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Abstract

While large scale pre-training has achieved great achievements in bridging the gap between vision and language, it still faces several challenges. First, the cost for pre-training is expensive. Second, there is no efficient way to handle the data noise which degrades model performance. Third, previous methods only leverage limited image-text paired data, while ignoring richer single-modal data, which may result in poor generalization to single-modal downstream tasks. In this work, we propose an EfficientCLIP method via Ensemble Confident Learning to obtain a less noisy data subset. Extra rich non-paired single-modal text data is used for boosting the generalization of text branch. We achieve the state-of-the-art performance on Chinese cross-modal retrieval tasks with only 1/10 training resources compared to CLIP and WenLan, while showing excellent generalization to single-modal tasks including text retrieval and text classification.

1 Introduction

Pre-training has achieved great progress in Natural Language Processing (Brown et al. 2020; Devlin et al. 2018; Lewis et al. 2019; Liu et al. 2019; Radford et al. 2019) and Computer Vision (Chen et al. 2020; Dosovitskiy et al. 2020; Kolesnikov et al. 2019) tasks. Recently, multi-modal pre-training (Huo et al. 2021; Radford et al. 2021; Jia et al. 2021) attracts widespread attention, where large scale weakly correlated multi-modal data on the internet is utilized to learn cross-modal representation by contrastive learning (Hadsell, Chopra, and LeCun 2006). However, existing multi-modal pre-training methods face several challenges. First, as the scale of data expands, pre-training requires expensive training resources, CLIP (Radford et al. 2021) costs 3584 GPU-days and WenLan (Huo et al. 2021) costs 896 GPU-days both on NVIDIA A100. Second, the raw internet data is noisy (as shown in Appendix, Figure 7), which wastes training resources and extremely degrades the performance of model (Algan and Ulusoy 2021; Carlini and Terzis 2021; Northcutt, Jiang, and Chuang 2021). Third, previous multi-modal pre-training methods only use limited image-text pairs, while ignoring richer single-modal text data, which results in poor generalization to many downstream NLP tasks and scenes (Li et al. 2020).
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Figure 1: Comparison of training processes. The flowchart above shows a common procedure of previous cross-modal pre-training methods. The flowchart below shows our difference, where the training dataset is progressively updated via an Ensemble Confident Learning (ECL) strategy.

There are numerous works (Northcutt, Jiang, and Chuang 2021; Shen et al. 2020; Xie et al. 2020) that contribute to training noise-robust models or developing noise-free strategies for vision tasks. In contrast, few studies have focused on handling noise in cross-modal pre-training. Inspired by confident learning (Northcutt, Jiang, and Chuang 2021), we propose a novel method EfficientCLIP via an Ensemble Confident Learning (ECL) strategy, where models at different training epochs are ensembled to estimate the data distribution through several continuous iterative steps. We show that ECL strategy helps model save training resources and speeds up convergence by building a smaller subset with less noisy data for training. To further boost the generalization performance on downstream tasks and scenes, motivated by the success of self-supervised tasks (Devlin et al. 2018; Dong et al. 2019; Lewis et al. 2019; Gao, Yao, and Chen 2021) in NLP, we use extra non-paired single-modal data which
is available in much richer scenes than cross-modal data, specifically text data in our case, to enhance the text encoder via self-supervised learning tasks. For the purpose of saving the cost of training to the greatest extent, our image encoder is built on the top of CLIP (Radford et al. 2021) because of its robustness validated by Shen et al. 2021. To make up for the scarcity of the open Chinese multi-modal model and solve various Chinese application scenarios, our model is trained with data in Chinese. The key difference of the training process between our method and previous works can be found in Figure 1.

We evaluate the performance on both cross-modal and single-modal tasks and achieve state-of-the-art (SOTA) results on corresponding benchmarks. For instance, with only 1/10 training resources compared to WenLan (SOTA in Chinese) and CLIP, EfficientCLIP outperforms WenLan (Huo et al. 2021) on Recall@1 (R@1) and Recall@5 (R@5) by 3.6% and 5.9% respectively, on the cross-modal retrieval tasks of AIC-ICC (Wu et al. 2019) (the largest Chinese caption dataset). We also exceed CLIP (Radford et al. 2021) on R@1 and R@5 by 4.39% and 5.11% on COCO (Ved et al. 2016) text-to-image retrieval task. Moreover, enriched by extra single-modal data, EfficientCLIP also shows great generalization on single-modal tasks. We outperform the SOTA on text retrieval task and exceed benchmarks with a large margin on text classification task. All experiments are conducted on zero-shot setting, in addition to the text classification task. Details can be found in Sec 4.5. Our key contributions are summarized as below:

1. We propose EfficientCLIP via an Ensemble Confident Learning (ECL) strategy for efficient cross-modal pre-training, which pruning noisy data adaptively.
2. We achieve the state-of-the-art on cross-modal retrieval tasks with only 1/10 training resources compared to benchmarks such as CLIP and WenLan.
3. We show the value of non-paired single-modal data on cross-modal pre-training, and achieve great generalization ability to downstream single-modal tasks.

2 Related Work

2.1 Contrastive Learning

Contrastive learning (Hadsell, Chopra, and LeCun 2006; Le-Khac, Healy, and Smeaton 2020) is a kind of representation learning by contrasting positive pairs against negative pairs. Recent literatures (Chen et al. 2020, Gao, Yao, and Chen 2021; He et al. 2020) have achieved great success in both representation learning and unsupervised learning tasks by contrastive learning. Among them, SimCLR (Chen et al. 2020) proposes to match positive sample pairs by various data augmentations, and uses larger batch size with richer negative samples for contrastive learning to get a robust visual representation. MOCO (He et al. 2020) uses the dictionary as a queue to solve the dependence of contrastive learning on large batch size. In the field of NLP, SimCSE (Gao, Yao, and Chen 2021) proposes to use dropout to make the same text for mini data augmentation as a positive sample pair, and uses different texts as negative samples.

2.2 Two-Tower Structure Models

Two-tower structure models trained on large scale web datasets have been successfully used in multi-modal tasks and achieve excellent results on many downstream tasks. In two-tower structures, visual and language information are encoded independently without any fusion via contrastive learning scheme for efficient discrimination. CLIP (Radford et al. 2021) trains with 400 million image-text data pairs from the internet after simple data cleaning, it achieves excellent performance on image-text retrieval tasks and zero-shot image recognition tasks. ALIGN (Jia et al. 2021) further expands the scale of image-text paired data, and uses 1 billion data to train without any cleaning, indicating that the expansion of the data scale can suppress the influence of noise for the model to some extent. WenLan (Huo et al. 2021) trains with Chinese paired data and achieves the best performance on image-text retrieval task in the Chinese scene.

2.3 Learning with Noisy Data

There is a continued interest in community on training models directly from enormous and low-cost web data. However, a large scale of noisy data existing on the internet cause negative effects for model training. To utilize numerous and low-cost web data, many researchers attempt to explore noise-robust methods (Chen and Gupta 2015; Joulin et al. 2016; Fergus et al. 2005; Schroff, Criminisi, and Zisserman 2010) for training models. Fergus et al. (2005) exploit images from the Google search engine for image categorization based on an improved pLSA method. Schroff, Criminisi, and Zisserman (2010) propose an approach to automatically harvest images on the internet for learning visual recognition classifiers. Krause et al. (2016) show that models learning from a large scale of web data outperform those learning from a limited amount of human-annotated dataset for classification tasks. Confident Learning (Northcutt, Jiang, and Chuang 2021) achieves effective noise filtering through three continuous iterative steps of Count, Rank and Prune, and Re-Training, and trains a more robust model.

However, these works are only designed for common object detection and classification tasks, which cannot directly be applied effectively to cross-modal pre-training tasks. As far as we know, current multi-modal pre-training methods still lack an effective training method to effectively learn from noisy data. Thus, in this paper, we propose an Ensemble Confident Learning (ECL) strategy to fill this gap.

3 Methodology

In this section, we illustrate the steps of our efficient training strategy. In Sec 3.1, we first introduce how we transfer CLIP’s knowledge from English domain to Chinese domain. From Sec 3.2 to Sec 3.3, we demonstrate two core operations, Ensemble Confident Learning and extra single-modal self-supervised learning respectively. We also describe a memory queue method based on the idea of dictionary as a queue (He et al. 2020) and the pseudocode of our approach, which can be found in Appendix B and Figure 9 in Appendix, respectively. The pipeline is shown in Figure 2.
3.1 Cross-language Knowledge Distillation

It is time-costing and expensive to train a cross-modal pre-trained model from scratch. To conveniently obtain a text encoder in Chinese domain, we perform cross-language knowledge distillation. A transformer-based Chinese text encoder (refer to Appendix B for details of image queue) is initialized as a student model and distills knowledge from a teacher model (CLIP’s text encoder is adopted).

\[
Loss = \sum_{i=1}^{N} (F_C(T_c^{(i)}) - F_E(T_e^{(i)}))^2.
\]

\(\text{loss}\)

The Chinese-English pairs are defined as \(T_{ce} = \{(T_c^{(i)}, T_e^{(i)}), i \in [1, N]\}\), where \(T_c^{(i)}\) and \(T_e^{(i)}\) represent Chinese and English texts, respectively. Figure 3 shows the structure of distillation model, we freeze the parameters of the English teacher model \(F_E\), and only update the Chinese student model \(F_C\) to minimize the distance between their outputs via an MSE loss formulated as above.

Figure 3: Cross-language distillation. \(F_C\) represents the Chinese Encoder, \(F_E\) represents the English Encoder. The frozen model is indicated by *. Our goal is to minimize the distance between their outputs via an MSE loss.

3.2 Ensemble Confident Learning

Large scale image-text datasets crawled from the internet have been widely used in pre-training. As indicated by [Carlini and Terzis 2021] [Northcutt, Jiang, and Chuang 2021] [Shen et al. 2020], excessive noisy data negatively impacts the model’s performance and training efficiency. ALIGN [Jia et al. 2021] and WenLan [Huo et al. 2021] demonstrate that the large-scale pre-training with expensive resources can suppress the influence of noise to some extent, but these training resources are usually not available for general researchers. An alternative is to establish cleaned datasets like COCO [Veit et al. 2016], or Conceptual Captions [Sharma et al. 2018]. However, as the high-quality manual annotations or complex treatments are needed, they are often limited by their scales, which result in the poor generalization. Driven by these obstacles, a compromised way based on the idea of Confident Learning (Northcutt, Jiang, and Chuang 2021) named as Ensemble Confident Learning (ECL) is designed. Instead of removing all noisy pairs at once, ECL strategy adopts the same way as Confident Learning and adaptively remove noisy data from the training set, as the distribution of dataset is hard to estimate.

As the model generally performs more discriminative on those high-correlated pairs (related experiments can be found in Appendix A.1), we propose to adaptively and iteratively remove the noisy pairs (low-correlated) by means of the discriminative ability of model to data distribution. First, we use the distillation model as initialization which is already equipped with the basic discriminative powers (it has been proved in Appendix A.1), and additionally establish a scoring shadow model that only updates parameters at the beginning of each epoch. For the \(K^{th}\) epoch, we define the dataset as \(D_K = \{d_1, d_2, d_3, ..., d_n\}\) where \(d\) is an image-text pair, the score gained through the scoring shadow model \((S_K)\). The pre-trained model which keeps updating is denoted as \(T\). ECL strategy consists of three steps:

1. **Scoring & Training:** For each image-text pair \(d_i\), we use the scoring shadow model to calculate its correlation score \(S_K(d_i)\) at the current epoch, and update the total score \(C_{K+1}(d_i)\) based on the exponential smoothing algorithm:

\[
C_{K+1}(d_i) = \alpha * C_K(d_i) + S_K(d_i),
\]

where \(\alpha\) refers to the smoothing factor. In this way, we get the correlation score of each image-text pair, and train the pre-trained model \(T\) with contrastive loss at the same time.

2. **Ranking & Filtering:** Based on the total score \(C_K(d_i)\) of each pair, we reorder the dataset \(D_K\) in descend-
ing order: \( D^*_K = \{d^*_1, d^*_2, \cdots, d^*_n\} \). To filter out the noisy pairs, we set a filtered rank \( \lambda \) and retain the training pairs whose correlation ranks before the \( \lambda \). The obtained pairs are used as the training dataset at the \((K+1)^{th}\) epoch:

\[
D_{K+1} = \{d^*_1, d^*_2, \cdots, d^*_\lambda\}. \tag{3}
\]

3.3 Masked Language Model

Existing cross-modal pre-trained models utilize large scale image-text pairs from the internet, while not realizing that those paired datasets are usually scene-limited. We observe that image-text pairs are common in some specific domains, such as Wikipedia, News and several human-annotated public datasets. However, in other more professional domains such as Technology and Medical, paired data is scarce, single-modal non-paired data is abundant instead. Driven by the idea of multimodal few-shot learning [Tsipokoukelli et al. 2021], we additionally leverage extra single-modal text data from various scenes for self-supervised learning to enhance the generalization of model to downstream tasks.

We adopt the Masked Language Model (MLM) task proposed by BERT [Devlin et al. 2018] for self-supervised training. MLM takes advantage of bidirectional semantic information, and only requires a simple masking operation on the original text. Given a sequence of text as \( \{t_1, t_2, t_3, \cdots, t_n\} \), we randomly replace the words with [mask] token. \( T \) and \( T_{mask} \) represent the unsubstituted and the substituted tokens respectively. The optimization objective of the text encoder is formulated as:

\[
W^* = \arg \max_W P(T_{mask} | T, W), \tag{4}
\]

where \( W \) refers to the parameters of the text encoder.

We find that cross-modal pre-training can benefit from additional prevalent single-modal non-paired data. The reasons can be explained from two aspects, as described next.

First, the model gains more knowledge about rich scenes from additional text data, which helps avoid the problem of limited distribution of image-text pairs. Second, the MLM task facilitates the model to pay more attention to the relationship between words and helps the model avoid catastrophic forgetting of token-level knowledge, which results in the improvement of transferring tasks [Gao, Yao, and Chen 2021]. Ablation study can be found in Sec 4.6.

4 Experiment

We describe the training datasets in Sec 4.1 and implementation details from Sec 4.2 to 4.4 before showing promising results on the public evaluation datasets. We compare with the state-of-the-art in Sec 4.5 and conduct comprehensive ablation studies in Sec 4.6 to exhibit the effect of each module. More results can be found in Appendix.
queue will bring about a great reduction in training efficiency. Considering the trade-off between performance and training efficiency, the queue size is finally set to 50000.

We use the ECL method to filter data in each epoch and evaluate the model’s performance on the validation set every 1000 steps. After 9 training epochs, there are only 120 million data left. We find that the score of the validation set does not increase significantly later, thus we stop the data filtering and continue training on the 120 million data. Benefiting from the effectiveness of adaptively filtering data, we only spend 7 days training our model. Compared with the model pre-trained on 300 million data without ECL, our model surpasses it by 8-14% on the R@1 on the test set of AIC-ICC. The result can be found in Figure 5.

![Figure 5: Impact of ECL on performance. The vertical axis is the training steps, and the horizontal axis is the performance of the f1 score of the training model. As shown, ECL method helps to improve the convergence speed and model performance.](image)

To select a suitable filtered rank for ECL, we experiment with 4 values (0.7, 0.8, 0.9, 0.99), and use the R@1 of text-to-image task on AIC-ICC for evaluation. As illustrated in Table 1, when the filtered rank is 0.9, the model reaches the highest R@1 of text-to-image task on AIC-ICC.

We claim that training directly on a large amount of noisy dataset, the model’s performance is constrained as shown in Figure 5. With the existence of ECL strategy which is used to effectively filter out noisy data, our model can be re-trained from higher-quality data adaptively and shows faster training speed and better performance. More detailed analysis of ECL strategy is conducted in Sec 4.6 which shows that the method of re-training from numerous noisy datasets to high-quality datasets can effectively improve the generalization ability and performance of the model.

![Table 1: Impact of filtered rank. As the filtered rank increases from 0.7 to 0.9, the R@1 improves. However, once the filtered rank is too high, the recall drops.](image)

### 4.4 Adaptive Cleaning Data

To verify the effect of our model for adaptive filtering, we randomly sample 1000 samples from the 300 million, 200 million, and 100 million datasets (200 million and 100 million datasets are filtered by ECL on the 300 million dataset) respectively, and label them manually. We count the proportion of bad cases and good cases in the samples and present it in Table 3. We also visualize the distribution of the manual data, as shown in Figure 6. It can be seen that ECL has a strong ability to remove noisy data and separate the good cases from the other cases.

![Table 3: Performance of ECL to clean noise. Dataset size, bad case percent and good case percent represent the size of the dataset we sample, the proportion of bad cases and good cases in the sampled data respectively.](image)

### 4.5 Comparison to State-of-the-art

In this section, we evaluate the effectiveness (generalization and discriminative ability) of EfficientCLIP under different scenarios. To measure the capability of task-agnostic models, zero-shot evaluation have been widely adopted and data is loaded similarly with BERT: the masking probability is set to 15% for each token, and each masked token has a 20% chance to be replaced by other tokens.

EfficientCLIP is a multi-task pre-trained model, and its final performance is affected by the weights between contrastive learning task and MLM task. In our experiment, we set the weights of these two tasks to be proportional to their batch sizes. If the batch size of text data is too large, it will impair our model’s performance on image-text retrieval tasks; if the batch size is too small, the introduction of MLM task will hardly improve the model’s performance. In order to verify the effect of the weight of MLM task on model’s image-text retrieval ability, we calculate the f1 score under different text batch sizes on the validation set. The results are shown in Table 2.

![Table 2: Impact of the text batch size. When the batch size is less than 40, the MLM task is helpful for improving the model’s performance. But once the batch size is larger than 40, the greater the weight of MLM task, the model will reduce the learning ability on image-text retrieval tasks, and the performance of image-text retrieval will decrease.](image)
proven as being much more representative of a model’s ability (Radford et al. 2021). Thus, we conduct cross-modal retrieval in both Chinese and English datasets under zero-shot setting. To further illustrate the zero-shot transfer ability to downstream task, we also evaluate on single-modal tasks, such as text classification and text retrieval. The CLIP model used in this section is CLIP ViT-B/32 because our model is based on this model to show the text encoder’s improvement by our approach.

Cross-Modal Retrieval in Chinese

AIC-ICC (Wu et al. 2017) is the only publicly-available Chinese multi-modal dataset. The training set contains 210,000 images and 1.05 million descriptions (5 captions for each image), and the validation set contains 30,000 images and 150,000 descriptions. We evaluate the zero-shot transfer ability on the test subset (10,000 data) following the same setting as WenLan (Huo et al. 2021). To compare with other benchmarks (mainly trained with English data), we translate Chinese text into English via Google translation API. We also distill CLIP into Chinese domain (details can be seen in Sec 4.2) to decrease the impact of translation, while UNITER (single tower) uses the translation directly.

Table 4 presents the cross-modal retrieval results. We can observe that our EfficientCLIP significantly outperforms other benchmarks on both the text-to-image and image-to-text retrieval subtasks, showing the effectiveness of the proposed approach in this paper.

| Method      | Text2Image(%) | Image2Text(%) |
|-------------|---------------|---------------|
|             | R1 | R5 | R10 | R1 | R5 | R10 |
| CLIP †      | 7.80 | 18.50 | 25.00 | 13.40 | 27.30 | 35.10 |
| UNITER †    | 9.80 | 23.30 | 31.40 | 14.80 | 29.80 | 37.90 |
| CLIP ‡      | 11.06 | 24.89 | 33.28 | 18.33 | 34.45 | 43.23 |
| WenLan      | 14.40 | 30.40 | 39.10 | 20.30 | 37.00 | 45.60 |
| E-CLIP      | 18.02 | 36.33 | 45.91 | 26.33 | 44.73 | 52.95 |

Table 4: Evaluation results for the cross-modal retrieval tasks on the AIC-ICC test subset. † and ‡ means translation and distillation, respectively. E-CLIP represents the EfficientCLIP.

Cross-Modal Retrieval in English

Because of language differences which come from the different culture and style, transferring a model to another language will pose a huge challenge to the generalization of model. When CLIP transfers to Chinese domain, its performance is far lower than the current Chinese model (Huo et al. 2021). So, to provide the more comprehensively empirical evidence of EfficientCLIP’s generalization ability, we directly compare with benchmark (Radford et al. 2021) trained on English datasets. As the original EfficientCLIP is trained on Chinese datasets, we transfer the EfficientCLIP (text encoder) into English domain through cross-language knowledge distillation (details are the same as the distillation of Chinese-to-English but the student and teacher models are exchanged). A common image caption dataset in English is adopted for evaluation.

COCO (Veit et al. 2016) is commonly adopted caption datasets. We use the COCO2014 test set (5000 images and 24716 captions) to evaluate our EfficientCLIP model. The results are shown in Table 5. The distilled EfficientCLIP outperforms CLIP by nontrivial margin on text-to-image retrieval, while achieving competitive results on image-to-text retrieval tasks.

| Method      | Text2Image(%) | Image2Text(%) |
|-------------|---------------|---------------|
|             | R1 | R5 | R10 | R1 | R5 | R10 |
| CLIP        | 30.75 | 56.60 | 67.73 | 50.78 | 75.10 | 83.70 |
| E-CLIP ‡    | 35.12 | 61.71 | 72.77 | 50.70 | 76.56 | 84.98 |

Table 5: Evaluation results of the cross-modal retrieval tasks on the COCO2014 test set. † mean distillation. E-CLIP represents the EfficientCLIP.

Single-Modal Evaluation

Previous cross-modal pre-trained models (Radford et al. 2021; Huo et al. 2021) usually cannot effectively adapt to single-modal (NLP) scenarios (Li et al. 2020). We bridge this gap between cross-modal pre-training and its single-modal (NLP) counterpart by validating the generalization ability of EfficientCLIP on several NLP tasks.

(1) Text Classification. To evaluate the NLU (Natural Language Understanding) capability on short texts, we adopt news classification task (TNEWS) in Chinese dataset CLUE (Xu et al. 2020) as our benchmark. Each item in
In this work, we introduce an efficient cross-modal pre-training method called EfficientCLIP. We propose an Ensemble Confident Learning (ECL) strategy to adaptively filter the noisy dataset. We show the value of single-modal non-paired data for improving the generalization performance. Second, instead of only using the highly correlated data (denoted with *), ECL strategy adopts an adaptive way to select training subset from huge noisy dataset, which is shown to be more generalized on both cross-modal and single-modal tasks.

### 5 Conclusion

In this work, we introduce an efficient cross-modal pre-training method called EfficientCLIP. We propose an Ensemble Confident Learning (ECL) strategy to adaptively filter the noisy dataset. We show the value of single-modal non-paired data for improving the generalization performance. We claim that EfficientCLIP achieves the SOTA performance on Chinese cross-modal retrieval tasks, surpassing CLIP in English scene, and outperforms benchmarks on single-modal downstream tasks.
A Analysis for ECL

A.1 Related Experiments of ECL

![Figure 7: Example of raw text-image pairs on the internet](image)

(The captions are translated from Chinese by Google Translation API). The high-quality pairs are indicated by GREEN (The first row of pictures), the noisy pairs are indicated by RED (The second row of pictures). The scores generated by our model shows semantic similarity for image-text pairs.

![Figure 8: Model performance on validation sets with different thresholds](image)

Higher f1 score or lower loss demonstrate the better performance of model in the validation sets. Highly correlated (high quality) image-text pairs contain rich and useful supervision which can be sufficiently learned by model. In contrast, the knowledge of noisy pairs are hard to be absorbed, which leads to the model’s ability of discriminating the difference between high quality pairs and noisy pairs in the training. We conduct experiments to investigate this perspective. We train a cross-modal model through weakly supervised contrastive learning on noisy 300 million image-text pairs, and evaluate its performance on datasets of different qualities. We use the distillation model trained in Sec 3.1 to calculate the cosine similarity score of each training pair, and randomly select 20,000 pairs with cosine similarity score larger than the thresholds (we set to the table 10) as validation sets. We assume that the validation set with a higher threshold approximately represents higher quality. As illustrated in Figure 8, the model performs better on the higher quality (higher thresholds) validation sets. The result indicates that the model performs better on those high-correlated data even if it is trained on the noisy dataset, and shows the crucial difference between the model’s performance on validation sets with different thresholds (qualities). Thus, the above result provides a powerful evidence of the training model’s ability to separate the high quality pairs from the noisy pairs.

| Threshold | 0.28 | 0.30 | 0.32 | 0.34 |
|-----------|------|------|------|------|
| R@1       | 10.87| 11.45| 12.34| 12.66|

Table 10: Impact of the setting of thresholds. The R@1 represents Recall@1 (on the AIC-ICC text-to-image task) of models finetuned with corresponding datasets.

In addition, to confirm that the similarity scores calculated by the distillation model are positively correlated with the ground truth similarity, we finetune the distillation model on those datasets of different thresholds (each dataset is composed of 100,000 randomly selected pairs). We evaluate the finetuned model on text-to-image task of the AIC-ICC (Wu et al. 2019) test set. The results are shown in Table 10 because the number of data of the datasets with higher thresholds are lower than 100,000, so the highest threshold used is 0.34. We find that the higher threshold is set to filter data, the higher R@1 score on the test set. It can be explained that because the model is finetuned on a higher quality dataset with higher threshold, the finetuned model will perform better on the test set. So, as illustrated in above analysis, what the similarity scores produced by the distillation model are positively correlated with the correlation of image-text pairs can be verified.

A.2 Effectiveness of ECL

Regarding the three-step process of Sec 3.2, we have two considerations: (1) A motivation to use the distillation model as the initial model is not only to save training cost, but also to endow the model with initial ability to judge data distribution. Thus, our model can give a score with high confidence even at the beginning. (2) If we only take the score of the distillation model as the total score, it is easy to filter out the strongly related image-text pairs with low scores. In this way, the final model is easy to converge to the local optimum relying on the distillation model. Therefore, we propose to ensemble scores of multiple models through exponential smoothing. The details of the ablation experiment can be found in Appendix H.
Before explaining the ECL, we first give a priori $Q$ (scoring shadow model), and set the filtered rank as $\lambda$ ($0 < \lambda < 1$). Based on the prior $Q$, we can estimate the distribution of the data, and after re-ranking, filter out the data ranking after $\lambda$. We set the number of clean data as $n$, the noisy data as $m$. After filtering, the number of clean data and noisy data change to $n^*$ and $m^*$ respectively. Then, this process can always satisfy $\frac{n^*}{n} > \frac{m^*}{m}$. Related experiments can be seen in Sec 4.4.

Let us give an example: we assume that there are $(n + m)$ dog images $I_d$ in the dataset, while only $n$ images correspond to the dog descriptions $D_d$ (the dataset represents as $\{D_d \cap I_d\}$), and the $m$ images correspond to the noisy descriptions $D_n$ (the dataset represents as $\{D_n \cap I_d\}$). Our ideal optimization function is $W^* = \arg \max W (P(D_d|I_d, W) + \frac{m}{n} P(D_n|I_d, W))$ because of the training with noisy data. We assume that after the first round of filtering, the number of dataset $\{D_d \cap I_d\}$ is $n^* = v_1 \times n (0 < v_1 < 1)$, and dataset $\{D_n \cap I_d\}$ is $m^* = u_1 \times m (0 < u_1 < 1)$, and according to the prior, there always satisfies $\frac{n^*}{n} > \frac{m^*}{m}$ (which also satisfies $v_1 > u_1$). Then, in the next epoch, the optimization function can be expressed as $W^* = \arg \max W (P(D_d|I_d, W) + \frac{m}{n} \prod_u P(D_n|I_d, W))$. In this iteration, after $K$ epochs, the optimization function is $W^* = \arg \max W (P(D_d|I_d, W) + \frac{m}{n} \prod_u P(D_n|I_d, W))$. We denote $\prod_u \frac{u_i}{v_i} (0 < \prod_u \frac{u_i}{v_i} < 1)$ as a regular term, then we can regard ECL as a regularization process. As the ECL is an iterative method, we can control the regular term to the most suitable extent for the best model’s performance. ECL greatly reduces the impact of the noisy sample during training, making the model more accurate to predict from input from the real world. Related experiments can be seen in Sec 4.6.2 and Sec 4.3.

## B Memory Queue

Contrastive learning methods heavily depend on the number and quality of negative samples for generating high-quality representations that are robust to noise interference and beneficial to performance improvement. In order to free negative samples from the constraints of batch size, we introduce a memory queue to expand the number of negative samples.

In MOCO (He et al. 2020), a momentum-based updating rule is designed for the key encoder to ensure the consistency of the dictionary of a queue. However, when the size of queue is too large, it is hard to maintain consistency due to the parameters update of key encoder which is not sync with the query encoder. The discrepancy of negative samples’ features might result in training instability and performance degradation (He et al. 2020). To alleviate the problem, we utilize the frozen image encoder as the key encoder and only train the text encoder. Since the keys in memory queue all come from the same image encoder, there is no inconsistency no matter how large the queue is. The contrastive loss in our method is formulated as following:

$$
E_{x,x^+,x^-} \left[ -\log \left( \frac{e^{f(x)^T f(x^+)} }{e^{f(x)^T f(x^+)} + e^{f(x)^T f(x^-)}} \right) \right].
$$

where $(x, x^+)$ and $(x, x^-)$ are positive and negative pairs, respectively. $f(x)$ represents the encoder forward function.

## C Creating Datasets

### C.1 Public Datasets

**Chinese-English Text Pairs.** To conduct cross-language knowledge distillation, we collect Chinese-English paired data from AI Challenge Machine Translation (denoted as AIC), WMT20, and other public Chinese-English translation datasets, totaling 80 million translation pairs.

**Chinese Text Data.** For the extra single-modal branch, we adopt the single-modal text dataset from CLUE (Xu et al. 2020), which is the largest Chinese language understanding evaluation benchmark. We clean the dataset by removing data with low Chinese character ratio (50% in our case) and meaningless symbols. We finally get a Chinese text dataset of 56G size, totaling 20,329,263 documents.

### C.2 Web-crawled Datasets

**Image-Text Pairs for training.** To construct a large scale Image-Text dataset for contrastive learning, we establish a Chinese word dictionary including 4 million Chinese vocabulary. Each word in the dictionary is used as query to crawl image-text pairs from Chinese Search Engine (Baidu Pictures and Baidu Baidu). We simply clean the raw crawled pairs as we did for text data and get a Chinese image-text paired training dataset of 300 million pairs. Details of preprocessing of the training set can be found in Appendix D.

**Image-Text Pairs for validation.** To verify the effectiveness of our method in time, we extra collect image-text pairs from various scenarios on the internet. We collect image-text pairs from Baidu Pictures, Baidu Baike, Toutiao, hashtag, and other sources. Specifically, we first use the distillation model to calculate the cosine similarity score for each image-text pair. Based on these scores, we sort the dataset and take out the first 1 million of data for next cleaning stage. Then, in order to extract more general and common data, we extract the data containing common words defined in a 40 thousand entity vocabulary which is collected from GitHub. Finally, we clean out the top-10,000 (sorted by the cosine similarity score of pairs) image-text pairs as our validation set, which is not covered by the training set. The details of sizes of these datasets can be found in Table 11


Table 11: Details of used datasets. CET, TD, IMT, IMV represent Chinese-English Translation, Text Data, Image-Text Training Set and Validation Set respectively. M, K represent a million and a thousand respectively.

| Dataset Name | CET   | TD   | IMT  | IMV  |
|---------------|-------|------|------|------|
| number of data| 80M   | 20.3M| 300M | 10K  |
| sizes         | 14.2G | 56G  | /    | /    |

D Data Processing

In terms of the preprocessing of training set, we try a variety of methods, and prove that cleaning text branch of image-text pairs has a considerably significant improvement on the performance of model. We first train on the raw 300 million data, while the R@1 of trained model on text-to-image task of AIC-ICC test set is just 6.58 which is far lower than the current SOTA [Huo et al. 2021]. Therefore, we try to perform preprocessing for text and compare the effects of various cleaning methods on model’s performance.

First, we remove the redundant HTML, space symbols (such as “...” “—”) and all emojis, which are meaningless in text. We notice that the crawled text data exists enormous interval symbols such as “&”, “..”, etc. We replace these interval symbols with “,” to make sentences more cleaned and fit with general data. Although all we crawl are Chinese websites, some English sentences and extremely short sentences will inevitably appear in text data. Therefore, we perform rules with a Chinese character ratio of less than 0.5 to remove English sentences, and a length which is less than 4 to remove short sentences. We conduct related experiments to explore the effects of removing these two kinds of sentences on the performance of model. We train models with same hyperparameters and regular contrastive learning method on the raw 300 million data, the removal of English sentence, short sentence data, and the data removing two kinds of sentences, respectively. And we use the image-text retrieval tasks on AIC-ICC for evaluation. The details can be found in Table 12.

Table 12: Impact of data cleaning method. C&S, C&S&E, C&E represent cleaning short text, cleaning short text and English text, cleaning English text respectively.

| Method       | Text2Image(%) | Image2Text(%) |
|--------------|---------------|---------------|
|              | R1  | R5  | R10 | R1  | R5  | R10 | R1  | R5  | R10 |
| No Clean     | 6.58 | 15.19 | 20.89 | 12.14 | 25.23 | 33.20 |
| C&S          | 10.29 | 22.98 | 30.74 | 20.73 | 37.27 | 46.00 |
| C&S&E        | 10.56 | 23.39 | 31.20 | 21.15 | 37.49 | 46.00 |
| C&E          | 10.77 | 23.99 | 31.86 | 21.50 | 38.30 | 46.83 |

Figure 9: Pseudocode for an implementation of EfficientCLIP. The text encoder have two outputs, including the embeddings of tokens (the first output) and the features of sentences (the second output).

E Reproduction of SimCSE

For reproducing SimCSE to a great extent, we refer to the hyperparameters in SimCSE paper (Gao, Yao, and Chen 2021) and utilize 10 million sentences collected from Chinese Wikipedia (for unsupervised) and the BQ Corpus (Chen et al. 2018) dataset (for supervised) to reproduce. In terms of data preprocessing, we choose to divide the text into multiple shorter texts with a length of less than 77 as input data (the same as EfficientCLIP), and use text data processing.
method the same as Appendix D to perform simple data cleaning. For better performance, we choose Roberta case (the best model mentioned in SimCSE paper) as the backbone of our SimCSE model. We add [CLS] token to each text, and use the representation at the position of [CLS] token as its sentence embedding. In the experiment, we set the learning rate to 1e-5 and the weight decay to 0.0001. For selection of dropout, we refer to the setting of SimCSE paper and choose the default 0.1. We use dropout noise as data augmentation to create positive samples of text, and use other randomly selected texts as negative samples for contrastive learning. We refer to the recommendation of SimCSE, where we add Masked Language Model task as auxiliary loss, which helps model avoid catastrophic forgetting of token-level knowledge. For the purpose of speeding up the training of model, we also leverage MMAP method to load data and use half-precision optimization based on Deepspeed (Rasley et al. 2020) framework to accelerate distributed training. Finally, we cost 24 GPU-days on V100 to get a Chinese SimCSE model. After unsupervised training, we finetune the model on the BQ Corpus for supervised learning to obtain the best performance.

We also explore more data augmentation methods to enhance the training effect of model. Because the efficiency of calling Google Translate API is not high as our expectation, we choose to use the Fairseq (Ott et al. 2019) framework to train a Chinese-to-English model and an English-to-Chinese model for offline back translation. We perform simple data augmentation through back translation to create a positive sample of text, and use the same training method as SimCSE to reproduce SimBERT.

**F Speeding up Training**

To reduce the cost of pre-training, we use the distillation model as a coarse initialization. Further, in order to load data with less time and memory cost, we utilize the image encoder of CLIP ViT-B/32 to extract image features before training and store them in a binary file. While using image features, we utilize the corresponding pointer to quickly extract the features by MMAP (A method for disk mapping memory).

| Hyperparameters          | E-CLIP-small | E-CLIP |
|--------------------------|--------------|--------|
| Number of Layers         | 12           | 32     |
| Hidden Size              | 512          | 512    |
| Dropout                  | 0.1          | 0.1    |
| Attention Dropout        | 0.1          | 0.1    |
| Weight Decay             | 0.0001       | 0.0001 |
| number of parameters     | 151M         | 225M   |
| R@1                      | 16.82        | 18.02  |

Table 13: **Hyperparameters of two EfficientCLIP models.** R@1 represents the R@1 score obtained by the model on the text-to-image task of AIC-ICC, and E-CLIP represents the EfficientCLIP.

**G Other Comparison of EfficientCLIP**

**G.1 Text Retrieval in English**

To further validate the discriminative ability of EfficientCLIP on text retrieval tasks, we also evaluate on COCO2014 test set (only use the captions). The results can be found in Table 14.

| Method     | Text Match(%) |          |
|------------|--------------|----------|
|            | R1           | R5       | R10      |
| CLIP       | 38.34        | 59.44    | 68.52    |
| EfficientCLIP | 40.40    | 62.20    | 71.80    |

Table 14: **Evaluation results for short text retrieval on COCO2014 test set.**

**H Ensemble Scoring Shadow Models**

To provide a powerful evidence for the effectiveness of integrating multiple models at different epochs during filtering, we train a model by only using the distillation model as the scoring shadow model. The results are shown in Table 16.

| Models                  | T2I (R@1) | TC (Acc) | TR (R@1) |
|-------------------------|-----------|----------|----------|
| E-CLIP (wo)             | 17.03     | 67.20    | 42.04    |
| E-CLIP (w)              | 18.02     | 67.20    | 43.48    |

Table 16: **Effect of ensemble scoring shadow models.** T2I, TC and TR denote text-to-image retrieval, text classification and text retrieval respectively. E-CLIP represents the EfficientCLIP.
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