Consensus reaching in swarms ruled by a hybrid metric-topological distance
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Abstract. Recent empirical observations of three-dimensional bird flocks and human crowds have challenged the long-prevailing assumption that a metric interaction distance rules swarming behaviors. In some cases, individual agents are found to be engaged in local information exchanges with a fixed number of neighbors, i.e. a topological interaction. However, complex system dynamics based on pure metric or pure topological distances both face physical inconsistencies in low and high density situations. Here, we propose a hybrid metric-topological interaction distance overcoming these issues and enabling a real-life implementation in artificial robotic swarms. We use network- and graph-theoretic approaches combined with a dynamical model of locally interacting self-propelled particles to study the consensus reaching process for a swarm ruled by this hybrid interaction distance. Specifically, we establish exactly the probability of reaching consensus in the absence of noise. In addition, simulations of swarms of self-propelled particles are carried out to assess the influence of the hybrid distance and noise.

1 Introduction

One of the paradigmatic examples of emergent behavior in complex systems is given by awe-inspiring collective animal behaviors such as birds flocking, fish schooling, locusts marching, amoebae aggregating and humans crowding [1–3]. Over the past two decades, research into collective phenomena has rapidly expanded. Initially the aim was to gain insight into the elementary rules governing such phenomena [2,4,5]. More recently, following a biomimetic approach and free from some of the inherent constraints encountered in biological systems, a host of artificial swarming behaviors have been designed either with actual robots [6,7] or in a simulated environment [2].

The basic mechanistic functioning of collective motion is now well understood as being the result of multiple uncoordinated local interactions between individuals. The central importance of these local interactions have led scientists to experiment very many different local interaction rules, often with the aim to reproduce fine details of some of the very specific behaviors associated with different species of swarming agents [2,5]. However, two broad groups of local interaction rules can be discerned, each based on the definition of a specific interaction distance thereby defining the so-called neighborhood of interaction. The first group based on a metric distance, was the first considered and has attracted a tremendous amount of attention (see Ref. [2] and references therein). In the metric neighborhood framework, each swarming agent exchanges information with all other agents located at a fixed and given distance – assumed to be the same for all [8–10]. The metric distance was only recently challenged following the analysis of empirical data for the dynamics of flocks of starlings [11] as well as results from the dynamics of human crowds [12,13]. For instance, in the topological distance framework, each and every agent interacts with a fixed number of neighbors regardless of the distance separating them.

Essentially, both distances are associated with distinct physiological (resp. technological) limitations of living (resp. artificial) agents. Specifically, the metric neighborhood of interaction finds its origin in the limited sensory range of individuals. Indeed, a fish in a school can only interact with other fish it can perceive either through vision or lateral line sensing [14,15]. On the other hand, the topological neighborhood of interaction stems from the limited information-processing capabilities of individuals. All living or artificial agents possess limited cognitive and information-processing capabilities enabling them to socially interact with a fixed number of other agents [16,17]. However, in real-life situations and depending on their positions within the swarm, individuals may found themselves limited either by their sensory apparatuses or by their internal information-processing system. Therefore, a purely metric or purely topological distance is unable to account for this inhomogeneity in limiting factors within the group.

Here, we address the shortcomings associated with all models based on a purely metric or topological distance. We propose a hybrid interaction distance that integrates both limitations in terms of sensory range as well as information processing. Our framework is different from
the hybrid metric-topological interaction model proposed by Niizato and Gunji [18], in which cognitional ambiguity is accounted for by a constant switching between class and collection cognition, thereby overcoming the problem of neighbor selection. Very recently, a thorough comparison between the metric model and the topological one – based on an interaction with the seven nearest neighbors – has been carried out by Barberis and Albano [19]. Remarkably, in reference [19], the authors show through extensive simulations that both models share some common features, e.g. the order parameter – scalar quantity measuring the global consensus level within the flock – using both models has approximately the same scaling exponent with respect to time, and the final cluster size distributions of the flock have a similar power-law behavior.

It is worth mentioning here some influential theoretical frameworks dealing with Vicsek-like models in the absence of noise [20,21]. However, these works usually impose quite strong (sometimes unrealistic from the natural swarming standpoint) conditions on the system. Two typical assumptions are: (i) some sort of connectivity (e.g., recurrent connectedness or the possession of spanning trees) of the underlying interaction network; and, (ii) the required balance condition, i.e., the out-degree equals the in-degree for each agent, when the network is directed. As will be shown in the sequel, these restrictions do not apply to our approach.

In the present framework, using network- and graph-theoretic approaches combined with the linear dynamical model by Komareji and Bouffanais [22], we prove mathematically that the achievement of global consensus is primarily influenced by the metric component of our hybrid interaction neighborhood in the absence of noise. Furthermore, small swarms ruled by this hybrid interaction distance are simulated using a self-propelled particles model to investigate the influence of three key parameters: noise level, metric radius and number of topological neighbors within that metric radius.

2 Hybrid metric-topological interaction distance

Consider a group of $N$ interacting agents moving in a $\sqrt{N} \times \sqrt{N}$ square area. Each agent $i$ is described by its velocity $v_i = v_0 \cos \theta_i \hat{x} + v_0 \sin \theta_i \hat{y}$, where $v_0$ is the constant speed and $\theta_i \in [0, 2\pi)$ is the velocity direction for $1 \leq i \leq N$. Therefore, the density of the particles is equal to the unity for any size $N$ of the swarm. We assume that each agent can connect to its at most $k$ nearest neighbors via directed information interaction within a physical distance $R > 0$. In other words, an agent is connected to at most $k$ neighbors within a disk with radius $R$ centered about itself. The rate at which network edges are changing is governed by the pace of the physical dynamics of the swarm. Hence, contrary to the static topology of the network models considered by Aldana et al. [25], we consider here the more general case of switching networks of interaction. Such switching events intrinsically occur at nonuniform time intervals. As detailed in reference [23], we can assume without loss of generality that those switching events are evenly distributed in time with the time interval between switching events corresponding to the decorrelation time scale $\tau$ of the matrix of correlations $C_{ij} = (s_i \cdot s_j)$ for the normalized velocity $s_i = v_i/v_0$. As all agents move at constant speed $v_0$, the decorrelation time scale is therefore strictly equivalent to the spatial decorrelation time scale, which given our hybrid interaction rule is directly related to the values of $k$ and $R$.

By considering the underlying swarm signaling network, the dynamics (1) of the agents is recast as:

$$\dot{\Theta}(t) = \text{diag}(1/k_1, \ldots, 1/k_N) (-L(t)) \Theta(t),$$  \hspace{1cm} (2)

where $\Theta(t) = [\theta_1(t), \ldots, \theta_N(t)]^T$ and $L(t)$ is the time-dependent outdegree Laplacian graph of the swarm signaling network. Our following analysis is formally based on the framework of hybrid $(k, R)$-nearest neighbor digraph model.

Switching networks are generally modeled using a dynamic graph $G_s(t)$ parameterized with a switching signal $s(t)$ that takes its values in an index set $\{1, \ldots, m\}$ [26]. That is equivalent to choosing $\tau = 1$, thereby imposing one specific choice of the unit of time of the swarm dynamics. Following that approach, let $G(N, k, R)$ denote the hybrid $(k, R)$-nearest neighbor digraph model by placing $N$ agents randomly and uniformly on a $\sqrt{N} \times \sqrt{N}$ square. If $R \geq \sqrt{N}$, the model reduces to the random nearest neighbor digraph [27–29]. We randomly choose a sequence $G_1, G_2, \ldots, G_m$ in $G(N, k, R)$, and generate a dynamical random network $G(t)$ as:

$$G(t) = G_m, \quad \text{for any } t \in [m - 1, m).$$  \hspace{1cm} (3)

Let $1 = (1, \ldots, 1)^T \in \mathbb{R}^N$. We want to show the following result.
**Theorem A.** Assume that $k \geq 1$. For all random sequences $G_1, G_2, \ldots, G_m \ldots \in G(N, k, R)$, the switching system

$$\dot{\Theta}(t) = \text{diag}(1/k_1, \ldots, 1/k_N)(-L(t)) \Theta(t) \quad (4)$$

reaches a consensus with probability at least $1 - e^{-R^2}$, as $N \to \infty$. Here $L(t)$ is the corresponding (outdegree) Laplacian matrix of $G(t)$, and $\Theta(t) = [\theta_1(t), \ldots, \theta_N(t)]^T$.

**Proof.** Since reaching consensus of system (4) is a monotone increasing property with respect to the number of edges of $G(t)$ [30], it suffices to show the case $k = 1$.

Let $\xi_{ij}(t)$ be a random variable representing the directed connection from agent $i$ to agent $j$ at time $t$. More specifically, $P(\xi_{ij}(t) = 1) = (\pi R^2 k)/(N(N - 1))$ and $P(\xi_{ij}(t) = 0) = 1 - (\pi R^2 k)/(N(N - 1))$ for all $i, j \in \{1, \ldots, N\}$ ($i \neq j$) and $t \geq 0$. Let $M \geq 1$ be an integer of large numbers, we have:

$$P\left( \sum_{m=1}^{M} \xi_{ij}(m) \leq \frac{M \pi R^2 k}{2(N(N - 1))} \right)$$

$$= P\left( \frac{1}{M} \sum_{m=1}^{M} \xi_{ij}(m) - \frac{\pi R^2 k}{N(N - 1)} \leq - \frac{\pi R^2 k}{2N(N - 1)} \right)$$

$$\leq P\left( \frac{1}{M} \sum_{m=1}^{M} \xi_{ij}(m) - \frac{\pi R^2 k}{N(N - 1)} \geq \frac{\pi R^2 k}{2N(N - 1)} \right)$$

$$\leq \frac{4(N(N - 1) - \pi R^2 k)}{M \pi R^2 k}, \quad (5)$$

where we have used the variance of $\xi_{ij}(m)$ as $\pi R^2 k(N(N - 1) - \pi R^2 k)/N^2(N - 1)^2$. Hence, we obtain

$$P\left( \bigcap_{i \neq j} \left\{ \sum_{m=1}^{M} \xi_{ij}(m) \geq \frac{M \pi R^2 k}{2(N(N - 1))} \right\} \right)$$

$$= 1 - P\left( \bigcup_{i \neq j} \left\{ \sum_{m=1}^{M} \xi_{ij}(m) \leq \frac{M \pi R^2 k}{2(N(N - 1))} \right\} \right)$$

$$\geq 1 - \frac{4N(N - 1)(N(N - 1) - \pi R^2 k)}{M \pi R^2 k}, \quad (6)$$

which tends to 1 as $M \to \infty$.

Now define a graph $\hat{G}$ of order $N$ whose adjacency matrix $(a_{ij})$ is given by:

$$a_{ij} = \begin{cases} 1, & \int_0^\infty \xi_{ij}(t) dt = \infty; \\ 0, & \int_0^\infty \xi_{ij}(t) dt < \infty. \end{cases} \quad (7)$$

Note that $\int_0^M \xi_{ij}(t) dt = \sum_{m=1}^{M} \xi_{ij}(m)$. Thus, equation (6) implies that $\hat{G}$ is a completely connected digraph for almost all sequences $G_1, G_2, \ldots, G_m, \ldots$.

For each agent $i$, we estimate the probability $q_k$ that there are at least $k$ other agents within distance $R \pm 1$ from it.

We have:

$$q_k = \sum_{j=k}^{N-1} \binom{N}{j} \left( \frac{\pi R^2}{N} \right)^j \left( 1 - \frac{\pi R^2}{N} \right)^{N-j}$$

$$= \sum_{j=k}^{N-1} \prod_{l=0}^{j-1} \left( 1 - \frac{4}{N} \right) \left( \frac{\pi R^2}{j} \right)^j e^{-\frac{\pi R^2}{j}(N-j)}$$

$$\approx \sum_{j=k}^{N-1} \left( \frac{\pi R^2}{j} \right)^j e^{-\pi R^2}, \quad (8)$$

for large $N$. Taking $N \to \infty$, we obtain $q_1 = 1 - e^{-\pi R^2}$. In the following, we assume that there is at least one other agent within distance $R$ from each agent. From the comment below equation (7), we see that each agent $i$ is within distance $R$ from any other agent infinitely many times. We fix any such sequence $G_1, G_2, \ldots, G_m, \ldots$, we will show that the consensus can be reached for the system (4) where $k_1 = \ldots = k_N = k = 1$.

Let $\phi(t) = [\phi_1(t), \ldots, \phi_N(t)]^T$ be a rearrangement of the vector $\Theta(t) = [\theta_1(t), \ldots, \theta_N(t)]^T$ such that

$$\phi_1(t) \leq \phi_2(t) \leq \ldots \leq \phi_N(t). \quad (9)$$

Note that this new vector still satisfies the equation

$$\dot{\phi}(t) = \text{diag}(1/k_1, \ldots, 1/k_N)(-L(t))\phi(t) = -L(t)\phi(t), \quad (10)$$

except that the matrix $L(t)$ now is a result of conjugation transform made by some permutation matrix at time $t$. In equation (10) we still write it as $L(t)$ for simplicity. It is clear that $\phi_1(t) = \sum_j \xi_{ij}(\phi_j(t) - \phi_1(t)) \geq 0$ and $\phi_N(t) = \sum_j \xi_{Nj}(\phi_j(t) - \phi_N(t)) \leq 0$. Recall from equation (9) that $\phi_1(t) \leq \phi_N(t)$. Therefore, $\phi_1(t)$ and $\phi_N(t)$ are monotonic and bounded functions. We obtain

$$\phi_1(t) \to \phi_1^* \quad \text{and} \quad \phi_N(t) \to \phi_N^*, \quad (11)$$

as $t \to \infty$ for some $\phi_1^*$ and $\phi_N^*$.

Define $\psi(t) = [\psi_1(t), \ldots, \psi_N(t)]^T$. Recall that $k = 1$. Then the outdegree of any vertex in $G(t)$ is equal to 1. Hence, it is easy to see that there exists a diagonal matrix $B$ with diagonal elements equal to 1 or $-1$ such that

$$\psi(t) = B\dot\psi(t), \quad (12)$$

and $\dot\psi(t) \geq 0$ for all $i$. Since $\psi_i(t) \leq |\phi_N(0)|$ (i.e., bounded), $\psi(t)$ converges for all $i$. It follows from equation (12) that $\phi_1(t)$ also converges. We write

$$\Phi(t) \to \Phi^* = [\phi_1^*, \ldots, \phi_N^*]^T. \quad (13)$$

Next, we claim that $\theta_i(t)$ converges for $i = 1, \ldots, N$. This can be seen as follows. Note that there exists an $\epsilon_0 > 0$ such that for any $\epsilon < \epsilon_0$, any pair of intervals in the family $\{(\phi_1^* - \epsilon, \phi_1^* + \epsilon)\}_{i=1}^N$ is either coincident or disjoint. For such $\epsilon$ there exists $T > 0$ such that for $t > T$,

$$\theta_i(t) \in \{\phi_i(t)\}_{i=1}^N \subset \bigcup_{i=1}^N (\phi_i^* - \epsilon, \phi_i^* + \epsilon) \quad (14)$$
by invoking equation (13). Since \( \theta_i(t) \) is continuous, for any \( t_1, t_2 > T \) we obtain \( |\theta_i(t_1) - \theta_i(t_2)| < 2\varepsilon \). Therefore, by the Cauchy convergence criterion we have:
\[
\Theta(t) \to \Theta^* = [\theta_1^*, \ldots, \theta_N^*]^T,
\]
for some \( \theta_i^* \) (\( i = 1, \ldots, N \)).

Finally, we need to show that all the above \( \theta_i^* \) are equal. From equation (4) we have:
\[
\dot{\theta}_i = \sum_{j=1}^{N} \xi_{ij}(\theta_j - \theta_i). \tag{16}
\]

In the following we will use the method of proof by contradiction. Without loss of generality, we assume that \( \theta_{j_o} > \theta_{i_o} \). Then there exists some \( T > 0 \) such that
\[
\theta_{j_o}(t) - \theta_{i_o}(t) > \frac{\theta_{j_o}^* - \theta_{i_o}^*}{2} \equiv \delta > 0 \tag{17}
\]
holds for any \( t > T \). Using equations (16) and (17) we obtain
\[
\int_{T}^{\infty} \xi_{i_o,j_o} dt \leq \frac{1}{\delta} \int_{T}^{\infty} \xi_{i_o,j_o}(\theta_{j_o} - \theta_{i_o}) dt
= \frac{1}{\delta} \int_{T}^{\infty} \dot{\theta}_{i_o} dt
= \frac{\theta_{j_o}^* - \theta_{i_o}(T)}{\delta}. \tag{18}
\]

It then follows from the definition (7) that \( a_{i_o,j_o} = 0 \), and hence \( \{i_o, j_o\} \) is not an edge in \( \hat{G} \). This yields a contradiction since we know that \( \hat{G} \) is a complete digraph. Therefore, we have \( \theta_i^* = \ldots = \theta_N^* \), which is the final consensus value of the agents.

As mentioned earlier, the swarm signaling network considered in our model switches independently at each time instant with the characteristic time scale \( \tau = 1 \). In other words, it follows a Markovian process of order “zero”. More realistic models should take into account the velocity/position co-evolution since there are several features of self-propelled particle models that depend crucially on the fact that motion in space is linked to local or-

\[
\theta(t) \to \theta^* = [\theta_1^*, \ldots, \theta_N^*]^T.
\]

Here, \( P \) is the concerned probability measure, \( \gamma_{ij} \) is the transition rate from state \( i \) to state \( j \) with \( \gamma_{ij} > 0 \) if \( i \neq j \), \( \gamma_{ii} = -\sum_{j \neq i} \gamma_{ij} \), and \( o(h) \) represents an infinitesimal of higher order than \( h \). For practical implementation, we may set \( \gamma_{ij} \) large (thus more likely) if \( G_i \) and \( G_j \) differ locally, while set \( \gamma_{ij} \) small (thus less likely) if \( G_i \) and \( G_j \) differ violently. The multiagent dynamical systems driven by the above Markovian switching networks have been studied in control theory intensively during the past few years to generate consensus behaviors; see e.g. [34–36].

One of the common restrictive assumptions in these work again turns out to be the balance condition. Clearly, these existing results do not directly apply here.

Above we assumed that the speed \( v_0 \) for each agent \( i \) is kept the same and only the heading \( \theta_i \) is evolving. Let \( v_i = v_0 \cos \theta_i \) and \( v_i = v_0 \sin \theta_i \). In the following, we seek consensus of the velocity \( v_i = (v_i^x, v_i^y) \) of each agent \( i \). Similarly as in equation (1), the dynamical model for an individual agent \( i \) can be described as:
\[
v_i^a = \frac{1}{k_i} \left[ (v_i^a - v_a^0) + (v_{i+1}^a - v_a^0) + \ldots + (v_{i+k-1}^a - v_a^0) \right]
= \frac{1}{k_i} \left[ -k_i v_i^a + v_{i+1}^a + v_{i+2}^a + \ldots + v_{i+k-1}^a \right]. \tag{19}
\]

It with \( \alpha = x \) or \( y \) and where \( v_i^a, v_{i+1}^a, \ldots, v_{i+k-1}^a \) represent the \( \alpha \)-component of velocities of agent \( i \)'s \( k_i \)-nearest neighbors within distance \( R \) and \( k_i \leq k \). Denote by \( \Gamma(t) = [\gamma_{i_1}^x(t), \ldots, \gamma_{i_k}^x(t), \gamma_{i_1}^y(t), \ldots, \gamma_{i_k}^y(t)]^T \) and \( L(t) \) the time-dependent out-degree Laplacian graph of the swarm signaling network as before. The dynamics (19) of the agents can be recast as:
\[
\dot{\Gamma}(t) = (I_2 \otimes \text{diag}(1/k_1, \ldots, 1/k_N)(-L)) \Gamma(t). \tag{20}
\]

We have the following result.

**Theorem A.** Assume that \( k > 1 \). For all random sequences \( G_1, G_2, \ldots, G_m \) in \( \hat{G}(N, k, R) \), the switching system
\[
\dot{\Gamma}(t) = (I_2 \otimes \text{diag}(1/k_1, \ldots, 1/k_N)(-L)) \Gamma(t) \tag{21}
\]
reaches a consensus with probability at least \( 1 - e^{-\tau^2} \), as \( N \to \infty \). Here \( L(t) \) is the corresponding (outdegree) Laplacian matrix of \( \Gamma(t) \), and \( \Gamma(t) \) is given by \( \Gamma(t) = [\gamma_{i_1}^x(t), \ldots, \gamma_{i_k}^x(t), \gamma_{i_1}^y(t), \ldots, \gamma_{i_k}^y(t)]^T \).

**Proof.** This result can be proved similarly as Theorem A. Note that instead of the rearrangement (9) we will assume
\[
\phi_i^x(t) \leq \phi_j^x(t) \leq \ldots \leq \phi_N^x(t), \tag{22}
\]
\[
\phi_i^y(t) \leq \phi_j^y(t) \leq \ldots \leq \phi_N^y(t), \tag{23}
\]
where \( \phi_i^x(t) = [\gamma_{i_1}^x(t), \ldots, \gamma_{i_k}^x(t)]^T \) with \( \alpha = x \) or \( y \) and are rearrangements of the two vectors \( [\gamma_{i_1}^x(t), \ldots, \gamma_{i_k}^x(t)]^T \) and \( [\gamma_{i_1}^y(t), \ldots, \gamma_{i_k}^y(t)]^T \), respectively. Now, let us set \( \Phi(t) = [\phi^x(t)^T, \phi^y(t)^T]^T \). Similarly as in equation (10), we have:
\[
\dot{\Phi}(t) = \begin{pmatrix} -L_1(t) & 0 \\ 0 & -L_2(t) \end{pmatrix} \Phi(t). \tag{24}
\]

Since the \( x \)-system and \( y \)-system are decoupled, we can prove \( v_i^x \to v_i^{x*} \) and \( v_i^y \to v_i^{y*} \) (\( \forall i = 1, \ldots, N \)), respectively, for them as in the proof of Theorem A.
3 Self-propelled particles subjected to the hybrid interaction distance

Up to this point, our analysis of the swarm dynamics was limited to the ideal case of dynamics in the absence of any noise source – stimulus and response noises [16]. With both a metric and topological distance, it is well known that an increasing level of extraneous noise triggers a second-order phase transition [2,22]. For very low noise levels, a consensus is guaranteed and after a certain transient the swarm is globally aligned. On the contrary, beyond a certain critical noise level no global consensus can be achieved. The consensus level within the swarm is measured by the following order parameter

$$\varphi = \frac{1}{N} \sum_{j=1}^{N} \frac{v_j(t)}{v_0} = \frac{1}{N} \sum_{j=1}^{N} \exp(\imath \theta_j(t)), \quad (25)$$

with $v_j$ the velocity of agent $j$ in complex notation. In the particular case of self-propelled particles, the order parameter $\varphi$ represents the alignment of the collective.

At this stage it is worth highlighting that there exists a vast range of models of self-propelled particles reported in the literature, all stemming from the original Vicsek’s model [37]. Our objective here is not to provide an exhaustive list of those models – many of which can be found in the review [2] – but instead to represent a sample of some of the key developments in relation with the present work. Alternative ways of imposing noise have been considered in reference [33], and the inclusion of cohesive forces reported in references [31,32], while also considering the effects of the ambient fluid in reference [31]. Pure topological interactions have been reported in references [19,22,23], while a topological density invariant rule based on Voronoi neighbors has been considered in references [32,33], with a particular emphasis on metric-free interactions that can be found in reference [12]. Very recently, the effects of limited information flow due to limitations in the bandwidth of the signaling network have been reported in reference [38].

We now turn to the simulations of the dynamics of a swarm of $N = 100$ agents initially evenly distributed in a square domain of size $L = \sqrt{N}$ so as to have a unit density as considered in Section 2. We intentionally consider the dynamics of small-size swarms as our interest lies in artificial swarms [6,7] and some other natural collectives [39,40] with swimmers numbering in the tens to a few hundreds maximum. Given the value of $N$ considered here, some strong small-size effects are expected and in particular, the phase transitions – from a disordered state to collective motion when reducing the ambient noise level – will appear to be continuous (i.e. of second-order type) while they are actually discontinuous (i.e. of first-order type) as proved in several studies [31,33,41].

For simplicity, we focus on the constant speed case corresponding to $v_0 = 0.1$ that falls into the typical range of values used for such simulations [2]. Noise can generally be assumed to be random fluctuations with a normal distribution [16]. In the sequel, the background noise is considered to have a normal distribution fully characterized by its noise level, $\eta$. Specifically, starting from the continuous-time equation (1), the presence of noise leads to the following discrete-time equation governing the dynamics of agent $i$:

$$\theta_i(t + \Delta t) = \theta_i(t) + \frac{\Delta t}{k_i} \left[ (\theta_j(t) - \theta_i(t)) + \ldots + (\theta_{j+k_i-1}(t) - \theta_i(t)) \right] + \Delta \theta_i, \quad (26)$$

where $\Delta \theta_i$ is a random number chosen with a uniform probability from the interval $[-\eta/2, \eta/2]$. The agents positions $\{x_i\}_{i=1,...,N}$ are updated according to the discrete-time kinematic rule

$$x_i(t + \Delta t) = x_i(t) + v_i \Delta t, \quad (27)$$

with $v_i$ having the same definition as previously introduced in Section 2. As for the time advance, the canonical value $\Delta t = 1$ is considered throughout [2]. The neighborhood of interaction for this swarm model being given by the hybrid metric-topological one, three independent parameters – namely the metric radius $R$, the maximum number of topological neighbors $k$ within the radius $R$ and the noise level $\eta$ – influence the emergence of order.

Figure 1 displays the variations of the order parameter $\varphi$ with the square of the normalized metric radius $\rho^2 = (R/L)^2$ as hinted from Theorem A. The results gathered in Figure 1 allow us to draw several interesting comments. First, as expected from the mathematical results in Section 2, an increase in the metric radius $R$ systematically yields an increase in the alignment of the swarm for all values of $k$ and of the noise level considered. Second, for any given value of $R$ and for all three noise levels considered, the order parameter is found to increase with $k$ with a dramatic jump in $\varphi$ when $k$ goes from 3 to 10 but with a minute and yet noticeable increase when $k$ goes from 10 to $N - 1$. Note that the case $k = N - 1$ corresponds to the extreme case of an all-to-all connectivity of the swarm interaction network; in other words each agent interacts with all the others which amounts to what
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is probably the most cost-ineffective mode of swarming. This case $k = N - 1$ also corresponds to a pure metric interaction while the case $\rho = 1$ corresponds to the purely topological one. This second result is in complete agreement with the analysis of the influence of the value of $k$ on the consensus reaching dynamics by Shang and Bouffanais [23].

To further appreciate the transition between the topological and the metric component of the hybrid interaction distance, one may compare $k$ with the actual number $n^*(k)$ of neighbors typically found within the metric disk of radius $R$ centered about the agent. For a given value of the density $\nu = N/L^2$ of the swarms, one finds $n^*(k) \approx \nu = R^2$. On one hand, when $k > n^*(k)$ it is expected that the topological component becomes ineffective and therefore the hybrid interaction reduces to a purely metric one. Since we investigate the constant density $\nu = 1$ case, this situation is bound to happen for small values of $R$, or equivalently $\rho$. On the other hand, when $k < n^*(k)$, the topological component takes over the hybrid interaction. This indeed is the case for the largest possible value for $R$, namely $R = L$ or equivalently $\rho = 1$. This analysis is consistent with the results shown in Figure 1 and the related discussion above.

The influence of the noise level is better appreciated when turning to the results reported in Figure 2. An increase in the noise level $\eta$ systematically translates into a reduction of the swarm alignment. As anticipated, the phase transition from an aligned state to a disordered one occurs much earlier for smaller values of $R$. This observation also holds for smaller values of $k$. However, the cases $k = 10$ and $k = N - 1$ yield extremely close results for not too large values of $R$ and at any given noise level $\eta$. Furthermore, the phase transitions associated with the rapid decay of the order parameter $\varphi$ with noise level $\eta$, for different values of $(k, \rho)$ shown in Figure 2 are qualitatively consistent with those reported by Barberis and Albano [19]. Note that the comparison can only be qualitative owing to the fact that the time update rule used in reference [19] is slightly different from the one considered in the present study, namely equation (26).

The exact same comment also applies to the comparison of our results gathered in Figure 2 with those obtained by Niizato and Gunji [18] with yet another time update rule and another framework for their hybrid metric-topological interaction distance.

4 Conclusions

A combined computational and theoretical analysis of the dynamics of swarms of self-propelled agents subjected to a hybrid metric-topological neighborhood of interaction has been performed. The hybrid interaction distance is devised to overcome fundamental issues associated with inherent limitations in the sensory range and information-processing capabilities encountered in real-life natural and artificial complex systems. The results reported in this article allow us to formulate the following important conclusions.

(i) When the agent density in the field is constant (here the unity), the consensus dynamics is exclusively dominated by the metric component $R$ of our hybrid model. As long as $k \geq 1$, one can always observe the emergence of consensus with some positive probability in the absence of noise. This result is further extended to the case of agents having non-constant speeds.

(ii) For large swarms and still in the absence of noise, the probability of emergence of consensus is approximately proportional to $R^2$.

(iii) Similarly to swarms subjected to a purely metric or a purely topological distance, a collapse of the swarm alignment is observed in the presence of a sufficiently-high noise level using our hybrid model. Furthermore, our results confirm the ineffectiveness of the purely metric model which yields a marginally higher alignment at the expense of a very large number of social interactions as compared to the case $k = 10$ [23].

Furthermore, our initial observations reveal that the number of topological neighbors $k$ solely affects the speed with which consensus is reached as observed in the purely topological distance case [23]. However, this last point requires a more thorough investigation to provide a clear picture of the consensus reaching dynamics for a swarm ruled by a hybrid interaction distance.
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