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Abstract: The concept of geostationary VHTS (Very High Throughput Satellites) is based on multibeam coverage with intensive frequency and polarization reuse, in addition to the use of larger bandwidths in the feeder links, in order to provide high capacity satellite links at a reduced cost per Gbps in orbit. The dimensioning and design of satellite networks based on VHTS imposes the analysis of multiple trade-offs to achieve an optimal solution in terms of cost, capacity, and the figure of merit of the user terminal. In this paper, we propose a new method for sizing VHTS satellite networks based on an analytical expression of the forward link \( \text{CINR} \) (Carrier-to-Interference-plus-Noise Ratio) that is used to evaluate the trade-off of different combinations of system parameters. The proposed method considers both technical and commercial requirements as inputs, including the constraints to achieve the optimum solution in terms of the user \( G/T \), the number of beams, and the system cost. The cost model includes both satellite and ground segments. Exemplary results are presented with feeder links using Q/V bands, DVB-S2X and transmission methods based on CCM and VCM (Constant and Variable Coding and Modulation, respectively) in two scenarios with different service areas.
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1. Introduction

Traffic demand is increasing significantly in satellite communication systems. Very High Throughput Satellites (VHTS) are usually geostationary satellite systems that will be able to meet traffic demand in the upcoming years [1–3]. In this sense, VHTS systems exceed the capacity of traditional FSS and MSS systems (Fixed and Mobile Satellite Services, respectively) with contoured regional footprints and aspire to achieve 1 Terabit/s per satellite in the near future [4]. Indeed, VHTS has been claimed either by users, satellite operators, or manufacturers to play a key role in future 5G networks as a complement to terrestrial networks [5,6].

VHTS systems are based on the following technical considerations to achieve expected performance and overcome atmospheric attenuations in Ka-band satellite links: multibeam footprint in the service area, the reuse of frequency and polarization [4,7], the use of highly spectral efficient transmission techniques (e.g., DVB-S2X) and, advanced link adaptation strategies, such as Variable and Adaptive Coding and Modulation (VCM and ACM, respectively) [8]. From a system design perspective, the use of link adaptation techniques is motivated by the need to select the most appropriate modulation and coding scheme to meet the link budget conditions and availability requirements of each user terminal.
in the service area. A worst-case scenario satellite-link-based system design involves an inefficient approach and the expenditure of valuable communication resources [9].

One of the main problems in dimensioning and optimizing the VHTS user link is the evaluation of co-channel interference between user beams of the same color (frequency and polarization pair) [10]. This impairment is characterized by the Carrier-to-Interference-plus-Noise Ratio (CINR), which limits the capacity of the satellite link. In addition, in a multi-beam satellite system, the CINR depends on the number of colors, the angular separation and number of co-channel beams (frequency channeling plan), the carrier power, the operation point of interfering transponders, and the radiation pattern of the user beams in terms of sidelobe levels. Therefore, the characterization of the CINR is essential and must be considered in the VHTS dimensioning process [11].

Due to the limited spectrum available in the Ka band (30/20 GHz), the use of Q/V bands (50/40 GHz) in the feeder link is suggested to increase satellite capacity [12]. When the feeder link is moved to the Q/V bands, there is a larger bandwidth available in Ka for the user link and therefore a higher number of user beams can be assigned per gateway, resulting in a reduced number of gateways. However, the use of Q/V bands in the feeder link imposes the need to introduce fade mitigation techniques using gateway diversity to overcome the attenuation caused by rain, gases, and clouds [13–15].

Either using Ka or Q/V in the feeder link, the cost of the ground segment shall be considered as part of the system cost, as it is proposed in the cost model introduced in this paper.

The design of VHTS systems must take into account various technical and commercial requirements and constraints. In the literature, the formal optimization and dimensioning methodology for multibeam satellite networks has been presented in pioneering contributions in [16,17], where analytical expressions of some key parameters of satellite link design are presented. However, the cost of the ground segment is not included, and neither the user station G/T nor link availability are part of the methodology.

The authors of [3] provide an overview of VHTS satellites, including technical and business considerations, and examine important key metrics and trade-offs for these satellites, including a cost per bps decision tree and cost-performance mapping. However, they leave out important aspects, such as the ground segment.

In addition, there are currently well-studied methodologies that estimate and optimize wireless communication network parameters, particularly those applied to Wireless Local Area Network (WLAN) [18–20]. However, the general objective of this paper is to evaluate and optimize VHTS systems whose link conditions, architecture, and cost structure are very specific and rather different to other wireless communication systems. This work proposes an optimization methodology to design VHTS systems based on geostationary platforms in order to obtain the minimum cost per Gbps in orbit, where the optimization depends not only on the number of beams, but also on the user G/T and the link availability, according to a set of technical and commercial requirements. This methodology minimizes the cost per Gbps in orbit by maximizing the capacity of the channel per beam based on an analytical expression of the average CINR as a function of the number of beams, the user G/T and the link availability. Therefore, optimal values can be obtained straightforwardly.

It is also important to notice that the ground segment is included in the calculation of the system cost and cost per Gbps in orbit, as well as the impact of using CCM or VCM (Constant and Variable Coding and Modulation, respectively) in the satellite capacity.

The main contributions of this work are listed below:

- An analytical model that calculates the CINR in the forward link, depending on the number of beams, the user G/T, and the link availability;
- The use of Q/V bands in the feeder link is considered;
- The beamwidth of the satellite beams is not fixed, allowing the number of spots in the service area to be changed;
- The user station G/T can be selected from a set of possible values;
- System cost model considers both satellite and ground segment costs;
Link availability in the service area is considered to evaluate system performance with CCM and VCM.

This paper is organized as follows: Section 2 analyzes the VHTS scenario and presents the optimization problem. Section 3 details the models and requirements that will be used to evaluate the VHTS system and proposes an analytical model for the calculation of the CINR. Section 4 explains the methodology in two scenarios presenting the trade-offs and decision factors for selecting optimal values of system parameters and evaluating the capacity of the system using CCM and VCM. Finally, Section 6 draws the conclusions of the paper.

2. Problem Definition

The methodology presented in this paper aims to obtain an optimal VHTS system at a minimum cost per Gbps in orbit, and at a maximum capacity per beam, according to a set of technical and commercial requirements. The methodology can be applied to any service area and frequency plan and considers three different KPIs (Key Performance Indicator): channel capacity per beam, satellite capacity, and cost per Gbps in orbit.

We focus on the CINR calculation of the forward link, assuming that the fading in the feeder link uplink is controlled by fade mitigation techniques (e.g., uplink power control, gateway diversity), thus assuming that the uplink is not affecting the downlink (user link) performance.

The number of beams required in a VHTS system depends on two important factors: the service area and the beamwidth of the beams.

According to [16], the transmission channel in each beam can be considered as a Gaussian channel due to the central limit theorem taking into account co-channel interference and noise. This supports the fact that the channel capacity of each beam can be obtained analytically using the Shannon law as:

\[ C_b = BW_b \log_2(1 + CINR_b) \]  

where

- \( C_b \) is the Shannon capacity per beam in Gbps,
- \( BW_b \) is the bandwidth per beam in Hz, and
- \( CINR_b \) is the average of carrier-to-interference-plus-noise-ratio for each beam in dB.

Once the Shannon capacity is obtained, the real capacity of each beam is taken into consideration and the required CINR and spectral efficiencies of DVB-S2X ModCos when using CCM or VCM are used [21]. The cost per Gbps in orbit of a VHTS satellite network focuses on the analysis of the forward link according to the number of beams used, the G/T of the user station and the annual availability. In this sense, the methodology achieves the optimal trade-off solution to minimize the cost per Gbps in orbit by obtaining the highest capacity per beam \( C_b \) according to a set of technical and commercial requirements and constraints for different scenarios. The optimization problem can be formulated as in (2):

\[
\begin{align*}
\min_{C_{sat}, \text{Cost}_T} & \quad \text{Cost}_{Gbps} \\
C_{sat} & = f(B, G/T, P) \\
\text{Cost}_T & = f(B) \\
B & \in \mathbb{N}, \quad \frac{G}{T} \in \left\{ \left( \frac{G}{T} \right)_1, \left( \frac{G}{T} \right)_2, \ldots, \left( \frac{G}{T} \right)_N \right\}, \quad P \in \mathbb{R}
\end{align*}
\]

subject to

\[ a_m \in L_m, \quad m = 1, \ldots, M \]  

where

- \( \text{Cost}_{Gbps} \) is the cost per Gbps in orbit in million euros (M€) per Gbps,
• Cost\textsubscript{T} is the total network cost in M€ (cost of satellite and gateways),
• C\textsubscript{sat} is the total satellite capacity in Gbps,
• B is the number of beams,
• G is the figure of merit for the user terminal in dB/K. It is selected from a set of N values of commercially available options,
• P is the required link availability in the service area,
• a\textsubscript{m} represents the m-th system constraint, such as the payload mass, the maximum total system cost and diameter of antenna satellite,
• L\textsubscript{m} represents the m-th set of possible values to the m-th system constraint, and
• M is the number of system constraints.

The cost per Gbps in orbit can be calculated using (4) and (5):

\[
\text{Cost}_{\text{Gbps}} = \frac{\text{Cost}_T}{C_{\text{sat}}} = \frac{\text{Cost}_{\text{Sat}} + \text{Cost}_{\text{GS}}}{C_{\text{sat}}}
\]

(4)

\[
C_{\text{sat}} = \sum_{b=1}^{B} C_b
\]

(5)

where

• Cost\textsubscript{Sat} is the satellite cost in M€, and
• Cost\textsubscript{GS} is the total ground segment cost associated to gateways in M€.

3. Fundamentals and Analytical Models

This section describes the analytical models required for the proposed method of optimizing the cost and performance of the VHTS satellite network. In addition, a new analytical model of the CINR is presented as a function of the number of beams, the G/T ratio of user stations, and the annual availability.

3.1. Spot Beam Model and Link Budget Calculation

In a multibeam system, the coverage footprint of each beam can be described as the curve formed by the intersection of the conical model of the antenna beam with a spherical model of the Earth [22]. The variation in the number of beams depends on the beamwidth of the antenna beams. If the beamwidth is reduced, the area covered by each beam will be smaller, so the number of beams will be increased to match the total coverage area. This affects other parameters such as directivity, the diameter of the satellite antenna, as well as the definition of the feed cluster.

If \( \theta_x \) represents the position of the user as a function of the angle between the center of the beam and the position of the receiver with respect to the satellite, the beam gain can be modelled as [23]:

\[
G(\theta_x, b) = G_{\text{max}}(b) \left( \frac{I_1(u)}{2u} + \frac{36 J_3(u)}{u^3} \right)^2
\]

(6)

\[
G_{\text{max}}(b) = \left( \frac{\lambda}{4\pi} \right)^2 \frac{1}{d_0^2 + d(b)^2}
\]

(7)

where \( G_{\text{max}}(b) \) represents the gain at the b-th beam centre \((1 \leq b \leq B)\) when free space loss is taken into account, and the \( d(b) \) denotes the distance (in thousands of km) of the b-th beam centre from centre of the central beam and \( d_0 \approx 35.786 \text{ km}, u = 2.07123 \text{sin} \theta_x / \text{sin} \theta_{3\text{dB}}, \theta_{3\text{dB}} \) is the one-sided half-power beamwidth, and \( J_x \) is the first-kind Bessel function of order \( x \) [23]. The EIRP (Effective Isotropic Radiated Power) footprints are obtained by multiplying \( G(\theta_x, b) \) by the power assigned to each beam.
The beam gain must be calculated for the latitude and longitude \((lat, lon)\) grid in the service area. The sidelobes of the satellite antenna pattern are taken into account only for the calculation of the co-channel interference induced by spatially separated co-channel beams.

In [16], it is shown that the carrier-to-interference ratio \((CIR)\) in each \((lat, lon)\) decreases alongside the number of beams due to the presence of more co-channel beams. Co-channel interference power \(I\) depends on frequency reuse scheme and can be calculated considering the co-channel beams set in the system as [16]:

\[
I(lat, lon, b) = \sum_{q=1}^{Q(b)} P_{co}(q, lat, lon, b)
\]  

(8)

where

- \(q\) represents the \(q\)-th interferer spot,
- \(Q(b)\) is the total number of interfering beams of the beam \(b\), and
- \(P_{co}\) is the power level of \(q\)-th interference inside the \(b\)-th beam in the geographical position \((lat, lon)\).

Rain attenuation for each point in the grid depends on the required link availability, elevation, frequency, and polarization. In this sense, the service area percentage will be the percentage of those geographic coordinates that meet the minimum \(CINR\) requirement for the specified annual availability.

A bent-pipe transponder architecture is considered in the satellite. The uplink is not considered in the forward link because there are different technologies to guarantee a value not affecting the total link budget, such as ULPC (Uplink Power Control), or gateway diversity [24,25]. The total \(CINR\) (in dB) in the downlink of the user link is calculated for each geographical position using (9):

\[
CINR(lat, lon) = -10 \log_{10} \left( cnr^{-1}(lat, lon) + cir^{-1}(lat, lon) \right)
\]  

(9)

where \(cnr\) and \(cir\) represent the carrier-to-noise and carrier-to-interference ratios in natural units, respectively.

The \(CNR\) (dB) calculation is based on the well-known link-budget models. The downlink \(CNR\) is calculated as:

\[
CNR(lat, lon) = EIRP(lat, lon) + \frac{G}{T}(lat, lon) - FSL(lat, lon) - k - A_T(lat, lon, P) - 10 \log_{10}(BW_b) \]  

(10)

where

- \(EIRP(lat, lon)\) is the EIRP of the satellite beam in the \((lat, lon)\) grid,
- \(BW_b\) is the available bandwidth to each beam in Hz,
- \(CNR(lat, lon)\) is the carrier to noise ratio in the geographical position in dB,
- \(\frac{G}{T}(lat, lon)\) is the figure of merit of the user terminal in the geographical position \((lat, lon)\) in dB/K,
- \(FSL(lat, lon)\) represents the free-space losses in geographical position in dB,
- \(k\) is Boltzmann constant \((-228.6 \text{ dBW/(K-Hz)})\), and
- \(A_T(lat, lon, P)\) is the total atmospheric attenuation (in dB) for a link availability \(P\) calculated using an ITU recommendation [26].

### 3.2. Technical and Commercial Requirements

A set of technical and commercial requirements are defined separately for ground and space segments.

The requirements of the ground segment for the feeder link affect the calculation of the minimum number of gateways, which also depends on the use of Ka or Q/V band in the feeder link.

A mixed solution using Q/V band on the feeder-link and Ka band on the user link is recommended to maximize system capacity [2]. Since the available bandwidth in Q/V band is larger, more capacity can be obtained in the system, and thus a reduction in the cost of Gbps is achieved.
Frequency reuse in the multibeam satellite is usually defined by four colors [17] with two frequencies and two orthogonal polarizations in the frequency plan. The relationship between the uplink and the downlink parameters in the forward link [27] are defined in (11) and (12):

\[
BW_T = \frac{N_P BW_A B}{N_C} \quad (11)
\]

\[
N_{GW} = \left\lceil \frac{BW_b B}{pBW_A} \right\rceil \quad (12)
\]

where

- \(N_C\) is the number of colors defined in the frequency plan,
- \(BW_T\) is the total system bandwidth in MHz,
- \(BW_b\) is the bandwidth per beam in MHz,
- \(BW_A\) is the bandwidth assigned to each gateway in MHz,
- \(N_P\) is the number of polarizations of the frequency plan, and
- \(N_{GW}\) is the number of gateways.

For instance, in a scenario of 82 beams and a four color scheme (two polarizations and two frequencies) to provide coverage in Europe, and with a bandwidth of 250 MHz per beam, at least eight gateways would be needed if the Ka band is shared between user and feeder links; however, five gateways would be required if Q/V bands are used in the feeder link (assuming an available bandwidth of 1.3 GHz for the Ka band and 2.5 GHz for the Q/V bands [2]).

According to [28], the cost of ground segment varies between 10% and 15% of the total cost of system (Cost\(_T\)). The model in (13) is proposed to evaluate the cost of a gateway, which aggregates the cost associate with the number of user beams fed by the gateway (\(f(n_{GW})\)) and the cost of the antenna (\(g(D_{GW})\)).

\[
Cost_{GW} = f(n_{GW}) + g(D_{GW}) = k_1 n_{GW} + k_2 D_{GW}^{2.7} \quad (13)
\]

where \(Cost_{GW}\) is the gateway cost (in M€), \(n_{GW}\) is the number of user beams per gateway, and \(D_{GW}\) is the antenna diameter of the gateway. \(k_1\) and \(k_2\) are empirical constants to adjust the cost to money units. The total cost of the ground segment is the sum of the cost of the gateways [22].

The space segment is limited by the maximum satellite mass imposed by the platform and launcher. The satellite mass \(M_{sat} \) (kg) depends on the number of beams \(B\) and can be modelled as (14), with a constant mass of 4000 kg as the minimum mass of a full-wideband satellite [16]:

\[
M_{sat} = 4000 + B^{0.2912} \quad (14)
\]

Finally, an additional limit associated to the maximum total cost of the system can be defined. The satellite cost model (15) includes a constant cost of 180 M€ [16], including an average launch cost of 100 M€ and a fixed cost of 80 M€ as the minimum price of a broadband payload. A corrective term has been added according to the number of beams \(B\) [16].

\[
Cost_{sat} = 180 + 1.8 B \quad (15)
\]

3.3. Proposed Analytical Model for the CINR\(_b\)

This paper proposes an analytical model of the average CINR per beam CINR\(_b\) (in dB) as in (16). This model depends on the number of beams \(B\), the \(G/T\) (dB/K) of the user terminals, and the annual availability \(P\). The \(a_i(P)\) are the fitting terms due to the link availability obtained from the rain attenuation in the service area.
\[ CINR_b(B, \frac{G}{T}, P) = \sum_{i=0}^{4} \sum_{j=0}^{k} a_{ij}(P) B^i \left( \frac{G}{T} \right)^j \] (16)

where

\[ k = \begin{cases} 
3, & i = 0 \\
4 - i, & 0 < i \leq 4
\end{cases} \] (17)

Equation (16) has been derived from multiple simulations evaluating different scenarios and different technical requirements. In these simulations, the CINR\(_b\) is obtained. A total of 14,000 different combinations of the number of beams, user \( G/T \), and link availability for each scenario have been evaluated to obtain \( a_{ij} \).

The values of the index \( i \) go from 0 to 4, whereas the range of index \( j \) depends on \( i \), and it must be fulfilled that \( i + j \leq 5 \) to obtain the best fitting of \( CINR_b \). This condition is represented by \( k \) in Equation (17), which limits the range of the index \( j \).

An example of the application of (16) is shown in Figure 1 where the average \( CINR_b \) in Central Asia is represented for a link availability of 99.5%: blue dots represent the values obtained with the traditional link budget (9) and the surface is the fitting derived from Equation (16). The graph shows that the variation of the \( CINR_b \) does not behave monotonically with the number of beams.

![Figure 1. Average \( CINR_b \) in Central Asia (27 million km\(^2\)) for a link availability of 99.5%.](image)

4. Proposed Methodology

The methodology presented in this paper aims to obtain the optimal VHTS system that achieves the minimum cost per Gbps in orbit obtained the maximum capacity per beam according to a set of technical and commercial requirements. The methodology can be applied to any service area or frequency plan and it provides an idea of the impact of multiple variables on the performance and cost of VHTS satellites.

The methodology is flexible, so it is necessary to define in advance the technical and commercial requirements and system constraints, such as the service area, the maximum diameter of the satellite antenna, the maximum satellite mass, and the maximum cost that will be invested, taking into account the costs of the satellite and the ground segment.

An important input into the dimensioning is the finite set of possible \( G/T \) values of the user terminals, which will depend on the commercial values for the service to be provided. For this, the initial \( G/T \) must be the minimum possible according to the user terminals.
The proposed methodology is divided into two stages (Figure 2): first, the optimum system configuration (user G/T and number of satellite beams) is obtained in terms of cost per Gbps in orbit; second, the satellite capacity using diverse transmission schemes (CCM and VCM) is calculated for a set of link availabilities imposed in the service area.

4.1. Algorithm for Cost Optimization: KPIs and Trade-Offs

The algorithm for the optimization of the cost per Gbps in orbit, as well as the calculation of KPIs and trade-offs for the design of the VHTS satellite network, is shown in Figure 3. The minimization of the cost of Gbps in orbit for the maximum capacity is obtained by the maximum $CINR_b$ depending on the number of beams, the user $G/T$, and for the required link availability using Equation (16).

The results of this stage are the optimal number of beams and the user station $G/T$ for a required link availability that minimizes the cost of Gbps in orbit. The results include the number of gateways, the total system cost, the capacity per beam, and the total satellite capacity.
4.2. Capacity of the VHTS Satellite Network Using CCM/VCM

In the first stage of the methodology, the number of beams and the value of the optimum user station $G/T$ are obtained as well as the cost of Gbps in orbit for an ideal channel capacity (Shannon).

**System inputs**
- Technical and commercial requirements
- Select annual availability ($P$)
- Set values of $\frac{G}{T} \in \left\{ \left( \frac{G}{T} \right)_1, \left( \frac{G}{T} \right)_2, \ldots, \left( \frac{G}{T} \right)_N \right\}$

Obtain parameters $a_{ij}(P)$

from $n=1$ to $N$

Obtain the maximum $C_b$ and the optimum $B$ for $(G/T)n$ and $P$ using:

$$C_{b,CINR_b}^{max} \rightarrow CINR_b = f(B, \frac{G}{T}, P)$$

and

$$CINR_b \left( B, \frac{G}{T}, P \right) = \sum_{i=0}^{k} \sum_{j=0}^{k} a_{ij}(P) B! \left( \frac{G}{T} \right)^j$$

Calculate cost per Gbps in orbit

Save KPIs and optimum $B$

From all the set, select the configuration with the lowest cost per Gbps in orbit

Are all the technical and commercial requirements met?

**Figure 3.** Flowchart for cost optimization, Key Performance Indicator (KPIs), and trade-offs.
4.2. Capacity of the VHTS Satellite Network Using CCM/VCM

In the first stage of the methodology, the number of beams and the value of the optimum user station $G/T$ are obtained as well as the cost of Gbps in orbit for an ideal channel capacity (Shannon).

Next, the procedure for dimensioning the VHTS satellite network using CCM or VCM is presented (see the flowchart in Figures 4 and 5, respectively).

As defined in [14], we introduce the service area percentage (SAP) to evaluate the performance of CCM and is defined as the percentage of the service area that fulfils the $\text{CINR}$ requirement for a given ModCod.

- For CCM: With the values obtained from the number of beams (B) and $G/T$, the $\text{CINR}$ must be calculated for each geographic coordinate in the service area in order to select the ModCod that provides the highest channel capacity and that meets the SAP requirement for the selected link availability ($P$).
- For VCM: ModCod is modified for each geographic coordinate in the service area depending on the value of $\text{CINR}$ for the required link availability. VCM increases the total capacity of the satellite by using ModCods with the highest spectral efficiency according to the particular site link conditions.

![Flowchart for dimensioning using Constant Coding and Modulation (CCM).](image)

**Figure 4.** Flowchart for dimensioning using Constant Coding and Modulation (CCM).
5. Case Studies

In this section, the proposed methodology has been applied to the two case studies detailed in Table 1. It is important to notice that the number of gateways and cost of systems are obtained when the Q/V band is used in the feeder link.

In summary, the first part of the methodology is based on the calculation of $CINR_b$ using (16), for different values of the user terminal $G/T$ and the number of beams. This means that each $G/T$ value corresponds to a different optimal number of beams.

Tables A1 and A2 of the Appendix A show the variation of the $a_{ij}$ parameters for different link availabilities. These coefficients have a strong impact on the $CINR_b$ and thus on the optimal values for system design. The $a_{ij}$ parameters of scenario 1 are smaller than scenario 2, which means that rain has a greater impact on the service area of scenario 1.
Table 1. Definition of scenarios.

| Parameters                          | Scenario 1                                             | Scenario 2                                             |
|-------------------------------------|--------------------------------------------------------|--------------------------------------------------------|
| Service Area                        | CONUS, Mexico and Cuba                                 | Europa and selected sites in Northern Africa            |
| Satellite Position                  | 109 W                                                  | 9 E                                                    |
| Bandwidth per gateway (Q/V band)    | 2.5 GHz                                                | 2.5 GHz                                                |
| Gateway antenna diameter            | 9.1 m                                                  | 9.1 m                                                  |
| Bandwidth per beam (Ka band)        | 250 MHz                                                | 250 MHz                                                |
| Frequency plan                      | 4 colours                                              | 4 colours                                              |
| Maximum investment cost             | 500 M€                                                 | 360 M€                                                 |
| Maximum satellite mass              | 6700 Kg                                                | 6700 Kg                                                |
| Maximum satellite antenna diameter  | 2 m                                                    | 2 m                                                    |
| (user link)                         |                                                        |                                                        |
| Minimum satellite capacity (Shannon)| 100 Gbps                                               | 70 Gbps                                                |
| Link availability                   | 99.9%                                                  | 99.9%                                                  |
| Minimum service area percentage     | 98%                                                    | 98%                                                    |

5.1. Scenario 1

Following the proposed methodology, the first step is the calculation of the system KPIs in clear sky conditions (95% availability) for the system set and constraints.

Figure 6a shows the average \( C_{INR_b} \) depending on the number of beams and the user \( G/T \). It is shown that when the required user \( G/T \) increases, the optimal number of beams decreases and the average \( C_{INR_b} \) increases. The same idea applies to the maximum beam capacity (Figure 6b); if \( G/T \) increases, the optimal number of beams decreases and the Gbps per beam increases.

There is a trade-off because the number of beams has a strong impact on factors such as the total capacity of the satellite, the satellite mass (14), the total satellite cost (15) and therefore the cost of Gbps in orbit. Figure 7 shows the cost per Gbps in orbit that would be obtained for the optimal number of beams with different user \( G/T \) for scenario 1.
Figure 7. Variation of the cost per Gbps in orbit for different optimal numbers of beams depending on
the user G/T. Scenario 1.

The decision factors are shown in Table 1, showing the optimal number of beams for a set of user
G/T along with KPIs (satellite capacity, satellite mass, system cost, and cost per Gbps in orbit).

Table 2 shows that when the user G/T decreases, the optimal number of beams increases. However,
the CINR_b and beam capacity decrease due to cochannel interference, and the number of gateways
and total cost increase. On the other hand, the total system capacity increases and therefore the cost
per Gbps in orbit decreases.

Table 2. Analysis in clear sky conditions for Scenario 1.

| G/T [dB/K] | Optimal Number of Beams | CINR_b [dB] | Gbps Per Beam (Ideal) | Ideal Satellite Capacity [Gbps] | Satellite Mass [kg] | Number of Gateways | Total System Cost [M€] | Cost Per Gbps in Orbit [M€ Per Gbps] |
|------------|-------------------------|-------------|-----------------------|---------------------------------|-------------------|-------------------|------------------------|--------------------------------------|
| 15         | 180                     | 13.5620     | 1.1418                | 205.5316                        | 6.5766e3          | 9                 | 540.6561               | 2.6305                               |
| 17         | 159                     | 14.4485     | 1.2126                | 192.8105                        | 6.5135e3          | 8                 | 498.7832               | 2.5869                               |
| 20         | 125                     | 15.7243     | 1.3154                | 164.4252                        | 6.3954e3          | 7                 | 433.5103               | 2.6365                               |
| 23         | 89                      | 17.0365     | 1.4219                | 126.5506                        | 6.2381e3          | 5                 | 360.5645               | 2.8492                               |
| 25         | 64                      | 17.9914     | 1.4998                | 95.9895                         | 6.0952e3          | 4                 | 311.4916               | 3.2451                               |
| 27         | 37                      | 19.0556     | 1.5870                | 58.7190                         | 5.8777e3          | 2                 | 254.7458               | 4.3383                               |

The minimum cost per Gbps in orbit is obtained for a G/T of 15 dB/K and an optimal number
of beams of 180. To achieve these conditions, the maximum cost of the system is 41 M€ higher than
required (see Table 1). For this reason, the lowest possible cost per Gbps in orbit fully compliant with
requirements of Table 1 is obtained when the user G/T is 17 dB/K and the number of beams is 159.
This minimum cost is 2.5869 M€ per Gbps in orbit.

In the second step of the methodology, the service area percentage for a limited set of DVB-S2X
ModCods has been calculated. Figure 8 shows the results using CCM for a user G/T of 17 dB/K,
159 beams, and different link availabilities. The use of 64APSK 11/15 is not feasible, and with 32APSK
2/3-L or 16APSK 7/9, the maximum link availability is 99.7%. Thus, in order to meet the 99.9%
requirement, 16APSK 3/5 shall be used.
5.2. Scenario 2

Following the proposed methodology, the average CINR for scenario 2 for different user G/T is represented in Figure 10a. As expected, when the user G/T increases, the optimal number of beams decreases, and the tradeoff motivated by the increase in cochannel interference for large number of beams appears. Figure 10b shows the capacity per beam for scenario 2, with a non-monotonic behavior with the number of beams.

Figure 11 shows the reduction in the cost per Gbps in orbit with the increase in the optimal number of beams for different user G/T for scenario 2. Compared to the first scenario, the optimal number of beams and the total cost of the system is reduced, as it corresponds to a system with lower capacity requirements and reduced service area.
and total capacity of the system increase. Because the number of beams for different user capacity requirements and reduced service area.

For this reason, the minimum possible cost per Gbps in orbit that meets with all the costs of gateways, the total cost of the system, and total capacity of the system increase. The decision factors of the first step of the methodology are presented in Table 3. The minimum feasible user $G/T$ in scenario 2 is 15 dB/K. There is a trade-off again because the $\text{CINR}_b$, the capacity per beam, and the cost per Gbps in orbit decrease, but the number of gateways, the total cost of the system, and total capacity of the system increase.

### Table 3. Analysis in clear sky conditions for Scenario 2.

| $G/T$ [dB/K] | Optimal Number of Beams | $\text{CINR}_b$ [dB] | Gbps Per Beam (Ideal) | Ideal Satellite Capacity [Gbps] | Satellite Mass [kg] | Number of Gateways | Total System Cost [M€] | Cost Per Gbps in Orbit [M€ Per Gbps] |
|-------------|------------------------|-------------------|----------------------|---------------------------------|---------------------|-------------------|--------------------------|--------------------------------------|
| 15          | 97                     | 15.9491           | 1.3336               | 129.3588                        | 6.2769e3            | 5                 | 374.9645                 | 2.8986                                |
| 17          | 87                     | 16.8935           | 1.4104               | 122.7081                        | 6.2279e3            | 5                 | 356.9645                 | 2.9091                                |
| 20          | 71                     | 18.2139           | 1.5180               | 107.7803                        | 6.1392e3            | 4                 | 324.0916                 | 3.0070                                |
| 23          | 55                     | 19.4923           | 1.6228               | 89.2558                         | 6.0327e3            | 3                 | 291.2187                 | 3.2627                                |
| 25          | 44                     | 20.3663           | 1.6947               | 74.5661                         | 5.9440e3            | 3                 | 271.4187                 | 3.6400                                |
| 27          | 32                     | 21.285            | 1.7704               | 56.6513                         | 5.8240e3            | 2                 | 245.7458                 | 4.3379                                |

Figure 10. Analysis in clear sky conditions in scenario 2. (a) variation of the $\text{CINR}_b$ depending on the numbers of beams and the user $G/T$; (b) variation of the $C_b$ depending on the numbers of beams and the user $G/T$.

Figure 11. Variation of the Cost per Gbps in orbit for different optimal numbers of beams depending on the user $G/T$. Scenario 2.
In scenario 2, when the user G/T is 15 dB/K and the number of beams is 97, a minimum possible cost of 2.8986 M€ per Gbps in orbit is obtained, which exceeds the specified system cost in 25 M€ (see Table 1). For this reason, the minimum possible cost per Gbps in orbit that meets with all the requirements is 2.9091 M€ per Gbps, achieved for a user G/T of 17 dB/K and 87 beams.

For scenario 2, the percentage of the service area that meets the requirements for 17 dB/K, 87 beams, and different availabilities in case of using CCM is shown in Figure 12. It is observed that in scenario 2, it is feasible to use 64APSK 11/15 up to an availability of 99.7%. When using 32APSK 2/3-L, 16APSK 7/9, or 16APSK 3/5, 99.9% is the maximum link availability that meets the minimum service area percentage.

![Figure 12](image1.png)

**Figure 12.** Service Area Percentage for different ModCods (CCM). Scenario 2 (87 beams and a user G/T of 17 dB/K).

Figure 13 shows the distribution of ModCods within the service area for VCM. Availability can be increased up to 99.9%, meeting 100% SAP compliance by using four different ModCods in the service area (64APSK 11/15, 16APSK 32/45-L, 32APSK 11/15, and 16APSK 3/5).

![Figure 13](image2.png)

**Figure 13.** VCM map (DVB-S2X), scenario 2, 87 beams, and a user G/T of 17 dB/K (availability 99.9%).

For CCM, all evaluated ModCods have an SAP below 98% for a link availability of 99.9% except 16APSK 3/5, which is 100% SAP compliant (Figure 9). In a VCM scheme for 99.9%, there are geographical coordinates where a ModCod 64APSK 11/15 can be used, although there are also coordinates that use 16APSK 3/5 (Figure 10). Comparing CCM and VCM for scenario 2, a satellite capacity of 51.54 Gbps using CCM and 78.16 Gbps using VCM are achieved.
6. Discussion

It is important to note that the second scenario has two main different considerations that had an important impact on the obtained results:

- The service area is smaller than for scenario 1. It means that for the same number of beams the beamwidth is smaller in scenario 2. Therefore, the directivity is greater and the satellite antenna diameter will be larger.
- Rain attenuation is completely different in the two scenarios. This affects the link availability that depends on the selected ModCod and on the service area percentage in VCM.

If we analyze the cost per Gbps in orbit, in scenario 1, the cost per Gbps in orbit is between 2.63 and 4.34 M€, while in scenario 2 the range is from 2.90 to 4.34 M€. For the same user G/T, the cost per Gbps in orbit is lower for higher satellite capacities.

In scenario 1, for a given user G/T increase, the optimal number of beams changes faster than in scenario 2, thus limiting the capacity per beam in scenario 1.

This methodology minimizes the cost per Gbps in orbit, as shown when the results are compared with the affordability curve presented in [3]. Both scenario 1 and scenario 2 remain below the reference curve, as shown in Figure 14. The reference curve presented in [3] does not take into account launch and ground segment costs. However, in this paper an average launch cost of 100 million euros has been added, plus a fixed cost of 80 million euros as a minimum price for a broadband payload, which is added to the corresponding ground segment cost (see Figure 14).

![Figure 14. Performance comparison of methodology on Very High Throughput Satellite (VHTS) affordability for throughput according to [3]. Note: the launch cost and the ground segment cost have been added.](image)

7. Conclusions

This contribution presents a methodology for the evaluation of VHTS satellite networks, taking into account technical and commercial requirements. The method is based on the use of an analytical expression of the CINR as a function of the user G/T, the number of beams, and link availability. The methodology helps to evaluate the trade-off resulting from the different combinations of user G/T, the optimal number of beams, and the system cost. In addition, the cost per Gbps in orbit for clear sky conditions and the actual channel capacity using CCM or VCM for different link availabilities are obtained.
The method includes the contribution of the ground segment cost to the total system cost and evaluates the number of required gateways. The results considering the Q/V band in the feeder link have been presented. In the scenarios under study, up to two redundant gateways would be required to ensure an availability above 99.9% in case the Q/V band is used in the feeder link by using the model in [29]. A redundant gateway is added to the network when a nominal gateway is in outage due to a heavy rain attenuation, therefore, all traffic from nominal gateway impaired is rerouted to redundant gateway assigned, ensuring high availability on the network.

The proposed methodology is flexible, since the system designer can modify input values ad-hoc, such as the service area, technical and commercial requirements, and system constraints, to evaluate the impact on the KPIs and thus select the most appropriate solution.

The methodology has been validated in two service areas with different characteristics (North America and Europe) to compare the results of the cost per Gbps in orbit. The results show realistic KPI figures and their variation with the number of beams and the user G/T.

As future work, the methodology will be extended to include the return link, adding new requirements, constraints, cost models, and KPIs to consider ACM (Adaptive Coding and Modulation) and the use of flexible payloads and irregular beams.
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**Appendix A**

Tables A1 and A2 show the parameters $a_{ij}$ used to fit the CINR$_b$ (Equation (16)) for different link availabilities within a confidence interval of 99.1%.

| $a_{ij}$ | 95%     | 99%     | 99.9%   | 99.99%  |
|---------|---------|---------|---------|---------|
| $a_{00}$ | -17.41  | -16.99  | -15.35  | -20.12  |
| $a_{01}$ | 1.706   | 1.522   | 0.8099  | 4.196x10^{-1} |
| $a_{02}$ | -8.521x10^{-3} | -1.305x10^{-3} | 2.356x10^{-2} | 2.502x10^{-2} |
| $a_{03}$ | -1.914x10^{-4} | -2.675x10^{-4} | -5.118x10^{-4} | -3.327x10^{-4} |
| $a_{10}$ | 2.194x10^{-1} | 2.03x10^{-1} | 1.282x10^{-1} | 8.972x10^{-2} |
| $a_{11}$ | -5.54x10^{-3} | -3.56x10^{-3} | 2.455x10^{-3} | 4.371x10^{-3} |
| $a_{12}$ | -1.186x10^{-4} | -1.657x10^{-4} | -2.526x10^{-4} | -1.283x10^{-4} |
| $a_{13}$ | 1.912x10^{-6} | 2.213x10^{-6} | 2.483x10^{-6} | 3.253x10^{-7} |
| $a_{20}$ | -8.65x10^{-4} | -8.248x10^{-4} | -5.308x10^{-4} | -3.237x10^{-4} |
| $a_{21}$ | 1.779x10^{-5} | 1.395x10^{-5} | 8.686x10^{-7} | -6.341x10^{-6} |
| $a_{22}$ | 7.45x10^{-8} | 1.195x10^{-7} | 1.731x10^{-7} | 1.022x10^{-7} |
| $a_{30}$ | 1.433x10^{-6} | 1.412x10^{-6} | 9.06x10^{-7} | 6.658x10^{-7} |
| $a_{31}$ | -1.847x10^{-8} | -1.621x10^{-8} | -4.887x10^{-9} | 2.422x10^{-9} |
| $a_{40}$ | -8.19x10^{-10} | -8.32x10^{-10} | -5.23x10^{-10} | -4.60x10^{-10} |
Table A2. Parameters as a function of availability in scenario 2.

| \( a_{ij} \) | 95% | 99% | 99.9% | 99.99% |
|-------------|-----|-----|-------|--------|
| \( a_{00} \) | -14.44 | -13.88 | -10.85 | -18.82 |
| \( a_{01} \) | 1.474 | 1.276 | \( 4.427 \times 10^{-1} \) | \( 5.107 \times 10^{-1} \) |
| \( a_{02} \) | \( 5.618 \times 10^{-4} \) | \( 7.985 \times 10^{-3} \) | \( 3.639 \times 10^{-2} \) | \( 2.053 \times 10^{-2} \) |
| \( a_{10} \) | -2.844 \( \times 10^{-4} \) | -3.621 \( \times 10^{-4} \) | -6.394 \( \times 10^{-4} \) | -2.688 \( \times 10^{-4} \) |
| \( a_{11} \) | 4.097 \( \times 10^{-1} \) | 3.769 \( \times 10^{-1} \) | 2.216 \( \times 10^{-1} \) | 1.916 \( \times 10^{-1} \) |
| \( a_{12} \) | -6.46 \( \times 10^{-3} \) | -2.588 \( \times 10^{-3} \) | 1.223 \( \times 10^{-2} \) | 6.362 \( \times 10^{-3} \) |
| \( a_{13} \) | -3.309 \( \times 10^{-4} \) | -4.188 \( \times 10^{-4} \) | -6.966 \( \times 10^{-4} \) | -1.417 \( \times 10^{-4} \) |
| \( a_{20} \) | 4.277 \( \times 10^{-6} \) | 4.836 \( \times 10^{-6} \) | 6.286 \( \times 10^{-6} \) | -8.15 \( \times 10^{-7} \) |
| \( a_{21} \) | -3.287 \( \times 10^{-3} \) | -3.145 \( \times 10^{-3} \) | -2.356 \( \times 10^{-3} \) | -1.813 \( \times 10^{-3} \) |
| \( a_{22} \) | 5.044 \( \times 10^{-5} \) | 3.603 \( \times 10^{-5} \) | -2.065 \( \times 10^{-5} \) | -2.365 \( \times 10^{-5} \) |
| \( a_{23} \) | 4.716 \( \times 10^{-7} \) | 6.266 \( \times 10^{-7} \) | 1.085 \( \times 10^{-6} \) | 3.131 \( \times 10^{-7} \) |
| \( a_{30} \) | 1.109 \( \times 10^{-5} \) | 1.102 \( \times 10^{-5} \) | 9.853 \( \times 10^{-6} \) | 7.992 \( \times 10^{-6} \) |
| \( a_{31} \) | -1.145 \( \times 10^{-7} \) | -9.79 \( \times 10^{-8} \) | -2.46 \( \times 10^{-8} \) | 2.355 \( \times 10^{-8} \) |
| \( a_{40} \) | -1.291 \( \times 10^{-8} \) | -1.323 \( \times 10^{-8} \) | -1.348 \( \times 10^{-8} \) | -1.219 \( \times 10^{-8} \) |
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