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We study the dynamical properties of a driven-dissipative Bose-Hubbard model in the strongly interacting regime through a quantum trajectory approach with a cluster-Gutzwiller Ansatz for the wave function. This allows us to take classical and quantum correlations into account. By studying the dynamical hysteresis surface that arises by sweeping through the coherent driving strength we show that the phase diagram for this system is in qualitative correspondence with the Gutzwiller mean-field result. However, quantitative differences are present and the inclusion of classical and quantum correlations causes a significant shift of the critical parameters. Additionally, we show that approximation techniques relying on a unimodal distribution such as the mean field and $1/z$ expansion drastically underestimate the particle number fluctuations. Finally, we show that a proposed mapping of the driven-dissipative many-body Bose-Hubbard model onto a single driven-dissipative Kerr model is not accurate for parameters in the hysteresis regime.

I. INTRODUCTION

Driven-dissipative systems have been subject of intense study in recent years thanks to the increased availability of various experimental platforms and their possible applications in quantum simulation [1–9]. Technological and experimental advances have lead to a plethora of experimental realizations of driven-dissipative systems, such as circuit QED [1–4], semiconductor microcavities [5–10, 17], Rydberg atoms [18–22] and ultracold atoms in optical lattices [23]. Naturally, this has caused an increased interest in their theoretical description, with various studies on dissipative phase transitions and critical phenomena [24–51]. In driven-dissipative systems, the steady state is determined by the competition between the coherent Hamiltonian and dissipative (usually Lindbladian) dynamics. Therefore, their properties can deviate drastically from the thermal equilibrium states of the Hamiltonian. Moreover, due to the absence of a free energy for these driven-dissipative systems the powerful framework of statistical physics cannot be applied, making the description of open quantum systems a more challenging and often a computationally more demanding task. This brings the need for efficient numerical approximation methods as exact solutions are often numerically infeasible.

Theoretical efforts are still ongoing and have thus far lead to the development of various frameworks applicable in different regimes, among which the (cluster) mean-field methods [26–30], Gaussian [35–37] and Gutzwiller [33–34] variational ansatzes within the wave function Monte Carlo formulation [38–40], the truncated Wigner approximation [31], the Keldysh function integral formalism [41–42], matrix product states (MPS) and matrix product operators (MPO) [43–47] and the Corner renormalization method [48–50].

One of the systems that has been widely investigated in this context is the driven-dissipative Bose-Hubbard model [28, 31, 50–55]. It combines physics of optical bistability [56], well known from nonlinear optics, with the phenomenon of the Mott insulator [57], familiar from condensed matter physics. Being a bosonic system with in principle an unbound Hilbert space on each lattice site, it is also a notoriously difficult model to solve computationally. Moreover, in the driven-dissipative regime, there is a quite large set of tunable parameters that can be used to drive the system to various regimes. Therefore theoretical studies for extended lattices usually focus on a regime where certain approximations are valid. In the limit of a large photon number, the semi-classical truncated Wigner approximation can be used [31]. The limit of strong interactions was addressed with the Gutzwiller mean field ansatz [28], $1/z$-expansion where both fluctuations and multiple modes are taken into account [54]. Unfortunately, the latter method experiences difficulties describing the hysteretic region in the Bose-Hubbard model, predicted by Gutzwiller mean-field theory [28], due to convergence issues in the self-consistent approach. The Corner renormalization method was used for various interaction regimes [48]. It was also proposed to limit the theoretical description to a single mode in momentum space [53].

Where most previous works started from the master equation formulation of the driven-dissipative dynamics, we will use here instead the equivalent quantum trajectory formulation [58]. We will combine it with the factorized Gutzwiller wave function ansatz, that remains valid in the strongly interacting regime. Our approach allows us to go beyond the Gutzwiller approach for the density matrix [28], because the classical correlations in the system can be described accurately. It is intuitive that these classical correlations are important in the bistability region, because due to tunneling most of the time the cavities are all together in the low or the high particle number state. As we will show below, these correlations are missed with a Gutzwiller density matrix approximation, but are captured by our Gutzwiller wave function ansatz.
Infinite systems, it is known that the bistability is destroyed by switching between the low and high photon number branches, which results in a smooth average photon number as function of pumping intensity. In the thermodynamic limit however, the switching time is expected to tend to infinity and true bistability to emerge. In order to access the steady-state predictions in the thermodynamic limit and for long times, we follow Ref. [32] and study the dynamical hysteresis and more specifically its scaling as a function of system size and sweeping velocity.

The structure of the paper is as follows. In section II, we introduce the driven-dissipative Bose Hubbard model with single photon losses. Then we introduce the used methods for the simulation of the dynamics in section III, we elaborate on the quantum trajectory method (also known as the wave function Monte Carlo method) and the used wave function Ansatz. Additionally, we discuss the bistable regime and its dynamical properties. In section IV, we perform a study of the dynamical hysteresis, which includes its properties in the steady-state limit and a study of the compressibility and the correlation functions. Thereafter, we discuss the validity of a mapping of the driven-dissipative lattice Bose Hubbard model onto a single cavity. Finally, we summarize our results in section VI.

II. THE MODEL

The model Hamiltonian of the Bose-Hubbard model with nearest-neighbour hopping and a local Kerr non-linearity is given, in the frame rotating with the drive frequency, by

$$\hat{H} = \sum_i \left( -\Delta \hat{a}_i^\dagger \hat{a}_i + \frac{U}{2} \hat{a}_i^\dagger \hat{a}_i^\dagger \hat{a}_i \hat{a}_i + F \left( \hat{a}_i + \hat{a}_i^\dagger \right) \right) - J \sum_{\langle i,j \rangle} \left( \hat{a}_i^\dagger \hat{a}_j + \hat{a}_j^\dagger \hat{a}_i \right),$$

with $\Delta$ the laser detuning from the cavity frequency, $U$ the Kerr non-linearity, $F$ the pumping strength of the coherent drive, $J$ the hopping amplitude, $z$ the number of nearest neighbours and $\sum_{\langle i,j \rangle}$ a sum over all these nearest-neighbour pairs.

The dynamics of the driven-dissipative Bose-Hubbard model are then governed by a Lindblad master equation [58] describing the time evolution of the density matrix

$$\frac{d\hat{\rho}}{dt} = -i \left[ \hat{H}, \hat{\rho} \right] + \gamma \sum_i \left( 2\hat{a}_i \hat{\rho} \hat{a}_i^\dagger - \hat{\rho} \hat{a}_i^\dagger \hat{a}_i - \hat{a}_i \hat{a}_i^\dagger \hat{\rho} \right),$$

with $\gamma$ the dissipation rate and the annihilation operator $\hat{a}_i$ being the jump (Lindblad) operator, i.e. the loss of a photon. Exactly solving this equation is numerically infeasible already for a small number of cavities and we need to resort to approximate methods. In this work we will use the quantum trajectory framework combined with a Gutzwiller wave function ansatz.

III. THE METHOD

A. Quantum trajectories

The quantum trajectory method, also known as the wave function Monte Carlo, allows one to calculate the systems dynamics on the level of the wave function through stochastic sampling [38, 40, 58]. One relies on a so-called unravelling of the Master equation in individual trajectories. It is worth noting this unravelling is by no means unique and the chosen unravelling scheme can influence the dynamics of a single trajectory. It is only after averaging infinitely many realisations that the dynamics are equivalent to the Lindblad master equation, irrespective of the unraveling scheme. In this work we opt for the photon-counting unravelling [38, 58]. The time evolution of a quantum trajectory is given by a deterministic time evolution with an effective, non-hermitian Hamiltonian and a stochastic jump process. The deterministic part of the time evolution of the wave function $\psi$ is given by

$$\psi(t) = \exp \left( -i H t \right) \psi \left/ \| \exp (-i H t) \psi \| \right.,$$

with $\psi$ an initial (normalized) wave function. The non-Hermitian Hamiltonian $H$ is given by

$$H = \hat{H} - \frac{i \gamma}{2} \sum_i \hat{a}_i^\dagger \hat{a}_i,$$

and does not preserve the norm of $\psi$. The jump process is then given by a (stochastically sampled) quantum jump in the time evolution of the wave function

$$\psi \rightarrow \hat{a}_i \psi \left/ \| \hat{a}_i \psi \| \right.,$$

which can be interpreted as the loss of a photon of the cavity $i$ where the jump takes place. The probability for the jump to take place at site $i$ in an infinitesimal time interval $dt$ is given by $p = \gamma dt \langle |\hat{a}_i^\dagger \hat{a}_i | \psi \rangle$. In our simulations the jumping time is sampled from the waiting time distribution [58]. After the occurrence of a jump the time evolution is again given by Eq. (9) until another jump occurs. This continues until a desired simulation time is reached. The strengths of this method lie in the reduction of the Hilbert size, the (usually) modest number of needed trajectories and the ability to gain insight in the single shot systems dynamics.

B. The wave-function ansatz

Since the quantum trajectory method simulates the time evolution of the wave function, one works in a smaller Hilbert space than when simulating the Lindblad master equation, where the Hilbert space is the square of the wave-functions Hilbert space. Even though this is already a drastic decrease, the Hilbert space size still
increases exponentially with system size. One is thus restricted to very small systems or needs to resort to a wave-function ansatz. In this work we will use a cluster-Gutzwiller ansatz for the wave function $\Psi_{GW}$, which allows us to take classical correlations and short-range quantum correlations into account. The wave function ansatz is given by

$$\Psi_{GW} (\{C\}) = \prod_C \psi_C,$$

where $C$ denotes the various clusters present in the lattice of cavities. A cluster is given by various cavities of which the collective state is treated in the Kronecker product of their individual Hilbert spaces. When the cluster size is limited to one cavity, only classical correlations are included, since it is restricted to the Hilbert space of an individual cavity and no quantum correlations are present. In this special case the wave-function ansatz is given by the well known Gutzwiller wave-function ansatz. Unless specified otherwise this will be the ansatz used throughout the rest of the work.

In the mean-field approximation the time evolution of $\Psi_{GW}$ according to (5) is determined by the cluster mean-field Hamiltonian

$$H_C = \hat{H}_C + \hat{H}_{B(C)} - \frac{\gamma}{2} \sum_{i \in C} \hat{a}^\dagger_i \hat{a}_i,$$  

where $\hat{H}_C$ contains all contributions from $\{i\}$ inside the cluster $C$ and $\hat{H}_{B(C)}$ contains the mean-field contributions of the nearest-neighbour links across the boundary $B$ of the cluster $C$, that is

$$\hat{H}_{B(C)} = -\frac{J}{z} \sum_{(i,j) \in C, j \not\in C} \left( \hat{a}^\dagger_i \langle \hat{a}_j \rangle + \hat{a}_i \langle \hat{a}^\dagger_j \rangle \right).$$

This results in a system of coupled equations for the time evolution of each of the cluster wave functions $\psi_C$. The mean-field Hamiltonian (7) implements the deterministic time evolution in the manifold of cluster Gutwiller states according to the time dependent variation principle. Since the dissipation is given by the loss of a particle in a given cavity, the quantum jump does not cause the wave function to leave this variational manifold and Eq. (6) is readily applicable.

C. Bistable regime and its dynamical properties

The mean-field equation of the driven-dissipative Bose-Hubbard model, consisting of using a Gutzwiller factorized ansatz for the density matrix to solve the master equation (2), predicts bistable behaviour for certain parameter regimes [28]. The bistable region is a region where the system has two stable states and one unstable state, as shown by the blue line on Fig. 1. Deviations from these stable states quickly cause the system to evolve back to one of these two stable solutions. As such, when the system resides on one of the two stable branches it also stays on this branch. Say the system resides on the bottom stable branch of Fig. 1 and the pumping strength is increased across the right boundary of the bistable regime, then the system only has one stable solution, being the top branch, instead of two. The system switches to this new state through a jump, marking a first-order phase transition. If one then decreases the pumping strength the system does not jump back to the lower branch but instead stays on the stable top branch. That is, until the pumping strength crosses the left boundary of the bistable regime and jumps back to the lower stable branch, again marking a first-order phase transition. This is called a hysteretic phase transition.

The above is true for an infinitely slow sweep through the pumping strength which gives information on the steady-state properties. However, instead of using an infinitely slow sweeping velocity to study the steady-state
properties one can also study dynamical properties by resorting to a finite sweeping velocity. The faster one sweeps, the less time the system has to adapt to the new pumping strength. This allows the system to reside longer on its previous stable branch before it jumps to its new stable branch. This behaviour is shown on Fig. 4 where the dashed dark green line shows the behaviour for a finite sweeping velocity. The dashed light green line shows what is expected to happen when one increases the sweeping velocity with respect to the one of the dashed dark green line.

Another effect is observed when one allows fluctuations in the system. When these fluctuations are large enough it becomes possible for the system to jump to the other stable branch. As shown on Fig. 4 this happens most easily close to the boundaries of the hysteresis curve, since small fluctuations can already drive the system’s state into a region where it quickly converges to the other stable state. This behavior is shown as the dashed dark and light orange lines, where the sweeping velocity is faster in the latter one. When the sweeping velocity decreases the system is able to jump to the top (bottom) branch for lower (higher) values of the pumping strength since the system has a longer time to switch between the stable states. This naturally decreases the hysteretic region. The influence of fluctuations then leads to the disappearance of the hysteretic region in the long-time limit in finite-size systems. Only in the thermodynamic limit it is possible for the hysteretic region to survive. This follows from the fact that as the system gets bigger it is harder for fluctuations to make the entire system switch to the other branch.

Both the green and orange dashed lines show dynamical hysteresis curves. By studying them we gain information on the dynamical properties of the system. It is worth noting that it is hard to determine the dynamical hysteresis region, i.e. the pumping strength interval in which the system shows hysteretic behaviour. To avoid the usage of arbitrary definitions we study the hysteretic surface defined as

\[ S_h = \int_{F_{start}}^{F_{end}} (n_\uparrow(F) - n_\downarrow(F)) dF, \quad (9) \]

which is the surface between the top \((n_\uparrow)\) and bottom \((n_\downarrow)\) branch of the hysteretic curve of the single cavity particle number \(\langle \hat{n} \rangle = \frac{1}{N} \sum_i \hat{a}_i^\dag \hat{a}_i\), with \(N\) the number of cavities in the lattice. \(F_{start}\) and \(F_{end}\) are chosen in such a way that the entire hysteretic surface is enclosed.

The behaviour described above can also be found in the well studied and exactly solvable single cavity \[40\] in the thermodynamic limit where the photon number tends to infinity while the nonlinearity simultaneously tends to zero. The thermodynamic limit is important here, because otherwise quantum fluctuations cause switching between the two branches, washing out the hysteretic behavior. In the Gutzwiller mean-field solution of the Bose-Hubbard model, the thermodynamic limit is implicit because the equations of motion remain unaltered when the number of sites is increased, hence true bistable behavior is always present in this approximation. When classical and quantum fluctuations are included in the description of a finite-size driven-dissipative Bose-Hubbard model, this system can also switch between both branches. Incorporating them through the trajectory method and the cluster-Gutzwiller wave function ansatz is therefore expected to give drastic changes in the hysteretic surface, especially in the region where the transitions are expected to happen.

IV. DYNAMICAL HYSTERESIS

In order to quantify the role of fluctuations in the driven-dissipative Bose-Hubbard model, we start by analyzing the dynamical hysteresis surface. If it tends to a zero value in the limit where the sweep time goes to infinity and in the thermodynamic limit of infinite system size, the system has no hysteretic phase transition. If on the other hand, the hysteretic surface tends to a nonzero value when sweeping slower and slower, even when the system size diverges, the system has a true hysteretic phase transition. In other words, in the thermodynamic limit and for the sweeping velocity tending to zero there are two possibilities: (i) the hysteresis surface disappears, resulting in a single curve which is the long-time limit average between both stable branches, i.e. there is one steady-state solution and (ii) the hysteresis surface converges to a finite value, meaning that when the system resides on one of both branches it will never jump to the other one, i.e. there exist two steady-state solutions.

In the following we perform a linear sweep in pumping strength, that is

\[ F(t) = (F_{start} + v_s t) \theta \left( t < \frac{t_s}{2} \right) + \left( F_{end} - v_s \left( t - \frac{t_s}{2} \right) \right) \theta \left( t \geq \frac{t_s}{2} \right), \quad (10) \]

with \(t_s\) the total sweep time and \(v_s = \frac{2(F_{end}-F_{start})}{t_s}\) the sweep velocity. Throughout this article we work in the following parameter regime, unless specified otherwise: the relation between the Kerr non-linearity and dissipation rate is chosen as \(\frac{\gamma}{\gamma_0} = 20\) and the laser frequency is tuned to the 4-photon resonance \(1 + \frac{2\Delta}{\gamma_0} = 4\). The coupling parameter is \(\frac{U}{\gamma} = 0.5\). In each lattice we impose periodic boundary conditions. Note that in this parameter region a hysteretic region is predicted in the mean-field approximation \[23\]. The hysteresis surface will be calculated over \(F/U\) rather than \(F\) and the initial state of the system for each trajectory is given by a lattice of unoccupied cavities.

On Fig. 2 (a) we show hysteretic curves of the average single cavity particle number \(\langle \hat{n} \rangle\) for various system sizes with an inverse sweeping velocity of \(v_s^{-1} = 25\). As the system size increases, so does the surface of the hysteresis curves. This coincides with the expectations...
from the previous section. Interestingly, it appears that the system does not converge to the mean-field hysteretic surface in the thermodynamic limit. This appears to be due to a large importance of fluctuations on the left side of the bistable region, where a big difference is present for the transition from the top branch to the bottom branch with respect to the mean-field prediction. All values for the particle number, not including the ones near the transitions, are however in good agreement with the mean-field results.

On Fig. 2 (b) the hysteretic surface of a 8 × 8 lattice of cavities is shown for various sweeping velocities. As the sweeping velocities are decreased, i.e. the sweeping time is increased, the hysteretic surface decreases. This is according to the discussion in section III C.

For the example of the 8 × 8 lattice of cavities the hysteretic surface is still shrinking as the sweeping velocities are decreased. This continued decrease not only causes the system to move even further away from the mean-field hysteretic surface but also questions whether it will converge to a finite value (ii) or not (i). We perform a more detailed study of the long-time limit in the following section in combination with a finite-size scaling in order to approach the the thermodynamic limit. However, it has to be noted that the previous results give a first indication that through the inclusion of classical correlations the mean-field phase diagram will be qualitatively correct but quantitative differences are expected in the regions where these correlations and fluctuations become increasingly important, i.e. near the phase transition.

A. Steady-state and thermodynamic limit

Besides studying the long-time limit, i.e. the steady-state, we are also interested in the system’s behaviour in the thermodynamic limit. Indeed, phase transitions are only well-defined in the thermodynamic limit and if we wish to compare our results to the steady-state mean-field phase diagram found in Ref. [28] we need to perform a finite-size scaling to gain access to this infinite-cavity limit. In Fig. 3 (a) we show the behaviour of the hysteretic surface of various 2D square lattices as a function of the sweeping velocities for a Gutzwiller ansatz of the wave function, i.e. cluster size one (full lines with circle markers), and a cluster wave function with clusters of size 1 × 2 (full lines with cross markers) with respect to the mean-field result (full black line), at J/U = 0.5. Note again that as the sweeping velocity is decreased the size of the hysteretic surface increasingly deviates from the mean-field result. Even as the thermodynamic limit is approached this is not expected to converge, since the results of the 6 × 6 and 8 × 8 lattices are already practically identical.

By performing a power law fit of the form $S_h = \beta (\nu^{-1})^{-\alpha}$, we can now determine the behaviour in the long-time limit and thus determine whether the hysteretic surface disappears due to the presence of classical (and quantum) fluctuations. Indeed for the observed parameter regime and finite system sizes the extrapolation of the hysteretic surface disappears in the limit of infinite sweeping time. However, it is worth noting that by increasing the system size the exponent of the power law decreases. The question then remains whether the exponent of this power law remains finite in the thermodynamic limit. If it were to become zero we can expect a finite hysteretic surface, i.e. there exists a parameter region where the system shows bistable behaviour in the long-time thermodynamic limit. The scaling of this exponent in the limit of infinite system size is shown as the dashed line with circle markers in Fig. 3 (c). For the observed parameter regime we indeed see a convergence to a non-zero exponent and thus marking the disappearance of the hysteretic region under the influence of classical fluctuations.

Furthermore, if we include short-range quantum correlations in the form of 1 × 2 clusters, on top of the classical correlations and on-site quantum correlations this behaviour becomes even more pronounced. This can easily be seen on Fig. 3 (a) where we show the hysteretic surface for 1 × 2 clusters on a 4 × 4 and 8 × 8 lattice (full lines with cross markers). The inclusion of these short-range quantum correlations causes a further decrease of the hysteretic surface. Moreover, as shown on Fig. 3 (c)
there is also an increase in the magnitude of the exponent, signalling a faster convergence to a zero hysteretic surface in the thermodynamic limit. It is worth noting that the hysteresis surface exhibits a slow convergence to the power law in the long-time limit, i.e. one needs to simulate trajectories over a long time to obtain the asymptotic behavior. This could lead to (small) corrections on the power law exponents derived here. Additionally, we point out that the curves of the hysteresis surface display two power laws, the one studied in the long-time limit on

Fig. 3 (c), but also the one in the short-time limit. The former is linked to the influence of fluctuations on the system, the latter is linked to the mean field response of the system to the changing pumping strength. Such double power law behavior is also found in experimental and theoretical studies of the single-cavity Bose Hubbard model [16, 32].

Our results are in contrast with the mean-field phase diagram from Ref. [28] where a hysteretic region is predicted at $J/U = 0.5$. Fig. 3 indicates that the critical point in the hopping amplitude, where the system switches from a smooth crossover to a hysteretic crossover as the pumping strength is increased, shifts to higher values of $J/U$. This shift is expected to be larger as (longer-range) quantum correlations are included. To investigate more closely the (non)dissapearance of the hysteresis surface as a function of $J/U$ we show Fig. 3 (b) where we calculated the hysteretic surface as a function of the sweeping velocity for various system sizes for $J/U = 2$, i.e. roughly an order of magnitude larger than the critical point in the mean-field study (where $J_c/U \approx 0.18$). We indeed see a decrease in steepness of the power law fits and the dashed line with triangle markers on Fig. 3 (c) show us that by increasing $J/U$ the exponent has decreased and is approaching zero. From this result we argue that a new (and larger) critical point $J_c/U$ exists where this exponent becomes equal to zero and thus predicts a hysteretic regime. However, a closer study of the region around $J_c/U$ would be needed to pinpoint the exact location of the onset of the hysteretic regime and the nature of the critical point.

We note that in order to obtain a nonzero hysteretic surface one first needs to take the thermodynamic limit before taking the long-time limit. We wish to point out that this observation is in agreement with a study performed in a, related, dissipative spin system in Ref. [25] where an MPO approach was used.

**B. The compressibility**

So far we have studied the surface of the hysteresis curve and indicated deviating behaviour with respect to the mean-field method as a result of incorporating fluctuations. We will now explicitly study these particle number fluctuations through the compressibility, that is defined as [28, 54]

$$K = \frac{\langle \hat{N}^2 \rangle - \langle \hat{N} \rangle^2}{\langle \hat{N} \rangle} = 1 - \langle \hat{N} \rangle + \frac{1}{\langle \hat{N} \rangle} \sum_{i,j} \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_i \hat{a}_j$$

$$= 1 + \langle \hat{N} \rangle \left[ \sum_{i,j} g_{ij}^{(2)} - 1 \right],$$

(11)

with $\hat{N} = \sum_i \hat{a}_i^\dagger \hat{a}_i$ and $g_{ij}^{(2)} = \frac{\langle \hat{a}_i^\dagger \hat{a}_j^\dagger \hat{a}_i \hat{a}_j \rangle}{\langle \hat{N} \rangle^2}$. Note that for the Gutzwiller mean-field this reduces to $K = 1 + n \left( g_{ii}^{(2)} - 1 \right)$, with $n$ the single site particle number.
On Fig. 4 (a) the particle number $\langle \hat{n} \rangle$ (full red line) and compressibility $K$ (full brown line) of a $6 \times 6$ lattice are shown as well as the mean-field compressibility (full black line), both for a sweeping velocity of $v^{-1}_s\gamma^2 = 25$. We confirm that the transitions are accompanied by a presence of high fluctuations which peak at (or close to) the transition. Such a peak can also be observed from the mean-field result albeit with a strikingly lower amount of fluctuations. This discrepancy was expected as the trajectory method allows for jumps between the stable branches, a feature not included in the mean-field method. As our simulations show, this increase in compressibility can be of the order of a magnitude.

Similar to our observations in Fig. 2 (a), the positions of the maxima of the peaks are also shifted with respect to the mean-field results; at the transition from high to low particle number the mean-field maximum is also found for lower values of $F/U$. The position of the transition from low to high particle number is also similar for both methods. Away from the transition, the results for the compressibility coincide with the mean-field results and deviations only arise close to the transition. We have noted before that as the system size increases, it becomes harder for the entire system to switch to the other branch. As a result overall higher fluctuations would be needed for a phase transition to occur in the system. This is indeed what we observe in Fig. 4 (b) where we show the compressibility for various system sizes at a sweeping velocity of $v^{-1}_s\gamma^2 = 25$. As the system size increases the fluctuations also increase. This is expected since the numerator of (11) is quadratic in $\hat{N}$ with respect to the denominator. Through a finite-size scaling we find a sub-extensive power-law scaling with system size of the maxima of both the left and right peaks, of which the exponents are respectively 0, 4 and 0.6. This sub-extensive scaling is explained by the formation of domains when the system switches to another branch.

Additionally, we can study the behaviour of the compressibility for various sweeping velocities. We show the results of a $6 \times 6$ lattice on Fig. 4 (c). When a fast sweep (full yellow line) is performed, i.e. a high sweeping velocity, the system is driven through the hysteresis region at a very fast pace. The system thus does not have a lot of time to jump between the branches, but it does need to adapt its state very quickly to the new parameter values. This results in fluctuations which are smeared out, explaining the broader, but lower, peaks for high sweeping velocities. This effect decreases as the system gains more time to adapt to the sweeping parameter (full brown and gray line), resulting in narrower and taller peaks. The increased height of the peaks is due to the increased time the system has to jump between the branches, resulting in more fluctuations. This also means the system will be able to jump to the other branch at smaller (bigger) values for $F/U$ when it is on the bottom (top) branch, which is why the peaks move towards each other as the sweeping velocity is decreased. This is in accordance with the shrinking hysteresis surface observed in the previous section.

The effect of including short-range quantum correlations is shown on Fig. 5 (a) for $1 \times 2$ and $1 \times 3$ clusters for a $6 \times 6$ lattice at sweeping velocity $v^{-1}_s\gamma^2 = 25$. There is no drastic change in the amount of fluctuations under the influence of the $1 \times 2$ clusters, however, they do cause a shift in the position of the transition. When we go one step further in the range of the quantum correlations, i.e. $1 \times 3$ clusters, no significant further shift is observed. This is an interesting result as it shows that

FIG. 4. (Color online) (a) Hysteresis curve of the particle number per site and compressibility on a $6 \times 6$ lattice at sweeping velocity $v^{-1}_s\gamma^2 = 25$ ($N_{tr}N \approx 25000$, $N_{max} = 8$). The mean-field (MF) compressibility is shown as a full black line. (b) Compressibility for various system sizes at a sweeping velocity of $v^{-1}_s\gamma^2 = 25$ ($N_{tr}N \approx 25000$, $N_{max} = 8$). The mean-field (MF) compressibility is shown as a full black line. The power law fits are performed on the maxima of the compressibility of lattices of dimension $5 \times 5$ to $8 \times 8$ (not shown). (c) Compressibility of a $6 \times 6$ lattice for various for various sweeping velocities ($N_{tr}N \approx 25000$ and $N_{tr}N \approx 40000$ for $v^{-1}_s\gamma^2 = 50$, $N_{max} = 8$). The mean-field (MF) compressibility for the various sweeping velocities are shown as black lines.
already for small cluster sizes, the systems properties do not change significantly as longer-range quantum correlations are included, i.e. long-range quantum correlations are expected to be less important. In other words, by including only short-range quantum correlations, and thus modest computational resources, one can drastically increase the effectiveness of the approximation.

C. The correlation function

The calculation of the compressibility required knowledge of the pair-correlation functions \( g_{ij}^{(2)} \). We show the results for the correlation functions as a function of the distance \( d = |i - j| \) for various parameters of \( F/U \) left, right and exactly on the maximum of the compressibility peak of the bottom and top branch on Fig. 5(b) and Fig. 5(c), respectively. For both branches we note that the system shows no off-site correlations in the regions left and right of the maximum in the compressibility. This explains the success of the mean-field approximation in this region. The on-site bunching in the low-particle number phase \( (F_l/U) \) and on the maximum is due to the 4-photon resonance. We also find slight on-site antibunching in the high-particle number phase. These results are in accordance with the mean-field theory and a self-consistent expansion in the inverse coordination number of the lattice \( \frac{1}{N} \). We do find deviations for the off-site correlations at the peak of the compressibility, i.e. near the transition. Our method is able to capture the classical long-range correlations in the lattice, which are expected at the transition, and are missed by mean-field theory. It is due to these correlations that we see a big increase in the compressibility with respect to the mean-field theory.

As noted before, the influence of short-range quantum correlations is most pronounced at the transition from high particle number to low particle number, as can be seen on Fig. 5(c) in the dashed lines with circle markers. We note a decrease in correlations with respect to the Gutzwiller wave function ansatz, but long-range correlations are still present. This decrease in correlations is responsible for the slightly lower maximum of the compressibility for the cluster simulations in Fig. 5(a).

V. MAPPING OF THE BOSE-HUBBARD MODEL ONTO A SINGLE KERR CAVITY

There exists a mapping of the Bose-Hubbard model with nearest-neighbour hopping \( \mathbb{I} \) on the single Kerr cavity \( \mathbb{I} \). The mapping is realized by Fourier transforming the annihilation operator, that is

\[
\hat{a}_i = \frac{1}{\sqrt{N}} \sum_k e^{ikx_i} \hat{a}_k, \tag{12}
\]

with \( x_i \) the spatial coordinates of cavity \( i \). By substituting this in \( \mathbb{I} \) one gets the equivalent Hamiltonian

\[
H = -\frac{J}{N} \sum_{(i,j)} \sum_k 2 \cos(kd_{ij}) \hat{a}_k^\dagger \hat{a}_k - \Delta \sum_k \hat{a}_k^\dagger \hat{a}_k + \frac{F}{\sqrt{N}} \sum_i \sum_k \left( e^{-ikx_i} \hat{a}_k^\dagger + e^{ikx_i} \hat{a}_k \right) + \frac{U}{2N} \sum_{k_1,k_2,k_3} \hat{a}_{k_1}^\dagger \hat{a}_{k_2}^\dagger \hat{a}_{k_3} \hat{a}_{k_1+k_2-k_3}, \tag{13}
\]

with \( d_{ij} = |x_i - x_j| \). The main assumption that is made to map this onto a single Kerr cavity is the following. If one applies a homogeneous drive, only the \( k = 0 \) mode will
the correlation functions at the mean-field approximation breaks down. Unfortunately, in the transition region, we have already seen that the thermodynamic limit of (1) by tuning $F$ is an interesting mapping because it can be used to study single Kerr cavity Hamiltonian

$$H = \omega_0 a_0^\dagger a_0 + F_{\text{eff}} \left( a_0^\dagger a_0 + \frac{U_{\text{eff}}}{2} a_0^\dagger a_0^\dagger a_0 a_0 \right),$$

where $\omega_0 = -\Delta - JZ$, $F_{\text{eff}} = F\sqrt{N}$ and $U_{\text{eff}} = \frac{U}{N}$. This is an interesting mapping because it can be used to study the thermodynamic limit of (1) by tuning $F_{\text{eff}} \to \infty$ and $U_{\text{eff}} \to 0$, keeping the product $U_{\text{eff}} F_{\text{eff}}^2$ constant. However, neglecting the nonlinear scatterings could make the above mapping invalid in certain parameter regimes. To study its validity we look again at the correlation function. In Fig. 6 we illustrate schematically the behavior of the correlation function in the $k = 0$ (red dashed line) and mean-field approximations (blue line). In the $k = 0$ approximation, all cavities are perfectly correlated, such that $g^{(2)}$ is flat. In the mean-field approximation on the other hand, correlations are entirely neglected, such that $g^{(2)} = 1$ for $d = 0$. For pump intensities far from the transition, Fig. 7 shows that the correlation function is close to one for $i \neq j$. This is consistent with the good agreement with the mean-field theory in this parameter regime. For the correlation function on the upper branch ($F_i$ in Fig. 5(c)), the correlation function is very flat, such that it is also compatible with the $k = 0$ model. This is however not the case in the low intensity ($F_i$) case. In the transition region, we have already seen that the mean-field approximation breaks down. Unfortunately, the correlation functions at $F_m$ in Fig. 5(b) are also not constant, such that neither the $k = 0$ is valid in the transition region. Physically, this is due to the formation of domains of high and low intensity in the switching region, which goes beyond the assumptions of the $k = 0$ model.

VI. CONCLUSIONS

We have shown that by using the cluster-Gutzwiller Monte Carlo method, and thus the incorporation of classical correlations and short-range quantum correlations, the Gutzwiller mean-field phase diagram is qualitatively correct. The influence of the included fluctuations causes the critical hopping parameter $J_c/U$, indicating where the steep crossover of the system transforms into a first-order hysteretic phase transition, to shift to higher values. From the study of the particle number fluctuations we can conclude that away from the transition the results fall onto the mean-field results, also when close-range quantum correlations are included. This is confirmed by the absence of off-site correlations in these regimes, explaining the success of the mean-field method. At the transition we note a drastic increase in the particle number fluctuations, by an order of magnitude, with respect to the mean-field result. This increase finds its origin in the off-site correlations that are included through our method, and which are absent in mean-field theory. Additionally, a shift in the location of the transition from high to low particle number is also observed. This shift does not change significantly when more short-range quantum correlations are included, signalling that long-range quantum correlations are expected to be less important. We thus show that by a modest increase in computational resources the effectiveness of the approximation can be drastically improved. Finally, we show that care has to be taken when performing the mapping of an extended Bose-Hubbard lattice onto a single Kerr cavity, especially in the proximity of a phase transition, i.e. regions where fluctuations and correlations are important.
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