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Abstract. Existing non-intrusive algorithms have some deficiencies such as low recognition accuracy and the accuracy decreases significantly when the amount of monitoring data is too large. An improved fuzzy C-means algorithm (FCM) is proposed in this paper which will make up the shortcomings of existing algorithms. In order to optimize the clustering process, the simulated annealing algorithm (SA) and genetic algorithm (GA) are introduced to fasten the process. The experimental and comparison results fully demonstrate the superiority of the new FCM in terms of recognition, robustness, stability and reliability. Furthermore, the new FCM is applied to practical household appliances. All the comparison results consistently indicate that the new FCM is highly competitive and can be used in big data monitoring environment.

Introduction

It is an important goal of the smart grid to build an interactive service system for power grids and power users to realize smart power usage [1]. Load monitoring is the basis for “intelligent interaction” between grid and power users. Non-Intrusive Load Monitoring (NILM) was first proposed by Hart in the 1980s. Its aim is to decompose the load, that is, to install sensors at the entrance of the power user to obtain load information, and identify it through complex algorithms. User's power usage information. Compared with intrusive load monitoring, it has the advantages of economy, simplicity, privacy protection, practicability and easy promotion. It is especially suitable for ordinary residents [2, 3]. With the rise of data science and smart home, NILM has become a research focus in academic community. The core content of NILM is load identification. In [4], the heuristic algorithm is used to solve the steady-state current decomposition model, but the load type is single and the decomposition error is large. In [5], the transient characteristics of the start and stop of the household load are proposed as the load imprint, which is compared with the standard library for closeness, but the effect of superimposing multiple loads is not good. In [6], clustering is used to cluster reactive power and active power, but the recognition rate of devices with similar power characteristics is limited. Reference [7] uses fuzzy recognition method to convert reactive power and harmonic amplitude into Row fuzzy C-means clustering, but not suitable for large-data monitoring scenarios. In [8], the load current is extracted as the load template filter, and the total current is filtered. However, with the increase of the monitoring data, the recognition accuracy of the method will be significantly reduced, and the application in practical engineering is limited.

In response to the above problems, this paper proposes a new NILM method. After sampling the load data of the power user, the isolated noise point is removed by median filtering, and the difference feature of the active power and the harmonic amplitude is extracted by the difference extraction method to obtain a reliable cluster sample. The simulated annealing algorithm is combined with the genetic algorithm for FCM cluster analysis to realize the identification of different devices. Finally, the actual data is tested to verify the accuracy and stability of the method identification in different environments.

Analysis of Household Load Characteristics

The NILM system collects data and analyzes and identifies the data through the NILM system by installing an information collecting device such as a smart meter at the residential line of the resident user, and then uploads the identification result and various types of electrical parameter
data to the NILM server, and simultaneously presents the data. To the user terminal, it is convenient for the user to operate feedback and form an interactive mode [9].

The unique characteristics of the electrical equipment that can be reflected in the operation are called the load fingerprint [10]. Active power and reactive power are the most commonly used load marks. However, the power characteristics of low-power appliances are relatively close. It is difficult to distinguish them accurately only by active power and reactive power. Therefore, it is necessary to add a new load mark for more accurate discrimination. In [11], through the load monitoring of multiple single devices, the load characteristic database of 32 kinds of electrical equipment was established, and it was found that the current amplitude of the third harmonic has a greater discrimination for different low-power electrical equipment. Therefore, this paper selects the three-current harmonic amplitude with the largest difference as the incremental load imprint to solve the problem of low recognition of low-power electrical equipment.

Data Preprocessing and Difference Feature Extraction

Data Preprocessing

In order to reduce random changes in the monitoring data, this paper uses a filter to process the data. Median filtering is a nonlinear smoothing technique based on sorting statistics theory, which has a very effective effect on eliminating noise points and abnormal data [12]. The main steps are as follows:

Step 1. Let the data sequence be \( y_1, y_2, y_3, \ldots, y_n \). After the data is sorted in ascending order, it is \( y_{i1}, y_{i2}, y_{i3}, \ldots, y_{in} \).

Step 2. When \( n \) is an odd number, the median is represented by (1):

\[
\text{median}_i = \frac{y_{(n+1)/2}}{2}
\]

When \( n \) is an even number, the median is represented by (2):

\[
\text{median}_i = \frac{1}{2} \left( y_{(i+1)/2} + y_{i+1/2} \right)
\]

Differential Feature Extraction

For any electrical equipment \( m \), define the load stamp at any time \( t \) as follows:

\[
y_m(t) = [\beta_{m,1}, \beta_{m,2}, \cdots, \beta_{m,N}]
\]

Where \( \beta_{m,n} \) is the \( n \)-th load imprint of device \( m \) at time \( t \), and \( N \) is the total number of load imprints.

When multiple devices are running at the same time, let \( J \) be the number of devices, then the total load stamp is defined as follows:

\[
\varphi(t) = \sum_{m=1}^{J} y_m(t)
\]

A variety of devices operate at the same time. The load characteristics of low-power devices are easily obscured by the load characteristics of high-power devices. To increase the recognition rate of low-power devices, the load characteristic difference is extracted as a load imprint, and the load difference at any sampling time \( t \) is defined. feature:

\[
\varphi(\Delta t) = \varphi(t + \Delta t) - \varphi(t)
\]

\[
= \left\{ \sum_{i=1}^{N} y_i(\Delta t) \mid \Delta t = T \right\}
\]

Where \( T \) is the sampling period, which is the sampling interval, so that the sampling period is sufficiently small, and every two sampling moments can be equated with a change of at most one electrical load state, ie
\[ \varphi(\Delta t) = \begin{cases} y_m(t) & t \not\in s \\ 0 & t \in s \end{cases} \]  

Through (5), the difference characteristics of the same time series of each load characteristic are obtained. Because the equipment is in normal operation, it is affected by the fluctuation of the power grid, and the power has slight fluctuation. This part of data needs to be eliminated.

The time series corresponding to the difference data of 0.5% of the active power is sorted in ascending order, defined as a normally open time series \( s \), and the sequence needs to be eliminated from the total time series \( t \), namely:

\[ \Delta \equiv \begin{cases} y_m(t) & t \not\in s \\ 0 & t \in s \end{cases} \]

Through the equations (5) and (6), the decomposition problem of various equipment load characteristics is transformed into a single electrical load characteristic problem at any time, and then the NILM method is used for cluster analysis to realize the monitoring and decomposition of various equipment loads.

**Principle and Implementation of the NILM Method in This Paper**

**FCM Algorithm in the Implementation of NILM**

Fuzzy C-means clustering (FCM) is an algorithm for determining the automatic classification of data by assigning each data point to a certain class according to membership degree [13]. Therefore, this paper chooses FCM algorithm as the main algorithm for classification and identification of load imprint.

The load imprint obtained by the acquisition and NILM system is made into the data set \( X=\{x_{1,m}, x_{2,m}, \ldots, x_{n,m}\} \), the number of samples is \( n \), each sample is an \( m \)-dimensional vector, and the power is used in this paper. And two-dimensional vectors of harmonics. Define \( u_{ik} \) as the membership of the sample \( x_i \) for the class \( D_k \). The objective function \( J_g \) is as follows:

\[ J_g(U,v) = \sum_{k=1}^{cn} \sum_{i=1}^{n} (u_{ik})^g (d_{ik})^2 \]  

In the function, \( cn \) is the number of clusters, which means that \( X \) is divided into subsets of \( cn \) categories \( \{D_1, D_2, \ldots, D_{cn}\} \). \( U \) is a similar classification matrix, and the cluster centers of each type are \( \{v_1, v_2, \ldots, v_{cn}\} \). \( g \) is the weighting coefficient, and this paper takes 3. In addition, \( d_{ik} \) is the Euclidean distance, which is used to measure the distance between the sample \( i \) and the center point of the category \( D_k \). The function is as follows:

\[ d_{ik} = \sqrt{\sum_{j=1}^{m} (x_{ij} - v_{ij})^2} \]  

The essence of the FCM algorithm is to find the optimal classification by iteratively, so that the function value \( J_g \) generated by the classification is minimized. During the period, the membership function sum of each cluster is required to be 1, and the membership degree \( u_{ik} \) and \( cn \) cluster center \( \{v_i\} \) of the sample \( x_i \) for the class \( D_k \) are calculated as follows:

\[ u_{ik} = \frac{1}{\sum_{j=1}^{cn} \left( \frac{d_{ij}}{d_{ik}} \right)^{2g}} \]  

Assume \( I_k=\{i|cn\in[2,n];d_{ik}=0\} \), for, \( i \in I_k, u_{ik}=0 \).

\[ v_{ik} = \frac{\sum_{i=1}^{n} (u_{ik})^2}{\sum_{k=1}^{n} (u_{ik})^g} \]
Through (10) and (11), the load imprint membership degree, cluster center and reclassification are modified several times. When the algorithm converges, the data of cluster center and membership degree are theoretically determined.

After obtaining the cluster center, the load attribution is confirmed by comparing the actual test value with the cluster center. Given the subset $D$ of the domain $U$ and the subset $V$ of the cluster center, the maximum and minimum closeness is calculated as follows:

$$N(D, V) = \frac{\sum_{i=1}^{n} u_D(x) \wedge u_V(x)}{\sum_{i=1}^{n} u_D(x) \vee u_V(x)}$$

The above formula: For taking the big operator, for the small operator, $u_D(x)$, $u_V(x)$ is the membership of the element $x$ to $D$, $V$ in the domain $U$. When the following formula is satisfied, it can be considered that $D$ and $V_j$ are closest to each other, and $D$ is attributed to $V_j$.

$$N(D, V) = \max_{i \in [1..n]} N(D, V_j)$$

### SAGA Optimization of FCM Algorithm

The FCM algorithm has a high search speed, but it is easy to converge to local minimum points. In this paper, the simulated annealing algorithm (SA) and genetic algorithm (GA) are combined to use fuzzy C-means clustering for load imprinting.

According to the advantages and disadvantages of the two, the two algorithms are organically combined and applied to FCM cluster analysis (SAGA-FCM), which can effectively overcome the phenomenon of GA early premature and late evolutionary stagnation, and design according to FCM clustering problem in NILM method. The genetic coding method and optimization model can make the algorithm get rid of the local optimum and converge to the global optimal solution more efficiently, so as to improve the accuracy of NILM recognition. The specific implementation steps are as follows:

- **Step 1.** Initialization control parameters: annealing initial temperature $T_0$, termination temperature $T_g$, temperature cooling coefficient $k$, population individual size $S$, maximum evolution number $M$.

- **Step 2.** Generate an initial population $Chrom$, randomly initialize $cn$ cluster centers, and each cluster center membership degree is calculated by (10). The individual fitness function uses a sorted fitness allocation function, and the objective function $J_g$ is calculated by equation (8). Individual chromosome coding: using binary coding, each chromosome consists of $cn$ cluster centers, $m$-dimensional sample vectors, and the number of sample variables to be optimized is.

- **Step3.** Set the loop count variable $g=0$.

- **Step 4.** Genetic manipulation of selection, crossover, and mutation of the population $Chrom$. The new individual is generated by using equations (10) and (11) to calculate the membership of the cluster center each sample, and the individual fitness. If so, replace the old individual with a new individual; otherwise, accept the new individual with probability and discard the old individual.

- **Step 5.** If yes, go to step $d$, otherwise go to step $f$.

- **Step 6.** If the process ends, return the global optimal solution; otherwise, perform the cooling operation and go to step $c$.

### Experimental Results and Analysis

In order to verify the recognition ability of the algorithm under complex load conditions, 10 kinds of household appliances such as electric fan, microwave oven, hot water bottle, notebook computer, incandescent lamp, printer, water dispenser, air conditioner, hair dryer and TV were selected. These devices are randomly started and stopped 200 times.
Fig. 1 and Fig. 2 are obtained, and the number set is divided into class A, and then calculate the closeness of each set of numbers in the standard load library and the set of Ai class numbers, and identify the device type of the experimental scene. Due to the variety of start-stop difference feature is more complicated, and it is impossible to visually observe, judge and distinguish the normalized current harmonic amplitude difference feature as in scene 1, but after introducing current harmonic information, the recognition rate of the low-power electrical equipment is increased by the algorithm, and the overall load recognition rate has also been improved accordingly.

Fig. 3 shows the variation of the algorithm and the traditional FCM algorithm objective function $J_g$ with the number of iterations.
The convergence speed of the algorithm is fast, and the value of the final objective function is always lower than the traditional FCM algorithm, which means that the load recognition ability of the algorithm is always higher than the traditional FCM algorithm. This means that with the increase of the monitoring load characteristic data, the accuracy rate of the algorithm in this paper is significantly smaller than that of the traditional FCM algorithm, and it has better robustness. Therefore, in the face of complex monitoring environment, the stability of this algorithm is higher, and it is more suitable for NILM large data volume monitoring environment.

Summary

The recognition accuracy of the traditional NILM method will be greatly reduced. In view of the problem, a non-intrusive load monitoring method based on the SAGA-FCM algorithm was proposed in this paper. The experimental and comparison results fully demonstrate the superiority of the new FCM in terms of recognition, stability and reliability. However, the calculation structure of this method is relatively complicated, the recognition speed is slow, and the recognition ability of electrical equipment with similar power characteristics and harmonic characteristics is limited.
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