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ABSTRACT

Comparing test suite effectiveness metrics has always been a research hotspot. However, prior studies have different conclusions or even contradict each other for comparing different test suite effectiveness metrics. The problem we found most troubling to our community is that researchers tend to oversimplify the description of the ground truth they use. For example, a common expression is that "we studied the correlation between real faults and the metric to evaluate (MTE)". However, the meaning of "real faults" is not clear-cut. As a result, there is a need to scrutinize the meaning of "real faults". Without this, it will be half-knowledgeable with the conclusions. To tackle this challenge, we propose a framework ASSENT (evaluating test suite effectiveness metrics) to guide the follow-up research. In nature, ASSENT consists of three fundamental components: ground truth, benchmark test suites, and agreement indicator. First, materialize the ground truth for determining the real order in effectiveness among test suites. Second, generate a set of benchmark test suites and derive their ground truth order in effectiveness. Third, for the benchmark test suites, generate the MTE order in effectiveness by the metric to evaluate (MTE). Finally, calculate the agreement indicator between the two orders. Under ASSENT, we are able to compare the accuracy of different test suite effectiveness metrics. We apply ASSENT to evaluate representative test suite effectiveness metrics, including mutation score metrics and code coverage metrics. Our results show that, based on the real faults, mutation score and subsuming mutation score are the best metrics to quantify test suite effectiveness. Meanwhile, by using mutants instead of real faults, MTEs will be overestimated by more than 20% in values.
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1 Introduction

Knowing the effectiveness of a test suite in fault detection is one of the most fundamental tasks in software testing [1-4]. To this end, many technologies have been proposed to evaluate the effectiveness of test suites. Coverage testing and mutation testing are the two most widely used technologies. For coverage testing, a set of predefined covering requirements are first monitored when executing the software under test (SUT) against a test suite. Then, code coverage is computed for the suite to measure its effectiveness. For mutation testing [5], a set of predefined mutants are first used to simulate the possible faults for the SUT, which are referred as mutants. Then, the test suite is executed to determine which mutants are killed (i.e., detected). After that, a mutation score is obtained by computing the ratio of killed mutants to measure the test suite effectiveness.

By the common sense of existing studies, mutation score is regarded as a more accurate metric than code coverage to estimate the effectiveness of a test suite [6, 7]. However, mutation testing is much more expensive than coverage testing as it requires executing the test suite for many more times than the coverage testing to check each of those mutants. As a result, there are two main practices for improving the two technologies. For coverage testing, many fine-grained coverage criteria have been proposed for more accurate effectiveness evaluation [8-10]. For mutation testing, how to reduce the execution overhead, even if it brings the loss of accuracy, has become a research hotspot [11-29]. Regardless of their specific purpose, in nature, a practice on coverage testing provides a code coverage metric (e.g., branch coverage) while a practice on mutation testing provides a mutation score metric.

A natural question is how to evaluate the accuracy of a test suite effectiveness metric. The most common practice is to perform correlation analysis on the independent variables (i.e., MTEs) and dependent variable (i.e., ground truth). However, the biggest pitfall is that the description of the ground truth is too simplified. For example, in [41], the meaning of "fault detection" as the ground truth is not clear enough. By "fault detection", our intuition is that a high fault detection represents high effectiveness. However, after carefully scrutinizing the ground truth used in [41], we find that the authors use "fault detection" to mean that given a number of test suites with the same size and a specific fault, the test suites that can detect this fault are more effective than the test suites that cannot detect this fault. Until now, the threat of the ground truth has come to the surface. For instance, based on this ground truth, we can easily deduce that the triggering test case is more effective than any other test case. Obviously, this assumption deserves further verification. By this example, we reveal that an
oversimplified expression of ground truth makes the reader to make intuitive deductions that may not be consistent with what the author intended to convey. To address this issue, this paper attempts to propose an evaluation framework including fully articulated ground truth to help researchers to have a more intelligible evaluation of different effectiveness metrics. Most importantly, to have a fair comparison for different test suite effectiveness metrics, researchers need to determine a ground truth. The ground truth is used to answer the question: when can we say that test suite A is more effective than test suite B in defect detection? For example, if A is the test suite that contains triggering test cases while B is the subset of A by removing those triggering test cases from A. We can say that A is more effective than B. This is because B is a subset of A, and A can detect a real defect while B cannot. After determining the ground truth, researchers need to generate comparable A and B. Then, by the metric to evaluate (MTE), we reevaluate the test effectiveness for the set of test suites. Finally, the agreement between the two evaluations is calculated. For example, in [30], when comparing several coverage metrics using mutation score as the ground truth, the correlation coefficients between coverage and mutation score are calculated. In their study, a higher coefficient means the coverage metric is better.

To summarize, an evaluation process has to answer the following three questions:

- When can we say that test suite A is more effective than test suite B? (ground truth)
- How to generate A and B? (benchmark test suites)
- Which indicator should be chosen to report the agreement between the MTE and the ground truth? (agreement indicator)

Table 1 lists the representative studies with “ground truth”, “benchmark test suites” and “agreement indicator”. Clearly, with such a framework, researchers can easily compare the reasons for different conclusions among multiple studies. This is one of our major motivations for proposing a standardized evaluation framework. From the table, we can see that the primary reason for the controversy in existing research is that different ground truths are used. As a result, we recommend that the question on ground truth should be answered explicitly in future work.

We named this framework ASSENT: evAluating teSt Suite EfFectiveNess meTrics. In this paper, we use ASSENT to evaluate the accuracy of seven test suite effectiveness metrics. First, we use the ability of different test suites in detecting real faults as the ground truth to determine the ground truth order among test suites. In particular, for a test suite A with triggering test cases for the specific fault, we filter all the triggering test cases to obtain a subset B. Then, we can say that A is more effective than B in term of the particular fault. This relation will be held not only for the buggy version but also for the fixed.
version. The reasons are two folded: for the buggy version, A can reveal the fault while B cannot; for the fixed version, the correctness is verified by the triggering tests cases. Second, for a buggy program, we use the developer-written tests with triggering test cases as the test suite A. Then, we filter all the triggering test cases to obtain B. Third, by a MTE, we use MTE to compare the effectiveness of A and B and to check whether the ground truth order is preserved. For instance, when evaluating statement coverage, if A achieves a higher coverage score than B, the ground truth order is preserved. If A achieves the same score compared to B, the ground truth order is twisted. After all faults are taken into account, the order preserving score will be calculated to estimate how accurate a MTE is in evaluating the effectiveness of test suites.

The contributions of our work include:

- We propose a practical framework ASSENT for comparing different test suite effectiveness metrics.
- We analyze the possible threats of those ground truths in existing studies and propose a new ground truth based on real defects.
- Based on ASSENT and the proposed ground truth, we compare the accuracy of a variety of representative test suite effectiveness metrics.

The rest of this paper is organized as follows. Section 2 introduces the background. Section 3 presents ASSENT. Section 4 describes the settings of experiments. Section 5 reports the experimental results. Section 6 discusses the experimental results. Section 7 analyzes the threats to the validity. Section 8 concludes the paper.

2 Background

In this section, we will provide an overview of the most commonly used testing practices for generating mutation score metrics, code coverage metrics, and related work in metric evaluation.

2.1 Mutation testing

In the literature, the following mutation reduction strategies are often used to reduce the number of mutants before a mutation score metric is computed.

COS (Certain Operator Selection) [11-16]: select the mutants generated by a specific mutator subset of all mutants to compute the mutation score. There are numerous practices on COS whose core idea is to remove redundant mutation operators and select important operators that are more related to defects. Mathur first proposed COS in 1991 and called it selective mutation [16]. They found that the number of redundant mutants could be reduced by 30% to 40% by deleting “arithmetic operator replacement” mutator and “scalar variable replacement” mutator. Offutt et al. found five important mutation operators for COS, including the relational, logical, arithmetic, absolute, and unary insertion operators [12].

RMS (Random Mutant Selection) [22-24]: randomly select a specified number or proportion of mutants from all mutants to compute the mutation score metric.

Aside from the mutation reduction, other practices aim at providing more accurate metrics. These metrics are performed after all mutants are executed.

SMS (Subsuming Mutation Score) [17-20]: select the subsuming mutants to compute the mutation score. Subsuming mutation score is proposed for avoiding inflation. By the definition in [20], “One mutant subsumes another if at least one test kills the first and every test that kills the first also kills the second”. For all mutants, killing the subsuming mutants is to kill all the killable mutants. Therefore, the subsuming mutants should be regarded as redundant. The practical difficulty of SMS lies in how to figure out the “true” subsumption relationships among all the mutants. In [20], Kurtz et al. proposed both dynamic and static methods to approximate the “true” subsumption. In [18], Gong et al. manually inserted mutant branches into the original program to generate a giant program which was used to analyze for the approximation of the “true” subsumption.

CMS (Clustering Mutation Score) [21]: select one mutant from each mutant cluster to compute the mutation score. First, for all the mutants, a number of features are collected. Second, based on these features, a clustering algorithm is used to group the mutants into different clusters. Third, the selection is generated by selecting one mutant from each mutant cluster. For example, Hussain [21] executed all the mutants to obtain the information on whether a test can kill a mutant against all the tests and mutants. After that, K-means and agglomerative clustering were applied to cluster the mutants. By the clustering algorithm, the mutants in the same cluster were guaranteed to be killed by a similar set of test cases. Therefore, randomly selecting one mutant from each cluster can be seen as a selection of representative mutants.

2.2 Code coverage testing

Statement coverage and branch coverage provide the most common and simple code coverage metrics in practice. Recently, it has been shown that branch coverage is superior to statement coverage when comparing the effectiveness of test suites in defect detection [30]. In this paper, we are interested in comparing the accuracy of mutation score metrics and these two code coverage metrics in evaluating the effectiveness of test suites in defect detection.

2.3 Test effectiveness metric evaluation

Table 1 lists representative test effectiveness metric evaluation studies. From their findings, we can find that some of the conclusions are contradictory. For example, from [41], we know there is a weak correlation between mutation score and real fault detection, while from [34] there is a strong correlation between mutation score and real fault detection. In this paper, we point out that the fundamental elements leading
to different results are “ground truth”, “benchmark test suites” and “agreement indicator” (especially the ground truth).

Note that a few studies were not about correlation analysis. For example, in [39], they did not investigate the agreement between the MTE and the ground truth. They investigated which MTE is the most effective to select test cases. However, same to the mainstream, we will focus on the agreement.

3 ASSENT: evAluating teSt Suite EffectiveNess meTrics

The purpose of ASSENT is to evaluate the extent to which a given test effectiveness metric can replace the ground truth, i.e., agreement. The higher the agreement, the closer its evaluation of the test suites is to the evaluation under the ground truth.

There are three core elements in ASSENT. First, there should be a fully articulated ground truth. Second, there should be benchmark test suites to obtain the empirical relations under the ground truth on the one hand, and to calculate the numerical relations under the MTE (the metric to evaluate) on the other hand. Finally, there should be indicators to calculate the agreement between empirical and numerical relations. Fig. 1 shows the ASSENT for evaluating the accuracy of a test suite effectiveness metric.

3.1 Ground truth determination

Let us imagine a specific question as the motivation example to derive the empirical relationship: given two test suites A and B for a SUT, when can we say that A is more effective than B in defect detection? There are a few possible answers:

Proposition 1: If the size of A is bigger than B, A is deemed as more effective than B.

Proposition 2: If B is a proper subset of A, A is deemed as more effective than B.

Proposition 3: If A achieves a higher code coverage than B, A is deemed as more effective than B.

Proposition 4: If the covering requirement set covered by B is a proper subset of that by A, A is deemed as more effective than B.

Proposition 5: If A achieves a higher mutation score than B, A is deemed as more effective than B.

Proposition 6: If the mutant set detected by B is a proper subset of that by A, A is deemed as more effective than B.

Proposition 7: If the real fault set detected by B is a proper subset of that by A, A is deemed as more effective than B.

The purpose of this example is to make the ground truth criterion concrete rather than discussing these propositions. These propositions summarize the empirical knowledge of the relationship among test suites. By taking some propositions, we can design the ground truth criteria to derive the ground truth order among test suites. Note that this paper does not adopt exactly one proposition.
After taking a brief idea of the ground truth criterion, the following parts are two folded: first, we discuss the possible threat to the ground truth used in existing research; second, we propose the ground truth used in this paper.

3.1.1 Threat to existing research. In this subsection, we will analyze the possible threat to representative studies that comes from the ground truth. At the high level, the threat of using simulated faults (i.e., mutants) as the ground truth is obvious, which mainly comes from the difference between the mutants and real defects. However, there is still one question that has not been answered: will this approach lead to overestimation or underestimation of the MTE? The question is answered in our experiment. Therefore, in this subsection, we focus on the threat of using real faults as the ground truth.

In [41], researchers found that there is a weak correlation between mutation score and real fault detection when controlling the test suite size. For the test suites with the same size, they assumed that those which can detect the real fault are more effective than the others. This ground truth is implied by their indicator Kendall coefficient. It seems that they not only controlled the size, but also used real defects. As a result, their research looks “solid”. However, we can use a simple example to show its pitfall of "size". Assume that for a fault, there is only one triggering test case t in the test pool T. Then we let A={t} and B={t'} where t' \in T\backslash{t}. By their ground truth, A is more effective than B. Therefore, once B obtains a higher mutation score than A, a penalty will be counted when calculating Kendall for “mutation score”. Although t can detect the specific fault, we cannot assume that another test case is less effective. It is possible another test case was used to detect another fault (e.g., a fixed fault in the previous version). Therefore, when considering the possibility of multiple defects (e.g., the intention of mutation testing), the assumption that A is more effective than B will be questioned.

In [34], researchers found that there is a strong correlation between mutant detection ratios and real fault detection ratios. Let A is the test suite that fails on the buggy version but passes on the fixed version, and B is the test suite that passes on the buggy and fixed versions. Meanwhile, A and B differ by one modified or added test. They assume that A is more effective than B. Their logic is that A can detect the specific defect, while B cannot. However, if the difference between A and B comes from "modified", the same threat to [41] will happen: the modification will be effective for the specific defect. Meanwhile, it cannot be denied that it is more effective for another possible defect before modification. If the difference comes from "added", the ground truth will be solid. As a result, we propose this ground truth in this paper.

3.1.2 Proposed ground truth. Based on Proposition 2 and Proposition 7, when comparing two test suites A and B, the following propositions (i.e., assumptions) are held:

\textit{if } B \subseteq A, \textit{then}

\textit{A is more effective than } B \Leftrightarrow FD(B) < FD(A) \quad (1)

Here, \( FD(T) \) is the number of faults detected by T. Because B is the subset of A, we can conclude that A cannot be less effective than B. If A can detect more faults, it is the truth that A is more effective than B.

This is the ground truth adopted in this paper. Note that real faults may be expensive or hard to obtain in practice. As a result, in the experiment, we also compare the impact of using mutants instead of the real faults:

\textit{Alternative ground truth.} Based on Proposition 2 and Proposition 5, the following propositions are held:

\textit{if } T_2 \subseteq T_1, \textit{then}

\( T_1 \text{ is more effective than } T_2 \Leftrightarrow MS(M, T_2) < MS(M, T_1) \) \quad (2)

Here, \( M \) is the whole possible mutant set, while \( MS(M, T) \) is the mutation score computed when executing \( T \) against \( M \). Assume that \( KM(M, T) \) is the set of mutants in \( M \) killed by \( T \) and \( |M| \) is the number of mutants in \( M \). Then, \( MS(M, T) = |KM(M, T)| / |M| \). Note that the alternative ground truth is the baseline that is used for analyzing the impact of mutants.

After analyzing the threat of the existing ground truth and proposing our ground truth, we will introduce the approach to generate test suites for comparison in the next subsection.

3.2 Benchmark test suite generation

The approach to generate benchmark test suites depends on the ground truth. In many studies, researchers only compared test suites of the same size by their ground truth. This is to eliminate the confounding effect of size. For example, in many research, when researchers want to control the test suite size, it is popular to generate test suites with the same size by random sampling from an existing test pool. However, the question is that should we control the test suite size?

In [39], Chen et al. explained why test suite size is neither a confounding variable nor an independent variable that should be experimentally manipulated. Their opinion is that no tester will use "size" as the testing target, which we agree with. Besides, we would like to add that it may be difficult to compare test suites of the same size. For the simplest example, for two different test cases, t1 and t2. It is hard to conclude that t1 is more effective than t2 in most cases. The main reason is that they are likely to be designed for different test targets.

Therefore, let us start from the opposite of this problem: how to use the size for comparison? We decide to use different sizes to provide solid ground truth, as there is no basis for controlling the size to eliminate the confounding effect. It is a fact that adding test cases to a test suite does not decrease its effectiveness. As a result, when we generate a test suite with its subset, it is safe to compare them by real faults.

This approach is also in line with the actual testing scenario. In [39], to simulate the manual testing, Chen et al. "greedily select one test at a time to incrementally achieve adequacy for a given adequacy criterion" (i.e., MTE in our context). In essence, this is a process of continuous expansion of test suites, which is consistent with our approach.
Now we will describe how to generate test suites in this paper. At the high level, by the well-known benchmark Defects4J, for a buggy program, we use the developer-written tests with triggering test cases as the test suite A. Then, we filter all the triggering test cases to obtain B.

In detail, assume that for each fault, there is a buggy version and a fixed version and a test suite passed on fixed version, namely A, with at least one test case which falls only for the buggy version (i.e., triggering test cases). Then, we filter all the triggering test cases to obtain a test suite B. In other words, the set of triggering test cases is A-B. At this moment, we can assume that A is more effective than B in term of the specific defects. We hold this assumption not only for the buggy version but also for the fixed version. The reasons are two folds: for the buggy version, A can reveal the defects while B cannot; for the fixed version, the correctness is verified by the triggering tests cases.

Then the question is should we take more relationships among test suites into consideration? For example, for a test case t1 in B and a triggering test case t2, it is held that {t1, t2} is more effective than {t1}. This is also because that the former can reveal the defect while the latter cannot. Beside comparing A and B, should we take the comparison between {t1, t2} and {t1} into consideration? In our opinion, such a comparison is unnecessary, since this relationship is easier to be reflected. For example, in most cases, two test cases will achieve a higher line coverage than one of the two test cases. In essence, it is the increase of the size of the test suite leading to an increase of the coverage. For most criterion, it is easy to distinguish {t1, t2} with {t1} by the influence coming from size. To this concern, we need to eliminate the confounding effect as much as possible. Meanwhile, if a criterion can distinguish between A and B, for any subset of B, namely C, this criterion must be able to distinguish between Cu-A-B and C. This is because A-B can uniquely contribute to the increase of the criterion metric. Thus, it is not necessary to take C into consideration.

As a result, we only compare the relationship between a complete set A and the subset B. This makes the relative size as similar as possible. For example, if there is only one triggering test case and 100 test cases in A. The size of A and B will differ by only 1%. If a criterion can accurately reflect the relationship between A and B, it will be sensitive enough to distinguish A and B’s subsets. On the contrary, if a criterion cannot correctly reflect this relationship (e.g., A and B achieve the same line coverage), the set of triggering test cases is useless under the view of this criterion. Furthermore, it is hard to believe that this criterion has a strong distinguishing ability.

In a word, we only compare the effectiveness between A and B as the ground truth, which makes the relative size as similar as possible.

### 3.3 Agreement calculation

After generating the test suites for comparison, we need to choose a suitable indicator for the agreement. Ideally, the best test suite effectiveness metric will be consistent with the ground truth. Normally, we should use an indicator to report the agreement between the MTE and the ground truth.

The correlation analysis is a common approach to evaluate the MTE. We calculate the score provided by the MTE for each pair of (A, B) and compute the correlation coefficient (e.g., Spearman correlation, Pearson correlation, or Kendall correlation) between the MTE order and the ground truth order. In this paper, we use a variant of Kendall coefficient as the indicator to calculate the agreement. Specifically, in [38], Zhang et al. proposed an indicator OP (Order Preservation) to quantify the "order-preserving ability" of mutant reduction strategies. Given a mutation reduction strategy, OP measures the extent to which the mutation score orders among test suites are maintained before and after mutation reduction. In this paper, we adapt OP to quantify the ability of a test effectiveness metric in maintaining the ground truth order among test suites.

According to a ground truth criterion, assume we have generated p test suite pairs with the order by p faults. In our context, we assume that there is only one defect in a buggy version. This assumption is consistent with the existing benchmark (e.g., Defects4J). We use \((x, y, \text{operator})\) to represent a pair of test suite with order. \(x\) and \(y\) are the pair of test suites while operator is "more effective than" if \(x\) is more effective than \(y\) and is "as effective as" if \(x\) is as effective as \(y\) under a specific metric. We check whether each \((x, y, \text{operator})\) is satisfied or not under a test suite effectiveness metric \(m\):

\[
\text{check}(x, y, \text{operator}, m) = \begin{cases} 
1 & \text{if } (x, y, \text{operator}) \text{ is held by } m \\
0 & \text{else}
\end{cases}
\]

| Identifier | Project name | Number of bugs | Active bug ids | Used bug ids |
|------------|--------------|----------------|----------------|--------------|
| Chart      | jfreechart   | 26 1-26        | 3,2,9,11,13,   |
|            |              |                | 16,18,20,25    |
| CLI        | commons-cli  | 39 1-5,7,4     | 0              |
|            |              |                | 1-5,7-40       |
| Closure    | closure-compl| 174 1-62,64    | 61,62,76,83,85,87,88,|
|            |              |                | 91,92,94,95,97,106,|
|            |              |                | 151-153,159,163 |
| Codec      | commons-cod  | 18 1-18        | 7-18           |
|            | ec           |                |                |
| Collections| commons-coll  | 4 25-28        |                |
|            | actions      |                |                |
| Compress   | commons-com  | 47 1-47        | 1-39           |
|            | press        |                |                |
| Csv        | commons-csv  | 16 1-16        | 1-13           |
| Gson       | gson         | 18 1-18        | 1-3            |
| JacksonCore| jackson-core  | 26 1-26        | 1-26           |
| JacksonData| jackson-data | 112 1-112      | 1-7,9-16,18,20,28,29,|
| bind       | nd           |                | 34,35,39,42,43,|
|            |              |                | 45,46,49,62,71,72 |
| JacksonXml | jackson-data | 6 1-6          | 1-6            |
|            | nmat-xml     |                |                |
| Jsoup      | jsoup        | 93 1-93        |                |
|            |              |                |                |
| JxPath     | commons-java | 22 1-22        | 1-22           |
|            | de           |                |                |
| Lang       | commons-lang | 64 1-365       | 1-3            |
|            |              |                |                |
| Math       | commons-mat  | 106 1-106      | 1-14           |
|            | h            |                |                |
| Mockito    | mockito      | 38 1-38        | 24,25,27-38    |
| Time       | joda-time    | 26 1-20,22     | 1-12,14-20,22-27 |
|            |              | -27            |                |
Furthermore, we define:
\[ W = \{(x, y, \text{operator}) | \text{check}(x, y, \text{operator}, m) = 1\} \]
As such, we use the Order Preservation (OP) to measure the difference between the ground truth order by a ground truth criterion and the numerical MTE order by the metric \( m \) as follows:
\[ \text{OP}(m) = \frac{|W|}{p} \]
It is easy to know that OP has a value ranging from 0 to 1. The higher OP is, the smaller difference between the ground truth order and the MTE effectiveness order. If a test effectiveness metric has a small difference, it can be regarded as a good metric.

4 Experimental setup

In this section, we describe in detail the experimental design. First, we report the projects and tools used in our study. Then, we introduce the collection of the investigated test suite effectiveness metrics. Finally, we list the research question.

4.1 Subject programs and tools

Projects. We use Defects4J 2.0.0 to compare test effectiveness metrics, which is a benchmark with large real-world Java projects. There are reproducible real faults mined from source code repositories in the benchmark. For each fault, the benchmark contains a buggy version, a fixed version, and at least one triggering test cases. We use all the active bugs to compare the metrics. Among all bugs, we filter out those that fail the mutation testing or exceed the time limit (30 minutes). The remaining buggy versions are reported in Table 2.

Mutants. The tool we use to generate and run the mutants is Major [46], which is a widely used tool for Java mutation testing. To generate the whole possible mutant set, all mutants are used in this paper. After the mutants are executed, not only the mutation score but also the detail of which tests are executed can be obtained by the modified scripts accompanying Defects4J. It is worth noting that the mutation testing tool does not support failed test cases. To this concern, all the test criteria including coverage criteria are only implied for the fixed version.

Tests. For each fixed version, the manually written test cases, which are for the classes that were modified to fix the corresponding buggy version provided by Defects4J are used as the whole test suite.

Coverage. The tool we use to collect the coverage information is Cobertura [37], which is a widely used coverage tool. Statement coverage (SC) and branch coverage (BC) can be obtained by scripts accompanying Defects4J.

4.2 Test suite effectiveness metrics

In this study, we compare the accuracy of seven test suite effectiveness metrics: two code coverage metrics (SC and BC, which can be collected by Cobertura) and five mutation score metrics (the original mutation score MS, COS, RMS, SMS, and CMS). In our study, MS is obtained by Major directly.

COS. The 5-Operators Selection proposed by Offutt et al. [12] is the approach chosen in this paper. The 5 operators include the relational, logical, arithmetic, absolute, and unary insertion operators. For Major, we use ‘LVR’, ‘AOR’, ‘ROR’, ‘LOR’, and ‘ORU’ among all mutators as the implementation of COS. Then the mutation score computed on the mutants generated by these 5 mutators is used as the metric for measuring the effectiveness of test suites.

RMS. To implement RMS, given the ratio \( n\% \) of selected mutants, we keep randomly selecting one of the remaining mutants with equal probability until there are \( n\% \) mutants selected among all mutants. Finally, the mutation score computed by these mutants is the metric provided by RMS. In this paper, \( n=30 \).

SMS. To select the subsuming mutants for computing mutation scores, we use the matrix which records all test cases that kill a mutant. Then we select all the mutants, which are not subsumed by other mutants, to compute a mutation score as the metric.

CMS. To implement CMS, we first cluster all the mutants into different clusters and then select one mutant from each cluster to compute mutation scores. Before clustering, we need to collect feature data for each mutant. In this paper, an instance for a mutant is a 0-1 list based on the matrix in 4.2.4. For example, the instance of \( m \) is \([1, 0, 1, 0]\), which means that the first and third test case kills \( m \) and the other two test cases do not kill \( m \). Then, the k-means algorithm is applied to all mutant instances to classify the mutants into different clusters. Here, we set the “k” equaling to the number of selected mutants by SMS. Among each cluster, the mutants are guaranteed to be killed by similar test cases. After that, the selection is obtained by randomly selecting one mutant from each cluster. Finally, the mutation score computed by these mutants is the metric provided by CMS.

4.3 Research question

In this paper, we propose the following questions to evaluate the investigated metrics:

RQ1: Based on ASSENT, which MTE is the most accurate metric under the ground truth criteria?

The answer to RQ1 can find the best metric for evaluating test suite effectiveness. To investigate RQ1, for a MTE \( m \), we compute the \( \text{OP}(m) \) for a project with all the used bugs. For example, there are 6 bugs for the project CSV. Therefore, we can obtain 6 test suite pairs. In one pair, one test suite is the whole test suite and the other is its maximal subset without triggering test cases. By the ground truth, the former one is more effective than the latter. For a metric, we check the ground truth for 6 test suite pairs and compute OP for this metric. The larger the OP value is, the more accurate the metric \( m \) is. Considering that there is randomness in 2 metrics (i.e., RMS and CMS), we will repeat each technology 20 times to obtain an average OP value.
To see the difference among metrics, we list the average results for 15 projects.

RQ2: Based on ASSENT, will using mutants instead of real faults lead to overestimation or underestimation of the MTE?

In existing studies, the use of mutants instead of real defects is often a threat. However, it is unknown whether it will lead to overestimation or underestimation of the MTE? To investigate RQ2, we use the alternative ground truth (in Section 3.1.2) to reevaluate the MTEs. In other words, OP is the proxy of the agreement between MS and a MTE. After that, we compare the results to RQ1. Finally, we can quantitatively analyze the differences between the two RQs.

5 Experimental results

5.1 Evaluation of MTEs based on ASSENT

Table 3 shows the average OP values of 7 metrics against 15 projects. Before analyzing the results, we need to reiterate that our focus is on the agreement between a metric and a ground truth criterion. As a result, we may not conclude that a metric is more practical than another metric by OP. RMS, for instance, can set different ratios for selection. Assume that RMS(n%) selects the n% of the mutants. The intuition is that the larger the selection is, the smaller the difference between the metric and the ground truth criterion is, while the larger the executing cost is. Due to this, it is unreasonable to conclude that RMS(90%) is more practical than RMS(30%) by OP. What we can conclude is that RMS(90%) can provide a more accurate metric on evaluating the effectiveness of test suites than RMS(30%).

Figure 2 shows the fault coupling between the MTEs.

Table 5. The average OP of six metrics on 15 projects under alternative ground truth with comparison to RQ1.

Table 6. The p-value (above ‘-’) computed by the Wilcoxon signed rank test for 6 metrics’ change rates after Benjamini-Hochberg adjustment and the cliff’s delta δ (below ‘-’) for 6 metrics’ change rates. (p <0.05) indicates there are significant differences between the two corresponding metrics (i.e. bold value). (δ >0.147) indicates a nontrivial effective size (i.e. bold value).
• MS and SMS are the most accurate metrics among the 7 metrics. On average, 80% of the enhancement of the test suite effectiveness will be expressed by MS or SMS. In other words, if we add triggering tests to detect an exposed fault, there is an 80% chance that the mutation score will increase. This observation is consistent with [34]. In their research, the OP for MS is 75%.

• The performance of SMS is the same as that of MS. First, we explain why SMS will increase, if MS increases. If a triggering test case leads to the increase of mutation score, it must kill a mutant which is not killed by other test cases. As a result, this mutant must be a subsuming mutant. Then, this mutant will be selected by SMS. Finally, this mutant leads to the increase of subsuming mutation score. Second, we explain why SMS will not increase, if MS does not increase. If a triggering test case does not lead to the increase of mutation score, it means the test suites A and B are not distinguished by the whole mutant set. For a subset of the whole set, it must not distinguish between A and B. Based on the two explanations, we can conclude that the performance of SMS is the same as that of MS.

• By common reduction strategies (COS, RMS), they cause a significant decline in OP (even the performance of BC and SC is comparable to them). To summarize, COS, RMS, CMS, BC, and SC may be risky and insensitive to evaluate test suite effectiveness. By adding triggering test cases, the effectiveness of test suites increases. However, such a fact cannot be accurately reflected by these metrics.

Considering that the performance of COS, RMS, SC, and BC are close, we conduct a hypothesis test on whether there are significant differences between the four metrics by the Wilcoxon signed rank test. The p-value after Benjamini-Hochberg adjustment is shown in Table 4. To measure the magnitude of the difference, we employ the Cliff's delta δ, which is used for median comparison on effect size, to examine whether the magnitude of the difference is practically important. The delta is shown in Table 4. From Table 4, to summarize the results of p and delta, by OP, it is hard to conclude that COS is better than BC.

After comparing the OP values of several metrics, we also want to investigate the overlapping relationship between the maintained ground truth order. When the order among test suite pairs is not maintained by a MTE, it means this MTE does not take the corresponding fault into consideration, i.e., adding or deleting the triggering test cases will not change the metric value. In the following, if this happens, we say this fault is not considered by this MTE.

Figure 2 shows the Venn diagram for all the 361 faults. The number of faults considered by a MTE is attached in the corresponding circle. The overlapping part represents the faults considered by multiple metrics. Considering that there is randomness in RMS and CMS, we do not draw the diagram for them.

From the figure, we have the following observations:

• By all the metrics, 49 out of 361 faults are not considered. In other words, for these 49 faults, when testers add test cases into an existing test suite to detect them, none of the metric value will increase. This observation hints that there is a large space to improve the existing metrics or propose new metrics.

• When comparing MS to BC and SC, most faults are considered by all of them. Less than 5% ((4+9+3)/361) of faults are considered by coverage metrics uniquely. To this concern, their effectiveness is lower than MS.

• When comparing COS to BC and SC, coverage metrics are competitive. COS reflects 50 unique faults while coverage metrics reflect 49 (i.e., 7+8+34) unique faults. As a result, it is unreasonable to use COS instead of MS to compare coverage metrics. This observation proposes an empirical threat to [30].

To conclude, MS and SMS provide the most accurate metric among the 7 metrics under proposed ground truth.

5.2 Difference between the proposed ground truth and the alternative ground truth

Table 5 shows the average OP values of 6 metrics against 15 projects under the alternative ground truth. The data in brackets indicates how much it has changed compared with RQ1. For example, the “+14%” in the first cell is computed by (0.889-0.778)/0.778.

From the table, we have the following observations:

• In most cases, 6 metrics are overestimated by the alternative ground truth. Only SC may be underestimated in few cases. On average, all the metrics are overestimated by more than 20%.

• Mutation score metrics are more overestimated than code coverage metrics. In fact, if all the metrics are overestimated by the same ratio, the rank for the metrics will be the same. As a result, we need to analyze the influence of overestimation for the rank. In Table 3, the rank for COS, RMS, SMS, CMS, SC and BC is: 2, 4, 1, 6, 5, 3 while in Table 5, the rank is: 2, 3, 1, 6, 5, 4. The rank of BC changed most. As a result, it is not suitable to compare mutation score metrics to code coverage metrics under alternative ground truth. However, if we just compare mutation score metrics or code coverage metrics, the rank for the MTEs is consistent to the rank in RQ1.

Furthermore, for the change rate, we conduct a hypothesis test on whether there are differences between the 6 metrics’ change rates by the Wilcoxon signed rank test. To measure the magnitude of the difference, the Cliff’s delta is shown in Table 6. From Table 6, to summarize the results of p and delta, when using the alternative ground truth, CMS will be overestimated more than the other metrics.

To conclude, on average, all the metrics are overestimated by more than 20% by the alternative ground truth. Meanwhile, mutation score metrics are more overestimated than code coverage metrics on average. As a result, it is not suitable to
compare mutation score metrics with code coverage metrics under the alternative ground truth.

6 Discussion

In discussion, we replicate our study across other programs, test suites, and mutation tools. As shown in Table 7, we select 10 programs from Apache [32] for study, as they were widely used in previous work [18, 27, 33, 34]. They range in size from dozens to thousands of lines. Note that without the information of real faults, we just compare 6 metrics by the alternative ground truth. The tool we use to generate and run the mutants is PIT 1.4.3 [35], which is a widely used tool for Java mutation testing. To generate the whole possible mutant set, “ALL” 29 mutators are used in this paper [36]. For PIT, we select Conditionals Boundary Mutator, Increments Mutator, Invert Negatives Mutator, Math Mutator, Negate Conditionals Mutator, Remove Conditionals Mutator, Experiment Switch Mutator, Negation Mutator, Arithmetic Operator Replacement Mutator, Bitwise Operator Mutator, Relational Operator Replacement Mutator and Unary Operator Insertion Mutator among all 29 mutators as the implementation of COS. To generate A and B, we randomly select a test suite with \( k (k > 1) \) test cases and one of its subsets with \( k - 1 \) test cases to obtain a pair. We repeat the selecting process 100 times to obtain 100 pairs of test suites for a program.

Table 8 shows the average OP values of 6 metrics under alternative ground truth. From the table, we have the following observations:

- The approach to generating test suites will influence the results greatly. RMS achieves the OP value more than 0.9 in most of the cases. This is greatly different from the result in RQ2. This observation leads us to suggest that research should pay more attention to the possible threat by the test suite generation. When using the alternative ground truth, the way to generate the test suite in RQ1 may not be suitable.\(^1\)
- SMS will not achieve the highest (i.e., 1.0) OP by more test suite pairs. We have explained why SMS is the same as MS when comparing A and B in RQ1. However, when more test suite pairs are taken into consideration, especially the test suite pairs which cannot kill the subsuming mutants, the OP of SMS will decrease.

To conclude, not only the ground truth, but also the generation of test suites will influence the conclusion. To this concern, a suitable way to generate test suites according to the used ground truth must be defined carefully.

7 Threats to validity

The first threat comes from the proposed ground truth. Because we adopt a conservative ground truth, whose advantage is easy to be recognized by researchers, it makes our conclusion is conservative. In other words, a MTE with a low OP is useless, while a MTE with a high OP may not be useful. For example, if we use the size of test suites as a metric, by our ground truth, it will achieve the 1.0 (i.e., highest) OP. As a result, we cannot deny that using the best metric under our ground truth may be risky in other cases. However, the risk of a MTE revealed by our study is objective. For a MTE with a low OP, it cannot be sensitively aware of the improvement of the test suite effectiveness. As a result, it has a low ability to evaluate test suite effectiveness.

The second threat is that our evaluation is performed on a limited set of Java projects. To mitigate this threat, we replicate our study across more programs, test suites, and mutation tools in the discussion.

8 Conclusion

---

\(^1\) Note that the aim of RQ2 is to show the impact of using mutants instead of real faults. As a result, the “test suite” is consistent to RQ1.
We propose a framework ASSENT for evaluating the accuracy of any test suite effectiveness metric. Under this framework, the accuracy of test suite effectiveness metrics can be consistently and accurately evaluated and compared. We apply this framework to compare representative test effectiveness metrics. As a result, we find that: based on the real faults, mutation score and subsuming mutation score are the best metrics; if we use mutants as the alternative ground truth, MTEs will be overestimated by more than 20% in values. In the future, we strongly suggest that any newly proposed test effectiveness metrics should be evaluated under ASSENT to demonstrate the practical value.
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