Anisotropic pressure induced by finite-size effects in SU(3) Yang-Mills theory
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We study the pressure anisotropy in anisotropic finite-size systems in SU(3) Yang-Mills theory at nonzero temperature. Lattice simulations are performed on lattices with anisotropic spatial volumes with periodic boundary conditions. The energy-momentum tensor defined through the gradient flow is used for the analysis of the stress tensor on the lattice. We find that a clear finite-size effect in the pressure anisotropy is observed only at a significantly shorter spatial extent compared with the free scalar theory, even when accounting for a rather large mass in the latter.
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I. INTRODUCTION

Thermodynamic quantities such as the pressure and energy density are fundamental observables for investigating a thermal medium. In Quantum Chromodynamics (QCD) and pure Yang-Mills (YM) theories, the analysis of thermodynamics in first-principle numerical simulations on the lattice has been performed actively, and successful results have been established [1–16]. These results have played a crucial role in revealing properties of the thermal medium described by these theories, such as the onset of a deconfinement phase transition. They also play a critical role in phenomenological studies on the dynamics of relativistic heavy-ion collisions.

Thermodynamic quantities are usually defined in the thermodynamic limit, i.e. the infinite volume limit, which conventionally refers to an isotropic system which is asymptotically large in all three spatial directions. In this limit, the pressure is isotropic due to rotational symmetry. The stress tensor \( \sigma_{ij} \), which is related to the spatial components of the energy-momentum tensor (EMT) \( T_{\mu\nu} \) as \( \sigma_{ij} = -T_{ij} \ (i, j = 1, 2, 3) \), is then given by

\[
\sigma_{ij} = -P \delta_{ij}, \tag{1}
\]

with pressure \( P \). As the force per unit area acting on a surface with the unit normal vector \( n_j \) is given by \( F_i/S = \sigma_{ij}n_j \) [17], Eq. (1) means that the pressure is isotropic and always perpendicular to the surface. On the other hand, in a thermal system with a finite volume, rotational symmetry is broken due to the boundary conditions and this effect can give rise to a deviation of the stress tensor from the form in Eq. (1).

A well-known example of such a pressure anisotropy is the Casimir effect [18]; see for reviews [19–21]. When two perfectly conducting plates are placed within a sufficiently short distance, there appears an attractive force between the plates due to quantum effects. This means that the pressure along the direction perpendicular to the plates becomes negative. At the spatial points inside the plates \( \sigma_{ij} \) is no longer proportional to the unit matrix; \( \sigma_{ij} \) has a positive eigenvalue with the eigenvector perpendicular to the plates, while the other two eigenvalues are negative [22]. Such an anisotropic structure of \( \sigma_{ij} \) is known to survive even at nonzero temperature [19–23].

Recently, the numerical simulations for the Casimir effect in YM theory have been performed for 2+1 dimension [24] and SU(2) gauge theory [25]. In the present study we investigate Casimir-type effects in the 3+1 dimensional SU(3) YM theory focusing on the anisotropy of the stress tensor in lattice numerical simulations.

Phenomenologically, the goal of relativistic heavy ion collisions is to connect experimental measurements to verify fundamental knowledge of QCD. The success of the hydrodynamic models for describing the experimental data measured at the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC) [26–28] implies that these experiments generate the hottest matter in the universe [29] with a viscosity to entropy density ratio \( \eta/s \sim 2/4\pi \) [26, 27] close to the conjectured lowest bound [30]. A fundamental input into these hydrodynamics simulations is the equation of state (EoS), which is the thermodynamic energy as a function of pressure \( \varepsilon(P) \). Lattice calculations on isotropic lattices extrapolated to the thermodynamic limit have so far provided the most realistic EoS used in these hydrodynamics calculations [26–28, 31, 32]. More recently, hydrodynamic models have shown remarkable agreement with particle distributions measured in small system collisions [28, 33]. There have also been recent advances in hydrodynamic theory to systems with large pressure anisotropies [34]. This recent research begs for an investigation into the QCD EoS in finite-sized, anisotropic systems. Jet tomography is another important avenue of research in heavy ion collision phenomenology [35, 36]. While hydrodynamic studies of high multiplicity small system collisions suggest that small droplets of quark-gluon plasma (QGP) are generated in these collisions, high momentum particles do not appear to appreciably lose energy in these small collision systems [37]. It is therefore interesting to investigate the small system corrections to energy loss models based on perturbative QCD (pQCD) methods [35, 36, 38], especially the transverse gluon self-energy and its relation to the Debye screening scale of QCD [39].
In the present study, in order to investigate a manifestation of the pressure anisotropy in SU(3) YM theory at nonzero temperature we measure thermal expectation values of the EMT on lattices with an anisotropic spatial volume with periodic boundary conditions (PBC). To carry out this analysis, we use the so-called gradient flow method [13, 40]. In this method, thermodynamic quantities are obtained from the thermal expectation values of the EMT [40] defined through the gradient flow [41–43]. The direct determination of the anisotropic stress tensor can indeed be performed with this method. We note that other methods for the measurement of thermodynamic quantities on the lattice, see e.g. Refs. [1–3, 14, 15], cannot deal with the anisotropic stress tensor because they rely on thermodynamic relations valid only in the infinite and isotropic volume limit\textsuperscript{1}.

We perform numerical simulations on the lattice above the critical temperature \(T_c\). One spatial extent, \(L_x\), is set to be shorter than the others, and the effect of the chosen spatial boundary condition on pressure anisotropy is studied. The result is compared with the anisotropic pressure in the free massless and massive scalar field theories. We find that the effect of the periodic spatial boundary in SU(3) YM theory is remarkably weaker compared to the one in a free scalar theory, i.e. that a manifestation of the anisotropy in the stress tensor occurs at significantly smaller \(L_x T\).

This paper is organized as follows. In the next section we summarize basic properties of the EMT in an anisotropic thermal system. We then introduce the EMT operator on the lattice in Sec. III. After describing the setup of our numerical simulations in Sec. IV, we discuss numerical results in Sec. V. The last section is devoted to discussions and outlook.

II. ANISOTROPIC PRESSURE

In this section, we summarize basic properties of the EMT in an anisotropic thermal systems.

Throughout this paper, we consider three-dimensional finite-size systems with PBC along all spatial directions at nonzero temperature \(T\). We further suppose that the spatial extent along the \(y\) and \(z\) directions is sufficiently long, \(L_y, L_z \gg 1/T\), and discuss the response of the system with respect to the size along the \(x\) direction, \(L_x\).

In the Matsubara formalism, a system at nonzero temperature is described by a field theory in Euclidean four-dimensional space where the temporal extent \(T = 1/T\) with PBC imposed for bosonic fields. We denote the EMT in Euclidean space as \(T_{\mu\nu}^E(x)\) with \(\mu, \nu = 1, 2, 3, 4\). Its thermal expectation value \(\langle T_{\mu\nu}^E(x) \rangle\) is related to those in Minkowski space \(T_{\mu\nu}(x)\) with \(\mu, \nu = 0, 1, 2, 3\) as

\[
\langle T_{00} \rangle = -\langle T_{44}^E \rangle, \quad \langle T_{11} \rangle = \langle T_{22}^E \rangle, \quad \langle T_{33} \rangle = \langle T_{11}^E \rangle = \langle T_{22}^E \rangle = 0,
\]

for \(i, j = 1, 2, 3\). The vacuum expectation value of the EMT at \(T = 0\) is normalized to vanish, \(\langle T_{\mu\nu}\rangle_0 = 0\). The energy density is given by \(\varepsilon = \langle T_{00}\rangle = -\langle T_{44}^E \rangle\).

When all spatial lengths are sufficiently large, \(L_x, L_y, L_z \gg 1/T\), the system obviously has an approximate rotational symmetry, and \(\langle T_{\mu\nu}\rangle\) is diagonal with spatial components given by

\[
\langle T_{i j} \rangle = P \delta_{i j},
\]

where \(P\) is the pressure in an isotropic thermal system. When \(L_x \neq L_y\) or \(L_z\), the rotational symmetry is broken due to the boundary conditions. From the reflection symmetries along individual axes, \(\langle T_{\mu\nu}\rangle\) is diagonal even in this case\textsuperscript{2} with

\[
\langle T_{\mu\nu}\rangle = \text{diag}(\varepsilon, P_x, P_2, P_z),
\]

where \(P_x = \langle T_{11}\rangle\) and \(P_z = \langle T_{33}\rangle\) are the stress along longitudinal and transverse directions. \(\langle T_{22}\rangle = \langle T_{33}\rangle\) due to the rotational symmetry in the \(y-z\) plane.

For \(L_x = L_y = 1/T\), the \(y\) and \(x\) directions become symmetric in the Euclidean space and one obtains \(\langle T_{11}\rangle = \langle T_{22}\rangle = \langle T_{33}\rangle\) as

\[
P_x = -\varepsilon \quad \text{(recall only for } L_x = 1/T). \quad (5)
\]

By writing the trace of the EMT as\textsuperscript{3}

\[
\Delta = \sum_{\mu=0}^{3} \langle T_{\mu\mu}\rangle = - \sum_{\mu} \langle T_{\mu\mu}^E\rangle = \varepsilon - P_x - 2P_z, \quad (6)
\]

Eq. (5) shows that in this case

\[
P_x = -P_z - \frac{1}{2} \Delta \quad \text{(for } L_x = 1/T). \quad (7)
\]

In particular, when the theory has conformal symmetry one has \(\Delta = 0\) and \(P_x/P_z = -1\) for \(L_x = 1/T\). We will see below that the quantum breaking of conformal symmetry in SU(3) YM theory will yield \(P_x/P_z \neq -1\) for \(L_x = 1/T\).

As PBC are imposed for all directions in the Euclidean space, the role of the axes can be exchanged. For example, a Euclidean system of hypervolume \(L_\tau \times L_x \times L_y \times L_z\) can be interpreted in two different ways [22]:

(A) Volume \(L_\tau \times L_y \times L_z\) at temperature \(T = 1/L_\tau\);
(B) Volume \(L_\tau \times L_y \times L_z\) at temperature \(T = 1/L_x\).

\[\text{2 Choosing to rotate the coordinate system outside of the } y - z \text{ symmetric plane would break this reflection symmetry, and the resulting spatial components of } \langle T_{\mu\nu}\rangle \text{ would no longer be diagonal.}\]

\[\text{3 We employ the metric } g^{\mu\nu} = \text{diag}(1, -1, -1, -1) \text{ in the Minkowski space.}\]
In (A) and (B), the role of the components of the EMT is also exchanged. The energy density for (A) and (B) is given by \( \varepsilon = -(T_{E}^{11}) \) and \( \varepsilon = -(T_{E}^{11}) \), respectively. Also, the spatial component of the EMT for (B) is given by \( \text{diag}(T_{E}^{14}, T_{E}^{22}, T_{E}^{13}) \).

In order to see this explicitly, let us consider a system at \( T = 0 \) with finite \( L_x \). With an infinitesimal variation of \( L_x \) given by \( dL_x \), the energy per unit area in the \( y \)-plane increases as \(- (\partial T_{E}^{11})/\partial L_x \) \( dL_x \), where \( (T_{E}^{11})_{L_x} \) is the expectation value of \( T_{E}^{11} \) at the length \( L_x \). According to the principle of virtual work, this change is related to \( L_x \) as

\[
(T_{E}^{11})_{L_x} = P_x = \frac{\partial}{\partial L_x}(L_x(T_{E}^{11})_{L_x}). \tag{8}
\]

Next, by exchanging the roles of the \( \tau \) and \( x \) axes in the Euclidean space, this system can be regarded as a nonzero temperature system with \( T = 1/L_x \). By relabeling subscripts of EMT in accordance with the exchange of axes, Eq. (8) reads

\[
(T_{E}^{11}) = P_x = \frac{\partial}{\partial(1/T)} \frac{(T_{E}^{11})}{T} \tag{9}
\]

which is nothing but the Gibbs-Helmholtz relation

\[
\varepsilon = -\frac{\partial}{\partial(1/T)} P \frac{1}{T}, \tag{10}
\]

where we substituted \( (T_{E}^{11}) = P \) because three spatial directions are infinitely large in the exchanged coordinates.

In the following numerical analyses, we constrain our attention to the case \( L_x \geq 1/T \). These results can also be regarded as the system with \( L_x \leq 1/T \) by exchanging the \( \tau \) and \( x \) axes.

### III. ENERGY-MOMENTUM TENSOR ON THE LATTICE

In this study we measure the components of the EMT on the lattice with the use of the EMT operator defined through the gradient flow [40].

The gradient flow for the YM field \( A_{\mu} \) in Euclidean space is a continuous transformation of the gauge field according to the flow equation [41],

\[
\frac{dA_{\mu}(t, x)}{dt} = -g^{2} \frac{\delta S_{YM}(t)}{\delta A_{\mu}(t, x)}, \tag{11}
\]

where the flow time \( t \) is a parameter controlling the magnitude of the transformation. The YM action \( S_{YM}(t) \) is composed of \( A_{\mu}(t, x) \), whose initial condition at \( t = 0 \) is the ordinary gauge field \( A_{\mu}(x) \) in the four dimensional Euclidean space. The gradient flow for positive \( t \) smooths the gauge field with the radius \( \sqrt{2t} \).

Using the flowed field, the renormalized EMT operator in Euclidean space is defined as [40]

\[
T_{E}^{\mu \nu}(x) = \lim_{t \to 0} T_{E}^{\mu \nu}(t, x), \tag{12}
\]

\[
T_{E}^{\mu \nu}(t, x) = c_1(t) U_{\mu \nu}(t, x) + c_2(t) \delta_{\mu \nu} [E(t, x) - \langle E(t, x) \rangle_0], \tag{13}
\]

where

\[
E(t, x) = G_{\mu \nu}(t, x), \tag{14}
\]

\[
U_{\mu \nu}(t, x) = \frac{G_{\mu \nu}(t, x) G_{\mu \nu}(t, x) - \frac{1}{4} \delta_{\mu \nu} E(t, x)}{c_{\mu \nu}}, \tag{15}
\]

with the field strength \( G_{\mu \nu}(t, x) \) composed of the flowed gauge field \( A_{\mu}(t, x) \). The vacuum expectation value \( \langle T_{E}^{\mu \nu}(t, x) \rangle_0 \) is normalized to be zero by the subtraction of \( \langle E(t, x) \rangle_0 \). We use the perturbative coefficients \( c_1(t) \) and \( c_2(t) \) at two- and three-loop orders [16, 40, 46], respectively, in the following analysis [16]. The EMT operator Eq. (12) has been applied to the analysis of various observables in YM theories and QCD with dynamical fermions [7, 12, 13, 47–50]. In particular, it has been shown that thermodynamics in SU(3) YM theory is obtained accurately from the expectation values of Eq. (12) [13, 16].

In practical numerical simulations we measure \( \langle T_{E}^{\mu \nu}(t, x) \rangle \) at nonzero \( t \) and lattice spacing \( a \). The flow time \( t \) should be small enough to justify the use of the perturbative coefficients for \( c_1(t) \) and \( c_2(t) \) as well as to suppress the oversmearing effect which occurs when the operator is smeared larger than the temporal length [13]. In this range of \( t \), the small flow time expansion [43] implies that

\[
\langle T_{E}^{\mu \nu}(t, x) \rangle = \langle T_{E}^{\mu \nu}(x) \rangle + t e_{\mu \nu}, \tag{16}
\]

where \( e_{\mu \nu} \) is a contribution from dimension six operators, and contributions from yet higher dimensional operators are neglected. As the lattice discretization effect on Eq. (16) for \( t > 0 \) is given by the powers of \( a^2/t \) [51] and diverges in the \( t \to 0 \) limit, the flow time of \( a \lesssim \sqrt{2t} \) suppresses the discretization error.

### IV. NUMERICAL SETUP

We have performed numerical simulations of SU(3) YM theory on four-dimensional Euclidean lattices with the PBC for all directions. The simulations are performed with the standard Wilson gauge action for an isotropic lattice [52] for several values of \( \beta = 6/g_0^2 \) and the lattice

---

4 For the gradient flow for a fermion field, see Refs. [44, 45].

5 Note that here isotropy refers to the equal spacing between all lattice points, as was done in this work.
volume $N_x \times N^2_x \times N_T$ summarized in Table I. The lattice spacing $a$ and temperature $T$ are determined according to the relation between $\beta$ and $a$ in Ref. [13]. The lattice size along $y$ and $z$ directions is fixed to $N_y/N_z = 6$, except for the $N_x \times 96^2 \times 12$ lattices at $T/T_c = 1.68$ used for the analysis of the dependence on $N_x/N_T$ in Sec. V.B. In the conventional analysis of the isotropic thermodynamics on lattices with $N^3_x \times N_T$, it is practically known that the finite-size effect is well suppressed at the aspect ratio $N_y/N_x = 4$ [2]. The ratio $N_y/N_x = 6$ in our simulations is larger than this value $^6$. For the vacuum subtraction, we use the data obtained on $N^4_x$ lattices. Except for the simulation at $\beta = 6.891$, we use the data used in Ref. [13].

As our code cannot deal with odd $N_x$, we have performed the analyses for even number of $N_x$ shown in Table I. Under this constraint, it is difficult to perform the simulations at the same lattice volume $L_x \times L^2_x$ and $T$ with different $a$ in general. Therefore, in the present study we do not take the continuum extrapolation. Instead, we perform numerical analyses with two different lattice spacings at $N_T = 12$ and 16 for $1.12 \leq T/T_c \leq 2.1$ to investigate the lattice discretization effect, which will be discussed in Sec. V A. We restrict ourselves to $T > T_c$ in the present study, as the results for $T < T_c$ currently have statistical errors too large to draw meaningful conclusions.

We perform $2,100 - 4,000$ measurements for each set of parameters at nonzero $T$. Each measurement is separated by 100 Sweeps, where one Sweep is composed of one pseudo heat bath and five over relaxation updates [13]. The number of measurements for the vacuum is $560 - 1,020$. All statistical errors are estimated by the jackknife method with binsize 20, at which the binsize dependence of the statistical error is not observed.

Other procedures and the implementation of the simulations are the same as those in Ref. [13]. We use the Wilson gauge action for $S_{YM}(t)$ in the flow equation Eq. (11). For the operator $U_{\mu\nu}(t, x)$ in Eq. (15), we use $G^{\mu\nu}_{\text{clover}}(t, x)$ written in terms of the clover-leaf representation [52]. For $E(t, x)$ in Eq. (14), we use the tree-level improved representation [13, 47, 51],

$$E(t, x)_{\text{imp}} = \frac{3}{4} E(t, x)_{\text{clover}} + \frac{1}{4} E(t, x)_{\text{plaqt}},$$

where $E(t, x)_{\text{clover}}$ is constructed from the clover-leaf representation of $G^{\mu\nu}_{\text{clover}}(t, x)$ and $E(t, x)_{\text{plaqt}}$ is defined from the plaquette [41]. We use the iterative formula for four-loop running coupling [53] and the value of $\Lambda_{\overline{MS}}$ determined in Ref. [13] for the perturbative coefficients $c_1(t)$ and $c_2(t)$. This combination of the running coupling and the perturbative coefficients at different orders is known to give a good description of thermodynamics [16]. We estimate the systematic error from an uncertainty of $\Lambda_{\overline{MS}}$ by varying the value by ±3% in the following unless otherwise stated.

### V. NUMERICAL RESULTS

#### A. $t \to 0$ extrapolation

We first focus on the result for $T = 1.68T_c$ and discuss the $t$ and $a$ dependences of the numerical results. In Fig. 1, we show the $t$ dependence of $P_2(t)$ at $T/T_c = 1.68$ and $L_x T = N_x/N_T = 1$, 9/8, and 3/2. The lower panel is a magnified plot of the upper panel for the range $0.45 \leq P_2(t)/T^4 \leq 1.35$. For $L_x T = 1$ and 3/2, we show results for two lattice spacings, $N_T = 16$ (filled symbols) and 12 (open symbols). The statistical errors are shown by the shaded area (error bars) for $N_T = 16$ ($N_T = 12$). From Fig. 1, one finds that $P_2(t)$ and $P_3(t)$ behave almost linearly as functions of $t$ in the range $0.005 \lesssim t/a^4 \lesssim 0.02$ [13, 16] $^7$. The deviations from this behavior at small and large $t$ come from lattice discretization and oversmearing effects, respectively [13].

The expectation value of the EMT is obtained by taking the $t \to 0$ limit of these results. In Refs. [13, 16], the $t \to 0$ limit is taken after the continuum extrapolation for each value of $t$. From the data sets in the present study, however, the continuum extrapolation cannot be taken because we do not have the results with different lattice spacings with the same volume $L_x \times L^2_x$ except for $L_x T = 1$ and 1.5. We thus take the $t \to 0$ limit for each $N_T$ assuming a linear $t$ dependence Eq. (16). For

$^7$ As $T$ and $a$ are related with each other as $a = (T_N T)^{-1}$, the lower boundary of this condition corresponds to $0.005 \lesssim t(a N_T)^{-2}$. For $N_T = 12$, we thus have $0.72 \lesssim t/a^4$, which is consistent with the argument below Eq. (16).
the fitting range of the extrapolation, we employ three ranges: 

**Range-1:** $0.01 \leq tT^2 \leq 0.015$,

**Range-2:** $0.005 \leq tT^2 \leq 0.015$,

**Range-3:** $0.01 \leq tT^2 \leq 0.02$,

which are shown in the lower panel of Fig. 1 by the arrows. The $t \to 0$ extrapolation for $N_r = 16$ with Range-1 is shown by the solid line in Fig. 1, while the extrapolated values of $P_x/T^4$ and $P_z/T^4$ are plotted on the $tT^2 = 0$ axis with the statistical error. The fitting results for $N_r = 16$ with Range-2 and Range-3 are shown by the dotted lines. We use the result with Range-1 as a central value, while those with Range-2 and Range-3 are used to estimate the systematic error associated with the fitting range. As Fig. 1 shows, this systematic error is at most comparable with the statistical one in spite of the large variation of the fit range [13]. In Fig. 1, the $t \to 0$ extrapolation for $N_r = 12$ with Range-1 is also shown by the dashed lines for $L_zT = 1$ and $3/2$.

Comments on the $t \to 0$ extrapolation are in order. First, unlike the analysis in Refs. [13, 16], the results in the present study are not the continuum extrapolated one. However, the numerical results in this analysis are expected to be close to these after the continuum extrapolation because of the following reasons. First, when the lattice spacing becomes finer, our analysis converges to the continuum extrapolated analysis in Refs. [13, 16], as the difference is proportional to $a^2$ for sufficiently small $a$. Second, the discretization effect is expected to be well suppressed already at $N_r = 12$. In fact, Fig. 1 shows that the values of $P_x(t)$ and $P_z(t)$ for $N_r = 16$ and 12 at $L_zT = 1$ and $3/2$ agree with each other within statistics for $0.005 \leq tT^2$. As a result, the $t \to 0$ extrapolated values $P_x$ and $P_z$ also agree within statistics. Furthermore, we performed the analysis of the data at $N_r = 12$ and 16 in Ref. [13] by the method in the present study, and compared them with the continuum extrapolated results in Ref. [16]. From this analysis we have checked that the results agree with each other within $2\sigma$ for $1.12 \leq tT_c \leq 2.1$. Therefore, given the uncertainty in the $t \to 0$ extrapolation, the lattice spacing is expected to be sufficiently small for suppressing the discretization effects of $(T_{\mu\nu}^E)$ already at $N_r = 12$ and 16.

### B. $N_x/N_r$ dependence

We wish to study the finite-size corrections in lattice simulations of thermodynamic properties when only one direction is of finite size, in this case the $x$ direction. Since our calculations are performed on the lattice, the $y$ and $z$ directions are necessarily finite. We would therefore like to see that our results are insensitive to this finite-size in the $y$ and $z$ directions. As noted previously, finite-size effects are small in isotropic lattices with $N_x/N_r = 4$ [2]. All our results were found using $L_zT = N_z/N_r = 6$, so we expect any finite-size effects in the $y$ and $z$ directions to be well suppressed. To test this hypothesis, we perform a numerical analysis with $L_zT = 8$ at $N_r = 14$ and 18 for $T/T_c = 1.68$ and $N_r = 12$ and compare to our usual $L_zT = 6$ results. In Fig. 2 we compare the $t$ dependences of $P_x(t)$ and $P_z(t)$. (The number of measurements for $L_zT = 8$ is 1,000.) The $t \to 0$ extrapolation with Range-1 is shown by the solid (dashed) lines for $L_zT = 8$ ($L_zT = 6$), with the extrapolated values of $P_x$ and $P_z$ shown around $tT^2 = 0$. As can be seen in the figure, the values of $P_x$ and $P_z$ thus obtained for $L_zT = 8$ and 6 agree within $\lesssim 1\sigma$ of their statistical errors. These results suggest that the boundary effect along the $y$ and $z$ directions in our lattice simulations is well suppressed.
FIG. 2. Flow time $t$ dependences of $P_x(t)/T^4$ and $P_z(t)/T^4$ for $T/T_c = 1.68$ and $N_t = 12$ with different values of $L_xT = N_x/N_t$. Data points at $L_xT = 6$ are shifted toward left slightly. Solid (dashed) lines show the $t \rightarrow 0$ extrapolation for $L_xT = 8$ (6) with Range-1. Extrapolated values of $P_x/T^4$ and $P_z/T^4$ are shown around $tT^2 = 0$ axis with their statistical error.

FIG. 3. Ratio $P_x/P_z$ as a function of $L_xT$ for various values of $T/T_c$. Error bars include statistical error and systematic ones from (1) the choice of the fit range and (2) ±3% uncertainty of $\Lambda_{\text{MS}}$; see the text. The behavior of $P_x/P_z$ in the free scalar theory is also shown by the lines for several values of mass temperature ratio $m/T$. Shaded bands connect error bars at $N_x = 16$. The data points at $T/T_c = 1.40$ (1.68) are shifted toward right (left) slightly.

### C. Pressure anisotropy

Now, let us first focus on the ratio $P_x/P_z$. In Fig. 3, we show the $t \rightarrow 0$ extrapolated results of $P_x/P_z$ as a function of $L_xT$ at four temperatures, $T/T_c = 1.12$, 1.40, 1.68, and 2.10. The results for $N_x = 16$ and 12 are shown by the filled and open symbols, respectively. Error bars include systematic error from the choice of the fitting range and the uncertainty of $\Lambda_{\text{MS}}$ estimated from ±3% variation, as well as the statistical one. The comparison of the results for $N_x = 16$ and 12 shows that a significant lattice spacing dependence is not observed, as anticipated from the discussion in Sec. VA.

In Fig. 3, we also show the ratio $P_x/P_z$ obtained in the free scalar theory with mass $m$ for several values of $m/T$. The result for $m = 0$ is taken from Ref. [23], while the procedure to obtain the results at $m \neq 0$ will be reported in a future publication [54].

As discussed in Sec. II, $P_x/P_z$ approaches unity in the $L_xT \rightarrow \infty$ limit. In the free massless theory, a clear deviation of $P_x/P_z$ from this limiting value is already observed at $L_xT = 2$, and the ratio crosses zero at $L_xT \simeq 1.5$. At $L_xT = 1$, the ratio is $P_x/P_z = -1$, as suggested from Eq. (5) and the fact that $\Delta = 0$ in this theory.

The results of SU(3) YM theory shown in Fig. 3 behave quite differently from the massless free theory. In SU(3) YM theory, $P_x/P_z = 1$ within statistics at $L_xT = 1.5$ for $1.4 \leq T/T_c \leq 2.1$. Even at $L_xT = 1.333$ and 1.375, deviation from $P_x/P_z = 1$ is comparable with the error for these temperatures. By decreasing $L_xT$ further, the ratio suddenly becomes smaller and arrives at $P_x/P_z < -1$ at $L_xT = 1$. It is interesting to note that almost the same $L_xT$ dependence is observed for $1.4 \leq T/T_c \leq 2.1$, while the result near $T_c$ at $T/T_c = 1.12$ shows a deviation from this trend. From these results, it is concluded that the SU(3) YM theory at $1.4 \leq T/T_c \leq 2.1$ is remarkably insensitive to the PBC with length $L_x$ compared with the massless free theory. At $T/T_c = 1.12$, the SU(3) YM theory is however clearly more sensitive to the PBC. This may be important for future phenomenological applications.

In the free scalar theory, $P_x/P_z$ approaches unity as $m/T$ becomes larger for large $L_xT$ as shown in Fig. 3. Therefore, the lattice results might be partially understood as the effect of nonzero $m$. However, even at $m/T = 6$ the behavior is still inconsistent with the lattice result. Also, $P_x/P_z$ at $L_xT = 1$ becomes smaller as $m/T$ becomes larger, which is inconsistent with the lattice result.

Shown in Fig. 4 are the behavior of the energy density $\varepsilon$ and the longitudinal and transverse pressures $P_x$ and $P_z$ as functions of $L_xT$. For guides of these results, we also show the continuum extrapolated values of $\varepsilon/T^4$ and $P/T^4$ in the isotropic case obtained in Ref. [16] by the horizontal dashed lines for $T/T_c = 1.12$, 1.40, 1.68, with the errors shown by the shaded region. From Fig. 4, one finds that $\varepsilon$, $P_x$ and $P_z$ are insensitive to the existence of the boundary for $L_xT \gtrsim 1.3$ except for $\varepsilon$ and $P_x$ at $T/T_c = 1.12$, the latter explaining the dependance of the pressures ratio at that temperature.
D. High temperature

At asymptotically high temperature, the SU(3) YM theory approaches a free gas composed of massless gluons. In this limit, the $L_x T$ dependence of $P_x / P_z$ should approach the massless free scalar theory. It is an interesting question how the results in Fig. 3 approach this asymptotic behavior. The extension of the numerical analysis to high $T$, however, has two difficulties. First, as the lattice spacing $a = (N_x T)^{-1}$ becomes smaller the lattice size required for the vacuum subtraction becomes huge. Second, the relation between $\beta = 6/g_0^2$ and $a$ is not available for such fine lattice spacings.

Here, to extend our analyses to high temperatures avoiding these difficulties we focus on the ratio

$$\frac{P_x + \delta}{P_z + \delta},$$

with $\delta = \Delta / 4$. This ratio does not depend on the second term in Eq. (13) proportional to $c_2(t)$. One thus can obtain the ratio without the vacuum subtraction. Furthermore, as $c_1(t)$ cancels between numerator and denominator in Eq. (18), this ratio is obtained without using $c_1(t)$. This means that the lattice spacing in physical units re-
required for the determination of the running coupling in $c_1(t)$ [16] is not needed to obtain Eq. (18).

In Fig. 5, we show the behavior of Eq. (18) as functions of $L_x T$ and $T/T_c$ in the upper and lower panels, respectively. The results at $T/T_c \approx 8.1$ and 25 correspond to those obtained at $\beta = 8.0$ and 9.0, respectively; see Table I. Temperatures are deduced from the relation between $\beta$ and $\alpha$ in Ref. [13], which is reliable for $6.3 \leq \beta \leq 7.4$. As $\beta = 8.0$ and 9.0 are outside of this range, the values $T/T_c$ should be regarded just as a guide for the true value of $T/T_c$. To depict this uncertainty, in the lower panel we show 10% and 30% error bars in $T/T_c$ for the data points at $\beta = 8.0$ and 9.0.

In the upper panel of Fig. 5, we show the ratio Eq. (18) in the massless free scalar theory by the solid line, while in the lower panel the ratio for each $L_x T$ is shown by arrows at right in the panel; note that in the massless theory $\delta = 0$. The comparison of the lattice data with these results shows that the former approaches the asymptotic value as $T$ is increased, but the difference is still large even at the highest temperature $T/T_c \approx 25$.

VI. DISCUSSION AND OUTLOOK

In the present study, we investigated the energy momentum tensor in 3+1 dimensional SU(3) YM theory at $T > T_c$ in anisotropic finite volume systems with the PBC. We chose to make one direction small, $L_x T \sim 1$, while keeping the other two spatial dimensions large, $L_y,z T \gg 1$. We found that, as shown in Fig. 3, a clear anisotropy in the stress tensor is observed only for $L_x T \lesssim 1.3$ for $1.4 \leq T/T_c \leq 2.1$. In free scalar theory with the same boundary condition, a significant anisotropy manifests itself at much larger values of $L_x T$. One therefore concludes that SU(3) YM theory near but above $T_c$ is remarkably insensitive to the existence of the periodic boundary. Even allowing the free scalar particles to have a mass $m = 6T$ was insufficient to reproduce the sensitivity to the presence of the finite periodic boundary in SU(3) YM theory.

At the scales probed by these temperatures the running coupling is $g(2\pi T) \sim 2$, and the leading order, infinite volume thermal field theory result for the Debye mass of the gluon is $m_D \approx gT$. That the effective free quasiparticle mass required to mimic the results of the full SU(3) YM theory is so large indicates that 1) finite-size corrections to the infinite and isotropic volume leading order thermal field theory result are large, for example the Debye gluon mass — which by dimensional analysis is given by $m_D/g = f_\pi (L_x T) + f_{L_x} (L_x T)/L_x$ — might pick up large finite-size corrections, 2) the interactions of the full theory cannot be easily approximated by a free quasiparticle theory, or 3) that there are important non-perturbative dynamics at these scales.

Investigating 1) is an important avenue for future analytic research, especially as the work here possibly suggests that the finite-size corrections to the effective gluon mass are large. 2) is quite likely given than other thermodynamic properties computed from the lattice at these temperature scales are only well approximated by resummed thermal field theory at three or four loops [55–57]. 3) must also contribute: Forty years ago, Linde demonstrated [58] the possibility for an infrared cutoff of order $O(\pi^2 T)$ to appear in the thermodynamics of a YM gas in an isotropic infinite volume. This effectively led to the findings of a non-perturbative coefficient in the pressure, when probed perturbatively [59]. More recently, the presence of the very same type of (Linde) problem was discovered in an anisotropic volume of SU(3) YM theory [60], such as the one we use here. These works obviously raise the need for a better understanding of the possible presence of a non-perturbative scale such as $\sim g \sqrt{T/L_x}$ in the thermodynamics of anisotropic volumes of the SU(3) YM theory. It is then an interesting future work to pursue the physical origin from the knowledge of the Casimir effect in various theories and settings [24, 25, 61, 62].

The remarkably large effective quasiparticle mass required to mimic the lattice results suggests a larger-than-expected effective Debye mass for gluons at temperatures on the order of $T_c$. A larger Debye mass implies a stronger-than-expected screening of color charges in the thermal medium, which would lead to a smaller-than-expected screening of high momentum particles to the small system plasma medium. This reduction in coupling would naturally lead to a smaller-than-expected energy loss for these high momentum particles compared to propagation in larger systems at the same temperature. This reduction in energy loss would provide a natural explanation for the current lack of evidence for high momentum particle suppression in small systems [37].

The finite-size effects investigated in the present study are likely to have implications in the phenomenological studies of relativistic heavy-ion collisions [26–28]. A direct implication of our work is concerned with the finite-volume effect in the hot medium created by the heavy-ion collisions. Our results suggest that the effects of such anisotropic finite volumes would not strongly affect the thermodynamics of the medium, provided that our results obtained with the PBC are directly applicable to heavy-ion physics. The medium created in heavy-ion collisions indeed has a finite-volume and a strong anisotropic geometry. It would also be an interesting subject to pursue the connection of our study with systems having strong pressure anisotropy, such as the initial stage of the collisions.

Although we constrained our attention to a system with PBC for one direction in the present study, it is a straightforward extension of this study to perform similar analyses with other boundary conditions (see Ref. [23] for more details on the possible relevance of different boundary conditions). For example, it is also possible to impose anti-periodic or Dirichlet boundary conditions, instead of the PBC. Furthermore, it is possible to impose boundary conditions for two or all the directions [23]. Among them,
the simulation with the anti-periodic boundary conditions seems especially interesting, because the numerical analysis with this conditions can be carried out straightforwardly, and this boundary condition eliminates the zero mode contribution (in fact, much like the Dirichlet boundary condition [23]) which is the origin of the infrared divergences plaguing all theories with bosonic fields.

Finally, although in the present study we focused on the pressure anisotropy induced by the periodic boundary conditions in the SU(3) YM theory at finite temperature, our numerical analysis can be used for more general systems having anisotropy such as full QCD with strong magnetic field [63–66].

**ACKNOWLEDGMENTS**

M. K. thanks members of the FlowQCD and WHOT-QCD Collaborations, especially T. Iritani, H. Suzuki, and R. Yanagihara for valuable discussions. Numerical simulations of this study were carried out using OCTOPUS at the Cybermedia Center, Osaka University and Reedbush at the Information Technology Center, The University of Tokyo. This work was supported by JSPS KAKENHI Grant Numbers JP17K05442, the Claude Leon Foundation, as well as the South African National Research Foundation.

[1] F. Karsch, Nucl. Phys. **B205**, 285 (1982).
[2] G. Boyd, J. Engels, F. Karsch, E. Laermann, C. Legeland, M. Lutgemeier, and B. Petersson, Nucl. Phys. **B469**, 419 (1996), arXiv:hep-lat/9602007 [hep-lat].
[3] T. Umeda, S. Ejiri, S. Aoki, T. Hatsuda, K. Kanaya, Y. Maezawa, and H. Ohno, Phys. Rev. **D79**, 051501 (2009), arXiv:0809.2842 [hep-lat].
[4] S. Ejiri, Y. Maezawa, N. Ukita, S. Aoki, T. Hatsuda, N. Ishii, K. Kanaya, and T. Umeda (WHOT-QCD), Phys. Rev. **D82**, 014508 (2010), arXiv:0909.2121 [hep-lat].
[5] S. Borsanyi, G. Endrodi, Z. Fodor, S. D. Katz, and K. K. Szabo, JHEP **07**, 056 (2012), arXiv:1204.6184 [hep-lat].
[6] L. Giusti and H. B. Meyer, JHEP **01**, 140 (2013), arXiv:1211.6669 [hep-lat].
[7] M. Asakawa, T. Hatsuda, E. Itou, M. Kitazawa, and H. Suzuki (FlowQCD), Phys. Rev. **D90**, 011501 (2014), [Erratum: Phys. Rev. D92, no. 5, 059902 (2015)], arXiv:1312.7492 [hep-lat].
[8] S. Borsanyi, Z. Fodor, C. Hoelbling, S. D. Katz, S. Krieg, and K. K. Szabo, Phys. Lett. **B730**, 99 (2014), arXiv:1309.5258 [hep-lat].
[9] A. Bazavov et al. (HotQCD), Phys. Rev. **D90**, 094503 (2014), arXiv:1407.6387 [hep-lat].
[10] M. Caselle, G. Costagliola, A. Nada, M. Panero, and A. Toniato, Phys. Rev. **D94**, 034503 (2016), arXiv:1604.05544 [hep-lat].
[11] M. Shirogane, S. Ejiri, R. Iwami, K. Kanaya, and M. Kitazawa, Phys. Rev. **D94**, 014506 (2016), arXiv:1605.02997 [hep-lat].
[12] Y. Taniguchi, S. Ejiri, R. Iwami, K. Kanaya, M. Kitazawa, H. Suzuki, T. Umeda, and N. Wakabayashi, Phys. Rev. **D96**, 014509 (2017), arXiv:1609.01417 [hep-lat].
[13] M. Kitazawa, T. Iritani, M. Asakawa, T. Hatsuda, and H. Suzuki, Phys. Rev. **D94**, 114512 (2016), arXiv:1610.07810 [hep-lat].
[14] L. Giusti and M. Pepe, Phys. Lett. **B769**, 385 (2017), arXiv:1612.00265 [hep-lat].
[15] M. Caselle, A. Nada, and M. Panero, Phys. Rev. **D98**, 054513 (2018), arXiv:1801.03110 [hep-lat].
[16] T. Iritani, M. Kitazawa, H. Suzuki, and H. Takaara, PTEP **2019**, 023B02 (2019), arXiv:1812.06444 [hep-lat].
[17] L. D. Landau and E. M. Lifschitz, The Classical Theory of Fields, Course of Theoretical Physics, Vol. Volume 2 (Pergamon Press, Oxford, 1975).
[18] H. B. G. Casimir, Indag. Math. **10**, 261 (1948), [Kon. Ned. Akad. Wetensch. Proc.100N3-4,61(1997)].
[19] J. Ambjorn and S. Wolfram, Annals Phys. **147**, 1 (1983).
[20] G. Plunien, B. Muller, and W. Greiner, Phys. Rept. **134**, 87 (1986).
[21] M. Bordag, G. L. Klimchitskaya, U. Mohideen, and V. M. Mostepanenko, Int. Ser. Monogr. Phys. **145**, 1 (2009).
[22] L. S. Brown and G. J. Maclay, Phys. Rev. **184**, 1272 (1969).
[23] S. Mogliacci, I. Kolb, and W. A. Horowitz, (2018), arXiv:1807.07871 [hep-th].
[24] D. Karabali and V. P. Nair, Phys. Rev. **D98**, 105009 (2018), arXiv:1808.07979 [hep-th].
[25] M. N. Chernodub, V. A. Goy, and A. V. Molochkov, (2018), arXiv:1811.01550 [hep-lat].
[26] H. Song, S. A. Bass, U. Heinz, T. Hirano, and C. Shen, Phys. Rev. Lett. **106**, 192301 (2011), [Erratum: Phys. Rev. Lett. 109, 139904 (2012)], arXiv:1011.2783 [nucl-th].
[27] C. Gale, S. Jeon, and B. Schenke, Int. J. Mod. Phys. **A28**, 1340011 (2013), arXiv:1301.5893 [nucl-th].
[28] R. D. Weller and P. Romatschke, Phys. Lett. **B774**, 351 (2017), arXiv:1701.07145 [nucl-th].
[29] J. Cleymans, H. Oeschler, K. Redlich, and S. Wheaton, Phys. Rev. **C73**, 034905 (2006), arXiv:hep-ph/0511094 [hep-ph].
[30] P. Kovtun, D. T. Son, and A. O. Starinets, Phys. Rev. Lett. **94**, 111601 (2005), arXiv:hep-th/0405231 [hep-th].
[31] P. Huovinen and P. Petreczky, Nucl. Phys. **A837**, 26 (2010), arXiv:0912.2541 [hep-ph].
[32] M. Bluhm, P. Alba, W. Alberico, A. Beraudo, and C. Ratti, Nucl. Phys. **A929**, 157 (2014), arXiv:1306.6188 [hep-ph].
[33] A. Bzdak, B. Schenke, P. Tribedy, and R. Venugopalan, Phys. Rev. **C87**, 064906 (2013), arXiv:1304.3403 [nucl-th].
[34] D. Bazow, U. W. Heinz, and M. Strickland, Phys. Rev. **C90**, 054910 (2014), arXiv:1311.6720 [nucl-th].
[35] A. Majumder and M. Van Leeuwen, Prog. Part. Nucl. Phys. **66**, 41 (2011), arXiv:1002.2206 [hep-ph].
[36] K. M. Burke et al. (JET), Phys. Rev. **C90**, 014909 (2014), arXiv:1312.5003 [nucl-th].
[37] I. Kolbe and W. A. Horowitz (2015), arXiv:1511.09313 [hep-th].
[hep-ph].

[38] W. A. Horowitz, Nucl. Phys. A904-905, 186c (2013), arXiv:1210.8330 [nucl-th].

[39] M. Djordjevic and M. Gyulassy, Phys. Lett. B560, 37 (2003), arXiv:nucl-th/0302069 [nucl-th].

[40] H. Suzuki, PTEP 2013, 083B03 (2013), [Erratum: PTEP2015, 079201 (2015)], arXiv:1304.0533 [hep-lat].

[41] M. Luscher, JHEP 08, 071 (2010), [Erratum: JHEP03, 092 (2014)], arXiv:1006.4518 [hep-lat].

[42] R. Narayanan and H. Neuberger, JHEP 03, 064 (2006), arXiv:hep-th/0601210 [hep-th].

[43] M. Luscher and P. Weisz, JHEP 02, 051 (2011), arXiv:1101.0963 [hep-th].

[44] M. Luscher, JHEP 04, 123 (2013), arXiv:1302.5246 [hep-lat].

[45] H. Makino and H. Suzuki, PTEP 2014, 063B02 (2014), [Erratum: PTEP2015, 079202 (2015)], arXiv:1403.4772 [hep-lat].

[46] R. V. Harlander, Y. Kluth, and F. Lange, Eur. Phys. J. C78, 944 (2018), arXiv:1808.09837 [hep-lat].

[47] N. Kamata and S. Sasaki, Phys. Rev. D95, 054501 (2017), arXiv:1609.07115 [hep-lat].

[48] M. Kitazawa, T. Iritani, M. Asakawa, and T. Hatsuda, Phys. Rev. D96, 111502 (2017), arXiv:1708.01415 [hep-lat].

[49] R. Yanagihara, T. Iritani, M. Kitazawa, M. Asakawa, and T. Hatsuda, Phys. Lett. B789, 210 (2019), arXiv:1803.05656 [hep-lat].

[50] T. Hirakida, E. Iou, and H. Kouno, (2018), arXiv:1805.07106 [hep-lat].

[51] Z. Fodor, K. Holland, J. Kuti, S. Mondal, D. Nogradi, and C. H. Wong, JHEP 09, 018 (2014), arXiv:1406.0827 [hep-lat].

[52] H. J. Rothe, World Sci. Lect. Notes Phys. 43, 1 (1992), [World Sci. Lect. Notes Phys.82,1(2012)].

[53] M. Tanabashi et al. (Particle Data Group), Phys. Rev. D98, 030001 (2018).

[54] S. Mogliacci et al., In preparation.

[55] J. O. Andersen, S. Mogliacci, N. Su, and A. Vuorinen, Phys. Rev. D87, 074003 (2013), arXiv:1210.0012 [hep-ph].

[56] S. Mogliacci, J. O. Andersen, M. Strickland, N. Su, and A. Vuorinen, JHEP 12, 055 (2013), arXiv:1307.8098 [hep-ph].

[57] N. Haque, A. Bandyopadhyay, J. O. Andersen, M. G. Mustafa, M. Strickland, and N. Su, JHEP 05, 027 (2014), arXiv:1402.6907 [hep-ph].

[58] A. D. Linde, Phys. Lett. 96B, 289 (1980).

[59] F. Di Renzo, M. Laine, V. Miccio, Y. Schroder, and C. Torrero, JHEP 07, 026 (2006), arXiv:hep-ph/0605042 [hep-ph].

[60] E. S. Fraga, D. Kroff, and J. Noronha, Phys. Rev. D95, 034031 (2017), arXiv:1610.01130 [hep-th].

[61] T. Ishikawa, K. Nakayama, and K. Suzuki, Phys. Rev. D99, 054010 (2019), arXiv:1812.10964 [hep-ph].

[62] M. N. Chernodub, V. A. Goy, and A. V. Molochkov, (2019), arXiv:1901.04754 [hep-th].

[63] P. V. Buividovich, M. N. Chernodub, E. V. Luschevskaya, and M. I. Polikarpov, Phys. Lett. B682, 484 (2010), arXiv:0812.1740 [hep-lat].

[64] M. D’Elia, S. Mukherjee, and F. Sanfilippo, Phys. Rev. D82, 051501 (2010), arXiv:1005.5365 [hep-lat].

[65] G. S. Bali, F. Bruckmann, G. Endrodi, Z. Fodor, S. D. Katz, S. Krieg, A. Schafer, and K. K. Szabo, JHEP 02, 044 (2012), arXiv:1111.4956 [hep-lat].

[66] F. Bruckmann, G. Endrodi, and T. G. Kovacs, JHEP 04, 112 (2013), arXiv:1303.3972 [hep-lat].