Performance of five automated white matter hyperintensity segmentation methods in a multicenter dataset
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White matter hyperintensities (WMHs) are a common manifestation of cerebral small vessel disease, that is increasingly studied with large, pooled multicenter datasets. This data pooling increases statistical power, but poses challenges for automated WMH segmentation. Although there is extensive literature on the evaluation of automated WMH segmentation methods, such evaluations in a multicenter setting are lacking. We performed WMH segmentations in sixty patients scanned on six different magnetic resonance imaging (MRI) scanners (10 patients per scanner) using five freely available and fully-automated WMH segmentation methods (Cascade, kNN-TTP, Lesion-TOADS, LST-LGA and LST-LPA). Different MRI scanner vendors and field strengths were included. We compared these automated WMH segmentations with manual WMH segmentations as a reference. Performance of each method both within and across scanners was assessed using spatial and volumetric correspondence with the reference segmentations by Dice’s similarity coefficient (DSC) and intra-class correlation coefficient (ICC) respectively. We found the best performance, both within and across scanners, for kNN-TTP, followed by LST-LPA and LST-LGA, with worse performance for Lesion-TOADS and Cascade. Our findings can serve as a guide for choosing a method and also highlight the importance to further improve and evaluate consistency of methods in a multicenter setting.

Pooling of multicenter brain magnetic resonance imaging (MRI) data is a trend in various research fields, including studies on ageing related brain diseases1–3. Pooling of multicenter data increases sample size (and thus statistical power) and can support a faster patient inclusion. Moreover, findings of multicenter studies may have a larger external validity and are more readily translatable to a clinical setting. However, pooling of brain MRI data poses challenges in automated segmentation due to variations in image acquisition.

White matter hyperintensities of presumed vascular origin (WMHs) are frequently encountered in studies on ageing related brain diseases. Achieving accurate and precise WMH segmentations can be challenging across MRI scanners of different vendors, field strengths and scan protocols. Variability in MRI acquisition can lead to differences in the contrast and borders of WMHs and thereby quantification bias4–6.

Several automated and semi-automated methods to segment WMHs currently exist, using various algorithms that rely on intensity, spatial information, or both1. These methods can be broadly classified as supervised (i.e. trained using manual segmentations as a ref7–9), unsupervised (without training10,11) and semi-supervised (with
only a small portion of the available data used for training\textsuperscript{12}. A recent study provided an extensive overview of existing supervised, unsupervised and semi-supervised methods\textsuperscript{13}. Challenges for these methods include false positive (e.g. artefacts, infarcts) and false negative (often for punctate lesions) results. Other challenges include dealing with varying WMH lesion loads (usually lower in MS than in patients with WMHs of presumed vascular origin) and with co-occurring pathologies (e.g. extensive atrophy). There is extensive literature on the evaluation of WMH segmentation methods in different settings, also addressing these challenges\textsuperscript{4}. However, the performance of such methods is typically evaluated on single center, single scanner datasets. For WMHs of presumed vascular origin, there is a lack of studies comparing performance of these methods in multicenter, multisensor datasets and this is an important knowledge gap\textsuperscript{12}.

Therefore, the present study aimed to assess performance, in terms of spatial and volumetric correspondence with reference segmentations, of five automated WMH segmentation methods in a multicenter, multisensor dataset of patients with WMHs of presumed vascular origin. In particular, we also addressed which methods showed variation in performance across scanners. In addition, we assessed if performance was dependent on WMH lesion load. To this end, we selected five methods that were fully automatic and freely available for academic research: Cascade\textsuperscript{15,16}, k-nearest neighbor classification with tissue type priors (kNN-TTP)\textsuperscript{17}, Lesion-TOPology-preserving Anatomical Segmentation (Lesion-TOADS)\textsuperscript{13}, the Lesion Segmentation Tool Lesion Prediction Algorithm (LST-LPA) and the Lesion Segmentation Tool Lesion Growth Algorithm (LST-LGA)\textsuperscript{18}.

### Results

#### Reference segmentations

The reference segmentations showed a very good inter-rater agreement regarding spatial (Dice’s similarity coefficient (DSC) ± standard deviation (SD): 0.80 ± 0.09) and volumetric agreement (Intra-class correlation coefficient (ICC): 0.97). The intra-rater agreement (DSC ± SD: 0.80 ± 0.08; ICC: 0.99) was also very good. In the test set, seventeen subjects had a Fazekas rating of 1, eighteen subjects had a 2, and seven subjects had a 3. The mean WMH volume (±SD) was 21 ± 10 mL with a median of 10 mL and volumes per patient ranging from 0.9 to 199 mL (see Table 1).

#### Quality assessment

Examples of the automated WMH segmentation results are shown in Fig. 1. Several differences between methods can be visually appreciated. For example, methods seemed to differ on how they segment (over or under) different types of WMHs (i.e. periventricular, confluent and punctuate WMHs). Also, the nature of segmentation errors varied between methods (i.e. false-positive (FP) versus false-negative (FN) WMH voxels: see Fig. 1). In a quantitative analysis, kNN-TTP showed the lowest mean FP and FN volumes (mean FP volume ± SD: mean FN volume ± SD: 2 ± 2/5 ± 11 mL), followed by LST-LPA (4 ± 4/6 ± 10 mL), LST-LGA (5 ± 5/8 ± 19 mL). Cascade showed a lower mean FP volume (8 ± 7 mL) but higher mean FN volume (12 ± 29 mL) than Lesion-TOADS (10 ± 16/7 ± 12 mL).

#### Performance of WMH segmentation methods

Performance of each method, both within and averaged across all scanners, is shown in Table 2. The highest mean performance across scanners was seen for kNN-TTP, both in terms of spatial correspondence with the reference segmentations (mean DSC ± SD: 0.73 ± 0.03) as in terms of volumetric correspondence with the reference segmentations (mean ICC ± SD: 0.97 ± 0.02) (see Table 2). LST-LPA showed a slightly lower performance in terms of volumetric correspondence (mean ICC ± SD: 0.92 ± 0.03) and performed less than kNN-TTP in terms of spatial correspondence (mean DSC ± SD: 0.60 ± 0.06). The mean absolute WMH volume differences between the methods and the reference segmentations were also lowest for kNN-TTP (5 ± 3 mL; percentage of the mean WMH volume of the reference segmentations: 24%) and LST-LPA (5 ± 2 mL; 24%) (see Table 2). Both methods did show a tendency for slight underestimation of the WMH volume compared to the reference segmentations. LST-LGA showed a performance comparable to LST-LPA (mean DSC ± SD: 0.57 ± 0.03; mean ICC ± SD: 0.65 ± 0.29) but with a larger mean absolute WMH volume difference (8 ± 5 mL; 38%). Performance was lower for Lesion-TOADS (0.53 ± 0.08/0.65 ± 0.29) and Cascade (0.40 ± 0.05/0.44 ± 0.01) with also markedly higher mean absolute WMH volume differences for both methods (Lesion-TOADS: 12 ± 8 mL; 57%; Cascade: 16 ± 7 mL; 76%) (see Table 2).

Because some methods (Cascade, Lesion-TOADS, LST-LGA, and LST-LPA) do not necessarily have to be trained, analyses were repeated on all subjects (n = 60) without training of the methods. This did not change the

### Table 1. Mean WMH volume of the reference segmentations and the segmentations of the methods for each scanner (n = 42; n = 7 per scanner). Note: Values represent mean WMH volumes ± SD in mL. Reference: reference segmentations.

| WMH volume | GE Signa HDxt 1.5T | GE Signa HDxt 3T | GE Discovery MR750 3T | Philips Ingenuity 3T | Philips Ingenuity 3T | Philips Achieva 3T | Overall mean ± SD |
|------------|-------------------|-----------------|-----------------------|---------------------|---------------------|-------------------|------------------|
| Reference  | 22 ± 31           | 16 ± 18         | 9 ± 10                | 14 ± 17             | 41 ± 71             | 24 ± 26           | 21 ± 10          |
| Cascade    | 26 ± 20           | 19 ± 11         | 13 ± 5                | 19 ± 10             | 12 ± 4              | 11 ± 5            | 17 ± 5           |
| kNN-TTP    | 16 ± 19           | 14 ± 13         | 9 ± 10                | 14 ± 17             | 32 ± 49             | 20 ± 22           | 18 ± 7           |
| Lesion-TOADS| 19 ± 20          | 16 ± 12         | 11 ± 9                | 36 ± 24             | 30 ± 45             | 31 ± 16           | 24 ± 9           |
| LST-LGA    | 20 ± 19           | 19 ± 23         | 12 ± 15               | 15 ± 20             | 22 ± 28             | 14 ± 17           | 17 ± 4           |
| LST-LPA    | 18 ± 22           | 15 ± 18         | 11 ± 13               | 14 ± 18             | 33 ± 51             | 18 ± 22           | 18 ± 7           |
ranking of methods (data not shown). The average run time was shortest for Cascade (2 minutes), followed by kNN-TTP (10 minutes), LST-LPA (12 minutes), LST-LGA (25 minutes) and Lesion-TOADS (30 minutes).

**Variations in performance across scanners.** For each method, we determined if the DSC (i.e. spatial correspondence with the reference standard) for each scanner differed relative to the other five scanners (Table 3). In this analysis, consistency of a method across scanners is reflected in small effect sizes. kNN-TTP showed the smallest variation in performance with the smallest effect sizes (range unstandardized beta coefficient: \(-0.06\) to \(0.01\)), followed by LST-LGA (\(-0.04\) to \(0.07\)), Cascade (\(-0.08\) to \(0.09\)), LST-LPA (\(-0.10\) to \(0.11\)) and Lesion-TOADS (\(-0.12\) to \(0.12\)). None of the effect sizes were significant after family wise error rate correction for multiple testing. Along the same lines, consistency of volumetric correspondence across scanners was assessed, by determining for each method the interaction between scanner and the relation between the assessed volume and the reference volume. Here we found a significant interaction for Lesion-TOADS on the Philips Ingenuity 3T scanner (family wise error rate corrected \(p < 0.05\)), indicating that performance was biased by scanner type. All other interactions were not significant (data not shown).

**Performance of WMH segmentation methods for different WMH lesion loads.** For all methods the DSC increased when Fazekas scores increased (see Table 4), as the DSC is particularly dependent on the absolute lesion load and the size of the individual lesions\(^9\). kNN-TTP and LST-LPA showed a good volumetric correspondence compared to the reference segmentations across all WMH lesion loads (see Table 4 and Supplementary Fig. 1). Also, variation in WMH volume measurements of these methods was small (i.e. narrow limits of agreement in the Bland Altman plots; see Fig. 2). Cascade, Lesion-TOADS and LST-LGA showed greater variation for different WMH lesion loads (i.e. wider limits of agreement in the Bland Altman plots, see Fig. 2). LST-LGA underestimated WMH volume at higher WMH lesion loads (see Fig. 2 and Supplementary Fig. 1).
Table 2. Performance of the WMH segmentation methods compared to the reference segmentations (n = 42; n = 7 per scanner). Note: WMH, ΔWMH, |ΔWMH| and DSC are shown as means ± SD. ICC is shown with 95% confidence interval. Ref: Reference; WMH: WMH volume (mL); ΔWMH: difference in WMH volume (mL) between the reference segmentations and segmentations of the methods; |ΔWMH|: absolute difference in WMH volume (mL) between the reference segmentations and segmentations of the methods; DSC: dice similarity coefficient; ICC: intra-class correlation coefficient. *Negative ICC (not used for calculating the overall mean ICC).
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Table 3. Variation in performance across scanners by means of multiple linear regression analyses (n = 42; n = 7 per scanner). Data are represented as unstandardized beta coefficients with 95% confidence intervals. We assessed whether the DSC (as an outcome) depended on scanner (as a categorical variable with each scanner being compared to all other scanners as the reference) using linear regression analysis. A significant relation between a certain scanner and the DSC (family wise error rate corrected p-value of <0.05 using a Bonferroni correction) indicates that the performance (in terms of spatial correspondence with the reference segmentation) was biased for that segmentation method by the use of that scanner (compared to the other scanners). As can be seen in the table, no significant relations were seen for any of the methods.

![Table 3](https://www.nature.com/scientificreports)

Discussion

The current study is the first to investigate the performance of five freely available and fully automated segmentation methods in a multicenter dataset of patients with WMHs of presumed vascular origin. Overall, performance of methods in terms of spatial and volumetric correspondence varied markedly both within and across scanners, with kNN-TTP and LST-LPA being the most consistent and best performing methods. Our findings can serve as a guide for choosing a method. In Table 5, we have provided a qualitative recommendation for each method regarding several aspects when automatically segmenting WMHs based on the results described earlier.

Many different automated methods currently exist to segment WMHs. Evaluation of these methods has mainly been performed in a single-center, single scanner setting, with variable performance across methods. 

Cascade and Lesion-TOADS overestimated WMH volumes at lower WMH lesion loads, while Cascade underestimated WMH volumes at higher WMH lesion loads (see Fig. 2 and Supplementary Fig. 1).
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In this challenge, new WMH segmentation methods were developed and evaluated on a multicenter dataset. The best performing method showed a similar DSC compared to kNN-TTP in the present study.

Some of these methods have also been assessed for scan-rescan reproducibility, which is of particular importance when performing longitudinal research. However, since pooling of data across multiple centers is an important trend in small vessel disease research, there also is a need for automated WMH segmentation methods that perform well across different scanners. Clearly, a multicenter setting with different scan vendors poses challenges, as the method cannot be tuned to one single scan protocol. The question is thus which methods perform robustly enough in such a setting, but this has been explored by few studies. A recent study, coordinated by our group, compared the performance of twenty methods, but in contrast to the present study, many of the tested methods are not freely available yet. Two previous studies compared different linear and nonlinear classification techniques to segment WMHs of presumed vascular origin. The important difference between these and the current is that they primarily focused on the optimal choice of classifiers for WMH segmentation, using a general preprocessing pipeline. By contrast, we evaluated some of the same classifiers as an integral part of a fully automated WMH segmentation method, where the classifier only partially determines the performance of the entire method.

We observed that for segmentation of WMHs of presumed vascular origin, performance of the five tested methods varied markedly, both within and across scanners. kNN-TTP and LST-LPA were the most consistent methods across scanners. kNN-TTP was also the best performing method within scanners with a DSC comparable to a manual segmentation as performed by a trained rater and an excellent ICC, whereas LST-LPA performed less with regard to spatial correspondence with the reference segmentations. This could be relevant when choosing a method to segment WMHs for further analysis where spatial information of WMHs is of particular importance (e.g. lesion symptom mapping). By contrast, when analyzing WMH volumes as a primary outcome, both methods could be suitable.

All methods tended to slightly underestimate WMH volumes at higher lesion loads, but this was most prominent for LST-LGA and Lesion-TOADS. Lesion-TOADS and Cascade showed the lowest spatial and volumetric correspondence compared to the reference segmentation and especially performance of Lesion-TOADS also varied across scanners. A possible explanation for the differences in performance between methods, both within and across scanners, could be that some methods are more robust to sources of variation in MRI acquisition than others. In our study it is impossible to determine which MRI related factors contribute most to this variation. Future studies are therefore encouraged to determine these sources of variation and the relation to various methods. Another explanation within our study might be the variation in WMH volumes between scanners, which might have introduced variation caused by selection bias. Above all, our study highlights the need to further improve WMH segmentation methods. An important initiative was recently taken in the form of a WMH segmentation challenge. In this challenge, new WMH segmentation methods were developed and evaluated on a multicenter dataset. The best performing method showed a similar DSC compared to kNN-TTP in the present study.

The number of subjects in our training set is relatively low: only eighteen subjects were used. The ability to train or optimize the included methods with only a limited number of training subjects can be considered a strength of the included approaches. It is often infeasible to acquire large amounts of training data (e.g. 100+ subjects). Our training set was composed in such a way that it included data from the six different scanners—located in two institutes—that were used in this study. This ensured a large amount of possible variation in the MRI data to be used for training (kNN-TTP) or post-hoc optimization (Cascade, Lesion-TOADS, LST-LGA, and LST-LPA).

### Table 4. Performance of WMH segmentation methods for different WMH lesion loads.

| Method         | Fazekas scale | WMH volume reference | WMH volume method | $\Delta$WMH | $|\Delta$WMH| | DSC  | ICC  |
|----------------|---------------|----------------------|-------------------|-------------|-------------|------|------|
| Cascade        | 1             | 4 ± 4                | 12 ± 6            | 8 ± 6       | 8 ± 6       | 0.24 ± 0.16 | 0.02 (−0.12; 0.27) |
|                | 2             | 16 ± 10              | 18 ± 11           | 2 ± 12      | 10 ± 10     | 0.50 ± 0.15 | 0.31 (−0.16; 0.67) |
|                | 3             | 73 ± 61              | 26 ± 18           | −47 ± 62    | 49 ± 60     | 0.54 ± 0.22 | 0.13 (−0.23; 0.67) |
| kNN-TTP        | 1             | 4 ± 4                | 5 ± 4             | 0.4 ± 1     | 0.9 ± 0.6   | 0.64 ± 0.10 | 0.91 (0.67; 0.97)  |
|                | 2             | 16 ± 10              | 15 ± 9            | −1 ± 3      | 3 ± 2       | 0.78 ± 0.06 | 0.96 (0.90; 0.99)  |
|                | 3             | 73 ± 61              | 56 ± 41           | −17 ± 22    | 18 ± 21     | 0.82 ± 0.06 | 0.92 (0.62; 0.99)  |
| Lesion TOADS   | 1             | 4 ± 4                | 18 ± 20           | 13 ± 21     | 13 ± 21     | 0.35 ± 0.21 | 0.11 (−0.13; 0.43) |
|                | 2             | 16 ± 10              | 19 ± 11           | 3 ± 13      | 6 ± 12      | 0.61 ± 0.20 | 0.50 (0.08; 0.78)  |
|                | 3             | 73 ± 61              | 53 ± 37           | −20 ± 24    | 22 ± 22     | 0.77 ± 0.06 | 0.90 (0.49; 0.98)  |
| LST-LGA        | 1             | 4 ± 4                | 4 ± 5             | −0.3 ± 2    | 2 ± 2       | 0.47 ± 0.12 | 0.76 (0.46; 0.91)  |
|                | 2             | 16 ± 10              | 15 ± 10           | −0.4 ± 7    | 5 ± 5       | 0.61 ± 0.14 | 0.84 (0.63; 0.94)  |
|                | 3             | 73 ± 61              | 53 ± 17           | −20 ± 48    | 31 ± 40     | 0.70 ± 0.08 | 0.68 (−0.11; 0.94) |
| LST-LPA        | 1             | 4 ± 4                | 5 ± 5             | 0.3 ± 3     | 2 ± 2       | 0.49 ± 0.13 | 0.76 (0.45; 0.91)  |
|                | 2             | 16 ± 10              | 14 ± 10           | −2 ± 6      | 4 ± 4       | 0.64 ± 0.14 | 0.85 (0.60; 0.94)  |
|                | 3             | 73 ± 61              | 62 ± 39           | −11 ± 23    | 16 ± 18     | 0.78 ± 0.07 | 0.90 (0.53; 0.98)  |
of the methods. Future studies could look into the optimal size and composition of the training set, possibly even further reducing the number of required training subjects. This would increase the applicability of these methods in other centers.

White matter lesions can also have a non-vascular etiology, like in multiple sclerosis (MS). White matter lesions in MS show a different load, morphology and distribution compared to WMHs of presumed vascular origin. Nevertheless, evaluation of methods for segmentation of MS lesions can still be informative for WMH segmentation. A positive difference on the y-axis is seen when WMH volume as measured by the automated method was larger than the reference WMH volume (i.e. overestimation). A negative difference on the y-axis is seen when WMH volume as measured by the automated method was smaller than the reference WMH volume (i.e. underestimation).

Table 5. Considerations when choosing a method. Note: ++: highly recommended; +: recommended; +/−: neutral; −: not recommended. Spatial correspondence: based on Dice’s Similarity Coefficient (DSC). Volumetric correspondence: based on intraclass correlation coefficient (ICC) and mean and mean absolute WMH volume differences. Lesion load: based on both spatial and volumetric correspondence with varying lesion loads. Different field strength: based on both spatial and volumetric correspondence on 1.5 Tesla compared to 3 Tesla MRI scanner of the same MRI vendor. Different scanners: based on the variation in performance across scanners, both in terms of spatial and volumetric correspondence. The (qualitative) recommendations were based on the results of the present study.

Figure 2. Bland Altman plots comparing WMH volume of each method versus the WMH volume of the reference segmentations. X-axis: mean WMH volume (in mL) of the automated and reference segmentations. Y-axis: difference (in mL) in WMH volume between the automated and reference segmentations. The lower (−1.96 SD) and upper (+1.96 SD) limits of agreement (dashed lines) and mean (straight line) are shown. A narrow width of the limits of agreement reflects a small amount of variation between the measurements of the reference and automated WMH segmentations. A positive difference on the y-axis is seen when WMH volume as measured by the automated method was larger than the reference WMH volume (i.e. overestimation). A negative difference on the y-axis is seen when WMH volume as measured by the automated method was smaller than the reference WMH volume (i.e. underestimation).
resulting in 3 mm slices with an in-plane resolution of 0.95–1.21 mm. Neuronal damage seen in the T1-weighted images is due to the fact that neurons have higher signal intensity compared to the surrounding brain tissue.

Amsterdam UMC, were resampled in the axial plane to better match the 2D FLAIR acquisitions from the UMCU. To make a fair comparison across all MRI scanners, all 3D FLAIR scans from subjects who were scanned at the Amsterdam University Medical Center (UMC; Amsterdam, the Netherlands) were included in the analysis. For the present study, ten subjects with varying WMH lesion load across the entire cohort. This led to inclusion of a total of 60 subjects (38 females, 22 males; age 68 ± 8 years). Compared to the entire cohort, there was no significant difference in age in the current study population (Student’s t-test; p > 0.05). There was a significant difference in gender (chi-square test; p < 0.05) with a relatively higher percentage of females in the current study population compared to the entire cohort. Subjects with severe motion artifacts and/or presence of large (sub)cortical brain infarcts (less than 10% of the total cohort) were not considered for the present study. From the 60 subjects, we selected a training set of 18 subjects (i.e. three subjects per scanner; one randomly selected subject per Fazekas scale for each scanner) and a test set of 42 subjects (i.e. three subjects per scanner; one randomly selected subject per Fazekas scale for each scanner) and a test set of 42 subjects. The study was approved by the institutional review boards of the Amsterdam UMC and the UMCU (approval number 14-083/C). All procedures were in accordance with the ethical standards of the responsible committee on human experimentation (institutional and national) and with the Helsinki Declaration of 1975, as revised in 2013. All participating subjects provided written informed consent.

Materials and Methods

Study population. Subjects with WMHs of presumed vascular origin (as defined by the STRIVE criteria) were selected from the TRACE-VCI study. This is a multicenter study on subjects with vascular cognitive impairment (VCI; n = 860) in the Netherlands and was described earlier. In short, all patients that presented with cognitive complaints and vascular brain injury on MRI (i.e. possible VCI) were eligible to participate. Subjects scanned on six different MRI scanners were included. Four scanners were located at the Amsterdam University Medical Center (Amsterdam UMC; Amsterdam, the Netherlands) and two at the University Medical Center Utrecht (UMCU; Utrecht, the Netherlands). For the present study, ten subjects with varying WMH lesion load (Fazekas scale 1 to 3) were randomly selected per MRI scanner to represent the variation in WMH lesion load across the entire cohort. This led to inclusion of a total of 60 subjects (38 females, 22 males; age 68 ± 8 years). Compared to the entire cohort, there was no significant difference in age in the current study population (Student’s t-test; p > 0.05). There was a significant difference in gender (chi-square test; p < 0.05) with a relatively higher percentage of females in the current study population compared to the entire cohort. Subjects with severe motion artifacts and/or presence of large (sub)cortical brain infarcts (less than 10% of the total cohort) were not considered for the present study. From the 60 subjects, we selected a training set of 18 subjects (i.e. three subjects per scanner; one randomly selected subject per Fazekas scale for each scanner) and a test set of 42 subjects (i.e. seven subjects per scanner). The training set and test set showed no significant difference in age (Student’s t test; p > 0.05), gender (chi-square test; p > 0.05) or WMH volume (Mann-Whitney U test; p > 0.05). The study was approved by the institutional review boards of the Amsterdam UMC and the UMCU (approval number 14-083/C). All procedures were in accordance with the ethical standards of the responsible committee on human experimentation (institutional and national) and with the Helsinki Declaration of 1975, as revised in 2013. All participating subjects provided written informed consent.

MR imaging. All subjects were scanned using an MRI protocol that included a 3D T1-weighted and fluid-attenuated inversion recovery (FLAIR) sequence. The MRI sequence parameters are shown in Table 6. To make a fair comparison across all MRI scanners, all 3D FLAIR scans from subjects who were scanned at the Amsterdam UMC, were resampled in the axial plane to better match the 2D FLAIR acquisitions from the UMCU. This was done using a linear interpolation tool in MeVisLab (MeVis Medical Solutions AG, Bremen, Germany), resulting in 3 mm slices with an in-plane resolution of 0.95–1.21 mm.

Reference segmentations. WMH reference segmentations were constructed as reference data for training and testing the automated WMH segmentation methods. The reference segmentations were obtained for all subjects, prior to and without knowledge of the results of the automated segmentation methods, using the following procedure. An in-house developed MeVisLab (MeVis Medical Solutions AG, Bremen, Germany) tool was used
to semi-automatically delineate the contour of WMHs on all axial slices\(^{46,51}\). In short, WMHs were segmented using an iso-countouring technique. Contours were converted into binary segmentation masks by including all voxels having a (sub)voxel volume of at least 20% within the contour. This threshold value was chosen by visual comparison of images thresholded with values between 0 and 100% (intervals of 5%). All reference segmentations were constructed by a single rater (RH). To assess inter-rater reliability of the reference segmentations, JMB constructed reference segmentations on a subset of twenty subjects by using the same semi-automatic procedure. To assess intra-rater reliability of the reference segmentations, RH constructed a second segmentation on a subset of twenty subjects.

### Automated WMH segmentation methods.

For the present study, we included methods that were fully-automated and freely available for academic research: Cascade, kNN-TTP, Lesion-TOADS, LST-LGA, and LST-LPA. All methods were ran on FLAIR and 3D T1-weighted MR-images of all subjects to obtain WMH segmentations. Default settings were used as much as possible. The training set of subjects (\( n = 20 \)) was used to train and tune each of the methods (i.e. to determine optimal thresholds). For Cascade, we ran the segmentation algorithm on the training set while changing the two main parameters (lower threshold and upper threshold: \( \{0.05, 0.075, 0.100, \ldots, 1.00\} \)). We then chose the parameter combination that generated the highest DSC in the training set (in the current study: lower threshold = 0.95; upper threshold = 0.975). A similar approach was used to derive the optimal parameter settings for LST-LGA (parameters kappa \( \{0.05, 0.10, \ldots, 1.00\} \) and lesion probability threshold \( \{0.05, 0.10, \ldots, 1.00\} \) and optimal settings for kappap = 0.25 and lesion probability threshold of 0.2)\(^{10}\). For LST-LPA and kNN-TTP only the lesion probability threshold was tuned \( \{0.05, 0.10, \ldots, 1.00\} \), resulting in optimal values of 0.3 for LST-LPA and 0.35 for kNN-TTP\(^{17}\). Because in kNN-TTP, the reference data are actively used in every run of the algorithm, a leave-one-out cross-validation was used to optimize kNN-TTP parameters to ensure independence of the evaluation\(^{17}\). We did not exclude specific brain regions (such as the brain stem or basal ganglia where often higher false positive rates can be observed) from the analyses, since the aim of our study was to evaluate methods using their own processing. For a detailed overview of the workflow used for each method, see the Supplementary Information.

### Statistical analysis.

All automated WMH segmentation methods were evaluated on the test set (\( n = 42 \); i.e. 7 subjects per scanner). Several evaluation metrics currently exist to evaluate performance of WMH segmentation methods, each with their own advantages and disadvantages (for an overview see\(^{52}\)). For the present study, we chose frequently used evaluation metrics that have been used in recent comparative studies on WMH segmentation\(^{45}\).

#### Quality assessment.

We evaluated all methods qualitatively by visually comparing the output of each method with the reference segmentations. Next, we evaluated all methods quantitatively by calculating false positive (FP) volumes (in mL) and false negative (FN) volumes (in mL) of the WMH segmentations of each method using the reference segmentations.

#### Performance within scanners.

The performance of each method was assessed per scanner by measuring: (a) the spatial (i.e. voxel-wise) correspondence with the reference segmentations by using the DSC; (b) the volumetric correspondence with the reference WMH volumes by using the ICC (two-way mixed model with absolute agreement after log-transforming WMH volumes because of non-normal distribution); (c) the mean differences and mean absolute differences between WMH volumes of each method and the reference WMH volumes. Because specific methods (Cascade, Lesion-TOADS, LST-LGA, and LST-LPA) do not necessarily have to be trained, performance was also determined in secondary analyses on all subjects (\( n = 60 \)) without training of the methods.

### Mean performance across scanners.

The mean performance of each method across scanners was determined by averaging the mean DSC, ICC and absolute volume differences of each scanner.

### Table 6. Overview of MRI sequence parameters for each scanner.

| Center | Scanner vendor, type | Tesla | Sequence | Slices | TR (ms) | TE (ms) | TI (ms) | Voxel size (mm) |
|--------|----------------------|-------|----------|--------|---------|---------|---------|----------------|
| A      | GE, Signa HDxt       | 1.5   | 3D T1    | 172    | 12.3    | 5.2     | —       | 0.98 × 0.98 × 1.50 |
|        |                      |       | 3D FLAIR | 128    | 6500    | 117     | 1987    | 1.21 × 1.21 × 1.30 |
| A      | GE, Signa HDxt       | 3     | 3D T1    | 176    | 7.8     | 3.0     | —       | 0.94 × 0.94 × 1.00 |
|        |                      |       | 3D FLAIR | 132    | 8000    | 126     | 2340    | 0.98 × 0.98 × 1.20 |
| A      | GE, Discovery MR750  | 3     | 3D T1    | 176    | 8.2     | 3.2     | —       | 0.94 × 0.94 × 1.00 |
|        |                      |       | 3D FLAIR | 160    | 8000    | 130     | 2340    | 0.98 × 0.98 × 1.20 |
| A      | Philips, Ingenuity   | 3     | 3D T1    | 180    | 9.9     | 4.6     | —       | 0.87 × 0.87 × 1.00 |
|        |                      |       | 3D FLAIR | 321    | 4800    | 279     | 1650    | 1.04 × 1.04 × 0.56 |
| B      | Philips, Achieva     | 3     | 3D T1    | 192    | 7.9     | 4.5     | —       | 1.00 × 1.00 × 1.00 |
|        |                      |       | 2D FLAIR | 48     | 11000   | 125     | 2800    | 0.96 × 0.95 × 3.00 |
| B      | Philips, Ingenia     | 3     | 3D T1    | 192    | 7.9     | 4.5     | —       | 1.00 × 1.00 × 1.00 |
|        |                      |       | 2D FLAIR | 48     | 11000   | 125     | 2800    | 0.96 × 0.95 × 3.00 |

The mean performance of each method across scanners was determined by averaging the mean DSC, ICC and absolute volume differences of each scanner.
Variations in performance across scanners. To investigate the variation in performance across scanners of each method, we performed the following two analyses:

(a) For each method, we assessed whether the DSC (as an outcome) depended on scanner (as a categorical variable with each scanner being compared to all other scanners as the reference) using linear regression analysis. This resulted in a unstandardized beta coefficient with 95% confidence intervals for each scanner. A significant relation between a certain scanner and the DSC (family wise error rate corrected p-value of <0.05 using a Bonferroni correction) indicates that the performance (in terms of spatial correspondence with the reference segmentation) was biased by the use of that scanner (compared to the other scanners).

(b) For each method, we assessed whether the relation between the reference WMH volumes (as an outcome) and WMH volumes of the automated WMH segmentation method (as a determinant) depended on scanner (as a categorical variable with each scanner being compared to all other scanners as the reference) by using linear regression analyses. Because of non-normal distribution, WMH volumes of each method and the reference WMH volumes were log-transformed. A significant interaction between the log transformed WMH volume of a method and a certain scanner (family wise error rate corrected p-value of <0.05), indicates that performance of that method (in terms of volumetric correspondence with the reference segmentation) was biased by the use of that scanner (compared to the other scanners).

Performance for different WMH lesion loads. In addition, the MRI scans of all subjects were stratified based on the Fazekas scale (Fazekas scale 1/2/3: n = 17/n = 18/n = 7). We then assessed whether the performance of each method was dependent on the WMH lesion load (i.e. Fazekas scale) using DSC, ICC and mean (absolute) volume differences. In addition, Bland-Altman plots were made to compare WMH volume of each method with the reference WMH volumes. Bland Altman plots provide a graphical representation of the amount of variation from the mean when comparing WMH volumes of the WMH segmentation methods and the reference segmentations. In these plots, a narrow width of the limits of agreement reflects a small amount of variation between WMH volumes of the WMH segmentation methods and the reference segmentations. The difference between WMH volumes of the WMH segmentation methods and the reference segmentation reflects over- or underestimation of the WMH segmentation methods. Both a change in the direction of WMH volume differences (i.e. positive or negative differences) as well as the distribution of WMH volume differences (narrow or wide) for different WMH lesion loads, can reflect performance of a WMH segmentation method to be dependent on the WMH lesion load.

Data availability
The data that support the findings of this study are available from the final author, upon reasonable request.
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