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Materials and Methods

Bayesian model strategies

We formally defined a strategy as a sequence of task-relevant operations composed of three primitives: O, C, and M. O and C choose a random open and closed bracket from the screen; a parameter ($\gamma$) determines how biased each one of these is towards a specific open or closed bracket. M searches through memory for the most recent unmatched bracket and then returns the opposing bracket of the same type. For example, the strategy $OOMM$ first chooses an open at random, then another open, then matches the second open, then matches the first open–this strategy correctly outputs only center-embedded recursive sequences. The strategy $OOCC$, on the other hand, is equally likely to generate center-embedded and crossed responses, $([], []), ([[]])$ and $([]), since C chooses an available “close” at random, regardless of whether it matches the most recent open. An $OOCC$ strategy is not hierarchical or embedded. This $OOCC$ strategy is simply knowing that the open brackets should come earlier than the close brackets, and would yield the same response pattern as an ordinal strategy. Similarly, $OMOM$ would generate sequences like $([])$, consistent with an associative chain strategy. We define a recursive strategy as one that results in choosing two open brackets and their matching types in order (e.g., $OOMM$).

The strategies allow for biases towards one specific bracket or another, as well as variable levels of noisiness. For instance, $OOMM$ could generate center-embedded structures that are biased to begin with “[” rather than a random open bracket; or it could make mistaken bracket-choices frequently. The analysis includes a parameter for each participant's “noisiness” as the probability that they make a choice inconsistent with the strategy they meant to use on a given trial. With this parameter, some incorrect responses, such as “([[])”, the participants have actually intended a correct center-embedded response, such as “([[])”. The converse is true as well: some center-embedded responses may have been an accident. By jointly fitting the participants’ intentions, noisiness, and bias together, the model can provide a more complete account of the full range of responses allowing us to more precisely determine what participants have actually learned.
Not including such biases and noise, the hypothesis space over which inference was performed consisted of all unique strategies that output 4 brackets, of which there are 12. Finally, we considered it likely that many participants used mixtures of strategies. To handle this, the model infers a distribution of response strategies for each subject.

The model was constructed to respect the grouping in the data—namely that individuals provide multiple responses and that multiple individuals come from each group (monkeys, US kids, US adults, and Tsimane’ adults). This allows us to determine what unique biases individuals of each group may have towards certain strategies. This analysis required three group-level latent parameters and three individual latent parameters which were partially pooled within groups. Figure S1 shows the structure of the model with each parameter in plate-diagram format. The three group variables inferred were: \( \beta_g \), a mean distribution over strategies; \( \alpha_g \), a clustering parameter specifying the homogeneity of the population around the mean distribution; and \( \eta_g \), a noise parameter specifying how often mistakes were made in following a strategy. The three variables inferred for participants were: \( \theta_p \), a distribution over strategies, dependent on \( \alpha_g \) and \( \beta_g \); \( \nu_p \), a noise parameter dependent on \( \eta_g \); and 3) \( \gamma_p \), a term capturing bias in choosing one type of bracket over another. The responses \( R_p \) of each individual, represented by counts of bracket-choices, are then drawn for each participant. This model’s structure, treating individuals as mixtures of strategies, is similar to Latent Dirichlet Allocation (43). We trained this model with the gradient-based MCMC algorithm NUTS (44). Since \( \beta_g \) and \( \theta_p \) are probability vectors representing the posterior probability over each strategy by each group and participant, it is easy to extract the probability that they were each using a recursive strategy in particular.

**Bayesian Model Structure**

The Bayesian model was structured hierarchically, with participants partially pooled by their group (monkey, US kids, US adults, Tsimane’ adults). The group variables inferred were \( \beta_g \), \( \alpha_g \), and \( \eta_g \). \( \beta_g \) is a probability vector over strategies, representing the group mean likelihood of using each of twelve possible strategy, and is drawn from a Dirichlet with a uniform prior. \( \alpha_g \) is a clustering parameter specifying how sparse or tightly the participants in a group cluster around their \( \beta_g \). It is drawn from an
Exponential distribution with parameter 0.1, representing a bias towards homogeneity of groups. $\eta_g$ is a scalar specifying the group-mean noise of implementing strategies, drawn from a Beta distribution with parameters $\alpha = 1, \beta = 9$, specifying a prior towards low levels of noise. This is because it is best to explain differences in responses in terms of strategy selection and rely on noise to explain differences in the data only if it’s necessary (both for explanatory purposes and to prevent over-fitting).

The participant-level variables were $\gamma_p$, $\theta_p$, $\nu_p$, and $R_p$. $\gamma_p$ determines how biased each strategy was towards starting with a particular open bracket, and is drawn from a uniform Beta distribution ($\alpha = 1, \beta = 1$). We did not determine bias for closed-brackets as participants across groups almost always picked open-brackets first, and we were most interested in differentiating between center-embedded and crossed responses, both of which start with an open bracket. More specifically $\gamma_p$ the first choice of an open bracket, $\eta$ specifies how likely that bracket is to be of one particular kind, e.g. “[” rather than “(”. $\gamma_p$ is drawn from a Beta distribution with a uniform prior. $\theta_p$ is a distribution over strategies, drawn from a Dirichlet with prior $\alpha^T \beta_g$. Given a set of strategies $S$, for each participant $p$ in group $g$, the model in full is below:

$$
\beta_g \sim \text{Dirichlet}(1)
$$

$$
\alpha_g \sim \text{Exponential}(0.1)
$$

$$
\eta_g \sim \text{Beta}(1, 9)
$$

$$
\gamma_p \sim \text{Beta}(1, 1)
$$

$$
\theta_p \sim \text{Dirichlet}(\alpha_g^T \beta_g)
$$

$$
\nu_p \sim \text{Beta}(1 - \eta_g, \eta_g)
$$

$$
R_p \sim \text{Multinomial}(F(\theta_p^T S, \nu_p, \gamma_p))
$$

The function $F$, used to calculate $R_p$, adds noise and bias to the responses of strategies. Noise is added to each strategy’s responses by determining every possible response’s likelihood of having resulted from following that strategy. More specifically,
responses that are more similar (have more overlap) to those that are intentionally output by the strategy are more likely to have been generated by that strategy. We define the distance \( D \) between two responses as the total number of places in their output they diverge — e.g., \( D=1 \) for \([()\)] and \([(())\)] and \( D=2 \) for \([()\)] and \([(())\)]. The probability that one output was “supposed” to be another output but got corrupted given a distance \( D \) and a noise-level \( \eta \) is \( \eta^D \times (1-\eta)^{4-D} \). These probabilities are factored into each strategy by marginalizing over all the possible response pairs and their distances from the intended responses of a given strategy, re-weighting each based on the corresponding likelihood of corruption. Bias is added into each strategy by up-weighting one open-bracket over another by a factor of \( \gamma \). So if \( \gamma \) is 0.2, for example, the first time \( O \) is called, one open bracket is called with probability 0.8 and the other is called with probability 0.2.

**Bayesian model training**

The Bayesian model was trained using PyMC3 (45), with the default MCMC algorithm NUTS. It was run for 2,000 steps with 500 tuning steps, and a thin of 10. The low number of samples is due to NUTS being a gradient-based MCMC technique, and thus requires many fewer steps to converge than classic MCMC algorithms. We ran two chains to test convergence, which we confirmed using standard diagnostics. 95% credible intervals for parameters were determined by taking the smallest range containing 95% of samples.

**Supplemental Results**

**Bayesian model results**

The full group-level means over strategies, represented by the parameter \( \beta_g \), is shown in Fig. S6. The inferred probabilities that individual participants were using each strategy, represented by the parameter \( \theta_p \), is shown in Fig. S7.

Using a spearman regression, we found a significant correlation between US kids’ performance on the memory task and their inferred memory noise from the model (spearman-\( \rho = -0.36, p < 0.05 \)). A plot of this effect is shown in Fig. S5, with a loess fit
to the points (because the relationship between the variables is, by necessity, non-linear).

There were differences between the group-level clustering parameter $\alpha$. A higher $\alpha$ value corresponds to individuals in a group more tightly clustering around their group mean — so having more similar strategies. US adults had by far the highest $\alpha$ ($M = 14.3$, $CI = [5.6, 27.2]$), followed by Tsimane’ adults ($M=6.5$, $CI=[2.6,18.9]$), US kids ($M = 3.6$, $CI = [2.6, 4.9]$), and then monkeys in experiment 2 ($M = 3.3$, $CI = [1.8, 5.7]$), see Fig. S8. It is intuitive that adults had the highest $\alpha$ — and thus were most tightly clustered — considering every adult was inferred to be using the strategy $OOMM$ with very high probability.

**Bayesian analysis of monkeys’ performance on Experiments 1 and 3**

We ran the same Bayesian analysis on monkeys’ responses in the first and third experiments to understand the extent to which they were using a recursive strategy to respond in either. The analysis of their performance in Experiment 1 provides evidence that they were not using a recursive strategy frequently. As shown in Fig. S3, the monkeys seemed to be using the non-recursive strategy $OOCC$ — generating both center-embedded and crossed responses — at a much higher rate ($M=0.39; CI=[0.20,0.53]$) than they used the recursive strategy $OOMM$ ($M=0.07, CI=[0.02, 0.15]$). Moreover, no individual monkey was inferred to use the strategy $OOMM$ at a rate above 0.08. The analysis further revealed that two of the monkeys made very few errors, with mean error rates on trials of 0.03 ($CI=[0.01,0.07]$) and 0.07 ($CI=0.03, 0.13$). However, the other monkey was inferred to be nearly random, with an error rate of 0.86 ($CI=[0.70, 0.95]$). This implies that two monkeys understood the task but did not generalize to a recursive strategy and the other monkey either did not understand the task or was not trying.

While the analysis of Experiment 2 provides evidence that monkeys eventually learned the recursive strategy with the same brackets, we were also interested in whether the monkeys generalized the recursive strategy to novel brackets in Experiment 3. As shown in Fig. S7, the monkeys used the non-recursive strategy $OOCC$ most frequently ($M=0.39; CI=[0.30,0.47]$), similar to the rate in Experiment 1. However, they also used the recursive strategy $OOMM$ at a much higher rate than in Experiment 1 ($M=0.17$, $CI=[0.09,0.26]$), though not quite as high as in Experiment 2. The posterior probability of
using $\text{OOMM}$ was higher than the prior for all three monkeys ($M_s = 0.14, 0.15, 0.20$), evidence that the monkeys were all explicitly using a recursive strategy at least some of the time. Beyoncé, the monkey who used a recursive strategy most frequently, was also the most noisy (as in the other two experiments), making at least one error on each trial with probability $0.42$ ($CI=[0.33,0.53]$). The other two monkeys again had insignificant inferred error rates by comparison, with both less than $0.05$.

**Additional analyses of monkey results**

Because multiple experiments were used to test for center-embedding in monkeys, we also wanted to test if across all experiments, the monkeys produced more center-embedded responses than crossed responses. We found that when we combined all three experiments, the monkeys were more likely to produce center embedded responses than chance (Binomial (two-tailed): Overall: $231/679, p < .001$) Additionally, the monkeys were more likely to produced center-embedded responses than crossed responses across all three experiments (Binomial (two-tailed): Overall: $231/409, p < .01$; see Fig. S1).
**Fig. S1.** The proportion of each possible response on transfer trials for monkeys, children, US Adults, and Tsimane’ adults. The monkey results show the total responses across all three experiments. Error bars represent the standard error of the mean.
**Fig. S2.** A plate diagram representation of the Hierarchical Bayesian Model. The group-level variables inferred are $\beta_g$, $\alpha_g$, and $\eta_g$. $\beta_g$ represents the group mean likelihood of using each strategy; $\alpha_g$ specifies how tightly the participants in a group cluster around their $\beta_g$; and $\eta_g$ represents the group-mean noise in implementing strategies. The participant-level variables are $\gamma_p$, $\theta_p$, and $\nu_p$. $\gamma_p$ determines how biased each strategy is towards starting with a particular open bracket; $\theta_p$ represents a participant’s likelihood of using each strategy; and $\nu_p$ specifies participants’ level of noise in responding.
Fig. S3. This plot displays the mean probability of using each strategy for monkeys in Experiment 1, as inferred by the Bayesian model. In the model, the vector of probabilities of strategy-use is represented by $\beta_g$. Error bars represent 95% credible intervals. The mean of the prior for each strategy is given by the dashed line ($y=1/12$).
**Fig. S4.** This plot displays the mean probability of using each strategy for monkeys in Experiment 3, as inferred by the Bayesian model. In the model, the vector of probabilities of strategy-use is represented by $\beta_g$. Error bars represent 95% credible intervals. The mean of the prior for each strategy is given by the dashed line ($y=1/12$).
Fig. S5. This figure displays the probability of making an error (y-axis) inferred by the Bayesian model on the y-axis, against the kids’ performance on the memory task (x-axis). The blue line shows the best-fit curve from a loess regression fit on the data.
**Fig. S6.** This plot displays the mean probability of using each strategy for each population, as inferred by the Bayesian model. In the model, the vector of probabilities of strategy-use for each group is represented by $\beta_g$. Error bars represent 95% credible intervals. The mean of the prior for each strategy is given by the dashed line ($y=1/12$).
**Fig. S7.** This figure shows the inferred probability of using each strategy (faceted) for individuals (x-axis, jittered). In the model, the vector of probabilities of strategy-use for each individual is represented by $\theta_g$. Error bars represent 95% credible intervals. The mean of the prior for each strategy is represented by dashed line.
**Fig. S8.** This figure displays the inferred $\alpha$ values from the model. These values indicate how similar the strategies of individuals in each population are. A higher $\alpha$ value indicates that participants are more tightly clustered around the group mean. Error bars are 95% credible intervals.
Fig. S9. The proportion of center-embedded, crossed, and tail-embedded responses for each monkey on the novel transfer trials by trial block across all three experiments. Each block represents 20 trials. Error bars represent the standard error of the proportion.
**Movie S1.** Example video of the recursion training and testing trials. This video shows a monkey completing one trial of each of the training trials as well as one of the non-differentially reinforced probe trials.
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