TO SPIKE OR NOT TO SPIKE: THE WHIMS OF THE WONHAM FILTER IN THE STRONG NOISE REGIME
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ABSTRACT. We study the celebrated Shiryaev-Wonham filter in its historical setup [Won64] where the hidden Markov jump process has two states. We are interested in the weak noise regime for the observation equation. Interestingly, this becomes a strong noise regime for the filtering equations.

Earlier results of the authors show the appearance of spikes in the filtered process, akin to a metastability phenomenon. This paper is aimed at understanding the smoothed optimal filter, which is relevant for any system with feedback. In particular, we demonstrate that there is a sharp phase transition between a spiking regime and a regime with perfect smoothing.
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1. Introduction

Filtering Theory addresses the problem of estimating a hidden process \( x = (x_t ; t \geq 0) \) which cannot be directly observed. At hand, one has access to an observation process which is naturally correlated to \( x \). The most simple setup, called the “signal plus noise” model, is the one where the observation process \( y^\gamma = (y^\gamma_t ; t \geq 0) \) is of the form

\[
dy^\gamma_t = x_t dt + \frac{1}{\sqrt{\gamma}} dB_t
\]

(1.1)

where \( B = (B_t ; t \geq 0) \) is a standard Wiener process and \( \gamma > 0 \). Moreover it is natural to assume that the noise is intrinsic to the observation system, so that the Brownian motion \( B = B^\gamma \) has no reason of being the same for different values of \( \gamma \). See Figure 1.1 for an illustration which visually highlights the difficulty of recognizing a drift despite Brownian motion fluctuations. In this paper we shall focus on the case where \( (x_t ; t \geq 0) \) is a pure jump Markov process on \( \{0, 1\} \) with càdlàg trajectories. We denote \( \lambda_p \) (resp. \( \lambda(1-p) \)) the jump rate between 0 and 1 (resp. between 1 and 0), with \( p \in (0, 1) \) and \( \lambda > 0 \). This is the historical setting of the celebrated Wonham filter [Won64, Eq. (19)].

In the mean square sense, the best estimator taking value in \( \{0, 1\} \) at time \( t \) of \( x_t \), given the observation \( (y^\gamma_s)_{s \leq t} \), is equal to

\[
\hat{x}^\gamma_t = 1_{\{\pi^\gamma_t > \frac{1}{2}\}}
\]

(1.2)

where \( \pi^\gamma_t \) is the conditional probability

\[
\pi^\gamma_t := \mathbb{P}\left(x_t = 1 \mid (y^\gamma_s)_{s \leq t}\right).
\]

(1.3)

Our interest lies in the situation where the intensity \( 1/\sqrt{\gamma} \) of the observation noise is small, i.e. \( \gamma \) is large. At first glance, one could argue that weak noise limits for the observation process are not that interesting because we are dealing with extremely reliable systems since they are subject to very little noise. This paper aims at demonstrating that this regime is interesting from both a theoretical and a practical point of view.

A motivating example. Let us describe a simple situation that falls into that scope and motivates our study. Consider for example a single classical bit – say, inside of a DRAM chip. The value of the bit is subject to changes, some of which are caused by CPU instructions and computations, some of which are due to errors. The literature points to spontaneous errors due to radiation, heat and various conditions [SPW09]. The value of that process is modeled by the Markov process \( x \) as defined above. Here, the process \( y^\gamma \) is the electric current received by a sensor on the chip, which monitors any changes. Any retroaction, for example code correction in ECC memory [KLK14, PKHM19], requires the observation during a finite window \( \delta > 0 \). And the reaction is at best instantaneous. For anything meaningful to happen, everything depends thus on the behavior of:

\[
\pi^\delta,\gamma_t := \mathbb{P}\left(x_{t-\delta} = 1 \mid (y^\gamma_s)_{s \leq t}\right),
\]

(1.4)
Figure 1.1. Numerical simulation of the hidden process $x$ and the observation process $y^\gamma$ for $\gamma = 10^2$. The challenge is to infer the drift of $y^\gamma$, in spite of Brownian noise and in a very short window. Parameters are $\lambda = 1.3$ and $p = 0.4$. There are $10^6$ time steps to discretize $[0, 10]$. The code is available at the online repository https://github.com/redachhaibi/Spikes-in-Classical-Filtering.

and instead to consider the estimator $\hat{x}_t^\gamma$ given by Eq. (1.2), we are left with the estimator

$$\hat{x}_t^{\delta, \gamma} = \mathbf{1}_{\{\pi_t^{\delta, \gamma} > \frac{1}{2}\}}.$$  

From an engineering point of view, it is the interplay between different time scales which is important in order to design a system with high performance: if the noise is weak, how fast can a feed-back response be? For a given process $z = (z_t; t \geq 0)$ with values in $[0, 1]$ we denote the hitting time of $(\frac{1}{2}, 1)$ by $T(z) := \inf \{t \geq 0; z_t > \frac{1}{2}\}$. Assume for example that initially $x_0 = 0$. For a given time $t > 0$, a natural problem is to estimate, as $\gamma \to \infty$, the probability to predict a false value of the bit given its value remains equal to 0 during
the time interval \([0, t]\), i.e.

\[
P (T(\hat{x}^{\delta, \gamma}) \leq t \mid T(x) > t) .
\]

(1.5)

1.1. **Informal statement of the result.** A consequence of the results of this paper is the precise identification of the regimes \(\delta := \delta(\gamma)\) for which the probability in (1.5) vanishes or not as \(\gamma \to \infty\):

- If \(\limsup_{\gamma \to \infty} \delta(\gamma) \frac{1}{\log \gamma} < 2\), i.e. \(\delta\) is too small, the retroaction/control system can be surprised by a spike, causing a misfire in detecting the regime change and the limiting error probability in Eq. (1.5) is equal to \(1 - \exp (-\lambda pt)\);

- If \(\liminf_{\gamma \to \infty} \delta(\gamma) \frac{1}{\log \gamma} > 2\), i.e. \(\delta\) is sufficiently large, the estimator will be very good at detecting jumps of the Markov process \(x\), the limiting error probability in Eq. (1.5) vanishing, however the reaction time will deteriorate.

While the literature usually focuses on \(L^2(\Omega)\) considerations for filtering processes, we focus on this article on pathwise properties of the filtering process under investigation when \(\gamma \to \infty\). Indeed, it is clear that the question addressed just above cannot be answered in an \(L^2(\Omega)\) framework only.

Let us now present in some informal way the reasons for which we have this difference of behavior. As it will be recalled later the process \(\pi^\gamma = (\pi^\gamma_t ; t \geq 0)\) satisfies in law

\[
d\pi^\gamma_t = -\lambda (\pi^\gamma_t - p) dt + \sqrt{\gamma} \pi^\gamma_t (1 - \pi^\gamma_t) dW_t ,
\]

(1.6)

where \(W = (W_t ; t \geq 0)\) is a Brownian motion with a now strong parameter \(\sqrt{\gamma}\) in front of it. This is the so called Shiryaev-Wonham filtering theory. As shown in [BCC+22], when \(\gamma\) goes to infinity the process \(\pi^\gamma\) converges in law to an unusual and singular process in a suitable topology (see Figure 1.2). Indeed as exhibited in the figure, the limiting process is the Markov jump process \((x_t ; t \geq 0)\) but decorated with vertical lines, called spikes, whose extremities are distributed according an inhomogeneous point Poisson process. As we can observe on Figure 1.3 if \(\delta\) is sufficiently large, the spikes in the process \(\pi^\gamma, \delta\) are suppressed while if \(\delta\) is sufficiently small they survive. The spikes are responsible of the non vanishing error probability in Eq. (1.5) since they are interpreted by the estimator \(\hat{x}^{\delta, \gamma}\) as a jump from 0 to 1 of the process \(x\). The fact that the transition between the two regimes is precisely \(2 \frac{\log \gamma}{\gamma}\) is more complicated to explain without going into computational details. Building on our earlier results, we examine hence in this paper the effect of smoothing and the relevance of various time scales required for filtering, smoothing and control in the design of a system with feedback.

**Remark 1.1** (Duality between weak and strong noise). *Notice that the observation equation (1.1) has a factor \(\frac{1}{\sqrt{\gamma}}\), while the filtering equation (1.6) has a factor \(\sqrt{\gamma}\). This is a well-known duality between the weak noise limit in the observation process and the strong noise limit filtered state.*
Figure 1.2. “The whims of the Wonham filter”: Informally, on a very short time interval, it is difficult to distinguish between a change in the drift of $y^\gamma$ and an exceptionnal time of Brownian motion. The figure shows a numerical simulation of the process $(\pi^\gamma_t ; t \geq 0)$ for the same realization of $x$ as Fig. 1.1. Same time discretization. This time we chose the larger $\gamma = 10^4$ to highlight spikes.

In fact, when analyzing the derivation of the Wonham-Shiryaev filter, this is simply due to writing:

$$dy^\gamma_t = \frac{1}{\sqrt{\gamma}} (dB_t + \sqrt{\gamma}x_tdt) =: \frac{1}{\sqrt{\gamma}}dW^Q_t,$$

and using the Girsanov transform to construct a new measure $Q$, for the Kallianpur-Streibel formula, under which $W^Q$ is a Brownian motion – [VH07, Chapter 7].

1.2. Literature review of filtering theory in the $\gamma \to \infty$ regime. The understanding of the behavior of the classical filter for jump Markov processes with small Brownian observation noise has attracted some attention in the 90’s. Most of the work focused on the long time regime [Won64, KL92, KZ96, AZ97b, AZ97a, Ass97], by studying for example stationary measures, asymptotic stability or transmission rates. In the case where the jump Markov process is replaced by a diffusion process with a signal noise, possibly small, [Pic86, AZ98] study the efficiency (in the $L^2$ sense and at fixed time) of some asymptotically optimal filters. In [PZ05] are obtained quenched large deviations principles for the distribution of the optimal filter at a fixed time for one dimensional nonlinear filtering in the small observation noise regime – see also [RBA22]. In a similar context Atar obtains in [Ata98] some non-optimal upper bounds for the asymptotic rate of stability of the filter.

Going through the aforementioned literature one can observe that the term $\log(\gamma)/\gamma$ already appears in those references. Indeed the quantities of interest include the (average)
Figure 1.3. Numerical simulation of the process \( \eta^\delta_{\gamma}; t \geq 0 \) for the same realization of \( x \) as Fig. 1.1. Same time discretisation. We have \( \gamma = 10^4 \) and \( \delta_{\gamma} = C \log\gamma \gamma \), with \( C \in \{\frac{1}{2}, 1, 2, 4, 8\} \).

long time error rate [Ass97, Eq. (1.4)]

\[
\alpha^* = \lim_{t \to \infty} \frac{1}{t} \int_0^t \min(\pi^\gamma_s, 1 - \pi^\gamma_s) ds
\]

or the probability of error in long time ([Won64] and [KZ96, Theorem 1’])

\[
P_{err}(\gamma) = \lim_{t \to \infty} \inf_{\zeta \in L_\infty (F_t^\gamma)} P(\zeta \neq x_t) = \lim_{t \to \infty} P(\hat{x}_t \neq x_t)
\]

or the long time mean squared error [Gol00]

\[
E_{mse}(\gamma) = \lim_{t \to \infty} \inf_{\zeta \in L_\infty (F_t^\gamma)} \mathbb{E}(\zeta - x_t)^2 = \lim_{t \to \infty} \mathbb{E}(\eta^\gamma_t - x_t)^2.
\]
Here $\mathcal{F}^y$ denotes the natural filtration of $y = y^\gamma$. These quantities are shown to be of order $\log(\gamma)/\gamma$ up to a constant which is related to the invariant measure of $x$ and some relative entropy but which is definitively not 2 – see [Gol00, Eq. (3)]. Note that all these quantities are of asymptotic nature and their analysis goes through the invariant measure. Beyond the appearance of the quantity $\log(\gamma)/\gamma$, which is fortuitous, our results are of a completely different nature since we want to obtain a sharp result on a fixed finite time interval. Also, due to the spiking phenomenon and the singularity of the involved processes, there is no chance that the limits can be exchanged.

To the best of the authors’ knowledge, this paper is the first of its kind to aim for a trajectorial description of the limit, in the context of classical filtering theory. However, the spiking phenomenon has first been identified in the context of quantum filtering [Mab09, Fig. 2] and more specifically, for the control and error correction of qubits. The spiking phenomenon is already seen as a possible source of error where correction can be made while no error has occurred. To quote [Mab09, Section 4], when discussing the relevance of the optimal Wonham filter in the strong noise regime, it “is not a good measure of the information content of the system, as it is very sensitive to the whims of the filter”.

Then, in the studies of quantum trajectories\(^1\) with strong measurement, a flurry of developments have recently taken place, following the pioneering works of Bauer, Bernard and Tilloy [TBB15, BBT16]. Strong interaction with the environment, which is natural in the quantum setting, corresponds to a strong noise in the quantum trajectories.

Note that, the SDEs are the same when comparing classical to quantum filtering. Nevertheless, the noise has a fundamentally different nature. And there is no hidden process $x$ in the quantum setting. See [BBC\(^+\)21, BCC\(^+\)22] for a recent account and more references on the quantum literature.

2. Statement of the problem and Main Theorem

2.1. The Shiryaev-Wonham filter. Let us start by presenting the Shiryaev-Wonham filter and refer to [Won64, Lip01, VH07] for more extensive material.

2.1.1. General setup. In this paragraph only, we present the Shiryaev-Wonham filter on $n$ states, which will allow to highlight the structural aspects of Eq. (1.6) and later make comments on the general setting. In general, one considers a Markov process $x = (x_t ; t \geq 0)$ on a finite state space $E = \{x_1, x_2, \ldots, x_n\}$ and a continuous observation process $y^\gamma$ of the usual additive form “signal plus noise”:

$$dy^\gamma_t := G(x_t) dt + \frac{1}{\sqrt{\gamma}} dB_t .$$

Here $G : E \to \mathbb{R}$ is a function taking distinct values for identifiability purposes. The filtered state is given by:

$$\rho^\gamma_t(x_i) := \mathbb{P}\left( x_t = x_i \mid (y^\gamma_s)_{s \leq t} \right) .$$

\(^1\)Mathematically speaking quantum trajectories are (multi)-dimensional diffusion processes with a special form of the drift and volatility.
The generator of $x$ is denoted by $\mathcal{L}$. The claim of the Shiryaev-Wonham filter is that the filtering equation becomes:

$$
d\rho_t^\gamma(x_i) = \sum_j (\rho_j^\gamma(x_j)\mathcal{L}(x_j, x_i) - \rho_i^\gamma(x_i)\mathcal{L}(x_i, x_j))\,dt + \sqrt{\gamma}\rho_t^\gamma(x_i) (G(x_i) - \langle \rho_t^\gamma, G \rangle)\,dW_t.
$$

(2.1)

Here $W$ is the innovation process, and is a $\mathcal{F}_\gamma$-standard Brownian motion. The quantity $\langle \rho_t^\gamma, G \rangle$ denotes the expectation of $G$ with respect to the probability measure $\rho_t^\gamma$. Throughout the paper, we only consider $E = \{0, 1\}$, i.e. the two state regime.

2.1.2. Two states. In this case, all the information is contained in 

$$
\pi_t^\gamma := \rho_t^\gamma(1) = \mathbb{P}(x_t = 1 \mid (y_s^\gamma)_{s \leq t}).
$$

Making explicit in this case Eq. (2.1) we observe that is has exactly the same type of dynamic as the one studied in the authors’ previous paper \cite{BCC+22}. Using the notation

$$
\mathcal{L} = \begin{pmatrix}
-\lambda_{0,1} & \lambda_{0,1} \\
\lambda_{1,0} & -\lambda_{1,0}
\end{pmatrix},
$$

we have indeed that Eq. (2.1) can be rewritten as

$$
d\pi_t^\gamma = -\lambda(\pi_t^\gamma - p)\,dt + \sqrt{\gamma}\sigma\pi_t^\gamma (1 - \pi_t^\gamma)\,dW_t,
$$

where

$$
\lambda = \lambda_{0,1} + \lambda_{1,0}, \quad p = \lambda_{1,0}/\lambda, \quad \sigma = G^1 - G^0.
$$

(2.2)

Without loss of generality, we shall assume $\sigma = 1$ in the rest of the paper. Also $(G^0, G^1) = (0, 1)$. In the end, our setup is indeed given by Eq. (1.1) and (1.6), which we repeat for convenience:

$$
\begin{align*}
dy_t^\gamma &= x_t\,dt + \frac{1}{\sqrt{\gamma}}dB_t, \\
d\pi_t^\gamma &= -\lambda(\pi_t^\gamma - p)\,dt + \sqrt{\gamma}\pi_t^\gamma (1 - \pi_t^\gamma)\,dW_t.
\end{align*}
$$

(2.3) (2.4)

**Remark 2.1.** The invariant probability measure $\mu$ of the Markov process $x$ solves

$$
\mathcal{L}^*\mu = 0 \iff \mu = \begin{pmatrix} p \\ 1 - p \end{pmatrix}.
$$

Without any computation, this is intuitively clear, as setting $\gamma \to 0$ yields an extremely strong observation noise and no noise in the filtering equation:

$$
d\pi_t^{\gamma=0} = -\lambda(\pi_t^{\gamma=0} - p)\,dt
$$

whose asymptotic value is $p$. Informally, this says that, in the absence of information, the best estimation of the law $\mathcal{L}(x_t)$ in long time is the invariant measure. This is essentially the content of \cite[Theorem 4]{Chi06}, which holds for a Shiryaev-Wonham filter with any finite number of states.
2.1.3. Innovation process. The innovation appearing in the SDE is the $\mathcal{F}^\gamma$-Brownian motion obtained as:

$$dW_t = \sqrt{\gamma} (dy_t - \langle G, \rho_t \rangle dt) = dB_t + \sqrt{\gamma} (G(x_t) - \langle G, \rho_t \rangle) dt .$$

With the simplifying assumption that $(G^0, G^1) = (0, 1)$, we obtain:

$$dW_t = dB_t + \sqrt{\gamma} (x_t - \pi^\gamma_t) dt . \quad (2.5)$$

2.2. Trajectorial strong noise limits and the question. Eq. (1.6) falls in the scope of [BCC+22] which treats the strong noise limits of a large class of one-dimensional SDEs. There the authors give a general result for SDEs not necessarily related to filtering theory. More precisely, the result is two-fold. On the one hand, the process $\pi^\gamma$ converges in a weak “Lebesgue-type” topology to a Markov jump process. On the other hand, if one considers a strong “uniform-type” it is possible to capture the convergence to a spike process.

Fixing an arbitrary horizon time $H > 0$. The weaker topology uses the distance:

$$d_L(f, g) := \int_0^H (|f(t) - g(t)| \wedge 1) dt , \quad (2.6)$$

inducing the Lebesgue $L^0$ topology on the compact set $[0, H]$. Notice that the previous paper [BCC+22] deals with an infinite time horizon. Of course, the restricted topology is the same.

The stronger topology is defined by using the Hausdorff distance for graphs. In this paper, a graph is nothing but a closed (hence compact) subset $G = \bigcup_{t \in [0, H]} \{t \times G_t\}$ of $[0, H] \times [0, 1]$, where $G_t = \{x \in [0, 1] ; (t, x) \in G\}$ denotes the slice of the graph $G$ at time $t$. The Hausdorff distance $d_H(G, G')$ between two graphs $G$ and $G'$ is then defined by:

$$d_H(G, G') := \inf \left\{ \varepsilon > 0 \mid G \subset G' + \varepsilon \mathbb{B} , \ G' \subset G + \varepsilon \mathbb{B} \right\} = \max \{d(z, G'), d(z', G)\} \quad (2.7)$$

where $\mathbb{B}$ is the unit ball of $\mathbb{R}^2$ and, for $a \in \mathbb{R}^2$ and $B \subset \mathbb{R}^2$, $d(a, B) = \inf_{b \in B} \|a - b\|$. This distance is the appropriate one which allow to capture the spiking process. Indeed, when interpreting in terms of processes, this distance corresponds to the distance associated to the convergence of the graph of the processes. Spikes are then understood as vertical lines for the limit of $\pi^\gamma$. Those lines are of Lebesgue measure zero and cannot be enlightened by smoothing measure of type $d_L$. Note that usual topology of stochastic convergence process as Skorohod topology are useless in this context due to the singularity of the limiting processes as it as been pointed out in [BCC+22].

Such convergences were established thanks to a convenient (but fictitious) coupling of the processes $(\pi^\gamma ; \gamma > 0)$ for different $\gamma > 0$. In contrast, the filtering problem has a natural coupling for different $\gamma > 0$ which is given by the observation equation (1.1). In this context, let us state a small adaptation of the theorem:

**Theorem 2.2** (Variant of the Main Theorem of [BCC+22]). There is a two-faceted convergence.

In the \( L^0 \) topology and in probability, we have the following convergence:

\[
(\pi_t^\gamma ; 0 \leq t \leq H) \xrightarrow{\gamma \to \infty} (x_t ; 0 \leq t \leq H).
\]

Equivalently, that is to say

\[
\forall \varepsilon > 0, \lim_{\gamma \to \infty} \mathbb{P}(d_L(\pi^\gamma, x) > \varepsilon) = 0.
\]

Here \( x_0 \in \{0, 1\} \) is Bernoulli distributed with parameter \( \pi_0^\gamma \) the initial condition\(^2\) of \( \pi^\gamma \).

In the Hausdorff topology for graphs and in law, we have that the graph of

\[
(\pi_t^\gamma ; 0 \leq t \leq H)
\]

converges to a spike process \( X = \bigcup_{t \in [0,H]} \left(t \times X_t \right) \) described by Fig. 2.1.

In the Hausdorff topology for graphs and in law, we have that the graph of

\( \mathring{x}^\gamma = (\mathring{x}_t^\gamma ; 0 \leq t \leq H) \), defined by Eq. (1.2), converges to another singular random closed set \( \mathring{X} = \bigcup_{t \in [0,H]} \left(t \times \mathring{X}_t \right) \) where

\[
\mathring{X}_t = \{0, 1\}1_{\{X_t \cap [0,\frac{1}{2}) \neq \emptyset, X_t \cap (\frac{1}{2}, 1] \neq \emptyset\}} + \{0\}1_{\{X_t \subset [0,\frac{1}{2})\}} + \{1\}1_{\{X_t \subset (\frac{1}{2}, 1]\}}.
\]

\(^2\)We assume \( \pi_0^\gamma \) independent of \( \gamma \).
Notice that the first convergence is in the weaker Lebesgue-type topology and holds in probability i.e. on the same probability space. The second and third convergences are in the stronger uniform-type topology, however they only hold in law.

**Pointers to the proof.** The second point is indeed a direct corollary of [BCC+22] since almost sure convergence after a coupling implies convergence in law, regardless of the coupling. Although this coupling will be used in the paper further down the road, the reader should not give it much thought for the moment.

The third point is also immediate modulo certain subtleties. Recalling that \( \hat{x}_t^\gamma = \mathbb{1}_{\{\pi_t^\gamma > \frac{1}{2}\}} \) and that the graph of \( \pi^\gamma \) converges to the random closed set \( X \), it suffices to apply the Mapping Theorem [Bil13, Theorem 2.7]. Indeed, a spike \( X_t \subset [0,1] \) is mapped to either \{0\}, \{1\} or \{0,1\} when examining the range of the indicator \( \mathbb{1}_{\pi_t^\gamma > \frac{1}{2}} \) on \( X_t \). However, when invoking the Mapping Theorem, one needs to check that discontinuity points of the map \( \mathbb{1}_{\cdot > \frac{1}{2}} \) have measure zero for the law of \( X \). This is indeed true since there are no spikes of height \( \frac{1}{2} \) almost surely.

The first point, although simpler and intuitive, does not come from [BCC+22]. In the case of filtering, the process \( x \) is intrinsically defined, and we require the use of the specific coupling given by the additive model (1.1). Let us show how the result is reduced to a single claim. The result is readily obtained from the Markov inequality and the \( L^1(\Omega) \) convergence:

\[
\lim_{\gamma \to \infty} \mathbb{E} d_L(\pi_t^\gamma, x) = 0 .
\]

The above convergence itself only requires the definition of \( d_L \) in Eq. (2.6), Lebesgue’s dominated convergence theorem and the claim

\[
\forall t > 0, \lim_{\gamma \to \infty} \mathbb{E} |\pi_t^\gamma - x_t|^2 = 0 . \tag{2.8}
\]

In order to prove Claim (2.8), recall that by definition \( \pi_t^\gamma \) is a conditional expectation:

\[
\pi_t^\gamma = \mathbb{P}(x_t = 1 \mid (y^\gamma_s)_{s \leq t}) = \arg\min_{c \in \mathcal{F}^\gamma_t} \mathbb{E}(\mathbb{1}_{x_t = 1} - c)^2 = \arg\min_{c \in \mathcal{F}^\gamma_t} \mathbb{E}(x_t - c)^2 .
\]

At this stage, let \( \varepsilon > 0 \) and let us introduce the process \( z^\varepsilon = (z_t^\varepsilon ; t \geq \varepsilon) \) defined for all \( t \geq \varepsilon \) by

\[
z_t^\varepsilon = \frac{1}{\varepsilon} \int_{t-\varepsilon}^t dy_t^\gamma .
\]

This process is clearly \((\mathcal{F}_t^\gamma)_{t \geq \varepsilon}\) adapted, so for all \( t \geq \varepsilon \), by definition of \( \pi_t^\gamma \)

\[
\mathbb{E} |\pi_t^\gamma - x_t|^2 \leq \mathbb{E} |z_t^\varepsilon - x_t|^2 = \mathbb{E} \left| \frac{1}{\varepsilon} \int_{t-\varepsilon}^t dy_t^\gamma - x_t \right|^2
\]
\[
\begin{align*}
&= \mathbb{E} \left| \frac{1}{\varepsilon} \int_{t-\varepsilon}^{t} x_s ds - x_t + \frac{1}{\varepsilon \sqrt{\gamma}} \int_{t-\varepsilon}^{t} dB_s \right|^2 \\
\leq 2\mathbb{E} \left| \frac{1}{\varepsilon} \int_{t-\varepsilon}^{t} x_s ds - x_t \right|^2 + 2\mathbb{E} \left| \frac{1}{\varepsilon \sqrt{\gamma}} \int_{t-\varepsilon}^{t} dB_s \right|^2 \\
&= 2\mathbb{E} \left| \frac{1}{\varepsilon} \int_{t-\varepsilon}^{t} (x_s - x_t) ds \right|^2 + \frac{2}{\varepsilon \gamma} \\
\leq 2\mathbb{E} \left| \frac{1}{\varepsilon} \int_{t-\varepsilon}^{t} \mathbf{1}_{\{x_s \neq x_t\}} ds \right|^2 + \frac{2}{\varepsilon \gamma} \\
\leq 2\mathbb{P}(x \text{ jumps at least one time during } [t-\varepsilon, t]) + \frac{2}{\varepsilon \gamma}.
\end{align*}
\]

Note that we have used that for \( \varepsilon \leq s \leq t, \)
\[
\{x_s \neq x_t\} \subset \{x \text{ jumps at least one time during } [t-\varepsilon, t]\}.
\]

Taking \( \gamma \to \infty \) then \( \varepsilon \to 0 \) proves Claim (2.8). \( \square \)

We can now formally state the question of interest:

**Question 2.3.** For different regimes of \( \delta = \delta \gamma \) and \( \gamma \), how do the spikes behave in the stochastic process (1.4)? Basically, we need an understanding of the tradeoff between spiking and smoothing. The intuition is that there are two regimes:

- The slow feedback regime: the smoothing window \( \delta \) is large enough so that the optimal estimator \( \pi_{\delta, \gamma} \) correctly estimates the hidden process \( x \).
- The fast feedback regime: the smoothing window \( \delta \) is too small so that \( \pi_{\delta, \gamma} \) does not correctly estimate the hidden process \( x \). One does observe the effect of spikes.

### 2.3. Main Theorem.

Our finding is that there is sharp transition between the slow feedback regime and the fast feedback regime:

**Theorem 2.4 (Main theorem).** As long as \( \delta \gamma \to 0 \), we have the convergence in the \( L^0 \) topology and in probability, as in the first item of Theorem 2.2:

\[
\left( \pi_{\delta, \gamma}^{\delta, \gamma} ; 0 \leq t \leq H \right) \xrightarrow{\gamma \to \infty} (x_t ; 0 \leq t \leq H).
\]  

However, in the stronger topologies, there exists a sharp transition when writing:

\[
\delta = C \frac{\log \gamma}{\gamma}.
\]

The following convergences hold in the Hausdorff topology on graphs in \([0, H] \times [0, 1]\):

- (Fast feedback regime) If \( C < 2 \), smoothing does not occur and we have convergence in law to the spike process:

\[
\lim_{\gamma \to \infty} \pi_{\delta, \gamma} = X.
\]
• (Slow feedback regime) If \( C > 2 \), smoothing occurs and we have convergence:
\[
\lim_{\gamma \to \infty} \pi^{\delta, \gamma} = x.
\]

This convergence holds equivalently for the usual \( M_2 \) Skorohod topology and for the Hausdorff topology on graphs.

Sketch of proof. The proof given in Theorem 2.2 carries verbatim to proving (2.9). We will not be repeat it.

For the rest of the paper, since we only need to establish convergences in law, for the Hausdorff topology, it is more convenient to prove almost sure convergence for any coupling of the Wiener process \( B = B^\gamma \) in Eq. (1.1). Equivalently, we can choose a coupling of \( W = W^\gamma \), which we take as the Dambis-Dubins-Schwarz coupling of [BCC+22]. In that setting, we know that \( \lim_{\gamma \to \infty} \pi^\gamma = X \).

In Section 3, we give in Proposition 3.1 a derivation of \( \pi^{\delta, \gamma} \) in terms of the process \( \pi^{0, \gamma} = (\pi^\gamma_t ; t \geq 0) \). This will allow for an informal discussion explaining the phenomenon via a certain damping factor \( \int_0^t a^\gamma \).

Before the core of the proof, we do some preparatory work in Section 4, where we prove that only the damping term needs to be analyzed and give a trajectorial decomposition.

The core of the proof is in Section 5. The proof of the first statement is in Subsection 5.3, while the proof of the second statement is in Subsection 5.4.

2.4. Further remarks.

On the transition: Without much change in the proof, one can consider \( C = C_\gamma \) depending on \( \gamma \). In that setting, the fast feed-back regime and the slow feed-back regime correspond respectively to
\[
\lim_{\gamma \to \infty} \sup C_\gamma < 2 \quad \text{and} \quad \lim_{\gamma \to \infty} \inf C_\gamma > 2.
\]

Furthermore, one could ask the question of what happens at exactly the transition and if there is possible zooming around the constant \( C_\gamma = 2 \). We chose to consider the matter beyond the scope of the paper.

Away from the transition: Because of the monotonicity of the damping, as a positive integral, one can easily deduce what is happening if \( C_\gamma \) remains away from the threshold constant 2.

Is the convergence to the spike process only in law as \( \gamma \to \infty \)? Not in probability or almost surely? This point is rather subtle and we mainly choose to sweep it under the rug. Nevertheless, let us make the following comment. In the context of filtering, the spikes correspond to exceptionally fast points of the Brownian motion appearing in the noise \( B = B^\gamma \). Let us assume that for some (unphysical) reason, \( B^\gamma \) remains the same i.e. one can perfectly tune the strength of the noise at will. For different \( \gamma \), the spikes appear as functionals of the Brownian motion \( B \) at different scales. Therefore,
we argue that there is no hope for obtaining a natural trajectorial limit to the spike process as \( \gamma \to \infty \).

**On the general Wonham-Shiryaev filter:** It is a natural question to generalize our Main Theorem to the Wonham-Shiryaev filter with \( n \) states from Eq. (2.1). However, the mathematical technology dealing with the spiking phenomenon in a multi-dimensional setting is an open problem still under investigation.

### 3. Smoothing transform

We shall express the equation satisfied by (1.4). The general theory is given in [Lip01, Chapter 9]. For \( s \leq t \) we write:

\[
\pi_{s,t}^{\gamma} := \pi_{s,t}^{\gamma}(1) = \mathbb{P}(x_s = 1 \mid (y_s^{\gamma})_{s \leq t}) .
\]

and, in particular, the process defined by Eq. (1.4) is such that

\[
\pi_{t-\delta_t,t}^{\delta_t,\gamma} = \pi_{t-\delta_t}^{\gamma} .
\]

**Proposition 3.1.** For any \( 0 \leq s \leq t \) we have that

\[
\pi_{s,t}^{\gamma} = \pi_{t}^{\gamma} e^{-\int_{s}^{t} a_u^{\gamma} du} + \int_{s}^{t} \lambda_{0,0} \frac{\pi_u^{\gamma}}{1-\pi_u} e^{-\int_{u}^{s} a_v^{\gamma} dv} du \tag{3.1}
\]

where the instantaneous damping term is given by

\[
a_u^{\gamma} := a(\pi_u^{\gamma}) = \lambda_{1,0} \frac{\pi_u^{\gamma}}{1-\pi_u} + \lambda_{0,1} \frac{1-\pi_u^{\gamma}}{\pi_u} . \tag{3.2}
\]

**Proof.** To simplify notation, during the proof we forget the dependence in \( \gamma \) and denote, for all \( \alpha \in \{0, 1\} \)

\[
\Pi_{s,t}(\alpha) := \mathbb{P}(x_s = \alpha \mid (y_s^{\gamma})_{s \leq t}) , \quad \Pi_t(\alpha) := \mathbb{P}(x_t = \alpha \mid (y_s^{\gamma})_{s \leq t}) .
\]

Thanks to [Lip01, Theorem 9.5], we have:

\[
\partial_s \Pi_{s,t} = -\Pi_s \mathcal{L} \left[ \frac{\Pi_{s,t}}{\Pi_t} \right] + \frac{\Pi_{s,t}}{\Pi_t} \mathcal{L}^* [\Pi_s] ,
\]

which we will specialize to the point \( \alpha = 1 \). Note that:

\[
\Pi_{s,t}(1) = \pi_{s,t} ,
\]

\[
\mathcal{L} \left[ \frac{\Pi_{s,t}}{\Pi_t} \right] (1) = \lambda_{1,0} \frac{\Pi_{s,t}(0)}{\Pi_t(0)} - \lambda_{1,0} \frac{\Pi_{s,t}(1)}{\Pi_t(1)}
\]

\[
= \lambda_{1,0} \left( \frac{1-\pi_{s,t}}{1-\pi_t} - \frac{\pi_{s,t}}{\pi_t} \right) ,
\]

\[
\mathcal{L}^* [\Pi_s] (1) = \lambda_{0,1} \Pi_s(0) - \lambda_{1,0} \Pi_s(1)
\]

\[
= \lambda_{0,1} (1-\pi_s) - \lambda_{1,0} \pi_s .
\]
Resuming the computation:

$$\partial_s \pi_{s,t} = -\pi_s \lambda_{1,0} \left( \frac{1 - \pi_{s,t}}{1 - \pi_s} - \pi_{s,t} \right) + \frac{\pi_{s,t}}{\pi_s} (\lambda_{0,1} (1 - \pi_s) - \lambda_{1,0} \pi_s)$$

$$= -\lambda_{1,0} \frac{\pi_s}{1 - \pi_s} - \pi_s \lambda_{1,0} \left( \frac{-\pi_{s,t}}{1 - \pi_s} - \pi_{s,t} \right) + \frac{\pi_{s,t}}{\pi_s} (\lambda_{0,1} (1 - \pi_s) - \lambda_{1,0} \pi_s)$$

$$= -\lambda_{1,0} \frac{\pi_s}{1 - \pi_s} + \pi_s \lambda_{1,0} \frac{1}{1 - \pi_s} + \pi_{s,t} \left( \lambda_{0,1} \left( \frac{1}{1 - \pi_s} - 1 \right) - \lambda_{1,0} \right)$$

$$= -\lambda_{1,0} \frac{\pi_s}{1 - \pi_s} + \pi_{s,t} a_s \ .$$

One recognizes an ordinary differential equation in the variable $s$, with $s \leq t$. Upon solving, we have:

$$\pi_{s,t} = \pi_t e^{-\int_s^t a_u \, du} + \int_s^t \lambda_{1,0} \frac{\pi_u}{1 - \pi_u} e^{-\int_u^t a_v \, dv} \, du .$$

This is exactly the result. \qed

**Remark 3.2.** Recall Eq. (3.2). Notice the exact derivative:

$$\int_s^t \lambda_{0,1} \frac{1 - \pi_u}{\pi_u} e^{-\int_s^u a_v \, dv} \, du + \int_s^t \lambda_{1,0} \frac{\pi_u}{1 - \pi_u} e^{-\int_u^t a_v \, dv} \, du = \int_s^t a_u e^{-\int_u^t a_v \, dv} \, du = 1 - e^{-\int_s^t a_u \, du} .$$

**Corollary 3.3.** We have a dual expression:

$$1 - \pi_{s,t}^\gamma = (1 - \pi_t^\gamma) e^{-\int_s^t a_v^\gamma \, dv} + \int_s^t \lambda_{0,1} \frac{1 - \pi_u^\gamma}{\pi_u} e^{-\int_u^t a_v^\gamma \, dv} \, du .$$

We have:

$$\pi_{s,t}^\gamma = x_t + (\pi_t^\gamma - x_t) e^{-\int_s^t a_v^\gamma \, dv} - x_t (1 - e^{-\int_s^t a_v^\gamma \, dv}) + \int_s^t \lambda_{1,0} \frac{\pi_u^\gamma}{1 - \pi_u} e^{-\int_u^t a_v^\gamma \, dv} \, du$$

$$= x_t + (\pi_t^\gamma - x_t) e^{-\int_s^t a_v^\gamma \, dv} + (1 - x_t)(1 - e^{-\int_s^t a_v^\gamma \, dv}) - \int_s^t \lambda_{0,1} \frac{1 - \pi_u^\gamma}{\pi_u} e^{-\int_u^t a_v^\gamma \, dv} \, du .$$

In a single expression, one can write:

$$\pi_{s,t} = x_t + (\pi_t^\gamma - x_t) e^{-\int_s^t a_v^\gamma \, dv}$$

$$+ \mathbb{1}_{\{x_t = 0\}} \int_s^t \lambda_{1,0} \frac{\pi_u^\gamma}{1 - \pi_u} e^{-\int_u^t a_v^\gamma \, dv} \, du - \mathbb{1}_{\{x_t = 1\}} \int_s^t \lambda_{0,1} \frac{1 - \pi_u^\gamma}{\pi_u} e^{-\int_u^t a_v^\gamma \, dv} \, du .$$

**Proof.** The dual expression is obvious by symmetry or using the following exact derivative from Remark 3.2:

$$\pi_{s,t} = \pi_t e^{-\int_s^t a_v \, dv} + \int_s^t a_u e^{-\int_u^t a_v \, dv} \, du - \int_s^t \lambda_{0,1} \frac{1 - \pi_u}{\pi_u} e^{-\int_u^t a_v \, dv} \, du$$

$$+ \mathbb{1}_{\{x_t = 0\}} \int_s^t \lambda_{1,0} \frac{\pi_u}{1 - \pi_u} e^{-\int_u^t a_v \, dv} \, du - \mathbb{1}_{\{x_t = 1\}} \int_s^t \lambda_{0,1} \frac{1 - \pi_u}{\pi_u} e^{-\int_u^t a_v \, dv} \, du .$$
\[ = \pi_t e^{-f'_u a_u du} + 1 - e^{-f'_u a_u du} - \int_s^t \frac{1 - \pi_u}{\pi_u} e^{-f''_u a_v dv} du . \]

For the final expressions in Eq. (3.3), write:

\[ \pi_{s,t} = \pi_t e^{-f'_s a_u du} + \int_s^t \lambda_{1,0} \frac{\pi_u}{1 - \pi_u} e^{-f''_s a_v dv} du \]
\[ = x_t + (\pi_t - x_t) e^{-f'_s a_u du} - x_t \left(1 - e^{-f'_s a_u du}\right) + \int_s^t \lambda_{1,0} \frac{\pi_u}{1 - \pi_u} e^{-f''_s a_v dv} du . \]

This yields the first one. The second is obtained via Remark 3.2. \(\square\)

**Intuition:** Whenever there is no jump on \([t - \delta, t],\) all spikes are of size \(< 1.\) If \(\pi_t^\gamma\) is collapsing on 0, then:

\[ \int_{t-\delta}^t \lambda_{1,0} \frac{\pi_u^\gamma}{1 - \pi_u^\gamma} \exp \left(-\int_{t-\delta}^u a_v^\gamma dv\right) du = o(1) \]

and reciprocally when the collapse is on 1. From the previous corollary, we thus have:

\[ \pi_t^{\delta,\gamma} = x_t + (\pi_t^\gamma - x_t) e^{-D_t^\gamma} + o(1) \]

where the damping term is given by

\[ D_t^\gamma = \int_{t-\delta}^t a_u^\gamma du = \int_{t-\delta}^t \left\{ \lambda_{1,0} \frac{\pi_u^\gamma}{1 - \pi_u^\gamma} + \lambda_{0,1} \frac{1 - \pi_u^\gamma}{\pi_u^\gamma} \right\} du . \]  \hspace{1cm} (3.5)

Assuming that the damping term \(D^\gamma\) converges to some limiting process \(D\) we expect that

\[ \lim_{\gamma \to \infty} \pi_t^{\delta,\gamma} = x_t + (X_t - x_t) e^{-D_t} . \]  \hspace{1cm} (3.6)

Above, the limiting graph is defined by its slice at time \(t,\) which is given by \(X_t\) translated by \(x_t\) and then rescaled by a factor \(e^{-D_t},\) and then translated by \(x_t\) again.

Informally, there are three cases:

- **Slow feedback:** \(D = \infty\) and therefore
  \[ \lim_{\gamma \to \infty} \pi_t^{\delta,\gamma} = x_t . \]

- **Transitory regime:** \(D\) is non-trivial and therefore
  \[ \lim_{\gamma \to \infty} \pi_t^{\delta,\gamma} = x_t + (X_t - x_t) e^{-D_t} , \]
  with \(D\) having a statistic which needs to be analyzed. This analysis is beyond the scope of this paper as mentioned in Subsection 2.4.

- **Fast feedback:** \(D = 0\) and therefore
  \[ \lim_{\gamma \to \infty} \pi_t^{\delta,\gamma} = X_t . \]
4. Reduction to the control of the damping term

Here we prove a useful intermediary step, which informally says that:

\[ \pi_t^{\delta,\gamma} \approx x_t + (\pi_t^\gamma - x_t) e^{-D_t^\gamma}. \]  

(4.1)

This is the combination of two simplifying facts:

- During jumps, Hausdorff proximity is guaranteed. Indeed, the graph of the spike process and \( x \) are very close in the Hausdorff sense and they take the full segment \([0,1]\) vertically. Thus no matter where \( \pi_{s,t} \) is, the Hausdorff distance will be small.
- If \(|t-s| \to 0\), away from jumps, the remainder benefits from smoothing.

Once this is established, we only need to control the damping term \( D^\gamma \) outside from small spikes. Let us now make these informal statements rigorous.

Let us start with few notations and conventions. If \( f : t \in I \mapsto f_t \in [0,1] \) is a function defined on a closed subset \( I \) of \([0,H]\), we denote by \( G(f) \) its graph:

- If \( f \) is a continuous function then we define its graph by \( G(f) = \{(t,f_t) ; t \in I\} \).
- If \( f \) is a càdlàg function then, by denoting by \( \mathcal{D}_f \) the set of discontinuous points of \( f \), we define its graph by \( G(f) = \{(t,f_t) ; t \in I \setminus \mathcal{D}_f \} \cup \{t\} \times [0,1] \).

We recall that the slice at time \( t \) of a graph \( G \) is denoted by \( G_t \). In order to simplify the notations, we write \( G^\gamma = G(\pi^{\delta,\gamma}) \) for the graph induced by the process of interest (which has continuous trajectories). And we write \( G^{C,\infty} = G(C,\infty) \) is the candidate for the limiting graph, either the completed graphs \( X \) (if \( C < 2 \)) or \( G(x) \) (if \( C > 2 \)). By the convention above, in the definition of \( G(x) \), the graph induced by the process \( x \), we add a vertical bar when there is a jump. We define also \( G^{\gamma,\circ} \) the graph whose slice at time \( t \in [\delta, H] \) is given by

\[ G^{\gamma,\circ}_t := G_t(x) + (\pi_t^\gamma - x_t) e^{-D_t^\gamma}. \]  

(4.2)

and the empty set if \( t \in (0, \delta) \). Observe in particular that \( G^{\gamma,\circ} \) contains the vertical bar \([0,1]\) when there is a jump of \( x \). We define also the graph \( G^{\gamma,\diamond} \) whose slice at time \( t \in [\delta, H] \) is given by

\[ G^{\gamma,\diamond}_t := G_{t-\delta}(x) + (\pi_{t-\delta}^\gamma - x_{t-\delta}) e^{-D_t^\gamma}. \]  

(4.3)

The following formalises the informal statement of Eq. (4.1):

**Proposition 4.1.** Consider a coupling such that almost surely

\[ \lim_{\gamma \to \infty} d_L(\pi^\gamma, x) = 0, \]  

(4.4)

\[ \lim_{\gamma \to \infty} d_H(G(\pi^\gamma), X) = 0. \]  

(4.5)

Then, almost surely:

\[ \lim_{\gamma \to \infty} d_L(\pi^{\delta,\gamma}, x) = 0, \]  

(4.6)
\[
\lim_{\gamma \to \infty} d_H(\mathcal{G}^\gamma, \mathcal{G}^{\gamma, \circ}) = 0. 
\] (4.7)

**Proof.** Let \( J_1, J_2, \ldots \) be the successive jump times of \( x \) and denote by \( N = \sup\{i \geq 1 \mid J_i \leq H\} < \infty \) the number of jumps in the time interval \([0, H]\). It is easy to prove that

\[
\lim_{\eta \to 0} \Pr\left( \inf_{i \leq N} |J_i - J_{i-1}| \geq 2\eta \right) = 1.
\]

On the event \( \Omega_\eta = \{\inf_{i \leq N} |J_i - J_{i-1}| \geq 2\eta\} \) we define then the compact sets for \( \varepsilon < \eta \):

\[
J_\varepsilon := \bigcup_{i=1}^N [J_i - \varepsilon, J_i + \varepsilon], \quad J^{\square}_\varepsilon := J_\varepsilon \times [0, 1],
\]

\[
K_\varepsilon := [0, H] \setminus \bigcup_{i=1}^N (J_i - \varepsilon, J_i + \varepsilon), \quad K^{\square}_\varepsilon := K_\varepsilon \times [0, 1].
\]

By Theorem 1.12.15 in [Bar06] we have that for any compact subsets \( A, B, C, D \) of \([0, H] \times [0, 1]\),

\[
d_H(A \cup B, C \cup D) \leq \max \{d_H(A, C), d_H(B, D)\}. \quad (4.8)
\]

Since \( \mathcal{G}^\gamma = (\mathcal{G}^\gamma \cap J^{\square}_\varepsilon) \cup (\mathcal{G}^\gamma \cap K^{\square}_\varepsilon) \) (and similarly for \( \mathcal{G}^{\gamma, \circ} \) replaced by \( \mathcal{G}^{\gamma, \circ} \)) it follows that

\[
d_H(\mathcal{G}^\gamma, \mathcal{G}^{\gamma, \circ}) \leq d_H(\mathcal{G}^\gamma \cap J^{\square}_\varepsilon, \mathcal{G}^{\gamma, \circ} \cap J^{\square}_\varepsilon) + d_H(\mathcal{G}^\gamma \cap K^{\square}_\varepsilon, \mathcal{G}^{\gamma, \circ} \cap K^{\square}_\varepsilon).
\]

Hence we only have to prove that on each event \( \Omega_\eta \):

\[
\lim_{\varepsilon \to 0} \limsup_{\gamma \to \infty} d_H(\mathcal{G}^\gamma \cap J^{\square}_\varepsilon, \mathcal{G}^{\gamma, \circ} \cap J^{\square}_\varepsilon) = 0,
\]

and

\[
\lim_{\varepsilon \to 0} \limsup_{\gamma \to \infty} d_H(\mathcal{G}^\gamma \cap K^{\square}_\varepsilon, \mathcal{G}^{\gamma, \circ} \cap K^{\square}_\varepsilon) = 0. \quad (4.10)
\]

**Step 1: Hausdorff proximity away from the jump times: proof of Eq. (4.10)**

**Step 1.1: Spikes are of size less than \( 1 - \varepsilon \) with high probability.**

Let \( M^* \) be the largest length of a spike:

\[
M^* := \max_{t \in [0, H]} \max_{y \in \mathbb{X} \setminus \mathcal{G}_t(x)} \{|y| \mathbb{1}_{x_t=0}, (1 - |y|) \mathbb{1}_{x_t=1}\}. \quad (4.11)
\]

From the explicit description of the law of \( X \), \( M^* \) is the maximum decoration of a Poisson process on \([0, H] \times [0, 1]\) with intensity

\[
\left(p \mathbb{1}_{x_t=0} + (1 - p) \mathbb{1}_{x_t=1}\right) \lambda dt \otimes \frac{dm}{m^2}.
\]

Upon conditioning on the process \( x \), and considering the definition of a Poisson process [Kin92, §2.1], notice that that the number of points falling inside \([0, H] \times (1 - \eta, 1)\) is a Poisson random variable with parameter

\[
\int_{[0, H] \times (1 - \eta, 1)} \left(p \mathbb{1}_{x_t=0} + (1 - p) \mathbb{1}_{x_t=1}\right) \lambda dt \otimes \frac{dm}{m^2}.
\]
As such, the event \( \{ M^* \leq 1 - \eta \} \) corresponds to having this Poisson random variable being zero, so that:

\[
\begin{align*}
\mathbb{P}(M^* \leq 1 - \eta) &= \mathbb{E}\exp\left( - \int_{[0,H] \times (1-\eta,1)} (p \mathbb{1}_{\{x_t=0\}} + (1-p) \mathbb{1}_{\{x_t=1\}}) \lambda dt \otimes \frac{dm}{m^2} \right) \\
&= \mathbb{E}\exp\left( -\lambda \left( 1/(1-\eta) - 1 \right) \int_0^H (p \mathbb{1}_{\{x_t=0\}} + (1-p) \mathbb{1}_{\{x_t=1\}}) dt \right) \\
&= \mathbb{E}\exp\left( -\frac{\lambda \eta}{1-\eta} \int_0^H (p \mathbb{1}_{\{x_t=0\}} + (1-p) \mathbb{1}_{\{x_t=1\}}) dt \right) \\
&\geq \exp\left( -\frac{\lambda \eta}{1-\eta} H \max(p, 1-p) \right).
\end{align*}
\]

As such, it is clear that from Eq. (4.12) that

\[
\lim_{\eta \to 0} \mathbb{P}(M^* \leq 1 - \eta) = 1.
\]

We observe now, by definition of Hausdorff distance, that for any \( t \in K_\varepsilon \) and \( u \in [t-\delta, t] \) there exists \( s \in [0,H] \) and \( x \in \mathbb{X} \) such that

\[
\| (s, x) - (u, \pi_u) \|^2 = |s - u|^2 + |x - \pi_u|^2 \leq d_H^2 (G(\pi), \mathbb{X}).
\]

From the definition of \( M^* \), it implies that

\[
\sup_{t \in K_\varepsilon} \sup_{x_t=0} \pi_u \leq M^* + d_H (G(\pi), \mathbb{X})
\]

and

\[
\inf_{t \in K_\varepsilon} \inf_{x_t=1} \pi_u \geq (1 - M^*) - d_H (G(\pi), \mathbb{X}).
\]

Let us then denote the event

\[
\Omega'_\eta := \Omega_\eta \cap \{ M^* \leq 1 - 2\eta \}
\]

which satisfies, \( \liminf_{\eta \to 0} \mathbb{P}(\Omega'_\eta) = 1 \), and on which we have

\[
\min(M_0^{\gamma}, M_1^{\gamma}) \geq 2\eta - d_H (G(\pi), \mathbb{X})
\]

where

\[
M_0^{\gamma} := \inf_{t \in K_\varepsilon} \inf_{x_t=0} (1 - \pi_u) \quad \text{and} \quad M_1^{\gamma} := \inf_{t \in K_\varepsilon} \inf_{x_t=1} \pi_u.
\]

Notice in particular that:

\[
\limsup_{\gamma \to \infty} \frac{1}{M_0^{\gamma}} + \frac{1}{M_1^{\gamma}} \leq \frac{1}{\eta}.
\]

**Step 1.2:**
Recall Eq. (3.4). For \( t \in [\delta, H] \backslash J_\varepsilon \), on the event \( \Omega'_{\eta} \), we have thanks to Eq. (4.15), that
\[
\left| \pi_t^{\delta, \gamma} - \left( x_t + (\pi_t^\gamma - x_t) e^{-D_t^\gamma} \right) \right|
\leq \mathbb{1}_{\{x_t=0\}} \int_{t-\delta}^t \lambda_{1,0} \frac{\pi_u^\gamma}{1 - \pi_u^\gamma} du + \mathbb{1}_{\{x_t=1\}} \int_{t-\delta}^t \lambda_{0,1} \frac{1 - \pi_u^\gamma}{\pi_u^\gamma} du
\leq \left( \frac{1}{M_0} + \frac{1}{M_1} \right) \left[ \mathbb{1}_{\{x_t=0\}} \int_{t-\delta}^t \pi_u^\gamma du + \mathbb{1}_{\{x_t=1\}} \int_{t-\delta}^t (1 - \pi_u^\gamma) du \right]
\leq \left( \frac{1}{M_0} + \frac{1}{M_1} \right) \int_{t-\delta}^t |\pi_u^\gamma - x_u| du
\leq \left( \frac{1}{M_0} + \frac{1}{M_1} \right) \delta_\gamma.
\]

The step marked with (*) holds because there is no jump during \( [t - \delta, t] \) for \( t \in K_\varepsilon \) as soon as \( \delta_\gamma < \varepsilon \). Taking limits and using Eq. (4.16), we conclude that:
\[
\limsup_{\gamma \to \infty} \sup_{t \in K_\varepsilon} \left| \pi_t^{\delta, \gamma} - \left( x_t + (\pi_t^\gamma - x_t) e^{-D_t^\gamma} \right) \right| \leq \limsup_{\gamma \to \infty} \frac{\delta_\gamma}{\eta} = 0.
\]

This limit holds on \( \Omega'_{\eta} \) for all \( \eta > 0 \). We have thus proven that away from jumps the Hausdorff distance tends to zero. This concludes the proof of Eq. (4.10).

**Step 2: Proof of Eq. (4.6)**

From the definition of the distance \( d_L \)
\[
d_L(\pi^{\delta, \gamma}, x) = \int_0^H \left| \pi_t^{\delta, \gamma} - x_t \right| dt
\leq 2\varepsilon N + \int_{K_\varepsilon} \left| \pi_t^{\delta, \gamma} - x_t \right| dt
\leq 2\varepsilon N + d_L(\pi^\gamma, x) + \int_{K_\varepsilon} \left| \pi_t^{\delta, \gamma} - \left( x_t + (\pi_t^\gamma - x_t) e^{-D_t^\gamma} \right) \right| dt.
\]

Now notice that because \( \lim_{\gamma \to \infty} d_L(\pi^\gamma, x) = 0 \) and the estimate from Eq. (4.17), we have:
\[
\limsup_{\gamma \to \infty} d_L(\pi^{\delta, \gamma}, x) \leq 2\varepsilon N
\]
for all \( \varepsilon > 0 \), and \( N < \infty \) almost surely. This concludes the proof of Eq. (4.6).

**Step 3: Hausdorff proximity around jump times: proof of Eq. (4.9)**
Thanks to the triangular inequality, to prove Eq. (4.9), it is sufficient to prove that
\[
\limsup_{\gamma \to \infty} d_H \left( G^\gamma, J^\square \right) \lesssim \varepsilon
\] (4.18)
and
\[
\limsup_{\gamma \to \infty} d_H \left( G^{\gamma \circ}, J^\square \right) \lesssim \varepsilon .
\] (4.19)

For Eq. (4.18), it is then sufficient to show that on \( \Omega_{\eta} \):
\[
\forall t \in J_\varepsilon, \ \exists (s, y) \in J^\square, \ \left| (t, \pi^{\delta_{\gamma}, \gamma}_t) - (s, y) \right| \lesssim \varepsilon ,
\] (4.20)
\[
\forall (t, x) \in J^\square, \ \exists s \in J_\varepsilon, \ \left| (s, \pi^{\delta_{\gamma}, \gamma}_s) - (t, x) \right| \lesssim \varepsilon .
\] (4.21)

The first inequality (4.20) is readily obtained by noticing that \( J^\square \) contains vertical lines at the moment of jumps:
\[
\bigcup_i \{J_i\} \times [0, 1] \subset J^\square.
\]
As such, we simply need to pick \( s = J_i \) and \( y = \pi^{\delta_{\gamma}, \gamma}_t \), where \( i \) is such that \( t \in [J_i - \varepsilon, J_i + \varepsilon] \).

For the second inequality (4.21) we notice that we can assume that \( t \) is a jump time of \( x \) since any \( (t, x) \in J^\square \) is at distance at most \( \varepsilon \) from a jump time. Hence we assume \( t = J_i \) for some \( i \). Observe now that
\[
\inf_j \inf_{s \in [J_j - \varepsilon, J_j + \varepsilon]} |x_s - \pi^{\delta_{\gamma}, \gamma}_s| \\
\leq \frac{1}{2\varepsilon} \sum_j \int_{s \in [J_j - \varepsilon, J_j + \varepsilon]} |x_s - \pi^{\delta_{\gamma}, \gamma}_s| ds \\
\leq \frac{1}{2\varepsilon} \int_0^H |x_s - \pi^{\delta_{\gamma}, \gamma}_s| ds
\]
which goes to 0 as \( \gamma \) goes to infinity by Eq. (4.6). Observe that the process \( x \) takes different values in \([J_i - \varepsilon, J_i]\) and in \((J_i, J_i + \varepsilon]\). The previous bound implies that
\[
\forall 1 \leq j \leq N, \ \exists s, s' \in [J_j - \varepsilon, J_j + \varepsilon] \text{ s.t. } \pi^{\delta_{\gamma}, \gamma}_s \leq \eta_\gamma, \quad 1 - \pi^{\delta_{\gamma}, \gamma}_s \leq \eta_\gamma
\] (4.22)
where \( \lim_{\gamma \to \infty} \eta_\gamma = 0 \). Because \( \pi^{\delta_{\gamma}, \gamma} \) is continuous, the Intermediate Value Theorem states that Eq. (4.21) is satisfied for \( \gamma \) large enough. Hence we have proved Eq. (4.18).

To prove Eq. (4.19), we recall that \( G^{\gamma \circ} \) contains the vertical bar \([0, 1]\) when there is a jump of \( x \). It follows then immediately that
\[
\forall (t, x) \in G^{\gamma \circ}, \ \exists (s, y) \in J^\square, \ \left| (t, x) - (s, y) \right| \lesssim \varepsilon ,
\] (4.23)
\[
\forall (t, x) \in J^\square, \ \exists (s, y) \in G^{\gamma \circ} \cap J^\square, \ \left| (t, x) - (s, y) \right| \lesssim \varepsilon ,
\] (4.24)
and Eq. (4.19) follows. \( \square \)
5. Proof of Main Theorem: Study of the damping term

We have reduced the proof of the main theorem to the establishment of the two following facts:

- If $C < 2$ then
  \[
  \lim_{\gamma \to \infty} D_\gamma^\gamma t = 0 ,
  \]  
  for the relevant times $t$, which correspond to a spike.
- If $C > 2$ then
  \[
  \lim_{\gamma \to \infty} D_\gamma^\gamma t = \infty ,
  \]
  again, for the relevant times $t$.

In order to prove these two facts we need to ...

5.1. Decomposition of trajectory. Recall that without loss of generality, we are assuming the almost sure convergence of $\pi^\gamma$ to the spike process $X$ – see the discussion in the sketch of proof of the Main Theorem 2.4. Let $\varepsilon > 0$ be a positive sufficiently small number, which will be taken to zero at the end of the proof. We define a sequence of stopping times with $T^\gamma_0(\varepsilon) = 0$ and, by recurrence on $j \geq 1$,

\[
S^\gamma_{j-1}(\varepsilon) := \inf \left\{ t \geq T^\gamma_{j-1}(\varepsilon) \mid \pi^\gamma_t \leq \varepsilon \text{ or } \pi^\gamma_t \geq 1 - \frac{\varepsilon}{2} \right\} ,
\]

\[
T^\gamma_j(\varepsilon) := \inf \left\{ t \geq S^\gamma_{j-1}(\varepsilon) \mid \pi^\gamma_t \geq \varepsilon \text{ and } \pi^\gamma_t \leq 1 - \varepsilon \right\} .
\]

To enlighten the notation, dependence in $\gamma$ and $\varepsilon$ of these stopping times is usually omitted. The $T_j$'s have to be understood as the beginnings of spikes (or jumps), and the $S_j$'s have to be understood as the end of spikes (or jumps). There exists a finite random variable $N := N^\gamma_\varepsilon$ such that $S_N > H$, i.e. there are $N$ intervals $[T_j, S_j]$ completely included in $[0, H]$. Indeed, we know from our previous work, that $\pi^\gamma$ converges a.s. to $X$ for the Hausdorff topology on graphs as $\gamma$ goes to infinity. Also, for any $\varepsilon > 0$, there are finitely many spikes with size between $\varepsilon$ and $1 - \varepsilon$. Therefore $N^\gamma_\varepsilon$ is necessary a.s. bounded independently of $\gamma$. As noted in the previous paper, hitting times of open sets are continuous observables for this topology.

Let us start with a useful lemma, which shows that the damping does not need to be controlled outside the excursion intervals $\bigsqcup_j [T_j, S_j]$.

**Lemma 5.1.** Assume $0 \leq d_H(\pi^\gamma, X) \leq \varepsilon < \eta < \frac{1}{2}$. For all $t \in [0, H] \setminus \bigsqcup_j [T_j, S_j]$, we have:

\[
|\pi^\gamma_t - x_t| \leq \varepsilon ,
\]

on the event $\{M^* < 1 - 2\eta\} \cap \Omega_\eta$.

**Proof.** By definition, we have for such times $t$:

\[
\pi^\gamma_t \wedge (1 - \pi^\gamma_t) \leq \varepsilon ,
\]

so that the natural estimator $\hat{x}_t := 1_{\{\pi^\gamma_t > \frac{1}{2}\}}$ is easily determined.
By definition of Hausdorff, there exists a pair \( (s, x) \in [0, H] \times X_s \) such that
\[
|t - s|^2 + |x - \pi^\gamma_t|^2 \leq d_H(\pi^\gamma, X)^2,
\]
which implies
\[
|x - \hat{x}_t| \leq |x - \pi^\gamma_t| + |\pi^\gamma_t - \hat{x}_t| \leq d_H(\pi^\gamma, X) + \varepsilon \leq 2\varepsilon.
\]
On the event \( \{M^* < 1 - 2\eta\} \), it entails that
\[
|x - x_s| \leq M^* < 1 - 2\eta.
\]
Necessarily
\[
|x_s - \hat{x}_t| < 1 - 2\eta + 2\varepsilon < 1,
\]
which amounts to equality. Using that \( |s - t| \leq \varepsilon < \eta \), there are no jumps between \( s \) and \( t \) on the event \( \Omega_\eta \). We thus have \( x_s = x_t = \hat{x}_t \).

We consider the event \( \bar{\Omega}_\eta \) such that for \( X \) all the spikes have size between \( \eta \) and \( 1 - \eta \) and the inter-distance between successive spikes/jumps is at least \( 2\eta \). By definition of \( X \)

**Figure 5.1.** Decomposition of trajectory.
we have that
\[ \lim_{\eta \to 0} \mathbb{P}(\tilde{\Omega}_\eta) = 1. \]

For any \( \varepsilon < \eta \) let us consider
\[ I = I_\varepsilon := \{ j \in \{1, \ldots, N_\varepsilon^\varepsilon \} : [T_j, S_j] \cap K_\varepsilon \neq \emptyset \}. \]  

**Separation argument:** A single segment \([T_j, S_j]\) corresponds, in the large \( \gamma \) limit, to either a spike of size larger than \( \varepsilon \), or a jump. Because \([T_j, S_j] \cap K_\varepsilon \neq \emptyset \), we are far from jumps and the segment \([T_j, S_j]\) necessarily corresponds to a spike. Notice that multiple \([T_j, S_j]\) can correspond to the same spike – see Fig. 5.2. However, a single spike \( \{s\} \times \mathbb{X}_s \) of size larger than \( \varepsilon \) in the limiting process determines multiple \([T_j, S_j]\). For a spike \( \{s\} \times \mathbb{X}_s \), with \( 0 \leq s \leq H \), we denote them by \( I_\varepsilon(s) \) the finite set:

\[ I_\varepsilon(s) := \{ j \in \mathbb{N} \mid [T_j, S_j] = [T_j^\gamma, S_j^\gamma] \} \text{ asymptotically coalesces to the spike } \{s\} \times \mathbb{X}_s. \]

Now because of the Hausdorff convergence of \( \pi^\gamma \) to \( \mathbb{X} \) and the fact that spikes larger than \( \varepsilon \) are separated by a random constant \( S_\varepsilon > 0 \), we have that:

\[ s \neq s' \implies d(\bigcup_{j \in I_\varepsilon(s)} [T_j, S_j], \bigcup_{j \in I_\varepsilon(s')} [T_j, S_j]) > S_\varepsilon - d_H(\mathcal{G}(\pi^\gamma), \mathbb{X}). \]
Thanks to this, supposing the spike at \( s \) is starting from 0, i.e. \( \pi_{T_j} = \varepsilon \), we can strengthen the claim:

\[
\forall u \in [T_j, S_j], \quad 1 - \frac{\varepsilon}{2} \geq \pi_u^\gamma
\]

for any \( j \in I_s \) to

\[
\forall u \in [T_j, S_j \cup (T_j + S_e - d_{\Xi}(G(\pi^\gamma), X))], \quad 1 - \frac{\varepsilon}{2} \geq \pi_u^\gamma .
\] (5.4)

**Proposition 5.2.** Recall the definition of the damping term \( D^\gamma \) given in Eq. (3.5) and of the set \( I_{\varepsilon}^\gamma \) in Eq. (5.3). Assume that either

\[
C < 2 \quad \text{and} \quad \forall \varepsilon > 0, \quad \lim_{\gamma \to \infty} \sup_{j \in I_{\varepsilon}^\gamma} \sup_{t \in [T_j, S_j]} D_t^\gamma = 0
\]

(5.5)

or

\[
C > 2 \quad \text{and} \quad \forall \varepsilon > 0, \quad \lim_{\gamma \to \infty} \inf_{j \in I_{\varepsilon}^\gamma} \inf_{t \in [T_j, S_j]} D_t^\gamma = \infty .
\]

Then we have

\[
\lim_{\gamma \to \infty} d_{\Xi}(G^\gamma, G^\infty) = 0
\]

**Proof.** By Proposition 4.1 and triangular inequality it is sufficient to prove

\[
\lim_{\gamma \to \infty} d_{\Xi}(G^{\gamma, \circ}, G^\infty) = 0 .
\]

**Case 1:** \( C < 2 \). Then \( G^\infty = X \) and thanks to the triangular inequality:

\[
d_{\Xi}(G^{\gamma, \circ}, X) \leq d_{\Xi}(G^{\gamma, \circ}, G(\pi^\gamma)) + d_{\Xi}(G(\pi^\gamma), X) .
\]

The second term goes to zero thanks to Theorem 2.2 of [BCC+22]. It thus suffices to show that

\[
\lim_{\gamma \to \infty} d_{\Xi}(G^{\gamma, \circ}, G(\pi^\gamma)) = 0 .
\] (5.7)

As such, starting with the definition of Hausdorff distance:

\[
d_{\Xi}(G^{\gamma, \circ}, G(\pi^\gamma)) = \sup_{a \in G^{\gamma, \circ}} \{ d(a, G(\pi^\gamma)), d(b, G^{\gamma, \circ}) \}
\]

\[
\leq \sup_{a \in G^{\gamma, \circ}} d(a, G(\pi^\gamma)) + \sup_{b \in G(\pi^\gamma)} d(b, G^{\gamma, \circ})
\]

\[
\leq \sup_{a \in G^{\gamma, \circ} \cap K_{\varepsilon}^{\circ}} d(a, G(\pi^\gamma)) + \sup_{a \in G^{\gamma, \circ} \cap K_{\varepsilon}^{\circ}} d(a, G(\pi^\gamma))
\]

\[
+ \sup_{b \in G(\pi^\gamma) \cap K_{\varepsilon}^{\circ}} d(b, G^{\gamma, \circ}) + \sup_{b \in G(\pi^\gamma) \cap K_{\varepsilon}^{\circ}} d(b, G^{\gamma, \circ}) .
\]

(5.8)

On \( K_{\varepsilon}^{\circ} \), we are dealing with graphs of functions, so that

\[
\sup_{a \in G^{\gamma, \circ}} d(a, G(\pi^\gamma)) = \sup_{t \in K_e} d \left( x_t + (\pi_t^\gamma - x_t) e^{-D_t^\gamma}, G(\pi^\gamma) \right)
\]

\[
\leq \sup_{t \in K_e} \left| x_t + (\pi_t^\gamma - x_t) e^{-D_t^\gamma} - \pi_t^\gamma \right|
\]
where the inequality comes from a ‘slice by slice’ bound. The same argument gives that
\[
\sup_{b \in G(\gamma \ominus \delta, \gamma)} d(b, G^{\gamma, \omega}) \leq \sup_{t \in K_e} \left| x_t + (\pi_t^\gamma - x_t) e^{-D_t^\gamma} - \pi_t^\gamma \right|.
\]
Recalling Eq. (5.8), we get
\[
\lim_{b \to \infty} \sup_{t \in K_e} \left| x_t + (\pi_t^\gamma - x_t) e^{-D_t^\gamma} - \pi_t^\gamma \right| + \sup_{a \in J_0^\gamma} d(a, G(\gamma)) + \sup_{b \in G(\gamma) \cap J_0^\gamma} d(b, G^{\gamma, \omega})
\]
\[
\leq 2 \sup_{t \in K_e} |\pi_t^\gamma - x_t| \left( 1 - e^{-D_t^\gamma} \right)
\]
Therefore, by sending \(\varepsilon\) to infinity, Eq. (5.7) is proved once we show
\[
\lim_{\gamma \to \infty} \sup_{a \in J_0^\gamma} d(a, G(\gamma)) = 0.
\]
Because \(G^{\gamma, \omega}\) contains the set of vertical lines \(J_0^\gamma\), sup \(d(b, G^{\gamma, \omega}) = 0\). Regarding the term sup \(d(a, G(\gamma))\), we know that
\[
\forall 1 \leq j \leq N, \quad \exists s, s' \in [J_j - \varepsilon, J_j + \varepsilon] \text{ s.t. } \pi_s^\gamma \leq \eta, \quad 1 - \pi_{s'}^\gamma \leq \eta,
\]
with \(\lim_{\gamma \to \infty} \eta = 0\). This claim can be proved exactly as for Eq. (4.22), replacing \(\pi^\delta, \gamma\) by the simpler process \(\pi^\gamma\) during the proof. Since \(\pi^\gamma\) has continuous trajectories, the Intermediate Value Theorem implies that
\[
\lim_{\gamma \to \infty} \sup_{a \in J_0^\gamma} d(a, G(\gamma)) = 0.
\]
Therefore, by sending \(\varepsilon\) to 0 after sending \(\gamma\) to infinity, Eq. (5.7) is proved once we show that
\[
\lim_{\varepsilon \to 0} \lim_{\gamma \to \infty} \sup_{t \in K_e} |\pi_t^\gamma - x_t| \left( 1 - e^{-D_t^\gamma} \right) = 0.
\]
Observe now that
\[
\sup_{t \in K_e} |\pi_t^\gamma - x_t| \left( 1 - e^{-D_t^\gamma} \right)
\]
\[
\leq \sup_{j \leq N} \left\{ \sup_{t \in K_e \cap [T_j, S_j]} |\pi_t^\gamma - x_t| \left( 1 - e^{-D_t^\gamma} \right) + \sup_{t \notin [T_j, S_j]} |\pi_t^\gamma - x_t| \right\}
\]
In the last line we used also Eq. (5.3). Because of the inequality
so that it remains only to prove that

Case 2: $C > 2$. Here $G^\infty = G(x)$. The proof in this case is slightly different. By Eq. (4.8), we have that

$$d_H(G^{\gamma_o \cap J^\square} \cap J^\square, G(x) \cap K^\square) = 0$$

Since the graphs $G(x)$ and $G^{\gamma_o}$ contain both the set $J^\square_0$ of vertical lines, we get easily that

$$\limsup_{\varepsilon \to 0} \limsup_{\gamma \to \infty} d_H(G^{\gamma_o \cap J^\square} \cap J^\square) = 0$$

and

$$\limsup_{\varepsilon \to 0} d_H(G(x) \cap J^\square_0, J^\square) = 0$$

so that it remains only to prove that

$$\limsup_{\varepsilon \to 0} \limsup_{\gamma \to \infty} d_H(G^{\gamma_o \cap K^\square} \cap G(x) \cap K^\square) = 0$$

Since, on $K_\varepsilon$, we are dealing with the graphs of functions, we give a bound ‘slice by slice’:

$$d_H(G^{\gamma_o} \cap K^\square_0, G(x) \cap K^\square_0) \leq \sup_{\gamma \in K_\varepsilon} |\pi_t^\gamma - x_t| e^{-D_t^\gamma} - x_t$$

$$\leq \sup_{\gamma \in K_\varepsilon} |\pi_t^\gamma - x_t| e^{-D_t^\gamma}$$

$$\leq \sup_{\gamma \in K_\varepsilon} \sup_{t \in [T_j, S_j]} e^{-D_t^\gamma} + \sup_{t \in [T_j, S_j]} |\pi_t^\gamma - x_t|$$

$$\leq \exp \left( - \inf_{\gamma \in K_\varepsilon} \sup_{t \in [T_j, S_j]} D_t^\gamma \right) + \sup_{t \in [T_j, S_j]} |\pi_t^\gamma - x_t|$$

Thanks to Lemma 5.1, we find on the good event:

$$d_H(G^{\gamma_o} \cap K^\square_0, G(\pi^\gamma) \cap K^\square_0) \leq \varepsilon + \exp \left( - \inf_{\gamma \in K_\varepsilon} \sup_{t \in [T_j, S_j]} D_t^\gamma \right)$$
Recall Eq. Lemma 5.3.
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Coordinates via logistic regression.

5.2. Coordinates via logistic regression. In the previous paper [BCC+22], a crucial role was played by the scale function which is the unique change of variable \( f = h_\gamma \) such that \( f(\pi_1^\gamma) \) is a martingale. This uniqueness is of course up to affine transformations. Another useful change of variable is as follows. Instead of asking for a vanishing drift, one can ask for a constant volatility term.

Lemma 5.3. Recall Eq. (2.4). Up to affine transformations, the unique function \( f : (0, 1) \to \mathbb{R} \) such that \( f(\pi^\gamma) \) has constant volatility term is the logistic function

\[
    f : x \in (0, 1) \to f(x) := \log \frac{x}{1-x} .
\]

The process \( Y^\gamma_t := f(\pi^\gamma_t) \) satisfies:

\[
    dY^\gamma_t = \sqrt{\gamma} dB_t + \left( \lambda (2p - 1) + \lambda pe^{-Y_t} - \lambda (1 - p)e^{Y_t} + \frac{\gamma}{2} \tanh \left( \frac{Y_t}{2} \right) \right) dt \tag{5.11}
\]

\[
    = \sqrt{\gamma} dB_t + \left( \lambda (2p - 1) + \lambda pe^{-Y_t} - \lambda (1 - p)e^{Y_t} + \gamma \left( x_t - \frac{1}{2} \right) \right) dt \tag{5.12}
\]

where \((W_t; t \geq 0)\) and \((B_t; t \geq 0)\) are related by Eq. (2.5).

Proof. In order to lighten notation we omit the superscript \( \gamma \) in the next equations. For a given smooth function \( f \), Itô formula yields

\[
    df(\pi_t) = \left( -f'(\pi_t) \lambda (\pi_t - p) + \frac{1}{2} \gamma f''(\pi_t) (1 - \pi_t)^2 \right) dt + f'(\pi_t) \pi_t (1 - \pi_t) \sqrt{\gamma} dW_t .
\]

As such, \( f(\pi_t) \) has constant volatility term, say \( \sqrt{\gamma} \), if and only if:

\[
    1 = f'(x)x(1-x) \iff f(x) = \log \frac{x}{1-x} + \log \kappa ,
\]

for a certain choice of constant \( \kappa > 0 \). The first claim is proved.

Now, choosing \( \kappa = 1 \) for convenience, let us derive the SDE for \( Y = f(\pi) \). By using \( f'(x) = \frac{1}{x(1-x)} \), \( f''(x) = \frac{2p-1}{x^2(1-x)^2} \), we obtain:

\[
    dY_t = \left( -\lambda \frac{\pi_t - p}{\pi_t (1 - \pi_t)} + \frac{1}{2} \gamma (2\pi_t - 1) \right) dt + \sqrt{\gamma} dW_t
\]

\[
    = \left( \lambda p + \lambda pe^{-Y_t} - \lambda (1 - p)e^{Y_t} - \lambda (1 - p) + \frac{1}{2} \gamma (2\pi_t - 1) \right) dt + \sqrt{\gamma} dW_t ,
\]

hence the first expression (5.11) with \( 2\pi_t - 1 = \frac{2}{1+e^{-\pi_t}} - 1 = \tanh(\frac{Y_t}{2}) \).
For the second expression (5.12), recalling that
\[ dW_t = dB_t + \sqrt{\gamma} \left( x_t - \pi_t \right) dt, \]
we get:
\[
dY_t = \left( \lambda (2p - 1) + \lambda p e^{-Y_t} - \lambda (1 - p) e^{Y_t} + \frac{1}{2} \gamma (2\pi_t - 1) + \gamma \left( x_t - \pi_t \right) \right) dt + \sqrt{\gamma} dB_t
\]
\[
= \left( \lambda (2p - 1) + \lambda p e^{-Y_t} - \lambda (1 - p) e^{Y_t} + \gamma \left( x_t - \frac{1}{2} \right) \right) dt + \sqrt{\gamma} dB_t.
\]

Given this information the instantaneous damping term in Eq. (3.2) takes a particularly convenient expression:
\[
a_t^\gamma = \lambda p e^{Y_t} + \lambda (1 - p) e^{-Y_t}.
\]  

(5.13)

**Discussion:**
In particular, in order to prove that the damping term \( D^\gamma \) in Eq. (3.5) either converges to zero or diverges to infinity, it suffices to control for \( |t - s| \ll 1 \):
\[
D_t^\gamma = \int_{t-\delta_t}^{t} a^\gamma u du \approx \int_{t-\delta_t}^{t} \left( e^{Y_u^\gamma} + e^{-Y_u^\gamma} \right) du.
\]
Depending on whether \( \pi_u^\gamma \approx 0 \) (\( Y_u^\gamma \approx -\infty \)) or \( \pi_u^\gamma \approx 1 \) (\( Y_u^\gamma \approx \infty \)), one of the two expressions is dominant. Assuming \( \pi_u^\gamma \approx 0 \) on the entire interval \([t - \delta_t, t]\), we have:
\[
\int_{t-\delta_t}^{t} a^\gamma u du \approx \int_{t-\delta_t}^{t} e^{-Y_u^\gamma} du.
\]
Continuing:
\[
Y_u - Y_s = \sqrt{\gamma} \left( W_u - W_s \right) + \int_s^u \left( \frac{\lambda p}{\pi_v} - \frac{\lambda (1 - p)}{1 - \pi_v} + \frac{1}{2} \gamma (2\pi_v - 1) \right) dv
\]
\[
= \sqrt{\gamma} \left( W_u - W_s \right) - \frac{1}{2} \gamma (u - s) + \int_s^u \left( \frac{\lambda p}{\pi_v} - \frac{\lambda (1 - p)}{1 - \pi_v} + \gamma \pi_v \right) dv.
\]
We have thus proved the expression which is useful for \( \pi_u \approx 0 \):
\[
Y_u - Y_s = \sqrt{\gamma} \left( W_u - W_s \right) - \frac{1}{2} \gamma (u - s) + \int_s^u \left( \frac{\lambda p}{\pi_v} - \frac{\lambda (1 - p)}{1 - \pi_v} + \gamma \pi_v \right) dv.
\]  

(5.14)

If \( \pi_u \approx 1 \), then the useful expression is:
\[
Y_u - Y_s = \sqrt{\gamma} \left( W_u - W_s \right) + \frac{1}{2} \gamma (u - s) + \int_s^u \left( \frac{\lambda p}{\pi_v} - \frac{\lambda (1 - p)}{1 - \pi_v} - \gamma (1 - \pi_v) \right) dv.
\]  

(5.15)

**Path transforms:** In order to systematically control the fluctuations of the process \( Y \), we make the following change of variables. For \( t \geq 0 \), define:
\[
a_t := Y_t - \log \left( \lambda p \right),
\]  

(5.16)
\[
b_t := \sqrt{\gamma} W_t - \frac{\gamma t}{2} + r_t,
\]  

(5.17)
\[ r_t := \int_0^t du \left( \lambda(2p - 1) - \lambda(1-p)e^{Y_u} + \frac{\gamma}{2} \left( 1 + \tanh\left( \frac{Y_u}{2} \right) \right) \right). \tag{5.18} \]

The choice of letter for \( r \) is that it will later play the role of residual quantity. Thanks to this reformulation, the SDE defining \( Y \) in Eq. (5.11) becomes:

\[ da_t = db_t + e^{-a_t} dt. \tag{5.19} \]

The following lemma gives two ways of integrating Eq. (5.19) – in the sense that we consider \( b \) known and \( a \) unknown.

**Lemma 5.4.** Consider two real-valued semi-martingales \( a \) and \( b \) satisfying Eq. (5.19). Then for all \( 0 \leq s \leq t \), we have the backward and forward formulas:

\[ a_{s,t} = b_{s,t} - \log \left( 1 - \frac{1}{e^{a_t}} \int_s^t e^{b_{u,t}} du \right). \]

\[ a_{s,t} = b_{s,t} + \log \left( 1 + \frac{1}{e^{a_t}} \int_s^t e^{-b_{u,t}} du \right). \]

**Proof.** We start by writing:

\[ a_{s,t} = b_{s,t} + \int_s^t e^{-a_u} du. \]

**Backward integration:** Consider \( t \) as fixed and \( s \) as varying. Then differentiate in \( s \) the expression for \( s \leq t \):

\[ a_{s,t} = b_{s,t} + \frac{1}{e^{a_t}} \int_s^t e^{a_{u,t}} du. \]

It yields:

\[ \frac{d}{ds} (a_{s,t} - b_{s,t}) = -\frac{1}{e^{a_t}} e^{a_{s,t}} = -\frac{1}{e^{a_t}} e^{a_{s,t} - b_{s,t}} e^{b_{s,t}}. \]

Equivalently:

\[ \frac{d}{ds} (e^{-(a_{s,t} - b_{s,t})}) = \frac{1}{e^{a_t}} e^{b_{s,t}}. \]

Integrating between on \([s, t]\) gives:

\[ 1 - e^{-(a_{s,t} - b_{s,t})} = \frac{1}{e^{a_t}} \int_s^t e^{b_{u,t}} du, \]

which gives the backward formula.

**Forward integration:** The other way around, fix \( s \) and take \( t \) as varying. Then differentiate in \( s \) the expression for \( s \leq t \):

\[ a_{s,t} = b_{s,t} + \frac{1}{e^{a_s}} \int_s^t e^{-a_{s,u}} du. \]

It yields:

\[ \frac{d}{dt} (a_{s,t} - b_{s,t}) = \frac{1}{e^{a_s}} e^{-a_{s,t}} = \frac{1}{e^{a_s}} e^{-(a_{s,t} - b_{s,t})} e^{-b_{s,t}}. \]
Equivalently:

$$\frac{d}{dt} \left( e^{a_s,t-b_{s,t}} \right) = \frac{1}{e^{a_s s}} e^{-b_{s,t}}.$$  

Integrating between on $[s,t]$ gives:

$$e^{a_s,t-b_{s,t}} - 1 = \frac{1}{e^{a_s}} \int_s^t e^{-b_{s,u}} du,$$

which gives the forward formula.

**Controlling the residual $r$:** Recall that in the context of Proposition 4.1 and the expression of the damping term in Eq. (5.13), we need to control:

$$D_t = \int_{s=t-\delta_\gamma}^t a_u du.$$  

As such the relevant time inequalities are $T_j - \delta_\gamma \leq s \leq u \leq t \leq S_j$.

Let $(s_k)_k$ be the sequence of ordered times of the spikes of length greater than $\varepsilon$ in $[0,H]$. For fixed $\varepsilon$ they are in (random) finite number, say $k_\varepsilon$. We have

$$I_{\varepsilon}^\gamma = \bigcup_{k=1}^{k_\varepsilon} I_{\varepsilon}(s_k) \cap I_{\varepsilon}^\gamma$$

and, thanks to the separation argument and the fact that $\sum_i |S_i - T_i| = O(1/\gamma)$, there exists a constant $C(\varepsilon)$ such that for any $i \in I_{\varepsilon}(s_k) \cap I_{\varepsilon}^\gamma$ and any $v \in [T_i, S_i]$, $|v-s_i| \leq C(\varepsilon)/\gamma$.

Let us denote by $j \in I_{\varepsilon}^\gamma$ the integer such that $t \in [T_j, S_j]$ and by $k \in \{1,\ldots,k_\varepsilon\}$ the integer such that $j \in I_{\varepsilon}(s_k)$. To simplify notation we write $s = t - \delta_\gamma$. We have that

$$|s - s_k| \leq \delta_\gamma + C(\varepsilon)/\gamma. \quad (5.20)$$

Examining this specific interval $[S_j, T_j]$, it corresponds to one of the following two situations

i) $\pi_{T_j}^\gamma = 1 - \varepsilon$, $\pi_{S_j}^\gamma = 1 - \varepsilon/2$: in the limit, it is a spike from 1 to 1 for $X$ ;

ii) $\pi_{T_j}^\gamma = \varepsilon$, $\pi_{S_j}^\gamma = \varepsilon/2$: in the limit, it is a spike from 0 to 0 for $X$.

By symmetry, we only have to consider case ii).

**Lemma 5.5.** For all indices $j$ such that correspond to a spike from 0 to 0, we have

$$\sup_{T_j-\delta_\gamma \leq s \leq t \leq S_j} |r_{s,t}| = o_\varepsilon(\log \gamma). \quad (5.21)$$

The implied constant is random yet finite, depends on $\varepsilon > 0$ but is independent of $j$ and $\gamma$.

**Proof.** By definition of the $T_i$’s and $S_i$’s, we have that $1 - \varepsilon/2 \geq \pi_u \geq \varepsilon/2$ for $u \in [T_j, S_j]$. In fact, thanks to the separation argument, the left bound holds on a much longer interval just like in Eq. (5.4). As such, for $S_\varepsilon - \text{dil}(G(\pi^\gamma), X) > \delta_\gamma$, we have

$$\sup_{T_j-\delta_\gamma \leq u \leq S_j} \pi_u \leq 1 - \varepsilon/2 \quad (5.22)$$
which implies

\[ \sup_{T_j - \delta \gamma \leq u \leq S_j} Y_u^\gamma \leq O_{\varepsilon}(1). \]

Again within the range \( T_j - \delta \gamma \leq s \leq u \leq t \leq S_j \), let us control the process \( r \) from Eq. (5.18). We have:

\[
|r_{s,t}| \leq \left[ \lambda(2p - 1) + \lambda(1 - p) \exp(\sup_{T_j - \delta \gamma \leq u \leq S_j} Y_u^\gamma) \right] (t - s) + \frac{\gamma}{2} \int_s^t \left( 1 + \tanh \left( \frac{Y_u^\gamma}{2} \right) \right) du
\]

\[
\leq O_{\varepsilon}(1) (\delta \gamma + S_j - T_j) + \frac{\gamma}{2} \int_s^t \pi_u du,
\]

where we used in the last line the fact that

\[ 1 + \tanh \left( \frac{Y_u^\gamma}{2} \right) = 1 + e^{Y_u^\gamma} - 1 = \frac{2}{1 + e^{-Y_u^\gamma}} = \pi_u. \]

By Corollary 2.4 in [BCC++22] we know that the time spent by \( \pi^\gamma \) in the interval \([\eta, 1 - \eta]\) during the time window \([0, H]\) is of order \( O_{\eta}(1/\gamma) \). Hence \( \sum_j |S_j - T_j| = O_{\varepsilon}(1/\gamma) \) and:

\[
|r_{s,t}| \leq O_{\varepsilon}(1) \left( \delta \gamma + \frac{1}{\gamma} \right) + O_{\eta}(1) + \frac{\gamma}{2} \int_s^t \pi_u 1_{\{\pi_u < \eta\}} du
\]

\[
\leq O_{\varepsilon}(1) \delta \gamma + O_{\eta}(1) + \frac{\eta \gamma}{2} (t - s)
\]

\[
\leq O_{\varepsilon}(1) \delta \gamma + O_{\eta}(1) + \eta \gamma O_{\varepsilon}(1) \left( \delta \gamma + \frac{1}{\gamma} \right).
\]

Taking \( \eta = \eta \gamma \to 0 \) slowly enough so that the second term remains dominated by the third, we have:

\[
|r_{s,t}| \leq O_{\varepsilon}(\delta \gamma) + O_{\varepsilon}(\eta \gamma \log \gamma)
\]

\[ = o_{\varepsilon}(\log \gamma). \]

\[ \square \]

5.3. **Fast feedback regime \( C < 2 \).** As announced in Proposition 5.2, we only need to prove an uniform absence of damping:

\[ \limsup_{\gamma \to \infty} \sup_{j \in \mathcal{I}_T} \sup_{t \in [T_j, S_j]} D_i^\gamma = 0. \quad (5.23) \]

We proceed by symmetry as in Lemma 5.5, by considering only spikes from 0 to 0. As in the proof of that lemma, we have which implies

\[ \sup_{t - \delta \gamma \leq u \leq t} Y_u^\gamma \leq O_{\varepsilon}(1). \]

Hence:

\[ D_i^\gamma = \int_s^t a_u^\gamma du \leq \int_s^t \left( e^{-Y_u^\gamma} + e^{Y_u^\gamma} \right) du. \]
\[
\begin{align*}
\lesssim \delta_\gamma + \int_s^t e^{-Y_u} du \\
= \delta_\gamma + e^{-Y_t} \int_s^t e^{-(Y_u-Y_t)} du \\
\lesssim \delta_\gamma + \int_s^t e^{Y_u} du .
\end{align*}
\]

Let us now control this last term. Thanks to the reformulation of Eq. \(5.16-5.18\) and then the backward formula of Lemma 5.4 we have:

\[
\begin{align*}
\int_s^t e^{Y_u} du \\
= \int_s^t e^{a_{u,t}} du \\
= \int_s^t \left(1 - \frac{1}{e^{at}} \int_u^t e^{b_{v,t}} dv\right) du \\
= e^{a_1} \int_s^t \left(1 - \frac{1}{e^{at}} \int_u^t e^{b_{v,t}} dv\right) du \\
= - e^{a_1} \log \left(1 - \frac{1}{e^{at}} \int_s^t e^{b_{v,t}} dv\right) .
\end{align*}
\]

Going back to the previous equation, we find:

\[
D_t^\gamma \lesssim \delta_\gamma - e^{a_1} \log \left(1 - \frac{1}{e^{at}} \int_s^t e^{b_{v,t}} dv\right) \\
= \delta_\gamma - e^{Y_t} \log \left(1 - \lambda pe^{-Y_t} \int_s^t e^{r_{u,t} + \sqrt{\gamma W_{u,t} - \frac{\gamma^2}{2}(t-u)}} du\right) .
\]

Because \(t \in [T_j, S_j], \frac{1}{2} \varepsilon \leq Y_t \leq \varepsilon\) and therefore it suffices to prove:

\[
\sup_{T_j - \delta \leq t \leq S_j} \int_{s=t-\delta}^t e^{r_{u,t} + \sqrt{\gamma W_{u,t} - \frac{\gamma^2}{2}(t-u)}} du \xrightarrow{\gamma \to \infty} 0 .
\]

Now thanks to Lemma 5.5 and Lévy’s modulus of continuity:

\[
\int_{s=t-\delta}^t e^{r_{u,t} + \sqrt{\gamma W_{u,t} - \frac{\gamma^2}{2}(t-u)}} du \\
= \int_0^{\delta} e^{r_{u,t} + \sqrt{\gamma W_{u,t} - \frac{\gamma^2}{2}u}} du
\]
\[
\leq \int_0^{\delta} \exp \left( o_\varepsilon(\log \gamma) + \sqrt{\gamma(1+o(1))} \sqrt{2u \log \frac{1}{u} - \frac{\gamma}{2} u} \right) du
\]
\[
= \frac{2 \log \gamma}{\gamma} \int_0^{\frac{\varepsilon}{2}} \gamma^{o(1)} \exp \left( (1+o(1))2 \sqrt{w \log \gamma \log \frac{\gamma}{2w \log \gamma} - w \log \gamma} \right) dw
\]
\[
\leq \frac{2 \log \gamma}{\gamma} \int_0^{\frac{\varepsilon}{2}} \gamma^{o(1)+(1+o(1))2\sqrt{\pi-w}} dw
\]
\[
= 2 \log \gamma \int_0^{\frac{\varepsilon}{2}} \gamma^{o(1)-(1-\sqrt{\pi})^2} dw .
\]

Observe that this upper bound goes to zero as \( \gamma \to \infty \) for any \( C < 2 \). Therefore we are done. We have proved Eq. (5.5), which indeed gives no damping.

**Remark 5.6 (On Lévy’s modulus of continuity).** In fact, because of the DDS coupling, \( W = W^\gamma \) actually depends on \( \gamma \). Therefore, the control provided by Lévy’s modulus of continuity is not almost sure. The \( o(1) \) has to be understood in the sense of small with high probability.

5.4. **Slow feedback regime** \( C > 2 \). Here we assume that \( C > 2 \).

We shall prove that there is damping:

\[
\lim_{\gamma \to \infty} \inf_{j} \inf_{t \in [T_j, S_j]} \int_{s=t-\delta}^{t} a_u^\gamma du = \infty .
\]

(5.24)

We know that for \( \gamma \) large enough, because \( \sum_j |S_j - T_j| = \mathcal{O}(1/\gamma) \), we know that in the above infimum

\[
s \leq S_j - \delta < T_j \leq t .
\]

As such, this setting, we need to prove that:

\[
\int_{S_j - \delta}^{T_j} a_u^\gamma du \asymp \int_{S_j - \delta}^{T_j} (e^{Y_u} + e^{-Y_u}) du \to \infty ,
\]

for uniformly in \( s \in \cup_j [T_j, S_j] \) i.e. around spikes. Let us denote by \( j \) the integer such that \( t \in [T_j, S_j] \). Because there are finitely many \( j \)'s, we need to prove it for a single \( j \). Examining this specific interval, if it corresponds to a jump, then it is basically already controlled. Otherwise, it is a spike from 0 to 0, or from 1 to 1. By symmetry, we assume \( \pi_u \approx 0 \) most of the time. Thus, we only need to prove:

\[
\int_{S_j - \delta}^{T_j} a_u^\gamma du \asymp o(1) + \int_{S_j - \delta}^{T_j} e^{-Y_u} \to \infty .
\]

**Step 1:** Starting backward from \( T_j \), the process \( Y \) reaches \( -\log \gamma + K \). Let us prove that there is a \( \tau \in [S_j - \delta, T_j] \) such that:

\[
Y_\tau = -\log \gamma + K ,
\]

where \( K \) is a large but fixed constant.
Without loss of generality, we can look for \( \tau \in [T_j - \delta, T_j] \). Indeed, by slightly reducing the constant \( C > 2 \) to \( 2 < C' < C \), we will have for \( \gamma \) large enough \( S_j - C' \log \frac{\gamma}{\gamma} < T_j - C' \log \frac{\gamma}{\gamma} \).

Now, recall that for \( u \leq t \in [T_j, S_j] \):

\[
Y_t - Y_{t-u} = \sqrt{\gamma} W_{t-u,t} - \frac{1}{2} \gamma u + r_{t-u,t} + \lambda p \int_{t-u}^t e^{-Y_v} dv .
\]

If

\[
\forall u \leq v \leq t, \ Y_v \geq -\log \gamma + K ,
\]

we have:

\[
e^{-K} \lambda p \gamma u - \frac{1}{2} \gamma u + \sqrt{\gamma} W_{t-u,t} + r_{t-u,t} \leq Y_{t-u,t} \leq \log \gamma - K + Y_t \leq \log \gamma - K + O_{\varepsilon}(1) ,
\]

which implies, after using Lemma 5.5:

\[
e^{-K} \lambda p \gamma u - \frac{1}{2} \gamma u + \sqrt{\gamma} W_{t-u,t} + O_{\varepsilon}(\log \gamma) \leq \log \gamma - K + O_{\varepsilon}(1) .
\]

In particular, if \( Y \) does not reach \(-\log \gamma + K\) on \([t - \delta, t]\), then for all \( w \in [0, \frac{1}{2} C] \), we have:

\[
2e^{-K} \lambda p w \log \gamma - w \log \gamma + \sqrt{\gamma} W_{t-u,t} + o_{\varepsilon}(\log \gamma) \leq \log \gamma - K + O_{\varepsilon}(1) .
\]

Hence

\[
\forall t \in [T_j, S_j], \ \forall w \in [0, \frac{1}{2} C], \ \frac{\sqrt{\gamma}}{\log \gamma} W_{t-2 \log \frac{\gamma}{\gamma} w,t} \leq o_{\varepsilon}(1) + 1 + w \left( 1 - 2e^{-K} \lambda p \right) .
\]

So that:

\[
\forall w \in [0, \frac{1}{2} C], \ \frac{\sqrt{\gamma}}{\log \gamma} \sup_{t \in [T_j, S_j]} W_{t-2 \log \frac{\gamma}{\gamma} w,t} \leq o_{\varepsilon}(1) + 1 + w \left( 1 - 2e^{-K} \lambda p \right) .
\]

Invoking again Lévy’s modulus of continuity on the random interval \([T_j, S_j]\):

\[
\forall w \in [0, \frac{1}{2} C], \ (1 + o(1)) \frac{\sqrt{\gamma}}{\log \gamma} \sqrt{2 \log \frac{\gamma}{\gamma} w \log \frac{\gamma}{2w \log \gamma}} \leq o_{\varepsilon}(1) + 1 + w \left( 1 - 2e^{-K} \lambda p \right) ,
\]

which is equivalent to:

\[
\forall w \in [0, \frac{1}{2} C], \ (1 + o(1)) 2 \sqrt{w} \leq o_{\varepsilon}(1) + 1 + w \left( 1 - 2e^{-K} \lambda p \right) .
\]

Taking the limit \( \gamma \to \infty \), gives the clean expression:

\[
\forall w \in [0, \frac{1}{2} C], \ 2 \sqrt{w} \leq 1 + w \left( 1 - 2e^{-K} \lambda p \right) .
\]

This inequality is clearly violated for \( K \) large enough but fixed, and a certain \( 1 < w < \frac{1}{2} C \).

**Step 2: Further information.**

From the backward formula of Lemma 5.4, we see that:

\[
Y_{t-u,t}
\]
\[ = \sqrt{\gamma} W_{t-u} - \frac{\gamma}{2} u - \log \left( 1 - \lambda p e^{-Y_t} \int_{t-u}^t e^{r_{v,t} + \sqrt{\gamma} W_{v,t} - \frac{\gamma}{2} (t-v)} dv \right) \]
\[ = \sqrt{\gamma} W_{t-u} - \frac{\gamma}{2} u - \log \left( 1 - \lambda p e^{-Y_t} \int_0^u e^{r_{v,t} + \sqrt{\gamma} W_{v,t} - \frac{\gamma}{2} (t-v)} dv \right) . \]

Using the modulus of continuity:

\[- Y_{t-u} \geq \sqrt{\gamma} W_{t-u} - \frac{\gamma}{2} u + o \left( \log \gamma \right) . \]

From the forward formula, on the other hand:

\[ Y_{t,t+u} = \sqrt{\gamma} W_{t,t+u} - \frac{\gamma}{2} u + \log \left( 1 + \lambda p e^{-Y_t} \int_{t}^{t+u} e^{-r_{v,t} - \sqrt{\gamma} W_{v,t} + \frac{\gamma}{2} (v-t)} dv \right) \]
\[ = \sqrt{\gamma} W_{t,t+u} - \frac{\gamma}{2} u + \log \left( 1 + \lambda p e^{-Y_t} \int_0^u e^{-r_{v,t} - \sqrt{\gamma} W_{v,t} + \frac{\gamma}{2} (v)} dv \right) , \]

which easier to control in order to prove a divergence to \( \infty \).

As such, we plan on using a forward estimate once we have reached \( \tau \). By modifying the previous step and using the forward formula, we have that \( T_j - \tau > \frac{C}{\log \gamma} \) for some small \( c > 0 \).

**Step 3: Conclusion.** Now, we know that \( Y \) reaches \( - \log \gamma + K \) at \( \tau \in [T_j - \delta, T_j] \) as soon as \( C > 2 \). Moreover, \( \tau - T_j \) is sufficiently large.

Because

\[ \int_{S_j - \delta} a^*_u \, du \approx o(1) + \int_{S_j - \delta} e^{-Y_u} \geq o(1) + \int_\tau^{T_j} e^{-Y_u} , \]

it thus suffices to prove

\[ \int_\tau^{T_j} e^{-Y_u} \to \infty . \]

Thanks to the forward integration from Lemma 5.4, we have:

\[ \int_\tau^{T_j} e^{-Y_u} \]
\[ = e^{-K} \int_0^{T_j - \tau} e^{-Y_{r+u}} \]
\[ = e^{-K} \int_0^{T_j - \tau} \frac{e^{-\sqrt{\gamma} W_{r+u} + \frac{\gamma}{2} u}}{(1 + \lambda p e^{-Y_r} \int_0^u e^{-r_{r+u} - \sqrt{\gamma} W_{r+u} + \frac{\gamma}{2} v} dv)} \]
\[ = e^{-K} \int_0^{T_j - \tau} \frac{e^{-\sqrt{\gamma} W_{r+u} + \frac{\gamma}{2} u}}{(1 + \lambda p e^{-Y_r} \int_0^u e^{-r_{r+u} - \sqrt{\gamma} W_{r+u} + \frac{\gamma}{2} v} dv)} \]
\[
\log \left(1 + \lambda p e^{-Y} \int_0^{T_j-\tau} e^{-r_{t+\nu} - \sqrt{\gamma} W_{t+\nu} + \frac{\gamma}{2} \nu} \, dv \right)
\]

\[
= \log \left(1 + \lambda p e^{-K \gamma} \int_0^{T_j-\tau} \exp \left(\alpha \left(\log \gamma - \sqrt{\gamma} W_{t+\nu} + \frac{\gamma}{2} \nu\right) \right) \, dv \right)
\]

\[
\geq \log \left(1 + \lambda p e^{-K \gamma} (T_j - \tau) \exp \left(\frac{1}{T_j - \tau} \int_0^{T_j-\tau} \left(\alpha \left(\log \gamma - \sqrt{\gamma} W_{t+\nu} + \frac{\gamma}{2} \nu\right) \right) \, dv \right) \right),
\]

where in the last step, we used Jensen’s inequality.

Simplifying further:

\[
\int_{\tau}^{T_j} e^{-Y_u} \geq \log \left(1 + \lambda p e^{-K \gamma} (T_j - \tau) \gamma^{1+o(1)} \exp \left(\frac{1}{T_j - \tau} \int_0^{T_j-\tau} \left(-\sqrt{\gamma} W_{t+\nu} + \frac{\gamma}{2} \nu\right) \, dv \right) \right)
\]

\[
\geq o(\log \gamma) + \frac{1}{T_j - \tau} \int_0^{T_j-\tau} \left(-\sqrt{\gamma} W_{t+\nu} + \frac{\gamma}{2} \nu\right) \, dv
\]

\[
= o(\log \gamma) + \frac{\gamma}{4} (T_j - \tau) - \frac{1}{T_j - \tau} \int_0^{T_j-\tau} \sqrt{\gamma} W_{t+\nu} \, dv.
\]

This lower bound allows to conclude, once we prove it goes to \(\infty\) as \(\gamma \to \infty\). This is done by picking \(\tau\) to be a generic point for Brownian motion, where LIL is satisfied, instead of the full Lévy modulus of continuity. Hence spikes do disappear.

**Appendix A. Scale function and time change**

Let us recall the expressions of the scale function and change of time used in the paper [BCC+22]. We define the scale function \(h = h_\gamma\) of Eq. (1.6) as:

\[
h_\gamma(x) = x_0 + \int_{x_0}^x dy \exp \left[\frac{2\lambda}{\gamma} g(y)\right],
\]

where

\[
g(y) := p \left(\frac{1}{y} + \log \frac{1-y}{y}\right) + (1-p) \left(\frac{1}{1-y} + \log \frac{y}{1-y}\right).
\]

Thanks to the Dambis-Dubins-Schwartz theorem, if \(\pi^\gamma\) denotes the solution of Eq. (1.6), there is a Brownian motion \(\beta\) starting from \(x_0 \in (0, 1)\) such that:

\[
\pi^\gamma_t = h_\gamma^{-1} (\beta_{T_t^\gamma})
\]

The time change \(T^\gamma\) is given by:

\[
dT^\gamma_t = \gamma h_\gamma'(\pi_t)^2 \pi_t^2 (1 - \pi_t)^2 \, dt = \gamma \exp \left[\frac{4\lambda}{\gamma} g(\pi_t)\right] \pi_t^2 (1 - \pi_t)^2 \, dt
\]
and the inverse change is given by [BCC+22, Subsection 3.2]

\[
d\left[ T_\ell \right]^{(-1)} = \frac{1}{\gamma \left[ h_\gamma' \circ h_\gamma^{(-1)}(\beta_\ell) \right]^2 h_\gamma^{(-1)}(\beta_\ell)^2 \left( 1 - h_\gamma^{(-1)}(\beta_\ell) \right)^2} d\ell =: \varphi_\gamma(\beta_\ell) d\ell .
\]

For \( s \leq t \) and \( y \in \mathbb{R} \) we denote \( L_{s,t}^y(\beta) \) the occupation time of level \( y \) by \( \beta \) during the time interval \((s, t)\). Via the occupation time formula:

\[
[T_\ell]^{(-1)} = \int_0^{\ell} \varphi_\gamma(\beta_a) \, da =: \int_{\mathbb{R}} \varphi_\gamma(a) \, L^a_\ell(\beta) \, da
\]

and the weak convergence of \( \varphi_\gamma \) to a mixture of \((2\lambda p)^{-1} \delta_0 + (2\lambda(1-p))^{-1} \delta_1 \) we can deduce the almost sure convergence:

\[
[T_\ell]^{(-1)} \xrightarrow{\gamma \to \infty} \frac{1}{2\lambda p} L^0_\ell(\beta) + \frac{1}{2\lambda(1-p)} L^1_\ell(\beta) ,
\]

uniformly on all compact sets of the form \([0, L]\).

We observe finally that introducing

\[
\sigma_t := \inf \left\{ \ell \geq 0, \frac{L^0_\ell(\beta)}{2\lambda p} + \frac{L^1_\ell(\beta)}{2\lambda(1-p)} > t \right\},
\]

we have that

\[
(x_t)_{t \geq 0} = (\beta_{\sigma_t})_{t \geq 0}
\]

the equality being in law.

**Appendix B. Asymptotic Analysis of a Singular Additive Functional**

Recalling Eq. (3.1), it is important to control

\[
\int_s^t a_u^\gamma du = \int_s^t a(\pi_u^\gamma) du ,
\]

where \( a_u \) is given by Eq. (3.2). More generally, for any positive map \( f : [0, 1] \to \mathbb{R}_+ \), we define the additive functional:

\[
A_{s,t}^\gamma(f) := \int_s^t f(\pi_u^\gamma) du .
\]

**Lemma B.1.** We have the exact expression:

\[
A_{s,t}^\gamma(f) = \int_0^1 \frac{f(x)}{\gamma x^2 (1-x)^2} e^{-\frac{2\lambda\gamma}{\gamma} g(x)} L_{T^\gamma_s, T^\gamma_t}^{h_\gamma(x)}(\beta) \, dx .
\]

In particular, with \( f = 1 \) we get that

\[
A_{s,t}^\gamma(1) = \frac{1}{\gamma} \int_0^1 e^{-\frac{2\lambda\gamma}{\gamma} g(x)} L_{T^\gamma_s, T^\gamma_t}^{h_\gamma(x)}(\beta) \, dx = t - s .
\]
Proof. Recalling Eq. (A.4) and Eq. (A.3) we have that
\[
A_{s,t}(f) = \int_s^t du \ f(\pi_u^\gamma) = \int_s^t dT_u^\gamma \ \frac{f(\pi_u^\gamma)}{\gamma \exp \left[ \frac{4}{\gamma} g(\pi_u^\gamma) \right] \left[ \pi_u^\gamma (1 - \pi_u^\gamma) \right]^2} \\
= \int_s^t \frac{f \circ h_{\gamma}^{-1}(\beta_{T_u^\gamma})}{\gamma \exp \left[ \frac{4}{\gamma} g \circ h_{\gamma}^{-1}(\beta_{T_u^\gamma}) \right] \left[ h_{\gamma}^{-1}(\beta_{T_u^\gamma}) \right]^2 \left( 1 - h_{\gamma}^{-1}(\beta_{T_u^\gamma}) \right)^2} dT_u^\gamma \\
= \int_{T_s^\gamma}^{T_t^\gamma} \frac{f \circ h_{\gamma}^{-1}(\beta_{\ell})}{\gamma \exp \left[ \frac{4}{\gamma} g \circ h_{\gamma}^{-1}(\beta_{\ell}) \right] \left[ h_{\gamma}^{-1}(\beta_{\ell}) \right]^2 \left( 1 - h_{\gamma}^{-1}(\beta_{\ell}) \right)^2} d\ell.
\]

Invoking the occupation time formula:
\[
A_{s,t}(f) = \int \frac{f \circ h_{\gamma}^{-1}(y)}{\gamma \left( h_{\gamma} \circ h_{\gamma}^{-1}(y) \right)^2 \left[ h_{\gamma}^{-1}(y) \right]^2 \left( 1 - h_{\gamma}^{-1}(y) \right)^2} L_{T_s^\gamma, T_t^\gamma}^y(\beta) \\
= \int_0^1 dx \ \frac{f(x)}{\gamma h_{\gamma}'(x)x^2(1-x)^2} L_{T_s^\gamma, T_t^\gamma}^{h_{\gamma}(x) \gamma}(\beta) \\
= \int_0^1 dx \ \frac{f(x)}{\gamma x^2(1-x)^2 e^{-\frac{2}{\gamma} g(x)} L_{T_s^\gamma, T_t^\gamma}^{h_{\gamma}(x)}(\beta)}.
\]

□
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