Introducing programmable logic devices in physics laboratories: a practical guide for the implementation of experiments
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Modern electronic instrumentation techniques are being introduced in the programs of the Physics and Physical Engineering courses and, in this context, the programmable logic devices play an important role. We present the fundamental steps for the design, development, and validation of systems based on programmable logic devices. Two digital filters have been implemented for illustrating the guide procedures. The results show that the function–response complies with the common requirements of generic filter performance. This work is targeted at students and lectures and aims to stimulate and challenge them to develop electronic instrumentation using programmable logic devices in teaching activities.
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1. Introduction

The electronic instrumentation resources are increasingly present in the laboratories of Physics and Physical Engineering, so much is that contents of this subject are immersed in the curricula of these courses. Because of the increasing technology advancements, upgrades in knowledge are becoming more and more pressing so that the training of students in these areas are maintained at high-level. Therefore, the contents to be taught in Physics and related courses may be updated. Often, these updates transcend consolidated foundations for many years in the academic world. Particularly, the technological evolution in the electronics has made great progress with the introduction of programmable logic devices in the late twentieth century. This work aims to present a working tool that, among many other possibilities, allows the design of digital filters that are widely used in current technological experiments and developments.

In the last decades, the dissemination of the technology has allowed the introduction of new low-cost resources in teaching laboratories [1]. The immersion of the technology in the teaching field is well-timed and very interesting under the points of view of the dynamism in the development of laboratorial practices, and updating and renewal of contents. Further, these new technologies may be used as alternatives for the replacement of old procedures.

The analog electronic instrumentation techniques are being transformed by a new paradigm based on digital techniques, mainly due to the evolution of the programmable devices. The integration of hardware and software allows the development of virtual and real experiments and its insertion upon the student training. Further, the design techniques may be easily learned by users that have some practice with electronics.

Experiments with signals filtering are very common in the daily routine of the Physics and Physical Engineering teaching and researching laboratories. Analogic filters are very common in physics laboratories because they can be used in many experiments, therefore they are a recurrent issue presented in the physics books [2-4]. Filters are circuits used to attenuate frequency components of an electric signal [5]. For instance, a low-pass filter can be used to attenuate high frequencies noise from the signals provided by a sensor. The filters are classified as: a) the response-function, the function related to the cutoff frequencies (low-pass, high-pass, band-pass, band-stop); b) the fundamental technology (passive or active, and analog or digital). The analog filters are mounted on a network consisting of resistive and reactive components on passive configuration. On the other hand, an active filter is implemented with passive components and an electronic amplifier device.

1.1. Related work

Several papers have been published in the journals specialized in education including electronic resources and computational simulation. Wireless Sensors Network is an interesting possibility for the implementation in electronic monitoring of sensors [6]. Microcontrolled systems for the control of experiments have been frequently reported in the literature [7,8]. Nowadays, the Arduino is a platform much used due to the easy of the programming
and low-cost [9-13]. LabView (National Instruments) has friendly interface and excellent resources for the emulation and automation of systems [14], whereas it is more expensive.

Arduino [15] is a device very popular because the low-cost, ease of programming and functionality. The basis of Arduino is an Atmel microcontroller with some more hardware including inputs/outputs for the connection with external circuits, such as sensors and actuators. Further, Arduino can be connected to a computer by a USB cable and programmed in C/C++ language. These characteristics make it very attractive for the people with little knowledge in hardware and/or software and allows to the users build simple settings with several goals, among them experiments for the physics laboratories.

On the other hand, the Field-Programmable Gated Arrays (FPGAs) [16] are not common in the practical activities of the laboratories for physics teaching and a few papers were found in our search [17,18]. The main reason may be the challenge of introducing a new component in the experimental activities of these laboratories. However, these components must be considered due to the large possibilities to implement new solutions for the experiments. The reader not familiar with the use of FPGAs may find fundamentals for VHDL and FPGA programming in [19,20].

This paper is intended to provide the fundamental steps for the electronic instrumentation developers, on graduate level, aiming to stimulate the creation of new and efficient solutions for the experimental practice both for the research and teaching.

1.2. Goals of the work
Aiming to expand the possibilities of the developers of electronic instrumentation in physics laboratories, we have focused on digital system design using a FPGA to build a Finite-Impulse-Response (FIR) filter. We have used a filter design which could be employed in several experiments in physics teaching laboratories to illustrate the technical implementation. The step-by-step demonstration may stimulate the development of other prototypes to be used in specific physics experiments.

This paper shows how to design, develop, and validate a generic FIR filter based on a programmable device. This filter may be used in experiments on demand for teaching in physics laboratories, aiming stimulate students and instructors to incorporate concepts and develop skills in digital electronic.

1.3. Organization of the paper
This paper is organized in five sections. In Section II, the fundamental concepts of FPGA and digital filters are presented. In this section, the reader comes into contact with some concepts not always presented in the physics courses. In Section III, the procedures used in this work are shown, including the emulation, the FPGA’s programming and the circuit design. The results and discussions from the implementation of two filters FIR are in Section IV. Finally, in Section V, the conclusion is presented.

2. Digital system design using FPGA and digital filters
In order to design a digital system to perform digital signal processing, different approaches and technologies can be used. Perhaps the three main approaches when dealing with digital circuits are: microprocessor-based design (e.g. Arduino, Raspberry), the Digital Signal Processor (DSP) based design (e.g. Texas TMS320 DSPs, Analog Devices Blackfin, Shark DSPs) and FPGA-based design (e.g. Intel, Xilinx). The choice of one of these approaches may be dependent on many issues.

Briefly speaking, microprocessor based design has the advantage of usually being performed in high-level programming languages. Nevertheless, the design is restricted to the microprocessor architecture and, as microprocessor code execution is serial, may limit the speed as well as the execution of parallel tasks.

DSP based design has the advantage of having a dedicated hardware architecture to digital signal processing, although the designs are strongly dependent on architecture.

FPGA based system has the advantage of giving more freedom to design that is not possible in other approaches. For example, it is possible to design either a single logic gate such as a NAND, or implement an entire processor or DSP or both in a single piece of silicon. The FPGAs are commonly used to validate circuits such as microprocessors in prototyping stage before the design of the final definitive silicon mask for manufacture. A FPGA is a silicon device consisting in an array of logical gates that can be dynamically connected via programming. This fact allows the FPGA to be reconfigurable devices very convenient for prototyping digital circuits. Another advantage of using FPGA is writing codes in VHDL (Very High Speed Integrated Hardware Description Language), or Verilog language for circuit design [21,22]. This fact guaranties portability of the design for the different FPGA vendors.

Finally, in terms of educational aspects, a digital circuit developed in VHDL is a straightforward solution, that is, as it is not vendor dependent, such as microprocessors or DSPs, the students can identify the real circuit design based in pure logical gates. For example, for a filter FIR (finite impulse response) design, one can easily identify the same delay tap structure, multipliers and summations found in the classical theory textbooks [23,24].

The full path for the signal processing in a digital filter system starts with an analog-digital converter (ADC) that produces discrete-time samples from an analog input signal. A digital circuit (FPGA, in this case) changes these samples by performing mathematical operations.
Then, the transformed samples are converted from the digital to analog signal in a digital-analog converter (DAC). Thus, the resulting signal is restored with changes in amplitude and phase compared to the original input signal. The digital filters are separated in two categories [25]: the infinite impulse response (IIR) and the finite impulse response (FIR) filters. In this work, we only addressed FIR filters.

### 2.1. The FIR filter

Mathematically, a FIR filter performs the discrete convolution of two sequences. One of them generally corresponds to the sampled signal input \( x[n] \), provided by the analog to digital converter (ADC). The second corresponds to the finite impulse response of the filter \( h[n] \), represented by its coefficients. The output of the filter is simply \( y[n] = x[n] * h[n] \), that can be performed with the convolution sum as described in Equation 1

\[
y[n] = \sum_{-\infty}^{\infty} h[k] x[n-k]
\]

where \( h[k] = b_k \) for \( 0 \leq k < M \) and 0 otherwise, and \( b_k \) is the \( k \)th coefficient of the FIR filter. Therefore, Equation 1 can be rewritten as

\[
y[n] = \sum_{0}^{M} h[k] x[n-k]
\]

Expanding Equation 2

\[
y[n] = b_0 x[n] + b_1 x[n-1] + \ldots + b_M x[n-M]
\]

We can easily see that the FIR corresponds to the summation of the delayed versions of the input signal multiplied by the FIR coefficients, and this is the beauty of the FPGA VHDL implementation. The structure of the filter will reflect exactly this operation as can be seen in Figure 1.

In Figure 1, \( x[n] \) denotes the input signal. The time-delayed versions of the input signal (\( x[n-1], x[n-2], \ldots, x[n-M] \)) are obtained from the tapped delay line. Each time-delayed version is pre-multiplied by the corresponding FIR coefficient \( b_i \). Finally, all products (\( b_i * x[n-i] \)) are summed yielding the output signal \( y[n] \). This is a classic structure of FIR filter found in the technical literature [23-25].

### 2.2. The windowing technique

In order to design a FIR filter, many techniques can be employed, such as: frequency sampling, optimum equiripple, windowing, to name some. In this work, we chose the windowing technique because it is one of the simplest and easiest to understand. The idea is to approximate an ideal filter, truncating its infinite response using a finite window response. Basically this operation is performed mathematically by multiplying the infinity impulse response of the ideal filter by a finite windowing function in the sequence domain, or conversely, convoluting the responses in frequency, as shown in the Figure 2.
In Figure 2, $H_2(w)$ is the Fourier transform of the ideal filter impulse response, $w$ is the frequency in radians and $w_c$ is the cutoff frequency of the ideal filter, $H_{win}(w)$ is the Fourier transform of the windowing function, and $H_{FIR}(w)$ is the resulting Fourier transform of the FIR filter impulse response, that represents its frequency response. Basically, we may identify three regions of interest when projecting a filter: pass band, transition band and stop band.

The pass band region corresponds to the frequency interval where the filter will allow the incoming signal to pass to the output terminals. Sometimes, in this region the filter may introduce a gain of interest.

The transition band region corresponds to the frequency interval where the filter begins to attenuate the incoming signal, up to the frequency that reaches the maximum attenuation of the filter. Commonly, the transition region is considered to begin at the cutoff frequency, corresponding to the frequency at which a 3 dB attenuation is observed compared to the gain in the pass band region.

Finally, the stop band region corresponds to the frequency interval where the filter rejects the incoming signal, attenuating it. Typical values of attenuation in this region are 30 dB to 60 dB in relation to the gain in the pass band region.

As can be seen in Figure 2, the windowing operation introduces ripples and the transition bandwidth. These features are non-idealities in the FIR response compared to the ideal filter. Different windowing functions can be used to project the FIR filter. The choice of a specific windowing function is a tradeoff between complexity (e.g. number of coefficients, complexity of the window function) and the target parameters specification, such as: maximum allowed ripple, transition bandwidth, attenuation in the stop band. Tables with the characteristic of different windowing function can be easily found in the literature [23]. The most of the windowing function can be used in a straightforward manner as predefined functions (e.g. rectangular, triangular, Hamming, Hanning, Blackman, Kaiser). As will be seen in the next sections, in this work we will write a simple code to generate the coefficients of a FIR filter using the Kaiser windowing function. Although Kaiser windowing function is based on empirical approximations it leads to the minimum number of coefficients when compared to the other functions with the same specifications.

2.3. Butterworth filter

Among the configurations of active filters, the Butterworth filter (see some schematics in [26]) plays an important role in the design of electronic systems. This filter is composed of resistive and capacitive network and electronic amplifier. The number of resistive and capacitive devices in the network is proportional to the filter order. The order defines the rate of decreasing of the filter response along the transition band. For instance, the response of a nth order decays 20n dB/decade; dependent upon the order of the filter. Butterworth’s filter has flat response at the pass-band.

Although, other filters (Bessel, Chebyschev, elliptic) have sharper decay rate, the Butterworth’s, when used with higher order, presents similar behavior. Further, Butterworth’s filter does not present ripple at pass-band. These characteristics makes it attractive for many designs and suitable for the goals of this paper.

3. Materials and Methods

3.1. The integrated development environment steps

In this section, the steps followed to create an experiment from the initial specification of the FIR parameters to the final circuit implementation are described. This section describes the step by step procedure to simulate, validate and to synthesize the VHDL code of the FIR filter circuit. Firstly, in order to prepare the environment for simulation, different files are created and generated to produce the stimulus for the simulation, capture the outputs and validate the simulation results. For the simulation and validation of the results, the Octave (GNU Octave – J. W. Eaton, free software) and the free version of ModelSim (INTEL – FPGA Edition Software) are used. All code files written for this work are found in https://github.com/RoosenRunge/PDSKitRef. Further, in the same link, we have added a detailed step-by-step script to orient the developers to implement the device. Figure 3 shows a block diagram with the different stages, inputs and outputs of the integrated developed environment used for the simulation. Finally, after simulation and behavioral validation, the synthesis to implement the real circuit is performed using the free version of Quartus II (INTEL). In the following, the steps for simulation and synthesis are described.

3.1.1. Generating the FIR parameters

In order to create a full integrated educational experience, the first step in the filter design starts with the fundamental specifications such as cutoff frequency, transition bandwidth, attenuation in rejection band, and sampling frequency. Using the initial specification, a simple code was written in Octave language (genCoefs.m), to produce the coefficients values to parameterize the VHDL FIR code.

The windowing technique has been used to design the FIR filter. In this technique, only the coefficient values need to be modified to produce different filters. If a sharper or a smoother response is desired, in some situations the number of coefficients also needs to be modified. For educational purpose, the Octave code written also generates the theoretical graphical visualization of the FIR response based in the given specifications.
3.1.2. Parameterization of the VHDL FIR code

The values of the FIR coefficients are manually modified in the FIR VHDL code (FirDesign.vhd) according to values generated by genCoefs.m in the previous stage.

3.2. Simulation and synthesis

The prediction of the system behavior was firstly performed by simulation. The whole flow has four fundamental steps: the generation of a stimulus vector file, the VHDL simulation, the reading of the results and the synthesis and programming file generation.

3.2.1. Generating the stimulus vector file

In order to validate the VHDL FIR response in a simulation environment, a second simple Octave code (genStimulus.m) is used to generate a test vector. This vector represents a sampled single tone sine wave. Each value of this vector is converted to an 8-bit word (corresponding to the signal input bus in the real FPGA device). The vector is written down in file (inputSignals.dat) that can be read by ModelSim during the simulation stage. ModelSim is a free version software provided by MentorGraphics to simulate VHDL circuits codes. By varying the sine frequency in genStimulus.m file is possible to excite the FIR filter with different frequencies for simulation analysis purpose.

3.2.2. The VHDL simulation file (TestBench)

The test bench file (TBFir.vhd) is a purely behavioral VHDL code used only to test synthesizable circuits. It emulates all the stimulus supposed to be present in real FPGA device input pins, and capture the signals present in the output pins. The VHDL test bench code reads the file "inputSignals.dat" with the vector signal stimulus generated by Octave code, and write down an output file (outputSignals.dat), with the output provided by ModelSim corresponding to the signal received from the VHDL FIR (FirDesign.vhd) filter under test.

3.2.3. Reading the results graphically

In this stage a simple Octave program (readOutput.m) is used to read the output file "outputSignals.dat", and to exhibit the results graphically. It is important to note that, in spite of the fact that ModelSim provides a waveform output view, this is in digital logic level, and to
interpret the FIR behavior in terms of signal waveforms would be a difficult task.

3.2.4. Synthesis and Programing File generation
After VHDL simulation validation, the next step is to synthesize the VHDL code (FirDesign.vhd) in order to generate FPGA programming file to the evaluation board. For this purpose, we use the free version of Quartus II software. The Quartus II IDE provides many resources for complex FPGA implementation and analysis, but for educational purpose and small FPGA circuit the procedure to generate the FPGA programming file is quite simple. Using the Quartus II Wizard and the VHDL circuit file (FirDesign.vhd) validated in the simulation stage, we can create a project, specify the FPGA device, assign pins, and synthesize the circuit generating the final programming file for the board. After programming file generation, the board can be programmed and the circuit is embedded in the FPGA device.

3.3. The circuit implementation
We use a low cost (R$180.00) Intel FPGA evaluation board for physical lab experiments. This board consists basically in a Cyclone IV FPGA (ep4ce6), a 50 MHz crystal oscillator, the logic for programming the FPGA, and four banks of IO pins. The FPGA board is shown is Figure 4.

In order to acquire the analog signal and convert to the digital input of the FPGA board and receive the FPGA digital outputs and convert back to analog signals after the digital filtering, we use an Analog-Digital Converter (ADC 0804) and a Digital-Analog Converter (DAC 0808) mounted in an experimental board using the devices datasheets basic standalone configurations. A simple second order analog Butterworth filter [26] with cutoff frequency of 20 kHz was connected to the DAC output in order to smooth the high frequencies caused by quantization process. The method for the calculation of the component values of the filter (passive network) are also found in [26]. Figure 5 shows the experimental board.

Figure 6 shows a block diagram representing the setup of tests used to produce the experimental results. Figure 7 is the photograph of the setup.

Figure 4: The FPGA board used in the project.

Figure 5: Experimental board employed in the tests.

Figure 6: Setup Block Diagram of the developed system.

Figure 7: A photograph of the circuit under test.
3.4. Filters design

We have implemented two different FIR filters, a low-pass and a high-pass, which were used to illustrate the simulation and the implementation steps. The high-pass filter has the complementary response of the low-pass filter. The high-pass filter has simple mathematical operation. It consists of an all-pass filter minus the low-pass filter response. The low-pass filter specifications are:

Sampling Frequency (Fs): 23 kHz
Window: Kaiser.
pass band (wp = 0.026π): 0 to 300 Hz
stop band (ws = 0.0875π): 1000 Hz
transition band: ws - wp
attenuation in stop band (linear value: δ = 0.015) => (value in decibels: -20LOG(δ) ≈ 36 dB)

4. Results and Discussion

In this section are presented the results from the simulation and the real circuit experiment for both low-pass and high-pass filters.

4.1. Low-Pass Filter

Using the specifications above (Section III.4) and the file genCoefs.m, 65 coefficients FIR filter were generated. The theoretical frequency response and the temporal impulse response of the filter are shown in Figures 8a and 8b.

We use a combination of two tones with frequencies f1 = 100 Hz (representing the low frequency input component), and f2 = 1000 Hz (representing the high frequency input component) to test the simulation output of the low-pass filter using ModelSim. Figure 9 shows the input to ModelSim (using genStimulus.m) and the output provided by ModelSim (using leSaida.m) after the VHDL simulation. Figure 10 shows the result obtained with the real circuit after synthesizing the VHDL code.

Figure 10 shows that the goal of the filter has been achieved. The output of the low-pass filter (blue trace) is closely the low frequency component tone at 100 Hz.

Figure 8: a) Frequency response of the low-pass filter. Magnitude (in dB) of the filter output as function of normalized frequency. b) Impulse response of the low-pass filter. Coefficient values as function of number of points.

Figure 9: Input (above)/output (below) simulated wave forms of the low-pass filter.
4.2. High-Pass filter

Figures 11a and 11b show the result when generating the complementary high-pass filter with the all-pass minus the low-pass specification parameters.

We used the same combination of two tones with frequencies $f_1 = 100\text{Hz}$ and $f_2 = 1000\text{Hz}$ to test the simulation output of the high-pass filter using ModelSim. Figure 12 shows the input to ModelSim (using genStimulus.m) and the output provided by ModelSim (using leSaída.m) after the VHDL simulation was performed.

Figure 13 shows the results obtained with the real circuit after synthesizing the VHDL code. In this case, unlike Figure 10, the output of the high-pass filter (blue trace) is a tone at 1000 Hz, corresponding to the high frequency component of the input signal. Therefore, this result complies with the expected response of the filter.

We have repeated these experiments with other frequencies, and the obtained results are also compatible...
with the expected filter response. The input signals will be restricted to maximum input frequency of 11.4 kHz due to the ADC hardware technology limitations employed (ADC 0804 – specification).

As shown in this section, the experimental results are consistent with the results of behavioral simulation. The simulation flow serves to anticipate experimental results before implementing the final circuit. In many situations, it is preferable to perform the simulation before implementation because it allows testing and validating the ideas and architectures prior to final implementation. The simulation gives confidence to test the actual circuit, showing what is supposed to be observed during actual operation for a given stimulus, without the risk of circuit failure or incorrect connections.

In addition, the experimental results well fitted with the simulated ones motivates the students, and enable them to relate the theory and practice, bringing the theoretical concepts, sometimes abstract, to the real world through measurements and observations in practical applications.

5. Conclusion

We have presented an approach for the implementation of electronic instrumentation for both didactic and research experiments. We have introduced the use of FPGA showing the steps for the simulation, validation and synthesis. As filters are one of the fundamental blocks for digital signal processing, we introduce and discuss the theory and practice to implement two FIR filters using the methodology proposed. Both simulation and implemented circuit present output signals response well fitted to the ideal filter function.

There are two main reasons to employ programmable logic devices: FPGA design is more flexible than other commonly used technologies; VHDL is a versatile and powerful language to describe the systems in different levels of abstraction. The design provides an easier connection between theory and practice and facilitates the deepening in the understanding of the electronic instrumentation through the simulation and implementation. Thus, the implementations based on FPGA are interesting options for the development of electronic instrumentation in physics laboratory.

Moreover, this guide provides the basic steps to physics students interested in developing electronic instrumentation, encouraging them to learn and go deeper in this field of the technology.
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