CARLEMAN ESTIMATE FOR AN ADJOINT OF A DAMPED BEAM EQUATION
AND AN APPLICATION TO NULL CONTROLLABILITY
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Abstract. In this article we consider a control problem of a linear Euler-Bernoulli damped beam equation with potential in dimension one with periodic boundary conditions. We derive a new Carleman estimate for an adjoint of the equation under consideration. Then using a well known duality argument we obtain explicitly the control function which can be used to drive the solution trajectory of the control problem to zero state.
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1. Introduction

1.1. Statement of the problem. Let $d$ and $L$ are positive constants and $T^d_L$ is the one dimensional torus identified with $(-L, d+L)$ with periodic conditions. In this article we consider the following control problem corresponding to the Euler-Bernoulli damped beam equation:

\begin{equation}
\begin{cases}
\partial_{tt}\beta - \partial_{xx}\beta + \partial_{xxxx}\beta + a\beta = v_\beta \chi_\omega & \text{in } T^d_L \times (0, T), \\
\beta(\cdot, 0) = \beta_0 & \text{in } T^d_L, \\
\partial_t\beta(\cdot, 0) = \beta_1 & \text{in } T^d_L,
\end{cases}
\end{equation}

where $a = a(x, t) \in L^\infty(T^d_L \times (0, T))$ is a potential,

\begin{equation}
\omega = (-L, 0) \cup (d, d+L)
\end{equation}

and $\chi_\omega$ represents the characteristics function corresponding to the set $\omega$. The set $\omega$ will correspond to the boundary control zone for the damped beam equation.

The central theorem of the present article is based on proving a new Carleman estimate for the formal adjoint to the differential operator

\begin{equation}
(\partial_{tt} - \partial_{xx} + \partial_{xxxx}),
\end{equation}

with an observation on the set $\omega \times (0, T)$. As an application of this Carleman estimate we then construct a suitable boundary control function $v_\beta \chi_\omega$ such that the unknowns $\beta$, the beam displacement and $\partial_t\beta$, the beam velocity satisfy the following controllability requirement

\begin{equation}
(\beta, \partial_t\beta)(\cdot, T) = 0,
\end{equation}
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1.2. Construction of the weight functions. Let \( s(\geq 1) \) and \( \lambda(\geq 1) \) be two positive parameters.

1. We first introduce a function \( \eta \) on \( \mathbb{T}_L^d \) such that
\[
\eta \in C^6(\mathbb{T}_L), \quad \eta(x) > 0 \text{ in } \mathbb{T}_L^d, \\
\inf \{|\nabla \eta(x)| \mid x \in \mathbb{T}_L^d \setminus \omega\} > 0. \tag{1.5}
\]

2. Next we will define a weight function in the time variable. Let \( T_0 > 0, T_1 > 0 \), are such that
\[
2T_0 + 2T_1 < T. \tag{1.6}
\]

Now we choose a weight function \( \theta(t) \in C^4(0, T) \) such that
\[
\theta(t) = \begin{cases} \frac{1}{T^2}, & \forall \ t \in [0, T_0], \\
| \theta \text{ is strictly decreasing} \forall \ t \in [T_0, 2T_0], \\
1, & \forall \ t \in [2T_0, T - 2T_1], \\
| \theta \text{ is strictly increasing} \forall \ t \in [T - 2T_1, T - T_1], \\
\frac{1}{(T-t)^2}, & \forall \ t \in [T - T_1, T]. \tag{1.7}
\end{cases}
\]

Observe that \( \theta(t) \) blows up at the terminal points \( \{0\} \) and \( \{T\} \) of the interval \( (0, T) \).

3. In view of \( \eta \) and \( \theta(t) \) we finally introduce the following weight functions in \( \mathbb{T}_L^d \times [0, T] \),
\[
\begin{align*}
\phi(x, t) &= \theta(t)(e^{6\lambda||\eta||_{\infty}} - e^{\lambda(\eta+4||\eta||_{\infty})}), \\
\xi(x, t) &= \theta(t)e^{\lambda(\eta+4||\eta||_{\infty})}. \tag{1.8}
\end{align*}
\]

From now on until the end of this article we will denote by \( c \), a generic strictly positive small constant and by \( C \), a large constant, where both of them are independent of the parameters \( s(\geq 1) \) and \( \lambda(\geq 1) \).

Note that the weight functions defined above closely relates with the weight functions used in proving Carleman estimate for adjoint heat equation. The choice that \( \theta(t) \) equals one in a subinterval of \( (0, T) \) is done to apply the Carleman estimate in studying the controllability of coupled PDE problems (especially parabolic hyperbolic coupling) in further works. For similar issues of controllability of coupled parabolic hyperbolic system one can consult the articles [13] and [2]. One can also look into [27, Chapter 4] for the application of the Carleman estimate proved in this article to study the observability property of a compressible fluid structure interaction problem.

Now let us state the following result corresponding to the Carleman estimate of the formal adjoint to the operator (1.3).

**Theorem 1.1.** There exist a constants \( C > 0, s_0 \geq 1 \) and \( \lambda_0 \geq 1 \) such that for all smooth functions \( \psi \) on \( \mathbb{T}_L^d \times [0, T] \), for all \( s \geq s_0 \) and \( \lambda \geq \lambda_0 \),
\[
\begin{align*}
&\text{s}^7 \lambda^8 \int_0^T \int_{\mathbb{T}_L^d} \xi^7 |\psi|^2 e^{-2s\phi} + s^5 \lambda^6 \int_0^T \int_{\mathbb{T}_L^d} \xi^5 |\partial_x \psi|^2 e^{-2s\phi} \\
&\quad + s^4 \lambda^4 \int_0^T \int_{\mathbb{T}_L^d} \xi^3 (|\partial_{xx} \psi|^2 + |\partial_t \psi|^2) e^{-2s\phi} + s^3 \lambda^2 \int_0^T \int_{\mathbb{T}_L^d} \xi (|\partial_{xx} \psi|^2 + |\partial_{xxxx} \psi|^2) e^{-2s\phi} \\
&\quad + \frac{1}{s} \int_0^T \int_{\mathbb{T}_L^d} \frac{1}{\xi} (|\partial_{tt} \psi|^2 + |\partial_{tx} \psi|^2 + |\partial_{xxxx} \psi|^2) e^{-2s\phi} \tag{1.9}
\end{align*}
\]

where the notation \( \omega \) was introduced in (1.2).
Theorem 1.2. Let $T > 0$, $a \in L^\infty(T_L^d \times (0, T))$ be a potential and the initial datum satisfy the following regularity assumptions:
\[
\beta_0 \in H^3(T_L^d), \quad \text{and} \quad \beta_1 \in H^1(T_L^d). \tag{1.10}
\]
There exists a control $v_\beta \in L^2(0, T; L^2(T_L^d))$, such that the solution to the system (1.1) satisfies the null controllability requirement (1.4) and the controlled trajectory $\beta$ has the following regularity
\[
\beta \in L^2(0, T; H^1(T_L^d)) \cap H^1(0, T; H^2(T_L^d)) \cap H^2(0, T; L^2(T_L^d)). \tag{1.11}
\]

The equation (1.1)_1 we consider is of parabolic nature. In other words the operator
\[
\mathcal{A} = \begin{pmatrix} 0 & I \\ -\partial_{xxxx} & \partial_{xx} \end{pmatrix} \tag{1.12}
\]
(the operator $\mathcal{A}$ is without potential) defined in $H^2(T_L^d) \times L^2(T_L^d)$ with the domain
\[
\mathcal{D}(\mathcal{A}) = H^1(T_L^d) \times H^2(T_L^d),
\]
is the generator of an analytic semigroup. For details we refer the readers to [8]. The well posedness of the system (1.1) with $a = 0$ is well studied in the literature and we will comment more on that afterwards. In our case since the system (1.1) is with potential, we state the following result for the well posedness and regularity of system (1.1).

Lemma 1.3. Let, $a = a(x, t) \in L^\infty(T_L^d \times (0, T))$ be a potential. Let
\[
(\beta_0, \beta_1) \in H^3(T_L^d) \times H^1(T_L^d),
\]
and the control function, $v_\beta \in L^2(0, T; T_L^d)$ satisfies
\[
\|v_\beta\|_{L^2(0, T; L^2(T_L^d))} \leq C\|\beta_0, \beta_1\|_{H^3(T_L^d) \times H^1(T_L^d)}, \tag{1.13}
\]
for some positive constant $C$. Then the system (1.1) admits a unique solution in the functional framework (1.11). Besides, there exists a positive constant $C$, such that the following holds
\[
\|\beta, \partial_t \beta\|_{L^2(0, T; H^3(T_L^d) \times H^2(T_L^d)) \cap H^1(0, T; H^3(T_L^d) \times L^2(T_L^d))} \leq C\|\beta_0, \beta_1\|_{H^3(T_L^d) \times H^1(T_L^d)}. \tag{1.14}
\]

We will recall the proof of Lemma 1.3 in Section A.

To the best of our knowledge our article is the first one proving a Carleman estimate for the adjoint of the damped beam equation (1.1). The null controllability problem (1.1) without the potential term is already studied in the articles [23], [26] and [12] using spectral methods. Their technique is completely different from ours which is based in proving a Carleman estimate for the adjoint to the system (1.1). In [23] the authors consider a more general controllability problem:
\[
\dot{w}_t + Sw + \rho S^\alpha w_t = u; \quad w(0) = w_0; \quad w_t(0) = w_1; \quad \rho > 0; \quad 1/2 \leq \alpha \leq 1,
\]
where for some Hilbert space $\mathcal{X}$, $S: \mathcal{D}(S)(\subset \mathcal{X}) \rightarrow \mathcal{X}$ is a positive, self-adjoint, unbounded operator with compact resolvent. The control $u$ is not localized and is assumed to be distributed over the whole domain. In [12] the authors consider a one dimensional damped beam (similar to the one (1.1)_1 but without the potential) with hinged ends and with a positive parameter $\rho$ appearing as the coefficient of $\partial_{xx} \beta$. They study the null controllability of the system with a localized interior control by proving an observability inequality uniformly with respect to $\rho$. The approach of both the articles [23] and [12] is based on proving an observability estimate by using Fourier decomposition and suitably using Bessel’s inequality and Ingham-type inequalities for complex frequencies. In [26] the author explicitly obtains the cost of the control as $T \rightarrow 0$, by tracking the constants in the observability estimate using spectral
methods. The main focus of the present article is to derive a new Carleman estimate for the dual to the problem (1.1). Then using a duality argument we prove the null controllability of the primal problem (1.1). The duality argument used in this article is motivated from [15] and [2]. In fact the concept of duality between controllability and observability dates back to the celebrated Hilbert Uniqueness method (HUM), introduced in the article [25], which reduces the question of exact controllability problem of a partial differential equation into proving the observability estimate of the corresponding adjoint problem. The Carleman estimate obtained in this article can be used to prove controllability results corresponding to more complicated coupled dynamical systems, like the ones considered in [29] and [28]. In fact the two main advantages of using Carleman estimate in studying the controllability properties of a PDE are:

(i) Using suitably large Carleman parameter $s$ one can readily incorporate lower order terms especially a $L^\infty$ potential in a linear PDE model to study the controllability. Whereas spectral methods can not be applied in analyzing the controllability properties of a linear PDE model with potential (or with other lower order terms). This specific advantage of Carleman estimate is often exploited to deal with the controllability issues of semi linear PDE models.

(ii) Moreover, to track the behavior of the spectrum of coupled PDE models is often very complicated. For example of such models one can have a look in the fluid structure interaction problems (with an elastic structure at the boundary) considered in [27, Chapter 4] and [29]. Carleman estimate can prove to be a very useful tool for studying controllability issues of such coupled problems. In connection with this discussion we would like to refer to [27, Chapter 4] where the author obtains an observability inequality for a compressible fluid structure interaction problem using Carleman estimates for some decoupled equations.

Let us briefly discuss the strategy of the present article in the following.

1.3. Comments on the Strategy. (i) The Carleman estimate: The proof of the controllability result Theorem 1.2 relies on studying the observability of the corresponding adjoint system. This observability is the consequence of the Carleman estimate stated in Theorem 1.1, more specifically Corollary 2.1. In fact we prove a Carleman estimate for all smooth functions defined in $\mathbb{T}_L^d \times [0,T]$ with an observation in the set $\omega \times (0,T)$. Roughly speaking the Carleman estimate is a way to bound the weighted energy of a PDE system by just using the energy localized on the observation set $\omega \times (0,T)$. Thanks to the parabolic nature of the equation (1.1), we are able to prove a Carleman estimate by using similar weight functions which are used in the literature in deriving Carleman estimate for heat equation (for instance one can look into the articles [18], [15] and [2]). Unlike the heat equation in our case the damped beam equation consists of second order derivative in time and fourth order derivative in space and this makes the proof of the Carleman estimate very involved and tricky. The weight function $\phi(x,t)$ we use roughly equals to $\theta(t)e^{6\lambda|\eta|_\infty}$, where the weight $\theta(t)$ in time blows up at terminal points $\{0\}$ and $\{T\}$, $\lambda$ is a positive parameter and $\eta(x)$ is sufficiently smooth positive valued function defined on $\mathbb{T}_L^d$ with all its critical points in the set $\omega$.

Now to derive a Carleman estimate solved by a smooth function $\psi$, the trick is to perform a change of unknown $w = e^{-s\phi}\psi$, and introduce a new quantity

$$P_\phi w = e^{-s\phi}(\partial_{tt}\psi + \partial_{xxx}\psi + \partial_{xxxx}\psi) = e^{-s\phi}(\partial_{tt}(e^{s\phi}w) + \partial_{xx}(e^{s\phi}w) + \partial_{xxxx}(e^{s\phi}w)).$$

Next the most important part of the analysis is to suitably decompose $P_\phi w$ as

$$P_\phi w = P_1 w + P_2 w + Rw,$$

where $P_1$ and $P_2$ roughly corresponds to the formally computed symmetric and anti symmetric part of the operator $P_\phi$, whereas $R$ corresponds to the lower order terms. We have managed to incorporate a lower order term in the expression of $P_2 w$ and show that the product term $\int_0^T \int_{\mathbb{T}_L^d} P_1 w P_2 w$ admits of
positive coefficients except possibly on the observation set \( \omega \times (0, T) \). This in turn is used to prove the claimed Carleman estimate. Consequently one can easily obtain a Carleman estimate of the adjoint of a damped beam equation with potential. For details we refer the readers to Corollary 2.1.

An alternative way to obtain a Carleman estimate corresponding to the operator \( (\partial_{tt} + \partial_{txx} + \partial_{xxxx}) \) (which is without the potential term) is to factorize the adjoint operator as follows:

\[
(\partial_{tt} + \partial_{txx} + \partial_{xxxx})\psi = (\partial_t + \frac{1 \pm \sqrt{3}i}{2} \partial_{xx} \partial_t + \frac{1 \mp \sqrt{3}i}{2} \partial_{xx})\psi,
\]

and then use the Carleman estimate for parabolic equations with complex coefficients, for instance one can use the result form [16]. But in that case we can only obtain bound over \( s^6 \lambda^8 \int_0^T \int_{\mathbb{T}^d_L} \xi^6 |\psi|^2 e^{-2s\phi} \), where \( s \) and \( \lambda \) are Carleman parameters and \( \xi = \theta(t)e^{\lambda(\eta(x,t)+4\eta(x,T))} \), but this result is not optimal. On the other hand the Carleman estimate stated in Theorem 1.1 derives a bound on \( s^7 \lambda^8 \int_0^T \int_{\mathbb{T}^d_L} \xi^7 |\psi|^2 e^{-2s\phi} \), which seems to be optimal in the sense that the exponents of the parameters \( s \) and \( \lambda \) can not be improved.

The optimality of exponents of Carleman parameters can play a crucial role while dealing with coupled PDE systems with strong coupling. One can for instance look into [27, Chapter 4] where a bound over \( s^6 \lambda^8 \int_0^T \int_{\mathbb{T}^d_L} \xi^6 |\psi|^2 e^{-2s\phi} \), is not enough and one needs a bound over \( s^7 \lambda^8 \int_0^T \int_{\mathbb{T}^d_L} \xi^7 |\psi|^2 e^{-2s\phi} \), to prove the observability properties of a compressible fluid structure interaction problem where a damped beam of the form (1.1) appears at the fluid boundary.

(ii) Null – controlability of (1.1): Next in Section 3 we prove Theorem 1.2 by a duality argument. In fact we introduce a cutoff function in time and using this we reduce the control problem (1.1)-(1.4) into a homogeneous initial value null controllability problem. To prove the null controllability of the new problem we write it in a weak form and introduce a functional whose Euler-Lagrange equation coincides with the obtained weak formulation. This strategy is inspired from [18], [15] and [2] where the authors treat the null controllability problem of heat type equations using this technique. Then thanks to the Carleman estimates derived in Section 2, we show that the functional admits of a unique minimizer in a suitable Hilbert space. This minimizer is eventually used to obtain an explicit expression of a control function and an expression of the controlled trajectory. We further obtain an estimate on the \( L^2(\mathbb{T}^d_L \times (0, T)) \) norm of the control function which is eventually used to show that the controlled trajectory satisfies the regularity (1.11) as a consequence of Lemma 1.3.

Since we are considering a one dimensional beam with periodic boundary conditions one may use spectral methods to prove the null controllability of the system (1.1) when the potential \( a = 0 \). For instance taking the Fourier transform of (1.1) with potential \( a = 0 \) it is not hard to compute the following expression of eigenvalues and eigenfunctions corresponding to the operator \( A \) (given by (1.12)):

\[
\lambda_k = \frac{-k^2 \pm \sqrt{3}ik^2}{2}, \quad \delta_k = \left( e^{ikx} \lambda_k e^{ikx} \right), \quad \text{for all} \quad k \in \mathbb{Z}.
\]

(1.15)

It can be checked that \( A^* \), the adjoint of \( A \) with \( a = 0 \) computed in the inner product of \( L^2(\mathbb{T}^d_L) \times L^2(\mathbb{T}^d_L) \), admits of same eigenvalues and eigenvectors as of \( A \) with \( a = 0 \) given by (1.15). Next one can exploit the gap property in between two consecutive eigenvalues in order to apply spectral methods to prove null controllability of the system (1.1) with \( a = 0 \). For details we refer to the articles [12], [23] and [26]. In the present article we will further not discuss about the spectral methods and will rely on a new Carleman estimate which is the base of our analysis. Due to the strength of the Carleman parameters it is possible to handle the null controllability of a damped beam equation with a non trivial potential. Generalizing the Carleman estimate obtained in this article to dimension greater than one and to more general damped beam with general Lamé coefficients is a matter of future research. Nevertheless due to its plethora of applications (unique continuation, inverse problems etc.), Carleman estimate has its own interest.
1.4. Bibliographical Comments. The well-posedness of the system (1.1) with $a = 0$ in the framework of Hilbert space is well studied in the literature. In our case we have used the fact that the operator associated with $(1.1)_1$ and $a = 0$ is the generator of an analytic semigroup, for instance one can see Lemma A.1. The result corresponding to the analyticity of the associated semigroup follows from [8] and [9]. We further used this result to obtain a existence and regularity result for a damped beam equation with potential in Lemma 1.3. Maximal regularity in the $L^p - L^q$ regularity framework for a structurally damped beam with inhomogeneous Dirichlet-Neumann boundary condition is studied in the article [11]. The approach of [11] is mainly based on $R-$boundedness and Fourier multiplier theorems. An unified approach to the existence, uniqueness and regularity of solutions to problems belonging to a class of second order in time semilinear partial differential equations in Banach spaces can be found in [6]. In [6], the authors study the analyticity of semigroups generated by a class of operators in the $L^p$ framework and obtained local existence and regularity results for some second order (wave like) semilinear problems of parabolic nature. We also refer the readers to [14] for the existence and exponential stability issues for elastic systems with structural damping in Banach spaces. For further references regarding the well posedness issues of damped plate equation we refer to [10] and [30]. The readers can also consult [28], [29] and [3] for the application of the regularity results of the damped Euler-Bernoulli beam equation in studying the well posedness of coupled dynamical systems and more particularly fluid structure interaction problems.

To the best of our knowledge the present article is the first one in the literature obtaining a Carleman estimate for the adjoint of the operator (1.3). Using spectral methods the null controllability of the system (1.1) with $a = 0$ is studied in [23], [12] and [26]. There exist several articles dealing with the controllability of undamped plate equation. The exact controllability problem using boundary controls of an undamped Euler-Bernoulli beam equation is considered in [22]. In [22] the authors prove the exact controllability result by proving an observability inequality for the homogeneous boundary value adjoint system using multiplier method. Exact controllability of a Euler-Bernoulli beam with variable coefficients with semi internal control is studied in [20]. For controllability results of thin plate and beam equations one can also consult [21]. For the controllability issues of a coupled parabolic-hyperbolic dynamics involving an elastic structure, for instance thermoelastic systems, one can look into the articles [24] and [1].

We would also like to quote the articles [31] and [17] for the use of Carleman estimates in order to prove controllability results for plate equations. In [31] the author considers the exact controllability problem of a semilinear plate equation with superlinear nonlinearity while in [17] the author deals with a linear plate equation with potential. In [31] the author obtains a Carleman estimate by decomposing the plate operator into two Schrödinger operators while in [17] the author derives a Carleman estimate directly without using Schrödinger operators. We would like to point out that the Carleman weights used in [31] and [17] completely differ from that of ours, introduced in Section 1.8. This is because the linearized operators in [31] and [17] are of hyperbolic nature whereas due to the structural damping the system (1.1) is parabolic.

The study of Carleman estimate for a parabolic equation involving fourth order space derivative is quite recent in the literature. The article [7] establishes the first Carleman estimate for a parabolic equation in dimension one involving fourth order derivative in space. In [7] the authors study the local exact controllability to the trajectories of the Kuramoto-Sivashinsky equation with boundary controls using Carleman estimate. For Carleman estimate and its application to the controllability of similar fourth order parabolic equations in dimension one we also refer the readers to [32] and [5]. In dimension $N \geq 2$, Carleman estimate for a fourth order parabolic equation is established in a very recent article
Our system (1.1) is fourth order in space, second order in time and further involves a damping term $\partial_{xxx} \beta$ and hence it is quite different from the models considered in [19], [5], [32] and [7] which are first order in time. To the best of our knowledge the present article is the first one proving a Carleman estimate for a parabolic equation which is fourth order in space and second order in time.

1.5. Outline. In Section 2 we prove Theorem 1.1, the central result of this article and further state a Corollary 2.1 which can be readily obtained as a consequence of Theorem 1.1. Next in Section 3 we prove Theorem 1.2 as an application of the Carleman estimate proved in Corollary 2.1. In Section A we include the proof of Lemma 1.3.

2. Proof of Theorem 1.1 and a corollary

From now on until the end of this article we fix the controllability time $T$.

At this moment we can recall the definition of the weight functions $\phi$ and $\xi$ which were introduced in 1.8. In our computations afterwards we will frequently use the following estimates, valid on $T^d_1 \times (0,T)$:

\[
|\partial_i^{(j)} \phi| \leq C \lambda^j \xi \quad \text{for all } i \in \{1, 2, 3, 4\}, \quad |\partial_i \phi| \leq C \xi^{3/2}, \quad |\partial_{tt} \phi| \leq C \xi^2, \quad |\partial_{tx} \phi| \leq C \lambda^3 \xi^{3/2}, \quad |\partial_{xxxx} \phi| \leq C \lambda^3 \xi^{3/2}, \quad |\partial_{ttxx} \phi| \leq C \lambda^2 \xi^2, \quad |\partial_{txxx} \phi| \leq C \lambda^2 \xi^2, \quad (2.1)
\]

and

\[
|\partial_i^{(j)} \xi| \leq C \lambda^j \xi \quad \text{for all } i \in \{1, 2, 3, 4\}, \quad |\partial_i \xi| \leq C \xi^{3/2}, \quad |\partial_{tt} \xi| \leq C \xi^2, \quad |\partial_{tx} \xi| \leq C \lambda^3 \xi^{3/2}, \quad |\partial_{xxxx} \xi| \leq C \lambda^3 \xi^{3/2}, \quad |\partial_{ttxx} \xi| \leq C \lambda^2 \xi^2, \quad |\partial_{txxx} \xi| \leq C \lambda^2 \xi^2, \quad (2.2)
\]

and, for $\lambda$ large enough, for all $(x, t) \in [0, d] \times (0, T)$ and $i \in \{1, 2, 3, 4\}$,

\[
-\partial_i^{(j)} \phi = \partial_i^{(j)} \xi \geq c \lambda^j \xi. \quad (2.3)
\]

2.1. Carleman estimate for an adjoint damped beam equation. In the following we prove Theorem 1.1 which corresponds to the Carleman estimate for the adjoint of the damped beam equation.

Proof of Theorem 1.1. In the proof for simplicity of notations we will write:

\[
f_\psi = \partial_{tt} \psi + \partial_{txx} \psi + \partial_{xxxx} \psi. \quad (2.4)
\]

We introduce the change of unknown

\[
w = e^{-s \phi} \psi.
\]

In view of (2.4), $w$ satisfies:

\[
e^{-s \phi} f_\psi = e^{-s \phi} (\partial_{tt} \psi + \partial_{txx} \psi + \partial_{xxxx} \psi + a \psi) = e^{-s \phi} (\partial_{tt} (e^{s \phi} w) + \partial_{txx} (e^{s \phi} w) + \partial_{xxxx} (e^{s \phi} w)) = P_\phi w.
\]

We write $P_\phi w$ in the form:

\[
P_\phi w = P_1 w + P_2 w + R w, \quad (2.6)
\]
where

\[
\begin{align*}
    P_1w &= s^4(\partial_x \phi)^4w + 6s^2(\partial_x \phi)^2\partial_{xx}w + \partial_{xxxx}w + 2s\partial_x \phi \partial_{xt}w + \partial_{tt}w, \\
    P_2w &= 4s^3(\partial_x \phi)^3\partial_x w + 4s\partial_t \phi \partial_{xxx}w + \partial_{xxxt}w + s^2(\partial_x \phi)^2\partial_t w \\
    &\quad + 6(1 + \zeta)s^3(\partial_x \phi)^2\partial_{xx}w, \\
    RW &= s^4(\partial_x \phi)^2w + s\partial_t \phi \partial_{xx}w + s^3\partial_t \phi(\partial_x \phi)^2w + s\partial_t \phi \partial_{tt}w + 2s^2\partial_x \phi \partial_{tx}w + 2s^2\partial_x \phi \partial_{x}w \\
    &\quad + \frac{s^2}{\lambda^2}\partial_t \phi \partial_{xx}w + 6s\partial_x \phi \partial_{xxx}w + s\partial_{xxxx}w + 4s\partial_x \phi \partial_{x}w \\
    &\quad + 12s^2\partial_x \phi \partial_{xx}w + 3s^2(\partial_x \phi)^2w + \frac{s^2}{\lambda^2}\partial_t \phi \partial_{xx}w + 2s^2\partial_x \phi \partial_{x}w \\
    &\quad + s^2\partial_t \phi \partial_{xx}w + 6s\partial_x \phi \partial_{xxx}w + s\partial_{xxxx}w + 4s\partial_x \phi \partial_{x}w \\
    &\quad - 6\zeta s^3(\partial_x \phi)^2\partial_{xx}w,
\end{align*}
\]

(2.7)

where \(\zeta\) is a free parameter which will be fixed later.

Based on the identity

\[
P_1w + P_2w = f_\psi e^{-s\phi} - RW,
\]

we obtain

\[
\int_0^T \int_{\mathbb{T}_L} |P_1w|^2 + \int_0^T \int_{\mathbb{T}_L} |P_2w|^2 + 2 \int_0^T \int_{\mathbb{T}_L} P_1wP_2w = \int_0^T \int_{\mathbb{T}_L} |f_\psi e^{-s\phi} - RW|^2 \\
\leq 2 \int_0^T \int_{\mathbb{T}_L} |f_\psi|^2 e^{-2s\phi} + 2 \int_0^T \int_{\mathbb{T}_L} |RW|^2.
\]

(2.8)

The crucial point is to obtain suitable estimates for the product term \(\int_0^T \int_{\mathbb{T}_L} P_1wP_2w\). We will denote by \(I_{i,j}\) the cross product of the \(i\)-th term of \(P_1w\) and of the \(j\)-th term of \(P_2w\), so that

\[
\int_0^T \int_{\mathbb{T}_L} P_1wP_2w = \sum_{i,j=1}^{i=5,j=5} I_{i,j}.
\]

In the following estimates to make the presentation simpler we will write L.O.T (lower order terms) for the terms which are small (for large values of the parameters \(s\) and \(\lambda\)) with respect to the left hand side of (1.9), i.e. for which there exists a constant \(C\) independent of \(s\) and \(\lambda\) such that

\[
|L.O.T| \leq C \left( \frac{1}{s} + \frac{1}{\lambda} \right) \left( s^7\lambda^8 \int_0^T \int_{\mathbb{T}_L} \xi^7|\psi|^2e^{-2s\phi} + s^5\lambda^5 \int_0^T \int_{\mathbb{T}_L} \xi^5|\partial_x \psi|^2e^{-2s\phi} \\
+ s\lambda^4 \int_0^T \int_{\mathbb{T}_L} \xi^3(|\partial_x \psi|^2 + |\partial_t \psi|^2)e^{-2s\phi} + s\lambda^2 \int_0^T \int_{\mathbb{T}_L} \xi(|\partial_x \psi|^2 + |\partial_{xx} \psi|^2)e^{-2s\phi} \right).
\]

In particular, note that we immediately get that

\[
\int_0^T \int_{\mathbb{T}_L} |RW|^2 \leq L.O.T.
\]

(2.9)

We list below the computations of each \(I_{i,j}\).

\[
I_{11} = 4s^7 \int_0^T \int_{\mathbb{T}_L} (\partial_x \phi)^7w\partial_{xx}w = -14s^7 \int_0^T \int_{\mathbb{T}_L} (\partial_x \phi)^6\partial_{xx}w^2.
\]

(2.10)
\[ I_{12} = 4s^5 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^5 \partial_{xxx} w = -120s^5 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^2 (\partial_{xxx} \phi)^3 w^2 \]
\[ - 80s^5 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^3 \partial_{xxx} \phi (\partial_{xxx} \phi) w^2 - 40s^5 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^3 \partial_{xx} \phi (\partial_{xxx} \phi) w^2 \]
\[ - 10s^5 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^4 \partial_{xxx} \phi w^2 + 30s^5 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^4 \partial_{xx} \phi (\partial_{x} \phi) w^2 \]
\[ = \text{L.O.T} + 30s^5 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^4 \phi (\partial_{x} \phi) w^2. \]  

\[ I_{13} = s^4 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^4 \partial_{xxx} w \]
\[ = -12s^4 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi) \partial_{x} \phi (\partial_{xxx} \phi) w^2 - 12s^4 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^2 \partial_{xx} \phi (\partial_{xxx} \phi) w^2 \]
\[ - 6s^4 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^2 \partial_{x} \phi (\partial_{xx} \phi) w^2 - 2s^4 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^3 \partial_{xxx} \phi w^2 \]
\[ + 2s^4 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^3 \partial_{xx} \phi (\partial_{x} \phi) w^2 + 4s^4 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^3 \partial_{xx} \phi \partial_{x} \phi \partial_{x} \phi w \]
\[ = \text{L.O.T} + 4s^4 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^3 \partial_{xx} \phi \partial_{x} \phi \partial_{x} \phi w. \]  

\[ I_{14} = 3s^6 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^5 \partial_{xx} \phi w^2 = \text{L.O.T.} \]  

\[ I_{15} = 6(1 + \zeta)s^7 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^6 \partial_{xx} \phi w^2. \]  

\[ I_{21} = -60s^5 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^4 \partial_{xxx} \phi (\partial_{x} \phi)^2. \]  

\[ I_{22} = -36s^3 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^2 \partial_{xxx} \phi (\partial_{x} \phi)^2. \]  

\[ I_{23} = -12s^2 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^2 \partial_{xx} \phi (\partial_{x} \phi w)^2 = \text{L.O.T.} \]  

\[ I_{24} = 6s^4 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^4 \partial_{xx} \phi \partial_{x} \phi w \]
\[ = -24s^4 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^3 \partial_{x} \phi (\partial_{xx} \phi) w + 12s^4 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^3 \partial_{x} \phi (\partial_{x} \phi)^2 \]
\[ = \text{L.O.T} - 24s^4 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^3 \partial_{x} \phi \partial_{x} \phi w. \]
\[ I_{25} = 36 (1 + \zeta) s^5 \int_0^T \int_{\tau_L} (\partial_x \phi)^4 \partial_{xx} \phi w \partial_{xx} w = (1 + \zeta) \left( 216s^5 \int_0^T \int_{\tau_L} (\partial_x \phi)^2 (\partial_{xx} \phi)^3 w^2 + 144s^5 \int_0^T \int_{\tau_L} (\partial_x \phi)^3 \partial_{xx} \phi \partial_{xxx} \phi w^2 + 72s^5 \int_0^T \int_{\tau_L} (\partial_x \phi)^3 \partial_{xx} \phi \partial_{xxx} \phi w^2 \right) \]
\[ + 18s^5 \int_0^T \int_{\tau_L} (\partial_x \phi)^4 \partial_{xxx} \phi w^2 - 36s^5 \int_0^T \int_{\tau_L} (\partial_x \phi)^4 \partial_{xx} \phi (\partial_{x} w)^2 \]
\[ = L.O.T - 36 (1 + \zeta) s^5 \int_0^T \int_{\tau_L} (\partial_x \phi)^4 \partial_{xx} \phi (\partial_{x} w)^2. \] (2.19)

\[ I_{31} = 4s^3 \int_0^T \int_{\tau_L} (\partial_x \phi)^3 \partial_x \phi \partial_{xxx} w \]
\[ = -12s^3 \int_0^T \int_{\tau_L} (\partial_x \phi)^2 \partial_{xx} \phi \partial_x \phi \partial_{xxx} w - 4s^3 \int_0^T \int_{\tau_L} (\partial_x \phi)^3 \partial_{xx} \phi \partial_{xxx} w \]
\[ = L.O.T + 18s^3 \int_0^T \int_{\tau_L} (\partial_x \phi)^2 \partial_{xx} \phi (\partial_{x} w)^2. \] (2.20)

\[ I_{32} = -2s \int_0^T \int_{\tau_L} \partial_{xx} \phi (\partial_{xxx} w)^2. \] (2.21)

\[ I_{33} = \int_0^T \int_{\tau_L} \partial_{xxx} w \partial_{xx} w = 0. \] (2.22)

\[ I_{34} = s^2 \int_0^T \int_{\tau_L} (\partial_x \phi)^2 \partial_{xxx} \phi \partial_t w \]
\[ = -2s^2 \int_0^T \int_{\tau_L} (\partial_x \phi) \partial_{xx} \phi \partial_{xxx} \phi \partial_t w - s^2 \int_0^T \int_{\tau_L} (\partial_x \phi)^2 \partial_{xxx} \phi \partial_{xx} w \]
\[ = L.O.T + 4s^2 \int_0^T \int_{\tau_L} \partial_x \phi \partial_{xx} \phi \partial_{xxx} w \partial_t w. \] (2.23)

\[ I_{35} = 6 (1 + \zeta) s^3 \int_0^T \int_{\tau_L} (\partial_x \phi)^2 \partial_{xx} \phi \partial_{xxx} \phi \partial_{xx} \phi w w \]
\[ = -12 (1 + \zeta) s^3 \int_0^T \int_{\tau_L} \partial_x \phi (\partial_{xx} \phi)^2 \partial_{xxx} \phi \partial_{xx} \phi w - 6 (1 + \zeta) s^3 \int_0^T \int_{\tau_L} (\partial_x \phi)^2 \partial_{xx} \phi \partial_{xxx} \phi \partial_{xx} \phi \partial_{xxx} \phi \partial_{xx} \phi w \]
\[ + (1 + \zeta) s^3 \int_0^T \int_{\tau_L} (\partial_x \phi)^2 \partial_{xx} \phi \partial_{xxx} \phi \partial_{xx} \phi \partial_{xxx} \phi \partial_{xx} \phi w \]
\[ = L.O.T + 6 (1 + \zeta) s^3 \int_0^T \int_{\tau_L} (\partial_x \phi)^2 \partial_{xx} \phi (\partial_{xx} w)^2. \] (2.24)

\[ I_{41} = -16s^4 \int_0^T \int_{\tau_L} (\partial_x \phi)^3 \partial_{xx} \phi (\partial_{x} w)^2 = L.O.T. \] (2.25)
\[ I_{42} = 8s^2 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^2 \partial_{xt} w \partial_{xxx} w \]
\[ = -16s^2 \int_0^T \int_{\mathcal{T}_L} \partial_x \phi \partial_{xx} \phi \partial_{xt} w \partial_{xx} w + 8s^2 \int_0^T \int_{\mathcal{T}_L} \partial_x \phi \partial_{xt} \phi (\partial_{xx} w)^2 \]  
(2.26) 
\[ = L.O.T - 16s^2 \int_0^T \int_{\mathcal{T}_L} \partial_x \phi \partial_{xx} \phi \partial_{xt} w \partial_{xx} w. \]

\[ I_{43} = -s \int_0^T \int_{\mathcal{T}_L} \partial_{xx} \phi (\partial_{xt} w)^2. \]  
(2.27) 
\[ I_{44} = -3s^3 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^2 \partial_{xx} \phi (\partial_t w)^2. \]  
(2.28) 
\[ I_{45} = 12(1 + \zeta) s^4 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^3 \partial_{xx} \phi \partial_{xt} w \partial_{t} w 
\[ = (1 + \zeta) \left( -36s^4 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^2 (\partial_{xx} \phi)^2 \partial_t w \partial_{xx} w - 12s^4 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^3 \partial_{xx} \phi \partial_t w \partial_{x} w \right) 
-12s^4 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^3 \partial_{xx} \phi \partial_t w \partial_{x} w \]  
(2.29) 
\[ = L.O.T - 12(1 + \zeta) s^4 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^3 \partial_{xx} \phi \partial_t w \partial_{x} w. \]

\[ I_{51} = 4s^3 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^3 \partial_x w \partial_t w 
\[ = -12s^3 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^2 \partial_{xt} \phi \partial_x w \partial_t w - 4s^3 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^3 \partial_{xt} w \partial_t w \]  
(2.30) 
\[ = L.O.T + 6s^3 \int_0^T \int_{\mathcal{T}_L} (\partial_x \phi)^2 \partial_{xx} \phi (\partial_t w)^2. \]

\[ I_{52} = 4s \int_0^T \int_{\mathcal{T}_L} \partial_x \phi \partial_{xxx} w \partial_t w 
\[ = -4s \int_0^T \int_{\mathcal{T}_L} \partial_{xt} \phi \partial_{xxx} w \partial_t w - 4s \int_0^T \int_{\mathcal{T}_L} \partial_x \phi \partial_{xxx} \partial_t w \partial_t w \]  
(2.31) 
\[ = L.O.T - 6s \int_0^T \int_{\mathcal{T}_L} \partial_{xx} \phi (\partial_{xt} w)^2. \]

\[ I_{53} = \int_0^T \int_{\mathcal{T}_L} \partial_t w \partial_{xxx} w = \int_0^T \int_{\mathcal{T}_L} \partial_t (\partial_{xx} w)^2 = 0. \]  
(2.32)
\[ I_{54} = s^2 \int_0^T \int_{\mathcal{E}_L} (\partial_x \phi)^2 \partial_t w \partial_t w \]
\[ = -s^2 \int_0^T \int_{\mathcal{E}_L} \partial_x \phi \partial_{tx} \phi (\partial_t w)^2 = L.O.T. \quad (2.33) \]

\[ I_{55} = 6(1 + \zeta)s^3 \int_0^T \int_{\mathcal{E}_L} (\partial_x \phi)^2 \partial_{xx} \phi \partial_t w w = (1 + \zeta) \left( -6s^3 \int_0^T \int_{\mathcal{E}_L} \partial_x \phi \partial_{tx} \phi \partial_{xx} \phi (\partial_t w)^2 \right) \]
\[ -3s^3 \int_0^T \int_{\mathcal{E}_L} (\partial_x \phi)^2 \partial_{xx} \phi (\partial_t w)^2 - 6s^3 \int_0^T \int_{\mathcal{E}_L} (\partial_x \phi)^2 \partial_{xx} \phi (\partial_t w)^2 \]
\[ = L.O.T. - 6(1 + \zeta)s^3 \int_0^T \int_{\mathcal{E}_L} (\partial_x \phi)^2 \partial_{xx} \phi (\partial_t w)^2. \quad (2.34) \]

Hence we find that
\[
\int_0^T \int_{\mathcal{E}_L} P_1 w P_2 w = \sum_{i=5, j=5}^{i=5, j=5} I_{ij}
\]
\[
= (-8 + 6\zeta)s^7 \int_0^T \int_{\mathcal{E}_L} (\partial_x \phi)^6 \partial_{xx} \phi w^2 + (-66 - 36\zeta)s^5 \int_0^T \int_{\mathcal{E}_L} (\partial_x \phi)^4 \partial_{xx} \phi (\partial_t w)^2 \\
+ (-12 + 6\zeta)s^3 \int_0^T \int_{\mathcal{E}_L} (\partial_x \phi)^2 \partial_{xx} \phi (\partial_t w)^2 + (-3 - 6\zeta)s^3 \int_0^T \int_{\mathcal{E}_L} (\partial_x \phi)^2 \partial_{xx} \phi (\partial_t w)^2 \\
- 2s \int_0^T \int_{\mathcal{E}_L} \partial_{xx} \phi (\partial_{xx} w)^2 - 7s \int_0^T \int_{\mathcal{E}_L} \partial_{xx} \phi (\partial_{xt} w)^2 \\
+ (-32 + 12\zeta)s^4 \int_0^T \int_{\mathcal{E}_L} (\partial_x \phi)^3 \partial_{xx} \phi \partial_t w - 12s^2 \int_0^T \int_{\mathcal{E}_L} \partial_x \phi \partial_{xx} \phi \partial_{xt} w \partial_{xx} w + L.O.T. \\
= \sum_{n=1}^{8} E_n + L.O.T. \quad (2.35) \]

Now, we adjust the parameter \( \zeta \) such that all the coefficients of \( E_n \) for \( n \in \{1, \cdots, 6\} \) are negative and the terms \( E_7 \) and \( E_8 \) can be absorbed by using \( E_n \) for \( n \in \{1, \cdots, 6\} \).

In that direction we observe that, according to Young’s inequality, for \( \alpha_1 \) and \( \alpha_2 \) positive,
\[
|E_7| = (32 + 12\zeta)s^4 \int_0^T \int_{\mathcal{E}_L} (\partial_x \phi)^3 \partial_{xx} \phi \partial_t w \partial_t w \\
\leq \frac{(32 + 12\zeta)}{2\alpha_1}s^5 \int_0^T \int_{\mathcal{E}_L} (\partial_x \phi)^4 \partial_{xx} \phi (\partial_t w)^2 + \frac{(32 + 12\zeta)\alpha_1}{2}s^3 \int_0^T \int_{\mathcal{E}_L} (\partial_x \phi)^2 \partial_{xx} \phi (\partial_t w)^2 \\
\leq \frac{(32 + 12\zeta)}{2\alpha_1|66 + 36\zeta|} |E_2| + \frac{(32 + 12\zeta)\alpha_1}{2|3 + 6\zeta|} |E_4|, \quad (2.36)\]
and

\[ \|E_8\| = 12 s^2 \int_0^T \int_{\mathbb{T}_L} |\partial_x \phi \partial_{xx} \phi \partial_{xx} w\partial_{xx} w| \]
\[ \leq \frac{12 \alpha_2}{2} s \int_0^T \int_{\mathbb{T}_L} |\partial_{xx} \phi (\partial_{xx} w)^2| + \frac{12}{2 \alpha_2} s^3 \int_0^T \int_{\mathbb{T}_L} |(\partial_x \phi)^2 \partial_{xx} \phi (\partial_{xx} w)^2| \]
\[ \leq \frac{12 \alpha_2}{14} |E_6| + \frac{12}{2 \alpha_2|12 - 6\zeta|} |E_3|, \]

(2.37)

We then choose \( \zeta \), such that

\[ \max\{-8 + 6\zeta, -66 - 36\zeta, -12 + 6\zeta, -3 - 6\zeta\} < 0, \]

(2.38)

which imposes \( \zeta \in (-1/2, 4/3) \), and such that there exist \( \alpha_1 > 0 \) and \( \alpha_2 > 0 \) such that

\[ \max \left\{ \frac{(32 + 12\zeta)}{2\alpha_1|66 + 36\zeta|}, \frac{12\alpha_2}{2\alpha_2|12 - 6\zeta|} \right\} < 1. \]

(2.39)

This can be done provided \( \zeta \in (-1/2, 4/3) \) satisfies

\[ \frac{8 + 3\zeta}{33 + 18\zeta} < \frac{3 + 6\zeta}{16 + 6\zeta}, \quad \text{and} \quad \frac{1}{2} - \zeta < \frac{7}{6}. \]

These conditions can be easily satisfied by taking

\[ \zeta = 1. \]

(2.40)

At this point in view of the choice (2.40), we fix \( \alpha_1 \) and \( \alpha_2 \) such that they satisfy (2.39).

Hence from (2.35) we get that there exist positive constants \( K_1, K_2, K_3, K_4, K_5 \) and \( K_6 \) such that

\[ \int_0^T \int_{\mathbb{T}_L} P_1 w P_2 w \geq -K_1 s^7 \int_0^T \int_{\mathbb{T}_L} (\partial_x \phi)^6 \partial_{xx} \phi w^2 - K_2 s^5 \int_0^T \int_{\mathbb{T}_L} (\partial_x \phi)^4 \partial_{xx} \phi (\partial_x w)^2 \]
\[ - K_3 s^3 \int_0^T \int_{\mathbb{T}_L} (\partial_x \phi)^2 \partial_{xx} \phi (\partial_{xx} w)^2 - K_4 s^3 \int_0^T \int_{\mathbb{T}_L} (\partial_x \phi)^2 \partial_{xx} \phi (\partial_t w)^2 \]
\[ - K_5 s \int_0^T \int_{\mathbb{T}_L} \partial_{xx} \phi (\partial_{xx} w)^2 - K_6 s \int_0^T \int_{\mathbb{T}_L} \partial_{xx} \phi (\partial_{xx} w)^2 + L.O.T. \]

(2.41)

Hence in view of (2.1) and (2.3) one obtains that

\[ \int_0^T \int_{\mathbb{T}_L} P_1 w P_2 w \geq c \left( s^7 \lambda^8 \int_0^T \int_{\mathbb{T}_L} \xi^7 w^2 + s^5 \lambda^6 \int_0^T \int_{\mathbb{T}_L} \xi^5 (\partial_x w)^2 \right. \]
\[ + s^3 \lambda^4 \int_0^T \int_{\mathbb{T}_L} \xi^3 (\partial_{xx} w)^2 + \left. s^3 \lambda^4 \int_0^T \int_{\mathbb{T}_L} \xi^3 (\partial_t w)^2 + s^2 \lambda^2 \int_0^T \int_{\mathbb{T}_L} \xi (\partial_{xx} w)^2 \right) \]
\[ + s \lambda^2 \left( \int_0^T \int_{\mathbb{T}_L} \xi (\partial_{xx} w)^2 \right) - C \left( s^7 \lambda^8 \int_0^T \int_{\omega_{\bar{\beta}}} \xi^7 w^2 + s^5 \lambda^6 \int_0^T \int_{\omega_{\bar{\beta}}} \xi^5 (\partial_x w)^2 \right. \]
\[ + s^3 \lambda^4 \int_0^T \int_{\omega_{\bar{\beta}}} \xi^3 (\partial_{xx} w)^2 + \left. s^3 \lambda^4 \int_0^T \int_{\omega_{\bar{\beta}}} \xi^3 (\partial_t w)^2 + s \lambda^2 \int_0^T \int_{\omega_{\bar{\beta}}} \xi (\partial_{xx} w)^2 \right) \]
\[ + s \lambda^2 \left( \int_0^T \int_{\omega_{\bar{\beta}}} \xi (\partial_{xx} w)^2 \right), \]

(2.42)
\[
\omega_T^2 = (T_L \setminus \left[-\frac{L}{2}, d + \frac{L}{2}\right]) \times (0, T).
\] (2.43)

Now in view of (2.8) and (2.9), (2.42) furnishes that for large enough values of the parameter \(s\) and \(\lambda\) the following holds
\[
s^7\lambda^8 \int_0^T \int_{\mathbb{T}_L} \xi^7 w^2 + s^5\lambda^6 \int_0^T \int_{\mathbb{T}_L} \xi^5 (\partial_x w)^2 + s^3\lambda^4 \int_0^T \int_{\mathbb{T}_L} \xi^3 (\partial_{xx} w)^2 \\
+ s^3\lambda^4 \int_0^T \int_{\mathbb{T}_L} \xi^3 (\partial_t w)^2 + s^2 \int_0^T \int_{\mathbb{T}_L} \xi (\partial_{xxxx} w)^2 + s\lambda^2 \int_0^T \int_{\mathbb{T}_L} \xi (\partial_{tt} w)^2 \\
\leq C \left( \int_0^T \int_{\mathbb{T}_L} |f_\psi|^2 e^{-2s\phi} + s^7\lambda^8 \int_0^T \int_{\mathbb{T}_L} \xi^7 w^2 + s^5\lambda^6 \int_0^T \int_{\mathbb{T}_L} \xi^5 (\partial_x w)^2 \\
+ s^3\lambda^4 \int_0^T \int_{\mathbb{T}_L} \xi^3 (\partial_{xx} w)^2 + s\lambda^2 \int_0^T \int_{\mathbb{T}_L} \xi (\partial_{tt} w)^2 \right). \quad (2.44)
\]

Now, our goal is to estimate \(\partial_{tt} w\), \(\partial_{txx} w\) and \(\partial_{xxxx} w\). In order to do that, we set
\[
\tau = \frac{1}{\sqrt{s\xi}} w. \quad (2.45)
\]

Using (2.5), let us observe that (since \(e^{-s\phi}\) vanishes at time \(T\)) the new unknown \(\tau\) solves the following set of equations
\[
\begin{aligned}
\partial_{tt} \tau + \partial_{txx} \tau + \partial_{xxxx} \tau &= \frac{1}{\sqrt{s\xi}} f_\psi e^{-s\phi} + (\mathcal{F}_1 + \mathcal{F}_2 + \mathcal{F}_3) - \mathcal{F}_4 \quad \text{in } \mathbb{T}_L \times (0, T), \\
\tau(t, T) = 0, \quad \partial_t \tau(t, T) = 0 \quad \text{in } \mathbb{T}_L,
\end{aligned}
\]
(2.46)

where
\[
\begin{aligned}
\mathcal{F}_1 &= \partial_{tt} \tau - \frac{1}{\sqrt{s\xi}} \partial_t w, \\
\mathcal{F}_2 &= \partial_{txx} \tau - \frac{1}{\sqrt{s\xi}} \partial_{xx} w, \\
\mathcal{F}_3 &= \partial_{xxxx} \tau - \frac{1}{\sqrt{s\xi}} \partial_{xxx} w,
\end{aligned}
\]
and \(\mathcal{F}_4\) is given by
\[
\sqrt{s\xi} \mathcal{F}_4 = Rw + s^4(\partial_x \phi)^4 w + 6s^2(\partial_x \phi)^2 \partial_x w + 2s \partial_x \phi \partial_x w + 4s^3(\partial_x \phi)^3 \partial_x w \\
+ 4s \partial_x \phi \partial_{xxx} w + 2(\partial_x \phi)^2 \partial_t w + 6(1 + \zeta) s^3(\partial_x \phi)^2 \partial_{xx} \phi w.
\]

It is then easy to check that
\[
\int_0^T \int_{\mathbb{T}_L} (|\mathcal{F}_1|^2 + |\mathcal{F}_2|^2 + |\mathcal{F}_3|^2 + |\mathcal{F}_4|^2)
\leq C \left( s^7\lambda^8 \int_0^T \int_{\mathbb{T}_L} \xi^7 w^2 + s^5\lambda^6 \int_0^T \int_{\mathbb{T}_L} \xi^5 (\partial_x w)^2 + s^3\lambda^4 \int_0^T \int_{\mathbb{T}_L} \xi^3 (\partial_{xx} w)^2 \\
+ s^3\lambda^4 \int_0^T \int_{\mathbb{T}_L} \xi^3 (\partial_t w)^2 + s\lambda^2 \int_0^T \int_{\mathbb{T}_L} \xi (\partial_{tt} w)^2 \right).
\]

Hence the maximal parabolic regularity (we refer to Lemma A.1 for details) result for the system (2.46) furnishes the following
\[
\tau \in L^2(0, T; H^4(\mathbb{T}_L)) \cap H^2(0, T; L^2(\mathbb{T}_L)). \quad (2.47)
\]
Besides one has the following inequality

\[ \| \tau \|_{L^2(0,T;H^4(T_L))}^2 \leq C(\| f \| e^{-s\phi} \| L^2(T_L) \times (0,T)) + \| F_1 \|_{L^2(T_L) \times (0,T))}^2 + \| F_2 \|_{L^2(T_L) \times (0,T))} + \| F_3 \|_{L^2(T_L) \times (0,T))} + \| F_4 \|_{L^2(T_L) \times (0,T))}. \] (2.48)

This then yields the following estimate:

\[ \frac{1}{s} \int_0^T \int_{T_L} \frac{1}{\xi} (|\partial_t w|^2 + |\partial_{xw} w|^2 + |\partial_{xww} w|^2) e^{-2s\phi} \leq C(\| f \| e^{-s\phi} \| L^2(T_L) \times (0,T)) + \| F_1 \|_{L^2(T_L) \times (0,T))}^2 + \| F_2 \|_{L^2(T_L) \times (0,T))} + \| F_3 \|_{L^2(T_L) \times (0,T))} + \| F_4 \|_{L^2(T_L) \times (0,T))}. \] (2.49)

Combining the inequalities (2.44) and (2.49) one obtains the following

\[
\begin{align*}
& s^2 \lambda^8 \int_0^T \int_{T_L} \xi^7 w^2 + s^5 \lambda^6 \int_0^T \int_{T_L} \xi^5 (\partial_x w)^2 + s^3 \lambda^4 \int_0^T \int_{T_L} \xi^3 (\partial_{x_2} w)^2 \\
& \quad + s \lambda^2 \int_0^T \int_{T_L} \xi (\partial_{x_2} w)^2 + s^3 \lambda^4 \int_0^T \int_{T_L} \xi^3 (\partial_{x_t} w)^2 + s \lambda^2 \int_0^T \int_{T_L} \xi (\partial_{x_2 t})^2 \\
& \quad + \frac{1}{s} \int_0^T \int_{T_L} \frac{1}{\xi} (|\partial_t w|^2 + |\partial_{x_2 w} w|^2 + |\partial_{x_2 2 w} w|^2) e^{-2s\phi} \\
& \leq C(\int_0^T \int_{T_L} |f| e^{-2s\phi} + s^7 \lambda^8 \int_{\omega_2^2} \xi^7 w^2 + s^6 \lambda^6 \int_{\omega_2^2} \xi^5 (\partial_x w)^2 + s^4 \lambda^4 \int_{\omega_2^2} \xi^3 (\partial_{x_2} w)^2 \\
& \quad + s^3 \lambda^4 \int_{\omega_2^2} \xi^3 (\partial_{x_t} w)^2 + s \lambda^2 \int_{\omega_2^2} \xi (\partial_{x_2 w} w)^2 + s \lambda^2 \int_{\omega_2^2} \xi (\partial_{x_2 t} w)^2) . \] (2.50)
\]

Now, we need to suitably absorb the third to seventh observability terms appearing in the R.H.S of (2.50). This is rather standard and such arguments can be found for instance in [15, p. 461] and [2, p. 565]. We absorb it in a reverse way, starting from the last terms.

We introduce a smooth cut-off function \( \Upsilon_2 \) such that

\[ \Upsilon_2 \in C^\infty_c(T_L; [0, 1]), \quad \Upsilon_2(x) = 1 \text{ in } \omega^2, \quad \Upsilon_2(x) = 0 \text{ for } x \notin \omega^3, \]
\[
\text{where } \omega^2 = T_L \setminus \left[ -\frac{L}{2}, d + \frac{L}{2} \right], \text{ and } \omega^3 = T_L \setminus \left[ -\frac{L}{4}, d + \frac{L}{4} \right]. \] (2.51)

In the following, we shall also use the notation \( \omega_2^3 = \omega^3 \times (0, T). \)
Using Young’s inequality, we have, for all $\varepsilon > 0$,

$$s^2 \int \int_{\omega^3} \xi (\partial_{xt} w)^2 \leq s^2 \int \int_{\omega^3} Y_2 \xi (\partial_{xx} w)^2 = s^2 \int \int_{\omega^3} Y_2 \xi \partial_{xx} w \partial_{tt} w + L.O.T.$$

$$\leq \frac{\varepsilon}{2s} \int \int_{\omega^3} Y_2 \xi^{-1} (\partial_{tt} w)^2 + \frac{s^3 \lambda^4}{2\varepsilon} \int \int_{\omega^3} Y_2 \xi^3 (\partial_{xx} w)^2 + L.O.T.$$

$$\leq \frac{\varepsilon}{2s} \int \int_{\omega^3} \xi^{-1} (\partial_{tt} w)^2 + \frac{s^3 \lambda^4}{2\varepsilon} \int \int_{\omega^3} \xi^3 (\partial_{xx} w)^2 + L.O.T.$$

Similarly, we get

$$s^2 \int \int_{\omega^3} \xi (\partial_{xx} w)^2 \leq s^2 \int \int_{\omega^3} Y_2 \xi (\partial_{xx} w)^2 = -s^2 \int \int_{\omega^3} Y_2 \xi \partial_{xx} w \partial_{tt} w + L.O.T.$$

$$\leq \frac{\varepsilon}{2s} \int \int_{\omega^3} \xi^{-1} (\partial_{tt} w)^2 + \frac{s^3 \lambda^4}{2\varepsilon} \int \int_{\omega^3} \xi^3 (\partial_{xx} w)^2 + L.O.T.$$

We then choose $\varepsilon > 0$ small enough so that $C\varepsilon < 1$, where $C$ is the constant in (2.50), and we plug these two estimates in (2.50). We obtain that there exists a constant $C > 0$ such that for all $s$ and $\lambda$ large enough,

$$s^7 \lambda^8 \int_0^T \int_{\omega^3} \xi \partial_{tt} w^2 + s^5 \lambda^6 \int_0^T \int_{\omega^3} \xi^5 (\partial_{x} w)^2 + s^3 \lambda^4 \int_0^T \int_{\omega^3} \xi^3 (\partial_{xx} w)^2$$

$$+ s^7 \lambda^8 \int_0^T \int_{\omega^3} \xi \partial_{tt} w^2 + s^5 \lambda^6 \int_0^T \int_{\omega^3} \xi^5 (\partial_{x} w)^2 + s^3 \lambda^4 \int_0^T \int_{\omega^3} \xi^3 (\partial_{xx} w)^2$$

$$+ \frac{1}{8} \int_0^T \int_{\omega^3} \xi (\partial_{xx} w)^2 + s^3 \lambda^4 \int_0^T \int_{\omega^3} \xi^3 (\partial_{xx} w)^2$$

$$+ \frac{2}{s^3 \lambda^4} \int_0^T \int_{\omega^3} \xi^3 (\partial_{tt} w)^2 + \frac{s^7 \lambda^8}{2s^3 \lambda^4} \int_0^T \int_{\omega^3} \xi^7 \partial_{tt} w^2 + L.O.T.$$

(2.52)

We now introduce a smooth cut-off function $Y_3$ such that

$$Y_3 \in C^\infty_c (\mathbb{T}_L \setminus [0, 1]), \quad Y_3 (x) = 1 \text{ in } \omega^3, \quad Y_3 (x) = 0 \text{ in } [0, d],$$

and we use the notation $\omega_1 = \mathbb{T}_L \setminus [0, d]$, and $\omega^3_1 = \omega_1 \times (0, T)$.

Now, as before we can write, for $\varepsilon > 0$ to be fixed later,

$$s^3 \lambda^4 \int \int_{\omega^3} \xi^3 (\partial_{tt} w)^2 \leq s^3 \lambda^4 \int \int_{\omega^3} Y_3 \xi^3 (\partial_{tt} w)^2 = -s^3 \lambda^4 \int \int_{\omega^3} Y_3 \xi^3 \partial_{tt} w \partial_{tt} w + L.O.T.$$

$$\leq \frac{\varepsilon_1}{2s} \int \int_{\omega^3} \xi^{-1} (\partial_{tt} w)^2 + \frac{s^7 \lambda^8}{2s^3 \lambda^4} \int \int_{\omega^3} \xi^7 \partial_{tt} w^2 + L.O.T.$$

(2.53)
and
\[
\begin{align*}
s^3\lambda^4 \int_{\omega_T} \xi^3(\partial_{xx} w)^2 & \leq s^3\lambda^4 \int_{\omega_T} Y_3 \xi^3(\partial_{xx} w)^2 = s^3\lambda^4 \int_{\omega_T} Y_3 \xi^3 \partial_{xxx} w + L.O.T \\
& \leq \frac{\varepsilon_1}{2\varepsilon_1} \int_{\omega_T} \xi^{-1}(\partial_{xxx} w)^2 + \frac{s^7\lambda^8}{2\varepsilon_1} \int_{\omega_T} \xi^7 w^2 + L.O.T.
\end{align*}
\]

Similarly,
\[
\begin{align*}
s^5\lambda^6 \int_{\omega_T} \xi^5(\partial_{xx} w)^2 & \leq s^5\lambda^6 \int_{\omega_T} Y_3 \xi^5(\partial_{xx} w)^2 = -s^5\lambda^6 \int_{\omega_T} Y_3 \xi^5 \partial_{xx} w + L.O.T. \\
& \leq \frac{\varepsilon_1 s^3\lambda^4}{2} \int_{\omega_T} \xi^3(\partial_{xx} w)^2 + \frac{s^7\lambda^8}{2\varepsilon_1} \int_{\omega_T} \xi^7 w^2 + L.O.T.
\end{align*}
\]

Choosing now $\varepsilon_1 > 0$ small enough so that $C\varepsilon_1 < 1$ where $C$ is the constant in (2.52), we deduce the following inequality from (2.52): for all $s$ and $\lambda$ large enough,
\[
\begin{align*}
s^7\lambda^8 \int_0^T \int_{\mathcal{T}_L} \xi^7 w^2 & + s^5\lambda^6 \int_0^T \int_{\mathcal{T}_L} \xi^5(\partial_{xx} w)^2 + s^3\lambda^4 \int_0^T \int_{\mathcal{T}_L} \xi^3(\partial_{xx} w)^2 \\
& + s\lambda^2 \int_0^T \int_{\mathcal{T}_L} \xi(\partial_{xx} w)^2 + s^3\lambda^4 \int_0^T \int_{\mathcal{T}_L} \xi^3(\partial_{xx} w)^2 + s\lambda^2 \int_0^T \int_{\mathcal{T}_L} \xi(\partial_{xx} w)^2 \\
& + \frac{1}{s} \int_0^T \int_{\mathcal{T}_L} \frac{1}{\xi} (|\partial_{tt} w|^2 + |\partial_{txx} w|^2 + |\partial_{xxxx} w|^2) e^{-2s\phi} \\
& \leq C \left( \int_0^T \int_{\mathcal{T}_L} |f|_2^2 e^{-2s\phi} + s^7\lambda^8 \int_{\omega_T} \xi^7 w^2 + L.O.T. \right). 
\end{align*}
\]

Now, the lower order terms $L.O.T$ can be absorbed by taking $s$ and $\lambda$ large enough, so that from (2.53), we obtain that for all $s$ and $\lambda$ large enough,
\[
\begin{align*}
s^7\lambda^8 \int_0^T \int_{\mathcal{T}_L} \xi^7 w^2 & + s^5\lambda^6 \int_0^T \int_{\mathcal{T}_L} \xi^5(\partial_{xx} w)^2 + s^3\lambda^4 \int_0^T \int_{\mathcal{T}_L} \xi^3(\partial_{xx} w)^2 \\
& + s\lambda^2 \int_0^T \int_{\mathcal{T}_L} \xi(\partial_{xx} w)^2 + s^3\lambda^4 \int_0^T \int_{\mathcal{T}_L} \xi^3(\partial_{xx} w)^2 + s\lambda^2 \int_0^T \int_{\mathcal{T}_L} \xi(\partial_{xx} w)^2 \\
& + \frac{1}{s} \int_0^T \int_{\mathcal{T}_L} \frac{1}{\xi} (|\partial_{tt} w|^2 + |\partial_{txx} w|^2 + |\partial_{xxxx} w|^2) e^{-2s\phi} \\
& \leq C \left( \int_0^T \int_{\mathcal{T}_L} |f|_2^2 e^{-2s\phi} + s^7\lambda^8 \int_{\omega_T} \xi^7 w^2 \right). 
\end{align*}
\]

To obtain (1.9) from (2.54) we just need to recall that $w = e^{-s\phi}\psi$, or equivalently that $\psi = we^{s\phi}$. This argument is very standard and is left to the reader.

The following corollary corresponds to a Carleman estimate with potential is a direct consequence of Theorem 1.1. □
Corollary 2.1. Let the potential \( a \in L^\infty(T_L^d \times (0,T)) \). There exist a constant \( \lambda_1 > 1 \), independent of \( \|a\|_{L^\infty(T_L^d \times (0,T))} \) and constants \( C = C(\|a\|_{L^\infty(T_L^d \times (0,T))}) > 0 \) and \( s_1 = s_1(\|a\|_{L^\infty(T_L^d \times (0,T))}) > 1 \) such that for all smooth functions \( \psi \) on \( T_L^d \times [0,T] \), for all \( s \geq s_1 \) and \( \lambda \geq \lambda_1 \),

\[
\begin{align*}
&\int_0^T \int_{T_L^d} \xi^7 |\psi|^2 e^{-2s\phi} + s^5 \lambda^6 \int_0^T \int_{T_L^d} \xi^5 |\partial_x \psi|^2 e^{-2s\phi} \\
&\quad + s^3 \lambda^4 \int_0^T \int_{T_L^d} \xi^3 (|\partial_{xx} \psi|^2 + |\partial_t \psi|^2) e^{-2s\phi} + s \lambda^2 \int_0^T \int_{T_L^d} \xi (|\partial_{tx} \psi|^2 + |\partial_{xxx} \psi|^2) e^{-2s\phi} \\
&\quad + \frac{1}{s} \int_0^T \int_{T_L^d} \xi (|\partial_{tt} \psi|^2 + |\partial_{txx} \psi|^2 + |\partial_{xxx} \psi|^2) e^{-2s\phi} \\
&\quad \leq C \int_0^T \int_{T_L^d} |(\partial_{tt} + \partial_{txx} + \partial_{xxx} + a)\psi|^2 e^{-2s\phi} + Cs^7 \lambda^8 \int_0^T \int_\omega \xi^7 |\psi|^2 e^{-2s\phi},
\end{align*}
\]  

where the notation \( \omega \) was introduced in (1.2).

Proof. We observe that

\[
\int_0^T \int_{T_L^d} |(\partial_{tt} + \partial_{txx} + \partial_{xxx} + a)\psi|^2 e^{-2s\phi} \leq C \left( \int_0^T \int_{T_L^d} |(\partial_{tt} + \partial_{txx} + \partial_{xxx})\psi|^2 e^{-2s\phi} \right)
\]

for some positive constant \( C \) independent of \( a \). Now one can readily use the inequality (1.9) and choose \( s_1 = s_1(\|a\|_{L^\infty(T_L^d \times (0,T))}) \) large enough such that if \( s \geq s_1 \), the term \( \|a\|_{L^\infty(T_L^d \times (0,T))} \int_0^T \int_{T_L^d} |\psi|^2 e^{-2s\phi} \) can be absorbed by the term \( s^7 \lambda^8 \int_0^T \int_{T_L^d} \xi^7 |\psi|^2 e^{-2s\phi} \) appearing in the left hand side on (1.9). Consequently one obtains (2.55).

The Corollary 2.1 will be used in next section to prove Theorem 1.2.

3. PROOF OF THEOREM 1.2

This section is dedicated to the proof of the Theorem 1.2. The proof will be based on a duality approach.

Proof of Theorem 1.2. We fix the parameters \( s \) and \( \lambda \) in the Carleman inequality (2.55). The idea is to write the control problem (1.1) as the sum of a problem with inhomogeneous initial conditions and a different control problem with homogeneous initial conditions. We will only control the homogeneous initial value problem and show that the same control is sufficient to drive the state \( \beta \), the solution to (1.1) to zero.

In that direction let us first introduce a cut-off function \( \theta_1(t) \) in time as follows:

\[
\begin{align*}
\theta_1(t) &\in C^\infty \text{ in a neighborhood of } (0,T) \text{ such that,} \\
\theta_1(t) &= 0 \text{ in a neighborhood of } \{T\}, \quad \text{and} \quad \theta_1(t) = 1 \text{ in a neighborhood of } \{0\}.
\end{align*}
\]
We decompose $\beta$, the solution of (1.1) as follows:

$$\beta(x, t) = \theta_1(t)q(x, t) + g(x, t),$$  \hfill (3.2)

where $q$ solves

$$\begin{cases} 
    \partial_t q - \partial_{xx} q + \partial_{xxxx} q + aq = 0 & \text{in } \mathbb{T}_L^d \times (0, T), \\
    q(\cdot, 0) = \beta_0 & \text{in } \mathbb{T}_L^d, \\
\end{cases}$$  \hfill (3.3)

and $g$ satisfies the following system

$$\begin{cases} 
    \partial_t g - \partial_{xx} g + \partial_{xxxx} g + ag = v_\beta \chi_\omega + f_{\theta_1, q} & \text{in } \mathbb{T}_L^d \times (0, T), \\
    g(\cdot, 0) = 0 & \text{in } \mathbb{T}_L^d, \\
\end{cases}$$  \hfill (3.4)

where

$$f_{\theta_1, q} = -\theta_1'(t)q - 2\theta_1'(t)\partial_t q + \theta_1'(t)\partial_{xx} q.$$  \hfill (3.5)

Since $\theta_1$ vanishes near $\{T\}$, we observe that the control $v_\beta \chi_\omega$ which drives $g$, the solution of (3.4) to zero also gives the null controllability of $\beta$, the solution to (1.1). Hence we will focus in constructing $v_\beta \chi_\omega$ such that $g$ satisfies the following null controllability requirement

$$(g, \partial_t g)(\cdot, T) = (0, 0).$$  \hfill (3.6)

In that direction we first write the control problem (3.4) under a weak form.

We multiply the equation (3.4) by smooth functions $\psi$ on $\mathbb{T}_L^d \times [0, T]$. We obtain:

$$\int_0^T \int_{\mathbb{T}_L^d} g\partial_t \psi - \int_{\mathbb{T}_L^d} \partial_x \psi(T)g(T) + \int_{\mathbb{T}_L^d} \psi(T)\partial_t g(T) + \int_0^T \int_{\mathbb{T}_L^d} g\partial_{xx} \psi - \int_{\mathbb{T}_L^d} g(T)\partial_{xx} \psi(T)$$

$$+ \int_0^T \int_{\mathbb{T}_L^d} \partial_{xxxx} \psi + \int_0^T \int_{\mathbb{T}_L^d} \partial_{xx} \psi = \int_0^T \int_{\mathbb{T}_L^d} v_\beta \psi + \int_0^T \int_{\mathbb{T}_L^d} f_{\theta_1, q} \psi.$$  \hfill (3.7)

In view of (3.7), the null controllability requirement (3.6) is satisfied if and only if the following holds for all smooth functions $\psi$ on $\mathbb{T}_L^d \times [0, T]$:

$$\int_0^T \int_{\mathbb{T}_L^d} g\partial_t \psi + \int_0^T \int_{\mathbb{T}_L^d} \partial_{xx} \psi + \int_0^T \int_{\mathbb{T}_L^d} g\partial_{xxxx} \psi + \int_0^T \int_{\mathbb{T}_L^d} a\psi$$

$$= \int_0^T \int_{\mathbb{T}_L^d} v_\beta \psi + \int_0^T \int_{\mathbb{T}_L^d} f_{\theta_1, q} \psi.$$  \hfill (3.8)

The trick now is to introduce a functional $J$ whose Euler Lagrange equation coincide with (3.8): For smooth functions $\psi$ on $\mathbb{T}_L^d \times [0, T]$, we define

$$J(\psi) = \frac{1}{2} \int_0^T \int_{\mathbb{T}_L^d} \left| (\partial_t + \partial_{xx} + \partial_{xxxx} + a)\psi \right|^2 e^{-2s\phi} + \frac{s^7 \lambda^8}{2} \int_0^T \int_{\mathbb{T}_L^d} \chi_\omega \xi^7 |\psi|^2 e^{-2s\phi}$$

$$- \int_0^T \int_{\mathbb{T}_L^d} f_{\theta_1, q} \psi.$$  \hfill (3.9)

But the set of smooth functions on $\mathbb{T}_L^d \times [0, T]$ is not a Banach space. This leads us to define

$$H_{\text{obs}} = \left\{ \psi \in C^\infty(\mathbb{T}_L^d \times [0, T]) \right\}_{\text{\|\cdot\|_{\text{obs}}}}$$

where the over line refers to the completion with respect to the Hilbert norm $\| \cdot \|_{\text{obs}}$ defined by

$$\| \psi \|^2_{\text{obs}} = \int_0^T \int_{\mathbb{T}_L^d} \left| (\partial_t + \partial_{xx} + \partial_{xxxx} + a)\psi \right|^2 e^{-2s\phi} + \frac{s^7 \lambda^8}{2} \int_0^T \int_{\mathbb{T}_L^d} \chi_\omega \xi^7 |\psi|^2 e^{-2s\phi}.$$  \hfill (3.10)

In view of the Carleman estimate (2.55), we conclude that $\| \cdot \|_{\text{obs}}$ defines a norm indeed. Let us show that $J(\psi)$ can be extended as a continuous function on $H_{\text{obs}}$.
First of all we observe that since \( f_{\theta_1,q} \) vanishes in a neighborhood of 0 and \( T \) and the parameters \( s \) and \( \lambda \) are fixed, hence from (3.5) one furnishes

\[
\int_0^T \int_{T_L^d} |f_{\theta_1,q}|^2 e^{2s\phi} \leq C \| (q, \partial q) \|_{L^2(0,T;H^2(T_L^d))}^2 \leq C \| (\beta_0, \beta_1) \|_{H^3(T_L^d) \times H^1(T_L^d)}^2,
\]

(3.11)

for some positive constant \( C \). The second inequality of (3.11) follows by using Lemma 1.3 (with \( v_\beta = 0 \)) in view of the initial regularity assumption (1.10).

We observe that for a smooth function \( \psi \) on \( T_L^d \times [0,T] \) the following holds as a consequence of the Carleman estimate (2.55)

\[
\int_0^T \int_{T_L^d} f_{\theta_1,q} \psi \leq C \| \psi \|_{obs} \left( \int_0^T \int_{T_L^d} |f_{\theta_1,q}|^2 e^{2s\phi} \right)^{1/2} \leq C \| \psi \|_{obs} \| (\beta_0, \beta_1) \|_{H^3(T_L^d) \times H^1(T_L^d)},
\]

(3.12)

for some positive constant \( C \). The second inequality of (3.12) follows from (3.11).

In view of (3.12) the following map

\[
\psi \mapsto \int_{T_L^d} f_{\theta_1,q} \psi,
\]

(3.13)

admits of a continuous extension on the space \( H_{obs} \). This further implies our claim, i.e \( J(\psi) \) can be extended as a continuous function on \( H_{obs} \).

Now we claim that \( J(\psi) \) on \( H_{obs} \) is coercive. In view of the definition (3.9) of \( J(\psi) \) and the inequality (3.12), one furnishes the following

\[
J(\psi) \geq \frac{1}{2} \int_0^T \int_{T_L^d} \left( (\partial_{tt} + \partial_{ttx} + \partial_{xxxx} + a)\psi \right)^2 e^{-2s\phi} + \frac{s^2\lambda^8}{2} \int_0^T \int_{T_L^d} \chi_\omega^2 \xi_7 |\psi|^2 e^{-2s\phi}
\]

\[
- C \| \psi \|_{obs} \| (\beta_0, \beta_1) \|_{H^3(T_L^d) \times H^1(T_L^d)}
\]

(3.14)

for some positive constant \( C \) and a positive parameter \( \epsilon \). Choosing \( \epsilon \) to be sufficiently small and making use of the definition (3.10) of \( \| \cdot \|_{obs} \), one furnishes from (3.14) that \( J(\psi) \to +\infty \) as \( \| \psi \|_{obs} \to +\infty \). This furnishes the coercivity of \( J(\psi) \) on \( H_{obs} \).

On the other hand it is easy to verify that \( J(\psi) \) is convex.

So far, we have seen that \( J(\psi) \) is convex and coercive on \( H_{obs} \). Therefore it admits of a unique minimizer \( \psi_{min} \) on \( H_{obs} \). Let us set

\[
\bar{g} = e^{-2s\phi} (\partial_{tt} + \partial_{ttx} + \partial_{xxxx} + a)\psi_{min}, \quad v_\beta = -s^2\lambda^8 \xi_7 \chi_\omega \psi_{min} e^{-2s\phi}.
\]

(3.15)

Now we write the Euler Lagrange equation of \( J \) at \( \psi_{min} \), for all smooth function \( \psi \) on \( T_L^d \times [0,T] \)

\[
\int_0^T \int_{T_L^d} \bar{g} (\partial_{tt} + \partial_{ttx} + \partial_{xxxx} + a)\psi - \int_0^T \int_\omega v_\beta \psi - \int_0^T \int_{T_L^d} f_{\theta_1,q} \psi = 0,
\]

(3.16)

which coincides with (3.8).

In particular, (3.16) holds for all smooth functions \( \psi \) on \( T_L^d \times [0,T] \) with \( (\psi, \partial_\psi)(\cdot, T) = 0 \), which implies that \( \bar{g} \) with \( v_\beta = v_\beta \) solves (3.4) in the sense of transposition. Hence comparing (3.16) and (3.8) and using the uniqueness of transposition solution we have shown that there exists a control \( v_\beta \) which drives the solution of the system (3.4) to the null state at time \( T \).
Now we aim to show that the control function $v_\beta = v_\beta \in L^2(0,T;L^2(T^d_L))$. In that direction we first observe that

$$J(\psi_{\min}) \leq J(0) = 0.$$ 

This gives

$$\frac{1}{2} \|\psi\|^2_{\text{obs}} = \frac{1}{2} \int_0^T \int_{T^d_L} |(\partial_t + \partial_{xx} + \partial_{xxxx} + a)\psi_{\min}|^2 e^{-2s} + \frac{s^2 \lambda^8}{2} \int_0^T \int_{T^d_L} \chi_\omega \xi^7 |\psi_{\min}|^2 e^{-2s}$$

$$\leq \int_0^T \int_{T^d_L} f_{\theta_0, q} \psi_{\min}$$

$$\leq C \|\psi_{\min}\|_{\text{obs}} \|(\beta_0, \beta_1)\|_{H^3(T^d_L) \times H^1(T^d_L)}$$

$$\leq C \left( \frac{1}{2} \|\psi_{\min}\|^2_{\text{obs}} + \frac{1}{2} \|(\beta_0, \beta_1)\|^2_{H^3(T^d_L) \times H^1(T^d_L)} \right).$$

for some positive constant $C$ and a positive parameter $\epsilon$. The expression $(3.17)_3$ from $(3.17)_2$ is obtained since the map $(3.13)$ admits of a continuous extension on $H_{\text{obs}}$ defined by $(3.12)$. Choosing small enough value of the positive parameter $\epsilon$, one obtains the following from $(3.17)$

$$s^2 \lambda^8 \int_0^T \int_{T^d_L} \chi_\omega \xi^7 |\psi_{\min}|^2 e^{-2s} \leq C \|(\beta_0, \beta_1)\|^2_{H^3(T^d_L) \times H^1(T^d_L)},$$

for some positive constant $C$. Using the fact that

$$\xi^7 e^{-2s} < C \quad \text{on} \quad T^d_L \times (0,T),$$

for some positive constant $C$, and the estimate $(3.18)$, one establishes the following bound on the control function $v_\beta$, defined in $(3.15)$

$$\|v_\beta\|_{L^2(0,T;L^2(T^d_L))} \leq C \|(\beta_0, \beta_1)\|_{H^3(T^d_L) \times H^1(T^d_L)},$$

for some positive constant $C$. This proves our claim.

In view of the decomposition $(3.2)$ we conclude that the system $(1.1)$ is null controllable and there exists a control $v_\beta \in L^2(0,T;L^2(T^d_L))$ which drives the solution of $(1.1)$ to the zero state. Finally using the regularity result from Lemma 1.3 we conclude that the controlled trajectory $\beta$ satisfies the regularity $(1.11)$. \hfill \Box

**Appendix A. Proof of Lemma 1.3**

**Proof of Lemma 1.3.** The proof of Lemma 1.3 will be a consequence of the following result on the analyticity of a damped beam semigroup:

**Lemma A.1.** Let

$$(\beta_0, \beta_1) \in H^3(T^d_L) \times H^1(T^d_L)$$

and $f \in L^2(0, \kappa; L^2(T^d_L))$. Then the following system

$$\begin{cases}
\partial_t \beta - \partial_{tx} \beta + \partial_{xxxx} \beta = f & \text{in } T^d_L \times (0, \kappa), \\
\beta(\cdot, 0) = \beta_0 \quad \text{and} \quad \partial_t \beta(\cdot, 0) = \beta_1 & \text{in } T^d_L,
\end{cases}$$

admits a unique solution in the following functional framework

$$\beta \in L^2(0, \kappa; H^4(T^d_L)) \cap H^1(0, \kappa; H^2(T^d_L)) \cap H^2(0, \kappa; L^2(T^d_L)).$$

(A.2)
Let us fix a positive constant \( \pi > \kappa > 0 \). There exists a positive constant \( C = C(\pi) > 0 \), independent of \( \kappa \), such that the following holds
\[
\|(\beta, \partial_t \beta)\|_{L^2(0,\kappa; H^2(T^d_L)) \cap L^\infty(0,\kappa; H^1(T^d_L))} + \|\partial_t \beta\|_{L^2(0,\kappa; H^3(T^d_L))} \leq C(\|b_0, b_1\|_{H^3(T^d_L)} \times H^1(T^d_L)) + \|f\|_{L^2(0,\kappa; L^2(T^d_L))}.
\]
(A.3)

**Proof.** We write (A.1) in the following form:
\[
\begin{cases}
\frac{\partial}{\partial t} \left( \begin{array}{c} \beta \\ \partial_t \beta \end{array} \right) - \left( \begin{array}{cc} 0 & I \\ -\partial_{xxxx} & \partial_{xx} \end{array} \right) \left( \begin{array}{c} \beta \\ \partial_t \beta \end{array} \right) = \left( \begin{array}{c} \beta \\ \partial_t \beta \end{array} \right) \\
\beta(\cdot, 0) = \beta_0 \quad \text{and} \quad \partial_t \beta(\cdot, 0) = \beta_1
\end{cases}
\]
(A.4)
in \( T^d_L \times (0, \kappa) \),
in \( T^d_L \).

Since we are on a one dimensional torus \( T^d_L \), it is easy to see that the operator
\[
\mathcal{A} = \left( \begin{array}{cc} 0 & I \\ -\partial_{xxxx} & \partial_{xx} \end{array} \right)
\]
is defined in \( H^2(T^d_L) \times L^2(T^d_L) \) with the domain
\[
\mathcal{D}(\mathcal{A}) = H^4(T^d_L) \times H^2(T^d_L).
\]

Further it follows from [8] that the operator \((\mathcal{A}, \mathcal{D}(\mathcal{A}))\) generates an analytic semigroup on \( H^2(T^d_L) \times L^2(T^d_L) \).

Hence one can apply the isomorphism theorem [4, Theorem 3.1, p. 143] to obtain (A.2). In order to furnish the inequality (A.3) with a constant \( C = C(\pi) \), independent of \( \kappa \), one can use the technique from the proof of [28, Theorem 2.7] which involves in extending the non homogeneous term \( f \) by zero in a time interval \((\kappa, \pi)\) and solving (A.1) in \((0, \pi)\). In particular the bound on \( \|(\beta, \partial_t \beta)\|_{L^2(0,\kappa; H^3(T^d_L)) \times H^1(T^d_L)} \) in (A.3) can be obtained by an a priori estimate in the spirit of [28, Eq. 2.36].

**Remark A.2.** It might seem surprising to include an estimate of \( \|(\beta, \partial_t \beta)\|_{L^2(0,\kappa; H^3(T^d_L)) \times H^1(T^d_L)} \) in (A.3), since it can be obtained by interpolation from the estimate of
\[
\|(\beta, \partial_t \beta)\|_{L^2(0,\kappa; H^3(T^d_L)) \times H^1(T^d_L)} \leq C(\|b_0, b_1\|_{H^3(T^d_L)} \times H^1(T^d_L)).
\]
Using interpolation argument might yield a constant depending on \( \kappa \) but for our purpose of obtaining a existence result we need a bound on
\[
\|(\beta, \partial_t \beta)\|_{L^2(0,\kappa; H^3(T^d_L)) \times H^1(T^d_L)} \text{ where the constant } C \text{ must be independent of } \kappa.
\]
This is the reason why we separate the estimate of \( \|(\beta, \partial_t \beta)\|_{L^2(0,\kappa; H^3(T^d_L)) \times H^1(T^d_L)} \) in (A.3).

Now based on Lemma A.1, we will prove Lemma 1.3 in two steps i.e (1) a local in time existence result and (2) an iteration argument.

**Step 1.** Local in time existence: This step is based on a fixed point argument which is performed in a sufficiently small time interval.

Let \( \tilde{\beta} \in L^\infty(0, \kappa; L^2(T^d_L)) \). Let us consider
\[
\begin{cases}
\partial_t \tilde{\beta} - \partial_{xxxx} \tilde{\beta} + \partial_{xx} \beta = -a \tilde{\beta} + v_\beta \chi_\omega \\
\beta(\cdot, 0) = \beta_0 \quad \text{and} \quad \partial_t \beta(\cdot, 0) = \beta_1
\end{cases}
\]
(A.5)

From Lemma A.1 we know that the problem (A.5) admits of a unique solution in the functional framework (A.2) and using (1.13) the solution satisfies the following bound
\[
\|(\beta, \partial_t \beta)\|_{L^2(0,\kappa; H^3(T^d_L)) \times H^1(T^d_L)} \leq C(\|b_0, b_1\|_{H^3(T^d_L)} \times H^1(T^d_L)) + \|f\|_{L^2(0,\kappa; L^2(T^d_L))},
\]
(A.6)

for some positive constant \( C \) independent of \( \kappa \). Further in view of the inequality
\[
\|\tilde{\beta}\|_{L^2(0,\kappa; L^2(T^d_L))} \leq \kappa^{1/2}\|\beta\|_{L^\infty(0,\kappa; L^2(T^d_L))},
\]

we have
Hence by Banach fixed point theorem there exists a unique solution $\beta$ for some positive constant $\hat{C}$, such that the map $(\hat{\beta})$ corresponding to the potentials $a\hat{\beta}_1$ and $a\hat{\beta}_2$, respectively. Using the linearity it is easy to observe that $(\beta_i - \beta_j)$ solves system (A.5) with the potential term $a(\hat{\beta}_i - \hat{\beta}_j)$ and initial condition 

$((\beta_i - \beta_j), \partial_t(\beta_i - \beta_j))(t, 0) = (0, 0)$.

Using (A.7) for $(\beta_i - \beta_j)$ one in particular furnishes the following

$$
\| (\beta_i - \beta_j) \|_{L^\infty(0, \kappa; H^2(T^d_L))} \leq C \| a \|_{L^\infty(T^d_L \times (0, \kappa))} \| (\hat{\beta}_i - \hat{\beta}_j) \|_{L^\infty(0, \kappa; L^2(T^d_L))},
$$

for some positive constant $C$ independent of $\kappa$. In view of (A.8) we can readily conclude that there exists

$$
\kappa^* < \frac{1}{C^2 \| a \|_{L^\infty(T^d_L \times (0, T))}^2},
$$

where $C$ is the constant appearing in (A.6) and (A.8) (one can observe that $C$ is the same constant in both of these inequalities), such that the map $\hat{\beta} \to \beta$ from $L^\infty(0, \kappa^*; L^2(T^d_L))$ to itself is a contraction. Hence by Banach fixed point theorem there exists a unique solution $\beta$ of (1.1) in the time interval $(0, \kappa^*)$ and further the choice of $\kappa^*$ and the inequality (A.7) together furnish that

$$
\| (\beta, \partial_t \beta) \|_{L^2(0, \kappa^*; H^1(T^d_L)) \cap H^1(0, \kappa^*; H^2(T^d_L) \times L^2(T^d_L))} \leq C \| (\beta_0, \beta_1) \|_{H^1(T^d_L) \times H^1(T^d_L)}},
$$

for some positive constant $C$, independent of $\kappa^*$.

**Step 2 Iteration:** Using interpolation and the regularity of $\beta$ in $(0, \kappa^*)$ one obtains that

$$
(\beta, \partial_t \beta)(t, \frac{\kappa^*}{2}) \in H^3(T^d_L) \times H^1(T^d_L),
$$

and further from (A.9) one obtains the following

$$
\| (\beta, \partial_t \beta)(t, \frac{\kappa^*}{2}) \|_{H^1(T^d_L) \times H^1(T^d_L)} \leq C \| (\beta_0, \beta_1) \|_{H^1(T^d_L) \times H^1(T^d_L)},
$$

for some positive constant $C$ independent of $\kappa^*$. Since the constant $C$ in inequality (A.9) does not depend on the final time $\kappa^*$ and the local in time existence result proved in Step 1, is independent of the size of the given data $(\beta_0, \beta_1)$, hence we can once again solve (1.1) in $(0, \kappa^*\frac{3\kappa^*}{2})$ with datum $(\beta, \partial_t \beta)(t, \frac{\kappa^*}{2})$ and obtain

$$
\| (\beta, \partial_t \beta)(t, \frac{\kappa^*}{2}) \|_{H^1(T^d_L) \times H^1(T^d_L)} \leq C \| (\beta_0, \beta_1) \|_{H^1(T^d_L) \times H^1(T^d_L)},
$$

for some positive constant $C$ independent of $\kappa^*$. In the last line of (A.11) we have used (A.10). One can iterate this argument finitely many times to show that the system (1.1) renders a unique solution in the time interval $(0, \kappa)$ and the inequality (1.14) holds in the time interval $(0, \kappa)$. Since $\kappa$ is arbitrary we can have the existence result in time interval $(0, T)$. Hence we are done with the proof of Lemma 1.3. \[\square\]
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