ABSTRACT

In recent years, Graph Neural Networks (GNNs) have been popular in graph representation learning which assumes the homophily property, i.e., the connected nodes have the same label or have similar features. However, they may fail to generalize into the heterophilous graphs which in the low/medium level of homophily. Existing methods tend to address this problem by enhancing the intra-class information extraction, i.e., either by designing better GNNs to improve the model effectiveness, or re-designing the graph structures to incorporate more potential intra-class nodes from distant hops. Despite the success, we observe two aspects that can be further improved: (a) enhancing the ego feature information extraction from node itself which is more reliable in extracting the intra-class information; (b) designing node-wise GNNs can better adapt to the nodes with different homophily ratios. In this paper, we propose a novel method IIE-GNN (Intra-class Information Enhanced Graph Neural Networks) to achieve two improvements. A unified framework is proposed based on the literature, in which the intra-class information from the node itself and neighbors can be extracted based on seven carefully designed blocks. With the help of neural architecture search (NAS), we propose a novel search space based on the framework, and then provide an architecture predictor to design GNNs for each node. We further conduct experiments to show that IIE-GNN can improve the model performance by designing node-wise GNNs to enhance intra-class information extraction. 

1 INTRODUCTION

Graph Neural Networks (GNNs) have been widely used in recent years due to their promising performance on diverse graph-based applications [12, 26]. In the literature, most of them are designed based on the message-passing scheme [9], i.e, aggregating the messages from the connected neighbors. These methods achieve great success on real-world datasets constructed under homophily [33], i.e., the connected nodes belong to the same class or have similar features. On the contrary, for those heterophilous graphs in the opposite situation, GNNs get unpredictable performance degradations and are even outperformed by MLPs (Multi-layer perceptron). The features from different classes are mixed directly and lead to indistinguishable node representations in the node classification task [33].
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Figure 1: The illustrations of different baselines on nodes with homophily ratios in Actor dataset.

When facing heterophilous datasets, how to designing expressive GNNs is the key challenge. Several methods tend to enlarge the receptive field by incorporating more intra-class nodes. For example, [19, 20] incorporates the distant nodes which may exhibit similar structure and in the same class; [11, 33] utilize the higher-order neighbors which may contain more nodes with the same label. Apart from these methods that use non-local neighbors, more methods tend to refine the GNN architectures. [10, 33] separate the ego and neighbor information in the GNN layer which enables the evolving of the non-aggregated features; [2, 6, 25] aim to learn edge weights to separate the homophilous and heterophilous information, e.g., attaching the larger weights to homophilous neighbors while the smaller or even negative weights for the heterophilous ones. Utilizing the inter-layer connections is also popular in designing GNNs for heterophilous graphs [5, 33] which claims to incorporate the high-frequency components in the shallow layers.

Existing methods aim to enhance the intra-class information, either by increasing the number of intra-class nodes in the receptive field, or enlarging the edge weights from the intra-nodes. In contrast, the ego-feature acts as a critical element in the intra-class information, which is much more reliable compared with the intra-class information collected from neighbor features. However, existing methods only consider the ego features when (a) updating the node features by separating the ego and neighbor’s features; (b) integrating the features from the intermediate layers. It is insufficient to enhance the ego features compared with the widely designed methods, and it is challenging to design an effective and comprehensive way to enhance the intra-class information extraction from two parts, i.e., ego nodes and other intra-class nodes.

Besides, reviewing the heterophilous graphs from the node-level, they have nodes with diverse homophily ratios as shown in Figure 1, on top of which different baselines have diverse performance on these nodes. Therefore, existing methods, which are designed to be
shared among all nodes in the graph, are irrational to be applied to these various nodes considering the diverse node homophily ratios [6, 21]. However, it is extremely time-consuming to achieve this with human expertise. How to designing node-wise GNNs is a challenging problem, especially considering large-scale graphs.

In this paper, we propose a novel method to address the aforementioned challenges: (a) designing a unified framework based on the literature, which could incorporate the comprehensive intra-class information from the node itself and neighbors in different levels; (b) with the help of neural architecture search (NAS), we design a novel search space based on the unified framework, and then providing an architecture predictor to selecting architectures.

To be specific, seven blocks in four levels are derived from the literature: selection and attention blocks in the neighbor-level responsible for selecting and reweighing potential neighbors (besides node itself) which could provide the intra-class information; aggregation and update blocks in the message-level aim to constructing the messages and updating the node features based on these collected potential intra-class feature vectors. These four blocks make up one gnn layer. Then, the residual-merge and inter-merge blocks in the layer-level are provided to incorporating the features of node itself from different layers to improve the model effectiveness; then the output-merge block is provided to incorporate the MLP branch which generates the non-aggregated node features. Based on this framework, we construct an effective search space by providing a set of candidate operations in each block, e.g., selecting whether to use the ego- or neighbor information merely or mixing them. When designing the node-wise GNNs, we adopt the architecture predictor to calculate the node-aware operation distributions which could separate the influence of node numbers. Considering the largely different features extracted from the node itself and its neighbors [33], we design an architecture predictor which firstly concatenate all the inputs, on top of which the operation distributions can be generated with the help of architecture predictors. We conduct extensive experiments on heterophilous datasets, and the proposed method could achieve the SOTA performance by enhancing the intra-class information extraction with carefully designed node-wise GNNs.

To summarize, the contributions of this paper are as follows:

- We propose a novel method IIE-GNN to design the self-enhanced graph node-wise architectures for heterophilous graphs. To effectively use the ego features, we design an effective framework which contains seven blocks in four levels, and it can unify the literature and further enrich the intra-class information.
- To design the node-aware GNNs, we develop a set of operations in each block to construct the supernet on top of the proposed framework. Two architecture predictors are designed to select node-wise architectures considering the efficiency and the heterophilous nature.
- Extensive experiments are conducted on five heterophilous graphs, and the SOTA performance demonstrate the effectiveness of the proposed IIE-GNN.

2 RELATED WORK

2.1 Preliminary

Notations. For a graph \(G = (\mathcal{V}, \mathcal{E})\), \(\mathcal{V}\) and \(\mathcal{E}\) represent the node and edge sets in this graph. \(A \in \mathbb{R}^{\mathcal{V} \times \mathcal{V}}\) is the adjacency matrix of this graph where \(|\mathcal{V}|\) is the node number, and \(\mathcal{N}(u), \mathcal{N}(u)\) and \(\mathcal{N}(u)\) represent the connected neighbors without self-loop, neighbors with self-loop and the selected neighbors for node \(u\). The class of node \(u\) is represented as \(y_u\).

Homophily ratio. There are two metrics to evaluate the homophily ratio: the edge homophily ratio \(h_{\text{edge}}\) and the node homophily ratio \(h_{\text{node}}\) as shown in the following:

\[
h_{\text{edge}} = \frac{|\{(u, v) : (u, v) \in \mathcal{E} \land y_u = y_v\}|}{|\mathcal{E}|},
\]

\[
h_{\text{node}} = \frac{1}{|\mathcal{V}|} \sum_{v \in \mathcal{V}} \frac{|\{u \in \mathcal{N}(v) \land y_u = y_v\}|}{d_v}.
\]

2.2 GNNs designed under heterophily

Observing that GNNs which designed under homophily perform poorly on those heterophilous graphs [19, 33], researchers tend to design GNNs for those heterophilous graphs and they can be categorized into two categories [31], i.e., (a) incorporating the non-local neighbors which may have the same label [11, 19–21]; and (b) refining the GNNs architecture by re-designing the GNN layers [6, 7, 25, 33] or designing the layer-by-layer connections and layer weights [4, 22, 33]. More methods can be found in [31].

2.3 Graph Neural Architecture Search

Very recently, researchers tried to automatically design GNN architectures by NAS. The majority of these methods focus on designing the aggregation layers under homophily setting. For example, [8, 15, 27, 32] learn to design aggregation layers on top of several micro dimensions, such as aggregation function, attention function, attention head number, embedding size, etc; [14, 22, 29, 30] provide the extra layer-wise skip connections design dimension; [3, 13, 21] learn to design the depth of GNNs. More methods can be found in [28].

3 METHOD

To enhance the intra-class information extraction when designing GNNs on the heterophilous graphs, we first provide a unified framework which split GNNs into seven blocks into four levels, on top of which we design a novel search space and a architecture predictor to design node-wide GNNs.

3.1 The Unified Framework to Extract the Intra-class Information

General GNNs focus on designing the aggregation operation in each layer and the network topology with the inter-layer connections. The aggregation operation is designed under the message-passing scheme [9]. Considering the heterophilous graphs in which the node and neighbors are from different classes in general, utilizing the intra-class information and enhancing the ego feature extraction are significant [2, 20, 33]. To achieve this, we defined a novel framework
as shown in Figure 2. It contains four levels with seven blocks to
designing the GNNs for those heterophilous graphs.

In each GNN layer, we provide the selection and attention blocks
to choose and re-weight the neighbors. The former is responsible
for choosing potential neighbors $\mathcal{N}(u)$ which is used to construct the messages, and it is expected to incorporate more potential intra-class nodes. In this paper, the selection block is achieved by designing the edge weights $e_{uv}^s = \{1 | v \in \mathcal{N}(u)\}$. The attention block aims to re-weight the neighbors, i.e., designing the edge weights $e_{uv}^{att}$ for each potential neighbor. With the help of these two blocks, more potential intra-class neighbors can be incorporated and emphasized by attaching different edge weights $e_{uv}^{att} = e_{uv}^s \cdot e_{uv}^{att}$ after which the intra-class information is provided. After that, we provide an aggregation block and a update block in the message level to integrate the features from different neighbors into the node embeddings, which are also indispensable stages in the message-passing scheme.

The aggregation block aims to construct the message based on the collected weighted neighbor features. The update block devotes to updating the node embeddings based on the messages and the node feature itself, which are denoted as $m_u^l$ and $h_u^{l-1}$ as shown in Figure 2(c).

Beyond the GNN layer, we provide the residual-merge and the inter-merge blocks to improve the model’s effectiveness by utilizing the ego features in different layers. In this paper, the former block considers merging the ego features from the previous consecutive layers, i.e., enhancing the feature utilization based on the aggregation results $h_u^{agg}$ and the residual vector $h_u^r$. The inter-merge block is employed at the end of GNN layers, and it aims to merge the ego features from different layers, i.e., $\{h_u^l|0 \leq l \leq L\}$ in the $L$-layer GNNs. Beyond GNN, MLP is the comparable network for the heterophilous graphs [18], which can make up the ego information that may be lost in the aggregation operations. To utilize these features, we use the two-layer MLP to generate the non-aggregated features and provide a output-merge block before the classifier.

3.2 Designing Search Space Based on the Framework.

As shown in Table 1, we provide a set of candidate operations in each block to construct the search space.

- **Selection block.** We provide two operations 1N and 1LOOP to select different neighbors. The former operation only uses the one-hop neighbors $\mathcal{N}(u) = N(u)$ and sets the edge weights into 1. The latter uses $\mathcal{N}(u) = N(u)$ which further incorporate the self-loop edges.
- **Attention block.** Four attention functions are derived from the widely used methods. CONST attaches the same weights for each neighbor, i.e., $e_{uv}^{att} = 1$, and SYM_NORM [12] uses the symmetric normalized adjacency; GATE_FILTER [2] and SIGNED [25] are designed for the heterophilous graphs especially, which are expected to attach large weights to the intra-class neighbors while the small or even negative weights for inter-class ones.
- **Aggregation block.** We provide a operation ADD which adds up all the features to construct the messages, and it can be denoted as $m_u = \sum_{v \in \mathcal{N}(u)} e_{uv} h_v$. Other aggregation operations utilized bi-kernel for different neighbors [6] can also be utilized as well.
- **Inter-merge block.** Four operations in this block merge ego features from all the intermediate layers: SUM and MEAN represent merging these features with summation and average, respectively. LEARN_ATT is extracted from GPRGNN [5] which learns the layer weights adaptively, and the signed values are available. NONSKIP represent GNN only adopted $H^L$ and dropout the features from the intermediate layers.
- **Update / Residual-merge / Output-merge block.** For these three blocks, two input features are provided which contain intra-class information from the node itself and the generated based on the neighbors, i.e., $(h_u^{l-1}, m_u^l)$, $(h_u^{l-1}, h_u^{agg})$, and $(h_u^{MLP}, h_u^{GNN})$ in these three blocks, respectively. We provide five operations to utilize the intra-class information among them: EGO / RES / MLP in three blocks utilize the ego features merely, while MSG / AGG / GNN preserve the intra-class information which generated from the ego features from different layers, i.e., ${(h_u^{l-1}, m_u^l), (h_u^{l-1}, h_u^{agg})}$.
neighbors. Apart from that, SUM, MEAN and ATT operations are provided additionally which represent these features are merged with the summation, average and attention mechanism.

3.3 Node-aware GNN through Architecture Predictor

3.3.1 The inefficiency of vanilla differentiable node-wise GNN design. Considering the search efficiency, the differentiable search algorithm is widely used in this paper [17, 23]. When using these methods to design GNNs, a learnable parameter $\alpha$ is required for each candidate operation and, and then the mixed results can be calculated in each block, i.e., $f(x) = \sum_{i=1}^{|O|} c_i f_i(x)$ where $c_i$ is the operation weights generated based on the corresponding parameter $\alpha_i$. However, when designing node-wise GNNs, a learnable parameter is required for each candidate operation in each node, e.g., the learnable selection operations for all nodes can be denoted as $\alpha_{se} \in \mathbb{R}^{NX|O_n| \times d}$. In this situation, the learnable parameter number is proportional to the node number, which increases the optimization difficulty for those large-scale graphs. Therefore, it is inefficient to employ the general differentiable architecture search methods when designing the node-wise GNNs.

3.3.2 The deficient of vanilla architecture predictor. One straightforward method is designing an architecture predictor which decouples the node numbers and the learnable parameters. As shown in the following:

$$c_i = \frac{\exp(\alpha_i / r)}{\sum_{j=1}^{|O|} \exp(\alpha_j / r)}, \quad \alpha = f_{\alpha}(x), \quad f_{\alpha} : \mathbb{R}^d \rightarrow \mathbb{R}^{|O|},$$

(1)

$x$ is the node feature vector, $f_{\alpha}$ is the architecture predictor which mapping the $d$-dim node features into the $|O|$-dim operation weights $\alpha$, and $\alpha_i$ is the $i$-th dimension. In general, MLPs can be employed as the architecture predictor for each block. Then the probability number is correlated with this neural network design, i.e., the layer number and hidden size, rather than the node numbers.

However, it is unsuitable to be directly applied to the proposed search space mentioned in Section 3.2 due to the candidate operations which merely preserve the intra-class features either from the node itself or neighbors. For the update, residual-merge, inter-merge and output-merge blocks, they will receive two input features that are different from each other considering the heterophilous properties [33]. Then, designing the operations weights based on either of them is not suitable, e.g., calculating operation weight for NEIGHBOR based on $\alpha = f_{\alpha}(h_n^{i-1})$.

3.3.3 Designing the inputs of architectures predictors. To avoid the operations weights designed on the partial inputs, we first concatenate all the inputs and then design the operation weights. Use the update block as an example,

$$\alpha = f_{\alpha}(h_n^{i-1}) \vert |h_n^{i-1}|, \quad f_{\alpha} : \mathbb{R}^{2d} \rightarrow \mathbb{R}^{|O|},$$

(2)

d is the dimension of each input vector, and the predictor $f_{\alpha}$ mapping the concatenated features into the operations weights $\alpha$.

Then, our method can be optimized with the gradient descent which introduced in [17, 23]. After finishing the search process, we preserve the operation with the largest weight in each mixed operation and each node, from which we obtain the searched architectures.

4 EXPERIMENTS

4.1 Experimental settings

In this paper, we adopt five heterophilous graphs to evaluate the proposed IIE-GNN. Three kinds of baselines are utilized in this paper. (a) General GNNs designed under homophily: three-layer GCN [12], GraphSAGE [10], MixHop [1], and the method GCN-JK which merges the JK-Net [24] and GCN methods; (b) GNNs designed suitable for heterophilous graphs: Geom-GCN [19] and WRGNN [20] extend the non-local neighbors into the aggregation operations; H2GCN [33], GBK-GNN [6] and GCN [25] refine the GNNs to improve the representation power. Besides, we also adopt the results mentioned in [18], which is denoted as MLP+GCN in this paper. (c) The NAS-based methods suitable for heterophilous graphs: F2GNN [22] aims to design the network topology, and NW-GNN [21] aims to design node-wise GNNs for both homophilous and heterophilous graphs.

We adopt nine heterophilous graphs in this paper to evaluate the proposed IIE-GNN, and the statistics of these datasets are provided in Table 2. For arxiv-year datasets, we adopt the 5 random splits used in [16] which has 50%/25%/25% or nodes per class for train/validation/test, respectively. For the other four widely-used heterophilous datasets proposed in [19, 33], we adopt the 10 random splits which are the same as [19] (48%/32%/20% of nodes per class).

For our method, we first design GNNs based on the designed search space. All the searched GNNs and the human-designed baselines are tuned individually with hyperparameter tuning, learning rate, dropout, etc. With the searched hyperparameters, we report the average test accuracy and the standard deviation as shown in Table 3.

4.2 Performance Comparisons

We show the experimental results of five heterophilous graphs in Table 3. As to general GNNs, MLP can achieve better performance than these GNNs on two datasets, and outperformed on the other

| Datasets | # Nodes | # Edges | # Features | # Classes |
|----------|---------|---------|------------|-----------|
| Squirrel | 5,201   | 198,493 | 2,089      | 5         |
| Chameleon| 2,277   | 31,421  | 2,352      | 5         |
| Actor    | 7,600   | 30,019  | 932        | 5         |
| Texas    | 183     | 309     | 1,703      | 5         |
| Arxiv-year| 169,343 | 1,166,243| 128        | 5         |

Table 2: Statistics of the eight datasets in our experiments.
Table 3: Left: Performance comparisons of our method and all baselines. We report the average test accuracy and the standard deviation with 10 splits. For the methods marked with ***, the results are obtained from the corresponding paper. “NA” represented the results are not reported in the paper. The best result in each dataset is highlighted in gray, and the second best one is underlined. Right: The operation distributions in each block in the Texas dataset. "L1_Oir" represent the selection block in the first GNN layer, and others are the same.

| Baselines | h | Squirrel | Chameleon | Actor | Texas | Arxiv-year |
|-----------|---|----------|-----------|-------|-------|------------|
| ALP       | 0.22 | 0.3490(0.0519) | 0.4611(0.0232) | 0.3861(0.0109) | 0.5330(0.0454) | 0.3610(0.0112) |
| GCN [12]  | 0.23 | 0.4974(0.0256) | 0.6728(0.0211) | 0.2816(0.0155) | 0.5757(0.0580) | 0.4675(0.0019) |
| MixHop [1] | 0.22 | 0.3607(0.0151) | 0.4945(0.0273) | 0.3301(0.0074) | 0.7135(0.0757) | 0.4829(0.0026) |
| GraphSAGE [10] | 0.22 | 0.3740(0.0240) | 0.5568(0.0236) | 0.3461(0.0093) | 0.7378(0.0746) | 0.4883(0.0008) |
| GCN-JK [24] | 0.22 | 0.3784(0.0183) | 0.6167(0.0173) | 0.3616(0.0161) | 0.8027(0.0528) | 0.4652(0.0017) |
| Baseline Extend | 0.22 | 0.3418 | 0.6099 | 0.3163 | 0.6757 | NA |
| non-local GNNs | 0.3490(0.0151) | 0.5407 | NA | 0.7127 | NA |
| ReFine GNNs | 0.4885(0.0078) | 0.6242(0.0087) | 0.3653(0.0078) | 0.8826(0.0550) | NA |
| NAS-GNNs | 0.5440(0.0111) | 0.6804(0.0186) | 0.3624(0.0109) | 0.8360(0.0541) | NA |
| IIE-GNN | 0.3784(0.0183) | 0.6167(0.0173) | 0.3616(0.0161) | 0.8027(0.0528) | 0.4652(0.0017) |

Then, we remove all the learnable parameters in the GNN, and aggregate the one-hot labels $\mathbf{Y} \in \mathbb{R}^{|V| \times C}$ along with the designed node-wise GNNs. Based on the output $\mathbf{z} \in \mathbb{R}^{|V| \times C}$, the utilization of intra-information ratio can be calculated as shown in

$$z = f_{\text{net}}(\mathbf{Y}, \mathbf{A}), h_{\text{iir}} = \frac{1}{|V|} \sum_{u \in V} \sum_{j=1}^C \frac{z_{u}^{c}}{\sum_{j=1}^C z_{u}^{j}}.$$

3.4 Evaluations on Intra-Class Information Extraction

To evaluate how much intra-class information is utilized in the output vector, we propose a measurement based on the label propagation results. To be specific, we first preserve the learned weights after training is finished, i.e., the edge weights $\mathbf{w}_{uv}$ in each layer and the input feature vectors’ weights in the ATT and LEARN_ATT.

Then, we remove all the learnable parameters in the GNN, and aggregate the one-hot labels $\mathbf{Y} \in \mathbb{R}^{|V| \times C}$ along with the designed node-wise GNNs. Based on the output $\mathbf{z} \in \mathbb{R}^{|V| \times C}$, the utilization of intra-information ratio can be calculated as shown in

$$z = f_{\text{net}}(\mathbf{Y}, \mathbf{A}), h_{\text{iir}} = \frac{1}{|V|} \sum_{u \in V} \sum_{j=1}^C \frac{z_{u}^{c}}{\sum_{j=1}^C z_{u}^{j}}.$$

in which $f_{\text{net}}$ represents the network mentioned before, $z_{u}^{c}$ is the $i$-th column of node $u$’s output, and $c$ is the label of node $u$. Based on the intra-class indicator, i.e., one-hot labels, the utilizing and updating procedures on the one-hot labels are equivalent to the intra-class information extraction procedures. Higher $h_{\text{iir}}$ values represent more intra-class information are extracted. Compared with two measurements mentioned in Section 2.1, $h_{\text{iir}}$ provides the dynamic evaluations on the designed graphs, i.e., either by designing the graph structures or updating the edge weights, rather than on the fixed and unweighted structures provided by the input graphs. Besides, considering different GNNs have different abilities in utilizing the intra-class information, $h_{\text{iir}}$ can take this aspect into consideration which is superior to existing measurements.

As shown in Figure 3, we evaluate the intra-information ratio in different baselines and the proposed IIE-GNN on the Texas dataset. Bare_mean and Bare_sum represent the three-layer baselines that use basic aggregation operation with summation and mean when constructing the messages, respectively. Methods with higher performance have higher $h_{\text{iir}}$ values in general. Our methods have the highest performance and intra-information ratios than these baselines, which demonstrate the effectiveness in extracting the intra-class information and its effectiveness for the heterophilous graphs.
We further evaluate the intra-class information extraction ratios.
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5 CONCLUSION

In this paper, we propose a novel method IIE-GNN for the heterophilous graphs to enhance the intra-class information extraction. To achieve this, we design a unified framework which contains seven blocks from four levels, on top of which a novel search space is designed. Considering that nodes with different homophily ratios have diverse preferences when designing GNNs, we provide an architecture predictor to design node-wise GNNs based on the search space. We conduct experiments on five heterophilous datasets, and the SOTA performance demonstrates the effectiveness of IIE-GNN. We further evaluate the intra-class information extraction ratios, on top of which the SOTA performance can be analyzed.
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