Equivalence of a harmonic oscillator to a free particle and Eisenhart lift
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Abstract

It is widely known in quantum mechanics that solutions of the Schrödinger equation (SE) for a linear potential are in one-to-one correspondence with the solutions of the free SE. The physical reason for this correspondence is Einstein’s principle of equivalence. What is usually not so widely known is that solutions of the Schrödinger equation with harmonic potential can also be mapped to the solutions of the free Schrödinger equation. The physical understanding of this equivalence is not known as precisely as in the case of the equivalence principle. We present a geometric picture that will link both of the above equivalences with one constraint on the Eisenhart metric.

1. Introduction

There is no clear-cut answer to the question of what geometry is, since “the meaning of the word geometry changes with time and with the speaker” [1]. Classical mechanics was closely related to geometry from the very beginning. During the time of Newton and Huygens, many mechanical arguments
were very geometrical, leading to extensive use of Euclidean geometry. Then came the period when more attention began to be paid to analytical methods, and Lagrange even boasted that his treatise on analytical mechanics did not contain any pictures [2]. The subsequent development of classical mechanics revealed the importance of both analytical and geometric methods. The role of geometric ideas and the corresponding intuition became especially evident after the works of Poincaré and Birkhoff. However, the geometries underlying Hamiltonian mechanics were a new kind of geometry, namely symplectic geometry and its odd-dimensional cousin contact geometry [2, 3, 4, 5].

With the advent of Einstein’s general theory of relativity, the role of geometry in fundamental physics has increased significantly. General relativity has two essential features. The first decisive step is the transition from three-dimensional Euclidean geometry to four-dimensional spacetime geometry by incorporating time as the fourth coordinate[1] and this has already been done by Minkowski in the context of special relativity. The second key step is to interpret gravity as the curvature of this four-dimensional pseudo-Riemannian spacetime geometry.

Since Einstein’s time, this geometrization of physics has advanced enormously. In classical physics, all Standard Model fundamental interactions are closely linked with suitably generalized notions of curvature in geometry. Quantum theory adds global (topological) aspects to this local picture of connections between physics and geometry. As a result, quite diverse, interesting, and unexpected geometrical and topological results have emerged from the interactions of modern mathematics with fundamental physics [8].

Modern differential geometry can be described as the study of (smoothly varying) tensor structures on the tangent bundle. In Riemannian geometry, the structure is defined in terms of a symmetric, positive definite second rank tensor, in contact geometry, in terms of a nondegenerate one-form, and in symplectic geometry, in terms of a nondegenerate two-form [9].

If we understand geometrization of nonrelativistic classical mechanics in a narrower sense as geometrization through Riemannian or Lorentzian (pseudo-Riemannian) geometry, we have two options: the “intrinsic” approach of Cartan and the “ambient” approach of Eisenhart [10, 11]. In fact, the two

---

1Interestingly, as early as in 1873 P. L. Chebyshev, in a letter to J. J. Sylvester, wrote “Take to kinematics, it will repay you; it is more fecund than geometry; it adds a fourth dimension to space” [6, 7]
approaches are deeply interrelated [10, 12].

Eisenhart [13] made a very important contribution to the geometrization of nonrelativistic mechanics. This approach, commonly known as the Eisenhart lift, was rediscovered by Duval and coworkers [12] in a slightly different geometric context of Bargmann structures. Eisenhart showed that trajectories of a holonomic conservative dynamical system can be considered as null-projections (shadows) of geodesics of some ambient Lorentzian spacetime, in amusing analogy with Plato’s cave [11]. These ambient spacetimes are in fact gravitational waves with parallel rays, first considered by Brinkmann in a different context [14, 15]. However, Brinkmann did not notice any connection with nonrelativistic physics. Be that as it may, historically, neither the results of Eisenhart nor Brinkmann actually influenced the development of contemporary physics in any way, since they went largely unnoticed and then forgotten [10].

This connection between nonrelativistic and relativistic physics allows one to borrow techniques from one field to another, especially the powerful geometric tools of Lorentzian geometry. For example, the study of symmetries of a nonrelativistic system can be viewed as isometries of the Eisenhart metric. Interesting results were obtained in this way [16, 17, 18].

Duval and his colleagues extended Eisenhart results to nonrelativistic quantum mechanics [12], which opened the way for many applications (see, for example, [10, 11, 19, 20] and references therein), including applications to the nonrelativistic version of the AdS/CFT correspondence [21, 22], and to the Wheeler-DeWitt equation [23].

One of the features of the Eisenhart lift is that the potential term of non-relativistic physics turns into a component of the corresponding Eisenhart metric. We can use other coordinates to describe this Brinkman wave and change the metric tensor according to the corresponding coordinate transformation. When we null-project this new metric back to a nonrelativistic level, we get the Schrödinger equation with a different potential. Thus, with the help of the Eisenhart lift, it is possible to find correspondences between the physics of two different physical systems, determined by different potentials.

In this article, we investigate such mappings for the class of potentials giving a flat Lorentzian metric after the Eisenhart lift. In section II, we briefly review the Eisenhart lift to the extent required for the purposes of this study. Next, we will find the flatness condition for the Eisenhart metric, which will restrict the choice of the potential. The resulting class of potentials and the corresponding equivalencies are explored in the subsequent sections.
2. Eisenhart Lift

In this section, we’ll take a very brief look at the basics of the Eisenhart lift. For a more detailed discussion of the material, see [11, 12, 13, 16, 17, 24, 25, 26], and for a curious analogy to Plato’s cave see [27].

Consider a general dynamical system described by the Lagrangian

\[ L (x, \dot{x}, t) = \frac{1}{2} g_{ij} \frac{dx^i}{dt} \frac{dx^j}{dt} + A_i (x, t) \frac{dx^i}{dt} - V (x, t), \]  

where \( g_{ij} \) is the so-called mass matrix, and \( A_i, V \) are analogous to the vector and scalar potentials of the electromagnetic system. To have a benign nonrelativistic system, we assume that the kinetic term is a positive-definite quadratic form in the velocities. In (1), the time \( t \) is an evolution parameter that is not part of the configuration-space manifold. To transform it into a coordinate on the manifold \((x^i, t)\) and, thus, treat it on an equal footing with the spatial coordinates \(x^i\), we introduce (in the general case, non-integrable) local time \( \tau \) as follows:

\[ m \, d\tau = \Omega (x, t) \, dt, \]  

where \( m \) is a constant, and its introduction reflects the fact that local clocks parameterize trajectories only up to a linear transformation \((m \) reflects the arbitrariness in the choice of time units) [28].

Note that (2) can be viewed as a generalized Sundman transformation [29, 30]. Alternatively, in the spirit of the theory of relativity, we can interpret \( \tau \) as the local time measured by an arbitrary observer along his/her world-line, and then \( \Omega \) will serve as the conversion factor to Newtonian absolute time \( t \).

As a result the Lagrangian now becomes

\[ L (x, \dot{x}, t) = \Omega (x, t) \left\{ \frac{1}{2} g_{ij} \frac{dx^i}{d\tau} \frac{dx^j}{d\tau} + A_i (x, t) \frac{dx^i}{d\tau} \frac{dt}{d\tau} - V \frac{dt}{d\tau} \frac{dt}{d\tau} \right\} \]  

(3)

The above Lagrangian is obtained by rewriting the action integral in terms of the local time \( \tau \) and taking into account the fact that the classical action is defined up to a multiplicative constant. We still cannot interpret the above Lagrangian as a geodesic Lagrangian for the metric

\[ ds^2 = \Omega (x, t) \left[ g_{ij} dx^i dx^j + 2A_i dx^i dt - 2V dt^2 \right], \]  

(4)

\(^2\text{Sundman introduced the transformation } dt = rd\tau \text{ in the context of the three-body problem. See } [31] \text{ for a historical account of Sundman’s seminal work on the three-body problem.}\)
since $\tau$ is not an affine parameter, as it is normalized by $\Omega \frac{d\tau}{dt} = m$, and not by the usual normalization condition, which is $g_{\mu\nu} \frac{dx^\mu}{d\tau} \frac{dx^\nu}{d\tau} = \text{constant}$.

To correct this deficiency, we introduce a new coordinate $u$ such that

$$du = -Ldt - \frac{M^2}{m} d\tau,$$

(5)

where $M$ is some constant. Then

$$2dudt = - \left( g_{ij}dx^i dx^j + 2A_i dx^i dt - 2V dt^2 \right) - 2 \frac{M^2}{m} d\tau dt =$$

$$- \left( g_{ij}dx^i dx^j + 2A_i dx^i dt - 2V dt^2 \right) - \Omega \frac{M^2}{m^2} dt^2 - \frac{M^2}{\Omega} d\tau^2,$$

(6)

where we have used (2) to rewrite the last term in the first line in an equivalent form.

After using the above tricks, our final metric becomes

$$ds^2 = -M^2 d\tau^2 = \Omega(x,t) \left\{ g_{ij}dx^i dx^j + 2A_i dx^i dt + 2dt du - 2 \left( V - \frac{M^2}{2m^2} \Omega \right) dt^2 \right\},$$

(7)

or

$$ds^2 = -M^2 d\tau^2 = g_{\mu\nu} dx^\mu dx^\nu,$$

(8)

and now it is clear that the parameter $\tau$ is normalized in the usual way and therefore can be considered as an affine parameter. In (8) $x^\mu = (t, u, x^i)$, $i = 1, 2, \ldots, n$ are coordinates on a $n + 2$ dimensional Lorentzian manifold.

Thus, the generalized Sundman factor $\Omega$ turns out to be the conformal factor relating the ambient metric (7) to the conformally equivalent metric

$$ds^2 = g_{ij}dx^i dx^j + 2A_i(x,t) dx^i dt + 2dtdu - 2U(x,t) dt^2,$$

(9)

with

$$U(x,t) = V(x,t) - \frac{M^2}{2m^2} \Omega(x,t).$$

(10)

The ambient metric (7) was first obtained by Lichnerowicz [32], and the metric (7), without the conformal factor $\Omega$, was obtained by Eisenhart [13]. Obviously, the conformal factor allows one to significantly enlarge the class of the Eisenhart-lifted metrics. As we will see later in this article, it is exactly this conformal factor that will allow us to find the equivalence of the harmonic oscillator to a free particle in the classical and quantum contexts.
The usefulness of the ambient metric (7) becomes apparent from the following Eisenhart-Lichnerowicz theorem [11]:

Let \( \tau \) be an affine parameter such that \( \frac{dt}{d\tau} \neq 0 \) and \( g_{\mu\nu} \frac{dx^\mu(\tau)}{d\tau} \frac{dx^\nu(\tau)}{d\tau} = -M^2 \) on a manifold endowed with the metric

\[
\frac{ds^2}{\Omega(x,t)} \left\{ g_{ij} dx^i dx^j + 2A_i dx^i dt + 2dtdu - 2U dt^2 \right\}.
\]

Then the geodesic equation for a curve \( x^\mu(\tau) = (t(\tau), u(\tau), x^i(\tau)) \), when projected along the direction of \( u \) reduces to the Euler-Lagrange Equation of the nonrelativistic holonomic dynamical system with the Lagrangian \( L = \frac{1}{2} g_{ij} \frac{dx^i}{dt} \frac{dx^j}{dt} + A_i \frac{dx^i}{dt} - V \), where \( V = U + \frac{M^2}{2m^2} \Omega \), with \( m = \Omega \frac{dt}{d\tau} \).

3. Flatness conditions

For one space dimension, that is, \( x^\mu = (t, u, x) \), and for \( A_i = 0 \) we get the ambient metric as

\[
\frac{ds^2}{\Omega(x,t)} \left\{ g(x,t) dx^2 + 2dtdu - 2U dt^2 \right\}.
\]

We want the corresponding Riemann curvature tensor to vanish, which will give us flat metric conditions for the potential \( U(x,t) \) and the conformal factor \( \Omega(x,t) \).

For our purposes, we further specialize to the case \( g = 1 \). If the metric (11) is flat, then the metric

\[
ds^2 = dx^2 + 2dtdu - 2U dt^2
\]

is conformally flat. On the other hand, it is well known that in the three-dimensional case, a necessary and sufficient condition for the metric to be conformally flat is the vanishing of the Cotton tensor [33, 34]. In terms of the Ricci tensor \( R_{\mu\nu} \) and the scalar curvature \( R \), the three-dimensional Cotton tensor has the form

\[
C_{\mu\nu\lambda} = \nabla_\lambda R_{\mu\nu} - \nabla_\nu R_{\mu\lambda} + \frac{1}{4} (g_{\mu\lambda} \nabla_\nu R - g_{\mu\nu} \nabla_\lambda R).
\]

\(^3\)In the four-dimensional case, all conformally flat Bargmann manifolds has been determined in [35] by requiring the vanishing of the Weyl tensor. It seems, the problem has not been explored when spacetime dimension \( d \geq 5 \), where the Brinkmann metric may have additional components [36]. These extra components do play a role in the anomaly cancellation for strings [37], so the problem is not only of purely academic interest [38].
For the metric (12), the non-zero Christoffel symbols of the first kind are
\[ \Gamma_{tt} = -\frac{\partial U}{\partial t}, \quad \Gamma_{tx} = \Gamma_{xt} = -\frac{\partial U}{\partial x}, \quad \Gamma_{xt} = \frac{\partial U}{\partial x}. \] (14)

Using the inverse metric for (12),
\[ g^{\mu\nu} = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 2U & 0 \\ 0 & 0 & 1 \end{pmatrix}, \] (15)
we find the non-zero Christoffel symbols of the second kind
\[ \Gamma^x_{tt} = \frac{\partial U}{\partial x}, \quad \Gamma^u_{tx} = \Gamma^u_{xt} = -\frac{\partial U}{\partial x}, \quad \Gamma^u_{tt} = -\frac{\partial U}{\partial t}. \] (16)

To calculate the curvature, it is useful to use Cartan’s structure equation (see, for example, [39, 40])
\[ R^\mu_\nu = d\Gamma^\mu_\nu + \Gamma^\mu_\sigma \wedge \Gamma^\sigma_\nu, \] (17)
where (we use bold to indicate differential forms) \( \Gamma^\mu_\nu = \Gamma^\mu_\nu_\lambda dx^\lambda \) are connection 1-forms, and \( R^\mu_\nu = \frac{1}{2} R^\mu_\nu_\lambda dx^\lambda \wedge dx^\sigma \) are curvature 2-forms.

From (16) we find non-zero connection 1-forms
\[ \Gamma^x_t = \frac{\partial U}{\partial x} dt, \quad \Gamma^u_x = -\frac{\partial U}{\partial x} dt, \quad \Gamma^u_t = -\frac{\partial U}{\partial t} dt - \frac{\partial U}{\partial x} dx, \] (18)
and using (17) we find that there are only two non-zero curvature 2-forms:
\[ R^x_t = \frac{\partial^2 U}{\partial x^2} dx \wedge dt, \quad R^u_x = -\frac{\partial^2 U}{\partial x^2} dx \wedge dt. \] (19)

Therefore, for the metric (12), non-zero independent components of the Riemann curvature tensor are
\[ R^x_{tx} = \frac{\partial^2 U}{\partial x^2}, \quad R^u_{xt} = -\frac{\partial^2 U}{\partial x^2}. \] (20)

As a result, the Ricci tensor has only one non-zero component, and the scalar curvature vanishes (since \( g^{tt} = 0 \)):
\[ R_{tt} = \frac{\partial^2 U}{\partial x^2}, \quad R = g^{\mu\nu} R_{\mu\nu} = 0. \] (21)
We now have all the ingredients for computing the Cotton tensor using (13). The only non-zero components turn out to be

\[ C_{txt} = -C_{txt} = \frac{\partial^3 U}{\partial x^3}. \] (22)

As we see, a necessary and sufficient condition for the metric (12) to be conformally flat is

\[ \frac{\partial^3 U(x, t)}{\partial x^3} = 0. \] (23)

If two metrics are conformally related \( g^*_{\mu\nu} = e^{2\sigma} g_{\mu\nu} \), when the corresponding curvature tensors are related as follows [33]:

\[ e^{-2\sigma} R^*_{\mu\nu\lambda\tau} = R_{\mu\nu\lambda\tau} + g_{\mu\sigma} \sigma_{\nu\lambda} + g_{\nu\sigma} \sigma_{\mu\lambda} - g_{\mu\lambda} \sigma_{\nu\tau} - g_{\nu\tau} \sigma_{\mu\lambda} + (g_{\mu\sigma} g_{\nu\lambda} - g_{\mu\lambda} g_{\nu\sigma}) \Delta_1 \sigma, \] (24)

where

\[ \sigma_{\mu\nu} = \nabla_\mu \nabla_\nu \sigma - (\nabla_\mu \sigma)(\nabla_\nu \sigma) = \nabla_\mu (\partial_\nu \sigma) - (\partial_\mu \sigma)(\partial_\nu \sigma), \]
\[ \Delta_1 \sigma = g^{\mu\nu}(\nabla_\mu \sigma)(\nabla_\nu \sigma) = g^{\mu\nu}(\partial_\mu \sigma)(\partial_\nu \sigma). \] (25)

Since \( R_{\mu\nu\lambda\tau} = g_{\mu\tau} R^t_{\mu\nu\lambda\tau} + g_{\nu\tau} R^u_{\mu\nu\lambda\tau} = 0 \), \( g_{uu} = 0 \) and \( \sigma \) does not depend on \( u \), (25) indicates that when the metric (11) is flat we will have

\[ \Delta_1 \sigma = g^{xx} \left( \frac{\partial \sigma}{\partial x} \right)^2 = \left( \frac{\partial \sigma}{\partial x} \right)^2 = 0. \] (26)

Therefore, when the Eisenhart metric (11) is flat, the local time (2) is integrable, since \( \sigma \) (and thus \( \Omega \)) is independent of \( x \).

The conformal transformation law for the three-dimensional Ricci tensor is [33, 41, 42] (note that in [33] the Ricci tensor is defined with the opposite sign)

\[ R^*_{\mu\nu} = R_{\mu\nu} - \sigma_{\mu\nu} - g_{\mu\nu} (\Delta_2 \sigma + \Delta_1 \sigma), \quad \Delta_2 \sigma = g^{\mu\nu} \nabla_\mu \nabla_\nu \sigma = g^{\mu\nu} \nabla_\mu (\partial_\nu \sigma). \] (27)

As we have seen, the only non-zero component of the Ricci tensor is \( R_{tt} \). Since \( \sigma \) does not depend on \( x \), (15) indicates that both \( \Delta_2 \sigma \) and \( \Delta_1 \sigma \) are zero, and as a flatness condition we get \( R_{tt} = \sigma_{tt} = \partial_t \partial_t \sigma - (\partial_\sigma)^2 \) (we have taken into account that \( \nabla_\lambda (\partial_\tau \sigma) = \partial_\lambda \partial_\tau \sigma - \Gamma^r_\mu \partial_\tau \sigma - \Gamma^r_\mu \partial_\mu \sigma = \partial_\lambda \partial_\tau \sigma \)).
In terms of $\Omega = e^{2\sigma}$ the flatness conditions takes the form

$$\frac{\partial \Omega}{\partial x} = 0, \quad \frac{\partial^2 U}{\partial x^2} = \frac{1}{\Omega^2} \left\{ \frac{\Omega}{2} \frac{\partial^2 \Omega}{\partial t^2} - \frac{3}{4} \left( \frac{\partial \Omega}{\partial t} \right)^2 \right\}. \quad (28)$$

Note that (23) follows from (28), so (28) is a necessary and sufficient condition the metric (11) (with $g = 1$) to be flat. In addition, as $\Omega$ is $x$-independent, it follows from (10) that $\frac{\partial^2 U}{\partial x^2} = \frac{\partial^2 V}{\partial x^2}$, and the conditions (28) do not depend on $M$. In particular, we can take $M = 0$, which corresponds to null-geodesics in the ambient spacetime. Accordingly, in what follows we replace $U$ by $V$.

Thus, under our assumptions, we finally obtain a class of potentials for which the Eisenhart metric (11) is flat, or, in other words, the metric can be brought to the standard Minkowski form by means of a suitable coordinate transformation. It is somewhat surprising that only spatially linear, or quadratic potentials are allowed by the flatness condition, while there is still huge scope for temporal dependence. Nevertheless, the Eisenhart metric (11) allows to analyze interesting cases such as harmonic oscillator (both time-dependent and time-independent), linear potential etc.

For further analysis, it is useful to introduce a function $\Phi(t)$ such that $\Omega = \frac{d\Phi}{dt}$ and rewrite the second equation in (28) in the form

$$\frac{\partial^2 V}{\partial x^2} = \frac{1}{2} S_t(\Phi), \quad S_t(\Phi) = \frac{1}{\Phi} \frac{d\Phi}{dt} + \frac{3}{2} \frac{1}{\left( \frac{d\Phi}{dt} \right)^2} \left( \frac{d^2 \Phi}{dt^2} \right)^2. \quad (29)$$

Here $S_t(\Phi)$ is the so-called Schwarzian derivative of the function $\Phi(\tau)$. Despite its rather complicated form, the Schwarzian derivative is ubiquitous and tends to appear in many seemingly unrelated fields of mathematics [43, 44, 45].

Now, since we have a metric that is flat under condition (29), we will try to find a coordinate transformation that brings this metric

$$ds^2 = \Omega(t) \left\{ dx^2 + 2dtdu - 2V dt^2 \right\}. \quad (30)$$

to the standard Minkowski form. It can be checked rather easily that the transformation $(t, u, x) \rightarrow (\tau, v, \xi)$, with

$$x = f_1(\xi, \tau), \quad t = f_2(\xi, \tau), \quad u = v + f_3(\xi, \tau), \quad (31)$$
brings the metric (30) in the Minkowski form \( ds^2 = d\xi^2 + 2d\tau dv \) if
\[
\frac{\partial f_1}{\partial \xi} = \frac{1}{\sqrt{\Omega(t)}}, \quad \frac{df_2}{d\tau} = \frac{1}{\Omega(t)}, \quad \frac{\partial f_2}{\partial \xi} = 0,
\]
\[
\left( \frac{\partial f_1}{\partial \tau} \right)^2 + \frac{2}{\Omega(t)} \frac{\partial f_3}{\partial \tau} - \frac{2V}{\Omega(t)^2} = 0, \quad \sqrt{\Omega(t)} \frac{\partial f_1}{\partial \tau} + \frac{\partial f_3}{\partial \xi} = 0. \tag{32}
\]

It is clear from the second and third equations in (32) that \( t = f_2(\tau) \) is a function of \( \tau \) only. This function can be found by inverting the relation \( \tau = \int \Omega(t) dt \) and then the system (32) has a solution
\[
x = f_1(\xi, \tau) = \frac{\xi}{\sqrt{\Omega(t)}} + h(\tau), \quad f_3(\xi, \tau) = \frac{\xi^2}{4\Omega(t)} \frac{d\Omega(t)}{d\tau} - \sqrt{\Omega(t)} \frac{dh}{d\tau} \xi + p(\tau), \tag{33}
\]
where the functions \( p(\tau) \) and \( h(\tau) \) are constrained by the fourth equation in (32). In particular, for this equation to be valid for all values of \( \tau \) and \( \xi \), the functions \( p(\tau) \) and \( h(\tau) \) must satisfy the equations
\[
\frac{dp}{d\tau} = -\frac{\Omega(t)}{2} \left( \frac{dh}{d\tau} \right)^2 + \frac{S_t[\Phi] h^2}{4\Omega(t)} + \frac{B(t) h}{\Omega(t)} + \frac{C(t)}{\Omega(t)}, \tag{34}
\]
and
\[
\frac{d^2h}{d\tau^2} + \frac{1}{\Omega(t)} \frac{d\Omega(t)}{d\tau} \frac{dh}{d\tau} + \frac{S_t[\Phi] h}{2\Omega^2(t)} = -\frac{B(t)}{\Omega^2(t)}. \tag{35}
\]

To derive the above equations, we used the most general form of the potential, compatible with (29):
\[
V(x,t) = \frac{1}{4} S_t(\Phi)x^2 + B(t)x + C(t). \tag{36}
\]

Here \( B(t) \) and \( C(t) \) are arbitrary functions of time.

Equations (33)-(35) constitute the required coordinate transformation for the potential (36). Different choices of the potential \( V(x,t) \) correspond to different forms of \( S_t(\Phi(t)) \), from which we get \( \Phi(t) \) and hence \( \Omega(t) \). Then, in principle, we can find the function \( t(\tau) \), solve the differential equation (35) for \( h(\tau) \) and then determine \( p(\tau) \) from (34). Finally, we get the required coordinate transformation using (33).

Let us see how the nonrelativistic Lagrangian \( L_V = \frac{1}{2} \left( \frac{dx}{dt} \right)^2 - V(x,t) \) is related to the free Lagrangian \( L_{\text{free}} = \frac{1}{2} \left( \frac{d\xi}{d\tau} \right)^2 \). We have
\[
\frac{dx}{dt} = \Omega(t) \left[ \frac{\partial f_1}{\partial \xi} \frac{d\xi}{d\tau} + \frac{\partial f_1}{\partial \tau} \right] = \sqrt{\Omega(t)} \left[ \frac{d\xi}{d\tau} + \sqrt{\Omega(t)} \frac{\partial f_1}{\partial \tau} \right],
\]
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and using relations from (32), we get

\[
\frac{1}{2} \left( \frac{dx}{dt} \right)^2 = \Omega(t) \left[ \frac{1}{2} \left( \frac{d\xi}{d\tau} \right)^2 - \frac{\partial f_3}{\partial \tau} - \frac{d\xi}{d\tau} \frac{\partial f_3}{\partial \xi} \right] + V(x, t) = \\
\Omega(t) \left[ \frac{1}{2} \left( \frac{d\xi}{d\tau} \right)^2 - \frac{df_3}{d\tau} \right] + V(x, t).
\]

Therefore, \( L_V = \Omega(t) \left[ L_{\text{free}} - \frac{df_3}{d\tau} \right] \) and we see that the Lagrangian does not remain invariant under transformations (33). However, the actions \( S_V = \int L_V dt \) and \( S_{\text{free}} = \int L_{\text{free}} d\tau \) are equivalent. Indeed,

\[
S_V = \int_{t_i}^{t_f} L_V dt = \int_{t_i}^{t_f} \Omega(t) \left[ L_{\text{free}} - \frac{df_3}{d\tau} \right] dt,
\]

and using \( d\tau = \Omega(t) dt \) from (32), we get

\[
S_V = \int_{\tau_i}^{\tau_f} \left[ L_{\text{free}} - \frac{df_3}{d\tau} \right] d\tau = S_{\text{free}} - \left[ f_3(\xi(\tau_f), \tau_f) - f_3(\xi(\tau_i), \tau_i) \right].
\]

The boundary terms in square brackets do not affect Euler-Lagrange equations of motion.

The quantity \( e^{iS} \), which is central in the path-integral formulation of quantum mechanics, when the coordinates change according to (33), transforms as \( e^{iS_V} \rightarrow e^{-i\int \frac{df_3}{d\tau} e^{iS_{\text{free}}}} \). Thus, \( f_3 \) is a phase factor. Although the transformation of the Eisenhart metric is purely classical, it is surprising that it can generate a quantum mechanical phase factor. This hints at the possibility that the Eisenhart lift can also incorporate quantum transformations, with the auxiliary coordinate \( u \) acting as a phase factor. In the next section, we will find out exactly how the wave functions are transformed when the coordinates change according to (33), and we will show that the function \( f_3 \) is indeed a phase factor accompanying the transformation of the wave function.

4. Schrödinger Equation and Eisenhart lift

It is known that the Schrödinger equation can be derived as a null dimensional reduction of the Klein-Gordon equation [11, 12]. This connection
has interesting applications because the Eisenhart metric (7) (called Platonic waves in [11]) covers a large class of spacetimes of physical and mathematical importance [11]. After the null dimensional reduction, various Eisenhart metrics will correspond to different potentials in the Schrödinger equation. For example, a class of spacetimes, called AdS-pp-waves, can be obtained using $\Omega = \frac{1}{x^2}$ and arbitrary scalar potential $V(x, t)$ in (30). Further specialization $V \sim -x^{2(1-Z)}$, $Z \geq 1$ gives us the so called Schrödinger spacetime. Anti-de Sitter spacetime corresponds to $Z = 1$.

Interestingly, the Schrödinger spacetimes have applications to nonrelativistic holography [46]. Another important observation is that in [47] Penrose proved that near a null geodesic, every Lorentzian spacetime looks like a pp-wave with metric which is exactly the Eisenhart metric in two spatial dimensions with $\Omega = 1$ and $V = a(t)(x^2 - y^2) + 2b(t)xy$ for some $a(t), b(t)$. This result is known as the Penrose limit in the physical literature [48].

Since Eisenhart metric covers such a wide class of important manifolds, the study of the quantum field theory in these Eisenhart spacetimes is expected to be significantly simplified by converting the problem to the corresponding Schrödinger equation. On the contrary, the understanding of the corresponding Schrödinger equation can help in the study of Eisenhart spacetimes. Below this correspondence between the Eisenhart metric and the Schrödinger equation is illustrated in the context of the flat Eisenhart metric (30).

Let $x^\mu = (t, u, x)$, and consider the Klein-Gordon equation of a massless scalar field $\phi$ in the 3-dimensional Eisenhart metric (30)

$$\Box \phi = \frac{1}{\sqrt{-g}} \partial_\mu (\sqrt{-g} g^{\mu\nu} \partial_\nu \phi) = 0,$$

$$g_{\mu\nu} = \begin{bmatrix}
-2\Omega V & \Omega & 0 \\
\Omega & 0 & 0 \\
0 & 0 & \Omega
\end{bmatrix}, \quad g^{\mu\nu} = \begin{bmatrix}
0 & \Omega^{-1} & 0 \\
\Omega^{-1} & 2\Omega^{-1}V & 0 \\
0 & 0 & \Omega^{-1}
\end{bmatrix}. \quad (39)$$

In the explicit form the equation is

$$\sqrt{\Omega} \frac{\partial^2 \phi}{\partial x^2} + 2\sqrt{\Omega} V \frac{\partial^2 \phi}{\partial u^2} + \frac{\partial\sqrt{\Omega}}{\partial t} \frac{\partial \phi}{\partial u} + 2\sqrt{\Omega} \frac{\partial^2 \phi}{\partial t \partial u} = 0, \quad (40)$$

which, after the field transformation

$$\phi(t, x) = \Omega^{-1/4} e^{iu} \varphi(t, x), \quad (41)$$
is reduced to the Schrödinger equation

\[
\frac{i}{\partial t} \frac{\partial \varphi}{\partial t} = -\frac{1}{2} \frac{\partial^2 \varphi}{\partial x^2} + V\varphi.
\]

An interesting consequence of the transformation of the Klein-Gordon problem into the Schrödinger problem is that it can be used to find a map between the solution of the Schrödinger equation in a given potential and a free solution using the coordinate transformation and the covariance of the scalar field under this transformation. The conditions for the existence of such a transformation of coordinates will constrain the class of potentials that can be mapped onto the problem of free particles by this method. We have already found such a class of potentials in (29) and the corresponding transformation of coordinates that leads to a free system in (33). For clarity, see Fig.1, which shows the various transformations. The relationship between the wave functions is obtained by requiring the diagram to be commutative. This commutativity is possible because of the covariance of the scalar field under the coordinate transformation. Let us find explicitly the map-

\[
\phi = \Omega^{-1/4} e^{iu} \varphi
\]

\[
\phi_{\text{flat}} = e^{iv} \varphi_{\text{free}}
\]

\[
\varphi_{V}(t, x) = \Omega^{1/4} e^{-i(u-v)} \varphi_{\text{free}}(\tau, \xi).
\]

But \(u - v = f_3\), and using (33) and (34), we get finally the wave function transformation

\[
\varphi_{V}(t, x) = \Omega^{1/4}(t(\tau)) e^{-if_3(t, \xi)} \varphi_{\text{free}}(\tau, \xi),
\]
where

\[ f_3(\tau, \xi) = \frac{\xi^2}{4\Omega(t(\tau))} \frac{d\Omega(t(\tau))}{d\tau} - \sqrt{\Omega(t(\tau))} \frac{dh}{d\tau} \xi \]

\[ + \int \left[ \frac{\Omega(\tau)}{2} \left( \frac{dh(\tau)}{d\tau} \right)^2 + \frac{S_\tau[\Phi(\tau)]h^2(\tau)}{4\Omega(\tau)} + \frac{B(\tau)h(\tau) + C(\tau)}{\Omega(\tau)} \right] d\tau. \] (45)

This is the required mapping we were looking for. Here \( \varphi_V(x, t) \) and \( \varphi_{\text{free}} \) are solutions of the Schrodinger equation with potential \( V(x, t) \) (under the constraint (29)) and with zero potential, respectively.

It is interesting to note that the transformation of the Eisenhart metric immediately gives us both the classical coordinate transformation and the quantum wave function transformation. The function \( f_3 \), as anticipated at the end of the previous section, appears as a phase in the transformation of the wave function.

In the following sections, we will explicitly find the most general maps between specific potentials and zero potential. In particular, we consider harmonic potential in section V and linear potential in section VI. We will deal with both time-independent and time-dependent cases and show that the previous results found in the literature are obtained as trivial sub-cases of our general results.

5. Harmonic oscillator to a free particle transformation

The relationship between quantum particles in zero and harmonic potentials appears to have been identified first in the field of optics [49, 50, 51]. The full mathematical equivalence of these problems was established by Niederer using group theoretical arguments [52]. In [53] Takagi explicitly showed how a quantum particle in harmonic potential can be mapped into a free particle. A fairly general result of this kind was also obtained by Arnold in the analysis of differential equations [3].

In this section, we show that these results are all special cases of a very general coordinate transformation. This will be done using the Eisenhart lift method as discussed in the previous sections. It is interesting to note that in the previous works of Takagi and Arnold, the mapping between a particle in harmonic potential and a free particle appears to be an ingenious guess. While in our case we are trying to classify all the potentials that will give us the flat Eisenhart metric, and by investigating this flatness condition, we find
new transformations as a by-product and at the same time reproduce all the previous results already existing in the physical literature. In this respect, the Eisenhart lift method is more elegant.

As we have already mentioned, the most general potential compatible with the flatness condition is (36). This covers the cases of time-dependent and time-independent harmonic potentials and linear potential.

The time-dependent harmonic potential, \( V(x,t) = \frac{1}{2} \omega^2(t)x^2 \), corresponds to \( B(t) = C(t) = 0 \) and
\[
S(t) = 2\omega^2(t).
\]
(46)

According to the general theory of Schwarzian derivative [56], (46) means that, \( \Phi(t) = u_1(t)u_2(t) \), where \( u_1 \) and \( u_2 \) are two linearly independent solutions of
\[
\frac{d^2u(t)}{dt^2} + \omega^2(t)u(t) = 0.
\]
(47)

Then \( \Omega(t) = \frac{d\Phi}{dt} = \frac{(u_2 \frac{du_1}{dt} - u_1 \frac{du_2}{dt})}{u_2^2} \). Let us choose the normalizations of \( u_1 \) and \( u_2 \) so that the Wronskian \( W(u_1, u_2) = u_2 \frac{du_1}{dt} - u_1 \frac{du_2}{dt} = 1 \). In this case
\[
\Omega(t) = \frac{1}{u_2^2(t)} \text{ and the equation for } h(\tau) \text{ takes the form}
\]
\[
\frac{d^2h(\tau)}{d\tau^2} - \frac{2}{u_2(t(\tau))} \frac{du_2(t(\tau))}{d\tau} \frac{dh(\tau)}{d\tau} + \omega^2(t(\tau))u_2^4(t(\tau))h(\tau) = 0.
\]
(48)

For a given functional form of the frequency \( \omega(t) \), we can solve (47) and find \( u_2 \), which in principle will allow us to solve (48) and find \( h(\tau) \) and \( p(\tau) \).

Since \( \tau = \int \Omega(t)dt = \Phi(t) \), from (31) and (33) we get the following coordinate transformations:
\[
\tau = \frac{u_1(t)}{u_2(t)}, \quad \xi = \frac{x - h(\tau(t))}{u_2(t)},
\]
\[
v = u + \frac{[x - h(\tau(t))]^2}{2u_2(t)} \frac{du_2(t)}{dt} + \frac{[x - h(\tau(t))] \frac{dh(\tau(t))}{dt} - p(\tau(t))}{u_2(t)}.
\]
(49)

Whereas, according to (44), the wave function is transformed as follows:
\[
\varphi_{free}(\tau, \xi) = \sqrt{u_2(t)} e^{i \left[ \frac{[x - h(\tau(t))]^2}{2u_2(t)} \frac{du_2(t)}{dt} - \frac{[x - h(\tau(t))] \frac{dh(\tau(t))}{dt}}{u_2(t)} + p(\tau(t)) \right]} \varphi_{H.O}(t, x),
\]
(50)

\(^4\text{It is interesting that only for such potentials does quantum dynamics in phase space demonstrate Liouvillian behavior at all times [54, 55].}\)
Equations (49) and (50) define the most general quantum transformation between a harmonic oscillator and a free particle. The trivial solution \( h(\tau) = 0 \) of (48) corresponds to \( \tau = \frac{u(0)}{w(0)} \), \( \xi = \frac{x}{w(0)} \), which is exactly the Arnold transformation [3], and together with the transformation of the wave function

\[
\varphi_{\text{free}}(\tau, \xi) = \sqrt{u_2(t)} e^{-i \left[ \frac{c^2}{2} \right] \varphi_{\text{H.O}}(t, x)}
\]

they constitute the so-called "Quantum Arnold transformation" [57].

In the case of a time-independent Harmonic potential, \( \omega(t) = \omega_0 \), two linearly independent solutions of (47) will be \( u_1(t) = \frac{1}{\omega_0} \sin(\omega_0 t) \) and \( u_2(t) = \cos(\omega_0 t) \). Our choice of \( u_2 \) is such that at \( t = 0 \), \( \Omega \) is well defined, and the normalization of \( u_1 \) is chosen in such a way as to make the Wronskian \( W(u_1, u_2) = 1 \). Then \( \Omega(t) = \frac{1}{u_2(t)} = \frac{1}{\cos^2 \omega_0 t} = \sec^2(\omega_0 t) \) and \( \tau = \frac{\tan(\omega_0 t)}{\omega_0} \). In terms of \( \tau \), we get \( \Omega(\tau) = (1 + \omega_0^2 \tau^2) \) and \( u_2(\tau) = \frac{1}{\sqrt{1 + \omega_0^2 \tau^2}} \). Substituting \( u_2(\tau) \) in (48), we get

\[
\frac{d^2 h(\tau)}{d\tau^2} + \frac{2 \omega_0^2 \tau}{1 + \omega_0^2 \tau^2} \frac{dh(\tau)}{d\tau} + \frac{\omega_0^2}{(1 + \omega_0^2 \tau^2)^2} h(\tau) =
\frac{1}{\sqrt{1 + \omega_0^2 \tau^2}} \frac{d^2}{d\tau^2} \left[ h(\tau) \sqrt{1 + \omega_0^2 \tau^2} \right] = 0.
\]

Therefore, the general form of the function \( h(\tau) \) is

\[
h(\tau) = \frac{c_1 + c_2 \omega_0 \tau}{\sqrt{1 + \omega_0^2 \tau^2}},
\]

where \( c_1 \) and \( c_2 \) arbitrary constants.

We can find \( p(\tau) \) from (34):

\[
p(\tau) = \int \left[ -\frac{(1 + \omega_0^2 \tau^2)}{2} \left( \frac{dh(\tau)}{d\tau} \right)^2 + \frac{\omega_0^2 h^2(\tau)}{2(1 + \omega_0^2 \tau^2)} \right] d\tau =
\frac{(c_1^2 - c_2^2) \omega_0^2 \tau - 2 c_1 c_2 \omega_0}{2(1 + \omega_0^2 \tau^2)} + c_3,
\]

Where \( c_3 \) is an integration constant. Therefore, ultimately the transformation of coordinates takes the form

\[
x = \frac{\xi + c_2 \omega_0 \tau + c_1}{\sqrt{1 + \omega_0^2 \tau^2}} \quad , \quad t = f_2(\tau) = \frac{1}{\omega} \tan^{-1}(\omega \tau), \quad u = v + f_3(\xi, \tau) =
\frac{\omega_0^2 \xi^2 \tau}{2(1 + \omega_0^2 \tau^2)} - \frac{(c_2 - c_1 \omega_0) \omega_0}{1 + \omega_0^2 \tau^2} \xi + \frac{(c_1^2 - c_2^2) \omega_0^2 \tau - 2 c_1 c_2 \omega_0}{2(1 + \omega_0^2 \tau^2)} + c_3.
\]
and the transformation law of the wave function becomes

\[ \psi_{H.O}(t, x) = (1 + \omega_0^2 \tau^2)^{1/4} \times e^{-i\left(\frac{\omega_0^2 t^2}{2(1+\omega_0^2 \tau^2)} + \frac{c_2(1+c_1\omega_0 \tau)}{1+\omega_0^2 \tau^2} \xi + \frac{(c_1-c_2)\omega_0^2 \tau^2 - 2c_1 \omega_0 \tau}{2(1+\omega_0^2 \tau^2)} c_2 \right)} \psi_{\text{free}}(\tau, \xi) \] (55)

Equations (54) and (55) represent the most general and complete class of quantum transformations between a time-independent harmonic oscillator and free particle.

An important observation is that the transformations (55) are non-unitary due to the presence of the time dependent factor \((1 + \omega_0^2 \tau^2)^{1/4}\). Thus, these transformations cannot represent the principle of equivalence, in contrast to the case of linear potential (gravity), considered below. It is impossible to reconstruct the entire temporal history of a harmonic oscillator from the temporal history of a free particle using only one transformation (54) or (49) in the case of time-dependent oscillator. This situation is analogous to the situation in geometry then a manifold cannot be covered by a single patch of coordinates [53].

In the limiting case \(c_1 = 0 = c_2\), which implies \(h(\tau) = 0\) and \(p(\tau) = 0\), one recovers the solution already known in the literature as the Niederer transformation [52, 58, 59]. In fact, all the previous results relating one-dimensional harmonic potential to zero potential are special cases of the most general transformation (49).

6. Mapping a linear potential to a free particle

Having considered in detail the case of a harmonic oscillator in the previous section, we now consider the case of a linear potential. A linear potential \(V = g(t) x\) can be associated with a weak gravitational field. A beautiful neutron interference experiment [61] revealed quantum effects in such fields. Mathematically, these quantum effects arise from the phase transformation of the wave function caused by the transformation of coordinates in the Schrödinger equation during the transition from an inertial coordinate system to an accelerated one [62]. The same effect was observed when setting the entire neutron interferometer into harmonic oscillations and measuring

\[ ^5 \text{A generalization of the Niederer transformation for oscillators with time-dependent frequency has been studied very recently in [60].} \]
the phase shift as a function of the apparatus maximal acceleration, which
demonstrates the validity of the equivalence principle in the nonrelativis-
tic quantum regime \[63\]. Sakurai’s book \[64\] contains a brief pedagogical
account of neutron interference phenomena in the presence of a weak gravi-
tational potential.

In this section, we will discuss the equivalence between a linear potential
and a free particle using the Eisenhart lift and find out explicitly the most
general coordinate transformations together with the corresponding quantum
phase transformations. It is shown that the transformation representing the
equivalence principle is a special case of these general transformations. We
report a new class of non-unitary transformations previously unknown to the
authors. We consider both time-independent and time-dependent cases.

Time-dependent linear potential, \(V(x,t) = B(t) x\), corresponds to \(C(t) =
0\) and \(S_i(\Phi) = 0\) in \(36\). From the theory of the Schwarzian derivative, we
know that the general solution of the equation \(S_i(\Phi) = 0\) is given by the
Möbius transformation \(\Phi(t) = \frac{at+b}{ct+d}, k = ad - bc \neq 0\). First consider the case
\(c \neq 0\). Then \(\Phi(t) = \frac{a}{c} - \frac{k}{c} t\), and \(\Omega(t) = \frac{k}{(ct+d)^2}\), \(\tau = \int \Omega(t) dt = \frac{-k}{c(ct+d)}
\). Therefore, \(\Omega(\tau) = \frac{c^2 \tau^2}{k}\). If we substitute this into \(35\), we get

\[
\frac{d^2 h(\tau)}{d\tau^2} + \frac{2}{\tau} \frac{dh(\tau)}{d\tau} = \frac{1}{\tau^2} \frac{d}{d\tau} \left( \tau^2 \frac{dh(\tau)}{d\tau} \right) = -\frac{B(t(\tau)) k^2}{c^4 \tau^4}. \quad (56)
\]

The general solution of this differential equation is

\[
h(\tau) = -\frac{k^2}{c^4} \int \frac{1}{\tau^2} \left[ \int \frac{B(t(\tau))}{\tau^2} d\tau \right] d\tau - \frac{c_1}{\tau} + c_2, \quad (57)
\]

where \(c_1\), \(c_2\) are arbitrary constants. Then \(p(\tau)\) is determined from \(34\):

\[
p(\tau) = \int \left[ -\frac{c^2 \tau^2}{2k} \left( -\frac{k^2}{c^4 \tau^2} \int \frac{B(t(\tau))}{\tau^2} d\tau + \frac{c_1}{\tau^2} \right)^2 + \frac{B(t(\tau)) k}{c^2 \tau^2} \left( -\frac{k^2}{c^4 \tau^2} \int \frac{1}{\tau^2} \left[ \int \frac{B(t(\tau))}{\tau^2} d\tau \right] d\tau - \frac{c_1}{\tau} + c_2 \right) \right] d\tau. \quad (58)
\]

Correspondingly, according to \(33\), the coordinate transformation becomes

\[
t = \frac{-k}{c^2 \tau} - \frac{d}{c}, \quad x = \sqrt{k} \xi - \frac{k^2}{c^4} \int \frac{1}{\tau^2} \left[ \int \frac{B(t(\tau))}{\tau^2} d\tau \right] d\tau - \frac{c_1}{\tau} + c_2,
\]

\[
f_3 = \frac{\xi^2}{2\tau} - \frac{c\tau \xi}{\sqrt{k}} \left( -\frac{k^2}{c^4 \tau^2} \int \frac{B(t(\tau))}{\tau^2} d\tau + \frac{c_1}{\tau^2} \right) + p(\tau), \quad (59)
\]
and the wave function transforms as

$$\varphi_{\text{GRV}}(t, x) = \sqrt{\frac{c\tau}{k^{1/4}}} e^{-i\left[\frac{\xi^2}{2\tau} - \frac{g\xi^3}{2\tau^2} \int \frac{B(t(\tau)) d\tau}{\tau} + \frac{g^2\xi^6}{3\tau^3}\right]} \varphi_{\text{free}}(\tau, \xi),$$  \tag{60}$$

where $p(\tau)$ is given by \[58\].

Thus, we have found the desired transformation, and it turned out to be non-unitary. Interestingly, it appears that this result was not previously known. We believe that no one has ever looked for the aforementioned transformation that connects a linear potential and a free particle due to the limited use of non-unitary transformations.

For transparency and comparison with previous results, these transformations can be simplified by setting $B(t) = g = \text{const}$, $k = 1$, $c = 1/\tau_0$, $d = 0$, $c_1 = 0$ and $c_2 = 0$ ($\tau_0$ is some constant with the dimension of time). As a result, we get

$$t = -\frac{\tau_0^2}{\tau}, \quad x = \frac{\xi\tau_0}{\tau} - \frac{g\tau_0^4}{2\tau^2}, \quad f_3 = \frac{\xi^2}{2\tau} - \frac{g\xi\tau_0^3}{\tau^2} + \frac{g^2\tau_0^6}{3\tau^3},$$

$$\varphi_{\text{GRV}}(t, x) = \sqrt{\frac{\tau}{\tau_0}} e^{-i\left[\frac{\xi^2}{2\tau} - \frac{g\xi\tau_0^3}{\tau^2} + \frac{g^2\tau_0^6}{3\tau^3}\right]} \varphi_{\text{free}}(\tau, \xi).$$  \tag{61}$$

This transformation, in its simplest form, is a new equivalence between the time-independent linear potential and the case of free particles.

Now consider the case $c = 0$. Then $\Omega = \frac{a}{d} = \text{const}$ and without loss of generality we can assume $\Omega = 1$. In this case, the equation for $h(\tau)$ according to \[35\] becomes

$$\frac{d^2 h(\tau)}{d\tau^2} = -B(t(\tau)), \tag{62}$$

with a solution (for simplicity, we dropped the integration constants)

$$h(\tau) = -\int d\tau \int B(t(\tau)) d\tau. \tag{63}$$

Correspondingly, \[34\] will gives us $p(\tau)$:

$$p(\tau) = \int \left[ -\frac{1}{2} \left( \int B(t(\tau)) d\tau \right)^2 - B(t(\tau)) \int d\tau \int B(t(\tau)) d\tau \right] d\tau, \tag{64}$$
and we get the following transformation of coordinates, along with the corresponding wave function transformation:

\[ \tau = t, \quad x = \xi - \int d\tau \int B(t(\tau)) d\tau, \quad f_3(\xi, \tau) = \xi \int B(t(\tau)) d\tau + p(\tau), \]

\[ \varphi_{grv}(t, x) = e^{-i[\xi \int B(t(\tau)) d\tau + p(\tau)]} \varphi_{free}(\tau, \xi). \] (65)

Using integration by parts, we can transform the second term in (64) as follows

\[
\int -B(t(\tau)) \left\{ \int d\tau \int B(t(\tau)) d\tau \right\} d\tau = \int B(t(\tau)) h(\tau) d\tau = \\
- \int \frac{d^2 h(\tau)}{dt^2} h(\tau) d\tau = -h(\tau) \frac{dh(\tau)}{d\tau} + \int \left( \frac{dh(\tau)}{d\tau} \right)^2 d\tau.
\]

Therefore,

\[ p(\tau) = \frac{1}{2} \int \left( \frac{dh(\tau)}{d\tau} \right)^2 d\tau - h(\tau) \frac{dh(\tau)}{d\tau}, \]

and we get

\[ f_3(\xi, \tau) = - (\xi + h(\tau)) \frac{dh(\tau)}{d\tau} + \frac{1}{2} \int \left( \frac{dh(\tau)}{d\tau} \right)^2 d\tau, \]

\[ \varphi_{grv}(t, x) = e^{i[\xi + h(\tau)] \frac{dh(\tau)}{d\tau} - \frac{1}{2} \int \left( \frac{dh(\tau)}{d\tau} \right)^2 d\tau} \varphi_{free}(\tau, \xi), \] (66)

where \( h(\tau) \) is a solution of (61). This is exactly the transformation that was presented in (65) as an implementation of the well-known weak equivalence principle for the time-dependent gravitational field. It becomes much more recognizable when \( B(t) = g \) is a constant. Then the transformation takes the form

\[ t = \tau, \quad x = \xi - \frac{g \tau^2}{2}, \quad u = v + f_3 = v + g \xi \tau - \frac{g^2 \tau^3}{3}, \]

\[ \varphi_{grv}(t, x) = e^{-i \left[ g \xi \tau - \frac{g^2 \tau^3}{3} \right]} \varphi_{free}(\tau, \xi). \] (67)

This transformation is known to be a quantum formulation of Einstein’s principle of equivalence in the context of nonrelativistic quantum mechanics. \[ \Box \]
7. Conclusions

In this note, we discussed the relationship between the wave functions of a harmonic oscillator and a free particle using the Eisenhart lift method. We show that only two types of potentials, namely quadratic and linear can be mapped to the zero potential case. This somewhat surprising result has simple geometric interpretation: the corresponding Eisenhart manifolds are flat.

Only one-dimensional dynamical systems and their Eisenhart lifts have been considered. However, the beautiful result that the linearizability criteria are equivalent to the requirement that the underlying manifold be flat is true in the much broader context of ordinary differential equations that can be projected from a system of geodesic equations \cite{67, 68}.

In this article, we did not consider the possibility of non-trivial values of $g(x,t)$ in (11), which will further expand the possibilities of including other potentials, such as the Morse potential, damped harmonic oscillator, etc. Research in this direction has the potential to be very interesting.

In conclusion, the study of nonrelativistic physics through the prism of higher-dimensional relativistic theories opens up many opportunities for further understanding of various aspects of nonrelativistic phenomena and can be useful, for example, in nonrelativistic holography \cite{46, 69}, which has been gaining attention lately. The Eisenhart Lift Method seems to be a useful tool in this regard, and we hope to conduct further research in this direction.
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