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**HIGHLIGHTS**

- Induction of reducing carbon emissions and natural resource depletion via tracking CE rate through enabling cloud technology.
- Suggested conceptual framework (green eco-safety monitoring; GESM) to predict the amount of CE to 2030.
- The GESM platform uses the cloud to manage a dynamic curve expressing CE's so-called visual control trend relies on grey technique.
- This research presents a novel analytical approach and decision-making procedure for new town development.

**ABSTRACT**

Climate change is a challenge that endangers societal TBL elements’ stability. The countries’ economies focus on planning for reducing carbon emissions ‘CE’ and replacing them with low CE energy. This objective needs accurate prediction for CE till 2030 via recording the most significant variables related to CE causes. The variables \( I_i \) are divided into two types tackling in phase I through two steps. The first step classifies the government policies that tackling by the backcasting approach to ranking them. The second step classifies the nature of the energy source which produces CE in Mega ton by SVM. The second phase is fed by phase I outputs to generate a series of prediction values by the LSTM, which is supported by the grey recruitment technique GRPT (1, 1) to reduce the forecasting errors. The proposed conceptual framework named (Green Eco-Safety Monitoring; GESM), which considered a methodology gathering the backcasting, SVM, and LSTM provided by GRPT (1, 1) in phase II. The paper tracks 21 governorates’ CE. Proactive monitoring helps take corrective actions, enhancing the reduction in errors gap to less than 2.4%. The paper reveals that the industrial sector extracting CE at (38.67%) to 2020 with hopeful reduction of 1.72% annually if the government’s interested in supporting carbon sinks, which drastically decreased to 1% by 2020 and to 0.72% annually by 2030.
1. Introduction

Electricity is the lifeline of civilization’s progress, but it is accompanied by carbon emissions which have an extremely detrimental impact on human life and economic growth. The League of Arab States has a goal to cut their imports from nations that have carbon emissions per unit of their GDP by over 65% by 2030 until their policies changed to make up 20% of primary energy consumption is non-fossil fuel i.e., renewable energy. Therefore, they call to set up projects to generate electrical power via solar, wind, etc. as a top agenda issue to serve as major hubs for replacing the use of fossil fuels like coal, Petrol, and gasoline. This study is a plan to track and predicts carbon emissions to determine the amount of investments in renewable energy economically. For the present low-carbon environmental protection programs, an accurate carbon emission ‘CE’ forecast is extremely important as suggested by Zhou et al. [1]. This concept was led by KSA in Neon City and urban new cities sprawl in Egypt. The research proposes a unique Grey Recruitment technique that discussed the new data recruitment Priority premise to increase the forecasting accuracy (i.e., self-aware). The forecast process creates a dynamic curve that expresses the trajectory of CE through what is known as a “autonomous visual control,” as a grey system theory developmental GRPT (1.1). The Central Agency for Public Mobilization and Statistics in Egypt points to increasing the average fuel consumption to 46.5 mega tons for 12.5 mega vehicles. We are about other companies directly affecting the climate issue and dioxide emissions. In 2018, Egypt produced about 329.4 mega tons of CE ‘eq’ (GHG) emissions, according to the World Resources Institute database [2]. These values are measured in mega tons of carbon dioxide equivalent ‘eq’, representing emissions of greenhouse gases, including carbon dioxide, methane, and nitrous oxide–represented 0.6% of the global total of 49.3 billion tons of carbon dioxide ‘eq’ and nearly 10% of global emissions [3]. Egypt came in third place after Saudi Arabia and South Africa desert. Egypt’s total carbon emissions increased by 140% between 1990 and 2020, with an annual average of 3.5%. During that period, Egypt’s growth in total emissions was three times faster than the global average [4]. However, Egypt’s GDP over the past two decades has grown faster than the growth rate of those emissions, which indicates an improvement in Egypt’s carbon footprint over the past years. According to a 2018 report by the US Agency for International Development. The data showed that the energy sector produced 71.4% of carbon emissions in 2018, producing approximately 221 mega tons of CE$_{eq}$ [5].

The environment of electricity and heat contributes to the largest part of this %age (45%) compared to other activities in the energy sector that contribute to the rest. They are as follows: transportation (25%), manufacturing and construction (20%), the combustion of other fuels, and fugitive emissions (9%) [6], and bunker fuel (1%) [7, 8, 9]. It is worth noting that the energy sector also outperforms other sectors in the world as the largest contributor to climate change. In 2020, the use and combustion of fossil fuels – which includes coal, oil, and natural gas – emitted nearly three-quarters of greenhouse gases globally [10, 11]. Renewable energy sources accounted for only 3.4% of last year’s energy mix. It is estimated that electricity produced from natural gas alone represents between 70 to 75% of the energy mix, according to 2015 World Bank data and Fitch Solutions data for 2020 [12, 13]. The country’s natural gas is increasing reserves and giving the government. The priority is to generate electricity using fossil fuels to face the problem of power outages between 2011 and 2018 and as discussed by Xiang et al. [14]. Eventually, Egypt went from being short on electricity to have a surplus, but this new reality created a market that relied heavily on oil and gas. The agricultural sector was the second-largest emitter of greenhouse gases, as it produced 32 mega tons of carbon dioxide ‘eq’ or 10.2% of total emissions in 2018. Emissions from the agricultural sector increased by only 2% between 1990 and 2018. Manufacturing ranked third among the largest sectors of carbon dioxide emissions, as the total emissions from manufacturing activities and industrial processes during 2018 amounted to about 30 mega tons of carbon dioxide ‘eq’, or about 9.7% of the total emissions as understood from the analysis of Zhao et al. [15], Oda et al. [16]. The researchers settled for the density of diesel to be 0.85 kg/liter and that 1 gram of burning diesel rejects 3.16 grams of carbon dioxide and 2 grams of water, arriving at: 1.35 + 0.85 = 3.16, 2.67 kg of carbon dioxide per liter of diesel burned and 2 + 0.85 = 1.5 kg of water. It assumes that about 99% of the fuel will be oxidized in a liquid hydrocarbon-burning engine. Therefore, the amount of carbon for each diesel gallon is multiplied by carbon dioxide’s weight by 99%: 2778 grams × 3.66 × 0.99 = 1084 grams. Each gallon of diesel fuel produces, on average, 10,084 grams of carbon dioxide, or about 22.2 pounds, as discussed by Andres et al. [17]. So, if a diesel generator uses, say, 15 gallons of diesel fuel per hour, it will produce 15 gallons/hour × 22.2 lbs./gallons = 333 lbs. As a liter of gasoline weighing 0.74 kg releases 2.3 kg of carbon dioxide and 2 kg of water chemically, gasoline can be assimilated in pure octane, n = 8. There are dozens of different gasoline molecules, including additives, but they can be likened to octane. While if the density of gasoline is 0.741 kg/liter and represents a 1 gram of burning gasoline releases 3.09 grams of carbon dioxide and 2 grams of water, it amounts to: 1.42 + 0.74 = 2.16 kg of carbon dioxide per liter of gasoline burned and 2 + 0.74 = 1.42 kg of water. In short, gasoline cars, for example, if 6.0 L is consumed per 100 km, will emit 13.8 kg of CO2 for 100 km to the environment. While we find diesel engines consuming 5.0 L/100 km, they will reject 5.0 + 2.6 = 13 kg of CO2 for 100 km is 130 g/km [3]. The CE in studied region measured by Mt unit as shown in Table 1 and the average for every country are illustrated descriptively in Fig. 1.

Since the publication of the first estimate of global CE in last of 19th century, significant progress has been achieved in the development of estimating methodologies and the amount of datasets accessible. Although the availability of parallel studies should increase the accuracy and comprehension of emissions estimates, there is still a large difference between estimates and a lack of understanding of why this happens as Andrew [18].

Therefore, this article is interested in discussing a unified conceptual framework aided by KET tools and audited by the two-way of Grey methods to precisely follow the gap between the actual obtained values and the estimated ones. Although decreasing emissions in many industries may result in more upfront investment costs connected with the development of new infrastructure, the decrease in fuel use will reduce recurrent expenses. Solar panels to power a water pump in a rural community, for example, will incur a new expense at first, but the sun’s energy is free. Investments in energy efficiency are also tending in the same direction [19]. As a result, these investments take on a convex form, with a cost increase over the following twenty years and a sub-

| Table 1. The amount of CE by Megaton in the Arab region study CEAR. |
|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|
| Year | 2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006 | 2007 | 2008 |
|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|
| CEAR  | 856.1 | 856.1 | 856.1 | 856.1 | 856.1 | 856.1 | 856.1 | 856.1 | 856.1 |
|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|
| The average CE from oil gas 2000-2017 (Megaton) |

![Fig. 1. The Arab countries emissions contribution for CE ‘Mton’.](image)
sequent decline from previous historical levels. The impacted countries try to mitigate the consequences of climate change; additional worldwide investments of between 6 trillion and 10 trillion US dollars from the public and private sectors are required over the next decade, equating to a cumulative rate of 6 to 10% of global GDP yearly. According to IEA estimates, roughly 30% of this additional investment will come from public sources of finance on average at the worldwide level—a cumulative ratio of 2% to 3% of annual GDP during the decade from 2021 to 2030—while the other 70% will come from private sources of funding. At the national level, the fiscal stimulus offered by governments to aid recovery from the COVID-19 epidemic is a once-in-a-lifetime chance to invest in making the transition to a global low-carbon economy. Governments should aim to shift to a more inclusive system of green budgeting as we go into the post-recovery era, examining both “brown” and “green” budget incentives and assisting budget alignment with NDCs and the Paris Agreement’s climate change targets.

1.1. Just transformation

Achieving a just transformation has two primary dimensions: local and international. On the domestic side, governments need to take measures to help families who are already unable to afford necessities to pay for higher energy costs. The benefits of these measures should be communicated to coal miners, other workers, and populations whose livelihoods depend on high-carbon sectors [28]. On the international side, financial support will be necessary for developing economies, which are expected to bear high costs in the transition stage without having sufficient means to cover them.

The largest emitters, such as China, the European Union, Japan, Korea, and the United States, have pledged to bring their net emissions to zero by mid-century. This objective will not only reduce a significant proportion of global emissions. Still, it will provide technological and policy solutions to make it easier for other countries to follow this approach and make it more affordable. However, in the absence of a global climate policy, today’s emitting countries will become major emitters as their populations and incomes grow. These countries are also often the countries most affected by climate change. They cannot afford the transition costs more than others due to the rapid growth of their energy needs and the dwindling of space available in their budgets to finance green investments. Previous reports are interested in creating a forecasting curve for carbon dioxide emissions and other pollutants. At the same time, in this research, the authors try to set the final expectation according to the Earth summit vision for 2030 and 2050, then use backcasting [21] to create the emission curve that is audited by the grey methods. The designed curve considers a reference for countries’ policies to domesticate the tactics to achieve the desired vision. Fuel emissions are the largest cause of pollution in developing nations, especially if they utilize coke to produce electricity, which significant to GDP [22]. Therefore, establishing tools for detecting environmental violations is crucial to maintaining a stable climate. The review reveals various attempts to record significant variables that have been performed, with the majority of them focusing on regression analysis. Complete control tactics are rare, especially in the Arab Land. The back-casting technique is chosen to help in recruiting the most impacted variables to set effective policy reflect their vision toward CE reduction. This research is it’s going perfectly and mimic the approach of Andrew [4] and is an extension to Le Quéré et al. [23] to include the middle east and part of north Africa in the carbon dioxide emission map as a prelude to yielding them to international control. The model’s effectiveness is measured using the coefficient of determination and other statistical properties, and the results show that gathered and measured data correspond well. The simulations were run using a user-friendly software package created specifically for this purpose. The paper focuses on the emerging debate over how to use the Industry 4.0 tools such as AI, Augmented reality, Cyber physical and security systems, autonomous internet of things AloT, and robot machines, Cloud, M2M, and Big data analysis [24, 25, 26] to change the environment need sustainable development goals [27] and Charter and Clark [28]. The peculiarity of this study is that it combines the well-known indications for maintaining a balance among the TBL elements (i.e., triple bottom line; environment, man, and economic investments [29, 30]), which are recognized as the fundamental drivers of the (CE; Circular Economy) transition. As a result, the authors want to further enhance the Local Productive Life Systems by developing a conceptual framework use back-casting to select significant variables to classify them by SVM methods pave to extract LSTM series in minimum errors [31, 32, 33]. John B. Robinson coined the term “backcasting.” Describes the fundamentals of the approach that dictate the depiction of a certain future condition in the 1980s of the previous century. It next comprises an imaginary trip backward in time, in as many steps as necessary, from the future to the present, to show how that exact future may be achieved from the present [34]. The findings show that producing energy businesses have been led and stimulated to seek sustainable environment techniques and policies by “internal variables” rather than “exterior variables” [35, 36]. The grey models described as shown in Table 2. The paper discusses the ranking of variables whether quantitative or qualitative type according to their priority to be recruited into the classification method SVM, then gathered the remaining data and creates a forecasting reference curve for the governments as discussed in Fig. 2.
Time series Gerami et al. [37] prediction and variable regression are two categories into which CE forecasting techniques fall. Therefore, the hybridization among LSTM expectations after classifying via SVM will lead to good results as suggested by Liu et al. [38].

2. Phase-I; Backcasting platform formulation (classification step)

This phase is interested in classifying the qualitative linguistic variables’ effects on government policies to reduce the CE yearly via backcasting approach while is used the SVM in classifying the quantitative or numeric variables of CE rate to focus on significant variables only. According to Andrew [18], try to create a backcasting timely curve for studied phenomena in the Arab countries. Backcasting is a planning strategy [39, 40] that starts with establishing 2030 vision for a set of variables candidates via ridge regression (RR) and back-warded to find policies’ control that will connect that optimistic future now. The authors adopted the audio signal indicator as a measure manager created to audit the damage severity through kernel function (i.e., deviation width). To improve the connection weight matrix discussed in Table 1 for the GRPT between the initial hidden layer and the output layer in the first phase, the extreme learning machine algorithm was subjected to the suggested methodology based on applying the kernel function of the SVM. Then use the grey prediction theory to forecast the significant energy consumption in the researched regions from 2000 to 2030. Variables selected from the back-casting are regressed and accurately predict CE if other factors are known in advance, and time series prediction cannot wholly utilize all CE-related data as discussed by Chen et al. [41]. According to the kind of input, the backcasting step combines the Kalman filter (KF), long short-term memory (LSTM) as cited by Graves A, Schmidhuber [42], and support vector machine (SVM) in the recruitment step to enhance the inputs election obtained from the ridge regression (RR) to regress CE values by SVM, and CE is predicted as a time series using LSTM. Consequently, based on their variances, they dubbed SVM-LSTM. The Summit on Climate Change advocated reducing CE from cars and power plants that use a lot of fuel. The authors attempt to keep track of the indicators [27] that fluctuate in relation to \(L_{140}\) as expressed in Eq. (1). The influence of obtained values signals value covers a certain area ‘A;’ km² for a given period ‘W;’ week and is inhabited by 10000 men ‘M’ through its length for numerous obtained values (N).

\[
L_{140} = 10 \log_{10} \left( \frac{A}{N} \sum_{i=1}^{N} \frac{10^{\frac{W}{2} \sum_{i=1}^{N} \ln(x^2) - \sum_{i=1}^{N} \ln(\beta^2) + \sum_{i=1}^{N} \ln(\Omega^2)}}{10^\frac{1}{2}} + e \right) \leq X_i ...
\]

(1)

The equation (1) error is \(e\), where \(L_{140}\)’s is the contribution of the indicators, which correspond to with obtained values and may be calculated using polynomial Equation (2).

\[
L_{140} = \sum_{i=1}^{N} N_i \times T \times A \times \log \left( \frac{L_{140}}{10} \right) + e ...
\]

(2)

The reason why LSTM has increasingly supplanted GM, LSTM, etc. in time series prediction is that many traditional linear approaches are challenging to adapt to multi-input prediction situations. LSTM developed a “forget gate” to address the vanishing gradient issue for RNNs (i.e., BPN). Today, LSTM is a potent time series prediction tool that is widely employed in the stock, energy, and economic sectors as cited by Gensler et al. [43] and Zhao et al. [44, 45]. The LSTM stages are illustrated in Fig. 3.

The LSTM in their initial phase based on the \(A_{140}(t)\) (the interval of study) tracked by statistically significant deviation values \(\sigma\) (deviation span of kernel width). The \(\sigma\) and \(k\) as the maximum possibility of deviation appearing. The prediction dispersal is proportional to their variance according to the kernel function, where the \(d_{140}(t) = \bar{d}_{140}(t + \Delta t). \) (\(\bar{d}_{140}\)) represents the priority of predecessor obtained value. The proposed GESM platform follows the backcasting technique [46], is prioritized. The proposed methodology based on type of variables affects the CE amount yearly. Therefore, the next five stations as shown in Fig. 4 to tackling the qualitative variables discussed by the governments: (A) Idealistic designation for ranking based on the system’s level of safety; (B) Norm defines the “as-is” state and its parameters, as well as the suggested idealistic vision, and discovers the disparity between them; (C) The amount of commitment to promoting optimal solutions and bridging gaps, and (D) Choose which imaginative connection concepts are compatible with backcasting requirements and should be implemented as routes for the vision’s standard-date. (E) Us-

---

Fig. 3. The initial phase of LSTM integrated with the backcasting.

Fig. 4. Overview of the conceptual framework.
ing a suggested platform, handles all gathered information through autonomous internet of things ‘AIoT’ [47, 48].

2.1. The proposed GESM for an empirical action plan SVM-LSTM

The proposed methodology focuses on monitoring and predicting the CE of generating electricity via fossil fuel. The SVM-LSTM (Support Vector Machine-Long short term) model’s training and test sets were derived using data on energy use CE from 2000 to 2017. When predicting, the SVM (Support Vector Machine) and LSTM models’ outputs were compared with each other (Reinforcement Learning Machine). SVM-LSTM has been demonstrated to have greater accuracy. To anticipate carbon emissions in the region from 2018 to 2022 and subsequently to 2030, we lastly employed the forecasting output of AGOM (Grey Prediction Theory) (1,1) and IAGO (1,1) as the input of the SVM-LSTM model [49]. This part focuses on ensuring that the impacted variables elected from backcasting targeted the sustainability (ESS) policies [50, 51] as discussed in Fig. 4, (IS), (M) and (ES). Thus, we hypothesize:

H₁: reflect the policy correlation for the variables candidate by RR to track of ESS in their manufacturing operations.

H₂: reflect standby policy correlation of ESS variables of countries, and illustrate the vision map in Fig. 5

ESS: according to the policy issue (i.e., ESSM), Estimation safety variables derived from CEO interest policies established.

ESS according to the Internal variables (i.e., ESSI); Among the variables to take into account are internal variables related to the operating actions involved, features connected to internal properties, financial resource, culture, infrastructure readiness, exterior pressures, accuracy, and monitoring effectiveness [53, 61].

Variables according to Exterior effects (i.e., ESSE); Exterior variables involved legislation and regulations in the nation that yielded to the climate summit agreement.

Standby (i.e., SI); Policy standby is assessed in resource efficiency by standby and resource consumption, which is tested via simplified comparable items such as those used for safety and pollution.

Current Practice (i.e., CP); Respondents the emission causes according to candidate variables from the back-casting to start classified through SVM using kernel function as illustrated in Fig. 6(a, b), while the Fig. 6(c, d) illustrates the main source for CE, which coal and diesel have maximum source for pollution.

3. Phase-II: the variables classification

This phase is interested in making clusters among qualitative variables and their effects on quantitative variables to catch the tool of
controlling the CE rate to precise pave to prediction which will back impact on decisions’ policy. The top backcasting indicators for achieving the future vision are shown in Table 3. When backed by grey methodology to feed the model with priority variables to be classified as discussed by SVM, then try to extract time series by the LSTM as suggested conceptual framework shown in Figs. 7a, 7b. The GESM sketches a reference curve tying historical obtained values each indicator with the future estimation and identifying the deviation according to the Eq. (2), taking into account the kernel function points for \( L_{\text{seq}} \) to create a new curve as discussed through AGO, and the IAGO method (i.e., Inverse Accumulated Generating Operation) extracts some of the predictive points that have already been transformed into AGO as cited by Li et al. [54], Li [55].

Carbon Emissions Coefficients Associated with Energy Consumption are included in the 2006 IPCC Guidelines for National Greenhouse Gas Inventories as shown in Table 4, which emphasizes that Fossil fuel combustion is the primary source of carbon emissions caused by energy use [56] and expressed in Eq. (3).

\[
E = \sum_{i=1}^{L} E_i \times CEC_i \times NCV \times COF \times 44/12\ldots
\]

where \( E_i \) represents the energy usage in tons of standard coal, \( CEC_i \) represents the CE coefficient in mega tons per 10^3 joules, while the NCV represents the energy’s low calorific content in mega J/t, and \( COF \) represents the factor for carbon oxidation. Therefore, NCV, CEC, and \( COF \) make up the coefficients of carbon emissions as discussed by Zhang et al. [57] as shown in Table 4.

**a. The Eco safety variables’ setup to the estimation**

Despite the hundreds of cases in the design and policy literature specialized in optimizing the objective via the grey method and attempting to improve the simulation of Andrew [18], while the basic methods used grey recruitment priority estimating steps for each indicator by the GRPT (1.1) process on the doctrine Schrooten et al. [58, 61].

i. During period \( W \), assemble a single indication set based on a time series as expressed in Eq. (4).

\[
L_{\text{seq}}^{(0)} = (L_{\text{seq}}^{(0)}(1), L_{\text{seq}}^{(0)}(2), L_{\text{seq}}^{(0)}(3), \ldots, L_{\text{seq}}^{(0)}(v))\ldots \quad \forall v \geq 4\ldots
\]

ii. Begin by putting together the first accumulation order (differential), at \( L_{\text{seq}}^{(0)} \), which acquire an expectable series \( L_{\text{seq}} \) of the AGO path, formulated as expressed in Eq. (5):

![Fig. 7a. The Proposed backcasting steps, grey controlled in an operational based on 14.0 KET for historical data collected from 2000 to 2017 (module I).](image-url)
iii. Recruit the $d_k$ values of

$$e^{k-1}(v) = 0.5(L_{k-1}^{(v-1)} + L_{k-1}^{(v-1)}), \quad \forall v = k, k-1, ..., 2$$

iv. Following pair of $e$ for a certain indication $L_{k}^{(v)}(v)$ while $e^{k-1}(v)$, are organized for AGO for GRPT (1, 1), which identified the first differential equation in grey aspect as $\frac{dL_{k}^{(v)}}{dv} + aL_{k}^{(v)} = \delta$. If integrated to be $L_{k}^{(v)} = L_{i}^{(v)}(v) = \delta$ at the interval $[v-1, v)$ [61], which discussed in Eq. (6) above.

$$f_{v-1}^{v} \frac{dL_{k}^{(v)}}{dv} + a f_{v-1}^{v} L_{k}^{(v)} dv = \delta$$

Then, obtain $L_{k}^{(v)} - L_{i}^{(v)}(v) = 1 + a f_{v-1}^{v} L_{k}^{(v)} dv = \delta$, which formed as: $L_{k}^{(v)} = L_{i}^{(v)}(v) + a f_{v-1}^{v} L_{k}^{(v)} dv = \delta$, and the differential eq. behaves as a shadow eq and expressed in Eqs. (7), (8), (9). $L_{k}^{(v)} = \delta$, where

$$e^{(v)} = \int_{v-1}^{v} L_{k}^{(v)} dv, \quad \forall v = k, k-1, ..., 2$$

v. LS guesstimate the developer coefficient $\varphi$ and $\delta$, therefore set

$$\hat{\varphi} = \frac{\varphi}{\delta} = (B^W B)^{-1} B^W Y$$

\[
Y = \begin{bmatrix}
    x_{v_{(k)(n)}} \cr
    x_{v_{(k)(3)}} \cr
    x_{v_{(k)(2)}}
\end{bmatrix}, \quad \text{while the } B = \begin{bmatrix}
    -Z_{(k-1)(2)} \cdots \cr
    -Z_{(k-1)(3)} \cdots \cr
    -Z_{(k-1)(k)} \cdots
\end{bmatrix}
\]

vi. The final situation $x_{v_{(k)(1)}} = x_{v_{(k)(1)}}$, the predictive value of the differential equation for the GRPT (1, 1), which discussed in Eq. (10), while IAGO discussed in Eq. (10a):

$$L_{k}^{(v)}(v) = L_{i}^{(v)}(v) - \delta/\varphi e^{-\delta v} + \delta/\varphi, \quad \forall v = 2, 3, ..., k,$$

vii. (IAGO) checks the approximation value of $L_{i}^{(v)}(v)$, where

$$L_{i}^{(v)}(v) = L_{i}^{(v-1)}(v - 1), \quad \forall v = n, n-1, ..., 2, \quad (10a)$$

According to Mohr et al. and Ceylan [59, 60, 61], the compatibility of a government’s policy norms [43]. The expected emissions via implementation the proposed technique shown in Table 5.

---

**Table 5. The expected CE from 2018 to 2022 based on GRPT (1, 1).**

| Year     | 2018 | 2019 | 2020 | 2021 | 2022 |
|----------|------|------|------|------|------|
| CE (Mega ton) | 916.8 | 916.7 | 916.9 | 916.95 | 916.99 |

**Table 6. The SVM-LSTM model parameter set.**

| Parameters                      | Value |
|--------------------------------|-------|
| The maximum number of nodes in hidden layer | 100   |
| RBF kernel parameter            | 0.1   |
| Regularization coefficient C    | 17    |

The SVM-LSTM model was then used to anticipate CE linked to energy use in the research area. We discovered the ideal model parameters after 100 tests, as shown in Table 6.

4. Monitoring reliability and accuracy

Check the $\epsilon$% by the Eq. (11). When checking the correctness of control for each $L_{i}^{(v)}$, use the Average Relative Percentage Error as expressed in Eq. (12). The accuracy standard indicators point to if ARPE is less than 10%, accurate if ARPE is between 10% and 20%, and incorrect if ARPE is greater than 50% [7] as calculated by Eq. (13). GRPT (1, 1) has a precision of 92.01%, while SES’s highest projected value for any indication is 86.81% as expect by Eq. (14).

$$\epsilon(v) = L_{i}^{(v)}(v) - L_{i}^{(v)}(v),$$

$$RPE(v) = \frac{|\epsilon(v)|}{L_{i}^{(v)}(v)} \times 100 \%,$$

$$ARPE = \frac{1}{k-1} \sum_{v=2}^{k} \frac{|\epsilon(v)|}{L_{i}^{(v)}(v)}$$

The estimation accuracy $= 100 – ARPE$... [61]

The findings indicated that carbon emissions are significantly influenced by the quantity of energy consumed. We discovered that CE in the studied area can be kept below 9.59 mega tons by 2030 and that the energy consumption of electricity will be 47%. Therefore, the government’s main duty in reducing the amount of carbon emissions in the following stage will be to accelerate the upgrading of the industrial structure. Selecting CE-related variables by RR comes first. Since it may successfully avoid various collinearities, RR is a standard method for choosing the most significant relevant variables to perform regression on. RR is biased since it only uses incomplete information, but the coefficients are more trustworthy. To prevent numerous collinearities and eliminate redundant information, RR is used to filter variables since we prepared 15 prospective variables that may be associated to CE and the Pearson correlation coefficients (PCC) between them and CE are all quite high with low P-values. The loss function is the primary

---
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### Table 7. The $\sigma$ deviation for $L_{app}$ for recording and estimated data laboratory via GRPT.

| Month | Jan | Feb | Mar | Apr | May | Jun | Jul | Aug | Sep | Oct | Nov | Dec |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 1     | 96.00 | 97.10 | 95.40 | 128.10 | 143.00 | 156.00 | 149.10 | 149.00 | 156.00 | 151.20 | 161.00 | 161.10 |
| 2     | 96.00 | 97.10 | 99.00 | 124.00 | 134.00 | 142.00 | 151.00 | 143.10 | 155.00 | 145.10 | 163.00 | 163.00 |
| 3     | 91.00 | 90.00 | 117.00 | 94.22 | 136.00 | 141.00 | 136.10 | 154.00 | 141.10 | 150.20 | 139.10 | 155.00 |
| 4     | 94.00 | 92.00 | 121.00 | 95.00 | 137.10 | 142.00 | 142.00 | 153.00 | 142.00 | 156.10 | 157.00 | 159.00 |
| 5     | 93.00 | 91.10 | 125.00 | 100.20 | 138.00 | 150.00 | 147.10 | 156.00 | 150.00 | 149.00 | 160.00 | 163.10 |
| 6     | 98.00 | 122.00 | 128.10 | 130.10 | 160.00 | 160.00 | 175.00 | 185.00 | 190.10 | 194.00 | 197.00 | 215.10 |

**Fig. 8.** The classification of Arab countries.

**Fig. 9.** The visual assessment at quarter #3 of study for Co. #19 according the TBL ecosystem values.

Distinction between RR and conventional linear regression. According to Eq. (15), the loss function for normal linear regression is as follows, whereas Eq. (16) as discussed in Table 5 above.

\[
J_\phi = \frac{1}{2M} \sum_{i=1}^{M} (h_\phi(x^i) - y^i)^2 + \lambda \sum_{j=1}^{2} \theta_j^2 \cdots \tag{15}
\]

\[
J_\theta = \frac{1}{2M} \sum_{i=1}^{M} (h_\theta(x^i) - y^i)^2 + \lambda \sum_{j=1}^{2} \theta_j^2 \cdots \tag{16}
\]

A Cronbach’s alpha of 0.025, the average inter-item correlation indicates the reliability as a relation of GESM = f (Backcasting outputs (ESSM, IE, EV, CP, St)) + f (SVM outputs (highly energy CE sources)) [61]; a majority indicates that the data are very consistent. The countries’ readiness to attain the wanted contribution has been monitored by their companies and vehicle consumption for fuel [61, 62]. The authors take the fuel consumption at different 21 governorates in Egypt that have been classified as shown in Fig. 8, CP # 19, 8, 11, 4, 3, 21, 20, 10, 16, 9, 7, and 1 stand out in their operating system for adhering to eco-safety regulations. On the other hand, CP #18, 2, 13, 15, 6, and 5 produce a divergence. The other CPs 14, 17, and 12 may be acceptable, but they are not ideal. Fig. 9 illustrates the IoT [37] control through the AR technique; (Augmented reality) for governorate eco safety CP # 19. Table 6 depicts the obtained values deployment speed used to estimate carbon dioxide emissions during energy generation and fuel consumption at every governorate. The average values observed in participation and emission are summarized in Table 9, where Table 9 shows that ‘IS. ‘Policy’ and ‘ES.’ Take most value above the candidate variables for adopting a sustainable environment plan ($\mu = 5.090$), while ‘Policy’ and ‘ES.’ have the lowest value. Variables are lower in comparison (4.404 $\mu < 4.558$) according to kernel center. Fig. 10 illustrates CE without classification or recruitment for elective data according to kernel position, while the hybridization of LSTM-SVM reduces the estimation error as illustrates in Fig. 11a if compared with native SVM or LSTM methods and with historical data only as illustrates in Fig. 11b. Table 7 shows the $\sigma_{\phi}$, span series values for CE for a certain governorate over 72 weeks, where ($\sigma$ in kernel width). This deviation for governorates # 19 that hopeful limit of CO₂ shrinking earlier 2030. According to the findings, CE leveled out between 2000 and 2017, as seen in Fig. 12. The prediction is then verified using the actual CE forecast from 2018 to 2022 to verification stage, followed by the suggested SVM-LSTM forecast from 2020 to 2030 (Table 8). We might utilize the error covariance of training results as a rough approximation as we were unable to determine the actual error covariance of our prediction result. Soil organic carbon (SOC) and aboveground carbon (AGC) were added to obtain total ecosystem carbon stocks (TECS) as cited by Sanderman et al. [13]. This result was then multiplied by a factor of 0.48 to obtain carbon values (Kauffman and Donato [63]) according to their SOC dataset and mangrove dataset AGC as cited by Simard et al. [64]. In order to enhance CO₂ sequestration and reduce future greenhouse gas emissions, the examined regions must improve their ecosystems by 0.1% year according to the prediction model. According to the SVM algorithm’s basic methodology, when applied to regression fitting analysis, the goal of the algorithm is to find a classification surface that can reduce the error of all training samples from the ideal classification surface rather than to find the ideal classification surface to separate candidate samples. Carbon emission forecasting is a linearly inseparable problem due to many influencing factors. The kernel function can be used to project the sample into the high-dimensional space and simplify calculations at high latitudes. For a training candidate sample $(x_i, y_i) \forall i = 1, 2, \ldots, n$ mapping via a kernel function, the sample can be mapped to a high dimensional linear space: $f(x) = \alpha K_{\text{kernel}}(x) + \beta$. The issue is changed into a convex function linear programming problem by...
adding the relaxation factor I since the rigid constraint constraints are difficult for computers to solve as discussed in Eq. (17) and Eq. (18)

\[ \text{max}(1/2|a|^2) + C \sum_{i=1}^{n} \mu_i \quad \text{subject to } y_i \times (a x_i + b) \geq 1 - \mu_i, \quad \text{where } \mu_i \geq 0 \ldots \]  

(17)

Quoting Lagrange factor:

\[ L(a, b, \mu) = 1/2|a|^2 + C \sum_{i=1}^{n} \mu_i \times (y_i \times (a x_i + b) - 1) \geq 1 \sum_{i=1}^{n} \mu_i \times y_i \ldots \]  

(18)

To obtain the Lagrange dual problem, the problem is transformed into solving the equation \( a_i \), Eq. (19) where

\[ \text{min} \left( \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} a_i a_j y_i y_j K(x_i, x_j) - \sum_{i=1}^{n} a_i \right) \quad C \geq a_i \geq 0 \ldots \]  

(19)

5. The statistical results

Table 9 shows the ideal values for the three SVM-LSTM model indicators: RMSE = 12.34%, \( R^2 = 99.78\% \), and MRE = 1.63. As demonstrated in Fig. 12 above, which summarizes the results, carbon emissions in the examined area will be gradually predicted by the model as mainly suggested by Maria et al. [12] and Abed et al. [57, 61]. While Table 10 shows the priority of variables relations between qualitative and quantitative type.

As shown in Table 11, Charter and Clark advise that policy should address the following problems by concentrating less on specific areas and more on the overall framework.

5.1. Student-test

The H1 and/or H2 tested using proposed techniques according one-tailed of critical values t-test. The results of the arithmetical procedures statistically are summarized in Table 12, where the H1: \( \mu > 3.6 \), since an average over 3.56 has a favorable motivating impact (i.e., ESS implementation). The type-I error threshold of significance is \( \alpha = 0.025 \).

The primary backcasting characteristics correlation study indicates in (Table 10), where ‘Policy Readiness Culture’ results in a substantial and robust association between ‘desirable procedures’ and ‘Policy Readiness’ (0.751**). ‘IS Variables,’ ‘ES’, and ‘Readiness’ about ‘IS’ are strongly correlated with the CE. Fig. 13 shows the best optimization tuning for monitoring CE in cm that impact eco safety indicators.

6. Discuss

The results demonstrate that although policy preparedness is only moderately rated by generating energy businesses and environmental enterprises, they view the elements’ favorable safety influence on policy’s environmental, both IS and ES (Table 9 and Table 10). These activities support the claim (H1) that there is a positive correlation between policy eagerness and motivational factors (policy motivation). The information supports the second hypothesis (H2), which states that motivational traits and generating power enterprises’ sustainability readiness are positively correlated. The results show that internal
Table 8. The comparing between the actual CE values and proposed prediction model, AGO, Liner regression, Long Short-Term Method, and Back Propagation Neural Network [52].

| The year | Documented values | GRFT (1, 1) | AGO (1, 1) | LR model | LSTM | BPNN |
|----------|------------------|------------|-----------|----------|------|------|
|          | χ²(k)            | R² (%)     | χ²(k)     | R² (%)   | χ²(k) | R² (%) |
| 2000     | 357.8            | 445.3      | 449.3     | 452.2    | 467.5 | 601.8 |
| 2001     | 364.7            | 461.5      | 459.5     | 459.6    | 464.6 | 595.9 |
| 2002     | 384.04           | 577.7      | 564.7     | 568.5    | 586.8 | 649.6 |
| 2003     | 415.3            | 593.9      | 581.6     | 580.4    | 618.1 | 653.8 |
| 2004     | 532.41           | 540.1      | 560.7     | 562.5    | 545   | 631.9 |
| 2005     | 823.25           | 826.3      | 813.5     | 809.5    | 841.9 | 987   |
| 2006     | 841.02           | 842.5      | 826.5     | 824.1    | 865   | 964.4 |
| 2007     | 856.77           | 856.2      | 839.7     | 838.6    | 859.3 | 918   |
| 2008     | 870.05           | 870.3      | 853.4     | 853.1    | 887.2 | 1067.8|
| 2009     | 884.73           | 881.7      | 866.7     | 867.7    | 902.8 | 1105.9|
| 2010     | 898.96           | 897.9      | 880.5     | 882.2    | 922.2 | 1033.7|
| 2011     | 911.17           | 914.1      | 894.5     | 896.8    | 916.4 | 1209  |
| 2012     | 916.27           | 922.7      | 908.8     | 911.4    | 934.7 | 1119.4|
| 2013     | 919.71           | 921.2      | 923.2     | 925.9    | 929   | 1247.9|
| 2014     | 918.67           | 920.8      | 937.9     | 940.5    | 939.6 | 1223.4|
| 2015     | 917.44           | 919.5      | 952.9     | 955.1    | 937.7 | 991.7 |
| 2016     | 946.51           | 949.1      | 965.1     | 969.6    | 959.7 | 1147.8|
| 2017     | 956.41           | 959.1      | 979.1     | 984.1    | 964.2 | 1064.9|
|          |                   |            |           |          |       |       |
|          | Δ                  |            |           |          |       |       |
|          |                   |            |           |          |       |       |
|          | Validation sample  |            |           |          |       |       |
| 2018     | 966.31           | 969.2      | 992.9     | 998.7    | 991  | 1211.4|
| 2019     | 976.21           | 979.3      | 1006.9    | 1013.2   | 988.1 | 1247.7|
| 2020     | 986.12           | 989.4      | 1020.8    | 1027.8   | 1008.8| 1007.8|
| 2021     | 996.02           | 999.5      | 1034.7    | 1042.3   | 1002 | 1242.3|
| 2022     | 1005.9           | 1006.6     | 1048.7    | 1056.9   | 1024.9| 1340.5|
|          | Δ                  | 3.2        | 4.41      | 4.6      | 4.45  | 14.87 |
|          |                   | 0.06       | -1.27     | -1.4     | -1.32 | -11.1 |

Table 9. The comparison indicators of the three models.

| Technique | RMSE (100%) | R² (100%) | MRE |
|-----------|-------------|-----------|-----|
| SVM       | 40.61       | 97.97     | 6.05 |
| LSTM      | 45.27       | 99.6      | 7.36 |
| LSTM      | 12.34       | 99.78     | 1.63 |

causes encourage internal behavior. The significant relationship between “internal supporting measures” and exterior and internal motivating factors demonstrates how motivating factors influence “internal supporting measures,” as seen in Tables 10–12.

6.1. The GESM effectiveness

According to most responding countries, sustainability initiatives have a somewhat higher beneficial influence on governorate growth than other strategies toward the green vision. (CP₂ = 4.1031). Meanwhile, suggested technique fed by resources as (CP₂ = 4.11 and CP₂ = 3.91). Where, Table 9 shows the average statistical level of ESS sustainability in the governorate organization and vehicle consumption that indicates outstanding environmental performance.

Fig. 14 shows the backward of GRFT (1, 1) prediction impacts to set the visual of CE value, which sketches a smooth reference path for evaluating the strategies. Also, Fig. 15 shows the σd, which affects the obtained values. At the same time, Fig. 16 illustrates the partial success from 2000 to 2030.

7. Conclusions

The proposed framework depended on two phases. The first step in the first phase uses the backcasting approach (ABCDE) to classify the qualitative variables for highlighting their impact on CE phenomena. The second step in the first phase uses the SVM to classify the quantitative variables for focusing on the high source impact of CE. The second phase presents a proactive monitoring curve built by LSTM time series based on the Grey technique GRFT (1, 1) reduces the error by recruit-

Fig. 14. The predictive fluctuated points using grey LSTM method.

Fig. 15. The sound deployment at specific area for specific point appeared at Fig. 12.
Table 10. The weight matrix characteristics to select priority according to GPRT (1,1) data inputs for policies control the CE.

| Policy/ESSM               | Safety plans | ESSI | ESSE | Policy readiness | Standby Measures |
|--------------------------|--------------|------|------|------------------|------------------|
| ESS-I                    | 0.0460       | 0.8880 |      |                  |                  |
| ESS-E                    | 0.1030       | **0.4330** | 0.7010 |                  |                  |
| Policy Readiness (ESS)   | **0.751**    | 0.0520 | 0.1780 | /                |                  |
| Standby for Internal Variables (St-v) | **-0.1670** | **0.4020** | **0.3230** | 0.0210 | 0.8651 |
| Integration of sustainability | **-0.301** | 0.2561 | 0.1871 | **-0.111** | **0.420** |

For each latent variable α, the diagonal represents the Cronbach’s coefficient. Other values represent the correlation weight matrix between the pairings of quantitative and qualitative variables. ***, *: p-values and statistical significance were <0.01, 0.05, respectively.

Table 11. The average policy readiness scores for the ESS variables.

| Rules | Id                      | Average                  |
|-------|-------------------------|--------------------------|
| A. ESS variables |                        |                          |
| Top Policy issue |                        |                          |
| 1.      | Senior policy responsibilities (Put your positive attention on the opportunities) | ESS-M | 4.405 |
| 2.      | Supportive policy intervention (Encourage taking experience-based learning) | ESS-M | 4.6121 |
| Interior resources |                        |                          |
| 3.      | Enterprises targets | ESS-I | 5.0511 |
| 4.      | Financial resources | ESS-I | 5.1191 |
| 5.      | Specific expertise | ESS-I | 5.1171 |
| 6.      | Infrastructure developmental | ESS-I | 4.8741 |
| 7.      | Monitoring the performance and efficiency | ESS-I | 5.1031 |
| Tackling the Exterior Variables |                        |                          |
| 8.      | The bylaws in studied regions (Set up a legal foundation) | ESS-E | 4.5581 |
| 9.      | Socio-economic stressors | ESS-E | 4.3151 |
| 10.     | Exterior requirements and world trend | ESS-E | 5.1451 |
| B. St. Policy |                        |                          |
| 11.     | Readiness of Senior policy toward a sustainable environment | S1 | 4.3121 |
| Should-be (Supporting Resource) |                        |                          |
| 12.     | Supporting strategies set (Assign priorities) | SS-R | 4.520 |
| 13.     | financial capacity | SS-R | 4.7890 |
| 14.     | Particular knowledge | SS-R | 4.5131 |
| 15.     | Infrastructure construction | SS-R | 4.5460 |
| 16.     | Governorate culture toward visual monitoring their environment | SS-R | 4.8021 |
| 17.     | The level of sustainability environment that supports the business, comparing strategies to another environment | SS-R | 5.5661 |
| As-Is (status quo Practices) |                        |                          |
| 18.     | Environment Resources allocation | CPX | 3.9141 |

Table 12. The t-test results.

| The targets          | Significant value | t | Sig. | d.f. = 100 | T. Value = 3.56 |
|----------------------|-------------------|---|------|------------|----------------|
| 1. ESS X Min.        | 3.34              | 0.01| <0.001| 4.404      | 0.86 |
| 2. ESS x Internal S variables | 3.37 | <0.001 | 4.5010 | 0.51 |
| 3. ESS x Exterior S variables | 3.341 | <0.001 | 4.558 | 0.68 |
| 4. policy Readiness  | 3.231             | 0.0596| <0.001| 4.312      | 1.140 |
| 5. supportive internal Standby measures | 3.361 | <0.001 | 4.520 | 0.611 |
| 6. ESS Level         | 3.270             | 0.0355| 0.01 | 4.031      | 0.960 |

Fig. 16. The prediction of most four CE sources based on the LSTM-SVM.

expresses the trend of CE so-called visual control, which aims to build a Green eco-safety monitoring GESM platform managed by the cloud and considered a function of f (Backcasting, SVM, LSTM) provided by GRPT (1,1). Therefore, called the proposed methodology SVM-LSTM because this hybridization makes direct enhancement on the predicted values as validated through the period 2000–2022. The industrial sector contributed the most to overall emissions in the first year (38.67%), followed by the construction sector (29.36%) and the transportation sector (28.20%). In the event of a redistributed scenario across all sectors, the industrial sector still accounts for the majority of carbon emissions from 2015 to 2030, with a somewhat larger percentage in the construction and industrial sectors. When compared to carbon sinks, the first year sees the removal of 1.72% of carbon emissions. The carbon sinks are drastically decreased to 1% by 2020 and to 0.72% by 2030 with the conversion of non-built regions to developed areas, proving that no program has enhanced the carbon sink. Therefore, the authors recommend cultivation of hydra trees for their reputations for absorbing CE by 1.2%. Fig. 17 guides us to focus on controlling the energy subsectors of the whole Arab governorates. Green investments are critical to the transition to a low-carbon economy and help react to the carbon price system’s deployment. Investments should be increased to finance the transition from fossil fuels [65] to renewable energy sources, the adoption of intelligent electricity networks [66], energy efficiency measures, and the change to the use of electricity in different sectors such
as transportation, cement industry [67], electricity generation, and construction to achieve a fundamental transformation in the current energy system. There is little question that considerable expenditures will be required throughout the transition period. Backcasting combined with the grey technique is overtly normative, entailing “traveling backward” from a certain end-point k policy measures are required to get there [68, 69]. The Grey prediction Model GRPT (L, 2) is used to derive the expectations 2030–2050, as illustrated in Fig. 18. According to the examination of acquisition data, 65.8% of projects are viable. In 2000, the GESM index for the chosen regions was 52.28%, indicating that they should continue to overcome all hurdles to make good development, which hopeful reduces carbon emissions by 37% and natural resource depletion by 14% through online monitoring. For example, suppose electric vehicle charging stations are more readily available. In that case, a person looking to buy a new automobile may be more eager to buy an electric car rather than a gasoline car. Investment in research and development is also essential, and additional technological advancement will be necessary to achieve net-zero emissions.
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