Nonlinear motion separation via untrained generator networks with disentangled latent space variables and applications to cardiac MRI
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Abstract

In this paper, a nonlinear approach to separate different motion types in video data is proposed. This is particularly relevant in dynamic medical imaging (e.g. PET, MRI), where patient motion poses a significant challenge due to its effects on the image reconstruction as well as for its subsequent interpretation. Here, a new method is proposed where dynamic images are represented as the forward mapping of a sequence of latent variables via a generator neural network. The latent variables are structured so that temporal variations in the data are represented via dynamic latent variables, which are independent of static latent variables characterizing the general structure of the frames. In particular, different kinds of motion are also characterized independently of each other via latent space disentanglement using one-dimensional prior information on all but one of the motion types. This representation allows to freeze any selection of motion types, and to obtain accurate independent representations of other dynamics of interest. Moreover, the proposed algorithm is training-free, i.e., all the network parameters are learned directly from a single video. We illustrate the performance of this method on phantom and real-data MRI examples, where we successfully separate respiratory and cardiac motion.
1 Introduction

One of the big challenges in dynamic imaging is to efficiently isolate the dynamics of interest from an array of intentional and unintentional motions, e.g. respiratory motion, contrast dynamics, cardiac motion and external motion. This is relevant in many imaging modalities such as positron emission tomography (PET) or computed tomography (CT), and particularly challenging in magnetic resonance imaging (MRI) and multimodality imaging that combines PET-CT and PET-MRI, since undesired motion can cause under and over-estimation of kinetic parameters, misinterpretation, blurring, ghosting, and unwanted signal enhancement artifacts [1, 2, 3, 4, 5, 6]. To overcome this problem, motion estimation has been a subject of significant research interest in a range of imaging modalities [8, 9, 10, 11, 12]. Several computational techniques for acquisitions and correction of motion and motion-corrected image reconstruction have been developed in parallel to the advancement of hardware [13, 14, 15, 16, 17, 18, 19]. Image-based motion synchronization and detection has been studied in [20, 21, 22], where filtering is used to separate respiratory and cardiac signals in PET.

In this paper we consider examples in dynamic MRI, where both deliberate imaging dynamics such as morphological motion or contrast inflow as well as undesired dynamics such as breathing motion play an important role. The latter are particularly challenging due to long acquisition times in MRI, which is especially relevant when long breath holds during image acquisition are not possible, e.g. with young children or patients with health problems. In these cases, there is a need for computational techniques to eliminate the respiratory motion from the final reconstruction. Traditionally, research has focused on motion correction, which consists in eliminating undesirable dynamics from the videos. In particular, image reconstruction for MRI with motion correction has been studied in detail, see [14, 23, 24] and the references therein. Most motion compensation strategies have not found widespread acceptance in clinical practice, mainly due to the complexity of their implementation and the associated cost or computational burden [13, 14]. In this work we develop a method based on generator neural networks that exhibits very successful results in motion separation for cardiac MRI images with respiratory motion.

1.1 Deep learning-based image and video reconstruction

Deep convolutional networks have been demonstrated to be powerful tools for image generation and provide excellent results when solving inverse problems involving image reconstruction [25, 26, 27, 29, 30, 31]. In particular, both supervised and unsupervised deep-learning-based algorithms were used in dynamic MRI to obtain fast and accurate reconstructions [32, 33, 34, 35]. However, network training usually comes at a huge computational cost and requires a large amount of training data; moreover, it is susceptible to bias originated in either the training datasets or in the training process through mode collapse. To overcome these shortcomings, the deep image prior (DIP) framework [25] presents a purely unsupervised method with neither pre-training nor external training data, where the structure of a generative network has the role of an image prior and shows excellent results in a variety of standard inverse problems such as super-resolution, denoising and inpainting. This is very relevant in the medical imaging context, where the data is very high dimensional. In fact, the DIP framework was applied to PET-MRI image reconstruction [36]. Moreover, the joint optimization of latent codes and network parameters was used for video compression [37], and a generalized time-dependent deep image prior was developed to generate dynamic MR images [38].

The use of generative adversarial networks (GANs) for video applications is a very extended topic of research; the most well known GANs being VGAN [39], TGAN [40] and MoCoGAN [41]. Unsupervised latent space disentanglement was proposed for infoGANs [42]. There, the input noise vector of the generative network is divided in two parts: $z$, which is treated as the source of incompressible noise, and $c$, which targets the salient structured semantic features of the data distribution and is called latent code. The idea of disentangling the latent space was also used for unsupervised semantic face editing in [43]. Latent space optimization maps one learnable noise vector to the image by minimizing a simple reconstruction loss. The idea of optimizing over the latent space of a generative network was studied in detail in [44].

1.2 Contribution of the paper

This paper proposes a new method for motion separation which, contrary to traditional motion correction, allows full independent reconstructions of the different dynamics present in the data.
This strategy is based on the optimization of an untrained generator network, where latent space disentanglement is achieved by imposing suitable conditions and assuming that one-dimensional information on all but one of the movements is known. To the best of our knowledge, this is the first time that latent space disentanglement is used in combination with untrained generators.

The method has some strong advantages with respect to trained generative models. Namely, it does not require big datasets which might be difficult to obtain, store and process; in fact, it just assumes that a single video is available. This reduces the computational cost drastically. It also provides robustness to potential bias in the data. Moreover, generating different motions independently allows for the reconstruction of unseen combination of motion states and for out-of-domain motion estimation. Moreover, the method requires one-dimensional information about one type of movement, but it does not assume physical knowledge on the observed dynamics. This is a reasonable assumption in practice, since one-dimensional information can be easily measured, e.g., via electrocardiograms or accelerometer data. The performance of the method is evaluated by numerical examples for dynamic MRI presenting respiratory and cardiac motions.

2 Method

We introduce the proposed approach in a general setting first, and then specify its concrete application to separating respiratory and cardiac motion in dynamic MR images.

Consider a linear, discretized dynamic imaging inverse problem with data \((y_t)_{t=1}^T \subset \mathbb{R}^M\) and linear operators \(A_t \in \mathcal{L}(\mathbb{R}^{N_1 \times N_2}, \mathbb{R}^M)\) of the form

\[
y_t = A_t x_t, \quad t = 1, \ldots, T,
\]

where the unknown is a sequence of images \((x_t)_{t=1}^T\) with \(x_t \in \mathbb{R}^{N_1 \times N_2}\) for each \(t\). Following the basic idea introduced in [25] for static images, we consider each frame \(x_t \in \mathbb{R}^{N_1 \times N_2}\) to be the output of a generator \(x_t = G_\theta(z_t)\), whose parameters we want to learn only from the given data. In particular, we consider generator networks \(G_\theta : \mathbb{R}^q \rightarrow \mathbb{R}^{N_1 \times N_2}\) of the form

\[
G_\theta(z_t) = \theta_1^t \ast \sigma_{L-1}((\theta_1^t \ast \cdots \ast \theta_1^t) \ast \cdots \ast \theta_2_{L-1}^t) + \theta_2^t,
\]

with time-independent parameters \(\theta_j^t \in \Theta\), for \(1 \leq i \leq 2\) and \(1 \leq j \leq L\) and pointwise nonlinearities \(\sigma_1, \ldots, \sigma_{L-1}\). The generator network maps the latent space \(\mathbb{R}^q\) to the image (frame) space \(\mathbb{R}^{N_1 \times N_2}\). Assuming the dynamic image sequence \((x_t)_{t=1}^T\) contains \(m \in \{2, 3, \ldots\}\) independent types of motion, we split the latent variable \(z \in \mathbb{R}^q\) into a time-independent part \(z^0 \in \mathbb{R}^{q-m}\) and \(m\) time-dependent variables \((z_i^t)_{t=1}^T\) with \(z_i^t \in \mathbb{R}^q\), \(i = 1, \ldots, m\). We further assume that all the time dependent variables \((z_i^t)_{t=1}^T\) except \((z_i^t)_{t=1}^T\) are given as \((\hat{z}_i^t)_{t=1}^T\) from some one-dimensional a-priori information on the state of the respective types of motion (e.g., from electrocardiograms or accelerometer data).

We then reconstruct the image sequence \((x_t)_{t=1}^T\) together with the network parameters \(\theta\), the static latent variable \(z^0 \in \mathbb{R}^{q-m}\) and the time-dependent variable \((z_i^t)_{t=1}^T\) via solving

\[
(\hat{z}^0, (\hat{z}_i^t)_{t=1}^T, \hat{\theta}) \in \arg \min_{(z^0,(z_i^t)_{t=1}^T, \theta)} \frac{1}{T} \sum_{t=1}^T \|y_t - A_t G_\theta(z^0, z_1^t, \ldots, \hat{z}_i^t, \ldots, \hat{z}_m^t)\|_2^2,
\]

where \(\| \cdot \|_2\) is the Euclidean norm (but can be a more general loss). Once a solution is obtained, we do not only obtained the reconstructed images sequence \((\hat{x}_t)_{t=1}^T\) via \(\hat{x}_t = G_\theta(z^0, z_1^t, \ldots, \hat{z}_i^t, \ldots, \hat{z}_m^t)\), but, more importantly, can generate image sequences \((\hat{x}_i)_{t=1}^T\) for \(i = 1, \ldots, m\), which we expect to contain only the \(i\)th type of motion with all others being fixed, via

\[
\hat{x}_t = G_\theta(z^0, \hat{z}_1^t, \ldots, \hat{z}_{i-1}^t, z_i^t, \hat{z}_{i+1}^t, \ldots, \hat{z}_m^t),
\]

where \(h_1, \ldots, h_{i-1}, h_{i+1}, \ldots, h_m\) are fixed reference frames.

As a concrete example, in this paper we consider the application of this general approach to separating respiratory and cardiac motion in dynamic MR images, where one-dimensional information about the respiratory state (e.g., from an accelerometer) is available. In this case, \(m = 2\), and the latent variable \(z_t \in \mathbb{R}^q\) at time \(t\) is decomposed as \(z_t = (z^0, z_1^t, z_2^t)\) with \(z_2^t\) known (and given as \((\hat{z}_2^t)_{t=1}^T\)). As our focus is on motion separation rather than reconstruction, we further assume the dynamic image sequence to be available, i.e., \(A_t\) is the identity, noting that a generalization of our approach
to reconstruction does not pose any conceptual difficulties. In summary, this yields the following optimization problem

\[
(\hat{z}^0, (\hat{z}^i)_{i=1}^T, \hat{\theta}) \in \arg \min_{z^i, (\hat{z}^i)_{i=1}^T, \theta} \frac{1}{T} \sum_{t=1}^T \|y_t - G_\theta(z^0, z^1, \hat{z}_t^2)\|^2_2.
\] (5)

**Algorithmic strategy** To solve the minimization problem 5, we use Pytorch [45] and the ADAM optimizer [46] with default settings. To achieve a good minimization of the loss, and in particular stability w.r.t varying random initializations (see also Subsection 3.3 below), we iteratively reduce the learning rate after a fixed number of epochs, track the network parameters and latent variables that achieve the minimal loss, and export those parameters and variables as the optimal solution (instead of the variables of the last iterate). Note that this does not cause much computational overhead due to the rater small dimensionality of our network (see Section 3 for details).

3 Numerical Experiments

In this section the results of several experiments concerning dynamic MRI with respiratory and cardiac motion are presented to illustrate the behavior of the new method. In particular, we present a synthetic phantom example and two semi-synthetic examples where real dynamic cardiac MR images were enriched with synthetic respiratory motion. Results for two additional real dynamic cardiac MR images are provided in the appendix. In addition, the ancillary files for this article contain videos for all results. For all experiments, we assume one-dimensional information about the respiratory motion to be given. For the phantom data, we also experiment with having one-dimensional information about both motion types given and use that as a reference scenario.

To assess the quality of the motion separation, we compute the relative error norms (E_h^1 and E_h^2) of the dynamic images \(\hat{x}^1 = (\hat{x}_t^1)_{t=1}^T, x^2 = (\hat{x}_t^2)_{t=1}^T\) containing just one reconstructed kind of movement, where

\[
E_h^1 = \|\hat{x}^1 - x_{true}^1\|_2/\|x_{true}^1\|_2, \quad E_h^2 = \|\hat{x}^2 - x_{true}^2\|_2/\|x_{true}^2\|_2.
\] (6)

and \(x_{true}^i\) is the ground truth showing only the \(i^{th}\) type of motion, i.e., cardiac motion for \(i = 1\) and respiratory motion for \(i = 2\). Here, the subscript \(h\) refers to the frame at which the other motion state is fixed, see [4].

In principle, as described in Section 2, our method allows to freeze one kind of motion at any state, and generate images containing only the second kind of motion, as long as a sufficient mixing of motions was observed. In practice, the choice of the freezing frame \(h\) has an impact on the performance of the single motion reconstruction (though for the phantom at an overall rather low error regime). Figure 3b provides an example for this by plotting the errors \(E_h^1\) and \(E_h^2\) as a function of the frame \(h\) that is fixed for the other kind of motion. In our experiments, we always show results for fixing the motion state that provides the best performance with respect to the ground truth.

For all experiments shown in the paper, we repeated the experiment 20 times with 20 different seeds, and show the result whose performance w.r.t. the error measure \(E_h^1\) is closest to the median performance. For a discussion on the stability of our method w.r.t varying seeds see Subsection 3.3.

Quantitative error measures for all experiments are provided in Table 1. The ancillary files further contain videos showing the best result that was achieved over the 20 seeds for each experiment. The source code to reproduce all experiments is available at [28]. All our experiments were conducted on a workstation with an AMD Ryzen 7 3800X 8-Core Processor and 32 GB of memory, using a Nvidia RTX 3090 GPU with 24 GB of memory. The largest experiment considered here (solving (5) with real cine MR data) took around 3.8 minutes.

3.1 Synthetic data

The first test problem, consisting of 80 frames with 64×64 pixels, corresponds to a synthetic example displaying two nested disks and is represented in Figure 1. A more compact representation of this dynamic image can be observed in Figure 3a, where a vertical slice of the image (marked in red on the left image), is displayed over time (and can be seen on the right image) clearly showing temporal changes. This representation will be used throughout the paper.
In this example, three cardiac motion cycles are simulated by dilation of the internal disk while two simulated breathing motion cycles are represented by shearing of the whole image. Note that the size of the frames over time is maintained constant. The ground truth one-dimensional motion information, henceforth referred to as motion triggers, that was used to parametrize the different types of motions is displayed in Figure 2b. Note that this is the information that defines one (or both in a reference scenario) of the latent variables \((z^1(t))_{t=1}^T\) and \((z^2(t))_{t=1}^T\).

![Figure 1: Selected phantom frames displaying different phases of respiratory and cardiac movement.](image)

(a) Compact representation of the video. (b) Ground truth motion triggers.

![Figure 2: Alternative representation of the time evolution for the synthetic data.](image)

(a) Loss function history. (b) \(E_h^1\) and \(E_h^2\) as defined in [4] as a function of \(h\).

![Figure 3: Loss function plot and error w.r.t. fixing different frames for the second phantom experiment.](image)

The generator modeling the solution for this example, as defined in Equation (2), corresponds to a standard deep convolutional neural network (CNN) with 5 layers, where transpose two-dimensional convolutions are used for all convolutions in (2) and no biases are used. The network parameters are given as follows. Number of channels: \([64, 128, 64, 32, 16, 1]\), (square) kernel size: \([4, 4, 4, 4, 4]\), stride: \([1, 2, 2, 2, 2]\), padding: \([0, 1, 1, 1, 1]\), activation functions: \([\text{Tanh}, \text{LeakyReLU}, \text{Tanh}, \text{LeakyReLU}, \text{Tanh}]\). In total, the network has \(3.03360 \times 10^5\) parameters. The latent space \(Z \in \mathbb{R}^{64}\) is split into 62 static components and 2 dynamic components. Blocks of [4000, 4000] epochs with learning rates [0.01, 0.005] are used for the Adam optimizer. An example plot of the loss value history throughout the iterations can be found in Figure 3a. The latent variables are always initialized randomly from a uniform distribution on the interval \([0, 1]\), and the network weights are initialized orthogonally following [47].

The dynamic image reconstruction is performed in two different scenarios. First, as reference scenario, we consider both motion triggers associated to the two types of movements (as displayed in Figure 2b) to be known. In this case, we use them as the temporal-dependent latent variables \((z^1(t))_{t=1}^T\) and \((z^2(t))_{t=1}^T\). We optimize the network over the network weights \(\theta\) and the static component \(z^0\).

Second, we assume that one of the dynamic components in the latent space, \((z^1(t))_{t=1}^T\), corresponding to the cardiac motion, is unknown. We then use the framework defined in Equation (5), and we optimize the network over the network weights \(\theta\) and the components of the latent space \((z^1(t))_{t=1}^T\) and \(z^0\).
The reconstruction of the dynamic image in both cases is shown in Figure 4. Even though a representation of the given data with mixed motion is not our primary goal, it can still be observed that both representations are visually very similar to the ground truth, giving evidence that one-dimensional information on one of the movements is enough to disentangle the latent space without a significant degradation in representing the data.

Using the strategy described in Section 2, motion separation is performed in the case where both motion triggers, \((z^1_t)_{t=1}^T, (z^2_t)_{t=1}^T\), are known, and in the case where just \((z^1_t)_{t=1}^T\) is known. Figure 5 shows the isolated cardiac motion reconstructions, while Figure 6 shows the isolated respiratory motion reconstructions. Similarly to Figure 4, it can also be observed that single-motion reconstructions for either one or two known triggers are visually very close to the ground truth. This is especially meaningful for the reconstruction of cardiac motion in Figure 5d where no prior information on the motion is used, supporting our hypothesis that latent space disentanglement is a meaningful tool for motion separation and reconstruction.

3.2 Real MRI data

After exploring the potential of the method on synthetic data, we test it in real cine MRI datasets, comprising datasets with a four-chamber view and datasets with a short-axis view. We provide results for two datasets in this section, and results for two additional datasets in the appendix. Table 1 provides error measures for all experiments. All real data used in this work comes from the datasets that were made available by the organizers of the ISMRM reconstruction challenge 2014. Permission to use the data in research was obtained from the organizers per mail.
four-chamber (resp. short-axis) view. After obtaining videos showing a slice of the entire thorax with three heartbeats and two breaths, we cropped the videos to a region of interest around the heart, see the top rows of Figures 13 and 15 for the original data that is used as the input to our method. The final data consists of 99 frames with spatial resolution 100 × 100 for the four-chamber view, and of 81 frames with spatial resolution 70 × 70 for the short-axis view.

In all experiments with real data, the generator is a standard deep convolutional neural network (CNN) with 7 layers, ReLU activation functions in the first and last layer, LeakyReLUs in the middle layers and no biases. The latent space \( \mathbb{R}^{100} \) is split into 98 static components and 2 dynamic components. Network parameters shared by all experiments are given as: Number of channels: [100, 640, 320, 160, 80, 40, 20, 1], stride: [2, 2, 2, 2, 2, 2, 2, 1]. To account for the different image dimensions, the shape of the remaining parameters differs slightly: (Square) kernel size: [4, 4, 4, 4, 4, 3] (four-chamber), [4, 4, 4, 4, 5, 4] (short-axis), padding: [0, 2, 0, 2, 1, 1] (four-chamber), [0, 2, 2, 2, 1, 1] (short-axis). In total, the networks have 5.388980 × 10^8 (four-chamber) and 5.396320 × 10^8 (short-axis) parameters.

The network is optimized according to Equation (5), where \( z^0 \) and \( (z^t)_{t=1}^T \) are randomly initialized from a uniform distribution on the interval \([0, 1)\), and the network weights are initialized according to the Pytorch self-initialization. For both experiments, blocks of [4000, 4000, 4000, 4000, 4000] epochs with learning rates [0.01, 0.008, 0.005, 0.003, 0.001] are used for the Adam optimizer.

Motion separation and correction is performed on the real MRI data as explained in Section 2. The learned generator and the reconstructed dynamic latent space variables are then used to freeze one type of motion while maintaining the dynamics of the other type of motion. The latent space variables associated to the cardiac motion are shown in Figures 7a and 7b for the four-chamber and short-axis view, respectively. Note that these plots have a physical interpretation associated to the heart’s activity, and were completely unknown before performing the optimization.

The results of the motion separation experiments are shown in Figures 8 and 9 for the four-chamber view experiment and in Figures 10 and 11 for the short-axis view experiment. In Figures 8 and 10, the top row shows selected frames of the given image sequence, containing both cardiac and respiratory motion. The bottom row shows a generated image sequence with only cardiac motion. Figures 9 and 11 show a reference frame with a marked slice (first column), the dynamics of the slice over time for the ground truth (second and fifth column) and for the generated image sequence (third and sixth column), and a difference image (third and seventh column). Columns two to four show the isolated cardiac motion, columns five to seven show the isolated breathing motion.

It can be observed that in both cases and for both types of motion, the separation of motion works well, and the different structures of the motion are clearly visible in the slice-based visualization of the generated images. This is also confirmed by the quantitative values provided in Table 1. We should note that some artifacts are visible in the breathing motion reconstruction. In our experience, those are mostly related to having obtained a sub-optimal solution of the minimization problem (recall that we provide results corresponding to the median of the performance of our method). In cases where a favorable random initialization leads to an improved convergence of the methods these artifacts are reduced, see for instance the videos showing the best result that was achieved over the 20 seeds as provided in the ancillary files.

![Figure 7: Motion triggers for the two real MRI reconstructed videos with only cardiac motion.](image)
Figure 8: Four-chamber view. First row: Representative frames of the original video. Second row: Reconstructed video with only cardiac motion.

Figure 9: Four-chamber view. First image: Reference frame with marked slice, second (resp. fifth) image: slice over time for ground truth with only cardiac (resp. respiratory) motion, third (resp. sixth) image: slice over time for reconstructed images with only cardiac (resp. respiratory) motion, fourth and seventh image: difference between ground truth and reconstructed (upscaled by a factor of two).

Figure 10: Short-axis view. First row: Representative frames of the original video. Second row: Reconstructed video with only cardiac motion.

Figure 11: Short-axis view. First image: Reference frame with marked slice, second (resp. fifth) image: slice over time for ground truth with only cardiac (resp. respiratory) motion, third (resp. sixth) image: slice over time for reconstructed images with only cardiac (resp. respiratory) motion, fourth and seventh image: difference between ground truth and reconstructed (upscaled by a factor of two).
3.3 Stability with respect to initialization

To study the stability of the method with respect to the initialization of the parameters, the reconstruction and motion separation are repeated for 20 different seeds for each of the experiments in this paper, see Table 1 for an evaluation. It can be observed that the method is rather stable on average, with few (in practice 1-2 per 20 seeds) negative outliers. In our experiments, negative outliers were always connected to the loss of the final result still being comparatively high. Consequently, in application, these outliers can be detected by a high value of the loss (without knowing the ground truth), and the method can be re-run with a different initialization in such cases.

Table 1: Error in separation of different kinds of motion for the experiments considered in this paper, repeating them for 20 different seeds. MAD denotes the median absolute deviation.

|                        | Median | MAD  | Mean  | Std. dev. |
|------------------------|--------|------|-------|-----------|
| Phantom example, \( z^1, z^2 \) known - \( E^1_h \) (cardiac) | 4.86e-03 | 2.40e-04 | 4.89e-03 | 4.58e-04 |
| Phantom example, \( z^1, z^2 \) known - \( E^2_h \) (resp.) | 6.65e-03 | 3.83e-04 | 6.51e-03 | 8.81e-04 |
| Phantom example, \( z^2 \) known - \( E^1_h \) (cardiac) | 9.93e-03 | 1.05e-03 | 1.03e-02 | 1.97e-03 |
| Phantom example, \( z^2 \) known - \( E^2_h \) (resp.) | 1.20e-02 | 1.09e-03 | 1.22e-02 | 1.39e-03 |
| Four-chamber view - \( E^1_h \) (cardiac) | 1.01e-01 | 2.25e-02 | 1.21e-01 | 4.84e-02 |
| Four-chamber view - \( E^2_h \) (resp.) | 8.29e-02 | 1.94e-02 | 9.34e-02 | 3.88e-02 |
| Short-axis view - \( E^1_h \) (cardiac) | 8.07e-02 | 1.21e-02 | 9.21e-02 | 2.83e-02 |
| Short-axis view - \( E^2_h \) (resp.) | 7.21e-02 | 1.41e-02 | 8.29e-02 | 3.20e-02 |
| Four-chamber view, example 2 - \( E^1_h \) (cardiac) | 9.02e-02 | 7.55e-03 | 1.07e-01 | 4.84e-02 |
| Four-chamber view, example 2 - \( E^2_h \) (resp.) | 7.52e-02 | 1.14e-02 | 9.24e-02 | 5.90e-02 |
| Short-axis view, example 2 - \( E^1_h \) (cardiac) | 1.36e-01 | 3.41e-02 | 1.42e-01 | 3.84e-02 |
| Short-axis view, example 2 - \( E^2_h \) (resp.) | 1.05e-01 | 2.50e-02 | 1.14e-01 | 3.27e-02 |

Conclusions and outlook

This paper presents a new method for motion separation based on the joint optimization of an untrained generator network over both the network parameters and the latent codes. Assuming one-dimensional information on all but one of the motions is known, motion separation is achieved through latent space disentanglement. Feasibility of this method was shown for separating respiratory and cardiac motion in dynamic MRI, but the proposed method is general and can conceptually be used in many applications, e.g., in bio-medical imaging, bio-mechanics or physics.

A limitation of the method, resulting from non-convexity of the underlying minimization problem, is its dependence on initializations. While in the examples considered in this paper, robustness w.r.t. initializations was achieved via restarting strategies paired with appropriately decaying learning rates, more advanced solution strategies will be necessary to achieve an out-of-the-box applicability of the method in different application scenarios, in particular when the given image data is observed only indirectly via a measurement operator.

Our work shows a great potential of latent space disentanglement on untrained generators for video data. It opens the door to more advanced disentanglement schemes (e.g., based on modifications of the loss function or additional constraints on the latent space variables). Moreover, we expect the proposed method to be very well suited as image prior for dynamic inverse problems (e.g., in tomography, super-resolution) where the reconstructed solution displays different kinds of independent motion.
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A Appendix

In this appendix, we present results as shown in the paper for two more real MRI data experiments, one with a four-chamber view (Figures 13 and 14) and one with a short-axis view (Figures 15 and 16). The estimated latent space variables associated to the cardiac motion are shown in Figure 12.

It can be observed that, again, in both cases the separation of cardiac and respiratory motion works well with the proposed method. In particular for the short-axis view, as can be seen in Figure 16, the separation of respiratory motion is even better than with the short-axis example shown in the paper. In this case, however, the reconstructed motion trigger for the cardiac motion is inaccurately reconstructed for the second heartbeat. Again, note that we present result corresponding to the median performance of the methods over repeating each experiment 20 times with 20 different seeds for the random initialization. In case of a favorable random initialization, convergence of the method and, consequently, also the corresponding results are improved, see for instance the videos provided in the ancillary files.

![Heart motion trigger](image)

(a) Four-chamber view.

![Heart motion trigger](image)

(b) Short-axis view.

Figure 12: Motion triggers for the two real MRI reconstructed videos with only cardiac motion.

![Four-chamber view](image)

Figure 13: Four-chamber view. First row: Representative frames of the original video. Second row: Reconstructed video with only cardiac motion.

![Four-chamber view](image)

Figure 14: Four-chamber view. First image: Reference frame with marked slice, second (resp. fifth) image: slice over time for ground truth with only cardiac (resp. respiratory) motion, third (resp. sixth) image: slice over time for reconstructed images with only cardiac (resp. respiratory) motion, fourth and seventh image: difference between ground truth and reconstructed (upscaled by a factor of two).
Figure 15: Short-axis view. First row: Representative frames of the original video. Second row: Reconstructed video with only cardiac motion.

Figure 16: Short-axis view. First image: Reference frame with marked slice, second (resp. fifth) image: slice over time for ground truth with only cardiac (resp. respiratory) motion, third (resp. sixth) image: slice over time for reconstructed images with only cardiac (resp. respiratory) motion, fourth and seventh image: difference between ground truth and reconstructed (upscaled by a factor of two).