Radial distribution function for hard spheres in fractal dimensions: A heuristic approximation
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Analytic approximations for the radial distribution function, the structure factor, and the equation of state of hard-core fluids in fractal dimension \( d \) (1 \( \leq \) \( d \) \( \leq \) 3) are developed as heuristic interpolations from the knowledge of the exact and Percus–Yevick results for the hard-rod and hard-sphere fluids, respectively. In order to assess their value, such approximate results are compared with those of recent Monte Carlo simulations and numerical solutions of the Percus–Yevick equation for a fractal dimension [M. Heinen et al., Phys. Rev. Lett. 115, 097801 (2015)], a good agreement being observed.

I. INTRODUCTION

The so-called classical fluids can, to a good approximation, be modeled and treated by the methods of classical statistical mechanics. Among these systems, the relatively simple hard-core models (hard rods, disks, spheres, and hyperspheres) have played a very important role in laying the foundations of a solid theoretical framework for dealing with the thermodynamic and structural properties of real fluids. Among their assets, it should be pointed out that all hard-core fluids share similar properties, including the existence of a fluid-solid phase transition (except in the one-dimensional case) that occurs at a packing fraction that becomes smaller as the dimensionality \( d \) is increased. Thus, increasing the dimensionality of these hard-core fluids leads in general to simpler mathematical formulations to describe similar phenomenology [1].

On the other hand, while real fluids in the bulk are three-dimensional, once they are confined their effective dimension becomes \( d = 2 \) or \( d = 1 \). It is well known that confinement has a substantial influence on the thermodynamic and structural properties of fluids, a subject that has been profusely dealt with in the literature (see, for instance, Refs. 2–4 and references therein).

On the other hand, it is only very recently that Heinen et al. [5] have addressed the problem of formulating a theory for the fractal analog of the simplest classical generic model fluid in integer dimensions, namely, the hard-core fluid in fractal dimensions between \( d = 1 \) and 3. In their model, they consider fractal particles in a fractal configuration space, both of the same noninteger dimension. Such a generic model of fractal liquids can describe, for instance, microphase separated binary liquids in porous media and highly branched liquid droplets confined to a fractal polymer backbone in a gel. Heinen et al. [5] performed Monte Carlo (MC) simulations of fractal hard “spheres” lying on a near-critical percolating lattice cluster. In this context, a fractal sphere of “diameter” \( \sigma \) is defined by those lattice sites at a chemical distance (taxicab metric) from the sphere center site smaller than \( \frac{1}{2} \sigma \). Moreover, Heinen et al. were able to (numerically) generalize the solution to the Ornstein–Zernike equation with the Percus–Yevick (PY) closure to noninteger dimensions. In that solution, the corresponding radial distribution function (RDF) and thermodynamic properties represent the analytic continuations of the standard PY theory with respect to the dimension.

The aim of this paper is to develop an analytic approximation for the RDF \( g^{(d)}(r, \phi) \) of hard-core fluids in fractal dimension \( d \) (with \( 1 \leq d \leq 3 \)), where \( r \) is the distance (in the non-Euclidian fractal space) and \( \phi \equiv \left[(\pi/4)^{d/2}/\Gamma(1+d/2)\right]r \sigma^d \) is the packing fraction (with \( \sigma \) the hard-core diameter and \( r \) the number density). Following a heuristic approach similar to the one used to derive the RDF of a hard-disk fluid ([6]), our approximation will be constructed simply as an interpolation between the exact RDF \( g^{(3)}(r, \phi) \) at \( d = 1 \) [7–12] and the PY solution \( g^{(3)}(r, \phi) \) at \( d = 3 \) [10, 11, 13–17], with suitably scaled packing fractions. The determination of the two scaling parameters requires the independent proposal of an analytic approximate expression for the contact value \( g^{(d)}_{\text{cont}}(\phi) \equiv g^{(d)}(\sigma^+ , \phi) \), and hence for the virial equation of state of the fractal fluid, and this represents an extra bonus of our heuristic approach. As we will see, despite the simplicity of the theory, the results agree fairly well with both MC simulations and PY numerical results obtained in Ref. [5] at \( d = 1.67659 \).

The paper is organized as follows. In Sec. II, we propose the explicit expressions for \( g^{(d)}_{\text{cont}}(\phi) \) and \( g^{(d)}(r, \phi) \), and derive the compressibility factor \( Z^{(d)}(\phi) \) that follows from both the virial and compressibility routes to the equation of state. In Sec. III, we perform an analysis of the behavior of the third and fourth virial coefficients that follow from our formulation, while our theoretical results for the compressibility factor, the RDF, and the structure factor are compared in Sec. IV with those of the
generalized PY theory and the MC data presented in Ref. 5. The paper concludes in Sec. V with some concluding remarks.

II. RADIAL DISTRIBUTION FUNCTION AND EQUATION OF STATE

Due to their importance in our later development, before constructing the function \( g^{(d)}(r, \phi) \), let us first consider two different quantities (one local and another one global) related to \( g^{(d)}(r, \phi) \). On the one hand, we take the contact value \( g^{(d)}_{\text{cont}}(\phi) \) defined above. The exact and PY results for this quantity corresponding to \( d = 1 \) and \( d = 3 \) are, respectively,

\[
g^{(1)}_{\text{cont}}(\phi) = \frac{1}{1 - \phi}, \quad (2.1a)
\]

\[
g^{(3)}_{\text{cont}}(\phi) = \frac{1 + \phi / 2}{(1 - \phi)^2}, \quad (2.1b)
\]

We also note that the scaled-particle theory (SPT) approximation [18, 19] for \( d = 2 \) has the form

\[
g^{(2)}_{\text{cont}}(\phi) = \frac{1 - a^{(2)}(\phi)}{(1 - \phi)^2}, \quad (2.2)
\]

with \( a^{(2)} = \frac{1}{2} \). A more accurate fractional value \( a^{(2)} = \frac{7}{16} = 0.4375 \) was proposed by Henderson [20], who also noticed that the value \( a^{(2)} = 2\sqrt{3}/\pi - 2/3 \approx 0.436 \) guarantees that Eq. (2.2) reproduces the exact third virial coefficient of hard disks. Here we will adopt the latter value for \( a^{(2)} \).

In view of Eqs. (2.1) and (2.2), it is suggestive to construct a simple generalization for \( 1 \leq d \leq 3 \) as

\[
g^{(d)}_{\text{cont}}(\phi) = \frac{1 - a^{(d)}(\phi)}{(1 - \phi)^2}. \quad (2.3a)
\]

The density-independent coefficient \( a^{(d)} \) can be constructed as a quadratic polynomial in \( d \) with coefficients such that \( a^{(1)} = 1, a^{(2)} = 2\sqrt{3}/\pi - 2/3, \) and \( a^{(3)} = \frac{1}{2} \). The resulting expression is

\[
a^{(d)} = \frac{1}{4} (5 - d)(2 - d) + (3 - d)(d - 1)a^{(2)}. \quad (2.3b)
\]

Next, we consider a convenient global quantity related to \( g^{(d)}(r, \phi) \), namely the first moment of the total correlation function, \( h^{(d)}(r, \phi) = g^{(d)}(r, \phi) - 1 \), defined as

\[
H^{(d)}(\phi) = -\sigma^{-2} \int_0^{\infty} dr r h^{(d)}(r, \phi). \quad (2.4)
\]

The exact and PY results for this quantity corresponding to \( d = 1 \) and \( d = 3 \) are [6], respectively,

\[
H^{(1)}(\phi) = \frac{1}{2} - \frac{2}{3} \phi + \frac{1}{4} \phi^2, \quad (2.5a)
\]

\[
H^{(3)}(\phi) = \frac{1}{2} - \frac{1}{3} \phi(2 - \phi) + \frac{1}{1 + 2\phi}. \quad (2.5b)
\]

Note that the knowledge of \( g^{(d)}_{\text{cont}}(\phi) \) determines the equation of state via the virial route as [11, 16]

\[
Z^{(d)}_{\text{vir}}(\phi) = 1 + 2^{d-1} \phi g^{(d)}_{\text{cont}}(\phi), \quad (2.6)
\]

where \( Z^{(d)} \equiv p / \rho k_B T \) is the so-called compressibility factor. On the other hand, the compressibility equation of state may be derived from the following relations [11, 16]:

\[
\chi^{(d)}(\phi) \equiv \left[ \frac{\partial \phi Z^{(d)}(\phi)}{\partial \phi} \right]^{-1} = 1 + \rho \int dr h^{(d)}(r, \phi) = 1 + d^{2d} \phi \sigma^{-d} \int_0^\infty dr r^{d-1} h^{(d)}(r, \phi), \quad (2.7a)
\]

\[
Z^{(d)}_{\text{comp}}(\phi) = \int_0^1 \frac{dt}{\chi^{(d)}(\phi t)}. \quad (2.7b)
\]

In particular, in the two-dimensional case (\( d = 2 \)) the moment \( H^{(2)} \) is directly related to the isotherm compressibility:

\[
\chi^{(2)}(\phi) = 1 - 8\phi H^{(2)}(\phi). \quad (2.8)
\]

Imposing thermodynamic consistency with Eqs. (2.2), (2.6), and (2.8), one obtains

\[
H^{(2)}(\phi) = \frac{\frac{1}{2} - \frac{1}{4} a^{(2)}(\phi)(3 - \phi)}{1 + \phi + [1 - 2a^{(2)}(\phi)]^2 / (3 - \phi)}. \quad (2.9)
\]

The simplest common structure of Eqs. (2.5) and (2.9) can be seen to consist in the ratio between a quadratic and a cubic function of \( \phi \). Analogously to what we did in the case of the generalization (2.3), we keep such a structure for all \( 1 \leq d \leq 3 \) with density-independent coefficients expressed as quadratic functions of \( d \). The result is

\[
H^{(d)}(\phi) = \frac{\frac{1}{2} - A^{(d)}(\phi) + C^{(d)}(\phi)^2}{1 + (d - 1)\phi \left( 1 + (3 - d)[1 - 2a^{(2)}(\phi)](3 - \phi) \right)}. \quad (2.10a)
\]

with

\[
A^{(d)} = \frac{1}{60}(2 - d)(63 - 23d) + \frac{3}{4}(d - 1)(3 - d)a^{(2)}, \quad (2.10b)
\]

\[
C^{(d)} = \frac{1}{20}(2 - d)(8 - 3d) + \frac{1}{4}(d - 1)(3 - d)a^{(2)}. \quad (2.10c)
\]

Now we turn to the construction of a function \( g^{(d)}(r, \phi) \) that, apart from reducing to \( g^{(1)}(r, \phi) \) and \( g^{(3)}(r, \phi) \) in the limits \( d \to 1 \) and \( d \to 3 \), respectively, is consistent
with Eqs. (2.3) and (2.10). Following the heuristic idea of Ref. 6, we assume the simple interpolation formula
\[ g^{(d)}(r, \phi) = \alpha^{(d)}(\phi) g^{(1)}(r, \lambda_1^{(d)}(\phi) \phi) + [1 - \alpha^{(d)}(\phi)] g^{(3)}(r, \lambda_3^{(d)}(\phi) \phi), \tag{2.11} \]
where the mixing parameter \( \alpha^{(d)}(\phi) \) and the scaling factors \( \lambda_1^{(d)}(\phi) \) and \( \lambda_3^{(d)}(\phi) \) are functions of \( \phi \) and \( d \) to be determined. The exact and PY expressions for \( g^{(1)}(r, \phi) \) and \( g^{(3)}(r, \phi) \), respectively, are recalled in the Appendix.

To fix \( \lambda_1^{(d)}(\phi) \) and \( \lambda_3^{(d)}(\phi) \), and again as in Ref. 6, we impose consistency with (2.3) regardless of the choice of the mixing parameter \( \alpha^{(d)}(\phi) \). This implies that
\[ g^{(d)}_{\text{cont}}(\phi) = g^{(1)}_{\text{cont}} \left( \lambda_1^{(d)}(\phi) \phi \right) = g^{(3)}_{\text{cont}} \left( \lambda_3^{(d)}(\phi) \phi \right). \tag{2.12} \]

The scaling factors \( \lambda_1^{(d)}(\phi) \) and \( \lambda_3^{(d)}(\phi) \) have the following interpretation. Given a \( d \)-dimensional system at a packing fraction \( \phi_d \), the effective packing fractions \( \phi_1 \) and \( \phi_3 \) of the reference one- and three-dimensional systems (i.e., those having the same contact value), are, respectively,
\begin{align*}
\phi_1 &= \lambda_1^{(d)}(\phi_d) \phi_d, \tag{2.13a} \\
\phi_3 &= \lambda_3^{(d)}(\phi_d) \phi_d. \tag{2.13b}
\end{align*}

In particular, setting \( d = 1 \) in Eq. (2.13b) yields \( \phi_3 = \lambda_3^{(1)}(\phi_1) \phi_1 \). Combining this with Eq. (2.13b), we obtain \( \lambda_3^{(1)}(\phi_1) \phi_1 = \lambda_3^{(d)}(\phi_d) \phi_d \). Next, taking into account Eq. (2.13a) we derive the following consistency condition
\[ \lambda_3^{(1)} \left( \lambda_1^{(d)}(\phi_d) \phi_d \right) = \frac{\lambda_3^{(d)}(\phi_d)}{\lambda_1^{(d)}(\phi_d)}. \tag{2.14a} \]

Proceeding in a similar way, we also have
\[ \lambda_1^{(3)} \left( \lambda_3^{(d)}(\phi_d) \phi_d \right) = \frac{\lambda_1^{(d)}(\phi_d)}{\lambda_3^{(d)}(\phi_d)}. \tag{2.14b} \]

It can be easily checked that Eqs. (2.14) are indeed satisfied as a consequence of Eq. (2.12).

Using Eqs. (2.1), the solution to Eq. (2.12) is easily found to be
\[ \lambda_1^{(d)}(\phi) = \frac{g^{(d)}_{\text{cont}}(\phi) - 1}{\phi g^{(d)}_{\text{cont}}(\phi)}, \tag{2.15} \]
\[ \lambda_3^{(d)}(\phi) = \frac{1 + 4 g^{(d)}_{\text{cont}}(\phi) - \sqrt{1 + 24 g^{(d)}_{\text{cont}}(\phi)}}{4 \phi g^{(d)}_{\text{cont}}(\phi)}. \tag{2.16} \]

Once the scaling parameters \( \lambda_1^{(d)}(\phi) \) and \( \lambda_3^{(d)}(\phi) \) are determined, we obtain the mixing parameter \( \alpha^{(d)}(\phi) \) by imposing consistency between Eq. (2.11) and the moment (2.10):
\[ \alpha^{(d)}(\phi) = \frac{H^{(d)}(\phi) - H^{(3)} \left( \lambda_1^{(d)}(\phi) \phi \right)}{H^{(1)} \left( \lambda_1^{(d)}(\phi) \phi \right) - H^{(3)} \left( \lambda_3^{(d)}(\phi) \phi \right)}. \tag{2.17} \]

In summary, our proposal is defined by Eqs. (2.11) and (2.15)–(2.17), with \( g_{\text{cont}}^{(d)}(\phi) \) and \( H^{(d)}(\phi) \) being given by Eqs. (2.3) and (2.10), respectively. In turn, the compressibility factor \( Z^{(d)}(\phi) \) can be obtained either analytically from the virial route (2.6), with the contact value \( g_{\text{cont}}^{(d)}(\phi) \) given by Eqs. (2.3), or numerically from the compressibility route (2.7). By construction, the approximation (2.11) reduces to the exact and PY results in the limits \( d \to 1 \) and \( d \to 3 \), respectively, and is consistent (via both the virial and compressibility routes) with Hender-
son’s equation of state [see Eqs. (2.2) and (2.9)] in the limit \( d \to 2 \).

Note that the same method could still be applied by prescribing for \( g^{(3)}(r, \phi) \) a RDF thermodynamically consistent and more accurate than the PY one, such as the rational-function approximation [11, 21–23], and/or by enforcing an equation of state for hard-disk fluids different from Henderson’s. For simplicity, however, we keep the approximation (2.11) as formulated above [24].

Figure 1 shows \( \lambda_1^{(d)}(\phi) \), \( \lambda_3^{(d)}(\phi) \), and \( \alpha^{(d)}(\phi) \) as functions of \( \phi \) for the representative values \( d = 1, 1.25, \ldots, 2, 2.25, \ldots, 3 \). As expected on physical grounds, \( \lambda_1^{(d)}(\phi) \) and \( \lambda_3^{(d)}(\phi) \) are, respectively, monotonically decreasing and increasing functions of \( \phi \). On the other hand, \( \alpha^{(d)}(\phi) \) is very weakly dependent on \( \phi \). Obviously, \( \lambda_1^{(1)}(\phi) = 1 \), \( \lambda_3^{(3)}(\phi) = 1 \), \( \alpha^{(1)}(\phi) = 1 \), and \( \alpha^{(3)}(\phi) = 0 \).

Before closing this section, let us also consider another structural property, namely the structure factor

\[
S^{(d)}(k, \phi) = 1 + \rho \tilde{h}^{(d)}(k, \phi).
\]

Here, the Fourier transform of the total correlation function is [5]

\[
\tilde{h}^{(d)}(k, \phi) = \int \frac{d^d r e^{i k \cdot r}}{2\pi^{d/2}} h^{(d)}(r, \phi) = \frac{2\pi^{d/2}}{k^{d/2-1}} \int_0^\infty dr r^{d/2} h^{(d)}(r, \phi) J_{d/2-1}(kr),
\]

where \( J_n(x) \) is the Bessel function. Insertion of Eq. (2.11) yields

\[
S^{(d)}(k, \phi) = 1 + \frac{\alpha^{(d)}(\phi)}{\lambda_1^{(d)}(\phi)} I_1^{(d)} \left( k, \lambda_1^{(d)}(\phi) \right) + \frac{1 - \alpha^{(d)}(\phi)}{\lambda_3^{(d)}(\phi)} I_3^{(d)} \left( k, \lambda_3^{(d)}(\phi) \right),
\]

where we have called

\[
I_{1,3}^{(d)}(k, \phi) \equiv \frac{2^{3d/2} \Gamma(1 + d/2)}{k^{d/2-1}} \sigma^{-d} \phi \times \int_0^\infty dr r^{d/2} h^{(1,3)}(r, \phi) J_{d/2-1}(kr).
\]

**III. LOW-DENSITY PROPERTIES**

In order to illustrate some of the consequences of our proposal, in this section we analyze its low-density predictions. To first order in density, one can write

\[
g^{(d)}(r, \phi) = \Theta(r - 1) \left[ 1 + \gamma^{(d)}(r) \phi + O(\phi^2) \right],
\]

where, without loss of generality, henceforth we have set the value of the hard-core diameter to be \( \sigma = 1 \) (i.e., distances are measured in units of the hard-core diameter) and \( \Theta(x) \) is the Heaviside step function. The exact function \( \gamma^{(d)}(r) \) is given by [25]

\[
\gamma^{(d)}_{\text{exact}}(r) = 2^d \frac{B_1 - r^2/4 \left( \frac{d+1}{2} - \frac{d}{2} \right) \Theta(2 - r)}{B_1 \left( \frac{d+1}{2} - \frac{d}{2} \right)}
\]

for \( d = 1, 1.25, 1.5, 1.75, 2, 2.25, 2.5, 2.75, 3 \). The curves and the circles correspond to the exact function (3.2) and the approximation (3.5), respectively. Note that, for better visibility, the curves have been shifted vertically a distance 0, 0.5, \ldots, 4 for \( d = 1, 1.25, \ldots, 3 \), respectively.

On the other hand, use of the approximation (2.11) yields

\[
\gamma^{(d)}(r) = \alpha_0^{(d)} \lambda_1^{(d)}(\phi) \gamma^{(1)}(r) + [1 - \alpha_0^{(d)}] \lambda_3^{(d)} \gamma^{(3)}(r),
\]

where

\[
\alpha_0^{(d)} \equiv \lim_{\phi \to 0} \alpha^{(d)}(\phi) = \frac{3}{34} \frac{50 A^{(d)} + 22 a^{(d)} + 25 d - 69}{2 - a^{(d)}}
\]

\[
\lambda_1^{(d)} \equiv \lim_{\phi \to 0} \lambda_1^{(d)}(\phi) = 2 - a^{(d)},
\]

\[
\lambda_3^{(d)} \equiv \lim_{\phi \to 0} \lambda_3^{(d)}(\phi) = \frac{2}{5} \left[ 2 - a^{(d)} \right].
\]

As seen from Fig. 2, the values obtained from Eq. (3.5) are practically indistinguishable from the exact ones, Eq. (3.2).
The relative deviations of \( b^{(d)}_{3,\text{vir}} \) and \( b^{(d)}_{3,\text{comp}} \) from \( b^{(d)}_{3,\text{exact}} \) are plotted in Fig. 3(a). The prescriptions (3.9) are exact at \( d = 1, 2, \) and 3. One can see that the highest deviations of \( b^{(d)}_{3,\text{vir}} \) from \( b^{(d)}_{3,\text{exact}} \) are \(-0.9\% \) (\( d = 1.389 \)) and \(+0.6\% \) (\( d = 2.539 \)). In the case of \( b^{(d)}_{3,\text{comp}} \), the highest deviations are \(+0.2\% \) (\( d = 1.485 \)) and \(-0.3\% \) (\( d = 2.603 \)).

In respect to the fourth virial coefficient \( b^{(d)}_{4} \), although it is exactly known for integer values of \( d \) [28, 29], an analytic continuation to fractional \( d \) is, to the best of our knowledge, not available. On the other hand, the fourth virial coefficients that follow from the virial route, \( b^{(d)}_{4,\text{vir}} \), and from the compressibility route, \( b^{(d)}_{4,\text{comp}} \), can easily be derived from Eqs. (2.6) and (2.7), respectively. The ratio \( b^{(d)}_{4,\text{comp}}/b^{(d)}_{4,\text{vir}} \) is plotted in Fig. 3(b). We observe that, in contrast to what happens in the case of \( b^{(d)}_{3} \), one has \( b^{(d)}_{4,\text{comp}} < b^{(d)}_{4,\text{vir}} \) for \( 1 < d < 2 \) and \( b^{(d)}_{4,\text{comp}} > b^{(d)}_{4,\text{vir}} \) for \( 2 < d \leq 3 \). Obviously, the PY value \( b^{(3)}_{4,\text{comp}}/b^{(3)}_{4,\text{vir}} = 19/16 = 1.1875 \) is recovered at \( d = 3 \).

**IV. RESULTS AT FINITE DENSITY**

Once we have studied the main properties of our proposal in the low-density regime, we turn our attention to the more important case of finite densities.

We first discuss the compressibility factor. Figure 4 compares \( Z^{(d)}_{\text{vir}}(\phi) \) and \( Z^{(d)}_{\text{comp}}(\phi) \), as predicted by our heuristic approximation, with \( Z^{(d)}_{\text{exact}}(\phi) \), as obtained from the numerical solution of the PY integral equation [5, 31]. It can be observed that the simple equation of state defined by the combination of Eqs. (2.3) and (2.6) gives values close to (but slightly larger than) those obtained from the PY equation. Of course, both approximations coincide, by construction, at \( d = 3 \). As for the compressibility-route function \( Z^{(d)}_{\text{comp}}(\phi) \) obtained from our approach, it practically coincides with \( Z^{(d)}_{\text{vir}}(\phi) \) up to \( Z^{(d)} \approx 4 \). Thereafter, one has \( Z^{(d)}_{\text{comp}}(\phi) < Z^{(d)}_{\text{vir}}(\phi) \) for \( 1 < d < 2 \) and \( Z^{(d)}_{\text{comp}}(\phi) > Z^{(d)}_{\text{vir}}(\phi) \) for \( 2 < d \leq 3 \), in qualitative agreement with Fig. 3(b).

To analyze the degree of thermodynamic inconsistency between \( Z^{(d)}_{\text{comp}}(\phi) \) and \( Z^{(d)}_{\text{vir}}(\phi) \) with more detail, we choose, for each \( d \), a reference packing fraction \( \phi_{\text{ref}} \) such that \( Z^{(d)}_{\text{vir}}(\phi_{\text{ref}}) = Z_{\text{ref}} \), where \( Z_{\text{ref}} \) is a certain common value. Figure 5 shows the curves corresponding to \( Z_{\text{ref}} = 6 \) and \( Z_{\text{ref}} = 10 \). As can be observed, the inconsistency is typically smaller for \( 1 < d < 2 \) than for \( 2 < d < 3 \). In the latter interval, the highest discrepancy does not correspond to \( d = 3 \) but to \( d \approx 2.7 \). Taking into account the known behavior at \( d = 3 \), it is suggestive to speculate that the correct value of the compressibility factor lies approximately between \( Z^{(d)}_{\text{comp}}(\phi) \) and \( Z^{(d)}_{\text{vir}}(\phi) \), perhaps closer to the former than to the latter. This conjecture is supported by Fig. 3(a).
FIG. 4. Plot of the compressibility factor $Z^{(d)}(\phi)$ for (a) $d = 1.25$, (b) $d = 1.5$, (c) $d = 1.75$, (d) $d = 2$, (e) $d = 2.25$, (f) $d = 2.5$, (g) $d = 2.75$, and (h) $d = 3$. The curves without symbols and the curves with circles represent the results obtained from our approach through the virial and compressibility routes, respectively. The curves with triangles correspond to $Z^{(d)}_{\text{vir}}(\phi)$ as obtained from the numerical solution of the PY integral equation [5].

Let us consider now the RDF. Figure 6 compares our simple approximation (2.11) against MC simulations and numerical solutions of the PY equation for the fractal dimensionality $d = 1.67659$ and two packing fractions [5]. We observe that at the lowest density ($\phi = 0.266$) the results obtained from the heuristic approach (2.11) are practically indistinguishable from the PY values, both describing fairly well the MC data. At a higher density ($\phi = 0.487$), however, small differences are visible, especially around the first minimum and the second maximum. Although the noise in the MC data does not allow for a definite conclusion, a slightly better performance of Eq. (2.11) seems to be present.

The good agreement observed in Fig. 6 between our simple approach and the much more demanding numerical solution of the PY integral equation [31] is nicely confirmed by Fig. 7 at the level of the structure factor. Both theories yield practically indistinguishable results at $\phi = 0.266$. At $\phi = 0.487$, the only visible differences appear around the first peak and the first minimum (different from the one at $k = 0$) of $S^{(d)}(k, \phi)$, where the values obtained from Eq. (2.20) are slightly smaller than the PY ones.

V. CONCLUDING REMARKS

Motivated by the recent work of Heinen et al. [5], in this paper we have constructed a heuristic approximation for the RDF $g^{(d)}(r, \phi)$ and its associated structure factor $S^{(d)}(k, \phi)$ of hard-core fluids in fractal dimension ($1 \leq d \leq 3$) [cf. Eqs. (2.11) and (2.20)], which is exact for $d = 1$ and reduces to the PY result for $d = 3$. Also, using $g^{(d)}(r, \phi)$, approximations for the compressibility factor $Z^{(d)}(\phi)$ of such fluids have been derived either analytically from the virial route [cf. Eq. (2.6), with the contact value $g^{(d)}_{\text{cont}}(\phi)$ given by Eqs. (2.3)], or numeri-
FIG. 5. Plot of the ratio $Z_{\text{comp}}^{(d)}/Z_{\text{vir}}^{(d)}$ as a function of $d$. For each value of $d$, a packing fraction $\phi_{\text{ref}}$ is chosen such that $Z_{\text{vir}}^{(d)}(\phi_{\text{ref}}) = Z_{\text{ref}}$, where $Z_{\text{ref}}$ is a common value. The two curves correspond to $Z_{\text{ref}} = 6$ and $Z_{\text{ref}} = 10$.

FIG. 6. Plot of $g^{(d)}(r, \phi)$ at (a) $\phi = 0.266$ and (b) $\phi = 0.487$ for $d = 1.67659$. The symbols correspond to MC simulations [5], while the solid and dashed curves represent the numerical solution of the PY integral equation [5] and the analytical approximation (2.11), respectively.

FIG. 7. Plot of $S^{(d)}(k, \phi)$ at (a) $\phi = 0.266$ and (b) $\phi = 0.487$ for $d = 1.67659$. The solid and dashed curves represent the numerical solution of the PY integral equation [30] and the approximation (2.20), respectively.

As said in Sec. II, it would be possible to improve the accuracy of our proposal (2.11) by employing for the three-dimensional RDF $g^{(3)}(r, \phi)$ a more consistent and reliable form [11, 21–23] than the PY one. While this alternative implementation is not expected to have a rel-
event impact for fractal dimensions $1 < d < 2$, it might be interesting to explore it in the range $2 < d < 3$, provided computer simulations and/or numerical solutions of integral equations were available. Another possible extension of our work in the same range of values for the fractal dimension is the case of mixtures, where again the exact solution for $d = 1$ and the PY solution for $d = 3$ are known [9, 11, 32]. Although our proposal has been devised explicitly for $1 < d < 3$, in principle one could attempt to extrapolate it for fractal dimensions slightly higher than $d = 3$. Of course it should be expected that the quality of the agreement will deteriorate as $d$ increases, especially beyond the low-density regime. As an illustration that this is the case, for $d = 3$ the exact RDF is known [3, 37], in principle one could attempt to extrapolate it for fractal dimensions slightly higher than $d$. In such a case the exact RDF is known [5, 33] and the PY result for $d = 3$ is also available [11, 38, 39].
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**Appendix: Radial distribution function of hard rods and hard spheres**

1. Hard rods

In the one-dimensional case ($d = 1$), the Laplace transform

$$ G^{(1)}(s, \phi) = \int_0^\infty dr \, e^{-s} g^{(1)}(r, \phi) $$ (A.1)

is exactly given by [9, 11]

$$ G^{(1)}(s, \phi) = \frac{1}{\phi} \frac{e^{-s}}{1 + s(1 - \phi)/\phi - e^{-s}}, $$ (A.2)

where again we have set $\sigma = 1$ as length unit. Expanding $G^{(1)}(s, \phi)$ in powers of $e^{-s}$, it is easy to perform an inverse Laplace transform term by term to obtain

$$ g^{(1)}(r, \phi) = \frac{1}{\phi} \sum_{\ell=1}^{\infty} \left( \frac{\phi}{1 - \phi} \right)^{\ell} \frac{(r - \ell)^{\ell-1}}{(\ell - 1)!} \times e^{-(r - \ell/\phi)}(1 - \phi) \Theta(r - \ell). $$ (A.3)

This representation can be truncated at $\ell = \ell_c$ if only the range $1 \leq r \leq \ell_c + 1$ is relevant. On the other hand, the tail of the total correlation function is in principle necessary to complement (A.3) in the evaluation of the integrals in (2.7a) and (2.21). The asymptotic tail of $h^{(1)}(r, \phi)$ is [40]

$$ h^{(1)}(r, \phi) \approx K^{(1)}(\phi)e^{-\kappa^{(1)}(\phi)r} \cos[\omega^{(1)}(\phi)r + \delta^{(1)}(\phi)], $$ (A.4)

where $s = -\kappa^{(1)}(\phi) \pm i\omega^{(1)}(\phi)$ are the two complex conjugate roots of $G^{(1)}(s)$ with a real part closest to the origin and $\frac{1}{2}K^{(1)}e^{\delta^{(1)}}$ is the associated residue. More explicitly, $\kappa^{(1)}$ and $\omega^{(1)}$ are roots of the coupled set of transcendental equations

$$ 1 - \frac{1 - \phi}{\phi} = e^{\kappa^{(1)}} \cos[\omega^{(1)}], $$ (A.5a)

$$ -1 - \frac{1 - \phi}{\phi} = e^{\kappa^{(1)}} \sin[\omega^{(1)}]. $$ (A.5b)

Once $s = -\kappa^{(1)}(\phi) \pm i\omega^{(1)}(\phi)$ are known, the amplitude and phase are

$$ K^{(1)} = 2 \left[ 1 + \frac{1 - \phi}{\phi + (1 - \phi)s_{\pm}} \right]^{-1}, $$ (A.6a)

$$ \delta^{(1)} = -\arg \left[ 1 + \frac{1 - \phi}{\phi + (1 - \phi)s_{\pm}} \right]. $$ (A.6b)

2. Hard spheres

The PY solution for the three-dimensional case has a structure reminiscent of that of the one-dimensional case. First, the Laplace transform

$$ G^{(3)}(s, \phi) = \int_0^\infty dr \, e^{-rs} g^{(3)}(r, \phi) $$ (A.7)

is introduced. The PY solution is then found to be [11, 14, 15]

$$ G^{(3)}(s, \phi) = s \frac{F(s, \phi)e^{-s}}{1 + 12\phi F(s, \phi)e^{-s}}, $$ (A.8)

where

$$ F(s, \phi) = \frac{1}{12\phi + S_1(\phi)s + S_2(\phi)s^2 + S_3(\phi)s^3}. $$ (A.9)
with the coefficients
\[
L_1(\phi) = \frac{1 + \phi/2}{1 + 2\phi}, \quad S_1(\phi) = -\frac{3}{2}\frac{\phi}{1 + 2\phi}, \quad (A.10a)
\]
\[
S_2(\phi) = -\frac{1}{2}\frac{1 - \phi}{1 + 2\phi}, \quad S_3(\phi) = -\frac{1}{12}\frac{(1 - \phi)^2}{1 + 2\phi}. \quad (A.10b)
\]
Again, a formal expansion of Eq. (A.8) in terms of \(e^{-s}\) allows one to write
\[
g^{(3)}(r, \phi) = \frac{1}{r} \sum_{\ell=1}^{\infty} (-2\phi)^{\ell-1} \Psi_{\ell}(r - \ell, \phi) \Theta(r - \ell), \quad (A.11)
\]
where
\[
\Psi_{\ell}(r, \phi) = \sum_{j=1}^{\ell} \sum_{i=1}^{3} a^{(i)}_{ij}(\phi) e^{s_{i}(\phi)r} (\ell - j)! (j - 1)! r^{\ell - j}, \quad (A.12)
\]
\[
a^{(i)}_{ij}(\phi) = \lim_{s \to s_i(\phi)} \left( \frac{\partial}{\partial s} \right)^{j-1} \left\{ \left( s - s_i(\phi) \right) F(s, \phi) \right\}^{\ell}. \quad (A.13)
\]
Here, \(s_i(\phi), (i = 1, 2, 3)\) are the three roots of the cubic equation \(1 + S_1(\phi)s + S_2(\phi)s^2 + S_3(\phi)s^3 = 0\). As in the case of Eq. (A.3), the summation in Eq. (A.11) can be truncated at \(\ell = \ell^*\) to obtain the RDF within the interval \(1 \leq r \leq \ell^* + 1\). This can be complemented by the asymptotic tail of the total correlation function
\[
h^{(3)}(r, \phi) \approx \frac{K^{(3)}(\phi)}{r} e^{-\kappa^{(3)}(\phi)r} \cos[\omega^{(3)}(\phi)r + \delta^{(3)}(\phi)], \quad (A.14)
\]
where \(s_{\pm} = -\kappa^{(3)} \pm i\omega^{(3)}\) are the two complex conjugate poles of \(G^{(3)}(s)\) with a real part closest to the origin, \(\frac{1}{2}K^{(3)} e^{i\delta^{(3)}}\) being the associated residue. Thus, the transcendental equation for \(s_{\pm}\) is
\[
(1 + L_1 s_{\pm}) e^{-s_{\pm}} = 1 + S_1 s_{\pm} + S_2 s_{\pm}^2 + S_3 s_{\pm}^3, \quad (A.15)
\]
while the residue is
\[
\text{Res} = \frac{s_{\pm} (1 + L_1 s_{\pm})/12}{L_1 (s_{\pm} - 1) - 1 - e^{s_{\pm}} (S_1 + 2S_2 s_{\pm} + 3S_3 s_{\pm}^2),} \quad (A.16)
\]
so that
\[
K^{(3)} = 2|\text{Res}|, \quad \delta^{(3)} = \arg(\text{Res}). \quad (A.17)
\]
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