Measurement of ultrashort laser ablation of four metals (Al, Cu, Ni, W) in single pulse regime
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Abstract

We provide measurements of ablation of four post-transition and transition metals (aluminum, copper, nickel and tungsten) irradiated by single 800 nm laser pulses, in ultrashort regime from 100 fs pulse duration down to 15 fs covering a temporal range little explored yet. For each metal and pulse duration tested, we measure its ablation characteristics (depth and diameter) as a function of incident energy allowing us to determine its laser-induced ablation threshold and ablation rate in single-shot regime. For all metals studied, we observe constant ablation threshold fluence as a function of pulse duration extending this scaling law to pulse duration of few-optical-cycles. We also provide evidence of the interest of adjusting the incident fluence to maximize the energy specific ablation depth but also of the absence of any peculiar advantage related to the use of extremely short pulse duration for ablation purposes. Those informative and detailed ablation data have been obtained in single pulse regime and in air ambiance. They can serve as rewarding feedback for further establishing smart strategy for femtosecond laser micromachining and laser damage handling of metallic and metal-based components as well as for enhancing accuracy of modeling of femtosecond laser interaction with metals in ultrashort regime.
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1 Introduction

Femtosecond lasers are unique tools to machine materials with minimized thermal budget and high-quality process capability practically free of collateral effects [1,2]. In order to calibrate material transformation upon laser excitation and to develop subsequent micromachining processes, determination of laser-induced ablation threshold fluence is mandatory. Such measurements have been performed on a large variety of materials, including metals, semiconductors and dielectrics [3-6], and in a very broad range of pulse duration until few femtoseconds. In dielectric materials, initially optically transparent to 800 nm pulses, a strong decrease in the ablation threshold fluence has been measured when the pulse duration is reduced from hundreds of femtoseconds to few optical cycles [3,7,8]. In the case of semiconductors, a much less marked decrease of the ablation threshold fluence has been measured for pulse durations ranging from 5 to 400 fs [9].
In metals, the evolution of the ablation threshold fluence as a function of the pulse duration can be separated into two different regimes. For the pulse durations longer than the electron-phonon coupling time, the ablation threshold fluence increases as a function of the square root of the pulse duration and for pulse durations shorter than the electron-phonon coupling time, the ablation threshold remains constant when the pulse duration decreases [10,11]. This principle has been confirmed for pulse durations down to a few hundred femtoseconds. In femtosecond regime, numerous works have been carried out, but mainly for pulses of duration ≥ 100 fs or in multi-pulse mode [4,6,10,12] conveniently corresponding to today-mature commercial lasers suitable for the development of applications.

In the context of ultrashort pulses (<< 50 fs), one can cite few relevant works. For instance in [4], it was derived from measurements in multi-pulse regime single-shot ablation threshold fluence of copper in vacuum for various pulse durations, including experimental data at 10, 30, 250 and 550 fs. In particular, they demonstrate weak scaling with pulse duration ($F_{th,10fs} = 0.77$ J/cm² and $F_{th,550fs} = 0.95$ J/cm²). Other single-shot measurements obtained with Ti:Sapphire fs lasers in air, and including copper, aluminum or tungsten, yield diverse values, e.g. $F_{th,Al} = 0.51$ J/cm² (33 fs) [13], $F_{th,Cu} = 1.7$ J/cm² (100 fs) [14], $F_{th,Cu} = 0.58$ J/cm² (150 fs, however issued from fit of a multi-pulse incubation study) [6], $F_{th,W} = 0.44$ J/cm² (100 fs) [14]. Nonetheless experimental data are still rare in the ultrashort regime especially down to few-optical-cycle pulse durations (≤ 15 fs) and sometimes showing high controversy, which justifies and motivates further research. Moreover, measurements of ablation and damage thresholds of materials (including metals) are in high demand due to the rapid and impressive developments of high-peak power (PW class) ultrashort-pulse laser systems and associated fascinating applications and fundamental breakthroughs [15], and due to the development of high-quality micromachining processes potentially taking profit of the use of ultrashort pulses [16]. For instance, this immediately calls for laser damage certification of optical components and the determination of irradiation levels for calibrating matter transformation. Another motivation roots in providing detailed ablation data for progressing in fundamental understanding of ultrashort laser interaction with materials and the quest for establishing predictive quantitative models [17,18]. In this context, performing experiments with ultrashort pulses of different pulse duration is of prominent interest allowing us to test ablation phenomenon with pulses shorter than the characteristic energy coupling times of the material, like its electron-phonon coupling time or even its electron-electron equilibration time.

In order to provide measurements of ablation of metals in ultrashort regime, we thus perform specific measurements of laser-matter interaction (see description of experiments in Section 2). We concentrate our study on four post-transition and transition metals (aluminum, copper, nickel and tungsten) of academic and industrial interest. Note that the single-shot mode of interaction is here exclusively studied in order to get rid of any incubation effects and to provide calibrated ablation data on which strategy of micromachining can be further optimally developed. Firstly we evaluate the laser-induced ablation threshold fluence on a wide range of pulse duration ($15 – 100$ fs, see Section 3.1) and secondly, we measure the evolution of the ablation characteristics (ablated diameter and depth) as a function of the incident fluence (see Section 3.2). This finally helps to provide insights into energy specific ablation depth and to evaluate the interest of few-optical-cycle laser pulses for micromachining of metals.
2 Experimental procedure and details

All irradiation experiments are performed in single-shot regime using the beam line 5a of ASUR platform at LP3 laboratory. Nominally, the beam line delivers linearly polarized ~ 30 fs (FWHM) pulses at 100 Hz with 800 nm central wavelength (Δλ ≈ 760 – 840 nm FWHM) and a maximum energy of 1 mJ with 1% rms fluctuations. Afterwards, two experimental arrangements have been used (Fig. 1). The test bench A allows changing the pulse duration from 30 to 100 fs by pre-chirping the beam through compressor grating adjustments. The test bench B provides access to shorter pulse durations. Cross-polarized wave generation (XPW) is used to broaden the spectrum (720 – 880 nm) and final compression based on chirped mirrors and a pair of fused silica wedges yields pulses with duration down to 15 fs, and energy up to 30 μJ with fluctuations of 2.5% rms. The pump signal is suppressed by two consecutive pairs of Brewster polarizers. On both test-benches the incident energy is controlled by the combination of a half-wave plate and a set of four thin Brewster polarizers. Another half-wave plate is inserted before the focusing optics to manage the beam polarization.

The experiments are done at normal incidence and using the same incident (parallel) linear beam state of polarization. The beam is focused by a 90° off-axis parabola of 152.4 mm focal length on setup A and of 50.8 mm focal length on setup B. We used a smaller effective focal length (EFL) off-axis parabola on setup B to decrease the sensitivity to Kerr effect when dealing with intense few-optical-cycle pulses [19]. The spatial characterization of the beam is done by imaging the laser focal spot onto a CCD beam analyzer (Gentec Beamage) through a microscope objective. The measurement is calibrated with respect to a Ronchi grating of 200 lines per mm. The two beams have a Gaussian spatial distribution and propagation, and their radius at 1/e² in the focal plane are determined before each experimental test. Measurement of pulse duration is provided by a second-order interferometric autocorrelator (Femtometer, Femtolaser) for pulse durations of 15 and 30 fs, and by a single-shot autocorrelator (Bonsai, Amplitude Technologies) for pulse durations of 50 and 100 fs. This measurement was done systematically before the focusing parabola, considering all the dispersive optics present on the beam path before it. The target surface is positioned normal to the laser beam at the focal plane using repeated z-scan procedures at decreasing incident energies and with in-situ imaging diagnostic. The sample is placed in the focal plane with a precision of 50 µm, much less than the Rayleigh length of the beams on the two setups.

During experiments the intensity of the beam is varied up to ~ 4.10¹⁴ W/cm² and the peak power up to ~ GW. To evaluate the importance of self-focusing induced by optical Kerr nonlinearity and of defocusing related to self-produced plasma in air before the target, we measure in details the beam propagation as a function of the incident energy. On setup A at 30 fs, we measure a spatial shift of the focal plane position towards the focusing optics from the incident energy of ~ 10 μJ. On setup B, nonlinear effects in air start to be significant from the incident energy of 4.3 μJ [19]. When fitting the experimental data, for instance for the determination of the ablation threshold, we thus exclude the measurement points obtained at higher incident energy because of the progressive loss of control of the incident intensity on target and subsequent risks of biased interpretation.
The four metals studied were supplied by Goodfellow Inc. and have a purity of more than 99.9%. Their thickness varies between 0.5 and 3.2 mm, and the roughness (Ra parameter) of the materials was measured using an atomic force microscope (PSIA XE-100). Those characteristics as well as their main thermo-physical properties are summarized in the table 1. It is important to note that the surface finish of the sample influences the sample reflectivity. The reflectivity $R_{\text{measured Scattered}}$ scattered by a real rough surface (with Ra characteristics) can be linked to the reflectivity of a perfectly smooth surface $R_{\text{material}}$ by the formula: $R_{\text{measured}} \approx R_{\text{material}} \exp \left(-\frac{(4\pi Ra)^2}{\lambda}\right)$, (eq. 1) [20]. The reflectivity $R_{\text{measured}}$ of the different metals was measured using the collimated beam line 5a operated at very low incident energy (fluence) to provide a measurement at 800 nm (and with the corresponding spectral width) for the samples without inducing any change of their properties (unperturbed material). In those conditions in which the detector is placed at a large distance of the sample, the monitored reflectivity ($R_{\text{measured}}$) does not incorporate the diffuse part reflected by the sample (especially for Al and Cu having high Ra characteristics). The values of the reflectivity coefficient obtained from those measurements are in very good agreement with the literature values obtained at low energy with continuous beams [21,22] and with the optical response of the material given by
Fresnel's formulas (and corresponding to the reflectivity $R_{\text{calculated}}$ using coefficients of tabulated dielectric function or with the reflectivity $R_{\text{material}}$ of the perfectly smooth surface when using Eq. 1) (see Table 1).

| Material          | Aluminum | Copper | Nickel | Tungsten |
|-------------------|----------|--------|--------|----------|
| Electronic config | [Ne] 3s²3p¹ | [Ar] 3d¹⁰4s¹ | [Ar] 3d⁴4s² | [Xe] 4f¹⁴5d⁶6s² |
| Molar mass $M$ (g/mol⁻¹) | 26.98   | 63.55  | 58.69  | 183.84  |
| Atomic density $n_\text{d}$ (m⁻³) | 6.02×10⁻²⁸ | 8.49×10⁻²⁸ | 9.13×10⁻²⁸ | 6.32×10⁻²⁸ |
| Number of free electrons per atom | 3       | 1      | 2      | 2       |
| Volumetric mass density, $\rho$ (g/cm³) | 2.70    | 8.96   | 8.90   | 19.3    |
| Fermi energy (eV) and temperature ($T_F = E_F/k_B$) (K) | 10.8 - 125217 | 7.05 - 81739 | 11.7 - 135652 | 9.2 - 106667 |
| Electron work function*, $E_{esc}$ (eV) | 4.17    | 4.76   | 5.2    | 4.55    |
| Atomic bond dissociation energy, $E_{bd}$ (eV) | 3.435   | 3.5    | 4.465  | 8.835   |
| Melting temperature, $T_m$ (K) | 933     | 1357   | 1728   | 3695    |
| Vaporization temperature (K) | 2792   | 2835   | 3186   | 5826    |
| Enthalpy of melting (kJ/mol) | 10.79   | 13.05  | 17.48  | 35.4    |
| Enthalpy of vaporization (kJ/mol) | 294.0  | 300.3  | 370.4  | 824.0   |
| Sum of enthalpy of melting and vaporization $\Omega$ (J/mm²) | 30.48   | 44.07  | 58.86  | 90.75   |
| Specific heat capacity, $C_p$ (J/g.K) | 0.897   | 0.38   | 0.44   | 0.13    |
| Electron thermal conductivity $\kappa_e$ (W.m⁻¹.K⁻¹) | 237     | 401    | 90.7   | 174     |
| Electron heat capacity (J/m³.K) (300 K) | 29240   | 21230  | 27541  | 24220   |
| Plasma frequency $\omega_p$ (s⁻¹) | 2.395×10¹⁶ | 2.84×10¹⁶ | 2.95×10¹⁶ | 2.45×10¹⁶ |
| Index of refraction, $n + i\kappa$ | 2.7673 + i8.3543 [21] | 0.25352 + i5.0131 [25] | 2.48 + 14.455 [26] | 3.6528 + i2.6976 [26] |
| Thickness (mm) | 0.5     | 1      | 3.2    | 2       |
| Sample dimensions (mm) | 25 x 25 | 10 x 10 | 25 x 25 | 10 x 10 |
| $Ra$ (nm) | 20      | 17     | 5      | 8       |
| Reflectivity $R_{\text{measured}}$ | 0.773   | 0.908  | 0.682  | 0.497   |
| Reflectivity of a perfectly smooth surface, $R_{\text{material}}$ (as deduced from Eq. 1) | 0.853   | 0.975  | 0.686  | 0.505   |
| Reflectivity $R_{\text{calculated}}$ | 0.868   | 0.962  | 0.69   | 0.495   |

Table 1 Thermo-physical and optical properties of studied metals [22-24] and physical characteristics and optical properties measured on the samples (in blue rectangles). For 800 nm – 1.55 eV when relevant. * For the electron work function, the value is averaged between the different faces of a mono-crystalline sample.

3 Results and discussion

3.1 Laser-induced ablation threshold fluence in ultrashort regime

To determine the ablation threshold fluence, the diameter-regression technique is used considering a Gaussian spatial beam distribution and evaluation of the interaction of the laser with the metallic samples at different levels of incident energy using confocal optical microscopy [27,28] (see illustration in case of copper in Fig. 2). The ablation threshold fluence $F_{th}$ is expressed as the laser peak fluence $F_{\text{th}} = \frac{2E_{th}}{\pi \omega_0^2}$ with $E_{th}$ the measured incident energy for which the ablated diameter is equal to zero and $\omega_0$ the radius of the focal spot at $1/e^2$ determined using beam analyzer (see section 2 and quantitative values given in table 2). It is important to
note that nearly the same ablation threshold values (difference much inferior to measurement and fit uncertainties) are determined when considering the beam waist inferred from the slope of diameter regression curves. The threshold values obtained for each pulse duration and metals are shown in table 2.

For all metals tested, the ablation threshold fluence is shown constant over the pulse duration investigated (15 – 100 fs). Indeed, the small variations observed at different pulse durations are below the error bar (≤ 0.02 J/cm² in our experimental work) attached to the uncertainty in \( F_{th} \) threshold determination. Such constant behavior of ablation threshold in short pulse duration domain was already mentioned in picosecond and sub-picosecond regime for decades (see for instance [29]) and more recently for femtosecond pulses (see for instance [14]), but it was until now not completely verified for single femtosecond pulses down to few-optical-cycle laser duration (≥ 15 fs) providing novelty and relevance to our works. Moreover and interestingly some deviations were reported for copper as in [4] with significant difference observed for very different pulse duration spanning from 10 to 550 fs. However those experiments were not conducted in single-shot regime and considering the ultrashort pulse range (10 and 30 fs cases), the inferred ablation threshold fluence was within few percent difference (≤ 3%) so not really depending on pulse duration as we observed in our experiments.
In order to benchmark our ablation threshold data, and to test the applicability of simplified theoretical approaches, we further compare them to two scaling laws available from literature. A first scaling formula for laser-induced ablation threshold fluence has been proposed by E. Gamaly et al. for femtosecond pulses [30]. It is built on a description based on charge separation of the ablation phenomenon in which the electron must gain during the laser pulse enough energy first to escape the surface (electron work function $E_{esc}$) and secondly to drag the parent ion out of the solid (bond dissociation energy $E_{bd}$). Mathematically, this energetic condition to yield atom removal (ablation) in the surface layer in which absorption takes place is expressed by [30]:

$$F_{th, elec} = \frac{3}{4} (E_{bd} + E_{esc}) \frac{l_{opd} \eta_e}{A}$$

(Eq. 2),

where $A$ is the absorption. In this calculation (see results in table 2), the absorption is inferred from the relation $A = 1 - R$, with $R = R_{material}$, the reflectivity corresponding to the perfect (smooth) material (see table 1); and the free electron density is taken equal to the atom density based on the consideration that the above condition is formulated for an individual free electron gaining enough energy to remove its parent ion. The last parameter corresponds to the optical penetration depth $l_{opd} = \frac{c}{2 \omega k}$, $c$, $\omega$ and $k$ being respectively the speed of light, the laser frequency ($2.355 \times 10^{-15}$ s$^{-1}$ at 800 nm) and the extinction coefficient available in table 1. It is interesting to note that Eq.2 does not explicitly depend on pulse duration, which is in very good agreement with our experimental results showing that a constant ablation threshold is obtained on the whole pulse duration range tested (15 – 100 fs). From a qualitative point of view, the relative comparison of the measured and calculated ablation threshold fluences is correctly restored for all metals tested. Quantitatively, we observe a fair correspondence for aluminum, nickel and tungsten and not at all for copper for which strong divergence is observed. For copper, which has a reflectivity coefficient close to 1, the calculation of the ablation threshold is highly sensitive to small variations of absorption. Uncertainty about the exact value of this parameter leads to possibly large discrepancy between the scaling equation and the measurement. Finally, the physical concept of creation of an electric field resulting from electron charge separation to yield ablation still forms an open debate because of no really convincing observation of such phenomenon until now. In addition, it is especially questionable for metals for which high electron mobility and rapid charge neutralization is expected.

Another approach based on equilibrium thermodynamic considerations was also developed (eq. 3) [31]. It expresses that the energy equal to the energy necessary to melt and further evaporate the atoms in the surface layer should be transferred to the lattice (without any considerations of transport and diffusive losses out of the focal volume):

$$F_{th, evap} = \frac{\Omega \ln \left(\frac{l_{opd}}{\text{cm}}\right)}{A}$$

(3)

Where $\Omega$ is the sum of the enthalpy of melting and vaporization and of the energy necessary to raise the initial temperature of the sample ($T_0 = 293$ K) to its melting temperature ($\Delta E = \rho C_p (T_m - T_0)$). The results are listed in table 2 for comparison. We observe a fair agreement, with a relative comparison of the four metals correctly restored. As for the other scaling law
(2), a large discrepancy is calculated for cooper, which we again attribute to the high sensitivity of the result to the exact value of the absorption parameter.

As a first short summary, both equations allow a correct evaluation of the metal ablation threshold fluence, except in the case of copper nonetheless which has a reflectivity close to unity. However, for more accurate comparison with experimental results and further progressing towards full predictability, more detailed experiments (collecting in particular time-resolved data) to provide a better estimation of the absorption parameter and detailed theoretical developments are necessary. This is in agreement with other works showing that other mechanisms are at play when ablating matter in femtosecond regime, including not classical boiling (as before considered in Eq. 3) but phase explosion or spallation effects [32,33] and involving reaching transient critical lattice temperature or stress.

3.2 Ablation characteristics as a function of incident energy

The ablation diameters and depths have been measured using confocal optical microscopy. Their evolution as a function of incident fluence is shown in Figure 3 for the four metals at pulse durations of 15, 30, 50 and 100 fs. Considering the evolution of ablation diameters, the trend line based on the Gaussian spatial distribution of the laser beam and the deterministic nature of the interaction as followed in [27,28] is added to the data. The numerical data are obtained considering the beam waist measured experimentally (section 2 and legend of table 2 for the quantitative values). We note the excellent agreement of the numerical and experimental data. This holds true for most of the fluence range tested, except for the points at relatively high fluence which whatever the target departs in the same way (in other words for setup A from \( F > \sim 8 \text{ J/cm}^2 \)) from the trend line. This is not surprising because those high fluences significantly exceed the energetic levels for which we measured the onset of nonlinear effects on both setups. Due to self-focusing and air ionization in front of the target, the beam propagation is distorted with reshaping of its space and time modal distribution yielding to beam enlargement and limitation of the beam fluence on target [34], consistently with the observation of larger ablated diameters at very high incident fluence. Only small differences can be seen depending on pulse duration (with higher sensitivity in case of shorter pulses, see figure 3-right) because of the slight variations of nonlinear index and air ionization properties with that parameter in the considered range. This is consistent with measurements of nonlinear propagation in air showing a lower energy value (but only by a factor 0.75) for inducing filamentation when comparing 40 and 125 fs pulses [35].

The interpretation is less straightforward when considering the evolution of the ablated depth. This observable \( (d_{ablated}) \) is strongly related to the evolution of the penetration depth of the laser radiation and of the electron heat conduction with applied fluence which are two parameters that are changing dramatically when the excitation is intense enough. When studying the ablation rate per pulse in multi-pulse regime [14,36,37], it was shown that two regimes of ablation can be observed: a first regime at small fluences where the ablation rate is small (so called “gentle ablation”) with a logarithmic dependence \( (L = l_{opt} \ln \left( \frac{F}{F_{th}} \right)) \) and its characteristic slope parameter related to the optical penetration depth \( (l_{opt} = 1/\alpha = l_s/2) \), with absorption coefficient \( \alpha \) (based on intensity) and skin depth \( l_s \); and a second regime for higher
fluen(s) (referred as “strong ablation”) also characterized by a logarithmic dependence \( L = l_{heat} l n \left( \frac{F}{F_{th}} \right) \) but with a much higher rate and the slope corresponding to the effective electronic heat penetration depth \( l_{heat} \). In our experiments, the experimental configuration of the study is different because it addresses the single-shot regime only. Importantly, this will allow us to rule out any influence of the shot-to-shot evolution of the material absorption (as it is the case in multi-shot regime) and to provide a precise evaluation and explanation of the most probable physical mechanism at play in the evolution of the ablated depth, especially at high fluen(s). However, we qualitatively retrieve similar evolution (see figure 3) with large ablated depths at high fluen(s) (except tungsten nonetheless). Indeed, dramatic changes of the absorbivity during the pulse and of the electron heat conductivity and electron-phonon coupling during and after the pulse also occur when the excitation is intense enough, providing reason to the observed evolution of the ablation depth with applied fluence \([18,38-43]\).

Qualitatively, they are similar to changes imprinted in the material pulse after pulse (incubation effects) which are characterized by progressive modification of its absorbivity and of its initial properties in general. This is for instance evidenced by smaller ablation thresholds measured in multi-pulse regime as compared to the single-shot value \([4]\).

Returning to the analysis of our single-shot experiment, we thus plot on figure 3 the two logarithmic dependence curves of the ablated depth as a function of applied fluence \( d = l_{eff} l n \left( \frac{F}{F_{th}} \right) \), with successively \( l_{eff} = l_s \) the skin depth, and \( l_{heat} \) the electronic heat penetration depth). The quantity \( l_s \) is calculated from the formula, \( l_s = \frac{c}{\sqrt{\nu_e \nu_{ei}}} \) using the tabulated extinction coefficient (see table 1). This is a reasonable approximation around the ablation threshold becoming much more severe at higher fluen(s) when the transient optical properties are changed upon laser energy coupling in the material \([18,40]\).

We calculate \( l_{heat} \) from the following equation: \( l_{heat} = \sqrt{D \tau_{diff,heat}} \), where \( D \) is the electron thermal diffusivity \( (D = k_e/C_e) \), with \( k_e \) the electron thermal conductivity and \( C_e \) the electron heat capacity). In first approximation, we do not consider the variations of \( k_e \) and \( C_e \) which are dependent of the space and time evolution of the electron temperature. We take them constant corresponding to equilibrium conditions before excitation (see table 1). This hypothesis is severe in the skin depth volume where the laser energy is deposited and the excitation (electron temperature) intense but however more acceptable when considering the complete heated depth volume where the electron and lattice temperature are much smaller than at the surface of the material. As electrons are the essential vector of energy transport in metals, the time \( \tau_{diff,heat} \) basically corresponds to the duration during which the deposited energy has time to diffuse before to be communicated to the lattice. So, conveniently we take: \( \tau_{diff,heat} = \tau_{ei} \), where \( \tau_{ei} \) is the characteristic time for energy transfer to the lattice of the energy transiently stored in the electron sub-system. It can be approximated by the following formula: \( \tau_{ei} \approx \frac{M_{atom}}{m_e \nu_{ei}} \) \([30]\), with \( M_{atom} \), the atomic mass of the metal considered, \( m_e \) the free electron mass and \( \nu_{ei} \) the electron-ion collision frequency. The quantity \( \nu_{ei} \) varies with excitation, however we assume that in condition of ablation the electron-ion collision frequency almost coincides with the plasma frequency \( \nu_{ei} \approx \omega_p \) \([30]\) (\( \omega_p \) being the plasma frequency).
Figure 3 Evolution of ablated depth (left) and diameter (right) as a function of fluence for the four pulse durations studied. Each point is averaged on eight experiments. (Right) The dotted curves are trend lines based on the Gaussian spatial distribution of the laser beam and the deterministic approach as followed in [27] and taking $w_0 = w_{0,imagery}$ (see equation in legend of figure 2). (Left) The dotted curves correspond to an equation of material removal based on the optical (in red) and electron heat (in grey) penetration depth. When relevant, a third fit (dot red) including consideration of ballistic electrons is added (for Al and Cu) and red arrows (for Al, Cu and Ni) indicate the fluence level from which the ablated depth becomes pulse-duration dependent.
The parameters $l_s$ and $l_{heat}$ are listed for each material (see table 3) and the corresponding fit curves are visible in Figure 3. In the calculation of these parameters, we have not included any dependency with respect to the pulse duration in accordance with the experimental results. Indeed, the evolution of the ablation depths is the same independently of the pulse duration up to an incident fluence level (for instance $F \approx 20 F_{th} \approx 4.7$ J/cm$^2$ in the case of Al, $F \approx 10 F_{th} \approx 6.5$ J/cm$^2$ in the case of Cu and no pulse-duration-dependent deviation until the maximum fluence tested for W). The fluence from which a deviation is measured is different depending on the metal studied.

| Material    | Aluminum | Copper | Nickel | Tungsten |
|-------------|----------|--------|--------|----------|
| First log-dependence fit (skin depth), $l_s$ (nm) | 15.25    | 25.4   | 28.6   | 47.2     |
| Second log-dependence fit (electronic heat penetration depth), $l_{heat}$ (nm) | 129      | 277    | 109    | 313      |
| Electron-ion transfer time $\tau_{ei}$ (ps) | 2.21     | 4.08   | 3.63   | 13.6     |

Table 3 Slope parameters $l_s$ and $l_{heat}$ for all metals and used for plotting the fit curves in figure 3. The electron-ion transfer time $\tau_{ei}$ entering in the calculation of $l_{heat}$ is also listed for information.

Considering figure 3, we observe that the experimental evolution of the ablated depth is in excellent agreement with the fit issued from skin depth scaling for tungsten in the whole energy range tested ($F_{max} \sim 10$ J/cm$^2$) and for nickel until approximately the fluence of $15 F_{th} (\sim 5$ J/cm$^2$). These two materials have small electron thermal conductivity and our results indicate that electron energy transport does not play a significant role at least in the incident energy range tested (for Ni, $\leq 5$ J/cm$^2$ nonetheless), the ablated volume corresponding to the one in which the laser energy is coupled in. In contrast a good agreement is obtained considering the scaling based on the heat penetration depth for aluminum until $\sim 30 F_{th} (\sim 7$ J/cm$^2$) while no real satisfactory agreement is observed for copper whatever the scaling considered. For that last reason, we add another fit in case of copper in which the parameter $l_{eff}$ is left free to provide correspondence with the depths experimentally measured (see figure 3). Interestingly, an excellent agreement is obtained for $l_{eff} = 95$ nm which corresponds to the sum of the skin depth and the range on which ballistic electrons travel in Cu as it was estimated for femtosecond pulses [44]. This suggests the significant role played by ballistic electrons to contribute to excite a volume much superior to the focal volume [44,45]. Nonetheless we interpret those observations made on aluminum and copper as an ablation process progressively being strongly dominated by electron transport (especially Cu) and thermal diffusion (especially Al) mechanisms, even here extended to pulses of few-optical-cycle pulse duration ($\approx 15$ fs). Moreover, among the four metals tested here, both Al and Cu have the highest initial electron thermal conductivity and the smallest enthalpy and temperature of transformation (phase transition) (see table 1) making more accessible the removal of large depth and ablated volume (as shown in figure 3).

For Al, Cu and Ni, a strong deviation with higher ablation rate can be remarked (see the red arrows in figure 3) from an eventual saturation effect at high incident fluences (as for instance expected from the fits). Note that this deviation is dependent of the pulse duration, as larger ablation depths are measured for longer pulse durations. As examples, those deviations occur from $F \sim 7$ J/cm$^2$ for Al and Cu, from $F \sim 5$ J/cm$^2$ for Ni and no such effect is observed for W.
for which ablation is dominated by the laser penetration depth only in the whole energy range tested. We discard here any significant influence of the nonlinear effects developing in air in front of the target because the observed deviations take place at different incident fluences for each metal (from $F \sim 5$ J/cm² for nickel and no deviation until $F \sim 10$ J/cm² for tungsten for the two extreme cases). Moreover, the nonlinear effects developing in air in front of the target would yield a limitation of the fluence at its surface which is not in favor of obtaining even higher ablated depths as it is observed in figure 3. We rather attribute this behavior to the complex changes experienced by electron transport (electron thermal conductivity) when excitation is well above the ablation threshold [36,38,41]. Indeed, it was established the scaling of the electron thermal conductivity with electron and lattice temperature under the following form [18,38,46] (expression valid for electron temperature up to the Fermi temperature $T_F=E_F/k_b$, which is a reasonable assumption here): $k_e \propto \frac{T_e}{T_e^2+T_l}$. The lattice temperature $T_l$ is expected not to vary much depending on pulse duration. This is supported by macroscopic ablation observables in favor of similar energy deposition whatever the whole pulse duration tested (15 – 100 fs) as the measurement of a constant ablation threshold and similar ablation characteristics on a large fluence range above the ablation threshold. Moreover, at the time scale of laser energy deposition and further electron transport (ps), the lattice temperature does not raise much because the energy transfer to the lattice is far from being completed. So the role of the lattice temperature can be neglected in first approximation in the previous scaling. Maximum electron temperature being smaller for longer pulses (providing smaller heating rate), it is thus expected a facilitated electron transport deep into the target compared to shorter pulses ($D = k_e/C_e \propto (1/T_e)/T_e = 1/T_e^2$). This finally provides an energy coupling and dissipation (further ablated volume) in a larger volume (much superior to the focal volume) at long pulse duration. Then this effect becomes definitely apparent at high fluences when conditions to yield high ablated volume (phase explosion) are met (as qualitatively indicated by the arrows in figure 3) [33,47]. As a supporting observation note that the most dramatic changes are again observed for the two materials (Al and Cu) being the most sensitive to energy transport and thermal processes in first approximation (high electron thermal conductivity and small enthalpy and temperature of transformation, see table 1). Of course, more dedicated experiments of time-resolved material parameters (transient optical properties, temperatures and induced internal strains, etc.) and detailed calculations are desirable for improving knowledge and predictability of ablation outcomes in such ablation regime.

Finally, to highlight the interest of ultrashort pulse for ablation of metals, we define the energy specific ablation depth parameter: $\eta = \frac{d_{ablated}}{E_{incident}}$. The evolution of $\eta$ is plotted on Fig. 4 as a function of pulse duration and fluence and for all metals studied. For Cu and Ni, the highest energy specific ablation depth is obtained just above the threshold fluence ($F_{opt} \sim 2$-3 $F_{th}$). This is also measured for Al and W with a pulse duration of 15 fs. This result has already been shown for longer pulse durations. In [48] by considering the absorbed energy density evolving inside the sample along the z axis according to Beer–Lambert law, it is demonstrated that the highest energy specific ablation depth is achieved when $F/F_{th} = e$. The ablation threshold fluence being the same for durations ranging from 15 to 100 fs, the maximum energy specific ablation depth is achieved at the same fluence (as observed for most cases in figure 4). Our measurements extend this result to ultra-short pulses which confirms that there is no striking
advantage in using pulses of extremely short duration (≤ 30 fs) for ablation of metal. Absence of significant differences in morphology of ablated craters (see Figure 6) at the two extreme pulse durations studied here (15 and 100 fs) supports this conclusion.

Figure 4 Evolution of energy specific ablation depth parameter $\eta$ as a function of normalized fluence and for different pulse durations and for the four metals studied. Note that the difference of geometry of focusing does not allow comparing quantitatively the 15 fs case (Setup B) and the three other (30, 50 and 100 fs) cases (Setup A).
Figure 5 Ablated crater morphology for the four metals at two pulse durations (15 and 100 fs) and for two fluences close and much superior to the ablation threshold \( F_{th} \).
As a general comment, we observe a correlation between the initial surface finish of the samples (as represented by the $Ra$ parameter, see table 1) and the resulting ablated surface morphology. Indeed, for metals having low $Ra$ parameter (nickel and tungsten), the morphology of the ablation craters appears to be more regular than for the two other metals studied. Finally the resulting surface at the bottom of the crater, which is much superior to the initial roughness for all materials, shows evidence that strong thermal stress effects have developed following energy deposition (see for instance figure 6 for fine details for Al and Cu).

4 Conclusion

This paper brings an extended set of ablation data for four metals (Al, Cu, Ni and W) irradiated in air ambiance with single-shot femtosecond pulses of variable pulse duration (15 – 100 fs), so in a temporal range very poorly explored yet. We first provide the measurement of the laser-induced ablation threshold fluence for all metals showing constancy of this material characteristics over the pulsed duration range studied. Those data have been further confronted to ablation threshold scaling laws available from literature. Even if the non-dependent behavior of the ablation threshold is correctly predicted by the scaling laws (based on different electronic and thermal ablation scenarios), the quantitative agreement between prediction and measurement is fair for only three metals (Al, Ni and W). More detailed experimental and theoretical developments including detailed knowledge of the absorption coefficient and of the transient optical properties and further laser heating and relaxation in general are desirable for enhancing accuracy of threshold description and promote better predictability.

Moreover, we measured ablation characteristics (ablated depth and diameter) over an extended range of fluence (typically 1 – 10 J/cm²). Again, except at high fluences, the evolution of the ablation outcomes appears to be largely independent of the pulse duration suggesting the predominance of equilibrium processes (mainly thermal) in ablation scenario until extremely short pulse duration as it was often mentioned in literature for longer pulses [18,33,40]. Our results also highlight the interest to adjust the incident fluence just above the threshold (2-3 times) for optimal energy specific ablation dept. It is not surprising; indeed, when significantly increasing the incident fluence above the threshold, absorption tends to be higher [40,42,43] but the total heated volume is not dramatically increasing because of progressive reduced efficiency of energy transport at high electron excitation.

Finally, as another important outcome of this work, we show that there is no real interest in using pulses of few-optical-cycle pulse duration for ablation-based application processes. Indeed, ultrashort pulses do not provide any advantage in terms of energy specific ablation.
depth. Moreover, they are also difficult to handle experimentally because the propagation in air and optical devices can rapidly alter the spatio-temporal characteristics of the pulse. Correlatively, the ablation threshold fluence being constant until pulse duration of few-optical-cycle, the absence of any peculiar vulnerability of metal-based optical components (like aluminum mirrors) to femtosecond laser exposition is also a valuable outcome of our research for femtosecond laser technology and for the involved scientific community.
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