ARE THE WORLD’S LANGUAGES CONSOLIDATING? THE DYNAMICS AND DISTRIBUTION OF LANGUAGE POPULATIONS*

David Clingingsmith

Scholars have conjectured that the return to speaking a language increases with the number of speakers. Long-run economic and political integration would accentuate this advantage, increasing the population share of the largest languages. I show that, to the contrary, language size and growth are uncorrelated except for very small languages (<35,000 speakers). I develop a model of local language coordination over a network. The steady-state distribution of language sizes follows a power law and precisely fits the empirical size distribution of languages with ≥35,000 speakers. Simulations suggest the extinction of 40% of languages with <35,000 speakers within 100 years.

If as one people, speaking the same language, they have begun to [build this tower], then nothing they plan to do will be impossible for them. Come, let us go down and confuse their language so they will not understand each other.

The Tower of Babel, Genesis 11:6 (New International Version)

Paulina Sugiarto’s three children played together at a mall here the other day, chattering not in Indonesia’s national language, but English . . . ‘They know they’re Indonesian’, Ms. Sugiarto, 34, said. ‘They love Indonesia. They just can’t speak Bahasa Indonesia. It’s tragic’.

New York Times, 25 July 2010

Why do all people not speak the same language? At least since the book of Genesis, scholars have puzzled over the diversity of spoken languages. In the story of the Tower of Babel, the descendants of Noah all speak a common language in the aftermath of the great flood. They decide to build a city with a great tower that stretches to heaven as an expression of their collective strength. Yahweh, the God of the Hebrew Bible, is displeased by this challenge and recognises that a common language is essential to the endeavour. To blunt their power, Yahweh fragments the people into many groups each speaking a different language.

The ancient writers of this story clearly recognised that languages have increasing returns to scale. Differences in language create costly barriers to the flow of
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information and to economic exchange. The theory of network externalities in economics, while primarily concerned with technologies such as operating systems, media players and telecommunications, also applies to languages (Katz and Shapiro, 1985, 1986; Lazear, 1999; Klemperer, 2008). Joining a network produces a positive externality grounded in a standardised way of exchanging information. The theory of network externalities argues that networks having increasing returns to size.

Increasing returns to size suggests the number of languages should be small. The rise of English as the world’s *lingua franca* is often linked to the benefits of speaking a widely known language. English has 335 million native speakers and more than 1.2 billion second language speakers (Crystal, 2003). Since learning two languages is more costly than one, surely some children of those 1.2 billion non-native English speakers will learn English as their native language. English therefore ought to grow relative to those other languages. If this is true for English, why not for Mandarin, with its 178 million second language speakers, or Russian, with its 110 million? What about Spanish or the several large languages of India? This logic suggests increasing returns will lead to a consolidation of languages.

In this article, I investigate to what extent the world’s languages are consolidating. I build a theoretical model of language size in which agents interact over a locally connected network and can choose their language. The model equilibrium shows that increasing returns are compatible with a large number of languages. I develop empirical evidence on the growth and size of languages that fits the model’s predictions well.\(^1\) Languages with less than 35,000 speakers appear to be consolidating at present. However, the model also predicts highly non-linear changes in the distribution as agents become more deeply interconnected.

Between 6,000 and 7,000 distinct languages are presently spoken as a mother tongue. Figure 1 graphs the population size of 6,210 languages using data from the World Language Mapping System (WLMS, 2011). The size distribution is strongly right-skewed. Language sizes span nine orders of magnitude (panel (a)). While the median language has only 10,000 speakers, the 16 largest languages are spoken by fully half of the world population (panel (b)). The mean language size is 120 times larger than the median language.

Existing research on language consolidation proposes that increasing returns to language size favours large languages (Grin, 1992; Church and King, 1993; de Swaan, 1993; Laitin, 1993; Fishman, 1998; Van Parijs, 2000, 2010, 2011; Choi, 2002; Wickstrom, 2005). The main forces these scholars argue are opposing increasing returns are protection by the state, social prestige and cultural vitality. They argue that since:

\(i\) state protection is difficult to acquire; and
\(ii\) prestige and vitality are relatively weak forces, the few dozen largest languages have a very strong advantage over the rest.

The overwhelming dominance of these few dozen we see in the size distribution of languages is taken as evidence of consolidation in action. Their general view is that

\(^1\) Programs and data sets used in the analysis are available online at this journal’s web site.

© 2015 Royal Economic Society.
over the next hundred years, only a few dozen large languages and those smaller languages that have official state protection will survive. Perhaps 350 languages currently fall into this group. However, the existing evidence offered for an ongoing consolidation is primarily based on cases, most compellingly the rise of large European
languages such as French and English. The question of language consolidation is ripe for study using population-based statistical methods.

The theory of language consolidation has a simple implication that has yet to be tested directly: large languages must be growing more slowly than small languages. The first task of this study is to assemble and analyse a new data set of language population sizes and growth rates. National censuses are the best source for these data. I collected and tabulated census data from 15 countries covering 334 languages, some over multiple periods, for a total of 628 growth observations. This is a selected sample, so we need to use caution in interpreting the results, but it offers significant advantages over the existing evidence.

The new data show that language population growth is actually independent of language size for languages with more than 35,000 speakers. There is no size trend in either the mean or variance of growth rates above this level. Below 35,000 speakers, the growth rate is negatively correlated with size. OLS regressions show the relationship is robust to controlling for time-varying country characteristics. There are around 1,900 languages worldwide with more than 35,000 speakers, a much larger viable set than many have feared.

When the size and growth rate of entities are independent, they are said to follow Gibrat’s law, after the French economist who took note of the relationship in his study of inequality (Gibrat, 1931; Sutton, 1997). Gibrat’s work, along with that of Zipf (1949) and Champernowne (1953), spawned a large literature on how the sizes of socio-economic aggregates are determined and what distributions they follow that I draw on in the present study. The most studied aggregates are firms, cities and nations.²

The next task of the study is to reconcile the evidence that languages follow Gibrat’s law with the compelling idea that languages have increasing returns to size. How can increasing returns be consistent with an equilibrium in which language sizes range over four orders of magnitude? To answer this question, I build a model of language choice in which interaction agents benefit from having a common language. Interaction happens among agents who are connected in a network. Agents know the languages spoken by their potential interaction partners and can occasionally revise the single language they speak. The key insight that generates a diversity of spoken language despite increasing returns comes from thinking about how this network should be connected. Direct human interaction is primarily local. Even in the age of telecommunications, most of an individual’s economic activity is conducted with other people who live relatively near them. Agents in the model play a coordination game with their local neighbours in geographic space. In equilibrium, any two agents who can reach each other by traversing the network will speak the same language. Agents whose parts of the network are isolated from each other will speak different languages. These isolated but internally connected parts of the network are called connected

² Key works include Axtell (2001), Luttmer (2007) and Saichev et al. (2010) on firms, Krugman (1996), Gabaix (1999), Eeckhout (2004), Gabaix and Ioannides (2004), Cordoba (2008) and Rybski et al. (2009) on cities, and Alesina and Spolaore (1997), Alesina and Wacziarg (1998), Alesina and Spolaore (2003) and González-Val and Sanso-Navarro (2009) on nations.
components. The size distribution of languages is the same as the size distribution of connected components of the network.

As a concrete example of such a language network, imagine two large, circular islands that have uniform, dense populations and radius \( r \). The edges of the two islands are separated by \( d \). Suppose people are linked in the language network only with neighbours, defined as those who live within \( 1/4r \) of their location. Given a dense population, it is easy to see how, even though most of an island’s population will not be directly connected to a given individual, any other individual on that island will be indirectly reachable from that individual by traversing the links of the network of neighbours. Suppose all individuals begin speaking their own language. The model predicts that in equilibrium all inhabitants of each island will share a single language. The situation between islands depends on how far apart they are. If \( d < 1/4r \), contact between the shore dwellers on each island will link the networks, and the same language will be spoken on both islands. If they are further apart, there will be no contact and different languages will be spoken on each island.

Simulations of locally connected random networks reveal that the distribution of connected component sizes, and hence the distribution of language sizes predicted by the model, is highly skewed. Depending on the maximum distance between linked agents and how clustered agents are in space, mean sizes range from many to tens of times larger than the median. Increasing returns are thus theoretically consistent with a highly skewed distribution of language size when interaction is local. Consolidation does not follow inevitably from increasing returns because what matters to individuals is what their neighbours speak, not which language has the greatest return overall.

The double Pareto (DP) distribution provides the best fit to the simulated data among a set of right-skewed alternatives. The DP is defined for sizes above a lower threshold \( s_0 \). On a plot of log size against log rank, the DP produces a piece-wise linear shape with slopes \( a \) and \( b \) on either side of a threshold \( s^* \). The double Pareto is related to the simpler single-sloped Pareto or power law distribution most commonly fit in the size distribution literature. Figure 2 shows a rank-size plot for languages in the WLMS with more than 35,000 speakers. The language data show an approximately linear shape from \( 10^{4.5} \) to \( 10^{7.5} \), or three orders of magnitude. Above this level, a steeper but still linear relationship appears to hold.

I fit the DP distribution to the WLMS data on language size using maximum likelihood. Since the DP is defined only for sizes larger than a lower threshold \( s_0 \), I must specify a value of \( s_0 \) rather than find it as a parameter. I use two methods for determining \( s_0 \) that are in rough agreement. The first method finds the value of \( s_0 \) for which the DP is the best fit to the data by minimising the Kolmogorov–Smirnov (KS) D-statistic. This gives me \( s_0 = 17,900 \). The second method supposes that the data follow the lognormal distribution below \( s_0 \) and the DP distribution above \( s_0 \). I obtain the estimate \( s_0 = 26,900 \) by maximising the likelihood of this composite distribution.

I settle on a conservative choice of \( s_0 = 35,000 \). The fit to the data is precise. A KS test fails to reject the null hypothesis that the data are drawn from the DP distribution with \( p = 0.95 \). I estimate \( \hat{a} = 0.342 \) (SE 0.023) below a threshold of \( s^* = 863,400 \). © 2015 Royal Economic Society.
and $\hat{\beta} = 0.663$ (SE 0.026) above it. These scaling exponents are smaller than those typically found for the distribution of firm and city sizes, which are closer to 1. This implies that the distribution of languages is more extreme than firms and cities.

A lower threshold for equilibrium of approximately $s_0 = 35,000$ emerges from both:

(i) fitting the equilibrium size distribution from the model to a comprehensive data set; and

(ii) directly observing the regime in which growth and size are uncorrelated in the selected census data.

One implication of this result is that we can think of 35,000 as a rough measure of the current minimum viable size of a language. I explore the implications of my results for language extinction through simulation. I apply the size–growth relationship estimated from census data to the current size distribution of languages. I use 100 speakers as my extinction cut-off. The simulation runs for 100 years. In the average run, 1,608 languages go extinct, which is about 26% of the current total. This is close to the estimates produced both by an intensive risk analysis conducted by UNESCO (Moseley, 2015) and those from the model.

Fig. 2. Rank-size Distribution of Larger Languages

Notes. Plot of rank and size for the 1,868 languages with population above 35,000. Data are from the WLMS. Population data at the country level are adjusted to year 2000 and aggregated as described in the text.

3 Gomes et al. (1999) also found a two-regime scaling law using these data, though they did not statistically estimate the coefficients or thresholds. They report coefficients of 0.5 and 1.0 for the regimes, which it appears they eyeballed as there is no discussion of estimation. Wichmann (2005) perhaps unaware of this earlier work, claims that no scaling relationship exists, but seems to have considered only a single-regime law and did not consider the issue of thresholds.
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While all the empirical evidence points to a language size distribution in equilibrium above 35,000 speakers, the model simulations reveal an important non-linearity in how the size distribution changes with the size of agents’ local neighbourhood. Over a narrow range of neighbourhood sizes, the population share of the largest language jumps from less than 10% to more than 90%. Network theory refers to this phenomenon as the emergence of a giant component and it is a feature of many network structures. It is also called a phase transition. The largest human language is Mandarin, with approximately 13% of the human population. The model suggests it is possible that the technological changes that increase the distance over which humans communicate and the number of connections they have could spark a phase transition in which Mandarin would rapidly come to dominate. The model excludes several factors, including political boundaries, bilingualism, ethnic preferences and official language policy, that work against the phase transition.

The remainder of this article is organised as follows. Section 1 produces some initial empirical estimates of language growth from census data and shows that Gibrat’s law applies to languages. Section 2 provides background on how language evolution is related to local interaction. I develop the model in Section 3 and derive the steady-state size distribution. Section 4 fits the distribution to data on all languages and performs tests. Section 5 simulates the extinction of languages over the next 100 years. Section 6 provides further discussion of the results and their implications for the evolution of language and language policy.

1. Gibrat’s Law for Languages

If languages are consolidating, then there must be a positive correlation between the population growth rates of languages and their size. This Section presents evidence from population censuses that show growth rates and sizes are in fact independent for all but the smallest languages. This relationship is known as Gibrat’s law. The evidence suggests that, over a large range, the size distribution of languages is in equilibrium.

I collected data on the sizes and growth rates of languages from national censuses for 14 countries. I believe this is the first such data set to be assembled. National censuses are the only source of high-quality information about how language populations change, though only a fraction of censuses have asked comparable questions about language across multiple years. My principal sources are the IPUMS census microdata archive and the published volumes of the Census of India (India, 2008; Minnesota Population Center, 2011). The IPUMS contains usable data on language population for 14 countries. Each of these censuses contains variants in the question: ‘What was the language you first learned in childhood?’ My population estimates are based on this question. The Census of India is the only national census to collect information on language over a long span of time.

4 The countries are Bolivia, Canada, Mexico, Peru, Hungary, India, Indonesia, Mali, Morocco, Philippines, Romania, Senegal, South Africa and Switzerland.
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While I have the best data available, it is nevertheless a selected sample. I proceed with this caveat in mind. A country is more likely to appear in my sample if:

(i) it has a census that releases microdata to IPUMS; and
(ii) the languages spoken by the population are a matter of policy interest.

Such countries will tend to be richer and more linguistically diverse, biasing down the growth rates among small languages. This leads to a bias in favour of finding a positive correlation.

The data set contains 628 average annual growth observations for 334 languages. Population estimates from the microdata samples employ the appropriate weights for each sample. Base years for the growth rates range from 1970 to 2000. Censuses in linguistically diverse countries, such as India and the Philippines, occasionally adjust the category labels used for different languages. For example, a language may be reported by its dialects in some years and not others, or a language with several names may be labelled differently depending on the year. In preparing the data, I check the coding of languages against the Ethnologue database to ensure consistency across census years (Lewis et al., 2014). Ethnologue uses the standard ISO 639-6 language codes and reports relationships among languages, alternative names and other useful information.

I first present plots of the data in Figure 3. I have adjusted the population sizes to the year 2000 using country-specific population growth rates from the WDI database (World Bank, 2012). Growth rates and population size appear to be uncorrelated. The Spearman rank correlation of growth rate and size is a very small \( q = 0.05 \). I fail to reject the null hypothesis that growth rate and size are independently distributed with \( p = 0.22 \).

I compute an estimate of the mean growth rate conditional on size using a local-linear kernel regression (Cameron and Trivedi, 2005). The estimates are shown as a solid line. Dashed lines provide 99\% confidence intervals computed using the wild bootstrap method (Davidson and Flachaire, 2008). The mean rises with population size until \( \approx 10^{4.5} \), or about 35,000, and shows no trend after. I cannot reject a fixed mean growth rate for languages larger than 35,000. The data are sparse and confidence intervals wide for size below \( 10^4 \) because the Indian census only tabulated growth rates for languages above that size. There are also more outliers among small populations, some of which is likely due to sampling error.

1.1. Controlling for Country Characteristics

There are many economic and social processes that determine the growth rate of a population. The null correlation shown in Figure 3 could be misleading if demographic or economic factors related to language population growth are also related to the size of languages. To explore this possibility, I conduct a regression analysis of language population growth that includes country demographic and economic characteristics along with language population size. The results are shown in Table 1. The analysis shows that Gibrat’s law still holds when we condition on these variables.
Column 1 shows the bivariate correlation between the natural log of language population and the language population growth rate. An increase of one in log language population, which corresponds to the level increasing by 2.7 times, leads to an increase in the language growth rate of 0.2 percentage points. In column 2, I capture the non-linearity revealed in Figure 3 by introducing a dummy for languages smaller than 35,000 and its interaction with log language population. As expected, this column shows that the positive correlation between log language population and the growth rate exists primarily for these smaller languages.

I introduce the natural log of country population and its growth rate into the regression in columns 3 and 4. Population growth differs substantially across countries with different levels of economic development and at different stages of the demographic transition and is an important potential confounding factor. Both of the added variables have strong positive associations with language growth. The coefficient on log language population falls in size and becomes indistinguishable from zero in the linear specification (column 3). Coefficients on language population variables in the non-linear specification do not change much with the country population controls (column 4).

Notes. The circles plot the average annual growth rate of a language across two census years against its population. Lines plot estimates of the conditional mean and standard deviation from local-linear kernel regressions along with 99% bootstrapped confidence intervals. The data come from population censuses for Bolivia, Cambodia, Canada, India, Mexico, Peru, Hungary, Indonesia, Mali, Morocco, Philippines, Romania, Senegal, South Africa and Switzerland. (The Indian data are only available for languages with more than 10,000 speakers.) Base years range from 1970 to 2000: Population is adjusted to 2000 using country-specific growth rates calculated from the WDI database (World Bank, 2012).
Table 1
Gibrat’s Law and Country Characteristics: Determinants of the Language Population Growth Rate

|                      | (1)      | (2)      | (3)      | (4)      | (5)      | (6)      | (7)      | (8)      |
|----------------------|----------|----------|----------|----------|----------|----------|----------|----------|
| Ln language population | 0.002*** | -0.001   | 0.001    | -0.001   | 0.001*   | -0.001   | 0.001    | -0.001   |
|                      | (0.00)   | (0.00)   | (0.00)   | (0.00)   | (0.00)   | (0.00)   | (0.00)   | (0.00)   |
| Ln language population \times language < 35,000 | 0.012*** | 0.011**  | 0.011**  | 0.012*** |
|                      | (0.00)   | (0.00)   | (0.00)   | (0.00)   |
| Language < 35,000    | -0.114***| -0.103** | -0.111** | -0.113***|
|                      | (0.04)   | (0.04)   | (0.04)   | (0.04)   |
| Ln country population | 0.002*** | 0.002**  | 0.002**  | 0.002**  |
|                      | (0.00)   | (0.00)   | (0.00)   | (0.00)   |
| Country population growth rate | 0.721*** | 0.661*** | 0.701*** | 0.718*** | 0.961*** | 0.633*** |
|                      | (0.23)   | (0.23)   | (0.26)   | (0.26)   | (0.34)   | (0.32)   |
| Ln GDP/capita, 2005  |          |          |          |          |          |          |          |
| GDP/capita growth rate |          |          |          |          |          |          |          |
| Constant             | 0.995*** | 1.025*** | 0.219    | 0.315    | 0.293    | 0.273    | 0.073    | 0.351    |
|                      | (0.01)   | (0.01)   | (0.23)   | (0.23)   | (0.27)   | (0.27)   | (0.32)   | (0.31)   |
| Additional controls  | N        | N        | N        | N        | N        | N        | Y        | Y        |
| Adjusted Rsquared    | 0.014    | 0.071    | 0.054    | 0.099    | 0.060    | 0.113    | 0.057    | 0.111    |
| Observations         | 635      | 635      | 635      | 635      | 612      | 612      | 612      | 612      |

Notes. Additional controls are the dependency ratio, life expectancy, urban share and log population density. Robust standard errors in parentheses. Asterisks indicate coefficient statistically different from zero at the 10% (*), 5% (**) or 1% (***) levels.
I next add the natural log of GDP per capita in 2005 US dollars and its growth rate in columns 5 and 6. These show no significant relationship with language population growth and their addition does not change any other coefficients. Finally, I add additional controls for the dependency ratio, life expectancy, urban share and log population density in columns 7 and 8, also with no noteworthy changes on the coefficients of interest.

In summary, while added demographic and economic controls have sensible relationships with language population growth, they do not alter the conclusion that language size and growth are uncorrelated for languages with more than 35,000 speakers.

2. Language Evolution and Local Interaction

When Gibrat's law holds, the size distribution of languages is in equilibrium. The next task is to reconcile this fact with the compelling idea that languages have increasing returns to scale just like other networked technologies. I develop a theory of language population dynamics that treats language choice as a coordination problem. I then fit the equilibrium size distribution predicted by the model to data on the actual size distribution of languages. Before proceeding to the model, I present some general facts about language that underlie several key assumptions.

A human language is a coding system that allows information to be transmitted between individuals. Two individuals who share the same code, or whose codes are sufficiently similar, can speak to and be understood by each other. No master copy of this code exists. This is an important way in which languages differ from the networked technologies more commonly studied by economists. Instead, a copy of the code resides in each individual and is transmitted from parent to child in early childhood. From this perspective, languages have deep parallels to genes. Unlike genes, however, individuals update their knowledge of a language during their lifetimes. They learn new words and adopt new grammatical constructs from the individuals with whom they speak. Such linguistic mutations will propagate across populations that are in regular contact. When there is a barrier to contact, differences in the linguistic code can accumulate between two populations. A new language arises when a substantial differentiation has taken place. What counts as substantial is a matter of judgement, but a bright line is usually drawn when separated populations can no longer communicate easily with one another.

Over the long span of human history, social contacts have been overwhelmingly local in nature. The vast majority of linguistic interaction is direct and involves people who live nearby, such as family members, neighbours, friends, work colleagues and service workers. The rise of telecommunications, beginning in the nineteenth century, has made non-local indirect communication increasingly common, particularly in high-income countries where it is relatively cheap. Yet even interaction via telecommunications tends to be local relative to the human population as a whole. There are few people whose economic lives transcend geographic space.

Barriers that constrain local direct contact include land features such as mountains, marshes, deserts, rivers, lakes and oceans, as well as political boundaries. Languages tend to remain coherent within barriers and to drift apart across them. The important
implication is that, given the drifting of language codes when there is no contact, speakers of a given language tend to be clustered together in space.

Figure 4 shows an example of the spatial clustering of languages around geographic barriers in the central Philippines. The Philippines is an island nation, so the primary barriers to interaction are the oceans between islands and the topography within islands. Different islands tend to speak different languages, though some languages

Fig. 4. Languages of the Central Philippines
Notes. Each number indicates a distinct language. Names identify the major islands. Adapted from the Ethnologue’s Map of the Southern Philippines (Lewis et al., 2014). Used with permission.
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span multiple islands that are close together. The islands shown in the Figure are just south of the central island of Luzon, where Manila is located. The islands vary in topology. Mindoro and Panay are quite mountainous, while Bohol and Masbate are relatively flat. Cebu is hilly. Negros has a spine of mountains running northeast to southwest. Mindoro and Panay have a handful of small language areas, while Masbate, Cebu and Bohol have only one or two. Negros divides into two language areas along its mountainous spine.

In the next Section, I develop a model that shows how this spatial arrangement emerges from local interaction among individuals in contact.

3. A Theory of Language Population Dynamics

In this Section, I develop a model of language population dynamics. The model shows how macro-level patterns of language size can emerge from local coordination. The model is grounded in two facts about language. The first is there are gains to sharing a common language with those with whom you might engage in economic activity. There is thus an incentive for economically integrated groups to coordinate on a common language. The second fact is that direct human interaction is primarily local in nature, as I argued in the previous Section. Individuals will have a greater incentive to speak the language of those who are spatially proximate to them. The model explores the implications of these facts for the equilibrium size distribution of languages. I use concepts from evolutionary game theory and network theory in developing the model, particularly Young’s model of local interactions (Young, 1998; Newman et al., 2001; Jackson, 2008).

3.1. Overview of Model

I begin by describing the model primitives and give an informal sketch of how equilibrium is reached. Then, I give a more formal treatment. The model describes the behaviour of a population of \( N \) agents. Each agent \( i \) in model has four primary properties:

(i) its location at a vertex or node of the graph \( \Gamma \);
(ii) a language \( \ell_i \) that it knows how to speak;
(iii) a set of neighbours \( N_i \) to whom it is directly linked by undirected edges, and
(iv) knowledge of the languages spoken by members of \( N_i \). The agent periodically has an opportunity to change the language it speaks. All other properties are fixed.

Any two agents who can be reached by traversing edges through a series of one or more linked vertices are said to be connected. A connection protocol defines the method for determining which other vertices are in \( N_i \). Depending on how the connection protocol is defined, all agents in the model may be connected to each other, or agents may be divided into disjoint sets called connected components within

---

\(^5\) An undirected edge between vertices \( A \) and \( B \) means that communication can flow from both \( A \) to \( B \) and \( B \) to \( A \). A directed edge allows only one of those possibilities.
which all are connected. The spatial aspect of the model is expressed in the connection protocol. For example, the vertices of $\Gamma$ might have coordinates in two-dimensional space, with the probability of an edge between two vertices a decreasing function of the distance between them. In this case, most of a given agent’s neighbours will be spatially proximate. Figure 5 shows a simple example in which the connection protocol specifies that only vertices closer than $d$ are connected. There are two connected components in the graph with eight and four members each.

Agents earn pay-offs from their language ability as follows. In each of an infinite number of periods, each agent $i$ encounters one of its neighbours from $N_i$ at random. If the agent and neighbour share a language in common, they engage in a mutually beneficial exchange and both earn positive pay-offs. Otherwise they both earn zero. Agents know which languages are currently spoken by each of their neighbours and occasionally get a chance to revise their own language without cost. Language choice is thus a coordination game among neighbours and any given agent will maximise its expected pay-offs by selecting the language most commonly used by its neighbours. When an agent changes its language, it alters the choice problem for all of its neighbours. Since agents within a connected component of the graph $\Gamma$ are indirectly linked through overlapping sets of neighbours, the choice set of an agent $A$ may be indirectly influenced over time by the decisions of agent $B$ even though $B$ is not a neighbour of $A$. I show that if agents revise their choices with some probability of making a mistake, eventually all agents in each connected component will speak the same language. The population size distribution of languages will be identical to the size distribution of connected components.

As the number of connections in a graph increases, the size of the largest connected component often abruptly shifts from being relatively small to relatively big, radically changing the network structure. This is called a phase transition by analogy to the discontinuous effects a change in temperature can have on the state of matter. When the largest connected component is relatively big, it is called a giant component. I show

![Fig. 5. Simple Locally Connected Network with Two Components](image_url)

**Notes.** The connection protocol specifies that two vertices closer than a fixed distance $d$ are connected. No other vertices are connected.

© 2015 Royal Economic Society.
that when $\Gamma$ is close to this phase transition, the size of connected components, and hence the size of languages, follows a Pareto distribution with an exponential cut-off. This result holds regardless of what connection protocol is used to define each agent’s neighbours. When neighbours are defined according to spatial proximity, simulation results show that for a wide range of parameter values the double Pareto distribution provides the best fit to the distribution of language sizes.

3.2. Language Coordination over a Network

I begin the formal explication of the model in this subsection with the network defined by an arbitrary connection protocol. After developing some general results, I introduce an explicitly spatial model of neighbours using simulation in subsection 3.3.

Consider a coordination game played among the $N$ members of a set of players $\mathcal{P}$. Each member of $\mathcal{P}$ is located at a vertex of the graph $\Gamma$. Each player $i$ can speak a language $\ell_i \in \mathcal{L}$. Every player is connected to at least one other player by an undirected edge. The indicators $e_{ij}$ tell us whether there is an edge connecting any two players $i$ and $j$. If $i$ and $j$ are connected, $e_{ij} = 1$ otherwise $e_{ij} = 0$. The set of players to which player $i$ is connected is called the neighbourhood of $i$ and is denoted $N_i$. In other words, $j \in N_i \iff e_{ij} = 1$. The set of all edges between pairs of connected vertices $\{h,k\}$ is $E$. There are $E = \sum_{i} \sum_{j} e_{ij}$ elements in $E$.

Each period, every player is randomly paired with another member of $N_i$. The two neighbours play a coordination game $G$ in which the actions taken are the player’s respective languages. If both players have the same language, they each get a pay-off of 1, otherwise they get a pay-off of 0.\(^6\) Table 2 shows the pay-off matrix. All of the diagonal entries in which players coordinate on the same action are pure Nash equilibria. None of the equilibria are risk dominant. If the pay-offs to coordination differed by language, then the language associated with the largest diagonal entry would be a pure Nash equilibrium.

In population game theory, if player utility in a game can be rescaled by real numbers $\lambda_i$ such that the change in scaled utility from a unilateral deviation is the

\[
\begin{array}{|c|c|c|c|c|}
\hline
\ell_j & 1 & 2 & 3 & \cdots & L \\
\hline
1 & 1,1 & 0,0 & 0,0 & \cdots & 0,0 \\
2 & 0,0 & 1,1 & 0,0 & \cdots & 0,0 \\
3 & 0,0 & 0,0 & 1,1 & \cdots & 0,0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
L & 0,0 & 0,0 & 0,0 & \cdots & 1,1 \\
\hline
\end{array}
\]

\(^6\) I make pay-offs the same for each language in $\mathcal{L}$ because linguists believe there are no intrinsic communication advantages of one language over another.
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same for all players, that is, that
\[ \lambda_i u_i(x'_i, x_{i}) - \lambda_j u_j(x_i, x_{j}) = \rho(x'_i, x_{i}) - \rho(x_i, x_{j}) \],
that game is called a potential game (Young, 1998; Sandholm, 2011). Games in which payoffs are symmetric for all players belong to the class of potential games. For game \( G \), I define the potential \( \rho(\ell, N_i, t) \) of language choice \( \ell_i \) in the neighbourhood of player \( i \) at time \( t \) as

\[ \rho(\ell_i, N_i, t) = \sum_{j \in N_i} 1(\ell'_i = \ell'_j). \]  

A particular language choice \( \ell_i \) is a best response if it has the highest potential, which is the same as being the most widely spoken language in the neighbourhood. It is easy to show that if \( G \) is a potential game, then the overall game involving all players in \( \mathcal{P} \) is also a potential game. Let the vector \( \vec{\ell} \) indicate the current language choices of all members of \( \mathcal{P} \) and the pair \( \{h,k\} \) index an edge between players \( h \) and \( k \). The potential function for the overall game is then

\[ \rho^*(\vec{\ell}, t) = \frac{N}{E} \sum_{(h,k) \in \mathcal{E}} 1(\ell'_h = \ell'_k). \]  

The potential function gives the expected total pay-off to all players from any set of language choices \( \vec{\ell} \). Note that this is just the fraction of edges that link two players who share a language multiplied by the number of players.

Players update their action choices according to a revision protocol. Each player possesses an alarm clock that rings to signal them to revise their action. The time between rings follows an exponential distribution. At any particular time \( t \), at most one player is engaging in revision. The revising player knows the actions most recently played by all of its neighbours \( \{\ell'_j\}_{j \in N_i} \). Since the revising player will encounter members of the neighbourhood randomly when pairing happens, the best-response language choice is to select the language most widely spoken among neighbours.

A deterministic best-response revision protocol would specify that the revising player would compute the potential \( \rho(\ell_i, N_i, t) \) for each \( \ell_i \in \mathcal{L} \), breaking ties by randomising, and then select the language with the highest potential. While this seems like the most straightforward approach, it turns out that the equilibrium reached by this protocol is difficult to characterise because we cannot be assured that all parts of the strategy space are reached with positive probability.

The situation improves if we allow non-best-response choices to occur with a positive probability. Consider the log-linear response rule in which the probability of selecting a particular language \( z_i \) is

\[ p(z_i, N_i, \beta) = \frac{e^{\beta \rho(z, N, t)}}{\sum_{z' \in \mathcal{L}} e^{\beta \rho(z', N, t)}} ; \]  

where \( \beta \geq 0 \). This probabilistic rule is known as a \( \beta \)-response function (Young, 1998). Languages with higher potential are more likely to be selected. The parameter \( \beta \) controls how sensitive the likelihood of a choice is to differences in potential. When \( \beta \) is large, the probability of choosing the language with highest potential approaches one and the probability of choosing non-best-responses approaches zero. When \( \beta = 0 \),
all languages in $\mathcal{L}$ are chosen with equal probability. The parameter $\beta$ thus captures how error-prone the players are in a fairly natural way.

Having set up the pay-off matrix, potential function and revision protocol, I can now use an existing result to characterise the equilibrium (Young, 1998, theorem 6.1). Young shows that a symmetric potential game played on a finite graph using the $\beta$-response revision protocol leads to a unique stationary distribution in which the strategies played maximise the potential function for the overall game. The potential function $\rho^*(\ell(t))$ is maximised when all players select the same languages as their neighbours. This implies that all players within each connected component of the graph will coordinate on the same language. Since the pay-off matrix states that no language is risk dominant, no language is favoured for coordination. If the graph has more than one connected component, then, the languages may differ between them.

If I suppose that at $t=0$ the players’ languages $\ell_i^0$ are unique, then with a high probability the equilibrium size distribution of languages will be identical to the size distribution of connected components of the graph $\Gamma$.

**Result 1.** The equilibrium size distribution of languages will be identical to the size distribution of the connected components of $\Gamma$.

I thus investigate the distribution of language sizes, our ultimate object in building the model, through study of the distribution of connected components of $\Gamma$, which I will denote $H(s)$. I will develop an analytic result about the distribution of component size for an arbitrary connection protocol that holds in a special case. Later, I will use simulation of a specific local connection protocol to reach additional results.

The degree of a vertex is defined as the number of edges that connect to it. Many theoretical results about random graphs concern a special case called the Poisson random graph, in which edges are created between any two vertices $i$ and $j$ with independent probability $p$. Graphs with a spatial connection protocol are not of this type because the probability $p_{ij}$ of an edge existing between $i$ and $j$ will typically be a decreasing function of the Euclidean distance between $i$ and $j$ rather than independent. This means that the many results developed for Poisson random graphs will not help here. I therefore draw on the theory of random graphs with arbitrary degree distributions developed in Newman et al. (2001) to further the analysis.

Define the probability distribution generating function for the vertex degree of graph $\Gamma$ as

$$G(s) = \sum_{k=0}^{\infty} p_k s^k,$$

where $p_k$ is the probability that a randomly selected vertex will have degree $k$, normalised so that $G(1) = 1$. $G(s)$ clearly depends on $p_{ij}$ through $p_k$, but for the development that follows I can leave the details unspecified. I am interested in the properties of the related generating function for the distribution of the sizes of components. To get there, I first define $L(s)$ as the size distribution of components.
reached by randomly selecting an edge from $\Gamma$ and following it to one of its ends. I exclude the giant component, if there is one, from $L(s)$ to ensure that, with high probability, the component reached from the selected edge will not contain a closed loop. Under these fairly non-restrictive conditions, Newman et al. (2001) show that one can relate the size distribution $H(s)$ to the vertex degree generating function $G(s)$ using equations

$$L(s) = s \frac{G'[L(s)]}{z} \quad \text{and}$$

$$H(s) = sG[L(s)],$$

where $z$ is the average degree of the vertices of $\Gamma$. For any particular connection protocol, calculation of the $p_k$ in principle allows us to use (5) and (6) to solve explicitly for $H(s)$. Newman et al. (2001) argue that this is usually impossible in practice. However, they use some asymptotic properties of generating functions to argue that, in the special case where $\Gamma$ is close to the phase transition where a giant component emerges, the upper tail of component sizes approximately follows a Pareto distribution with an exponential cut-off for all connection protocols.

RESULT 2. When $\Gamma$ is near the phase transition when a giant component emerges, the upper tail of $H(s)$ approximately follows a Pareto distribution with an exponential cut-off as given in (7).

$$PE(s) \sim s^{-1-z} e^{-\lambda s^z}.$$  

(7)

The probability of seeing a component larger than $s$ approximately follows the Pareto distribution with exponent $z$ when $s \ll s^\ast$. The exponential portion reduces the relative probability of very large components for any given value of $z$, where ‘very large’ is determined by the value of $s^\ast$. Several other phenomena that have power law size distributions are found exhibit this cut-off behaviour (Clauset et al., 2009).

3.3. Simulating Language Coordination over a Locally Connected Network

Results 1 and 2 hold no matter what connection protocol is used to form the network. However, our result on the size distribution only applies when the language network is close to the emergence of a giant component. We do not know whether the largest language, Mandarin, constitutes a giant component or not. I proceed with the study of the size distribution for the specific case in which connections are created based on the spatial proximity of agents. I use simulation to examine the size distributions of these locally connected networks.

Let the graph $\Gamma_g$ be defined as follows. Each of $N$ agents is located on a two-dimensional torus at randomly generated coordinates $(x_i, y_i)$. The Euclidean distance between any two individuals is given by $d(i,j)$. The probability that individuals $i$ and $j$ are connected if given by $p_{ij} = k[d(i,j)]$. The importance of geographic proximity for connection means $k_d < 0$. Since I conduct simulations, I work with the simple connection protocol given by
Two agents are connected only if the distance between them is less than $\tau$. I can use the $p_{ij}$ to define the $N \times N$ adjacency matrix $C$ with elements $c_{ij} = p_{ij}$. This matrix completely describes how the network is connected. Tarjan (1972) provides an algorithm to find the connected components of $\Gamma_g$ using $C$. Once the connected components have been identified, it is easy to produce and analyse the empirical CDF of component sizes.

I show an example of a simulated locally connected language network in Figure 6. A population of 360 individuals were randomly assigned a location on a $30 \times 30$ torus. The torus is shown unwrapped on a plane. An individual’s neighbours are those with $s < 1.7$, which are the eight squares immediately bordering their own. Application of Tarjan’s algorithm reveals that there are 33 connected components in the graph, including singleton individuals who are unconnected by convention. The non-singleton components correspond to the distinct languages in the equilibrium of the model. Each individual is represented on the grid by the rank of his or her language in descending order. The size distribution of languages is heavily skewed: the mean language size is 11 while the median is only 4. Nearly one-third speak the largest language but there are nine languages with only one speaker.

Human populations tend to be spatially clustered on the earth’s surface rather than randomly distributed. Humans gravitate towards more productive ecosystems and away from deserts, high mountains and cannot survive in the ocean. I take this spatial clustering as exogenous in the present model, and introduce it into the simulation through an additional parameter $\gamma$. This parameter ranges from zero to infinity and controls an algorithm that takes the $N$ randomly assigned locations $(x_i, y_i)$ on $T$ as its input and clusters them (Lennartsson et al., 2012). In the clustering algorithm, the locations are transformed into frequency space using a fast Fourier transformation and the resulting amplitudes are scaled by $\gamma$. The rescaled amplitudes are transformed back to two-dimensional space, and the $N$ locations that have the strongest signal become the new set of coordinates. Values of $\gamma$ greater than zero produce spatial clustering of the individuals.

Each simulation run is characterised by a choice of population size, torus size, neighbourhood radius and clustering parameter: $\{N, (\bar{x}, \bar{y}), \tau, \gamma\}$. Since the size distribution of connected components is our object of interest of interest and we expect this distribution to be heavy tailed, the population should be as large as is computationally practical. For any given torus size, the number of connected components falls as the population density rises. To be able to fit and test distributions with the simulation data, I need at least 100 or so components. On the other hand, the size of the adjacency matrix $C$ is $N \times N$, which means that computation time rises quickly with $N$. With these concerns in mind, my simulations fix the torus size to $200 \times 200$ and the population to 10,000. I vary neighbourhood size $\tau$ between 1.5 and

\[ p_{ij} = \begin{cases} 
1 & \text{if } d(i,j) \leq \tau \\
0 & \text{if } d(i,j) > \tau.
\end{cases} \]  

(8)
2.3, which results in neighbourhood areas between 0.02% and 0.04% of total area. The clustering parameter $c$ varies between 0 and 2. When $c = 2$, the average individual has more than twice as many neighbours within a three-unit radius as when $c = 0$.

I begin my analysis of the simulation data with a table of summary statistics in Table 3. The Table shows average values for 250 simulation runs for each $\{\tau, \gamma\}$ combination. The median language has two speakers for most of the parameter values. The distribution of language sizes has a heavy right tail for all parameter values. The mean size is larger than the median everywhere and ranges from 4 to 174. In general, the mean size increases with both $\gamma$ and $\tau$. Intuitively, larger connected components can form when individuals are more spatially clustered and when neighbourhoods are larger. The share of the population speaking the largest language varies from 1% to 99%, so the parameter space ranges across the emergence of a giant component.

Fig. 6. Example Language Network on a Torus with $\bar{x} = \bar{y} = 30$ and $\tau = 1.7$

Notes. Each individual is represented by a number identifying the connected component of the network to which they belong. Each connected component has a unique language. This network of 360 individuals has 33 languages.
Result 2 suggests that the size distribution of components will be approximately Pareto-exponential near the emergence of a giant component. I fit this distribution to the simulation data along with five related distributions that also have heavy right tails. These are:

(i) the ordinary Pareto distribution, which is a pure power law and can be viewed as a special case of the Pareto-exponential with $\lambda = 0$;
(ii) the double Pareto, which has two power parameters $x$ and $\beta$ on either side of a threshold $s^*$;
(iii) the left-truncated lognormal distribution;
(iv) the left-truncated Weibull distribution; and
(v) the left-truncated exponential distribution.

I can then compare the values of the optimised likelihood functions using likelihood ratio tests. The distribution that has the highest likelihood is the best fit to the simulation data.

It turns out that the best-fitting distribution overall is the double Pareto (DP). For $x < \beta$ and sizes above $s_0$, the DP distribution is given by

$$DP(s) \sim \begin{cases} 
\left( \frac{s}{s^*} \right)^{-1-x} & \text{for } s_0 \leq s < s^* \\
\left( \frac{s}{s^*} \right)^{-1-\beta} & \text{for } s \geq s^*.
\end{cases}$$

Table 3

| $\gamma$ | 1.5 | 1.7 | 1.9 | 2.1 | 2.3 |
|----------|-----|-----|-----|-----|-----|
| **Median language size** | | | | | |
| 0.0  | 2.0 | 2.0 | 2.0 | 2.0 | 1.2 |
| 0.5  | 2.0 | 2.0 | 2.0 | 2.0 | 1.6 |
| 1.0  | 2.0 | 2.0 | 2.0 | 2.0 | 2.0 |
| 1.5  | 2.0 | 2.0 | 2.0 | 1.9 | 2.0 |
| 2.0  | 1.8 | 1.8 | 1.8 | 1.8 | 2.0 |
| **Mean language size** | | | | | |
| 0.0  | 4   | 4   | 4   | 12  | 174 |
| 0.5  | 5   | 5   | 5   | 12  | 89  |
| 1.0  | 6   | 6   | 6   | 12  | 41  |
| 1.5  | 9   | 9   | 9   | 15  | 30  |
| 2.0  | 16  | 16  | 16  | 24  | 39  |
| **Population share of largest language** | | | | | |
| 0.0  | 0.01| 0.01| 0.01| 0.07| 0.99 |
| 0.5  | 0.01| 0.01| 0.01| 0.08| 0.96 |
| 1.0  | 0.04| 0.04| 0.04| 0.15| 0.83 |
| 1.5  | 0.13| 0.13| 0.13| 0.30| 0.64 |
| 2.0  | 0.37| 0.35| 0.37| 0.50| 0.65 |

Notes. Each cell presents the average value of the indicated statistic for 250 simulations runs using the indicated values for $\tau$ and $\gamma$. © 2015 Royal Economic Society.
The DP distribution is similar to the Pareto-exponential in that the parameter $s^*$ indicates a ‘very large’ size above which, relative to the value of $a$, the relative probability of seeing very large components is smaller.

Table 4 shows the results of likelihood ratio tests comparing the DP to the other distributions. Positive values favour the DP over the alternative. The differences in fit are greatest when the clustering parameter $\gamma$ and the neighbourhood radius $\tau$ are small. When they are larger, it becomes more difficult to distinguish the DP from the Pareto-exponential, Pareto and truncated lognormal distributions.

I explore the emergence of the giant component through additional simulations that use a more granular set of values for $\tau$ while keeping $\gamma = 0$. The gross structure of the language distribution is quite sensitive to small changes in parameters. Figure 7 shows that the average population share of the giant component, shown with dots, grows very rapidly between $\tau = 2.3$, when it comprises 20% of the vertices, and $\tau = 2.425$, when it comprises 80%. The size of the giant component is also much more varied during the phase transition. Capped spikes indicate the 10th and 90th percentiles of the distribution of giant component share in the simulation runs. This non-linear behaviour is of particular interest because real-world processes such as

| $\gamma$ | 1.5  | 1.7  | 1.9  | 2.1  | 2.3  |
|----------|------|------|------|------|------|
|          | Pareto-Exponential | 7.08 | 6.68 | 10.42 | 2.90 | 0.72 |
|          | Pareto          | 21.96 | 21.48 | 25.32 | 5.22 | 0.72 |
|          | Truncated Lognormal | 19.43 | 18.91 | 22.80 | 5.06 | 0.69 |
|          | Truncated Weibull | 18.31 | 17.80 | 21.69 | 5.49 | 2.04 |
|          | Truncated Exponential | 275.24 | 276.39 | 279.12 | 376.87 | 240.65 |
| 0.5      | 5.89 | -1.54 | 4.01 | 1.88 | 0.43 |
|          | 14.29 | 6.57 | 12.06 | 3.60 | 0.43 |
|          | 13.65 | 5.98 | 11.50 | 3.57 | 2.04 |
|          | 13.68 | 6.05 | 11.60 | 4.34 | 3.24 |
|          | 356.25 | 351.75 | 358.45 | 412.78 | 321.71 |
| 1.0      | -1.23 | 1.42 | 1.51 | 1.00 | 0.26 |
|          | 0.28 | 2.88 | 3.02 | 1.27 | 0.26 |
|          | 0.22 | 2.90 | 3.04 | 8.76 | -0.05 |
|          | 2.10 | 4.80 | 4.97 | 10.43 | 0.89 |
|          | 509.88 | 509.84 | 508.03 | 504.57 | 370.18 |
| 1.5      | 0.51 | 0.61 | 0.54 | 0.92 | -0.33 |
|          | 0.57 | 0.66 | 0.62 | 0.94 | -0.33 |
|          | -0.16 | 0.68 | -0.05 | 0.09 | -0.32 |
|          | 2.91 | 3.72 | 3.00 | 2.40 | 0.81 |
|          | 658.82 | 645.69 | 660.78 | 579.58 | 405.09 |
| 2.0      | -1.20 | 0.61 | 0.67 | 1.01 | 0.12 |
|          | -1.20 | 0.62 | 0.67 | 1.01 | 0.12 |
|          | 7.06 | -0.50 | -0.01 | 0.04 | 4.54 |
|          | 10.06 | 2.56 | 3.15 | 2.06 | 5.63 |
|          | 687.30 | 678.13 | 701.25 | 526.35 | 352.61 |

Notes. Each cell presents the average likelihood ratio of the double Pareto and indicated distribution for 250 simulations runs at the values for $\tau$ and $\gamma$. © 2015 Royal Economic Society.
innovation in transportation and communication technology are arguably analogous to increasing the neighbourhood radius. Technological shocks may thus cause the distribution of language size change in highly non-linear way.

### 4. The Distribution of Language Population

I now fit the DP distribution to population data on all of the world’s languages from the WLMS (WLMS, 2011). This data set has been introduced in Figures 1 and 2. The WLMS incorporates the language data from Ethnologue, including the population of speakers, and is collated and maintained by The Summer Institute of Linguistics. It is the most comprehensive resource of language population available.

The WLMS population estimates are drawn from censuses, the linguistics research literature and submissions from field correspondents. The estimates are made at the country level. Since not all estimates are made at the same time, I adjust them to 2000 using country-specific growth rates computed from the World Development Indicators database (World Bank, 2012). To make the adjustment, I need to know the date a population estimate in the WLMS was made. This information exists for 89% of the country-language observations. I then aggregate the adjusted population estimates to the language level. This procedure produces population estimates for 6,210 languages.
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Figure 8 presents the full counter-cumulative distribution in panel (a) and a close up for languages with more than 10,000 speakers in panel (b). I have added a random jitter to the plots to make it easier to see where the mass of the distribution lies.

4.1. Fitting the Steady-state Distribution

The steady state of the model of language size is best described by the double Pareto distribution. The DP density function is given by
\[ f(s; \alpha, \beta, s^*) = \begin{cases} C \left( \frac{s}{s^*} \right)^{-1-\alpha} & \text{for } s_0 \leq s < s^* \\ C \left( \frac{s}{s^*} \right)^{-1-\beta} & \text{for } s \geq s^* \end{cases} \]  \tag{10}

where

\[ C = \frac{s_0^\alpha \beta}{s^* [s_0^\beta (\alpha - \beta) + s^* \beta^\alpha]} \]

es the parameters of the distribution.

To fit the DP, we will use the log-likelihood function

\[ \ln L = \sum_{i=1}^{n} \ln f(s_i; \alpha, \beta, s^*) \text{ for } s_i \geq s_0. \]  \tag{11}

To fit (11) by maximum likelihood, we must first choose a value for \( s_0 \). This is a problem faced whenever fitting a power law. Early work on power laws chose \( s_0 \) by inspecting a log–log plot of the empirical counter-cumulative distribution. The single Pareto distribution appears linear on this type of plot for \( s > s_0 \), while the double Pareto appears piece-wise linear. Panel (b) of Figure 8 shows this plot for larger languages. The plot looks slightly concave overall, while some segments appear to be linear.

The job of choosing \( s_0 \) for the DP distribution difficult to do by eye as it should fall below two linear sections with potentially different slopes. Further, an important question for the paper is precisely the range of languages for which the DP distribution might be consistent with equilibrium. I therefore apply two formal, principled approaches for choosing \( s_0 \).

The first approach looks at Kolmogorov–Smirnov D-statistics for different values of \( s_0 \). The D-statistic measures how well our empirical distribution fits the theoretical distribution, given particular parameters. I estimate these parameters using maximum likelihood and then compute the statistic. This method is widely employed in the literature (Clauset et al., 2009; Rybski et al., 2009). We will find \( s_0 \) that provides the best possible fit using this method and also see what other values are plausible.

Let \( F(s) \) be the empirical CDF and \( G(s) \) be the theoretical CDF. We estimate the parameters \( \hat{\alpha}, \hat{\beta} \) and \( \hat{s}^* \) by maximum likelihood and insert them into the theoretical CDF. The Kolmogorov–Smirnov D-statistic measures the maximum distance between the empirical and theoretical CDFs:

\[ D = \max_{s \geq s_0} |F(s) - G(s)|. \]  \tag{12}

The statistic \( T = D \sqrt{N} \) allows us to test the null hypothesis that the empirical CDF follows the theoretical CDF.

I maximise (11) for a range of possible values of \( s_0 \) and compute both \( D \) and a p-value for the test statistic \( T \). Figure 9 shows the results. The top panel shows that \( s_0 = 17,900 \) provides the best fit of the data to the DP distribution. It is a global minimum, though values of \( s_0 \) up to about 36,000 fit nearly as well. The bottom panel shows that I fail to reject the null hypothesis the data follow the DP distribution for \( s_0 > 14,000 \) at the 10% level. The conclusion I draw here is that any value of \( s_0 \) above...
14,000 is plausible, with values between 17,900 and 36,000 providing the best statistical fits.

The second method for choosing $s_0$ notes that empirical distribution follows a smooth curve for smaller values of $s$. By simply truncating the data, as I have done in the first method, I am in effect allowing that there may be as many parameters for the
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distribution below \( s_0 \) as there are observations. An alternative approach fits a likelihood that follows a right-truncated parametric distribution below \( s_0 \) and the DP above \( s_0 \).

The lognormal distribution seems an obvious choice for the left tail since it has a heavy right tail that is close to a power law in shape. Visual inspection of a kernel density estimate of log language size in Figure 1 suggests the lognormal is a reasonable fit. The LNDP has previously been fit to city data by Giesen \textit{et al.} (2010).

Let \( p \) be the fraction of observations above \( s_0 \) and \( \mu \) and \( \sigma \) be the mean and standard deviation of the right-truncated lognormal distribution. I can write a log-likelihood function for the entire distribution as

\[
\ln L(\theta) = \sum_{s_i < s_0} \frac{(1 - p)}{s \sigma} \phi\left( \frac{\ln s - \mu}{\sigma} \right) + \sum_{s_0 \leq s < s^*} p C\left( \frac{s}{s^*} \right)^{-1-\beta} + \sum_{s \geq s^*} p C\left( \frac{s}{s^*} \right)^{-1-\beta},
\]

where \( \phi(x) \) and \( \Phi(x) \) are the standard normal density and distribution respectively and \( \theta = (\alpha, \beta, \mu, \sigma, s_0, s^*) \). Maximising this likelihood yields the estimate \( \hat{s}_0 = 26,900 \). This likelihood is somewhat difficult to estimate because:

(i) it has two discontinuities; and

(ii) the lognormal and DP distributions have very similar shapes in the right tail.

I used both differential evolution and mesh adaptive direct search, which do not require continuous or differentiable objective functions, to do the optimisation and obtained similar results from both methods.\(^8\)

Recall that I showed evidence in Section 1 that language population growth is consistent with Gibrat’s law for languages larger than about 35,000. Below that size, there is weak evidence that average growth is lower. The values of \( s_0 \) suggested by the LNDP and the KS test are in broad agreement with this other evidence about where the language size distribution appears to be stable. I make a conservative choice of \( s_0 = 35,000 \) as my preferred estimate. Thirty percent of all languages are larger than 35,000.

Figure 10 shows the fitted distribution overlaid on a jittered plot of the data. The fit is very good. Table 5 presents the maximum likelihood estimates of the parameters for \( s_0 = 35,000 \). The fitted distribution follows the exponent \( \hat{\alpha} = 0.342 \) below the \( s^* = 836,400 \) threshold and \( \hat{\beta} = 0.663 \) above the threshold. Using the KS test for goodness of fit, I fail to reject the null hypothesis that the empirical distribution follows the estimated theoretical distribution with \( p = 0.95 \). Figure 11 shows the LNDP fit to the entire dataset.

The estimated power law exponents \( \hat{\alpha} = 0.342 \) and \( \hat{\beta} = 0.663 \) are small compared to those for cities or firms, which are typically close to one (Zipf, 1949; Axtell, 2001; Rozenfeld \textit{et al.}, 2011). They also fall on the small side for other phenomena that exhibit power law behaviour (Clauset \textit{et al.}, 2009; Rybski \textit{et al.}, 2009). Smaller exponents correspond to a longer left tail. The 30 or so largest languages fall below the fitted line, meaning that they are smaller than we would expect if the languages

---

\(^8\) These methods are both implemented in R, an open-source statistical computing platform. Differential evolution is available in the DEoptim package and mesh adaptive direct search is available in the crs package. R and its packages may be downloaded at www.r-project.com.
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followed the fitted theoretical distribution. This is not surprising as the theoretical
distribution has a non-finite mean for $b < 1$, while the empirical data must have a finite
mean. Under these conditions, the very largest observations should fall below the fitted
line in expectation (Newman, 2005).

4.2. Double and Single Pareto Fits Compared

Most of the empirical literature on size distributions fits the single Pareto
distribution to the upper tail. In this subsection, I provide a comparison of single
and double Pareto fits to the data. I begin by computing the augmented
likelihood LNSP and KS tests through simple modification to the procedure in

Fig. 10. Counter-cumulative Distribution of Language Population with DP Fit

Notes. The dots plot the empirical counter-cumulative distribution of languages with population
above 35,000. $N = 1,868$. The line shows the maximum likelihood fit of the double Pareto
distribution. The parameters are those shown in Table 5. Data are from the WLMS. Population
data at the country level are adjusted to year 2000 and aggregated as described in the text.

Table 5

Double Pareto ML Estimates with $s_0 = 35,000$

| Parameter | Coefficient | SE  |
|-----------|-------------|-----|
| $a$       | 0.342       | 0.023 |
| $\beta$   | 0.663       | 0.026 |
| $s^*$     | 836,353     | 17,390 |

Notes. $N = 1,868$. Data are from the WLMS. Population data at the
country level are adjusted to year 2000 and aggregated as
described in the text.
In this case, the two methods of estimating $s_0$ give very different results. Maximum likelihood estimation of the LNDP produces $s_0 = 3.231 \times 10^7$. The value of $s_0$ that minimises the difference $D$ between the theoretical and empirical distribution is 534,564. The latter value corresponds well to the estimated $s_0$ for the DP distribution. The sharply different estimates are not surprising when we consider that the lognormal and SP distributions are very close in shape in the upper tail.

Figure 12 plots fitted Pareto distributions with the two values of $s_0$. I estimate $\hat{\alpha} = 0.645$ with $s_0 = 534,564$ and $\hat{\alpha} = 1.281$ with $s_0 = 3.23 \times 10^7$. The augmented likelihood places just 37 languages above $s_0$. All of these lie below the fitted CDF for both the DP distribution and the Pareto fitted with the D-statistic-minimising $s_0$. Most of the observations determining the fitted parameters of the DP distribution are fit to the lognormal part of the LNSP.

It is difficult to compare the fit of the estimated SP and DP distributions as they cover different subsets of the overall data. However, a likelihood ratio test will show whether the LNDP or LNSP fits better. Since the distributions are nested, the LNDP, with its additional parameter, will necessarily fit at least as well as the LNSP. Let $L_N$ be the null likelihood, the LNSP, and $L_A$ be the alternative likelihood, that is, the LNDP. I compute the test statistic $T$ is using the estimated likelihoods:

\[ T = -2 \left( L_N - L_A \right) \]

Fig. 11. *Lognormal-double Pareto Fit to Language Populations*

Notes. The dots plot the empirical counter-cumulative distribution of languages. $N = 6,210$. The line shows the maximum likelihood fit of the lognormal-double Pareto distribution. Data are from the WLMS. Population data at the country level are adjusted to year 2000 and aggregated as described in the text.
\[ T = -2 \log \left( \frac{L_N}{L_A} \right). \]  

(14)

\( T \) approximately follows a \( \chi^2 \) distribution with one degree of freedom (Clauset et al., 2009). I compute \( T = 20.74 \), and reject the null distribution in favour of the alternative with \( p < 0.001 \). This is quite a large difference in ratios, meaning that the additional parameter makes a substantial improvement in the fit.

5. Language Extinction

Scholars and policy makers have been concerned since at least the early 1990s about the extinction risk faced by small languages. As I discussed in the introduction, the existing literature on language consolidation suggests that this risk is faced by the great majority of languages.

The minimum viable size for a language depends on circumstances such as geographic isolation, the extent of bilingualism, state support, domains in which the language is used, properties of alternative languages and the robustness of intergenerational transmission. A wide range of thresholds has been proposed for a rule of thumb below which a language should be considered in danger. Some scholars have suggested 1,000,000 (de Swaan, 1991; Fishman, 1998; Graddol, 2004). Others have suggested 10,000 (Hale, 1992; Krauss, 1992; Crystal, 2000).
Growing alarm at the potential loss in cultural diversity from language extinction prompted UNESCO to conduct a thorough and careful risk assessment for all languages (Moseley, 2010). The assessment evaluates nine factors and results in a judgement that the language is safe, vulnerable or endangered. In addition to the number of speakers, the assessment includes to what degree the language is being learnt by children, social domains in which the language is used and not used, government policy and community attitudes.

Figure 13 shows a kernel density estimate of the size distribution of the 1,649 languages UNESCO judges to currently be endangered. These languages have a mean size of 26,800 speakers, a median size of 609 and a 90th percentile of 27,000. UNESCO includes seven languages with more than a million speakers on the list. These are mostly minor European languages, such as Lombard, Emiliano-Romagnolo and Yiddish.

Most UNESCO endangered languages are below the threshold at which Gibrat’s law holds (Section 1) and below the lower bound of the DP fit. These estimates were produced using a completely different procedure, and it is reassuring that they are in broad agreement about the sizes of languages that are threatened with decline.

What does my analysis suggest about how many languages will go extinct? To explore this question, I simulated 100 years of evolution by applying the size–growth rate relationship estimated in Section 1 to the full size distribution of the world’s languages. I took the relationship as fixed over the simulation, and did not allow speciation. I estimated the conditional mean and variance of annual growth at 10,000 log size bins from a local-linear regression. In each simulation year, each language is matched to the appropriate size bin and a growth rate is drawn from a normal
distribution with the estimated mean and variance in growth associated with that bin. Languages that fall below 100 speakers are considered to be extinct and are not included in the next year.

Averaging over 1,000 simulation runs, 1,608 languages or 26% of the current total, have gone extinct. This estimate is quite similar to the 1,649 languages UNESCO considers to be endangered. If I suppose a reasonable measure for endangerment is a 25% probability of going extinct in 100 years, I find 1,957 languages to be endangered. They have a median current size of 729 speakers, which is close to the UNESCO median of 609. The main difference between the UNESCO estimate and the one produced here is that, by considering factors other than size, UNESCO includes more large and fewer small languages on its list.

As another check, I follow Sutherland (2003) in applying criteria used by the International Union for the Conservation of Nature (IUCN) to assess the endangerment of biological species. I find that for 1,645 languages, or 26% of the current total, the average population across simulation runs declines by 80% or more. This corresponds to the IUCN ‘critically endangered’ classification. According to Sutherland, languages are much more endangered than birds or mammals, of which 3.2% and 6.0% of species are critically endangered.

6. Discussion

The main empirical results I have established are that:

(i) language growth rates follow Gibrat’s law in a selected sample of languages; and

(ii) language sizes follow the DP distribution in the upper 30% tail for the entire universe of languages.

I have linked these findings through a model of language choice. The DP distribution emerges as the equilibrium when coordination about language occurs via a locally connected network. The precise fit of the distribution for the universe of languages larger than 35,000 supports the evidence of Gibrat’s law on the selected sample of languages.

My analysis provides an account of the dynamics of language populations that fits the aggregate data better than the existing models. It suggests that forces that would drive a divergence in language size operate on a smaller scale than previously believed. The evidence suggests humans will still speak many thousands of languages 100 years from now.

The biological constraints on language learning mean that changes in mother tongue necessarily happen on a generational time scale. It is possible that major innovations in communication of the late twentieth century, such as the Internet and widely disseminated broadcast media, will fundamentally alter the relationship between language size and growth. Networks are known to undergo phase transitions in which the size of the largest component, which for human languages is Mandarin, very rapidly expands its share of the population. One should not forget, however, that economic and cultural integration has been under way for a long time and much of that integration is reflected in the data I have presented.
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