Detecting the direction of frequency modulation (FM) is essential for vocal communication in both animals and humans. Direction-selective firing of neurons in the primary auditory cortex (A1) has been classically attributed to temporal offsets between feedforward excitatory and inhibitory inputs. However, it remains unclear how cortical recurrent circuitry contributes to this computation. Here, we used two-photon calcium imaging and whole-cell recordings in awake mice to demonstrate that direction selectivity is not caused by temporal offsets between synaptic currents, but by an asymmetry in total synaptic charge between preferred and non-preferred directions. Inactivation of cortical somatostatin-expressing interneurons (SOM cells) reduced direction selectivity, revealing its cortical contribution. Our theoretical models showed that charge asymmetry arises due to broad spatial topography of SOM cell-mediated inhibition which regulates signal amplification in strongly recurrent circuitry. Together, our findings reveal a major contribution of recurrent network dynamics in shaping cortical tuning to behaviorally relevant complex sounds.
Direction selectivity represents a fundamental computation found across sensory modalities. For example, neurons in the visual cortex respond selectively to objects moving in one direction, and those in the somatosensory cortex prefer particular directions of whisker deflections. In the auditory system, neurons fire selectively to upward or downward frequency modulations (FM), which provides critical substrates for auditory-guided behaviors, such as echolocation and vocal communication. Revealing how neural circuits enable direction-selective firing is a fundamental step toward understanding how our brain integrates information over time to interpret dynamic sensory inputs from the external world.

Decades of studies on direction selectivity in various sensory systems have given rise to two competing algorithms. One model proposes a delay line mechanism, where stimuli on neighboring parts of a receptive field trigger excitatory inputs with distinct latencies, while the second model proposes that non-preferred direction of movement evokes leading inhibition which suppresses spikes triggered by trailing excitation. Despite their differences in synaptic mechanisms, these models are similar in that they both attribute direction selectivity to temporal offsets between feedforward synaptic inputs onto an integrating neuron. In contrast to these feedforward mechanisms for direction selectivity, surprisingly little is known regarding the roles of recurrent circuits, which constitutes around 95% of synapses in sensory cortices. Studies in anesthetized mice have reported that cortical activity precisely follows thalamic inputs and linearly multiplies the signal, arguing against an active computational role of recurrent circuits in direction selectivity. Accordingly, direction selectivity in both auditory and visual cortices of anesthetized animals has been attributed to either the feedforward mechanisms described above or the inheritance from upstream subcortical structures.

Recently, a number of studies in awake animals have challenged the feedforward-dominant view of cortical operation by demonstrating that cortex operates as an inhibition-stabilized network. ISC is a circuit operation regime in which excitatory recurrence is strong enough to destabilize neural activity unless stabilized by feedback inhibition, giving rise to nonlinear, and even paradoxical, cortical activities due to network-level interactions. These findings raise a question of whether recurrent cortical circuit simply follows thalamic inputs in the awake state, or has more active roles in shaping cortical tuning to complex sensory stimuli. Here, we combine two-photon calcium imaging, whole-cell recording, and computational modeling to dissect the circuit mechanisms underlying FM direction selectivity in the neurons of the primary auditory cortex (A1) in awake mice. In contrast to classical models, we found that direction selectivity is not caused by temporal offsets between feedforward synaptic inputs; rather, it is generated due to differential amplification of input signals in the recurrent circuitry between preferred and non-preferred directions. These results demonstrate that cortical tuning to temporally complex sensory stimuli are shaped by nonlinear recurrent network dynamics, a conclusion that moves away from the classical idea of feedforward-dominant circuitry.

Results

A1 neurons are direction-selective to sweeps with ethologically relevant FM rates. To determine the ethological range of FM rates used in mouse vocalizations, we first conducted recordings of their communication calls. We focused on three categories of vocalizations—pup isolation calls, male courship songs, and pain vocalizations, which are known to have distinct spectro-temporal structures. We collected vocalizations from C57BL/6J, BALB/c, and CBA mice since vocalization patterns vary across strains. We found that the absolute FM rate rarely exceeds 40 oct/s in all three categories of vocalizations (Fig. 1b; pup call: 2.3%; male song: 1.7%; pain vocalization: 1.4%). Average absolute FM rates were 9.9 oct/s for pup call, 11.0 oct/s for male song, and 7.5 oct/s for pain vocalization. These data show that mice mostly use slower ranges of FM rates for communication than what has been tested in many of previous studies (30–90 oct/s, 70 oct/s, or 8–670 oct/s), which led us to focus our experiments on these ethologically meaningful FM ranges.

We next asked how directions of slow FM sweeps are encoded in A1 neurons by conducting two-photon calcium imaging in awake head-fixed mice (Fig. 1c). To identify A1 location, tonotopy was mapped with intrinsic signal imaging through the skull using pure tones of three frequencies (3, 10, and 30 kHz). We injected adeno-associated virus (AAV) vectors to express calcium indicator GCaMP6s in A1 of transgenic mice in which GABAergic interneurons are marked with tdTomato. This allowed us to optically distinguish glutamatergic pyramidal cells (green) from GABAergic interneurons (green + red). Two to three weeks following virus injection and implantation of a glass window over A1, we performed two-photon calcium imaging in layer 2/3 (L2/3) to measure responses of individual neurons to FM sweeps. Tuning properties of L2/3 pyramidal neurons were determined by presenting upward or downward sweeps of various rates (2.5–80 oct/s, 6 rates in each direction). To evoke responses in A1 neurons with a wide range of frequency preference, long FM sweeps with 4-octave range (4–64 kHz) were presented at 70 dB SPL. Overall, 33% of GCaMP6s-expressing pyramidal cells (n = 429 out of 1292 cells, 8 mice) increased their activity (measured as dF/F) in response to at least one sweep stimulus, and 68% of sweep-responsive neurons showed absolute direction selectivity index (DSI) values larger than 0.3. Importantly, we observed strong direction selectivity in many neurons even at slow FM rates (Fig. 1d), which is in contrast to previous studies in anesthetized rodents which reported the lack of direction selectivity for sweeps below 30 oct/s or 0.5 kHz/ms. The fraction of responsive neurons monotonically increased from fast to slow FM sweeps, likely reflecting the larger amount of total sound energy transmitted by slow sweeps (Fig. 1e). Nevertheless, the absolute DSI value remained high regardless of FM rate (Fig. 1f); we also confirmed this result with single-unit recordings and found enhanced direction selectivity for slow FM sweeps in the awake state compared to the anesthetized state (Supplementary Fig. 2). When DSI was compared against the best frequency (BF) of individual neurons, we found a negative correlation between DSI and BF in both pyramidal (Fig. 1g, h) and GABAergic neurons (Supplementary Fig. 3), with higher absolute DSI values at the edges of A1 tonotopy. We also note a significant local heterogeneity in DSI values, which did not stringent follow the global trend. This heterogeneity became less prominent as we raised the data selection threshold (Supplementary Fig. 4), indicating that cells with less robust responses showed larger variability in DSI. This selection criteria-dependence of local heterogeneity is reminiscent of that in A1 tonotopy, and thus it might represent a general rule of spatial organization in this area. Together, these results demonstrate that A1 neurons in awake state discriminate between directions of FM sweeps at ethologically relevant rates.

Direction selectivity is caused by asymmetry of excitatory postsynaptic charge between FM directions. To directly determine postsynaptic currents that shape direction selectivity, we...
next performed whole-cell patch-clamp recordings in awake mice (Fig. 2a). We targeted recording pipettes to L2/3 of A1, guided by the tonotopy determined by intrinsic signal imaging. Consistent with our previous study, recordings in awake mice revealed sustained, high-frequency barrages of spontaneous EPSCs and IPSCs, indicating that cortical circuits were highly active even in the absence of delivered sounds. Interestingly, presentation of slow FM sweeps consistently triggered a long-lasting suppression of both spontaneous EPSCs and IPSCs, which has been previously termed “network suppression” (marked by asterisks in Fig. 2b, c) on trial-averaged traces, network suppression appears as slow currents which drop below baseline). Network
suppression is a suppression of recurrent activity, which is evoked by a broad range of non-preferred frequencies; therefore, sustained network suppression is triggered as our 4-octaves FM sweeps pass through these non-preferred frequencies. In addition to network suppression, preferred FM sweeps evoked fast EPSCs (filled arrowheads in Fig. 2b and orange shaded areas in Fig. 2c) as expected from their crossing of the neuron’s tonal receptive field (TRF). Remarkably, non-preferred FM sweeps triggered smaller and often undetectable fast EPSCs, despite their crossing of the TRF (Fig. 2b–d). This asymmetry in charge between directions could be a source of direction selectivity in neuronal firing. To quantify the attenuation of synaptic currents in the non-preferred direction, we calculated DSI values for excitatory and inhibitory postsynaptic charges (DSI EPSC and DSI IPSC). Absolute DSI EPSC was high across the entire range of sweep rates and was consistent with that of neuronal firing (Fig. 2e; see Fig. 1f). Similar to fast EPSCs, we observed a strong attenuation of fast IPSCs (open arrowheads in Fig. 2b and purple shaded areas in Fig. 2c) in non-preferred FM sweeps, and DSI IPSC followed the same trend as DSI EPSC (Fig. 2e, f). We observed a strong dependence of DSIEPSC and DSIIPSC on the BF of individual neurons (Supplementary Fig. 5), further demonstrating the parallel between direction selectivity of neuronal firing and postsynaptic charges (Fig. 1h).
To directly examine a previous model that proposed temporal offsets between EPSCs and IPSCs (Fig. 2g), we next quantified the relative timing of EPSCs and IPSCs during FM sweeps (Fig. 2h–k). Notably, we did not observe a difference in EPSC-IPSC time intervals between preferred and non-preferred directions, regardless of whether we measured peak timing or onset timing (Preferred vs Non-preferred, peak: \( p = 0.817 \); onset: \( p = 0.153 \); Fig. 2j, k). EPSC-IPSC time intervals clustered around zero for both measures, indicating the covariance of excitation and inhibition. In both conditions, the onset timing of IPSCs tended to lead that of EPSCs in the preferred direction (−3.5 ± 2.0 ms, \( p = 0.100 \)), likely reflecting the slightly broader frequency tuning of IPSCs than EPSCs.\(^{5,20,21}\) Together, these findings argue against temporal offsets between feedforward synaptic inputs as the source of direction selectivity in A1; our results rather indicate that in awake mice, direction selectivity is determined by an asymmetry in total postsynaptic charge between sweep directions.

**SOM cells shape direction selectivity in A1.** What are the circuit mechanisms underlying the attenuated excitatory postsynaptic inputs in non-preferred directions? Previous studies in anesthetized animals proposed that the cortex linearly multiplies thalamic inputs and that the direction selectivity existing in postsynaptic charges is simply inherited from the thalamus.\(^{6,8}\) Alternatively, we considered the possibility that a strongly recurrent awake cortex\(^{29}\) further shapes direction selectivity in A1. Specifically, we focused on the role of network suppression—suppression of recurrent activity triggered by non-preferred tones—because its slow kinetics and asymmetry within TRFs\(^{52}\) make it suited for the directional interaction between frequency channels (see below). Since network suppression requires SOM cells, but not PV cells\(^{22}\), we inactivated these two interneuron subtypes to examine their effects on direction selectivity. We performed single-unit recording in A1 of head-fixed awake mice and photoactivated SOM (Fig. 3a–c) or PV (Fig. 3d–f) cells using virally introduced halorhodopsin (eNpHR3.0). We used weak LED intensities to modulate transmission without inducing irreversible changes in the cortical activity states (see "Methods"). Remarkably, SOM cell photoactivation that had little effect on responses to preferred FM sweeps significantly increased the responses of regular-spiking units to non-preferred FM sweeps (Fig. 3b, c and Supplementary Fig. 6a). As a result, absolute DSI values were significantly reduced in LED trials compared to the interleaved control trials ( \( p = 0.0006 \); Fig. 3g; see Supplementary Fig. 7a for fast-spiking units). This result supports the role of SOM cells in shaping direction selectivity within the auditory cortex.

In contrast to the SOM inactivation experiments, we did not observe any decrease in absolute DSI during PV cell photoactivation (Fig. 3d–g and Supplementary Fig. 6b). The absolute DSI rather showed a tendency for a slight enhancement, which could be explained by previously reported enhanced network suppression during PV cell photoinactivation.\(^{22}\) The difference between SOM and PV photoactivation effects cannot be attributed to different levels of optogenetic manipulation, since the increase in the spontaneous firing was indistinguishable between SOM and PV cell photoactivation ( \( p = 0.669 \); Fig. 3h and Supplementary Fig. 7b). Together, these results rule out the possibility that direction selectivity in A1 is simply inherited from subcortical systems and demonstrate active shaping of cortical direction selectivity by SOM inhibitory neurons.

**ISN model explains the nonlinear integration of FM sweeps in the A1 circuit.** Our data indicate that the asymmetry in excitatory postsynaptic charge between FM directions is enhanced within A1, suggesting a nonlinear amplification of thalamic inputs in cortical circuitry. What circuit properties enable this computation, and what is the reason for the difference between our results and previous reports in anesthetized animals? In order to examine these central questions, we constructed a network model of A1 to fully explore the circuit and cellular parameters that are not accessible by experimental manipulations. To this end, we built a three-population network model that incorporated known connectivity parameters across neuronal subtypes (pyramidal, PV, and SOM) as well as the spatial constraints within A1 tonotopy (Fig. 4a and "Methods").\(^{26,39}\) Motivated by past experimental recordings in A1 from awake mice\(^{2,23}\), we modeled the network to be an ISN.\(^{28,39}\) To simplify our analysis, we modeled individual neuronal activity with a dynamic firing rate function was used to prevent the firing rates from going below zero (Fig. 4c). Spatially broad effective connectivity was taken for both inputs and outputs of SOM cells, while all other connections were set to be narrow.\(^{22}\) We modeled an upward (downward) FM sweep as a traveling Gaussian pulse that begins at the low (high) frequency position in the tonotopy (Supplementary Movie 1). We assume that DSI of the thalamic input is zero (see "Discussion"). In total, this feedforward thalamic input activates the recurrent network, which both temporally filters and spatially convolves the activity to give the final cortical response.

With this model in hand, we start by considering how a 20 oct/s upward FM sweep drives excitatory neurons with a BF of 5 kHz (Fig. 4d, red curves). While the FM sweep is near this BF, these neurons receive direct feedforward excitation, which is amplified via recurrent excitatory connections (Fig. 4dii-diii). At the same time, they receive strong inhibition from nearby PV cells, as these interneurons also receive feedforward and recurrent excitation (Fig. 4dii). Inhibition from SOM cells, on the other hand, peaks when the FM sweep is exciting neurons with a higher BF, due to their spatially broad connectivity and slow kinetics (Fig. 4div). This delayed input from SOM cells suppresses recurrent activity and brings both pyramidal and PV cells below their baseline firing (network suppression). The combination of all these feedforward and recurrent inputs produce an initial strong increase in firing rates, followed by network suppression (Fig. 4dv). In contrast, considering a –20 oct/s downward FM sweep, the narrative plays out in a similar fashion, except that the pyramidal cells experience leading network suppression from SOM cells before the arrival of feedforward excitation (Fig. 4d, blue curves and Supplementary Fig. 8). This network suppression silences the recurrent activity and leads to an attenuated amplification of both excitatory and inhibitory inputs (Fig. 4e and Supplementary Fig. 9a). Therefore, this differential amplification between upward and downward directions results in a positive DSI (Fig. 4f).

Is the threshold nonlinearity we introduced in the model, as opposed to a completely linear model, required to capture direction selectivity? This influence of the threshold can easily be removed by increasing the baseline firing rate of excitatory neurons, leading to a completely linear network model. Interestingly, if this is the case, we can prove that DSI = 0 for all choices of model parameters (see Supplementary Text). This important insight shows that, in addition to modeling the proper circuit structure, we must also consider a nonlinear neuronal transfer function in order to explore the mechanistic underpinnings of direction selectivity.
Since our model is organized along the tonotopy, the circuit is symmetric about the BF of 16 kHz. For all neurons with a BF < 16 kHz, the time courses are similar to the one shown for neurons with 5 kHz BF and DSI will be positive, although the magnitude depends on their exact location. For all neurons with BF > 16 kHz, the upward and downward time courses are essentially interchanged (e.g., leading suppression occurs for upward sweeps) and DSI will be negative (Fig. 4f).

We note that this result and the qualitative characteristics of these curves hold true for a wide range of FM rates, providing evidence that our model explains direction selectivity for FM sweeps at ethologically relevant rates (Fig. 4g and Supplementary Fig. 8).

We next tease apart this model and identify the crucial features contributing to the shape of the DSI curve. We start by modeling the photoactivation of SOM and PV cells (Fig. 3) by providing a hyperpolarizing current to these interneurons and weakening the effective connectivity. Inactivating SOM cells results in a major reduction in absolute DSI across the tonotopic axis (Fig. 5a). While leading suppression is still present, it is significantly weaker and insufficient to silence recurrent activity. As a result, excitatory inputs are amplified in a similar amount during upward and
downward sweeps. In contrast, inactivating PV cells has the opposite effect, amplifying the leading network suppression, prolonging the period of silence, and maintaining, if not strengthening, DSI (Fig. 5b). Thus, our model recapitulates the critical role of SOM cells in generating direction selectivity (Fig. 3). Interestingly, solely reducing the spatial integration and projection scales of SOM cells to match those of pyramidal and PV cells also eliminates the leading network suppression and, as a result, direction selectivity (Fig. 5c). This result emphasizes the importance of SOM cells’ broad connectivity in linking distant frequency domains of A1 circuits.

Lastly, we investigate how a shift from an ISN to non-ISN regime, a change potentially resembling a shift from awake to anesthetized states (see “Discussion”), affects these results. This is done by weakening the effective recurrent interactions between pyramidal neurons and decreasing the spontaneous firing rate to 0.1 Hz. We find that the weakening of recurrent connectivity is enough to push the system to operate in a linear regime and eliminate both network suppression and direction selectivity (Fig. 5d). While it would be tempting to thus conclude that ISN dynamics are a necessary condition for direction selectivity, this is not yet evident. Our result illustrates that the circuit is more likely to reach the non-linearity threshold when it has strong recurrent interactions that allow a large dynamic range of firing rates through signal amplification. Although building a robust circuit with strong recurrence likely calls for an ISN regime, it is possible that a carefully tuned non-ISN network could reach the nonlinearity threshold, albeit over a restricted range of stimulus parameters.

Taken together, our simulation results provide a theoretical foundation for nonlinear amplification of inputs in A1 and show three circuit components that contribute to the generation of FM direction selectivity: a nonlinear neuronal transfer function, spatially broad connectivity of SOM cells, and strong recurrent connectivity.

**A1 neurons are direction-selective to FM sweeps with restricted frequency ranges.** Our results illustrate cortical circuit mechanisms that shape direction selectivity for ethologically relevant slow FM sweeps. Could similar mechanisms generate direction selectivity to spectrally-restricted FM sweeps which are prevalent in mouse vocalizations (Supplementary Fig. 1c)? We experimentally tested this by imaging GCaMP6s-expressing L2/3 pyramidal cells while presenting FM sweeps that covered one octave of the frequency range (lowest range: 4–8 kHz; highest range: 32–64 kHz; Fig. 6a, b). Interestingly, we found that many neurons reversed their direction preference depending on the frequency range of the FM sweeps (Fig. 6b). This result indicated that FM direction...
selectivity is not a fixed property in each neuron, but rather it is determined by the relationship between its BF and the sweep frequency range. To systematically examine this relationship, we determined the logarithmic center of the sweeps (Fcent) and calculated the relative position of Fcent compared to the BF of each neuron (see an inset in Fig. 6b). This generated seven cell-Fcent pairs for each cell, and DSI was calculated separately for each of these pairs. As expected, pyramidal cells were most responsive when their BFs were within the sweep frequency range (relative Fcent between $-0.5$ and $0.5$; Fig. 6c). Absolute DSI value remained high regardless of FM rates, showing that A1 pyramidal cells are direction-selective to slow and spectrally-restricted ethologically relevant FM sweeps (Fig. 6d). Remarkably, when DSI was calculated separately for bins of relative Fcent position, we found a sharp reversal of DSI at around relative Fcent $= 0$ (Fig. 6e), a result also captured in our computational model (Supplementary Fig. 9c). Therefore, a neuron shows preference to the direction in which FM sweeps move away from its BF. This is consistent with the results that we obtained with long 4-octave sweeps (Fig. 1h) and presents a more general description of the relationship between a neuron’s FM direction selectivity and TRF. These data further strengthen our conclusion that A1 neurons discriminate the directions of ethologically realistic FM sweeps that are present in vocal communications.

**Discussion**

**Nonlinear computation in an ISN.** An increasing number of studies in awake animals have found that the sensory cortex operates as an ISN$^{21-27}$. We previously found that, as a consequence of ISN operation in A1, non-preferred pure tones evoke network suppression, an attenuation of recurrent activity which leads to suppression of both spontaneous EPSCs and IPSCs$^{22,37}$. In this study, we further demonstrate that network suppression in ISNs plays a critical role in generating direction selectivity to ethologically relevant slow FM sweeps. A simple schematic (Fig. 7) provides an interpretation of our model regarding how network suppression attenuates EPSCs for non-preferred FM sweeps. As previously reported, network suppression is asymmetrically distributed within TRFs (Fig. 7a, b)$^{22}$. We now model FM sweeps as sequential presentations of pure tone frequencies in ascending (upward) or descending (downward) order (Fig. 7c). Time-staggered summation of EPSCs results in a network suppression either leading or following an excitation, depending on the direction of the sweeps (Fig. 7d). Due to its slow kinetics, lagging network suppression does not affect leading excitation (Fig. 7d, left). In contrast, leading network suppression overlaps with lagging excitation and attenuates recurrent activity (Fig. 7d, right). Since cortical recurrent circuit amplifies feedforward thalamic inputs by 2–5 fold$^{8,9,40}$, attenuation of recurrent activity strongly reduces sound-evoked EPSCs. This blockade of amplification in the non-preferred direction generates charge asymmetry between directions. This model successfully explains BF-, rate-, and frequency range-dependence of DSI (Supplementary Fig. 10). Although sequential presentations of pure tones are experimentally challenging due to the fast dynamics of sounds, our network simulations (Figs. 4, 5) capture these mechanisms and identify critical circuit components. Importantly, our model clarifies that direction selectivity for ethologically relevant slow FM sweeps is enhanced due to the long-lasting kinetics of network suppression. This contrasts with classical models which considered only fast feedforward inputs. Our results suggest the importance of considering the nonlinear dynamics of recurrent
Direction selectivity in the primary auditory cortex. Although previous studies have found a correlation between FM direction selectivity and the asymmetry of “sideband inhibition” within TRFs, synaptic mechanisms underlying this relationship remained controversial. We now demonstrate that network suppression, which accounts for the sideband inhibition in awake A1, generates FM direction selectivity not through temporal offsets between feedforward inputs, but through the attenuation of recurrent circuit-mediated amplification of excitatory inputs. Our results are consistent not only with the contribution of sideband inhibition, but also with previous findings on the roles of inhibitory neurons, including the reduction of direction selectivity with gabazine infusion, the lack of effects on direction selectivity by PV cell photoinactivation, and the role of SOM cells in triggering network suppression. Thus, our proposed model resolves the previous controversy and provides an updated circuit basis for how sideband inhibition shapes direction selectivity in a recurrent network. However, we do not exclude the possibility that our model works in combination with other mechanisms that generate direction selectivity. For example, we observed a relatively low direction selectivity at extremely low (2.5 oct/s) and high (80–160 oct/s) FM rates in both experimental measurements of postsynaptic charges as well as model-based prediction, and these results deviate from the more flat relationship between DSI of neuronal firing and FM rates. We also observed local heterogeneity in DSI especially in cells with weak sweep responses, which cannot be explained by our one-dimensional A1 model. Direction selectivity at these conditions could be partially attributed to other mechanisms, such as delay-and-compare between ON and OFF responses, combination-sensitive supralinear summation, intensity ramp-selective firing (see Supplementary text), and inheritance from upstream structures (see below).

Our SOM cell photoinactivation experiments demonstrated the enhancement of direction selectivity to slow FM sweeps within the cortex. In contrast, previous studies observed direction selectivity only at extremely fast FM rates (around 70 oct/s or 0.5–3 kHz/ms) and proposed that the direction selectivity existing in postsynaptic charges is simply inherited from the thalamus. Why have previous studies not seen the enhancement of direction selectivity for slower FM sweeps? We believe that two key differences in circuit properties between awake and circuits, which extends the ability of individual neurons to integrate information over time.

Many spatially distributed cortical models consider neurons distributed over a periodic domain, motivated by orientation selectivity in the visual system. This provides a network symmetry where all neurons have inputs distributed over the same spatial scales. In our model, tonotopic organization is not on a periodic domain, and the spatial scale varies across the tonotopic location—neurons with low (high) BF have inputs with shorter spatial scales on the low (high) frequency side of the tonotopic axis. As a result of this break in symmetry, all neurons receive inputs with distinct spatial footprints over the tonotopy. A sweeping input then drives unique patterns of spatio-temporal integration and imparts distinct direction selectivity to individual neurons. Therefore, it is essential to consider appropriate spatial constraints in modeling the cortical responses to complex stimuli.
anesthetized states could have contributed to these results. First, anesthesia is known to attenuate the activity of cortical SOM cells49. Since our optogenetic inactivation demonstrated a critical role for SOM cells in shaping direction selectivity, the absence of its activity under anesthesia may have simply diminished direction selectivity. Secondly, anesthesia dampens activity in many neural circuits and places neurons far below their spiking thresholds50,51. Theoretical studies have pointed out that a network can switch from ISN to non-ISN as the circuit activity level decreases 42,52. Indeed, recent studies showed that the primary sensory cortex behaves as an ISN at rest in awake animals22,25,27, whereas V1 under deep anesthesia operates as a non-ISN53. Thus, non-ISN operation of anesthetized brains in previous studies could have prevented the triggering of network suppression whose slow kinetics is crucial for generating direction selectivity. Our theoretical models support these two possibilities by demonstrating that both removals of SOM cell activity and attenuation of recurrent excitation (non-ISN) reduce direction selectivity. Furthermore, the range of FM rates where we observed enhanced direction selectivity in the awake state compared to the anesthetized state was consistent with our model (Fig.4g and Supplementary Fig. 2). Overall, our data support the idea that A1 circuits in awake brains actively shape neuronal tuning to ethologically relevant FM sweeps, and that recurrent circuitry plays a critical role in this computation. Sensory integration via nonlinear recurrent dynamics may therefore be a general feature of cortical activity in awake brains.

Cortical and subcortical sources of FM direction selectivity. FM direction-selective firing has been previously observed in subcortical auditory structures, including cochlear nucleus54, inferior colliculus16–19, and thalamus20. In particular, direction selectivity in the inferior colliculus has been extensively studied in bats for its relevance in their echolocation and communication55, and its generation is considered to involve temporal offsets between feedforward synaptic inputs16,56. Therefore, although we demonstrated SOM cell-mediated cortical enhancement of FM direction selectivity, it is likely that a part of direction selectivity in A1 is inherited from upstream peripheral structures8. This idea is consistent with the residual direction selectivity we observed after SOM cell inactivation (Fig. 3g), and both inheritance from upstream and recurrent circuit-mediated enhancement are compatible with asymmetry in FM sweeps-evoked postsynaptic charges (Fig. 2). In fact, assigning a moderate FM direction selectivity to the feedforward excitatory input in our network model supported the additive nature of direction selectivity from cortical and subcortical mechanisms (Supplementary Fig. 9d–g).

How neuronal computations in the sensory periphery contribute to cortical information processing has been debated across sensory modalities. Similar to our findings in the auditory system, generation of direction selectivity in the visual system has been reported both in the cortex10,13 and peripheral retina57. Ablation of direction-selective retinal ganglion neurons in a previous study only partially reduced direction selectivity in the primary visual cortex, demonstrating additive contributions from both peripheral and cortical mechanisms58. Interestingly, this
retinal perturbation affected cortical responses mostly at high-speed visual motion (40%), suggesting that cortical mechanisms enhance visual motion processing predominantly at low- to mid-speed. Likewise, we found in our network model that the enhancement of FM direction selectivity within the A1 circuit is less prominent at high-speed FM sweeps (Fig. 4g). Thus, complementary extraction of rapid and slow time-varying stimuli in the periphery and the cortex—which likely relates to the loss of faithful encoding of rapidly varying stimuli at the cortex level—may be a general feature shared across sensory modalities. Elucidating how the cortex inherits and transforms various sensory information from the periphery and expands encoding capacity will be a critical step in understanding cortical computations.

Implications for FM sweeps processing in vocal communications. The auditory cortex is necessary for behavioral discrimination of FM sweep directions[41,42]. Therefore, in order to understand perceptual behaviors triggered by FM sweeps in vocalizations, it is important to determine how FM direction information maps onto the cortical population activity. With some exceptions, most studies on FM direction selectivity have used long sweeps whose frequency covers nearly the entire range of mouse hearing (3–5 octaves). Due to this sound design, these studies assigned each cell a single DSI value, and direction selectivity has been topographically mapped onto A1 tonotopic axis such that low-A1 prefers upward sweeps and high-A1 prefers downward sweeps[13,14] (but the opposite in another study[15]). By contrast, we used ethologically more realistic FM sweeps with a restricted frequency range (1 octave) and found that direction selectivity is not a fixed property for each neuron but rather varies depending on the relative position of FM sweeps compared to the neuron’s BF. This frequency-dependent direction selectivity has an obvious ethological advantage over fixed direction selectivity. In the latter system, neurons in high-A1 would mostly respond to downward sweeps and might fail to detect upward sweeps that are abundant in mouse ultrasonic vocalizations (Fig. 1).

In contrast, in a system with fixed frequency-dependent direction selectivity, FM sweeps can be encoded without losing information even in extremely high or low-frequency domains, since each neuron takes part in the representations of both upward and downward FM sweeps. Together with our demonstration of direction-selectivity mechanisms for ethologically relevant slow FM sweeps, our findings show that A1 neurons in awake mice are able to encode rich information conveyed by FM sweeps in vocalizations. Since directions of slow FM sweeps provide critical cues to both phonemic identification[55] and lexical distinction[64] in humans, our results provide a step toward understanding neural circuits for vocal communications in more complex human brains.

Methods

Animals. Mice were at least 6-week old at the time of experiments. Mice were acquired from Jackson Laboratories (VGAT-Cre × Rosa-Lsl-tdTmato, C57BL/6), CBA/I and BALB/c) or Charles River Laboratories (C57BL/6, CBA/I, and BALB/c). Both female and male animals were used and housed in a reverse light cycle (12h-12h). All experiments were performed during their dark reverse light cycle (12h-12h). All experiments were performed in accordance with the Institutional Animal Care and Use Committee at the University of North Carolina at Chapel Hill and Osaka University as well as guidelines of the National Institute of Health.

Mouse vocalization recordings. Recordings were conducted from C57BL/6, BALB/c, and CBA/J strains. Male courtship songs and pup isolation calls were recorded in a custom-built sound isolation chamber, using recording software Avisoft-RECORDER (Avisoft Bioacoustics, Glemehde, Germany) at a sampling rate of 250kHz, microphone (CM16/CMPA; Avisoft Bioacoustics), and preamplifier (UltraSoundGate 116; Avisoft Bioacoustics). The microphone was placed 9 cm above the bottom of the cage. Courtship songs of male mice were triggered by placing a female mouse within the same cage. Pups, emitted when pups were isolated from their mothers, were recorded at the age of 8–10 days. Pain vocalizations were recorded in a sound-isolation chamber (Gretch-Kind Industries), using custom Matlab code for recording (Mathworks) at a sampling rate of 500kHz, microphone (4939-A-011; Bruel & Kjaer), and conditioning amplifier (1708; Bruel & Kjaer). The microphone was placed 5 cm above head-fixed mice. Pain vocalizations were triggered by mild electric shocks (0.5–0.8 mA, 0.5–1 s) at the tail.

Intrinsic signal imaging. Intrinsic signals were acquired using a custom tandem lens macroscope and 12-bit CMOS camera (DS-1A-01M30, Dalsa). All mice were first implanted with a custom stainless-steel head-bar. Mice were anesthetized with isoflurane (0.8–2%) vaporized in oxygen (1 L/min) and kept on a feedback-controlled heating pad at 34–36 °C. The muscle overlying the right auditory cortex was removed, and a head-bar was secured on the skull using dental acrylic. The skull was kept transparent by saturated with physiologically buffered saline. Mice were injected subcutaneously with chlorprothixene (1.5 mg/kg) prior to imaging. Images of surface vascularization were acquired using green LED illumination (530 nm) and intrinsic signals were recorded (16 Hz) using red illumination (625 nm). Each trial consisted of 1 s baseline followed by a 1 s sound stimulus (75 dB peak tone with a custom potential value of 3, 10, or 30 Hz carrier frequency) and 30–3 s inter-trial interval. Images of reflectance were acquired at 717 × 717 pixels (covering 2.3 × 2.3 mm). Images during the response period (0.5–2 s from the sound onset) were averaged and divided by the average image during the baseline. Images were averaged across trials, Gaussian filtered, and thresholded for visualization. Images of auditory field (AAF), ventral auditory field (VAf), and secondary auditory cortex (A2) were identified based on their characteristic tonotopic organization.

Two-photon calcium imaging. Following the mapping of auditory cortical areas with intrinsic signal imaging in VGAT-Cre × Rosa-Lsl-tdTmato mice, a cranialotomy (2 × 3 mm) was made over the auditory cortex, leaving the dura intact. Drilling was interrupted every 1–2 s and the skull was cooled with PBS to prevent damage from overheating. Virus (AA V9.5-sGCaMP6Ps, WPRE, SV40) was injected at 5–10 locations (250 μm deep from the pial surface, 30 nL/site at 10 nL/min). A glass window was placed over the cranialiomy and secured with dental cement. Dexamethasone (2 mg/kg) was injected prior to the cranialotomy. Enrofloxacain (10 mg/kg) and Meloxicain (5 mg/kg) were injected before mice were returned to their home cage. Two-photon calcium imaging was performed 2–3 weeks after chronic window implantation to ensure an appropriate level of GCaMP6s expression. Second intrinsic signal imaging was performed through chronic windows 1–3 days before calcium imaging to confirm intact auditory cortex maps. On the day of calcium imaging, mice were head-fixed in the awake state under the two-photon microscope within a custom-built sound-attenuating chamber. Responses to pure tones and FM sweeps were usually measured on two separate imaging sessions, with 59.3 ± 6.3% of cells imaged on both sessions. GCaMP6s and tdTomato were excited at 925 nm (InSight DS +, Newport), and images (512 × 512 pixels covering 620 × 620 μm) were acquired with a commercial microscope (OMO scope, Sutter) running Scanimage software (Vidrio) using a x16 objective (Nikon) at 30 Hz. Images were acquired from L2/3 (200–300 μm below the surface). Lateral motion was corrected by cross-correlation-based image alignment[65]. Timings of sound delivery were aligned to the imaging frames by recording timing TTL signals in Wavesurfer software (Vidrio). Before each imaging session, tdTomato-expressing neurons were identified using cells imaged in the home cage and red channels. The figure panel showing an example field of view (Fig. 1c) was generated by overlaying signals from two channels using Fiji software (https://imagej.net/Fiji).

Surgery for in vivo electrophysiology. After mapping auditory cortical areas with intrinsic signal imaging, the exposed skull was covered with silicone elastomer. One to five days later, mice were anesthetized with isoflurane and the skull was exposed by removing the silicone cover. A small (<0.3 mm diameter) craniotomy was made above A1 and a durotomy was made in most experiments. Special care was taken to reduce damage to the brain tissue during this surgery, since we observe abnormal activity from damaged tissue. We found that critical to interrupting drilling every 1–2 s and cool the skull with artificial cerebrospinal fluid (aCSF, in mM: 142 NaCl, 5 KCl, 10 glucose, 10 HEPES, 5 TEA-Cl, 12 Na-phosphocreatine, 0.2 EGTA, 3 Mg-ATP, and 0.2 Na-GTP (7.2 pH, 310 mOsm). EPSCs and IPSCs were recorded at −70 mV and +40 mV, respectively. Membrane potential was not corrected for the 15 mV head junction potential and series resistance was continuously monitored for stability (average 26.4 ± 3.0 MΩm, n = 9 cells). Recordings were made with a MultiClamp...
In awake mice, we observed a continuous barrage of spontaneous EPSCs and IPSCs. Low basal activity with intermittent bursts was observed only in damaged face). Before starting measurements of sound-evoked responses in each mouse, we monitored spontaneous activity without sound stimuli while applying brief LED illuminations, starting from low intensity and incrementally with higher intensities. Speakers were calibrated over a range of 2–64 kHz and downward (64–4 kHz) logarithmic FM sweeps were presented at varying rates (2.5, 5, 10, 20, 40, 80, 160 oct/s). In experiments for Fig. 6, one-octave FM sweeps (F_{\text{octave}} = 5.7, 8.8, 11.3, 16, 22.7, 32, 45.3 kHz) were generated at the same FM rates, and sound stimuli had 3-ms linear rise-fall at onsets and offsets. Stimuli were delivered to the ear contralateral to the imaging or recording site. Auditory stimulus delivery was controlled by E-prod (Sanworks) running on Matlab.

Analysis of FM rates in mouse vocalizations. Syllables were extracted from recorded vocalizations using custom Matlab codes. Syllables were detected if the absolute amplitudes exceeded 10 × SD of the baseline noise. Onsets and offsets of syllables were determined using the criteria of 5 × SD, and syllables were dissected out with 15-ms margins on both ends. Contours of vocalization signals were separated from background noise by image processing of the spectrogram. For the analysis of male courtship songs and pup isolation calls, the spectrogram of each syllable was produced at 0.5-ms temporal resolution. Pixels with power above 25% (for male songs) or 20% (for pup calls) of the maximum value in each syllable were extracted as the signal. For the analysis of pain vocalizations, the spectrogram of each syllable was produced at 1-ms temporal resolution for B6 and BALB/c and 0.5-ms temporal resolution for CBA. For each time bin, broad band components were removed by subtracting the moving average (4000 Hz window) along with the frequency domain. The spectrogram was further smoothed by applying a median filter (3 × 3 pixels). The continuity of the contours was enhanced using the Frangi filter. Pixels with power above 5% of the maximum value in each syllable were extracted as the signal. After extraction of the contours of vocalization signals, a flood fill algorithm was used to isolate individual continuous components within a syllable (Supplementary Fig. 1). To further reduce noise, syllable components shorter than 3 ms (male songs and pup calls) or 7 ms (pain vocalizations) were rejected. Time and frequency values of individual components were further divided into 5-ms segments, and FM rates were calculated for individual segments.

Analysis of two-photon calcium imaging data. Regions of interest (ROIs) corresponding to individual cell bodies were automatically detected by Suite2P software and supplemented by manual drawing. However, we did not use the analysis pipeline in Suite2P after ROI detection, since we often observed overlapping and false-positive detection of background ROIs. ROIs were individually selected using custom graphical user interface in Matlab. ROIs were aligned across days using affine transformation of the ROI positions, and ROIs from two days were judged to be the same cell if there is more than 80% overlap in the areas. Furthermore, a custom graphical user interface was used to inspect and manually correct ROI placement. Experts highlighted ROIs that were missed and ROIs were averaged to create a fluorescence time series F_{cell\_measured}(t). To correct for background contamination, ring-shaped background ROIs (starting at 2 pixels and ending at 8 pixels from the border of the ROI) were created around each cell ROI. From this background ROI, pixels that contained cell bodies or processes from surrounding cells were excluded. The remaining pixels were averaged to create a background fluorescence time series F_{background}(t). The fluorescence signal of a cell body was estimated as F(t) = F_{cell\_measured}(t) − 0.9 × F_{background}(t). To ensure robust neuronal subtraction, only cell ROIs that were at least 3% brighter than the background ROIs were included. Pure tone responses were measured during 1.2 s windows after tone onsets. FM sweep responses were measured from sound onsets to 0.3 s after sound offsets, considering the slow kinetics of GCaMP6s. Cells were judged as significantly excited if they fulfilled two criteria: (1) dF/F had to exceed a fixed threshold value consecutively for at least 0.5 s in more than half of trials. (2) dF/F averaged across trials had to exceed a fixed threshold value consecutively for at least 0.5 s. The threshold for excitation (3.3 × standard deviations during the baseline period) was determined by receiver operator characteristic (ROC) analysis to yield a 90% true positive rate in tone responses. Two-photon imaging fields were aligned with the intrinsic signal imaging fields by comparing blood vessel patterns. Overall, 49% of GCaMP6s-expressing pyramidal cells (n = 176 cells, 8 mice) increased their activity in response to at least one of four tones. RF was calculated as the frequency with the strongest response independent of tone intensity.

Direction selectivity was determined using mean dF/F traces across at least five trials of presentations of each sound stimulus. DSI was calculated as (U–D)/(U+D), where U represents the response amplitudes triggered by upward FM sweeps and D represents those triggered by downward FM sweeps. Direction selectivity was calculated using only the FM rates that evoked significant excitatory responses in at least one direction. Response amplitudes were calculated as mean dF/F values during response measurement windows, and negative amplitudes were forced to zero in order to keep DSI range between −1 and 1. Response amplitudes were averaged across all included FM rates within upward or downward directions to calculate single DSI value for each ROI–FM range pair, except for the analyses where DSI for different FM rates was separately computed. Since our threshold yielding a 90% true-positive rate inevitably generates false-positive significant responses, we included in analyses only ROIs which are significantly responsive to at least three sounds. This substantially reduces the contamination from spontaneous significant responses that arise from random fluctuations while largely keeping real responses, since neurons with robust responses usually respond to multiple sounds. We also included results with lower threshold (including all responsive ROIs Supplementary Fig. 4b) and with the higher threshold (including ROIs which are significantly responsive to at least five sounds Supplementary Fig. 4d) in order to compare the DSI local heterogeneity with data selection criteria.
Analysis of single-unit recording data. Single-units were isolated using Kilosort software (https://github.com/kilosort/Kilosort) and spike-sorting graphical user interface (Phy; https://github.com/cortex-lab/Phy). The single-unit isolation was confirmed based on the inter-spike interval histogram (<3% of the spikes in the 2 ms bin, after correction for the overall spike frequency) and the consistency of the spike waveform. Positions of the cortical surface, layers, and white matter were identified by current source density analysis and the distribution of multi-unit spikes. Fast-spiking units were identified based on their small trough-peak amplitude (<0.4 ms). To quantify FM sweeps-evoked responses, PSTH was generated at 50-ms time bins. Sounds-evoked responses were quantified nonparametric tests in Matlab. In cases where parametric statistics are reported, data distribution was assumed to be normal, but this was not formally tested. R values were calculated as Pearson’s correlation coefficients, and their statistical significance was computed by transforming the correlation to create a t-statistics in Matlab code. Randomization is not relevant for this study because there were no animal treatment groups. All n values refer to the number of cells except when explicitly stated that the n is referring to the number of mice or number of cell-sound pairs. Experiments were not performed blind. Sample sizes were not predetermined by statistical methods but were based on those commonly used in the field. The number of data points, p values, and statistics used in individual figures are listed in Supplementary Data 1.

Construction of network models. To model A1, we organized neurons along a one-dimensional spatial continuum over the tonotopy. Let 2nx, with x∈[0,2π] denote the BF (in kHz) of a neuron. We consider a phenomenological spatial firing rate model, 

\[
\tau_r \frac{dx_r}{dt} = -A_x + 2 \pi \int K_{sp}(x, y) f(y(y)) dy + b(x, t) + \mu_u
\]

where \(A_x\) denotes the average activity of inputs to population \(a = E, P, S\), the integral is over the whole tonotopical axis, and the sum is over all populations. These inputs are fed through a temporal filter of the form

\[
t' \frac{dy}{dt} = A_y - r_y
\]

which is used to account for additional population-specific synaptic and membrane properties in the conversion from the activity of inputs to firing rate. Motivated by experimental results showing the slow recruitment of SOM neuron66,67 for simplicity, we only consider \(r_y \neq 0\) while taking the other two filters to be instantaneous. However, we note that similar results hold true for \(r_y \neq 0\), though this added oscillatory behavior in the return to steady state and added numerical complexity. Lastly, the firing rate function \(F(x)\) is taken to be

\[
F(x) = \begin{cases} x & \text{if } x > 0 \\ 0 & \text{otherwise} \end{cases}
\]

to prevent negative firing rates. The connection strength from population \(\beta\) to \(\alpha\) at position \(y\) and \(x\), respectively, is given by

\[
K_{sp}(x, y) = W_{sp} e^{-(x-y)^2/\sigma^2}/G(x),
\]

where the normalization term is chosen such that there exists a spatially uniform steady state, namely

\[
G(x) = \int e^{-(x-y)^2/\sigma^2} dy.
\]

Specifically, this choice ensures that at each point in the tonotopy, the total effective connection to population \(\alpha\) from population \(\beta\) is \(W_{sp}\). We can take the effective connectivity between two neurons to decay as a Gaussian in the difference between the neurons’ BFs in octaves. In the absence of auditory inputs each of the populations in our model has a spatially uniform steady-state firing rate. The baseline background activity to each population is \(\mu_x\). The stimulus input to population \(\alpha\) is taken to be

\[
b(x, t) = \text{Amp}_{s} e^{-(x-(x_0-b_{\text{sp}}))^{2}/\sigma^2} \tau_s
\]

where \(\tau_s\) is the sweep speed (\(\tau_s > 0\) for upward sweep), and \(f_{\text{sp}}\) is the starting frequency of the sweep. Lastly, the DSI for the mathematical model is

\[
\text{DSI} = \int_{b_{\text{sp}}}^{b_{\text{stop}}} \frac{\Delta f_{\alpha} dt - \int_{b_{\text{start}}}^{b_{\text{sp}}} \Delta f_{\alpha} \text{dt}}{\int_{b_{\text{start}}}^{b_{\text{stop}}} \Delta f_{\alpha} \text{dt} + \int_{b_{\text{sp}}}^{b_{\text{stop}}} \Delta f_{\alpha} \text{dt}}
\]

where \(\Delta f_{\alpha}\) represents the change in firing rate from baseline

\[
\Delta f_{\alpha} = F(y) - r_{\alpha}.
\]

The default parameter values for the model can be found in Supplementary Tables 1–3. The photoinactivation simulations were done by weakening the effective connectivity of each inactivated population by 20% and introducing an inhibitory current of magnitude \(\tau_i = 0.5\) into the respective \(\Delta f_{\alpha} / \Delta f_{\alpha}^{\text{stim}}\) equations. The system was allowed to reach its new steady state before the FM sweep stimulus. The shift from ISN to non-ISN was achieved by decreasing the effective interaction strength matrix and feedforward connections by multiplication with \(\beta = 0.5\) or 0.2 and decreasing the baseline firing rate of pyramidal cells to \(r_{y} = 0.1\ Hz\). The tonotopic axis was discretized into 401 points with \(x\in[2\ \text{Hz}]\). The lowest and highest edges of the tonotopic axis were excluded from the data due to the oscillation generated at the boundaries. All simulations were completed using ode45, a numerical solver for differential equations implemented by Matlab, with maximum relative tolerance and absolute error levels set to \(1 \times 10^{-3}\) and \(1 \times 10^{-5}\), respectively.

For the figure examining the impact of direction selectivity in the feedforward input, the amplitude of the feedforward input was adjusted in the following manner

\[
\text{Amp}_{\text{p}}(t) = \begin{cases} \text{Amp}_{\text{max}} & \text{if } t < t_{\text{start}}, \text{and } t > t_{\text{stop}} \\ \text{Amp}_{\text{min}} + \frac{\text{Amp}_{\text{max}} - \text{Amp}_{\text{min}}}{t_{\text{stop}} - t_{\text{start}}}(t - t_{\text{start}}) & \text{otherwise} \end{cases}
\]

where Amp_{\text{min}} is 0.8 Amp_{\text{max}}, and \(t_{\text{start}}\) and \(t_{\text{stop}}\) are the start and stop times of stimulus, respectively.

Statistical analysis. All data are presented as mean ± SEM. Statistically significant differences between conditions were determined using standard parametric or nonparametric tests in Matlab. In cases where parametric statistics are reported, R values were calculated as Pearson’s correlation coefficients, and their statistical significance was computed by transforming the correlation to create a t-statistics in Matlab code. Randomization is not relevant for this study because there were no animal treatment groups. All n values refer to the number of cells except when explicitly stated that the n is referring to the number of mice or number of cell-sound pairs. Experiments were not performed blind. Sample sizes were not predetermined by statistical methods but were based on those commonly used in the field. The number of data points, p values, and statistics used in individual figures are listed in Supplementary Data 1.

Data availability
Source data for all figures are provided as a supplementary data file with this paper. Other data that support the findings of this study will be made available from the corresponding author upon reasonable request. Source data are provided with this paper.

Code availability
The code for all simulations can be found on GitHub (https://github.com/gregoryhandy). Other custom Matlab codes used in this study will be made available from the corresponding author upon reasonable request.
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