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Abstract—In order to improve the teaching quality of online education, the prediction method of students' online academic performance has been studied. First, the learning analysis, artificial intelligence (AI) and other related theoretical concepts are analyzed and introduced. Then, the decision tree of single classification algorithm and the random forest (RF) of ensemble learning algorithm are analyzed, and the academic performance prediction model of online education is constructed by RF algorithm. Finally, the data of education platform is used for empirical analysis to verify the reliability and practicability of the academic performance prediction algorithm of online education. The connotation of learning analysis, the role and elements of learning analysis in the learning process are introduced. The algorithm principle of RF and decision tree is analyzed. By using the idea of information entropy and discretization, the continuous variables are processed to improve the fitting degree of the algorithm. The model is evaluated by empirical analysis, and the test accuracy of several different algorithms is compared. It is found that the prediction accuracy of the RF algorithm is more than 90%, which shows that the prediction method can help teachers and students to carry out better teaching and learning activities, so as to better improve students' ability to master knowledge. It is hoped that the result can provide some reference for the management of students' learning behavior and the optimization of teachers' teaching strategies in online learning activities.
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1 Introduction

The development of big data and AI technology has brought changes to people's life style. The situation of teaching and learning has also changed because of the development of Internet and AI technology. The successful use of Massive Open Online Course (MOOC) also brings new development opportunities for the learning form of online learning. The continuous accumulation of relevant data has gradually formed education big data, which makes the education field face the severe challenge
of data-driven mode [1]. Online learning behavior refers to the set of learning related behaviors that occur in the network learning environment. Online education has become an important way of teaching and learning. However, due to the special form of online learning, it is difficult to solve the problems in teaching quality, teaching personalization, teaching monitoring and teaching evaluation [2]. In foreign countries, the research on learning analysis started relatively early, and the scope of theoretical research and empirical research on learning analysis in the field of education is wide. Many scholars use the regression analysis method, and at the same time, they also put forward several analysis frameworks and models. After analyzing the research results in this field, some scholars summarized learning analysis methods into five categories: statistical analysis and visualization, clustering, text mining, relationship mining and prediction [3]. Relatively speaking, the research on data mining and learning analysis started late in China. Most scholars in China have studied the width of learning analysis, and used learning analysis to predict online learning behavior. Through data mining technology and machine learning methods, some scholars have compared and analyzed the prediction effect of single classifiers and integrated classifiers, established the academic performance prediction model of online learning, and proved that the integrated learning algorithm can be used for the construction of the classification model, [4].

Through data mining and analysis of learners' learning characteristics, some scholars built a learner learning characteristics analysis system combined with the real situation, and successfully designed the analysis and evaluation system of online learning behavior characteristics, which can help educators better grasp the learning behavior information and optimize teaching methods [5]. In terms of the prediction of students' academic performance, some scholars use clustering analysis and decision tree classification algorithm to predict college students' English scores under the network teaching mode, and provide students with personalized learning environment through the prediction results [6]. Through the research of data mining algorithms, many scholars have successfully constructed a performance prediction system, which provides effective strategies for the reform of teaching management and the improvement of teaching quality [7].

Based on the existing research results, the related theoretical concepts such as learning analysis and AI are introduced. Then, the decision tree of single classification algorithm and random forest (RF) of ensemble learning algorithm are analyzed, and the prediction model of online education academic performance is constructed by RF algorithm. Finally, an empirical analysis is carried out using the data of the education platform to verify the reliability and practicability of the academic performance prediction algorithm of online education.
2 Method

2.1 AI

AI is to make machines think and behave like humans so that they can complete deeper work with human intelligence [8]. AI is a comprehensive subject which integrates the knowledge of many subjects. It involves computer science, psychology, mathematics, statistics, linguistics and so on. It is assumed to cover the knowledge of all disciplines in natural science and social sciences. AI can be strong and weak. Strong AI refers to the intelligent machine which can make real reasoning and solve problems independently. This kind of intelligent machine has the ability of self-awareness and perception. At present, the AI technology that people study is mainly weak AI. Weak AI means that machines cannot produce human-like thinking, that is to say, people cannot really produce intelligent machines that can independently reason and solve problems. Although this kind of machine seems to have intelligent thinking, in fact, it will not have autonomous consciousness and intelligence similar to human beings. Strong AI and weak AI are not completely opposite. Even if it can be fully realized, strong AI cannot completely replace weak AI [9].

The research fields of AI include knowledge representation, machine learning, artificial neural network, expert system and pattern recognition. The objective of the research is to make the computer have the learning ability similar to human beings [10]. AI decision-making method is to use the idea of knowledge representation and processing in AI to make decisions. At the same time, with the help of the methods of applied management science, computer science and related disciplines, the decision-making schemes are analyzed and compared, so as to help managers make correct decisions.

2.2 Learning analysis

At present, there is no unified definition for learning analysis. Learning analysis mainly focuses on learners' learning process and learning environment. With the help of existing data sets for modeling and analysis, learners' learning rules or learning performance can be obtained, which can be used for feedback and intervention to help them learn more effectively. The data sources of learning analysis mainly include real-time classroom teaching data, online learning platform data and data recorded by education management system. The object of learning analysis is learners' learning. Online learning process mainly includes learning time, learning content, learning results and learning tools. Learning goal is the guidance of learning, learning tools assist learning activities, and the platform records and stores learners' operation behavior. The participation of learning tools and learning activities directly affect the learning results of learners, that is, it is related to students' academic performance. Learning analysis can provide reference for teaching evaluation and teaching scheme, and analyze which learning elements can make learning really effective, thus helping to formulate teaching methods and teaching strategies [11].
The behavior of learners in the learning process can affect their academic performance. The main content is the prediction and analysis of learners’ performance in online education. Prediction analysis is carried out mainly through the learner’s own ability, research process, research purpose, algorithm and data set, as well as data analysis support.

2.3 RF algorithm

RF algorithm is a homogeneous ensemble learning algorithm. RF is developed on the basis of decision tree. It selects samples and feature attributes through the idea of random selection [12]. RF algorithm can deal with data with noise and missing values, and has a fast data fitting process. Then, the measurement of the importance of features in RF can provide a basis for feature selection, which has a wide range of applications.

First, the decision tree of base learner for RF is analyzed. The decision tree has a tree structure, which classifies data according to a series of rules. The decision tree generally includes three types of nodes: root node, internal node and leaf node13].

The general process of building decision tree is to select the root node first, that is to determine the initial split attribute. The training set generally contains the correct classification of the record set, which contains the information required by machine learning. The decision tree algorithm takes the best attribute in the training set as the root node, and then finds each sub node through recursion. Then, on the basis of finding the best attribute, other nodes are continued to be found by selecting the root node until a complete tree is formed. At present, there are three kinds of decision tree construction algorithms: ID3, C4.5 and CART. The first two algorithms are the core of decision classification algorithms [14]. The construction methods are as follows.

Firstly, the optimal partition feature is found and regarded as the node, and then the dataset is divided into several parts according to each value of the feature. Then, the subset is divided by recursive algorithm. Finally, whether it meets the termination condition of recursion is tested.

Information entropy can be regarded as the system transforming the information source data into state representation. Information source data is a random event with uncertainty, which is measured by probability P. If information source U can have n values (U1, U2, …, Un), the corresponding probability is P1, P2, …, Pn, and the events are independent of each other. The average uncertainty of information source is described as information entropy, which is expressed by the equation 1.

\[
I(U) = -\sum_{i=1}^{n} P_i \log_2 P_i
\]

Pi in the above equation represents the i-th probability value. Information entropy can be used to measure the uncertainty of a category, as well as the uncertainty of a feature. The larger the information entropy of eigenvector is, the more chaotic it is.

The information gain is the difference between the two information entropies, which represents the change of the chaos degree between the nodes in the decision tree. When the data set is S and the total number of samples is s, the calculation method of the original information entropy is as equation 2.
\[ I(S_1, S_2, \ldots, S_m) = -\sum_{i=1}^{m} P_i \log_2 P_i \]  

(2)

\( m \) in the above equation refers to the number of categories, and \( S_m \) represents the number of samples belonging to a certain category. In order to find the optimal feature of the whole data set, the information entropy of each feature in the data set needs to be calculated. The empirical information entropy of attribute \( A \) is calculated as equation 3.

\[ E(A) = \sum_{j=1}^{v} \frac{s_{1j} + s_{2j} + \cdots s_{mj}}{s} I(S_{1j} + S_{2j} + \cdots S_{mj}) \]  

(3)

The information entropy of feature \( A \) is calculated on the eigenvalue, that is, the subset is divided according to the eigenvalue. In order to express the uncertainty of features by information entropy, the information entropy \( I(S_{1j}, S_{2j}, \ldots S_{mj}) \) of each subset needs to be calculated, as shown in equation 4.

\[ I(S_{1j} + S_{2j} + \cdots S_{mj}) = -\sum_{i=1}^{m} P_{ij} \log_2 P_{ij} \]  

(4)

In the above equation, \( v \) refers to the number of eigenvalues, \( S_{mj} \) represents the number of samples of \( m \) class under the \( j \)-th eigenvalue, \( (S_{1j} + S_{2j} + \cdots S_{mj}) \) represents the weight of \( j \) feature. Therefore, the calculation expression of information gain is as shown in equation 5.

\[ \text{Gain}(A) = I(S_{1j} + S_{2j} + \cdots S_{mj}) - E(A) \]  

(5)

The final decision tree has a good classification effect on the data in the training set, but the prediction accuracy of the unknown data set needs to be further improved. In the classification of test sets, the complexity of decision tree model will lead to over fitting, and finally lead to the inaccuracy of classification.

When the RF contains \( N \) base classifiers (decision trees), each decision tree contains one classification result, so for the same test set, \( N \) classification results will be generated. RF mainly introduces random thinking into the process of model construction [15]. The method of building RF model is as follows. If the initial data set contains \( m \) samples, \( m \) samples are obtained by \( m \) times of sampling with return. In this process, due to the randomness, there is a certain difference in the number of samples collected. The \( m \) samples collected are called sampling set. By repeating this process \( t \) times, \( T \) sample sets with \( m \) samples can be obtained. Then, the sample features are randomly selected. If the number of features in the current feature set is \( V \), different from the decision tree, the RF algorithm randomly selects \( K \) feature sets from \( V \) feature sets, and selects the optimal one as the splitting point. The value of \( K \) is random. When its value is equal to \( V \), the construction process is consistent with that of decision tree. When its value is 1, a feature can be randomly selected as the splitting point.

RF improves the diversity of decision tree by using random idea, and enhances the final generalization ability of the algorithm. With the continuous increase of integration scale, RF generally converges to relatively low generalization error, as stated in [16].
2.4 Construction of academic performance prediction model of online education based on RF algorithm

This research is mainly completed with the help of Scikit-learn (sklearn) toolkit based on Python language [17]. The toolkit contains a variety of commonly used machine learning methods, and regression, clustering and preprocessing modules. The toolkit runs in the interactive notebook environment of Jupyter Notebook, which can be used for real-time code writing, and facilitate information sharing and visualization [18]. The construction process of online learning academic performance prediction model is shown in Figure 1.

![Figure 1. The flow chart of the construction of online academic performance prediction model.](http://www.i-jet.org)

2.5 Data collection and processing

The research data is mainly from some learners' learning data in the database of an online course learning platform. The data include the data records of users' learning on the platform, users' basic information, course selection information, participation in discussions, academic performance and many other information data. The original data contain a lot of information. However, there will also be useless and redundant information in these data. Therefore, it is necessary to preprocess these data, remove the missing data from the user behavior data, delete and filter the behavior data with empty user name, time and other fields. Data preprocessing means mainly include data cleaning, feature selection and data conversion. The purpose of data processing is
to improve data quality and make data better adapt to specific data mining tools and methods [19].

Sklearn tool is used to build the intelligent model to deal with numerical data. Therefore, it is also necessary to convert the features of the data set into numerical modes, which can be directly encoded, and can also be encoded by the way of independent hot coding. Then, it is necessary to discretize the continuous features of the obtained data. Discretization is to divide a continuous interval into several discrete spaces. After the data is discretized, its feature representation is closer to the knowledge level, which makes the data easier to be understood and interpreted. The process of data discretization is generally as follows. The preprocessing data is sorted, and then the segmentation breakpoint is determined to determine whether it is necessary to continue dividing the space [20].

3 Results and Analysis

3.1 Determination of feature attributes in algorithm testing

The data features of online learning platform are analyzed, and their weights are analyzed by RF algorithm. Through analysis, a total of 12 feature attributes are obtained, and the weights of these 12 feature attributes are shown in Figure 2.

![Weight Analysis of Each Feature Attribute](image)

**Fig. 2.** Weight analysis of each feature attribute
It can be seen that the weight value of the last four feature attributes is very small, which indicates that these features are not important, and can be deleted to reduce the calculation amount of the algorithm. The test results after deletion are compared with those before, and the comparison results are shown in Figure 3.

![Comparison of test results before and after eigenvalue deletion](http://www.i-jet.org)

**Fig. 3.** Comparison of test results before and after eigenvalue deletion

It can be seen that the test accuracy of the algorithm is improved after the eigenvalues which have little impact on the prediction and classification results of the algorithm are deleted, which shows that deleting these features can reduce the calculation amount of the algorithm and optimize the classification and prediction effect of the algorithm.

### 3.2 Performance test of the algorithm

The number of parameters in the RF is also the number of decision trees. Different number of parameters will lead to different accuracy of the algorithm. Generally speaking, in a certain range, the larger the parameter value, the better the prediction accuracy of the RF algorithm. Within a certain range, the relationship between the accuracy of the RF algorithm and the number of parameters is shown in Figure 4.
It can be seen that with the increase of parameters, the test accuracy of RF algorithm is also improved. When the parameter quantity is 80, the algorithm has the highest accuracy. When the number of parameters is further increased, the accuracy of the algorithm decreases slightly and does not increase any more.

In order to verify the prediction performance of the RF model, the prediction effect of the RF model is compared with the decision tree and the commonly used support vector machine classification method. The comparison results are shown in Figure 5.
It can be seen that the prediction accuracy of single classification decision tree is the lowest, the prediction accuracy of integrated classification RF algorithm is the highest, and the prediction effect of support vector machine is close to that of RF. The average absolute error of RF algorithm is also the smallest, which shows that the RF algorithm can improve the prediction effect of the algorithm and improve the recognition accuracy of learning behavior analysis.

3.3 Analysis of the relationship between learning behavior characteristics and students' academic performance

The students' academic performance is divided into four grades: excellent (90-100), good (80-89), medium (60-79) and poor (0-59), with 100 students in each grade. The influence of the characteristics of students' participation (days of absence, times of raising hands, number of discussions, times of browsing resources and times of viewing announcements) on students' academic performance is analyzed. The results are shown in Figure 6 and Figure 7.

![Fig. 6. The influence of absence days on academic performance](http://www.i-jet.org)
Fig. 7. The relationship between the characteristics of students' participation in learning and their academic performance

It can be seen that there is an inverse relationship between the number of days absent and academic performance. Absences of more than 7 days are more common among students with poor performance. The better a student's grades are, the fewer days a student will be absent. It can be seen that the number of raising hands, the number of discussions, the number of browsing resources and the number of viewing announcements will affect students' academic performance. These factors are directly proportional to students' academic performance. The more often a student exhibits these behavioral characteristics, the better the student performs.

4 Conclusion

The prediction methods of students' online academic performance are mainly studied. First, learning analysis, AI and other related theoretical concepts are analyzed and introduced, the connotation of learning analysis and the role of learning analysis in the learning process, components and the impact on students' academic performance are introduced. Then, the decision tree of single classification algorithm and the RF of ensemble learning algorithm are analyzed, and the academic performance prediction model of online education is constructed by RF algorithm. The algorithm principle of RF and decision tree is analyzed. In order to improve the
fitting degree of the algorithm, continuous variables are processed by using the algorithm of information entropy and discretization. Finally, the data of the education platform is used for empirical analysis to verify the reliability and practicability of the academic performance prediction algorithm of online education. The RF algorithm is used to predict the students' performance. At the same time, the relationship between the characteristics of learning behavior and students' academic performance is analyzed.

Due to limited knowledge, the writing is not profound, and the model selection is not deep enough. At the same time, the analysis on the relationship between students' learning characteristics is insufficient, so it cannot comprehensively demonstrate the learning state of online learners. It is hoped that in the follow-up research, the prediction algorithm can be deeply analyzed and selected to optimize the academic performance prediction method of online education.
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