MATROIDS ARE NOT EHRHART POSITIVE
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Abstract. In this article we disprove the conjectures asserting the positivity of the coefficients of the Ehrhart polynomial of matroid polytopes by De Loera, Haws and Köppe (2007) and of generalized permutohedra by Castillo and Liu (2015). We prove constructively that for every \( n \geq 19 \) there exist connected matroids on \( n \) elements that are not Ehrhart positive. Also, we prove that for every \( k \geq 3 \) there exist connected matroids of rank \( k \) that are not Ehrhart positive. Our proofs rely on our previous results on the geometric interpretation of the operation of circuit-hyperplane relaxation and our formulas for the Ehrhart polynomials of hypersimplices and minimal matroids. This allows us to give a precise expression for the Ehrhart polynomials of all sparse paving matroids, a class of matroids which is conjectured to be predominant and which contains the counterexamples arising from our construction.
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1. Introduction

A fundamental result by Ehrhart [Ehr62] shows that when \( P \subseteq \mathbb{R}^n \) is a lattice polytope, the function \( \text{ehr}(P, -) \) counting the number of lattice points in the integral dilations of \( P \), namely

\[
\text{ehr}(P, t) = \#(tP \cap \mathbb{Z}^n),
\]

is a polynomial in the variable \( t \) of degree \( d = \dim P \). It is customary to call \( \text{ehr}(P, t) \) the Ehrhart polynomial of \( P \).

This result has motivated the study of these polynomials as both combinatorial and arithmetic invariants of lattice polytopes. A basic result in Ehrhart theory is that if \( \dim P = d \), then

\[
\text{ehr}(P, t) = \text{vol}(P)t^d + \frac{1}{2}\text{vol}(\partial P)t^{d-1} + \cdots + 1,
\]

where \( \text{vol} \) is the function that associates to a lattice polytope its relative volume.

Observe that equation (1) reveals that the coefficients of degrees \( d, d-1 \) and 0 of the Ehrhart polynomial of a polytope \( P \) of dimension \( d \) are always positive. However, the coefficients accompanying the terms of degrees 1, \ldots, \( d-2 \) are not as well-understood. Although following McMullen [McM77] it is possible to derive general formulas for each of the coefficients of \( \text{ehr}(P, t) \), they are quite complicated.

For the members of some families of basic polytopes such as regular simplices, hypercubes, cross-polytopes and hypersimplices, there exist explicit formulas that permit to compute all of their Ehrhart coefficients. Many of these examples are addressed in the books by Beck and Robins [BR15] and Beck and Sanyal [BS18].
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Some examples in dimension 3, such as the so-called “Reeve’s tetrahedron” [BR15, Example 3.22], exhibit that sometimes the coefficients of the Ehrhart polynomial of a polytope can be negative. In fact, Hibi et al. [HHTY19] showed that all the coefficients of degrees 1, . . . , d − 2 can be negative simultaneously. Even when one restricts to the family of 0/1-polytopes, i.e., polytopes whose vertices have all of their coordinates equal to 0 or 1, it is possible to find examples that have negative Ehrhart coefficients; see [LT19] by Liu and Tsuchiya for an example.

When \( P \) is a lattice polytope such that \( \text{ehr}(P, t) \) has positive coefficients, we say that \( \mathcal{P} \) is \textit{Ehrhart positive}. A main reference about Ehrhart positivity is Liu’s survey [Liu19].

One of the main open problems in this framework was a conjecture posed in 2007 by De Loera, Haws and Köppe [DLHK09, Conjecture 2].

**Conjecture 1.1** ([DLHK09]) Let \( M \) be a matroid and \( \mathcal{P}(M) \) be its base polytope. Then \( \mathcal{P}(M) \) is Ehrhart positive.

Generalizing the notion of matroid to that of polymatroid allows to construct a broader class of polytopes, which correspond to the base polytopes of polymatroids. Polymatroids were introduced by Edmonds and Rota [ER66] and have proven useful to address many important problems in combinatorial optimization and algebraic combinatorics. In [Pos09] Postnikov studied certain polytopes arising as deformations of permutohedra, which he named “generalized permutohedra”. Later it was realised that generalized permutohedra and base polytopes of polymatroids are (up to a translation) the same objects.

In 2015 [CL18, Conjecture 1.2] Castillo and Liu posed the following conjecture, which is an extension of Conjecture 1.1 to all generalized permutohedra.

**Conjecture 1.2** ([CL18]) If \( \mathcal{P} \) is an integral generalized permutohedron, then \( \mathcal{P} \) is Ehrhart positive.

There was much evidence to support these two conjectures. In what follows we give a brief overview of some known results backing up these two assertions. In [DLHK09] De Loera, Haws and Köppe computed the Ehrhart polynomials of an extensive list of base and independence polytopes of matroids and polymatroids and in all cases the coefficients were observed to be positive. Also, they were able to prove that rank 2 uniform matroids were Ehrhart positive; this result was later extended by Ferroni in [Fer21a], proving that uniform matroids of all ranks are Ehrhart positive.

**Theorem 1.3** ([Fer21a]) If \( M \) is a uniform matroid, then its base polytope \( \mathcal{P}(M) \) is Ehrhart positive.

In [Fer21b] Ferroni used this result to show that independence polytopes of uniform matroids are Ehrhart positive as well. In [Pos09] Postnikov gave a proof of the fact that all the members of a quite large family of generalized permutohedra, which he called “\( \mathcal{V} \)-generalized permutohedra”, were Ehrhart positive. This family can be described as the set of all (positive) Minkowski sums of dilations of standard simplices that satisfy a certain modularity property; however, in spite of being very general, it does not contain the class of matroid polytopes as a subfamily, as is pointed out in [ABD10].

Also, in the same paper in which they conjectured the Ehrhart positivity of generalized permutohedra, Castillo and Liu proved that the Ehrhart coefficients of degree
$d - 2$ and $d - 3$ of a generalized permutohedron are always positive. In [CL21] they proved that the linear coefficient is always positive. The following is a summary of their results.

**Theorem 1.4** ([CL18], [CL21]) Let $P$ be an integral generalized permutohedron of dimension $d \geq 3$, and let $\text{ehr}(P, t)$ denote its Ehrhart polynomial. Then:

- $[t^1] \text{ehr}(P, t)$ is positive.
- $[t^{d-2}] \text{ehr}(P, t)$ is positive.
- $[t^{d-3}] \text{ehr}(P, t)$ is positive.

A different proof of the positivity of the linear coefficient was independently found by Jochemko and Ravichandran in [JR21]. It is worth mentioning that the positivity of the linear term was a particularly important clue, since most of the known examples of polytopes with at least one negative Ehrhart coefficient do have a negative linear term.

Observe that from Castillo and Liu’s result, it follows that a generalized permutohedron of dimension $d \leq 5$ is automatically Ehrhart positive. For example, for $d = 5$, the coefficients of degree 1, 2 and 3 are covered by Theorem 1.4 and the coefficients of degree 0, 4 and 5 are covered by (1). They were able to extend this result to all generalized permutohedra of dimension $d \leq 6$.

However, in spite of all this evidence, in the present article we will disprove Conjecture 1.1 and thus also Conjecture 1.2. A related conjecture that will also be disproved is the lower bound part of [Fer21c, Conjecture 1.5]. We will construct explicit examples of matroids that fail to have positive Ehrhart coefficients. Thus, we definitely answer on the negative the Ehrhart positivity question for matroids and generalized permutohedra.

**Outline and main results.** In Section 2 we describe the basic properties of matroids, with special emphasis on the notion of circuit-hyperplane relaxation and its relation with the class of sparse paving matroids. In Section 3 we analyze the geometric counterpart of the results and definitions described in Section 2, we also discuss the equivalence between generalized permutohedra and base polytopes of polymatroids. In Section 4 we review the Ehrhart theory of uniform and minimal matroids and we give an explicit formula for the Ehrhart polynomial of all sparse paving matroids. In Section 5 we use a result from coding theory and the formula for sparse paving matroids to construct a counterexample to Conjecture 1.1.

**Theorem 1.5** There exists a connected matroid $M$ of cardinality 20, rank 9, having 159562 bases, such that the base polytope $P(M)$ is not Ehrhart positive.

Moreover, we give an explicit description of this matroid. In Section 6 we extend this construction to higher dimensions.

**Theorem 1.6** For every $n \geq 19$ there exists a connected matroid $M$ on $n$ elements such that $P(M)$ is not Ehrhart positive.

We also prove that we can find counterexamples to Conjecture 1.1 for all ranks greater than or equal to 3.

**Theorem 1.7** For every $k \geq 3$ and $n$ sufficiently large there exists a connected matroid $M$ of rank $k$ and cardinality $n$ such that $P(M)$ is not Ehrhart positive.
We describe precise lower bounds for $n$ (depending on $k$) that show that for example if $n \geq 3589$ there is always a matroid of rank 3 and cardinality $n$ that is not Ehrhart positive.

In Section 7 we discuss the rank 2 case and sketch how to prove that all sparse paving matroids of rank 2 are Ehrhart positive. We finish the paper in Section 8, where we discuss some relevant facts and some extra examples.

2. Matroids as a combinatorial structure

In this section we review several notions on matroid theory that we will need in the sequel. Our primary sources are [Oxl11] by Oxley and [Sch03] by Schrijver.

2.1. Matroids. We start by summarizing the basic terminology and concepts on matroid theory.

Definition 2.1. A matroid $M$ is a pair $(E, \mathcal{B})$ where $E$ is finite set and $\mathcal{B}$ is family of subsets of $E$, i.e. $\mathcal{B} \subseteq 2^E$ that satisfies the following two conditions.

(a) $\mathcal{B} \neq \emptyset$.
(b) For each $B_1 \neq B_2$ members of $\mathcal{B}$ and $a \in B_1 \setminus B_2$, there exists an element $b \in B_2 \setminus B_1$ such that $(B_1 \setminus \{a\}) \cup \{b\} \in \mathcal{B}$.

We usually refer to condition (b) as the basis-exchange-property and call the members of $\mathcal{B}$ the bases of $M$. One of the most basic corollaries of this definition of matroids is that all the bases of a matroid have the same cardinality.

One of the classical examples of matroids is that of uniform matroids. Throughout this article we will denote by $U_{k,n}$ the uniform matroid of rank $k$ and $n$ elements. Concretely, $U_{k,n}$ is defined by $E = \{1, \ldots, n\}$ and $\mathcal{B} = \{B \subseteq E : |B| = k\}$.

A basic fact on matroid theory, which is motivated from notions coming from graph theory and linear algebra, is that matroids admit a notion of duality.

Proposition 2.2 Let $M = (E, \mathcal{B})$ be a matroid. Then the family $\mathcal{B}^* = \{E \setminus B : B \in \mathcal{B}\}$ is the set of bases of a matroid on $E$. We denote this matroid by $M^*$ and call it the dual of $M$.

It is not difficult to see that $(M^*)^* = M$, so that the operation described in the preceding result is in fact an involution, and the term “dual” is justified. As a basic example, it can be seen directly using the definitions that $U_{k,n}^* = U_{n-k,n}$.

There are several concepts about matroids that we will use and refer to repeatedly throughout this article.

Definition 2.3. Let $M = (E, \mathcal{B})$ be a matroid.

- If $I \subseteq E$ is contained in some $B \in \mathcal{B}$, we say that $I$ is independent. When a subset of $E$ is not independent, we say it is dependent.
- If $C \subseteq E$ is dependent but every proper subset of $C$ is independent, we say that $C$ is a circuit.
- For every $A \subseteq E$ we define its rank, rk$(A)$, by:
  $$rk(A) = \max_{B \in \mathcal{B}} |A \cap B|.$$  

We say that the rank of $M$ is just $rk(E)$. 

• If \( F \subseteq E \) is a subset such that for every \( e \notin F \) it is \( \text{rk}(F \cup \{e\}) > \text{rk}(F) \), we say that \( F \) is a flat.

• If \( H \) is a flat and \( \text{rk}(H) = \text{rk}(E) - 1 \), we say that \( H \) is a hyperplane.

All of the objects that we have just defined satisfy nice properties which in turn can be used to give alternative definitions of matroids; we refer to [Oxl11, Chapter 1] for a thorough account of many of such properties. One that we will use is the submodular inequality for the rank function. This states that if \( M = (E, \mathcal{B}) \) is a matroid, then

\[
\text{rk}(A_1) + \text{rk}(A_2) \geq \text{rk}(A_1 \cup A_2) + \text{rk}(A_1 \cap A_2),
\]

for every \( A_1, A_2 \subseteq E \).

**Remark 2.4.** A basic result in matroid theory states that whenever \( C \) is a circuit of a matroid \( M = (E, \mathcal{B}) \), then \( E \setminus C \) is a hyperplane of \( M^* \). Conversely, the complement of a hyperplane \( H \) of \( M \) is a circuit of \( M^* \). In other words, the circuits of \( M \) and the hyperplanes of \( M^* \) correspond bijectively. See also [Oxl11, Proposition 2.1.6].

Another important operation in matroid theory is the so-called direct sum of matroids. If \( M_1 = (E_1, \mathcal{B}_1) \) and \( M_2 = (E_2, \mathcal{B}_2) \) are matroids on disjoint ground sets \( E_1 \) and \( E_2 \), their direct sum is defined as the matroid \( M_1 \oplus M_2 \) that has ground set \( E_1 \sqcup E_2 \) and set of bases \( \mathcal{B} = \{B_1 \cup B_2 : B_1 \in \mathcal{B}_1, B_2 \in \mathcal{B}_2\} \).

A matroid \( M \) is said to be connected if for every pair of distinct elements of the ground set, there exists a circuit containing both of them. This is equivalent for a matroid to be indecomposable, in the sense that it is not a direct sum of two or more matroids. Every matroid can be uniquely decomposed as a direct sum \( M = M_1 \oplus \cdots \oplus M_s \) of connected matroids, which are called the connected components of \( M \).

### 2.2. Relaxations and sparse paving matroids

When one has a matroid \( M = (E, \mathcal{B}) \) it is natural to ask under which conditions one can enlarge the set of bases \( \mathcal{B} \) and obtain a new matroid. Assume that we want to add exactly one extra member to the set of bases of \( M \) and produce a new matroid (i.e. we want our new set of bases to satisfy the basis-exchange-property). The following result provides a scenario in which this is possible.\(^4\)

**Proposition 2.5** Let \( M = (E, \mathcal{B}) \) be a matroid that has a subset \( H \) that is at the same time a circuit and a hyperplane. Let \( \mathcal{B}' = \mathcal{B} \cup \{H\} \). Then \( \mathcal{B}' \) is the set of bases of a matroid \( \tilde{M} \) on \( E \).

**Proof.** See [Oxl11, Proposition 1.5.14].

A subset \( H \) that is at the same time a circuit and a hyperplane will be referred to as a circuit-hyperplane. The operation of declaring a circuit-hyperplane to be a basis is known in the literature by the name of relaxation. Many famous matroids arise as a result of applying this operation to another matroid. For example the “Non-Pappus matroid” is the result of relaxing a circuit-hyperplane on the “Pappus matroid”, and analogously the “Non-Fano matroid” can be obtained by a relaxation of the “Fano matroid” (for some other examples see [Oxl11]).

**Example 2.6.** The graph in Figure 1 is often called the wheel graph of length 7 and is denoted by \( W_7 \). One can construct a matroid from this graph by taking its set of bases one extra element.

\(^4\)In fact, due to a result by Truemper in [Tru82] this is essentially the only possible way of enlarging the set of bases by one extra element.
edges as the ground set, with bases given by the spanning trees of the graph. The resulting matroid has cardinality 14 and rank 7. Notice that the graph $W_7$ has a cycle of length 7 (which in Figure 1 consists of taking all the edges on the outer cycle); in the matroid this corresponds to a circuit of size 7. Also, notice that this circuit is a flat of rank 6, i.e., a hyperplane. In other words, it is a circuit-hyperplane and in particular it is possible to relax it. The matroid that one obtains with this relaxation is usually called the \textit{whirl matroid} $W^7$.

Let us describe a class of matroids that is intimately related with the circuit-hyperplane relaxation.

\textbf{Definition 2.7.} Let $M$ be a matroid of rank $k$. We say that $M$ is \textit{paving} if every circuit of $M$ has cardinality at least $k$. We say that $M$ is \textit{sparse paving} if both $M$ and its dual $M^*$ are paving.

Observe that if a matroid $M$ of rank $k$ is paving, then its circuits must be all of size $k$ or $k+1$. Also, since according to Remark 2.4 the hyperplanes of $M$ are exactly the complements of circuits of $M^*$, then if $M^*$ is paving what we have is that all the hyperplanes of $M$ have size exactly $k$ or $k-1$.

If $M$ is sparse paving, when one picks a circuit $C$ of length $k$, since its rank is $k-1$, it must be contained in a hyperplane $H$. Thus, $k = |C| \leq |H| \in \{k-1, k\}$. Hence, the only possibility is $|H| = k$, and therefore $C = H$. In particular $C$ is a hyperplane. Conversely, any hyperplane of size $k$ of a sparse paving matroid is a circuit.

\textbf{Lemma 2.8} A matroid $M$ of rank $k$ is sparse paving if and only if every subset of cardinality $k$ is either a basis or a circuit-hyperplane.

\textit{Proof.} Observe that if a matroid is such that every subset of cardinality $k$ is either a basis or a circuit-hyperplane, then it automatically is sparse paving. This is because the existence of a circuit of size less than $k$ is ruled out. Such a circuit can be completed to a set of cardinality $k$ which will fail to be a basis and a circuit-hyperplane. Analogous considerations avoid the possibility of the existence of a hyperplane of size greater than $k$.

For the other implication, assume $M$ is sparse paving and pick a subset $A$ of cardinality $k$ that is not a basis. Hence, we have that $A$ is dependent, and thus contains a circuit $C$. Since $M$ is sparse paving we have that $k \leq |C| \leq |A| = k$, and since $C \subseteq A$, it follows that $C = A$ and hence $A$ is a circuit. Since $A$ has cardinality $k$, by the considerations prior to the statement of the Lemma, it follows that $A$ is a hyperplane. \hfill $\square$
It follows from the above result that uniform matroids are sparse paving and, moreover, that every sparse paving matroid can be relaxed until obtaining a uniform matroid. This is because after relaxing one circuit-hyperplane, the remaining circuit-hyperplanes are still circuit-hyperplanes of the new matroid.

**Remark 2.9.** In [MNWW11] Mayhew, Newman, Whittle and Welsh conjectured that asymptotically all matroids are sparse paving. To be more precise, if we denote by $\text{mat}(n)$ the number of labeled matroids on $n$ elements (i.e. the number of matroids with ground set $\{1, \ldots, n\}$) and $\text{sp}(n)$ the number of sparse paving matroids among them, then

$$\lim_{n \to \infty} \frac{\text{sp}(n)}{\text{mat}(n)} = 1.$$ 

There is some evidence supporting that assertion. In fact, in [PvdP15] Pendavingh and van der Pol proved that

$$\lim_{n \to \infty} \frac{\log \text{sp}(n)}{\log \text{mat}(n)} = 1.$$ 

**Remark 2.10.** If $n \geq 5$ and $2 \leq k \leq n - 2$, then a sparse paving matroid of rank $k$ and cardinality $n$ is connected. To see this, a strategy consists of first determining explicitly all the disconnected paving matroids (see for instance [Oxl91, Proposition 2.1]). Imposing that $M$ and $M^*$ are disconnected and paving yields that there is only one disconnected sparse paving matroid of rank and corank greater than 1, namely $U_{1,2} \oplus U_{1,2}$, which is a matroid of rank 2 and cardinality 4.

### 3. Matroid polytopes, polymatroids and generalized permutohedra

In this section we will review some definitions and fundamental facts about matroid polytopes, polymatroids and generalized permutohedra.

#### 3.1. Matroid polytopes

One of the many features of matroids is that they can be studied using tools from different areas of mathematics. In particular, starting from a matroid one can construct a polytope.

**Definition 3.1.** Let $M = (E, \mathcal{B})$ be a matroid on $E = \{1, \ldots, n\}$. For each $1 \leq i \leq n$, let us call $e_i$ the $i$-th canonical vector in $\mathbb{R}^n$. For every $A \subseteq E$ define

$$e_A = \sum_{i \in A} e_i \in \mathbb{R}^n.$$ 

The base polytope of $M$ is defined as

$$\mathcal{P}(M) = \text{convex hull}\{e_B : B \in \mathcal{B}\} \subseteq \mathbb{R}^n.$$ 

If instead of taking the convex hull of the indicator vectors of the bases of the matroid one considers all independent subsets, the resulting polytope $\mathcal{P}_I(M)$ is customarily called the independence polytope of $M$. The study of matroids from the polyhedral point of view was initiated by Edmonds in [Edm70], and over the past half century has been a prominent area of research in diverse areas of mathematics such as optimization, discrete geometry or tropical geometry.

---

2In [MNWW11] it is also conjectured that if we look at the number of matroids on $n$ elements up to isomorphism, then the proportion of sparse paving matroids among them tends to 1 when $n \to \infty$ as well.
Remark 3.2. Since all the bases of a matroid have cardinality equal to the rank of
the matroid, \( k = \text{rk}(E) \), we see that the base polytope has all of its vertices lying on
the hyperplane \( \sum_{i=1}^{n} x_i = k \) in \( \mathbb{R}^n \). Hence, its dimension is at most \( n - 1 \). In [FS05]
Feichtner and Sturmfels proved that
\[
\dim P(M) = n - c(M),
\]
where \( c(M) \) is the number of connected components of the matroid \( M \). In particular
a matroid on \( n \) elements is connected if and only if \( \dim P(M) = n - 1 \). Also, since
\( P(M_1 \oplus M_2) = P(M_1) \times P(M_2) \), and the Ehrhart polynomial of a product of polytopes
is just the product of their Ehrhart polynomials, we can restrict ourselves only to
connected matroids.

Remark 3.3. Notice that if \( M \) is a matroid of rank \( k \) and cardinality \( n \), then
\( M^* \) is a matroid of rank \( n - k \) and cardinality \( n \). Moreover, the polytopes \( P(M) \) and \( P(M^*) \)
are obtained one from the other via an involution of the form \( x \mapsto (1, \ldots, 1) - x \). In particular, if we denote by ehr(\( M, t \)) the Ehrhart polynomial of \( P(M) \) and analogously
for \( M^* \), it is clear that
\[
ehr(M, t) = ehr(M^*, t).
\]
Therefore, \( M \) is a counterexample to Conjecture 1.1 if and only if \( M^* \) is a counterex-
ample too. Hence, it suffices to look at matroids satisfying \( k \leq n - k \) or, equivalently,
\( 2k \leq n \).

Observe that base polytopes of matroids are 0/1-polytopes. This, together with a
property about the edges characterizes them, due to a fundamental result by Gel’fand,
Goresky, MacPherson and Serganova in [GGMS87].

Theorem 3.4 ([GGMS87]) Let \( P \) be a polytope in \( \mathbb{R}^n \). Then \( P \) is the base polytope of
a matroid if and only if the following two conditions hold:
- \( P \) is a 0/1-polytope.
- All the edges of \( P \) are of the form \( e_i - e_j \) for \( i \neq j \).

3.2. Generalized permutohedra and polymatroids. In [Pos09] Postnikov studied
certain polytopes obtained as deformations of an usual permutohedron while preserv-
ing the edges directions. Since all the edges of an usual permutohedron are parallel
to some vector of the form \( e_i - e_j \), and conversely, any polytope having edges of that
form can be obtained via deforming an usual permutohedron, it is customary to present
Postnikov’s polytopes in the following way.

Definition 3.5. A \textit{generalized permutohedron} is a polytope \( P \subseteq \mathbb{R}^n \) such that all of
its edges are parallel to \( e_i - e_j \) for \( i \neq j \).

Observe that Theorem 3.4 can be restated in a simpler way: a matroid polytope
is just a generalized permutohedron with vertices with 0/1 coordinates. Soon, it was
realised that generalized permutohedra were essentially equivalent to the class of base
polytopes of \textit{polymatroids}, a combinatorial structure introduced by Edmonds and Rota
four decades before [ER66]. Let us review one of their many equivalent definitions.

Definition 3.6. A \textit{polymatroid} \( P = (E, f) \) consists of a finite set \( E \) and a map
\( f : 2^E \to \mathbb{R} \) with the following properties:
- \( f(\emptyset) = 0 \).
- If \( A_1 \subseteq A_2 \subseteq E \), then \( f(A_1) \leq f(A_2) \).
MATROIDS ARE NOT EHRHART POSITIVE

- If $A_1, A_2 \subseteq E$, then
  \[ f(A_1) + f(A_2) \geq f(A_1 \cup A_2) + f(A_1 \cap A_2). \]

Remark 3.7. Observe that if we further require that $f(A) \leq |A|$ and that the values that $f$ assume are integers, what we end up obtaining is in fact a matroid having $f$ as rank function. This is why polymatroids are a generalization of matroids indeed.

Within the framework of combinatorial optimization there are two important polytopes associated with a polymatroid; the study of these polyhedra was pioneered by Edmonds in [Edm70] as well. It is possible to generalize the notions corresponding to the base polytope of a matroid and the independence polytope of a matroid.

Definition 3.8. If $\mathcal{P} = (E, f)$ is a polymatroid on $E = \{1, \ldots, n\}$, then its base polytope is defined as
  \[ \mathcal{P}(\mathcal{P}) = \left\{ x \in \mathbb{R}^n : \sum_{i=1}^n x_i = f(E), \sum_{i \in S} x_i \leq f(S) \text{ for all } S \subseteq E \right\}, \]
and its independence polytope is defined as
  \[ \mathcal{P}_I(\mathcal{P}) = \left\{ x \in \mathbb{R}_{\geq 0}^n : \sum_{i \in S} x_i \leq f(S) \text{ for all } S \subseteq E \right\}. \]

Both objects are indeed polytopes, as they are bounded. This is because the base polytope has each coordinate bounded by
  \[ 0 \leq f(E) - f(E \setminus \{i\}) \leq x_i \leq f(\{i\}), \]
and the independence polytope by
  \[ 0 \leq x_i \leq f(\{i\}). \]

Moreover, we have that up to a translation to the closed positive orthant, generalized permutohedra and base polytopes of polymatroids coincide.

Theorem 3.9 A polytope $\mathcal{P} \subseteq \mathbb{R}^n$ is the base polytope of a polymatroid if and only if it is a generalized permutohedron and lies in the closed positive orthant.

A proof of this result can be found in [DF10] by Derksen and Fink, in the context of the study of an even broader class of polyhedra called “megamatroids”. For alternative proofs we refer to [PRW08] or [CL20], where other characterizations of these polytopes are discussed in full detail.

It will not be necessary to deal with generalized permutohedra or polymatroids in their full generality. All of our construction relies on the geometric counterpart of the combinatorics of matroids that we developed in Section 2.

4. EHRHART THEORY AND MINIMAL MATROIDS

The goal of this section is to review the Ehrhart theory of uniform matroids, give a geometric point of view of the operation of circuit-hyperplane relaxation as was done in [Fer21c], and link everything with the Ehrhart theory of sparse paving matroids.

We want to emphasize that we are using the name “base polytope of a polymatroid” to avoid confusions, given that in combinatorial optimization it is customary to use the term “polymatroid” to speak about what we called the independence polytope of a polymatroid.
4.1. Uniform matroids. The base polytope of the uniform matroid $U_{k,n}$ is known in the literature as the hypersimplex $\Delta_{k,n}$. In [Kat05] Katzman derived an explicit formula for the Ehrhart polynomial of the hypersimplex.

**Theorem 4.1 ([Kat05])** The Ehrhart polynomial of the base polytope of the uniform matroid $U_{k,n}$ is given by

\[
ehr(U_{k,n}, t) = \sum_{j=0}^{k-1} (-1)^j \binom{n}{j} \binom{(k-j)t + n - 1 - j}{n-1}.
\]

In [DLHK09] De Loera, Haws and Köppe used this formula to prove that all uniform matroids of rank 2 do have positive Ehrhart coefficients. In [Fer21a] the author provided an alternative proof of Theorem 4.1 and found an explicit combinatorial formula for each of the Ehrhart coefficients of hypersimplices. To state properly such formula, we recall that the Eulerian numbers $A(n, k)$ denote the number of permutations on $n$ elements that have exactly $k$ descents. Also, the Lah number $L(n, m)$ is defined as the number of ways of partitioning the set $\{1, \ldots, n\}$ into exactly $m$ linearly ordered blocks. If $\pi$ is a partition of $\{1, \ldots, n\}$ into $m$ linearly ordered blocks, we write that $b \in \pi$ when $b$ is a block. So, for example $(2, 3) \in \{(2, 3), (1)\}$. We define the weight of $\pi$ by the following formula:

\[
w(\pi) := \sum_{b \in \pi} w(b),
\]

where $w(b)$ is the number of elements in $b$ that are smaller (as positive integers) than the first element in $b$.

**Definition 4.2.** The weighted Lah number $W(\ell, n, m)$ is the number of partitions of weight $\ell$ of $\{1, \ldots, n\}$ into exactly $m$ linearly ordered blocks.

Using these and the Eulerian numbers we can express all the Ehrhart coefficients of the base polytope of a uniform matroid as follows.

**Theorem 4.3 ([Fer21a])** For every $1 \leq k \leq n - 1$ and $0 \leq m \leq n - 1$, we have that

\[
[t^m] ehr(U_{k,n}, t) = \frac{1}{(n-1)\cdots(n-m)} \sum_{\ell=0}^{k-1} W(\ell, n, m+1) A(m, k-\ell-1).
\]

This formula will be useful to provide an explicit upper bound for some of the Ehrhart coefficients of $U_{k,n}$.

4.2. Minimal matroids. In [Fer21c] Ferroni studied the base polytopes of the so-called “minimal matroids”.

**Definition 4.4.** The minimal matroid $T_{k,n}$ is defined as the graphic matroid arising from a cycle of length $k + 1$ having one of its edges replaced by $n - k$ parallel copies.

A basic fact is that $T_{k,n}$ is a connected matroid of cardinality $n$ and rank $k$. Moreover, it can be proved that it has exactly $k(n - k) + 1$ bases. These matroids $T_{k,n}$ play a key role in our construction. They take their name by a result proved independently by Dinolt and Murty in [Din71] and [Mur71] respectively, showing that $T_{k,n}$ is the unique connected matroid (up to isomorphism) having cardinality $n$ and rank $k$ achieving the minimal possible number of bases.

**Example 4.5.** In Figure 2 we can see the graph corresponding to the matroid $T_{5,8}$. 
One of the main results in [Fer21c] is given by the following geometric interpretation of the notion of circuit-hyperplane relaxation.

**Theorem 4.6 ([Fer21c])** Let $\mathcal{M}$ be a connected matroid of rank $k$ and cardinality $n$ with a circuit-hyperplane $H$ and let $\tilde{\mathcal{M}}$ be the relaxed matroid. Then the polytope $P$ of $\tilde{\mathcal{M}}$ is obtained by stacking the polytope of the minimal matroid $T_{k,n}$ on a facet of $P$.

In other words, relaxing a circuit-hyperplane consists of gluing two polytopes, one of which corresponds to the base polytope of a minimal matroid.

### 4.3. Ehrhart polynomials of sparse paving matroids.

Given that the relaxation has a nice counterpart at the level of polytopes, it is reasonable to expect a nice relation between the Ehrhart polynomial of the base polytope of a matroid and that of one of its relaxations. Recall that $\text{ehr}(\mathcal{M}, t)$ denotes the Ehrhart polynomial of the base polytope of the matroid $\mathcal{M}$.

**Theorem 4.7 ([Fer21c])** Let $\mathcal{M}$ be a matroid of rank $k$ and cardinality $n$ with a circuit-hyperplane $H$. Denote by $\tilde{\mathcal{M}}$ the matroid obtained after relaxing $H$. The following equality holds:

$$\text{ehr}(\tilde{\mathcal{M}}, t) = \text{ehr}(\mathcal{M}, t) + \text{ehr}(T_{k,n}, t - 1).$$

We want to emphasize that the second summand on the right is evaluated in $t - 1$. In [Fer21c, Theorem 1.6] the following explicit formula for $\text{ehr}(T_{k,n}, -)$ is derived.

**Proposition 4.8 ([Fer21c])** The Ehrhart polynomial of the base polytope of the minimal matroid $T_{k,n}$ is given by:

$$\text{ehr}(T_{k,n}, t) = \frac{1}{\binom{n - 1}{k - 1}} \binom{t + n - k}{n - k} \sum_{j=0}^{k-1} \binom{n - k - 1 + j}{j} \binom{t + j}{j}.$$  

**Remark 4.9.** Notice that this expression shows that the coefficients of $\text{ehr}(T_{k,n}, t - 1)$ are positive. We will need the positivity of these coefficients to guarantee the existence of large counterexamples to Conjecture 1.1.

As a corollary of Theorem 4.7 and of the fact that we have explicit formulas for $\text{ehr}(T_{k,n}, t - 1)$ and $\text{ehr}(U_{k,n}, t)$, we can deduce explicit formulas for the Ehrhart polynomial of all sparse paving matroids.
Corollary 4.10  Let $M$ be a sparse paving matroid having $n$ elements, rank $k$, and exactly $\lambda$ circuit-hyperplanes. Then:

$$ehr(M, t) = ehr(U_{k,n}, t) - \lambda ehr(T_{k,n}, t - 1).$$

Proof. It is a direct consequence of Theorem 4.7, since relaxing all the $\lambda$ hyperplanes of $M$ yields the uniform matroid $U_{k,n}$. \hfill \square

Remark 4.11. Since the coefficients of $ehr(T_{k,n}, t - 1)$ are nonnegative, this shows that the Ehrhart polynomial of a sparse paving matroid of rank $k$ and cardinality $n$ is coefficient-wise bounded by the Ehrhart polynomial of $U_{k,n}$. This supports the upper bound part of [Fer21c, Conjecture 1.5].

Now that we have a good method to compute Ehrhart polynomials for a presumably enormous family of matroids (see Remark 2.9), it is reasonable to try to search for a potential counterexample to Conjecture 1.1 within that family. This is what we will do in the next section.

5. Searching a large number of circuit-hyperplanes

The heuristics of our search will be the following. Since $ehr(T_{k,n}, t - 1)$ has positive coefficients, we see in Corollary 4.10 that the coefficients of $ehr(M, t)$ are smaller when $\lambda$ is bigger. We will try to find $n$ and $k$ that admit a $\lambda$ sufficiently big to attain a negative coefficient for $ehr(M, t)$.

5.1. Coding theory. Sparse paving matroids have a nice relation with two classes of objects that are very interesting on their own, and for which we have plenty of literature to deduce good bounds.

The Johnson Graph $J(n, k)$ is the graph having as vertices all the subsets of cardinality $k$ of the set $\{1, \ldots, n\}$, and edges connecting them when their intersection is a set of cardinality $k - 1$. It can be seen that $J(n, k)$ is the 1-skeleton of the hypersimplex $\Delta_{k,n}$.

The following result provides a dictionary between sparse paving matroids, a particular class of binary codes and stable subsets of the Johnson graph.

Theorem 5.1  Let $S$ be a collection of subsets of $\{1, \ldots, n\}$ such that all of its members have cardinality $k$. Then the following are equivalent:

(a) $S$ is the set of circuit-hyperplanes of a sparse paving matroid with $n$ elements and rank $k$.

(b) $S$ is a stable subset of nodes of the Johnson Graph $J(n, k)$.

(c) The set of all the indicator vectors of the elements of $S$ is the set of words of a binary code such that all words have length $n$, constant weight $k$ and minimum Hamming distance at least 4 (i.e. any two distinct words of the code differ in at least 4 positions).

Proof. The proof of the equivalence between (a) and (b) can be found in [BPvdP15, Lemma 8] by Bansal, Pendavingh and van der Pol. We reproduce it here for the sake of completeness. To prove that (a) $\Rightarrow$ (b), assume that $M$ is sparse paving and that $H_1$ and $H_2$ are two circuit-hyperplanes such that $|H_1 \cap H_2| = k - 1$ (i.e. that they correspond to adjacent vertices of $J(n, k)$). Since $M$ is paving we obtain that $rk(H_1 \cap H_2) = |H_1 \cap H_2| = k - 1$. Also, as $H_1$ and $H_2$ are hyperplanes, we have:

$$rk(H_1) + rk(H_2) = 2(k - 1) = 2k - 2.$$
But, on the other hand, as $H_1 \cup H_2$ must have rank $k$, we have:

$$\text{rk}(H_1 \cap H_2) + \text{rk}(H_1 \cup H_2) = (k - 1) + k = 2k - 1.$$ 

All this information together implies that

$$\text{rk}(H_1) + \text{rk}(H_2) < \text{rk}(H_1 \cup H_2) + \text{rk}(H_1 \cap H_2),$$

which cannot happen for a matroid. Now, to prove that (b) implies (a), assume that $S$ is a stable subset of the Johnson Graph $J(n, k)$, and consider the collection $\mathcal{B}$ of all subsets of $\{1, \ldots, n\}$ of cardinality $k$ that are not in $S$. We trivially have that $\mathcal{B} \neq \emptyset$ because the Johnson graph contains edges. Assume that the basis-exchange-property does not hold. There exist two sets $B_1$ and $B_2$ in $\mathcal{B}$ and an element $x \in B_1 \setminus B_2$ such that $(B_1 \setminus \{x\}) \cup \{y\} \notin \mathcal{B}$ for all $y \in B_2 \setminus B_1$. Observe that this implies that $|B_2 \setminus B_1| > 1$, because otherwise it would be $(B_1 \setminus \{x\}) \cup \{y\} = B_2 \in \mathcal{B}$ for the only $y \in B_2 \setminus B_1$. Now, let us choose two distinct elements $y, z \in B_2 \setminus B_1$ and consider the sets $H_1 = (B_1 \setminus \{x\}) \cup \{y\}$ and $H_2 = (B_1 \setminus \{x\}) \cup \{z\}$. Since $H_1$ and $H_2$ are not in $\mathcal{B}$, it holds that they are in $S$. This is a contradiction, because $|H_1 \cap H_2| = |B_1 \setminus \{x\}| = k - 1$ which contradicts that $S$ was stable.

The equivalence between (b) and (c) follows from the definitions: an edge on the Johnson graph corresponds to two words that have Hamming distance equal to 2. □

In [JS17, Theorem 26] Joswig and Schröter stated an extended version of these equivalences in the context of the study of a class of matroids called “split matroids”.

Now we will use the fact that there are binary codes of length $n$, constant weight $k$ and minimum Hamming distance at least 4 that contain many words. Although there are several constructive proofs for such codes with an even larger number of words for special cases of $n$ or $k$, the bounds we will use here suffice for our purposes. The statement and the proof of the following result are due to Graham and Sloane and can be found in [GS80].

**Theorem 5.2 ([GS80])** There exists a binary code $S$ with words of length $n$, constant weight $k$, Hamming distance at least 4, and such that $|S| \geq \frac{1}{n} \binom{n}{k}$.

**Proof.** Let us denote by $\mathbb{F}_{2,k}^n$ the set of all binary words of length $n$ and constant weight $k$, and by $\mathbb{Z}_n$ the set of integers modulo $n$. Consider the map:

$$T : \mathbb{F}_{2,k}^n \to \mathbb{Z}_n,$$

$$T(a_1, \ldots, a_n) = \sum_{i=1}^{n} (i - 1) a_i \pmod{n}.$$ 

For each $i = 0, \ldots, n - 1$ let us call $C_i = T^{-1}\{\{i\}\}$. We claim that for each $C_i$, the minimum distance between two of its words is at least 4. Assume on the contrary that there are two distinct words $a = (a_1, \ldots, a_n)$ and $b = (b_1, \ldots, b_n)$ at distance less than 4 in $C_i$. Since both words have the same weight, we have that their distance is exactly 2. Also, we see that there must exist two positions, say $r$ and $s$, such that $a_r = 1$ and $b_r = 0$ and $a_s = 0$ and $b_s = 1$. But observe that

$$T(a) = x + r = i \pmod{n},$$

$$T(b) = x + s = i \pmod{n},$$
for a certain \( x \in \mathbb{Z}_n \). This implies that \( r \equiv s \pmod{n} \) which is clearly impossible. Thus, the minimum distance between words of \( C_i \) is 4. Now, since:

\[
\binom{n}{k} = |F_{2,k}^m| = \sum_{i=0}^{n-1} |C_i|,
\]

we see that there has to be at least one \( i \) such that \( |C_i| \geq \frac{1}{n} \binom{n}{k} \).

5.2. An explicit counterexample. Let us show how our set-up allows us to construct a counterexample to Conjectures 1.1 and 1.2.

**Theorem 5.3** There exists a sparse paving matroid \( M \) with 20 elements, rank 9 and having 8398 circuit-hyperplanes, and hence having Ehrhart polynomial with negative quadratic and cubic coefficients.

**Proof.** By Theorem 5.2 there exists a binary code of length 20, constant weight 9 and Hamming distance at least 4, having at least \( \frac{1}{20} \binom{20}{9} = 8398 \) words. In fact, it can be proved that for the particular choice of \( n = 20 \) and \( k = 9 \) all the \( C_i \)'s in the proof of Theorem 5.2 have cardinality 8398. In particular, by choosing for instance \( C_0 \) as our code, we have a code with 8398 words.

By the equivalence between (a) and (c) in Theorem 5.1, we get that there is a sparse paving matroid \( M \) with 20 elements and rank 9 that has exactly 8398 circuit-hyperplanes.

Now, using the formula of Corollary 4.10, we obtain that

\[
ehr(M, t) = ehr(U_{9,20}, t) - 8398 ehr(T_{9,20}, t - 1),
\]

and we can compute this polynomial explicitly and see that its quadratic coefficient is \(-142179543511/15437822400 < 0\) and its cubic coefficient is \(-4816883312963/81459408000 < 0\). \( \square \)

6. Constructing counterexamples with small rank

The goal of this section is to extend the construction of our counterexample in order to prove Theorems 1.6 and 1.7.

Experimentation with several values of \( n \) and \( k \) shows that the most well-behaved coefficient for our purposes is the quadratic one. In other words, we experimentally observed that in the vast majority of cases, when a matroid is not Ehrhart positive, in particular its quadratic Ehrhart coefficient is negative. See Remark 8.4 for an example of a matroid whose Ehrhart polynomial has a negative cubic coefficient, and having the property that the remaining coefficients are positive.

The idea is to give a good lower bound for \([t^2] ehr(T_{k,n}, t - 1)\) and a good upper bound for \([t^2] ehr(U_{k,n}, t)\) that allow us to work more comfortably.

6.1. A lower bound for minimal matroids. We start with a precise expression for the quadratic coefficient of \( ehr(T_{k,n}, t - 1) \).

**Lemma 6.1** For every \( 1 \leq k \leq n - 1 \), the quadratic coefficient of \( ehr(T_{k,n}, t - 1) \) is given by:

\[
[t^2] ehr(T_{k,n}, t - 1) = \frac{1}{(k-1)} \left( \binom{n-k}{2} \frac{1}{(n-k)!} + \frac{1}{n-k} \sum_{j=1}^{k-1} 1 \left( \binom{n-k-1+j}{j} \right) \right),
\]

where the brackets denote the unsigned Stirling numbers of the first kind.
Proof. Assume that \( a \) is a nonnegative integer and consider the polynomial in \( t \) given by \( \binom{t+a-1}{a} \). For \( a \geq 1 \) it is a multiple of \( t \) with linear term equal to \( \frac{(a-1)!}{a} \). On the other hand, for \( a = 0 \), it is constantly 1. Using Proposition 4.8 we see that

\[
\binom{n-1}{k-1} \text{ehr}(T_{k,n}, t - 1) = \left( \frac{t + n - k - 1}{n - k} \right)^{k-1} \sum_{j=0}^{k-1} \binom{n - k - 1 + j}{j} \binom{t + j - 1}{j}.
\]

Since \( n - k \geq 1 \), the first factor on the right is a multiple of \( t \). However, for \( j = 0 \) the first term of the sum is identically 1. Hence, the total quadratic factor of the above polynomial can be recovered as

\[
[t^2] \left( \frac{t + n - k - 1}{n - k} \right)^{k-1} \sum_{j=1}^{k-1} \binom{n - k - 1 + j}{j} [t^1] \left( \frac{t + j - 1}{j} \right) \cdot [t^1] \left( \frac{t + n - k - 1}{n - k} \right),
\]

which, after dividing by \( \binom{n-1}{k-1} \), reduces to the expression of the statement, because \( [t^2] \binom{t+n-k-1}{n-k} = \frac{1}{(n-k)!} \binom{n-k}{2} \) and, as we said before, \( [t^1] \binom{t+a-1}{a} = \frac{1}{a} \).

Using the preceding Lemma we can give a nice lower bound for the quadratic coefficient of \( \text{ehr}(T_{k,n}, t - 1) \), essentially by just ignoring many of the terms appearing in the expression we just obtained.

**Proposition 6.2** The quadratic coefficient of \( \text{ehr}(T_{k,n}, t - 1) \) satisfies:

\[
[t^2] \text{ehr}(T_{k,n}, t - 1) \geq \frac{1}{k(n-1)}.
\]

**Proof.** Observe that in the sum inside the parentheses in the formula of Lemma 6.1, we can pick only the term corresponding to \( j = k - 1 \) and forget the rest. Hence:

\[
[t^2] \text{ehr}(T_{k,n}, t - 1) \geq \frac{1}{\binom{n-1}{k-1}} \left( \binom{n-k}{2} \frac{1}{(n-k)!} + \frac{1}{(n-k)(k-1)} \binom{n-2}{k-1} \right)
\]

\[
\geq \frac{1}{\binom{n-1}{k-1}} \cdot \frac{1}{(n-k)(k-1)} \binom{n-2}{k-1}
\]

\[
= \frac{1}{(k-1)(n-1)}
\]

\[
\geq \frac{1}{k(n-1)}.
\]

where in the second to last step we just expanded the binomial coefficients and canceled many factors. \( \square \)

### 6.2. An upper bound for uniform matroids.

Before establishing an upper bound for the quadratic coefficient of \( \text{ehr}(U_{k,n}, t) \), we state some formulas that relate the Stirling numbers of the first kind with the harmonic numbers. If we denote by \( H_n^{(k)} \) the number \( 1 + \frac{1}{2^k} + \ldots + \frac{1}{n^k} \), and \( H_n = H_n^{(1)} \), we have the following identities:

\[
1 \binom{n}{1} \frac{1}{(n-1)!} = 1, \tag{3}
\]

\[
1 \binom{n}{2} \frac{1}{(n-1)!} = H_{n-1}. \tag{4}
\]
\begin{equation}
\frac{1}{(n-1)!} \left\lfloor \frac{n}{3} \right\rfloor = \frac{1}{2} \left( H_{n-1}^2 - H_{n-1}^{(2)} \right).
\end{equation}

None of these identities is difficult to prove. For further reading on the relation between the harmonic numbers and the Stirling numbers of the first kind, we refer to Graham, Knuth and Patashnik’s book [GKP94].

**Proposition 6.3** The quadratic coefficient of $ehr(U_{k,n}, t)$ satisfies:

\begin{equation}
[t^2] ehr(U_{k,n}, t) \leq \frac{1}{(n-1)!} \left( W(k - 1, n, 3) + W(k - 2, n, 3) \right).
\end{equation}

**Proof.** We will use Theorem 4.3. For the quadratic term of the Ehrhart polynomial of a uniform matroid it holds:

\begin{equation}
[t^2] ehr(U_{k,n}, t) = \frac{1}{(n-1)!} \frac{(k+1)}{2} \left( n - 1 \right).
\end{equation}

Recall that the number $W(\ell, n, 3)$ denotes the number of ways of partitioning the set \{1, \ldots, n\} into 3 linearly ordered blocks having total weight $\ell$.

Let us prove that

\begin{equation}
W(\ell, n, 3) \leq \binom{\ell}{2} W(0, n, 3).
\end{equation}

To this end, let us start with a partition of \{1, \ldots, n\} into 3 blocks having total weight 0. Consider the operation consisting of the following three steps:

- Swap the elements in the first position of the first block with the $x$-th smallest element of the first block.
- Swap the elements in the first position of the second block with the $y$-th smallest element of the second block.
- Swap the elements in the first position of the third block with the $z$-th smallest element of the third block.

If $(x - 1) + (y - 1) + (z - 1) = \ell$ what we obtain is a partition of \{1, \ldots, n\} into three blocks having total weight $\ell$. Observe that we can do this in at most $\binom{\ell}{2}$ ways (the number of ways of putting $\ell$ balls into 3 boxes). Also, in this way we can achieve all the possible partitions of weight $\ell$. It is clear how to deduce the inequality (7) from this fact. Now, we know that $W(0, n, m) = \left\lfloor \frac{n}{m} \right\rfloor$ (see [Fer21a, Remark 3.8]). If we use the formula of equation (6), we get the first inequality in our statement. Also, since

\begin{equation}
\frac{1}{(n-1)!} \left\lfloor \frac{n}{3} \right\rfloor = \frac{1}{2} \left( H_{n-1}^2 - H_{n-1}^{(2)} \right) \leq \frac{1}{2} H_{n-1}^2,
\end{equation}

it is easy to conclude the second inequality of the statement (we also used that $\binom{k}{2}$ to get a simpler form of the right-hand-side). 

6.3. **The main theorems.** We can use our bounds to show the existence of counterexamples on every rank $k \geq 3$. The following is a refined form of Theorem 1.7; its proof also settles most part of Theorem 1.6.

**Theorem 6.4** If $n \geq 3589$ and $3 \leq k \leq n - 3$ then there exists a matroid of rank $k$ and cardinality $n$ that is not Ehrhart positive. For $4 \leq k \leq n - 4$ we may choose $n \geq 104$. 


Proof. From Theorem 5.2 and the equivalence between (a) and (c) in Theorem 5.1, we have that there exists a sparse paving matroid $M$ of rank $k$ and cardinality $n$, having $\lambda \geq \frac{1}{n} \binom{n}{k}$ circuit-hyperplanes. We know by Corollary 4.10 that $$\text{ehr}(M, t) = \text{ehr}(U_{k,n}, t) - \lambda \text{ehr}(T_{k,n}, t - 1),$$ and thus $$[t^2] \text{ehr}(M, t) = [t^2] \text{ehr}(U_{k,n}, t) - \lambda [t^2] \text{ehr}(T_{k,n}, t - 1)$$ $$\leq [t^2] \text{ehr}(U_{k,n}, t) - \frac{1}{n} \binom{n}{k} [t^2] \text{ehr}(T_{k,n}, t - 1)$$ $$\leq \left( \frac{k + 1}{2} \right) H_{n-1}^2 - \frac{1}{n} \binom{n}{k} \frac{1}{k(n-1)},$$ where we used Lemmas 6.2 and 6.3. It suffices to analyze when the following inequality is achieved:

$$(8) \quad \left( \frac{k + 1}{2} \right) H_{n-1}^2 < \frac{1}{n} \binom{n}{k} \frac{1}{k(n-1)}.$$ 

Let us split into some cases:

- If $k = 3$, (8) becomes $$6H_{n-1}^2 \leq \frac{1}{3n(n-1)} \binom{n}{3}.$$ Since $H_{n-1}^2 \sim \log(n)^2$, we see that the right-hand-side grows much faster than the left-hand-side. In particular, the inequality holds for all $n \geq 10439$. Also, we can verify with a computer the following finite cases $3589 \leq n \leq 10438$ and see that for all of them one has $[t^2] \text{ehr}(M, t) < 0$. This proves that there exist counterexamples of rank 3 for all $n \geq 3589$.

- If $k = 4, 5, 6, 7, 8$, analogous considerations show that for $n \geq 104$, we can always find such counterexamples.

- If $k \geq 9$, recalling that in Remark 3.3 we stated that the Ehrhart polynomial of a matroid is equal to that of its dual, we can assume that $2k \leq n$ and consider a stronger version of inequality (8):

$$\left( \frac{n + 1}{2} \right) H_{n-1}^2 < \frac{1}{n} \binom{n}{9} \frac{1}{n(n-1)},$$

which holds for all $n \geq 55$. By checking manually the cases $n = 20, \ldots, 54$, we prove also a major part of Theorem 1.6 (the case $n = 19$ is addressed in the last section). \qed

7. The rank two case

In a previous version of this manuscript it was proved that the Ehrhart polynomials of the base polytopes of all sparse paving matroids of rank 2 have positive coefficients. After it appeared, Ferroni, Jochemko and Schröter proved in [FJS21] that in fact all matroids of rank 2 are Ehrhart positive using a much shorter and insightful approach.

We will sketch here how the original proof of the Ehrhart positivity of sparse paving of rank 2 matroids was achieved in the first place. The proof of a technical inequality involving Stirling numbers (which can be avoided using the approach of [FJS21]) is omitted.
7.1. **Stable sets in the Johnson graph.** It is worth noticing that the maximum stable set that one can construct on the Johnson Graph $J(n, 2)$ has cardinality $\left\lfloor \frac{n}{2} \right\rfloor$. In fact, two nodes are not connected if and only if they correspond to disjoint 2-sets. If we choose any $\left\lfloor \frac{n}{2} \right\rfloor + 1$ nodes, they correspond to that number of 2-subsets of $\{1, \ldots, n\}$ and, among all of their $2\left\lfloor \frac{n}{2} \right\rfloor + 2 > n$ elements, there must be at least one repetition. This says that such a set is not stable. By choosing the sets $\{1, 2\}, \{3, 4\}, \ldots$ we can construct a stable set of cardinality $\left\lfloor \frac{n}{2} \right\rfloor$.

In particular, if $M$ is a sparse paving matroid of cardinality $n$ and rank 2, the maximum number of circuit-hyperplanes $M$ can have is $\left\lfloor \frac{n}{2} \right\rfloor$.

7.2. **Ehrhart positivity for rank two sparse paving matroids.** The result that gives us the desired Ehrhart positivity is the following.

**Proposition 7.1** For every integer $n \geq 3$ the polynomial

$$P_n(t) = \text{ehr}(U_{2,n}, t) - \left\lfloor \frac{n}{2} \right\rfloor \text{ehr}(T_{2,n}, t - 1)$$

has positive coefficients.

**Sketch of proof.** By Theorem 4.3 we have that

$$[t^m] \text{ehr}(U_{2,n}, t) = \frac{1}{(n-1)!} (W(0, n, m+1)A(m, 1) + W(1, n, m+1)A(m, 0))$$

$$= \frac{1}{(n-1)!} (W(0, n, m+1)(2^m - m - 1) + W(1, n, m+1)).$$

From [Fer21a, Proposition 3.10] we see that $W(1, n, m+1) \geq (n-1)W(0, n-1, m+1)$. Hence:

$$[t^m] \text{ehr}(U_{2,n}, t) \geq \frac{1}{(n-1)!} \left( \left\lfloor \frac{n}{m+1} \right\rfloor (2^m - m - 1) + (n-1) \left\lfloor \frac{n-1}{m+1} \right\rfloor \right).$$

Working with the formula of Proposition 4.8 when $k = 2$ we can get:

$$[t^m] \text{ehr}(T_{2,n}, t - 1) = \frac{1}{(n-1)!} \left( \left\lfloor \frac{n-2}{m} \right\rfloor + (n-2) \left\lfloor \frac{n-2}{m-1} \right\rfloor \right).$$

Hence, to prove that the coefficients of $P_n(t)$ are positive, it suffices to show that for each $0 \leq m \leq n - 1$, the following inequality holds:

$$\left\lfloor \frac{n}{m+1} \right\rfloor (2^m - m - 1) + (n-1) \left\lfloor \frac{n-1}{m+1} \right\rfloor \geq \frac{n}{2} \left( \left\lfloor \frac{n-2}{m} \right\rfloor + (n-2) \left\lfloor \frac{n-2}{m-1} \right\rfloor \right).$$

(9) The presence of the factor $2^m - m - 1$ on the left-hand-side multiplying a Stirling number that is bigger than both of the ones appearing on the right in (9) helps to build an intuition: the expression on the left is likely to be much larger than the expression on the right. However, to give a full and rigorous proof of this inequality, several manipulations are required using the recurrence that Stirling numbers of the first kind satisfy, along with the fact that they form a unimodal and log-concave sequence when either fixing the upper or the lower parameter; see [Sib88] for a thorough list of inequalities that can be used to prove (9).

**Corollary 7.2** If $M$ is a sparse paving matroid of rank 2, then $M$ is Ehrhart positive.
8. Final remarks

We have proved that for every $k \geq 3$ there is a (connected) matroid of rank $k$ that is not Ehrhart positive. We have also outlined a proof of the fact that we cannot construct a counterexample within the family of sparse paving matroids on rank 2.

Also, from the proof of Theorem 6.4 it follows that for all $n \geq 20$ there is a (connected) matroid of cardinality $n$ that is not Ehrhart positive. It is natural to ask if there are smaller counterexamples.

In fact, for small values of $k$ and $n$ there exist much better bounds and many precise values for the maximum number of circuit-hyperplanes that a sparse paving matroid of rank $k$ and cardinality $n$ can have. See for instance [BE11, Table 2] by Brouwer and Etzion. Using these values, one can prove that there exists a sparse paving matroid with 19 elements, rank 9 and having 6726 circuit-hyperplanes that is not Ehrhart positive.

We can rule out the existence of sparse paving matroids with less than 18 elements. To prove this, it suffices to give a good enough upper bound for the maximum number of circuit-hyperplanes a matroid of rank $k$ and $n$ elements can have.

**Lemma 8.1** Let $M$ be a sparse paving matroid of rank $k$ having $n$ elements. Then, the number of circuit-hyperplanes $\lambda$ of $M$ satisfies the following inequality:

$$\lambda \leq \binom{n}{k} \min \left\{ \frac{1}{k+1}, \frac{1}{n-k+1} \right\}.$$  

*Proof.* If $M$ is paving, in particular all the $\binom{n-1}{k-1}$ subsets of cardinality $k - 1$ are independent. Let us form a bipartite graph where one of the parts has a node for each independent set of cardinality $k - 1$ and the other part has the bases of the matroid $M$, where we put an edge connecting an independent set $I$ with a basis $B$ whenever $I \subseteq B$. Since an independent set $I$ of rank $k - 1$ is contained in a unique hyperplane (the flat spanned by $I$ itself), it follows that either $I$ is a hyperplane or $I \subset H$ for a unique $H$ hyperplane. In the latter case, $|H| \geq k$ and since $M^*$ is paving, this implies that $|H| = k$, so that $H$ is a circuit-hyperplane. Summarizing, each of the nodes of our graph corresponding to independent sets of cardinality $k - 1$ has degree $n - k + 1$ (when $I$ is itself a hyperplane) or $n - k$ (when $I$ is contained in a unique circuit-hyperplane). In particular, the number of edges of the whole graph is at least $(n - k)\binom{n}{k-1}$. However, by looking at the nodes corresponding to the bases, we know that each basis has degree $k$, so that the number of edges is exactly $k|\mathcal{B}(M)|$. Hence:

$$(n - k)\binom{n}{k-1} \leq k|\mathcal{B}(M)|,$$

which translates into

$$\left(1 - \frac{1}{n - k + 1}\right) \binom{n}{k} \leq |\mathcal{B}(M)|.$$  

Since the number of circuit hyperplanes is $\lambda = \binom{n}{k} - |\mathcal{B}(M)|$, it follows that

$$\lambda \leq \frac{1}{n - k + 1} \binom{n}{k}.$$  

Finally, using the same reasoning that we used above but with $M^*$ instead of $M$, as the number of circuit-hyperplanes is the same for $M$ and $M^*$ (see Remark 2.4), it follows
also that
\[ \lambda \leq \frac{1}{k+1} \binom{n-1}{n-k} = \frac{1}{k+1} \binom{n}{k}, \]
from where one concludes the inequality of the statement. \(\square\)

**Corollary 8.2** If \(M\) is a sparse paving matroid on \(n \leq 17\) elements, then \(M\) is Ehrhart positive.

**Proof.** Let us denote by \(\lambda_{k,n}\) the expression on the right-hand-side of inequality (10). Calculating explicitly the polynomials \(\text{ehr}(U_{k,n}, t) - \lambda_{k,n} \text{ehr}(T_{k,n}, t-1)\) for \(1 \leq k \leq n \leq 17\), we can see that they all have positive coefficients. \(\square\)

**Remark 8.3.** According to [BE11] the maximum size that a stable set in the Johnson Graph \(J(18, 9)\) can have is at least 3540, which improves the bound coming from Theorem 5.2, \(\frac{1}{15} \binom{18}{9} = 2702\). However, using the bound from Lemma 8.1 we get that this quantity is at most 4862. A sharper inequality using the so-called “Johnson bound” yields that, in fact, this quantity is less or equal than 4420. In other words, we know that the maximum number of circuit-hyperplanes that a matroid on 18 elements and rank 9 can have lies between 3540 and 4420, and this seems to be the best we can currently assert for \(k = 9\) and \(n = 18\) (see [AVZ00]). However,
\[ \text{ehr}(U_{9,18}, t) - 4240 \text{ehr}(T_{9,18}, t-1) \]
has a negative cubic coefficient. This implies that if we could improve our 3540 to a 4240, then there would be a matroid on 18 elements that is not Ehrhart positive.

**Remark 8.4.** It is not true that if a matroid has a negative Ehrhart coefficient, then in particular the quadratic coefficient must be negative. For example our construction yields a matroid with 22 elements, rank 7 and 7752 circuit-hyperplanes that has a negative coefficient only on degree 3.

**Remark 8.5.** In [Fer21c] the author conjectured that the Ehrhart \(h^*\)-polynomial of the base polytope of a matroid is always real-rooted. This is a stronger form of another conjecture by De Loera, Haws and Köppe in [DLHK09] asserting the unimodality of the coefficients of the corresponding \(h^*\)-vector. By using the upper bounds for the number of circuit-hyperplanes of a sparse paving matroid of Lemma 8.1, we have verified using a computer that up to 35 elements all sparse paving matroids are \(h^*\)-real-rooted.
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