Abstract—Value iteration is a fixed point iteration technique utilized to obtain the optimal value function and policy in a discounted reward Markov Decision Process (MDP). Here, a contraction operator is constructed and applied repeatedly to arrive at the optimal solution. Value iteration is a first order method and therefore it may take a large number of iterations to converge to the optimal solution. Successive relaxation is a popular technique that can be applied to solve a fixed point equation. It has been shown in the literature that, under a special structure of the MDP, successive over-relaxation technique computes the optimal value function faster than standard value iteration. In this work, we propose a second order value iteration procedure that is obtained by applying the Newton-Raphson method to the successive relaxation value iteration scheme. We prove the global convergence of our algorithm to the optimal solution asymptotically and show the second order convergence. Through experiments, we demonstrate the effectiveness of our proposed approach.

I. INTRODUCTION

In a discounted reward Markov Decision Process [2], the objective is to maximize the expected cumulative discounted reward. Reinforcement Learning (RL) deals with the algorithms for solving an MDP problem when the model information (i.e., probability transition matrix and reward function) is unknown. RL algorithms instead make use of state and reward samples and estimate the optimal value function and policy. Due to the success of deep learning [12], RL algorithms in combination with deep neural networks have been successfully deployed to solve many real world problems and games [13]. However, there is ongoing research for improving the sample-efficiency as well as convergence of RL algorithms [10].

Many RL algorithms can be viewed as stochastic approximation [3] variants of the Bellman equation [1] in MDPs. For example, the popular Q-learning algorithm [19] can be viewed as a stochastic fixed point iteration to solve the Q-Bellman equation. Therefore, we believe that in order to improve the performance of RL algorithms, a promising first step would be to propose faster algorithms for solving MDPs when the model information is known. To this end, we propose a second order value iteration technique that has global convergence, which is a desirable property. In [17], the successive over-relaxation technique is applied to the Bellman equation to obtain a faster value iteration algorithm. In this work, we propose a Generalized Second Order Value Iteration (G-SOVI) method for computing the optimal value function and policy when the model information is known. This is achieved by the application of Newton-Raphson method to the Successive relaxation variant of the Q-Bellman Equation (henceforth denoted as SQBE). The key differences between G-SOVI and standard SOVI algorithms are the incorporation of relaxation parameter \( w \) and the construction of single-stage reward as discussed in Section IV.

Note that we cannot directly apply the Newton-Raphson method to SQBE because of the presence of \( \max(\cdot) \) operator in the equation, which is not differentiable. Therefore, we approximate the \( \max \) operator by a smooth function \( g_N \) [14], where \( N \) is a given parameter. This approximation allows us to apply the second order method thereby ensuring faster rate of convergence.

The solution obtained by our second order technique on the modified SQBE may be different from the solution of the original MDP problem because of the approximation of the \( \max \) operator by \( g_N \). However, we show that our proposed algorithm converges to the actual solution as \( N \to \infty \).

We show through numerical experiments that given a finite number of iterations, our proposed algorithm computes a solution that is closer to the actual solution faster when compared to that obtained from standard value iteration. Moreover, under a special structure of MDP, the solution is better than standard second-order value iteration [18].

II. RELATED WORK AND OUR CONTRIBUTIONS

Value Iteration and Policy Iteration are two classical numerical techniques employed for solving MDP problems. In [16], it has been shown that Newton-Kantorovich method applied to the exact Bellman equation gives rise to the policy iteration scheme. In (Section 2.5 of [18]), a second-order value iteration technique (we refer to it as standard SOVI) is proposed by applying Newton-Kantorovich method to the smooth (softmax) Bellman equation and remarks about second-order rate and global convergence are provided. However, convergence analysis is not discussed for the SOVI technique. Approximate Newton methods have been proposed in [6] for policy optimization in MDPs. A detailed analysis of the Hessian of the objective function is provided and algorithms are derived. In recent times, smooth Bellman equation has been successfully
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1Also known as Newton-Raphson method.
used in the development of many RL algorithms. For instance, in [9], a soft Q-learning algorithm has been proposed that learns the maximum entropy policies. The algorithm makes use of the smooth Q-Bellman equation with an additional entropy term. In [4], SBEED (Smoothed Bellman Error Embedding) algorithm has been proposed which computes the optimal policy by formulating the smooth Bellman equation as a primal-dual optimization problem. In [5], a matrix-gain learning algorithm namely Zap Q-learning has been proposed which is seen to have similar performance as the Newton-Raphson method. Very recently, an accelerated value iteration technique is proposed in [6] by applying Nestorov’s accelerated gradient technique to value iteration.

We now summarize the main contributions of our paper:

- We propose a generalized second order Q-value iteration algorithm that is derived from the successive relaxation technique as well as the Newton-Raphson method. In fact, we show that standard SOVI is a special case of our proposed algorithm.
- We prove the global convergence of our algorithm and provide a second order convergence rate result.
- We derive a bound on the error defined in terms of the value function obtained by our proposed method and the actual value function and show that the error vanishes asymptotically.
- Through experimental evaluation, we further confirm that our proposed technique provides a better near-optimal solution compared to that of the value iteration procedure when run for the same (finite) number of iterations.

III. BACKGROUND AND PRELIMINARIES

A discounted reward Markov Decision Process (MDP) is characterized via a tuple $(S, A, p, r, \gamma)$ where $S = \{1, 2, \cdots, i, \cdots, j, \cdots, M\}$ denotes the set of states, $A = \{a_1, \ldots, a_K\}$ denotes the set of actions, $p$ is the transition probability rule i.e., $p(j|i, a)$ denotes the probability of transition from state $i$ to state $j$ when action $a$ is chosen. Also, $r(i, a, j)$ denotes the single-stage reward obtained in state $i$ when action $a$ is chosen and the next state is $j$. Finally, $0 \leq \gamma < 1$ denotes the discount factor. The objective in an MDP is to learn an optimal policy $\pi : S \rightarrow A$, where $\pi(i)$ denotes the action to be taken in state $i$, that maximizes the cumulative discounted reward objective given by:

$$E\left[\sum_{t=0}^{\infty} \gamma^t r(s_t, \pi(s_t), s_{t+1}) | s_0 = i\right].$$

In (1), $s_t$ is the state at time $t$ and $E[.]$ is the expectation taken over the entire trajectory of states obtained over times $t = 1, \ldots, \infty$. Let $V^*(\cdot)$ be the value function with $V^*(i)$ being the value of state $i$ that represents the total discounted reward obtained starting from state $i$ and following the optimal policy $\pi$. The value function can be obtained by solving the Bellman equation (2) given by:

$$V^*(i) = \max_{a \in A} \left\{ \sum_{j=1}^{M} p(j|i, a) (r(i, a, j) + \gamma V^*(j)) \right\}, \forall i \in S.$$  

(2)

We assume here for simplicity that all actions are feasible in every state. Value iteration is a popular numerical scheme employed to obtain the value function and so the optimal policy. It works as follows: An initial estimate of the value function $V_0$ is selected arbitrarily and a sequence of $V_n$, $n \geq 1$ is generated in an iterative fashion as below:

$$V_n(i) = \max_{a \in A} \left\{ \sum_{j=1}^{M} p(j|i, a) (r(i, a, j) + \gamma V_{n-1}(j)) \right\},$$

$$n \geq 1, \forall i \in S.$$  

(3)

Let $\zeta$ denote the set of all bounded functions from $S$ to $\mathbb{R}$. Note that equation (2) can be rewritten as:

$$V^* = TV^*,$$

where the operator $T : \zeta \rightarrow \zeta$ is defined by:

$$(TV)(i) = \max_{a \in A} \left\{ r(i, a) + \gamma \sum_{j=1}^{M} p(j|i, a)V(j) \right\},$$

and $r(i, a) = \sum_{j=1}^{M} p(j|i, a)r(i, a, j)$ is the expected single-stage reward in state $i$ when action $a$ is chosen. It is easy to see that $T$ is a sup-norm contraction map with contraction factor $\gamma$, i.e., the discount factor. Therefore, from the contraction mapping theorem, it is clear that the value iteration scheme given by equation (3) converges to the optimal value function, i.e.,

$$V^* = \lim_{n \rightarrow \infty} V_n = TV^*.$$  

(5)

Let $Q^*(i, a)$ with $(i, a) \in S \times A$, be defined as:

$$Q^*(i, a) := r(i, a) + \gamma \sum_{j=1}^{M} p(j|i, a)V^*(j).$$

(6)

Here $Q^*(i, a)$ is the optimal Q-value function associated with state $i$ and action $a$. It denotes the total discounted reward obtained starting from state $i$ upon taking action $a$ and following the optimal policy in subsequent states. Then from (2), it is clear that

$$V^*(i) = \max_{a \in A} Q^*(i, a).$$

(7)

Therefore, the equation (5) can be re-written as follows:

$$Q^*(i, a) = r(i, a) + \gamma \sum_{j=1}^{M} p(j|i, a) \max_{b \in A} Q^*(j, b).$$

(8)

This is known as the Q-Bellman equation. We obtain the optimal policy by letting

$$\pi(i) = \arg \max_{a \in A} Q^*(i, a).$$

(9)

In (10), a modified value iteration algorithm is proposed based on the idea of successive relaxation. Let us define

$$w^* = \frac{1}{1 - \gamma \min_{i,a} p(i|i, a)}.$$  

(10)
Note that $w^* \geq 1$. For $0 < w \leq w^*$, we define a modified Bellman operator as follows:

$$T_w(V) = w(TV) + (1 - w)V, \quad (11)$$

where $w$ is called the ‘relaxation’ parameter. It is easy to see that the fixed point of $T_w$ is also the optimal value function of the MDP (fixed point of $T$). Moreover, it is shown in [17] that the contraction factor of $T_w$ is $1 - \gamma + \gamma w$. Under a special structure of the MDP, i.e., with $p(i|a, i) > 0$, $\forall i, a$, we have $w^* > 1$ (strictly greater than 1). Then, the relaxation parameter $w$ can be chosen in three possible ways:

1) If $0 < w < 1$, then the contraction factor of $T_w$ is more than the contraction factor of $T$.
2) If $w = 1$, then $T = T_w$ and hence the contraction factors of both the operators are same.
3) If $1 < w \leq w^*$, the contraction factor of $T_w$ is less than the contraction factor of $T$. This implies that the fixed point iteration utilizing $\overset{\text{relaxation}}{\text{Iterate}}$ generates the optimal value function faster than the standard value iteration.

In [11], a successive relaxation $Q$-Bellman equation (we call the Generalized Q-Bellman equation) is constructed as follows:

$$Q_w(i, a) = w(r(i, a) + \gamma \max_{j,b \in A} Q_w(j, b)) + (1 - w) \max_{c \in A} Q_w(i, c), \quad (12)$$

where $0 < w \leq w^*$. It has been shown that, although the Q-values obtained by (12) can be different from the optimal Q-values, the optimal value functions are still the same. That is,

$$\max_{a \in A} Q_w(i, a) = \max_{a \in A} Q^*(i, a), \quad \forall i \in S. \quad (13)$$

The Generalized $Q$-values ($Q_w$ in (12)) are obtained as follows. An initial estimate $Q_0$ of $Q_w$ is arbitrarily selected and a sequence of $Q_n$, $n \geq 1$ is obtained according to:

$$Q_n(i, a) = w(r(i, a) + \gamma \max_{j,b \in A} \sum_{j=1}^{M} p(j|i, a) \max_{b \in A} Q_{n-1}(j, b)) + (1 - w) \max_{c \in A} Q_{n-1}(i, c), \quad (14)$$

It is shown in [11] that, the $Q$-values obtained by (14) converge to the generalized $Q$-values $Q_w$. In this way, we obtain optimal value function and optimal policy using the successive relaxation $Q$-value iteration scheme. In this work, our objective is to approximate the generalized $Q$-Bellman equation and apply the Newton-Raphson second order technique to solve for the optimal value function. Recall that we cannot apply the second order method directly to the equation (12) as the $\max(.)$ operator on the RHS is not differentiable. Before we propose our algorithm, we briefly discuss the Newton’s second order technique [15] for solving a non-linear system of equations.

Consider a function $F : \mathbb{R}^d \rightarrow \mathbb{R}^d$ that is twice differentiable. Suppose we are interested in finding a root of $F$ i.e., a point $x$ such that $F(x) = 0$. The Newton-Raphson method can be applied to find a solution here. We select an initial point $x_0$ and then proceed as follows:

$$x_n = x_{n-1} - J_F^{-1}(x_{n-1})F(x_{n-1}), \quad n \geq 1, \quad (15)$$

where $J_F(x)$ is the Jacobian of the function $F$ evaluated at point $x$. Under suitable hypotheses it can be shown that the procedure (15) leads to second order convergence.

In the next section, we construct a function $F$ for our problem and apply the Newton-Raphson method to find the optimal value function and policy pair.

IV. PROPOSED ALGORITHM

We construct our modified SQBE as follows. We first approximate the $\max(.)$ operator, i.e., the function $f(x) = \max_{i=1}^{d} x_i$, where $x = (x_1, \ldots, x_d)$, with $g_N(x) = \frac{1}{N} \log \sum_{i=1}^{d} e^{N x_i}$, as the $\max(.)$ operator is not differentiable. We note here that $g_N(x)$ is a smooth approximation of $\max$ operator $f(x)$ as shown in the Lemma 3. Then the equation (14) can be rewritten as follows:

$$Q_n(i, a) = w(r(i, a) + \gamma \max_{j=1}^{M} p(j|i, a) \frac{1}{N} \log \sum_{b=1}^{\frac{|A|}{N}} e^{N Q_{n-1}(j, b)}) + (1 - w) \frac{1}{N} \log \sum_{b=1}^{\frac{|A|}{N}} e^{N Q_{n-1}(i, b)}, \quad n \geq 1, \quad (16)$$

starting with an initial $Q_0$ (arbitrarily chosen in general). Therefore our modified Successive Q-Bellman (SQB) operator $U : \mathbb{R}^{|S| \times |A|} \rightarrow \mathbb{R}^{|S| \times |A|}$ is defined as follows. For $0 < w \leq w^*$,

$$UQ(i, a) = w(r(i, a) + \gamma \max_{j=1}^{M} p(j|i, a) \frac{1}{N} \log \sum_{b=1}^{\frac{|A|}{N}} e^{N Q(j, b)}) + (1 - w) \frac{1}{N} \log \sum_{b=1}^{\frac{|A|}{N}} e^{N Q(i, b)}. \quad (17)$$

The numerical scheme (16) is thus

$$Q_n(i, a) = UQ_{n-1}(i, a).$$

Finally, by an application of the Newton-Raphson method to $U$, our Generalized Second Order Value Iteration (G-SOVI) is obtained as described in Algorithm [7]. Note that setting $w = 1$ in Step 4 of the algorithm yields the standard SOVI algorithm.

Remark 1. Note that in our case, the function $F$ in equation (15) corresponds to $F(Q) = Q - UQ$ and $J_F(Q) = I - J_U(Q)$ is a $|S \times A| \times |S \times A|$ dimensional matrix.

Remark 2. Note that directly computing $(I - J_U(Q))^{-1}(Q - UQ)$ would involve $O(|S|^3|A|^3)$ complexity. This computation could be carried out by solving the system $(I - J_U(Q)) Y = Q - UQ$ for $Y$ to avoid numerical stability issues. Moreover the per-iteration time complexity of the Algorithm [7] is also $O(|S|^3|A|^3)$. 
Algorithm 1 Generalized Second Order Value Iteration (G-SOVI)

Input: 
\((S, A, p, r, \gamma)\): MDP model
\(0 < w \leq w^*\): Prescribed relaxation parameter
\(Q_0\): Initial Q-vector
\(N\): Prescribed approximation factor
Iter: Total number of iterations

Output: \(Q_{\text{iter}}\)

1: procedure G-SOVI:
2: \hspace{1em} while \(n < \text{Iter} \) do
3: \hspace{2em} compute \(|S \times A| \times |S \times A|\) matrix \(J_U(Q_n)\). The \((i, a, (k, c))^{th}\) entry is given by
4: \hspace{3em} \(J_U(Q_n)((i, a, (k, c)) =
5: \hspace{4em} \begin{cases}
\end{cases}
\end{array}
\) \((k, c) \neq (i, a)\)
\(1 - w + w\gamma p(k| i, a) \sum_{b \in A} e^{NQ_n(k, c)} \) \((k, c) = (i, a)\)
5: \hspace{2em} \(Q_{n+1} = Q_n - (I - J_U(Q_n))^{-1}(Q_n - UQ_n)\)
6: return \(Q_{\text{iter}}\)

Remark 3. Note that G-SOVI reduces to standard SOVI in the case \(w = 1\). Moreover the computational complexity for both the algorithms is the same.

Remark 4. The space required for storing the Jacobian matrix \(J_U\) is \(|S|^2|A|^2\). Hence the space complexity of Algorithm 1 is \(O(|S|^2|A|^2)\).

V. CONVERGENCE ANALYSIS

In this section we study the convergence analysis of our algorithm. Note that the norm considered in the following analysis is the max-norm, i.e., \(\|x\| := \max_{1 \leq i \leq d} |x_i|\). Throughout this section, it is assumed that the relaxation parameter \(w\) satisfies \(0 < w \leq w^*\), where \(w^*\) is as defined in (10).

Lemma 1. Suppose \(f : \mathbb{R}^d \to \mathbb{R}\) and \(f(x) := \max\{x_1, x_2, \cdots, x_d\}\). Let \(g_N : \mathbb{R}^d \to \mathbb{R}\) be defined as
\(g_N(x) := \frac{1}{N} \log \sum_{i=1}^{d} e^{Nx_i}\). Then \(\sup_{x \in \mathbb{R}^d} |f(x) - g_N(x)| \to 0\) as \(N \to \infty\).

Proof: Let \(x_i^* := \max\{x_1, x_2, \cdots, x_d\}\) (where \(i^*\) denotes the corresponding arg max). Now
\[|f(x) - g_N(x)| = \max\{x_1, x_2, \cdots, x_d\} - \frac{1}{N} \log \sum_{i=1}^{d} e^{Nx_i}|\]
\[= x_i^* - \frac{1}{N} \log \left(\sum_{i=1}^{d} e^{N(x_i - x_i^*)}\right)\]
\[= \frac{1}{N} \log \left(\sum_{i=1}^{d} e^{N(x_i - x_i^*)}\right)\]
\[\leq \frac{|\log d|}{N} \to 0\) as \(N \to \infty\).

Note that the inequality follows from the definition of \(x_i^* = \max\{x_1, x_2, \cdots, x_d\}\) and the fact that \(e^{N(x_i - x_i^*)} \leq 1\) for \(1 \leq i \leq d\) (since \(x_i \leq x_i^*\) \(\forall i\)). Hence \(\sup_{x \in \mathbb{R}^d} |f(x) - g_N(x)| \to 0\) as \(N \to \infty\) with the rate \(\frac{1}{N}\).

Lemma 2. Let \(U : \mathbb{R}^{|S| \times |A|} \to \mathbb{R}^{|S| \times |A|}\) be defined as follows.
\((UQ)(i, a) = w\left(r(i, a) + \gamma \sum_{j=1}^{M} \frac{P(j|i, a)}{N} \log \sum_{b=1}^{|A|} e^{NQ_j(b)}\right) + \frac{1 - w}{N} \log \sum_{b=1}^{|A|} e^{NQ(b)}\).

Then \(U\) is a max-norm contraction.

Proof: Given \((i, a)\), let \(q(\cdot|i, a) : \{1, 2, \cdots, |S|\} \to [0, 1]\) be defined as follows.
\(q(k|i, a) = \begin{cases}
w\gamma p(k|i, a) \frac{1}{1 - w + w\gamma}, & k \neq i, \\
\frac{1 - w}{1 - w + w\gamma}, & k = i.
\end{cases}\)

Observe that \(q\) is a probability mass function. Let \(E[\cdot]\) denote the expectation with respect to \(q\), and \(\xi(j, .)\) denotes the point that lies on the line joining \(P(j, .)\) and \(Q(j, .)\). Now for \(P, Q \in \mathbb{R}^{|S| \times |A|}\), we have
\[\|(UP)(i, a) - (UQ)(i, a)\| = \left(1 - w + w\gamma\right) E\left[\sum_{b=1}^{|A|} e^{NP_j(b)} \log \sum_{b=1}^{|A|} e^{NQ_j(b)}\right] - \frac{1 - w + w\gamma}{N} \log \sum_{b=1}^{|A|} e^{NQ_j(b)}\]
\[\leq (1 - w + w\gamma) E\left[\sum_{b=1}^{|S|} e^{\xi_N(j, b)} \left(P(j, .) - Q(j, .)\right)\right]\]
\[\leq (1 - w + w\gamma) E\left[\sum_{b=1}^{|S|} e^{\xi_N(j, b)} \left(P(j, .) - Q(j, .)\right)\right]\]
\[\leq (1 - w + w\gamma) \max_{b} \left|P(j, b) - Q(j, b)\right|\]
\[\leq (1 - w + w\gamma) \max_{(i, a)} \left|P(i, a) - Q(i, a)\right|\]
\[= (1 - w + w\gamma) \|P - Q\|\]
So \(||U - UQ|| = \max_{(i, a)} ||(U)(i, a) - (UQ)(i, a)||\) \(\leq (1 - w + w\gamma) \|P - Q\|\).
Hence $U$ is a contraction with contraction factor $(1 - w + w\gamma)$. Here, the second equality follows from an application of mean value theorem in multivariate calculus.

Lemma 3. Let $Q_w$ be as in equation (12) and $Q'$ be fixed point of $U$ respectively. Then $\|Q_w - Q'\| \leq \frac{(1 - w + w\gamma)}{Nw(1 - \gamma)} \log(|A|)$.

Proof: From equation (12), we have
\[
Q_w(s, a) = wr(s, a) + (1 - w + w\gamma)E\left[\max_{b \in A} Q_w(Z, b)\right].
\]
Now $Q'$ is the unique fixed point of $U$ (unique by virtue of Lemma 2), so
\[
Q'(s, a) = wr(s, a) + (1 - w + w\gamma)E\left[\frac{1}{N} \log \sum_{b \in A} e^{NQ'(Z, b)}\right],
\]
where $Z$ is a random variable with probability mass function as $q$ and the expectation above is taken with respect to the law given by probability mass function $q$. Let $c = \arg \max_{b \in A} Q'(Z, b)$ i.e. $Q'(Z, c) = \max_{b \in A} Q'(Z, b)$. Now
\[
\left|Q_w(s, a) - Q'(s, a)\right| = \left|w(r(s, a) + (1 - w + w\gamma)E\left[\max_{b \in A} Q_w(Z, b) - \frac{1}{N} \log \sum_{b \in A} e^{NQ'(Z, b)}\right])\right|
\]
\[
=(1 - w + w\gamma)E\left[\max_{b \in A} Q_w(Z, b) - \frac{1}{N} \log \sum_{b \in A} e^{NQ'(Z, b)}\right]
\]
\[
\leq (1 - w + w\gamma)E\left[\max_{b \in A} Q_w(Z, b) - \frac{1}{N} \log \sum_{b \in A} e^{NQ'(Z, b)}\right] + \frac{1}{N} \log \left(\sum_{b \in A} e^{NQ'(Z, b)}\right)
\]
\[
\leq (1 - w + w\gamma)\|Q_w - Q'\| + \frac{1 - w + w\gamma}{N} \log |A|.
\]
Hence
\[
\|Q_w - Q'\| \leq (1 - w + w\gamma)\|Q_w - Q'\| + \frac{(1 - w + w\gamma)}{N} \log |A|
\]
\[
\implies \|Q_w - Q'\| \leq \frac{(1 - w + w\gamma)}{Nw(1 - \gamma)} \log |A|.
\]
This completes the proof. This lemma shows that the approximation error $\|Q_w - Q'\| \to 0$ as $N \to \infty$.

Remark 5. It is easy to see that in the case of $w > 1$ we have $\frac{1 - w + w\gamma}{w} < \gamma$.

This shows that the approximation error of G-SOVI is smaller than standard SOVI in the case of $w > 1$.

We now invoke the following theorem from [15] to show the global convergence of our second order value iteration.

Theorem 1 (Global Newton Theorem). Suppose that $F : \mathbb{R}^d \to \mathbb{R}^d$ is continuous, component-wise concave on $\mathbb{R}^d$, differentiable and that $F'(x)$ is non-singular and $F'(x)^{-1} \geq 0$, i.e. each entry of $F'(x)^{-1}$ is non-negative, for all $x \in \mathbb{R}^d$. Assume, further, that $F(x) = 0$ has a unique solution $x^*$ and that $F'$ is continuous on $\mathbb{R}^d$. Then for any $x_0 \in \mathbb{R}^d$ the Newton iterates given by [15] converge to $x^*$.

Remark 6. Note that the above theorem is stated for convex $F$ in [15]. However, the theorem holds true even for concave $F$.

Theorem 2. Let $Q'$ be the fixed point of the operator $U$. G-SOVI converges to $Q'$ for any choice of initial point $Q_0$.

Proof: G-SOVI computes the zeros of the equation $Q - UQ = 0$. So we appeal to Theorem 1 with the choice of $F$ as $I - U : \mathbb{R}^{[S \times A]} \to \mathbb{R}^{[S \times A]}$ where $(I - U)(Q)(i, a) = Q(i, a) - wr(i, a) - (1 - w + w\gamma)E\left[\frac{1}{N} \log \sum_{b \in A} e^{NQ(Z, b)}\right]$. It is enough to verify the hypothesis of Theorem 1 for $I - U$. Clearly $I - U$ is continuous, component-wise concave and differentiable with $(I - U)'(Q) = I - J_U(Q)$ where
\[
J_U(Q)(i, a, (k, c)) = (1 - w + w\gamma)q(k|i, a) \sum_{b \in A} e^{NQ(k, c)}.\]
Note that $(I - U)$ is a $[S \times A] \times [S \times A]$ dimensional matrix with $1 \leq i, k \leq |S|$ and $1 \leq a, c \leq |A|$. Now observe that
- each entry in the $(i, a)^{th}$ row is non-negative.
- the sum of the entries in the $(i, a)^{th}$ row is $\sum_{k=1}^{[S]} \sum_{c=1}^{[A]} (1 - w + w\gamma)q(k|i, a) \sum_{b \in A} e^{NQ_n(k, c)} = (1 - w + w\gamma)$.
So $J_U(Q) = (1 - w + w\gamma)\Phi$ for a $[S \times A] \times [S \times A]$ dimensional transition probability matrix $\Phi$. It is easy to see that $(I - J_U(Q))^{-1}$ exists (see Lemma 3) with the power series expansion
\[
(I - J_U(Q))^{-1} = \sum_{r=0}^{\infty} (1 - w + w\gamma)^r \Phi^r.
\]
Moreover, since each entry in $\Phi$ is non-negative, $\Phi \geq 0$. Hence $(I - J_U(Q))^{-1} \geq 0$. Also from Lemma 2 it is clear that the equation $Q - UQ = 0$ has a unique solution. This completes the proof.
Lemma 4. \( \| (I - J_U(Q))^{-1} \| \leq \frac{1}{w(1-\gamma)} \)

Proof: Note that
\[
I - J_U(Q) = I - (1 - w + w\gamma)\Phi,
\]
for a given transition probability matrix \( \Phi \). Now suppose that \( \lambda \) is an eigen-value of \( I - (1 - w + w\gamma)\Phi \) then
\[
1 - (1 - w + w\gamma) < \lambda \leq 1 + (1 - w + w\gamma).
\]
From \( 1 - (1 - w + w\gamma) > 0 \), we have
\[
0 \notin \sigma(I - J_U(Q)),
\]
where \( \sigma(I - J_U(Q)) \) is the spectrum of \( I - J_U(Q) \). Hence for any \( Q \), \( (I - J_U(Q))^{-1} \) exists and we have
\[
\| (I - J_U(Q))^{-1} \| \leq \frac{1}{1 - (1 - w + w\gamma)} = \frac{1}{w(1-\gamma)}.
\]
This completes the proof.

The following theorem is an adaptation from [15].

Theorem 3. G-SOVI has second order convergence.

Proof: Recall that \( F(Q) = Q - U\Phi \). Let \( Q^* \) be the unique solution of \( F(Q) = 0 \) and \( \{Q_n\} \) be the sequence of iterates generated by G-SOVI. Define \( e_n = \|Q_n - Q^*\| \) and \( G(Q) = Q - F'(Q)^{-1}F(Q) \). As \( Q^* \) satisfies \( Q^* = UQ^* \), it is a fixed point of \( G \). It is enough to show that \( e_{n+1} \leq ke_n \) for a constant \( k \). It can be shown that for our particular choice of \( F \), \( F' \) is Lipschitz (with Lipschitz constant, say, \( L \)).
\[
\| F'(Q) - F'(Q^*) \| \leq L\| Q - Q^* \|
\]
\[
\Rightarrow \| F(Q) - F(Q^*) - F'(Q^*)(Q - Q^*) \| \leq \frac{L}{2}\| Q - Q^* \|^2
\]
(by an application of the fundamental theorem of calculus).

Utilizing the above properties we have
\[
e_{n+1} = \|Q_{n+1} - Q^*\|
\]
\[
= \|G(Q_n) - G(Q^*)\|
\]
\[
= \|Q_n - F'(Q_n)^{-1}F(Q_n) - Q^*\|
\]
\[
\leq \|F'(Q_n)^{-1}[F(Q_n) - F(Q^*) - F'(Q^*)(Q_n - Q^*)]\| + \|F'(Q_n)^{-1}[(F(Q_n) - F(Q^*)) (Q_n - Q^*)]\|
\]
\[
\leq \|F'(Q_n)^{-1}\| \|F(Q_n) - F(Q^*) - F'(Q^*)(Q_n - Q^*)\| + \|F'(Q_n)^{-1}\| \|[(F(Q_n) - F(Q^*)) (Q_n - Q^*)]\|
\]
\[
\leq \frac{3}{2}\beta\|Q_n - Q^*\|^2
\]
\[
= ke_n^2,
\]
where \( \beta = L\| F'(Q) \|^{-1} \leq \frac{L}{w(1-\gamma)} \) (from Lemma 4) and \( k = \frac{3}{2}\beta \).

VI. EXPERIMENTS

In this section, we describe the experimental results of our proposed G-SOVI algorithm and compare the same with standard SOVI and value iteration. For this purpose, we use python MDP toolbox [7] for generating the MDP and implementing standard value iteration. The generated MDPs satisfy \( p(i|i, a) > 0 \), \( \forall i, a \) in order to ensure that \( w^* > 1 \). We consider the error as defined below to be the metric for comparison between algorithms. Error for a given algorithm at iteration \( i \), denoted \( E(i) \), is calculated as follows. We collect the max-norm difference between the optimal value function and the value function estimate at iteration \( i \). That is,
\[
E(i) = \| V^* - Q^i(\cdot, a^*) \|_\infty,
\]
where \( V^* \) is the optimal value function of the MDP and \( Q^i(\cdot, \cdot) \) is the Q-value function estimate of MDP at iteration \( i \). Also, for any state \( j \), \( a^*_j = \arg\max_{a \in A} Q^i(j, a) \).

![Figure 1: Error vs Number of iterations on setting with 100 states and 10 actions with \( w = w^* \) for Generalized SOVI (G-SOVI).](https://github.com/raghumiddigi/G-SOVI)

| Value of N | Standard Value Iteration | Standard SOVI | G-SOVI |
|------------|--------------------------|---------------|--------|
| N=20       | 0.1009 ± 0.00026         | 0.1205 ± 0.0372 | 0.1093 ± 0.0818 |
| N=25       | 0.010001 ± 0.00001 | 0.0822 ± 0.0273 | 0.0648 ± 0.0217 |
| N=30       | 0.00611 ± 0.00211 | 0.0949 ± 0.017 | 0.0397 ± 0.0136 |
| N=35       | 0.00484 ± 0.0168 | 0.0483 ± 0.017 | 0.0397 ± 0.014 |

Table I: Comparison of Average Error for different values of \( N \) on 10 states and 5 actions setting at the end of 50 iterations. For the G-SOVI algorithm, the relaxation parameter is chosen to be the optimal relaxation parameter \( w^* \), i.e., \( w = w^* \).

| Value of w | G-SOVI |
|------------|--------|
| \( w = 1 \) (Standard SOVI) | 0.0483 ± 0.017 |
| \( w = 1.00001 \) | 0.0483 ± 0.017 |
| \( w = 1.001 \) | 0.0483 ± 0.017 |
| \( w = 1.01 \) | 0.0476 ± 0.017 |
| \( w = 1.05 \) | 0.0448 ± 0.016 |
| \( w = 1.1 \) | 0.0417 ± 0.014 |
| \( w = w^* \) | 0.0397 ± 0.014 |

Table II: Comparison of Average Error in G-SOVI for different values of \( w \) on 10 states and 5 actions setting at the end of 50 iterations. The value of \( N \) is 35.

The code for our experiments is available at: https://github.com/raghumiddigi/G-SOVI
Table III: Comparison of Average Error across four settings at the end of 10 iterations with $N = 35$. For the G-SOVI algorithm, the relaxation parameter is chosen to be the optimal relaxation parameter $w^*$, i.e., $w = w^*$.

| Setting                  | Standard Value Iteration | Standard SOVI | G-SOVI  |
|--------------------------|--------------------------|---------------|---------|
| States = 30, Actions = 10 | 6.471 ± 0.07             | 0.087 ± 0.01  | 0.079 ± 0.01 |
| States = 50, Actions = 10 | 6.587 ± 0.07             | 0.114 ± 0.01  | 0.108 ± 0.01 |
| States = 80, Actions = 10 | 6.754 ± 0.03             | 0.141 ± 0.01  | 0.136 ± 0.01 |
| States = 100, Actions = 10 | 6.772 ± 0.03             | 0.152 ± 0.01  | 0.148 ± 0.01 |

Table IV: Per-iteration Execution time of algorithms across four settings in seconds, with the relaxation parameter in G-SOVI chosen as $w = w^*$.

| Configuration | Computational Time (in seconds) | Standard Value Iteration | Standard SOVI | G-SOVI  |
|---------------|--------------------------------|--------------------------|---------------|---------|
| 10 States, 5 Actions | 0.01                          | 25.485 ± 2.21           | 3.930 ± 0.92  | 3.885 ± 0.94 |
| 20 States, 5 Actions | 0.02                          | 18.291 ± 0.77           | 5.444 ± 0.51  | 5.473 ± 0.50 |
| 30 States, 5 Actions | 0.03                          | 7.327 ± 0.20            | 7.111 ± 0.32  | 7.118 ± 0.33 |

Table V: Average Error vs Computational Time (rounded off to the nearest millisecond). Initial Q-values for algorithms are assigned random integers between 60 and 70. The discount factor is set to 0.99. G-SOVI is run with $w = 1.00001$.

First, we generate 100 independent MDPs each with 10 states, 5 actions and we set the discount factor to be 0.9 in each case. We run all the algorithms for 50 iterations. The initial Q-values of the algorithms are assigned random integers between 10 and 20 (which are far away from the optimal value function). In Table II, we indicate the average error value (error averaged over 100 MDPs) at the end of 50 iterations for all the algorithms, wherein for G-SOVI, we set $w = w^*$ as the relaxation parameter. We observe that standard SOVI and G-SOVI with $N = 25, 30$, and $35$ have low error at the end of 50 iterations compared to the standard value iteration. Moreover, the average error is the least for our proposed G-SOVI algorithm. Also, we find that higher the value of $N$, the smaller is the error between the G-SOVI value function and the optimal value function.

In Table II, we report the performance of G-SOVI for different values of feasible successive relaxation parameters $w$ across the same 100 MDPs generated previously (in Table I). The optimal successive relaxation parameter $w^*$ here lies between 1.1 and 1.5. Recall that G-SOVI exhibits faster convergence for any value of $w$ that satisfies $1 < w \leq w^*$ when compared to standard SOVI (first row of Table II). From Table II, we can conclude that G-SOVI with $w \in (1, w^*)$ performs at least as fast as the standard SOVI. Moreover, the higher the value of $w$, the better is the performance, when the algorithm is run for a sufficient number of iterations.

In Table III, we present the results of the three algorithms on four different settings, averaged over 10 MDPs. The standard SOVI and G-SOVI are run with $N = 35$. All the algorithms are run for 10 iterations. We observe that standard SOVI and G-SOVI have low error compared to the standard value iteration. Moreover, the difference here is much more pronounced than in Table II, where algorithms are run for 50 iterations. Recall that the SOVI and G-SOVI algorithms with a fixed $N$ give near-optimal value functions. The advantage of using our proposed algorithms is that the Q-value iterates converge to the near-optimal Q-values rapidly. This can also be observed in Figure 1, where we present the convergence of algorithms over 50 iterations on 100 states and 10 actions setting. The SOVI and G-SOVI algorithms converge rapidly to a value and stay constant. In fact, we observe here that the error is less than that obtained by the standard value iteration till 45 iterations. Moreover, G-SOVI computes a solution that gives lower error as compared to that obtained by SOVI.

In Table IV, we indicate the per-iteration execution time of our algorithms across the four settings considered above. We can see that, due to Hessian inversion operation in the second-order techniques, standard and G-SOVI algorithms take more time compared to the standard value iteration algorithm.

Recall that the advantage of second-order methods is that even though the per-iteration computation is higher compared to the first-order methods, the total number of iterations needed to achieve a desired error threshold is much lower in general. Hence, they are capable of achieving lower error in the same computational time. We demonstrate this in Table V for three settings. We select the parameters of this experiment (i.e., number of states and actions, values of $N$, $w$, number of iterations), such that the second-order methods compute better...
solutions compared to the standard value iteration scheme. For example, consider the 10 states and 5 actions setting (first row of Table V). The standard value iteration is run for 50 iterations. It’s per-iteration time is 0.2 ms which results in an overall computational time of 0.00002\times 50 = 0.01 seconds. On the other hand, SOVI techniques (standard SOVI and the G-SOVI) are run for just 3 iterations. However, their per-iteration time is 0.0033 seconds and hence the overall computational time is 0.01 seconds. We observe that, in 0.01 seconds, the SOVI methods achieve lower error compared to the standard value iteration. Similarly, in the other two settings in Table V, we see that the second order SOVI algorithms achieve lower error compared to the standard value iteration when run for 0.02 and 0.03 seconds, respectively.

It is important to note that this advantage need not hold for MDPs, in general, with large number of states and actions as the overhead for computing the Hessian inverse in large MDPs will be higher that would affect the overall computational time. If one could deploy techniques to improve the computation time for matrix operations, G-SOVI would be preferred for computing the optimal value function, over the standard value iteration.

VII. Conclusion

In this work, we have proposed a generalized second-order value iteration scheme based on the Newton-Raphson method for faster convergence to near optimal value function in discounted reward MDP problems. The first step involved constructing a differentiable Bellman equation through an approximation of the \( \max(\cdot) \) operator. We then applied second order Newton method to arrive at the proposed algorithm. We proved the bounds on approximation error and showed second order convergence to the optimal value function. Finally, approaches geared towards easing the computational burden associated with solving problems involving large state and action spaces such as those based on approximate dynamic programming can be developed in the context of G-SOVI schemes in the future.
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3The value of \( w = 1.00001 \) respects the constraint \( w \leq w^* \) in all the three settings.