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ABSTRACT

The market trend of secure products is to offer more users' services and security. Thus, electronic devices must be flexible and reconfigurable in the way they permit executing further algorithms than those designed for. In this paper, in order to encrypt/decrypt data blocks, a Reconfigurable Cryptography Coprocessor (RCC) for Advanced Encryption Standard (AES/Rijndael) is developed. The AES offers a good combination of security, performance, efficiency, implementability and flexibility. We propose a RCC by using a Systolic Processor (SP) based on: i) Processing Element (PE) array, and ii) Controller with a Finite State Machine (FSM) and a memory. The advantages are: i) provide a solution to compute all matrix format data and ii) the PE array's data path is reconfigurable via the FSM. Finally, the conception and implementation were carried out by using Very High Speed Integrated Circuit Hardware Description (VHDL) language and Xilinx ISE 7.1 simulator.
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1. INTRODUCTION

Security of data is becoming an important challenge for a wide spectrum of applications, including communication systems secure storage supports, digital video recorders, smart cards, cellular phones [1]. Most of encryption and decryption models are implemented for specific algorithm. It is easy to implement hardware for a single algorithm. With such models, it is not possible to treat different encryption algorithms [2], furthermore the corresponding market is now oriented towards more flexibility. Thus, electronic devices must be flexible and reconfigurable in the way they permit executing further algorithms than those designed for. The main objective of the present paper is to design a module of a reconfigurable cryptographic coprocessor capable of executing on Advanced Encryption Standard (AES/Rijndael) [3], [4], [5] and using the basic arithmetic and logic operations. VHDL and logic synthesis tools have been used to design RCC. RCC Architecture is based on 4x4 Processing Elements (PE) systolic array [6]; it belongs to the class of the flexible hardware implementations, and allows a user implementing other cryptographic algorithm under specific conditions. Finally, test results and performance evaluation is presented.
2. ADVANCED ENCRYPTION STANDARD AES ALGORITHM

An encryption algorithm converts a plain text message into cipher text message which can be recovered only by authorized receiver using a decryption technique. The AES-Rijndael [3, 4] algorithm is an iterative private key symmetric block cipher. The input and output for the AES algorithm each consist of sequences of 128 bits (block length). Hence, \( N_b = \text{Block length}/32 = 4 \). The Cipher Key for the AES algorithm is a sequence of 128, 192 or 256 bits (Key length), in our environment always 128 bits, is ordered in a similar fashion. The algorithm consists of a single AddRoundKey, using the cipher key, followed by 9 regular rounds each consisting of 4 steps and a final round. The steps of the regular rounds are: Sub Bytes, Shift Rows, Mix Column and AddRoundKey. The final round skips the Mix Column step. Every round requires its own round key. These keys can be generated in advance or one per round by adding an extra round step.

2.1. SubBytesTransformation

Each input byte of the state matrix is independently replaced by another byte from a look-up table called Sbox [7]. Sbox is a 256-entry table composed of two transformations: First each input byte is replaced with its multiplicative inverse in \( GF(2^8) \) [8] with the element \( \{00\} \) being mapped onto itself; followed by an affine transformation over \( GF(2^8) \).

2.2. ShiftRows Transformation

Cyclically shifts bytes in each row by a certain offset. First row is left unchanged. Each byte of the second row is shifted one to the left. Similarly, third and fourth rows are shifted by offsets of two and three respectively. In this way, each column of output state of Shift Rows step is composed of bytes from each column of input state.

2.3. MixColumns Transformation

Operates on the State column-by-column, treating each column as four-term polynomial. Columns are considered as polynomials over \( GF(2^8) \) and multiplied by modulo \( x^4+1 \) with fixed polynomial: \( a(x) = \{03\} x^3 + \{01\} x^2 + \{02\} x \) as given by [9].

2.4. AddRoundKey Transformation

128-bits of state are XORed with 128-bits of round key. The operation is viewed as column wise operation between 4 bytes of state column and one word of round key. Each round key is 4-word (128-bits) array generated as product of previous round key: a constant that changes each round, and series of S-Box lookups for each 32-bits word of the key. Key schedule Expansion generates a total of \( N_b \cdot (N_r + 1) \) words; where \( N_r \) is number of rows.

Decryption process is direct inverse of encryption process. All transformations applied in encryption process are inversely applied to this process. Hence, last round values of both data and key are first round inputs for decryption process and follows in decreasing order. AES decryption can be performed by using same algorithm flow. However, all four steps in round transformation are replaced with their own inverses and round keys for encryptions are used in reverse order.

3. RECONFIGURABLE CRYPTOGRAPHIC COPROCESSOR (RCC) ARCHITECTURE

Reconfigurable Cryptographic Coprocessor is presented (RCC) may encrypt or decrypt data by using encryption algorithm. RCC is built around systolic array of processing elements (PEs) [10], [12], Control Unit and Memory Unit. RCC encrypts and decrypts data efficiently and flexibly. RCC is designed to provide an efficient way to implement the Advanced Encryption Standard (AES/Rijndael) (see Figure 1).

3.1. Memory Unit Module

Memory Unit Module is consisting of 4 RAMs working in parallel (see Figure 1). Memory can store 32-bits data and instruction words. Data include encrypting or decrypting I/O data, as well as all data needed by encrypting/decrypting process. Therfore, AES; Sbox, INVSbox, logarithm and anti-logarithm tables and round keys are stored in RAM0, RAM1, RAM2 and RAM3, respectively. Each RAM is 512x8-bits dual port allowing better access time and performance.
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3.2. Control Unit Module

Control Unit with a Finite State Machine (FSM) is the main module of the architecture. The main function is to control other modules according to instructions stored in memory. FSM controller is responsible for driving RCC either for key expansion or for data encryption (Table 1).

Table 1. Control Unit interface signals

| Signal Name       | Width (bits) | Type   | Description                                                      |
|-------------------|--------------|--------|------------------------------------------------------------------|
| EcrDecry          | 1            | Input  | Select the encryption or decryption                             |
| Sel_DIB           | 2            | Output | Select input of 4 RAM (port B)                                  |
| ADDR_B            | 9            | Output | Address the 4 RAM (port B)                                      |
| ENA_ram0          | 1            | Output | Enable RAM0 (port A)                                            |
| ENA_ram1          | 1            | Output | Enable RAM1 (port A)                                            |
| ENA_ram2          | 1            | Output | Enable RAM2 (port A)                                            |
| ENA_ram3          | 1            | Output | Enable RAM3 (port A)                                            |
| ENB               | 1            | Output | Enable 4 RAM (port B)                                           |
| Enable_PE         | 16           | Output | Enable PE (one wire for each PE)                                |
| Sel_PE_in         | 2            | Output | Select input of PE array between RAM and external source        |
| Shift_LR          | 1            | Output | Shift byte of each PE into its neighbor, from west to east (or vice-versa) |
| Shift_NS          | 1            | Output | Shift byte of each PE into its neighbor, from north to south (or vice-versa) |
| Sel_mux_in        | 2            | Output | Manage input multiplexer inside each PE                         |
| Sel_mux_out       | 1            | Output | Manage output multiplexer inside each PE                         |
| Sel_mux_reg       | 1            | Output | Manage register multiplexer inside each PE                       |
| Load_P_to_S       | 1            | Output | Enable convert data parallel to data serial                      |
| Load_S_to_P       | 1            | Output | Enable convert data serial to data parallel                      |
| Sel_operation     | 1            | Output | Select the operation (XOR) or addition                          |
3.3. PE array

Processor Element (PE) array is configured to receive input commands and data (to encrypt/decrypt) from the Control Unit (CU), configured to receive and transmit encrypted/decrypted data. It consists of a systolic array of 4x4 Processing Elements (Figure 2). All PE are identical and controlled by CU.

Figure 2. Architecture of Processing Element (PE) array

PE includes I/O ports, input-select multiplexor, an operations unit, register multiplexor, register, 4 tri-state buffer and an output multiplexor (Figure 3):

Figure 3. PE Block diagram.

4. AES EXECUTION ON RCC

RCC utilizes AES-128, where the plain text consists of 128-bits data blocks and each block may be managed as a matrix of 4x4 bytes. Each element of AES matrix may be mapped to PE of PE matrix. Load row operation copies 32-bits word from external source or Memory unit, and writes it into row of PE array. Encryption process includes 10 rounds involving the following transformations: Subbytes, Shiftrows, Mixcolumns and Add-round-key

4.1. SubBytes transformation

On receiving the encryption request, cipher data and round keys are fetched from memory byte by byte at every cycle. Two data bytes are XORed with each other for add round key transformation. FSM extracts all bytes in PE array byte by byte, is becomes the address of the RAM0 and gets substituted with corresponding data bytes residing at those addresses. Each byte stored in PE array is substituted with corresponding byte in substitution box table (S-Box table) stored in RAM0 at address "FF00". FSM may manage one word of 4 bytes and may provide all needed commands for substitution of all 4x4 1-byte data. After byte substitution, data is directed to Shift rows transformation.
Each row of PEs in PE array is wrapped around in a cylindrical fashion which is considered a circular shift register, particularly useful in shift rows transformation. FSM activates Shift_LR signal to shift all bytes from west to east of PE array. Shift_LR may be active during 4 cycles. Enable signals activate only PE that needs to be shifted: at the first cycle only 2\textsuperscript{nd}, 3\textsuperscript{rd} and 4\textsuperscript{th} rows of the PE are enabled. At second cycle only 3\textsuperscript{rd} and 4\textsuperscript{th} rows of PE are enabled. Finally, at the third cycle row number 4 is enabled. After Shift rows, data is directed to Mixcolumn stage for matrix multiplication.

### 4.3. MixColumns transformation

MixColumns transformation operates on the state column-by-column. RCC performs the following matrix multiplication:

\[
S(x) = A(x) \otimes S(x)
\]

\[
A(x) = \begin{bmatrix}
  02 & 03 & 01 & 01 \\
  01 & 02 & 03 & 01 \\
  01 & 01 & 02 & 03 \\
  03 & 01 & 01 & 02 \\
\end{bmatrix}
\]

\[S(x),\text{ data transformed by PE array, and } A(x),\text{ matrix of multiplicative vectors. Equation (1) may be performed by using logarithm and anti-logarithm tables (see Tables 2 and 3, respectively).} \]

| Table 2. Logarithm Table |
|---------------------------|
| 0  | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | A  | B  | C  | D  | E  | F  |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 0 | 0 | 19 | 32 | 2 | 1A | C6 | C7 | 1B | 68 | 33 | EE | DF | 3 |
| 1 | 64 | E0 | 34 | 81 | 4C | 71 | 8 | C8 | F8 | 69 | 1C | C1 |
| 2 | 7D | C2 | B5 | F9 | B9 | 27 | 6A | 4D | E4 | A6 | 72 | 9A | C9 | 8 |
| 3 | 65 | 2F | 8A | 5 | 24 | E1 | 24 | F0 | 12 | 2F | 33 | 55 | 73 | 96 |
| 4 | 96 | 8F | DB | BD | 36 | D0 | CE | 94 | 13 | 5C | D2 | F1 | 40 | 46 | 83 | 38 |
| 5 | 66 | DD | FD | 30 | BF | 6 | 8B | 62 | B3 | 25 | E2 | 98 | 22 | 88 | 91 | 10 |
| 6 | 2B | 79 | A | 15 | 9B | 9F | 5E | CA | 4E | D4 | AC | E5 | F3 | 73 | A7 | 57 |
| 7 | 8F | 58 | A8 | 50 | F4 | EA | D6 | 74 | 4F | AE | D9 | E5 | FB | 76 | AD | E8 |
| 8 | 2C | D7 | 75 | 7A | EB | 16 | B | F5 | 59 | CB | 5F | B0 | 9C | A9 | 51 | A0 |
| 9 | 7F | 57 | C4 | F6 | 4F | 17 | C4 | 49 | EC | D8 | 43 | 1F | 2D | A4 | 76 | 7B | B7 |
| A | CC | BB | 3E | 5A | FB | 60 | B1 | 86 | 3B | 52 | A1 | 6C | AA | 55 | 29 | 9D |
| B | 97 | B2 | 87 | 90 | 61 | BE | FC | 9C | 95 | CF | CD | 37 | 3F | 5B | D1 |
| C | D3 | 39 | 8C | EC | 3C | 41 | A2 | 6D | 47 | 14 | 2A | 9E | 5D | 56 | F2 | D3 | AB |
| D | 44 | 11 | 92 | D9 | 23 | 20 | E9 | 84 | B4 | 7C | B3 | 26 | 77 | 99 | E3 | A5 |
| E | 67 | 4A | ED | DE | C5 | 31 | FE | 18 | D | 63 | SC | 60 | C0 | F7 | 70 | 7 |

| Table 3. Anti-Logarithm Table |
|---------------------------|
| 0  | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | A  | B  | C  | D  | E  | F  |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 0 | 1 | 3 | 5 | 0F | 1 | 13 | 55 | FF | 1A | 2E | 72 | 96 | A1 | F8 | 13 | 35 |
| 1 | 5E | E4 | 3E | 48 | D8 | 73 | 95 | A4 | F7 | 2 | 6 | 6A | 1E | 22 | 66 | AA |
| 2 | E5 | 34 | 5C | E4 | 37 | 59 | EB | 26 | 6A | BE | D9 | 70 | 90 | AB | E6 | 31 |
| 3 | 53 | F5 | 4 | 0C | 14 | 3C | 44 | CC | AF | D1 | 68 | B8 | D3 | 6E | B2 | CD |
| 4 | 4C | D4 | 67 | A9 | E0 | 3B | 4D | D7 | 62 | A6 | F1 | 8 | 18 | 28 | 78 | 88 |
| 5 | 83 | 9E | B9 | D0 | 6B | BD | DC | 7F | 81 | 98 | B3 | CE | 49 | DB | 76 | 9A |
| 6 | B5 | C4 | 57 | F9 | 10 | 30 | 50 | F0 | 0B | 19 | 27 | 69 | BB | D6 | 61 | A3 |
| 7 | FE | 19 | 2B | 73 | 87 | 92 | AD | EC | 2F | 71 | 93 | AE | 49 | E9 | 20 | 60 | A0 |
| 8 | FB | 16 | 3A | 4E | D2 | 6D | B7 | C2 | 5D | E7 | 32 | 56 | FA | 15 | 3F | 41 |
| 9 | C3 | 5E | E2 | 3D | 47 | C9 | 40 | C0 | 5B | ED | 2C | 74 | 9C | BF | DA | 75 |
| A | 9F | BA | D5 | 64 | AC | EF | 2A | 7E | 82 | 9D | BC | DF | 7A | 8E | 89 | 80 |
| B | 9B | B6 | C1 | 58 | E8 | 23 | 65 | AF | EA | 25 | 6F | B1 | C8 | 43 | C5 | 54 |
| C | FC | 1F | 21 | 63 | A5 | F4 | 7 | 9 | 1B | 2D | 77 | 99 | B0 | CB | 46 | CA |
| D | 45 | CF | 4A | DE | 79 | 8B | 86 | 91 | A8 | E3 | 5E | 42 | C6 | 51 | F3 | 0E |
| E | 12 | 36 | 5A | EE | 29 | 7B | 8D | 8C | 8F | 8A | 83 | 94 | A7 | F3 | 03 | 17 |
| F | 59 | 4B | DD | 7C | 84 | 97 | A2 | FD | 1C | 24 | 6C | B4 | C7 | 52 | F6 | 1 |
\[ C = a \times b \]  
\( C \) can be computed by using logarithm tables in the following way:

\[ C = \log^{-1}\left(\log(a) + \log(b)\right) \]

PE array are substituted by using logarithm table stored in RAM2 (Table 2) at address "FF00". Data are fetched from PE array byte by byte, is becomes the address of the RAM2 and gets substituted with corresponding data bytes residing at those addresses. Each byte stored in PE array is substituted with corresponding byte in logarithm table. FSM extracts logarithm of all bytes in PE array, adding by substituted bytes to matrix (2) and writes bytes to PE array. Logarithms are then copied to Memory Unit for further computations, PE array may be XORed by columns and written into first row of PEs. Results may be stored in Memory unit. Once all 4x4 bytes computed, FSM copy PE logarithms previously saved in memory unit. According to (4), FSM may substitute them by using antilogarithm table stored in RAM3 (Table 3).

4.4. Add-Round-Key transformation

Final transformation of given round combines key value with transformed data. Keys are loaded from Memory Unit into PE array and XORed with data stored in PE array. This completes one round and output of AddRoundKey is written back into Memory Unit. Finally, at the end of 10 rounds, the fully encrypted data is available in memory.

5. IMPLEMENTATION RESULTS

The synthesizable Cryptography Coprocessor core was described in VHDL using ModelSim 6.4b simulator and synthesized using Xilinx ISE7.1i. The target device selected was Xilinx XC4VLX25 [12]. The synthesis results show that the synthesized device uses only 2252 slices. The device uses only 4 BRAMS 512x8-bit dual-port wide and can be operated at a clock frequency of 189.215 MHz. Throughput reaches value of 43.25 Mbps for encryption. The synthesis and mapping results of Cryptography Coprocessor design are summarized in Table 4.

| Target FPGA device | Virtex XC4VLX25-10 |
|--------------------|---------------------|
| Max. clock frequency | 189.215 MHz |
| Number of Slices | 2252 |
| Number of Slice Flip Flops | 1700 |
| Number of 4 input LUTs | 2096 |
| Block RAMS | 4 |
| Encryption throughput | 43.25 Mbps |

6. CONCLUSION

Reconfigurable Cryptographic Coprocessor (RCC) has been designed for Advanced Encryption Standard (AES-Rijndael) algorithm to encrypt/decrypt data. Both encryption and decryption operations were carried out. Results validate the functionality and operability of the proposed coprocessor. The RCC is capable of using other types of Symmetric Block Cipher Algorithms (SBCA). Reconfigurability characteristics also allow the processor to be updated with new algorithms, as well as other applications. Synthesizable RCC core was described in VHDL using ModelSim 6.4b simulator and synthesized using Xilinx ISE7.1i. Finally, throughput reaches value of 43.25 Mbps for encryption with XC4VLX25 Device of Xilinx Virtex Family.
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