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Abstract

Resonant States, also known as ‘Quasi-Normal’ Modes, are attractive basis sets for the spectral expansions of open radiative systems. Nevertheless, the exponential divergence of the resonant states in the far-field has long been an obstacle for defining viable scalar products. This theoretical work shows that the apparent ‘divergences’ of the resonant state scalar product integrals can be resolved analytically and that this leads to orthogonalization of the resonant states for dispersionless scatterers and finite normalizations for the resonant states of spherical scatterers with electric and/or magnetic temporal dispersion. The correctly normalized expansions are shown to decouple the power of the iconic ‘Mie’ theory by re-expressing the exact Mie coefficients as meromorphic(spectral) functions of frequency. The methods and formulas demonstrated here can be generalized to more complex geometries, and provide new physical insight into the nature of light-matter interactions.

1 Introduction

The eigenstates of open systems, known as Resonant States (RSs), can be viewed as a means of simultaneously describing both the spatial and temporal behavior of the oscillatory ‘modes’ of an open system. As such, RSs have been a highly fruitful, albeit problematic, concept in many branches of physics for over a hundred years,\textsuperscript{1} where they have been called by a wide variety of names like: quasi-normal modes, transient modes, leaky waves, etc.. The RS concept was widely developed in quantum mechanics\textsuperscript{2} after its pioneering success by Gamow for describing alpha decay\textsuperscript{3}, and later by Siegert for characterizing nuclear reactions\textsuperscript{4}. Throughout the 20\textsuperscript{th} century, quantum RS descriptions continued to draw the attention of prominent physicists like Wigner\textsuperscript{5}, Peierls\textsuperscript{6}, and Zel’dovich\textsuperscript{7,8} who described the mathematical difficulties associated with RSs as follows:

An exponentially decaying state that describes, for example, the phenomenon of a decay, is characterized by a complex value of the energy, the imaginary part of the energy giving the decay probability. The wave function of this state increases exponentially in absolute value at large distances, and therefore the usual methods of normalization, of perturbation theory, and of expansion in terms of eigenfunctions do not apply to this state.

The utility of RSs is not limited to the quantum realm however, and they are equally applicable to a host of ‘classical field’ systems existing in 1, 2, or 3 spatial dimensions and which are governed by a wide variety of differential equations. It thus appears that RSs are a nearly universal tool for describing open systems in essentially arbitrary spatial dimensions, but we will henceforth restrict attention to 3D systems for the purpose of discussion.

Combining the assumption that energy is ‘radiated’ into a ‘background media’ in a form governed by a Helmholtz type equation with outgoing boundary conditions (to describe openness), leads to frequency domain RSs being characterized by complex eigenvalue wavenumbers, $k_\alpha \equiv c\omega_\alpha \equiv k_\alpha' + ik_\alpha''$, associated...
with a far-field radial dependence proportional to \( \exp[\alpha(k_\alpha(r - ct))/k_\alpha r] \), where \( c \) is the phase-velocity of the radiation in the background media. The imaginary part of the RS wavenumber, \( \alpha'' \), is negative due to causality considerations, which leads to a desirable exponential decay of an excitation in the time domain, but an inspection of the signs in the far-field behavior shows that temporal decay is necessarily accompanied by an exponential increase in the RS amplitude at large distances, \( r \). An example of the generality of the RS approach is found in electromagnetic scattering problems \([9, 10, 11]\), where one encounters both vectorial and scalar RSs problems. Mathematical descriptions of vector RSs are more complicated than those for scalar fields, and this was a major motivation for this work (as well as ref. \([12]\): wherein the necessary mathematical groundwork is developed in detail but which is not currently intended for publication in journal form).

This spatial divergence of the RSs doesn’t invalidate their utility, since causality considerations regularize the exponential divergence when one transforms from frequency domain descriptions back into the time domain (cf. \([1, 13, 14, 15, 16]\)). Nevertheless, such considerations fail to alleviate the mathematical and conceptual difficulties posed by the ‘exponential catastrophe’ \([17]\) of spectral theories in the frequency (energy) domain. Although a variety of papers have studied and more or less ‘resolved’ this problem, either analytically or numerically, by use of the method of Perfectly Matched Layers (PML) to tame the ‘QNM’ scalar product integrals \([15, 19, 20, 21]\), a general, conceptually simple, and mathematically rigorous approach still appeared to be lacking. This work helps to fill this gap with a general, mathematically rigorous, ‘benchmark’ approach to RS normalization/orthogonalization.

It is known since at least the work of Zel’dovich \([7]\), that scalar products of scalar RS theories should be defined without complex conjugating the adjoint, ‘bra’, fields (cf. section 2.2 and refs. \([8, 17, 22, 23]\)). With this convention, even though the scalar product integrand amplitude still diverges, it also oscillates as \( r \to \infty \), thus rendering it possible to regularize the scalar product integrals to obtain finite values. Zel’dovich \([7]\) proposed to regularize the scalar products by first introducing a Gaussian ‘killing’ function, \( \exp(-\eta^2) \) into the scalar product integral and then taking the limit \( \eta \to 0 \) after the integrations. Analytic expressions for such integrals were studied in a 1992 paper by one of the present authors and two colleagues \([24]\).

Recent extensions of these techniques for 3D electromagnetic scattering applications were referred to somewhat picturesquely (or melodically) as “Killing Mie Softly” in an arXiv paper detailing the distribution theory mathematics by two of the present authors \([12]\). The present article demonstrates that the implementation of these analytical methods leads to RS scalar products that are unambiguously defined in terms of spatial integrals over all space. This allows spectral expansions of open systems to access to the entire panoply of methods that have encountered such sweeping success in the description of closed (Hermitian) systems. A hint of the potential power of this technique, is provided by retrieving and extending the results of the iconic ‘Mie’ theory for light scattering.

This article is organized as follows: Section 2 introduces the RS concept in the context of electromagnetic field equations. It proceeds to provide analytic expressions for the RSs of isotropic spherical scatterers. A new result of section 2.2 is to give an example of how the results of ref. \([12]\) confirm RS orthogonality for dispersion-free spherical scatterers. Subsection 2.3 presents one of the principal derivations of this paper, which are analytic formulas for the RS normalizations for the case of spheres composed of media with full electric and magnetic dispersive constitutive parameters. This section also strives to give some intuitive understanding of the mathematical regularization techniques by means of graphic plots.

Section 3 translates the RS eigenvalues and normalizations into meromorphic expansions of the Mie theory coefficients. This section is important since it shows how the RS formulation can reproduce exact Mie theory results up to essentially arbitrary accuracy. Secondly, one sees in this section that RS expansions yield meromorphic expressions valid for all frequencies, whereas traditional Mie theory formulas must be reevaluated for each frequency under consideration. Section 3 ends with a brief ‘user’s’ guide on how to implement the results of this work in the case of spherical scatterers. This is intended to highlight the simplicity of the final RS physics as well as serve as a ‘guide’ for those chiefly interested in applications.

Finally, section 4 gives a number of numerical results in the form of two tables for the RS eigenvalues together with their normalization factors for different dispersion models from the optical literature (including Drude type dispersion models and its generalizations). These can serve as benchmark values for those using these methods or elaborating purely numerical models for nanophotonic and metamaterial problems.
section is intended to give a brief glimpse into the rich physical insight that RSs can bring to the analysis of complex physical processes. Section 5 constitutes a brief conclusion to this paper. Appendices B-E elaborate on mathematical definitions and derivations presented in the main text.

2 Resonant states

When formulating Resonant States (RSs) in electromagnetism, it is convenient to express the electromagnetic field ‘ket’ state, $|\Psi\rangle$ and appropriately dimensioned source currents, $|J\rangle$, as multi-component fields (6 components),

$$
|\Psi\rangle \equiv \begin{bmatrix} e(r) \\ h(r) \end{bmatrix}, \quad |J\rangle \equiv \begin{bmatrix} j(r) \\ 0 \end{bmatrix},$

where $e(r)$ and $h(r)$ are respectively proportional to the electric and magnetic fields with identical units, here $m^{-3/2}$, as this is a convenient choice for treatments of LDOS [25], energy density, Green’s functions, etc.

Material response is modeled as finite size ‘scatterers’ with sharp boundaries and composed of materials with spatially local but temporally dispersive constitutive parameters, $\varepsilon(r, \omega)$, and/or $\mu(r, \omega)$, immersed in an isotropic non-dispersive background medium described by real-valued constitutive parameters $\varepsilon_b$ or $\mu_b$, with the background media wave velocity given by $c_b = c_v \sqrt{\varepsilon_b \mu_b}$, where $c_v$ is the vacuum speed of light. Henceforth, all scatterer constitutive parameters will be normalized with respect to the background medium properties,

$$
\varepsilon(r, \omega) = \frac{\varepsilon_s(r, \omega)}{\varepsilon_b}, \quad \mu(r, \omega) = \frac{\mu_s(r, \omega)}{\mu_b}.
$$

With the above definitions and normalizations, the frequency domain Maxwell equations can be written as a single convenient equation,

$$
\frac{\omega}{c_b} \Gamma(\omega) |\Psi\rangle = \mathbb{L} |\Psi\rangle + \frac{1}{i} |J\rangle,
$$

where the medium metric, $\Gamma(\omega)$, and the linear differential operator, $\mathbb{L}$, are symmetric $6 \times 6$ matrix operators,

$$
\Gamma(\omega) \equiv \begin{bmatrix} \varepsilon(r, \omega) & 0 \\ 0 & -\mu(r, \omega) \end{bmatrix} \quad \text{and} \quad \mathbb{L} \equiv i \begin{bmatrix} 0 & \nabla \times \\ \nabla \times & 0 \end{bmatrix},
$$

Resonant states are defined as source-free eigensolutions of Eq. (2) obeying outgoing boundary conditions,

$$
k_\alpha \Gamma(\omega_\alpha) |\Psi_\alpha\rangle = \mathbb{L} |\Psi_\alpha\rangle,
$$

where $k_\alpha = \omega_\alpha/c_b$ is the complex eigenvalue wave-number in the background medium,

$$
k_\alpha \equiv k_\alpha' + ik_\alpha''.
$$

We point out that the medium metric, $\Gamma(\omega)$, is not entirely an arbitrary function of frequency since we require it to obey Kramers-Kronig causality relations, with the real-valued nature of the fields in the time domain imposing, $\Gamma^*(\omega) = \Gamma(-\omega^*)$. This has the consequence that even though negative frequency RSs must be included in our analysis, they are not independent of the positive frequency solutions. One should remark that Eq.(3a) is a self-consistent eigenvalue equation in terms of the complex wavenumber (frequency), which explains why finding the RS eigenvalues is a procedure that must almost always be carried out numerically.

It is also important to remark that RSs occur for both positive and negative real frequency parts. One readily verifies however that these RSs are not independent. Notably, taking the complex conjugate of Eq. (3) for a RS with positive real part ($k_\alpha' > 0$) and remarking that $\mathbb{L}^* = -\mathbb{L}$, one obtains,

$$
- k_\alpha^* \Gamma(-\omega^*) |\Psi_\alpha^*\rangle = \mathbb{L} |\Psi_\alpha^*\rangle,
$$

which is of the same form as Eq. (3), so for any RS eigenvalue, $k_\alpha$, there is an associated RS with eigenvalue, $-k_\alpha^*$. The RSs with negative real parts should not be confused with incoming field solutions as they are still
associated with outgoing fields. The presence of these RSs (mirror symmetric with respect to the imaginary axis) insures that fields are real valued in the time-domain, but they can also be viewed as a consequence of time reversal symmetry. In view of the above, it is convenient to designate RSs with positive (negative) real parts with positive (negative) integer indices, \( \alpha = \pm (1, 2, \ldots) \), which are related via, \( k_{-\alpha} = -k_{\alpha}^* \). In the cases considered here, there will generally be at most one RS eigenvalue on the negative imaginary axis for a given multipole order, so we can denote such states \( k_{\alpha=0} \) when they occur (even though multiple RSs on the imaginary axis are not excluded in general).

For scatterers of arbitrary forms, there is little choice but to solve the eigenvalue equation of Eq. (3) numerically. However, given that the equations of motion in Eq. (2) are separable in spherical coordinates, one can obtain analytical expressions for the RSs for an isotropic sphere in spherical coordinates. These analytical expressions for the RS of spherical scatterers are established in the next section.

### 2.1 Resonant states for spherically symmetric scatterers

In the region outside an isotropic spherical scatterer, the resonant states of a given multipolar order are required to be proportional to the standard vector spherical partial waves (VPWs) described in classic texts, traditionally denoted \( M \) and \( N \), and written out explicitly in section B3. For the sake of clarity, the radial distance \( r \) will henceforth be normalized with respect to the sphere radius (i.e. sphere surface at \( r = 1 \)). Using these conventions and notations, the RS kets respectively of the electric-type, (\( e \)) and magnetic-type, (\( h \)), can be expressed in the region outside the sphere, \( r > 1 \), as:

\[
|\Psi^{(e)}_{\alpha}\rangle = \frac{k^{3/2}_{\alpha}}{N^{(e)}_{\alpha}} \left| \begin{array}{cc}
N^{(s)}_{\alpha,n,m}(z_{\alpha}r) & -i M^{(+)}_{e,n,m}(z_{\alpha}r) \\
-i M^{(+)}_{e,n,m}(z_{\alpha}r) & N^{(s)}_{\alpha,n,m}(z_{\alpha}r)
\end{array} \right| \equiv 
\begin{pmatrix}
|e^{(e)}_{\alpha}(r)\rangle \\
|h^{(e)}_{\alpha}(r)\rangle
\end{pmatrix}
\]

\( r > 1 \),

\( (5a) \)

where \( k_{\alpha} \) is the complex RS wavenumber of Eq. (3), and \( z_{\alpha} \equiv k_{\alpha}R \), the corresponding RS size parameter, with \( M^{(+)}_{(e,o),n,m} \) and \( N^{(+)}_{(e,o),n,m} \), the dimensionless ‘even’ and ‘odd’ vector partial waves (VPWs) that satisfy outgoing boundary conditions (cf. section B3 and ref. [26]). The \( k_{\alpha}^{3/2} \) factor in the RS wave-functions are a direct consequence of choosing field dimensions of \( m^{-3/2} \), and is typical of field theoretic approaches.

For the region inside the sphere, \( r < 1 \), one can analogously deduce that the electric-type and magnetic-type RSs inside the sphere are proportional to ket expressions in terms of the regular VPWs, \( M^{(e,o),n,m} \) and \( N^{(e,o),n,m} \), with arguments scaled in terms of the wavenumber of the internal medium:

\[
|\Psi^{(e)}_{\alpha}\rangle = \frac{k^{3/2}_{\alpha}}{N^{(e)}_{\alpha}} \left| \begin{array}{cc}
N^{(s)}_{\alpha,n,m}(\rho_{\alpha} z_{\alpha}r) & -i M^{(+)}_{e,n,m}(\rho_{\alpha} z_{\alpha}r) \\
-i M^{(+)}_{e,n,m}(\rho_{\alpha} z_{\alpha}r) & N^{(s)}_{\alpha,n,m}(\rho_{\alpha} z_{\alpha}r)
\end{array} \right| \equiv 
\begin{pmatrix}
|e^{(e)}_{\alpha}(r)\rangle \\
|h^{(e)}_{\alpha}(r)\rangle
\end{pmatrix}
\]

\( r < 1 \),

\( (5b) \)

where \( \varepsilon_{\alpha} \) and \( \mu_{\alpha} \) are the normalized constitutive parameters evaluated at the resonant state frequency, \( \omega_{\alpha} = c_{b}k_{\alpha} \), and \( \rho_{\alpha} \) corresponds to a normalized refractive index, also evaluated at the RS frequency, \( t.e., \)

\[
\varepsilon_{\alpha} = \frac{\varepsilon_{\alpha}(\omega_{\alpha})}{\varepsilon_{b}}, \quad \mu_{\alpha} = \frac{\mu_{\alpha}(\omega_{\alpha})}{\mu_{b}}, \quad \rho_{\alpha} = \sqrt{\frac{\varepsilon_{\alpha}(\omega_{\alpha})\mu_{\alpha}(\omega_{\alpha})}{\varepsilon_{b}\mu_{b}}},
\]

\( (5c) \)

where we are considering the most general case of dispersive media. For non-dispersive media, all three of these constitutive parameters reduce to frequency independent real-valued numbers. Concerning notation, we
remark that the spherical symmetry partially diagonalizes the RS basis in terms of their angular momentum and electric/magnetic natures. So in principal each discrete index \( \alpha \) is determined by the discrete indices, \((e,h), n \) and \( m \), as well as an additional discrete index, \( \ell \) ranging from \(-\infty\) to \(+\infty\), say \( \alpha (e,n,m,\ell) \) for an electric type RS, but in the interest of simplicity, we here and henceforth simply write \( \alpha \).

The complex multiplicative factors \( \gamma_{e,n,\alpha} \) and \( \gamma_{h,n,\alpha} \) in Eq.(5) must be chosen in order to satisfy the two boundary conditions associated with the continuity of the components of the electric and magnetic fields that are parallel to the sphere surface, given the choice of Eq.(5a) for the external outgoing fields. These boundary conditions impose that each \( \gamma_{n,\alpha} \) factor must simultaneously satisfy two distinct conditions:

\[
\begin{align*}
\gamma_{e,n,\alpha} &= \frac{\rho_{\alpha} h_{n}(z_{\alpha})}{\xi_{\alpha} j_{\alpha}(\rho_{\alpha} z_{\alpha})} = \rho_{\alpha} \frac{\xi'_{n}(z_{\alpha})}{\psi'_{n}(\rho_{\alpha} z_{\alpha})} \quad (6a) \\
\gamma_{h,n,\alpha} &= \frac{h_{n}(z_{\alpha})}{j_{\alpha}(\rho_{\alpha} z_{\alpha})} = \rho_{\alpha} \frac{\xi'_{n}(z_{\alpha})}{\psi'_{n} (\rho_{\alpha} z_{\alpha})} \quad (6b)
\end{align*}
\]

where \( j_{\alpha} \) are spherical Bessel functions, while \( h_{n} \) are the outgoing spherical Hankel functions with \( \psi_{n}(z) \equiv z j_{n}(z) \) and \( \xi_{\alpha} \equiv zh_{n}(z) \) their respective Ricatti-Bessel function counterparts (cf. section A.3). For arbitrary size parameters and frequencies, the respective expressions for each \( \gamma_{n,\alpha} \) in Eq.(6) are not equal, and their equality defines the occurrence of a resonant state size parameter, \( z_{\alpha} \). The equalities in Eq.(6) also correspond to poles of the electric and magnetic Mie coefficients recalled in Eq.(33) of Appendix B.

It is important to remark that the RSs of Eq.(5) are only determined up to the (complex) numerical proportionality factor, \( \mathcal{N}_{n,\alpha}^{(e,h)} \), whose value needs to be determined. Analytic expressions for the \( \mathcal{N}_{n,\alpha}^{(e,h)} \) are presented in Eq.(14) below and derived using the analytical techniques developed in ref. [12] and illustrated in appendix A. This non-trivial normalization is one of the principal results of this work.

### 2.2 Scalar products and orthogonality of resonant states

As already mentioned in the introduction, we make the usual treatment of the RS adjoint space by defining a ‘bra’ state, \( \langle \Psi \rangle \equiv \langle e(r), h(r) \rangle \), without complex conjugation of the fields. With this convention, the scalar product is simply,

\[
\langle \Psi_{\alpha}\rangle \equiv \langle \Psi_{\alpha}\rangle |\Psi_{\beta}\rangle \equiv \int d\mathbf{r} \left\{ \mathbf{e}_{\alpha}(\mathbf{r}) \cdot \mathbf{e}_{\beta}(\mathbf{r}) + h_{\alpha}(\mathbf{r}) \cdot h_{\beta}(\mathbf{r}) \right\} .
\]

(7)

where the integral is carried out over all space. Given the structure of the field equations, in Eq.(2), the general orthogonality conditions for the RSs require using the medium metric, \( \Gamma \), as an ‘adjoint’ operator, like that commonly used in relativistic field theory so that orthogonality for a dispersionless medium takes the form of a weighted scalar product, \( \langle \Psi_{\alpha}\rangle |\Gamma|\Psi_{\beta}\rangle \), which written out explicitly yields,

\[
\langle \Psi_{\alpha}\rangle |\Gamma|\Psi_{\beta}\rangle = \langle \Psi_{\alpha}\rangle |\Gamma|\Psi_{\beta}\rangle = \langle \Gamma_{\Psi_{\alpha}}|\Psi_{\beta}\rangle
\]

\[
= \int_{\infty} d\mathbf{r} \left\{ \mathbf{e}_{\alpha}(\mathbf{r}) \cdot \mathbf{h}_{\alpha}(\mathbf{r}) \right\} \left[ \begin{array}{cc} \varepsilon(\mathbf{r}) & 0 \\ 0 & -\mu(\mathbf{r}) \end{array} \right] \left[ \begin{array}{c} e_{\beta}(\mathbf{r}) \\ h_{\beta}(\mathbf{r}) \end{array} \right]
\]

(8)

and the first line serves as a reminder that the \( \Gamma \) matrix can be here associated with either the ‘bra’ or ‘ket’ state. The electric and magnetic field components are not independent, and orthogonality is then applicable to either electric or magnetic fields for dispersion free media and \( \beta \neq \pm \alpha \).

The example of the RS orthogonality for the RSs of dispersionless spherical scatterers is found by integrating the magnetic part of the RS scalar product for two electric type RSs in Eq.(5) (type \( e \) with \( \alpha \neq \beta \)).
The volume scalar product integral inside the sphere is,

\[
\int_{r<1} d\mathbf{r} \mu h^{(e)}_{n,m,\alpha}(r) \cdot h^{(e)}_{n,m,\beta}(r) = -\frac{\alpha^{3/2} \beta^{3/2}}{N^{(e)}_{\alpha} N^{(e)}_{\beta}} \varepsilon \left\{ \int_0^1 r^2 j_n(\rho z_r) j_n(\rho z_r) d\rho \right\}
\]

\[= -\frac{\alpha^{3/2} \beta^{3/2}}{N^{(e)}_{\alpha} N^{(e)}_{\beta}} \varepsilon \left\{ \frac{j_n(\rho z_\alpha) \psi'_n(\rho z_\beta) - j_n(\rho z_\beta) \psi'_n(\rho z_\alpha)}{\rho^2 z_\alpha^2 - \rho^2 z_\beta^2} \right\}
\]

\[= -\frac{\alpha^{3/2} \beta^{3/2}}{N^{(e)}_{\alpha} N^{(e)}_{\beta}} \frac{z_\alpha h_n(z_\alpha) h'_n(z_\beta) - z_\beta h_n(z_\beta) h'_n(z_\alpha)}{z_\alpha^2 - z_\beta^2}, \tag{9c}
\]

where Eq. (9a) is obtained after analytical integration of the angular variables, while term in brackets of (9b) is a direct application of the bracketed integral in Eq. (9a) as given by Eq. (85a) of [12] (cf. also Watson ref. [27], and Eqs. (28) and (31b)). The final result of Eq. (9c) exploits the expressions of Eq. (6a) for 1, and is only true provided that both \(z_\alpha\) and \(z_\beta\) are RS (size parameter) eigenvalues.

One completes the integration of the magnetic field scalar product by carrying out the volume integral in the region outside the scatterer (i.e. \(r > 1\)),

\[
\int_{r>1} d\mathbf{r} h^{(e)}_{n,m,\alpha}(r) \cdot h^{(e)}_{n,m,\beta}(r) = -\frac{\alpha^{3/2} \beta^{3/2}}{N^{(e)}_{\alpha} N^{(e)}_{\beta}} \lim_{\eta \to 0} \int_1^\infty r^2 h_n(z_r) h_n(z_r) e^{-\eta r^2} d\eta
\]

\[= -\frac{\alpha^{3/2} \beta^{3/2}}{N^{(e)}_{\alpha} N^{(e)}_{\beta}} \frac{z_\alpha h_n(z_\alpha) h'_n(z_\beta) - z_\beta h_n(z_\beta) h'_n(z_\alpha)}{z_\alpha - z_\beta}, \tag{9c}
\]

where we used Eq. (103a) in ref. [12] to evaluate the integral in the first line of this equation (reproduced in Eq. (31a)). This integral would be ill-defined had we not invoked the ‘Killing’ regularization, described in ref. [12] and appendix A, which tames the integrand’s exponentially divergent amplitude with a \(e^{-\eta r^2}\) factor in order to yield the finite analytic expression of Eq. (9c) in the \(\eta \to 0\) limit. For later convenience, we defined the right hand side of Eq. (9c) as a magnetic scalar product ‘surface term’, \(\Theta^{(e)}_{h,n}(z_\alpha, z_\beta)\), evaluated at the sphere radius.

Simply adding Eqs. (9c) and (9e) immediately leads to the orthogonality of the electric type RSs when integrating their magnetic fields over all space,

\[
\int_\infty d\mathbf{r} \mu(\mathbf{r}) h_\alpha(\mathbf{r}) \cdot h_\beta(\mathbf{r}) = 0, \tag{10a}
\]

where we dropped the \((e)\) superscript in Eq. (10a) since an analogous orthogonality holds for \((h)\) type RSs (orthogonality holds for the RSs of any dispersion-free media).

Numerical plots of the integrands in Eq. (9a) and (9c) can help us appreciate the complexity of what is accomplished in Eq. (10a). The real and imaginary parts of the magnetic field integrands, including the multiplicative constants, of Eq. (9a) \((r < R)\) and Eq. (9d) \((r > R)\) are plotted in fig.1(a) for \(r/R\) up to 1.2 for the first two electric dipole RSs at \(z_1^{(e)} \simeq 1.0395 - i0.5009\) and \(z_2^{(e)} \simeq 1.0527 - i0.072355\) of a \(\varepsilon = 16\) high index dielectric sphere (cf. Table 1). The integrands are continuous at the sphere surface as one would expect for magnetic field energy. The graphs are then extended in Fig. 1(b) to \(r/R = 25\) with a Gaussian killing factor of \(\eta = 0.025\). A high accuracy numerical integral over the entire \(r/R\) axis with a sufficiently small value of \(\eta\) does indeed tend towards zero in both the real and imaginary parts as is plausibly indicated by visual inspection of Fig. 1(b) and 1(d).

An analogous result holds for orthogonality of the scalar product in terms of the electric field even though the situation is a bit more complicated due to the discontinuous contributions of the electric field normal to the scatterer surface. Nevertheless, using the analytical results of section D one again finds,

\[
\int_\infty d\mathbf{r} \varepsilon(\mathbf{r}) e_\alpha(\mathbf{r}) \cdot e_\beta(\mathbf{r}) = 0, \tag{10b}
\]
Figure 1: RS scalar product integrands of Eq.(9) for $z(e)_{\alpha}=1 \approx 1.0395 - i0.5099$, and $z(e)_{\beta}=2 \approx 1.0527 - i0.072355$. The real (blue-solid) and imaginary (red-dotted) parts of the magnetic integrands of Eq.(9) are plotted in (a) in the range $(r \in \{0, 1.2\})$ and for $(r \in \{0, 25\})$ with a $\eta = 0.025$ killing factor. Analogous plots for the electric field integrand of Eq.(45). The envelope of the curves when $\eta = 0$ is given by black dashed lines in (b) and (d).

An important consequence of the above results is found by combining the electric and magnetic integrals of Eq.(45) and Eq.(9) to find the electromagnetic scalar product of Eq.(8), which now reads,

$$\langle \Psi_{\alpha} | \Gamma | \Psi_{\beta} \rangle = \int_{\mathcal{V}_r} dr \left[ \varepsilon(r) e_{\alpha}(r) \cdot e_{\beta}(r) - \mu h_{n,m,\alpha}(r) \cdot h_{n,m,\beta}(r) \right]$$

$$+ \left\{ \frac{k_\alpha^{3/2} k_\beta^{3/2}}{N^{(e)} n^{(e)} N^{(e)} n^{(e)}} \frac{\sum_{n}(r k_\alpha)}{N^{(e)} n^{(e)} N^{(e)} n^{(e)}} \frac{\sum_{n}(r k_\beta)}{N^{(e)} n^{(e)} N^{(e)} n^{(e)}} \right\} = 0 \right. , \quad (11a)$$

where the volume $\mathcal{V}_r$ was derived as the sphere surface, but it can be directly generalized to be any volume $r/R > 1$, containing the scatterer, with $\partial \mathcal{V}_r$ designating the surface of $\mathcal{V}_r$. The term in curly brackets can be
formulated directly in terms of the surface RS fields,

\[ \{ \ldots \} _{\delta \nu} = -i \frac{r^2 (h^{(e)}_{n,m,\beta}(r k_{\beta} \vec{r}) \times e^{(e)}_{n,m,\alpha}(r k_{\alpha} \vec{r}) + e^{(e)}_{n,m,\beta}(r k_{\beta} \vec{r}) \times h^{(e)}_{n,m,\alpha}(r k_{\alpha} \vec{r})) \cdot \vec{r}}{k_{\alpha} - k_{\beta}} , \quad (11b) \]

which allows the volume/surface integrals to be generalized to non-spherical volumes provided they enclose the scattering system. Analogous results hold for the magnetic mode scalar products. The result of Eq.(11) is applicable to RSs for arbitrary scattering geometries.

2.3 Resonant state normalizations

When RSs are introduced in terms of the equations of motion as done in Eq.(3), there is an overall normalization degree of freedom as seen in Eq.(5). The physically correct value of normalization will be fixed by condition required, since Eq.(12) is simply the reexpression of Eq.(13) under the assumption of frequency lossless) constitutive parameters.

\[ \langle \Psi_\alpha | \Gamma | \Psi_\alpha \rangle = \int d\omega \left\{ \varepsilon(\omega) e^2(\omega) - \mu(\omega) h^2(\omega) \right\} \text{no disp.} , \quad (12) \]

where the structure of the field equations of Eq.(22), requires that the medium metric, \( \Gamma \), be included in the definition of scalar product as already remarked in Eq.(8). A number of authors have proposed to normalize \( \langle \Psi_\alpha | \Gamma | \Psi_\alpha \rangle \) to unity in analogy with quantum mechanics, but the normalization proposed here adopts a field theory standpoint where states are normalized with respect to their energy. For example, the electromagnetic ‘Lagrangian’ energy of the RS is given by \( E^L_\alpha = h c \langle \Psi_\alpha | \Gamma | \Psi_\alpha \rangle / R = h \omega_\alpha \).

For temporally dispersive media, the RS normalization condition must be generalized to read,

\[ \langle \Psi_\alpha | \frac{d}{d\omega} (\omega \Gamma) | \Psi_\alpha \rangle = \int d\omega \left\{ \varepsilon(\omega) e^2(\omega) - \mu(\omega) h^2(\omega) \right\} = z_\alpha , \quad (13) \]

where the factors \( d [\varepsilon(\omega)] / d\omega \) and \( d [\mu(\omega)] / d\omega \) are required in order to account for the energy associated with material degrees of freedom [28] such that the Lagrangian energy, \( E^L_\alpha \), of both electromagnetic and material degrees of freedom is \( E^L_\alpha = h c \langle \Psi_\alpha | \frac{d}{d\omega} (\omega \Gamma) | \Psi_\alpha \rangle / R = h \omega_\alpha \) (provided certain physical assumptions concerning the material response functions). One should remark that Eq.(13) is the only normalization condition required, since Eq.(12) is simply the reexpression of Eq.(13) under the assumption of frequency independent (i.e. lossless) constitutive parameters.

From the expressions for the RSs in Eqs.(5) it is relatively straightforward, but tedious, to obtain the finite values of the integrals in Eq.(13) thanks once again to the ‘Killing’ regularizations of [12]. Details of the calculation are relegated to appendix [17] where one finds:

\[ [N^{(e)}_{n,\alpha}]^2 = (\mu_\alpha - 1) \xi_n^2(z_\alpha) + (\varepsilon_\alpha - 1) \left\{ \left[ \xi'_n(z_\alpha) \right]^2 + \frac{n(n+1)}{\varepsilon_\alpha} h_n^2(z_\alpha) \right\} \]

\[ + \frac{\omega_\alpha}{2} \left\{ \frac{\Xi^{(e,+)}_n}{d} \ln \varepsilon_\alpha(\omega) \bigg|_{\omega_\alpha} + \Xi^{(e,-)}_n \frac{d}{d\omega} \ln \mu_\alpha(\omega) \bigg|_{\omega_\alpha} \right\} \]

\[ [N^{(h)}_{n,\alpha}]^2 = (\varepsilon_\alpha - 1) \xi_n^2(z_\alpha) + (\mu_\alpha - 1) \left\{ \left[ \xi'_n(z_\alpha) \right]^2 - \frac{n(n+1)h_n^2(z_\alpha)}{\mu_\alpha} \right\} \]

\[ + \frac{\omega_\alpha}{2} \left\{ \frac{\Xi^{(h,-)}_n}{d} \ln \varepsilon(\omega) \bigg|_{\omega_\alpha} + \Xi^{(h,+)}_n \frac{d}{d\omega} \ln \mu(\omega) \bigg|_{\omega_\alpha} \right\} , \quad (14b) \]
where we defined:

\[
\Xi^{(c,\pm)}_n \equiv \varepsilon \alpha \left[ r_n'(z_\alpha) \right]^2 + \mu \alpha \zeta_n^2(z_\alpha) - \frac{n(n+1)h_n^2(z_\alpha)}{\varepsilon} \pm h_n(z_\alpha)\zeta_n(z_\alpha) \tag{14c}
\]

\[
\Xi^{(h,\pm)}_n \equiv \mu \alpha \left[ r_n'(z_\alpha) \right]^2 + \varepsilon \alpha \zeta_n^2(z_\alpha) - \frac{n(n+1)h_n^2(z_\alpha)}{\mu} \pm h_n(z_\alpha)\zeta_n(z_\alpha). \tag{14d}
\]

By inspection of Eqs. (13), we see that the normalization factors depend on both RS frequency and particle size. For dispersionless media, Eqs. (14) simplify to expressions which only depend on the size parameter, \(z_\alpha\) and the normalized, real-valued, constitutive parameters of the sphere, \(\varepsilon\) and \(\mu\).

\[
\left[ N^{(c)}_{n,\alpha} \right]^2 \equiv \text{no disp. } \xi_n^2(z_\alpha)(\mu - 1) + \left\{ \left[ r_n'(z_\alpha) \right]^2 + \frac{n(n+1)}{\varepsilon} h_n^2(z_\alpha) \right\} (\varepsilon - 1) \tag{15a}
\]

\[
\left[ N^{(h)}_{n,\alpha} \right]^2 \equiv \text{no disp. } \xi_n^2(z_\alpha)(\varepsilon - 1) + \left\{ \left[ r_n'(z_\alpha) \right]^2 + \frac{n(n+1)}{\mu} h_n^2(z_\alpha) \right\} (\mu - 1). \tag{15b}
\]

Therefore, in the dispersionless case, the problem becomes scale invariant, and the RS expansion is a complete solution for all size scales in addition being a solution for all frequencies.

As in the case for RS orthogonalization integrals, we can gain physical insight into integrals of Eq. (12) by plotting the radial dependence of the normalized Lagrangian integrands (after the analytic angular integration). We simply set \(\eta = 0\) in these graphs because the exponential divergence only occurs for \(r/R = 4\) extent of the plots for the RSs \(z_2, z_3\), and \(z_4\). For such low loss RSs, a numerical ‘verification’ of Eq. (12) or Eq. (13) is not difficult provided that one judiciously truncates integrations before the onset of exponential divergence. This is not at all the case however for the RS \(z_1 \simeq 1.04 - i0.5\), which has a much larger imaginary part. As partially visible in the plot of Fig. 2(a), the exponential divergence sets immediately outside the sphere so it is impossible to verify the normalization of Eq. (12) without regularizing the integral. Similar behavior is observed for the RS of lossy spheres studied in section 4.2.

### 3 Resonant state expansions of Mie theory

#### 3.1 Spectral expansions

In the interest of completeness, essential elements of Mie and linear response theory are recalled in appendix B (cf. \[16, 29, 30, 31, 32, 33\] for more details and applications). Since Mie theory predates the matrix response formulations, it remains common in the literature to keep the traditional notations for the diagonal ‘T-matrix’ elements as \(T_n^{(c)} \equiv -a_n\) and \(T_n^{(h)} \equiv -b_n\), and for internal field coefficients, \(\Omega_n^{(h)} = c_n\) and \(\Omega_n^{(e)} = d_n\).

The internal field coefficients, \(\Omega_n^{(c)}\), can be expressed as meromorphic functions of the complex frequency, \(\omega\), with all the poles located in the lower half-plane of complex frequencies, \[29, 33\]

\[
\Omega_n^{(c,h)}(\omega, R) = e^{-2iz} \sum_{\ell=\infty}^{\infty} \frac{\tau_{n,\alpha}(\ell)}{z - z_\alpha}, \tag{16}
\]

where the RS indices, \(\alpha(n, (c,h), \ell)\) are functions of the multipole indices and the discrete RS index \(\ell\) (see the discussion following Eq. (5) and Fig. 3). For dimensional reasons, the frequency \(\omega\) appears in the pole expansion on the right hand side of Eq. (10) via the size parameter \(z = kR = \omega R/c\). One should take care however that this development is uniquely a function of \(z\), only in the case of dispersionless media. In the presence of dispersion, the \(z_\alpha\) values, have a non trivial dependence on the sphere radius, \(R\), which generally
can only be determined numerically (by solving Eq.(6) for example). The $T_n$ functions have a similar meromorphic pole expansions in terms of frequency $\omega$, with the exception of an additional non-resonant term, [16, 29, 33]

$$T_n^{(e,h)}(\omega,R) = \frac{A_n e^{-2iz} - 1}{2} + e^{-2iz} \sum_{\ell=-\infty}^{\infty} \frac{r_{n,\alpha}}{z - z_\alpha},$$

(17a)

where $A_n$ are sign factors which for electric and magnetic modes respectively are,

$$A_n^{(e)} \equiv (-)^{n+1}, \quad A_n^{(h)} \equiv (-)^n,$$

(17b)

where again $T_n$ is a function uniquely of $z$ for dispersionless media. We also remark that the Mie coefficients $-T_n$ are not entirely determined by the resonant eigenvalues, $z_{n,\alpha}$, but that they also require the presence of a non-resonant term and multiplicative factors invoking an $e^{-2iz}$ phase factor. [29, 33, 16]

### 3.2 Spectral residues

Given the expressions for $\Omega_n$, and $T_n$ in Eqs. (17) and (16) in terms of the $N_n$ and $D_n$ functions (defined in section 33 of the appendix), the residues in Eqs. (16) and (17) can be calculated from Mie theory either analytically or numerically as,

$$r_n^{(\Omega)} = \frac{e^{2iz_\alpha}}{\frac{d}{d\omega}D_n(\omega,R)\big|_{\omega=\omega_\alpha}}, \quad r_{n,\alpha} = -\frac{N_n(\omega_\alpha,R) e^{2iz_\alpha}}{\frac{d}{d\omega}D_n(\omega,R)\big|_{\omega=\omega_\alpha}},$$

(18a)

which can be rewritten as,

$$r_n^{(\Omega)} = e^{2iz_\alpha} \lim_{\omega \to \omega_\alpha} \frac{z - z_\alpha}{D_n(\omega,R)}, \quad r_{n,\alpha} = -N_n(\omega_\alpha,R) r_n^{(\Omega)}.$$

(18b)
We remark from the second equality in Eq.\((18b)\) that the relation between the \(T\)-matrix residues, \(r_{n,\alpha}\), and the internal field residues, \(r^{(\Omega)}_{n,\alpha}\), is purely analytic. This relation can be rewritten in a more transparent form by invoking the respective RS conditions of Eqs.\((6)\) such that the expressions of \(N^{(e)}_{n}\) and \(N^{(h)}_{n}\) can be rewritten:

\[
-N^{(e)}_{n}(\omega_{\alpha}, R) = z_{\alpha} \frac{\psi'_{n}(\rho_{\alpha} z_{\alpha}) j_{n}(z_{\alpha})}{i \rho_{\alpha}} - z_{\alpha} j_{n}(\rho_{\alpha} z_{\alpha}) \psi'_{n}(z_{\alpha}) \rightarrow \frac{\psi'_{n}(\rho_{\alpha} z_{\alpha})}{\rho_{\alpha} \xi'_{n}(z_{\alpha})} = \frac{1}{\gamma_{e,n,\alpha}} , \tag{19a}
\]

for the electric modes and,

\[
-N^{(h)}_{n}(\omega_{\alpha}, R) = z_{\alpha} \frac{\psi'_{n}(\rho_{\alpha} z_{\alpha}) j_{n}(z_{\alpha}) - \mu_{\alpha} j_{n}(\rho_{\alpha} z_{\alpha}) \psi'_{n}(z_{\alpha})}{i \mu_{\alpha}} \rightarrow \frac{\psi'_{n}(\rho_{\alpha} z_{\alpha})}{\mu_{\alpha} \xi'_{n}(z_{\alpha})} = \frac{1}{\gamma_{h,n,\alpha}} , \tag{19b}
\]

for the magnetic modes. In both Eqs.\((19a)\) and \((19b)\) we invoked the Wronskian relation,

\[\xi'_{n}(z) \psi_{n}(z) - \xi_{n}(z) \psi'_{n}(z) = i , \tag{20}\]

and recalled the definitions of the \(\gamma_{n,\alpha}\) functions defined in Eq.\((3)\). Using the results of Eq.\((19)\) in Eq.\((18)\), we find that for both electric and magnetic modes,

\[r_{n,\alpha} = \frac{r^{(\Omega)}_{n,\alpha}}{\gamma_{n,\alpha}} , \tag{21a}\]

which is a result that could have been anticipated in view of linear response theory and the role of the \(\gamma_{n,\alpha}\) functions in expressing the RS wave functions in Eq.\((5)\).

With the newly derived result of Eq.\((21a)\) in hand, one can find the formula for \(r_{n,\alpha}\) by carrying out a numerical or analytical evaluation of Eq.\((18b)\). This won’t be necessary however, because the connection between the analytic results of Mie theory are obtained by remarking that since all the resonant states were constructed to have a \(1/kr\) amplitude dependence in the far field, the \(T\)-matrix residues should be equal to the inverse square of the complex normalization factor up to a phase factor which we find as:

\[r_{n,\alpha} = e^{2iz_{\alpha}} \frac{i}{N^{2}_{n,\alpha}} \equiv e^{2iz_{\alpha}} R_{n,\alpha} , \tag{21b}\]

where we defined the Mie coefficient residue, \(R_{n,\alpha} = i/N^{2}_{n,\alpha}\). In the case of Mie theory, the validity of Eq.\((21b)\) can be verified either analytically or numerically, but one should remark that Eq.\((21b)\) is a general relation for \(T\)-matrix residues for objects of arbitrary form whose \(N_{\alpha,n}\) factors have been chosen such that the general normalization condition of Eq.\((13)\) is satisfied. It is interesting to remark that the simplicity of the relation between the Mie residue, \(r_{n}\), and RS normalization, \(N^{2}_{n,\alpha}\), in Eq.\((21b)\), is a consequence of the judicious RS normalization adopted in Eq.\((13)\). Had we imposed a normalization other than that of Eq.\((13)\), we would have to corrected for it at this stage of the calculations.

### 3.3 Implementation: practitioners guide

The steps to numerically implement the results of this paper in the case of spherical scatterers are as follows:

1. For each required multipole order \(n\), and mode type \((e, h)\), the only non-trivial step is to find a sufficient number of the resonant state size parameters, \(z_{\alpha}\), by numerically solving the transcendental Eq.\((6)\), and store its solutions along with the \(\gamma_{n,\alpha}^{(e,h)}\) parameters associated with these solutions. What a sufficient number of RSs is, depends on the particle radius \(R\), the dispersion relations of the constitutive parameters, and the degree of numerical accuracy desired, but can be as low as 1 for dispersive materials. When only a few RSs and multipole orders are required, graphical solutions of \(z_{\alpha}\) with numerical refinements may suffice (see section 4 for examples, but one should exercise caution since important RSs can occur far from the real \(z\) axis).
2. Calculate the square of the complex-valued RS norms, \( \left| N_{n,\alpha}^{(e,h)} \right|^2 \), using Eq.(14).

3. Insert the values of \( \left| N_{n,\alpha}^{(e,h)} \right|^2 \) found in step 2 into Eq.(21b) to determine the residues, \( r_{n,\alpha}^{(e,h)} \), for the meromorphic expression of Eq.(17) for the scattered field Mie coefficients, \( a_n = -T^{(e)} \) and \( b_n = -T^{(h)} \). Cross sections contributions, \( \sigma_n \), can then be determined by the standard formulas recalled in Eq.(37) of the appendix B.2.

4. If one needs to determine the fields inside the sphere, use the values of \( r_{n,\alpha} \) found in step 3 and the \( \gamma_{n,\alpha}^{(e,h)} \) coefficients found in step 1 in Eq.(21a) to calculate the residues, \( r_{n,\alpha}^{(\Omega^{(e,h)})} \), of the meromorphic expression of Eq.(19), for the internal field Mie coefficients \( c_n = \Omega_n^{(h)} \) and \( d_n = \Omega_n^{(e)} \) (defined in Eq.(33b)).

An example of the results of this procedure is given in Fig. 3 which graphically illustrates the respective electric and magnetic modes with multipoles, \( n = 1 \) and \( n = 4 \). The first few RSs for each mode are given as blue dots in the lower half plane with \( \text{Im}(z) \) on the vertical axis, while the associated contributions to the cross section efficiencies, \( Q \equiv \sigma/(\pi R^2) \), are plotted on the positive vertical scale for a spherical scatterer.
with relative permittivity of \( \varepsilon = 16, \mu = 1 \) with respect to the background medium. One remarks that the determination of the RS complex eigenvalues in step 1 is the only information that has to be obtained numerically. The normalized ‘strengths’ of the modes (and thereby the cross sections) are determined by the analytic formulas of step 2 and 3. Since the problem is scale invariant, the RSs and cross sections only depend on the size parameter \( z = kR \). Similar calculations can be performed for dispersive media, but in that case, the problem is no longer scale invariant and the position of the RS will depend on the size of scatterer as discussed in section \( \text{[3]} \).

### 4 Mode Normalization: Numerical implementation

| \( \alpha(n, (\varepsilon, h), \ell) \) | \( z_{n,\alpha} \) | \( R_{n,\alpha} \) |
|-------------------------------|----------------|----------------|
| (1, \( e \), [1])             | 1.0395 - i0.500935 | -0.236682 + i0.231492 |
| (1, \( e \), [2])             | 1.05273 - i0.0723549 | 0.0659905 - i0.0579972 |
| (1, \( e \), [3])             | 1.92043 - i0.082005 | 0.0748408 - i0.0282738 |
| (1, \( e \), [4])             | 2.7227 - i0.073007 | 0.062639 - i0.014443 |
| (2, \( e \), [0])             | -i1.6797303       | 0.146892         |
| (2, \( e \), [1])             | 1.377484 - i0.0118433 | 0.00184613 - i0.0118059 |
| (2, \( e \), [2])             | 2.071446 - i0.667649 | -0.305381 + i0.277002 |
| (1, \( h \), [0])             | -i1.250038        | 0.136765         |
| (1, \( h \), [1])             | 0.7537823 - i0.0240302 | -0.00601795 - i0.0229898 |
| (1, \( h \), [2])             | 1.5414631 - i0.0459254 | -0.0394075 - i0.0195948 |
| (2, \( h \), [1])             | 0.870513 - i1.75259 | -0.0521306 + i0.140046 |
| (2, \( h \), [2])             | 1.0957165 - i0.00684025 | -0.000482964 - i0.00681678 |

Table 1: RS eigenvalues, \( z_{n,\alpha} \) and associated residues, \( R_{n,\alpha} = i/N_{n,\alpha}^2 \), for a non-dispersive dielectric with dielectric contrast of \( \varepsilon = 16 \) with no magnetic contrast, \( \mu = 1 \).

We now provide a few concrete numerical examples of RS’s values, and their normalization factors for different materials of interest in nanophotonics and plasmonics. One begins by carrying out step 1 of section \( \text{[3]} \) for determining the \( z_{\alpha} \) eigenvalues by respectively rewriting the magnetic and electric RSs eigenvalue conditions of Eqs.\( \text{[9]} \). One interesting way to express the mode conditions is in terms of reduced logarithmic derivatives of the Ricatti-Bessel functions:

\[
[x \ln' \psi_n(x)]_{x=\rho_n z_{\alpha}} - \varepsilon_{\alpha} [x \ln' \xi_n(x)]_{x=z_{\alpha}} = 0 \tag{22a}
\]

\[
[x \ln' \psi_n(x)]_{x=\rho_n z_{\alpha}} - \mu_{\alpha} [x \ln' \xi_n(x)]_{x=z_{\alpha}} = 0 \tag{22b}
\]

where we recall from Eq.\( \text{[10]} \) that \( \varepsilon_{\alpha}, \mu_{\alpha}, \) and \( \rho_{\alpha} \) are in general frequency dependent constitutive parameters evaluated at the RS frequency \( \omega_{\alpha} \) such that the left hand sides of Eqs.\( \text{[22]} \) have a non-trivial dependence on \( \omega_{\alpha} \). A variety of numerical techniques exist for solving Eqs.\( \text{[22]} \), but it can be instructive to start with graphical solutions as will be illustrated in Figs.\( \text{[4]} \) and \( \text{[5]} \) below.

An advantage of comparing with Mie theory is that a formal or numerical evaluation of the Mie theory predictions using Eqs.\( \text{[18]} \) allows one to confirm the normalization values predicted by Eq.\( \text{[21]} \) and Eq.\( \text{[14]} \) from the evaluation of the RS normalization integrals. In all approaches, results agree up to reasonable computational accuracy.

### 4.1 Resonant states of high index dielectric spheres

In recent years, high index dielectrics are being considered in nano-optics as an alternative to plasmonics \( \text{[34]} \). In contrast to the highly dispersive and lossy metals used in plasmonics, the high index materials may be
treated as non-dispersive and lossless over significant wavelength ranges. Making the approximation of a non-magnetic material and real non-dispersive permittivity, we can use the simplified expressions of Eq. (15) for the RS normalization coefficients.

Numerical results are shown in Table 1 for a few low-order modes with the same parameters as studied in Fig. 3. More detailed analysis of such modes may be found in [33]. There are an infinite number of modes for each value of \( n \), and they follow an asymptotic pattern resembling that of zeros of Bessel functions. Beginning with electric modes, Table 1 gives the values of \( z_n \) and the normalization factors for the first two dipole and quadrupole modes. An interesting feature of the RSs in this case is that for \( n \) even (odd), there is one electric (magnetic) mode with purely imaginary \( z \), labeled with \( \ell = 0 \). Table 1 shows that for imaginary RS eigenvalues, the interaction ‘strengths’ (residues), \( R_{n,\alpha} \), have purely imaginary values.

### 4.2 Resonant states of ‘Drude’ model conductors

The calculation of the complex wavenumbers of RS’s depends on an extrapolation of the experimental data on complex permittivities (or permeabilities in cases involving magnetic materials) from the real axis of frequencies or wavelengths. Such an extrapolation depends critically on both the accuracy of the experimental data and on the accuracy of the analytic model used for the extrapolation.

Data on the complex refractive index of gold as a function of frequency are available in Volume 1 of [35]. The simplest widely used analytic expression for this data is that of the Drude model, which may be written in terms of the angular frequency \( \omega \) as

\[
\varepsilon(\omega) = \varepsilon_\infty - \frac{\omega_p^2}{\omega^2 + i\omega\gamma_D},
\]

where \( \varepsilon_\infty = 1 \), \( \omega_p = 1.26 \times 10^{16}[s^{-1}] \), and \( \gamma_D = 1.41 \times 10^{14}[s^{-1}] \). The comparison given in Fig. 9 shows that the Drude model works well for wavelengths longer than 0.60\( \mu m \).

To achieve a better fit for gold valid down to shorter wavelengths, extra Lorentz resonant terms need to be added to the Drude model [23]. For example, Sikdar and Kornyshev [36] give the parameters for a model for gold taking into account inter-band transitions via two additional resonances:

\[
\varepsilon(\omega) = \varepsilon_\infty - \frac{\omega_p^2}{\omega^2 + i\omega\gamma_D} - s_1 \frac{\omega_{p1,L}^2}{\omega^2 - \omega_{p1,L}^2 + i\gamma_{1,L}\omega} - s_2 \frac{\omega_{p2,L}^2}{\omega^2 - \omega_{p2,L}^2 + i\gamma_{2,L}\omega}.
\]

Here the parameters are given in eV: \( \varepsilon_\infty = 5.9752 \), \( \hbar\omega_D = 8.8667eV \), \( \hbar\gamma_D = 0.03799eV \), \( s_1 = 1.76 \), \( \hbar\omega_{p1,L} = 3.6eV \), \( \hbar\gamma_{1,L} = 1.3eV \), \( s_2 = 0.952 \), \( \hbar\omega_{p2,L} = 2.8eV \) and \( \hbar\gamma_{2,L} = 0.737eV \). The conversion of \( \omega \) to electron volts is achieved by dividing the frequency results by \( \hbar = 1.51927\times10^{15} \). As can be seen from Fig. 9, this model works well down to around 0.40\( \mu m \). An interesting feature of the dispersion model of Eq. (24) is that it supports bulk plasmons. [37] These occur for complex wavelengths or frequencies at which \( \varepsilon(\omega) = 0 \). For the dispersion model of Eq. (24) they are at: \( \lambda_{Lg} = 0.257778 + i0.0206709\mu m \), \( \lambda_{Lg} = 0.395618 + i0.0536046\mu m \), \( \lambda_{Lg} = 0.502518 + i0.048786\mu m \). Bulk plasmons are longitudinal waves, which do not couple to transverse electromagnetic waves and cannot be excited by or scattered into them. This translates as the fact that one obtains a normalization residue factor, \( R_{n,\alpha} \), of zero for these longitudinal ‘resonant states’. Silver adheres more closely to the Drude model than does gold in the visible and near infrared. Yang et al. [38] suggest the following fit:

\[
\varepsilon_{Ag}(\omega) = \varepsilon_\infty - \frac{\omega_p^2}{\omega^2 + i\omega\gamma_D},
\]

where \( \varepsilon_\infty = 5 \), \( \omega_D = 1.35 \times 10^{16}[s^{-1}] \), and \( \gamma_D = 5.88 \times 10^{13}[s^{-1}] \). The comparison given in Fig. 8 shows that the Drude model works well for wavelengths longer than around 0.30\( \mu m \).

Fig. 4 shows the modulus of the dispersion equation of Eq. (24) for \( n = 1 \) and for a gold sphere of radius 100\( \mu m \), both for the Drude model of Eq. (23) and for the more elaborate model of Eq. (24). The former has its minimum at \( \lambda_\alpha = 0.606976 + i0.239112\mu m \), in good agreement with the value reported in Sauvan et al. [18]. The latter has a slightly different value: \( \lambda_\alpha = 0.592227 + i0.210097\mu m \). From Table 2, the values of \( \varepsilon_\alpha \) at
Figure 4: The inverse of the modulus of the dispersion equation (22) for the electric dipole mode of a gold sphere of radius 100nm. Left: the Drude model of equation (23); right: the extended Drude Lorentz model of equation Eq.(24).

the resonance and consequently the normalization factor disagree more significantly for the more elaborate model.

Fig. 5 shows the inverse modulus of the $n=1$ dispersion relation of Eq.(22) for a gold sphere of radius 80nm. The plot is more complicated for the more elaborate dispersion model of Eq.(24) since the decrease in radius moves the wavelength range of interest into that for which the zeros, poles and branch cuts of this dispersion model become evident- see the data listed above for the wavelengths corresponding to bulk plasmons. The complex wavelength of the RS for the Drude model is $\lambda_{\alpha} = 0.505163 + i0.174433\mu m$. With the model of equation (24), this becomes $\lambda_{\alpha} = 0.547815 + i0.080062\mu m$. Note the significant decrease in the imaginary part- as Fig. 9 shows, around this wavelength, the Drude model is only a crude approximation to the experimental data.

The aforementioned electric dipole RSs for the different dispersion models are given in Table 2 for RSs in silver and gold spheres of radius 100 and 80nm. In order to calculate the mode normalization factors, numerical differentiation, as described in Eqs.(18), can be used to find the necessary dispersion derivatives. The data given in Table 2 for the resonances of silver spheres of radius 100 and 80nm shows complex wavelengths and normalization factors which are broadly similar to the corresponding values for gold.

5 Conclusions

This work shows that the analytic regularization of the scalar products of resonant state wave functions provides a polyvalent tool for both theoretical and numerical analysis of open systems. Although the derivations of the expressions employed here required rather extensive investigations, employing the methods of generalized function theory, their implementation are readily accessible. Among our demonstrations, we have derived closed-form analytic expressions for the normalization of the light scattering resonant states of spherical scatterers with arbitrary temporal dispersion including magnetic degrees of freedom. Spectral ex-
Figure 5: The inverse of the modulus of the \( n = 1 \) dispersion equation, Eq. (22a), for a gold sphere of radius 80nm. Left: the Drude model of Eq. (23); Right: the model of Eq. (24).
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| \( R (\mu m) \) | Disp. | \( \lambda_\alpha (\mu m) \) | \( \varepsilon_\alpha \) | \( R_{n,\alpha} \) |
|----------------|-------|-----------------|-----------------|-----------------|
| 0.100          | 23    | 0.606976 + i 0.239112 | -13.7606 − i 12.5419 | −0.217941 + i 0.0348884 |
| 0.100          | 24    | 0.592227 + i 0.210097 | -5.90132 − i 12.9326 | −0.309295 − i 0.00587748 |
| 0.080          | 23    | 0.505163 + i 0.174433 | -9.48067 − i 7.5883 | −0.211097 − i 0.00385996 |
| 0.080          | 24    | 0.547815 + i 0.080062 | -3.64747 − i 3.52209 | 0.0167796 − i 0.10005 |
| 0.100          | 25    | 0.600008 + i 0.231523 | -11.1746 − i 14.1169 | −0.236547 + i 0.0270323 |
| 0.080          | 24    | 0.500104 + i 0.156709 | -6.8037 − i 7.93111 | −0.235494 − i 0.0502176 |

Table 2: Illustrative electric dipole RSs for plasmonic particles: for the dispersion models of Eq. (23) and Eq. (24) for gold and Eq. (25) for silver. The complex wavelengths and dielectric constants are given in addition to the Mie coefficient residue, \( R_{n,\alpha} \), associated with RS normalization is given in the last column.
A Killing Mie softly

This section demonstrates how an integral of special functions with diverging amplitudes can yield finite results by first the taming the relevant integrals by a Gaussian factor, \( \exp(-\eta x^2) \) and then taking of the limit \( \eta \to 0 \). The analytic arguments presented here and in [12, 24] may also be of help to those developing purely numerical methods for nanophotonics. As described in [12], if the integrand oscillates about a non-zero mean value, this needs to be treated separately, as it may generate a delta function contribution (such contributions cancel out in the cases treated here). The oscillations about a mean of zero will in general give a zero contribution for the integration variable tending to infinity, as in the spirit of generalized function theory.

We now give an example of the results in the references [12, 24]. The integral chosen is that over the product of the spherical Bessel functions \( j_n(Kx) \) and \( y_n(kx) \), where \( K \) and \( k \) are (possibly complex) wavenumbers: see equation (26).

\[
\mathcal{I}_{jy}(n, K, k, \eta) = \int_0^\infty x^2 \exp(-\eta x^2)j_n(Kx)y_n(kx)dx
= \frac{\pi}{2} \left\{ \exp[-(K^2 + k^2)/(4\eta)] \left[ -\mathcal{H}(n+1/2, k, K, \eta) + (n+1/2)h_{-1,n+1/2} \left( -\frac{Kk}{2\eta} \right) \right] \right\} .
\tag{26}
\]

The analytic result for this integral from [24] is given by the rightmost expression in (26). Here \( h_{-1,0} \) denotes an associated Bessel function [39], and \( \mathcal{H}(b, k, K, \eta) \) is the following finite-range integral:

\[
\mathcal{H}(b, k, K, \eta) = \int_1^{K/k} u^{(b-1)} \exp\left[ \frac{Kk}{4\eta} (u + 1/u) \right] du .
\tag{27}
\]

Using expansions given by Luke [39] and evaluating the finite integral in (27) by direct numerical integration, the expression (26) may be verified for arbitrary choices of the parameters \( K, k \) and \( \eta \).

The asymptotic treatment given in [24] which takes the limit as \( \eta \to 0 \) is quite lengthy and complicated. However, it yields a simple result, which is in keeping with the well-known result from Watson [27]:

\[
\int z C_\mu(kz) D_\mu(lz) dz = \frac{z \left\{ k C_{\mu+1}(kz) D_\mu(lz) - l C_\mu(kz) D_{\mu+1}(lz) \right\}}{k^2 - l^2},
\tag{28}
\]

where \( C_\mu \) and \( D_\mu \) are cylinder functions of integer or real order \( \mu \). For the integral (26) we need to take \( C_\mu = J_{n+1/2} \) and \( D_\mu = Y_{n+1/2} \). The expression (28) is used (with a minus sign) to give the contribution from the lower limit to the integral (26). In the case chosen, the asymptotics show that the contribution from the upper limit (infinity) is precisely zero. (For other cases, like the integrals \( \mathcal{I}_{jy} \) and \( \mathcal{I}_{yy} \), there is a delta function contribution which comes from the upper limit; this arises if the asymptotic expansion of the integrand in expressions like (26) with \( \eta = 0 \) as \( x \to \infty \) contain a constant term in addition to terms oscillating around zero.) The result is in this case:

\[
\lim_{\eta \to 0} \mathcal{I}_{jy}(n, K, k, \eta) = \frac{(K^2 + k^2)^{n+1/2}}{k^2 - K^2} .
\tag{29}
\]

We now give an example of the effectiveness of the Gaussian “killing” function technique for the integral (26): see Fig. 6. Even with a Gaussian with \( \eta \) only equal to 0.01, the divergent integrand is replaced by one which can be integrated accurately. The numerical integration of the Gaussian form with \( \eta = 0.01 \) gives 0.0164787 − 0.0138487i, for integration with upper limit 80 or beyond. The analytic value for the integral (29) is 0.0163322 − 0.0135188i. For \( \eta = 0.005 \), the numerical integral gives 0.0164062 − 0.0136812i, slightly closer to the exact answer, while for \( \eta = 0.001 \), the numerical integration in Mathematica fails.

As a second example, we give in Fig. 7 plots of the integrand in the following normalization integral:

\[
\lim_{\eta \to 0} \left[ \int_R^\infty x^2 h_n^{(1)}(kx)^2 e^{-\eta x^2} \right] dx = -\frac{R^3}{2} \left[ h_n^{(1)}(kR)^2 - h_{n-1}^{(1)}(kR)h_{n+1}^{(1)}(kR) \right] .
\tag{30}
\]
Figure 6: The effect of a Gaussian “killing” function on $I_{\gamma y}$: $n = 1$, $k = 1.37$, $K = 2.96 + 0.457i$. At left: without the Gaussian factor, the integrand (red: real part; green: imaginary part) diverges strongly; at right, with the Gaussian factor with $\eta = 0.01$ the integrand converges to zero for large $x$.

Figure 7: The effect of Gaussian “killing” functions on $I_{hh}$: $n = 1$, $k = 4(1.0395 - 0.5009i)$ (left), $k = 4(1.0527 - 0.072355i)$ (right). The integrand (red: real part; green: imaginary part) has the Gaussian factors with $\eta = 0.025$ (left) and 0.005 (right). The black vertical lines mark the estimates $-\text{Im}(k)/\eta$ for the abscissa corresponding to the peak of the Gaussian envelopes.

As $\eta$ gets smaller, the oscillating real and imaginary parts of the integrand become for larger $x$ concentrated between Gaussian envelopes. The envelopes peak round $x = -\text{Im}(k)/\eta$, and have a $1/e$ full width of $2/\sqrt{\eta}$. The peak modulus of the envelope is $\exp[|3k|^2/\eta]$, and the oscillations within the envelope go as $\exp[2\text{Re}(k)x]$. The oscillatory behavior means that the value of the integral over this peaked region alternates between positive and negative, and has on average the value zero. To carry out the integral directly for small $\eta$ becomes increasingly difficult, particularly if $\text{Re}(k)$ is small in magnitude. The peak value of the envelope increases rapidly as $\eta$ decreases, while there are more and more cancelling positive and negative contributions to the integral. In order to obtain an accurate numerical estimate for the integral, more and more decimal places have to be used in evaluations of the elements of the integrand, if the oscillations are to cancel out the diverging peak value. This means, for calculations with a fixed accuracy (say 10-12 decimal places) there will be a smallest value of $\eta$ for which the numerical estimate is good. The calculations will get more and more difficult as the ratio $|3k|/\text{Re}(k)$ increases. These remarks emphasize the value of the analytic studies \cite{12} which have shown there is a simple explicit and general answer for normalization integrals such as \cite{30}. 
The specific integrals of the more general exposition of Ref. [12] that one are needed for this work are:

\[
\int_0^R x^2 j_n(Kx) j_n(kx) \, dx = \frac{k \psi_n'(kR) \psi_n(KR) - K \psi_n'(KR) \psi_n(kR)}{Kk(K^2 - k^2)} \quad (31a)
\]

\[
\int_0^R n(n + 1) j_n(Kx) j_n(kx) + \psi_n'(Kx) \psi_n'(kx) \, dx = \frac{K \psi_n'(KR) \psi_n'(kR) - k \psi_n'(kR) \psi_n'(KR)}{Kk(K^2 - k^2)} \quad (31b)
\]

\[
\int_R^\infty x^2 h_n(Kx) h_n(kx) \, dx = -\frac{k \xi_n(KR) \xi_n'(kR) - K \xi_n(kR) \xi_n'(KR)}{Kk(K^2 - k^2)} \quad (31c)
\]

\[
\int_R^\infty n(n + 1) h_n(Kx) h_n(kx) + \xi_n'(Kx) \xi_n'(kx) \, dx = -\frac{K \xi_n(KR) \xi_n'(kR) - k \xi_n(kR) \xi_n'(KR)}{Kk(K^2 - k^2)} \quad (31d)
\]

\[
\int_0^R x^2 j_n^2(kx) \, dx = \frac{R}{2} \left[ \psi_n'(kR) \right]^2 + \psi_n^2(kR) - n(n + 1) j_n^2(kR) - j_n(kR) \psi_n'(kR) \quad (31e)
\]

\[
\int_0^R \frac{n(n + 1) j_n^2(kx) + \psi_n'(kx)]^2}{k^2} \, dx = \frac{R}{2} \left[ \psi_n'(kR) \right]^2 + \psi_n^2(kR) - n(n + 1) j_n^2(kR) + j_n(kR) \psi_n'(kR) \quad (31f)
\]

\[
\int_R^\infty x^2 h_n^2(kx) \, dx = -\frac{R}{2} \left[ \xi_n'(kR) \right]^2 + \xi_n^2(kR) - n(n + 1) h_n^2(kR) - h_n(kR) \xi_n'(kR) \quad (31g)
\]

\[
\int_R^\infty \frac{n(n + 1) h_n^2(kx) + \xi_n'(kx)]^2}{k^2} \, dx = -\frac{R}{2} \left[ \xi_n'(kR) \right]^2 + \xi_n^2(kR) - n(n + 1) h_n^2(kR) + h_n(kR) \xi_n'(kR) \quad (31h)
\]

where \( j_n \) (\( h_n \)) are the spherical Bessel (Hankel) functions with \( \psi_n(z) = z j_n(z) \) and \( \xi_n = z h_n(z) \) their respective Ricatti-Bessel function counterparts.

## B Mie theory

### B.1 Multipolar decomposition

Mie theory relies on developing fields in different regions in terms of vector partial waves (VPWs), which are homogeneous media electromagnetic wave solutions in an angular momentum eigenstate basis. The excitation field, \( \mathbf{e}_e \), is the field created by source currents in the absence of the scatterer and it can be developed on the complete basis of ‘regular’ multipolar fields denoted by a superscripted (1),

\[
\mathbf{e}_e(kr) = E \sum_{n=1}^\infty \sum_{m=-n}^n \left[ e_{e,n,m}' N_{n,m}^{(1)}(kr) + e_{e,n,-m}' M_{n,-m}^{(1)}(kr) \right] , \quad (32a)
\]

where \( n \) is the electromagnetic angular momentum quantum number, and \( m \) the angular projection quantum number, while the real parameter, \( E \), determines the strength of the incident field. The real-valued multipole
wave functions, $N_{n,m}(kr)$ and $M_{n,-m}(kr)$, expressed in Eq. (38) are respectively ‘electric’ and ‘magnetic’ type multipolar fields (often called TM and TE type fields respectively). We have adopted definitions of $N_{n,m}$ and $M_{n,m}$ such that non-negative, $m \geq 0$, values correspond to ‘even’ type multipolar wave functions, while $m < 0$ correspond to ‘odd’ multipolar wave functions of Eq. (12) (see also Bohren and Huffman [26]).

The total field inside the particle can also be developed in terms of regular VPWs provided that position vector in the VPWs is weighted by the field frequency dependent wavenumber inside the sphere, $k_{\rho \omega}$ (cf. Eq. (30)),

$$e_{\text{int}}(kr) = E \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \left[ s_{n,m}^{(e)} N_{n,m}^{(1)}(kr) + s_{n,-m}^{(h)} M_{n,-m}^{(1)}(kr) \right]. \tag{32b}$$

Mie theory also involves the ‘scattered field’ which has its traditional definition as the incident field subtracted from the total field in presence of the scatterer, which can be developed in terms of outgoing VPWs,

$$e_s(kr) = E \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \left[ f_{n,m}^{(e)} N_{n,m}^{(+)}(kr) + f_{n,-m}^{(h)} M_{n,-m}^{(+)}(kr) \right], \tag{32c}$$

where the spherical Bessel functions in the definitions of the regular VPWs are replaced by outgoing Hankel functions as shown in Fig. 39.

### B.2 Mie coefficients and cross sections

A consequence of linear response of any scatterer is that if one expresses the scattered and internal fields coefficients, $f$ and $s$, as infinite dimensional column matrices, then the scattering and internal field coefficients can be expressed in terms of the column matrix of excitation field coefficients via infinite matrices, $T$ and $\Omega$, such that, $f = T e$ and $s = \Omega e$. Since scattering by spheres doesn’t change the angular momentum of light, both $T$ and $\Omega$ become diagonal matrices for spherically symmetric scatterers and traditional ‘Mie’ theory provides algebraic expressions for these diagonal elements, henceforth denoted $T_n$ and $\Omega_n$.

Since Mie theory predates the matrix formulations, it remains common in the literature to keep the traditional notations for the diagonal $T$-matrix elements as $a_n$ and $b_n$,

$$f_{n,m}^{(e)} = T_n^{(e)} e_{n,m} = -\frac{N_n^{(e)}(\omega,R)}{D_n^{(e)}(\omega,R)} e_{n,m} = -a_n e_{n,m},$$

$$f_{n,m}^{(h)} = T_n^{(h)} e_{n,m} = -\frac{N_n^{(h)}(\omega,R)}{D_n^{(h)}(\omega,R)} e_{n,m} = -b_n e_{n,m}, \tag{33a}$$

and for the lesser known $c_n$ and $d_n$ coefficients of internal field,

$$s_{n,m}^{(e)} = \Omega_n^{(e)} e_{n,m} = \frac{1}{D_n^{(e)}(\omega,R)} e_{n,m} = d_n e_{n,m},$$

$$s_{n,m}^{(h)} = \Omega_n^{(h)}(\omega) e_{n,m} = \frac{1}{D_n^{(h)}(\omega,R)} e_{n,m} = c_n e_{n,m}. \tag{33b}$$

The ‘numerator’ and ‘denominator’ functions in Eq. (33) are functions of the angular frequency, $\omega$ and particle radius, $R$:

$$N_n^{(e)}(\omega,R) \equiv z \left( \frac{\varepsilon_{\omega} j_n(\rho_{\omega} z) \psi_n'(z) - \psi_n(\rho_{\omega} z) j_n(z)}{i\rho_{\omega}} \right), \tag{34a}$$

$$N_n^{(h)}(\omega,R) \equiv z \left( \frac{\mu_{\omega} j_n(\rho_{\omega} z) \psi_n'(z) - \psi_n(\rho_{\omega} z) j_n(z)}{i\mu_{\omega}} \right), \tag{34b}$$

20
and,
\[
D_n^{(c)}(\omega, R) \equiv \frac{\varepsilon \omega j_n(\rho_\omega z)}{i\rho_\omega} \xi_n'(z) - \psi_n'(\rho_\omega z) h_n(z)
\]
(35a)
\[
D_n^{(h)}(\omega, R) \equiv \frac{\varepsilon \omega j_n(\rho_\omega z)}{i\mu_\omega} \xi_n'(z) - \psi_n'(\rho_\omega z) h_n(z)
\]
(35b)

where in Eqs. (34) and (35), we recall that \( z = kR = \omega R/c \), and remark that we have adopted the condensed notation of \( \varepsilon_\omega, \mu_\omega, \) and \( \rho_\omega \) the complex valued functions of the material parameters:
\[
\varepsilon_\omega \equiv \frac{\varepsilon_s(\omega)}{\varepsilon_b}, \quad \mu_\omega \equiv \frac{\mu_s(\omega)}{\mu_b}, \quad \rho_\omega = \sqrt{\frac{\varepsilon_s(\omega)\mu_s(\omega)}{\varepsilon_b\mu_b}}.
\]
(36)

An inspection of Eqs. (34) and (35) readily shows for non-dispersive media, the, \( N_n^{(c)} \) and \( D_n^{(c)} \) reduce to functions of size parameter \( z \) only.

Cross sections like those plotted in Fig. 3.3 are obtained from the Mie coefficients of Eq. (33a) via well-known relations:
\[
Q_{\text{ext}} = \frac{\sigma_{\text{ext}}}{\pi R^2} = \frac{1}{\pi R^2} \sum_{n=0}^{\infty} \left( \sigma_{\text{ext}, n}^{(c)} + \sigma_{\text{ext}, n}^{(h)} \right) = -\frac{2}{(kR)^2} \sum_{n=0}^{\infty} (2n + 1) \text{Re} \left[ t_n^{(c)} + t_n^{(h)} \right]
\]
(37a)
\[
Q_{\text{scat}} = \frac{2}{(kR)^2} \sum_{n=0}^{\infty} (2n + 1) \left[ |t_n^{(c)}|^2 + |t_n^{(h)}|^2 \right]
\]
(37b)
\[
Q_{\text{abs}} = Q_{\text{ext}} - Q_{\text{scat}}.
\]
(37c)

**B.3 Vector Partial Waves and Vector spherical Harmonics**

The regular Vector Partial Waves (VPWs) are defined as:
\[
M_{(e,o), n, m}^{(1)}(kr) \equiv j_n(kr) X_{(e,o), n, m}(\theta, \phi)
\]
(38a)
\[
N_{(e,o), n, m}^{(1)}(kr) \equiv \frac{1}{kr} \sqrt{n(n+1)} j_n(kr) \left[ Y_{(e,o), n, m}(\theta, \phi) + \psi_n'(kr) Z_{(e,o), n, m}(\theta, \phi) \right],
\]
(38b)

while for the outgoing (incoming) waves,
\[
M_{(e,o), n, m}^{(\pm)}(kr) \equiv h_{\pm, n}(kr) X_{(e,o), n, m}(\theta, \phi)
\]
(39a)
\[
N_{(e,o), n, m}^{(\pm)}(kr) \equiv \frac{1}{kr} \sqrt{n(n+1)} h_{\pm, n}(kr) \left[ Y_{(e,o), n, m}(\theta, \phi) + [h_{\pm, n}(kr)]' Z_{(e,o), n, m}(\theta, \phi) \right].
\]
(39b)

In Eqs. (38) and (39), we used the Riccati-Bessel functions \( \psi_n \) and \( \xi_{\pm, n} \) that are functions of a complex variable \( z \), defined by,
\[
\psi_n(z) \equiv z j_n(z) \quad \text{and} \quad \xi_{\pm, n}(z) \equiv z h_{\pm, n}(z),
\]
(40)
and the prime is the derivative with respect to the argument, \( i.e., \)
\[
\psi_n'(z) = j_n(z) + zj_n'(z)
\]
\[
\xi_n'(z) = h_n(z) + z[h_n(z)]'.
\]
(41)
The angle dependent functions, $X$, $Y$, and $Z$ are the even and odd vector spherical harmonics (VSHs):

$$
Y_{e,n,m}(\theta, \phi) \equiv r P_n^m (\cos \theta) \cos m\phi , \quad Y_{o,n,m}(\theta, \phi) \equiv r P_n^m (\cos \theta) \sin m\phi
$$

$$
X_{e,n,m}(\theta, \phi) \equiv X_{n,|m|}(\theta, \phi) \equiv -\pi_n^m (\cos \theta) \sin (m\phi) \hat{\theta} - \bar{\pi}_n^m (\cos \theta) \cos (m\phi) \hat{\phi}
$$

$$
X_{o,n,m}(\theta, \phi) \equiv X_{n,-|m|}(\theta, \phi) \equiv \pi_n^m (\cos \theta) \cos (m\phi) \hat{\theta} - \bar{\pi}_n^m (\cos \theta) \sin (m\phi) \hat{\phi}
$$

$$
Z_{e,n,m}(\theta, \phi) \equiv Z_{e,n,|m|}(\theta, \phi) \equiv \pi_n^m (\cos \theta) \cos (m\phi) \hat{\theta} + \bar{\pi}_n^m (\cos \theta) \sin (m\phi) \hat{\phi}
$$

$$
Z_{o,n,m}(\theta, \phi) \equiv Z_{e,n,-|m|}(\theta, \phi) \equiv \pi_n^m (\cos \theta) \sin (m\phi) \hat{\theta} + \bar{\pi}_n^m (\cos \theta) \cos (m\phi) \hat{\phi}
$$

where the normalized associated Legendre functions are defined,

$$
\bar{P}_n^m (\cos \theta) \equiv \gamma_{nm} \sqrt{n(n+1)} P_n^m (\cos \theta)
$$

$$
\pi_n^m (\cos \theta) \equiv \frac{1}{\sqrt{n(n+1)}} d \bar{P}_n^m (\cos \theta)
$$

$$
\bar{\pi}_n^m (\cos \theta) \equiv \frac{1}{\sqrt{n(n+1)}} d \bar{P}_n^m (\cos \theta)
$$

with a normalization factor,

$$
\gamma_{nm} \equiv \frac{(2n+1)(n-m)!}{4\pi n(n+1)(n+m)!} .
$$

C  RS Orthogonalization Integrals

We showed the orthogonality of electric mode RS product integrals, for $\alpha \neq \beta$ in the main text when one integrates over their magnetic fields. Here we show that RS orthogonality also holds for the RSs of spherical scatterers is found by integrating the electric part of the RS scalar product for two electric type RSs in Eq. (43) (type $e$ with $\alpha \neq \beta$). The volume scalar product integral inside the sphere is,

$$
\int_{r<1} dr \, z^2 \varepsilon_{n,m,\alpha}^{(e)}(r) \cdot e_{n,m,\beta}^{(e)}(r)
$$

$$
= \frac{1}{2} \frac{z_{\alpha}^2 z_{\beta}^2 \gamma_{n,\alpha,n,\beta}}{N_{n,\alpha}^{(e)} N_{n,\beta}^{(e)}} \int_0^1 n(n+1) j_n(\rho z_{\alpha} \rho z_{\beta} \rho z_{\beta}) \cdot P_n^m(\rho z_{\beta}) \cdot d\rho
$$

$$
= \frac{1}{2} \frac{z_{\alpha}^2 z_{\beta}^2 \gamma_{n,\alpha,n,\beta}}{N_{n,\alpha}^{(e)} N_{n,\beta}^{(e)}} \int_0^1 n(n+1) j_n(\rho z_{\alpha}) \cdot P_n^m(\rho z_{\beta}) \cdot d\rho
$$

$$
= \frac{3}{2} \frac{z_{\alpha}^2 z_{\beta}^2 \gamma_{n,\alpha,n,\beta}}{N_{n,\alpha}^{(e)} N_{n,\beta}^{(e)}} \left[ j_n(\rho z_{\alpha}) h_n'(\rho z_{\beta}) - j_n(\rho z_{\beta}) h_n'(\rho z_{\alpha}) + \frac{h_n(\rho z_{\beta}) h_n(\rho z_{\alpha})}{\rho z_{\alpha} z_{\beta}} \right] .
$$

where the RHS of Eq. (45a) is obtained after analytical integration of the angular variables, while (45b) follows from (45a) via the analytic result of Eq.(106) in ref. [12]. The final result of Eq. (45c) exploits the expressions of Eq.(16a) for $\gamma_{n,\alpha}$ and is only true provided that both $z_{\alpha}$ and $z_{\beta}$ are RS (size parameter) eigenvalues.

One finishes the electric field scalar product by carrying out the volume integral in the region outside the
Eq. (45c) and (45e) then immediately leads to the orthogonality of the electric type RSs when integrating
where we used Eq. (111a) in ref. [12] to evaluate the integral in the first line of this equation. Simply adding
Eqs. (45c) and (45e), then immediately leads to the orthogonality of the electric type RSs when integrating
their electric fields over all space,
\[ \int_{\mathbb{R}^3} d\mathbf{r} \varepsilon(\mathbf{r}) \mathbf{e}^{(e)}_\alpha(\mathbf{r}) \cdot \mathbf{e}^{(e)}_\beta(\mathbf{r}) = 0. \] (46)

Calculations for magnetic modes are completely analogous, and no analytic expression integrals are required outside of those already encountered, so they need not be detailed here.

D Normalization Integrals of RSs for spheres: dispersive media

D.1 Magnetic mode normalization for Mie theory

The normalization for magnetic (TE) mode fields is found through,
\[ z_\alpha = \int d\mathbf{r} \left\{ \frac{d[\omega_\varepsilon(\mathbf{r}, \omega)]}{d\omega} \bigg|_{\omega_n} \left[ \mathbf{e}^{(h)}_{n,\alpha}(\mathbf{r}) \right]^2 - \frac{d[\omega_\mu(\mathbf{r}, \omega)]}{d\omega} \bigg|_{\omega_n} \left[ \mathbf{h}^{(h)}_{n,\alpha}(\mathbf{r}) \right]^2 \right\}. \] (47)

Denoting by, \( \varepsilon(\omega) \), the permittivity of the sphere normalized with respect to exterior medium, the contribution to the electric field integral from the volume inside the sphere is,
\[ \frac{d[\omega_\varepsilon(\omega)]}{d\omega} \bigg|_{\omega_n} \int_{r<1} d\mathbf{r} \left[ \mathbf{e}^{(h)}_{n,\alpha}(\mathbf{r}) \right]^2 = z_\alpha \frac{\gamma_{n,\alpha}^2}{[N_{n,\alpha}^2]^2} \frac{d[\omega_\varepsilon(\omega)]}{d\omega} \bigg|_{\omega_n} \int_0^1 j_n^2(\rho_\alpha z_\alpha)dr = \frac{z_\alpha \gamma_{n,\alpha}^2}{2 [N_{n,\alpha}^2]^2} \left[ \frac{\varepsilon_\alpha}{\varepsilon_n} \right]^2 \left[ \frac{\varepsilon_n^{(h,-)}}{\varepsilon_n} \right] \int_0^1 j_n^2(\rho_\alpha z_\alpha)dr = \frac{z_\alpha \gamma_{n,\alpha}^2}{2 [N_{n,\alpha}^2]^2} \left[ \frac{\varepsilon_\alpha}{\varepsilon_n} \right]^2 \left[ \frac{\varepsilon_n^{(h,-)}}{\varepsilon_n} \right] \int_0^1 j_n^2(\rho_\alpha z_\alpha)dr = \frac{z_\alpha \gamma_{n,\alpha}^2}{2 [N_{n,\alpha}^2]^2} \left[ \frac{\varepsilon_\alpha}{\varepsilon_n} \right]^2 \left[ \frac{\varepsilon_n^{(h,-)}}{\varepsilon_n} \right] \int_0^1 j_n^2(\rho_\alpha z_\alpha)dr. \] (48)

where we used Eq. (111d) for \( \gamma_{n,\alpha} \) and the expression of Eq. (13a) for \( \varepsilon_n^{(h,\pm)} \).

Denoting by \( \mu(\omega) \), the magnetic permeability of the sphere divided by permeability of the external
medium, the magnetic field integral of Eq. (47) is,

\[- \frac{d[\omega \mu(\omega)]}{d\omega} \bigg|_{\omega_n, r < R} \int dr \left[ h_{n,\alpha}^{(h)}(r) \right]^2 = \frac{d[\omega \mu(\omega)]}{d\omega} \bigg|_{\omega_n} \frac{z_\alpha^2 \gamma^2_{h, n, \alpha} \varepsilon_\alpha}{\mathcal{N}^{(h)}_{n, \alpha}^2 \mu_\alpha} \int_0^1 n(n + 1) j_n^2(\rho_\alpha \rho_\alpha r) + \left| \psi_n'(\rho_\alpha \rho_\alpha r) \right|^2 dr\]

\[= \frac{d[\omega \mu(\omega)]}{d\omega} \bigg|_{\omega_n} \frac{z_\alpha^2 \gamma^2_{h, n, \alpha} \varepsilon_\alpha}{\mathcal{N}^{(h)}_{n, \alpha}^2 \mu_\alpha} \left[ \frac{[\psi_n'(\rho_\alpha \rho_\alpha r)]^2 + \psi_n^2(\rho_\alpha \rho_\alpha r) - n(n + 1) j_n^2(\rho_\alpha \rho_\alpha r) + j_n(\rho_\alpha \rho_\alpha r) \psi_n'(\rho_\alpha \rho_\alpha r)}{2 \varepsilon_\alpha \mu_\alpha} \right] \int_0^1 n(n + 1) j_n^2(\rho_\alpha \rho_\alpha r) + \left| \psi_n'(\rho_\alpha \rho_\alpha r) \right|^2 dr\]

(49)

Finally putting together the results of Eqs. (48), (49), and (51) into Eq. (47), one finds the normalization factor of Eq. (14d) for magnetic type resonant states for spherical scatterers with full temporal dispersion.

where \( \Xi_n^{(h, +)} \) was defined in Eq. (14d).

D.2 Electric mode normalization

The exterior integrals are again finite despite their divergent kernels following our regularization approach,.

\[\int_{r > R} dr \left[ e_{\alpha}^{(h)}(r) \right]^2 = \frac{z_\alpha}{2} \int_{r = 0}^1 h_n^2(z_\alpha r) dr\]

\[= \frac{z_\alpha}{2} \left\{ - [\xi'_n(z_\alpha)]^2 - \xi_n^2(z_\alpha) + n(n + 1) h_n^2(z_\alpha) + h_n(z_\alpha) \xi_n'(z_\alpha) \right\} \frac{\mathcal{N}^{(h)}_{n, \alpha}^2}{2 \varepsilon_\alpha \mu_\alpha},\] (50a)

and,

\[- \int_{r > R} dr \left[ h_{\alpha}^{(h)}(r) \right]^2 = \frac{z_\alpha}{2} \int_{r = 0}^1 \left\{ n(n + 1) h_n^2(z_\alpha r) + [\xi'_n(z_\alpha r)]^2 \right\} dr\]

\[= \frac{z_\alpha}{2} \left\{ - [\xi'_n(kR)]^2 - \xi_n^2(kR) + n(n + 1) h_n^2(kR) - h_n(kR) \xi_n'(kR) \right\} \frac{\mathcal{N}^{(h)}_{n, \alpha}^2}{2 \varepsilon_\alpha \mu_\alpha},\] (50b)

and their sum yields,

\[\int_{r > R} dr \left\{ [e_{\alpha}^{(h)}(r)]^2 - [h_{\alpha}^{(h)}(r)]^2 \right\} = \frac{z_\alpha}{2} \left\{ - [\xi'_n(kR)]^2 - \xi_n^2(kR) + n(n + 1) h_n^2(kR) \right\} \frac{\mathcal{N}^{(h)}_{n, \alpha}^2}{2 \varepsilon_\alpha \mu_\alpha}.\] (51)

Finally putting together the results of Eqs. (48), (49), and (51) into Eq. (47), one finds the normalization factor of Eq. (14b) for magnetic type resonant states for spherical scatterers with full temporal dispersion.

D.2 Electric mode normalization

The normalization for electric modes is entirely analogous to those of the magnetic (TM) modes above with

\[z_\alpha = \int dr \left\{ \frac{d[\omega \varepsilon(\rho, \omega)]}{d\omega} \bigg|_{\omega_n} \left[ e_{\alpha}^{(e)}(r) \right]^2 - \frac{d[\omega \mu(\rho, \omega)]}{d\omega} \bigg|_{\omega_n} \left[ h_{\alpha}^{(e)}(r) \right]^2 \right\}.\] (52)
The $E$-field integration inside the sphere is,

$$
\frac{d[\omega\varepsilon(\omega)]}{d\omega} \int_{r<1} dr \left[ e_\alpha^{(c)}(r) \right]^2 = \frac{\varepsilon_\alpha\zeta_{e,n,\alpha}^2}{\left[N_{n,\alpha}^{(e)}\right]^2} d[\omega\varepsilon(\omega)] \int_{\omega_\alpha}^{1} n(n+1)j_n^2(\rho_\alpha z_\alpha r) + [\psi_n'(\rho_\alpha z_\alpha r)]^2 dr
$$

$$
= \frac{\zeta_{e,n,\alpha}^2}{\left[N_{n,\alpha}^{(e)}\right]^2} d[\omega\varepsilon(\omega)] \left[ \psi_n'(\rho_\alpha z_\alpha) \right]^2 + \psi_n^2(\rho_\alpha z_\alpha) - n(n+1)j_n^2(\rho_\alpha z_\alpha) + j_n(\rho_\alpha z_\alpha)\psi_n'(\rho_\alpha z_\alpha)
$$

$$
= \frac{\zeta_{e,n,\alpha}^2}{2\left[N_{n,\alpha}^{(e)}\right]^2} \frac{\varepsilon_\alpha}{\omega_\alpha} \int_{\omega_\alpha}^{1} n(n+1)h_n^2(z_\alpha) + \frac{h_n(z_\alpha)}{\varepsilon_\alpha} \pm h_n(z_\alpha)\zeta_n'(z_\alpha),
$$

(53)

where we used Eq.(53) for $\gamma_{e,n,\alpha}$ and used the definition of Eq.(14c) for $\Xi_n^{(e,\pm)}$,

$$
\Xi_n^{(e,\pm)} = \varepsilon_\alpha \left[ \zeta_n'(z_\alpha) \right]^2 + \mu_\alpha \zeta_n^2(z_\alpha) - \frac{n(n+1)h_n^2(z_\alpha)}{\varepsilon_\alpha} \pm h_n(z_\alpha)\zeta_n'(z_\alpha) .
$$

(54)

The $H$-field integral inside the sphere is,

$$
-\frac{d[\omega\mu(\omega)]}{d\omega} \int_{r<1} dr \left[ h_\alpha^{(c)}(r) \right]^2 = \frac{d[\omega\mu(\omega)]}{d\omega} \left[ N_{n,\alpha}^{(e)} \right]^2 \frac{\varepsilon_\alpha}{\omega_\alpha} \int_{\omega_\alpha}^{1} r^2 j_n^2(\rho_\alpha z_\alpha r) dr
$$

$$
= \frac{\varepsilon_\alpha\zeta_{e,n,\alpha}^2}{2\left[N_{n,\alpha}^{(e)}\right]^2} d[\omega\mu(\omega)] \left[ \psi_n'(\rho_\alpha z_\alpha) \right]^2 + \psi_n^2(\rho_\alpha z_\alpha) - n(n+1)j_n^2(\rho_\alpha z_\alpha) + j_n(\rho_\alpha z_\alpha)\psi_n'(\rho_\alpha z_\alpha)
$$

$$
= \frac{\zeta_{e,n,\alpha}^2}{2\left[N_{n,\alpha}^{(e)}\right]^2} \frac{\mu_\alpha}{\varepsilon_\alpha} \int_{\omega_\alpha}^{1} \varepsilon_\alpha \omega_\alpha \pm \ln \varepsilon_\alpha(\omega)\omega_\alpha.
$$

(55)

where $\Xi_n^{(e,-)}$ is defined in Eq.(14c).

The integrals outside the sphere are identical to those of Eqs.(50) with the roles of electric and magnetic fields inverted,

$$
\int_{r>R} dr \left[ e_\alpha^{(c)}(r) \right]^2 = \frac{\zeta_{e,n,\alpha}^2}{2\left[N_{n,\alpha}^{(c)}\right]^2} \left\{ -\left[ \zeta_n'(z_\alpha) \right]^2 + \zeta_n^2(z_\alpha) + n(n+1)h_n^2(z_\alpha) - h_n(z_\alpha)\zeta_n'(z_\alpha) \right\},
$$

(56a)

and,

$$
-\int_{r>R} dr \left[ h_\alpha^{(c)}(r) \right]^2 = \frac{\zeta_{e,n,\alpha}^2}{2\left[N_{n,\alpha}^{(c)}\right]^2} \left\{ -\left[ \zeta_n'(z_\alpha) \right]^2 + \zeta_n^2(z_\alpha) + n(n+1)h_n^2(z_\alpha) + h_n(z_\alpha)\zeta_n'(z_\alpha) \right\}.
$$

(56b)

Inserting the field integrals of Eqs.(53), (55), (56a), and (56b) into Eq.(52) yields electric mode RS normalization of Eq.(14m) for a homogeneous sphere with full temporal dispersion.

## E Drude Models for fitting dispersion relations

Drude models and its extensions can be used to fit experimental measurements like those of Johnson and Christy for silver and gold as shown respectively in figures 8 and 9.
Figure 8: The real (left) and imaginary (right) parts of the complex refractive index of silver as a function of wavelength. Blue: experimental data from Johnson and Christy [40]; red- the Drude model of equation (25).

Figure 9: The real (left) and imaginary (right) parts of the complex refractive index of gold as a function of wavelength. Green: experimental data from Palik; red- the Drude model of equation (23); green- the model of equation (24).
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