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Abstract

This paper discusses the stability analysis of linear parameter varying systems with a parameter-dependent delay where the parameters are assumed to be stochastic piecewise constants under spontaneous Poissonian jumps. Based on stochastic Lyapunov-Krasovskii functionals, we also provide sufficient synthesis conditions for the gain-scheduled state-feedback controller with memory in terms of parameter-dependent linear matrix inequalities (LMIs). Such synthesis conditions are computationally intractable due to the presence of integral terms. However, we show that these LMIs can be equivalently represented by integral-free LMIs, which are computationally tractable. Finally, we illustrate the applicability of the results through examples.
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1 Introduction

Synthesizing gain-scheduled controllers has proved to be a plausible way to control real-world non-linear applications. Such plausibility is offered by the framework of LPV systems for the control of non-linear and time-varying systems [2], [17]. The myriad of applications pertaining to LPV systems includes: the automotive industry [21], turbofan engines [12], robotics [15], and aerospace systems [23]. Moreover, real-world applications are also often affected by time delays that can degrade the performance of the dynamical systems, or in the worst case; they can cause instability; see [18]. Time delays frequently appear in communication networks, mechanical systems, aircraft, robotized teleoperation, and many other domains; see [8]. Since time delays can also adversely affect the stability of LPV systems [2], [29], it is natural to consider LPV time-delay systems. For further details on LPV time-delay systems, curious readers are referred to [5–7, 27, 31, 32], and references therein.

We consider a class of LPV time-delay systems where parameters and time delay are piecewise constants. Such a class can be considered a generalization of switched linear systems where the modes take values in an interval rather than a finite, countable set. The stability analysis of LPV systems with piecewise constant parameters has been presented in [3]. Likewise, for LPV time-delay systems, dwell-time based stability analysis, and clock-dependent gain-scheduled state-feedback controller synthesis by employing clock-dependent Lyapunov-Krasovskii functionals have been considered in [30]. However, in these works, the jumps in the parameter trajectories are assumed to be deterministic, and they follow several different notions of dwell-times, e.g., minimum dwell-time, range-dwell time, and average dwell-time. The paradigm has recently been shifted to consider LPV systems with stochastically evolving parameters, [9], [14]. Such a framework corresponds to real scenarios where abrupt variations in the system structure can occur, for example, component failures, haphazard disturbances, varying interconnections between subsystems, and variations in the operating point of a non-linear plant. These systems are well-modeled by Markov jump linear systems (MJLS), which are a class of stochastic dynamical systems. Several papers have been devoted to the stability and control of MJLS, for instance, [26] and [10] and the references therein. LPV systems with piecewise constant parameters subject to spontaneous Poissonian jumps generalize the framework of MJLS with a finite or infinite countable set to the case where the mode takes values in an uncountable bounded set [28]. The stability analysis of such systems...
is proposed in [4], where a state feedback controller is designed by employing a bounded real lemma to ensure satisfactory $L_2$ performance. On the same principles, a dynamic $L_2$ output feedback controller for the same class of systems is reported in [28].

In this paper, we consider LPV time-delay systems with piecewise constant parameters subject to spontaneous Poissonian jumps. This framework generalizes the notion of time-delay MJLS with finite/countable modes to an uncountable bounded set. The jumps in the parameter trajectories are assumed to be spontaneous and follow a Poissonian distribution, i.e., the time between two successive jumps is exponentially distributed. The resultant system is a piecewise deterministic Markov process, which is also known as a stochastic hybrid system, [9], [25]. In our framework, the deterministic part consists of the state dynamics and the parameters of the LPV system, whereas the stochastic part, considers a Markovian update rule for the parameters.

The contributions of this paper are many folds. We provide two convex sufficient conditions for the mean-square stability with $L_2$ performance of LPV time-delay systems with piecewise constant parameters and stochastic delay subject to spontaneous Poissonian jumps. These conditions are based on a different parameterization of parameter-dependent stochastic Lyapunov-Krasovskii functionals that are reminiscences of that used in the context of deterministic LPV time-delay systems. Interestingly, these conditions combine the flow (deterministic) and the jump (stochastic) parts in a single one. The resulting conditions take the form of parameter-dependent LMIs that have the peculiarity of involving integral terms; this renders the inequalities intractable for the synthesis of gain-scheduled state-feedback controllers. Nevertheless, we borrowed a viable solution to this problem by employing an approach provided in [4], [28] that yields tractable semi-definite programs. Moreover, we assume that parameter-dependent decision variables in LMIs are polynomial functions of parameters, which is quite a reasonable assumption because the parameters take values in a compact set. The polynomials can be used to approximate any continuous function in a compact set, [4].

The stability conditions are then extended to the gain-scheduled state-feedback controllers’ synthesis problems that ensure $L_2$ performance. We provide two synthesis conditions based on different Lyapunov-Krasovskii functionals. Our goal is to explore the consequences of different parametrizations of Lyapunov-Krasovskii functionals on the conservatism in the analysis and synthesis. According to the author’s knowledge, the stability analysis and state-feedback controller design for such a class of systems have been discussed for the first time.

The general framework of stochastic hybrid LPV time-delay systems and related preliminaries are presented in Section 2. Stability analysis and state-feedback controller synthesis are provided in Section 3 and Section 4, respectively. The effectiveness of our approach is illustrated via examples in Section 5. Finally, Section 6 provides concluding remarks and future directives.

The notation will be simplified whenever no confusion can arise from the context. Let $\mathbb{R}$ represent the set of real numbers, and let $\mathbb{R}^{n \times m}$ denote real matrices of dimension $n \times m$. The cone of symmetric (positive definite) matrices of dimension $n$ is denoted by $\mathbb{S}^n(\mathbb{S}_{n \times n}^+)$. For $A, B \in \mathbb{S}^n$, the expression $A \prec (\preceq)B$ means that $A - B$ is negative (semi)definite. For some square matrix $A$, we define Sym$[A] = A + A^T$. The asterisk symbol ($\ast$) denotes the complex conjugate transpose of a matrix. The Lebesgue measure of a compact set $\mathcal{B}$ is denoted by $\mu(\mathcal{B})$. $\mathbb{E}[]$ denotes the expectation and $\mathbb{P}[]$ is the probability measure. $|\cdot|$ defines the standard Euclidean norm in $\mathbb{R}^n$.

2 System Description and Preliminaries

We consider LPV time-delay systems with piecewise constant parameters subject to Poissonian jumps and parameter-dependent stochastic time delays. The stochastic hybrid dynamics is described by

$$
\dot{x}(t) = A(\rho)x(t) + A_d(\rho)x(t - \tau(\rho)) + B(\rho)w(t) + E(\rho)w(t)
$$

$$
z(t) = C(\rho)x(t) + C_d(\rho)x(t - \tau(\rho)) + D(\rho)w(t) + F(\rho)w(t)
$$

$$
x(t) = \phi(t), \ \forall t \in [-h, 0],
$$

where $x \in \mathbb{R}^n$, $w \in \mathbb{R}^{n_w}$, $u \in \mathbb{R}^{n_u}$, and $z \in \mathbb{R}^{n_z}$ are the state, the exogenous input, the control input, and the regulated output, respectively. The parameter vector $\rho(t)$ is piecewise constant (i.e., $\dot{\rho} = 0$ between the jumps) and randomly changes its values with a finite jump intensity. We define $\rho(t)$ as

$$
\mathbb{P}[\rho(t + \Delta t) \in B|\rho(t) = \rho] = \kappa(\rho, B)\Delta t + o(\Delta t),
$$

where $\rho \in \mathcal{B}$, $\mathcal{B} \subset \mathcal{B} - \rho$ is measurable, and $\kappa : \mathcal{B} \times \mathcal{B} \to \mathbb{R}_{\geq 0}$ is the instantaneous jump rate such that $\rho \mapsto \kappa(\rho, A)$ is measurable and $A \mapsto \kappa(\rho, A)$ is a positive measure. Particularly, $\kappa(\rho, d\theta)$ are transition rates and $\lambda(\rho) = \int_{\mathcal{B}} \kappa(\rho, d\theta)$ are intensities. Since the evolution of $x(t)$ depends on $x(s)$, for $t - h \leq s \leq t$, $(x(t), \rho(t))_{t \geq 0}$ is not a Markov process. To cast the system described by (1) and (2) into the framework of Markov systems, we define a translation operator $x_t(s) = x(t + s)$, which takes values in some non-zero interval $s \in [-h, 0]$ such that $(x_t, \rho(t))_{t \geq 0}$ is a strong Markov process [1]. For the sake of simplicity, we assume that $\kappa(\rho, d\theta) = \lambda(\theta, \rho)d\theta$, where $\lambda$ is a polynomial function. Furthermore, $\tau(\rho) \in$
\( \mathcal{D} \) is the time-varying stochastic delay function, where \( \mathcal{D} := \{ \tau : \mathcal{B} \mapsto [0, h], h < \infty \} \) and the derivative of the delay is zero almost everywhere, except on a countable set of instants (at jumps) where it does not exist. Finally, \( \phi(t) \) is a vector-valued initial continuous function defined on the interval \([-h, 0]\).

We introduce the following definitions and results from [MSS], if for an arbitrary initial condition \( x(0) = x_0 \) on the interval \( [0, h] \), we have \( \mathbb{E}[|x(t)|^2] \to 0 \) as \( t \to \infty \).

**Definition 1** The system (1)-(2) is mean-square stable (MSS) if for an arbitrary initial condition \( x_0 \), we have \( \mathbb{E}[|x(t)|^2] \to 0 \) as \( t \to \infty \).

**Definition 2** The \( L_2 \)-norm of a signal \( w : [0, \infty) \mapsto \mathbb{R}^n \) is
\[
\|w\|_{L_2} := \left( \int_0^\infty \mathbb{E}[|w(s)|^2]ds \right)^{\frac{1}{2}}.
\]
If \( \|w\|_{L_2} < \infty \), then the signal is of finite energy and \( w \in L_2 \).

**Definition 3** ([4]) The \( L_2 \)-gain of the affine map \( \hat{L}_2 \ni w \mapsto z \in L_2 \) with \( u \equiv 0 \) and \( x(0) = 0 \) induced by the system (1)-(2) is
\[
\|w \mapsto z\|_{L_2-L_2} = \sup_{\|w\|_{L_2} = 1} \|z\|_{L_2}.
\]

### 3 Stability and Performance Analysis

In this section, we present two convex stability conditions in terms of parameter-dependent LMIs for the stochastic hybrid system (1)-(2) by employing two different parameterizations of stochastic Lyapunov-Krasovskii functional.

#### 3.1 Stability Result Using Partially Parameter-dependent Lyapunov-Krasovskii Functional

**Theorem 1** For a given constant \( h \geq 0 \), assume there exist matrix-valued functions \( P : \mathcal{B} \mapsto \mathcal{S}_{n_0}^+ \), \( Z : \mathcal{B} \times \mathcal{B} \mapsto \mathcal{S}_n \), constant matrices \( Q \in \mathcal{S}_{n_0}^+, R \in \mathcal{S}_n^+ \), and a scalar \( \gamma > 0 \) such that the following equality
\[
\int_{\mathcal{B}} Z(\theta, \rho)d\theta = 0 \tag{3}
\]
holds for all \( \rho \in \mathcal{B} \), and the following LMI:
\[
\begin{bmatrix}
\Lambda_{11}(\theta, \rho) & \Lambda_{12}(\theta, \rho) & P(\rho)E(\rho) & C^T(\rho) & hA^T(\rho) & R \\
* & \Lambda_{22} & 0 & C_d^T(\rho) & hA_d^T(\rho) & R \\
* & * & -\gamma^2I & F^T(\rho) & hE^T(\rho) & R \\
* & * & * & -I & 0 & * \\
* & * & * & * & -R & *
\end{bmatrix} < 0 \tag{4}
\]
with
\[
\begin{align*}
\Lambda_{11}(\theta, \rho) &= \text{Sym}[P(\rho)A(\rho)] + \mu(\mathcal{B})\lambda(\theta, \rho)[P(\theta) - P(\rho)] + Z(\theta, \rho) + \delta(\rho)Q - R \\
\Lambda_{12}(\theta, \rho) &= P(\rho)A_d(\rho) + R \\
\Lambda_{22} &= -Q - R
\end{align*}
\]
holds for all \( \theta, \rho \in \mathcal{B} \), where \( \delta(\rho) = 1 + 2\lambda(\rho)h \), \( \lambda(\rho) = \int_{\mathcal{B}} \mu(\theta, \rho)d\theta \), and \( \mu(\mathcal{B}) \) is the Lebesgue measure of the set \( \mathcal{B} \).

**Proof:** Consider the following parameter-dependent stochastic Lyapunov-Krasovskii functional:
\[
V(x_1, \rho) = V_1(x_1, \rho) + V_2(x_1, \rho) + V_3(x_1, \rho),
\]
where
\[
\begin{align*}
V_1(x_1, \rho) &= x^T(t)P(\rho)x(t) \\
V_2(x_1, \rho) &= \int_{t-\tau(\rho)}^t x^T(s)Qx(s)ds \\
V_3(x_1, \rho) &= h\int_{-h}^0 \int_{t-\tau(\theta)}^t x^T(\eta)R\tilde{x}(\eta)d\eta ds.
\end{align*}
\]

Employing the infinitesimal generator \( \mathcal{A}(\cdot) \) from [4], straightforward but tedious calculations yield
\[
\begin{align*}
\mathcal{A}V_1 &= x^T \left[ \text{Sym}[P(\rho)A(\rho)] + \int_{\mathcal{B}} \mu(\mathcal{B})\lambda(\theta, \rho)[P(\theta) - P(\rho)]d\theta \right] x \\
&\quad + 2x^T P(\rho)A_d(\rho)x(t - \tau(\rho)) + x^T P(\rho)E(\rho)x \\
\mathcal{A}V_2 &\leq x^T Qx - x^T(t - \tau(\rho))Qx(t - \tau(\rho)) \\
&\quad + \int_{\mathcal{B}} \lambda(\theta, \rho) \left[ \int_{t-\tau(\theta)}^t x^T(s)Qx(s)ds \\
&\quad - \int_{t-\tau(\rho)}^{t-\tau(\theta)} x^T(s)Qx(s)ds \right] d\theta \\
\mathcal{A}V_3 &\leq h^2T R\tilde{x} - h \int_{t-h}^t \tilde{x}^T(s)R\tilde{x}(s)ds.
\end{align*}
\]

For the stochastic formulation, we need to upper bound the integrals appearing in \( \mathcal{A}V_2 \). Consider the integral in \( \mathcal{A}V_2 \), i.e.
\[
\int_{\mathcal{B}} \lambda(\theta, \rho) \left[ \int_{t-\tau(\theta)}^t x^T(s)Qx(s)ds - \int_{t-\tau(\rho)}^{t-\tau(\theta)} x^T(s)Qx(s)ds \right] d\theta.
\]

We can rewrite the above term as
\[
\int_{\mathcal{B}} \lambda(\theta, \rho) \int_{t-\tau(\theta)}^t x^T(s)Qx(s)ds d\theta.
\]
Following a similar methodology provided in [2, Proposition 8.1.4], let us pose that \( \tau(\theta) = \tau(\rho) + \epsilon_{\tau}(\rho, \theta) \), then we have
\[
\int_\mathcal{B} \lambda(\theta, \rho) \int_{t-\tau(\rho)}^{t-\tau(\rho)+\epsilon_{\tau}} x^T(s)Qx(s)dsd\theta \\
\leq \int_\mathcal{B} \lambda(\theta, \rho) \int_{t-\tau(\rho)}^{t-\tau(\rho)+\min[0, \epsilon_{\tau}]} x^T(s)Qx(s)dsd\theta \\
\leq \int_\mathcal{B} \lambda(\theta, \rho) \int_{t-\tau(\rho)}^{t-\tau(\rho)+h} x^T(s)Qx(s)dsd\theta \\
\leq \int_\mathcal{B} \lambda(\theta, \rho) \int_{t-\tau(\rho)}^{t-\tau(\rho)-h} x^T(s)Qx(s)dsd\theta \\
\leq 2\lambda(\rho) \eta x^T(t)Qx(t).
\]
(6)

Therefore, the inequality \( AV_2 \) can be written as
\[
AV_2 \leq x^T(\rho)Qx - x^T(t-\tau(\rho))Qx(t-\tau(\rho)), \quad (7)
\]
where \( \delta(\rho) = 1 + 2\lambda(\rho)h \) and \( \bar{\lambda}(\rho) = \int_\mathcal{B} \lambda(\rho, \theta)d\theta. \)

Now consider the inequality \( AV_3 \), since \( \tau(\rho) < h \), the inequality
\[
-h \int_{t-h}^{t} \dot{x}^T(s)R\dot{x}(s)ds \leq -h \int_{t-\tau(\rho)}^{t} \dot{x}^T(s)R\dot{x}(s)ds
\]
holds.

By employing Jensen’s inequality [13], we upper bound the integral as follows:
\[
AV_3 \leq \dot{x}^T h^2 R\dot{x} - h \int_{t-\tau(\rho)}^{t} \dot{x}^T(s)R\dot{x}(s)ds
\]
\[
AV_3 \leq \dot{x}^T h^2 R\dot{x} \\
-\frac{h}{\tau(\rho)} [x(t) - x(t-\tau(\rho))]^T R [x(t) - x(t-\tau(\rho))].
\]
(8)

Finally, bounding \(-\frac{h}{\tau(\rho)} \) by \(-1 \), we get
\[
AV_3 \leq \dot{x}^T h^2 R\dot{x} \\
-\left[ x(t) - x(t-\tau(\rho)) \right]^T R \left[ x(t) - x(t-\tau(\rho)) \right].
\]

Combining the first equality in (5), the inequalities (7), and (8) and letting \( AV < 0 \), we reach at
\[
\xi^T \begin{bmatrix} \Gamma_{11}(\theta, \rho) P(\rho)A_4(\rho) + R & P(\rho)E(\rho) \\ * & -Q - R \\ * & 0 \\ * & 0 \end{bmatrix} \xi + h^2 \Psi^T R\Psi < 0,
\]
where
\[
\xi = \cot \left[ x(t) x(t - \tau(\rho)) w(t) \right] \\
\Gamma_{11}(\theta, \rho) = \text{Sym}[P(\rho)A(\rho)] + \int_\mathcal{B} \lambda(\theta, \rho)[P(\theta) - P(\rho)]d\theta + \delta Q - R \\
\Psi = [A(\rho) A_d(\rho) E(\rho)].
\]

To prescribe the \( L_2 \) performance, we employ [4, Theorem 2], and arrive at
\[
E[V(x_t, \rho)] + \int_0^t \left( ||z(s)||^2 - \gamma^2 ||w(s)||^2 \right) ds \leq 0.
\]
(9)

Substituting \( z(t) \) into the inequality (9) leads to \( \xi^T (t) \Omega(\theta, \rho) \xi(t) < 0 \) with
\[
\Omega(\theta, \rho) = \begin{bmatrix} \Omega_{11}(\theta, \rho) & P(\rho)A_d(\rho) + R + C^T(\rho)C_d(\rho) \\ * & -Q - R + C^T(\rho)C_d(\rho) \\ * & * \\ P(\rho)E(\rho) + C^T(\rho)F(\rho) & C^T(\rho)F(\rho) \\ -\gamma^2 I + F^T(\rho)F(\rho) & \end{bmatrix} + h^2 \Psi^T R\Psi,
\]
(10)

where
\[
\Omega_{11}(\theta, \rho) = \text{Sym}[P(\rho)A(\rho)] + \int_\mathcal{B} \lambda(\theta, \rho)[P(\theta) - P(\rho)]d\theta + \delta(\rho)Q - R + C^T(\rho)C(\rho).
\]

The integral in (10) makes the derivation of convex design conditions a difficult task. To remedy this, we employ a result from [19], which stipulates that the integral condition \( \int_\mathcal{B} \lambda(\theta, \rho)[P(\theta) - P(\rho)]d\theta \) appearing in LMI (10) can be replaced by \( \mu(\mathcal{B})\lambda(\rho, \theta)(P(\rho) - P(\rho)) + Z(\rho, \theta) \), for all \( \rho, \theta \in \mathcal{B} \), if and only if there exists a matrix-valued function \( Z : \mathcal{B} \to \mathbb{S}^n \) such that \( \int_\mathcal{B} Z(\theta, \rho)d\theta = 0 \) holds for \( \rho \in \mathcal{B} \). Taking the standard Schur complement of (10) yields the LMI (4). The proof is complete.

\[ \square \]

3.2 Stability Result Using Fully Parameter-dependent Lyapunov-Krasovskii Functional

We now introduce another stability result by employing a different parameterization of Lyapunov-Krasovskii functional than the one used in Theorem 1. In this variant, we consider parameter dependence in each decision variable appearing in Lyapunov-Krasovskii functional. This leads to the following result.

**Theorem 2** For a given constant \( h \geq 0 \), assume there exist matrix-valued functions \( P : \mathcal{B} \to \mathbb{S}_{\geq 0} \), \( Q : \mathcal{B} \to \mathbb{S}_{\geq 0} \), \( \Psi : \mathcal{B} \to \mathbb{S}_{\geq 0} \), and \( \Omega : \mathcal{B} \to \mathbb{S}_{\geq 0} \) satisfying LMI (4) and
\[
\Omega_{11}(\theta, \rho) = \text{Sym}[P(\rho)A(\rho)] + \int_\mathcal{B} \lambda(\theta, \rho)[P(\theta) - P(\rho)]d\theta + \delta(\rho)Q - R + C^T(\rho)C(\rho).
\]

The integral in (10) makes the derivation of convex design conditions a difficult task. To remedy this, we employ a result from [19], which stipulates that the integral condition \( \int_\mathcal{B} \lambda(\theta, \rho)[P(\theta) - P(\rho)]d\theta \) appearing in LMI (10) can be replaced by \( \mu(\mathcal{B})\lambda(\rho, \theta)(P(\rho) - P(\rho)) + Z(\rho, \theta) \), for all \( \rho, \theta \in \mathcal{B} \), if and only if there exists a matrix-valued function \( Z : \mathcal{B} \to \mathbb{S}^n \) such that \( \int_\mathcal{B} Z(\theta, \rho)d\theta = 0 \) holds for \( \rho \in \mathcal{B} \). Taking the standard Schur complement of (10) yields the LMI (4). The proof is complete.

\[ \square \]
$S_{>0}$, $R : \mathcal{B} \rightarrow S_{>0}^n$, $Q : \mathcal{B} \rightarrow S_{>0}^n$, $Z : \mathcal{B} \times \mathcal{B} \rightarrow \mathbb{R}^n$, and scalars $\lambda > 0$, and $\gamma > 0$ such that following

\[ \int_{\mathcal{B}} Z(\theta, \rho) d\theta = 0 \quad (11a) \]
\[ \int_{\mathcal{B}} \lambda(\theta, \rho)Q(\theta)d\theta \leq Q(\rho) \quad (11b) \]
\[ \int_{\mathcal{B}} \lambda(\theta, \rho)R(\theta)d\theta \leq \tilde{\lambda}R(\rho) \quad (11c) \]

hold for all $\rho \in \mathcal{B}$, and the following LMI:

\[ \begin{bmatrix} \Lambda_{11}(\theta, \rho) & \Lambda_{12}(\theta, \rho) & P(\rho)E(\rho) & C^T(\rho) \sqrt{\mathcal{A}^T(\rho)R(\rho)} \\ * & \Lambda_{22}(\rho) & 0 & C^T(\rho) \sqrt{\mathcal{A}^T(\rho)R(\rho)} \\ * & * & -\gamma^2 I & F^T(\rho) \sqrt{\mathcal{A}^T(\rho)R(\rho)} \\ * & * & * & -I \end{bmatrix} < 0 \quad (12) \]

with

\[ \Lambda_{11}(\theta, \rho) = \text{Sym}[P(\rho)A(\rho)] + \mu(\mathcal{B})\lambda(\theta, \rho)[P(\theta) - P(\rho)] + Z(\theta, \rho) + Q(\rho) + hQ - R(\rho) \]
\[ \Lambda_{12}(\theta, \rho) = P(\rho)A_d(\rho) + R(\rho) \]
\[ \Lambda_{22}(\rho) = -Q(\rho) - R(\rho) \]

holds for all $\theta, \rho \in \mathcal{B}$, where $\epsilon = h^2 + \frac{\lambda h^2}{2}$, and $\mu(\mathcal{B})$ is the Lebesque measure of the set $\mathcal{B}$. Then, the system (1)-(2) is mean-square stable in the absence of disturbance $w$ and $w \equiv 0$. Moreover, the $L_2$-gain of the map $w \mapsto z$ is at most $\gamma$.

**Proof:** We consider the following parameter-dependent stochastic Lyapunov-Krasovskii functional:

\[ V(x_t, \rho) = V_1(x, \rho) + V_2(x_t, \rho) + V_3(x_t, \rho) , \]

where

\[ V_1(x, \rho) = x^T(t)P(\rho)x(t) \]
\[ V_2(x_t, \rho) = \int_{t-\tau(\theta)}^t x^T(s)Q(\rho)x(s)ds \]
\[ + \int_0^t \int_{t+s}^{t+\tau(\theta)} x^T(\eta)Q(\rho)x(\eta)d\eta d\theta \]
\[ V_3(x_t, \rho) = h \int_0^t \int_{t+s}^{t+\tau(\theta)} \dot{x}^T(\eta)R(\rho)\dot{x}(\eta)d\eta d\theta \]
\[ + h \lambda \int_{-h}^0 \int_s^{t+s} \dot{x}^T(\nu)R(\rho)\dot{x}(\nu)d\nu d\theta . \]

Employing the infinitesimal generator $\mathcal{A}(\cdot)$ from [4], after straightforward but involved calculations, we arrive at

\[ \mathcal{A}V_1 = x^T \left[ \text{Sym}[P(\rho)A(\rho)] + \int_{\mathcal{B}} \lambda(\theta, \rho)[P(\theta) - P(\rho)]d\theta \right] x \]
\[ + 2x^T P(\rho)A_d(\rho)x(t - \tau(\theta)) + x^T P(\rho)E(\rho)w \]
\[ \mathcal{A}V_2 \leq x^T Q(\rho)x - x^T(t - \tau(\theta))Q(\rho)x(t - \tau(\theta)) \]
\[ + \int_{\mathcal{B}} \lambda(\theta, \rho) \left[ \int_{t-\tau(\theta)}^t x^T(s)Q(\theta)x(s)ds \right] d\theta + h\dot{x}^T(\theta)Q(\rho)x \]
\[ - \int_{t-\tau(\theta)}^t x^T(s)Q(\rho)x(s)ds \]

\[ \mathcal{A}V_3 \leq h^2 \dot{x}^T R(\rho)\dot{x} - h \int_{t-h}^t \hat{x}^T(s)R(\rho)\hat{x}(s)ds \]
\[ + \int_{\mathcal{B}} \lambda(\theta, \rho) \left[ h \int_{t-h}^t \int_{t+s}^{t+\tau(\theta)} \dot{x}^T(\eta)R(\rho)\dot{x}(\eta)d\eta d\theta \right] \]
\[ - h \int_{t-h}^t \int_{t+s}^{t+\tau(\theta)} \dot{x}^T(\eta)R(\rho)\dot{x}(\eta)d\eta d\theta \]
\[ + h \lambda \hat{x}^T R(\rho)\hat{x} - \lambda h \int_{t-h}^t \int_{t+s}^{t+\tau(\theta)} \dot{x}^T(\eta)R(\rho)\dot{x}(\eta)d\eta d\theta . \quad (13) \]

For the stochastic formulation, we need to upper bound the integrals appearing in $\mathcal{A}V_2$ and $\mathcal{A}V_3$. To this aim, let us consider the integral in $\mathcal{A}V_2$, i.e.

\[ \int_{\mathcal{B}} \lambda(\theta, \rho) \left[ \int_{t-\tau(\theta)}^t x^T(s)Q(\theta)x(s)ds - \int_{t-\tau(\theta)}^t x^T(s)Q(\rho)x(s)ds \right] d\theta \]

Since $Q(\rho) > 0$, we drop the negative-definite term
\[ - \int_{t-\tau(\theta)}^t x^T(s)Q(\rho)x(s)ds \]
and get

\[ \int_{\mathcal{B}} \lambda(\theta, \rho) \int_{t-\tau(\theta)}^t x^T(s)Q(\theta)x(s)ds d\theta \]
\[ \leq \int_{\mathcal{B}} \int_{t-\tau(\theta)}^t \lambda(\theta, \rho)x^T(s)Q(\theta)x(s)ds d\theta \]
\[ = \int_{\mathcal{B}} \int_{t-h}^t \lambda(\theta, \rho)x^T(s)Q(\theta)x(s)ds \]
\[ - \int_{t-h}^t \lambda(\theta, \rho)x^T(s)Q(\theta)x(s)ds \]

Under the light of same argument, we drop the negative-definite term
\[ - \int_{t-h}^t \lambda(\theta, \rho)x^T(s)Q(\theta)x(s)ds \]
and employing the Fubini’s Theorem yields

\[ \leq \int_{t-h}^t \int_{t-h}^t \lambda(\theta, \rho)x^T(s)Q(\theta)x(s)d\theta ds \]
\[ = \int_{t-h}^t x^T(s) \left[ \int_{\mathcal{B}} \lambda(\theta, \rho)Q(\theta)d\theta \right] x(s)ds . \]

Moreover, given that (11b) holds, we have

\[ \int_{t-h}^t x^T(s) \left[ \int_{\mathcal{B}} \lambda(\theta, \rho)Q(\theta)d\theta \right] x(s)ds \leq \int_{t-h}^t x^T(s)Q(\rho)x(s)ds . \]
where

\[ x^T Q(x) - x^T (t - \tau(x)) Q(x) x(t - \tau(x)) \]

\[ + h x^T Q(x) x . \]

Using the same arguments and employing (11c), the following inequality holds for the integrals in \( AV_3 \)

\[ \int_{-h}^{0} \int_{t+s}^{t} \dot{x}^T(\eta) \left[ \int_{\theta}^{\eta} \lambda(\theta, \rho) R(\theta) d\theta \right] \dot{x}(\eta) d\eta ds \]

\[ \leq \overline{h} \int_{-h}^{0} \int_{t+s}^{t} \dot{x}^T(\eta) R(\eta) \dot{x}(\eta) d\eta ds. \]

Hence, \( AV_3 \) can be written as:

\[ AV_3 \leq \dot{x}^T e R(\rho) \dot{x} - h \int_{t-h}^{t} \dot{x}^T(s) R(\rho) \dot{x}(s) ds , \]

where \( \epsilon = h^2 + \overline{h}^2 . \) Since \( \tau(\rho) < h, \) it holds that

\[ -h \int_{t-h}^{t} \dot{x}^T(s) R(\rho) \dot{x}(s) ds \leq -h \int_{t-\tau(\rho)}^{t} \dot{x}^T(s) R(\rho) \dot{x}(s) ds . \]

By employing Jensen’s inequality [13], we upper bound the integral in (15) as:

\[ AV_3 \leq \dot{x}^T e R(\rho) \dot{x} - h \int_{t-\tau(\rho)}^{t} \dot{x}^T(s) R(\rho) \dot{x}(s) ds \]

\[ - h \int_{t-\tau(\rho)}^{t} [x(t) - x(t - \tau(\rho))]^T R(\rho) [x(t) - x(t - \tau(\rho))]. \]

Finally, bounding \(- \frac{h}{\tau(\rho)}\) by -1, we get

\[ AV_3 \leq \dot{x}^T e R(\rho) \dot{x} \]

\[ \left[ \begin{array}{c} 0 \\ -Q(\rho) & -R(\rho) & 0 \\ 0 & 0 & 0 \end{array} \right] \xi + \epsilon \Psi^T R(\rho) \Psi < 0 , \]

where

\[ \xi = \begin{bmatrix} x(t) \\ x(t - \tau(\rho)) \\ w(t) \end{bmatrix} \]

\[ \Gamma_{11}(\theta, \rho) = \text{Sym} [P(\rho) A(\rho)] + \int_{\theta}^{\rho} \lambda(\theta, \rho) [P(\theta) - P(\rho)] d\theta \]

\[ + Q(\rho) + h Q(\rho) - R(\rho) \]

\[ \Psi = \begin{bmatrix} A(\rho) & A_0(\rho) & E(\rho) \end{bmatrix} . \]

We employ [4, Theorem 2] to incorporate the \( L_2 \) performance to reach the following inequality

\[ E[V(x_t, \rho)] + E \left[ \int_{0}^{t} (\|z(s)\|^2 + \gamma^2 \|w(s)\|^2) ds \right] \leq 0 . \]

Substituting \( z(t) \) into the inequality (17) leads to the inequality \( \xi^T(\epsilon) \Omega(\theta, \rho) \xi(t) < 0 \) with

\[ \Omega(\theta, \rho) = \left[ \begin{array}{c} \Omega_{11}(\theta, \rho) & P(\rho) A_0(\rho) + R(\rho) + C^T(\rho) C(\rho) \\ * & -Q(\rho) - R(\rho) + C^T(\rho) C(\rho) \\ * & * & \end{array} \right] + \epsilon \Psi^T R(\rho) \Psi , \]

where

\[ \Omega_{11}(\theta, \rho) = \text{Sym} [P(\rho) A(\rho)] + \int_{\theta}^{\rho} \lambda(\theta, \rho) [P(\theta) - P(\rho)] d\theta \]

\[ + Q(\rho) + h Q(\rho) - R(\rho) + C^T(\rho) C(\rho) . \]

The rest of the proof follows from the same lines as in

the proof of Theorem 1.

3.3 Discussion

It is straightforward to see that under certain relaxations

Theorem 2 implies Theorem 1. For instance, consider the

infinitesimal generator of Lyapunov-Krasovskii functional \( AV_2(x_t, \rho) \) in (15) without parameter dependence

in the decision variables

\[ AV_2 \leq x^T Q x - x^T (t - \tau(\rho)) Q x(t - \tau(\rho)) \]

\[ + \int_{\theta}^{\rho} \lambda(\theta, \rho) \left[ \int_{t-\tau(\theta)}^{t} x^T(s) Q x(s) ds \right] d\theta \]

\[ + \int_{t-\tau(\rho)}^{t} x^T(s) Q x(s) ds \]

\[ + h x^T Q x . \]

Moreover, the above expression can be re-written as

\[ AV_2 \leq x^T Q x - x^T (t - \tau(\rho)) Q x(t - \tau(\rho)) \]

\[ + \int_{\theta}^{\rho} \lambda(\theta, \rho) \left[ \int_{t-\tau(\theta)}^{t} x^T(s) Q x(s) ds \right] d\theta \]

\[ + h x^T Q x - \int_{t-h}^{t} x^T(s) Q x(s) ds . \]
Finally, bounding the last term in (19) by \(-hx^TQx\), we arrive at
\[
\mathcal{A}V_2 \leq x^TQx - x^T(t - \tau(\rho))Qx(t - \tau(\rho)) + \int_{\mathcal{B}} \lambda(\theta, \rho) \left[ \int_{t - \tau(\rho)}^{t} x^T(s)Qx(s)ds \right] d\theta.
\]
(20)

Note that, this inequality is same as the second inequality in (5). Likewise, a similar analogy can be drawn between the last inequalities of (5) and (13). Therefore, a connection between the two stability results can be proved in this way. Although, Theorem 1 seems to be a corollary of Theorem 2, but it is conservative due to the additional constraints (i.e., (11b) and (11c)) posed by parameter dependence. The increase in conservatism by employing fully parameter-dependent Lyapunov-Krasovskii functional is quite counter-intuitive. We illustrate the difference in the conservatism through examples in Section 5.

4 Stabilization by State-feedback

In this section, we employ the analysis presented in previous section to design a gain-scheduled feedback controller of the form
\[
u(t) = K(\rho)x(t) + K_d(\rho)x(t - \tau(\rho)),
\]
(21)
where \(K : \mathcal{B} \mapsto \mathbb{R}^{n_u \times n}\) and \(K_d : \mathcal{B} \mapsto \mathbb{R}^{n_u \times n}\) are matrix-valued functions. We assume that the delay in the system dynamics is assumed to be an exactly known or measurable function of the scheduling parameter \(\rho\). While formulating the synthesis conditions for a gain-scheduled feedback, we face a drawback of the LMI characterization posed by Theorem 1 and Theorem 2. The problem arises due to multiple product terms such as \(P(\rho)A(\rho)\) and \(R(\rho)A(\rho)\) in Theorem 1 and \(P(\rho)A(\rho)\) and \(RA(\rho)\) in Theorem 2, respectively. Therefore, we employ a slack variable approach similar to [3] to derive relaxed conditions. These relaxed conditions are shaped into two propositions given at the beginning of each of the following subsections.

4.1 Stabilization Result Using Theorem 1

**Proposition 1** For a given constant \(h \geq 0\), assume there exist matrix-valued functions \(P : \mathcal{B} \mapsto \mathbb{S}^n\), \(Z : \mathcal{B} \times \mathcal{B} \mapsto \mathbb{S}^n\), constant matrices \(Q \in \mathbb{S}^n_0\), \(R \in \mathbb{S}^n_0\), \(X \in \mathbb{R}^n\), and a scalar \(\gamma > 0\) such that the following holds for all \(\rho \in \mathcal{B}\), and the following LMI:
\[
\begin{bmatrix}
-\text{Sym}(X) P(\rho) + X^T A(\rho) X^T A_d(\rho) X^T E(\rho) & \mathcal{T}_{22}(\theta, \rho) & X^T hR \\
\mathcal{T}_{22}(\theta, \rho) & R & 0 \\
X^T hR & 0 & \gamma^2 I
\end{bmatrix} < 0
\]
(23)

with
\[
\mathcal{T}_{22}(\theta, \rho) = \mu(\mathcal{B})(\theta, \rho)[\mathcal{P}(\theta) - P(\rho)] - P(\rho) + Z(\theta, \rho) + \delta(\rho)Q - R
\]
holds for all \(\theta, \rho \in \mathcal{B}\), where \(\delta(\rho) = 1 + 2\hat{\lambda}(\rho)\), \(\hat{\lambda}(\rho) = \int_{\mathcal{B}} \lambda(\rho) d\theta\), and \(\mu(\mathcal{B})\) is the Lebesgue measure of the set \(\mathcal{B}\). Then, the system (1)-(2) is mean-square stable in the absence of disturbance \(w\) and \(u \equiv 0\). Moreover, the \(L_2\)-gain of the map \(w \mapsto z\) is at most \(\gamma\).

**Proof:** We start the proof by proving the feasibility of (23) guarantees the feasibility of (4). To this aim, we let (23) be called as \(\Upsilon(\theta, \rho)\) and decompose it as follows:
\[
\Upsilon(\theta, \rho) = \mathcal{Y}(\theta, \rho)|_{X = 0} + \mathcal{U}^T X \mathcal{V} + \mathcal{V}^T X^T \mathcal{U}
\]
where \(\mathcal{U} = [-I_n A(\rho) A_d(\rho) E(\rho) 0_{n \times n} I_n 0_n]\), and \(\mathcal{V} = [I_n 0_n 0_n 0_{n \times n} 0_{n \times n} 0_n 0_n]\). Then, invoking the projection lemma [11], the feasibility of \(\Upsilon(\theta, \rho) \prec 0\) implies the feasibility of the LMI\[\mathcal{N}_\mathcal{U}^T \mathcal{Y}(\theta, \rho)|_{X = 0} \prec 0 \quad \cdot \]
(24a)

\[\mathcal{N}_\mathcal{V}^T \Upsilon(\theta, \rho)|_{X = 0} \prec 0 \cdot \]
(24b)

where \(\mathcal{N}_\mathcal{U}\) and \(\mathcal{N}_\mathcal{V}\) are basis of the null space of \(\mathcal{U}\) and \(\mathcal{V}\). The first inequality (24a) yields (23) and (24b) yields \(-R \prec 0\) for all \(\rho \in \mathcal{B}\). Note that, this inequality is a relaxed form of the right bottom 1 \times 1 block of the inequality (23) and is always satisfied. This concludes the proof. \(\square\)
Theorem 3 For a given constant \( h \geq 0 \), assume there exist matrix-valued functions \( P : \mathcal{B} \rightarrow S^{n_{0}}_{>0}, \tilde{Z} : \mathcal{B} \times \mathcal{B} \rightarrow S^{n}, Y : \mathcal{B} \rightarrow \mathbb{R}^{n_{x} \times n}, Y_{d} : \mathcal{B} \rightarrow \mathbb{R}^{n_{x} \times n} \), constant matrices \( Q \in S^{n_{0}}, R \in \mathbb{R}^{n_{d} \times n}, \tilde{X} \in \mathbb{R}^{n} \), and a scalar \( \gamma > 0 \) such that the following equality holds for all \( \rho \in \mathcal{B} \), and the following LMI:

\[
\begin{bmatrix}
-\text{Sym}[\tilde{X}] & \tilde{Y}_{12} & \tilde{Y}_{13} & E(\rho) & 0 & \tilde{X} & hR \\
* & \tilde{Y}_{22} & \tilde{R} & 0 & \tilde{Y}_{25} & 0 & 0 \\
* & * & \tilde{Y}_{33} & 0 & \tilde{Y}_{35} & 0 & 0 \\
* & * & * & -\gamma^{2}I & F^{T}(\rho) & 0 & 0 \\
* & * & * & * & -P(\rho) & -hR \\
* & * & * & * & * & -R
\end{bmatrix} < 0
\]

(26)

holds for all \( \rho \in \mathcal{B} \), and the following equality holds for all \( \rho \in \mathcal{B} \):

\[
\int_{\mathcal{B}} \tilde{Z}(\theta, \rho) d\theta = 0
\]

(25)

Proof: First, substitute the closed-loop system matrices into the LMI (23) and then perform a congruence transformation with respect to diag(\( \tilde{X}, \tilde{X}, \tilde{X}, I_{n_{x}}, I_{n_{x}}, \tilde{X} \)), where \( \tilde{X} = X^{-1} \). Employing the following linearizing change of variables \( \tilde{P}(\rho) = \tilde{X}^{T}P(\rho)\tilde{X}, \tilde{P}(\rho) = \tilde{X}^{T}P(\rho)\tilde{X} \), \( \tilde{X}^{T}P(\theta)\tilde{X}, \tilde{Q}(\rho) = \tilde{X}^{T}Q\tilde{X}, \tilde{R}(\rho) = \tilde{X}^{T}R\tilde{X}, \tilde{Z}(\theta, \rho) = \tilde{X}^{T}Z(\theta, \rho)\tilde{X} \), \( Y(\rho) = K(\rho)\tilde{X} \), and \( Y_{d}(\rho) = K_{d}(\rho)\tilde{X} \) yield the result. \( \square \)

4.2 Stabilization Result Using Theorem 2

Proposition 2 For a given constant \( h \geq 0 \), assume there exist matrix-valued functions \( P : \mathcal{B} \rightarrow S^{n_{0}}, Q : \mathcal{B} \rightarrow S^{n_{0}}, R : \mathcal{B} \rightarrow S^{n_{d}}, \tilde{Z} : \mathcal{B} \rightarrow \mathbb{R}^{n_{x} \times n} \), constant matrix \( X \in \mathbb{R}^{n} \), and the scalars \( \lambda > 0 \) such that the following LMI:

\[
\begin{bmatrix}
-\text{Sym}[X] & P(\rho) + X^{T}A(\rho) & X^{T}A_{d}(\rho) & X^{T}E(\rho) \\
* & Y_{22}(\theta, \rho) & R(\rho) & 0 \\
* & * & -Q(\rho) - R(\rho) & 0 \\
* & * & * & -\gamma^{2}I \\
* & * & * & * \\
* & * & * & * \\
0 & X^{T} & \sqrt{\lambda}R(\rho) \\
C^{T}(\rho) & 0 & 0 & 0 \\
C_{d}^{T}(\rho) & 0 & 0 & 0 \\
F^{T}(\rho) & 0 & 0 & 0 \\
-I & 0 & 0 & 0 \\
* & -P(\rho) - \sqrt{\lambda}R(\rho) & 0 & 0 \\
* & * & -R(\rho)
\end{bmatrix} < 0
\]

(28)

holds for all \( \rho \in \mathcal{B} \), and the following LMI:

\[
Y_{22}(\theta, \rho) = \mu(\mathcal{B})\lambda(\theta, \rho)[P(\theta) - P(\rho)] - P(\rho) + \tilde{Z}(\theta, \rho) + Q(\rho) + hQ - R(\rho)
\]

holds for all \( \theta, \rho \in \mathcal{B} \), where \( \epsilon = h^{2} + \lambda \frac{1}{2} \) and \( \mu(\mathcal{B}) \) is the Lebesgue measure of the set \( \mathcal{B} \). Then, the system (1)-(2) is mean-square stable in the absence of disturbance \( w \) and \( w \equiv 0 \). Moreover, the \( L_{2} \)-gain of the map \( w \mapsto z \) is at most \( \gamma \).

Proof: The proof follows the same arguments as the proof of Proposition 1. \( \square \)
Remark 1

The LMIs formulated in the above results are approximated by using a gridding approach [2, Appendix C], etc. See [4] for details. Changing the proof of Theorem 3 by employing the following linearizing change of variables:

\[ \tilde{\theta} = \theta, \tilde{\rho} = \rho \]

yield intractable infinite-dimensional semi-definite programs. To make them tractable, several methods are available, such as sum of squares programming [20], a gridding approach [2, Appendix C], etc. See [4] for their implementation and computational aspects. These methods will result in an approximate finite-dimensional semi-definite program which can then be solved using standard solvers such as SeDuMi [24].

Remark 2

The integral equality constraints on \( Z \) and \( \tilde{Z} \) in the main results can be easily implemented using YALMIP [16] as they are simply equality constraints on the coefficients of the matrix polynomials \( Z \) and \( \tilde{Z} \).

5 Illustrations

5.1 Stability Analysis

Consider the system (1)-(2) without input (i.e., \( u = 0 \)) and with following matrices:

\[
A(\rho) = \begin{bmatrix} 0 & 1 \\ -2 & -1 \end{bmatrix}, \quad A_d(\rho) = \begin{bmatrix} -1 & 0 \\ -1 & -1 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0 \end{bmatrix}, \quad C_d = C, \quad E = C^T, \quad F = 0.
\]

The stochastic parameter \( \rho \) takes the value in \( \mathcal{B} = [0, 1] \). For the comparison purposes, we solved the LMIs in Theorem 1 and Theorem 2 via a gridding approach using fifty points. First-order polynomials have been employed to approximate the unknown matrix-valued functions appearing in (4) and (12). We study two cases: Case I) fix the intensity \( \lambda(\theta, \rho) = 10 \) and minimize the performance index \( \gamma \) against the upper bounds \( h \) on time-delays, Case II) fix the upper bound \( h = 0.15 \) and minimize \( \gamma \) against the intensities \( \lambda_0 \). The results for Case I and Case II are illustrated in Fig. 1 and Fig. 2, respectively. The figures demonstrate that given the same scenario, Theorem 1 yields smaller values of \( \gamma \) as compared to Theorem 2. Hence, the result of Theorem 1 is less conservative as compared to Theorem 2.
Fig. 2. Minimum $\gamma$ achieved against the intensities $\lambda$ for fixed $h = 0.15$ using Theorem 1 and 2.

Fig. 3. Evolution of the states of the open-loop system (top) and a typical trajectory for the parameter (bottom).

Fig. 4. Evolution of the states of the closed-loop systems with controllers gains from Theorem 3 (top) and Theorem 4 (bottom) subject to disturbance $w(t) = H(t) - H(t - 2)$ and stochastic time-delay $\tau(\rho) = 0.5 \sin(\rho)$.

5.2 Stabilization by State-Feedback

This example compares Theorem 3 and Theorem 4 in terms of the conservatism. Consider the system (1)-(2) with the following matrices:

$$A(\rho) = \begin{bmatrix} 2 - \rho & -0.5 - 0.5\rho \\ -1 & -2 + 0.1\rho \end{bmatrix}, \quad A_d(\rho) = \begin{bmatrix} -1 & 0 \\ 0.05 - 0.45\rho & -1 \end{bmatrix},$$

$$B = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad E = \begin{bmatrix} 0.1 \\ 0.1 \end{bmatrix}, \quad C = \begin{bmatrix} 0 & 1 \end{bmatrix}, \quad C_d = C, \quad D = 1, \quad F = 0.$$

We choose $h = 0.5$ and $\mathcal{B} = [0, 1]$. The open-loop response in Fig. 3 (above) illustrates unstable behavior subject to a typical realization of stochastic parameter provided at the bottom of the same figure. We solved the parameter-dependent LMIs in Theorem 3 and Theorem 4 by first assuming parameter dependence as polynomial functions of $\rho$, and then employing the gridding approach. We employ first-order polynomials along with fifty gridding points to compute the unknown matrices in the Theorem 3 and Theorem 4. Once the semi-definite programs are feasible, we compute the state-feedback controllers. The computed controllers from Theorem 3 and Theorem 4 are denoted by superscript ‘3’ and ‘4’, respectively, and are given below

$$K^3(\rho) = \frac{1}{\Delta} \begin{bmatrix} 11.446\rho - 15.689 & 6.18\rho - 1.1362 \end{bmatrix},$$

$$K^4(\rho) = \frac{1}{\Delta} \begin{bmatrix} -0.99326\rho - 12.622 & 0.15588\rho + 3.0325 \end{bmatrix},$$

where $\Delta = 13.678$, and

$$K^3_d(\rho) = \frac{1}{\Delta} \begin{bmatrix} 75.681\rho - 386.55 & 33.006\rho + 49.741 \end{bmatrix},$$

$$K^4_d(\rho) = \frac{1}{\Delta} \begin{bmatrix} 1.6124\rho + 6.1874 & 0.36509\rho - 1.2883 \end{bmatrix},$$

where $\Delta = 76.136$. The stabilizing closed-loop responses for an initial condition $[-1, 2]$ subject to disturbance $w(t) = H(t) - H(t - 2)$, where $H(t)$ is the Heaviside step function and stochastic time-delay $\tau(\rho) = 0.5 \sin(\rho)$ for $\rho \in \mathcal{B}$ are demonstrated in Fig. 4. The conservatism in Theorem 4 reflects by the fact that, the LMIs (30) are feasible only for $\lambda_0 \leq 17$ with $\hat{\lambda} = \lambda_0 + \delta_\lambda$, where $\delta_\lambda = 0.005$. On the other hand, the LMIs (26) in Theorem 3 yields feasible solutions for larger intensities while yielding smaller values of $\gamma$ as depicted in Fig. 5.

6 Concluding Remarks

Stability analysis and state-feedback stabilization of LPV time-delay systems with piecewise constant pa-
parameters subject to spontaneous Poissonian jumps and stochastic delays are discussed. These systems generalize the framework of MJLS with time-delay associated with finite/infinite countable sets to bounded uncountable sets. We demonstrate that the parameterization of stochastic Lyapunov-Krasovskii functional critically affects the conservatism in the analysis. Although, considering parameter dependence in every decision variable of Lyapunov-Krasovskii functionals seems to reduce the conservatism in general theory, but in this case, the conservatism is increased owing to additional constraints posed by parameter dependence.

Future extensions of our work include: (i) designing a dynamic output feedback controller in a convex non-conservative way and its control-theoretic applications, (ii) deriving stability analysis by considering stochastic delays in input and output of the system, and (iii) employing a recent integral-based Wirtinger’s inequality [22] to upper bound the integrals in Lyapunov-Krasovskii functionals to further reduce the conservatism in general theory, but in this case, the conservatism is increased owing to additional constraints posed by parameter dependence.
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