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ABSTRACT. Following the seminal work of Padberg on the Boolean quadric polytope $BQP$ and its LP relaxation $BQP_{LP}$, we consider a natural extension: $SATP$ and $SATP_{LP}$ polytopes, with $BQP_{LP}$ being projection of the $SATP_{LP}$ face (and $BQP$ – projection of the SATP face).

We consider a problem of integer recognition: determine whether a maximum of a linear objective function is achieved at an integral vertex of a polytope. Various special instances of 3-SAT problem like NAE-3-SAT, 1-in-3-SAT, weighted MAX-3-SAT, and others can be solved by integer recognition over $SATP_{LP}$. We describe all integral vertices of $SATP_{LP}$. Like $BQP_{LP}$, polytope $SATP_{LP}$ has the Trubin-property being quasi-integral (1-skeleton of $SATP$ is a subset of 1-skeleton of $SATP_{LP}$). However, unlike $BQP$, not all vertices of $SATP$ are pairwise adjacent, the diameter of $SATP$ equals 2, and the clique number of 1-skeleton is superpolynomial in dimension. It is known that the fractional vertices of $BQP_{LP}$ are half-integer (0, 1 or 1/2 valued). We show that the denominators of $SATP_{LP}$ fractional vertices can take any integral value. Finally, we describe polynomially solvable subproblems of integer recognition over $SATP_{LP}$ with constrained objective functions. Based on that, we solve some cases of edge constrained bipartite graph coloring.

1. BOOLEAN QUADRIC POLYTOPE AND ITS RELAXATIONS

We consider the well-known Boolean quadric polytope $BQP(n)$ [10], satisfying the constraints

\begin{align}
  x_i + x_j - x_{i,j} &\leq 1, \\
  x_{i,j} &\leq x_i, \\
  x_{i,j} &\leq x_j, \\
  x_{i,j} &\geq 0, \\
  x_i, x_{i,j} &\in \{0, 1\},
\end{align}

for all $i, j : 1 \leq i < j \leq n$.

Polytope $BQP(n)$ is constructed from the NP-hard problem of unconstrained Boolean quadratic programming:

$$Q(x) = x^T Q x \rightarrow \text{max},$$

where vector $x \in \{0, 1\}^n$, and $Q$ is an upper triangular matrix, by introducing new variables $x_{i,j} = x_i x_j$.

Boolean quadric polytope arises in many fields of mathematics and physics. Sometimes it is called the correlation polytope, since its members can be interpreted as joint correlations of events in some probability space. Also within the quantum mechanics Boolean quadric polytope is connected with the representability problem for density matrices of order 2 that render physical properties of a system of particles [8]. Besides, $BQP(n)$ is in one-to-one correspondence via the
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covariance linear mapping with the well-known cut polytope $CUT(n+1)$ of the complete graph on $n+1$ vertices [6] (see also [3]).

In recent years, the Boolean quadric polytope has been under the close attention in connection with the problem of estimating the extension complexity [13]. An extension of the polytope $P$ is another polytope $Q$ such that $P$ is the image of $Q$ under a linear map. The number of facets of $Q$ is called the size of an extension. Extension complexity of $P$ is defined as the minimum size of all possible extensions. Fiorini et al. proved that the extension complexity of the Boolean quadric polytope is exponential [9] (see also [11]).

**Theorem 1.** The extension complexity of $BQP(n)$ and $CUT(n)$ is $2^{Ω(n)}$.

Since polytopes of many combinatorial optimization problems, including stable set, knapsack, 3-dimensional matching, and traveling salesman, contain a face that is an extension of $BQP$, those polytopes also have an exponential extension complexity. Thus, corresponding problems can not be solved effectively by linear programming, as any LP formulation will have an exponential number of inequalities.

If we exclude from the system (1)-(5) the constraints (5) that the variables are integral, the remaining system (1)-(4) describes the Boolean quadric relaxation polytope $BQP_{LP}(n)$. Corresponding cut polytope relaxation is known as the rooted semimetric polytope $RMET(n)$.

When we add the slack variables

$$x_{i,j}^{1,1} = x_{i,j}, \quad x_{i,i}^{2,2} = 1 - x_{i,i},$$

$$x_{i,j}^{1,2} = x_{j,j} - x_{i,j}, \quad x_{i,i}^{2,1} = x_{i,i} - x_{i,j},$$

$$x_{i,j}^{2,2} = 1 - x_{i,i} - x_{j,j} + x_{i,j},$$

$BQP_{LP}(n)$ can be written in the standard form

(6) $x_{i,j}^{1,1} + x_{i,j}^{1,2} + x_{i,j}^{2,1} + x_{i,j}^{2,2} = 1,$

(7) $x_{i,j}^{1,1} + x_{j,j}^{1,2} = x_{k,j}^{1,1} + x_{k,j}^{1,2},$

(8) $x_{i,j}^{1,1} + x_{i,j}^{2,1} = x_{i,j}^{1,1} + x_{i,j}^{2,1},$

(9) $x_{i,i}^{1,2} = x_{i,i}^{2,1} = 0,$

(10) $x_{i,j}^{1,1} \geq 0, \quad x_{i,j}^{1,2} \geq 0, \quad x_{i,j}^{2,1} \geq 0, \quad x_{i,j}^{2,2} \geq 0,$

where $1 \leq k \leq i \leq j \leq l \leq n$ [5].

Points of the $BQP_{LP}(n)$ polytope in the form (6)-(10) can be conveniently represented as a block upper triangular matrix (Table 1).

| $x_{i,i}$ | 0 | $x_{i,j}^{1,1}$ | $x_{i,j}^{1,2}$ | $x_{i,j}^{2,1}$ | $x_{i,j}^{2,2}$ |
|-----------|---|----------------|----------------|----------------|----------------|
| 0 | $x_{i,i}^{2,2}$ | $x_{i,j}^{2,1}$ | $x_{i,j}^{2,2}$ |               |               |
| $x_{i,j}$ | 0 | $x_{j,j}$ | 0 |               |               |
| $x_{j,j}$ | 0 | 0 | $x_{j,j}^{2,2}$ |               |               |

**Table 1.** Fragment of the $BQP_{LP}(n)$ block matrix.

The relaxation polytope $BQP_{LP}(n)$ and the Boolean quadric polytope $BQP(n)$ have the same integral vertices. Hence, the Boolean quadratic programming and max-cut are reduced to integer programming over $BQP_{LP}(n)$. 
Theorem 2. Integer programming over $BQP_{LP}(n)$ is NP-hard.

We consider a problem of integer recognition: for a given linear objective function $f(x)$ and a polytope $P$ determine whether $\max\{f(x) \mid x \in P\}$ is achieved at an integral vertex of $P$. It is similar to the integer feasibility problem and NP-complete in general case. In [3] integer recognition over $BQP_{LP}(n)$ was solved by linear programming over $BQP_{LP}(n)$ and the metric polytope $MET(n)$, obtained by augmenting the system (6)-(10) by the triangle inequalities that define the facets of $BQP(3)$ [16]:

$$x_{i,j} + x_{j,k} - x_{i,j} - x_{i,k} - x_{j,k} \leq 1,$$

$$-x_{i,j} + x_{i,j} + x_{i,k} - x_{j,k} \leq 0,$$

$$-x_{j,k} + x_{i,j} - x_{i,k} + x_{j,k} \leq 0,$$

$$-x_{j,k} - x_{i,j} + x_{i,k} + x_{j,k} \leq 0,$$

for all $i,j,k$, where $1 \leq i < j < k \leq n$.

Lemma 3. (see [5]) If for some linear objective function $f(x)$ we have

$$\max_{x \in BQP_{LP}(n)} f(x) = \max_{x \in MET(n)} f(x),$$

then the maximum is achieved at an integral vertex of $BQP_{LP}(n)$. Otherwise,

$$\max_{x \in BQP_{LP}(n)} f(x) > \max_{x \in MET(n)} f(x),$$

and the function $f(x)$ has a maximum value at the face containing only fractional vertices.

Hence, we have

Theorem 4. Integer recognition over $BQP_{LP}(n)$ is polynomially solvable.

Metric polytope $MET(n)$ itself is also important, since it is the most simple and natural relaxation of the $CUT(n)$ polytope, and has many practical applications, such as being a compact LP formulation for the max-cut problem on graphs not contractible to $K_5$ [2]. Integer recognition over metric polytope is examined in [4].

Note that integer programming and integer recognition problems over polytope $BQP_{LP}(n)$ differ greatly in their complexity.

For any polytope $P$, we call the collection of its vertices (0-faces) and its edges (1-faces) the 1-skeleton of $P$. Let $Q$ be a polytope that is contained in $P$. We say that $P$ has the Trubin-property (with respect to $Q$) if the 1-skeleton of $Q$ is a subset of the 1-skeleton of $P$ [16]. Polytope $P$ with this property is also called quasi-integral. If $P$ has the Trubin property, then all vertices of $Q$ are vertices of $P$ and those facets of $Q$ that define invalid inequalities for $P$ do not create any new adjacencies among the vertices of $Q$.

Theorem 5. (see [16]) The diameter of $BQP(n)$ equals 1. Both relaxations $BQP_{LP}(n)$ and $MET(n)$ have the Trubin-property with respect to $BQP(n)$.

As for fractional vertices the properties of $BQP_{LP}(n)$ and $MET(n)$ are completely different.

Theorem 6. (see [16]) Every vertex of $BQP_{LP}(n)$ is $\{0, \frac{1}{2}, 1\}$ valued.

Theorem 7. (see [12]) There are vertices of $MET(n)$ that take values $\frac{a}{n+1}$ for $a = 1, 2, \ldots, n$.

Thus, the denominators of the $MET(n)$ vertices can take any integral values, unlike the vertices of $BQP_{LP}(n)$.

The results of this paper were first presented at the 9th International Conference “Discrete Optimization and Operations Research”, Vladivostok, Russia, 2016. [15].
2. 3-SAT RELAXATION POLYTOPE

We consider a more general polytope $SATP(m, n) \subset \mathbb{R}^{6mn}$ (see [5]), obtained as the convex hull of all integral solutions of the system

\begin{align*}
\sum_{k,l} x_{i,j}^{k,l} &= 1, \\
x_{i,j}^{1,1} + x_{i,j}^{2,1} + x_{i,j}^{3,1} &= x_{i,t}^{1,1} + x_{i,t}^{2,1} + x_{i,t}^{3,1}, \\
x_{i,j}^{k,1} + x_{i,j}^{k,2} &= x_{s,j}^{k,1} + x_{s,j}^{k,2}, \\
x_{i,j}^{k,l} &\geq 0,
\end{align*}

where $k = 1, 2, 3; l = 1, 2; i, s = 1, \ldots m; j, t = 1, \ldots n$.

Inequalities (11)-(14) without the integrality constraint define LP relaxation $SATP_{LP}(m, n)$. Points that satisfy the system can be conveniently represented as a block matrix (Table 2).

| $x_{i,j}^{1,1}$ | $x_{i,j}^{1,2}$ | $x_{i,t}^{1,1}$ | $x_{i,t}^{1,2}$ |
|----------------|----------------|----------------|----------------|
| $x_{i,j}^{2,1}$ | $x_{i,j}^{2,2}$ | $x_{i,t}^{2,1}$ | $x_{i,t}^{2,2}$ |
| $x_{i,j}^{3,1}$ | $x_{i,j}^{3,2}$ | $x_{i,t}^{3,1}$ | $x_{i,t}^{3,2}$ |
| $x_{s,j}^{1,1}$ | $x_{s,j}^{1,2}$ | $x_{s,t}^{1,1}$ | $x_{s,t}^{1,2}$ |
| $x_{s,j}^{2,1}$ | $x_{s,j}^{2,2}$ | $x_{s,t}^{2,1}$ | $x_{s,t}^{2,2}$ |
| $x_{s,j}^{3,1}$ | $x_{s,j}^{3,2}$ | $x_{s,t}^{3,1}$ | $x_{s,t}^{3,2}$ |

Table 2. Fragment of the $SATP_{LP}(m, n)$ block matrix

If we consider a face of the $SATP(n, n)$ polytope, constructed as follows:

$$
\forall i, j : x_{i,j}^{3,1} = x_{i,j}^{3,2} = 0,
\forall i : x_{i,i}^{1,2} = x_{i,i}^{2,1} = 0,
$$

and discard all the coordinates for $i < j$ (orthogonal projection), then we get the polytope $BQP(n)$. As a result, we have

**Theorem 8.** The extension complexity of the polytope $SATP(m, n)$ is $2^{\Omega(\min\{m, n\})}$.

In [5] by reduction from 3-SAT it was shown that

**Theorem 9.** Integer recognition over $SATP_{LP}(m, n)$ is NP-complete.

We prove that the polytope $SATP_{LP}(m, n)$ can be seen as a LP relaxation of various special instances of 3-SAT problem as well.
Lemma 10. Let $z$ be the vertex of the SATP$(m, n)$ polytope, then its coordinates are determined by the vectors $\text{row}(z) \in \{0, 1\}^m$ and $\text{col}(z) \in \{0, 1, 2\}^n$ by the following formulas:

\begin{align*}
(15) & \quad x_{i,j}^{1,1} = \frac{1}{2}(1 - \text{row}_i(z))(2 - \text{col}_j(z))(1 - \text{col}_j(z)), \\
(16) & \quad x_{i,j}^{1,2} = \frac{1}{2}\text{row}_i(z)(2 - \text{col}_j(z))(1 - \text{col}_j(z)), \\
(17) & \quad x_{i,j}^{2,1} = (1 - \text{row}_i(z))\text{col}_j(z)(2 - \text{col}_j(z)), \\
(18) & \quad x_{i,j}^{2,2} = \text{row}_i(z)\text{col}_j(z)(2 - \text{col}_j(z)), \\
(19) & \quad x_{i,j}^{3,1} = \frac{1}{2}(1 - \text{row}_i(z))\text{col}_j(z)(1 - \text{col}_j(z)), \\
(20) & \quad x_{i,j}^{3,2} = \frac{1}{2}\text{row}_i(z)\text{col}_j(z)(1 - \text{col}_j(z)).
\end{align*}

Proof. From the constraints (11)-(14) it follows that the vertices of the polytope SATP$(m, n)$ are zero-one points with exactly one unit per block. For any vertex $z$ of SATP$(m, n)$ we define $\text{row}(z) \in \{0, 1\}^m$ and $\text{col}(z) \in \{0, 1, 2\}^n$ vectors by the following rules:

\begin{align*}
\text{row}_i(z) &= \begin{cases} 
0, & \text{if } x_{i,1}^{1,1} + x_{i,1}^{2,1} + x_{i,1}^{3,1} = 1, \\
1, & \text{otherwise}.
\end{cases} \\
\text{col}_j(z) &= \begin{cases} 
0, & \text{if } x_{1,j}^{1,1} + x_{1,j}^{1,2} = 1, \\
1, & \text{if } x_{1,j}^{2,1} + x_{1,j}^{2,2} = 1, \\
2, & \text{otherwise}.
\end{cases}
\end{align*}

All the vertex coordinates are uniquely determined by the first row and first column of blocks from the system (11)-(13). Equations (15)-(20) correspond to them for zero-one points. Thus, the polytope SATP$(m, n)$ has exactly $2^m3^n$ vertices. \qed

We consider a classical MAX-3SAT problem: given a set $U = \{u_1, \ldots, u_m\}$ of variables and a collection $C = \{c_1, \ldots, c_n\}$ of 3-literal clauses over $U$, find a truth assignment that satisfies the largest number of clauses.

With each instance of the problem we associate an objective vector $v \in \mathbb{R}^{6mn}$:

- if a clause $c_j$ has a literal $u_i$ at the place $k$, then $v_{i,j}^{k,1} = 1$,
- if a clause $c_j$ has a literal $\overline{u}_i$ at the place $k$, then $v_{i,j}^{k,2} = 1$,
- all the remaining coordinates of the vector $v$ equal to 0.

An example of an objective vector $v$ for a formula

\begin{equation}
(x \lor y \lor \overline{z}) \land (\overline{z} \lor z \lor t) \land (\overline{y} \lor z \lor \overline{t})
\end{equation}

is shown in Table 3(a).

With each truth assignment $u$ we associate a subset $Z(u)$ of SATP$(m, n)$ integral vertices, such that

\begin{equation}
\forall z \in Z(u): \text{row}_i(z) = 1 - u_i,
\end{equation}

and $\text{col}_j(z)$ can take any values.

Now we consider a linear objective function $f_v(x) = \langle v, x \rangle$.

Theorem 11. Maximum of the objective function $f_v(x)$ over SATP$(m, n)$ equals to the largest possible number of clauses that can be satisfied for MAX-3SAT problem.
Proof. Let $v_j$ be the $j$-th column of blocks of the vector $v$. By definition of vector $v$ for any column $v_j$ and for any integral vertex $z \in SATP(m, n)$ we have
\[
\langle v_j, z_j \rangle \leq 1,
\]
where $z_j$ is the $j$-th column of blocks of the vertex $z$.

It suffices to verify that if for some integral vertex $z \in SATP(m, n)$:
\[
\langle v_j, z_j \rangle = 1,
\]
then the clause $c_j$ has at least one true literal on the corresponding truth assignment.

Now suppose that there exists a truth assignment $u$ that satisfy the clause $c_j$. Let $k$ be the position of a true literal in the clause $c_j$, then for any integral vertex $z \in Z(u)$, such that
\[
\text{col}_j(z) = k - 1,
\]
the equality (22) holds. □

A truth assignment can be reconstructed from the integral vertex $z$ that maximizes the objective function $f_v(x)$. Thus, MAX-3SAT is transformed to the integer programming over $SATP_{LP}(m, n)$ polytope. Similarly, we can consider weighted MAX-3SAT by multiplying the $j$-th column of the objective vector $v$ by the weight of the clause $c_j$.

For the different variants of 3-SAT we can slightly modify the objective function. For example, we consider one-in-three 3-satisfiability or exactly-1 3-satisfiability (X3SAT): given a set $U = \{u_1, \ldots, u_m\}$ of variables and a collection $C = \{c_1, \ldots, c_n\}$ of 3-literal clauses over $U$, the problem is to determine whether there exists a truth assignment to the variables so that each clause has exactly one true literal [17].

With each instance of the problem we associate an objective vector $w \in \mathbb{R}^{6mn}$:

- if a clause $c_j$ has a literal $u_i$ at the place $k$, then
  \[
  \forall s \in \{1, 2, 3\} \setminus k : \ w_{i,j}^{k,1} = w_{i,j}^{s,2} = 1,
  \]
- if a clause $c_j$ has a literal $\overline{u}_i$ at the place $k$, then
  \[
  \forall s \in \{1, 2, 3\} \setminus k : \ w_{i,j}^{k,2} = w_{i,j}^{s,1} = 1,
  \]
- all the remaining coordinates of the vector $w$ equal to 0.
An example of an objective vector $w$ for the formula (21) is shown in Table 3 (b).

We consider a linear objective function $f_w(x) = \langle w, x \rangle$.

**Theorem 12.** There exists a truth assignment for X3SAT problem with exactly one true literal per clause if and only if

$$\max_{x \in SATP_{LP}(m,n)} f_w(x) = \max_{z \in SATP(m,n)} f_w(z) = 3n.$$ 

**Proof.** By definition of vector $w$ for any column of blocks $j$ and for any point $x \in SATP_{LP}(m,n)$ we have

$$\langle w_j, x_j \rangle \leq 3.$$ 

Thus, if $f_w(x) = 3n$, then $f_w(x_j) = 3$.

It suffices to verify that if for some integral vertex $z \in SATP(m,n)$:

$$(23) \quad \langle w_j, z_j \rangle = 3,$$ 

then the clause $c_j$ has exactly one true literal on the corresponding truth assignment.

Now suppose that there exists a satisfying truth assignment $u$ for X3SAT problem. Let the clause $c_j$ have a true literal at the position $k$, then for any integral vertex $z \in Z(u)$, such that

$$\text{col}_j(z) = k - 1,$$ 

the equality (23) holds. \qed

Thus, X3SAT problem is transformed to the integer recognition over polytope $SATP_{LP}(m,n)$. Another popular variant of 3-SAT problem is Not-All-Equal 3-SAT (NAE-3SAT): given a set $U = \{u_1, \ldots, u_m\}$ of variables and a collection $C = \{c_1, \ldots, c_n\}$ of 3-literal clauses over $U$, the problem is to determine whether there exists a truth assignment so that each clause has at least one true literal and at least one false literal [17].

With each instance of the problem we associate an objective vector $y \in \mathbb{R}^{6mn}$:

- if a clause $c_j$ has a literal $u_i$ at the place $k$, then
  
  $$y_{i,j}^{k,1} = y_{i,j}^{(k+1) \mod 3,2} = y_{i,j}^{(k+2) \mod 3,1} = y_{i,j}^{(k+2) \mod 3,2} = 1,$$

- if a clause $c_j$ has a literal $\overline{u}_i$ at the place $k$, then
  
  $$y_{i,j}^{k,2} = y_{i,j}^{(k+1) \mod 3,1} = y_{i,j}^{(k+2) \mod 3,1} = y_{i,j}^{(k+2) \mod 3,2} = 1,$$

- all the remaining coordinates of the vector $y$ are equal to 0.

An example of an objective vector $y$ for the formula (21) is shown in Table 3 (c).

We consider a linear objective function $f_y(x) = \langle y, x \rangle$.

**Theorem 13.** There exists a truth assignment for NAE-3SAT problem with at least one true literal and at least one false literal per clause if and only if

$$\max_{x \in SATP_{LP}(m,n)} f_y(x) = \max_{z \in SATP(m,n)} f_y(z) = 3n.$$ 

**Proof.** The same as for X3SAT, it is just sufficient to replace vector $w$ with $y$. \qed
3. SATP 1-skeleton

We will use the vectors \( \text{row}(z) \) and \( \text{col}(z) \) to establish the properties of SATP \((m, n)\) 1-skeleton.

**Theorem 14.** Two vertices \( u \) and \( v \) of the SATP \((m, n)\) polytope are adjacent if and only if one of the following conditions is true:

- \( \text{row}(u) \neq \text{row}(v) \) and \( \text{col}(u) \neq \text{col}(v) \);
- \( \exists i: \text{row}_i(u) \neq \text{row}_i(v) \) and \( \text{col}(u) = \text{col}(v) \);
- \( \exists j: \text{col}_j(u) \neq \text{col}_j(v) \) and \( \text{row}(u) = \text{row}(v) \).

**Proof.** If the vertices \( u \) and \( v \) are not adjacent, then their convex hull intersects the convex hull of all the remaining vertices, and we have

\[
\alpha u + (1 - \alpha)v = \sum \lambda(w)w
\]

for some \( \alpha, \lambda(w) \geq 0 \), where \( \sum \lambda(w) = 1 \) and \( w \) is an integral vertex of SATP \((m, n)\) other than \( u \) and \( v \).

We consider some vertex \( w \) in equation (24) with a positive \( \lambda(w) \). Since \( u, v \) and \( w \) are zero-one points, equation implies the inequality

\[
w \leq u + v.
\]

Let the \( \text{row} \) and \( \text{col} \) vectors of \( u \) and \( v \) do not coincide. Since the vertices \( u, v \) and \( w \) are different, we have \( \text{row}(w) \neq \text{row}(u) \) or \( \text{row}(w) \neq \text{row}(v) \), and \( \text{col}(w) \neq \text{col}(u) \) or \( \text{col}(w) \neq \text{col}(v) \). Without loss of generality, we assume that

\[
\exists i: \text{row}_i(w) = 0 \neq \text{row}_i(u),
\]

\[
\exists j: \text{col}_j(w) = 0 \neq \text{col}_j(v).
\]

Consequently, we have

\[
x_{i,j}^{1,1}(w) = \frac{1}{2}(1 - \text{row}_i(w))(2 - \text{col}_j(w))(1 - \text{col}_j(w)) = 1,
\]

\[
x_{i,j}^{1,1}(u) + x_{i,j}^{1,1}(w) = \frac{1}{2}(1 - \text{row}_i(u))(2 - \text{col}_j(u))(1 - \text{col}_j(v)) +
\]

\[+ \frac{1}{2}(1 - \text{row}_i(v))(2 - \text{col}_j(v))(1 - \text{col}_j(v)) = 0.
\]

Thus, the inequality (25) is not satisfied and the vertices \( u \) and \( v \) are adjacent. The remaining cases are treated similarly.

Let \( \text{col}(u) \) and \( \text{col}(v) \) be equal. We suppose that

\[
\exists i, j: \text{row}_i(u) \neq \text{row}_i(v) \) and \( \text{row}_j(u) \neq \text{row}_j(v).
\]

We consider two vertices \( w_u \) and \( w_v \), constructed as follows:

\[
\text{col}(w_u) = \text{col}(w_v) = \text{col}(u) = \text{col}(v),
\]

\[
\forall k(k \neq i): \text{row}_k(w_u) = \text{row}_k(u), \text{row}_k(w_v) = \text{row}_k(v),
\]

\[
\text{row}_i(w_u) = \text{row}_i(v), \text{row}_i(w_v) = \text{row}_i(u).
\]

Vertices \( w_u \) and \( w_v \) are different from \( u \) and \( v \), and we have

\[
w_u + w_v = u + v,
\]

thus, \( u \) and \( v \) are not adjacent.
Finally, if the vectors \( \text{row}(u) \) and \( \text{row}(v) \) differ only in one coordinate, then there are no vertices \( w \) other than \( u \) and \( v \) that satisfy the inequality (25). Consequently, in this case \( u \) and \( v \) are adjacent as well.

The situation with the vectors \( \text{row}(u) \) and \( \text{row}(v) \) being equal should be treated in a similar way.

Thus, 1-skeleton of \( SATP(m, n) \) is not a complete graph, unlike \( BQP(n) \). Still, this graph is very dense.

**Corollary 15.** The diameter of \( SATP(m, n) \) 1-skeleton equals 2. The clique number of \( SATP(m, n) \) 1-skeleton is superpolynomial in dimension and bounded from below by \( 2^{\min\{m,n\}} \).

**Proof.** Let the vertices \( u \) and \( v \) of \( SATP(m, n) \) polytope be not adjacent. We consider a vertex \( w \), constructed as follows:

\[
\text{row}(w) \neq \text{row}(u), \quad \text{row}(w) \neq \text{row}(v),
\]

\[
\text{col}(w) \neq \text{col}(u), \quad \text{col}(w) \neq \text{col}(v).
\]

By the assumption of Theorem 14 we have \( w \) being adjacent both to \( u \) and \( v \). Thus, the diameter of \( SATP(m, n) \) equals 2. It is impossible to construct the non-adjacent points only if \( m = n = 1 \). In this case all 6 vertices are pairwise adjacent.

In order to prove a superpolynomial lower bound for the clique number we consider a vertex set \( W \), such that \( \forall w \in W \) we have

\[
\forall k(\min\{m,n\}) : \text{row}_k(w) = \text{col}_k(w).
\]

All the remaining coordinates of \( \text{row} \) and \( \text{col} \) vectors are assumed to be zero. By Theorem 14 each pair of vertices in \( W \) is pairwise adjacent, since their \( \text{row} \) and \( \text{col} \) vectors do not coincide, and there are exactly \( 2^{\min\{m,n\}} \) of such vertices.

In the last theorem of this section we will show that the properties of \( SATP(m, n) \) 1-skeleton can be transferred to its LP relaxation \( SATP_{LP}(m, n) \).

**Theorem 16.** \( SATP_{LP}(m, n) \) has the Trubin-property with respect to \( SATP(m, n) \).

**Proof.** Trubin [18] (see also [19]) showed that the relaxation set partitioning polytope

\[
Ax = e, \quad x \geq 0,
\]

where \( A \) is a zero-one matrix, and \( e \) is an all unit column, is quasi-integral. \( SATP_{LP}(m, n) \) can be considered as a special case of the relaxation set partitioning polytope. Constraints (11) and (14) already satisfy (26), while the constraints (12) - (13) can easily be rewritten in the required form:

\[
\begin{align*}
\begin{cases}
 x_{i,j} + x_{1,j} + x_{3,j} = x_{i,l} + x_{1,l} + x_{3,l}, \\
 x_{i,j} + x_{2,j} + x_{3,j} + x_{2,j} + x_{3,j} = 1,
\end{cases}
\end{align*}
\]

\[
\Rightarrow
\begin{align*}
\begin{cases}
 x_{i,j} + x_{1,j} + x_{3,j} = x_{i,l} + x_{1,l} + x_{3,l} = 1, \\
 x_{i,j} + x_{1,j} + x_{3,j} + x_{2,j} + x_{3,j} = 1
\end{cases}
\end{align*}
\]

Thus, 1-skeleton of \( SATP(m, n) \) is a subset of 1-skeleton of \( SATP_{LP}(m, n) \).
4. Fractional vertices

Now we consider the polytope $SATP_{LP}(m, n)$. It preserves all integral vertices of $SATP(m, n)$, together with their adjacency relationships, but as LP relaxation has its own fractional vertices. In this section, we will see that their properties are much closer to the metric polytope $MET(n)$ than to $BQP_{LP}(n)$.

Fractional vertices of $BQP_{LP}(n)$ are quite simple with values only from the set $\{0, \frac{1}{2}, 1\}$. Thereby, they can be completely cut off by triangle inequality constraints of the metric polytope $MET(n)$. Integer recognition over $BQP_{LP}(n)$ is polynomially solvable based on this fact (Lemma 3 and Theorem 4 [5]).

Fractional vertices of the metric polytope $MET(n)$ have a much more complicated nature. Their denominators can take any integral values (Theorem 7 [12]) and grow exponentially [14]. It is not known if it is possible to cut them off by a polynomial number of additional linear constraints [4]. Furthermore, characteristics of $MET(n)$ fractional vertices were also considered in [1, 7, 10].

Unfortunately, properties of $SATP_{LP}(m, n)$ fractional vertices are closer to $MET(n)$, as their denominators can take any integral values as well.

Theorem 17. The relaxation polytope $SATP_{LP}(n, n)$ has fractional vertices with denominators equal $n + 1$ for all $n \geq 4$.

Proof. A vertex of $SATP_{LP}(m, n)$ polytope is a unique solution of the system (11)-(14) with some of inequalities (14) turned into equations. We construct a required vertex in a few steps. The basis is the first four blocks as shown in Table 4.

|   | 1,1 | 1,2 |
|---|-----|-----|
| 1,1 | x_{1,1} | 0 |
| 2,1 | 0 | x_{1,2} |
| 2,1 | x_{2,1} | x_{1,2} |
| 2,2 | x_{2,2} | 0 |
| 3,2 | x_{3,2} | 0 |

Table 4. First four blocks of the fractional vertex

We can use the constraints (12)-(13) to establish the relationship between the coordinates:

$$x_{1,2} = x_{1,1} = x_{2,2} = x_{2,1} = x_{3,2} = x_{3,1}.$$

Hence, for all blocks in the second column

$$x_{i,1} + x_{i,2} = x_{i,1} + x_{i,2}.$$

Here, we describe the key steps of the construction. For all $j$ ($1 \leq j \leq n - 1$) blocks $j, j$ and $j, j + 1$ have the form as shown in Table 5. Thus, for all $i, j$ we have

$$x_{i,j} = x_{i,j+1} + x_{i,j+1}.$$

For all $k$ ($2 \leq k \leq \lfloor \frac{n}{2} \rfloor$) there are blocks in the rows $2k - 1$ and $2k$ as shown in Table 6. If $2k > n$, the last row and column can be omitted.

Here, we obtain

$$x_{i,2k-1} + x_{i,2k-1} = x_{i,2k} + x_{i,2k} = x_{i,k} + x_{i,k} + x_{i,k} + x_{i,k}.$$
SOME CHARACTERISTICS OF THE SIMPLE BOOLEAN QUADRIC POLYTOPE EXTENSION

Table 5. Blocks $j, j$ and $j, j + 1$ of the fractional vertex.

| $x_{2k-1,k}$ | 0 | $x_{2k-1,2k-1}$ | 0 | - | - |
|----------------|---|-----------------|---|---|---|
| 0 | $x_{2k-1,k}$ | $x_{2k-1,2k-1}$ | 0 | - | - |
| 0 | $x_{2k-1,k}$ | $x_{2k-1,2k-1}$ | 0 | - | - |
| $x_{2k-1,k}$ | 0 | - | - | $x_{2k,2k}$ | 0 |
| 0 | $x_{2k,k}$ | - | - | $x_{2k,2k}$ | 0 |
| 0 | $x_{2k,k}$ | - | - | 0 | $x_{2k,2k}$ |

Table 6. Fragment of $2k - 1$ and $2k$ rows of blocks of the fractional vertex

Table 7. Last two rows of blocks of the fractional vertex

for all blocks in these columns.

The last part of construction describes the blocks in the rows $n - 1$ and $n$, as shown in Table 7.

Hence, for blocks in the first and last columns we have

$$x_{i,1}^{1,1} + x_{i,1}^{1,2} = x_{i,n}^{2,1} + x_{i,n}^{2,2},$$

(29)

$$x_{i,1}^{2,1} + x_{i,1}^{2,2} = x_{i,n}^{3,1} + x_{i,n}^{3,2},$$

(30)

It is possible to make last two rows different from the first two rows since $n ≥ 4$.

We call all of the remaining blocks that were not described in the preceding steps as filler blocks. They are different for the blocks above and below the main diagonal and have the form as shown in Table 8.

Now we will show that the system (11)-(14) with such zero variables, described above, has a unique solution. Let $n$ be odd and equal $2q + 1$. We denote $x_{1,1}^{3,2}$ simply as $x$. Thereby, for all $i$
Table 8. Form of the filler blocks of the fractional vertex above the main diagonal (A) and beyond the main diagonal (B)

\[
\begin{array}{c|c|c|c}
\hline
\text{(A)} & \text{(B)} \\
\hline
x_{i,j}^1 & 0 & x_{i,j}^1 \\
x_{i,j}^2 & 0 & x_{i,j}^2 \\
x_{i,j}^3 & x_{i,j}^3 & 0 \\
\hline
\end{array}
\]

by equations (27)-(28) and induction we get

\[
x_{i,2} + x_{i,2} = x,
\]

\[
x_{i,3} + x_{i,3} = x,
\]

\[
x_{i,3} + x_{i,3} = 2x,
\]

\[
\ldots
\]

\[
x_{i,2q} + x_{i,2q} = qx,
\]

\[
x_{i,2q} + x_{i,2q} = qx,
\]

\[
x_{i,2q+1} + x_{i,2q+1} = qx,
\]

\[
x_{i,2q+1} + x_{i,2q+1} = (q + 1)x.
\]

First and last columns are connected by equations (29)-(30), therefore

\[
x_{1,1}^1 + x_{1,1}^1 = qx,
\]

\[
x_{1,1}^2 + x_{1,1}^2 = (q + 1)x,
\]

\[
x_{1,1}^3 + x_{1,1}^3 = x.
\]

Since the sum of the coordinates inside a single block is equal to one, we have

\[
qx + (q + 1)x + x = 1,
\]

and

\[
x = \frac{1}{2q + 2} = \frac{1}{n + 1}.
\]

All coordinates of the constructed point are either already directly expressed in terms of \(x\), or can be found using the equations (11)-(13). Thus, it is a unique solution of the system (11)-(14) and a vertex of the polytope \(SAT_{LP}(n,n)\) with a denominator \(n + 1\).

Case of \(n\) equal 2q is considered similarly, the only difference will be that

\[
x_{1,1}^1 + x_{1,1}^1 = x_{i,2q} + x_{i,2q} = qx,
\]

\[
x_{1,1}^2 + x_{1,1}^2 = x_{i,2q} + x_{i,2q} = qx.
\]

It remains to verify only that the coordinates of the filler blocks from the Table 8 satisfy the system (11)-(14). We consider the filler blocks above the main diagonal \((i < j)\). Using equations
we can establish that

\[
x_{i,j}^{2,1} = \left\lfloor \frac{j}{2} \right\rfloor x,
\]
\[
x_{i,j}^{3,2} = \left\lfloor \frac{i+1}{2} \right\rfloor x,
\]
\[
x_{i,j}^{3,1} = \left\lfloor \frac{j+1}{2} \right\rfloor x - \left\lfloor \frac{i+1}{2} \right\rfloor x,
\]
\[
x_{i,j}^{1,1} = 1 - \left\lfloor \frac{j}{2} \right\rfloor x - \left\lfloor \frac{j+1}{2} \right\rfloor x.
\]

Hence, only the inequalities \(x_{i,j}^{3,1} \geq 0\) and \(x_{i,j}^{1,1} \geq 0\) can be violated. For all \(i < j\) we have

\[
\left\lfloor \frac{j+1}{2} \right\rfloor \geq \left\lfloor \frac{i+1}{2} \right\rfloor.
\]

Therefore, \(x_{i,j}^{3,1} \geq 0\). And, since \(j \leq n\), we have

\[
\left\lfloor \frac{j}{2} \right\rfloor + \left\lfloor \frac{j+1}{2} \right\rfloor < n + 1.
\]

Thus, by (31), \(x_{i,j}^{1,1} \geq 0\) is satisfied as well.

Now we consider the filler blocks below the main diagonal \((i > j)\):

\[
x_{i,j}^{2,1} = \left\lfloor \frac{j}{2} \right\rfloor x,
\]
\[
x_{i,j}^{3,2} = \left\lfloor \frac{j+1}{2} \right\rfloor x,
\]
\[
x_{i,j}^{3,1} = \left\lfloor \frac{i+1}{2} \right\rfloor x - \left\lfloor \frac{j+1}{2} \right\rfloor x,
\]
\[
x_{i,j}^{1,1} = 1 - \left\lfloor \frac{i+1}{2} \right\rfloor x - \left\lfloor \frac{j}{2} \right\rfloor x.
\]

Again, for all \(i > j\) we have

\[
\left\lfloor \frac{i+1}{2} \right\rfloor \geq \left\lfloor \frac{j+1}{2} \right\rfloor,
\]

and the inequality \(x_{i,j}^{1,2} \geq 0\) is satisfied. And, since \(i, j \leq n\):

\[
\left\lfloor \frac{j}{2} \right\rfloor + \left\lfloor \frac{i+1}{2} \right\rfloor < n + 1.
\]

Thus, \(x_{i,j}^{1,1} \geq 0\) holds as well.

The constructed system is obtained from \(11)\)-(14) by turning some of inequalities into equations, and it has a unique solution, therefore it defines the fractional vertex of the \(SATP_{LP}(n, n)\) polytope with denominator \(n + 1\).

\[\square\]

An example of a fractional vertex for \(n = 6\) is shown in Table 9.

The construction described in Theorem 17 is not working for \(n < 4\). However, relaxation polytope \(SATP_{LP}(m, n)\) has fractional vertices with denominators 2, 3 and 4 as well. Some examples are provided in Table 10. It may be noted that Theorem 17 holds for \(n = 3\), but not for \(n = 1\) and \(n = 2\). Polytope \(SATP_{LP}(1, 1)\) coincide with \(SATP(1, 1)\) and has only 6 integral
vertices. Polytope \( SATP_{LP}(2,2) \) has 72 fractional vertices that can be computed. All of them have denominators equal to 2 \[20\].

5. INTEGER RECOGNITION

In this section we consider the problem of integer recognition. It is known that this problem is NP-complete over entire \( SATP_{LP}(m, n) \) polytope (Theorem \[9\]), but polynomially solvable over its face \( BQP(n) \) (Theorem \[4\]). However, for some objective functions, other than those specified above in Section \[2\], integer recognition over \( SATP_{LP}(m, n) \) can be solved efficiently.

We consider a vector \( c \in \mathbb{R}^{6mn} \), such that

\[
\forall j \in \mathbb{N}_n, \exists a, b \in \{1, 2, 3\} \ (a \neq b), \forall i \in \mathbb{N}_m : \\
c_{i,j}^a + c_{i,j}^b = c_{i,j}^2 + c_{i,j}^1,
\]

and a corresponding linear objective function \( f_c(x) = \langle c, x \rangle \).

**Theorem 18.** For objective functions of the form \( f_c(x) \) the problem of integer recognition over \( SATP_{LP}(m, n) \) polytope is polynomially solvable.

**Proof.** Without loss of generality, we assume that the vector \( c \) has the form:

\[
\forall i, j : c_{i,j}^2 + c_{i,j}^3 = c_{i,j}^1 + c_{i,j}^3.
\]

For any other choices of restrictions on vector \( c \) following proof can be modified by just renaming the coordinates.

To make room for superscripts we introduce a new notation for the coordinates of the polytope:

\[
\begin{align*}
x_{i,j}^{1,1} &= x_{i,j}, & x_{i,j}^{1,2} &= y_{i,j}, & x_{i,j}^{2,1} &= z_{i,j}, \\
x_{i,j}^{2,2} &= t_{i,j}, & x_{i,j}^{3,1} &= u_{i,j}, & x_{i,j}^{3,2} &= v_{i,j}.
\end{align*}
\]

We construct a new polytope \( SATP^2_{LP}(m, n) \), satisfying the system \((11)-(14)\) and the additional constraints

\[
\begin{align*}
y_{i,j} + z_{i,j} + u_{i,j} + x_{i,l} + t_{i,l} + v_{i,l} + x_{k,j} + t_{k,j} + v_{k,l} + x_{k,l} + t_{k,l} + v_{k,l} &\leq 3, \\
y_{i,j} + z_{i,j} + u_{i,j} + x_{i,l} + t_{i,l} + v_{i,l} + x_{k,j} + t_{k,j} + v_{k,l} + x_{k,l} + z_{k,l} + u_{k,l} &\leq 3,
\end{align*}
\]

for all \( i, k \in \mathbb{N}_m \) \((i \neq k)\) and \( j, l \in \mathbb{N}_n \) \((j \neq l)\).

All integral vertices of \( SATP(m, n) \) (Lemma \[10\]) satisfy the inequalities \((34)-(35)\), therefore \( SATP^2_{LP}(m, n) \) is another LP relaxation of \( SATP(m, n) \) polytope.

Note that the total number of additional constraints \((34)-(35)\) is polynomially bounded above by \( O(m^2n^2) \).

Let \( w \) be the point that maximize the function \( f_c(x) \) over \( SATP^2_{LP}(m, n) \). We claim that there exists a point \( w^* \in SATP^2_{LP}(m, n) \) with \( f_c(w) = f_c(w^*) \) and \( \forall i, j : x_{i,j}^{w^*} > 0 \), up to renaming the coordinates. We construct \( w^* \) from \( w \) in a few steps.

1. If there exists some \( i \) that

\[
x_{i,j}^w + z_{i,j}^w + u_{i,j}^w = 0,
\]

then we change the columns in all blocks of the \( i \)-th row (Table \[11\]).

Due to the symmetry of the system \((11)-(14),(34),(35)\) and the constraints \((33)\), the new point belongs to the polytope \( SATP^2_{LP}(m, n) \) and has the same value of the objective function. In fact, we simply rename some coordinates. Thus, we can now consider \( w^* \) simply as \( w \) and continue the procedure.
### Table 9. Fractional vertex of the polytope $\text{SATP}_{LP}(6,6)$

|       | $\frac{3}{7}$ | $\frac{5}{7}$ | $\frac{0}{7}$ | $\frac{1}{7}$ | $\frac{0}{7}$ | $\frac{2}{7}$ | $\frac{0}{7}$ | $\frac{1}{7}$ | $\frac{0}{7}$ |
|-------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| $\frac{3}{7}$ | $\frac{0}{7}$ | $\frac{0}{7}$ | $\frac{1}{7}$ | $\frac{1}{7}$ | $\frac{0}{7}$ | $\frac{2}{7}$ | $\frac{0}{7}$ | $\frac{3}{7}$ | $\frac{0}{7}$ |
| $\frac{0}{7}$ | $\frac{1}{7}$ | $\frac{1}{7}$ | $\frac{0}{7}$ | $\frac{1}{7}$ | $\frac{1}{7}$ | $\frac{2}{7}$ | $\frac{1}{7}$ | $\frac{2}{7}$ | $\frac{1}{7}$ |

### Table 10. Fractional vertices with denominators 2, 3 and 4

|       | $\frac{1}{2}$ | $\frac{0}{2}$ | $\frac{1}{2}$ | $\frac{0}{2}$ | $\frac{1}{2}$ | $\frac{0}{2}$ |
|-------|----------------|----------------|----------------|----------------|----------------|----------------|
| $\frac{1}{2}$ | $\frac{0}{2}$ | $\frac{1}{2}$ | $\frac{0}{2}$ | $\frac{1}{2}$ | $\frac{0}{2}$ | $\frac{1}{2}$ |
| $\frac{0}{2}$ | $\frac{0}{2}$ | $\frac{0}{2}$ | $\frac{1}{2}$ | $\frac{0}{2}$ | $\frac{0}{2}$ | $\frac{1}{2}$ |
| $\frac{1}{2}$ | $\frac{0}{2}$ | $\frac{1}{2}$ | $\frac{0}{2}$ | $\frac{1}{2}$ | $\frac{0}{2}$ | $\frac{1}{2}$ |

Table 10. Fractional vertices with denominators 2, 3 and 4
(2) If there exists some \( j \) that
\[
z_{i,j}^w + t_{i,j}^w = 0 \quad \text{and} \quad u_{i,j}^w + v_{i,j}^w > 0,
\]
then we change the second and third rows in all blocks of the \( j \)-th column as at Step [4] (Table [12]). Again, point \( w^* \) belongs to \( SATP_{LP}^2(m,n) \) and has the same value of the objective function.

(3) There exists some \( j \) that \( x_{i,j} + y_{i,j} = 0 \). As a result of Steps [1] and [2] we have
\[
\forall i : \quad z_{i,j}^w + t_{i,j}^w > 0, \quad z_{i,j}^w + u_{i,j}^w > 0.
\]
Hence, if for some \( i : \quad z_{i,j}^w = 0 \), then \( t_{i,j}^w > 0 \) and \( u_{i,j}^w > 0 \). We construct the point \( w^* \) as it is shown in Table [13]. Since the coordinates \( t_{i,j}^w \) and \( u_{i,j}^w \) are nonnegative and \( v_{i,j}^w < 1 \), we can choose a sufficiently small value of \( \epsilon \) that \( w^* \) satisfy the system (11)-(14), (34), (35). We estimate the value of the objective function
\[
\begin{align*}
f_c(w^*) &= f_c(w) + \epsilon c^2_{i,j} - c^3_{i,j}, \\
f_c(w^*) &= f_c(w) + \epsilon c^2_{i,j} - c^3_{i,j}.
\end{align*}
\]
by equation (33). Thus, we can assume that \( z_{i,j}^w > 0 \).
We change the rows in all blocks of the \( j \)-th column as it’s shown in Table [14].

Now in the \( j \)-th column we have \( x_{i,j}^w > 0 \) for all \( i \). Without loss of generality, we assume that Step [3] was applied to the first \( d \) columns. Here comes the tricky part: we can’t just rearrange rows in such way, as \( w^* \) may not belong to the polytope \( SATP_{LP}^2(m,n) \), or the objective function \( f_c(w^*) \) has a different value. Therefore, we simply rename the coordinates of the point \( w \). Thus, for the first \( d \) columns constraints (33) and inequalities (34), (35) are modified accordingly.

(4) We find an upper-left block \( i,j \) with \( x_{i,j}^w = 0 \). As a result of the previous steps, \( y_{i,j}^w \) is nonnegative, and if \( z_{i,j}^w = 0 \), then both \( v_{i,j}^w \) and \( u_{i,j}^w \) are nonnegative. Therefore, we can repeat the \( \epsilon \)-procedure from Step [3] (Table [13]) and achieve \( z_{i,j}^w > 0 \).

(5) The next step depends on the form of the \( i \)-th row.

(a) If for all \( l < j : y_{i,l}^w > 0 \), then after rearrangement of the columns in the \( i \)-th row as at Step [4] (Table [11]) we get \( x_{i,l}^w > 0 \) for all \( l \leq j \).

(b) There exists some \( l \) (\( d < l < j \)) that \( y_{i,l}^w = 0 \). Hence, \( x_{i,l}^w \) is nonnegative, and if \( t_{i,l}^w = 0 \), then both \( z_{i,l}^w \) and \( v_{i,l}^w \) are nonnegative, and we can construct a point \( w^* \) with \( t_{i,l}^w > 0 \) by the similar \( \epsilon \)-procedure. Thus, we assume that \( t_{i,l}^w \) is nonnegative (Table [15]).

(c) There exists some \( s \) (\( s \leq d < j \)) that \( y_{i,s}^w = 0 \). Since \( s \leq d \), the coordinates in the \( s \)-th column were renamed at Step [3]. Thus, if \( t_{i,s}^w > 0 \), then we can construct a point \( w^* \) of \( SATP_{LP}^2(m,n) \) with \( y_{i,s}^w > 0 \) by the \( \epsilon \)-procedure. Therefore, we assume that \( t_{i,s}^w = 0 \), and, due to that, \( z_{i,s}^w \) and \( v_{i,s}^w \) are nonnegative (Table [15]).

(6) Now we examine the \( j \)-th column.

(a) If for all \( k : z_{k,j}^w > 0 \), then we can rearrange the rows in \( j \)-th column as at Step [3] (Table [14]) and achieve \( x_{i,j}^w > 0 \) for all \( i \). Next, we rename the coordinates for the \( j \)-th column to become the \((d+1)\)-th and increase the value of \( d \) by one.

(b) There exists some \( k \) that \( z_{k,j}^w = 0 \). Then \( t_{k,j}^w \) is nonnegative, since \( z_{k,j}^w > 0 \). We assume \( u_{k,j}^w = 0 \) (Table [15]), otherwise by the \( \epsilon \)-procedure we can achieve \( z_{k,j}^w \) being nonnegative. In this case we can’t make \( x_{i,j}^w \) nonnegative. Let’s verify if such point
Table 11. Rearrange of the columns in the $i$-th row of the block matrix at Step 1

| $0$ | $y_{i,j}^w$ | $0$ | $y_{i,l}^w$ |
|-----|-------------|-----|-------------|
| $0$ | $i_{i,j}^w$ | $0$ | $t_{i,l}^w$ |
| $0$ | $v_{i,j}^w$ | $0$ | $v_{i,l}^w$ |

Table 12. Rearrange of the rows in the $j$-th column of the block matrix at Step 2

| $0$ | $0$ |
|-----|-----|
| $u_{i,j}^w$ | $v_{i,j}^w$ |

Table 13. Construction of the block $i,j$ of the point $w^*$

| $0$ | $0$ |
|-----|-----|
| $z_{i,j}^w$ | $t_{i,j}^w$ |
| $u_{i,j}^w$ | $v_{i,j}^w$ |

Table 14. Rearrange of the rows in the $j$-th column of the block matrix at Step 3

| $0$ | $0$ |
|-----|-----|
| $x_{i,s}^w$ | $y_{i,j}^w$ |
| $z_{i,s}^w$ | $t_{i,l}^w$ |
| $v_{i,s}^w$ | $z_{i,j}^w$ |
| $x_{k,s}^w$ | $x_{k,l}^w$ |
| $x_{k,j}^w$ | $t_{k,j}^w$ |
w belongs $SATP_{LP}^2(m, n)$ and check the inequality $[34]$ for the blocks $i, j, k, l$: 

$(* ) = y_{i,j} + z_{i,j} + u_{i,j} + x_{i,s} + z_{i,s} + v_{i,s} + $
$+ x_{k,j} + t_{k,j} + v_{k,j} + x_{k,s} + z_{k,s} + v_{k,s} \leq 3,$

$(y_{i,j} = x_{k,j} + y_{k,j}, \ x_{k,j} + y_{k,j} + t_{k,j} + v_{k,j} = 1),$

$(*) = 1 + z_{i,j} + u_{i,j} + x_{i,l} + t_{i,l} + v_{i,l} + x_{k,j} + x_{k,l} + t_{k,l} + v_{k,l} \leq 3,$

$(z_{i,j} + u_{i,j} = x_{i,l} + z_{i,l} + u_{i,l}, \ x_{i,l} + z_{i,l} + t_{i,l} + u_{i,l} + v_{i,l} = 1),$

$(*) = 2 + x_{i,l} + x_{k,j} + x_{k,l} + t_{k,l} + v_{k,l} \leq 3,$

$(x_{i,l} = x_{k,l} + y_{k,l}, \ x_{k,j} = x_{k,l} + z_{k,l} + u_{k,l},$

$x_{k,l} + y_{k,l} + z_{k,l} + t_{k,l} + u_{k,l} + v_{k,l} = 1),$

$(*) = 3 + 2x_{k,l} \leq 3.$

By construction, for all $l < j$ we have $x_{k,l}^w > 0$, hence, the point $w$ with such blocks $i, j, k, l$ does not belong to the polytope $SATP_{LP}^2(m, n)$.

Now we check the inequality $[35]$ for the blocks $i, j, k, s$. Note that $s \leq d$, and the $s$-th column was modified at Step 3. Therefore, the inequality has the form

$(** ) = y_{i,j} + z_{i,j} + u_{i,j} + x_{i,s} + z_{i,s} + v_{i,s} + $
$+ x_{k,j} + t_{k,j} + v_{k,j} + x_{k,s} + z_{k,s} + v_{k,s} \leq 3,$

$(y_{i,j} = x_{k,j} + y_{k,j}, \ x_{k,j} + y_{k,j} + t_{k,j} + v_{k,j} = 1),$

$(** ) = 1 + z_{i,j} + u_{i,j} + x_{i,s} + z_{i,s} + v_{i,s} + x_{k,j} + x_{k,s} + z_{k,s} + v_{k,s} \leq 3,$

$(v_{i,s} = y_{i,j} + t_{i,j} + v_{i,j}, \ y_{i,j} + z_{i,j} + t_{i,j} + u_{i,j} + v_{i,j} = 1),$

$(** ) = 2 + x_{i,s} + z_{i,s} + x_{k,j} + x_{k,s} + z_{k,s} + v_{k,s} \leq 3,$

$(x_{i,s} = x_{k,s} + y_{k,s}, \ z_{i,s} = z_{k,s} + t_{k,s}, \ x_{k,j} = x_{k,s} + z_{k,s} + u_{k,s},$

$x_{k,s} + y_{k,s} + z_{k,s} + t_{k,s} + u_{k,s} + v_{k,s} = 1),$

$(** ) = 3 + 2(x_{k,s} + z_{k,s}) \leq 3.$

Since $x_{k,s}^w > 0$, point $w$ with such blocks $i, j, k, s$ does not belong to the polytope $SATP_{LP}^2(m, n)$.

Therefore, the combination of 5 ($b$ or $c$) and 6 ($b$) is impossible, and we can repeat the Steps 4-6 until for all $i, j$ we have $x_{i,j}^w > 0$.

Thus, for any $w$ that maximizes the objective function $f_c(x)$ over the polytope $SATP_{LP}^2(m, n)$ we can construct such point $w^* \in SATP_{LP}^2(m, n)$ that $x_{i,j}^w > 0$ for all $i, j$, up to renaming the coordinates, and $f_c(w) = f_c(w^*)$.

The point $w^*$ can be decomposed into a convex combination

$$w^* = \alpha q + (1 - \alpha)h,$$

where $0 < \alpha \leq 1$, $q$ is an integral vertex of $SATP_{LP}(m, n)$ with $x_{i,j}^q = 1$ for all $i, j$, and $h$ has the following coordinates:

$$x_{i,j}(h) = \frac{x_{i,j}(w^*) - \alpha}{1 - \alpha}, \ y_{i,j}(h) = \frac{y_{i,j}(w^*)}{1 - \alpha}, \ z_{i,j}(h) = \frac{z_{i,j}(w^*)}{1 - \alpha},$$

$$t_{i,j}(h) = \frac{t_{i,j}(w^*)}{1 - \alpha}, \ u_{i,j}(h) = \frac{u_{i,j}(w^*)}{1 - \alpha}, \ v_{i,j}(h) = \frac{v_{i,j}(w^*)}{1 - \alpha}.$$

The point $h$ satisfies the system $[11]-[14]$, hence, both $q$ and $h$ belongs to $SATP_{LP}(m, n)$.
Our algorithm for integer recognition over $SATP_{LP}(m, n)$ polytope is similar to the one in Lemma 3 if

$$\max_{x \in SATP_{LP}(m, n)} f_c(x) > \max_{x \in SATP^2_{LP}(m, n)} f_c(x),$$

then, clearly, the maximum is not achieved at an integral vertex, since the polytopes $SATP_{LP}(m, n)$ and $SATP^2_{LP}(m, n)$ have the same set of integral vertices, and if

$$\max_{x \in SATP_{LP}(m, n)} f_c(x) = \max_{x \in SATP^2_{LP}(m, n)} f_c(x),$$

then for a point $w$ that maximizes the objective function we can construct such point $w^* \in SATP^2_{LP}(m, n)$ that

$$f_c(w) = f_c(w^*) = f_c(q),$$

where $q$ is an integral vertex, hence,

$$\max_{x \in SATP_{LP}(m, n)} f_c(x) = \max_{z \in SATP(m, n)} f_c(z),$$

and the integer recognition problem has a positive answer.

The polytope $SATP^2_{LP}(m, n)$ has a polynomial number of additional constraints, therefore, LP over it is polynomially solvable, and the entire algorithm is polynomial. Note that the construction of $w^*$ and integral vertex $q$ also requires a polynomial time ($O(mn(m + n))$), as in the worst case for each block $i, j$ we have to check all the blocks in the row $i$ and column $j$. □

6. Applications of integer recognition

In the last section we construct a special polynomially solvable subproblem of some NP-complete problem to show how the constraints and the algorithm from Theorem 18 may be used.

We consider a problem of \textit{2-3 edge constrained bipartite graph coloring} (2-3-ECBGC): for a given bipartite graph $G = (U, V, E)$ and a function of permitted color combinations for every edge

$$pc : E \times \{1, 2\} \times \{1, 2, 3\} \to \{+, -\},$$

it is required to determine if it’s possible to assign the vertex colors in such way

$$color : U \to \{1, 2\} \text{ and } color : V \to \{1, 2, 3\},$$

that they satisfy the constraints of all the edges in the graph.

\textbf{Theorem 19.} 2-3-ECBGC problem is NP-complete.

\textit{Proof.} The problem obviously belongs to the class NP, as solution can be verified in $O(|E|)$ time.

We transform exactly-1 3-satisfiability problem to 2-3-ECBGC. Let $m$ be the number of variables and $n$ the number of clauses. First, we construct an instance of integer recognition over $SATP_{LP}(m, n)$ with an objective vector $w \in \mathbb{R}^{6mn}$ as shown in Theorem 12. Then we create a bipartite graph $G_w$ with $m$ vertices in $U$ and $n$ vertices in $V$. Graph $G_w$ has an edge $(i, j)$ if and only if clause $c_j$ has literal $u_i$ or $\overline{u}_i$. The permitted color combinations are defined as follows:

$$pc(i, j, k, s) = \begin{cases} +, & \text{if } w^{k,s}_{i,j} = 1, \\ -, & \text{otherwise.} \end{cases}$$

There is a bijection between possible color assignments and integral vertices of $SATP(m, n)$:

$$\forall i \in U : color(i) = row_i(z) + 1,$$
$$\forall j \in V : color(j) = col_j(z) + 1.$$
By Theorem 12, a truth assignment for X3SAT exists if and only if there exists such an integral vertex $z$ of $SATP(m, n)$ that $f_w(z) = 3n$. Since some color assignment satisfies the permitted color constraints of the edge $i, j$ if and only if $f_w(z_{i,j}) = 1$, and there are exactly $3n$ edges in the graph $G_w$, we have

$$X3SAT \leq_p 2-3-ECBGC.$$ 

□

Using Theorem 18 we construct a special polynomially solvable subproblem of 2-3-edge constrained bipartite graph coloring.

**Theorem 20.** 2-3-ECBGC problem is polynomially solvable if the function of permitted color combinations satisfies the following constraints

$$\forall j \in V, \exists a_j, b_j \in \{1, 2, 3\} (a \neq b), \forall i \in U :$$

$$pc(i, j, a_j, 1) = pc(i, j, b_j, 2) = " + " \iff pc(i, j, a_j, 2) = pc(i, j, b_j, 1) = " + ".$$

**Proof.** Let $|U| = m$ and $|V| = n$. We reduce 2-3-ECBGC problem to integer recognition over $SATP_{LP}(m, n)$ by constructing an objective vector $c \in \mathbb{R}^{6mn}$ from the function of permitted color combinations as follows:

$$c_{i,j}^{k,s} = \begin{cases} 
1, & \text{if } pc(i, j, k, s) = " + ", \\
-1, & \text{in the case of zero balancing}, \\
0, & \text{otherwise}.
\end{cases}$$

We have a zero balancing case if an edge $i, j$ out of four color combinations $(a_j, 1), (a_j, 2), (b_j, 1), \text{and} (b_j, 2)$ has only one permitted. Assume, without loss of generality, that it is $(a_j, 1)$, then we assign $c_{i,j}^{b_j,2} = -1$ to achieve zero balance:

$$c_{i,j}^{a_j,1} + c_{i,j}^{b_j,2} = c_{i,j}^{a_j,2} + c_{i,j}^{b_j,1} = 0.$$ 

An example of an objective vector $c$ for $a_1 = a_2 = 1$ and $b_1 = b_2 = 2$ is shown in Table 16.

|   |   |   |   |
|---|---|---|---|
|   | + | - | + |
|   | + | - | + |
|   | - | + | + |
|   | - | + | + |
|   | - | + | - |
|   | + | - | - |

$\Rightarrow$

|   |   |   |   |
|---|---|---|---|
| 1 | 0 | 1 | 0 |
| 1 | 0 | 0 | -1 |
| 0 | 1 | 1 | 1 |

|   |   |   |   |
|---|---|---|---|
|   | -1 | 0 | 1 |
|   | 0 | 1 | 0 |
|   | 0 | 1 | 0 |

**Table 16.** Example of an objective vector $c$

For every edge $i, j$ there are 4 possible color combinations that include the colors $a_j$ and $b_j$. There are 16 possible constraints on these color combinations. Six of them are forbidden by (36). Others transform into a block of vector $c$ of the form (32). We again use the bijection between integral vertices and possible color assignments as in Theorem 19.
Thus, a permitted color assignment for 2-3-ECBGC exists if and only if
\[ \max_{x \in SATP_{LP}(m,n)} f_c(x) = \max_{z \in SATP(m,n)} f_c(z) = |E|. \]
Integer recognition over \( SATP_{LP}(m,n) \) with the objective function \( f_c(x) \) is polynomially solvable (Theorem 18), therefore, such instance of 2-3-ECBGC problem is polynomially solvable as well.

Note that the constrained objective function (32) is far more flexible than we used for 2-3-ECBGC problem, since it is not limited to the \( \{-1, 0, 1\} \) values. For example, we can add the weight for permitted color combinations that will satisfy the constraints (32) and solve the problem by integer recognition algorithm.

7. Conclusions

We have considered \( SATP(m,n) \) polytope and its LP relaxation \( SATP_{LP}(m,n) \). This polytope is a simple extension of the well-known and important Boolean quadric polytope \( BQP(n) \), constructed by adding two additional coordinates per block. Polytope \( SATP(m,n) \) is the object of our interest, since several special instances of 3-SAT like X3SAT and NAE-3SAT are reduced to integer programming and integer recognition over it.

We have compared key properties of the Boolean quadric polytope and 3-SAT polytope. Like the \( BQP(n) \), polytope \( SATP(m,n) \) has an exponential extension complexity, LP relaxation \( SATP_{LP}(m,n) \) is quasi-integral with respect to \( SATP(m,n) \), 1-skeleton of \( SATP(m,n) \) is not a complete graph, but is a very dense one, with the diameter equals 2, and the clique number being superpolynomial in dimension. Unlike the \( BQP(n) \), denominators of the fractional vertices of \( SATP_{LP}(m,n) \) relaxation can take any positive integral values, and integer recognition over \( SATP_{LP}(m,n) \) is NP-complete.

Finally, we have considered possible constraints on the objective function for which integer recognition over \( SATP_{LP}(m,n) \) is polynomially solvable. We have introduced a problem of 2-3 edge constrained bipartite graph coloring that is NP-complete in general case, and design a polynomial time algorithm for its special subproblem, based on \( SATP_{LP}(m,n) \) properties. This example shows how the polytope \( SATP(m,n) \) may be used, and why it is of interest for further studying.
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