Abstract—We consider the problem of collaborative distributed estimation in a large scale sensor network with statistically dependent sensor observations. In the collaborative setup, the aim is to maximize the overall estimation performance by modeling the underlying statistical dependence and efficiently utilizing the deployed sensors. To achieve greater sensor transmission and estimation efficiencies, we propose a two-step cluster-based collaborative distributed estimation scheme. In the first step, sensors form dependence driven clusters such that sensors in the same cluster are dependent while sensors from different clusters are independent, and perform copula-based maximum a posteriori probability (MAP) estimation via intra-cluster collaboration. In the second step, the estimates generated in the first step are shared via inter-cluster collaboration to reach an average consensus. A merge based $K$-medoid dependence driven clustering algorithm is proposed. We further propose a cluster-based sensor selection scheme using mutual information prior to estimation. The aim is to select sensors with maximum relevance and minimum redundancy regarding the parameter of interest under certain pre-specified energy constraint. Also, the proposed cluster-based sensor selection scheme is shown to be equivalent to the global sensor selection scheme with high probability, which at the same time is computationally more efficient. Numerical experiments are conducted to demonstrate the effectiveness of our approach.

Index Terms—Distributed estimation, copula theory, statistical dependence, collaborative estimation, dependence driven clustering, wireless sensor networks, mutual information.

I. INTRODUCTION

Wireless sensor networks (WSNs) have attracted significant attention over the past decades due to their high flexibility, robustness, and enhanced coverage. The recent development of low cost, low power and multifunctional sensors has enabled the deployment of large scale WSNs for many applications such as Internet of Things (IoT) and smart cities [1], [2]. In a distributed estimation problem, sensors are spatially deployed in a large scale network. They sense and collect observations regarding a parameter associated with an object.
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Sensors are allowed to exchange their information through in-network communication/collaboration, and then transmit their observations or local estimates to a fusion center (FC) which produces a global estimate. Since sensors are typically battery operated, and located far away from the FC, it is expensive to transmit their raw observations or local estimates to the FC. Therefore, in this paper, we study a fully distributed estimation problem, where there is no FC, and sensors collaborate under certain pre-specified protocols and estimate the parameter of interest.

In large scale sensor networks, sensor observations can be dependent or independent. Distributed estimation problems with independent sensor observations have been studied extensively (see e.g. [3]–[11]). However, handling of dependent sensor observations is a critical issue in distributed estimation. The underlying dependence can be both good and bad [12–14]. On the one hand, dependent sensors provide different viewpoints and aspects regarding the target parameter to be estimated. However, on the other hand, they may collect redundant observations. Therefore, spatial dependence needs to be exploited properly to enhance the overall estimation efficiency. In [13], [14], the concepts of diversity gain and redundancy loss were introduced to characterize the influence of spatial dependence among sensor observations on estimation performance.

In the presence of sensor collaboration, the problem of distributed estimation has attracted significant attention (see e.g. [5]–[11] and references therein). In [5]–[7], distributed estimation problems with a FC were considered, where collaboration was restricted to be a linear operation. Moreover, the collaboration in [5] was conducted within pre-specified sensor clusters and the clusters were assumed to be independent. Collaborative distributed estimation problems without the FC were studied in [8]–[11], where different distributed collaboration strategies were proposed, such as diffusion-based, consensus-based and gossip-based algorithms. However, most of the works assume independent observations across sensors, and much less has been done for the dependent observations case. Ignoring dependence may not fully exploit the information available from the observations. Therefore, in this paper, we take the underlying dependence among sensor observations into account and seek an efficient estimation scheme.

The problem of distributed estimation with dependent observations has attracted some recent attention. In the absence of collaboration, linearly dependent observation noise was taken into account in [15]. In [16], a copula based approach...
was proposed at the fusion center to characterize the non-linear dependence among sensor observations and improve the overall estimation performance. The copula based approach [17] is a flexible parametric dependence modeling methodology, where the joint distribution of multiple sensor observations can be modeled using marginal distributions and a multivariate (dependence) distribution, which is referred to as a multivariate copula. In the presence of collaboration, in [13], [14], a collaborative copula based distributed estimation scheme was proposed for large scale sensor networks, where spatial dependence was exploited to maximize the performance of non-overlapping coalitions under certain energy constraints, and non-linear sensor collaboration was conducted within coalitions.

In this paper, we propose a novel two-step collaborative distributed estimation framework, taking into account the inherent tradeoff between estimation performance and transmission efficiency. In such a framework, each sensor is able to sense the parameter of interest and perform estimation. More specifically, sensors estimate the target parameter in the first step, and share their estimates based on certain pre-defined network communication topology in the second step. Since the size of the network is potentially large, it is necessary to limit the amount of information flowing through the network and avoid unneeded power consumption. It has been shown that cluster-based topologies are less energy consuming than regular non-cluster based network topologies [13]. Therefore, in our framework, to achieve greater transmission efficiency, we allow cluster-based collaboration, and incorporate two types of collaboration: intra-cluster communication in the first step and inter-cluster communication in the second step (see Fig. [1]).

Motivated by the fact that sensor observations in the network can be dependent as well as independent, we assume that sensors in the network can be clustered into independent non-overlapping clusters. The details of the two-step cluster-based collaborative distributed estimation framework are given as follows. In the first step, sensors form dependence driven non-overlapping clusters. We propose a merge based $K$-medoid dependence driven clustering algorithm. Once the clusters are formed, via intra-cluster collaboration, each sensor estimates the target parameter of interest using copula based MAP which takes into account the non-linear dependence among the sensors in the same cluster. In the second step, the estimates obtained in the first step are shared among clusters until an average consensus is reached.

In large scale sensor networks, efficient management and utilization of the deployed sensors is an important consideration. Since sensors that are in the same cluster are dependent, some sensors may provide redundant information. For the purposes of efficient utilization of the deployed sensors and increasing the lifetime of WSNs, one typically designs policies to optimally select a subset of sensors that are most informative and least redundant. In this way, we can reduce the intra-cluster transmission cost by exploiting the spatial dependence across selected sensors within each cluster and reduce the computational complexity resulting from the underlying dependence. In this work, we propose a sensor selection incorporated two-step cluster-based collaborative estimation scheme. More specifically, each cluster uses a mutual information based scheme to select sensors with maximum information and minimum redundancy under certain energy cost constraints before estimating the target parameter of interest. After that, the selected sensors collaborate within clusters to perform estimation.

The differences between this paper and the work in [8]–[11], [13], [14] are stated as follows. We first present the differences with respect to [13], [14], 1), the metric employed for clustering of the sensors is different. In [13], [14], the coalitions/clusters were determined by maximizing the total average Fisher information which improved estimation performance, while in this paper, the clusters are formed by maximizing the total dependence/similarity in such a way that dependent sensors are included in the same cluster. 2), the collaboration scheme is different. In [13], [14], each sensor performed estimation via intra-coalition collaboration. In contrast, in this paper, we allow two types of collaboration, namely, intra-cluster and inter-cluster collaboration. 3), the estimation scheme is different. In [13], [14], sensors used maximum likelihood estimation (MLE) to estimate the parameter of interest, where the underlying non-linear dependence was not addressed. In this paper, we propose a copula based MAP approach for estimation. Compared to the work in [8]–[11] where individual sensor estimates were obtained independently and combined based on linear collaboration, we take dependent sensor observations into account, and the initial estimates of the target parameter of interest are based on intra-cluster collaboration which is more robust and reliable compared to the individual sensor estimation. Also, intra-cluster collaboration considered here is non-linear, where the underlying dependence among sensor observations is utilized. We summarize our contributions as follows.

• We take non-linear dependence among sensor observations into account for the distributed estimation problem in large scale sensor networks and propose a two-step cluster-based collaborative distributed estimation scheme.
• We propose a merge based $K$-medoid dependence driven algorithm for the clustering of sensors.
• We propose a copula based MAP approach in each cluster to estimate the target parameter of interest.
• We propose an inter-cluster average consensus scheme, and we show that the standard deviation of the estimate obtained by the average consensus method is upper bounded by the average standard deviation of the cluster estimates.
• We propose a sensor selection based two-step cluster-based collaborative distributed estimation scheme to select the most informative and least redundant sensors in each cluster.
• We show that cluster-based sensor selection methodology is equivalent to the global sensor selection method with high probability.
• We show the superiority of our proposed two-step cluster-based collaborative estimation methodologies via a number of illustrative examples.
The rest of the paper is organized as follows. In Section II we provide a brief introduction to copula theory. In Section III we introduce the two-step cluster-based collaborative distributed estimation system, and state the distributed estimation problem. In Section IV we present the details of our proposed estimation scheme including the merge based K-medoid dependence driven clustering algorithm, the copula-based MAP estimation scheme and the inter-cluster consensus scheme. In Section V we propose a cluster-based sensor selection strategy for the two-step collaborative distributed estimation system. In Section VI we demonstrate the effectiveness of the proposed estimation scheme through numerical examples. Finally, in Section VII we summarize our work and discuss future research directions.

II. COPULA THEORY

A copula is a multivariate distribution with uniform marginal distributions, and it characterizes the dependence among multiple continuous variables. The unique correspondence between a multivariate copula and any multivariate distribution is stated in Sklar’s Theorem [19] which is a fundamental theorem that forms the basis of copula theory.

**Theorem 1 (Sklar’s Theorem):** The joint distribution function $F$ of random variables $x_1, \ldots, x_d$ can be cast as

$$F(x_1, x_2, \ldots, x_d) = C(F_1(x_1), F_2(x_2), \ldots, F_d(x_d)|\phi), \quad (1)$$

where $F_1, \ldots, F_d$ are marginal distribution functions for $x_1, \ldots, x_d$. If $F_m, m = 1, \ldots, d$ are continuous, $C$ is a unique $d$-dimensional copula with dependence parameter $\phi$. Conversely, given a copula $C$ and univariate Cumulative Distribution Functions (CDFs) $F_1, \ldots, F_d$, $F$ in Equation (1) is a valid multivariate CDF with marginals $F_1, \ldots, F_d$. Note that $\phi$ is used to characterize the amount of dependence among the $d$ random variables. In general, $\phi$ may be a scalar, a vector or a matrix.

For continuous distributions $F$ and $F_1, \ldots, F_d$, the joint Probability Density Function (PDF) of random variables $x_1, \ldots, x_d$ is obtained by differentiating both sides of Equation (1):

$$f(x_1, \ldots, x_d) = \left(\prod_{m=1}^{d} f_m(x_m)\right) c(F_1(x_1), \ldots, F_d(x_d)|\phi), \quad (2)$$

where $f_1, \ldots, f_d$ are the marginal densities and $c$ is referred to as the density of the multivariate copula $C$ that is given by

$$c(u|\phi) = \frac{\partial^d(C(u_1, \ldots, u_d|\phi))}{\partial u_1 \ldots \partial u_d}, \quad (3)$$

where $u_m = F_m(x_m)$ and $u = [u_1, \ldots, u_d]$. Note that $C(\cdot)$ is a valid CDF and $c(\cdot)$ is a valid PDF for uniformly distributed random variables $u_m, m = 1, 2, \ldots, d$. Since the random variable $u_m$ represents the CDF of $x_m$, the CDF of $u_m$ naturally follows a uniform distribution over $[0, 1]$.

Various families of multivariate copula functions are presented in [19], such as elliptical and Archimedean copulas. Since different copula functions model different types of dependence, selection of copula functions to fit the given data is a key problem. Moreover, the dependence parameter $\phi$ is typically unknown a priori and needs to be estimated, e.g., using MLE or Kendall’s $\tau$ [20].

III. PROBLEM FORMULATION

Consider a phenomenon being observed by $L$ sensors. Each sensor’s observation is $z_l = \theta + w_l, l = 1, \ldots, L$, where $\theta$ is the random parameter to be estimated corresponding to the phenomenon of interest and $w_l$ is the observation noise which is spatially and temporally independent of $\theta$. We assume that the prior distribution of $\theta$ is given as $f(\theta)$. Also, we assume that the observation noise can be dependent across some sensors. Moreover, we further assume that the sensor observations are continuous random variables that are conditionally independent and identically distributed (i.i.d.) over time. Let $f_l(\cdot|\theta)$ be the PDF of the observations at the $l$th sensor conditioned on $\theta$. Note that the marginal conditional sensor PDFs can be distinct from each other. Throughout the paper, we assume that given $\theta$, the marginal distribution $f_l(\cdot|\theta), l = 1, \ldots, L$ is known.

In a non-collaborative setting, each sensor senses the phenomenon of interest and estimates the random parameter $\theta$ solely based on its own observations. In this work, we consider a two-step cluster-based collaborative scheme shown in Fig. 1 where in the first step, sensors form dependence driven clusters and extract information relevant for estimation by collaborating with other sensors in the same cluster. In the second step, local information obtained by each cluster in the first step is shared among clusters to yield a global estimate. The participating sensors are required to adhere to the following rules:

1) Sensors first form clusters, where each sensor is allowed to join only one cluster. The sensors that are most “similar”, i.e., most statistically dependent, tend to stay in the same cluster.

2) Once the clusters are formed, a sensor can request observations from all the other sensors that are in the same cluster to perform estimation; it is also required to...
transmit its observations to the other collaborating sensors in the cluster based on their request.

3) A cluster can request the estimate of the parameter or observations from all the other clusters; it is also required to transmit its estimate of the parameter or observations to the other collaborating clusters based on their request.

We denote the set of all the sensors in the network as $S$, where the corresponding sensor observation set is $z_S = [z_1, \ldots, z_{|S|}] \in \mathbb{R}^{N \times |S|}$, $|S| = L$, where $| \cdot |$ denotes the cardinality of a set and $N$ is the number of observations for each sensor. Suppose there are $K$ independent non-overlapping sensor clusters and denote the $k$th cluster by $G_k$, $k \in [K]$, where for ease of notation, $[K]$ denotes $\{1, 2, \ldots, K\}$. Thus, $S = G_1 \cup \cdots \cup G_K$.

In the estimation problem, Fisher Information (FI) is often used to characterize the amount of information that data carry about the parameter. It is given as

$$FI(\theta) = -\mathbb{E}_\theta \left[ \frac{\partial^2 \log f_k(x; \theta)}{\partial \theta^2} \right],$$  \tag{4}$$

where $f_k$ represents the joint PDF of the data sequence vector $x$. For the entire sensor set $S$, the FI it can achieve is given as

$$FI(S) = -\mathbb{E}_{z_S} \left[ \frac{\partial^2 \log f_{z_S}(z_S; \theta)}{\partial \theta^2} \right],$$  \tag{5}$$

where $f_{z_S}$ is the joint distribution of $z_S$.

**Proposition 1:** Since we assume that sensors in the network can be clustered into independent non-overlapping clusters, $FI(S)$ can be decomposed into cluster-based Fisher Information and prior Fisher Information.

**Proof:**

$$FI(S) = -\mathbb{E} \left[ \frac{\partial^2 \log \left( \prod_{i=1}^L f_i(z_i|\theta) \right)}{\partial \theta^2} \right] = \sum_{l \in S} FI_l + FI_p - \mathbb{E} \left[ \frac{\partial^2 \log c_{z_S}(F(z_S|\theta); \phi) - log f(\theta)}{\partial \theta^2} \right]$$

$$= \left( \sum_{l \in S} \sum_{k=1}^K FI_{l}(G_k) + FI_p \right)$$

$$= \sum_{k=1}^K \left( \sum_{l \in G_k} FI_l + FI_{G_k} \right) + FI_p,$$

where $FI_p$ is the Fisher information with respect to the prior distribution on $\theta$, $(\alpha)$ is obtained by using the assumption that sensor clusters are independent of each other. Also, we define $FI_{G_k}$ as $-\mathbb{E} \left[ \frac{\partial^2 \log c_{G_k}(F(z_G|\theta); \phi_k)}{\partial \theta^2} \right]$.

Therefore, $FI(S)$ can be decomposed into cluster-based Fisher Information and prior Fisher Information.

**Remark 1:** Based on Proposition 1, we can process each cluster independently and then combine each cluster’s information to obtain the global estimate.

In the first step, an intuitive solution would be that each cluster learns its dependence structure, and shares the estimated conditional joint PDFs with all the other clusters in the second step. Then, the estimation problem becomes

$$\hat{\theta} = \arg \max_\theta \frac{1}{N} \sum_{i=1}^N \sum_{k=1}^K \left( \log f(z_{G_k,i}|\theta) + \log f(\theta) \right),$$  \tag{6}$$

where $z_{G_k,i}$ is the observation set for cluster $G_k$ at time instant $i$ and $f(z_{G_k}|\theta)$ is the joint conditional PDF of the sensor observations (which is not known a priori) in cluster $G_k$, $k \in [K]$. $f(\theta)$ is the prior distribution of $\theta$.

**Remark 2:** The estimation methodology given in Equation (6) is referred to as *cluster-based MAP* scheme. Note that the conditional joint PDF $f(z_{G_k}|\theta)$ in Equation (6) can be estimated using copula based methods that take dependent observations into consideration (see Equation 3)). The cluster-based MAP scheme using copula incorporated approach is optimal.

However, transmitting the estimated conditional joint PDFs and the raw observations among clusters can be expensive. Therefore, we propose to share estimates obtained by each cluster until a consensus is achieved.

In the following section, we present the details of our two-step cluster-based distributed estimation scheme, including the clustering of the sensors, the intra-cluster collaborative estimation approach using copula based methods and the inter-cluster collaboration strategy.

IV. TWO-STEP DEPENDENCE DRIVEN COLLABORATIVE DISTRIBUTED ESTIMATION

In this section, we present our two-step cluster-based collaborative distributed estimation scheme. In the first step, sensors form clusters based on their similarity/dissimilarity with the other sensors. We propose a merge based $K$-medoid dependence driven clustering algorithm. After the clusters are formed, each sensor then estimates $\theta$ using copula based MAP via intra-cluster collaboration. In the second step, the estimated $\theta$s are shared among clusters to yield a consensus. Here, we assume that the sensors and the sensor clusters communicate via error-free, orthogonal channels. Before we proceed, we first make some assumptions and define the dissimilarity measures.

A. Assumptions and Dissimilarity Measure Definitions

We define the inter-cluster dissimilarity between $G_k$ and $G_{k'}$ as well as the intra-cluster dissimilarity of $G_k$, respectively as

$$d(G_k, G_{k'}) = \inf_{s_i \in G_k, s_j \in G_{k'}} d(s_i, s_j),$$

$$d(G_k) = \sup_{s_i, s_j \in G_k} d(s_i, s_j),$$

where $d(\cdot, \cdot)$ is a dissimilarity metric between two variables/data sequences, e.g., the rank based dissimilarity measure defined later in Equation (7). Here, $d(G_k, G_{k'})$ represents the dissimilarity between cluster $G_k$ and $G_{k'}$. We further define

$$d_H = \min_{k, k' = 1, \ldots, K, k \neq k'} d(G_k, G_{k'}),$$

$$d_L = \max_{k = 1, \ldots, K} d(G_k).$$
We make the following assumptions:
\[ A_1 \ d_L < d_H, \]
\[ A_2 \ P \left( d(z^k_i, z^{k'}_j) \leq d_0 \right) < \epsilon_1, d_0 \in (d_L, d_H), \]
\[ A_3 \ P \left( d(z^k_i, z^{k'}_j) > d_0 \right) < \epsilon_2, d_0 \in (d_L, d_H), \]
\[ A_4 \ P \left( d(z^k_i, z^{k'}_j) \geq d(z^k_i, z^{k'}_j) \right) < \epsilon_3, \]
where \( z^k_i, z^{k'}_j \in z_{\theta_k} \) and \( z^k_i, z^{k'}_j \in z_{\theta_{k'}} \). \( \epsilon_i > 0, i = 1, 2, 3 \) are small constants and \( N \) is the number of observations.

Assumption \( A_2 \) implies that the probability that the dissimilarity between sensor observations obtained from two different clusters is smaller than \( d_H \) is small. Also, assumption \( A_3 \) guarantees that the probability that the dissimilarity between sensor observations obtained from the same cluster is greater than \( d_L \) is small. Assumption \( A_4 \) states that given two sensor observation sequences generated from the same cluster and a third observation sequence generated from another cluster, the probability that the first sequence is closer to the third sequence is small. Due to the use of measured noisy data, the assumptions \( A_1 \) to \( A_4 \) imply that sensors that are from the same cluster are dependent, while the ones that are from different clusters are nearly independent.

The dissimilarity between two sensors can be characterized using different dependence measures, such as the Pearson's correlation coefficient, a rank based correlation measure (Spearman’s \( \rho \) and Kendall’s \( \tau \)) and the copula based measure. Note that the Pearson’s correlation coefficient that characterizes linear relationship is inadequate to capture nonlinear dependence among the involved sensors. Also, the copula based measure is not a symmetric dependence measure. In the following, we propose a dissimilarity metric based on rank based correlation.

Let \( \kappa \in [-1, 1] \) be a rank based measure (Spearman’s \( \rho \) or Kendall’s \( \tau \)). We introduce a dissimilarity function \( d(x, y) \) between the random variables \( X \) and \( Y \), where \( x = [x_1, \ldots, x_N] \) and \( y = [y_1, \ldots, y_N] \) are the i.i.d. data sequences corresponding to the variables \( X \) and \( Y \), respectively, given as
\[
d(x, y) = \sqrt{1 - \kappa(x, y)^2}, \tag{7}
\]
where \( N \) is the number of samples for variables \( X \) and \( Y \) and \( \kappa(x, y) \) is Spearman’s \( \rho \) or Kendall’s \( \tau \) between sequences \( x \) and \( y \). Note that if \( \kappa(x, y) = 1 \) or \( \kappa(x, y) = -1 \), we have \( d(x, y) = 0 \).

B. Dependence Driven Clustering Process

We propose a dependence driven clustering scheme. Let \( d(z_i, z_j) \) denote the dissimilarity between the \( i \)th and \( j \)th sensors, where \( i, j \in [L] \). Therefore, \( d(z_i, z_j) \) is small when sensor \( i \) and sensor \( j \) are strongly dependent and is large when sensor \( i \) and sensor \( j \) are weakly dependent.

The goal of the clustering process is to cluster the sensors in the network based on the underlying dependence among sensors. The number of clusters \( K \) is unknown. Therefore, we need to estimate it. Here, we apply a merge based K-medoid clustering scheme [13], [14], [21], [22] to perform the clustering and find \( K \). The merging criterion is that if the dissimilarity/distance of any two clusters is greater than \( d_{th} \), these two clusters should be separated; otherwise, they merge together.

In the following, we present the initialization of the cluster centers and clusters. Before, we initialize the clusters, the centers need to be initialized first. We denote the cluster centers as \( \mu_1, \ldots, \mu_K \) and the cluster center set as \( \mu \). We first arbitrarily choose \( z_i, i \in [L] \) as \( \mu_1 \) and \( \mu = \{ \mu_1 \} \). Then, for \( \max_{z_i, \mu_k \in \mu} \left( \min_{\mu_k \in \mu} d(z_i, \mu_k) \right) > d_{th} \), we do
\[
\mu = \arg \max_{z_i, \mu_k \in \mu} \left( \min_{\mu_k \in \mu} d(z_i, \mu_k) \right), \tag{8}
\]
\[
\mu = \mu \cup \mu.
\]

After we obtain the cluster centers, the clusters, which are originally defined as empty sets, are initialized as: for \( i = 1, 2, \ldots, L \)
\[
\mu_j = \arg \min_{\mu_k \in \mu} d(z_i, \mu_j), \tag{9}
\]
\[
G_j \leftarrow G_j \cup \{ z_i \}.
\]

The proposed dependence driven clustering scheme is shown in Algorithm [1].

C. Copula Based MAP

After the clusters are formed, each sensor performs estimation by collaborating with the sensors in the same cluster. We assume a fully connected network for intra-cluster collaboration. In each cluster, each sensor estimates \( \theta \) using MAP based on its own observations and observations from all the other collaborating sensors in the same cluster. Note that for a fully connected network, all the sensors in the cluster have the same set of observations available to them.

We denote the corresponding sensor observations for cluster \( G_k \) as \( z_{\theta_k} \). Therefore, the estimate \( \hat{\theta}_k \) at each sensor for the \( k \)th cluster is given by
\[
\hat{\theta}_k = \arg \max_{\theta} \sum_{i=1}^N \log \left( f(z^k_{1i}, z^k_{2i}, \ldots, z^k_{|G_k|}; \theta) \times f(\theta) \right), \tag{10}
\]
where \( N \) is the number of observations and \( f(z^k_{1i}, z^k_{2i}, \ldots, z^k_{|G_k|}; \theta) \) is the joint PDF of all the sensors in cluster \( G_k, k \in [K] \) at time instant \( i, i \in [N] \).

We use the copula based approach to characterize the underlying dependence in each cluster and according to Equation [2], \( \hat{\theta}_k \) can be obtained by
\[
\hat{\theta}_k = \arg \max_{\theta} \sum_{i=1}^N \sum_{l=1}^{|G_k|} \log f_i(z^k_{li}; \theta) + \sum_{i=1}^N \log c_k(F(z^k_{li}; \theta); \phi_k) \tag{11}
\]
+ \( \log f(\theta) \),
where \( F(z^k_{li}; \theta) = \{ F(z^k_{1i}; \theta), F(z^k_{2i}; \theta), \ldots, F(z^k_{|G_k|}; \theta) \} \) is the set of marginal CDFs, and \( c_k(\cdot; \phi_k) \) is the multivariate copula density function and \( \phi_k \) is the corresponding parameter set for cluster \( k, k \in [K] \).

Typically, the multivariate dependence \( c_k(\cdot; \phi_k) \) in Equation [11] is unknown a priori and needs to be estimated. Since the
Algorithm 1 Dependence Driven Clustering.

Input: Sensor observations \( \{ z_1, \ldots, z_K \} \) and threshold \( d_{th} \).
Output: Clusters \( \{ G_k \}_{k=1}^K \).
1) Initialize clusters \( \{ G_k \}_{k=1}^K \).
2) while not converge do
3) Center update:
4) for \( k = 1 \) to \( K \) do
5) \[ \mu_k \leftarrow \arg \min_{z_i \in G_k} \sum_{z_i' \in G_k} d(z_i, z_i') \]
end for
6) Merge step:
7) for \( k_1, k_2 \in [1, 2, \ldots, K] \) and \( k_1 \neq k_2 \) do
8) \[ \text{if } d(\mu_{k_1}, \mu_{k_2}) \leq d_{th} \text{ then} \]
9) \[ \text{if } \sum_{z_i \in G_{k_1}} d(\mu_{k_2}, z_i) < \sum_{z_i \in G_{k_2}} d(\mu_{k_1}, z_i) \text{ then} \]
10) \[ G_{k_2} \leftarrow G_{k_1} \cup \{ G_{k_2} \} \text{ and delete } \mu_{k_2} \text{ and } G_{k_2} \]
else
11) \[ G_{k_1} \leftarrow G_{k_1} \cup \{ G_{k_2} \} \text{ and delete } \mu_{k_2} \text{ and } G_{k_2} \]
end if
12) \[ \hat{K} \leftarrow \hat{K} - 1 \]
end for
14) 
15) end for
16) Cluster update:
17) for \( l = 1 \) to \( L \) do
18) \[ \text{if } z_l \in G_{k'}, \text{ and } d(z_l, \mu_k) < d(z_l, \mu_{k'}) \text{ then} \]
19) \[ G_k \leftarrow G_k \cup \{ z_l \} \text{ and } G_{k'} \leftarrow G_{k'} \setminus \{ z_l \} \]
end if
end for
21) end while
22) Return \( \{ G_k \}_{k=1}^K \).

learning of the copula models is similar for all the clusters, in the following, we omit the cluster index \( k \) for simplification of notation.

To estimate the multivariate copula \( c(\cdot; \phi) \), we first define a library of copula models, \( C = \{ c_j : j = 1, \ldots, M \} \) \[19\]. The optimal copula model is then determined by the Akaike Information Criterion (AIC) \[23\] in Equation (15), namely, the best copula is the copula model with minimum AIC value. Before evaluating the AIC values for each copula model, we need to estimate the marginal CDFs and the associated copula parameter(s) \( \phi_j, j = 1, \ldots, M \). The marginal CDFs can be estimated using EPIT \[24\]:

\[
\hat{F}_l(x) = \frac{1}{N} \sum_{n=1}^{N} I(z_{ln} < x),
\]

where \( I \) is the indicator function and \( N \) is the number of observations for estimation. The copula parameter(s) \( \phi_j \) can then be estimated using MLE, which is given by

\[
\hat{\phi}_j = \arg \max_{\phi_j} \sum_{n=1}^{N} \log c_j(\hat{F}_l(z_{1n}), \ldots, \hat{F}_l(z_{Mn})|\hat{\phi}_j).
\]

With the estimated parameter(s), the best copula \( c^* \) is given as

\[
c^* = \arg \min_{c_j \in C} \text{AIC}_j.
\]

The AIC value is given as

\[
\text{AIC}_j = - \sum_{n=1}^{N} \log c_j(\hat{F}_l(z_{1n}), \ldots, \hat{F}_l(z_{Mn})|\phi_j) + q(c_j),
\]

where \( q(c_j) \) is the number of parameters in the \( j \)th copula model.

D. Cluster Based Consensus Scheme

After all the clusters obtain their initial estimates, these estimates are shared via linear inter-cluster collaboration to reach a consensus. We employ the average consensus algorithm \[25\]. Assume that the collaboration among clusters is represented by a fixed topology matrix \( A \) with binary entries, namely, \( A_{ij} \in \{0, 1\}, i, j \in [K] \). Here, \( A_{ij} = 1 \) means that there is a communication link from the \( i \)th cluster to the \( j \)th cluster; otherwise, \( A_{ij} = 0 \). At iteration \( n+1 \), each cluster \( G_i, i \in [K] \) updates its estimate \( \hat{\theta}_{G_i}(n+1) \) as follows \[25\]:

\[
\hat{\theta}_{G_i}(n+1) = \hat{\theta}_{G_i}(n) - \beta \sum_{j \in N_{G_i}} A_{ij} \left( \hat{\theta}_{G_j}(n) - \hat{\theta}_{G_i}(n) \right),
\]

where \( 0 < \beta < 1 / \Delta \), \( \Delta \) is the maximum degree of the network and \( N_{G_i} \) is the neighborhood cluster set of \( G_i \).

It has been shown in \[25\] Theorem 2 that if the graph is strongly connected and balanced, \( \hat{\theta} = \sum_{k=1}^{K} \hat{\theta}_{G_k}(0) \) asymptotically.

**Theorem 2:** The standard deviation of the parameter estimate obtained by the average consensus scheme is upper bounded by the average standard deviation of all the clusters’ estimates, i.e.,

\[
\sqrt{\text{var}(\hat{\theta})} \leq \frac{1}{\sqrt{K}} \sum_{k=1}^{K} \sqrt{\text{var}(\hat{\theta}_k)}
\]

where \( k, k \in [K] \) denotes the cluster index and \( \text{var}(\cdot) \) represent the variance of a random variable.

**Proof:** See Appendix A

**Remark 3:** The average consensus based inter-cluster collaboration helps in mitigating the effect of estimation bias resulting from the individual cluster estimates.

Since the sensor network is large, the number of sensors in each cluster is also potentially large. As mentioned in Section 4, some sensors may provide redundant information. Allowing all the sensors in the cluster to exchange their information may result in a large transmission cost. Therefore, selecting sensors with maximum information and minimum redundancy is crucial. In the following section, we propose a mutual information based sensor selection scheme, and only
the selected sensors need to exchange their information within a cluster.

Remark 4: In practice, to extend the network lifetime, one may design sleep scheduling schemes for sensors which provide redundant data \cite{26, 27}. Also, to balance battery usage for inter-cluster communication, one may rotate sensors that are responsible for inter-cluster collaboration in a small region near the edge of the cluster.

V. SENSOR SELECTION BASED TWO-STEP DEPENDENCE DRIVEN COLLABORATIVE DISTRIBUTED ESTIMATION

In this section, we present the details of the sensor selection scheme for our two-step collaborative estimation scheme. For each cluster $G_k$, $k \in [K]$, prior to estimation via intra-cluster collaboration, a mutual information based methodology is employed to select sensors with maximum information and minimum redundancy.

Before we proceed, we recall that the mutual information of two random variables $x$ and $y$, denoted by $I(x; y)$, is given as

$$I(x; y) = \int f(x, y) \log \left( \frac{f(x, y)}{f(x)f(y)} \right) dx dy,$$

where $f(x, y)$ is the joint PDF of variables $x$ and $y$. $f(x)$ and $f(y)$ are the marginal PDFs.

The optimal sensor selection strategy is often based on maximal relevance and minimal redundancy with respect to the target parameter $\theta$ on the entire sensor set \cite{28}, and this strategy is referred as maximal-relevancy-minimal-redundancy (mRMR) in \cite{28}. Suppose that we aim to select $m$ sensors from the set of all the sensors in the network $S$ with the corresponding observation set $z_S = \{z_1, \ldots, z_{|S|}\}$. In terms of mutual information, the mRMR solution is obtained by solving the following problem

$$\max_{s_m \in S} \left[ \frac{1}{|s_m|} \sum_{z_i \in s_m} I(z_i; \theta) - \frac{1}{|s_m|^2} \sum_{z_i, z_j \in s_m} I(z_i; z_j) \right],$$

where $s_m$ is the set of the selected sensors with cardinality $|s_m| = m$ and $z_{s_m} = \{z_1, \ldots, z_{|s_m|}\}$ is the sensor observation set of $s_m$, where $z_{s_m} \in z_S$.

Note that the computational complexity of the mRMR problem is $O(|S|^m)$. A more efficient first-order incremental search method was proposed to find the near-optimal solutions of problem in Equation (19) in \cite{28}. It is given as:

$$\max_{z_j \in z_{G_k} \setminus z_{m_k-1}} \left[ I(z_j; \theta) - \frac{1}{m_k - 1} \sum_{z_i \in z_{m_k-1}} I(z_i; z_j) \right],$$

where $m_k - 1$ is the selected sensor set with $m - 1$ sensors, and $z_S \setminus z_{m_k-1}$ denotes that we exclude the sensor observations from the sensors in set $s_{m_k-1}$ from $z_S$.

The computational complexity of the incremental search method in Equation (20) is $O(m + |S|)$. To further reduce the computational complexity, in the following, we propose a cluster-based incremental search methodology, where the sensor selection is performed cluster-by-cluster independently.

Note that $S = \{G_1 \cup G_2 \ldots \cup G_K\}$, where $G_i \cap G_j = \emptyset, i, j \in [K]$. Instead of searching over the entire sensor set, we select $m_k$ sensors from cluster $G_k$, $k \in [K]$. Note that $\sum_{k=1}^{K} m_k = m$.

For each cluster $G_k$, suppose that we already have $s_{m_k-1}$, the sensor set with $m_k - 1$ sensors. The incremental selection scheme solves the following problem:

$$\max_{z_j \in z_{G_k} \setminus z_{m_k-1}} \left[ I(z_j; \theta) - \frac{1}{m_k - 1} \sum_{z_i \in z_{m_k-1}} I(z_i; z_j) \right],$$

where $z_{G_k} \setminus z_{m_k-1}$ denotes that we exclude the sensor observations in set $s_{m_k-1}$ from $z_{G_k}$.

Remark 5: The selection scheme given in Equation (20) is referred to as the global sensor selection scheme. Also, the selection scheme given in Equation (21) is referred to as the cluster-based sensor selection scheme.

Theorem 3: Using a suitably designed threshold $d_{th}$ that makes inter-cluster sensors nearly independent, the cluster-based sensor selection method is equivalent to the global sensor selection method with probability at least $1 - \epsilon$, where $\epsilon$ is a small constant.

Proof: See Appendix B.

A natural question is how to determine the optimal number of sensors $m_k$ for cluster $G_k$, $k \in [K]$. In an energy constrained network with battery-limited sensors, each sensor’s energy is finite and a communication cost is incurred when it transmits observations to collaborating sensors. Therefore, the number of sensors that can be selected in each cluster is limited due to finite energy budgets. Let $r$ be the average number of requests initiated by each sensor in the network per unit time interval. Then, for the selected sensors in cluster $G_k$, the number of requests that have to be responded to within a unit time interval is $r(m_k - 1)$. Moreover, we assume that the energy cost for a single transmission is $E_t$. The average energy consumption per unit time interval for each selected sensor in cluster $G_k$ is $E[s] = r(m_k - 1)E_t, s \in s_{m_k}$, which increases as the size of the selected sensor set $s_{m_k}$ increases. Let the energy consumption of cluster $G_k$ be the average energy consumption per sensor in $s_{m_k}$, denoted by $E[s_{m_k}]$. Thus, in terms of energy efficiency, a smaller sensor set is preferred. In order to guarantee adequate sensors lifetimes, we enforce the energy consumption constraint as follows:

$$E[s_{m_k}] = r(m_k - 1)E_t \leq \alpha_k, k \in [K],$$

where $\alpha_k > 0$ is the pre-specified constraint for cluster $k$. It should be noted that $m_k = 1$ always satisfies the energy consumption constraint (22), i.e., at least one sensor is selected from each cluster. Therefore, the energy constrained selection scheme for each cluster $G_k, k \in [K]$ is stated as

$$\max_{s_{m_k} \in G_k} \sum_{z_i \in z_{m_k}} I(z_i; \theta) - \frac{1}{m_k} \sum_{z_i, z_j \in z_{m_k}} I(z_i; z_j),$$

subject to $E[s_{m_k}] \leq \alpha_k$. 

(23)
The problem in Equation (23) can be solved using the incremental search method in Equation (21) while satisfying the energy constraint.

VI. NUMERICAL RESULTS

In this section, we demonstrate the efficacy of our proposed two-step cluster-based collaborative distributed estimation methodologies through numerical examples. We consider a wireless sensor network with \( L = 13 \) sensors deployed in a \([0, 1.5] \times [0, 1.5] \) square area of interest. Let \((x_0, y_0)\) be the target location coordinates and \( \theta \) be the intensity of the target signal to be estimated. We assume a Gaussian prior \( \theta \sim \mathcal{N}(\theta_p, \sigma_p^2) \) on \( \theta \). Sensor \( l, l = 1, \ldots, L \) is located at \((x_l, y_l)\). The received measurements at the \( l \)th sensor are modeled as

\[ z_{li} = \theta + w_{li}, \quad i = 1, \ldots, N, \tag{24} \]

where \( w_{li} \) is the measurement noise which is assumed to be Gaussian distributed with mean 0 and variance \( \sigma_l^2 \) and \( N \) is the number of observations. Here, we assume that the variance of the measurement noise at each sensor is inversely scaled by the distance between the sensor and the signal source, i.e.,

\[ \sigma_l^2 = \frac{\sigma_0^2}{\sqrt{(x_l-x_0)^2+(y_l-y_0)^2}}. \]

Note that \( \sigma_0^2 \) is introduced here for the ease of characterizing signal to noise ratio (SNR) at different sensors. We define our SNR as

\[ \text{SNR} = \frac{\mathbb{E}[\theta^2]}{\sigma_0^2}. \tag{25} \]

We assume that the measurement noise \( w_{li} \) and \( \theta \) are independent of each other. Moreover, we assume that the measurement noises are i.i.d. across time and can be spatially dependent at some sensors. Without loss of generality, we assume that we have three clusters and the underlying spatial dependence among sensors is generated cluster by cluster using multivariate Clayton copula functions. The pair-wise sensor dissimilarities are estimated based on Kendall’s \( \tau \). We set \( rE_l = 1 \). Therefore, according to Equation (22), the maximum number of sensors that can be selected in cluster \( k, k \in [K] \) is \( m_k = \alpha_k \). Also, without loss of generality, we assume that \( \alpha_1 = \alpha_2 = \ldots, \alpha_K \). Therefore, \( m_1 = m_2 = \ldots, m_K \). The total number of sensors that are selected is \( m = \sum_{k=1}^{K} m_k \).

We use average mean squared error (MSE) to characterize the estimation performance. For the clustering process, we use the average clustering accuracy to measure the clustering performance. The clustering accuracy is defined as

\[ \frac{\text{Number of correctly clustered sensors}}{\text{Total number of sensors}}. \]

All the results are obtained using 500 Monte Carlo trials.

To exhibit the performance improvement by applying our proposed two-step cluster-based collaborative distributed estimation methodologies, we also evaluate the corresponding estimation performance under independence assumption that ignores dependence among sensor observations. Moreover, we compare our proposed estimation methodologies with the cluster-based MAP method given in Equation (6), where the copula-based approach as well as the product-based approach (under independence assumption) can be used to model the conditional joint PDFs. For clarity, we summarize the eight empirically studied cases as follows.

- Cluster-based consensus with sensor selection using copula based method as well as under independence assumption
- Cluster-based consensus without sensor selection using copula based method as well as under independence assumption
- Cluster-based MAP with sensor selection using copula based method as well as under independence assumption
- Cluster-based MAP without sensor selection using copula based method as well as under independence assumption

In Fig.[2] we present the average clustering accuracy as a function of the threshold \( d_{th} \) at SNR = 2.0 dB and \( N = 70 \). We can see that the choice of \( d_{th} \) has a significant impact on the performance of Algorithm[1]. The optimal value of \( d_{th} \) depends on the given data, namely, \( d_L \) and \( d_H \). Moreover, as we can see, a larger \( d_{th} \) results in a better clustering performance.

In Fig.[3] we present the average clustering accuracy as a function of the number of observations \( N \) with \( d_{th} = 0.83 \) at SNR = 2.0 dB. As we can see, by choosing appropriate \( d_{th} \) and \( N \), we can achieve perfect clustering performance. In the following, our estimation results are obtained with \( d_{th} = 0.83 \).
and $N = 70$ unless otherwise specified.

In Fig. 4 and Fig. 5, we present the average MSE as a function of SNR and the number of observations $N$, respectively, and compare the performance of schemes without sensor selection. The schemes that are evaluated are: Cluster-based consensus without sensor selection using copula based scheme, Cluster-based MAP without sensor selection using copula based scheme, Cluster-based consensus without sensor selection under independence assumption and Cluster-based MAP without sensor selection under independence assumption. We can see that as $N$ as well as SNR increases, the average MSE decreases. Also, the schemes using copula based estimation methodologies perform significantly better than the schemes that assume independence among sensor observations. Moreover, as we can see, for the independent cases, the cluster-based consensus scheme performs pretty close to the cluster-based MAP scheme while for the copula cases, the cluster-based consensus scheme performs close to the corresponding cluster-based MAP scheme at the SNR values greater than 0 dB in Fig. 4 and the number of observations larger than 50 in Fig. 5. Note that with extremely low SNR values or very small number of observations, the estima-
function performance difference between the copula incorporated cluster-based consensus scheme and the copula incorporated cluster-based MAP scheme is large. This is because for the cluster-based consensus scheme, the estimate obtained from each cluster is relatively poor for extremely low SNR values or with very small number of observations while for the cluster-based MAP scheme, it models the conditional joint PDF and captures more information.

In Fig. 9 and Fig. 10, we present the average MSE as a function of SNR and the number of observations $N$, respectively, by comparing schemes with cluster-based sensor selection. The schemes that are evaluated are: Cluster-based consensus with $m = 3$ using copula based scheme, Cluster-based MAP with $m_k = 3$ using copula based scheme, Cluster-based consensus with $m_k = 3$ under independence assumption and Cluster-based MAP with $m_k = 3$ under independence assumption. As we can see, the schemes using copula based estimation methodologies perform significantly better than the schemes assuming independence among sensor observations. Note that with sensor selection, the cluster-based consensus scheme using copula incorporated estimation methodology performs better than the corresponding cluster-based MAP scheme. This is because our proposed sensor selection scheme aims to select sensors with maximum relevance and minimum redundancy (namely, most independent sensors) regarding the parameter of interest. With most independent selected sensors, part of the dependence information for each cluster is lost.

For the cluster-based MAP scheme, the product approach is used to combine the conditional joint PDFs corresponding to each cluster whereas for the cluster-based consensus scheme, consensus is used and the estimates obtained from each cluster are linearly combined where the linear dependence is imposed inherently resulting in better performance.

In Fig. 11, we present the average MSE as a function of SNR and the number of observations $N$, respectively, for copula incorporated schemes with cluster-based sensor selection and the copula incorporated schemes without sensor selection. The schemes that are evaluated are: Cluster-based consensus without sensor selection using copula based scheme, Cluster-based MAP without sensor selection using copula based scheme, Cluster-based consensus with $m_k = 2$ using copula based scheme and Cluster-based consensus with $m_k = 3$ using copula based scheme. As we can see that, selecting $m_k = 3$ sensors in each cluster results in better estimation performance compared to selecting $m_k = 2$ sensors in each cluster. Moreover, in Fig. 11, our proposed cluster-based consensus approach by selecting $m_k = 3$ sensors in each cluster performs very close to the corresponding scheme without sensor selection for SNR from 1 dB to 4 dB. Also, we have similar performance in Fig. 9 when the number of observations is larger than or equal to 60. For the SNR value smaller than 1 dB and the number of observations smaller than 60, the performance difference between the cluster-based consensus scheme by selecting $m_k = 3$ sensors and the cluster-based consensus scheme without sensor selection is large. This is due to the fact that with low SNR values or small number of observations, the estimate obtained from each cluster is relatively poor. However, for the corresponding
scheme without sensor selection, it includes more sensors and contains more information.

In Fig. 10 and Fig. 11 we present the average MSE as a function of SNR and the number of observations \( N \), respectively, for the cluster-based sensor selection scheme and the global sensor selection scheme (see Equation (20)). We evaluate the following schemes: Cluster-based consensus scheme using global sensor selection with \( m = 9 \) and copula based approach, Cluster-based consensus scheme using cluster-based selection scheme with \( m_k = 3 \) and copula based approach, Cluster-based consensus scheme using global sensor selection with \( m = 9 \) under independence assumption and Cluster-based consensus scheme using cluster-based selection scheme with \( m_k = 3 \) under independence assumption. Note that for fair comparison of the cluster-based sensor selection scheme and the global sensor selection scheme, we set \( m = 9 \) as the total number of sensors that are selected since \( m_k = 3 \) sensors are selected from each cluster and the estimated number of clusters is \( K = 3 \). As we can see, the cluster-based sensor selection scheme and global sensor selection scheme perform equally well.

### VII. Conclusion

In this paper, a two-step cluster-based collaborative distributed estimation scheme was presented, where in the first step, sensors first form dependence driven clusters, and then perform copula-based MAP estimation via intra-cluster collaboration; in the second step, the estimates generated in the first step are shared via inter-cluster collaboration until an average consensus is reached. We proposed a merge based \( K \)-medoid dependence driven clustering algorithm. We further proposed a cluster-based sensor selection incorporated collaborative distributed estimation scheme. More specifically, prior to estimation, each cluster employs a mutual information based sensor selection scheme and selects sensors with maximum relevance and minimum redundancy with respect to the target parameter. Also, the proposed cluster-based sensor selection scheme was shown to be equivalent to the global based selection scheme with high probability, and was computationally more efficient. Numerical results demonstrated the efficiency of our proposed methods compared to the estimation schemes under independence assumption.

In the future, one can consider a sparsity imposed copula-based scheme for the problem of distributed estimation in large scale sensor network.

### Appendix A

**Proof of Theorem 2**

\[
\text{var}(\hat{\theta}) = \text{var} \left( \frac{1}{K} \sum_{k=1}^{K} \hat{\theta}_k \right), \quad \leq \frac{1}{K^2} \sum_{k=1}^{K} \text{var}(\hat{\theta}_k) + \frac{1}{K^2} \sum_{k=1}^{K} \sum_{k' \neq k} \text{cov}(\hat{\theta}_k, \hat{\theta}_{k'}) \]

\[
\leq \frac{1}{K^2} \sum_{k=1}^{K} \text{var}(\hat{\theta}_k) + \sum_{k=1}^{K} \sum_{k' \neq k} \sqrt{\text{var}(\hat{\theta}_k) \text{var}(\hat{\theta}_{k'})}, \quad \leq \frac{1}{K} \sum_{k=1}^{K} \sqrt{\text{var}(\hat{\theta}_k)},
\]

where \( b \) is obtained using \( \text{cov}(\hat{\theta}_k, \hat{\theta}_{k'}) / \sqrt{\text{var}(\hat{\theta}_k) \text{var}(\hat{\theta}_{k'})} \leq 1 \). Thus, we obtain that

\[
\sqrt{\text{var}(\hat{\theta})} \leq \frac{1}{K} \sum_{k=1}^{K} \sqrt{\text{var}(\hat{\theta}_k)}.
\]

### Appendix B

**Proof of Theorem 3**

Suppose that we already have the set \( s \) which consists of selected sensors using the global incremental sensor selection scheme in (20). We can trace back these selected sensors in the set \( s \) to clusters. Without loss of generality, we assume that the sensors in the set \( s \) belong to clusters \( G_1, \ldots, G_i, i < K \), and we decompose the set \( s \) into \( s_1, \ldots, s_i \) with \( s_r, r = 1, \ldots, i \) denoting the subset of sensors that belongs to cluster \( G_r \).

Assume that we have a candidate data sequence \( z_j \in z_S \setminus z_s \), where \( z_S \) is the set of data sequences obtained from all the sensors in the network. Therefore, the global incremental selection problem becomes:

\[
\max_{z_j \in z_S \setminus z_s} \left( I(z_j; \theta) - \frac{1}{|s|} \sum_{z_i \in z_s} I(z_j; z_i) \right).
\]

Note that there are two cases for the assignment of the sequence \( z_j \). The first case is that \( z_j \) belongs to one of the clusters in set \( \{G_1, \ldots, G_i\} \). The second case is that \( z_j \) belongs to one of the clusters in set \( \{G_{i+1}, \ldots, G_K\} \).

For the first case, without loss of generality, we assume that \( z_j \) belongs to cluster \( G_j \). Also, we further suppose that set \( s_j \subseteq s \) contains the selected sensors from cluster \( G_j, j \leq i \). Thus, the problem in Equation (26) can be further decomposed into the following problem:

\[
\max_{z_j \in z_{S_{j}} \setminus s_{j}} \left( I(z_j; \theta) - \frac{1}{|s|} \sum_{z_i \in z_{s_{j}}} I(z_j; z_i) \right) - \frac{1}{|s|} \sum_{z_i \in z_{s_{j}} \setminus z_{j}} I(z_j; z_i).
\]

For the second case, the problem in Equation (26) becomes

\[
\max_{z_j \in \cup_{i=1}^{K} z_{S_{j}} \setminus s_{j}} I(z_j; \theta) - \frac{1}{|s|} \sum_{z_i \in z_{s}} I(z_j; z_i)
\]
Note that for the problems in Equation (27) and Equation (28), we have \( z_i \) and \( z_j \) that are generated from different clusters. Using Assumption A2, we have \( P \left( d(z_j; z_i) > d_{th} \right) \geq 1 - \epsilon, \) where \( d_{th}, d_b < d_{th} < d_H \) is the threshold we used to cluster sensors. If the dissimilarity of two data sequences is greater than \( d_{th}, \) we put these sequences into two different clusters; otherwise, we put them into the same cluster. \( \epsilon > 0 \) is a small allowed tolerance. Furthermore, we assume that \( I(z_j; z_i) \) is a non-increasing function of the dissimilarity \( d(z_j; z_i). \) Based on Assumption A2, we have

\[
P(I(z_j; z_i) < \zeta) \geq 1 - \epsilon, \quad (29)
\]

where \( \zeta \) is the obtained mutual information with dissimilarity \( d_{th}. \) Note that the empirical mutual information \( I(z_j; z_i) \) also depends on the number of data samples that are available. In this proof, we assume that we have enough data samples to estimate the empirical mutual information accurately.

Note that the closed form expression for \( \zeta \) is difficult to obtain due to the complicated relationship between the mutual information and rank-based dependence measure. The mutual information and the rank-based dependence measure (Spearman’s \( \rho \) or Kendall’s \( \tau \)) can be connected using the copula based dependence measure. For random variables \( x \) and \( y, \) the connection between mutual information and copula-based dependence measure is given as

\[
I(x; y) = \int_{0,1} c(u, v) \log c(u, v) du dv, \quad (30)
\]

where \( c \) is the copula density function between variables \( x \) and \( y. \) Also, \( u = F(x) \) and \( v = F(y), \) where \( F(\cdot) \) is the CDF.

The connections between the rank-based dependence measures (Kendall’s \( \tau \) and Spearman’s \( \rho \)) and the copula-based dependence measure are given as

\[
\tau(x, y) = 4 \int_{0,1} C(u, v) dC(u, v) - 1, \quad \rho(x, y) = 12 \int_u \int_v C(u, v) du dv - 3. \]

The computation of \( \zeta \) can be carried out using numerical differentiation and integration. However, if \( x \) and \( y \) follow Gaussian distributions and are linearly dependent, we have

\[
I(x; y) = -\frac{1}{2} \log(1 - r^2), \quad (31)
\]

where \( r = \text{corr}(x, y) \) is the Pearson correlation coefficient. If we define our dissimilarity as \( d(\cdot, \cdot) = \sqrt{1 - r^2}, \) we have \( r_{th}^2 = 1 - d_{th}^2 \) given \( d_{th}. \) Therefore, \( \zeta = -\log d_{th}, \) which we can see that, \( \zeta \) is a decreasing function of \( d_{th}. \)

In the following, our goal is to show that for the first case

\[
P \left( \frac{1}{|s|} \sum_{z_i \in s} I(z_j; z_i) > \zeta \right) < n_1 \epsilon, \quad \text{where} \quad 1 \leq n_1 < L,
\]

and for the second case, \( P \left( \frac{1}{|s|} \sum_{z_i \in s} I(z_j; z_i) > \zeta \right) < n_2 \epsilon, \quad \text{where} \quad 1 \leq n_2 < L.
\]

We first prove for the first case.

\[
P \left( \frac{1}{|s|} \sum_{z_i \in s_j \setminus s_j} I(z_j; z_i) > \zeta \right) < n_1 \epsilon, \quad \text{where} \quad 1 \leq n_1 < L.
\]

Therefore, we have \( P \left( \frac{1}{|s|} \sum_{z_i \in s_j \setminus s_j} I(z_j; z_i) > \zeta \right) < n_1 \epsilon, \) where \( 1 \leq n_1 < L. \) Similarly, we can show that \( P \left( \frac{1}{|s|} \sum_{z_i \in s_j \setminus s_j} I(z_j; z_i) > \zeta \right) < n_2 \epsilon, \) where \( 1 \leq n_2 < L. \)

By suitably designing \( d_{th}, \) we can make \( \zeta \) sufficiently small. Therefore, with probability at least \( 1 - \epsilon, \) the term \( \frac{1}{|s|} \sum_{z_i \in s_j \setminus s_j} I(z_j; z_i) \) and the term \( \frac{1}{|s|} \sum_{z_i \in s_j \setminus s_j} I(z_j; z_i) \) are upper bounded by \( \zeta. \)

For the first case, by ignoring the term \( \frac{1}{|s|} \sum_{z_i \in s_j \setminus s_j} I(z_j; z_i), \) the problem in Equation (27) reduces to

\[
\max_{z_j \in s_j \setminus s_j} I(z_j; z_i) - \frac{1}{|s_j|} \sum_{z_i \in s_j} I(z_j; z_i). \quad (32)
\]

Since \( \frac{1}{|s|} \) is a scale parameter, which will not affect the solution of the problem in Equation (32), the above optimization problem can be further written as

\[
\max_{z_j \in s_j \setminus s_j} I(z_j; z_i) - \frac{1}{|s_j|} \sum_{z_i \in s_j} I(z_j; z_i), \quad (33)
\]

which is equivalent to the cluster-based incremental search problem in Equation (21).

For the second case, by ignoring the term \( \frac{1}{|s|} \sum_{z_i \in s_j \setminus s_j} I(z_j; z_i), \) the problem in Equation (28), the problem in Equation (28), reduces to cluster-based incremental search problem in Equation (21) while selecting the first sensor in the cluster.

**Remark 6:** Since we don’t consider weakly dependent sensors (nearly independent sensors) within a cluster in this work, for the first case in Equation (27), the term \( \frac{1}{|s|} \sum_{z_i \in s_j \setminus s_j} I(z_j; z_i) \) is significantly larger than the term \( \frac{1}{|s_j|} \sum_{z_i \in s_j} I(z_j; z_i). \) The extreme scenario is that the term \( \frac{1}{|s|} \sum_{z_i \in s_j} I(z_j; z_i) \) is a small number due to a large scale parameter \( |s| \). For this scenario, the dominant term would be \( I(z_j; z_i) \) which can be covered by the second case in Equation (28).
Therefore, by designing $d_{th}$, with at least probability $1 - \epsilon$, the global incremental search method in Equation (20) reduces to cluster-based incremental search.
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