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Abstract

Deep Reinforcement Learning (DRL) has made tremendous advances in both simulated and real-world robot control tasks in recent years. This is particularly the case for tasks that can be carefully engineered with a full state representation, and which can then be formulated as a Markov Decision Process (MDP). However, applying DRL strategies designed for MDPs to novel robot control tasks can be challenging, because the available observations may be a partial representation of the state, resulting in a Partially Observable Markov Decision Process (POMDP). This paper considers three popular DRL algorithms, namely Proximal Policy Optimization (PPO), Twin Delayed Deep Deterministic Policy Gradient (TD3), and Soft Actor-Critic (SAC), invented for MDPs, and studies their performance in POMDP scenarios. While prior work has found that SAC and TD3 typically outperform PPO across a broad range of tasks that can be represented as MDPs, we show that this is not always the case, using three representative POMDP environments. Empirical studies show that this is related to multi-step bootstrapping, where multi-step immediate rewards, instead of one-step immediate reward, are used to calculate the target value estimation of an observation and action pair. We identify this by observing that the inclusion of multi-step bootstrapping in TD3 (MTD3) and SAC (MSAC) results in improved robustness in POMDP settings.
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1 Introduction

Deep Reinforcement Learning (DRL) has been applied to both discrete and continuous control tasks, such as game playing (Mnih et al., 2013, 2015, 2016), simulated robots (Lillicrap et al., 2015; Duan et al., 2016), and real world robots (Mahmood et al., 2018; Satheeshbabu et al., 2020). Although there have been tremendous advances in DRL, there are many challenges in applying DRL to real world robots (Henderson et al., 2018; Dulac-Arnold et al., 2021). In this paper, we focus on the challenge of partial observability of the observation space, which changes a given task from a Markov Decision Process (MDP) to a Partially Observable MDP (POMDP).

Many popular DRL algorithms are formulated for and only tested in MDP problems with well-engineered action and observation spaces, and reward functions. This results in a tendency (Zhang et al., 2019; Lopez-Martin et al., 2020; Gregurić et al., 2020) in practice to assume a task is an MDP and directly apply off-the-shelf DRL algorithms designed for MDPs. However, POMDPs are very common in novel and complex control tasks (Cassandra, 1998; Foka and Trahanias, 2007; Ong et al., 2009; Pajarinen et al., 2022) where a lack of knowledge of the structure of the dynamics, sensor limitations, missing data, etc. is typical. In practice, the design of a novel simulation environment to train policies in also requires engineers to make judgements in places where they may lack the confidence to identify if a given environment and observation/action space results in an MDP or POMDP, particularly when faced with a novel application, e.g., Living Architecture Systems (Meng, 2023). This uncertainty can result in the selection of sub-optimal policy training method (e.g. DRL algorithms designed for MDPs applied to POMDPs and vice versa). This is particularly concerning, as DRL algorithms developed to handle POMDPs (Hausknecht and Stone, 2015; Lample and Chaplot, 2017; Igl et al., 2018), offer no guarantees or evidence to support that these algorithms also work well in MDPs.

This in turn results in two key challenges for practitioners. The first is that there is no handy tool to detect if a given task is an MDP or POMDP. Such a tool, would allow practitioners to select appropriate DRL algorithms for the detected task, or make adjustments to the task design, e.g., turning a POMDP into a MDP, to make it easier to be tackled by the state-of-the-art algorithms. The second challenge is the absence of DRL algorithms that work well in both MDPs and POMDPs.

This paper identifies an unexpected result when applying DRL algorithms developed for MDPs to POMDPs and exploits this to address the two aforementioned problems. Specifically, this paper shows that the unexpected result, that TD3 and SAC underperform PPO on MDP tasks modified to be POMDP, can be potentially used to detect if a given task is a MDP or POMDP.

Our findings also shed light on the effect of multi-step DRL in POMDPs and suggest that by using multi-step bootstrapping DRL algorithms designed for MDPs we can achieve better performance in POMDPs. We first present a motivating example in Section 4, where it is not known if a task is a MDP or POMDP. In Section 5 we hypothesize that TD3 and SAC are expected to outperform PPO on MDPs, but underperform PPO on POMDPs and design experiment to validate the the generalization of the finding in the previous section. In addition, in Section 6, we further formulate hypotheses on why PPOs outperforms TD3 and SAC on POMDPs and how to make TD3 and SAC perform better on POMDPs based on our analysis. Experiments are also designed accordingly to validate these hypotheses. The experimental results are presented in Section 7. Particularly, our experiments confirm the generalization of the finding on different tasks with various types of partial observability. Moreover, it is experimentally proven that by employing multi-step bootstrapping both TD3 and SAC demonstrate better performance on POMDPs.
cusses the meaning of these findings and highlights the limitations of this work. At the end, Section 9 summarize the paper and points out some interesting future directions.

2 Related Work

MDP solutions obtained using DRL have enabled tremendous advancements. For MDPs with discrete action spaces, Deep Q-Network (DQN) (Mnih et al., 2013), Double DQN (Van Hasselt et al., 2016), Dueling DQN(Wang et al., 2016b), Actor Critic with Experience Replay (ACER)Wang et al. 2016a) have been proposed and shown to achieve or exceed human performance. For continuous action spaces, Trust Region Policy Optimization (TRPO)(Schulman et al. 2015a), PPO (Schulman et al. 2017), Deep Deterministic Policy Gradient (DDPG)(Lillicrap et al., 2015), TD3 (Fujimoto et al., 2018), and SAC (Haarnoja et al., 2018) have been proposed. In addition, there are also DRL algorithms designed to work for both discrete and continuous action spaces, e.g., Advantage Actor Critic (A2C)(Mnih et al. 2016). There are also works applying DRL to a multi-agent system by modeling the system as a Decentralized MDP (Dec-MDP) (Beynier et al., 2013). However, all these algorithms are designed for and tested with MDPs that are well engineered with fully-observable states for most cases, and it is unclear whether these algorithms will work well or to what extent they can maintain their relative performance in POMDPs. In this paper, we focus on continuous control tasks and show that PPO, SAC, TD3 do not maintain their relative performance in POMDPs, with PPO underperforming SAC and TD3 in MDPs but outperforming SAC and TD3 in POMDPs.

POMDPs have gained extensive attentions in the community and been investigated within both model-free (Hausknecht and Stone, 2015; Lamble and Chaplot, 2017; Meng et al., 2021b) and model-based (Igl et al., 2018; Singh et al. 2021; Shani et al., 2013) DRL, including POMDPs with discrete(Baisero and Amato, 2021) or continuous(Ni et al., 2021) action spaces. Ni et al. (2021) empirically shows that recurrent model-free RL can be a strong baseline for many POMDPs. Subramanian et al. (2022) proposes a theoretical framework for approximate planning and learning in POMDPs, where an approximate information state can be used to learn an approximately optimal policy. In addition, multi-agent system can also be modeled as a Decentralized POMDP (Dec-POMDP) and approached by DRL algorithms (Beynier et al., 2013; Oliehoek et al., 2016), which demonstrates the broad application of DRL in POMDPs.

Multi-step methods (also called n-step methods/bootstrapping) refer to RL algorithms that utilize multi-step immediate rewards to estimate the bootstrapped value of taking an action in a state. These have been investigated in the literature for improving reward signal propagation (van Seijen, 2016. Mnih et al. 2016. De Asis et al. 2018. Hessel et al. 2018) leading to faster learning speed. Multi-step bootstrapping has also been shown to help to alleviate the over-estimation problem in Meng et al. (2021a). However, to the best of our knowledge, there is no work connecting multi-step methods to their potential ability to capture temporal information when solving POMDPs. In this work, we show that PPO with multi-step bootstrapping outperforms TD3 and SAC that only using 1-step bootstrapping in POMDPs. We also empirically show that multi-step bootstrapping helps TD3 and SAC to perform better in POMDPs.

From the related work on DRL for MDPs and POMDPs, we can see that MDPs and POMDPs are normally tackled separately in DRL and little work is done on bridging MDPs and POMDPs and their solvers. Even though there are some efforts on solving POMDPs by using MDP solvers in conjunction with imitation learning (Yoon et al., 2008; Littman et al. 1995), (Arora et al. 2018)
shows that multi-resolution information gathering cannot be addressed using MDP based POMDP solvers by only focusing on one specific task. In addition to inventing algorithms that work for both MDPs and POMDPs, there is also effort studying how to reducing POMDPs to MDPs. For example, Sandikci (2010) studies the reduction of a POMDP to a MDP by exploiting grid approximation, but this assumption on a finite discrete belief state space limits applications to continuous state spaces.

Successfully applying DRL to real applications involves many design choices, with state representation particularly important. For example, (Reda et al., 2020) studies the environment design, including the state representations, initial state distributions, reward structure, control frequency, episode termination procedures, curriculum usage, the action space, and the torque limits, that matter when applying DRL. They empirically show these design choices can affect the final performance significantly. In addition, Ibarz et al. (2021) focuses on investigating the challenges of training real robots with DRL, compared to simulation. As another work related to state representation, Mandlekar et al. (2021) studies the factors that matter in learning from offline human demonstrations, where observation space design is highlighted as a particularly prominent aspect. These works aim to comprehensively cover broader topics in applying DRL, but in this work we mainly focus on the partial observability problem during DRL for robot control. Moreover, we try to reproduce the problem encountered when applying DRL to novel robots using benchmark tasks where the problem can be more easily reproduced and studied.

As this paper conducts experimental study across both MDPs and POMDPs, it is worth noting bench-marking efforts for DRL algorithms. Particularly, we note that DRL algorithms are often separately bench-marked for MDPs and POMDPs (Duan et al., 2016; Ni et al. 2021). This introduces uncertainty around the performance of DRL algorithms benchmarked on MDPs in POMDPs and vice versa. We speculate that this phenomena is partly due to the unbalanced availability of testbeds for MDPs and POMDPs. There are many MDP testbeds, e.g., Gymnasium (Towers et al., 2023), DeepMind Control Suite (Tunyasuvunakool et al. 2020), and many more https://github.com/clvrai/awesome-rl-envs than POMDP testbeds. As an example testbed for discrete action spaces, Shao et al. (2022) proposes Mask Atari for deep reinforcement learning as a POMDP benchmark, where the observation of Atari 2600 games are manipulated by masks in order to create POMDPs. For continuous action spaces, Morad et al. (2023) provides Popgym to benchmark partially observable reinforcement learning. In additional to the availability of MDP and POMDP testbeds, MDP testbeds are commonly benchmarked in Duan et al. (2016); Weng et al. (2022); Hill et al. (2018), but because the POMDP testbeds are not so popular, there is not much popular benchmarks for them neither. This paper uses POMDP testbeds modified from MDP testbeds in Gymnasium, exploiting similar techniques to those proposed by Meng et al. (2021b).

3 Background

A Markov Decision Process (MDP): is a sequential decision process defined as a 4-tuple \( S, A, P, R \), where \( S \) is the state space, \( A \) is the action space, \( P(s' | s, a) = p(s_{t+1} = s' | s_t = s, a_t = a) \) is the transition probability that action \( a \) in state \( s \) at time \( t \) will lead to a new state \( s' \) at time \( t + 1 \), and \( R(s, a, s') \in \mathbb{R} \) provides the immediate reward \( r \) indicating how good taking action \( a \) is in state \( s \) after transitioning to a new state \( s' \). In a MDP, it is assumed that the state transitions defined in \( P \) satisfy the Markov property, i.e. the next state \( s' \) only depends on the current state \( s \) and the action \( a \). Normally, the state \( s \) is not accessible to an agent, but its representation \( o \) is given. When the observation \( o \) fully captures the current state \( s \), we call this a fully observable MDP. However, when the observation \( o \)
cannot fully represent the current state \( s \), we call the decision process a Partially Observable Markov Decision Process (POMDP). In some cases, using a history of past observations and/or actions and/or rewards up to time \( t \) as a new observation can reduce a POMDP to MDP. For example, for tasks where the velocity is part of the system state, using a history of past positions of a robot as the observation can make the POMDP, where only position is included in its observation, a MDP. For these cases, history aids with dealing with partial observability.

Reinforcement Learning (RL): Sutton and Barto (2018) studies how to solve MDPs or POMDPs, without requiring the transition dynamics \( P \) to be known. Specifically, an agent observes \( o_t \) at time \( t \), then decides to take action \( a_t \) according to its current policy \( \pi(a_t | o_t) \). Once the action \( a_t \) is taken, the agent observes a new observation \( o_{t+1} \) and receives a reward signal \( r_t \) from the environment. By continuously interacting with the environment, the agent learns an optimal policy \( \pi^* \) to maximize the expectation of the discounted return \( \mathbb{E}_{\pi^*, o_0 \sim \rho_0} \left[ \sum_{i=0}^{T} \gamma^i r_i | o_0 \right] \) starting from initial observation \( o_0 \sim \rho_0 \), where the discount factor \( \gamma \) is used to balance the short-term vs. long-term return.

There are three functions that are commonly used in RL algorithms. A state-value function \( V^\pi(s) \) of a state \( s \) under a policy \( \pi \) is the expected return when starting in \( s \) and following \( \pi \) thereafter, which can be formally defined by \( V^\pi(s) = \mathbb{E}_{\pi} \left[ \sum_{i=0}^{T} \gamma^i r_i | s = s \right] \). An action-value function \( Q(s, a) \) of taking action \( a \) in state \( s \) and following \( \pi \) afterwards can be defined as \( Q^\pi(s, a) = \mathbb{E}_{\pi} \left[ \sum_{i=0}^{T} \gamma^i r_i | s = s, a_i = a \right] \). The advantage \( A^\pi(s, a) \) of taking action \( a \) in state \( s \) is defined as \( Q^\pi(s, a) - V^\pi(s) \) when following a policy \( \pi \). For these functions, if the state \( s \) is not directly observable, its representation \( o \) will be used. To simplify the notation, for the rest of this paper, we will use \( o \) to represent \( s \).

### 3.1 Deep Reinforcement Learning

Deep Reinforcement Learning (DRL) employs Deep Neural Networks to represent these value functions and/or policy. In this paper, we will use three of the most popular DRL algorithms which will be briefly introduced in the following.

Both Soft Actor-Critic (SAC) (Haarnoja et al., 2018) and Twin Delayed Deep Deterministic Policy Gradient (TD3) (Fujimoto et al., 2018) are off-policy actor-critic DRL approaches. Both employ two neural networks to approximate two versions of the state-action value function (named critics) \( Q_{i=1,2} \) parameterized by \( \theta_{i=1,2} \). Learning two versions of the critic is used to address the function approximation error by taking the minimum over the bootstrapped Q-values in the next observation \( o_{t+1} \). Unlike TD3, SAC gives a bonus reward to an agent at each time step, proportional to the entropy of the policy at that timestep. In addition, TD3 learns a deterministic policy \( \mu \) parameterized by \( \phi \), whereas SAC learns a stochastic policy \( \pi_\psi \) parameterized by \( \psi \). Given a mini-batch of experiences \( (o_t, a_t, r_t, o_{t+1}) \) uniformly sampled from the replay buffer \( D \), the target bootstrapped Q-value \( \tilde{Q}(o_t, a_t) \) of taking action \( a_t \) in observation \( o_t \) can be defined as follows:

\[
\tilde{Q}(o_t, a_t) = r_t + \gamma \min_{i=1,2} Q_i(o_{t+1}, a^\pi(o_{t+1}, a_t))
\]

where the target Q-value functions are parameterized by \( \theta_i^{-1} \), \( a^\pi(o_{t+1}) = \mu_\phi^{-1}(o_{t+1}) \) for TD3 with target policy \( \mu_\phi^{-1} \) and \( a^\pi(o_{t+1}) = \pi_\psi(a_{t+1}) \) for SAC with target policy \( \pi_\psi \). and \( \alpha \geq 0 \) balances the maximization of the accumulated reward and entropy. For TD3 \( \alpha = 0 \). Then, \( \tilde{Q}_i \) can be optimized by minimizing the expected difference between the prediction and the bootstrapped value with respect
to parameters \( \theta \), following \( \min_{\theta} \mathbb{E}_{(o_t, a_t, r_t, o_{t+1}) \sim D} \left[ Q_{\theta}(o_t, a_t) - \hat{Q}(o_t, a_t) \right]^2 \). For TD3, the policy is optimized by maximizing the expected Q-value over the mini-batch of \( o_t \) with respect to the policy parameter \( \phi \), following

\[
\max_{\phi} \mathbb{E}_{o_t \sim D} Q_{\theta_t}(o_t, \mu_{\phi}(o_t)),
\]

(2)

and for SAC the policy is updated to maximize the expected Q-value on \( (o_t, a) \) where \( a \) is sampled from policy \( \pi_{\psi}(\cdot | o_t) \) and the expected entropy of \( \pi \) in observation \( o_t \) as

\[
\max_{\psi} \mathbb{E}_{o_t \sim D} \left[ \min_{i=1,2} Q_{\theta_t}(o_t, a) \mid a \sim \pi_{\psi}(a | o_t) + \alpha H(\pi_{\psi}(\cdot | o_t)) \right].
\]

(3)

**Proximal Policy Optimization (PPO)** (Schulman et al., 2017) optimizes a policy by taking the biggest possible improvement step using the data collected by the current policy, but at the same time limiting the step size to avoid performance collapse. A common way to achieve this is to attenuate policy adaptation. Formally, for a set of observation and action pairs \( (o_t, a_t) \) collected from the environment based on the current policy \( \pi_{\theta_t} \), the new policy \( \pi_{\theta} \) is obtained by maximizing the expectation over the loss function \( L(o_t, a_t, \phi_k, \varphi) \) with respect to the policy parameter \( \varphi \) as

\[
\max_{\varphi} \mathbb{E}_{(o_t, a_t) \sim \pi_{\theta_t}} L(o_t, a_t, \phi_k, \varphi).
\]

The loss function \( L \) is defined as

\[
L(o_t, a_t, \phi_k, \varphi) = \min (c \times A^{\pi_{\theta_t}}(o_t, a_t), \text{clip}(c, 1 - \varepsilon, 1 + \varepsilon) A^{\pi_{\theta_t}}(o_t, a_t)),
\]

(4)

where \( c = \frac{\pi_{\phi}(o_t | a_t)}{\pi_{\phi}(o_t | a_t)} \), \( \varepsilon \) is a small hyperparameter that roughly says how far away the new policy is allowed to go from the current one, and \( A^{\pi_{\theta_t}}(o_t, a_t) \) is the advantage value. A common way to estimate the advantage is called generalized advantage estimator GAE(\( \lambda \)) (Schulman et al., 2015b), based on the \( \lambda \)-return and the estimated state-value \( V(o_t) \) in observation \( o_t \) as \( A^{\pi_{\theta}}(o_t, a_t) = G_t(\lambda) - V(o_t) \). The \( G_t(\lambda) \) is defined by

\[
G_t(\lambda) = (1 - \lambda) \sum_{n=1}^{T-t-1} \lambda^{n-1} R_t^{(n)} + \lambda^{T-t-1} R_t^{(T-t)}
\]

(5)

where \( \lambda \in [0, 1] \) balances the weights of different multi-step returns and the summation of the coefficients satisfies \( 1 = (1 - \lambda) \sum_{n=1}^{T-t-1} \lambda^{n-1} + \lambda^{T-t-1} \). Particularly, \( R_t^{(n)} \) is defined as \( R_t^{(n)} = \sum_{i=t}^{T+n} \gamma^{i-t} r_i + \gamma^n V(o_{t+n}) \) that is bootstrapped by state-value \( V(o_{t+n}) \) in observation \( o_{t+n} \). The state-value function \( V(o_t) \) is optimized to minimize the mean-square-error between the predicted state value \( V(o_t) \) and the Monte-Carlo return as \( \min_{\nu} \mathbb{E}_{o_t} \left[ V(o_t) - R_t \right]^2 \), where the Monte-Carlo return \( R_t \) is defined as

\[
R_t = \sum_{i=t}^{T} \gamma^{i-t} r_i + (1 - d_T) \gamma^T V(o_{T+1}),
\]

(6)

which is calculated based on the \( T \) experiences collected by the current policy. In Eq. 6 \( d_T \) indicates after \( T \) steps if the agent reached the terminal state or not, and \( o_{T+1} \) is the next observation after \( T \) steps.

**Multi-step Methods** (also called \( n \)-step methods) (Sutton and Barto, 2018) refer to RL algorithms utilizing multi-step bootstrapping. Formally, for a multi-step bootstrapping where \( n \) is the step size after which a bootstrapped value will be used, the \( n \)-step bootstrapping of observation and
action pair \((o_t, a_t)\) can be defined as
\[ Q^{(n)}(o_t, a_t) = \sum_{i=t}^{t+n-1} \gamma^{i-t} r_i + \gamma^n Q(o_{t+n}, a) \]
where \(a \sim \pi(a|o_{t+n})\).
Note that when \(n = 1\), it reduces to 1-step bootstrapping, which is commonly used in Temporal Difference (TD) based RL.

4 Exemplar Robot Control Problem

In this section, we will provide a motivating example highlighting the challenge of applying DRL to tasks with sensor noise which leads to POMDP. The Walker2D (as shown in Fig. 1a) Mujoco environment in Gymnasium (https://gymnasium.farama.org) is a two-legged walking robot in 2D, where the objective is to walk forward as fast as possible by applying torques on the six hinges connecting the seven body parts. The observation of the original task consists of the positions and velocities of different body parts of the robot, which fully represents the state of the robot and makes the task a MDP. The original task is good for validating the DRL algorithms, but it is unrealistic in reality because there is always sensory noise in the observation for a real robot. Therefore, to make it closer to the real world a modified task is created, whose observation \(o'\) is formed by adding random Gaussian noise with zero mean and standard deviation \(\sigma_{rn} = 0.1\) to the original observation \(o\) as \(o' = o + \mathcal{N}(0, \sigma_{rn})\), a setting of more practical relevance. The inclusion of random observation noise means the new observation of the modified task is a noisy representation of the state, and hence the task is a POMDP.

![Image of Walker2D and modified task](image)

**Figure 1:** Performance of PPO, TD3 and SAC on Walker2D, where (a) shows the Walker2D robot, (b) shows the performance of the three DRL algorithms on the original task, and (c) shows their performance on the modified task with random noise in the task observation.

Given a control task, when applying DRL algorithms to it, it is common to start with state-of-the-art DRL algorithms, e.g., the TD3, SAC, and PPO approaches introduced in Section 3. Based on the results reported by Fujimoto et al. (2018); Haarnoja et al. (2018), one may expect that both TD3 and SAC would outperform PPO on the modified task, given relative performance on the original MDP task illustrated in Fig. 1b. However, surprisingly, TD3 and SAC perform much worse than PPO on the POMDP version of Walker2D, as shown in Fig. 1c. A similarly counter-intuitive result is also encountered by Meng (2023), when applying these algorithms to Living Architecture Systems. TD3, SAC and PPO are all general DRL algorithms with no special consideration for handling a POMDP, but the results shown in 1 indicate that PPO is less sensitive to the partial observation setting than TD3 and SAC. To further investigate whether the observation in the exemplar task
generalizes to other tasks and to interpret these results, we will reproduce the exemplar test with POMDP variations of other benchmark tasks from Gymnasium, in Section 7. To ease the reference in the rest of this work, we summarize the **Expected Result** and the **Unexpected Result** in Table 1.

| Expected Result | TD3 and SAC outperform PPO on MDP tasks modified to be POMDP. |
|-----------------|---------------------------------------------------------------|
| Unexpected Result | TD3 and SAC underperform PPO on MDP tasks modified to be POMDP. |

Because the noisy sensor setting in the exemplar control task introduced in Section 4 is common in practise, it is worth investigating to what extent the **Unexpected Result** will generalize to other benchmark tasks and other types of POMDPs studied in RL literature and understand its underlying causes.

### 5 Generalization of the Unexpected Result on Other Tasks

To examine the generalization of the result shown in the previous section, especially the **Unexpected Result**, we reproduce these findings in three additional benchmark control tasks detailed in Section 7. To experimentally validate the generalization, we formally make the **Hypothesis 1** as:

**Hypothesis 1** If the partial observability introduced by adding random noise caused the unexpected results relative to the expectation on MDP, then similar results should be reproducible on MDP vs. POMDP versions of other benchmark tasks. Concretely, TD3 and SAC are expected to outperform PPO on MDPs, but underperform PPO on POMDPs.

If **Hypothesis 1** is supported by the experiment, it means that applying DRL algorithms in real-world robot control cannot directly exploit the evidence obtained by the RL community that TD3 and SAC are better than PPO. What’s more, when it is observed that PPO outperforms TD3 and SAC on a given task, this should be taken as evidence that the task at hand might be a POMDP rather than a MDP. Therefore, either the design of the task observation space should be amended to turn the POMDP into an MDP, or DRL algorithms for specifically for POMDPs should be employed.

### 6 Analysing and Improving Robustness to Partial Observability

To understand the cause of the **Unexpected Result**, we analyze the key differences between PPO and TD3 or SAC. Then, we propose hypotheses based on the analysis and experimentally validate these. The two key differences between PPO and TD3 or SAC are as follows:

**Diff 1** PPO exploits multi-step bootstrapping for both advantage and state-value function estimation, while TD3 and SAC only use one-step bootstrapping for action-value function estimation.

**Diff 2** PPO updates its policy conservatively leading to gentle exploration, TD3 explores by adding Gaussian action noise with fixed standard deviation to its deterministic policy, whereas SAC always encourages exploration.

In the rest of this section, we will make hypotheses based on our analysis on these features and propose methods to experimentally validate these hypotheses.
6.0.1 The Potential Effect of Multi-step Bootstrapping on Passing Temporal Information

Figure 2: Information incorporated in $n$-step Bootstrapping, where the $n$ immediate rewards and the bootstrapped value, whose calculation depends on what value function is available, thereafter are included.

For Diff 1, PPO uses $\lambda$-return defined in Eq. 5, which is a weighed average of $n$-step returns where $n \in [1, T-t-1]$, to calculate the advantage $A_{\pi_k}^{\lambda_t}(o_t, a_t)$ of taking action $a_t$ in observation $o_t$, and then uses the Monte-Carlo return defined in Eq. 6 to update its state-value function. However, TD3 and SAC only use 1-step bootstrapping to calculate their target Q-value as defined in Eq. 1. Fig. 2 illustrates $n$-step bootstrapping with different $n$ values, where the $n$ immediate rewards and the bootstrapped value are discounted $1$ and added together.

On MDPs, it is known that multi-step bootstrapping can propagate the learning signal, i.e., reward, faster (Sutton and Barto, 2018) leading to faster learning speed, and in DRL multi-bootstrapping (Meng et al., 2021a) also has the effect of alleviating the overestimation problem. However, neither of these explain the Unexpected Result. Concretely, considering the dense reward signal used in the task, even without the faster learning signal propagation endowed by the multi-step bootstrapping, TD3 and SAC should also improve gradually, which is not observed in Fig. 1c. In addition, both TD3 and SAC utilize the minimum of the two critics (Eq. 1) to calculate the bootstrapped Q-value so that they are less likely to be affected by the overestimation problem.

Based on this analysis, we postulate that multi-step bootstrapping can pass temporal/sequential information that cannot be captured by one-step bootstrapping, and that causes the RL algorithms utilizing multi-step bootstrapping to be less sensitive to partial observation of the underlying state and able to achieve better performance. This assumption is inspired by the two empirical facts that (1) when the observation is a partial representation of the underlying state, a sequence of observations may form a better representation of the state, e.g., in Meng et al. (2021b) using an observation of simply concatenated multi-step observations significantly outperforms one-step observation on POMDPs, and (2) the dense reward signal $r_t = R(o_t, a_t, o_{t+1})$ can be roughly viewed as a one-dimensional state-transition abstraction of $(o_t, a_t, o_{t+1})$. More detailed on the second point can be found in Appendix A.1.

Because multi-step bootstrapping makes use of multiple rewards to calculate the target Q-value, the reward can be seen as an approximation of the state-transition, and it is likely this will further help to capture some missed temporal information, making DRL algorithms employing multi-step bootstrapping, e.g., PPO, less sensitive than those using one-step bootstrapping, e.g., TD3 and SAC. We validate this assumption experimentally by testing the hypothesis proposed in this section.

---

1. For clarity, we did not draw discount factor $\gamma$ in the figure.
Hypothesis 2 The $\lambda$-return (Eq. 5) and Monte-Carlo return (Eq. 6) based on multi-step bootstrapping\(^2\) employed in PPO leads to robustness to POMDP settings, therefore (1) multi-step/n-step versions of TD3 and SAC with $n > 1$ should also improve robustness to POMDPs when compared to their vanilla versions, and (2) replacing the $\lambda$-return and Monte-Carlo return with 1-step bootstrapping should cause PPO’s performance to decrease when moving from an MDP to a POMDP.

To empirically verify (1) of the Hypothesis 2, we investigate the performance of the multi-step (also known as n-step) variants of vanilla TD3 and SAC, namely Multi-step TD3 (MTD3) (Tang, 2020) and Multi-step SAC (MSAC) (Bai, 2021), on various tasks. Specifically, instead of sampling a mini-batch $\{(o_t, a_t, r_t, o_{t+1})^{(k)}\}_{k=1}^K$ of K 1-step experiences, we sample a mini-batch $\{(o_t, a_t, r_t, o_{t+1}, \cdots, o_{t+n-1}, a_{t+n-1}, r_{t+n-1}, o_{t+n})^{(k)}\}_{k=1}^K$ of K n-step experiences. Then, we replace the target Q-value calculation defined in Eq. 1 with the n-step bootstrapping defined as

$$
\hat{Q}^{(n)}(o, a) = \sum_{i=n}^{n+1} \gamma^{i-n} r_i + \gamma^n \min_{i=1, 2} Q_{\theta_i}(o, a) + \alpha H(\pi(\cdot|a_{t+n}))
$$

(7)

where $a = \mu_{\psi}(o_{t+n})$ and $a \sim \pi_{\theta}(\cdot|o_{t+n})$ for MTD3 and MSAC, respectively, $\alpha = 0$ for MTD3, and the policy update is the same as that for TD3 and SAC. For (2) of the Hypothesis 2, we replace both $\lambda$-return $G_\lambda(\lambda)$ and Monte-Carlo return $R_t$ with n-step return $R_t^{(n)}$, i.e., $G_\lambda(\lambda) = R_t^{(n)}$ and $R_t = R_t^{(n)}$ where when $n = 1$ only 1-step bootstrapping is used.

In Hypothesis 2, we assume multi-step bootstrapping can improve DRL algorithms’ robustness to POMDP, inspired by the observation that the concatenation of multi-step observations significantly improves DRL algorithms’ performance on POMDPs and the intuition that reward can be seen as an approximation to the state-transition. Given that, it is natural to analogously ask if replacing the original one-step reward $r_t$ with an accumulated reward $r_t^{\text{avg}}$ or $r_t^{\text{sum}}$ can achieve similar performance improvement, since this can also incorporate multi-step rewards that may possibly capture some temporal information. In other words, Hypothesis 2 expects performance improvement when replacing Eq. 8 with Eq. 9 and similarly we can expect performance improvement when replacing Eq. 8 with Eq. 10 and comparable performance between Eq. 9 and Eq. 10

$$
\hat{Q}(o, a) = r_t + \gamma \max_a Q(o_{t+1}, a)
$$

(8)

$$
\hat{Q}(o, a) = \sum_{k=0}^{n-1} \gamma^k r_{t+k} + \gamma^n \max_a Q(o_{t+1}, a)
$$

(9)

$$
\hat{Q}(o, a) = r_t^{\text{avg}} + \gamma \max_a Q(o_{t+1}, a)
$$

or

$$
\hat{Q}(o, a) = r_t^{\text{sum}} + \gamma \max_a Q(o_{t+1}, a)
$$

(10)

Following this idea, we make a hypothesis as follows:

Hypothesis 3 If multi-step rewards can capture temporal information, the performance on tasks with accumulated reward over a few steps should be better than that on environments with one-step reward, i.e., the original reward, and achieve comparable performance to algorithms using multi-step bootstrapping on environments with one-step reward.

\(^2\) $\lambda$-return is a weighted mixture of various $n$-step bootstrappings, and Monte-Carlo return is a T-step bootstrapping.
To validate **Hypothesis 3**, in Eq. 10 we modified the original task reward \( r_t \) in time step \( t \in [1, \text{max}_\text{step}] \), where \( \text{max}_\text{step} \) indicates the maximum episode steps, as an accumulated reward \( r_t^{\text{avg}}(n) \) or \( r_t^{\text{sum}}(n) \) of \( n \)-step \( (n \in [1, \text{max}_\text{step}]) \) rewards as follows:

\[
r_t^{\text{avg}}(n) = \frac{1}{\min(n,t)} \sum_{k=0}^{\min(n,t)} r_{t-k}
\]

and

\[
r_t^{\text{sum}}(n) = \sum_{k=0}^{\min(n,t)} r_{t-k},
\]

where Eq. 11 and Eq. 12 correspond to the average and summation of the rewards. The modified reward \( r_t^{\text{avg}}(n) \) or \( r_t^{\text{sum}}(n) \) will be used for policy learning, but for performance comparison the original reward \( r_t \) will be used.

### 6.0.2 The Potential Effect of Exploration Strategies

In terms of **Diff 2**, PPO updates its policy conservatively controlled by hyper-parameter \( \varepsilon \) in Eq. 4, where the smaller the \( \varepsilon \) the more conservative the policy update. SAC optimizes its policy to encourage exploration by maximizing the policy entropy controlled by a hyper-parameter \( \alpha \) as shown in Eq. 3, where the higher the \( \alpha \) is the more exploratory the policy will be. As for TD3, it uses a deterministic policy and its policy is simply optimized to maximize the estimated Q-value as in Eq. 2. For the exploration, TD3 adds an action noise to its policy following \( a = \text{clip}(\mu_\phi(o) + \varepsilon, a_{\text{low}}, a_{\text{high}}) \) where the exploratory action is clipped to its value range \([a_{\text{low}}, a_{\text{high}}]\), \( \varepsilon \sim \mathcal{N}(0, \sigma) \) and \( \sigma \) controls how exploratory the action will be.

**Hypothesis 4** If the less exploratory policy of PPO leads to the robustness in POMDP settings, (1) reducing the exploration in TD3 and SAC should also make these robust to POMDP, while (2) increasing the exploration of PPO should make it less effective in POMDPs.

To validate **Hypothesis 4**, we can adjust the action noise hyper-parameter \( \sigma \) of TD3 and the entropy coefficient hyper-parameter \( \alpha \) of SAC and see how this will affect their performance when moving from MDP to POMDP. For PPO, we can increase the clip ratio \( \varepsilon \) in Eq. 4 to allow the policy to update further away from the current policy.

### 6.0.3 Compound Effect of Multi-step Bootstrapping, Exploration Strategy, and/or Others

Even though making hypotheses based on the two key differences, namely **Diff 1** and **Diff 2**, respectively is reasonable, it is also possible a compound effect of the multi-step bootstrapping and exploration strategy causes the **Unexpected Result**.

### 7 Experiments

The tasks investigated in this paper are from Gymnasium MuJoCo Environment, including Ant, HalfCheetah and Hopper, in addition to the Walker2D, as shown in Fig. 3. Moreover, in addition to the random noise version (called POMDP-RN) of the modified tasks, we also study other variations of the original tasks as shown in Table 2, as proposed in Meng et al. (2021b). Specifically, the
Figure 3: Benchmark Tasks, where (a) Ant-v2, (b) HalfCheetah-v2, (c) Hopper-v2, and (d) Walker2D-v2.

Table 2: MDP- and POMDP-version of Benchmark Tasks

| Name        | Description                                           | Hyper-params |
|-------------|-------------------------------------------------------|--------------|
| MDP         | Original task                                         |              |
| POMDP-RV    | Remove all velocity-related entries in the observation space. |              |
| POMDP-FLK   | Reset the whole observation to 0 with probability \(p_{flk}\). | \(p_{flk} = 0.2\) |
| POMDP-RN    | Add random noise \(\varepsilon \sim \mathcal{N}(0, \sigma_r)\) to each entry of the observation. | \(\sigma_r = 0.1\) |
| POMDP-RSM   | Reset an entry of the observation to 0 with probability \(p_{rm}\). | \(p_{rm} = 0.1\) |

Note: the POMDP-version tasks only transform the observation space of the original task, but leave the reward signal unchanged, which means the reward signal is still based on the original observations. This enables fair comparison across the performances of an agent in both the MDP and POMDP settings.

POMDP-RemoveVelocity (POMDP-RV) is designed to simulate the scenario where the observation space is not well designed, which is applicable to a novel control task that is not well-understood by researchers and therefore the designed observation may not fully capture the underlying state of the robot. The POMDP-Flickering (POMDP-FLK) models the case where remote sensor data is lost during long-distance data transmission. The case when a subset of the sensors are lost is simulated in POMDP-RandomSensorMissing (POMDP-RSM). Sensor noise is simulated in POMDP-RandomNoise (POMDP-RN). With these setups, we obtain 4 MDPs and 16=\(4 \times 4\) POMDPs.

The neural network structures and hyper-parameters of PPO, TD3, and SAC are the same as the implementation in OpenAI Spinning Up (https://spinningup.openai.com) documentation, and the source code of this paper can be found at https://github.com/LinghengMeng/m_\_rl_pomdp. MTD3\(n\) and MSAC\(n\) follow the implementation of TD3 and SAC, but use multi-step (also called \(n\)-step) bootstrapping to update their Q-value function. The \(n\) in the bracket indicates the step size in multi-step bootstrapping. LSTM-TD3\(l\) (Meng et al., 2021b) is also compared to see how the MTD3\(n\) and MSAC\(n\) perform compared to an algorithm specifically designed for dealing with POMDPs, where \(l\) indicates the memory length (default \(l = 5\)). More details on the hyper-parameters of the algorithms can be found in Appendix A.2. The results shown in this section are based on three random seeds. For better visualization, learning curves are smoothed by a 1-D Gaussian filter with \(\sigma = 20\).

### 7.1 Results on the Generalization of the Unexpected Result on Other Tasks

To investigate the generalization of the unexpected result introduced in the exemplar robot control problem in Section 4 and validate the Hypothesis 1 made in in Section 5, we run PPO, TD3 and SAC
Table 3: The Maximum of Average Return over 5 evaluation episodes within 2.5 million steps based on 3 different random seeds. If TD3 or SAC perform worse than PPO, they are gray-colored. If MTD3(5) or MSAC(5) outperform the corresponding TD3 or SAC, they are red-colored. The maximum value of all evaluated algorithms for each task is in boldface. To ease comparison, for each row if the performance of an algorithm is better than PPO, it is indicated by ✓. Otherwise, it is indicated by ✗. ⋆ indicates the performance of a RL algorithm on the POMDP-version of a task outperforms its performance on the corresponding MDP-version of the task.

| Task       | Algorithms          | PPO      | TD3      | SAC      | MTD3(5)  | MSAC(5)  | LSTM-TD3(5) |
|------------|---------------------|----------|----------|----------|----------|----------|-------------|
| Ant        | MDP                 | 476.99   | ✓ 4773.70 | ✓ 5614.10 | ✓ 3236.93 | ✓ 5000.62 | ✓ 4070.03   |
|            | POM-FLK             | 396.67   | ✓ 1087.10 | ✓ 936.85  | ✓ 1693.12 | ✓ 2922.37 | ✓ 2658.81   |
|            | POM-RN              | 331.50   | ✓ 1051.60 | ✓ 1150.13 | ✓ 1078.68 | ✓ 2679.30 | ✓ 1095.33   |
|            | POM-RSM             | 383.02   | ✓ 1045.62 | ✓ 885.80  | ✓ 2048.93 | ✓ 3450.29 | ✓ 1164.97   |
|            | POM-RV              | ✗ 1997.48 |      |          |          |          |             |
|            | LSTM-TD3(5)         |          |          |          |          |          |             |
| Halflcheetah| MDP                 | 2897.89  | ✓ 9587.33 | ✓ 10419.59 | ✓ 5442.85 | ✓ 7270.04 | ✓ 8494.11   |
|            | POM-FLK             | 1045.15  | ✓ 1141.83 | ✓ 103.27  | ✗ 519.98  | ✗ 759.73  | ✗ 819.88    |
|            | POM-RN              | 2876.18  | ✓ 4009.17 | ✓ 3950.56 | ✓ 4961.27 | ✓ 4603.68 | ✓ 1313.18   |
|            | POM-RSM             | 2162.40  | ✗ 1149.96 | ✗ 50.62   | ✗ 103.76  | ✗ 584.08  | ✗ 1579.21   |
|            | POM-RV              | ✗ 2659.48 |      |          |          |          |             |
| POM-RV     | LSTM-TD3(5)         |          |          |          |          |          |             |
| Hopper     | MDP                 | 2602.18  | ✓ 3674.87 | ✓ 3575.86 | ✓ 2839.08 | ✓ 2393.62 | ✓ 3432.32   |
|            | POM-FLK             | 1204.44  | ✗ 519.98  | ✗ 1029.32 | ✗ 741.32  | ✗ 223.49  | ✗ 804.94    |
|            | POM-RN              | 2360.31  | ✗ 597.15  | ✗ 584.08  | ✗ 1579.21 | ✗ 1569.69 | ✗ 2912.29   |
|            | POM-RSM             | ✗ 2733.00 |      |          |          |          |             |
|            | POM-RV              | ✗ 848.52  |      |          |          |          |             |
| Walker2d   | MDP                 | 3067.91  | ✓ 4902.00 | ✓ 4988.70 | ✓ 4838.84 | ✓ 5270.83 | ✓ 4591.12   |
|            | POM-FLK             | 1241.49  | ✗ 569.78  | ✗ 1029.32 | ✗ 741.32  | ✗ 223.49  | ✗ 804.94    |
|            | POM-RN              | 2290.53  | ✗ 577.98  | ✗ 584.08  | ✗ 1579.21 | ✗ 1569.69 | ✗ 2912.29   |
|            | POM-RSM             | ✗ 2733.00 |      |          |          |          |             |
|            | POM-RV              | ✗ 1603.86 |      |          |          |          |             |

Note: POM stands for POMDP.

Table 4: The Average Return Over Tasks in Table 3. If TD3 or SAC perform worse than PPO, they are gray-colored. If MTD3(5) or MSAC(5) outperform the corresponding TD3 or SAC, they are red-colored. The maximum value of all evaluated algorithms for each task is in boldface. To ease comparison, for each row if the performance of an algorithm is better than PPO, it is indicated by ✓. Otherwise, it is indicated by ✗.

| Task      | Algorithms          | PPO      | TD3      | SAC      | MTD3(5)  | MSAC(5)  | LSTM-TD3(5) |
|-----------|---------------------|----------|----------|----------|----------|----------|-------------|
| MDP       | 2261.24             | ✓ 5734.48 | ✓ 6149.56 | ✓ 4248.36 | ✓ 5282.61 | ✓ 4877.29 |
| POM-FLK   | 971.49              | ✗ 829.67  | ✗ 537.22  | ✗ 1052.68 | ✓ 1986.16 | ✓ 2851.13 |
| POM-RN    | 1964.63             | ✗ 1582.78 | ✗ 1582.14 | ✓ 2703.43 | ✓ 2914.32 | ✓ 2433.46 |
| POM-RSM   | 1709.55             | ✗ 980.64  | ✗ 625.14  | ✓ 2351.85 | ✓ 3373.06 | ✓ 1725.54 |
| POM-RV    | 1777.33             | ✗ 1003.46 | ✗ 821.95  | ✓ 1924.37 | ✓ 2048.70 | ✓ 2085.57 |
The results on each task are shown in Table 3, and for better visualization, the average return over tasks listed in Table 3 are summarized in Table 4 and Fig. 4. It can be seen from Table 3 that on the MDP-version of the 4 tasks TD3 and SAC achieve better performance than PPO. However, on the 4 POMDP-versions of the 4 tasks, PPO outperforms TD3 and SAC on 11/16 tasks as highlighted in gray in Table 3. In addition, when moving from the MDP to the POMDP, PPO experiences mild performance decreases for most cases with two exceptions, i.e., Ant POMDP-RV and Hopper POMDP-RSM, where PPO even has improved performance as highlighted by $\star$ in Table 3. While in case of Cheetah the difference is small and it could be argued that it is purely statistical noise and is thus insignificant, in Ant the difference is quite large. Following the hypothesis that PPO could incorporate temporal information, a potential explanation is that velocity is indirectly incorporated and probably additionally adding it to the observation can only make the observation space larger and introduce difficulty in finding an optimal policy. However, remarkably TD3 and SAC all encounter significant performance decrease with no exception. These findings are highly consistent with the Hypothesis 1, alerting researchers that applying state-of-the-art DRL algorithms directly to a task with partial observation may be problematic.

7.2 Exploring the Effect of Multi-step Bootstrapping

To test point (1) of Hypothesis 2, we compare the performance of MTD3(n) with TD3 and that of MSAC(n) with SAC in Table 3. As highlighted in red in Table 3, MTD3(5) significantly outperforms TD3 on 14/16 POMDP tasks, and similarly MSAC(5) significantly outperforms SAC on 15/16 POMDP tasks. More obvious performance improvement can be seen in Table 4 and Fig. 4 that when using multi-step bootstrapping TD3 and SAC achieve double performance on POMDPs compared to their vanilla version using 1-step bootstrapping. More interestingly, simply using multi-step bootstrapping with step size equal to 5 MTD3(5) and MSAC(5) achieves performance comparable to or even better than LSTM-TD3(5), which is specifically designed to deal with POMDPs. Nevertheless, this indicates that for some cases directly learning a good representation of the underlying

---

3. The corresponding learning curves can be found in Fig. 14 in Appendix A.3
state from a short experience trajectory as that in LSTM-TD3(5) is more effective than relying on multi-step bootstrapping to pass some temporal information.

To investigate how the multi-step size affects the performance of MTD3(n) and MSAC(n), Fig. 5 shows the average learning curves of MTD3(n) and MSAC(n) with different multi-step sizes $n \in \{1, 2, 3, 4, 5\}$. When $n = 1$ these reduce to TD3 and SAC, respectively. It can be seen from Fig. 5 that simply increasing $n$ by a few steps increases performance dramatically over the $n = 1$ case with limited extra computational cost. For the $n$ we tested, $n = 5$ shows the best performance on most tasks. Table 5 summarizes the best performance of MTD3(n) and MSAC(n) with different multi-step sizes $n \in \{1, 2, 3, 4, 5\}$, where we specifically compare $n > 1$ with $n = 1$ for MTD3(n) and MSAC(n) on the 16 POMDP tasks. It can be seen that simply increasing step size from 1 to 2, results in an MTD3(2) performance improvement on 11/16 tasks, while MSAC(2) improves its performance on 14/16 tasks. With the larger step size used, both MTD3(n) and MSAC(n) get much better performance. These findings all support (1) of Hypothesis 2 and reveal the benefit of multi-step bootstrapping when handling POMDPs.

![Figure 5: Effect of Multi-step Size on The Performance of MTD3 and MSAC](image)

**Table 5: Proportion of POMDPs That $n > 1$ Outperforming $n = 1$ for MTD3(n) and MSAC(n)**

|       | MTD3(n) | MSAC(n) |
|-------|---------|---------|
| 1 < 2 | 11/16   | 14/16   |
| 1 < 3 | 13/16   | 13/16   |
| 1 < 4 | 13/16   | 14/16   |
| 1 < 5 | 16/16   | 16/16   |

4. More results on other tasks can be found in Fig. 15 in Appendix A.3.
To validate (2) of the Hypothesis 2, we replace the $\lambda$-return $G(\lambda)$ used to calculate generalized advantage estimate and Monte-Carlo return $R$ used to update state-value function with $n$-step bootstrapped return $R^{(n)}$ for both advantage estimate and policy update, where results for PPO($R^{(n)}, R^{(n)}$) with $n \in 1, 5$ is compared with the original PPO($G(\lambda), R$) in Fig. 6. As shown in this figure, there is no clear difference among PPO($G(\lambda), R$), PPO($R^{(1)}, R^{(1)}$) and PPO($R^{(5)}, R^{(5)}$). For example, on Walker2d-v2 POMDP-RN and POMDP-RV the performance of these three variances of PPO almost perfectly overlapped. Therefore, the results shown in Fig. 6 rejects the (2) of the Hypothesis 2.

To summarize, the results shown in this section support (1) of Hypothesis 2 that multi-step versions of TD3 and SAC, i.e., MTD3(n) and MSAC(n), with $n > 1$ significantly improve their performance compared to their vanilla versions, but (1) of Hypothesis 2 is rejected by our results that replacing the $\lambda$-return and Monte-Carlo return with 1-step bootstrapped return does not cause the performance decrease for PPO.

7.3 Observation and Action Coverage of Policy With One-step or Multi-step Bootstrapping

In Section 7.2, we demonstrated the effect of multi-step bootstrapping on improving TD3’s performance on POMDPs in Fig. 5. The measurement used in that section is the accumulated reward, i.e. return. In this section, we will have a look at the difference in terms of observation and action coverage between TD3 and MTD3(5) leveraging dimensionality reduction technology to get more insights on the difference in the policies induced from one-step and multi-step bootstrapping.
Specifically, we will try to embed the high-dimensional observation and action space into 2D space for visualization.

Figure 7: Observation Coverage Comparison of Policies from TD3 and MTD3(5) on Walker2d-v4 POMDP-RN, where the top panel shows the returns of the policies of TD3 and MTD3(5), while the bottom panels show the observations and actions stored in the replay buffer and embedded by TriMap(Amid and Warmuth, 2019). The first 10000 experiences are collected by a random policy for both TD3 and MTD3(5), and policy training starts after 10000 steps for both TD3 and MTD3(5).

Fig. 7 compares the observation coverage of the policy learned by TD3 and MTD3(5) on Walker2d-v4 POMDP-RN, where each of the bottom panels shows 10000 observations and the actions taken by TD3 and MTD3(5) in these observations. In order to compare, we first separately combine the observations and actions collected by TD3 and MTD3(5) and then embed them into 2D using TriMap(Amid and Warmuth, 2019), where TriMap is used for dimensionality reduction because it is good at maintaining the relative distances of the clusters compared to other methods, e.g., T-SNE (Van der Maaten and Hinton, 2008). Because for both TD3 and MTD3(5) the first 10000 steps are driven by a random policy, the observation and action coverage of TD3 and MTD3(5) are very similar, as shown in the first column of Fig. 7. However, once the learned policy is used to take actions, there is an immediate observation and action coverage difference between TD3 and MTD3(5) as shown in the 2nd column of the figure where the experiences from time step 10001 to 20000 are plotted. As the learning continuing, not only the TD3 and MTD3 have different observation and action coverage for time step from 90001 to 100000, they also have different coverage compared to that from time step 10001 to 20000. This indicates the policies of TD3 and MTD3(5) are evolving to different local optimal. From the last few columns of Fig. 7, we can see from the observation and action coverage plots the policies of TD3 and MTD3(5) are relatively stable after
150000 steps, and there is a distinct difference between TD3 and MTD3(5), which also matches the difference in the performance of the policies.

Fig. 7 shows the observation and action coverage difference between TD3 and MTD3(5) from a broader perspective where the observations and actions within one period of 10000 time-steps are compared to another period. To have a closer look at their different at a specific observation, Fig. 8 shows the actions taken in observations that are nearby an observation sampled from the first 10000 experiences. The nearby observations of an observation $o_t$ is defined as $\{o_t, \cdots, o_{6 \times 10^5} | \|o_t - o\|_2 \leq 2\}$ where the $o_t$ and $o$ are embedded 2D observations whose value range for each dimension is $[-155, 175]$. The neighbour observations (the green dots) of a sampled observation (the red dot) are better visualized in the inset of each panel. The corresponding actions taken in these neighbour observations are represented by the blue dots whose sizes are used to reflect the happening time of these actions where the more recent the action was taken the bigger the dot will be, as indicated by the legend of Fig. 8. In addition, to give the readers a sense of where the sampled observation, the neighbours of the sampled observation, and the action taken in these neighbour are relative to the whole embedded observations and actions, Fig. 8 also show the whole embedded observations in yellow and whole embedded actions in pink. To show how good these actions are, the histogram of the reward of taking these actions in the neighbour observations is shown.
in each panel as well. The 1st distinct difference between TD3 and MTD3(5) that can be drawn from Fig. 8 is that the actions taken by MTD3(5) in the neighbour observations are quiet different from that taken by TD3, which indicates the policy difference, and the actions taken by MTD3(5) correspond to higher rewards compared to that of TD3 as shown in the inset titled “Reward”. However, what is common between TD3 and MTD3(5) is that even though the neighbour observations are tightly close to each other, the actions taken in these observations are not so close to each other. This can be because the small difference in the observation may cause a big difference in optimal action. Another explanation could be the relative distances of actions are not well maintained by TriMap. It is also interesting to see that some observations are frequently encountered by TD3 but are rarely observed in MTD3(5), especially at the newest interactions, e.g., the 1st column of the 1st and the 2nd row, which is also an indicator of the difference between TD3 and MTD3(5) and showing that MTD3(5) learns a policy to avoid these observations whereas TD3 is stuck in a local optimal that cannot escape from it.

As a summary, the results shown in this section demonstrate the difference in the policies derived from one-step and multi-step, specifically 5-step, bootstrapping for TD3, as a measurement to reflect the difference in learning performance, namely accumulated reward. We know that the policy of TD3 and MTD3 is derived from the action-value function, so this means essentially multi-step bootstrapping leads to a better value function than one-step bootstrapping that is robuster to partial observation of the underlying state. However, it is still unclear why simply replacing the one-step bootstrapping with a multi-step bootstrapping can make such a difference in the performance of DRL algorithms, i.e., TD3 and SAC, on POMDPs, especially given that the (2) of the Hypothesis 2 is rejected in Section 7.2.

7.4 Effect of Accumulated Reward

To validate Hypothesis 3 results on environment using average reward $r_n^{avg}$ (Eq. 11) and summation reward $r_n^{sum}$ (Eq. 12) over $n$ consecutive rewards are compared with that on environment using the original reward. Table 6 shows the aggregated results on the 16 POMDPs. It shows that the proportion of the 16 POMDPs that the performance of an algorithm (right side of <) on environment using accumulated reward, i.e., $r_n^{avg}$ or $r_n^{sum}$ defined in Eq. 11 and Eq. 12 respectively, is better than that of another algorithm (left side of <) on environment using original reward $r$. Over all comparisons, only two cases, i.e., SAC < SAC + (·) and MTD3(5) < MTD3(5) + (·), experience majority (over 50% of tasks) performance improvement, while for other cases there is a performance decrease for most tasks. What particularly evident is TD3 and SAC on environment using accumulated reward can not achieve comparable performance of MTD3(5) and MSAC(5) on environment using the original reward, as highlighted in gray in Table 6.

The results shown here reject Hypothesis 3 which are: (1) the performance of TD3 and SAC on environment using accumulated reward is not consistently improved compared to their performance on environment using the original reward, and (2) for cases there are performance improvement, the performance improving scale is not comparable to that of algorithms using multi-step bootstrapping. This hints the mechanism underlying the performance improvement and robustness to POMDP of algorithms using multi-step bootstrapping, e.g., MTD3 and MSAC, is more complicated and cannot be simply explained by the intuition that multi-step rewards can passing temporal information.

---

6. The results on each task can be found in Appendix A.3.3
Therefore, in the following section we will investigate if the **Unexpected Result** is related to the **Diff 2**, i.e., exploration strategy.

Table 6: Performance Comparison Summary On Accumulated Reward

| Comparison                | Proportion $r_t^{avg(5)}$ | Proportion $r_t^{sum(5)}$ |
|---------------------------|---------------------------|---------------------------|
| TD3 < TD3+(-)             | 6/16                      | 5/16                      |
| SAC < SAC+(-)             | 5/16                      | 14/16                     |
| MTD3(5) < TD3+(-)         | 2/16                      | 1/16                      |
| MSAC(5) < SAC+(-)         | 0/16                      | 0/16                      |
| MTD3(5) < MTD3(5)+(-)     | 5/16                      | 9/16                      |
| MSAC(5) < MSAC(5)+(-)     | 4/16                      | 5/16                      |

Note: +(-) indicates either $r_t^{avg(5)}$ or $r_t^{sum(5)}$ is used.

Figure 9: SAC vs MSAC(5) with Different Exploratory Strategies, where $\alpha$ is the entropy regularization coefficient. The bigger the $\alpha$ is the more exploratory the policy will be. The figure shows the average accumulated return over 4 random seeds.

7.5 Results on Investigating the Effect of the Exploration Strategies

In the (1) of **Hypothesis 4** we assume less exploratory strategy can make TD3 and SAC robust to POMDP, so to validate this, we investigate SAC with $\alpha \in \{0.001, 0.005, 0.01, 0.05, 0.1, 0.15, 0.2\}$ and TD3 with $\sigma \in \{0.0001, 0.0005, 0.001, 0.005, 0.01, 0.05, 0.1\}$. For both $\alpha$ and $\sigma$, the larger the parameter is, the wilder the exploration will be. The commonly used default value for $\alpha$ and $\sigma$ are 0.2 and 0.1, respectively, as that for the results reported in Table 3. Fig. 9 shows results of SAC and
Figure 10: TD3 vs MTD3(5) with Different Exploratory Strategies, where $\sigma$ is the exploratory action noise. The bigger the $\sigma$ is the more exploratory the policy will be. The figure shows the average accumulated return over 4 random seeds. The dotted lines correspond to the performance of TD3 and MTD3(5) with $\sigma = 0.1$.

Figure 11: Effect of Exploration Strategy on The Performance of PPO, where PPO($G(\lambda), R, \varepsilon$) corresponds to the original PPO using $\lambda$-return $G(\lambda)$ for advantage estimate and Monte-Carlo return $R$ for state-value function update, and PPO($R^{(n)}, R^{(n)}, \varepsilon$) corresponds to the revised PPO using $n$-step bootstrapped return for both advantage estimate and state-value function update. The investigated policy clip ratios are $\varepsilon \in \{0.2, 0.5, 0.99\}$, where the larger the $\varepsilon$ is, the wilder the exploration will be, as it allows the policy to update more far away from the current policy. For better visualization, only the average results over 3 random seeds are shown here.
MSAC(5), while Fig. 10 shows results of TD3 and MTD3(5)\textsuperscript{7}. Firstly, let us have a look at SAC and MSAC(5). As shown in Fig. 9, overall reducing the exploration can not make SAC consistently beat MSAC(5), even though there are exceptions, e.g., on HalfCheetah POMDP-RV SAC with $\alpha = 0.005$ has better performance than MSAC(5) with $\alpha = 0.2$. Nevertheless, for some cases, e.g., the POMDP variants of Ant-v2 and HalfCheetah-v2, reducing the exploration of SAC indeed allows it to achieve better performance, while for MSAC(5) reducing the exploration seems having less effect than that on SAC. Secondly, similar overall observations can be found for TD3 and MTD3(5) as shown in Fig. 10 that for most tasks reducing TD3’s exploration cannot achieve comparable performance of MTD3(5), especially for Walker2d-v2. However, we can see the different effect of reducing exploration for TD3 and SAC on Ant-v2, where SAC can get significant performance improvement from less exploratory policy while TD3 cannot. To summarize, it is not consistently observed that reducing the exploration in TD3 and SAC can make them robuster to POMDP, so the (1) of \textbf{Hypothesis 4} cannot be supported by our results. However, what is clear from these results is that for TD3 and SAC multi-step bootstrapping can help more than less exploratory strategy in terms of improving their performance on POMDPs.

In the (2) of \textbf{Hypothesis 4} we assume wilder exploration strategy can make PPO vulnerable to POMDP, so to validate this, we investigate PPO with $\varepsilon \in \{0.2, 0.5, 0.99\}$, where $\varepsilon = 0.2$ is the commonly used default value for PPO. The results are presented in Fig. 11, where we also show results on PPO($R^{(n)}$, $R^{(n)}$, $\varepsilon$), i.e., the revised PPO using $n$-step bootstrapped return for both advantage estimate and state-value function update. In the figure, the blue-, red- and black-colored lines correspond to low, mediate, and large exploration, respectively. To save space, we only show results on Hopper-v2, but the results on Ant-v2, HalfCheetah-v2 and Walker2d-v2 are very similar and can be found in Fig. 23 in Appendix A.3.4 Since Section 7.2 has discussed the effect of the multi-step bootstrapping of PPO in the Fig. 6, we will mainly consider the effect of exploration strategy here. It can be seen from the figure that for both the original PPO($G(\lambda)$, $R$, $\varepsilon$) and the variants of PPO($R^{(n)}$, $R^{(n)}$, $\varepsilon$), increasing the exploration leads to worse performance for most cases, which strongly supports the (2) of \textbf{Hypothesis 4}.

As a summary for the validation of \textbf{Hypothesis 4}, the (1) of \textbf{Hypothesis 4} is not supported by our experiment results as there is no consistent trend can be found that reducing the exploration in TD3 and SAC makes them robuster to POMDPs, whereas the (2) of \textbf{Hypothesis 4} is strongly supported by our results that on most POMDPs increasing the exploration of PPO makes it vulnerable to POMDPs. These results reveal that the \textbf{Unexpected Result} cannot be explained by the \textbf{Diff 2} too.

8 Discussion

The \textbf{Hypothesis 1} on the generalization of the \textbf{Unexpected Result} found in Section 4 is validated by the similar results on other standard benchmarks presented in Section 7.1. This strongly indicates the unexpected result will apply to other domains. As a concrete example, Meng (2023) also find similar unexpected result when applying the state-of-art DRL algorithms to a Living Architecture System, an architectural-scale interactive system with hundreds of actuators and sensors embedded in, where the initial observation space design failed to capture temporal information and leading to a POMDP, and the researchers have to use aggregated information within an observation windows to tackle the unexpected result and get the \textbf{Expected Result}. This finding on the generalization of

\textsuperscript{7} More results can be found in Appendix A.3.4.
the Unexpected Result forms one of the key contributions made by this work and can provide a meaningful guide to researchers when a novel application faces the similar unexpected result.

Even though this work cannot provide a clear explanation on the Unexpected Result, this work proposes three hypotheses, namely Hypothesis 2, 3 and 4, based on our analysis on the two key differences, Diff 1 and 2, between PPO and TD3 and SAC, and experimentally validate these hypotheses in order to provide more insights to understand the Unexpected Result. The authors believe the experimental findings in this work can provide some useful information for the future research on theoretically explaining why the unexpected result happens, which is another key contribution of this work.

More specifically, based on Diff 1 related to multi-step bootstrapping, we first proposes Hypothesis 2. The results in Section 7.2 validate that using multi-step bootstrapping in TD3 and SAC, which lead to MTD3 and MSAC, significantly improves the performance of TD3 and SAC on the POMDPs, which strongly supports the (1) of the Hypothesis 2. Nevertheless, the result on PPO, whose $\lambda$-return and Monte-Carlo return are replaced with one-step bootstrapped state-value function, does not experience performance decrease and rejects the (2) of the Hypothesis 2. This finding is particularly interesting, as the experimental results clearly indicate multi-step bootstrapping can significantly improve TD3 and SAC’s performance on POMDPs compared to one-step bootstrapping but for PPO using one-step bootstrapping seems does not affect anything. Also based on Diff 1, Hypothesis 3 tries to replace the original reward with an accumulated reward and expects this can generate similar performance boost to that of using multi-step bootstrapping for TD3 and SAC as validated in Hypothesis 2. The results in Section 7.4 reject Hypothesis 3 that using accumulated reward cannot consistently improve TD3 and SAC’s performance not saying achieving comparable performance to MTD3 and MSAC.

Based on Diff 2, Hypothesis 4 assume the Expected Result is caused by the less exploratory policy of PPO. The (1) of Hypothesis 4 cannot be supported by our results in Section 6.0.3, because no consistent performance improvement is observed when changing the exploration level in TD3 and SAC, even though on some tasks it shows that having a lower exploration level can help to get a better performance. On the contrary, the results show that increasing the exploration level of PPO does make it vulnerable to POMDP, which can be seen as a strong support of the (2) of Hypothesis 4.

| Hypothesis       | TD3 & SAC | PPO   |
|------------------|-----------|-------|
| H 1 (Generalization) | ✓         |       |
| H 2 (Multi-step Bootstrapping) | (1) ✓ | (2) ✗ |
| H 3 (Accumulated-reward) | ✗         |       |
| H 4 (Exploration)   | (1) ✗ | (2) ✓ |

Table 7: Summary of Hypotheses Validation

Table 7 summarize the hypotheses validation, where ✓ and ✗ are used to indicate whether the hypothesis is supported or rejected by our results. On one hand, the acceptance of Hypothesis 1 and Hypothesis 2 (1) indicates that multi-step bootstrapping is the reason that can make TD3 and SAC having better performance on POMDPs. However, the rejection of Hypothesis 2 (2) and
Hypothesis 3 reveals that the reason for the performance boost of TD3 and SAC using multi-step bootstrapping is unlikely because it is able to passing temporal information, but is more likely because somehow it helps to learn a better value function that can lead to a better policy on POMDPs. In addition, the rejection of Hypothesis 4 (1) excludes the effect of exploration for TD3 and SAC on the performance difference on MDPs and POMDPs. On the other hand, the rejection of Hypothesis 2 (2) and the acceptance of Hypothesis 4 (2) indicates multi-step bootstrapping seems not related to PPO’s robustness to POMDPs but its conservative policy update plays a key role to its robustness to POMDPs. According to these findings, we speculate PPO gains robustness to POMDP through a different mechanism, i.e., conservative policy update, compared with TD3 and SAC which can gain robustness to POMDP through exploiting multi-step bootstrapping.

Another thing worth to highlight is when visualizing high-dimensional data in Section 6.0.1 and 7.3, we used TriMap, which to the best of the authors’ knowledge is the best at maintaining the relative distances of clusters. However, we should also note that there is no guarantee TriMap can perfectly maintain the relative distances of clusters. Therefore, the conclusions made based on the 2D visualization generated by TriMap may be inaccurate.

In addition, we also want to highlight that there might be other reasons for the unexpected result which are not aware at the moment to the authors. However, it is still valuable to present the generalization of the unexpected result and bring this to the attention of the community.

9 Conclusion and Future Works

In this paper, we first highlight the counter-intuitive observation, i.e., the Unexpected Result, found when applying DRLs, namely PPO, TD3 and SAC, to a POMDP adapted from a MDP, that PPO outperforms TD3 and SAC on the modified POMDP. Then, motivated by this, we hypothesize in Hypothesis 1 that this unexpected result is generalizable to other POMDPs. This hypothesis is validated by our experiment results. Followed by this, we attribute the unexpected result to the two key differences, namely Diff 1 about multi-step bootstrapping and Diff 2 about exploration strategy, between PPO and TD3/SAC. Based on our analysis on the Diff 1, we make Hypothesis 2 and Hypothesis 3. In Hypothesis 2, we assume using multi-step bootstrapping can improve TD3 and SAC’s performance on POMDPs, which is strongly supported by our results, and removing the multi-step bootstrapping in PPO can make it perform worse on POMDP, which is turned out there is no obvious difference. In Hypothesis 3, we assume using accumulated reward rather than one-step reward can have similar effect with using multi-step bootstrapping, based on the intuitions that a dense reward can roughly be seen as a 1D representation of the state and multi-step bootstrapping can potentially pass temporal information. However, our experimental results reject this hypothesis, because only on a small set of the investigated POMDPs TD3 and SAC can gain performance benefit by exploiting accumulated reward. Based on our analysis on the Diff 2, we make Hypothesis 4 where we assume the wild exploration can make a DRL vulnerable to POMDPs. Although this is validate by the result that PPO experiences performance drop with wilder exploration strategy, there is no consistent performance improvement when we reduce the exploration level of TD3 and SAC. In the final discussion, we distill the findings in this work to make the contributions of this work clear, and discuss the limitations of the work.

A deeper understanding about why multi-step bootstrapping can make TD3 and SAC better on POMDP is an interesting direction for the future. It is also promising to investigate if the finding in this work can generalize to field robot control and to tasks using much higher dimensional sensory
data as observation such as image and 3D point cloud. Particularly, it is worth studying whether the finding in this work can be used as a tool to detect POMDP or measure partial observability level in order to avoid POMDP during observation designing stage. It will be beneficial in the future to use more advanced dimensionality reduction tools to get more insights on the policy analysis etc. The last but not the least, we hope more efforts can be devoted to developing standard POMDP testbeds that can be used to (1) study techniques that help to transform a POMDP to MDP, (2) invent DRL algorithms that may work well on both POMDPs and MDPs, and (3) promote tools that can automatically detect whether a task is a MDP or POMDP.
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Appendix A.

A.1 Dense Reward Signals As Rough One-dimensional State-transition Abstracts

To make the empirical fact, that the dense reward signal \( r_t = R(o_t, a_t, o_{t+1}) \) can be roughly viewed as a one-dimensional state-transition abstraction of \( (o_t, a_t, o_{t+1}) \), more intuitive, Fig. 12 shows the rewards collected from \( 10^4 \) random actions, where Fig. 12a shows the collected rewards, Fig. 12b shows the proportion of the unique reward value rounded to a specific decimal within a chosen reward number, and Fig. 12c shows the histograms with various bin number. As shown in Fig. 12b, when considering 6 decimal of the reward value, every reward is unique and can be used to different different experiences, even though the difference in the reward may be very small and hard to be detected. To further show the mapping between the reward \( r_t \) and state-transition \( (o_t, a_t, o_{t+1}) \), we firstly cluster the rewards of \( 6 \times 10^5 \) experiences collected by TD3 on the modified Walker2D (the 1st panel of Fig. 13), then we visualize \( o_{t+1}, (o_t, o_{t+1}), \) and \( (o_t, a_t, o_{t+1}) \) with the cluster color of the \( r_t \), respectively in the 2nd-4th panel of Fig. 13 by embedding them into 2D using TriMap (Amid and Warmuth 2019). Note that TriMap is chosen here because its good at maintaining the relative distances of the clusters which is necessary to show that the close rewards correspond to close state-transition. As can be seen from Fig. 13, reward values that are close correspond to \( o_{t+1}, (o_t, o_{t+1}), \) and \( (o_t, a_t, o_{t+1}) \) are also grouped, where \( (o_t, o_{t+1}) \) and \( (o_t, a_t, o_{t+1}) \) show tighter groups than \( o_{t+1} \), indicating reward \( r_t \) can be seen as a 1D representation of the state-transition \( (o_t, a_t, o_{t+1}) \) rather than simply the \( o_{t+1} \). It is worth to emphasise there is no guarantee TriMap can maintain relative distances of the clusters, even though it has been shown to be better at it than other dimensionality reduction methods, such as PCA and t-SNE.

Figure 12: Rewards on \( 10^4 \) Random Action Steps on the modified Walker2D introduced in Section 4, where (a) is the scatter plot of the rewards, (b) shows the proportion of unique value within different reward number, and (c) shows the histogram of the rewards with different bin number.

A.2 Hyperparameters for Algorithms

Table 8 details the hyper-parameters used in this work, where – indicates the parameter does not apply to the corresponding algorithm. For the actor and critic neural network structure of LSTM-TD3, the first row corresponds to the structure of the memory component, the second row corresponds to the structure of the current feature extraction, and the third row corresponds to the structure of perception integration after combining the extracted memory and the extracted current feature.
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| Hyperparameter                | PPO | TD3 | MTD3 | SAC | MSAC | LSTM-TD3 |
|------------------------------|-----|-----|------|-----|------|----------|
| discount factor: \( \gamma \) | 0.99 |     |      |     |      |          |
| \( \lambda \)-return: \( \lambda \) | 0.97 | -   |      |     |      |          |
| clip ratio: \( \epsilon \)    | 0.2  | -   |      |     |      |          |
| batch size: \( N_{batch} \)   | -    | 100 |      |     |      |          |
| replay buffer size: \(|D|\)  | 4000 | 10^6|      |     |      |          |
| random start step: \( N_{start\_step} \) | -    | 10000 |      |     |      |          |
| update after \( N_{update\_after} \) | -    | 1000 |      |     |      |          |
| target NN update rate \( \tau \) | -    | 0.005 |      |     |      |          |
| optimizer                     | Adam (Kingma and Ba, 2014) |      |      |     |      |          |
| actor learning rate \( lr_{actor} \) | \(3 \times 10^{-4}\) | \(10^{-3}\) |      |     |      |          |
| critic learning rate \( lr_{critic} \) | \(10^{-3}\) | \(10^{-3}\) |      |     |      |          |
| actor NN structure:          | [256, 256] |      |      | \([128] + [128]\) | \([128]\) | \([128, 128]\) |
| critic NN structure:         | [256, 256] |      |      | \([128] + [128]\) | \([128]\) | \([128, 128]\) |
| actor exploration noise \( \sigma_{act} \) | -    | 0.1 | -    | -   | -    | 0.1      |
| target actor noise \( \sigma_{act\_targ} \) | -    | 0.2 | 0.2  | -   | -    | 0.2      |
| target actor noise clip boundary \( c_{act\_targ} \) | -    | 0.5 | 0.5  | -   | -    | 0.5      |
| policy update delay          | -    | 2   | 2    | -   | -    | 2        |
| entropy regulation coefficient \( \alpha \) | -    | -   | -    | 0.2 | 0.2  | -        |
| history length \( l \)       | -    | -   | -    | -   | -    | \{0, 1, 3, 5\} |
| bootstrapping step size \( n \) | -    | -   | \{2, 3, 4, 5\} | -   | \{2, 3, 4, 5\} | -        |
Figure 13: Clustered Reward Shown in Embedded Experience Space, where $6 \times 10^5$ experiences are collected by TD3 on the modified Walker2D, the 1st panel is the scatter plot of the rewards colored by 8 colors for 8 K-Means (Krishna and Murty, 1999) clusters, the 2nd-4th panels are the embedded $o_{t+1}$, $(o_t, o_{t+1})$ and $(o_t, a_t, o_{t+1})$, for experience tuples $(o_t, a_t, r_t, o_{t+1})$ from the $6 \times 10^5$ experiences with the color corresponding to the $r_t$.

A.3 Additional Results

A.3.1 Additional Results on the Generalization of the Unexpected Result on Other Tasks

Fig. 14 shows the learning curves of the investigated algorithms on both MDP- and POMDP-versions of tasks.

A.3.2 Additional Results on Understand the Effect of Multi-step Bootstrapping

Fig. 15 shows the results on the effect of multi-step size on the performance of MTD3 and MSAC on HalfCheetah-v2 and Hopper-v2. Fig. 16 shows results on the effect of multi-step size on the performance of PPO on Ant-v2 and HalfCheetah-v2.

A.3.3 Additional Results on Effect of Accumulated Reward

To validate Hypothesis 3 results on environment using average reward $r_t^{avg(n)}$ (Eq. 11) and summation reward $r_t^{sum(n)}$ (Eq. 12) over $n$ consecutive rewards are compared with that on environment using the original reward and shown in Fig. 17 and Fig. 18. In Fig. 17, MTD3(5) and MSAC(5) are drawn with solid lines, while TD3 and SAC are drawn with dotted lines. The results on environment with original reward or with accumulated reward are differentiated with different markers. Fig. 18 compares the maximum return over 4 random seeds within 0.8 million steps. In this figure, we use ✓, ✗, and ✓✗ to indicate if the performance of one algorithm on environment using $r_t^{avg(n)}$ or $r_t^{sum(n)}$ is better than that of an algorithm on environment using $r_t$. For example, for $TD3 + (r_t^{avg(n)}$ or $r_t^{sum(n)}) > TD3 + r$ where we compare TD3 + $r_t^{avg(n)}$ and TD3 + $r_t^{sum(n)}$, ✓ indicates both TD3 + $r_t^{avg(n)}$ and TD3 + $r_t^{sum(n)}$ outperform TD3 + $r$, ✗ indicates TD3 + $r_t^{avg(n)}$ and TD3 + $r_t^{sum(n)}$ outperform TD3 + $r$, and ✓✗ indicates only one of TD3 + $r_t^{avg(n)}$ and TD3 + $r_t^{sum(n)}$ outperform TD3 + $r$. Overall, we cannot see there is any consistent performance
Figure 14: Average Learning Curves
Figure 15: Effect of Multi-step Size on The Performance of MTD3 and MSAC, where the average learning curves correspond to MTD3(\(n\)) and MSAC(\(n\)) with different multi-step sizes \(n\) and the shaded area shows half of standard deviation of the average accumulated return over 3 random seeds.

Figure 16: Effect of Multi-step Size on The Performance of PPO, where PPO(\(G(\lambda), R\)) corresponds to the original PPO using \(\lambda\)-return \(G(\lambda)\) for advantage estimate and Monte-Carlo return \(R\) for state-value function update, and PPO(\(R^{(n)}, R^{(n)}\)) corresponds to the revised PPO using \(n\)-step bootstrapped return for both advantage estimate and state-value function update. The shaded area shows half of standard deviation of the average accumulated return over 3 random seeds.
improvement when using $r_{t}^{\text{avg}(n)}$ or $r_{t}^{\text{sum}(n)}$, even though there are some cases by using $r_{t}^{\text{avg}(n)}$ or $r_{t}^{\text{sum}(n)}$ TD3 or SAC gets better performance than using $r$, e.g., SAC + $r_{t}^{\text{sum}(n)}$ outperforms TD3 + $r$ on Ant-v2 POMDP-FLK. Nevertheless, it is quite clear that the performance of TD3 and SAC on environment using either $r_{t}^{\text{avg}(n)}$ or $r_{t}^{\text{sum}(n)}$ is not able to achieve comparable performance of the algorithms using multi-step bootstrapping on environment using $r$, e.g., the huge performance gap between TD3 + $r_{t}^{\text{avg}(n)}$ and TD3 + $r_{t}^{\text{sum}(n)}$ and that of MTD3(5) + $r$ on Walker2d-v2 POMDP-FLK.

Figure 17: Accumulated Reward Environment. The figure shows the maximum return over 4 random seeds within 0.8 million training steps.
Figure 18: Accumulated Reward Environment. The figure shows the maximum return over 4 random seeds within 0.8 million training steps.
A.3.4 Additional Results on Investigating the Effect of the Exploration Strategies

Fig. 19 and 20 show results on other tasks to compare SAC with MSAC(5) and compare TD3 with MTD3(5) in order to investigate the effect of the exploration strategies. Fig. 21 shows the bar-chart of the results of SAC and MSAC(5). Fig. 22 shows the bar-chart of the results of TD3 and MTD3(5). Fig. 23 shows the results on other tasks when investigating the effect of exploration strategy for PPO.

Figure 19: SAC vs MSAC(5) with Different Exploratory Strategies, where $\alpha$ is the entropy regularization coefficient. The bigger the $\alpha$ is the more exploratory the policy will be. The figure shows the average accumulated return over 4 random seeds.
Figure 20: TD3 vs MTD3(5) with Different Exploratory Strategies, where \( \sigma \) is the exploratory action noise. The bigger the \( \sigma \) is the more exploratory the policy will be. The figure shows the average accumulated return over 4 random seeds. The dotted lines correspond to the performance of TD3 and MTD3(5) with \( \sigma = 0.1 \).
Figure 21: SAC vs MSAC(5) with Different Exploratory Strategies, where $\alpha$ is the entropy regularization coefficient. The bigger the $\alpha$ is the more exploratory the policy will be. The figure shows the maximum return over 4 random seeds within half million training steps. The dotted lines correspond to the performance of SAC and MSAC(5) with $\alpha = 0.2$. 
Figure 22: TD3 vs MTD3(5) with Different Exploratory Strategies, where $\sigma$ is the exploratory action noise. The bigger the $\sigma$ is the more exploratory the policy will be. The figure shows the maximum return over 4 random seeds within 0.8 million training steps.
Figure 23: Effect of Exploration Strategy on The Performance of PPO, where PPO($G(\lambda)$, $R$, $\epsilon$) corresponds to the original PPO using $\lambda$-return $G(\lambda)$ for advantage estimate and Monte-Carlo return $R$ for state-value function update, and PPO($R^{(n)}$, $R^{(n)}$, $\epsilon$) corresponds to the revised PPO using $n$-step bootstrapped return for both advantage estimate and state-value function update. The investigated policy clip ratios are $\epsilon \in \{0.2, 0.5, 0.99\}$, where the larger the $\epsilon$ is, the wilder the exploration will be, as it allows the policy to update more far away from the current policy. For better visualization, only the average results over 3 random seeds are shown here.
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