Analysis of the commutation error of filtering operators for the double-averaged equations of flows in porous media in a LES formalism
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The continuum approach employing porous media models is an attractive solution method in the area of Computational Fluid Dynamics (CFD) simulation of fixed-bed reactors due to its robustness and efficiency. This paper applies the double-averaging methodology to refine the mathematical basis for the continuum approach, opening a way to alleviate its main limitations: space-invariant averaging volume and inaccurate treatment of the porous/non-porous interface. The averaging operator is recast as a general space-time filter and a detailed analysis of commutation errors is performed, using a classic Large Eddy Simulation (LES) formalism. An explicit filtering framework has been implemented in the open-source CFD library OpenFOAM to carry out an a-posteriori evaluation of the unclosed terms appearing in the Double-Averaged Navier–Stokes (DANS) equations also considering a space-varying filter width. Two resolved simulations have been performed. First, the flow around a single, stationary particle has been considered and used to validate derived equations and the filtering procedure. Second, an LES of the turbulent flow in a channel partly occupied with a porous medium has been conducted. The results have been filtered, and the commutation error at the porous-fluid interface has been evaluated and compared to the prediction of two models. The significance of the commutation error terms is also discussed and assessed. Finally, the solver for DANS equations has been developed and used to simulate both of the studied geometries. The magnitude of the error associated with neglecting the commutation errors has been investigated and an LES simulation combined with a porous drag model was performed. Very encouraging results have been obtained indicating that the inaccuracy of the drag closure overshadows the error related to the commutation of operators.
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I. INTRODUCTION

Commutation error (CE) terms are the result of the mathematical derivation of averaged differential equations. Their presence arises from the commutation of the averaging and differentiation operators. In the framework of Large Eddy Simulation (LES) filtering (see Refs. 1–5), they appear when the averaging (or filtering) is inhomogeneous (i.e. the averaging volume changes with space) or when it is applied near the domain boundary (the averaging volume is extended outside the domain). Exploring both of these situations is an important issue also in the context of the continuum description of flows in porous media or particle assemblies. For example, inhomogeneous filtering may be useful when dealing with porous media with highly non-uniform pore size distribution. In such conditions, the commutation error terms can have a measurable contribution, thus, ignoring them may induce a significant simulation error. The present paper aims to derive and introduce CE terms as source terms (effectively eliminating, or correcting, the induced error) in the context of a space-time averaged flow simulation in porous media.

The simulations of reacting gas flows passing over packed beds are challenging from both the geometrical and computational perspectives. Two recent approaches for such flows are: particle-
resolved Simulation (PRS), where the geometry of each pellet is accurately represented (see e.g.⁴ or ⁵), and homogenised modelling, where the packed bed is modelled as a porous medium⁶. The PRS is a computationally demanding method, due to the meshing requirements imposed by complex geometries arising inside the packed bed. On top of that, additional complexity is introduced when the flow is turbulent and needs to be either resolved or modelled. We refer the interested reader to the works of Shams et al.⁷–¹³ for an exhaustive review of turbulence modelling approaches for packed beds.

On the other hand, homogenised modelling usually splits the simulation into two distinct regions: the freeboard unobstructed by the particles or pallets and the porous region created from spatial averaging the flow around said particles⁶. The interface between them is often treated in a discontinuous way. In the porous region, the simulation can be coupled with the Discrete element method (DEM) to take into account the interactions between particles¹⁴. The effect of the pallets on the flow in the homogenised region is described using drag models such as the Darcy-Forchheimer¹⁵ or Ergun¹⁶ equations.

A typical treatment of the boundary between the two regions is to use a coupling condition ensuring continuity of the flow variables while prescribing a stress jump at the interface¹⁷. This approach has been extended to include more complex physics, for example, using averaged quantities from the bed¹⁸, including radiation fluxes and temperature distribution¹⁹ or taking into account the velocity of the moving interface²⁰. However, none of the interface models was entirely successful in accounting accurately for the influence of slip velocity and turbulent interactions, without tweaking the empirical model constants. Additionally, a discontinuous approach is difficult to use in geometries where the interface is hard to define exactly.

An alternative is to describe the interface as a continuous transition between the two regions and model the flow using a single two-phased set of equations. Such a set of equations can be obtained through the Volume Averaging Theory (VAT)²¹. The Volume Averaged Navier–Stokes (VANS) equations have been a good starting point for a rigorous derivation of Darcy’s and Forchheimer’s equations, and two-phase porous media flow models²²,²³. In the VAT framework, unclosed terms describing drag forces and dispersion stresses appear as a result of the averaging operation. This derivation enables estimating their values and an in-depth analysis of their effects. The physical conditions, including the description of the interface²⁴, can be described by space- and time-varying parameters like porosity. Ideally, within this approach, the turbulent mixing and other processes at the interface would be embedded in the turbulence closure.

To extend the VAT to moving beds and turbulent flows, the temporal and spatial averaging are used sequentially, leading to the Double Averaged Navier–Stokes, or DANS, equations (for an extensive review the reader is reminded to Lage, de Lemos, and Nield²⁵). The main advantage of the DANS equations is that it describes averaged flow properties in time and space, allowing to account for the movement of the bed through the introduction of a space-time porosity, ϕ₀²⁶,²⁷. The basis for the definition of the double-average are the averaging volume and time window, V₀ and T₀ respectively, chosen so that the macroscopic variations of the flow parameters (e.g. large-scale velocity fluctuations) are not filtered out. The underlying assumption is that the characteristic dimension of V₀ will be much larger than the dimension of small-scale flow parameters (turbulent eddies, features of porous matrix) but smaller than the characteristic dimension of the whole domain²¹,²⁶,²⁸. On the other hand, less consideration was given to the choice of T₀ in literature. Nikora et al.²⁹ state that T₀ must be greater than the turbulent time scale but smaller than the scale of changes in the bed structure. Vowinckel et al.³⁰ followed this approach to evaluate the double-averaged statistics of the flow over a moving granular assembly. This means that for a stationary porous structure and flow, an infinite averaging time window can be used, similar to the standard average used in the Reynolds averaged Navier–Stokes (RANS)³¹ modelling.

This similarity between the DANS approach and turbulence modelling also extends to spatial averaging, which is equivalent to LES filtering. This observation highlights the other advantage of DANS equations, laying in the ability to bridge the description of porous flow with classical time- and space-averaging based turbulence closures. That being said, the filtering scale is usually much smaller in LES than inside the porous region, therefore, such an approach requires, at least formally, a different filter size in different parts of the domain. Having that in mind, deriving such “combined” models requires an in-depth analysis of averaging operators and operations used in the
derivation of the equations, both from a mathematical and numerical standpoint. Initial development of the space-varying averaging in the context of VAT was investigated, for example, by Gray, who assumed a spherical averaging volume and derived modified averaging theorems, de facto correcting the commutation errors of the averaging and differentiation operators.

Investigation of commutation errors is also important for explicit averaging the results from particle-resolved simulations. While the usage of the PRS technique is getting more popular, filtered data can be used to develop more accurate drag and turbulence models, potentially free of empirical correlations. One example of such an approach is the evaluation of the momentum balance in the DANS equations for flows over moving river beds done by Vowinckel et al. or the analysis of the budget of turbulence kinetic energy based on the same data. However, no additional consideration was given to the treatment of commutation errors in both studies. A more thorough investigation of the effects of neglecting CEs was presented by Iovieno and Tordella. The authors developed a procedure of approximating commutation errors numerically and compensating for their effects by including them as source terms. They investigated the effect both numerically and analytically, in both cases, it was shown that neglecting CEs induces errors, which also influence the flow in regions where the filter length is constant. The authors suggested that the filtering procedure is also applicable to explicit filtering. We use a similar technique to arrive at DANS equations with commutation error treatment as source terms, with a focus on the analytic form of these source terms. Klein and Germano studied the effects of commutation error induced by a filter with a size set by a stretched grid, with a fixed stretching factor. They applied the filtering to isotropic turbulence generated as initial data, and to DNS results of a turbulent channel flow. They used the differential approximation of the filter and a model based on the scale-similarity hypothesis, to correct the CEs, where in all cases, their modelling approach yielded lower errors than when the commutation errors were neglected. We compare their formulation to CEs computed from an LES of a channel flow over a porous matrix.

The main focus of the present work is to extend the approach developed by Nikora et al. to achieve the following goals:

1. Recasting the definition of double averaging operation as filtering, determining the requirements for the filtering operator and using it to rederive the DANS equations. Moreover, including a description of commutation errors, allowing for inhomogeneous filtering and accurate treatment of filtering near boundaries.

2. Numerical verification of all derived error terms by a-priori testing on a simplified resolved particle simulation.

3. A-posteriori analysis of the non-uniform filtering induced commutation error in a fully developed turbulent flow over a porous medium.

4. Initial development of a solver for double-averaged equations, capable of performing scale-resolving simulation coupled with porous drag closure.

This work is arranged as follows. In Section II, we detail the mathematical model used in this paper. We introduce the filtering operator based on superficial averaging and compute the commutation errors arising from filtering the space and time derivatives, in Sections II A and II B respectively. Next, in Section II C, we apply the filtering to Navier–Stokes equations and describe the commutation errors arising from this operation. Following that, in Section III, we specify the numerical approaches used in this work, and we lay the groundwork to develop a solver for the DANS equations. In Section IV, we detail the test cases used to demonstrate the effects of commutation error terms. Further, in Section V, we discuss the results from the simulations. Lastly, we conclude and provide an outlook in Section VI.

II. METHODOLOGY

Various types of averaging operations are known in the context of multiphase and porous media modelling. The most fundamental distinction must be made between superficial and intrinsic average. The first one is taken in the whole averaging domain, whereas in the latter, the integration
FIG. 1. Schematic description of the porous domain with definitions related to volume averaging/filtering: $\Omega$ - the computational domain, $\partial \Omega$ - the boundary of the computational domain, $S$ - the interface between porous matrix elements and fluid, $V_0$ - averaging volume, $V$ - the volume occupied by the fluid inside the averaging volume, $\ell_V$ - dimension of the averaging volume/cutoff length scale of the filtering kernel, $G$ - filtering kernel.

domain is restricted to a subset of the space (in case of double-averaging also time) in which fluid is present (see Figure 1). The double-average can be defined as a consecutive time-space average, averaging in time than in space, the consecutive space-time average or general space-time average where both integrals are applied simultaneously. Intrinsic versions of these averages are not equivalent to each other, however, the superficial space-time average and its consecutive counterparts are all equal, as shown by Nikora et al.\textsuperscript{27}. Owing to that, we can restrict our investigation to the analysis of space-time superficial average without any loss of generality.

A. Definition of the filtering operator

A classical description of the double-averaging technique is presented for completeness in Appendix A. Importantly, the main assumption behind the derivation of the averaging theorems is the fact that the averaging volume remains space-invariant. To generalise it beyond this constraint and derive the analytical description of the commutation error source terms, we define the filtering operator and write a superficial average based on its kernel.

A space-time filtering kernel $G$ can be defined as a product of time-based kernel $H(t,T_0)$ and a spatial one $\hat{G}(x,\ell_V)$, where $\ell_V$ denotes the characteristic size of $\hat{G}$. In the definition of $G$, both $H$ and $\hat{G}$ can be arbitrary kernels, provided that they satisfy the following properties. First, $G(x,t,\ell_V,T_0) = H \hat{G}$ has to be linear and conserve constants. Second, for consistency, both kernels must approach Dirac $\delta$ function in the limit of vanishing filtering width. The superficial average can be written as

$$\langle \psi \rangle_s(x,t) = G \star (\gamma \psi) = \int_{-\infty}^{\infty} \int_{\Omega} G(x - \xi, t - \tau, \ell_V, T_0) \gamma(\xi, \tau) \psi(\xi, \tau) \, d\xi \, d\tau \quad (1)$$

where $\gamma$ is a clipping or phase indicator function\textsuperscript{27,36} and is equal to 1 in the fluid and 0 in the solid phase. This definition leads to the same formula for space-time porosity as described in Appendix A,
i.e. $\Phi_{VT} = \left[1\right]_s$. Similarly, the superficial average and the space-time porosity $\Phi_{VT}$ are related to the intrinsic average denoted with $\left[\cdot\right]_s$

$$[\psi]_s = \Phi_{VT} [\psi] \tag{2}$$

This allows us to use the double-filtering framework as a generalisation of both spatially and temporally averaged Navier–Stokes equations. When $\tilde{G}$ is assumed to be a spherical top-hat filter and $T_0 = 0$, the standard volume averaging approach is recovered. Similarly, when $\ell_{VT} = 0$ and $H$ is a top-hat filter, the (U)RANS-like average is obtained.

### B. Derivation of averaging theorems with commutation errors

Methods used for deriving the averaging theorems are similar to the formulas describing commutation errors in non-homogeneously filtered LES$^{1,2}$. Merging the approach$^2$ and our definition of filtering given by Eq. (1), space-time filtering can be extended to non-homogeneous filters. For this, we introduce a few assumptions guiding this derivation. For simplicity, we consider the cut-off length $\ell_{VT}$ and time-averaging window $T_0$ to be dependent only on space, $\ell_{VT} = \ell_{VT} (x)$, and time, $T_0 = T_0 (t)$, respectively. Additionally, the extension of the domain occupied by the fluid can change with time, i.e. $\Omega = \Omega (t)$. We define this change by a function $D (x, t) \in \mathbb{R}^3 \times \mathbb{T}$, equal to 1 in the computational domain $\Omega (t)$ and 0 otherwise (similarly to $\gamma$).

The first step in evaluating the commutation error will be taking the derivative of the convolution integral (1) with respect to either $x_i$ or $t$, which we denote with $s$ as a placeholder. For simplicity, we omit function dependencies since all functions depend on $s$.

$$\frac{\partial [\psi]_s}{\partial s} = \frac{\partial}{\partial \Omega (t) \times \mathbb{T}} \int \tilde{G} \gamma \psi \, \mathrm{d} \xi \, \mathrm{d} \tau = \int \tilde{G} \gamma \psi \, \mathrm{d} \xi \, \mathrm{d} \tau + \int \tilde{G} \gamma \frac{\partial D}{\partial s} \, \mathrm{d} \xi \, \mathrm{d} \tau \tag{3}$$

The term $I_2$ in Eq. (3) is related to the error arising when filtering in the bounded domain. Term $I_2$ can be decomposed into three integrals, after employing the product rule and relations from C (assuming here that $s = x_i$).

$$\left. I_2 \right|_{s = x_i} = \left. \frac{\partial \ell_{VT}}{\partial x_i} \right|_{\Omega (t) \times \mathbb{T}} \int \frac{\partial G}{\partial \ell_{VT}} \gamma \psi \, \mathrm{d} \xi \, \mathrm{d} \tau + \int \frac{\partial G}{\partial \ell_{VT}} \gamma \frac{\partial}{\partial x_i} \psi \, \mathrm{d} \xi \, \mathrm{d} \tau + \int Gn_i \delta (x - x_S) \psi \, \mathrm{d} \xi \, \mathrm{d} \tau$$

$$= \left. \frac{\partial \ell_{VT}}{\partial x_i} \right|_{\Omega (t) \times \mathbb{T}} \left\{ \frac{\partial G}{\partial \ell_{VT}} \ast (\gamma \psi) \right\} + \int \frac{Gn_i \psi}{S (t) \times \mathbb{T}} \, \mathrm{d} \xi \, \mathrm{d} \tau + G \ast \left( \frac{\partial \psi}{\partial x_i} \right) \tag{4}$$

The derivatives of $D$ and $\gamma$ can be treated in the same way. This leads to the following simplification of $I_2$ term:

$$\left. I_2 \right|_{s = x_i} = \int \frac{G \gamma \psi n_i^\Omega}{\partial \Omega (t) \times \mathbb{T}} \, \mathrm{d} \xi \, \mathrm{d} \tau \tag{5}$$

Here, $n^\Omega$ is the inward normal vector of the domain boundary. After rearranging the terms, the final formula relating the time derivative of the filtered variable and the filtered derivative reads:

$$\left[ \frac{\partial \psi}{\partial t} \right]_s = \left[ \frac{\partial \psi}{\partial t} \right]_t + \int \left\{ \frac{G n_i \psi}{S (t) \times \mathbb{T}} \, \mathrm{d} \xi \, \mathrm{d} \tau - \frac{\partial T_0}{\partial t} \left\{ \frac{\partial G}{\partial T_0} \ast (\gamma \psi) \right\} + \int \frac{G \gamma \psi n_i^\Omega}{\partial \Omega (t) \times \mathbb{T}} \, \mathrm{d} \xi \, \mathrm{d} \tau \right\} \tag{6}$$
Similarly, for the space derivative:

$$\left[ \frac{\partial \psi}{\partial x_i} \right]_{S} = \frac{\partial |\psi|}{\partial x_i} - \int_{S(i) \times T} G_{i} \psi \, d\tau - \frac{\partial \ell_{V}}{\partial x_i} \left\{ \frac{\partial G}{\partial \ell_{V}} \ast (\gamma \psi) \right\} - \int_{\partial S(i) \times T} \frac{G \gamma \psi n^\Omega}{\partial x_i} \, d\xi \, d\tau. \quad (7)$$

Inspection of the resulting relations leads to the following remarks:

(i) The integrals over the interface $S$ are identical to the ones presented in equations (A5) and (A6) (the scaling $1/V_0$ is implicitly included in the filter kernel $G$).

(ii) In the limits of homogeneous filtering, the derivatives of $\ell_{V}$ over space and $T_0$ over time vanish. Similarly, on unbounded domains, the boundary terms in equations (6) and (7) also vanish. Then, the equations reduce to equations (A5) and (A6) respectively. This shows that the derived equations are a general form of averaging theorems.

(iii) The terms containing the derivatives of $G$ describe the error arising when filtering volume is not homogeneous in time and space. This error might be modelled by including those terms in the DANS system. The ensuing error definitions are the generalisation of integrals derived by Gray$^{31}$ for spherical averaging volume.

The surface integrals over $\partial \Omega(t)$ represent the error arising from filtering near the domain boundary. It should be noted that these have the same form as surface integrals in averaging theorems. Therefore, the boundary can be divided into two parts, $\partial \Omega = \partial \Omega^P + \partial \Omega^C$ where $\partial \Omega^P$ is the part directly adjacent to porous matrix elements and $\partial \Omega^C$ limits the free fluid (boundary surface where $\phi_{\gamma T} = 1$). The term $\partial \Omega^P$, which can be thought of as a rough boundary, can be incorporated into the unclosed source terms (e.g. by extending $\gamma$ outside the domain assuming $\gamma = 0$) and the commutation error related to this part of the boundary could be fully modelled as a drag force. The surface terms are a generalisation of similar relationships obtained for LES filtering$^{27}$. In the work of Fureby and Tabor$^{27}$, however, an inconsistent choice of the direction of boundary normal vectors with the sign in the expression for $\partial D/\partial x_i$ was made, which has been corrected in the present study.

C. Commutation error terms in the DANS equations

Utilizing the averaging theorems, we analyse the necessary steps to reduce the Navier–Stokes equations using the double-averaging approach discussed in the previous section. We consider the system of the Navier–Stokes equations, assuming isochoric, isothermal and low-mach flows (material properties like density or viscosity remain constant):

$$\begin{align*}
\frac{\partial \rho}{\partial t} + \frac{\partial \rho u_i}{\partial x_j} &= 0, \\
\frac{\partial \rho u_i}{\partial t} + \frac{\partial \rho u_i u_j}{\partial x_j} &= \frac{\partial \sigma_{ij}}{\partial x_j} + \rho f_i, \quad (8)
\end{align*}$$

with $\rho$, $u$ and $f$ denoting respectively density, velocity and body forces. The stress tensor is given as $\sigma = -pI + \mu(\nabla u + \nabla u^T)$. The density is kept inside the derivatives on purpose, as it facilitates the derivation below. In the above equations and throughout the whole paper, the repeated indices imply summation. Application of theorems given by Eq. (A5) and (A6), leads to the Double–Averaged Navier–Stokes system, as defined by Nikora et al.$^{27}$:

$$\begin{align*}
\frac{\partial \phi_{\gamma T}}{\partial t} + \frac{\partial \phi_{\gamma T}[u_i]}{\partial x_j} &= 0, \quad (9a) \\
\rho \left( \frac{\partial \phi_{\gamma T}[u_i]}{\partial t} + \frac{\partial \phi_{\gamma T}[u_i][u_j]}{\partial x_j} \right) &= \frac{\partial \phi_{\gamma T}[\sigma_{ij}]}{\partial x_j} + \frac{\partial \rho \phi_{\gamma T} \tau_{ij}}{\partial x_j} + \rho \phi_{\gamma T}[f_i] + \rho F_i, \quad (9b)
\end{align*}$$

where $\tau_{ij} = [u_i][u_j] - [u_i]u_j$ is the sub-filter stress and $F$ denotes porous-induced drag force. The derivation of the above system is provided in Appendix B.
Instead, to obtain the commutation error source terms for the DANS equations, we define the filtering with Eq. (1) and apply the generalisations of the averaging theorems, Equations (6) and (7), to the Navier-Stokes system. With this in mind, drag force can be redefined as

$$ F_i = - \int_{S(i) \times T} G\sigma_{ij} n_j \, d\xi \, d\tau $$

and a new DANS system can be formulated. For the momentum equation, the following terms are thus obtained, related to changes of $T_0$ (10a), change of $\ell V$ (10b) and filtering near the boundaries (10c)

$$ F_i^{T_0} = \frac{\partial T_0}{\partial t} \left( \frac{\partial G}{\partial T_0} \ast (\gamma u_i) \right), \quad (10a) $$

$$ F_i^{\ell V} = \frac{\partial \ell V}{\partial x_j} \left( \frac{\partial G}{\partial \ell V} \ast (\gamma u_i u_j - \gamma \sigma_{ij}) \right), \quad (10b) $$

$$ F_i^{\Omega} = \int_{\partial \Omega(i) \times T} G\gamma (-u_i w^\Omega_j + u_i u_j - \sigma_{ij}) n^\Omega_j \, d\xi \, d\tau. \quad (10c) $$

Analogous terms appear for the continuity equation

$$ \Lambda^{T_0} = \frac{\partial T_0}{\partial t} \left( \frac{\partial G}{\partial T_0} \ast \gamma \right), \quad (11a) $$

$$ \Lambda^{\ell V} = \frac{\partial \ell V}{\partial x_j} \left( \frac{\partial G}{\partial \ell V} \ast (\gamma u_i) \right), \quad (11b) $$

$$ \Lambda^{\Omega} = \int_{\partial \Omega(i) \times T} G\gamma (-w^\Omega_i + u_i) n^\Omega_i \, d\xi \, d\tau. \quad (11c) $$

Considering that $F^c_i = F_i^{T_0} + F_i^{\ell V} + F_i^{\Omega}$ and $\Lambda^c = \Lambda^{T_0} + \Lambda^{\ell V} + \Lambda^{\Omega}$, the set of corrected double-filtered equations has the following form:

$$ \frac{\partial \phi_{VT}[u_i]}{\partial t} + \frac{\partial \phi_{VT}[u_i]}{\partial x_j} = \Lambda^c, \quad (12a) $$

$$ \rho \left( \frac{\partial \phi_{VT}[u_i]}{\partial t} + \frac{\partial \phi_{VT}[u_i]}{\partial x_j} \right) = \frac{\partial \phi_{VT}[\sigma_{ij}]}{\partial x_j} + \frac{\partial \phi_{VT}[\tau_{ij}]}{\partial x_j} + \rho \left( \phi_{VT}[f_i] + F_i + F_i^c \right). \quad (12b) $$

### D. Commutation error terms of the averaged stress tensor

The equations above are very similar to the Navier–Stokes system. However, in order to implement them in the context of a numerical framework (e.g. finite volume formulation), the double-averaged stress tensor $[\sigma]$ needs to be described as a function of averaged velocity. To this aim, it is split into pressure and viscous part

$$ \frac{\partial \phi_{VT} [\sigma_{ij}]}{\partial x_j} = - \frac{\partial \phi_{VT} [p]}{\partial x_i} + \frac{\partial [D_{ij}]}{\partial x_j}. \quad (13) $$

Using Equation (7) on the viscous stress tensor $[D]$, moves the derivatives onto the velocity, generating new unclosed and commutation errors terms:

$$ [D_{ij}] = \mu \left( \frac{\partial \phi_{VT}[u_i]}{\partial x_j} + \frac{\partial \phi_{VT}[u_j]}{\partial x_i} \right) - D_i^{\ell V} - D_i^{S} - D_i^{\Omega} \quad (14) $$
where tensors $D^{Iv}, D^S, D^{\Omega}$ are:

$$D_{ij}^{Iv} = \mu \left\{ \frac{\partial \ell v_i}{\partial x_j} \left( \frac{\partial G}{\partial \ell v} \cdot (\gamma u_i) \right) + \frac{\partial \ell v_j}{\partial x_i} \left( \frac{\partial G}{\partial \ell v} \cdot (\gamma u_j) \right) \right\},$$  \hspace{1cm} (15a)

$$D_{ij}^{S} = \mu \int_{S(t) \times T} G(u_i n_j + u_j n_i) \, d\xi \, d\tau,$$  \hspace{1cm} (15b)

$$D_{ij}^{\Omega} = \mu \int_{\partial \Omega(t) \times T} G^\gamma(u_i n_j + u_j n_i^\Omega) \, d\xi \, d\tau.$$  \hspace{1cm} (15c)

Inserting the above into the momentum equation and writing $D^c = D^{Iv} + D^{\Omega}$, results in:

$$\rho \left( \frac{\partial \phi_{iv}[u_i]}{\partial t} + \frac{\partial \phi_{iv}[u_i]}{\partial x_j} \right) = - \frac{\partial \phi_{iv}[p]}{\partial x_i} + \frac{\partial}{\partial x_j} \left\{ \mu \left( \frac{\partial \phi_{iv}[u_i]}{\partial x_j} + \frac{\partial \phi_{iv}[u_j]}{\partial x_i} \right) \right\}$$

$$+ \frac{\partial \phi_{iv} \tau_{ij}}{\partial x_j} + \rho \left( \phi_{iv}[f_i] + F_i^{c} - \frac{\partial D_{ij}^{S}}{\partial x_j} - \frac{\partial D_{ij}^{c}}{\partial x_j} \right),$$  \hspace{1cm} (16)

which is the form with all of the commutation errors included.

For the cases presented in this work, the obstacles building up the porous medium are stationary, hence the porosity field is constant in time. In that case, we may simplify the momentum and continuity equation. To make the notation clearer, we define $\phi \equiv \phi_{iv}$ and given the isochoric conditions, we incorporate the density into the pressure variable. Due to the no-slip condition at $S$, $D^S = 0$. We also decompose the pressure gradient and viscous stress tensor:

$$\frac{\partial \phi}{\partial x_i} = \phi \frac{\partial [p]}{\partial x_i} + [p] \frac{\partial \phi}{\partial x_i},$$  \hspace{1cm} (17)

$$\nu \left( \frac{\partial \phi}{\partial x_j} + \frac{\partial \phi}{\partial x_i} \right) = \phi \nu \left( \frac{\partial [u_i]}{\partial x_j} + \frac{\partial [u_j]}{\partial x_i} \right) + \nu \left( \frac{\partial \phi}{\partial x_j} [u_i] + \frac{\partial \phi}{\partial x_i} [u_j] \right).$$  \hspace{1cm} (18)

The term $\tilde{F}$ groups all source terms present in momentum equations, apart from the drag force

$$F_i = \phi [f_i] + F_i^{c} - \frac{\partial D_{ij}^{c}}{\partial x_j} + \frac{\partial}{\partial x_j} \left\{ \nu \left( \frac{\partial \phi}{\partial x_j} [u_i] + \frac{\partial \phi}{\partial x_i} [u_j] \right) \right\},$$  \hspace{1cm} (19)

resulting in a following DANS system

$$\frac{\partial \phi}{\partial t} = \Lambda^c$$  \hspace{1cm} (20a)

$$\phi \frac{\partial [u_i]}{\partial t} + \frac{\partial \phi [u_i]}{\partial x_j} = \phi \left( \frac{\partial [p]}{\partial x_i} + \frac{\partial \phi [u_j]}{\partial x_i} \right) + \frac{\partial \phi \tau_{ij}}{\partial x_j} + F_i + F_i^{*}.$$  \hspace{1cm} (20b)

III. NUMERICAL METHOD

In this section, we describe the numerical methods and their setup for the test cases studied in the paper. Additionally, we discuss the schemes used in PRSs, the choice of filter, and the DANS solver.
A. Explicit filtering of PRS

The fields computed in the PRSs were filtered to arrive at the double-averaged quantities. The filtering is done using the postprocessing utility described and validated in our previous work\cite{37}. To ensure consistent results across different spatial kernels, each kernel must be scaled properly. This is achieved using the condition

\[
\ell_N^V = \int_{\Omega} \frac{\hat{G}(x, \ell_V)}{\hat{G}(0, \ell_V)} \, dx,
\]

where \(N\) is the dimensionality of the considered domain. We also restrict ourselves to \(C^0\) kernels, as any discontinuities would be inaccurately reproduced on the general unstructured mesh, introducing an error in the filtering process (e.g. the filter will not preserve constants).

In this work, two filters were considered, a Gaussian kernel, and a so-called Cellular kernel. The Gaussian filter is given by

\[
\hat{G}_G = \frac{1}{\ell_N^V} \exp\left(\frac{\pi x_i x_i}{\ell_N^V} \right),
\]

with \(N\) denoting the dimensionality of the domain. Whereas the Cellular kernel, introduced in\cite{38}, is defined in one spatial dimension as

\[
\hat{G}_C = \frac{\ell_V - |x|}{\ell_V^2}. \tag{23}
\]

For a spatially periodic porous medium, the cellular filter can be generalized to three-dimensions by multiplying the filters representing each dimension\cite{38,39}.

To evaluate the commutation errors related to the change of \(\ell_V\), the derivative \(\partial \hat{G}_G / \partial \ell_V\) has to be evaluated. In the present work, only Gaussian kernel will be considered in this context and its derivative is computed as

\[
\frac{\partial \hat{G}_G}{\partial \ell_V} = -\frac{1}{2\ell_V^3} \left(N\ell_V^2 - 4\pi x_i x_i\right) \hat{G}_G. \tag{24}
\]

To speed up both filtering and computing the distributions of \(\hat{G}\), the kernel distribution can be clipped to 0 after a certain distance \(d\) from the center of filtering molecule. We restrict this clipping such that the error of filtering operation introduced by clipping is less than 1\%, i.e. the integral of the clipped kernel is at least equal to 0.99. A similar procedure can be followed when using \(\partial \hat{G}_G / \partial \ell_V\). However, here the measurement of error is less straightforward as the integral of the derivative of the kernel is by definition equal to 0:

\[
\int_{\Omega} \frac{\partial \hat{G}}{\partial \ell_V} \, dx = \frac{\partial}{\partial \ell_V} \int_{\Omega} \hat{G} \, dx = \frac{\partial}{\partial \ell_V} = 0. \tag{25}
\]

Therefore, a sensitivity study was conducted on the influence of the clipping distance for the accuracy of computed quantities based on the filtering of results from G1 test case (see IV for description of the geometry and setup). It is presented in D. Both Gaussian kernel and its derivative have been clipped at \(\ell_V / \ell_V = 1.8\).

B. Modelling and approximation of the commutation errors

Filtering operation with any well defined kernel can be approximated by solving following differential equation\cite{1}:

\[
\langle \psi\rangle^G - \alpha_2 \frac{\partial^2 \langle \psi\rangle^G}{\partial x^2} = \psi. \tag{26}
\]
In the above equation we denote an intrinsically filtered quantity with the brackets $\langle \cdot \rangle^G$. For simplicity we assume that the filtering occurs only in space and filter is only one dimensional, i.e. $G = G(\ell_V, x)$. Additionally, $\alpha_2$, denotes second moment of the chosen kernel, given as:

$$\alpha_2 = \int_{\Omega} \xi^2 G(\ell_V, \xi) \, d\xi. \quad (27)$$

Using equation (26), an approximation for the convolution product $(\partial G/\partial \ell_V) \ast \psi$ can be derived:

$$\frac{\partial G}{\partial \ell_V} \ast \psi \approx 2\ell_V \frac{\partial^2 \langle \psi \rangle^G}{\partial x^2}. \quad (28)$$

Klein and Germano\textsuperscript{34} have reported that the above approximation performs quite well based on the tests on the DNS data. They have also attempted modeling of the error using the scale similarity hypothesis\textsuperscript{1}. The commutation error term can be expressed as

$$\frac{\partial \ell_V}{\partial x} \left( \frac{\partial G}{\partial \ell_V} \ast \psi \right) = C \tau_G(\partial_x, \langle \psi \rangle_G) = C \left( \left\langle \frac{\partial \langle \psi \rangle^G}{\partial x} \right\rangle^G - \frac{\partial \langle \langle \psi \rangle^G \rangle^G}{\partial x} \right), \quad (29)$$

where $\tau_G(\partial_x, \langle \psi \rangle_G)$ denotes Generalised Central Moment (GCM) associated with $\langle \partial \langle \psi \rangle^G / \partial x \rangle_G$. The coefficient $C$ is of the order of one. Alternatively, a model by Bardino, Ferziger, and Reynolds\textsuperscript{40} can be used to determine $C$ dynamically, using two filter levels. Given a second filtering operation, denoted here with $\langle \cdot \rangle^F$, which corresponds to a kernel $F = G(2\ell_V, x)$, GCM can also be defined for a quantity filtered with both kernels (described as $\langle \psi \rangle^{GF} \equiv \langle \langle \psi \rangle^G \rangle^F$ for brevity):

$$\tau_{GF}(\partial_x, \langle \psi \rangle^{GF}) = \left\langle \frac{\partial \langle \psi \rangle^{GF}}{\partial x} \right\rangle^{GF} - \frac{\partial \langle \langle \psi \rangle^{GF} \rangle^{GF}}{\partial x}, \quad (30)$$

and similarly

$$\tau_F(\partial_x, \langle \psi \rangle^G) = \left\langle \frac{\partial \langle \psi \rangle^G}{\partial x} \right\rangle^F - \frac{\partial \langle \langle \psi \rangle^G \rangle^F}{\partial x}. \quad (31)$$

Finally, value of $C$ can be computed as

$$C = \frac{\tau_F(\partial_x, \langle \psi \rangle^G)/F^2}{I} = \tau_{GF}(\partial_x, \langle \psi \rangle^{GF}) - \langle \tau_G(\partial_x, \langle \psi \rangle_G) \rangle^F. \quad (32)$$

C. PIMPLE algorithm for DANS equations

As mentioned before, considered test cases, will be simulated using filtered equations. Since the solid elements are stationary for both configurations, we can assume that porosity does not depend on time. With this, we restrict our simulation to the system (20).

Focusing first on the unsteady simulation of the channel and following Breugem\textsuperscript{39}, we assume following closure for the drag term

$$F_i \approx -\frac{\partial \phi}{\partial x_j} \left( -[\eta]_{ij} + \nu \left( \frac{\partial [u_i]}{\partial x_j} + \frac{\partial [u_j]}{\partial x_i} \right) \right) - \nu \chi^{-1} (1 + \mathcal{F}) \phi^2 \phi_i. \quad (33)$$

Where the first term on the right-hand side is meant to simplify the momentum equation, according to the estimations by Quintard and Whitaker\textsuperscript{38} and the last defines the standard Darcy-Forchheimer drag model\textsuperscript{21}. 
Assuming that the porous medium has the form of an array of cubes, the model coefficients can be computed in the following way \( \text{Irmary}^{41} \). Considering that \( d_p \) denotes particle size, here taken to be equal to the dimension of the cube, the inverse of permeability \( \mathcal{K}^{-1} \) is given as

\[
d_p^2 \mathcal{K}^{-1} = C_K \frac{1 - \phi}{(1 - (1 - \phi)^{1/3})(1 + (1 - \phi)^{1/3})}.
\]  

(34)

The Forcheimer coefficient \( \mathcal{F} \) can be computed in the following manner:

\[
d_p^2 \mathcal{F} \mathcal{K}^{-1} = C_F \left( \frac{1 - \phi}{\phi} \right) \frac{\phi |u| d_p}{v}.
\]  

(35)

Breugem, Boersma, and Uittenbogaard\(^{42} \) calibrated the model coefficients for a given geometry, resulting in values \( C_K \approx 11.4 \) and \( C_F \approx 0.4 \). Substituting the Equation (33) into the Equation (20), leads to a modified momentum equation given by

\[
\phi \frac{\partial u_i}{\partial t} + \frac{\partial \phi |u| u_j}{\partial x_j} = \phi \frac{\partial p}{\partial x_i} + \phi \frac{\partial}{\partial x_j} \left\{ \nu \left( \frac{\partial |u|}{\partial x_j} + \frac{\partial |u|}{\partial x_i} \right) \right\} + \frac{\partial \phi \tau_{ij}}{\partial x_j} + F_i - \nu \mathcal{K}^{-1} (1 + \mathcal{F}) \phi^2 |u|,
\]

(36)

According to the analysis by Breugem\(^{39} \), the sub-filter stresses can be neglected in the porous region. Additionally, a DNS study Breugem, Boersma, and Uittenbogaard\(^{36} \) suggests that resolved fluctuations diminish quickly in the modeled porous medium. Hence, for LES simulations, we decided to use eddy-viscosity closure for the sub-filter stresses (based on the Boussinesq hypothesis\(^1 \)) in the whole domain, assuming that undisturbed flow field in the porous region results in a null sub-grid scale viscosity (in the equation below both viscosities are combined into \( \nu_{\text{eff}} \)). The resultant momentum equation,

\[
\phi \frac{\partial u_i}{\partial t} + \frac{\partial \phi |u| u_j}{\partial x_j} = \phi \frac{\partial p}{\partial x_i} + \phi \frac{\partial}{\partial x_j} \left\{ \nu_{\text{eff}} \left( \frac{\partial |u|}{\partial x_j} + \frac{\partial |u|}{\partial x_i} \right) \right\} + F_i - \nu \mathcal{K}^{-1} (1 + \mathcal{F}) \phi^2 |u|,
\]

(37)

leads to the semi-discrete equation for velocity similar to the one obtained from the standard incompressible Navier–Stokes equation:

\[
a_p[u]_p = H(|u|) - \phi \nabla [p].
\]  

(38)

When interpolated onto faces and inserted into the continuity equation, the standard incompressible Navier–Stokes equation forms the Poisson equation for the pressure\(^{33} \):

\[
\nabla \cdot \left( \phi a_p T \nabla [p] \right) = \nabla \cdot \left( \phi a_p T H(|u|) \right) - \mathcal{A}.
\]  

(39)

Equations (38) and (39) are solved in an identical fashion as in the standard PIMPLE-based OpenFOAM solvers.

The algorithm for the steady state solver is constructed in a similar way, starting again from Equation (20) with the time derivative in the momentum equation set to zero. As mentioned before, instead of models, an accurate representations of unclosed terms, obtained from explicit filtering, is used.

D. Simulations setup

All of the simulations and postprocessing was performed using the OpenFOAM toolbox\(^{44,45} \). For the PRSs, the divergence term has been discretised with the central difference scheme. Stationary
computations were carried out with SIMPLE steady-state algorithm\textsuperscript{43,46}. The LES computations were performed with WALE\textsuperscript{47} model using the incompressible, pressure-based PIMPLE method. For the time derivative, a second-order accurate backward difference scheme has been used.

To judge the quality of the LES, the ratio of resolved to total turbulent kinetic energy (TKE) was used as an indicator, given by

\[ M = \frac{\overline{u'^2 \cdot u'^2}}{2k_{sgs} + \overline{u'^2 \cdot u'^2}} \]

where the subgrid-scale contribution was estimated as \( k_{sgs} = \nu^2 / (C_k^2 \Delta^2) \), with \( C_k = 0.094 \). The cell size \( \Delta \) was computed as a cube root of the cell volume. A proper LES is characterised by resolving more than 80% of the energy spectrum\textsuperscript{48,49}, therefore, time average of \( M \) should be greater than 0.8.

In case of the simulations performed with the DANS solver described in III C, the same schemes and models were used for LES as for PRS. In case of steady-state simulations, we do not model the drag or sub-filter stresses, instead, we use accurate values computed from explicit filtering. The convective term was also discretised with second order accurate upwind scheme to ensure stability in the vicinity of sharply rising source terms.

IV. TEST CASES

In the present work, we consider an incompressible flow in two geometries, where both flow fields are simulated and analysed in a similar fashion. In each case, the particle-resolved simulations have been performed and filtered to generate the CEs and other terms arising in double-filtered equations. Both cases have also been simulated assuming that the porous medium is modelled by a porosity distribution. A summary of the cases is provided in Table I.

| Simulations | Name | Geometry | Approach | CE terms | Additional information |
|-------------|------|----------|----------|----------|------------------------|
| PRS-G1      | Figure 2 | PRS      | 2D, laminar, steady flow around square cylinder |
| PRS-G2      | Figure 4 | PRS/LES  | 3D, turbulent, channel with a porous wall |
| DA-G1-A     | Figure 2, t.d. | DANS  | G1 geometry, with filtered equations |
| DA-G1-B     | Figure 2 | DANS      | tests the importance of Eq. (10c), (11c) |
| DA-G1-C1    | Figure 2, t.d. | DANS  | tests the importance of Eq. (10b), (11b) and (15a) |
| DA-G1-C2    | Figure 2, t.d. | DANS  | |
| DA-G2-A1    | Figure 4 | DANS/LES | G2 geometry, drag fully modelled, \( \ell_V \) like below |
| DA-G2-A2    | Figure 4 | DANS/LES | |

| Filtered data sets | Name | \( \ell_V \) | Kernel | CE terms | Additional information |
|---------------------|------|--------------|--------|----------|------------------------|
| G1-A                | 4\sqrt{\pi/6a} | Eq. (22)   | \( \Lambda^b, F^b \) | filtering done in the truncated domain |
| G1-B                | 4\sqrt{\pi/6a} | Eq. (22)   | \( \Lambda^b, F^b \) | computation of boundary CEs |
| G1-C                | inhomogeneous | Eq. (22)   | \( \Lambda^b, F^b, D^b \) | computation of inhomogeneous filtering CEs |
| G2-A1               | \( H/10 \) | Eq. (23)    | | filtered as in Ref 39 |
| G2-A2               | \( H/5 \) | Eq. (23)    | | tests the influence of filter size vs. G2-B |
| G2-B                | inhomogeneous | Eq. (22)   | \( \Lambda^b, F^b \) | change of filter size at porous-fluid interface |
A. Two-dimensional flow over a square cylinder (G1)

The first test case is a simplified PRS considering two-dimensional, laminar, stationary flow around a square bar, denoted as PRS-G1 in this paper. The geometrical configuration and boundary conditions are shown in Figure 2. A uniform velocity profile is assumed at the inlet. The Reynolds number, based on the square side $a$ and the inlet velocity, is equal to 1. The computational mesh used for this simulation is shown in Figure 3. The cell sizing is progressively refined from $a/10$ in the farfield region to $a/80$ in the boundary layer of the cylinder.

The flow has been filtered three times, resulting in three separate sets of filtered quantities, discussed in detail in Section VA. First, to establish a reference, uniform filter width was chosen resulting in a flow field without the commutation errors. Moreover, averaging was done in a truncated domain to avoid the influence of the boundaries. Second, the filtering domain was expanded to introduce the boundary errors into the equations. Third, using the truncated domain again, inhomogeneous filtering was conducted. Those results sets are named G1-A, G1-B and G1-C respectively.

The particle-resolved simulation requires no additional modelling applied to the Navier-Stokes system, which aids in evaluating the viscous stress and, therefore, the drag term $F$ exactly. Two-dimensionality simplifies the potentially computationally intensive non-local filtering operation. Lastly, since the definition of the filtering is robust, without a loss of generality we can assume that the width of the time kernel $H$ is infinite. Since consecutive space-time filtering is equivalent to double-filtering and a stationary solution can be seen as time-filtered over an infinite averaging window, we can restrict our investigation to spatial filtering of the stationary solution. Therefore, while conducting inhomogenous filtering, we assume that the terms $F^T_0$ and $C^T_0$ are equal to zero.

This flow has also been computed employing the solver described in Section III. Several variants of the simulation have been performed, each focused on testing the importance of different error terms while implementing the equations. In these simulations, the CEs are not being modelled, instead, the fields from results sets A to C are used. The case DA-G1-A aims to reproduce velocity and pressure fields from G1-A and is computed in the same truncated domain. Simulation DA-G1-B was conducted in the full domain and investigates the importance of $A^b$ and $F^b$ terms. Similarly, DA-G1-C1 and C2 test the commutation error terms related to inhomogeneous filtering. The particularities of each setup are described in detail in Section V.

The simulations of DA-G1 test case were conducted on the purely quadrilateral uniform meshes. Cases DA-G1-A1, B1 and B2 had cell size set as $0.08a$ in the horizontal direction and $0.1a$ in the vertical direction. The cases C1 and C2, following the results of the sensitivity study described in Appendix D, were meshed with cell size set to $0.05a$.
B. Turbulent flow in a channel with permeable wall (G2)

The second case considered in the study, is the turbulent flow in an infinitely long planar channel, with the lower section of the geometry occupied by a set of cubes, thereby modelling a sparse packing or porous medium. This case, named PRS-G2, is based on the work of Breugem who conducted both a particle-resolved and homogenised DNS of this flow. As mentioned in the introduction, if such a configuration is simulated with a porosity-based drag model, it has to be “blended” with the standard Naver-Stokes equations. This in turn requires the filter size to change and induces the commutation error. While performing the DNS with a drag model, Breugem neglected the commutation error. We use his results as a reference, adapt his modelling approach to work in the LES framework and evaluate the commutation error in a more realistic setting: unsteady, turbulent flow.

The geometry of the computational domain is visible in Figure 4. The Reynolds number is defined as \( Re_{\text{bulk}} = \frac{U_{\text{bulk}} H}{\nu} = 5500 \) (bulk velocity is computed in the channel section \( y \geq 0 \)). The coordinate system is defined in such a way that \( x \) is the streamwise dimension, \( y \) is wall-normal, and \( z \) is spanwise. The channel has dimensions of \( 3H \times 2H \times 2H \). The domain is periodic in both streamwise and spanwise directions. The cubes have the size of \( H/20 \). The distance between the centres of the cubes is equal to \( H/10 \). The first cube’s centre is located \( 3H/40 \) from the bottom wall. There are 9 layers of cubes, leaving the centre of the top layer at \( y = -0.125H \). Chosen dimensions of the geometry give the nominal porosity in the bulk \( \phi = 0.875 \). The flow is driven by a momentum source, prescribing the pressure gradient so that the bulk velocity in the upper part of the channel results in the prescribed \( Re_{\text{bulk}} \).

The unsteady fields were time-averaged over the period required for 60 flow-trough times. To further improve the convergence of statistics, the time averaged fields were spatially averaged considering the periodic nature of the computational domain. The geometry contains 600 identical sections, repeated in \( x \) and \( z \) directions, consisting of a column of cubes and a channel section on top.

The computations on two different meshes have been realised to ensure a proper resolution of both the turbulent flow field and the stress tensor at the walls of the cubes. The latter is of great importance, as the values at the surfaces will contribute directly to the computation of the drag force using explicit filtering. Both meshes, the coarse and the fine one, are visible in Figure 5. The statistics of the meshes are also presented in Table II.

According to Chapman, to obtain an appropriate representation of structures inside the boundary layer, the wall spacing needs to fulfill the requirements \( x^+ < 100 \), \( y^+ < 2 \), and \( z^+ < 20 \). Both of the considered meshes, fulfill these criteria.

The resolved fields have been filtered with both Cellular and Gaussian kernels, Equations (23)
and (22) respectively. Results from filtering with the first are used to validate the simulation against Ref 39. The latter is employed to investigate the CE, due to the smoothness of the \( \partial \bar{G} / \partial \ell_V \) function, given by Equation (24). Since the time-filtering kernel assumes an infinite time scale, only the commutation errors related to spatial filtering were considered.

The flow in a channel was also computed with the implemented solver. The simulations (named DA-G2-A and B) were performed assuming two different filter sizes inside the packing, \( \ell_V = H/10 \) and \( \ell_V = H/5 \), resulting in two different porosity distributions in the channel \( \phi(y) \) given by:

\[
y \in (\delta^-, \delta^+) : \quad \frac{\phi(y)}{\phi^+ - \phi^-} = 6 \left( \frac{y - \delta^+}{\delta^+ - \delta^-} \right)^5 + 15 \left( \frac{y - \delta^+}{\delta^+ - \delta^-} \right)^4 + 10 \left( \frac{y - \delta^+}{\delta^+ - \delta^-} \right)^3 + \frac{\phi^+}{\phi^+ - \phi^-}.
\]

Porosity over the bed, \( y \geq \delta^+ \), denoted as \( \phi^+ \) is equal to 1. In the porous region, for \( y \leq \delta^- \), it is given as \( \phi^- = 0.875 \). For \( \ell_V = H/10 \) the porosity changes in the region \( (\delta^-, \delta^+) = (0.075H, 0) \), whereas in case of \( \ell_V = H/5 \) it changes over \( (-0.25H, 0.1H) \). The profiles of the porosities are depicted in Figure 6. They provide a very good approximation of \( \phi \) resulting from the filtering procedure.

The dimensions of the domain remain the same as in the particle-resolved simulation. The flow is also driven by a pressure gradient updated to ensure the correct \( \Re_{\text{bulk}} \). The drag closure used for these configurations and equations used in both simulations is described in Section III.

Because the cases DA-G2-A and B employ LES as the turbulence modelling strategy, we assume that the time filtering kernel is reduced to the \( \delta \) function. We can further assume that the spatial filter is connected to the mesh size in the clear fluid region, \( \phi = 1 \). On the other hand, in the porous region, we only assume spatial filtering with the \( \ell_V = H/10 \) or \( \ell_V = H/5 \).

To reach the double-averaged description of flow parameters, the solutions have been additionally

\[
\begin{array}{c|c|c|}
\text{mesh} & \text{coarse} & \text{fine} \\
\hline
\text{number of cells} & 8467200 & 29952000 \\
\text{max non-orthogonality angle} & 50^\circ & 0^\circ \\
\text{max skewness} & 2.5 & 0 \\
\text{max } x^+, y^+, z^+ & 8.6, 0.7, 8.6 & 7.8, 1.4, 6.1 \\
\text{clear channel } \Delta_x^+, \Delta_y^+, \Delta_z^+ & 6.5, 0.65-15.3, 6.5 & 1.3-4, 0.55-7.67, 1.3-4 \\
\end{array}
\]

FIG. 6. Distributions of porosity in DA-G2-A and B simulations (for two different filter sizes), compared to curves computed by explicit filtering with Cellular kernel.
TABLE III. Statistics of the meshes used for simulation of the G2 case with the double-averaged equations. Cell sizes are normalised by the friction velocity at the top wall of the channel $u'_t$. The last column describes the wall-normal cell dimension in the area where porosity changes.

| mesh & $\ell_V$ | number of cells | $\Delta x^+$, $\Delta y^+$, $\Delta z^+$ | interface $\Delta x^+$ |
|----------------|-----------------|----------------------------------------|-----------------------|
| coarse & $H/10$ | 600000          | 8, 0.4-13.6, 15.5                       | 3.5                   |
| coarse & $H/5$  | 600000          | 8, 0.4-14, 16                           | 3.6                   |
| fine & $H/10$   | 2700000         | 8, 0.2-6, 8                            | 2                     |
| fine & $H/5$    | 2400000         | 8, 0.3-9, 8                            | 2.7                   |

time averaged across 60 flow-through times. To further boost collected statistics, the flow field can be averaged in homogeneous directions.

The simulations have been performed on fully hexahedral and orthogonal meshes, refined near the walls and interface region. For each case, two mesh resolutions were tested to assess the influence of mesh resolution on the results. The statistics of the meshes are listed in Table III. LES quality was also tested with resolved energy criterion.

V. RESULTS

A. Explicit filtering: G1 geometry

The PRS has been filtered to obtain $u, p$, the product $uu$ and $\tau$. Additionally, the drag term $F$ was evaluated using the pressure and derivatives of velocity on the boundaries. At first, these operations were done on a smaller filtering domain (depicted in Figure 2 with red lines), to separate the errors related to explicit filtering and the computation of the unclosed terms from the boundary-related commutation errors. The computed fields constitute the results set G1-A. The filter size was set as $\ell_V = 4\sqrt{\pi/6a}$. A comparison of filtered and reference velocity and pressure along the $x$-axis can be seen in Figure 9. Additionally, the distribution of resolved and filtered velocity fields is visible respectively in Figures 8a and 8b. The distribution of filtered velocity is visibly smeared, however, both filtered fields approach their unfiltered values far away from the obstacle.

The error related to clipping of the filtering molecule manifests itself as inaccurately computed porosity (Figure 8d), which never reaches a value of 1 in the free fluid. The magnitude of $F$ is presented in Figure 8c. To test the accuracy of the explicit filtering procedure, the residual of the double-averaged momentum equation was computed. Since no filtering near boundaries occurs and $\ell_V = \text{const.}$ all of the commutation error terms are set to 0. The error of the momentum equation is normalised with the maximum imbalance of the stationary equations without the source term, i.e. $\max [(\partial [u_i u_j]/\partial x_j + \partial [\sigma_{ij}]/\partial x_j) |$, and denoted $e_{\text{mom}}$. Its maximal and average values are presented in Table IV. Since there is no need to evaluate source terms for the continuity equation for this filtering domain, normalised values of continuity errors were not computed.

Both errors related to filtering near the boundary are mathematically the same as the drag force
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FIG. 7. Distributions of various terms computed from case G1-A, (a) unfiltered velocity field, (b) filtered velocity field, (c) magnitude of computed drag force $F$, (d) porosity distribution.
TABLE IV. Errors resulting from the evaluation of momentum and continuity residuals in all the three cases: G1-A - filtering without commutation errors on the clipped filtering domain, G1-B - filtering with boundary commutation errors, G1-C - inhomogeneous filtering on the small domain.

| Case    | max $\epsilon_{\text{mom}}$ | max $\epsilon_{\text{con}}$ | avg $\epsilon_{\text{mom}}$ | avg $\epsilon_{\text{con}}$ |
|---------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| G1-A    | 0.22%                         | -                             | 0.019%                        | -                             |
| G1-B    | 0.23%                         | 0.32%                         | 0.004%                        | 0.034%                        |
| G1-C    | 0.97%                         | 0.86%                         | 0.025%                        | 0.05%                         |

The term, so for results set G1-B, they can be evaluated in the same fashion as $F$. To capture those errors, filtering has to be conducted in the same domain in which the reference simulation took place. Both $F^b$ and $\Lambda^b$ are connected to a decrease of porosity near the edges of the domain (porosity decreases because only part of the kernel overlaps the computational domain). Since the divergence of the product $\phi[u]$ is the main term in the continuity equation, a decrease in porosity should lead to a forced change of velocity near the boundary. However, since the intrinsic velocity is weighted by the porosity field, it remains similar to the unfiltered distribution, and $\Lambda^b$ field is required to satisfy the continuity balance.

Distributions of the computed terms are shown in Figures 9a and 9b. The largest values of the sources are located near the inlet and outlet of the domain, consistently with the intuitive interpretation provided above. The residual of the DANS equations is also evaluated in this study and presented in Table IV. The $\epsilon_{\text{con}}$ value is the absolute imbalance of the continuity equation normalised by the maximum of $|\partial \phi[u_i] / \partial x_i|$. The errors are comparable to the previous case, signifying a proper resolution of both source terms.

These results also substantiate our observations, related to the possible treatment of non-solid boundaries of the domain in the solver implementing DANS equations, described in Section II A. Since the velocity can be prescribed properly at the inlet (the same boundary condition could be used as for the unfiltered field), there is no reason to assign values of porosity smaller than 1 near non-solid or non-permeable boundaries. Therefore, this decrease in the computed value of porosity can be deemed artificial and such a solver should not require $F^b$ and $C^b$ terms to reproduce explicitly filtered results.

Lastly, the terms $F^c_v$ and $C^c_v$ were evaluated. The computed set of filtered fields was named G1-C. To isolate them from the influence of boundary-related errors, a smaller domain was used for the filtering. The distribution of $\ell V$ was given by the expression $\ell V = \sqrt{\pi/6}(-3a\arctan(4\sqrt{x_i}/a - 8)/\pi + 5/2a)$. It varies smoothly and reaches a comparable value as in previous tests in the vicinity of the cylinder.

Distributions of both error terms are presented in Figures 9c and 9d. As shown in Appendix D an increased resolution was necessary to ensure proper representation of sharp gradients in the filtered fields. Despite the increase in resolution, the errors (summarised in Table IV) are still higher than in the other cases, with the maximum relative momentum error being approximately

![FIG. 8. Distributions of commutation error terms computed from cases G1-B and G1-C. (a) magnitude of boundary error in momentum equation, (b) boundary error in continuum equation (c) magnitude of inhomogeneous spatial filtering error in momentum, (d) inhomogeneous spatial filtering error in continuum equation.](image-url)
B. Solving DANS equations: case G1

The presented version of the discretised DANS equations was first applied to simulate the flow field from case DA-G1-A. Distributions of the explicitly filtered velocity were used as the boundary conditions in the simulation, for the inlet, upper and lower edges of the domain. For the outlet, a zero gradient boundary condition was employed for velocity along with a reference value for pressure. Residuals of the equations were driven below $10^{-6}$ to ensure the proper convergence of the nonlinear system. Both the $\|u\|$ and $\|p\|$, are in very good agreement with the explicitly filtered data. Plots of both fields along the $x$-axis are presented in Figure 9. The computed variables are similar to the original fields in areas sufficiently far from the porous region and where both $u$ and $p$ are smooth.

In case DA-G1-B1, $F$, $\phi$ and $\tau$ fields from G1-A were extrapolated and used for the computation in a domain of the same size as used in the reference simulation. The uniform boundary condition at the inlet and the symmetry conditions at the sides of the domain were prescribed for the filtered velocity. Obtained solution (presented in Figure 9) was in excellent agreement with filtered values. These results support the hypothesis that boundary-related commutation errors need not be included in the computation when the correct porosity is prescribed near the edges of the domain.

Finally, commutation errors connected to the change of $\ell V$ were implemented in the solver and tested in case DA-G1-C1. Similarly to the first test, clipped domain and non-uniform Dirichlet conditions were used for velocity. Plots of $\|u\|$ and $\|p\|$ are visible in Figure 10. The velocity field is in close agreement with the filtered results. The main feature of the flowfield is the sharp changes of velocity in areas where $\ell V$ changes are reproduced very well by the implemented solver. The distribution of intrinsic pressure matches the reference results as well. Additionally, values of $\|p\|$ near the outlet and inlet are in good agreement with the reference data, aiding in evaluating the pressure drop, one of the important quantities of interest when conducting simulations of packed beds or porous media.

Additionally, the simulation without the commutation errors in the momentum equation was performed. In this case, labelled DA-G1-C2, the filtered velocity fails to account for the changes intro-
duced by the inhomogeneous filtering. Pressure is also reproduced inaccurately. This suggests that including commutation error terms is necessary for the accurate computation of inhomogeneously filtered results in such a simplified configuration. That said, G1-C was computed assuming an arbitrary, fast-changing distribution of $\ell_Y$. Examination of more realistic flow conditions is necessary to derive more generalisable conclusions.

C. Validation of PRS-G2 case

The quality of the performed LES was estimated using the resolved turbulent kinetic energy criterion. The plot of $\overline{M}$, including a zoomed view at the region near the top layer of cubes, is visible in Figure 11. The computation on the coarse mesh indicated that the chosen resolution is insufficient, as 80% of the energy was not resolved near the topmost layer of cubes and in the deeper parts of the porous wall. The finer mesh ensures that the criterion of $\overline{M} > 0.8$ is fulfilled in the whole domain. Henceforth, if it is not specified otherwise, we will limit the discussion to the results computed on the finer mesh.

The presence of the porous layer at the bottom influences drastically the nature of the flow and turbulence above the cubes. Additionally, the velocity in the porous layer is non-uniform, with the regions of faster fluid penetrating the permeable structure periodically. Such flow is dominated by large-scale, two-dimensional K-H instability\cite{39,51}, which is probably responsible for the presence of the regions of the faster flow. Figure 12 presents the visualisation of vortical structures with $Q$ criterion contours. The vortices spanning from the porous layer are present in a greater number than typical structures in the boundary layer near the top wall. Additionally, contrary to the elongated structures present in the boundary layer near a smooth boundary, they are not aligned with the streamwise direction, similar to the results reported by Kuwata and Suga\cite{51}.

The results have been filtered with the Cellular kernel assuming $\ell_Y = H/10$ (forming result set G2-A1), to facilitate validation and the comparison of our results with the work of Breugem\cite{39} who used the same filtering molecule. The filter size was constant in the whole domain, apart from the regions near the top and bottom of the domain. There, the kernel was progressively shrunk to ensure that the whole filtering molecule fits in the domain. Following Breugem\cite{39} we neglect the resulting commutation error. The accuracy of explicit filtering was once more tested by evaluating
FIG. 12. Q criterion iso-surface colored by the magnitude of velocity.

FIG. 13. The drag force experienced by the fluid on the two meshes used in the PRS-G2 simulation.

the one-dimensional budget of double-averaged momentum. The mean absolute value of imbalance, computed in the region $-0.8 \geq y/H \geq 0.8$ (where $\ell_{V} = \text{const.}$) was equal to $1.4e^{-4}H/U_{\text{bulk}}^2$ or around 0.6% of the mean pressure gradient driving the flow.

The Reynolds number computed with the top wall friction velocity $Re^f_t = u_{f}H/\nu = 393.7$ does not differ greatly from the reported value of 394. The simulation on a coarser mesh resulted in a lower value of $Re^f_t = 388.2$, even though the resolution near the top wall was sufficient for an accurate reproduction of the boundary layer flow.

The comparison of double-filtered velocity profiles and velocity fluctuations with the reference results is visible in Figure 14. The velocity in the unobstructed part of the channel is predicted correctly on both meshes, while the coarser grid underpredicts the velocity in the porous part of the domain. Additionally, on the coarser mesh, the velocity reaches the uniform value closer to the topmost layer of cubes. The streamwise and wall-normal fluctuations are predicted accurately on the fine mesh and underestimated in the porous region on the coarser mesh.

Contrary to the rest of the profiles, the distributions of the spanwise fluctuations differ greatly between the two meshes. The fine mesh reproduces the DNS results well. The coarse LES underestimates the fluctuations in both boundary layers, while overpredicting spanwise motions inside the porous layer. Worse results on the coarse mesh can naturally be attributed to greater cell spacing.
However, on both meshes, the cell sizes were identical in $x$ and $z$ directions, which intuitively should result in a similar accuracy of the prediction of the streamwise and spanwise velocity fluctuations.

An alternative explanation for the inaccurately computed spanwise fluctuations on the coarse mesh might relate to the presence of the K-H instability. When the resolution near the top layer of cubes is insufficient, the transfer of energy from the large-scale vortices in the free flow to the fluid inside the porous region will not be reproduced accurately. The generation of the spanwise motions in the boundary layers will depend on the breakdown of wall-normal and streamwise fluc-
tations and is also connected to the accuracy with which the two-dimensional K-H instability is resolved. Therefore, insufficient resolution in the porous layer will lead to a less accurate prediction of spanwise fluctuation in the clear channel.

Nevertheless, the fine mesh allows for sufficiently accurate LES simulation resolving both first- and second-order statistics with good accuracy. The last important parameter that needs to be compared between meshes is the predicted drag force distribution. Drag forces computed from explicit filtering are visible in Figure 13. Since the simulation on the fine mesh results in a correct value of \( Re \ell \) and properly predicted mean profiles, we will consider the distribution of the drag force from this simulation as an accurate reference. In comparison, coarser mesh overpredicts the drag force near the topmost layer of cubes which is a direct result of increased numerical dissipation resulting from not sufficient resolution. It provides evidence, that a slight change in resolution and gridding methodology can influence greatly the drag force distribution and by extent the mean velocity in the porous region. Therefore, the process of generating a grid for a particle-resolved LES should be done with great care.

D. Commutation errors at the porous-fluid interface

The particle-resolved simulation has been also used to evaluate the commutation errors in the momentum equation. For this part of the study Gaussian function was used as a kernel instead of Cellular weighting function. As pointed out by Breugem and our previous work, Cellular kernel is better suited to such geometry at a chosen filter size of \( \ell_y = H/10 \). However, computation of commutation errors requires the evaluation of the kernel derivative w.r.t. \( \ell_y \), which would be discontinuous in the case of Cellular kernel and introduce additional errors into the investigation. Additionally, owing to the scaling ensured by Eq. (21), filtering with Gaussian kernel provides similar distributions of filtered fields.

We confine this analysis to the commutation error of the divergence and stress tensor terms, which together give the \( F^{\ell} \) source term. We omit the commutation errors related to the derivatives present inside the stress tensor, as is difficult to ensure that they are computed accurately, due to non-constant viscosity in the LES equations. We also do not consider the terms in the continuity equation, as the flow is assumed to be statistically one-dimensional, which in turn necessitates a zero source term in the continuity equation.

While performing a DNS combined with VANS equations, Breugem assumed that the filter changes in the region where porosity increases from 0.875 to 1, that is for \( 0.075H < y < 0 \). To investigate the magnitude of those errors we prescribe the distribution of \( \ell_y \) using Equation (40), assuming that \( (\delta^-, \delta^+) = (0.075H, 0) \). The filter size changes from \( H/10 \) inside the porous region to the value of \( H/40 \approx 9.8H \), which is comparable to the resolution in the centre of the channel, offered by the fine mesh used for particle-resolved LES. The resultant \( \ell_y \) curve is visible in Figure 15.

The momentum budget in the streamwise direction including the commutation error can be given as

\[
0 = -\phi \frac{\partial [p]}{\partial x} + \frac{\partial}{\partial y} \left[ \nu_{eff} \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) \right] + \frac{\partial \phi ([u][v] - [uv])}{\partial y} + \frac{F_s}{\nu} + \frac{\partial \ell_y}{\partial y} \left[ \frac{\partial G}{\partial \ell_y} \left( \gamma_{uv} - \gamma_{eff} \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) \right) \right],
\]

(41)

with the terms \( I-V \) denoting effective pressure gradient, the contribution of viscous and sub-filter stresses, drag force and commutation error respectively. The commutation error related to the pressure gradient is equal to zero, as the gradient of \( \ell_y \) is aligned with the wall-normal direction.

The accuracy of the computation of the commutation error is tested by evaluating Equation (41). The distribution of the terms is shown in Figure 15 along with the curves computed with the constant filter size. Non-uniform filtering width introduces an error by changing the contributions of different
terms to the momentum balance. Decreasing filter size leads to a faster change of the drag force and an abrupt change of the derivative of the viscous and sub-filter stresses. This behaviour adds validity to the discontinuous method of modelling the interface, where the stress jump is prescribed at the coupling porous-fluid boundary (see e.g. 52 for this method applied to the channel flow). In such an approach the filtering size is different on both sides of the boundary. Assuming that \( \ell \) changes continuously over such an interface, albeit with a steep gradient, it has to result in a commutation error and an abrupt change in the stresses. Therefore, imposing a stress jump at this location can be seen as a method to account for some part of the commutation error.

When included in the momentum budget, the commutation error acts as a sink effectively increasing drag in the region where filtering width changes. Locally, its contribution is significant as it is comparable to drag. However, it only constitutes 2.5% of the total combined source term in the momentum equation, in the \(-0.8 \geq y/H \geq 0.8\) region.

The commutation error arising from filtering \( \partial u_i u_j / \partial x_j \) constitutes the main contribution to \( F_x^{\ell y} \) (Figure 16a). The value obtained from the particle-resolved simulation has been compared to the models presented in Section III B. Equation (28) does not provide a good prediction of the error distribution. On the other hand, an approach based on the scale-similarity hypothesis provides a much better estimation of the commutation error. If the coefficient in Equation (29) is chosen as \( C = 1 \), the model is relatively inaccurate, however, if the distribution of \( C \) is determined according to Equation (32), it performs much better, especially for the lower portion of the region in which filter changes size. That being said, the value of \( C \) changes drastically around \( y = -0.075 H \). In the world of dynamic LES models, such behaviour is usually remedied by averaging the coefficient in homogeneous directions. Following this method, \( C \) was determined by averaging the values obtained from Eq. (32) with the absolute value of \( \partial \ell y / \partial y \) as a weight:

\[
C_w = \left( \int_{-H}^{H} \left| \frac{\partial \ell y}{\partial y} \right| \, dy \right)^{-1} \int_{-H}^{H} \left| \frac{\partial \ell y}{\partial y} \right| \, dy.
\]

This resulted in a value of \( C_w = 1.4 \). The model with \( C = C_w \) has the best overall performance, reproducing accurately the values of the error for the lower portion of the interface while limiting the overprediction for higher \( y \) coordinates.

The error related to the divergence of the stress tensor (Figure 16b) constitutes a much smaller part of the overall commutation error. This is an expected result, as the sub-filter stresses and drag force have the most substantial contributions to the momentum budget. Each of the tested models
was not able to predict the distribution of the error with sufficient accuracy. The bad performance of the scale-similarity model stems from the computed distribution of $C$, which changes the sign in the middle of the interface region. This also results in a near zero value of the weighted average $C_w$.

The bad performance of both methods for this particular term is discouraging, however, since the commutation error related to the viscous term has little impact on the momentum balance, it can be safely neglected while the modelling of CEs is attempted, without impeding the accuracy of results.

**E. Solving DANS equations: case G2**

The solutions obtained on the coarse meshes did not deviate much from the ones computed on the finer ones. Each of the simulations resolved more than 95% of turbulent kinetic energy locally, therefore the resolution of the coarser mesh can be deemed sufficient for such simulations. In the following section, the results from the finer meshes will be presented.

Considering that an *a-posteriori* analysis of the commutation error performed in Section V D indicated that the CE does not have a detrimental effect on the momentum balance, it was neglected in DA-G2 simulations. As in the case of Breugem 39, who performed a DNS, a good correspondence between the solution of modelled equations and the results of PRS can be observed. Focusing first on results of DA-G2-A1 (assuming $\ell_V = H/10$ the profile of mean velocity in the clear section of the channel (Figure 17) is slightly shifted towards the upper wall. The mean velocity in the porous and interface regions is also predicted with sufficient accuracy. Figure 17 also presents resolved normal fluctuations computed in all directions. Due to the fact that time and spatial filtering can be applied in an interchangeable order, the double-averaged fluctuation can be computed as $\langle u' i' j' \rangle = \phi \langle u' i' \rangle \langle u' j' \rangle + \phi \left( \langle u' i' j' \rangle - \langle u' i' \rangle \langle u' j' \rangle \right)$.

This results in the following definition of the components of double-averaged resolved fluctuations:

$$\left[ u'_i u'_j \right] = \phi \langle u'_i \rangle \langle u'_j \rangle + \phi \left( \langle u'_i u'_j \rangle - \langle u'_i \rangle \langle u'_j \rangle \right)$$

The term enclosed in parenthesis on the right-hand-side cannot be directly computed from the solution of filtered equations, therefore, it has to be neglected.

The components of the resolved TKE are consistently underestimated in the porous part of the domain. On the other hand, they are accurately predicted near the top wall, in the boundary layer. The fluctuations near the topmost layer of cubes are also computed with reasonable accuracy. All of the above suggests, that the chosen drag closure is a viable method to be used with an LES model. Obtained solutions offer similar fidelity as the reference DNS 39.

The increase of assumed filter size leads to the change of the explicitly filtered velocity profile at the interface, with the higher velocities penetrating the porous structure deeper. This change is not
The profiles of drag force around the interface region are presented in Figure 18. For both filter sizes, the magnitude of the force is overestimated. In fact, comparing total drag force from explicitly filtered PRSs and the drag model $F_x = -\nu \mathcal{K}^{-1} (1 + \mathcal{F}) \phi^2 [u]$, the simulation assuming $\ell_V = H/10$ predicts 1.1 greater drag. The accuracy of the model seems to decrease with increasing filter size, as for $\ell_V = H/5$, this ratio is equal to 1.21. In the model, the force is proportional to the predicted velocity. For $\ell_V = H/10$ the model resembles the shape of the drag curve obtained from the PRS much more closely, which results in a slightly more accurate velocity prediction. In both cases, the magnitude of the drag force curve rises in a similar fashion while approaching the interface from below, which explains why both filter sizes ultimately result in similar velocity distributions in this region.

The change in the porosity at the interface has a limited effect on the overall performance of the model. However, if the flow near the porous-fluid interface is to be investigated, then the profile of $\phi$ has to be selected carefully. For example, if Darcy–Forcheimer closure is chosen then $\phi$ might be determined in such a way that generates the best approximation of $F$ at the interface. This can naturally only be achieved if the results of a more accurate, particle-resolved simulation are available. Ultimately, as also pointed out by Sadowski and di Mare, the fact that the change of $\ell_{ly}$ has an influence on the accuracy of drag force computation indicates that the closure should include the influence of that parameter, either by correcting $\mathcal{K}$ and $\mathcal{F}$ or other means.

VI. CONCLUDING REMARKS

In the present study, the mathematical foundations of the double-averaging framework for flows in porous media have been rigorously reformulated as filtering with a space-time kernel. The averaging theorems used extensively in the derivation of Double-Averaged Navier Stokes equations have been generalised to work with any well-behaved kernel functions and extended to include commutation errors of filtering/derivative operators.

This development lays the groundwork for using DANS equations with inhomogeneous filtering, an important property of the equations for flow configurations where significant changes in the pore or particle size occur. Additionally, relationships describing the errors arising when filtering next...
to a boundary are derived and included in the equations. These errors have fundamentally the same form as boundary integrals forming the unclosed drag force terms.

The newly derived equations are tested by explicitly filtering a simplified particle-resolved simulation with a Gaussian filter and evaluating the residual of both momentum and mass conservation. Although only spatial filtering has been conducted, this has proved sufficient to verify the derivation of mathematical description of the errors. The largest relative momentum error (around 1%) has been found in the inhomogeneous filtering case, suggesting that extensive analysis of grid requirements for a given distribution of filter width might be necessary.

Furthermore, the particle-resolved LES of the fully developed turbulent flow in a channel partly occupied by a porous structure has been realised. The computation has been performed on two meshes, testing the grid requirements for an accurate scale-resolving simulation in such a setting. Insufficient resolution near the surface of the porous wall led to inaccurately predicted mean velocity in the whole porous region of the channel and greatly overestimated porous-induced drag force, even though, the results in the unobstructed region agree qualitatively with the reference DNS.

The results from the LES have also been explicitly filtered. The assumed distribution of the kernel molecule was non-uniform, transitioning from a size adequate to homogenise the porous medium to a smaller filter in the unobstructed region, representing the filtering requirements for an LES. Resulting commutation error have been computed and compared to other terms contributing to the momentum balance. In such a configuration, the error acts as an additional sink term in the momentum equation, effectively increasing the drag force, albeit by a small margin, as it only constituted around 2.5% of the total effective drag.

The bulk of the commutation error is related to the derivative of the convective term in the Navier-Stokes equations. The error manifests itself as a decrease in the magnitude of the drag force and a local abrupt change in the divergence of the sub-filter and viscous stresses. This behaviour adds validity to the discontinuous treatment of the porous-fluid interface with the stress jump boundary conditions. Such coupling can be viewed as a method of modelling the commutation error arising from a discontinuous change in the filter size.

Two different approaches for modelling the commutation error have been investigated, based on the differential approximation of the filtering operation and the scale-similarity hypothesis. The first one, while easier to implement did not yield good results. The latter, when the model constant has been averaged, was able to qualitatively reproduce the error related to the convective term.

A solver for double-filtered equations, based on the PIMPLE algorithm has been implemented in OpenFOAM. The numerical scheme can reproduce the explicitly filtered results with very good accuracy, employing source terms gathered from explicit filtering. Additionally, the significance of the error source terms has been investigated for the accurate computation of filtered velocity and pressure. This analysis revealed that the inclusion of boundary commutation errors is not necessary in both the momentum and continuity equation when the porosity distribution is properly prescribed in those areas.

Finally, the channel flow has also been simulated with a combined LES porous-medium model, which assumed eddy-viscosity closure in the whole domain. The porosity was prescribed to resemble the profile obtained from the explicitly filtered results, considering two different filter sizes. Following the conclusions, that commutation errors might not have a critical impact on the results in such configuration, they have been neglected. The solution was found to be in good agreement with explicitly filtered particle-resolved LES results. However, computed fields did not reflect the rather subtle changes of filtered quantities at the interface, occurring with an increase in filter size. This seems to be a result of the inaccuracy of the drag closure which overpredicted the total drag by 10% for the smaller of the chosen filter sizes and 20% for the larger one.

The presented mathematical framework opens doors to several possibilities for future research. First and foremost a full-scale flow configuration e.g. gaseous flow in a lime kiln could be evaluated using explicit filtering. The forces, dispersion stresses, turbulent quantities and filtered scalar fluxes could be compared to the currently employed models. Even though the investigated numerical method resulted in a qualitatively accurate prediction of the flow at the fluid-porous interface, it is important to stress that the drag closure was tuned to the present geometrical configuration (i.e. array of cubes). Therefore, gathering more data from particle-resolved simulations should aid in the derivation of a more general approach for drag modelling. Additionally, the investigation of
the drag closure seems like a more promising avenue to increase the fidelity of the simulation of porous-fluid systems, as it contributes the biggest error to the momentum balance.
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Appendix A: The superficial space-time averaging technique

The superficial space-time average of variable $\psi(x, t)$, denoted as $[\psi]_s$, is defined as

$$[\psi]_s(x, t) = \frac{1}{T_0 V_0} \int_{T_0 \times V_0} \psi(x + \xi, t + \tau) \gamma(x + \xi, t + \tau) \, d\xi \, d\tau. \quad (A1)$$

The function $\gamma$ is often called a clipping or phase indicator function. It describes the distribution of the fluid phase in space and time,

$$\gamma(x, t) = \begin{cases} 1, & \text{if the particle at } x, t \text{ is fluid;} \\ 0, & \text{otherwise.} \end{cases} \quad (A2)$$

The superficial average and the space-time porosity $\phi_{VT}$ are related by the formula for the intrinsic average denoted with $[\cdot]$

$$[\psi]_s = \phi_{VT}[\psi], \quad (A3)$$

where the time-space porosity is defined as

$$\phi_{VT} = [1]_s = \frac{1}{T_0 V_0} \int_{T_0 \times V_0} \gamma(x + \xi, t + \tau) \, d\xi \, d\tau. \quad (A4)$$

To obtain a space-time averaged system of differential equations, the superficial averages are applied to the time and space partial derivatives respectively. Next the averaging theorems are used to introduce the averaging operators under the derivatives. Initial derivations of these theorems for
VANS with the discussion of their properties can be found in works by Whitaker and Howes and Whitaker. Gray and Lee followed a different approach to prove both theorems, using the phase indicator function $\gamma$ and its derivatives, which was later extended by Nikora et al. to obtain the relations presented above. The main assumption in each proof is that the averaging volume remains space-invariant. The theorems describe the relationship between the average of the derivative and the derivative of the average in the following way:

$$\partial \psi \partial_t = \frac{\partial[\psi]}{\partial t} + \frac{1}{V_0} \int_S \psi \sigma_{ij} n_i \, dS,$$  \hspace{1cm} (A5)

$$\partial \psi \partial_{x_i} = \frac{\partial[\psi]}{\partial x_i} - \frac{1}{V_0} \int_S \psi n_i \, dS.$$  \hspace{1cm} (A6)

$S$ is the interface region between the fluid and solid phases inside averaging volume $V_0$. $n$ is the inward normal vector of the fluid region and $w$ is the velocity of the interface. Overbar with subscript $s$ denotes superficial time average. Using equation (2), both theorems can be used with intrinsic quantities.

### Appendix B: Derivation of DANS equations

We start by averaging the system (8) in space and time following Nikora et al. Using Equations (A5) and (A6) results in the following momentum equation:

$$\rho \left( \frac{\partial[u]}{\partial t} + \frac{\partial[u_j]}{\partial x_j} \right) = \frac{\partial[\sigma_{ij}]}{\partial x_j} + \rho [f_i] + \rho F_i,$$  \hspace{1cm} (B1)

where $F$ represents the interfacial forces forces introduced with surface integrals while applying averaging theorems:

$$F_i = -\frac{1}{V_0} \int_S \sigma_{ij} n_j \, dS.$$  \hspace{1cm} (B2)

Equation (B1) is an intermediate step for obtaining DANS momentum equation. The next step requires changing the averages into their intrinsic counterparts. The choice of writing the equation with intrinsic averaging has two advantages. First, as shown by, intrinsic averaging preserves constants, where superficial averaging does not. Second, the intrinsic average results in a proper decomposition of the convection term. The dispersion terms resulting from performing such decomposition assuming superficial average cannot be modelled by a diffusion-like mechanism. In both cases, an improper choice of the averaging type may result in an error that is of the order of magnitude of the porosity. Additionally, inconsistent formulation of the DANS system with superficial variables may lead to non-Galilean invariant set of equations. We will employ intrinsic averages in the course of this work, however, it is important to note that, if used with care, superficial variables can be used with success and accuracy.

Rewriting Equation (B1) using the intrinsic average results in

$$\rho \left( \frac{\partial \phi_{VT}[u]}{\partial t} + \frac{\partial \phi_{VT}[u_j]}{\partial x_j} \right) = \frac{\partial \phi_{VT}[\sigma]}{\partial x_j} + \rho \phi_{VT}[f_i] + \rho F_i.$$  \hspace{1cm} (B3)

In the second term in the left-hand side of Equation (B3), the average of the product of velocities must be decomposed:

$$[u_i u_j] = [u_i][u_j] - \tau_{ij} = [u_i][u_j] - ([u_i][u_j] - [u_i u_j]).$$  \hspace{1cm} (B4)
where $\tau$ represents porous dispersion and must be modeled, if its influence on the behaviour of the flow is to be included in the mathematical derivation. However, it is often the case that this term is neglected in the final equations (analysis of the significance of $\tau$ in the context of VANS framework can be found in works of Breugem, Boersma, and Uittenbogaard\(^{36}\)). The averaged continuity equation is derived in a similar fashion. The result is that the space-time averaged Navier-Stokes equations:

$$\frac{\partial \phi_{VT}}{\partial t} + \frac{\partial \phi_{VT}}{\partial x_i} = 0,$$

(B5a)

$$\rho \left( \frac{\partial \phi_{VT}}{\partial t} + \frac{\partial \phi_{VT}}{\partial x_i} \right) = \frac{\partial \phi_{VT}}{\partial x_j} + \frac{\partial \rho \phi_{VT}}{\partial x_j} \tau_{ij} + \rho \phi_{VT} f_i + \rho F_i,$$

(B5b)

Appendix C: Derivatives for evaluation of commutation errors

This section outlines formulas for derivatives, necessary for simplification of equation for the commutation error of space-time filter. First, the derivative of a filter kernel is given by ($s$ is a placeholder for $x_i$ or $t$)

$$\frac{\partial G(\xi, \tau, \ell_V(x), T_0(t))}{\partial s} = \frac{\partial G}{\partial \xi} \frac{\partial \xi}{\partial s} + \frac{\partial G}{\partial \tau} \frac{\partial \tau}{\partial s} + \frac{\partial G}{\partial \ell_V} \frac{\partial \ell_V}{\partial x_i} \frac{\partial x_i}{\partial s} + \frac{\partial G}{\partial T_0} \frac{\partial T_0}{\partial t} \frac{\partial t}{\partial s},$$

(C1)

which leads to following simplifications under the assumptions made in section II A:

$$\frac{\partial G(\xi, \tau, \ell_V(x), T_0(t))}{\partial x_i} = \frac{\partial G}{\partial \ell_V} \frac{\partial \ell_V}{\partial x_i},$$

(C2a)

$$\frac{\partial G(\xi, \tau, \ell_V(x), T_0(t))}{\partial t} = \frac{\partial G}{\partial T_0} \frac{\partial T_0}{\partial t},$$

(C2b)

The spatial derivative of the clipping function\(^{54,55}\) can be defined as

$$\frac{\partial \gamma}{\partial x_i} = n_i \delta(x - x_S),$$

(C3)

where $\delta$ is the Dirac function, $x_S$ is a vector “tracing” the interface $S$ and $n$ is a normal vector defined as in section II A. The time derivative of $\gamma$ can be found after noticing that the material derivative of $\gamma$ is zero for an observer sitting on the iso-surface (respectively iso-line) of $\gamma = 1$ (i.e. where $x = x_S$). Owing to that

$$\frac{\partial \gamma}{\partial t} = -w_i \frac{\partial \gamma}{\partial x_i} = w_i n_i \delta(x - x_S),$$

(C4)

where $w$ is the velocity of the interface. For completeness, the derivatives of the shifted functions under the convolution integral can be obtained in the following manner:

$$\frac{\partial f(x - \xi, t - \tau)}{\partial s} = \frac{\partial f}{\partial (x_i - \xi_i)} \frac{\partial (x_i - \xi_i)}{\partial s} + \frac{\partial f}{\partial (t - \tau)} \frac{\partial (t - \tau)}{\partial s},$$

(C5)

leading to:

$$\frac{\partial f(x - \xi, t - \tau)}{\partial x_i} = \frac{\partial f}{\partial (x_i - \xi_i)},$$

(C6a)

$$\frac{\partial f(x - \xi, t - \tau)}{\partial t} = \frac{\partial f}{\partial (t - \tau)}$$

(C6b)
Appendix D: Sensitivity study of explicit filtering w.r.t. kernel clip distance $d$ and filtering mesh resolution

Explicit filtering method, as described in \cite{37}, can have multiple sources of errors, that have to be considered and controlled while analysing filtered quantities. Firstly, if the mesh is to coarse to accurately represent the chosen filter, this can introduce an error due to insufficient resolution of numerical integration. Secondly, if the spatial resolution differs greatly between the two parts of the domain, the difference in accuracy of convolution computation will introduce oscillations in the filtered fields.

Moreover, as described in the section III the filter kernel is being clipped to 0 after a certain distance $d$ from the center of the filtering molecule. This can introduce additional significant error to the filtering operation. A clipped kernel, which originally had an infinite support, does not conserve constants, which also means that the filtered flow will be wrongly represented.

All of those inaccuracies will accumulate and influence the momentum balance. For example, oscillations in porosity field resulting from the errors, will be carried over to other quantities of interest and increased by the use discrete derivative operators, e.g. when evaluating $\text{div}(\phi|u|u)$.

To test what value of $d$ is required for accurate representation of the filter, a sensitivity study was performed with a set of distances $d/\ell_V = \{0.8, 1, 1.2, 1.5, 1.8\}$ using both cases G1-A and G1-C. The corresponding filter shapes (the Gaussian filter and its derivative with respect to filter width $\ell_V$) are drawn on Figures 19a and 19b in their one-dimensional forms. The shapes of the both kernels alone, suggest that latter will require greater value of $d/\ell_V$ to ensure proper resolution.

For each value of $d/\ell_V$ the cases were filtered and residuals of double-filtered equations were evaluated as described in section V. Obtained error values are plotted in the figures 20a and 20b. Inspection of the errors from case G1-A reveals that increasing the clipping distance beyond $d/\ell_V = 1.2$ does not decrease the evaluated residuals, therefore this value has been selected as a minimal clipping distance for filtering with Gaussian filter.

Based on the results from case G1-C, the minimal clipping distance for the derivative was chosen to be $d/\ell_V = 1.5$. Since the values of the computed residuals did not decrease to values similar to case A, filtering mesh (the mesh used for evaluation of balance of filtered quantities) sensitivity study was additionally performed for case G1-C.

Results of the reference case were filtered on five uniform meshes with the element size

$$\Delta = \{0.2, 0.1, 0.05, 0.025\},$$

where $a$ denotes the length of the side of the square. The residuals were again evaluated for every mesh and they are presented in Figure 21a. The mesh size of $\Delta/a = 0.05$ was selected as appropriate resolution for case G1-C as it reduced all error terms below 1% and the evaluated source terms did not change significantly on the finer mesh (Figure 21b). Interestingly the maximum of continuity residual increased slightly when the finest mesh was used. The reason for such behaviour is probably the fact that the resolution of the filtering mesh is finer in most of the domain than the source mesh.
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