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Abstract—EEG-based emotion recognition often requires sufficient labeled training samples to build an effective computational model. Labeling EEG data, on the other hand, is often expensive and time-consuming. To tackle this problem and reduce the need for output labels in the context of EEG-based emotion recognition, we propose a semi-supervised pipeline to jointly exploit both unlabeled and labeled data for learning EEG representations. Our semi-supervised framework consists of both unsupervised and supervised components. The unsupervised part maximizes the consistency between original and reconstructed input data using an autoencoder, while simultaneously the supervised part minimizes the cross-entropy between the input and output labels. We evaluate our framework using both a stacked autoencoder and an attention-based recurrent autoencoder. We test our framework on the large-scale SEED EEG dataset and compare our results with several other popular semi-supervised methods. Our semi-supervised framework with a deep attention-based recurrent autoencoder consistently outperforms the benchmark methods, even when small sub-sets (3%, 5%, and 10%) of the output labels are available during training, achieving a new state-of-the-art semi-supervised performance.
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I. INTRODUCTION

Human emotion is defined as a mental state related to the Central Nervous System (CNS) [1]. It is caused by conscious or unconscious perception of emotion-related stimuli and often leads to changes in our physical and psychological processes [2]. Emotions have important influence on rational mechanisms such as decision making, perception, and other cognitive processes [3]. It is thus important to develop analytical or data-driven computational models for understanding, communicating, and responding to human emotions [3].

Many non-invasive physiological signals have been employed for emotion recognition. Examples include muscle electrical activity with Electromyography [4], electrical signals from the heart through Electrocardiography [5], and measuring skin conductance via Galvanic Skin Response [6]. Among such technologies, Electroencephalography (EEG) has the potential to demonstrate the highest fidelity due to the direct measurement of signals and information from the brain.

EEG are non-stationary signals, often with high dimensionality. Moreover, EEG often contain various artefact and noise during the recordings, resulting in lower signal-to-noise ratio. Therefore, many supervised pipelines with deep learning techniques have been recently employed to learn the discriminative information from EEG time-series for various tasks such as hand movement classification [7], motor imagery classification [8], and driver vigilance estimation [9], achieving state-of-the-art results. These Fully Supervised Learning (FSL) pipelines highly rely on large amounts of labeled training samples to overcome challenges such as high dimensionality, mixing effect among recorded channels, and existence of noise and artifacts in the data.

FSL method generally require enough labels for effective training. However, annotating and labeling EEG is often very hard and expensive, and requires the help of experts. Especially for the task of emotion recognition, EEG labeling may require both subject self-evaluation as well as objective evaluation (performed by experts) [10]. Moreover, the performance of FSL methods often degrade when labeled samples are insufficient compared to when all the samples are labeled.

In this paper, to rely only on small amounts of labeled data, we propose a Semi-Supervised Learning (SSL) pipeline to recognize emotions using a deep recurrent autoencoder (AE). This AE is trained in an unsupervised fashion and its encoder component is followed by a simple two-layer classifier which is trained in a supervised manner simultaneously with the AE. Our approach can operate effectively by learning mainly from features extracted from unlabeled data while requiring only small subsets of the available labels for receiving the
necessary supervision. An overview of the training phase of our framework is depicted in Figure 1. Training is performed jointly using the labeled and unlabeled data with the total loss incorporating both the supervised and unsupervised losses. We perform extensive experiments and show that our approach is able to provide better performance than other SSL benchmarks when small amounts of labeled data are used for training. In summary, our contributions are as follows. (1) We propose a semi-supervised approach for EEG-based emotion recognition to leverage large amounts of unlabeled and along with small amounts of labeled data. (2) We conduct extensive experiments by re-implementing high quality SSL pipelines, which are equipped with deep learning techniques. (3) We show the robustness of our SSL method by consistently achieving better results than the other methods when very few labeled samples are used (3%, 5% and 10%), achieving new state-of-the-art.

II. RELATED WORK

A. Emotion Recognition with EEG

**Classical Machine Learning.** Feature extraction is a key step in EEG-based emotion recognition given the non-stationarity and non-linearity of EEG signals. As a result, extraction of discriminative EEG features from large-scale EEG data is essential prior to training classifiers. Most existing works extract features from five brain waves, notably delta, theta, alpha, beta, and gamma bands [11]. The feature extraction methods include short-time Fourier transform, wavelet transform, power spectrum density, statistical, common spatial filter, and others [11]. Recently, Differential Entropy (DE) has been used as a powerful feature extraction method suitable for many machine learning algorithms in emotion recognition [10].

Machine learning classifiers play a fundamental role in feature-space learning for emotion recognition, and many pipelines have been built to map extracted features to emotion classes [11]. Various algorithms have been used in conjunction with DE features. Canonical correlation analysis has been employed to model a linear relationship between DE features and emotional labels [12]. Machine learning classifiers including Support Vector Machine (SVM), k-Nearest Neighbor, Logistic Regression, and Random Forest have been employed to explore non-linear relationships between DE feature vectors and affective labels [10], [13].

**Deep Learning.** In the context of EEG learning, deep learning techniques have been used to explore more powerful and task-relevant features than conventional machine learning algorithms. Deep Neural Network (DNN) has been used to improve the learning process using multiple hidden layers [10]. A pipeline built with a Convolutional Neural Network (CNN) has been used to automatically extract features from raw EEG signals [14]. Capsule network has been employed to learn spatio-temporal representations, achieving state-of-the-art results for the task of vigilance estimation [9].

Recurrent Neural Networks (RNN) have been successfully utilized for analysis of natural language sequences [15], image sequences [16], and bio-signals including EEG [7] to take advantage of their ability to learn short-term dependencies in sequential data. However, conventional RNNs face the vanishing/exploding gradient problems when sequences are long [7]. An enhanced type of RNN capable of learning both long- and short-term dependencies, namely Long Short-Term Memory (LSTM) networks, have also been applied to EEG signals [17]. Other than temporal information processing, deep RNNs have also been used to learn spatial dependencies of EEG electrodes on the scalp [18].

Very recently, graph neural networks have been employed to discover topological information of EEG channels and further establish graph connections, achieving very promising results in an emotion recognition [19], [20]. To further explore topological structures, a Riemannian-based network was proposed to explore the spatial correlation information of EEG recordings that lie in the Riemannian manifold, demonstrating very strong performance in multiple EEG-based tasks including emotion classification [8].

**Unsupervised Pre-training.** Unsupervised pre-training methods equipped with deep learning architectures have been successfully used in computer vision [21]. In [22], it was argued that unsupervised pre-training acts as regularization which helps the model converge towards a local minimum during the main supervised training. Generally, unsupervised pre-training includes a Stacked AutoEncoder (SAE) which is used with available training data to update the model weights until minimum unsupervised training loss is reached. Next, the pre-trained encoder is followed by a classifier which is trained with labeled data in a supervised manner (also called fine-tuning) [23]. Similarly, a pipeline consisting of a Deep belief Network (DBN) for unsupervised pre-training, followed by logistic regression for supervised fine-tuning has been used for EEG-based affective state recognition [24].

**Pseudo Labeling.** An alternative approach to the above is to develop pipelines that use labeled and unlabeled data simultaneously to train the network. In [25], a model is first trained on labeled data, and then used to generate pseudo-labels for the unlabeled data. The model is then retrained on labeled data and pseudo-labeled data together. This approach outperformed several FSL methods with machine learning and deep learning backbones when small amounts of labeled data were available.

**II Model.** The performance of the pseudo-labeling method mentioned above [25] has been reported unstable when used on several image datasets [26] when very few samples are labeled. The II model was proposed to apply consistency regularization on both unlabeled and labeled data, leading the network to be more robust to noisy or perturbed inputs [27], [28]. To do so, the II model first applies stochastic augmentation with additive noise on the input as well as dropout on the network. Next, it trains the network to obtain two different outputs for each input sample and minimizes the distance between two outputs. Thus, the network is encouraged to make similar prediction outputs given the same input with
different random noise [27]. This approach achieves better results than pseudo-labeling with very limited amount of labeled samples [26], [27].

Temporal Ensembling. The II model trains slowly since the network trains twice for each input sample. Also, the network outputs are not stable due to the random noise applied on the inputs and the dropout in the network [27]. To tackle these challenges, temporal ensembling was proposed to train the network only once for each input and aggregate the network output from previous epochs into an ensemble [27]. Consequently the framework trains faster and the network output is more stable [27].

Mean Teacher. Temporal ensembling aggregates the previous model outputs for better model performance. However, it has considerable space requirements to save the previous models’ outputs. Moreover, the ensemble outputs update slowly (only once per epoch), resulting in poor performance when the training data size is large [29]. The mean teacher method was proposed to address these problems through using ensemble model weights instead of ensemble model outputs [29]. Specifically, this framework consists of two networks with the same architecture, namely student and teacher. The student model plays the same role as in temporal ensembling, which is trained only once for each input [29]. The teacher model is not trained, but instead uses the ensemble model weights from the student which updates them frequently (in each training step). Consequently, instead of minimizing the difference between the network output and the ensemble network output as in temporal ensembling, the mean teacher method minimizes the distance between the outputs of the student and the teacher networks.

III. OUR APPROACH

We aim to build a semi-supervised pipeline capable of using only small amounts of labeled data while mainly relying on unlabeled data for EEG representation learning. In the following sections, we first give a brief overview of feature space. Next, we introduce our proposed solution based on an Attention-based Recurrent AutoEncoder (Att. RAE).

Feature Space. We perform the following pre-processing steps according to [8]. First, EEG time-series were downsampled from 1 \( KH\)z to 200 Hz. Next, a bandpass filter was applied to minimize noise and artifacts outside the frequency range of [0.5 - 70] Hz. Then, a notch filter was applied to reduce the power line effect around 50 Hz. Signal normalization was followed to ensure that the amplitude of recordings from different subjects fall into the same range of \([-1, 1]\).

Following pre-processing, we extract DE features from each consecutive 1-second windows with no overlap on each 8-second EEG segment. We assume the signals follow a Gaussian distribution, and therefore compute the DE feature using Eq. 1 [10].

\[
DE = \frac{1}{2} \log 2\pi e\sigma^2, \quad x \sim N(\mu, \sigma^2).
\] (1)

We extract DE features from five EEG bands for each of the 62 EEG channels, yielding a total of 310 features [10].

Deep Recurrent AutoEncoder. We propose a recurrent autoencoder [30] consisting of an encoder which maps the input onto a latent space, followed by a decoder to reconstruct the original input using the latent representation. The encoder is made up of two layers of LSTM, followed by a soft attention mechanism [7], [8], as illustrated in Figure 2. The first LSTM layer employs 8 cells to process EEG features extracted from each window sequentially. Specifically, DE features (denoted as \(x_t\)) from \(t\)th window are fed into the corresponding \(t\)th cell of the first LSTM layer, as shown in Eq. 2. The second LSTM layer inherits and further processes the hidden state outputs \((h_t^{enc1})\) from the previous LSTM layer and computes hidden state outputs in each cell \((h_t^{enc2})\), as shown in Eq. 3.

\[
h_t^{enc1} = LSTM(x_t) \tag{2}
\]

\[
h_t^{enc2} = LSTM(h_t^{enc1}) \tag{3}
\]

To obtain a well-performed output representation from the recurrent network, it is necessary to evaluate the importance of the output of each recurrent step [7]. Therefore, we apply a soft attention mechanism following the last LSTM layer, enabling attention weights \(\alpha_t\) to be assigned to each LSTM cell’s output \(h_t^{enc2}\) as shown in Eq. 4 and 5, where \(W\) and \(b\) are the trainable weights and biases. Following, \(v\) is calculated using Eq. 6 as the output of the attention mechanism as the sum of the hidden outputs of all LSTM cells multiplied with the assigned trainable attention scores. More discriminative features can hence be obtained by optimizing the attention weights [8].

\[
u_t = tanh(Wh_t^{enc2} + b) \tag{4}
\]

\[
\alpha_t = \frac{exp(u_t)}{\sum_k exp(u_k)} \tag{5}
\]

\[
v = \sum_t \alpha_t h_t^{enc2} \tag{6}
\]

In the decoder, we employ two LSTM layers similar to the encoder. The first LSTM layer feeds the obtained latent representation \(v\) into each of the 8 LSTM cells, as shown in Eq. 7. Then, the last layer further processes the output hidden states \(h_t^{dec1}\) and computes the output of each cell as shown in Eq. 8. We denote the reconstructed input from our recurrent autoencoder (Att. RAE) as \(\hat{x}_t\).

\[
h_t^{dec1} = LSTM(v) \tag{7}
\]

\[
\hat{x}_t = LSTM(h_t^{dec1}) \tag{8}
\]

In our LSTM settings, each layer contains 256 hidden units representing the size (dimension) of each cell’s output vector.

Classifier. As shown in Figure 2, we also use a classifier which is fed the latent representation obtained by the autoencoder (after the encoder component) for the supervised learning part of our method. The classifier consists of two Fully Connected (FC) layers with 64 and 3 units, respectively, along with ReLU activations. A dropout rate of 0.5 is applied on the first FC layer.

Semi-Supervised Algorithm. Going forward, we denote the entire training data as \(D\), the labeled data as \(D_l\), and
the unlabeled data as \( D_{ul} \). Our loss function consists of two parts, namely unsupervised loss \( (L_u) \) and supervised loss \( (L_s) \). In the unsupervised component, we minimize the difference between the original and reconstructed input as obtained by the autoencoder for \( D_{ul} \) and \( D_l \) using MSE loss as in:

\[
L_u = \frac{1}{B_{ul}} \sum_{i=1}^{B_{ul}} ||x_i - \hat{x}_i||^2 + \frac{1}{B_l} \sum_{i=1}^{B_l} ||x_i - \hat{x}_i||^2, \tag{9}
\]

where \( x, x' \) are the input features of the labeled and unlabeled data and \( \hat{x}, \hat{x}' \) are the corresponding reconstructed input features computed by the autoencoder for labeled and unlabeled data. \( B_{ul} \) and \( B_l \) are the batch sizes of \( D_{ul} \) and \( D_l \).

In the supervised component, we employ cross-entropy loss \( L_s \) for the labeled data only as in:

\[
L_s = -\frac{1}{B_l} \sum_{i=1}^{B_l} \log [f_{\theta_2}(Z_l)]y_i, \tag{10}
\]

where \( \theta_1, \theta_2 \) are the parameters of the autoencoder and classifier respectively. \( Z_l \) is the latent representation learned by the autoencoder with the input of the labeled data \( x \). \( f_{\theta_2} \) is the classifier, and \( y \) are the labels for \( x \).

To perform experiments when few samples are labeled, we randomly choose a very small portion of \( D \) as our \( D_l \ subset of \( D \), and treat the remaining samples as our \( D_{ul} \). We then split \( D_l \) and \( D_{ul} \) equally into \( R \) batches, respectively, such that the ratio of \( B_l/B_{ul} \) remains the same in each batch. The losses are updated once per batch, as shown in Algorithm 1.

During the joint training, we purpose to slowly increase the weight of the unsupervised loss term for accelerating model convergence [27]. To do so, we apply the ramp-up function presented in Eq. 11 on the unsupervised loss where coefficient \( \eta(t) \) increases as the training epoch \( t \) increases [27].

\[
\eta(t) = 20 \exp [-5(1 - \frac{t}{T})^2]. \tag{11}
\]

Accordingly, the total loss is calculated as follows:

\[
\mathcal{L} = \eta L_u + L_s. \tag{12}
\]

### IV. EXPERIMENTS

#### A. Dataset and Validation Scheme

We use the SEED dataset [10] to conduct emotion recognition experiments with three affective labels namely negative, neutral, and positive. The stimuli used to collect this dataset were 4-minute long emotional video clips. Each experiment

![Fig. 2. The proposed semi-supervised model using an attention-based recurrent autoencoder.](image-url)
run consists of 15 sessions. Each session contains a 5-second pre-stimuli notice followed by the session-specific visual stim-
uli. Each session ends with a self-assessment (45 seconds) and rest period (15 seconds). 15 subjects (8 female and 7 male) performed the experiments twice, yielding a total of 30 experiments. EEG were recorded from 62 electrodes on the scalp (with the international 10 – 20 system) at a sampling frequency of 1 KHz [10]. In each of the 30 experiments, we use the first 9 sessions for training and the remaining 6 sessions for testing, as pre-defined in [10].

B. Implementation Details

We use the Adam optimizer and its default decay rates for model optimization. We apply gradient clipping with a range of \([-1, 1]\) in order to avoid gradient explosion. The total training epochs are set to 30 and the learning rate is fixed at 0.001. All of the experiments are implemented using PyTorch [31] on a pair of NVIDIA Tesla P100 GPUs.

C. Expansion to Other AutoEncoders

In order to evaluate the generalizability of our method with other forms of autoencoders beyond the proposed recurrent attention-based model, we swap the recurrent autoencoder (plus attention) with an SAE. This variation contains an encoder consisting of 2 FC layers with 256 and 64 units with ReLU activation, followed by a decoder with the inverse architecture. The classifier component of the model that learns from the latent representations remains the same. The loss functions and hyperparameters also remain unchanged.

D. Comparison

We compare our framework with a number of other deep semi-supervised learning techniques [22], [23], [25]–[29], which were explained in the Related Work section. As these methods have been generally evaluated in domains other than EEG, we re-implement all of them for comparison. The parameters of the models have been designed to achieve maximum performance. In the following sections, we describe the backbone networks used for these benchmarks along with the specifications for each approach.

Backbone Networks. We employ two deep backbones (DNN and CNN) for the benchmark semi-supervised learning pipelines (except for unsupervised pre-training since it requires an autoencoder). The details of these backbones are as follows. (1) DNN: We use two stacked FC layers (256 and 64 hidden units) followed by the same classifier as the one used in our approach (in Figure 2) as the backbone DNN. (2) CNN: We employ two 1D convolutional layers as the backbone CNN. Specifically, the first convolutional layer has 1 input channel and 5 output channels, with kernel size of 3 and stride of 1. It is then followed by BatchNorm, LeakyReLU (ratio of 0.3), and MaxPooling layers. The second convolutional layer has 5 input channels and 10 output channels. The kernel size and stride size are kept the same as the first convolutional layer. This convolutional layer is also followed by BatchNorm and LeakyReLU layers to accelerate the training process. Following, a Flatten layer is applied before the classifier.

Unsupervised Pre-training. In unsupervised pre-training, we pre-train an SAE as the network as in [22] (see the Related Work section). The encoder of the SAE consists of two stacked FC layers (256 and 64 hidden units) and the decoder has the inverse architecture as the encoder. For the DBN approach we employ the pipeline proposed in [24], which consists of 2 hidden layers (50 and 200 units) followed by a logistic regression layer.

Pseudo Labeling. Pseudo labeling is performed as in [25] and explained in the Related Work section. A cross-entropy loss is used for training.

II Model. In the II model, we apply a additive Gaussian noise (\(\mu = 0, \sigma = 0.15\)) to the input. We do not apply additional dropout since the classifier already contains a dropout rate of 0.5. Cross-entropy and consistency losses are used for the supervised and unsupervised components respectively. The method is then carried out as in [27] (see the Related Work).

Temporal Ensembling. Ensemble output (\(S\)) is zero initialized in the first epoch. In the remaining epochs, the output aggregation \(S\) is updated by \(S = S + (1 - \delta)s\), where \(\delta = 0.6\) is the momentum factor and \(s\) is the model output in the current epoch \(t\). A bias correction operation is further applied on the ensemble output. Consequently, the ensemble output aggregates the model output in previous epochs and updates once per epoch. The remaining settings (e.g., model, input, loss function) are kept the same as in II model [27].

Mean Teacher. The student and teacher models share the same architecture and initialized weights. The ensemble model weights are updated using exponential moving average as \(\phi_i' = \gamma \phi_{i-1}' + (1 - \gamma)\phi_i\), where \(i\), \(\gamma\), \(\phi\), and \(\phi'\) denote the training step, smoothing coefficient, the model weights for the student and teacher [29]. We use \(\gamma = 0.95\) in the experiments. The remaining settings are kept the same as in II model and temporal ensembling [27].

V. Results and Analysis

Table I presents the performance of our method in comparison to a number of other SSL benchmarks when all the output labels are used \(D = D\). Here, the results for the pseudo labeling method [25] are not reported because in this part of our experiments, all the training data have their true labels. It can be observed that the unsupervised pre-training using the SAE performs poorly compared to other methods. When a DNN backbone is used, mean teacher obtains an accuracy of 0.9076 ± 0.0772, which is marginally better than the II model and temporal ensembling. When CNN is used as backbone, the II model achieves an accuracy of 0.8907 ± 0.0816 which slightly outperforms the others. For the II model, temporal ensembling, and mean teacher methods, the performances are consistently better when DNN is used as a backbone. Our framework with the Att. RAE model achieves the highest accuracy of 0.9117 ± 0.0736.

We also perform experiments where only small subsets (3%, 5%, and 10%) of the ground-truth labels are used as
TABLE I

| Paper                          | Method                       | Accuracy          |
|-------------------------------|------------------------------|-------------------|
| Erhan et al. [22]             | Unsup. Pre-training SAE      | 0.7283 ± 0.1243   |
| Xu and Plataniotis [24]       | Unsup. Pre-training DBN      | 0.7751 ± 0.0115   |
| Laine and Aila [27]           | II Model DNN                 | 0.8902 ± 0.0775   |
| Laine and Aila [27]           | II Model CNN                 | 0.8907 ± 0.0816   |
| Laine and Aila [27]           | Temporal Ensembling DNN      | 0.9029 ± 0.0747   |
| Laine and Aila [27]           | Temporal Ensembling CNN      | 0.8855 ± 0.0814   |
| Tarvainen and Valpola [29]    | Mean Teacher DNN             | 0.9076 ± 0.0772   |
| Tarvainen and Valpola [29]    | Mean Teacher CNN             | 0.8756 ± 0.0872   |
| Ours                          | SAE                          | 0.9037 ± 0.0807   |
| Ours                          | RAE                          | 0.8947 ± 0.0831   |
| Ours                          | Att. RAE                     | 0.9117 ± 0.0730   |

0.65 ± 0.00, 0.70 ± 0.00, 0.75 ± 0.00, 0.80 ± 0.00, 0.85 ± 0.00, 0.90 ± 0.00, 0.95 ± 0.00, 1.00 ± 0.00

Fig. 3. The average test accuracies obtained by our solution in comparison to other methods when few training samples are labeled (3%, 5%, and 10%).

---

$D_l \ll D$, and compare the performance to other semi-supervised learning methods. We ensure that the unlabeled data and labeled data are exactly the same for all the experiments. To show the robustness of our approach, we employ five different random seeds for choice of labeled samples (which are maintained identically throughout all the experiments). Moreover, the evaluation set is always untouched and kept the same for all the experiments. The performances are reported using the averaged results of the experiments repeated with the five different random seeds.

Our experiments indicate that the unsupervised pre-training SAE benchmark obtains relatively low accuracies at 0.4679 ± 0.1146, 0.4712 ± 0.1246 and 0.5203 ± 0.1184 when 3%, 5% and 10% samples are labeled. This implies that the representation space obtained by the SAE during unsupervised pre-training lacks sufficient discriminative ability for emotion recognition when labeled data are scarce. Figure 3 shows the performance comparison when DNNs and CNNs are used as backbones for the remaining benchmarks (the unsupervised pre-training SAE is not shown to better highlight the differences among the other techniques). As shown in the figure, when only 3% of the samples are labeled and used with a DNN backbone, the II model exhibits an accuracy of 0.6986 ± 0.1199, which is better than temporal ensembling (0.6734 ± 0.1104), mean teacher (0.6792 ± 0.0959), and pseudo labeling (0.6554 ± 0.1442). When 5% of samples are labeled, pseudo labeling and II model achieve results of 0.7922 ± 0.1312 and 0.7999 ± 0.1115, which are better than temporal ensembling and mean teacher. When more samples are labeled (10%), pseudo labeling obtains an accuracy of 0.8479 ± 0.1123, outperforming others.

When only 3% and 5% of the samples are labeled and a CNN is used as the model backbones, the II model achieves accuracies of 0.7164 ± 0.1011 and 0.7926 ± 0.1064 with better performance than the other benchmarks. When more samples are labeled (10%), pseudo labeling obtains an accuracy of 0.8487 ± 0.0996, which is better than others benchmarks. Nonetheless, our framework with Att. RAE consistently achieves the best results (0.7317 ± 0.1072, 0.8010 ± 0.0938, and 0.8678 ± 0.0890) when 3%, 5%, and 10% of training samples are labeled, showing the robustness of our framework.

Interestingly, when comparing the benchmark models together, we observe that a CNN backbone generally obtains better results for $D_l \ll D_{ul}$ (when 3%, 5%, and 10% of the data are labeled), which is in contrast to our finding when all the data were labeled. This may be due the fact that the non-linear features learned by CNNs from only a few labeled samples are more representative of the entire feature space.

Figure 4 shows the normalized confusion matrix obtained by our approach (Att. RAE), when trained with different amounts of labeled samples. Each row and column present the true labels and predicted labels for each emotion class, respectively. We observe that negative emotion class is generally more difficult to recognize compared to the other two emotion classes, especially when labeled data are extremely low (3% and 5%). Also, the samples of the negative emotion class are frequently misclassified as positive (0.63 and 0.41) when 3% and 5% amounts of training samples are labeled, respectively. In contrast, neutral emotion is much easier to
classify compared to the others. Moreover, samples of neutral emotion are misclassified as positive emotion in a few cases, but never misclassified as negative emotion. Both negative and neutral class recognition rates consistently increase when more labeled training samples are available. Especially, the recognition rate of negative emotion increases rapidly. Meanwhile, the recognition rate of positive emotion interestingly stays relatively stable when the size of labeled samples changes.

Here we aim to analyze the difference between our semi-supervised framework vs. a fully supervised solution. To do so, we consider a simple multi-class SVM as a fully supervised method and our proposed framework with an SAE. We then visualize the decision boundaries for when different amounts of labels are using for training in each method. It should be noted that while our semi-supervised solution will leverage the unlabeled portion of the dataset ($D_{ul}$), the fully supervised SVM will not take advantage of $D_{ul}$ and only rely on $D_l$. Figure 5 illustrates the decision boundaries obtained using each approach for when 3%, 5%, 10%, and 100% of a training set are labeled. In the figure, the labeled samples for ‘negative’, ‘neutral’, and ‘positive’ are depicted in blue, red, and green respectively, while the unlabeled data are shown in grey. The decision boundaries are specified by the corresponding background colors. In order obtain the decision boundaries in 2D for visualization purposes, we first apply principle component analysis to reduce the EEG features into two a dimensional feature space. Then, we feed the obtained latent features into the two models (our semi-supervised and the fully supervised SVM) to generate the decision boundaries as shown in the figure. Interestingly, we observe that as the amount of labeled samples varies from 3% to 100%, the decision boundaries of the fully supervised SVM vary substantially, indicating the naturally the performance is highly dependant on the distribution of labeled data (see Figures 5 (A) through (D)). However, the decision boundaries of our semi-supervised framework are much more stable and exhibit considerably less reliance on the amount and distribution of labeled samples. Even when increasing the labels from 10% to 100% (Figure 5 (G) and (H)), the decision boundaries obtained by our model remain relatively consistent. This observation can be attributed to the fact that our method leverages the unlabeled data when small amounts of labeled samples are used, whereas the fully supervised method does not benefit from such information.

VI. CONCLUSION

In this paper, we propose a novel semi-supervised approach for learning EEG representations with reduced dependence on labeled samples. Our framework, consisting of a deep attention-based recurrent autoencoder, leverages both large amounts of unlabeled data and few labeled samples for semi-supervised learning as it conducts both unsupervised and supervised learning simultaneously. The unsupervised component maximizes the consistency between original and reconstructed input features for the entire training data (both labeled and unlabeled). Meanwhile the supervised component minimizes the cross-entropy between the input and output labels for the labeled data only. We evaluate our framework on a popular EEG-based emotion recognition dataset and compare our approach with high quality deep semi-supervised benchmarks, demonstrating that it consistently outperforms other methods when few labeled samples are available (3%, 5% and 10%). The results show that our approach is capable of learning strong discriminative representations by jointly learning from small amounts of labeled samples and large amounts of unlabeled samples. Further analysis shows that that the decision boundaries obtained by our framework are more stable and less sensitive to limited labeled samples compared to a benchmark fully supervised method.
