Life-span of solutions to semilinear wave equation
with time-dependent critical damping
for specially localized initial data
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Abstract. This paper is concerned with the blowup phenomena for initial value problem of semilinear wave equation with critical time-dependent damping term

$$\begin{align*}
\left\{ \begin{array}{l}
\partial_t^2 u(x, t) - \Delta u(x, t) + \frac{\mu}{1 + t} \partial_t u(x, t) = |u(x, t)|^p, \quad (x, t) \in \mathbb{R}^N \times (0, T), \\
\partial_t u(x, 0) = \varepsilon f(x), \\
\partial_t^2 u(x, 0) = \varepsilon g(x),
\end{array} \right. \\
(x, t) \in \mathbb{R}^N, \\
x \in \mathbb{R}^N,
\end{align*}$$

(DW)

where $N \in \mathbb{N}$, $\mu \in [0, \frac{N}{N+2})$ and $\varepsilon > 0$ is a parameter describing the smallness of initial data. Given data $f, g$ are compactly supported in a small area inside of the unit ball. The result is the sharp upper bound of lifespan of solution $u$ with respect to the small parameter $\varepsilon$ when $p_f(N) \leq p \leq p_0(N + \mu)$, where $p_f(N)$ denotes the Fujita exponent for the nonlinear heat equations and $p_0(n)$ denotes the Strauss exponent for nonlinear wave equation (DW) in $n$-dimension with $\mu = 0$. Consequently, by connecting the result of D’Abbicco–Lucente–Reissig [4], our result clarifies the threshold exponent $p_0(N + \mu)$ for dividing blowup phenomena and global existence of small solutions when $N = 3$. The crucial idea is to construct suitable test functions satisfying the conjugate linear equation $\partial_t^2 \Phi - \Delta \Phi - \partial_t (\frac{\mu}{1 + t} \Phi) = 0$ of (DW) including the Gauss hypergeometric functions; note that the construction of test functions is different from Zhou–Han [17].
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1 Introduction

In this paper we consider the blowup phenomena for initial value problem of semilinear wave equation with scale-invariant damping term of time-dependent type as follows:

$$\begin{align*}
\left\{ \begin{array}{l}
\partial_t^2 u(x, t) - \Delta u(x, t) + b(t) \partial_t u(x, t) = |u(x, t)|^p, \quad (x, t) \in \mathbb{R}^N \times (0, T), \\
u(x, 0) = \varepsilon f(x), \\
\partial_t u(x, 0) = \varepsilon g(x),
\end{array} \right. \\
(x, t) \in \mathbb{R}^N, \\
x \in \mathbb{R}^N,
\end{align*}$$

(1.1)

where $N \in \mathbb{N}$, $b(t) = \mu(1 + t)^{-1}$ ($\mu \geq 0$), $\varepsilon > 0$ is a small parameter and $f, g$ are smooth nonnegative functions satisfying $f + g \not\equiv 0$ with a specially localized support

$$\text{supp}(f, g) \subset B(0, r_0) = \{x \in \mathbb{R}^N; |x| \leq r_0\}$$

for some $r_0 < 1$.
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The purpose of the present paper is to prove the blowup phenomena for solutions of (1.1) with initial data satisfying (1.2) and to give the sharp upper bound for lifespan of them.

We first recall the local well-posedness of (1.1). The following is well-known (e.g, Cazenave–Haraux [2]).

**Proposition 1.1.** Let $1 \leq p < \infty$ for $N = 1, 2$ and $1 \leq p < \frac{N}{N-1}$ for $N \geq 3$. Then for every $(f, g) \in H^1(\mathbb{R}^N) \cap L^2(\mathbb{R}^N)$, there exist $T > 0$ and a unique solution $u$ of (1.1) on $[0, T]$ in the following sense:

$$u \in X_T = C([0, T]; H^1(\mathbb{R}^N)) \cap C^1([0, T]; L^2(\mathbb{R}^N)) \cap C^2([0, T]; H^{-1}(\mathbb{R}^N))$$

and $\partial_t^2 u - \Delta u + b(t)\partial_t u = |u|^p$ in $H^{-1}(\mathbb{R}^N)$.

The study of blowup phenomena of solutions to (1.1) with $\mu = 0$ has been studied by many mathematicians (e.g., [7, 8, 10, 15, 16] and their reference therein). In particular, the threshold exponent for dividing blowup phenomena and global existence of small solutions is clarified as $p_0(N)$ (for example, see Yordanov–Zhang [15] and Zhou [16]), where $p_0(n)$ is called Strauss exponent and is given as the positive root of the quadratic equation

$$(n - 1)p^2 - (n + 1)p - 2 = 0.$$

The sharp upper estimate for lifespan of (1.1) with $\mu = 0$ is given in Takamura–Wakasa [11], where the precise definition of the lifespan of solutions to (1.1) as follows:

**Definition 1.1.** We denote $\text{LifeSpan}(u)$ as the maximal existence time for solution of (1.1), that is,

$$\text{LifeSpan}(u) = \sup\{T > 0 ; u \in X_T \& u \text{ is a solution of (1.1) in } (0, T)\},$$

where $X_T = C([0, T]; H^1(\mathbb{R}^N)) \cap C^1([0, T]; L^2(\mathbb{R}^N)) \cap C^2([0, T]; H^{-1}(\mathbb{R}^N))$, as in Proposition 1.1.

Later, the alternative approach for deriving the estimate in the critical case $p = p_0(N)$ appears in Zhou–Han [17]. Their approach could be generalized for dealing with the blowup phenomena of the singular problem

$$\begin{cases}
\partial_t^2 u(x, t) - \Delta u(x, t) + \frac{V_0}{|x|} \partial_t u(x, t) = |u(x, t)|^p, & (x, t) \in \mathbb{R}^N \times (0, T), \\
u(x, 0) = \varepsilon f(x), & x \in \mathbb{R}^N, \\
\partial_t u(x, 0) = \varepsilon g(x), & x \in \mathbb{R}^N
\end{cases} \tag{1.3}$$

with $N \geq 3$ and $V_0 \in (0, \frac{(N-1)^2}{N+1})$ (see [6]) (the technique of test function by Zhou–Han was simplified in [6]).

After that the study for the case $\mu > 0$ has been considered in Wakasugi [13, 14], D’Abbicco [3], D’Abbicco–Lecente–Reissig [4], Wakasa [12] and Lai–Takamura–Wakasa [9] and others. In particular, the blowup phenomena with certain upper bounds of the lifespan are proved in the following cases:

$$1 < p \leq p_F(N) \quad \text{for } N \in \mathbb{N}, \quad \mu \geq 1,$$

$$1 < p \leq 1 + \frac{2}{N+1}, \mu \leq 1,$$

in [13, 14], and

$$1 < p \leq p_F(N) \quad \text{for } N = 1, \quad \mu = 2,$$

$$1 < p < p_0(N + 2) \quad \text{for } N = 2, 3, \quad \mu = 2,$$
in [4] and [12]. Here $p_F(N)$ denotes the Fujita exponent $1 + \frac{2}{N}$. Recently, it is proved in [9] that

$$p_F(N) < p \leq p_0(N + 2\mu) \quad \text{for } N \geq 2, \quad 0 < \mu < \frac{N^2 + N + 2}{2(N + 2)}.$$ 

On the one hand, global existence of small solutions (SDGE) is obtained for the following cases in [3]:

$$\begin{align*}
&\begin{cases}
  p_F(1) < p < \infty & \text{for } N = 1, \\  p_F(2) < p < \infty & \text{for } N = 2, \\  p_F(N) < p \leq \frac{N}{N - 2} & \text{for } N \geq 3,
\end{cases} \\
&\begin{cases}
  p_F(2) = p_0(4) = 2 < p & \text{for } N = 2, \\  p_0(5) < p & \text{for } N = 3,
\end{cases}
$$

Moreover, in [4]

$$\begin{align*}
&\begin{cases}
  p_F(1) < p < \infty & \text{for } N = 1, \\  p_F(2) < p < \infty & \text{for } N = 2, \\  p_F(N) < p \leq \frac{N}{N - 2} & \text{for } N \geq 3,
\end{cases} \\
&\begin{cases}
  p_F(2) = p_0(4) = 2 < p & \text{for } N = 2, \\
\end{cases}
$$

We remark that if $\mu = 2$ and $N = 2, 3$, then threshold for dividing the blowup phenomena and global existence of small solutions is clarified as $p_0(N + 2)$. However, such a threshold for the other cases cannot be obtained so far.

The purpose of the present paper is to give the explicit value for the threshold for blowup phenomena and to give the sharp upper bound of lifespan of solutions to (1.1).

To state the main result, we introduce the following notation.

**Definition 1.2.** We introduce the following quadratic polynomial

$$\gamma(n; p) = 2 + (n + 1) p - (n - 1) p^2$$

and denote $p_0(n)$ for $n > 1$ as the positive root of the quadratic equation $\gamma(n; p) = 0$ and additionally set $p_0(1) = \infty$. We also put

$$\mu_\ast = \frac{N^2 + N + 2}{N + 2}.$$ 

It is worth noticing that if $\mu \in [0, \mu_\ast)$, then $p_F(N) < p_0(N + \mu)$, and $p_F(N) = p_0(N + \mu_\ast)$.

Here we are in a position to state our main result of the present paper.

**Theorem 1.2.** Assume $p_F < p \leq p_0(N + \mu)$ with

$$\begin{align*}
&\begin{cases}
  0 < \mu < \frac{2}{3} & \text{if } N = 1, \\
  0 \leq \mu < \mu_\ast & \text{if } N \geq 2.
\end{cases}
$$

Then there exists a constant $\varepsilon_0 > 0$ such that for every $\varepsilon \in (0, \varepsilon_0)$, the solution $u_\varepsilon$ of (1.1) satisfies $\text{LifeSpan}(u_\varepsilon) < \infty$. Moreover, if $N = 1$, then for every $\varepsilon \in (0, \varepsilon_0)$,

$$\text{LifeSpan}(u_\varepsilon) \leq \begin{cases}
  \exp[C \varepsilon^{p(1-p)}] & \text{if } p = p_0(1 + \mu), \\
  C_\delta \varepsilon^{-\frac{(p-1)}{(1-\varepsilon p)}} & \text{if } \max(3, \frac{2}{\varepsilon}) \leq p < p_0(1 + \mu), \\
  C_\delta' \varepsilon^{\frac{2(p-1)}{p}} & \text{if } 0 < \mu < \frac{2}{3}, 3 \leq p < \frac{2}{\mu},
\end{cases}$$
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and if $N \geq 2$, then for every $\varepsilon \in (0, \varepsilon_0)$,

$$
\text{LifeSpan}(u_\varepsilon) \leq \begin{cases} 
\exp[C\varepsilon^{-p(p-1)}] & \text{if } p = p_0(N + \mu), \\
C_\delta \varepsilon^{-\frac{2(p-1)}{p(p-1)}} & \text{if } p_0(N + 2 + \mu) \leq p < p_0(N + \mu), \\
C'_\delta \varepsilon^{1-\delta} & \text{if } p < p_0(N + 2 + \mu).
\end{cases}
$$

Here $C, C_\delta, C'_\delta$ are constants independent of $\varepsilon > 0$ and $\delta > 0$ can be chosen arbitrary small.

We would like to show the relation between several previous works by the following three figures.

![Figure 1: the case $N = 1$](image1)

![Figure 2: the case $N = 2$](image2)
Remark 1.1. In the one dimensional case, Kato proved in [8] that for every $1 < p < \infty$, the solution of (1.1) with $\mu = 0$ blowup at finite time. Therefore the Strauss exponent can be understood as $p_0(1) = \infty$. On the other hand, Theorem 1.2 means that if $\mu > 0$, then the Strauss exponent is finite and one can expect that $p_0(1 + \mu)$ is the threshold for $p$ to divide the blowup phenomena and global existence of small solutions.

Remark 1.2. If $N \geq 3$, then we can take $\mu = 2$ in Theorem 1.2. In this case, the threshold can be $p_0(N + 2)$ which is already obtained by D’Abbicco–Lecente–Reissig [4] only when $N = 3$. Theorem 1.2 extends it to the general $\mu \in [0, \mu^*_2)$ and the result connects the threshold number continuously from $\mu = 0$ to $\mu > 0$.

Remark 1.3. Lai–Takamura–Wakasa proved in [9] that for $p_F(N) \leq p < p_0(N + 2\mu)$ with $\mu \in [0, \mu^*_2)$, the lifespan of solution $u_\epsilon$ is estimated above by $\epsilon^{-\frac{2p(N+1)}{2p+1}}$. Therefore Theorem 1.2 gives a wider range of $(p, \mu)$ for blowup phenomena and better estimates of lifespan $\epsilon^{-\frac{2p(N+1)}{2p+1}}$ than that in [9]. Moreover, since we could prove the almost global existence of solutions when $p = p_0(N + \mu)$, we may find the threshold $p_0(N + \mu)$ for dividing the blowup phenomena and global existence of small solutions and this is true when $N = 3$ and $\mu = 2$.

The present paper is organized as follows. The special solution of conjugate linear equation of (1.1) is constructed and analysed in Section 2. In Section 3, by using the the function constructed in Section 2 as a test function, we prove Theorem 1.2 for subcritical case and critical case separately. Although the proof is similar to the one in [6], we give a complete proof for self-containedness.

2 Special solutions of linear damped wave equation

In this section we construct special solutions of linear damped wave equation.

Here we start with properties for self-similar solutions of (1.1). First we set

$$Q_0 = \{(x, t) \in \mathbb{R}^{N+1} ; |x| < t\}.$$ 

Lemma 2.1. Let $\Psi \in C^2(Q_0)$ be radially symmetric. Assume that $\Psi$ satisfies $\partial_t^2 \Psi - \Delta \Psi + \frac{\mu}{t} \partial_t \Psi = 0$ and

$$\Psi(x, t) = \lambda^p \Psi(\lambda x, \lambda t), \quad (x, t) \in Q_0$$
for all \( \lambda > 0 \). Then \( \Psi \) can be represented by

\[
\Psi(x, t) = t^{-\beta} \psi \left( \frac{|x|^2}{t^2} \right)
\]

with \( \psi \in C^2((0, 1)) \) satisfying the Gauss hypergeometric differential equation

\[
z(1 - z)\psi''(z) + \left( \frac{N}{2} - \left( 1 + \frac{\beta}{2} + \frac{\beta + 1 - \mu'}{2} \right) z \right) \psi'(z) - \frac{\beta(\beta + 1 - \mu')}{4} \psi(z) = 0, \quad z \in (0, 1).
\]

**Proof.** By assumption we can take \( \lambda = t^{-1} \) and then we have

\[
\Psi(x, t) = t^{-\beta} \psi \left( \frac{|x|^2}{t^2} \right),
\]

where we have put \( \psi(z) = \Psi(\sqrt{z}, 1) \). Noting that

\[
\partial_t \Psi(x, t) = t^{-\beta - 1} \left( -\beta \psi \left( \frac{|x|^2}{t^2} \right) - \frac{2|x|^2}{t^2} \psi' \left( \frac{|x|^2}{t^2} \right) \right) = t^{-\beta - 1} (-\beta \psi(z) - 2z \psi'(z))
\]

and

\[
\partial_t^2 \Psi(x, t) = t^{-\beta - 2} (\beta(\beta + 1) \psi(z) + (4\beta + 6)z \psi'(z) + 4z^2 \psi''(z)).
\]

Moreover,

\[
\Delta \Psi(x, t) = t^{-\beta} \left( \frac{2N}{t^2} \psi' \left( \frac{|x|^2}{t^2} \right) + \frac{4|x|^2}{t^4} \psi'' \left( \frac{|x|^2}{t^2} \right) \right) = t^{-\beta - 2} \left( 2N \psi'(z) + 4z \psi''(z) \right).
\]

Combining the above identities, we see that

\[
\psi^{\beta+2} \left( \partial_t^2 \Psi - \Delta \Psi + \frac{\mu'}{t} \partial_t \Psi \right) = 4z(1 - z)\psi''(z) + \left( -2N + (4\beta + 6 - 2\mu')z \right) \psi'(z) + \beta(\beta + 1 - \mu') \psi(z)
\]

\[
= -4 \left[ z(1 - z)\psi''(z) + \left( \frac{N}{2} + \left( \frac{\beta + 3}{2} - \frac{\mu'}{2} \right) z \right) \psi'(z) - \frac{\beta(\beta + 1 - \mu')}{4} \psi(z) \right].
\]

This implies that \( \psi \) satisfies (2.1).

\[\square\]

**Definition 2.1.** For \( \beta > 0 \) and \( \mu \in \mathbb{R} \), set

\[
\Psi_{\beta, \mu}(x, t) = (1 + t)^{-\beta} \psi_{\beta, \mu} \left( \frac{|x|^2}{(1 + t)^2} \right), \quad \psi_{\beta, \mu}(z) = F \left( \frac{\beta}{2}, \frac{\beta - 1 + \mu}{2}, \frac{N}{2}; z \right),
\]

where \( F(a, b, c; z) \) is the Gauss hypergeometric function given by

\[
F(a, b, c; z) = \sum_{n=0}^{\infty} \frac{(a)_n(b)_n}{(c)_n} \frac{z^n}{n!}
\]

with \( (d)_0 = 1 \) and \( (d)_n = \prod_{k=1}^{n} (d + k - 1) \) for \( n \in \mathbb{N} \).

Here some properties of \( \Psi_{\beta, \mu} \) is collected in the following lemma, which are due to well-known fact for the Gauss hypergeometric functions (see e.g., Beals–Wong [1]).
Lemma 2.2. (i) For every $\beta > 0$ and $\mu \in \mathbb{R}$,
\[ \frac{\partial^2}{\partial t^2} \Psi_{\beta,\mu}(x, t) - \Delta \Psi_{\beta,\mu}(x, t) + \frac{2 - \mu}{1 + t} \partial_t \Psi_{\beta,\mu}(x, t) = 0, \quad (x, t) \in Q_1. \]

(ii) If $\max\{0, 1 - \mu\} < \beta < \frac{N + 1 - \mu}{2}$, then there exists a constant $c_{\beta,\mu} > 1$ such that
\[ 1 \leq \psi_{\beta,\mu}(z) \leq c_{\beta,\mu}. \]

(iii) If $\beta > \frac{N + 1 - \mu}{2}$, then there exists a constant $c'_{\beta,\mu} > 1$ such that
\[ (c'_{\beta,\mu})^{-1} \left( 1 - \sqrt{z} \right)^{\frac{N + 1 - \mu}{2}} \leq \psi_{\beta,\mu}(z) \leq c_{\beta,\mu} \left( 1 - \sqrt{z} \right)^{\frac{N + 1 - \mu}{2}}. \]

(iv) For every $\beta > 0$ and $\mu \in \mathbb{R}$, $\psi_{\beta+2,\mu-2}(z) \geq \psi_{\beta,\mu}(z)$ and
\[ \partial_t \Psi_{\beta,\mu}(x, t) = -\beta(1 + t)\Psi_{\beta+2,\mu-2}(x, t). \]

Proof. The assertion (i) is a direct consequence of Lemma 2.1. Moreover, we see from the behavior of $F(a, b, c; z)$ that (ii) and (iii) hold. For (iv), the first assertion directly follows from the definition of $F(a, b, c; z)$. Indeed, since $F$ is monotone increasing with respect to $a$ and then we have
\[ \psi_{\beta,\mu}(z) = F\left( \frac{\beta}{2}, \frac{\beta - 1 + \mu}{2}, \frac{N}{2}; z \right) \leq F\left( \frac{\beta + 2}{2}, \frac{\beta - 1 + \mu}{2}, \frac{N}{2}; z \right) \leq \psi_{\beta+2,\mu-2}(z). \]

We prove the second assertion $\partial_t \Psi_{\beta,\mu} = -\beta(1 + t)\Psi_{\beta+2,\mu-2}$. Since it follows from the proof of Lemma 2.1 that
\[ (1 + t)^{-1} \partial_t \Psi_{\beta,\mu}(x, t) = -(1 + t)^{-\beta-2}(\beta \psi_{\beta,\mu}(z) + 2z\psi'_{\beta,\mu}(z)) \]
with $z = |x|^2/(1 + t)^2$. Therefore it suffices to show that
\[ \beta \psi_{\beta,\mu}(z) + 2z\psi'_{\beta,\mu}(z) = \beta \psi_{\beta+2,\mu-2}(z), \quad z \in (0, 1). \]

Put $\psi(z) = \beta \psi_{\beta,\mu}(z) + 2z\psi'_{\beta,\mu}(z)$ for $z \in [0, 1]$. Then by the definition of $F(\cdot, \cdot, \cdot; z)$, we have $\psi(0) = \beta$. On the other hand, we see from the Gauss hypergeometric equation with $a = \frac{\beta}{2}$, $b = \frac{\beta - 1 + \mu}{2}$ and $c = \frac{N}{2}$ that
\[ (1 - z)\psi'(z) = (1 - z)(\beta + 2)\psi'_{\beta,\mu}(z) + 2z\psi''_{\beta,\mu}(z) \]
\[ = (\beta + 2)(1 - z)\psi'_{\beta,\mu}(z) + 2z(1 - z)\psi''_{\beta,\mu}(z) \]
\[ = 2(a + 1)(1 - z)\psi'_{\beta,\mu}(z) - 2(c - (1 + a + b)z)\psi_{\beta,\mu}(z) + 2ab\psi_{\beta,\mu}(z) \]
\[ = 2(a + 1 - c)\psi'_{\beta,\mu}(z) + 2bz\psi'_{\beta,\mu}(z) + 2ab\psi_{\beta,\mu}(z) \]
\[ = 2(a + 1 - c)\psi'_{\beta,\mu}(z) + b\psi(z) \]
and therefore $(1 - z)\psi'(z) - b\psi(z) = 2(a + 1 - c)\psi'_{\beta,\mu}(z)$. The definition of $\psi$ yields
\[ z(1 - z)\psi'(z) - b\psi(z) = 2(a + 1 - c)z\psi'_{\beta,\mu}(z) \]
\[ = (a + 1 - c)\psi(z) - 2(a + 1 - c)a\varphi(z) \]
Differentiating the above equality, we have

\[ z(1-z)\psi''(z) + (1-(2+b)z)\psi'(z) - b\psi(z) = (a+1-c)\psi'(z) - 2(a+1-c)a\psi'_{\beta,\mu}(z) \]
\[ = (a+1-c)\psi'(z) - a((1-z)\psi'(z) - b\psi(z)). \]

Hence we have \( z(1-z)\psi''(z) + (c-(2+a+b)z)\psi'(z) + (a+1)b\psi(z) = 0 \). All solutions of this equation having a bounded derivative near 0 can be written by \( \psi(z) = hF(a+1,b,c;z) \) with \( h \in \mathbb{R} \). Combining the initial value \( \psi(0) = \beta \), we obtain (iv).

\[ \square \]

**Definition 2.2.** For \( \mu > 0 \) and \( \beta > \max\{0,1-\mu\} \), set \( \Phi_{\beta}(x,t) = (1+t)\Psi_{\beta,\mu}(x,1+t) \).

**Lemma 2.3.** For \( \beta > 0 \), \( \Phi_{\beta} \) satisfies the conjugate equation of (1.1):

\[ \partial_t^2 \Phi_{\beta} - \Delta \Phi_{\beta} - \frac{\partial_t}{1+t} \Phi_{\beta} = 0, \quad \text{in } Q_1 = \{(x,t) \in \mathbb{R}^N \times (0,\infty) ; |x| < 1+t\}. \tag{2.3} \]

**Proof.** By direct calculation we see that

\[ \partial_t^2 \Phi_{\beta} - \Delta \Phi_{\beta} - \frac{\partial_t}{1+t} \Phi_{\beta} = (1+t)\partial_t^2 \Psi_{\beta,\mu} + 2\partial_t \Psi_{\beta,\mu} - (1+t)\Delta \Psi_{\beta,\mu} - \mu \partial_t \Psi_{\beta,\mu} \]
\[ = (1+t) \left( \partial_t^2 \Psi - \Delta \Psi + \frac{2-\mu}{1+t} \partial_t \Psi \right). \]

Applying Lemma 2.2 (i), we obtain (2.3). \( \square \)

### 3  Proof of Blowup phenomena and estimates for lifespan

#### 3.1 Preliminaries for showing blowup phenomena

We first state a criterion for derivation of upper bound for lifespan.

The following assertion is essentially proved in [17, Section 3]. For the detail see e.g., [6].

**Lemma 3.1.** Let \( H \in C^2([\sigma_0,\infty) \) be nonnegative function.

(i) Assume that there exists positive constants \( c,C,C' \) such that

\[ C[H(\sigma)]^p \leq H''(\sigma) + c \frac{H'(\sigma)}{\sigma} \]

with \( H(\sigma) \geq \varepsilon^p C \sigma^2 \) and \( H'(\sigma) \geq \varepsilon^p C \sigma \). Then there exists a positive constant \( \varepsilon_0 \) such that if \( \varepsilon \in (0,\varepsilon_0) \), then \( H \) blows up before \( \sigma = C''\varepsilon^{-\frac{1}{2(\varepsilon-1)}} \) for some \( C'' > 0 \).

(ii) Assume that there exist positive constants \( c,C,C' \) such that

\[ C\sigma^{1-p}H(\sigma)]^p \leq H''(\sigma) + 2H'(\sigma) \]

with \( H(\sigma) \geq \varepsilon^p C \sigma \) and \( H'(\sigma) \geq \varepsilon^p C \). Then there exists a positive constant \( \varepsilon_0 \) such that if \( \varepsilon \in (0,\varepsilon_0) \), then \( H \) blows up before \( \sigma = C''\varepsilon^{-p(\varepsilon-1)} \) for some \( C'' > 0 \).

We focus our eyes to the following functionals.
Definition 3.1. For $\beta \in (\max\{0, 1 - \mu\}, \frac{N+1-\mu}{2})$, define the following three functions

$$G_{\beta}(t) := \int_{\mathbb{R}^N} |u(x, t)|^p \Phi_{\beta}(x, t) \, dx, \quad t \geq 0,$$

$$H_{\beta}(t) := \int_0^t (t-s)(1+s)G_{\beta}(t) \, ds, \quad t \geq 0,$$

$$J_{\beta}(t) := \int_0^t (1+s)^{-3}H_{\beta}(t) \, ds, \quad t \geq 0.$$ 

Note that we can see from Lemma 2.2 (ii) that $G_{\beta}(t) \approx (1 + t)^{1-\beta}\|u(t)\|^p_{L^p}$.

For the proof of blowup phenomena, we remark the following two lemmas.

Lemma 3.2. If $u_\varepsilon$ is a solution of (1.1) in Proposition 1.1 with parameter $\varepsilon > 0$, then $J_{\beta}$ does not blow up until $\text{LifeSpan}(u_\varepsilon)$.

Lemma 3.3. For every $\beta > 0$ and $t \geq 0$,

$$(1 + t)^2J_{\beta}(t) = \frac{1}{2} \int_0^t (t-s)^2G_{\beta}(s) \, ds.$$ 

The following lemma is a unified approach of subcritical and critical case for blowup phenomena.

Lemma 3.4. Let $u$ be a solution of (1.1). Then for every $\beta > 0$ and $t \geq 0$,

$$\varepsilon E_{\beta,0} + \varepsilon E_{\beta,1} t + \int_0^t (t-s)G_{\beta}(s) \, ds = \int_{\mathbb{R}^N} u(t)\Phi_{\beta}(t) \, dx + \int_0^t (1+s)^{-\beta} \int_{\mathbb{R}^N} u(s)\psi_{\beta}(\frac{|x|^2}{(1+s)^2}) \, dx \, ds,$$ 

where

$$E_{\beta,0} = \int_{\mathbb{R}^N} f(x)\psi_{\beta,\mu}(|x|^2) \, dx > 0,$$

$$E_{\beta,1} = \int_{\mathbb{R}^N} g(x)\psi_{\beta,\mu}(|x|^2) \, dx + \int_{\mathbb{R}^N} f(x)(\beta\psi_{\beta+2,\mu-2}(|x|^2) + (\mu-1)\psi_{\beta,\mu}(|x|^2)) \, dx > 0$$

and

$$\psi_{\beta}(z) = 2\beta\psi_{\beta+2,\mu-2}(z) + (\mu-2)\psi_{\beta,\mu}(z).$$ 

Proof. By the equation in (1.1) we see from integration by parts that

$$G_{\beta}(t) = \int_{\mathbb{R}^N} \left(\partial_t^2 u(t) - \Delta u(t) + \frac{\mu}{1+t}\partial_t u(t)\right) \Phi_{\beta}(t) \, dx = \int_{\mathbb{R}^N} \partial_t^2 u(t) \Phi_{\beta}(t) \, dx - \int_{\mathbb{R}^N} u(t)\Delta\Phi_{\beta}(t) \, dx.$$ 

Using Lemma 2.3, we have

$$G_{\beta}(t) = \int_{\mathbb{R}^N} \left(\partial_t^2 u(t) + \frac{\mu}{1+t}\partial_t u(t)\right) \Phi_{\beta}(t) \, dx - \int_{\mathbb{R}^N} u(t)\left(\partial_t^2 \Phi_{\beta}(t) - \partial_t\left(\frac{\mu}{1+t}\Phi_{\beta}(t)\right)\right) \, dx = \frac{d}{dt} \left[ \int_{\mathbb{R}^N} \partial_t u(t)\Phi_{\beta}(t) - u(t)\partial_t\Phi_{\beta}(t) \right] \, dx + \frac{\mu}{1+t} \int_{\mathbb{R}^N} u(t)\Phi_{\beta}(t) \, dx.$$ 
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Observing that

$$\int_{\mathbb{R}^N} \left( \partial_t u(0) \Phi_{\beta}(0) - u(0) \partial_t \Phi_{\beta}(0) \right) \, dx + \mu \int_{\mathbb{R}^N} u(0) \Phi_{\beta}(0) \, dx = e \int_{\mathbb{R}^N} g(x) \Psi_{\beta, \mu}(x, 0) \, dx + \epsilon \int_{\mathbb{R}^N} f(x) \Psi_{\beta, \mu}(x, 0) \, dx$$

$$= e \int_{\mathbb{R}^N} \left( g(x) \Psi_{\beta, \mu}(x, 0) - f(x) \Psi_{\beta, \mu}(x, 0) - \beta \Psi_{\beta+2\mu-2}(x, 0) \right) \, dx + \epsilon \int_{\mathbb{R}^N} f(x) \Psi_{\beta, \mu}(x, 0) \, dx$$

$$= \epsilon \left( \int_{\mathbb{R}^N} \left( g(x) \Psi_{\beta, \mu}(x, 0) - f(x) \Psi_{\beta, \mu}(x, 0) \right) \, dx + \epsilon \int_{\mathbb{R}^N} f(x) \Psi_{\beta+2\mu-2}(x, 0) \, dx \right).$$

It follows from $\beta - 1 + \mu > 0$ that

$$\beta \Psi_{\beta+2\mu-2}(z) + (\mu - 1) \Psi_{\beta, \mu}(z) \geq (\beta - 1 + \mu) \Psi_{\beta, \mu}(z)$$

and hence we have $E_{\beta, 1} > 0$. Integrating it over $[0, t]$, we have

$$e E_{\beta, 1} + \int_0^t G_\beta(s) \, ds$$

$$= \int_{\mathbb{R}^N} \left( \partial_t u(t) \Phi_{\beta}(t) - u(t) \partial_t \Phi_{\beta}(t) \right) \, dx + \mu \int_{\mathbb{R}^N} u(t) \Phi_{\beta}(t) \, dx$$

$$= \frac{d}{dt} \left[ \int_{\mathbb{R}^N} u(t) \Phi_{\beta}(t) \, dx \right] + (1 + t)^{\beta} \int_{\mathbb{R}^N} u(t) \left[ 2 \beta \psi_{\beta+2\mu-2}(\frac{|x|^2}{(1+t)^2}) + (\mu - 2) \psi_{\beta, \mu}(\frac{|x|^2}{(1+t)^2}) \right] \, dx.$$

Integrating it again, we obtain (3.1). \qed

**Lemma 3.5**. Assume $p_F(N) < p \leq \frac{N}{N-2}$ and

$$\begin{cases}
0 < \mu < \frac{2}{q} & \text{if } N = 1, \\
0 \leq \mu < \mu_0 & \text{if } N \geq 2.
\end{cases}$$

(i) Let $q > p$ satisfy

$$\beta = \frac{N + 1 - \mu}{2} - \frac{1}{q} > \max\{0, 1 - \mu\}.$$

Then

$$e E_{\beta, 0} + e E_{\beta, 1} + \int_0^t (t - s) G_\beta(s) \, ds \leq C_1 \left( \|u(t)\|_{L^p(1+t)^{\frac{N+1-\beta}{p}}} + \int_0^t \|u(s)\|_{L^p(1+s)^{\frac{N+1-\mu}{p}}} \, ds \right).$$

(ii) If $N \geq 2$ or $N = 1$ with $p > 2\mu^{-1}$, then setting $\beta_0 = \frac{N + 1 - \mu}{2} - \frac{1}{p} > \max\{0, 1 - \mu\}$, one has

$$\int_0^t (t - s) G_\beta(s) \, ds \leq C_1 \left( \|u(t)\|_{L^p(1+t)^{\frac{N+1-\beta_0}{p}}} + \int_0^t \|u(s)\|_{L^p(1+s)^{\frac{N-\mu_0}{p}}(\log(1+s))^{\frac{N}{p}}} \, ds \right).$$

**Proof.** By Lemma 3.4 with finite propagation property, we have

$$e E_{\beta, 0} + e E_{\beta, 1} + \int_0^t (t - s) G_\beta(s) \, ds = I_{\beta, 1}(t) + \beta I_{\beta, 2}(t).$$
where

\[ I_{\beta,1}(t) = \int_{B(0,r_0+t)} u(x,t) \Phi_{\beta}(x,t) \, dx, \]
\[ I_{\beta,2}(t) = \int_0^t (1+s)^{-\beta} \left( \int_{B(0,r_0+t)} u(x,s) \tilde{\psi} \left( \frac{|x|^2}{(1+s)^2} \right) \, dx \right) \, ds. \]

Using Lemma 2.2 (ii), we have

\[ I_{\beta,1}(t) \leq \left( \int_{B(0,r_0+t)} |u(x,t)|^p \, dx \right)^{\frac{1}{p}} \left( \int_{B(0,r_0+t)} \Phi_{\beta}(x,t)^{p'} \, dx \right)^{\frac{1}{p'}} \leq c_{\beta,p} N^{-\frac{\beta}{p'}} |S| \left[ \frac{1}{p} \right]^{1-\frac{\beta}{p'}} [u(t)]_{L^p} (1+t)^{\frac{\beta}{p'}+1-\beta}. \]

Noting that \( \tilde{\psi}(z) \leq (\beta+\mu)\psi_{\beta+2,\mu-2}(z) \), we see from Lemma 2.2 (iii) that

\[ I_{\beta,2}(t) \leq (1+t)^{-\beta} \left( \int_{B(0,r_0+t)} |u(x,t)|^p \, dx \right)^{\frac{1}{p}} \left( \int_{B(0,r_0+t)} \psi_{\beta+2,\mu-2} \left( \frac{|x|^2}{(1+t)^2} \right)^{p'} \, dx \right)^{\frac{1}{p'}} \leq c'_{\beta+2,\mu-2}^{-1} \left[ \frac{1}{p} \right]^{1-\frac{\beta}{p'}} [u(t)]_{L^p} (1+t)^{\frac{\beta}{p'}+1-\beta} \left( \int_0^t (1+t)^{\frac{\beta}{p'}+1-\beta} \, ds \right). \]

If \( q > p \), then we have

\[ \varepsilon E_{\beta,0} + \varepsilon E_{\beta,2} t + \int_0^t (t-s) [\mu_0(s) \, ds \leq C_1 \left[ [u(t)]_{L^p}(1+t)^{\frac{\beta}{p'}+1-\beta} + \int_0^t [u(s)]_{L^p}(1+s)^{\frac{\beta}{p'}+1-\beta} \, ds \right]. \]

By the definition of \( \beta \) we have the first desired inequality. The second is verified by noticing \( q' / p' = 1 \) in the previous proof. \( \Box \)

### 3.2 Proof of Theorem 1.2 for subcritical case \( p_F \leq p < p_0(N+V_0) \)

**Lemma 3.6.** Assume \( p_F(N) \leq p < p_0(N+\mu) \). Set

\[ S_N = \left( 0, \frac{1}{p} \right) \cap \left( 0, \frac{N-|1-\mu|}{2} \right) \cap \left( \frac{(N-1+\mu)p - (N+1+\mu), (N+1+\mu)p - (N+3+\mu)}{2} \right). \]

If \( N = 1 \) and \( 0 < \mu < \frac{4}{3} \), then \( S_N \neq \emptyset \). If \( N \geq 2 \) and \( 0 < \mu < \frac{N+2}{N+2} \), then \( S_N \neq \emptyset \). Moreover, one has

\[ \sup S_N = \begin{cases} \frac{1}{p} & \text{if } N = 1 \text{ and } \max(3, \frac{2}{\beta}) \leq p \leq p_0(1+\mu), \\ \frac{\mu}{2} & \text{if } N = 1, 0 < \mu < \frac{2}{\beta} \text{ and } 3 \leq p < \frac{2}{\beta}, \\ \frac{1}{p} & \text{if } N \geq 2 \text{ and } p_0(N+2+\mu) \leq p < p_0(N+\mu), \\ \frac{(N+1+\mu)p - (N+3+\mu)}{2} & \text{if } N \geq 2 \text{ and } p_F(N) \leq p < p_0(N+2+\mu). \end{cases} \]
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Proof. First we consider the case \( N = 1 \). If \( p \geq \frac{1}{2 - |1 - \mu|} \), then \( S_1 = (0, \frac{1}{p}) \cap \left( \frac{\mu p - (2 + \mu)}{2}, \frac{(2 + \mu)p - (4 + \mu)}{2} \right) \). Since \( \frac{\mu p - (2 + \mu)}{2} < \frac{1}{p} \) is equivalent to \( p < p_0(1 + \mu) \) and
\[
\frac{(2 + \mu)p - (4 + \mu)}{2} \geq \frac{(2 + \mu)F(1) - (4 + \mu)}{2} = 1 + \mu > \frac{1}{p},
\]
we have \( S_1 = (\max(0, \frac{\mu p - (2 + \mu)}{2}), \frac{1}{p}) \neq \emptyset \). If \( p < \frac{1}{2 - |1 - \mu|} \), then \( 0 < \mu < \frac{2}{3} \) and hence \( p < \frac{2}{p} \) and \( S_1 = (0, \frac{2}{p}) \cap \left( \frac{\mu p - (2 + \mu)}{2}, \frac{(2 + \mu)p - (4 + \mu)}{2} \right) \). Therefore noting that
\[
\frac{\mu p - (2 + \mu)}{2} < \frac{-\mu}{2} < \frac{(2 + \mu)p - (4 + \mu)}{2},
\]
we have \( S_1 = (0, \frac{2}{p}) \neq \emptyset \).

For \( N \geq 2 \), noting that \( |1 - \mu| < \frac{N^2}{N + 2} \), we have \( \frac{N - |1 - \mu|}{2p_0} \geq \frac{1}{p} \) and then \( S_N = (0, \frac{1}{p}) \cap \left( \frac{(N-1)p-(N+1)p}{2}, \frac{(N+1)p-(N+3)p}{2} \right) \). We see from \( p_F(N) \leq p < p_0(N + \mu) \) that \( \frac{N - |1 - \mu|}{2} \leq \frac{1 + \mu}{N} > 0 \). This implies that \( S_N \neq \emptyset \). The equality for \( \sup S_N \) can be verified by the above calculations. \( \square \)

Proof of Theorem 1.2 for \( p_F(N) \leq p < p_0(N + \mu) \). In this case, fix \( q \) satisfying \( \frac{1}{q} \in S_N \) in Lemma 3.6. This condition is equivalent to
\[
q > p, \quad \beta = \frac{N + 1 - \mu}{2} - \frac{1}{q} > \max(0, 1 - \mu) \quad \text{and} \quad \lambda = \frac{\gamma(N + \mu; p)}{2p} - \frac{1}{p} + \frac{1}{q} \in (0, p - 1).
\]
Then we see by Lemma 3.5 (i) that
\[
eq E_{\beta,0} + \epsilon E_{\beta,1} + \int_0^\tau (1 + t)G_\beta(s)ds \leq C_1 \left[ \int_0^{\tau} (1 + t)G_\beta(s) ^{\frac{1}{p}} ds + \int_0^{\tau} G_\beta(s) ^{\frac{1}{p}} (1 + s) ^{\frac{N+1-\beta}{p'}} ds \right]. \quad (3.2)
\]
Observe that
\[
\frac{N + 1 - \beta}{p'} - \frac{1}{q} - \frac{1}{p} = \frac{1}{p}(p - 1 - \lambda) \in \left( 0, \frac{1}{p'} \right).
\]
Integrating (3.2) over \([0, \tau]\), we deduce
\[
eq E_{\beta,0} + \epsilon E_{\beta,1} + \int_0^{\tau} (1 + t)^{\frac{N+1-\beta}{p}} ds
\leq C_1 \left[ \int_0^{\tau} (1 + s) ^{\frac{N+1-\beta}{p'}} ds + \int_0^{\tau} (1 + s) ^{\frac{N+1-\beta}{p'}} (1 + t) ^{1+\frac{N+1-\beta}{p'}} ds \right]^{\frac{1}{p'}}
\leq C_1 \left[ \int_0^{\tau} (1 + s) ^{\frac{N+1-\beta}{p'}} ds \right]^{\frac{1}{p'}} + (1 + t) ^{1+\frac{N+1-\beta}{p}}
\leq 2C_2 \left( \int_0^{\tau} (1 + s) ^{\frac{N+1-\beta}{p'}} ds \right) ^{\frac{1}{p'}} + (1 + t) ^{1+\frac{N+1-\beta}{p}}.
\]
We see from the definition of $H_\beta$ that
\[(2C_2)^{-p}(1 + t)^{1 + \lambda - 2p}\left(\epsilon E_\beta(t) + \frac{\epsilon E_\beta(t)}{2}\right)^p \leq H'_\beta(t).\]

Hence we have
\[H'_\beta(t) \geq C_4\epsilon^p(1 + t)^{1 + \lambda}, \quad t \geq 1.\]

Integrating it over $[0, t]$, we have for $t \geq 2$,
\[H_\beta(t) \geq \int_0^t H'_\beta(s) \, ds \geq C_4\epsilon^p \int_1^t (1 + s)^{1 + \lambda} \, ds \geq \frac{C_4\epsilon^p}{2(2 + \lambda)}(1 + t)^{2 + \lambda}.\]

We see from the definition of $I_\beta$ that for $t \geq 2$,
\[J'_\beta(t) = (1 + s)^{-3}H_\beta(t) \geq \frac{C_4\epsilon^p}{2(2 + \lambda)}(1 + t)^{-1 + \lambda}.\]

and for $t \geq 4$,
\[J_\beta(t) = \int_2^t J'_\beta(s) \, ds \geq \frac{(5^4 - 3^4)C_4\epsilon^p}{2 \cdot 5^4\lambda(2 + \lambda)}(1 + t)^{\lambda}.\]

On the other hand, we see from Lemma 3.3 that
\[(2C_2)^{-p}[J_\beta(t)]^p \leq (1 + t)^{-\lambda}J''_\beta(t) + 3(1 + t)^{1 - \lambda}J'_\beta(t)].\]

Moreover, setting $J_\beta(t) = \tilde{J}_\beta(\sigma)$, $\sigma = \frac{2}{4}(1 + t)^{\lambda}$, we have
\[(1 + t)^{-\lambda}J'_\beta(t) = \tilde{J}'_\beta(\sigma), \quad (1 + t)^{-\lambda}J''_\beta(t) + \frac{2 - \lambda}{2}(1 + t)^{1 + \lambda}J'_\beta(t) = \tilde{J}''_\beta(\sigma).\]

Then
\[C_s^{-p} [\tilde{J}_\beta(\sigma)]^p \leq \tilde{J}'_\beta(\sigma) + \frac{4 + \lambda}{\lambda} \sigma^{-1} \tilde{J}_\beta(\sigma), \quad \sigma \geq \sigma_0 = \frac{2}{\lambda},\]
\[\tilde{J}_\beta(\sigma) \geq C_6\epsilon^p \sigma, \quad \sigma \geq \sigma_1 = \frac{2}{\lambda}3^{\frac{1}{4}},\]
\[\tilde{J}_\beta(\sigma) \geq C_6\epsilon^p \sigma^2, \quad \sigma \geq \sigma_2 = \frac{2}{\lambda}5^{\frac{1}{4}}.\]

Consequently, by Lemma 3.1 (i) we deduce that $\tilde{J}_\beta$ blows up before $C_7\epsilon^{-\frac{p-1}{2}}$ and then, $J_\beta$ blows up before $C_7\epsilon^{-\frac{p-1}{4}}$. By virtue of Lemma 3.2, we have $\text{LifeSpan}(u_c) \leq C_7\epsilon^{-\frac{p-1}{4}}$. Noting that $1/q$ can be taken as $1/q = \sup S_N - \delta'$ with sufficiently small $\delta' > 0$, we obtain that
\[\text{LifeSpan}(u_c) \leq C_7\epsilon^{-\theta - \delta},\]

where $\theta$ is given by
\[\theta = (p - 1)\left(\frac{\gamma(N + \mu; p)}{2p} - \frac{1}{p} + \sup S_N\right)^{-1}.\]

Adding the characterization of $\sup S_N$, we complete the proof for subcritical case. \(\square\)
3.3 Proof of Theorem 1.2 for critical case \( p = p_0(N + \mu) \)

*Proof.* In this case we see from \( \mu < \mu_* = \frac{N^2 + N + 2}{N + 2} \) that \( p < \frac{2}{N^2 - 1} \mu^2 \). Set

\[
\beta_0 = \frac{N + 1 - \mu}{2} - \frac{1}{p + \delta} > \max[0, 1 - \mu]
\]

for \( \delta \geq 0 \). Then by Lemma 3.5 (i) with \( \beta = \beta_0 \),

\[
\varepsilon E_{\beta_0,0} + \varepsilon E_{\beta_0,1} t \leq C_1 \left[ \|u(t)\|_{L^p}(2 + t)^{-\frac{N + 1 - \beta_0}{p}} + \int_0^t \|u(s)\|_{L^p}(2 + s)^{\frac{N - \beta_0}{p}} ds \right] \\
\leq K_1 \left[ \left( G_{\beta_0}(t) \right)^{\frac{1}{p}} (1 + t)^{\frac{N + 1 - \beta_0}{p}} + \int_0^t \left( G_{\beta_0}(t) \right)^{\frac{1}{p}} (1 + s)^{\frac{N + 1 - \beta_0}{p}} ds \right].
\]

Noting that \( \frac{N + 1 - \beta_0}{p} = 1 + \frac{1}{p} \) and integrating it over \([0, t]\), we have

\[
\varepsilon E_{\beta_0,0} t + \frac{E_{\beta_0,1} t^2}{2} \leq K_1 \left[ \int_0^t \left( G_{\beta_0}(s)(1 + s)^{1 + \frac{1}{p} + (\beta_0 - \beta_0)} ds + \int_0^t (t - s) \left( G_{\beta_0}(t) \right)^{\frac{1}{p}} (1 + s)^{\frac{1}{p}} ds \right] \\
\leq K_1 \left[ \int_0^t G_{\beta_0}(s)(1 + s) ds \right]^{\frac{1}{p}} \left[ \left( \int_0^t (1 + s)^{p + (\beta_0 - \beta_0)p} ds \right)^{\frac{1}{p'}} + \left( \int_0^t (t - s)^{p'} ds \right)^{\frac{1}{p'}} \right] \\
\leq K_2 \left[ \int_0^t G_{\beta_0}(s)(1 + s) ds \right]^{\frac{1}{p}} (1 + t)^{1 + \frac{1}{p'}}.
\]

By the definition of \( H_{\beta_0} \), we have for \( t \geq 1 \),

\[
H'_{\beta_0}(t) \geq K_2^{-p} \varepsilon^p \left( E_{\beta_0,0} t + \frac{E_{\beta_0,1} t^2}{2} \right)^p (1 + t)^{1 - 2p} \geq K_3 \varepsilon^p (1 + t)
\]

and then for \( t \geq 2 \),

\[
H_{\beta_0}(t) \geq \int_1^t G_{\beta_0}'(s) ds \geq K_4 \varepsilon^p (2 + t)^2.
\]

On the other hand, by Lemma 3.5 (ii) we have

\[
\int_0^t (t - s)G_{\beta_0}(s) ds \leq C_1 \left[ \|u(t)\|_{L^p}(1 + t)^{\frac{N + 1 - \beta_0}{p}} + \int_0^t \|u(s)\|_{L^p}(1 + s)^{\frac{N - \beta_0}{p}} (\log(1 + s))^{\frac{1}{p'}} ds \right].
\]

Noting \( \frac{N + 1 - \beta_0}{p} = 1 + \frac{1}{p} \) again and integrating it over \([0, t]\), we have

\[
\frac{1}{2} \int_0^t (t - s)^2 G_{\beta_0}(s) ds \\
\leq K_1' \left[ \int_0^t G_{\beta_0}(s) (1 + s)^{\frac{N + 1 - \beta_0}{p}} ds + \int_0^t (t - s)G_{\beta_0}(s)(1 + s)^{\frac{N + 1 - \beta_0}{p}} (\log(2 + s))^{\frac{1}{p'}} ds \right] \\
\leq K_1' H_{\beta_0}'(t)^{\frac{1}{p}} \left[ \int_0^t (1 + s)^{p'} ds + \int_0^t (t - s)^{p'} \log(1 + s) ds \right] \\
\leq K_2' H_{\beta_0}'(t)^{\frac{1}{p}} (1 + t)^{1 + \frac{1}{p'}} (\log(2 + t))^{\frac{1}{p'}}.
\]
As in the proof of subcritical case, we deduce
\[(K_2')^{-p}(\log(1+t))^{1-p}J_{\beta_0}(t)^p \leq H'_{\beta_0}(t)(1+t)^{-1} \leq (1+t)^2 J'_{\beta_0}(t) + 3(1+t)J_{\beta_0}(t) .\]

Here we take \(J_{\beta_0}(t) = \tilde{J}_{\beta_0}(\sigma)\) with \(\sigma = \log(1+t)\). Since
\[(1+t)J'_{\beta_0}(t) = \tilde{J}'_{\beta_0}(\sigma), \quad (1+t)^2 J'_{\beta_0}(t) + (1+t)J''_{\beta_0}(t) = \tilde{J}''_{\beta_0}(\sigma),\]
we obtain for \(\sigma \geq \sigma_0 := \log 2,\)
\[(K_2')^{-p}\sigma^{1-p}\tilde{J}_{\beta_0}(\sigma)^p \leq \tilde{J}''_{\beta_0}(\sigma) + 2\tilde{J}'_{\beta_0}(\sigma).\]

Moreover, we have for \(\sigma \geq \sigma_1 = \log 4,\)
\[
\tilde{J}'_{\beta_0}(\sigma) = (1+t)J'_{\beta_0}(t) = (1+t)^{-2} H_{\beta_0}(t) \geq K_4 e^p
\]
and therefore for \(\sigma \geq \sigma_2 = 2 \log 4,\)
\[
\tilde{J}_{\beta_0}(\sigma) \geq K_4 \frac{1}{2} e^p \sigma.
\]

Applying Lemma 3.1 (ii) we deduce that \(\tilde{J}_{\beta_0}\) blows up before \(\sigma = K_5 e^{-p(p-1)}\) when \(\epsilon > 0\) is sufficiently small. Then by definition, the function \(J_{\beta_0}\) blows up before \(\exp[K_5 e^{-p(p-1)}]\). Consequently, using Lemma 3.2, we obtain
\[\text{LifeSpan}(u_\epsilon) \leq \exp[K_5 e^{-p(p-1)}].\]

The proof is complete.

\[\square\]
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