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Abstract

Background: Functionally relevant artificial or natural mutations are difficult to assess or predict if no structure-function information is available for a protein. This is especially important to correctly identify functionally significant non-synonymous single nucleotide polymorphisms (nsSNPs) or to design a site-directed mutagenesis strategy for a target protein. A new and powerful methodology is proposed to guide these two decision strategies, based only on conservation rules of physicochemical properties of amino acids extracted from a multiple alignment of a protein family where the target protein belongs, with no need of explicit structure-function relationships.

Results: A statistical analysis is performed over each amino acid position in the multiple protein alignment, based on different amino acid physical or chemical characteristics, including hydrophobicity, side-chain volume, charge and protein conformational parameters. The variances of each of these properties at each position are combined to obtain a global statistical indicator of the conservation degree of each property. Different types of physicochemical conservation are defined to characterize relevant and irrelevant positions. The differences between statistical variances are taken together as the basis of hypothesis tests at each position to search for functionally significant mutable sites and to identify specific mutagenesis targets. The outcome is used to statistically predict physicochemical consensus sequences based on different properties and to calculate the amino acid propensities at each position in a given protein. Hence, amino acid positions are identified that are putatively responsible for function, specificity, stability or binding interactions in a family of proteins. Once these key functional positions are identified, position-specific statistical distributions are applied to divide the 20 common protein amino acids in each position of the protein’s primary sequence into a group of functionally non-disruptive amino acids and a second group of functionally deleterious amino acids.

Conclusions: With this approach, not only conserved amino acid positions in a protein family can be labeled as functionally relevant, but also non-conserved amino acid positions can be identified to have a physicochemically meaningful functional effect. These results become a discriminative tool in the selection and elaboration of rational mutagenesis strategies for the protein. They can also be used to predict if a given nsSNP, identified, for instance, in a genomic-scale analysis, can have a functional implication for a particular protein and which nsSNPs are most likely to be functionally silent for a protein. This analytical tool could be used to rapidly and automatically discard any irrelevant nsSNP and guide the research focus toward functionally significant mutations. Based on preliminary results and applications, this technique shows promising performance as a valuable bioinformatics tool to aid in the development of new protein variants and in the understanding of function-structure relationships in proteins.
Background
Site-directed mutagenesis is a tool used in rational protein design strategies to modify the structure or function of a protein to adapt it to particular performance requirements. Moreover, mutagenesis is a fundamental tool to study the relationship between protein structure and function, making possible the substitution of one amino acid by another, thus isolating the contribution of the original amino acid or the newly introduced amino acid to the structure and function of the protein as a whole [1,2].

However, site-directed mutagenesis-based rational protein design strategies present a widely recognized drawback. In order to introduce changes that could confer a desired function or characteristic to a protein, it is necessary to know, or at least to assume, something about the protein structure-function relationship. In other words, it is necessary to know, for each amino acid of the protein or at least for a select group of them, what is their particular contribution to the structure and function of the protein as a whole.

Even for a small protein, and assuming that only a subset of amino acids contribute to features really determinant for its relevant function, the number of amino acids to be considered is very large. For a medium-sized protein and with no additional information regarding the possible structure-function relationship, an exhaustive search is practically impossible [3].

It is commonly known that there are certain amino acids in a protein that are necessary and fundamental for its activity, function or structure, and there are other amino acids that are readily replaceable by amino acids sharing a common characteristic, without affecting the main features of the protein. Therefore, certain amino acidic positions must conserve some unique properties, which are communicated to the entire molecule, for a given protein or protein family. When analyzing a protein family, many functionally important residues of proteins can be identified because they have been conserved during evolution. However, residues that vary can also be critically important if their variation is responsible for diversity of protein function and improved phenotypes. This adds an entirely new complexity level to the analysis [4,5].

The same type of functional variation can be observed in nature, represented by single nucleotide polymorphisms (SNPs) in the coding region of a given gene. SNPs can be synonymous, often called silent mutations, or can substitute a particular amino acid for another in a protein primary sequence, which is referred as to a non-synonymous SNP (nsSNP). Prediction of the occurrence of nsSNPs in a gene could be easily done by comparing nucleotide sequences and detecting or predicting nucleotide changes that occur with low-probability incidence. However, predicting which of these mutations will have an observable effect on protein function is a much more difficult task. This is complicated by the fact that there is often no structure-function knowledge available about the protein. This variation in protein function can be subtle or lead to major phenotypic changes in living organisms. For instance, variations in the DNA sequences of genes can affect how humans develop diseases and respond to pathogens, chemicals, drugs, vaccines, and other agents.

When no structure-function information is available, it is relevant to determine these features only from the protein’s amino acid sequence [4]. A number of bioinformatic algorithms have been devised previously to extract this type of information from the primary sequence of a protein [4-8]. Some of these methods have been successfully used for the prediction of altered protein phenotypes caused by nsSNPs in protein genes [7-9]. Other methods have been described to derive this information from 3D structural data or molecular dynamics results [10]. A different approach that incorporates machine-learning techniques has been used to study the results of directed evolution experiments in order to explore proteins and to derive hidden structural rules [11].

For this large-scale analysis, we propose an alternative, taking into account the contribution of each amino acid to the general structure of the protein through their characteristic physicochemical properties, such as hydrophobicity, side-chain volume and charge. Each amino acid contributes with its own physicochemical characteristics to the entire protein, which adds to the characteristics of the other amino acids, thus determining the relevant features of the protein, both global and site-specific [2].

In this study, we have developed a general algorithm, named Mutagenesis Objective Search and Selection Tool (MOSST), which analyzes the target protein as part of a multiple alignment to determine which are the positions that could be mutated with or without altering the common characteristics of the protein family, and gives mutagenesis estimations related to the possibility of whether a given amino acid change would have deleterious effects on the protein. A variant of the same method can be used to detect phenotypically relevant nsSNPs in a gene family and separate them from amino acid substitutions that do not have functional implications.

Results and Discussion
Algorithm
As a summary of this work, the general algorithmic procedure is presented in Figure 1. The left end set of the global algorithm corresponds to the information
delivered to select and design site-directed mutagenesis strategies, while the right end set represents the key information used to identify functionally significant nsSNPs using the tools and statistical procedures proposed in this paper. Both analytic procedures share the same initial steps, but have subtle differences that are exploited to get the most appropriate results for each application.

**Background of the algorithm**
A general consensus in protein science states that some amino acid physicochemical properties are conserved at particular positions in a given protein family and some
others are not. This explains the possible variation that can be found in any protein family to achieve the same function and it also shows that, despite the possibility of variation, there are particular characteristics that must be retained in order for the protein to conserve its own distinctive features.

Each macroscopic property of a protein is controlled by different amino acids in its sequence with a higher or lower degree of influence. Hence, both within the framework of site-directed mutagenesis experiments and in the detection and prediction of phenotypic effects of nsSNPs, it is interesting to identify amino acid residues that are relevant for a protein’s function, specificity, stability or binding interactions.

The proposed algorithm has been designed to analyze the general conservation of each relevant physicochemical characteristic at each amino acid position in a protein family (e.g. hydrophobicity, charge, volume and shape). In this context, a protein family is predefined by selecting relevant proteins according to arbitrary criteria (e.g. a certain function in the case of an enzyme family, or the conservation of a certain structure in the case of a conserved protein fold). A protein family can also be subdivided into subfamilies, in order to study the contribution of particular amino acids to differences between subfamilies.

**Preprocessing of the target sequence**

To compare the proteins belonging to a family, a multiple alignment of the amino acid sequences is carried out. The most used algorithm for these multiple alignments is ClustalW, developed by Thompson et al. [12]. In a multiple alignment, the algorithm tends to retain and conserve the amino acids in each position, using a weight matrix (for example, Blosum matrices [13] and the Gonnet matrix [14]). An optimal alignment is obtained using these general matrices, which guarantee that the properties as a whole are maximally conserved at each amino acid position of the alignment.

The preprocessing of the target protein sequence is represented by steps 1 and 2 in Figure 1. The MOSST algorithm subsequently analyzes this multiple alignment to determine and quantify the statistical significance of the conservation of different physicochemical properties in particular positions of the protein family alignment. To perform this analysis, the conservation of each property is independently studied and patterns are identified by comparing the conservation of different properties at each amino acid position. Typical conservation cases are defined based on these conservation patterns, which are then used to statistically classify the amino acids as relevant or irrelevant with respect to the conservation of any physicochemical property in the protein and the predicted amino acid mutability in the protein family. Then the statistical parameters (probabilities) determined for the conservation of each amino acid position are used as predictors to classify possible mutations in the protein family as functionally impairing or functionally silent. Hence, these results can then be interpreted and sorted to design mutagenesis strategies or to identify nsSNPs.

**Control of the quality of the multiple alignment**

The proposed method allows identification of functionally relevant positions in a particular protein when the protein is placed within a comparative reference group in a multiple alignment. The classification procedure gives unique results for each particular alignment, but the statistical result for each position will strongly depend on the quality of the alignment and nothing prevents *a priori* this significance level varying between one alignment and another.

This variation must be controlled so that the comparison gives coherent and reproducible results when confronted to minor changes in the comparison alignment. The proposed control of this variation, represented by step 3 in Figure 1, is done in two ways:

- **Alignment quality control** The quality of a multiple alignment specifically depends on the substitution matrices used and the negative weight contributions of gap creation and extension. In the test performed to check the proposed algorithm, the alignments obtained using default ClustalW parameters gave satisfactory results.

- **Control of the representativity and the redundancy of the alignment** In the proposed analysis algorithm, the group of proteins in the alignment is supposed to be representative of a wider protein group. If the protein group does not include representatives of some subgroup that has some special feature, then such feature evidently cannot be included in the analysis. This sub-representation is impossible to detect by purely mathematical methods, but can be solved by judiciously choosing the proteins to be represented and analyzed, which is a task that has to be done by a suitable expert.

  On the other hand, if a subgroup of proteins is over-represented in the analyzed group, then the protein sample will be biased towards the characteristics of the most represented subgroup, ignoring the characteristics of the other subgroups. The over-representation of a subgroup in the sample is readily detectable, as it is possible to assess the percentage of similarity between all the proteins in a group. If a particular group shows a high similarity degree, i.e. high redundancy, then it is over-represented in the sample, and the number of proteins in that group could be reduced by eliminating the most similar proteins.

  Once a representative and non-redundant group of proteins is found, MOSST can be used to detect functionally relevant positions.
Statistical quantification of the conservation of properties

Amino acids have physical and chemical properties that can be directly or indirectly measured, e.g. hydrophobicity, polarity, charge, molecular shape, conformational propensity and others. A numerical value is typically assigned for the measured property to each amino acid, whether free or associated to others in a polypeptide chain. As side chains are different for each of the 20 naturally occurring amino acids, these numerical values are different for each amino acid and provide a quantitative ordering between them with respect to the measured property. Hence, these property values form a scale that represents a numerical scoring for each amino acid. Many of these amino acid properties have been compiled in multiple non-independent “amino acid scales” [15-50].

In this way, every amino acid is assigned a numerical score that quantifies a particular physicochemical property $\Omega$ (for nomenclature, see Table 1). Hence, any group of $n$ amino acids will have $n$ associated scores, $X_{\Omega,1}$,...,$X_{\Omega,n}$. From these scores, an arithmetical average $\mu_\Omega$ and a sample variance estimator $\sigma_\Omega$ can be calculated (Figure 1, step 4) as:

$$\mu_\Omega = \frac{1}{n} \sum_{j=1}^{n} X_{\Omega,j}$$

(1)

$$\sigma_\Omega^2 = \frac{1}{n-1} \sum_{j=1}^{n} (X_{\Omega,j} - \mu_\Omega)^2$$

(2)

A multiple alignment of protein amino acid sequences, such as that obtained by using ClustalW, comprises a given number of $N$ positions. Each position $i$ contains a group of $n_i$ optimally aligned amino acids, each from a different protein (Figure 2). As the multiple alignment at position $i$ can include gaps, $n_i$ is not always equal to the number of proteins in the alignment. For example, in the ninth position ($i = 9$) of the alignment in Figure 2, $n_9 = 6$. Hence, for any given amino acid property $\Omega$, an average $\mu_{i,\Omega,n}$ and a variance $\sigma_{i,\Omega,n}$ can be calculated for each position $i$ in a multiple alignment with $n$ amino acids, using Eq.1 and Eq.2, respectively.

The variance $\sigma_{i,\Omega,n}$ as its name suggests, quantifies the variability of the property $\Omega$ in position $i$. If $\sigma_{i,\Omega,n}$ is small, a large variation in the property $\Omega$ is not allowed in position $i$, and vice versa. Therefore, $\sigma_{i,\Omega,n}$ can be used to quantify the conservation of the property $\Omega$ at that position. However, $\sigma_{i,\Omega,n}$ depends on the scale used to measure $\Omega$ and on the number $n$ of amino acids compared. Hence, it cannot be used to compare the conservation of different properties or different quantification scales, or to compare the conservation between positions with different numbers of amino acids.

A different scale-free and position-free standard parameter has to be calculated to quantify and compare the conservation of properties in multiple alignments.

In the general case, there are 20 different amino acids and therefore for a given number of $n$ amino acids there are $20^n$ different random amino acid combinations. For any given property, it is possible to calculate all the $20^n$ possible combinations of $n$ amino acids and their associated averages and variances. If amino acid combinations are random, any particular combination will have a probability of occurrence equal to $1/20^n$. Therefore, both the average and variance associated to each combination will have a probability of occurrence equal to $1/20^n$. Particularly, for a random combination of $n$ amino acids and any given amino acid property $\Omega$, a discrete probability mass function (PMF$_{\Omega,n}$) for the variance can be constructed. The function PMF$_{\Omega,n}(\sigma = x)$ gives the probability that the variance $\sigma$ of the property $\Omega$ calculated for a group of $n$ amino acids is exactly equal to $x$ [51].

From the PMF$_{\Omega,n}$ for the variance of the property $\Omega$, a cumulative distribution function (CDF$_{\Omega,n}$) can be obtained [51]. As shown in Figure 3, if the variance $\sigma_{\Omega} = x$, then CDF$_{\Omega,n}(\sigma_{\Omega} = x) = p_{\Omega}$ is the probability of the variance of a random combination of $n$ amino acids being between 0 and $x$. Thus, if $p_{i,\Omega,n}$ in a given position $i$ in a multiple alignment is small, then the probability of said variance having a value equal or less than $x$ is very small in comparison with the probabilities of all the possible variances in a random combination of $n$ amino acids, and vice versa. For example, a value of $p_{i,\Omega,n} = 0.05$ means that the obtained variance $\sigma_{i,\Omega,n}$ (or a lower value) only occurs in a proportion of 1 to 20 (1/20 = 0.05) in random combinations of $n$ amino acids.

The significance of variances for every position $i$ in the target multiple protein alignment are calculated in step 5 of the algorithm (Figure 1). Notably, if $p_{i,\Omega,n}$ in a given position $i$ in a multiple alignment is small, the variance $\sigma_{i,\Omega,n}$ of the amino acid property under analysis is not random. Hence, a small $p_{i,\Omega,n}$ implies that the property value must be relatively invariable (i.e. conserved) at position $i$, and vice versa. The closer to 0 is the value of $p_{i,\Omega,n}$ the more significant this variance is and the less random the amino acid group is at position $i$.

The probability $p_{i,\Omega,n}$ is an indicator of the degree of conservation of any property $\Omega$ at each position $i$ in a multiple alignment, contrary to the use of the variance alone. The advantages of this conservation measure are, firstly, its independence with regard to the number $n$ of amino acids in the comparison (including the presence of gaps) and, secondly, the possibility of performing
Table 1 Nomenclature and abbreviations

| Variable name | Description |
|---------------|-------------|
| CDF\(_{\Omega,\Omega+1}\) | Posterior cumulative distribution function for the values of the property \(\Omega\) at position \(i\), given the previously known group of \(n\) amino acids present in the multiple alignment at such position |
| CDF\(_{\Omega1,\Omega2,n}\) | Cumulative distribution function of the absolute difference between the variances of any two properties \(\Omega1\) and \(\Omega2\) for a random combination of \(n\) amino acids |
| CDF\(_{\Omega,n}\) | Cumulative distribution function for a random combination of \(n\) amino acids and a given property \(\Omega\) |
| \(H_0\) | Null hypothesis in the hypothesis test for differences |
| \(H_1\) | Alternative hypothesis in the hypothesis test for differences |
| \(i\) | Position number in the multiple alignment |
| \(IDP\) | Invariable determinant position |
| \(j\) or \(k\) | Amino acid numbering sub-index |
| \(L\) | Total number of physicochemical properties considered in the MOSST analysis |
| \(M\) | Number of possible pairwise combinations (subsets having two elements) of properties |
| \(n\) | Number of amino acids in a multiple alignment position (without taking gaps into account) |
| \(N\) | Total number of positions in the multiple alignment |
| \(N(p,\sigma)\) | Normal distribution function with unknown parameters \(\mu\) (mean) and \(\sigma\) (variance) |
| \(n_i\) | Number of amino acids in position \(i\) of the multiple alignment (without taking gaps into account) |
| nsSNP | Non-synonymous single nucleotide polymorphism |
| \(p'_{i,\Omega1,\Omega2,n}\) | Level of significance of the null hypothesis \(H_0\) for the difference of the variances of the properties \(\Omega1\) and \(\Omega2\) at position \(i\) of a multiple alignment containing \(n\) amino acids |
| \(p'_{i,\Omega,r,\Omega2,n}\) | Level of significance of the null hypothesis \(H_0\) for the difference of the variances of the properties \(\Omega\) and \(\Omega2\) at position \(i\) of a multiple alignment containing \(n\) amino acids |
| \(p'_{m}\) | Value of the \(m^{th}\) level of significance, obtained from the set of \(M\) levels of significance of the differences between variances for \(i\) all the possible pairwise combinations of properties, sorted in ascending order, for a given position \(i\) of a multiple alignment |
| \(p_{i,\Omega1,\Omega2}\) | Probability of getting a certain value or less for the absolute difference \(\Delta\sigma_{\Omega1,\Omega2}\) between the variances of any two properties \(\Omega1\) and \(\Omega2\) |
| PDF\(_{\Omega1,\Omega2,n+1}\) | Posterior probability distribution function for the values of the property \(\Omega\) at position \(i\), given the previously known group of \(n\) amino acids present in the multiple alignment at such position |
| \(p_i\) | Global probability of the null hypothesis being true considering all the properties together at position \(i\), i.e. probability of all the variances being equal at position \(i\) of a multiple alignment |
| \(p_{i,\Omega1,\Omega2,n}\) | Probability of getting a certain value or less for the absolute difference \(\Delta\sigma_{\Omega1,\Omega2}\) between the variances of any two properties \(\Omega1\) and \(\Omega2\) at position \(i\) of a multiple alignment containing \(n\) amino acids |
| \(p_{i,\Omega,r,\Omega1,n}\) | Probability of getting a certain value or less for the absolute difference \(\Delta\sigma_{\Omega,r,\Omega1}\) between the variances of any two properties \(\Omega\) and \(\Omega1\) at position \(i\) of a multiple alignment containing \(n\) amino acids |
| \(p_{i,n}\) | Cumulative probability of getting a certain value or less for the variance \(\sigma_{\Omega,r}\) for a given property \(\Omega\) in position \(i\) of a multiple alignment containing \(n\) amino acids |
| PMF\(_{\Omega,n}\) | Discrete probability mass function for a random combination of \(n\) amino acids and any given property \(\Omega\) |
| \(P_0\) | Cumulative probability of getting a certain value or less for the variance for a given property \(\Omega\) |
| \(Q_{ij}\) | Global probability for the occurrence of the amino acid \(j\) considering all properties together at position \(i\) in the multiple alignment, i.e. probability of the amino acid \(j\) satisfying all the physicochemical requirements at position \(i\) |
| \(q_{i,j,\Omega1,\Omega2,n+1}\) or \(d_{i,\Omega1,\Omega2,n+1}\) | Probability of the amino acid \(j\) (any of the 20 natural amino acids) to be present at position \(i\) (containing \(n\) amino acids in the multiple alignment analyzed) in a new protein not included in the multiple alignment, according to property \(\Omega\) or \(\Omega_j\) |
| \(r\) or \(s\) | Property numbering sub-index |
| VDP | Variable determinant position |
| VIP | Variable irrelevant position |
| \(x\) | Unknown quantity or variable |
| \(X_{\Omega,j}\) or \(X_{\Omega1,\Omega2,j}\) | Measure, value or score of the physicochemical property \(\Omega\) or \(\Omega_j\) for the amino acid \(j\) at position \(i\) of a multiple alignment |
| \(X_{\Omega,j}\) | Measure, value or score of the physicochemical property \(\Omega\) for the amino acid \(j\) |
| \(\Delta\sigma_{\Omega1,\Omega2}\) | Absolute difference between the variances of any two properties \(\Omega1\) and \(\Omega2\) at position \(i\) of a multiple alignment containing \(n\) amino acids |
| \(\Delta\sigma_{\Omega1,\Omega2,n}\) | Absolute difference between the variances of any two properties \(\Omega1\) and \(\Omega2\) at position \(i\) of a multiple alignment containing \(n\) amino acids |
| \(\mu\) | Mean (of a normal distribution) |
scale-free and position-free comparisons between conservations at different positions and using different scales or properties. Interestingly, the probability value $p_{i,\Omega,n}$ could also be used as a significance value in hypothesis tests for the obtained variance $\sigma_{i,\Omega,n}$.

**Determination of mutationally relevant positions**

Ideally, each property $\Omega$ is unique and mutually independent, and its contribution to the global structure and function of a protein is relatively important. For an amino acid position $i$ in a multiple alignment, and given a cumulative probability $p_{i,\Omega,n}$ for each amino acid property, we define three possible cases into which the relationships between the different probabilities $p_{i,\Omega,n}$ for each amino acid property at a position $i$ could be classified a priori. In Figure 4, these three possible cases are shown with reference to three different amino acid scales. These three cases, which are defined in the following paragraphs, can be used as a basis to determine good mutagenesis objectives.

**Invariable determinant position (IDP)** The first case is defined by obtaining a high significance level, i.e. a very low $p_{i,\Omega,n}$ value, for every amino acid property in a position $i$. This implies a relevant conservation of all the properties at that position. These positions are usually identified in multiple alignments as those positions that stringently accept only one or sometimes two different specific amino acids and are thus readily identifiable and visible using simple methods. The change of one amino acid for another in the analyzed position would probably imply a drastic change in the value of one or more properties and therefore alter the conserved necessity for invariability at that position, causing a partial or total loss of some of the characteristic properties of the protein family. If it is desired to conserve such properties, e.g. conservation of catalytic function or interaction...
sites, as would be the general case in conservative site-directed mutagenesis studies, then these positions should not be considered as possible mutagenesis objectives. A mutation in this type of position is usually deleterious for the protein function in nsSNPs.

Variable irrelevant position (VIP) The second typical case is when all the probabilities $p_{i,\Omega,n}$ associated to variances for all the amino acid properties at position $i$ are very high. Here, the significance of conservation of those properties at that position is very low, i.e. conservation is irrelevant. The replacement of one amino acid by another in any of these positions should not be determinant for the protein family, as the conservation of any particular characteristic is not required. In other words, the amino acids present at these positions do not contribute fundamentally to any relevant characteristic of the protein family. Therefore, it is expected that mutagenesis at a variable irrelevant position should not have a large effect on the characteristics of a protein family. A nsSNP with these characteristics is probably silent and does not affect protein function.

Variable determinant position (VDP) The third case corresponds to the case where, at the analyzed position $i$, there is a high conservation, i.e. a high $p_{i,\Omega,n}$ significance, in one property and a very low significance or conservation in the remaining properties. Then, for this position there is a very high tendency to conserve one of the independent amino acid properties, which are necessarily privileged, and a simultaneous tendency to variability in the other groups of rather irrelevant properties. Thus, this position is variable in the sense of admittance of global variability of some characteristics, but nevertheless is determinant for possession of a conserved group of characteristics, which have to be present to communicate common characteristics to the protein family. This makes this kind of position a main target to be mutated. A nsSNP in this type of position can affect protein function in a rather unpredictable but probably very determinant way.

A conservative mutagenesis strategy that aims to preserve the main functional or interactional properties that characterize the protein family and to selectively alter secondary traits should be focused on mutating only VDPs, while a non-conservative mutagenesis strategy could also include IDPs. If the aim is to identify nsSNPs, mutations that could alter protein function are most probably located at IDPs and VDPs. Whichever the task and the expected result would be, it is evidently useful to identify VDPs, given their allowed amino acid variability and the simultaneous relative importance of conservation of one property in such position in the entire protein family. However, VDPs are much more difficult to find than IDPs, which makes VDPs prime “hidden” functionally relevant positions that cannot be readily identified by other existing automatic methods. The following sections will describe the proposed method to identify these positions.

Identification of Variable Determinant Positions
We described previously that the determination of the significance values $p_{i,\Omega,n}$ for each position $i$ in a
multiple alignment is based on the CDFs of the variances of random combinations of \( n \) amino acids. After CDFs are calculated for the variance of each amino acid property, the significance \( p_i,\Omega_1,\Omega_2, n \) associated to each property can be calculated at each position.

With these \( p_i,\Omega_1,\Omega_2, n \) values we can identify in an alignment the VDPs described previously as hidden functionally determinant positions where one of the properties is conserved, while others are not. To identify such positions (Figure 1, step 10), it is necessary to determine whether significant differences exist between the variances of the different amino acid properties at a given position \( i \). In fact, differences between the variance of one property and the variances of every other could be used as indicators of the presence of conservation of a single property in position \( i \). However, only significant (not random) differences will indicate that position \( i \) is indeed a VDP. Hence, in the following section, we develop a method that uses hypothesis testing to identify VDPs by quantifying the magnitude of the significance of such differences and assigning a probability to classify position \( i \) as a VDP.

**Hypothesis test for differences**

In the same way that probabilities \( p_\Omega \) can be calculated and cumulative distribution functions can be constructed for the variance of any given property \( \Omega \), a probability \( p_i,\Omega_1,\Omega_2 \) for all the possible differences \( \Delta \sigma \) \((\Omega_1,\Omega_2)\) between the variances of any two properties \( \Omega_1 \) and \( \Omega_2 \) can be found (Figure 5). The probability value \( p \) \((\Omega_1,\Omega_2)\) is equivalent to the probability of the absolute difference between variances being \( \Delta \sigma \) less. From these differences and their associated probabilities, a corresponding CDF \( CDF_{\Omega_1,\Omega_2} \) can be calculated for a group of \( n \) amino acids, considering all the possible random combinations of variances and their differences (Figure 6).

Therefore, for every position \( i \) with \( n \) amino acids in a multiple alignment, a hypothesis test can be devised to test whether a given difference between the variances of two given properties \( \Omega_1 \) and \( \Omega_2 \) is not random, i.e. \( \Delta \sigma_i \) \((\Omega_1,\Omega_2), n \) is significant. The null and alternative hypotheses for this test are, respectively:

\( H_0: \) The variances of both amino acid properties are equal (i.e. their difference \( \Delta \sigma_i \) \((\Omega_1,\Omega_2), n \) is random).

\( H_1: \) The variances of both amino acid properties are different (i.e. their difference \( \Delta \sigma_i \) \((\Omega_1,\Omega_2), n \) is not random).

Thus, \( CDF_{\Omega_1,\Omega_2} \) is the distribution function of the test statistic \( \Delta \sigma_i \) \((\Omega_1,\Omega_2), n \) under the null hypothesis, i.e. random differences between the variances. Hence, \( CDF_{\Omega_1,\Omega_2} \) \((\Delta \sigma_i \) \((\Omega_1,\Omega_2), n = x \) \) \( p_i,\Omega_1,\Omega_2, n \) is the probability of the difference between the variances of two properties \( \Omega_1 \) and \( \Omega_2 \) in a random combination of \( n \) amino acids being less than \( x \) (see the example in Figure 6).

Therefore, \( p_i,\Omega_1,\Omega_2, n = 1 - p_i,\Omega_1,\Omega_2, n \) is the probability (or level of significance) of the null hypothesis for the properties \( \Omega_1 \) and \( \Omega_2 \) (Figure 6). For very low values, under certain arbitrary limits, the null hypothesis is not significant and could be rejected in favor of the alternative hypothesis.

The partial significance of the differences between each pair of properties is calculated in step 7 of the algorithm. However, as there are many different properties \( \Omega \), for each position \( i \) in a multiple alignment, each
pair of properties will have a corresponding significance value for the difference between their variances. None of these differences or their related significance levels could be seen mathematically as the significance of the position by itself. The significance of the position must integrate all the individual significances in a global significance value. If the null hypothesis is significantly rejected for one single property when compared with all the other properties, position \( i \) can most likely be identified as a VDP. In particular, to identify a VDP the global significance must be maximal when all differences except one are significant.

**Integration of the individual significances**

For a given position \( i \) in the alignment comprising a group of \( n \) amino acids, every possible pair of properties \( \Omega r \) and \( \Omega s \) will have a difference \( \Delta \sigma_{i,(\Omega r,\Omega s),n} \) between their respective variances, and a significance level \( p'_{i,(\Omega r,\Omega s),n} \) associated to this difference. Each comparison between any pair of properties gives information to prove or disprove that the variances of the properties are different. Therefore, every \( p'_{i,(\Omega r,\Omega s),n} \) can be considered as the significance level of a single experiment or sampling test to reject the null hypothesis at position \( i \). However, the level of significance of the global null hypothesis must take into account the level of significance of all the differences between every pair of property variances. Therefore, none of the \( p'_{i,(\Omega r,\Omega s),n} \) alone is able to represent the significance of the position \( i \) on its own.

Statistically, the significance levels obtained from different experiments to demonstrate the same hypothesis could be combined in order to get a composite level of significance, as if a single experiment would be done with the combined evidence of all those partial experiments. This combination could be done using different procedures according to the features of the particular cases (e.g. the Fisher procedure [52,53], procedures based on the Bonferroni inequality [54,55] and the improved Simes procedure [55,56]). In our case, the differences of variances between each possible pair of properties are not independent, since the difference between the last pair of properties is a linear function of the others, so the Fisher procedure cannot be used. From the other two methods, the Simes procedure gives the best results, as its rejection region contains the rejection region of the Bonferroni methods and it is always more powerful than those, specially in the case of highly dependent test statistics [56], which is suspected to be our case.

We propose the use of the Simes method to combine the significance values of the differences of variances between all the properties, in order to obtain a global significance value for the differences at position \( i \) (Figure 1, step 8). The Simes method can be applied in a simple way: if \( p'_{m} = p'_{1}, p'_{2}, ... p'_{M} \) is the value of the level of significance of each difference of variances between all the pairwise combinations of properties, in ascending order, the value of the global significance that considers all the individual partial significances for position \( i \) is:

\[
P_i = \min \left( \frac{M}{m} p'_{m} \right)
\]

The global probability \( P_i \) represents the probability of the null hypothesis being true, given the values obtained for the differences of variances between different properties. In our case, \( P_i \) is the probability of all the variances being equal. The lower this probability, the higher the accuracy with which the null hypothesis could be rejected, i.e. it is more probable that the variances of the different properties at position \( i \) in the analyzed multiple alignment could be different. Hence, low \( P_i \) values could be used to directly identify VDPs in a multiple alignment (step 10, Figure 1).

**Determination of the rejection regions for the null hypothesis**

Statistical practice classifies the levels of significance of a hypothesis test in different categorical levels, usually “not significant”, “significant” and sometimes “very significant”. This categorization is performed using a criterium that imposes an arbitrary limit between one significance level and another. Usually, a value of 0.05 is the limit between “non significant” and “significant” levels. However, multiple experimental implementations of the proposed algorithm indicate that this limit is not stringent enough to correctly classify VDPs apart from IDPs and VIPs. Preliminary evidence shows that positions in a multiple alignment could be roughly classified into one of the following categories according to their significance levels: not significant \((P_i > 0.01)\), significant \((0.0005 < P_i \leq 0.01)\) or very significant \((P_i \leq 0.0005)\).

With this classification, critical values for the rejection region of the null hypothesis are determined (Figure 1, step 9) and VDPs in the target protein are those positions identified as significant or very significant (Figure 1, step 10). Accordingly, the other positions are classified as IDPs, which cannot be mutated without radically altering the characteristics of the analyzed protein family, and VIPs, which are not good mutagenesis targets because they are “filling” amino acids or amino acids that contribute with indiscernible and different characteristics to each particular protein.

**Identification of Invariable Determinant Positions**

The identification of IDPs can be done much more easily than the identification of VDPs. Normally, IDPs can be directly identified by visual inspection and looking for complete or almost complete amino acid conservations at any given position. However, the identification of IDPs...
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(i.e. must be highly significant) and the differences between those variances must also be very small (i.e. differences are insignificant). Therefore, any position \( i \) for which the global probability \( P_i \) is classified as not significant and the probability \( P_{1,i,\Omega,n} \) for every \( \Omega \) is classified as significant, must be an IDP (Figure 1, step 12).

**Determination of the possibilities of mutation for each position**

Once the amino acid positions in a protein whose mutation could be functionally significant have been identified, the possible effects of amino acid substitutions at such positions are determined in a further step of the MOSST algorithm. A distribution analysis of the different amino acid properties at said position is done in order to identify a priori possible functionally relevant or functionally silent amino acid changes in the protein, either to guide a rational mutagenesis strategy or to identify non-evident nsSNPs (Figure 1, step 11).

The proposed method determines the probability of an amino acid being present at a determined position using a statistical method based on the Student \( t \)-test. This procedure starts with the previously calculated average \((\mu_{i,\Omega,n})\) and variance estimator \((\sigma_{i,\Omega,n})\) at a position \( i \) of the multiple alignment. For each position, each amino acid property is assumed to have a normal distribution \( N(\mu,\sigma) \), with unknown parameters \( \mu \) and \( \sigma \). This assumption is reasonable, because it is assumed that at each position the average of each scale would represent the ideal characteristic to be fulfilled at that position and the standard deviation would represent the accuracy level of conservation of the characteristic.

For a sample of \( n \) values \( X_{i,\Omega,n},...,X_{i,\Omega,n} \) obtained for an amino acid property \( \Omega \) at a given position \( i \), assuming a normal distribution, it is possible to predict the distribution of a new value \( X_{i,\Omega,n+1} \). Mathematically, if we have a normally-distributed variable \( X \) sample mean value \( \mu_{i,\Omega,n} \) and a sample variance \( \sigma_{i,\Omega,n} \) for a position \( i \), then the test statistic:

\[
\tau_{i,\Omega,n+1} = \frac{X_{i,\Omega,n+1} - \mu_{i,\Omega,n}}{\sigma_{i,\Omega,n}\sqrt{1 + \frac{1}{n}}}
\]

for \( n \geq 2 \) \hspace{1cm} (4)

has a Student’s \( t \)-distribution with \( n-1 \) degrees of freedom. As the probability distribution of \( \tau_{i,\Omega,n+1} \) is known, it is possible to calculate the distribution of \( X_{i,\Omega,n+1} \).

\[
CDF_{X_{i,\Omega,n+1}} = P(X_{i,\Omega,n+1} \leq x) = P \left( \tau_{i,\Omega,n+1} \frac{1}{\sqrt{1 + \frac{1}{n}}} + \mu_{i,\Omega,n} \leq x \right)
\]

\[
= P \left( \tau_{i,\Omega,n+1} \leq \frac{x - \mu_{i,\Omega,n}}{\sigma_{i,\Omega,n}\sqrt{1 + \frac{1}{n}}} \right)
\]

\[
= P_{1,i,\Omega,n+1} = \frac{\Gamma(\frac{n}{2}, \frac{(x - \mu_{i,\Omega,n})^2}{\sigma_{i,\Omega,n}^2(1 + \frac{1}{n})})}{\sqrt{n\pi(1 + \frac{1}{n})}}
\]

\hspace{1cm} (5)

\( CDF_{X_{i,\Omega,n+1}} \) is the posterior cumulative distribution function for the values of the property \( \Omega \) at position \( i \), given the previously known group of \( n \) amino acids present in the multiple alignment at such position. From this \( CDF_{X_{i,\Omega,n+1}} \) a probability density function \( PDF_{X_{i,\Omega,n+1}} \) can be derived. Since each amino acid naturally has one particular value of property \( \Omega \), \( PDF_{X_{i,\Omega,n+1}} \) allows the assignment of a probability \( q_{i,\Omega,n+1} \) to each amino acid \( j \) (any of the 20 natural amino acids) to be present at position \( i \) in a new protein not included in the multiple alignment (see example in Figure 7). This probability is directly associated with the property \( \Omega \) and its distribution \( PDF_{X_{i,\Omega,n+1}} \).

As each amino acid can have many different properties \( \Omega_1, \Omega_2, ..., \Omega_L \); and each property will have a different PDF \( X_{i,\Omega,n+1} \), then each amino acid will have \( L \) associated individual probabilities to be present at position \( i \), which we will call \( q_{j,\Omega,n+1} \) for each amino acid \( j \).

![Figure 7 Scheme depicting the posterior probability density function (PDF) of the values of a property \( \Omega \).](link to image)
The combined global probability $Q_{j,i}$ for the occurrence of each amino acid $j$ at position $i$ is calculated as:

$$Q_{j,i} = \frac{\prod_{r=1}^{L} d_{j,i,\Omega_r, n+1}}{\sum_{j=1}^{20} \left( \prod_{r=1}^{L} d_{j,i,\Omega_r, n+1} \right)}$$

(6)

This combined global probability represents the probability of every particular amino acid satisfying the requirements of all properties at position $i$, and therefore is an indicator of the functional suitability of each amino acid in such position.

**Quantification of the functional suitability of the amino acids**

The former multi-property consensus method allows calculation of the global probability of occurrence of each amino acid at each position in a multiple alignment. The probability value can also be used as an indicator of the functional impairment introduced by each amino acid at every analyzed position $i$. If the requirements of the functional properties that have to be fulfilled in position $i$ lead to a high probability for an amino acid to be in that position, it means that the amino acid does not impair the function of the protein. Conversely, if the probability is low, such amino acid can be functionally deleterious.

For this last step of the analysis, a method based on the sorting of these probabilities of occurrence in descending order and the construction of a scree plot with the ordered values can be used. An example of this procedure is shown in Figure 8. The scree plot at each position $i$ could help in getting the preference level or reliance with which the analyzed position could be occupied by each of the amino acids, based on the required physicochemical properties at such position in the protein. An analysis of the scree plot and its curvature can serve to identify a cut point (as indicated in Figure 8) in the curve. This point can be determined by using a “fall contrast” or “scree” criterium [58], where the highest probability factors are chosen up to a point where the curve becomes approximately horizontal.

A second criterium can also be used, where the highest probability factors are chosen to explain together at least a predefined high probability (usually 95%) or until the last factor has a non-significant probability (usually less than 5%). Any criterium will define two sections in the scree plot: on the left a curve section including an amino acid group with the highest probabilities and on the right a section with those having the lowest probabilities. This classification allows separation of a high-probability group comprising functionally non-disruptive amino acids from a low-probability group of functionally deleterious amino acids. Hence, $Q_{j,i}$ can be used as a basis to identify non-evident nsSNPs and to design rational site-directed mutagenesis strategies for each position $i$ in a protein.

**Implementation of the algorithm**

Three main issues were solved to implement the algorithm. These aspects will not be analyzed in detail in this paper, because they are not directly related to the algorithm theory and design, although they must be solved to get a good implementation thereof.

The first aspect is the selection of suitable property vectors that could be successfully used in order to get the most accurate information from the MOSST algorithm and to exploit the classification abilities of the algorithm in an optimal way. Though the general algorithm has been presented as being able to use any group of property vectors to perform the proposed analysis, we selected a minimal number of three normalized vectors that are mathematically orthogonal to each other to optimize the statistical potency of the results.

The second issue is the calculation of the probability distributions of the averages and variances of the selected optimal vectors, which are necessary for the implementation of the algorithm as set forth in the present paper. We have assessed that the Law of Large Numbers is not accurately applicable for combinations of less than 30 amino acids given the optimal vectors previously obtained. Even though the probabilities of the different amino acid combinations could be calculated in a direct way, it is computationally difficult and time-consuming for combinations of more than 5 or 6 amino acids. We developed a direct calculation method to get an approximate distribution for combinations from 2 to
30 amino acids, which analysis and explanation is out of the scope of this work.

The last aspect is the determination of the right significance levels that should be taken into account to classify each position as “non significant”, “significant” and “very significant” when determining the rejection regions for the null hypothesis of equality of variances. As we mentioned earlier, values of 0.01 and 0.005 could be preliminary used to select between these classifications, which are more stringent than those values usually used in statistical testing. However, our experience implementing the algorithm has shown that the most interesting positions in a protein alignment (which we called “primary positions”) have to be determined case by case, based on characteristics of each different multiple alignment. In our experience, the implementation of the algorithm included this data analysis in order to get the most out of the results of the general algorithm.

The MOSST algorithm has been implemented with the details mentioned above as a Graphical User Interface (GUI) in MATLAB (see Additional File 1, Additional File 2 and Additional File 3). Given the nature of MOSST results, it is easier to display them in a graphical interface in order to allow the user to have an integral vision over them and to modify the parameters of the algorithm on the-run to obtain the best possible results for each given analysis. One of the major advantages we devised from the use of an interactive GUI is the definition of “primary positions”. We defined primary positions as those “very significant” positions that have exceptionally high mutability scores as defined by the statistic theory behind the algorithm. By using MOSST GUI, the user can select both manually or semi-automatically the threshold significance value above which a “very significant” position becomes a “primary position” and thus a primary mutagenesis objective.

The semi-automatic method advantage over the manual method is that it helps the user to select a suitable threshold by presenting a differential scree plot where the user can interactively select the threshold by comparing the differences (step sizes) between similar ordered significance values. The optimum threshold will be a “very significant” significance value having the largest possible difference with immediately higher (adjacent) significance values. If two or more significance values fulfill these criteria, the largest one is most appropriately selected. This empirical rule is applied by the user with his/her own judgment to select a proper threshold value.

The empirical selection of “primary positions” proved to be an additional tool to narrow the search for mutable positions in a protein family. An example of the relevance of determining primary positions is shown in the study of glycosyl hydrolases belonging to family 16.

Testing: mutagenesis analysis of endoglucanases belonging to family 16 of the glycosyl hydrolases

Selection of representative proteins

MOSST was used for the analysis of representative endoglucanases classified as glycosyl hydrolases belonging to family 16. They have several appropriate characteristics: (1) a very close structural and folding similarity despite them not having a very high degree of sequence similarity, (2) well characterized residues that participate in the interaction with the substrates at the active site and define the substrate specificity of the family, (3) well characterized active residues that are indispensable for catalysis, (4) two well defined and populated enzyme families with distinct substrate specificities and no known structure-function correlations, namely lichenases (endo-1,3-1,4-β-D-glucanases, EC 3.2.1.73) and laminarinases (endo-1,3-β-D-glucanases, EC 3.2.1.39, endo-1,3(4)-β-D-glucanases, EC 3.2.1.6), and (5) large availability of experimental data, including mutagenic studies. These characteristics were considered ideal to test the ability of MOSST to determine functionally relevant amino acid positions against experimentally tested results, since this allows the analysis of amino acid mutations purely by the effect of their side groups, while leaving other factors (molecular structure, catalytic properties, loop variations) outside of the analysis.

Among these enzymes, we selected Cellulosimicrobium cellulans’s BglII as our reference enzyme. Proteins included in the analysis were selected by their similarity with BglII and both the conservation of folding pattern and enzymatic activity. Table 2 shows the representative set of proteins selected and included in this study.

Obtention of a multiple alignment

Following the flow diagram of the MOSST algorithm, these proteins were aligned using ClustalW (http://www.ebi.ac.uk/clustalw/, [12]). Preliminary tests using different substitution matrices and different gap opening and extension penalties were performed. The combination that exhibited best results was obtained using an identity matrix as substitution matrix and minimal values for gap creation and extension. This combination empirically gives more importance to conserved sectors, which in our case correspond to secondary structure and folding sectors that are conserved in the family. This strategy is concordant with the fact that the studied group of proteins is a very structurally conserved enzyme family, even when conservation is lower at the sequence level due to the difference in activities of the proteins.

Redundancy analysis

For this objective, a protein clustering dendrogram and an agglomeration plot were constructed according to the similarity percentage between the proteins in the multiple alignment (Figure 9). An optimal separation between sub-families is obtained using a similarity
percentage cutoff of 86%. Three groups of similar enzymes were represented by only one of them: (i) synthetic hybrid lichenases 17 and 18 from Bacillus macerans / Bacillus amyloliquefaciens (enzyme numbers are given with reference to the order numbering in Table 2), (ii) Bacillus amyloliquefaciens (12) and Bacillus subtilis (13 and 14) lichenases, and (iii) two enzymes from Rhodothermus marinus, one of them classified as a laminarinase (6) and the other classified as a lichenase (7).

The remaining proteins, even those belonging to the same species, are considered different enough to be included in the analysis with no added redundancy. It can be observed in the dendrogram a subdivision of the proteins in the alignment in two large sub-families corresponding mainly to the division between lichenases (left-hand sub-family in the dendrogram) and laminarinas (right-hand sub-family). This observation indicates that the information contained in the multiple
alignment is also able to discriminate between functional aspects of the enzymes.

**Calculation of the statistic values and significances**

For each of the positions of the non-redundant multiple alignment, the associated variance in each of the three principal components and the differences between the three components were calculated. The values of said differences were used to calculate the global significance of each position and to classify said significance according to the criteria exposed in the previous paper of this series. This allowed the classification of positions in the alignment as “non-significant”, “significant” and “very significant”. In addition, a new category of “primary position” was defined when the global significance of the position is included in the higher percentile of the values in the distribution of global variances as described in the practical implementation of MOSST analysis.

Figure 10 shows the graphical results obtained for variance probabilities for each component and each position, and the results obtained for global significances at each position. In these plots, many positions can be identified as “primary” mutagenesis targets as defined before and also many “very significant” positions, all of them scattered along the catalytic domain of endoglucanases belonging to glycosyl hydrolases family 16. However, the distribution of primary mutagenesis targets is not uniform, but said targets are concentrated in more or less defined sectors in the amino acid sequence of the protein, which gives a hint about the existence of determinant and non-determinant regions for this enzyme family.
Structural mapping of primary positions

The determined primary positions can be mapped over a model of the tridimensional structure of BglII. In this structural mapping a spatial distribution pattern of sectors in which variable determinant positions are concentrated can be observed, i.e. the most promising mutagenesis targets for this protein family (Figure 11). The active site of the protein family is comprised widely by amino acids in positions 45-49 (Asn26-Gln30), 167-179 (Ile89-Ser99), 187-196 (Ser107-Asn116), 205-210 (His125-Gly130), 214-222 (Gly132-Ile139), 307-311 (Phe191-Phe195) and 315-319 (Leu199-Val203) in the multiple alignment. A detailed analysis of active site amino acids according to the algorithm implemented in this work is shown in Figure 12. Inside the active site, variable determinant positions were identified as the following amino acids using BglII numbering (and their position in the multiple alignment indicated between brackets): Leu29 (48), Trp90 (168), Phe93 (171), Met95 (173), Leu96 (174), Gly109 (189), Met114 (194), Gly126 (206), Val128 (208), His129 (209), Gly130 (210), Phe191 (307), Phe195 (311), Leu199 (315) and Ala202 (318).

Predictive value of the algorithm: comparative analysis of laminarinases

The MOSST algorithm can be applied only to an enzyme sub-family. In our case, these sub-families can be determined from the redundancy removal dendrogram and are associated with enzyme function differences, as mentioned earlier. It is interesting to apply this analysis procedure to laminarinases and compare these results with the variable determinant positions obtained for the entire family. Therefore, variable determinant positions were determined for laminarinases using a similar procedure to that used for the total protein family, and these positions were compared with those obtained for all family 16 glucanases. The active site structure of BglIII is represented in Figure 13 with differentiated variable determinant amino acids for family 16 glucanases and variable determinant positions for the laminarinase sub-family. Logically, if a position in the active site is variable for laminarinases as a family then said position cannot be significant to determine substrate specificity of these enzymes. Instead, if a position is variable determinant for family 16 glucanases but not
for laminarinases, then it is logical to assume that said position could be relevant in the determination of laminarinase specificity when compared with the other enzymes of the same family.

Under this assumption, the comparative analysis using the MOSST algorithm shows that the following active site amino acids (having either exposed or buried side chains) can have a determinant function over laminarinase specificity: Leu29, Trp90, Gly109, Gly130, Phe191, Phe195 and Ala202. It is interesting to asses that some of these amino acids have been identified in the analysis of the molecular model of BglII and other family 16 glucanases as amino acids that participate in substrate binding and/or interactions [59,60]. This observation corroborates the ability of the MOSST algorithm to identify relevant positions in a protein.

Predictive value of the algorithm: analysis of histidine 129 Position 209 (Figure 12), which corresponds to histidine 129 in BglII, is very remarkable. This position has been identified in the structural analysis of BglII as an amino acid that could be implied in the chemical reactions catalyzed by this enzyme [61].

The MOSST algorithm marks position 209, i.e. histidine 129 in BglII as a primary mutagenesis objective and therefore this fact can be exploited to obtain interesting variants of the enzyme, possibly having different catalytic properties due to the position occupied by said amino acid in the active site. It should be noted that this histidine is classified as a primary amino acid both for the global family of proteins under study and for laminarinases, and so a possible substrate interaction function should be discarded, at least in a first approach.

MOSST algorithm suggests for said position the presence of a histidine residue (with a 93.5% of probability) and the alternative presence of a phenylalanine residue (2.4% probability) or a glutamine residue (1.5% probability). The remaining amino acid have probabilities of less than 1% each and their combined probabilities only adds to 2.6%, so their presence is not considered relevant in said position. The real nature and contribution of each proposed alternative could be analyzed using other predictive techniques, in advance to mutagenic experiments, in order to decide which of said variants would be the most favorable one to obtain the desired effects in the protein. It is also possible to analyze all the proposed alternatives, producing in the laboratory the corresponding mutant enzymes and analyzing their new properties.

The contribution of this amino acid and the possible mutations performed on it to the enzymatic catalysis could be assessed by means of an additional analysis, for example, a kinetic analysis of a catalytic model. In a former work [61], using structural and mechanistic knowledge about glycosyl hydrolases from families 7, 10, and 16, we have formulated a mathematical model that can include ionizable residues in the active site and incorporating electrostatic influences via acid dissociation equilibrium constants and chemical relationships such as hydrogen bonds. The results of the simulations indicated a clear shift in the pH dependence of activity for the enzymes only when a close interrelation (hydrogen bond) between a catalytic glutamate and histidine 129 is taken into account, which is concordant with experimental evidence with BglII (manuscript in preparation).
Moreover, we demonstrated that the presence of the kind of chemical interaction proposed could provide stabilization of the activity in the presence of environmental, structural, pH and electrostatic variations. The results suggested a new way to modify, via site-directed mutagenesis, the acid dissociation of one of the catalytic residues in the active site independently of the other, which could have clear advantages over the purely electrostatic modifications that usually affect both residues simultaneously.

Under the light of this previous work, MOSST analysis results were very striking in their ability to identify this residue as relevant even without any previous knowledge or suspicion about its relevance or function in this enzyme family. In our opinion, this clearly demonstrates the usefulness of MOSST as a general tool for the design of new site-directed mutagenesis strategies in protein families.

Conclusions
A statistical procedure has been designed and presented to semi-automatically identify functionally significant mutable positions in a protein, based on the conservation of physicochemical properties. Such positions are identified and classified into three groups, according to the influence their mutation could have on protein function. Those in which a mutation does not alter the function and basic characteristics of the protein, but do change them slightly, and those in which a mutation is totally deleterious for the protein are the most relevant positions to look for nsSNPs, while only the former are important when trying to develop site-directed mutagenesis strategies so that variants with improved properties could be generated.

Amino acid positions are also classified in three groups: variable irrelevant positions (VIPs), invariable determinant positions (IDPs) and variable determinant positions (VDPs).
positions (VDPs). The recognition and identification of VDPs is especially relevant, since these are “hidden” functionally relevant positions that cannot be easily identified by other existing automatic methods. This classification serves as a basis to rationally identify relevant amino acid positions in a protein in the frame of a rational design strategy or in the identification of nsSNPs. In this way, a conservative mutagenesis strategy that aims to preserve the main properties of a protein family should be focused on mutating only VDPs, while a non-conservative mutagenesis strategy could also include IDPs. If the aim is to identify nsSNPs, mutations that could alter protein function are most probably located at IDPs and VDPs.

Once these key functional positions are identified, the statistical distribution of the relevant physicochemical properties at each protein position is analyzed to get a list of the 20 common protein amino acids ordered according to the global probability with which they can conform to the required property profile of each relevant position. This ordered list is divided into a group of functionally non-disruptive amino acids and a second group of functionally deleterious amino acids.

These results become a discriminative tool in the selection and elaboration of rational mutagenesis strategies for the protein. They can also be used to predict if a given nsSNP, identified, for instance, in a genomic-scale analysis, can have a functional implication for a particular protein and which nsSNPs are most likely to be functionally silent for a protein. This analytical tool could be used to rapidly discard any irrelevant nsSNP and guide the research focus toward functionally significant mutations. This approach also has the advantage that not only conserved amino acid positions in a protein family can be labeled as functionally relevant, but also non-conserved amino acid positions can be identified having a functional effect.

The MOSST algorithm has been implemented as a MATLAB GUI and used to analyze endoglucanases belonging to glycosyl hydrolases family 16, in order to determine interesting mutagenesis targets on them. The analysis has indicated amino acids that could be mutated in β-1,3-endoglucanase BglII of C. cellulans to obtain critical changes in the enzymatic activity: putative substrate specificity amino acid determinants for lichenase and laminarinase activity and determinants of pH-activity profiles for these enzyme family, thus confirming MOSST performance as a predictive tool for the study of functionally relevant mutations.

The proposed methodology also has limitations, especially in that it uses only information derived from a multiple alignment and the statistical result for each position will strongly depend on the quality of the alignment and it does not prevent a priori this significance level to vary between one alignment and another. In this sense, the quality of the alignment is determinant and should be carefully controlled. Moreover, the algorithm does not give any suggestion about the real nature and contribution of relevant amino acids to the structure and function of the protein, but the predictions could be analyzed using other predictive techniques or tested by mutagenesis experiments. Another limitation is related to the fact that MOSST operates on single positions in a multiple alignment and all statistic parameters
are calculated for each position without taking into consideration the simultaneous occurrence of mutations in other positions that can compensate for the effect of the first. This excludes the study of correlated compensatory mutations using MOSST in its current version.

Although the developed procedure does not give any indication about the functional implications of the amino acids positions identified as relevant, an unrelated analysis that use another type of information beyond the statistical inference performed on the multiple alignment by MOSST could shed light on their contribution to the protein function or structure. Specifically, classical methods to study experimentally and/or predictively the structure-function relationships in proteins can provide this kind of external information. For example, this type of analysis has been used to test the functional relevance of the amino acids identified by MOSST in family 16 glycosyl hydrolases. In the case of position 209 of the alignment of these proteins, a mechanistic-electrostatic analysis yielded an explanation of the functional contribution of this amino acid position to catalysis [61]. The implementation and testing results set forth in this work show a promising performance of this technique as a valuable bioinformatics tool to aid in the development of new protein variants and to aid in the understanding of function-structure relationships in proteins.

Methods

Determination of optimal classification properties for MOSST

55 properties measured by scales that are used to rate and sort amino acids were selected from the literature, including the most frequently used scales of hydrophobicity or hydrophilicity and secondary structure conformational scales, as well as many others based on different chemical and physical properties of amino acids.

To find the underlying organization in this varied group of characteristics and remove data redundancy, property scales were normalized and a clustering analysis was performed on them. The analysis indicated that it is not necessary to use a larger number of scales to obtain a more accurate classification of the natural amino acids. The clustering analyses performed classified the 55 amino acid scales considered in 7 clusters of variables, each cluster sharing similar characteristics and tendencies and representing a defined physicochemical property.

To obtain a set of independent (orthogonal) variables, a principal component analysis was performed over the seven vectors obtained from the cluster analysis. Three principal component vectors were extracted from the set of seven vectors that resulted from the cluster analysis, these three factors representing 94.1% of the variance within said vectors and normalized. A physical representation was assigned to each of these factors using correlation analyses with the original variables. An amino acid classification test was performed using these three orthogonal properties, which agrees with the practical biochemical experience (data not shown).

Variance and average distributions for each orthogonal property

The cumulative distribution functions (CDFs) of the variances calculated for the population of random combinations of \( n \) amino acids were determined for each extracted property, calculating the average and standard deviation for all the possible amino acid combinations of \( n = 2 \ldots 30 \) using a recursive discretization algorithm. The distributions for combinations of higher numbers of amino acids was estimated as equal to the combination of 30 amino acids, following the Law of Large Numbers. A similar approach was used to calculate the CDFs and PDFs for combinations of \( n \) amino acids. The probability distribution function of the differences of variances between any two components was calculated following the same methodological approach employed in the calculation of the PDFs for the variances of different amino acid combinations.

Practical implementation of MOSST algorithm

MOSST results were implemented in a graphical interface in order to allow the user to have an integral vision over them and to modify the parameters of the algorithm on-the-run to obtain the best possible results for each given analysis. In order to achieve this goal, the MOSST algorithm was implemented using MATLAB Graphical User Interface (GUI). MATLAB also provided the mathematical routines to allow a fast and robust mathematical treatment of the data and results.

The use of this GUI allows manual determination of “primary positions”, i.e. those “very significant” positions that have exceptionally high mutability scores as defined by the statistic theory behind the algorithm. By using the MOSST graphical interface, the user can select both manually or semi-automatically the threshold significance value above which a “very significant” position becomes a “primary position” and thus a primary mutation objective.

Additional File 1 annexed to this manuscript includes general instructions to install and use the MATLAB GUI implementation of MOSST, Additional File 2 contains all routines for the MATLAB GUI implementation of MOSST and exemplary alignment files for family 16 glycosyl hydrolases, and Additional File 3 is a basic user guide to run and operate the MOSST MATLAB GUI implementation.
Additional material

Additional file 1: README FIRST.pdf (Portable Document Format). File with general information and user instructions.

Additional file 2: MOSST Essential Files.zip (ZIP format). Compressed file including all routines for the MATLAB GUI implementation of MOSST and exemplary alignment files for family 16 glycosyl hydrolases.

Additional file 3: Basic User Guide.pdf (Portable Document Format). User guide with short explanations and instructions to run and operate the MOSST MATLAB GUI implementation. These additional files and MOSST latest developments can be found at the website of the Millennium Institute for Cell Dynamics and Biotechnology (ICDB) http://www.icdb.cl.
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