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Abstract
Information entropies provide powerful and flexible way to express restrictions imposed by the uncertainty principle. This approach seems to be very suitable in application to problems of quantum information theory. It is typical that questions of such a kind involve measurements having one or another specific structure. The latter often allows us to improve entropic bounds that follow from uncertainty relations of sufficiently general scope. Quantum designs have found use in many issues of quantum information theory, whence uncertainty relations for related measurements are of interest. In this paper, we obtain uncertainty relations in terms of min-entropies and Rényi entropies for POVMs assigned to a quantum design. Relations of the Landau–Pollak type are addressed as well. Using examples of quantum designs in two dimensions, the obtained lower bounds are then compared with the previous ones. An impact on entropic steering inequalities is briefly discussed.
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1. Introduction

The Heisenberg uncertainty principle [1] is widely recognized as a fundamental scientific concept. Since the first formal derivations of Kennard [2] and Robertson [3] appeared, many approaches and scenarios were addressed [4, 5]. In effect, the Heisenberg thought experiment with microscope should be treated as dealing with successive measurements. The scenario with successive measurements [6, 7] differs from the preparation one, when repeated trials with the same quantum state are dealt with [8]. An important question is how to characterize properly the amount of uncertainties in quantum measurements. The usual way in terms of lower bound on the product of variances has been criticized for several reasons [9, 10]. As an alternative, uncertainty bounds on the sum of variances were examined [11, 12]. Entropic uncertainty relations are currently the subject of active researches [13–17]. This approach allows us to strengthen uncertainty relations due to quantum side information [18–20] and connect them...
to fundamental properties of relative entropies [21]. Majorization technique is one of powerful tools to formulate the uncertainty principle [22–26]. Another way to find good entropic bounds is based on a direct optimization [27, 28]. Uncertainty relations for successive measurements have also been studied within the entropic approach [29–32].

Protocols of quantum information processing often deal with measurements having some special inner structure. Mutually unbiased bases are an especially important example reviewed, e.g., in the paper [33]. Symmetric informationally complete measurements (SIC-POVMs) give another helpful tool for manipulating quantum carriers of information. As the authors of [34] showed, the SIC-POVM problem is closely related to the concept of $t$-designs. The existence of SIC-POVMs can be studied both analytically and numerically, so that the list of solutions is permanently growing [35, 36]. The claim that SICs exist in every finite dimension is known as Zauner’s conjecture in its weakest form [37]. It is linked to a lot of purely mathematical questions, some of them are discussed in [38–41]. Initially, spherical $t$-designs on the unit sphere with some applications were studied in [42]. Quantum $t$-designs also known as complex projective designs have been examined for several reasons [43, 44]. In general, $t$-designs in projective spaces were considered in [45]. The concept of designs is shown to be useful for a wide range of information-theoretic applications [46–51].

Due to an interesting structure of quantum designs and their possible role in emerging technologies, we have come across several questions. In particular, one aims to characterize the amount of uncertainty in related quantum measurements. In comparison with the known general formulations, more accurate estimates can be given for quantum designs. Recently, the authors of [52] addressed entropic uncertainty relations for POVMs assigned to a quantum design. The used method is based on the monotonicity of certain vector norms. It also allows one to write uncertainty relations in terms of min-entropies. In general, these relations are not optimal. As was discussed in [53], for measurements with a special structure we can enhance an estimation of the corresponding min-entropies. For MUBs and SIC-POVMs, this improvement holds due to estimating indices of coincidence. It turns out that a similar approach can be developed for quantum designs. Although formulation becomes more complicated, the key idea is very similar to what was exploited in [53]. In effect, additional details are not difficult from the viewpoint of calculations.

The aim of this work is to study Rényi formulation of uncertainty relations for POVMs assigned to a quantum design. The proposed method mainly concentrates on a good estimation of min-entropies. It is a natural development of the idea considered in [53]. Due to a non-obvious application of Jensen’s inequality, one can estimate the maximal probability from above. This estimate also allows us to improve entropic uncertainty relations for other values of the entropic parameter. The paper is organized as follows. The preliminary material on quantum designs is reviewed in section 2. In particular, we summarize some results on quantum designs and recall the used entropic functions. Section 3 is devoted to formulation of main results of the paper. In section 4, we consider examples of application to concrete quantum designs as well as the comparison with the previously given entropic bounds. An application to entropic steering inequalities is briefly discussed. In section 5, we conclude the paper with a summary of the results.

2. Definitions and notation

In this section, we review the required material concerning quantum designs and used entropies. Several equivalent ways to define quantum designs were discussed in the literature. This concept can be treated as an extension of the analog structure on spheres in $\mathbb{R}^d$. A spherical $t$-design is a finite set of normalized real vectors such that the average value of any $t$th order polynomial
over this set is equal to the average over all normalized vectors in $\mathbb{R}^d$. The original motivation for studying these objects came from the numerical evaluation of multi-dimensional integrals [54].

In the finite-dimensional Hilbert space $\mathbb{C}^d$, one considers lines passing through the origin, which form the complex projective space $\mathbb{C}P^{d-1}$ [43]. Up to a phase, each line is represented by a unit vector $|\phi_k\rangle$ in $\mathbb{C}^d$. For a general discussion of complex projective spaces and related topics, see chapter 4 of [55]. The set $D = \{ |\phi_k\rangle : |\phi_k\rangle \in \mathbb{C}^d, \quad \langle \phi_k |\phi_k\rangle = 1, \quad k = 1, \ldots, K\}$ is a complex projective $t$-design, when the following property holds [43]. For every real polynomial $P_t$ of degree at most $t$, the average value over $D$ is equal to the average value over all normalized vectors of $\mathbb{C}^d$, viz.

$$\frac{1}{K} \sum_{j=1}^{K} P_t\left( |\langle \phi_j |\phi_k \rangle|^2 \right) = \int \int d\mu(\psi) d\mu(\psi') P_t\left( |\langle \psi |\psi' \rangle|^2 \right).$$  \hfill (1)

By $\mu(\psi)$, one denotes here the unique unitarily-invariant probability measure on $\mathbb{C}P^{d-1}$ induced by the Haar measure on the corresponding unitary group. It is seen from the above definition that each $t$-design is also an $s$-design with $s \leq t$. It follows from the results of [56] that $t$-designs in $\mathbb{C}P^{d-1}$ exist for all $t$ and $d$. Examples with smallest number of vectors are certainly difficult to construct. Even if the smallest number of points is not required, there is no general strategy to generate designs in all respective cases. In more detail, these questions are discussed in [57, 58]. In effect, there exist important examples that are widely used in applications. The concept of quantum designs is naturally connected to the problem of building SIC-POVMs and tight rank-one informationally complete POVMs [34, 43].

Complex projective designs have a lot of interesting properties. For a $t$-design, one has [43]

$$\frac{1}{K} \sum_{k=1}^{K} |\phi_k\rangle \langle \phi_k |^{\otimes t} = D_d^{(t)} \Pi_{\text{sym}}^{(t)},$$  \hfill (2)

where $\Pi_{\text{sym}}^{(t)}$ is the projector onto the symmetric subspace of $(\mathbb{C}^d)^{\otimes t}$. The number $D_d^{(t)}$ is the inverse of dimensionality of the symmetric subspace, namely

$$D_d^{(t)} = \left( \binom{d+t-1}{t} \right)^{-1} = \frac{t! \cdot (d-1)!}{(d+t-1)!}.$$  \hfill (3)

The role of projector $\Pi_{\text{sym}}^{(t)}$ was often emphasized in the literature. In principle, the formula (2) can be used as equivalent definition of a quantum $t$-design [43]. For the given $t$, this formula can be applied for all positive integers $s \leq t$. In particular, substituting $t = 1$ results in

$$\frac{d}{K} \sum_{k=1}^{K} |\phi_k\rangle \langle \phi_k | = 1_d.$$  \hfill (4)

Thus, unit vectors $|\phi_k\rangle$ lead to a resolution of the identity in $\mathbb{C}^d$. In principle, there may be several ways to assign a set of POVMs to the given $t$-design. These ways are unknown a priori, without an explicit consideration of kets $|\phi_k\rangle$. The only obvious case is to take the complete set $E$ consisting of operators

$$E_k = \frac{d}{K} |\phi_k\rangle \langle \phi_k |.$$  \hfill (5)
We shall also address the case, when $M$ rank-one POVMs $\{E^{(m)}\}_{m=1}^M$ can be assigned to the given quantum design. Each of these POVMs consist of $n$ operators of the form

$$E^{(m)}_j = \frac{d}{n} |\phi^{(m)}_j\rangle \langle \phi^{(m)}_j|.$$  

(6)

Here, the numbers $n$ and $M$ are connected by $K = nM$. In the following, we will discuss an example of quantum design, in which the kets form a set of mutually unbiased bases. When ways to choose a set of POVMs are determined, for each of them our method will give entropic uncertainty relations.

Let classical random variable $Z$ take values according to discrete probability distribution $\{p(z)\}$. For $0 < \alpha \neq 1$, the Rényi $\alpha$-entropy is defined as [59]

$$R_\alpha(Z) := \frac{1}{1-\alpha} \ln \left( \sum_z p(z)^\alpha \right).$$

(7)

This entropy does not increase with growth of $\alpha$. For a discussion of basic properties of (7), see section 2.7 of [55]. In the limit $\alpha \to 1$, the right-hand side of (7) reduces to the Shannon entropy. In general, information-theoretic functions of the Rényi type do not succeed all the properties of the standard functions. In more detail, these questions are discussed in [60–63]. In particular, some popular measures to quantify mutual information are not completely legitimate in the context of quantum cryptography [64]. Nevertheless, the use of parametrized entropic functions may often provide additional possibilities in analysis [10]. A utility of generalized entropies in application to combinatorial issues was shown in [65]. The limit $\alpha \to \infty$ gives the so-called min-entropy

$$R_\infty(Z) = - \ln (\max_z p(z)).$$

(8)

Uncertainty relations in terms of min-entropies with some application were discussed in [66, 67]. In the following, min-entropies will be used in posing uncertainty relations for quantum designs.

If the pre-measurement state is described by density matrix $\rho$ of unit trace, then the probability of $j$th outcome is equal to

$$p_j(E^{(m)}; \rho) = \frac{d}{n} \langle \phi^{(m)}_j | \rho | \phi^{(m)}_j \rangle.$$ 

(9)

Substituting (9) into (7) leads to the entropy $R_\alpha(E^{(m)}; \rho)$. It follows from (2) that, for any density matrix $\rho$ and the given $t$-design, one has [52]

$$\frac{1}{K} \sum_{k=1}^K \langle \phi_k | \rho | \phi_k \rangle^t = D_d^{(t)} \tr (\rho^{\otimes t} \Pi^{(t)}_{\text{sym}}).$$

(10)

Combining (9) with (10) then gives

$$\sum_{m=1}^M \sum_{j=1}^n p_j(E^{(m)}; \rho)^t = \left( \frac{d}{n} \right)^t \sum_{k=1}^K \langle \phi_k | \rho | \phi_k \rangle^t = K n^{-t} d^t D_d^{(t)} \tr (\rho^{\otimes t} \Pi^{(t)}_{\text{sym}}).$$

(11)

When a single POVM is assigned, we have $n = K$ and

$$\sum_{k=1}^K p_k(E; \rho)^t = K^{1-t} d^t D_d^{(t)} \tr (\rho^{\otimes t} \Pi^{(t)}_{\text{sym}}).$$

(12)
The formulas (11) and (12) also hold with $s = 2, \ldots, t$ instead of $t$. The authors of [52, 68] described how to express $\text{tr} \left( \rho^{\otimes t} \Pi_{\text{sym}}^{(t)} \right)$ as a sum of monomials of the moments $\text{tr} (\rho^s)$.

In particular, it holds that

$$\text{tr} \left( \rho^{\otimes 2} \Pi_{\text{sym}}^{(2)} \right) = \frac{1}{2} \left[ 1 + \text{tr}(\rho^2) \right],$$

(13)

$$\text{tr} \left( \rho^{\otimes 3} \Pi_{\text{sym}}^{(3)} \right) = \frac{1}{6} \left[ 1 + 3 \text{tr}(\rho^2) + 2 \text{tr}(\rho^3) \right],$$

(14)

$$\text{tr} \left( \rho^{\otimes 4} \Pi_{\text{sym}}^{(4)} \right) = \frac{1}{24} \left[ 1 + 6 \text{tr}(\rho^2) + 3 \text{tr}(\rho^3)^2 + 8 \text{tr}(\rho^3) + 6 \text{tr}(\rho^4) \right].$$

(15)

With growth of $t$, expressions of this kind become more complicated. It is useful to note that $d^{-1} D_d \text{tr} \left( \rho^{\otimes t} \Pi_{\text{sym}}^{(t)} \right) = 1$ finally gives

$$K^{1-t} \leq \sum_{k=1}^{K} p_k \left( E \mid \rho \right) \leq K^{1-t} d^{-1} D_d \text{tr} \left( \rho^{\otimes t} \Pi_{\text{sym}}^{(t)} \right).$$

(17)

The right inequality will be used to obtain state-independent uncertainty relations. In the following, we will deal with examples, where the right-hand side of (17) is sufficiently small in comparison with 1.

Finally, the main results of the paper [52] will be recalled. To avoid bulky expressions, we introduce the two parameters

$$\bar{\beta}_n = n^{1-t} d^{-1} D_d \text{tr} \left( \rho^{\otimes t} \Pi_{\text{sym}}^{(t)} \right),$$

(18)

$$\bar{\beta} = K^{1-t} d^{-1} D_d \text{tr} \left( \rho^{\otimes t} \Pi_{\text{sym}}^{(t)} \right).$$

(19)

The latter follows from (18) by substituting $n = K$. Let $M$ rank-one POVMs $E^{(m)}$ be assigned to the given $t$-design. For $\alpha \geq t$, the average $\alpha$-entropy satisfies [52]

$$\frac{1}{M} \sum_{m=1}^{M} R_\alpha \left( E^{(m)} \mid \rho \right) \geq \frac{\alpha}{t(1 - \alpha)} \ln \bar{\beta}_n.$$  

(20)

For the case of a single POVM, the above uncertainty relation reduces to

$$R_\alpha \left( E \mid \rho \right) \geq \frac{\alpha}{t(1 - \alpha)} \ln \bar{\beta},$$

(21)

These results are derived from (11) and (12) due to monotonicity of the vector $p$-norm and the function $y \mapsto -\ln y$. The inequalities (20) and (21) remain valid for $s$ instead of $t$ and $\alpha \geq s$, provided that integer $s$ lies between 2 and $t$. According to (20) and (21), the min-entropies obey

$$\frac{1}{M} \sum_{m=1}^{M} R_\infty \left( E^{(m)} \mid \rho \right) \geq \frac{1}{t} \ln \bar{\beta}_n,$$

(22)

$$R_\infty \left( E \mid \rho \right) \geq \frac{1}{t} \ln \bar{\beta}.$$  

(23)
As will be shown, the uncertainty relations (20)–(23) can be improved. The authors of [52] also formulated uncertainty relations in terms of Tsallis entropies. Such entropies are not considered in the following.

3. Main results

This section is devoted to deriving Rényi-entropy uncertainty relations for POVMs assigned to a quantum design. We begin with a discussion of min-entropy uncertainty relations. To obtain uncertainty relations from (11) and (12), we will use an auxiliary consideration. Let \( n \) positive numbers \( y_j \) obey the two relations

\[
\sum_{j=1}^{n} y_j = 1, \\
\sum_{j=1}^{n} y_j^t = \beta.
\]

(24)

(25)

It follows from the normalization (24) that \( n^{1-t} \leq \beta \leq 1 \). We aim to estimate maximum of the numbers \( y_j \) from above. For definiteness, we assume that these numbers are arranged in non-decreasing order, so that \( y_j \leq y_n \). By convexity of the function \( y \mapsto y^t \) for \( t > 1 \), one has

\[
\left( \frac{1}{n-1} \sum_{j=1}^{n-1} y_j \right)^t \leq \frac{1}{n-1} \sum_{j=1}^{n-1} y_j^t.
\]

(26)

Combining the left- and right-hand sides of (26) respectively with (24) and with (25) finally gives

\[
\frac{(1-y_n)^t}{(n-1)^t} \leq \beta - y_n^t.
\]

(27)

To estimate \( y_n \) from above, one should solve

\[
\frac{(1-y)^t}{(n-1)^{t-1}y} + \frac{y^t}{\beta} = 1.
\]

(28)

Restricting a consideration to the quadrant I, we wish to find coordinates of the intersection of the curve

\[
\frac{x^t}{(n-1)^{t-1}y} + \frac{y^t}{\beta} = 1
\]

with the straightforward line \( x + y = 1 \). The curve intersects the axes with the abscissa \( (n-1)^{1-t} \beta^{1/t} \) and with the ordinate \( \beta^{1/t} \). For even \( t \), the equation (29) gives an oval line symmetric with respect to both the axes. It bounds the convex set on the plane. The points of this oval line lie between the ellipse with the above semi-axes and the corresponding rectangle, closely to the latter. Here, we have two intersection points or one point of touching the line \( x + y = 1 \). With growth of even \( t \), the curve (29) will mimic a rectangle with rounded corners. For odd \( t \), the curve goes inside the mentioned rectangle only in the quadrant I. Beyond this quadrant, the curve tends to go along the asymptote

\[
y = -\frac{x}{(n-1)^{1-t}/t}.
\]

(30)
When $n > 2$, the latter intersects $x + y = 1$ in the quadrant IV. Hence, we conclude that there is two or three intersection points. In all the cases, we are interested in the point with maximal ordinate.

By $\Upsilon_{n-1}(\beta)$, we further denote the maximal real root of (28). Some properties of $\Upsilon_{n-1}(\beta)$ as a function of $\beta$ are discussed in appendix A. Let us mention a special case to be discussed explicitly. For $\beta = n^{1/r}$, the equation (28) has the root $y_n = 1/n$, so that

$$\Upsilon_{n-1}(n^{1/r}) = \frac{1}{n}.$$  \hspace{1cm} (31)

Writing the latter as $\beta^{1/(r-1)}$ with $t \geq 2$, one can expect concavity and increasing, at least in some neighborhood. The answer (31) is naturally explained as follows. For the maximally mixed state, we have $p_j(E^{(m)}; \rho_\beta) = 1/n$ irrespectively to $j$. Hence, the maximal probability is given by (31). For $n = K$, the left-hand side of (17) is also reached with the maximally mixed state.

For $t \geq 5$, one is generally unable to express $\Upsilon_{n-1}(\beta)$ analytically using radicals. On the other hand, for the given parameters the answer can always be found by appropriate numerical procedure with any desired accuracy. In the cases $t = 2, 3, 4$, we can express the answer in a closed analytic form. The case $t = 2$ is the simplest one, when

$$\Upsilon_{n-1}(\beta) = \frac{1}{n} \left( 1 + \sqrt{n - 1} \sqrt{n\beta - 1} \right).$$  \hspace{1cm} (32)

This result was derived and applied to uncertainty relations in the paper [53]. Some useful formulas for $t = 3$ are given in appendix B. Due to the above consideration, the following statement takes place.

**Proposition 1.** Let $M$ rank-one POVMs $E^{(m)}$, each with $n$ elements of the form (6), be assigned to a quantum $t$-design $}\{ |\phi_k\rangle\}_{k=1}^{K}$ in $d$ dimensions. If the pre-measurement state is described by the density matrix $\rho$, then

$$\frac{1}{M} \sum_{m=1}^{M} R_\infty(E^{(m)}; \rho) \geq - \ln \left( \Upsilon_{n-1}(\beta_m) \right),$$  \hspace{1cm} (33)

where $\Upsilon_{n-1}(\beta)$ denotes the maximal real root of (28) and $\beta_m$ is defined by (18).

**Proof.** It follows from the preliminary consideration that, for all $m = 1, \ldots, M$,

$$\max_j p_j(E^{(m)}; \rho) \leq \Upsilon_{n-1}(\beta_m),$$  \hspace{1cm} (34)

where

$$\beta_m = \sum_{j=1}^{n} p_j(E^{(m)}; \rho)^t.$$  

Combining (8) with (34) then gives $R_\infty(E^{(m)}; \rho) \geq - \ln \left( \Upsilon_{n-1}(\beta_m) \right)$, whence we write

$$\frac{1}{M} \sum_{m=1}^{M} R_\infty(E^{(m)}; \rho) \geq \sum_{m=1}^{M} \frac{1}{M} \left[ - \ln \left( \Upsilon_{n-1}(\beta_m) \right) \right] \geq - \ln \left( \sum_{m=1}^{M} \frac{1}{M} \Upsilon_{n-1}(\beta_m) \right) \geq - \ln \left( \sum_{m=1}^{M} \frac{\beta_m}{M} \right).$$  \hspace{1cm} (35)

$$\geq - \ln \left( \frac{M}{M} \right).$$  \hspace{1cm} (36)
The steps (35) and (36) respectively hold due to convexity and decreasing of the function $y \mapsto -\ln y$, with adding
\[
\sum_{m=1}^{M} \frac{1}{M} \Upsilon_{n-1}^{(i)}(\beta_m) \leq \Upsilon_{n-1}^{(i)} \left( \sum_{m=1}^{M} \frac{\beta_m}{M} \right).
\]
The latter is valid due to concavity of $\Upsilon_{n-1}^{(i)}(\beta)$ with respect to $\beta$ (this fact is shown in appendix A). Combining (36) with (11) and $K = nM$ completes the proof of (33).

When single POVM $E$ with $K$ elements (5) is assigned to the given $t$-design, the inequality (33) reduces to
\[
R_{\infty}(E; \rho) \geq -\ln \left( \Upsilon_{K-1}^{(i)}(\bar{\beta}) \right), \quad (37)
\]
where $\bar{\beta}$ is defined by (19). The results (33) and (37) provide state-dependent uncertainty relations in terms of min-entropies. In particular, the second one is expressed in terms of the single parameter (19). The result (37) cannot further be improved without using additional data about the actual pre-measurement state. As the function $y \mapsto -\ln y$ decreases, we also have
\[
\frac{1}{M} \sum_{m=1}^{M} R_{\infty}(E^{(m)}; \rho) \geq -\ln \left( \Upsilon_{n-1}^{(i)}(n^{1-t}d^{(i)}D) \right), \quad (38)
\]
\[
R_{\infty}(E; \rho) \geq -\ln \left( \Upsilon_{K-1}^{(i)}(K^{1-t}d^{(i)}D) \right). \quad (39)
\]
These state-independent formulations hold for all states and correspond to substituting the right-hand side of (17).

The presented method immediately leads to uncertainty relations of the Landau–Pollak type. The original results of Landau and Pollak concern uncertainty in signal theory [69]. The authors of [10] gave reformulation to characterize the amount of uncertainty in projective quantum measurements. Extensions to POVM measurements were formulated in [70,71]. In contrast to projective measurements, for a single rank-one POVM we may have a non-trivial upper bound on the maximal probability. This takes place, when number of outcomes exceeds the dimensionality. Due to (34) and concavity of $\Upsilon_{n-1}^{(i)}(\beta)$ with respect to $\beta$, we obtain
\[
\frac{1}{M} \sum_{m=1}^{M} \max_j p_j(E^{(m)}; \rho) \leq \sum_{m=1}^{M} \frac{1}{M} \Upsilon_{n-1}^{(i)}(\beta_m) \leq \Upsilon_{n-1}^{(i)}(\bar{\beta}), \quad (40)
\]
\[
\max_k p_k(E; \rho) \leq \Upsilon_{K-1}^{(i)}(\beta). \quad (41)
\]
These relations can be used in formulating criteria to characterize entanglement or steerability. For instance, the writers of [72] considered separability conditions based on the Landau–Pollak uncertainty relation.

The Newton–Raphson method is a well-known numerical algorithm for finding roots of equations. In application to $f(y) = 0$ with some initial guess $y^{(0)}$, this method gives a correction
\[
y^{(1)} - y^{(0)} = -\frac{f(y^{(0)})}{f'(y^{(0)})}. \quad (42)
\]
The value $y^{(1)}$ is a better approximation of the root than $y^{(0)}$. By repeating such steps, one is able to improve approximations successively. In order to calculate $\Upsilon_{n-1}^{(i)}(\bar{\beta})$, we can start the
Proposition 2. Let $M$ rank-one POVMs $\mathcal{E}^{(m)}$, each with $n$ elements of the form (6), be assigned to a quantum $t$-design $\mathcal{D} = \{ | \phi_k \rangle \}_{k=1}^{K}$ in $d$ dimensions. For $\alpha \geq t$, it holds that

$$
\frac{1}{M} \sum_{m=1}^{M} R_{\lambda}(\mathcal{E}^{(m)}; \rho) \geq \frac{\alpha - t}{\alpha - 1} \ln \left( \frac{\beta_n}{t - \bar{\beta}_n} \right) - \frac{\bar{\beta}_n}{\alpha - 1},
$$

where $\bar{\beta}_n$ is defined by (18).

In the case of interest, we use the function $y \mapsto (n - 1)y^{1/n} + (1 - y)(n - 1)^{1/n}$. The latter is obviously convex and increasing for $y > 1/n$. Substituting $\bar{\beta}_n^{1/n}$ then implies a positive value of the function, which should vanish for the desired point. Since the Newton–Raphson method replaces the function with its tangent line, the first step will result in the term that exceeds the root due to convexity. In other words, we have

$$
\Upsilon^{(0)}_{n-1}(\bar{\beta}_n) \leq \Upsilon^{(0)}_{n-1}(\bar{\beta}_n) = \bar{\beta}_n^{1/n} - \frac{1}{(n - 1)(\bar{\beta}_n^{1/n} - 1) + \bar{\beta}_n^{1/n}}.
$$

This explicit expression is slightly complicated, but quite suitable to calculate. Combining (33) and (37) with (44), one gets

$$
\frac{1}{M} \sum_{m=1}^{M} R_{\lambda}(\mathcal{E}^{(m)}; \rho) \geq -\ln \left( \Upsilon^{(0)}_{n-1}(\bar{\beta}_n) \right),
$$

$$
R_{\lambda}(\mathcal{E}; \rho) \geq -\ln \left( \Upsilon^{(0)}_{K-1}(\bar{\beta}) \right).
$$

That is, one Newton–Raphson step gives valid inequalities whose right-hand sides can be expressed analytically. Due to positivity and convexity, repeated steps of such a kind will further improve our result. However, the corresponding expressions are sufficiently bulky.

Due to (33), we can also estimate the average $\alpha$-entropy from below for all $\alpha \geq t$. This is obtained by some extension of the reasons proposed in [73]. For $\alpha \geq t$, we merely write

$$
\sum_{z} p(z)^{\alpha} \leq (\max p(z))^{\alpha-t} \sum_{z} p(z)^{t}.
$$

The latter together with (7) implies

$$
R_{\lambda}(Z) \geq \frac{\alpha - t}{\alpha - 1} R_{\lambda}(Z) + \frac{t - 1}{\alpha - 1} R_{\lambda}(Z),
$$

whenever $\alpha \geq t \geq 1$. It follows from (20) that

$$
\frac{1}{M} \sum_{m=1}^{M} R_{\lambda}(\mathcal{E}^{(m)}; \rho) \geq \frac{\ln \bar{\beta}_n}{t - 1}.
$$

Combining (33), (48) and (49), we have arrived at a conclusion.

Proposition 2. Let $M$ rank-one POVMs $\mathcal{E}^{(m)}$, each with $n$ elements of the form (6), be assigned to a quantum $t$-design $\mathcal{D} = \{ | \phi_k \rangle \}_{k=1}^{K}$ in $d$ dimensions. For $\alpha \geq t$, it holds that

$$
\frac{1}{M} \sum_{m=1}^{M} R_{\lambda}(\mathcal{E}^{(m)}; \rho) \geq \frac{\alpha - t}{\alpha - 1} \ln \left( \Upsilon^{(0)}_{n-1}(\bar{\beta}_n) \right) - \frac{\bar{\beta}_n}{\alpha - 1},
$$

where $\Upsilon^{(0)}_{n-1}(\bar{\beta})$ denotes the maximal real root of (28) and $\bar{\beta}_n$ is defined by (18).
When single POVM $\mathcal{E}$ with $K$ elements (5) is assigned to the given $t$-design, the inequality (50) reduces to

$$R_\alpha(\mathcal{E}; \rho) \geq \frac{\alpha - t}{\alpha - 1} \ln \left( \frac{\Upsilon^{(t)}(\bar{\beta})}{\alpha - 1} \right) - \ln \frac{\bar{\beta}}{\alpha - 1}. \quad (51)$$

where $\bar{\beta}$ is defined by (19). Substituting $\bar{\beta}_n = n^{1-t}d^t D_n^{(t)}$ into (50) leads to the state-independent formulation

$$\frac{1}{M} \sum_{m=1}^{M} R_\alpha(\mathcal{E}^{(m)}; \rho) \geq \frac{\alpha - t}{\alpha - 1} \ln \left( \frac{\Upsilon^{(t)}(n^{1-t}d^t D_n^{(t)})}{\alpha - 1} \right) - \ln \frac{n^{1-t}d^t D_n^{(t)}}{\alpha - 1}. \quad (52)$$

Let us compare new entropic bounds with the previous ones. For brevity, we focus on the results (21) and (51). It is instructive to apply them to the maximally mixed state $\rho^*$. Using $\bar{\beta} = K^{1-t}$ and (31), one gets

$$R_\alpha(\mathcal{E}; \rho^*) \geq \frac{\alpha - t}{\alpha - 1} \ln K + \frac{t - 1}{\alpha - 1} \ln K = \ln K. \quad (53)$$

In other words, the uncertainty relation (51) is saturated with the maximally mixed state. At the same time, the relation (21) reads here as

$$R_\alpha(\mathcal{E}; \rho^*) \geq \frac{\alpha(t - 1)}{t(\alpha - 1)} \ln K. \quad (54)$$

Restricting to $\alpha \geq t$, the latter coincides with (53) only for $\alpha = t$. For sufficiently large $\alpha$, the difference between these bounds is approximately $\ln K/t$. Thus, the result (51) sometimes provides a considerable improvement of (21). Taking $\alpha = \infty$, the ratio of the right-hand sides of (53) and (54) is $t/(t - 1)$. The latter implies 1.5 for 3-designs and 1.25 for 5-designs. For other states, when $\bar{\beta} > K^{1-t}$, the amount of improvement is lesser. Nevertheless, the inequality (51) is stronger than (21). In a similar manner, the result (50) somehow enhances (20).

4. Examples of uncertainty bounds for quantum designs

In this section, we consider examples of application of the developed method to concrete quantum designs in two dimensions. The short description of these designs in terms of components of the Bloch vector can be found in [52]. The corresponding vertices form some polyhedron. We will mainly focus on the case of single assigned POVM. It is instructive to visualize distinctions between the lower estimates (23), (37), and (46). Note that the right-hand side of (46) can be treated as an improvement of (23) within the first Newton–Raphson step. In general, the significance of correction depends on the quantity (19).

Let us begin with the 3-design with $K = 6$ vertices forming an octahedron. The quantity $\Upsilon_3^{(t)}(\bar{\beta})$ is calculated in line with the formulas listed in appendix B. In figure 1, we plot the lower bounds (23), (37), and (46). In general, the improvement due to both the formulas (37) and (46) is considerable. The right-hand sides of (37) and (46) are close for pure states and states with a low mixedness. Here, these results enhance the right-hand side of (23) by values of order 7%. For small values of $\bar{\beta}$, when the measured state is close to the maximally mixed one, we see essential distinctions between all the three uncertainty bounds. Due to (37), we improve the lower entropic bound in comparison with (23) approximately 1.5 times. Overall, the results (37) and (46) provide a good improvement.
Figure 1. The three lower bounds on the min-entropy versus the parameter (19) for the 3-design. For convenience of presentation, the abscissa shows $10^{-\beta}$.

The example with octahedron is interesting in additional respect due to the following. The considered 3-design is formed by eigenstates of the Pauli matrices. That is, the complete set of three mutually unbiased bases are assigned to this 3-design. Entropic uncertainty relations for such bases have attracted a lot of attention. The three bases associated with Pauli’s matrices are traditionally used as a test. Restricting a consideration to min-entropies, we shall discuss them in more detail. Substituting $M = 3$ and $n = 2$, the formula (33) reads as

$$
\frac{1}{3} \sum_{m=1}^{3} R_{\infty}(E^{(m)}; \rho) \geq \ln \left( \frac{\sqrt{3} \ + \ (4 \beta_2 - 1)^{1/2}}{2\sqrt{3}} \right),
$$

(55)

where we used (B.4). One has $\beta_2 = \left[ 1 + 3 \tr(\rho^2) + 2 \tr(\rho^3) \right] / 12$ due to (14) and (18). The relation (55) should be compared with the inequality

$$
\frac{1}{3} \sum_{m=1}^{3} R_{\infty}(E^{(m)}; \rho) \geq \ln \left( \frac{2}{\sqrt{3} + \sqrt{2} \tr(\rho^2) - 1} \right),
$$

(56)

which follows from (22). Another uncertainty relation in terms of the purity $\tr(\rho^2)$ was proved in [53]. For $M = 3$ and $d = 2$, it reads as

$$
\frac{1}{3} \sum_{m=1}^{3} R_{\infty}(E^{(m)}; \rho) \geq \ln \left( \frac{2\sqrt{3}}{\sqrt{3} + \sqrt{2} \tr(\rho^2) - 1} \right).
$$

(57)

Dealing with two dimensions, we have $\beta_2 = 0.5 - \lambda + \lambda^2$ and $\tr(\rho^2) = 1 - 2\lambda + 2\lambda^2 = 2/\beta_2$, where $\lambda$ is the minimal eigenvalue of $\rho$. Hence, the right-hand side of (55) is equal to the right-hand side of (57). In other words, the result (55) reproduces the previous one from [53]. Note that both the inequalities (55) and (57) are based on an estimation of the
maximal probability from above. To compare these inequalities with (56), we plot the lower bounds on the average min-entropy in figure 2. For a unification with other pictures, the curve $\beta_2 \mapsto -\ln \left( \bar{\Upsilon}_1^{(3)}(\beta_2) \right)$ is also shown. In effect, the picture is generally similar to what is seen in figure 1. Distinctions between estimates are maximal on the left point, when $\beta_2$ takes its minimal acceptable value. For very mixed states, the inequalities (55) and (57) exceed the right-hand side of (56) almost 1.5 times. For pure states, our curves improve the right-hand side of (56) by values of order 3%.

The following example is the $5$-design with $K = 12$ vertices forming an icosahedron. The quantity $\Upsilon_1^{(5)}(\beta)$ was calculated by means of the Newton–Raphson method. In figure 3, we plot the bounds (23), (37), and (46) for this example. Like the example with octahedron, the improvement due to both the formulas (37) and (46) turns out to be significant. In effect, the difference between (37) and (46) is maximal for sufficiently mixed states. For pure states, these results enhance the right-hand side of (23) by values of order 1%. For small values of $\beta$, the right-hand side of (37) exceeds the lower entropic bound (23) approximately 1.25 times. In general, reached improvements are considerable. Even in the state-independent formulation, they are of interest.

There is also the 5-design with $K = 30$ vertices forming an icosidodecahedron. On the average, actual values of probabilities becomes lesser in view of increased number of outcomes. In addition, acceptable values of the parameter (19) are lesser than in the previous example. In figure 4, we plot the bounds (23), (37), and (46) for the example with icosidodecahedron. The general picture is quite similar to what is seen on figure 3. When $\beta$ is close to its maximal acceptable value, the difference between (37) and (23) is relatively small, whereas the lower bounds (37) and (46) become coinciding. For small values of $\beta$, distinctions between the three bounds are significant too. Overall, this example also characterizes a performance of the uncertainty relations (37) and (46).

We have compared the uncertainty relations (23), (37), and (46) within the three examples of
quantum designs in two dimensions. It turned out that both the results (37) and (46) allow us to reach improved bounds. In the state-independent formulation, there is no essential distinctions between the results (37) and (46). When we know \( \tr (\rho^{\beta \Pi_{\text{sym}}}) \) exactly or approximately, the uncertainty relation (37) is clearly preferable. The difference between the new bounds and (23) is minimal for pure states, when \( \beta = K^{1/K'} \). For \( d = 2 \), this difference is comparatively small. It can be estimated due to the formulation (46). Indeed, we have

\[
- \ln \left( \tilde{\Upsilon}_{K-1}^{(\beta)} \right) + \frac{1}{t} \ln \beta = - \ln \left( 1 - \chi_{K-1}^{(\beta)} \right) \geq \chi_{K-1}^{(\beta)},
\]

Substituting \( \beta = K^{1/K'} \), we can estimate the mentioned difference. Overall, the quantity \( \chi_{K-1}^{(\beta)} \) per se provides sufficiently precise characterization. The result (58) gives a simple tool of comparing the two state-independent formulations for quantum designs with other values of \( d \) and \( K \).

The derived uncertainty relations directly lead to entropic steering inequalities. The phenomenon of steering initially noticed by Schrödinger was rigorously formalized in [74]. For a general discussion of this important issue, see the review [75] and references therein. The writers of [76] focused on steering inequalities involving two entropies, but an extension to more items is straightforward [52]. The following conditions were formulated in [76]. First, the considered entropic uncertainty relations should be true, when they are conditioned on a classical random variable. The respective argument in application to Rényi entropies was presented in [76]. Second, the considered entropies should be non-increasing under conditioning on additional information. In view of the first restriction, we have to use the state-independent formulation of uncertainty relations.

![Figure 3](image_url)  
Figure 3. The three lower bounds on the min-entropy versus the parameter (19) for the 5-design with 12 vertices. For convenience of presentation, the abscissa shows \( 10^3 \bar{\beta} \).
To convert (50) into entropic steering inequality, a conditional form of the Rényi entropy should be incorporated. There is no generally accepted definition of conditional Rényi entropy [77, 78]. For a non-negative real order $\alpha$, Arimoto [79] suggested the definition

$$R_{\alpha}(X|Z) := \frac{\alpha}{1-\alpha} \ln \left\{ \sum_z p(z) \left( \sum_x p(x|z)^\alpha \right)^{1/\alpha} \right\}. \quad (59)$$

The corresponding conditional min-entropy is written as [80]

$$R_{\alpha}(X|Z) := -\ln \left( \sum_z p(z) \max_x p(x|z) \right). \quad (60)$$

Properties of these entropies with some applications are discussed in [78, 80]. In particular, the above conditional entropy cannot increase under conditioning on additional information. This property was originally proved by Arimoto [79] and reconsidered later in [78]. So, the entropies (59) and (60) obey the second condition formulated in [76].

Suppose that Alice and Bob share a bipartite quantum state $\rho_{AB}$, and repeat this any number of times. Alice performs on her subsystem a measurement chosen from the set of POVMs $\{F^{(m)}\}_{m=1}^M$. So, the actual state of Bob’s subsystem is conditioned on Alice’s result. Bob’s conditioned state is subjected to a measurement chosen accordingly from the set $\{E^{(m)}\}_{m=1}^M$. We consider measurements assigned to a quantum $t$-design. Using the generated probabilities and side information from Alice, Bob takes the conditional $\alpha$-entropies $R_{\alpha}(E^{(m)}|F^{(m)})$ according to (59). The latter depends on a shared state, though we do not mark this dependence explicitly.
Following the approach of [52, 76], the inequality (52) leads to
\[
\frac{1}{M} \sum_{m=1}^{M} R_{\alpha} (\mathcal{E}^{(m)} | \mathcal{X}^{(m)}) \geq - \frac{\alpha - t}{\alpha - 1} \ln \left( \frac{\Upsilon_{n-1} (n^{1-t} d^{t})}{\alpha - 1} \right).
\]
(61)

where \( \alpha \geq t \). The entropic steering inequality (61) allows us to enhance somehow the steering inequalities given in [52]. Due to the state-independent form of (40), we have another steering inequality
\[
\frac{1}{M} \sum_{m=1}^{M} \sum_{\ell} p_{\ell} \left( \mathcal{E}^{(m)} ; \rho_{A} \right) \max_{j} p_{j} \left( \mathcal{E}^{(m)} ; \rho_{AB}^{(m)} \right) \leq \Upsilon_{n-1} \left( (n^{1-t} d^{t})^{(i)} \right),
\]
(62)

where the reduced densities are defined by \( \rho_{A} = \text{tr}_{B} (\rho_{AB}) \) and
\[
p_{\ell} \left( \mathcal{E}^{(m)} ; \rho_{A} \right) \rho_{AB}^{(m)} = \text{tr}_{A} \left\{ \left( F_{\ell}^{(m)} \otimes 1_{d} \right)^{1/2} \rho_{AB} \left( F_{\ell}^{(m)} \otimes 1_{d} \right)^{1/2} \right\}.
\]
(63)

In principle, relations in terms of maximal probabilities may be more suitable in some questions. Applications of (40) and (41) to posing entanglement and steerability criteria could be the subject of separate research.

5. Conclusions

New uncertainty relations in terms of Rényi entropies were derived for POVM measurements assigned to a quantum design. The method used is a natural extension of the argument proposed in [53]. The principal point is to estimate from above the average maximal probability. It is possible due to the fact that the sum of powers \( t \) of rescaled probabilities is calculated exactly for a quantum \( t \)-design. The corresponding answer is expressed via trace of the projector onto the symmetric subspace of \( t \)-fold tensor-product space. Using done estimate of the average maximal probability, we immediately obtain uncertainty relations in terms of min-entropies as well as relations of the Landau–Pollak type. Moreover, one has easily obtained lower bounds on the average \( \alpha \)-entropy for arbitrary \( \alpha \geq t \).

The presented uncertainty relations are expressed in terms of specific root of algebraic equation of power \( t \). Except for simple cases, this root cannot be expressed analytically using radicals. Nevertheless, the Newton–Raphson method is quite applicable in all particular situations. On the other hand, the first Newton–Raphson step leads to the explicit bound written analytically. Moreover, such an estimation is sufficiently good in the state-independent formulation. It must be stressed that for the maximally mixed state our lower bound on the min-entropy is saturated. A utility of the new bounds was demonstrated within several examples of quantum designs in two dimensions. Also, we briefly discussed steering inequalities based on the derived uncertainty relations.

Appendix A. Some properties of roots of the interest

This appendix aims to show that, for fixed \( t \) and \( n \), the quantity \( \Upsilon_{n-1} (\beta) \) is increasing and concave with respect to \( \beta \). We restrict our consideration to the case \( t \geq 2 \) and \( n \geq 2 \). Let us
consider the equation

\[(n - 1)^{y-1}y' + (1 - y)y' = (n - 1)^{y-1} \beta. \tag{A.1} \]

The quantity \(\mathcal{T}^{(3)}_{n-1}(\beta)\) is defined as the maximal real root of this equation. Taking the derivative of both sides of (A.1) with respect to \(\beta\) gives

\[t \frac{\partial y}{\partial \beta} [(n - 1)^{y-1}y^{y-1} - (1 - y)y^{y-1}] = (n - 1)^{y-1}. \tag{A.2} \]

The equality \((n - 1)^{y-1}y^{y-1} = (1 - y)y^{y-1}\) implies \(y = 1/n\), whence \((n - 1)^{y-1}y^{y-1} > (1 - y)y^{y-1}\) for \(y > 1/n\). Combining this with (A.2) results in the inequality \(\partial y/\partial \beta > 0\). For the second derivative, we get

\[t \frac{\partial^2 y}{\partial \beta^2} [(n - 1)^{y-1}y^{y-1} - (1 - y)y^{y-1}] \]

\[+ t(t - 1) \left( \frac{\partial y}{\partial \beta} \right)^2 [(n - 1)^{y-2}y - (1 - y)y^{-2}] = 0. \tag{A.3} \]

For the considered ranges of variables, we see the following. The multiplier of the second derivative and the second summand in the left-hand side of (A.3) are both non-negative. Hence, we finally obtain \(\partial^2 y/\partial \beta^2 \leq 0\) as claimed.

**Appendix B. Exact expressions for the cubic case**

In this section, we present auxiliary formulas for the case \(t = 3\). According to the standard treatment, the cubic equation of interest is transformed to the reduced form

\[\xi^3 + p\xi + q = 0, \quad \mathcal{T}^{(3)}_{n-1}(\beta) = \xi - \frac{1}{n^2 - 2n}. \tag{B.1} \]

In our case, the coefficients are written as

\[p = -\frac{3(n - 1)^2}{(n^2 - 2n)^2}, \quad q = \frac{3n^2 - 6n + 2}{(n^2 - 2n)^3} + \frac{1 - (n - 1)^2\beta}{n^2 - 2n}. \tag{B.2} \]

The real root of the equation (B.1) is expressed in line with Cardano’s formula (see, e.g., sections 1.8–3 of the handbook [81]). Finally, the desired answer is posed by

\[\mathcal{T}^{(3)}_{n-1}(\beta) = \sqrt{-\frac{q}{2} + \sqrt{Q}} + \sqrt{-\frac{q}{2} - \sqrt{Q}} - \frac{1}{n^2 - 2n}, \quad Q = \left(\frac{p}{3}\right)^3 + \left(\frac{q}{2}\right)^2. \tag{B.3} \]

In the case considered, one should use the principal cube root given that the argument of complex numbers is taken between \(-\pi\) and \(+\pi\). The cubic equation has three real roots of which at least two are equal, or three different real roots, if \(Q\) is zero or negative, respectively [81]. The latter is in agreement with the notes given right after (30). The above expressions are not suitable for \(n = 2\). For \(n = 2\) and odd \(t\), the equation (A.1) reduces to the power \(t - 1\). Substituting \(n = 2\) and \(t = 3\) into (A.1) leads to the equation \(3y^2 - 3y + 1 = \beta\), whence

\[\mathcal{T}^{(3)}_1(\beta) = \frac{1}{2} + \sqrt{\frac{4\beta - 1}{12}}. \tag{B.4} \]
In a similar manner, one can treat the quartic case. There exist several formulations, mainly due to Ferrari, Descartes and Euler. Explicit easy-to-handle expressions using radicals are presented in [82]. We refrain from reproducing the details here.
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