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In this paper, we present a new approach which qualifies or not a solution found by a heuristic as a potential optimal solution. Our approach is based on the following observation: for a minimization problem, the number of admissible solutions decreases with the value of the objective function. For the Graph Coloring Problem (GCP), we confirm this observation and present a new way to prove optimality. This proof is based on the counting of the number of different k-colorings and the number of independent sets of a given graph G.

Exact solutions counting problems are difficult problems (#P-complete). However, we show that, using only randomized heuristics, it is possible to define an estimation of the upper bound of the number of k-colorings. This estimate has been calibrated on a large benchmark of graph instances for which the exact number of optimal k-colorings is known.

Our approach, called optimality clue, build a sample of k-colorings of a given graph by running many times one randomized heuristic on the same graph instance. We use the evolutionary algorithm HEAD [26], which is one of the most efficient heuristic for GCP.

Optimality clue matches with the standard definition of optimality on a wide number of instances of DIMACS and RBCII benchmarks where the optimality is known. Then, we show the clue of optimality for another set of graph instances.

Optimality Metaheuristics Near-optimal.

1 Introduction

For a given integer \( k \geq 1 \), a \( k \)-coloring of a given graph \( G = (V, E) \) is an assignment of one of \( k \) distinct colors to each vertex \( v \in V \) in the graph, so that no two adjacent vertices (linked by an edge \( e \in E \)) are given the same color. The Graph Coloring Problem (GCP) is to find, for a given graph \( G \), its chromatic number \( \chi(G) \) corresponding to the smallest \( k \) such that there exists a \( k \)-coloring of \( G \). GCP is NP-hard [19] for \( k \geq 3 \). The \( k \)-coloring problem (\( k \)-CP) is the associated decision problem. For an optimization problem which is NP-hard, there is no efficient polynomial-time exact algorithm to solve it, unless \( P=NP \). Therefore for large size instances of a minimization NP-hard problem, the exact algorithms must be stopped before their end. In this case, exact algorithms such as branch and bound methods find a lower bound of the optimal value of the objective function. Heuristic approaches are then the only ways to find, in reasonably fast running-time, a “good” solution in terms of objective function value, i.e. an upper bound of the optimal value. However, even if an admissible solution is found, its distance to the optimal solution remains unknown, except for approximation algorithms.\(^1\) The optimality gap is the different between the upper bound (found by a heuristic) and the lower bound (found by a partial exact method). Optimality is proven only when this gap is equal to zero. Unfortunately for large size instances of an NP-hard problem, this gap is often important. It is particularly true for challenging instances [15, 26] of the GCP of the DIMACS benchmark [13]. This paper addresses the following question: What to do in this situation? Is it possible to prove optimality of a graph coloring problem instance using only heuristic algorithms?

The response is Yes, for specific class of graphs: for example, it exists efficient polynomial-time exact algorithms to find \( \chi(G) \) for interval graphs, chordal graphs, cographs [27, 31]. For some graphs like 1-perfect graphs\(^2\), for which the chromatic number \( \chi(G) \) is equal to the size of the maximum cliques \( \gamma(G) \), it is possible to solve the dual problem, the Maximum Clique Problem (MCP), with another heuristic and conclude to optimality if the size of the maximum clique found is equal to the smallest number of colors used for coloring \( G \) found also by a heuristic. In this specific case, the optimality gap (or duality gap between GCP and MCP) is zero.

\(^1\)Notice that it is still NP-hard to approximate \( \chi(G) \) within \( n^{1-\epsilon} \) for any \( \epsilon > 0 \) [33].

\(^2\)A perfect graph is a graph in which the chromatic number of every induced subgraph equals the size of the largest clique of that subgraph. 1-perfect graphs are more general than perfect graphs. There exists polynomial-time exact algorithms to find \( \chi(G) \) for perfect graphs [15], but slow in practice. Line graphs, chordal graphs, interval graphs or cographs are subclasses of perfect graphs.
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Figure 1: Number of colorings with exactly $k$ colors (blue bars) and number of total colorings with $k$ colors or less (red bars), noted $N(G,k)$ in function of $k = 16...30$, for a random graph with 30 vertices, density 0.9 and $\chi(G) = 16$.

Figure 2: Two 3-colorings $c_1$ and $c_2$ of the same graph with four vertices. These two colorings have to be considered identical because $d(c_1,c_2) = 0$ with $d$ the set-theoretic partition distance; we pass from one to the other, just by a permutation of color classes.

However, the response to the question is No, in general case; a heuristic finds approximate solutions (upper bound); although the coloring found may be optimal, it is not possible to prove this possible optimality. Therefore, the question become: what can be done better using only a heuristic than finding an approximate solution? Is it possible to define a kind of optimality index for a graph coloring problem instance?

One shows in this article that a heuristic does not only find an upper bound of $\chi(G)$ but that it is also able to count the number of different $k$-colorings (i.e. the number of admissible solutions having the same objective function value). Our approach is based on the fact that the number of different $k$-colorings decreases dramatically when the number of colors, $k$, decreases too. Indeed figure 1 gives a typical example of a random graph with 30 vertices, a density of 0.9 and $\chi(G) = 16$. The number of colorings with exactly $k$ colors (blue bars) and the total colorings with $k$ colors or less (red bars), noted $N(G,k)$, are exactly computed for all values from $k = 16$ to $k = 30$. $N(G,k)$ decreases exponentially when $k$ decreases to $\chi(G)$. One proves a theorem showing that when the number of $k$-colorings is lower than a given value (the number of independent sets of $G$), then we achieve the optimum: $\chi(G) = k$.

In this article, we try to apply the proposed theorem in order to prove optimality.

Brief solutions counting review

Our work tackles the problem of counting solutions of NP-complete problems which has been widely studied for boolean SATisfiability problem, called #SAT, or Constraint Satisfaction Problem (CSP), called #CSP; $k$-coloring problem is a special case of CSP. These problems are known as #P-complete [33]. A recent survey on #CSPs is done in [17]. Even if a problem is not NP-hard, the problem of solutions counting is often hard. Specific studies on counting solutions of $k$-CP are done in [16, 25]. Because the exact counting is in many cases a complex problem, statistical or approximate counting are often considered. Then, uniform sampling of the set of solutions problem is related to the problem of counting solutions. Many works are done on uniform or near uniform sampling like [11, 12, 32]. The objective is to count by sampling. Frieze and Vigoda [8] give a survey on the use of Markov Chain Monte Carlo algorithms for approximately counting the number of $k$-colorings. The features of ergodicity or quasi-ergodicity of the heuristics that guarantee an uniform sampling are deeply discussed in [8]. However, theoretical results are obtained with a high value of $k \geq \Delta$ where $\Delta$ is the maximum degree of the graph $G$ which is very far from $\chi(G)$ for challenging graphs. On the other hand, when tests are performed with $k = \chi(G)$ like in [7], the considered graph instances are often with more than $10^{30}$ k-colorings.

If the number of $k$-colorings is too high (higher than the number of independent sets), then it is not possible to apply our theorem. Therefore, in practice, our approach can be applied to graphs that do not have too many optimal colorings; we considered graphs with at most 1 million different optimal colorings.

To our knowledge, it is the first time that solutions counting are used to prove optimality. We define a procedure, called optimality clue, in order to apply the proposed theorem. First, we build a sample of $k$-colorings of a given graph $G$ by running many times (about 1,000 times) the same randomized heuristic algorithm. In this

---

3 An independent set is a subset of vertices of $G$, such that every two distinct vertices in the independent set are no adjacent.
study, we use \textsc{Heal4}\footnote{Open-source code available at: github.com/graphcoloring/HEAD}, our open-source memetic algorithm (i.e. hybridization of tabu search and evolutionary algorithm), which is very efficient heuristic solving GCP \cite{10}.

In this sample some colorings may appear several times and others only ones. The number of different \(k\)-colorings inside the sample is used to build an estimation of the total number of colorings with \(k\) colors. This estimator has been calibrated on a large benchmark of graph instances for which the number of optimal \(k\)-colorings is exactly known. Because we have no guarantee that the sampling is uniform, in the general case, therefore we have no guarantee that our estimator is always exact.

Moreover, building a sample of \(k\)-colorings is time-consuming, then the size of the sample should be "reasonable". Therefore, graphs for which our optimality clue can be calculated are graphs having not too many optimal \(k\)-colorings (i.e. about less than one million). Of course it is not possible to known a priori if a given graph has more or less than 1 million optimal colorings. Then, our approach provides a clue that a coloring found by the heuristic is perhaps optimal (positive conclusion) but never denies it (no negative conclusion): in many cases we can not have any conclusion.

This article is organized as follows. In Section 2 we present the new optimality proof for GCP based on solutions counting. Our general approach, called \textit{optimality clue}, is define in Section 3. In Section 4 we detail how we calculate the estimate of the number of \(k\)-colorings using benchmark graph instances. Numerical tests and experiments are presented in Section 5. Finally, we conclude in Section 6.

\section{Proof of Optimality by solutions counting}

Notice that there are different ways to count the \(k\)-colorings of a given graph \(G\). When counting the number of different \(k\)-colorings, we have to take into account the permutations of the color classes. We consider one \(k\)-coloring not as an assignment of one color among \(k\) to each vertex but as a partition of the vertices of the graph into \(k\) independent sets. An Independent Set (IS) or stable set is a set of vertices of \(G\), no two of which are adjacent. Two \(k\)-colorings \(c_1\) and \(c_2\) are considered identical if they correspond to the same partition of \(G\). The distance between two \(k\)-colorings that is taken into account is the set-theoretic partition distance used in \cite{10,11,20}, which is independent of the permutation of the color classes. In previous works about solutions counting of \(k\)-CP \cite{7}, authors counted the total number of \(k\)-colorings including all the permutactions like in the example of Figure 2, such a calculation of the number of different \(k\)-colorings is \(k!\) times higher than the way we count. This makes their methods inapplicable to our study. We write \(\Omega(G,k)\) the set of all \(k\)-colorings of the graph \(G\). A \(k\)-coloring can use exactly \(k\) colors or less, then \(\Omega(G,k)\subset\Omega(G,k)\). The cardinal of \(\Omega(G,k)\) is noted \(N(G,k)\).

Our approach is based on the following fact:

\textbf{Lemma 1} Let a graph \(G\) and an integer \(k\geq 1\). If there exists at least one \(k\)-coloring of \(G\), then there exists at least \(i(G)\) different \((k+1)\)-colorings of \(G\):

\[N(G,k+1)\geq i(G) - k + 1,\]

where \(i(G)\) is the number of independent sets of \(G\).

\textbf{Proof} Notice that a \(k\)-coloring of a graph \(G = (V,E)\) is a partition of \(|V|\) vertices into \(k\) IS. Indeed vertices colored with the same color inside a \(k\)-coloring are necessarily an IS. In other words, it is always possible to color all vertices of any IS with the same color. We note \(\text{IS}(G) = \{U\subset V \mid \forall x,y \in U,\ x \neq y \not\in E\}\) the set of all the IS of \(G\), then \(i(G) = |\text{IS}(G)|\).

Starting with one coloring of \(G\) with exactly \(k\) colors, for each independent set of \(G\) except for the \(k\) IS of the \(k\)-coloring, it is possible to recolor all vertices of this independent set with a new color (the \((k+1)\)th color). We obtain by this way one different \((k+1)\)-coloring for each different independent set, then we count at least a total of \(i(G) - k\) different colorings with exactly \((k+1)\) colors. Then, \(N(G,k+1)\geq i(G) - k + 1\) because we have to count also the starting \(k\)-coloring.

\[
\square
\]

Then, we obtain the following theorem:

\textbf{Theorem 1} Let a graph \(G\) and an integer \(k\geq 1\). Let \(N(G,k)\) the number of \(k\)-colorings of \(G\) and \(i(G)\) the number of independent sets of \(G\).

If \(i(G) - k > N(G,k) > 0\), then \(\chi(G) = k\).

\textbf{Proof} \(\chi(G) \leq k\) because \(N(G,k) > 0\). If \(\chi(G) < k\), it means that there exists at least one \((k-1)\)-coloring (i.e. \(N(G,k-1) > 0\)). If we add a new color, it is possible to consider this \((k-1)\)-coloring and to recolor any independent set of \(G\) with the new color, we obtain by this way \(i(G) - k\) different \(k\)-colorings (by Lemma 1). Therefore \(i(G) - k \geq N(G,k)\) which refute initial assumption.
For example, the studied graph in Figure 1 (30 vertices and density 0.9) has 38 different colorings with 16 colors: \( N(G, k = 16) = 38 \); moreover this graph has 78 IS: \( i(G) = 78 \), then the theorem is applicable with \( k = 16 \) because: \( i(G) - k = 78 - 16 = 62 > 38 = N(G, k) > 0 \). Then, thanks to the theorem we can conclude that \( \chi(G) = 16 \). Moreover, for \( k = 17 \), \( N(G, k = 17) = 3121 > i(G) - k = 61 \), so the theorem is not applicable.

**Corollary 1** Let a graph \( G \) and an integer \( k \geq 1 \). Let \( \overline{N}(G, k) \) an upper bound of the number of \( N(G, k) \) and \( j(G) \) a lower bound of \( i(G) \).

If \( N(G, k) > 0 \) and \( j(G) - k > \overline{N}(G, k) \), then \( \chi(G) = k \).

3 Optimality Clue

We propose in this paper to apply the corollary [1] so to find an appropriate upper bound of the number of \( k \)-colorings of \( G \), \( \overline{N}(G, k) \), and a lower bound of the number of independent sets of \( G \), \( j(G) \).

3.1 IS counting

There exists many algorithms [1, 5, 28, 30] for counting all the maximal independent sets of a graph \( G \) (or similarly counting all the maximal cliques in \( G \), the complementary graph of \( G \)). By definition, the number of maximal IS, noted \( i_{max}(G) \), is a lower bound of \( i(G) \). Those algorithms are based on enumeration. Because we focus this study on graphs having less than 1 million optimal solutions, we can stop the enumerating after finding 1 million IS. Generally, \( i(G) \) is very high except for graphs with very high density. Real-life graphs have often a low density, then \( i(G) \) is very high. Moreover, a simple lower bound is given by [29]: \( i(G) \geq 2^{\alpha(G)} + n - \alpha(G) \), where \( \alpha(G) \) is the size of the largest independent set of \( G \) and \( n \) the number of vertices. Bollobás’ book [2] (p.283) gives also a statistical number of maximal cliques of size \( p \) for a random graph. Then, we conclude that:

\[
i_{max}(G) \approx i_B(G) = \sum_{p=1}^{n} \binom{n}{p} (1 - d)^{\lceil \frac{p}{2} \rceil}
\]

with \( n \) the number of vertices and \( d \) the density of a random graph \( G \).

In this study, we use Cliquer [4], an exact branch-and-bound algorithm developed by Patric Östergård [28] that enumerates all cliques (an IS is a clique in the complementary graph).

It is more complex to evaluate \( \overline{N}(G, k) \) and section 4 presents a way to build an experimental upper bound of \( N(G, k) \). We characterize this upper bound as experimental because it is based on experimental tests on benchmark graph instances, then there is no total guaranty that it is an upper bound.

3.2 Procedure

We define here the procedure of what we call Optimality Clue for graph coloring: let \( G \) a graph and \( k > 0 \) a positive integer, that we suspect to be the chromatic number of \( G \). The proposed approach is based on the five following steps:

1. Build a sample of \( t = 1,000 \) \( k \)-colorings of \( G \): we run the memetic algorithm HEAD on \( G \) as many times as needed to obtain \( t \) legal \( k \)-colorings. Those solutions are the solutions sample. The size of the sample is equal to \( t \). We take in general case \( t = 1,000 \) when it is possible.

2. Count the number of different \( k \)-colorings inside the sample. This number is equal to \( p \). Of course \( 0 \leq p \leq t \).

3. Estimate an upper bound of \( N(G, k) \) as \( UB(p, t) \) (cf. Section 4); this upper bound is function of \( t \) and \( p \).

4. Compute \( i(G) \), the number of IS, or at least a lower bound if \( i(G) > 10^6 \), with an exact algorithm (Cliquer).

5. If \( i(G) > UB(p, t) \), then we conclude that solutions of the sample have a clue to be optimal:

   \textbf{Chances are that} \( k \) \textbf{is equal to} \( \chi(G) \)

---

5A maximal clique is a clique that cannot be extended by including one more adjacent vertex. A maximum clique is a clique that has the largest size in a given graph; a maximum clique is therefore always maximal, but the converse does not hold.

6Code available at: users.aalto.fi/ pat/cliquer.html. To count all IS of a graph, you just execute: ./cl <complement graph> -a -m 1 -M <k>
3.2.2 Sample size

The choice of $k$ of escaping from local minimum. However, those algorithms are very inefficient in practice to find an optimal (with a positive temperature sufficiently high) are ergodic algorithms since there is always a finite probability $k$ all the search space. More precisely, an algorithm is ergodic if it is possible (probability not null) to reach any $k$-coloring in a finite number of iterations. Random walks or Metropolis algorithms (with a positive temperature sufficiently high) are ergodic algorithms since there is always a finite probability of escaping from local minimum. However, those algorithms are very inefficient in practice to find an optimal $k$-coloring in the general case.

3.2.1 Uniform sample

If the sample is uniform\(^7\) then there exists statistical methods to count solutions and to build an upper bound with statistical guarantee, for example the capture-recapture methods.\(^8\) Jolly-Seber method which is commonly used in ecology to estimate an animal population’s size. However, it is not our case: we have no guarantee that our solutions sample is uniform or near uniform. HEAD is a memetic algorithm that explores the space of non-legal $k$-colorings: a non-legal $k$-coloring is a coloring with at most $k$ colors and where two adjacent vertices (linked by an edge) may have the same color (called conflicting edge). The objective of HEAD is to minimize the number of conflicting edges to zero, that is to get a legal $k$-coloring. HEAD is an evolutionary algorithm with a population size equals to two. The two non-legal $k$-colorings perform at each generation a tabu search and after a crossover. The sample distribution depends on the fitness landscape properties\(^7,\) and there is no reason for this distribution to be uniform. A smooth landscape (respectively a rugged landscape) around a legal $k$-coloring will increase (resp. decrease) the probability of finding this $k$-coloring. Figure\(^3\) represents the frequency of the 319 optimal 46-colorings of <r140_90.4> graph of RCBII benchmark (140 vertices and density 0.9) in a sample of size 100,000 found by HEAD heuristic. In this typical graph instance, the ratio between the least frequent and the most frequently found coloring is around a factor of $10^9$ which corresponds to the same scale as similar studies\(^31\).

Another approach is to take into account the ergodicity of an algorithm, which is its capability to explore all the search space. More precisely, an algorithm is ergodic if it is possible (probability not null) to reach any $k$-coloring from any other $k$-coloring in a finite number of iterations. Random walks or Metropolis algorithms (with a positive temperature sufficiently high) are ergodic algorithms since there is always a finite probability of escaping from local minimum. However, those algorithms are very inefficient in practice to find an optimal $k$-coloring in the general case.

\(^3\) All $k$-colorings in the sample are uniformly drawn at random in $\Omega(G, k)$.
\(^4\) The fitness landscape itself depends on the neighborhood used for tabu search and the crossover used.
\(^5\) This problem is linked to the birthday problem that shows that in a room of just 23 people there’s a 50-50 chance that two people have the same birthday. In our case, the number of days in a year is $N$ and the number of people is the size $t$ of the sample.
When \( \mathcal{N}(G, k) = 10^9 \) and \( t = 1,000 \), it is almost impossible to miss a collision in the sample, but for \( \mathcal{N} = 10^6 \), there is around 60% to miss a collision. However, it is not tragic to miss a collision for our approach. Indeed, the consequence is that the clue of optimality may be not applicable but the risk of false positive is avoided. A false positive occurs if our procedure improperly indicates the optimality clue, when in reality the \( k \)-colorings are not optimal. Moreover, the collision frequency is higher for a non-uniform sample than for a uniform one.

4 Estimate of the number of \( k \)-colorings: \( UB(G, k, p, t) \)

4.1 Data sets

In order to define an estimator or at least an upper bound of the number of \( k \)-colorings, we need to have a large number of graph instances for which we know the exact number of \( k \)-colorings. Fabio Furini et al. have published an open-source and very efficient version of the backtracking DSATUR algorithm \cite{3} which returns the chromatic number of a given graph. DSATUR is one of the best exact algorithms for GCP, particularly for graphs with high density. We suggest readers interested in an overview of exact methods for GCP to read \cite{22, 15}.

We modified their DSATUR algorithm in order to count the total number of \( k \)-colorings. The pseudo code of the algorithm, called CDSATUR, is presented in algorithm \cite{11}. CDSATUR returns, for all values \( k \), the exact value of \( \mathcal{N}(G, k) \) taking into account the permutation of colors and especially \( \mathcal{N}(G, k = \chi(G)) \).

![Algorithm 1 CDSATUR which returns the number of all \( k \)-colorings of \( G \): \( \mathcal{N}(G, k) \).]

Data: \( G = (V, E) \) a graph and \( k \) a positive integer.
\( \mathcal{N} \leftarrow 0 \)
\( C[v] \leftarrow \) None, \( \forall v \in V: C \) is the empty coloring.
\( l \leftarrow 0 \): number of colors used by \( C \).
\( CDSATUR(G, l) \)
return \( \mathcal{N} \)

Procedure CDSATUR\( (C', k') \): if all the vertices of \( C' \) are colored then
  if \( k' \leq k \) then
    \( \mathcal{N} \leftarrow \mathcal{N} + 1 \)
  else
    Select an uncolored vertex \( v \) of \( C' \)
    for every feasible color \( i \in [1 ; k' + 1] \) do
      \( C'' \leftarrow C', C''[v] \leftarrow i \)
      \( k'' \leftarrow \max(k', i) \): number of colors used in \( C'' \).
      if \( k'' \leq k \) then
        CDSATUR\( (C'', k'') \)

Fabio Furini et al. published also 2031 random GCP instances called RCBII \cite{17} with vertices from 60 to 140 and density between 0.1 and 0.9. This wide variety of graphs is our reference dataset. We complete this dataset with easy DIMACS graphs \cite{18} for which \( \chi(G) \) is computable with CDSATUR.

The 2031 graphs of RCBII benchmark have characteristics described in Table \ref{table}. We can notice that \( \chi(G) \) is known for all these graphs \cite{9}. First we calculated \( \mathcal{N}(G, \chi(G)) \) with CDSATUR, with a time limit equals to 2400s. This time is enough for most of the graphs. There are only 210 graph instances of RBCII (on the 2031) for which CDSATUR does not have enough time to find \( \mathcal{N}(G, \chi(G)) \). These 210 graphs are used to test our approach (test dataset).

Among the graphs for which \( \mathcal{N}(G, \chi(G)) \) can be determined, we consider only those with less than 1 million optimal solutions: they form the reference dataset (959 graph instances). Finally, we can distinguish inside the reference dataset, graph instances verifying \( i(G) > \mathcal{N}(G, \chi(G)) \) (566/959) or not (393/959).

It remains 862 graphs on the 2031 of RBCII benchmark with more than 1 million of optimal solutions. We decided to test our approach on those graphs (called control dataset) to check if the proposed algorithm can produce false positives or not.

4.2 Analysis of graph instances

Before determining an upper bound of \( \mathcal{N}(G, \chi(G)) \), we investigate the possible links between standard features of a graph as its size (number of vertices), its density, or its chromatic number and the number of optimal colorings: \( \mathcal{N}(G, \chi(G)) \).

\footnote{Code available at: lamsade.dauphine.fr/coloring/doku.php}
\footnote{Instances available in the same address}
4.2.1 Links between $\mathcal{N}(G, \chi)$, graph size and density

Graphs with same size (number of vertices) and same density can have a number of optimal colorings very different from one another. A typical example is given in Figure 5 where is represented the distribution of 49 graph instances with 80 vertices and density 0.3 (<r80_30.*> of RBCII benchmark) having the number of optimal colorings, $\mathcal{N}(G, \chi)$. 

Figure 5: Histogram characterizing the distribution of the 49 random graphs with 80 vertices and a density of 0.3 (<r80_30.*> for the RBCII benchmark) given the number of optimal colorings, $\mathcal{N}(G, \chi)$.

However, we can notice that the lower the density, the higher the optimal solution number. Indeed, Figure 6 presents the proportion of graphs with 70 vertices of RBCII benchmark having more than 1 million of optimal colorings given the density. 

Figure 6: Proportion of graphs with 70 vertices (<r70_*.*> of RBCII benchmark) having more than 1 million of optimal colorings given the density.

4.2.2 Links between $\mathcal{N}(G, \chi)$ and $\chi(G)$

As shown in Figure 8, there is no obvious link between the chromatic number of a graph, $\chi(G)$ (y-axis) and the number of optimal colorings $\mathcal{N}(G, \chi)$ (x-axis). Each dot of Figure 8 corresponds to one graph of RCBII for which it is possible to calculate exactly $\mathcal{N}(G, \chi)$ with CDSATUR.

4.3 Upper bound function

We define in this Section an upper bound of $\mathcal{N}(G, k)$ based on the 953 graphs of the reference dataset. Suppose we have, for a given graph $G$, a set of $n$ different $k$-colorings: $\Omega(G, k) = \{x_1, ..., x_n\}$, i.e. $n = |\Omega(G, k)| = \mathcal{N}(G, k)$ is unknown. We also have a sequence $W$ of $t$ independent samples: $W = (w_1, \ldots, w_t)$, where $w_k \in \Omega(G, k), \forall k = 1 \ldots t$. This sample $W$ is composed of $t$ independent success runs of HEAD algorithm. We note $\forall j \in 1 \ldots n$, $\#(x_j)$ the count of $x_j$ in $W$. For these $t$ colorings, we count $p$ different colorings in $W$: $p = \{x_j \in W, \#(x_j) > 0\}$. So then, $\mathcal{N}(G, k) \geq p$ and $t \geq p \geq 1$. Figures 9 represent for each graph of the reference dataset, the number...
Figure 7: Proportion of random graphs (with 50 vertices and a given density) having less than \( n \) optimal colorings with \( n \) range between 1 hundred to 1 million.

Figure 8: Each dot corresponds to one graph of RCBII. The abscissa is the number of optimal colorings and the ordinate is the chromatic number.

Figure 9: Each blue dot corresponds to one of the 959 graph instances that have less than 1 million optimal colorings (reference dataset). The number of optimal colorings (calculated with CDSATUR algorithm) is in ordinate. The number \( p \) of different optimal solutions found by our HEAD algorithm after 1,000 success runs is in abscissa. The red line is an upper bound \( \text{UB}(G,k,p,t) \) of the number of optimal colorings. The right figure is a zoom of left figure for \( p \leq 500 \).

The number \( p \) of different colorings found by HEAD on the total of \( t = 1,000 \) success runs (in abscissa) and the exact number of colorings, \( \mathcal{N}(G,k) \), calculated with CDSATUR (in ordinate). Each dot corresponds to one graph of the reference dataset. The objective now is to determine an upper bound of \( \mathcal{N}(G,k) \), \( \text{UB} \), as small as possible. Indeed, in order to apply the Theorem, we must have \( i(G) - k > \text{UB} \).

Figure right which is a zoom of the left figure for \( p \leq 500 \) shows that for \( p \ll t \), \( p \) is near linear to \( \mathcal{N}(G,k) \): \( p \sim \mathcal{N}(G,k) \). Then, \( p \) is a good candidate to be an estimator of \( \mathcal{N}(G,k) \). When \( p \) is near to \( t \), the range of \( \mathcal{N}(G,k) \) values is very large, near to \( p^2 \approx 10^6 \), and \( p \) is a very bad estimation of \( \mathcal{N}(G,k) \), but notice that \( \mathcal{N}(G,k) < p^2 \). We add on those figures a red line that represents a possible upper bound of \( \mathcal{N}(G,k) \) which is equal to:

\[
\text{UB}(G,k,p,t) = \begin{cases} 
    p + p^{1.01} \ln p \\
    + \infty & \text{if } p < t \times 0.99 \\
    \text{otherwise}
\end{cases}
\]

with \( \alpha = 1.01 \). Indeed, when \( p \ll t \), \( \text{UB}(G,k,p,t) \sim 2p \) and when \( p \) is near to \( t \), \( \text{UB}(G,k,p,t) \sim p^2 \). Between these extreme values, the cloud of blue dots follows approximately an exponential curve. \( \text{UB}(G,k,p,t) \) was also built to be above all blue dots; i.e. it is a valid upper bound for all graphs of the reference dataset. Of course, there is no guarantee that this upper bound is still valid for all other graphs. So, our approach is never able to prove optimality in a strict sense. It gives only a clue.
5 Experiments and analysis

5.1 Tests

The upper bound $UB$ was built based on the graphs of the reference dataset. Now, in order to test the optimality clue (procedure Section 3.2), we use this upper bound on graphs of the test dataset and the control dataset and for some graphs coming from the DIMACS benchmark.

Results on RCBII benchmark are presented in Table 1 in the two last lines. The first column concerns the 862 graphs with more than 1 million optimal solutions, corresponding to the control dataset. There is no false positives: the procedure 3.2 concludes for all the graphs that there is no optimality clue. The two following columns concern the reference dataset. More precisely, the second column concerns graphs having less than 1 million optimal solutions but that do not verify Theorem 3; the number of IS is lower than the number of optimal solutions. Of course, there are no false positives for this case, because $UB$ was built to validate those graphs (reference dataset). The third column concerns the 566 graphs verifying the Theorem 3. The optimality clue is proven for 449 of them because $i(G) > UB(G, k, p, t) > N(G, k)$. The optimality clue is not shown on the 117 (= 566 − 449) other graphs because $UB(G, k, p, t) ≥ i(G) > N(G, k)$. $UB(G, k, p, t)$ is an upper bound too high in this case. To prove the optimality clue on those graphs, we would have to increase the size of the solutions sample, $t$. The fourth column concerns the test dataset i.e. graphs for which the number of optimal solutions is unknown. We prove the optimality clue for nearly 20% of these graphs (39/210). There are three reasons why we did not prove the optimality clue for the other 171 (=210−39) graphs: 1) graph instances have more than 1 million solutions; 2) graph instances do not verify the Theorem 3. Nothing can be done for these two first reasons. 3) $p$ is too close from $t$, then the upper bound $UB$ is too high. In order to have an upper bound more accurate, i.e. valid but not too high, we have to increase the size of the sample or to choose another formula than equation 3. Our approach therefore applies to about 20% of the random graphs in the RCBII benchmark. For control and reference datasets, we get more or less the same proportion: 25% (449/1821).

The results on selected DIMACS benchmark graphs are presented in Table 2. We only present graph instances for which the solutions sample generated by $HEAD$, are not all different (i.e. $p < t = 1,000$) and are susceptible to be optimal.

The first column of Table 2 indicates the name of the graph instance. Columns 2-7 indicate for each graph, its number of vertices $|V|$, its density $d$, its chromatic number $\chi(G)$, when it is known, its number of colors $k$, used for the test ($k = \chi(G)$ if $\chi(G)$ is known), its number of independent sets $i(G)$, and the exact number of legal $k$-colorings $N(G, k)$, when it is possible to calculate it with CDSATUR. Then, columns 8-10 indicate the size of the solutions sample $t$, the number of different solutions in the sample $N$, the experimental upper bound of the number of $k$-colorings $UB(G, k, t, p)$, the optimistic upper bound of $UB(G, k, t, p)$, and the computation time in seconds to generate all the sample. The two last columns indicate the lower bound of $\chi(G)$ found by the best known exact method 19 or (by IncMaxCLQ 21), that found the maximum clique) and the computation time of this method.

The first part of Table 2 corresponds to 17 graphs for which $\chi(G)$ is already known by other methods. We prove the optimality clue for 12 of them. Computation time of optimality clue is higher than those for finding the upper bound with the exact methods except for two graphs. However the computation time of optimality clue can be considerably reduced because the 1,000 runs of $HEAD$ can be switch on 2, 3... or 1,000 different processors or on a cluster of computers.

### Table 2: Results of optimality clue tests for graphs of DIMACS benchmark with $p < t$

| Instance          | $|V|$ | $d$ | $\chi(G)$ | $k$ | $i(G)$ | $N(G, k)$ | $t$ | $UB(G, k, p, t)$ | Opt. clue | time(s) | $\Delta(G)$ | time(s) |
|-------------------|------|-----|------------|-----|--------|-----------|-----|-----------------|-----------|--------|--------------|--------|
| DSJC125.5         | 125  | 0.5 | 15         | 517 | 308    | $>10^7$   | 1,000| 577             | True      | 161     | 599          | 241     |
| DSJC125.9         | 125  | 0.9 | 44         | 1,249| 1      | $>10^7$   | 1,000| 959             | False     | 251     | 7             | 2       |
| DSJC250.9         | 250  | 0.9 | 72         | 6,555| 1      | $>10^7$   | 1,000| 561             | False     | 372     | 11,094       |         |
| flat1000_50_0     | 1,000| 0.49| 50         | $>10^7$| 1      | 2         | 25,694| False           | True      | 155     | 3,331        |         |
| DSJC500.9         | 500  | 0.9 | 126        | 35,165| 8      | $>10^7$   | 1,000| 25,694          | False     | 1,963   | 927          | 596     |
| DSJC250.9         | 250  | 0.9 | 72         | 6,555| 1      | $>10^7$   | 1,000| 959             | False     | 251     | 7             | 2       |
| DSJC125.9         | 125  | 0.9 | 44         | 1,249| 1      | $>10^7$   | 1,000| 959             | False     | 251     | 7             | 2       |
| DSJC500.9         | 500  | 0.9 | 126        | 35,165| 8      | $>10^7$   | 1,000| 25,694          | False     | 1,963   | 927          | 596     |
| le450_15d         | 450  | 0.1 | 15         | 386  | 281    | 32,731    | 1,000| 889             | True      | 20      | 20           | 20      |
| queen6_6          | 36   | 0.46| 7          | 2,634| 20     | 32,731    | 1,000| 889             | True      | 20      | 20           | 20      |
| queen7_7          | 49   | 0.47| 7          | 16,869| 4      | 32,731    | 1,000| 889             | True      | 20      | 20           | 20      |
| queen8_8          | 64   | 0.36| 9          | 118,968| 4      | 32,731    | 1,000| 889             | True      | 20      | 20           | 20      |
| r125.1c           | 125  | 0.97| 46         | 386,037 | 1      | 32,731    | 1,000| 889             | True      | 20      | 20           | 20      |
| r125.15g          | 125  | 0.97| 46         | 386,037| 1      | 32,731    | 1,000| 889             | True      | 20      | 20           | 20      |

The results on selected DIMACS benchmark graphs are presented in Table 2. We only present graph instances for which the solutions sample generated by $HEAD$, are not all different (i.e. $p < t = 1,000$) and are susceptible to be optimal.

The first column of Table 2 indicates the name of the graph instance. Columns 2-7 indicate for each graph, its number of vertices $|V|$, its density $d$, its chromatic number $\chi(G)$, when it is known, its number of colors $k$, used for the test ($k = \chi(G)$ if $\chi(G)$ is known), its number of independent sets $i(G)$, and the exact number of legal $k$-colorings $N(G, k)$, when it is possible to calculate it with CDSATUR. Then, columns 8-10 indicate the size of the solutions sample $t$, the number of different solutions in the sample $N$, the experimental upper bound of the number of $k$-colorings $UB(G, k, t, p)$, the optimistic upper bound of $UB(G, k, t, p)$, and the computation time in seconds to generate all the sample. The two last columns indicate the lower bound of $\chi(G)$ found by the best known exact method 19 or (by IncMaxCLQ 21), that found the maximum clique) and the computation time of this method.

The first part of Table 2 corresponds to 17 graphs for which $\chi(G)$ is already known by other methods. We prove the optimality clue for 12 of them. Computation time of optimality clue is higher than those for finding the upper bound with the exact methods except for two graphs. However the computation time of optimality clue can be considerably reduced because the 1,000 runs of $HEAD$ can be switch on 2, 3... or 1,000 different processors or on a cluster of computers.
The second part of Table 2 (below the horizontal line) corresponds to 6 graphs for which \( \chi(G) \) is unknown. We have generated 3 new graph instances called <DSJC+i.*_k> with rules almost similar of those of <DSJC*_*> but for which a \( k \)-coloring is hidden and so that very few others \( k \)-colorings can exist. For <DSJC500.5> which is one of the most challenging graph of DIMACS, we have the optimality clue for \( k = 47 \).

Notice that when the optimality clue is proven for a given \( k \), we check that the optimality clue for \( k + 1 \) can not be proved as well. For example, for <DSJC500.5>, we check the optimality clue for \( k = 48 \) is not achieved: for \( t = 100,000 \), 48-colorings found by HEAD, all are different. If the randomized algorithm HEAD is biased, i.e. finds \( k \)-colorings always in the same subset of \( \Omega(G, k) \) (and therefore undervalues the upper bound), this bias does not reveal for \( k + 1 \).

Notice that the impact of the size of the sample has a great importance on the test. For having a not too high upper bound of \( N(G, k) \), we should have \( p \ll t \). So, the size \( t \) of the solutions sample can be chosen in function of the results of each graph instance. For example, we can extend the sample until all colorings of the sample are found at least twice (cf. Good-Turing estimator).

6 Conclusions and perspectives

Based on Theorem 1, we propose a procedure, called optimality clue, for determining if the global optimum is reached or not, by a heuristic method. This approach estimates an upper bound of the number of legal \( k \)-colorings by running a randomized heuristic several times. This process is contextual to the instance to solve. No general conclusion can be drawn on the heuristic itself, which is used to build solutions. This definition can be seen as an experimental criterion that evaluates the convergence of a randomized algorithm to the chromatic number. However, since it is not possible to be sure that the upper bound is exact, it is not possible to prove optimality in the strict sense.

Our approach is nevertheless an alternative when the exact methods are not applicable (high optimality gap). It is a new way for providing a criterion on the proximity of the optimality. The general idea is that the number of solutions with a same objective function value decrease when the objective function is getting closer to the optimal value. Optimality clue matches with the standard definition of optimality on a wide number of instances of DIMACS and RBCII benchmarks where the optimality is known. Furthermore, we proved the optimality clue for <DSJC500.5> graph of DIMACS with \( k = 47 \) colors which is a very challenging instance (only two algorithms are able to find 47-colorings [32, 26]). Tests on small random graphs (under 140 vertices) show that optimality clue can be proved for 20% of them.

Finally, we defined an upper bound quite high to avoid false positives: graphs for which we prove the optimality clue for a given \( k \), while \( \chi(G) \neq k \).

Representative sample The proposed approach is based on a sampling of the legal \( k \)-colorings space, \( \Omega(G, k) \). This sampling is built by running many times HEAD algorithm; each success run providing one element of the sample. Ideally, to obtain a representative sample, HEAD has to uniformly draw one \( k \)-coloring inside the legal \( k \)-colorings space. Of course, it is not possible to guarantee this feature in all cases, it is why we built an upper bound function (Equation 1) of \( N(G, k) = |\Omega(G, k)| \). In order to improve our approach and to get closer to the ergodic objective, we plan to use more powerful model counting such as presented in [12, 6] and study the ergodic propriety of HEAD. Our work is only an initial contribution to the study of optimality by counting. Other methods of estimating the population should be tested, such as Good-Turing methods that estimate missing mass (i.e. missing \( k \)-colorings in the sample) or Peterson-type methods to obtain statistical guarantees.

Generalization to other optimization problems All tests presented in this paper are done on GCP, which has the special propriety of Lemma 1. Then, it is possible to generalize our approach to other problems, as soon as they have an analogue propriety of Lemma 1. This is the case for the maximum clique problem.

---

12 For <DSJC500.5> the computation time is not report because it takes several weeks and no accurate time has been recorded.

13 In this context, we propose on our website a challenge to find a counterexample (false positive graph).
Appendix: Generalization to other optimization problems

Here is a presentation of the conditions to be fulfilled for a generalization of the proposed approach to other optimization problems. Then, we recall some basic notations. An optimization problem can always be modeled as follows:

\[
\begin{align*}
\langle f, X \rangle & \quad \text{Minimize} \quad f(x) \\
& \quad \text{s.c.} \quad x \in X
\end{align*}
\]

where \( X \) is the set of admissible solutions, \( x \) the decision variable and \( f : X \rightarrow \mathbb{R} \) is the objective function. We note \( \langle f, X \rangle \) this problem, \( S(f, X, k) = \{x \in X | f(x) = k\} \) the set of admissible solutions with an objective function value equal to \( k \) and \( \mathcal{N}(f, X, k) = |S(f, X, k)| \) the size of this set, i.e. the number of admissible solutions with objective function value equal to \( k \). For the GCP, \( X \) corresponds to the set of legal colorings and \( f \) provides the number of colors used.

Definition 1 Knowing one instance of an optimization problem (minimization case) \( \langle f, X \rangle \) and \( k \) a real number. If:

1. \( (x_1, x_2, \ldots, x_t) \) are \( t \) admissible solutions drawn independently from \( S(f, X, k) \); it is a sample of \( S(f, X, k) \),
2. \( \overline{N} \) is an estimator of the upper bound of \( \mathcal{N}(f, X, k) \), the number of different solutions with value equal to \( k \); this estimator is based on the sample \( (x_1, x_2, \ldots, x_t) \).
3. \( lb > 0 \) is a positive integer such as if \( \exists \varepsilon > 0, S(f, X, k - \varepsilon) \neq \emptyset \) then \( \mathcal{N}(f, X, k) \geq lb \); that is to say, if there exists at least one solution of the optimization problem \( \langle f, X \rangle \) with better objective function than \( k \), then the number of solutions of \( S(f, X, k) \) is higher than \( lb \). This is analogous to Lemma 1 for GCP.
4. \( lb > \overline{N} \)

then we say that solutions of \( S(f, X, k) \) have an **optimality clue** of the optimization problem \( \langle f, X \rangle \) relative to the upper bound \( \overline{N} \).

To estimate \( \overline{N} \), it is possible to adopt the same method as in Section [3]. However, defining \( lb \) can be quite complex or impossible depending of the problem. For example, for the Traveling Salesman Problem (TSP), if it exits a solution with a length equal to \( n - \varepsilon \) then, how is it possible to estimate the number of solutions with length equals to \( n \)?

Optimaly clue can be easily tested for example on Maximum Clique Problem (MCP). If we suspects that the maximum clique of a given graph is \( \gamma(G) = 29 \). A simple lower bound can be determined. Indeed, if a graph has an unique maximum clique of size 30, for example, then there exists at least 29 cliques with size 29, i.e : \( lb = \gamma(G) = 29 \). This value may be small but the optimality is proved if \( lb > N \) with \( N \) the total number of clique of size 29.
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