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Abstract

We consider a class of Hamiltonian PDEs that can be split into a linear unbounded operator and a regular non linear part, and we analyze their numerical discretizations by symplectic methods when the initial value is small in Sobolev norms. The goal of this work is twofold: First we show how standard approximation methods cannot in general avoid resonances issues, and we give numerical examples of pathological behavior for the midpoint rule and implicit-explicit integrators. Such phenomena can be avoided by suitable truncations of the linear unbounded operator combined with classical splitting methods. We then give a sharp bound for the cut-off depending on the time step. Using a new normal form result, we show the long time preservation of the actions for such schemes for all values of the time step, provided the initial continuous system does not exhibit resonant frequencies.

MSC numbers: 65P10, 37M15, 37J40
1 Introduction

In this work, we consider Hamiltonian partial differential equations whose Hamiltonian functional \( H = H_0 + P \) can be split into a linear operator \( H_0 \) and a non-linearity \( P(u) \). Typical examples are given by Schrödinger equations and wave equations (see [1, 9, 2, 6, 7] for similar framework).

The understanding of the geometric numerical approximation of such equations over long time has recently known many progresses, see [6, 7, 3, 8]. In essence these results show that under the hypothesis that the initial value is small and the physical system does not exhibit resonant frequencies, then the numerical solution associated with splitting methods induced by the decomposition of \( H \) will remain small for very long time in high Sobolev norm, under a non resonance condition satisfied by the step size \( h < h_0 \). An analysis of this condition ensures the absence of resonances only if a strong CFL assumption is made between \( h \) and the spectral parameter of space discretization. Outside
the CFL regime, splitting methods may always exhibit resonances, in the sense
where for some specific values of the stepsize, the conservation properties of the
initial system are lost.

To avoid these problems - which would require in practice the exact knowledge
of the whole spectrum of the linear operator - it is traditionally admitted that
the uses of implicit and symplectic schemes should help a lot. Indeed for linear
PDEs for which splitting methods induce resonances (see [5]), it has been recently
shown (see [4]) that the use of implicit-explicit integrators based on a midpoint
treatment for the unbounded part allows to avoid numerical instabilities.

In this work, we show that in the nonlinear setting, it is in general hopeless
to find a numerical method avoiding resonances unless the linear part of the
equation is suitably truncated in the high frequencies. By numerical examples,
we actually show how the midpoint rule applied to a Hamiltonian PDE either can
yield numerical resonances and destroy the preservation properties of the initial
system, or on the opposite break physical resonances and produce unexpected
long time actions preservation.

We then show that if the linear operator is truncated in high frequencies,
splitting methods yield numerical schemes preserving the physical conservation
properties of the initial system without bringing extra numerical resonances be-
tween the stepsize \( h \) and the frequencies of the system. In the case where this
high frequencies cut-off corresponds to a CFL condition, we somewhat give a
sharp bound for the CFL condition to avoid resonances extending the results in
[6, 7] and [3, 8].

Roughly speaking, the phenomenon can be explained as follows: for splitting
schemes, resonances reflect the needle of a control of a small divisor of the form

\[
\exp(ih\Omega(j)) - 1
\]

(1.1)

where \( j = (j_1, \ldots, j_r) \) is a multi-index, and where

\[
\Omega(j) = \pm \omega_{j_1} \pm \cdots \pm \omega_{j_r},
\]

is a (signed) sum of the frequencies \( \omega_j \) of the linear operator \( H_0 \) indexed by a
countable set of indices \( j \) (the sign \( \pm \) depends on the index \( j_k \), see below for
further details). The control of these small divisors up to an order \( r \) ensures the
control of Sobolev norms of the numerical solution on times of order \( \varepsilon^{-r} \) for an
initial value of order \( \varepsilon \).

Such a control can be made when \( h\Omega(j) < \pi \) where (1.1) is essentially equiva-
 lent to \( h\Omega(j) \) which can be controlled using classical estimates inherited from
the generic assumption of absence of resonances in the physical system (see for
instance [9, 1, 2]). Such an assumption will be satisfied under a CFL condition
bounding the frequencies in terms of the space discretization parameter, but it
is worth noticing that it depends \emph{a priori} on \( r \) which is an arbitrary parameter (see [6, 7, 8]).

Outside this CFL regime, resonances can always occur when \( h\Omega(j) \simeq 2\ell\pi \) for some \( \ell \in \mathbb{Z} \neq \{0\} \). In [7], it is shown however that such situation is exceptional, as it corresponds to very specific values of the time-step \( h \).

In the case of a general symplectic Runge-Kutta method or for implicit-explicit split-step method based on an implicit symplectic integrator for the linear part, the small divisors to be controlled take the form

\[ \exp(i\Psi(h, j)) - 1 \]

where

\[ \Psi(h, j) = \pm \psi(h\omega_{j_1}) \pm \cdots \pm \psi(h\omega_{j_r}) \]

and where \( \psi \) is associated with the RK method. For the midpoint rule, the corresponding function is

\[ \psi(x) = 2 \arctan \left( \frac{x}{2} \right). \]  

Hence for these methods the control of the small divisors depends on the relation \( \Psi(h, j) = 2\pi\ell \) which is a \emph{nonlinear} relation between \( h \) and the frequencies \( \omega \). Of course a very restrictive CFL hypothesis stating that the \( h\omega_{j_k} \) are \emph{small} (e.g. of order \( h \)) ensures the control of these small divisors, but in general resonances occur. On numerical examples, it is indeed possible to exhibit \( h \) such that \( \Psi(h, j) = 0 \) while \( \Omega(j) \neq 0 \) (numerical resonances). Moreover, the somewhat opposite situation is also possible: the presence of physical resonances (i.e. \( j \) such that \( \Omega(j) = 0 \)) are \emph{broken} by the action of \( h \), yielding a \( \Psi(h, j) \neq 0 \) and unexpected regularity preservation. We refer to the section devoted to numerical examples for concrete illustrations.

To avoid resonances in general situations, it seems very difficult to avoid the two following restrictions:

- \( \psi(x) \) is linear, i.e. the numerical schemes is base on a splitting scheme or exponential integrator. If this is not the case, we believe that the pathological behaviors described above can always be observed.

- There is a frequency cut-off in order to avoid situations where \( h\Omega(j) = 2\ell\pi \) with \( \ell \neq 0 \). Note that this does not exactly correspond to a CFL condition, as high frequencies are allowed to exist without restriction, but the action on the linear operator on these high frequencies is cancelled.

In this work we give a sharp explicit bound for the cut-off in order to avoid numerical resonances and we prove a new normal form result for the corresponding splitting methods, yielding the preservation of the regularity of the numerical solution for a number of iterations of the form

\[ n < \varepsilon^{-1} h^{-N} + \varepsilon^{-r+1} \]  

(1.4)
where \( r \) and \( N \) are given parameters, and where \( \varepsilon \) denotes the size of the initial value in Sobolev norm. In comparison with [6, 7, 3, 8], the difference is that the CFL condition is only imposed on the linear operator, and moreover this condition is independent of the approximation parameters \( r \) and \( N \), and is sharp in the sense where we can in general exhibit numerical resonances if it is violated.

As a conclusion, we would like to stress the following: the action of the midpoint rule (or of any symplectic RK methods) on the operator \( H_0 \) is equivalent to a smoothing in high-frequencies which amounts in some sense to a cut-off. What we show here is that the nonlinearity of the smoothing function (essentially based on the function \( \arctan(x) \)) introduces in general numerical instabilities. To avoid them, the user should better make the cut-off by himself! Note that this only requires the a priori knowledge of bounds for the growth of the eigenvalues of the linear operator \( H_0 \).

2 Numerical examples

2.1 Actions-breaker midpoint

We consider the cubic nonlinear Schrödinger equation

\[
i\partial_t u = -\Delta u + V \ast u + |u|^2 u
\]

on the torus \( T^1 = \mathbb{R}/2\pi\mathbb{Z} \). We consider \( V \) the function with Fourier coefficients \( \hat{V}(k) = -\frac{2}{10 + 2k^2} \). The frequencies of the operator \( H_0 \) in Fourier basis are hence

\[
\omega_k = k^2 - \frac{2}{10 + 2k^2}, \quad k \in \mathbb{Z}.
\]

We first consider the implicit-explicit integrator defined as

\[
u^{n+1} = R(-ihH_0) \circ \varphi^h_P(u^n)
\]

where \( u^n \) are approximations of the exact solution \( u \) at discrete times \( t_n = nh \), and where

\[
R(z) = \frac{1 + z/2}{1 - z/2}
\]

is the stability function of the midpoint rule, and where

\[
\varphi^h_P(u)(x) = \exp(-ih|u(x)|^2)u(x)
\]

is the exact solution of the nonlinear part. Note that the unperturbed integrator (i.e. without the nonlinear term) can be written in terms of Fourier coefficients (see [4])

\[
R(-ihH_0)_k = \frac{1 - ih\omega_k/2}{1 + ih\omega_k/2} = \exp(2i\arctan(h\omega_k/2)).
\]
We consider as initial value the function
\[ u^0 = \frac{0.1}{2 - 2\cos(x)} + 0.05(2e^{2ix} - 2e^{5ix} + 3e^{7ix}). \]  
(2.4)

We use a collocation space discretization with \( K = 100 \) Fourier coefficients. In figure 1 and 2, we plot the evolution of the sum of the numerical actions \( |\hat{u}_k^n|^2 + |\hat{u}_{n-k}^n|^2 \) for all \( k \in \mathbb{N} \) in logarithmic scale with respect to the time.

Figure 1: Plot of the actions for non-resonant step size (mid-split integrator).

Figure 2: Plot of the actions for resonant step size (mid-split integrator).

In Figure 1, we use the stepsize \( h = 0.13 \), and we observe the long-time behavior of the actions. In Figure 2, we use a stepsize \( h = 0.1278 \ldots \) such that
\[ \arctan(h\omega_2/2) + \arctan(h\omega_5/2) - \arctan(h\omega-7/2) = 0 \]  
(2.5)
and we observe energy exchanges between the actions. This corresponds to the cancellation of the small divisor
\[ \exp(2i \arctan(h\omega_2/2) + 2i \arctan(h\omega_5/2) - 2i \arctan(h\omega-7/2)) - 1 \]
which naturally appears in the search for a normal form for the numerical integrator (2.2) (compare [6, 7]).

We next consider the midpoint rule defined as

$$u^{n+1} = u^n - ihH_0 \left( \frac{u^{n+1} + u^n}{2} \right) - ihg \left( \frac{u^{n+1} + u^n}{2} \right)$$  (2.6)

where $g(u) = |u|^2 u$. Equivalently, this scheme can be written

$$u^{n+1} = R(-ihH_0) \circ \left( u^n - \frac{2ih}{2 - ihH_0} g \left( \frac{u^{n+1} + u^n}{2} \right) \right).$$  (2.7)

We use the same parameters as before. In Figure 3 we observe the preservation of the actions for $h = 0.13$ and in Figure 4 we see unexpected energy exchanges for the step size (2.5). Note that the numerical resonance effect is less pathological than for the mid-split integrator. This might be due to the regularization effect acting on the nonlinearity term (see (2.7)). However the preservation of the actions is lost anyway, reflecting the fact that the unperturbed linear integrator is the same as for the mid-split integrator, as well as the small divisors to be controlled.

### 2.2 Resonance-breaker midpoint

We consider now the same problem, but we set

$$\omega_2 = 10, \quad \omega_5 = 30 \quad \text{and} \quad \omega_{-7} = 40,$$

so that the (physical) resonance relation holds:

$$\omega_2 + \omega_5 - \omega_{-7} = 0.$$
The exact solution is plotted in figure 5. We observe energy exchanges between
the actions. This solution is numerically computed using a splitting method
under CFL condition with a CFL number close to 1.

In Figure 6, we plot the evolution of the actions of the numerical solution
given by the mid-split integrator (2.2) with a step size $h = 0.0812...$ such that

$$2 \arctan(h\omega_2/2) + 2 \arctan(h\omega_5/2) - 2 \arctan(h\omega_{-7}/2) = \frac{1}{2}.$$  

We observe the preservation of the actions over long time which reflects the
control of the small divisor

$$| \exp(2i \arctan(h\omega_2/2) + 2i \arctan(h\omega_5/2) - 2i \arctan(h\omega_{-7}/2)) - 1 | \simeq 0.485...$$
Figure 6: Undesired actions preservation by the mid-split integrator.

The same picture is plotted in Figure 7 for the midpoint rule (2.6). We thus see that these midpoint-like schemes are both unable to reproduce the qualitative behavior of the exact solution in Figure 5.

Figure 7: Undesired actions preservation by the midpoint rule.

Note that the sets of stepizes $h$ for which the solution looks like in Figure 6 or 7 for mid-split of midpoint rule integrators are very large. In fact, in this case the relation

$$
\Psi(h, j) = \pm 2 \arctan(h\omega_{j_1}/2) \pm \ldots \pm 2 \arctan(h\omega_{j_r}/2) = 0 \quad (2.8)
$$

for a multi-index $j = (j_1, \ldots, j_r)$ is exceptional, and not implied by a physical resonance

$$
\Omega(j) = \pm \omega_{j_1} \pm \ldots \pm \omega_{j_r} = 0
$$

unless $h$ is very small so that the linear approximation of $\arctan(x)$ is valid.
On the opposite, splitting methods will always catch these physical resonances.

2.3 Conclusion and summary of the results

The phenomena described above are somehow generic for any symplectic Runge Kutta method applied to Hamiltonian PDEs. Indeed for these methods, the unperturbed linear integrator can always be written of the form (2.3) (see for instance [10]) and the control of the long-time behavior of the numerical solutions thus relies on the control of small divisors

\[ \exp(i\Psi(h,j)) - 1 \]

where \( \Psi(h,j) \) is of the form (2.8). This yields non linear relations between \( h \) and the frequencies \( \omega_k \) whose control is not implied by the physical small divisors \( \Omega(j) \).

To remedy this, a possibility is to use splitting methods (for which \( \Psi(h,j) = h\Omega(j) \)) with suitable truncation in high-frequencies. The goal of this paper is to give new results extending the existing ones in [6, 7, 3, 8] by considering Hamiltonian PDEs where the operator \( H_0 \) is replaced by a truncated operator such that \( h\omega_j \leq K \) form some \( K \). This yields a truncated Hamiltonian \( H_h = H_0^h + P \) where the nonlinear part is the same as for \( H = H_0 + P \). In this paper we show:

- The preservation of the actions for the exact solution of the Hamiltonian PDE associated with \( H_h \) under a generic non resonance condition on the frequencies of \( H_0 \). This preservation holds for times of the form \( \varepsilon^{-1}h^{-N} + \varepsilon^{r+1} \) where \( \varepsilon \) is the size of the solution in Sobolev norm.

- The persistence of this result for the numerical solution obtained by splitting methods induced by the decomposition of \( H_h \) assuming an explicit bound for the cut-off level \( K \). This preservation holds for all \( h < h_0 \) (without additional resonances) and for a number of iterations of the form (1.4). The bound on \( K \) turns out to be independent of \( N \) and \( r \) and sharp (see Thm. 4.2 for a precise statement).

We state the results in the Section 4, after recalling in Section 3 the mathematical framework already developed in [7]. For ease of presentation, we do not give the entire details of the proofs, as it uses very technical tools that might already be found in [9, 7] and [2]. We prefer to give the key ingredients, and stress the specific changes in comparison with [7].
3 Abstract setting

3.1 Abstract Hamiltonian formalism

This section essentially describes the formalism used in [6, 7]. We denote by \( \mathcal{N} = \mathbb{Z}^d \) or \( \mathbb{N}^d \) (depending on the concrete application) for some \( d \geq 1 \). For \( a = (a_1, \ldots, a_d) \in \mathcal{N} \), we set

\[
|a| = \max \left( 1, a_1^2 + \cdots + a_d^2 \right).
\]

We consider the set of variables \((\xi_a, \eta_b) \in \mathbb{C}^\mathcal{N} \times \mathbb{C}^\mathcal{N}\) equipped with the symplectic structure

\[
i \sum_{a \in \mathcal{N}} d\xi_a \wedge d\eta_a.
\]  

(3.1)

We define the set \( \mathcal{Z} = \mathcal{N} \times \{ \pm 1 \} \). For \( j = (a, \delta) \in \mathcal{Z} \), we define \( |j| = |a| \) and we denote by \( j \) the index \((a, -\delta)\).

We will identify a couple \((\xi, \eta) \in \mathbb{C}^\mathcal{N} \times \mathbb{C}^\mathcal{N}\) with \((z_j)_{j \in \mathcal{Z}} \in \mathbb{C}^\mathcal{Z}\) via the formula

\[
j = (a, \delta) \in \mathcal{Z} \implies \begin{cases} z_j = \xi_a & \text{if } \delta = 1, \\ z_j = \eta_a & \text{if } \delta = -1. \end{cases}
\]

By a slight abuse of notation, we often write \( z = (\xi, \eta) \) to denote such an element.

For a given real number \( s \geq 0 \), we consider the Hilbert space \( \mathcal{P}_s = \ell_s(\mathcal{Z}, \mathbb{C}) \) made of elements \( z \in \mathbb{C}^\mathcal{Z} \) such that

\[
\|z\|_s^2 := \sum_{j \in \mathcal{Z}} |j|^{2s} |z_j|^2 < \infty,
\]

and equipped with the symplectic form (3.1).

Let \( \mathcal{U} \) be an open set of \( \mathcal{P}_s \). For a function \( F \) of \( \mathcal{C}^1(\mathcal{U}, \mathbb{C}) \), we define its gradient by

\[
\nabla F(z) = \left( \frac{\partial F}{\partial z_j} \right)_{j \in \mathcal{Z}}
\]

where by definition, we set for \( j = (a, \delta) \in \mathcal{N} \times \{ \pm 1 \} \),

\[
\frac{\partial F}{\partial z_j} = \begin{cases} \frac{\partial F}{\partial \xi_a} & \text{if } \delta = 1, \\ \frac{\partial F}{\partial \eta_a} & \text{if } \delta = -1. \end{cases}
\]

Let \( H(z) \) be a function defined on \( \mathcal{U} \). If \( H \) is smooth enough, we can associate with this function the Hamiltonian vector field \( X_H(z) \) defined by

\[
X_H(z) = J \nabla H(z)
\]
where \( J \) is the symplectic operator on \( \mathcal{P}_s \) induced by the symplectic form (3.1).

For two functions \( F \) and \( G \), the Poisson Bracket is defined as
\[
\{F, G\} = \nabla^T F J \nabla G = i \sum_{a \in \mathbb{N}} \frac{\partial F}{\partial \eta_a} \frac{\partial G}{\partial \xi_a} - \frac{\partial F}{\partial \xi_a} \frac{\partial G}{\partial \eta_a}.
\]

We say that \( z \in \mathcal{P}_s \) is real when \( z_j = \overline{z_j} \) for any \( j \in \mathbb{Z} \). In this case, \( z = (\xi, \overline{\xi}) \) for some \( \xi \in \mathbb{C}^N \). Further we say that a Hamiltonian function \( H \) is real if \( H(z) \) is real for all real \( z \).

**Definition 3.1** Let \( s \geq 0 \), and let \( U \) be a neighborhood of the origin in \( \mathcal{P}_s \). We denote by \( \mathcal{H}^s(U) \) the space of real Hamiltonian \( H \) satisfying
\[
H \in C^\infty(U, \mathbb{C}), \quad \text{and} \quad X_H \in C^\infty(U, \mathcal{P}_s).
\]

With a given function \( H \in \mathcal{H}^s(U) \), we associate the Hamiltonian system
\[
\dot{z} = J \nabla H(z)
\]
which can be written
\[
\begin{aligned}
\dot{\xi}_a &= -i \frac{\partial H}{\partial \eta_a}(\xi, \eta) \quad a \in \mathbb{N} \\
\dot{\eta}_a &= i \frac{\partial H}{\partial \xi_a}(\xi, \eta) \quad a \in \mathbb{N}.
\end{aligned}
\]

(3.2)

In this situation, we define the flow \( \varphi_H^t(z) \) associated with the previous system (for times \( t \geq 0 \) depending on \( z \in U \)). Note that if \( z = (\xi, \overline{\xi}) \) and using the fact that \( H \) is real, the flow \( (\xi^t, \eta^t) = \varphi_H^t(z) \) satisfies for all time where it is defined the relation \( \xi^t = \overline{\eta^t} \), where \( \xi^t \) is solution of the equation
\[
\dot{\xi}_a = -i \frac{\partial H}{\partial \eta_a}(\xi, \overline{\xi}), \quad a \in \mathbb{N}.
\]

(3.3)

In this situation, introducing the real variables \( p_a \) and \( q_a \) such that
\[
\xi_a = \frac{1}{\sqrt{2}} (p_a + iq_a) \quad \text{and} \quad \overline{\xi}_a = \frac{1}{\sqrt{2}} (p_a - iq_a),
\]
the system (3.3) is equivalent to the system
\[
\begin{aligned}
\dot{p}_a &= -\frac{\partial H}{\partial q_a}(q, p) \quad a \in \mathbb{N} \\
\dot{q}_a &= \frac{\partial H}{\partial p_a}(q, p), \quad a \in \mathbb{N}.
\end{aligned}
\]

where \( H(q, p) = H(\xi, \overline{\xi}) \).

Note that the flow \( \tau^t = \varphi^t_\chi \) of a real hamiltonian \( \chi \) defines a symplectic map, i.e. satisfies for all time \( t \) and all point \( z \) where it is defined
\[
(D_z \tau^t)^T J (D_z \tau^t)_z = J
\]
where \( D_z \) denotes the derivative with respect to the initial conditions.
3.2 Function spaces

We describe now the hypothesis needed on the Hamiltonian $H$.

Let $\ell \geq 3$ be a given integer. We consider $j = (j_1, \ldots, j_\ell) \in \mathbb{Z}^\ell$, and we set for all $i = 1, \ldots p$, $j_i = (a_i, \delta_i)$ where $a_i \in \mathcal{N}$ and $\delta_i \in \{\pm 1\}$. We define the moment $\mathcal{M}(j)$ of the multi-index $j$ by

$$\mathcal{M}(j) = a_1\delta_1 + \cdots + a_\ell\delta_\ell. \quad (3.5)$$

We then define the set of indices with zero moment

$$I_\ell = \{ j = (j_1, \ldots, j_\ell) \in \mathbb{Z}^\ell, \text{ with } \mathcal{M}(j) = 0 \}. \quad (3.6)$$

For $j = (j_1, \ldots, j_r) \in I_\ell$, we define $\mu(j)$ as the third largest integer between $|j_1|, \ldots, |j_r|$. Then we set $S(j) = |j_r| - |j_{r-1}| + \mu(j)$ where $|j_r|$ and $|j_{r-1}|$ denote the largest and the second largest integer between $|j_1|, \ldots, |j_r|$.

In the following, for $j = (j_1, \ldots, j_\ell) \in I_\ell$, we use the notation $z_j = z_{j_1} \cdots z_{j_\ell}$.

Moreover, for $j = (j_1, \ldots, j_\ell) \in I_\ell$ with $j_i = (a_i, \delta_i) \in \mathcal{N} \times \{\pm 1\}$ for $i = 1, \ldots, \ell$, we set

$$\overline{j} = (\overline{j}_1, \ldots, \overline{j}_\ell) \quad \text{with} \quad \overline{j}_i = (a_i, -\delta_i), \quad i = 1, \ldots, \ell.$$ 

We recall the following definition from [9].

**Definition 3.2** Let $k \geq 3$, $M > 0$ and $\nu \in [0, +\infty)$, and let

$$Q(z) = \sum_{\ell=3}^{k} \sum_{j \in I_\ell} Q_j z_j.$$ 

We say that $Q \in \mathcal{T}^{M,\nu}_k$ if there exist a constant $C$ depending on $M$ such that

$$\forall \ell = 3, \ldots, k, \quad \forall j \in I_\ell, \quad |Q_j| \leq C \frac{\mu(j)^{M+\nu}}{S(j)^M}. \quad (3.7)$$

Note that $Q$ is a real hamiltonian if and only if

$$\forall \ell = 3, \ldots, k, \quad \forall j \in I_\ell, \quad Q_j = \overline{Q}_j. \quad (3.8)$$

We have that $\mathcal{T}^{M,\nu}_k \subset \mathcal{H}^s$ for $s \geq \nu + 1/2$ (see [9]). The best constant in the inequality (3.7) defines a norm $|Q|_{\mathcal{T}^{M,\nu}_k}$ for which $\mathcal{T}^{M,\nu}_k$ is a Banach space. We set

$$\mathcal{T}^{\infty,\nu}_k = \bigcap_{M \in \mathbb{N}} \mathcal{T}^{M,\nu}_k.$$ 
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Definition 3.3 A function $P$ is in the class $\mathcal{T}$ if

- $P$ is a real hamiltonian and exhibits a zero of order at least 3 at the origin.
- There exists $s_0 \geq 0$ such that for any $s \geq s_0$, $P \in \mathcal{H}^s(\mathcal{U})$ for some neighborhood $\mathcal{U}$ of the origin in $\mathcal{P}_s$.
- For all $k \geq 1$, there exists $\nu \geq 0$ such that the Taylor expansion of degree $k$ of $P$ around the origin belongs to $\mathcal{T}_k^{-\nu}$.

With the previous notations, we consider in the following Hamiltonian functions of the form

$$H(z) = H_0(z) + P(z) = \sum_{a \in \mathcal{N}} \omega_a I_a(z) + P(z),$$

with $P \in \mathcal{T}$ and where for all $a \in \mathcal{N}$

$$I_a(z) = \xi_a \eta_a$$

are the actions associated with $a \in \mathcal{N}$. We assume that the frequencies $\omega_a \in \mathbb{R}$ satisfy

$$\forall a \in \mathcal{N}, \quad |\omega_a| \leq C|a|^m$$

for some constants $C > 0$ and $m > 0$. The Hamiltonian system (3.2) can hence be written

$$\begin{align*}
\dot{\xi}_a &= -i\omega_a \xi_a - i \frac{\partial P}{\partial \eta_a} (\xi, \eta) & a \in \mathcal{N} \\
\dot{\eta}_a &= i\omega_a \eta_a + i \frac{\partial P}{\partial \xi_a} (\xi, \eta) & a \in \mathcal{N}.
\end{align*}$$

3.3 Non resonance condition

Let $j = (j_1, \ldots, j_r) \in \mathcal{I}_r$, and denote by $j_i = (a_i, \delta_i) \in \mathcal{N} \times \{\pm 1\}$ for $i = 1, \ldots, r$. We set

$$\Omega(j) = \delta_1 \omega_{a_1} + \cdots + \delta_r \omega_{a_r}.$$  

(3.12)

We say that $j = (j_1, \ldots, j_r) \in \mathcal{I}_r$ depends only of the actions and we write $j \in \mathcal{A}_r$ if $j = \overline{f}$. In this situation $r$ is even and we can write

$$\forall i = 1, \ldots, r/2, \quad j_i = (a_i, 1), \quad \text{and} \quad j_{i+r/2} = (a_i, -1)$$

for some $a_i \in \mathcal{N}$. Note that in this situation,

$$z_j = z_{j_1} \cdots z_{j_r} = \xi_{a_1} \eta_{a_1} \cdots \xi_{a_{r/2}} \eta_{a_{r/2}} = I_{a_1} \cdots I_{a_{r/2}}$$

where for all $a \in \mathcal{N}$,

$$I_a(z) = \xi_a \eta_a$$
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denotes the action associated with the index $a$. Note that if $z$ satisfies the condition $\mathcal{I}_a(z) = \mathcal{I}_j(z)$ for all $j \in \mathbb{Z}$, then we have $I_a(z) = |\xi_a|^2$. For odd $r$, $A_r$ is the empty set.

We will assume now that the frequencies of the linear operator $H_0$ satisfy the following property:

**Hypothesis 3.4** For all $r \in \mathbb{N}$, there exist constants $\gamma$ and $\alpha$ such that $\forall j = (j_1, \ldots, j_r) \notin A_r$,

$$|\Omega(j)| \geq \frac{\gamma}{\mu(j)^{\alpha}}. \quad (3.13)$$

where we recall that $\mu(j)$ denotes the third largest integer amongst $|j_1|, \ldots, |j_r|$.

As explained in [6, 7, 2, 9] a large set of Hamiltonian PDEs can be written under the previous form and satisfy the non resonance condition (3.13). This includes the case of Schrödinger equations on a torus on dimension $d$ and wave equations with periodic boundary condition in dimension 1.

### 3.4 Numerical integrator

In the following $K$ is a fixed number and characterizes the high frequency cut-off level. As explained in the previous section the integrators we consider are such that the frequencies of the linear operator multiplied by $h$ are bounded by $K$.

Let $\chi_K : \mathbb{R}_+ \to \mathbb{R}_+$ be the cut-off function

$$\chi_K(x) = \begin{cases} 
  x & \text{if } x \leq K \\
  0 & \text{if } x > K 
\end{cases}$$

We define the operator $\psi_K(hH_0) := \exp(i\chi_K(hH_0))$ by the formula

$$\forall j = (a, \delta) \in \mathbb{Z}, \quad \psi_K(hH_0)_j = \exp(-i\delta \chi_K(h\omega_a)) = \begin{cases} 
  e^{-\delta h\omega_a} & \text{if } h\omega_a \leq K \\
  1 & \text{if } h\omega > K 
\end{cases}$$

We consider split-step integrators of the form

$$u^{n+1} = \psi_K(hH_0) \circ \varphi^b_P(u^n), \quad (3.14)$$

where $\varphi^b_P$ is the exact flow of $P$.

The numerical scheme (3.14) corresponds to an exact splitting method with time step $h$ applied to the truncated equation associated with the (infinite dimensional) Hamiltonian

$$H_h(z) = H^h_0(z) + P(z) := \sum_{a \in \mathbb{N}, |\omega_a| \leq Kh^{-1}} \omega_a \xi_a \eta_a + P(z), \quad (3.15)$$
where we denote by $H_0^h$ the truncated linear operator. The corresponding Hamiltonian system can be written
\[
\begin{align*}
\dot{\xi}_a &= -\frac{1}{\hbar}\chi_K(h\omega_a)\xi_a - i\frac{\partial P}{\partial \eta_a}(\xi,\eta) \quad a \in \mathcal{N} \\
\dot{\eta}_a &= \frac{1}{\hbar}\chi_K(h\omega_a)\eta_a + i\frac{\partial P}{\partial \xi_a}(\xi,\eta) \quad a \in \mathcal{N}.
\end{align*}
\]
(3.16)

Note that the effect of $\chi_K$ is a cut-off in $\omega_a$ such that $\omega_a \leq K\hbar^{-1}$.

The following result is easily shown and given here without proof:

**Theorem 3.5** Assume given two solutions $z(t)$ and $z_h(t)$ of (3.11) and (3.16) respectively, such that $z_h(0) = z(0)$. Let $s, \sigma > 0$ and assume that for $0 \leq t \leq T$ we have $z(t)$ and $z_h(t)$ in $\mathcal{P}_{s+\sigma+\frac{1}{2}}$. Then we have
\[
\forall t \in (0,T), \quad \|z(t) - z_h(t)\|_s \leq C\hbar^\sigma
\]
where $C$ depends on the Sobolev norms of $z(t)$ in $\mathcal{P}_{s+\sigma+\frac{1}{2}}$ for $t \in (0,T)$.

4 Statement of the result and applications

We first give normal form results both for the truncated equation (3.16) and the numerical integrator (3.14). We then give the dynamical consequences of these results for the long time behavior of the corresponding solutions.

4.1 Normal form results

**Theorem 4.1** Assume that $P \in T$, and that the non resonance condition (3.13) is satisfied. Let $K$ and $r$ be given numbers. Then there exist $s_0$ and $h_0$ such that for all $s \geq s_0$ there exist $U_s$ and $V_s$ two neighborhoods of the origin in $\mathcal{P}_s$ such that for all $h \leq h_0$ there exists $\tau_s : V_s \to U_s$ a canonical transformation which is the restriction to $U_s$ of $\tau = \tau_{s_0}$ and which put the Hamiltonian $H_h$ of eqn. (3.15) under normal form
\[
H_h \circ \tau = H_0^h + Z + R
\]
where $H_0^h$ is the Hamiltonian defined in (3.15) and where

(i) $Z$ is a real hamiltonian, polynomial of order $r$ in $z$ with terms that either depends only on the actions or contain at least three components $z_j$ with $|j| \geq K\hbar^{-1}$. As a consequence we have
\[
\forall z \in V_s, \quad \sum_{a \in \mathcal{N}} |a|^2 |\{I_a, Z\}(z)| \leq C\hbar^s (\|z\|_s^3 + \|z\|_s^{r})
\]
where $C$ depends on $r$, $s$ and $K$. 
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(ii) \( R \in \mathcal{H}^s(\mathcal{V}_s, \mathbb{C}) \) is a real hamiltonian such that for \( z \in \mathcal{V}_s \), we have
\[
\|X_R(z)\|_s \leq C\|z\|_s^r
\] (4.2)
where \( C \) depends on \( r, s \) and \( K \).

(iii) \( \tau \) is close to the identity in the sense where for all \( z \in \mathcal{V}_s \) we have
\[
\|\tau(z) - z\|_s \leq C\|z\|_s^2
\] (4.3)
and for all \( z \in \mathcal{U}_s \)
\[
\|\tau^{-1}(z) - z\|_s \leq C\|z\|_s^2
\] (4.4)
where \( C \) depends on \( r, s \) and \( K \).

As explained in the proof, this result is a mixed between the truncature systematically made in [2] and the global result stated in [9]. The depenancy on \( h \) in the estimates reflects the control of the non resonance conditions associated with the truncated linear operator appearing in \( H_h \).

**Theorem 4.2** Assume that \( P \in T \), and that the non resonance condition (3.13) is satisfied. Let \( r \) be a given number. Let \( K \) be such that
\[
K \leq \frac{\pi}{3},
\] (4.5)
then there exist \( s_0 \) and \( h_0 \) such that for all \( s \geq s_0 \) there exist \( \mathcal{U}_s \) and \( \mathcal{V}_s \) two neighborhoods of the origin in \( \mathcal{P}_s \) such that for all \( h \leq h_0 \) there exists a canonical transformation \( \tau_s : \mathcal{V}_s \to \mathcal{U}_s \) which is the restriction to \( \mathcal{U}_s \) of \( \tau = \tau_{s_0} \) such that
\[
\tau^{-1} \circ \psi_K(hH_0) \circ \varphi^1_h \circ \tau = \psi_K(hH_0) \circ \theta
\] (4.6)
where \( \theta \) is the solution at time \( \lambda = 1 \) of a non-autonomous hamiltonian \( hZ(\lambda) + R(\lambda) \) with

(i) \( Z(\lambda) \) a real hamiltonian depending smoothly on \( \lambda \), polynomial of order \( r \) in \( z \) with terms that either depend only on the actions or contain at least three components \( z_j \) with \( |j| \geq (r - 2)^{-1} Kh^{-1} \).

(ii) \( R(\lambda) \in \mathcal{H}^s(\mathcal{V}_s, \mathbb{C}) \) a real hamiltonian depending smoothly on \( \lambda \in (0, 1) \), and satisfying (4.2) uniformly in \( \lambda \).

(iii) \( \tau \) close to the identity in the sense where it satisfies (4.3) and (4.4).

As a consequence, there exist a constant \( C \) depending on \( r \) and \( s \) such that
\[
\forall z \in \mathcal{V}_s, \quad \sum_{a \in \mathcal{N}} |\partial^{|a|} I_a(\theta(z)) - I_a(z)| \leq C(h^s\|z\|_s^3 + \|z\|_s^{r+1}).
\] (4.7)

**Remark 4.3** As will appear clearly in the proof, the bound (4.5) can be refined to \( \pi/2 - \delta \) with \( \delta > 0 \) for general situations. If the bound \( \pi/2 \) is not satisfied, we can construct a system such that numerical resonances between \( h \) and the frequency vector \( \omega \) appear.
4.2 Dynamical consequences

We now give the main outcome of the previous theorems: The first concerns the exact solution of \((3.16)\) and the second the long time behavior of the numerical solution associated with splitting methods applied to this equation.

**Theorem 4.4** Assume that \(P \in \mathcal{T}\) and \(H_0\) satisfies the condition \((3.13)\). Let \(r, N \in \mathbb{N}^*\) be fixed. Then there exist constants \(s_0\) and \(h_0\) depending on \(r\) and \(N\) such that for all \(s > s_0\), there exist a constant \(\varepsilon_0\) depending on \(r\), \(N\), \(K\) and \(s\) such that the following holds: For all \(\varepsilon < \varepsilon_0\), \(h < h_0\) and for all \(z^0 \in \mathcal{P}_s\) real such that \(\|z^0\|_s < \varepsilon\), then the solution \(z_h(t)\) of \((3.16)\) with \(z_h(0) = z^0\) satisfies

\[
\|z_h(t)\|_s \leq 2\varepsilon \quad \text{for} \quad t \leq \frac{c}{\varepsilon^{r-1}} + \frac{c}{\varepsilon h^N},
\]

and

\[
\sum_{a \in \mathbb{N}} |a|^{2s} \left| I_a(z_h(t)) - I_a(z_h(0)) \right| \leq \varepsilon^{s/2} \quad \text{for} \quad t \leq \frac{c}{\varepsilon^{r-1}} + \frac{c}{\varepsilon h^N}.
\]

for some constant \(c\) depending on \(s\), \(r\) and \(N\).

Note that Eqn. \((3.16)\) is a infinite dimensional PDE. The only frequency cut-off is made in the linear operator. The difference with the classical results \([2, 9]\) is the dependence of the cut-off parameter in the bound in time. For fully discretized systems obtained by pseudo spectral methods, the same result holds with constant independent of the spatial discretization parameter (a priori independent of \(h\) and \(K\)). We do not give the proof here and refer to \([6]\) for the description of fully discretized systems.

**Theorem 4.5** Assume that \(P \in \mathcal{T}\) and \(H_0\) satisfies the condition \((3.13)\). Let \(r, N \in \mathbb{N}^*\) be fixed, then there exist constants \(s_0\) and \(h_0\) depending on \(r\) and \(N\) such that for all \(s > s_0\), there exists a constant \(\varepsilon_0\) depending on \(r\), \(N\) and \(s\) such that the following holds: For all \(\varepsilon < \varepsilon_0\), \(h < h_0\) and for all \(z^0 \in \mathcal{P}_s\) real and \(\|z^0\|_s < \varepsilon\) if we define

\[
z^n = (\psi_K(hH_0) \circ \varphi_h^P)^n(z^0),
\]

where the frequency cut-off is such that

\[
K \leq \frac{\pi}{3}.
\]

then we have \(z^n\) still real, and moreover

\[
\|z^n\|_s \leq 2\varepsilon \quad \text{for} \quad n \leq \frac{c}{\varepsilon^{r-1}} + \frac{c}{\varepsilon h^N},
\]
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and
\[ \sum_{a \in \mathcal{N}} |a|^{2s} |I_a(z^n) - I_a(z^0)| \leq \varepsilon^{5/2} \quad \text{for} \quad n \leq \frac{c}{\varepsilon^{r-1}} + \frac{c}{\varepsilon h N} \quad (4.13) \]
for some constant $c$ depending on $r$, $N$ and $s$.

**Proof of Theorem 4.4.** Let $y^0 = \tau^{-1}(z^0)$ which is well defined provided $\varepsilon_0$ is small enough so that $z^0 \in U_s$. Using (4.4) we have
\[ \|y^0 - z^0\|_s \leq C\varepsilon^2 \]
so that we can assume that $\|y^0\|_s \leq \varepsilon/2$. We then define $y_h(t)$ the solution of the Hamiltonian system associated with the Hamiltonian $H_0^h + Z + R$ given in Theorem (4.1). We set $N(t) = \|y_h(t)\|^2_s = \sum_{s} j^{2s} I_j(y_h(t))$. We have
\[ \frac{dN}{dt} = \sum_{s} j^{2s} \{I_j(y_h(t)), Z(y_h(t)) + R(y_h(t)) \}. \]
Assume that $s_0 > N$ and using (4.2) and (4.1), we see that as long as $y_h(t) \in V_s$ we have
\[ \left| \frac{dN}{dt} \right| \leq C(h^N N(t)^{\frac{3}{2}} + N(t)^{\frac{r+1}{2}}) \]
as we can always assume that $h_0 \leq 1$ and that $V_s$ is contained is the ball of radius 1 in $P_s$. We know that $N(0) \leq \varepsilon^2$ and we can assume that $\varepsilon_0$ is sufficiently small in such way that the ball in $P_s$ centered at the origin and of radius $3\varepsilon/2$ is included in $V_s$. Now as long as $\sqrt{N(t)} \leq 3\varepsilon/2$ we have
\[ \left| \frac{dN}{dt} \right| \leq C(h^s \varepsilon^3 + \varepsilon^{r+1}) \]
for some constant $C$. This implies
\[ |N(t) - N(0)| \leq Ct(h^N \varepsilon^3 + \varepsilon^{r+1}). \quad (4.14) \]
Hence there exists a constant $c$ such that as long as
\[ t \leq c(h^{-N} \varepsilon^{-1} + \varepsilon^{r-1}) \]
we have $\sqrt{N(t)} \leq 3\varepsilon/2$ and hence $y_h(t) \in V_s$. But this implies that $z_h(t) = \tau(y_h(t))$. Using (4.3) we then easily see that (4.8) is satisfied. The proof of (4.9) is similar (see [2, 9]).

**Proof of Theorem 4.5.** The proof follows the same lines as above but on a discrete level. Setting $y^0 = \tau^{-1}(z^0)$ we have $\|y^0\|_s \leq \varepsilon/2$. Now if we define by induction
\[ y^{n+1} = \psi_K(hH_0) \circ \theta(y^n) \]
and if we define $N_n = \|y^n\|^2_s$ then estimate (4.7) shows that
\[ |N_{n+1} - N_n| \leq C(h^N N_n^{\frac{3}{2}} + N_n^{\frac{r+1}{2}}), \]
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provided $s_0 \geq N$, which is the discrete version of (4.14). We then easily conclude upon using the same arguments.

5 Proof of the normal form results

5.1 The continuous case

We start now the proof of Theorem 4.1.

The strategy follows lines of [2, 9]: we search by induction a transformation eliminating the polynomial term of order $\ell$ until $\ell = r$. The transformation $\tau$ is then defined by the composition of all these transformations. At each step, the transformation is constructed as the flow at time 1 of a Hamiltonian system with unknown Hamiltonian $\chi$. Hence we are lead to solve recursively the homological equations

$$\{H^h_0, \chi\} + Z = G$$

where

$$G = \sum_{j \in I_\ell} G_j z_j \in T^\infty,\nu_1$$

is a polynomial of order $\ell$ depending on the term constructed in the previous steps and satisfying estimates of the form (3.7) for some $\nu_1 > 0$, and $Z$ an unknown term in normal form.

Setting

$$\omega^h_a = \begin{cases} \omega_a & \text{if } \omega_a \leq Kh^{-1} \\ 0 & \text{if } \omega_a > Kh^{-1} \end{cases}$$

we see that the equation (5.1) can be written in terms of the coefficients $\chi_j$, $Z_j$ and $G_j$ as

$$\Omega^h(j)\chi_j + Z_j = G_j$$

where $\Omega^h(j)$ is defined as (3.12) with respect to $\omega^h_a$. Following [9] in the case where no frequency cut-off is made (i.e. $\Omega^h(j) = \Omega(j)$), the condition (3.13) ensures that the system (5.3) can be solved by putting the terms depending on the actions in $Z_j$ and solving the rest to construct $\chi_j$ by inverting $\Omega(j)$. It is then clear that $\chi_j$ belongs to some $T^\infty,\nu_2$ for some $\nu_2$ which ensures the control of the regularity of the transformation.

In our situation, it is clear that $\Omega^h(j)$ does not fulfill the condition (3.13): if for instance $(j_1, j_2, j_3) \in I_\ell \setminus A_\ell$ a multi-index with at most two indices greater than $Kh^{-1}$ in modulus, then $\Omega^h(j)$ is equal to zero.

On the other hand, let $j = (j_1, \ldots, j_\ell) \in I_\ell \setminus A_\ell$ a multi-index with at most two indices greater than $Kh^{-1}$. We can always assume that these two big indices are $j_1$ and $j_2$ with $j_1 \geq j_2$ and that $\mu(j) = j_3$. 
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• If both are greater than $K h^{-1}$ we have in fact

$$|\Omega^h(j)| = |\Omega(j_3, \ldots, j_\ell)| \geq \frac{\gamma}{\mu(j)^\alpha}$$

upon using (3.13) unless $(j_3, \ldots, j_\ell) \in A_{\ell-2}$. But in this last situation, the condition $\mathcal{M}(j) = 0$ implies that $j_1 = \tilde{j}_2$, i.e. $j \in A_\ell$.

• If only one is greater than $K h^{-1}$ then we have with similar notations

$$|\Omega^h(j)| = |\Omega(j_2, \ldots, j_\ell)| \geq \frac{\gamma}{\mu(j)^\alpha}$$

thanks to (3.13) unless $(j_3, \ldots, j_\ell) \in A_{\ell-1}$. If $\ell$ is even this is impossible. If $\ell$ is odd, then the zero moment condition $\mathcal{M}(j) = 0$ implies that $j_1 = 0$, which is a contradiction.

This shows that (3.13) holds for $\Omega^h(j)$ except for $j \in A_\ell$ or for $j$ such that at least three indices are greater that $K h^{-1}$ in modulus. Hence we solve (5.3) by defining $Z_j = G_j$ and $\chi_j = 0$ when $j \in A_\ell$ or when $j$ contains at least three indices are greater that $K h^{-1}$ in modulus; while $Z_j = 0$ and $\chi_j = \Omega^h(j) - 1 G_j$ in the other cases, i.e. when $j \notin A_\ell$ and $j$ contains at most two indices are greater that $K h^{-1}$ in modulus.

Now the condition (3.13) ensures that $\chi_j \in T^{\infty, \nu_2}_k$ for some $\nu_2$. The conclusion now follows [9] except the derivation of equation (4.1) which is a consequence of Lemma 4.11 in [2].

5.2 Splitting methods

We prove now Theorem 4.2.

We follow now the methodology developed in [6, 7]. We embed the splitting method $\Psi_K(hH_0) \circ \varphi^h_P$ into the family

$$(0,1) \ni \lambda \mapsto \psi_K(hH_0) \circ \varphi^\lambda_P$$

and we seek $\tau^\lambda$ as a transformation $\tau = \varphi^\lambda_{\chi(\lambda)}$ associated with a non-autonomous real hamiltonian $\chi(\lambda)$ depending smoothly on $\lambda$ and such that for all $\lambda \in (0,1)$

$$\forall \lambda \in [0,1] \quad \psi_K(hH_0) \circ \varphi^\lambda_{hP} \circ \varphi^\lambda_{\chi(\lambda)} = \varphi^\lambda_{\chi(\lambda)} \circ \psi_K(hH_0) \circ \varphi^\lambda_{Z(\lambda)}$$

(5.4)

where $Z(\lambda)$ is a Hamiltonian in normal form in the sense of Theorem 4.2 and $R(\lambda)$ a real Hamiltonian possessing a zero of order $r + 1$. Deriving this expression in $\lambda$, we find the equation (compare eqn. (5.18) in [7]):

$$\forall \lambda \in [0,1] \quad \chi(\lambda) \circ \psi_K(hH_0) - \chi(\lambda) \circ \varphi_{hP}^{-\lambda} = hP - (hZ(\lambda) + R(\lambda)) \circ \varphi_{hP}^{-\lambda}$$

(5.5)
As in [7], we see that the solution of this equation relies on the solvability of a discrete Homological equation of the form

\[ \forall j \in I_\ell, \quad (e^{ih\Omega^h(j)} - 1)\chi_j + hZ_j = hG_j \]

where now \( \Omega^h(j) \) is defined as in (3.12) with respect to \( \omega^h_a \) defined in (5.2).

Assume that \( G_j \in T^x_{\ell,\nu_1} \) for some \( \nu_1 \).

Let \( j \in I_\ell \notin A_\ell \). As before, we assume that \( |j_1| \geq |j_2| \geq |j_3| \geq \cdots \). We recall that for \( |x| \leq \pi \), we have

\[ |e^{ix} - 1| \geq \frac{2}{\pi}|x|. \]

Assume that \( \mu(j) = j_3 \leq (\ell - 2)^{-1}Kh^{-1} \). Then we have

\[ |h\Omega(j_3, \ldots, j_\ell)| \leq K \leq \frac{\pi}{3}. \]

Now we have three possibilities:

- \( |j_2| > Kh^{-1} \). In this situation we have \( \omega^h_{j_1} = \omega^h_{j_2} = 0 \).

\[ |\Omega^h(j)| = |h\Omega(j_3, \ldots, j_\ell)| \leq \frac{\pi}{3} \]

and hence

\[ |e^{i\Omega^h(j)} - 1| \geq \frac{2}{\pi}h\Omega^h(j_3, \ldots, j_\ell) \geq \frac{h\gamma^*}{\mu(j)^{\nu}} \]

for some constant \( \gamma^* \) using (3.13) and unless \( (j_3, \ldots, j_\ell) \in A_{\ell-2} \). But in this last case, thanks to the the zero moment condition, \( j_1 = j_2 \) and thus \( j \in A_\ell \).

- \( |j_1| > Kh^{-1} \) and \( |j_2| \leq Kh^{-1} \). Now we have

\[ |\Omega^h(j)| = |h\Omega(j_2, \ldots, j_\ell)| \leq 2K \leq \frac{2\pi}{3} \]

and hence

\[ |e^{i\Omega^h(j)} - 1| \geq \frac{2}{\pi}h\Omega^h(j_2, \ldots, j_\ell) \geq \frac{h\gamma^*}{\mu(j)^{\nu}} \]

unless \( (j_3, \ldots, j_\ell) \in A_{\ell-2} \) which is impossible because the zero moment condition would be violated.

- \( |j_1| \leq Kh^{-1} \). In this case we have

\[ |\Omega^h(j)| = |\Omega(j)| \leq 3K \leq \pi \]

and hence we have

\[ |e^{i\Omega^h(j)} - 1| \geq \frac{2}{\pi}h\Omega(j) \geq \frac{h\gamma}{\mu(j)^{\nu}} \]

using (3.13).
So far we have proven the following: For all $j$ such that $\mu(j) \leq (\ell - 2)^{-1} K h^{-1}$ and $j \notin \mathcal{A}_\ell$, we have

$$|e^{ih\Omega(j)} - 1| \geq \frac{h\gamma^*}{\mu(j)^\nu}$$

for some constant $\gamma^*$ depending on the constant $\gamma$ in (3.13) (for different $\ell$).

Now we see that we can solve the homological equation for those indices, and put the remainder terms in $Z$, which entails into the definition of normal form terms in Theorem (4.4). It is then clear that $\chi(\lambda) \in T_\ell^{\infty,\nu_2}$ for some $\nu_2$, and the rest of the proof can be adapted from [9].

Finally, estimate (4.7) is a direct consequence of Lemma 4.11 in [2]. This concludes the proof.
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