Dynamical replica analysis of processes on finitely connected random graphs: II. Dynamics in the Griffiths phase of the diluted Ising ferromagnet
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Abstract

We study the Glauber dynamics of Ising spin models with random bonds, on finitely connected random graphs. We generalize a recent dynamical replica theory with which to predict the evolution of the joint spin-field distribution, to include random graphs with arbitrary degree distributions. The theory is applied to Ising ferromagnets on randomly diluted Bethe lattices, where we study the evolution of the magnetization and the internal energy. It predicts a prominent slowing down of the flow in the Griffiths phase, it suggests a further dynamical transition at lower temperatures within the Griffiths phase, and it is verified quantitatively by the results of Monte Carlo simulations.

PACS numbers: 02.50.Ey, 05.90.+m, 64.60.Cn, 75.10.Hk

1. Introduction

Finitely connected (FC) spin systems were introduced more than 20 years ago by Viana and Bray [1] as more realistic alternatives to infinite range (IR) models of spin glasses [2, 3]. In finitely connected systems the spins are placed on the vertices of a random graph, and interact only when their vertices are connected; the number of connections per spin remains finite (on average), even in the thermodynamic limit. This definition endows finitely connected spin models with a geometry (e.g. vertex neighborhood), a crucial feature also of finite-dimensional (FD) spin systems, that was absent from infinite range models. Yet, in contrast to FD spin systems which are notoriously difficult to solve, FC models are still of a mean field nature and can therefore be studied analytically using methods from the statistical mechanics of disordered systems. This property reflects the absence of short loops: in finitely connected spin systems loop lengths are typically of order log(N), so that the spins live in environments which are locally tree-like, unlike spins in finite-dimensional systems, and short-range frustration cannot occur. As a result of their analytical accessibility
the equilibrium properties of finitely connected spin systems are now understood quite well [4–9]. The mathematical and numerical techniques which originated from these equilibrium papers were, in turn, generalized and applied in subsequent dynamical studies [10–18].

One of the properties shared by finitely connected and finite-dimensional spin systems is the presence of Griffiths singularities [19]. In his seminal paper Griffiths showed that in the diluted Ising ferromagnet, where either sites or bonds of a classical lattice are removed with some probability \(1 - p\), the magnetization is a non-analytical function of the external field for a range of temperatures \(T_c(p) < T < T_c(1)\), where \(T_c(p)\) and \(T_c(1)\) are the critical temperatures marking the \(P \to F\) transition of the diluted and undiluted systems, respectively. The system is in a conventional paramagnetic state only for temperatures above \(T_c(1)\), where \(T_c(1)\) could be infinite [20]. The temperature interval \(T_c(p) < T < T_c(1)\) over which these singularities occur is called the Griffiths phase [21]. This peculiar behavior of the magnetization [22] and other thermodynamic functions, which can be observed in real materials [23], is understood to be caused by the presence in the randomly diluted system of large undiluted spatial regions (or clusters) of the lattice. In the Griffiths phase these clusters are in an ordered magnetic state, although the system is globally paramagnetic. The Griffiths singularities are not always strong \(^1\) [20, 22, 25–27] and often difficult to observe experimentally [25], nevertheless this is possible with modern sampling techniques [28, 29].

In contrast to statics, the effects of large undiluted clusters on the dynamic properties of diluted spin systems are more drastic. The dynamics in such clusters is very slow because it requires reversing spins coherently in the entire cluster. In FD spin systems this results in non-exponential decay of the spin autocorrelation and magnetization functions in the entire Griffiths region [21, 30–35]. The latter studies concentrated mainly on the derivation of bounds for the spin autocorrelation function, at large times, with subsequent verification by Monte Carlo (MC) simulations. The dynamic properties of the Griffiths phase in FC spin systems remain, to the best of our knowledge and that of others [36], largely unexplored.

In this paper, we generalize recent results obtained within the framework of dynamic replica theory (DRT) [17] to include random graphs with arbitrary vertex degree distributions, and apply the generalized theory to the dynamics of diluted ferromagnets in the Griffiths phase. Our paper is organized as follows. In section 2 we define our finitely connected spin model and its dynamical equations. In section 3 we close the macroscopic dynamical laws using the standard assumptions and procedures of DRT. From these closed laws we recover known results of equilibrium statistical mechanics as stationary solutions in section 3.2, as a test. The replica-symmetry assumption allows us to take the replica limit \(n \to 0\) in section 3.3. The resulting dynamical theory is applied to the Glauber dynamics of diluted Ising ferromagnet in section 4. We close with a summary and discussion of our results.

2. Model definitions and dynamic equations

We consider a system of \(N\) Ising spins \(\sigma_i \in \{-1, 1\}\), which are placed on the vertices of a finitely connected random graph. Their microscopic dynamics is described by a master equation for the evolution of the microscopic state probability in continuous time:

\[
\frac{d}{dt} p_t(\sigma) = \sum_{i=1}^{N} \left[ p_t(F_i \sigma) w_i(F_i \sigma) - p_t(\sigma) w_i(\sigma) \right]
\]  

\(^1\) See [24] for a model example where very strong Griffiths effects are found.
in which $\sigma = (\sigma_1, \ldots, \sigma_N)$, $F_i$ denotes the spin-flip operator defined via $F_i \Omega(\sigma) = \Omega(\sigma_1, \ldots, -\sigma_i, \ldots, \sigma_N)$, and the quantities $w_i(\sigma)$ are the Glauber transition rates

$$w_i(\sigma) = \frac{1}{2} [1 - \sigma_i \tanh(\beta h_i(\sigma))]$$

(2)

with the local fields

$$h_i(\sigma) = \sum_{j \neq i} c_{ij} J_{ij} \sigma_j + \theta.$$  

(3)

The parameters $\beta = T^{-1}$ and $\theta$ define the inverse temperature and a uniform external field, respectively. The random interactions $\{c_{ij} J_{ij}\}$ are symmetric, namely $c_{ij} J_{ij} = c_{ji} J_{ji}$, and are regarded as a quenched disorder. The interaction strengths $J_{ij}$ are independent random variables, drawn from a probability distribution $P(J)$.

The Hamiltonian is given by

$$H(\sigma) = -\sum_{i<j} \sigma_i c_{ij} J_{ij} \sigma_j - \theta \sum_i \sigma_i.$$  

(4)

In this paper we consider FC random graphs where the vertex degrees $\{k_i\}$, with $k_i = \sum_{j \neq i} c_{ij}$, are drawn randomly and independently from an arbitrary probability distribution $P_c(k)$ over the non-negative integers, with finite first moment $c = \sum_k P_c(k)k$. The probability of finding an adjacency matrix $c = \{c_{ij}\}$ in this random graph ensemble, constrained by the vertex degrees $\{k_i\}$, is given by

$$P(c|\{k_i\}) = \frac{1}{Z} \prod_{i<j} p_c(c_{ij}) \prod_i \delta_{k_i, \sum_j c_{ij}}.$$  

(5)

where $Z$ is a normalization constant, and

$$\forall i < j : p_c(c_{ij}) = \frac{c}{N} \delta_{c_{ij},1} + \left(1 - \frac{c}{N}\right) \delta_{c_{ij},0}.$$  

(6)

The presence of $p_c(c_{ij})$ in the definition (5) is mathematically convenient in solving the model, but not essential; it can be transformed away in leading order in $N$.

We avoid the impossible task of solving the $2^N$ equations (1) directly, and consider an alternative description of the dynamics in terms of macroscopic observables. In particular, we consider the evolution in time of the joint spin-field distribution [37], which is given by

$$D(s, h; \sigma) = \frac{1}{N} \sum_i \delta_{s_i, \sigma_i} \delta[h - h_i(\sigma)].$$  

(7)

In finitely connected models equipped with the dynamics (1), the macroscopic distribution (7) will evolve deterministically for $N \to \infty$, according to a macroscopic dynamical equation [17] of the form

$$\frac{d}{dt} D(s, h) = \frac{1}{2} [1 + s \tanh(\beta h)] D(-s, h) - \frac{1}{2} [1 - s \tanh(\beta h)] D(s, h) + \frac{1}{2} c \sum_i \int dh'[1 - s' \tanh(\beta h')] A[s, s'; h, h'; s']$$

$$- \frac{1}{2} c \sum_i \int dh'[1 - s' \tanh(\beta h')] A[s, s'; h, h'; 0]$$

(8)
with a spin variable \( s \in \{-1, 1\} \), and a field \( h \in \mathbb{R} \). The dynamical equation (8) is written in terms of time-dependent kernels \( D \) and \( A \), which are defined as follows:

\[
D(s, h) = \frac{1}{N} \sum_i \langle \delta_{s_i,0} \delta[h - h_i(\sigma)] \rangle_{D,t}
\]

(9)

\[
A[s, s'; h, h'; \delta] = \frac{1}{cN} \sum_{\ell, \ell'} c_{\ell\ell'} A_{\ell\ell}[s, s'; h, h'; \delta]
\]

(10)

\[
A_{\ell\ell}[s, s'; h, h'; \delta] = \langle \delta_{\sigma,\sigma'} \delta_{s_i,0} \delta[h' - h_{\ell}(\sigma)] \delta[h - h_{\ell}(\sigma) + 2J_{\ell\ell}\delta] \rangle_{D,t}
\]

with \( s' \in \{-1, 1\} \), \( h' \in \mathbb{R} \) and \( \delta \in \{0, s'\} \). In these expressions, the sub-shell average

\[
(f(\sigma))_{D,t} = \frac{\sum_{\sigma} p_1(\sigma) f(\sigma) \prod_{h} \delta[D(s, h) - D(s, h; \sigma) - D(s, h')] \sum_{\sigma} p_1(\sigma) \prod_{h} \delta[D(s, h) - D(s, h; \sigma) - D(s, h')]}{\sum_{\sigma} p_1(\sigma) \prod_{h} \delta[D(s, h) - D(s, h; \sigma) - D(s, h')]}
\]

(11)
is written in terms of the macroscopic distribution (7) which acts as a constraint on microstates\(^2\), and the microscopic probability distribution \( p_1(\sigma) \). The kernel \( A \) is positive semi-definite, and normalized for \( N \to \infty \); it defines the joint spin-field probability distribution of connected sites. Equation (8) is exact for large \( N \), but not yet closed due to the presence of microscopic probability \( p_1(\sigma) \) in (11).

### 3. Dynamical replica analysis

#### 3.1. Closure and disorder averaging

In order to solve equation (8) we have to compute the kernel (10). This latter kernel is dependent on the disorder \( \{c_{ij}, J_{ij}\} \) and the microscopic state probability \( p_1(\sigma) \). To compute \( A \) we make the usual assumptions of the dynamic replica method [37, 17]: (i) the observables \( \{D(s, h; \sigma)\} \) are assumed to be self-averaging with respect to the disorder at any time, and (ii) the microscopic probability \( p_1(\sigma) \) is taken to depend on \( \sigma \) only through \( \{D(s, h; \sigma)\} \). The self-averaging assumption leads us to

\[
A[s, s'; h, h'; \delta] = \left\{ \frac{1}{cN} \sum_{\ell, \ell'} c_{\ell\ell'} A_{\ell\ell}[s, s'; h, h'; \delta] \right\}_{\{c_{ij}, J_{ij}\}}
\]

(12)

The subsequent elimination of the microscopic probability \( p_1(\sigma) \) from the above, followed by the elimination of the fraction via the replica identity \( \sum_{\sigma} \Phi(\sigma) W(\sigma) / \sum_{\sigma} W(\sigma') = \lim_{n \to 0} \sum_{\sigma_1} \cdots \sum_{\sigma_n} \sum_{\sigma'} \Phi(\sigma') \prod_{i=1}^n W(\sigma'^{\alpha}) \) (see e.g. [3] for further examples and discussions of the replica method as a tool for averaging fractions), allows us to perform the disorder averages in the term \( c_{\ell\ell'} A_{\ell\ell} \) of equation (10) (see appendix A for details), yielding

\[
\langle c_{\ell\ell'} A_{\ell\ell}[s, s'; h, h'; \delta] \rangle_{\{c_{ij}, J_{ij}\}} = \sum_{\sigma_1} \cdots \sum_{\sigma_n} \int \prod_{a}\left[ \frac{d H_{H_{\alpha}}^\sigma d h_{\alpha}^\sigma}{2\pi} e^{i h_{\alpha}^\sigma H_{H_{\alpha}}^\sigma} \right]
\]

\[
\times \prod_{\tau h} \left[ D(\tau, h) - \frac{1}{N} \sum_i \delta_{\tau,\sigma_i} \delta[h - H_{H_{\alpha}}^\sigma] \right]
\]

\[
\times \delta_{\sigma,\sigma'} \sum_{\delta} [h' - H_{H_{\alpha}}^\sigma] [c_{\ell\ell'} \delta[h - H_{H_{\alpha}}^\sigma + 2J_{\ell\ell}\delta] e^{i \sum_{\alpha} h_{\alpha}^\sigma h_{\alpha}^\sigma}]
\]

\[
= \frac{1}{cN} \sum_{\sigma_1} \cdots \sum_{\sigma_n} \int \prod_{a}\left[ \frac{d H_{H_{\alpha}}^\sigma d h_{\alpha}^\sigma}{2\pi} \right] e^{i \sum_{\alpha} h_{\alpha}^\sigma H_{H_{\alpha}}^\sigma - ih_{\alpha}^\sigma}
\]

\(2\) Here, to simplify notation, we skip explicit mentioning of the intermediate discretization of the fields \( h \) in (7), which is formally required [17].
\[
\begin{aligned}
&\times \prod_{\tau h a} \left[D(\tau, h) - \frac{1}{N} \sum_i \delta_{\tau, \sigma^i} \delta[h - H_i^\sigma]\right] \\
&\times \int \mathcal{D} J \mathcal{P}(J) \delta_{\tau, \sigma^i} \delta_{\tau, \sigma^i} \delta[h - H_i^h + 2J\bar{s}] \delta[h' - H_i^h] e^{-ij \sum_i (\delta[h'^h + H_i^h])} \\
&\times \int_{-\pi}^{\pi} \prod_i \left[\frac{d\delta_i}{2\pi} e^{i\delta_k} \right] e^{-i(\delta_k + k\upsilon)} \\
&\times \exp \left[\frac{c}{2N} \sum_{ij} \left\{ \int \mathcal{D} J \mathcal{P}(J) e^{-ij \sum_i (\delta[h'^h + H_i^h]) - i(\delta_k + k\upsilon)} - 1 \right\} + O(N^0) \right].
\end{aligned}
\]

In the derivation of the above result we have used the integral representation of unity

\[
1 = \int \prod_{\alpha i} \frac{dH_i^\alpha d\delta_i^\alpha}{2\pi} e^{iH_i^\alpha h - i(\sigma^i)}
\]

and the integral representation of the Kronecker \(\delta\)-functions

\[
\delta_{\ell i, \sum_{j \neq i} c_j} = \int_{-\pi}^{\pi} \frac{d\delta_i}{2\pi} e^{i\delta_i - \sum_{j \neq i} c_j}.
\]

In order to disentangle the \(N\) degrees of freedom in equation (13) we next define a replica density function

\[
P(\sigma, \hat{h}, \hat{k}; \{\sigma_i\}, \{\hat{h}_i\}, \{\hat{k}_i\}) = \frac{1}{N} \sum_{\delta} \delta[\hat{h} - \hat{h}_i] \delta[k - \hat{k}_i],
\]

where \(\sigma = (\sigma_1, \ldots, \sigma_n)\), \(\sigma_i = (\sigma_1^i, \ldots, \sigma_n^i)\) (similarly for the replicated vectors \(\hat{h}, \hat{h}_i\)), via insertion into equation (13) of the following \(\delta\)-functional unity representation:

\[
1 = \int \prod_{\sigma, \hat{h}, \hat{k}} dP(\sigma, \hat{h}, \hat{k}) \delta[P(\sigma, \hat{h}, \hat{k}) - P(\sigma, \hat{h}, \hat{k}; \{\sigma_i\}, \{\hat{h}_i\}, \{\hat{k}_i\})]
\]

which gives, with the shorthands \((g(J))_J = \int \mathcal{D} J \mathcal{P}(J) g(J)\) and \(x \cdot y = \sum_{\alpha i} x^i y^i\),

\[
\langle c_{i' i} A_{ii'} [s, s'; h, h'; \bar{s}] \rangle_{\{\sigma_i\}, \{\hat{h}_i\}} = \frac{1}{2N} \mathcal{D}_a(h, \hat{h}) \int \prod_{\tau h a} \frac{dH_a}{2\pi} F(\sigma, \hat{h}, \hat{k}) P(\sigma, \hat{h}, \hat{k})
\]

\[
\times \exp \left[iN \sum_{\tau h a} \bar{D}_{a}(\tau, h) D(\tau, h) + iN \sum_{\sigma} \int d\delta d\delta' P(\sigma, \hat{h}, \hat{k}) P(\sigma', \hat{h}', \hat{k}')
\]

\[
+ \frac{1}{2} e^{iN \sum_{\sigma, \sigma'} \int d\delta d\delta' d\delta' d\delta' P(\sigma, \hat{h}, \hat{k}) P(\sigma', \hat{h}', \hat{k}')}
\]

\[
\times \left\{ e^{-ij [\delta[h + H_i] - i(\delta_k + k\upsilon)]} - 1 \right\} + O(N^0)
\]

\[
\times \sum_{\sigma^i} \cdots \cdots \sum_{\sigma^i} \int \prod_{\tau h a} \left[\frac{dH_a d\delta}{2\pi} \right] F(\sigma^i, \hat{h}_i, \hat{k}_i) \exp \left[\int \mathcal{D} J \mathcal{P}(J) e^{-ij [\delta[h + H_i] - i(\delta_k + k\upsilon)]} \right]
\]

\[
\times \delta_{\tau, \sigma^i} \delta_{h, \sigma^i} \delta[h - H_i^h] \left[\delta[h' - H_i^h] e^{-ij [\delta[h + H_i] + 2J\bar{s}] e^{-ij [\delta[h + H_i] + 2J\bar{s}]]}} \right]_J e^{-i(\delta_k + k\upsilon)}.
\]
where $\mathbf{H}_i = (H_1^i, \ldots, H_n^i)$. Inserting the above result into the sum (10), followed by further manipulations (see appendix B for details), leads us to the path integral

$$A[s, s'; h, h'; \tilde{s}] = \lim_{N \to \infty} \frac{1}{Z} \left[ \frac{1}{2\pi} \right]^N \int \{d\mathbf{P} \, d\mathbf{\hat{P}} \, d\mathbf{\hat{D}}\} e^{N \Psi[[\mathbf{P}, \mathbf{\hat{P}}, \mathbf{\hat{D}}]] + O(N^0)}$$

$$\times \left\{ \sum_{k,k' \geq 0} P_r(k) P_r(k') \sum_{\sigma, \sigma'} \int d\mathbf{\hat{H}} \, d\mathbf{\hat{h}} \, d\mathbf{\hat{h}}' \right.$$

$$\times M[\mathbf{H}, \mathbf{\hat{h}}, \sigma|k - 1, \theta] M[\mathbf{H}', \mathbf{\hat{h}}', \sigma'|k' - 1, \theta]$$

$$\times \delta_{\sigma,\sigma'} \delta_{\hat{h},\hat{h}} \delta[H' - H_i] [\delta[h - H_i'] + 2J \tilde{s}] e^{-iJ[\hat{h} + \hat{h}' + \delta(h - H_i)]}$$

$$\times \left[ \sum_{\sigma, \sigma'} \int d\mathbf{H} \, d\mathbf{\hat{h}}' \, d\mathbf{\hat{h}} \, M[\mathbf{H}, \mathbf{\hat{h}}, \sigma|k, \theta] M[\mathbf{H}', \mathbf{\hat{h}}', \sigma'|k', \theta] \right]^{-1} + O(N^{-1}) \right\}$$

(19)

where $\Psi$ is the macroscopic saddle-point surface

$$\Psi[[\mathbf{P}, \mathbf{\hat{P}}, \mathbf{\hat{D}}]] = \int_{\sigma, \sigma'} \int d\mathbf{h} \, d\mathbf{\hat{h}} \, d\mathbf{\hat{h}}' \, d\mathbf{\hat{P}} \, d\mathbf{\hat{\mathbf{P}}} \, d\mathbf{\hat{\mathbf{P}}} \, d\mathbf{\hat{\mathbf{P}}} \, d\mathbf{\hat{\mathbf{P}}} \mathbf{\hat{D}}(\sigma, h, \mathbf{\hat{D}})$$

(20)

and $M$ is an effective single-site measure

$$M[\mathbf{H}, \mathbf{\hat{h}}, \sigma|k - m, \theta] = \int_{\sigma, \sigma'} \int d\mathbf{h} \, d\mathbf{\hat{h}} \, d\mathbf{\hat{h}}' \, d\mathbf{\hat{P}} \, d\mathbf{\hat{\mathbf{P}}} \, d\mathbf{\hat{\mathbf{P}}} \, d\mathbf{\hat{\mathbf{P}}} \, d\mathbf{\hat{\mathbf{P}}} \mathbf{\hat{D}}(\sigma, h, \mathbf{\hat{D}})$$

(21)

with $\mathbf{H} = (H_1, \ldots, H_n)$ and $m \in \mathbb{Z}$. Finally, we change the order of the limits $N \to \infty$ and $n \to 0$ in (19) and, with the help of the normalization identity $\sum_{k,k'} \int d\mathbf{h} \, d\mathbf{\hat{h}}' A[s, s'; h, h'; \tilde{s}] = 1$, we compute (19) by steepest descent, which gives

$$A[s, s'; h, h'; \tilde{s}] = \lim_{n \to \infty} \frac{1}{Z_A} \sum_{k,k'} P_r(k) P_r(k') \sum_{\sigma, \sigma'} \int d\mathbf{H} \, d\mathbf{\hat{h}}' \, d\mathbf{\hat{h}}'$$

$$\times M[\mathbf{H}, \mathbf{\hat{h}}, \sigma|k - 1, \theta] M[\mathbf{H}', \mathbf{\hat{h}}', \sigma'|k' - 1, \theta]$$

$$\times \delta_{\sigma,\sigma'} \delta_{\hat{h},\hat{h}} \delta[H' - H_i] [\delta[h - H_i'] + 2J \tilde{s}] e^{-iJ[\hat{h} + \hat{h}' + \delta(h - H_i)]}$$

$$\times \left[ \sum_{\sigma, \sigma'} \int d\mathbf{H} \, d\mathbf{\hat{h}}' \, d\mathbf{\hat{h}} \, M[\mathbf{H}, \mathbf{\hat{h}}, \sigma|k, \theta] M[\mathbf{H}', \mathbf{\hat{h}}', \sigma'|k', \theta] \right]^{-1}, \quad (22)$$

where $Z_A$ is a constant that ensures the proper normalization of $A$. The order parameters $\{\mathbf{P}, \mathbf{\hat{P}}, \mathbf{\hat{D}}\}$ are determined by extremization of the functional $\Psi$ in (20), which leads us to four functional saddle-point equations

$$D(\sigma, h) = \sum_{k \geq 0} P_r(k) \sum_{\sigma, \sigma'} \int d\mathbf{H} \, d\mathbf{\hat{h}} \, M[\mathbf{H}, \mathbf{\hat{h}}, \sigma|k, \theta] \delta_{\sigma,\sigma'} \delta(h - H_i)$$

$$\sum_{\sigma, \sigma'} \int d\mathbf{H} \, d\mathbf{\hat{h}} \, M[\mathbf{H}, \mathbf{\hat{h}}, \sigma|k, \theta] \quad (23)$$
\[ P(\sigma, \hat{h}, \hat{k}) = \sum_{k \geq 0} P_r(k) \frac{\int dH M[H, \hat{h}, \sigma|k, \hat{k}, \theta]}{\sum_k \int dH \text{d}h M[H, \hat{h}, \sigma|k, \theta]} \quad (24) \]

\[ \hat{P}(\sigma, \hat{h}, \hat{k}) = i e Q(\sigma, \hat{h}, \hat{k}) \quad (25) \]

\[ Q(\sigma, \hat{h}, \hat{k}) = \sum_{\sigma}' \int \text{d}h ' \text{d}k ' \hat{P}(\sigma', \hat{h}', \hat{k}') (e^{-iJ[\hat{h}' \sigma' + \hat{k}' - \hat{k} \cdot \hat{k}']} - 1) J. \quad (26) \]

Relations (25) and (26) allow us to relate the order parameter \( P(\sigma, \hat{h}, \hat{k}) \) to its conjugate \( \hat{P}(\sigma, \hat{h}, \hat{k}) \), and thereby remove the latter from the measure \( M(21) \). Furthermore, assuming that the function \( \hat{D}_\alpha(s, h) \) is well-behaved in the sense that \( \sum_h \Delta h \hat{D}_\alpha(s, h) g(h) \to \int \text{d}h \hat{D}_\alpha(s, h) g(h) \) for \( \Delta h \to 0 \), we have
\[ M[H, \hat{h}, \sigma|k, \hat{k}, \theta] = \frac{1}{2\pi} e^{\hat{h}x - \theta} \text{d}h \int_\pi -\pi \text{d}k e^{-iN} P(\sigma, \hat{h}, \hat{k}) \quad (27) \]

in definition (21).

The conjugate parameters \( \hat{D}_\alpha(\sigma, h) \) and \( \hat{P}(\sigma, \hat{h}, \hat{k}) \) in our replica theory play the role of Lagrange multipliers enforcing the normalization of the joint spin-field distribution \( D(\sigma, h) \) and of the replica density function \( P(\sigma, \hat{h}, \hat{k}) \). The physical meaning of the density \( P(\sigma, \hat{h}, \hat{k}) \) is not yet clear due to the presence of the vector \( \hat{h} \) and the parameter \( \hat{k} \). However, we note that in our theory only the Fourier transforms \( \int \text{d}h e^{-i\hat{h} \cdot x} \int_\pi -\pi \text{d}k e^{-ik} P(\sigma, \hat{h}, \hat{k}) \) of this function are relevant, where \( x \in \mathbb{R}^n \).

### 3.2. Equilibrium

In this section we show that the equilibrium solution of the model (4) is also a stationary solution of our dynamic equation (8). This is done in two steps. First, we show that the equilibrium replica theory of the model under study is a special case of our dynamical replica theory. In order to do this, we make an ansatz as in [37]:
\[ e^{-\hat{\Sigma}_{\alpha} \hat{D}_\alpha(\sigma_\alpha, H_\alpha)} = e^{\hat{\Sigma}' \alpha} e^{\hat{\Sigma}_{\alpha} (H_\alpha + \theta)} \quad (28) \]

and evaluate the Fourier transform of the replica density (24), namely
\[ \int \text{d}h e^{-i\hat{h} \cdot x} \int_\pi -\pi \text{d}k e^{-ik} P(\sigma, \hat{h}, \hat{k}) \quad (29) \]

for \( x \in \mathbb{R}^n \) and \( m \in \mathbb{Z} \). Using the saddle-point equation (24) for the order parameter function \( P(\sigma, \hat{h}, \hat{k}) \), combined with the Fourier transform of the measure \( M \) (see appendix C for details),
\[ \int \text{d}h e^{-i\hat{h} \cdot x} \int_\pi -\pi \text{d}k e^{-ik} M[H, \hat{h}, \sigma|k, \hat{k}, \theta] \]
\[ = \frac{e^{-\hat{\Sigma}' \alpha}}{(k - m)!} \prod_{\ell=1}^{k-m} \left[ \sum_{\sigma_\ell} \int \text{d}h_\ell \text{d}J_\ell P(J_\ell) \int_\pi -\pi \text{d}k_\ell P(\sigma_\ell, \hat{h}_\ell, \hat{k}_\ell) e^{-i\hat{k}_\ell \cdot \sigma_\ell} \right] \]
\[ \times (2\pi)^{\alpha} \delta \left[ H - \sum_{\ell} J_\ell \sigma_\ell - \theta - x \right] e^{-\hat{\Sigma}_{\alpha} \hat{D}_\alpha(\sigma_\alpha, H_\alpha)} \quad (30) \]

leads us to the desired result for (29)
\[ \int \text{d}h e^{-i\hat{h} \cdot x} \int_\pi -\pi \text{d}k e^{-ik} P(\sigma, \hat{h}, \hat{k}) = \sum_{k \geq m} P_r(k) \frac{1}{M_k (k - m)!} e^{-m} e^{\frac{i}{2} \sigma (\sum_{\ell} J_\ell \sigma_\ell + 2 \theta + x)} \]
\[ \times \prod_{\ell=1}^{k-m} \left[ \sum_{\sigma_\ell} \int \text{d}h_\ell \text{d}J_\ell P(J_\ell) \int_\pi -\pi \text{d}k_\ell P(\sigma_\ell, \hat{h}_\ell, \hat{k}_\ell) e^{-i\hat{k}_\ell \cdot \sigma_\ell} \right] \quad (31) \]
given the ansatz (28), where we define

\[
M_k = \sum_{\sigma} \prod_{l=1}^{\ell} \left[ \sum_{\sigma_l} \int d\hat{h}_l \, dJ_l \, P(J_l) \int_{-\pi}^{\pi} \, d\hat{k}_l \, P(\sigma_l, \hat{h}_l, \hat{k}_l) \, e^{-i\hat{k}_l \hat{h}_l \sigma_l} \right] e^{i\beta \sigma \left( \sum_j J_{j\sigma} + 2\sigma \right)}.
\]  

(32)

Solving equation (31) for \( m = 1 \) yields a very useful equality,

\[
\int d\hat{h} \, e^{-ix \cdot \hat{h}} \int_{-\pi}^{\pi} \, d\hat{k} \, e^{-i\hat{k} \cdot \hat{h}} \, P(\sigma, \hat{h}, \hat{k}) = \int_{-\pi}^{\pi} \, d\hat{k} \, e^{-i\hat{k} \cdot \hat{h}} \, P(\sigma, \hat{k}) \, e^{i\beta \sigma \cdot \hat{x}}
\]

(33)

which allows us to compute the integrals over \( \hat{h}_l \) in (31), giving

\[
\int d\hat{h} \, e^{-ix \cdot \hat{h}} \int_{-\pi}^{\pi} \, d\hat{k} \, e^{-i\hat{k} \cdot \hat{h}} \, P(\sigma, \hat{h}, \hat{k})
= \sum_{k \geq m} P_c(k) \frac{k!}{(k-m)!} e^{-\pi \left( \sum_{\sigma} \tilde{P}(\sigma') \int dJ P(J) e^{iJ_{\sigma'} \sigma} \right) k^{1-m} e^{i\beta \sigma \cdot \hat{x}} \sum_{\sigma} \left[ \sum_{\alpha} \tilde{P}(\sigma^{\alpha}) \int dJ P(J) e^{iJ_{\sigma^{\alpha}} \sigma} \right] k^{1-\beta \sigma \cdot \hat{x}}}
\]

(34)

with the shorthand \( \tilde{P}(\sigma) = \int_{-\pi}^{\pi} \, d\hat{k} \, e^{-i\hat{k} \cdot \hat{h}} \, P(\sigma, \hat{k}) \). Now for \( \hat{x} = (0, \ldots, 0) \) and \( m = 1 \) equation (34) acquires the form

\[
\tilde{P}(\sigma) = \sum_{k \geq 1} P_c(k) k \left( \sum_{\sigma} \tilde{P}(\sigma') \int dJ P(J) e^{iJ_{\sigma'} \sigma} \right)^{k-1} e^{i\beta \sigma \cdot \hat{x}} \sum_{\sigma} \left[ \sum_{\alpha} \tilde{P}(\sigma^{\alpha}) \int dJ P(J) e^{iJ_{\sigma^{\alpha}} \sigma} \right] e^{i\beta \sigma \cdot \hat{x}}
\]

(35)

which is exactly the order parameter equation as found in equilibrium [38].

The second part of our proof consists in showing that the ansatz (28) also leads to a stationary solution of our present dynamic equation (8). For this purpose we compute the saddle-point equations for the joint spin-field probability distributions (22) and (23), given our ansatz. The result of this calculation (see appendix D for details) allows us to write these two equations in the form

\[
D(s, h) = e^{i\theta(h)} \Phi[h],
\]

(36)

\[
A[s, s'; h, h'; 3] = \langle e^{i(s'(h+2J_3)+\beta s'h' - \beta Js')} \Lambda[h + 2J_3 - J s'; h' - J s] \rangle_j,
\]

(37)

respectively, where all complicated terms dependent on the replicas are contained in the two functions \( \Phi \) and \( \Lambda \) (which are defined in appendix D). Inserting (36) and (37) into the right-hand side of the dynamic equation (8), followed by further manipulations (see appendix E), leads us to the equality \( D(s, h) = 0 \) for all \( s \in \{-1, 1\} \) and \( h \in \mathbb{R} \), as claimed. Thus, the equilibrium solution of the model (4) indeed defines a stationary state of the dynamics (8).

3.3. Replica symmetry

In order to take the \( n \to 0 \) limit in equations (22)–(24) we assume replica symmetry (RS). For the conjugate order parameters \( \hat{D}_n(s, H) \), which are dependent only on a single replica index and expected to be imaginary, this translates into

\[
\hat{D}_n(s, H) = i \log d(s, H).
\]

(38)

The replica density \( P(\sigma, \hat{h}, \hat{k}) \) depends on one discrete vector \( \sigma \) and one continuous vector \( \hat{h} \) in replica space. The parameter \( \hat{k} \) is a scalar variable coupled to the vertex degree \( k \), which is a random variable. Replica symmetry demands that the order parameter \( P(\sigma, \hat{h}, \hat{k}) \) is invariant
under permutation of the replica indices, for any value of \( \hat{k} \), which implies [8, 39] that it is of the general form

\[
P_{RS}(\sigma, \hat{h}, k) = \int \{ dP \} W[\{ P \}; k] \prod_{a=1}^{n} P(\sigma_a, \hat{h}_a),
\]

where \( W[\{ P \}; k] \) is a functional distribution, which must be normalized according to \( \int \{ dP \} \int_{-\pi}^{\pi} dk W[\{ P \}; \hat{k}] = 1 \). It turns out that also the Fourier transform \( \int_{-\pi}^{\pi} dk W[\{ P \}; \hat{k}] e^{-i\hat{k}k} \) of this functional distribution is normalized\(^3\), which is very convenient for our further calculations.

The RS ansatz (38) and (39) allow us to take the replica limit \( n \to 0 \) in equations (22)–(24). The Fourier transform \( \int_{-\pi}^{\pi} dk e^{-ikm} M[H, \hat{h}, \sigma|k, \hat{k}, \theta] \), where \( m \in \mathbb{Z} \), is the main ingredient of these equations. We can easily compute its RS version using result (30), leading to

\[
\int_{-\pi}^{\pi} dk e^{-ikm} M_{RS}[H, \hat{h}, \sigma|k, \hat{k}, \theta] = \frac{e^{-c^{k-m}}}{(k-m)!} \int \prod_{\ell=1}^{k-m} dJ_{\ell} P(J_{\ell}) \int_{-\pi}^{\pi} d\hat{k}_{\ell} W[\{ P_{\ell} \}; \hat{k}_{\ell}] e^{-i\hat{k}_{\ell}} \prod_{a=1}^{n} \left\{ d(\sigma_a, H_a) \sum_{\ell=1}^{k-m} \int d\hat{k}_{a,\ell} P_{a,\ell}(\sigma_{a,\ell}, \hat{h}_{a,\ell}) e^{-iJ_{\ell}\sigma_{a,\ell}+\hat{h}_{a,\ell}} \right\}.
\]

Now we can use (40) and the saddle-point equation (24) to solve for the functional distribution \( W[\{ P \}; \hat{k}] \). However, it is clear from (40) that all the equations of our theory are dependent only on \( \int_{-\pi}^{\pi} dk W[\{ P \}; \hat{k}] e^{-ikm} \), rather than on the distribution \( W[\{ P \}; \hat{k}] \) itself. Thus for \( m \in \mathbb{Z} \) we define

\[
W[\{ P \}; m] = \int_{-\pi}^{\pi} dk W[\{ P \}; \hat{k}] e^{-ikm}
\]

and compute this object (see appendix F), which leads us to the equation

\[
W[\{ P \}; m] = \sum_{k \geq m} P_c(k) \frac{k!}{(k-m)!} e^{-m} \int \prod_{\ell=1}^{k-m} \left\{ dJ_{\ell} P(J_{\ell}) \right\} W[\{ P_{\ell} \}; 1] \prod_{\sigma, \hat{h}} \delta \left[ P(\sigma, \hat{h}) \right] - \int dH d\sigma d\hat{h} e^{i(H-\theta)\hat{h}} m^{k-m} \left[ \sum_{s, \hat{s}} \int d\hat{h}_{s}\right. P_{s}(\sigma_{s}, \hat{h}_{s}) e^{-iJ_{s}\sigma_{s}+\hat{h}_{s}} \left. \right] Z[\{ P_{1}, \ldots, P_{k-m} \}]
\]

where \( m \in \{0, 1\} \), and \( Z[\cdots] \) is a normalization constant given by

\[
Z[\{ P_{1}, \ldots, P_{k-m} \}] = 2\pi \sum_{s, \hat{s}} \prod_{\ell=1}^{k-m} \left[ \sum_{\sigma_{s}} \int d\hat{h}_{s} P_{s}(\sigma_{s}, \hat{h}_{s}) e^{-iJ_{s}\sigma_{s}} \right] d\left( \sigma_{s}, \sum_{s, \hat{s}} J_{s}\sigma_{s} + \theta \right).
\]

It is easy to verify that for \( m \in \{0, 1\} \) the functional distribution \( P_c(k) \) is normalized for any vertex degree distribution \( P_c(k) \), provided the latter satisfies \( \sum_{k} P_c(k) k = c \).

\(^3\) This can be shown by substituting (39) into the function \( \Psi \) (20), followed by expanding this function for small \( n \). The desired result \( \int \{ dP \} \int_{-\pi}^{\pi} dk W[\{ P \}; \hat{k}] e^{-i\hat{k}} = 1 \) then follows from solving the saddle-point equations for the \( O(n^9) \) part of \( \Psi \).
Next we compute the kernels (22) and (23) under the RS ansatz. This is done by using (40) in both, followed by the replica limit (see appendix F), giving

\begin{equation}
D(\sigma, h) = \sum_{k \geq 0} P_c(k) \int \prod_{\ell=1}^{k} \left[ \sum_{\sigma_{\ell}} \int d\hat{h}_{\ell} P_{\ell}(\sigma_{\ell}, \hat{h}_{\ell}) e^{-iJ_{\ell}\hat{h}_{\ell}\sigma} \right] \delta(h - \sum_{\ell} J_{\ell}\sigma_{\ell} - \theta) \frac{1}{\prod_{\ell=1}^{k} \left[ \sum_{\sigma_{\ell}} \int d\hat{h}_{\ell} P_{\ell}(\sigma_{\ell}, \hat{h}_{\ell}) e^{-iJ_{\ell}\hat{h}_{\ell}\sigma} \right]} \delta(h - \sum_{\ell} J_{\ell}\sigma_{\ell} + \theta) \tag{44}
\end{equation}

and

\begin{equation}
A[s, s'; h, h'; \delta] = \sum_{k, k' \geq 1} \frac{P_c(k)k P_c(k')k'}{c} \int dJ P(J) \times \left[ \prod_{\ell=1}^{k} \left[ \sum_{\sigma_{\ell}} \int d\hat{h}_{\ell} P_{\ell}(\sigma_{\ell}, \hat{h}_{\ell}) e^{-iJ_{\ell}\hat{h}_{\ell}\sigma} \right] \right]
\end{equation}

\begin{equation}
\times \left[ \prod_{\ell=1}^{k-1} \left[ \sum_{\sigma_{\ell}} \int d\hat{h}_{\ell} Q_{\ell}(\sigma_{\ell}, \hat{h}_{\ell}) e^{-iJ_{\ell}\hat{h}_{\ell}\sigma} \right] \right]
\times \sum_{\sigma, \sigma'} \int \frac{d\hat{h}_{\ell} Q_{\ell}(\sigma_{\ell}, \hat{h}_{\ell}) e^{-iJ_{\ell}\hat{h}_{\ell}\sigma}}{c} \delta(h - \sum_{\ell} J_{\ell}\sigma_{\ell} + \theta + J\sigma + 2\delta)
\times \sum_{\sigma, \sigma'} \int \frac{d\hat{h}_{\ell} P_{\ell}(\sigma_{\ell}, \hat{h}_{\ell}) e^{-iJ_{\ell}\hat{h}_{\ell}\sigma}}{c} \delta(h - \sum_{\ell} J_{\ell}\sigma_{\ell} - \theta - J\sigma)
\times \delta_{s', s} \delta_{\sigma, \sigma'} \delta(h' - \sum_{\ell} J_{\ell}\sigma_{\ell} - \theta - J\sigma')
\times \left( \sum_{\sigma, \sigma'} \int d\hat{h}_{\ell} P_{\ell}(\sigma_{\ell}, \hat{h}_{\ell}) e^{-iJ_{\ell}\hat{h}_{\ell}\sigma} \right)
\times \left( \sum_{\sigma, \sigma'} \int d\hat{h}_{\ell} Q_{\ell}(\sigma_{\ell}, \hat{h}_{\ell}) e^{-iJ_{\ell}\hat{h}_{\ell}\sigma} \right)
\times \frac{1}{\delta(s, h + 2\delta)} \delta(s, h + 2\delta) \tag{45}
\end{equation}

where \( \delta \in \{0, s'\} \). Equations (42)–(45) constitute the final analytic results of the RS theory in this section. The results of a similar dynamical study [17], which was carried out for Poissonian graphs only, are easily recovered from the present more general equations, by using the equality

\begin{equation}
\sum_{k \geq m} P_c(k) \frac{k!}{(k-m)!} c^{-m} a_{k-m} = \sum_{k \geq 0} P_c(k) a_k \tag{46}
\end{equation}

(which holds for all \( m \in \{0, 1, \ldots, \} \) for the Poisson vertex degree distribution, i.e. when \( P_c(k) = e^{-c} c^k / k! \)), throughout formulae (42)–(45).

The solution of our dynamic equation (8) requires the computation of the kernel (45) at every instance of time \( t \). In order to compute this kernel we have to solve the saddle-point equations (42) and (44) for the functional distribution \( W \) and the function \( d(s, h) \), given the instantaneous values of the joint spin-field distribution \( D(s, h) \) at time \( t \). These equations are integro-functional, and analytic solution is generally ruled out. However, we can solve them numerically [17] using the population dynamics [7] algorithm. In order to apply this latter
numerical method efficiently we may transform $W \rightarrow \hat{W}$ and $\hat{P}(\sigma | x) \rightarrow \int d\hat{h} P(\sigma, \hat{h}) e^{-i\hat{h}x}$ in equations (42)–(45), according to

$$\hat{W}[\hat{P}|1] = \int \{dP\} \ W[\{P\}|1] \prod_{\sigma} \delta \left[ \hat{P}(\sigma | x) - \int d\hat{h} P(\sigma, \hat{h}) e^{-i\hat{h}x} \right].$$

(47)

Upon substitution of (42) into (47) we can easily derive the functional relation for (47), which is given by

$$\hat{W}[\hat{P}|1] = \sum_{k \geq 1} \frac{\rho_c(k)k}{c} \int \prod_{\ell=1}^{k-1} \left[ \sum_{\sigma} \hat{P}_\ell(\sigma | J_\ell) \right] d\{\sigma, \sum_{\ell=1}^{k-1} J_\ell(\sigma + \theta + x)\}$$

$$\times \prod_{\sigma} \delta \left[ \hat{P}(\sigma | x) - \prod_{\ell=1}^{k-1} \left[ \sum_{\sigma} \hat{P}_\ell(\sigma | J_\ell) \right] d(\sigma, \sum_{\ell=1}^{k-1} J_\ell(\sigma + \theta) \right].$$

(48)

where $Z[\{\hat{P}_1, \ldots, \hat{P}_{k-1}\}] = \sum_{\sigma} \prod_{\ell=1}^{k-1} \left[ \sum_{\sigma} \hat{P}_\ell(\sigma | J_\ell) \right] d(\sigma, \sum_{\ell=1}^{k-1} J_\ell(\sigma + \theta)).$ The normalization of $\hat{W}$ is seen to be built into this relation, however the functional arguments $\hat{P}(\sigma | x)$ are only normalized for $x = 0.$

4. Dynamics of the diluted Ising ferromagnet in the Griffiths phase

As an explicit application of the theory derived in previous sections, we now study the Glauber dynamics of the diluted Ising ferromagnet on the Bethe lattice.

4.1. The model and its equilibrium properties

We consider a model of an Ising ferromagnet characterized by the following Hamiltonian:

$$H(\sigma) = -\sum_{(ij)} J_{ij} \sigma_i \sigma_j - \theta \sum_i \sigma_i.$$  (49)

The sum is over all links of the Bethe lattice with connectivity $k.$ The bonds $J_{ij}$ are random and statistically independent: $J_{ij} = J$ with probability $p$ and $J_{ij} = 0$ with probability $1 - p.$ The lattice contains only finite size clusters for $p < p_c,$ where $p_c$ is the percolation threshold given by $p_c = 1/(k - 1)$ for the Bethe lattice [40], whereas the giant cluster appears for $p > p_c.$ The density of the finite clusters of bond-size $n$ is also known for the present model [40], and asymptotically given by

$$W_n(p, k) \sim n^{-\frac{5}{2}} e^{-nA(p,k)} (n \rightarrow \infty)$$

(50)

where

$$A(p, k) = \ln \left[ \frac{(k - 2)^{k-2}}{(k - 1)^{k-1} p(1-p)^{k-2}} \right].$$

(51)

For $p = p_c$ we have $A(p, k) = 0$ and the asymptotic form (50) of the density $W_n(p, k)$ is independent of $k.$ The model (49) has paramagnetic and ferromagnetic phases, which are separated by the critical boundary [41]

$$T_c(p) = J / \tanh^{-1}(p_c / p).$$

(52)

The critical temperature of the undiluted Ising ferromagnet on the Bethe lattice is simply $T_c(1).$ Thus the Griffith phase of the model (49) is given by the range of temperatures

4 Here we assume that for $x \in \mathbb{R}$ the Fourier transforms $\int d\hat{h} P(\sigma, \hat{h}) e^{-i\hat{h}x}$ are real valued, which is certainly true in equilibrium (see section 3.2) and is a self-consistent assumption for any time.
$T_c(p) < T < T_c(1)$. The magnetization in the Griffiths phase and in the paramagnetic phase (i.e. for $T > T_c(1)$) vanishes, and without an external field (i.e. for $\theta = 0$) the internal energy is given by
\[
\langle H(\sigma) \rangle = -\frac{1}{2} k T \tanh(J/T),
\]
where the angular brackets define a thermal average (expression (53) is easily derived from the free energy in [38]). The presence of Griffiths singularities in the low temperature part of Griffiths region was demonstrated in [41] by studying the density of Yang–Lee zeroes [42, 43]. Moreover, the authors of [41] obtained an exact expansion for the cluster magnetizations, which was used in arguments by Harris [22] for the site-diluted version of this problem, within the cavity approach. The presence of rare large clusters in the diluted Bethe lattice is responsible for the Griffiths effects in this model [41]. This singularity, however, is very weak ($\sim e^{-\text{const}/\theta}$) and is difficult to observe in equilibrium [25]. In this paper, we consider the Glauber dynamics of the diluted Ising ferromagnet (49) in the paramagnetic and Griffiths phases. To connect our dynamical theory, which was developed for random graphs parameterized by an arbitrary vertex degree distribution, with the equilibrium studies of this problem as carried out for Bethe lattices, we note that in the infinite system size limit $N \to \infty$ the random regular graphs defined by $P_c(k) = \delta_{k,c}$ asymptotically approach Bethe lattices [44].

4.2. Equations of the DRT for random regular graphs with dilution

We can derive the order parameter equations (42), (44) and (45) for the diluted Ising ferromagnet simply by inserting into these three general equations the special choices $P_c(k) = \delta_{k,c}$ and $P(J|\ell) = p \delta(J_i - J) + q \delta(J_o)$, where $p \in [0, 1]$ and $q = 1 - p$. Equation (42) for the order parameter function $W$ is then simplified by summation over $\ell$. If we also replace $c \to k$ (since the non-diluted graph is regular), this leads us to

\[
W[[P]|1] = \sum_{\tau_1, \ldots, \tau_k} P(\tau_1, \ldots, \tau_k) \prod_{\ell=1}^{k-1} \left[ \int dP(\sigma) W[[P]|1] \right] \frac{\delta(P(\sigma, \hat{h}))}{Z[P(1), \ldots, P_k]} \left[ e^{(\hat{h} J + \hat{h} \theta) \sum_{\ell=1}^{k-1} \sum_{\sigma} [\hat{h} P(\sigma, \hat{h}) e^{-iJ(\sigma^\ell + \sigma^{\ell+1})}] - \int d\hat{h} P(\sigma, \hat{h}) e^{-i\hat{h} J\sigma}}\right],
\]

where we define the probability function
\[
P(\tau_1, \ldots, \tau_k) = p^{\sum_{\ell=1}^{k-1} k_1} q^{\sum_{\ell=1}^{k-1} k_2}
\]
with the binary variable $\tau \in \{1, 0\}$. We note that in equation (54) the terms with $\tau_1 = 0$ do not contribute, since $P_c(\sigma, \hat{h})$ are normalized by definition. Finally, we transform $W[[P]|1] \to \hat{W}[[\hat{P}]|1]$ in equation (54), according to the definition

\[
\hat{W}[[\hat{P}]|1] = \int \{ dP \} W[[P]|1] \prod_{\sigma, \sigma'} \delta \left[ \hat{P}(\sigma|\sigma') - \int d\hat{h} P(\sigma, \hat{h}) e^{-i\hat{h} J\sigma} \right],
\]

where $\sigma, \sigma' \in \{-1, 1\}$, which leads us to an equation for the functional distribution of Fourier transforms:

\[
\hat{W}[[\hat{P}]|1] = \sum_{\tau_1, \ldots, \tau_k} P(\tau_1, \ldots, \tau_k) \prod_{\ell=1}^{k-1} \left[ \int d\hat{P}(\sigma) \hat{W}[[\hat{P}]|1] \right]
\]

\[
\times \prod_{\sigma, \sigma'} \delta \left[ \hat{P}(\sigma|\sigma') - \frac{\sum_{\ell=1}^{k-1} \left( \sum_{\sigma} P_c(\sigma|\tau_1 \sigma) \right) d(\sigma, J \sum_{\ell=1}^{k-1} \tau_1 \sigma^\ell + \theta + J \sigma')}{\sum_{\sigma'} \prod_{\ell=1}^{k-1} \left( \sum_{\sigma} P_c(\sigma|\tau_1 \sigma') \right) d(\sigma', J \sum_{\ell=1}^{k-1} \tau_1 \sigma + \theta)} \right].
\]

\[57\]
We can in fact get rid of the $\tau_\ell$ variables entirely, which gives us an alternative representation of the equation above

$$
\hat{W}[\{\hat{P}\}|1] = \sum_{k'=0}^{k-1} B_{k-1}(k') \int \prod_{\ell=1}^{\ell} [d \hat{P}_\ell] \hat{W}[\{\hat{P}\}|1] \\
\times \prod_{\sigma\sigma'} \delta \left[ \hat{P}(\sigma|\sigma') - \prod_{\ell=1}^{\ell} \left\{ \sum_{\sigma_\ell} \hat{P}_\ell(\sigma_\ell|\sigma) \right\} d(\sigma, J \sum_{\ell=1}^{\ell} (\sigma_\ell + \theta + J \sigma')) \right]
$$

(58)

where $B_{k-1}(k')$ is the binomial distribution

$$
B_{k-1}(k') = \binom{k-1}{k'} p^{k-k'}.
$$

(59)

This result reflects the fact that the distribution of the vertex degrees in the random regular graph of degree $k$ with the bond dilution is indeed the binomial $B_k(k')$. The fields $\tau$ for the model (49) take the values $J n + \theta$, where $n \in \{-k, \ldots, k\}$, allowing us to write the joint spin-field probability distributions (44) and (45) in the form

$$
D(s, h) = \sum_{n=-k}^{k} P(s, n) \delta(h - J n - \theta)
$$

(60)

$$
A[s, s'; h, h'; s] = \sum_{n=-k}^{k} \sum_{n'=n+k+1}^{k-1} (A[s, s'; n, n'|\tau] \delta(h' - J n' - \theta - J \tau s) \\
\times \delta(h + 2 J \tau s - J n - \theta - J s')) \tau
$$

(61)

where $(\cdots)_\tau = \sum_\tau P(\tau) \cdots$, with $P(\tau)$ defined in (55), and

$$
P(s, n) = \sum_{\tau_1, \ldots, \tau_k} P(\tau_1, \ldots, \tau_k) \int \prod_{\ell=1}^{\ell} [d \hat{P}_\ell] \hat{W}[\{\hat{P}\}|1] \\
\times \frac{d(s, J n + \theta) \prod_{\ell=1}^{\ell} \left\{ \sum_{\sigma_\ell} \hat{P}_\ell(\sigma_\ell|\tau_\ell \sigma) \right\} \delta_n \sum_{\ell=1}^{\ell} \tau_\ell \sigma}{\prod_{\sigma} \prod_{\ell=1}^{\ell} \left\{ \sum_{\sigma_\ell} \hat{P}_\ell(\sigma_\ell|\tau_\ell \sigma) \right\} d(\sigma, J \sum_{\ell=1}^{\ell} \tau_\ell \sigma + \theta)}
$$

(62)

$$
A[s, s'; n, n'|\tau] = \sum_{\tau_1, \ldots, \tau_{k-1}} P(\tau_1, \ldots, \tau_{k-1}) \int \prod_{\ell=1}^{\ell} [d \hat{P}_\ell] \hat{W}[\{\hat{P}\}|1] \\
\times \sum_{\tau_{1}', \ldots, \tau_{k-1}'} P(\tau_{1}', \ldots, \tau_{k-1}') \int \prod_{r=1}^{r} [d \hat{Q}_r] \hat{W}[\{\hat{Q}\}|1] \\
\times \prod_{\ell=1}^{\ell} \left\{ \sum_{\sigma_\ell} \hat{P}_\ell(\sigma_\ell|\tau_\ell \sigma) \right\} d(s', J n' + \theta + J \tau s) \delta_n \sum_{\ell=1}^{\ell} \tau_\ell \sigma \\
\times \prod_{r=1}^{r} \left\{ \sum_{\sigma_r} \hat{Q}_r(\sigma_r|\tau_\ell \sigma) \right\} d(s, J n + \theta + J \tau s') \delta_n \sum_{r=1}^{r} \tau_\ell \sigma \\
\times \left\{ \sum_{\sigma, \sigma'} \left\{ \sum_{\ell=1}^{\ell} \hat{P}_\ell(\sigma_\ell|\tau_\ell \sigma) \right\} d \left( \sigma, J \sum_{\ell=1}^{\ell} \tau_\ell \sigma + \theta + J \tau \sigma \right) \right\}^{-1}
$$

(63)
where in deriving probability distributions over the integer fields (62) and (63) we followed the steps leading to (57). It is easy to show, using equation (57), that the distribution \( P(s, n) \) is the marginal of \( \sum \tau A[s, s'; n, n'|\tau] P(\tau) \). The simplified form of the probability distributions (60) and (61) allows us to reduce our dynamic equation (8) to a system of ordinary differential equations (see appendix G for details)

\[
\frac{d}{dt} P_t(s, n) = \frac{1}{2} \left[ 1 + s \tanh(\beta J n + \beta \theta) \right] P_t(-s, n) - \frac{1}{2} \left[ 1 - s \tanh(\beta J n + \beta \theta) \right] P_t(s, n) \\
+ pk \sum_{n' = -k+1}^{k-1} A_t[s, 1; n + 1, n'|1] \frac{1}{2} \left[ 1 - \tanh(\beta J (n' + s) + \beta \theta) \right] \\
+ pk \sum_{n' = -k+1}^{k-1} A_t[s, -1; n - 1, n'|1] \frac{1}{2} \left[ 1 + \tanh(\beta J (n' + s) + \beta \theta) \right] \\
- pk \sum_{n' = k+1}^{k-1} A_t[s, -1; n + 1, n'|1] \frac{1}{2} \left[ 1 + \tanh(\beta J (n' + s) + \beta \theta) \right] \\
- pk \sum_{n' = k+1}^{k-1} A_t[s, 1; n - 1, n'|1] \frac{1}{2} \left[ 1 - \tanh(\beta J (n' + s) + \beta \theta) \right].
\]

(64)

Here \( n \in \{-k, \ldots, k\} \), and \( A_t[s, s'; n, n'|1] = 0 \) for \( n, n' \notin \{-k + 1, \ldots, k - 1\} \), leading to four boundary equations. The equations of the dynamical replica theory (57) and (62)–(64) are now cast into a form which allows us to solve them numerically.

### 4.3. Numerical results

Here we use the analytic results of the previous section to study the dynamics in the Griffiths phase of the diluted Ising ferromagnet (49). We solve the dynamical equation (64) for the probability distribution \( P_t(s, n) \) numerically, given the initial values (see appendix H) and given the boundary conditions of this equation, using Euler’s forward iteration method. At each iteration step of this method we solve equations (57) and (62), using a population dynamics algorithm (see appendix I), for the distribution \( \tilde{W} \) and the function \( d \). The result is then used to compute the probability distribution (63) and to iterate the discrete version of the dynamic equation (64) over the next time step \( t \rightarrow t + \Delta t \). In order to assess the quality of our dynamic theory we compare results of our numerical solutions of (64) with the results of Monte Carlo (MC) simulations. In each simulation we generate a random regular graph of degree \( k \) with \( N \) vertices using the algorithm of Steger and Wormald [45]. We then remove each of the edges from this graph with probability \( 1 - p \), so that on average only \( pkN/2 \) edges remain in the resulting diluted random graph. Finally, we perform MC simulations of the ferromagnetic Ising model defined on the diluted random graph (49) using conventional Glauber dynamics.

The evolution in time of the magnetization and the energy per spin, as obtained firstly in the numeric solution of theory and secondly in the MC simulations, is depicted and compared in figures 1–3. In addition we also compare in these figures the theoretical predictions for the histograms of fields \( P_t(s, n) \) with the corresponding MC results, as measured in the final stage of each simulation. We observe that the theory correctly predicts both the trajectories of the macroscopic observables and the distributions of fields obtained in the MC simulations. Furthermore, one clearly notices the profound differences between the macroscopic dynamics of the model (49) in the paramagnetic phases (figure 1) versus the Griffiths phase (figure 3).
Figure 1. Left: evolution of the magnetization and energy per spin for $k = 3$, $p = 0.2$, $J = 1$ and $\theta = 0$. The temperatures are $T = 3$ (bottom lines) and $T = 2$ (top lines); the system is therefore in the paramagnetic phase since the Griffiths is found for $T \leq T_c(1) \approx 1.8205$. Time is measured in updates per spin. Solid lines represent results of the RS theory. Dashed and dotted lines denote the averages and averages ± standard deviation, respectively, as measured over 20 MC simulations of systems with $\mathcal{N} = 10^6$ spins. For clarity we plot only the average MC magnetization. The size of the symbols is smaller than the error bars. Right: histograms (RS theory) of the two field distributions $P(\pm 1, n)$ measured at $t = 20$ compared to the corresponding MC results (markers with error bars). The top and bottom panels refer to the temperatures $T = 3$ and $T = 2$, respectively.

The mesoscopic picture usually put forward to understand the dynamics of spin systems in the Griffiths phase [36] is that of local spin clusters that can be regarded as independent from (or only weakly dependent on) the rest of the system. Each such cluster behaves as a finite (size $n$) local ferromagnet, with its own ‘local’ ordering temperature $T_n$. A cluster of size $n$ is more likely to be found in the disordered $m_n = 0$ state (where $m_n$ is its magnetization) above $T_n$, and in an ordered $m_n \neq 0$ state for $T < T_n$. At low temperatures the cluster is equally likely to be in one of its two ground states $m_n$, which are related by the reversal $\sigma_i \rightarrow -\sigma_i$ of all spins in the cluster. In order to go from $m_n$ to $-m_n$ the cluster has to overcome an energy barrier $E_n$. The microscopic time $\tau_n$ required for this operation to occur is given by the Arrhenius form $\tau_n \sim \exp[-E_n/T]$. The collective behavior of these clusters is thought to be responsible for the slowing down of the dynamics in the Griffiths phase [36].

The above picture indeed allows us to interpret the results of the present study. Our numerical results (figures 1–3) refer to regular random graphs of degree $k = 3$, with dilution strength $p = \frac{1}{2}$, which is below the percolation threshold $p_c = \frac{1}{2}$ for this graph. The simulated system therefore consists of independent clusters of finite size, and the density $W_n(p)$ of large clusters decays exponentially according to (50). The Griffiths phase of the model (49) (for $k = 3$, $J = 1$ and $p = \frac{1}{2}$) is the range of temperatures $0 < T < T_c(1)$, where $T_c(1) = 1.820478(6)$ is the critical temperature of the corresponding ‘clean’ undiluted system. Above $T_c(1)$ all clusters are paramagnetic, and the magnetization and the energy
Figure 2. Left: evolution of the magnetization and energy per spin for $k = 3$, $p = 0.2$, $J = 1$ and $\theta = 0$. The temperatures are $T = 1.5$ (bottom lines) and $T = 1$ (top lines), so the system has entered the Griffiths phase. Time is measured in updates per spin. Solid lines represent results of the RS theory. Dashed and dotted lines denote the averages and averages $\pm$ standard deviation, respectively, as measured over 20 MC simulations of systems with $N = 10^6$ spins. For clarity we plot only the average MC magnetization. The size of symbols is smaller than the error bars. Right: histograms (RS theory) of the two field distributions $P(\pm 1, n)$ measured at $t = 50$ compared to the corresponding MC results (markers with error bars). The top and bottom panels refer to the temperatures $T = 1.5$ and $T = 1$, respectively.

both relax quickly to their equilibrium values $m = 0$ and (53), respectively (see figure 1). The distribution of fields $P(s, n)$ (see figure 1) is symmetric, i.e. $P(s, n) = P(-s, -n)$, as it should be in equilibrium when $\theta = 0$ in (49). In the Griffiths phase, in contrast, both paramagnetic and ferromagnetic clusters are present. For short times the paramagnetic and ferromagnetic clusters evolve to the $m_n = 0$ and $m_n \neq 0$ states, respectively. At intermediate times the magnetizations of paramagnetic clusters simply fluctuate around $m_n = 0$, whereas the ferromagnetic clusters will ‘flip’ $m_n \to -m_n$ as frequently as the relaxation time of the cluster $\tau_n$ allows. Larger clusters require more time to ‘flip’ due to their energy barriers being proportional to their sizes. Furthermore, for lower temperatures the ferromagnetic clusters tend to stay longer in each of their two ground states $\pm m_n$. Eventually the whole system ends up in the zero global magnetization state. However, how quickly this would happen depends on the control parameters of the system. In the high temperature region of the Griffiths phase the ferromagnetic clusters would ‘flip’ frequently, and although the relaxation time of the order parameters decreases at lower temperatures, it is still relatively quick; see figure 2. We also observe in this latter figure that the energy attains its equilibrium value, given by (53), much earlier than the magnetization. This marks the onset of the main stage of the dynamics, where only the flips $m_n \leftrightarrow -m_n$ of the ferromagnetic clusters are relevant. As we decrease the temperature further the dynamics becomes very slow, see figure 3. Here the energy has attained its equilibrium value, but the magnetization has not. The number of ferromagnetic clusters has increased, and so have the relaxation times $\tau_n$ of those clusters which were already
Figure 3. Left: evolution of the magnetization and energy per spin for $k = 3, p = 0.2, J = 1$ and $\theta = 0$. The temperatures are $T = 0.5$ (bottom lines) and $T = 0.25$ (top lines), so we have entered further into the Griffiths phase. Time is measured in updates per spin. Solid lines represent results of the RS theory. Dashed and dotted lines denote the averages and averages $\pm$ standard deviation, respectively, as measured over 20 MC simulations of systems with $N = 10^6$ spins. Right: histograms (RS theory) of the two field distributions $P(\pm 1, n)$, measured at $t = 100$, compared to the corresponding MC results (markers with error bars). The top and bottom panels refer to the temperatures $T = 0.5$ and $T = 0.25$, respectively.

ferromagnetic at higher temperatures. Furthermore, at $T = 0.25$ we observe that in the MC simulation the equilibration times diverge with the system size $N$ (at $T = 0.5$, in contrast, the system can be still equilibrated on timescales significantly less than the system size). This suggests the existence of another critical temperature $T_*$, which for the parameters of the system in this study would be located somewhere in the interval $0.5 < T_* < 0.25$, that separates the Griffiths phase into two further distinct regions of relatively slow and relatively fast dynamics, respectively. A possible mechanism behind this further (dynamic) transition would be that the number of clusters which are ferromagnetic becomes extensive, combined with diverging cluster relaxation times. Interestingly, the flow in the energy versus magnetization plane (see figure 4) for the temperature $T = 0.25$ is distinct from that observed at higher temperatures, in terms of an apparently discontinuous direction change, and this is observed in both theory and simulation. In contrast, in the paramagnetic and high temperature Griffiths regions of this model the trajectories in the $(m, E)$ plane are smooth. It is not yet clear to what extent the temperature at which the distinct direction of $(m, E)$ flow sets in is related to the suggested dynamic transition temperature $T_*$ of diverging relaxation times.

5. Summary and conclusions

In this paper, we built on a recent study [17] in which a dynamical replica theory (DRT) was developed to solve the (sequential) stochastic dynamics of finitely connected Ising spin systems.
with random bonds. Here we generalized this theory to include systems on random graphs defined by arbitrary vertex degree distributions (as opposed to the Poissonian ones of [17]).

We have used the exact dynamical equation for the joint spin-field probability distribution, that was derived in [17], as a starting point. We closed this equation following the standard assumptions of DRT. The resulting macroscopic theory takes the form of a nonlinear diffusion equation coupled to a functional saddle-point problem, where the latter involves replica density order parameters that are to be solved at each instance of time. We showed that the results of equilibrium statistical mechanics [38] can be recovered within our dynamic theory, and that the equilibrium solution of the model is a stationary point of our macroscopic equations. The saddle-point equations resulting from making a replica-symmetric ansatz can be solved numerically by a population dynamics algorithm [7]. The results in [17] for random graphs with Poissonian degree distributions are easily recovered from our generalized equations. In principle most of our equations apply also when the external field is time dependent, and require only the replacement $\theta \rightarrow \theta(t)$. This enables it to be used in future for studies of dynamic transitions and hysteresis effects, see e.g. [46], which is a line of research which we have not pursued in the present paper.

We have applied our theory to the dynamics of the diluted Ising ferromagnet in the Griffiths phase. This model is an Ising ferromagnet defined on a random regular graph from which edges are removed randomly, with some probability $1 - p$. The local fields in this model take integer values, which simplified our dynamic theory to a system of ordinary differential equations for the joint probability distribution of Ising spins and integer fields. The functional order parameter of the saddle-point problem is a distribution over real-valued $2 \times 2$ matrices. We have solved our dynamic equations numerically for random regular graphs of degree $k = 3$.
with dilution $p = \frac{1}{4}$, and calculated the evolution in time of the magnetization and the energy per spin in both the paramagnetic and the Griffiths phases of this model. Dynamic Griffiths effects are clearly present in the Griffiths phase. The magnetization equilibrates much slower than the energy, and this discrepancy becomes even more severe in the low temperature region of the Griffiths phase. In contrast to the paramagnetic phase and higher temperature region of the Griffiths phase, the energy per spin appears to be no longer a smooth function of the magnetization in the low temperature region of the Griffiths phase. The equilibration times of the MC simulation, the results of which are in good agreement with the numeric solutions of our theory, diverge with the system size in the low temperature region of the Griffiths phase.

The predictions of the dynamical theory presented in this paper for the diluted Ising ferromagnet in its Griffiths phase are remarkably accurate. To us this is not entirely surprising, for at least two reasons. First, the dynamic replica theory and its variations have in the past already proven to be very accurate for ferromagnetic models on regular [12, 14] and Poissonian [17] random graphs. Second, the extended version of DRT considered here describes the effects are clearly present in the Griffiths phase. The magnetization equilibrates much slower than the energy, and this discrepancy becomes even more severe in the low temperature region of the Griffiths phase. In contrast to the paramagnetic phase and higher temperature region of the Griffiths phase, the energy per spin appears to be no longer a smooth function of the magnetization in the low temperature region of the Griffiths phase. The equilibration times of the MC simulation, the results of which are in good agreement with the numeric solutions of our theory, diverge with the system size in the low temperature region of the Griffiths phase.
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Appendix A. Averaging over disorder

In this section we compute averages over disorder $\{c_{ij}, J_{ij}\}$ in equation (13). First, we exploit the $i \leftrightarrow j$ symmetry of the interactions $c_{ij}, J_{ij}$ to write the disorder-dependent term of this equation in form more convenient for further manipulations. Second, we write the Kronecker delta in the definition of the connectivity $\{c_{ij}\}$ disorder (5) in its integral representation (15).

This gives us

$$\langle \cdots \rangle_{\{c_{ij}, J_{ij}\}} = \frac{1}{Z} e^{-\sum_{i,j} h_{ij}} \delta[h - H_{c} + 2J_{c}] e^{-\sum_{i,j} c_{ij} J_{ij} \sum (\delta \sigma_{i} \delta \sigma_{j})}$$

with a cavity action

$$H_{c} = \frac{1}{N} \sum \left[ \frac{c}{N} \delta_{i,j}, 0 \right] \prod \int_{-\pi}^{\pi} \frac{dk_{i}}{2\pi} e^{i k_{i} \xi_{i,j}}.$$  

Taking the average over connectivity disorder $\{c_{ij}\}$ leads us to

$$\langle \cdots \rangle_{\{c_{ij}, J_{ij}\}} = \frac{1}{Z} e^{-\sum_{i,j} h_{ij}} \int_{-\pi}^{\pi} \prod \frac{dk_{i}}{2\pi} e^{i k_{i} \xi_{i,j}} \sum \prod \left[ \frac{c}{N} \delta_{i,j}, 0 \right]$$

$$\times \delta[h - H_{c} + 2J_{c}] e^{-\sum_{i,j} c_{ij} J_{ij} \sum (\delta \sigma_{i} \delta \sigma_{j}) - \sum_{i,j} c_{ij} J_{ij} \sum (\delta \sigma_{i} \delta \sigma_{j})}$$

$$= \frac{1}{Z} e^{-\sum_{i,j} h_{ij}} \int_{-\pi}^{\pi} \prod \frac{dk_{i}}{2\pi} e^{i k_{i} \xi_{i,j}}$$

$$\times \int \frac{dJ}{\mathcal{P}(J)} \delta[h - H_{c} + 2J_{c}] e^{-\sum_{i,j} c_{ij} J_{ij} \sum (\delta \sigma_{i} \delta \sigma_{j}) - \sum_{i,j} c_{ij} J_{ij} \sum (\delta \sigma_{i} \delta \sigma_{j})}.$$  
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where in the last line of above expression \( i \neq \ell \) and \( j \neq \ell' \). Finally, upon re-exponentiating (A.2) we obtain our desired result for the disorder average in (13):

\[
\langle \cdots \rangle_{\{c_{ij}, J_{ij}\}} = \frac{1}{Z} e^{-i\delta_{c} \sum_{i,j} H_{ij}} \prod_{l} e^{i\delta_{l} k_{l}} \\
\times \int_{-\pi}^{\pi} \cdots \int \left[ \frac{d\hat{k}_{i}}{2\pi} e^{i\hat{k}_{i}k_{i}} \right] \times \exp \left[ \frac{c}{N} \sum_{i,j} i \int dJ P(J) e^{-iJ \sum_{i,j} (\hat{c}_{i}^{\dagger} c_{j} + \hat{c}_{j}^{\dagger} c_{i}) - i(\hat{h}_{i} + \hat{k}_{i})} - 1 \right] + O(N^0). \tag{A.3}
\]

**Appendix B. Computation of the kernel \( A[\cdots] \)**

In this appendix, we give details of the calculation which leads to the path integral (19). We insert our result for the term \( \langle c_{\ell'} A_{\ell'}[\cdots] \rangle_{\{c_{ij}, J_{ij}\}} \) (18) into the sum (10), which gives

\[
A[s, s'; h, h'; \tilde{s}] = \frac{1}{2N^2} \sum_{\ell \neq \ell'} \int \cdots \int \frac{d\hat{D}_{\ell}(\tau, h)}{2\pi N} \frac{d\hat{D}_{\ell'}(\tau, h)}{2\pi N} \frac{d\hat{P}(\sigma, \hat{h}, \hat{k})}{2\pi N} \\
\times \exp \left[ \frac{iN}{\tau, h, \alpha} \sum_{\ell \neq \ell'} \delta_{\hat{h}_{\ell}, \hat{h}_{\ell'}} \delta_{\hat{k}_{\ell}, \hat{k}_{\ell'}} \right] \\
\times \exp \left[ \frac{c}{N} \sum_{\ell} i \int d\hat{h} \frac{d\hat{P}(\sigma, \hat{h}, \hat{k})}{2\pi N} P(\sigma, \hat{h}, \hat{k}) \right] \\
\times \cdots \times \left( e^{-i(\hat{h}_{\ell}, \hat{h}_{\ell'}) - i(\hat{k}_{\ell}, \hat{k}_{\ell'})} - 1 \right)_{j} + O(N^0) \]

\[
\times \sum_{\sigma} \cdots \sum_{\sigma'} \int \cdots \int \prod_{\ell} \frac{d\hat{H}_{\ell} d\hat{h}_{\ell}}{2\pi} \frac{d\hat{k}_{\ell}}{2\pi} \exp \left[ \frac{i}{\sum_{\ell} \hat{h}_{\ell} - \{H_{\ell} - \theta\}} \right] \\
\times \exp \left[ -i \sum_{\ell, h, \alpha} \hat{D}_{\ell}(\tau, h) \sum_{\ell} \delta_{\tau, \sigma_{\ell}} \frac{dH_{\ell}}{2\pi} - i \sum_{\ell} \hat{P}(\sigma, \hat{h}, \hat{k}) \right] \\
\times \delta_{\tau, \sigma_{\ell}} \delta_{\ell, \ell'} \delta_{\hat{h}_{\ell} - \hat{h}_{\ell'}, \hat{k}_{\ell} - \hat{k}_{\ell'}} \right] \tag{B.1}
\]

Next we rescale the conjugate integration variables according to \( \hat{D}_{\ell} \rightarrow \epsilon \hat{D}_{\ell} \Delta h_{\ell} \), and define the function

\[
M[H_{\ell}, \hat{h}_{\ell}, \sigma_{\ell}, \hat{k}_{\ell}, \theta] = \frac{1}{2\pi} e^{i\hat{h}_{\ell}(\Delta h_{\ell} - \theta)} e^{-i \sum_{\ell, h, \alpha} \Delta h_{\ell} D_{\ell}(\tau, h) \delta_{\tau, \sigma_{\ell}} \Delta h_{\ell} - i \sum_{\ell} \hat{P}(\sigma, \hat{h}, \hat{k})} \tag{B.2}
\]

insertion of which into (B.1), followed by further manipulations, leads us to

\[
A[s, s'; h, h'; \tilde{s}] = \frac{1}{Z} \left[ \frac{1}{2\pi} \right]^{N} \int [d\hat{P} d\hat{D}] \\
\times \exp \left[ iN \sum_{\tau, h, \alpha} \Delta h \hat{D}_{\tau}(\tau, h) D(\tau, h) + iN \sum_{\sigma} \int d\hat{h} \frac{d\hat{P}(\sigma, \hat{h}, \hat{k})}{2\pi N} P(\sigma, \hat{h}, \hat{k}) \right]
\]
In the above we used the shorthand $\tilde{\{\text{variables}\}}$

Now inserting above result into expression (C.1) and integrating out the $\hat{h}$ variables yields equation for the Fourier transform (30).
Appendix D. The joint spin-field probability distributions in equilibrium

In this section we compute the joint spin-field probability distributions $D$ and $A$ in equilibrium. We note that both can defined via the Fourier transforms (30) of the measure $M$. First, we consider equation for $D$ (23). Using expression (28) for the conjugate parameter $\hat{D}_\alpha$ in this equation, combined with the equality (33), gives us

\[
D(\sigma, h) = \sum_{k \geq 0} P_c(k) \left[ \prod_{\ell=1}^{k} \int d\tilde{k}_\ell P(J_\ell) \int_{-\pi}^{\pi} d\hat{\sigma}_\ell e^{-i\tilde{k}_\ell \cdot \sigma} \right] \times \delta \left[ H - \sum_{\ell} J_\ell \sigma_\ell - \theta - J \tilde{s} \right] e^{\beta \sigma \cdot H'} \delta(h - H) \frac{1}{\Phi_1[h]}. \tag{D.1}
\]

where $M_k$ is defined in (32). Summing and integrating over the variables $\sigma_\gamma$ and $H_\gamma$, respectively, leads us to the equilibrium form (36) of the joint spin-field distribution. In a similar manner we obtain the equilibrium version of $A$, which is given by

\[
A[s, s'; h, h'; \tilde{s}] = \int dJ_\ell P(J) \sum_{k, k'} \frac{P_c(k) P_c(k')}{k! c} \frac{1}{M_k M_{k'}} \sum_{\sigma, \sigma'} \int dH_\ell dH' \delta \left[ H - \sum_{\ell} J_\ell \sigma_\ell - \theta - J \tilde{s} \right] e^{\beta \sigma \cdot H'} \delta(h - H) \frac{1}{\Phi_1[h]}. \tag{D.2}
\]

The above result can be written in the form given by equation (37).

Appendix E. Stationary points of the dynamic equation

Here we show that the probability distributions $D$ and $A$ in equilibrium are stationary points of our dynamic equation (8). First, we consider that part of (8) which is dependent on the joint spin-field distribution $D(s, h)$ only. Inserting the equilibrium form (36) of this distribution into the first line on the right-hand side of (8) leads to

\[
\frac{1}{2} \left[ 1 + s \tanh[\beta h] \right] e^{-\beta s h} \Phi[h] - \frac{1}{2} \left[ 1 - s \tanh[\beta h] \right] e^{\beta s h} \Phi[h] = \Phi[h] \left[ -\sinh[\beta s h] + \cosh[\beta s h] \tanh[\beta s h] \right] = 0. \tag{E.1}
\]
Second, we compute that part of the right-hand side of (8) which is explicitly dependent on the kernel $A[s, s', h, h', s]$ only. Using our equilibrium form (37) of this kernel in the last two lines of the right-hand side of (8) results in

$$
\frac{1}{2} c \sum_{s'} \int dh'[1 - s' \tanh[\beta h']] \langle e^{\beta h + \beta s'h' + \beta ss'} A[h + J s'; h' - J s] \rangle
\]

$$
- \frac{1}{2} c \sum_{s'} \int dh'[1 - s' \tanh[\beta h']] \langle e^{\beta h + \beta s'h' - \beta ss'} A[h - J s'; h' - J s] \rangle
\]

$$
= \frac{1}{2} c e^{\beta h} \int dJ \int dh' \times \left\{ \left[ (1 - \tanh[\beta h']) e^{\beta h'} - [1 + \tanh[\beta h']] e^{-\beta h'} \right] e^{\beta J s} A[h + J; h' - J s]
\right. 

\left. + (1 + \tanh[\beta h']) e^{-\beta h'} - [1 - \tanh[\beta h']] e^{\beta h'} \right] e^{-\beta J s} A[h - J; h' - J s]
\right\}
\]

$$
= 0.
\]

(E.2)

We conclude that the right-hand side of the dynamic equation (8) is exactly zero for all $s \in \{-1, 1\}$ and all $h \in \mathbb{R}$ as soon as the equilibrium relations (36) and (37) hold.

**Appendix F. RS calculations**

In this section we derive an equation for the functional distribution (41) and compute the replica symmetric versions of the kernels $A$ and $D$. First, we compute the functional distribution $W[[P]; |m|]$, where $m \in \mathbb{Z}$. For this we consider the Fourier transform $\int_{-\pi}^{\pi} d\hat{k} e^{-i km} P_{RS}(\sigma, \hat{h}, \hat{k})$ of the RS order parameter function. Using result (40) for $M_{RS}$, and the saddle-point equation (24), we have

$$
\int [dP] \int_{-\pi}^{\pi} d\hat{k} W[[P]; \hat{k}] e^{-i km} \prod_{\alpha=1}^{n} P(\sigma_{\alpha}, \hat{h}_{\alpha})
\]

$$
= \sum_{k \geq 0} P_{c}(k) \int dH \int_{-\pi}^{\pi} d\hat{k} e^{-i km} M_{RS}[H, \hat{h}, \sigma|k, \theta] \sum_{\sigma} \int dH d\hat{h} M_{RS}[H, \hat{h}, \sigma|k, \theta]
\]

$$
= \sum_{k \geq 0} P_{c}(k) \frac{k!}{(k - m)!} e^{-m} \left[ \frac{1}{M_{k}^{\sigma}} \prod_{\ell=1}^{k-m} J_{\ell} P(J_{\ell}) \prod_{\ell=1}^{k-m} \delta \left[ P(\sigma, \hat{h}) \right] \right]
\]

$$
\times \prod_{\alpha=1}^{n} \int [dH_{\alpha} d(\sigma_{\alpha}, H_{\alpha}) e^{i H_{\alpha}(H_{\alpha} - \theta)} \prod_{\ell=1}^{k-m} \left[ \sum_{\sigma'_{\alpha}} \int d\hat{h}_{\alpha} P_{\ell}(\sigma'_{\alpha}, \hat{h}_{\alpha}) e^{-i H_{\alpha}(H_{\alpha} - \theta)} \right]
\]

$$
= \int [dP] \sum_{k \geq 0} P_{c}(k) \frac{k!}{(k - m)!} e^{-m}
\]

$$
\times \left[ \prod_{\ell=1}^{k-m} \left[ J_{\ell} P(J_{\ell}) \prod_{\ell=1}^{k-m} \delta \left[ P(\sigma, \hat{h}) \right] \right] \right]
\]

$$
\times \int [dH d(\sigma, H)] e^{i H(h - \theta)} \prod_{\ell=1}^{k-m} \left[ \sum_{\sigma_{\ell}} \int d\hat{h}_{\ell} P_{\ell}(\sigma_{\ell}, \hat{h}_{\ell}) e^{-i H_{\ell}(H_{\ell} + h_{\ell})} \right] \frac{1}{M_{k}^{\sigma}} Z[[P_{1}, \ldots, P_{k-m}]] \prod_{\alpha=1}^{n} P(\sigma_{\alpha}, \hat{h}_{\alpha}),
\]

(F.1)
Solving equation (F.1), we have used the shorthands

\[ M_k^n = \int \prod_{\ell=1}^k \left[ dJ_\ell P(J_\ell) \int_{-\pi}^{\pi} d\hat{k}_\ell W([P_\ell]; \hat{k}_\ell) e^{-i\hat{k}_\ell} \right] \]

\[ \times \left[ \sum_\sigma \int dH d\hat{h} d(\sigma, H) e^{i\hat{h} (H - \theta)} \prod_{\ell=1}^k \left( \sum_{\sigma_\ell} \int d\hat{h}_\ell P_\ell(\sigma_\ell, \hat{h}_\ell) e^{-iJ_\ell [\hat{h}_\ell, \sigma_\ell + h_\ell]} \right) \right]^n \]

and

\[ Z([P_1, \ldots, P_{k-m}]) = \sum_\sigma \int dH d\hat{h} d(\sigma, H) e^{i\hat{h} (H - \theta)} \]

\[ \times \prod_{\ell=1}^{k-m} \left[ \sum_{\sigma_\ell} \int d\hat{h}_\ell P_\ell(\sigma_\ell, \hat{h}_\ell) e^{-iJ_\ell [\hat{h}_\ell, \sigma_\ell + h_\ell]} \right] = 2\pi \sum_\sigma \prod_{\ell=1}^{k-m} \int d\hat{h}_\ell P_\ell(\sigma_\ell, \hat{h}_\ell) e^{-iJ_\ell [\hat{h}_\ell, \sigma_\ell + h_\ell]} \]

\[ d \left( \sigma, \sum_\ell J_\ell \sigma_\ell + \theta \right) . \]

Solving equation (F.1) for the functional distribution \( \int_{-\pi}^{\pi} d\hat{k} W([P]; \hat{k}) e^{-i\hat{k} m} \), followed by taking the replica limit \( n \to 0 \) in the functions \( M_k^n \) and \( Z^n \) of the resulting expression, then leads to equation (42).

Second, we compute the RS joint spin-field probability distribution \( D(s, h) \). Using the saddle-point equation (23) for this distribution, combined with the result (40) for \( M_{RS} \), applied to \( m = 0 \), gives us

\[ D(\sigma, h) = \sum_{k \geq 0} P_c(k) \frac{1}{M_k} \int \prod_{\ell=1}^k \left[ dJ_\ell P(J_\ell) \int_{-\pi}^{\pi} d\hat{k}_\ell W([P_\ell]; \hat{k}_\ell) e^{-i\hat{k}_\ell} \right] \]

\[ \times \prod_{\ell=1}^k \left[ \sum_{\sigma_\ell} \int d\hat{h}_\ell P_\ell(\sigma_\ell, \hat{h}_\ell) e^{-iJ_\ell [\hat{h}_\ell, \sigma_\ell]} \right] d (\sigma, \sum_\ell J_\ell \sigma_\ell + \theta) \]

\[ \times Z([P_1, \ldots, P_k]) \]

where the functions \( M_k^n \) and \( Z^n \) are defined by (F.2) and (F.3), respectively. Taking the replica limit in equation (F.4) leads us to the result (44).

Finally, we compute the RS version of the kernel (22). We consider numerator and denominator in the average over the vertex connectivities in this equation separately. Using equality (40) for the function \( M_{RS} \) we obtain the numerator

\[ \text{num} = \sum_{\sigma, \sigma'} \int dH dH' d\hat{h} d\hat{h}' M_{RS}[H, \hat{h}, \sigma | k - 1, \theta] M_{RS}[H', \hat{h}', \sigma' | k' - 1, \theta] \]

\[ \times \delta_{\sigma_\ell, \sigma_\ell'} \delta_{\sigma_\ell, \sigma_\ell'} \delta[h' - H_\ell + 2J_\ell \delta] e^{-iJ_\ell [\hat{h}, \sigma + \hat{h}', \sigma'] \delta} \]

\[ = \frac{\epsilon^{-k} \epsilon^{k-1}}{(k-1)!} \int \prod_{\ell=1}^{k-1} \left[ dJ_\ell P(J_\ell) \int_{-\pi}^{\pi} d\hat{k}_\ell W([P_\ell]; \hat{k}_\ell) e^{-i\hat{k}_\ell} \right] \]

\[ \times \frac{\epsilon^{-k} \epsilon^{k-1}}{(k' - 1)!} \int \prod_{r=1}^{k'-1} \left[ dJ'_r P(J'_r) \int_{-\pi}^{\pi} d\hat{k}_r W([Q_r]; \hat{k}_r) e^{-i\hat{k}_r} \right] \]
\[ \times \left\{ \sum_{\sigma,\sigma'} \prod_{\ell=1}^{k-1} \left[ \sum_{\sigma_\ell} \int d\hat{h}_\ell P_{\ell}(\sigma_\ell, \hat{h}_\ell) e^{-iJ_{\ell}h_{\ell}\sigma} \right] d \left( \sigma, \sum_\ell J_{\ell}\sigma_\ell + \theta + J_{\ell}'\sigma_\ell' \right) \right\} \times \prod_{r=1}^{k-1} \left[ \sum_{\sigma_r} \int d\hat{h}_r Q_r(\sigma_r, \hat{h}_r) e^{-iJ_{r}h_{r}\sigma'} \right] d \left( \sigma', \sum_r J_{r}'\sigma_r + \theta + J_{r}\sigma_\ell \right) \times \delta_{\sigma', \sigma} \delta_{\sigma', \sigma'} \left[ h' - \sum_\ell J_{\ell}\sigma_\ell - \theta - J_{\ell}'\sigma_\ell' \right] \delta \left[ h - \sum_r J_{r}'\sigma_r - \theta - J_{r}\sigma_\ell + 2J_3 \right] \times \left\{ \sum_{\sigma,\sigma'} \prod_{\ell=1}^{k-1} \left[ \sum_{\sigma_\ell} \int d\hat{h}_\ell P_{\ell}(\sigma_\ell, \hat{h}_\ell) e^{-iJ_{\ell}h_{\ell}\sigma} \right] d \left( \sigma, \sum_\ell J_{\ell}\sigma_\ell + \theta + J_{\ell}'\sigma_\ell' \right) \right\}^{n-1} \right) \]

and the denominator

\[ \text{den} = \sum_{\sigma,\sigma'} \int dH dH' d\hat{h} d\hat{h}' M_{RS}[H, \hat{h}, \sigma|k, \theta] M_{RS}[H', \hat{h}', \sigma'|k', \theta] \]

\[ = \frac{e^{-c}}{k!} \int_0^k \int \left[ \sum_{\ell=1}^k \left[ \sum_{\sigma_\ell} \int d\hat{h}_\ell P_{\ell}(\sigma_\ell, \hat{h}_\ell) e^{-iJ_{\ell}h_{\ell}\sigma} \right] d \left( \sigma, \sum_\ell J_{\ell}\sigma_\ell + \theta \right) \right]^n \times \frac{e^{-c}}{k!} \int_0^{k-1} \left[ \sum_{\ell=1}^{k-1} \left[ \sum_{\sigma_\ell} \int d\hat{h}_\ell P_{\ell}(\sigma_\ell, \hat{h}_\ell) e^{-iJ_{\ell}h_{\ell}\sigma} \right] d \left( \sigma, \sum_\ell J_{\ell}\sigma_\ell + \theta \right) \right]^n \times \left[ \sum_{\sigma,\sigma'} \prod_{\ell=1}^{k-1} \left[ \sum_{\sigma_\ell} \int d\hat{h}_\ell Q_r(\sigma_r, \hat{h}_r) e^{-iJ_{r}h_{r}\sigma'} \right] d \left( \sigma', \sum_r J_{r}'\sigma_r + \theta \right) \right]^n \]  

Combining these latter two results in (22) and taking the \( n \to 0 \) replica limit gives equation (45).

**Appendix G. Dynamic equation for the Ising ferromagnet with dilution**

Here we show that the macroscopic equation (8) for the Ising spin system governed by (49) can be reduced to a system of ordinary differential equations. In the present Ising ferromagnet with dilution (49) the fields (3) can take only discrete values, which implies that the distributions (7) and (10) can be written in the form (60) and (61), respectively. Inserting (60) and (61) into both sides of (8) gives

\[ \frac{d}{dt} \sum_{n=-k}^{k} P_r(s, n)\delta(h - Jn - \theta) = \frac{1}{2} [1 + s \tanh(\beta h)] \sum_{n=-k}^{k} P_r(-s, n)\delta(h - Jn - \theta) \]

\[ - \frac{1}{2} [1 - s \tanh(\beta h)] \sum_{n=-k}^{k} P_r(s, n)\delta(h - Jn - \theta) \]
\[ \frac{1}{2} \sum_{k} \frac{1}{k} \sum_{n=k+1}^{\infty} \int dh' \left[ 1 - s' \tanh[\beta h'] \right] \sum_{n=-k}^{k-1} \sum_{n'=-k}^{k-1} \times \langle A_i[s, s'; n, n'| \tau] \delta[h' - Jn' - \theta - J\tau s] \delta[h - Jn - \theta + J\tau s'] \rangle \]

\[ - \frac{1}{2} \sum_{k} \frac{1}{k} \sum_{n=k+1}^{\infty} \int dh' \left[ 1 - s' \tanh[\beta h'] \right] \sum_{n=-k}^{k-1} \sum_{n'=-k}^{k-1} \times \langle A_i[s, s'; n, n'| \tau] \delta[h' - Jn' - \theta - J\tau s] \delta[h - Jn - \theta - J\tau s'] \rangle, \]

in which the averages over \( \tau \) refer to the distribution \( P(\tau) = p\delta_{\tau,1} + (1-p)\delta_{\tau,0} \). We move the time derivative inside the sum on the left of the above equation. On the right side we average over \( \tau \), take the sums over \( s' \) and integrate out \( h' \) variables. These manipulations produce

\[ \sum_{n=-k}^{k} \frac{d}{dt} P_t(s, n) \delta(h - Jn - \theta) = \frac{1}{2} \left[ 1 + s \tanh[\beta(Jn + \theta)] \right] \sum_{n=-k}^{k} P_t(-s, n) \delta(h - Jn - \theta) \]

\[ - \frac{1}{2} \left[ 1 - s \tanh[\beta(Jn + \theta)] \right] \sum_{n=-k}^{k} P_t(s, n) \delta(h - Jn - \theta) \]

\[ + \sum_{n=-k}^{k-2} \sum_{n'=-k+1}^{k-1} \frac{1}{2} k \delta[h - Jn - \theta] \sum_{n=-k}^{k} P_t(s, n) \delta(h - Jn - \theta) \]

\[ + \sum_{n=-k}^{k} \sum_{n'=-k+1}^{k-1} \frac{1}{2} k \delta[h - Jn - \theta] \sum_{n=-k}^{k} P_t(s, n) \delta(h - Jn - \theta) \]

\[ - \sum_{n=-k}^{k} \sum_{n'=-k+1}^{k-1} \frac{1}{2} k \delta[h - Jn - \theta] \sum_{n=-k}^{k} P_t(s, n) \delta(h - Jn - \theta) \]

\[ - \sum_{n=-k}^{k} \sum_{n'=-k+1}^{k-1} \frac{1}{2} k \delta[h - Jn - \theta] \sum_{n=-k}^{k} P_t(s, n) \delta(h - Jn - \theta). \]

The result (64) follows immediately from the above equation.

**Appendix H. Initial conditions**

In this appendix, we compute the relevant initial conditions for the system of ordinary equations (64). We choose an initial microscopic state of the system in which each spin \( \sigma_i \) is drawn randomly and independently according to \( P_0(\sigma_i) = \frac{1}{2}(1 + \sigma_i m_0) \), where \( m_0 \in [-1, 1] \) is the prescribed initial magnetization of the whole system, i.e.

\[ P_0(\sigma) = \prod_{i=1}^{N} \frac{1}{2}(1 + \sigma_i m_0). \]  \hspace{1cm} (H.1)

Given (H.1), the spin-field probability distribution \( P_0(s, n) \) for large Ising ferromagnets defined on random graphs with vertex degree distribution \( P_c(k') \) is given by

\[ P_0(s, n) = \lim_{N \to \infty} \sum_{\sigma} P_0(\sigma) \frac{1}{N} \sum_{i=1}^{N} \delta_{s, \sigma_i} \delta_{n, \sum_{j \neq i} c_i \sigma_j} \]

\[ = \frac{1}{2} \left( 1 + sm_0 \right) \sum_{k' \geq 0} P_c(k') \prod_{\ell=1}^{k'} \left( \sum_{\sigma} \frac{1}{2} \left( 1 + \sigma \right) \right) \delta_{n, \sum_{\ell=1}^{k'} \sigma_i} \]  \hspace{1cm} (H.2)
For the model (49) in particular, where \( k \) is the connectivity of the random regular graph and \( p \) is the dilution, the vertex degree distribution is binomial

\[
P_c(k') = \binom{k}{k'} p^{k'} (1 - p)^{k - k'}.
\]

Solving equations (H.2) and (62) for the functional distribution \( \tilde{W}[[\hat{P}]|1] \) and the function \( d(s, Jn + \theta) \) then gives

\[
\tilde{W}[[\hat{P}]|1] = \prod_{\sigma, \sigma'} \delta \left[ \hat{P}(\sigma|\sigma') - \frac{1}{2} (1 + \sigma m_0) \right] (H.4)
\]

\[
d(s, Jn + \theta) = \frac{1}{2} (1 + sm_0) (H.5)
\]

which is the trivial solution of equation (58).

Appendix I. Population dynamics

The joint spin-field probability distribution \( P_t(s, n) \) of the diluted ferromagnet (49) evolves in time according to the system of ordinary differential equations (64). Solving this system requires computation of the kernel (63), which is dependent on the functional distribution \( \tilde{W} \) and the function \( d \) (the order parameters). The saddle-point equations (57) and (62) establish relations between these parameters and their dependence on \( P_t(s, n) \). However, solving these equations analytically is generally ruled out, and one has to solve them numerically using population dynamics [7].

The population dynamics algorithm was also used in the preceding version of the dynamical replica theory, as developed for Poissonian random graphs [17]. Here, however, we take an approach which is slightly different from that in [17]. We note that in our dynamical theory we use \( P_t(s, n) \) to estimate the order parameters \( \tilde{W} \) and \( d \). In particular, the values of the order parameters are considered to be ‘good’ when the saddle-point equation (57) for the functional distribution \( \tilde{W} \) is satisfied, and the probability distribution \( P(s, n) \) which is computed via saddle-point equation (62) equals the instantaneous distribution \( P_t(s, n) \). This suggests that the change made by any numerical algorithm to the order parameters \( \tilde{W} \) and \( d \) has to reduce the ‘distance’ between the distributions \( P_t(s, n) \) and \( P(s, n) \), subject to the constraints (57) and (62). The Kullback–Leibler (KL) divergence

\[
D_{KL}(P_t||P) = \sum_s \sum_n P_t(s, n) \log \frac{P_t(s, n)}{P(s, n)} (I.1)
\]

can play the role of a distance in this context, and we may use e.g. a gradient descent algorithm to minimize this distance, namely

\[
\frac{d}{d\epsilon} d(s, Jn + \theta) = -\frac{\partial}{\partial d(s, Jn + \theta)} D_{KL}(P_t||P), (I.2)
\]

where \( \epsilon \) defines an ‘algorithmic time’. To solve equations (57) and (62), we use a combination of both population dynamics and gradient descent. To implement the population dynamics we create a population of \( N^2 \times 2 \) matrices \( \hat{P}_i(\sigma|\sigma') \), where \( i = 1, \ldots, N \), and we initialize the function \( d(s, Jn + \theta) \) for \( s \in \{-1, 1\} \) and \( n \in \{-k, \ldots, k\} \). The initial values of population \( \{\hat{P}_i(\sigma|\sigma')\} \) and function \( d(s, Jn + \theta) \) are set to (H.4) and (H.5), respectively, at \( t = 0 \). For \( t > 0 \) we simply reuse values from the previous time step. We then update the population of matrices and the numbers \( d(s, Jn + \theta) \) until they are stationary, via the following process:
(i) a number \( k' \) is drawn from the binomial distribution \( B_{k-1}(k') \) (59);
(ii) \( k' \) members \( \hat{P}_i(\sigma|\sigma') \) are selected randomly and independently from the population;
(iii) a new value for \( P(\sigma|\sigma') \) is calculated according to
\[
\hat{P}_{\text{new}}(\sigma|\sigma') = \frac{\prod_{i=1}^{k'} \left\{ \sum_{\sigma_i} \hat{P}_i(\sigma_i|\sigma) \right\} d(\sigma, J \sum_{i=1}^{k'} \sigma_i + \theta + J \sigma')}{\sum_{\sigma'} \prod_{i=1}^{k'} \left\{ \sum_{\sigma_i} \hat{P}_i(\sigma_i|\sigma') \right\} d(\sigma', J \sum_{i=1}^{k'} \sigma_i + \theta)} ; \tag{I.3}
\]
(iv) a member of the population is selected randomly, and replaced with the newly computed value \( \hat{P}_{\text{new}}(\sigma|\sigma') \);
(v) a new function \( d(s,n) \) is computed according to
\[
d_{\text{new}}(s,n) = d(s,n) + \Delta \varepsilon \frac{d(s,n)}{1 + d(s,n)^2} [P_i(s,n) - P(s,n)] , \tag{I.4}
\]
where \( 0 < \Delta \varepsilon \ll 1 \), and \( P(s,n) \) is computed according to (62) by averaging over the instantaneous values of the population.

The rule (I.4) used to update \( d(s,n) \) can be regarded as an approximation of the gradient descent equation (I.2), which can be derived as follows. First, we use the definition of the KL divergence (I.1) and equation (62) for \( P(s,n) \) to compute the partial derivative in (I.2), giving (with the shorthand \( d(s,Jn+\theta) \rightarrow d(s,n) \))
\[
\frac{\partial}{\partial d(s,n)} D_{\text{KL}}(P_i \parallel P) = -\frac{P_i(s,n)}{d(s,n)} \\
+ \sum_{s',n'} \sum_{\tau_1,\ldots,\tau_k} P_i(s',n') d(s',n') \sum_{\tau_1,\ldots,\tau_k} P(\tau_1,\ldots,\tau_k) \int \prod_{\ell=1}^{k} \int [d\hat{P}_\ell][\hat{W}][\hat{P}_\ell][1] \\
\times \prod_{\ell=1}^{k} \left\{ \sum_{\sigma_i} \hat{P}_\ell(\sigma_i|\tau_i s) \right\} \delta_{n,\sum_{\ell=1}^{k} \tau_i s} \prod_{\ell=1}^{k} \left\{ \sum_{\sigma_i} \hat{P}_\ell(\sigma_i|\tau_i s) \right\} \delta_{n,\sum_{\ell=1}^{k} \tau_i s} \\
\times \left[ \sum_{\sigma} \prod_{\ell=1}^{k} \left\{ \sum_{\sigma_i} \hat{P}_\ell(\sigma_i|\tau_i s) \right\} d(\sigma, J \sum_{\ell=1}^{k} \tau_i s + \theta) \right]^{-2} . \tag{I.5}
\]
The result (I.5) takes a very simple form when there is no disorder and the distribution \( \hat{W}[[\hat{P}][1] \) is a functional delta, where one is led to
\[
\frac{d}{d\varepsilon} d(s,n) = \frac{1}{d(s,n)} [P_i(s,n) - P(s,n)] . \tag{I.6}
\]
To reduce computational costs we use in our population dynamics algorithm approximation (I.6), rather than the full version of the gradient descent (I.2) which would have required computation of (I.5). First, however, expression (I.6) is slightly modified according to \( 1/d(s,n) \rightarrow d(s,n)/(1 + d(s,n)^2) \), to prevent unbounded increasing (or decreasing) of \( \Delta\varepsilon \) in the discrete version of (I.6). The number of iterations required to solve saddle-point equations (57) and (62) by the algorithm presented in this section was found to be typically of order \( 10^2 N' \), for the population size \( N' = 10^3 \).

References
[1] Viana L and Bray A J 1985 J. Phys. C: Solid State Phys. 18 3037–51
[2] Sherrington D and Kirkpatrick S 1975 Phys. Rev. Lett. 35 1792
[3] Mézard M, Parisi G and Virasoro M A 1987 Spin Glass Theory and Beyond (Singapore: World Scientific)
[4] Kanter I and Sompolinsky H 1987 Phys. Rev. Lett. 58 164–7
[5] Mézard M and Parisi G 1987 Europhys. Lett. 3 1067–74
[6] Monasson R 1998 J. Phys. A: Math. Gen. 31 513–29
[7] Mezard M and Parisi G 2001 Eur. Phys. J. B 20 217–33
[8] Coolen A C C, Skantzos N S, Pérez-Castillo I, Pérez Vicente C J, Hatchett J P L, Wemmenhove B and Nikoletopoulos T 2005 J. Phys. A: Math. Gen. 38 8289–317
[9] Pérez Vicente C J and Coolen A C C 2008 J. Phys. A: Math. Theor. 41 255003
[10] Semerjian G and Cugliandolo L F 2003 Europhys. Lett. 61 247–53
[11] Semerjian G, Cugliandolo L F and Montanari A 2004 J. Stat. Phys. 115 493–530
[12] Semerjian G and Weigt M 2004 J. Phys. A: Math. Gen. 37 5525–46
[13] Hatchett J P L, Wemmenhove B, Pérez-Castillo I, Nikoletopoulos T, Skantzos N S and Coolen A C C 2004 J. Phys. A: Math. Gen. 37 6201–20
[14] Hatchett J P L, Pérez-Castillo I, Coolen A C C and Skantzos N S 2005 Phys. Rev. Lett. 95 117204
[15] Hansen-Goos H and Weigt M 2005 J. Phys. A: Math. Gen. 38 8289–317
[16] Skantzos N S and Hatchett J P L 2007 Physica A 381 202–11
[17] Mozeika A and Coolen A C C 2008 J. Phys. A: Math. Theor. 41 115003
[18] Kiemes M and Horner H 2008 J. Phys. A: Math. Gen. 41 324017
[19] Briggs R B 1969 Phys. Rev. Lett. 23 17–9
[20] Bray A J and Huifang D 1989 Phys. Rev. B 40 6980–6
[21] Randeria M, Sethna J P and Palmer R G 1985 Phys. Rev. Lett. 54 1321–4
[22] Harris A B 1975 Phys. Rev. B 12 203–7
[23] Chan P Y, Goldenfeder N and Salamon M 2006 Phys. Rev. Lett. 97 137201
[24] Hinczewski M 2007 Phys. Rev. E 75 061104
[25] Imry Y 1977 Phys. Rev. B 15 4448–50
[26] Schwartz M 1978 Phys. Rev. B 18 2364–6
[27] Dotsenko V S 1999 J. Phys. A: Math. Gen. 32 2949–59
[28] Ruiz-Lorenzo J J 1997 J. Phys. A: Math. Gen. 30 485–93
[29] Hukushima K and Iba Y 2008 J. Phys.: Conf. Ser. 95 012005
[30] Bray A J 1987 Phys. Rev. Lett. 59 586–9
[31] Bray A J 1988 Phys. Rev. Lett. 60 720–3
[32] Bray A J 1989 J. Phys. A: Math. Gen. 22 L81–85
[33] Colborne S G W and Bray A J 1989 J. Phys. A: Math. Gen. 22 2505–20
[34] Jain S 1995 Physica A 218 279–90
[35] Cesà F, Maes C and Martinelli F 1997 Commun. Math. Phys. 188 135–73
[36] Voita T 2006 J. Phys. A: Math. Gen. 39 R143–R205
[37] Laughton S N, Coolen A C C and Sherrington D 1996 J. Phys. A: Math. Gen. 29 763–86
[38] Pérez Castillo I, Wemmenhove B, Hatchett J P L, Coolen A C C, Skantzos N S and Nikoletopoulos T 2004 J. Phys. A: Math. Gen. 37 8789–99
[39] Hatchett J P L 2004 PhD Thesis King’s College London
[40] Fisher M E and Essam J W 1961 J. Math. Phys. 2 609–19
[41] Laumann C, Scardicchio A and Sondhi S L 2008 Phys. Rev. E 77 061139
[42] Yang C N and Lee T D 1952 Phys. Rev. 87 404–9
[43] Lee T D and Yang C N 1952 Phys. Rev. 87 410–9
[44] Dorogovtsov S N, Goltsev A V and Mendes J F F 2008 Rev. Mod. Phys. 80 1275
[45] Steger A and Wormald N C 1999 Comb. Probab. Comput. 8 377–96
[46] Chakrabarti B K and Acharyya M 1999 Rev. Mod. Phys. 71 847–59