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Abstract. In this paper, we consider the frequency-domain Maxwell’s equations coupled to a nonlocal Drude model which describes the nonlocal optical response in metallic nanostructures. We prove the existence and uniqueness of weak solutions to the coupled equations. A Galerkin finite element method based on the Raviart–Thomas and Nédélec elements is proposed to solve the equations and the associated error estimates are given. This is the first work on the mathematical and numerical analysis of this model. Numerical examples are presented to verify our theoretical analysis.
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1. Introduction. Nanoplasmonics is an active research field concerned with the study of optical properties of metallic nanostructures [4, 20]. The interaction of metallic nanostructures with light at optical frequencies produces the excitation of (localized) surface plasmons, i.e., the collective oscillation of conduction band electrons at the metal surface, leading to many unusual and fascinating properties. It enables the confinement of light at the nanoscale vicinity of metal surfaces, the enormous local fields enhancement of the incident wave, and the squeezing of light beyond the diffraction limit, providing unparalleled means for manipulation of light at the nanoscale. As a result, nanoplasmonics has found applications in different fields, such as near-field scanning microscopy [12], ultrasensitive sensing and detection [21], and plasmonic waveguiding [16]. To be able to understand and make use of nanoplasmonic phenomena, an appropriate modeling for describing the optical response of metallic nanostructures is required.

Historically, the interaction of light with metals has been described by the classical theory of light-matter interaction in which light and matter (the free electrons) are described by Maxwell’s equations and Newtonian mechanics, respectively. The most widely used model to describe the optical response of metals is Drude’s model [5]. In this model, the collective oscillation of conduction electrons in metals subject to driving optical fields is analysed within the framework of local-response approximation (LRA), where the material response occurs only in the point of space of the perturbation and there is no response at even short distances. Drude’s model has achieved a great success in the modeling of bulk metals. However, as the size of metallic structures shrinks down to nanometer scales, nonlocal interaction effects between electrons become predominant and Drude’s model is inadequate to explain experimentally observable phenomena.

In view of the limitation of Drude’s model, the nonlocal response theories for metallic nanostructures have gained considerable interest and attention in the past...
decade and some improved models have been proposed, including the hydrodynamic model \[8\], the nonlocal hydrodynamic Drude (NHD) model \[17\], and the generalized nonlocal optical response (GNOR) model \[15\]. In the hydrodynamic model, the free electrons in metals are modeled as a charged fluid and described by hydrodynamic equations of Euler-type. The NHD and GNOR models are derived from the hydrodynamic model by the linear-response approximation. All these models are coupled to Maxwell’s equations (in both frequency domain and time domain) and form coupled systems of PDEs.

Due to a relatively simple form and the successful interpretation of observable nonlocal effects \[3\], the NHD model has drew much attention in recent years and become a popular model in the study of optical properties of metallic nanostructures. Meanwhile, numerical methods for solving Maxwell’s equations coupled to the NHD model have been extensively studied. In \[9\], the frequency-domain NHD model (frequency-domain Maxwell’s equations coupled to the NHD model) is solved for modeling nano-plasmonic structures with complex geometries by using the Nédélec elements based finite element method. In \[25\], a computational scheme based on the boundary integral equation and method of moments is developed for the frequency-domain NHD model to predict the interaction of light with metallic nanoparticles. The discontinuous Galerkin methods for the time-domain and frequency-domain NHD models have been considered in \[11, 18, 24\]. For other more numerical methods for this system of PDEs, we refer the reader to \[6, 10, 19, 23\] and references therein.

However, up to now, most existing studies on the NHD model focus on the development of numerical methods or the analysis of physical effects. The theoretical and numerical analysis of this model available in the literature is very limited. In \[10\], the well-posedness and the stability and convergence of numerical methods are proved for the modified time-domain NHD model. To the best of our knowledge, there seems to be no results on the mathematical and numerical analysis of the frequency-domain NHD model. In fact, just as it is for the frequency-domain and time-domain Maxwell’s equations, the proof of the well-posedness and numerical convergence for the frequency-domain NHD model is much difficult than its time-domain counterpart.

In this paper, we present a rigorous mathematical and numerical analysis of the frequency-domain NHD model for the first time. The existence and uniqueness of weak solutions to the equations are proved. A finite element method based on the Raviart–Thomas and Nédélec elements is developed for the equations and the convergence is proved. There are two aspects of this model that make the analysis challenging. First, the curl and div operators both have a large null space in the continuous and discrete levels, which must be removed from the function spaces by using the (discrete) Helmholtz decompositions. To this end, an understanding of some properties of the continuous function spaces and the finite element spaces is required. Second, the bilinear forms in the weak formulation of the equations are not coercive, which brings difficulty to the analysis in both continuous and discrete levels. To overcome this problem, in the proof of the well-posedness, we first show the uniqueness of weak solutions and then apply the Fredholm alternative to prove the existence of weak solutions, while in the proof of the convergence of the finite element discretization, the theory of convergence of collectively compact operators developed in \[13, 14\] is used. Although our methods are somewhat similar to those used in \[14\] for the analysis of frequency-domain Maxwell’s equations, the proof presented in this paper is much more delicate due to the coupled system nature.

The rest of this paper is organized as follows. In section 2, we give a brief deriva-
tion of the NHD model and describe the problem considered in this paper. In section 3, we prove the existence and uniqueness of weak solutions to the equations. In section 4, we propose a finite element discretization for the equations and prove the convergence of the scheme. In section 5, we give some numerical examples to confirm our theoretical analysis.

2. Nonlocal hydrodynamic Drude model. In this section, we briefly introduce the NHD model and give the problem considered in this paper.

In the absence of external charge and current, macroscopic Maxwell’s equations for metals can be written as

\[
\nabla \times E = -\partial_t B, \quad \nabla \cdot B = 0, \\
\nabla \times H = \partial_t D + J, \quad \nabla \cdot D = \rho.
\]  

(2.1)

The equations link four macroscopic fields \(E\) (the electric field), \(H\) (the magnetic field), \(D\) (the dielectric displacement), and \(B\) (the magnetic flux density) with the free charge and current densities \(\rho\) and \(J\). Maxwell’s equations (2.1) are supplemented by the constitutive laws which link \(B\) to \(H\) and \(D\) to \(E\) via

\[
B = \mu H, \quad D = \epsilon_0 \epsilon_\infty E.
\]  

(2.2)

Here \(\mu\) is the magnetic permeability of metals and \(\epsilon_0 \epsilon_\infty\) is the electric permittivity of metals that takes into account the polarization of bound electrons (\(\epsilon_0\) is the electric permittivity of vacuum).

We derive the NHD model starting from the hydrodynamic model within which the free electrons are modeled as a charged fluid with the Euler equations:

\[
\begin{align*}
\partial_t n + \nabla \cdot (n v) &= 0, \\
m_e (\partial_t v + v \cdot \nabla v + \gamma v) &= -e(E + v \times B) - \frac{\nabla p}{n},
\end{align*}
\]  

(2.3)

where \(e\) is the electron charge, \(m_e\) is the effective electron mass, \(n\) is the electron density, \(v\) is the hydrodynamic velocity, \(p\) is the electron pressure, and \(\gamma > 0\) is the damping constant. The term \(-e(E + v \times B)\) represents the Lorentz force. The polarization charge and current densities \(\rho\) and \(J\) of the free electrons are given as

\[
\rho = -en, \quad J = -env.
\]  

(2.4)

The equations (2.1)-(2.4) form the self-consistent Euler–Maxwell coupled equations. In order to simplify the above equations, we linearize the equations (2.3) as in perturbation theory by expanding the physical fields in a non-oscillating term (e.g. the constant equilibrium electron density \(n_0\)) and a small first-order dynamic term. In this spirit, we can write the perturbation expansions for \(n(x, t)\) and \(v(x, t)\)

\[
n(x, t) \approx n_0 + n_1(x, t), \quad v(x, t) \approx v_0 + v_1(x, t).
\]  

(2.5)

Similar expansions can be written for the electric and magnetic fields. Since in the absence of an external field \(v = v_0 = 0\), the nonlinear terms \(v \cdot \nabla v\) and \(v \times B\) vanish due to the linearization. By using the Thomas-Fermi model for the pressure term in (2.3), we can linearize it as

\[
\frac{\nabla p}{n} \approx m_e \beta^2 \frac{\nabla n}{n_0}.
\]  

(2.6)
where $\beta$ is an important parameter representing the nonlocality related to the Fermi velocity $[2]$. Using the assumptions above, we get the linearized hydrodynamic equation

$$\partial_t \mathbf{v} = -\frac{e}{m_e} \mathbf{E} - \gamma \mathbf{v} - \beta^2 \frac{\nabla n}{n_0}$$  \hspace{1cm} (2.7)$$

and the linearized continuity equation

$$\partial_t n + n_0 \nabla \cdot \mathbf{v} = 0.$$  \hspace{1cm} (2.8)$$

Differentiating (2.7) with respect to time $t$, inserting the linearized current density $\mathbf{J} \approx -en_0 \mathbf{v}$ and using (2.8), we obtain

$$\partial_{tt} J + \gamma \partial_t J - \beta^2 \nabla (\nabla \cdot J) - \omega_p^2 \varepsilon_0 \partial_t E = 0,$$  \hspace{1cm} (2.9)$$

where $\omega_p = \sqrt{n_0 e^2/(m_e \varepsilon_0)}$ is the plasma frequency. Combining (2.1), (2.2), and (2.9), we have Maxwell's equations with the NHD model for metals

$$\begin{cases}
\nabla \times \mathbf{H} = \mu \partial_t \mathbf{E}, \\
\nabla \times \mathbf{E} = \varepsilon_0 \varepsilon_\infty \partial_t \mathbf{H}, \\
\partial_{tt} \mathbf{J} + \gamma \partial_t \mathbf{J} - \beta^2 \nabla (\nabla \cdot \mathbf{J}) = \omega \omega_p^2 \varepsilon_0 \partial_t \mathbf{E},
\end{cases}$$  \hspace{1cm} (2.10)$$

Replacing $\partial_t$ with $-i\omega$ in (2.10) by Fourier transformation in the time domain, where $i$ is the imaginary unit and $\omega$ is the angular frequency, and eliminating the magnetic field $\mathbf{H}$, we get Maxwell's equations with the NHD model in frequency domain

$$\begin{cases}
\nabla \times (\mu^{-1} \nabla \times \mathbf{E}) - \varepsilon_0 \varepsilon_\infty \omega^2 \mathbf{E} = i\omega \mathbf{J}, \\
\omega (\omega + i\gamma) \mathbf{J} + \beta^2 \nabla (\nabla \cdot \mathbf{J}) = i\omega \omega_p^2 \varepsilon_0 \mathbf{E}.
\end{cases}$$  \hspace{1cm} (2.11)$$

Remark 2.1. By Fourier transformation in the space domain, we replace $\nabla$ with $-i\mathbf{k}$ in the second equation of (2.11), which gives

$$\omega (\omega + i\gamma) \mathbf{J} - \beta^2 \mathbf{k}^2 \mathbf{J} = i\omega \omega_p^2 \varepsilon_0 \mathbf{E},$$  \hspace{1cm} (2.12)$$

and then we obtain the spatially-dispersive (relative) permittivity for the metal

$$\epsilon(\omega, \mathbf{k}) = \varepsilon_\infty \frac{\omega_p^2}{\omega (\omega + i\gamma) - \beta^2 \mathbf{k}^2}.$$  \hspace{1cm} (2.13)$$

The parameter $\beta$ represents the level of nonlocality. As $\beta \to 0$, we recover the classical Drude permittivity $\epsilon(\omega) = \varepsilon_\infty - \omega_p^2/\omega (\omega + i\gamma)$. In this paper we consider the following equations

$$\begin{cases}
\nabla \times (\mu^{-1} \nabla \times \mathbf{E}) - \varepsilon_0 \varepsilon_\infty \omega^2 \mathbf{E} = i\omega \mathbf{J}, & \text{in } \Omega, \\
\omega (\omega + i\gamma) \mathbf{J} + \beta^2 \nabla (\nabla \cdot \mathbf{J}) = i\omega \omega_p^2 \varepsilon_0 \mathbf{E}, & \text{in } \Omega_s.
\end{cases}$$  \hspace{1cm} (2.14)$$

with the boundary conditions

$$\begin{cases}
(\mu^{-1} \nabla \times \mathbf{E}) \times \mathbf{n} - i\omega (\mathbf{n} \times \mathbf{E}) \times \mathbf{n} = \mathbf{g}, & \text{on } \partial\Omega, \\
\mathbf{n} \cdot \mathbf{J} = 0, & \text{on } \partial\Omega_s.
\end{cases}$$  \hspace{1cm} (2.15)$$
Here $\Omega$ and $\Omega_s$ are the bounded, simply-connected, Lipschitz polyhedron domains in $\mathbb{R}^3$ with $\Omega_s \subset \Omega$. $\Omega$ and $\Omega_s$ are shown in Fig 2.1. The magnetic permeability $\mu$ and electric permittivity $\varepsilon$ are two piecewise constant functions in the domain $\Omega$, namely

$$\mu = \begin{cases} \mu_1, & \text{in } \Omega_s, \\ \mu_2, & \text{in } \Omega/\Omega_s, \end{cases} \quad \varepsilon = \begin{cases} \varepsilon_1, & \text{in } \Omega_s, \\ \varepsilon_2, & \text{in } \Omega/\Omega_s, \end{cases}$$

(2.16)

and $\mu_i, \varepsilon_i (i = 1, 2)$ are positive constants.

**Remark 2.2.** The hard-wall boundary conditions for the current density $J$ means that the electrons are confined within the metal and spill-out of electrons in free space is neglected. For Maxwell’s equations, we apply the first-order Silver–Müller boundary conditions [22]

$$n \times E - H = n \times E^{inc} - H^{inc}, \quad \text{on } \partial \Omega,$$

(2.17)

where $E^{inc}$ and $H^{inc}$ represent the electromagnetic fields of the incoming light. By substituting $H = \frac{1}{\omega \mu} \nabla \times E$ into (2.17) and denoting $\omega (H^{inc} - n \times E^{inc}) \times n$ by $g$, we get the boundary conditions (2.15) for the electric field $E$.

3. Existence and uniqueness of the solutions. In this section, we study the well-posedness of the problem (2.14)-(2.15). To begin with, we introduce some notations. We denote $H^1(\Omega)$ as the conventional Sobolev spaces of complex-valued functions defined in $\Omega$ and $H^1_0(\Omega)$ as the subspace of $H^1(\Omega)$ consisting of functions whose traces are zero on $\partial \Omega$. Let $L^p(\Omega)$ and $L^p(\Omega) = [L^p(\Omega)]^3$ be the Lebesgue spaces of complex-valued functions and vector-valued functions with 3 components, respectively. $L^2$ inner-products in $L^2(\Omega)$ and $L^2(\Omega)$ are denoted by $(\cdot, \cdot)$ without ambiguity. To avoid confusion, we use $(\cdot, \cdot)_s$ to denote the $L^2$ inner-products in $L^2(\Omega_s)$ and $L^2(\Omega_s)$.

We define

$$H(\text{curl}; \Omega) = \{ u \in L^2(\Omega) | \nabla \times u \in L^2(\Omega) \},$$

$$H(\text{div}; \Omega) = \{ u \in L^2(\Omega) | \nabla \cdot u \in L^2(\Omega) \},$$

(3.1)
which are equipped with the norms
\[
\|u\|_{H^1(\Omega)} = \|\nabla u\|_{L^2(\Omega)}, \\
\|u\|_{H^1(\Omega)} = \|u\|_{L^2(\Omega)} + \|\nabla u\|_{L^2(\Omega)}.
\]
In addition,
\[
H_T(\text{curl}; \Omega) = \{u \in H(\text{curl}; \Omega) | \ u_T = (n \times u) \times n \in L^2(\partial \Omega) \text{ on } \partial \Omega\}, \\
H_0(\text{curl}; \Omega) = \{u \in H(\text{curl}; \Omega) | \ u \times n = 0 \text{ on } \partial \Omega\}, \\
H_0(\text{div}; \Omega) = \{u \in H(\text{div}; \Omega) | \ u \cdot n = 0 \text{ on } \partial \Omega\}.
\]
Functions in \(H_T(\text{curl}; \Omega)\) are equipped with the norm
\[
\|u\|_{H_T(\text{curl}; \Omega)} = \|u\|_{L^2(\Omega)} + \|\nabla u\|_{L^2(\Omega)} + \|u_T\|_{L^2(\partial \Omega)}.
\]
For the sake of convenience, we denote by
\[
X(\Omega) = H_T(\text{curl}; \Omega), \quad \|u\|_{X(\Omega)} = \|u\|_{H(\text{curl}; \Omega)}, \\
Y(\Omega_s) = H_0(\text{div}; \Omega_s), \quad \|v\|_{Y(\Omega_s)} = \|v\|_{H(\text{div}; \Omega_s)}.
\]
We now give the weak formulation for the problem (2.14)-(2.15). Given \(g \in L^2(\partial \Omega)\), find \((E, J) \in X(\Omega) \times Y(\Omega_s)\), such that the equations
\[
\begin{cases}
(\mu^{-1} \nabla \times \varepsilon E, \nabla \times u) - \omega^2 \varepsilon E, u - i\omega (E_T, u_T) = \langle g, u_T \rangle + i\omega \langle J, u \rangle, \\
\beta^2 (\nabla \cdot J, \nabla \cdot v) + \omega (\omega + i\gamma)(J, v) = -i\omega \varepsilon_0 (E|\Omega_s, v) 
\end{cases}
\]
hold for each \((u, v) \in X(\Omega) \times Y(\Omega_s)\), where \(\varepsilon\) and \(\mu\) are given in (2.16) and \(u_T = (n \times u) \times n\) with \(n\) being the unit outward normal to \(\partial \Omega\). \(\langle \cdot, \cdot \rangle\) denotes the \(L^2\) inner product in \(L^2(\partial \Omega)\). \(J\) and \(E|\Omega_s\) are defined as follows.
\[
J = \begin{cases}
J, & \text{in } \Omega_s, \\
0, & \text{in } \Omega / \Omega_s,
\end{cases} \quad E|\Omega_s = 1_{\Omega_s} E,
\]
where \(1_{\Omega_s}\) is the characteristic function of \(\Omega_s\).

We now state the main result of this section.

**Theorem 3.1.** Let \(\Omega\) and \(\Omega_s\) be the bounded, simply-connected, Lipschitz polyhedron domains in \(\mathbb{R}^3\) with \(\Omega_s \subset \Omega\). The equations (3.5) exist a unique solution \((E, J) \in X(\Omega) \times Y(\Omega_s)\) satisfying
\[
\|E\|_{X(\Omega)} + \|J\|_{Y(\Omega_s)} \leq C\|g\|_{L^2(\partial \Omega)},
\]
where the constant \(C\) might depend on \(\mu_1, \varepsilon_1, \mu_2, \varepsilon_2, \gamma, \beta, \omega, \) and \(\omega_p\).

We first prove the uniqueness of solutions of (3.5).

**Lemma 3.2.** There is at most one solution \((E, J) \in X(\Omega) \times Y(\Omega_s)\) of (3.5).

**Proof.** Since (3.5) is a linear system, we only need to show that \((E, J) = (0, 0)\) is the only solution of (3.5) with \(g = 0\). To this end, we first choose \(u = E\) in the first equation of (3.5) and take the imaginary part of the equation to obtain
\[
- \|E_T\|_{L^2(\partial \Omega)}^2 = \text{Re}(J, E).
\]
Next by setting $v = J$ in the second equation of (3.9) and taking the imaginary part of the equation, we have
\[
\frac{\gamma}{\omega^2 + \varepsilon_0} |J|^2_{L^2(\Omega_s)} = \text{Re}(E_{\mid \Omega_s}, J)_{\ast}.
\] (3.9)

Since $(J, E) = (E_{\mid \Omega_s}, J)_{\ast}$, from (3.8) and (3.9), we deduce that
\[
J = 0, \quad E_s = 0.
\] (3.10)

Thus we find that $E$ satisfies
\[
(\mu^{-1} \nabla \times E, \nabla \times u) - \omega^2 (e E, u) - i \omega (E_T, u_T) = 0, \quad \text{for all } u \in X(\Omega).
\] (3.11)

It was proved in Theorem 4.12 of [14] that the homogeneous problem (3.11) exists the only solution $E = 0$. Consequently, $(E, J) = (0, 0)$ is the only solution of (3.6) with $g = 0$.

Before proving the existence of solutions of (3.5), we give two useful lemmas.

**Lemma 3.3.** We have the following Helmholtz decompositions for $X(\Omega)$ and $Y(\Omega_s)$
\[
X(\Omega) = X_0(\Omega) \oplus \nabla H^1_0(\Omega), \quad Y(\Omega_s) = Y_0(\Omega_s) \oplus \nabla \times H_0(\text{curl}; \Omega_s),
\] (3.12)
where
\[
\begin{align*}
X_0(\Omega) &= \{ u \in X(\Omega) \mid (e u, \nabla \xi) = 0 \quad \text{for all } \xi \in H^1_0(\Omega) \}, \\
Y_0(\Omega_s) &= \{ v \in Y(\Omega_s) \mid (v, \nabla \times w)_{\ast} = 0 \quad \text{for all } w \in H_0(\text{curl}; \Omega_s) \}.
\end{align*}
\] (3.13)

**Proof.** The Helmholtz decomposition for $X(\Omega)$ was proved in Lemma 4.5 of [14]. It is not difficult to show that $\nabla \times H_0(\text{curl}; \Omega_s)$ is a closed subspace of $Y(\Omega_s)$. Therefore the Helmholtz decomposition for $Y(\Omega_s)$ follows from the projection theorem. For every $v \in Y(\Omega_s)$, we can write it as
\[
v = v_0 + \nabla \times A,
\] (3.14)
where $v_0 \in Y_0(\Omega_s)$, $A \in H_0(\text{curl}; \Omega_s)$. In particular, we can take $A$ to be divergence-free, i.e., $\nabla \cdot A = 0$.

**Lemma 3.4.** $X_0(\Omega)$ and $Y_0(\Omega_s)$ are compactly embedded in $L^2(\Omega)$ and $L^2(\Omega_s)$, respectively.

The compact embedding of $X_0(\Omega)$ was proved in Theorem 4.7 of [14] and the compactness property of $Y_0(\Omega_s)$ can be proved by a similar trick.

Now that we know $X(\Omega) = X_0(\Omega) \oplus \nabla H^1_0(\Omega)$ and $Y(\Omega_s) = Y_0(\Omega_s) \oplus \nabla \times H_0(\text{curl}; \Omega_s)$, we can write any solution $(E, J)$ of (3.5) as
\[
E = E_0 + \nabla \varphi, \quad J = J_0 + \nabla \times A
\] (3.15)
for some $(E_0, J_0) \in X_0(\Omega) \times Y_0(\Omega_s)$ and $(\varphi, A) \in H^1_0(\Omega) \times H_0(\text{curl}; \Omega_s)$. In addition, we assume that $A$ satisfies $\nabla \cdot A = 0$.

Substituting (3.15) into (3.5), we find that
\[
\begin{align*}
\begin{cases}
(\mu^{-1} \nabla \times E_0, \nabla \times u) - \omega^2 (e (E_0 + \nabla \varphi), u) - i \omega (E_{0T}, u_T) = (g, u_T) + i \omega (J_0 + \nabla \times A, u), \\
-i \omega (J_0 + \nabla \times A, v)_{\ast} + \beta^2 (\nabla \cdot J_0, \nabla \cdot v)_{\ast} = -i \omega \mu \varepsilon_0 ((E_0 + \nabla \varphi)_{\mid \Omega_s}, v)_{\ast}
\end{cases}
\end{align*}
\] (3.16)
for all \((u, v) \in X(\Omega) \times Y(\Omega_s)\).

Now taking \((u, v) = (\nabla \xi, \nabla \times w)\) in (3.16), where \(\xi \in H^1_0(\Omega)\) and \(w \in H_0(\text{curl}; \Omega_s)\), we obtain

\[
- \omega^2(\varepsilon \nabla \varphi, \nabla \xi) = i\omega(\mathbf{J}_0, \nabla \xi), \quad \text{for all } \xi \in H^1_0(\Omega),
\]

and

\[
\begin{align*}
-\omega(\nabla + i\gamma)(\nabla \times \mathbf{A}, \nabla \times w)_s &= -i\omega_0^2(\mathbf{E}_0|_{\Omega_s}, \nabla \times w)_s, \quad \text{for all } w \in H_0(\text{curl}; \Omega_s), \\
(\mathbf{A}, \nabla \eta)_s &= 0, \quad \text{for all } \eta \in H^1_0(\Omega_s),
\end{align*}
\]

(3.18)

where we have used the fact that \((\nabla \times \mathbf{A}, \nabla \xi) = (\nabla \times \mathbf{A}, \nabla \xi) = 0\) and \(((\nabla \varphi)|_{\Omega_s}, \nabla \times w)_s = 0\). By introducing a Lagrangian multiplier \(q \in H^1_0(\Omega_s)\), we can rewrite (3.18) as

\[
\begin{align*}
\omega(\mathbf{A}, \nabla \eta)_s &= 0, \quad \text{for all } \eta \in H^1_0(\Omega_s),
\end{align*}
\]

(3.19)

Next we take \((u, v) \in X_0(\Omega) \times Y_0(\Omega_s)\) in (3.16) to obtain

\[
\begin{align*}
(\mu^{-1} \nabla \times \mathbf{E}_0, \nabla \times u) - \omega^2(\varepsilon \mathbf{E}_0, u) - i\omega(\mathbf{E}_0, u_T) &= \langle \mathbf{g}, u_T \rangle + i\omega(\mathbf{J}_0 + \nabla \times \mathbf{A}, u), \\
-\omega(\mathbf{J}_0, v)_s + \beta^2(\nabla \cdot \mathbf{J}_0, \nabla \cdot v)_s &= -i\omega_0^2(\varepsilon_0|_{\Omega_s}, v)_s.
\end{align*}
\]

(3.20)

Combining (3.16)-(3.20), we now reformulate the problem (3.5) as follows. Find \((\mathbf{E}_0, \mathbf{J}_0) \in X_0(\Omega) \times Y_0(\Omega_s)\), such that

\[
\begin{align*}
(\mu^{-1} \nabla \times \mathbf{E}_0, \nabla \times u) - \omega^2(\varepsilon \mathbf{E}_0, u) - i\omega(\mathbf{E}_0,T, u_T) + \beta^2(\nabla \cdot \mathbf{J}_0, \nabla \cdot v)_s &= \langle \mathbf{g}, u_T \rangle \\
-\omega(\mathbf{J}_0, v)_s + i\omega_0^2(\varepsilon_0|_{\Omega_s}, v)_s &= -i\omega(\mathbf{J}_0, u)
\end{align*}
\]

(3.21)

for all \((u, v) \in X_0(\Omega) \times Y_0(\Omega_s)\), where \(\varphi \in H^1_0(\Omega)\) and \(\mathbf{A} \in H_0(\text{curl}; \Omega_s)\) satisfy (3.17) and (3.19), respectively.

We now define the sesquilinear form \(a_+\) by

\[
a_+(\mathbf{u}, \mathbf{v}) = (\mu^{-1} \nabla \times u_1, \nabla \times v_1) + \omega^2(\varepsilon u_1, v_1) - i\omega(u_{1,T}, v_{1,T}) \\
+ \beta^2(\nabla \cdot u_2, \nabla \cdot v_2)_s + \omega(\mathbf{J}_0, v_2)_s
\]

(3.22)

for all \(\mathbf{u} = (u_1, u_2), \mathbf{v} = (v_1, v_2) \in X_0(\Omega) \times Y_0(\Omega_s)\). For convenience, we introduce the following notations.

\[
\|\mathbf{u}\|_{X(\Omega) \times Y(\Omega_s)} := \|u_1\|_{X(\Omega)} + \|u_2\|_{Y(\Omega_s)}, \quad ||\mathbf{u}||_{L^2(\Omega) \times L^2(\Omega_s)} := ||u_1||_{L^2(\Omega)} + ||u_2||_{L^2(\Omega_s)}.
\]

It is not difficult to prove the following lemma.

**Lemma 3.5.** There exists a constant \(\alpha > 0\) depending on \(\mu_1, \varepsilon_1, \mu_2, \varepsilon_2, \gamma, \beta, \omega\) and \(\omega_0\), such that

\[
|a_+(\mathbf{u}, \mathbf{u})| \geq \alpha\|\mathbf{u}\|_{X(\Omega) \times Y(\Omega_s)}, \quad \text{for all } \mathbf{u} = (u_1, u_2) \in X_0(\Omega) \times Y_0(\Omega_s).
\]

(3.23)
To proceed further, we define a map $K$: $L^2(\Omega) \times L^2(\Omega) \to L^2(\Omega) \times L^2(\Omega)$ such that if $\hat{u} = (u_1, u_2) \in L^2(\Omega) \times L^2(\Omega)$ then $K\hat{u} \in X_0(\Omega) \times Y_0(\Omega) \subset L^2(\Omega) \times L^2(\Omega)$ satisfies

$$
a_+(K\hat{u}, \hat{v}) = -2\omega^2(\varepsilon u_1, v_1) - 2\omega^2(u_2, v_2) - i\omega(\bar{u}_2, v_1) + i\omega\omega_0^2(\varepsilon_0(u_1|_{\Omega}, v_2)_s - i\omega(\nabla \times A, v_1) + i\omega\omega_0^2(\nabla \varphi|_{\Omega}, v_2)_s, \text{ for all } \hat{v} = (v_1, v_2) \in X_0(\Omega) \times Y_0(\Omega),
\tag{3.24}
$$

where $\varphi \in H^1_0(\Omega)$ and $A \in H_0(\text{curl}; \Omega)$ are the solutions of

$$
-\omega^2(\varepsilon \nabla \varphi, \nabla \xi) = i\omega(\bar{u}_2, \nabla \xi), \text{ for all } \xi \in H^1_0(\Omega),
\tag{3.25}
$$

and

$$\begin{cases}
\omega(\omega + i\gamma)(\nabla \times A, \nabla \times w) + (\nabla q, w) = i\omega\omega_0^2(\varepsilon_0(u_1|_{\Omega}, \nabla \times w)_s, \\
(A, \nabla \eta)_s = 0, \text{ for all } \eta \in H^1_0(\Omega).
\end{cases}
\tag{3.26}
$$

We have the following result.

**Theorem 3.6.** The operator $K$ is a bounded and compact map from $L^2(\Omega) \times L^2(\Omega)$ into $L^2(\Omega) \times L^2(\Omega)$. Moreover,

$$
\|K\hat{u}\|_{X(\Omega) \times Y(\Omega)} \leq C\|\hat{u}\|_{L^2(\Omega) \times L^2(\Omega)}.
\tag{3.27}
$$

**Proof.** This theorem can be proved by using the Lax–Milgram theorem. To begin with, we check the conditions of the Lax–Milgram theorem. It is not difficult to show that $a_+(\cdot, \cdot)$ is bounded. That is, there exists a constant $C$, such that

$$
|a_+(\hat{u}, \hat{v})| \leq C\|\hat{u}\|_{X(\Omega) \times Y(\Omega)}\|\hat{v}\|_{X(\Omega) \times Y(\Omega)}
\tag{3.28}
$$

holds for all $\hat{u}, \hat{v} \in X_0(\Omega) \times Y_0(\Omega)$. Coercivity of $a_+(\cdot, \cdot)$ has been given in Lemma 3.5. It remains to show that there exists a constant $C$ such that

$$| - 2\omega^2(\varepsilon u_1, v_1) - 2\omega^2(u_2, v_2) - i\omega(\bar{u}_2, v_1) + i\omega\omega_0^2(\varepsilon_0(u_1|_{\Omega}, v_2)_s - i\omega(\nabla \times A, v_1) + i\omega\omega_0^2(\nabla \varphi|_{\Omega}, v_2)_s| \leq C\|\hat{u}\|_{L^2(\Omega) \times L^2(\Omega)}\|\hat{v}\|_{L^2(\Omega) \times L^2(\Omega)},
\tag{3.29}
$$

where $\varphi \in H^1_0(\Omega)$ and $A \in H_0(\text{curl}; \Omega)$ are the solutions of (3.25) and (3.26), respectively. To prove (3.29), it suffices to deduce that

$$
|((\nabla \varphi)|_{\Omega}, v_2)_s| + |(\nabla \times A, v_1)| \leq C\|\hat{u}\|_{L^2(\Omega) \times L^2(\Omega)}\|\hat{v}\|_{L^2(\Omega) \times L^2(\Omega)}.
\tag{3.30}
$$

Since $\varphi$ satisfies (3.29), it is easy to see that

$$
\|\nabla \varphi\|_{L^2(\Omega)} \leq C\|u_2\|_{L^2(\Omega)}.
\tag{3.31}
$$

By using the classical theory of variational problems [11], we see that the mixed problem (3.20) exists a unique solution $(A, \varphi)$. In addition,

$$
\|\nabla \times A\|_{L^2(\Omega)} \leq C\|u_1\|_{L^2(\Omega)}.
\tag{3.32}
$$

Combining (3.31) and (3.32), we have (3.30), which yields (3.29). Having verified the conditions of the Lax–Milgram theorem, we know $K\hat{u}$ is well defined and obtain
The compactness of $K$ can be proved by applying a similar argument in Theorem 4.11 of [14] and we omit the proof here.

Next we define a vector $\mathbf{F} = (F_1, F_2) \in X_0(\Omega) \times Y_0(\Omega_s)$ which satisfies
\[
a_+((F, \mathbf{v}) = (g, \mathbf{v}_{1, T}), \quad \text{for all } \mathbf{v} = (v_1, v_2) \in X_0(\Omega) \times Y_0(\Omega_s).
\]  
(3.33)

By using the Lax–Milgram theorem again, we see that $\mathbf{F}$ is well defined and
\[
\|\mathbf{F}\|_{X(\Omega) \times Y(\Omega_s)} \leq C\|\mathbf{g}\|_{L^2(\partial\Omega)}.
\]  
(3.34)

By virtue of the operator $K$, we find that the problem (3.21) is equivalent to finding $\mathbf{Z} = (E_0, J_0) \in X_0(\Omega) \times Y_0(\Omega_s)$ such that
\[
(I + K\mathbf{Z} = \mathbf{F}.
\]  
(3.35)

Since $K$ is compact, by applying the Fredholm alternative theorem and Lemma 3.2 we see that (3.35) exists a unique solution $\mathbf{Z}$ with the following estimate
\[
\|\mathbf{Z}\|_{L^2(\Omega) \times L^2(\Omega_s)} \leq C\|\mathbf{F}\|_{L^2(\Omega) \times L^2(\Omega_s)}.
\]  
(3.36)

Note that (3.35) implies that $\mathbf{Z} = \mathbf{F} - K\mathbf{Z}$, from which we deduce
\[
\|\mathbf{Z}\|_{X(\Omega) \times Y(\Omega_s)} \leq C\left(\|\mathbf{F}\|_{X(\Omega) \times Y(\Omega_s)} + \|K\mathbf{Z}\|_{X(\Omega) \times Y(\Omega_s)}\right)
\leq C\left(\|\mathbf{F}\|_{X(\Omega) \times Y(\Omega_s)} + \|\mathbf{Z}\|_{L^2(\Omega) \times L^2(\Omega_s)}\right),
\]  
(3.37)

where we have used (3.27). Substituting (3.36) into (3.37) and applying (3.34), we arrive at
\[
\|E_0\|_{X(\Omega)} + \|J_0\|_{Y(\Omega_s)} = \|\mathbf{Z}\|_{X(\Omega) \times Y(\Omega_s)} \leq C\|\mathbf{g}\|_{L^2(\partial\Omega)}.
\]  
(3.38)

Since $\varphi$ and $A$ satisfy (3.17) and (3.19), respectively, it follow from (3.38) that
\[
\|\nabla \varphi\|_{L^2(\Omega)} + \|\nabla \times A\|_{L^2(\Omega_s)} \leq \|E_0\|_{L^2(\Omega)} + \|J_0\|_{L^2(\Omega_s)} \leq C\|\mathbf{g}\|_{L^2(\partial\Omega)}.
\]  
(3.39)

Combining (3.38), (3.39) and recalling the Helmholtz decompositions for $E$ and $J$ in (3.15), we have (3.7) and complete the proof of Theorem 3.1.

**Corollary 3.7.** Under the assumptions of Theorem 3.1 there exists a $\delta > 0$ such that for all $t$ with $0 \leq t < \delta$, $J \in H^{2+t}(\Omega_s)$. If in addition, $\Omega_s$ is a convex polyhedron, we have $J \in H^2(\Omega_s)$. Moreover, if $\varepsilon$ is constant on the whole domain $\Omega$, then $E \in H^2(\Omega)$.

**Proof.** By taking $\mathbf{v} = \nabla \times \mathbf{w}$ with $\mathbf{w} \in H_0(\text{curl}; \Omega_s)$ in the second equation of (3.5) and using (3.7), we get
\[
|(J, \nabla \times \mathbf{w})| \leq C\|\nabla \times \mathbf{w}\|_{L^2(\Omega_s)} \|\mathbf{w}\|_{L^2(\Omega_s)} \leq C\|\mathbf{w}\|_{L^2(\Omega_s)},
\]  
(3.40)

which implies that $J \in H(\text{curl}; \Omega_s)$ and thus $J \in H_0(\text{div}; \Omega_s) \cap H(\text{curl}; \Omega_s)$. Applying Theorem 3.50 of [14], we know that there is a $\delta > 0$ such that $J \in H^{2+t}(\Omega_s)$ holds for all $t$ with $0 \leq t < \delta$. If $\Omega_s$ is a convex polyhedron, then $H_0(\text{div}; \Omega_s) \cap H(\text{curl}; \Omega_s)$ is continuously embedded into $H^1(\Omega_s)$ (Theorem 3.9 of [7]). Therefore we have $J \in H^1(\Omega_s)$.

If $\varepsilon$ is constant on the whole domain $\Omega$, selecting $\mathbf{u} = \nabla \xi$ with $\xi \in H_0^1(\Omega)$ in the first equation of (3.5) and applying a similar argument, we find
\[
|(E, \nabla \xi)| \leq C\|\xi\|_{L^2(\Omega)}.
\]  
(3.41)

Consequently, we have $E \in H(\text{div}; \Omega) \cap H^1(\text{curl}; \Omega)$, which yields that $E \in H^1(\Omega)$ (Theorem 3.47 of [14]).

\[\square\]
4. Finite element approximation. In this section, we present the finite element approximation for the system (4.3) and prove the convergence of the scheme. Our proof relies on the theory of collective compact operators which has been used to prove the convergence of finite element approximations for Maxwell’s equations in Chapter 4 of [14].

Let $\mathcal{T}_h$ be a quasiuniform triangulation of $\Omega$ into tetrahedrons of maximal diameter $h$ which matches with the interface $\partial \Omega_s$, i.e., both triangulations for $\Omega_s$ and $\Omega/\Omega_s$ are combined into a standard triangulation of the whole domain $\Omega$. For convenience, we denote by $\mathcal{T}_{h,s}$ the restriction of $\mathcal{T}_h$ in the domain $\Omega_s$. Let $P_r$ be the spaces of polynomials of maximal total degree $r$ and $\tilde{P}_r$ be the spaces of homogeneous polynomials of total degree exactly $r$. We define the finite element space of $H^1_0(\Omega)$

$$S_h = \{ u_h \in H^1_0(\Omega) : u_h|_K \in P_r, \forall K \in \mathcal{T}_h \},$$

(4.1)

and the Nédélec $H_\text{r}(\text{curl}; \Omega)$-conforming and Raviart–Thomas $H_0(\text{div}; \Omega_s)$-conforming finite element spaces:

$$X_h = \{ u_h \in H_\text{r}(\text{curl}; \Omega) : u_h|_K \in (P_{r-1})^3 \oplus \mathcal{R}_r, \forall K \in \mathcal{T}_h \},$$

$$Y_{h,s} = \{ u_h \in H_0(\text{div}; \Omega_s) : u_h|_K \in (P_{r-1})^3 \oplus \tilde{P}_{r-1} \mathbf{x}, \forall K \in \mathcal{T}_{h,s} \},$$

(4.2)

where $\mathcal{R}_r$ is a subspace of homogeneous vector polynomials of degree $r$

$$\mathcal{R}_r = \{ u \in (\tilde{P}_r)^3 : \mathbf{x} \cdot u = 0 \}.$$

In addition, we use $Q_{h,s}$ and $S_{h,s}$ to denote the degree-$r$ $H_0(\text{curl}; \Omega_s)$-conforming and $H^1_0(\Omega_s)$-conforming finite element spaces, respectively.

Given $g \in L^2(\partial \Omega)$, we seek to approximate the solution $(\mathbf{E}, \mathbf{J}) \in X(\Omega) \times Y(\Omega_s)$ of (3.5) by finding $(\mathbf{E}_h, \mathbf{J}_h) \in X_h \times Y_{h,s}$ such that the system

$$\begin{cases}
    (\mu \mathbf{E}_h - \omega^2 \varepsilon \mathbf{E}_h, \mathbf{u}_h) - \omega \mathbf{E}_h \mathbf{u}_h, \mathbf{u}_h) = (g, \mathbf{u}_h), \\
    (\beta^2 (\nabla \cdot \mathbf{J}_h, \nabla \cdot \mathbf{v}_h) - \omega (\mathbf{J}_h, \mathbf{v}_h) = -\omega \mathbf{w}_h, \mathbf{v}_h) = (0, \mathbf{v}_h),
\end{cases}$$

(4.3)

holds for all $(\mathbf{u}_h, \mathbf{v}_h) \in X_h \times Y_{h,s}$.

We first show the solvability of the approximate system (4.3).

**Lemma 4.1.** There exists an $h_0 > 0$, such that for $h < h_0$, the discrete system (4.3) exists a unique solution $(\mathbf{E}_h, \mathbf{J}_h)$.

**Proof.** Since (4.3) is a finite-dimensional linear system, it suffices to prove uniqueness. Let $g = 0$. By a similar argument as in Lemma 3.2 we have $\mathbf{J}_h = 0$ and thus

$$(\mu \mathbf{E}_h, \nabla \cdot \mathbf{u}_h) - \omega^2 (\varepsilon \mathbf{E}_h, \mathbf{u}_h) - \omega (\mathbf{E}_h, \mathbf{u}_h) = (0, \mathbf{u}_h),$$

(4.4)

for all $\mathbf{u}_h \in X_h$. Since the homogeneous equation (4.3) exists a unique solution $\mathbf{E}_h = 0$ if $h$ is sufficiently small (Chapter 4 of [14]), uniqueness is proved. \[\square\]

We now give the discrete version of Lemma 3.3, i.e., the discrete Helmholtz decompositions.

**Lemma 4.2.** The finite element spaces $X_h$ and $Y_{h,s}$ can be decomposed as

$$X_h = X_{0,h} \oplus \nabla S_h, \quad Y_{h,s} = Y_{0,h,s} \oplus \nabla \times Q_{h,s},$$

(4.5)

where

$$X_{0,h} = \{ \mathbf{u}_h \in X_h : (\varepsilon \mathbf{u}_h, \nabla \xi_h) = 0 \text{ for all } \xi_h \in S_h \},$$

$$Y_{0,h,s} = \{ \mathbf{v}_h \in Y_{h,s} : (\mathbf{v}_h, \nabla \times \mathbf{w}_h) = 0 \text{ for all } \mathbf{w}_h \in Q_{h,s} \}. \quad (4.6)$$
Lemma 4.2 follows from the projection theorem and the fact that $\nabla S_h$ and $\nabla \times Q_h,s$ are respectively the subspaces of $X_h$ and $Y_{h,s}$.

In virtue of Lemma 4.2, we can write the solution $(E_h, J_h)$ of (4.3) as

$$E_h = E_{0,h} + \nabla \varphi_h, \quad J_h = J_{0,h} + \nabla \times A_h$$

(4.7)

for some $(E_{0,h}, J_{0,h}) \in X_{0,h} \times Y_{0,h,s}$ and $(\varphi_h, A_h) \in S_h \times Q_{h,s}$. In addition, we assume that $A_h$ is discrete divergence-free, i.e.,

$$(A_h, \nabla \eta_h)_s = 0, \quad \text{for all } \eta_h \in S_{h,s}. \quad (4.8)$$

Substituting (4.7) into (4.3) and selecting $(u_h, v_h) = (\nabla \xi_h, \nabla \times w_h)$, where $\xi_h \in S_h$ and $w_h \in Q_{h,s}$, we obtain

$$- \omega^2 (\varepsilon \nabla \varphi_h, \nabla \xi_h) = i \omega (J_{0,h}, \nabla \xi_h), \quad \text{for all } \xi_h \in S_h, \quad (4.9)$$

and

$$\begin{cases}
-\omega (\omega + i \gamma) (\nabla \times A_h, \nabla \times w_h)_s = -i \omega^2 \varepsilon_0 (E_{0,h}|_{\Omega_s}, \nabla \times w_h)_s, & \text{for all } w_h \in Q_{h,s}, \\
(A_h, \nabla \eta_h)_s = 0, & \text{for all } \eta_h \in S_{h,s}.
\end{cases}$$

(4.10)

Analogous to (3.19), we can introduce a Lagrangian multiplier $q_h \in S_{h,s}$ and rewrite (4.10) as

$$\begin{cases}
\omega (\omega + i \gamma) (\nabla \times A_h, \nabla \times w_h)_s + (\nabla q_h, w_h)_s = i \omega^2 \varepsilon_0 (E_{0,h}|_{\Omega_s}, \nabla \times w_h)_s, & \text{for all } w_h \in Q_{h,s}, \\
(A_h, \nabla \eta_h)_s = 0, & \text{for all } \eta_h \in S_{h,s}.
\end{cases}$$

(4.11)

Next taking $(u_h, v_h) \in X_{0,h} \times Y_{0,h,s}$ in (4.3) and using (4.7), we have

$$\begin{cases}
(\mu^{-1} \nabla \times E_{0,h}, \nabla \times u_h) - \omega^2 (\varepsilon E_{0,h}, u_h) - i \omega (E_{0,h}, u_{h,T}) = (g, u_{h,T}) \\
+ i \omega (J_{0,h} + \nabla \times A_h, u_h), \\
-\omega (\omega + i \gamma) (J_{0,h}, v_h)_s + \beta^2 (\nabla \cdot J_{0,h}, \nabla \cdot v_h)_s = -i \omega^2 \varepsilon_0 (E_{0,h} + \nabla \varphi_h)|_{\Omega_s}, v_h)_s,
\end{cases}$$

(4.12)

where $\varphi_h$ and $A_h$ satisfy (4.9) and (4.11), respectively. Paralleling the analysis of (3.24) in section 2, we recall the sesquilinear form $a_+$ given by (3.22) and define the discrete operator $K_h$: $L^2(\Omega) \times L^2(\Omega_s) \to L^2(\Omega) \times L^2(\Omega_s)$ such that if $\hat{u} = (u_1, u_2) \in L^2(\Omega) \times L^2(\Omega_s)$ then $K_h \hat{u} \in X_{0,h} \times Y_{0,h,s} \subset L^2(\Omega) \times L^2(\Omega_s)$ satisfies

$$\begin{equation}
a_+(K_h \hat{u}, \hat{v}_h) = -2 \omega^2 (\varepsilon u_1, v_{1,h}) - 2 \omega^2 (u_2, v_{2,h})_s - i \omega (\tilde{u}_2, v_{1,h}) \\
+ i \omega^2 \varepsilon_0 (u_1|_{\Omega_s}, v_{2,h})_s - i \omega (\nabla \times A_h, v_{1,h}) + i \omega^2 \varepsilon_0 (\nabla \varphi_h)|_{\Omega_s}, v_{2,h}), 
\end{equation}$$

(4.13)

for all $\hat{v}_h = (v_{1,h}, v_{2,h}) \in X_{0,h} \times Y_{0,h,s}$, where $\varphi_h \in S_h$ and $A_h \in Q_{h,s}$ are the solutions of

$$- \omega^2 (\varepsilon \nabla \varphi_h, \nabla \xi_h) = i \omega (\tilde{u}_2, \nabla \xi_h), \quad \text{for all } \xi_h \in S_h, \quad (4.14)$$

and

$$\begin{cases}
\omega (\omega + i \gamma) (\nabla \times A_h, \nabla \times w_h)_s + (\nabla q_h, w_h)_s = i \omega^2 \varepsilon_0 (u_1|_{\Omega_s}, \nabla \times w_h)_s, & \text{for all } w_h \in Q_{h,s}, \\
(A_h, \nabla \eta_h)_s = 0, & \text{for all } \eta_h \in S_{h,s}.
\end{cases}$$

(4.15)
Similarly, we define a function \( \mathbf{F}_h = (\mathbf{F}_{1,h}, \mathbf{F}_{2,h}) \in X_{0,h} \times Y_{0,h,s} \) which satisfies
\[
a_+ (\mathbf{F}_h, \mathbf{v}_h) = (\mathbf{g}, \mathbf{v}_{1,h}), \quad \text{for all } \mathbf{v}_h = (\mathbf{v}_{1,h}, \mathbf{v}_{2,h}) \in X_{0,h} \times Y_{0,h,s}.
\] (4.16)

Using the Lax–Milgram theorem as in section 2, we find that \( K_h \) and \( \mathbf{F}_h \) are well defined. Now we can write the system (4.12) in the form of (3.35). Find \( Z_h = (\mathbf{E}_{0,h}, \mathbf{J}_{0,h}) \in X_{0,h} \times Y_{0,h,s} \) such that
\[
(I + K_h) Z_h = \mathbf{F}_h.
\] (4.17)

In the rest of this section, we use the theory of collectively compact operators to prove the convergence of \( Z_h \) to \( Z \) as \( h \to 0 \), where \( Z \) is the solution of (3.35). To this end, we need to verify the pointwise convergence of \( K_h \mathbf{u} \) to \( K \mathbf{u} \) in \( L^2(\Omega) \times L^2(\Omega_s) \) and the collective compactness of \( \{K_h\} \) (see Chapter 2 and 7 of [14]).

### 4.1. Pointwise convergence.
In this part, we verify the pointwise convergence of \( K_h \mathbf{u} \) to \( K \mathbf{u} \) in \( L^2(\Omega) \times L^2(\Omega_s) \). We first give a useful lemma concerning the density of the finite element spaces \( X_h, S_h, Y_{h,s} \), and \( Q_{h,s} \).

**Lemma 4.3.** The space \( X_h \) is dense in \( X(\Omega) \) in the sense that for any \( \mathbf{u} \in X(\Omega) \),
\[
\lim_{h \to 0} \inf_{\mathbf{u}_h \in X_h} \| \mathbf{u}_h - \mathbf{u} \|_{X(\Omega)} = 0.
\] (4.18)

Similarly, \( S_h, Y_{h,s} \) and \( Q_{h,s} \) are dense in \( H^1_0(\Omega), Y(\Omega_s), \) and \( H_0(\text{curl};\Omega_s) \), respectively.

This lemma can be proved by using the properties of interpolation operators in these finite element spaces and the density of smooth functions in \( X(\Omega) \) and other spaces. For more details, see Lemma 7.10 of [14].

**Theorem 4.4.** For any function \( \mathbf{u} \in L^2(\Omega) \times L^2(\Omega_s) \), we have
\[
\|(K - K_h) \mathbf{u}\|_{X(\Omega) \times Y(\Omega_s)} \to 0, \quad \text{as } h \to 0.
\]

**Proof.** First we rewrite the variational problem (3.22) for \( K \) as the mixed formulation. Given \( \mathbf{u} \in L^2(\Omega) \times L^2(\Omega_s) \), find \( K \mathbf{u} \in X(\Omega) \times Y(\Omega_s) \) and \( \tilde{\phi} = (\phi_1, \phi_2) \in \nabla H^1_0(\Omega) \times (\nabla \times H_0(\text{curl};\Omega_s)) \) such that
\[
\begin{align*}
\begin{cases}
\alpha_+(K \mathbf{u}, \mathbf{v}) + (\varepsilon \mathbf{v}_1, \phi_1) + (\mathbf{v}_2, \phi_2) & = -2\varepsilon^2 (\varepsilon \mathbf{u}_1, \mathbf{v}_1) - 2\omega^2 (\mathbf{u}_2, \mathbf{v}_2) - i\omega (\nabla \times \mathbf{A}, \mathbf{v}_1) \\
+ i\omega^2 \varepsilon (\mathbf{u}_1, \mathbf{v}_1) - i\omega (\nabla \times \mathbf{A}, \mathbf{v}_1) + i\omega^2 \varepsilon (\nabla \phi_1, \mathbf{v}_1) & = 0, \\
\text{for all } (\mathbf{v}, \phi) & \in X(\Omega) \times Y(\Omega_s),
\end{cases}
\end{align*}
\] (4.19)

where \( \varepsilon \mathbf{u}_1, \xi_1 \) and \( (K \mathbf{u}_2, \xi_2) = 0 \), for all \( (\xi_1, \xi_2) \in \nabla H^1_0(\Omega) \times (\nabla \times H_0(\text{curl};\Omega_s)) \),

where \( \varepsilon \mathbf{u}_1, \xi_1 \) and \( (K \mathbf{u}_2, \xi_2) = 0 \), for all \( (\xi_1, \xi_2) \in \nabla H^1_0(\Omega) \times (\nabla \times H_0(\text{curl};\Omega_s)) \),

\[
| (\varepsilon \mathbf{v}_1, \phi_1) + (\mathbf{v}_2, \phi_2) | = | (\varepsilon \phi_1, \phi_1) + (\phi_2, \phi_2) | \geq C \| \tilde{\phi} \|_{X(\Omega) \times Y(\Omega_s)}^2,
\] (4.20)

which implies the inf-sup condition.
Similarly, the discrete equation (4.13) for $K_h$ can be reformulated as the mixed finite element problem. Find $K_h \hat{u} \in X_h \times Y_{h,s}$ and $\hat{\phi}_h = (\phi_{1,h}, \phi_{2,h}) \in \nabla S_h \times (\nabla \times Q_{h,s})$ such that
\[
\begin{align*}
& a_+ (K_h \hat{u}, \hat{\psi}_h) + (\varepsilon v_{1,h}, \phi_{1,h}) + (v_{2,h}, \phi_{2,h}) = -2\omega^2 (\varepsilon u_1, v_{1,h}) - 2\omega^2 (u_2, v_{2,h})_s \\
& - \omega (\mathbf{w}_1, v_{1,h}) + \omega \omega_h^2 \varepsilon_0 (u_1|_{\Omega_1}, v_{2,h})_s - \omega (\nabla \times \mathbf{A}_h, v_{1,h}) \\
& + \omega \omega_h^2 \varepsilon_0 ((\nabla \varphi_h)|_{\Omega_1}, v_{2,h})_s, \quad \text{for all } \hat{\psi}_h = (v_{1,h}, v_{2,h}) \in X_h \times Y_{h,s}, \\
& (\varepsilon K_h u_1, \xi_{1,h}) + (K_h u_2, \xi_{2,h}) = 0, \quad \text{for all } (\xi_{1,h}, \xi_{2,h}) \in \nabla S_h \times (\nabla \times Q_{h,s}),
\end{align*}
\]
where $\varphi_h$ and $\mathbf{A}_h$ are the solutions of (3.11) and (4.15), respectively. Since $\nabla S_h \subset X_h$ and $\nabla \times Q_{h,s} \subset Y_{h,s}$, we have the discrete inf-sup condition analogous to (4.20).

Next we introduce an auxiliary problem of (4.21) by replacing $\varphi_h$ and $\mathbf{A}_h$ with $\varphi$ and $\mathbf{A}$ respectively. Find $K'_h \hat{u} \in X_h \times Y_{h,s}$ and $\hat{\phi}'_h = (\phi'_{1,h}, \phi'_{2,h}) \in \nabla S_h \times (\nabla \times Q_{h,s})$ such that
\[
\begin{align*}
& a_+ (K'_h \hat{u}, \hat{\psi}_h) + (\varepsilon v_{1,h}, \phi'_{1,h}) + (v_{2,h}, \phi'_{2,h}) = -2\omega^2 (\varepsilon u_1, v_{1,h}) - 2\omega^2 (u_2, v_{2,h})_s \\
& - \omega (\mathbf{w}_1, v_{1,h}) + \omega \omega_h^2 \varepsilon_0 (u_1|_{\Omega_1}, v_{2,h})_s - \omega (\nabla \times \mathbf{A}, v_{1,h}) \\
& + \omega \omega_h^2 \varepsilon_0 ((\nabla \varphi)|_{\Omega_1}, v_{2,h})_s, \quad \text{for all } \hat{\psi}_h = (v_{1,h}, v_{2,h}) \in X_h \times Y_{h,s}, \\
& (\varepsilon K'_h u_1, \xi_{1,h}) + (K'_h u_2, \xi_{2,h}) = 0, \quad \text{for all } (\xi_{1,h}, \xi_{2,h}) \in \nabla S_h \times (\nabla \times Q_{h,s}).
\end{align*}
\]
Here $\varphi$ and $\mathbf{A}$ are the solutions of (3.26) and (3.26), respectively. By the theory of mixed finite element methods, we have
\[
\begin{align*}
& \| (K - K'_h) \hat{u} \|_{X(\Omega) \times Y(\Omega)} + \| \hat{\phi}'_h - \hat{\phi}_h \|_{X(\Omega) \times Y(\Omega)} \\
& \leq C \left\{ \inf_{\hat{u}_h \in X_h \times Y_{h,s}} \| K_h \hat{u} - \hat{u}_h \|_{X(\Omega) \times Y(\Omega)} + \inf_{\hat{\eta}_h \in \nabla S_h \times (\nabla \times Q_{h,s})} \| \hat{\phi}_h - \hat{\eta}_h \|_{X(\Omega) \times Y(\Omega)} \right\}.
\end{align*}
\]
In fact, since $\hat{\phi} \in \nabla H^1_0(\Omega) \times (\nabla \times H^1_0(\text{curl}; \Omega_s))$, and $\hat{\phi}'_h, \hat{\eta}_h \in \nabla S_h \times (\nabla \times Q_{h,s})$, (4.23) is equivalent to
\[
\begin{align*}
& \| (K - K'_h) \hat{u} \|_{X(\Omega) \times Y(\Omega)} + \| \hat{\phi}'_h - \hat{\phi}_h \|_{L^2(\Omega) \times L^2(\Omega)} \\
& \leq C \left\{ \inf_{\hat{u}_h \in X_h \times Y_{h,s}} \| K_h \hat{u} - \hat{u}_h \|_{X(\Omega) \times Y(\Omega)} + \inf_{\hat{\eta}_h \in \nabla S_h \times (\nabla \times Q_{h,s})} \| \hat{\phi}_h - \hat{\eta}_h \|_{L^2(\Omega) \times L^2(\Omega)} \right\}.
\end{align*}
\]
Now we take the estimates of $(K_h - K'_h) \hat{u}$. To this end, we subtract (4.22) from (4.21) and take $\hat{\psi}_h = (K_h - K'_h) \hat{u}$ in the equation. Note that $(K_h - K'_h) \hat{u} \in X_{0,h} \times Y_{0,h,s}$. We obtain
\[
\begin{align*}
& a_+ ((K_h - K'_h) \hat{u}, (K_h - K'_h) \hat{u}) \leq C \left\{ \| \nabla \times (\mathbf{A} - \mathbf{A}_h) \|_{L^2(\Omega)} \| (K_h - K'_h) \hat{u}_1 \|_{L^2(\Omega)} \\
& + \| (\nabla (\varphi - \varphi_h)) \|_{L^2(\Omega)} \| (K_h - K'_h) \hat{u}_1 \|_{L^2(\Omega)} \right\}.
\end{align*}
\]
Since $\varphi$ and $\varphi_h$ satisfy (3.26) and (3.11) respectively, it is not difficult to see that
\[
\| \varphi - \varphi_h \|_{H^1(\Omega)} \leq C \inf_{\xi_h \in S_h} \| \varphi - \xi_h \|_{H^1(\Omega)}.
\]
By verifying the (discrete) inf-sup condition and the (discrete) coerciveness of (3.26) and (3.11) (see Chapter 11 of [1]), we can apply the theory of mixed finite element
methods to obtain
\[ \|A - A_h\|_{H(curl; \Omega)} + \|q - q_h\|_{H^1(\Omega)} \leq \inf_{w_h \in Q_{h,s}} \|A - w_h\|_{H(curl; \Omega)} + \inf_{v_h, v \in S_{h,s}} \|q - v\|_{H^1(\Omega)}. \]  
(4.27)

Taking \(w = \nabla q\) in (4.26), we see that \((\nabla q, \nabla q)_s = 0\) and thus \(q = 0\). It follows that
\[ \|A - A_h\|_{H(curl; \Omega)} \leq \inf_{w_h \in Q_{h,s}} \|A - w_h\|_{H(curl; \Omega)}. \]  
(4.28)

Substituting (4.26) and (4.28) into (4.25) and using the coerciveness of \(a_+\), we come to
\[ \|K_h - K_h'\|^2_{X(\Omega) \times Y(\Omega)} \leq \inf_{\xi_h \in S_h} \|\varphi - \xi_h\|_{H^1(\Omega)} + \inf_{w_h \in Q_{h,s}} \|A - w_h\|_{H(curl; \Omega)}. \]
(4.29)

Combining (4.24) and (4.29), we end up with
\[ \|K - K_h\|^2_{X(\Omega) \times Y(\Omega)} \leq \inf_{\xi_h \in S_h} \|\varphi - \xi_h\|_{H^1(\Omega)} + \inf_{w_h \in Q_{h,s}} \|A - w_h\|_{H(curl; \Omega)} + \inf_{\hat{u}_h \in X_h \times Y_h,s} \|K \hat{u} - \hat{u}_h\|_{X(\Omega) \times Y(\Omega)} + \inf_{\eta_h \in \nabla S_h \times (\nabla \times Q_{h,s})} \|\hat{\phi} - \hat{\eta}_h\|_{L^2(\Omega) \times L^2(\Omega)}. \]
(4.30)

Since \(X_h, S_h, Y_h,s\) and \(Q_{h,s}\) are dense in \(X(\Omega), H^1_0(\Omega), Y(\Omega)\) and \(H_0(curl; \Omega)\), respectively, we have \(\|K - K_h\|^2_{X(\Omega) \times Y(\Omega)} \to 0\) as \(h \to 0\).

Next we estimate \(\hat{F} - \hat{F}_h\) by a similar argument.

**Lemma 4.5.** Let \(\hat{F}\) and \(\hat{F}_h\) be defined by (3.33) and (4.10), respectively. We have
\[ \|\hat{F} - \hat{F}_h\|_{X(\Omega) \times Y(\Omega)} \leq \inf_{\hat{u}_h \in X_h \times Y_h,s} \|\hat{F} - \hat{u}_h\|_{X(\Omega) \times Y(\Omega)}. \]  
(4.31)

**Proof.** We rewrite (3.33) and (4.10) as the mixed problems. Finding \(\hat{F} \in X(\Omega) \times Y(\Omega)\) and \(\hat{\phi} = (\phi_1, \phi_2) \in \nabla H^1_0(\Omega) \times (\nabla \times H_0(curl; \Omega))\) such that
\[ \begin{cases} 
  a_+(\hat{F}, \hat{v}) + (\varepsilon \v_1, \phi_1) + (\v_2, \phi_2) = (g, \v_1, \tau), & \text{for all } \hat{v} = (v_1, \v_2) \in X(\Omega) \times Y(\Omega), \\
  (\v \v_1, \xi_1) + (F_2, \xi_2) = 0, & \text{for all } (\xi_1, \xi_2) \in \nabla H^1_0(\Omega) \times (\nabla \times H_0(curl; \Omega)),
\end{cases} \]  
(4.32)

and finding \(\hat{F}_h \in X_h \times Y_h,s\) and \(\hat{\phi}_h = (\phi_{1,h}, \phi_{2,h}) \in \nabla S_h \times (\nabla \times Q_{h,s})\) such that
\[ \begin{cases} 
  a_+(\hat{F}_h, \hat{v}_h) + (\v_1, \phi_{1,h}) + (\v_2, \phi_{2,h}) = (g, \v_1, \tau), & \text{for all } \hat{v}_h = (v_1, v_2) \in X_h \times Y_h,s, \\
  (\v \v_1, \xi_{1,h}) + (F_2, \xi_{2,h}) = 0, & \text{for all } (\xi_{1,h}, \xi_{2,h}) \in \nabla S_h \times (\nabla \times Q_{h,s}).
\end{cases} \]  
(4.33)

Reasoning as before, we get
\[ \|\hat{F} - \hat{F}_h\|_{X(\Omega) \times Y(\Omega)} + \|\hat{\phi}_h - \hat{\phi}\|_{L^2(\Omega) \times L^2(\Omega)} \leq \inf_{\hat{u}_h \in X_h \times Y_h,s} \|\hat{F} - \hat{u}_h\|_{X(\Omega) \times Y(\Omega)} + \inf_{\hat{\eta}_h \in \nabla S_h \times (\nabla \times Q_{h,s})} \|\hat{\phi} - \hat{\eta}_h\|_{L^2(\Omega) \times L^2(\Omega)}. \]
(4.34)

Taking \(\hat{v} = \hat{\phi}\) in (4.32) and using the fact that \(\hat{F} \in X_0(\Omega) \times Y_0(\Omega)\), we see that \((\v \v_1, \phi_1) + (\phi_2, \phi_2) = 0\) and thus \(\phi_1 = \phi_2 = 0\). Hence (4.31) follows from (4.34). 

4.2. Collective compactness. In this part, we verify the collective compactness of \( \{K_h\} \). To begin with, we give the definition of collective compactness.

**Definition 4.6.** Let \( X \) be a Hilbert space and \( \mathcal{K} = \{K_n : X \to X, n = 0, 1, 2, \ldots\} \) be a set of bounded linear operators. If for each bounded set \( \mathcal{U} \subset X \), the image set

\[
\mathcal{K}(\mathcal{U}) = \{K_n u \mid u \in \mathcal{U}, \text{and } K_n \in \mathcal{K}\}
\]

is relatively compact, then the set \( \mathcal{K} \) is called collectively compact.

Let \( \Lambda = \{h_n\}_{n=1}^{\infty} \) be a sequence of decreasing mesh size satisfying that \( h_n \to 0 \) as \( n \to \infty \). We need to show that \( \{K_h\}_{h \in \Lambda} \) is a collectively compact set of operators. To this end, it suffices to show that the finite element spaces \( X_{0,h} \) and \( Y_{0,h,s} \) have the discrete compactness properties defined as follows.

**Definition 4.7.** \( X_{0,h} \) (\( Y_{0,h,s} \)) is said to have the discrete compactness property, if for every sequence \( \{u_h\}_{h \in \Lambda} \) satisfying

- \( u_h \in X_{0,h}(Y_{0,h,s}) \) for each \( h \in \Lambda \);
- there is a constant \( C \) independent of \( u_h \) such that \( \|u_h\|_{X(\Omega)} \leq C (\|u_h\|_{Y(\Omega)} \leq C) \),

then there exists a subsequence, still denoted \( \{u_h\} \), and a function \( u \in X_0(\Omega) (Y_0(\Omega)) \) such that

\[
u_h \to u \text{ strongly in } L^2(\Omega) (L^2(\Omega_s)) \text{ as } h \to 0 \text{ in } \Lambda.\]

We have the following result.

**Theorem 4.8.** If \( X_{0,h} \) and \( Y_{0,h,s} \) (\( h \in \Lambda \)) have the discrete compactness properties, then \( \{K_h : L^2(\Omega) \times L^2(\Omega_s) \to L^2(\Omega) \times L^2(\Omega_s), h \in \Lambda\} \) is a collectively compact set of operators.

The proof of this theorem is exactly the same as that of Theorem 7.14 of [14] and we refer the reader to it. It remains to prove the discrete compactness properties of \( \{X_{0,h}\}_{h \in \Lambda} \) and \( \{Y_{0,h,s}\}_{h \in \Lambda} \). In fact, the discrete compactness property of \( \{X_{0,h}\}_{h \in \Lambda} \) has been proved in Chapter 4 of [14] and we can use the similar trick to prove that for \( \{Y_{0,h,s}\}_{h \in \Lambda} \). Since the proof is very tedious and lengthy, due to the limitation of space, we omit it here.

Having verified the pointwise convergence and the collective compactness of \( \{K_h\}_{h \in \Lambda} \), by the theory of collectively compact operators (Theorem 2.51 of [14]), we have the \( L^2 \) convergence of the solutions of the discrete equation (4.17).

**Theorem 4.9.** Let \( T_h \) be a quasi-uniform mesh. For \( h \in \Lambda \) sufficiently small, the discrete equation (4.17) exists a unique solution \( \tilde{Z}_h = (E_{0,h}, J_{0,h}) \in X_{0,h} \times Y_{0,h,s} \) with the following error estimate

\[
\|\tilde{Z}_h - \tilde{Z}\|_{L^2(\Omega) \times L^2(\Omega_s)} \leq C \left\{ \|\tilde{F}_h - \tilde{F}\|_{L^2(\Omega) \times L^2(\Omega_s)} + \|(K - K_h)\tilde{Z}\|_{L^2(\Omega) \times L^2(\Omega_s)} \right\},
\]

where \( \tilde{Z} = (E_0, J_0) \) is the solution of (4.32), \( \tilde{F} \) and \( \tilde{F}_h \) are the solutions of (4.16) and (4.10), respectively.

Now we can prove the convergence of the finite element solution \( (E_h, J_h) \) to the solution \( (E, J) \) of the continuous problem (3.5) in \( X(\Omega) \times Y(\Omega_s) \).

**Theorem 4.10.** Suppose that \( T_h \) is a quasi-uniform mesh and \( h \in \Lambda \) is sufficiently small. The finite element approximation of the continuous system (3.5) given by (3.3)
has a unique solution \((E_h, J_h) \in X_h \times Y_{h,s}\) with the following error estimate

\[
\begin{align*}
\|E - E_h\|_{X(\Omega)} + \|J - J_h\|_{Y(\Omega)} &\leq C \left\{ \inf_{\xi_h \in S_h} \|\xi_h - \varphi\|_{H^1(\Omega)} + \inf_{w_h \in Q_{h,s}} \|w_h - A\|_{H(\text{curl}; \Omega)} \right\} \\
+ \inf_{u_h \in X_h \times Y_{h,s}} \|\hat{F} - u_h\|_{X(\Omega) \times Y(\Omega)} + \inf_{v_h \in X_h \times Y_{h,s}} \|K\hat{Z} - \hat{v}_h\|_{X(\Omega) \times Y(\Omega)} \\
+ \inf_{\phi_h \in \nabla S_h \times (\nabla Q_{h,s})} \|\hat{\phi} - \phi_h\|_{L^2(\Omega) \times L^2(\Omega)} \right\},
\end{align*}
\]

(4.38)

where \(\varphi\) and \(A\) are the solutions of (3.23) and (3.26), respectively, and \((K\hat{Z}, \hat{\varphi})\) is the solution of the mixed problem (4.19) with \(\hat{u}\) replaced by \(\hat{Z} = (E_0, J_0) \in X_0(\Omega) \times Y_0(\Omega)\).

**Proof.** Recalling the Helmholtz decompositions (3.15) and (4.3) for \((E, J)\) and \((E_h, J_h)\) respectively, we have

\[
\begin{align*}
\|E - E_h\|_{X(\Omega)} + \|J - J_h\|_{Y(\Omega)} &\leq \|E_0 - E_{0,h}\|_{X(\Omega)} + \|J_0 - J_{0,h}\|_{Y(\Omega)} \\
+ \|\nabla(\varphi - \varphi_h)\|_{L^2(\Omega)} + \|\nabla \times (A - A_h)\|_{L^2(\Omega)}.
\end{align*}
\]

(4.39)

Since \(\varphi\) and \(\varphi_h\) satisfy (3.17) and (4.9), respectively, we see that

\[
\|\nabla(\varphi - \varphi_h)\|_{L^2(\Omega)} \leq \|J_0 - J_{0,h}\|_{L^2(\Omega)} + C \inf_{\xi_h \in S_h} \|\xi_h - \varphi\|_{H^1(\Omega)}.
\]

(4.40)

Similarly, applying the mixed finite element theory to (4.19) and (4.11), it follows that

\[
\|\nabla \times (A - A_h)\|_{L^2(\Omega)} \leq \|E_0 - E_{0,h}\|_{L^2(\Omega)} + C \inf_{w_h \in Q_{h,s}} \|w_h - A\|_{H(\text{curl}; \Omega)}.
\]

(4.41)

Substituting (4.40) and (4.41) into (4.39), we obtain

\[
\begin{align*}
\|E - E_h\|_{X(\Omega)} + \|J - J_h\|_{Y(\Omega)} &\leq C \left\{ \|E_0 - E_{0,h}\|_{X(\Omega)} + \|J_0 - J_{0,h}\|_{Y(\Omega)} \\
+ \inf_{\xi_h \in S_h} \|\xi_h - \varphi\|_{H^1(\Omega)} + \inf_{w_h \in Q_{h,s}} \|w_h - A\|_{H(\text{curl}; \Omega)} \right\}.
\end{align*}
\]

(4.42)

Recalling the equations (3.35) and (4.17) for \(\hat{Z} = (E_0, J_0)\) and \(\hat{Z}_h = (E_{0,h}, J_{0,h})\), respectively, we get

\[
\begin{align*}
\|E_0 - E_{0,h}\|_{X(\Omega)} + \|J_0 - J_{0,h}\|_{Y(\Omega)} &= \|\hat{Z} - \hat{Z}_h\|_{X(\Omega) \times Y(\Omega)} \\
&\leq \|(K_h - K)\hat{Z}\|_{X(\Omega) \times Y(\Omega)} + \|K_h\hat{Z}_h - \hat{Z}\|_{X(\Omega) \times Y(\Omega)} + \|\hat{F} - \hat{F}_h\|_{X(\Omega) \times Y(\Omega)} \\
&\leq \|(K_h - K)\hat{Z}\|_{X(\Omega) \times Y(\Omega)} + C\|\hat{Z}_h - \hat{Z}\|_{L^2(\Omega) \times L^2(\Omega)} + \|\hat{F} - \hat{F}_h\|_{X(\Omega) \times Y(\Omega)},
\end{align*}
\]

(4.43)

where we have used the uniform continuity of \(K_h\). Inserting (4.37) into (4.43), we see that

\[
\begin{align*}
\|E_0 - E_{0,h}\|_{X(\Omega)} + \|J_0 - J_{0,h}\|_{Y(\Omega)} &\leq C \left\{ \|(K_h - K)\hat{Z}\|_{X(\Omega) \times Y(\Omega)} + \|\hat{F} - \hat{F}_h\|_{X(\Omega) \times Y(\Omega)} \right\}.
\end{align*}
\]

(4.44)

Using (4.30) and (4.31) with \(\hat{u}\) replaced by \(\hat{Z} = (E_0, J_0)\) in Theorem 4.1 we further have

\[
\begin{align*}
\|E_0 - E_{0,h}\|_{X(\Omega)} + \|J_0 - J_{0,h}\|_{Y(\Omega)} &\leq C \left\{ \inf_{\xi_h \in S_h} \|\xi_h - \varphi\|_{H^1(\Omega)} + \inf_{w_h \in Q_{h,s}} \|w_h - A\|_{H(\text{curl}; \Omega)} \\
+ \inf_{u_h \in X_h \times Y_{h,s}} \|\hat{F} - u_h\|_{X(\Omega) \times Y(\Omega)} + \inf_{v_h \in X_h \times Y_{h,s}} \|K\hat{Z} - \hat{v}_h\|_{X(\Omega) \times Y(\Omega)} \\
+ \inf_{\phi_h \in \nabla S_h \times (\nabla Q_{h,s})} \|\hat{\phi} - \phi_h\|_{L^2(\Omega) \times L^2(\Omega)} \right\}.
\end{align*}
\]

(4.45)
Substituting (4.36) into (4.32), we obtain the desired result (4.38) and complete the proof of this theorem.

**Remark 4.1.** By the density of the finite element spaces (Lemma 4.3), we see that \( \|E - E_h\|_{H(\text{div})} + \|J - J_h\|_{H(\text{curl})} \to 0 \) as \( h \to 0 \). Furthermore, if the solutions \( \varphi, A, \hat{F}, KZ \), and \( \phi \) possess higher regularity, it is possible to obtain an explicit convergence rate for the finite element approximation by using error estimates of interpolation operators.

5. **Numerical examples.**

5.1. **Convergence study.** In this section, we perform numerical tests to validate the proposed finite element scheme and confirm our theoretical analysis. To this end, we consider an artificial problem

\[
\begin{cases}
\nabla \times (\nabla \times E) - \omega^2 E - i\omega J = f_1, & \text{in } \Omega, \\
\omega(\omega + i\gamma)J + \beta^2 \nabla(\nabla \cdot J) - i\omega\beta^2 E = f_2, & \text{in } \Omega_s, \\
(\nabla \times E) \times n - i\omega(n \times E) \times n = g, & \text{on } \partial \Omega, \\
n \cdot J = 0, & \text{on } \partial \Omega_s.
\end{cases}
\]

We take \( \Omega = \Omega_s = (0,1)^3 \). In addition, we set \( \omega = \omega_p = \gamma = \beta = 1 \). The right-hand terms \( f_i \) \((i = 1, 2)\) and the boundary condition \( g \) are chosen such that the problem has the following exact solution

\[
E = (e^{-ix}, 0, 0), \quad J = (\sin(\pi x), \sin(\pi y), i\sin(\pi z)).
\]

We solve the problem by the proposed finite element scheme (4.3) with linear elements \( (r = 1) \) and quadratic elements \( (r = 2) \), respectively. We analyze the convergence of the method on a sequence of successively refined tetrahedral meshes starting from a coarse mesh. Numerical results of the linear element method and the quadratic element method are presented in Table 5.1 and 5.2, respectively. We observe that the proposed finite element method with linear elements or quadratic elements has an optimal convergence order for the electric field and current density.

| \( h \) | \( N \) | \( \|J - J_h\|_{H(\text{div})} \) | Order | \( N \) | \( \|E - E_h\|_{H(\text{curl})} \) | Order |
|---|---|---|---|---|---|---|
| \( h \) | 720 | 3.131E−1 | -- | 196 | 1.143E−1 | -- |
| \( h/2 \) | 5184 | 1.594E−1 | 0.974 | 1208 | 5.612E−2 | 1.027 |
| \( h/4 \) | 39168 | 8.004E−2 | 0.994 | 8368 | 2.776E−2 | 1.016 |
| \( h/8 \) | 304128 | 4.007E−2 | 0.998 | 62048 | 1.381E−2 | 1.007 |
| \( h/16 \) | 2396160 | 2.004E−2 | 1.000 | 477376 | 6.895E−3 | 1.002 |

5.2. **Scattering of a single metal nanosphere.** In this section, we consider a more physical problem in nanophotonics, i.e., the scattering of a plane wave from a single metal nanosphere in free space. The radius of the nanosphere is 2 nm and the Silver–Müller condition is set on the boundary of a concentric sphere of radius 20 nm. The nanosphere is irradiated by a plane wave \( E^{inc} = \exp(i\omega y)e_x \) propagating in the y-direction. Physical parameters for the NHD model are summarized in Table 5.3. The domain is partitioned into 26510080 tetrahedrons and the electric field and current
Table 5.2
Convergence results of the quadratic element method. \( N \) is degrees of freedom.

| \( h \)  | \( N \)  | \( \| J - J_h \|_{\text{H(div)}} \) | Order | \( N \)  | \( \| E - E_h \|_{\text{H}^2(\text{curl})} \) | Order |
|-------|------|-----------------|------|-------|-----------------|------|
| \( h/2 \) | 14976 | 5.684E-2 | – | 1937 | 6.524E-3 | – |
| \( h/4 \) | 115200 | 4.63E-3 | 1.975 | 8808 | 1.646E-3 | 1.987 |
| \( h/8 \) | 903168 | 3.984E-4 | 1.994 | 40272 | 4.147E-4 | 1.989 |
| \( h/16 \) | 7151616 | 3.273E-4 | 1.999 | 382828 | 2.608E-5 | 1.997 |

Table 5.3
Physical parameters for the NHD model. \( \epsilon_0 \) and \( \mu_0 \) are respectively the electric permittivity and magnetic permeability of free space.

| \( \omega_p \) | \( \gamma \) | \( \beta \) | \( \epsilon \) | \( \mu \) |
|--------------|--------------|--------------|---------------|---------------|
| 8.65 \times 10^{18} \text{ rad/s} | 8.65 \times 10^{13} \text{ rad/s} | 8.29 \times 10^5 \text{ m/s} | \epsilon_0 | \mu_0 |

density are approximated by the first order curl- and divergence-conforming elements, respectively.

The extinction cross section (\( \sigma_{ext} \)) measures the total losses of energy from the incident wave due to both absorption and scattering by the scatterer, which is a quantity of interest to physicists. In this example, \( \sigma_{ext} \) is defined as

\[
\sigma_{ext} = \frac{1}{D|E_0|^2} \int_S \text{Re} \left[ (E \times H^s)^* \cdot n dS \right],
\]

where \( D \) is the diameter of the nanosphere, \( S \) is the surface of the nanosphere, \( E_s \) and \( H_s \) are the scattered fields satisfying

\[
E_s = E - E^{inc}, \quad H_s = H - H^{inc}.
\]

In Fig 5.1 we plot the extinction cross section \( \sigma_{ext} \) at different angular frequencies \( \omega \).

In Fig 5.2 we display the electric-field and current-density distributions in a section of the nanosphere at the resonant frequency \( \omega/\omega_p = 1.13 \).

6. Conclusions. We have given the first mathematical and numerical analysis of the frequency-domain NHD model. The existence and uniqueness of solutions to the weak formulation of the equations are proved. The convergence of a Galerkin finite element scheme is proved by using the theory of collectively compact operators. Numerical tests are presented to validate the finite element scheme and confirm the theoretical analysis.

Building on the work in this paper, in the near future we plan to investigate the preconditioning of the linear system resulting from the finite element approximation. Since this linear system is indefinite, an efficient preconditioner is essential for solving it by an iterative method. Moreover, developing efficient algorithms for simulating optical properties of periodic metallic nanostructures arrays with the NHD model is another focus of future work.

REFERENCES

[1] D. Boffi, F. Brezzi, and M. Fortin, Mixed Finite Element Methods and Applications, Springer, Berlin, 2013.
Fig. 5.1. Extinction cross section $\sigma_{\text{ext}}$ of a nanosphere with a radius of 2 nm irradiated by a plane wave.

Fig. 5.2. The electric-field and current-density distributions at $\omega/\omega_p = 1.13$.

[2] A. Boardman, Electromagnetic Surface Modes, John Wiley & Sons, 1982.
[3] C. Ciraci et al., Probing the ultimate limits of plasmonic enhancement, Science, 337 (2012), pp. 1072–1074.
[4] H. G. Duan et al., Nanoplasmonics: classical down to the nanometer scale, Nano letters, 12 (2012), pp. 1683–1689.
[5] P. Drude, Zur Elektronentheorie der Metalle, Annalen der Physik, 306 (1990), pp. 566–613.
[6] Y. A. Eremin, T. Wriedt, and W. Hergert, Analysis of the scattering properties of 3D non-spherical plasmonic nanoparticles accounting for non-local effects, Journal of Modern Optics, 65 (2018), pp. 1778–1786.
[7] V. Groult, P. A. Ravirart, Finite Element Methods for Navier–Stokes Equations, Springer-Verlag, Berlin, 1986.
[8] P. Ginzburg, A. V. Krasavin, G. A. Wurtz, and A. V. Zayats, Nonperturbative hydrodynamic model for multiple harmonics generation in metallic nanostructures, ACS Photonics, 2 (2015), pp. 8–13.
[9] K. R. Hiremath, L. Zschiedrich, F. Schmidt, Numerical solution of nonlocal hydrodynamic Drude model for arbitrary shaped nano-plasmonic structures using Nédélec finite elements, Journal of computational physics, 231 (2012), pp. 5890–5896.
[10] Y. P. Huang, J. C. Li, and W. Yang, Theoretical and numerical analysis of a non-local dispersion model for light interaction with metallic nanostructures, Computers and Math-
emaphatics with Applications, 72 (2016), pp. 921–932.

[11] L. Li, S. Lanteri, N. A. Mortensen, M. Wubs, A hybridizable discontinuous Galerkin method for solving nonlocal optical response models, Computer physics communications, 219 (2017), pp. 99–107.

[12] N. Lukas and N. V. Hulst, Antennas for light, Nature photonics, 5 (2011), pp. 83–90.

[13] R. Kress, Linear Integral Equations, Springer, Berlin, 1999.

[14] P. Monk, Finite Element Methods for Maxwell’s Equations, Oxford University Press, 2003.

[15] N. A. Mortensen, S. Raza, M. Wubs, T. Søndergaard, and S. I. Bozhevolnyi, A generalized non-local optical response theory for plasmonic nanostructures, Nature Commun., 5 (2014), pp. 1–7.

[16] R. F. Oulton, V. J. Sorger, D. A. Genov, D. F. P. Pile, and X. Zhang, A hybrid plasmonic waveguide for subwavelength confinement and long-range propagation, Nature Photonics, 2 (2008), pp. 496–500.

[17] S. Raza, S. I. Bozhevolnyi, M. Wubs, and N. A. Mortensen, Nonlocal optical response in metallic nanostructures, J. Phys: Condens. Matter, 27 (2015), pp. 183–204.

[18] N. Schmitt, C. Scheid, S. Lanteri, A. Moreau, and J. Viquerat, A DGTD method for the numerical modeling of the interaction of light with nanometer scale metallic structures taking into account non-local dispersion effects, Journal of Computational Physics, 316 (2016), pp. 396–415.

[19] N. Schmitt, C. Scheid, J. Viquerat, and S. Lanteri, Simulation of three-dimensional nanoscale light interaction with spatially dispersive metals using a high order curvilinear DGTD method, Journal of Computational Physics, 373 (2018), pp. 210–229.

[20] M. I. Stockman, Nanoplasmonics: The physics behind the applications, Phys. Today, 64 (2011), pp. 39–44.

[21] M. E. Stewart et al., Nanostructured plasmonic sensors, Chemical reviews, 108 (2008), pp. 494–521.

[22] B. Stupfel, Absorbing boundary conditions on arbitrary boundaries for the scalar and vector wave equations, IEEE Transactions on Antennas and Propagation, 42 (1994), pp. 773–780.

[23] A. Trügler, U. Hohenester, and F. J. García de Abajo, Plasmonics simulations including nonlocal effects using a boundary element method approach, International Journal of Modern Physics B, 31 (2017), pp. 1740007.

[24] F. Vidal-Codina, N. C. Nguyen, S.-H. Oh, and J. Peraire, A hybridizable discontinuous Galerkin method for computing nonlocal electromagnetic effects in three-dimensional metallic nanostructures, Journal of Computational Physics, 355 (2018), pp. 548–565.

[25] X. Z. Zheng, M. Kupresak, R. Mittra, and G. A. E. Vandenbosch, A boundary integral equation scheme for simulating the nonlocal hydrodynamic response of metallic antennas at deep-nanometer scales, IEEE Transactions on Antennas and Propagation, 66 (2018), pp. 4759–4771.