Parameter tuning of active disturbance rejection control in quad tilt rotor based on particle swarm optimization
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Abstract. The quad tilt rotor (QTR) has complex dynamics characteristics, especially in transition mode. It is difficult to model the QTR dynamics and the environmental factors have a great influence on it. To solve the problem of control in transition mode of QTR, this paper carries out the design of the controller based on active disturbance rejection control (ADRC). ADRC has many parameters to be tuned, and the coupling effect is more serious, so it is very difficult to tune parameters. Particle swarm optimization (PSO) algorithm has faster computing speed and better global search ability in dynamic and multi-objective optimization. So, using PSO algorithm to realize self-tuning of ADRC parameters in ADRC parameters tuning. By comparing the control performance of ADRC before and after optimization, the rationality and effectiveness of ADRC parameters tuning algorithm in QTR are verified in both time domain and frequency domain.

1. Introduction
The quad tilt rotor (QTR) is a novel vehicle[1-7] which combines the characteristics of helicopter and fixed wing aircraft. The QTR has three flight modes: helicopter mode, fixed wing mode and transition mode. Due to the special configuration of quad tilt rotor, the aerodynamic characteristics and stability of quad tilt rotor will change significantly with the change of tilt angle and forward flight speed in the transition mode. The whole process of change is not only time-varying but also high-order nonlinear strong coupling. This brings great difficulty to the design of flight control system.

The classical PID controller is still widely used due to its simplicity and effectiveness. The standard procedure of flight control design is linearizing the flight dynamic around its trimming points based on the small perturbation assumption. Papachristos[8] designed a PID controller, however, due to the nonlinear coupling and the indeterminate complex structure of quad tilt rotor, the control effect of the PID controller is limited. Öner[9] designed a LQR controller. The flight control method based on the optimal control needs to obtain an accurate linear model by linearizing the nonlinear model. However, for the nonlinear model, the control range of the controller is limited to the vicinity of the trimming point. Han[10] proposed an innovative philosophy called ADRC based on the feedback linearization approach, which has remarkable adaptive ability and robustness. However, there are many parameters to be tuned in classical ADRC[11-17], and many parameter tuning methods mainly rely on experience. References developed a linear ADRC, which is easy to design and reduced the parameters, however, the control effect of linear ADRC is limited.
In the developments of optimization theory, particle swarm optimization (PSO) algorithm[18-23], as a new parallel optimization algorithm, has been widely used in the fields of science and engineering. The parameters tuning problem of ADRC can be reduced to a nonlinear dynamic optimal problem with state and control constrains. The problem can be solved by PSO method. PSO algorithm is basically applied to control parameters optimization.

Based on the above research background, in order to solve the problems of QTR time-varying, nonlinear control and ADRC parameter tuning, we use PSO algorithm to self-tune the parameter of ADRC. Firstly, we establish the dynamic model, and then we analyze the ADRC and PSO algorithms. Finally, we simulate and verify the self-tuning algorithm by comparing the ADRC control algorithm before and after optimization based on PSO algorithm in time and frequency domain.

2. Aerodynamic model

The quad tilt rotor with partial tilt wing in this paper is shown in figure 1, including four groups of propellers, front and rear wings, fuselage, elevator, motors, tilting mechanism, undercarriage and flight control system. Both ends of the front and rear wings are designed with a tilt nacelle. The tilt wing is connected to the nacelle and turns with the tilting of the propeller in the nacelle.

The parameters of the tilt quad rotor with partial tilt wing is shown in table 1.

### Table 1. Parameters of the quad tilt rotor with partial tilt wing.

| Parameters            | Value | Unit |
|-----------------------|-------|------|
| Takeoff weight        | 20    | kg   |
| Front wing area       | 0.278 | m²   |
| Front wing length     | 1.4   | m    |
| Back wing length      | 1.8   | m    |
| Back wing area        | 0.5   | m²   |
| Vertical tail area    | 0.07  | m²   |
| Propeller diameter    | 0.51  | 0.95 |

2.1. Propeller aerodynamic model

The propeller is modeled according to the Goldstein vortex theory, and figure 2 shows the velocity and force acting on the blade element. \( \mathbf{R}(\mathbf{m}) \) is radius, \( r \) is the distance from hub center to any point of propeller profile, \( x \) is dimensionless value of \( r \), \( \sigma \) is propeller solidity, \( \omega (\text{rad/s}) \) is rotational speed of propeller, \( V (\text{m/s}) \) is inflow velocity, \( \lambda \) is inflow ratio, \( \phi \) is blade element angle, \( \phi_i \) is blade element inflow angle at propeller tip, \( V_e \) is resultant velocity, \( \omega_2, \omega_3 \) are axial and circumferential induced velocity.

\[
w_i = \frac{B^T}{4\pi rK}
\]
\[
\frac{w_c}{\omega R} = \frac{1}{2} \left( \lambda + \sqrt{\lambda^2 + 4 \frac{w_c}{\omega R} (x - \frac{w_c}{\omega R})} \right)
\]

where, \( \Gamma \) is blade element circulation, \( \kappa \) is coefficient of Goldstein.

\[
F = \frac{2}{\pi} \cos^{-1} \left( \frac{B(1-x)}{2 \sin \phi} \right)
\]

Thrust coefficient \( C_T \), power coefficient \( C_p \) can calculate from equation(4) and(5), \( C_L \) and \( C_D \) is lift coefficient and drag coefficient respectively.

\[
C_T = \frac{\pi^2}{8} \int_{\phi_1}^{\phi_2} \left( C_L \cos(\phi + \alpha) - C_D \sin(\phi + \alpha) \right) d\phi
\]

\[
C_p = \frac{\pi^2}{8} \int_{\phi_1}^{\phi_2} \left( C_L \sin(\phi + \alpha) + C_D \cos(\phi + \alpha) \right) d\phi
\]

The thrust \( T \) and moment \( M \) can calculated from equation(6). Where, \( \Omega / \text{rpm} \) propeller rotational speed, \( \rho \) is atmospheric density and \( D \) is the diameter of propeller.

\[
\begin{align*}
\eta &= \frac{\Omega}{60} \\
T &= C_m \rho n^2 D^4 \\
P &= C_m \rho n^2 D^4 \\
M &= P / \Omega
\end{align*}
\]

According to equations(7) and(8), the force and moment of the hub system are converted to the propeller system:

\[
\begin{bmatrix}
F_{x_{\text{rear}}} \\
F_{y_{\text{rear}}} \\
F_{z_{\text{rear}}}
\end{bmatrix}
= 
\begin{bmatrix}
T \sin \beta_m \\
0 \\
-T \cos \beta_m
\end{bmatrix}
\]

\[
\begin{bmatrix}
M_x \\
M_y \\
M_z
\end{bmatrix}
= 
\begin{bmatrix}
-M \sin \beta_m \\
0 \\
M \cos \beta_m
\end{bmatrix}
\]

The moment caused by the propeller in the fuselage axis system is shown in equation(9).

\[
\begin{bmatrix}
M_{x_{\text{rear}}} \\
M_{y_{\text{rear}}} \\
M_{z_{\text{rear}}}
\end{bmatrix}
= 
\begin{bmatrix}
0 & -z_r & y_r \\
z_r & 0 & -x_r \\
y_r & x_r & 0
\end{bmatrix}
\begin{bmatrix}
F_{x_{\text{rear}}} \\
F_{y_{\text{rear}}} \\
F_{z_{\text{rear}}}
\end{bmatrix}
+ 
\begin{bmatrix}
M_x \\
M_y \\
M_z
\end{bmatrix}
\]

2.2. Wing aerodynamic model

The velocity of the pneumatic center in the free flow area is the sum of the free flow velocity and the velocity caused by the angular velocity, as shown in equation(11).

\[
\begin{bmatrix}
u_{\text{wing,FL}} \\
v_{\text{wing,FL}} \\
w_{\text{wing,FL}}
\end{bmatrix}
= 
\begin{bmatrix}
u \\
v \\
w
\end{bmatrix}
+ 
\begin{bmatrix}
0 & 0 & -z_{\text{wing,FL}} \\
0 & -z_{\text{wing,FL}} & 0 \\
-x_{\text{wing,FL}} & 0 & -x_{\text{wing,FL}}
\end{bmatrix}
\begin{bmatrix}
p \\
q \\
r
\end{bmatrix}
\]

The angle of attack in the free area is shown in equation(12). The angle of attack in the sliding flow area is shown in equation(13).
Thus, the force on the left side of the front wing of the wind axis is shown in equation.

\[
\begin{align*}
\alpha_{\text{wing,FL}} &= \frac{\pi}{2} u_{\text{wing,FL}} = 0 \\
\alpha_i &= \frac{u_{\text{wing,FL}}}{u_{\text{wing,FL}}} \\
\alpha_{\text{wing,FL}} &= \varphi_f + \alpha_i \\
\alpha_{\text{wing,FL}} &= \varphi_f + \alpha_i + \left( \frac{\pi}{2} - \beta_u \right) \\
L_{\text{wing,FL}} &= q \left( \frac{S_{\text{wing,FL}}}{2} C_{L_{\text{wing,FL}}} \right) \\
D_{\text{wing,FL}} &= q \left( \frac{S_{\text{wing,FL}}}{2} C_{D_{\text{wing,FL}}} \right)
\end{align*}
\]

Similarly, the forces and moment on the right side of the front wing are obtained. Compared with the front wing, the rear wing adds lift caused by rudder deflection. The slant angles of the left and right rudder surfaces of the rear wing are defined as \( \delta_{\text{wing,RL}} \) and \( \delta_{\text{wing,RR}} \):

\[
\begin{align*}
\delta_{\text{wing,RL}} &= -\delta_{\text{pack}} + \delta_{\text{val}} \\
\delta_{\text{wing,RR}} &= -\delta_{\text{pack}} - \delta_{\text{val}}
\end{align*}
\]

2.3. Vertical tail aerodynamic model

The velocity of the pneumatic center on the vertical tail is the sum of the free velocity and the velocity caused by the angular velocity, as shown in equation(18). Where, \( x_{VT}, y_{VT}, z_{VT} \) are the coordinate of the relative center of gravity of the fuselage under the fuselage axis.

\[
\begin{align*}
u_{VT} &= u + 0 \quad 0 \quad y_{VT} \\
v_{VT} &= v + 0 \quad 0 \quad y_{VT} \\
w_{VT} &= w + \left( 0 \quad -z_{VT} \quad 0 \right) \\
\end{align*}
\]

The force on the vertical tail of the wind axis is shown in equation(19).

\[
\begin{align*}
L_{VT} &= q S_{VT} C_{L_{VT}} \left( \alpha_{VT} - \alpha_{0,VT} \right) \\
D_{VT} &= q S_{VT} C_{D_{VT}}
\end{align*}
\]

The force and moment on the fuselage in the fuselage axis are shown in equation(20).

\[
\begin{align*}
\begin{bmatrix}
F_{x_{VT}} \\
F_{y_{VT}} \\
F_{z_{VT}} \\
M_{x_{VT}} \\
M_{y_{VT}} \\
M_{z_{VT}}
\end{bmatrix}
= q S_{VT} \begin{bmatrix}
\cos \alpha_{VT} & 0 & -\sin \alpha_{VT} \\
0 & 1 & 0 \\
\sin \alpha_{VT} & 0 & \cos \alpha_{VT} \\
0 & z_{VT} & y_{VT} \\
-\delta_{VT} & 0 & -x_{VT} \\
-\delta_{VT} & 0 & x_{VT}
\end{bmatrix}
\end{align*}
\]

2.4. Fuselage aerodynamic model
The fuselage aerodynamic center velocity is the sum of the free velocity and the velocity caused by the angular velocity, as shown in equation (21). Where, \( x_{\text{fus}} \), \( y_{\text{fus}} \), \( z_{\text{fus}} \) is the coordinate of the fuselage relative to the center of gravity.

\[
\begin{bmatrix}
  u_{\text{fus}} \\
  v_{\text{fus}} \\
  w_{\text{fus}}
\end{bmatrix} =
\begin{bmatrix}
  u \\
  v \\
  w
\end{bmatrix} +
\begin{bmatrix}
  0 & -z_{\text{fus}} & y_{\text{fus}} \\
  z_{\text{fus}} & 0 & -x_{\text{fus}} \\
  -y_{\text{fus}} & x_{\text{fus}} & 0
\end{bmatrix}
\begin{bmatrix}
  \rho \\
  \dot{q} \\
  0
\end{bmatrix}
\]  

(21)

The force and moment on the fuselage under the fuselage axis are shown in equation (22).

\[
\begin{bmatrix}
  F_{\text{x fus}} \\
  F_{\text{y fus}} \\
  F_{\text{z fus}} \\
  M_{\text{x fus}} \\
  M_{\text{y fus}} \\
  M_{\text{z fus}}
\end{bmatrix} =
\begin{bmatrix}
  \cos \alpha_{\text{fus}} & 0 & -\sin \alpha_{\text{fus}} \\
  0 & 1 & 0 \\
  \sin \alpha_{\text{fus}} & 0 & \cos \alpha_{\text{fus}} \\
  0 & -z_{\text{fus}} & y_{\text{fus}} \\
  z_{\text{fus}} & 0 & -x_{\text{fus}} \\
  -y_{\text{fus}} & x_{\text{fus}} & 0
\end{bmatrix}
\begin{bmatrix}
  -D_{\text{fus}} \\
  0 \\
  -L_{\text{fus}} \\
  F_{\text{x fus}} \\
  F_{\text{y fus}} \\
  F_{\text{z fus}}
\end{bmatrix}
\]  

(22)

3. Design of flight control law

Flight control law is the core of the flight control system. The complete control system structure is shown in figure 3, which includes position, speed and attitude controller. Firstly, the velocity correction under the body axis is given by the position controller; Secondly, the attitude correction and collective are given by the speed controller; Finally, the attitude manipulation correction is calculated by the attitude controller.

![Figure 3. The control system of tilt quad rotor.](image)

3.1. Active disturbance rejection controller

ADRC technology does not depend on the model, which can handle various internal uncertainties, and has strong robustness. ADRC consists of three parts; TD, ESO and NLSEF. The structure of active disturbance rejection controller is shown in figure 4. Where \( z_1, z_2, z_3 \) is the output of ESO and \( v_1, v_2 \) is the output of TD.

![Figure 4. ADRC structure.](image)

3.1.1 Tracking differentiator (TD)

TD is tracking differentiator that arranges a transition process for the attitude angle command and obtains its differential signal, that is, the attitude angular rate command:

\[
\begin{align*}
  r_1(k + 1) &= r_1(k) + hr_2(k) \\
  r_2(k + 1) &= r_2(k) + hfr1(r_1(k) - v(k), r_2(k), h)
\end{align*}
\]  

(23)
where, $r_i(k)$ is tracking signal of $v(k)$, $r_i(k)$ is the differential of $v(k)$, $\delta$ is the parameter that determines the speed of tracking, $h$ is step size. The nonlinear function $f_i(x_i, x_{\cdot}, \delta, h)$ expression is as follows:

$$f_i(x_i, x_{\cdot}, \delta, h) = \begin{cases} \delta \text{sign}(a), & |a| > d \\ \frac{\delta a}{d}, & |a| \leq d \end{cases}$$  \hspace{1cm} (24)

$$a = \begin{cases} x_i + \frac{(a_0 - d)}{2} \text{sign}(y), & |y| > d_0 \\ x_i + \frac{y}{h}, & |y| \leq d_0 \end{cases}$$  \hspace{1cm} (25)

$$d = \delta h \\ d_x = h d \\ y = x_i + h x_{\cdot} \\ a_0 = \sqrt{d^2 + 8 \delta |y|}$$  \hspace{1cm} (26)

3.1.2 Extend State Observer (ESO)

The ESO can simultaneously estimate the system states and total external disturbance. The structure of the ESO can be described as:

$$\begin{bmatrix} e \\ \zeta_1 \\ \zeta_2 \\ \zeta_3 \\ \zeta_4 \end{bmatrix} = \begin{bmatrix} e \\ \zeta_1 - \beta_0 e \\ \zeta_2 - \beta_0 \text{sat}(e, \alpha, \delta) + b u \\ \zeta_3 - \beta_0 \text{sat}(e, \alpha, \delta) \end{bmatrix}$$  \hspace{1cm} (27)

where, $\beta_{0i} > 0 (i = 1, 2, 3), \alpha_1 = 0.5, \alpha_2 = 0.25$. The function of saturation function is to suppress signal jitter.

$$\text{sat}(e, \alpha, \delta) = \begin{cases} e, & |e| \leq \delta \\ e^+ \text{sgn}(e), & |e| > \delta \end{cases}$$  \hspace{1cm} (28)

3.1.3 Nonlinear State Error Feedback (NLSEF)

NLSEF is a nonlinear state error feedback that nonlinearly combines the deviation between the output of the tracking differentiator and the state of the system. The traditional NLSEF control law of ADRC is as follows:

$$\begin{bmatrix} e_i \\ e_i \\ e_i \end{bmatrix} = \begin{bmatrix} v_i - z_i \\ v_i - z_i \\ v_i - z_i \end{bmatrix}$$  \hspace{1cm} (29)

where, $0 < \alpha_1 < 1, k_p = \beta_1, k_d = \beta_2, e_i$ is error between the command signal and the controlled object position output, $e_i$ is the error between the command differential signal and the controlled object speed output.

3.2. Parameters tuning of ADRC based on PSO

The parameters $\beta_{0i}, \beta_{2i}, \beta_{0i}$ determine the estimated energy of ESO and need to be debugged. In the nonlinear feedback control law, the nonlinear allocation coefficients $\beta, \beta_i$ play a key role in the performance of the controller. In this way, for a class of objects, except $\{\beta_{0i}, \beta_{2i}, \beta_{0i}, \beta_{2i}\}$ need to be debugged frequently, other controller parameters can be set to fixed parameters.

Assuming that the search space has $D$ dimensions, and the total number of particles is $N$, where the particle $i$ is represented as a $D$ dimensional vector:

$$X_i = (x_{i1}, x_{i2}, \cdots, x_{iD}), i = 1, 2, \cdots, N$$  \hspace{1cm} (30)

The "flight" velocity of the particle $i$ is also a $D$ dimensional vector, denoted as:

$$V_i = (v_{i1}, v_{i2}, \cdots, v_{iD}), i = 1, 2, \cdots, N$$  \hspace{1cm} (31)
The optimal position searched so far for the particle $i$ becomes the individual extreme value, denoted as:

$$p_{best} = (p_{i1}, p_{i2}, \ldots, p_{id}), i = 1, 2, \ldots, N$$

(32)

The optimal position searched by the whole particle swarm up to now becomes the global extreme value, denoted as:

$$g_{best} = (g_{1}, g_{2}, \ldots, g_{d}), i = 1, 2, \ldots, N$$

(33)

The particle updates its speed and position according to equation (34) and (35):

$$v_{i}(t + 1) = wv_{i}(t) + c_{1}r_{1}(t)\left[p_{i}(t) - x_{i}(t)\right] +$$

$$c_{2}r_{2}(t)\left[p_{best}(t) - x_{i}(t)\right]$$

(34)

$$x_{i}(t + 1) = x_{i}(t) + v_{i}(t + 1)$$

(35)

where, $c_{1}, c_{2}$ are learning factors; $r_{1}, r_{2}$ are uniform random numbers within the range of \([0, 1] ; i = 1, 2, \ldots, D ; v_{i}$ is particle speed, $v_{i} \in [v_{min}, v_{max}]$; $x_{i} \in [x_{min}, x_{max}]$. $w$ is called the inertia factor.

$$w = w_{max} - \frac{(w_{max} - w_{min})t}{T_{max}}$$

(36)

where, $T_{max}$ is the maximum number of evolutions; $w_{min}$ is minimum inertia factor; $w_{max}$ is maximum inertia factor; represents the number of current evolution.

The fitness function is:

$$J = \int_{0}^{t} e(t)dt$$

(37)

where, $e(t)$ is system error.

After the fitness function is determined, the parameters can be optimized. Under the constraint condition, the parameter corresponding to the minimum fitness function value is the optimal controller parameter. The specific steps of the algorithm are as follows:

Step1: initializes related parameters. Particle population size $N$, search space dimension $D$ , learning factor $c_{1}, c_{2}$, maximum and minimum inertia factor $w_{max}, w_{min}$ etc. Randomly initialize the particle position $x_{i}$, speed $v_{i}$, individual optimum $p_{i}$, global optimum $g_{i}$, and ADRC related parameters;

Step2: the position vectors of each particle are taken successively as the controller parameters of ADRC to simulate the system, and then the fitness function values of each particle are calculated by using equation (37);

Step3: the fitness value of each particle is compared with $p_{best}$, and update $p_{best}$ and $g_{best}$;

Step4: the velocity of each particle is updated according to equation (34). If $v_{i}(t + 1) \geq v_{max}$, then $v_{i}(t + 1) = v_{max}$; if $v_{i}(t + 1) \leq v_{min}$, then $v_{i}(t + 1) = v_{min}$;

Step5: the position of each particle is updated according to equation (35). If $x_{i}(t + 1) \geq x_{max}$, then $x_{i}(t + 1) = x_{max}$; if $x_{i}(t + 1) \leq x_{min}$, then $x_{i}(t + 1) = x_{min}$;

Step6: judge whether the iteration times reach the maximum set value. And if not, return to Step2; otherwise, the optimization ends and the final $g_{best}$ is output, namely the optimization parameters of the controller.

**4. Results and discussion**

The controller transfer function can be modeled as:

$$\frac{\Theta(s)}{\delta(s)} = \frac{k_{d}T_{d}s + 1}{s^{2} + Ts + 1}$$

(38)

The command signal of the three attitude is step signal with amplitude of 1, and the external disturbance signal is $1.2 \sin(\pi t)$. We study the parameters tuning results of three attitude angles in different tilt angle (0°, 30°, 60°, 90°). The structure block diagram of the parameters tuning algorithm is shown in figure 5. Parameters before and after optimization are shown in table 2 and table 3. And the
simulation results before and after the parameters tuning of the three attitude angles in different tilt angle are shown in figure 6 and figure 7.

![Structure block diagram of the parameters tuning algorithm](image)

**Figure 5.** The structure block diagram of the parameters tuning algorithm.

**Table 2.** Parameters before optimization.

| Parameter | TD | ESO | NLSEF | PSO |
|-----------|----|-----|-------|-----|
| $h$       | 0.01 |     |       |     |
| $b$       | 50  |     |       |     |
| $\theta$  | 50  | 675 | 375   | 375 |
| $\phi$    | 600 | 100 | 100   | 100 |
| $\psi$    | 10  |     |       |     |

Table 3. Parameters after optimization.

| $\beta_a$ | Attitude | $\beta_{t1}$ | $\beta_{t2}$ | $\beta_{t3}$ | $\beta_{t4}$ |
|-----------|----------|--------------|--------------|--------------|--------------|
| $0^\circ$ | $\theta$ | 190.888      | 39.035       | 1022.524     | 1303.858     | 1811.473     |
|           | $\phi$   | 279.227      | 608.562      | 2001.379     | 7903.306     | 1731.210     |
|           | $\psi$   | 128.873      | 378.369      | 2404.698     | 1034.848     | 1800.009     |
| $30^\circ$| $\theta$ | 168.491      | 172.015      | 1749.921     | 2871.245     | 5557.164     |
|           | $\phi$   | 287.988      | 731.850      | 2354.654     | 5901.947     | 1160.516     |
|           | $\psi$   | 211.471      | 38.083       | 6106.224     | 1816.823     | 1093.225     |
| $60^\circ$| $\theta$ | 116.738      | 189.090      | 8424.483     | 3951.584     | 6144.513     |
|           | $\phi$   | 285.989      | 852.765      | 7166.081     | 4008.517     | 799.840      |
|           | $\psi$   | 196.358      | 264.616      | 1488.540     | 4870.641     | 7940.965     |
| $90^\circ$| $\theta$ | 200.049      | 97.893       | 1446.577     | 4262.878     | 1871.982     |
|           | $\phi$   | 81.470       | 39.610       | 4684.341     | 4239.806     | 2782.550     |
|           | $\psi$   | 156.810      | 18.986       | 2108.375     | 3929.466     | 1155.937     |

The ADRC in figure 6 and 7 represent the unit step response of the system under ADRC control based on manual method. The parameters of controller are shown in table 2. We can see that the output of the system has oscillation characteristics. Although the parameters are adjusted many times, it is difficult to tune appropriate parameters to eliminate the oscillation of the system due to the interaction between the parameters.

However, under the PSO-ADRC optimization control, the system has good dynamic performance from the analysis of time domain and has good reject distraction performance from the analysis of frequency domain. The rise time of the system is faster, and the system basically has no overshoot. The steady-state error of the system is basically zero, and the system oscillation is effectively eliminated. In PSO algorithm, the convergence rate is fast, and the global optimal value is basically reached after 20 iterations. The specific dynamic performance parameters of PSO-ADRC control algorithm are shown in table 4.
Figure 6. Comparison of frequency characteristics.

Figure 7. Response of the system.

Table 4. Dynamic performance parameters of PSO-ADRC control algorithm.

| $\beta_{a}$ | Attitude | $t_s$ (s) | $M_s$ (%) | $e$ | $e_{ret}$ | $T_{ret}$ |
|------------|----------|-----------|-----------|-----|-----------|-----------|
| $\theta$  | 0°       | 0.31      | 1.4       | 0.0001 | 0.3354    | 61        |
| $\psi$    | 0.33     | 0.33      | 0.7       | 0.0001 | 0.3375    | 54        |
| $\theta$  | 0.34     | 0.34      | 0.6       | 0.0001 | 0.3360    | 88        |
| $\psi$    | 0.32     | 0.34      | 0.4       | 0.0001 | 0.3364    | 53        |
| $\theta$  | 0.33     | 0.33      | 0.6       | 0.0001 | 0.3388    | 80        |
| $\psi$    | 0.32     | 0.33      | 0.9       | 0.0001 | 0.3383    | 40        |
| $\theta$  | 0.34     | 0.32      | 0.4       | 0.0001 | 0.3346    | 53        |
| $\psi$    | 0.33     | 0.33      | 0.3       | 0.0001 | 0.3305    | 64        |
| $\theta$  | 0.33     | 0.33      | 0.5       | 0.0001 | 0.3361    | 86        |
| $\psi$    | 0.32     | 0.32      | 0.6       | 0.0001 | 0.3372    | 31        |
| $\theta$  | 0.32     | 0.32      | 0.2       | 0.0001 | 0.3365    | 70        |

5. Conclusion

Compared with other ADRC parameters tuning algorithms, this algorithm is simple and effective. Simulation studies the feasibility of the algorithm in time domain and frequency domain, which can greatly improve the control performance of the system.
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