POISSON BRACKETS AFTER JACOBI AND PLÜCKER
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Abstract. We construct a symplectic realization and a bi-hamiltonian formulation of a 3-dimensional system whose solution are the Jacobi elliptic functions. We generalize this system and the related Poisson brackets to higher dimensions. These more general systems are parametrized by lines in 3-dimensional projective space. For these systems the Jacobi identity is satisfied only when the Plücker relations hold. Two of these Poisson brackets are compatible only if the corresponding lines in projective space intersect. We present several examples of such systems.

1. Introduction

Jacobi’s elliptic functions have several applications in Geometry, Mechanics and Physics. They are called elliptic since they appear in some integrals needed to calculate the perimeter of the ellipse. The formula for the length of an ellipse has the form

\[ \int_{0}^{\frac{\pi}{2}} \sqrt{1 - k^2 \sin^2 \theta} \, d\theta \]

and the integral is usually called an elliptic integral of the second type. Elliptic integrals of the first kind have the form

\[ F(t, k) = \int_{0}^{t} \frac{dx}{\sqrt{(1 - x^2)(1 - k^2x^2)}} = \int \frac{d\theta}{\sqrt{1 - k^2 \sin^2 \theta}}. \]

Ever since 1790 Gauss observed that the inverse function of

\[ \sin^{-1}(t) = \int_{0}^{t} \frac{dx}{\sqrt{1 - x^2}} \]

gives simply periodic function while the inverse function of \( F(t, k) \) is a doubly periodic function.

Thus, in the same manner that we define the sine as the inverse function of this integral, we define the function \( sn(k, t) \) as the inverse of \( F(t, k) \). The elliptic functions which were discovered again later by Abel and Jacobi are denoted by \( sn(t, k) \), \( cn(t, k) \) and \( dn(t, k) \). The real number \( k \) takes values in the interval between 0 and 1. These three functions satisfy the identities

\[ sn^2(t, k) + cn^2(t, k) = 1 \]

\[ k^2 sn^2(t, k) + dn^2(t, k) = 1. \]
These functions are generalizations of the trigonometric functions, e.g. \( sn(t, 0) = \sin t \) and \( cn(t, 0) = \cos t \).

2. A DYNAMICAL APPROACH TO JACOBI ELLIPTIC FUNCTIONS

There are many ways to define trigonometric functions. Let us examine, for example the definition of sine. Usually the first definition that we learn in high school is geometric. It is the length of the opposite side over the hypotenuse. We can also use Taylor series or define it as the real part of \( e^{i\theta} \). Our approach is to define \( \sin t \), \( \cos t \) as the solutions of the system

\[
\frac{dx}{dt} = y \\
\frac{dy}{dt} = -x ,
\]

with initial conditions \( x(0) = 0, x'(0) = 1, y(0) = 1, y'(0) = 0 \).

The function \( f(x, y) = x^2 + y^2 \) is a constant of motion since

\[
\dot{f} = 2x\dot{x} + 2y\dot{y} = 2xy + 2y(-x) = 0 .
\]

Therefore we have \( x^2(t) + y^2(t) = c \). Putting \( t = 0 \) we conclude that \( c = 1 \) and

\[
\sin^2 t + \cos^2 t = 1 .
\]

**Definition 1.** Inspired by the previous remarks, and following [7], [10], we define the functions \( sn(t, k) \), \( cn(t, k) \), \( dn(t, k) \) to be the solutions of the equations

\[
\begin{align*}
\dot{x} &= yz \\
\dot{y} &= -xz \\
\dot{z} &= -k^2 xy .
\end{align*}
\]

with initial conditions \( sn(0, k) = x(0) = 0, cn(0, k) = y(0, k) = 1, dn(0, k) = z(0) = 1 \).

**Remark 1.** Right away we obtain the formulas for the derivatives of these functions, e.g.

\[
\frac{d}{dt} sn(t, k) = cn(t, k) \ dn(t, k) .
\]

**Proposition 1.**

\[
\begin{align*}
sn(t, 0) &= \sin t \\
cn(t, 0) &= \cos t \\
ds(t, 0) &= 1 .
\end{align*}
\]
Proof. When $k = 0$ then $z$ is constant and using the initial conditions $z = 1$. We end-up with the system $\dot{x} = y$, $\dot{y} = -x$ which, as we know has the solution $x = \sin t$, $y = \cos t$. □

Proposition 2. Equations (2) have two constants of motion:

\[ F = x^2 + y^2 \quad G = k^2 x^2 + z^2 \]

Corollary 1. For $0 < k < 1$, and for every $t$

\[ sn^2 + cn^2 = 1, \quad k^2 sn^2 + dn^2 = 1 \]

Observation

\[ \frac{dx}{dt} = yz = cn(t, k) \ dn(t, k) = \sqrt{1 - x^2} \sqrt{1 - k^2 x^2} \]

Therefore

\[ \frac{dt}{dx} = \frac{1}{\sqrt{(1 - x^2)(1 - k^2 x^2)}}. \]

Thus we end-up with the classical definition using elliptic integrals.

3. Hamiltonian Approach

We define

\[ H = \frac{1}{2} (1 + k^2) p_1^2 + \frac{1}{2} p_2^2 + \frac{1}{2} (p_1 q_2 - p_2 q_1)^2 \]

with $k \in \mathbb{R}$.

Hamilton’s equations become

\[
\begin{aligned}
\dot{q}_1 &= \frac{\partial H}{\partial p_1} = (1 + k^2) p_1 + (p_1 q_2 - p_2 q_1) q_2 \\
\dot{q}_2 &= \frac{\partial H}{\partial p_2} = p_2 - (p_1 q_2 - p_2 q_1) q_1 \\
\dot{p}_1 &= -\frac{\partial H}{\partial q_1} = (p_1 q_2 - p_2 q_1) p_2 \\
\dot{p}_2 &= -\frac{\partial H}{\partial q_2} = -(p_1 q_2 - p_2 q_1) p_1
\end{aligned}
\]

We see right away that the function $\frac{1}{2} (p_1^2 + p_2^2)$ is a constant of motion and therefore the system is integrable.

We define the following change of variables from $\mathbb{R}^4$ to $\mathbb{R}^3$. 
\[ x = p_1 \]
\[ y = p_2 \]
\[ z = p_1 q_2 - p_2 q_1 . \]

Then \( \dot{x} = \dot{p}_1 = p_2 (p_1 q_2 - p_2 q_1) = yz \), similarly \( \dot{y} = \dot{p}_2 = -xz \) and \( \dot{z} = -k^2 xy \). The Hamiltonian in the new coordinates is transformed to

\[ \dot{H} = \frac{1}{2} (1 + k^2) x^2 + \frac{1}{2} y^2 + \frac{1}{2} z^2 . \]

The second constant of motion becomes \( \frac{1}{2} (x^2 + y^2) \). The difference of this function from the Hamiltonian is \( \frac{1}{2} (k^2 x^2 + z^2) \). Therefore, ignoring the factor \( \frac{1}{2} \) we obtain the two functions \( F, G \) of last section. The new Hamiltonian has the form \( \frac{1}{2} (F + G) \).

The standard symplectic bracket in \( \mathbb{R}^4 \) is mapped onto the Poisson bracket

\[ \{x, y\} = 0 \quad \{x, z\} = y \quad \{y, z\} = -x . \]

In this Poisson bracket \( F = x^2 + y^2 \) is a Casimir, i.e. the bracket of \( F \) with every other function is 0 and therefore, we can take \( G = \frac{1}{2} (k^2 x^2 + z^2) \) as the Hamiltonian. Hamilton’s equations have the form

\[ \dot{x}_i = \{x_i, G\} . \]

For example,

\[ \dot{x} = \{x, G\} = \{x, \frac{1}{2} (k^2 x^2 + z^2)\} = yz . \]

In other words we end-up with equations (2).

Define the vector \( X \) by

\[ X = \begin{bmatrix} \dot{x} \\ \dot{y} \\ \dot{z} \end{bmatrix} \]

and let the vector \( \nabla H_1 \) be the gradient vector of \( H_1 \), i.e.

\[ \nabla H_1 = \begin{bmatrix} k^2 x \\ 0 \\ z \end{bmatrix} . \]

Then

\[ X = \pi_1 \nabla H_1 \]

is equivalent to equations (2).

The system is bi-hamiltonian. We can take as Hamiltonian the function \( H_2 = \frac{1}{2} F = \frac{1}{4} (x^2 + y^2) \) and define the Poisson bracket \( \pi_2 \) by

\[ \{x, y\} = z \quad \{x, z\} = 0 \quad \{y, z\} = k^2 x . \]
Then we easily verify that
\begin{equation}
X = \pi_1 \nabla H_1 = \pi_2 \nabla H_2.
\end{equation}

Another way to obtain a bi-hamiltonian formulation is to choose $\frac{1}{2}(x^2 + y^2)$ and the following Poisson bracket
\begin{equation}
\{x, y\} = z \quad \{x, z\} = \frac{1}{2}k^2 y \quad \{y, z\} = \frac{1}{2}k^2 x.
\end{equation}

4. A GENERALIZATION

We generalize system (2) as follows: Define the Hamiltonian function in $\mathbb{R}^6$ with coordinates $(q, p)$
\begin{equation}
H = \frac{1}{2}p_1^2 + \frac{1}{2}p_2^2 + \frac{1}{2}p_3^2 + \frac{1}{2}(p_1q_2 - p_2q_1)^2 + \frac{1}{2}(p_1q_3 - p_3q_1)^2 + \frac{1}{2}(p_2q_3 - p_3q_2)^2.
\end{equation}

This system is integrable. Extending our earlier construction we define the following Poisson map from $\mathbb{R}^6 \to \mathbb{R}^6$:
\begin{align*}
x_1 &= p_1 \\
x_2 &= p_2 \\
x_3 &= p_3 \\
y_1 &= p_3q_2 - p_2q_3 \\
y_2 &= p_1q_3 - p_3q_1 \\
y_3 &= p_2q_1 - p_1q_2.
\end{align*}

The symplectic bracket of rank 6 maps onto the Poisson bracket of rank 4 with Poisson matrix
\begin{equation}
\pi = \begin{pmatrix} 0 & X \\ -X & Y \end{pmatrix},
\end{equation}

where
\begin{equation}
X = \begin{pmatrix} 0 & x_3 & -x_2 \\ -x_3 & 0 & x_1 \\ x_2 & -x_1 & 0 \end{pmatrix},
\end{equation}

and
\begin{equation}
Y = \begin{pmatrix} 0 & y_3 & -y_2 \\ -y_3 & 0 & y_1 \\ y_2 & -y_1 & 0 \end{pmatrix}.
\end{equation}

The bracket $\pi$ has two Casimirs $f_1 = x_1^2 + x_2^2 + x_3^2$ and $f_2 = x_1y_1 + x_2y_2 + x_3y_3$. The Poisson bracket is easily seen to be the Lie-Poisson bracket on $\mathfrak{e}(3)$ which is a semi-direct product. The system is a very
special case of the Clebsch system where all parameters are set equal to 1, see [1].

More generally, by introducing coefficients in the Hamiltonian $H$ and using the transformation (8) we get a new system with the Clebsch Hamiltonian

$$h = \frac{1}{2} \left( \lambda_1 x_1^2 + \lambda_2 x_2^2 + \lambda_3 x_3^2 + \kappa_1 y_1^2 + \kappa_2 y_2^2 + \kappa_3 y_3^2 \right).$$

The mapping (8) is a symplectic realization of the Clebsch system. The Poisson bracket $\pi$ is the Lie-Poisson structure on $e(3)$ with Casimirs $f_1, f_2$ as before. When the constants satisfy the condition

$$\frac{\lambda_2 - \lambda_3}{\kappa_1} + \frac{\lambda_3 - \lambda_1}{\kappa_2} + \frac{\lambda_1 - \lambda_2}{\kappa_3} = 0$$

we obtain one of the known integrable cases of geodesic flow on $e(3) = so(3) \times \mathbb{R}^3$. The equations of motion $\dot{y} = \{y, h\}, \dot{x} = \{x, h\}$ can be written in the vector form

$$\dot{y} = x \wedge \frac{\partial h}{\partial x} - y \wedge \frac{\partial h}{\partial y}$$

$$\dot{x} = x \wedge \frac{\partial h}{\partial y}$$

where $\wedge$ denotes the cross product on $\mathbb{R}^3$. The extra integral found by Clebsch is

$$f_3 = c(y_1^2 + y_2^2 + y_3^2 + \kappa_1 x_1^2 + \kappa_2 x_2^2 + \kappa_3 x_3^2),$$

where

$$c = \frac{\kappa_1 (\kappa_2 - \kappa_3)}{\lambda_2 - \lambda_3} = \frac{\kappa_2 (\kappa_3 - \kappa_1)}{\lambda_3 - \lambda_1} = \frac{\kappa_3 (\kappa_1 - \kappa_2)}{\lambda_1 - \lambda_2}.$$ 

For more details on this system see [1], [2], [3], [11], [12], [19].

5. Plücker coordinates

Let $U$ be a $k$-dimensional subspace of the $n$-dimensional Euclidean space $V = k^n$ where $k$ is a field. The set of all such $U$ is the Grassmanian $G(k,n)$ or $G(k,V)$. Let $N = \binom{n}{k} - 1$. Suppose that $U$ is spanned by the columns of a $n \times k$ matrix $A$. For every subset $I = \{1, \ldots, n\}$ of cardinality $k$, let $p_I$ be the $k \times k$ subdeterminant of $A$ defined by the rows of $I$. The vector $p = (p_I), |I| = k$ is called the vector of Plücker coordinates of $U$. This defines a point in $\mathbb{P}^N$. In this paper, the most relevant case is when $k = 2$. In the following running example we take $n = 4$.

Example 1. Consider the matrix $A$ given by
Then the Plücker vector $p = (p_{ij})$ has six components. The coordinate $p_{ij}$ corresponds to the sub-determinant defined by rows $i$ and $j$.

(8)\[ p_{ij} = x_i y_j - x_j y_i, \quad 1 \leq i < j \leq 4. \]

We think of this vector as a point in $\mathbb{P}^5$. Not every vector in $\mathbb{P}^5$ is the Plücker vector of a 2-dimensional subspace of $k^4$.

Another way to view the Plücker imbedding is to consider the map 

$$\gamma : G(k, n) \to \mathbb{P} \left( \bigwedge^k V \right)$$

given by 

$$\text{Span}(v_1, \ldots, v_k) \to [v_1 \wedge \cdots \wedge v_k].$$

This map $\gamma$ is injective and the image of $G(k, n)$ is closed. An element in the image of $\gamma$ is called totally decomposable and it can be written in the form $v_1 \wedge \cdots \wedge v_k$. A simple argument shows that if $n = 3$ then every non-zero element of $\bigwedge^2 V$ is totally decomposable. In dimension $n = 4$ this is not the case.

**Example 2.** Suppose $\dim V = 4$ and take a basis $e_1, e_2, e_3, e_4$. Then every element $v \in \bigwedge^2 V$ can be written as

$$v = p_{12}(e_1 \wedge e_2) + p_{13}(e_1 \wedge e_3) + p_{14}(e_1 \wedge e_4) + p_{23}(e_2 \wedge e_3) + p_{24}(e_2 \wedge e_4) + p_{34}(e_3 \wedge e_4).$$

In order for $v$ to be totally decomposable, we should have $v \wedge v = 0$, i.e.,

$$v \wedge v = 2(p_{12}p_{34} - p_{13}p_{24} + p_{14}p_{23}) = 0.$$

Therefore the image of the Plücker embedding of $G(2, 4)$ into $\mathbb{P}^5$ satisfies the homogeneous quadric equation

(9)\[ p_{12}p_{34} - p_{13}p_{24} + p_{14}p_{23} = 0. \]

Let $U$ be a $k$-dimensional subspace of $V$ spanned by $v_1, \ldots, v_k$. Then the vector of coefficients $p_{i_1 \ldots i_k}$, where $i_1 < i_2 < \cdots < i_k$, in the basis representation

$$v_1 \wedge \cdots \wedge v_k = \sum p_{i_1 \ldots i_k} e_{i_1} \wedge \cdots \wedge e_{i_k},$$

equals the Plücker coordinates of $U$ in homogeneous coordinates, i.e. both vectors denote the same point in $\mathbb{P}^N$.

Given a fixed $\omega \in \bigwedge^k V$ we examine the linear map

$$f_\omega : V \to \bigwedge^{k+1} V,$$
given by

\[ v \rightarrow v \wedge \omega. \]

By choosing canonical bases for \( V \) and \( \bigwedge^{k+1} V \) in lexicographic order, we obtain the corresponding matrix of \( f_\omega \) which we denote by \( A_\omega \). Then one can prove:

**Proposition 3.** The following are equivalent

(i) \( \omega \) is totally decomposable

(ii) \( \text{Ker} f_\omega = k \)

(iii) \( \text{rank} A_\omega = n - k \).

**Example 3.** We look again at the case \( G(2, 4) \) for an illustration. A vector \( \omega \in \bigwedge^2 V \) can be written in the form

\[ v = p_{12}(e_1 \wedge e_2) + p_{13}(e_1 \wedge e_3) + p_{14}(e_1 \wedge e_4) + p_{23}(e_2 \wedge e_3) + p_{24}(e_2 \wedge e_4) + p_{34}(e_3 \wedge e_4). \]

Using the basis \( e_1 \wedge e_2 \wedge e_3, e_1 \wedge e_2 \wedge e_4, e_1 \wedge e_3 \wedge e_4, e_2 \wedge e_3 \wedge e_4 \) of \( \bigwedge^3 V \) the representation matrix \( A_\omega \) is

\[
A_\omega = \begin{pmatrix}
p_{23} & -p_{13} & p_{12} \\
p_{24} & -p_{14} & 0 \\
p_{34} & 0 & -p_{14} \\
0 & p_{34} & -p_{24} & p_{23}
\end{pmatrix}.
\]

The vector \( \omega \) defines a Plücker vector of a line in \( \mathbb{P}^3 \) if and only if this matrix \( A_\omega \) has rank 2. That means that all \( 3 \times 3 \) minors of this matrix should vanish. The image of \( G(2, 4) \) under the Plücker embedding is the common zero locus of the sixteen \( 3 \times 3 \) minors of \( A_\omega \). For example

\[
\begin{vmatrix}
p_{23} & -p_{13} & p_{12} \\
p_{24} & -p_{14} & 0 \\
p_{34} & 0 & -p_{14}
\end{vmatrix} = p_{14}(p_{14}p_{23} - p_{13}p_{24} + p_{12}p_{34}) = 0.
\]

Indeed, four of the minors are zero, and the rest are all multiples of the quadratic polynomial \( p_{12}p_{34} - p_{13}p_{24} + p_{14}p_{23} \) which we found earlier.

More generally the Plücker relations for \( G(2, n) \) are given by the vanishing of quadratic polynomials of the form

\[
p_{ij}p_{kl} - p_{ik}p_{jl} + p_{jk}p_{il} = 0
\]

where \( 1 \leq i < j < k < l \leq n \). For later use we note that a line \( l \) intersects a line \( l' \) in \( \mathbb{P}^3 \) if their Plücker coordinates \( p \) and \( p' \) satisfy

\[
p_{12}p'_{34} - p_{13}p'_{24} + p_{14}p'_{23} + p_{23}p'_{14} - p_{24}p'_{13} + p_{34}p'_{12} = 0.
\]

See [15] for details.
6. Generalization to Dimension 4

We generalize the Poisson bracket (6) from three to four dimensions as follows:

\[
\begin{align*}
\{x_1, x_2\} &= \pi_{12} x_3 x_4 \\
\{x_1, x_3\} &= \pi_{13} x_2 x_4 \\
\{x_1, x_4\} &= \pi_{14} x_2 x_3 \\
\{x_2, x_3\} &= \pi_{23} x_1 x_4 \\
\{x_2, x_4\} &= \pi_{24} x_1 x_3 \\
\{x_3, x_4\} &= \pi_{34} x_1 x_2 .
\end{align*}
\]

(12)

A simple calculation shows that the Jacobi identity is satisfied if and only the following condition holds

\[
\pi_{12}\pi_{34} - \pi_{13}\pi_{24} + \pi_{14}\pi_{23} = 0 .
\]

(13)

We recognize this equation as the Plücker relation (9).

Remark 2. This type of bracket appears in [23, p. 23] as a generalization of the Sklyanin bracket, and where it is noted that it gives a 5-dimensional family of quadratic Poisson structures of rank two.

Example 4. Define

\[
\pi_{12} = 1, \quad \pi_{13} = 2, \quad \pi_{14} = 0, \quad \pi_{23} = -2, \quad \pi_{24} = -k^2, \quad \pi_{34} = 2k^2 .
\]

Take \( H = \frac{1}{2} (x_1^2 + x_2^2 + x_3^2) \). Then the equations of motion become

\[
\begin{align*}
\dot{x}_1 &= x_2 x_3 x_4 \\
\dot{x}_2 &= -x_1 x_3 x_4 \\
\dot{x}_3 &= 0 \\
\dot{x}_4 &= -k^2 x_1 x_2 x_3 .
\end{align*}
\]

(14)

The functions \( f = k^2 x_1^2 + x_4^2 \) and \( g = x_1^2 + x_2^2 + \frac{1}{2} x_3^2 \) are Casimirs of the Poisson bracket. Note that the choice \( x_3 = 1, x_1 = x, x_2 = y \) and \( x_4 = z \) gives equations (3).

Example 5. The Sklyanin bracket [20]

The choice

\[
\pi_{12} = j_2 - j_3, \quad \pi_{13} = j_1 - j_3, \quad \pi_{14} = j_1 - j_2, \quad \pi_{23} = 1, \quad \pi_{34} = 1 \quad \pi_{24} = 1 ,
\]

leads to the Sklyanin bracket. The Casimirs are \( x_1^2 + j_1 x_2^2 + j_2 x_3^2 + j_3 x_4^2 \) and \( x_2^2 + x_3^2 + x_4^2 \).

The Poisson bracket in the two examples can be obtained in a different way using a Jacobian type Poisson formula. This type of Poisson structure first appeared in [5], who attributed the formula to H.
Flaschka and T. Ratiu. For explicit proofs see [14], [22]. This formula may be obtained also from Nambu brackets by fixing some variables to constant. Nambu defined this generalization of Poisson bracket in three dimensional space $\mathbb{R}^3$. The Nambu brackets were generalized and given a geometrical interpretation by Takhtajan in [22]. See also, [9], [10].

Let us point out how such a Jacobian Poisson structure is defined. Let $f_1, \ldots, f_{n-2}$ be $n-2$ independent functions in $n$ variables $x_1, \ldots, x_n$. Then a Poisson structure is defined on $\mathbb{R}^n$ by

$$\{F, G\} := \det(\nabla F, \nabla G, \nabla f_1, \ldots, \nabla f_{n-2}),$$

where $F$ and $G$ are arbitrary smooth functions. It is clear that each of the $f_i$ is a Casimir of $\{\cdot, \cdot\}$, so that in particular the generic rank of $\{\cdot, \cdot\}$ is two.

In the case $n = 4$ the formula takes the form

$$\{F, G\} = \det(\nabla F, \nabla G, \nabla f, \nabla g),$$

where $f$ and $g$ are two arbitrary functions.

Let us take $f = \frac{1}{\beta}(\alpha_1 x_1^2 + \alpha_2 x_2^2 + \alpha_3 x_3^2 + \alpha_4 x_4^2)$ and $g = \frac{1}{\beta}(\beta_1 x_1^2 + \beta_2 x_2^2 + \beta_3 x_3^2 + \beta_4 x_4^2)$. Consider the Jacobian bracket generated by $f$ and $g$. For example,

$$\{x_1, x_2\} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} \alpha_1 x_1 \\ \alpha_2 x_2 \\ \alpha_3 x_3 \\ \alpha_4 x_4 \end{pmatrix} = (\alpha_3 \beta_4 - \alpha_4 \beta_3)x_3 x_4.$$

**Proposition 4.** The Jacobian Poisson bracket generated by the two Casimirs $f$, $g$ is of the form (12). Conversely, the Poisson bracket (12) is a Jacobian type bracket generated by two Casimirs.

**Proof.** Using (15) we obtain

$$\pi_{12} = (\alpha_3 \beta_4 - \alpha_4 \beta_3) = \pi'_{34},$$

$$\pi_{13} = (\alpha_4 \beta_2 - \alpha_2 \beta_4) = -\pi'_{24},$$

$$\pi_{14} = (\alpha_2 \beta_3 - \alpha_3 \beta_2) = \pi'_{23},$$

$$\pi_{23} = (\alpha_1 \beta_4 - \alpha_4 \beta_1) = \pi'_{14},$$

$$\pi_{24} = (\alpha_3 \beta_1 - \alpha_1 \beta_3) = -\pi'_{13},$$

$$\pi_{34} = (\alpha_1 \beta_2 - \alpha_2 \beta_1) = \pi'_{12}. $$

Then we have

$$\pi_{12} \pi_{34} - \pi_{13} \pi_{24} + \pi_{14} \pi_{23} = \pi'_{34} \pi'_{12} - \pi'_{24} \pi'_{13} + \pi'_{23} \pi'_{14} = 0.$$

Therefore the Jacobi identity is satisfied. We obtain a Jacobian Poisson bracket of rank 2 and of the from (12).

Conversely, if
\[ \pi = \begin{pmatrix} 0 & \pi_{12} x_3 x_4 & \pi_{13} x_2 x_4 & \pi_{14} x_2 x_3 \\ -\pi_{12} x_3 x_4 & 0 & \pi_{23} x_1 x_4 & \pi_{24} x_1 x_3 \\ -\pi_{13} x_2 x_4 & -\pi_{23} x_1 x_4 & 0 & \pi_{34} x_1 x_2 \\ -\pi_{14} x_2 x_3 & -\pi_{24} x_1 x_3 & -\pi_{34} x_1 x_2 & 0 \end{pmatrix}, \]

then \( \det \pi \) is equal to \( x_1^2 x_2^2 x_3^2 x_4^2 (\pi_{12} \pi_{34} - \pi_{13} \pi_{24} + \pi_{14} \pi_{23})^2 \). The bracket has rank 2 if and only if \( \pi_{12} \pi_{34} - \pi_{13} \pi_{24} + \pi_{14} \pi_{23} = 0 \). Therefore it is Poisson if and only if it has rank 2. It follows from the fact that the Plücker map is injective that we can define \( \pi \) Poisson if and only if it has rank 2. Using this Poisson bracket and taking as Hamiltonian the function \( f \) and \( g \). We prove this explicitly in the case \( \pi_{23} \neq 0 \). We take \( \alpha_1 = 0 \) and \( \beta_4 = 0 \). Then we have

\[
\begin{align*}
\pi_{12} &= -\alpha_4 \beta_3 \\
\pi_{13} &= \alpha_4 \beta_2 \\
\pi_{14} &= \alpha_4 \beta_3 - \alpha_3 \beta_2 \\
\pi_{23} &= -\alpha_4 \beta_1 \\
\pi_{24} &= \alpha_3 \beta_1 \\
\pi_{34} &= -\alpha_4 \beta_1.
\end{align*}
\]

The fourth and fifth equation imply that \( \alpha_3 \pi_{23} = -\alpha_4 \pi_{24} \). We choose \( \alpha_3 = -\pi_{24} \) and \( \alpha_4 = \pi_{23} \). The first equation gives \( \beta_3 = -\frac{\alpha_3}{\pi_{23}} \) and the second gives \( \beta_2 = \frac{\pi_{13}}{\pi_{23}} \). The fourth equation implies that \( \beta_1 = -1 \) and the last equation \( \alpha_2 = \pi_{34} \). The consistency of the third equation follows from the Plücker relation. Therefore we may choose \( f = \pi_{34} x_2^2 - \pi_{24} x_3^2 + \pi_{23} x_4^2 \) and \( g = \pi_{23} x_1^2 - \pi_{13} x_2^2 + \pi_{12} x_3^2 \). This completes the proof.

Given a system of the form

\begin{equation}
\begin{align*}
\dot{x}_1 &= c_1 x_2 x_3 x_4 \\
\dot{x}_2 &= c_2 x_1 x_3 x_4 \\
\dot{x}_3 &= c_3 x_1 x_2 x_4 \\
\dot{x}_4 &= c_4 x_1 x_2 x_3
\end{align*}
\end{equation}

where the \( c_i \) are different than zero, it has the obvious integrals \( f_1 = c_2 x_1^2 - c_1 x_2^2 \) and \( f_2 = c_4 x_3^2 - c_3 x_4^2 \). Using the Jacobian formula (generated by \( f_1 \) and \( f_2 \) we obtain a Poisson bracket of the form (12) where

\[
\pi_{12} = 0, \quad \pi_{13} = -4c_1 c_3, \quad \pi_{14} = -4c_1 c_4, \quad \pi_{23} = -4c_2 c_3, \quad \pi_{24} = -4c_2 c_4, \quad \pi_{34} = 0.
\]

Using this Poisson bracket and taking as Hamiltonian the function

\[ H = \frac{1}{16} \left( \frac{x_1^2}{c_1} + \frac{x_2^2}{c_2} - \frac{x_3^2}{c_3} - \frac{x_4^2}{c_4} \right) \]
we obtain equations (16). Therefore the system (16) is always a completely integrable Hamiltonian system. This procedure, of course, generalizes easily to higher dimensions.

Recall the definition of compatible Poisson brackets. Let \((M, \pi_1), (M, \pi_2)\) be two Poisson structures on \(M\). If \(\pi_1 + \pi_2\) is also Poisson then the two tensors form a Poisson pair on \(M\). The corresponding Poisson brackets are called compatible. We would like to find a condition so that two brackets of the form (12) are compatible. Consider two brackets in \(R^4\) of the form (12) defined by functions \(\pi_{ij}\) and \(\pi'_{ij}\).

When are they compatible? A simple computation of the Jacobi identity shows that the following identity should be satisfied:

\[
\pi_{12}\pi'_{34} - \pi_{13}\pi'_{24} + \pi_{14}\pi'_{23} - \pi_{24}\pi'_{13} + \pi_{34}\pi'_{12} = 0 .
\]

Comparing this equation with equation (11) we immediately have the following:

**Proposition 5.** Consider two Poisson brackets \(\pi_{ij}\) and \(\pi'_{ij}\) associated to two lines \(l\) and \(l'\) in \(P^3\). Then \(\pi_{ij}\) and \(\pi'_{ij}\) are compatible if and only if the line \(l\) intersects the line \(l'\) in \(P^3\).

The Poisson brackets of examples (4) and (5) are not compatible.

### 7. Generalization to \(R^n\)

More generally we can consider on \(R^n\) a bracket of the form

\[
\{x_i, x_j\} = \pi_{ij}x_1x_2\cdots\hat{x}_i\cdots\hat{x}_j\cdots x_n .
\]

As usual the notation \(\hat{x}_i\) means that the variable \(x_i\) is omitted. As in dimension 4 the Jacobi identity is satisfied if and only if the Plücker relations are satisfied.

**Theorem 1.** The bracket (17) is Poisson if and only if the \(\pi_{ij}\) satisfy the Plücker relations.

**Proof.** We may assume \(i < j < k\). We check the Jacobi identity for coordinate functions \(x_j\).
\( \{ x_i, \{ x_j, x_k \} \} + \{ x_j, \{ x_k, x_i \} \} + \{ x_k, \{ x_i, x_j \} \} = \)
\( \{ x_i, \pi_{jk}x_1x_2 \cdots \hat{x}_l \cdots x_k \cdots x_n \} - \{ x_j, \pi_{ik}x_1x_2 \cdots \hat{x}_l \cdots x_i \cdots x_k \cdots x_n \} + \{ x_k, \pi_{ij}x_1x_2 \cdots \hat{x}_i \cdots \hat{x}_j \cdots x \}
\)
\( = x_i \pi_{jk} \left( \sum_{l \neq j, k} \{ x_i, x_l \} x_1x_2 \cdots \hat{x}_l \cdots \hat{x}_j \cdots x_k \cdots x_n \right) - \)
\( - x_j \pi_{ik} \left( \sum_{l \neq i, k} \{ x_j, x_l \} x_1x_2 \cdots \hat{x}_l \cdots \hat{x}_i \cdots \hat{x}_k \cdots x_n \right) + \)
\( x_k \pi_{ij} \left( \sum_{l \neq i, j} \{ x_k, x_l \} x_1x_2 \cdots \hat{x}_i \cdots \hat{x}_j \cdots x_k \cdots x_n \right) \)

We examine this expression for fixed \( l \). It is equal to
\( x_i \pi_{jk} \left( \pi_{il} x_1x_2 \cdots \hat{x}_i \cdots \hat{x}_l \cdots x_n \right)_{l \neq j, k} x_1x_2 \cdots \hat{x}_i \cdots \hat{x}_j \cdots x_k \cdots x_n - \)
\( - x_j \pi_{ik} \left( \pi_{jl} x_1x_2 \cdots \hat{x}_j \cdots \hat{x}_l \cdots x_n \right)_{l \neq i, k} x_1x_2 \cdots \hat{x}_i \cdots \hat{x}_j \cdots x_k \cdots x_n + \)
\( + x_k \pi_{ij} \left( \pi_{kl} x_1x_2 \cdots \hat{x}_i \cdots \hat{x}_l \cdots x_n \right)_{l \neq i, j} x_1x_2 \cdots \hat{x}_i \cdots \hat{x}_j \cdots x_k \cdots x_n \)
\( = \left( \pi_{jk} \pi_{il} - \pi_{ik} \pi_{jl} + \pi_{ij} \pi_{kl} \right) x_1^2 x_2^2 \cdots \hat{x}_i^2 \cdots \hat{x}_j^2 \cdots x_n x_i x_j x_k . \)

Since the expression involves homogeneous polynomials, the Jacobi identity is satisfied only if the coefficients all vanish. Therefore we get
\( \pi_{jk} \pi_{il} - \pi_{ik} \pi_{jl} + \pi_{ij} \pi_{kl} = 0 . \)

Example 6. Double-elliptic system. (see \cite{1}, \cite{18}.)

The Hamiltonian of the two-particle double-elliptic system in the form of \cite{5} is
\[
H(p, q) = \alpha(q|k) \text{cn} \left( p \beta(q|k) \frac{\tilde{k} \alpha(q|k)}{\beta(q|k)} \right)
\]
where \( \alpha(q|k) = \sqrt{1 + \frac{g^2}{sn^2(q|k)}} \) and \( \beta(q|k) = \sqrt{1 + \frac{g^2 k}{sn^2(q|k)}} \) coincides with \( x_5 \).

We choose the following system of four quadrics in \( \mathbb{R}^6 \)
\[
\begin{align*}
x_1^2 - x_2^2 &= 1 \\
x_1^2 - x_3^2 &= k^2 \\
-g^2 x_1^2 + x_4^2 - x_5^2 &= 1 \\
-g^2 x_1^2 + x_4^2 + k^{-2} x_6^2 &= \tilde{k}^{-2} .
\end{align*}
\]
Using the bracket (15) we obtain a Poisson bracket of the form (17). Up to a factor of $\frac{16}{k^2}$ some non-trivial brackets are
\[
\{x_1, x_5\} = -x_2 x_3 x_4 x_6 \\
\{x_2, x_5\} = -x_1 x_3 x_4 x_6 \\
\{x_3, x_5\} = -x_1 x_2 x_4 x_6 \\
\{x_4, x_5\} = -g^2 x_1 x_2 x_3 x_6.
\]

The fact that $\{x_5, x_6\} = 0$ shows that $x_6$ is a constant of motion. Setting the integrals $x_5$ and $x_6$ to constants we obtain the following system of equations in $\mathbb{R}^4$:
\[
\dot{x}_1 = x_2 x_3 x_4 \\
\dot{x}_2 = x_1 x_3 x_4 \\
\dot{x}_3 = x_1 x_2 x_4 \\
\dot{x}_4 = g^2 x_1 x_2 x_3.
\]

This system has the form of Fairlie elegant integrable system (13). Of course the integrals survive after reduction, i.e. $x_1^2 - x_2^2$, $x_1^2 - x_3^2$, $x_4^2 - g^2 x_1^2$ are first integrals of the reduced system.
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