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Abstract

It is essential for a robot to be able to detect revisits or \textit{loop closures} for long-term visual navigation. A key insight explored in this work is that the loop-closing event inherently occurs sparsely, i.e., the image currently being taken matches with only a small subset (if any) of previous images. Based on this observation, we formulate the problem of loop-closure detection as a \textit{sparse, convex} $\ell_1$-minimization problem. By leveraging fast convex optimization techniques, we are able to efficiently find loop closures, thus enabling real-time robot navigation. This novel formulation requires no offline dictionary learning, as required by most existing approaches, and thus allows \textit{online incremental} operation. Our approach ensures a \textit{unique} hypothesis by choosing only a single globally optimal match when making a loop-closure decision. Furthermore, the proposed formulation enjoys a \textit{flexible} representation with \textit{no} restriction imposed on how images should be represented, while requiring only that the representations are “close” to each other when the corresponding images are visually similar. The proposed algorithm is validated extensively using real-world datasets.

1. Introduction

With a growing demand for autonomous robots in a range of applications, such as search and rescue \cite{42,8}, and space and underwater exploration \cite{7}, it is essential for the robots to be able to navigate accurately for an extended period of time in order to accomplish the assigned tasks. To this end, the ability to detect revisits (i.e., \textit{loop closure} or place recognition) becomes necessary, since it allows the robots to bound the errors and uncertainty in the estimates of their positions and orientations (poses). In this work, we particularly focus on
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loop closure during visual navigation, i.e., given a camera stream we aim to efficiently determine whether the robot has previously seen the current place or not.

Even though the problem of loop closure has been extensively studied in the visual-SLAM literature (e.g., see [30, 13, 21]), a vast majority of existing algorithms typically require the offline training of visual words (dictionary) from a priori images that are acquired previously in visually similar environments. Clearly, this is not always the case when a robot operates in an unknown, drastically different environment. In general, it is difficult to reliably find loops in (visual) appearance space. One particular challenge is the perceptual aliasing – that is, while images may be similar in appearance space, they might be coming from different places.

To mitigate this issue, both temporal (i.e., loops will only be considered closed if there are other loops closed nearby) and geometric constraints (i.e., if a loop has to be considered closed, a valid transformation must exist between the matched images) can be employed [21]. It is important to point out that the approach of [21] decides on the quality of a match locally – If the match with the highest score (in some distance measure) is away from the second highest, it is considered a valid candidate. However, the local information may lead to incorrect loop-closure decisions because both temporal and geometric conditions can easily fail in highly self-similar environments such as corridors in a hotel.

To address the aforementioned issues, in this paper we introduce a general, online loop-closure approach for vision-based robot navigation. In particular, by realizing that loops typically occur intermittently in a navigation scenario, we, for the first time ever, formulate loop-closure detection as a sparse $\ell_1$-minimization problem that is convex. This is opposed to the current methods that cast loop closure detection as an image retrieval problem [21, 13]. By leveraging the fast convex optimization techniques, we subsequently solve the problem efficiently and achieve real-time frame-rate generation of loop-closure hypotheses. Furthermore, the proposed formulation enjoys flexible representations and can produce loop-closure hypotheses regardless of what the extracted features represent – that is, any discriminative information, such as descriptors, Bag of Words (BoW), or even whole images, can be used for detecting loops. Lastly, we shall stress that our proposed approach declares a loop that is valid only when it is globally unique, which ensures that if perceptual aliasing is being caused by more than one previous image, no loop closure will be declared. Although this is conservative in some cases, since a false loop closing can be catastrophic while missing a loop closure generally is not, ensuring such global uniqueness is necessary and important, in particular, in highly self-similar environments.

The rest of the paper is organized as follows: After reviewing the related work, we formulate loop-closure detection as a sparse $\ell_1$-minimization problem in Section 3. In Section 4, we present in detail the application
of this formulation to visual navigation, which is validated via the real-world experiments in Section 5. Finally, Section 6 concludes this work as well as outlines the possible directions for future research.

2. Related Work

The problem of loop-closure detection has been extensively studied in the SLAM literature and many different solutions have been proposed over the years (e.g., see [24, 30] and references therein). In what follows, we briefly overview the work that closely relates to the proposed approach.

In particular, the FAB-MAP [13] is a probabilistic appearance-based approach using visual BoW for place recognition, and was shown to work robustly over trajectories up to 1000 km. Similarly, the Binary-BoW (BBoW)-based method [21] detects the FAST keypoints [38] and employs a variation of the BRIEF descriptors [6] to construct the BoW. A verification step is further enforced to geometrically check the features extracted from the matched images. It should be pointed out that both methods [13, 21] are based on the similar ideas of text-retrieval [34, 40]: These methods learn the BoW dictionaries beforehand, which are used later for detecting loop closures when the robots actually operates in the field. This restricts the expressive power of the dictionary in cases where it has to operate in environments drastically different from where the dictionary was constructed. In contrast, the proposed approach builds the dictionary online as the robot explores an unknown environment, while at the same time efficiently detecting loops (if any). Moreover, rather than solely relying on the descriptors-based BoW, our method is flexible and can utilize all pixel information to discriminate places even in presence of dynamic objects (encoded as sparse errors), any descriptor that can represent similar places, or any combination of such descriptors.

Some recent work has focused on loop closure under extreme changes in the environment such as different weather and/or lighting conditions at different times of the day. For example, Milford and Wyeth [33] proposed the SeqSLAM that is able to localize with drastic lighting and weather changes by matching sequences of images with each other as opposed to single images. Churchill and Newman [12] introduced the experience-based maps that learn the different appearances of the same place as it gradually changes in order to perform long-term localization. Building upon [12], Paul and Newman [36] also discovered new images to attain better localization. In addition, Lee et al. [28, 29] have explored geometric features such as lines for the task of loop closure detection in both indoor and outdoor scenarios. Note that if the information invariant to such changes can be extracted as in [13, 21, 33, 12, 36, 28, 29], the proposed formulation can also be used to obtain loop-closure hypotheses. Essentially, in this work we focus on finding loop closures
given some discriminative descriptions such as descriptors and whole images, assuming no specific type of image representations.

More recently, with the rediscovery of efficient machine learning techniques, Convolutional Neural Networks (CNNs)\cite{4, 27} have been exploited to address loop closure detection \cite{44, 45}. These networks are multi-layered architectures that are typically trained on millions of images for tasks such as object detection and scene classification. The internal representations at each layer are learned from the data itself and therefore can be used as features to replace hand-crafted features. Based on this approach, Sünderhauf et al. \cite{44} extract features from different layers in the network and identify the layers that are useful for viewpoint and illumination invariant place recognition. Moreover, in \cite{45} landmarks are treated as objects by finding object proposals in the images and features are extracted for them using deep networks. These features then allow for viewpoint invariant place categorization by matching different objects from varied viewpoints. In these CNN-based place categorization techniques, the networks are used as feature extractors followed by some form of matching. In this paper, we show that these deep features can also be utilized in the proposed framework of loop-closure detection.

It should be noted that in our previous conference publication \cite{26}, we have preliminarily shown that the proposed loop-closing framework is general and can employ most hand-crafted features. Recently, Shakeri and Zhang \cite{39} extended this sparse-optimization based framework to an incremental formulation allowing for the use of the previous solution of the sparse optimization to jump start the next one, while Zhang et al. \cite{46} further extended it to a multi-step delayed detection of loops (instead of single-step detection as in our prior work \cite{26}) in order to exploit the structured sparsity of the problem. In this paper, we present more detailed analysis and thorough performance evaluations, including new experiments using deep features and validations in challenging multiple-revisit scenarios, as well as new comparisons against the well-known nearest neighbour (NN) search.

3. Sparse Optimization for Loop Closure

In this section, we formulate loop-closure detection as a sparse optimization problem based on a sparse and redundant representation. Such representations have been widely used in computer vision for problems such as denoising \cite{19}, deblurring \cite{18}, and face recognition \cite{11}. Similarly, Casafranca et al. \cite{9, 10} formulated the back-end of graph SLAM as an $\ell_1$-minimization problem. However, no prior work has yet investigated this powerful technique for loop closure detection in robot navigation. The key idea of
this approach is to represent the problem redundantly, from which a sparse solution is sought for a given observation.

Suppose that we have the current image represented by a vector \( b \in \mathbb{R}^n \), which can be either the vectorized full raw image or descriptors extracted from the image. Assume that we also have a dictionary denoted by \( B = [b_1 \cdots b_m] \in \mathbb{R}^{n \times m} \), which consists of \( m \) basis vectors of the same type as \( b \). Thus, solving the linear system \( Bx = b \) yields the representation of \( b \) in the base \( B \) in the form of the vector \( x \in \mathbb{R}^m \). Elements of \( x \) indicate which basis vectors, \( b_i \), best explain \( b \) and how much the corresponding contributions are. A zero contribution \( (x_i = 0) \) simply implies that the corresponding basis vector \( b_i \) is irrelevant to \( b \). One trivial example of a dictionary is the \( n \times n \) identity matrix, \( B = I_n \), which gives us the same representation, i.e., \( I_n x = b \Rightarrow x = b \). It is important to note that we have made no assumption about what the dictionary contains, and in general, any arbitrary bases including random matrices or wavelets can be used as a dictionary.

We know that a general vector \( b \) can be represented by a basis matrix \( B \) if and only if it belongs to the range space of \( B \), i.e., \( \exists x \neq 0 \), s.t. \( Bx = b \). Carefully choosing these bases may result in a sparse representation, i.e., \( x \) is sparse. Very often this is the case in practice, because the signal is naturally sparse when represented in a certain, often overcomplete, basis [19]. For instance, when representing an image using the wavelet basis, there are only a few coefficients that are nonzero. Note also that a vector may not be representable by the bases, for example, if the basis matrix (dictionary) is rank-deficient and the vector is in the right nullspace of the matrix. To exclude such singular cases, in this work, we assume that the image vector \( b \) is always representable by the basis matrix which is of full row rank (i.e., \( \text{rank}(B) = n \)). Moreover, we allow the bases to be redundant, that is, we may have more (not necessarily orthogonal) basis vectors than the dimension of the image vector (i.e., \( m > n \)). Note that this assumption can be satisfied by carefully designing the dictionary (see Section 4). In general, a redundant dictionary leads to the sparse representation of the current image, which is what we seek and describes the sparse nature of the loop-closure events (i.e., occurring sparsely).

Consider that we have \( m > n \) basis vectors, then \( Bx = b \) becomes an under-determined linear system and has infinitely many solutions. Therefore, we have to regularize it in order to attain a unique solution by specifying a desired criterion that the solution should satisfy. Typically, this regularization takes the form of looking for a solution, \( x^* \), that leads to the minimum reconstruction error in the \( \ell_2 \)-norm sense, which
corresponds to the least-squares formulation:

\[
\min_x \| Bx - b \|_2^2 \Rightarrow x^* = B^T(BB^T)^{-1}b \tag{1}
\]

Note that \( \ell_2 \)-norm is widely used in practice in part because of the closed-form unique solution, while leading to a dense representation, i.e., almost all of the elements of \( x^* \) are non-zero and thus all the basis vectors are involved in representing the current image vector. This goes against our prior knowledge of loop closures occurring sparsely. Theoretically, the least-squares solution can lie very far from the sparse solution for an underdetermined system \([16]\), which motivates the ensuing sparse formulation.

Due to the fact that loop-closure events often occur sparsely, we instead aim to find the sparsest possible solution under the condition that it best explains the current image. Intuitively, by assuming that the basis dictionary consists of all the previous observed images and thus is redundant, we are looking for the smallest possible subset of previous images that can best explain the current image. The smallest such subset would contain just a single image which is “closest” to the current image (in appearance or descriptor space) under the assumption that there exists a unique image from the past which matches the current image. To that end, we employ the \( \ell_0 \)-norm to quantify the sparsity of a vector, i.e., \( \| x \|_0 = \text{Card}(x : \forall i, x_i \neq 0) \), the total number of non-zero elements in \( x \). Note that a vector with \( d \) non-zero elements is called \( d \)-sparse. Thus, the problem of loop closure can be formulated as follows:

\[
\min_x \| x \|_0 \quad \text{subject to} \quad Bx = b \tag{2}
\]

The above problem is a combinatorial optimization problem which in general is NP-hard \([1]\), because all of the possible \( d \)-sparse vectors have to be enumerated to check whether they fulfill the constraint. To address this computational-intractability issue, we relax the \( \ell_0 \)-norm in \((2)\) to \( \ell_1 \)-norm, which is defined as the summation of absolute values of the elements of \( x \), \( \| x \|_1 = \sum_{i=1}^n |x_i| \), since it is known that \( \ell_1 \)-norm is the closest convex approximation to \( \ell_0 \)-norm and also results in a sparse solution \([15]\), i.e.,

\[
\min_x \| x \|_1 \quad \text{subject to} \quad Bx = b \tag{3}
\]

The problem \((3)\) assumes the perfect reconstruction without noise, which clearly is not the case in practice. Hence, we introduce a sparse noise (error) term along with the basis vectors to explain the current image and reformulate \((3)\) as follows:

\[
\min_{x,e} \| x \|_1 + \| e \|_1 \quad \text{subject to} \quad Bx + e = b \tag{4}
\]

\[
\Rightarrow \min_{\alpha} \| \alpha \|_1 \quad \text{subject to} \quad D\alpha = b \tag{5}
\]
where $D := \begin{bmatrix} I_n & B \end{bmatrix}$ and $\alpha := \begin{bmatrix} e \\ x \end{bmatrix}$. Note that we have normalized the basis vectors when building the dictionary $D$, and thus $I_n$ can be considered as the noise bases along each of the $n$ directions of the data space, and $e$ becomes an indication variable for which noise components dominate the reconstruction error. This allows us to normalize $x$ and $e$ together when computing contributions of data and noise bases (see Section 4.1). We stress that this new formulation of loop closure (5) takes advantage of the fact that $\ell_1$-norm automatically promotes sparsity, as opposed to the more commonly used $\ell_2$-based least-squares formulation [3]. In solving (5) for a minimum $\ell_1$-norm solution, we are in effect seeking an explanation of the current image with the fewest basis vectors from the redundant dictionary. This problem is also known as atomic decomposition [19], since $b$ is decomposed into its constituent atoms in the dictionary.

4. Closing Loops via $\ell_1$-Minimization

We have formulated loop closure as a sparse convex $\ell_1$-minimization problem (5) in the preceding section. We now present in detail how this novel formulation can be utilized in vision-based robot navigation. In what follows, we first explain how a dictionary can be constructed incrementally online, and then how such a dictionary can be used at each time step to generate loop-closure hypotheses.

4.1. Building Dictionary

The first step in the proposed process of detecting loops is to build a set of basis vectors that make up the dictionary. Unlike the state-of-the-art loop-closure detection methods (e.g., [21]), the proposed approach does not learn the dictionary offline before the start of the experiment. Instead, the dictionary is built exclusively for the current experiment, as the robot moves and collects images – that is, incrementally online as images arrive.

As a new image becomes available, a mapping function, $f : \mathcal{R}^{(r,c)} \rightarrow \mathcal{R}^n$, transforms the image of resolution $r \times c$ to a unit vector of dimension $n$. Due to the flexibility of representation enjoyed by our proposed approach, this function is general and can be either a whole image or descriptors such as HOG [14] and GIST [35] computed over the image. That is, the basis vectors can represent any information that helps distinguish between two images. The proposed method can be considered as data association in a high-dimensional space carried out by (approximately) reconstructing a given vector from a subset of unit vectors in that space. As such, this approach is agnostic to what these vectors physically represent. For this reason, versatility of representation is inherent to our algorithm, allowing representations ranging from
whole images to descriptors, BoW, or even mean and variance normalized images over time for matching sequences across different times of day or changing weather conditions. Also, since we use the $\ell_2$-norm of the error (i.e., Euclidean distance) to measure how good the reconstruction is, any descriptor whose distance between two vectors is measured in term of $\ell_2$-norm, can be naturally incorporated in the proposed approach.

In order to ensure full row rank of the dictionary matrix $D$, we initialize the dictionary with an identity matrix $I_n$, which also accounts for the bases of the noise $e$ [see (5)]. When the first image denoted by $i_1$ arrives, $b_1 = f(i_1)$ is added to the dictionary. In general, updating the dictionary at the $i$-th time step is simply appending $b_i = f(i_i)$ to the end of the current dictionary. However, before augmenting the dictionary, we need to determine whether or not there are some previous images that explain the current one, i.e., we need to detect any loop that can be closed based on the current image.

4.2. Solving $\ell_1$-Minimization

Once the dictionary $D$ is available and when an image arrives at every time step, we are now ready to solve the convex, sparse $\ell_1$-minimization problem (5) in order to find (if any) loop closures. While various approaches such as the primal-dual method are available for solving a convex optimization problem [5], we here leverage the homotopy approach because of its efficiency [31, 17], which is specifically designed to take advantage of the properties of $\ell_1$-minimization.

In particular, relaxing the equality constraint in (5) yields the following constrained minimization:

$$\min_{\alpha} \|\alpha\|_1 \quad \text{subject to} \quad \|D\alpha - b\|_2 \leq \epsilon$$

where $\epsilon > 0$ is a pre-determined noise level. This is termed the basis pursuit denoising problem in compressive sensing [15]. An equivalent variant of (6) is the following unconstrained minimization problem that is actually solved by the homotopy approach:

$$\min_{\alpha} \lambda \|\alpha\|_1 + \frac{1}{2} \|D\alpha - b\|_2$$

where $\lambda$ is a scalar weighting parameter. To solve (7), the homotopy method uses the fact that the objective function undergoes a homotopy continuation from the $\ell_2$ cost (the second term) to the $\ell_1$ cost (the first term) as $\lambda$ increases from zero to one [17]. The computational complexity of this approach is $O(dn^2 + dn)$.}

--

2 Although this simple augmentation would make the dictionary grow unbounded, more sophisticated update policies (e.g., replacing or merging basis vectors for the same locations) can be designed in order to control the size of the dictionary when a robot repeatedly operates in the same environment.
Algorithm 1 Closing Loops via $\ell_1$-Minimization

**Input:** Dictionary $D_{i-1}$, Current image $i_i$, Threshold $\tau$, Weight $\lambda$, Ignoring-time window $t_g$

**Output:** Loop-closure hypotheses $H$, Updated dictionary $D_i$

1: $b_i := f(i_i)$

2: **Hypothesis generation:**

3: Solve $\min_{\alpha_i} \lambda \|\alpha_i\|_1 + \frac{1}{2} \|D_{i-1}\alpha_i - b_i\|_2$ using the homotopy approach (see Section 4.2)

4: Normalize $\hat{\alpha}_i := \frac{\alpha_i}{\|\alpha_i\|_2}$

5: Find hypotheses $H := \{j | \hat{\alpha}_{i,j} > \tau, \|i - j\|_1 > t_g\}$

6: **Dictionary update:**

7: $D_i := [D_{i-1} \quad b_i]$

recovering a $d$-sparse signal in $d$ steps using an $n \times m$ dictionary, although in the worst case when recovering a non-sparse solution in a high-dimensional observational space and large number of basis vectors, it can perform as worse as $O(m^3)$, which fortunately is not the case in this work.

The above homotopy solver is employed to determine loop closure for the $i$-th image represented by $i_i$, by solving (7) for $f(i_i)$ using the up-to-date dictionary $D_{i-1} = [I_n \quad f(i_1) \ldots f(i_{i-1})]$.

The solution $\alpha_i = [\alpha_{i,1} \ldots \alpha_{i,n+i-1}]^T$ at the $i$-th time step contains the contribution of all previous bases in constructing the current image. To find a unique image to close a loop with, we are interested in which basis vector has the greatest relative contribution, which can be found by calculating the unit vector $\hat{\alpha}_i = \alpha_i / \|\alpha_i\|_2$. Any entry greater than a predefined threshold, $\tau$, is considered a loop-closure candidate. In addition, due to the fact that in a visual navigation scenario, the neighbouring images are typically overlapped with the current image and thus have great “spurious” contributions, we explicitly ignore a time window, $t_g$, around the current image, during which loop-closure decisions are not taken. This is a design parameter and can be chosen based on the camera frequency (fps) and robot motion. Once the decision is made, the dictionary is updated by appending $f(i_i)$ to it, i.e., $D_i = [D_{i-1} \quad f(i_i)]$. The main steps of this process are summarized in Algorithm 1.

---

3The subscript $i - 1$ is hereafter used to denote the time index, thus revealing the online incremental process of the proposed approach.
Figure 1: Sample images from the New College dataset: Query images (top) and the corresponding match images (bottom). The images are down-sampled to $8 \times 6$ pixels. Note that in spite of dynamic changes and motion blurs occurring in these images which deteriorate the loop-closure problem, the proposed approach still provides reliable results.

4.3. Remarks

4.3.1. Global uniqueness

It is important to note that the solution to (7), by construction, is guaranteed to be sparse. In the ideal case of no perceptual aliasing, the solution is expected to be 1-sparse, because ideally there exists only one image in the dictionary that matches the current image when a revisit occurs. In the case of exploration where there is no actual loop-closure match in the dictionary, the current image is best explained by the last observed and the solution hence is still 1-sparse, which however will not generate a valid loop-closure detection because of the temporal constraint $t_g$ enforced in our implementation. Note that if there are significant differences such as illumination or dynamic objects, the solution may no longer be 1-sparse (see Section 5.7).

In a general case where $k > 1$ images that have been previously observed and that are visually similar to the current image, a naive thresholding based method – which simply compares the current image to each of the previous ones based on some similarity measure – would likely produce $k$ loop-closure hypotheses corresponding to the $k$ images in the dictionary. It is very important to note that such an approach independently calculates the contribution of each previous image, without taking into account the effects of other images or data noise, despite the fact that due to noise they may be correlated and thus is suboptimal. In contrast, the proposed $\ell_1$-minimization-based approach simultaneously computes the optimal contribution of all the previous images and noise by finding the global optimal solution $\hat{\alpha}$ of the convex problem (7), and
guarantees the unique hypothesis by selecting the $j$-th image with the greatest $\hat{\alpha}_{i,j}$.

In the case of multiple revisits to the same location, the proposed approach, as presented here, is conservative (i.e., only one, but the best one, revisit would be selected). Including the corresponding images from earlier visits in the dictionary would lead to a non-unique solution, when the same location is revisited again. However, the proposed method can be easily extended to detect loops on multiple revisits. Instead of considering the contribution of all the previous basis separately, if a loop exists between previous locations $k$ and $l$, we consider their joint contribution ($\hat{\alpha}_{i,k} + \hat{\alpha}_{i,l}$) when making the decision. This ensures that even though these places are not individually unique enough to explain the current image, together (and since they are visually similar as we already have a loop closure between them), they best explain the current observation, allowing us to detect loop closures in case of multiple revisits.

4.3.2. Flexible basis representation

We stress that the dictionary representation used by the proposed approach is general and flexible. Although we have focused on the simplest basis representation using the down-sampled whole images (see Section 5), this does not restrict our method only to work with this representation. In fact, any discriminative feature that can be extracted from the image (e.g., GIST, HOG, etc.) can be used as dictionary bases for finding loops, thus permitting the desired properties such as view and illumination invariance. To show that, particular experiments have been performed in Section 5 using different types of bases and their combinations. Moreover, it is not limited to a single representation at a time. If we have $k$ descriptors $f_i : \mathbb{R}^{(r,c)} \rightarrow \mathbb{R}^{k_i}$, a multi-modal descriptor can be easily formed by stacking them up in a vector in $\mathbb{R}^K$ ($K = \sum_{i=1}^{k} k_i$). This idea has recently been exploited in [46]. Therefore, our proposed method can be considered as a generalized loop-closing approach that can use any basis vectors as long as a metric exists to provide the distance between them.

4.3.3. Robustness

It is interesting to point out that sparse $\ell_1$-minimization inherently is robust to data noise, which is widely appreciated in computer vision (e.g., see [11]). In particular, the sparse noise (error) term in (5) can account for the presence of dynamic changes or motion blurs. For example, in Fig. 1 the dominant background basis explains most of the image, while the dynamic elements (which have not been observed before) can be represented by the sparse noise, and Fig. 2 shows that the proposed approach robustly finds these loops. Such robust performance becomes necessary particularly for long-term mapping where the environment often gradually changes over time and thus reliable loop closure in presence of such changes is essential.
Figure 2: Loop closures detected by the proposed approach using two different bases for the New College dataset. In these plots, visual odometry provided with the dataset is shown in gray while the loop closures are shown in blue. The z-axis represents time (in seconds) and the x- and y-axes represent horizontal position (in meters).

As a final remark, the proposed $\ell_1$-minimization-based loop-closure algorithm is also robust to information loss, which is closely related to the question raised by Milford [32]: How much information is needed to successfully close loops? In this work, we have empirically investigated this problem by down-sampling the raw images (which are used as the bases of the dictionary) without any undistortion and then evaluating the performance of the proposed approach under such an adverse circumstance. As shown in Section 5, truly small raw images, even with size as low as 48 pixels, can be used to reliably identify loops, which agrees with the findings of [32].

5. Experimental Results

To validate the proposed $\ell_1$-minimization-based loop-closure algorithm, we perform a set of real-world experiments on the publicly-available datasets. In particular, a qualitative test is conducted on the New College dataset [41], where we examine the different types of bases (raw images and descriptors) in order to show the flexibility of basis representation of our approach as well as the robustness to dynamics in the scene. Subsequently, we evaluate the proposed method on the RAWSEEDS dataset [37] and focus on the effects of the design parameters used in the algorithm. Finally, we perform experiments on the KITTI Visual Odometry Benchmark [22], by highlighting the ability of the proposed approach to use different types of deeply learned features as representations, as well as the superior performance against a nearest neighbour (NN)-based approach.
5.1. New College: Different Types of Basis

The New College dataset \cite{41} provides stereo images at 20 Hz along a 2.2 km trajectory, while in this test we only use every 20th frame giving an effective frame rate of 1 Hz and in total 2624 images. Each image originally has a resolution of $512 \times 384$, but here is down-sampled to either $64 \times 48$ or $8 \times 6$ pixels. We show below that even under such adverse circumstance, the proposed approach can reliably find the loops. The image is scaled so that its gray levels are between zero and one, and then is vectorized and normalized as a unit column vector. For the results presented in this test, we use the threshold $\tau = 0.99$ and the weighting parameter $\lambda = 0.5$. Due to the fact that neighbouring images typically are similar to the current one and thus generate false loop closures, we ignore the hypotheses within a certain time window from the current image and set $t_g = 10$ sec, which effectively excludes the spurious loops when reasoning about possible closures. Note that $t_g$ can be chosen according to speed of the robot as well as the frame-rate at which the loop closing algorithm is working. We also eliminate random matches by enforcing a temporal consistency check, requiring at least one more loop closure within a time window from the current match. We ran all the experiments in Matlab on a Laptop with Core-i5 CPU of 2.5GHz and 16 GB RAM, and use the homotopy-based method \cite{2} for solving the optimization problem (7).

The qualitative results are shown in Fig. 2 where we have used three different bases, i.e, down-sampled $64 \times 48$ and $8 \times 6$ raw images, and GIST descriptors. In these plots, the odometry-based trajectory provided by the dataset is superimposed by the loop closures detected by the proposed approach, which are shown as vertical lines connecting two locations where a loop is found. All the lines parallel to the $z$-axis represent...
loop closures that connect the same places at different times. Any false loops would appear as non-vertical lines, and clearly do not appear in Fig. 2, which validates the effectiveness of the proposed method in finding correct loops. These results clearly show the flexibility of bases representation of the proposed method. In particular, instead of using the different down-sampled raw images as bases, our approach can use the GIST descriptors, \( \text{GIST}(b) \in \mathbb{R}^{512} \), which are computed over the whole image, and is able to detect the same loop closures as with the raw images.

An interesting way of visualizing the locations where loop closures occur is to examine the sparsity pattern of the solution matrix, which is obtained by stacking all the solutions, \( \hat{\alpha}_i \), for all the queried images in a matrix. Fig. 4 shows such a matrix that contains non-zero values in each column corresponding to the elements greater than the threshold \( \tau \). In the case of no loop closure, each image can be best explained by its immediate neighbour in the past, which gives rise to non-zeros along the main diagonal. Most importantly, the off-diagonal non-zeros indicate the locations where loops are closed. It is interesting to see that there are a few sequences of loop closures appearing as off-diagonal lines in Fig. 4. This is due to the fact that the first three runs in the circular area at the beginning of the dataset, correspond to the three off-diagonal lines in the top-left of the matrix; while a sequence of loop closures detected in the lower part of New College, correspond to the longest line parallel to the main diagonal.

It is important to note that although both dynamic changes and motion blurs occur in the images, the proposed approach is able to reliably identify the loops (e.g., see Fig. 1), which is attributed to the sparse error used in the \( \ell_1 \)-minimization [see (5)]. To further validate this robustness to dynamics, Fig. 3 shows a typical scenario in the New College where we query a current image with no dynamics to the dictionary that uses \( 64 \times 48 \) down-sampled raw images as its bases, and the correct match is robustly found, which however contains moving people. Interestingly, the dominant noise contributions (blue) as shown in Fig. 3(c), mainly correspond to the locations where the people appear in the match image. This implies that the sparse error in (5) correctly models the dynamic changes.

5.2. RAWSEEDS: Effects of Design Parameters

To further test the proposed algorithm, we use the Bicocca 25b dataset from the RAWSEEDS project [37]. The dataset provides the laser and stereo images for a trajectory of 774 m. We use the left image from the stereo pair sampled at 5 Hz, resulting in a total of 8358 images. Note that we do not perform any undistortion and work directly with the raw images coming from the camera. In this test, we focus on studying the effects of the most important parameters used in the proposed approach, and evaluate the
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Figure 4: Sparsity pattern induced by solving (7) for all the images in the New College dataset. The $i$-th column corresponds to the solution for the $i$-th image, and the non-zeros are the values in each column that are greater than $\tau = 0.99$. Note that the main diagonal occurs due to the current image being best explained by its neighboring image, while the off-diagonal non-zero elements indicate the loop closures.

performance based on precision and recall. Specifically, precision is the ratio of correctly detected loop closures over all the detections. Thus, ideally we would like our algorithm to work at full precision. On the other hand, recall is the percentage of correct loop closures that have been detected over all possible correct detections. A high recall implies that we are able to recover most of the loop closures.

5.2.1. Threshold $\tau$ and weight $\lambda$

We first examine the acceptance threshold $\tau$, whose valid values range from 0.5 to 1. This parameter can be thought of as the similarity measure between the current image and the matched image in the dictionary. In order to study the effect of this parameter on the precision and recall, we vary the parameter for a fixed image of $20 \times 15$ pixels. Moreover, we are also interested in if and how the weighting parameter $\lambda$ impacts the performance and thus vary this parameter as well.

The results are shown in Fig. 5. As expected, the general trend is that a stricter threshold (closer to 1)
leads to higher precision, and as a side effect, a lower recall. This is because as the threshold increases, we get fewer loop closing hypotheses but a larger proportion of them is correct. Note that this dataset is challenging due to the perceptual aliasing in many parts of the trajectory; the matched images are visually similar but considered as false positives since the robot is physically not in the same place.

Interestingly, Fig. 5 also shows that the smaller $\lambda$ leads to higher precision but the lower recall. This seems to counter the intuition that the sparser the solution of (7) (by using a larger $\lambda$), the higher fidelity of the loop-closure detection. However, it should be noted that this intuition motivates the proposed sparse formulation but does not guarantee that the optimal solution is sparsest (1-sparse) as discussed in Section 4.3.1, which heavily depends on the quality of the data at hand (e.g., signal-to-noise ratio, the similarity level of the revisiting images). It is important to note that there are two goals to reconcile in our sparse formulation (7): (i) the reconstruction error represented by the $\ell_2$ term, and (ii) the sparsity level of the solution encoded in the $\ell_1$ term. A smaller value of this parameter results in a better data-fitting solution of smaller reconstruction error, hence requiring the images to be as visually similar as possible but at the same time, lowering the contribution of the greatest basis vector.

5.2.2. Image size

Inspired by the recent work [32], we also examine the performance difference by varying image sizes and see if we can obtain meaningful results using small-size images. The original image size from the Bicocca dataset is $320 \times 240$, and the first image size we consider is $80 \times 60$ which is a reduction of a quarter in each dimension. For each successive experiment, we half the size in each dimension, which results in images of size $40 \times 30$, $20 \times 15$, $10 \times 8$, and finally $5 \times 4$. The weighting parameter $\lambda$ is fixed to be 0.5. Precision and recall curves are generated by varying the acceptance threshold $\tau$ are shown in Fig. 6.

It is clear from Fig. 6 that the curves are tightly coupled and undergo the same behaviour for each image size. Precision curves for the three largest image sizes overlap each other, showing that we can generate
the same quality of loop closure hypotheses using any of the image sizes. These plots show a graceful degradation as the image size decreases. Considering that the image of size $10 \times 8$ is a factor of 960 times smaller than the original image, our method is able to distinguish places based on very little information, which agrees with the findings of [32].

5.2.3. Execution time

Since the proposed method solves an optimization problem in a high-dimensional space, it is important to see how long the method takes to come up with the loop-closing hypotheses. Despite that each image is an $r \times c$ vector for an image with $r$ rows and $c$ columns, and at the end of the experiment we have nearly 8500 images, the computation is very efficient thanks to the sparsity induced by the novel formulation. Most of our solutions are expected to be 1-sparse (i.e., we expect only one non-zero if the current image matches perfectly one of the basis vectors in the dictionary), and thus the homotopy-based solver performs efficiently as shown in Table 1. For the largest image size, the mean time is 117 ms with a maximum less than half a second. The proposed method works well on small images such as $20 \times 15$, which take on average 3.7 ms. The runtime gradually grows as the number of basis vectors increases. The timing information given in Table 1 shows that the current method can run fast enough for real time operation at above 5Hz for the largest image size considered.

Interestingly, we found $\lambda = 0.5$ is a good trade-off between precision/recall and computational cost. In general, a higher threshold $\tau$ would lead to fewer high-quality loop closures. This parameter can be designed based on the application in question. Similarly, images of size larger than $20 \times 15$ do not provide great improvement in terms of precision/recall. Thus, the choice of image size should take into account the complexity of the environment being modelled. In an environment (e.g., outdoors) where there is rich textural information, smaller images may be used. If the environment itself does not contain a lot of distinguishable features, larger images can be used in order to be able to differentiate between them.
Table 1: Execution time for different image sizes. Note that at the end, the dictionary has a size of feature dimension + 8358 (number of basis).

| size (feature dimension) | min (ms) | mean (ms) | max (ms) | std (ms) |
|--------------------------|----------|-----------|----------|----------|
| 80 \times 60 (4800)      | 45.762   | 116.45    | 417.290  | 43.229   |
| 40 \times 30 (1200)      | 2.689    | 17.334    | 70.940   | 9.500    |
| 20 \times 15 (300)       | 0.111    | 3.662     | 20.828   | 2.904    |
| 10 \times 8 (80)         | 0.029    | 0.707     | 4.448    | 0.552    |
| 5 \times 4 (20)          | 0.021    | 0.410     | 2.541    | 0.3163   |

Figure 7: Precision and recall curves of DBoW [21] for the Bicocca dataset using the full-sized 320 × 240 images. In this plot, \( k \) denotes the values used for temporal consistency constraint.

5.3. Comparison to DBoW

In this section, we compare the performance of the proposed method against the state-of-the-art DBoW algorithm [21] on Bicocca 25b dataset. For the DBoW, we operate on the full-sized 320 × 240 images, using different temporal constraints \( (k = 0, 1, 2) \) along with geometric checks enabled. Its performance is controlled by a so-called confidence parameter \( \alpha \in [0, 1] \). We sweep over the values of this parameter and compute the precision and recall for each \( \alpha \), which are shown in Fig. 7.

For the purpose of a fair comparison, we carry out the same geometric verification step in DBoW (Fig. 7) and in the proposed method (Fig. 8): feature extraction, matching and fitting a fundamental matrix between the matched features. If sufficient support is not found for the fundamental matrix, the proposed hypothesis
is rejected. This geometric verification is carried out on the full resolution images.

As seen from Figs. 7 and 8, the best precision-recall curve of our method competes with that of the DBoW in terms of precision; moreover, the proposed algorithm is more conservative and operates with lower recalls. This low recall is a consequence of requiring the match to be globally unique in order to be considered a loop closure. Overall, the proposed approach achieves competitive trade-off between precision and recall.

5.4. Deep Features

Recently, many computer vision tasks have shown great boost in performance by using features from Convolutional Neural Networks (CNNs). Instead of using hand-crafted features, these networks learn features from data, which are a more “natural” representation for tasks such as image segmentation and object detection and are shown to outperform hand-crafted features such as SIFT and GIST, as shown in the PASCAL Visual Object Classes (VOC) Challenge [20]. To evaluate that these deep features can also be used in the proposed loop closing framework, we further test on the KITTI Visual Odometry benchmark [22]. The datasets consists of 21 trajectories recorded using multiple sensors, among which the ground truth is provided for 10 and only 6 contain at least one loop closure. The ground truth for the loop closures is used from the dataset presented in [25], where loop closures are calculated at 2Hz for the six trajectories with ground truth. In particular, we use the deep network presented in [23]. The network learns to represent a
given 64 × 64 image patch in \( \mathbb{R}^{256} \) for the task of patch matching. For the experiments presented here, we use this network as a feature extractor and employ different strategies.

In the simplest case, we rescale the input image to 64 × 64 giving us a feature in \( \mathbb{R}^{256} \). As an alternative strategy, we rescale the image to 128 × 128 resulting in four 64 × 64 input patches, leading to four vectors in \( \mathbb{R}^{256} \) as output. We either stack them to get a vector in \( \mathbb{R}^{1024} \) [1024], average them to get a vector in \( \mathbb{R}^{256} [256(\text{avg.})] \), or take the element-wise maximum over them to get a vector in \( \mathbb{R}^{256} [256(\text{max})] \), an operation termed max-pooling. We compare the performance of these various configurations derived from deep features with that of GIST for 4 sequences from the KITTI dataset. In these experiments, we vary the threshold (\( \tau \)) to generate different loop closing proposals. The weighing parameter (\( \lambda \)) is set to 0.5. The results are presented in Fig. 9.

It can be seen that the learned features perform better than GIST in all the cases. The 1024 configuration is the most discriminative, leading to a smaller number of outliers and greater number of correct loop closures. Moreover, the performance of 256 is comparable and in most cases better than GIST, which is a 512 dimensional representation. This agrees with the insight that learned features have more expressive power compared to hand crafted ones. Averaging features from the deep network leads to them being less discriminative, leading to the worst performance in Fig. 9. It should be pointed out that the original image size for the images in the KITTI sequences is 1241 × 376 and the best performance is achieved with a very smaller 128 × 128 representation. Moreover, these experiments also highlight the fact that various representations can be used in the proposed framework for the task of loop closure detection.

5.5. Multi-Modal Features

A desirable property of the proposed framework is that any unit vector can be used as a feature for carrying out loop closure detection. In the previous section, we showed experiments that used single-modal features including GIST and deep features for this purpose. However, we are not restricted to using just a single-modal feature. Two distinct features can be stacked to form a new multi-modal feature, that is, for two feature \( \mathbf{f}_i \in \mathbb{R}^n \) and \( \mathbf{f}_j \in \mathbb{R}^m \), a new feature \( \mathbf{f}_{ij} \in \mathbb{R}^{(n+m)} \) can be obtained by \( \mathbf{f}_{ij} = S(\mathbf{f}_i, \mathbf{f}_j) = [\mathbf{f}_i^T \mathbf{f}_j^T]^T \), followed by projection onto the unit sphere.

In order to investigate if this leads to better performance, we use combinations of the GIST and deep features described in Section. 5.4. For the three features: GIST, 256, and 1024, we explore the possible four combinations: 1) \( S(\text{GIST}, 256) \), 2) \( S(\text{GIST}, 1024) \), 3) \( S(256, 1024) \), and 4) \( S(\text{GIST}, 256, 1024) \). The results are presented in Fig. 10. Comparing it to Fig. 9 it can be seen that the performance is much better than the
Figure 9: Precision and recall statistics of the proposed loop closing approach using deep features on the KITTI visual odometry benchmark. Please note that the Y-axis for the Precision starts at 0.8.
single features case, the precision is higher with a comparable recall.

The multi-modal features are more discriminative and can be thought to match images over the intersection of both the descriptor spaces, leading to a better precision. This, however, is achieved at the cost of an increased size of the final stacked descriptor. The largest size considered here is that of S(GIST,256,1024) which is 1792. However, this is still feasible for runtime operation (see Table 1). This expressive power of the stacked features places images far away from each other in the new combined descriptor space, allowing sparser solutions and thus leading to a better recall as well.

5.6. Repeated Visits

As highlighted in Section 4.3.1 the method declares loop closures that are globally unique. This may lead to missed loops in the worst case, that is, when either two images or the descriptors extracted from them are exactly the same. This is the worst case because in every other case, there would exist a single or a set of images that are able to reconstruct the image. Only in the case of the exact same basis vectors, multiple solution with the same value for (7) exist. In order to show how the proposed method behaves in the worst case, we take a batch of 100 images from the New College dataset and present the batch 60 times to the loop closing method. This simulates the situation of 60 repeated visit to the same place leading to the generation of the exact same images. Each image is described with a GIST descriptor of length 512. We use the proposed framework to solve for loop closures and look at the sparse solution \( \alpha_i \) in (7) for each of the images presented to the method. We stack these \( \alpha_i \) as column vectors and the results are shown in Fig. 11.

The method is able to correctly associate each loop closure to one of the first 100 images in the dictionary (initial 512 entries correspond to noise bases). At each revisit, we can see diagonal lines associating the current image to one of the corresponding first 100 images. Fig. 11(b) shows a zoomed-in version, in which the initial noisy reconstruction during the first 100 images can also been seen, since at that time there are no valid loop closures present in the dictionary. It can be clearly seen from Fig. 11 that even in the case of 60 revisit, the proposed method is able to associate the current image to the first occurrence of the bases in the dictionary. This can be attributed to the greedy nature of the \( \ell_1 \)-optimizer incorporated in the framework. It chooses the first basis that it can find which has the least reconstruction error according to (7), which in this case corresponds to the first occurrence of the basis in the dictionary. The existence of exact basis leads to minimization of the reconstruction error at the first step, hence returning the first occurrence of the corresponding basis.
Figure 10: Precision and recall statistics of the proposed loop closing approach with multi-modal features on the KITTI visual odometry benchmark. Please note that the Y-axis for the Precision starts at 0.8 to make the details visible.
Figure 11: Revisit scenario using images from the New College Dataset: GIST descriptor is used as the feature of each image. All the images are presented 60 times to the proposed method for loop closure detection. Plots show the location of non-zero elements returned by the sparse optimization. Diagonal line segments correspond to loop closures.

5.7. Severe Illumination Changes

One of the challenges that makes place recognition difficult is illumination variation arising during long-term operation such as transitions from day to night or between different seasons. In order to test the performance of the proposed method under such severe illumination changes, we use the data from the Visual Place Recognition in Challenging Environments (VPRiCE) challenge [43]. The dataset consists of 7778 images from a variety of outdoor environments and under various viewing conditions. The dataset provides both memory and live images, and the objective is to find a match for each live image in the memory images. The first part of the dataset contains images acquired from a camera on-board a train, recorded in spring and winter for the same trajectory of the train, an example of which is shown in Fig. 12. In this test, we use only the images from the train sequences (2289 in memory and 2485 in live). The following experiments aim to investigate two aspects of the loop-closure problem: (i) the performance of the proposed method in challenging condition against a baseline of nearest-neighbor (NN) with exhaustive search, and (ii) the effect of the \( \lambda \) parameter on the sparsity of the solution.
To that end, we use two representations as mentioned earlier: the down-sampling raw images and the GIST descriptors. Each frame in memory is used to populate the dictionary and then a match is search for each live image. Note that no temporal or geometric consistency is applied and all decisions are taken just on the current image. Similarly, for each live image, we find the nearest neighbour match using an exhaustive search over all the memory images given the representation. The results are shown in Fig. 13. It can be seen that the proposed method provides better precision and recall in almost all the cases, and especially, the recall degrades more gracefully compared to the NN method. As opposed to the previous results, the threshold in Fig. 13 varies from 0 to 1 so that the results from the NN can be shown as well. Fig. 13 also shows that a smaller $\lambda$ (a less sparse solution) leads to a higher precision but lower recall and vice versa, which agrees with the results in Fig. 5.

Another interesting aspect of the problem is the change in sparsity by varying $\lambda$. We report percentage of the number of nonzeros (NNZ) for different values of $\lambda$ in Fig. 14 for the experiments presented in Fig. 13. As the value of $\lambda$ increases, the solution become more sparse but even for smaller values the sparsity is a very small percentage of the number of vectors in the dictionary. The NN-based method, on the other hands, has all non-zeros entries corresponding to the number of vectors in the dictionary. These results imply that a sparse solution can be constructed even for small values of $\lambda$ and the solutions is still much sparser as compared to the NN solution.
Figure 13: Performance Comparison on Norland Dataset: For NN, the x-axis corresponds to 1 – distance. Varying the explanation penalty (λ) leads to better loop closure detection, but at the same time, the trade-off between precision and recall can be seen from the two plots. Better precision occurs at lower values of λ which has the effect of lower recall and vice versa.
Figure 14: Analysis of the sparsity relationship with varying $\lambda$. Black vertical bars represent max, mean and min for each value of $\lambda$, while the blue bar spans mean with two standard deviations. The dictionary contains over 2000 vectors for this dataset.

6. Conclusions and Future Work

While the problem of loop closure has been well studied in visual navigation, motivated by the sparse nature of the problem (i.e., only a small subset of past images actually close the loop with the current image), in this work, we have for the first time ever posed it as a sparse convex $\ell_1$-minimization problem. The globally optimal solution to the formulated convex problem, by construction, is sparse, thus allowing efficient generation of loop-closing hypotheses. Furthermore, the proposed formulation enjoys a flexible representation of the basis used in the dictionary, with no restriction on how the images should be represented (e.g., what descriptors to use). Provided any type of image vectors that can be quantified with some metric to measure the similarity, the proposed formulation can be used for loop closing. Extensive experimental results have validated the effectiveness and efficiency of the proposed algorithm, using either the whole raw images as the simplest possible representation or the high-dimensional descriptors extracted from the entire images including feature from deep neural networks. We have also shown empirically how the design parameters effect the performance of our method, and in general, the proposed approach is able to efficiently detect loop closing for real-time applications. The quality of loop closure depends on the type of descriptor employed for the task. Raw images do not provide view-point or illumination invariance. For detecting loop closures in drastically different illumination conditions such as day and night, the problem is reduced to finding a suitable descriptor and then the proposed framework can be employed.

We currently use a single threshold $\tau$ to control the loop-closure hypotheses, which guarantees a globally unique hypothesis. However, in the case of multiple revisits to the same location, this hard thresholding
would prevent detecting any loop closures and the revisits would be simply considered as perceptual aliasing, which is conservative but loses information. In the future, we will investigate different ways to address this issue. For example, as mentioned earlier, we can sum up the contributions of basis vectors if a loop has already been detected between them and thus ensure that multiple visits lead to more robust detection of loop closures. Nevertheless, this has not been a major issue in our tests; as shown in Fig.2 and Fig.11, the proposed algorithm is capable of detecting loops at different revisits, even in the worst case scenario. As briefly mentioned before, the number of basis vectors in the dictionary grows continuously and can prohibit the real-time performance for large-scale problems. To mitigate this issue, one possible way would be to update the dictionary dynamically by checking a novelty factor in terms of how well the current image can be explained by the existing dictionary, which is akin to adding “key frames” in visual SLAM.
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