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Abstract

This paper proposes a weighted attenuation k-hop graph, which depicts the spatial neighbor nodes with their hops from the central node. Based on this k-hop graph, we further propose a node selecting graph, which selects temporal neighbor nodes of multiple instances of the central node. With this node selecting graph, we propose a graph mean filter. In addition, we also apply the proposed node selecting graph to the median filter. Finally, the experimental results show that the proposed mean filter performs better than the original median filter in the signal denoising polluted by white noise and the median filter using node selecting graph also has better performance than the original median filter.
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1. Introduction

Sensor networks often operate in harsh environments, and the measured values of physical variables may be seriously damaged [1, 2, 3]. This requires efficient and straightforward tools to reduce the noise of measurement data, which is the research motivation of this paper.
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Due to the excellent performance of graph signal processing on irregular data sets, such as sensor networks and social networks, graph signal processing technology has attracted much attention from researchers [4, 5, 6]. Many classical signal processing theories have been extended to graph signal processing, including graph Fourier transform, graph filter, graph filter bank, and so on. Among them, graph filter plays a critical role which is applied to the noise reduction of graph signals and applied to the fields of graph signal compression, classification, interpolation, and clustering. GSP technology is also used for sensor network signal processing [7, 8, 9].

Graph shift operator is the basic module of graph signal processing. In [10], the graph shift operator is the adjacency matrix of the graph and simple justification of such a choice is presented. It is defined in [11] as the translation on graph via generalized revolution with a delta centered at vertex \( n \). On the other hand, the polynomial combination of graph shift operators constitutes the representation of graph filter, such as graph IIR filter and graph FIR filter [12, 13, 14].

In addition to the above linear graph filter in the form of shift operator polynomial, [15, 16] proposed the application of nonlinear filter. The simplest nonlinear filter is the graph median filter, first proposed by [17, 18]. However, this filter is mainly applied to the static graph model, and the current graph signal is constructed under the time-varying graph model [19]. In [20, 21], the author proposed the application of k-hop graphs and recursive median filters to time-varying graph signals. However, the k-hop graph considers the neighbors of different node hops have the same importance. In practice, the farther the path from the central node is, the less influence the neighbor has on the central node. In addition, the main disadvantage of median filter is that each vertex in the graph signal is replaced by the median in its neighborhood, which is likely to be a noise signal under high noise density [22].

Aiming at the shortcomings of the graph median filter, we propose a graph mean filter based on a node selecting graph. We first propose a weighted attenuation k-hop graph, which provides an attenuation factor to choose the neighbor
nodes around the central vertex in the space dimension. In the time dimension, we add another attenuation parameter to choose neighbor nodes of multiple instances of the central node. Our node selecting graph is constructed by this k-hop graph and the temporal attenuation parameter. Then, we propose the graph mean filter based on this node selecting graph and apply this node selecting graph to graph median filter. To our best knowledge, this is the first time to apply the mean filter to the time-varying graph signal. Different from the mean filter in image processing, it selects the required pixels according to the spatial structure of pixels. The mean graph filters depend on the local characteristics of the graph shift operator.

The main contributions of this paper are summarized as follows:

1) We propose a weighted node selecting graph and use it to improve the recursive median graph filter. The weighted node selecting graph considers the nodes at multiple moments before and after the central node, instead of the non-weight attenuation graph in [21], which only considers the two times before and after the central node.

2) We further propose a mean filter for time-varying graph signal processing using our node selecting graph. Compared with the median filter, it has less computational complexity and higher performance in the case of white noise.

The outline of the paper is as follows. Section II introduces the basic concepts of graph signal processing and the k-hop graph. Section III shows how to obtain the weighted node selecting graph. In Section IV, we discuss the graph mean filter and median filter with weighted node selecting graph. Our simulation results are provided in Section V, while Section VI concludes the paper.

2. Preliminaries

2.1. Graph Signals.

Consider an graph $G = (V, E)$ with $N$ nodes and $M$ edges, where $V = [v_1 \ v_2 \ \cdots \ v_N]$ represents $N$ vertices set and $E$ $M$ edges set. The underlying structure of $G$ is described by the adjacency matrix $A_G \in R^{N \times N}$ or by
Laplacian matrix $L_G = D_G - A_G$, where $D_G$ is the diagonal degree matrix. For an undirected graph $G$, every edge between $v_i$ and $v_j$ is same as the edge in $v_j$ and $v_i$, and the Laplacian matrix is symmetric.

2.2. Time-vertex graphs.

The Kronecker product is used to describe the joint time-vertex domain. The Kronecker product graph is defined as $G_J = G_T \otimes G$, where graph $G_T$ denotes a directed line graph with $T$ time instants. A time-varying signal residing on a product graph $G_J$ can be represented by $X = [x_1, ..., x_T]_{NT}$, where $x_t$ is a static graph signal on graph $G_j$ at instant $t$, $1 \leq t \leq T$. Now, $x_{t,i}$ is the $i$th node value of the static graph signal at the instant $t$, i.e., the $(i,t)$th entry of the signal matrix $X$. The Laplacian matrix of the product graph $G_J$ is defined as $L_J = L_T \otimes L_G$, where $L_T$ refers to the Laplacian matrix of the directed line graph $G_j$ [10].

2.3. The k-hop Graph.

Let $A_S$ denote the adjacency matrix of the undirected line graph that models the time correlation of the signal values. All elements of $A_S$ are zero, except those of the two off-diagonals, which are ones. Let $A_L$ denote the logical adjacency matrix of the a graph $G$, and $A_L[i,j] = 1$ for $L_G \neq 0$, $A_L[i,j] = 0$ for $L_G = 0$. Let define another adjacency matrix $A_{G,K}$ representing another graph, with the same vertices as $G$, called the k-hop graph. For unweighted graphs, $A_{G,K}$ can be obtained as follows:

$$A_{G,K} = \left( \sum_{k=1}^{K} A^k_G \right) > 0_N - I_N,$$

where $I_N$ denotes the identity matrix of size $N$, and $0_N$ is the all zero size $N$ matrix. The operator $>$ is an element-wise logical operator between the values of the two matrices.
The strong product graph’s adjacency matrix is defined as:

\[ A_{SP} = I_T \otimes A_{G,K} + A_T \otimes (A_{G,K} + I_N) \]

\[
= \begin{bmatrix}
A_{G,K} & (I_N + A_{G,K}) & \cdots & 0 & 0 \\
(I_N + A_{G,K}) & A_{G,K} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & (I_N + A_{G,K}) & A_{G,K}
\end{bmatrix},
\]

where

\[ A_S = \begin{bmatrix}
0 & 1 & 0 \\
1 & 0 & \ddots & 0 \\
0 & \ddots & \ddots & 1 \\
0 & \ddots & \ddots & 1 \\
0 & 1 & 0
\end{bmatrix}.\]

The strong product graph depicts the neighbor nodes of a central node at different time in space and time dimension.

### 3. The Weighted Node Selecting Graph

In this section, we discuss how to improve the k-hop graph and the node selecting graph. In [21], the node selecting graph selects the same nodes for a central node \(x_{t,i}\), at instance \(t - 1\), \(t\) and \(t + 1\). Intuitively, as the distance from instance \(t\) increases, the relationship of nodes in different instances for the node in instance \(t\) weakens. We believe that the neighbor nodes of \(x_{t,i}\) in instance \(t\) are different from the nodes in instances \(t - 1\) and \(t + 1\). Besides, the node selecting graph in [21] only consider the neighbor nodes in instances \(t - 1\) and \(t - 1\), and more instances should be included.

We first add a spatial attenuation parameter \(\beta\) and threshold \(\gamma\) to improve the k-hop graph \(A_{G,K}\). When the relationship value of the neighbor node is lower than the threshold \(\gamma\), we believe that the neighbor nodes have no direct relationship with the central node, and set the value to 0, otherwise it is 1. The
improved $A_{G,K}^p$ is represented as

$$A_{G,K}^p = \left( \sum_{k=1}^{K} \beta^k A_{G}^k \right) > \gamma_N - I_N,$$

where $K$ and $\gamma$ the specify the size of the vertex spatial neighbourhood. The selected node set $N_s$ of a center node $v_i$ with $A_{G,K}$ and $A_{G,K}^p$ are shown in Fig.1.

![Fig. 1. The selected node sets $N_s$ of a center node. The yellow nodes are the center nodes, and blue nodes are the selected neighbour nodes. (a) the selected nodes with $A_{G,K}^p$. (b) the selected nodes with $A_{G,K}$.

Furthermore, we consider more moments before and after the central time. Meanwhile, to control the quantities of neighbor nodes, we add a time attenuation parameter $\alpha$. Similarly, when the relationship value of the neighbor node is lower than the threshold $\gamma$, the neighbor value is set to 0, otherwise 1. The improved $A_{SP}^p$ is represented as

$$A_{SP}^p = I_T \otimes (A_{G,K}^p + I_N) + A_T^p \otimes (A_{G,K}^p + I_N)$$

\[
\begin{bmatrix}
I_N + A_{G,K}^p & \alpha (I_N + A_{G,K}^p) > \gamma_N & \cdots & 0 \\
\alpha (I_N + A_{G,K}^p) > \gamma_N & I_N + A_{G,K}^p & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\alpha^M (I_N + A_{G,K}^p) > \gamma_N & \cdots & \cdots & \alpha^M (I_N + A_{G,K}^p) > \gamma_N \\
0 & \alpha^M (I_N + A_{G,K}^p) > \gamma_N & \cdots & \vdots \\
\vdots & \vdots & \vdots & \alpha (I_N + A_{G,K}^p) > \gamma_N \\
0 & 0 & 0 & I_N + A_{G,K}^p \\
\end{bmatrix}_{NT \times NT},
\]
where

$$A_T^p = \begin{bmatrix}
0 & 1 & \cdots & 1 \\
1 & 0 & 1 & \vdots & \ddots & 1 \\
\vdots & \ddots & \ddots & \ddots & \ddots & 1 \\
\vdots & \ddots & 1 & 0 & 1 & \vdots \\
1 & \ddots & 1 & 0 & 1 \\
1 & \cdots & 1 & 0 & 1
\end{bmatrix} = \text{Toeplitz ([0, ones (1, M), zeros (1, N - M - 1)])}$$

and $M$ is time parameter that controls the number of neighbor instances of the central time.

Given a node $x_{t,i}$ in the time-vertex graph signal with $T$ instances, its selected neighbor nodes set $\mathcal{N}$ are shown in Fig.2. Observe from the Fig.2, we can obtain that our nodes selecting graph chooses different number of nodes at different instances, and as the instance from the central node increases, fewer nodes are selected.

**Fig. 2.** The selected node sets $\mathcal{N}$ of a center node. The yellow nodes are the center nodes, and blue nodes are the selected neighbour nodes. (a) the selected nodes with $A_T^{SP}$. (b) the selected nodes with $A^{SP}$. 7
4. **Graph Mean Filters and Improved Graph Median Filters with Weighted Nodes selecting Graph**

The mean filter operates on a set of signal values for a given time-vertex node $x_{t,i}$. The node set is the neighbourhood of values defined by the adjacency matrix $A_{SP}$. To better depict the node set of the central node $x_{t,i}$, we denote the set by $\mathcal{N}(i, t; K, M)$, where $K$ and $M$ are the spatial and time hyperparameter. For convenience in further development, we partition $\mathcal{N}(i, t; K)$ into disjoint subsets as follows:

$$\mathcal{N}(i, t; K, M) = \bigcup_{l=1}^{M} \left( \mathcal{N}(t - l; i, K) \bigcup \mathcal{N}(t + l; i, K) \right)$$

where $\mathcal{N}(t - l; i, K)$ and $\mathcal{N}(t + l; i, K)$ contains the time-vertex nodes at instance $t - l$ and $t + l$. We denote the set of signal values defined over these nodes as $g(\mathcal{N})$, where $\mathcal{N}$ is the node set, and denote $y(i, t)$ as output of the mean filter.

The filter operates sequentially from time $t = 1$ till $t = T$ as follows:

1) When $t < M$, the output is given by

$$y(i, t) = \text{MEAN} \left( g \left( \bigcup_{l=1}^{M} \mathcal{N}_S(t + l; i, K) \right), g \left( \bigcup_{l=1}^{M} \mathcal{N}_S(t - l; i, K) \right) \right)$$

2) When $M \leq t < T - M$, the output is given by

$$y(i, t) = \text{MEAN} \left( \mathcal{N}_{S,T}(i, t; K, M) \right)$$

3) When $T - M < t$, the output is given by:

$$y(i, t) = \text{MEAN} \left( g \left( \bigcup_{l=1}^{M} \mathcal{N}_S(t - l; i, K) \right), g \left( \bigcup_{l=1}^{T - t} \mathcal{N}_S(t + l; i, K) \right) \right)$$

The median filter with weight the node selecting graph performs in the same way as in [21] except that the selected vertices are different.

Note that, the median filter can only be implemented by nodes, and the mean filter can be executed in batches.

Given a time-vertex graph signal $X = \begin{bmatrix} x_1 & \cdots & x_T \end{bmatrix}^{N \times T}$, $\mathbf{x} = \text{vec}(X)$, the graph mean filter output of $\mathbf{x}$ is denoted as

$$y = \text{diag} (c) A_{SP}^p \mathbf{x}$$
where \( c = \left[ \frac{1}{d_1} \quad \frac{1}{d_2} \quad \cdots \quad \frac{1}{d_N} \right] \), \( d_i \) is the diagonal entries of degree matrix \( D_{SP}^p \) of \( A_{SP}^p \).

5. Experimental results

We will conduct signal denoising experiments on two sensor network data sets. Noise signals will be tested at different input SNR. The input SNR is calculated as follows:

\[
SNR = 10 \log \left( \frac{\|X\|_F^2}{\|X - Y\|_F^2} \right)
\]

where \( X \in \mathbb{R}^{N \times T} \) is the original signal, \( Y = X + N \) is noisy signal, \( N \in \mathbb{R}^{N \times T} \) is additive white Gaussian noise.

The two real-world datasets used in our experiments are:

1) Global sea-level pressure dataset. The global sea-level pressure dataset was published by the Joint Institute for the Study of the Atmosphere and Ocean. The selected 500 nodes are on the world from 60\(^\circ\) south to 10\(^\circ\) north and from 110\(^\circ\) west to 170\(^\circ\) west. Each node collects the global sea-level pressure signals over a time period of 500. A graph is constructed by the 5-nearest neighbors algorithm, shown in Fig.1(a).

2) The Sea Surface Temperature dataset. The sea surface temperature dataset was published by the Earth System Research Laboratory. 100 nodes are selected over a time period of 120. The selected nodes are on the Pacific Ocean from 30\(^\circ\) south to 60\(^\circ\) south and from 170\(^\circ\) west to 90\(^\circ\) west. A graph is constructed by the 5-nearest neighbors algorithm, shown in Fig.3(b).
Fig. 3. Sensor networks with two datasets. (a): Global sea-level pressure dataset. (b): The Sea Surface Temperature dataset.
Observe from the Fig. 4, we can obtain that the mean filter has a better performance, and the result of each filter is more stable than that of the median filter [21].
Fig. 5. The output SNR of graph median and improved median filter versus input SNR. (a) The sea-level pressure sensor network dataset. (b) The sea-level temperature sensor network dataset.

In Fig 5, (a) and (b) are the experimental results of sea level pressure sensor
network and sea level temperature sensor network respectively. *Original median* is the median filtering method proposed in [21], and *improved median* is the median filter method applying our node selecting graph. It can be seen from Fig.5 (a) that the application of our node selecting graph has better performance, especially at low SNR. Observe from Fig.2 (b), we can obtain that when the input signal noise is greater than -30dB and less than 12dB, the denoising performance of the median filter using our node selecting graph is obviously better than that of the original median filter.

6. Conclusion

In this paper, we propose a weighted attenuated K-Hop graph, and then we further propose a weighted node selection graph based on our K-Hop graph. According to the characteristics of white noise, we propose a mean graph filter based on this node selecting graph. Furthermore, we apply the node selecting graph to the median filter. The final experimental results show that our graph mean filters perform better in processing sensor network signals with white noise, and the experimental results are more stable. In addition, the experimental results show that the median filter using node selecting graph has better performance than the original median filter.
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