A class of linear functional differential systems with continuous and discrete times and discrete memory is considered. An explicit representation of the principal components to the general solution representation such as the fundamental matrix and the Cauchy operator is derived. The obtained representation is given in terms of the system parameters and opens a way towards efficient studying general linear boundary value problems and control problems with respect to a fixed collection of linear on-target functionals. In the study of the problems mentioned above outside the class under consideration, the systems with discrete memory can be employed as model or approximating ones. This can be useful as applied to systems with aftereffect under studying rough properties that hold under small perturbations of the parameters.
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Introduction

Here we continue the study of linear continuous-discrete systems with aftereffect in the frame of an approach developed in the previous works [3, 5, 6, 8]. For a class of linear systems with continuous and discrete times and discrete memory, we derive an explicit representation of the principal components to the general solution representation such as the fundamental matrix and the Cauchy operator. The obtained representation opens a way towards efficient studying general linear boundary value problems and control problems with respect to a fixed collection of on-target functionals [3]. In the study of the problems mentioned above outside the class under consideration, the systems can be employed as model or approximating ones. It can be useful under studying rough properties that hold under small perturbations of the parameters, see, for instance, [7] and references therein.

The system under consideration includes two types of variables simultaneously, namely, the state variables depending on the continuous time, \( t \in [0, T] \), and the variables with dependence on the discrete time, \( t \in \{0, t_1, \ldots, t_\mu \} \). As for the term “continuous-discrete systems”, we follow the author of [1, 2]. It should be noted that, in the above works, the detailed motivation for the study of certain classes of continuous–discrete systems as well as some examples of the urgent applied problems such as stabilization, observability, and controllability problems are presented. For further results on the problems mentioned we refer to [10–12] and the references therein.

A special feature of the systems under consideration is that the memory of the system operators is discrete and located at the points \( t_j \) strictly preceding the current instant \( t \) (\( t_j < t \)). Some applications of such systems in economic dynamics problems are presented in [9, 13].

§ 1. The system description

Let us introduce the Banach spaces where the operators and the equations are considered and describe the main subject. Fix a segment \([0, T] \subset R\). We denote by \( L^n = L^n[0, T] \) the space of
summable functions \( v: [0, T] \to R^n \) with the norm \( \|v\|_{L^\infty} = \int_0^T |v(s)|_n \, ds \), where \( |\cdot|_n \) (or \( |\cdot| \) for short if the dimension value is clear) stands for the norm in \( R^n \); \( AC^n = AC^n[0, T] \) is the space of absolutely continuous functions \( x: [0, T] \to R^n \) with the norm \( \|x\|_{AC^n} = |x(0)|_n + \|\dot{x}\|_{L^\infty} \). Next we fix the set \( J = \{t_0, t_1, \ldots, t_\mu\} \), \( 0 = t_0 < t_1 < \ldots < t_\mu = T \). Let \( FD^\nu(\mu) = \{t_0, t_1, \ldots, t_\mu\} \) be the space of functions \( z: J \to R^\nu \) under the norm

\[
\|z\|_{FD^\nu(\mu)} = \sum_{i=0}^\mu |z(t_i)|_\nu.
\]

We consider the system

\[
\begin{align*}
\dot{x}(t) &= \sum_{j: t_j < t} A_j(t) x(t_j) + \sum_{j: t_j < t} B_j(t) z(t_j) + f(t), \quad t \in [0, T], \\
z(t_i) &= \sum_{j<i} D_{ij} x(t_j) + \sum_{j<i} H_{ij} z(t_j) + g(t_i), \quad i = 1, \ldots, \mu.
\end{align*}
\]

(1.1)

(1.2)

Here the columns of \((n \times n)\)-matrices \( A_j \) and \((n \times \nu)\)-matrices \( B_j \) belong to the space \( L^n \), \( f \in L^n \); \((\nu \times n)\)-matrices \( D_{ij} \) and \((\nu \times \nu)\)-matrices \( H_{ij} \) have constant elements, \( g: J \to R^\nu \).

The system (1.1)–(1.2) is a special case of the general continuous-discrete system considered in detail in [8]. Theorem 1 [8] gives the representation of the general solution in the form

\[
\begin{pmatrix}
x \\
z
\end{pmatrix} = \mathcal{Y} \begin{pmatrix}
x(0) \\
z(0)
\end{pmatrix} + \mathcal{C} \begin{pmatrix}
f \\
g
\end{pmatrix},
\]

(1.3)

where \( z = \text{col} \, (z(t_1), \ldots, z(t_\mu)) \), \( g = \text{col} \, (g(t_1), \ldots, g(t_\mu)) \),

\[
\mathcal{Y} = \begin{pmatrix}
\mathcal{Y}_{11} & \mathcal{Y}_{12} \\
\mathcal{Y}_{21} & \mathcal{Y}_{22}
\end{pmatrix},
\]

\[
\mathcal{C} = \begin{pmatrix}
C_{11} & C_{12} \\
C_{21} & C_{22}
\end{pmatrix}
\]

is the fundamental matrix, and the Cauchy operator. Here the block components \( \mathcal{Y}_{ij}, C_{ij}, \, i, j = 1, 2 \), are operators acting as follows:

\[
\begin{align*}
\mathcal{Y}_{11}: R^n &\to AC^n; & \mathcal{Y}_{12}: R^\nu &\to AC^n; & \mathcal{Y}_{21}: R^n &\to R^\nu; & \mathcal{Y}_{22}: R^\nu &\to R^\nu; \\
C_{11}: L^n &\to AC^n; & C_{12}: R^\nu &\to AC^n; & C_{21}: L^n &\to R^\nu; & C_{22}: R^\nu &\to R^\nu.
\end{align*}
\]

It should be noted that, with respect to the continuous time component \( x(t) \), we restrict ourself to the case \( x \in AC^n \) and so ignore the impulsive component of the solution [8]. Our aim is to give the explicit representation of \( \mathcal{Y} \) and \( \mathcal{C} \) in terms of the system matrix parameters.

§ 2. The fundamental matrix and the Cauchy operator

A principal point of the consideration is to obtain a linear algebraic system with respect to the vector \( (x, z) = \text{col} \, (x(t_1), \ldots, x(t_\mu), z(t_1), \ldots, z(t_\mu)) \). The inverse to the matrix of the system will give the desired representation. In doing so we execute the following steps.
1. Integrate the two sides of \((1.1)\) from 0 to \(t_i\).

\[
x(t_i) = x(0) + \sum_{j=0}^{\mu} \int_{0}^{t_j} A_j(s) \chi_j(s) \, ds \, x(t_j) + \sum_{j=0}^{\mu} \int_{0}^{t_j} B_j(s) \chi_j(s) \, ds \, z(t_j) + \int_{0}^{t_i} f(s) \, ds.
\]

Here \(\chi_j(s)\) stands for the characteristic function of \((t_j, T]\).

2. In the sequel, it will be convenient to use the following notation.

\[
x_i = x(t_i), \quad z_i = z(t_i), \quad \phi_i = \int_{0}^{t_i} f(s) \, ds, \quad \psi_i = g(t_i), \quad i = 1, \ldots, \mu;
\]

\[
A_{ij} = \int_{0}^{t_i} A_j(s) \chi_j(s) \, ds \quad \text{if } j < i, \quad A_{ij} = 0 \quad \text{otherwise};
\]

\[
B_{ij} = \int_{0}^{t_i} B_j(s) \chi_j(s) \, ds \quad \text{if } j < i, \quad B_{ij} = 0 \quad \text{otherwise};
\]

\[
D_{ij} = D_{ij} \quad \text{if } j < i, \quad D_{ij} = 0 \quad \text{otherwise};
\]

\[
H_{ij} = H_{ij} \quad \text{if } j < i, \quad H_{ij} = 0 \quad \text{otherwise}.
\]

3. With this notation we rewrite \((1.1)-(1.2)\) in the form

\[
x_i = x(0) + A_{10} x(0) + \sum_{j=1}^{\mu} A_{ij} x_j + B_{10} z(0) + \sum_{j=1}^{\mu} B_{ij} z_j + \phi_i, \quad i = 1, \ldots, \mu,
\]

\[
z_i = D_{10} x(0) + \sum_{j=1}^{\mu} D_{ij} x_j + H_{10} z(0) + \sum_{j=1}^{\mu} H_{ij} z_j + \psi_i, \quad i = 1, \ldots, \mu,
\]

or

\[
\begin{pmatrix}
  x_1 \\
  \vdots \\
  x_\mu \\
  z_1 \\
  \vdots \\
  z_\mu
\end{pmatrix}
= 
\begin{pmatrix}
  E_n + A_{10} & B_{10} \\
  \vdots & \vdots \\
  D_{10} & H_{10} \\
  \vdots & \vdots \\
  D_{\mu 0} & H_{\mu 0}
\end{pmatrix}
\begin{pmatrix}
  x(0) \\
  z(0)
\end{pmatrix} +
\begin{pmatrix}
  \phi_1 \\
  \vdots \\
  \phi_\mu \\
  \psi_1 \\
  \vdots \\
  \psi_\mu
\end{pmatrix} \quad (2.1)
\]

where \(E_n\) is the identity \((n \times n)\)-matrix.

4. With the natural block form of the matrices we can write \((2.1)\) as follows:

\[
\begin{pmatrix}
  x \\
  z
\end{pmatrix}
= 
\begin{pmatrix}
  E + A_0 & B_0 \\
  D_0 & H_0
\end{pmatrix}
\begin{pmatrix}
  x(0) \\
  z(0)
\end{pmatrix} +
\begin{pmatrix}
  A & B \\
  D & H
\end{pmatrix}
\begin{pmatrix}
  x \\
  z
\end{pmatrix} +
\begin{pmatrix}
  \phi \\
  \psi
\end{pmatrix} \quad (2.2)
\]

5. Let us continue the notation:

\[
P = \begin{pmatrix}
  E + A_0 & B_0 \\
  D_0 & H_0
\end{pmatrix}; \quad A = \begin{pmatrix}
  A & B \\
  D & H
\end{pmatrix}; \quad Q = (E - A)^{-1}.
\]
It should be noted that the invertibility of \((E - A)\) follows from its structure which is due to the construction given by the definition of the all elements. Moreover, the inverse \(Q\) is of the same structure. To illustrate this remark, we give an example for \(n = 2, \nu = 1, \mu = 3\):

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\square & \square & 1 & 0 & 0 & \square & 0 & 0 & 0 \\
\square & \square & 0 & 1 & 0 & \square & 0 & 0 & 0 \\
\square & \square & \square & \square & 1 & 0 & \square & 0 & 0 \\
\square & \square & \square & \square & 0 & 1 & \square & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
\square & \square & 0 & 0 & 0 & 0 & \square & 1 & 0 \\
\square & \square & \square & \square & 0 & 0 & \square & \square & 1
\end{pmatrix},
\]

where \(\square\) stands for a real number, all 1 and 0 are presented immediately.

6. Solving (2.2) with respect to \(\text{col} (x, z)\), we obtain

\[
\begin{pmatrix}
x \\
z
\end{pmatrix} = QP \begin{pmatrix} x(0) \\
z(0) \end{pmatrix} + Q \begin{pmatrix} \phi \\
\psi \end{pmatrix}.
\] (2.3)

It is reasonable to note here that the first term in the right-hand side of (2.3) is responsible for the dependence of the solution on the initial state of the system and other describes the impact of the free term. We shall use (2.3) to give the final representation of the solution to (1.1)–(1.2). In doing so we denote by \(Y\) the product \(QP\) and employ for \(Y\) and \(Q\) the following block forms:

\[
Y = \begin{pmatrix} Y_{11} & Y_{12} \\
Y_{21} & Y_{22} \end{pmatrix}; \quad Q = \begin{pmatrix} Q_{11} & Q_{12} \\
Q_{21} & Q_{22} \end{pmatrix}.
\]

Thus we have

\[
x = Y_{11}x(0) + Y_{12}z(0) + Q_{11}\phi + Q_{11}\psi; \quad (2.4)
\]
\[
z = Y_{21}x(0) + Y_{22}z(0) + Q_{21}\phi + Q_{22}\psi \quad (2.5)
\]

and

\[
x_j = Y_{11}^jx(0) + Y_{12}^jz(0) + Q_{11}^j\phi + Q_{11}^j\psi, \quad j = 1, \ldots, \mu; \quad (2.6)
\]
\[
z_j = Y_{21}^jx(0) + Y_{22}^jz(0) + Q_{21}^j\phi + Q_{22}^j\psi, \quad j = 1, \ldots, \mu. \quad (2.7)
\]

where \(Y_{k1}^j\) is the \(j\)-th group of \(n\)-rows to \(Y_{k1}\), \(k = 1, 2\), and \(Y_{k2}^j\) is the \(j\)-th group of \(\nu\)-rows to \(Y_{k2}\), \(k = 1, 2\). The matrices \(Q_{k\ell}^j, k, \ell = 1, 2\), are defined in perfect analogy.

7. Note that (2.4) and (2.5) give the complete description for the component \(z\) of the solution. As for \(x\), let us recall that \(x_j = x(t_j), j = 1, \ldots, \mu\), and we need to get the representation of \(x(t)\). To do this, we have to return to (1.1) and calculate \(x(t) = x(0) + \int_0^t \dot{x}(s) \, ds\).

Therewith we understand that \(\dot{x}(s)\) should be replaced by the right-hand side of (1.1) with taking into account (2.6) and (2.7). To do this in a quite short form, we shall use the following notation:

\[
\mathcal{A}_j(t) = \int_0^t A_j(s)\chi_j(s) \, ds; \quad \mathcal{B}_j(t) = \int_0^t B_j(s)\chi_j(s) \, ds; \quad \phi(t) = \int_0^t f(s) \, ds.
\]
Thus we have

\[ x(t) = x(0) + \sum_{j=1}^{\mu} A_j(t)x(0) + \sum_{j=1}^{\mu} A_j(t) \left[ Y_{11}^j x(0) + Y_{12}^j z(0) \right] + \sum_{j=1}^{\mu} A_j(t) \left[ Q_{11}^j + Q_{12}^j \psi \right] + \]

\[ + B_0z(0) + \sum_{j=1}^{\mu} B_j(t) \left[ Y_{21}^j x(0) + Y_{22}^j z(0) \right] + \sum_{j=1}^{\mu} B_j(t) \left[ Q_{21}^j + Q_{22}^j \psi \right] + \phi(t), \]

or

\[ x(t) = \left[ E_n + A_0(t) + \sum_{j=1}^{\mu} A_j(t)Y_{11}^j + \sum_{j=1}^{\mu} B_j(t)Y_{21}^j \right] x(0) + \]

\[ + \left[ B_0(t) + \sum_{j=1}^{\mu} A_j(t)Y_{12}^j + \sum_{j=1}^{\mu} B_j(t)Y_{22}^j \right] z(0) + \]

\[ + \left[ \sum_{j=1}^{\mu} A_j(t)Q_{11}^j + \sum_{j=1}^{\mu} B_j(t)Q_{21}^j \right] \phi + \phi(t) + \left[ \sum_{j=1}^{\mu} A_j(t)Q_{12}^j + \sum_{j=1}^{\mu} B_j(t)Q_{22}^j \right] \psi. \]

For the component \( z = \text{col} \left( z_1, \ldots, z_\mu \right) \), we can rewrite (2.7) in the form

\[ z = Y_{21}x(0) + Y_{22}z(0) + Q_{21}\phi + Q_{22}\psi. \]

8. Therefore, for all components of (1.3), we obtain the following representations:

\[ \mathcal{Y}_{11} = E_n + A_0(t) + \sum_{j=1}^{\mu} A_j(t)Y_{11}^j + \sum_{j=1}^{\mu} B_j(t)Y_{21}^j; \] \hfill (2.8)

\[ \mathcal{Y}_{12} = B_0(t) + \sum_{j=1}^{\mu} A_j(t)Y_{12}^j + \sum_{j=1}^{\mu} B_j(t)Y_{22}^j; \] \hfill (2.9)

\[ \mathcal{Y}_{21} = Y_{21}; \quad \mathcal{Y}_{22} = Y_{22}; \] \hfill (2.10)

\[ (\mathcal{C}_{11} f)(t) = \left[ \sum_{j=1}^{\mu} A_j(t)Q_{11}^j + \sum_{j=1}^{\mu} B_j(t)Q_{21}^j \right] \phi + \int_{0}^{t} f(s) \, ds, \]

where \( \phi = \text{col} \left( \int_{0}^{t_1} f(s) \, ds, \ldots, \int_{0}^{t_\mu} f(s) \, ds \right). \)

Let us give this representation in a more explicit form:

\[ (\mathcal{C}_{11} f)(t) = \int_{0}^{t} \left\{ E_n + \sum_{k=1}^{\mu} \left[ \int_{0}^{t_1} \left[ \sum_{j=1}^{\mu} \left( A_j(\tau) Q_{11}^j + B_j(\tau) Q_{12}^j \right) \left( \chi(t_j, x) \chi(t, x) \right) \, d\tau \right] \chi(0, t_k) \right] \, f(s) \, ds, \right\} \] \hfill (2.11)

where \( Q_{11}^j \) is the \( k \)-th group of \( n \)-columns to \( Q_{11}^j \), \( Q_{21}^j \) is the \( k \)-th group of \( n \)-columns to \( Q_{21}^j \).

The expression inside of \{ \cdots \} is the Cauchy matrix \( C_{11}(t, s) \).

Next

\[ (\mathcal{C}_{12} g)(t) = \left[ \sum_{j=1}^{\mu} A_j(t)Q_{12}^j + \sum_{j=1}^{\mu} B_j(t)Q_{22}^j \right] \psi; \]
where $\psi = \text{col} (g(t_1), \ldots, g(t_\mu))$; or, in a more explicit form,

$$
(C_{12} g)(t) = \int_0^t \left\{ \sum_{k=1}^\mu \left[ \sum_{j=1}^\nu (A_j(s) Q^{jk}_{12} + B_j(s) Q^{jk}_{22}) \chi(t, t_j(s)) \right] g(t_j) \right\} ds,
$$

(2.12)

where $Q^{jk}_{12}$ is the $k$-th group of $\nu$-columns to $Q_{12}$, $Q^{jk}_{22}$ is the $k$-th group of $\nu$-columns to $Q_{22}$.

$$
C_{21} f = Q_{21} \text{col} \left( \int_0^{t_1} f(s) ds, \ldots, \int_0^{t_\nu} f(s) ds \right), \quad C_{22} g = Q_{22} \text{col} (g(t_1), \ldots, g(t_\mu)).
$$

Thus, we can formulate the main result.

**Theorem 1.** The general solution of the continuous–discrete system (1.1)–(1.2) has the representation (1.3) where $Y_{ik}$ and $C_{ik}$, $i, k = 1, 2$, are defined by the equalities (2.8)–(2.13).

§ 3. An example

Consider the system

$$
\dot{x}(t) = 0.5 x(0) + 0.5 \sin(t) \chi_{(1,4)}(t) x(1) + 0.1 \exp(-0.1t) \chi_{(2,4)}(t) x(2) + 0.1 t^2 \chi_{(3,4)}(t) x(3) + 0.3 tz(0) + 0.2 \chi_{(1,4)}(t) z(1) + 0.1 t^2 \chi_{(2,4)}(t) z(2) + 0.15 \chi_{(3,4)}(t) z(3) + f(t), \quad t \in [0, 4],
$$

$$
z(i) = 0.4 x(0) + 0.5 \chi_{(1,4)}(i) x(1) + 0.4 \chi_{(2,4)}(i) x(2) + 0.3 \chi_{(3,4)}(i) x(3) + 0.2 z(0) + 0.2 \chi_{(1,4)}(i) z(1) + 0.3 \chi_{(2,4)}(i) z(2) + 0.15 \chi_{(3,4)}(i) z(3) + g(i), \quad i = 1, \ldots, 4.
$$

In this case, we have $A = (A_1, A_2)$,

$$
A_1 = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0.708073418 & 0 & 0 & 0 \\
0.994996248 & 0.259181779 & 0 & 0 \\
0.826821810 & 0.329679954 & 2.133333333 & 0 \\
0.5 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0.5 & 0.4 & 0.3 & 0
\end{pmatrix},
$$

$$
A_2 = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0.400000000 & 0 & 0 & 0 \\
0.600000000 & 0.899999999 & 0 & 0 \\
0.800000000 & 2.133333333 & 0.6000000000 & 0 \\
0 & 0 & 0 & 0 \\
0.2 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0.2 & 0.3 & 0.4 & 0
\end{pmatrix},
$$

$$
Q = (E - A)^{-1} = (Q_1, Q_2),
$$
All results of calculations are displayed to the ninth decimal place.

\( f(t) = C_{21} t + (0) \)

\[ Q_1 = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0.708073418 & 1 & 0 & 0 & 0 \\
1.628515977 & 0.259181779 & 1 & 0 & 0 \\
6.161031126 & 1.122601083 & 2.133333333 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0.500000000 & 0 & 0 & 0 & 0 \\
0.933229367 & 0.400000000 & 0 & 0 & 0 \\
1.795075907 & 0.637754534 & 0.300000000 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0.400000000 & 0 & 0 & 0 & 0 \\
0.883672712 & 0.899999999 & 0 & 0 & 0 \\
3.495707100 & 4.233333333 & 0.600000000 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0.200000000 & 1 & 0 & 0 & 0 \\
0.420000000 & 0.300000000 & 1 & 0 & 0 \\
0.853101814 & 0.690000000 & 0.400000000 & 1 & 0 \\
\end{pmatrix}, \]

\( Q_2 = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0.400000000 & 0 & 0 & 0 & 0 \\
0.883672712 & 0.899999999 & 0 & 0 & 0 \\
3.495707100 & 4.233333333 & 0.600000000 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0.200000000 & 1 & 0 & 0 & 0 \\
0.420000000 & 0.300000000 & 1 & 0 & 0 \\
0.853101814 & 0.690000000 & 0.400000000 & 1 & 0 \\
\end{pmatrix}, \]

\((C_{11} f)(t) = \int_0^t \left\{ 1 + \right. \)
\[ + \int_s^t \left[ 0.5 \sin(\tau) \chi_{1,4}(\tau) + (0.0500000000 \tau^2 + 0.0708073418 \exp(-0.1 \tau)) \chi_{2,4}(\tau) + \\
+ (0.139984405 + 0.16251598 \tau^2) \chi_{3,4}(\tau) \chi_{0,1}(s) + \\
+ 0.1 \exp(-0.1 \tau) \chi_{2,4}(\tau) + (0.06000000 + 0.025918178 \tau^2) \chi_{3,4}(\tau) \chi_{0,2}(s) + \\
+ 0.1 \tau^2 \chi_{3,4}(\tau) \chi_{0,3}(s) \left\} d\tau f(s) ds, \]

\((C_{12} g)(t) = \int_0^t \left\{ 0.2 \chi_{1,4}(s) + (0.0400000000 \exp(-0.1 s) + 0.020000000 s^2) \chi_{2,4}(s) + \\
+ (0.630000000 + 0.088367271 s^2) \chi_{3,4}(s) \chi_1(1) + 0.100000000 s^2 \chi_{2,4}(s) + \\
+ 0.150000000 \chi_{3,4}(s) \chi_1(2) + 0.150000000 \chi_{3,4}(s) \chi_1(3) \right\} ds, \]

\( C_{21} f = \begin{pmatrix}
0 \\
0.5 \int_0^1 f(s) ds \\
0.933229367 \int_0^1 f(s) ds + 0.4 \int_0^2 f(s) ds \\
1.795075907 \int_0^1 f(s) ds + 0.637754534 \int_0^2 f(s) ds + 0.300000000 \int_0^3 f(s) ds \\
\end{pmatrix}, \]

\( C_{22} g = \begin{pmatrix}
g(1) \\
0.2 g(1) + 1 g(2) \\
0.420000000 g(1) + 0.3 g(2) + 1 g(3) \\
0.853101814 g(1) + 0.690000000 g(2) + 0.4 g(3) + 1 g(4) \\
\end{pmatrix}. \)

All results of calculations are displayed to the ninth decimal place.
§ 4. Conclusive remarks

In conclusion it should be noted that a more general case of (1.1) with a Volterra functional differential operator \( \mathcal{L} : AC^n[0, T] \to L^n[0, T] \) instead of \( d/dt \) in the left-hand side can be reduced to (1.1) if \( \mathcal{L} \) has the Cauchy matrix \( C(t, s) \) [4]. Namely, let us recall that the general solution to \( \mathcal{L}x = r \) has the representation

\[
x(t) = X(t) \alpha + \int_0^t C(t, s)r(s) \, ds
\]  

(4.1)

and we have

\[
\dot{x}(t) = \dot{X}(t) \alpha + \int_0^t C'(t, s)r(s) \, ds + r(t).
\]  

(4.2)

As applied to

\[
(\mathcal{L}x)(t) = \sum_{j: t_j < t} A_j(t)x(t_j) + \sum_{j: t_j < t} B_j(t)z(t_j) + f(t), \ t \in [0, T],
\]  

(4.3)

(4.2) means that (4.3) can be rewritten in the form

\[
\dot{x}(t) = \sum_{j: t_j < t} \hat{A}_j(t)x(t_j) + \sum_{j: t_j < t} \hat{B}_j(t)z(t_j) + \hat{f}(t), \ t \in [0, T],
\]  

(4.4)

where the new coefficients \( \hat{A}_j(t) \), \( \hat{B}_j(t) \) and the new free term \( \hat{f}(t) \) are calculated with the use of \( C'(t, s) \) and \( \dot{X}(t) \).

Thus the Cauchy matrix takes the responsibility for the memory of \( \mathcal{L} \) and the new discrete memory in (4.4). The complete description of a class of operators with the Cauchy matrix such that (4.2) follows from (4.1) is given in [4].
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Об одном классе линейных непрерывно-дискретных систем с дискретной памятью
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В статье рассматривается класс линейных систем функционально-дифференциальных уравнений с непрерывным и дискретным временем и дискретной памятью. В рамках этого класса предлагается явное представление для основных составляющих представления общего решения — фундаментальной матрицы и оператора Коши. Полученные представления даются в терминах параметров рассматриваемой системы и открывают возможность эффективного исследования общих краевых задач и задач управления относительно заданной конечной системы линейных целевых функционалов. При исследовании упомянутых задач для систем за пределами изучаемого класса рассматриваемые в работе системы с дискретной памятью могут играть роль модельных или аппроксимирующих систем и оказаться полезными при изучении грубых свойств систем с последействием, сохраняющихся при малых возмущениях параметров.
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