MATHEMATICAL ANALYSIS OF A COUPLING METHOD FOR THE PRACTICAL COMPUTATION OF HOMOGENIZED COEFFICIENTS
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Abstract. We present the mathematical study of a computational approach originally introduced by R. Cottereau [Int. J. Numer. Meth. Eng. 95 (2013) 71–90]. The approach aims at evaluating the effective (a.k.a. homogenized) coefficient of a medium with some fine-scale structure. It combines, using the Arlequin coupling method, the original fine-scale description of the medium with an effective description and optimizes upon the coefficient of the effective medium to best fit the response of an equivalent purely homogeneous medium. We prove here that the approach is mathematically well-posed and that it provides, under suitable assumptions, the actual value of the homogenized coefficient of the original medium in the limit of asymptotically infinitely fine structures. The theory presented here therefore usefully complements our numerical developments of Gorynina et al. [SIAM J. Sci. Comput. 43 (2021) A1273–A1304].
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1. Introduction

The work [9] has introduced a domain decomposition approach for the specific purpose of approximating the homogenized coefficient of a heterogeneous medium. In short, the approach consists in dividing the computational domain in two overlapping subdomains (see Fig. 1). The first, inner subdomain explicitly accounts for the fine-scale structure. In the second, outer subdomain, an effective medium is considered. The two subdomains overlap, typically over an annular layer, where both models, the fine-scale model and the effective model, coexist. Suitable boundary conditions are imposed on the outer boundary of the domain. The bottom line of the approach then consists in optimizing upon the coefficient of the effective medium in order to best fit the response that would be obtained if the effective coefficient employed were the actual homogenized coefficient corresponding to the fine scale structure. The approach thus provides a computational strategy to approximate the homogenized coefficient which is an alternative to standard homogenization techniques. In particular, and in the same vein as some other approaches previously proposed in the literature [7, 11, 15, 16], it does not require computing the usual ingredients of homogenization such as corrector functions before providing an approximation of the homogenized coefficient. We refer to the companion article [13] for more details motivating the approach of [9].
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Let us at once say that, in short, the conclusion of the mathematical study conducted herein is that the method introduced in [9] from a purely computational perspective is mathematically sound.

In some more details, our study follows the following pattern. We work, as in [9, 13], on the simple, linear, in divergence form diffusion equation

\[- \text{div} (k_{\varepsilon} \nabla u_{\varepsilon}) = f, \quad (1.1)\]

which is posed in \( \Omega \), a bounded domain of \( \mathbb{R}^d \). We assume for simplicity of exposition that \( d = 2 \), but our mathematical study carries over to a higher dimensional setting in a straightforward way. The practically relevant case is of course \( d=3 \), but we wish to spare the reader the required adjustments of our arguments.

In (1.1), the coefficient \( k_{\varepsilon} \) models the fine-scale structure of the actual medium (typically a complex material) considered, the effective coefficient of which we aim at approaching. The parameter \( \varepsilon > 0 \), presumably small, encodes the size of the fine-scale structure, supposedly tiny: \( \varepsilon \ll 1 \). The coefficient \( k_{\varepsilon} \) may be scalar-valued, or matrix-valued. Our study is actually insensitive to this distinction, and we hence assume throughout our article that \( k_{\varepsilon} \) is matrix-valued. Furthermore, we assume that \( k_{\varepsilon} \) is a symmetric matrix. This assumption will be strongly used hereafter, e.g. to write the Euler-Lagrange equations of the optimization problem (2.3) in the form of (2.6), and when writing the estimate (3.36). It might be possible to extend the approach to non-symmetric settings, but this goes beyond the scope of this article.

In addition, we assume the following classical boundedness and coercivity conditions:

\[
\forall \xi \in \mathbb{R}^2, \quad k_{\varepsilon}(x) \xi \cdot \xi \geq c_1 |\xi|^2 \quad \text{and} \quad |k_{\varepsilon}(x)\xi| \leq c_2 |\xi| \quad \text{a.e. on} \ \Omega, \quad (1.2)
\]

for two constants \( c_1 > 0, c_2 > 0 \) independent from \( \varepsilon \).

The computational approach introduced in [9] and briefly outlined above can then be put in action for any such coefficient and any value of the parameter \( \varepsilon \). In theory though, the existence of a homogenized coefficient \( k^* \), and, foremost, the existence of a coefficient \( k^* \) amenable to practical computations, so that equation (1.1) converges in the limit of asymptotically small parameters \( \varepsilon \) to a homogenized equation of the type

\[- \text{div} (k^* \nabla u^*) = f, \quad (1.3)\]

for some homogenized coefficient \( k^* \), requires more stringent assumptions on \( k_{\varepsilon} \). In our study, we will assume \( k_{\varepsilon} \) is of the form

\[k_{\varepsilon}(x) = k_{\text{per}}(x/\varepsilon), \quad (1.4)\]

for some fixed coefficient \( k_{\text{per}} \), which we further assume periodc, as a prototypical case of a large class of adequate structures for which quantitative homogenization holds. For instance, the theoretical setting and the computational approach (see [9, 13]) carry over to the case of a random stationary coefficient \( k_{\varepsilon} \). The homogenized coefficient \( k^* \), which in the case (1.4) of a periodic coefficient is constant, may be, like the coefficient \( k_{\varepsilon} \), scalar-valued or matrix-valued, the latter case being even possible despite the fact that \( k_{\varepsilon} \) is scalar-valued. In the most part of our mathematical study below, we assume for simplicity that \( k^* \) is scalar-valued. In Appendix A, we make precise how our arguments should be modified to, for the most part, carry over to the case of a matrix-valued homogenized coefficient.

The approach of [9] considers, to begin with, a coupling of the two equations (1.1) for the actual fine-scale coefficient \( k_{\varepsilon} \), and

\[- \text{div} (\overline{k} \nabla \overline{u}) = f, \quad (1.5)\]

which corresponds to the homogenized equation (1.3) for a tentative value \( \overline{k} \) of the, beforehand unknown, coefficient \( k^* \). As said above, the equations are respectively posed in an inner and an outer subdomain that
surrounds the former (see Fig. 1). The coupling is performed in an overlapping region, and encodes the fact that the solution $u_\varepsilon$ to (1.1) agrees “on average” (the meaning of that term is made precise in (2.5)–(2.10)) with the solution $\pi$ to (1.5) within the overlapping region. More specifically, the computational implementation of this coupling is performed using the now classical Arlequin method, a popular approach in computational mechanics, which has been introduced in [3, 5, 10, 20] and which we recall in Section 2.1 below. Suitable boundary conditions are imposed on the outer boundary of the domain. These boundary conditions are typically linear Dirichlet boundary conditions. The solution to the coupled system is consequently computed, using an adequate finite element type discretization. The necessary details are presented in Section 2.2.

A cost function is then evaluated. It measures to which extent the solution obtained differs from the solution obtained for an entirely homogeneous medium. The tentative value of $k_\varepsilon$ is updated correspondingly (by minimizing this cost function, see (3.1)–(3.2)) and the above process is repeated until consistency is obtained, within the desired degree of accuracy.

Placing the computational approach described above on a sound mathematical grounding requires to successively establish the following properties:

(i) for a fixed value of $\varepsilon$, there exists an optimized value of $k_\varepsilon$, denoted by $k_\varepsilon^\text{opt}$, where the cost function attains its minimum.

(ii) as $\varepsilon \to 0$, the optimal value $k_\varepsilon^\text{opt}$ converges to the homogenized coefficient $k^*$.

In addition, the uniqueness of the optimal value $k_\varepsilon^\text{opt}$ in (i) may be studied.

After presenting the computational approach in Section 2, we turn in Section 3 to the analysis of the scalar case. We study each of the two above properties, respectively in Section 3.3 and Section 3.4 below, under suitable, somehow classical and relatively mild assumptions. And we indeed establish they both hold true, in Theorems 3.6 and 3.8 respectively. We next establish, in Section 3.5, the uniqueness of the optimal coefficient $k_\varepsilon^\text{opt}$ for sufficiently small values of $\varepsilon$ (see Thm. 3.12).

Consequently, the approach does provide, for each size of the fine-scale structure fixed, an optimal effective coefficient. In the limit of a vanishing size of the fine-scale structure, this optimal coefficient is unique and allows one to identify the actual homogenized coefficient of the medium considered.

We next turn in Appendix A to the matrix-valued case, where our main results (existence of at least one optimal coefficient $k_\varepsilon^\text{opt}$ and convergence of that coefficient to $k^*$) are Theorems A.4 and A.5. We refer to Remarks 3.1 and A.2 below for a discussion on the fact that a single coupled problem is enough to identify the homogenized coefficient $k^*$ in the scalar case, but that $d$ such coupled problems are needed in the matrix-valued case.

We conclude this introductory section by mentioning that, despite the fact that the mathematical study presented here is restricted to the two-dimensional periodic setting, we believe that the arguments introduced (most of which are variational in nature) are likely to carry over to a large variety of settings: random stationary coefficients, nonlinear monotone equations, non constant slowly varying homogenized coefficients, etc. However, we have not pursued in those many directions, and definite conclusions are yet to be obtained.

## 2. Presentation of the computational approach

The purpose of this section is to present in full details our mathematical framework. We start with a coupling strategy of an oscillating model with an effective one and briefly recall the basics of the Arlequin approach in Section 2.1. We next turn to its discretized finite element formulation in Section 2.2.

We assume that the sequence of oscillatory functions $k_\varepsilon$ is uniformly coercive and bounded (see (1.2)). For technical reasons in the mathematical arguments below, we also assume that

$$k_{\text{per}} \text{ is H"older continuous.}$$

(2.1)
We use this assumption to have some regularity on the correctors and on some related quantities, see the discussion below (3.11). It might be possible to relax this assumption, using e.g. the arguments of [18] for discontinuous, piecewise constant (periodic) coefficients, at the price of additional technical arguments in some of the proofs below. We will not pursue in that direction in this article.

2.1. Mathematical setting and formal description of the coupling method at the continuous level

Throughout this article, we assume that the computational domain is the two-dimensional square \( \Omega = (-L, L)^2 \) for some \( L > 0 \) (see Fig. 1).

To begin with, we choose \( L_c \) and \( L_f \) such that \( 0 < L_f < L_c < L \) and introduce three disjoint subdomains \( D \), \( D_c \) and \( D_f \) of the computational domain \( \Omega \) such that \( \Omega = \overline{D} \cup D_c \cup \overline{D_f} \). The inner subdomain \( D_f = (-L_f, L_f)^2 \) explicitly accounts for the fine-scale structure (modelled by an oscillatory coefficient \( k \)). This first subdomain is surrounded by a second subdomain \( D_c = (-L_c, L_c)^2 \setminus [-L_f, L_f]^2 \), where both models are simultaneously considered: the fine-scale structure, and the effective medium (modelled by a coefficient \( \bar{k} \) chosen to be constant, since the homogenized coefficient \( k^* \) is constant in view of (1.4)). In that second subdomain, the two models are coupled so that, in a sense made precise below, they are consistent with one another. The second subdomain is surrounded by a third subdomain \( D \), where only the effective medium is considered. We denote \( \Gamma \) the exterior boundary of \( D \) (see Fig. 1), on which we impose (non-homogeneous) Dirichlet boundary conditions, see (2.3). We also introduce the boundaries \( \Gamma_f = \partial D_f \) and \( \Gamma_c = \partial(D_c \cup \overline{D_f}) \).

We note that, for the sake of simplicity, we work with square domains \( D_f \), \( D_c \cup \overline{D_f} \) and \( D \cup D_c \cup \overline{D_f} \). However, one could consider more general cases with polygonal domains. In the same spirit, \( D_f \) does not need to lie exactly in the center of \( D_c \), and \( D_c \) does not need to lie exactly in the center of \( D \), nor be exactly equally thick on each side of \( D_f \), . . .

In what follows, we assume that the boundary \( \Gamma_f \) (resp. \( \Gamma_c \)) is the union of \( N_f \) straight edges (resp. \( N_c \) straight edges), where the number \( N_f \) (resp. \( N_c \)) of edges is independent of \( \varepsilon \):

\[
\Gamma_f = \bigcup_{1 \leq j \leq N_f} \tilde{e}_j, \quad \Gamma_c = \bigcup_{N_f+1 \leq j \leq N_f+N_c} \tilde{e}_j. \tag{2.2}
\]

This assumption is of course satisfied for any polygonal domains \( D_c \) and \( D_f \), including the specific case we consider for simplicity of exposition in this article, where \( D_f \) and \( D_c \cup \overline{D_f} \) are square domains.

If it were to be formulated at the continuous level, the Arlequin method applied to (1.1) and (1.5) would consist in considering the following minimization problem:

\[
\inf \left\{ \mathcal{E}(\overline{\pi}, \overline{u}_\varepsilon), \overline{\pi} \in H^1(D \cup D_c), \overline{\pi}(x) = x_1 \text{ on } \Gamma, \overline{u}_\varepsilon \in H^1(D_c \cup D_f), \mathcal{C}(\overline{\pi} - \overline{u}_\varepsilon, \phi) = 0 \text{ for any } \phi \in H^1(D_c) \right\}, \tag{2.3}
\]

where the constraint function \( \mathcal{C} \) and the energy \( \mathcal{E} \) are defined as follows. The energy \( \mathcal{E} \) is the sum of the contributions of each of the three subdomains:

\[
\mathcal{E}(\overline{\pi}, \overline{u}_\varepsilon) = \frac{1}{2} \int_D \bar{k} \nabla \overline{\pi}(x) \cdot \nabla \overline{\pi}(x) + \frac{1}{2} \int_{D_f} k_\varepsilon(x) \nabla \overline{u}_\varepsilon(x) \cdot \nabla \overline{u}_\varepsilon(x) + \frac{1}{2} \int_{D_c} \left( \frac{1}{2} \bar{k} \nabla \overline{m}(x) \cdot \nabla \overline{m}(x) + \frac{1}{2} k_\varepsilon(x) \nabla \overline{u}_\varepsilon(x) \cdot \nabla \overline{u}_\varepsilon(x) \right). \tag{2.4}
\]

The last term in \( \mathcal{E} \) accounts for the energy in the domain \( D_c \), where the two models co-exist and are equally weighted (thus the factor 1/2 in the integrand). Other choices of weights are possible (and likewise other types of coupling, besides the Arlequin volumic coupling considered here, can be envisioned), as discussed in [13]. We will not consider them hereafter.
Figure 1. Decomposition of the computational domain into three disjoint subdomains: a subdomain $D$ where only the effective model is defined, a subdomain $D_f$ where only the fine model is defined and a subdomain $D_c$ where both models are defined and over which they are coupled (the subscripts $f$ and $c$ obviously stand for “fine” and “coupled”). Dirichlet boundary conditions are imposed on the exterior boundary of $D$, which is denoted $\Gamma$ and which is represented by black thick lines.

In (2.3), the constraint function $C$ is defined by

$$\forall u \in H^1(D_c), \forall \phi \in H^1(D_c), \quad C(u, \phi) = \int_{D_c} \nabla u \cdot \nabla \phi + u \phi.$$  \hspace{1cm} (2.5)

We hence see that the constraint amounts to $\overline{\pi} = \overline{\eta}_e$ on $D_c$ (and that the precise expression of $C$ does not matter).

However, the Arlequin approach (in this context, as well as in more general contexts) is to be put in action at the discretized level, as we will see in Section 2.2. In the latter context, the constraint in (2.3) is transformed in a milder constraint that only imposes that $\overline{u}$ and $\overline{\eta}_e$ agree on average (see (2.10) below).

**Remark 2.1.** Alternative choices for the boundary conditions on $\Gamma$ in (2.3) could be made (see Rem. 3.1 below for instance).

**Remark 2.2.** In (2.3) and throughout this article, the notation $H^1(D \cup D_c \cup \Gamma_c)$ (where we recall that $\Gamma_c = \partial (D_c \cup D_f)$), so that the trace on $\Gamma_c$ of a function of that space has the same value on both sides of $\Gamma_c$. Likewise, the notation $H^1(D_c \cup D_f)$ stands for the space $H^1(D_c \cup D_f \cup D_f) \backslash H^1(D_c \cup D_f \cup \Gamma_f)$ (where we recall that $\Gamma_f = \partial D_f$).

It is easy to show (upon considering minimizing sequences and using the strong convexity of $\mathcal{E}$) that, for any positive definite symmetric matrix $\bar{\mathcal{E}}$, problem (2.3) has a unique minimizer.

Solving the minimization problem (2.3) is equivalent to solving the following variational formulation: find $\overline{\pi} \in H^1(D \cup D_c)$ with $\overline{\pi}(x) = x_1$ on $\Gamma$, $\overline{\eta}_e \in H^1(D_c \cup D_f)$ and $\psi \in H^1(D_c)$ such that

$$\left\{ \begin{array}{l}
\forall \overline{\pi} \in V^0, \quad \overline{\mathcal{L}}(\overline{\pi}, \overline{\psi}) + C(\overline{\pi}, \psi) = 0, \\
\forall \overline{\eta} \in H^1(D_c \cup D_f), \quad \overline{\mathcal{L}}_{\mathcal{E}}(\overline{\eta_e}, \overline{\psi}) - C(\overline{\eta}, \psi) = 0, \\
\forall \phi \in H^1(D_c), \quad C(\overline{\pi} - \overline{\eta}_e, \phi) = 0,
\end{array} \right.$$

(2.6)

where

$$V^0 = \left\{ v \in H^1(D \cup D_c), \quad v(x) = 0 \text{ on } \Gamma \right\}.$$
and where the bilinear forms $\mathcal{A}_\kappa$ and $\mathcal{A}_{k_\epsilon}$ are respectively defined by

$$\begin{align*}
\mathcal{A}_\kappa(\mathbf{u}, \mathbf{v}) &= \int_D \kappa \nabla \mathbf{u}(x) \cdot \nabla \mathbf{v}(x) + \frac{1}{2} \int_{D_c} \kappa \nabla \mathbf{u}(x) \cdot \nabla \mathbf{v}(x), \\
\mathcal{A}_{k_\epsilon}(\mathbf{u}, \mathbf{v}) &= \frac{1}{2} \int_{D_c} k_\epsilon(x) \nabla \mathbf{u}(x) \cdot \nabla \mathbf{v}(x) + \int_{D_f} k_\epsilon(x) \nabla \mathbf{u}(x) \cdot \nabla \mathbf{v}(x).
\end{align*}$$

(2.7)

(2.8)

Of course, the three components $\mathbf{u}$, $\mathbf{u}_\epsilon$ and $\psi$ of the solution to (2.6) all depend on $\epsilon$. To keep the notation light, we have made this dependency explicit only for $\mathbf{u}_\epsilon$ to recall that this function oscillates at the scale $\epsilon$ (in contrast to $\mathbf{u}$ and $\psi$, which are meant to be coarse-scale functions, and that will be discretized on a coarse mesh, see Sect. 2.2 below).

Although we will not specifically use this form, it is illustrative to write the strong form of the optimality system (2.6):

$$\begin{align*}
-\text{div}(\kappa \nabla \mathbf{u}) &= 0 \quad \text{in } D, \\
\frac{1}{2} \text{div}(\kappa \nabla \mathbf{u}) - \Delta \psi + \psi &= 0 \quad \text{in } D_c, \\
\frac{1}{2} \text{div}(k_\epsilon \nabla \mathbf{u}_\epsilon) + \Delta \psi - \psi &= 0 \quad \text{in } D_c, \\
-\text{div}(k_\epsilon \nabla \mathbf{u}_\epsilon) &= 0 \quad \text{in } D_f,
\end{align*}$$

with the boundary conditions

$$\begin{align*}
\left.\left(\frac{1}{2} \kappa (\nabla \mathbf{u}) \right|_{D_c} + (\nabla \psi) \right|_{D_c} \cdot n_{\Gamma_c} &= \left(\kappa (\nabla \mathbf{u}) \right|_{D} \cdot n_{\Gamma_c} \right) \quad \text{on } \Gamma_c, \\
\left.\left(\frac{1}{2} k_\epsilon (\nabla \mathbf{u}_\epsilon) \right|_{D_c} - (\nabla \psi) \right|_{D_c} \cdot n_{\Gamma_c} &= 0 \quad \text{on } \Gamma_c, \\
\left.\left(\frac{1}{2} \kappa (\nabla \mathbf{u}) \right|_{D_f} + (\nabla \psi) \right|_{D_f} \cdot n_{\Gamma_f} &= 0 \quad \text{on } \Gamma_f, \\
\left.\left(\frac{1}{2} k_\epsilon (\nabla \mathbf{u}_\epsilon) \right|_{D_f} - (\nabla \psi) \right|_{D_f} \cdot n_{\Gamma_f} &= \left(\kappa (\nabla \mathbf{u}_\epsilon) \right|_{D_f} \cdot n_{\Gamma_f} \right) \quad \text{on } \Gamma_f, \\
\mathbf{u}(x) &= x_1 \quad \text{on } \Gamma.
\end{align*}$$

Here we have denoted by $n_{\Gamma_c}$ (resp. $n_{\Gamma_f}$) the unit normal vector outward to $D_c$ on the boundary $\Gamma_c$ (resp. $\Gamma_f$). We have also denoted by $(\nabla \mathbf{u}_\epsilon)|_{D_f} \cdot n_{\Gamma_f}$ the normal trace on the boundary $\Gamma_f$ of $\nabla \mathbf{u}_\epsilon$ seen as a function defined in the domain $D_f$.

We now turn to the discretization of the above problem. We will work throughout this article with the discretized form, which is the practically relevant version of the problem. We emphasize that, in the absence of any discretization, the approach of [9] does not yield the value of the homogenized coefficient, as shown in Section 2.2 of [13]. If we couple the heterogeneous and the homogeneous models as in (2.3) and next optimize upon $\kappa$ as explained in Section 3.1 below, we indeed obtain a value which is different from the homogenized coefficient $k^*$ we seek, even after passing to the limit $\epsilon \to 0$.

2.2. Discretization

We introduce a coarse mesh $\mathcal{T}_H$ (of mesh size $H > 0$) in the subdomains $D$ and $D_c$ and a fine mesh $\mathcal{T}_h$ (of mesh size $h > 0$) in the subdomains $D_c$ and $D_f$ (see Fig. 2). We assume that the coarse meshes of $D$ and $D_c$ are
Figure 2. A coarse (resp. fine) mesh is used in $D \cup D_c$ (resp. $D_c \cup D_f$).

consistent with one another on $\Gamma_c$, namely that they match on the interface (and likewise for the fine meshes of $D_c$ and $D_f$ on the interface $\Gamma_f$). We also assume that, in $D_c$, the fine mesh is a submesh of the coarse mesh. We next introduce the corresponding finite element spaces:

$$
V_H = \{ u^H \in H^1(D \cup D_c), \quad u^H \text{ is piecewise affine on the coarse mesh } T_H \},
$$

$$
V_h = \{ u^h \in H^1(D_c \cup D_f), \quad u^h \text{ is piecewise affine on the fine mesh } T_h \},
$$

$$
W_H = \{ \phi^H \in H^1(D_c), \quad \phi^H \text{ is piecewise affine on the coarse mesh } T_H \}.
$$

For simplicity of the exposition, we work with $P_1$ finite elements. Other choices of finite element spaces are however possible mutatis mutandis for our arguments below.

The fine mesh size $h$ is assumed to be adjusted so that the discretization in $h$ accurately captures the oscillations of $k_\varepsilon$ (a typical choice is $h \approx \varepsilon/10$). The corresponding discrete problem is therefore expensive to solve. In contrast, the coarse mesh size $H$ can be chosen independent of $\varepsilon$, and therefore satisfies $H \gg h$. The corresponding cost of the macro problem can thus be neglected.

The minimization problem (2.3) is then approximated by

$$
\inf \left\{ \mathcal{E}(\pi^H, \tilde{u}^h), \quad \pi^H \in V_H, \quad \pi^H(x) = x_1 \text{ on } \Gamma, \quad \mathcal{C}(\pi^H - \tilde{u}^h, \phi^H) = 0 \text{ for any } \phi^H \in W_H \right\},
$$

(2.9)

where the energy $\mathcal{E}$ and the constraint function $\mathcal{C}$ are defined by (2.4) and (2.5). Similarly to (2.3), problem (2.9) has a unique minimizer.

In sharp contrast to our observation on (2.3) above, we now observe that the constraint

$$
\mathcal{C}(\pi^H - \tilde{u}^h, \phi^H) = 0 \quad \text{for any } \phi^H \in W_H
$$

(2.10)

encodes that, on $D_c$, $\pi^H$ is the projection (in the sense of the scalar product of $H^1(D_c)$, in view of the expression of $\mathcal{C}$) of $\tilde{u}^h$ (itself a piecewise affine function on the fine mesh $T_h$) on piecewise affine functions on the coarse mesh $T_H$. In that sense, on $D_c$, $\pi^H$ and $\tilde{u}^h$ agree with one another on average.

Remark 2.3. Of course, if the constraint in (2.9) is enforced for any $\phi^h \in W_h$, namely any piecewise affine function on the fine mesh $T_h$, then the constraint implies $\pi^H = \tilde{u}^h$ in $D_c$. We recover a strong (and harmful) constraint as if we were to consider the continuous Arlequin problem (2.3).
We refer to Section 5.1 of [4] and Section 4.1 of [5] for a discussion and numerical results showing that writing the constraint using a $L^2(D_c)$ scalar product, i.e. $\int_{D_c} (\pi^H - \tilde{\psi}^h) \phi^H = 0$ for any $\phi^H \in W_H$ (rather than a $H^1(D_c)$ scalar product as in (2.10)), leads to inconsistent results.

Solving the minimization problem (2.9) is equivalent to solving the following variational formulation: find $\pi^H \in V^\text{DirBC}_H$, $\tilde{\psi}^h \in V_h$ and $\psi^H \in W_H$ such that

$$
\begin{align*}
\forall \pi^H \in V^0_H, \quad & \mathcal{A}_\mathcal{E}(\pi^H, \pi^H) + \mathcal{C}(\pi^H, \psi^H) = 0, \\
\forall \tilde{\psi}^h \in V_h, \quad & \mathcal{A}_k(\tilde{\psi}^h, \tilde{\psi}^h) - \mathcal{C}(\tilde{\psi}^h, \psi^H) = 0, \\
\forall \phi^H \in W_H, \quad & \mathcal{C}(\pi^H - \tilde{\psi}^h, \phi^H) = 0,
\end{align*}
$$

(2.11)

where the bilinear forms $\mathcal{A}_\mathcal{E}$ and $\mathcal{A}_k$ are respectively defined by (2.7) and (2.8) and where

$$
\begin{align*}
V^\text{DirBC}_H &= \{ v \in V_H, \quad v(x) = x_1 \text{ on } \Gamma \}, \\
V^0_H &= \{ v \in V_H, \quad v = 0 \text{ on } \Gamma \}.
\end{align*}
$$

In general, the solution $(\pi^H, \tilde{\psi}^h, \psi^H)$ to (2.11) is not analytically known. In the limit $h \to 0$, $\varepsilon \to 0$ and $H \to 0$, however, and if we temporarily assume that $k^*$ is a scalar and $\tilde{k} = k^*$, then the Lagrange multiplier may be explicitly determined (see [13], Sect. 3.1). It is given by $\psi = k^* \psi_0$ where $\psi_0$ is the solution to

$$
\begin{align*}
-\Delta \psi_0 + \psi_0 &= 0 \quad \text{in } D_c, \\
\nabla \psi_0 \cdot n_{\Gamma_c} &= \frac{1}{2} e_1 \cdot n_{\Gamma_c} \quad \text{on } \Gamma_c, \\
\nabla \psi_0 \cdot n_{\Gamma_f} &= -\frac{1}{2} e_1 \cdot n_{\Gamma_f} \quad \text{on } \Gamma_f.
\end{align*}
$$

(2.12)

Following [13] and our detailed comments therein regarding consistency of the computational approach, we enrich the classical finite element space $W_H$ and consider

$$
W^\text{enrich}_H = W_H + \text{Span } \psi_0
$$

(2.13)

instead of $W_H$. In practice, $\psi_0$ is of course not analytically known for general domains and we therefore use an accurate finite element approximation of $\psi_0$. More precisely, the solution $\psi_0 \in H^1(D_c)$ to (2.12) satisfies the following variational formulation:

$$
\forall \phi \in H^1(D_c), \quad \mathcal{C}(\psi_0, \phi) = \frac{1}{2} \int_{\Gamma_c} (e_1 \cdot n_{\Gamma_c}) \phi - \frac{1}{2} \int_{\Gamma_f} (e_1 \cdot n_{\Gamma_f}) \phi.
$$

(2.14)

We introduce the finite element space

$$
W_h = \{ \psi^h \in H^1(D_c), \quad \psi^h \text{ is piecewise affine on the fine mesh } \mathcal{T}_h \},
$$

and define $\psi_0^h \in W_h$ as the solution to the following variational formulation:

$$
\forall \phi^h \in W_h, \quad \mathcal{C}(\psi_0^h, \phi^h) = \frac{1}{2} \int_{\Gamma_c} (e_1 \cdot n_{\Gamma_c}) \phi^h - \frac{1}{2} \int_{\Gamma_f} (e_1 \cdot n_{\Gamma_f}) \phi^h.
$$

(2.15)

For technical reasons that will be apparent below (see (3.46)), it is convenient to manipulate an approximation of $\psi_0$ which is a piecewise affine function on the fine mesh $\mathcal{T}_h$ used to discretize $\tilde{u}_\varepsilon$. This motivates the choice...
of approximating \( \psi_0 \) in \( W_h \), and not in another finite dimensional space. Of course, standard finite element arguments show that \( \psi_0^h \) converges in \( H^1(D_\varepsilon) \) to \( \psi_0 \) when \( h \to 0 \). Note also that the computation of \( \psi_0^h \) has only to be performed once, independently of the number of iterations to solve the minimization problem described in Section 3.1 below. The additional cost can thus be neglected. In what follows, we therefore consider the enriched space

\[
W_{H,h}^{\text{enrich}} = W_H + \text{Span } \psi_0^h
\]

instead of \( W_{H,h}^{\text{enrich}} \).

As shown in Section 3.1 of [13], the enrichment of the Lagrange multiplier space turns out to be very beneficial from the computational point of view. From the theoretical point of view, and as mentioned above, the enriched approach is now consistent, in the sense that we are enlarging the discretization space so that the exact solution (at convergence \( \varepsilon \to 0 \)) of the problem belongs to that space (see also Rem. 3.5). Moreover, we underline that our analysis below (see in particular Lem. 3.4 and Sect. 3.4) critically uses the fact that we work with the enriched space \( W_{H,h}^{\text{enrich}} \) (or \( W_{H}^{\text{enrich}} \) if we set \( h = 0 \)). Our current arguments do not go through if we were to work with \( W_H \).

Thus, instead of discretizing (2.3) in the form of (2.9), we consider hereafter the following enriched minimization problem:

\[
\inf \left\{ \mathcal{E}(\pi^H, \tilde{u}_{\varepsilon}^h), \quad \pi^H \in V_H, \quad \pi^H(x) = x_1 \text{ on } \Gamma, \right. \\
\left. \tilde{u}_{\varepsilon}^h \in V_h, \quad C(\pi^H - \tilde{u}_{\varepsilon}^h, \phi^H) = 0 \text{ for any } \phi^H \in W_{H,h}^{\text{enrich}} \right\},
\]

(2.16)

where the energy \( \mathcal{E} \) and the constraint function \( C \) are defined by (2.4) and (2.5). The corresponding variational formulation reads as: find \( \pi^H \in V_H^{\text{DirBC}}, \tilde{u}_{\varepsilon}^h \in V_h \) and \( \psi^H \in W_{H,h}^{\text{enrich}} \) such that

\[
\begin{align*}
\forall \pi^H \in V_H^{\text{DirBC}}, & \quad \overline{A}_{\varepsilon}(\pi^H, \pi^H) + C(\pi^H, \psi^H) = 0, \\
\forall \tilde{u}_{\varepsilon}^h \in V_h, & \quad \overline{A}_{\varepsilon}(\tilde{u}_{\varepsilon}^h, \tilde{u}_{\varepsilon}^h) - C(\tilde{u}_{\varepsilon}^h, \psi^H) = 0, \\
\forall \phi^H \in W_{H,h}^{\text{enrich}}, & \quad C(\pi^H - \tilde{u}_{\varepsilon}^h, \phi^H) = 0.
\end{align*}
\]

(2.17)

We keep denoting the Lagrange multiplier by \( \psi^H \) (and not \( \psi_{H,h}^H \)) since it is meant to be a coarse-scale function. Similarly to (2.11), system (2.17) has a unique solution for any positive definite symmetric matrix \( \overline{k} \).

### 3. Case of scalar-valued coefficients \( k^* \) and \( \overline{k} \)

In this section, we address the case where the homogenized coefficient \( k^* \) and the tentative coefficient \( \overline{k} \) upon which we optimize are scalar quantities. The periodic checkerboard (see e.g. [2]) is a well-known and illustrative example for which \( k^* \) is indeed scalar (note although, strictly speaking, that it does not entirely fall within the setting of this article because the technical assumption (2.1) on Hölder regularity is not satisfied). The study of the general case (when \( k^* \) is matrix-valued) is postponed until Appendix A. We recall that, for the well-posedness of the mathematical problem (1.1) (and similarly of (2.16)), the sequence of oscillatory (matrix-valued) functions \( k_\varepsilon \) is assumed to be bounded and bounded away from zero uniformly in \( \varepsilon \) (see (1.2)).

This section is organized as follows. We first recall in Section 3.1 the optimization strategy (see (3.1) below) introduced in [9] and which aims at computing an approximation of the homogenized coefficient \( k^* \) associated to the highly oscillatory coefficient \( k_\varepsilon \). Second, in Section 3.2, we state some important technical properties of the coupling system (2.16) that are required for our analysis. Third, we study the optimization problem (3.1):

- we first establish the existence of an optimal coefficient \( \overline{k}^{\text{opt}}_\varepsilon \) for a fixed value of \( \varepsilon > 0 \) (see our first result, Thm. 3.6 in Sect. 3.3).
we then consider the limit $\varepsilon \to 0$ and show that any optimal coefficient $\bar{k}_{\varepsilon}^{opt}$ indeed converges to the homogenized coefficient $k^*$ (see our second result, Thm. 3.8 in Sect. 3.4).

- we eventually show that the minimizer to (3.1) is unique when $\varepsilon$ is sufficiently small (see our third result, Thm. 3.12 in Sect. 3.5).

These results prove, at least in this scalar setting, that the approach is certified theoretically.

### 3.1. Optimization upon the coefficient $\bar{k}$

We first recall the optimization strategy introduced in [9]. Formally, the heterogeneous coefficient $k_\varepsilon$ in (2.16) can be replaced by its homogenized limit $\bar{k}$, which is a constant coefficient in view of the periodicity assumption (1.4). It is then clear that, if $\bar{k} = k^*$, then the response of the material is linear (i.e. $\bar{u}^H(x) = x_1$ in $D \cup D_e$), because the whole domain is modelled by a constant coefficient and because of the particular boundary conditions considered in (2.16). As shown in Lemma 2.1 of [13] (in the absence of any spatial discretization) and in Lemma 3.4 below (when taking into account mesh discretization), the converse is also true: if the response of the material is linear (i.e. if $\bar{u}^H(x) = x_1$), then the material is homogeneous and $\bar{k} = k^*$. This motivates the idea to compare the solution $\bar{u}^H$ to (2.16) with the reference solution $u_{ref}$ defined by $u_{ref}(x) = x_1$.

Optimizing upon the coefficient $k_\varepsilon$ in order to best fit a linear field $u_{ref}(x) = x_1$ is thus a way to enforce that $\bar{k} = k^*$.

We may achieve that by considering the minimization problem

$$I_{\varepsilon,H,h} = \inf \{ J_{\varepsilon,H,h}(k), \quad k \in (0, \infty) \},$$

with

$$J_{\varepsilon,H,h}(k) = \int_{D \cup D_e} |\nabla \bar{u}^H_{k,k_\varepsilon} - \nabla u_{ref}|^2 = \int_{D \cup D_e} |\nabla \bar{u}^H_{\bar{k},k_\varepsilon} - e_1|^2.$$  

(3.2)

Here $e_1$ is the first canonical vector and $(\bar{u}^H_{\bar{k},k_\varepsilon}, u_{\varepsilon,k_\varepsilon}, \psi_{\bar{k},k_\varepsilon})$ is the solution to (2.17) where we have made explicit the dependency of the solution with respect to the tentative coefficient $\bar{k}$ and the oscillating coefficient $k_\varepsilon$. Of course, $\bar{u}^H_{\bar{k},k_\varepsilon}$ depends on $\varepsilon$ and on the mesh sizes $H$ and $h$ used in (2.17), thus the subscripts in the notation $J_{\varepsilon,H,h}$.

**Remark 3.1.** The reference solution $u_{ref}$ that we consider in (3.2) depends on the boundary conditions imposed in the Arlequin problem. For instance, another possibility is to consider the following minimization problem, analogous to (2.16):

$$\inf \left\{ \mathcal{E}(\bar{u}^H, \bar{u}^H_{\varepsilon,k_\varepsilon}), \quad \bar{u}^H \in V_H, \quad \bar{u}^H(x) = x_2 \text{ on } \Gamma, \right. \left. \bar{u}^H_{\varepsilon} \in V_h, \quad C(\bar{u}^H - \bar{u}^H_{\varepsilon}, \phi^H) = 0 \text{ for any } \phi^H \in W_{H,h}^{enrich} \right\},$$

(3.3)

where we recall that $\Gamma$ is the external boundary of $D$, see Figure 1. Of course, in this case, we should compare the solution $\bar{u}^H$ to (3.3) with the reference solution $u_{ref}(x) = x_2$ and thus modify the objective function in (3.1) as

$$J_{\varepsilon,H,h}(\bar{k}) = \int_{D \cup D_e} |\nabla \bar{u}^H_{\bar{k},k_\varepsilon} - e_2|^2.$$

We also note that, for the case of a matrix-valued coefficient $k^* \in \mathbb{R}^{2 \times 2}$, in order to recover all the components of $k^*$, we have to consider both problems (2.16) and (3.3) (see Rem. A.2).
Note that, in (3.1), we impose neither that \( \kappa \) is bounded from above nor that \( \kappa \) is bounded away from zero. Our proof of existence of a minimizer actually shows that we do not need to impose such bounds, provided two conditions (namely (3.50) and (3.59)) are satisfied. These conditions can be checked using minimizing sequences of (3.1), and we show below that they in particular hold whenever \( h \) and \( \varepsilon \) are sufficiently small.

It is also possible to enforce on \( \kappa \) in (3.1) the bounds (1.2) satisfied by \( k_e \) and proceed with the mathematical study (see Rem. 3.7). A corresponding algorithm can be designed. We refer to Remark A.1 below for a discussion of this variant and do not proceed in this direction in the current scalar case.

### 3.2. Two useful technical results

We collect here two technical results that are useful for our analysis below.

#### 3.2.1. Auxiliary homogenization result

We temporarily assume that \( h = 0 \) and consider the following system for some fixed \( \kappa \in (0, \infty) \): find \( \pi_{k,k_e}^H \in V_{H}^{\text{DirBC}}, \tilde{u}_{\kappa,\kappa_e} \in H^1(D_c \cup D_f) \) and \( \psi_{k,k_e}^H \in \mathcal{W}_{H}^{\text{enrich}} \) such that

\[
\begin{align*}
\forall \pi^H \in V_H^0, \quad & \quad \Pi_{\kappa,\kappa_e}(\pi_{k,k_e}^H, \pi^H) + C(\pi^H, \psi_{k,k_e}^H) = 0, \\
\forall \tilde{\varphi} \in H^1(D_c \cup D_f), \quad & \quad \Pi_{k,k_e}(\tilde{u}_{\kappa,\kappa_e}, \tilde{\varphi}) - C(\tilde{\varphi}, \psi_{k,k_e}^H) = 0, \\
\forall \phi^H \in \mathcal{W}_{H}^{\text{enrich}}, \quad & \quad C(\pi_{k,k_e}^H - \tilde{u}_{\kappa,\kappa_e}, \phi^H) = 0,
\end{align*}
\]

where we recall that \( \mathcal{W}_{H}^{\text{enrich}} \) is defined by (2.13). The system \((3.4)\) corresponds to \((2.17)\) where we have omitted the fine mesh discretization (and thus formally set \( h = 0 \)). On purpose, we have made explicit the dependency of the solution to \((3.4)\) with respect to the constant coefficient \( \kappa \) and the oscillatory coefficient \( k_e \). Our aim is to pass to the limit \( \varepsilon \to 0 \) in \((3.4)\). To that aim, we introduce the bilinear form \( \bar{\Pi}_{k,k_e} \) (compare with (2.8)) defined by

\[
\bar{\Pi}_{k,k_e}(\tilde{u}, \tilde{\varphi}) = \frac{1}{2} \int_{D_c} k^e \nabla \tilde{u}(x) \cdot \nabla \tilde{\varphi}(x) + \int_{D_f} k^e \nabla \tilde{u}(x) \cdot \nabla \tilde{\varphi}(x).
\]

**Lemma 3.2.** Let \( \kappa \in (0, \infty) \) and \( k_e \) be given by \((1.4)\) for some fixed periodic coefficient \( k_{\text{per}} \) that satisfies the classical boundedness and coercivity conditions \((1.2)\). We make the regularity assumption \((2.1)\) and the geometric assumption \((2.2)\).

Consider the solution \((\pi_{k,k_e}^H, \tilde{u}_{\kappa,\kappa_e}, \psi_{k,k_e}^H)\) to \((3.4)\) and assume that there exists \( \pi_0^H \in V_{H}^{\text{DirBC}}, \tilde{u}_0 \in H^1(D_c \cup D_f) \) and \( \psi_0^H \in \mathcal{W}_{H}^{\text{enrich}} \) such that \( \pi_{k,k_e}^H \to \pi_0^H \) strongly in \( H^1(D \cup D_c) \), \( \tilde{u}_{\kappa,\kappa_e} \to \tilde{u}_0 \) weakly in \( H^1(D_c \cup D_f) \) and \( \psi_{k,k_e}^H \to \psi_0^H \) strongly in \( H^1(D_c) \) when \( \varepsilon \to 0 \).

Then \((\pi_0^H, \tilde{u}_0, \psi_0^H)\) is actually equal to \((\pi_{k^*,k_e}^H, \tilde{u}_{\kappa^*,k_e}, \psi_{k^*,k_e}^H)\), that is the solution to the following system:

\[
\begin{align*}
\forall \pi^H \in V_H^0, \quad & \quad \Pi_{k^*,k_e}(\pi_{k^*,k_e}^H, \pi^H) + C(\pi^H, \psi_{k^*,k_e}^H) = 0, \\
\forall \tilde{\varphi} \in H^1(D_c \cup D_f), \quad & \quad \Pi_{k^*,k_e}(\tilde{u}_{\kappa^*,k_e}, \tilde{\varphi}) - C(\tilde{\varphi}, \psi_{k^*,k_e}^H) = 0, \\
\forall \phi^H \in \mathcal{W}_{H}^{\text{enrich}}, \quad & \quad C(\pi_{k^*,k_e}^H - \tilde{u}_{\kappa^*,k_e}, \phi^H) = 0.
\end{align*}
\]

Note that we have assumed that the Lagrange multiplier \( \psi_{k^*,k_e}^H \) strongly converges in \( H^1(D_c) \). This is a critical assumption. We indeed face a difficulty if we only assume that it weakly converges in \( H^1(D_c) \) (because we use a test function \( \tilde{\varphi} \) which itself depends on \( \varepsilon \), see (3.7) below, and only weakly converges in \( H^1(D_c) \); passing to
the limit in the last two terms of (3.6) would then be difficult under the only assumption of weak convergence of \(\psi^{H}_{\mathbf{K},k_{b}}\).

**Corollary 3.3.** We make the same assumptions as in Lemma 3.2, except that we now consider a sequence \(\mathbf{K}_{e}\) of constant coefficients (instead of a constant coefficient \(\mathbf{K}\) independent of \(\varepsilon\)), with \(\mathbf{K}_{e} \in (0,\infty)\) for any \(\varepsilon\) and such that \(\mathbf{K}_{e}\) converges to some \(\mathbf{K}_{0} \in (0,\infty)\) when \(\varepsilon \to 0\). Then the conclusion of Lemma 3.2 still holds, with \(\mathbf{K}\) replaced by \(\mathbf{K}_{0}\) in (3.5). In the case \(\mathbf{K}_{0} = 0\), \((\pi^{H}_{\mathbf{K}_{0},k_{b}},\overline{u}_{\mathbf{K}_{0},k_{b}},\psi^{H}_{\mathbf{K}_{0},k_{b}})\) is simply a solution (rather than the solution) to (3.5).

The proof of Corollary 3.3 can be performed using exactly the same arguments as in the proof of Lemma 3.2. We therefore skip it.

**Proof of Lemma 3.2.** The second line of (3.4) explicitly reads as

\[
\forall \overline{\varphi} \in H^{1}(D_{e} \cup D_{f}), \quad \frac{1}{2} \int_{D_{e}} k_{e} \nabla \overline{u}_{e,k_{b}} \cdot \nabla \varphi + \int_{D_{f}} k_{e} \nabla \overline{u}_{e,k_{b}} \cdot \nabla \varphi - \int_{D_{e}} \nabla \psi^{H}_{\mathbf{K},k_{b}} \cdot \nabla \varphi - \int_{D_{e}} \psi^{H}_{\mathbf{K},k_{b}} \overline{\varphi} = 0. \tag{3.6}
\]

It is not straightforward to pass to the limit \(\varepsilon \to 0\) in the first two terms of (3.6), because both \(k_{e}\) and \(\nabla \overline{u}_{e,k_{b}}\) only weakly converge. This is a classical homogenization issue (we refer e.g. to [6, 8, 14, 22] and Chapter 1 of [1] for classical textbooks on homogenization). To address this difficulty, we are going to use the oscillating test function method. To simplify the notation, we temporarily denote \(\overline{u}_{e,k_{b}}\) by \(\overline{u}_{e}\). We start by choosing an appropriate test function \(\overline{\varphi}\) in (3.6), namely

\[
\overline{\varphi}(x) = \varphi(x) + \varepsilon \sum_{i=1}^{2} \partial_{i} \varphi(x) w_{i}(x/\varepsilon), \tag{3.7}
\]

where \(\varphi \in C^{x}(\overline{D_{e} \cup D_{f}})\) is arbitrary and \(w_{i}\) is the periodic corrector function associated to the \(i\)-th coordinate vector \(e_{i}\), namely the solution (unique up to the addition of a constant) to

\[
- \text{div}(k_{\text{per}}(e_{i} + \nabla w_{i})) = 0 \quad \text{in} \mathbb{R}^{2}, \quad w_{i} \text{ is periodic.} \tag{3.8}
\]

With this particular test function (3.7) and using integrations by parts, the first term in (3.6) writes

\[
\int_{D_{e}} k_{e} \nabla \overline{u}_{e} \cdot \nabla \varphi = \int_{D_{e}} k_{e} \nabla \overline{u}_{e} \cdot \nabla \varphi + \sum_{i=1}^{2} \int_{D_{e}} \partial_{i} \varphi k_{e} \nabla \overline{u}_{e} \cdot \nabla w_{i}(\cdot/\varepsilon) + \varepsilon \sum_{i=1}^{2} \int_{D_{e}} w_{i}(\cdot/\varepsilon) k_{e} \nabla \overline{u}_{e} \cdot \partial_{i} \nabla \varphi
\]

\[
= - \sum_{i=1}^{2} \int_{D_{e}} \overline{u}_{e} \partial_{i} \varphi \text{ div}[k_{e} (e_{i} + \nabla w_{i}(\cdot/\varepsilon))] - \sum_{i=1}^{2} \int_{D_{e}} \overline{u}_{e} k_{e} (e_{i} + \nabla w_{i}(\cdot/\varepsilon)) \cdot \partial_{i} \nabla \varphi + \sum_{i=1}^{2} \int_{\Gamma_{e}} \overline{u}_{e} \partial_{i} \varphi \left[ k_{e} (e_{i} + \nabla w_{i}(\cdot/\varepsilon)) \right] \cdot n_{e}
\]

\[
+ \varepsilon \sum_{i=1}^{2} \int_{D_{e}} w_{i}(\cdot/\varepsilon) k_{e} \nabla \overline{u}_{e} \cdot \partial_{i} \nabla \varphi. \tag{3.9}
\]

We now successively pass to the limit in each term of the right-hand side of (3.9). The first term vanishes because of (1.4) and the corrector equation (3.8). The limit of the second term is identified using the fact that the weak convergence of \(\overline{u}_{e}\) in \(H^{1}(D_{e} \cup D_{f})\) implies, up to the extraction of a subsequence (that we do not
make explicit in the notation), its strong convergence in $L^2(D_e \cup D_f)$. We thus obtain
\[
\lim_{\varepsilon \to 0} \sum_{i=1}^{2} \int_{D_e} \tilde{u}_\varepsilon \ k_\varepsilon \ \left( e_i + \nabla w_i(\cdot / \varepsilon) \right) \cdot \partial_i \nabla \varphi = \sum_{i=1}^{2} \int_{D_e} \bar{u}_0 \ k^* e_i \cdot \partial_i \nabla \varphi, \tag{3.10}
\]
where the homogenized coefficient $k^*$ reads as
\[
k^* e_i = \int_{(0,1)^2} k_{\text{per}} \ (e_i + \nabla w_i), \quad i = 1, 2.
\]
The last term of the right-hand side of (3.9) converges to zero, using the Cauchy-Schwarz inequality and the fact that $\nabla \tilde{u}_\varepsilon$ is bounded in $L^2(D_e)$, $k_\varepsilon$ is bounded in $L^2(D_e)$ in view of assumption (1.2) and $w_i \in L^2((0,1)^2)$ is periodic.

There now remains to show that we can pass to the limit in the two boundary integrals of the right-hand side of (3.9). For this purpose, we introduce the two vector fields
\[
G_i = k_{\text{per}} \ (e_i + \nabla w_i) - k^* e_i, \quad i = 1, 2,
\]
which are periodic, divergence-free and of zero mean. In the two-dimensional setting, there hence exist (see e.g. [14], p. 6) two periodic functions $\alpha_i$ of zero mean such that
\[
G_i = \begin{pmatrix} \partial_{x_2} \alpha_i \\ -\partial_{x_1} \alpha_i \end{pmatrix}, \quad i = 1, 2. \tag{3.11}
\]
In view of the Hölder continuity (2.1) we have assumed on the coefficient $k_{\text{per}}$, we know from (3.8) and elliptic regularity theory that $\nabla w_i$ is Hölder continuous (see [12]), thus $G_i$ is also Hölder continuous and we have that $\alpha_i \in C^1(\mathbb{R}^2)$, a property that we will use in (3.17) below.

Under the assumption (2.2) that the boundaries $\Gamma_f$ and $\Gamma_c$ are unions of straight edges, namely $\Gamma_f = \bigcup_{1 \leq j \leq N_f} \tilde{e}_j$ and $\Gamma_c = \bigcup_{N_f + 1 \leq j \leq N_f + N_c} \tilde{e}_j$, we may consider, without loss of generality, the third and fourth terms of the right-hand side of (3.9) as a boundary integral on an edge $\tilde{e} \in \{\tilde{e}_j\}_{1 \leq j \leq N_f + N_c}$. We then write
\[
\int_{\tilde{e}} \tilde{u}_\varepsilon \ \partial_i \varphi \ [k_\varepsilon \ (e_i + \nabla w_i(\cdot / \varepsilon))] \cdot n_{\tilde{e}} = \int_{\tilde{e}} \left( \tilde{u}_\varepsilon - \bar{u}_0 \right) \partial_i \varphi \ [k_\varepsilon \ (e_i + \nabla w_i(\cdot / \varepsilon))] \cdot n_{\tilde{e}}
+ \int_{\tilde{e}} \bar{u}_0 \partial_i \varphi \ [k_\varepsilon \ (e_i + \nabla w_i(\cdot / \varepsilon))] \cdot n_{\tilde{e}}, \tag{3.12}
\]
where $n_{\tilde{e}}$ is a unit vector orthogonal to the edge $\tilde{e}$. We now use the fact that the trace operator is linear and continuous from $H^1(D_e \cup D_f)$ to $H^{1/2}(\tilde{e})$ and that the injection $H^{1/2}(\tilde{e}) \subset L^2(\tilde{e})$ is compact to obtain that $\tilde{u}_\varepsilon$ strongly converges to $\bar{u}_0$ in $L^2(\tilde{e})$. Since $k_{\text{per}} \ (e_i + \nabla w_i)$ is continuous and bounded in $\mathbb{R}^2$, we obtain that the first term of the right-hand side of (3.12) goes to 0 when $\varepsilon \to 0$.

Using (3.11), we recast the second term of the right-hand side of (3.12) as
\[
\int_{\tilde{e}} \bar{u}_0 \ \partial_i \varphi \ [k_\varepsilon \ (e_i + \nabla w_i(\cdot / \varepsilon))] \cdot n_{\tilde{e}} = \int_{\tilde{e}} \bar{u}_0 \partial_i \varphi \ [k_\varepsilon \ k^* e_i \cdot n_{\tilde{e}} + \int_{\tilde{e}} \bar{u}_0 \partial_i \varphi \ \left( \frac{\partial_{x_2} \alpha_i(\cdot / \varepsilon)}{-\partial_{x_1} \alpha_i(\cdot / \varepsilon)} \right) \cdot n_{\tilde{e}}
+ \int_{\tilde{e}} \bar{u}_0 \partial_i \varphi \partial_{x_2} \alpha_i(\cdot / \varepsilon), \tag{3.13}
\]
where \( \partial_{\tau_e} \alpha_i \) is the tangential derivative (in the direction of the edge \( \tau_e \)) of the function \( \alpha_i \).

We now claim that the last term in the right-hand side of (3.13) goes to 0 when \( \varepsilon \to 0 \), that is

\[
\lim_{\varepsilon \to 0} \int_{\mathbb{R}} \tilde{u}_0 \partial_{\varepsilon} \partial_{\tau_e} \alpha_i (\cdot / \varepsilon) = 0.
\]

(3.14)

We prove this result using an interpolation argument similar to the one used in the proof of Lemma 4.6 in [17]. Suppose momentarily that \( \tilde{u}_0 \in H^1(\mathbb{R}) \). Using an integration by parts, we have

\[
\int_{\mathbb{R}} \tilde{u}_0 \partial_{\varepsilon} \partial_{\tau_e} \alpha_i (\cdot / \varepsilon) = \varepsilon \left[ \tilde{u}_0 \partial_{\varepsilon} \alpha_i (\cdot / \varepsilon) \right]_{\mathbb{R}} - \varepsilon \int_{\mathbb{R}} \alpha_i (\cdot / \varepsilon) \partial_{\tau_e} (\tilde{u}_0 \partial_{\varepsilon} \varphi),
\]

and therefore, using that \( \alpha_i \in C^1(\mathbb{R}^2) \) is a periodic function (and thus bounded) and that the injection \( H^1(\mathbb{R}) \subset C^0(\mathbb{R}) \) is continuous, we obtain

\[
\left| \int_{\mathbb{R}} \tilde{u}_0 \partial_{\varepsilon} \partial_{\tau_e} \alpha_i (\cdot / \varepsilon) \right| \leq \varepsilon \left| \alpha_i \right|_{C^0(\mathbb{R}^2)} (2 | \tilde{u}_0 |_{C^0(\mathbb{R})} | \partial_{\varepsilon} \varphi |_{C^0(\mathbb{R})} + 2 | \tilde{u}_0 |_{H^1(\mathbb{R})} | \partial_{\varepsilon} \varphi |_{H^1(\mathbb{R})}),
\]

(3.15)

for some constant \( C \) independent of \( \varepsilon \). On the other hand, using simply that \( \tilde{u}_0 \in L^2(\mathbb{R}) \), we have

\[
\left| \int_{\mathbb{R}} \tilde{u}_0 \partial_{\varepsilon} \partial_{\tau_e} \alpha_i (\cdot / \varepsilon) \right| \leq | \nabla \alpha_i |_{C^0(\mathbb{R}^2)} | \tilde{u}_0 |_{L^2(\mathbb{R})} | \partial_{\varepsilon} \varphi |_{L^2(\mathbb{R})}.
\]

(3.16)

In the statement of Lemma 3.2, we have assumed that \( \tilde{u}_0 \in H^1(D_c \cup D_f) \), which implies that \( \tilde{u}_0 \in H^{1/2}(\mathbb{R}) \). By interpolation between (3.15) and (3.16), we thus obtain

\[
\left| \int_{\mathbb{R}} \tilde{u}_0 \partial_{\varepsilon} \partial_{\tau_e} \alpha_i (\cdot / \varepsilon) \right| \leq \varepsilon^{1/2} \left| \alpha_i \right|_{C^1(\mathbb{R}^2)} | \tilde{u}_0 |_{H^{1/2}(\mathbb{R})} | \partial_{\varepsilon} \varphi |_{H^{1/2}(\mathbb{R})},
\]

(3.17)

which of course implies (3.14).

Collecting (3.9), (3.10), (3.12), (3.13) and (3.14), we infer that

\[
\lim_{\varepsilon \to 0} \int_{D_c} k_{ij} \nabla \tilde{u}_0 \cdot \nabla \varphi = - \sum_{i=1}^{2} \int_{D_c} \tilde{u}_0 k^* e_i \cdot \partial_i \nabla \varphi + \sum_{i=1}^{2} \int_{\Gamma_f} \tilde{u}_0 \partial_{\varepsilon} \varphi k^* e_i \cdot n_{\Gamma_f} + \sum_{i=1}^{2} \int_{\Gamma_e} \tilde{u}_0 \partial_{\varepsilon} \varphi k^* e_i \cdot n_{\Gamma_e}
\]

\[
= \int_{D_c} k^* \nabla \tilde{u}_0 \cdot \nabla \varphi,
\]

where we again have used an integration by parts to deduce the last equality.

We have thus identified the limit when \( \varepsilon \to 0 \) of the first term of (3.6). Proceeding similarly for the second term, we have

\[
\int_{D_f} k_{ij} \nabla \tilde{u}_0 \cdot \nabla \varphi \xrightarrow{\varepsilon \to 0} \int_{D_f} k^* \nabla \tilde{u}_0 \cdot \nabla \varphi,
\]

for \( \varphi \) given by (3.7). The last two terms of (3.6) are easy to handle since \( \psi^H_{k,k_e} \) is assumed to converge (in the finite dimensional space \( W^H_{\text{enrich}} \)) to some \( \psi^H_0 \) and the test function \( \varphi \) (which depends on \( \varepsilon \)) weakly converges to...
in $H^1(D_c)$ to $\varphi$. Thus, passing to the limit in (3.6) with the test function (3.7) (and reinstating our original notation) yields

$$\forall \varphi \in C^\infty(D_c \cup D_f), \quad \frac{1}{2} \int_{D_c} k^* \nabla \tilde{u}_0 \cdot \nabla \varphi + \int_{D_f} k^* \nabla \tilde{u}_0 \cdot \nabla \varphi - \int_{D_c} \nabla \psi_0^H \cdot \nabla \varphi - \int_{D_c} \psi_0^H \varphi = 0.$$  

We finally use the density of $C^\infty(D_c \cup D_f)$ in $H^1(D_c \cup D_f)$ to extend this equality for any $\varphi \in H^1(D_c \cup D_f)$.

Passing to the limit $\varepsilon \to 0$ in the first and third lines of (3.4) is straightforward. We deduce that $(\pi_0^H, \tilde{u}_0, \psi_0^H)$ is a solution to (3.5). We conclude the proof of Lemma 3.2 by noting that (3.5) has a unique solution. □

The above proof is obviously written in a two-dimensional context. However, the arguments carry over to higher-dimensional settings. For instance, (3.11) can be generalized as follows, using again [14], p. 6: in dimension $d$, the periodic, zero mean, divergence-free vector field $G_i$ can be represented as $[G_i]_k = \sum_{m=1}^d \delta_m [J^i]_{mk}$ where $J^i$ is a skew-symmetric matrix-valued periodic field. Since $J^i$ is skew-symmetric, only tangential derivatives appear in (3.13), which allow us to perform an integration by parts on the facet $\hat{c}$. The boundary term stemming from this integration by parts can be bounded using appropriate norms on $\tilde{u}_0$.

3.2.2. The specific case of homogeneous materials

We have pointed out in Section 3.1 that, if the material in $D \cup D_c \cup D_f$ is homogeneous, then the response is linear, and that the converse statement also holds true. We now make this assertion precise by studying the following system (note that we again assume, similarly to Section 3.2.1, that $h = 0$): for any constant, scalar-valued coefficients $\bar{c}_a$ and $\bar{c}_b$, find $\pi_{H_{k_a,k_b}}^H \in V_{\text{DirBC}}$; $\tilde{u}_{k_a,k_b} \in H^1(D_c \cup D_f)$ and $\psi_{k_a,k_b}^H \in W^\text{enrich}_H$ such that

$$\left\{\begin{array}{l}
\forall \pi_{H_{k_a,k_b}}^H \in V_{H_{k_a,k_b}}^0, \quad \bar{A}_{k_a}(\pi_{H_{k_a,k_b}}^H, \pi_{H_{k_a,k_b}}^H) + C(\pi_{H_{k_a,k_b}}^H, \psi_{H_{k_a,k_b}}^H) = 0, \\
\forall \tilde{u}_{k_a,k_b} \in H^1(D_c \cup D_f), \quad \bar{A}_{k_b}(\tilde{u}_{k_a,k_b}, \tilde{u}_{k_a,k_b}) - C(\tilde{u}_{k_a,k_b}, \psi_{H_{k_a,k_b}}^H) = 0, \\
\forall \phi_{H_{k_a,k_b}}^H \in W^\text{enrich}, \quad C(\pi_{H_{k_a,k_b}}^H, \phi_{H_{k_a,k_b}}^H) = 0.
\end{array}\right. \quad (3.18)$$

On purpose, we have made explicit the dependency of the solution to (3.18) with respect to $\bar{c}_a$ and $\bar{c}_b$.

**Lemma 3.4.** We consider (3.18) for some constant coefficients $\bar{c}_a \in [0, \infty)$ and $\bar{c}_b \in (0, \infty)$.

If $\bar{c}_a = \bar{c}_b$, then the solution to (3.18) is $\pi_{H_{k_a,k_b}}^H(x) = x_1$ in $D \cup D_c$, $\tilde{u}_{k_a,k_b}(x) = x_1$ in $D_c \cup D_f$ and $\psi_{H_{k_a,k_b}}^H = \bar{c}_a \psi_0$ in $D_c$, where $\psi_0$ is the Lagrange multiplier function defined by (2.12).

Conversely, if $(\pi_{H_{k_a,k_b}}^H, \tilde{u}_{k_a,k_b}, \psi_{H_{k_a,k_b}}^H)$ is a solution to (3.18) with $\pi_{H_{k_a,k_b}}^H(x) = x_1$ in $D \cup D_c$, then $\tilde{u}_{k_a,k_b}(x) = x_1$ in $D_c \cup D_f$, $\psi_{H_{k_a,k_b}}^H = \bar{c}_a \psi_0$ in $D_c$ and $\bar{c}_a = \bar{c}_b$.

This result is the analogue of Lemma 2.1 in [13] when taking into account the discretization on the coarse mesh $T_H$. Note also that the fact that we work in the enriched space $W^\text{enrich}_H$ rather than $W_H$ is pivotal for this lemma.

**Remark 3.5.** We note that the approach using $W^\text{enrich}_{H_0,h}$ (or $W^\text{enrich}_H$) as the Lagrange multiplier approximation space is consistent in the following sense. Lemma 3.2 means that, in the limit $\varepsilon \to 0$, the problem (3.4) is well approximated by its homogenized limit (3.5).

Considering the choice $\bar{k} = k^*$, we wish the function $\overline{\pi}_{k^*,k}^H(x) = x_1$ to be a solution of that system, which ensures that $\bar{k} = k^*$ is a minimizer of the optimization problem (3.1). When working with the enriched space $W^\text{enrich}_H$, this is indeed the case: in view of the first assertion of Lemma 3.4, the unique solution to (3.5) with
\( \overline{k} = k^* \) is \( (\overline{\pi}^H_{k^*,k^*}, \overline{u}_{k^*,k^*}, \overline{\psi}^H_{k^*,k^*}) = (x_1, x_1, k^* \psi_0) \). And conversely, if \( \overline{\pi}^H_{k_a,k_b}(x) = x_1 \), that is if we reach a minimum in (3.1), then \( \overline{k} = k^* \) and we have correctly recovered the homogenized coefficient.

**Proof of Lemma 3.4.** We start by the first assertion and assume \( \overline{k}_a = \overline{k}_b > 0 \). We immediately get the result, recalling that the system (3.18) has a unique solution and noticing that \( (\overline{\pi}^H_{k_a,k_b}(x), \overline{u}_{k_a,k_b}(x), \overline{\psi}^H_{k_a,k_b}(x)) = (x_1, x_1, \overline{k}_a \psi_0(x)) \), where \( \psi_0 \) is defined by (2.12), is a solution to (3.18).

We now turn to the second assertion and hence assume that \( \overline{\pi}^H_{k_a,k_b}(x) = x_1 \) in \( D \cup D_c \). The first line of (3.18) reads as

\[
\forall \pi^H \in V^0_H, \quad \overline{A}_{k_a}(x_1, \pi^H) + C(\pi^H, \psi^H_{k_a,k_b}) = 0. \tag{3.19}
\]

Since \( \psi^H_{k_a,k_b} \in W^\text{enrich} = W_H + \text{Span} \psi_0 \), we can represent it as

\[
\psi^H_{k_a,k_b} = \tau \psi_0 + \overline{\psi}^H, \tag{3.20}
\]

for some \( \tau \in \mathbb{R} \) and some \( \overline{\psi}^H \in W_H \). We infer from (3.19) and (3.20) that

\[
\forall \pi^H \in V^0_H, \quad C(\pi^H, \overline{\psi}^H) = -\tau C(\pi^H, \psi_0) - \overline{A}_{k_a}(x_1, \pi^H),
\]

that provides us with an expression of \( \overline{\psi}^H \) in terms of \( \tau \) and \( \overline{k}_a \), using the linearity of the problem and the fact that \( \overline{k}_a \) is a scalar:

\[
\overline{\psi}^H = -\tau \psi^H_1 + \overline{k}_a \psi^H_2, \tag{3.21}
\]

with \( \psi^H_1 \in W_H \) and \( \psi^H_2 \in W_H \) uniquely defined by

\[
\forall \pi^H \in V^0_H, \quad C(\pi^H, \psi^H_1) = C(\pi^H, \psi_0),
\]

\[
\forall \pi^H \in V^0_H, \quad C(\pi^H, \psi^H_2) = -\overline{A}_1(x_1, \pi^H), \tag{3.22}
\]

where the bilinear form \( \overline{A}_1 \) is defined by

\[
\overline{A}_1(\pi, \nu) = \int_D \nabla \pi(x) \cdot \nabla \nu(x) + \frac{1}{2} \int_{D_c} \nabla \pi(x) \cdot \nabla \nu(x). \tag{3.23}
\]

Let us introduce the \( H^1 \)-orthogonal projection operators to the coarse finite element spaces \( \Pi_H : H^1(D_c) \rightarrow W_H \) and \( \Pi_H^{\text{enrich}} : H^1(D_c) \rightarrow W^{\text{enrich}}_H \) defined as follows: for any \( v \in H^1(D_c) \), \( \Pi_H(v) \in W_H \) is such that

\[
\forall \varphi^H \in W_H, \quad (\Pi_H(v), \varphi^H)_{H^1(D_c)} = (v, \varphi^H)_{H^1(D_c)}, \tag{3.24}
\]

and \( \Pi_H^{\text{enrich}}(v) \in W^{\text{enrich}}_H \) is such that

\[
\forall \varphi^H \in W^{\text{enrich}}_H, \quad (\Pi_H^{\text{enrich}}(v), \varphi^H)_{H^1(D_c)} = (v, \varphi^H)_{H^1(D_c)}, \tag{3.25}
\]

where \( (\cdot, \cdot)_{H^1(D_c)} \) is the \( H^1 \) scalar product in \( D_c \).
We observe that the Lagrange multiplier $\psi_0$ defined by (2.12) (the variational formulation of which is (2.14)) satisfies
\begin{equation}
\forall \nu \in H^1(D \cup D_c) \text{ with } \nu = 0 \text{ on } \Gamma, \quad \mathcal{A}_1(x_1, \nu) = -\mathcal{C}(\nu, \psi_0).
\end{equation}
(3.26)
In view of the first line of (3.22) and of the definition of $\Pi_H$, we have that $\tilde{\psi}^H_1 = \Pi_H(\psi_0)$. In view of (3.26) and the second line of (3.22), we see that $\tilde{\psi}^H_2$ satisfies the same equation as $\tilde{\psi}^H_1$. We thus have $\tilde{\psi}^H_2 = \tilde{\psi}^H_1 = \Pi_H(\psi_0)$. Inserting this relation in (3.21), we deduce that
\begin{equation}
\psi^H_{\bar{a}, \bar{b}} = \tau \psi_0 + (\bar{\kappa}_a - \tau) \Pi_H(\psi_0),
\end{equation}
(3.27)
where the constant $\tau$ will be determined later.

We now turn to the second line of (3.18). Let us introduce $\tilde{u}_1$ and $\tilde{u}_2$ in $H^1(D_c \cup D_f)$ such that $\int_{D_c} \tilde{u}_1 = \int_{D_c} \tilde{u}_2 = 0$ and
\begin{align*}
\forall \tilde{\nu} \in H^1(D_c \cup D_f), \quad &\tilde{\mathcal{A}}_1(\tilde{\nu}_1, \tilde{\nu}) = \mathcal{C}(\tilde{\nu}, \psi_0), \\
\forall \tilde{\nu} \in H^1(D_c \cup D_f), \quad &\tilde{\mathcal{A}}_1(\tilde{\nu}_2, \tilde{\nu}) = \mathcal{C}(\tilde{\nu}, \Pi_H(\psi_0)),
\end{align*}
(3.28)
where the bilinear form $\tilde{\mathcal{A}}_1$ is defined by
\begin{equation}
\tilde{\mathcal{A}}_1(\tilde{u}, \tilde{v}) = \frac{1}{2} \int_{D_c} \nabla \tilde{u}(x) \cdot \nabla \tilde{v}(x) + \int_{D_f} \nabla \tilde{u}(x) \cdot \nabla \tilde{v}(x).
\end{equation}
Using the definition (2.12) of the Lagrange multiplier $\psi_0$, we obtain from the first line of (3.28) that $\tilde{u}_1(x) = x_1$ in $D_c \cup D_f$.

Inserting the expression (3.27) for $\psi^H_{\bar{a}, \bar{b}}$ in the second line of (3.18), we obtain
\begin{equation}
\tilde{u}_{\bar{a}, \bar{b}} = \lambda + \frac{\tau}{\bar{\kappa}_b} \tilde{u}_1 + \frac{\bar{\kappa}_a - \tau}{\bar{\kappa}_b} \tilde{u}_2,
\end{equation}
(3.29)
where $\lambda \in \mathbb{R}$ is an arbitrary constant.

To identify the constants $\lambda$ and $\tau$, we use the third line of (3.18), that reads as
\begin{equation}
\forall \phi^H \in W^\text{enrich}_H, \quad \mathcal{C} \left( \lambda + \frac{\tau - \bar{\kappa}_b}{\bar{\kappa}_b} \tilde{u}_1 + \frac{\bar{\kappa}_a - \tau}{\bar{\kappa}_b} \tilde{u}_2, \phi^H \right) = 0,
\end{equation}
(3.30)
where we have used that $\tilde{\psi}^H_{\bar{a}, \bar{b}}(x) = x_1 = \tilde{u}_1(x)$ in $D_c$. Taking $\phi^H = 1$ and using that the mean over $D_c$ of $\tilde{u}_1$ and $\tilde{u}_2$ vanishes, we get $\lambda = 0$.

We claim that $\tilde{u}_1$ and $\Pi^\text{enrich}_H(\tilde{u}_2)$ are linearly independent functions on $D_c$, a fact that will be useful below. In order to prove this claim, we argue by contradiction. Since $\tilde{u}_1$ does not identically vanish on $D_c$, we assume that there exists $\alpha \in \mathbb{R}$ such that
\begin{equation}
\Pi^\text{enrich}_H(\tilde{u}_2) = \alpha \tilde{u}_1.
\end{equation}
(3.31)
For any \( \bar{v} \in H^1(D_c \cup D_f) \), we compute, using (3.28), that
\[
\tilde{A}_1(\tilde{u}_2 - \alpha \tilde{u}_1, \bar{v}) = \tilde{A}_1(\tilde{u}_2, \bar{v}) - \alpha \tilde{A}_1(\tilde{u}_1, \bar{v}) = C(\bar{v}, \Pi_H(\psi_0)) - \alpha C(\bar{v}, \psi_0) = C(\bar{v}, \Pi_H(\psi_0) - \alpha \psi_0).
\]

Taking \( \bar{v} = \tilde{u}_2 - \alpha \tilde{u}_1 \) in the equation above, we obtain that
\[
\tilde{A}_1(\tilde{u}_2 - \alpha \tilde{u}_1, \tilde{u}_2 - \alpha \tilde{u}_1) = C(\tilde{u}_2 - \alpha \tilde{u}_1, \Pi_H(\psi_0) - \alpha \psi_0) = C(\Pi_H^{\text{enrich}}(\tilde{u}_2 - \alpha \tilde{u}_1), \Pi_H(\psi_0) - \alpha \psi_0),
\]
where the last equality stems from the definition of the projection operator \( \Pi_H^{\text{enrich}} \). We next observe that
\( \Pi_H^{\text{enrich}}(\tilde{u}_2 - \alpha \tilde{u}_1) = 0 \), because of (3.31) and the fact that \( \Pi_H^{\text{enrich}}(\tilde{u}_1) = \tilde{u}_1 \) (recall that \( \tilde{u}_1(x) = x_1 \) in \( D_c \cup D_f \) and thus \( \tilde{u}_1 \in W_H^{\text{enrich}} \)). The right-hand side of (3.32) thus vanishes. By definition of the bilinear form \( \tilde{A}_1 \), this implies that \( \tilde{u}_2 = \alpha \tilde{u}_1 + \lambda \) on \( D_c \cup D_f \) for some constant \( \lambda \). Since \( \tilde{u}_2 \) and \( \tilde{u}_1 \) are functions the average over \( D_c \) of which vanishes, we obtain \( \lambda = 0 \) and thus \( \tilde{u}_2 = \alpha \tilde{u}_1 \).

We thus infer from (3.28) that, for any \( \bar{v} \in H^1(D_c \cup D_f) \),
\[
C(\bar{v}, \Pi_H(\psi_0)) = \tilde{A}_1(\tilde{u}_2, \bar{v}) = \alpha \tilde{A}_1(\tilde{u}_1, \bar{v}) = \alpha C(\bar{v}, \psi_0).
\]

This yields \( \Pi_H(\psi_0) = \alpha \psi_0 \). If \( \alpha \neq 0 \), this implies that \( \psi_0 \in W_H \), a fact that is obviously wrong. We then get \( \alpha = 0 \), hence \( \Pi_H(\psi_0) = 0 \), and thus, for any \( \varphi^H \in W_H \),
\[
0 = \left( \Pi_H(\psi_0), \varphi^H \right)_{H^1(D_c)} = \left( \psi_0, \varphi^H \right)_{H^1(D_c)} = C(\psi_0, \varphi^H) = \frac{1}{2} \int_{\Gamma_c} (e_1 \cdot n_{\Gamma_c}) \varphi^H - \frac{1}{2} \int_{\Gamma_f} (e_1 \cdot n_{\Gamma_f}) \varphi^H,
\]
where we have used (2.14) in the last equality. Since the value of \( \varphi^H \) can be chosen independently on \( \Gamma_c \) and \( \Gamma_f \), this implies that \( \int_{\Gamma_c} \varphi^H e_1 \cdot n_{\Gamma_c} = 0 = \int_{\Gamma_f} \varphi^H e_1 \cdot n_{\Gamma_f} \), which leads to a contradiction. This concludes the proof of our claim.

We now return to (3.30), recall that \( \lambda = 0 \) and take
\[
\varphi^H = \Pi_H^{\text{enrich}} \left( \frac{\tau - \overline{k}_b}{\overline{k}_b} \tilde{u}_1 + \frac{\overline{k}_a - \tau}{\overline{k}_b} \tilde{u}_2 \right).
\]

We hence obtain that
\[
\Pi_H^{\text{enrich}} \left( \frac{\tau - \overline{k}_b}{\overline{k}_b} \tilde{u}_1 + \frac{\overline{k}_a - \tau}{\overline{k}_b} \tilde{u}_2 \right) = 0,
\]
which reads as
\[
\frac{\tau - \overline{k}_b}{\overline{k}_b} \tilde{u}_1 + \frac{\overline{k}_a - \tau}{\overline{k}_b} \Pi_H^{\text{enrich}}(\tilde{u}_2) = 0.
\]

Using the linear independence of \( \tilde{u}_1 \) and \( \Pi_H^{\text{enrich}}(\tilde{u}_2) \), we obtain \( \overline{k}_b = \tau = \overline{k}_a \). This concludes the proof of Lemma 3.4.

\[\square\]

3.3. Well-posedness of the optimization problem upon \( \overline{k} \) for a fixed value of \( \varepsilon \)

In this section, we investigate the existence of a minimizer to the optimization problem (3.1)–(3.2). More precisely, we show the following theorem, which is our first main result.
**Theorem 3.6.** Let $k_0$ be given by (1.4) for some fixed periodic coefficient $k_{\text{per}}$ that satisfies the classical boundedness and coercivity conditions (1.2). We make the regularity assumption (2.1) and the geometric assumption (2.2).

For any fixed $\varepsilon > 0$, $H > 0$ and $h > 0$, the optimization problem (3.1) has at least one solution $k_{\text{opt}}(H,h)$, provided the two variational conditions made precise in (3.50) and (3.59) below are satisfied. These conditions in particular hold true in the limit $(h \to 0, \varepsilon \to 0)$.

The uniqueness of the minimizer to (3.1) is investigated in Section 3.5 below, for $\varepsilon$ sufficiently small.

**Remark 3.7.** If we impose that $\overline{\kappa}$ is bounded from above (resp. bounded away from zero) by some finite positive constant in the minimization problem (3.1), then Theorem 3.6 holds true without the additional assumption (3.50) (resp. (3.59)).

The remainder of this Section 3.3 is devoted to the proof of Theorem 3.6. To that aim, we consider a minimizing sequence $\{\overline{\kappa}_n\}_{n \in \mathbb{N}}$ of the optimization problem (3.1), that is a sequence that satisfies the inequality

$$I_{\varepsilon,H,h} \leq J_{\varepsilon,H,h}(\overline{\kappa}_n) = \int_{D \cup D_c} \left| \nabla \overline{\pi}_{\kappa_n,k_0} - e_1 \right|^2 \leq I_{\varepsilon,H,h} + \frac{1}{n},$$

where $(\overline{\pi}_{\kappa_n,k_0}, \overline{\psi}_{\kappa_n,k_0}, \overline{\psi}_{\kappa_n,k_0}) \in V^\text{DirBC} \times V_h \times W_{\text{enrich}}^\text{opt}$ is the solution to (2.17) for the tentative constant coefficient $\overline{\kappa} = \overline{\kappa}_n$, namely

$$\forall \overline{\pi}_h \in V^\text{DirBC}, \quad \overline{A}_\kappa(\overline{\pi}_{\kappa_n,k_0}, \overline{\pi}_h) + C(\overline{\pi}, \overline{\psi}_{\kappa_n,k_0}) = 0,$$

$$\forall \overline{\psi}_h \in V_h, \quad \overline{A}_{k_0}(\overline{\psi}_{\kappa_n,k_0}, \overline{\psi}_h) - C(\overline{\psi}, \overline{\psi}_{\kappa_n,k_0}) = 0,$$

$$\forall \phi_h \in W_{\text{enrich}}, \quad C(\overline{\pi}_{\kappa_n,k_0}, \overline{\psi}_{\kappa_n,k_0}, \phi_h) = 0.$$  

The proof of Theorem 3.6 falls in three steps:

- We first show a priori bounds on $(\overline{\pi}_{\kappa_n,k_0}, \overline{\psi}_{\kappa_n,k_0}, \overline{\psi}_{\kappa_n,k_0})$ in Section 3.3.1.
- We next show that, up to a subsequence extraction, $\overline{\kappa}^n$ converges to some limit $\overline{\kappa}^n < \infty$ in Section 3.3.2, under assumption (3.50).
- We then show that $\overline{\kappa}^n > 0$ (under assumption (3.59)) in Section 3.3.3. Since the function $\overline{\kappa} \mapsto J_{\varepsilon,H,h}(\overline{\kappa})$ is continuous on $(0, \infty)$, this shows that $\overline{\kappa}^n$ is a minimizer of (3.1).

### 3.3.1. Bounds on $\overline{\pi}_{\kappa_n,k_0}$

**Bound on $\overline{\pi}_{\kappa_n,k_0}$.** The optimization problem (3.1) has been designed so that the homogenized coefficient $\kappa^*$ is an admissible test coefficient in (3.1). Hence, by definition of $I_{\varepsilon,H,h}$, we have in particular

$$I_{\varepsilon,H,h} \leq J_{\varepsilon,H,h}(\kappa^*) = \int_{D \cup D_c} \left| \nabla \overline{\pi}_{\kappa^*,k_0} - e_1 \right|^2,$$

where $(\overline{\pi}_{\kappa^*,k_0}, \overline{\psi}_{\kappa^*,k_0}, \overline{\psi}_{\kappa^*,k_0})$ is the solution to (2.17) with the constant coefficient $\overline{\kappa} = \kappa^*$. Since we know that $(\overline{\pi}_{\kappa^*,k_0}, \overline{\psi}_{\kappa^*,k_0})$ is the minimizer of (2.16) with $\overline{\kappa} = \kappa^*$, we can compare its energy with that of the particular choice $(\overline{\pi}(x) = x_1, \overline{\psi}(x) = x_1)$. Writing that

$$\mathcal{E}(\overline{\pi}_{\kappa^*,k_0}, \overline{\psi}_{\kappa^*,k_0}) \leq \mathcal{E}(\overline{\pi}(x) = x_1, \overline{\psi}(x) = x_1),$$
we obtain
\[
\int_D k^* |\nabla u_{k^*,k}\|^2 + \frac{1}{2} \int_{D_{c}} \left(k^* |\nabla u_{k^*,k}\|^2 + k\epsilon \nabla u_{\epsilon,k^*,k} \cdot \nabla u_{\epsilon,k^*,k}\right) \\
+ \int_{D_f} k\epsilon \nabla u_{\epsilon,k^*,k} \cdot \nabla u_{\epsilon,k^*,k} \leq k^* |D| + \frac{k\epsilon^2}{2} |D_c| + \frac{1}{2} \int_{D_{c}} (k\epsilon e_1 \cdot e_1 + \int_{D_f} k\epsilon e_1 \cdot e_1. \tag{3.36}
\]
Using that \(k\epsilon\) is uniformly bounded and coercive, we obtain
\[
\int_D |\nabla u_{k^*,k}\|^2 + \frac{1}{2} \int_{D_{c}} |\nabla u_{k^*,k}\|^2 \leq C, \tag{3.37}
\]
for some constant \(C\) independent of \(\epsilon, H\) and \(h\) (this independence with respect to \(h\) and \(\epsilon\) is important since we will later on use this bound and the subsequent ones in the regime \(h,\epsilon \to 0\)).

Collecting (3.33), (3.35) and (3.37) and using the boundary conditions on \(\Gamma\) for \(\bar{u}_{k^*,k}\), we immediately obtain that the sequence \(\bar{u}_{k^*,k}\) is bounded in \(H^1(D\cup D_c)\): there exists some constant \(C\) independent of \(n, \epsilon, H\) and \(h\) such that
\[
|\bar{u}_{k^*,k}|_{H^1(D\cup D_c)} \leq C. \tag{3.38}
\]
Since \(\bar{u}_{k^*,k}\) belongs to the finite dimensional space \(V_H^{\text{Dir-BC}}\), we deduce that there exists a subsequence, which we still denote by \(\bar{u}_{k^*,k}\), that converges in \(V_H\) (when \(n \to \infty\)) to some \(\bar{u}_{h,k} \in V_H^{\text{Dir-BC}}\).

**Bound on** \(\tilde{u}_{\epsilon,k^*,k}\). To bound this function, we first extend the function \(\bar{u}_{k^*,k}\) (which is defined in \(D\cup D_c\)) inside the domain \(D_f\), in order to build an appropriate test function for the second line of (3.34). There are several ways to perform this extension and we have chosen to proceed as follows. We first build a function \(\bar{u}_{k^*,k}\in H^1(D_f)\) that satisfies \(\bar{u}_{k^*,k}\) on the boundary \(\Gamma_f\) and \(|\bar{u}_{k^*,k}|_{H^1(D_f)} \leq C |\bar{u}_{k^*,k}\|_{H^1(D_f)}\) for some \(C\) independent of \(n, \epsilon, H\) and \(h\). For instance, we can define \(\bar{u}_{k^*,k}\) as the harmonic extension of \(\bar{u}_{k^*,k}\) on \(\Gamma_f\) in \(D_f\).

We now pass from \(\bar{u}_{k^*,k}\) to a piecewise affine function \(\bar{u}_{h,k}\) belonging to the space
\[
\tilde{V}_h = \{u^h \in H^1(D_f), \ u^h \text{ is piecewise affine on the fine mesh } T_h\} \tag{3.39}
\]
using a Scott-Zhang type interpolation, which has the advantage of being defined for functions that are not necessarily continuous (in contrast to nodal interpolation) and of preserving boundary conditions (in contrast to Clément interpolation). More precisely, using [21] (see also [19], Thm. 3.4), we know that there exists a linear and continuous operator \(I^{SZ}: H^1(D_f) \to \tilde{V}_h\) such that, if \(v \in H^1(D_f)\) is continuous and piecewise affine on \(\partial D_f\), then \(I^{SZ}v = v\) on \(\partial D_f\). We hence set
\[
\tilde{u}_{k^*,k^*} = I^{SZ} \bar{u}_{k^*,k}, \tag{3.40}
\]
which satisfies \(\tilde{u}_{k^*,k^*} \in \tilde{V}_h, \ \tilde{u}_{k^*,k^*} = \bar{u}_{k^*,k^*}\) on \(\Gamma_f\) and \(|\tilde{u}_{k^*,k^*}|_{H^1(D_f)} \leq C |\bar{u}_{k^*,k^*}|_{H^1(D_f)}\) for some \(C\) independent of \(n, \epsilon, H\) and \(h\) (it actually only depends on \(D_f\)).

We hence have built some \(\tilde{u}_{k^*,k^*} \in \tilde{V}_h\) satisfying \(\tilde{u}_{k^*,k^*} = \bar{u}_{k^*,k}\) on \(\Gamma_f\) and such that
\[
|\tilde{u}_{k^*,k^*}|_{H^1(D_f)} \leq C |\bar{u}_{k^*,k^*}|_{H^1(D_f)} \leq C |\bar{u}_{k^*,k^*}|_{H^1(D_f)} \leq C |\bar{u}_{k^*,k^*}|_{H^1(D_f)} \tag{3.41}
\]
for some $C$ independent of $n, \varepsilon, H$ and $h$. We next introduce the extension of the function $\tilde{u}_h^{n,k} \mid_{D_f}$ inside the domain $D_f$ defined by

$$\tilde{u}_h^{n,k} = \begin{cases} \tilde{u}_h^{n,k} \mid_{D_c}, & \text{in } D_c, \\ \tilde{u}_h^{n,k} \mid_{D_f}, & \text{in } D_f. \end{cases}$$

Note that $\tilde{u}_h^{n,k} \in V_h$, since the fine mesh $T_h$ is assumed to be a submesh of the coarse mesh $T_H$ in $D_c$. In addition, using (3.41) and (3.38), we observe that

$$|\tilde{u}_h^{n,k}|_{H^1(D_c \cup D_f)} \leq C, \quad (3.42)$$

for some $C$ independent of $n, \varepsilon, H$ and $h$.

We are now in position to bound the sequence $\tilde{u}_h^{n,k}$. Taking $\tilde{w} = \tilde{u}_h^{n,k} - \tilde{u}_h^{n,k}$ in the second line of (3.34) (which is a possible choice since both $\tilde{u}_h^{n,k}$ and $\tilde{u}_h^{n,k}$ belong to $V_h$), we have

$$\frac{1}{2} \int_{D_c} k \nabla \tilde{u}_h^{n,k} \cdot \nabla \left( \tilde{u}_h^{n,k} - \tilde{u}_h^{n,k} \right) + \int_{D_f} k \nabla \tilde{u}_h^{n,k} \cdot \nabla \left( \tilde{u}_h^{n,k} - \tilde{u}_h^{n,k} \right) - \int_{D_c} \nabla \tilde{w} \cdot \nabla \left( \tilde{u}_h^{n,k} - \tilde{u}_h^{n,k} \right) - \int_{D_c} \tilde{w} \cdot \nabla \left( \tilde{u}_h^{n,k} - \tilde{u}_h^{n,k} \right) = 0. \quad (3.43)$$

Using the third line of (3.34) with $\phi^H = \psi^H \mid_{D_c \cup D_f}$ and recalling that $\tilde{u}_h^{n,k} = \tilde{u}_h^{n,k} \mid_{D_c}$, we see that the sum of the last two terms in (3.43) vanishes. We next use the Cauchy-Schwarz inequality and obtain

$$\frac{1}{2} \int_{D_c} k \nabla \tilde{u}_h^{n,k} \cdot \nabla \tilde{u}_h^{n,k} + \int_{D_f} k \nabla \tilde{u}_h^{n,k} \cdot \nabla \tilde{u}_h^{n,k} - \int_{D_c} \tilde{w} \cdot \nabla \left( \tilde{u}_h^{n,k} - \tilde{u}_h^{n,k} \right) \leq \frac{1}{2} |k|_{L^2(D_c \cup D_f)} |\nabla \tilde{w}|_{L^2(D_c \cup D_f)} + |k|_{L^2(D_f)} |\nabla \tilde{w}|_{L^2(D_f)} \leq |k|_{L^2(D_c \cup D_f)} |\nabla \tilde{w}|_{L^2(D_c \cup D_f)}.$$

Using that the oscillating coefficient $k$ is bounded and bounded away from zero (see (1.2)) and that $\tilde{u}_h^{n,k}$ is bounded in $H^1(D_c \cup D_f)$ (see (3.42)), we obtain that there exists a constant $C$ independent of $n, \varepsilon, H$ and $h$ such that

$$\forall n \in \mathbb{N}, \quad |\nabla \tilde{w}|_{L^2(D_c \cup D_f)} \leq C. \quad (3.44)$$

Testing the third line of (3.34) with $\phi^H = 1$ (which indeed belongs to $W^{enrich}_{H,h}$), we obtain that

$$\int_{D_c} \tilde{w} \cdot \nabla \tilde{u}_h^{n,k} = \int_{D_c} \nabla \tilde{u}_h^{n,k} \cdot \nabla \tilde{w},$$

and hence, using (3.38), we obtain that $\int_{D_c} \tilde{w} \cdot \nabla \tilde{u}_h^{n,k}$ is bounded. Thus, by the Poincaré-Wirtinger inequality, we deduce from (3.44) that the sequence $\tilde{u}_h^{n,k} \mid_{D_c}$ is bounded in $H^1(D_c \cup D_f)$, independently of $n, \varepsilon, H$ and $h$. Since $\tilde{u}_h^{n,k} \mid_{D_c}$ belongs to the finite dimensional space $V_h$, we deduce that there exists a subsequence, which we
still denote by $\tilde{\psi}_h^{\varepsilon,k_e}$, that converges in $V_h$ (when $n \to \infty$) to some $\tilde{\psi}_e^{\varepsilon,k_e} \in V_h$ (in the particular case when $h = 0$, the convergence is strong in $L^2(D_c \cup D_f)$ and weak in $H^1(D_c \cup D_f)$).

**Bound on $\psi_h^{\varepsilon,k_e}$.** We are now left with showing that the sequence of Lagrange multipliers is also bounded. To that aim, we proceed as above and first extend $\psi_h^{\varepsilon,k_e}$ (which is defined in $D_c$) inside the domain $D_f$, in order to again build an appropriate test function for the second line of (3.34). This extension is built following the same steps as above (see (3.40) and (3.41)), which thus allow to introduce some $\tilde{\psi}_h^{\varepsilon,k_e} \in \tilde{V}_h$ (where $\tilde{V}_h \subset H^1(D_f)$ is defined by (3.39)) satisfying $\tilde{\psi}_h^{\varepsilon,k_e} = \psi_h^{\varepsilon,k_e}$ on $\Gamma_f$ and such that

$$\|\tilde{\psi}_h^{\varepsilon,k_e}\|_{H^1(D_f)} \leq C \|\psi_h^{\varepsilon,k_e}\|_{H^1(D_c)},$$

for some $C$ independent of $n$, $\varepsilon$, $H$ and $h$.

We next extend $\psi_h^{\varepsilon,k_e}$ inside the domain $D_f$ by introducing

$$\tilde{\psi}_h^{\varepsilon,k_e} = \begin{cases} \psi_h^{\varepsilon,k_e} & \text{in } D_c, \\ \tilde{\psi}_h^{\varepsilon,k_e} & \text{in } D_f. \end{cases}$$

(3.46)

We note that $\tilde{\psi}_h^{\varepsilon,k_e} \in H^1(D_c \cup D_f)$. In addition, both $\psi_h^{\varepsilon,k_e}$ and $\tilde{\psi}_h^{\varepsilon,k_e}$ are piecewise affine functions on the fine mesh $T_h$ (for $\psi_h^{\varepsilon,k_e}$, this is a consequence of the fact that the fine mesh $T_h$ is assumed to be a submesh of the coarse mesh $T_H$ in $D_c$ and of the specific approximation $\psi_0^h$ defined by (2.15), of the Lagrange multiplier $\psi_0$). We hence deduce that $\tilde{\psi}_h^{\varepsilon,k_e} \in V_h$.

Considering the test function $\tilde{\psi}_h^{\varepsilon,k_e}$ in the second line of (3.34), we obtain

$$\frac{1}{2} \int_{D_c} k_e \nabla \tilde{\psi}_h^{\varepsilon,k_e} \cdot \nabla \tilde{\psi}_h^{\varepsilon,k_e} + \int_{D_f} k_e \nabla \tilde{\psi}_h^{\varepsilon,k_e} \cdot \nabla \tilde{\psi}_h^{\varepsilon,k_e} - \int_{D_c} \nabla \psi_h^{\varepsilon,k_e} \cdot \nabla \tilde{\psi}_h^{\varepsilon,k_e} - \int_{D_c} \psi_h^{\varepsilon,k_e} \tilde{\psi}_h^{\varepsilon,k_e} = 0.$$

Since $\tilde{\psi}_h^{\varepsilon,k_e} = \psi_h^{\varepsilon,k_e}$ in $D_c$, we deduce that

$$\|\psi_h^{\varepsilon,k_e}\|^2_{H^1(D_c)} \leq \frac{1}{2} |k_e|_{L^\infty(D_c)} |\nabla \tilde{\psi}_h^{\varepsilon,k_e}|_{L^2(D_c)} |\nabla \psi_h^{\varepsilon,k_e}|_{L^2(D_c)} + |k_e|_{L^\infty(D_f)} |\nabla \tilde{\psi}_h^{\varepsilon,k_e}|_{L^2(D_f)} |\nabla \psi_h^{\varepsilon,k_e}|_{L^2(D_f)}. \quad (3.47)$$

Using that $k_e$ is uniformly bounded and the bounds (3.45) and (3.44), we infer from (3.47) that there exists a constant $C$ independent of $n$, $\varepsilon$, $H$ and $h$ such that

$$\forall n \in \mathbb{N}, \quad |\psi_h^{\varepsilon,k_e}|_{H^1(D_c)} \leq C.$$

Since $\psi_h^{\varepsilon,k_e}$ belongs to the finite dimensional space $W_{\text{enrich}}^{\psi,h}$, we deduce that there exists a subsequence, which we still denote by $\psi_h^{\varepsilon,k_e}$, that converges in $W_{\text{enrich}}^{\psi,h}$ (when $n \to \infty$) to some $\tilde{\psi}_h^{\varepsilon,k_e} \in W_{\text{enrich}}^{\psi,h}$.
3.3.2. Convergence of the minimizing sequence $\overline{k}^n$

We now show that the minimizing sequence $\overline{k}^n$ converges to some limit $\overline{k}^\varepsilon$. We introduce $\tilde{u}^H_0 \in V^\text{DirBC}_H$ such that

$$\forall v^H \in V^0_H, \quad \int_D \nabla \tilde{u}^H_0 \cdot \nabla v^H + \frac{1}{2} \int_{D_c} \nabla \tilde{u}^H_0 \cdot \nabla v^H = 0. \quad (3.48)$$

Taking $\pi^H = \pi^H_{k^n,k_e} - \tilde{u}^H_0 \in V^0_H$ in the first line of (3.34), we have

$$\int_D \nabla \pi^H_{k^n,k_e} \cdot \nabla \left( \pi^H_{k^n,k_e} - \tilde{u}^H_0 \right) + \frac{1}{2} \int_{D_c} \nabla \pi^H_{k^n,k_e} \cdot \nabla \left( \pi^H_{k^n,k_e} - \tilde{u}^H_0 \right) + \int_{D_c} \nabla \psi^H_{k^n,k_e} \cdot \nabla \left( \pi^H_{k^n,k_e} - \tilde{u}^H_0 \right) = 0. \quad (3.49)$$

Thus, from the definition of $\tilde{u}^H_0$ and the fact that $\overline{k}^n$ is a scalar, we obtain

$$\overline{k}^n \left| \nabla \left( \pi^H_{k^n,k_e} - \tilde{u}^H_0 \right) \right|_{L^2(D)}^2 + \frac{1}{2} \overline{k}^n \left| \nabla \left( \pi^H_{k^n,k_e} - \tilde{u}^H_0 \right) \right|_{L^2(D_c)}^2 + \int_{D_c} \nabla \psi^H_{k^n,k_e} \cdot \nabla \left( \pi^H_{k^n,k_e} - \tilde{u}^H_0 \right) + \int_{D_c} \psi^H_{k^n,k_e} \left( \pi^H_{k^n,k_e} - \tilde{u}^H_0 \right) = 0. \quad (3.49)$$

All the terms in (3.49) converge when $n \to \infty$, except possibly $\overline{k}^n$. The only case when we cannot deduce from (3.49) that $\overline{k}^n$ converges is that when the limit $\pi^H_{x,k_e}$ of $\pi^H_{k^n,k_e}$ identically satisfies $\nabla \pi^H_{x,k_e} = \nabla \tilde{u}^H_0$ in $D \cup D_c$. Since $\pi^H_{x,k_e}(x) = \tilde{u}^H_0(x) = x_1$ on $\Gamma$, this would imply that $\pi^H_{x,k_e} = \tilde{u}^H_0$ in $D \cup D_c$. Passing to the limit $n \to \infty$ in (3.33) yields

$$I_{\varepsilon,H,h} = \int_{D \cup D_c} \left| \nabla \pi^H_{x,k_e} - e_1 \right|^2. \quad (3.50)$$

We are left with showing the condition

$$I_{\varepsilon,H,h} < \int_{D \cup D_c} \left| \nabla \tilde{u}^H_0 - e_1 \right|^2, \quad (3.50)$$

if we want to rule out this case and conclude that $\overline{k}^n$ converges up to an extraction (to some coefficient that we denote $\overline{k}^\varepsilon$). We recall that $\tilde{u}^H_0 \in V^\text{DirBC}_H$ in (3.50) is defined by (3.48).

We note that the right-hand side of (3.50) is positive (and of course independent of $\varepsilon$ and $h$ by construction). Indeed, if $\int_{D \cup D_c} \left| \nabla \tilde{u}^H_0 - e_1 \right|^2$ were vanishing, we would have $\tilde{u}^H_0(x) = x_1$ on $D \cup D_c$ (recall $\tilde{u}^H_0(x) = x_1$ on $\Gamma$), which however does not satisfy (3.48).

Investigating whether (3.50) holds in full generality is delicate, and this is why we have assumed this condition in Theorem 3.6. It can be investigated numerically. There are also a few situations where (3.50) can be established mathematically. One such case is when we suppose that the fine mesh parameter $h$ and the oscillating parameter $\varepsilon$ are sufficiently small. We indeed claim that

$$\lim_{\varepsilon \to 0} \lim_{h \to 0} J_{\varepsilon,H,h}(k^*) = 0, \quad (3.51)$$
where $J_{\varepsilon,H,h}$ is defined by (3.2), which obviously implies
\[
\lim_{\varepsilon \to 0} \lim_{h \to 0} I_{\varepsilon,H,h} = 0,
\]
and thus (3.50) (in the regime $h \ll \varepsilon \ll 1$) since we have pointed out above that the right-hand side of (3.50) is positive and independent of $\varepsilon$ and $h$.

In order to prove (3.51), we consider (2.17) with $k = k^*$, the solution of which is denoted $(\pi_{k^*,k^*}^H, \tilde{u}_{k^*,k^*}^H, \psi_{k^*,k^*}^H)$ (where we have on purpose made explicit the dependency of the three components of the solution with respect to $h$). Using standard finite element arguments, we can pass to the limit $h \to 0$. We thus have that $(\tilde{u}_{k^*,k^*}^H, \tilde{u}_{k^*,k^*}^H, \psi_{k^*,k^*}^H)$ converges, when $h \to 0$, to $(\tilde{u}_{k^*,k^*}^H, \tilde{u}_{k^*,k^*}^H, \psi_{k^*,k^*}^H)$ strongly in $H^1(D \cup D_0) \times H^1(D_e \cup D_f) \times H^1(D_e)$, where $(\pi_{k^*,k^*}^H, \tilde{u}_{k^*,k^*}^H, \psi_{k^*,k^*}^H)$ is the solution to (3.4) with $k = k^*$. Furthermore, $(\pi_{k^*,k^*}^H, \tilde{u}_{k^*,k^*}^H, \psi_{k^*,k^*}^H)$ is bounded in $H^1(D \cup D_e) \times H^1(D_e \cup D_f) \times H^1(D_e)$ by a constant independent of $\varepsilon$ and $H$. This bound on $\psi_{k^*,k^*}^H$ has indeed been shown above (see (3.37)), and it implies a bound on $\tilde{u}_{k^*,k^*}$ and $\psi_{k^*,k^*}^H$ using the same arguments as those used in Section 3.3.1.

We now refer to Lemma 3.2 for $k = k^*$ (the bounds that we have just discussed obviously implying the convergences stated as assumptions in that lemma) and obtain that, when $\varepsilon \to 0$, the solution $(\pi_{k^*,k^*}^H, \tilde{u}_{k^*,k^*}^H, \psi_{k^*,k^*}^H)$ to (3.4) converges to $(\pi_{k^*,k^*}^H, \tilde{u}_{k^*,k^*}^H, \psi_{k^*,k^*}^H)$, solution to (3.5) with $k = k^*$. We eventually note (as stated in the first assertion of Lemma 3.4) that the unique solution to the system (3.5) with $k = k^*$ is $\pi_{k^*,k^*}^H(x) = x_1$, $\tilde{u}_{k^*,k^*}(x) = x_1$ and $\psi_{k^*,k^*}^H = k^* \psi_0$.

We have therefore shown that $\pi_{k^*,k^*}^H$ converges (when $h \to 0$ and $\varepsilon \to 0$) to $\overline{\psi}^H_{k^*,k^*}(x) = x_1$, strongly in $H^1(D \cup D_e)$ since $\overline{\psi}^H_{k^*,k^*}$ belongs to the finite dimensional space $W_{H}^\text{DirBC}$. We have therefore obtained that
\[
\lim_{\varepsilon \to 0} \lim_{h \to 0} J_{\varepsilon,H,h}(k^*) = \int_{D \cup D_e} |\nabla \pi_{k^*,k^*}^H - e_1|^2 = 0,
\]
that is exactly (3.51).

### 3.3.3. Existence of an optimal coefficient

We have shown above that, under assumption (3.50), the minimizing sequence $k^* \in (0, \infty)$ converges (up to a subsequence extraction) to some $k^* \in [0, \infty)$. We now show that $k^* \neq 0$, provided we impose an additional condition (see (3.59) below) to the problem.

To state that additional condition, we consider (2.17) and we formally set $k = 0$. We hence look for $\pi_{0,k^*}^H \in V_{H}^\text{DirBC}$, $\psi_{0,k^*}^H \in V_h$ and $\psi_{0,k^*}^H \in W_{H,h}^{\text{enrich}}$ such that
\[
\begin{align*}
\forall \pi^H \in V_{H,0}^0, & \quad C(\pi^H, \psi_{0,k^*}^H) = 0, \\
\forall \tilde{\psi}^H \in V_h, & \quad \tilde{A}_{k^*}(\tilde{\psi}^H, \tilde{u}_{k^*,0,k^*}^H) - C(\tilde{\psi}^H, \psi_{0,k^*}^H) = 0, \\
\forall \phi^H \in W_{H,h}^{\text{enrich}}, & \quad C(\pi_{0,k^*}^H - \tilde{\psi}_{0,k^*,0,k^*}^H, \phi^H) = 0,
\end{align*}
\]
which is equivalent to solving the minimization problem
\[
\inf \left\{ \mathcal{E}_0(\tilde{\psi}^H) \colon \pi^H \in V_h, \quad \psi^H(x) = x_1 \text{ on } \Gamma, \quad \tilde{u}_{k^*}^H \in V_h, \quad C(\pi^H - \tilde{\psi}^H, \phi^H) = 0 \text{ for any } \phi^H \in W_{H,h}^{\text{enrich}} \right\},
\]
where the constraint function $C$ is defined by \((2.5)\) and where the energy $\mathcal{E}_0$ is obtained from the energy $\mathcal{E}$ defined in \((2.4)\) by formally setting $\kappa = 0$:

$$
\mathcal{E}_0(\tilde{u}_c) = \frac{1}{2} \int_{D_f} k_c(x) \nabla \tilde{u}_c(x) \cdot \nabla \tilde{u}_c(x) + \frac{1}{4} \int_{D_c} k_c(x) \nabla \tilde{u}_c(x) \cdot \nabla \tilde{u}_c(x). \tag{3.55}
$$

Note that $\mathcal{E}_0$ does not depend on $\pi^H$.

The minimizers of \((3.54)\) are simple to characterize: they satisfy $\tilde{u}_{c.0,k_0} = \lambda$ in $D_c \cup D_f$ for some constant $\lambda$ (which indeed minimizes the energy \((3.55)\)) and $\pi^H_{0,k_0} = \lambda$ in $D_c$ (which is obtained by considering $\phi^H = (\pi^H_{0,k_0} - \lambda) |_{D_c}$ in the constraint). The value of $\pi^H_{0,k_0}$ in $D$ is free, besides the fact that it should satisfy the boundary condition $\pi^H_{0,k_0}(x) = x_1$ on $\Gamma$ and the trace condition $\pi^H_{0,k_0} = \lambda$ on $\Gamma_c$.

It is next easy to see that, for any solution to \((3.53)\), we have

$$
\int_{D \cup D_c} |\nabla \pi^H_{0,k_0} - \epsilon_1|^2 = \int_D |\nabla \pi^H_{0,k_0} - \epsilon_1|^2 + \int_{D_c} |\nabla \pi^H_{0,k_0} - \epsilon_1|^2 = \int_D |\nabla \pi^H_{0,k_0} - \epsilon_1|^2 + |D_c|.
$$

We are now going to compute the minimum of the above quantity over all solutions to \((3.53)\).

Let us introduce the unique function $\pi^H_{0,a} \in V_H^{intr BC}$ satisfying $\pi^H_{0,a} = 0$ in $D_c$ and

$$
\forall v^H \in \tilde{V}_H, \quad \int_D (\nabla \pi^H_{0,a} - \epsilon_1) \cdot \nabla v^H = 0, \tag{3.56}
$$

where

$$
\tilde{V}_H = \{ v \in V_H^0, \quad v = 0 \text{ on } D_c \}.
$$

Let us also introduce the unique function $\tilde{u}^H_{0,b} \in V_H^0$ satisfying $\tilde{u}^H_{0,b} = 1$ in $D_c$ and

$$
\forall v^H \in \tilde{V}_H, \quad \int_D (\nabla \tilde{u}^H_{0,b} - \epsilon_1) \cdot \nabla v^H = 0. \tag{3.57}
$$

We then have

$$
\inf \text{solutions to } (3.53) \int_D |\nabla \pi^H_{0,k_0} - \epsilon_1|^2 = \int_D |\nabla \tilde{u}^H_{0,a} + \lambda \nabla \tilde{u}^H_{0,b} - \epsilon_1|^2.
$$

Next, by minimizing with respect to $\lambda$, we obtain

$$
\inf \text{solutions to } (3.53) \int_{D \cup D_c} |\nabla \pi^H_{0,k_0} - \epsilon_1|^2 = \tilde{I}_{0,H}, \tag{3.58}
$$

where $\tilde{I}_{0,H}$ is defined in terms of the solution $\tilde{u}^H_{0,a}$ to \((3.56)\) and $\pi^H_{0,b}$ to \((3.57)\) by

$$
\tilde{I}_{0,H} = |D_c| + \int_D |\nabla \tilde{u}^H_{0,a} - \epsilon_1|^2 - \frac{\left( \int_D \nabla \tilde{u}^H_{0,b} \cdot (\nabla \tilde{u}^H_{0,a} - \epsilon_1) \right)^2}{\int_D |\nabla \tilde{u}^H_{0,b}|^2}.
$$
Note that the sum of the last two terms of $\tilde{I}_{0,H}$ is non-negative, in view of the Cauchy-Schwarz inequality, and hence $\tilde{I}_{0,H} \geq |D_\varepsilon| > 0$.

We now assume that

$$I_{\varepsilon,H,h} < \tilde{I}_{0,H}. \quad (3.59)$$

Under that assumption, we claim that the limit $\kappa^\varepsilon$ of the minimizing sequence satisfies $\kappa^\varepsilon \neq 0$. We argue by contradiction and assume that $\kappa^\varepsilon = 0$. Taking the limit $n \to \infty$ in (3.34), we thus have that the limit $(\frac{H}{p(x,k_\varepsilon,k_\varepsilon)} u^{h\varepsilon}_{x,k_\varepsilon}, \frac{H}{p(x,k_\varepsilon,k_\varepsilon)} \psi^H_{x,k_\varepsilon})$ is a solution to (3.53). Passing to the limit $n \to \infty$ in (3.33) yields

$$I_{\varepsilon,H,h} = \int_{D \cup D_\varepsilon} |\nabla \frac{H}{p(y)} u^{h\varepsilon}_{x,k_\varepsilon} - \varepsilon_1|^2,$$

which is in contradiction with (3.58) and (3.59). This proves that $\kappa^\varepsilon > 0$.

One of the ways to establish (3.59) mathematically is to assume that the parameters $h$ and $\varepsilon$ are sufficiently small. We indeed recall that, in that regime, the left-hand side of (3.59) converges to 0 (see (3.52)). In contrast, the right-hand side of (3.59) is independent of $h$ and $\varepsilon$ and is positive.

We have thus shown that, under assumptions (3.50) and (3.59), the minimizing sequence $\kappa^n$ converges (up to a subsequence extraction) to some $\kappa^\varepsilon \in (0, \infty)$, which is thus finite and (strictly) positive. Since the function $\kappa \mapsto J_{\varepsilon,H,h}(\kappa)$ is continuous on $(0, \infty)$, this shows that $\kappa^\varepsilon$ is a minimizer of (3.1). We denote by $\kappa^\varepsilon_{opt}$ such an optimal coefficient, to emphasize its dependency with respect to $\varepsilon$. This concludes the proof of Theorem 3.6.

### 3.4. Homogenized limit

For each $\varepsilon > 0$, and under assumptions (3.50) and (3.59), we know from Theorem 3.6 that there exists at least one optimal constant coefficient $\kappa^\varepsilon_{opt}$ minimizing (3.1) with a corresponding solution $(\frac{H}{p(y)} u^{h\varepsilon}_{x,k_\varepsilon}, \frac{H}{p(y)} \psi^H_{x,k_\varepsilon})$ to the system (2.17) for $\kappa = \kappa^\varepsilon_{opt}$. We now aim at studying the limit of $\kappa^\varepsilon_{opt}$ when $\varepsilon \to 0$. We recall that, in that limit, assumptions (3.50) and (3.59) are satisfied.

We have assumed in (1.4) that the sequence $k_\varepsilon$ is such that $k_\varepsilon = k_{per}(\cdot/\varepsilon)$ for some fixed periodic function $k_{per}$. This periodicity assumption implies that the homogenized coefficient $k^\ast$ exists and is constant (a fact that we have already used above, see e.g. the first arguments of Sect. 3.3.1). Our aim in this section is to show that the optimal coefficient $\kappa^\varepsilon_{opt}$ converges to the homogenized coefficient $k^\ast$ when $\varepsilon$ goes to 0, as stated in the following theorem, which is our second main result. Although we perform our analysis in the periodic setting, we believe that it actually carries over to more general cases (random stationary setting, . . . ).

**Theorem 3.8.** Let $k_\varepsilon$ be given by (1.4) for some fixed periodic coefficient $k_{per}$ that satisfies the classical boundedness and coercivity conditions (1.2). We make the regularity assumption (2.1) and the geometric assumption (2.2).

Then, any optimal coefficient $\kappa^\varepsilon_{opt}(H,h)$ (the existence of which is provided by Thm. 3.6) converges to the homogenized coefficient $k^\ast$ when $h$ and $\varepsilon$ go to 0: for any $H > 0$, we have

$$\lim_{\varepsilon \to 0} \lim_{h \to 0} \kappa^\varepsilon_{opt}(H,h) = k^\ast. \quad (3.60)$$

We discuss in Remark 3.9 below the fact that $H$ is kept fixed in (3.60). We do not need to finally take the limit $H \to 0$ to recover $k^\ast$. This is a clear advantage from the computational viewpoint, since this property allows to work with values of $H$ that are not asymptotically small (see [13], Sect. 3.1 for some numerical results).
Before proceeding, we note that considering the regime \( \varepsilon \to 0 \) implies that we also have \( h \to 0 \) (since \( h \) has to be chosen much smaller than \( \varepsilon \)). For simplicity and brevity of exposition, we therefore fix \( h = 0 \), and point out that Theorem 3.6 still holds true. Taking the limit \( h \to 0 \) is just an additional, technical ingredient. We spare the reader with this unnecessary technicality.

We thus consider the following “partially” discretized system (which is (3.4) with \( k = k_{\mathsf{opt}}^\varepsilon \)): find \( \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}} \in V_H^{\mathsf{DirBC}}, \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}} \in H^1(D_c \cup D_f) \) and \( \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}} \in W_H^{\mathsf{enrich}} \) such that

\[
\begin{aligned}
\forall \varphi^H \in V_H^0, & \quad A_{\mathsf{DirBC}}(\frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}}, \varphi^H) + C(\frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}}) = 0, \\
\forall \psi^H \in H^1(D_c \cup D_f), & \quad \bar{\mathcal{A}}_{\mathsf{DirBC}}(\frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}}, \psi^H) - C(\psi^H) = 0, \\
\forall \phi^H \in W_H^{\mathsf{enrich}}, & \quad C(\frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}}, \phi^H) = 0.
\end{aligned}
\]  

(3.61)

In the above system and in the proof below, we do not make explicit in the notation the fact that the optimal coefficient \( k_{\mathsf{opt}}^\varepsilon \) depends on \( H \) (in particular because \( H \) is kept fixed and we do not need to take the limit \( H \to 0 \) to recover \( k^* \)).

The proof of Theorem 3.8 falls in two steps:

- as in Section 3.3.1, we first establish some bounds independent of \( \varepsilon \) on the solution \( (\frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}}, \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}}, \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}}) \) to (3.61) (see Sect. 3.4.1).
- we next pass to the limit \( \varepsilon \to 0 \) in (3.61) (see Sect. 3.4.2).

### 3.4.1. Bounds on \( \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}}, \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}}, \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}} \)

We pass to the limit \( n \to \infty \) in (3.38) (where we recall that the constant \( C \) is in particular independent of \( n, h \), and \( \varepsilon \)), using that \( \mathbb{R}^n \to \mathbb{R}^{k_{\mathsf{c}}} \) (which implies that \( \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}} \to \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}} \), and immediately obtain that the sequence \( \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}} \in V_H^{\mathsf{DirBC}} \) is bounded in \( H^1(D \cup D_c) \), independently of \( \varepsilon \).

We next simply repeat the steps of Section 3.3.1 and obtain that the sequence \( \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}} \) (resp. the sequence \( \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}} \in W_H^{\mathsf{enrich}} \) is bounded in \( H^1(D \cup D_f) \) (resp. in \( H^1(D_c) \)), independently of \( \varepsilon \).

We thus deduce that there exist \( \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}} \in V_H^{\mathsf{DirBC}}, \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}} \in H^1(D_c \cup D_f) \) and \( \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}} \in W_H^{\mathsf{enrich}} \) such that, up to the extraction of a subsequence, \( \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}} \) converges to \( \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}} \) in \( H^1(D \cup D_c) \), \( \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}} \) weakly converges to \( \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}} \) in \( H^1(D_c) \) when \( \varepsilon \to 0 \).

### 3.4.2. Limit system with \( k_{\mathsf{opt}}^\varepsilon \)

Passing to the limit \( \varepsilon \to 0 \) in the first line of (3.61) is not straightforward since, unfortunately, we have little information on \( k_{\mathsf{opt}}^\varepsilon \) so far. Since \( k_{\mathsf{opt}}^\varepsilon \) does not seem to have a bound independent of \( \varepsilon \) on the coefficient \( k_{\mathsf{opt}}^\varepsilon \), we circumvent this difficulty as follows.

We have

\[
\lim_{h \to 0} I_{\varepsilon,H,h} = \int_{D \cup D_c} \left| \nabla \frac{\partial H}{\partial k_{\mathsf{opt}}^\varepsilon,k_{\mathsf{c}}} - e_1 \right|^2,
\]
where \((u^H_{e,k^*}, \tilde{u}^H_{e,k^*}, v^H_{e,k^*})\) is the solution to (3.61). Passing to the limit \(\varepsilon \to 0\) and using (3.52), we deduce that

\[
0 = \lim_{\varepsilon \to 0} \lim_{h \to 0} I_{e,h} = \int_{D \cup \bar{D}_c} |\nabla u^H_{e} - e_1|^2
\]

where \(u^H_{e} \in V_H^{DirBC}\) is the limit of \(u^H_{e,k^*}\). This implies that

\[
\pi^H_{e}(x) = x_1 \text{ in } D \cup \bar{D}_c. \tag{3.62}
\]

We are now in position to show that the sequence \(\bar{k}^{opt}_{e}\) converges to some limit \(k^{opt}_0\) when \(\varepsilon \to 0\). Repeating the steps from the beginning of Section 3.3.2, we take \(\pi^H = \pi^H_{e,k^*} - \tilde{u}^H_{0,e} \in V^0_H\) in the first line of (3.61), where \(\tilde{u}^H_{0,e} \in V_H^{DirBC}\) is defined by (3.48). Using that \(\bar{k}^{opt}_{e}\) is a scalar, we thus obtain

\[
\bar{k}^{opt}_{e} \left|\nabla \left( \pi^H_{e,k^*} - \tilde{u}^H_{0,e} \right) \right|^2 + \frac{1}{2} \bar{k}^{opt}_{e} \left|\nabla \left( \pi^H_{e,k^*} - \tilde{u}^H_{0,e} \right) \right|^2 + \int_{D \cup \bar{D}_c} \nabla \psi^H_{e,k^*} \cdot \nabla \left( \pi^H_{e,k^*} - \tilde{u}^H_{0,e} \right) + \int_{D \cup \bar{D}_c} \psi^H_{e,k^*} \left( \pi^H_{e,k^*} - \tilde{u}^H_{0,e} \right) = 0. \tag{3.63}
\]

All the terms in (3.63) converge when \(\varepsilon \to 0\), except possibly \(\bar{k}^{opt}_{e}\). The only case when we cannot deduce from (3.63) that \(\bar{k}^{opt}_{e}\) converges is when the limit \(\pi^H_{e,k^*}\) satisfies \(\nabla \pi^H_{e,k^*} = \nabla \tilde{u}^H_{0,e} \) in \(D \cup \bar{D}_c\). Since \(\pi^H_{e,k^*}\) and \(\tilde{u}^H_{0,e}\) satisfy the same boundary condition on \(\Gamma\), this would imply that \(\pi^H_{e,k^*} = \tilde{u}^H_{0,e} \) in \(D \cup \bar{D}_c\), and thus, in view of (3.62), that \(\tilde{u}^H_{0,e}(x) = x_1 \) in \(D \cup \bar{D}_c\). We have already pointed out in Section 3.3.2 that \(\tilde{u}^H_{0,e}\) is not equal to the function \(x_1\) in \(D \cup \bar{D}_c\). We have thus obtained a contradiction, which shows that the sequence \(\bar{k}^{opt}_{e}\) converges (up to a subsequence extraction) to some coefficient \(k^{opt}_0 \in [0, \infty)\) when \(\varepsilon \to 0\). It remains to prove that this coefficient \(k^{opt}_0\) is equal to the homogenized coefficient \(k^*\). This will prove that the optimization problem (3.1) indeed provides an approximation of the homogenized coefficient, and additionally that the whole sequence \(\bar{k}^{opt}_{e}\) (and not only a subsequence) converges.

To show that \(k^{opt}_0 = k^*\), we pass to the limit \(\varepsilon \to 0\) in (3.61). Using Corollary 3.3 (as established in Sect. 3.4.1, the sequence \((\pi^H_{e,k^*}, \tilde{u}^H_{e,k^*}, v^H_{e,k^*})\) indeed satisfies the appropriate convergence properties stated as assumptions in that corollary), we observe that the limit \((\pi^H_{e,k^*}, \tilde{u}^H_{e,k^*}, v^H_{e,k^*})\) is actually the solution (or a solution, if \(k^{opt}_0 = 0\)) to the following system: find \(\pi^H_{e,k^*}, \tilde{u}^H_{e,k^*}, v^H_{e,k^*} \in V_H^{DirBC}\), \(u^H_{e,k^*}, v^H_{e,k^*}, \phi^H_{e,k^*} \in H^1(D \cup \bar{D}_f)\) and \(\tilde{u}^H_{e,k^*}, v^H_{e,k^*} \in W_H^{enrich}\) such that

\[
\begin{cases}
\forall \pi^H \in V^0_H, & A_{k^*}(\tilde{u}^H_{e,k^*}, \bar{v}) = C(\pi^H, \psi^H_{e,k^*}) = 0, \\
\forall \bar{v} \in H^1(D \cup \bar{D}_f), & \bar{A}_{k^*}(\tilde{u}^H_{e,k^*}, \bar{v}) = C(\bar{v}, \psi^H_{e,k^*}) = 0, \\
\forall \phi^H \in W_H^{enrich}, & C(\bar{u}^H_{e,k^*}, \phi^H) = 0.
\end{cases} \tag{3.64}
\]

In addition, we know from (3.62) that \(\pi^H_{e,0}(x) = x_1\) in \(D \cup \bar{D}_c\).

We now use the second assertion of Lemma 3.4 and obtain that \(k^{opt}_0 = k^*\) and \(\psi^H_{e,0} = k^* \psi_0\), which concludes the proof of Theorem 3.8.
Remark 3.9. We note that, in Theorem 3.8, the parameter $H$ is fixed and that it does not affect the value of the limit of $\bar{\kappa}_\varepsilon$. This is directly related to the consistency of the approach as discussed in Remark 3.5: for any $H > 0$, the identity $\overline{\pi}_{k,k}(x) = x_1$ on $D \cup D_c$ implies that $\overline{\kappa} = k^*$.

3.5. Uniqueness of the optimal coefficient for sufficiently small $\varepsilon$

Now that we have shown that any minimizer $\bar{\kappa}_\varepsilon^\text{opt} (H, h)$ converges to $k^*$ when $h$ and $\varepsilon$ go to 0 (in the sense of Thm. 3.8), we are in position to show the uniqueness of the optimal coefficient when $\varepsilon$ is sufficiently small. As in Section 3.4, we hereafter fix $h = 0$, and thus consider $J_{\varepsilon,H}$ defined (compare with (3.2) and (2.17)) by

$$J_{\varepsilon,H}(\overline{\kappa}) = \int_{D \cup D_c} |\nabla \overline{\pi}_{k,k}^H - \nabla \overline{u}_{\text{ref}}|^2 = \int_{D \cup D_c} |\nabla \overline{\pi}_{k,k}^H - e_1|^2,$$

(3.65)

where $(\overline{\pi}_{k,k}^H, \overline{u}_{\varepsilon,k,k}, \psi_{k,k}^H)$ is the solution to (3.4). In the sequel, we thus consider $\bar{\kappa}_\varepsilon^\text{opt} (H)$, solution to the minimization problem

$$\inf \left\{ J_{\varepsilon,H}(\overline{\kappa}), \quad \overline{\kappa} \in (0, \infty) \right\}.$$  

(3.66)

Our proof is based on the following two results.

Lemma 3.10 (uniform convergence). Let $H > 0$ be fixed. The minimizers $\bar{\kappa}_\varepsilon^\text{opt} (H)$ of (3.66) converge uniformly to $k^*$, in the following sense: for any $\eta > 0$, there exists some $\varepsilon_0(\eta,H)$ such that, for any $\varepsilon \leq \varepsilon_0(\eta,H)$, any minimizer $\bar{\kappa}_\varepsilon^\text{opt} (H)$ of (3.66) satisfies $|\bar{\kappa}_\varepsilon^\text{opt} (H) - k^*| \leq \eta$.

Proof. Since $\bar{\kappa}_\varepsilon^\text{opt}$ is a minimizer of $J_{\varepsilon,H}$, we have, using that $k^*$ is an admissible test coefficient in (3.1), that

$$\int_{D \cup D_c} |\nabla \overline{\pi}_{k,k}^\text{opt} - \nabla \overline{u}_{\text{ref}}|^2 = J_{\varepsilon,H}(\bar{\kappa}_\varepsilon^\text{opt}) \leq J_{\varepsilon,H}(k^*).$$

Using that $\overline{\pi}_{k,k}^\text{opt} - \overline{u}_{\text{ref}}$ vanishes on $\Gamma$, we deduce that

$$|\nabla \overline{\pi}_{k,k}^\text{opt} - \nabla \overline{u}_{\text{ref}}|^2_{H^1(D \cup D_c)} \leq C J_{\varepsilon,H}(k^*),$$

(3.67)

where $C$ only depends on $D \cup D_c$. Recalling that $\lim_{\varepsilon \to 0} J_{\varepsilon,H}(k^*) = 0$ (see (3.51)), we deduce that $\overline{\pi}_{k,k}^\text{opt}$ converges to $\overline{u}_{\text{ref}}$ in a uniform (with respect to the choice of the minimizer $\bar{\kappa}_\varepsilon^\text{opt}$) manner.

We are now going to show, and this is the main part of the proof, that $\nabla \overline{\pi}_{k,k}^\text{opt}$ converges to $\nabla \overline{u}_{\text{ref}}/k^*$ uniformly with respect to the choice of the minimizer $\bar{\kappa}_\varepsilon^\text{opt}$. Turning first to the Lagrange multiplier, and recalling that $\bar{\kappa}_\varepsilon^\text{opt} > 0$, we can introduce

$$\nabla \theta_{H}^k = \frac{\psi_{k,k}^H}{\bar{\kappa}_\varepsilon^\text{opt}},$$

and, after dividing by $\bar{\kappa}_\varepsilon^\text{opt}$, we rewrite the first line of (3.61) in the form

$$\forall \pi^H \in V_H^0, \quad \overline{A}_1(\pi_{k,k}^\text{opt}, \pi^H) + C(\pi^H, \theta_{H}^k) = 0,$$

(3.68)
where we recall that the bilinear form $\overline{A}_1$ is defined by (3.23). Since $\theta^H_{k^e_s,k^e_s} \in W^\text{enrich}_H$, we can represent it as

$$
\theta^H_{k^e_s,k^e_s} = \tau_3 (v_0 - \Pi_H(v_0)) + \tilde{\theta}^H_3,
$$

(3.69)

for some $\tau_3 \in \mathbb{R}$ (we keep implicit the dependency of $\tau_3$ with respect to $H$) and some $\tilde{\theta}^H_3 \in W^\text{enrich}_H$ (which both depend on the choice of the minimizer $k^e_s$), where we recall that the projection operator $\Pi_H$ is defined by (3.24). We have shown at the end of Section 3.4.2 that $\theta^H_{k^e_s,k^e_s}$ converges to $\psi_0$. We thus expect $\tau_3$ to converge to 1 and $\tilde{\theta}^H_3$ to converge to $\Pi_H(v_0)$. This is indeed the case since (3.69) implies that

$$
C(\theta^H_{k^e_s,k^e_s}, \psi_0 - \Pi_H(v_0)) = \tau_3 \| \Pi_H(v_0) - \psi_0 \|^2_{H^1(D_c)},
$$

and thus, passing to the limit $\varepsilon \to 0$, we obtain

$$
\lim_{\varepsilon \to 0} \tau_3 = C((\psi_0, \psi_0 - \Pi_H(v_0)) = \| \Pi_H(v_0) - \psi_0 \|^2_{H^1(D_c)} = 1.
$$

We now establish a bound on $\tilde{\theta}^H_3$. Inserting (3.69) in (3.68) and using the orthogonality of any $\psi^H \in V^0_H$ with $\psi_0 - \Pi_H(v_0)$, we obtain, for any $\psi^H \in V^0_H$, that

$$
C(\psi^H, \tilde{\theta}^H_3) = -\overline{A}_1(\tilde{\psi}^H_{k^e_s,k^e_s}, \psi^H) = \overline{A}_1(u_{\text{ref}} - \tilde{\psi}^H_{k^e_s,k^e_s}, \psi^H) + C(\psi^H, \psi_0),
$$

where we have used the variational formulation (3.26) satisfied by $\psi_0$. We thus deduce that

$$
\forall \psi^H \in V^0_H, \quad C(\psi^H, \tilde{\psi}^H_3 - \Pi_H(v_0)) = \overline{A}_1(u_{\text{ref}} - \tilde{\psi}^H_{k^e_s,k^e_s}, \psi^H).
$$

(3.70)

Using arguments similar to those used in Section 3.3.1, we can extend the function $\tilde{\theta}^H_3 - \Pi_H(v_0)$, which is only defined in $D_c$, over the domain $D$, and thus introduce some $\tilde{\psi}^H_3$ defined in $D \cup D_c$, satisfying $\tilde{\psi}^H_3 \in V^0_H$, $\tilde{\psi}^H_3 = \tilde{\psi}^H_3 - \Pi_H(v_0)$ in $D_c$ and $|\tilde{\psi}^H_3|_{H^1(D_c)} \leq C|\tilde{\psi}^H_3 - \Pi_H(v_0)|_{H^1(D_c)}$ for some constant $C$ independent of $H$ and $\varepsilon$ (and of the choice of the minimizer). Taking $\psi^H = \tilde{\psi}^H_3$ in (3.70), we thus infer that

$$
|\tilde{\psi}^H_3 - \Pi_H(v_0)|_{H^1(D_c)}^2 = C(\tilde{\psi}^H_3, \tilde{\psi}^H_3 - \Pi_H(v_0)) = \overline{A}_1(u_{\text{ref}} - \tilde{\psi}^H_{k^e_s,k^e_s}, \tilde{\psi}^H_3)
$$

$$
\leq |u_{\text{ref}} - \tilde{\psi}^H_{k^e_s,k^e_s}|_{H^1(D_c)} |\tilde{\psi}^H_3|_{H^1(D_c)}
$$

and hence, using (3.67),

$$
|\tilde{\psi}^H_3 - \Pi_H(v_0)|_{H^1(D_c)} \leq C|u_{\text{ref}} - \tilde{\psi}^H_{k^e_s,k^e_s}|_{H^1(D_c)} \leq C \sqrt{J_{\varepsilon,H}(k^e)},
$$

(3.71)

for some $C$ independent of $\varepsilon$ and of the choice of the minimizer $k^e_s$.

We now write the second line of (3.61). After dividing by $k^e_s$, it reads

$$
\forall \overline{v} \in H^1(D_c \cup D_f), \quad \overline{A}_{k^e_s} \left( \frac{\tilde{\psi}^H_{k^e_s,k^e_s}}{k^e_s}, \overline{v} \right) = C(\overline{v}, \tilde{\psi}^H_{k^e_s,k^e_s}) = \tau_3 C(\overline{v}, \psi_0 - \Pi_H(v_0)) + C(\overline{v}, \tilde{\theta}^H_3).
$$
We thus introduce \( \tilde{u}_{\varepsilon,1} \) and \( \tilde{u}_{\varepsilon,2} \), the unique solutions (with vanishing mean in \( D_c \)) in \( H^1(D_c \cup D_f) \) to the problems

\[
\forall \tilde{v} \in H^1(D_c \cup D_f), \quad \tilde{A}_k (\tilde{u}_{\varepsilon,1}, \tilde{v}) = C(\tilde{v}, \psi_0 - \Pi_H(\psi_0)),
\]

\[
\forall \tilde{v} \in H^1(D_c \cup D_f), \quad \tilde{A}_k (\tilde{u}_{\varepsilon,2}, \tilde{v}) = C(\tilde{v}, \bar{\theta}^H),
\]

and of course have

\[
\frac{\tilde{u}_{\varepsilon,k^\text{opt}}}{k^\text{opt}} = \lambda_{\varepsilon} + \tau_{\varepsilon} \tilde{u}_{\varepsilon,1} + \tilde{u}_{\varepsilon,2}
\]

for some constant \( \lambda_\varepsilon \).

To study \( \tilde{u}_{\varepsilon,2} \), we introduce the unique solution \( \tilde{u}_{\varepsilon,3} \) (with vanishing mean in \( D_c \)) in \( H^1(D_c \cup D_f) \) to

\[
\forall \tilde{v} \in H^1(D_c \cup D_f), \quad \tilde{A}_k (\tilde{u}_{\varepsilon,3}, \tilde{v}) = C(\tilde{v}, \Pi_H(\psi_0)).
\]

Subtracting (3.75) from (3.73), we have

\[
\forall \tilde{v} \in H^1(D_c \cup D_f), \quad \tilde{A}_k (\tilde{u}_{\varepsilon,2} - \tilde{u}_{\varepsilon,3}, \tilde{v}) = C(\tilde{v}, \bar{\theta}^H - \Pi_H(\psi_0)).
\]

Taking \( \tilde{v} = \tilde{u}_{\varepsilon,2} - \tilde{u}_{\varepsilon,3} \) in the above equation and using that \( k_\varepsilon \) is bounded from below uniformly in \( \varepsilon \), a Poincaré-Wirtinger inequality in \( H^1(D_c \cup D_f) \) and (3.71), we obtain that

\[
|\tilde{u}_{\varepsilon,2} - \tilde{u}_{\varepsilon,3}|_{H^1(D_c \cup D_f)} \leq C|\bar{\theta}^H - \Pi_H(\psi_0)|_{H^1(D_c)} \leq C \sqrt{J_{\varepsilon,H}(k^*)},
\]

for some \( C \) independent of \( \varepsilon \) and of the choice of the minimizer \( k^\text{opt}_\varepsilon \).

We now turn to the third line of (3.61). After dividing by \( k^\text{opt}_\varepsilon \) and using (3.74), we have that, for any \( \phi^H \in W_H^{\text{enrich}} \),

\[
C \left( \frac{\tilde{u}_{\varepsilon,k^\text{opt}}}{k^\text{opt}} - \frac{u_{\text{ref}}}{k^*} - \lambda_{\varepsilon} - (\tau_{\varepsilon} - 1) \tilde{u}_{\varepsilon,1}, \phi^H \right) = 0,
\]

and hence

\[
C \left( \frac{\tilde{u}_{\varepsilon,k^\text{opt}}}{k^\text{opt}} - \frac{u_{\text{ref}}}{k^*} - \lambda_{\varepsilon} - (\tau_{\varepsilon} - 1) \tilde{u}_{\varepsilon,1}, \phi^H \right) = C \left( \tilde{u}_{\varepsilon,1} + \tilde{u}_{\varepsilon,2} - \frac{u_{\text{ref}}}{k^*}, \phi^H \right) + C \left( \tilde{u}_{\varepsilon,2} - \tilde{u}_{\varepsilon,3}, \phi^H \right).
\]

Using the projection operator \( \Pi_H^{\text{enrich}} \) defined by (3.25), we obtain that, for any \( \phi^H \in W_H^{\text{enrich}} \),

\[
C \left( \frac{\tilde{u}_{\varepsilon,k^\text{opt}}}{k^\text{opt}} - \frac{u_{\text{ref}}}{k^*} - \lambda_{\varepsilon} - (\tau_{\varepsilon} - 1) \Pi_H^{\text{enrich}}(\tilde{u}_{\varepsilon,1}), \phi^H \right) = C \left( \Pi_H^{\text{enrich}}(\tilde{u}_{\varepsilon,1}) - \frac{u_{\text{ref}}}{k^*}, \phi^H \right) + C \left( \tilde{u}_{\varepsilon,2} - \tilde{u}_{\varepsilon,3}, \phi^H \right),
\]

where we have introduced \( \tilde{u}_{\varepsilon,4} = \tilde{u}_{\varepsilon,1} + \tilde{u}_{\varepsilon,3} \).
Let us now bound the right-hand side of (3.77). The second term can be bounded using (3.76). For the first term, we note that \( \tilde{u}_{\varepsilon,4} \) is the unique solution (with vanishing mean in \( D_c \)) in \( H^1(D_c \cup D_f) \) to
\[
\forall \tilde{v} \in H^1(D_c \cup D_f), \quad \tilde{\mathcal{A}}_{k_\varepsilon}(\tilde{u}_{\varepsilon,4}, \tilde{v}) = \mathcal{C}(\tilde{v}, \psi_0).
\] (3.78)

The function \( \tilde{u}_{\varepsilon,4} \) is therefore independent from the choice of the minimizer \( \tilde{k}^{opt} \). In addition, the homogenized limit of the Neumann problem (3.78) reads as follows: when \( \varepsilon \to 0 \), \( \tilde{u}_{\varepsilon,4} \) converges (strongly in \( L^2(D_c \cup D_f) \) and weakly in \( H^1(D_c \cup D_f) \)) to \( \tilde{u}_{*,4} \), the unique solution (with vanishing mean in \( D_c \)) in \( H^1(D_c \cup D_f) \) to
\[
\forall \tilde{v} \in H^1(D_c \cup D_f), \quad \tilde{\mathcal{A}}_{k_*}(\tilde{u}_{*,4}, \tilde{v}) = \mathcal{C}(\tilde{v}, \psi_0).
\] (3.79)

We hence deduce that \( \Pi^\text{enrich}_{H}^{\tilde{u}_{\varepsilon,4}} \) converges (strongly in \( H^1(D_c \cup D_f) \), since \( \Pi^\text{enrich}_{H}(\tilde{u}_{\varepsilon,4}) \) belongs to the finite dimensional space \( W^\text{enrich}_{H} \)) to \( \tilde{\Pi}^\text{enrich}_{H}(\tilde{u}_{*,4}) \). We next observe that, by definition of \( \psi_0 \), we can solve (3.79) and we know that \( \tilde{u}_{*,4}(x) = u_{ref}(x)/k^* = x_1/k^* \). We hence have that \( \tilde{\Pi}^\text{enrich}_{H}(\tilde{u}_{*,4}) = \tilde{u}_{*,4} = u_{ref}/k^* \). We thus have shown that
\[
r_{\varepsilon,H} = \left| \Pi^\text{enrich}_{H}(\tilde{u}_{\varepsilon,4}) - \frac{u_{ref}}{k^*} \right|_{H^1(D_c \cup D_f)} \to 0, \quad \varepsilon \to 0,
\] (3.80)
with a rate of convergence (with respect to \( \varepsilon \)) independent of the choice of the minimizer \( \tilde{k}^{opt} \).

To manipulate the left-hand side of (3.77), we write that
\[
\Pi^\text{enrich}_{H}(\tilde{u}_{\varepsilon,1}) = \alpha_\varepsilon (\psi_0 - \Pi_H(\psi_0)) + \tilde{u}_{\varepsilon,1},
\] (3.81)
for some \( \alpha_\varepsilon \in \mathbb{R} \) (again, we keep implicit the dependency of \( \alpha_\varepsilon \) with respect to \( H \)) and some \( \tilde{u}_{\varepsilon,1} \in W_H \). Using (3.72), we observe that
\[
\alpha_\varepsilon \left| \Pi_H(\psi_0) - \psi_0 \right|_{H^1(D_c)}^2 = \mathcal{C}(\Pi^\text{enrich}_{H}(\tilde{u}_{\varepsilon,1}), \psi_0 - \Pi_H(\psi_0)) = \mathcal{C}(\tilde{u}_{\varepsilon,1}, \psi_0 - \Pi_H(\psi_0)) = \tilde{\mathcal{A}}_{k_\varepsilon}(\tilde{u}_{\varepsilon,1}, \tilde{u}_{\varepsilon,1}).
\] (3.82)

We now write (3.77) with \( \phi^H = \psi_0 - \Pi_H(\psi_0) \). Observing that \( \frac{\tilde{\Pi}^\text{enrich}_{H,k_\varepsilon} - \frac{u_{ref}}{k^*} - \lambda_\varepsilon}{\tilde{k}^{opt}} \in W_H \), we deduce that
\[
\mathcal{C}(1 - \tau_\varepsilon) \Pi^\text{enrich}_{H}(\tilde{u}_{\varepsilon,1}), \psi_0 - \Pi_H(\psi_0) = \mathcal{C}(\Pi^\text{enrich}_{H}(\tilde{u}_{\varepsilon,4}) - \frac{u_{ref}}{k^*}, \psi_0 - \Pi_H(\psi_0)) + \mathcal{C}(\tilde{u}_{\varepsilon,2} - \tilde{u}_{\varepsilon,3}, \psi_0 - \Pi_H(\psi_0)) + \mathcal{C}(\tilde{u}_{\varepsilon,2} - \tilde{u}_{\varepsilon,3}, \psi_0 - \Pi_H(\psi_0)).
\]
Using (3.81) in the left-hand side and (3.80) and (3.76) in the right-hand side, we obtain
\[
\left| 1 - \tau_\varepsilon \right| \alpha_\varepsilon \left| \Pi_H(\psi_0) - \psi_0 \right|_{H^1(D_c)}^2 \leq \left( r_{\varepsilon,H} + \mathcal{C} \sqrt{J_{\varepsilon,H}(k^*)} \right) \left| \Pi_H(\psi_0) - \psi_0 \right|_{H^1(D_c)},
\]
and hence, using (3.82),
\[
\left| 1 - \tau_\varepsilon \right| \leq \left( r_{\varepsilon,H} + \mathcal{C} \sqrt{J_{\varepsilon,H}(k^*)} \right) \frac{\left| \Pi_H(\psi_0) - \psi_0 \right|_{H^1(D_c)}}{\tilde{\mathcal{A}}_{k_\varepsilon}(\tilde{u}_{\varepsilon,1}, \tilde{u}_{\varepsilon,1})}.
\] (3.83)

We note that \( \tilde{\mathcal{A}}_{k_\varepsilon}(\tilde{u}_{\varepsilon,1}, \tilde{u}_{\varepsilon,1}) \neq 0 \). Indeed, if this quantity vanishes, then \( \tilde{u}_{\varepsilon,1} \) is a constant, which implies, using (3.72), that \( \mathcal{C}(\tilde{\psi}, \psi_0 - \Pi_H(\psi_0)) = 0 \) for any \( \tilde{\psi} \in H^1(D_c \cup D_f) \), and hence \( \psi_0 = \Pi_H(\psi_0) \), which is not true.
We eventually note that, in view of its definition (3.72), $\check{u}_{\varepsilon,1}$ does not depend on the choice of the minimizer $k_{\varepsilon}^{\text{opt}}$. When $\varepsilon \to 0$, the quantity $\check{A}_{k_{\varepsilon}}(\check{u}_{\varepsilon,1}, \check{u}_{\varepsilon,1})$ converges (with a rate independent of the choice of the minimizer $k_{\varepsilon}^{\text{opt}}$) to its homogenized limit $\check{A}_{k^{*}}(\check{u}_{1,1}, \check{u}_{1,1}) \neq 0$. In addition, $r_{\varepsilon,H}$ and $J_{\varepsilon,H}(k^{*})$ both converge to zero with rates independent of the choice of the minimizer $k_{\varepsilon}^{\text{opt}}$. We thus deduce from (3.83) that

$$
\lim_{\varepsilon \to 0} \tau_{\varepsilon} = 1 \quad \text{uniformly with respect to the choice of the minimizer } k_{\varepsilon}^{\text{opt}}.
$$

Taking now $\phi^{H} = \frac{u_{\text{ref}}^{H,k_{\varepsilon}}}{k^{*}} - \lambda_{\varepsilon} - (\tau_{\varepsilon} - 1) \sup \Pi^{\text{enrich}}(\check{u}_{\varepsilon,1})$ in (3.77) and using (3.80) and (3.76) to bound the right-hand side, we obtain

$$
\left| \nabla \left( \frac{\Pi^{H}_{k_{\varepsilon}}}{k_{\varepsilon}^{\text{opt}}} - \frac{u_{\text{ref}}}{k^{*}} \right) \right|_{L^{2}(D_{\varepsilon})} \leq r_{\varepsilon,H} + C \sqrt{J_{\varepsilon,H}(k^{*})},
$$

and hence

$$
\left| \nabla \left( \frac{\Pi^{H}_{k_{\varepsilon}}}{k_{\varepsilon}^{\text{opt}}} - \frac{u_{\text{ref}}}{k^{*}} \right) \right|_{L^{2}(D_{\varepsilon})} \leq r_{\varepsilon,H} + C \sqrt{J_{\varepsilon,H}(k^{*})} + |\tau_{\varepsilon} - 1| \left| \sup \Pi^{\text{enrich}}(\check{u}_{\varepsilon,1}) \right|_{H^{1}(D_{\varepsilon})},
$$

which implies that $\frac{\nabla u_{\text{ref}}^{H,k_{\varepsilon}}}{k^{*}}$ converges to $\nabla u_{\text{ref}}$ uniformly with respect to the choice of the minimizer $k_{\varepsilon}^{\text{opt}}$. We thus have a similar uniform convergence of $\frac{\nabla \Pi^{H}_{k_{\varepsilon}}}{k_{\varepsilon}^{\text{opt}}} \rightarrow \frac{\nabla u_{\text{ref}}}{k^{*}}$ in $L^{2}(D_{\varepsilon})$. In view of (3.67), we also have a uniform convergence of $\frac{\nabla \Pi^{H}_{k_{\varepsilon}}}{k_{\varepsilon}^{\text{opt}}} \rightarrow \frac{\nabla u_{\text{ref}}}{k^{*}}$ in $L^{2}(D_{\varepsilon})$. These two properties imply a uniform convergence of $k_{\varepsilon}^{\text{opt}}$ to $k^{*}$. This concludes the proof of Lemma 3.10. \hfill $\Box$

**Lemma 3.11.** Consider $J_{\varepsilon,H}$ defined by (3.65), and consider some neighborhood $\mathcal{K} = (c_{-}, c_{+})$ of $k^{*}$ with $c_{-} > 0$. Then, for any derivation order $m \geq 0$, there exists $C_{m}$ such that, for any $\varepsilon$, any $H > 0$ and any $k \in \mathcal{K}$,

$$
\left| \frac{\partial^{m} J_{\varepsilon,H}}{\partial k} \right| \leq C_{m}.
$$

**Proof.** We first show (3.84) for $m = 0$, i.e., on the function $J_{\varepsilon,H}$ itself. We recall that (3.4) is the Euler-Lagrange equation of the following minimization problem (which is exactly (2.16) with $h = 0$):

$$
\inf \left\{ \begin{array}{ll}
\mathcal{E}(\pi^{H}, \bar{u}_{\varepsilon}), & \pi^{H} \in V_{H}, \quad \pi^{H}(x) = x_{1} \text{ on } \Gamma, \\
\bar{u}_{\varepsilon} \in H^{1}(D_{\varepsilon} \cup D_{f}), & C(\pi^{H} - \bar{u}_{\varepsilon}, \phi^{H}) = 0 \quad \forall \phi^{H} \in W_{H}^{\text{enrich}}
\end{array} \right\},
$$

where the energy $\mathcal{E}$ and the constraint function $C$ are defined by (2.4) and (2.5). Making the choice $\pi^{H}(x) = x_{1}$ in $D \cup D_{c}$ and $\bar{u}_{\varepsilon}(x) = x_{1}$ in $D_{c} \cup D_{f}$, we obtain

$$
\mathcal{E}(\pi^{H}_{k_{\varepsilon},k_{\varepsilon}}, \check{u}_{\varepsilon,k_{\varepsilon},k_{\varepsilon}}) \leq \mathcal{E}(\pi^{H}(x) = x_{1}, \check{u}_{\varepsilon} = x_{1})
$$

with this choice of $\pi^{H}$ and $\check{u}_{\varepsilon}$, the proof of Lemma 3.10 is straightforward.
and therefore
\[
\int_D |\nabla u_{k,k_\varepsilon}^H|^2 + \frac{1}{2} \int_{D_\varepsilon} (k |\nabla u_{k,k_\varepsilon}^H|^2 + k_\varepsilon \nabla \bar{u}_{\varepsilon,k_\varepsilon} \cdot \nabla \bar{u}_{\varepsilon,k_\varepsilon})
\]
\[
+ \int_{D_f} k_\varepsilon \nabla \bar{u}_{\varepsilon,k_\varepsilon} \cdot \nabla \bar{u}_{\varepsilon,k_\varepsilon} \leq \bar{k} |D| + \frac{\bar{k}}{2} |D_\varepsilon| + \frac{1}{2} \int_{D_\varepsilon} k_\varepsilon \varepsilon_1 \cdot \varepsilon_1 + \int_{D_f} k_\varepsilon \varepsilon_1 \cdot \varepsilon_1.
\]
Using that $k_\varepsilon$ is uniformly bounded and coercive and that we have chosen $\bar{k} \in \mathcal{K}$, we obtain
\[
\int_{D \cup D_\varepsilon} |\nabla u_{k,k_\varepsilon}^H|^2 \leq C_0,
\]
for some constant $C_0$ independent of $\varepsilon$, $H$ and $\bar{k} \in \mathcal{K}$. This directly implies (3.84) for $m = 0$.

We next show (3.84) for $m = 1$. We begin by writing that
\[
\frac{\partial J_{\varepsilon,H}}{\partial \bar{k}}(\bar{k}) = 2 \int_{D \cup D_\varepsilon} (\nabla u_{k,k_\varepsilon}^H - \varepsilon_1) \cdot \nabla u_{k,k_\varepsilon}^H \tag{3.86}
\]
with $\bar{u}_{k,k_\varepsilon}^H = \frac{\partial \pi_{\varepsilon,k_\varepsilon}^H}{\partial \bar{k}}$. To compute this derivative, we recall that $(\pi_{k,k_\varepsilon}^H, \bar{u}_{\varepsilon,1,k_\varepsilon}, \psi_{k,k_\varepsilon}^H) \in V_H^{\text{DirBC}} \times H^1(D_\varepsilon \cup D_f) \times W_{\text{enrich}}^H$ is the unique solution to the variational formulation (3.4). Introducing $\bar{u}_{\varepsilon,1,k_\varepsilon} = \frac{\partial \bar{u}_{\varepsilon,1,k_\varepsilon}}{\partial \bar{k}}$ and $\psi_{k,k_\varepsilon}^H = \frac{\partial \psi_{k,k_\varepsilon}^H}{\partial \bar{k}}$, and differentiating (3.4) with respect to $\bar{k}$, we obtain that $\bar{u}_{k,k_\varepsilon}^H \in V_0^H$, $\bar{u}_{\varepsilon,1,k_\varepsilon} \in H^1(D_\varepsilon \cup D_f)$ and $\psi_{k,k_\varepsilon}^H \in W_{\text{enrich}}^H$ are such that
\[
\begin{cases}
\forall \psi \in V_0^H, & \bar{A}_k(\bar{u}_{k,k_\varepsilon}^H, \psi) + C(\psi, \psi_{k,k_\varepsilon}^H) = -\bar{A}_1(\bar{u}_{k,k_\varepsilon}^H, \psi), \\
\forall \bar{v} \in H^1(D_\varepsilon \cup D_f), & \bar{A}_k(\bar{u}_{\varepsilon,1,k_\varepsilon}, \bar{v}) - C(\bar{v}, \psi_{k,k_\varepsilon}^H) = 0, \\
\forall \phi \in W_{\text{enrich}}^H, & C(\bar{u}_{k,k_\varepsilon}^H, \phi) = 0,
\end{cases}
\tag{3.87}
\]
where the bilinear form $\bar{A}_1$, defined by (3.23), reads
\[
\bar{A}_1(\bar{u}, \bar{v}) = \int_D \nabla \bar{u}(x) \cdot \nabla \bar{v}(x) + \frac{1}{2} \int_{D_\varepsilon} \nabla \bar{u}(x) \cdot \nabla \bar{v}(x).
\]
Taking $\bar{u}^H = \bar{u}_{1,k,k_\varepsilon}$ and $\bar{v} = \bar{u}_{\varepsilon,1,k_\varepsilon}$ in (3.87), adding the first two lines and using the third line with $\phi = \psi_{k,k_\varepsilon}^H$, we get
\[
\bar{A}_k(\bar{u}_{k,k_\varepsilon}^H, \bar{u}_{1,k,k_\varepsilon}^H) + \bar{A}_k(\bar{u}_{\varepsilon,1,k_\varepsilon}, \bar{u}_{\varepsilon,1,k_\varepsilon}) = -\bar{A}_1(\bar{u}_{k,k_\varepsilon}^H, \bar{u}_{1,k,k_\varepsilon}^H),
\]
and hence
\[
\frac{\bar{k}}{2} |\nabla u_{1,k,k_\varepsilon}^H|_{L^2(D_\varepsilon \cup D_f)} \leq |\nabla u_{k,k_\varepsilon}^H|_{L^2(D_\varepsilon \cup D_f)} |\nabla u_{1,k,k_\varepsilon}^H|_{L^2(D_\varepsilon \cup D_f)},
\]
which implies
\[ |\nabla u_{k_x}^H|_{L^2(D \cup D_c)} \leq \frac{2}{K} |\nabla u_{k_x}^H|_{L^2(D \cup D_c)}. \tag{3.88} \]

Collecting this bound with (3.85), we deduce that
\[ |\nabla u_{k_x}^H|_{L^2(D \cup D_c)} \leq C_1, \tag{3.89} \]
for some constant $C_1$ independent of $\varepsilon$, $H$ and $\overline{k} \in K$. Collecting (3.86), (3.85) and (3.89), we infer (3.84) for $m = 1$.

To proceed with higher-order derivatives, we again differentiate (3.87) with respect to $\overline{k}$. We observe that
\[ u_{n,k_x}^H = \frac{\partial^2 u_{n,k_x}^H}{\partial \overline{k}^2} \in V_0^0, \quad u_{n,k_x}^H = \frac{\partial^2 u_{n,k_x}^H}{\partial \overline{k}^2} \in H^1(D_c \cup D_f) \text{ and } \psi_{n,k_x}^H = \frac{\partial^2 \psi_{n,k_x}^H}{\partial \overline{k}^2} \in W_1^{enrich} \text{ are such that} \]
\[
\begin{align*}
\forall v \in V_0^0, & \quad \bar{A}_H(n_{n,k_x}^H, v^H) + C(n_{n,k_x}^H, \psi_{n,k_x}^H) = -2 \bar{A}_1(n_{n,k_x}^H, \psi_{n,k_x}^H), \\
\forall \varphi \in H^1(D_c \cup D_f), & \quad \bar{A}_{k_x}(\varphi_{,k_x}^H, \varphi) - C(\varphi_{,k_x}^H, \psi_{n,k_x}^H) = 0, \\
\forall \phi \in W_1^{enrich}, & \quad C(n_{n,k_x}^H - \varphi_{,k_x}^H, \psi_{n,k_x}^H) = 0.
\end{align*}
\]
In a similar fashion as (3.88), we deduce that
\[ |\nabla u_{n,k_x}^{H,2}|_{L^2(D \cup D_c)} \leq \frac{4}{K} |\nabla u_{n,k_x}^H|_{L^2(D \cup D_c)}, \]
and thus, in view of (3.89), that
\[ |\nabla u_{n,k_x}^{H,2}|_{L^2(D \cup D_c)} \leq C_2, \tag{3.90} \]
for some constant $C_2$ independent of $\varepsilon$, $H$ and $\overline{k} \in K$. Differentiating (3.86) yields
\[ \frac{\partial^2 J_{\varepsilon,H}}{\partial \overline{k}^2}(\overline{k}) = 2 \int_{D_c \cup D_e} (\nabla u_{n,k_x}^H - \varepsilon_1 \cdot \nabla u_{n,k_x}^{H,2}) \cdot \nabla u_{n,k_x}^{H,2} + 2 \int_{D_c \cup D_e} |\nabla u_{n,k_x}^{H,2}|^2. \tag{3.91} \]
Inserting (3.85), (3.89) and (3.90), we deduce (3.84) for $m = 2$. We can of course proceed likewise for larger values of $m$. This concludes the proof of Lemma 3.11. 

For each $\varepsilon > 0$, and under assumptions (3.50) and (3.59), we know from Theorem 3.6 that there exists at least one optimal constant coefficient $k_{\text{opt}}^\varepsilon$ minimizing (3.1). In the limit $\varepsilon \to 0$, assumptions (3.50) and (3.59) are satisfied, and we have shown in Theorem 3.8 that this optimal coefficient converges to $k^*$. We now show a uniqueness result for small enough $\varepsilon$. As above, we directly take the limit $h \to 0$ and consider minimizers $k_{\text{opt}}^\varepsilon(H)$ of (3.66).

**Theorem 3.12.** Let $k_{\varepsilon}$ be given by (1.4) for some fixed periodic coefficient $k_{\text{per}}$ that satisfies the classical boundedness and coercivity conditions (1.2). We make the regularity assumption (2.1) and the geometric assumption (2.2), and again formally set $h = 0$.

Then, for any $H > 0$, there exists some $\varepsilon_0(H) > 0$ such that, for any $\varepsilon \leq \varepsilon_0(H)$, there exists a unique optimal coefficient $k_{\varepsilon}^\text{opt}(H)$ to the optimization problem (3.66).
Proof. We start by choosing some neighborhood $K = (c_-, c_+)$ of $k^*$ with $c_+ > 0$ (say $K = (k^*/2, 2k^*)$) and we know, in view of Lemma 3.10, that there exists some $\varepsilon_0(H) > 0$ such that, for any $\varepsilon \leq \varepsilon_0(H)$, all the optimal coefficients $\tilde{k}_\varepsilon^{\text{opt}}(H)$ (the existence of at least one of those has been shown in Thm. 3.6) belong to $K$. To make notations lighter, we keep the dependency of $\tilde{k}_\varepsilon^{\text{opt}}(H)$ with respect to $H$ implicit, and thus denote these optimal coefficients by $\tilde{k}_\varepsilon^{\text{opt}}$. The proof falls in three steps.

**Step 1.** In view of (3.91), we have

$$\frac{\partial^2 J_{\varepsilon,H}(\tilde{k}_\varepsilon^{\text{opt}})}{\partial k^2} = 2 \int_{D \cup D_c} \left( \nabla \tilde{u}^{H,1}_{k_\varepsilon^{\text{opt}},k_\varepsilon} - c_1 \right) \cdot \nabla \tilde{u}^{H,2}_{k_\varepsilon^{\text{opt}},k_\varepsilon} + 2 \int_{D \cup D_c} \left| \nabla \tilde{u}^{H,1}_{k_\varepsilon^{\text{opt}},k_\varepsilon} \right|^2. \tag{3.92}$$

We are going to pass to the limit $\varepsilon \to 0$ in that equation.

We have shown in Section 3.4.2 that $\tilde{u}_{k_\varepsilon^{\text{opt}},k_\varepsilon}^{H,1}$ converges (strongly in $H^1(D \cup D_c)$) to $\tilde{u}_H^H$ with $\tilde{u}_H^H(x) = x_1$.

We now study the limit of $\tilde{u}_{k_\varepsilon^{\text{opt}},k_\varepsilon}^{H,1}$ when $\varepsilon \to 0$. In view of (3.89) and the fact that $\tilde{u}_{k_\varepsilon^{\text{opt}},k_\varepsilon}^{H,1}(x) = 0$ on $\Gamma$, we see that $\tilde{u}_{k_\varepsilon^{\text{opt}},k_\varepsilon}^{H,1}$ is bounded in $H^1(D \cup D_c)$. In view of (3.87) (written for $\tilde{k} = \tilde{k}_\varepsilon^{\text{opt}}$) and proceeding as in Section 3.3.1, we show that the sequence $\tilde{u}_{k_\varepsilon^{\text{opt}},k_\varepsilon}^{H,1}$ (resp. the sequence $\tilde{u}_{k_\varepsilon^{\text{opt}},k_\varepsilon}^{H,1}$) is bounded in $H^1(D_c \cup D_f)$ (resp. in $H^1(D_c)$), independently of $\varepsilon$. We are then in position to use Corollary 3.3 and obtain that the limit $(\tilde{u}_H^{H,1}, \tilde{u}_H^{H,1}, \tilde{u}_H^{H,1})$ of the solution $\tilde{u}_{k_\varepsilon^{\text{opt}},k_\varepsilon}^{H,1}$ to (3.87) is actually the solution to the following system: find $\tilde{u}_H^{H,1} \in V^0_H$, $\tilde{u}_H^{H,1} \in H^1(D_c \cup D_f)$ and $\tilde{u}_H^{H,1} \in W_H^{\text{enrich}}$ such that

$$\begin{cases}
\forall \tilde{u}^H \in V^0_H, & \tilde{A}_k^H(\tilde{u}_H^{H,1}, \tilde{u}^H) + C(\tilde{u}^H, \tilde{u}_H^{H,1}) = -\tilde{A}_1(\tilde{u}_H^H, \tilde{u}^H), \\
\forall \tilde{v} \in H^1(D_c \cup D_f), & \tilde{A}_k^H(\tilde{u}_H^{H,1}, \tilde{v}) - C(\tilde{u}_H^{H,1}, \tilde{v}) = 0, \\
\forall \tilde{\phi} \in W_H^{\text{enrich}}, & C(\tilde{u}_H^{H,1}, -\tilde{u}_H^{H,1}, \tilde{\phi}) = 0. \tag{3.93}
\end{cases}$$

This result will be useful for Step 2 below.

Turning next to $\tilde{u}_{k_\varepsilon^{\text{opt}},k_\varepsilon}^{H,2}$, we infer from (3.90) and the fact that $\tilde{u}_{k_\varepsilon^{\text{opt}},k_\varepsilon}^{H,2}(x) = 0$ on $\Gamma$, that $\tilde{u}_{k_\varepsilon^{\text{opt}},k_\varepsilon}^{H,2}$ is bounded in $H^1(D \cup D_c)$. Since it belongs to the finite dimensional space $V^0_H$, it converges to some $\tilde{u}_H^{H,2}$.

We are then in position to pass to the limit $\varepsilon \to 0$ in (3.92), and obtain that

$$\lim_{\varepsilon \to 0} \frac{\partial^2 J_{\varepsilon,H}(\tilde{k}_\varepsilon^{\text{opt}})}{\partial k^2} = 2 \int_{D \cup D_c} \left( \nabla \tilde{u}_H^H - c_1 \right) \cdot \nabla \tilde{u}_H^{H,2} + 2 \int_{D \cup D_c} \left| \nabla \tilde{u}_H^{H,1} \right|^2 = 2 \int_{D \cup D_c} \left| \nabla \tilde{u}_H^{H,1} \right|^2, \tag{3.94}$$

where we have used that $\tilde{u}_H^H(x) = x_1$.

**Step 2.** We now show by contradiction that $\nabla \tilde{u}_H^{H,1}$ does not identically vanish in $D \cup D_c$. If this is the case, using that $\tilde{u}_H^{H,1}$ vanishes on $\Gamma$, we obtain that $\tilde{u}_H^{H,1} = 0$ in $D \cup D_c$. We also infer from the first line of (3.93) that

$$\forall \tilde{v} \in V^0_H, \quad \tilde{A}_1(x_1, \tilde{v}) + C(\tilde{v}, \tilde{u}_H^{H,1}) = 0.$$

Arguing as in the proof of Lemma 3.4 (see (3.19) and (3.27)), we get that

$$\psi_{k_\varepsilon^{H,1},k_\varepsilon} = \tau \psi_0 + (1 - \tau) \Pi_H(\psi_0),$$
where we recall that the projection $\Pi_H$ is defined by (3.24) and where the constant $\tau$ will be determined later. The second line of (3.93) yields (compare with (3.29)) that

$$\tilde{u}_{k^*, k^*} = \lambda + \frac{\tau}{k^*} \tilde{u}_1 + \frac{1 - \tau}{k^*} \tilde{u}_2,$$

where $\lambda \in \mathbb{R}$ is an arbitrary constant and where we recall that $\tilde{u}_1$ and $\tilde{u}_2$ are defined by (3.28).

Using $\phi^H = 1$ in the third line of (3.93) and that $\tilde{u}^H_{k^*, k^*} = 0$ implies that $\lambda = 0$. More generally, the third line of (3.93) implies that

$$\forall \phi^H \in W^\text{enrich}_H, \quad C \left( \frac{\tau}{k^*} \tilde{u}_1 + \frac{1 - \tau}{k^*} \tilde{u}_2, \phi^H \right) = 0,$$

and thus

$$\Pi^\text{enrich}_H \left[ \frac{\tau}{k^*} \tilde{u}_1 + \frac{1 - \tau}{k^*} \tilde{u}_2 \right] = 0.$$

Recalling that $\tilde{u}_1(x) = x_1$ and thus that $\tilde{u}_1 \in W^\text{enrich}_H$, we deduce that

$$\frac{\tau}{k^*} \tilde{u}_1 + \frac{1 - \tau}{k^*} \Pi^\text{enrich}_H (\tilde{u}_2) = 0.$$

We have shown in the proof of Lemma 3.4 that $\tilde{u}_1$ and $\Pi^\text{enrich}_H (\tilde{u}_2)$ are linearly independent. This implies that $\frac{\tau}{k^*} = 1 - \frac{\tau}{k^*} = 0$, which leads to a contradiction.

**Step 3.** Writing the Taylor expansion of $J_{e, H}$ around one particular minimizer, that we denote $\tilde{k}_e^{\text{opt,1}}$ (and which belongs to $K$, see the beginning of the proof), we obtain that, for any $\tilde{k} \in K$, there exists some $\tilde{k} \in K$ such that

$$J_{e, H}(\tilde{k}) = J_{e, H}(\tilde{k}_e^{\text{opt,1}}) + \frac{(\tilde{k} - \tilde{k}_e^{\text{opt,1}})^2}{2} \frac{\partial^2 J_{e, H}(\tilde{k}_e^{\text{opt,1}})}{\partial \tilde{k}^2} + \frac{(\tilde{k} - \tilde{k}_e^{\text{opt,1}})^3}{6} \frac{\partial^3 J_{e, H}(\tilde{k}_e^{\text{opt,1}})}{\partial \tilde{k}^3} (\tilde{k}), \quad (3.95)$$

where we have used the fact that $\frac{\partial J_{e, H}(\tilde{k}_e^{\text{opt,1}})}{\partial \tilde{k}} = 0$ since $\tilde{k}_e^{\text{opt,1}}$ is a minimizer of $J_{e, H}$ in the open set $(0, \infty)$.

Using Lemma 3.11, we know that there exists $C_3$ such that $|\frac{\partial^3 J_{e, H}(\tilde{k}_e^{\text{opt,1}})}{\partial \tilde{k}^3}(\tilde{k})| \leq C_3$ for any $\varepsilon$ and any $\tilde{k} \in K$. In view of (3.94) and of the fact that $\nabla u^H_{k^*, k^*}$ does not identically vanish in $D \cup D_c$, and up to choosing a smaller value for $\varepsilon_0(H)$ (that we initially chose, we recall, at the beginning of the proof), we know that, for any $\varepsilon \leq \varepsilon_0(H)$, we have

$$\frac{\partial^2 J_{e, H}(\tilde{k}_e^{\text{opt,1}})}{\partial \tilde{k}^2}(\tilde{k}_e^{\text{opt,1}}) \geq \int_{D \cup D_c} |\nabla u^H_{k^*, k^*}|^2 > 0.$$

We now choose some $\eta > 0$ such that $(k^* - \eta, k^* + \eta) \subset K$ and such that

$$\frac{1}{2} \int_{D \cup D_c} |\nabla u^H_{k^*, k^*}|^2 - \frac{\eta}{3} C_3 > 0. \quad (3.96)$$
Using again Lemma 3.10, we obtain that, upon choosing a smaller value for $\varepsilon_0(H)$, all the minimizers of $J_{\varepsilon,H}$ (and thus in particular $k^{\text{opt},1}_\varepsilon$) belong to $(k^* - \eta, k^* + \eta)$ for any $\varepsilon \leq \varepsilon_0(H)$. Using (3.95), we see that, for any $\tilde{k} \in (k^* - \eta, k^* + \eta)$,

\[
J_{\varepsilon,H}(\tilde{k}) - J_{\varepsilon,H}(k^{\text{opt},1}_\varepsilon) = (\tilde{k} - k^{\text{opt},1}_\varepsilon)^2 \left( \frac{1}{2} \frac{\partial^2 J_{\varepsilon,H}(k^{\text{opt},1}_\varepsilon)}{\partial \tilde{k}} + \frac{\tilde{k} - k^{\text{opt},1}_\varepsilon}{6} \frac{\partial^3 J_{\varepsilon,H}(\tilde{k})}{\partial \tilde{k}^3} \right) \\
\geq (\tilde{k} - k^{\text{opt},1}_\varepsilon)^2 \left( \frac{1}{2} \int_{D_\varepsilon} \left| \nabla u^H_{k^*,1} \right|^2 - \frac{2\eta}{6} C_3 \right),
\]

where we have used that $|\tilde{k} - k^{\text{opt},1}_\varepsilon| \leq |\tilde{k} - k^*| + |k^* - k^{\text{opt},1}_\varepsilon| \leq 2\eta$. In view of our choice (3.96) of $\eta$, we obtain that the unique minimizer of $J_{\varepsilon,H}$ in $(k^* - \eta, k^* + \eta)$ is $k^{\text{opt},1}_\varepsilon$. We have also pointed out above that all the minimizers of $J_{\varepsilon,H}$ belong to $(k^* - \eta, k^* + \eta)$. This shows that $J_{\varepsilon,H}$ has a unique minimizer when $\varepsilon \leq \varepsilon_0(H)$. This concludes the proof of Theorem 3.12.

**Appendix A. Matrix-valued coefficients**

We now consider the case when the homogenized coefficient $k^*$, and therefore the constant coefficient $\overline{k}$ upon which we optimize, is matrix-valued and symmetric: $\overline{k} = \begin{bmatrix} k_{11} & \overline{k}_{12} \\ \overline{k}_{21} & k_{22} \end{bmatrix}$ with $\overline{k}_{12} = k_{21}$. Similarly to the scalar case, we are going to show that the corresponding minimization problem (analogous to (3.1), and that we introduce below, see (A.5)) based on the solution to the problem coupling the heterogeneous coefficient $k_\varepsilon$ with the constant coefficient $\overline{k}$ yields an optimal value $\overline{k}^{\text{opt}}_\varepsilon$ which itself converges (in some sense made precise below) to $k^*$ when $\varepsilon \to 0$.

This appendix is organized as follows. We first revisit below (and adjust) the definition of the enriched Lagrange multiplier space, in the current matrix-valued case. Next, in Section A.1, we also revisit and adjust the optimization strategy aiming at computing an approximation of the homogenized coefficient $k^*$ associated to the highly oscillatory coefficient $k_\varepsilon$. The main difference with the scalar case is that we enforce in the optimization problem some a priori lower and upper bounds on $\overline{k}$, for reasons discussed below. In the following Section A.2, we establish a result for homogeneous materials which is the equivalent of Lemma 3.4 for the matrix-valued case (see Lem. A.3). This result is critical to prove that the method indeed converges to the homogenized coefficient. The existence of a minimizer $\overline{k}^{\text{opt}}_\varepsilon$ to the optimization problem (A.5) (for a fixed value of $\varepsilon$) is investigated in Section A.3 (see Thm. A.4). We eventually consider the limit $\varepsilon \to 0$ and show that some components of the optimal matrix $\overline{k}^{\text{opt}}_\varepsilon$ indeed converge to the corresponding components of the homogenized matrix $k^*$: this is our main result in the matrix-valued case, Theorem A.5 in Section A.4. The homogenized matrix $k^*$ can then be completely determined by considering several optimization problems, as explained in Remark A.2.

We begin this appendix by first highlighting that the enriched space for the Lagrange multiplier should be appropriately defined in this matrix case. To that aim, we proceed as in the scalar case and consider again the solution $(\pi^H, \overline{u}^H_\varepsilon, \psi^H)$ to (2.11), assume that $\overline{k} = k^*$, and take the limit $h \to 0$, $\varepsilon \to 0$ and $H \to 0$. Then the Lagrange multiplier may be explicitly determined (see [13], Sect. 3.1): it is the solution to

\[
\begin{cases}
-\Delta \psi + \psi = 0 & \text{in } D, \\
\nabla \psi \cdot n_{\Gamma_\varepsilon} = \frac{1}{2} (k^* e_1) \cdot n_{\Gamma_\varepsilon} & \text{on } \Gamma_\varepsilon, \\
\nabla \psi \cdot n_{\Gamma_f} = -\frac{1}{2} (k^* e_1) \cdot n_{\Gamma_f} & \text{on } \Gamma_f.
\end{cases}
\]
We of course wish to enrich the Lagrange multiplier space by functions independent of $k^*$. Using the linearity of the above problem, we introduce the solutions $\psi_{0,j}$, $j = 1, 2$, to

$$
\begin{cases}
-\Delta \psi_{0,j} + \psi_{0,j} = 0 & \text{in } D_c, \\
\nabla \psi_{0,j} \cdot n_{\Gamma_c} = \frac{1}{2} e_j \cdot n_{\Gamma_c} & \text{on } \Gamma_c, \\
\nabla \psi_{0,j} \cdot n_{\Gamma_f} = -\frac{1}{2} e_j \cdot n_{\Gamma_f} & \text{on } \Gamma_f,
\end{cases}
$$

(A.1)

and we get that $\psi = (e_1^T k^* e_1) \psi_{0,1} + (e_2^T k^* e_1) \psi_{0,2}$. Note that the function $\psi_{0,1}$ is identical to the enrichment defined by (2.12).

In the spirit of (2.13), we therefore enrich the classical finite element space $W_H$ and consider

$$
W_H^{\text{enrich}} = W_H + \text{Span } \psi_{0,1} + \text{Span } \psi_{0,2}
$$

(A.2)

instead of $W_H$. In practice, and similarly to the scalar case, we use accurate finite element approximations of $\psi_{0,j}$, $j = 1, 2$. We again introduce the finite element space

$$
W_h = \{ \phi^h \in H^1(D_c), \phi^h \text{ is piecewise affine on the fine mesh } T_h \},
$$

and define $\psi_{0,j}^h \in W_h$ as the solution to the following variational formulation (compare with (2.15)):

$$
\forall \phi^h \in W_h, \quad C(\psi_{0,j}^h, \phi^h) = \frac{1}{2} \int_{\Gamma_c} (e_j \cdot n_{\Gamma_c}) \phi^h - \frac{1}{2} \int_{\Gamma_f} (e_j \cdot n_{\Gamma_f}) \phi^h.
$$

In what follows, we therefore consider the enriched space

$$
W_{H,h}^{\text{enrich}} = W_H + \text{Span } \psi_{0,1}^h + \text{Span } \psi_{0,2}^h
$$

(A.3)

instead of $W_{H}^{\text{enrich}}$. We again discretize the coupled problem (2.3) by (2.16) (which corresponds to the variational formulation (2.17)), where $W_{H,h}^{\text{enrich}}$ is now given by (A.3). As when $k$ is scalar-valued, the system (2.17) has a unique solution for any positive definite symmetric matrix $\overline{k}$.

A.1 Optimization upon the coefficient $\overline{k}$

We start again from the optimality system (2.17) of the minimization problem (2.16): find $\overline{u}^H \in V^\text{DirBC}_H$, $\overline{\psi}_c^h \in V_h$ and $\psi^H \in W_{H,h}^{\text{enrich}}$ such that

$$
\begin{cases}
\forall \pi^H \in V_H^0, \quad A_{\overline{k}}(\pi^H, \psi^H) + C(\pi^H, \psi^H) = 0, \\
\forall \overline{\psi}^h \in V_h, \quad A_{\overline{k}}(\overline{\psi}^h, \overline{\psi}^h) = 0, \\
\forall \phi^H \in W_{H,h}^{\text{enrich}}, \quad C(\pi^H, \overline{\psi}_c^h, \phi^H) = 0.
\end{cases}
$$

(A.4)

Instead of (3.1), we consider, for some positive constants $c_-$ and $c_+$ fixed throughout this appendix (with $0 < c_- < c_+$), the minimization problem

$$
I_{c,H,h} = \inf \left\{ J_{c,H,h}(\overline{k}), \quad \overline{k} \in \mathcal{M}(c_-, c_+) \right\},
$$

(A.5)

with

$$
\mathcal{M}(c_-, c_+) = \{ \text{symmetric } 2 \times 2 \text{ matrix } \overline{k} \text{ such that } c_- \leq \overline{k} \leq c_+ \}
$$

(A.6)
and where $J_{c,H,k}(\overline{k})$ is defined by (3.2) (as for the scalar-valued case) from the solution to (A.4).

**Remark A.1.** In the minimization set for (A.5), and in sharp contrast to the scalar case addressed in Section 3, we prescribe some explicit minimal and maximal ellipticity constants. If we remove this constraint from (A.5), it is unclear to us how to prove the existence of an optimal coefficient $k^*_e$ for a fixed value of $\varepsilon > 0$. Stated otherwise, it is unclear to us how to extend the arguments of Sections 3.3.2 and 3.3.3 to the matrix-valued case.

Of course, since $k^*_e$ satisfies the uniform bounds (1.2), it is well-known that $k^*$ also satisfies the same bounds. But there are (at least) two reasons to prefer the situation where we do not impose bounds in the minimization set for $\overline{k}$. First, it is an interesting theoretical result to know whether the optimization procedure spontaneously leads to an optimal coefficient which is bounded and bounded away from zero, or whether some bounds have to be imposed to ensure this fact. One of our conclusions in the scalar case is that the optimization procedure (3.1)--(3.2) by itself identifies optimal coefficients which are bounded from above and bounded away from zero. The second reason comes from the following argument. As explained in the companion numerical article [13], one of the advantages of the approach is that, to put it in action, we do not need to have an explicit formula for $k_e$. We only need, essentially, to be able to compute $u_e$ solution to $-\text{div} \ k_e \nabla u_e = f$ for any loading $f$. The knowledge of this map $f \mapsto u_e$ may come from running a legacy code (think e.g. of an industrial code), or may even come from actual mechanical experiments, and does not a priori provide us with some explicit bounds on $k_e$. However, if we consider an optimization procedure with bounds inserted in the minimization set, then we would have to choose some specific values for these bounds to put the approach in action, thus a practical difficulty in the cases we have just mentioned.

**Remark A.2.** Note that, in sharp contrast to the case when $\overline{k}$ is scalar-valued, we can at best hope to identify the vector $k^*_e e_1$ in the limit $\varepsilon \to 0$, and not the entire matrix $k^*$. Indeed, momentarily replacing $k_e$ by its homogenized limit $k^*$ and assuming that $\overline{k} e_1 = k^*_e e_1$ (and ignoring any space discretization), we find that the solution to (A.4) satisfies $\overline{u}(x) = x_1$ in $D \cup D_c$, and hence $J(\overline{k}) = 0$ in that case, thus reaching the minimum in (A.5).

In the case of matrix-valued coefficients $\overline{k}$, we therefore need to consider both (A.4) (that is (2.16)) and (3.3) in order to recover all the components of the matrix $k^*$. In this Appendix A, we focus on (A.4) and thus on recovering $k^*_e e_1$.

### A.2 A useful technical result: the specific case of homogeneous materials

As in the scalar case, we begin our analysis by a useful auxiliary result. We first point out that the homogenization results stated in Lemma 3.2 (and also in Corollary 3.3, assuming there that $\overline{k}_0$ is symmetric positive definite) still hold in the matrix case. We have never used in their proof the fact that $k^*$ or $\overline{k}$ was scalar-valued. We now turn to extending Lemma 3.4 to the matrix case.

To that purpose, we study the following system (where, as in (3.18), we have set $h = 0$): for any $\overline{k}_a$ and $\overline{k}_b$ in $\mathcal{M}(c_-, c_+)$, find $\overline{\psi}^H_{k_a,k_b} \in V^0_H$, $\overline{\psi}_{k_a,k_b} \in H^1(D_c \cup D_f)$ and $\psi^H_{k_a,k_b} \in W^\text{enrich}_H$ such that

$$\begin{cases}
\forall \overline{\psi}^H \in V^0_H, & \overline{A}_{k_a}(\overline{\psi}^H_{k_a,k_b}, \overline{\psi}^H) + C(\overline{\psi}^H, \psi^H_{k_a,k_b}) = 0, \\
\forall \overline{\psi} \in H^1(D_c \cup D_f), & \overline{A}_{k_b}(\overline{\psi}_{k_a,k_b}, \overline{\psi}) - C(\overline{\psi}, \psi^H_{k_a,k_b}) = 0, \\
\forall \psi^H \in W^\text{enrich}_H, & C(\overline{\psi}^H_{k_a,k_b} - \overline{\psi}_{k_a,k_b}, \psi^H) = 0.
\end{cases}$$

(A.7)

**Lemma A.3.** We consider (A.7) for some constant matrices $\overline{k}_a$ and $\overline{k}_b$ in $\mathcal{M}(c_-, c_+)$. If \( \overline{k}_a = \overline{k}_b = \overline{k} \), then the solution to (A.7) is $\overline{\psi}^H_{k_a,k_b}(x) = x_1$ in $D \cup D_c$, $\overline{\psi}_{k_a,k_b}(x) = x_1$ in $D_c \cup D_f$, and $\psi^H_{k_a,k_b} = \sum_{j=1}^{2} (e_j^T \overline{k} e_1) \psi_{0,j}$ in $D_c$, where $\psi_{0,j}$ are the Lagrange multiplier functions defined by (A.1).
Conversely, if \( \tilde{\pi}_{k_a, k_b}^H, \tilde{u}_{k_a, k_b}, \tilde{\psi}_{k_a, k_b}^H \) is a solution to (A.7) with \( \tilde{\pi}_{k_a, k_b}^H(x) = x_1 \) in \( D \cup D_c \), then \( \tilde{u}_{k_a, k_b}^H(x) = x_1 \) in \( D_c \cup D_f \), \( \psi_{k_a, k_b}^H = \sum_{j=1}^2 (e_j^T \tilde{u}_{k_a} e_1) \psi_{0,j} \) in \( D_c \) and \( \tilde{u}_{k_a} e_1 = \tilde{u}_{k_b} e_1 \).

Proof. We start by the first assertion and assume \( \tilde{u}_{k_a} e_1 = \tilde{u}_{k_b} e_1 \). We immediately get the result, recalling that the system (A.7) has a unique solution and noticing that \( \left( \tilde{\pi}_{k_a, k_b}^H(x), \tilde{u}_{k_a, k_b}^H(x), \psi_{k_a, k_b}^H(x) \right) = \left( x_1, x_1, \sum_{j=1}^2 (e_j^T \tilde{u}_{k_a} e_1) \psi_{0,j}(x) \right) \), where \( \psi_{0,j} \) are defined by (A.1), is a solution to (A.7).

We now turn to the second assertion and hence assume that \( \tilde{\pi}_{k_a, k_b}^H(x) = x_1 \) in \( D \cup D_c \). The first line of (A.7) reads as

\[
\forall \mathbf{v}^H \in V^0_H, \quad \mathcal{A}_{k_a}(x_1, \mathbf{v}^H) + C(\mathbf{v}^H, \psi_{k_a, k_b}^H) = 0. \tag{A.8}
\]

Since \( \psi_{k_a, k_b}^H \in W^\text{enrich}_H = W_H + \text{Span } \psi_{0,1} + \text{Span } \psi_{0,2} \), we can represent it as

\[
\psi_{k_a, k_b}^H = \tilde{\psi}^H + \sum_{j=1}^2 \tau_j \psi_{0,j}, \tag{A.9}
\]

for some \( \tau_j \in \mathbb{R} \) and some \( \tilde{\psi}^H \in W_H \).

We infer from (A.8) and (A.9) that

\[
\forall \mathbf{v}^H \in V^0_H, \quad C(\mathbf{v}^H, \tilde{\psi}^H) = -\mathcal{A}_{k_a}(x_1, \mathbf{v}^H) - \sum_{j=1}^2 \tau_j C(\mathbf{v}^H, \psi_{0,j}),
\]

which provides us with an expression of \( \tilde{\psi}^H \) in terms of the \( \tau_j \) and the entries of \( \tilde{u}_{k_a} \), using the linearity of the problem:

\[
\tilde{\psi}^H = \sum_{j=1}^2 (e_j^T \tilde{u}_{k_a} e_1) \tilde{\psi}_{2,j}^H - \sum_{j=1}^2 \tau_j \tilde{\psi}_{1,j}^H, \tag{A.10}
\]

with \( \tilde{\psi}_{1,j}^H \in W_H \) and \( \tilde{\psi}_{2,j}^H \in W_H \) uniquely defined by

\[
\forall \mathbf{v}^H \in V^0_H, \quad C(\mathbf{v}^H, \tilde{\psi}_{1,j}^H) = C(\mathbf{v}^H, \psi_{0,j}),
\]

\[
\forall \mathbf{v}^H \in V^0_H, \quad C(\mathbf{v}^H, \tilde{\psi}_{2,j}^H) = -\mathcal{A}_{e_j}(\mathbf{v}^H), \tag{A.11}
\]

where the linear form \( \mathcal{A}_{e_j} \) is defined by

\[
\mathcal{A}_{e_j}(\mathbf{v}) = \int_{D} e_j \cdot \nabla \mathbf{v}(x) + \frac{1}{2} \int_{D_c} e_j \cdot \nabla \mathbf{v}(x).
\]

In the sequel, we again use the \( H^1 \)-orthogonal projection operators to the coarse finite element spaces \( \Pi_H : H^1(D_c) \to W_H \) and \( \Pi^\text{enrich}_H : H^1(D_c) \to W^\text{enrich}_H \) defined by (3.24) and (3.25), where \( W^\text{enrich}_H \) is now of course defined by (A.2).
In view of the first line of (A.11) and of the definition of \( \Pi_H \), we have that \( \tilde{\psi}^H_{1,j} = \Pi_H(\psi_{0,j}) \). We next observe that the Lagrange multipliers \( \psi_{0,j} \) defined by (A.1) satisfy
\[
\forall \bar{v} \in H^1(D \cup D_c) \text{ with } \bar{v} = 0 \text{ on } \Gamma, \quad \mathcal{A}_c(e) = -C(\bar{v}, \psi_{0,j}).
\]
Gathering this relation with the second line of (A.11), we see that \( \tilde{\psi}^H_{2,j} \) satisfies the same equation as \( \tilde{\psi}^H_{1,j} \). We thus have \( \tilde{\psi}^H_{2,j} = \tilde{\psi}^H_{1,j} = \Pi_H(\psi_{0,j}) \). Inserting this relation in (A.10), we deduce that
\[
\psi^H = \sum_{j=1}^{2} (e_j^T \bar{k}_a e_1 - \tau_j) \Pi_H(\psi_{0,j}),
\]
and thus
\[
\psi^H_{\kappa_a \kappa_b} = \sum_{j=1}^{2} \tau_j \psi_{0,j} + \sum_{j=1}^{2} (e_j^T \bar{k}_a e_1 - \tau_j) \Pi_H(\psi_{0,j}),
\]
where the coefficients \( \tau_j \) will be determined later.

We now turn to the second line of (A.7). Let us introduce \( \bar{u}_{1,j}(\kappa_b) \) and \( \bar{u}_{2,j}(\kappa_b) \) in \( H^1(D_c \cup D_f) \) such that
\[
\int_{D_c} \bar{u}_{1,j}(\kappa_b) = \int_{D_c} \bar{u}_{2,j}(\kappa_b) = 0 \quad \text{and}
\]
\[
\forall \bar{v} \in H^1(D_c \cup D_f), \quad \mathcal{A}_c(\bar{u}_{1,j}(\kappa_b), \bar{v}) = C(\bar{v}, \psi_{0,j}),
\]
\[
\forall \bar{v} \in H^1(D_c \cup D_f), \quad \mathcal{A}_c(\bar{u}_{2,j}(\kappa_b), \bar{v}) = C(\bar{v}, \Pi_H(\psi_{0,j})).
\]

In contrast to the case when \( \kappa_b \) is scalar, the functions \( \bar{u}_{2,j}(\kappa_b) \) depend on \( \kappa_b \) in a complex manner. On the other hand, an explicit expression for \( \bar{u}_{1,j}(\kappa_b) \) can be easily determined. Indeed, we observe that
\[
\forall \bar{v} \in H^1(D_c \cup D_f), \quad C(\bar{v}, \psi_{0,j}) = \frac{1}{2} \int_{D_c} e_j \cdot \nabla \bar{v} + \int_{D_f} e_j \cdot \nabla \bar{v}(x).
\]
The functions \( \bar{u}_{1,j}(\kappa_b) \) defined by \( \bar{u}_{1,j}(\kappa_b)(x) = [(\kappa_b)^{-1} e_j] \cdot x \) on \( D_c \cup D_f \) have a vanishing mean over \( D_c \) and are such that \( \kappa_b \nabla \bar{u}_{1,j}(\kappa_b) = e_j \). They are hence the unique solution to the first line of (A.13).

Inserting the expression (A.12) for \( \psi^H_{\kappa_a \kappa_b} \) in the second line of (A.7), we obtain
\[
\bar{u}_{\kappa_a \kappa_b} = \lambda + \sum_{j=1}^{2} \tau_j \bar{u}_{1,j}(\kappa_b) + \sum_{j=1}^{2} (e_j^T \bar{k}_a e_1 - \tau_j) \bar{u}_{2,j}(\kappa_b),
\]
where \( \lambda \in \mathbb{R} \) is an arbitrary constant.

To identify the constants \( \lambda \) and \( \tau_j \), we use the third line of (A.7), that reads as: for any \( \phi^H \in W^\text{enrich}_H \),
\[
C \left( \lambda + \sum_{j=1}^{2} \tau_j \bar{u}_{1,j}(\kappa_b) + \sum_{j=1}^{2} (e_j^T \bar{k}_a e_1 - \tau_j) \bar{u}_{2,j}(\kappa_b) - \bar{u}^H_{\kappa_a \kappa_b}, \phi^H \right) = 0.
\]
Taking \( \phi^H = 1 \) and using that the mean over \( D_c \) of \( \bar{u}_{\kappa_a \kappa_b}, \bar{u}_{1,j} \) and \( \bar{u}_{2,j} \) vanishes, we get \( \lambda = 0 \). Now taking
\[
\phi^H = \Pi^\text{enrich}_H \left( \sum_{j=1}^{2} \tau_j \bar{u}_{1,j}(\kappa_b) + \sum_{j=1}^{2} (e_j^T \bar{k}_a e_1 - \tau_j) \bar{u}_{2,j}(\kappa_b) - \bar{u}^H_{\kappa_a \kappa_b} \right),
\]
we obtain that

$$\Pi_H^{\text{enrich}} \left( \sum_{j=1}^{2} \tau_j \tilde{u}_{1,j}(\tilde{k}_b) + \sum_{j=1}^{2} (e_j^T \tilde{e}_1 - \tau_j) \tilde{u}_{2,j}(\tilde{k}_b) - \overline{u}_{H}^{H_{k_a,k_b}} \right) = 0,$$

which reads, since \( \tilde{u}_{1,j}(\tilde{k}_b) \) and \( \overline{u}_{H}^{H_{k_a,k_b}} \) belong to \( W_H^{\text{enrich}} \), as

$$\sum_{j=1}^{2} \tau_j \tilde{u}_{1,j}(\tilde{k}_b) + \sum_{j=1}^{2} (e_j^T \tilde{e}_1 - \tau_j) \Pi_H^{\text{enrich}}(\tilde{u}_{2,j}(\tilde{k}_b)) - \overline{u}_{H}^{H_{k_a,k_b}} = 0 \quad \text{in } D_c.$$

Using the explicit expression of \( \tilde{u}_{1,j}(\tilde{k}_b) \) and \( \overline{u}_{H}^{H_{k_a,k_b}} \), we next observe that, taking \( \beta \in \mathbb{R}^2 \) such that \( (\tilde{k}_b)^{-1} \beta = e_1 \), we have \( \overline{u}_{H}^{H_{k_a,k_b}} = \sum_{j=1}^{2} \beta_j \tilde{u}_{1,j}(\tilde{k}_b) \) in \( D_c \). The above relation hence implies that

$$\sum_{j=1}^{2} (\tau_j - \beta_j) \tilde{u}_{1,j}(\tilde{k}_b) + \sum_{j=1}^{2} (e_j^T \tilde{e}_1 - \tau_j) \Pi_H^{\text{enrich}}(\tilde{u}_{2,j}(\tilde{k}_b)) = 0 \quad \text{in } D_c. \quad (A.14)$$

We now claim that the four functions \( \tilde{u}_{1,j}(\tilde{k}_b) \) and \( \Pi_H^{\text{enrich}}(\tilde{u}_{2,j}(\tilde{k}_b)), j = 1, 2, \) are linearly independent on \( D_c \). In order to prove this claim, we argue by contradiction and assume that there exist real numbers \( \gamma_{1,j} \) and \( \gamma_{2,j} \) such that

$$\sum_{j=1}^{2} \gamma_{1,j} \tilde{u}_{1,j}(\tilde{k}_b) + \sum_{j=1}^{2} \gamma_{2,j} \Pi_H^{\text{enrich}}(\tilde{u}_{2,j}(\tilde{k}_b)) = 0 \quad \text{in } D_c. \quad (A.15)$$

Let us introduce

$$\tilde{w} = \sum_{j=1}^{2} \gamma_{1,j} \tilde{u}_{1,j}(\tilde{k}_b) + \sum_{j=1}^{2} \gamma_{2,j} \tilde{u}_{2,j}(\tilde{k}_b).$$

For any \( \tilde{v} \in H^1(D_c \cup D_f) \), we compute, using \((A.13)\), that

$$\tilde{A}_{\tilde{e}_b}(\tilde{w}, \tilde{v}) = \sum_{j=1}^{2} \gamma_{1,j} \tilde{A}_{\tilde{e}_b}(\tilde{u}_{1,j}(\tilde{k}_b), \tilde{v}) + \sum_{j=1}^{2} \gamma_{2,j} \tilde{A}_{\tilde{e}_b}(\tilde{u}_{2,j}(\tilde{k}_b), \tilde{v})$$

$$= \sum_{j=1}^{2} \gamma_{1,j} C(\tilde{v}, \psi_{0,j}) + \sum_{j=1}^{2} \gamma_{2,j} C(\tilde{v}, \Pi_H(\psi_{0,j}))$$

$$= C \left( \tilde{v}, \sum_{j=1}^{2} \gamma_{1,j} \psi_{0,j} + \sum_{j=1}^{2} \gamma_{2,j} \Pi_H(\psi_{0,j}) \right).$$

Taking \( \tilde{v} = \tilde{w} \) in the equation above, we obtain that

$$\tilde{A}_{\tilde{e}_b}(\tilde{w}, \tilde{w}) = C \left( \tilde{w}, \sum_{j=1}^{2} \gamma_{1,j} \psi_{0,j} + \sum_{j=1}^{2} \gamma_{2,j} \Pi_H(\psi_{0,j}) \right)$$

$$= C \left( \Pi_H^{\text{enrich}}(\tilde{w}), \sum_{j=1}^{2} \gamma_{1,j} \psi_{0,j} + \sum_{j=1}^{2} \gamma_{2,j} \Pi_H(\psi_{0,j}) \right), \quad (A.16)$$
where the last equality stems from the definition of the projection operator \( \Pi_H^{\text{rich}} \). We next observe that \( \Pi_H^{\text{rich}}(\tilde{w}) = 0 \), because of (A.15) and the fact that \( \Pi_H^{\text{rich}}(\tilde{u}_{1,j}(K_b)) = \tilde{u}_{1,j}(K_b) \) (recall that \( \tilde{u}_{1,j}(K_b) \) is a linear function on \( D_c \cup D_f \) and thus belongs to \( W_H^{\text{rich}} \)). The right-hand side of (A.16) thus vanishes. By definition of the bilinear form \( A_{\tilde{u},K_b} \), this implies that \( \tilde{w} = \lambda \) on \( D_c \cup D_f \) for some constant \( \lambda \). Since the average of \( \tilde{w} \) over \( D_c \) vanishes, we obtain \( \lambda = 0 \) and thus \( \tilde{w} = 0 \).

We thus infer from (A.13) that, for any \( v \in H^1(D_c \cup D_f) \),

\[
C \left( \tilde{v}, \sum_{j=1}^{2} \gamma_{1,j} \psi_{0,j} + \sum_{j=1}^{2} \gamma_{2,j} \Pi_H(\psi_{0,j}) \right) = \tilde{A}_{\tilde{u},K_b}(\tilde{w}, \tilde{v}) = 0.
\]

This yields \( \sum_{j=1}^{2} \gamma_{1,j} \psi_{0,j} + \sum_{j=1}^{2} \gamma_{2,j} \Pi_H(\psi_{0,j}) = 0 \), and thus \( \sum_{j=1}^{2} \gamma_{1,j} \psi_{0,j} \in W_H \). The functions \( \psi_{0,j} \) are solutions to (A.1) and thus cannot be, in general, equal to finite element functions. We hence obtain that \( \sum_{j=1}^{2} \gamma_{1,j} \psi_{0,j} = 0 \), and thus \( \gamma_{1,j} = 0 \) for \( j = 1, 2 \). We then get \( \Pi_H \left( \sum_{j=1}^{2} \gamma_{2,j} \psi_{0,j} \right) = 0 \), and thus, for any \( \varphi \in W_H \),

\[
0 = \left( \Pi_H \left( \sum_{j=1}^{2} \gamma_{2,j} \psi_{0,j} \right), \varphi \right)_{H^1(D_c)} = \left( \sum_{j=1}^{2} \gamma_{2,j} \psi_{0,j}, \varphi \right)_{H^1(D_c)} = \frac{1}{2} \int_{\Gamma_c} (\varphi \cdot n_{\Gamma_c}) \varphi - \frac{1}{2} \int_{\Gamma_f} (\varphi \cdot n_{\Gamma_f}) \varphi,
\]

where \( \varphi = \sum_{j=1}^{2} \gamma_{2,j} \psi_{0,j} \) and where we have used the variational formulation satisfied by \( \psi_{0,j} \) in the last equality.

Since the value of \( \varphi \) can be chosen independently on \( \Gamma_c \) and \( \Gamma_f \), this implies that, for any \( \varphi \in W_H \), we have \( \int_{\Gamma_c} \varphi \cdot n_{\Gamma_c} = 0 \). If \( \varphi \neq 0 \), then \( \varphi \cdot n_{\Gamma_c} \) does not identically vanish on \( \Gamma_c \), and we obtain a contradiction. We thus have \( \varphi = 0 \), and thus \( \gamma_{2,j} = 0 \) for \( j = 1, 2 \).

We hence have shown that \( \gamma_{1,j} = \gamma_{2,j} = 0 \) for \( j = 1, 2 \), which concludes the proof of our claim that the functions \( \tilde{u}_{1,j}(K_b) \) and \( \Pi_H^{\text{rich}}(\tilde{u}_{2,j}(K_b)) \) are linearly independent on \( D_c \).

We now return to (A.14) and deduce that, for \( j = 1, 2 \), we have \( \beta_j = \tau_j = e_j^T \bar{k}_b e_1 \). Recalling that \( \beta = \bar{k}_b e_1 \), we hence have shown that \( \bar{k}_b e_1 = \bar{k}_a e_1 \). This concludes the proof of Lemma A.3. \( \square \)

### A.3 Well-posedness of the optimization problem upon \( \bar{k} \) at fixed \( \varepsilon \)

As in Section 3.3, we aim at showing the existence of a minimizer \( \bar{k}_{\varepsilon, \text{opt}} \) of (A.5) for a fixed value of \( \varepsilon > 0 \). For that purpose, we again consider a minimizing sequence \( \{ \bar{k}_n \}_{n \in \mathbb{N}} \) of the optimization problem (A.5), that is a sequence \( \bar{k}_n \in \mathcal{M}(c_-, c_+) \) that satisfies the inequality

\[
I_{\varepsilon,H,h}(\bar{k}_n) \leq I_{\varepsilon,H,h}(\bar{k}^n) = \frac{1}{2} \int_{\Omega_{\varepsilon,\tau_{\varepsilon}}} \left( \left| \nabla \Pi_H^{\text{rich}}(\bar{k}_n) - e_1 \right|^2 + \frac{1}{n} \right),
\]

where \( (\Pi_H^{\text{rich}}(\bar{k}_n), \psi_{\varepsilon,\tau_{\varepsilon},\bar{k}_n}, \psi_{H,H^{\text{rich}}}) \in V_H^{\text{DirBC}} \times V_h \times W^{\text{rich}} \) is the solution to (A.4) for the tentative constant coefficient \( \bar{k} = \bar{k}^n \).
In contrast to the scalar case, the set \( \mathcal{M}(c_-,c_+) \) in which we look for the constant matrix \( \overline{k} \) is compact. We thus immediately obtain that, up to the extraction of a subsequence, \( \overline{k}^n \) converges to some \( \overline{k}^{\text{opt}}_\varepsilon \in \mathcal{M}(c_-,c_+) \). Moreover, since \( \overline{k}^n \) remains isolated from 0 and \( \infty \) (in the sense of symmetric matrices), the map \( \overline{k}^n \to \overline{\pi}^H_{\overline{k}^n,k_\varepsilon} \) is continuous from \( \mathcal{M}(c_-,c_+) \) to \( H^1(D \cup D_\varepsilon) \), and thus \( J_{\varepsilon,H,h}(\overline{k}^n) \) converges to \( J_{\varepsilon,H,h}(\overline{k}^{\text{opt}}_\varepsilon) \). This shows that \( \overline{k}^{\text{opt}}_\varepsilon \) is a minimizer of (A.5). We hence have shown the following result.

**Theorem A.4.** Let \( k_\varepsilon \) be a symmetric matrix that satisfies the classical boundedness and coercivity conditions (1.2).

For any fixed \( \varepsilon > 0 \), \( H > 0 \) and \( h > 0 \), and for any positive constants \( c_+ > c_- > 0 \), the optimization problem (A.5) has at least one minimizer \( \overline{k}^{\text{opt}}_\varepsilon(H,h) \in \mathcal{M}(c_-,c_+) \).

**A.4 Homogenized limit**

We are now going to pass to the limit \( \varepsilon \to 0 \). Since \( h \) has to be chosen much smaller than \( \varepsilon \), this implies that we also have \( h \to 0 \). For simplicity, and as in Section 3.4, we hereafter fix \( h = 0 \). For each \( \varepsilon > 0 \), we know from Theorem A.4 (which also holds true if we set \( h = 0 \)) that there exists at least one optimal constant matrix \( \overline{k}^{\text{opt}}_\varepsilon \) (which minimizes (A.5)) with the corresponding solution \( (\overline{u}^{\text{opt}}_{\varepsilon,k_\varepsilon},\overline{v}^{\text{opt}}_{\varepsilon,k_\varepsilon},\overline{\psi}^{\text{opt}}_{\varepsilon,k_\varepsilon}) \in V_0^{\text{DirBC}} \times H^1(D \cup D_\varepsilon) \times W^\text{enrich}_H \) to the system (3.61) (where of course \( W^\text{enrich}_H \) is defined in (3.61) by (A.2)).

We have assumed in (1.4) that the sequence \( k_\varepsilon \) is such that \( k_\varepsilon = k_\text{per}(\varepsilon) \) for some fixed periodic function \( k_\text{per} \). This periodicity assumption implies that the homogenized coefficient \( k^* \) exists and is constant, a fact that we are going to use below. Similarly to the scalar case, we perform our analysis in the periodic setting but believe that it actually carries over to more general cases (random stationary setting, . . .).

**Theorem A.5.** Let \( k_\varepsilon \) be given by (1.4) for some fixed periodic coefficient \( k_\text{per} \) that satisfies the classical boundedness and coercivity conditions (1.2). We make the regularity assumption (2.1) and the geometric assumption (2.2). We furthermore assume that the constants \( c_+ > c_- > 0 \) have been chosen in (A.6) so that the homogenized coefficient \( k^* \) belongs to \( \mathcal{M}(c_-,c_+) \).

Let \( \overline{k}^{\text{opt}}_{\varepsilon}(H,h) \) be an optimal coefficient (the existence of which is provided by Thm. A.4). Then the vector \( \overline{k}^{\text{opt}}_{\varepsilon}(H,h) e_1 \) converges to \( k^* e_1 \) when \( h \) and \( \varepsilon \) go to 0: for any \( H > 0 \), we have

\[
\lim_{\varepsilon \to 0} \lim_{h \to 0} \overline{k}^{\text{opt}}_{\varepsilon}(H,h) e_1 = k^* e_1. \tag{A.17}
\]

We have assumed that \( k_\varepsilon = k_\text{per}(\varepsilon) \) where \( k_\text{per} \) satisfies the boundedness and coercivity conditions (1.2). This implies that \( c_1 \leq k^* \leq c_2 \) in the sense of symmetric matrices. We can hence choose \( c_+ = c_2 \) and \( c_- = c_1 \) in (A.6) and we then indeed obtain that \( k^* \in \mathcal{M}(c_-,c_+) \).

In the proof below, we do not make explicit in the notation the fact that the optimal coefficient \( \overline{k}^{\text{opt}}_{\varepsilon} \) depends on \( H \).

**Proof.** Since \( \overline{k}^{\text{opt}}_{\varepsilon} \) belongs to the compact set \( \mathcal{M}(c_-,c_+) \), we know that, up to the extraction of a subsequence, \( \overline{k}^{\text{opt}}_{\varepsilon} \) converges to some \( \overline{k}^{\text{opt}}_0 \in \mathcal{M}(c_-,c_+) \) when \( \varepsilon \to 0 \).

The constants \( c_- \) and \( c_+ \) have been chosen so that the homogenized coefficient \( k^* \) is an admissible test coefficient in (A.5). Hence, by definition of \( I_{\varepsilon,H} \) (which is \( I_{\varepsilon,H,h} \) where we have formally set \( h = 0 \)), we have in particular

\[
\int_{D \cup D_\varepsilon} \left| \nabla \overline{\pi}^H_{\overline{k}^{\text{opt}}_{\varepsilon},k_\varepsilon} - e_1 \right|^2 = J_{\varepsilon,H}(\overline{k}^{\text{opt}}_{\varepsilon}) = I_{\varepsilon,H} \leq J_{\varepsilon,H}(k^*) = \int_{D \cup D_\varepsilon} \left| \nabla \overline{\pi}^H_{k^*,k_\varepsilon} - e_1 \right|^2, \tag{A.18}
\]
where \( \tilde{\pi}^H_{k^*, k_x, \bar{u}_{k_x, k^*}} \) is the solution to (3.4) with the constant coefficient \( \bar{k} = k^* \). Since we know that 
\( (\tilde{\pi}^H_{k^*, k_x, \bar{u}_{k_x, k^*}}, \bar{u}_{k_x, k^*}) \) is the minimizer of (2.16) (with \( h = 0 \)) with \( \bar{k} = k^* \), we can compare its energy with that of the particular choice 
\( (\tilde{\pi}^H(x) = x_1, \bar{u}_x(x) = x_1) \). Writing that

\[
E(\tilde{\pi}^H_{k^*, k_x, \bar{u}_{k_x, k^*}}) \leq E(\tilde{\pi}^H(x) = x_1, \bar{u}_x(x) = x_1),
\]

we obtain, similarly as in (3.37), that \( \nabla \tilde{\pi}^H_{k^*, k_x} \) is bounded in \( L^2(D \cup D_c) \) uniformly in \( H \) and \( \varepsilon \). We then infer from (A.18) that \( \tilde{\pi}^H_{k^*, k_x} \) is bounded in \( H^1(D \cup D_c) \) uniformly in \( H \) and \( \varepsilon \). Proceeding as in Section 3.3.1, we deduce that \( \tilde{u}_{k^*, k_x} \) (resp. \( \tilde{\psi}^H_{k^*, k_x} \)) is bounded in \( H^1(D_c \cup D_f) \) (resp. \( W_{\text{enrich}}^H \)) uniformly in \( H \) and \( \varepsilon \).

We thus know that, up to the extraction of a subsequence, \( \tilde{\pi}^H_{k^*, k_x} \) converges strongly in \( H^1(D \cup D_c) \) to some \( \tilde{\pi}^H \) when \( \varepsilon \to 0 \), that \( \tilde{u}_{k^*, k_x} \) converges weakly in \( H^1(D_c \cup D_f) \) to some \( \tilde{u}_* \), and that \( \tilde{\psi}^H_{k^*, k_x} \) converges strongly in \( H^1(D_c) \) to some \( \tilde{\psi}^H \). We are thus in position to use Corollary 3.3, which shows that the limit \( (\tilde{\pi}^H, \tilde{u}_*, \tilde{\psi}^H) \) is actually the solution \( (\pi^H, \bar{u}, c) \) to (3.64).

We now claim that the limit \( \tilde{\pi}^H \) of \( \tilde{\pi}^H_{k^*, k_x} \) satisfies

\[
\tilde{\pi}^H(x) = x_1 \quad \text{in} \quad D \cup D_c. \tag{A.19}
\]

Consider, as above, the solution \( (\tilde{\pi}^H_{k^*, k_x, \bar{u}_{k_x, k^*}}, \tilde{\psi}^H_{k^*, k_x, \bar{u}_{k_x, k^*}}) \) to (3.4) with the constant coefficient \( \bar{k} = k^* \). We have shown that \( \tilde{\pi}^H_{k^*, k_x} \) is bounded in \( H^1(D \cup D_c) \) uniformly in \( H \) and \( \varepsilon \), and thus converges (when \( \varepsilon \to 0 \)) to some \( \tilde{\pi}^H \). Proceeding again as in Section 3.3.1, we deduce that \( \tilde{u}_{k^*, k_x} \) (resp. \( \tilde{\psi}^H_{k^*, k_x} \)) is bounded in \( H^1(D_c \cup D_f) \) (resp. \( W_{\text{enrich}}^H \)) uniformly in \( H \) and \( \varepsilon \). We are thus in position to use Lemma 3.2, which shows that the limit when \( \varepsilon \to 0 \) of \( (\tilde{\pi}^H_{k^*, k_x, \bar{u}_{k_x, k^*}}, \tilde{\psi}^H_{k^*, k_x, \bar{u}_{k_x, k^*}}) \) satisfies (3.5) with \( \bar{k} = k^* \). In view of the first statement of Lemma A.3, we deduce that \( \pi^H(x) = x_1 \) in \( D \cup D_c \). Passing to the limit \( \varepsilon \to 0 \) in (A.18), we get

\[
\int_{D \cup D_c} \left| \nabla \tilde{\pi}^H_{k^*, k_x} - 1 \right|^2 = \lim_{\varepsilon \to 0} \int_{D \cup D_c} \left| \nabla \tilde{\pi}^H_{k^*, k_x} - 1 \right|^2 \leq \lim_{\varepsilon \to 0} \int_{D \cup D_c} \left| \nabla \tilde{\pi}^H_{k^*, k_x} - e_1 \right|^2 = \int_{D \cup D_c} \left| \nabla \tilde{\pi}^H_{k^*, k_x} - e_1 \right|^2 = 0,
\]

hence (A.19).

We hence have obtained that the constant matrix \( \bar{k}^0 \) is such that the solution \( (\pi^H, \bar{u}, c) \) to (3.64) satisfies \( \pi^H_{k^0} = x_1 \) in \( D \cup D_c \). Using the second statement of Lemma A.3, we deduce that \( \bar{k}^0 = k^* e_1 \), which is exactly (A.17). This concludes the proof of Theorem A.5.

\[\square\]
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