Evolving nature of human contact networks with its impact on epidemic processes
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\textbf{ABSTRACT}

Human contact networks are constituted by a multitude of individuals and pairwise contacts among them. However, the dynamic nature, which generates the evolution of human contact networks, of contact patterns is not known yet. Here, we analyse three empirical datasets and identify two crucial mechanisms of the evolution of temporal human contact networks, \textit{i.e.} the activity state transition laws for an individual to be socially active, and the contact establishment mechanism that active individuals adopt. We consider both of the two mechanisms to propose a temporal network model, named the memory driven (MD) model, of human contact networks. Then we study the susceptible-infected (SI) spreading processes on empirical human contact networks and four corresponding temporal network models, and compare the full prevalence time of SI processes with various infection rates on the networks. The full prevalence time of SI processes in the MD model is the same as that in real-world human contact networks. Moreover, we find that the individual activity state transition promotes the spreading process, while, the contact establishment of active individuals suppress the prevalence. Apart from this, we observe that even a small percentage of individuals to explore new social ties is able to induce an explosive spreading on networks. The proposed temporal network framework could help the further study of dynamic processes in temporal human contact networks, and offer new insights to predict and control the diffusion processes on networks.

\textbf{Introduction}

The evolution nature of human interaction creates diverse temporal properties, which fundamentally influence the epidemic spreading. Interactions may be characterized and modeled by the human interaction networks\textsuperscript{1–5}, where a node represents a person and the interaction between two persons is a link. In 2004, Pentland \textit{et al.} from MIT Media Laboratory took the lead in tracking and recording human interactions with personal mobile phones, and proposed a stochastic process model to capture the co-evolution of social relationships and individual behaviours\textsuperscript{6,7}. Many previous studies of interaction networks assume that the interactions are fixed or the spreading processes are much faster than the evolution of networks. Nowadays, with the rapid advances in technology, high quality and time-resolved datasets of human behaviours can be easily obtained\textsuperscript{8–12} and have provided an unprecedented opportunity to better understand of human society dynamics with temporal human interaction networks\textsuperscript{13–15}. However, it remains an important challenge to unveil the mechanisms driving the evolution of human interaction networks, and to further capture the effects of such mechanisms on dynamical processes occurring on the network\textsuperscript{16–21}.

For human interaction networks, in general, each agent at time $t$ is either active, contacting with other agents, or inactive, isolated. The activity state, \textit{i.e.} active or inactive of an agent and the contacts between pairwise agents alter with time. Rocha and Blondel\textsuperscript{18} introduced a temporal network model, where the time interval between two activity states of each agent follows a stochastic process with a certain distribution. Differently, some researchers consider that the nodes in the inactive state are not totally isolated, they can still receive contacts from other active nodes. A typical example is the framework of activity driven networks\textsuperscript{22–25}. Perra \textit{et al.}\textsuperscript{22} proposed the original activity driven model of temporal networks, in which an agent is either active with a probability $p$ or inactive with a probability $1 - p$ at each unit time. Since the active probability of an agent is decided by its activity potential extracted from a given distribution, regardless of its status at last time step, the activity driven model generates a sequence of memoryless networks. Besides, the social contacts between active nodes and other nodes are randomly established. A further extension of this model reduces the randomness of link establishments by introducing a mutual selection mechanism, where the destination of a contact depends mutually on the activity potential of the agents on both ends of that connection\textsuperscript{23}. Similarly, some studies add a time-invariant quantity, namely attractiveness for each agent, accounting for the fact that some agents are more likely to be connected by other agents when building a contact\textsuperscript{24,25}.

Most previous studies assume that the transition of activity states and the building of social interactions are both stochastic processes\textsuperscript{18,22–25}. However, a wealth of empirical observations have shown that the mechanisms which govern the evolution
of human contact networks are far from random\textsuperscript{13–15,19,26–29}. Individuals often remember the agents whom they previously interacted with, and thus form their own social circles\textsuperscript{19}. Besides, due to the continuity of social interactions, the activity state of an agent is unlikely to be altered in a sudden\textsuperscript{12}, especially when the agent is actively engaging in a social event with a lot of peers. Valdano et al.\textsuperscript{28} proposed a homogeneous assumption that the transition probability between the active state and inactive state for each agent is identically assigned with the same value. Although the assumption partially captures the evolution of the activity state, an explanation of transition mechanism is still missing. When it comes to the evolution of contacts between agents, the effect of memory, i.e. an agent preserving their pervious contacts with a certain probability, should be considered within the temporal network model. The model introduced in\textsuperscript{20} incorporates four distinct memory mechanisms to describe the rates of creation and disappearance of contacts in empirical networks. The authors consider the rates follow a power-law decaying functional forms, akin to a rich-get-richer preferential attachment mechanism\textsuperscript{40}. Recently, more realistic mechanisms based on the activity-driven framework have been proposed\textsuperscript{13,14,26,27}. They consider a non-Markovian reinforcement process, in which agents are more inclined to allocate their contacts towards already existing social ties rather than create new relationships. In particular, the probability of an agent exploring a new social relationship is determined by its cumulative degree, i.e. the number of distinct agents contacted during observation period, however, the transition of the activity states of each agent is not taken into account.

The aforementioned studies have investigated various topological and temporal features of real social systems from different perspectives. However, a better understanding of the mechanisms driving the evolution of the temporal social contact networks, and the effects of network evolution on dynamic processes, such as epidemic spreading\textsuperscript{31–34}, information propagation\textsuperscript{21,35} and innovation diffusion\textsuperscript{36,37}, is still urgently needed.

Exploring several datasets of human contact networks, we report two generic mechanisms of the evolution of real networks: (1) the transition probability of activity states is a function of the degree of agents, (2) the time interval between the reconnection of node pairs follows a power-law distribution. Based on the two mechanisms, we propose a temporal network model, namely the memory driven model, to characterize the evolution of social networks. The memory here refers that an agent inclines to concentrated towards recently contacted partners. With the new framework, we study the epidemic spreading processes in both synthetic and real temporal networks. The full prevalence time of Susceptible-Infected (SI) spreading in the memory driven model is the same as that in real networks. Moreover, we find that the two mechanisms of the network evolution have distinct effects on the epidemic spreading on real networks, that is, the activity state transition promotes the spreading process, however, the contact memory hampers the spreading. Apart from this, we demonstrate that even a smaller fraction of interactions connecting to new social relationships is able to induce an explosive spreading on networks.

This paper is organized as follows. In Section II, we describe three datasets of real-world human interactive activities, and introduce the definitions of human contact networks. In Section III, we analyse the empirical datasets to obtain statistic properties of human contact networks and propose a temporal network model. Section IV focuses on the epidemic spreading processes on the synthetic networks and real networks. Finally, we conclude this work in Section V.

### Empirical Datasets and definitions

**Dataset description**

The three datasets of offline human interactive activities include the offline sex interaction dataset “Sex6yr”, the physical proximity interaction datasets “MIT\_RM” and “School”. The “Sex6yr” dataset collects the real offline sex trading activities among sellers and buyers. The “MIT\_RM” dataset records the physical proximity interactions among MIT students via the bluetooth device in mobile phones. The “School” dataset collects the face-to-face proximity interactions among teachers and students in a French school by the Radio-Frequency IDentification (RFID) device embedded in badges. The contact records of each dataset are in the same format \((i,j,t)\), which represents a contact between two individuals \(i\) and \(j\) started at time \(t\). Details of the datasets are introduced in Appendix A and summarized in Table 1.

---

**Table 1.** Description of the three datasets, where \(T\) is the time span of contact sequences, \(\Delta t\) is the resolution (time interval between two records in time order), \(N\) is the number of agents, \(L_C\) is the number of distinct contacts, and \(R\) is the number of records.

| Dataset     | \(T\)       | \(\Delta t\) | \(N\)   | \(L_C\)  | \(R\)  |
|-------------|-------------|-------------|---------|----------|--------|
| Sex6yr      | 2,232 day   | 1 day       | 16,102  | 38,995   | 50,185 |
| MIT\_RM     | 232 day     | 6 min       | 96      | 2,539    | 55,306 |
| School      | 8.67 hour   | 20 sec      | 236     | 5,901    | 37,402 |

---
Figure 1. Schematic illustration of the construction of temporal networks and the time slice of a contact sequence, where \( t_w \) is the length of a time step.

Definitions

**Definition 1** (Human contact networks). Human contact network is a kind of temporal network, which consists of the evolution of network topology with time. We segment the empirical data into adjacency time steps of length \( t_w = w\Delta t \), where \( \Delta t \) is the resolution, \( w \) is the number of resolutions in a time step. A human contact network is a sequence of networks in time order \( G(t_w) = \{G_1, G_2, ..., G_t, ..., G_T\} \), where \( G_t = (\mathcal{N}_t, \mathcal{L}_t) \) is the network taking place at time step \( t \) over time window \([ (t-1)t_w, t \cdot t_w) \), and \( T \) is the total number of time steps. An illustration of the human contact network is shown in Figure 1. In this work, we select \( t_w \) as 1 month, 1 day and 5 mins for “Sex6yr”, “MIT_RM” and “School”, respectively (explanation for the selection is given in Appendix B). The aggregated network of \( G(t_w) \) is \( G_T = \bigcup_{t=1}^{T} G_t = (\mathcal{N}, \mathcal{L}) \), where \( \mathcal{N} = \bigcup_{t=1}^{T} \mathcal{N}_t \) and \( \mathcal{L} = \bigcup_{t=1}^{T} \mathcal{L}_t \). We denote the number of agents and the number of contacts by \( N = |\mathcal{N}| \) and \( L_C = |\mathcal{L}| \), respectively.

Analysis of Temporal Properties

Before we introduce the temporal network model, we first empirically analyse statistic properties of human contact networks, i.e. the activity state transition of individuals and the contact memory of node pairs, which are the fundamental mechanisms for the design of our temporal network model.

Individual activity state transition

We here assume that each node \( i \) at time step \( t \) in the network is in one of two states: active state, connecting with other nodes, denoted by \( a \) and inactive state, denoted by \( \bar{a} \). The sets of nodes in active state and in inactive state at time step \( t \) are denoted by \( \mathcal{N}_a(t) \) and \( \mathcal{N}_{\bar{a}}(t) \), respectively. We here study whether the activity state of an individual \( i \) at time step \( t + 1 \) depends on the state at previous step \( t \), and how the degree \( k \) of individual \( i \) at time step \( t \) influence the activity state transition. We denote the number of nodes with degree \( k \) in active state at time step \( t \) by \( N_{k,a}(t) = |\mathcal{N}_{k,a}(t)| \), and the number of nodes with degree \( k \) in inactive state at time step \( t \) by \( N_{k,\bar{a}}(t) = |\mathcal{N}_{k,\bar{a}}(t)| \), where \( |\mathcal{N}| \) represents the number of nodes in a node set \( \mathcal{N} \). The transition probability of nodes with degree \( k \) transferring from active state \( a \) to inactive state \( \bar{a} \) at one time step is

\[
P_{\bar{a}|a}(k) = \frac{\sum_{t=1}^{T-1} |\mathcal{N}_{k,a}(t) \cap \mathcal{N}(t+1)|}{\sum_{t=1}^{T-1} N_{k,a}(t)},
\]

The transition probability of nodes with degree \( k \) staying at active state \( a \) in one time step is \( P_{a|a}(k) = 1 - P_{\bar{a}|a}(k) \). Note that the degree of an individual might change over time, since the individual might take part in or leaves from the interactions of the system across time.
The transition probabilities characterize the relation between the activity state of node $i$ with degree $k$ at the current time step and that at next time step. We study how the transition probability, i.e. $P_{AI}(k)$ or $P_{AA}(k)$, varies with the degree $k$. Figs. 2(a)-2(c) show the transition probabilities of remaining the active status or switching to the inactive status calculated on three empirical networks. Remarkably, the transition probability $P_{AI}(k)$ or $P_{AA}(k)$ is as a power-law function of degree $k$. The greater the degree of active agents at the current time step, the smaller the probability they become inactive at the next time step. That is to say, agents with high social activity (high degree) have more tendency to maintain the active status all the time. However, we cannot find the relation between the transition probability $P_{IA}(k)$ (or $P_{II}(k)$) and degree $k$, since the degree of nodes in inactive state is 0. Hence, we study the transition property of inactive nodes with the firing rate $b = \frac{|N_i(t) \cap N_i(t+1)|}{N_i(t)}$, which is the probability of an inactive node becoming active at one time step. The average firing rate $P_{IA}$ is expressed as

$$P_{IA} = \frac{1}{T-1} \sum_{t=1}^{T-1} \frac{|N_i(t) \cap N_i(t+1)|}{N_i(t)}.$$  

(2)

Fig. 2(d) demonstrates that the variance of firing rates at different time steps is small.

**Contact establishment of active individuals**

Most previous studies\cite{22-25} assume that all active individuals contact with $s$ other individuals at each time step, where $s = m$ is a constant. However, we find that the number of contacts (degree) at each time step follows a different distribution for different empirical datasets. Fig. 3 suggests that the assumption of the same number of contacts cannot reflect the real properties, thus, the distribution $F(s)$ of contact number $s$ should be considered for the temporal network models.

An active individual either establishes a contact by social keeping, connecting to a node which has already been connected to at previous time steps or social exploring, connecting to a new one. The average fraction of social keeping contacts of each individual at each time step is

$$p = \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} p_i(t),$$

(3)
However, we find that the probability distributions of recurrence intervals of contacts between node $AD$ and $RM$) and $γ$. Moreover, the recurrence interval of human contacts is analysed. The recurrence interval $T$ of individuals $i$ and $j$ refers to the number of time steps between any two consecutive contacts. We can deduce that, if an active node $k$ has a degree $k_1$ at each time step and $k_1$ contacts are established randomly with other nodes, the distribution of recurrence interval is an exponential distribution as $P(\Delta_{(i,j)}) = (k_j/N)(1 - k_j/N)^{\Delta_{(i,j)}-1}$. Note that this is the basic assumption of most previous works. However, we find that the probability distributions of recurrence intervals of contacts between node $i$ and all others follow a power-law distribution in three datasets (see Fig. 4(b)). The found might give a support for the burst property of temporal networks, that the inter-contact time distribution has a power-law form (see Fig. 4(c)). The results reply that agents do not establish contacts randomly with others regardless of their pervious contacts. Besides, we have identified the statistical law in real-world systems that agents preferentially contact individuals who have recently been in interact with.

To summarize, two typical characteristics coexist in the process of realistic network evolution, individual activity state transition and contact establishment. In the next section we propose a temporal network model based on the mechanisms.
Modelling Dynamic Contact Networks

Memory Driven (MD) Model
In this section, we present a temporal network model, named the memory driven (MD) model, of human contact networks. The empirical analysis of individual activity state transition and contact establishment are both the basic mechanisms for the MD model. We consider a set of agents $\mathcal{N}$ in a human contact network $\mathcal{G}$. For each time step, every agent has two possible activity states: active and inactive. We here assume that each individual has the maximum memory length $L$ time steps, in other words, the contact establishment at current time step is only influenced by the connections at previous $L$ time steps, which is stored in the memory train $G_{tL} = \{G_{t-L+1}, G_{t-L+2}, ..., G_{t-1}, G_t\}$. We generate $L$ random networks $\mathcal{G}$ to initialize the temporal network $\mathcal{G} = \{G_1, G_2, ..., G_L\}$ and the memory train $G_{tL} = \{G_1, G_2, ..., G_L\}$. The generation of temporal network $\mathcal{G} = \{G_1, G_2, ..., G_T\}$ is illustrated in Fig. 5 and described as follows:

1. **Individual activity state transition**: an active individual $i$ with degree $k$ at time step $t$ becomes inactive at time step $t+1$ with probability $P_{AI}(k) = \alpha k^{-\alpha}$ ($\alpha \in [0, 1]$), while an inactive agent becomes active with a constant firing rate $P_{IA}$.

2. **Contact establishment of active individuals**: We assign each active individual with $s$ contacts, where $s$ is extracted from a given probability distribution $F(s)$. The contacts are established by the following steps:
   
   (a) Social keeping: with a *keeping rate* $p \in [0, 1]$, agent $i$ connects to a previous contacted agent $j$ with probability $p_{ij} = f(\Delta_{(i,j)}) \propto \Delta_{(i,j)}^{-\alpha}$, where $0 \leq \Delta_{(i,j)} \leq L$, which is a function of the time interval $\Delta_{(i,j)}$ since their last interaction.

   (b) Social exploring: with an *exploring rate* $q = 1 - p$, the agent randomly interacts with a new agent who has never been contacted by agent $i$ before (or the previous contacts have exceeded the memory length $L$).

3. Generate the network $G_{t+1}$ and update the memory train as $G_{tL} = \{G_{t-L+2}, G_{t-L+3}, ..., G_t, G_{t+1}\}$.

4. Repeat (i)-(iii) until the end of time span $T$ of the temporal network.

Analysis of the model
Based on the above descriptions, we perform numerical simulations with two different parameter settings, that is, we assume that $F(s)$ follows a power-law distribution and a Gaussian distribution, respectively, to characterize the heterogeneity or homogeneity of human contact networks. The results in Figs. 6(a) and 6(b) show that the degree distributions $p_k$ of integrated networks generated by our model might be various for different $F(s)$. If $F(s)$ follows a power-law distribution, $p_k$ will have a power-law tail with the same exponent $\gamma$ regardless of the keeping rates $p$ (see Fig. 6(a)). If $F(s)$ follows a Gaussian distribution, the functional form of the degree distribution $p_k$ does not change with $p$, however, the average degree of integrated network decreases with the increase of $p$ (see Fig. 6(b)). The inter-contact time distributions $P(\Delta)$ of the two networks are shown in Figs. 6(c) and 6(d). When the keeping rate $p = 0$, the establishment of human contacts is random and memoryless, which leads to an exponential distributions $P(\Delta)$ of the inter-contact time (insets of Figs. 6(c) and 6(d)). With the increase of $p$, the inter-contact time distribution asymptotically follows a power-law, indicating that the memory embedded in the process of contact establishment can induce the bursty interactive pattern of human activities.
Epidemic Processes in Temporal Human Contact Networks and Models

Dynamical processes on real-world networks and network models

We study the Susceptible-Infected (SI) spreading dynamics\cite{39,40} on temporal human contact networks. The SI epidemic model, despite of its simplicity, has been pervasively operated as a useful tool to probe the topological structures and temporal characteristics of temporal networks\cite{17,20,41}. In this model, each agent can be in two possible states: susceptible (S) or infected (I). A susceptible (S) agent is infected by an infected (I) one with probability $\lambda$ if there is a contact between them. Once an agent is infected (I), it will not recover. We start each simulation with all agents in the susceptible state, and randomly select a single agent as the infected “seed”. In order to uncover the effects of the two mechanisms, i.e. individual activity state transition and contact establishment, on the network topologies, and further impacts on spreading dynamic processes on temporal networks, we proceed the SI spreading processes on real-world networks and four corresponding network models. The four network models include our memory driven (MD) model, two null models (i.e. AR model and CR model), and the activity driven (AD) model.

1. Agent randomized (AR) null model

The AR null model only keep the contact establishment mechanism, that the recurrence interval of human contacts is preserved. We keep all the human interaction time in the empirical datasets unchanged, and replace each contact pair with two randomly selected individuals. Note that once a contact pair $(u_1, v_1)$ is replaced by $(u_2, v_2)$, all the contacts between individuals $u_1$ and $v_1$ will be replaced by contact pair $u_2$ and $v_2$.

2. Contact randomized (CR) null model
Figure 7. The ratio \( \langle t^X_f \rangle / \langle t^{\text{real}}_f \rangle \) of the average full prevalence time as a function of the infection rate \( \lambda \) in three empirical datasets, where \( X = \text{AR}, \text{CR}, \text{AD}, \text{MD} \) represent the agents randomized null models (▽), contacts randomized null models (♦), activity driven models (△) and memory driven models (✷), respectively. The simulations are performed on \( 10^3 \) realizations.

Table 2. The parameters of memory driven model. \( X \sim P_l(\beta) \) represents the power law \( \rho(x) = (\beta - 1)x^{-\beta} \), where \( x \in [1, +\infty) \), and \( X \sim \text{Norm}(\mu, \sigma^2) \) represents the Gaussian distribution with the mean \( \mu \) and variance \( \sigma^2 \).

| Parameters | Sex6yr | MIT_RM | School |
|------------|--------|--------|--------|
| \(|N|\)     | 16,706 | 96     | 236    |
| \( T \)    | 64     | 230    | 104    |
| \( A \)    | 0.78   | 0.45   | 0.33   |
| \( \alpha \) | 0.84   | 0.56   | 0.91   |
| \( P_{IA} \) | 0.04   | 0.16   | 0.27   |
| \( F(s) \) | \( P_l(-2.6) \) | \( \text{Norm}(9.0,5.1) \) | \( \text{Norm}(7.0,3.4) \) |
| \( \gamma \) | 1.62   | 1.87   | 1.62   |
| \( L \)    | 36     | 60     | 12     |

The CR null model only keep the individual activity state mechanism, that the degree and activity state of individuals are unchanged in each \( G_t \). At each time step \( t \), we randomly select two contacts associated with the four individuals, and then rewire the two contacts. If the two contacts both have the same individual, we discard the contact pair and randomly select two new contacts. The rewiring steps are repeated more than \( 2L_C(t) \) times to ensure the rewiring of most contacts in \( G_t \), where \( L_C(t) \) is the number of contacts in \( G_t \). After the rewiring procedure, the interaction time and recurrence interval of human contacts are completely different from that of original interaction datasets.

3. Activity driven (AD) model

The AD model\(^{22}\) is one of the most studied temporal network models. The generation of an AD model follows the rules: At each time step \( t \), the \( G_t \) starts with \( N \) isolated nodes, and each node \( i \) is assigned an activity probability \( a_i \) to become active; Then, the active nodes generates \( m \) links that are randomly connected to \( m \) other nodes, and the inactive nodes can only receive connections from active nodes; At next time step \( t + 1 \), all connections in \( G_t \) are omitted, and the steps are repeated. Here we apply the AD model to generate temporal networks to match the real-world networks. The activity probability \( a_i = \eta x_i \), where \( x_i \in [\varepsilon, 1] \), \( \varepsilon \) is a lower cut-off that avoids possible divergences, and the \( x_i \) is drawn from a given probability function \( F(x_i) \). The probability function \( F(x_i) \) is statistically obtained from empirical data, and the average number of active agents per unit time is \( \eta \langle x \rangle N \), where \( \eta = 1 \) in this work. The AD model does not capture the above two mechanisms in empirical data.

In this work, the virus spreads on real human contact networks under a temporally periodic boundary condition (i.e. repeating the whole contact sequence) and network models until all the reachable agents are infected\(^{17}\). The four models...
have been introduced in detail in Sections and . The relevant parameters of MD model and AD model are measured in the corresponding datasets (see details on Tables 2 and 3). We repeat the SI spreading process for all possible seeds, and record the full prevalence time $t_f$, i.e. the time to reach 100% infection in a connected network or the largest connected component (LCC) of a disconnected network.

We calculate the ratio $\langle t_f^X(\lambda) \rangle / \langle t_f^{\text{real}}(\lambda) \rangle$ as a function of the infection rate $\lambda$, where $\langle t_f^{\text{real}} \rangle$ and $\langle t_f^X \rangle$ represent the average spreading time of a full prevalence in the real-world network $\text{real}$ and the temporal network model $X$, respectively. If the ratio $\langle t_f^X(\lambda) \rangle / \langle t_f^{\text{real}}(\lambda) \rangle = 1$, the full prevalence time of a spreading in the real-world network is the same as that in the corresponding network model $X$. In other words, the $X$ is a reasonable temporal model for human contact networks in the study of spreading processes. As shown in Fig. 7, the results in three empirical datasets are similar. The ratio $\langle t_f^{\text{AR}} \rangle / \langle t_f^{\text{real}} \rangle$ is always larger than 1 regardless of the infection rate $\lambda$, and the ratio $\langle t_f^{\text{AR}} \rangle / \langle t_f^{\text{real}} \rangle$ increases with the increase of the infection rate $\lambda$. The results illustrate that the individual state transition mechanism might promote the spreading processes, since the spread of virus in the AR model, which only keeps the contact establishment mechanism and omits the individual activity state transition mechanism, is faster than that in real human contact networks. Moreover, the promotion of spreading is even larger when the infection rate $\lambda$ is larger. However, there is a very small difference between the CR model and AD model, where the ratios $\langle t_f^{\text{CR}} \rangle / \langle t_f^{\text{real}} \rangle$ and $\langle t_f^{\text{AD}} \rangle / \langle t_f^{\text{real}} \rangle$ are both much smaller than 1. Both models are built without the contact establishment mechanism, which might cause a slowing-down effect on the spreading dynamics. We find that the ratio $\langle t_f^{\text{MD}} \rangle / \langle t_f^{\text{real}} \rangle$ always fluctuates around 1, and remains stable against the infection rate $\lambda$. Fig. 7 confirms that the MD model is superior to all other models in characterizing human contact networks. This phenomenon highlights the crucial role of the two mechanisms considered in our model. They both serve as an indispensable component to characterize the evolution of the real-world networks. Binding them together enables us to accurately capture the contagion processes unfolding on empirical human contact networks.

**Dynamical processes on memory-driven networks**

We here study how the network evolution affects dynamic processes, such as the epidemic spreading on networks. The exploring rate $q$ in the contact establishment mechanism of MD model can tune the evolution of network topology. We perform the SI spreading processes with infection rates $\lambda = 0.2, 0.4$ and 1.0 on temporal networks generated by the MD model with $N = 1000$ and the exploring rates $q = 0, 0.1,...,1$, respectively, and record the full prevalence time $t_f$. Fig. 8 indicates that the $t_f$ is extremely large when $q = 0$, which implies that all contacts in current time step are all recurrences of previously established contacts, that is, no individual is willing to explore a new social relationship in the evolving network. Moreover, we observe that the average full prevalence time $\langle t_f \rangle$ declines rapidly with the exploring rate $q$, when $q$ is small. When the exploring rate $q$ further increases and reaches a specific value (around 0.1), the spreading time decreases slightly and finally meets a saturation. The fact illustrates that even a small percentage of individuals would like to explore new social ties, the spreading process will be promoted, however, when $q$ is larger than a specific value, the influence of $q$ on the spreading process is rather limited.

Furthermore, the SI spreading model can be used to characterize the information spreading on human contact networks. The temporal property, i.e. the exploring rate, could speed up the spreading processes occurring on networks intentionally. In real-world social systems, the establishment of social ties is costly, and the cost of exploring new social relationships is higher than that of maintaining old social ties. In order to increase the speed of information dissemination and control the social cost at the meanwhile, according to our findings, encouraging a small percentage of individuals to establish new social ties could lead to an explosive propagation in networks. The finding can be applied to many scenarios, such as promoting the product marketing in social networks and accelerating the information diffusion on social media.

| Table 3. The parameters of activity driven model. $X \sim U(a,b)$ represents the uniform distribution from $a$ to $b$. |
|---|
| **Activity Driven (AD) Model** |
| Parameters | Sex6yr | MIT_RM | School |
| $|\mathcal{N}|$ | 16,706 | 96 | 236 |
| $T$ | 64 | 230 | 104 |
| $F(x)$ | $Pl(-2.6)$ | $U(0,1)$ | $U(0,1)$ |
| $\varepsilon$ | $10^{-2}$ | $10^{-2}$ | $10^{-2}$ |
| $m$ | 1 | 5 | 3 |
Figure 8. The average full prevalence time as a function of the exploring rate $q$ versus the infection rate $\lambda$. The temporal networks are generated by the MD model with $N = 1000, A = 1, \alpha = 1, \gamma = 1.6, P_{IA} = 0.1, L = 40, T = 3000$, and $s$ is sampled from $F(s) = (s/s_{\text{min}})^{-\beta}$ with $\beta = 2.8, s_{\text{min}} = 1$. The simulation result is the average of 200 realizations.

Conclusion

We have presented the analysis of several empirical datasets of human contacts. We observe two crucial mechanisms, i.e. the individual activity state transition and contact establishment, that create the evolving structures of human contact networks. The individual activity state transition governs the activation of agents. The active agents establish contacts with others according to the strategies of contact establishment, that is, agents tend to interact with recently contacted one. We find that the transition probability $P_{AI}(k)$ or $P_{AA}(k)$ between the active state and the inactive state is a power-law function of the degree $k$. Moreover, the empirical datasets show that not all active nodes have the number of contacts at each time step, and the recurrence intervals of individual contact establishment follow a power-law distribution. Considering the empirical observations, we propose a novel temporal network model (the memory driven model) based on the two mechanisms. Furthermore, we study the effects of the two mechanisms on dynamical processes. We perform the SI spreading on the real-world human contact networks and four temporal network models. The full prevalence times of SI spreading on the networks and models are compared. Our model shows a good agreement with three empirical temporal networks, which implies that the two mechanisms enable us to capture the evolution of human interactions in temporal networks. Interestingly, the results demonstrate that the individual activity state transition accelerates the diffusion processes, contrarily, the specific contact establishment strategy slows down the spreading. Besides, we find that the exploration of new social ties effectively promote the spreading processes, and a small percentage of individual exploring new social ties is sufficient to induce an explosive spreading on networks. The study thus paves the way to a better understanding of the mechanisms driving the evolution of human contacts and their effects on dynamic processes in real-world social systems.
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Appendix

A. Data Description

1. The dataset of “Sex6yr” was gathered from an online forum in Brazil from September 2002 to October 2008. Note that although the data belongs to the online survey, each record reflects a real offline sex trading activity among the sellers and buyers. We use the dataset after discarding the initial transient (312 days) of community growth. The dataset is available in[46], and more details are described in[15].

2. The dataset of “MIT_RM” was recorded by the Reality Mining Project conducted by MIT Media Lab from September 2004 to May 2005. In the project, the subjects were required to use mobile phones with pre-installed softwares, which
could sample their physical proximity via Bluetooth devices every 6 minutes and record the corresponding user tags. The dataset is available on the website of Reality Commons (http://realitycommons.media.mit.edu). From the dataset we have removed 2 days as they are empty of human activities. We refer to\(^1\) for more details on the data description and collection strategy.

3. The dataset of “School” was collected in a French school on October 1, 2009 by the SocioPatterns collaboration. The data recorded the time-resolved face-to-face proximity of children and teachers, with Radio-Frequency IDentification (RFID) device embedded in badges. The dataset is available on the website of SocioPatterns (http://www.sociopatterns.org/datasets), and more details are introduced in\(^{17}\).

### B. Selection of Time Window

The selection of time window size is crucial to analyze the evolution of the network structure. If \( t_w \) is too fine, the temporal contacts are aggregated over insufficient time. The resulting network is too sparse and messy, which makes it difficult to observe interesting phenomena such as the formation of a giant component or the disappearance of a cluster\(^{12}\). Conversely, if \( t_w \) is too coarse, the aggregated network will not be able to capture the critical temporal information such as link concurrency, time-respecting path and reachability\(^{48}\). If \( t_w \) is large enough to aggregate all the contacts observed into a single time slice, the temporal network is degraded into a static network. Therefore, an appropriate time window should strike a balance between the distortion that disguises the relevant topological changes (small \( t_w \)) and the loss of temporal structural information (large \( t_w \)).

Inspired by the method introduced in\(^{12,49,50}\), here we consider the correlation between adjacent networks. First, we segment the empirical data into adjacency time steps of length \( t_w = w \Delta t \), where \( \Delta t \) is the resolution, the \( w \) is the number of resolutions in a time step. The contacts within the time interval \([t-1 \cdot t_w, t \cdot t_w]\) are aggregated into a static undirected graph \( G_t \). Once \( t_w \) is set, the temporal network is represented as a sequence of networks in time order \( \mathcal{F}(t_w) = \{G_1, G_2, \ldots, G_t, \ldots, G_T\} \), where \( T \) is the total number of time steps. The network \( G_t = (\mathcal{N}_t, \mathcal{L}_t) \) at time step \( t \) consists of a set of nodes \( \mathcal{N}_t \) connected by a set of links \( \mathcal{L}_t \). Then, by the Jaccard index\(^{12}\), we calculate the link overlap \( \sigma_L \) between adjacent networks \( G_{t-1} = (\mathcal{N}_{t-1}, \mathcal{L}_{t-1}) \) and \( G_t = (\mathcal{N}_t, \mathcal{L}_t) \) as

\[
\sigma_L(t, t_w) = \frac{|\mathcal{L}_{t-1} \cap \mathcal{L}_t|}{|\mathcal{L}_{t-1} \cup \mathcal{L}_t|}.
\]

The \( \sigma_L \) takes values from the interval \([0, 1]\), with \( \sigma_L = 0 \) indicating that the adjacent networks share no common link, and \( \sigma_L = 1 \) indicating that the same network is exactly retained, i.e., \( G_t = G_{t-1} \). The average correlation across all adjacent networks can be calculated with

\[
\sigma_L(t_w) = \frac{1}{T} \sum_{t=1}^{T} \sigma_L(t, t_w).
\]

![Figure 9](image)

**Figure 9.** The average correlation as a function of the time window \( t_w \). The values were averaged over all pairs of adjacent networks.

As shown in Figs. 9(a)-(c), the average fraction of link overlap in each empirical dataset hits a peak when the time window \( t_w \) is selected as 1 month (Sex6yr), 1 day (MIT_RM) and 5 minutes (School), respectively. This phenomenon indicates that the adjacent networks are highly correlated under the corresponding time window, which characterizes the contact memory encoded in human interaction behaviors. As \( t_w \) further increases, the average fraction of link overlap begins to slowly decline.
This can be explained by our observation that agents with a low activity gradually make random memoryless contacts, and subsequently join into the aggregated network. Therefore, according to the trade-off principle mentioned earlier, we aggregate the temporal contacts in empirical datasets with the time window corresponding to the peak point, and denote it as $w_0$. The time window size $w_0$ for three empirical datasets are selected as 1 month (Sex6yr), 1 day (MIT_RM) and 5 minutes (School), respectively.
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