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Abstract

The paper by R. Garrappa, S. Rogosin, and F. Mainardi, entitled “On a generalized three-parameter Wright function of the Le Roy type” and published in Fract. Calc. Appl. Anal. 20 (2017), 1196–1215, ends up leaving the open question concerning the range of the parameters $\alpha$, $\beta$ and $\gamma$ for which Mittag-Leffler functions of Le Roy type $F_{\alpha,\beta}^{(\gamma)}$ are completely monotonic. Inspired by the 1948 seminal H. Pollard’s paper which provides the proof of the complete monotonicity of the one-parameter Mittag-Leffler function, the Pollard approach is used to find the Laplace transform representation of $F_{\alpha,\beta}^{(\gamma)}$ for integer $\gamma = n$ and rational $0 < \alpha \leq 1/n$. In this way it is possible to show that the Mittag-Leffler functions of Le Roy type are completely monotone for $\alpha = 1/n$ and $\beta \geq (n + 1)/(2n)$ as well as for rational $0 < \alpha \leq 1/2$, $\beta = 1$ and $n = 2$. For further integer values of $n$ the complete monotonicity is tested numerically for rational $0 < \alpha < 1/n$ and various choices of $\beta$. The obtained results suggest that for the complete monotonicity the condition $\beta \geq (n + 1)/(2n)$ holds for any value of $n$.
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1. Introduction

The Mittag-Leffler (ML) functions of the Le Roy type (denoted here, for shortness, as MLR functions) are defined in [5] as

$$F_{\gamma}^{(\alpha, \beta)}(z) = \sum_{r=0}^{\infty} \frac{z^{r}}{\Gamma(\beta + \alpha r)} \gamma^{r}, \quad z \in \mathbb{C}, \quad \alpha, \beta, \gamma \in \mathbb{C}, \quad \Re(\alpha) > 0,$$

and treated as generalizations of the Mittag-Lefler (ML) function $E_{\alpha, \beta}(z) = \sum_{r=0}^{\infty} \frac{z^{r}}{\Gamma(\beta + \alpha r)}$. These are entire functions of the complex variable $z$ for all values of the parameters such that $\Re \alpha > 0$, $\beta \in \mathbb{R}$ and $\gamma > 0$.

In this paper we consider the MLR functions in the case of integer positive $\gamma = n$,

$$F_{\alpha, \beta}^{(n)}(-x) = \sum_{r=0}^{\infty} \frac{(-x)^{r}}{\Gamma(\beta + \alpha r)} n^{r}, \quad x \in \mathbb{R}, \quad \alpha > 0, \beta \in \mathbb{R}, \quad n = 1, 2, \ldots.$$  \hspace{1cm} (1.1)

For particular choices of the parameters the MLR functions return more widely-known special functions: the one parameter ML function $E_{\alpha}(-x)$ and the two parameter ML function $E_{\alpha, \beta}(-x)$ for $n = 1$ and $n = \beta = 1$ respectively; the Bessel function of the first kind $J_{0}(2\sqrt{x})$ when $\alpha = \beta = 1$ and $n = 2$; the standard Le Roy function when $\alpha = 1$, $\beta = 2$ and arbitrary integer $n$.

For many years several efforts have been paid to study the complete monotonicity (CM) of the Mittag-Leffler functions which has been, however, proved just for some of the mentioned special cases but not for the more general case for which CM has been only conjectured, [5].

We recall that a function $f(x), x \in D$, is CM if $f \in \mathcal{C}^{\infty}(D)$ and all its $n$-th derivatives satisfy the inequalities \[ (-1)^{n} f^{(n)}(x) \geq 0, \quad n = 0, 1, 2, \ldots \] \hspace{1cm} (1.2)

According to the Bernstein theorem [32, Theorem 12a], the key property of CM functions is that the are uniquely representable as Laplace transforms of non-negative weight functions $F(p)$ supported on $p \in [0, \infty)$, i.e.

$$f(x) = \int_{0}^{\infty} e^{-xp} F(p) \, dp.$$  \hspace{1cm} (1.3)

The CM character of the one-parameter ML function $E_{\alpha}(-x)$, for $0 < \alpha < 1$, was first shown in [24] and results for the two-parameter ML function were instead presented in [11, 20, 30] for $0 < \alpha < 1$ and $\beta \geq \alpha$. In the recent paper [5] it is shown that also the three parameter ML function $E_{\alpha, \beta}^{\gamma}(-x)$ (often referred to as the Prabhakar function) is CM when $0 < \alpha < 1,$
\( \gamma > 0, \) and \( \beta \geq \alpha \gamma, \) thus extending some results previously investigated in \[15, 31\] for the special case of the compound function \( t^{\beta-1}E^\gamma_{\alpha,\beta}(-t^\alpha) \) under the conditions \( 0 < \alpha < 1, \gamma > 0, \) and \( 0 < \alpha \gamma \leq \beta \leq 1. \) Additionally, in \[21\] the CM character was studied for more familiar functions, namely the negative power, the exponential, and the modified Bessel functions of the first and second kind.

Inspired by the fact that the special cases of the MLR functions for \( n = 1 \) are CM we expect that under some conditions the MLR functions should be CM for \( n \neq 1 \) as well. Indeed, this is the essence of the unanswered question which closes the paper \[5\]:

*To find conditions on the parameters \( \alpha, \beta, \gamma \) for which the function \( F^{(\gamma)}_{\alpha,\beta}(-x), 0 < x < -\infty, \) is completely monotone.*

In this paper, by exploiting the technique proposed 70 years ago in \[24\], we provide a first answer to this question limited to the case of integer \( \gamma = n = 1, 2, ... \) and rational \( 0 < \alpha < 1. \)

The paper is organized as follows. In Sect. 2 we recall various forms of the MLR function often refereed to, in the physical and mathematical literature, as \( \alpha \)-Mittag-Leffler function, multi-index Mittag-Leffler function, and the Mittag-Leffler function of vector index. A novelty is that we introduce a representation of the MLR function in terms of a finite sum of generalized hypergeometric functions. The Laplace transform evaluated for this type of MLR function yields s known formula \[3, 5\] which allows to reduce the value of the parameter \( n \) labeling the MLR function to \( n - 1 \) (see Appendix C). In Sect. 3 we invert this Laplace transform and next use it \( n \) times. That enables us to represent the MLR function with the rational parameter \( \alpha = l/k \) \((0 < l/k < 1)\) as the \( n \) times nested integral of the two parameters ML function \( E_{l/k,\beta}(-x) \). Using the contour integral representation of \( E_{l/k,\beta}(-x) \) we arrive at the Laplace transform representation of the MLR function with the weight function \( m_{l/k,\beta}(n; y) \). The non-negativity of \( m_{l/k,\beta}(n; y) \) for \( \beta \geq (n + 1)/(2n) \) and \( ln = k \) as well as for \( n = 2, 2l < k \) and \( \beta = 1 \) is shown analytically in Sect. 4 and illustrated for special values of parameters for which \( m_{l/k,\beta}(n; y) \) can be transformed into known special functions. We also check, using numerical evaluations, the nonnegativity of \( m_{l/k,\beta}(n; y) \) for various values of \( \beta, l/k = 3/7, 3/10, \) and \( n = 2, 3. \) It turns out that the condition \( \beta \geq (n + 1)/(2n) \) is still in the game and if it is kept the function \( m_{l/k,\beta}(n; y) \) is non-negative. The paper is concluded in Sect. 5. The appendices \[A,B\] contain the list of the used formulas related to the high transcendental functions, especially the Meijer \( G\) and the generalized hypergeometric functions.
2. The variety of the MLR functions

The MLR function for real \( x, \alpha = \nu_G, \beta = \gamma_G, \) and \( n = \alpha_G + 1 \) (the subscript \( G \) is used to emphasize the reference [3] Def. 3.1 from which its definition and formula are taken) is called the \( \alpha \)-Mittag-Leffler function \( E_{\alpha_G; \nu_G; \gamma_G}(x) \). For integer \( \alpha_G \) the \( \alpha \)-ML function is expressed, according to [3, Eq. (3.7)], as

\[
F_{\alpha, \beta}^{(n+1)}(x) = E_{n; \alpha, \beta}(x) = 1 \Psi_{n+1} \left[ x \left( \frac{(1,1)}{n+1}, \frac{(\beta, \alpha)}{(n+1)}, \ldots, \frac{(\beta, \alpha)}{(n+1)} \right) \right],
\]

where

\[
p\Psi_q \left[ z \left( \frac{(a_1, A_1), \ldots, (a_p, A_p)}{p}, \frac{(b_1, B_1), \ldots, (b_q, B_q)}{q} \right) \right] = \sum_{r=0}^{\infty} \frac{z^r \prod_{i=1}^{p} \Gamma(a_i + A_i r)}{r! \prod_{i=1}^{q} \Gamma(b_i + B_i r)}
\]

is the Wright generalized hypergeometric function with \( a_i, b_i \in \mathbb{C}, A_i, B_i > 0, \) and complex \( z \). The MLR function can be also represented by the multi-index Mittag-Leffler function [12] known also as the ML function of vector index [13]. In [12, 13] this function is expressed and studied by the series

\[
E_{(\alpha_i), (\beta_i)}^{(m)}(z) = \sum_{r=0}^{\infty} \frac{z^r \prod_{i=1}^{p} \Gamma(\beta_i + \alpha_i r)}{r! \prod_{i=1}^{q} \Gamma(\beta_i + \beta_i r)} = H_{1, m+1}^{1, 1} \left[ -z \left( \frac{(0, 1), (1 - \beta_i, \alpha_i)^m}{(0, 1), (1 - \beta_i, \alpha_i)^m} \right) \right],
\]

and also as a Fox \( H \)-function whose main properties are listed in Appendix A. Namely,

\[
E_{\alpha, \beta}^{(n)}(-x) = E_{(\alpha, \ldots, \alpha), (\beta, \ldots, \beta)}^{(n)}(-x) = H_{1, n+1}^{1, 1} \left[ x \left( \frac{(0, 1)}{(0, 1), (1 - \beta, \alpha)^n} \right) \right].
\]

The asymptotic behaviour of the MLR function for complex arguments as well as its integral representations in the complex domain are discussed in [5]. Moreover, in [22], it has been recently given the integral representation of the MLR function for \( \alpha, \beta, x > 0, \) and \( \alpha + \beta \geq x_0 \) where \( x_0 \) is the abscissa of the minimum of the Gamma function. This representation reads

\[
F_{\alpha, \beta}^{(\gamma)}(x) = \frac{1}{\Gamma(\beta)} + \frac{x}{\Gamma(\alpha + \beta)} + \frac{x^2}{1-x} + \frac{\gamma x}{x-1} \int_{x}^{\infty} t^{\gamma-1}(t-\beta)/\alpha \frac{dt}{t^{\gamma+1}},
\]

where \( \Gamma^{-1} \) is defined on the increasing branch of the inverse Gamma function in the right half-plane and \( [x] \) denotes the integer part of a real \( x \).

Another possibility to represent the MLR function is to express it as a finite sum of generalized hypergeometric functions. This may be obtained
if one assumes the parameter $\alpha$ to be rational, $\alpha = l/k$, $0 < l/k < 1$, and uses in the Eq. (1.1) the so-called splitting formula

$$
\sum_{r=0}^{\infty} a_r = \sum_{j=0}^{m-1} \sum_{r=0}^{\infty} a_{mr+j},
$$

(2.4)

according to which the series of $a_r$ splits into $m$ sums with the terms $a_{mr}$, $a_{mr+1}$, ..., $a_{mr+j}$. Thus, we can rewrite $F_{l/k,\beta}^{(n)}(z)$ as

$$
F_{l/k,\beta}^{(n)}(z) = \frac{z^j}{\Gamma(\beta + \frac{r}{k}j)^n} \sum_{r=0}^{\infty} z^{kr/r} \frac{(1)_r}{[(\beta + \frac{r}{k}j)_r]^n},
$$

(2.5)

where in the second sum we have the Pochhammer symbols $(1)_r$ and $(\beta + lj/k)_r$. The last of them, indexed by multiplication of integers $l$ and $r$, can be simplified into the Pochhammer symbol of index $r$ according to

$$
(\beta + \frac{r}{k}j)_r = l^{r} \prod_{i=0}^{\infty} \left(\frac{\beta + lj/k}{r+i}\right)^{r}. 
$$

(2.6)

The substitution of Eq. (2.6) into Eq. (2.5) enables us to use the series representation of the generalized hypergeometric function given by Eq. (B.1) and obtain a formula involving $k$ functions $F_{nl}^{(n)}$ of the argument $z^{l/k}$. Their upper (first) lists of parameters contain only one element equal to 1, whereas the lower (second) lists of parameters contain $nl$ elements given by $n$ times repetition of $\Delta(l, \beta + lj/k)$ where the symbol $\Delta(r, \lambda)$ denotes the sequence of $r$ elements

$$
\Delta(r, \lambda) := \left[\frac{\lambda}{r}, \frac{\lambda+1}{r}, ..., \frac{\lambda+r-1}{r}\right].
$$

Consequently, we can express the MLR function, Eq. (2.5), as

$$
F_{l,k,\beta}^{(n)}(z) = \sum_{j=0}^{k-1} \frac{z^{j}}{\Gamma(\beta + \frac{r}{k}j)^n} \sum_{r=0}^{\infty} \frac{1}{r!} \left[\Delta(l, \beta + lj/k)_{r}^{\text{n times}} \right] \frac{z^{k}}{F_{nl}^{(n)}}.
$$

(2.7)

3. The MLR function $F_{\alpha,\beta}^{(n)}(-x)$ as the Laplace transform

All forms of the MLR function mentioned in the previous section satisfy the Laplace transform rule

$$
\int_{0}^{\infty} e^{-st} t^{\beta-1} F_{\alpha,\beta}^{(n)}(\lambda t^{\alpha}) \, dt = s^{-\beta} F_{\alpha,\beta}^{(n-1)}(\lambda s^{-\alpha}),
$$

(3.1)
where $\lambda$ is a real or complex constant. The proof of this formula for various representation of the MLR function can be found, e.g., in [3, 5] and also in Appendix [C]. After inverting Eq. (3.1) and making the change of variable $st = z^{1/\alpha}$ we arrive at

$$F_{n}^{(n)}(\lambda^{\alpha}) = \frac{\alpha}{2\pi i} \int_{L_z} e^{\frac{1}{\alpha} z \frac{1}{\alpha} z^{-\beta}} F_{n-1}^{(n-1)}(\lambda^{\alpha}/z) \, dz,$$  

(3.2)

where $L_z$ denotes the Bromwich contour with $\Re(z) > 0$. It is easy to see that both the direct and the inverse Laplace transforms in Eqs. (3.1) and (3.2), respectively, reduce the value of $n$ in the MLR function to $n - 1$. Thus, by using (3.2) recursively one obtain nested integrals which allow to express $F_{n}^{(n)}(\lambda^{\alpha})$ in terms of $F_{n}^{(1)}(\lambda^{\alpha})$, namely the two-parameters ML function $E_{\alpha,\beta}(\lambda^{\alpha})$.

### 3.1. The toy model: the MRL function for $n = 2$.

As a toy model we consider Eq. (3.2) for rational $\alpha = l/k \,(0 < l/k < 1)$, $n = 2$, and $\lambda t^{l/k} = -x$. From Eq. (3.2) we can express the MLR function for $n = 2$ as the contour integral of the MLR function for $n = 1$, for which $F_{l,k,\beta}^{(1)}(-x) = E_{l/k,\beta}(-x)$. The integral form of $E_{l,k,\beta}(-x)$ can be found in [6, Eq. (6)] for $\gamma = 1$ which for rational $\alpha = l/k$ reads

$$F_{l,k,\beta}^{(1)}(-x) = E_{l,k,\beta}^{(2)}(-x) = \int_{0}^{\infty} e^{-x u} u^{-1 - \frac{k}{l}} g_{l,k,\beta}(u^{-1}) \frac{k}{l} \, du. \quad (3.3)$$

The auxiliary functions $g_{l,k,\beta}(\sigma)$ is given by Eq. (14) of [6]; their explicit form will be quoted later in this section. Substituting Eq. (3.3) into Eq. (3.2) for $n = 2$ we have

$$F_{l,k,\beta}^{(2)}(-x) = \frac{(k/l)^2}{2\pi i} \int_{L_z} e^{z/k/l} z^{-1 - \beta} \int_{0}^{\infty} e^{-x u/z} u^{-1 - \frac{k}{l}} g_{l,k,\beta}(u^{-1}) \, du \, dz. \quad (3.4)$$

Now, let $y = u/z$ be the new variable in the second integral of Eq. (3.4) and let us change the order of integrals. Then we end up with the Laplace transform representation of $F_{l,k,\beta}^{(2)}(-x)$ in which the weight function $m_{l,k,\beta}(2; y)$ is expressed as

$$m_{l,k,\beta}(2; y) = y^{-1 - \frac{k}{l}} \frac{(k/l)^2}{2\pi i} \int_{L_z} e^{z/k/l} z^{-1 - \beta} g_{l,k,\beta}(y z)^{-1} \, dz = y^{-1 - \frac{k}{l}} \frac{k/l}{2\pi i} \int_{L_\eta} e^{\eta y^{-k/l}} \eta^{-1 - \beta} g_{l,k,\beta}(\eta^{-1}) \, d\eta, \quad (3.5)$$
where we set \( \eta = (zy)^{k/l} \) and modify the contour \( L_z \) onto \( L_\eta \). Substituting the explicit form of the auxiliary function \( g_{l/k, \beta}(\sigma) \)

\[
g_{l/k, \beta}(\sigma) = \frac{\sqrt{T}^{3/2 - \beta}}{(2\pi)^{(k-1)/2}} \frac{1}{\sigma} G_{l, k}^{l, 0} \left( \frac{l!}{k^k \sigma^l} \right) \Delta(l, \beta),
\]

which for \( \beta = 1 \) is the one-sided Lévy stable distribution [8, 7], and using the Eq. (A.5) yields to

\[
m_{l/k, \beta}(2; y) = \frac{(2\pi)^{-1} + 1}{2} \frac{k^{3/2}}{l^{(\beta - 1)/2}} y G_{l, k}^{l, 0} \left( \frac{l^{2} y^{k}}{k^{k}} \right) \Delta(l, \beta), \Delta(l, \beta)
\]

and

\[
2l \leq k.
\]

**Remark 3.1.** The explicit form of the auxiliary function \( g_{\alpha, \beta}(\sigma) \) given by Eq. (3.6) for \( \alpha = l/k \) comes from the Bromwich contour integral presented in Eq. (8) for \( \gamma = 1 \) of [6], namely

\[
g_{\alpha, \beta}(\sigma) = \alpha y^{-\alpha} \int_{L} e^{\sigma z - z^{\alpha}/(2\pi i)} dz.
\]

For rational \( \alpha = l/k \) it can be calculated by using [27, Eq. (2.1.19)] and we get \( g_{l/k, \beta}(\sigma) \) in the form of Eq. (3.6). For arbitrary real \( \alpha \) such that \( 0 < \alpha < 1 \) we can employing [28, Eq. (3)] reported in [16, Eq. (F.2)] and we express \( g_{\alpha, \beta}(\sigma) \) in the form of the generalized Wright function (2.6):

\[
g_{\alpha, \beta}(\sigma) = \alpha \sigma^{-1 - \alpha} \Psi_{1} \left( -\sigma^{-\alpha} \left| - \frac{1}{(\beta, -\alpha)} \right. \right).
\]

**3.2. The weight function** \( m_{l/k, \beta}(n; y) \). Based on the considerations presented in the previous section for our toy model we can generalize Eqs. (3.7) and (3.8) thanks to the following result.

**Theorem 3.1.** Let \( n, l, k \) be integers such that \( l/k < 1/n \). The MLR function \( F_{l/k, \beta}^{(n)}(-x) \) is the inverse Laplace transform

\[
F_{l/k, \beta}^{(n)}(-x) = \int_{0}^{\infty} e^{-xy} m_{l/k, \beta}(n; y) dy
\]

with the weight function

\[
m_{l/k, \beta}(n; y) = \frac{(2\pi)^{1-k}}{y^{(n(1-l))/2}} \frac{k^{3/2}}{l^{(\beta - 1)/2}} y G_{n, l}^{l, 0} \left( \frac{l^{n} y^{k}}{k^{k}} \right) \Delta(l, \beta), \ldots, \Delta(l, \beta)
\]

\[
\frac{1}{n \text{times}}
\]

\[
\Delta(k, 1)
\]

(3.12)
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Proof. The proof consists of two steps. First we show that the Laplace transform integral of \( m_{l/k,\beta}(n;y) \) leads to the MLR function, namely (3.11) and hence we prove the necessary and sufficient condition for the existence of the Laplace transform, that is

\[
|m_{\alpha,\beta}(n;y)| \leq A e^{ay},
\]

where \( 0 < y < \infty \) and \( A \) as well as \( a \) being constants.

Step 1. We substitute \( m_{l/k,\beta}(n;y) \) given by Eq. (3.12) into the LHS of Eq. (3.11). Thus, we get the Laplace transform of the Meijer \( G \) function multiplied by a power function. Such Laplace transform may be evaluated by applying Eq. (A.6) in which we invert the argument according to Eq. (A.3). That gives

\[
\int_0^\infty e^{-xy} m_{l/k,\beta}(n;y) \, dy = \left( 2\pi \right)^{1-k-\frac{2}{\beta} l(1-1)} k \Gamma(n(\beta-\frac{2}{\beta}))^{-1} G_{k,k}^{k,k} \left( \begin{array}{c} \Delta(k,0), \Delta(l,1-\beta) \ldots \Delta(l,1-\beta) \\ n \text{ times} \end{array} \right)
\]

and

\[
nl \leq k.
\]

To get the MLR function we represent the RHS of Eq. (3.14) as the finite sum of the hypergeometric functions which is achieved after employing Eq. (A.4). The comparison of the obtained formula with the MLR function Eq. (2.7) completes the first step of the proof.

Step 2. Let us now find the series representation of \( m_{l/k,\beta}(n;y) \). From Eq. (A.4) we can express Eq. (3.12) as the finite sum of the hypergeometric functions:

\[
m_{l/k,\beta}(n;y) = \sum_{j=0}^{k-1} \frac{(-y)^j}{j! \Gamma(1-b_j)} \frac{1}{n^{1+nl}} F_k \left( \begin{array}{c} 1, (a_1), \ldots, (a_l) \\ \Delta(k,1+j) \end{array} ; (1-nl-k)! \frac{y^k}{k^k} \right),
\]

where \( (a_l) = \Delta(l,b_j) \) with \( b_j = 1 - \beta + \frac{1}{k}(1+j) \). The coefficients in Eq. (3.16) can be obtained using the Gauss multiplication formula for the Gamma function

\[
\Gamma(n\lambda) = (2\pi)^{\frac{1-n}{2}} n^{n\lambda} \prod_{i=0}^{n-1} \Gamma(\lambda + \frac{i}{n}).
\]

Thereafter, we substitute the series representation of \( 1+nlF_k \) given by Eq. (3.17) into Eq. (3.16). Thus, we obtain two sums: one of them is finite
and contains \( k \) elements and it is indexed by \( j, j = 0, 1, \ldots, k - 1 \), and the another one is the series over \( r, r = 0, 1, \ldots, \) For these two sums we use the splitting formula given by Eq. (2.4) according to which the index \( kr + j \) is changed into \( r, r = 0, 1, \ldots, \). It yields to

\[
m_{l/k, \beta}(n; y) = \sum_{r=0}^{\infty} y^r c_r \left( \frac{1}{k}, \beta, n \right) \quad \text{with} \quad c_r \left( \frac{1}{k}, \beta, n \right) = \frac{(-1)^r}{r! \Gamma(1 - b_r)} n^r. \quad (3.18)
\]

Thanks to the series representation of \( m_{l/k, \beta}(n; y) \) it is easy to show when condition (3.13) is satisfied. To this purpose we use the triangular inequality which gives the necessary and sufficient condition

\[
|m_{l/k, \beta}(n; y)| \leq \sum_{r=0}^{\infty} y^r |c_r \left( \frac{1}{k}, \beta, n \right)| \leq \frac{1}{\Gamma(\beta - \frac{1}{k})} n \sum_{r=0}^{\infty} y^r = \frac{1}{\Gamma(\beta - \frac{1}{k})} n y^v. \quad \square
\]

**Remark 3.2.** Eq. (3.12) for \( l < k, \beta > 0, \) and \( n = 2 \) reconstructs Eqs. (5.1). For \( l < k, \beta > 0, \) and \( n = 1 \) we have \( ky^{-1-k/l} g_{l/k, \beta}(y^{k/l})/l \) where \( g_{l/k, \beta}(\sigma) \) is given via Eq. (3.6). For \( l < k \) and \( n = \beta = 1 \) it leads to the Meijer \( G \) representation of the one-sided Lévy stable probability distribution, to see that compare \( \Phi_{l/k}(\sigma) = l \sigma^{-1-l/k} m_{l/k, 1}(1; \sigma^{-l/k})/k \) with Eq. (2) of [8].

The weight function \( m_{l/k, \beta}(n; y) \) can be also expressed through the generalized Wright function. Recalling Eq. (3.16) in which we use the series form of the generalized hypergeometric function with the Gauss multiplication formula for the Gamma function we have

\[
m_{l/k, \beta}(n; y) = \sum_{j=0}^{k-1} \frac{\sin^n(\pi bj)}{\pi^n} (-y)^j 1_{n+j} \Psi_1 \left[ \left( -1 \right)^{n+j+k} y^k \begin{pmatrix} 1, 1, (bj, l), \ldots, (bj, l) \\ (1+j, k) \end{pmatrix} \right],
\]

where parameters \( b_j \) are the same introduced immediately after Eq. (3.16).

**3.3. Radius of convergence.** Below we will find the interval \( y \in [0, R) \) in which the power series \( m_{l/k, \beta}(n; y) \) converges, i.e., we determine its radius of convergence \( R = \lim_{r \to \infty} |c_r/c_{r+1}| \). It is calculated from Eq. (3.18) with the help of the Stirling formula \( \Gamma(z) \propto \sqrt{2\pi z} z^{-1/2} \exp(-z) \) and reads

\[
R = \lim_{r \to \infty} \left| \frac{(1+r) \Gamma[\beta - \frac{1}{k}(2+r)]}{\Gamma[\beta - \frac{1}{k}(1+r)]} \right|^n = \lim_{r \to \infty} \left| \frac{1+r}{\beta - l(1+r)/k} \right|^{ln/k} = (k/l)^{ln} \lim_{r \to \infty} r^{1-\frac{1}{k} n}. \quad (3.19)
\]
From the above we see that $R$ is infinite for $ln < k$; finite for and equal to $(k/l)^{ln/k}$ for $ln = k$, and zero for $ln > k$. Thus, under the considered condition $ln \leq k$ the function $m_{l/k,\beta}(n; y)$ is well-defined.

4. Nonnegative character of $m_{l/k,\beta}(n; y)$

From the Bernstein theorem \[29, 32, 19\] we know that any CM function can be expressed as the Laplace transform of a nonnegative weight function. In Sec. 3 we have found the Laplace transform representation of the MLR function with $m_{l/k,\beta}(n; y)$ as the weight function. Now, we will show that $m_{l/k,\beta}(n; y)$ is nonnegative for some values of $n$ and $\beta$. We will consider three cases: $nl = k$ is presented in the part $I$, $2l < k$ in the part $II$, and the general case $nl < k$ in the part $III$.

$I$. For $ln = k$ where $n = 2, 3, \ldots$ and $l, k$ are integers such that $l < k$ the radius of convergence of $m_{l/k,\beta}(n; y)$ is finite and equals to $n$. If $n$ is an integer then we can consider only the case of $l = 1$ and $k = n$. This generalizes all possible choices of $l$ and $k$ because we take integers $n$ equal to $k/l$. The weight function $m_{l/k,\beta}(n; y)$ for $l = 1, k = n$ can be represented as

$$m_{1/n,\beta}(n; y) = (2\pi)^{1/2} \frac{n^{3/2}}{y} G_{n,0}^{n,n} \left( \frac{y^n}{n^2} \Delta(n, 1) \right) \Theta(n - y), \quad (4.1)$$

where the Heaviside function $\Theta(\cdot)$ is introduced to extend the domain of integration space on the positive semiaxis $[0, \infty)$. Obviously, it encodes the information about the finite radius of convergence: $m_{1/n,\beta}(n; y) = 0$ for $y > n$.

According to Lemma 2 of [11], the Meijer $G$-function appearing in the RHS of Eq. (4.1) is nonnegative if $\beta = (\beta, \ldots, \beta)$ ($\beta$ occurs $n$ times) is weakly supermajorized by $n = \Delta(n, 1)$. Due to Definition A.2 of [17] or to the Eq. (15) of [11] the sequence $B = (b_1, \ldots, b_n)$ is weakly supermajorized by the sequence $A = (a_1, \ldots, a_n)$ if $0 < b_1 \leq \ldots \leq b_n$, $0 < a_1 \leq \ldots \leq a_n$, and

$$\sum_{i=0}^{N} a_i \leq \sum_{i=0}^{N} b_i \quad \text{for} \quad N = 1, 2, \ldots, n. \quad (4.2)$$

In our case the elements of the sequence $A$ are the ratios $i/n$ with $i = 1, 2, \ldots, n - 1$, and elements of the sequence $B$ are all equal to $\beta$. For such chosen $A$ and $B$ the condition Eq. (4.2) has the form

$$\sum_{i=1}^{N} \frac{i}{n} \leq \sum_{i=1}^{N} \beta \quad \text{for} \quad N = 1, 2, \ldots, n, \quad (4.3)$$
from which $\beta \geq (N + 1)/(2n)$, $N = 1, 2, \ldots, n$. For the largest allowed value of $N$, i.e. $N = n$, it yields to

$$\beta \geq \frac{n + 1}{2n}$$

(4.4)

which provides the condition for the parameter $\beta$ under which the function $m_{1/n, \beta}(n; y)$ is nonnegative.

**Example 4.1.** According to Eq. (4.4) the simplest case of $m_{1/n, \beta}(n; y)$ is that for $k = n = 2$ and $\beta = 1$ which agrees with the restriction Eq. (4.4) giving $\beta \geq 3/4$. For the above values of $n, l, k$, and $\beta$ the function $m_{1/2,1}(2; y)$ is

$$m_{1/2,1}(2; y) = \frac{1}{\pi} \Gamma(1/2) \exp\left(-\frac{y^2}{4}\right) = \frac{2}{\pi \sqrt{4 - y^2}}$$

(4.5)

for $0 < y < 2$ and zero for $y \geq 2$. The Laplace transform of $m_{1/2,1}(2; y)$ is known (see Eq. (2.3.7.1) of [23])

$$\int_0^\infty \frac{2 e^{-xy} dy}{\pi \sqrt{4 - y^2}} = 0 F_1\left(-\frac{1}{3}; x^2\right) - \frac{4x}{\pi} 1 F_2\left(\frac{1}{3}, \frac{3}{2}; x^2\right)$$

(4.6)

which reproduces the MLR for $\alpha = 1/2, \beta = 1$, and $n = 2$, see Eq. (2.7) for considered values of parameters $\alpha, \beta$, and $n$. We emphasize the importance of the condition $\beta \geq (n + 1)/(2n)$; if it is broken then the function $m_{1/k, \beta}(n; y)$ may become negative, e.g. by taking $\beta = 1/2$ we arrive at

$$m_{1/2,1/2}(2; y) = -\frac{y}{4\pi} \Gamma(1/2) \exp\left(-\frac{y^2}{4}\right) = -\frac{2y}{\pi (4 - y^2)^{3/2}},$$

(4.7)

negative for $0 < y < 2$ and $0$ for $y \geq 2$.

The cases of $n = 3, n = 4$, and $n = 5$ as well as the case of $n = 2$ are presented in Fig. 1. In Fig. 1 the red curve presents $m_{1/n,1}(n; y)$ for $n = 2$, the blue curve is for $n = 3$, the green one for $n = 4$, and the orange one is for $n = 5$. All functions are defined in finite domains and for $\beta = 1$ such value of $\beta$ automatically satisfied the condition (4.4).

**II.** We consider the nonnegativity of the toy model introduced in Eq. (3.5), i.e. the function $m_{1/k,1}(2; y)$, $0 < l/k < 1/2$. The inversion of the second formula of Eq. (3.5), with $\beta = 1$ and $y = u^{-l/k}$ being applied, reads

$$\eta^{-2} y_{1/n,1}(\eta^{-1}) = \eta^{-2} \Phi_{1/n,1}(\eta^{-1}) = \int_0^\infty e^{-\eta u} \frac{1}{k} e^{-u^{-l/k}} m_{1/k,1}(2; u^{-l/k}) du$$

(4.8)

where, as mentioned in Section 3.1, $\Phi_{1/n,1}(\eta^{-1})$ is the one-sided Lévy stable distribution. Next, we integrate of both side of Eq. (4.8) by $\exp\left[-(x/2)^2 \eta^{-1}\right]$ for $\eta > 0$. Setting $\eta^{-1} = \xi$ in the left-hand side in Eq. (4.8) leads to
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Figure 1. Plot of $m_{1/n,1}(n;y)$ given by Eq. (4.1) for $n = 2$ (the red curve), $n = 3$ (the blue curve), $n = 4$ (the green curve), and $n = 5$ (the orange curve).

\[
\int_0^\infty e^{-\frac{x}{2}\eta^{-1}} \eta^{-2} \Phi_k^{(1)}(\eta^{-1}) \, d\eta = \int_0^\infty e^{-\frac{x}{2}\xi} \Phi_k^{(1)}(\xi) \, d\xi
\]
\[
= \exp\left[-\frac{x}{2l/k}\right]. \quad (4.9)
\]

The integration of the right-hand side of Eq. (4.8) by $\int_0^\infty e^{-\frac{x}{2}\eta^{-1}} \, d\eta$, where we apply $u = t^2$, together with the change of the order of integrations, give

\[
\int_0^\infty \frac{2l}{k} t^{-\frac{2l}{k}} m_{1,1}(2; t^{-2l/k}) \left[ \int_0^\infty e^{-n^2 - \frac{x}{2}\eta^{-1}} \, d\eta \right] t \, dt
\]
\[
= \sqrt{x} \int_0^\infty \frac{2l}{k} t^{-\frac{2l}{k}-\frac{1}{2}} m_{1,1}(2; t^{-2l/k}) \sqrt{\pi} K_1(xt) \, dt. \quad (4.10)
\]

The integral in square bracket is equal to $x K_1(xt)/t$, where $K_1(xt)$ denotes the modified Bessel function of the second kind named also the McDonalds function. According to Eq. (4.5), we can compare Eq. (4.9) with (4.10). The equality between these formulas yields the Hankel-type transform [21, 14]:

\[
\int_0^\infty e^{-\frac{x}{2}\eta^{-1}} \eta^{-2} \Phi_k^{(1)}(\eta^{-1}) \, d\eta = \int_0^\infty e^{-\frac{x}{2}\xi} \Phi_k^{(1)}(\xi) \, d\xi
\]
The completely monotonic character of the KWW function \( \exp\left[-\left(x/2\right)^{2l/k}\right] \) for \( 0 < l/k < 1/2 \) shown in [23]. Moreover, the function with the negative power is also completely monotone. Then, their product is also completely monotonic. From Theorem 7 of [21], see point 4, it appears that \( t^{-2l/k-1/2}m_{1/k,1}(2; t^{-2l/k})m_{1/k,1}(2; t^{-2l/k}) \) is nonegative function. Because \( t > 0 \) then \( t^{-2l/k-1/2}m_{1/k,1}(2; t^{-2l/k}) \) are nonegative functions. That finish the proof of nonegative character of \( m_{1/k,1}(2; y), y > 0, \) under condition \( 2l < k. \)

**Example 4.2.** Eq. (3.16) for \( \beta = l = 1, k = 3, \) and \( n = 2 \) gives

\[
m_{1/3,1}(2; y) = e^{-\frac{y^3}{27}} \left[ \frac{1F1\left(\frac{1}{2};\frac{y^3}{27}\right)}{\Gamma(2/3)} - \frac{3y\Gamma(2/3)^2}{4\pi^2} \frac{1F1\left(\frac{2}{3};\frac{y^3}{27}\right)}{\Gamma(4/3)} \right],
\]

(4.12)

where we have used Kummer’s relation given by Eq. (B.3). Eq. (4.12), after applying to it the Eq. (B.4), can be expressed in terms of the modified Bessel function of the second kind \( K_\nu(x), \nu \in \mathbb{R} \)

\[
m_{1/3,1}(2; y) = \frac{\sqrt{y}}{2 \pi^{3/2}} e^{-\frac{y^3}{27}} K_{1/6}(y^{3/54}).
\]

(4.13)

Because \( K_\nu(x) \) is positive for \( x > 0 \) then \( m_{1/2,1}(2; y) \) is also positive function for \( 0 < y < \infty. \)

**Example 4.3.** According to Eq. (3.16) for \( \beta = l = 1, k = 4, \) and \( n = 2 \) the function \( m_{1/4,1}(2; y) \) contains three hypergeometric functions \( _1F_2 \) which after using Eqs. (B.5) and (B.6) can be represented as

\[
m_{1/4,1}(2; y) = \frac{1}{\sqrt{2}} \left[ I_{1/4}(y^4/256) - \frac{y}{4} I_{-1/4}(y^4/256) \right]^2,
\]

(4.14)

where \( I_\nu(x)'s, \nu \in \mathbb{R} \) denote the modified Bessel function of the first kind. Obviously, the LHS of the Eq. (4.14) is positive as a square of real-valued function.

**III.** As the last case let us consider the \( l < k \) and \( \beta > 0 \) for which \( m_{l/k,\beta}(n; y) \) is well-defined for \( y \in [0, \infty) \). In this situation the asymptotics of the function \( m_{l/k,\beta}(n; y) \) at \( y = 0 \) is

\[
\lim_{y \to 0} m_{l/k,\beta}(n; y) = \Gamma((\beta - l/k))^{-n},
\]

(4.15)
which can be deduced by taking the zero term in the series Eq. (3.18). The asymptotic behavior of \( m_{l/k,\beta}(n;y) \) for \( y \gg 1 \) can be estimated by using Eq. (7) of [10] or task 1.18 on p. 41 of [18] being the special case of equation on page 289 of [2]. Thus, \( m_{l/k,\beta}(n;y) \) for large \( y \) can be approximated as

\[
m_{l/k,\beta}(n;y) \propto y^{nl-\frac{n}{k}(\beta-1/2)} \exp\left[-(k-nl)\left(\frac{nl}{k}\right)^{\frac{1}{k-nl}}\right],
\]

which goes to zero along the positive semi-axis.

In this general situation the nonnegativeness of \( m_{l/k,\beta}(n;y) \) is shown by making the numerical calculation. In Figs. 2 and 3 are presented \( m_{l/k,\beta}(n;y) \) for \( l/k = 3/7, n = 2, \beta = 1/2, 3/4, 1, 5/4 \) and \( l/k = 3/10, n = 3, \beta = 1/3, 2/3, 1, 4/3 \), respectively. Point out that these two examples were chosen in such a way that the condition \( nl < k \) is kept. It can be observe that \( m_{3/7,\beta}(2;y) \) and \( m_{3/10,\beta}(3;y) \) for \( \beta = 1/2 \) have the negative parts for \( y \in (0.086,1.666) \) and \( y \in (0.924,3.409) \), respectively.

![Figure 2](image-url)

**Figure 2.** The plot of \( m_{l/k,\beta}(2;y) \) for \( l = 3, k = 7, n = 2, \) and various parameter \( \beta \), this is \( \beta = 1/2 \) (the grey curve), \( \beta = 3/4 \) (the red curve), \( \beta = 1 \) (the blue curve), and \( \beta = 5/4 \) (the green curve).

It would be of interest, thus to give a definitive answer to the open question posed in [5], of finding the relationship which must satisfy \( \alpha \) and \( \beta \) in order to ensure the CM of the MLR function, namely the functional dependence \( M_n(\alpha) \) such that \( F_{\alpha,\beta}^{(n)}(-x) \) turns out CM when \( \beta \geq M_n(\alpha) \). For
Figure 3. The plot of $m_{l/k,\beta}(3;y)$ for $l = 3$, $k = 10$, $n = 3$, and various parameter $\beta$, this is $\beta = 1/3$ (the grey curve), $\beta = 2/3$ (the red curve), $\beta = 1$ (the blue curve), and $\beta = 4/3$ (the green curve).

$n = 1$, i.e. when $F_{\alpha,\beta}^{(1)}$ is the standard two-parameters ML function, it is known that this relationship is $\beta \geq \alpha$ with $0 < \alpha \leq 1$, thus $M_1(\alpha) = \alpha^{[30]}$.

In the more general case, unfortunately, we are not able to explicitly give an analytical representation of this dependence but, thanks to the theoretical findings investigated in the paper, in particular Theorem 3.1 and by means of some numerical procedures, we can approximate $M_n(\alpha)$ and give a graphical representation.

Indeed, a numerical procedure performed in variable precision arithmetics in Maple allow to evaluate the function $m_{\alpha,\beta}(n;y)$ in a sufficiently large interval for $y$ and for a wide range of $\alpha$ and $\beta$ and hence compute, thanks a binary search algorithm, for any $0 < \alpha < 1/n$ an approximation of the minimum value $M_n(\alpha)$ such that for $\beta \geq M_n(\alpha)$ it is $m_{\alpha,\beta}(n;y) \geq 0$ and hence $F_{\alpha,\beta}^{(n)}(x)$ is CM.

The values $M_n(\alpha)$ obtained for $n = 1, 2, 3, 4, and 5$ are presented in Fig. 4 where vertical dotted lines represent $1/n$ while the horizontal dotted lines...
are the limit values \((n + 1)/(2n)\) of Eq. (4.4). The computation of each \(M_n(\alpha)\) is not made on the whole interval \(\alpha \in (0, 1/n)\) since close to the upper bound \(1/n\) the convergence of \(m_{\alpha, \beta}(n; y)\) is very slow and numerically not stable.

As expected, \(M_n(\alpha)\) tends to be \((n + 1)/(2n)\) when \(\alpha \to 1/n\) and for \(\alpha = 1/n\) we find the result described in Sec. 4 point I. The straight line is only for \(n = 1\) which agrees with the already known results for the ML function.

5. Conclusions

It is known that special cases of the MLR function are completely monotonic when \(n = 1\) and, hence, there exists their unique Laplace transform with a nonnegative weight function. Inspired by this fact we expressed the MLR function \(F_{\alpha, \beta}^{(n)}(\cdot)\), \(n = 1, 2, \ldots\) and rational \(\alpha = l/k\) such that \(0 < l/k < 1\), as the Laplace transform of the weight function \(m_{\alpha, \beta}(n; \cdot)\). Thereafter, for proving the nonnegativity of \(m_{\alpha, \beta}(n; \cdot)\) we considered three
cases: (i) $\ln = k$, (ii) $2l < k$ and $\beta = 1$, and (iii) $\ln < k$. In the first two cases, namely (i) and (ii), we were able to prove the completely monotonicity of $F_{1/n,\beta}^{(n)}(-x)$ and $F_{1/k,1}^{(n)}(-x)$.

From the weakly supermajorized theorem [11, 17] appears that the weight function $m_{1/n,\beta}(n;y)$ is nonnegative for $\beta \geq (n+1)/(2n)$. This claim is in agreement with the fact that $m_{1/n,\beta}(n;y)$ has a finite radius of convergence which means that we have to deal with the Laplace transform defined on a finite sector. Such Laplace transform corresponds to the Hausdorff moment problem (the moment problem defined in the finite sector) which contains the positive defined weight function [32] related to $m_{1/n,\beta}(n;y)$. In the case (ii) with the help of Theorem 7, point 4 of [21] we were able to prove the nonnegativity of $m_{l/k,1}(n;y)$ for $n = 2$ and $\beta = 1$. Here, we specify two examples $l/k = 1/3$ and $l/k = 1/4$ for which the weight function $m_{l/k,1}(n;y)$ can be presented as the positive standard function which contains the Bessel function of the second kind and the square of the difference of the Bessel functions of the first kind. The last case, i.e. $\ln < k$, is more difficult. For this case we were able to consider only the asymptotics of $m_{l/k,1}(n;y)$ and show their nonnegative behaviour numerically.

We believe that for the proof of the nonnegative character of $m_{l/k,1}(n;y)$ it will be helpful its representation in terms of nested integrals. This form can be derived by using the Laplace transform of the MRL function. Every times when we apply Eq. (3.2) we reduce the parameter $n$ of the MLR function by one such that $n$ times used this formula allow one to present the $n$ MLR function as the nested integrals which started with $F_{\alpha,\beta}^{(1)}(-x)$, i.e. the two-parameter ML function $E_{\alpha,\beta}(-x)$. This two-parameter ML function is given by Eq. (3.3) and it is defined through $g_{\alpha,\beta}(u)$ function. The integral representation of $g_{l/k,1}(u)$ can be find in [6], see Eq. (7) for $\gamma = 1$ and rational $\alpha = l/k$:

$$g_{l/k,1}^{(1)}(u) = \frac{u^{1-l/k}}{2\pi i} \int_{L \xi} e^{z^{k/l}} e^{z^{1/k}(\frac{1}{n} - \beta)} \frac{z^{1/2}}{\pi} dz.$$  \hspace{1cm} (5.1)

Substituting Eq. (5.1) into $n$ times used Eq. (3.2) in which $\lambda^{l/k} = -x$ we can obtain that

$$F_{l/k,1}^{(n)}(-x) = \int_0^\infty e^{-xy} \left( \frac{k/l}{2\pi i} \int_{L \xi_n} e^{\xi_n^{k/l}} \xi_n^{1/2 - \beta} \times \cdots \times \frac{k/l}{2\pi i} \int_{L \xi_1} e^{\xi_1^{k/l}} \xi_1^{1/2 - \beta} e^{-\xi_1 \cdots - \xi_1 y} \right) dy.$$  \hspace{1cm} (5.2)
The Bromwich contour $L_{\xi_j}$, $j = 1, 2, \ldots, n$, is with $\Re(\xi_j) > 0$. Eq. (5.2) can be proved by induction. The circle bracket defined the weight function $m_{i,k,\beta}(n; y)$.

**Appendix A. The Meijer $G$-function**

The Fox $H$-function and its special case the Meijer $G$-function [26] are defined as an inverse Mellin-Barnes transform as follows: the Fox $H$-function $H_{m,n}^{p,q}[z | (a_p, A_p); (b_q, B_q)]$ can be written as

$$
H_{p,q}^{m,n} \left[ z \left| \begin{array}{c} [a_p, A_p] \\ [b_q, B_q] \end{array} \right. \right] = \frac{1}{2\pi i} \int_{\gamma_L} x^{-s} \frac{\prod_{i=1}^{m} \Gamma(b_i + B_i s) \prod_{i=1}^{n} \Gamma(1 - a_i - A_i s)}{\prod_{i=n+1}^{p} \Gamma(a_i + A_i s) \prod_{i=m+1}^{q} \Gamma(1 - b_i - B_i s)} \, ds, 
$$

(A.1)

and if we take $A_i = 1, i = 1, 2, \ldots, p$, as well as $B_j = 1, j = 1, 2, \ldots, q$, we have the *Meijer $G$-function*

$$
H_{p,q}^{m,n} \left[ z \left| \begin{array}{c} [a_p, 1] \\ [b_q, 1] \end{array} \right. \right] = G_{p,q}^{m,n} \left( z \left| \begin{array}{c} (a_p) \\ (b_q) \end{array} \right. \right),
$$

(A.2)

where empty products are taken to be equal to one. In Eqs. (A.1) and (A.2) the parameters are subject to the conditions

- $z \neq 0$,
- $0 \leq m \leq q$, $0 \leq n \leq p$;
- $a_i \in \mathbb{C}$, $A_i > 0$, $i = 1, \ldots, p$; $b_i \in \mathbb{C}$, $B_i > 0$, $i = 1, \ldots, q$;
- $[a_p, A_p] = (a_1, A_1), \ldots, (a_p, A_p)$; $[b_q, B_q] = (b_1, B_1), \ldots, (b_q, B_q)$;
- $(a_p) = a_1, a_2, \ldots, a_p$; $(b_q) = b_1, b_2, \ldots, b_q$.

For a full description of integration contour $\gamma_L$, several properties and special cases of the $G$- and $H$-functions, see [26]. Below we quote the explicit formulas of some properties of the Meijer $G$-function which are widely used in the paper:

1. From Eq. (8.2.2.14) of [26] we have the formula

$$
G_{p,q}^{m,n} \left( z \left| \begin{array}{c} (a_p) \\ (b_q) \end{array} \right. \right) = G_{q,p}^{m,n} \left( \frac{1}{z} \left| \begin{array}{c} 1 - (b_q) \\ 1 - (a_p) \end{array} \right. \right),
$$

(A.3)

which invert the argument of the Meijer $G$-function;

2. The formula transforming the Meijer $G$-function into the generalized hypergeometric function for $p \leq q$ has the form of Eq. (8.2.2.3) of [26] and looks like
Eq. (3.38.1.1) of [27], namely
\[
G_{p,q}^{m,n} \left( z \big| \left( \frac{a_p}{b_q} \right) \right) = \sum_{j=0}^{m} \left[ \prod_{r=0}^{m-1} \Gamma(b_r - b_j) \right] \left( \prod_{i=m+1}^{n} \Gamma(a_i - b_j) \right) \left( \prod_{i=0}^{n-m-1} \Gamma(1 + b_j - a_i) \right) \\
\times \left( 1 + b_j - (a_p) / (1 + b_j - (b_q)) \right) (-1)^{p-n-m} z^j,
\]
where \( b_i - b_j \neq 0, \pm 1, \ldots \) for \( i \neq j, i, j = 1, 2, \ldots, m; \)
\( 1 + b_j - (b_q) \neq 1 + b_j - b_1, \ldots, 1 + b_j - b_{j-1}, 1 + b_j - b_{j+1}, \ldots, 1 + b_j - (b_q); \)
and \( \left[ \prod_{i=0}^{n-m-1} \Gamma(b_i - b_j) \right] \left( \prod_{i=j+1}^{n} \Gamma(b_i - b_j) \right). \)

(-) The inverse Laplace transform of the Meijer G-function is given by Eq. (3.38.1.1) of [27], namely
\[
\frac{1}{2\pi i} \int_L e^{\sigma x} \sigma^{-\lambda} G_{p,q}^{m,n} \left( \omega x \big| \left( \frac{a_p}{b_q} \right) \right) = \frac{\left( 2\pi \right)^{q-p-c(k-1)} k^{\mu}}{\lambda^{\lambda-1/2} x^{1-\lambda}} \\
\times C_{k^{p+q},k}\left( \frac{\omega x}{k} \right) \left( \frac{\Delta(k, (a_p)), \Delta(l, \lambda)}{\Delta(k, (b_q))} \right),
\]
where \( L \) is the Bromwich contour, \( \mu = \sum_{j=1}^{q} b_j - \sum_{j=1}^{p} a_j + (p-q)/2 + 1, \)
and \( c = m + n - (p + q)/2. \)

(-) The Laplace integration of Meijer G-function is given in Eq. (2.24.3.1) of [26]
\[
\int_0^\infty e^{-\sigma x} x^{\alpha-1} G_{p,q}^{m,n} \left( \omega x \big| \left( \frac{a_p}{b_q} \right) \right) \, dx = \frac{k^{\mu} \sigma^{\alpha-\frac{1}{2}} \sigma^{-\lambda}}{\left( 2\pi \right)^{q-p-c(k-1)}} \\
\times C_{k^{p+q},k}\left( \frac{\omega x}{\sigma k} \right) \left( \frac{\Delta(l, 1-\alpha), \Delta(k, (a_p))}{\Delta(k, (b_q))} \right),
\]
where \( c \) and \( \mu \) are introduced below Eq. (A.5). Here we quote only this conditions which appeared in the considered case: \( p \leq q \) and \( c \geq 0. \)

Appendix B. The generalized hypergeometric function

The generalized hypergeometric function \( _pF_q \left( \frac{(c_p)}{(d_q)}; x \right), x \in \mathbb{R}, \) is defined by the series [26]:
\[
_pF_q \left( \frac{(c_p)}{(d_q)}; x \right) \stackrel{def}{=} \sum_{r=0}^{\infty} \frac{x^r (c_1) \cdots (c_p)}{r! (d_1) \cdots (d_q)} ,
\]
where \( (c)_r \) is the Pochhammer symbol (rising factorial) given by \( \Gamma(c + r)/\Gamma(c) \). The empty Pochhammer symbol is equal to one.
Below we itemize some properties which are used in the paper:

(\(-\)) the cancelation formula given by Eq. (7.2.3.7) of \[26\], according to which the same terms in nominator and in denominator can be cancelled:

\[
pFq(a_{p-r}, (c_r); z) = p-rF_{q-r}(a_{p-r}; (b_q-r); z); \quad (B.2)
\]

(\(-\)) Kummer’s relation transforming \(_1F_1\) into another \(_1F_1\):

\[
_1F_1\left(\frac{a}{b}; z\right) = e^z_1F_1\left(\frac{b-a}{b}; -z\right), \quad (B.3)
\]

see Eq. (7.11.1.2) of \[26\].

Because in the text we extensively applied relations between the generalized hypergeometric function and some special functions, we list them below:

(\(-\)) combining Eq. (7.11.1.21) for \(b = 2a\) of \[26\] with Eq. (7.11.4.5) of \[26\] we get

\[
\frac{\Gamma(1-2a)}{\Gamma(1-a)}_1F_1\left(\frac{a}{2a}; z\right) + \frac{\Gamma(2a-1)}{\Gamma(a)}z^{1-2a}_1F_1\left(\frac{1-a}{2(1-a)}; z\right) = \frac{z^{1/2-1}}{\sqrt{\pi}} e^{z/2} K_{a-1/2}(z/2) \quad (B.4)
\]

with \(K_{\nu}(\sigma)\) being the modified Bessel function of the second kind; and

(\(-\)) for specially chosen lists of upper and lower of parameters in \(_1F_2\) can be transformed into the modified Bessel function of the first kind \(I_{\nu}(\sigma)\), \(\nu \in \mathbb{R}\). The use of Eq. (7.14.1.7) of \[26\] gives

\[
_1F_2\left(\frac{a}{a+1/2, 2a}; z\right) = [\Gamma(a + \frac{1}{2})]^2 \left(\frac{z}{2}\right)^{1-2a} I_{a-1/2}^2(z), \quad (B.5)
\]

and Eq. (7.14.1.9) of \[26\] reads

\[
_1F_2\left(\frac{1}{b, 2-b}; z\right) = \frac{\pi(1-b)}{\sin(b\pi)} I_{1-b}(z) I_{b-1}(z). \quad (B.6)
\]

**Appendix C. The proof that Eq. (2.7) satisfies Eq. (3.1)**

The Laplace transform of \(t^{\beta-1}E_{l/k,\beta}(\lambda t^\alpha)\), where \(\lambda\) is a complex or real constant and the MLR function is given via Eq. (2.7), can be written as

\[
\int_0^\infty e^{-st} t^{\beta-1}E_{l/k,\beta}(\lambda t^\alpha) \, dt = \sum_{j=0}^{k-1} \frac{\lambda^j}{\Gamma(\beta + \frac{j}{k})} \times \int_0^\infty e^{-st} t^{\beta+j-1}F_{n,l}(\Delta(l, \beta + \frac{j}{k}), \ldots, \Delta(l, \beta + \frac{j}{k}); \frac{\lambda^j t^l}{ml}, n \text{ times}) \quad (C.1)
\]
where we changed the order of the integral and the finite sum. The integral in the RHS of Eq. (C.1) can be calculated explicitly by employing Eq. (7.525.1) of [9]. Due to it we get the generalized hypergeometric function of the type \( l+1 F_{nl} \) with the upper list of parameters contains 1 and \( \Delta(l, \beta + \frac{1}{k} j) \), and the lower list of parameters with \( nl \) elements, namely \( n \) times repeated \( \Delta(l, \beta + \frac{1}{k} j) \). Then, according to Eq. (B.2), we cancel the same one term \( \Delta(l, \beta + \frac{1}{k} j) \) from upper and lower list of parameters. That yields to the know formula being the Laplace transform of the MLR function, this is

\[
\int_0^\infty e^{-st} t^{\beta-1} F_{\frac{k}{k}l}(\lambda t^k) \, dt = \sum_{j=0}^{k-1} \frac{(\lambda s^{-\frac{l}{k}})^j}{[\Gamma(\beta + \frac{j}{k})]^n} \times \\binom{\lambda s^{-l/k}}{\beta^n}^{n-1} \times \frac{1}{l^{n-1}}
\]

The obtained equality can be treated as another proof of the Laplace transform presented in Eq. (3.1) of [5] or Eq. (3.2) of [3].

Acknowledgments

K.G and A.H. were supported by the NCN, OPUS-12, Program No UMO-2016/23/B/ST3/01714. Moreover, K.G. thanks for support from NCN (Poland), Miniatura 1. The work of R.G. is supported under the Cost Action CA 15225.

The authors would like to thank an anonymous referee for the drawing the attentions to Refs. [16] [28].

References

[1] V.V. Anh and R. McVinish, Completely monotone property of fractional Green function. Fract. Calc. Appl. Anal. 6, No 2 (2003), 157–173.
[2] B.L.J. Braaskma, Asymptotic expansions and analytic continuation for a class of Barnes-integrals. Composito Math. 15 (1964), 239–341.
[3] R. Garra and F. Polito, On some operators involving Hadamard derivatives. Integr. Trans. Spec. Func. 24, No 10 (2013), 773–778.
[4] R. Garra and R. Garrappa, The Prabhakar or three parameter Mittag-Leffler function: Theory and application. Commun. Nonlinear Sci. Numer. Simul. 56 (2018), 314–329.
[5] R. Garrappa, S. Rogosin, and F. Mainardi, On a generalized three-parameter Wright function of the Le Roy type. Fract. Calc. Appl.
SOME RESULTS ON THE COMPLETE MONOTONICITY...1305

Anal. 20, No 5 (2017), 1196–1215; DOI: 10.1515/fca-2017-0063; https://www.degruyter.com/view/j/fca.2017.20.issue-5/

[6] K. Górska, A. Horzela, and A. Lattanzi, The completely monotonic character of the three parameters Mittag-Leffler function $E_{\alpha,\beta}^\gamma(-x)$. arXiv:1811.10441.

[7] K. Górska and K.A. Penson, Lévy stable distributions via associated integral transform. J. Math. Phys. 53 (2012), ID 053302.

[8] K.A. Penson and K. Górska, Exact and explicit probability densities for one-sided Lévy stable distributions. Phys. Rev. Lett. 105 (2010), ID 210604.

[9] I.S. Gradhteyn and I.M. Ryzhik, Table of Integrals, Series and Products. 7th Ed., A. Jeffrey, D. Zwillinger (Eds.), Academic Press (2007).

[10] D.B. Karp, Representations and inequalities for generalized hypergeometric functions. J. Math. Sci. 207 (2015), 885–897.

[11] D. Karp and E. Prilepkin, Hypergeometric functions as generalized Stieltjes transforms. J. Math. Anal. Appl. 393 (2012), 348–359.

[12] V. Kiryakova, The multi-index Mittag-Leffler functions as an important class of special functions of fractional calculus. Comput. Math. Appl. 59 (2010), 1885–1895.

[13] Yu. Luchko, Operational method in fractional calculus. Fract. Calc. Appl. Anal. 2, No 4 (1999), 463–488.

[14] Yu.F. Luchko and V.S. Kiryakova, Hankel type integral transforms connected with the hyper-Bessel differential operators. Algebraic Analysis and Related Topics 53 (2000), 155–165.

[15] F. Mainardi and R. Garrappa, On complete monotonicity of the Prabhakar function and non-Debye relaxation in dielectrics. J. Comp. Phys. 293 (2015), 70–80.

[16] F. Mainardi, Fractional Calculus and Waves in Linear Viscoelasticity. Imperial College Press, London (2010).

[17] A.W. Marshall, I. Olkin, and B.C. Arnold, Inequalities: Theory of Majorization and Its Applications. 2nd Ed., Springer, New York (2011).

[18] A.M. Mathai, R.K. Saxena, and H.J. Haubold, The H-Function. Theory and Applications. Springer, New York (2010).

[19] M. Merkle, Completely monotone functions: A digest. In: Analytic Number Theory, Approximation Theory, and Special Functions, Springer, New York (2014); DOI: 10.1007/978-1-4939-0258-3_12.

[20] K.S. Miller and S.G. Samko, A note on the complete monotonicity of the generalized Mittag-Leffler function. Real Analysis Exchange 23, No 2 (1997-1998), 753–755.
[21] K.S. Miller and S.G. Samko, Completely monotonic functions. *Integr. Transf. Spec. Func.* **12**, No 4 (2001), 389–402.

[22] T. Pogány, Integral form of Le Roy hypergeometric function. *Integr. Transf. Spec. Func.* **29**, No 7 (2018), 580–584.

[23] H. Pollard, The representation of $e^{-x^\lambda}$ as a Laplace integral. *Bull. Amer. Math. Soc.* **52** (1946), 908.

[24] H. Pollard, The completely monotonic character of the Mittag-Leffler function $E_\alpha(-x)$. *Bull. Amer. Math. Soc.* **54** (1948), 1115–1116.

[25] A.P. Prudnikov, Yu.A. Brychkov, and O.I. Marichev, *Integrals and Series, Vol. 1: Elementary Functions*. Gordon and Breach, Amsterdam (1998).

[26] A.P. Prudnikov, Yu.A. Brychkov, and O.I. Marichev, *Integrals and Series, Vol. 3: More Special Functions*. FizMatLit, Moscow (2003).

[27] A.P. Prudnikov, Yu.A. Brychkov, and O.I. Marichev, *Integrals and Series, Vol. 5: Inverse Laplace Transform*. Gordon and Breach, New York (1992).

[28] B. Stankovic, On the function of E. M. Wright. *Publ. Inst. Math. Beograd* **10**, No 24 (1970), 113–124.

[29] R.L. Schilling, R. Song, and Z. Vondraček, *Bernstein Functions: Theory and Applications*. 2nd Ed., De Gruyter, Berlin-Boston, (2012).

[30] W.R. Schneider, Completely monotone generalized Mittag-Leffler function. *Expos. Math.* **14** (1996), 003–016.

[31] Ž. Tomovski, T.K. Pogány, H.M. Srivastava, Laplace type integral expression for a certain three-parameter family of generalized Mittag-Leffler functions with application involving complete monotonicity. *J. Franklin Inst.* **351** (2014), 5437–5454.

[32] D.V. Widder, *The Laplace Transform*. Princeton Mathematical Series, Princeton (1946).

\( ^a\) H. Niewodniczański Institute of Nuclear Physics
Polish Academy of Sciences
ul. Eljasza-Radzikowskiego 152, PL 31342 Kraków, POLAND
e-mail: katarzyna.gorska@ifj.edu.pl

\( ^b\) Department of Mathematics, University of Bari “Aldo Moro”
Via Orabona n. 4 - 70125 Bari, ITALY
Member of the INdAM Research group GNCS
e-mail: roberto.garrappa@uniba.it

Please cite to this paper as published in:
*Fract. Calc. Appl. Anal.*, Vol. **22**, No 5 (2019), pp. 1284–1306,
DOI: 10.1515/fca-2019-0068; at https://www.degruyter.com/view/j/fca.