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1. Introduction

Poly-Bernoulli numbers were introduced by Kaneko in 1997 [20] as he noticed that the generating function of the usual Bernoulli numbers can be generalized in a nice way using the polylogarithm function. Later, in 1999 Arakawa and Kaneko [2] observed that poly-Bernoulli numbers can be expressed as special values of multiple zeta values. Motivated by this observation, they introduced a function, nowadays known as the Arakawa-Kaneko function, which expresses special values of this function at negative integers with the help of poly-Bernoulli numbers and multiple zeta values. Since then poly-Bernoulli numbers have been studied by numerous authors.

The literature in this topic is so rich that we cannot give here a complete list of all the areas that have been motivated by these works, however, we mention a few. Generalizations were introduced, as for instance multi-poly-Bernoulli numbers [5] or poly-Bernoulli numbers associated with a Dirichlet character [4]. Analogue numbers were also introduced as poly-Euler [31], poly-Cauchy [22], poly-Eulerian numbers [34]. Beyond the numbers, polynomials (and generalizations of the polynomials) were defined and studied (see for instance [23, 26]). In another direction, using the formula of poly-Bernoulli numbers, that involves the Stirling numbers of the second kind, the authors...
replaced in the formula variations of the Stirling numbers and studied the so obtained number sequences and polynomials, respectively. For example, the classical Stirling numbers are replaced by the incomplete Stirling numbers [11,24] or the r-Stirling numbers [10,25].

Poly-Bernoulli numbers received attention from combinatorialists because poly-Bernoulli numbers with negative k indices enumerate various combinatorial objects and have very interesting combinatorial properties. We find also generalizations in the literature that are natural from the combinatorial point of view. One of the first combinatorial interpretations was given by Brewbaker [12] in terms of lonesum matrices.

In combinatorics, number theory, and the theory of special polynomials the so called q-analogues of number sequences are often investigated. In combinatorial context q is usually used for a parameter of the underlying combinatorial object which is enumerated by the number itself if the extra parameter is not taking into account (so for q = 1). In this paper we focus on the aspects of q-analogues of the poly-Bernoulli numbers. There are different ways to attack this problem. The aim of this paper is to show some of these directions. Most of all we want to highlight the combinatorial richness of the theory of poly-Bernoulli numbers by defining several q-analogues of this counting sequence that arise naturally from the combinatorial interpretations. We also point out a q-analogue which was defined analytically and give an appropriate combinatorial interpretation by using colored lonesum matrices. We illustrated our results with examples in order to facilitate the reading of the paper and to show the wealth of the theory.

The outline of the paper is as follows. First, we recall some necessary definitions and notation we use throughout the paper. The definitions that are specific for the considered q-analogue in a certain section is given in the section itself. In Sect. 3, we give a natural combinatorial interpretation of the q-poly-Bernoulli numbers by using ordered partitions and inversion statistics. In Sect. 4, we use the weight defined by Cigler in his study. We interpret this weight on the set of lonesum matrices to give a new q-analogue. In Sect. 5, we exploit the interpretation of poly-Bernoulli numbers in the context of Vesztergombi permutations. Then, by using the q-rook numbers studied by Garsia and Remmel, we give a combinatorial identity to find these new polynomials. In Sect. 6, we show some relations between the q-analogue defined by Cenkci and Komatsu and the Γ−free matrices. Additionally, we introduce the colored lonesum matrices.

2. Definition and notation

Poly–Bernoulli numbers, denoted by $B_n^{(k)}$, where $n$ is a positive integer and $k$ is an integer, are defined by the following exponential generating function [20]
\[
\sum_{n=0}^{\infty} B^{(k)}_{n} \frac{x^{n}}{n!} = \frac{Li_{k}(1-e^{-x})}{1-e^{-x}},
\]

(1)

where \(Li_{k}(z) = \sum_{i=1}^{\infty} \frac{z^{i}}{i^{k}}\) is the \(k\)-th polylogarithm function. Note that for \(k = 1\) we recover the classical Bernoulli numbers, that is, \(B^{(1)}_{n} = (-1)^{n}B_{n}\), for \(n \geq 0\), where \(B_{n}\) denotes the \(n\)-th Bernoulli number.

From the combinatorial point of view the array with negative \(k\) indices are interesting, since these numbers are integers (see sequence A099594 in [33]). The first few values of this array are

| \(k\) | \(n\) | 0 | 1 | 2 | 3 | 4 | 5 |
|------|------|---|---|---|---|---|---|
| 0    |      | 1 | 1 | 1 | 1 | 1 |
| \(-1\) |     | 1 | 2 | 4 | 8 | 16 | 32 |
| \(-2\) |     | 1 | 4 | 14 | 46 | 146 | 454 |
| \(-3\) |     | 1 | 8 | 46 | 230 | 1066 | 4718 |
| \(-4\) |     | 1 | 16 | 146 | 1066 | 6902 | 41506 |
| \(-5\) |     | 1 | 32 | 454 | 4718 | 41506 | 329462 |

Several explicit formulas and recurrence relations for the poly-Bernoulli numbers are known:

\[
B^{(k)}_{n} = (-1)^{n} \sum_{m=0}^{n} (-1)^{m} \frac{m! \{n\}_{m}}{(m+1)^{k}},
\]

(2)

\[
B^{(-k)}_{n} = \sum_{m=0}^{\min(n,k)} m! \binom{n+1}{m+1} m! \binom{k+1}{m+1},
\]

(3)

\[
B^{(-k-1)}_{n} = B^{(-k)}_{n} + \sum_{m=1}^{n} \binom{n}{m} B^{(-k)}_{n-(m-1)}.
\]

(4)

The explicit formula (2) was first presented by Kaneko in [20] and the closed formula (3) in [3]. Both formulas were proven combinatorially first in [12]. The recurrence (4) was shown by Kaneko [21] and combinatorially in [7].

In the formulas (2) and (3) we see that Stirling numbers of the second kind play a key role. Stirling numbers of the second kind, \(\{n\}_{k}\), are defined as the number of set partitions of an \(n\)-element set into \(k\) non-empty blocks. Stirling numbers of the second kind have several \(q\)-analogues introduced in the literature (cf. [29,30]). In this paper we use different definitions, appropriate for our purposes of the specific sections.

The first combinatorial interpretation of poly-Bernoulli numbers are lonesum matrices [12]. Lonesum matrices are binary matrices that are uniquely
reconstructible from their column and row sum vectors. They can be characterized by forbiddance of submatrices of the form

\[
\begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix} \quad \text{or} \quad \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}.
\]

Similarly, there are three other pairs of \(2 \times 2\) submatrices such that their forbiddance leads to a class of \((0, 1)\)-matrices enumerated by the poly-Bernoulli numbers, see for example [7, 8]. The formula (3) enumerates pairs of ordered partitions, which is an obvious interpretation and can be turned immediately to a so called Callan permutation [7]. Another permutation class, which we call Vesztergombi permutations, was found early in an algebraic study [28]. In this paper we will only refer to these interpretations though there are also graph theoretical applications (cf. [10]), for instance.

We recall the particular \(q\)-analogue in the section itself. They involve the \(q\)-numbers as explicitly used by Jackson [19], see also [1, section 10.2.3]. Let \(q\) be a variable satisfying \(0 < |q| < 1\). For complex \(x\) the \(q\)-number of \(x\) is defined to be \([x]_q := (1 - q^x)/(1 - q)\). For \(n\) a positive integer we have

\[
[n]_q := \frac{1 - q^n}{1 - q} = 1 + q + q^2 + \cdots + q^{n-1}.
\]

We also use the notation of the \(q\)-factorial \([n]_q! := [1]_q[2]_q \cdots [n]_q\). If it is not confusing and not necessary to write explicitly out we drop the subscript \(q\) and simply write \([n]\) instead of \([n]_q\). Similarly, \([n]!\) instead of \([n]_q!\). Note that the above expressions become the integer \(n\) and the factorial \(n!\) when \(q = 1\).

3. \(q\)-analogue based on the obvious interpretation

First, we generalize the formula (3) in a straightforward manner. Carlitz [14, Eq. (3.2)] introduced a \(q\)-Stirling number that satisfies the following recursion:

\[
\left\{ \begin{array}{c} n \\ m \end{array} \right\}_q = \left\{ \begin{array}{c} n-1 \\ m-1 \end{array} \right\}_q + [m]_q \left\{ \begin{array}{c} n-1 \\ m \end{array} \right\}_q,
\]

with the initial condition \(\left\{ \begin{array}{c} n \\ 0 \end{array} \right\}_q = \left\{ \begin{array}{c} 0 \\ m \end{array} \right\}_q = 0\) except \(\left\{ \begin{array}{c} 0 \\ 0 \end{array} \right\}_q = 1\). Notice that this is only one of the definitions given by Carlitz for the \(q\)-Stirling numbers. Combinatorial interpretations are given for instance in [29].

**Definition 1.** We define the following \(q\)-analogue of poly-Bernoulli numbers for nonnegative integers \(n, k\) and a real number \(q\) with \(q \neq 0\):

\[
B_{n,q}^{(k)} := \sum_{m=0}^{\min(n,k)} [m]! \left\{ \begin{array}{c} n+1 \\ m+1 \end{array} \right\}_q [m]! \left\{ \begin{array}{c} k+1 \\ m+1 \end{array} \right\}_q.
\]
Before we give the combinatorial interpretation of these numbers it is useful to consider the $q$-analogue of the Fubini numbers.

**Fubini numbers**, also called *ordered Bell numbers*, denoted by $F_n$, count the total number of set partitions of $\{1, 2, \ldots, n\}$ where the blocks are ordered. They are given by

$$F_n = \sum_{k=0}^{n} k! \left\{ \begin{array}{l} n \\ k \end{array} \right\}$$

for $n > 0$, and $F_0 = 1$. (7)

Note that the combinatorial identity (3) of poly-Bernoulli numbers has a great similarity with (7) of Fubini numbers. For this reason, in this section we will study a $q$-analogue of the Fubini numbers. We present a combinatorial interpretation by using inversions.

**Definition 2.** [29, p. 205] Let $\omega = B_1/B_2/\cdots/B_k$ be a set partition, and $b \in B_i$. The pair $(b, B_j)$ is an *inversion* if $b > \min B_j$ and $i < j$. The *inversion number* of $\omega$, written $\text{inv}^*(\omega)$, is the number of inversions in $\omega$.

For example, if $\omega = 137/26/45$ then $(3, B_2)$, $(7, B_2)$, $(7, B_3)$, and $(6, B_3)$ are the inversions of $\omega$, and $\text{inv}^*(\omega) = 4$. Note that the $q$-Stirling numbers defined by the recursion (5) have the following combinatorial interpretation (cf. [29, p. 205])

$$\left\{ \begin{array}{l} n \\ k \end{array} \right\}_q = \sum_{\omega \in \Pi_{n,k}} q^{\text{inv}^*(\omega)},$$

where $\Pi_{n,k}$ is the set of partitions of $\{1, 2, \ldots, n\}$ into $k$ blocks.

We define the *$q$-Fubini numbers* using $q$-analogues of the expressions of (7) by the equality

$$F_{n,q} := \sum_{k=0}^{n} [k]_q! \left\{ \begin{array}{l} n \\ k \end{array} \right\}_q.$$

It is clear that $\lim_{q \to 1} F_{n,q} = F_n$. The first few $q$-Fubini numbers are

$$1, \quad 1, \quad q + 2, \quad q^2 + 3q^2 + 5q + 4, \quad q^3 + 4q^5 + 9q^4 + 16q^3 + 20q^2 + 17q + 8, \ldots$$

**Theorem 3.** The $q$-Fubini numbers are given by

$$F_{n,q} = \sum_{\pi \in O_n} q^{\text{inv}^*(\pi)},$$

where $O_n$ is the set of ordered set partitions of $\{1, 2, \ldots, n\}$.

**Proof.** Let $T_q(n, k) := [k]_q! \left\{ \begin{array}{l} n \\ k \end{array} \right\}_q$. From (5) it is possible to prove that $T_q(n, k)$ satisfies the recurrence relation

$$T_q(n, k) = [k]_q (T_q(n - 1, k - 1) + T_q(n - 1, k)),$$
with the initial condition $T_q(n,0) = 0 = T_q(0,k)$ for $n > 0$ and $T_q(0,0) = 1$. On the other hand, let $U_q(n,k) := \sum_{\pi \in \text{OP}_{n,k}} q^{\text{inv}^{*}(\pi)}$, where $O_{n,k}$ is the set of ordered set partitions of $\{1, 2, \ldots, n\}$ into $k$ non-empty blocks. The sequence $U_q(n,k)$ satisfies the same recurrence relation of $T_q(n,k)$, with the same initial values. Indeed, for any ordered partition $\pi$ of $\{1, 2, \ldots, n\}$ into $k$ non-empty blocks, there are two options: either the element $n$ is in a single block or it is in a block with more than one element. In the first case, if the single block is in the $i$-th position, the contribution is $q^{k-i}U_q(n-1,k-1)$, for $i = 1, 2, \ldots, k$. Summing over the possible values of $i$, we obtain $[k]U_q(n-1,k-1)$.

In the second case, the element $n$ can be placed into one of the $k$ blocks. Then its contribution is $q^{k-i}U_q(n-1,k)$, where $i$ is the position of the block from left to right. Summing over the possible values of $i$, we obtain $[k]U_q(n-1,k)$. Therefore, we conclude that $U_q(n,k) = T_q(n,k)$ for all $n, k \geq 0$. \qed

For example, $F_{3,q} = q^3 + 3q^2 + 5q + 4$, with the ordered partitions and their respective weights being

\[
\begin{align*}
{1, 2, 3} & \rightarrow 1 & {1, 2}, {3} & \rightarrow 1 & {3}, {1, 2} & \rightarrow q & {1, 3}, {2} & \rightarrow q \\
{2}, {1, 3} & \rightarrow q & {2, 3}, {1} & \rightarrow q^2 & {1}, {2, 3} & \rightarrow 1 & {1}, {2}, {3} & \rightarrow 1 \\
{1}, {3}, {2} & \rightarrow q & {2}, {1}, {3} & \rightarrow q & {2}, {3}, {1} & \rightarrow q^2 & {3}, {2}, {1} & \rightarrow q^3 \\
{3}, {1}, {2} & \rightarrow q^2
\end{align*}
\]

Now we turn our attention to the combinatorial interpretation of the formula (6).

The formula (3) has the following obvious interpretation. Let $\hat{N}$ denote the set $\{1, 2, \ldots, n\}$ extended by a special element $\overline{0}$ and $\hat{K}$ the set $\{1, 2, \ldots, k\}$ extended by another special element $\overline{k + 1}$. Equation (3) counts the alternating sequence of blocks of partitions of $\hat{N}$ and $\hat{K}$ such that the first block contains $\overline{0}$ and the last block contains $\overline{k + 1}$ [7]. Note that the number of blocks of $\hat{N}$ and $\hat{K}$ has to be equal to provide such an alternating sequence. The interpretation of the $q$-analogue of poly-Bernoulli numbers $B_{n,q}^{(k)}$ should be clear based on this fact and the interpretation of $q$-Fubini numbers. We formulate it precisely in the next theorem.

**Theorem 4.** Let $\hat{N} = \{0, 1, \ldots, n\}$ and $\hat{K} = \{1, 2, \ldots, k, \overline{k + 1}\}$ be two sets. Let $\pi_{n,k}$ denote an alternating sequence of blocks of partitions of $\hat{N}$ and $\hat{K}$ such that the first block contains $\overline{0}$ and the last block contains $\overline{k + 1}$. Further, let $\text{OP}_{n,k}$ denote the set of all such alternating sequences. The $q$-poly-Bernoulli numbers $B_{n,q}^{(k)}$ count the inversions in the sequences $\pi_{n,k}$:

$$B_{n,q}^{(k)} = \sum_{\pi_{n,k} \in \text{OP}_{n,k}} q^{\text{inv}^{*}(\pi_{n,k})}.$$
For example, $B_{3,q}^{(1)} = 4 + 3q + q^2$. This polynomial can be obtained by counting the inversions in the pairs of ordered partitions of the augmented sets $\{0, 1, 2, 3\}$ and $\{1, 2\}$. We list the elements of $OP_{3,1}$ with their weights.

| $\bar{0}123/1\bar{2}$ | $\bar{0}1/123/\bar{2}$ | $\bar{0}1/123/\bar{2}$ | $\bar{0}23/1/1\bar{2}$ | $\bar{0}12/1/3/\bar{2}$ | $\bar{0}3/1/12/\bar{2}$ | $\bar{0}13/1/2/\bar{2}$ | $\bar{0}2/1/13/\bar{2}$ |
|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|------------------------|
| $1$                    | $2$                    | $3$                    | $4$                    | $5$                    | $6$                    | $7$                    | $8$                    |
| $\bar{0}123/1\bar{2}$ | $\bar{0}1/123/\bar{2}$ | $\bar{0}1/123/\bar{2}$ | $\bar{0}23/1/1\bar{2}$ | $\bar{0}12/1/3/\bar{2}$ | $\bar{0}3/1/12/\bar{2}$ | $\bar{0}13/1/2/\bar{2}$ | $\bar{0}2/1/13/\bar{2}$ |

Notice that the number of blocks of the partitions of the two sets $\hat{N}$ and $\hat{K}$ is equal.

There are some known formulas for Carlitz’s $q$-Stirling numbers. These combinatorial formulas allow us to calculate the $q$-analogue of the poly-Bernoulli numbers $B_{n,q}^{(k)}$ in terms of $q$-binomial coefficients. Remember that the $q$-binomial coefficient is defined by (cf. [1, p. 483])

$$\left[\begin{array}{c}
  n \\
  k
\end{array}\right]_q = \frac{n!}{[k]![n-k]!}.$$ 

Moreover, these coefficients satisfy the recurrence relation

$$\left[\begin{array}{c}
  n \\
  k
\end{array}\right]_q = \left[\begin{array}{c}
  n-1 \\
  k-1
\end{array}\right]_q + q^k \left[\begin{array}{c}
  n-1 \\
  k
\end{array}\right]_q.$$ 

**Theorem 5.** The polynomials $B_{n,q}^{(k)}$ are given by

$$B_{n,q}^{(k)} = \sum_{m=0}^{\min\{n,k\}} 1 \left[\begin{array}{c}
  m+1 \\
  \ell
\end{array}\right]_q \sum_{i=0}^{2m+2} \sum_{\ell=0}^i (-1)^i q^{(m+1-i)} + (m+1) - 2(m+1) \left[\begin{array}{c}
  m+1 \\
  \ell
\end{array}\right]_q \left[\begin{array}{c}
  m+1 \\
  i-\ell
\end{array}\right]_q [i]^{n+1} [i-\ell]^{k+1}.$$ 

**Proof.** Carlitz [14, Eq. (3.3)] proved that the $q$-Stirling numbers of the second kind are given by the expression

$$\left\{\begin{array}{c}
  n \\
  m
\end{array}\right\}_q = \frac{1}{[m]!} \sum_{i=0}^m (-1)^{m-i} q^{(m-i)} - (m) \left[\begin{array}{c}
  m \\
  i
\end{array}\right]_q [i]^{m}.$$ 

From the above equation and Cauchy’s product we obtain the desired result.

From Theorem 5 we obtain that the first few polynomials $B_{n,q}^{(1)}$ are

$$B_{0,q}^{(1)} = 1,$$

$$B_{1,q}^{(1)} = 2,$$

$$B_{2,q}^{(1)} = q + 3,$$

$$B_{3,q}^{(1)} = q^2 + 3q + 4,$$

$$B_{4,q}^{(1)} = q^3 + 4q^2 + 6q + 5,$$

$$B_{5,q}^{(1)} = q^4 + 5q^3 + 10q^2 + 10q + 6.$$
\[
B_{6,q}^{(1)} = q^5 + 6q^4 + 15q^3 + 20q^2 + 15q + 7,
\]
\[
B_{7,q}^{(1)} = q^6 + 7q^5 + 21q^4 + 35q^3 + 35q^2 + 21q + 8.
\]
The coefficients of the above polynomials have an interesting combinatorial meaning (see array A299927 in [33]). Let \( a(n, m) \) be the number of permutations of length \( n \) that avoid the patterns 213 and 312, and have \( m \) double ascents. Let \( \pi \) be a permutation on a set of \( n \) elements. The double ascent statistic \( \text{dasc} \) is a permutation statistic defined by

\[
\text{dasc}(\pi) := |\{i : \pi_i < \pi_{i+1} \text{ and } \pi_{i+1} < \pi_{i+2}\}|.
\]
For example, \( a(5, 2) = 4 \), the relevant permutations being

\[12354, \ 12453, \ 13452, \ 23451.\]

Bukata et al. [13] proved that

\[
a(n, m) = \begin{cases} n, & \text{if } m = 0; \\ \binom{n-1}{m+1}, & \text{if } m \geq 1. \end{cases}
\]

**Theorem 6.** For \( n \geq 0 \), we have

\[
B_{n,q}^{(1)} = \sum_{m=0}^{n-1} a(n+1, m) q^m.
\]

**Proof.** The case \( n = 0 \) is clear. Suppose that \( n \geq 1 \). From Definition (6) we have

\[
B_{n,q}^{(1)} = \left\{ \begin{array}{l} \binom{n+1}{1} q \left\{ \begin{array}{l} 2 \\ 1 \end{array} \right\} q + \left\{ \begin{array}{l} n+1 \\ 2 \end{array} \right\} q \left\{ \begin{array}{l} 2 \\ 2 \end{array} \right\} q = \binom{n+1}{2} q + 1. \end{array} \right.
\]

Recall that \( \binom{n+1}{2} q = \sum_{\omega \in \Pi_{n+1,2}} q^{\text{inv}^r(\omega)} \). The coefficient of \( q \) in the sum is the number of set partitions of \( \{1, \ldots, n+1\} \) into two blocks with \( m \) inversions, i.e., with \( m \) pairs \( (b, B_j) \), such that \( b \in B_i \) with \( b < \min B_j \) and \( i < j \). In this special case this means that we partition \( n+1 \) elements into two blocks, so that the block with the smallest least element (which is necessarily 1) contains \( m \) elements that are greater than the least element of the other block. Such a partition is easy to construct: arrange the elements and select exactly \( m + 1 \) elements from \( \{2, 3, \ldots, n+1\} \). The least selected element indicates the least element of the second block (since this has to be the block with the greater least element, 1 can not be selected). All the elements to the left of this element will be contained in the first block, while the elements to the right will be contained in the second block, except those that are also selected, namely these selected elements will be also contained in the first block - and these form the \( m \) pairs of inversions with the least selected element, the least element of the second block. This gives \( \binom{n}{m+1} \) cases, which is \( a(n+1, m) \) as desired if \( m \neq 0 \). If
\( m = 0 \), we have \( n \) choices, so the constant term in \( \left\{ \frac{n+1}{2} \right\}_q \) is \( n \), and hence the constant term in \( B^{(1)}_{n,q} = \left\{ \frac{n+1}{2} \right\}_q + 1 \) is \( n + 1 \), which is \( a(n + 1, 0) \).}

\[ \square \]

### 4. \( q \)-analogue on lonesum matrices

In this section we introduce another \( q \)-analogue that arises naturally as a generalization of the formula (3). For this aim we recall a \( q \)-analogue of the Stirling numbers of the second kind defined by Cigler [16] based on a block of a set partition that contains a particular element.

Let us denote by \( \Pi(n, k) \) the set of partitions of \( \{0, 1, \ldots, n-1\} \) into \( k \) non-empty blocks. It is clear that \( |\Pi(n, k)| = \left\{ \frac{n}{k} \right\} \).

Suppose \( \pi \in \Pi(n, k) \) is represented as \( B_0/B_1/\cdots/B_{k-1} \), where \( B_0 \) denotes the block containing the element zero. Define the weight \( w_1 \) of the partition \( \pi \) by letting \( w_1(\pi) := q^{\sum_{i \in B_0} i} \).

The \( q \)-Stirling numbers of the second kind [16], denoted by \( \left\{ \frac{n}{k} \right\}_q \), are defined by

\[
\left\{ \frac{n}{k} \right\}_q = \sum_{\pi \in \Pi(n, k)} q^{w_1(\pi)}.
\]

This sequence can be also defined as the connecting coefficients in the expression

\[
(x + 1)(x + 2) \cdots (x + q^{n-1}) = \sum_{k=1}^{n} \left\{ \frac{n}{k} \right\}_q (x + 1)^k,
\]

where \( x^n := x(x - 1) \cdots (x - n + 1) \) for \( n \geq 1 \), and \( x^0 = 1 \). Moreover, this sequence satisfies the recurrence relation

\[
\left\{ \frac{n}{m} \right\}_q = \left\{ \frac{n-1}{m-1} \right\}_q + (m - 1 + q^{n-1}) \left\{ \frac{n-1}{m} \right\}_q,
\]

with the initial condition \( \left\{ \frac{n}{0} \right\}_q = \left\{ \frac{0}{m} \right\}_q = 0 \), except \( \left\{ \frac{0}{0} \right\}_q = 1 \).

Based on this definition, we introduce the following \( q \)-analogue of poly-Bernoulli numbers. As we mentioned in the introduction a 01 matrix is called lonesum if it is uniquely reconstructible from its row and column sum vectors.

For example, \( B_2^{(-3)} \) = 46, the lonesum matrices of size \( 2 \times 3 \) appear in Fig. 1. Note that we use black squares for the ones and white squares for the zeros.

Let \( \mathcal{L}(n, k) \) be the set of lonesum matrices of size \( n \times k \). Brewbaker [12] proved that

\[
|\mathcal{L}(n, k)| = \sum_{m=0}^{\min\{n,k\}} m! \left\{ \frac{n + 1}{m + 1} \right\}_m \left\{ \frac{k + 1}{m + 1} \right\}.
\]
Definition 7. We define the following $q$-analogue of the poly-Bernoulli numbers:

$$p_q(n, k) := \sum_{m=0}^{\min\{n,k\}} m! \left\{ \begin{array}{c} n+1 \\ m+1 \end{array} \right\}^* q^m \left\{ \begin{array}{c} k+1 \\ m+1 \end{array} \right\}^* q^m. \quad (8)$$

Given a matrix $A$, we define the set $\mathcal{N}(A)$ as the indices of the all-0 columns and all-0 rows of $A$. The weight $w_2$ of a lonesum matrix $A$ is defined by letting $w_2(A) := q^{\sum_{i \in \mathcal{N}(A)}}$.

For example, for the matrix

$$A = \begin{pmatrix} 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 0 \\ 1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 \\ 1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\ 1 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 0 \end{pmatrix}$$

we have that $\mathcal{N}(A) = \{3, 5, 9\}$. Therefore $w_2(A) = q^{17}$.

Theorem 8. We have

$$p_q(n, k) = \sum_{A \in \mathcal{L}(n,k)} q^{w_2(A)} = \sum_{m=0}^{\min\{n,k\}} m! \left\{ \begin{array}{c} n+1 \\ m+1 \end{array} \right\}^* q^m \left\{ \begin{array}{c} k+1 \\ m+1 \end{array} \right\}^* q^m.$$

Proof. A lonesum matrix $A$ is determined by a pair of ordered partitions. See a detailed proof of how to construct bijectively a lonesum matrix from a given ordered partition pair for instance $[6-8,12]$. The key observation in a lonesum matrix is that two rows $R$ and $R'$ are either identical or the one with more 1 entries, say $R'$, can be obtained from $R$ by switching some 0s in $R$ to 1s. The same is true for the columns. Hence, an ordered partition of the row indices corresponds to the order of the rows as follows: the indices of the identical rows
are contained in the same block, and the order is determined by the number of 1s in the particular rows. For the special all-zero rows, we introduce a special block, by adding 0 to the set of the row-indices and taking the ordered partition of the extended set. Similarly, for columns. According to this procedure, the block containing 0, contains the row indices of the all-zero rows. (The same is true for columns.) The theorem follows. □

Theorem 9. The polynomials \( p_q(n, k) \) are given by the expression

\[
p_q(n, k) = \min\{n,k\} \sum_{m=0}^{\min\{n,k\}} \frac{1}{(m+1)^2} \sum_{j=0}^{2m+2} \sum_{\ell=0}^{j} (-1)^j \binom{m+1}{\ell} \binom{m+1}{j-\ell} \times \left( \prod_{i=0}^{n} \left( q^i + \ell - 1 \right) \right) \left( \prod_{i=0}^{k} \left( q^i + j - \ell - 1 \right) \right).
\]

Proof. Corcino and Fernandez [17] proved that the \( q \)-Stirling numbers of Cigler are given by the combinatorial formula

\[
\left\{ \begin{array}{c} n \\ m \end{array} \right\}_q = \frac{1}{m!} \sum_{i=0}^{m} (-1)^{m-i} \binom{m}{i} \prod_{j=0}^{n-1} \left( q^j + i - 1 \right).
\]

From the above equation and Cauchy’s product we obtain the desired result. □

5. Inversions in Vesztergombi permutations

In this section we describe a natural \( q \)-analogue of poly-Bernoulli numbers based on a permutation class. Vesztergombi [35] investigated permutations with restrictions on the distance of the elements and their images (considering a permutation as a bijection on \( \{1, 2, \ldots, n\} \)). Launois [28] noticed that the number of such permutations with a particular bound is given by a poly-Bernoulli number. Several combinatorial proofs were later found for this fact [6–8]. The \( q \)-analogue we introduce now arose in [32] during the study of intervals in Bruhat order. Here, we focus on the pure combinatorial point of view and on the theory of poly-Bernoulli numbers.

Definition 10. A permutation \( \pi \) of \( [n+k] \) is called \textit{Vesztergombi permutation} if

\[-k \leq \pi(i) - i \leq n,
\]

for all \( i \in [n+k] \).

Theorem 11. ([28]) Let \( \mathcal{V}_n^k \) denote the set of Vesztergombi permutations. Then

\[ |\mathcal{V}_n^k| = B_{n,k}. \]
For example, from the permutations in Fig. 2 we have $B_2^{(-2)} = 14$. Note that for a permutation $\pi \in V_n^k$ this array is obtained by placing a dot in row $i$ and column $\pi_i$ of an $(n + k) \times (n + k)$ array.

Various proofs can be found in the literature: analytical [35], by constructing a bijection between lonesum matrices and Vesztergombi permutations [27], or using graph theoretical methods [6]. Here, we will use the description of the proof in [8], since this is the one that can be used in the $q$-generalization. For a permutation $\pi$, we denote by $\text{inv}(\pi)$ the number of inversions of $\pi$, i.e., the number of pairs $(i, j)$, $i < j$ such that $\pi_i > \pi_j$.

**Definition 12.** We define the $q$-analogue $pB_{n,k}(q)$ as follows:

$$pB_{n,k}(q) := \sum_{\pi \in V_n^k} q^{\text{inv}(\pi)}.$$  \hspace{1cm} (9)

For example, from permutations in Fig. 2 we have

$$pB_{2,2}(q) = 1 + 3q + 5q^2 + 4q^3 + q^4.$$  

In Theorem 13 we show a combinatorial identity for the sequence $pB_{n,k}(q)$. Here we use the $q$-Stirling numbers $S_{n,k}(q)$ defined by the following recurrence (cf. [29, p. 168])

$$S_{n+1,k}(q) = q^{k-1}S_{n,k-1} + [k]_q S_{n,k}(q), \quad \text{for } 0 \leq k \leq n,$$

with the initial conditions $S_{0,0}(q) = 1$ and $S_{n,k}(q) = 0$ for $k < 0$ or $k > n$.

Notice that these $q$-Stirling numbers have the following combinatorial interpretation

$$S_{n,k}(q) = \sum_{\pi \in \Pi_{n,k}} q^{\text{inv}^*(\pi) + \binom{n}{2}}.$$

**Theorem 13.** We have the combinatorial identity

$$pB_{n,k}(q) = q^{nk} \sum_{m=0}^{\min(n,k)} S_{n+1,m+1}(1/q)S_{k+1,m+1}(1/q)[m]_q^2 q^m.$$
One geometrical visualization of a Vesztergombi permutation can be given on a \((n + k) \times (n + k)\) matrix \(V_{n+k}\) defined by:

\[
v_{ij} = \begin{cases} 
1, & \text{if } -k \leq i - j \leq n, \quad i, j = 1, \ldots, n + k; \\
0, & \text{otherwise}.
\end{cases}
\]

The matrix \(V\) is consists of 4 blocks, two all-1 matrices \((J_{n,k}, J_{k,n})\), a lower \((T_n)\) and an upper \((T^k)\) triangular matrix. Precisely, let \(V_{n+k}\) be the matrix:

\[
V_{n+k} = \begin{pmatrix} J_{n,k} & T_n \\ T^k & J_{k,n} \end{pmatrix},
\]

where \(J_{n,k} \in \{0,1\}^{n \times k}\) such that \(J_{n,k}(i,j) = 1\) for all \(i,j\); \(J_{k,n} \in \{0,1\}^{k \times n}\) such that \(J_{k,n}(i,j) = 1\) for all \(i,j\); \(T_n \in \{0,1\}^{n \times n}\) with \(T_n(i,j) = 1\) if and only if \(i \geq j\); and \(T^k \in \{0,1\}^{k \times k}\) such that \(T^k_{ij} = 1\) if and only if \(i \leq j\).

For a Vesztergombi permutation select exactly one 1 entry from each row and column. This selection is actually one term in the permanent of the matrix \(V_{n+k}\), hence, \(|V_{n+k}|\) is the permanent of the matrix \(V_{n+k}\).

For example, for \(n = 3\) and \(k = 2\) we have the matrix

\[
V_{3+2} = V_5 = \begin{pmatrix} 1 & 1,1 & 0 & 0 \\ 1 & 1,1 & 1 & 0 \\ 1 & 1,1 & 1 & 1 \\ 1 & 1,1 & 1 & 1 \\ 1 & 1,1 & 1 & 1 \\ 1 & 1,1 & 1 & 1 \\ 0 & 1,1 & 1 & 1 \\ 0 & 1,1 & 1 & 1 \\ 0 & 1,1 & 1 & 1 \end{pmatrix}
\]

and \(\text{perm}(V_5) = 46\).

Using other terms, we can say that this is a rook configuration on a board \(V_{n+k}\), which is defined as the collection of cells determined by the 1 entries in the matrix.

Next, we recall some general results from rook theory. A rook configuration \(A\) on a binary matrix \(A\) are rooks on some of the 1-entries of \(A\) such that no two rooks are in the same row or column. The number of cells of \(A\) with no rook weakly to the right in the same row or below in the same column is denoted by \(\text{inv}_A(A)\). In the special case where \(A\) is an \(n \times n\) matrix and \(A\) has \(n\) rooks, i.e., the configuration corresponds to a permutation, \(\pi\), by the representation \(\pi_i = j\), \(\text{inv}_A(A)\) becomes \(\text{inv}(\pi)\). The \(k\)th \(q\)-rook number for a board \(A\) is defined by Garsia and Remmel [18] as \(R^A_k(q) = \sum_A q^{\text{inv}_A(A)}\), where the sum is over all rook configurations on the matrix \(A\) with \(k\) rooks.

For example, in Fig. 3 we show the Vesztergombi permutation \(\pi = 31524 \in V_3^2\) indicating how to calculate the inversions in this particular case. Notice that the rooks are denoted by black circles and the cells with circles denote the positions counted by the inversion statistic. The number of inversions of this rook configuration is 4, hence, its weight is \(q^4\).

It is known [32, Corollary 3] that the \(n\)th \(q\)-rook number of the square matrix \(J_{n,n}\) is given by \(R^{J_{n,n}}_n(q) = [n]!_q\). Further, Garcia and Remmel [18, p.
Figure 3. Vesztergombi permutation $\pi = 31524 \in V_3^2$

248] showed that the $k$th $q$-rook number of the $n \times n$ matrix $H_n$ with ones on and above the secondary diagonal, that is

$$(H_n)_{i,j} = \begin{cases} 1, & i \leq n - j + 1; \\ 0, & \text{otherwise}, \end{cases}$$

is given by $R_{H_n}^k(q) = q^{\binom{n}{2}} S_{n+1,n+1-k}(q)$.

If we denote by $A'$ the matrix obtained by reflecting the matrix $A$ upside down, then it is clear that $H_k = (T_k)'$. Further, from the relation $\text{inv}_{A'}(A) = \binom{n}{2} - \text{inv}_A(A)$ we have that $R_{A'}^k(q) = q^{\binom{n}{2}} R_{A}^k(q / q)$.

Finally, we need the result in [32] about the $(k+n)$th $q$-rook number of a matrix built from the blocks of matrices $A$, $B$, $J_{n,k}$, and $J_{k,n}$ as follows

$$B/A := \left( \begin{array}{cc} B & J_{n,k} \\ J_{k,n} & A \end{array} \right).$$

For this case the $(k+n)$th $q$-rook number is

$$R_{B/A}^{k+n}(q) = \sum_{i=0}^{\min(k,n)} R_{k-i}(q) R_{n-i}(q)[i]! q^{-i^2},$$

where $B^*$ is the matrix obtained by rotating the matrix $B$ by 180 degrees.

It is clear that the matrix $V_{n+k}$ is the reflection of the matrix $H_k^*/H_n$.

Putting all the results above together, we have

$$p_{B_{n,k}}(q) = \sum_{\pi \in V_n^k} q^{\text{inv}(\pi)}$$
\[ R^V_{n+k}(q) = R^{(H^*_n/H_n)'}_{n+k}(q) = q^{\binom{n+k}{2}} \sum_{m=0}^{\min(n,k)} R^H_{n-m}(1/q) R^H_{k-m}(1/q)[m]_1^2/q^m \]

\[ = q^{\binom{n+k}{2}} \sum_{m=0}^{\min(n,k)} q^{-\binom{m}{2}} S_{n+1,m+1}(1/q) q^{-(k)} S_{k+1,m+1}(1/q)[m]_1^2/q^m \]

\[ = q^{nk} \sum_{m=0}^{\min(n,k)} S_{n+1,m+1}(1/q) S_{k+1,m+1}(1/q)[m]_1^2/q^m. \]

The last equality follows from \([m]_1/q = [m]!_q q^{-\binom{m}{2}}\).

Notice that Sjöstrand investigated Coxeter groups in the paper [32]. He obtained the above formula as the Poincaré polynomial of the Bruhat interval \([id, w]\), where \(w\) is the maximal element in \(A^{S\setminus\{s_k}\}}\). That is \(pB_{n,k}(q) = \text{Poin}_{[id, w]}(q)\).

From the definition we have that

\[ pB_{n,0}(q) = pB_{0,n}(q) = 1, \]

\[ pB_{n,1}(q) = pB_{1,n}(q) = (1 + q)^n. \]

Experimentally, we observed that for \(n \geq 2\),

\[ pB_{n,2}(q) = pB_{2,n}(q) = (1 + q) W_n(-q), \]

where \(W_n(q)\) is the characteristic polynomial of the Sylvester matrix \(S(P_n(q), P_{n+1}(q))\), with \(P_n(q) := [n]_q = 1 + q + \cdots + q^{n-1}\).

For example,

\[ S(P_3(q), P_4(q)) = \begin{pmatrix} 1 & 1 & 1 & 0 & 0 \\ 0 & 1 & 1 & 1 & 0 \\ 0 & 0 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 & 0 \\ 0 & 1 & 1 & 1 & 1 \end{pmatrix} \]

and its characteristic polynomial is \(W_3(q) = 1 - 3q + 6q^2 - 7q^3 + 5q^4 - q^5\). Therefore,

\[ pB_{3,2}(q) = pB_{2,3}(q) = (1 + q) W_3(-q) = 1 + 4q + 9q^2 + 13q^3 + 12q^4 + 6q^5 + q^6. \]

The authors have tried, without success, to establish the above statement.

6. \(q\)-analogue of Cenkci and Komatsu

In this section we recall briefly some results of [15,23], where the authors introduced and studied a \(q\)-analogue of poly-Bernoulli numbers.
Definition 14. ([15]) Let $n \geq 0$ and $k \geq 1$ be integers and $q$ a real number ($q \neq 0$). The poly-Bernoulli number with a $q$ parameter is defined by the generating function

$$\sum_{n=0}^{\infty} B^{(k)}_{n,q} \frac{t^n}{n!} = \frac{q \text{Li}_k \left( \frac{1-e^{-qt}}{q} \right)}{1 - e^{-qt}}.$$ 

The authors have derived the analogues of the formulas of type (2) and (4). For example, we have

$$B^{(k)}_{n,q} = \sum_{m=0}^{\min(n,k)} \binom{n}{m} (-q)^{n-m} \frac{m!}{(m+1)^k}. \quad (10)$$

Further, the analogue of (3) is true for all negative integers $k$:

$$B^{(k)}_{n,q} = q \sum_{j=0}^{\text{min}(n,k)} (j!)^2 S_2(n, j, q) S_2^{q-1}(k + 1, j + 1), \quad (11)$$

where

$$S_2(n, j, q) = \sum_{k=0}^{n} \binom{n}{k} q^{n-k} \binom{k}{j}$$

and

$$\sum_{n=j}^{\infty} S_2^{q-1}(n + 1, j + 1) \frac{t^n}{n!} = \frac{(q^{-1}e^t - 1)^j q^{-1}e^t}{j!}.$$ 

We point out the similarity of the recursion (4) and the recursion that was derived for the so defined poly-Bernoulli numbers with a $q$ parameter in [15]. We write the formula in the form that emphasizes this similarity better ($k \geq 1$).

$$B^{-(k+1)}_{n,q} = (n + 1) B^{(-k)}_{n,q} + \sum_{i=1}^{n-1} q^i \binom{n}{i+1} B^{(-k)}_{n-i,q}. \quad (12)$$

For the original formula (4) $\Gamma$-free matrices give a transparent explanation. $\Gamma$-free matrices were introduced in [8] as 01 matrices avoiding the following two $2 \times 2$ submatrices

$$\Gamma = \left\{ \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix}, \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} \right\}.$$ 

For example, the 46 $\Gamma$-free matrices of size $2 \times 3$ appear in Fig. 4. Note that we use black squares for the ones and white squares for the zeros.

A bijective proof of the fact that $n \times k$ $\Gamma$-free matrices are enumerated by the poly-Bernoulli numbers $B^{(-k)}_n$ was given in [8] and [9]. In [8] the authors give the explanation of the recursion (4).

We use now this observation in order to define a combinatorial interpretation of the polynomials $B^{(-k)}_{n,q}$, with $k \geq 1$. We introduce two notation. We call a 1 entry in a matrix corner 1 if there is at least 1 entry below it in the
same column and only zeros to its right in the same row. Note that we require to have at least one 0 to the right, so a corner 1 does not appear in the last column. Further, we define the height of a Γ-free matrix as the number of rows that do not contain any corner 1. Given a matrix $M$, we let $c(M)$ denote the number of corner 1’s in the matrix $M$ and $h(M)$ the height of the matrix $M$. For example, for the Γ-free matrix

$$M = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 1 & 0 \end{pmatrix},$$

we have that $c(M) = 2$ and $h(M) = 2$. As next, we define to each height, $h$, the polynomial $p_h$ as the $q$-poly-Bernoulli number at the parameter $-1$. That is, $p_h = B_{h,q}^{(-1)}$. So for instance,

$$p_1 = 2,$$

$$p_2 = -2q + 6,$$

$$p_3 = 2q^2 - 18q + 24,$$

$$p_4 = -2q^3 + 42q^2 - 144q + 120,$$

$$p_5 = 2q^4 - 90q^3 + 600q^2 - 1200q + 720.$$

We can view these polynomials also as the weight associated to the set of 01 vectors of length $h$. We define the following weight to a given Γ-free matrix, $M$:

$$w(M) = (-1)^{c(M)} q^{c(M)} p_{h(M)}.$$

For example, for the matrix $M$ in (13), we have that

$$w(M) = q^2 p_2 = q^2(-2q + 6) = -2q^3 + 6q^2.$$
The main result of this section is the following theorem.

**Theorem 15.** We have

\[ B_{n,q}^{(-k)} = \sum_{M \in \mathcal{G}(n,|k|)} w(M) = \sum_{M \in \mathcal{G}(n,|k|)} (-1)^{c(M)} q^{c(M)} p_{h(M)}, \]

where \( \mathcal{G}(n,k) \) is the set of \( \Gamma \)-free matrices with \( n \) rows and \( k \) columns.

**Proof.** One of the crucial properties of a \( \Gamma \)-free matrix is that if a column contains at least two 1s, the elements to the right of the 1s (except the lowest 1 in the column) are all 0s. Hence, all the 1s in such a column are corner 1s except the lowest 1. This property allows to build a \( \Gamma \)-free matrix as follows: choose some row indices, \( \mathcal{R} \), write into these rows in the first column a 1, and fill the rest of these rows with 0s, except the bottom most row, the greatest element in \( \mathcal{R} \). For the rest of the matrix there are no further restrictions, it can be constructed as an arbitrary \( \Gamma \)-free matrix with \( n - |\mathcal{R}| + 1 \) rows and \( k \) columns. This construction is given in the recurrence (4). The recurrence (12) is the version of (4) with respect to the weight defined above. Namely, assume first, that the first column doesn’t contain any corner 1s. There are \( n+1 \) possible such 01 columns, the all-0 column, and those that contain only one 1 entry. Such a column doesn’t influence the rest of the matrix and doesn’t add any factor to the weight (except maybe in determining the height of the matrix). Assume now that the first column contains \( i \) corner 1s. On one hand, we know then that in these \( i \) rows there are only 0s in the remaining columns, so we can ignore these rows. On the other hand, we keep track of these corner 1s (and rows) by adding a \( q^i \) factor to the weight of the matrix. There are \( \binom{n}{i+1} \) possibilities to choose the \( i \) corner 1s and a 1 as the lowest 1 in the first column. After iterating this process, i.e., deleting the rows of corner 1s, a matrix without any corner 1 is left, which has a weight depending only on the number of its rows. (Note that each row contains at least 1 corner 1s, so the height of the matrix is the number of rows of the matrix reduced by the number of corner 1s.) As the outcome of this process a certain matrix obtains exactly the weight \( w(M) \) we defined above and we have the recurrence (12).

□

As next we give a different combinatorial interpretation of \( B_{n,q}^{(-k)} \) based on the formula (10) and using lonesum matrices. For this sake, first we introduce colored lonesum matrices. Because of the special features of the lonesum matrix the set of columns that can arise in a matrix simultaneously has certain conditions. As we mentioned earlier, two submatrices are forbidden in a lonesum matrix, which has the consequence, that any two columns differ only at some entries, having one column at these places 1 while the other 0, but all the other entries are identical. We determine sets of columns that can arise simultaneously in a lonesum matrix, i.e., sets of 01 columns of a given length \( n \), with the above property. We call such a set lonesum alphabet. We also require
that a lonesum alphabet contains the “least” and “greatest” column, the all-0 and all-1 column. For instance, for $n = 2$ there are three lonesum alphabets:

\[
\left\{ \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 1 \end{pmatrix} \right\}, \left\{ \begin{pmatrix} 0 \\ 0 \\ 1 \\ 1 \end{pmatrix} \right\}, \left\{ \begin{pmatrix} 0 \\ 1 \\ 1 \end{pmatrix} \right\}
\]

On the other hand, for example, the lonesum matrix $E$

\[
E = \begin{pmatrix} 1 & 1 & 1 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{pmatrix}
\]

can be built from the following lonesum alphabets

\[
\left\{ \begin{pmatrix} 0 \\ 0 \\ 1 \\ 1 \\ 0 \\ 1 \\ 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ 0 \\ 1 \\ 0 \\ 1 \\ 1 \\ 0 \end{pmatrix} \right\}, \left\{ \begin{pmatrix} 0 \\ 1 \\ 1 \\ 1 \\ 1 \end{pmatrix} \right\}, \left\{ \begin{pmatrix} 0 \\ 1 \\ 1 \\ 1 \\ 1 \end{pmatrix} \right\}
\]

We associate a color to each alphabet. We build from each alphabet every possible matrix and color the matrix with the color of the alphabet indicating (as a reminder) from which alphabet it is originated. In this way, we obtain colored lonesum matrices. Clearly, there are several copies of certain lonesum matrices in different colors. For instance, the all-0 matrix is a lonesum matrix, that will appear in every possible color. We associate to each colored lonesum matrix $M$ that has the color of an alphabet of size $m + 1$ the weight $(-q)^{n-m}$, and denote this weight by $w^+(M)$. For instance, the $2 \times 1$ colored lonesum matrices with weight 1 are

\[
\begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \end{pmatrix}
\]

And with weight $-q$:

\[
\begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 \\ 1 \end{pmatrix}
\]

We claim the following statement.

**Theorem 16.** We have

\[
B_{n,q}^{(-k)} = \sum_{M \in \mathcal{C}\mathcal{L}(n,k)} w^+(M),
\]
where $\mathcal{CL}(n,k)$ denotes the set of colored lonesum matrices with $n$ rows and $k$ columns.

**Proof.** Clearly, there are $(m+1)^k$ lonesum matrices with $n$ rows and $k$ columns that are built from a lonesum alphabet containing $m+1$ columns. The number of alphabets with $m+1$ columns is easy to determine. The all-0 column is surely in the alphabet, for the next column choose some 0 entries to flip into 1, for the next column choose again some more 0s to flip into 1, and so on, until we arrive at the all-1 column. This process actually indicates an ordered partition of $n$ into $m$ blocks. So there are $m! \binom{n}{m}$ lonesum alphabets with $m+1$ columns. The formula (10) follows and hence the theorem is proven. □

Note that setting $q = 1$, we have (2). Based on this previous construction we can associate weights directly to lonesum matrices. Consider a lonesum matrix $M$. Associate to $M$ the sum of the weights of all its colored copies of it. Let $w^{++}$ denote this weight. For instance,

\[
  w^{++} \begin{pmatrix} 0 \\ 0 \end{pmatrix} = -q + 2, \quad w^{++} \begin{pmatrix} 1 \\ 1 \end{pmatrix} = -q + 2, \quad w^{++} \begin{pmatrix} 0 \\ 0 \end{pmatrix} = 1, \quad w^{++} \begin{pmatrix} 0 \\ 0 \end{pmatrix} = 1.
\]

Or the weight of the matrix $E$: $w^{++}(E) = -q + 2$, while it can be built from a lonesum alphabet of size 4 and from two different lonesum alphabets of size 5. Each matrix has a weight depending on how many different columns it contains. If the matrix has $c_1, \ldots, c_\ell$ different columns (all-0 and all-1 different columns) the weight of the matrix is

\[
w^{++}(M_\mathcal{C}) = \sum_{i=0}^{\min(k-\ell, n-\ell-1)} (-1)^{\ell+i} v(\mathcal{C}, i) q^i,
\]

where $v(\mathcal{C}, i)$ is the number of ways the column set $\mathcal{C}$ can be augmented by $i$ further columns to create a lonesum alphabet (beyond the all-0 and all-1 columns). Then we have

**Theorem 17.** We have

\[
B^{(-k)}_{n,q} = \sum_{M \in \mathcal{CL}(n,k)} w^{++}(M),
\]

where $\mathcal{L}(n,k)$ denotes the set of lonesum matrices with $n$ rows and $k$ columns.

**Proof.** The statement is clear from the previous discussion. □

For instance, the matrices with $n$ rows that contain only all-0 or all-1 (or both) has the weight $B^0_{n,q}$. In this way we have given a combinatorial meaning of the polynomials also for the case of $k = 0$. 

Remark 18. Some special settings of $q$ have combinatorial importance. For instance, $B_{n,1-q}^{(0)}$ are the Eulerian polynomials, $A_n(q)$, $(-1)^{n+1}B_{2n+1,2}^{(0)}$ are the tangent numbers (see sequence A000182 [33]) that count alternating permutations and $2^n B_{n,1}^{(1)}$ (see sequence A000629 in [33]) is the number of cyclically ordered partitions of $n + 1$ labeled points.

7. Conclusion

In this work we presented some possible variants of $q$-poly-Bernoulli numbers. These enumerations are heavily based on the combinatorics of poly-Bernoulli numbers, i.e., the weight $q$ measures some of the parameters that arise naturally in combinatorial objects enumerated by the poly-Bernoulli numbers. However, as we mentioned several generalizations can be found in the literature that are motivated analytically from a number theoretic point of view. We provided a combinatorial interpretation for one such generalization in the last section. We would like to recall two interesting examples - though there are several others - in order to motivate the reader to continue the combinatorial study of this line of research.

Komatsu [23] defined the $q$-poly-Bernoulli polynomials with parameter $\rho$, $B_{n,k}^{(k)}$ for $n,k$ integers, and $\rho,q$ real numbers with $\rho \neq 0$ and $0 \leq q < 1$ as follows:

$$
\sum_{n=0}^{\infty} B_{n,k}^{(k)}(z) \frac{t^n}{n!} = \frac{\rho}{1-e^{\rho t}} \text{Li}_{k,q}(\frac{1-e^{-\rho t}}{\rho}) e^{-t\rho} e^{-\rho t z},
$$

where $\text{Li}_{k,q}(z)$ is the $q$-polylogarithm function defined by $\text{Li}_{k,q}(z) = \sum_{n=1}^{\infty} \frac{z^n}{[n]^k_q}$. It holds that $\lim_{q \to 1} B_{n,k}^{(k)}(z) = B_{n,k}(z)$. In particular, for $z = 0$, $\lim_{q \to 1} B_{n,k}^{(k)}(0) = B_{n,k}(0)$, the poly-Bernoulli numbers with parameter $\rho$. The question naturally arises whether the combinatorial interpretation via $\Gamma$-free matrices could be extended to an interpretation of the $q$-poly-Bernoulli polynomials with parameter $\rho$.

Moreover, Komatsu and Szalay [26] extended this notion even further and introduced $q$-multiparameter-poly-Bernoulli polynomials as

$$
B_{n,L,A,q}^{(k)}(z) = \sum_{m=0}^{n} S_2(n,m,A)m! \sum_{i=0}^{m} \binom{m}{i} (-z)^i \ell^{m-i+1} \frac{[m-i+1]^k}{[m-i+1]^k_q},
$$

where $S_2(n,m,A)$ denotes the multiparameter Stirling number of second kind defined for an $n$-tuple of real numbers $A = (\alpha_0, \alpha_1, \ldots, \alpha_{n-1})$ by the equality

$$
\sum_{m=0}^{n} S_2(n,m,A)(t-\alpha_0)(t-\alpha_1)\cdots(t-\alpha_{m-1}) = t^n.
$$

In [26] we find several identities involving these polynomials.
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