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Abstract

Sequencing by Emergence (SEQE) is a new single-molecule nucleic acid (DNA/RNA) sequencing technology that estimates sequence as an emergent property of the binding and localization of a repertoire of short oligonucleotide probes. SEQE promises to deliver accurate, ultra-long, haplotype-phased reads at the whole genome-scale for very low cost within 10 minutes. The data SEQE generates requires entirely new inference techniques. In this paper we introduce a probabilistic model of the SEQE measurement process and an algorithm that estimates sequence by solving a convex relaxation of the corresponding maximum likelihood problem. We demonstrate the effectiveness of our algorithm on a variety of simulated datasets.

1 Introduction

Biological systems encode heritable information in the sequence of bases along the length of nucleic acids \(^1\). As a result, reading nucleic acid sequences is crucial for countless scientific and medical processes. We propose an algorithm for Sequencing by Emergence (SEQE) \(^2\,^3\), a new single-molecule sequencing technology potentially faster, more accurate, and less expensive than existing sequencing methods \(^4\,^5\,^6\,^7\). Notably, SEQE can generate megabase-long reads (and possibly whole chromosome lengths) at the same cost and time it takes to sequence just a few hundred bases; it is only constrained by the length of DNA molecules to which it is applied. Additionally, SEQE has layers of built-in redundancy allowing the accuracy of reads to be increased arbitrarily by modestly increasing sequencing time. The method is experimentally simple yet robust; it requires no library preparation, is completely enzyme-free and as such is low-cost and rapid.

The SEQE measurement process proceeds as follows. First, many molecules of DNA are elongated \(^8\,^9\) (and typically aligned in one orientation) and attached to the surface of a microscope slide or cover glass. Then, we record videos of the surface while different very short (5 nucleotide) fluorescently-tagged oligonucleotide (oligo) probes from a complete repertoire are flowed over the sample DNA molecules. In each video — which we call a measurement — multiple species of oligo probe are introduced, typically between 1 and 20 in number. All probes are tagged with the exact same fluorescent label, so within a single round of imaging they are optically indistinguishable. Because our probes are very short, they are extremely specific: to a first approximation they hybridize only to their reverse complement in the DNA. By this we mean they obey Watson-Crick base pairing: \(A\) binds only to \(T\) and \(C\) binds only to \(G\)
binds only to G. Unbound probes diffuse rapidly and thus appear as a uniform background in the video; we use a total internal reflection microscope to reduce background intensity. Under the correct experimental conditions probes will bind transiently: hybridization sites along the DNA will appear to blink as probes bind and unbind repeatedly. As in the super-resolution imaging technique DNA-Paint \cite{10, 11}, if the number of probes bound in any single image is not too large, each hybridization event can be localized individually and accurately (to within a few nanometers), despite the fact that the diffraction-induced point spread function of the microscope is much larger (typically 200-300 nm). A typical sequencing run consists of one to three hundred videos, each 5-60 seconds in length.

Before running our sequencing algorithm, several preprocessing steps are required. First, each frame of each video is run through a single-molecule localization algorithm, generating a set of 2D coordinates (localizations) for each video. Next, we identify all DNA strands in the sample and project localizations to the nearest strand. The final output of these pre-processing steps is a set of 1D localizations for each video for each segment of DNA. The algorithm we describe sequences each molecule independently, proceeding in a sliding-window fashion by processing regions corresponding to 150 nucleotides at a time. See Figure 1 for a graphical representation of these steps.

Even with the substantial resolution improvement afforded by single-molecule localization, the inverse problem is still quite difficult. Each nucleotide of DNA is only 0.5 nanometers in length (after elongation); a hybridization event cannot be unambiguously mapped to a sequence position. Additional complications arise because the probe species within a single video are indistinguishable, the probes are not perfectly specific, and the probes also occasionally bind to the microscope slide surface (even in the absence of DNA).

SEQE will be described in further detail in a forthcoming experimental paper, this paper focuses on modeling and inference for the data SEQE generates; as such we use simulated data based on realistic assumptions. We propose a novel convex relaxation for a class of optimization problems over sequences that we successfully apply to the SEQE inverse problem.

For clarity, for the remainder of this paper we assume all DNA is single-stranded; the models and algorithms we propose all extend easily to the double-stranded case.

Outline §2 introduces the sequencing problem and our mathematical notation, while §3 and §4 introduce a probabilistic model for the measurement process and an algorithm for the corresponding inverse problem, respectively. In §6 we illustrate the performance of SEQE and our algorithm in a series of simulated experiments. Finally, in §7 we discuss limitations of this paper along with potential improvements to the algorithms and models we present.

2 Problem Statement and Notation

While each field of view contains many DNA molecules, each of which can be quite long, we process short (150 nt) segments of each molecule independently — it is easy to stitch the estimates for each segment together. As such, the input data for the inference algorithm is a set of projected localizations for each of the $m$ measurements (a measurement is a single video) — each with the associated parameters of the experiment (probe mixture, concentrations, etc.). That is, the data we concern ourselves with in the remainder of the
Figure 1: A brief overview of the SEQE preprocessing steps. (a) shows a single frame from a video before single molecule localization. (b) shows the localizations from three measurements (each with a different set of probes) overlaid. The localizations are visualized by convolution with a small Gaussian kernel. Each round of imaging is displayed in a different color. The scale bar is 100 nanometers, which corresponds to one pixel in (a). Three strands of DNA are visible. A histogram of localizations assigned and projected to the middle strand are displayed in (c). Each bin is 5 nanometers wide. The input to the inference algorithms we describe in this paper are short sliding windows of 1D localizations similar to (c). Note that while the field of view here and in our simulations is small (12 by 12 pixels), this is simply a matter of computational convenience. Modern TIRF microscopes can have 2048 by 2048 (or larger) pixel fields of view.
paper are
\[ D_1, \ldots, D_m \subset \mathbb{R}. \]
x \in D_i \] means that we observed a localization in the \( i \)-th measurement \( x \) nanometers from the beginning of the strand.

The relationship between the sequence \( s \) and the localizations \( D_i \) is complex, but can be summarized as a combination of a few phenomena. In each measurement, probes bind repeatedly to their reverse complements along the DNA strand. Localizations from each of these hybridization events will be displaced from their actual physical location along the strand by some random distance due to errors in the single-molecule localization step — typically on the order of a few nanometers. There will be some level of false positive localizations due to both non-specific hybridization to the DNA and transient interactions between the probes and the slide surface.

The goal is to estimate the sequence \( s \) from the experimental data \( D_1, \ldots, D_m \).

### 2.1 Mathematical Notation

We denote the \( i \)-th standard basis vector, with length inferable from context, by \( e_i \). The set of real numbers is \( \mathbb{R} \). The set of vectors of length \( n \) with entries in \( \mathbb{R} \) is \( \mathbb{R}^n \); similarly, \( \mathbb{R}^{m \times n} \) is the set of \( m \) by \( n \) real-valued matrices.

The set of length \( N \) DNA sequences, \( \{A, T, C, G\}^N \), is \( \mathcal{S}_N \). For short sequences we use the letter \( K \), and refer to such sequences as \( K \)-mers (e.g. ATCG is a 4-mer). We denote the subsequence of a sequence \( s \) from index \( i \) to index \( j \) (both inclusive) by \( s_{i:j} \). We write \( s \cdot t \) for the concatenation of \( s \) and \( t \).

Throughout, we interpret DNA sequences as integers: a sequence of length \( N \) is associated with an integer between 1 and \( 4^N \) by considering the sequence as a base-4 number. As such, we may use sequences in contexts where integers are expected and vice versa.

### 3 Probabilistic Model

We approach sequencing by attempting to solve a maximum likelihood problem:

\[
\text{maximize } \sum_{i=1}^{m} \log P_i(D_i|s). \tag{1}
\]

Here \( \log P_i(D_i|s) \) (considered as a function of the sequence \( s \)) is the log-likelihood of the data \( D_i \) under a probabilistic model we introduce. We should note that we cannot solve (1) exactly; the combinatorial nature of the problem makes it quite difficult. Instead, we introduce a heuristic algorithm to solve (1) approximately. In §6 we show that the heuristic algorithm works well, and often finds sequences with higher likelihood than the ground truth sequence.

There is extensive work modeling and simulating the hybridization kinetics and optical measurement process in DNA-PAINT [10]. While these models are faithful to physical reality and easy to sample from — in fact, we use them to generate our simulated data — they do not admit a tractable likelihood function \( P_i(D_i|s) \). To get around this issue, we introduce an
approximate probabilistic model that does have a tractable likelihood function: we model the data generation process as a Poisson point process (PPP).

The PPP model is very simple. In short, for each measurement:

1. Each $K$-mer in the strand independently generates a random number of localizations.
2. The average number of localizations generated by a $K$-mer is a function of the measurement setup and the identity of the $K$-mer.
3. Each localization is randomly displaced from the true location of the $K$-mer.
4. A random number of uniformly distributed background localizations are added.
5. The final observation is the set of localizations falling within the sliding window $(l, u)$.

**Poisson point processes** Before formally introducing the model, let us (briefly) review Poisson point processes. A Poisson point process is a distribution on discrete subsets of $\mathbb{R}$ (collections of points) parameterized by a non-negative intensity measure $\lambda$. The defining property of a PPP is that the number of points in a sample in a region $R \subseteq \mathbb{R}$ is Poisson with mean $\lambda(R)$ and non-overlapping regions are independent. There are two key properties of PPPs that we use. First, if the intensity measure $\lambda$ has a density (which we also call $\lambda$) with respect to Lebesgue measure, the log-likelihood of $D \subseteq \mathbb{R}$ is a simple, concave functional of $\lambda$:

$$L(D|\lambda) = -\int \log \lambda(x) dx + \sum_{x \in D} \log \lambda(x).$$

The second property we use is that the union of two independent samples from PPPs with intensity measures $\lambda_1$ and $\lambda_2$ is also distributed as a PPP with intensity measure $\lambda_1 + \lambda_2$.

**Poisson point process model** As a first step, we assume each site of length $K$ — the length of the oligo probes, typically 5 — along the DNA strand generates a number of hybridization events that is Poisson distributed and independent of every other site along the strand. Each of these events are detected with some fixed probability. This implies that the number of localizations generated by a $K$-mer $t$ is Poisson with mean given by a parameter of the experiment which we call $\theta^{(i)}(t)$ or the sensitivity of experiment $i$:

$$\theta^{(i)} : S_K \rightarrow \mathbb{R}.$$ 

We model the localization error induced by single-molecule localization as a displacement of each localization from its true position by a random distance sampled from an error distribution $e$. We take $e$ to be a Gaussian with $\sigma$ equal to the estimated 1D localization precision. Typically, $\sigma$ ranges from 1-10 nanometers. This implies that the localizations generated by the single $K$-mer $t$ at location $l_j$ in the DNA strand are distributed according to a PPP with intensity

$$x \mapsto \theta^{(i)}(t)e(x|l_j),$$
where $x$ is measured in nanometers and
\[
e(x|l_j) = \frac{1}{\sigma\sqrt{2\pi}}e^{-\left(\frac{x-l_j}{\sqrt{2}\sigma}\right)^2}.
\]

The observed localizations are the union of localizations generated by all $K$-mers in the target sequence, which must then also be distributed according to a PPP, with intensity
\[
x \mapsto N^{-K+1} \sum_{j=1}^{N-K+1} \theta^{(i)}(s_{j:j+K-1})e(x|l_j),
\]
the sum of the intensities for each $K$-mer in the sequence.

We assume that localizations due to nonspecific binding to the slide surface are generated by a PPP with a uniform intensity per nanometer of $b$. Additionally, because we run our algorithms on a sliding window between a lower cutoff $l$ and an upper limit $u$, we multiply the intensity by the indicator function of the window $(l, u)$.

The final model (conditioned on the sequence $s$) for measurement $i$ is a PPP with intensity
\[
\lambda^{(i)}_s(x) = 1_{(l,u)}(x) \left(b + \sum_{j=1}^{N-K+1} \theta^{(i)}(s_{j:j+K-1})e(x|l_j)\right).
\]

The total log-likelihood of the entire sequencing run is then:
\[
\ell(s) = \sum_{i=1}^{m} -\int \lambda^{(i)}_s(x)dx + \sum_{x \in D_i} \log \lambda^{(i)}_s(x).
\]

The corresponding maximum-likelihood problem is
\[
\text{maximize } \ell(s). \tag{2}
\]

To summarize, the parameters of the model are the sensitivities for each experiment, $\theta^{(1)}, \ldots, \theta^{(m)}$, the bounds $l$ and $u$, the background intensity $b$, and the localization precision $\sigma$. The total number of parameters is roughly $m^4K$. The likelihood function depends on the parameters of the model and also the data, which are the observed localizations $D_1, \ldots, D_m$.

Evaluation of $\ell$ is relatively cheap, $O \left(N(\sum_{i=1}^{m} |D_i|)\right)$ floating point operations. This clearly varies with the experiment parameters, but as a rough guide, evaluating $\ell$ for an experiment with 200 rounds of imaging, each 10 seconds long, takes about 170 microseconds on a single thread of a laptop.

**Inference** The maximum likelihood problem is still difficult, however. Naïve evaluation of $\ell$ for every possible sequence is clearly impossible: $|S_N|$ is effectively infinite even for moderate values of $N$ (we use $N = 150$). Another option is a combinatorial algorithm that operates directly in the space of sequences. For instance, we could try greedy search initialized to a random sequence. Greedy search checks the change of log-likelihood under all single-base modifications of the sequence (insertions, mutations, deletions) and chooses the one that maximizes the increase; this is repeated until there are no edits that increase the likelihood.
We show some results in §6 for this class of algorithms; in short, the greedy algorithm does not work on this problem — though it’s possible more sophisticated combinatorial algorithms could.

Another option when faced with a difficult optimization problem is to solve a related but easier problem; we pursue this approach.

4 Convex Relaxation

We relax (2) into a convex problem, for which we propose an efficient algorithm. We use the solution of this problem to generate approximate maximizers of the original objective. For simplicity, in what follows we assume $\ell$ is the log-likelihood of a single measurement; it should be a sum over measurements. Everything we discuss here can be trivially extended to such a sum.

First, consider searching for a probability distribution $p$ over $\mathcal{S}_N$ instead of a single sequence. It’s impossible to represent general $p$ as $p \in \mathbb{R}^4^N$. However, if $p$ is sparse — the support of $p$, $\text{supp}(p) = \{s \in \mathcal{S}_N : p_s > 0\}$, is small — we can represent $p$ by storing only the nonzero entries and values. Our algorithm only manipulates distributions on $\mathcal{S}_N$ that have this sparse structure. Given a sparse $p$, we can quickly evaluate $\ell$ on all sequences in its support and take the sequence with maximal likelihood as an approximate solution to the maximum likelihood problem.

The question of how to generate a good distribution remains. First, we note that an equivalent problem to (2) is to find $p$ which maximizes $\ell$ in expectation:

$$\max_{p \geq 0, \; \sum_s p_s = 1} \sum_{s \in \mathcal{S}_N} p_s \ell(\lambda_s).$$

Here we overload $\ell$ as a function of the intensity measure $\lambda_s$. A standard result holds that at least one solution to (3) is a point mass with objective value equal to the optimal value of (2): a distribution that puts all of its mass on $s_*$ where $s_*$ is a solution to the original problem. While (3) is a convex problem, it is at least as hard to solve as (2). To get a more tractable problem, we interchange the expectation and $\ell$:

$$\max_{p \geq 0, \; \sum_s p_s = 1} \ell \left( \sum_{s \in \mathcal{S}_N} p_s \lambda_s \right).$$

Because $\ell$, as a function of $\lambda_s$, is concave, this is a relaxation: the optimal value of (4) upper-bounds the optimal value of the original optimization problem. As such, a solution to (4) with exactly one nonzero coordinate, $e_{s_*}$, certifies that $s$ is optimal for the original discrete problem. In our application, unfortunately, we rarely find such solutions. However, one can find solutions to the relaxed problem that are supported on very few sequences. Fortuitously, and perhaps surprisingly, the support of these solutions often includes sequences which achieve very high objective values on the original, combinatorial problem.
5 The Conditional Gradient Method

While the relaxation proposed in §4 is convex, it is quite difficult to solve because of the size of the decision variable $p$. However, conditional gradient methods for such problems often find candidate solutions supported on very few coordinates and in practice materialize very few coordinates while running.

We briefly review the conditional gradient method (CGM) before describing its implementation on our problem. The CGM solves the following convex problem:

$$\max_{x \in C} f(x)$$

where $C$ is a compact convex set and $f$ is a differentiable concave function. The CGM is an iterative algorithm that alternates between two steps: the conditional gradient step and the descent step. In the conditional gradient step, we make a linear approximation to the function $f$ at the current iterate $x$ and maximize it over the constraint set:

$$\max_{y \in C} f(z) + \langle y - x, \nabla z f(z) | z = x \rangle.$$ 

The solution to this problem is called a conditional gradient. Clearly, an efficient algorithm to solve this problem is required whenever one wishes to apply the CGM.

The descent step can take any of a number of forms, but the only requirement is that it increase the objective value sufficiently (see [12] for a detailed overview of conditional gradient methods).

In §5.1 and §5.2 we describe how we implement these steps for our problem.

5.1 Conditional Gradients

The crucial step in a conditional gradient method is, unsurprisingly, computing a conditional gradient, which for (4) is any solution to the following optimization problem:

$$\max_{y \geq 0, \sum_s y_s = 1} \left\langle y, \nabla_p \ell \left( \sum_{t \in S} p_t \lambda_t \right) \bigg| p = p \right\rangle.$$ 

$p$ here is the current iterate.

Because we’re maximizing a linear functional over the probability simplex, there is at least one solution that is a point mass, so the problem simplifies to the following:

$$\max_{s \in S_N} \left\langle e_s, \nabla_s \ell \left( \sum_{t \in S} p_t \lambda_t \right) \bigg| p = p \right\rangle. \quad (5)$$

We want to find the single sequence $s$ such that $e_s$ maximizes the directional derivative of $\ell$ at the current iterate, $p$.

As an aside, to gain some intuition about our approach one could imagine an extremely sharp likelihood; in which case it seems reasonable that the linearized likelihood function in (5) has a maximum at the ground truth sequence. In this case the conditional gradient step actually solves the original discrete problem.
Naïve solution of this problem is impossible: we can’t even materialize the gradient. However, due to structure in \( \ell \), we can still solve (5) efficiently — in fact, we show it is equivalent to a longest path problem in a small directed acyclic graph.

To do so we need to introduce the \( K \)-mer embedding of a sequence: \( \text{KE} : S_N \rightarrow \mathbb{R}^{4K \times N-(K-1)} \). \( \text{KE} \) maps a sequence \( s \) to a sparse matrix with a single nonzero entry in each column: the concatenated one-hot embeddings of each \( K \)-mer in the sequence. The columns of \( \text{KE}(s) \) are indexed by \( K \)-mers, while the rows are indexed by positions in the original sequence. For particular position \( j \) and \( K \)-mer \( t \), \( \text{KE}(s)_{t,j} \) is 1 if and only if \( s_{j-j+(K-1)} \) is \( t \). In other words, we have

\[
\text{KE}(s) = \sum_{j=1}^{N-(K-1)} e_{s_{j+j-K}} e_j^T.
\]

Crucially, the intensity \( \lambda_s \) is an affine function of the \( K \)-mer embedding:

\[
\lambda_s(x) = 1_{(l,u)}(x) \left( b + \sum_{j=1}^{N-K+1} \sum_{t=1}^{4K} \text{KE}(s)_{t,j} \theta(t)e(x|l_j) \right).
\]

Note that this definition extends to all matrices in \( \mathbb{R}^{4K \times N-(K-1)} \) and that \( \ell \) is concave as a function of the \( K \)-mer embedding.

If we overload \( \ell \) to accept \( \text{KE}(s) \) (by composition with the affine operator described above) and introduce the linear operator \( \mathcal{L} : \mathbb{R}^N \rightarrow \mathbb{R}^{4K \times N-(K-1)} \) defined by

\[
\mathcal{L}(p) = \sum_s p_s \text{KE}(s)
\]

we have

\[
\ell \left( \sum_{s \in S_N} p_s \lambda_s \right) = \ell \left( \sum_{s \in S_N} p_s \text{KE}(s) \right) = \ell \left( \mathcal{L}(p) \right).
\]

So, the conditional gradient problem is

\[
\max_{s \in S_N} \left( e_s, \nabla_p \ell(\mathcal{L}(p)) |_{p=p} \right).
\]

Using the chain rule this is equivalent to

\[
\max_{s \in S_N} \left( \mathcal{L}(e_s), \nabla_z \ell(z) |_{z=\mathcal{L}(p)} \right).
\]

Which in turn is equivalent to

\[
\max_{s \in S_N} \langle \text{KE}(s), G \rangle
\]

where \( G = \nabla_z \ell(z) |_{z=\mathcal{L}(p)} \in \mathbb{R}^{4K \times N-(K-1)} \).

Note that \( G \) is easy to compute. We need to find the sequence with \( K \)-mer embedding most closely correlated with the matrix \( G \). Luckily, there is an efficient dynamic program to find such a sequence.
Figure 2: The graph $B_{6,3}$. The path defined by the sequence AATAGA is highlighted.
Consider the directed acyclic graph, $B_{N,K}$, with vertices, $V$, given by the cartesian product of all $(K-1)$-mers, $S_{K-1}$, and the set of positions $\{1, \ldots, N-(K-1)\}$. The edge set, $E$, consists of all pairs $(s,i), (t,j)$ such that $j = i + 1$ and $s$ is a valid prefix of $t$: $s_{2:K-1} = t_{1:K-2}$. See Figure 2 for an example.

A sequence $s$ defines a unique path through this graph, starting at $(s_{1:K-1}, 1)$ and ending at $(s_{N-K:N}, N-(K-1))$ and traversing all the $(K-1)$-mers in the sequence. Additionally, any path starting at a vertex in position 1 and ending at a vertex in position $N-(K-1)$ is associated with a unique sequence of length $N$. In other words, such paths are in one-to-one correspondence with $S_N$. Again, see Figure 2 for an example.

Similarly, a matrix $G \in \mathbb{R}^{4^K \times N-(K-1)}$ is a packed representation of a set of weights on the edges of the graph: the edge between $(s,i)$ and $(t,i+1)$ gets weight $G_{s_{2:K-1}t_{1:K-2},i}$.

The inner product in the objective of (6), then, is simply the cost of the path defined by the sequence $s$ in $G_{N,K}$ with edge weights given by $D$. This implies that (6) is a longest path problem in a directed acyclic graph which is efficiently computable by dynamic programming.

In summary, despite the fact that naive evaluation of the gradient is impossible, we can compute a conditional gradient efficiently in time $O(4^K N)$.

### 5.2 Descent Step

We use the fully-corrective variant of the conditional gradient method; at each iteration we solve a restriction of the original optimization problem:

$$\max_{p \geq 0, \sum_s p_s = 1, \text{supp}(p) \subseteq \mathcal{I}} \ell(\mathcal{L}(p)).$$

The set $\mathcal{I}$ is the support of the previous iterate with the addition of the single sequence returned by the conditional gradient step. Note that if $|\mathcal{I}|$ is small, this problem is not too difficult: we simply re-parameterize so that the decision variable has dimension $|\mathcal{I}|$. The motivation behind this choice is simple: if we initialize $p$ to 0 — technically not a feasible point, but this won’t matter — the size of $\mathcal{I}$ is at most $k$, where $k$ is the number of iterations of the conditional gradient algorithm we’re willing to run. We say at most $k$ because the solution to (7) can, and in practice often does, have smaller support than $\mathcal{I}$. In theory, there is even a global upper bound on the size of $\mathcal{I}$, which for our problem is much smaller than $4^N$; though it’s still much too large to matter in practice. More importantly, in many practical applications $\mathcal{I}$ remains quite small.

While standard algorithms can solve this problem, we use several tricks to speed up solution to (7). First, we warm-start using the previous value of $p$ to generate an initialization. We use the proximal quasi-newton method with a BFGS approximation initialized to the true Hessian. Finally, we solve the proximal subproblem using an active set method which attempts to guess the support of the solution and analytically solves the resulting equality-constrained quadratic program. If any of these methods fail we fall back to an interior point method.
Algorithm 1 Conditional Gradient Method for (4)

Repeat:

1. Compute derivative: $G \leftarrow \nabla_z \ell(z)|_{z=L(x)}$.

2. Compute conditional gradient:
   
   $s \leftarrow \text{argmax}_{s \in S_N} \langle KE(s), G \rangle$.

3. Solve fully-corrective subproblem:
   
   $x \leftarrow \text{argmax}_{z \geq 0, \sum z_s = 1, \text{supp}(z) \subseteq \text{supp}(x) \cup \{s\}} \ell(L(z))$.

Conditional gradient methods generate a suboptimality bound at each iteration which we use to determine when to stop.

To turn a solution $p^\ast$ to (4) into potential solutions for (2) we try two options. First, we compute $\ell(s)$ for each $s$ in the support of the solution. We also compute the objective value for the single sequence $s$ with $K$-mer embedding closest to $p^\ast$ in the euclidean metric (using the same algorithm we use to compute the conditional gradient). We take as our point estimate the best of these sequences according to the objective function.

6 Simulations

In this section we present a few simulated experiments exploring the performance of SEQE and our inference algorithm in a variety of settings. Code to reproduce these results will soon be made available. All error bars are 95% bootstrap confidence intervals computed using Bootstrap.jl [13].

In all experiments we use an end-to-end, physically-realistic simulation of the measurement process; a continuous-time Markov model of the hybridization kinetics and a simple optics model of the microscope. For single-molecule localization we use SingleMoleculeLocalization.jl. The microscope simulation is the same in each experiment: each pixel is 100 nanometers in width (after magnification) with a 12 by 12 pixel field of view and a 100ms exposure time.

To account for edge effects we simulate a single 450 nucleotide fragment of DNA and sequence the central 150 nucleotides. We assume the stretching of the DNA is uniform with each nucleotide 0.5 nanometers in length. We set the window limits to 10 nanometers from the edges of this central 150nt segment. Finally, we score our algorithms on how well the central 50 nucleotides of the reconstruction align to the ground truth — alignments are computed using BioAlignments.jl. The per-base error metric we report is simply the number of mismatches, insertions, and deletions (divided by 50) in the alignment of the estimated sequence to the ground truth.
We use a very simple model of probe kinetics: probes bind to their reverse complement with a mean on-time of 0.3 seconds and a mean off-time of 3 seconds. This is consistent with published DNA-PAINT experiments \cite{14,15}; it is generally possible to tune the experiment conditions to achieve similar kinetics for all probes. We assume the on-time decays geometrically with the number of mismatches between the probe and the target at a rate of 1/20 per mismatch. Likewise, the off-time increases geometrically at the same rate. We use a constant background localization distribution of 0.01 localizations per nanometer.

For the PPP model, we use three parameters. We assume the sensitivity of a measurement is zero if the target $K$-mer is not in the mixture of probes used the in that measurement and a constant otherwise. The other two parameters are the localization precision $\sigma$ and the nonspecific binding rate $b$. Whenever we vary the simulation parameters (number of probes, signal-to-noise level, etc) we fit these three parameters using coordinate ascent on the likelihood of additional simulated data.

We run the CGM algorithm until the optimality gap (on the relaxed problem) is less than 0.01.

In each simulation we choose a uniformly random collection of probe species for each measurement. As we discuss in §7 this may result in a substantial overestimate of the error rate compared to an optimized selection of oligos.

**Greedy v.s. relaxation** First, we compare the conditional gradient method to greedy combinatorial search. Figure 3a shows an example run of both algorithms on a simulated experiment, while Figure 3b shows the error rates of the two algorithms on a series of simulated experiments. Clearly, the conditional gradient method applied to the relaxation substantially outperforms the greedy algorithm in terms of both computation time and final sequencing accuracy.
(a) Sample runs of the CGM and greedy algorithms on a simulated experiment. \( \ell(s_*) \) is the likelihood of the ground truth sequence. For the CGM we display the likelihood of the best single sequence found; not the objective value on the relaxed problem.

(b) Average per-nucleotide error rate within the aligned 50nt central segment for 100 runs of the CGM and greedy algorithms. The (estimated) error rate of the CGM is zero.

Figure 3: Comparison between the greedy and CGM algorithms. We use 7 probes per measurement and 200 measurements each 15 seconds long. The localization precision is around 2.5 nanometers.

Multiplexing Next, in Figure 5 we investigate the impact of the multiplexing rate (the number of probes per measurement) on sequencing performance. We deliberately choose a relatively low number of measurements (125) to highlight the impact of multiplexing. If the
number of probes is too low, sequencing fails because many parts of the target sequence are never hybridized. If the number of probes is too high, localization errors increase as multiple probes are bound at the same time. Each localization also conveys less information about the sequence — we cannot say which species of probe bound to produce the localization.

![Figure 4: Varying the number of probes per measurement in an experiment with 125 rounds of imaging, each 15 seconds long. Localization precision is about 2.5nm.](image)

**Number of measurements** Next, we hold the number of probes per measurement fixed at 7 and vary the number of measurements. Each measurement is only 10 seconds long while the localization precision is about 2.8 nanometers. Figure 5 shows that increasing the number of measurements dramatically increases sequencing performance.

![Figure 5: Sequencing accuracy as a function of the number of measurements. At 150 rounds we achieve an error rate less than 1% in 25 minutes of imaging.](image)
Localization precision  Finally, in Figure 6 we vary the signal-to-noise ratio of the localizations while holding the other parameters fixed. In this experiment we use 7 probes per measurement and 150 measurements, each 15 seconds long.

![Figure 6](localization-precision.png)

Figure 6: Two series of simulations demonstrate that localization precision strongly influences final sequencing accuracy. Taking more or longer measurements can ameliorate loss of performance due to lower localization precision.

7 Discussion and Future Work

Related sequencing technology  SEQE is closely related to sequencing by hybridization (SbH) [16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26] which, as originally proposed, estimates a sequence from the $K$-mer spectrum: the set of $K$-mers that occur in the sequence. An implementation of SbH by Sten Linnarsson and co-workers [27] gave a hint of the power of short, universal oligonucleotide probes. SEQE shares with SbH the fact that multiple oligos hybridize to each base in the target sequence, adding redundancy. Standard SbH, however, is subject to extreme length limitations, indeed, the typically cited bound is that sequences can be no more than $2^K$ nucleotides long before the $K$-mer spectrum becomes insufficient to reconstruct the sequence [28]. The additional localization information available in SEQE means that the maximum sequence length is completely unbounded and unusual sequences (i.e. repeats) present much less of an issue.

Limitations  While the performance of SEQE on simulated data is quite impressive, there may be aspects that are harder in reality than as we have modeled. We leave detailed discussion of SEQE to a forthcoming paper, but suffice it to say that SEQE is quite flexible. If, for instance, it is difficult to achieve the relatively short off-times we use in our simulations we could increase imaging time per measurement, increase the number of probes per measurement, or take more measurements. Additionally, the model we present can be easily modified to accommodate, for instance, variable stretching of the DNA.
On the computational and statistical side, we did not discuss many stages in the full sequencing pipeline. For instance, strand identification and fitting, drift correction and alignment between measurements, and finally generating long reads by aligning the sliding windows. Additionally, all simulations in this paper are run on uniformly random DNA; real-world sequences include difficult regions (e.g. homopolymer tracts) that may require specialized algorithms or measurements.

While we did try several combinatorial algorithms in addition to the greedy algorithm presented in the simulations, it is possible that different combinatorial or purely heuristic algorithms could outperform the CGM in some measurement regimes.

**Future work** A clear next step is a better exploration of the large hyperparameter space of SEQE. For example, in the simulations in this paper the extent of probe multiplexing (the number of oligo species per imaging round) is limited by the short off-time of the probes. If we use probes with a longer dark time (by, for instance, lowering their concentration) this could allow for higher multiplexing rates. Additionally, the probes we use in these simulations are very specific; but it’s possible less specific probes could improve sequencing if we could exploit the different kinetics between perfect match hybridization and mismatched hybridization.

One obvious improvement to SEQE that we did not discuss is multicolor imaging [29]. By using multiple spectrally distinguishable dyes we could run multiple measurements concurrently. Existing work in DNA-PAINT has demonstrated at least 3 color imaging; for SEQE this translates to a 3x decrease in sequencing time. This could mean a total imaging time of less than 10 minutes. Several additional strategies exist to further decrease the imaging time.

Another improvement would be the intelligent selection of the oligo species deployed in multiplex within each measurement. In the simulations presented in this paper, probe species are chosen randomly, but it is likely that sequencing performance can be improved by, for instance, choosing species that are unlikely to overlap on the target.

On the inference side, there are several avenues for improvement. First, our current model does not use kinetic information other than the total number of localizations generated by a particular probe, while we could potentially use the dwell times of various probes directly in inference. This could be easily accomplished by using a PPP with support on the cartesian product of the spatial position and the measured dwell time. Additional improvements could be possible by combining various stages of the inference pipeline: for instance, we could use the fact that localizations occur along strands during localization, or build an inference model that can handle raw image data.

Further improvements to the algorithm are possible. For instance, in many applications it may be desirable to compute an approximate posterior distribution instead of a point estimate. In another direction, the analysis in §5.1 shows that it may be possible to optimize directly over the convex hull of all possible $K$-mer embeddings; indeed, this set is the unit ball of an atomic norm and the flow-polytope of the graph $B_{N,K}$.

Finally, the SEQE process, PPP model, and the algorithm we propose here can also be applied to sequencing with a reference as a prior. This problem is substantially easier and requires less total imaging time.
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