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Abstract

We study the power of nonadaptive quantum query algorithms, which are algorithms whose queries to the input do not depend on the result of previous queries. First, we show that any bounded-error nonadaptive quantum query algorithm that computes some total boolean function depending on $n$ variables must make $\Omega(n)$ queries to the input in total. Second, we show that, if there exists a quantum algorithm that uses $k$ nonadaptive oracle queries to learn which one of a set of $m$ boolean functions it has been given, there exists a nonadaptive classical algorithm using $O(k \log m)$ queries to solve the same problem. Thus, in the nonadaptive setting, quantum algorithms can achieve at most a very limited speed-up over classical query algorithms.

1 Introduction

Many of the best-known results showing that quantum computers outperform their classical counterparts are proven in the query complexity model. This model studies the number of queries to the input $x$ which are required to compute some function $f(x)$. In this work, we study two broad classes of problem that fit into this model.

In the first class of problems, computational problems, one wishes to compute some boolean function $f(x_1, \ldots, x_n)$ using a small number of queries to the bits of the input $x \in \{0, 1\}^n$. The query complexity of $f$ is the minimum number of queries required for any algorithm to compute $f$, with some requirement on the success probability. The deterministic query complexity of $f$, $D(f)$, is the minimum number of queries that a deterministic classical algorithm requires to compute $f$ with certainty. $D(f)$ is also known as the decision tree complexity of $f$. Similarly, the randomised query complexity $R_2(f)$ is the minimum number of queries required for a randomised classical algorithm to compute $f$ with success probability at least $2/3$. The choice of $2/3$ is arbitrary; any constant strictly between $1/2$ and $1$ would give the same complexity, up to constant factors.

There is a natural generalisation of the query complexity model to quantum computation, which gives rise to the exact and bounded-error quantum query complexities $Q_E(f)$, $Q_2(f)$ (respectively). In this generalisation, the quantum algorithm is given access to the
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input \( x \) through a unitary oracle operator \( O_x \). Many of the best-known quantum speed-ups can be understood in the query complexity model. Indeed, it is known that, for certain partial functions \( f \) (i.e. functions where there is a promise on the input), \( Q_2(f) \) may be exponentially smaller than \( R_2(f) \) \[14\]. However, if \( f \) is a total function, \( D(f) = O(Q_2(f)^6) \) \[4\]. See \[6, 10\] for good reviews of quantum and classical query complexity.

In the second class of problems, learning problems, one is given as an oracle an unknown function \( f^? \left( x_1, \ldots, x_n \right) \), which is picked from a known set \( C \) of \( m \) boolean functions \( f : \{0,1\}^n \rightarrow \{0,1\} \). These functions can be identified with \( n \)-bit strings or subsets of \([n]\), the integers between 1 and \( n \). The goal is to determine which of the functions in \( C \) the oracle \( f^? \) is, with some requirement on the success probability, using the minimum number of queries to \( f^? \). Note that the success probability required should be strictly greater than 1/2 for this model to make sense.

Borrowing terminology from the machine learning literature, each function in \( C \) is known as a concept, and \( C \) is known as a concept class \[13\]. We say that an algorithm that can identify any \( f \in C \) with worst-case success probability \( p \) learns \( C \) with success probability \( p \). This problem is known classically as exact learning from membership queries \[3, 13\], and also in the literature on quantum computation as the oracle identification problem \[2\]. Many interesting results in quantum algorithmics fit into this framework, a straightforward example being Grover’s quantum search algorithm \[9\]. It has been shown by Servedio and Gortler that the speed-up that may be obtained by quantum query algorithms in this model is at most polynomial \[13\].

### 1.1 Nonadaptive query algorithms

This paper considers query algorithms of a highly restrictive form, where oracle queries are not allowed to depend on previous queries. In other words, the queries must all be made at the start of the algorithm. We call such algorithms nonadaptive, but one could also call them parallel, in contrast to the usual serial model of query complexity, where one query follows another. It is easy to see that, classically, a deterministic nonadaptive algorithm that computes a function \( f : \{0,1\}^n \rightarrow \{0,1\} \) which depends on all \( n \) input variables must query all \( n \) variables \( (x_1, \ldots, x_n) \). Indeed, for any \( 1 \leq i \leq n \), consider an input \( x \) for which \( f(x) = 0 \), but \( f(x \oplus e^i) = 1 \), where \( e^i \) is the bit string which has a 1 at position \( i \), and is 0 elsewhere. Then, if the \( i \)’th variable were not queried, changing the input from \( x \) to \( x \oplus e^i \) would change the output of the function, but the algorithm would not notice.

In the case of learning, the exact number of queries required by a nonadaptive deterministic classical algorithm to learn any concept class \( C \) can also be calculated. Identify each concept in \( C \) with an \( n \)-bit string, and imagine an algorithm \( A \) that queries some subset \( S \subseteq [n] \) of the input bits. If there are two or more concepts in \( C \) that do not differ on any of the bits in \( S \), then \( A \) cannot distinguish between these two concepts, and so cannot succeed with certainty. On the other hand, if every concept \( x \in C \) is unique when restricted to \( S \), then \( x \) can be identified exactly by \( A \). Thus the number of queries required is the minimum size of a subset \( S \subseteq [n] \) such that every pair of concepts in \( C \) differs on at least one bit in \( S \).

We will be concerned with the speed-up over classical query algorithms that can be
achieved by nonadaptive quantum query algorithms. Interestingly, it is known that speed-ups can indeed be found in this model. In the case of computing partial functions, the speed-up can be dramatic; Simon’s algorithm for the hidden subgroup problem over $\mathbb{Z}_2^n$, for example, is nonadaptive and gives an exponential speed-up over the best possible classical algorithm [14]. There are also known speed-ups for computing total functions. For example, the parity of $n$ bits can be computed exactly using only $\lceil n/2 \rceil$ nonadaptive quantum queries [8]. More generally, any function of $n$ bits can be computed with bounded error using only $n/2 + O(\sqrt{n})$ nonadaptive queries, by a remarkable algorithm of van Dam [7]. This algorithm in fact retrieves all the bits of the input $x$ successfully with constant probability, so can also be seen as an algorithm that learns the concept class consisting of all boolean functions on $n$ bits using $n/2 + O(\sqrt{n})$ nonadaptive queries.

Finally, one of the earliest results in quantum computation can be understood as a nonadaptive learning algorithm. The quantum algorithm solving the Bernstein-Vazirani parity problem [5] uses one query to learn a concept class of size $2^n$, for which any classical learning algorithm requires $n$ queries, showing that there can be an asymptotic quantum-classical separation for learning problems.

1.2 New results

We show here that these results are essentially the best possible. First, any nonadaptive quantum query algorithm that computes a total boolean function with a constant probability of success greater than $1/2$ can only obtain a constant factor reduction in the number of queries used. In particular, if we restrict to nonadaptive query algorithms, then $Q_2(f) = \Theta(D(f))$. In the case of exact nonadaptive algorithms, we show that the factor of 2 speed-up obtained for computing parity is tight. More formally, our result is the following theorem.

**Theorem 1.** Let $f : \{0, 1\}^n \to \{0, 1\}$ be a total function that depends on all $n$ variables, and let $A$ be a nonadaptive quantum query algorithm that uses $k$ queries to the input to compute $f$, and succeeds with probability at least $1 - \epsilon$ on every input. Then

$$k \geq \frac{n}{2} \left( 1 - 2\sqrt{\epsilon(1 - \epsilon)} \right).$$

In the case of learning, we show that the speed-up obtained by the Bernstein-Vazirani algorithm [5] is asymptotically tight. That is, the query complexities of quantum and classical nonadaptive learning are equivalent, up to a logarithmic term. This is formalised as the following theorem.

**Theorem 2.** Let $C$ be a concept class containing $m$ concepts, and let $A$ be a nonadaptive quantum query algorithm that uses $k$ queries to the input to learn $C$, and succeeds with probability at least $1 - \epsilon$ on every input, for some $\epsilon < 1/2$. Then there exists a classical nonadaptive query algorithm that learns $C$ with certainty using at most

$$\frac{4k \log_2 m}{1 - 2\sqrt{\epsilon(1 - \epsilon)}}$$

queries to the input.
1.3 Related work

We note that the question of putting lower bounds on nonadaptive quantum query algorithms has been studied previously. First, Zalka has obtained a tight lower bound on the nonadaptive quantum query complexity of the unordered search problem, which is a particular learning problem [15]. Second, in [12], Nishimura and Yamakami give lower bounds on the nonadaptive quantum query complexity of a multiple-block variant of the ordered search problem. Finally, Koiran et al [11] develop the weighted adversary argument of Ambainis [1] to obtain lower bounds that are specific to the nonadaptive setting. Unlike the situation considered here, their bounds also apply to quantum algorithms for computing partial functions.

We now turn to proving the new results: nonadaptive computation in Section 2 and nonadaptive learning in Section 3.

2 Nonadaptive quantum query complexity of computation

Let $\mathcal{A}$ be a nonadaptive quantum query algorithm. We will use what is essentially the standard model of quantum query complexity [10]. $\mathcal{A}$ is given access to the input $x = x_1 \ldots x_n$ via an oracle $O_x$ which acts on an $n + 1$ dimensional space indexed by basis states $|0\rangle, \ldots, |n\rangle$, and performs the operation $O_x|i\rangle = (-1)^{x_i}|i\rangle$. We define $O_x|0\rangle = |0\rangle$ for technical reasons (otherwise, $\mathcal{A}$ could not distinguish between $x$ and $\overline{x}$). Assume that $\mathcal{A}$ makes $k$ queries to $O_x$. As the queries are nonadaptive, we may assume they are made in parallel. Therefore, the existence of a nonadaptive quantum query algorithm that computes $f$ and fails with probability $\epsilon$ is equivalent to the existence of an input state $|\psi\rangle$ and a measurement specified by positive operators $\{M_0, I - M_0\}$, such that $\langle \psi | O_x^k M_0 O_x^k | \psi \rangle \geq 1 - \epsilon$ for all inputs $x$ where $f(x) = 0$, and $\langle \psi | O_x^k M_0 O_x^k | \psi \rangle \leq \epsilon$ for all inputs $x$ where $f(x) = 1$.

The intuition behind the proof of Theorem 1 is much the same as that behind “adversary” arguments lower bounding quantum query complexity [10]. As in Section 1.1 let $e^j$ denote the $n$-bit string which contains a single 1, at position $j$. In order to distinguish two inputs $x$, $x \oplus e^j$ where $f(x) \neq f(x \oplus e^j)$, the algorithm must invest amplitude of $|\psi\rangle$ in components where the oracle gives information about $j$. But, unless $k$ is large, it is not possible to invest in many variables simultaneously.

We will use the following well-known fact from [5].

**Fact 3 (Bernstein and Vazirani [5]).** Imagine there exists a positive operator $M \leq I$ and states $|\psi_1\rangle$, $|\psi_2\rangle$ such that $\langle \psi_1 | M | \psi_1 \rangle \leq \epsilon$, but $\langle \psi_2 | M | \psi_2 \rangle \geq 1 - \epsilon$. Then $|\langle \psi_1 | \psi_2 \rangle|^2 \leq 4\epsilon(1 - \epsilon)$.

We now turn to the proof itself. Write the input state $|\psi\rangle$ as

$$|\psi\rangle = \sum_{i_1, \ldots, i_k} \alpha_{i_1, \ldots, i_k} |i_1, \ldots, i_k\rangle,$$
where, for each \( m \), \( 0 \leq i_m \leq n \). It is straightforward to compute that

\[
O^\otimes_k |i_1, \ldots, i_k\rangle = (-1)^{x_{i_1} + \cdots + x_{i_k}} |i_1, \ldots, i_k\rangle.
\]

As \( f \) depends on all \( n \) inputs, for any \( j \), there exists a bit string \( x^j \) such that \( f(x^j) \neq f(x^j \oplus e^j) \). Then

\[
(O_{x^j}O^\otimes_k \oplus e^j)|i_1, \ldots, i_k\rangle = (-1)^{|\{m : i_m = j\}|}|i_1, \ldots, i_k\rangle;
\]

in other words \( (O_{x^j}O^\otimes_k \oplus e^j)^\otimes k \) negates those basis states that correspond to bit strings \( i_1, \ldots, i_k \) where \( j \) occurs an odd number of times in the string. Therefore, we have

\[
|\langle \psi |(O_{x^j}O^\otimes_k \oplus e^j)^\otimes k |\psi\rangle|^2 = \left( \sum_{i_1, \ldots, i_k} |\alpha_{i_1, \ldots, i_k}|^2 \sum_{m = j} (-1)^{|\{m : i_m = j\}|} \right)^2 = \left( 1 - 2 \sum_{i_1, \ldots, i_k} |\alpha_{i_1, \ldots, i_k}|^2 \sum_{m = j} |\{m : i_m = j\}| \text{ odd} \right)^2 =: (1 - 2W_j)^2.
\]

Now, by Fact 3, \( (1 - 2W_j)^2 \leq 4\epsilon(1 - \epsilon) \) for all \( j \), so

\[
W_j \geq \frac{1}{2} \left( 1 - 2\sqrt{\epsilon(1 - \epsilon)} \right).
\]

On the other hand,

\[
\sum_{j=1}^n W_j = \sum_{j=1}^n \sum_{i_1, \ldots, i_k} |\alpha_{i_1, \ldots, i_k}|^2 \sum_{m = j} |\{m : i_m = j\}| \text{ odd} \leq \sum_{i_1, \ldots, i_k} |\alpha_{i_1, \ldots, i_k}|^2 \sum_{j=1}^n |\{m : i_m = j\}| \text{ odd} \leq \sum_{i_1, \ldots, i_k} |\alpha_{i_1, \ldots, i_k}|^2 k = k.
\]

Combining these two inequalities, we have

\[
k \geq \frac{n}{2} \left( 1 - 2\sqrt{\epsilon(1 - \epsilon)} \right).
\]

## 3 Nonadaptive quantum query complexity of learning

In the case of learning, we use a very similar model to the previous section. Let \( A \) be a nonadaptive quantum query algorithm. \( A \) is given access to an oracle \( O_x \), which corresponds to a bit-string \( x \) picked from a concept class \( C \). \( O_x \) acts on an \( n+1 \) dimensional space indexed by basis states \( |0\rangle, \ldots, |n\rangle \), and performs the operation \( O_x|i\rangle = (-1)^{x_i}|i\rangle \), with \( O_x|0\rangle = |0\rangle \).
Assume that \( \mathcal{A} \) makes \( k \) queries to \( O_x \) and outputs \( x \) with probability strictly greater than 1/2 for all \( x \in \mathcal{C} \).

We will prove limitations on nonadaptive quantum algorithms in this model as follows. First, we show that a nonadaptive quantum query algorithm that uses \( k \) queries to learn \( \mathcal{C} \) is equivalent to an algorithm using one query to learn a related concept class \( \mathcal{C}' \). We then show that existence of a quantum algorithm using one query that learns \( \mathcal{C}' \) with constant success probability greater than 1/2 implies existence of a deterministic classical algorithm using \( O(\log |\mathcal{C}'|) \) queries. Combining these two results gives Theorem 2.

**Lemma 4.** Let \( \mathcal{C} \) be a concept class over \( n \)-bit strings, and let \( \mathcal{C}^{\otimes k} \) be the concept class defined by \( \mathcal{C}^{\otimes k} = \{x^{\otimes k} : x \in \mathcal{C}\} \), where \( x^{\otimes k} \) denotes the \((n + 1)^k\)-bit string indexed by \( 0 \leq i_1, \ldots, i_k \leq n \), with \( x^{\otimes k}_{i_1, \ldots, i_k} = x_{i_1} \oplus \cdots \oplus x_{i_k} \), and we define \( x_0 = 0 \). Then, if there exists a classical nonadaptive query algorithm that learns \( \mathcal{C}^{\otimes k} \) with success probability \( p \) and uses \( q \) queries, there exists a classical nonadaptive query algorithm that learns \( \mathcal{C} \) with success probability \( p \) and uses at most \( kq \) queries.

**Proof.** Given access to \( x \), an algorithm \( \mathcal{A} \) can simulate a query of index \((x_1, \ldots, x_k)\) of \( x^{\otimes k} \) by using at most \( k \) queries to compute \( x_1 \oplus \cdots \oplus x_k \). Hence, by simulating the algorithm for learning \( \mathcal{C}^{\otimes k} \), \( \mathcal{A} \) can learn \( \mathcal{C}^{\otimes k} \) with success probability \( p \) using at most \( kq \) nonadaptive queries. Learning \( \mathcal{C}^{\otimes k} \) suffices to learn \( \mathcal{C} \), because each concept in \( \mathcal{C}^{\otimes k} \) uniquely corresponds to a concept in \( \mathcal{C} \) (to see this, note that the first \( n \) bits of \( x^{\otimes k} \) are equal to \( x \)).

**Lemma 5.** Let \( \mathcal{C} \) be a concept class containing \( m \) concepts. Assume that \( \mathcal{C} \) can be learned using one quantum query by an algorithm that fails with probability at most \( \epsilon \), for some \( \epsilon < 1/2 \). Then there exists a classical algorithm that uses at most \( (4 \log_2 m)/(1 - 2\sqrt{\epsilon (1 - \epsilon)}) \) queries and learns \( \mathcal{C} \) with certainty.

**Proof.** Associate each concept with an \( n \)-bit string, for some \( n \), and suppose there exists a quantum algorithm that uses one query to learn \( \mathcal{C} \) and fails with probability \( \epsilon < 1/2 \). Then by Fact 3 there exists an input state \( |\psi\rangle = \sum_{i=0}^{n} \alpha_i |i\rangle \) such that, for all \( x \neq y \in \mathcal{C} \),

\[
|\langle \psi | O_x O_y | \psi \rangle |^2 \leq 4\epsilon(1 - \epsilon),
\]

or in other words

\[
\left( \sum_{i=0}^{n} |\alpha_i|^2 (-1)^{x_i + y_i} \right)^2 \leq 4\epsilon(1 - \epsilon). \tag{1}
\]

We now show that, if this constraint holds, there must exist a subset of the inputs \( S \subseteq [n] \) such that every pair of concepts in \( \mathcal{C} \) differs on at least one input in \( S \), and \( |S| = O(\log m) \). By the argument of Section 1.1 this implies that there is a nonadaptive classical algorithm that learns \( \mathcal{M} \) with certainty using \( O(\log m) \) queries.

We will use the probabilistic method to show the existence of \( S \). For any \( k \), form a subset \( S \) of at most \( k \) inputs between 1 and \( n \) by a process of \( k \) random, independent
choices of input, where at each stage input $i$ is picked to add to $S$ with probability $|\alpha_i|^2$.

Now consider an arbitrary pair of concepts $x \neq y$, and let $S^+$, $S^-$ be the set of inputs on which the concepts are equal and differ, respectively. By the constraint (1), we have

$$4\epsilon(1 - \epsilon) \geq \left(\sum_{i=0}^{n} |\alpha_i|^2 (-1)^{x_i + y_i}\right)^2 = \left(\sum_{i \in S^+} |\alpha_i|^2 - \sum_{i \in S^-} |\alpha_i|^2\right)^2 = \left(1 - 2 \sum_{i \in S^-} |\alpha_i|^2\right)^2,$$

so

$$\sum_{i \in S^-} |\alpha_i|^2 \geq \frac{1}{2} - \sqrt{\epsilon(1 - \epsilon)}.$$

Therefore, at each stage of adding an input to $S$, the probability that an input in $S^-$ is added is at least $\frac{1}{2} - \sqrt{\epsilon(1 - \epsilon)}$. So, after $k$ stages of doing so, the probability that none of these inputs has been added is at most $\left(\frac{1}{2} + \sqrt{\epsilon(1 - \epsilon)}\right)^k$. As there are $\binom{m}{2}$ pairs of concepts $x \neq y$, by a union bound the probability that none of the pairs of concepts differs on any of the inputs in $S$ is upper bounded by

$$\binom{m}{2} \left(\frac{1}{2} + \sqrt{\epsilon(1 - \epsilon)}\right)^k \leq m^2 \left(\frac{1}{2} + \sqrt{\epsilon(1 - \epsilon)}\right)^k.$$

For any $k$ greater than

$$\frac{2\log_2 m}{\log_2 (1 + 2\sqrt{\epsilon(1 - \epsilon)})} < \frac{4\log_2 m}{1 - 2\sqrt{\epsilon(1 - \epsilon)}},$$

this probability is strictly less than 1, implying that there exists some choice of $S \subseteq [n]$ with $|S| \leq k$ such that every pair of concepts differs on at least one of the inputs in $S$. This completes the proof. □

We are finally ready to prove Theorem 2, which we restate for clarity.

**Theorem.** Let $\mathcal{C}$ be a concept class containing $m$ concepts, and let $A$ be a nonadaptive quantum query algorithm that uses $k$ queries to the input to learn $\mathcal{C}$, and succeeds with probability at least $1 - \epsilon$ on every input, for some $\epsilon < 1/2$. Then there exists a classical nonadaptive query algorithm that learns $\mathcal{C}$ with certainty using at most

$$\frac{4k \log_2 m}{1 - 2\sqrt{\epsilon(1 - \epsilon)}}$$

queries to the input.

**Proof.** Let $O_x$ be the oracle operator corresponding to the concept $x$. Then a nonadaptive quantum algorithm $A$ that learns $x$ using $k$ queries to $O_x$ is equivalent to a quantum algorithm that uses one query to $O_x^{\otimes k}$ to learn $x$. It is easy to see that this is equivalent to $A$ in fact using one query to learn the concept class $\mathcal{C}^{\otimes k}$. By Lemma 5, this implies that there exists a classical algorithm that uses at most $(4k \log_2 m)/(1 - 2\sqrt{\epsilon(1 - \epsilon)})$ queries to learn $\mathcal{C}^{\otimes k}$ with certainty. Finally, by Lemma 4, this implies in turn that there exists a classical algorithm that uses the same number of queries and learns $\mathcal{C}$ with certainty. □
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