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Abstract

We study evolution equations of drift-diffusion type when various parameters are random. Motivated by applications in pedestrian dynamics, we focus on the case when the total mass is, due to boundary or reaction terms, not conserved. After providing existence and stability for the deterministic problem, we consider uncertainty in the data. Instead of a sensitivity analysis we propose to measure functionals of the solution, so-called quantities of interest (QoI), by involving scalarizing statistics. For these summarizing statistics we provide probabilistic continuity results.

1 Introduction

Evolution equations describe a variety of systems in various scientific areas. We focus on non-linear drift-diffusion equations that describe the evolution of an unknown density \( u = u(t, x) \). A classical example is the linear Fokker–Planck equation in a bounded domain \( D \subset \mathbb{R}^N \), \( N = 1, 2, 3 \), which reads as

\[
\partial_t u + \nabla \cdot (-\nabla u + u\nabla V) = 0 \quad \text{in} \quad (0, T) \times D,
\]

where \( T > 0 \) is a final time and \( V = V(t, x) \) a given external potential. The equation needs to be supplemented with suitable initial- and boundary conditions, and we emphasize that for no flux boundary conditions the mass of the initial data is conserved over time.

Here, we are interested in models in which the mass can change, either due to non-homogeneous boundary- or due to reaction terms. Furthermore, we replace the
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convection term $u \nabla V$ by $f(u) \nabla V$ where $f$ is a positive function that degenerates at both $u = 0$ and $u = 1$. This choice ensures that the solutions satisfy the box constraints $0 \leq u \leq 1$ a.e. in $(0, T) \times D$ and is often called \textit{volume filling}. Both choices are motivated by applications to pedestrian dynamics where we assume that people may enter or leave the domain and that there is a maximal density (normalized to one) that they can occupy.

For concreteness, consider the following two problems. Denoting by $J := -\nabla u + f(u) \nabla V(t, x)$ the flux density, the first problem reads

$$\partial_t u + \nabla \cdot J = \alpha(t, x) f(u) - \beta(t, x) u$$

in $(0, T) \times D$, \hspace{1cm} (P1)

where $\alpha, \beta: (0, T) \times D \to \mathbb{R}_+$ are given functions controlling the creation and removal of mass. The second problem is given by

$$\partial_t u + \nabla \cdot J = 0$$

in $(0, T) \times \Gamma$, \hspace{1cm} (P2)

$$-J \cdot n = a(t, x) g(u)$$

on $(0, T) \times \Gamma_{in}$,

$$J \cdot n = b(t, x) u$$

on $(0, T) \times \Gamma_{out}$,

$$J \cdot n = 0$$

on $(0, T) \times \partial D \setminus (\Gamma_{in} \cup \Gamma_{out})$

with $n$ being the outward normal, $a: (0, T) \times \Gamma_{in} \to \mathbb{R}$, $b: (0, T) \times \Gamma_{out} \to \mathbb{R}$ and where $\Gamma_{in}$ and $\Gamma_{out}$ are suitable subsets of $\partial D$, called in- and outflow parts of the boundary.

The models (P1) and (P2) appear in various applications, e.g., transport phenomena in biological systems, [10] or pedestrian dynamics, [8]. Here we focus on the latter situation as a guiding example. Then, $u(t, x)$ denotes the (scaled) density of pedestrians at point $x \in D$ at time $t \in (0, T)$ and $u = 1$ is the maximal possible density, i.e., the maximal number of people that can be located in a given area. From a practical point of view, it is desirable to avoid very high densities as they can lead to panic situations. Thus, one objective of our work is to study the dependence of these regions on random parameters. In both models, we allow for a change in the total number of pedestrians, either via reaction terms in (P1) or via boundary terms in (P2). A prototypical set-up for (P2) would be a corridor where people can enter at one side (with rate $\alpha$), walk through and leave at the other side with velocity $\beta$. The function $g(u)$ ensures that entering the domain is only possible if space is available, a typical choice could be $g(u) = 1 - u$.

Our analysis addresses quantities, which are derived from the entire solution of the differential equations. These functions, which transform the solution function to a single real number, are termed \textit{quantity of interest (QoI)}. Important examples include the average pedestrian density within a given area and a specific time interval.

The main result of our work is a \textit{probabilistic analysis} of the QoI on random parameters that appear in the problem. The boundary conditions to be introduced later as well
as the potential reveal over time, driving the evolution of the pedestrian density. Partial observations, as well as the state of the system at later times entail additional information. We employ this additional information for gradually more precise forecasts of the QoI.

To allow for concrete conclusions, we assume that these governing functions driving the evolution of the system realize with unknown outcomes but known law. Summarizing statistics as the expected value aggregate all possible values to a single real number.

Involving the entire law of all possible realizations, however, is expensive. It is a well-accepted practice in applied economics to replace a possibly complicated measure by a simpler measure, as the quantities of interest depend explicitly on the law. Indeed, the Wasserstein distance provides measurements, which allows assessing these deviations explicitly.

For our applications, the information available grows gradually with time. Indeed, at a given instant of time one may observe the realization of the governing functions until now, but the future remains unknown. Waiting an additional time interval will reveal additional information allowing for improved forecasts.

The nested distance relates the known information from the past with the unknown realizations from the future. The nested distance builds on the Wasserstein distance, or is a generalization of the Wasserstein distance, [9, 19], adapted to the underlying stochastic process. The nested distance was introduced in [15], see also [16] in a discrete-time setting, its topological properties are studied in [3] and [1] study extensions to continuous time. This approach will allow us to evaluate the quantities of interest for simple probability measures, which are computationally accessible faster.

Outline. The paper is organized as follows: In Section 2 we introduce the precise mathematical setting and notations. Section 3 then discusses existence and stability properties of the solutions for the deterministic problems with respect to parameters. Then, Section 4 addresses the case when parameters become random and shows our main stability result. We conclude by a summary in Section 6.

2 Preliminaries

Let us first fix the setting: $D \subset \mathbb{R}^N$, $N = 1, 2, 3$, denotes an open and bounded domain with Lipschitz boundary $\partial D$ and $T > 0$ a fixed final time.

Let $r \in [1, \infty)$. We denote by $L^r(D)$, $L^r(D; \mathbb{R}^N)$ and $W^{1,r}(D)$ the usual Lebesgue and Sobolev spaces equipped with the norms $\| \cdot \|_{L^r(D)}$ and $\| \cdot \|_{W^{1,r}(D)}$ respectively, given
by

$$\|u\|_{L^r(D)} = \left( \int_D |u|^r \, dx \right)^{1/r}, \quad \|\nabla u\|_{L^r(D)} = \left( \int_D |\nabla u|^r \, dx \right)^{1/r} \text{ and}$$

$$\|u\|_{W^{1,r}(D)} = \left( \int_D |u|^r \, dx \right)^{1/r} + \left( \int_D |\nabla u|^r \, dx \right)^{1/r}.$$

For $r = 2$ we write, as usual, $H^1(D) = W^{1,2}(D)$. Furthermore, we denote by $H^1(D)^*$ the dual space of $H^1(D)$ consisting of all bounded linear functionals $L: H^1(D) \to \mathbb{R}$. For $r = \infty$ the norm of $L^\infty(D)$ is given by

$$\|u\|_{L^\infty(D)} = \text{ess sup}_D |u|.$$

On the boundary $\partial D$ we use the $(N - 1)$-dimensional Hausdorff (surface) measure denoted by $\sigma$. Then, we define the Lebesgue spaces $L^s(\partial D)$ with $1 \leq s \leq \infty$ and the corresponding norms are given by

$$\|u\|_{L^s(\partial D)} = \left( \int_{\partial D} |u|^s \, d\sigma \right)^{1/s}, \quad 1 \leq s < \infty, \quad \|u\|_{L^\infty(\partial D)} = \text{ess sup}_{\partial D} |u|.$$  

It is well known that there exists a unique linear continuous map $\gamma: W^{1,r}(D) \to L^{r_*}(\partial D)$, called trace map, such that $\gamma(u) = u|_{\partial D}$ for all $u \in W^{1,r}(D) \cap C(\overline{\Omega})$, where $r_*$ is the critical exponent on the boundary given by

$$r_* = \begin{cases} \frac{(N-1)r}{N-r} & \text{if } r < N, \\ \infty & \text{if } r \geq N, \end{cases}$$

see [2] for further details. For the sake of notational simplicity we drop the use of the trace map $\gamma$, being understood that all restrictions of the Sobolev functions $u \in W^{1,r}(D)$ on the boundary $\partial D$ are defined in the sense of traces. In particular, there exists a constant $c_{\partial D} > 0$ such that

$$\|u\|_{L^q(\partial D)} \leq c_{\partial D} \|u\|_{W^{1,r}(D)}, \quad u \in W^{1,r}(D), \quad r \leq q \leq r_*,$$

see again [2].

Let $B$ be a Banach space with norm $\| \cdot \|_B$. For every $1 \leq r < \infty$ we denote by $L^r((0,T); B)$ the Bochner space of all measurable functions $u: [0,T] \to B$ such that

$$\|u\|_{L^r((0,T);B)} := \left( \int_0^T \|u(t)\|_B^r \, dt \right)^{1/r} < \infty.$$
We refer to $\mathbb{B}(\omega)$ as a reference for the above spaces. Let us recall the following compact embedding, see [20].

**Remark 2.1.** It holds that

$$L^\infty((0,T);H^1(D)) \cap L^2((0,T);H^1(D)^*) \hookrightarrow C([0,T];L^2(D)),$$

**Remark 2.1.** It holds that

$$L^\infty((0,T);H^1(D)) \cap L^2((0,T);H^1(D)^*) \hookrightarrow C([0,T];L^2(D)).$$

compactly.

The norm of $\mathbb{R}^N$ is denoted by $| \cdot |$ and $\cdot$ denotes the inner product in $\mathbb{R}^N$. For every $a \in \mathbb{R}$ we set $a^\pm := \max\{\pm a, 0\}$ and for $u \in W^{1,r}(D)$ we define $u^\pm(\cdot) := u(\cdot)^\pm$. It is well known that

$$u^\pm \in W^{1,r}(D), \quad |u| = u^+ + u^-, \quad u = u^+ - u^-.$$

Finally, by $| \cdot |$ we denote the Lebesgue measure on $\mathbb{R}^N$ and it will be clear from the context which quantity we refer to.

Let $(\Omega, \mathcal{F}, P)$ denote a generic probability space. If $V$ is any complete metric space, we let $\mathcal{B}(V)$ be the $\sigma$-algebra which is generated by the open subsets of $V$, i.e., the Borel $\sigma$-algebra. In other words, $\mathcal{B}(V)$ is the smallest $\sigma$-algebra containing all open subsets of $V$. Furthermore, a $V$-valued random variable in $(\Omega, \mathcal{F}, P)$ is a mapping $X: \Omega \to V$ that is $\mathcal{F}$-$\mathcal{B}(V)$-measurable, i.e.,

$$I \in \mathcal{B}(V) \Rightarrow X^{-1}(I) \in \mathcal{F}.$$

Let $k \geq 1$. For any separable Hilbert space $H$ we denote by $L^k(\Omega, \mathcal{F}, P; H)$ the Bochner space of all random variables $X: \Omega \to H$ such that

$$\|X\|_{L^k(\Omega, \mathcal{F}, P; H)} := \left( \int_\Omega \|X(\omega)\|_H^k \, dP(\omega) \right)^{\frac{1}{k}} < \infty.$$

In particular, H"older’s inequality implies the inclusion

$$L^m(\Omega, \mathcal{F}, P; H) \subset L^k(\Omega, \mathcal{F}, P; H) \quad \forall \, m \geq k.$$

If $k = 2$, then $L^2(\Omega, \mathcal{F}, P; H)$ is a Hilbert space. Abbreviating we shall write $L^2(\Omega; H)$ instead of $L^2(\Omega, \mathcal{F}, P; H)$.

Finally, let $(\mathcal{X}, d_X)$ and $(\mathcal{Y}, d_Y)$ be two metric spaces, and let $T: \mathcal{X} \to \mathcal{Y}$ be an operator. We say that $T$ is $L_T$-Lipschitz continuous if there exists $L_T > 0$ such that

$$d_Y(T(x_1), T(x_2)) \leq L_T \, d_X(x_1, x_2) \quad \text{for all } x_1, x_2 \in \mathcal{X}. \quad (2.1)$$
3 Existence and continuous dependence

This section investigates existence of unique weak solutions to both problem (P1) and (P2). Then, the Lipschitz continuity of the solution operators for both problems is shown.

3.1 Problem (P1)

We assume the following hypotheses.

(H1) The initial condition $u^0 \in W^{2−2/p, p}(D)$ for some fixed $2 < p < 3$ and satisfies $0 \leq u^0 \leq 1$.

(H2) The potential $V \in L^\infty((0, T); W^{1,\infty}(D))$.

(H3) The functions $\alpha, \beta \in L^\infty((0, T) \times D)$ and there exist $\alpha_0, \beta_0 > 0$ such that

$$\alpha(t, x) \geq \alpha_0 \quad \text{and} \quad \beta(t, x) \geq \beta_0 \quad \text{a.e. in } (0, T) \times D.$$ 

(H4) The function $f \in W^{1,\infty}(\mathbb{R})$ with Lipschitz constant $L_f$ and is such that $f(0) = f(1) = 0$ and $f(s) \geq 0$ for every $0 < s < 1$.

We use the following standard notion of weak solution

**Definition 3.1.** We say that a function $u \in L^2((0, T); H^1(D))$ with $\partial_t u \in L^2((0, T); H^1(D)^*)$ is a weak solution to equation (P1) supplemented with the boundary condition

$$(-\nabla u + f(u)\nabla V) \cdot n = 0 \quad \text{on } (0, T) \times \partial D$$

if the identity

$$\int_D \partial_t u \varphi \, dx - \int_D (-\nabla u + f(u)\nabla V) \cdot \nabla \varphi \, dx + \int_D \beta(t, x)u \varphi \, dx - \int_D \alpha(t, x)f(u) \varphi \, dx = 0$$

holds for all $\varphi \in H^1(D)$ and a.e. $0 \leq t \leq T$.

The following existence result holds.

**Theorem 3.2.** Let hypotheses (H1)–(H4) hold. Then there exists a unique weak solution to problem (P1) in the sense of Definition 3.1. Moreover, we have $0 \leq u \leq 1$ a.e. in $(0, T) \times D$ as well as $u \in C([0, T] \times \overline{D})$ whenever $p > 2$ in (H1) holds.
The proof follows from a standard application of Banach’s fixed point theorem. The bounds \( 0 \leq u \leq 1 \) are then shown using an appropriate test function with a Gronwall argument. For the convenience of the reader, the proof is shown in Appendix A.

We next denote by

\[
\mathcal{S}_1 : L^\infty(\Omega) \times L^\infty(\Omega) \times L^\infty(\Omega) \times W^{1,\infty}(\Omega) \times L^2(\Omega) \rightarrow L^2((0,T);H^1) \cap L^2((0,T);H^1)^*
\]  

(3.3)

the operator that associates to each \((\alpha, \beta, v, u^0) \in L^\infty(\Omega) \times L^\infty(\Omega) \times L^\infty(\Omega) \times W^{1,\infty}(\Omega) \times L^2(\Omega)\) the solution \(u \in L^2((0,T);H^1) \cap L^2((0,T);H^1)^*\) to equation (P1) supplemented with boundary condition (3.1). Thanks to Theorem 3.2 \(\mathcal{S}_1\) is well-defined. We now show that it is also Lipschitz continuous.

**Theorem 3.3** (Lipschitz continuity of the solution operator \(\mathcal{S}_1\)). Let \(D \subset \mathbb{R}^N\) be a bounded domain with Lipschitz boundary \(\partial D\) and let hypotheses \((H_1)-(H_4)\) be satisfied. Let \(u_1, u_2\) be two solutions to problem (P1) and (3.1) for given data \(\alpha_i, \beta_i \in L^\infty((0,T) \times D), V_i \in L^\infty((0,T);W^{1,\infty}(D))\) and initial conditions \(u_i^0 \in W^{2-2/p,p}(D)\), \(i = 1, 2\). Then, there exist constants \(C, \tilde{C} > 0\) such that

\[
\|u_1 - u_2\|^2_{L^2((0,T);H^1)} \leq C e^{\tilde{C}T} \left( \|\alpha_1 - \alpha_2\|_{L^\infty(\Omega \times (0,T))}^2 + \|\beta_1 - \beta_2\|_{L^\infty(\Omega \times (0,T))}^2 + \|V_1 - V_2\|_{L^\infty(\Omega \times (0,T);W^{1,\infty}(D))}^2 \right) + \|u_1^0 - u_2^0\|^2_{L^2(D)}.
\]

**Proof.** Set \(\tilde{u} := u_1 - u_2\) and similarly for \(\tilde{\alpha}, \tilde{\beta}, \text{and } \tilde{V}\). Then we consider equation (P1) for \(u_1\) and \(u_2\), respectively, and take the difference of the corresponding equations. After straightforward calculations the resulting equation reads as

\[
\partial_t \tilde{u} - \Delta \tilde{u} = -\nabla \cdot (\langle f(u_1) - f(u_2)\rangle \nabla V_1 + f(u_2) \nabla \tilde{V}) + \tilde{\alpha} f(u_1) + \alpha_2 (f(u_1) - f(u_2)) - \tilde{\beta} u_1 - \beta_2 \tilde{u}.
\]  

(3.4)

Multiplying (3.4) by \(\tilde{u}\), integrating in \(D\), and taking the boundary condition (3.1) into account gives

\[
\frac{1}{2} \frac{d}{dt} \int_D \tilde{u}^2 \, dx + \int_D |\nabla \tilde{u}|^2 \, dx = \int_D ((f(u_1) - f(u_2)) \nabla V_1 + f(u_2) \nabla \tilde{V}) \cdot \nabla \tilde{u} \, dx
\]

\[
+ \int_D (\tilde{\alpha} f(u_1) + \alpha_2 (f(u_1) - f(u_2))) \tilde{u} \, dx
\]  

(3.5)

\[
+ \int_D (-\beta u_1 - \beta_2 \tilde{u}) \tilde{u} \, dx.
\]
We estimate the terms on the right-hand side of (3.5) separately. First, we use the weighted Young’s inequality along with the hypothesis on \( f \), see \((H_4)\), to achieve

\[
\int_D (f(u_1) - f(u_2)) \nabla V_1 \cdot \nabla \hat{u} \, dx \leq 4L_f^2 \|\nabla V_1\|_{L^\infty(D)}^2 \|\hat{u}\|_{L^2(D)}^2 + \frac{1}{4} \|\nabla \hat{u}\|_{L^2(D)}^2
\]
as well as

\[
\int_D f(u_2) \nabla \hat{V} \cdot \nabla \hat{u} \, dx \leq 4|D|\|f(u_2)\|_{L^\infty(D)}^2 \|\nabla \hat{V}\|_{L^2(D)}^2 + \frac{1}{4} \|\nabla \hat{u}\|_{L^2(D)}^2.
\]

Moreover, we use Young’s inequality and hypothesis \((H_3)\) to have

\[
\int_D \hat{a} f(u_1) \hat{u} \, dx \leq \frac{1}{2} \int_D \hat{a}^2 f(u_1)^2 \, dx + \frac{1}{2} \int_D \hat{u}^2 \, dx
\]

\[
\leq \frac{|D|}{2} \|f(u_1)\|_{L^\infty(D)}^2 \|\hat{a}\|_{L^2(D)}^2 + \frac{1}{2} \|\hat{u}\|_{L^2(D)}^2,
\]
while a simple calculation gives

\[
\int_D \alpha_2 (f(u_1) - f(u_2)) \hat{u} \, dx \leq L_f \|\alpha_2\|_{L^\infty(D)} \|\hat{u}\|_{L^2(D)}^2.
\]

Finally, we use the fact that \( u_1 \leq 1 \) along with Young’s inequality and hypothesis \((H_2)\) to have

\[
\int_D -\hat{\beta} u_1 \hat{u} \, dx \leq \frac{|D|}{2} \|\hat{\beta}\|_{L^\infty(D)}^2 + \frac{1}{2} \|\hat{u}\|_{L^2(D)}^2,
\]
as well as

\[
\int_D -\beta_2 \hat{u}^2 \, dx \leq \|\beta_2\|_{L^\infty(D)} \|\hat{u}\|_{L^2(D)}^2.
\]

Collecting these estimates, equation (3.5) simplifies to

\[
\frac{1}{2} \frac{d}{dt} \|\hat{u}\|_{L^2(D)}^2 + \frac{1}{2} \|\nabla \hat{u}\|_{L^2(D)}^2
\]

\[
\leq \left( 4L_f^2 \|\nabla V_1\|_{L^\infty(D)}^2 + 1 + L_f \|\alpha_2\|_{L^\infty(D)}^2 + \|\beta_2\|_{L^\infty(D)}^2 \right) \|\hat{u}\|_{L^2(D)}^2
\]

\[
+ \frac{|D|}{2} \|f(u_1)\|_{L^\infty(D)}^2 \|\hat{u}\|_{L^2(D)}^2 + \frac{|D|}{2} \|\hat{\beta}\|_{L^\infty(D)}^2 + 4|D|\|f(u_2)\|_{L^\infty(D)}^2 \|\nabla \hat{V}\|_{L^\infty(D)}^2,
\]
that is

\[
\frac{d}{dt} \|\hat{u}\|_{L^2(D)}^2 + \|\nabla \hat{u}\|_{L^2(D)}^2
\]

\[
\leq B_1 \|\hat{u}\|_{L^2(D)}^2 + B_2 \|\hat{u}\|_{L^\infty(D)}^2 + B_3 \|\hat{\beta}\|_{L^\infty(D)}^2 + B_4 \|\hat{V}\|_{W^{1,\infty}(D)}^2,
\]
where $B_1 = B_1(V_1, \alpha_2, \beta_2, L_f)$, $B_2 = B_2(D, \|f\|_{L^\infty(D)})$, $B_3 = B_3(D)$, $B_4 = B_4(D, \|f\|_{L^\infty(D)})$.

An application of Gronwall’s lemma then yields

$$\|\hat{u}(\cdot, t)\|_{L^2(D)}^2 + \int_0^t \|\nabla \hat{u}\|_{L^2(D)}^2 \, ds \leq Ce^{B_1 T} \left( \|\hat{V}\|_{L^\infty((0,T);W^{1,\infty}(D))} + \|\hat{\beta}\|_{L^\infty((0,T)\times D)} + \|\hat{\alpha}\|_{L^\infty((0,T)\times D)} + \|\hat{a}^0\|_{L^2(D)} \right),$$

(3.6)

for every $t \in [0, T]$, where the constant $C > 0$ depends on $T$ but not on the difference $u_1 - u_2$. Note that $\hat{a}^0 \in L^2(D)$ by Hölder’s inequality. This fact together with Remark 2.1 implies

$$\max_{t \in [0,T]} \|\hat{u}\|_{L^2(D)}^2 + \|\nabla \hat{u}\|_{L^2((0,T);L^2(D))}^2 \leq Ce^{B_1 T} \left( \|\hat{V}\|_{L^\infty((0,T);W^{1,\infty}(D))} + \|\hat{\beta}\|_{L^\infty((0,T)\times D)} + \|\hat{\alpha}\|_{L^\infty((0,T)\times D)} + \|\hat{a}^0\|_{L^2(D)}^2 \right).$$

Finally, it follows that

$$\|\hat{u}\|_{L^2((0,T);H^1(D))}^2 \leq Ce^{B_1 T} \left( \|\hat{V}\|_{L^\infty((0,T);W^{1,\infty}(D))} + \|\hat{\beta}\|_{L^\infty((0,T)\times D)} + \|\hat{\alpha}\|_{L^\infty((0,T)\times D)} + \|\hat{a}^0\|_{L^2(D)}^2 \right),$$

and then the claim.

\[\square\]

**Remark 3.4.** Taking the definition of the operator $S_1$ into account, Theorem 3.3 shows that $S_1$ is Lipschitz continuous.

**Remark 3.5.** From equation (3.6) we in particular infer that

$$\|\hat{u}(t, \cdot)\|_{L^2(D)}^2 \leq Ce^{B_1 T} \left( \|\hat{V}\|_{L^2((0,T);W^{1,\infty}(D))} + \|\hat{\beta}\|_{L^\infty((0,T)\times D)} + \|\hat{\alpha}\|_{L^\infty((0,T)\times D)} + \|\hat{a}^0\|_{L^2(D)}^2 \right)$$

for every $t \in [0, T]$, which in particular holds for $t = T$.

**Remark 3.6.** It is easy to check that the properties of a norm imply that $u \mapsto \|u\|_{L^2((0,T);L^2(D))}$ is Lipschitz continuous, because for every $u_1$, $u_2 \in L^2((0,T);L^2(D))$ it holds

$$\|u_1\|_{L^2((0,T);L^2(D))} - \|u_2\|_{L^2((0,T);L^2(D))} \leq \|u_1 - u_2\|_{L^2((0,T);L^2(D))}.$$

**Proof.** Elementary algebraic calculation. \[\square\]
3.2 Problem (P2)

In this section we consider problem (P2) and make the following assumptions.

\((H'_1)\) The initial condition \(u_0^0 \in L^2(D)\) and satisfies \(0 \leq u_0^0 \leq 1\).

\((H'_2)\) The subsets \(\Gamma_{\text{in}}, \Gamma_{\text{out}} \subset \partial D\) of the boundary are open and disjoint. Moreover, \(\Gamma_{\text{out}}\) is nonempty.

\((H'_3)\) The function \(f \in W^{1,\infty}(\mathbb{R})\) with Lipschitz constant \(L_f\) and is such that \(f(0) = f(1) = 0\) and \(f(s) \geq 0\) for every \(0 < s < 1\).

\((H'_4)\) The function \(g \in W^{1,\infty}(\mathbb{R})\) with Lipschitz constant \(L_g\), it is monotonically decreasing and such that \(g(0) = 1\) and \(g(1) = 0\).

\((H'_5)\) The functions \(a \in L^\infty((0,T) \times \Gamma_{\text{in}})\) and \(b \in L^\infty((0,T) \times \Gamma_{\text{out}})\), and there exist \(a_0, b_0 > 0\) such that

\[
a_0 \leq a(t,x) \leq 1 \quad \text{a.e. in } (0,T) \times \Gamma_{\text{in}} \quad \text{and} \quad b_0 \leq b(t,x) \leq 1 \quad \text{a.e. in } (0,T) \times \Gamma_{\text{out}}.
\]

\((H'_6)\) The potential satisfies \(V \in L^2((0,T); W^{1,\infty}(D))\) and \(\Delta V = 0\).

**Definition 3.7.** We say that a function \(u \in L^2((0,T); H^1(D))\) with \(\partial_t u \in L^2((0,T); H^1(D)^*)\) is a weak solution to (P2) if

\[
\int_D \partial_t u \varphi \, dx - \int_D (-\nabla u + f(u) \nabla) \cdot \nabla \varphi \, dx + \int_{\Gamma_{\text{out}}} b(t,x) u \varphi \, d\sigma = \int_{\Gamma_{\text{in}}} a(t,x) g(u) \varphi \, d\sigma
\]

(3.7)

holds for all \(\varphi \in H^1(D)\) and for a.e. \(t \in [0,T]\).

Combining [4, Lemma 3.5] and [8, Theorem 1 and Corollary 1] we obtain the following existence result.

**Theorem 3.8.** Let hypotheses (\(H'_1\))–(\(H'_6\)) hold. Then there exists a unique solution \(u \in L^2((0,T); H^1(D)) \cap L^2((0,T); H^1(D)^*)\) such that \(0 \leq u \leq 1\) and \(u \in C((0,T) \times D)\).

Different from the proof of Theorem 3.1, this proof is based on a fixed point argument in entropy variables defined as derivative of an appropriate entropy functional, see [11] for details.

With this result at hand, we again define a parameter-to-solution operator. More precisely, let

\[
S_2: L^\infty((0,T) \times \Gamma_{\text{in}}) \times L^\infty((0,T) \times \Gamma_{\text{out}}) \times L^2((0,T); W^{1,\infty}(D)) \times L^2(D) \rightarrow L^2((0,T); H^1(D)) \cap L^2((0,T); H^1(D)^*)
\]

(3.8)
be the operator that maps \((a, b, V, u^0) \in L^\infty((0, T) \times \Gamma_{\text{in}}) \times L^\infty((0, T) \times \Gamma_{\text{out}}) \times L^2((0, T); W^{1,\infty}(D)) \times L^2(D)\) to the solution to \((P2)\). Thanks to Theorem 3.8 we see that it is well-defined.

The next result states the Lipschitz continuity of the operator \(S_2\).

**Theorem 3.9** (Lipschitz continuity of the solution operator \(S_2\)). Let \(D \subset \mathbb{R}^N, N = 1, 2, 3\), be a bounded domain with Lipschitz boundary \(\partial D\), and let hypotheses \((H'_1)-(H'_{\text{cp}})\) be satisfied. Moreover, let \(u_1, u_2\) be two weak solutions to \((P2)\) in the sense of (3.7) for given data \(a_i, b_i, V_i\) and initial conditions \(u^0_i, i = 1, 2\). Then, there exist constants \(C, \bar{C} > 0\), independent of the difference \(u_1 - u_2\), such that

\[
\|u_1 - u_2\|^2_{L^2((0,T);H^1(D))} \\
\leq Ce^{\bar{C}T}\left(\|a_1 - a_2\|^2_{L^\infty((0,T)\times\Gamma_{\text{in}})} + \|b_1 - b_2\|^2_{L^\infty((0,T)\times\Gamma_{\text{out}})} \\
+ \|V_1 - V_2\|^2_{L^2((0,T);W^{1,\infty}(D))} + \|u^0_1 - u^0_2\|^2_{L^2(D)}\right).
\]

**Proof.** By \(\hat{u}\) we denote the difference \(u_1 - u_2\), and assume the same meaning for \(\hat{a}, \hat{b}, \hat{V}\), and \(\hat{u}^0\). Then we write (3.7) for \(u = u_1\) and \(u = u_2\) and take the difference of the respective equations. After simplifications the resulting equation reads as

\[
\int_D \hat{a}\varphi\, dx + \int_D \nabla \hat{u} \cdot \nabla \varphi\, dx \\
= \int_D \left( (f(u_1) - f(u_2))\nabla V_1 + f(u_2)\nabla \hat{V} \right) \cdot \nabla \varphi\, dx \\
- \int_{\Gamma_{\text{out}}} (b_1(t,x)\hat{u} + \hat{b}(t,x)u_2)\varphi\, d\sigma + \int_{\Gamma_{\text{in}}} (\hat{a}(t,x)g(u_1) + a_2(t,x)(g(u_1) - g(u_2)))\varphi\, d\sigma.
\]

Choosing \(\varphi = \hat{u}\) in (3.9) gives

\[
\frac{1}{2} \frac{d}{dt} \int_D \hat{u}^2\, dx + \int_D |\nabla \hat{u}|^2\, dx \\
= \int_D \left( (f(u_1) - f(u_2))\nabla V_1 + f(u_2)\nabla \hat{V} \right) \cdot \nabla \hat{u}\, dx \\
- \int_{\Gamma_{\text{out}}} (b_1(t,x)\hat{u} + \hat{b}(t,x)u_2)\hat{u}\, d\sigma \\
+ \int_{\Gamma_{\text{in}}} (\hat{a}(t,x)g(u_1) + a_2(t,x)(g(u_1) - g(u_2)))\hat{u}\, d\sigma.
\]

We aim to estimate the different terms appearing on the right-hand side of (3.10) separately. First, hypotheses \((H'_{\text{cp}})-(H'_{\text{in}})\) together with the weighted Young’s inequality
give

\[
\int_D (f(u_1) - f(u_2)) \nabla V_1 \cdot \nabla \hat{u} \, dx \leq \int_D L_f \hat{u} \nabla V_1 \cdot \nabla \hat{u} \, dx
\]

\[
\leq 8L_8^2 \|\nabla V_1\|_{L^\infty(D)}^2 \|\hat{a}\|_{L^2(D)} + \frac{1}{8} \|\nabla \hat{u}\|_{L^2(D)}^2,
\]

and

\[
\int_D f(u_2) \nabla \cdot \nabla \hat{u} \, dx \leq 8 \int_D f(u_2)^2 |\nabla \hat{u}|^2 \, dx + \frac{1}{8} \int_D |\nabla \hat{u}|^2 \, dx
\]

\[
\leq 8|D| \|f(u_2)\|_{L^\infty(D)}^2 \|\nabla \hat{u}\|_{L^\infty(D)}^2 + \frac{1}{8} \|\nabla \hat{u}\|_{L^2(D)}^2.
\]

Moreover, hypothesis \((H'_4)\) together with the weighted Young’s inequality and the Sobolev embedding imply

\[
-\int_{\Gamma_{out}} \hat{b}(t,x)u_2 \hat{u} \, d\sigma = -\int_{\Gamma_{out}} (c_{\partial D} \hat{b}(t,x)u_2) \left( \frac{1}{c_{\partial D}} \hat{u} \right) \, d\sigma
\]

\[
\leq 8c_{\partial D}^2 \|\hat{b}\|_{L^\infty(\Gamma_{out})}^2 \|u_2\|_{L^2(\partial D)}^2 + \frac{1}{8c_{\partial D}^2} \|\hat{u}\|_{L^2(\partial D)}^2
\]

\[
\leq 8c_{\partial D}^2 \|u_2\|_{L^2(\partial D)}^2 \|\hat{b}\|_{L^\infty(\Gamma_{out})}^2 + \frac{1}{8} \|\hat{u}\|_{H^1(D)}^2,
\]

while the term \(-\int_{\Gamma_{out}} b_1(t,x)\hat{u}^2 \, d\sigma\) can be neglected having a sign. From hypothesis \((H'_4)\) we know that \(g(u_1) \in L^\infty(D)\). Then from \([14, \text{Proposition 2.4}]\) it follows that \(g(u_1) \in L^\infty(\partial D)\). Therefore, we can apply the weighted Young’s inequality together with the Sobolev embedding on the boundary to achieve

\[
\int_{\Gamma_{in}} \hat{a}(t,x)g(u_1) \hat{u} \, d\sigma = \int_{\Gamma_{in}} (c_{\partial D} \hat{a}(t,x)g(u_1)) \left( \frac{1}{c_{\partial D}} \hat{u} \right) \, d\sigma
\]

\[
\leq 8 \int_{\Gamma_{in}} c_{\partial D}^2 \hat{a}(t,x)^2 g(u_1)^2 \, d\sigma + \frac{1}{8c_{\partial D}^2} \int_{\partial \Omega} \hat{u}^2 \, d\sigma
\]

\[
\leq 8|\partial D| c_{\partial D}^2 \|g(u_1)\|_{L^\infty(\partial D)}^2 \|\hat{u}\|_{L^\infty(\Gamma_{in})}^2 + \frac{1}{8} \|\hat{u}\|_{H^1(D)}^2.
\]

Finally, the monotonicity of \(g\) (hypothesis \((H'_4)\)), together with \(a_2 \geq 0\), implies

\[
\int_{\Gamma_{in}} a_2(t,x)(g(u_1) - g(u_2)) \hat{u} \, d\sigma \leq 0,
\]
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so that this term can also be neglected. Taking into account these estimates, equation (3.10) simplifies to

\[
\frac{1}{2} \frac{d}{dt} \|\ddot{u}\|_{L^2(D)}^2 + \frac{1}{8} \|\nabla \ddot{u}\|_{L^2(D)}^2 \leq \left( 8 \|f(u_1)\|_{L^2(\partial D)}^2 \|\nabla V_1\|_{L^\infty(D)}^2 + 8L_f^2 \|\nabla V_1\|_{L^\infty(D)}^2 + \frac{1}{4} \right) \|\ddot{u}\|_{L^2(D)}^2 \\
+ 8|D| \|f(u_2)\|_{L^2(\partial D)}^2 \|\nabla \hat{V}\|_{W^{1,\infty}(D)}^2 \\
+ 8 \varepsilon_{\partial D}^2 \|u_2\|_{L^2(\partial D)}^2 \|\hat{b}\|_{L^\infty(\Gamma_{\text{out}})}^2 + 8|\partial D| \varepsilon_{\partial D}^2 \|f(u_1)\|_{L^\infty(\partial D)}^2 \|\ddot{u}\|_{L^\infty(\Gamma_{\text{in}})}^2,
\]

that is

\[
\frac{d}{dt} \|\ddot{u}\|_{L^2(D)}^2 + \|\nabla \ddot{u}\|_{L^2(D)}^2 \leq A_1 \|\ddot{u}\|_{L^2(D)}^2 + A_2 \|\bar{V}\|_{W^{1,\infty}(D)}^2 + A_3 \|\hat{b}\|_{L^\infty(\Gamma_{\text{out}})}^2 + A_4 \|\ddot{u}\|_{L^\infty(\Gamma_{\text{in}})}^2,
\]

where \(A_1 = A_1(g(u_1), V_1, L_g), A_2 = A_2(D, g(u_2)), A_3 = A_3(c_{\partial D}, u_2), A_4 = A_4(\partial D, c_{\partial D}, g(u_1)).\)

A Gronwall argument then gives

\[
\|\ddot{u}(t, \cdot)\|_{L^2(D)}^2 + \int_0^t \|\nabla \ddot{u}\|_{L^2(D)}^2 \, dx \\
\leq Ce^{A_1T} \left( \|\ddot{u}\|_{L^\infty((0,T)\times\Gamma_{\text{in}})}^2 + \|\hat{b}\|_{L^\infty((0,T)\times\Gamma_{\text{out}})}^2 + \|\nabla \bar{V}\|_{L^2((0,T);L^\infty(D))}^2 + \|\hat{\bar{u}}^0\|_{L^2(D)}^2 \right)
\]

for every \(t \in [0, T)\) and for a constant \(C > 0\) that does not depend on the difference \(u_1 - u_2\). Taking into account that \(u \in C((0, T) \times \overline{D})\), see Theorem 3.8, gives

\[
\max_{t \in [0, T]} \|\ddot{u}\|_{L^2((0,T);L^2(D))}^2 + \|\nabla \ddot{u}\|_{L^2((0,T);L^2(D))}^2 \\
\leq Ce^{A_1T} \left( \|\ddot{u}\|_{L^\infty((0,T)\times\Gamma_{\text{in}})}^2 + \|\hat{b}\|_{L^\infty((0,T)\times\Gamma_{\text{out}})}^2 + \|\nabla \bar{V}\|_{L^2((0,T);L^\infty(D))}^2 + \|\hat{\bar{u}}^0\|_{L^2(D)}^2 \right).
\]

It follows that

\[
\|\ddot{u}\|_{L^2((0,T);H^1(D))}^2 \\
\leq Ce^{A_1T} \left( \|\ddot{u}\|_{L^\infty((0,T)\times\Gamma_{\text{in}})}^2 + \|\hat{b}\|_{L^\infty((0,T)\times\Gamma_{\text{out}})}^2 + \|\nabla \bar{V}\|_{L^2((0,T);W^{1,\infty}(D))}^2 + \|\hat{\bar{u}}^0\|_{L^2(D)}^2 \right),
\]

and then the claim. \(\Box\)

**Remark 3.10.** The previous theorem implies in particular that the operator \(S_2\) is Lipschitz continuous.
3.3 Quantities of interest

As mentioned in the introduction, we are eventually interested in understanding the sensitivity of the distribution of functionals of the solution, quantities of interest (QoI), resulting from different random models for the uncertain coefficients $a, \beta, V, u^0$ or $a, b, V, u^0$.

More precisely, we look at maps $\Phi : \Xi \to \mathbb{R}$, where

$$\Xi := L^2((0,T); H^1(D)) \cap L^2((0,T); H^1(D)^*) . \quad (3.11)$$

Candidates for the quantity of interest include the functions

$$\Phi(u) := \int_{D'} u(t,x) \, dx \quad \text{or} \quad \Phi(u) = \int_{t_1}^{t_2} \int_D u(t,x) \, dx ,$$

with $D' \subset D$ and $t_1 < t_2 \leq T$. In terms of our application of pedestrian motion, they can be interpreted as the amount of pedestrians in the subdomain $D'$, or the total amount in the fixed time windows $[t_1; t_2]$. Note that both examples are Lipschitz continuous which will be crucial later on.

Another interesting example is the number of pedestrians in regions that exceed a given density. The reason is that in these regions, small variations are sufficient to reach a density so high that, e.g., panic may occur. This corresponds to the measure of superlevel sets, i.e.,

$$\Phi(u) := |\{x \in D : u(t,x) > c\}| , \quad (3.12)$$

where $0 \leq c \leq 1$ is a given constant. The issue here is that $\Phi(u)$ in (3.12) is no longer Lipschitz continuous w.r.t. $u$ which will be an essential assumption for our subsequent analysis. Thus, we introduce a regularized version as follows. First observe that

$$\Phi(u) = \int_{\{x \in D : u(t,x) > c\}} dx = \int_D \chi_{\{u(t,x) > c\}}(x) \, dx .$$

Now we replace $\chi_{\{u(t,x) > c\}}(x)$ by $\chi_{\varepsilon}(u(t,x))$ which is a smooth (and thus Lipschitz continuous) approximation and define

$$\Phi(u) := \int_D \chi_{\varepsilon}(u(t,x)) \, dx .$$

4 Random data

The aim of this section is to extend the results of the previous section to the random setting. A traditional way of solving an evolution equation as exemplified in (P1) is by involving the Feynman–Kac representation. That is, by introducing a stochastic process
which is a distinctive element of the equations (cf. Theorem 22 and Corollary 23) to incorporate the new dimension time and the new aspect of time. Here, the parameters are typically not revealed at once but gradually over time, which is a distinctive element of the equations (P1) and (P2) compared to other traditional and classical settings just mentioned. It is our goal here to extend [7, Theorem 17, Theorem 22 and Corollary 23] to incorporate the new dimension time and the new aspect of gradually unveiled knowledge of parameters.

The limited knowledge about uncertain data is modelled probabilistically in the parameters of the differential equation. To elaborate this probabilistic setting we first establish the link to the results of the preceding sections.

Random data are given by considering the function-valued realizations

\[ \alpha(\cdot, \cdot, \omega), \beta(\cdot, \cdot, \omega) \in L^\infty((0, T) \times D), \quad V(\cdot, \cdot, \omega) \in L^\infty((0, T); W^{1,\infty}(D)), \]

\[ a(\cdot, \cdot, \omega) \in L^\infty((0, T) \times \Gamma_{\text{in}}), \quad b(\cdot, \cdot, \omega) \in L^\infty((0, T) \times \Gamma_{\text{out}}), \]

\[ V(\cdot, \cdot, \omega) \in L^2((0, T); W^{1,\infty}(D)), \quad u^0(\cdot, \omega) \in W^{2-2/p; p}(D), \]

\[ u(\cdot, \omega) \in L^2(D) \]

for \( \omega \in \Omega \) with respect to a reference probability space \( (\Omega, \mathcal{F}, P) \). The random data now result in a random solution \( u(\cdot, \cdot, \omega) \) of (P1) and (P2), that is, a random variable \( u: \Omega \rightarrow L^2(0, T; H^1(D)) \cap L^2(0, T; H^1(D)^*) \) such that either

\[
\begin{align*}
\partial_t u(\cdot, \cdot, \omega) + \nabla \cdot (-\nabla u(\cdot, \cdot, \omega) + f(u(\cdot, \cdot, \omega)))\nabla V(\cdot, \cdot, \omega) &= \alpha(\cdot, \cdot, \omega)f(u(\cdot, \cdot, \omega)) - \beta(\cdot, \cdot, \omega)u(\cdot, \cdot, \omega) & \text{in } (0, T) \times D, \\
(-\nabla u(\cdot, \cdot, \omega) + f(u(\cdot, \cdot, \omega)))\nabla V(\cdot, \cdot, \omega) \cdot n &= 0 & \text{on } (0, T) \times \partial D, 
\end{align*}
\]

(4.1)

or

\[
\begin{align*}
\partial_t u(\cdot, \cdot, \omega) &= \text{div} J(\cdot, \cdot, \omega) & \text{in } (0, T) \times D, \\
-J(\cdot, \cdot, \omega) \cdot n &= a(\cdot, \cdot, \omega)g(u(\cdot, \cdot, \omega)) & \text{on } (0, T) \times \Gamma_{\text{in}}, \\
J(\cdot, \cdot, \omega) \cdot n &= b(\cdot, \cdot, \omega)u(\cdot, \cdot, \omega) & \text{on } (0, T) \times \Gamma_{\text{out}}, \\
J(\cdot, \cdot, \omega) \cdot n &= 0 & \text{on } (0, T) \times \partial D \setminus (\Gamma_{\text{in}} \cup \Gamma_{\text{out}})
\end{align*}
\]

(4.2)

hold (in a weak sense) \( P \)-almost surely (\( P \)-a.s., for short), where \( J(\cdot, \cdot, \omega) = -\nabla u(\cdot, \cdot, \omega) + f(u(\cdot, \cdot, \omega))\nabla V(\cdot, \cdot, \omega) \).

We say that the stochastic process \( (u(t))_{t \in [0, T]} \) is a solution to problem (4.1) if \( u \in L^2(0, T; H^1(D)) \cap L^2(0, T; H^1(D)^*) \) \( P \)-a.s. and \( (u(t))_{t \in [0, T]} \) satisfies the equation

\[
\int_D \partial_t u \varphi \, dx = -\int_D (\nabla u + f(u)\nabla V) \cdot \nabla \varphi \, dx + \int_D \beta(t, x)u \, dx - \int_D \alpha(t, x)f(u) \varphi \, dx = 0, \quad P \text{-a.s.,}
\]
for all $\varphi \in H^1(D)$.

We have the following result.

**Theorem 4.1.** Let $D \subset \mathbb{R}^N$, $N = 1, 2, 3$, be a bounded domain with Lipschitz boundary $\partial D$ and let $T > 0$. Suppose that

(a) The initial condition satisfies $u^0 \in L^q(\Omega; W^{2-2/p, p}(D))$ for some $2 < p < 3$ and for all $q \in [1, \infty)$ and the condition $P(|\{\omega \in \Omega: 0 \leq u^0 \leq 1\}) = 1$.

(b) The potential $V \in L^q(\Omega; L^\infty((0, T); W^{1, \infty}(D)))$ for all $q \in [1, \infty)$.

Then, there exists a solution $u \in L^2(0, T; H^1(D)) \cap L^2(0, T; H^1(D)^*)$ to problem (4.1), $P$-a.s.

**Proof.** Fix $\omega \in \Omega$ and consider the function $u(\cdot, \cdot, \omega)$. From Theorem 3.2 we know that there exists a solution $u \in L^2(0, T; H^1(D)) \cap L^2(0, T; H^1(D)^*)$ a.s. $\omega \in \Omega$ and $(u(t))_{t \in [0, T]}$ satisfies the equation

$$
\int_D \partial_t u \varphi \, dx - \int_D (-\nabla u + f(u) \nabla V) \cdot \nabla \varphi \, dx + \int_{\Gamma_{out}} b u \varphi \, d\sigma = \int_{\Gamma_{in}} ag(u) \varphi \, d\sigma
$$

for all $\varphi \in H^1(D)$, $P$-a.s.

Then we can state the following result.

**Theorem 4.2.** Let $D \subset \mathbb{R}^N$, $N = 1, 2, 3$, be a bounded domain with Lipschitz boundary $\partial D$ and let $T > 0$. Suppose that

(b) The initial condition $u^0 \in L^q(\Omega; L^2(D))$ for every $q \in [1, \infty)$ and satisfies $P(\{\omega \in \Omega: 0 \leq u^0 \leq 1\}) = 1$.

(b) The subsets $\Gamma_{in}, \Gamma_{out} \subset \partial D$ are open and disjoint. Moreover, $\Gamma_{out}$ is nonempty.
(b₃) The function \( f \in W^{1,\infty}(\mathbb{R}) \) with Lipschitz constant \( L_f \) and is such that \( f(0) = 1 \) and \( f(1) = 0 \) and \( f(s) \geq 0 \) for every \( 0 < s < 1 \).

(b₄) The function \( g \in W^{1,\infty}(\mathbb{R}) \) with Lipschitz constant \( L_g \), is monotonically decreasing and such that \( g(0) = 1 \) and \( g(1) = 0 \).

(b₅) The functions \( a \in L^q(\Omega; L^{\infty}((0,T) \times \Gamma_{in})) \) and \( L^q(\Omega; L^{\infty}((0,T) \times \Gamma_{out})) \) for all \( q \in [1,\infty) \) and there exist \( a_0, b_0 > 0 \) such that

\[
P(\{\omega \in \Omega : a \geq a_0\}) = P(\{\omega \in \Omega : b \geq b_0\}) = 1.
\]

(b₆) The potential satisfies \( V \in L^q(\Omega; L^2((0,T); W^{1,\infty}(D))) \) for all \( q \in [1,\infty) \) and \( \Delta V = 0 \), \( P\text{-a.e.}\).

Then, there exists a solution \( u \in L^2(0,T; H^1(D)) \cap L^2(0,T; H^1(D)^*) \) to problem (4.2), \( P\text{-a.s.} \).

**Proof.** The argument is the same as in Theorem 4.1 and thus we omit the proof. \( \square \)

### 4.1 Random solution

We understand uniqueness of solutions to (4.1) in the almost sure sense: if \( \{u(t,x,\omega)\} \) and \( \{v(t,x,\omega)\} \) are two solutions to problem (4.1), then

\[
P(\{\omega \in \Omega : u(t,x,\omega) = v(t,x,\omega) \text{ for all } t \in (0,T) \text{ and } x \in D\}) = 1.
\]

In this case \( \{u(t,x,\omega)\} \) and \( \{v(t,x,\omega)\} \) are indistinguishable with respect to \( P \). A similar argument holds true for the notion of uniqueness of the solution to (4.2).

In this setting, the solution

\[
\omega \mapsto u(\cdot,\cdot,\omega) = S_1(\alpha(\cdot,\cdot,\omega), \beta(\cdot,\cdot,\omega), V(\cdot,\cdot,\omega), u^0(\cdot,\cdot,\omega))
\]

to (4.1) and the solution

\[
\omega \mapsto u(\cdot,\cdot,\omega) = S_2(\alpha(\cdot,\cdot,\omega), \beta(\cdot,\cdot,\omega), V(\cdot,\cdot,\omega), u^0(\cdot,\cdot,\omega))
\]

to (4.2) are random variables taking values in \( L^2((0,T); H^1(D)) \cap L^2((0,T); H^1(D)^*) \).

Let us focus on problem (4.1). First, we equip the product space \( L^\infty(D \times (0,T)) \times L^\infty(D \times (0,T); W^{1,\infty}(D)) \times L^2(D) \) with the metric

\[
d_1((\alpha_1, \beta_1, V_1, u^0_1), (\alpha_2, \beta_2, V_2, u^0_2)) :=
\| \alpha_1 - \alpha_2 \|_{L^\infty((0,T) \times D)} + \| \beta_1 - \beta_2 \|_{L^\infty((0,T) \times D)}
+ \| V_1 - V_2 \|_{L^\infty((0,T); W^{1,\infty}(D))} + \| u^0_1 - u^0_2 \|_{L^2(D)}.
\]
From Theorem 3.3, taking into account that the function $t \mapsto t^{1/2}$ is sublinear, we have

$$\|S_1(\alpha_1, \beta_1, V_1, u_1^0) - S_1(\alpha_2, \beta_2, V_2, u_2^0)\|_{L^2((0,T); H^1(D))} \leq Ce^{\hat{c}T/2} \left( \|a_1 - a_2\|_{L^\infty((0,T) \times D)} + \|\beta_1 - \beta_2\|_{L^\infty((0,T) \times D)} \\
+ \|V_1 - V_2\|_{L^\infty((0,T); W^{1,\infty}(D))} + \|u_1^0 - u_2^0\|_{L^2(D)} \right)$$

$$\leq \overline{C} \cdot d_1 \left( (\alpha_1, \beta_1, V_1, u_1^0), (\alpha_2, \beta_2, V_2, u_2^0) \right), \quad (4.4)$$

where $\overline{C} = C e^{\hat{c}T/2}$.

Similarly, let us consider problem (4.2). We equip the product space $L^\infty((0,T) \times \Gamma_{in}) \times L^\infty((0,T) \times \Gamma_{out}) \times L^2((0,T); W^{1,\infty}(D)) \times L^2(D)$ with the metric

$$d_2((a_1, b_1, V_1, u_1^0), (a_2, b_2, V_2, u_2^0)) := \|a_1 - a_2\|_{L^\infty((0,T) \times \Gamma_{in})} + \|b_1 - b_2\|_{L^\infty((0,T) \times \Gamma_{out})} + \|V_1 - V_2\|_{L^2((0,T); W^{1,\infty}(D))} + \|u_1^0 - u_2^0\|_{L^2(D)}. \quad (4.5)$$

Reasoning as before, from Theorem 3.9 we have that

$$\|S_2(a_1, b_1, V_1, u_1^0) - S_2(a_2, b_2, V_2, u_2^0)\|_{L^2((0,T); H^1(D))} \leq Ce^{\hat{c}T/2} \left( \|a_1 - a_2\|_{L^\infty((0,T) \times \Gamma_{in})} + \|b_1 - b_2\|_{L^\infty((0,T) \times \Gamma_{out})} \\
+ \|V_1 - V_2\|_{L^2((0,T); W^{1,\infty}(D))} + \|u_1^0 - u_2^0\|_{L^2(D)} \right)$$

$$\leq Ce^{\hat{c}T/2}d_2((a_1, b_1, V_1, u_1^0), (a_2, b_2, V_2, u_2^0)). \quad (4.6)$$

Summarizing, both problems are Lipschitz continuous with respect to the distances introduced. The Lipschitz constant, notably, strictly depends on the time horizon $T$.

### 5 Uncertainty quantification

Having extended to results of Section 3 to the random setting in the previous section, we can now tackle the main subject of this work, namely uncertainty quantification for time-dependent drift-diffusion equations.

We will investigate this time dependency by exchanging the measures. Exchanging the measure allows to replace a complicated probability measure by a simpler measure and execute computations for the simpler, perhaps discrete measure only. The continuity results will allow us to relate the original problem with the simpler, approximating problem and to connect them quantitatively.

In contrast to the space dimensions, the dimension time indeed exhibits a new aspect and must be treated differently than spatial dimensions. Time progresses, revealing
additional knowledge gradually, and adapted stochastic processes exactly address this aspect that past realizations are known, while random observations will be revealed in the unknown future.

Before addressing the novel temporal aspect in Section 5.2 below we introduce Wasserstein distances, which constitute the basis for the distance of stochastic processes.

**Definition 5.1** (Wasserstein distance, [21]). Let \((\Xi, d)\) be Polish and \(P\) (\(\bar{P}\), resp.) be a probability distribution on \(\Xi\). The Wasserstein distance of the measures \(P\) and \(\bar{P}\) of order \(r \geq 1\) is

\[
d_r(P, \bar{P}) := \inf_{\pi} \int_{\Xi \times \Xi} d(\xi, \bar{\xi})^r \pi(d\xi, d\bar{\xi}),
\]

(5.1)

where the infimum is among all probability measures \(\pi\) on \(\Xi \times \Xi\) with marginals \(P\) and \(\bar{P}\), i.e.,

\[
\pi(A \times \Xi) = P(A) \quad \text{and} \quad \pi(\Xi \times B) = \bar{P}(B)
\]

(5.2)

for all measurable sets \(A, B \in \mathcal{B}(\Xi)\).

The most fundamental result on the Wasserstein distance is the Kantorovich–Rubinstein Theorem. The theorem states that

\[
\left| E_P f - E_{\bar{P}} f \right| \leq L_f d_1 (P, \bar{P}),
\]

(5.3)

where \(f : \Xi \to \mathbb{R}\) is a \(\mathbb{R}\)-valued function with Lipschitz constant \(L_f\), cf. (2.1); here, \(E_P\) (\(E_{\bar{P}}\), resp.) is the expectation with respect to the probability measure \(P\) (\(\bar{P}\), resp.), while \(d_1\) comes from (5.1) for \(r = 1\).

### 5.1 Quantities of interest

As explained in Section 3.3, we are interested in quantities of interest of the random solutions. To involve the Kantorovich-Rubinstein theorem (5.3) we thus consider the concatenation of the QoI with the respective solution operator \(\Phi \circ S\) with \(S = S_1\) and \(S = S_2\), respectively. For random input, the compositions

\[
\omega \mapsto \Phi(u(\cdot, \cdot, \omega)) = (\Phi \circ S_1) \left( a(\cdot, \cdot, \omega), b(\cdot, \cdot, \omega), V(\cdot, \cdot, \omega), u^0(\cdot, \omega) \right)
\]

and

\[
\omega \mapsto \Phi(u(\cdot, \cdot, \omega)) = (\Phi \circ S_2) \left( a(\cdot, \cdot, \omega), b(\cdot, \cdot, \omega), V(\cdot, \cdot, \omega), u^0(\cdot, \omega) \right)
\]

are \(\mathbb{R}\)-valued random variables.

Assembling the results from the preceding section we have the following preliminary result.
Theorem 5.2. Let $P$ and $\hat{P}$ be probability distributions on $\Xi$ (cf. (3.11)), equipped with the metric (4.3) or (4.5). Then the quantities of interest of the problems (P1) and (P2) satisfy
\[
|E_P \Phi(S) - E_{\hat{P}} \Phi(S)| \leq L_\Phi C e^{C'T'/2} d_r(P, \hat{P})
\]
both for $S = S_1$ and $S = S_2$, where $L_\Phi$ is the Lipschitz constant of the quantity of interest and $r \geq 1$.

Proof. The Lipschitz continuity for $S_1$ follows from Theorem 3.3 (cf. Remark 3.4) and the Lipschitz continuity of $S_2$ from Theorem 3.9 (cf. Remark 3.10). The Lipschitz constant of the composition $\Phi \circ S$ is
\[
L = L_\Phi L_S.
\]
The result for $r = 1$ follows thus follows from the Kantorovich–Rubinstein theorem (5.3) above. The result for $r \geq 1$ follows from Hölder’s inequality, as $d_1(P, \hat{P}) \leq d_r(P, \hat{P})$. □

5.2 The novel temporal aspect and stochastic process

The boundary conditions $\alpha$ and $\beta$ of the differential equation (P1) ($a$ and $b$ for problem (P2), respectively) are random functions, chosen according the probability measure $P$ as $\omega \mapsto \alpha(t, x, \omega)$. Given the parabolic equation and its solution it is sufficient to know $\alpha(t', x)$ and $\beta(t', x)$ for $t' \leq t$ to find $u(t, x)$. Put differently, $\alpha(t'', x)$ for all $t'' > t$ does not impact $u(t, x)$.

Further, the solution operators (3.3) and (3.8) of the differential equations (P1) and (P2) feature a semigroup property, i.e., solving the equations from $t = 0$ up to time $t = T$, say, and then solving again from $T$ with the solution obtained for the next time span up to $T' > T$ is the same as solving the initial problem up to $T'$. We shall exploit this property now for the stochastic problem setting.

To this end consider the functions $\alpha, \beta$ (for the first problem) and the functions $a$ and $b$ of the second problem. These functions evolve over time, and they are observed over time. At time $t$ their past is known but, in a random environment, not their future. With these functions we associate the $\sigma$-algebras
\[
\mathcal{F}_t := \sigma \left( \begin{array}{c} \{ \omega \in \Omega : \alpha(t', x, \omega) \in A \}, \\ \{ \omega \in \Omega : \beta(t', x, \omega) \in A \}, \\ \{ \omega \in \Omega : V(t', x, \omega) \in A \} \end{array} \bigg| t' \leq t, x \in D \text{ and } A \in \mathcal{B}(\Xi) \right) 
\]
generated by the sets of parametric functions, which cannot be distinguished further up to time $t$; this $\sigma$-algebra $\mathcal{F}_t$ models the information available at time $t$. The family
\[
\mathcal{F} := \{ \mathcal{F}_t \}_{t \in [0, T]}
\]

of increasing $\sigma$-algebras constitutes a filtration.

For the second problem, respectively, the filtration is built form the $\sigma$-algebras

$$
\mathcal{F}_t := \sigma \left( \{ \omega \in \Omega : a(t', x, \omega) \in A \} , \{ \omega \in \Omega : b(t', x, \omega) \in A \} , \{ \omega \in \Omega : V(t', x, \omega) \in A \} \mid t' \leq t, x \in D \text{ and } A \in \mathcal{B}(\Xi) \right). \quad (5.5)
$$

**Remark 5.3.** Note that the $\sigma$-algebra $\mathcal{F}_t$ in (5.4) ((5.5), resp.) are generated by the random variables $\omega \mapsto \alpha(t', x, \omega)$, that is,

$$
\mathcal{F}_t = \sigma(\alpha(t', x) : x \in D \text{ and } t' \leq t).
$$

With this, the Wasserstein distance generalizes as follows by involving the filtrations.

**Definition 5.4** (Nested distance, aka. process distance, cf. [15, 17]). Let $P$ and $\tilde{P}$ be probability measures and $\mathcal{F} = (\mathcal{F}_t)_{t \in [0,T]}$ and $\tilde{\mathcal{F}} = (\tilde{\mathcal{F}}_t)_{t \in [0,T]}$ be filtrations. The nested distance is

$$
\text{nd}_r(P, \tilde{P}) := \int_{\Xi \times \Xi} d(\xi, \tilde{\xi})^r \pi(d\xi, d\tilde{\xi}), \quad (5.6)
$$

where the infimum is among all probability measures $\pi$ on $\Xi \times \Xi$ with conditional marginals $P$ and $\tilde{P}$, i.e.,

$$
\pi(A \times \Xi \mid \mathcal{F}_t) = P(A \mid \mathcal{F}_t) \quad \text{and} \quad \pi(\Xi \times B \mid \mathcal{F}_t) = \tilde{P}(B \mid \tilde{\mathcal{F}}_t) \quad (5.7)
$$

for all measurable sets $A, B \in \mathcal{B}(\Xi)$.

The notation in (5.6) is an abbreviation, as the nested distance depends on the measure $P$ and the filtration $\mathcal{F}$. Our notation suppresses this dependence on $t$, the filtration here captures time for both, $\mathcal{F}$ and $\tilde{\mathcal{F}}$.

The measure $\pi(A \times B) = P(A) \tilde{P}(B)$ satisfies the constraints (5.7), hence the nested distance is well-defined. Further, (5.7) includes the constraints (5.2) so that $d_r \leq \text{nd}_r$. It follows from Theorem 5.2 that $P \mapsto E P \Phi(S)$ is continuous with respect to the nested distance.

### 5.3 Transitory distributions

The solution operators $S_1$ and $S_2$ are continuous in the space $L^2((0, T); H^1(D))$, where its metric (4.3) and (4.5) can be temporarily decomposed as

$$
\|u\|_{L^2((0, T); H^1(D))}^2 = \int_0^t \|u(s, \cdot)\|_{H^1(D)}^2 \, ds + \int_t^T \|u(s, \cdot)\|_{H^1(D)}^2 \, ds \quad (5.8)
$$

for $t \in (0, T)$. 
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For the following extension we shall denote by \( P_t \) the restriction of \( P \) to \( \mathcal{F}_t \) and also employ the probability kernels

\[
P(\cdot \mid \mathcal{F}_t) = P_t^{\mathcal{F}_t}(\cdot);
\]

these disintegrated measures exist by [12, Chapter 5].

Concatenated, these kernels (5.9) are

\[
P(A_t \times \cdots \times A_T) = \int_{A_t} \cdots \int_{A_T} P_T(d\xi_T | \xi_1 \cdots \xi_{m-1}) \cdots P_{t_2}(d\xi_{t_2} | \xi_{t_1}) P_{t_1}(d\xi_{t_1}),
\]

the initial probability measure \( P \), where \( 0 = t_0 < t_1 < \cdots < t_n = T \).

**Theorem 5.5 (Gluing theorem).** Suppose that the conditional Wasserstein distances are H"older continuous in time with

\[
d_r(P_t^{\mathcal{F}_{t'}}, P_t^{\mathcal{F}_{t}}) \leq C_H |t' - t| \quad \text{a.s. for all } t' < t \leq T,
\]

where \( C_H > 0 \). Then we have

\[
\left| E_P \Phi(S) - E_{\tilde{P}} \Phi(S) \right| \leq L_\Phi C \max \left(1; \sqrt{C_H T} \right) e^{C T/2} n_{d_2}(P, \tilde{P}),
\]

where \( n_{d_2} \) is the nested distance with rate \( r = 2 \).

**Proof.** The conditional probabilities of \( P \) and \( \tilde{P} \) in (5.11) can be concatenated as in (5.10) to the bivariate probability measure (cf. [18])

\[
\pi(A \times B) = \int_{A_t \times B_t} \cdots \int_{A_T \times B_T} \pi_T(d\xi_T, d\eta_T | \xi_1, \eta_1 \cdots \xi_{m-1}, \eta_{m-1}) \cdots \pi_{t_1}(d\xi_{t_1}, d\eta_{t_1}),
\]

where \( A = A_t \times \cdots \times A_T \) and \( B = B_t \times \cdots \times B_T \) and each measure

\[
\pi_t(\cdot \times \cdot | \xi_{t_1}, \eta_{t_1} \cdots \xi_{t_1}, \eta_{t_1})
\]

solves the Wasserstein problem (5.1) for the conditional measures \( P_t(\cdot | \xi_{t_1} \cdots \xi_{t_1}) \) and \( \tilde{P}_t(\cdot | \eta_{t_1} \cdots \eta_{t_1}) \), respectively. As a consequence, the measure \( \pi \) also satisfies the marginal constraints (5.7) and is thus feasible for the nested distance.

Now recall that each distance (4.3) and (4.5) consists of three ingredients:

(i) The initial conditions \( u_0 \) and \( u^0 \) are measured in \( L^2(D) \), which does not depend on time;

(ii) the (respective) potential \( V \) is measured in the space \( L^\infty((0,T);W^{1,\infty}(D)) \) and \( L^2((0,T), W^{1,\infty}(D)) \), while

(iii) the remaining terms are measured in the spaces \( L^\infty((0,T) \times D) \), \( L^\infty((0,T) \times \Gamma_{in}) \), and \( L^\infty((0,T) \times \Gamma_{out}) \), respectively.
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For this reason we need to separate the results as well.

The initial condition (i) does not need to be addressed separately, this term is independent of time. For \( u \in L^2((0, T); H^1(D)) \) (see (ii)) recall the composition (5.8) of the norm, which we may intersect according the tessellation as

\[
\|\xi_s\|_{L^2((0,T);H^1(D))}^2 = \int_0^T \|\xi_s\|_{H^1(D)}^2 \, ds = \sum_{i=1}^n \int_{t_{i-1}}^{t_i} \|\xi_s\|_{H^1(D)}^2 \, ds.
\]

Integrating with respect to \( \pi \) during constant times \( s \in (t_{i-1}, t_i) \) as the nested distance (5.6) gives

\[
\int_{\Xi \times \Xi} d(\xi_1, \ldots, \xi_n, \tilde{\xi}_1, \ldots, \tilde{\xi}_n) \pi_T(d\xi_T, d\eta_T | \xi_1, \eta_1 \ldots \xi_{n-1}, \eta_{n-1}) \ldots \pi_1(d\xi_1, d\eta_1)
\]

\[
= \int \left( \int_{t_0}^{t_1} \| \xi_{s_1} - \eta_{s_1} \|^2 \, ds_1 + \ldots \\
+ \left( \int_{t_{n-1}}^{t_n} \| \xi_{s_n} - \eta_{s_n} \|^2 \, ds_n \right) \pi_n(d\xi_n, \eta_n | \xi_1, \eta_1, \ldots, \xi_{n-1}, \eta_{n-1}) \right)
\]

(5.13)

\[
\ldots \pi_1(d\xi_1, d\eta_1).
\]

The conditional measures in (5.13) are bounded by (5.11) and so are the others for all \( t_i, i = 1, \ldots n \). They accumulate to

\[
nd_2(P, \tilde{P})^2 \leq C_H \sum_{i=1}^n |t_i - t_{i-1}| = C_H T,
\]

revealing the term \( \sqrt{C_H T} \) in (5.12).

As for (iii), it holds that

\[
\|\xi_s\|_{L^\infty((0,T);H^1(D))} = \max_{i=1,\ldots,n} \sup_{\xi \in (t_{i-1},t_i)} \|\xi_s\|_{H^1(D)}.
\]

With that, the relation (5.13) reads

\[
\int_{\Xi \times \Xi} d(\xi_1, \ldots, \xi_n, \tilde{\xi}_1, \ldots, \tilde{\xi}_n) \pi_T(d\xi_T, d\eta_T | \xi_1, \eta_1 \ldots \xi_{n-1}, \eta_{n-1}) \ldots \pi_1(d\xi_1, d\eta_1)
\]

\[
= \int \max_{i=1,\ldots,n} \left( \sup_{s_1 \in (t_0,t_1)} \| \xi_{s_1} - \eta_{s_1} \|, \ldots \\
\left( \sup_{s_n \in (t_{n-1},t_n)} \| \xi_{s_n} - \eta_{s_n} \| \pi_n(d\xi_n, \eta_n | \xi_1, \eta_1, \ldots, \xi_{n-1}, \eta_{n-1}) \right) \right)
\]

\[
\ldots \pi_1(d\xi_1, d\eta_1).
\]
Now recall the continuity properties (4.4) and (4.6) of the operator $S_1$ ($S_2$, resp.) and the Lipschitz constant $L_\Phi$ of $\Phi$. Passing to the infimum of all measures, the assertion (5.12) follows.

The following corollary to Theorem 5.5 above covers the remaining time from $t$ up to $T$. The constants reveal that the estimates improve gradually with decreasing remaining time. The basic order, for small time intervals, is $\sqrt{\tau}$, where $\tau = T - t$ is the remaining time.

**Corollary 5.6.** *Given the conditions of Theorem 5.5 it holds that*

$$\left| E_{\mathcal{F}_t} \Phi(S) - E_{\tilde{\mathcal{F}}_{\tilde{t}}} \Phi(S) \right| \leq L_\Phi \ C \ \max \left(1; \sqrt{C_H(T-t)}\right) e^{C(T-t)/2} \ nd_2 \left(p^{\mathcal{F}_t}, \tilde{p}^{\tilde{\mathcal{F}}_{\tilde{t}}}\right) \ \text{a.s.},$$

*where $nd_2$ is the nested distance with rate $r = 2$.*

**Remark 5.7** (Markovian). *We want to emphasize that the situation captured in the filtrations (5.4) and (5.5) correspond to the non-Markovian situation, that is, conditioning the stochastic processes on $\mathcal{F}_t$ reflects their entire history, not just their state at the final time $t$.*

**Remark 5.8** (The interim perspective). *The fundamental relation (5.12) reveals continuity from the starting time $t = 0$ up to the end time $t = T$. Theorem 5.5 generalizes to any interim perspective, ranging from $t$ to $t'$ provided that $0 \leq t \leq t' \leq T$ while preserving the continuity property (5.12). In this way it is possible to predict the aberrations in the expected value to be expected in the remaining time interval.*

### 6 Summary

This paper exposes drift-diffusion equations to a random environment, where parameters of the governing equations are chosen at random. In contrast to the usual theory of random coefficients, the parameter driving the solution of the system are revealed gradually, over time. That is, partial observations are known (they are deterministic), whereas only future observations are random. Over time, information increases, whereas the random variability shrinks.

This paper captures evolving information by the $\sigma$-algebras and employs a distance for stochastic processes to assess the situation. We present strict continuity results when comparing the outcome with realization from a different stochastic process.
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A Appendix

The objective of this section is to prove Theorem 3.2. We will divide the proof in two lemmas.

**Lemma 1.1.** Let hypotheses (H1)–(H4) be satisfied. Then, there exists a unique \( u \in L^p((0,T); W^{2,p}(D)) \cap W^{1,p}((0,T), L^p(D)) \) that satisfies (3.2).

**Proof.** We want to apply the Banach’s fixed point theorem, following the ideas of [5, Theorem 3.1]. We consider the nonempty, closed set

\[ M = \{ u \in L^\infty((0,T); L^2(D)) : \| u \|_{L^\infty((0,T); L^2(D))} \leq C_M \}, \]

with \( T, C_M > 0 \) to be specified. Then we define the mapping

\[ \Phi: M \to L^\infty((0,T); L^2(D)), \quad \Phi(\tilde{u}) = u, \]

where...
where \( u \) is the weak solution to the linearized problem

\[
\begin{align*}
\partial_t u + \text{div}(-\nabla u + f(\bar{u})\nabla V) &= \alpha(t,x)f(\bar{u}) - \beta(t,x)u & \text{in } (0,T) \times D, \\
(-\nabla u + f(\bar{u})\nabla V) \cdot n &= 0 & \text{on } (0,T) \times \partial D.
\end{align*}
\]

We first show that \( \Phi \) is self-mapping. Indeed, testing (1.1) with \( \varphi = u \), integrating over \( D \) and rearranging give

\[
\frac{d}{dt} \int_D u^2 \, dx + \int_D |\nabla u|^2 \, dx \leq \int_D f(\bar{u})^2 |\nabla V|^2 \, dx + \int_D \alpha^2 f(\bar{u})^2 \, dx + \int_D u^2 \, dx.
\]

A Gronwall argument then gives

\[
\|u(t, \cdot)\|_{L^2(D)}^2 + \int_0^t |\nabla u|^2 \, dx \\
\leq e^T \left( \int_0^T \int_D f(\bar{u})^2 |\nabla V|^2 \, dx \, dt + \int_0^T \int_D \alpha^2 f(\bar{u})^2 \, dx \, dt + \|u_0\|_{L^2(D)}^2 \right) \\
\leq e^T |D| \left( \|f(\bar{u})\|_{L^\infty(\mathbb{R})}^2 \|V\|_{L^\infty((0,T);W^{1,\infty}(D))}^2 + \|\alpha\|_{L^\infty((0,T) \times D)}^2 \|f(\bar{u})\|_{L^\infty(\mathbb{R})}^2 + 1 \right),
\]

for every \( t \in (0,T) \), which implies that

\[
\sup_{t \in (0,T)} \|u(t, \cdot)\|_{L^2(D)}^2 \leq C,
\]

where \( C = C(T, D, \alpha, V, \|f\|_{L^\infty(D)}) \) but doesn’t depend on \( u \). This shows that \( \Phi \) is self-mapping.

We next verify that \( \Phi \) is actually a contraction. To this end, let \( u_1 = \Phi(\bar{u}_1) \) and \( u_2 = \Phi(\bar{u}_2) \) be two solutions to (1.1) for \( \bar{u}_1, \bar{u}_2 \in \mathcal{M} \). We then consider the difference of the two equations and test the corresponding equation with \( \varphi = u_1 - u_2 \). Using the fact that \( -\int_D \beta(u_1 - u_2)^2 \, dx \leq 0 \) and the Lipschitz continuity of \( f \) we achieve

\[
\frac{d}{dt} \int_D (u_1 - u_2)^2 \, dx + \int_D |\nabla(u_1 - u_2)|^2 \, dx \\
\leq \int_D (f(\bar{u}_1) - f(\bar{u}_2))^2 |\nabla V|^2 \, dx + \int_D \alpha^2 (f(\bar{u}_1) - f(\bar{u}_2))^2 \, dx + \int_D (u_1 - u_2)^2 \, dx \\
\leq L_j^2 \int_D (\bar{u}_1 - \bar{u}_2)^2 |\nabla V|^2 \, dx + L_j^2 \int_D \alpha^2 (\bar{u}_1 - \bar{u}_2)^2 \, dx + \int_D (u_1 - u_2)^2 \, dx.
\]

Again a Gronwall argument gives

\[
\begin{align*}
\|u_1 - u_2(t, \cdot)\|_{L^2(D)}^2 + \int_0^t \|\nabla(u_1 - u_2)\|_{L^2(D)}^2 \\
\leq L_j^2 e^T \left( \int_0^T \int_D (\bar{u}_1 - \bar{u}_2)^2 |\nabla V|^2 \, dx \, dt + \int_0^T \int_D \alpha^2 (\bar{u}_1 - \bar{u}_2)^2 \, dx \, dt \right) \\
\leq L_j^2 T e^T \left( \|V\|_{L^\infty((0,T);W^{1,\infty}(D))}^2 + \|\alpha\|_{L^\infty((0,T) \times D)}^2 \right) \|\bar{u}_1 - \bar{u}_2\|_{L^\infty((0,T);L^2(D))}^2,
\end{align*}
\]
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which implies that
\[ \|u_1 - u_2\|_{L^2((0,T);L^2(D))} \leq L^2 T e^T \left( \|V\|_{L^2((0,T);W^{1,\infty}(D))}^2 + \|\alpha\|_{L^2((0,T)\times D)}^2 \right) \|\tilde{u}_1 - \tilde{u}_2\|_{L^2((0,T);L^2(D))}^2. \]
Choosing \( T > 0 \) small enough so that
\[ L^2 T e^T \left( \|V\|_{L^2((0,T);W^{1,\infty}(D))}^2 + \|\alpha\|_{L^2((0,T)\times D)}^2 \right) < 1 \]
shows that \( \Phi \) is a contraction. Then the Banach’s fixed point theorem applies and we infer the existence of a unique \( u \in \mathcal{M} \) such that \( \Phi(u) = u \). Then the conclusion follows by applying a standard regularity theory. 

In the next lemma we show that the solution to (3.2) satisfies the box constraint \( 0 \leq u \leq 1 \).

**Lemma 1.2.** Let hypotheses \((H_1) - (H_4)\) be satisfied and let \( u \in L^p((0,T);W^{2,p}(D)) \cap W^{1,p}((0,T),L^p(D))\) be the unique solution to (3.2). Then, it holds \( 0 \leq u \leq 1 \).

**Proof.** We follow [5, Lemma 3.2]. For every \( \varepsilon > 0 \) we consider the function \( \eta_\varepsilon \in W^{2,\infty}(\mathbb{R}) \) given by
\[
\eta_\varepsilon(u) = \begin{cases}
0 & \text{if } u \leq 0 \\
\frac{u^2}{4\varepsilon} & \text{if } 0 < u \leq 2\varepsilon \\
u - \varepsilon & \text{if } u > 2\varepsilon.
\end{cases}
\]
We observe that \( \eta_\varepsilon \) is a regularization of the function \( u^+ = \max\{u, 0\} \). Further, it is easily seen that
\[
\eta'_{\varepsilon}(u) = \begin{cases}
0 & \text{if } u \leq 0 \\
\frac{u}{2\varepsilon} & \text{if } 0 < u \leq 2\varepsilon \\
1 & \text{if } u > 2\varepsilon.
\end{cases}
\]
\[
\eta''_{\varepsilon}(u) = \begin{cases}
0 & \text{if } u \leq 0 \\
\frac{1}{2\varepsilon} & \text{if } 0 < u \leq 2\varepsilon \\
0 & \text{if } u > 2\varepsilon.
\end{cases}
\]
We want to show that \( u \leq 1 \). Using (3.2), an integration by parts and the Young’s inequality gives
\[
\frac{d}{dt} \int_D \eta_\varepsilon(u - 1) dx = \int_D \eta'_\varepsilon(u - 1) \partial_t u dx
\]
\[
= \int_D -\eta''_\varepsilon(u - 1) \nabla \cdot (-\nabla u + f(u)\nabla V) + \eta''_\varepsilon(u - 1) \alpha f(u) - \eta''_\varepsilon(u - 1) \beta u dx
\]
\[
= \int_D -\eta''_\varepsilon(u - 1)|\nabla u|^2 + \eta''_\varepsilon(u - 1) \nabla u \cdot \nabla f(u) + \eta''_\varepsilon(u - 1) \alpha f(u) - \eta''_\varepsilon(u - 1) \beta u dx
\]
\[
\leq \frac{1}{2} \int_D \eta''_\varepsilon(u - 1)|\nabla u|^2 dx + \frac{1}{2} \int_D \eta''_\varepsilon(u - 1) f(u)^2 |\nabla V|^2 dx + \int_D \eta''_\varepsilon(u - 1) \alpha f(u) dx
\]
\[
- \int_D \eta'_\varepsilon(u - 1) \beta u dx.
\]

(1.2)
We claim that the last three integrals on the right-hand side of (1.2) vanish when \( \varepsilon \to 0 \). Indeed, we consider the set
\[
D_\varepsilon := \{ x \in D : 1 \leq u(t,x) \leq 1 + 2\varepsilon \}
\]
and use the fact that \( f(1) = 0 \) to have
\[
\int_{D_\varepsilon} \eta''(u-1)f(u)^2|\nabla V|^2\,dx = \int_{D_\varepsilon} \eta''(u-1)(f(u) - f(1))^2|\nabla V|^2\,dx
= \int_{D_\varepsilon} \eta''(u-1)f'(\xi)(u-1)^2|\nabla V|^2\,dx \leq \|f'\|_{L^\infty(\mathbb{R})}^2 \int_{D_\varepsilon} \frac{1}{2\varepsilon} (2\varepsilon)^2|\nabla V|^2\,dx
\leq 2\varepsilon \|f'\|_{L^\infty(\mathbb{R})}^2 \|\nabla V\|_{L^2(D)}^2 \to 0,
\]
as well as
\[
\int_{D_\varepsilon} \eta'(u-1)\alpha f(u)\,dx \leq 2\varepsilon \|\alpha\|_{L^\infty(D)} \|f'\|_{L^\infty(D)} |D_\varepsilon| \to 0,
\]
and finally
\[
\int_{D_\varepsilon} \eta'(u-1)\beta u\,dx \leq 2\varepsilon \|\beta\|_{L^\infty(D)} |D_\varepsilon| \to 0,
\]
as \( \varepsilon \to 0 \). Taking into account (1.3), (1.4), and (1.5), from (1.2) we have
\[
\frac{d}{dt} \int_D (u-1)^+\,dx = \lim_{\varepsilon \to 0} \int_D \eta_\varepsilon(u-1)\,dx \leq 0
\]
which implies that
\[
\int_D (u-1)^+\,dx \leq \int_D (u^0-1)^+\,dx.
\]
Taking hypothesis \((H_1)\) into account, it must be \((u-1)^+ = 0\), from which \( u \leq 1 \).

For the inequality \( u \geq 0 \) we use a similar argument, considering \( u^- \) instead of \((u-1)^+\) and using \( f(0) = 0 \) instead of \( f(1) = 0 \). \( \square \)