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Abstract—The presence of outliers (anomalous values) in synthetic aperture radar (SAR) data and the misspecification in statistical image models may result in inaccurate inferences. To avoid such issues, the Rayleigh regression model based on a robust estimation process is proposed as a more realistic approach to model this type of data. This article aims at obtaining Rayleigh regression model parameter estimators robust to the presence of outliers. The proposed approach considered the weighted maximum likelihood method and was submitted to numerical experiments using simulated and measured SAR images. Monte Carlo simulations were employed for the numerical assessment of the proposed robust estimator performance in finite signal lengths, their sensitivity to outliers, and the breakdown point. For instance, the nonrobust estimators show a relative bias value 65-fold larger than the results provided by the robust approach in corrupted signals. In terms of sensitivity analysis and breakdown point, the robust scheme resulted in a reduction of about 96% and 10%, respectively, in the mean absolute value of both measures, in comparison to the nonrobust estimators. Moreover, two SAR datasets were used to compare the ground type and anomaly detection results of the proposed robust scheme with competing methods in the literature.
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I. INTRODUCTION

SYNTHETIC aperture radar (SAR) data play an important role in remote sensing applications [1] due to its capability of providing: 1) wide terrain coverage in a short observation of time and 2) suitable visual information acquisition, independent of weather and illumination conditions [2]. However, SAR images are frequently contaminated by a percentage of outliers (anomalous values)—image pixels that differ significantly from their neighborhood [3]—which can be related to human-made objects or highly reflective areas [4]. Because such observations do not follow the general behavior of the neighborhood or the observed scene [2], the use of suitable approaches to deal with outliers should be considered to avoid unreliable results in remote sensing applications [4]. For example, in [5], the median was employed to obtain a ground scene predicted (GSP) image based on an image stack of the CARABAS II dataset [6]. The resulted image was applied as a reference image in a change detection algorithm. The median is a robust method and was considered in the CARABAS II SAR image dataset to remove outliers (military vehicles), resulting in high probability detection values, associated with low false alarm rates, highlighting the importance of robust methods to deal with outliers.

Typical tasks in SAR data analysis and processing include: 1) image modeling [7], [8]; 2) identification and classification of distinct ground type [9], [10]; and 3) change detection [11], [12]. The use of statistical models—commonly employed to describe image pixels by a small number of parameters [13]—can generate accurate results for the above SAR-related challenges, as presented in [14] and [15]. The statistical inference methods widely considered for signal and image modeling usually suppose: 1) Gaussian or symmetric data [13], [16] and 2) least-squares or maximum likelihood approaches [13].

However, magnitude SAR image pixels generally present non-Gaussian properties, such as asymmetrical distributions and strictly positive values [1]. These characteristics motivated the proposition of a regression model based on the Rayleigh distribution for SAR image modeling [17]. The Rayleigh regression model is suitable for non-Gaussian situations, where the observed output signal is asymmetric and measured continuously on the real positives values, such as SAR amplitude image pixels. The Rayleigh regression model assumes that the Rayleigh distributed signal mean follows a...
regression structure involving covariates, unknown parameters, and a link function. In [17], an inference approach for the model parameters, diagnostic tools, asymptotic proprieties of the parameter estimators, and a ground type detector were discussed. In addition, as in other classes of non-Gaussian regression models, such as the generalized linear model [18], the Rayleigh regression model was derived considering the maximum likelihood approach to estimate its parameters. However, robust tools were not discussed.

The maximum likelihood inference method is asymptotically efficient but lacks robustness against model misspecification and outliers [16], [19]. On the other hand, robust approaches for the ordinary linear regression models and generalized linear models have been discussed (see [19] and [20]). In addition, as discussed in [21], robustness is an important feature to obtain meaningful physical estimated parameters in remotely sensed data since robust statistical processing involves making inferences in distorted or corrupted signals [16], [22], such as SAR data.

In [5], the median was applied in an image stack to obtain a GSP image, while, in [17], the Rayleigh regression model was introduced; both schemes were considered in remote sensing applications. In particular, the GSP image was employed in a change detection algorithm, and the Rayleigh regression model was considered in a ground type detection tool. However, to the best of our knowledge, a robust approach for the Rayleigh regression model parameter estimation is absent in the literature, and this article aims at proposing the first treatment. In this article, our goal is twofold. First, we derive a robust statistical tool for the Rayleigh regression model for corrupted signals. Specifically, to obtain the parameter estimators robust to the presence of outliers, we employed the weighted maximum likelihood method [23]. We introduce parameter estimation and large data record inference. Monte Carlo simulations are used to evaluate the finite signal length performance of the Rayleigh regression model robust parameter estimators, its sensitivity to outliers, and the breakdown point. Second, this article attempts to establish a framework for detection tools in SAR images corrupted with outliers according to the following methodology.

1) We use the proposed robust approach to detect ground types in the magnitude single-look SAR images obtained from

1) CARABAS II, a Swedish ultrawideband (UWB) very-high frequency (VHF) SAR system.
2) OrbiSAR, a Brazilian SAR system operating at X- and P-bands.

2) We employ the introduced robust scheme to detect targets in a CARABAS II SAR image since this dataset is widely explored in the literature for detection of military vehicles concealed by forest (see [5], [6], [24], [25], and [26]). Such targets can be interpreted as anomalies since they introduce more representative behavior changes in the CARABAS II ground scene.

The article is organized as follows. Section II reviews the Rayleigh regression model and introduces robust parameter estimation and large data record properties. Section III shows a Monte Carlo simulation study for numerical evaluation of the introduced approach, using breakdown point and sensitivity analysis. Section IV displays two experiments with two measured SAR datasets. Finally, the conclusion of this work can be found in Section V.

II. PROPOSED ROBUST RAYLEIGH REGRESSION METHOD

This section introduces a robust estimation approach for the Rayleigh regression model parameters based on the weighted maximum likelihood method. Moreover, large data record inferences are discussed.

A. Rayleigh Regression Model

The Rayleigh regression model introduced in [17] can be defined as follows. Let \( Y[n] \), \( n = 1, 2, \ldots, N \), be a Rayleigh distributed random variable, and let \( y[n] \) be the realization of the signal \( Y[n] \) with mean \( \mu[n] \). Considering the mean-based parametrization of \( Y[n] \), we have that the probability density function of \( Y[n] \) is written as

\[
f_Y(y[n]; \mu[n]) = \frac{\pi y}{2\mu[n]^2} \exp\left(\frac{-\pi y[n]^2}{4\mu[n]^2}\right)
\]

(1)

where \( E(Y[n]) = \mu[n] > 0 \). Also, we have that \( \text{Var}(Y[n]) = \mu[n]^2((4/\pi) - 1) \). Fig. 1 shows a few different Rayleigh densities along with the corresponding mean parameter (\( \mu \)) values. It is noteworthy that the Rayleigh distribution is flexible, displaying different shapes depending on the mean parameter value. The cumulative distribution function and the quantile function are provided, respectively, by

\[
F_Y(y[n]; \mu[n]) = 1 - \exp\left(\frac{-\pi y[n]^2}{4\mu[n]^2}\right)
\]

(2)

\[
Q_Y(u[n]; \mu[n]) = 2\mu[n]\sqrt{-\log(1-u[n])}/\pi
\]

(3)

The quantile function is useful for generating nonuniform pseudorandom occurrences according to the inversion method—probability integral transform (PIT)—which involves computing the quantile function and then inverting it [27, Ch. 2]. The cumulative distribution function is employed to define the quantile residuals [28], which is derived based on \( F_Y(y[n]; \mu[n]) \) and standard normal quantile function.

![Rayleigh probability density functions for \( \mu \in \{0.65, 1.3, 2.7, 5.5\} \).](image)
methods are considered in the simulation and SAR image studies presented in this article.

The Rayleigh regression model is defined, assuming that the mean $\mu[n]$ of the observed output signal $Y[n]$ can be written as

$$
\eta[n] = g(\mu[n]) = \sum_{i=1}^{k} \beta_i x_i[n], \quad n = 1, 2, \ldots, N
$$

where $k < N$ is the number of covariates considered in the model, $\beta = (\beta_1, \beta_2, \ldots, \beta_k)^\top$ is the vector of unknown parameters, $x[n] = (x_1[n], x_2[n], \ldots, x_k[n])^\top$ is the vector of deterministic independent input variables, $g: \mathbb{R}^{+} \to \mathbb{R}$ is a strictly monotonic and twice differentiable link function, and $\eta[n]$ is the linear predictor. Parameter estimation based on the maximum likelihood method, diagnostic measures, and further mathematical properties, including large data record results, are fully discussed in [17].

B. Robust Estimation

Robust parameter estimation of the Rayleigh regression model can be performed by the weighted maximum likelihood approach [23]. Given a known weighted vector $w = (w[1], w[2], \ldots, w[N])^\top$, the weighted maximum likelihood estimates are given by

$$
\hat{\beta} = \arg \max_{\beta} \ell_w(\beta)
$$

where $\ell_w(\beta)$ is the weighted log-likelihood function of the parameters for the observed signal, defined as

$$
\ell_w(\beta) = \sum_{n=1}^{N} w[n] \ell[n](\mu[n]).
$$

The quantity $\ell[n](\mu[n])$ is the logarithm of $f(y[n], \mu[n])$, which is written as

$$
\ell[n](\mu[n]) = \log \left( \frac{\pi}{2} \right) + \log(y[n]) - \log(\mu[n]^2) - \frac{\pi y[n]^2}{4 \mu[n]^2}
$$

where $\mu[n] = g^{-1}(\sum_{i=1}^{k} x_i[n] \beta_i)$. The weighted score vector, obtained by differentiating the weighted log-likelihood function with respect to each unknown parameter $\beta_i$, $i = 1, 2, \ldots, k$, is given by

$$
U_w(\beta) = \left( \frac{\partial \ell_w(\beta)}{\partial \beta_1}, \frac{\partial \ell_w(\beta)}{\partial \beta_2}, \ldots, \frac{\partial \ell_w(\beta)}{\partial \beta_k} \right)^\top.
$$

Considering the chain rule, we have that

$$
\frac{\partial \ell_w(\beta)}{\partial \beta} = \sum_{n=1}^{N} w[n] \frac{d \ell[n](\mu[n])}{d \mu[n]} \frac{d \mu[n]}{d \eta[n]} \frac{\partial \eta[n]}{\partial \beta}.
$$

As reported in [17], note that

$$
\frac{d \ell[n](\mu[n])}{d \mu[n]} = \frac{\pi y[n]^2}{2 \mu[n]^3} - \frac{2}{\mu[n]},
$$

$$
\frac{d \mu[n]}{d \eta[n]} = \frac{1}{g'(\mu[n])},
$$

$$
\frac{\partial \eta[n]}{\partial \beta_i} = x_i[n],
$$

where $g'(\cdot)$ is the first derivative of the adopted link function $g(\cdot)$. In the matrix form, the weighted score vector can be written as

$$
U_w(\beta) = X^\top \cdot W \cdot T \cdot v
$$

where $X$ is an $N \times k$ matrix whose $n$th row is $x[n]^\top$, and $W = \text{diag}[w[1], w[2], \ldots, w[N]]$, $T = \text{diag}\left\{ \frac{1}{g'(\mu[1])}, \frac{1}{g'(\mu[2])}, \ldots, \frac{1}{g'(\mu[N])} \right\}$, and $v = \begin{pmatrix} \pi y[1]^2 - 2 \mu[1]^3 & 2 \mu[2]^3 - 2 \mu[2]^3 \mu[2] & \cdots & 2 \mu[N]^3 - 2 \mu[N]^3 \end{pmatrix}^\top$.

Thus, the weighted maximum likelihood estimator (WMLE) for each Rayleigh regression model parameter is obtained by solving the following nonlinear system:

$$
U_w(\beta) = 0
$$

where $\beta$ is the $k$-dimensional vector of zeros. The quasi-Newton Broyden–Fletcher–Goldfarb–Shanno (BFGS) method [29] with analytic first derivatives was considered as the nonlinear optimization algorithm to solve (14). To determine the initial points, we followed the same methodology described in [17].

1) Weighted Vector Determination: The WMLE is obtained supposing that the weights $w[n], n = 1, 2, \ldots, N$, are known. However, in practice, we have to determine these values. As suggested by [23], we consider the following approach for the weighted vector determination:

$$
w[n] = \begin{cases} 
\frac{F(y[n]; \mu[n])}{\delta}, & \text{if } F(y[n]; \mu[n]) < \delta \\
1, & \text{if } \delta \leq F(y[n]; \mu[n]) \\
1 - F(y[n]; \mu[n]), & \text{if } F(y[n]; \mu[n]) > 1 - \delta 
\end{cases}
$$

where $\delta \in (0, 1)$ is employed to delimit the weighted distribution interval in $(1 - 2\delta)%$ and the unknown parameter is replaced by their nonrobust maximum likelihood estimator (MLE). Typical values for $\delta$ are 0.01 and 0.001 [23]. We note that atypical $y[n]$ values imply in large or small $F(y[n]; \mu[n])$ values, which are weighted; consequently, inference distortions related to these observations are minimized.

C. Testing Inference

Under the following mild regularity conditions: 1) the first and second-order derivatives of the weighted log-likelihood function are well-defined and 2) the expectation of the score function is equal to zero, it is shown in [23] and [30] that the WMLEs are asymptotically equivalent to the MLEs. Thus, we can use the classical Wald statistic to make inferences about the regression parameters. Suppose that we partition the parameter vector $\beta$ into a vector of parameters of interest ($\beta_I$), with dimension $v$, and in a nuisance parameter vector ($\beta_M$), with dimension $k - v$. The interest hypothesis $\mathcal{H}_0$ and the alternative hypothesis $\mathcal{H}_1$ are given by

$$
\begin{cases} 
\mathcal{H}_0 : \beta_I = \beta_{I0} \\
\mathcal{H}_1 : \beta_I \neq \beta_{I0}
\end{cases}
$$
where $\beta_{10}$ is a fixed column vector of dimension $v$. The Wald statistic is given by [31]

$$T_W = (\hat{\beta}_{11} - \beta_{10})^\top \left[ (I^{-1}(\hat{\beta}_1))_{\beta_{1:1}} \right]^{-1} (\hat{\beta}_{11} - \beta_{10})$$

(17)

where $\hat{\beta}_1 = (\hat{\beta}_{11}, \hat{\beta}_{M1})^\top$ is the WMLE under $H_1$, $I(\beta)$ is the Fisher information matrix derived in [17] evaluated at the WMLE, and $[I^{-1}(\hat{\beta}_1)]_{\beta_{1:1}}$ is a partition of $I(\hat{\beta}_1)$ limited to the interest estimates. The Fisher information matrix is given by

$$W = \text{diag} \left\{ \frac{4}{\mu[1]^2} \left( \frac{d\mu[1]}{d\eta[1]} \right)^2, \frac{4}{\mu[2]^2} \left( \frac{d\mu[2]}{d\eta[2]} \right)^2, \ldots, \right\}$$

$$\times \frac{4}{\mu[N]^2} \left( \frac{d\mu[N]}{d\eta[N]} \right)^2, \right\}$$

(18)

In particular, for the log link function ($g(\mu[n]) = \log(\mu[n])$), the Fisher information matrix is exactly the same for the robust and nonrobust approaches, since $(d\mu[n]/d\eta[n]) = \mu[n]$.

Based on the consistency of the WMLE and the asymptotic normality of the estimators, $T_W$ statistic follows, in large data records, a chi-square distribution with $v$ degrees of freedom, $\chi^2_v$. The test is performed by comparing the calculated value of $T_W$ with a threshold value, $\chi$, obtained from the $\chi^2_v$ distribution and the desired probability of false alarm [31]. The Wald test described above can be used for several detection signal applications, such as ground type use and the presence of a signal.

### III. Simulation Study

This section considers Monte Carlo simulations to evaluate the finite signal length performance of the robust point estimators of the Rayleigh regression model parameters. For such, we assess the estimation performance with and without outliers. We also measure the estimator sensitivity in the presence of anomalous observations and the breakdown point.

#### A. Robust Point Estimators’ Performance

The numerical evaluation was made over 5000 different signal samples generated by means of (4) and considering the log link function. Following the methodology described in [17], the parameters were adopted as follows: $\beta_1 = 0.5$ and $\beta_2 = 0.15$, and the covariate was obtained from the uniform distribution $(0, 1)$ and considered constants for all Monte Carlo replications. In each replication, the inversion method was employed to simulate $y[n]$ assuming the Rayleigh distribution with mean $\mu[n] = \exp(\beta_1 + \beta_2 \chi[n])$.

The simulation study considered signals in several situations, varying the sample size $N \in \{100, 500, 750\}$ and the contamination level $\epsilon \in \{0\% \, 1\% \, 5\%\}$. The selected values of $\epsilon$ follow the literature, as shown in [7], [32], and [33] for robust estimation analysis in 1-D, 2-D, and 3-D models, respectively. The outliers were included, assuming a value equal to 10 in randomized positions. We employed $\delta \in \{0.001, 0.01\}$ for the weight determination; however, for brevity and similarity of results, just the ones for $\delta = 0.001$ are shown. The percentage relative bias (RB%), the mean square error (MSE), and the sum of the absolute values of RB% and MSE total were adopted as figures of merit to numerically evaluate the proposed robust estimators. Such error measures are expected to be as small as possible and were computed between $\beta$ and $\hat{\beta}$.

Table I shows the Monte Carlo simulation results for the point estimators of the Rayleigh regression model parameters with and without outliers. Both WMLEs and MLEs show similar and small values of RB% and MSE for the data without outliers. In particular, the absolute total value of relative bias for $N = 100$ is equal to 1.6228 and 1.5765 for WMLE and MLE, respectively. However, the MLEs present higher values of RB% and MSE for the contaminated data when compared to the WMLE results, showing that the robust theory is effective, reducing considerably the RB% and MSE values concerning the nonrobust estimation method in corrupted signals. For instance, consider the case with 5% of contamination and $N = 500$, and the WMLE for $\beta_1$ displays values of RB% equal to 1.8567%, while the MLE shows RB% value about 106% for the same parameter. Summarizing, the WMLEs show either equal or better performance compared with the results from the MLEs, in all evaluated cases.

#### B. Breakdown Point and Sensibility Curve

The breakdown point was proposed in [34] and evaluate the proportion of outliers that the signal may contain such that $\hat{\beta}$ still provides some information about the true parameter [16], [34], [35]. Fig. 2(a) displays the total breakdown point in terms of the total relative bias of the estimators, which is defined as the sum of the absolute values of the individual relative biases. As in the robust estimators’ point evaluation, the outlier value was set equal to 10. In addition, we employed 1000 Monte Carlo replications and the number of outliers ranging from 1 to 100. We note that the WMLEs show smaller total relative bias values compared with the results from the MLEs, in all evaluated cases. In general, we note that, for 1% of contamination, the MLEs present total relative bias close to or higher than 100. On the other hand, the WMLEs show the same total relative bias values for a contamination level of about 10% of the observations.

Another measure widely used to evaluate robust estimators is the sensitivity curve (SC) [16], which provides an intuitive information about the sensitivity of an estimator measuring its variability with the addition of an outlier to the signal. The SC is given by [16]

$$SC(y, \hat{\beta}) = N \cdot \left( \hat{\beta}(y[1], y[2], \ldots, y[N - 1], y_{out}) - \hat{\beta}(y[1], y[2], \ldots, y[N - 1]) \right)$$

(19)

where $\hat{\beta}(y[1], y[2], \ldots, y[N - 1])$ is the estimator without outliers and $\hat{\beta}(y[1], y[2], \ldots, y[N - 1], y_{out})$ is the estimator contaminated with an outlier $y_{out}$. For a better graphical analysis, the SC results are shown as the mean absolute value of SC (MASC) of all estimators. This unified measure was proposed in [33] for multiparametric evaluations.
TABLE I
RESULTS OF THE MONTE CARLO SIMULATION OF THE POINT ESTIMATION CONSIDERING THE ROBUST (WMLE) AND NONROBUST (MLE) APPROACHES, WITH AND WITHOUT OUTLIERS, FOR $\beta_1 = 0.5$, $\beta_2 = 0.15$, AND $\delta = 0.001$

| $\epsilon$ | Measures | $\hat{\beta}_1$ | $\hat{\beta}_2$ | Absolute Total | $\hat{\beta}_1$ | $\hat{\beta}_2$ | Absolute Total |
|------------|----------|------------------|------------------|----------------|------------------|------------------|----------------|
|            | WMLE     |                  |                  |                | MLE              |                  |                |
| 0%         | Mean     | 0.4957           | 0.1488           | —              | 0.4967           | 0.1486           | —              |
|            | MSE      | 0.0100           | 0.0312           | 0.0413         | 0.0099           | 0.0309           | 0.0409         |
| 1%         | Mean     | 0.4968           | 0.1480           | —              | 0.6401           | 0.1247           | —              |
|            | MSE      | 0.0101           | 0.0316           | 0.0417         | 0.0715           | 0.1916           | 0.2631         |
| 5%         | Mean     | 0.5476           | 0.1597           | —              | 1.0103           | 0.0705           | —              |
|            | MSE      | 0.0518           | 0.1693           | 0.2211         | 0.3405           | 0.3098           | 0.6503         |

$N = 100$

| $\epsilon$ | Measures | $\hat{\beta}_1$ | $\hat{\beta}_2$ | Absolute Total | $\hat{\beta}_1$ | $\hat{\beta}_2$ | Absolute Total |
|------------|----------|------------------|------------------|------------------|------------------|------------------|----------------|
| 0%         | Mean     | 0.4974           | 0.1508           | —              | 0.4989           | 0.1508           | —              |
|            | MSE      | 0.0021           | 0.0062           | 0.0083         | 0.0020           | 0.0061           | 0.0081         |
| 1%         | Mean     | 0.4989           | 0.1506           | —              | 0.6579           | 0.1183           | —              |
|            | MSE      | 0.0021           | 0.0062           | 0.0083         | 0.0362           | 0.0425           | 0.0786         |
| 5%         | Mean     | 0.5093           | 0.1628           | —              | 1.0314           | 0.0679           | —              |
|            | MSE      | 0.0045           | 0.0162           | 0.0208         | 0.2954           | 0.0566           | 0.3519         |

$N = 500$

| $\epsilon$ | Measures | $\hat{\beta}_1$ | $\hat{\beta}_2$ | Absolute Total | $\hat{\beta}_1$ | $\hat{\beta}_2$ | Absolute Total |
|------------|----------|------------------|------------------|------------------|------------------|------------------|----------------|
| 0%         | Mean     | 0.4980           | 0.1507           | —              | 0.4996           | 0.1506           | —              |
|            | MSE      | 0.0014           | 0.0041           | 0.0054         | 0.0014           | 0.0040           | 0.0054         |
| 1%         | Mean     | 0.4997           | 0.1507           | —              | 0.6673           | 0.1184           | —              |
|            | MSE      | 0.0014           | 0.0041           | 0.0054         | 0.0360           | 0.0300           | 0.0660         |
| 5%         | Mean     | 0.5080           | 0.1631           | —              | 1.0359           | 0.0698           | —              |
|            | MSE      | 0.0027           | 0.0099           | 0.0127         | 0.2959           | 0.0396           | 0.3355         |

$N = 750$

The MASC considering 5% of outliers with their values ranging from 1 to 20 and 1000 Monte Carlo replications is presented in Fig. 2(b), showing that the WMLE is more robust to outliers compared to the MLE for all evaluated outlier values and signal lengths. The MLE displays a MASC maximum value of about 130, while the WMLE does not show values higher than 5. In addition, the WMLEs present similar behavior regardless of the evaluated signal length and outlier value, whereas the MLEs display higher MASC values as the signal length and the outlier value increase.

In summary, the Monte Carlo simulations show that the robust-based Rayleigh regression model parameter estimators are not strongly influenced by the presence or absence of outliers in the observed signal. Furthermore, in real-world scenarios, identifying whether a signal is contaminated by outliers is not an easy task. Thus, using a robust approach to estimate the parameters of the Rayleigh regression model can avoid inaccurate inferences.

IV. SAR IMAGE STUDY

In this section, experiments with two measured SAR datasets are presented to demonstrate the applicability of the proposed approach in the SAR image analysis. We employed the introduced robust scheme to detect the ground type and anomalies in SAR image scenes. In particular, VHF wavelength-resolution SAR images are almost speckle-free since there might only be a single scatter in the resolution cell (at least for the CARABAS II dataset). On the other hand, nonwavelength-resolution SAR images are characterized by the possible presence of more than one strong scatter in the resolution cell area, which makes the speckle noise not negligible. We emphasize that the speckle and other random effects are accommodated in the Rayleigh-distributed output signal $Y[n]$. The regression structure models the mean of $Y[n]$, which is deterministically affected by parameters and known covariates (input).

A. Ground Type Detector

In this experiment, we considered the ground type detection methodology used in [17] to distinguish between three regions in two SAR images extracted from CARABAS II and OrbiSAR datasets considering the proposed robust approach.

1) CARABAS II: As reported in [6] and [24], the CARABAS II is a VHF wavelength-resolution system, which
means that the images have almost no speckle noise. The system operates with horizontal (HH) polarization, and the spatial resolution is 2.5 m in both azimuth and slant ranges. The CARABAS II images are: 1) represented as matrices of 3000 × 2000 pixels (each pixel size is 1 m × 1 m), corresponding to an area of 6 km², and covering a scene of size 3 km × 2 km; 2) georeferenced to the Swedish reference system RR92; and 3) available in [36].

The ground scene is dominated by a boreal forest with pine trees. Fences, power lines, and roads were also present in the scene. Military vehicles (targets) were deployed in the SAR scene and placed uniformly in a manner to facilitate their detection in the tests [6]. The image has 25 targets of three different sizes, and the spacing between the vehicles is about 50 m.

In [17], the difference in the behavior among the lake, forest, and military vehicles’ regions was computed. The forest and lake regions in the CARABAS II SAR image characterize most of the image area, and they follow a homogeneous pattern. The military vehicles deployed in the SAR scene introduce more representative behavior changes compared to the forest and lake regions (homogeneous areas). In addition, pixels related to the power lines show similar amplitude values with the targets and, consequently, are strongly related to the false alarm detection in this particular dataset, as discussed in [6]. Furthermore, as both targets and power line structures present a different pattern from the rest of the image, they may be considered as anomalies observations (outliers).

Thus, we adopted the detection methodology proposed in [17] to distinguish among an area containing military vehicles, power lines, and forests—referred to as Regions A, B, and C, respectively—which are displayed in Fig. 3. For such, we modeled the response signal mean considering an intercept, \( x_1[n] = 1 \), ∀\( n \), and two dummy variables, \( x_2[n] \) and \( x_3[n] \), representing each evaluated region. The fit model is given by

\[
g(\mu[n]) = \beta_1 + \beta_2 x_2[n] + \beta_3 x_3[n]
\]  

\[(20)\]
Fig. 3. CARABAS II image used in the regression models showing the tested regions. Regions A, B, and C represent areas containing military vehicles, power lines, and forest, respectively.

where: 1) $y[n]$ is the vectorized magnitude pixels of Regions A, B, and C; 2) variable $x_2[n] = 1$, for Region B, and zero for the rest; 3) variable $x_3[n] = 1$, for Region C, and zero for the others; and 4) Region A is represented for both $x_2[n]$ and $x_3[n]$ equal to zero.

To detect the ground type, the following hypotheses are tested:

$$
\begin{align*}
H_0 : \beta_i &= 0 \\
H_1 : \beta_i &\neq 0
\end{align*}
\tag{21}
$$

for $i = 2, 3, \ldots, k$. The evaluated ground types are detected when the null hypothesis (21) is rejected, i.e., $T_W > \gamma$. We also obtained the detection results based on: 1) the Gaussian and Gamma regression models considering a robust estimation process and 2) the Rayleigh regression model based on the maximum likelihood estimation scheme for comparative purposes. To implement the detectors through the Gaussian- and Gamma-based regression models considering a robust approach, the R function glmrob [37] was used. To perform the ground type detection, the probability of false alarm was fixed to 0.05, which is a convenient cutoff level to reject the null hypothesis [38], and it is widely employed in signal detection applications [39]–[42].

The fit models can be found in Table II. Note that the estimated values are not the same as those presented in [17], since we evaluated different regions in the present experiment. To perform the robust estimation in the Rayleigh regression model, we employed $\delta = 0.001$. Considering a probability of false alarm equal to 0.05, the $p$-values of the Wald test presented in Table II show that all variables in the proposed robust scheme are significant, i.e., the null hypothesis in (21) can be rejected, and consequently, a correct detection of all evaluated land types is indicated. On the other hand, the variable $x_3[n]$ is not significant for the other evaluated regression models, i.e., the Rayleigh regression model based on the nonrobust estimation process and the models using the Gaussian and Gamma based on a robust estimation process cannot distinguish the power line regions, showing the importance of robust methods based on suitable distributions to deal with outliers in SAR image modeling.

2) OrbiSAR: The SAR image was acquired with the airborne OrbiSAR sensor of Bradar over São José dos Campos, Brazil. As reported in [43] and [44], the OrbiSAR is an airborne multipolarized dual-band SAR system of Bradar (formerly Orbisat), Brazil, which operates at the X-band with HH polarization and spatial resolution of 1 m and at the P-band with full polarization—HH, vertical (VV), VH, and HV—and spatial resolution of 2 m, with three antennas mounted on the same platform allowing repeat-pass and multibaseline interferometry, at P- and X-bands, respectively. The system is also equipped with a state-of-the-art navigation system and motion compensation [44]. In addition, the bandwidth and the radar swath can be up to 400 MHz and 14 km, respectively [44].

Fig. 4 shows an X-band SAR image acquired with the OrbiSAR system. The image is represented in a $2500 \times 3150$ matrix of magnitude data. The ground scene of the considered image is dominated by urban area (light ground–top and bottom right area), rivers (dark ground–bottom and left part of the image), forests, roads, and open areas (gray ground). The urban area presents a different pattern from the rest of the image and may be considered outliers.

To perform the ground type detection in the X-band SAR image, we adopted the same methodology described in the previous subsection to distinguish among an open area, a road, and an urban land type—referred to as Regions D, E, and F, respectively. Fig. 4 shows the three different evaluated regions.
The mean of the response signal was modeled using the model presented in (20), where the response signal is composed of the vectorized magnitude pixels of the Regions D, E, and F, and $x_2[n]$ and $x_3[n]$ are dummy variables related to regions E and F, respectively.

The fit models are shown in Table III, with $\delta = 0.001$ for the proposed method. The $p$-values show that all variables in Rayleigh and Gamma regression models considering a robust estimation process are significant for a probability of false alarm equal to 0.05, i.e., the null hypothesis in (21) can be rejected, indicating a correct detection of all evaluated ground types. In contrast, the variable $x_2[n]$ is not significant for the nonrobust Rayleigh regression method and robust Gaussian approach, i.e., these models cannot distinguish the road region, evidencing the importance of suitable models to deal with outliers in SAR image modeling.

### B. Anomaly Detection

We propose a detection scheme to detect anomalies in an SAR image considering the Rayleigh regression model residuals. Our methodology aims at detecting area changes, measuring the deviations of the observed pixel values $y[n]$ from their estimated mean values $\hat{\mu}[n]$. For such, we use the quantile residuals [28] that are defined as

$$r[n] = \Phi^{-1}(F(y[n]; \hat{\mu}[n]))$$  \hspace{1cm} (22)

where $\Phi^{-1}$ denotes the standard normal quantile function.

The quantile residual can detect poor fitting in regression models and follows an approximately standard Gaussian distribution [28] if the model is correctly specified. If the estimated mean of the response signal is too far from the observed pixel value—which can be highlighted by the residual values—and then, an anomaly is detected. To capture a model mismatch, we adopt residual-based control charts that have been already used in change detection in remote sensing data, e.g., in [33] and [45]. The introduced anomaly detection methodology is based on the following premises.

1) If the model is correctly fit, then it is expected that the residuals are randomly distributed around zero and inside the interval $[-3, 3]$, about 99.7% of the observations $(2\Phi L - 1|L=3 \approx 99.7\%)$. Consequently, the control limit $L$ can be set equal to three [45], [46].

2) If the residual value is outside the interval $[-3, 3]$, then the analyzed pixel is understood to differ from the expected behavior according to the Rayleigh regression model fit in the region of interest, and consequently, an anomaly is detected.

A postprocessing step using mathematical morphological operations, such as erosion, dilation, opening, and closing operations, can be considered aiming at: 1) removing small spurious pixel groups that are regarded as noise and 2) preventing the splitting of the interest objects into multiple substructures [47]. The anomaly detection method used in the current experiment is summarized in Algorithm 1.

To perform the proposed detection method in a CARABAS II SAR image, we selected a region containing military vehicles (anomalies), as shown in the dark gray rectangle in Fig. 3. This region has about 5% of the observations related to outliers. According to the Monte Carlo simulations, the WMLEs in the Rayleigh regression model are not strongly influenced by the presence or absence of outliers in the observed signal. In addition, because, in practical situations, it is difficult to identify whether there are outliers or not in the training sample, we selected as $X_sn$ a region with anomaly observations to highlight the importance of using a robust approach to deal with outliers.

To fit the regression model, we considered as covariates the other three images with the same flight pass available in the CARABAS II dataset to describe the amplitude mean value of the CARABAS II image pixels. The model is specified for
Fig. 5. Detection results based on the robust and nonrobust estimation of the Rayleigh regression model parameters. (a) Detections: robust-based estimation. (b) Detections: nonrobust-based estimation.

**Algorithm 1** Anomaly Detection Method Based on the Robust Rayleigh Regression Method

Require: Interest image $X_I$
Ensure: Detected results $X_D$

1) Select a region of interest (training sample) $X_S \subset X_I$.
2) Fit the robust Rayleigh regression method considering the $X_S$ image.
3) Using the fit model obtained in 2), compute the residuals $r[n]$ of $X_I$.
4) Obtain a binary images as follows:
   \[
   \text{if } (r[n] \leq L) \text{ or } (r[n] \geq L) \text{ then}
   X^*[n] \leftarrow 1
   \text{else}
   X^*[n] \leftarrow 0.
   \text{end if}
   \]
5) Apply morphological operators as a final postprocessing step: $X_D \leftarrow \text{postprocessing}(X^*)$.

The response signal mean as follows:
\[
g(\mu[n]) = \beta_1 + \beta_2 x_2[n] + \beta_3 x_3[n] + \beta_4 x_4[n]. \tag{23}\]

The response signal is composed of the vectorized amplitude values of the training sample pixels. Variables $x_2[n]$, $x_3[n]$, and $x_4[n]$ are the vectorized magnitude pixels of the images related to pass one and missions two, three, and four, respectively. As we expect to have outliers in the observed signal and not in the covariates, $x_2[n]$, $x_3[n]$, and $x_4[n]$ represent a forest area. For the postprocessing step, we employed an opening operation—considering a $3 \times 3$ pixels square structuring element, whose size is linked by the system resolution followed by a dilation—using $7 \times 7$ pixels structuring element, which is related to the approximate size of the military vehicles. Using such operations, we kept the criterion defined in [6], i.e., detections with less than 10 m apart are merged as one.

The anomaly detection results can be found in Fig. 5. We compared the detection results of the Rayleigh regression models considering a robust and nonrobust estimation process, which are displayed in Fig. 5. The robust method detected 24 military vehicles and two false alarms. In contrast, the nonrobust scheme can only detect 23 military vehicles and shows 15 false alarms. In particular, the false alarms in the nonrobust method are related to the power lines area; this result is in accordance with the ones presented in the Section IV-A, showing that, in both experiments, the nonrobust estimation process cannot distinguish between the targets and power line areas, and consequently, evidencing the importance of a robust approach to deal with outliers.

We also compared the proposed methodology with three different approaches presented in [5], [6], and [26]; the performance of the proposed scheme was very close to the competing methods specifically developed to this aim: only one less detection hit; and two more false alarms than the results showed in [5] and [26]. On the one hand, the accurate
performance of such methods is related to an optimized threshold choice. On the other hand, our proposed anomaly detection method shows accurate detection results avoiding this step since the residual-based control chart has a fixed theoretical threshold \( L = 3 \). The detection results of all evaluated methods are summarized in Table IV.

### V. CONCLUSION

This article introduced robust estimators for the Rayleigh regression model parameters. In particular, we employed the weighted maximum likelihood approach to obtain estimators that are robust to the presence of outliers. Monte Carlo simulation results showed that the WMLEs outperformed traditional MLEs in terms of relative bias and root mean square error. In particular, the nonrobust estimators presented a relative bias value 65-fold larger than the results provided by the robust estimators in signals corrupted with outliers. In terms of sensitivity analysis and break down point, the robust approach resulted in a reduction of about 96% and 10% in the mean absolute value in comparison to the nonrobust estimators. For noncontaminated signals, both schemes had similar behavior. Two studies considering the proposed robust approach in the Rayleigh regression model parameter estimation to distinguish between different regions in an SAR image were presented and discussed, showing competitive detection results compared to the nonrobust Rayleigh-, robust Gaussian-, and robust Gamma-based measurements. Moreover, we proposed an anomaly detector based on the Rayleigh regression model. The robust estimation approach excelled in terms of detection compared to the nonrobust estimators of the Rayleigh regression model parameters, and it offered very close results to those reported in [5], [6], and [26], i.e., only one less detection hit, and two more false alarms than the results showed in [5] and [26].
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