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Abstract—Reliable and accurate wind speed prediction has significant impact in many industrial sectors such as economic, business and management among others. This paper presents a new model for wind speed prediction based on Graph Attention Networks (GAT). In particular, the proposed model extends GAT architecture by equipping it with a learnable adjacency matrix as well as incorporating a new attention mechanism with the aim of obtaining attention scores per weather variable. The output of the GAT based model is combined with the LSTM layer in order to exploit both the spatial and temporal characteristics of the multivariate multidimensional historical weather data. Real weather data collected from several cities in Denmark and Netherlands are used to conduct the experiments and evaluate the performance of the proposed model. We show that in comparison to previous architectures used for wind speed prediction, the proposed model is able to better learn the complex input-output relationships of the weather data. Furthermore, thanks to the learned attention weights, the model provides an additional insights on the most important weather variables and cities for the studied prediction task.

Index Terms—Wind speed prediction, graph attention networks, attention per weather variable, learnable adjacency matrix, attention visualisation.

I. INTRODUCTION

Wind speed forecasting has gained a lot of attention in recent years since wind speed plays a significant role in human life. Sectors like agriculture, construction and energy can greatly benefit from an accurate estimation of several time steps ahead wind speed values. The field of weather forecasting generally utilizes Numerical Weather Prediction (NWP) methods which are based on mathematical formulations using several atmospheric features. With this method, the predictions are made by using equations that are derived with the aid of laws of physics and thermodynamics. Although NWP is a powerful method to such forecasting tasks, it also has its drawbacks such as requiring too much computational power [2]. Moreover, due to the assumptions of weather variables used in this method, forecasting with NWP might be sensitive to noise that may be present in the weather variable measurements [3].

The availability of large training data allows data-driven models to learn the existing underlying complex pattern of the data. In addition, thanks to the advances in computational power, one is able to train deep machine learning models. Therefore, deep learning based models have recently been increasingly used in weather forecasting tasks as an alternative to NWP [4]–[12]. In particular, the literature of weather forecasting models has witnessed the use of Convolutional Neural Network based approaches [3], [8], [13], [14]. Graph Convolutional Neural Networks [15], [16], Recurrent Convolutional Neural Networks [17], [18] and Restricted Boltzmann Machines [19], [20].

This paper uses Graph Attention Networks (GAT) [21] as the backbone of the proposed model. Graph Attention Networks are a subclass of Graph Neural Networks designed for analyzing graph data. GAT learns the spatial relationship between different vertices of a graph and how the features of a vertex may affect features of other vertices. Here, we propose an extension of GAT architecture such that features of a vertex can be represented as a 2-dimensional matrix. The introduced model consists of GAT architecture followed by a Long Short Term Memory (LSTM) layer in order to utilize both the spatial and temporal aspect of the data, respectively. In contrast to vanilla GATs, which assume each vertex of a graph has one dimensional features, our proposed model includes GAT layers that compute the attention scores by allowing the vertices to have two dimensional features. This enhancement to GAT allows calculating attention of the vertices per weather variable, resulting in a more detailed and interpretable GAT structure. The authors in [15] proposed an deep Graph Convolutional Networks model for wind speed prediction tasks. In particular, they treated the weather stations as nodes of a graph whose associated adjacency matrix is learnable. Here, following the lines of [15], the GAT layer in our proposed model is also equipped with learnable adjacency matrix. This helps the model to learn the connection between weather stations in an end-to-end fashion. This type of information is not typically available for such forecasting tasks.

In our experiments, two real life historical weather data from Dutch and Danish cities are used to predict the wind speed values in multiple weather stations for several hours ahead ranging from 2 up to 24 hours. The paper is organized as follows. A brief overview of the related work is given in section II. The proposed model is described in section III. The numerical experiments, discussion of the obtained results and
comparison with other models are given in Section IV. The conclusion is drawn in Section V.

II. RELATED WORK

With the rise of impressive results obtained by data driven based models, the literature has witnessed the design of various deep learning architectures for weather forecasting tasks [3], [6], [13], [22]–[24]. The weather data can be considered as time series data where observations occur as a sequence. Recurrent neural networks have been often used for dealing with time series forecasting tasks [25]. Specifically, Long Short Term Memory (LSTM) models are preferred for such tasks due to their success in handling vanishing/exploding gradients [26] which can possibly hinder the performance during training phase. However, vanilla LSTMs do not explicitly exploit the spatial features of data and thus, they are not able to capture the influences of the features observed in one city to the other cities and vice versa.

On the other hand, Convolutional Neural Networks (CNN) are widely used, especially for computer vision tasks such as face recognition, image classification [27]. While vanilla CNNs are able to process the spatial aspect of the data, it is unable to efficiently make use of the temporal characteristics which are important for such weather forecasting applications. The authors in [3], introduced a 3D-CNN based model for weather elements forecasting which exploit the spatio-temporal multivariate weather data for learning shared representations. In [28], Temporal Convolutional Networks (TCN), a type of CNN which uses one dimensional filters in order to focus on the temporal aspect of data, are used in combination with vanilla CNNs for weather forecasting tasks. CNNs have the ability to process the spatio-temporal aspect of the data with the addition of TCNs.

Due the nature of the fixed size filters, CNNs have the tendency to treat observations from multiple stations as regular or Euclidean data [29]. Considering the spatial dimension of our data which corresponds to different weather stations, it can be highlighted that the underlying graph structure cannot be efficiently expressed under the regular data setting. Therefore, the captured spatial relationship between observations are restricted to the filter size in CNNs. In the context of weather data, the spatial aspect of historical observations from multiple weather stations can be expressed more efficiently as a graph, with stations as vertices and connections between stations as edges.

Graph Neural Networks (GNN) [30], has recently gained popularity for analyzing graph data. A variation of GNN, i.e. Graph Convolutional Networks (GCNs) [31], combines the basics of GNNs by working with graph data rather than assuming the data to be Euclidean, while maintaining a convolutional architecture. Although most variants of GCNs mainly deal with node classification tasks which require the vertex and edge information of the graph data to be known, there has been GCN adaptations in [15], [32] with a learnable adjacency matrix. The learnable adjacency matrix, which is also used in our proposed model, is significant for data with spatial features that are not represented explicitly in a graph format with a known adjacency matrix. This on one hand, allows regular data to be represented with an adjacency matrix usually required in GNN implementations. On the other hand, the adjacency matrix is learned during the training phase, which is beneficial for the spatial information extraction. Attention mechanisms have recently gained a lot of popularity, thanks to the transformer architecture introduced in [33]. The attention mechanism has also been incorporated in GNN frameworks. For instance, GAT [21] uses self attention mechanism similar to the one in transformer model. In particular, GAT uses a self attention mechanism in order to calculate the attention coefficient between vertices of a graph. Furthermore, there have been implementations of GATs used for spatio-temporal data, specifically for traffic flow forecasting [34].

In what follows, we present a novel model which consists of an extension of GATs architecture followed by LSTM layer for wind speed prediction tasks. The proposed modifications of GATs offer an improved performance for weather element forecasting and further interpretability using the visualization of the learned attention weights of cities per weather variable.

III. PROPOSED METHOD

The proposed model consists of two components, i.e. two stream GAT layers followed by LSTM layer, in order to extract the spatial and temporal information of weather data respectively (see Fig. 2). The spatial component of our proposed model is inspired by classical GAT architecture [21]. More precisely, our proposed two stream GAT model exploits the graph related spatial information, while the LSTM layer captures the temporal dependencies between weather variables observed at different timesteps. The weather data is first cast to a graph where the weather stations form the vertices of a graph and each vertex contains two dimensions, i.e. weather variables and timesteps. Here, weather variables includes wind speed, wind direction, temperature, dew point, air pressure and rain amount. Timestep dimension contains values from historical observations of these weather variables. In the subsequent subsections, we first extend GAT model by equipping it with a learnable adjacency matrix as well as incorporating 2-dimensional node features. The later results in obtaining attention scores per weather variable. The proposed model architecture will then be discussed.

A. GAT with Learnable Adjacency Matrix

Often a graph is represented by an adjacency matrix. However, in case that the graph structure is not known, one may learn the edge weights of the graph. Previous studies [16], [35] and [15] made the adjacency matrix learnable which has shown to improve the predictive performance of the model. In addition, it can potentially provides an insights into how the features of a particular node is influenced by the features of the other nodes.

The classical GAT model [21], assumes that the adjacency matrix of the graph is known. Here, in contrast to the model in [21], we make the adjacency matrix learnable. Therefore, we
let the network to learn the graph spatial connections between the nodes in an end-to-end fashion. This learned information is later used in GAT formulation for obtaining the attention scores. Similar to [15], the following operations are applied to the adjacency matrix during the learning phase:

\[
\begin{align*}
\hat{A} = A + I, \\
\hat{A} = \frac{A \max - A \min}{A \max - A \min}.
\end{align*}
\]  

(1)

Here, the identity matrix is added to the adjacency matrix \( A \) in order to consider the possible self-loop connection to each vertex. Subsequently, min-max normalization is applied to the updated adjacency matrix \( \hat{A} \).

### B. 2-Dimensional GAT

In classical GAT formulation [21], the feature values of vertices are considered to be one dimensional. Given the vertices and their one dimensional features, GAT computes attention scores which are then used for obtaining a new representation of each node in the graph. Following the lines of [21], we assume that the set of node features are expressed as \( h = \{h_1, h_2, \ldots, h_N\} \), where \( N \) is the number of nodes, \( h_i \in \mathbb{R}^d \), where \( d \) is the number of features in each node [21]. The feature values are first linearly transformed to a pre-selected \( d' \) number of features by means of a shared weight matrix. Then using a self attention mechanism, attention scores of each vertex with respect to others are calculated and included in the transformation of feature values as a dot product. More precisely, given the \( i \)-th and \( j \)-th vertex pair, the attention score \( \alpha_{ij} \) is computed as follows [21]:

\[
\alpha_{ij} = \frac{\exp \left( \text{LeakyReLU} \left( a^T [Wh_i || Wh_j] \right) \right)}{\sum_{k \in N} \exp \left( \text{LeakyReLU} \left( a^T [Wh_i || Wh_k] \right) \right)}.
\]  

(2)

Equation (2) shows how features of the \( i \)-th and \( j \)-th vertex pair are transformed into \( d' \) dimensions and concatenated, i.e. \([Wh_i || Wh_j] \in \mathbb{R}^{2d} \). Here, \( h_i \in \mathbb{R}^d \), and \( h_j \in \mathbb{R}^d \) refer to the feature vectors of the \( i \)-th and \( j \)-th vertex respectively. \( W \in \mathbb{R}^{d' \times d} \) is the shared weight matrix which linearly transforms features of each vertex. In GAT, the self attention mechanism is modeled by a single layer feed-forward neural network parameterized by \( a \in \mathbb{R}^{2d'} \). The attention mechanism outputs a scalar. Next the LeakyRELU nonlinearity is applied with negative slope of 0.2, followed by a softmax to normalize the attention score. In GAT [21], the softmax is applied with respect to all vertices within the neighborhood of the \( j \)-th vertex which is pre-determined by the adjacency matrix of the graph. However, in our case, adjacency matrix is learned during the training phase without imposing any constraint on the connectivity between vertices of the graph. Therefore, in our case all nodes are connected and the strength between the nodes are learnt through the elements of the adjacency matrix. The linearly transformed features of vertices are multiplied with the attention scores and then the sum is taken with respect to neighboring vertices [21].

As previously stated, in our proposed model the nodes can have 2-dimensional features, i.e. weather variables and timesteps. Here, we extend GAT model so it can operate on 2-dimensional features and compute the attention scores per weather variable. To this end, we use Eq. (2), with a \( W \) of size \( \mathbb{R}^{d' \times d} \) and \( h_i \) of size \( \mathbb{R}^{t \times d} \). Here, the weight matrix \( W \) is used to transform the timestep dimension. The concatenation of \( Wh_i \) and \( Wh_j \), i.e. \([Wh_i || Wh_j]\), will result in a matrix of size \( 2t' \times d \). In contrast to classical GAT formulation, here the product between the self attention coefficients \( a \in \mathbb{R}^{2d'} \) and the concatenated nodes features \([Wh_i || Wh_j]\) will result in a vector of size \( d \), i.e. number of weather variables, instead of a scalar which is the case for GAT [21]. Next, the new representation of the \( i \)-th vertex is computed as follows:

\[
\hat{h}_i = \sigma \left( \sum_{j \in N} Wh_j \text{diag}(\alpha_{ij}^1, \ldots, \alpha_{ij}^d) \right),
\]  

(3)

where, \( \alpha_{ij}^p \) refers to the attention scores between \( i \)-th and \( j \)-th nodes for the \( p \)-th weather variable. Similar to [21], we apply \( K \) independent attention mechanisms and concatenate their results to obtain the final representation of the nodes as follows:

\[
\hat{h}_i = \|_{k=1}^K \sigma \left( \sum_{j \in N} W^k h_j [\text{diag}(\alpha_{ij}^1, \ldots, \alpha_{ij}^d)]^k \right).
\]  

(4)

After obtaining \( \hat{h}_i \), the final representation of the \( i \)-th node is computed as follows [15]:

\[
\begin{align*}
\hat{D}_{ii} &= \sum_{j} \hat{A}_{ij}, \\
\hat{h}_i &= \hat{h}_i \left( \hat{D}^{-\frac{1}{2}} \hat{A} \hat{D}^{-\frac{1}{2}} \right).
\end{align*}
\]  

(5)

Here, diagonal matrix \( D \) is calculated based on the obtained \( \hat{A} \) in Eq. (1). Following this step, the symmetric normalization, i.e. \( \hat{D}^{-\frac{1}{2}} \hat{A} \hat{D}^{-\frac{1}{2}} \), is applied. Finally, the features of a \( i \)-th node shown as \( h_i \) is multiplied with the resulting transformed matrix in order to calculate the new feature representation \( \hat{h}_i \). The explained GAT layers extracts spatial information of weather data. However, one can further enhance the model capability to capture temporal dependencies in the data and that how different observations at different timesteps affect one another. To this end, we use Long Short Term Memory networks [26]. After the spatial layer consisting of two stream GAT layers, the output tensor is reshaped and fed into a LSTM network consisting of a single number of recurrent layer.

### C. Proposed Architecture

The proposed model consists of two streams of GAT layers in the spatial part, see Fig. [1]. First stream functions as the default GAT formulation [21], where each vertex has a one dimensional feature. Since the input data is originally 3 dimensional, i.e. weather variables \( \times \) timestep \( \times \) cities, the timestep and weather variables dimensions are stacked as a single dimensional vector when fed into this layer. The second stream is our proposed GAT architecture for obtaining attention per weather variable. In particular, in the second
stream each vertex has two dimensional feature, therefore, the structural information of the weather data is kept unchanged. The output of each stream is a tensor after reshaping and in the end the output tensors to GATs are merged along feature dimension before being fed into the LSTM layer. The proposed model architecture is shown in Fig. 2.

IV. Numerical Experiments

Two distinct weather datasets have been used for the evaluation of the proposed model: Netherlands and Denmark datasets. Both datasets contain hourly observations of several weather variables, collected simultaneously from different cities. Min-max normalization is applied to both dataset before the training phase. The inputs are first reshaped into a tensorial format which consist of 3 dimensions: weather variables, timesteps and cities.

A. Netherlands Dataset

The Netherlands dataset contains hourly measurements of 6 weather variables including wind speed, wind direction, temperature, dew point, air pressure and rain amount. For the Netherlands, the observations are collected from Schiphol, De Bilt, Leeuwarden, Eelde, Rotterdam, Eindhoven and Maastricht weather stations. Each training instance has $7 \times 30 \times 6$ shape, corresponding to weather variables $\times$ timesteps $\times$ cities. In our experiments, the number of timesteps is set to 30 as it is empirically found to be the optimal value. For this dataset, the target wind speed variable is predicted for 2, 4, 6, 8 and 10 hours ahead. The data contains observations from January 1, 2011 to March 29, 2020. The samples observed before January 2019 are used for training and validation, while samples from January 2019 to March 2020 are used for testing.

B. Denmark Dataset

The Denmark data has the same 3 dimensions as the Netherlands dataset, with different sizes for weather variables and cities. Correspondingly, a total of four different weather variables i.e. temperature, pressure, wind speed and wind direction are observed from five different weather stations: Aalborg, Aarhus, Esbjerg, Odense and Roskilde. Each training instance has $5 \times 30 \times 4$ shape corresponding to weather variables $\times$ timesteps $\times$ cities. For this dataset, we aim at forecasting the wind speed of each city for 6, 12, 18 and 24 hours ahead as individual forecasting tasks. The measurement data from 2000 to 2010 is used. The samples before 2010 are used for training and validation, and the data in 2010 is used for testing.

C. Results and Discussion

The mean absolute error and mean squared error metrics are used to evaluate the performance of the tested models. The formulation of the used metrics are as follows:

$$\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|$$

and

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2.$$  

Here, the real measurements and model predictions are denoted by $y_i$ and $\hat{y}_i$ respectively.
Fig. 2: Overview of the proposed Multistream GAT model.

and $\hat{y}_i$ respectively and $n$ is the number of instances. The performance of the proposed model is compared with other models in [3], [13], [15]. In order to have a fair comparison, the training/validation/test sets are identical for all of the models. It can be observed from Tables I and II that the proposed Multistream GAT model outperforms the other tested baseline models in terms of MAE and MSE scores for both Danish and Netherlands datasets at different timesteps. Furthermore, thanks to the learned attention coefficients per weather variable, the Multistream GAT model provides more detailed insights to the predictions. Although the used weather data has spatial characteristics, it does not necessarily contain underlying graph related edge information regarding how different cities are connected to each other. The hidden graph related knowledge is discovered and utilized, by means of the incorporation of learnable adjacency matrix in each of the GAT stream layer.

The classical GAT architecture offers some form of interpretability in terms of the attention weights between different nodes. Our proposed Multistream GAT, makes it possible to localize the attentions in a more detailed way for every weather variable. The representation of the attention weights of four Dutch cities can be observed in Fig. 3. The colormaps represent how much wind speed of the target city is affected by the weather variables of other cities. For instance, Fig. 4 (c) shows that the wind direction of Eelde causes a significant influence on the wind speed of Rotterdam, while the wind speed of Rotterdam seems to be mostly affected by the rain amount of Eindhoven. Fig. 4 compares the performance of different models by their average MAE scores per city. It can be observed that the proposed Multistream GAT model achieves the best result in each city. Moreover, the comparison of real and predicted wind speed values of Eelde and Roskilde cities for multiple timesteps ahead are shown in Fig. 5.

The proposed multistream GAT model extracts both the spatial and temporal information of the data, thanks to the combination of GAT and LSTM layers. In particular, the adjusted weather variables of the cities are fed into the LSTM network so that the temporal related information can be analyzed and taken into consideration by the model.

It should be noted that, the graph convolutional architecture [15], which is shown to be successful for modeling the weather data, utilizes GCNs and temporal convolutions to deal with the spatio-temporal characteristic of the data. However, here the combination of GAT with LSTM outperforms the previous convolution based attempts, since the GAT allows more in depth analysis with the help of self attention mechanisms related to the spatial information. Furthermore, the temporal information is possibly utilized more efficiently with the LSTM layer than the one dimensional filters present in Temporal Convolutional Networks.

V. CONCLUSION

In this paper, a novel multistream Graph Attention Network is proposed for wind speed forecasting. We show that combining a graph based architecture with a recurrent model gives rise to efficient information extraction with respect to the spatio-temporal data. Thanks to the incorporation of the learnable adjacency matrix as well as attention per weather variable, the model can better exploit the underlying complex spatio-temporal characteristic of the weather data. Furthermore, the visualization of the learned attention weights per weather variable, provides a better insight into the understanding of the data. The applicability of the proposed model is shown on two real life historical weather data and it improved the wind speed forecasting in multiple weather stations. The implementation of our proposed model including the trained models are available on Github https://github.com/doganaykas/Multistream-Graph-Attention-Networks.
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