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In this paper, we consider the high order impulsive differential equation on infinite interval

\[
\begin{align*}
\left\{ \begin{array}{l}
D^\alpha_0 u(t) + f(t, u(t), \int_0^t u(t), D^\beta_{0+} u(t)) = 0, & t \in [0, \infty) - \{t_k\}_{k=1}^m, \\
\Delta u(t_k) = I_k(u(t_k)), & t = t_k, k = 1, \ldots, m, \\
u(0) = u'(0) = \cdots = u^{(n-2)}(0) = 0, & D^\alpha_{0+} u(\infty) = u_0.
\end{array} \right.
\end{align*}
\]

where \(u_0 \in R\), \(a, \beta \in (n-1, n], n > 2\), \(D^\alpha_{0+}\) is the standard Riemann–Liouville fractional derivative, \(0 = t_0 < t_1 < t_2 < \cdots < t_m < \infty\), \(\Delta u(t_k) = u(t_k^+) - u(t_k^-)\), \(u(t_k^+) = u(t_k), \ u(t_k^-) = \lim_{t \to t_k^-} u(t_k - h)\) and \(u(t_k^+) = \lim_{t \to t_k^+} u(t_k + h)\) represent the right and left limits of \(u(t)\) at \(t = t_k\), and \(D^\beta_{0+} u(\infty) = \lim_{s \to \infty} D^\beta_{0+} u(s)\) (1). Also, \(f \in C([0, +\infty) \times R \times R \times R, R), I_k \in C(R, R)\).

1. Introduction

In this paper, we are concerned with the following impulsive differential equation on infinite interval:

During the past decades, fractional differential equations have drawn wide concerns. Compared with integer order differential equations, fractional differential equations have more extensive application range, such as control theory, physics, aerodynamics, polymer rheology, chemistry, biology, and so forth. There are many papers focused on the existence of positive solutions for fractional differential equations (see [1–3]).
Since the last century, the dynamics of populations subject to abrupt changes was described by impulsive differential system. And other phenomena, for instance, harvesting, diseases, and so on, also have been described by using impulsive differential systems. Impulsive differential equations of fractional order play an important role in fractional differential equations theory and applications. Recently, impulsive fractional differential equations have been studied extensively. For example, Wang et al. studied the existence and multiplicity of solutions for impulsive fractional boundary value problem with p-Laplacian in [4], and Liu considered fractional impulsive differential equations using bifurcation techniques in [5]. For more articles related to impulsive fractional differential equations, refer to [6–12].

Recently, in [13], Liu investigated the existence of solutions for higher order impulsive fractional differential equations given by

\[ D^\alpha_0 x(t) = F(t, x(t)), \quad t \in (t_i, t_{i+1}], i \in N_0, \]

\[ \Delta x|_{t_i^+} = I(t_i, x(t_i)), \quad i \in N, \]

\[ x(0) = x_0, \]

\[ D^\alpha_0 x(t) = G(t, x(t)), \quad t \in (t_i, t_{i+1}], i \in N_0, \]

\[ \lim_{t \to t_i^+} (t - t_{i-1})^{\alpha - 1} x(t) = J(t_i, x(t_i)), \quad i \in N, \]

\[ \lim_{t \to 0^+} t^{\alpha - q} x(t) = x_0, \]

where \( q \in (0, 1), t \in [0, T], 0 < t_0 < t_1 < t_2 < \ldots < t_m < t_{m+1} < T, I, J: [t_k: k \in N] \times R \rightarrow R \) are discrete Carathéodory functions, and \( F, G: (0, T) \times R \rightarrow R \) are strong Carathéodory functions. By using Schauder’s fixed-point theorem, Liu established some existence results. In [10], Liu and Ahmad studied the following problems:

\[ D^\alpha_0 x(t) = q(t)f(t, x(t), D^\alpha_0 x(t)), \quad t \in (0, \infty), \]

\[ \Delta x(t_k) = I_k(x(t_k)), \quad k = 1, 2, \ldots, \]

\[ x(0) = x_0, \]

\[ D^\alpha_0 x(t) = q(t)f(t, x(t), D^\alpha_0 x(t)), \quad t \in (0, \infty), \]

\[ \Delta x(t_k) = I_k(x(t_k)), \quad k = 1, 2, \ldots, \]

\[ x(0) = x_0, \]

where \( x_0 \in R, a \in [0, 1), 0 < p < a, 0 = t_0 < t_1 < t_2 < \ldots \) with \( \lim_{t \to \infty} t_k = \infty, q: (0, \infty) \rightarrow R \) satisfies that there exists \( \lambda > \alpha \) such that \( |q(t)| \leq \lambda t^\alpha \) for all \( t \in (0, \infty) \), and \( q \) may be singular at \( t = 0 \). And \( f: [0, \infty) \times R^2 \rightarrow R \) is a Carathéodory function, \( I_k: [0, \infty) \times R \rightarrow R (k = 1, 2, \ldots, ) \), \( I_k \) is a Carathéodory function sequence, and \( \Delta x(t_k) = \lim_{t \to t_k^+} x(t) - \lim_{t \to t_k^-} x(t), k = 1, 2, \ldots \). By using Schauder’s fixed-point theorem, the authors studied the existence of solution. And the authors also considered the uniqueness of solution under some appropriate conditions.

In [9], Zhao and Ge considered the following boundary value problem:

\[ D^\alpha_0 u(t) + f(t, u(t)) = 0, \quad t \in (0, \infty), t \neq t_k, k = 1, 2, \ldots, m, \]

\[ u(t_k) - u(t_k) = I_k(u(t_k)), \quad k = 1, 2, \ldots, m, \]

\[ u(0) = 0, \quad D^\alpha_0 u(\infty) = 0, \]

(4)

where \( \alpha \) is a real number with \( 1 < \alpha \leq 2 \), \( D^\alpha_0 \) is the standard Riemann–Liouville fractional derivative, \( t_k = 0, 1 < t_1 < t_2 < \ldots < t_m < \infty \), \( u(t_k) = \lim_{t \to t_k^0} u(t_k) \), \( u(t_k) = \lim_{t \to t_k^-} u(t_k - h), D^{\alpha - 1}_0 u(\infty) = \lim_{t \to \infty} D^{\alpha - 1}_0 u(t), f(t, (1 + t^\alpha)v): [0, \infty) \times [0, \infty) \rightarrow [0, \infty) \) is continuous, and \( I_k: [0, \infty) \rightarrow [0, \infty) (k = 1, 2, \ldots, m) \) are continuous. Wang and Ge proved that the problem they studied has at least three positive solutions.

Motivated by the aforementioned work, we studied existence of solution of problem (1) by Schauder’s fixed-point theorem and Altman’s fixed-point theorem. The main features of this paper are as follows. Firstly, the nonlinear term not only involved fractional order derivative but also contained fractional integral. Compared with [9, 10, 13], our nonlinear terms are more general. Many articles contain derivatives for nonlinear terms, but few articles contain both derivatives and integrals. Secondly, we studied the problem on the infinite interval. To the best of our knowledge, there are few articles involving the impulsive fractional order differential equations on the infinite interval. If the nonlinear term contained fractional integral and \( t \in (0, \infty) \), it will bring new obstacles to solve the problem. For this purpose, we overcome obstacles by constructing a special cone. Thirdly, our problem is higher order impulsive fractional equation. Compared with [9], we allowed \( \alpha \in (n - 1, n] \), where \( n > 2 \). It is obvious that our problem is more general.

This paper is organized as follows. In Section 2, we introduce some definitions and lemmas. In Section 3, we give our main results by fixed-point theorem. In Section 4, one example is presented to illustrate the main results.

2. Preliminaries and Lemmas

Let \( u: [0, \infty) \rightarrow R, f: [0, \infty) \rightarrow R, I_k = [0, t_k], I_m = (t_m, \infty), \) \( f_k = (t_k, t_{k+1}] \), \( k = 1, 2, \ldots, m \). Define the function \( u_k(t) = u(t) \). Let \( C(J, R) \) be the Banach space of continuous functions from \( J \) to \( R \). Let us to introduce the Banach spaces

\[ PC(J, R) = \left\{ u: u_k \in C(J_k, R), k = 0, 1, \ldots, m, u \right\} \]

\[ \cdot (t_k^+ \wedge t_k^+) \quad \text{and} \quad u(t_k^+) \quad \text{exist}, \quad u(t_k^+) \]

(5)

with the norm

\[ \|u(t)\| = \sup_{t \in J} |u(t)| \]
\[
\|u\|_{PC} = \sup_{t \in (0,\infty)} \left| \frac{u(t)}{1 + t^{\alpha-1}} \right|
\]

\[PC^1(J, \mathbb{R}) = \left\{ u \in PC(J, \mathbb{R}) : D^{\alpha-1} u(t) \in C(J_k, \mathbb{R}), k = 0, 1, \ldots, m, D^{\alpha-1} u(t_k^+) \text{ and } D^{\alpha-1} u(t_k^-) \text{ exist}, D^{\alpha-1} u(t_k) \right\}\]

with the norm
\[
\|u\|_{PC^1} = \max \left\{ \sup_{t \in J} \left| \frac{u(t)}{1 + t^{\alpha-1}} \right|, \sup_{t \in J} \left| D^{\alpha-1} u(t) \right| \right\}.
\]

**Definition 1.** The Riemann–Liouville fractional integral of order \(\alpha > 0\) of a function \(f : (0, \infty) \rightarrow \mathbb{R}\) is given by
\[
J^\alpha_0 f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} f(s)ds,
\]
where the right side is pointwise defined on \((0, \infty)\).

**Definition 2.** The Riemann–Liouville fractional derivative of order \(\alpha > 0\) of a function \(f : (0, \infty) \rightarrow \mathbb{R}\) is given by
\[
D^\alpha_0 f(t) = \frac{1}{\Gamma(n-\alpha)} \frac{d^n}{dt^n} \left( \int_0^t (t-s)^{n-\alpha-1} f(s)ds \right),
\]
where \(n\) is the smallest integer greater than or equal to \(\alpha\) and the right side is pointwise defined on \((0, \infty)\). In particular, for \(\alpha = n\), \(D^\alpha_0 f(t) = f^{(n)}(t)\).

**Lemma 1.** Let \(\alpha > 0\), and \(n\) denotes the smallest integer greater than or equal to \(\alpha\). For all \(t \in [a, b]\),
\[
J^\alpha_0 D^\alpha_0 u(t) = u(t) + \sum_{j=1}^{n} c_j t^{\alpha-1-j} + \sum_{j=1}^{n} \frac{\alpha}{\Gamma(n-\alpha)} \int_0^t (t-s)^{n-\alpha-1} f(s)ds,
\]
where \(c_j \in \mathbb{R}, j = 1, 2, \ldots, n\).

**Lemma 2** (see [2]). Let \(\Omega \subseteq PC^1\). Then, \(\Omega\) is relatively compact in \(PC^1\) if the following conditions hold:

1. \(\Omega\) is bounded in \(PC^1\)
2. For any \(u(t) \in \Omega\), \(u(t)/1 + t^{\alpha-1}\) and \(D^{\alpha-1} u(t)\) are equicontinuous on any interval \(J_k\)
3. Given \(\varepsilon > 0\), there exists a constant \(N = N(\varepsilon) > 0\) such that
\[
\left| \frac{u(t_1)}{1 + t_1^{\alpha-1}} - \frac{u(t_2)}{1 + t_2^{\alpha-1}} \right| < \varepsilon,
\]
\[
\left| D^{\alpha-1} u(t_1) - D^{\alpha-1} u(t_2) \right| < \varepsilon,
\]
for any \(t_1, t_2 \geq N\) and \(u(t) \in \Omega\).

**Theorem 1** (Schauder fixed-point theorem). If \(U\) is a closed bounded convex subset of a Banach space \(X\) and \(T : U \rightarrow U\) is completely continuous, then \(T\) has at least one fixed point in \(U\).

**Theorem 2** (Altman theorem). Let \(\Omega\) be an open bounded subset of a Banach space \(E\) with \(0 \in \Omega\) and \(T : \Omega \rightarrow E\) be a completely continuous operator. Then, \(T\) has a fixed point in \(\Omega\) provided that
\[
\|Tx - x\|^2 \geq \|Tx\|^2 - \|x\|^2, \quad \forall x \in \partial \Omega.
\]

**Lemma 3.** For a given \(y \in C(J, \mathbb{R})\), a function \(u \in PC^1(J, \mathbb{R})\) is a solution of the following boundary value problem:
\[
\begin{aligned}
D^\alpha_0 u(t) + y(t) &= 0, \quad t \in (0, \infty) \setminus \{j_k\}_{k=1}^{m}, \\
\Delta u(t_k) &= I_k(u(t_k)), \quad t = t_k, \\
u(0) &= u'(0) = \cdots = u^{(n-2)}(0) = 0, \quad D^\alpha_0 u(\infty) = u_0,
\end{aligned}
\]
if and only if \(u \in PC^1(J, \mathbb{R})\) is a solution of the impulsive fractional integral equation
\[
\begin{aligned}
u(t) &= \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} y(s)ds + \frac{\alpha}{\Gamma(\alpha)} \int_0^\infty y(s)ds \\
&+ \frac{t^{\alpha-1}}{\Gamma(\alpha)} u_0 - \frac{t^{\alpha-1}}{\Gamma(\alpha)} \sum_{t < t_k} I_k(t_k^{1-\alpha}).
\end{aligned}
\]

**Proof.** Assume \(u(t)\) satisfies (13). We denote the solution of (13) by \(u(t) \equiv u_k(t)\) in \(J_k(\{k = 0, 1, \ldots, m\})\).

For \(t \in [0, t_1]\), applying Lemma 1, we have
\[
u_0(t) = -\frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} y(s)ds + \frac{\alpha}{\Gamma(\alpha)} \int_0^\infty y(s)ds \\
+ \frac{t^{\alpha-1}}{\Gamma(\alpha)} u_0 + C_{00} t^{\alpha-2} + \cdots + C_{0m} t^{\alpha-n}.
\]

From \(u(0) = u'(0) = \cdots = u^{(n-2)}(0) = 0\), we know \(C_{00} = \cdots = C_{03} = C_{02} = 0\). So, we get
\[
u_0(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} y(s)ds + \frac{\alpha}{\Gamma(\alpha)} \int_0^\infty y(s)ds,
\]
\[
u(t_1) = \frac{1}{\Gamma(\alpha)} \int_0^{t_1} (t_1-s)^{\alpha-1} y(s)ds + C_{01} t_1^{\alpha-1}.
\]

For \(t \in (t_1, t_2]\), by applying Lemma 1, we know
\[
\begin{align*}
  u_1(t) &= \frac{1}{\Gamma(a)} \int_0^t (t-s)^{a-1} h(s) ds + C_{11} t^{a-1} + C_{12} t^{a-2} \\
  &\quad + \ldots + C_{1n} t^{a-n}.
\end{align*}
\]

In view of \( u(0) = u'(0) = \ldots = u^{(n-2)}(0) = 0 \), we have
\( C_{1n} = \ldots = C_{13} = C_{12} = 0 \). So, we know
\[ u_1(t) = \frac{1}{\Gamma(a)} \int_0^t (t-s)^{a-1} y(s) ds + C_{11} t^{a-1}, \quad u_{11} = \ldots = u_{13} = 0. \]  

And from impulsive condition of (13), \Delta u(t_1) = u(t_1^+) - u(t_1^-) = I_1(u(t_1)). Then,
\[ -\frac{1}{\Gamma(a)} \int_0^{t_1} (t_1-s)^{a-1} y(s) ds + C_{11} t_1^{a-1} \]
\[ = \left( -\frac{1}{\Gamma(a)} \int_0^{t_1} (t_1-s)^{a-1} y(s) ds + C_{01} t_1^{a-1} \right) = I_1(u(t_1)). \]

Thus,
\[ C_{11} = C_{01} + t_1^{1-a} I_1(u(t_1)). \]

Then,
\[ u_1(t) = -\frac{1}{\Gamma(a)} \int_0^t (t-s)^{a-1} y(s) ds + t^{a-1} C_{01} \]
\[ + t^{a-1} t_1^{1-a} I_1(u(t_1)), \quad t \in (t_1, t_2]. \]

For \( t \in (t_2, t_3] \), by applying Lemma 1, we obtain
\[
\begin{align*}
  u_2(t) &= \frac{1}{\Gamma(a)} \int_0^t (t-s)^{a-1} h(s) ds + C_{21} t^{a-1} + C_{22} t^{a-2} \\
  &\quad + \ldots + C_{2n} t^{a-n}.
\end{align*}
\]

In view of \( u(0) = u'(0) = \ldots = u^{(n-2)}(0) = 0 \), we have
\( C_{2n} = \ldots = C_{23} = C_{22} = 0 \). So, we know
\[ u_2(t) = \frac{1}{\Gamma(a)} \int_0^t (t-s)^{a-1} y(s) ds + C_{21} t^{a-1}, \quad u_{21} = \ldots = u_{23} = 0. \]  

And from impulsive condition, \Delta u(t_2) = u(t_2^+) - u(t_2^-) = I_1(u(t_2)). Then,
\[ -\frac{1}{\Gamma(a)} \int_0^{t_2} (t_2-s)^{a-1} y(s) ds + C_{21} t_2^{a-1} \]
\[ = \left( -\frac{1}{\Gamma(a)} \int_0^{t_2} (t_2-s)^{a-1} y(s) ds + C_{11} t_2^{a-1} \right) = I_2(u(t_2)). \]

We get
\[ C_{21} = C_{11} + t_1^{1-a} I_1(u(t_2)) = C_{01} + t_1^{1-a} I_1(u(t_1)) \]
\[ + t_2^{1-a} I_2(u(t_2)) = C_{01} + \sum_{i=1}^2 t_i^{1-a} I_i. \]

Consequently,
\[ u_2(t) = -\frac{1}{\Gamma(a)} \int_0^t (t-s)^{a-1} y(s) ds + t^{a-1} C_{01} \]
\[ + t^{a-1} \sum_{i=1}^2 t_i^{1-a} I_i, \quad t \in (t_2, t_3]. \]

By the recurrent method and Lemma 1, for \( t \in (t_k, t_{k+1}] \), \( k = 0, 1, 2, \ldots, m \), we can say that
\[ u(t)u_m(t) = -\frac{1}{\Gamma(a)} \int_0^t (t-s)^{a-1} y(s) ds + t^{a-1} C_{01} \]
\[ + t^{a-1} \sum_{i=1}^m t_i^{1-a} I_i. \]

Thus, for \( t \in (t_m, \infty) \), we have
\[ u(t) = u_m(t) = -\frac{1}{\Gamma(a)} \int_0^t (t-s)^{a-1} y(s) ds + t^{a-1} C_{01} \]
\[ + t^{a-1} \sum_{i=1}^m t_i^{1-a} I_i. \]

From \( D_{0+}^{a-1} u(\infty) = u_0 \), we get
\[ -\int_0^\infty y(s) ds + \Gamma(a) \sum_{i=1}^m t_i^{1-a} I_i + \Gamma(a) C_{01} = u_0. \]

So,
\[ C_{01} = \frac{1}{\Gamma(a)} u_0 + \frac{1}{\Gamma(a)} \int_0^\infty y(s) ds - \sum_{i=1}^m t_i^{1-a} I_i. \]

Therefore, for \( t \in (0, \infty) \), we have
\[ u(t) = -\frac{1}{\Gamma(a)} \int_0^t (t-s)^{a-1} y(s) ds + t^{a-1} \int_0^\infty y(s) ds \]
\[ + \frac{t^{a-1}}{\Gamma(a)} u_0 - t^{a-1} \sum_{i=1}^m t_i^{1-a} I_i + t^{a-1} \sum_{t_i < t} t_i^{1-a} I_i \]
\[ = -\frac{1}{\Gamma(a)} \int_0^t (t-s)^{a-1} y(s) ds + t^{a-1} \int_0^\infty y(s) ds \]
\[ + \frac{t^{a-1}}{\Gamma(a)} u_0 - t^{a-1} \sum_{t_i < t} t_i^{1-a} I_i \]
\[ + \frac{t^{a-1}}{\Gamma(a)} u_0 - t^{a-1} \sum_{t_i < t} t_i^{1-a} I_i. \]

(31)

Conversely, assume that \( u(t) \) satisfies impulsive fractional integral equation (14). Obviously, we get
\( u(0) = u'(0) = \ldots = u^{(n-2)}(0) = 0 \), and \( D_{0+}^{a-1} u(\infty) = u_0 \). Using the fact \( D_{0+}^{a-1} u(0) = 0 \), we obtain \( D_{0+}^{a-1} u(t) = -y(t) \). Also, we can easily show that \( \Delta u(t_k) = I_k u(t_k), k = 1, 2, \ldots, m \). Then, \( u \) is also the solution of problem (13).
3. Main Results

In this section, we will prove the existence of solution of (1) by using Schauder fixed-point theorem and Altman theorem.

According to Lemma 3, we obtain the following lemma first.

Lemma 4. \( u \in PC^1(J, \mathbb{R}) \) is a solution of problem (1) if and only if \( u \in PC^1(J, \mathbb{R}) \) is a solution of the impulsive fractional integral equation

\[
    u(t) = \frac{1}{\Gamma(a)} \int_0^t (t-s)^{a-1} f(s, u(s), \beta u(s), D^{\alpha-1} u(s))ds + \frac{t^{a-1}}{\Gamma(a)} \int_0^\infty f(s, u(s), \beta u(s), D^{\alpha-1} u(s))ds + \frac{t^{a-1}}{\Gamma(a)} \sum_{i \in t_i} I_i t_i^{1-a}, \quad t \in J.
\]

(32)

Define an operator \( T: PC^1(J, \mathbb{R}) \longrightarrow PC^1(J, \mathbb{R}) \) as follows:

\[
    (Tu)(t) = \frac{1}{\Gamma(a)} \int_0^t (t-s)^{a-1} f(s, u(s), \beta u(s), D^{\alpha-1} u(s))ds + \frac{t^{a-1}}{\Gamma(a)} \int_0^\infty f(s, u(s), \beta u(s), D^{\alpha-1} u(s))ds + \frac{t^{a-1}}{\Gamma(a)} \sum_{i \in t_i} I_i t_i^{1-a}, \quad t \in J.
\]

(33)

Then, problem (1) has a solution if and only if the operator \( T \) has a fixed point.

**Theorem 3.** Assume that following conditions hold:

(H1) For \( f \in C([0, +\infty) \times \mathbb{R} \times \mathbb{R}, \mathbb{R}) \), there exist nonnegative functions \( a(t), b(t), c(t), e(t) \in L^1(J) \) such that

\[
    |f(t, x, y, z)| \leq a(t)|x| + b(t)|y| + e(t)|z| + c(t).
\]

\[
    \int_0^\infty (1 + t^{a-1}) a(t) dt < \infty,
\]

\[
    \int_0^\infty c(t) dt < \infty,
\]

(34)

(H2) For \( I_k \in C(\mathbb{R}, \mathbb{R}) \), for all \( u \in \mathbb{R} \), there exist some constants \( L_k > 0 \) such that \( |I_k(u)| < L_k, k = 1, 2, \ldots, m \).

Then, problem (1) has at least one solution \( u(t) \) in \( PC^1(J, \mathbb{R}) \).

**Proof.** We will use five steps to prove our conclusion. Firstly, we will show \( T: PC^1(J, \mathbb{R}) \longrightarrow PC^1(J, \mathbb{R}) \) is continuous. From (33), we know

\[
    D^{\alpha-1} Tu(t) = -\int_0^t f(s, u(s), \beta u(s), D^{\alpha-1} u(s))ds + \int_0^\infty f(s, u(s), \beta u(s), D^{\alpha-1} u(s))ds + u_0 - \Gamma(a) \sum_{i \in t_i} I_i t_i^{1-a}.
\]

(35)

From (H1), we have

\[
    \|f(s, u(s), \beta u(s), D^{\alpha-1} u(s))\| \leq \int_0^\infty \left[ a(s)\|u(s)\| + b(s)\|D^{\alpha-1} u(s)\| + c(s)\|\beta u(s)\| + e(s)\|\beta u(s)\| + c(s)\|\right] ds
\]

\[
    \leq \int_0^\infty \left[ (1 + s^{a-1}) a(s)\|u\|_{PC} + b(s)\|D^{\alpha-1} u(s)\| + \frac{(1 + s^{a-1}) \beta s^{\alpha-1}}{\Gamma(\beta + 1)} c(s)\right] ds
\]

\[
    \leq \|u\|_{PC} \int_0^\infty \left[ (1 + s^{a-1}) a(s) + b(s) + \frac{(1 + s^{a-1}) \beta s^{\alpha-1}}{\Gamma(\beta + 1)} c(s)\right] ds + \int_0^\infty c(s)ds
\]

(36)

Let \( u_n, u \in PC^1(J, \mathbb{R}) \) be such that \( u_n \longrightarrow u(n \longrightarrow \infty) \). Then, \( \|u_n\|_{PC} < \infty \) and \( \|u\|_{PC} < \infty \). By (36) and the Lebesgue dominated convergence theorem, we get

\[
    \lim_{n \longrightarrow \infty} \int_0^\infty f(s, u_n(s), \beta u_n(s), D^{\alpha-1} u_n(s))ds = \int_0^\infty f(s, u(s), \beta u(s), D^{\alpha-1} u(s))ds
\]

(37)
By \((H1), (H2),\) and \((36),\) we have
\[
\frac{|Tu(t)|}{1 + t^\alpha - 1} = \left| \frac{1}{\Gamma(\alpha)} \int_0^t \frac{(t - s)^{\alpha - 1}}{1 + t^\alpha - 1} f(s, u(\alpha), f^\beta u(s), D^{\alpha - 1} u(s)) \, ds + \frac{t^{\alpha - 1}}{1 + t^\alpha - 1} \right| f(s, u(s), f^\beta u(s)) \, ds + \frac{1}{\Gamma(\alpha)} \int_0^\infty f(s, u(s), f^\beta u(s), D^{\alpha - 1} u(s)) \, ds + u_0 - \Gamma(\alpha) \sum_{t \in I_i} L_{i}^{1 - \alpha} < \infty
\]
\[(38)\]

Hence, according to (37)–(39) and Lebesgue dominated convergence theorem, we can easily get
\[
\|Tu_n - Tu\|_{PC^1} \to 0 \quad (n \to \infty). \quad (40)
\]

Therefore, \(T: PC^1(J, \mathbb{R}) \to PC^1(J, \mathbb{R})\) is continuous. Secondly, choose \(r\) such that

\[
\left| Tu(t) \right| \leq \frac{2}{\Gamma(\alpha)} \int_0^\infty \left| f(s, u(s), f^\beta u(s), D^{\alpha - 1} u(s)) \right| \, ds + \left| u_0 \right| + \Gamma(\alpha) \sum_{t \in I_i} L_{i}^{1 - \alpha} \leq r,
\]
\[(41)\]

and let \(B_r = \{ \|u\|_{PC^1} \leq r \} \subset PC^1(J, \mathbb{R}).\) For any \(u(t) \in B_r,\) by \((41)\) and condition \((H1),\) we have

\[
\left| Du^{\alpha - 1} Tu(t) \right| \leq 2 \int_0^\infty \left| f(s, u(s), f^\beta u(s), D^{\alpha - 1} u(s)) \right| \, ds + \left| u_0 \right| + \Gamma(\alpha) \sum_{t \in I_i} L_{i}^{1 - \alpha} \leq r,
\]
\[(42)\]
So, \( \|Tu\|_{PC} \leq r \) and \( T: B_{r} \to B_{r} \).

Thirdly, we show that \( T_{B_{r}} \) is uniformly bounded. From (38) and (39), we know

\[
\sup_{\tau \in \mathbb{I}} \left| \frac{T_{u}(t_{2})}{1 + t_{2}^{\alpha-1}} - \frac{T_{u}(t_{1})}{1 + t_{1}^{\alpha-1}} \right| < \infty,
\]

and

\[
\sup_{\tau \in \mathbb{I}} |D^{\alpha-1}T_{u}(t)| < \infty.
\] (43)

Hence, \( T_{B_{r}} \) is uniformly bounded.

Fourthly, we prove that for any \( u(t) \in B_{r}, (Tu(t) + t^{\alpha-1}) \) and \( D^{\alpha-1}Tu(t) \) are equicontinuous on any interval \( J_{k} \).

For any \( u(t) \in B_{r}, t_{1}, t_{2} \in J_{k} (k = 0, 1, 2, \ldots, m), t_{1} < t_{2}, \) we have

\[
|T_{u}(t_{2}) - T_{u}(t_{1})| \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}} \left( t_{2} - s \right)^{\alpha-1} f(s, u(s), f^\beta u(s), D^{\alpha-1}u(s)) ds + \frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}} \left( t_{2} - t_{1} \right)^{\alpha-1} f(s, u(s), f^\beta u(s), D^{\alpha-1}u(s)) ds + \frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}} \left| \frac{t_{2} - t_{1}}{1 + t_{1}^{\alpha-1}} \right| |D^{\alpha-1}u(s)| ds + \frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}} \left| \frac{t_{2} - t_{1}}{1 + t_{1}^{\alpha-1}} \right| \left| D^{\alpha-1}u(s) \right| ds.
\]

Therefore, for any \( u(t) \in B_{r}, Tu(t)/1 + t^{\alpha-1} \) and \( D^{\alpha-1}Tu(t) \) are equiconvergent at \( t = \infty \) for any \( u \in B_{r} \). We have

\[
D^{\alpha-1}Tu(t)
\]

are equiconvergent at \( t = \infty \) for any \( u \in B_{r} \).
Hence, $T_{B_r}$ is equiconvergent at infinity.

Then, we prove that $Tu(t)/1 + t^{α-1}$ and $D^{α-1}Tu(t)$ are equiconvergent at $t \longrightarrow t_k^+(k = 0, 1, 2, \ldots)$. We have

$$
\lim_{t \to t_k^+} \left| \frac{Tu(t)}{1 + t^{α-1}} \right| = \lim_{t \to t_k^+} \frac{1}{\Gamma(α)} \int_0^t \frac{(t_k - s)^{α-1}}{1 + t_k^{α-1}} f(s, u(s), f^β u(s), D^{α-1} u(s)) ds - \frac{t_k^{α-1}}{1 + t_k^{α-1}} k^α - \frac{t_k^{α-1}}{1 + t_k^{α-1}} \sum_{t_k < t_i} I^{1-α} t_i = 0.
$$

Therefore, $Tu(t)/1 + t^{α-1}$ and $D^{α-1}Tu(t)$ are equiconvergent at $t = \int_k (k = 1, 2, \ldots, m, \ldots)$ and $t = \infty$ for any $u \in B_r$. By using Lemma 2, we obtain that $TB_r$ is relatively compact, that is, $T$ is a compact operator.

Therefore, Schauder’s fixed-point theorem implies that problem (1) has at least one solution in $B_r$.

Our second result is based on Altman fixed-point theorem. □

**Theorem 4.** Assume (H2) and the following condition hold:

(H3) For $f \in C([0, +\infty) \times R \times R \times R)$, there exist nonnegative functions $a(t), b(t), c(t)$ defined on $[0, \infty)$ and constants $p, q, l \geq 0$ such that

$$
|f(t, x, y, z)| \leq a(t) + b(t)|x|^p + c(t)|y|^q + e(t)|z|^l,
$$

$$
\int_0^{+\infty} a(t) dt = a^* < \infty, \quad \int_0^{+\infty} (1 + t^{α-1}) b(t) dt = b^* < +\infty, \quad \int_0^{+\infty} c(t) dt = c^* < +\infty,
$$

$$
\int_0^{+\infty} \left( \frac{(1 + t)^{α-1} b(t)}{Γ(β + 1)} \right)^l e(t) dt = e^* < \infty.
$$

If $0 \leq p, q, l < 1$, then problem (1) has at least one solution $u(t)$ in $PC^1(J, R)$. Proof. Let us choose $R \geq \max \left\{ 12a^*, (12b^*)^{1 - p}, (12c^*)^{1 - q}, (12e^*)^{1/1 - l}, 6|u_0|, 6Γ(α) \sum_{t_k < t_i} I^{1-α} t_i \right\}$, (48)
and define $U = \{ u \in PC^1, \| u \|_{PC^1} \leq R \}$. According to Theorem 3, we know $T : U \longrightarrow U$ is a completely continuous operator. For any $u \in \partial U$, by (H3), we have

$$\frac{Tu(t)}{1 + t^{a-1}} \leq \frac{2}{\Gamma (a)} \int_0^\infty \left| f \left( s, u(s), f^\beta u(s), D^{a-1} u(s) \right) \right| ds + \frac{|u_0|}{\Gamma (a)} + \sum_{i \in I_i} L_i t_i^{1-a}$$

$$\leq \frac{2}{\Gamma (a)} \left( \int_0^\infty \left[ a(s) + b(s) |u(s)|^p + c(s) |D^{a-1} u(s)|^q + e(s) |f^\beta u(s)|^l \right] ds + \frac{|u_0|}{\Gamma (a)} + \sum_{i \in I_i} L_i t_i^{1-a} \right)$$

$$\leq \frac{2}{\Gamma (a)} \left( a^* + b^* \| u \|_{PC^1}^p + c^* \| u \|_{PC^1}^q + e^* \| u \|_{PC^1}^l \right) + \frac{|u_0|}{\Gamma (a)} + \sum_{i \in I_i} L_i t_i^{1-a}$$

$$\leq \frac{2}{\Gamma (a)} \left( R + \frac{R}{12} + \frac{R}{12} + \frac{R}{6} \right) + \frac{R}{6} \Gamma (a) = R,$$

$$\begin{align}
\left| D^{a-1} Tu(t) \right| &\leq 2 \int_0^\infty \left| f \left( s, u(s), f^\beta u(s), D^{a-1} u(s) \right) \right| ds + |u_0| + \Gamma (a) \sum_{i \in I_i} L_i t_i^{1-a} \\
&\leq 2 \left( a^* + b^* \| u \|_{PC^1}^p + c^* \| u \|_{PC^1}^q + e^* \| u \|_{PC^1}^l \right) + |u_0| + \Gamma (a) \sum_{i \in I_i} L_i t_i^{1-a} \\
&\leq 2 \left( \frac{R}{12} + \frac{R}{12} + \frac{R}{12} + \frac{R}{6} \right) + \frac{R}{6} = R.
\end{align}$$

Thus, from (49) and (50), we have $TU \subset U$ and $\| Tu \|_{PC^1} \leq \| u \|_{PC^1}, \forall u \in \partial U$. So, by Theorem 2, we know that problem (1) has at least one solution. □

**Theorem 5.** Assume that conditions (H2) and (H3) are satisfied. If $p = q = l = 1, (1 + \Gamma (a))(b^* + c^*) < \Gamma (a)$, then problem (1) has at least one solution.

**Proof.** Let us take

$$R > \frac{|u_0| + \Gamma (a) \sum_{i \in I_i} L_i t_i^{1-a} + 2a^*}{1 - 2(b^* + c^* + e^*)},$$

and define $U = \{ u \in PC^1, \| u \|_{PC^1} < R \}$. For any $u \in \partial U$, we have
\[
\frac{Tu(t)}{1 + e^{aT}} \leq \frac{2}{\Gamma(a)} \int_0^\infty \left| f(s, u(s), f^\beta u(s), D^{\alpha - 1} u(s)) \right| ds + \frac{|u_0|}{\Gamma(a)} + \sum_{t_{i}} L_t t_i^{1-a} \\
\leq \frac{2}{\Gamma(a)} \left( \int_0^\infty \left[ a(s) + b(s)|u(s)| + c(s)|D^{\alpha - 1} u(s)| + e(s)|f^\beta u(s)| \right] ds \right) + \frac{|u_0|}{\Gamma(a)} + \sum_{t_{i}} L_t t_i^{1-a} \\
\leq \frac{2}{\Gamma(a)} (a^* + \int_0^\infty b(s)(1 + s^{\alpha - 1}) \frac{|u(s)|}{1 + s^{\alpha - 1}} ds + \int_0^\infty c(s)|u||_{PC^1} ds + \int_0^\infty e(s)(1 + s^{\alpha - 1}) \frac{1}{\Gamma(\beta + 1)} ds) + \frac{|u_0|}{\Gamma(a)} + \sum_{t_{i}} L_t t_i^{1-a} \\
\leq \frac{2}{\Gamma(a)} (a^* + b^* ||u||_{PC^1} + c^* ||u||_{PC^1} + e^* ||u||_{PC^1}) + \frac{|u_0|}{\Gamma(a)} + \sum_{t_{i}} L_t t_i^{1-a} \\
\leq \frac{2}{\Gamma(a)} (a^* + b^* R + c^* R + e^* R) + \frac{|u_0|}{\Gamma(a)} + \sum_{t_{i}} L_t t_i^{1-a} < R,
\]

Thus, from (52) and (53), we have \( TU \subset U \) and \( ||Tu||_{PC^1} \leq ||u||_{PC^1}, \forall u \in DU \). So, by Theorem 2, we know that problem (1) has at least one solution.

**Remark 1.** If we use other conditions instead of the condition \( p = q = 1 \), for example, \( 0 \leq p < 1, q = 1 \) or \( p > 1, q = 1 \) or \( 0 \leq q < 1, p = 1 \) or \( q > 1, p = 1 \) or \( p, q > 1 \) or \( 0 \leq p < 1, q > 1 \) or \( 0 \leq q < 1, p > 1 \), and choose proper \( R \), respectively, then we can obtain the same result. The proof is similar to Theorem 4 or Theorem 5, so we omit it.

4. **Example**

In this section, we give an example to illustrate of our main result.

**Example 1.** Consider the following impulsive boundary value problem of fractional order:

\[
\begin{align*}
D_{0+}^{3/2} u(t) + \frac{\ln \left( 1 + D_{0+}^{3/2} u(t) \right)}{20 \left( 1 + t^2 \right)} + \frac{\sqrt{\left| u(t) D_{0+}^{3/2} u(t) \right|}}{20 e^{2t}} + \frac{|f^{3/2} u(t)|}{20 e^{2t}} &= 0, \\
\Delta u \left( \frac{1}{2} \right) &= l \left( u \left( \frac{1}{2} \right) \right), \\
u(0) = u'(0) = 0, \\
D_{0+}^{1/2} u(\infty) &= u_0,
\end{align*}
\]

(54)
where \( \alpha = 3/2, \quad f(t, x, y, z) = \ln (1 + |y|)/20 (1 + t^2) + \sqrt{|x|}/20e^{1/2} + |z|/20e, \quad k = 1, t_1 = 1/2. \)

Let \( I(u) = 1/(u + 1/u). \) Then, we have

\[
|f(t, x, y)| \leq \frac{1}{40e^{1/2}} |x| + \left( \frac{1}{20(1 + t^2)} + \frac{1}{40e^{1/2}} \right) |y| + \frac{1}{20e} |z|, \\
I(u) = \frac{1}{|u| + 1/|u|} \leq 1.
\]

By computing, we know that

\[
\int_0^{\infty} \left[ (1 + t^{\alpha-1})a(t) + b(t) \right] dt = \int_0^{\infty} \left[ (1 + t^{1/2}) - \frac{1}{40e^{1/2}} + \frac{1}{20(1 + t^2)} + \frac{1}{40e^{1/2}} \right] dt = \frac{5}{2} + \frac{\pi}{40} \approx 0.2785 < \infty, \\
\int_0^{\infty} \frac{(1 + t)^{\alpha-1} \beta}{\Gamma (\beta + 1)} e(t) dt = \int_0^{\infty} \frac{(1 + t)^{1/2} t^{3/2}}{\Gamma (5/2)} \frac{1}{20e} \approx 64.5850 < \infty.
\]

Thus, the conditions of Theorem 3 are satisfied, and hence problem (54) has at least one solution.

Remark 2. By theorems in [9, 10, 13], this problem could not be solved.
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