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One of the technical problems encountered when dispatching trains using computation is how to reflect all the conditions or criteria that influence a decision that form part of the tacit knowledge that train dispatchers have acquired from experience in conventional rescheduling systems. A method has been developed from operation performance records, to generate decisions that would have been made by dispatchers with a high probability under specific conditions, namely operational dispatching rules (ODRs). A train rescheduling algorithm was created based on the mechanisms related to ODRs and its validity by comparing actual operation planning results with computed outputs.
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1. Introduction

When train schedules are disrupted because of an accident or bad weather, and when the situation cannot resolve itself, then operation plans have to be changed. Dispatchers must then decide how to reschedule trains based on basic policies of the operation center corresponding to the state of the traffic at the time.

Using ICT, RTRI has been conducting research to find solutions for this type of situation by using mathematical optimization to develop a method to automatically generate rescheduling proposals [1]. The developed method is designed to find the optimal rescheduling using pre-defined quantitative evaluation indices. However, it is difficult to incorporate the knowhow of experienced dispatchers in such a method, so the challenge was to improve the system to take such implicit knowledge into account. Consequently, this study conducted rule mining on past dispatcher decision data, to create a system that would automatically generate rescheduling proposals. This paper presents the results of this study.

2. The subject of the research

2.1 Train rescheduling

The approach used to reschedule operation plans depends on the scale of the disruption: in the case of small scale disruptions, local solutions can be applied to recover operations following a disruption, such as adjusting the headway of a group of trains (headway adjustment), changing train running order through stations and level crossings (change in running order), changing the platform used by trains at OD or intermediary stations (platform change), etc.

Major disruptions however, require a different approach, based on the size of the area affected: first, dispatchers must confer to decide the broader defining issues, such as which services need to be cancelled or re-routed, or reallocation of crew and rolling stock, etc. Based on these broader decisions, dispatchers then apply local-level approaches, described above for small scale disruptions, in the area under their supervision [2].

This research concentrates on the local-level remedies applied by local dispatchers for small-scale disruptions or as a second step after major disruptions. In this paper, the various remedies such as headway adjustment, or change in running order, are collectively referred to as ‘train-order rescheduling’.

2.2 Train-order rescheduling plan generation and related issues

Computer assisted train-order rescheduling generally involves setting a number of quantitative evaluation indices that will show the preferred proposed revised schedule, then combining various timetable changes and selecting the change that scores the highest preference index value. RTRI has so far been working on this basic approach to develop a train rescheduling algorithm. First, factors contributing to customer dissatisfaction were defined and quantified, such as train cancellation, reduction in services etc. Then, the meta-solution simulated annealing method [3], was used to identify the conditions that would minimize the overall score generated by these customer dissatisfaction criteria [4]. Even though this method can take into account delays and cancellations, it had several drawbacks: first, obtaining a result was time consuming, secondly there was the issue of objectivity in converting customer dissatisfaction into a numerical value.

To overcome these problems, another method based on mathematical optimization [5] was investigated [1, 6], which aimed to reduce the overall delay suffered by passengers in reaching their final destination, by changing only the order of trains. Mathematical optimization aims
to find the best solution (in this case, a train order rescheduling plan) within certain constraint conditions that are defined as a set of inequalities. The method then seeks to obtain the best evaluation index value from a set of evaluation indices that have been defined mathematically, which corresponds the best alternative train-order rescheduling plan. Research to apply this method to operation rescheduling is being carried out both in Japan and in other countries [7, 8].

Another method which uses constraint programming [9] has been used on Shinkansen train operation rescheduling [10].

This leading research means that computer assisted optimized train order rescheduling is now possible, in relation to a set of predefined evaluation indices. The output optimal solutions generated in this manner however, are only optimal for these defined (and restricted) conditions. In practice however, the conditions must cover all the constraints required in practical situations to get “absolutely optimal” proposals. To achieve this, the following two other problems must be solved.

The first problem relates to the limit on possible conditions taken into account. The data taken into account by the computer about the same object (a station or a train) will inevitably be different to all the factors considered by the dispatcher for decision making. For example, dispatchers may take into account time lags caused by a station’s facilities or communication means, the warning times required for particular track sections, or stations affected by disruptions on other lines etc. It is impossible to incorporate and keep updating all these factors in the system.

Another problem is related to quantification of conditions to consider. Dispatchers know instinctively, through experience, which conditions should be prioritized and to what degree. Interviewing dispatchers to shed light on this knowhow is not feasible, and so inserting such instinctive abilities in the form of quantitative constraints in an optimization method is not possible.

2.3 Approach adopted to tackle these problems

Based on the problems exposed above, this paper proposes a systematic approach train-order rescheduling, following the framework shown in Fig. 1.

First, a set of “rules” are created based on past dispatch decision data that reflect the instinctive knowhow underlying the dispatchers’ thought process. In the rules, trains and stations are generalized, that is, expressed as variables. The target area is delimited by specifying attributes and statuses. By matching the timetable status and the rules, alternative applicable rules and variables (trains, stations, etc.) are obtained and corresponding constraints are generated. Mathematical optimization therefore produces a rescheduling proposal that satisfies all the static, obvious constraints and the newly produced constraints mentioned previously. Details of algorithms described in section 4 are shown in Fig. 4.

This approach therefore generates the type of “absolutely optimal “train-order rescheduling proposal” mentioned earlier. The rules mentioned previously derived from dispatcher experience-based knowhow are therefore referred to as operational dispatching rules (ODRs).

Fig. 1 Framework for generating train-order rescheduling proposals

To realize this framework, the data expressing the generalized rules first has to be cleaned. Then, a mining algorithm to extract rules from the data on decisions made by dispatchers has to be created. These two steps are explained in the next section.

3. Operation dispatching rule

3.1 Operational dispatching rule requirements

In order to create ODRs, experience based intimate knowledge must be made explicit. To do so, ODRs must satisfy the following conditions so that they can be incorporated as constraints in mathematical optimization:

1. They must be made from static and dynamic data that can be referenced in the system.
2. They must be composed of conditions that the train diagram must satisfy after rescheduling (X), and conditions (Y) that satisfy the rescheduled timetable.

The ODR would therefore satisfy the structure, “If the current timetable and traffic forecasts satisfy condition X, then the timetable must be modified to satisfy condition Y”, which using the terminology of association rule mining, described later, would be expressed as X is the antecedent and Y is the consequent.

Each part is structured like the matrix in Table1, reduced from event diagrams, which are explained in the next section.

3.2 Event diagram

Events that are the basis for the rules in the timetable are represented by different forms in the event diagram, e.g. departure and arrival events are represented by nodes, the sequential relationship between two events is represented by an arc linked from the preceding event to the subsequent one. An arc representing the scheduling of arrivals and departures influenced by signaling and route control schedules is referred to as the control arc. An arc representing the scheduling of different events for a same train is referred to as the train arc.

Rescheduling the order of train departures corresponds
to altering the event diagram: a change in departure platform will lead to a change in a node which is the platform attribute while modifying the train order will add or delete an arc.

Figure 2 illustrates train-order rescheduling, where the dispatcher has changed the order of arrival of outbound train No. 1 from and inbound train No. 4 to station B to avoid the foreseeable extra delay that train No. 1 would cause for train No. 4. The characters on the node in Fig. 2 represent events, where “1.A.a” means that train No. 1 arrives at Station A at the station only after the arrival of the inbound train.

The dashed gray lines represent the original or rescheduled timetable, while solid green lines overwritten on the original timetable represent the predicted state of operations. The transition in the predicted situations shown in Fig. 2 can be described as the event diagram shown in Fig. 3. Each solid arc represents the relationship in the order of events for the same train, while each dashed arc represents the controlling order of the different trains. The colored nodes signify events predicted to cause a delay because of the propagation of a previous delay. Comparing the transition in the network topography between two diagrams, reveals that only the direction of one dashed arc is different: the arc between node 1.B.a and node 4.B.a, which corresponds to the two events, train No. 1’s arrival to station B and train No. 4’s arrival to station B. It is also possible to see that train No. 4’s delay would be resolved with this change in train order change because the delay to train No. 1 would not influence train No. 4.

3.3 Data structure of ODR based on event diagram

The components of ODR based on the event diagram are as follows:
(1) A set of node attributes required as antecedent in the event diagram before rescheduling.
(2) A set of arcs required as antecedent in the event diagram before rescheduling.
(3) A set of modified node attributes following rescheduling.
(4) A set of modified arcs following rescheduling. Every modification to an event diagram corresponding to a single operation change in the timetable, can be described by the above structure.

The rescheduling in Fig. 2 is assumed to have been achieved following the ODR as follows:
Antecedent: If the delay in the arrival event of an outbound train at station B results in more than a 5 minute delay of the arrival of an inbound train,
Consequent: then the order between such two events shall be changed, that is, the outbound train is made to arrive at the station only after the arrival of the inbound train.

The components of this ODR are shown in Table 1.

| Table 1 An example ODR components |
|-----------------------------------|
| (1) Node attributes of antecedent  |
| Node | Line | Station | Track | Delay |
| x    | Outbound | B      | Tr. 2 |      |
| y    | Inbound  | B      | Tr. 3 | 5 min.|
| (2) Arc component of antecedent   |
| Head | Tail | Type | Delay propagation |
| x    | y    | Different | Yes |
| (3) Node attributes modified as consequent  |
| Node | Line | Station | Track |
| (4) Arcs modified as consequent |
| Head | Tail | Type | Modification type |
| x    | y    | Different | Deletion |
| y    | x    | Different | Addition |

4. Mining of ODR rules

4.1 Association rule

Depending on the dispatcher, the decision taken for a same situation may be different because of their differing experience and knowhow. Therefore, it was considered that ODRs should be extracted as association rules [11] obtained by statistically analyzing previous records of train operation rescheduling. A general association rule is of the form $X \Rightarrow Y$. $X$, $Y$ are sets of items. In other words, the elements of $X$ and $Y$ are called “items” in a general association rule which is the approach adopted in this paper. $X$ is the
antecedent. \( Y \) is the consequent. A rule is defined as \( X \rightarrow Y \), on a set of transactions \( D = \{ s_1, s_2, \cdots, s_J \} \) stored in what is called the database, where element \( s_i \) is also a set of items. The form means that if a transaction \( s_i \) in \( D \) contains all items of \( X \), \( s_i \) also contains all items of \( Y \).

There are two criteria called ‘support’ and ‘confidence’ used to select reasonable association rules. The support for a rule \( X \rightarrow Y \), with respect to the database \( D \), is the proportion of transactions in \( D \) which contain \( X \) and \( Y \). The confidence of a rule \( X \rightarrow Y \), with respect to the database \( D \), is the proportion of the transactions that contain \( X \) which also contain \( Y \).

The definition of the association rule above needs to be slightly refined in order to express the time lag between the items in the ODRs. In the refined definition, each element from database is a sequence \( s_i = (t_{i1}, t_{i2}, \cdots, t_{im}) \), where \( t_{ij} \) is a set of items. Hereinafter, ‘transaction’ is used to describe an element \( t_{ij} \) of sequence \( s_i \). The antecedent \( X \) of each rule is composed of a set of items. And the consequent \( Y \) of each rule is a sequence of transactions. Mining rules according to this definition is called sequential rule mining [12].

4.2 Collection of ODR elements from the database

For each type of local rescheduling remedy, such as change in train order, and subsequent change in platform, etc., data concerning the conditions accompanying each rescheduling operation and how the timetable was modified, need to be extracted from the database to form the basis of the rules. Consequently, data series that fulfilled the following condition: \( s = (t_1, t_2, \cdots, t_m) \), were defined as the elements in the target data base, and the relevant data was collected from past operations records.

1. A pre-defined maximum limit is set for the number (\( N \)) of events in a rule, and all events in a rule \( s \) make up some connected part of the whole event diagram representing the whole train timetable.
2. Each transaction \( t_j \) made up a set of items, corresponds to an event diagram at a moment for \( N \) events, and contains all the attributes of the nodes and the arcs. However, it include at least one unrealized event (forecast event) at the moment.
3. The order of the transactions represents the order of changes to the timetable starting from the event diagram \( t_1 \) which is delayed.

4.3 Steps for mining ODR rules

1. Classification of database elements based on network topography

It is possible to classify dispatching rules according to the network topography of the antecedent event diagram. As such, starting with the network topography \( p \) resulting from the number of nodes \( N \), the topographies of the event diagram \( t_1 \) resulting from early database elements that correspond with \( p \) are extracted, to make a database \( D_r \). This makes it possible to reduce the volume of target data and cut the processing time.

2. Frequent sequential pattern mining

Before extracting a rule \( r_1 \rightarrow (r_2, r_3, \cdots, r_i) \), where \( r_i \) is a set of items, the frequent sequential pattern \( R = (r_1, r_2, \cdots, r_i) \) is extracted from the database by using an Prefix Span [13] algorithm adapted for pattern mining. The Prefix Span is a general extraction algorithm, and can extract a pattern \( R \) where \( \text{Supp}(R) \) is greater than or equal its minimum threshold \( \text{Supp}_{\text{min}} \). Here, \( \text{Supp}(R) \) is defined as the number of elements \( s = (t_1, t_2, \cdots, t_m) \) in the database which satisfy the two conditions \( R \subset s \) and \( t_1 \subset t_l \), so that antecedent \( r_1 \) must be selected from the first event diagram \( t_1 \).

3. Determination of association rule validity

An extracted pattern \( R \) which has a length greater than or equal to 2, can be an association rule if and only if its confidence \( \text{Conf} (r_1 \rightarrow (r_2, \cdots, r_i)) = (\text{Supp}(R))/\text{Supp}(r_i) \) is greater than or equal to the minimum threshold \( \text{Conf}_{\text{min}} \). ODRs are extracted on the basis of this condition, to determine validity.

5. Proposal for train-order rescheduling method reflecting extracted ODR rules

The method developed to generate revised train-order scheduling plans reflects the operational dispatching rules that were extracted by the above-mentioned extraction method. The method was built using a combination of data-mined dispatching rules and the existing rescheduling proposal generating method based on mathematical optimization. Figure 4 illustrates the steps in the method’s process.

First, an initial proposal is made on the basis of the existing unmodified timetable. Then, looking at the event diagram generated from the first proposal, if there are any points that match the antecedent of a rule, the corresponding consequent is adapted and a constraint condition is added again. Under the new constraint condition, the next step seeks to find an absolutely optimized solution that...
surpasses the optimized solution that can be found using the existing mathematical optimization method. The process goes back again to step one to find out if there are any matches with existing rules. In order to find the absolutely optimized solution, the process is repeated until there are no more matches with the antecedent.

When the ODR matches an antecedent, the constraints that match the corresponding consequent are added to the event diagram only for the earliest point in the antecedent. The rescheduling plan is updated using conventional mathematical optimization each time after this step is completed. This approach reduces the number of times the process has to be repeated by gradually working through all the matching spots chronologically.

6. Confirmation tests

6.1 Test ODR extractions

Tests were carried out to extract ODRs using three sets of train-order rescheduling records for a section of single track. All the rescheduling plans contained 90 modifications. The minimum support was set to 3 times (i.e., 3 modifications in all) and minimum confidence to 1.0. When the number of events N as set to 3, 31 rules were extracted after about 1.5 minutes of calculation. When N was set to 4 however, 170 rules were extracted after about 54 minutes. A normal personal computer with 64 bit, 7 core CPU running Windows10 was used to carry out the calculations. In the case where N=3, the content of the 31 extracted rules was analyzed. It was found that some identical rules presented a different event diagram topography, so there were in fact 15 essentially different rules. The reason for the duplication was found to be that unrelated events had been included in the rule’s event diagram. This repetition can be avoided by eliminating such events when generating rules. The significantly higher number of rules extracted when N=4 is considered to have been the result of the same duplication problem.

The following two rules were selected from among the extracted rules for the next test.

(Rule 1)
Antecedent: If on a single track section between stations P and Q, the order of trains is first outbound train ‘a’ followed by inbound train ‘b’ and the delay between the arrival and departure of train ‘b’ at station Q is greater than 5 minutes and less than 15 minutes,

Consequent: then (1) the train order shall be changed, and (2) arrival track of train ‘a’ at station P shall be changed to platform 2.

(Rule 2)
Antecedent: If the train order on a single track section between stations H and I is first outbound train ‘a’, followed by inbound train ‘b’, and inbound train ‘c’, and the delays between the arrival and departure of both trains ‘b’ and ‘c’ at station I are greater than 5 minutes and less than 15 minutes,

Consequent: then the train order shall be changed to train ‘b’, train ‘c’, and train ‘a’.

Fig. 5 Overview of Rule 1

Rule 1 illustrates the case where a station’s outbound platform must be changed to adapt to the modified train order in order to avoid conflicting need to use the same platform as shown in Fig. 5. Rule 2 illustrates a special case where the order of 3 trains is changed.

6.2 The test to generate train-order rescheduling proposals

To check the cases that would suit Rule 1, two hypothetical delay scenarios were constructed, and the conventional method and new algorithm containing Rule 1 were applied. The resulting train order rescheduling proposals with both methods prioritized the inbound train. Under the conventional method, the platform for the inbound train was changed in a number of case, to take into account the modified train order, while with the new algorithm, it was the platform for the outbound train that was changed to take into account the modified train order. In practice, however, the proposal from the conventional method may not be suitable, because it was inconsistent with Rule 1.

In tests to apply Rule 2, one of the three cases taken from the data records to extract the rule was used, and both the conventional method and the new algorithm were applied. The results of the tests using both methods and the rescheduling proposal made by an actual dispatcher are shown in Fig. 6. The orange lines show the actual operation rescheduling proposal made by the dispatcher, while the two green lines correspond to the inbound trains.

Fig. 6 Comparison of proposals
and the two blue lines correspond to outbound trains from the proposals generated by each method, superimposed over the orange lines. The yellow lines in each proposal represent the parts matching the antecedent of Rule 2. The two dashed red reference lines reveal that the recovery of the delay of the inbound train was faster with the actual dispatcher’s proposed rescheduling plan than the plan generated with the conventional method, inversely the outbound train delay recovery was relatively slower with the dispatcher’s plan than with the plan produced by the conventional method. The same tendency was found in the plan generated using the new method. In terms of total delay time, however, which was the optimization criterion in both the conventional and the developed methods, the plan generated using the conventional method was best. This indicates that proposals prioritizing the delay recovery of specific trains rather than overall timetable recovery can be generated by implementation of ODRs.

7. Conclusions

A method was developed to reflect specialist dispatcher knowledge and know-how which based on computer generated operation rescheduling plan proposals. This paper explains the method for extracting ODRs, the train-order rescheduling proposal generation process, and presents the results of functional confirmation tests.

Work will continue to resolve new problems that were identified during ODR extraction tests, such as duplication of rules. In addition, the confidence of extracted rules could not be confirmed because of the insufficient volume of train-order rescheduling records used for the tests. Plans for future work include reviewing the confidence of ODRs and performance of the method by using big data.

The developed method does take into account local conditions specific to line sections or stations. Additional work will also be carried out on the interface, to allow dynamic generation of constraint expressions from ODRs which is required for practical use.
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