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ABSTRACT. We study the stability of accuracy during the training of deep neural networks (DNNs). In this context, the training of a DNN is performed via the minimization of a cross-entropy loss function, and the performance metric is accuracy (the proportion of objects that are classified correctly). While training results in a decrease of loss, the accuracy does not necessarily increase during the process and may sometimes even decrease. The goal of achieving stability of accuracy is to ensure that if accuracy is high at some initial time, it remains high throughout training.

A recent result by Berlyand, Jabin, and Safsten introduces a doubling condition on the training data, which ensures the stability of accuracy during training for DNNs using the absolute value activation function. For training data in $\mathbb{R}^n$, this doubling condition is formulated using slabs in $\mathbb{R}^n$ and depends on the choice of the slabs. The goal of this paper is twofold. First, to make the doubling condition uniform, that is, independent of the choice of slabs. This leads to sufficient conditions for stability in terms of training data only. In other words, for a training set $T$ that satisfies the uniform doubling condition, there exists a family of DNNs such that a DNN from this family with high accuracy on the training set at some training time $t_0$ will have high accuracy for all time $t > t_0$. Moreover, establishing uniformity is necessary for the numerical implementation of the doubling condition. We demonstrate how to numerically implement a simplified version of this uniform doubling condition on a dataset and apply it to achieve stability of accuracy using a few model examples.

The second goal is to extend the original stability results from the absolute value activation function to a broader class of piecewise linear activation functions with finitely many critical points, such as the popular Leaky ReLU.

1. INTRODUCTION

Deep neural networks (DNNs) are used in the classification problem to determine what class a set of objects $S \subset \mathbb{R}^n$ belongs to. As will be described in greater detail shortly, we start with a set of objects in a training set $T \subset \mathbb{R}^n$, for which the classes are known, and train the DNN using a loss function (see (5)) with the hope of increasing accuracy as loss decreases. Here, accuracy refers to the proportion of elements in the training set that the DNN classifies correctly (see (7)). DNNs have been shown to be very capable of solving many real-world classification problems, such as handwriting recognition [1], image classification [2], speech recognition [3] and natural language processing [4] to name a few.

The goal of the paper is to provide a condition on the training set of a DNN which establishes the stability of accuracy of the DNN during training. Specifically, DNNs training on a training set satisfying the condition will have that their accuracy is bounded.
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Thus, we consider DNNs which are a composition

\[ \phi^* : s \in T \mapsto \phi^*(s) = (p_1(s), \ldots, p_K(s)), \]

with \( p_i(s) = 1 \) and \( p_j = 0 \) when \( j \neq i(s), \) and \( i(s) \) denoting the correct class of \( s. \) This exact classifier is only known for \( T, \) and so we use \( T \) to train a classifier \( \phi \) thereby approximating the exact classifier \( \phi^* \) via \( \phi. \) Thus, we construct a \( \phi \) such that

\[ \phi : s \in T \mapsto \phi(s) = (p_1(s), \ldots, p_K(s)), \quad p_1 + \cdots + p_K = 1. \]

We can think of \( p_i(s) \) as the probability of \( s \) belonging to the class \( i, \) and while we know the correct classes of the objects \( s \in T, \) the goal is to extend \( \phi^* \) from \( T \) to all of \( S \) via \( \phi. \) Thus, we wish to obtain a \( \phi \) which maps \( s \) to the same class as \( \phi^* \) when \( s \in T, \) with the hope that \( \phi \) will also map elements \( s \in S \) to their correct class. This is done by forming a family of parameterized functions \( \phi(\alpha, s) \) and finding the correct parameters \( \alpha \) so that \( p_{i(s)} = 1 \) and \( p_j = 0 \) when \( j \neq i(s) \) for \( s \in T. \)

In this paper, only \( \phi \) which are DNNs (with different activation functions) are studied. Thus, we consider DNNs which are a composition \( \rho \circ X(\cdot, \alpha), \) with \( \rho \) the softmax (given in (4)) and \( X(\cdot, \alpha) \) defined as follows. Take

\[ X(\cdot, \alpha) = \lambda \circ M_L(\cdot, \alpha_L) \circ \cdots \circ \lambda \circ M_1(\cdot, \alpha_1) \]

with:

- \( M_k(\cdot, \alpha_k) \) an affine function \( \mathbb{R}^{N_{k-1}} \to \mathbb{R}^{N_k} \) depending on an \( N_k \times N_{k-1} \) parameter matrix \( W_k \) and bias vectors \( \beta_k \) (i.e. \( M_k(x) = W_k(x) + \beta_k \)).
- \( \lambda : \mathbb{R}^m \mapsto \mathbb{R}^m \) is a nonlinear activation function. For now, we assume \( \lambda \) is the absolute value activation function. More precisely, for \( \lambda \) the absolute value activation function we have that \( \lambda : \mathbb{R}^m \to \mathbb{R}^m \) is defined as \( \lambda(x_1, \ldots, x_m) = (|x_1|, \ldots, |x_m|). \) Later we will also consider other activation functions with finite critical points.
- \( \rho \) is the softmax function and is used to normalize the outputs of \( X(\cdot, \alpha) \) to probabilities. The components of \( \rho \) are defined as:

\[ \rho_i(s, \alpha) = \frac{\exp(X_i(s, \alpha))}{\sum_{j=1}^{K} \exp(X_j(s, \alpha))}. \]

Thus the output of the DNN \( \phi \) is a vector and provides the probability that an object \( s \in T \) belongs to some class \( i \) while \( X(s, \alpha) \) is the final output before softmax. We train a classifier \( \phi \) (in our case a DNN) to try and mimic the exact classifier. Thus, taking \( \phi \) to be a DNN, we have that \( \phi = \phi(s, \alpha) \) with \( \alpha \in \mathbb{R}^\nu \) the parameters in the affine maps of \( \phi. \) Here \( \nu \gg 1 \) is a very large number and is the dimension of the parameter space of our DNN. For \( s \in T, \) we know what \( i(s) \) is and so we use a loss function to train \( \phi. \)
Specifically, in this paper, we will consider the cross-entropy loss function
\begin{equation}
\bar{L}(\alpha) = -\sum_{s \in T} \mu(s) \log(p_i(s, \alpha)).
\end{equation}

Here \(\mu\) is a measure given on the data set \(T\) which determines how important objects \(s \in T\) are during training. The hope is that by minimizing the loss function (for example through gradient descent or stochastic gradient descent), we can obtain a \(\phi\) which classifies the elements of \(T\) accurately. The loss function is a smooth function while accuracy is discontinuous, and so training via gradient descent is done on the loss function while we wish to improve (increase) accuracy. However, as we will see, the accuracy of \(\phi\) (the proportion of \(s \in T\) that is mapped by \(\phi\) to their correct class) and the value of the loss function is not completely correlated. Thus, there are situations where even as we decrease the loss via training, the accuracy of \(\phi\) also decreases at the same time. The main goal of this paper is to provide conditions on the training set \(T\) which ensure that this does not happen so that accuracy is bounded from below as the loss decreases. The results in this paper build on similar stability of accuracy results for classifiers given in [5].

We now introduce a tool called classification confidence, which expresses how well an object \(s\) is classified. The classification confidence is a function that maps elements in \(T\) to \(\mathbb{R}\), and provides information regarding how well \(s \in T\) is classified by our DNN. Recall that we defined \(X(\alpha, s)\) to be the final output of our DNN before the softmax function \(\rho\). The softmax function preserves order in the sense that if \(X_i(\alpha, s) > X_j(\alpha, s)\) then \(\rho_i \circ X_i(\alpha, s) > \rho_j \circ X_j(\alpha, s)\). Thus, we define the classification confidence via \(X(\alpha, s)\) alone.

**Definition 1.1.** The classification confidence is defined as follows:
\begin{equation}
\delta X(s, \alpha) := X_i(s, \alpha) - \max_{j \neq i(s)} X_j(s, \alpha).
\end{equation}

In other words,
- \(\delta X(s, \alpha(t)) > 0 \Rightarrow s\) is well-classified by \(\phi\).
- \(\delta X(s, \alpha(t)) < 0 \Rightarrow s\) is misclassified by \(\phi\).

Intuitively, \(\delta X\) is a measure of how much the DNN prefers the correct class compared to all other classes. If \(\delta X\) is positive, it means that the DNN is more confident in its classification of the object \(s\) with respect to the correct class. Conversely, if \(\delta X\) is negative, it means that the DNN is more confident in classifying \(s\) with respect to another class, and thus, it is misclassifying \(s\).

We can now define accuracy using the classification confidence,
\begin{equation}
\text{acc}(t) = \mu(\{s \in T : \delta X(s, \alpha(t)) > 0\}).
\end{equation}

An example of when accuracy decreases even though loss decreases is given in Fig. [1]. Here a DNN had been trained to find a decision boundary between two data sets in \(\mathbb{R}^2\), see Example [2] for more details. Although training has progressed and loss has decreased, the training accuracy has dropped drastically (from 48% at epoch 0 to 38% at epoch 25). We would like to avoid the type of situations like in Fig. [1] at least for the cases when the DNN initially has high accuracy. In Section [2] we will provide more
Figure 1. Despite the progress in training and reduction in loss, the accuracy has experienced a significant decline, falling from 48% at epoch 0 to 38% at epoch 25.

Numerical examples of this behavior as well as a more detailed explanation for why it happens and how such behavior might be avoided.

One can show that instability happens because of small clusters in the training set $T$ (see Def. 3.3 and Theorem 3.6). In Fig. 5a, these small clusters in $T$ correspond with the small clusters in the histogram of $\delta X(T, \alpha_1)$ contained near 0, with $\alpha_k$ the parameters of the DNN at epoch $k$. As training progresses objects $s$ corresponding to these small clusters might become misclassified (see Fig. 5b) while the objects $s'$ which were badly misclassified, i.e. $\delta X(s', \alpha_1) < -2$, obtain larger $\delta X$ but still remain misclassified (see Fig. 2). Because of this, loss decreases given that many objects have larger $\delta X$. However accuracy decreases, given that more elements have negative $\delta X$. Thus, preventing small clusters in the data leads to stability during training.

As mentioned, we would like to show that high accuracy at some initial time implies high accuracy for future time. That is, for $t_0$ some time during training we would like that

$$(8) \quad \text{high acc}(t_0) \rightarrow \text{high acc}(t), \forall t > t_0.$$

In this paper, this will be achieved with the following steps:

$$(9) \quad \text{high acc}(t_0) \rightarrow \text{small loss}(t_0) \rightarrow \text{small loss}(t) \rightarrow \text{high acc}(t).$$

The step high acc$(t_0) \rightarrow$ small loss$(t_0)$ is the most difficult part and is achieved by introducing the uniform doubling condition on the training set. The step small loss$(t_0) \rightarrow$ small loss$(t)$ is fundamental to training because training is essentially the minimization of loss, and the step small loss$(t) \rightarrow$ high acc$(t)$ is achieved using inequality (10) from [5].

Thus to obtain stability of accuracy, it is essential to demonstrate two key points. First, a low loss should result in high accuracy, which can be derived from the following inequality:
(a) $\delta X(\alpha_1, T)$ at epoch 1. A cluster of the histogram is centered around 0. The x-axis represents $\delta X$ while the y-axis represents $s$.

(b) $\delta X(\alpha_{27}, T)$ at epoch 27. Many data points $s$ which were correctly classified but for which $\delta X(\alpha_1, s) \approx 0$ are now misclassified.

Figure 2. Histogram of $\delta X$ at epoch 1 and 27

\begin{equation}
1 - \text{acc}(t) \leq \frac{\text{loss}(t)}{\log(2)},
\end{equation}

as presented in Lemma 6.5. However, this bound is only useful if the loss is sufficiently small. So we wish to obtain conditions on the training set $T$ which ensure that loss does not only decrease but also becomes sufficiently small during training. In general, it might not be possible to find such a condition on the training set. However, stability of accuracy, which is the main result of [5] and this paper (under different conditions), means that high accuracy at the initial time guarantees high accuracy for future time. So we already assume that accuracy is high at $t_0$. Assuming that the uniform doubling condition holds on the training set $T$ and that the accuracy of the DNN is high at $t_0$, we will show that loss at $t_0$ is small, see (50). Then because loss decreases during training, we can use (10) to obtain that accuracy stays high for the rest of the training (i.e. for $t > t_0$).

So, it is important to understand why high accuracy does not always imply a low loss. Sometimes we can have high accuracy and high loss simultaneously. This occurs when some objects are significantly misclassified and there is a small group of elements near zero that are correctly classified, yet still have a high loss. Therefore, to achieve stability of accuracy, it is crucial to ensure that elements are not grossly misclassified and that no small clusters of $\delta X$ exist near zero. Refer to Def. 4.3 and Prop 4.4 for further information.

In previous work [5], a doubling condition was introduced on the training set $T$ which ensured no small clusters of objects in the training set. This doubling condition on $T$ also ensures no small cluster in $\delta X(T, \alpha)$ and therefore guarantees the stability of accuracy. That is, if a DNN trained on $T$ achieves sufficiently high accuracy at $t_0$ it
will have that its accuracy will remain high for \( t \geq t_0 \), see Theorems 4.2 and 4.7. While leading to novel theoretical results, this doubling condition has two drawbacks. First, for \( T \subset \mathbb{R}^n \) the doubling condition defined on slabs in \( \mathbb{R}^n \) depends on the choice of the slabs. This means that the resulting stability of accuracy theorem depends on the choice of slabs used to verify the doubling condition and not only on the training set \( T \). Second, this doubling condition cannot be implemented numerically as it requires checking it for infinitely many slabs with arbitrarily small widths. Finally, the constants which are given by the stability theorem in [5] are also very large and not practically useful, see Theorem 4.7 and (28).

In this work, we present a new uniform doubling condition that resolves these two difficulties. First, this doubling condition does not depend on the choice of slabs and so depends only on the training set \( T \). This leads to stability of accuracy in terms of the training set \( T \) only. That is, assuming the training set \( T \) satisfies the uniform doubling condition, there is a subset of parameters \( A \subset \mathbb{R}^\nu \) such that for a DNN with parameters \( \alpha \in A \) and certain architecture if it has high accuracy on the training set at some time \( t_0 \) then it will have high accuracy for all time \( t > t_0 \). Second, our uniform doubling condition can be verified numerically. In practice, for high dimensional data (i.e. \( T \subset \mathbb{R}^n \) for \( n \) very large) verification is subject to the curse of dimensionality and becomes harder to check as dimension \( n \) grows. Even in small dimensions, this uniform doubling condition probably cannot be fully verified, however, we show numerically that a simplified version of the uniform doubling condition can be checked for a data set and is an indication of whether loss becomes small during training. That is, we construct simple training sets for a decision boundary problem and check the simplified uniform doubling condition (SUDC) on them. We show that DNNs with similar accuracy trained on these training sets will have lower loss based on the SUDC. Using (10), we conclude that the SUCD is a good indication of whether the DNN has stability of accuracy in these model examples. For more, see Examples 3.7, 3.8 and 3.9. In Subsection 4.3, we explain why it is reasonable to assume that SUDC provides important information for the stability of accuracy of a DNN.
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2. Motivation and some numerical examples

In this section, we motivate our results using some numerical examples on a toy problem as well as a brief explanation of overfitting and how the accuracy of the training set is related to the accuracy of the test set.

Example 2.1. In this example, we are provided with a collection of two-dimensional points, and our goal is to determine the boundary separating the two regions. The dataset is generated by constructing a random polynomial function of a specific degree
and then sampling points uniformly across a range of x-values. For each x-value, we calculate the polynomial function to obtain the corresponding y-value and then shift the points up or down to create points above and below the decision boundary. This results in two distinct regions of points, which we label as red or blue. The region above the polynomial function is labeled red, while the region below it is labeled blue. We also introduce noise to displace the y-values up or down, causing some red points to fall below the decision boundary and some blue points to rise above it. Refer to Fig. 3 for an illustration.

**Figure 3.** Decision boundary plot for a two-class classification problem generated by a random polynomial function of degree 6, with added noise. The blue and red points represent the two classes, and the blue line shows the original polynomial.

The objective is to train a DNN to learn the decision boundary between these regions. Specifically, the DNN should learn a function that takes a two-dimensional point as input and outputs a binary label indicating whether the point belongs to the region above or below the polynomial. Since the dataset is synthetically generated, we know the true decision boundary and can use it to assess our DNN’s performance.

We create a neural network model for this classification task on the two-dimensional dataset. The model has two hidden layers: the first is a fully connected layer with five neurons and a ReLU activation function, while the second is a fully connected layer with two neurons and a softmax activation function. The model is trained using the cross-entropy loss function and the Adam optimizer. Although the main results in this work focus on the absolute value activation function or activation functions with only finitely many critical points, the ReLU activation function is used in this example for convenience. The relationship between $\delta X$ and the DNN’s training accuracy does not depend on the activation function.

After training the DNN, we plot its accuracy, as shown in Fig. 4. In this example, the loss decreases throughout training, but for the first ten epochs, the accuracy on both
the training and test set decreases before beginning to increase. The goal of this work is to explain why the DNN’s training accuracy sometimes decreases as the loss decreases and to provide conditions that ensure that this does not happen when accuracy is high. First, we examine this phenomenon in the simple case by analyzing $\delta X$, as defined in [6], for this DNN during training.

In Fig. 23 we display the classification confidence ($\delta X(T, \alpha)$) of the DNN at various stages of training for the training set $T$. During the initial ten epochs, the accuracy of the training set declines due to the existence of two small clusters of $\delta X(T, \alpha)$ near 0. One of these clusters, which we call the correctly classified cluster, is located to the right of 0, while the other, called the misclassified cluster, is to the left of 0. As the training progresses, the clusters merge into a single large cluster on the left side of 0. The loss decreases as the misclassified cluster moves closer to 0 during training; however, the accuracy drops because the correctly classified small cluster also shifts to the left of 0, resulting in incorrect classification of its elements.

As mentioned, stability of accuracy occurs when the accuracy of a DNN is high, and the loss is sufficiently small. This relationship between high accuracy and low loss is essential for maintaining consistent performance during the training process. One of the primary motivations of this work is to achieve sufficiently small loss, which in turn is expected to ensure high accuracy of the DNN. By focusing on finding conditions to obtain sufficiently small loss, we aim to create a direct connection between the decrease in loss and the increase in accuracy, thus promoting the stability of accuracy throughout the training process. This approach enables the development of DNNs that can maintain their performance as they train.

**Example 2.2.** It is important to note that avoiding small clusters in $\delta X(T, \alpha)$ is a sufficient but not necessary condition for stability of accuracy. In this example, we train the same model as in Example 2.1 and show the accuracy of the model over time and its $\delta X$ at epoch 1, see Fig. 5. Even though there is a small cluster in $\delta X$, we still have stability of accuracy.
2.1. Overfitting: the connection between the accuracy on the training set and accuracy on the test set. Overfitting is a common issue in machine learning, particularly in deep neural networks. It occurs when a model learns to fit the training data too well, capturing not only the underlying patterns in the data but also the noise and other irrelevant details. As a result, even in cases when the model performed well on the training set, it might perform poorly on unseen or test data because it fails to generalize from the training data effectively. For more on overfitting of DNNs, see [6, 7, 8].

Monitoring the model’s performance on both the training and test datasets during the training process can help identify overfitting. Overfitting is suspected when the model’s performance on the training data continues to improve, while its performance on the test data plateaus or even worsens. This indicates that the model has become too specialized in recognizing features and patterns in the training data, making it unable to generalize to new, unseen data.

When training a DNN, it is crucial to ensure that the accuracy of the model on the training set increases while the loss decreases. If a model’s accuracy on the training set increases and the DNN does not overfit, it indicates that the model is learning the underlying structure of the data and can generalize well to new, unseen data. Thus, to achieve a well-performing DNN, it is essential to strike a balance between increasing accuracy on the training set and avoiding overfitting. This can be done by using techniques such as regularization, dropout, and careful selection of optimization algorithms and their hyperparameters. By ensuring that the model’s accuracy increases on the training set while avoiding overfitting, it is possible to obtain a DNN that can generalize well and perform effectively on new, unseen data.

3. Main results and numerical implementation

The following are some important definitions we must introduce before the main result of this paper is stated. As mentioned, our goal is to ensure the stability of
accuracy during training (see Theorem 3.6). To this end, we introduce a condition on the training set $T$ called the **uniform doubling condition**. We define the uniform doubling condition on the data set $T \subset \mathbb{R}^n$ via **truncated slabs** in $\mathbb{R}^n$.

**Definition 3.1 (Slab $S'$ in $\mathbb{R}^n$)**. A slab $S'$ with width $\kappa$ is defined by some unit vector $u$ and center $s \in \mathbb{R}^n$ as,

$$S'_\kappa := \{ x : |(x-s) \cdot u| \leq \frac{\kappa}{2} \}.$$ 

Thus a slab $S'$ in $\mathbb{R}^n$ is the domain between parallel $(n-1)$-dim hyperplanes, see Fig. 6. The **width of a slab** is given by the (shortest) distance between the bounding hyperplanes. Thus, a slab can be defined by a unit vector, a center, and a width, see Fig. 6.

![Figure 6](image)

*Figure 6. left: slab in $\mathbb{R}^2$. Width is $\kappa$, the center is a dashed line, and normal vector $\vec{u}$ is shown. right: slab in $\mathbb{R}^3$.*

**Definition 3.2 (Truncated slab $S$ in $\mathbb{R}^n$)**. A **truncated slab** $S$ is the intersection of a slab defined by some unit vector $u$ and center at $s \in \mathbb{R}^n$ with a finite number $k$ of linear constraints

$$S_\kappa = S_\kappa(u, s, v_1, t_1, \ldots, v_k, t_k) := \{ x : |(x-s) \cdot u| \leq \frac{\kappa}{2} \text{ and } v_i \cdot x \leq t_i \ \forall i = 1, \ldots, k \},$$

where the $v_i \in \mathbb{R}^n$ are the normal vectors of hyperplanes which form the truncation set. We call $k$ the truncation number (the number of elements in the truncation set). See Fig. 7 for an example.

A truncation set of size $k$ is a set of $k$ hyperplanes. We now consider a set $L$ which is a family of size $k$ truncation sets. For a family $L$ of truncation sets with $k$ elements in each truncation set we define the uniform doubling condition on the training set $T$.

**Definition 3.3.** Let $\bar{\mu}$ be the extension of the measure $\mu$ from $T$ to $\mathbb{R}^n$ by $\bar{\mu}(A) = \mu(A \cap T)$ for all $A \subset \mathbb{R}^n$. Let $L$ be a family of size $k$ truncation sets. The uniform doubling condition holds on $T$ if there exists $\kappa > 1$ and $\delta, \sigma, \beta, \ell > 0$ so that $\forall$ truncated slabs $S$ s.t. $S$ is generated by a truncated set $h \in L$ there exists $\ell$, such that for all $\ell \kappa^i < \beta$ with $i \in \mathbb{N}$, we have
Figure 7. left: truncated slab $S_{\varepsilon}$. The truncation is a solid line (in black) and the slab is a dashed line (in red). right: $S_{\varepsilon}$ is shown in dashed lines (red) and its scale $S_{\kappa \varepsilon}$ is shown as the dotted lines (in blue).

\begin{equation}
\bar{\mu}(S_{\varepsilon^{i+1}}) \geq \min\{\delta, (1 + \sigma) \bar{\mu}(S_{\varepsilon^{i}})\}.
\end{equation}

Essentially, this condition requires that as we double the width of a slab $S$ by $\kappa$ to obtain the slab $S_{\kappa}$ we capture more data than was originally in the slabs $S$ (i.e., $S_{\kappa}$ contains more data than the slab $S$). See Fig. 8 as an example. This ensures that the data set $T$ does not have small clusters of data which in turn ensures the stability of accuracy of a DNN during training.

For reasons that will be explained shortly, we call $\kappa$ the doubling constant, $\ell$ the scaling factor, and $\beta$ the scale parameter.

As mentioned, $\beta$ is the scale parameter (of the doubling condition). Put simply, it is the largest width of the slab $S$ for which the doubling condition is satisfied. The larger $\beta$ the more slabs must satisfy the doubling condition. If $(1 + \sigma) \mu(S) \geq \delta$ the doubling condition is automatically satisfied. Thus, we can think of $\delta$ as the largest mass for which the doubling condition must be satisfied. $\kappa$ is the factor by which we 'double' the slab $S$, and so it is referred to as the doubling constant. $\ell$ is the scaling factor, and for a slab $S$ we have that $\ell$ is the smallest width for which the doubling condition for $S$ must be satisfied. $L$ is a family of size $k$ truncations, and so the doubling condition holds for some set $L$ if $\forall h \in L$ and slab $S$ truncated by the $k$ elements in $h$, we have that $S$ (with the truncations) satisfies the doubling condition.

The truncation set $L$ is closely associated with the non-linear absolute value activation function in the DNN. To clarify this connection, we first introduce the truncation set of a DNN.

We define the truncation set of a DNN as follows:

**Definition 3.4.** We start with a DNN with only one layer:
Figure 8. Truncated slab $S_{\varepsilon}$. The truncation is a solid line (black) and the original slab is a dashed line (in red). We also see the scaled slab $S_{\kappa \varepsilon}$ as a dotted line (in blue).

Figure 9. Mapping $f_1 : \mathbb{R}^2 \rightarrow \mathbb{R}^2$. The set $B_1$ is shown in green.

(1) Take $f_1 = \lambda \circ M_1 : \mathbb{R}^n \rightarrow \mathbb{R}^m$ (layer map), with $\lambda(x_1, \ldots, x_m) = (|x_1|, \ldots, |x_m|)$ the activation function and $M_1$ a affine map, to be a DNN. Consider the set of coordinate hyperplanes of $\mathbb{R}^m$, $P_1 = (0, x_2, \ldots, x_m), \ldots, P_m = (x_1, x_2, \ldots, 0)$. Define first layer truncation set of hyperplanes $B_1 = \{ f_1^{-1}(P_1), f_1^{-1}(P_2), \ldots, f_1^{-1}(P_m)\}$ for the $f_1^{-1}(P_w)$ which are $(n-1)$ dimensional and $1 \geq w \geq m$. See Fig. 8.

For a DNN with more layers, we define $i$th layer of the truncation set of the DNN in a similar manner:

(2) Take $F_i = f_i \circ f_{i-1} \cdots f_2 \circ f_1 : \mathbb{R}^n \rightarrow \mathbb{R}^{c(i)}$, with $c(i)$ the number of dimensions of the $i$th layer of the DNN. See Fig. 10. Take the coordinate hyperplanes $P_1 =$
(0, x_2, \ldots, x_{c(i)}), P_2 = (x_1, 0, \ldots, x_{c(i)}), \ldots, P_{c(i)} = (x_1, x_2, \ldots, 0). Define the ith layer truncation set

\[ B_i = \{F_i^{-1}(P_1), F_i^{-1}(P_2), \ldots, F_i^{-1}(P_{c(i)})\}, \]

for the \( F_i^{-1}(P_w) \) which are \((n - 1)\) dimensional and \(1 \geq w \geq c(i)\).

(3) We take \( B = \bigcup_{i=1}^{l} B_i\) to be the DNN truncation set, with \( l \) the numbers of layers in the DNN.

To ensure stability for \( f_1 \) (as a 1 layer DNN), the data set \( T \) must satisfy the doubling condition only with truncations \( B_1 \). Similarly for DNNs with more than one layer. \( B \) is a family of sets of hyperplanes (or half hyperplanes which for simplicity we will refer to as hyperplanes) that are mapped to the coordinate planes under layer maps of our DNN. As we will see, in order for a DNN to have stability of accuracy we must have that the truncation set of the DNN is an element of the family of truncation sets \( L \) for which the training set \( T \) satisfies the doubling condition.

We now introduce two more definitions before the main result is stated.

**Definition 3.5.** Take \( d_{\min} = |\min_i (\sigma_i)^2| \) and \( d_{\max} = |\max_i (\sigma_i)^2| \) with \( \sigma_i \) the nonzero singular values of the linear map \( W_n \circ \cdots \circ W_2 \circ W_1 \) (in general the \( M_i \) are affine maps, but when obtaining \( d_{\min} \) and \( d_{\max} \) we ignore the bias vectors of \( M_i \) and only consider their linear part \( W_i \)).

Finally, define the good sets and bad sets of \( T \) as follows: for \( \eta \geq 0 \), the good set of margin \( \eta \) at time \( t \) is

\[ G_{\eta}(t) = \{s \in T : \delta X(s, \alpha(t)) > \eta\} \]

and the bad set of margin \( \eta \) at time \( t \) is

\[ B_{-\eta}(t) = \{s \in T : \delta X(s, \alpha(t)) < -\eta\}. \]

The main result of this paper is the following Theorem:

**Theorem 3.6.** Assume that a data set \( T \subset \mathbb{R}^n \) satisfies the doubling condition (3.3), with \( \kappa > 1 \) and \( \delta, \sigma, \beta > 0 \), \( 1 > \ell > 0 \) and family of truncations \( L \) with truncation sets of size \( k \). Then for a.e. DNN with truncation set \( B \in L \) at time \( t_0 \) we have that for
every $\varepsilon > 0$ there exists constants $C_2 = C_2(\eta, K, \kappa, \sigma, \beta, \delta_0, \ell, d_{\min}, d_{\max})$ and $\xi'$ such that if we have:

\begin{equation}
\frac{d_{\min}^2 \beta}{2} \geq \eta, \quad 0 \leq \xi' \in [d_{\min} \ell, d_{\max} \ell] \quad \xi' < \eta, \quad \delta_0 < \delta.
\end{equation}

and if the good and bad sets at $t = t_0$ satisfy

\begin{equation}
\mu(G_\eta(t_0)) > 1 - \delta_0 \quad \text{and} \quad B_{-\xi'}(t_0) = \emptyset,
\end{equation}

then for all $t \geq t_0$,

\begin{equation}
\text{loss}(t) \leq \log(2)C_2, \quad \text{acc}(t) = \mu(G_\eta(t)) \geq 1 - C_2.
\end{equation}

Here we have that

\begin{equation}
C_2(\eta, K, \kappa, \sigma, \beta, \delta_0, \ell, d_{\min}, d_{\max}) := \max_{\xi \in [d_{\min} \ell, d_{\max} \ell]} \frac{1}{\log(2)} \left( \log(1 + (K - 1)e^{-\eta}) + \log(1 + (K - 1)e^{-(\frac{\xi}{\xi'}})) \delta_0 \\
+ \frac{\delta_0}{\log(\frac{\eta}{\xi'})} \log(1 + e^{\xi'(K - 1)}) \\
+ \sum_{i=0}^{p-1} \frac{\delta_0}{\log(\frac{\xi_{i+1}}{\xi'})} \log(1 + (K - 1)e^{-\xi_{i+1}^{\frac{\xi_{i+1}}{\xi'}}}) \right),
\end{equation}

where $p = \log(\frac{\eta}{\sigma'}).$

Remark 3.1. We would like the constant $C_2$ to be as small as possible so that accuracy is bounded by a large number (a number close to 1) and loss is bounded by a small number. It is important to note that the log functions which appear in $C_2$ come from the cross-entropy loss \([5]\) and depend on the log in the cross-entropy loss. The exponential functions (such as $e^{-\eta}$), on the other hand, come from softmax \([4]\). Because of this, if we use $\log_{10}$ for the cross-entropy while training (instead of $\ln$) we will have a smaller $\log(2)C_2$ constant, meaning that loss will be smaller. This, however, will not decrease the constant $C_2$ (or increase the bound on accuracy) given that we are dividing by $\log(2)$.

Changing base in softmax \([4]\) does, however, change the constant $C_2$. By changing the base in softmax from $e$ to some constant $b$, one can replace every $e$ in $C_2$ with $b$. In Fig. \([11]\) we show how $C_2$ changes based on $b$, though in this example we fix $\xi = .4$. We also take $K = 2$, $\eta = 18$, $\delta_0 = 0.2$, $\kappa = 2$ and $\sigma = 0.9$. We see that $C_2$ decreases from .06 when $b = 2$ to .03 when $b = 5$. This is a significant change in terms of stability of accuracy (i.e. bounding accuracy by .97 is much better than bounding it by .94). Throughout the paper, we use Desmos to compute $C_2$ because of its level of precision.

3.1 Interpretation of the constant $C_2$. We would like the constant $C_2$ to be small so that accuracy is high. To make $C_2$ small, we need to understand how the different parameters in the equation affect its value. Let’s analyze each part of the equation:
Figure 11. $C_2$, represented on the $y$-axis, for different values of $b$, represented on the $x$-axis, with fixed $\xi = .4$. We see that $C_2$ decreases from .06 when $b = 2$ to .03 when $b = 5$. This is a significant change in terms of stability of accuracy.

1. $\log(1 + (K - 1)e^{-\eta})$: To minimize this term, we want $\eta$ to be large, because when $\eta$ is large, $e^{-\eta}$ approaches 0, and the term inside the logarithm approaches 1, leading to a smaller value of the logarithm.

2. $\log(1 + (K - 1)e^{-(\frac{2}{b})})\delta_0$: We want $\delta_0$ to be small to minimize this term since it is multiplied by the whole expression. Additionally, having a large $\eta$ will also help in making this term small for the same reasons explained in point 1.

3. $\frac{\delta_0}{\log(\frac{2}{b})} \log(1 + e^{\xi}(K - 1))$: To minimize this term, we want $\xi$ to be small, because when $\xi$ is small, $e^{\xi}$ approaches 1, and the term inside the logarithm approaches $1 + (K - 1)$. Thus, we would want $d_{\text{max}}\ell$ to also be small and we can ensure that $d_{\text{max}}\ell$ is small by checking the uniform doubling condition on the training set for small $\ell$. Minimizing this term also requires $\kappa$ and $(1 + \sigma)$ to be roughly the same size, as this causes the term to decrease. Ideally, $(1 + \sigma)$ should be much larger than $\kappa$, but satisfying the uniform doubling condition is unlikely in such cases. Also, a small $\delta_0$ will help in minimizing this term.

4. $\sum_{i=0}^{p-1} \frac{\delta_0}{\log(\frac{2}{b} + \eta \xi)} \log(1 + (K - 1)e^{-\xi\kappa^i})$: To minimize this term, we want $\kappa$ and $(1 + \sigma)$ to be of about the same size, because when their sizes are similar, the term inside the summation becomes smaller. Additionally, as $\xi$ decreases, the terms inside the logarithms increase, and as a result, the sum increases. However, increasing $\kappa$ can help in reducing the size of the terms inside the logarithms, leading to a smaller sum overall. Finally, $p = \lceil \frac{\log(\frac{2}{b})}{\kappa} \rceil$. This value of $p$ represents the number of terms in the sum and is determined by the value of $\xi$, which is also included in the denominator of the logarithmic term inside the sum. As $\xi$ decreases, the value of $p$ increases, meaning that the sum contains more terms, and thus, the overall value of the sum might increase. Again, a small $\delta_0$ will help in minimizing this term.

5. The function depends on $K$ through the terms inside the logarithms. As $K$ increases, the terms inside the logarithms also increase, but since we are taking
the logarithm of these terms, the effect of increasing $K$ is dampened. Therefore, we can say that the function has a sub-linear dependence on $K$.

In summary, to make the equation small, we would like a large $\eta$, small $\xi$, small $\delta_0$, large $\beta$ and large $d_{\min}$, so that (31) is satisfied, and to make $\kappa$ and $(1 + \sigma)$ of about the same size. The dependence on $K$ is sub-linear.

A large $\eta$ makes the good set $G_\eta(t_0)$ small and so $\delta_0$ would be large. In general, we try to balance having a large $\eta$ and small $\delta_0$. Numerically it seems like having $\eta \approx 18$ and $\delta_0 \approx .2$ is reasonable for examples such as Example 2.1 when the DNN has high accuracy. To have a large $\eta$, we need a large $\beta$ and $d_{\min}$ to not be to small, see Remark 3.3 for more on $d_{\min}$. We therefore also want $\delta$ to be large, so that $\delta_0$ can be large, see (31). Finally, because $C_2$ is defined as the max over $\xi \in [d_{\min} \ell, d_{\max} \ell]$, we want $d_{\max} \ell$ to also be small. However, we don’t want it to be too small otherwise finding a $\xi' \in [d_{\min} \ell, d_{\max} \ell]$ for which $B_{-\ell}(t_0) = \emptyset$ might be impossible.

For a simple example, when $\delta_0 = 0.2$, $\eta = 18$, $K = 2$, $\kappa = 2$, $\sigma = 0.9$, $\ell = .001$, $d_{\min} = .01$ and $d_{\max} = 800$ we have that $C_2 = .05$, and so assuming the conditions of Theorem 3.6 are satisfied we have that the accuracy is bounded by .95 and loss is bounded by .015. More on this will be discussed in Section 4.

Finally, the variable $\xi$ is probably the most important parameter for the constant $C_2$, and while we don’t know it before training (given that we don’t know $d_{\min}$ and $d_{\max}$), we can still study how stable training on some given data might be for different assumptions of what $\xi$ will be after training. In Fig. 12 we show how $C_2$ depends on $\xi$, with the other parameters again being $\delta_0 = 0.2$, $\eta = 18$, $K = 2$, $\kappa = 2$, $\sigma = 0.9$. We see that for $\xi < 1$ one can obtain significant stability of accuracy results (i.e. accuracy will be bounded from below in a significant manner). We can obtain a small $\xi$ by ensuring that $\ell d_{\max}$ is small, which means checking the uniform doubling condition on $T$ for a small enough $\ell$. We also need the bad set to be small, but we are assuming that accuracy on the training set is already high in which case the bad set would be small, see Example 1.5 Having a small bad set does not mean that training should stop, because it might still be worthwhile to increase the size of the good sets $G_\eta$ and make the bad set even smaller. However, stability of accuracy will ensure a lower bound on the accuracy and loss of the DNN as training progresses. $\eta$ is probably the second most important constant and we will talk more about this constant in Section 4.

Remark 3.2. One can change condition (17) so that $\xi' \in [d_{\min} \ell \kappa^i, d_{\max} \ell \kappa^i]$ for $i, i' \in \mathbb{N}$. Then $C_2$ is taken as the max over $\xi' \in [d_{\min} \ell \kappa^i, d_{\max} \ell \kappa^i]$. For $i, i' = 0$, we obtain the previous result. This can allow better control when choosing $\xi'$ and also means that we can obtain a smaller $C_2$.

Now, we discuss the conditions on the DNN. First, the truncation set $B$ of the DNN is a family of sets of hyperplanes in $\mathbb{R}^n$ and we require that no object in the training set be contained in one of these hyperplanes. This is why we say that for a.e. DNN for which $B \in L$ do we have the stability of accuracy. The a.e. is to ensure that no element in $T$ is contained in a hyperplane of one of the sets of $B$. Further, we require that $B \in L$ at $t_0$, which in practice would mean that for each element in $L$ the number of truncations would be very large (i.e. exponential in the layers $l$ of the DNN) and
so checking the uniform doubling condition with even one truncation set might not be feasible.

This is why we introduce the simplified version of the uniform doubling condition and numerically show that, on a model example, this SUDC is correlated with the stability of accuracy, see Subsection 3.2. In this sense, Theorem 3.6 is still useful because we can check the SUDC on a training set for constants that would make $C_2$ small (assuming the good set is large and the bad set is small). Thus, even though the truncations are being ignored, we can still study numerically how the SUDC provides information on the stability of accuracy of the DNN using $C_2$ as a guide, see Example 3.7. In Subsection 4.3 we explain why truncations might not be important when verifying the uniform doubling condition, and why it might be reasonable to assume that the SUDC provides important information for the stability of DNNs.

In conclusion, in this theorem, a training set $T$ which satisfies the uniform doubling condition and a set of DNNs is given, with the DNNs defined by their architecture and parameters. If at $t_0$ a DNN from this set trained on the training set $T$ has high accuracy, in the sense that its good set is big and its bad set is small, then the DNN will have high accuracy for all time. This is because the DNNs loss will be small at $t_0$. In Subsection 4.1 we show how a doubling condition on $\delta X$ leads to a similar result, and this is because (50) gives a bound on the loss while (10) bounds accuracy in terms of loss. The doubling condition on $\delta X$ can be checked numerically, but it is much simpler to just look at the loss at $t_0$ and see if it is small, in the sense that equation (10) is the reason accuracy is high.

\textbf{Remark 3.3.} For most DNNs $d_{\text{min}}$ can be very small (almost zero) and so satisfying (17) might be difficult. However, it has been shown that one can perform an SVD on the layer matrices of a DNN and remove the small singular values without affecting the accuracy of the DNNs. For example, it was been shown that for DNNs trained on MNIST with a single $1000 \times 1000$ weight layer matrix $W$, one can generally remove the small singular values to make $d_{\text{min}} > \sqrt{700}$ without changing the accuracy of the DNN, see [9]. In general, many of the small singular values of a DNN can be removed without changing its accuracy, see [10, 9]. After the small singular values are removed,
the new DNN will have the stability result given in this theorem, though with much bigger $d_{\min}$.

Further, for a DNN with a single $n \times n$ weight layer $W$, under the assumption that by removing small singular values of a weight matrix $W$ one is only removing the noise in $W$ while preserving the information contained in $W$, it should be the case that one can remove all singular values of $W$ smaller than $2.858\sigma_{\text{med}}$ where $\sigma_{\text{med}}$ is the median empirical singular value of $W$, without decreasing accuracy, see [11]. More on this will be discussed in a different paper. For more on applying singular value decomposition for DNNs, see [10, 12, 13, 14].

3.2. Some Numerical Results. We verify these results numerically, see Example 2.1. The given numerical simulations aim to investigate the relationship between the uniform doubling condition of a slab and the loss and accuracy of deep neural networks (DNNs) on various data sets. In these examples, the absolute value activation function and cross-entropy loss function are used. We only check the uniform doubling condition for slabs and don’t involve the truncation sets in these numerics. We call the simplified uniform doubling condition (SUDC).

Here, the SUDC involves the expansion of the slab’s thickness by a factor $\kappa$, followed by counting the number of data points inside the slab. This process is repeated until the number of new data points inside the slab is less than $\sigma + 1$ times the number of data points in the previous iteration. The code calculates the average number of doubling steps, the average number of points in the final slab, and the average width of the final slab for multiple slabs. The average width of the final slab is the most important of these quantities and gives us an estimate of what $\beta$ might be for the training data set. From here on, we will call this quantity $\bar{\beta}$ and assume that it is a good estimator for $\beta$. For simplicity, we also sometimes refer to $\bar{\beta}$ as the average width of DC (i.e. the average of the largest widths for which SUDC is satisfied).

The data sets are generated using the same method as in Example 2.1. To create variability across the data sets, the number of samples is chosen randomly within a predefined range. In Example 3.7 each data set has between 200 and 15,000 objects and the number of objects is chosen uniformly from this range. Each data set comprises data points and corresponding labels, where the data points lie in a two-dimensional space and the labels represent the target class of each point.

After generating a data set, it is split into training and testing subsets. The number of training samples is also chosen randomly, within a range of 100 to the total number of samples in the data set. This random selection process ensures that the trained DNNs are exposed to varying amounts of training data, enabling the analysis of the relationship between the doubling condition, loss, and accuracy of the DNNs under different training scenarios.

For each of the generated data sets, the code trains a DNN and evaluates its performance in terms of loss and accuracy. The SUDC is then checked for the training data sets, and $\bar{\beta}$ is calculated for the training data. The results are collected and sorted by the size of $\bar{\beta}$.

The code proceeds to plot various graphs to visualize the relationships between the doubling condition, loss, and accuracy of the DNNs.
Example 3.7. In this example, we take $\delta = 1$, $\kappa = 2$, $\sigma = .9$, and $\ell = .001$. We train 100 different DNNs on 100 different data sets and check the SUCD for all data sets using 50,000 initial slabs and doubling them until the SUDC is not satisfied. We train the DNNs for 5 epochs, and each DNN has the same number of layers (4 hidden layers with 1000 nodes in each layer). In Fig. 16b we show the accuracy of the DNNs on the training set vs $\bar{\beta}$. Then, we find the average accuracy of the DNNs on the training set and the 50 DNNs with accuracy closest to this average accuracy. In Fig. 16a we graph the loss on the training set vs $\bar{\beta}$ (for the training set), for the 50 chosen DNNs. Fig. 16a shows that even DNNs with similar accuracy will have lower loss if the data they trained on had more slabs that satisfied this simplified uniform doubling condition (i.e. the $\beta$ is bigger). This means that those DNNs, with lower loss, will have greater stability of accuracy. As we see from both graphs, training sets that satisfy the SUDC for more slabs have that the DNNs trained on them obtain lower loss and, in this example, even higher accuracy after the same epochs of training.

One can use $C_2$ to analyze the behavior in Fig. 16a. The main reduction in loss happens when $\bar{\beta}$ changes from 0 to .1. By increasing the size of $\bar{\beta}$, we increase the possible size of $\eta$. For these DNNs, $d_{\text{max}} \approx 1000$ and $d_{\text{med}} \approx 700$ (though there is variation), meaning that taking $\eta < 700 \frac{\delta}{2}$ is probably reasonable, see (17). That means $0 < \eta < 35$. We assume that $\delta_0 \approx 1 - 1.03^{-\eta}$, which means that the size of the good set decreases exponentially with $\eta$, see Fig. 19. Finally, we can assume that $\xi \in [7, 1.5]$ and the bad set can be of size 1.5. Fig. 14 shows the constant $C_2$ under these assumptions, when $\eta$ varies from 2 to 16. We see a similar drop in $C_2$ from .12 to .06. In this example, we see that the loss itself does seem to depend on $\bar{\beta}$ though the loss does not lead to tight bounds on the accuracy. Nevertheless, we still obtain important information on the size of the loss. We also see that $C_2$ might provide an explanation for why loss drops so quickly when $\bar{\beta}$ goes from 0 to .1 and then plateaus. This is because $C_2$ itself plateaus when $\eta$ gets large, see Fig. 14.

(A) Training loss, represented on the y-axis, vs $\bar{\beta}$ (or average width of DC), represented on the x-axis

(B) Training accuracy, represented on the y-axis, vs $\bar{\beta}$, represented on the x-axis.

**Figure 13.** DNN training loss and training accuracy vs $\bar{\beta}$
Example 3.8. In this example, we take \( \delta = 1 \), \( \kappa = 2 \), \( \sigma = .9 \) and \( \ell = .003 \). We train 100 different DNNs on 100 different training sets, each having between 10,000 to 20,000 objects, and check the SUDC for all training sets using 50,000 initial slabs and doubling them until the simplified uniform doubling condition is not satisfied. We train the DNNs for 5 epochs, and each DNN has the same number of layers (4 hidden layers with 1000 nodes in each layer). In Fig. 15b we show the accuracy of the DNNs on the training set vs \( \bar{\beta} \). Then, we find the average accuracy of the DNNs on the training set and the 50 DNNs with accuracy closest to this average accuracy, and in Fig. 15a we graph the loss on the training set vs \( \bar{\beta} \). Fig. 15a shows that even DNNs with similar accuracy will have lower loss if the data they trained on had more slabs that satisfied this simplified uniform doubling condition. Again, this means that those DNNs, with lower loss, will have greater stability of accuracy. In this example, accuracy does not seem to depend on the simplified uniform doubling condition.

In Fig. 17a we show a graph of the number of points in the training set vs \( \bar{\beta} \), to illustrate that there does not seem to be an immediate connection between the number of points in the training set and the SUDC.
Example 3.9. In this example, we take $\delta = 1$, $\kappa = 2$, $\sigma = .9$ and $\ell = .003$. We train 100 different DNNs on 100 different data sets and check the simplified doubling condition for all data sets using 100,000 initial slabs and doubling them until the SUDC is not satisfied. We train the DNNs for 5 epochs, and each DNN has the same number of layers (4 hidden layers with 1000 nodes in each layer). In Fig. 16b we show the accuracy of the DNN on the test vs $\beta$. Then, we find the average accuracy of the DNNs on the training set and the 50 DNNs with accuracy (on the training set) closest to this average accuracy, and in Fig. 16a we graph the loss on the training set vs $\beta$. Fig. 16a shows that even DNNs with similar accuracy will have lower loss if the data they trained on had more slabs that satisfied this simplified doubling condition. So again we have greater stability of accuracy. There does not seem to be a good correlation between $\beta$ and accuracy on the test set in this example.

![Figure 16](image)

**Figure 16.** DNN loss on training set and accuracy on test set vs DC

Fig. 17b shows a graph of the number of points in the training set vs $\beta$, to illustrate that there does not seem to be an immediate connection between the number of points in the training set and the simplified uniform doubling condition.

3.3. An application of the SUDC. In the field of machine learning, adding noise to a training set $T$ can be an effective technique for improving the robustness of a neural network. This process involves generating a new dataset $T + \varepsilon$ by perturbing the original dataset $T$ with some random noise $\varepsilon$. More formally, given a dataset $T = (x_i, y_i)$, we create a new dataset $T + \varepsilon = (x_i + \varepsilon_i, y_i + \varepsilon_i)$, where $\varepsilon_i$ is a random noise vector drawn from a predefined distribution. The training is then performed on the union of the original dataset and the noisy dataset, $T \cup (T + \varepsilon)$, with the hope that the trained model will generalize better and be more robust to adversarial examples [15].

The intuition behind this approach is that adding noise to the input data can force the neural network to learn more general features that are invariant to small perturbations, thus leading to better generalization and robustness. Indeed, several studies have
demonstrated the benefits of training with noisy data in achieving higher robustness against adversarial attacks [16, 17]. However, the choice of the noise distribution and its magnitude are crucial factors that can impact the effectiveness of this technique. Too little noise may not yield significant improvements, while too much noise may degrade the performance of the network. Therefore, careful tuning of the noise parameters is necessary to strike a balance between robustness and performance [18].

In practice, the different training sets \( T \cup (T + \varepsilon) \), where \( \varepsilon \) changes, will have different \( \tilde{\beta} \) from the SUCD. It would be interesting to check if for more complicated data sets \( \tilde{\beta} \) is still a good indicator of the size of the loss of the DNN after training. If it indeed is a good indicator then perhaps it can also help determine how much and what kind of noise to add to a dataset \( T \) so that training is still successful. The datasets \( T \cup (T + \varepsilon) \) with the biggest \( \tilde{\beta} \) can then be chosen to train on. More on this will be discussed in a different work.

4. Previous results in this direction.

It is useful to review the first results given in this direction. In [5] it was shown that small clusters in \( \delta X \) lead to instability of accuracy, and so a doubling condition on \( \delta X \) was introduced which prevents the existence of small clusters.

The following is the doubling condition on \( \delta X \):

**Definition 4.1.** The set \( \{\delta X(s, \alpha(t_0)) : s \in T\} \) satisfies the doubling condition at time \( t_0 \) if there exists a mass \( m_0 > 0 \) and constants \( \kappa > 1 \), and \( \delta, \sigma, \beta > 0 \) such that for
Figure 18. An example of a histogram of $\delta X(T)$ with slabs (in this case intervals) $\kappa I$ and $I$ not satisfying the doubling condition.

$x = 0$, and for all intervals $I \subset \mathbb{R}$ centered at $x = 0$ with $|I| \leq \beta$,

\[ (21) \mu \left( \{ s \in T : \delta X(s, \alpha(t_0)) \in \kappa I \} \right) \geq \min \left\{ \delta, \max \left\{ m_0, (1 + \sigma) \mu \left( \{ s \in T : \delta X(s, \alpha(t_0)) \in I \} \right) - m_0 \right\} \right. \]

where $\kappa I = I_\kappa$ is the interval with the same center as $I$ but whose width is multiplied by $\kappa$.

Essentially, this doubling condition requires that

\[ (22) \mu \left( \{ s \in T : \delta X(s, \alpha(t_0)) \in \kappa I \} \right) \geq (1 + \sigma) \mu \left( \{ s \in T : \delta X(s, \alpha(t_0)) \in I \} \right), \]

for all intervals $I$ centered at $x = 0$. This means that as we double the interval $I$ by the constant $\kappa$ (which is therefore referred to as the doubling constant), we must capture more data than what was originally in $I$.

In Fig. 18 we see that $\delta X$ satisfies the doubling condition at $x = 0$, however, it does not satisfy the doubling condition for the intervals $I$ and $\kappa I$ shown in the figure. This is because as we double $I$ by the constant $\kappa$ to obtain $\kappa I$ we don’t capture any more of the data.

We call $m_0$ the residual mass. If $(1 + \sigma)\mu(I) \leq m_0$ the doubling condition is automatically satisfied, and so we can think of $m_0$ as the smallest mass for which the doubling condition must be satisfied.

This doubling condition on $\delta X$ provides for the stability result given in Theorem 4.2, however, one can only verify the doubling condition after training has commenced (in order to obtain $\delta X$). Thus, one must know the architecture of the DNN and its parameters to obtain $\delta X$ and verify whether the DNN has the stability of accuracy during training. As we will see, a doubling condition on the training set directly can also be used to ensure stability.
We now state the stability of accuracy result with the doubling condition on $\delta X$.

**Theorem 4.2** (Berlyand, Jabin, Safsten, 2021). Assume that the set $\{\delta X(s, \alpha(t_0)) : s \in T\} \subset \mathbb{R}^1$ satisfies the doubling condition given in Def. 4.1 with constants $\beta, \sigma, \kappa, m_0, \delta$ at point $x = 0$ at some time $t_0$. Then for every $\varepsilon > 0$ there exists a constant $C_1 = C_1(\gamma, \eta, K, \kappa, \sigma)$ such that if

\begin{equation}
(23) \quad m_0 \leq \frac{\varepsilon}{2C_1}, \quad \kappa(\log \frac{1}{\varepsilon} + C_1) \leq \eta \leq \frac{\beta}{2}, \quad \delta_0 \leq \frac{\varepsilon}{C_1 \eta^\gamma},
\end{equation}

and if the good and bad sets at $t = t_0$ satisfy

\begin{equation}
(24) \quad \mu(G_\eta(t_0)) > 1 - \delta_0 \quad \text{and} \quad B_{-1}(t_0) = \emptyset,
\end{equation}

then for all $t \geq t_0$,

\begin{equation}
(25) \quad \text{acc}(t) = \mu(G_0(t)) \geq 1 - \varepsilon.
\end{equation}

and

\begin{equation}
(26) \quad \mu(G_{\eta^*}(t)) \geq 1 - 2 \log 2 \varepsilon e^{\eta^*},
\end{equation}

for all $\eta^* > 0$.

We take any $\gamma$ such that

\begin{equation}
(27) \quad 0 < \gamma \leq \min\{1, \log(1 + \sigma)/\log \kappa\}.
\end{equation}

Recall, $K$ is the number of classes in the DNN.

**Remark 4.1.** Here

\begin{equation}
(28) \quad C_1 = \max\{6\eta^7, \frac{1}{\log(2)} \kappa 6(K - 1)(\sigma + 1) a_p (e + 2\kappa^7)\}.
\end{equation}

with $a_j = \sum_{k=1}^j (1 + \sigma)^k$ and $p = \lfloor \log(\eta)/\log \kappa \rfloor$. Already for $K = 10, \sigma = 1$ and $\kappa = 2$ we have that $C_1$ is at least 800 (and so $\eta$ is large and $\mu(G_\eta(t_0))$ is probably small). In Section 6, we will address this difficulty by finding a smaller constant $C_3$ and changing the three conditions given in (23).

Note that $\eta > C_1$ and so when $\gamma = 1$ (which depends on the doubling condition via the constants $\sigma$ and $\kappa$) we have that $\delta_0 > \varepsilon$. This makes it easier to satisfy condition 24. However only if $\eta$ can remain small.

In this work, a new version of Theorem 4.2 will be proved, one which will be used to prove the main result given in Theorem 3.6. This theorem uses a uniform doubling condition on $\delta X$ (see Def. 4.3) instead of the doubling condition. Changing the doubling condition to the uniform doubling condition allows us to find a smaller constant than $C_1$ and the uniform doubling condition can, at least in theory, be checked numerically giving a more practical stability of accuracy result. The new version of Theorem 4.2 is given in Proposition 4.4.
4.1. **Stability of accuracy via uniform doubling condition on** $\delta X(T, \alpha)$. We now present another stability of accuracy result which complements Theorem 3.6. First, we define a uniform doubling condition on $\delta X$:

**Definition 4.3.** The set $\{\delta X(s, \alpha(t_0)) : s \in T\}$ satisfies the uniform doubling condition at time $t_0$ if there exists constants $\kappa > 1$, and $\delta, \sigma, \ell, \beta > 0$ such that for $x = 0$, and for all intervals $I \subset \mathbb{R}$ around $x = 0$ with $|I| = \ell \kappa^i \leq \beta$ with $i \in \mathbb{N}$,

$$\mu (\{s \in T : \delta X(s, \alpha(t_0)) \in \kappa I\}) \geq \min\{\delta, (1 + \sigma) \mu (\{s \in T : \delta X(s, \alpha(t_0)) \in I\})\},$$

(29) where $\kappa I$ is the interval with the same center as $I$ but whose width is multiplied by $\kappa$.

Essentially, this doubling condition requires that

$$\mu (\{s \in T : \delta X(s, \alpha(t_0)) \in \kappa I\}) \geq \min\{\delta, (1 + \sigma) \mu (\{s \in T : \delta X(s, \alpha(t_0)) \in I\})\},$$

for some intervals $I$ centered at $x = 0$ with length $\ell \kappa^i$, $i \geq 0$ and smaller than $\beta$. This means that as we double the interval $I$ by the constant $\kappa$, we must capture more data than what was originally in $I$.

Based on this uniform doubling condition on $\delta X$, we prove the following stability of accuracy result.

**Proposition 4.4.** Assume that the set $\{\delta X(s, \alpha(t_0)) : s \in T\} \subset \mathbb{R}^1$ satisfies the uniform doubling condition given in Def. 4.3 with $\kappa > 1$ and $\delta, \sigma, \beta > 0$, $1 > \ell > 0$ at point $x = 0$ at some time $t_0$. Then for the constant $C_3$ given in (52) we have:

$$\beta \geq \eta, \quad \xi := \ell \kappa^i \quad i \in \mathbb{N}, \quad \delta_0 < \delta,$$

and if good and bad sets at $t = t_0$ satisfy

$$\mu(G_0(t_0)) > 1 - \delta_0 \quad \text{and} \quad B_{-\xi}(t_0) = \emptyset,$$

then for all $t \geq t_0$,

$$\text{loss}(t) \leq \log(2) C_3, \quad \text{acc}(t) = \mu(G_0(t)) \geq 1 - C_3.$$

**Example 4.5.** We trained a DNN for the problem given in Example 2.1 and obtained a 98% accuracy on the training set, which had 1000 objects. $\delta X$ for the 600 epoch of training is given in Fig. 19.

In this example, $\xi = .7$ and we checked the uniform doubling condition on $\delta X$ for the parameters: $\sigma = .9, \kappa = 2, \delta = .2$, and $\ell = .7$. The uniform doubling condition was satisfied in this example, and taking $\eta = 18$ we have that $\delta_0 = .2$ and $C_3 = .047$. This means that loss is bounded by .015, which indeed it was (loss was .015) and accuracy was bounded by .95 for the rest of the training.

Of course, once training has started we need not check the uniform doubling condition on $\delta X$ as the loss will give us all the information we need regarding the stability of accuracy of the DNN. Still, to obtain stability of accuracy from the training data $T$ only, we first need to prove Proposition 4.4.
4.2. Doubling condition on the data set. In [5] a doubling condition was also introduced on the training set directly and it was shown that this doubling condition propagates through the DNN, such that if the training set satisfies the doubling condition then $\delta X$ also satisfies the doubling condition. One can then ensure that $\delta X$ satisfies the doubling condition by checking that the training set satisfies the doubling condition. Thus, verifying that the training set satisfies the doubling condition will, in turn, ensure that we have the stability of accuracy.

We can now state the doubling condition for the training set $T$:

**Definition 4.6.** Let $\bar{\mu}$ be the extension of the measure $\mu$ from $T$ to $\mathbb{R}^n$ by $\bar{\mu}(A) = \mu(A \cap T)$ for all $A \subset \mathbb{R}^n$. The doubling condition holds on $T$ if there exists $\kappa > 1$, $k \in \mathbb{N}$ and $m_0, \delta, \sigma > 0$ so that $\forall$ truncated slabs $S \exists \beta_S$ (depending on the slab) such that for any $\varepsilon \leq \beta_S$ we have

$$\bar{\mu}(S_{\kappa \varepsilon}) \geq \min \{\delta, \max \{m_0, (1 + \sigma) \bar{\mu}(S_\varepsilon)\} - m_0\}.$$  

Here, $\beta$ depends on the truncated slab, and so we denote $\beta_S$ as the $\beta$ for which the truncated slab $S$ satisfies the doubling condition. See Fig. [8] for an example of the doubling condition. $m_0 > 0$ is needed in the doubling condition on a discrete data set $T$ because we can always find a slab with a small enough width such that it and its double contains only one data point of $T$. Thus, no discrete data set $T$ will satisfy the doubling condition with $m_0 = 0$. The residual mass $m_0$ is the smallest amount of data for which the doubling condition must be satisfied and we want it to at least be bigger than the measure of a single data point in the training set $T$.

Using this doubling condition, the following theorem was essentially proved in [5]:

**Theorem 4.7** (Berlyand, Jabin, Safsten, 2021). Suppose the training set $T$ satisfies the doubling condition with constants $m_0$, $\kappa$, $\sigma$, and $\beta_S$ then for a DNN with the absolute value activation function, $\delta X$ will also satisfy the doubling condition though with
different constants $2^{l-1}c(i)Km_0, \frac{\sigma}{2^{l-1}c(i)Km_0}$ and $\kappa$. Here $c(i)$ is the number of nodes in the $i$th layer of the DNN and $K$ is the number of classes.

There are a couple of difficulties with using Theorem 4.7 and Theorem 4.2. First, the constant $2^{l-1}c(i)Km_0$ can be large if the number of nodes in the DNN is large, and so $2^{l-1}c(i)Km_0 \leq \frac{\varepsilon}{2cT}$ in condition (23) will be hard to satisfy. Further, Theorem 4.7 does not provide a method for obtaining $\beta$ on $\delta X$ from the $\beta_S$ on the training set $T$, and so one cannot verify condition (23) from the training set alone. This will be described in greater detail in the next section which motivates our new results. Using the uniform doubling condition, one can obtain the following similar result:

**Proposition 4.8.** Suppose the training set $T$ satisfies the uniform doubling condition with constants $\ell, \kappa, \sigma$, and $\beta$ and with the family of truncation sets $L \in L$, $\delta X$ will also satisfy the doubling condition though with different constants $\ell d_{\min} \leq \ell' \leq \ell d_{\max}$, $\beta d_{\min}, \sigma$ and $\kappa$.

### 4.3. Why truncations in the uniform doubling condition might not be important.

The essence of the proof for Theorem 3.6 is as follows. First, we prove Prop. 4.4 for stability of accuracy based on the uniform doubling condition on $\delta X$. Then we use Prop. 4.8 to say that the uniform doubling condition propagates from the training set $T$ to $\delta X$. What we want is that the interval $I_\ell$ of size $\ell$ around 0 in $\delta X$ satisfies the uniform doubling condition given in Def. 4.3. The preimage of this interval, under the DNN, is a union of truncated slabs in $\mathbb{R}^n$ which we denote $U_\ell$. For large DNNs, we might have millions if not more truncated slabs in this union. If by doubling the widths of all truncated slabs in this union by $\kappa$ we obtain a total of $(1 + \sigma)$ more elements (counting all elements in two or more truncated slabs only once) than were in the original union, we would know that

$$\mu(I_{\kappa\ell}) > (1 + \sigma)\mu(I_\ell).$$

In general, if

$$\mu(U_{\kappa^{l+1}\ell}) > (1 + \sigma)\mu(U_{\kappa\ell})$$

then

$$\mu(I_{\kappa^{l+1}\ell}) > (1 + \sigma)\mu(I_{\kappa\ell}).$$

So if (36) holds for all $\ell \kappa^l < \beta$, we would have the stability of accuracy result given in Theorem 4.4 and Theorem 3.6. Equation (36) can be checked directly for different unions of truncated slabs $U_\ell$, though the computation might not practically be feasible. However, the essence of (36) is that for some large set $U$ of possibly millions of truncated slabs we have some "doubling" property. Meaning that if we "double" $U$ we obtain $(1 + \sigma)$ more elements. Because $U$ is large, it might be practically useful to consider other methods for finding the global "doubling" properties of the data set. This can be done by either ignoring the truncations in the uniform doubling condition (i.e. SUDC) or possibly considering checking the doubling condition for arbitrary sets (possibly even very complicated ones such as a subset of what $U$ might look like). The
more different subsets of $\mathbb{R}^n$ satisfy an equation of the form given in (36), the more likely it is that (36) itself is satisfied and that we have stability of accuracy.

5. More Motivation for introducing the uniform doubling condition

As mentioned, we want to have a doubling condition on the training set that can be propagated through the DNN to $\delta X$ so that verifying the doubling condition on the training set ensures the stability of accuracy during training. This is why Definition 4.6 and Theorem 4.7 are introduced. Note, however, that in Definition 4.1 we have a single constant $\beta$ in the doubling condition on $\delta X$, while in Definition 4.6 the constant $\beta_S$ depends on the slab $S$. In [5] no method is given for obtaining the $\beta$ for the doubling condition on $\delta X$ from the $\beta_S$ on $T$. Thus, we say that there is no way of quantifying the relationship between $\beta_S$ on $T$ and $\beta$ on $\delta X$. Even if we show that the doubling condition holds on $T$, we cannot use Theorem 4.7 and Theorem 4.2 to obtain a complete stability of accuracy result. This is because, we must know $\beta$ on $\delta X$ to know whether the condition (23) in Theorem 4.2 is satisfied, and there is no way of knowing $\beta$ from the $\beta_S$ given in the doubling condition on $T$. Specifically, in condition (23) $\beta$ is used to obtain an upper bound on $\eta$ (which is important for quantifying the good and bad sets), yet there is no way of knowing what $\beta$ on $\delta X$ is from the $\beta_S$ in the doubling condition on $T$.

Thus the doubling condition on $T$ does not give a fully quantifiable stability result. That is, the doubling condition on the training set provides some constants which are then used in the stability of accuracy theorem, however in [5] the full relationship between the constants of the doubling condition and the stability theorem had not been established. The first goal of the new results is to introduce a new uniform doubling condition (given in Def. 3.3) on the training set which ensures the stability of accuracy during training in a quantifiable manner. Thus, by verifying the doubling condition on the data set, one can ensure the stability of accuracy without having to know $\delta X$ directly.

This uniform doubling condition has some benefits over the doubling condition given in Definition 4.6. First, $\beta$ is fixed and does not depend on the slab $S$. This allows us to propagate this $\beta$ through the DNN to a doubling condition on $\delta X$ and thus obtain a quantifiable stability of accuracy result. Thus, all constants in the stability theorem come directly from the given data $T$, though only DNNs with specific architecture and parameters and reasonable $d_{\min}$ and $d_{\max}$ will have that $\delta X$ satisfies the doubling condition. Knowing what $d_{\min}$ and $d_{\max}$ are and if the DNN truncation set $B \in L$ requires knowledge of the DNN, but no knowledge of $X(T)$ is needed. Second, we replace the constant $m_0$ with the constant $\ell$, and while the constant $m_0$ blows up in Theorem 4.7 the constant $\ell$ does not blow up during the propagation through the DNN. Recall that the constant $m_0$ ensured that a data set with discrete data points might still satisfy the doubling condition, however, because in the uniform doubling condition we don’t need to check the doubling condition for all $\varepsilon < \beta$ but only for $\ell \kappa \ell < \beta$, $m_0$ is not needed. Thus, in the doubling condition, if we did not have $m_0$ then no data set would satisfy the doubling condition because we can take slabs small enough that only one data point is contained in $S_{\varepsilon}$ and $S_{\kappa \varepsilon}$. However, in the uniform doubling condition,
we only consider slabs bigger than $\ell$ and so we can remove the constant $m_0$ from the condition. Finally, for any given truncated slab $S$, we need only check the condition for a finite number of slabs $S_{\ell \kappa}$ with $\ell \kappa < \beta$ rather than an infinite number of slabs $S_\varepsilon$ with $\varepsilon < \beta$.

**Remark 5.1.** Take a manifold $H$ to satisfy the uniform doubling condition with $k > 0$. For many such $H$, with $H$ a smooth manifold with measure $\mu$ distributed uniformly, we must have a restriction on the truncation sets in the family of truncation sets $L$. For simplicity, it suffices to explain why this is true for the case when $H$ is a bounded curve in $\mathbb{R}^2$ with a boundary. Suppose $L$ includes all possible truncation sets of size $k$, then we can truncate a slab with center $x$ which is $\beta$ distance from the edges of the curve in such a manner that the uniform doubling condition will be violated for every $H$. This is because we are $\beta$ close to the boundary of the curve $H$ and so $S_{\kappa \beta}$ will not contain more of the curve if the truncation is normal to the curve and passes through $x$. See Fig. 20. Thus, $H$ would only satisfy the uniform doubling condition if no truncation sets in $L$ has a truncation $\beta$ close to the boundary of $H$. This is why the family of truncation sets $L$ must be introduced in the case of the uniform doubling condition (in which $\beta$ does not depend on the slabs $S$).

![Figure 20](image.png)

**Figure 20.** The curve $H$ is shown as a squiggly curve (in purple). Here $\mu(S_\beta) = \mu(S_{\kappa \beta})$, and so would not satisfy the doubling condition.

### 6. Proof of Main Result: Stability Theorem via Uniform Doubling Condition on $T$

The main result in this section is given in Theorem 3.6. But first, we provide a couple of lemmas that show how one can quantitatively propagate the uniform doubling condition from the training set $T$ to $\delta X$.

First we introduce a slight variation of the uniform doubling condition which is only needed for a technical reason:

**Definition 6.1.** Let $\bar{\mu}$ be the extension of the measure $\mu$ from $T$ to $\mathbb{R}^n$ by $\bar{\mu}(A) = \mu(A \cap T)$ for all $A \subset \mathbb{R}^n$. Let $L$ be a family of size $k$ truncation sets. The uniform
doubling condition holds on $T$ if there exists $\kappa > 1$ and $\delta, \sigma, \beta$ so that $\forall$ truncated slabs $S$ s.t. $S$ is generated by a truncated set $h \in L$ there exists $\ell_S > 0$, such that for all $\ell_S \kappa^i < \beta$ with $i \in \mathbb{N}$, we have

$$\mu(S_{\ell_S \kappa^i+1}) \geq \min\{\delta, (1+\sigma)\mu(S_{\ell_S \kappa^i})\}.$$  

(38)

Remark 6.1. The only difference between the uniform doubling condition and this definition is that now $\ell$ depends on the slab $S$.

We can now state the following lemma which shows how the doubling condition on $T$ can propagate through the absolute value activation function:

Lemma 6.2. Suppose the data set $T$ satisfies the uniform doubling condition with constants $\kappa > 1$, $\delta, \beta, \ell, \sigma > 0$, family $L$ of size $k$ truncation sets consisting of a single set of coordinate planes $\{P_1, \ldots, P_n\}$ and truncation number $k = n$. Define $\lambda: \mathbb{R}^n \to \mathbb{R}^n$:

$$\lambda(x_1, x_2, \ldots, x_n) = (|x_1|, |x_2|, \ldots, |x_n|).$$

Then $\lambda(T)$ also satisfies the doubling condition for scale parameter $\beta$, scale factor $\ell$, truncation number $0$, $\delta$ and $\frac{\beta}{2}$. Furthermore, if no elements of $T$ are contained in the coordinate planes $P_1, \ldots, P_n$ then $\sigma$ stays constant. $\lambda$ also propagates the variation uniform doubling condition given in Def. 6.1 with $\ell_S$ and all other constants staying the same.

Proof. Note that $\lambda = \lambda_1 \circ \lambda_2 \circ \cdots \circ \lambda_n$, with $\lambda_k(x_1, x_2, \ldots, x_n) = (x_1, x_2, \ldots, |x_k|, \ldots, x_n)$. Thus we prove this lemma for the simpler case, that $\lambda_1(x_1, \cdots, x_n) \to (|x_1|, \cdots, x_n)$ preserves the doubling condition on $T$ with the same scale parameter and $\frac{\beta}{2}$ instead of $\sigma$. Then one can use the same proof to show that $\lambda_k(x_1, x_2, \ldots, x_n)$ also preserves the doubling condition with $\frac{\beta}{2}$ instead of $\sigma$ and the proof for $\lambda$ follows from $\lambda = \lambda_1 \circ \lambda_2 \circ \cdots \circ \lambda_n$. For all truncated slabs $S$, we want to show that $S_{\ell_S \kappa^i}$ satisfies the doubling condition for $\ell_S \kappa^i < \beta$. Take $\bar{S}_\varepsilon$ to be the preimage of $S_\varepsilon$ with $x_1 \geq 0$ and $S'_\varepsilon$ to be the preimage with $x_1 \leq 0$. It then makes sense to separate

$$\bar{S}_\varepsilon = S^2_\varepsilon \cup S^0_\varepsilon, \quad S'_\varepsilon = S^1_\varepsilon \cup S^0_\varepsilon,$$

$$S^2_\varepsilon = \bar{S}_\varepsilon \cap \{0 > x_1\}, \quad S^0_\varepsilon = \bar{S}_\varepsilon \cap \{x_1 = 0\} = S'_\varepsilon \cap \{x_1 = 0\}, \quad S^1_\varepsilon = \bar{S}_\varepsilon \cap \{x_1 < 0\}.$$

By the doubling condition on $\bar{S}_\varepsilon$, we have for $\varepsilon = \ell_S \kappa^i < \beta$

$$\mu(\bar{S}_\varepsilon) = \mu(S^2_\varepsilon) + \mu(S^0_\varepsilon) \geq \min\{\delta, (1+\sigma)\mu(\bar{S})\}.$$  

(39)

Similarly with regard to $S'_\varepsilon$, for $\varepsilon = \ell_S \kappa^i < \beta$

$$\mu(S'_\varepsilon) = \mu(S^1_\varepsilon) + \mu(S^0_\varepsilon) \geq \min\{\delta, (1+\sigma)\mu(S')\}.$$  

(40)

Notice, $\sigma$ remains fixed when $\mu(P_1) = \emptyset$, due to the fact that the truncated slab $\bar{S}_\varepsilon$ and $S'_\varepsilon$ both satisfy the doubling condition independently. Thus, if $\mu(P_1)$ is empty then simply applying (39) and (40) we get

$$\mu(S_{\varepsilon}) \geq \min\{\delta, (1+\sigma)\mu(S_{\varepsilon})\}.$$  

(41)

For the more complicated case, when $\mu(P_1) \neq \emptyset$, see Section 9.
Remark 6.2. $\lambda_1(T)$ satisfies doubling condition with truncation number $k - 1$ because one truncation is required at $(0, x_2, \ldots, x_n)$. Thus, $\lambda$ will satisfy the doubling condition with truncation number 0.

\[ \square \]

We now show how the doubling condition propagates through a linear map. First, we collect some useful facts from linear algebra in the following lemma. This lemma will help determine how $\beta$ and $\ell$ change under a linear map.

**Lemma 6.3.** Let $M$ be an $m \times n$ matrix. Then the minimum value of $||Mx||$, where $x$ ranges over unit vectors in $\mathbb{R}^n$ orthogonal to $\text{Ker}(M)$, is the smallest nonzero singular value $\sigma_{\min}$ of $M$. Similarly, the maximum values of $||Mx||$ is the largest singular value $\sigma_{\max}$ of $M$.

For a linear map $M$ and a family of truncation sets $L$, take $M(L)$ to be the mapping of the truncation sets in $L$ by $M$. Thus, $M(L)$ is also a family of truncation sets.

**Lemma 6.4.** If $T$ satisfies the uniform doubling condition (Definition 6.1) for some constants and some family of truncation sets $L$, then $M(T)$ also satisfies the variation uniform doubling condition (Definition 6.1) for any linear map $M$ with the family of truncation sets $M(L)$. Take $d_{\min} = \min_i (\sigma_i)^2$ and $d_{\max} = \max_i (\sigma_i)^2$ with $\sigma_i$ the nonzero singular values of $M$. Then all slabs $S \subset M(T)$ satisfy the doubling condition with $d_{\min}^{\beta}$ instead of $\beta$, some $\ell'_S$ with $d_{\min} \ell \leq \ell'_S \leq d_{\max} \ell$ instead of $\ell$. All other constants stay the same. Similarly with regard to Def. 6.1. If $T$ satisfies Def. 6.1 then all slabs $S \subset M(T)$ satisfy the variation of the uniform doubling condition with $d_{\min}^{\beta}$ instead of $\beta$, some $\ell'_S$ with $d_{\min} \ell_S \leq \ell'_S \leq d_{\max} \ell_S$ instead of $\ell_S$.

**Proof.** Suppose $v_i \cdot x \leq t_i$ then any $y$ s.t. $M y = x$ also satisfies that

\[ (M^T v_i) \cdot y \leq t_i. \]

Take $S$ to be a truncated slab in $M(T)$ and $S'$ to be its preimage in $T$. By Lemma 6.3 the width of every slab $M(S')$ is bigger or equal to $d_{\min}$, and thus the width of $M(S'_\ell')$ is bigger or equal to $d_{\min} \beta$. Thus, we can take $d_{\min} \beta$ to be the scale parameter in $M(T)$. We now need to find the scale factor for the doubling condition in $M(T)$.

For the slab $S$, there exists $d_{\min} \ell \leq \ell'_S \leq d_{\max} \ell$ such that the preimage of $S_{\ell'_S}$ is the slab $S'_{\ell'_S}$. We also have that the preimage of $S_{\alpha \ell'_S}$ is $S'_{\alpha \ell'_S}$. Thus because $S_{\alpha \ell'_S}$ satisfies the doubling condition for $\alpha \ell' < \beta$ we must have that $S_{\alpha \ell'_S}$ also satisfies the doubling condition for $\alpha \ell'_S < d_{\min} \beta$ with $d_{\min} \ell \leq \ell'_S < d_{\max} \ell$ for all $S$. We arrive at the conclusion that $d_{\min} \beta$ is the scale parameter in $M(T)$ and each slab $S$ in $M(T)$ now has a different scale factor $\ell'_S$. \[ \square \]

In both of these lemmas, we fully quantify the manner in which the constants of the doubling condition change, and so given that a layer of a DNN is a linear map composed with the activation function we have a quantifiable manner in which the doubling condition propagates through a DNN. If we find an $\beta$ for which the doubling condition holds on $T$, and we know $d_{\min}$ and $d_{\max}$ of every linear map of the DNN then we know exactly how $\delta X$ satisfies the doubling condition.
Remark 6.3. There is difficulty with allowing the family of truncation sets $L$ to consist of all possible truncation sets when $k > 1$ (the size of the truncation sets is bigger than 1). This is because two truncations $\beta$ close to each other will ensure that the uniform doubling condition is violated, see Fig. 21. Thus no data set will satisfy the current uniform doubling condition if $L$ contains all possible truncation sets with $k > 1$. The truncation set does not move under the doubling of a slab $S$, and so we can bound any slab (regardless of the dimension we are in), by two truncations which are $\beta$ close to each other.

However, we need the truncation number $k \geq$ the number of nodes in DNN. By Lemma 6.2 each layer of the DNN reduces the truncation number $k$ by the nodes in that layer. This is because each activation function $\lambda(x_1, x_2, \ldots, x_n) \rightarrow (|x_1|, |x_2|, \ldots, |x_n|)$ requires a reduction of the truncation number $k$ by at least $n$. So the doubling condition on $T$ implies stability of DNN only if $k \geq$ is the number of nodes in the DNN. But as mentioned, for $k \geq 2$, slabs will never satisfy the doubling condition for any data $T$. Example: if truncation number $k = 2$ the slab $S_0^{\beta}$ does not satisfy the uniform doubling condition (truncations don’t move under doubling), see Fig. 21.

![Figure 21. Slabs in $\mathbb{R}^2$. Red dashed lines are the original slab, and black solid lines are two truncations. $\mu(S_{a,\beta}) = \mu(S_{\beta})$ (slab bounded by truncations), thus the doubling condition is not satisfied.](image)

'Almost' parallel truncations also pose a problem. This is because not only parallel but also 'almost' parallel truncations ensure that the doubling condition is never satisfied. The data set $T$ is bounded, so 'almost' parallel truncations can capture lots of data and ensure the doubling condition is not satisfied, see Fig. 22.

- So data $T$ never satisfies the uniform doubling condition with single $\beta$ because of 'almost' parallel truncations
- Thus, we introduce the set $L$ of all admissible truncations and we use $L$ to impose restrictions on the allowed truncation sets.

We now give a lemma providing an upper bound on the loss function.
Lemma 6.5. For a DNN with the cross entropy loss function we have

\[ \sum_{s \in G^c_{\eta}(t)} \mu(s) \log(1 + e^{-\eta s}) \leq \bar{L}(t) \leq \bar{L}(t_0). \]  

See Section 9 for proof of the lemma. Now we derive an upper bound on the loss function based on the uniform doubling condition on \( \delta X \).

Lemma 6.6. Suppose that \( T \subset \mathbb{R}^n \) with weights \( \mu(s) \) is a training set for a softmax DNN such that \( \delta X(T) \) satisfies the uniform doubling condition, at time \( t_0 \) at \( x = 0 \), for some constants \( \sigma, \delta, \beta, 1 > \ell > 0 \) and \( \kappa > 1 \). If for some \( 1 < \eta < \frac{\beta}{2} \), \( \delta_0 > 0 \), and \( \delta_0 < \delta \),

\[ \mu(G_{\eta}(t_0)) > 1 - \delta_0 \]

and

\[ B_{-\xi}(t_0) = \emptyset, \]

then the cross-entropy loss is bounded by:

\[ \bar{L}(t_0) \leq \log(1 + (K - 1)e^{-\eta}) + \log(1 + (K - 1)e^{-\frac{\eta}{2}}) \delta_0 + \]

\[ \frac{\delta_0}{\log(\frac{\eta}{2})} \log(1 + e^\xi (K - 1)) \]

\[ + \sum_{i=0}^{p-1} \frac{\delta_0}{\log(\frac{\eta \ell \kappa^{i+1}}{\log \kappa})} \log(1 + (K - 1)e^{-\ell \kappa^{i+1}}). \]

With \( \xi = \ell \kappa^i \) for some \( i \geq 0 \) and with \( p = \lfloor \log(\frac{\eta}{2})/\log \kappa \rfloor \).
Proof. We have that \( \eta \geq 1 \). Consider \( \kappa > 1 \) and \( I := [-\ell, \ell] \subset [-\infty, \eta] \). Since \( \eta < \frac{3}{2} \), we may apply the doubling condition at point 0 and we have that

\[
\mu \left( \{ x \in T : \delta X(x, \alpha(t_0)) \in \kappa I \} \right) \geq \min \{ \delta, (1 + \sigma) \mu \left( \{ x \in T : \delta X(x, \alpha(t_0)) \in I \} \right) \}.
\]

Applying the doubling condition repeatedly \( j \) times in this last case, we conclude that

\[
\mu \left( \{ x \in T : \delta X(x, \alpha(t_0)) \in \kappa^j I \} \right) \geq \min \{ \delta, (1 + \sigma)^j \mu \left( \{ x \in T : \delta X(x, \alpha(t_0)) \in I \} \right) \}.
\]

By (43), \( \mu \left( \{ x \in T : \delta X(x, \alpha(t_0)) < \eta \} \right) \leq \delta_0 \). Therefore, provided \( \kappa^j I \subset (-\infty, \eta) \), \( \delta_0 \geq \mu \left( \{ x \in T : \delta X(x, \alpha(t_0)) \in \kappa^j I \} \right) \geq \min \{ \delta, (1 + \sigma)^j \mu \left( \{ x \in T : \delta X(x, \alpha(t_0)) \in I \} \right) \} \).

We conclude that

\[
\mu \left( \{ x \in T : \delta X(x, \alpha(t_0)) \in I \} \right) \leq \frac{\delta_0}{(\sigma + 1)^j}
\]

for all \( j \) so that \( \kappa^j I \subset (-\infty, \eta) \), or equivalently, for all \( j \) so that \( \ell \kappa^j \leq \eta \). Obviously, (46) is best for \( j \) as large as possible with the largest value given by

\[
j_{\text{max}} = \left\lceil \frac{\log \left( \frac{\eta}{\ell} \right)}{\log \kappa} \right\rceil > \frac{\log \left( \frac{\eta}{\ell} \right)}{\log \kappa} - 1.
\]

Therefore we have thus proved the bound,

\[
\mu \left( \{ x \in T : \delta X(x, \alpha(t_0)) \in I \} \right) \leq \frac{\delta_0}{(\sigma + 1)^{j_{\text{max}}}} < \frac{\delta_0}{(\sigma + 1)^{\frac{\log \left( \frac{\eta}{\ell} \right)}{\log \kappa} - 1}}
\]

Now we can apply the calculation which obtained (6) to the intervals \([0, \ell \kappa^i]\) with \( i \in \mathbb{N} \). Let \( p = \left\lceil \frac{\log(\eta/\ell)}{\log \kappa} \right\rceil \) and let \( I_i = [\ell \kappa^i, \ell \kappa^{i+1}] \) for all \( i \in \mathbb{N} \) with \( i < p \). We also define \( I_{-1} = [-\xi, \ell] \) and \( I_p = [\ell \kappa^p, \eta] \). For \( i \geq 0 \), \( I_i \subset [-\ell \kappa^{i+1}, \ell \kappa^{i+1}] \). Therefore by the above calculation which gave (6) we obtain,

\[
\mu \left( \{ x \in T : \delta X(x, \alpha(t_0)) \in I_i \} \right) < \frac{\delta_0}{(\sigma + 1)^{\frac{\log \left( \frac{\eta}{\ell \kappa^i} \right)}{\log \kappa} - 1}}.
\]

The interval \( I_{-1} \subset [-\xi, \xi] \) which is centered at 0 and has width smaller than \( \xi \), so

\[
\mu \left( \{ x \in T : \delta X(x, \alpha(t_0)) \in I_{-1} \} \right) \leq \frac{\delta_0}{(\sigma + 1)^{\frac{\log \left( \frac{\eta}{\ell} \right)}{\log \kappa} - 1}}.
\]

Finally since \( \kappa^p > \kappa^{\frac{\log \eta}{\log \kappa} - 1} \), we simply bound for \( I_p \)

\[
\mu \left( \{ x \in T : \delta X(x, \alpha(t_0)) \in I_p \} \right) \leq \delta_0.
\]
For each \( s \in T \), either \( \delta X(s,\alpha(t_0)) \geq \eta \), or \( \delta X(s,\alpha(t_0)) \in I_i \) for integer \( i \geq -1 \). Therefore,

\[
\bar{L}(t_0) \leq \sum_{s \in T} \mu(s) \log \left( 1 + (K - 1)e^{-\delta X(s,\alpha(t_0))} \right)
\]

\[
= \sum_{\delta X(s,\alpha(t_0)) \geq \eta} \mu(s) \log \left( 1 + (K - 1)e^{-\delta X(s,\alpha(t_0))} \right) + \sum_{i=-1}^{p} \sum_{s \in T : \delta X(s,\alpha(t_0)) \in I_i} \mu(s) \log \left( 1 + (K - 1)e^{-\delta X(s,\alpha(t_0))} \right)
\]

\[
\leq \log(1 + (K - 1)e^{-\eta}) \sum_{\delta X(s,\alpha(t_0)) \geq \eta} \mu(s) + \sum_{i=-1}^{p} \log \left( 1 + (K - 1)e^{-\inf I_i} \right) \sum_{\delta X(s,\alpha(t_0)) \in I_i} \mu(s).
\]

By decomposing

\[
\bar{L}(t_0) \leq \log(1 + (K - 1)e^{-\eta})\mu(G_\eta(t_0)) + \sum_{i=-1}^{p} \log \left( 1 + (K - 1)e^{-\inf I_i} \right) \mu \left( \{ s \in T : \delta X(s,\alpha(t_0)) \in I_i \} \right)
\]

\[
\leq \log(1 + (K - 1)e^{-\eta}) + \log \left( 1 + (K - 1)e^{\xi} \right) \mu \left( \{ s \in T : \delta X(s,\alpha(t_0)) \in I_{-1} \} \right) + \log(1 + (K - 1)e^{-\frac{\eta}{2}}) \mu \left( \{ s \in T : \delta X(s,\alpha(t_0)) \in I_p \} \right)
\]

\[
+ \sum_{i=0}^{p-1} \log(1 + (K - 1)e^{-\kappa^{i+1}}) \mu \left( \{ s \in T : \delta X(s,\alpha(t_0)) \in I_{i+1} \} \right).
\]

We now use (47), (48) and (49) to derive

\[
\bar{L}(t_0) \leq \log(1 + (K - 1)e^{-\eta}) + \log(1 + (K - 1)e^{-\frac{\eta}{2}}) \delta_0 + \frac{\delta_0}{\log(\frac{\eta}{\log(\kappa)})} \log(1 + e^{\xi} (K - 1))
\]

\[
\sim (\sigma + 1) \frac{\delta_0}{\log(\frac{\eta}{\log(\kappa)})} \log(1 + (K - 1)e^{-\kappa^{i+1}}).
\]

6.1. Proof of Proposition 4.4

We start with the following bound given in Lemma 35.

\[
\sum_{s \in G_\eta^c(t)} \mu(s) \log(1 + e^{-\eta^*}) \leq \bar{L}(t) \leq \bar{L}(t_0).
\]
As a consequence, we obtain from Lemma 6.6 that provided $G^\varepsilon_{\xi}(t_0) = \emptyset$ and $\mu(G_{\eta}(t_0)) > 1 - \delta_0$,

\[(52)\]

$$\mu(G_{0}^c(t)) \leq C_3(\eta, K, \kappa, \sigma, \ell, \xi) := \frac{1}{\log(2)}(\log(1 + (K - 1)e^{-\eta}) + \log(1 + (K - 1)e^{-\frac{\eta}{2}}))\delta_0 + \frac{\delta_0}{\log(\frac{K}{\log(K - 1)})} - 1 \log(1 + e^{\xi}(K - 1)) + \sum_{i=0}^{p-1} \frac{\delta_0}{\log\left(\frac{\eta}{\log(K - 1)}\right)}\log(1 + (K - 1)e^{-\ell\xi^{i+1}})).$$

Here $p = [\log(\eta/\ell)/\log\kappa]$. This completes the proof. 

\[\square\]

We can now present the proof for the main result in this paper, Theorem 3.6

6.2. Proof of Theorem 3.6.

**Proof.** Take $I$ to be an interval in $\mathbb{R}^1$ centered at $x = 0$ with width $\ell'\kappa^i < d_{\min}\beta$ with $\ell_S < d_{\max}\ell$. We wish to prove that $\exists \ell'$ for which $\mu(I_{\kappa}) > \min\{\delta, (1 + \sigma)\mu(I)\}$ at $t_0$. Take $\bar{T}$ to be the image of the data $T$ by the DNN. We note that if $f_{i-1}(\bar{T})$ (the preimage of $\bar{T}$ with respect to the last layer in the DNN) satisfies the uniform doubling condition with truncation set $\{f_{i-1}(P_1), f_{i-1}(P_2), \ldots f_{i-1}(P_{c(i)})\}$ with $1 \leq k \leq c(i)$ such that $f_{i-1}(P_k)$ are strict subsets of $R^{c(i-1)}$, then $\bar{T}$ satisfies the variation uniform doubling condition (Def. 6.1) through different constants given in Lemma 6.2. In fact, by Lemmas 6.2 and 6.3 we get that if $f_{i-1}(\bar{T})$ satisfies the uniform doubling condition with $\beta, \sigma, k, \ell$ and the mentioned truncation set, then $\bar{T}$ satisfies the variation uniform doubling condition with $\frac{\sigma}{\log\kappa}$, $d_{\min}\beta$ and some $\ell d_{\min} \leq \ell' \leq d_{\max}\ell$. Here $d_{\min}$ is the smallest singular value of the matrix part of the affine function $M_i$ and $d_{\max}$ is the largest singular value. However, for a.e. DNN the truncation set $\mu(\{f_{i-1}(P_1), f_{i-1}(P_2), \ldots f_{i-1}(P_{c(i)})\})$ has measure zero (the measure with respect to the data), and so by Lemma 6.2 we have that $\sigma$ remains the same.

Similarly, assume $f_{i-1}(f_{i-1}(\bar{T}))$ satisfies the uniform doubling condition with truncation set

\[\{f_{i-1}(P_1), f_{i-1}(P_2), \ldots f_{i-1}(P_{c(i-1)})\} \cup \{f_{i-1}(f_{i-1}(P_1)), \ldots, f_{i-1}(f_{i-1}(P_{c(i)}))\}\]

(again only considering the preimages which are strict subsets of $R^{c(i-2)}$). Then we have that $f_{i-1}(\bar{T})$ satisfies the variation uniform doubling condition with truncation set

\[\{f_{i-1}(P_1), f_{i-1}(P_2), \ldots f_{i-1}(P_{c(i)})\}\]

and so $\bar{T}$ satisfies the doubling condition for $d_{\min}\ell \leq \ell_S \leq \ell d_{\max}$ with $d_{\min}$ and $d_{\max}$ coming from $W_2 \oplus W_1$.

Thus, by induction if $T$ satisfies the uniform doubling condition with truncation set $B \in L$ then, for a.e. DNN, $\bar{T}$ satisfies the variation uniform doubling condition with $d_{\min}\beta$, and some $d_{\max}\ell \leq \ell_S \leq d_{\max}\ell$. Finally, we must show that if $\bar{T}$ satisfies the uniform doubling condition then so does $\delta X(\bar{T})$, though possibly with different constants. Note that $\delta X(s)$ for $s$ in the class $i(s)$ is a shift of $X_{i(s)}(s, \alpha)$ by $\max_{j \neq i(s)} X_j(s, \alpha)$ and...
then a projection of the other components of \(X(s, \alpha)\) to zero. Thus, \(\delta X(s, \alpha)\) restricted to every class \(i(s)\) and further restricted to elements \(s \in T\) such that \(\max_{j \neq i(s)} X_j(s, \alpha)\) occurs for class \(i'\) is a linear map with \(d_{\max} = d_{\min} = 1\). Thus, by using Proposition 4.4 and the fact that \(\delta X\) satisfies the uniform doubling condition at \(x = 0\) at time \(t_0\), with the constants \(d_{\min} \beta\), some \(\ell d_{\min} \leq \ell \leq \ell d_{\max}\) and \(\sigma\), we obtain the result. Specifically, the constant \(C_2\) is obtained from taking the max over all \(\ell d_{\min} \leq \ell \leq \ell d_{\max}\) of the constant \(C_3\). All other constants stay the same.

\[
\square
\]

7. Main Result 2: Other Activation Functions

The goal of this section is to prove that piecewise linear activation functions with only finitely many critical points also preserve the uniform doubling condition. As we will see, there is only one problem that arises when trying to show that a piecewise linear function \(g\) (with only finitely many critical points) preserves the doubling condition. This is dealing with the critical points of \(g\).

**Definition 7.1.** Take \(g\) to be a 1D function with only finitely many critical points in every bounded interval. Take \(v_g\) to be the infimum distance between the critical values of neighboring critical points of \(g\). Each critical point \(u\) has at most two neighbors, which are the closest two critical points to \(u\) with one on its left and the other on its right.

**Lemma 7.2.** Let \(g_1: \mathbb{R} \rightarrow \mathbb{R}\) be any piece-wise continuous linear functions with only a finite number of critical points in every bounded interval. Suppose for \(g_1\) that \(v_{g_1}\) is bigger than \(2\kappa\beta\). Take \(\{a_1^1, \ldots, a_1^n\}\) to be the set of critical points of \(g_1\), and suppose the data set \(T\) satisfies the uniform doubling condition with the set \(L\) consisting of the hyperplanes \(\{P_{a_1^1}, \ldots, P_{a_1^n}\}\) with \(P_{a_1^k} \subset \mathbb{R}^n\) and \(P_{a_1^k} = \{(x_1, x_2, \ldots, x_n): x_1 = a_1^k\}\). Then \(g: (x_1, x_2, \ldots, x_n) \rightarrow (g_1(x_1), x_2, \ldots, x_n)\) preserves the doubling condition for \(T\) with new constants, \(\alpha_1\ell\) instead of \(\ell\), \(\sigma/2\) instead of \(\sigma\), \(\alpha_2\beta\) instead of \(\beta\) and \(k - \ell\) instead of \(k\).

Here, we take \(\ell = \max_{x \in g(T)} |x_1|\) and \(\ell\) is the number of critical points of \(g_1\) in the interval \([-\ell, \ell]\). We take \(\alpha_1\) to be the largest slope of the linear piecewise function \(g_1\) and \(\alpha_1\) to be the smallest slope.

**Proof.**

Step 1: \(g_1\) has one critical point.

Now let us assume that \(g\) has critical points. Note that such critical points are obtained from critical points of \(g_1\). In general, when dealing with such critical points we use the same strategy that was used with regard to absolute value activation functions (when \(g_1\) is the absolute value). First, let us assume that there is only one critical point for \(g\) and that this critical point is at \(x_1 = a_1^1\).

For all truncated slabs \(E\), we want to show that \(E\) satisfies the doubling condition for \(\beta' = \alpha_2\beta\) and \(\ell\) instead of \(\alpha_2\ell\). Take \(\tilde{E}_\varepsilon\) to be the preimage of \(E_\varepsilon\) with \(x_1 \geq a_1^1\) and \(\tilde{E}_\varepsilon\) to be the preimage with \(x_1 \leq a_1^1\). We can separate

\[
\tilde{E}_\varepsilon = E_\varepsilon^2 \cup E_\varepsilon^0, \quad \tilde{E}_\varepsilon' = E_\varepsilon^1 \cup E_\varepsilon^0,
\]

\[
E_\varepsilon^2 = \tilde{E}_\varepsilon \cap \{x_1 > a_1^1\}, \quad E_\varepsilon^0 = \tilde{E}_\varepsilon \cap \{x_1 = a_1^1\} = \tilde{E}_\varepsilon' \cap \{x_1 = a_1^1\}, \quad E_\varepsilon^1 = \tilde{E}_\varepsilon' \cap \{x_1 < a_1^1\}.
\]
Because \( \ell' = \alpha_1 \ell \) and \( \beta' = \alpha_2 \beta \) we have that \( \bar{E}_\varepsilon \) and \( \bar{E}'_\varepsilon \) satisfy the doubling condition for \( \varepsilon = \ell' E \kappa_1 \) \( < \alpha_2 \beta \) for some \( \ell' E \) \( < \alpha_1 \ell \) depending on \( \bar{E} \) and \( \bar{E}' \). Thus, for \( \bar{E}_\varepsilon \), we have

\[
\forall \varepsilon = \ell' E \kappa_1 < \alpha_2 \beta
\]

Similarly with regard to \( \bar{E}'_\varepsilon \), \( \forall \varepsilon = \ell' E \kappa_1 < \alpha_2 \beta \)

(53) \( \mu(\bar{E}_\varepsilon) = \mu(E^2_\kappa) + \mu(E^0_\kappa) \geq \min \{ \delta, \max\{m_0, (1 + \sigma) \mu(\bar{E}_\varepsilon)\} - m_0\} \).

Note that this part of the proof shows that absolute value activation functions and Leaky ReLU activation functions also preserve the doubling condition. In all these cases we only obtain a single \( \sigma \) while we need two \( \bar{E}_\varepsilon \). Applying now (53) and (54), we find that

(54) \( \mu(\bar{E}'_\varepsilon) = \mu(E^1_\kappa) + \mu(E^0_\kappa) \geq \min \{ \delta, \max\{m_0, (1 + \sigma) \mu(\bar{E}'_\varepsilon)\} - m_0\} \).

Now, if either \( (1 + \sigma) \mu(\bar{E}_\varepsilon) \geq \delta \) or \( (1 + \sigma) \mu(\bar{E}'_\varepsilon) \geq \delta \), we are done.

If both \( (1 + \sigma) \mu(\bar{E}_\varepsilon) < \delta \) and \( (1 + \sigma) \mu(\bar{E}'_\varepsilon) < \delta \). Then

(55) \( \mu(g^{-1}(E_\kappa)) = \mu(E^1_\kappa) + \mu(E^0_\kappa) + \mu(E^2_\kappa) \)

\[
\geq \frac{\mu(E^1_\kappa) + \mu(E^0_\kappa) + \mu(E^2_\kappa)}{2} + \frac{\mu(E^0_\kappa) + \mu(E^2_\kappa)}{2}
\]

\[
\geq \mu(E^1_\kappa) + \mu(E^0_\kappa) + \mu(E^2_\kappa) + \frac{\mu(E^1_\kappa) + 2\mu(E^0_\kappa) + \mu(E^2_\kappa) - \mu(E^1_\kappa) - 2\mu(E^0_\kappa) - \mu(E^2_\kappa)}{2}
\]

Again, we are using the averaging trick to deal with the complication that we only have one \( E^0_\kappa \) and \( E^0_\kappa \). Applying now (53) and (54), we find that

(56) \( \mu(g^{-1}(E_\kappa)) \geq \mu(g^{-1}(E_\kappa)) + \frac{\sigma}{2} (\mu(\bar{E}_\varepsilon) + \mu(\bar{E}'_\varepsilon)) \geq (1 + \sigma/2) \mu(g^{-1}(E_\kappa)) \)

proving the doubling condition with \( \sigma' = \sigma/2 \).

Note that this part of the proof shows that absolute value activation functions and Leaky ReLU activation functions also preserve the doubling condition. In all these cases we only obtain a single \( E^0_\kappa \) while we need two \( E^0_\kappa \) to use the doubling condition. Once again, we deal with this complication by introducing the averaging trick and exchanging \( \sigma \) with \( \sigma/2 \).

Step 2: \( g_1 \) has general critical points.

At this point, we wish to show that if \( g_1 \) is any piecewise linear function with only a finite number of critical points in every bounded interval then

\[
g : (x_1, x_2, \ldots, x_i) \rightarrow (g_1(x_1), x_2, \ldots, x_i)
\]

preserves the doubling condition for any bounded data \( T \), though with different constants.

Take \( \tilde{E}_\varepsilon \) to be the preimage of the slab \( E_\varepsilon \) and \( a_1^1 < \ldots < a_i^1 \) to be the critical points of \( g_1 \). Recall, the images of neighboring \( a_1^i \) (a critical point has at most two neighbors which are the two closest critical points to it, from the left and right) are more than \( 2\kappa \beta \) distance away from one another. For \( \varepsilon < \beta' \) we separate \( \tilde{E}_{a_1^i} = \tilde{E}_\varepsilon \cap \{a_1^{i+1} \geq x_1 \geq a_1^i\} \) and \( \tilde{E}'_{a_1^i} = \tilde{E}_\varepsilon \cap \{a_1^{i-1} \leq x_1 \leq a_1^i\} \). Note each disjoint connected component of \( \tilde{E}_\varepsilon \) intersects at most one critical point of \( g_1 \). Furthermore, for each \( i \), we have that \( \tilde{E}_{a_1^i} \cap \tilde{E}'_{a_1^i} \) are disjoint.

Now take, \( E^2_{a_1^i} = \tilde{E}_{a_1^i} \cap \{x_1 > a_1^i\} \), \( E'_{a_1^i} = \tilde{E}'_{a_1^i} \cap \{x_1 < a_1^i\} \) and \( E^0_{a_1^i} \) is the complement of the two.
We must show that $E_\varepsilon$ satisfies the doubling condition for $\varepsilon = \ell' < \beta'$ with $\ell'_E \kappa^i < \ell_\Omega_1$ and depending on the slab $E_{a_i \varepsilon}^1$ and $E_{a_i \varepsilon}^2$. That is, take $E_\varepsilon$ with $\varepsilon < \beta'$.

If $(1 + \sigma)\mu(\bar{E}_{a_i \varepsilon}) > \delta$ or $(1 + \sigma)\mu(\bar{E}'_{a_i' \varepsilon}) > \delta$ for any $i$ we are done. Dealing with the other cases, we look at each pair of slabs $\bar{E}_{a_i \varepsilon}$ and $\bar{E}'_{a_i' \varepsilon}$ together. If both $(1 + \sigma)\bar{E}_{a_i \varepsilon} < \delta$ and $(1 + \sigma)\bar{E}'_{a_i' \varepsilon} < \delta$ (we do this for every $i$ individually) then the same averaging strategy from above works for these two. Specifically,

\[
\mu(g^{-1}(E \varepsilon))|_{\bar{E}_{a_i \varepsilon} \cup \bar{E}'_{a_i' \varepsilon}} > \mu(E_{a_i \varepsilon}^1) + \mu(E_{a_i \varepsilon}^0) + \mu(E_{a_i \varepsilon})\]

(57) \[
= \mu(E_{a_i \varepsilon}^1) + \mu(E_{a_i \varepsilon}^0) + \mu(E_{a_i \varepsilon}) + \mu(E_{a_i \varepsilon}^2) + \frac{1}{2} \mu(E_{a_i \varepsilon}^0) - 2 \mu(E_{a_i \varepsilon}) - \mu(E_{a_i \varepsilon}) - \mu(E_{a_i \varepsilon}) - \mu(E_{a_i \varepsilon}) - \mu(E_{a_i \varepsilon}).
\]

Then because $\bar{E}'_{a_i \varepsilon}$ and $\bar{E}_{a_i \varepsilon}$ satisfy the doubling condition we get

\[
\mu(g^{-1}(E \varepsilon))|_{\bar{E}_{a_i \varepsilon} \cup \bar{E}'_{a_i' \varepsilon}} \geq (\mu(g^{-1}(E \varepsilon))|_{\bar{E}_{a_i \varepsilon} \cup \bar{E}'_{a_i' \varepsilon}} + \frac{\sigma}{2} (\mu(\bar{E}_{a_i \varepsilon}^0) + \mu(\bar{E}'_{a_i' \varepsilon}^0))) \geq (1 + \sigma/2) \mu(g^{-1}(E \varepsilon))|_{\bar{E}_{a_i \varepsilon} \cup \bar{E}'_{a_i' \varepsilon}}.
\]

Putting both of these scenarios together and summing over $i$, we get

\[
\mu(g^{-1}(E \varepsilon)) \geq (1 + \sigma/2) \mu(g^{-1}(E \varepsilon))
\]

given that the $\bar{E}_{a_i \varepsilon} \cup \bar{E}'_{a_i' \varepsilon}$ are disjoint for every $i$. Thus, for each pair of slabs, the doubling condition holds with $\sigma/2$ instead of $\sigma$ so it holds for $E_\varepsilon$ completing the proof. □
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9. Appendix A

9.1. Proof of Lemma 6.2
Suppose μ(P₁) ≠ ∅. If either (1 + σ) μ(ε Š) ≥ δ or (1 + σ) μ(ε Š') ≥ δ, we are done.

If both (1 + σ) μ(ε Š) < δ and (1 + σ) μ(ε Š') < δ. Then

\[
\mu(g^{-1}(\kappa \in S)) = \mu(S^1_{\kappa, \varepsilon}) + \mu(S^0_{\kappa, \varepsilon}) + \mu(S^2_{\kappa, \varepsilon})
\]

Thus, (60) gives

\[
\phi(s, \alpha) = \rho \circ X(s, \alpha) = \left( \frac{e^{X_1(s, \alpha)}}{\sum_{k=1}^{K} e^{X_k(s, \alpha)}}, \ldots, \frac{e^{X_K(s, \alpha)}}{\sum_{k=1}^{K} e^{X_k(s, \alpha)}} \right).
\]

Thus, (60) gives

\[
\mu(S_{\kappa, \varepsilon}) > \min\{ \delta, (1 + \frac{\sigma}{2}) \mu(S_\varepsilon) \}
\]

The critical point of λ₁ at x₁ = 0 would then be the only complicated part of λ₁.

9.2. Proof of Lemma 6.5: Upper bound on the loss.

Proof.

We know the DNN φ is of the form

\[
\phi(s, \alpha) = \rho \circ X(s, \alpha) = \left( \frac{e^{X_1(s, \alpha)}}{\sum_{k=1}^{K} e^{X_k(s, \alpha)}}, \ldots, \frac{e^{X_K(s, \alpha)}}{\sum_{k=1}^{K} e^{X_k(s, \alpha)}} \right).
\]

For each k ≠ i(s), X_k(s, \alpha) - X_i(s, \alpha) ≤ \max_{k \neq i(s)} X_k(s, \alpha) - X_i(s, \alpha) = -\delta X(s, \alpha).

Using (6) and (61), we obtain the following estimates on p_i(s, \alpha):

\[
\frac{1}{1 + (K - 1)e^{-\delta X(s, \alpha)}} \leq p_i(s, \alpha) \leq \frac{1}{1 + e^{-\delta X(s, \alpha)}}.
\]

Finally, (62) gives estimates on loss:

\[
\sum_{s \in T} \mu(s) \log \left( 1 + e^{-\delta X(s, \alpha)} \right) \leq \bar{L}(\alpha) \leq \sum_{s \in T} \mu(s) \log \left( 1 + (K - 1)e^{-\delta X(s, \alpha)} \right).
\]

From (63) we get

\[
\sum_{s \in G_{\eta}\varepsilon(t)} \mu(s) \log(1 + e^{-\eta s}) \leq \bar{L}(t) \leq \bar{L}(t_0).
\]
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Figure 23. Classification confidence for the toy DNN for the Example 2.1 at different stages of training.