Stability of black holes in Einstein-charged scalar field theory in a cavity
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Can a black hole that suffers a superradiant instability evolve towards a ‘hairy’ configuration which is stable? We address this question in the context of Einstein-charged scalar field theory. First, we describe a family of static black hole solutions which possess charged scalar-field hair confined within a mirror-like boundary. Next, we derive a set of equations which govern the linear, spherically symmetric perturbations of these hairy solutions. We present numerical evidence which suggests that, unlike the vacuum solutions, the (single-node) hairy solutions are stable under linear perturbations. Thus, it is plausible that stable hairy black holes represent the end-point of the superradiant instability of electrically-charged Reissner-Nordström black holes in a cavity; we outline ways to explore this hypothesis.

PACS numbers: 04.40.Nr 04.40.Bw

I. INTRODUCTION

The belief that a ‘typical’ galaxy hosts a supermassive black hole, of mass \( M \sim 10^7-10^{10} M_\odot \), is supported by dynamical evidence from nearby galaxies and extrapolation of the black hole mass–velocity dispersion relation [1]. Recent surveys suggest that a supermassive black hole may possess significant angular momentum [2, 3]. Black hole spin is conjectured to power relativistic jets [4], featuring an accretion disk and a force-free magnetosphere [5].

The Blandford-Znajek process is just one example of a Penrose process [6], in which a black hole may liberate energy and angular momentum (and/or charge) whilst still increasing its horizon area. Penrose processes are consistent with – indeed, encouraged by – the second law of black hole mechanics [7] and thus, it would appear, the second law of thermodynamics [8, 9]. One intriguing example of a Penrose process is superradiance [10], in which a low-frequency electromagnetic or gravitational wave packet is amplified by a black hole (see [11] for a recent review). In the ‘black hole bomb’ scenario [12], an exponentially-growing instability is stimulated by reflecting a superradiant field back onto the black hole. In scenarios with light bosonic fields (e.g. axions [13] or massive photons [14]), the instability may develop in the gravitationally-bound modes of the field [15–25], and thus arise spontaneously [26]. Variations on this theme involving only electromagnetic fields and accretion disks have also been discussed [27].

In this article we address a key question: can a superradiant instability, pursued into the non-linear regime, lead to a new stable hairy black hole configuration?

Superradiant instabilities appear to pose a challenge to the ‘no-hair’ (Israel-Carter) conjecture [28–30], which asserts that a perturbed black hole should settle back into a stationary state, changing only a small number of parameters (mass \( M \), angular momentum \( J \), and charge \( Q \)). The conjecture has been codified in a number of theorems in asymptotically-flat scenarios involving massless scalar, electromagnetic and gravitational fields under certain minimal assumptions [31–35]; there also exist stability theorems for Kerr spacetime [36–38]. Nevertheless, as was recently shown in Refs. [39, 40], there exists an asymptotically-flat family of Kerr black holes endowed with (complex, massive) scalar-field ‘hair’, which reduce to well-known ‘solitonic’ boson star solutions in a well-defined limit. Crucially, these new solutions lie beyond the scope of the no-hair theorems, as the scalar field is only helically-symmetric, rather than being stationary and axisymmetric. More precisely, the scalar field is only invariant under a single Killing field, which is tangent to the null generators of the horizon. Novel solutions with a single Killing field were described in Ref. [41]. For a succinct summary of the relationship between various asymptotically-flat scalar-hairy solutions, the no-hair theorems, and the violated assumptions, see Table I in Ref. [42].

In the small-amplitude regime, superradiance arises for charged scalar perturbations of the Kerr-Newman spacetime which have frequency \( \sigma \) satisfying \( \sigma(\sigma – \sigma_c) < 0 \). The critical frequency \( \sigma_c \) is given by

\[
\sigma_c = m\Omega_H + q\phi_H, \tag{1.1}
\]

with \( \Omega_H = J/2M^2r_+ \) and \( \phi_H = Q/r_+ \) the angular frequency and electric potential of the black hole horizon at \( r = r_+ = M + \sqrt{M^2 – (J/M)^2 – Q^2} \), and \( m \) and \( q \) the azimuthal mode number and charge of the scalar field, respectively. At the critical frequency \( \sigma = \sigma_c \), linear perturbations are stationary: they do not decay or grow (see e.g. Ref. [43]). In the limit of small field amplitude, the Kerr-scalar solutions in [39, 40] reduce to a Kerr black hole (\( Q = 0 \)) with a co-rotating dipolar (\( \ell = m = 1 \), where \( \ell \) is the total angular momentum mode number)
perturbation in the massive scalar field at the critical superradiant frequency, \( \sigma = \sigma_c \).

Analysing the stability of the non-linear Kerr-scalar solutions (with \( J \neq 0, Q = 0 \)) is challenging, principally because such solutions are only helically-symmetric (as well as being numerically-determined, i.e. not known in closed form). Here, we consider a simpler spherically-symmetric model, with \( J = 0, Q \neq 0 \), of scalar electrodynamics coupled to gravity [44]. In this scenario, superradiance is associated with charge, rather than angular momentum. It was shown by Bekenstein (see Ref. [31], Sec. IV) that asymptotically-flat finite-energy configurations with charged scalar-field hair are forbidden. Instead, we consider an analogue of the black hole bomb scenario of Press and Teukolsky [12], in which the black hole is enclosed by a reflecting mirror.

It was shown in Refs. [45–47] that, in the linear (small-amplitude) regime, a charged scalar field with a mirror on a Reissner-Nordstrøm black hole background (\( J = 0, Q \neq 0 \)) suffers exponential growth due to superradiance, provided the mirror is sufficiently far from the horizon. Here we consider the progression into the non-linear regime. We present charged-scalar black holes which are plausible endpoints of the charge superradiant instability, and examine their stability under perturbation.

The outline of this paper is as follows. In Sec. II we describe our Einstein-charged scalar field model and briefly review the instability of Reissner-Nordstrøm black holes under spherically symmetric charged scalar field perturbations [45–47]. We also present static, spherically symmetric black hole solutions with nontrivial charged scalar field hair. The charged scalar field has zeros outside the event horizon; the reflecting mirror can be situated at any one of these zeros. To see if these hairy black holes are plausible endpoints of the charge superradiant instability, in Sec. III we investigate their stability under linear, spherically symmetric perturbations. If the mirror is located at the first zero of the charged scalar field, we present numerical evidence that at least some of the hairy black holes are stable. Our conclusions are presented in Sec. IV.

II. BLACK HOLE SOLUTIONS WITH HAIR

A. The model

We consider a fully coupled system consisting of gravity, an electromagnetic field and a massless charged scalar field. The action is given by:

\[
S = \int \sqrt{-g} \left[ \frac{R}{16\pi G} - \frac{1}{4} F_{ab} F^{ab} - \frac{1}{2} g^{ab} D_a \Phi \ast D_b \Phi \right] d^4x, \tag{2.1}
\]

where \( F_{ab} = \nabla_a A_b - \nabla_b A_a \) is the Faraday tensor and \( D_a = \nabla_a - iq A_a \), with \( \nabla_a \) the covariant derivative, \( A_a \) the electromagnetic vector potential and \( q \) the charge of the scalar field \( \Phi \). Tensor indices are lowered and raised with the metric \( g_{ab} \) and its inverse \( g^{ab} \), and \( g \) denotes the metric determinant. Round and square brackets on indices denote symmetrized and anti-symmetrized combinations, \( X_{(ab)} = \frac{1}{2} (X_{ab} + X_{ba}) \) and \( X_{[ab]} = \frac{1}{2} (X_{ab} - X_{ba}) \).

By varying (2.1), three equation of motions are obtained

\[
\begin{align*}
G_{ab} &= 8\pi GT_{ab}, \tag{2.2a} \\
\nabla_a F^{ab} &= J^b, \tag{2.2b} \\
D_a D^a \Phi &= 0, \tag{2.2c}
\end{align*}
\]

alongside the usual Bianchi identities for the Faraday and Riemann tensors, \( \nabla_{[a} F_{bc]} = 0 = \nabla_{[a} R_{bcde]} \). The stress-energy tensor is given by \( T_{ab} = T_F + T_\Phi \) where

\[
\begin{align*}
T_{ab}^F &= F_a c_F_b c = \frac{1}{4} g_{ab} F_{cd} F^{cd}, \tag{2.3a} \\
T_{ab}^\Phi &= D^c (\Phi^* D_b) \Phi - \frac{1}{2} g_{ab} \left[ g^{cd} D^c (\Phi^* D_d) \Phi \right], \tag{2.3b}
\end{align*}
\]

and the field current \( J^a \) is given by

\[
J^a = \frac{iq}{2} \left[ \Phi^* D^a \Phi - \Phi (D^a \Phi)^* \right]. \tag{2.4}
\]

The current and stress energy are covariantly conserved, \( \nabla_a J^a = 0 = \nabla_a T_{ab} \).

The charged scalar field \( \Phi \) and vector potential \( A_a \) are defined up to the usual gauge freedom, as \( F_{ab} \) and \( D_a \Phi \) are invariant under the mapping

\[
\Phi \to e^{i\chi} \Phi, \quad A_a \to A_a + q^{-1} \chi, \tag{2.5}
\]

where \( \chi \) is any scalar field. We will make use of this freedom both when we consider static equilibrium solutions and time-dependent, spherically symmetric perturbations.

B. Linear perturbations in electrovacuum

In the case \( \Phi = 0 \), the spherically-symmetric solution of the field equations (2.2) is the Reissner-Nordstrøm black hole spacetime,

\[
ds^2 = g_{ab} dx^a dx^b = -f_{RN} dt^2 + f_{RN}^{-1} dr^2 + r^2 d\Omega^2, \tag{2.6}
\]

where (in appropriate units),

\[
f_{RN} = 1 - \frac{2M}{r} + \frac{Q^2}{r^2} = \frac{(r - r_+)(r - r_-)}{r^2} \tag{2.7}
\]

and the element of solid angle is

\[
d\Omega^2 = d\theta^2 + \sin^2 \theta d\phi^2. \tag{2.8}
\]

The quantities

\[
r_\pm = M \pm \sqrt{M^2 - Q^2} \tag{2.9}
\]
FIG. 1. The real (left) and imaginary (right) part of the frequency $\sigma_0$ of the fundamental massless scalar perturbation of Reissner-Nordström spacetime with a reflecting mirror, plotted against the mirror radius $r_m$ with (top row) fixed black hole charge $Q = 0.9$ and (bottom row) fixed scalar field charge $q = 0.5$ (we use units in which the black hole mass $M = 1$). The right-hand plots show the transition points where the imaginary part of $\sigma_0$ changes sign from negative (decaying) to positive (growing).

are, respectively, the radii of the outer (event) and inner (Cauchy) horizons.

One may introduce a small-amplitude scalar field $\Phi$, and neglect the back-reaction on the electromagnetic and gravitational fields (as $T_{ab}$ and $J^a$ are quadratic in the scalar field amplitude). Let us consider a monochromatic, spherically-symmetric perturbation with frequency $\sigma$

$$\Phi = \frac{\phi(r)}{r} e^{-i\sigma t},$$  \hspace{1cm} (2.10)

which, via Eq. (2.2c), satisfies

$$\frac{d^2 \phi}{dr_*^2} - \left[ \left( q - \frac{qQ}{r} \right)^2 - \frac{f_{RN}}{r} \frac{df_{RN}}{dr} \right] \phi = 0,$$  \hspace{1cm} (2.11)

where the tortoise coordinate $r_*$ is defined by $dr_*/dr = f_{RN}^{-1}$. The scalar field perturbation should be ingoing at the horizon, that is, regular in a (future) horizon-penetrating coordinate system, which implies that

$$\phi \sim e^{-i\sigma r_*} \text{ as } r_* \to -\infty.$$  \hspace{1cm} (2.12)

Imposing a ‘mirror’ boundary condition $\phi(r_m) = 0$ at $r = r_m$ leads to a discrete spectrum of states with, in general, complex frequencies $\sigma_n$. A positive (negative) imaginary component of frequency corresponds to exponential growth (decay). The states are labelled with $n$, the number of nodes they possess in the region $r < r_m$.

An analytic approximation for the discrete frequencies $\sigma_n$ can be found in [48]. We used this approximation as an initial input value for the frequency $\sigma_0$ of the fundamental mode $n = 0$, numerically integrating the radial perturbation equation (2.11) and searching for the value of $\sigma_0$ for which the scalar field perturbation vanishes on the mirror.

Figure 1 shows the real and imaginary parts of the fundamental mode frequency $\sigma_0$ as a function of mirror radius $r_m$, for a selection of black hole and field charges, $Q$ and $q$. The plots illustrate the following point: with the mirror placed close the black hole, the $n = 0$ mode decays exponentially; with the mirror placed far from the black hole, the $n = 0$ mode grows exponentially, generating a superradiant instability; between these regimes is a ‘transition point’, at exactly $\sigma = \sigma_c$, at which the scalar field is in equilibrium with the black hole.

In this paper we restrict our attention to a massless charged scalar field, but the superradiant instability shown in Fig. 1 is also present when a massive
charged scalar field is considered [45–47]. In Ref. [45], a frequency-domain analysis was performed and a super-radiant instability found for massive charged scalar field modes with \( \ell = m = 1 \), where \( \ell \) is the total angular momentum mode number and \( m \) the azimuthal mode number. A time-domain study was undertaken in [46], again for a massive charged scalar field. In the \( \ell = 1 \) case, the results of [46] show that at late times, the fundamental unstable mode found in [45] dominates the evolution. They also find a superradiant instability for the \( \ell = 0 \) (spherically symmetric) mode, which grows more quickly than the \( \ell = m = 1 \) unstable mode. The growth time of the \( \ell = 0 \) unstable modes of the massless charged scalar field (whose frequencies are shown in Fig. 1) is of a similar order of magnitude to those in [46] for a charged scalar field with mass \( 0.1M \). The highly-explosive (yet still linear) regime was studied in Ref. [47].

C. Static hairy black holes

At first glance, perturbations at the critical frequency \( \sigma = \sigma_c \) are time-dependent via ansatz (2.10), and thus not static. However, we may choose a gauge in which the scalar field is static, by inserting \( \chi = \sigma t \) into Eq. (2.5). This gauge transformation removes the time-dependence from the field, and introduces a static constant term to \( A_0 \). This raises the possibility that static solutions may also exist for nontrivial scalar field \( \Phi \).

1. Field equations

To investigate this possibility, we now consider the spherically symmetric spacetime defined as follows

\[
ds^2 = -f h dt^2 + f^{-1} dr^2 + r^2 d\Omega^2,
\]

where \( f = f(r) \) and \( h = h(r) \) and \( d\Omega^2 \) is given by (2.8). We may write

\[
f(r) = 1 - \frac{2m(r)}{r} \tag{2.14}
\]

where \( m = m(r) \) is interpreted as the total mass within the given radius \( r \). We assume that the static scalar field is real and depends only on the radial coordinate \( r \), setting \( \Phi = \phi(r) \). Since we are considering a spherically symmetric spacetime, we can set the \( A_\theta \) and \( A_\varphi \) components of the electromagnetic gauge potential to zero, and then use a gauge transformation (2.5) to set \( A_t \) to vanish. Thus the electromagnetic gauge potential takes the form \( A_\mu = [A_0(r), 0, 0, 0] \).

With the above ansatz, the equations of motion (2.2) yield four non-trivial equations,

\[
h' = r\kappa \left[ \frac{(qA_0\phi)}{r} + h(\phi')^2 \right], \tag{2.15a}
\]

\[
\kappa E^2 = - \frac{2}{r} \left[ f'h + \frac{1}{2} f h' + \frac{h}{r} (f - 1) \right], \tag{2.15b}
\]

\[
0 = f A'_0 + \left( \frac{2f}{r} - \frac{fh'}{2h} \right) A_0 - q^2 \phi^2 A_0, \tag{2.15c}
\]

\[
0 = f \phi'' + \left( \frac{2f}{r} + f' + \frac{fh'}{2h} \right) \phi' + \frac{(qA_0)^2}{f h} \phi, \tag{2.15d}
\]

where \( \kappa = 8\pi G \) and \( E^2 = (A'_0)^2 \). A prime denotes \( d/dr \). For \( \phi \neq 0 \), Eqs. (2.15) cannot (apparently) be solved analytically, and some numerical analysis is required.

2. Boundary conditions

Let us now consider appropriate conditions to impose on the fields at the black hole horizon \( (r = r_h) \) and at the mirror \( (r = r_m) \). We assume that there is a regular event horizon defined by \( f(r_h) = 0 \) and \( f'(r_h) > 0 \). Thus, \( m_h = m(r_h) = \frac{r_h}{4} \). We demand that all physical quantities are finite in a future-horizon-penetrating coordinate system. This implies that the vector potential is zero at the horizon, \( A(r_h) = 0 \); and \( h(r_h) \) is finite. Without loss of generality, we set \( h(r_h) = 1 \), which corresponds to a gauge choice in the definition of the time coordinate \( t \). The scalar field equation (2.15d) implies that \( \phi'(r_h) = 0 \). Hence regular Taylor series expansions of the field variables about \( r = r_h \) take the following form

\[
m = m_h + m'_h (r - r_h) + O((r - r_h)^2),
\]

\[
h = 1 + h'_h (r - r_h) + O((r - r_h)^2),
\]

\[
A_\theta = E_h (r - r_h) + \frac{A''_0}{2} (r - r_h)^2 + O((r - r_h)^3),
\]

\[
\phi = \phi_h + \frac{\phi''_h}{2} (r - r_h)^2 + O((r - r_h)^3),
\]

where \( E_h = A'_0(r_h) \) is the electric field on the horizon. Inserting these expansions back into the field equations (2.15) gives

\[
m'_h = \frac{\kappa^2 r_h^2 E_h^2}{4},
\]

\[
h'_h = \frac{4\kappa^2 r_h^3 \phi^2 E_h^2}{(\kappa^2 r_h E_h^2 - 2)^2},
\]

\[
A''_0 = \frac{2 E_h}{r_h} \left[ \frac{2\phi^2 r_h^2 \phi''_h}{(\kappa^2 r_h E_h^2 - 2)^2} - 1 \right],
\]

\[
\phi''_h = -\frac{2 \phi_h q^2 r_h^2 E_h^2}{(\kappa^2 r_h E_h^2 - 2)^2}. \tag{2.17}
\]

At fixed \( q, r_h \) and \( E_h \), these expansions are determined by just one further constant \( \phi_h \).
We insist that the scalar field vanishes at the location of the mirror
\[ \phi(r_m) = 0. \quad (2.18) \]
No further conditions are applied at \( r = r_m \), so the metric functions \( f, h \) and the electric gauge potential \( A_0 \) are unconstrained at the mirror’s location.

3. Solutions

We seek static solutions by numerically integrating the equation set (2.15). To avoid the regular singular point at \( r = r_h \), we use the series expansions (2.16–2.17) as initial data, evaluated at \( r = r_h + \epsilon \) (where typically \( \epsilon \sim 10^{-12} \)). We choose units such that \( \kappa = 8\pi G = 1 \).

Without loss of generality, one may rescale all dimensionful quantities by \( r_h \) to obtain a dimensionless equation set. Equivalently, one may simply set \( r_h = 1 \) (thus \( m_h = 1/2 \)), leaving three free parameters: \( q \), the scalar-field charge; \( \phi_h \), the scalar-field magnitude on the horizon; and \( E_h \equiv A_0'(r_h) \), the electric field on the horizon. Henceforth, these should be thought of as dimensionless quantities, in units of \( r_h \). We now explore this three-parameter solution space.

The left-hand plot in Fig. 2 shows the four field variables \( f(r), h(r), A_0(r) \) and \( \phi(r) \) for the case of scalar field charge \( q = 0.9, \phi_h = 0.4 \) and \( E_h = 0.8 \). The scalar field \( \phi(r) \) oscillates about zero; the other three field variables \( f(r), h(r) \) and \( A_0(r) \) are monotonically increasing with \( r \). Note that we do not expect that \( A_0(r), f(r) \) and \( h(r) \) will necessarily approach finite limits as \( r \to \infty \), since there are no asymptotically flat black hole solutions in this model with nontrivial scalar field hair [31]. The right-hand plot in Fig. 2 shows an example of the scalar field profile outside the horizon for three values of \( q \) with fixed \( \phi_h = 0.3 \) and \( E_h = 0.6 \). Here, the oscillating behaviour of the scalar field is more clearly seen. One could obtain a black-hole-in-a-cavity solution by placing the mirror at any of the nodes of the scalar field. For the
FIG. 4. Numerical exploration of the parameter space for static solutions with scalar field hair in a cavity. The system has three free parameters: $q$ (the charge of the field), $\phi_h$ (the scalar field on the horizon), and $E_h$ (the electric field on the horizon). The plots show two-dimensional slices of the solution space with (top row, left to right) $q = 0.1$, $q = 0.2$, (bottom row, left to right) $q = 0.4$ and $q = 0.8$. The shaded area indicates the region where solutions exist, with the scalar field having at least one node, and $f(r) > 0$ for $r > r_h$. Note that solutions exist throughout the central region all the way towards $\phi_h \to 0$, $E_h \to 0$; except along the line $E_h = 0$. The coloured lines are contours of constant mirror radius $r_m$, where $r_m$ lies at the first node of the scalar field $\phi$.

majority of this paper we will consider the case that the mirror is located at the first node.

It is possible to have different black hole configurations which share the same mirror radius, as illustrated by Fig. 3. In the left-hand plot in Fig. 3, we show three scalar field profiles $\phi(r)$ for different values of the electric field at the horizon $E_h$ and fixed scalar-field charge $q = 0.1$. Each solution, despite having different values of $\phi_h$ and $E_h$, has a node of the scalar field at $r_m \approx 27$. A further three distinct scalar field profiles are displayed in the right-hand plot in Fig. 3. For a given $E_h = 1$ (the scalar-field charge is still fixed to be $q = 0.1$), the first, second and third nodes of the scalar field share the same location.

Figure 4 illustrates the three-dimensional solution space of static hairy black holes in a cavity. The plots indicate that solutions exist in a contiguous region of $\{q, E_h, \phi_h\}$ parameter space, in which solutions with at least one node in the scalar field are permitted. Outside this region, we find that an excess of stress energy causes the metric function $f(r)$ to develop an additional zero before the scalar field develops its first node (suggesting that an additional horizon forms). We note that (i) solutions with $\phi_h = 0$ are well-known: these are the Reissner-Nordström black holes; and (ii) uncharged solutions, with $E_h = 0$ or $q = 0$, are not possible, as the scalar field does not develop a node.
III. STABILITY ANALYSIS

In the previous section, we learned that a fully coupled system of gravity and a charged scalar field admits black hole solutions with scalar hair confined within a cavity. Are such hairy configurations stable or unstable? If such solutions are stable, it is plausible that they represent the end-point of the superradiant instability for a massless charged scalar perturbation on the Reissner-Nordström background with a mirror, as described in Sec. II B. In this section we examine the stability of the hairy black hole configurations under linear, spherically symmetric, perturbations.

A. Dynamical equations

We begin by outlining the ansatz for the field variables. We consider a spherically symmetric metric of the form (2.13), but with the functions $f(t, r)$ and $h(t, r)$ depending on time $t$ as well as the radial coordinate $r$. The scalar field $\Phi = \phi(t, r)$ similarly is time-dependent but is now complex. By virtue of spherical symmetry, we can set $A_\theta = 0 = A_\phi$. Using (2.5), we may apply a gauge transformation to eliminate $A_r$, leaving $A_\mu$ with only a temporal component, $A_\mu = [A_0(t, r), 0, 0, 0]$.

It is convenient to introduce a new metric variable,

$$\gamma = fh^{1/2}. \tag{3.1}$$

From the Einstein field equations (2.2a), and, in particular, from the combinations $G_{tt}$, $G_{tt} + \gamma^2 G_{rr}$ and $G_{tt} - \gamma^2 G_{rr}$, we obtain

$$\frac{f'}{f} = -\frac{r}{2\gamma^2} (\tau + fE^2) + \frac{1}{f'} (1 - f), \tag{3.2a}$$

$$\frac{h'}{h} = \frac{r\tau}{\gamma}, \tag{3.2b}$$

$$\frac{\gamma'}{\gamma} = -\frac{r}{2\gamma^2} fE^2 + \frac{1}{f'} (1 - f), \tag{3.2c}$$

where

$$\tau \equiv |\dot{\phi}|^2 + |\gamma \phi'|^2 + q^2 A_0^2 |\phi|^2 + 2qA_0 \text{Im}(\dot{\phi}^*). \tag{3.3}$$

Here, the dot ' and prime ' denote partial derivatives with respect to $t$ and $r$, respectively, and the asterisk * denotes complex conjugation. We note the equation for $\gamma$ has no dependence on $\tau$, and thus it does not explicitly depend on the scalar field $\phi$.

There is one further independent, nontrivial component of the Einstein field equations (2.2a), namely the $G_{tr}$ component, which gives

$$-\frac{\dot{f}}{f} = r \text{Re} \left( \dot{\phi}^* \phi' \right) + rqA_0 \text{Im} \left( \phi'^* \phi \right). \tag{3.4}$$

Note that in the static limit this component is identically zero.

From the $t$ and $r$ components of the Maxwell equations (2.2b) we obtain two dynamical equations

$$\frac{\gamma}{r^2} \left( \frac{r^2 A_0}{h^{1/2}} \right)' = J_t = q^2 |\phi|^2 A_0 - q \text{Im} \left( \dot{\phi}^* \right), \tag{3.5a}$$

$$\frac{1}{r} \partial_t \left( \frac{rA_0}{h^{1/2}} \right) = \gamma J_r = -q \text{Im}(\gamma \phi' \phi^*). \tag{3.5b}$$

The scalar field equation (2.2c), first written in the form $r fh D^\mu D_\mu \phi = 0$, yields

$$0 = -\ddot{\psi} + \frac{\dot{\gamma}}{\gamma} \dot{\psi} + \gamma (\gamma \psi')' - \frac{\gamma}{r} \psi + 2i q A_0 \dot{\psi} + i q \dot{A}_0 \psi$$

$$- i q \frac{\gamma}{r} A_0 \psi + q^2 A_0^2 \psi, \tag{3.6}$$

where

$$\psi = r \phi. \tag{3.7}$$

The equations (3.2–3.6) govern how the spacetime metric, electromagnetic field and the massless scalar field evolve with time.

B. Perturbation equations

Our aim in this section is to study the stability of the hairy black holes found previously in Sec. II C. We therefore now consider linear perturbations around a non-vacuum solution by introducing the following notation:

$$f = \tilde{f}(r) + \delta f(t, r),$$

$$h = \tilde{h}(r) + \delta h(t, r),$$

$$\gamma = \tilde{\gamma}(r) + \delta \gamma(t, r),$$

$$A_0 = \tilde{A}_0(r) + \delta A_0(t, r),$$

$$\psi = \tilde{\psi}(r) + \delta \psi(t, r). \tag{3.8}$$

In this formalism, $\tilde{f}$ is the equilibrium quantity and $\delta f$ is the perturbation. We assume that only $\delta \psi$ is a complex variable while all other quantities are real. From (3.2, 3.4–3.6) six independent dynamical equations can be obtained. For the remainder of this section, we work to first order in the perturbations.
First, (3.2a) gives
\[
\frac{\delta f'}{f} + \left[ \frac{1}{r f^2} + \frac{r (A_0')^2}{2 \gamma^2} - \frac{\tilde{p}'}{f^2} \right] \delta f = -r \tilde{f} \bar{A}_0' \delta A_0' - \frac{\bar{A}_0 q \bar{\psi}^2}{r \gamma^2} \delta \bar{A}_0 + \frac{1}{\gamma^3} \left[ \frac{q^2 \bar{A}_0^2 \bar{\psi}^2}{r} + r \bar{f} (\bar{A}_0')^2 \right] \delta \gamma
\]
\[- \frac{iq \bar{A}_0 \bar{\psi}}{2 r \gamma^2} \left( \delta \bar{\psi} - \delta \bar{\psi}^* \right) + \left[ \frac{\bar{\psi}}{2 \gamma^2} - \frac{\bar{\psi}'}{2 r} \delta \gamma \right](\delta \bar{\psi} + \delta \bar{\psi}^*).
\]
\[\delta h' - \frac{\bar{A}_0 q \bar{\psi}^2}{r \gamma^2} \delta A_0 + \frac{2 q^2 A_0^2 \bar{\psi}^2}{r \gamma^3} \delta \gamma = \frac{iq \bar{A}_0 \bar{\psi}}{2 r \gamma^2} \left( \delta \bar{\psi} - \delta \bar{\psi}^* \right) + \left[ \frac{\bar{\psi}}{2 \gamma^2} - \frac{\bar{\psi}'}{2 r} \delta \gamma \right](\delta \bar{\psi} + \delta \bar{\psi}^*).
\]
\[\frac{\delta \gamma'}{\gamma} = \frac{1}{\gamma^2} \left[ \frac{r \bar{f} (\bar{A}_0')^2}{\gamma} + \frac{\gamma'}{\gamma} \right] \delta \gamma + \frac{r \bar{f} A_0' \bar{\psi}^2}{\gamma^2} \delta A_0 + \left[ \frac{1}{r f^2} + \frac{r A_0'}{2 \gamma^2} \right] \delta f = 0.
\]
Note that Eq. (3.9c) is not an independent equation because it can be derived directly from the definition of \(\delta \gamma = \delta (fh^{1/2})\) and Eqs. (3.9a–3.9b). The final component of the Einstein field equations (3.4) takes the form
\[- \frac{\delta \tilde{f}}{r} = \left[ \frac{\bar{\psi}'}{2 r} - \frac{\bar{\psi}}{2 r^2} \right] (\delta \bar{\psi} + \delta \bar{\psi}^*) + \frac{i q \bar{A}_0 \bar{\psi}'}{2 r} (\delta \bar{\psi} - \delta \bar{\psi}^*) - \frac{i q \bar{A}_0 \bar{\psi}'}{2 r} (\delta \bar{\psi} - \delta \bar{\psi}^*).
\]
The two components of the Maxwell equations (3.5) yield the following expressions,
\[\frac{\gamma}{\sqrt{h}} \delta A_0'' + \frac{\gamma'}{\sqrt{h}} \left[ \frac{2}{r} \left( \frac{\bar{A}_0'}{2 h} \right) - \frac{\tilde{h}'}{2h} \delta A_0' - \frac{q^2 \bar{\psi}^2}{r^2} \delta A_0 = \frac{q^2 \bar{A}_0 \bar{\psi}^2}{r \gamma^2} \delta A_0 + \frac{\gamma}{Îh} \left[ \frac{1}{2 h} \left[ \frac{\bar{A}_0 q \bar{\psi}^2}{r} - \frac{\gamma A_0' \bar{h}'}{h \sqrt{h}} \right] \delta h
\]
\[\frac{\delta \bar{A}_0}{\sqrt{h}} - \frac{\bar{A}_0}{2 h \sqrt{h}} \delta \bar{h} = \frac{iq \bar{A}_0 \bar{\psi}'}{2 r^2} (\delta \psi - \delta \psi^*) - \frac{i q \bar{A}_0 \bar{\psi}'}{2 r^2} (\delta \psi - \delta \psi^*) = 0.
\]
Lastly, the Klein-Gordon equation (3.6) yields
\[0 = -\bar{\delta} \bar{\psi} + \gamma^2 \delta \psi'' + 2 i q \bar{A}_0 \delta \psi + \gamma \gamma' \delta \psi' + \left[ q^2 \bar{A}_0^2 - \frac{\gamma \gamma'}{r} \right] \bar{\psi} - \frac{i q \bar{A}_0 \bar{\psi}}{r} \delta \gamma + \left[ \frac{\gamma \gamma'}{r} \right] \bar{\psi}' \delta \gamma' + \left[ \frac{2 \gamma \gamma''}{r} + \gamma \bar{\psi}' - \frac{\bar{\psi}'}{r} \right] \delta \gamma + i q \bar{\psi} \delta \bar{A}_0 + 2 q^2 \bar{\psi} \bar{A}_0 \delta A_0.
\]
It can be seen from (3.9d, 3.9f) that the imaginary part of the scalar field perturbation, \(\text{Im}(\delta \psi)\), is out of phase with \(\delta f, \delta h, \delta A_0\) and the real part of \(\delta \psi\). For this reason, we decompose the perturbed scalar field in the following way
\[\delta \psi(t, r) = \delta u(t, r) + i \delta w(t, r),
\]
where \(u(t, r)\) and \(w(t, r)\) are real perturbations. This definition implies that \(\delta w(t, r)\) is only determined up to an arbitrary function of \(r\). With the definition (3.10), the Klein-Gordon equation (3.9g) can be now separated into two independent equations, corresponding to the real and imaginary parts.

By integrating once with respect to time \(t\), (3.9d, 3.9f) imply that
\[\frac{\delta f}{f} = \frac{1}{r} \left[ \frac{\bar{\psi}'}{r} - \bar{\psi} \right] \delta u - \frac{q A_0 \bar{\psi}'}{r} \delta w + \frac{q A_0 \bar{\psi}'}{r} \delta w' + \delta F(r),
\]
\[\frac{\delta h}{h \sqrt{h}} = -\frac{2 q \bar{\psi}'}{r^2 A_0' \delta w} + \frac{2 q \bar{\psi}'}{r^2 A_0' \delta w'} + \frac{2}{r h A_0} \delta A_0' + \delta H(r),
\]
where $\delta F(r)$ and $\delta H(r)$ are arbitrary functions of the radial coordinate $r$. Thus it is straightforward to obtain

$$\delta \gamma = \frac{\gamma}{r} \left[ \frac{\bar{\psi}}{r} - \psi' \right] \delta u - \frac{q^2 \bar{\psi}' \bar{A}_0}{r^2 A_0^2} \left[ \frac{f h + r \bar{A}_0 A_0}{2} \delta w + \frac{q^2 \bar{\psi} \bar{A}_0}{r^2 A_0^2} \left( \bar{h} + r \bar{A}_0 A_0 \right) \right] \delta w' + \frac{\gamma}{A_0} \delta A_0 + \gamma \delta F + \frac{\bar{f} h}{2} \delta H. \tag{3.11c}$$

Equations (3.11) allow us to rewrite the metric perturbations $\delta f, \delta h$ and $\delta \gamma$ in terms of the matter perturbations $\delta u, \delta w$ and $\delta A_0$, and hence eliminate the metric perturbations from the Maxwell (3.9e–3.9f) and Klein-Gordon (3.9g) equations. Moreover, it is possible to construct the following linear first-order differential equation, from (3.9a, 3.9e)

$$\delta F' + \left[ \frac{f}{f} + \frac{h'}{2h} + \frac{1}{r} \right] \delta F = \frac{r \bar{A}_0 \bar{A}_0'}{2\gamma} \delta H' + \frac{r \bar{A}_0 A_0}{2\gamma^2} \left[ \frac{q^2 \bar{A}_0 \bar{h} \bar{\psi}^2}{r} + \frac{\bar{f} A_0^2}{A_0} + \frac{\bar{f} h A_0'}{2\sqrt{h}} \right] \delta H. \tag{3.12}$$

The above equation is integrable, with solution

$$\delta F = \frac{r \bar{A}_0 \bar{A}_0'}{2\gamma} \delta H \tag{3.13}$$

up to an overall constant. We can use this relation to eliminate $\delta H$ from the perturbed field equations.

To find the equations for the matter perturbations, we begin with (3.9a), obtaining the following equation once the metric perturbations have been eliminated:

$$0 = \delta \bar{w} - \bar{\gamma}^2 \delta w'' - \left[ -\bar{\gamma} \gamma + \frac{q^2 \bar{\psi} \bar{A}_0}{r^2 A_0} \right] \delta u' + \left[ -q^2 A_0^2 + \frac{f h}{r^2} - \frac{\bar{f} A_0^2}{2} - \frac{q^2 A_0 A_0' \bar{\psi} \bar{\psi}'}{2r^2} \right] \delta w \quad \delta F' + \left[ \frac{f}{f} + \frac{h'}{2h} + \frac{1}{r} \right] \delta F = \frac{r \bar{A}_0 A_0'}{2\gamma} \delta H' + \frac{r \bar{A}_0 A_0}{2\gamma^2} \left[ \frac{q^2 A_0 \bar{h} \bar{\psi}^2}{r} + \frac{\bar{f} A_0^2}{A_0} + \frac{\bar{f} h A_0'}{2\sqrt{h}} \right] \delta H, \tag{3.14}$$

where

$$A = \bar{f} h + r \bar{A}_0 A_0. \tag{3.15}$$

The imaginary part of scalar field equation (3.9g) can be integrated once with respect to time to give

$$0 = \delta \bar{w} - \bar{\gamma}^2 \delta w'' - \left[ -\bar{\gamma} \gamma + \frac{q^2 \bar{\psi} \bar{A}_0}{r^2 A_0} \right] \delta u' + \left[ -q^2 A_0^2 - \frac{q^2 A_0 A_0' \bar{\psi} \bar{\psi}'}{r} \right] \delta w \quad \delta F' + \left[ r \left( \frac{\bar{\psi}}{r} \right)^2 - \frac{\bar{A}_0^2}{A_0} - \frac{1}{r} \right] \delta F = \frac{q A_0 \bar{A}_0}{A_0} \delta G \tag{3.16}$$

where $\delta G(r)$ is an arbitrary function of the radial coordinate $r$. We next compare the two equations (3.14, 3.16). This gives another linear first-order equation, this time for $\delta F$ and $\delta G$:

$$0 = \delta F' + \left[ r \left( \frac{\bar{\psi}}{r} \right)^2 - \frac{\bar{A}_0}{A_0} - \frac{1}{r} \right] \delta F + \frac{q A_0 \bar{A}_0}{A_0} \delta G. \tag{3.17}$$

We will return to Eq. (3.17) in the next section where we eliminate the unknown functions $\delta F(r)$ and $\delta G(r)$. For the last step in our derivation of the linearised perturbation equations, we use (3.9b, 3.9c) to eliminate $\delta \bar{w}$ and $\delta A_0$ from the real part of the Klein-Gordon equation (3.9g).

Following these steps, we may obtain three equations governing three perturbations: $\delta u, \delta w$ and $\delta A_0$. The first equation is derived from the real part of the Klein-Gordon equation (3.9g) and takes the form

$$0 = \delta \bar{u} - \frac{\bar{\gamma}^2 \delta u'' - \bar{\gamma} \bar{\gamma}'}{r} \delta u' + \left[ 3q^2 A_0^2 + \frac{\bar{\gamma} \bar{\gamma}'}{r} \right] \delta u\left( \frac{\bar{\psi}}{r} \right)^2 + \left( \frac{\bar{\psi}}{r} \right)^2 + \frac{\bar{\psi} \bar{\psi}'}{r} \delta w' + q A_0 \left[ 3q^2 A_0^2 - \frac{2\bar{\gamma} \bar{\gamma}'}{r} \right] \delta w + \frac{2r \bar{\gamma}^2}{\bar{\psi}} \delta F' + \frac{3q^2 A_0^2}{r} \left( \frac{\bar{\psi}}{r} \right)^2 + \left( \frac{\bar{\psi}}{r} \right)^2 \delta F. \tag{3.18a}$$
The second equation is obtained from (3.16), after application of (3.17),

\[
0 = \delta \bar{w} - \gamma^2 \delta w'' + \left[ -\gamma \gamma' + \frac{q^2 \bar{A}_0 \bar{w}^2}{r^2 A_0} \right] \delta w' + \left[ -q^2 \bar{A}_0^2 - \frac{q^2 \bar{A}_0 \bar{w} \psi'}{r^2 A_0} \right] \delta w - q \bar{A}_0 \left[ 2 + r \left( \frac{\psi}{r} \right) \left( \frac{\bar{w}}{r} \right) \right] \delta u
+ \frac{q \bar{A}_0 \bar{w}}{A_0} \delta A_0' - q \bar{w} \delta A_0 - \frac{r \bar{w}^2}{q \bar{A}_0 \psi} \delta f' + \frac{r \bar{w}^2}{q \bar{A}_0 \psi} \frac{1}{r} \frac{f'}{r} + \frac{A'_0}{A_0} + \frac{\bar{A}_0'}{A_0} - r \left( \frac{\bar{w}}{r} \right) \right] \delta F. \tag{3.18b}
\]

The third equation comes from the Einstein field equation (3.9c)

\[
0 = \frac{q \bar{w}}{A_0^2 r^2} \delta w'' + \frac{q \bar{w}}{A_0^2 r^2} \left[ \frac{\gamma'}{A_0 A_0' \gamma} - \frac{q^2 \bar{w}^2 \bar{h}}{r^2 A_0^2} \right] \delta w' + \frac{q \bar{w} \bar{A}_0}{r^2} \left[ \frac{A}{r A_0 A_0' \gamma} - \frac{q^2 \bar{w} \bar{h} \psi'}{r^2 A_0^2} \right] \delta w
- \left( \frac{\bar{w}}{r} \right)' \delta u' - \left[ \left( \frac{\bar{w}}{r} \right)'' + \left( \frac{1}{r} + \frac{\gamma'}{r \gamma} \right) \left( \frac{\bar{w}}{r} \right)' \right] \delta u + \left[ \frac{\delta A_0'}{A_0} \right]' + \left[ \frac{A}{r A_0 A_0' \delta F} \right]' - \left[ \frac{1}{r f} + \frac{\bar{A}_0'}{A_0} + \frac{r \bar{A}_0^2}{2 fh} \right] \delta F. \tag{3.18c}
\]

To summarise, we have obtained two dynamical equations (3.18a, 3.18b) which involve time derivatives, and one constraint equation (3.18c) which contains only derivatives with respect to \( r \). Note that that all these equations (3.18) only contain radial derivatives of the electric potential perturbation \( \delta A_0 \), and not time derivatives. Essentially, this is due to residual gauge freedom (as discussed in Sec. III A), which means that an arbitrary global function of time can be added to \( \delta A_0 \) without changing physical quantities such as the electromagnetic field.

### C. Boundary conditions

We now consider the boundary conditions for the perturbed field variables at two boundaries, i.e. at the black hole horizon \( (r = r_h) \) and at the mirror \( (r = r_m) \). Near the horizon, we impose ingoing boundary conditions

\[
\delta u(t, r) = \text{Re} \left[ e^{-i \sigma (t + r - r_*)} \tilde{u}(r) \right],
\]

\[
\delta w(t, r) = \text{Re} \left[ e^{-i \sigma (t + r - r_*)} \tilde{w}(r) \right],
\]

\[
\delta A_0(t, r) = \text{Re} \left[ e^{-i \sigma (t + r - r_*)} \tilde{A}_0(r) \right], \tag{3.19}
\]

where \( r_* \) is the tortoise coordinate defined by

\[
\frac{d r_*}{d r} = \bar{\gamma}. \tag{3.20}
\]

Here, \( \tilde{u}, \tilde{w} \) and \( \tilde{A}_0 \) are complex functions which depend only on the radial coordinate \( r \) and have Taylor series expansions near the horizon of the form

\[
\tilde{u} = \tilde{u}_0 + \tilde{u}_1 (r - r_h) + O(r - r_h)^2,
\]

\[
\tilde{w} = \tilde{w}_0 + \tilde{w}_1 (r - r_h) + O(r - r_h)^2,
\]

\[
\tilde{A}_0 = \tilde{A}_1 (r - r_h) + \tilde{A}_2 (r - r_h)^2 + O(r - r_h)^3. \tag{3.21}
\]

Before we proceed further, we noted earlier that adding an arbitrary function of \( r \) to \( \delta w \) makes no difference to the scalar field perturbation \( \delta \psi \). This freedom allows us to set \( \delta \psi = 0 \) in (3.16). Hence, (3.17) is solvable using the conventional integrating factor method and the solution is given by

\[
\delta F = K \frac{r \bar{A}_0 A_0'}{f} \exp \left[ - \int_{r_h}^r \frac{r \bar{w}}{r} \right] dr, \tag{3.22}
\]

where \( K \) is a constant of integration. As ingoing boundary conditions are required for all perturbations, including the metric variables \( \delta f, \delta \bar{h} \) (and thus \( \delta \gamma \)), it must be the case from Eq. (3.11a) that \( \delta F = 0 \) at \( r = r_h \). Therefore we must set \( K = 0 \) in (3.22), and so \( \delta F \) vanishes identically. Thus \( \delta F' \) and \( \delta F \) are eliminated from the perturbation equations (3.18) by our choice of boundary conditions.

By inserting (3.19, 3.21) into the perturbation equations (3.18), we find that \( \tilde{u}_1, \tilde{w}_1, \tilde{A}_1 \) and \( \tilde{A}_2 \) can be expressed in terms of \( \bar{u}_0, \bar{w}_0 \) and \( \sigma \). The simpler of these expressions are

\[
\tilde{A}_1 = \frac{i q \sigma \phi_h (2 + r_h^2 E_h^2)}{r_h (-2 + 2 i r_h \sigma)} \bar{w}_0,
\]

\[
\tilde{u}_1 = \frac{-8 q E_h^2 \sigma^2 r_h^2 \bar{w}_0 + (-2 + r_h^2 E_h^2)^2 \bar{w}_0}{r_h (-2 + 2 i r_h \sigma + r_h^2 E_h^2)} \tag{3.23}
\]

while the expressions for \( \tilde{w}_1 \) and \( \tilde{A}_2 \) are sufficiently complicated to be omitted here. Thus with given values for the background parameters \( q, \phi_b \) and \( E_h \), the boundary conditions (3.19) depend on three additional parameters, namely \( \bar{u}_0, \bar{w}_0 \) and \( \sigma \). We emphasize that the parameters \( \bar{u}_0, \bar{w}_0 \) and \( \sigma \) are all complex. The physical perturbations arise from taking the real part in (3.19).

At the mirror \( r = r_m \), the scalar field perturbation \( \delta \psi \) (like the background scalar field \( \psi \)) must vanish. The perturbations of the metric functions and electric potential are unconstrained there. Since the real and imaginary parts of the scalar field perturbation (3.10) take the form (3.19), at the mirror the functions \( \bar{u}(r) \) and \( \bar{w}(r) \)
must satisfy

\[ \ddot{u}(r_m) = 0 = \ddot{w}(r_m). \]  

(3.24)

We require both the real and imaginary parts of \( \ddot{u}(r) \) and \( \ddot{w}(r) \) to vanish at the mirror so that the real and imaginary parts of the scalar field perturbation (given by (3.19)) vanish for all time \( t \), when the real part in (3.19) is taken.

In summary, using the form (3.19) for the matter perturbations, we now have three ordinary differential equations (3.18) for three unknown functions of \( r \), namely: \( \ddot{u}, \ddot{w} \) and \( \dot{E}_0 \). Together with the boundary conditions (3.19, 3.24), we now have a system which can be solved numerically.

### D. Method and Results

We implement a shooting method to numerically solve the boundary value problem (3.18, 3.19, 3.24). Since both the perturbation equations and boundary conditions are linear, we set the overall scale of the perturbations so that \( \bar{w}_0 \) is fixed to be unity. This leaves two free parameters, \( \bar{w}_0 \) and \( \sigma \), which we use as shooting parameters. The process of numerical integration is as follows. Firstly, we specify the background parameters \( q, \phi_h \) and \( \bar{E}_h \), then integrate the static field equations. We obtain the numerical hairy black hole solution and find the location of the first zero of the equilibrium scalar field, setting this to be the mirror location \( r_m \). Secondly, the three coupled perturbation equations (3.18) are solved by searching for values of \( \bar{u}_0 \) and \( \sigma \) such that the boundary conditions (3.19, 3.24) are satisfied. We are particularly interested in the sign of the imaginary part of the frequency, \( \text{Im}(\sigma) \). Perturbations for which \( \text{Im}(\sigma) < 0 \) are stable and decay exponentially in time, whereas perturbations for which \( \text{Im}(\sigma) > 0 \) are unstable, growing exponentially in time.

As an example, we plot in Fig. 5 the behaviour of \( \ddot{u}, \ddot{w} \) and \( \dot{A}_0 \) for scalar charge \( q = 0.1 \), with horizon values for the electric field \( E_h = 0.8 \) and scalar field \( \phi_h = 1.2 \). The corresponding eigenvalue \( \sigma \) is \( 0.1731 - 0.0038i \) and \( \bar{u}_0 = 0.4397 + 0.0231i \). The horizontal and vertical lines are included to help visualise where the perturbation functions vanish and the location of the mirror. For this example the mirror is situated at \( r_m \approx 24 \), which is the first zero of the equilibrium scalar field.
FIG. 6. The real (left) and imaginary (right) part of the mode frequency $\sigma$ is plotted as a function of (top row) the mirror radius $r_m$ and (bottom row) the equilibrium scalar field on the horizon $\phi_h$, for $q = 0.1$, $\phi_h \in (0, 1.4)$ and various values of $E_h$. The mirror is located at the first zero of the equilibrium scalar field. In all these plots, $\text{Im}(\sigma) < 0$, and the perturbations decay exponentially in time.

FIG. 7. The real (left) and imaginary (right) part of the mode frequency $\sigma$ is plotted as a function of the electric field at the horizon $E_h$, for $q = 0.1$ and various values of $\phi_h$. The mirror is located at the first zero of the equilibrium scalar field. In the right-hand plot, $\text{Im}(\sigma) < 0$ and we have plotted the logarithm of the modulus of $\text{Im}(\sigma)$.

cal method breaks down when $\phi_h$ is very small and the mirror location is far from the black hole event horizon. When $\phi_h$ is greater than $\sim 1.4$, no static black hole solutions exist with nontrivial scalar field hair (see Fig. 4); in the case where $E_h = 0.8$, static hairy black holes cannot be found for $\phi_h$ larger than $\sim 1.2$. As can be clearly seen in the $\text{Im}(\sigma)$ plots, all black hole solutions examined appear to be linearly stable against spherically symmetric perturbations.

Figure 6 shows how $\text{Im}(\sigma)$ decreases (so that the perturbations decay more rapidly) and $\text{Re}(\sigma)$ increases as $\phi_h$ is increased, and the mirror moves closer to the black hole horizon. For the values of $E_h$ shown in this figure, $\text{Im}(\sigma)$ also decreases as $E_h$ increases for fixed $\phi_h$. 
Figure 7 illustrates the real (left) and imaginary (right) part of the frequency $\sigma$ against the electric field at the horizon $E_h$ for three distinct values of $\phi_h$. It remains the case that $\text{Im}(\sigma) < 0$; as it can take a small value, we plot the logarithm of the modulus of $\text{Im}(\sigma)$. As the electric field on the horizon, $E_h$, increases for fixed $\phi_h$, then $\text{Re}(\sigma)$ increases and $\text{Im}(\sigma)$ decreases. Furthermore, as $\phi_h$ increases, $\text{Re}(\sigma)$ increases and $\text{Im}(\sigma)$ decreases.

Let us now explore the effect of changing the scalar-field charge $q$. We may fix the values of $\phi_h$ and $E_h$, and vary $q$. Figure 8 shows $\text{Re}(\sigma)$ (left) and $\text{Im}(\sigma)$ (right) as functions of the charge of the scalar field $q$. Once again, we find only stable modes with $\text{Im}(\sigma) < 0$. As the scalar-field charge $q$ increases, we see that $\text{Re}(\sigma)$ increases and $\text{Im}(\sigma)$ decreases.

In Fig. 9, four different scalar-field charges are chosen, and the value of the equilibrium scalar field on the horizon is fixed to be $\phi_h = 0.2$, with $E_h$ varying. Notice that as $q$ increases the real part of the frequency $\sigma$ increases and the imaginary part decreases (we plot the magnitude of $\text{Im}(\sigma)$ on a logarithmic scale as it is small). Moreover, from Fig. 9, we observe that as $q$ decreases, the curves for $\text{Re}(\sigma)$ and $\text{Im}(\sigma)$ cover a greater range of $E_h$ values. This is due to the fact that as $q$ becomes smaller the twodimensional phase space of static solutions expands (see Fig. 4).

Finally, in Fig. 10 we display the real (left) and imaginary (right) part of the frequency $\sigma$ as a function of mirror radius $r_m$ (top row) and the value of the equilibrium scalar field on the horizon $\phi_h$ (bottom row) for fixed scalar charge $q = 0.2$. This should be compared with the corresponding plot in Fig. 6 for $q = 0.1$. We see in Fig. 10 that as $E_h$ increases the range of values of $\phi_h$ also increases. This can be understood from the phase space plot of the static solutions (upper-right-hand plot in Fig. 4). Again, $\text{Im}(\sigma)$ remains negative. As in previous figures, with fixed $E_h$, increasing $\phi_h$ increases $\text{Re}(\sigma)$ and decreases $\text{Im}(\sigma)$, while increasing $E_h$ for fixed $\phi_h$ decreases $\text{Im}(\sigma)$.

In all the figures considered so far in this section, the mirror was located at the first zero of the equilibrium scalar field. We have found a consistent picture: for each
static hairy black hole, we can only find perturbations which decay exponentially in time. We conclude that the static hairy black holes with the mirror at the first zero of the equilibrium scalar field appear to be stable.

We close this section by considering some results when the mirror is located at the second zero of the equilibrium scalar field, providing an example plot in Fig. 11. The real (left) and imaginary (right) part of the frequency $\sigma$ are plotted against mirror radius $r_m$ (top row) and the value of the scalar field on the horizon $\phi_h$ (bottom row) for fixed $q = 0.1$. In contrast to the first-zero case, we now find perturbations with $\text{Im}(\sigma) > 0$ for all the static black hole solutions considered in Fig. 11, so that the perturbations grow exponentially in time. We conclude that static hairy black holes with the mirror at the second zero of the equilibrium scalar field are unstable. We conjecture that if the mirror was located at a node after the second zero of the equilibrium scalar field, then the hairy black holes would remain unstable.

IV. CONCLUSIONS

When a charged scalar field interacts with an electrically charged Reissner-Nordström black hole surrounded by a reflecting mirror, superradiantly-unstable modes exist [45, 46]. A natural question arises: what is the endpoint of this instability? This question has been the focus of our work in this paper.

Working in the frequency domain, we have confirmed the time-domain results of [46], namely that the charged scalar field, linearized around the $\Phi = 0$ background, has spherically symmetric unstable modes, if the mirror is sufficiently far from the black hole horizon. This led us to consider non-linear spherically symmetric solutions of the fully coupled Einstein-charged scalar field theory as possible end-points of this superradiant instability. In the ‘scalar electrodynamics’ model, a charged complex scalar field is coupled to an electromagnetic field and the usual Einstein-Hilbert gravitational Lagrangian. Solving the equilibrium field equations, we found black hole solutions with a nontrivial scalar field which oscillates about zero. We may place a reflecting mirror at any one of the nodes of the scalar field, to obtain a black hole in a cavity. It is important to note that the solutions we find do not contradict the no-hair theorem of Bekenstein [31] which applies in the absence of a mirror-like boundary.

To investigate whether these hairy black holes could be possible end-points of the superradiant instability, we have considered spherically symmetric perturbations of
the hairy black hole solutions. These perturbations satisfy ingoing boundary conditions on the horizon. Furthermore, the perturbations of the charged scalar field vanish on the mirror. The resulting perturbation equations, though linear, are highly coupled and can (we believe) only be solved numerically.

With the mirror placed at the first zero of the equilibrium scalar field, we find no evidence of any instabilities: all such equilibrium solutions appear to be stable under small perturbations. On the other hand, if the mirror is placed at the second zero of the equilibrium scalar field, we find unstable perturbations which grow with time. We conjecture that the same result would hold if the mirror were situated at the third or subsequent zeros of the equilibrium scalar field.

Let us now consider the implications of these results in a wider context. It is known that a superradiant instability can also arise when a charged black hole is embedded in a spherically-symmetric sector of supergravity/higher-dimensional theories. Two influential ideas underpinning this work can be traced through Refs. [41, 48–51]: (i) ‘hairy’ stationary solutions are plausible endpoints of the superradiant instability; and (ii) in the limit of small field amplitude, the hairy solutions connect to (perturbed) vacuum solutions endowed with linear perturbations at the critical superradiant frequency $\sigma_c$. It is plausible that the stability properties of the four-dimensional hairy black holes, considered here, may be shared by their higher dimensional, non-asymptotically flat cousins. However, this remains to be investigated.

Our view is that the ‘scalar electrodynamics’ model may also provide insight into the development of superradiant instabilities in astrophysical systems. However, we should proceed with an element of caution, for two reasons. First, in the Kerr black hole case, superradiance is promoted by angular momentum, rather than charge. Thus, the Kerr instability does not appear in the spherically-symmetric sector, making any stability analysis considerably more involved. Second, in the Kerr case, instabilities can arise spontaneously in bound states of an (ultra-light) massive bosonic field. By contrast, in the charged case, the competition between gravitational attraction and electrostatic repulsion means that bound
states cannot form in the superradiant frequency regime; thus the artifice of a mirror is necessary. These factors suggest that one should be cautious when attempting to infer from analogy.

This work was motivated, in part, by the recent discovery of a Kerr-scalar family of (asymptotically-flat and four-dimensional) black hole solutions [39, 40]. The discovery inspired Herdeiro and Radu [52] to propose the following conjecture: ‘a (hairless) black hole which is afflicted by the superradiant instability of a given field must allow hairy generalizations with that field’. (As noted in Ref. [40], the given field should also generate a stress-energy with appropriate Killing symmetries; this excludes, for example, a real scalar field). Our equilibrium charged-scalar black hole solutions (Sec. II C) are in accord with Herdeiro and Radu’s conjecture. One could also envisage a stronger conjecture: ‘a (hairless) black hole solution afflicted by a superradiant instability of a given field may naturally evolve towards a hairy black hole solution which is stable under perturbations in that field’. When the mirror is located at the first zero of the equilibrium scalar field, our charged-scalar black hole solutions are stable (at least to time-periodic, linear, spherically symmetric perturbations). We have therefore conjectured that they are possible end-points of the superradiant instability discovered in [45, 46], in accord with our stronger version of the Herdeiro/Radu conjecture. We should mention that the stronger conjecture is somewhat provocative, as it is apparently in tension with numerical simulations in the Kerr case which suggest that nonlinear effects lead to collapse of the field, and a subsequent explosive phenomenon, known as a ‘bosenova’ [53] (for other perspectives see Refs. [54–58]).

In order to ascertain whether these hairy charged-scalar black holes are indeed (i) stable under more generic perturbations, and (ii) natural end-points of the vacuum superradiant instability, a full nonlinear time-domain numerical simulation would be required. One could start with a small perturbation of a Reissner-Nordström black hole in a cavity, and track the development of the instability into the nonlinear regime. Such a nonlinear simulation would be a technical achievement, as (i) the horizon would be dynamical, and (ii) the growth rate of the superradiantly unstable modes of the Reissner-Nordström black hole in a cavity is about two orders of magnitude smaller than their frequency. Here, the methods of numerical relativity may find a further application [59]. Such simulations could be greatly simplified by restricting to spherical symmetry, which is not possible in the Kerr context. Alternatively, as a starting point, it would be instructive to perform a time-domain analysis of linear, spherically symmetric perturbations of the equilibrium charged-scalar hairy black holes presented in this paper, in order to confirm the frequency-domain stability results presented here. Either approach would surely lead towards a fuller understanding of the generic features of superradiant instabilities, and their relevance (or otherwise) in astrophysics.
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