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Abstract
A polygon is derived that contains the numerical range of a bounded linear operator on a complex Hilbert space, using only norms. In its most general form, the polygon is an octagon, symmetric with respect to the origin, and tangent to the closure of the numerical range in at least four points when the spectral norm is used.
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1 Introduction
The numerical range of \( T \in \mathcal{B}(H) \), the algebra of bounded linear operators on a complex Hilbert space \( H \), equipped with the inner product \( \langle ., . \rangle \), is the subset of \( \mathbb{C} \), defined by

\[
W(T) = \{ \langle Tu, u \rangle : u \in H, \|u\| = 1 \},
\]

where \( \|u\|^2 = \langle u, u \rangle \). Also referred to as the field of values, it plays an important role in several fields of mathematics and engineering. By the Toeplitz-Hausdorff theorem, \( W(T) \) is a convex set.

A related quantity, the numerical radius, is defined as

\[
w(T) = \sup_{\|u\|=1} |\langle Tu, u \rangle|.
\]

The numerical range can be enclosed by a polygonal envelope (for matrices, but easily generalized to bounded operators, see [3, Section 1.5]), although this requires the computation of eigenvalues and corresponding eigenvectors, which is impractical when matrix sizes are large or in cases where the matrix is only implicitly defined.

Our purpose is to enclose the numerical range in an easily computable region (in its most general form an octagon) using only norms and avoiding the computation of spectral or spectral-related quantities. On the one hand, this leads to a cruder approximation than could be obtained by using spectral information, but on the other, it is faster and much simpler. It will depend on the application whether accuracy or computational simplicity is preferable, but such matters are beyond our scope here.

To begin, we briefly review a few basic properties of \( \mathcal{B}(H) \) and the numerical range, as can be found in any standard text on these subjects (e.g., [1], [2], [6]). We denote by \( T^* \) the adjoint of \( T \in \mathcal{B}(H) \), defined by \( \langle Tu, u \rangle = \langle u, T^*u \rangle, u \in H \). An operator \( T \) is self-adjoint if \( T = T^* \). The Cartesian decomposition of \( T \in \mathcal{B}(H) \) is given by \( T = T_H + iT_S \), where \( T_H \) and \( T_S \) are self-adjoint bounded operators defined as

\[
T_H = \frac{1}{2} (T + T^*) \quad \text{and} \quad T_S = \frac{1}{2i} (T - T^*).
\]
It follows from this decomposition that \( \langle Tu, u \rangle = \langle T_Hu, u \rangle + i \langle T_Su, u \rangle \), with \( \langle T_Hu, u \rangle, \langle T_Su, u \rangle \in \mathbb{R} \).

The spectral norm of \( T \in \mathcal{B}(H) \) is defined as \( \| T \|_\sigma = \sup_{\| u \| = 1} \| Tu \| \). There exist several upper bounds for \( w(T) \), expressed in terms of the spectral norm: first, as an immediate consequence of the definition of \( w(T) \), one has the standard bound

\[
    w(T) \leq \| T \|_\sigma. \tag{1}
\]

However, this bound is not necessarily satisfied when the norm is different from the spectral norm: a finite dimensional counterexample of a \( 2 \times 2 \) matrix (a bounded linear operator on \( \mathbb{C}^2 \)) with the matrix 1-norm is given by

\[
    \frac{3 + \sqrt{3}}{4} = \left\| \begin{pmatrix} \sqrt{3}/2 & 1 \\ 1/2 & 1 \end{pmatrix} \right\|_1 = 1.
\]

Two recent improvements of the bound in (1) are the following:

\[
    w(T) \leq \frac{1}{2} \left( \| T \|_\sigma + \| T^2 \|_\sigma^{1/2} \right) \text{ from [4], (2)}
\]

\[
    w(T) \leq \left( \frac{\| T^*T + TT^* \|_\sigma}{2} \right)^{1/2} \text{ from [5]. (3)}
\]

When \( T \in \mathcal{B}(H) \) is self-adjoint, then \( w(T) = \| T \|_\sigma, w(T) \leq \| T \| \) for any norm, and \( \overline{W(T)} \subseteq [-\| T \|_\sigma, \| T \|_\sigma] \), where \( \overline{W(T)} \) is the closure of \( W(T) \). Throughout, we denote the real and imaginary parts of a complex number \( z \) by \( \Re z \) and \( \Im z \), respectively.

We now derive the enclosing octagon mentioned earlier.

### 2 An octagon containing the numerical range

The following theorem forms the basis for the construction of a polygon containing the numerical range.

**Theorem 2.1.** Let \( T \in \mathcal{B}(H) \) have the Cartesian decomposition \( T = T_H + iT_S \), let \( T \neq cQ \) for any \( c \in \mathbb{C} \) and \( Q \in \mathcal{B}(H) \) with \( Q = Q^* \), and let \( \alpha, \beta, \gamma, \delta > 0 \). For any norm, define the rectangle \( R(T) \) and the parallelogram \( P_{\alpha\beta\gamma\delta}(T) \), both centered at the origin in the complex plane, by

\[
    R(T) = \left\{ x + iy : x,y \in \mathbb{R}, |x| \leq \| T_H \| \text{ and } |y| \leq \| T_S \| \right\}
\]

and

\[
    P_{\alpha\beta\gamma\delta}(T) = \left\{ x + iy : x,y \in \mathbb{R}, |\alpha x + \beta y| \leq \| \alpha T_H + \beta T_S \| \text{ and } |\gamma x - \delta y| \leq \| \gamma T_H - \delta T_S \| \right\}. \tag{4}
\]

Then the following holds.
(1) \( \overline{W(T)} \subseteq \mathcal{R}(T) \cap \mathcal{P}_{\alpha\beta\gamma\delta}(T) \).

(2) The corner points of the rectangle \( \mathcal{R}(T) \) either lie outside \( \mathcal{R}(T) \cap \mathcal{P}_{\alpha\beta\gamma\delta}(T) \) or on the boundary of this intersection.

(3) If the spectral norm is used to construct \( \mathcal{R}(T) \) and \( \mathcal{P}_{\alpha\beta\gamma\delta}(T) \), then each side or its opposing side of \( \mathcal{R}(T) \) and \( \mathcal{P}_{\alpha\beta\gamma\delta}(T) \) is tangent to \( \overline{W(T)} \), where the disjunction is inclusive.

If \( T = cQ \) for \( c \in \mathbb{C} \) and \( Q \in \mathcal{R}(H) \) with \( Q = Q^* \), then \( \overline{W(T)} \) is contained in the closed line segment determined by the endpoints \( \pm c \|Q\|_\sigma \), at least one of which is a boundary point of \( \overline{W(T)} \) if the norm is the spectral norm.

Proof. Consider \( T \in \mathcal{R}(H) \) that is not a complex multiple of a self-adjoint operator. Since \( \langle Tu, u \rangle = \langle T_Hu, u \rangle + i \langle T_Su, u \rangle \) and \( T_H \) and \( T_S \) are self-adjoint, we have that

\[
|\Re \langle Tu, u \rangle| = |\langle T_Hu, u \rangle| \leq \|T_H\| \quad \text{and} \quad |\Im \langle Tu, u \rangle| = |\langle T_Su, u \rangle| \leq \|T_S\|,
\]

so that \( \langle Tu, u \rangle \in \mathcal{R}(T) \), and, since \( \mathcal{R}(T) \) is closed, the limit points of any sequence \( \{\langle Tu_n, u_n \rangle\} \), \( \|u_n\| = 1 \), also lie in \( \mathcal{R}(T) \). Moreover, for any \( \alpha, \beta \in \mathbb{R} \),

\[
\alpha \langle T_Hu, u \rangle + \beta \langle T_Su, u \rangle = \langle (\alpha T_H + \beta T_S)u, u \rangle \implies |\alpha \langle T_Hu, u \rangle + \beta \langle T_Su, u \rangle| \leq \|\alpha T_H + \beta T_S\|,
\]

which is equivalent to

\[
|\alpha \Re \langle Tu, u \rangle + \beta \Im \langle Tu, u \rangle| \leq \|\alpha T_H + \beta T_S\|.
\]

The second inequality in (4) follows analogously for any \( \gamma, \delta \in \mathbb{R} \). When \( \alpha, \beta, \gamma, \delta > 0 \), then the inequalities in (4) define the closed parallelogram \( \mathcal{P}_{\alpha\beta\gamma\delta}(T) \) centered at the origin, and bounded by the lines \( L_j \) \((j = 1, 2, 3, 4) \), defined, after the usual identification of \( \mathbb{C} \) with \( \mathbb{R}^2 \), by

\[
L_1 : \alpha x + \beta y = \|\alpha T_H + \beta T_S\|, \quad L_2(x, y) : \alpha x + \beta y = -\|\alpha T_H + \beta T_S\|,
\]

\[
L_3 : \gamma x - \delta y = \|\gamma T_H - \delta T_S\|, \quad L_4(x, y) : \gamma x - \delta y = -\|\gamma T_H - \delta T_S\|,
\]

as illustrated in Figure [1]. The lines \( L_j \) define a nondegenerate parallelogram because their right-hand sides never vanish, as the latter would imply that \( T_H \) and \( T_S \) are multiples of each other, and this was explicitly excluded by the condition that \( T \neq cQ \) for a self-adjoint operator \( Q \). This means that \( \langle Tu, u \rangle \) and the limit points of any sequence \( \{\langle Tu_n, u_n \rangle\} \), \( \|u_n\| = 1 \), lie in \( \mathcal{P}_{\alpha\beta\gamma\delta}(T) \) as well and the first part of the theorem follows.

We prove the second part for the upper and lower right-hand corners of \( \mathcal{R}(T) \) as the result then follows for the remaining corner points from the symmetry with respect to the origin of both \( \mathcal{R}(T) \) and \( \mathcal{P}_{\alpha\beta\gamma\delta}(T) \). For the upper right-hand corner \( (\|T_H\|, \|T_S\|) \), we obtain with \( L_4 \):

\[
\alpha \|T_H\| + \beta \|T_S\| \geq \|\alpha T_H + \beta T_S\| \implies (\|T_H\|, \|T_S\|) \in \partial \mathcal{P}_{\alpha\beta\gamma\delta}(T) \quad \text{OR} \not\in \mathcal{P}_{\alpha\beta\gamma\delta}(T),
\]
whereas for the lower right-hand corner \((\|T_H\|, -\|T_S\|)\), we obtain with \(L_3\):

\[\gamma \|T_H\| + \delta \|T_S\| \geq \|\gamma T_H - \delta T_S\|\]

\[\implies (\|T_H\|, -\|T_S\|) \in \partial \mathcal{P}_{\alpha\beta\gamma\delta}(T) \text{ OR } \notin \mathcal{P}_{\alpha\beta\gamma\delta}(T),\]

and the second part of the proof follows.

For the last part of the proof, where the norm is assumed to be the spectral norm, we first consider the self-adjoint operator \(T_H\), which satisfies \(\|T_H\|_\sigma = \sup_{\|u\| = 1} |\langle T_H u, u \rangle|\). From this it follows that there exists a sequence \(\{u_n\}\) in \(H\) with \(\|u_n\| = 1\), such that \(\|T_H\|_\sigma = \lim_{n \to \infty} |\langle T_H u_n, u_n \rangle|\).

Therefore, the real sequence \(\{\langle T_H u_n, u_n \rangle\}\) contains a subsequence \(\{\langle T_H v_n, v_n \rangle\}\) that converges either to \(\|T_H\|_\sigma\) or \(-\|T_H\|_\sigma\). Since \(\{\langle T_H v_n, v_n \rangle\} = \mathcal{R}\langle T v_n, v_n \rangle\), this means that \(\{\langle T v_n, v_n \rangle\}\) converges to the left or right side of \(\mathcal{R}(T)\), which is then necessarily tangent to \(W(T)\). An analogous argument for the self-adjoint operator \(T_S\) and a convergent sequence \(\{\langle T v_n, v_n \rangle\}\) shows that the top or bottom side of \(\mathcal{R}(T)\) is tangent to \(W(T)\). In the case of the self-adjoint operator \(\alpha T_H + \beta T_S\), one similarly obtains with the help of a sequence \(\{\alpha \mathcal{R}\langle T s_n, s_n \rangle + \beta \mathcal{R}\langle T s_n, s_n \rangle\}\) that the top right or bottom left side of \(\mathcal{P}_{\alpha\beta\gamma\delta}(T)\) is tangent to \(W(T)\), and an analogous argument for \(\gamma T_H - \delta T_S\) shows that the top left or bottom right side of \(\mathcal{P}_{\alpha\beta\gamma\delta}(T)\) is tangent to \(W(T)\).

Finally, if \(T = cQ\) for \(c \in \mathbb{C}\) and \(Q \in \mathcal{B}(H)\) with \(Q = Q^*\), then the proof of the statement in the theorem follows from the fact that \(W(cQ) = cW(Q)\) and from \(\sup_{\|u\| = 1} |\langle Q u, u \rangle| \leq ||Q||\), with equality for the spectral norm. This concludes the proof.

\[\Box\]

![Figure 1: \(\mathcal{R}(T)\) and \(\mathcal{P}_{\alpha\beta\gamma\delta}\) for Theorem 2.1](image)
Theorem 2.1 with an appropriate choice of the parameters $\alpha, \beta, \gamma, \delta$ implies the following corollary, which leads to a polygon that contains the numerical range and exhibits useful properties.

**Corollary 2.1.** Let $T \in \mathcal{B}(H)$ have the Cartesian decomposition $T = T_H + iT_S$, and let $T \neq cQ$ for any $c \in \mathbb{C}$ and $Q \in \mathcal{B}(H)$ with $Q = Q^*$. Then $\overline{W(T)}$ is contained in a convex polygon, defined, for any norm, by the eight (not necessarily distinct) vertices in the complex plane

\[
\left( \|T_S\| - \|T_H - T_S\|, \|T_S\| \right), \quad \left( \|T_H - T_S\| - \|T_S\|, \|T_S\| \right),
\]
\[
\left( \|T_H + T_S\| - \|T_S\|, \|T_S\| \right), \quad \left( \|T_S\| - \|T_H + T_S\|, \|T_S\| \right),
\]
\[
\left( \|T_H\|, \|T_H + T_S\| - \|T_H\| \right), \quad \left( -\|T_H\|, \|T_H\| - \|T_H + T_S\| \right),
\]
\[
\left( \|T_H\|, \|T_H - T_S\| - \|T_H\| \right), \quad \left( -\|T_H\|, \|T_H - T_S\| - \|T_H\| \right),
\]

resulting in a quadrilateral, hexagon, or octagon that is symmetric with respect to the origin. If the norm is the spectral norm, then this polygon is tangent to $\overline{W(T)}$ in at least four points: one for each pair of opposing sides.

The numerical radius $w(T)$ of $T$ satisfies the inequality

\[
w(T) \leq \left( \max\left\{ \eta_1^2 + \|T_H\|^2, \eta_2^2 + \|T_S\|^2 \right\} \right)^{1/2},
\]

where

\[
\eta_1 = \max \left\{ \left\| T_H + T_S \right\| - \left\| T_H \right\|, \left\| T_H - T_S \right\| - \left\| T_H \right\| \right\},
\]
\[
\eta_2 = \max \left\{ \left\| T_H + T_S \right\| - \left\| T_S \right\|, \left\| T_H - T_S \right\| - \left\| T_S \right\| \right\}.
\]

If $T = cQ$ for $c \in \mathbb{C}$ and $Q \in \mathcal{B}(H)$ with $Q = Q^*$, then $\overline{W(T)}$ is contained in the closed line segment determined by the endpoints $\pm \|Q\|\sigma$. at least one of which is a boundary point of $\overline{W(T)}$ if the norm is the spectral norm.

**Proof.** Theorem 2.1 with $\alpha = \beta = \gamma = \delta = 1$ implies that $\overline{W(T)}$ is contained in the intersection of the rectangle $[-\|T_H\|, \|T_H\|] \times [-\|T_S\|, \|T_S\|]$ and the parallelogram $\mathcal{P}_{1111}(T)$, defined, after the usual identification of $\mathbb{C}$ with $\mathbb{R}^2$, by the lines $x \pm y = \pm \|T_H \pm T_S\|$, which is tangent to it in at least four points.

Theorem 2.1 shows that the corners of the rectangle $\mathcal{R}(T)$ are cut off by these lines. If we label the top and right-hand sides of $\mathcal{R}(T)$, respectively, as $S_1$ and $S_2$, then the vertices of $\mathcal{R}(T) \cap \mathcal{P}_{1111}(T)$ are given by the following four intersection points and their reflections with respect to
the origin:

\[
L_1 \cap S_1 = \left(\|Th + T_\delta\| - \|T_\delta\|, \|T_\delta\|\right),
\]

\[
L_4 \cap S_1 = \left(\|T_\delta\| - \|Th - T_\delta\|, \|T_\delta\|\right),
\]

\[
L_1 \cap S_2 = \left(\|Th\|, \|Th + T_\delta\| - \|T_\delta\|\right),
\]

\[
L_3 \cap S_2 = \left(\|Th\|, \|Th\| - \|Th - T_\delta\|\right),
\]

where the lines \(L_j\) are the same lines as in the proof of Theorem 2.1 with \(\alpha = \beta = \gamma = \delta = 1\). These are precisely the vertices in the statement of the corollary. Moreover, each side of \(\mathcal{P}(T)\) contains two vertices of the intersection, which may coincide. To show this, it is sufficient to consider \(S_1\), as the arguments for the other sides are analogous. The real part of the intersection of \(S_1\) with \(L_4\) satisfies

\[
\|T_\delta\| - \|Th - T_\delta\| = \|T_\delta\| - \|Th + T_\delta - 2T_\delta\|
\]

\[
\leq \|T_\delta\| - (2\|T_\delta\| - \|Th + T_\delta\|) = \|Th + T_\delta\| - \|T_\delta\|,
\]

which means that this vertex lies to the left of the intersection of \(S_1\) with \(L_1\), although it may coincide with it. As a result, the intersection of \(\mathcal{P}(T)\) and \(\mathcal{P}_{1111}(T)\) takes the form of a quadrilateral, hexagon, or octagon.

The polygon determined by these vertices is closed and convex, since it is the intersection of two closed convex sets, so that the largest distance from the origin to any point in the polygon is obtained at one or more vertices. Defining,

\[
\eta_1 = \max \left\{ \|T_\delta H + T_\delta\| - \|T_\delta H\|, \|T_\delta H - T_\delta\| - \|T_\delta H\| \right\},
\]

\[
\eta_2 = \max \left\{ \|T_\delta H + T_\delta\| - \|T_\delta\|, \|T_\delta H - T_\delta\| - \|T_\delta\| \right\}.
\]

that maximum distance is given by

\[
\left( \max \{\eta_1^2 + \|T_\delta H\|^2, \eta_2^2 + \|T_\delta\|^2\} \right)^{1/2},
\]

which is necessarily an upper bound on the numerical radius \(w(T)\).

Finally, the statement in the corollary for the case \(T = cQ, c \in \mathbb{C}\), and \(Q \in \mathcal{P}(H)\) with \(Q = Q^*\), follows immediately from the corresponding case in Theorem 2.1. This concludes the proof. \(\Box\)

Figure illustrates Corollary 2.1 for the matrices

\[
A = \begin{pmatrix}
2 - 4i & -4 + 4i & -4 - i & 3 - i \\
1 - 3i & -1 & -2 + 2i & 5i \\
-2i & 4 - i & -1 - 2i & 3 - 4i \\
4 - 4i & -4i & 1 - 3i & 2 + 5i
\end{pmatrix}
\]

and

\[
B = \begin{pmatrix}
4 - i & -3 + 2i & 3 + 5i & -2 + 3i \\
-1 - i & 0 & 1 - 4i & -3 - 2i \\
-4 + 4i & 1 - 4i & -4i & -2 \\
4 + i & 4 + i & 2 + 2i & 1
\end{pmatrix},
\]
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where the solid outer circle represents the bound from (1), the solid inner circle shows the bound from (3), and the dashed circle represents the bound from (2). The polygon is the one obtained from Corollary 2.1 and the shaded area is the numerical range of the matrix. The octagon can clearly either be a very good approximation to the numerical range as for the matrix A or it can be less satisfactory as for the matrix B. However, in both cases, the approximation to the numerical radius is equally good. The latter remains true even for very elongated numerical ranges with an area much smaller than that of the approximating octagon.

Figure 2: Octagons containing the numerical ranges of the matrices A and B.

The bound on the numerical radius obtained in Corollary 2.1 is not necessarily better than existing bounds, although it often is. To obtain an idea of the relative performance of the bound in Corollary 2.1 with the spectral norm, we have compared it to the bounds in (2) and (3). To do this, we have generated 1000 $m \times m$ matrices, with $m = 10, 100, 500, 1000$, whose elements are complex with real and complex parts uniformly randomly distributed in the interval $[-4, 4]$. We have listed in Table 1 the average ratios of the respective bounds to the spectral norm of the matrix (the smaller the ratio, the better the bound), which demonstrates the advantage of Corollary 2.1. Moreover, the results appear to be quite insensitive to the size of the matrix.

| $m$ | Bound (2) | Bound (3) | Corollary 2.1 |
|-----|-----------|-----------|--------------|
| 10  | 0.91      | 0.88      | 0.80         |
| 100 | 0.90      | 0.86      | 0.77         |
| 500 | 0.90      | 0.86      | 0.77         |
| 1000| 0.90      | 0.85      | 0.77         |

Table 1: Comparison of bounds on the numerical range for $m = 10, 100, 500, 1000$.
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