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The healthcare benefits associated with regular physical activity recognition and monitoring have been considered in several research studies. Regular recognition and monitoring of health status can potentially assist in managing and reducing the risk of many diseases such as cardiovascular disease, diabetes, and obesity. Using healthcare equipment in hospitals, people can conduct regular physical examinations to check their health status. However, most of the time, it is difficult to reach a specific medical environment and use special medical equipment. In this paper, a deep learning framework based on the bidirectional gated recurrent unit for health status recognition is implemented to improve the accuracy by making full use of the information provided by smartphone acceleration sensors. A model based on a bidirectional gated recurrent unit is constructed to describe the relationship between input acceleration signals and output information through a gating approach. Therefore, it can automatically detect the health status of the sportsman as healthy, subhealthy, and unhealthy. Finally, the practical data collected from an athlete have been used to evaluate the recognition performance of the system. Results show that the proposed methodology can predicate the sports health status accurately.

1. Introduction

During the past decade, the sports health monitoring system (SHMS) [1–4] has attracted much attention from academia and industry. The corresponding research and development efforts have increased year by year. With today’s rising healthcare costs [5–8] and the aging world population, athletes must be able to monitor their health status [9] at any time in the context of athletic training, in addition to specific medical settings. Recently, to fulfill this demand, a variety of health monitoring systems are developed. These systems record the user’s health status information in real time [10] and then communicate this information to the user or communicate directly to doctors and medical centers. They also alert the users in the case of health problems. In addition, SHMS provides a new approach to the management and monitoring of populations with chronic diseases, the elderly, patients recovering from surgery, children, and people with specific diseases. However, most health monitoring systems [11] have stringent environmental conditions for application. Before collecting and inspecting health-related parameters of the human body, precise and accurate scientific and medical equipment need to be arranged in advance. If they are separated from the specific environment, their performance will be significantly affected. Some technologies even need to be equipped with special computing terminals. The cost of such SHMSs is very high, and there are great technical limitations such as recognition accuracy, computing power, and memory requirement. These problems will greatly limit their promotion and popularization.

Health status recognition [12–15] in sports training has always been a research hotspot in the field of motion and activity recognition. It has a wide range of applications in many fields. In healthcare, it can monitor the health status of the human body to remind people to exercise properly. In military training, it can monitor the movement state of soldiers to reduce the occurrence of injuries and improve the training level. In the case of virtual reality, it can increase the sense of the reality of virtual reality so that users can get a
more practical and real experience. In motion state recognition, the usual step is to collect a large number of motion status information and develop a motion state model for motion state recognition. Traditionally, motion state recognition has primarily focused on feature engineering and handcrafted feature. Recently, researchers have focused on deep learning methods [16–18], shifting the prototype from feature extraction to feature learning to improve the classifier’s robustness. Without the need to rely on complex, large-scale external equipment based on traditional feature extraction and a special usage environment, this paper [19–22] proposes a sports training health recognition algorithm based on the implicit feature extraction and bidirectional gated recurrent unit (Bi-GRU) neural network. It can measure the level of activity based on the number of steps walked in a period and evaluate the health status of individuals and athletes.

Following are the main contributions of this paper:

(1) In this paper, an efficient sports training health status recognition algorithm based on the Bi-GRU neural network is proposed, recognizing the athletes’ health status in the training state.

(2) This paper combines Android and PyTorch technology to transplant a neural network model with better recognition performance and use the smartphone to realize real-time recognition of sports health status.

The rest of the paper is organized as follows: Section 2 describes the related work, Section 3 illustrates the proposed methodology of motion state recognition, and Section 4 presents the results. Finally, the conclusion is given in Section 5.

2. Related Work

2.1. Health Monitoring Based on Walking Motion. A large number of studies have shown that exercise training analysis has proved to be an effective means of health monitoring [23]. Even a simple exercise can also reflect the health status of the athletes, predict the health threats they may face, and provide timely responses and suggestions for treatments. The process of gait deviation from or approaching the normal human gait baseline during exercise can reflect the health status. Observing a patient’s walking behavior is the most important part of the neurological examination [24]. The ability to walk has a direct impact on human health and morbidity. As a result, walking is often seen as a primary human daily life activity. In the United States, 30.6 million people over the age of 15 have varying difficulty in performing exercise involving the lower limbs, and 7 million people over the age of 65 have walking disabilities. More than 17 million adults of age 18 and older have severe walking difficulties or are completely unable to walk a quarter of a mile in a row, although $300 million a year is spent on healthcare to treat physical disabilities. In addition to the financial cost, a walking disability can also harm a person’s body, leading to complete loss of physical activities in daily life. Lee [25] reported in a recent study that 6–10% of noncommunicable diseases worldwide are caused by insufficient exercise, including coronary artery disease, type II diabetes, breast cancer, and colon cancer, leading to the premature death of 9% of such patients.

2.2. Movement Status Recognition. Movement status recognition using smartphone sensors is an important research field full of challenges and opportunities. It is due to the wide range of human activities and the changes in how a particular activity is to be performed. The majority of the studies on movement status recognition focus mainly on accuracy, robustness, and real-time application. Owing to the increased computing and sensing power of the modern smartphone, many healthcare and monitoring application systems are nowadays implemented on smartphones. Modern smartphones are equipped with different types of sensors such as accelerometers, gyroscopes, magnetometers, and proximity sensors. Among these sensors, accelerometer and gyroscope have been widely used for monitoring human activities of daily life and falls due to their lower power requirement and direct capturing of motion data. Foerster et al. [26] used acceleration sensors for human motion state recognition. Bao et al. [27] placed multiple acceleration sensors on different parts of the human body to collect motion state data. They then used a data mining algorithm to analyze the data and classify motion states. With the emergence of human actions and activity recognition, the practice of distributing multiple sensors on various parts of the human body was common. However, with the development of technology, especially with the emergence of smartphones with embedded miniature sensors, researchers prefer to use smartphones to replace the traditional data collection method. Kwapisz et al. [28] used the acceleration sensor embedded in smartphones to collect motion data and found that the position and orientation of the sensors had a great impact on the performance of the motion recognition. The sensor’s signals were preprocessed, and discriminant features were extracted from the processed signals. However, during classification, the classifier was unable to classify more similar motion states accurately.

Generally, the performance of motion state recognition systems depends on the type of sensor being used, the data acquisition method, the preprocessing approach, the feature extraction algorithm, and the type of classifier. In order to improve the recognition performance of the classifier, researchers have developed novel preprocessing and feature extraction methods. Jiang and Yin [29] conducted secondary processing on the collected sensor’s data to convert the signal data into image information. In this process, the collected sensor signals were arranged and represented as image data. Then, these image data were input into a deep convolutional neural network for feature extraction and recognition. The classification results on different image data were then compared. Ronao and Cho [30] also applied a deep convolutional neural network (CNN) for automatic feature learning. They provided a method to extract robust data features from the original data automatically. Experimental results showed that each layer of CNN can still...
attitude angle can be calculated by the following formula: 

\[ \gamma = \arctan(2(q_0q_1 + q_2q_3), 1 - 2(q_0^2 + q_2^2)) \]

where \( \gamma \) is the declination angle of the geomagnetic field.

Under normal circumstances, the athlete’s gait is periodic and regular, and each walking cycle is composed of a series of ordered gait events and related gait phases such as swing and stance phases. Based on the above information, we can use the sensor to realize gait detection. Since the gait movement mainly occurs in the sagittal plane, the gait event detection can be distinguished by the rotation state of the thigh in this plane. Therefore, a gait event detection method based on thigh angle is proposed in this paper.

As shown in Figure 1, the thigh angle \( \gamma \) is defined as the angle of the thigh from the vertical direction. It can be seen from the figure that although \( \theta = 90^\circ \) exists (they are the complementary angles of the same angle), the thigh angle \( \gamma \) reflects the thigh swing phase more obviously than the pitch angle \( \theta \) (\( \theta \) refers to the angle of rotation around the X-axis from the horizontal direction). Generally speaking, the sign of the angle \( \gamma \) depends on the rotation direction of the thigh. When the thigh is approximately parallel to the vertical axis of gyroscopes, \( \gamma = 0 \); when the thigh rotates counterclockwise around the positive semi-axis of \( X \), \( \gamma > 0 \); when the thigh rotates around \( X \) when the positive semi-axis rotates clockwise, \( \gamma < 0 \).

3. Methodology

For the recognition of sports training health status, this article mainly studies two aspects of human motion. One is to recognize the human motion state. We use the motion posture estimation method. The data are mainly collected in the indoor environment; the other is developing a model based on the human motion state. This article mainly collects human activities’ data through smartphone acceleration sensors such as accelerometer and gyroscope and develops a health status recognition model based on the Bi-GRU neural network model that can be implemented in smartphones. This process involved data collection, preprocessing, data format conversion, neural network model construction, parameter adjustment, training the model, and testing the model.

3.1. Motion Pose Estimation. In this paper, based on the quaternion attitude estimation algorithm, the attitude angle can be obtained by integrating the data value measured by the gyroscope sensor over time. Whenever the quaternion is updated with the latest gyroscope measurement value, the quaternion attitude estimation algorithm, the attitude angle can be obtained by integrating the data value measured by the gyroscope sensor over time. Whenever the quaternion is updated with the latest gyroscope measurement value, the attitude angle can be calculated by the following formula:

\[
\begin{align*}
\phi &= \arctan(2(q_0q_1 + q_2q_3), 1 - 2(q_0^2 + q_2^2)), \\
\theta &= \arcsin(2(q_0q_2 - q_1q_3)), \\
\psi &= \arctan(2(q_0q_3 + q_1q_2), 1 - 2(q_0^2 + q_3^2)) - D,
\end{align*}
\]

where \( D \) is the declination angle of the geomagnetic field.

3.2. GRU and Bi-GRU Neural Network. A recurrent neural network (RNN) is a kind of artificial neural network with a memory function suitable for sequence data modeling. However, typical RNNs face the issues of gradient explosion and gradient disappearance, and these cannot grip long-distance dependence problems. For this reason, Hochreiter and Schmidhuber [32] proposed a long short-term memory (LSTM) neural network, a special RNN that performs better on longer sequences. Chao et al. [33] proposed the GRU neural network based on LSTM neural networks. They combined the forget gate and input gate in an LSTM neural network into a single “update gate” and combined the cell state and hidden state. The GRU neural network is a circular network structure that determines the current output information through the input information at the current moment and the output information at the last moment. Therefore, the output information at each moment in the GRU neural network depends on past information. Therefore, its chain attribute is closely related to the sequential labeling problem. The unit structure of the GRU is shown in Figure 2.

The process of obtaining a linear sum between the existing state and the newly computed state is similar to that of an LSTM cell. However, GRU does not have any mechanism to control the exposure level of its state, showing the entire state each time. The calculation equation of the GRU is as follows:

\[
\begin{align*}
z_t &= \sigma(w_x [h_{t-1}, x_t]), \\
r_t &= \sigma(w_x [h_{t-1}, x_t]), \\
\tilde{h}_t &= \tanh(w \ast [r_t \ast h_{t-1}, x_t]), \\
h_t &= (1 - z_t) \ast h_{t-1} + z_t \ast \tilde{h}_t,
\end{align*}
\]

where \( x, h, z, \) and \( r \) are the input vector, output vector, update gate state, and reset gate state, respectively, and \( W \) is the parameter matrix. Moreover, \( h_t \) corresponds with weight matrices and denotes that the candidate activation is based
describes the complexity of the model. Regardless of the regularization method, the basic idea is to control the size of the weights and suppress the poorly performing weight parameters so that the model cannot randomly fit the wrong feature information. When using $L1$ regularity, the weight is reduced to 0 by a constant, and $L2$ is reduced by an amount proportional to $w$.

Finally, the sports training health recognition model designed in this paper is shown in Figure 3.

4. Experiments and Results

This experiment uses the PyTorch0.4 deep learning framework. The Android development platform is Android Studio 3.2. The Python version is 3.6.5, and the graphics card is single GTX3080.

4.1. Dataset. In the research process, the public dataset published in [34] and available at https://archive.ics.uci.edu was used. This dataset mainly uses smartphones to collect human movement data. The data contain six actions: walking, walking upstairs, walking downstairs, sitting, standing, and lying. To create the dataset, a group of 30 volunteers followed a protocol of activities while carrying an Android OS-based smartphone attached to a belt on their waist. The dataset comprised 10,299 patterns which were divided into training and test sets in the ratio of 70% to 30%. Each pattern is further represented with a feature vector of 561 elements composed of time and frequency domain features extracted from the accelerometer and gyroscope signals. Accelerometer and gyroscopes are low-powered and low-cost miniature sensors that can measure linear and angular acceleration efficiently. These signals were first preprocessed for noise reduction, and the gravitational component of the acceleration signal was removed. From each window, a vector of features was calculated, including features such as mean, standard deviation, signal magnitude area, interquartile range, autoregression, coefficients, largest fast Fourier transform (FFT) power spectrum component, and correlation coefficients between signal pairs.

4.2. Experimental Results

4.2.1. Classification Performance of Different Classifiers. Table 1 summarizes the results obtained with raw acceleration data using different machine learning approaches [35–38]. It can be observed that, after 200 tests, the classification performance of the BI-GRU neural network is higher than that of the other two algorithms, i.e., SVM and BP. For example, after comparing 200 pieces of test data collected by a smartphone, the accuracy rates of the Bi-GRU neural network are 0.88%, 0.84%, and 0.89% for healthy, subhealthy, and unhealthy motion states, respectively, as shown in Figure 4. Similarly, the next higher performance was obtained by BP with 0.76%, 0.77%, and 0.75% for the three motion states, respectively. At the same time, the lowest recognition rates were observed in the case of the SVM classifier.
4.2.2. Real-Time Recognition Test of the Proposed SHMS.

In order to evaluate the prediction capability of the proposed system, the system was evaluated with real athlete data. Figure 5 shows the recognition results of the sports training health status of the proposed SHMS. When the natural athlete data of an athlete with irregular lower limb gait were provided to the system, the system predicted the health status of the athlete as 0.02% healthy, 0.88 subhealthy, and 0.10% as unhealthy, which shows that the system is precise and accurate in predicting the health status of individuals.

5. Conclusion

The sports health status recognition method based on image processing can realize human health status without relying on fixed and complex medical equipment. This paper proposed a sports training health status recognition model based on the Bi-GRU neural network. This method employed smartphones for data collection and then developed a Bi-GRU neural network to build a neural network model. Furthermore, it combines deep learning technology and PyTorch deep learning platform to complete data collection and recognition of sports training health status. Finally, the motion data collected from an athlete have been used to assess the recognition performance of the system. Results showed that the proposed methodology could recognize the sports health status of individuals accurately.
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