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The performances of a multiple-input multiple-output (MIMO) radar, employing 16 equivalent antennas, and multiple-input single-output (MISO) radar, employing 10 antennas, for through-the-wall imaging applications are analyzed. In particular, imaging algorithms based on the Fourier transform (FT) and the multiple signal classification (MUSIC) available in the literature are compared with the FT-MUSIC hybrid algorithm recently developed by the authors. Three different investigations have been performed. The first, performed analytically, refers to a scenario in which a point scatterer is placed in free space, and the second, addressed numerically using the CST full-wave software, refers to a scenario in which two targets are present, while the last was executed in a real scenario where a metal panel is placed behind a tuff wall. All the algorithms and radar configurations were found to be suitable for accurately reconstructing the position of the investigated target. In particular, applying the FT technique, the MISO configuration has a lower cross-range half-power beamwidths (HPBW) than the MIMO one, while the range HPBW is the same for the two radar configurations. Despite the different number of elements present in the two radar configurations, similar range and cross-range HPBW are obtained for both configurations when MUSIC and FT-MUSIC techniques are employed. The field of view for FT and FT-MUSIC is about 45°, while it is less than 15° for the MUSIC algorithm. The HPBWs obtained with the experimental setup are very close to those obtained in the analytical study. Finally, the proposed experimental MISO radar acquires the data in half the time required by the MIMO one. The numerical results, confirmed by the experimental measurements, seem to indicate in the FT-MUSIC technique the one that provides the best performance for the considered radar configurations.

1. Introduction

Short-range radars are used in automotive applications for automatic cruise control, collision mitigation braking, and blind spot detection [1]. These radars can also be used for through-the-wall imaging applications and, therefore, can be useful for police, firefighters, and defense forces to detect, identify, and track individuals inside buildings or under rubbles [2]. Furthermore, they can also be used to monitor the elderly activity into their home [3]. Typically, these systems are based on frequency modulated continuous wave (FMCW) [4, 5], ultrawide band (UWB) [6, 7], or step frequency (SF) [8, 9] modulations.

The stepped frequency radar (SFR) transmits a series of discrete frequencies in a stepwise manner covering the radar bandwidth. SFRs have been used to detect cardiorespiratory signals from a human subject positioned behind obstacles under controlled laboratory conditions [10].

However, these SFRs use a single-input single-output (SISO) channel, and therefore, only range movements of humans can be measured. SISO radars have been also realized by using FMCW [11] or UWB [12] architectures. The radar system with multiple receiving channels, termed as multiple-input single-output (MISO), is then used to achieve target localization. Liu et al. [13] demonstrated that the MISO radar systems have the ability to measure the breathing activity and obtain the angle of arrival (AOA) of multiple human targets. Akiyama et al. [14] used a system with one transmitting and four receiving antennas and extracted respiratory activity by improving the signal-to-noise ratio (SNR) using signal...
correlation processing. Multiple-input multiple-output (MIMO) radar utilizes an array with $M$ transmitting and $N$ receiving elements so obtaining an aperture with $M \times N$ virtual transceivers. MIMO radar combines the high-range resolution property of the UWB signal with the spatial resolution property due to the multiple antenna elements, so it has the ability to perform two-dimensional high-resolution imaging. With a MIMO radar system, a sequence of images can be achieved, and at the same time, the changes in the scenario over time followed. Salmi and Molisch [15] realized a MIMO radar able to localize a test subject and track his breathing, while Liang et al. [16] proposed a novel method to detect and localize multiple stationary humans by suppressing the environmental clutter. Quinquis et al. [17] applied subspace Eigen analysis-based methods to the MIMO radar imaging of scale reduced aircraft models in order to evaluate their scattering center locations and to identify the target, while in [18] a new hybrid technique based on the MUSIC algorithm was proposed for through the wall radar imaging of multiple scatterers. To suppress the artefacts appearing in the reconstructed image and to reduce the computing complexity, Hu et al. applied the cross-correlation-based time domain back projection (CC-TDBP) algorithm [19]. In [9], a MIMO system with 4 transmitting and 4 receiving antennas was proposed. Delay and Sum (DAS) [20, 21], Fourier transform (FT) [4, 22], multiple signal classification (MUSIC) [17, 18], DAS-MUSIC [18], and a new FT-MUSIC algorithm were used for the scenario reconstruction. The elaboration time of the various algorithms was investigated evidencing values between few seconds for the FT algorithm up to hundreds of seconds for the DAS-MUSIC one [9]. Another factor influencing the scenario scan rate is the time necessary to the system to acquire the data used for the image reconstruction. For the MIMO configuration presented in [9], this time was about 20 s. To increase the scan rate, a multiple-input single-output (MISO) configuration has been proposed utilizing a reduced number of equivalent antennas [23].

Many MISO and MIMO systems proposed in the literature use only one transmitting and one receiving antenna, which are then moved to various positions to achieve an equivalent array allowing to find the cross-range location of the target. No comparison is reported in terms of resolution, field of view, and elaboration/acquisition times between a MISO and a MIMO system having the same geometry. To this end, in this paper, the half power beam width in range and cross-range, the angular extension, and the computation times of MIMO and MISO radar configurations are compared by using an experimental setup based on an array of Vivaldi antennas having the same vertical and horizontal extension for the two considered radar configurations. FT, MUSIC, and FT-MUSIC algorithms are used for the image reconstruction. In particular, MIMO and MISO radar configurations and reconstruction techniques are numerically compared considering a canonical scenario consisting of a point scatterer, and an environment where two targets are present. Finally, a real scenario, in which a metal panel is placed behind a tuff wall, has been considered to validate the algorithms.

2. Materials and Methods

2.1. Experimental Setup. The schematics of the MIMO and MISO radar systems are reported in Figure 1(a) and 1(b), respectively. Both systems utilize the Agilent MS230 A vector network analyzer (VNA), with a 110 dB dynamic range, and 0 dBm output power.

The VNA measures the transmission scattering parameter $(S_{21})$ between the transmitting and the receiving sections for $N_t$ antenna positions and $N_f = 501$ frequency points between 1 GHz and 3 GHz. For measurements in the presence of the wall, a 15 dB power amplifier (HP 8349A) (not shown in the figure) is added in the transmission channel. All driving signals are provided by the National Instruments DAQ board NI USB-6251, which is controlled by a program written in the LabVIEW environment. In turn, the scattering parameters measured by the VNA are acquired through a GPIB interface. The complex scattering parameters are saved in a $(N_t \times N_f)$ matrix. Finally, the imaging algorithms implemented in MATLAB are applied to the collected data stored in the aforementioned matrix. For the MIMO configuration shown in Figure 1(a), a couple of SP4T switches (Pasternak PE71S6088) select sequentially a transmitting (TX) Vivaldi antenna and a receiving (RX) Vivaldi antenna [9, 24]. The spatial positioning of TX and RX antennas is chosen as indicated in Figure 2(a).

In this way, a series of $N_t = 16$ equidistant equivalent antennas separated by a quarter of free space wavelength at 2 GHz is achieved. Following the spatial positioning indicated in Figure 2(a), eight antennas are housed in a wooden box (see Figure 2(b)). Concerning the MISO system, Port 1 of the VNA is connected to a transmitting Vivaldi antenna, while Port 2 is connected to a system of switches able of selecting $N_t = 10$ receiving Vivaldi antennas. The antennas are selected via 3 electrically controlled switches. The first is the Analog Devices HMC344ALP3E, which is driven by two control pins with negative signals. Two of the four RF outputs of the switch are connected to the input of two electromechanical switches (Pasternak PE71S6088). These switches are driven with TTL logic, and five of the six output channels are connected to the 10 receiving antennas (see schematic of the MISO radar shown in Figure 1(b)). The spatial positioning of the antennas is chosen as indicated in Figure 3(a).

In this way, a series of 10 equidistant equivalent antennas separated by a quarter of free-space wavelength at the central frequency of 2 GHz is realized. Following the spatial positioning indicated in Figure 3(a), the antennas are housed in the same wooden box used for the MIMO system (see Figure 3(b)). Before taking the measurements, both systems are calibrated between the port of the transmitting antenna and the port of one receiving antenna. The measurement error due to the propagation delay of the signal introduced by the Vivaldi antennas has been estimated and corrected by means of the experimental measurement procedure described in [9]. Collecting the experimental data in accordance with the procedure indicated in [9], a value of about 2.32 ns for the delay introduced by the antenna system was obtained. The adoption of the HP8349A amplifier in the
transmission channel produces a further delay of 5 ns, which has been evaluated by the phase slope of the $S_{21}$ scattering parameter of the amplifier.

2.2. Reconstruction Algorithms. The considered radar system is composed of $N_a$ (even) rice-transmitting antennas located at position $(x_p, y_p)$ along the $x$–axis with a uniform spacing $d_a$ [see Figure 4(a)].

The reflection coefficients of each of the $N_a$ antennas are evaluated at uniformly spaced $N_f$ frequency values $f_q$ between $f_{\text{min}}$ and $f_{\text{max}}$ (frequency bandwidth $B = f_{\text{max}} - f_{\text{min}}$) and recorded in a $\Gamma$ matrix, having $\Gamma_{pq}$ as a
generic element. The parameters \( x_p \) and \( f_q \) above indicated are defined as follows:

\[
x_p = \left( p + \frac{1}{2} \right) d_a, \quad p = -\frac{N_x}{2}, \ldots, \frac{N_x}{2} - 1,
\]

\[
f_q = f_{\text{min}} + \frac{B}{N_f - 1} q, \quad q = 0, \ldots, N_f - 1.
\]

Starting from (1) and (2), the following wavenumbers are defined and sampled at \( M \) and \( N \) points in cross-range and range, respectively:

\[
\psi_x = u \frac{2 \pi}{Md_a}, \quad u = \frac{M}{2}, \ldots, \frac{M}{2} - 1,
\]

\[
\psi_y = \psi_{\text{min}} + v \frac{\rho_i - \rho_{\text{min}}}{N - 1}, \quad v = 0, \ldots, N - 1,
\]

where

\[
\psi_{\text{min}} = \frac{4 \pi f_{\text{min}}}{c},
\]

\[
\psi_{\text{max}} = \sqrt{\left(\frac{4 \pi f_{\text{max}}}{c}\right)^2 - \left(\frac{\pi}{d_a}\right)^2}.
\]

Then, the region of interest (ROI) [dashed blue box in Figure 4(a)] is subdivided into \( N_x \times N_y \) square pixels having coordinates

\[
x_s = x_{\text{min}} + \frac{x_{\text{max}} - x_{\text{min}}}{N_x - 1} s, \quad s = 0, \ldots, N_x - 1,
\]

\[
y_r = y_{\text{min}} + \frac{y_{\text{max}} - y_{\text{min}}}{N_y - 1} r, \quad r = 0, \ldots, N_y - 1.
\]

Since the reconstruction techniques considered in this paper have been described in [9], for the reader convenience, only the main formulation is reported. The Fourier transform (FT) technique is based on the cross-range FT of the reflection coefficients \( \Gamma_{pq} \). This is achieved applying the FFT to all columns of \( \Gamma_{pq} \) coefficients with a \( M \) (even) sampling, obtaining

\[
\Gamma_{pq} = \Gamma(\omega, \psi_x) = \sum_{p=0}^{N_x-1} \Gamma_{pq} e^{-j2\pi p M}.
\]

To express (6) in a regular rectangular grid \((u, v)\) associated with the variables \( \psi_x, \psi_y \) [see Figure 1(b)], a 3rd-order polynomial interpolation is used, thus obtaining the following:

\[
\Gamma_{uv} = \Gamma(\omega, \psi_x) e^{j\psi_y (y_r - y_f)}, \quad \omega = \frac{c}{2} \sqrt{\psi_x^2 + \psi_y^2},
\]

\[
\psi_x = \psi_{x_{\text{ad}}}, \quad \psi_y = \psi_{y_{\text{ad}}}.
\]

Finally, the FT intensity function in the ROI is evaluated as follows:

\[
I_{\text{FT}r} = \sum_{|u| = M/2}^{M/2-1} \sum_{|v| = N/2}^{N/2-1} \left| \Gamma_{uv} e^{j\psi_x (x_r - x_f)} e^{j\psi_y (y_r - y_f)} \right|.
\]

The second considered reconstruction algorithm is the MUSIC one. As first step, the algorithm employs a partial compensation of the rapid phase variation of \( \Gamma_{pq} \) coefficients performed as follows:

\[
\Gamma_{pq} = \Gamma_{pq} e^{-j4\pi f_q r_{p,\alpha}},
\]

where \( r_{p,\alpha} \) identifies the distance between the \( p \)-th array antenna and the ROI center [see Figure 4(a)]. Then, the coefficients \( \Gamma_{pq} \) are linked to the transverse \( \psi_x \) and longitudinal \( \psi_y \) wavenumbers, achieving

\[
\bar{\Gamma}_{pq} = \bar{\Gamma}(\psi_x, \psi_y) \left| \frac{\omega_{x} x_p - x_0}{c} r_{p,\alpha}, \frac{\omega_{y} y_p - y_0}{c} r_{p,\alpha} \right| - 1
\]

\[
\psi_x = -\frac{\omega}{c} \frac{x_p - x_0}{r_{p,\alpha}}, \quad \psi_y = -\frac{\omega}{c} \frac{y_p - y_0}{r_{p,\alpha}}.
\]
Subsequently, a 3rd-order polynomial interpolation is performed to express (10) by means of the \((u, v)\) indexes obtaining

\[
\Gamma_{uv}^{\prime} = \Gamma(p_{x}, q_{y}), \quad u = \frac{M}{2}, \ldots, \frac{M}{2} - 1, v = 0, \ldots, N - 1. \tag{11}
\]

The MUSIC algorithm is derived introducing the flattener operator

\[
\mathbf{e} = \mathbf{F}(\mathbf{X}) = [\chi_{11}, \chi_{12}, \ldots, \chi_{MN}]^T, \tag{12}
\]

where \(\mathbf{X}\) is a matrix of size \(M \times N\), and \(\mathbf{e}\) is a vector having \(M \cdot N\) elements, while \((\cdot)^T\) denotes the transpose operator. The discrete form of the covariance operator can be written in the following compact form [18]:

\[
\mathbf{R} = \frac{1}{2N_S} \sum_{u=M/2}^{M/2-K+1} \sum_{v=0}^{N_L+1} \left[ \mathbf{F}(\mathbf{X}_{uv}) \cdot \mathbf{F}(\mathbf{X}_{uv})^H + \mathbf{J} \cdot \mathbf{F}(\mathbf{X}_{uv})^* \cdot \mathbf{F}(\mathbf{X}_{uv})^T \cdot \mathbf{J} \right], \tag{13}
\]

where \(\chi_{uv}\) are \(K \times L\) submatrices extracted from the matrix \(\Gamma_{uv}^{\prime}\), starting from \(u\) and \(v\) indexes, which address the first element of the submatrix; \(\mathbf{J}\) is a square \(KL \times KL\) matrix having a unitary value on the secondary diagonal; \((\cdot)^*\) denotes the complex conjugate operator; \((\cdot)^H\) denotes the Hermitian transpose operator; and \(N_S = (M - K + 1)(N - L + 1)\). Consequently, the covariance matrix \(\mathbf{R}\) has size \(KL \times KL\). According to the theory presented in [18], \(\mathbf{R}\) should have a number \(N_H\) of the highest eigenvalues equal to the number of targets \(N_H\). Using the \(N_H\) normalized eigenvectors \(\mathbf{w}_{uv}\) of \(\mathbf{R}\) linked to the \(N_H\) highest eigenvalues, the following operator is defined:

\[
a(x, y) = \frac{1}{\sqrt{KL}} \left[ e^{-j\psi_{x,M2} (x-x_0)} e^{-j\psi_{y,M2} (y-y_0)} e^{-j\psi_{x,M2,K-1} (x-x_0)} e^{-j\psi_{y,M2,K-1} (y-y_0)} \right. \left. \ldots \right. \nonumber \\
\left. e^{-j\psi_{x,M2,K-1} (x-x_0)} e^{-j\psi_{y,M2,K-1} (y-y_0)} \right] \tag{16}
\]

The third considered algorithm is the FT-MUSIC one. This algorithm is derived by applying (13) and (14) to the \(\mathbf{F}\) matrix in (7) instead of \(\Gamma_{uv}\) in (11). The intensity function \(I_{\text{FT-MUSIC}_{uv}}\) is obtained using the following expression:

\[
I_{\text{FT-MUSIC}_{uv}} = \frac{1}{a(x_u, y_v)^H \cdot \mathbf{Q} \cdot a(x_u, y_v)}, \tag{17}
\]

where the vector \(a(x, y)\) is given by (16).

### 3. Results and Discussion

The previously described algorithms were used starting from analytical data concerning the simulated scattered field from a point scatterer and from data collected by measurements carried out considering a metallic panel, placed beyond a tuff wall, with the two radar configurations described in the experimental setup section.

**Case 1. Point scatterer**

For a point-like target, the reflection coefficient \(\Gamma_{pq}\) takes the following form:

\[
\Gamma_{pq} \approx \sigma_q \exp \left( -j4\pi f \left( \frac{\rho_{pq}}{c} \right) \right) + n_{pq}, \tag{18}
\]

where \(n_{pq}\) is a white zero mean Gaussian noise with \(\sigma^2\) variance, and \(\sigma_q\) is a coefficient linked to the radar cross-section of the target and to the electrical path of the RF...
Figure 6: Comparison between the three considered techniques. Image cuts along the range (a) and cross-range (b) directions with the MIMO radar configuration.

Figure 7: Comparison between the three considered techniques. Image cuts along the range (a) and cross-range (b) directions with the MISO radar configuration.

Figure 8: Comparison between the MIMO and MISO radar configurations. Image cuts along range (a) and cross-range (b) directions obtained with the FT technique.
signal, while \( r_{p,t} \) is the distance between the antenna element located at \( (x_p, y_p) \) and the target located at \( (x_t, y_t) \) [see Figure 4(a)]. The investigated ROI consists of a 2 m × 2 m square region subdivided into square cells with 1-cm side. (18) has been used to evaluate the scattering parameters at 501 frequency points between 1 and 3 GHz (frequency band \( B = 2 \) GHz and frequency step \( \Delta f = 4 \) MHz). A Gaussian noise with variance equal to \( \sigma^2 = 0.1 \) has been added to all the scattering parameters to take into account the environmental noise. This canonical scenario has been analyzed by considering two antenna arrays having the same geometry as the MIMO and MISO radar previously described. For the considered scenario, the radar theoretical resolution in range is \( \delta r = c/2B = 7.5 \) cm; the angular resolution is \( \delta \theta = \lambda/2 \cdot d_A \cdot (N_a - 1) = 0.13 \) rad \((7.6')\) and \( 0.22 \) rad \((12.7')\) for the MIMO and MISO configurations, respectively; and the unambiguous range is \( R_{\text{max}} = c/2\Delta f = 37.5 \) m. In particular, a point scatterer placed 3 m far from the antenna plane and centered with respect to the antenna array [see Figure 5] has been considered.

![Figure 9: Comparison between the MIMO and MISO radar configurations. Image cuts along range (a) and cross-range (b) directions obtained with the MUSIC technique.](image1)

![Figure 10: Comparison between the MIMO and MISO radar configurations. Image cuts along range (a) and cross-range (b) directions obtained with the FT-MUSIC technique.](image2)

![Figure 11: Estimate of the error on the target position versus the angle for the two considered radar configurations and for the three adopted reconstruction techniques.](image3)

Figures 6 and 7 show the results of the simulations performed by using the three considered techniques with the MIMO and MISO radar configurations, respectively. In
these figures, the normalized intensity function for the cuts along the range (a) and cross-range (b) directions performed on the image reconstructions based on the considered techniques have been reported. The figures show that both radar configurations and the three considered reconstruction techniques are able to correctly localize the target position. Moreover, MUSIC and FT-MUSIC algorithms present a similar behavior and a better resolution with respect to FT in particular along the cross-range direction.

Figures 8–10 show a direct comparison between the MIMO and MISO results for the FT (Figure 8), MUSIC (Figure 9), and FT-MUSIC (Figure 10) algorithms.
From Figure 8(a), it results that the half power beam width (HPBW) for FT is of 7 cm in range both for MIMO and MISO radar configurations, very close to the 7.5 cm predicted by the theoretical resolution. Cross-range HPBW values of 31 cm and 49 cm have been evaluated for the MIMO and MISO radar configuration, respectively [see Figure 8(b)]. These values are very close to the 39 cm and 66 cm predicted by the theoretical resolutions achievable with the MIMO and MISO radar array. Concerning MUSIC and FT-MUSIC, the HPBW in range and cross-range is about 1.5 cm both for MIMO and MISO radar configurations [see Figures 9 and 10].

A further investigation has been performed to evaluate the field of view (FOV) [1] of the two radar configurations and of the three reconstruction techniques. To this end, the point target has been moved in cross-range (black dashed line in Figure 5) at different angles with respect to the antenna center (θ in Figure 5). Figure 11 shows the percentage error on the estimated distance with respect to the real one obtained for the two radar configurations and three considered algorithms. The figure shows that considering a 3% error, the MUSIC algorithm presents a FOV of 15° with overlapping curves for the MIMO and MISO radar configurations. Concerning MUSIC and FT-MUSIC, the MIMO radar configuration gives rise to results slightly better than the MISO one. However, similar results are achieved with errors lower than 3% up to 45°.

### Table 1: Comparison among FT, MUSIC, and FT-MUSIC techniques for the MISO and MIMO configurations.

|                     | FT  | MUSIC | FT-MUSIC |
|---------------------|-----|-------|----------|
| Acquisition time    | MISO | MIMO | MISO | MIMO | MISO | MIMO |
| Elaboration time    | 10 s | 20 s  | 10 s  | 20 s | 10 s | 20 s |
| Range HPBW for a point target (numerical simulation) | 7.0 cm | 7.0 cm | 1.5 cm | 1.5 cm | 1.5 cm | 1.5 cm |
| Cross-range HPBW for a point target (numerical simulation) | 49.0 cm | 31.0 cm | 1.5 cm | 1.5 cm | 1.5 cm | 1.5 cm |
| FOV (3%) for a point target (numerical simulation) | 46.2° | 47.3° | 13.5° | 13.5° | 45.2° | 48.8° |
| Range HPBW for a metal panel behind a wall (experimental measure) | 10 cm | 10 cm | 3 cm  | 3 cm | 3 cm  | 3 cm |
| Cross-range HPBW for a metal panel behind a wall (experimental measure) | 60 cm | 40 cm | 3 cm  | 3 cm | 3 cm  | 3 cm |

Case 2. Target with clutter

To evaluate the effect of the environmental clutter, two metallic cylindrical targets having radius of 10 cm placed at a cross-distance of 100 cm and located three meters away from the radar antennas were numerically analyzed using the full-wave CST software. In particular, one cylinder models the desired target and the other one an undesired target (clutter). A two-dimensional problem with one waveguide port was considered. The port moves transversely in 16 or 10 positions, at a 1/4 distance, for the MIMO and MISO cases, respectively. The acquired scattering parameters were processed with the three imaging techniques considered. Since the CST software performs a full-wave analysis, the acquired data take into account the interaction between the two targets. The results of the reconstruction with the three imaging techniques are reported in Figures 12(a) and 12(b) for the MIMO and MISO radars, respectively. The figures show that the FT technique is able to correctly identify the target in the presence of clutter with a separation valley about 20 dB and 10 dB deep for the MIMO and MISO radars, respectively. The presence of the mutual interaction between the targets is evidenced by the small hill between the two peaks. The MUSIC technique presents a behavior similar to the FT one without the central hill. Finally, the FT-MUSIC highlights a deeper valley, but also the presence of an error on the reconstructed distance between the two targets, greater for the MISO radar.
Case 3. Panel behind a wall

The experimental scenario investigated consists of a 25-cm-thick tuff wall placed at 2.25 meters from the antenna array and of a 30 cm × 45 cm metal panel placed 50 cm far from the wall (see Figure 13). The wooden support with the antennas was positioned 40 cm above the wall; therefore, the equivalent antenna array central point is located at 66.5 cm from the ground. OK_his confirms the radar theory by which the wall effect can be taken into account by simply adding an additional delay term given by

\[
\tau_w = \frac{2d}{c} \left( \sqrt{\varepsilon_r'} - 1 \right),
\]

where \(d\) is the wall thickness and \(\varepsilon_r'\) is the real part of the relative dielectric permittivity. For the relative permittivity of the tuff wall, the value of 3.5 has been used as suggested in [25].

Figures 14 and 15 show the results of the measurements performed using the MIMO (Figure 14) and MISO (Figure 15) radar systems and the three considered reconstruction techniques.

The figures show cuts along the range (a) and cross-range (b) directions of the normalized intensity function performed on the image reconstructions based on the radar configurations and techniques considered. As can be seen, thanks to the \(\tau_w\) correction, all the techniques correctly reconstruct the distance of the panel. From Figures 14(a) and 15(a), it results that the half power beam width for FT is 10 cm in range both for MIMO and MISO radar configurations. This value is very close to the 7.5 cm theoretical one. Concerning the cross-range HPBW, values of 40 cm and 60 cm have been evaluated for the MIMO and MISO radar configurations, respectively (see Figures 14(b) and 15(b)). These values are slightly higher with respect to those found in the Case 1, and very close to the 39-cm and 66-cm theoretical resolutions achievable with the considered MIMO and MISO arrays. This analysis evidences that both a point scatterer and a 30 cm × 45 cm panel give rise to similar radar images. This confirms the radar theory by which targets with transversal dimensions lower than the cross-range resolution are seen as point scatterers [1].

Concerning MUSIC and FT-MUSIC algorithms, the HPBW in range and cross-range is about 3 cm both for MIMO and MISO radar configurations. This value is twice the one achieved in the Case 1 probably due to the presence of noise and environmental clutter. The achieved values are much smaller than those achieved with the FT algorithm in particular for the cross-range direction. Both the simulated and the experimental study put in evidence the super-resolution properties of the MUSIC algorithm. However, as evidenced in [9] this happens at the expense of a reduced field of view and an increased sensitivity to the environmental noise.

### Table 2: Comparison between the proposed radar system and those existing in the literature.

| Type of radar | Frequency range | Average power | Antennas | Algorithms | Max range through wall |
|---------------|----------------|---------------|----------|------------|------------------------|
| Liu and Liu [10] | SISO 0.3–1.3 GHz | 10 dBm | 1 TX and 1 RX bow-tie | IFT | 1.5 m |
| Mercuri et al. [11] | SISO 7.3–8.3 GHz | 0 dBm | 1 TX and 1 RX rampart-line | Beamforming | — |
| Yan et al. [12] | SISO 0.85–9.55 GHz | 1 dBm | 1 TX and 1 RX Vivaldi | Variational mode decomposition | 2 m |
| Liu et al. [13] | MISO 0.5–2.5 GHz | 3 dBm | 1 TX and 8 RX cavity-backed bow-tie | Beamforming | 5.5 m |
| Akiyama et al. [14] | MISO 0.1–1.2 GHz | 20 dBm | 1 TX and 4 RX spiral | FT | 5 m |
| Salmi and Molisch [15] | MIMO 2–8 GHz | 0 dBm | 1 TX and 1 RX movable planar monopole | MPC | 5 m |
| Liang et al. [16] | MIMO 0.04–4.4 GHz | 10 dBm | 2 TX–4 RX spiral | CFAR | 5 m |
| Quinquis et al. [17] | MIMO 11.65–18 GHz | Not available | 1 TX and 1 RX movable horn | IFT, MUSIC, ESPRIT | 3 m |
| Yoon and Amin [18] | MIMO 1–3 GHz | 10 dBm | 2 TX and 1 RX movable horn | Compressive sensing | 5 m |
| Hu et al. [19] | MIMO 0.5–2.5 GHz | 1 dBm | 8 TX and 8 RX Vivaldi | Back-projection | 2 m |
| This work | MIMO 1–3 GHz | 20 dBm | 4 TX and 4 RX Vivaldi | FT, MUSIC, FT-MUSIC | ≥ 5 m |
| | MIMO 1–3 GHz | 20 dBm | 1 TX and 10 RX Vivaldi | FT, MUSIC, FT-MUSIC | ≥ 5 m |

FT = Fourier transform, IFT = inverse Fourier transform, MUSIC = multiple signal classification, MPC = multipath components, CFAR = constant false alarm rate, ESPRIT = rotational invariance technique.
4. Discussion and Conclusions

MIMO and MISO radar techniques based on antenna arrays with approximately the same transverse extension have been compared. In addition, FT, MUSIC, and FT-MUSIC reconstruction techniques applied to two different operative scenarios have been considered. Table 1 summarizes the achieved results. The data reported in the Table 1 show that by using the FT technique, the MISO radar configuration that is realized with 10 antennas has a lower cross-range resolution than the MIMO one, which is made up of 16 equivalent antennas, while the range resolution, being related to the signal bandwidth, is the same for the two configurations.

Concerning MUSIC and FT-MUSIC techniques, both MIMO and MISO radar configurations present similar range and cross-range resolutions. The field of view for FT and FT-MUSIC is about the same, while it is strongly reduced for the MUSIC algorithm. Both MIMO and MISO radars have been realized and used to acquire images of a panel located behind a tuff wall. The HPBWs obtained with the experimental setups are very close to those obtained in the canonical case. As far as the FT technique is concerned, resolutions close to theoretical expectations are obtained. In addition, the super-resolution properties of the MUSIC and FT-MUSIC algorithms are confirmed. These results are not trivial because the experimental data are affected by consistent environmental noise and clutter. Concerning the data acquisition times, the MISO configuration acquires the $501 \times 16$ matrix elements in about 20 s, while the MISO radar presents acquisition times of the order of 10 s. Therefore, the use of the MISO radar configuration with a reduced number of antennas determines a reduction of the cross-range resolution of the FT technique but also a reduction in the acquisition time. Finally, it is worth noting that the FT-MUSIC algorithm introduced by the authors presents the same super-resolution properties of the MUSIC one and a field of view comparable with that of the FT technique; therefore, it is a very good candidate for image reconstruction in TWRI systems.

Table 2 reports a comparison between the radar system proposed in this work and those presented in the literature. In particular, the Max Range column refers to measurements reported in the cited articles and does not represent the limit of the aforementioned systems, which is also dependent on the transmitted power and on the type of wall and scatterer considered. As it can be seen, the systems proposed in this work are the most performing among those present in the literature in terms of the number of TX-RX antennas implemented, while they are comparable with the others in terms of maximum range. Furthermore, the possibility to choose between different imaging techniques allows to select the best algorithm according to the scenario to be investigated.
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