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I. INTRODUCTION

Hyperspectral remote sensing has been extensively applied in fields such as the military, agriculture, and exploration fields, because of its ability to provide rich, detailed information on ground objects [1], [2]. However, with the continuous increase in resolution, massive volumes of hyperspectral images (HSIs) put very high stresses on airborne/satellite-borne imaging systems. Compressed sensing or compressive sampling (CS) is an effective technique for addressing this issue.

CS theory [3], [4] integrates signal acquisition and sensing, and signal is compressed as they are acquired. According to CS theory, the sampling rates (srs) for sparse or compressible signals can be far lower than Nyquist srs. Sparse representation have been widely used in image and video processing [5]–[7]. The application of CS in the hyperspectral imaging field has also received wide attention. A series of hyperspectral compressive sensing (HCS) schemes have been proposed [8]–[20]. The special three-dimensional (3D) data structure allows diverse CS methods for HSIs. Note that HSIs can be either spatially sampled, similar to ordinary images, or spectrally sampled [9], [20]. However, spatial and spectral joint is a common method for HSIs processing [21]. Therefore, spatial-spectral hybrid CS method [10], [11], [14], [17], [18] is also proposed for hyperspectral compressive sampling. In this article, the spatial-spectral hybrid CS method proposed in our previous work [14] is used in the spatial-spectral joint CS for hyperspectral data acquisition.

Reconstruction algorithms have always been an important topic of research in the CS field, with HSIs being no exception. Conventional reconstruction algorithms generally directly reconstruct images based on prior information contained in the original data, such as the sparsity and total...
variation (TV). For HSIs, this one- or two-dimensional prior information is generally extended to 3D information using algorithms, such as 3D sparsity, TV, and low-rank in 3DCS [10]. The structural sparsity of HSIs is also used as prior information for reconstruction [15], [22]. This algorithms are characterized by direct reconstruction of original data and can yield relatively good reconstructed data. However, due to the massive volumes of HSIs, the computational complexity of this algorithm is relatively high.

Since the special 3D structure of HSIs, tensor-based methods have been developed for HCS reconstruction in recent years [23]–[28]. In [23], the tensor Tucker decomposition was employed to describe the global spatial-spectral correlation among all HSI bands, and incorporated into weighted 3D TV regularization to enhance the performance of reconstruction. Xue et al. [25] proposed a nonlocal tensor sparse and low-rank regularization (NTSRLR) approach, which can encode essential structured sparsity of an HSI and explore its advantages for HCS reconstruction task. In order to exploit the spectral consistency and nonlocal self-similarity in the spatial dimension, the framework combining nonlocal low-rank regularization and hyper-Laplacian regularization was proposed in [24]. Chen et al. [28] assumed that the HSIs lies in a low-dimensional subspace instead of designing the regularization of the low-rank approximation, and proposed a subspace-based nonlocal tensor ring decomposition method (SNLTR) for HCS reconstruction. Although these tensor-based works can obtain satisfactory reconstruction results, the terrible computational complexity hinders the universality of the algorithm.

Compressive-projection principal component analysis (CPPCA) [9] and the relevant improved algorithms [29]–[32] reconstruct original data by estimating eigenvectors using principal component analysis (PCA) instead of directly recovering the original data. CPPCA exhibits relatively high reconstruction performance while effectively reducing the computational load. However, there is a critical defect in CPPCA. This reconstruction algorithm fails at low srs, and its reconstruction performance decreases rapidly when sr is lower than 0.1.

As a simple, effective prior assumption, linear mixed models (LMMs) are extensively applied in spectral unmixing. Under an LMM assumption, the spectrum of any pixel can be considered a mixture of the characteristic signals of the endmembers and the corresponding abundances. Thus, in recent years, researchers have used LMMs to reconstruct and decompose HSIs into endmember and abundance estimates and thereby have indirectly reconstructed original HSIs [12], [14], [16]–[18], [33]–[35]. The decrease in the volume of objective data for reconstruction not only significantly increases the reconstruction speed but also considerably improves the reconstruction performance. Wang et al. [14] proposed a spatial-spectral hybrid CS method. In the reconstruction process, this method extracts endmembers by the spatially compressed data and subsequently estimates abundances based on spectral compressed measurements. However, the estimated abundances and extracted endmembers do not necessarily optimally match the original data. In [18], an improved version was proposed. In this method, two objective functions are established, one for spatial measurements and one for spectral measurements. Then, the endmembers and abundances are estimated by continuous iterations. However, it is difficult to optimize the two objective functions at the same time. In other words, when one objective function converges to the optimal point, the other objective function is not necessarily near the optimal point and may even deviate significantly from it. In addition, it is very difficult to measure the contribution of the optimal values of two independent objective functions. In practical application, it is very difficult to adjust the degree of contribution of the optimal values of two independent objective functions.

In view of the abovementioned non-uniformity issue with two objective functions, this article presents a single objective function to optimize both the spatial measurements and compressed spectral data. This algorithm is referred to as spatial-spectral joint CS (SSJCS). In addition, inspired by sparse unmixing [36]–[38], a row sparsity constraint is introduced for the abundances in CS reconstruction to further improve the reconstruction accuracy. Another contribution of this article is the design of an effective algorithm for addressing the aforementioned optimization problem. This algorithm allows rapid and high-accuracy HCS reconstruction based on spectral unmixing.

The remainder of this article is organized as follows. Section II introduces the SSJCS algorithm for HSIs under an LMM and its mathematical expression. Section III details the process of the proposed reconstruction algorithm. Section IV presents experimental comparisons of SSJCS and several state-of-the-art reconstruction algorithms based on several widely used HSIs and demonstrates the excellent performance of SSJCS. Finally, Section V provides the conclusions of the paper.

II. SPATIAL-SPECTRAL HYBRID COMPRESSED SAMPLING

$X \in \mathbb{R}^{L \times N}$ is used to represent an HSI, where $L$ is the number of bands and $N$ is the number of pixels. Here, the spatial image of each band is pulled into one row. In other words, each row of $X$ represents the greyscale image of any band, and each column of $X$ represents the spectral curve of any pixel. Thus, the famous LMM can be represented by the following equation:

$$X = ES$$

where $E \in \mathbb{R}^{L \times p}$ represents the endmember matrix and $S \in \mathbb{R}^{p \times N}$ represents the corresponding abundance matrix. $p$ is the number of types of ground objects contained in the scene and is also referred to as the number of endmembers. In the spectral unmixing field, two important physical constraints on an LMM, namely, the abundance non-negativity constraint and abundance sum-to-one constraint, generally cannot be ignored. However, in CS reconstruction, it is found that these
two constraints have no significant impact on the reconstruction performance but increase the computational complexity of the reconstruction. Therefore, in this article, these two physical constraints are not taken into consideration.

SSJCS divides hyperspectral data acquisition into two parts, namely, spectral and spatial CS. These two parts can be realized in parallel using two lenses or in sequence using a single lens [17]. The mathematical expression of spectral CS is as follows:

$$Y_L = A_L X = A_L E S$$  \hspace{1cm} (2)$$

where $A_L \in \mathbb{R}^{l \times L}$ is the spectral CS matrix (a uniformly distributed random matrix can be used as $A_L$ in experiments). $l \ll L$ means that the number of observation bands and is far smaller than that of original bands, which implies that spectral compressive is achieved. $Y_L \in \mathbb{R}^{l \times N}$ is the spectral CS measurements. Then, the spectral $sr$ can be defined as $sr_L = \frac{ln}{LN} = l/L$.

The realized form of spatial CS is as follows:

$$Y_N = XA_N = ESA_N$$  \hspace{1cm} (3)$$

where $A_N \in \mathbb{R}^{N \times n}$ is the spatial CS matrix, $n \ll N$ means that the number of observation pixels and is far smaller than that of original pixels, which implies that spatial compressive is achieved. $Y_N \in \mathbb{R}^{L \times n}$ represents the spatial CS measurements. Thus, the spatial $sr$ can be defined as $sr_N = \frac{LN}{LN} = n/N$. It is worth noting that to facilitate the extraction of initial endmembers, the measurement matrix designed by Wang et al. [14] is still used as $A_N$. In other words, each column of $A_N$ is a one-hot vector. This vector has only one element with a value of 1, and each of its other elements has a value of 0. In addition, to ensure the randomness of the measurement matrix, an element with a value of 1 can be randomly placed at any position.

$Y_L$ and $Y_N$ are the actual data acquired by SSJCS. Thus, the total equivalent $sr$ is the sum of $sr_L$ and $sr_N$, i.e., $sr = sr_L + sr_N$. Considering that the number of bands is often far smaller than that of pixels in an HSIs, we let $sr_L \gg sr_N$ when setting the $sr$s to ensure that a sufficient number of wavenumber dimensions can be acquired. In the subsequent design, $sr_N$ is set to a fixed value of 0.01. The total $sr$ is varied by altering $sr_L$.

### III. SPATIAL-SPECTRAL JOINT RECONSTRUCTION

The goal of SSJCS reconstruction is to recover the original data $X$ at high accuracy based on the acquired compressed data $Y_L$ and $Y_N$ under the given $A_L$ and $A_N$. To achieve this, the following objective function is established to solve the reconstruction problem:

$$\min_{E,S} \frac{1}{2} \|Y_L - A_L E S\|_F^2 + \frac{\alpha}{2} \|Y_N - ESA_N\|_F^2 + \beta \|S\|_{2,1}$$  \hspace{1cm} (4)$$

where $\|C\|_F = \sqrt{\text{trace} \{CC^T\}}$ is referred to as the Frobenius norm of $C$, the subscript $T$ in $C^T$ denotes the transpose of the matrix, $\|S\|_{2,1} = \sum_{i=1}^{p} \|s_i\|_2$ is defined as the $\ell_{2,1}$ norm of $S$ [38], [39] to describe the row sparsity of the abundance, and $\alpha$ and $\beta$ are regular-term parameters that are used to weight the second and third terms in the objective functions, respectively. In Equation (4), the spectral and spatial observations are combined under one objective function, and their weights are adjusted through $\alpha$. In addition, the row sparsity constraint on the abundances is increased, which can help $E$ and $S$ approach their respective optimal values.

The optimization of Equation (4) requires the simultaneous minimization of $E$ and $S$ and is a nonconvex optimization problem, which is difficult to solve directly. Thus, the alternating direction method of multipliers (ADMM) [40] is used to optimize Equation (4). First, auxiliary matrices $R_1 = A_L E$, $R_2 = E$, $R_3 = SA_N$, $R_4 = S$, and $R_5 = R_4$ are introduced. Thus, the unconstrained optimization problem in Equation (4) can be converted to the following constrained optimization problem:

$$\min_{E,S,R_1,R_2,R_3,R_4,R_5} \frac{1}{2} \|Y_L - R_1 R_4\|_F^2 + \frac{\alpha}{2} \|Y_N - R_2 R_3\|_F^2 + \beta \|R_5\|_{2,1}$$  \hspace{1cm} (5)$$

subject to $R_1 = A_L E$

$$R_2 = E$$

$$R_3 = SA_N$$

$$R_4 = S$$

$$R_5 = R_4$$

Equation (5) can be simplified to the following compact form:

$$\min_{T,R} \{ g(R) \text{ subject to } GT + BR = 0 \}$$  \hspace{1cm} (6)$$

where

$$g(R) = \frac{1}{2} \|Y_L - R_1 R_4\|_F^2 + \alpha \|Y_N - R_2 R_3\|_F^2 + \beta \|R_5\|_{2,1}$$

$$T = \left[ \begin{array}{cccc} A_L & 0 & 0 & 0 \\ 0 & I & 0 & 0 \\ 0 & 0 & A_N^T & 0 \\ 0 & 0 & 0 & I \\ 0 & 0 & 0 & 0 \end{array} \right]$$

$$G = \left[ \begin{array}{cccc} -I & 0 & 0 & 0 \\ 0 & -I & 0 & 0 \\ 0 & 0 & -I & 0 \\ 0 & 0 & 0 & -I \end{array} \right]$$

$$B = \left[ \begin{array}{cccc} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{array} \right]$$

where $I$ is the identity matrix. Equation (6) is a more compact constrained optimization problem than equation (5). The matrices $G$ and $B$ are constant matrices created by the given measurement matrices $A_L$, $A_N$ and identity matrix $I$. The variable matrix $R$ is composed of matrices $R_1$, $R_2$, $R_3$, $R_4$.
Algorithm 1 ADMM pseudocode for solving Equation (6)

1. **Initialization:** set \( k = 0 \), choose \( \mu > 0 \), \( T^0, R^0, D^0 \)
2. **Repeat:**
   3. \( T^{k+1} \leftarrow \arg \min \mathcal{L}(T, R^k, D^k) \)
   4. \( R^{k+1} \leftarrow \arg \min \mathcal{L}(R^{k+1}, T, D^k) \)
   5. \( D^{k+1} \leftarrow D^k - GT^{k+1} + BR^{k+1} \)
6. **Until** some stopping criterion is satisfied.

and \( R_S \), and \( T \) is composed of endmember matrix, abundance matrix and zero matrix. \( g(R) \) corresponds to the objective function \( \frac{1}{2} \| Y_L - R_1R_4 \|_F^2 + \frac{\alpha}{2} \| Y_N - R_2R_3 \|_F^2 + \beta \| R_5 \|_2 \).

The task of Equation (6) is to minimize the objective function \( g(R) \) by the variables \( R \) and \( T \) under the constraint of \( GT + BR = 0 \).

Thus, the augmented Lagrangian in Equation (6) can be expressed as follows:

\[
\mathcal{L}(T, R, D) = g(R) + \frac{\mu}{2} \| GT + BR - D \|_F^2
\]

where \( \mu > 0 \) is a positive constant used to control the rate of convergence of the algorithm and \( D \) represents Lagrange multipliers.

In each iteration of the ADMM, Algorithm 1 sequentially executes the optimization of \( T \) by \( \mathcal{L} \) (Step 3), the optimization of \( R \) by \( \mathcal{L} \) (Step 4), and the update of the Lagrange multipliers (Step 5).

After the \( k \)th iteration, the following residuals are defined:

\[
resp = \left\| GT^{k+1} + BR^{k+1} \right\|_F
\]

\[
resd = \left\| \mu G^T B \left( R^{k+1} - R^k \right) \right\|_F
\]

where \( resp \) and \( resd \) are primal and dual residuals, respectively. Boyd et al. [41] suggest that a reasonable termination criterion is that the primal and dual residuals must be small, i.e.,

\[
resp \leq \epsilon_p \quad \text{and} \quad resd \leq \epsilon_d
\]

where \( \epsilon_p > 0 \) and \( \epsilon_d > 0 \) are feasibility tolerances, respectively.

The update equation of the ADMM shows that a relatively high \( \mu \) value generates a relatively large penalty for violations of primal feasibility and therefore tends to generate relatively small primal residuals. Conversely, the definition of \( resd \) suggests that a relatively low \( \mu \) value tends to reduce dual residuals, albeit at the expense of reducing the penalty for primal feasibility. This may result in relatively large primal residuals. Therefore, the initial value of \( \mu (\mu^0) \) is set to 0.5, and \( \mu \) is continuously adjusted based on \( resp \) and \( resd \) during each iteration.

\[
\mu^{k+1} = \begin{cases} 
2\mu^k & \text{if } \epsilon_p > 10 resd \\
\mu^k / 2 & \text{if } \epsilon_p > 10 resd \\
\mu^k & \text{otherwise}
\end{cases}
\]

Considering that the ADMM may converge to a local optimal solution, the selected \( \mu^0 \) is vitally important for the final result. The special structure of \( A_N \) renders it easy to estimate the endmember \( E^0 \) from \( Y_N \). Research on linear spectral unmixing shows that \( E^0 \) is very close to the final endmember. \( E^0 \) is extracted by the following procedure. The hyperspectral signal identification by minimum error (HySime) algorithm [42] is first employed to estimate the number of endmembers \( p \) from \( Y_N \). Then, the vertex component analysis (VCA) algorithm [43] is used to extract \( E^0 \) from \( Y_N \), i.e.,

\[
E^0 = vca(Y_N)
\]

where \( vca \) signifies the VCA algorithm. The initial abundance can be estimated based on \( Y_L \) using the method of least squares:

\[
S^0 = \left( A_L E^0 \right)^T \left( A_L E^0 \right)^{-1} \left( A_L E^0 \right)^T Y_L
\]

where \( C^{-1} \) is the inverse matrix of \( C \). In Algorithm 1, \( T^0 \) and \( R^0 \) can be initialized using \( E^0 \) and \( S^0 \) based on equation (13) and (14), and \( D^0 \) is initialized to an all-zero matrix. The details of the optimizations with respect to \( T \) and \( R \) of ADMM Algorithm 1 (SSJCS) are shown in the Appendix at the end of the paper.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, the effectiveness of the proposed SSJCS algorithm is examined through comparison experiments based on four real-world HSIs. The SSJCS algorithm is compared with CPPCA (a spectral CS algorithm) [9], spectral compressive acquisition (SpeCA) (a spatial-spectral dual sampling algorithm) [17], and spatial-spectral compressed reconstruction based on spectral unmixing (SSCR_SU) (a spatial-spectral dual sampling algorithm) [18]. For CPPCA, it is only necessary to set one parameter, namely, the number of eigenvectors. Default settings can be used for all the other parameters. According to Fowler’s recommendation [9], a value in the range of 3-30 that can realize optimal reconstruction performance is selected as the number of eigenvectors. SpeCA and SSCR_SU reconstruct data by spectral unmixing. SSCR_SU uses the HySime algorithm to estimate the number of endmembers, whereas SpeCA is unable to estimate the number of endmembers in advance. Therefore, the number of endmembers is set based on the real number of types of ground objects during the experiments.

A. PARAMETER SETTINGS

The proposed SSJCS algorithm is evidently sensitive to the settings of the regular-term parameters \( \alpha \) and \( \beta \). Unavoidably, in the experiments, it is necessary to give a suitable range for parameter settings. Thus, an attempt is first made to find stable and effective parameter settings through a set of experiments. The Samson dataset used in the experiments is a simple dataset available online. This dataset contains

\[\text{http://www.escience.cn/people/feiyunZHU/Dataset_GT.html}\]
952 × 952 pixels of 156 channels with wavelengths between 401 and 889 nm. In this experiment, a small area (95 × 95) containing three types of ground objects (soil, trees, and water) is extracted for testing. Figure 4(a) shows a red-green-blue (RGB) pseudo-colour map of the Samson dataset (the red, green, and blue channels correspond to the 105, 50, and 18 bands, respectively). The variation in the reconstruction performance of SSJCS with α and β is measured using the average signal-to-noise ratio (SNR), which is defined as follows:

$$\text{SNR} = \frac{1}{L} \sum_{i=1}^{L} 10 \log_{10} \frac{\|X_i\|_2^2}{\|X_i - \hat{X}_i\|_2^2}$$

(15)

where $X_i$ and $\hat{X}_i$ are the original and reconstructed images of the band $i$, respectively.

Figure 1 shows the effects of α and β on the average SNR of the reconstructed image at various srs. As demonstrated in Figure 1, the variation in the SNR with each of α and β exhibits basically similar trends at various srs. As α gradually increases, the SNR first increases and then decreases. As β decreases, the SNR similarly first increases and then decreases. This is because the parameters α and β in the objective function (4) weigh the fidelity term of spatial compressed data and the sparsity term of abundance respectively. When α increases, the proportion of fidelity terms in the objective function increases, and when β decreases, the proportion of sparse terms decreases. The change trend of SNR in Figure 1 shows that the appropriate values of these two parameters are conducive to further improve the reconstruction accuracy. However, at a relatively large β (e.g., β = 1), the SNR is more sensitive to α. As α increases, the SNR increases to its peak value and subsequently decreases. However, as shown in Figure 1, at a relatively small β, the SNR decreases slowly as α increases. This results in a relatively large flat area on the curved surface in Figure 1. The SNR in this area is close to the peak value. This facilitates the setting of α and β. Therefore, α and β are set to 100 and 10^{-4}, respectively, in the subsequent experiments. While these settings do not necessarily ensure the maximum SNR at various srs, they can ensure that the SNR is near its maximum value.

Figure 2 shows the variation in the residuals of the iteration. As demonstrated in Figure 2, as the number of iterations increases, the primal and dual residuals decrease rapidly to relatively small values. After 30 iterations, as the number of iterations increases, there are relatively insignificant changes in the primal and dual residuals. This suggests that the algorithm has converged to a relatively optimal solution and that further increasing the number of iterations will relatively insignificantly affect the reconstruction performance. Therefore, the maximum number of iterations maxiters is set to 30 in the subsequent experiments.

B. SNR COMPARISON

In this section, the proposed SSJCS algorithm is compared with CPPCA, SpeCA, and SSCR_SU in terms of the SNR of reconstructions based on the Samson, Cuprite, PaviaU, and Urban datasets. In the experiments, sr is increased from 0.1 to 0.5 at a step size of 0.1.

The Cuprite dataset consists of data acquired by the Airborne Visible/Infrared Imaging Spectrometer on June 19, 1997 over a mining area in southern Florida [43] covered primarily by some minerals and a small amount of vegetation. A sub-image containing 250 × 191 pixels is used in the experiment. This image contains a total of 224 bands between 400 and 2,500 nm. After removing the noise and water absorption bands, the image of the remaining 188 bands is used in the experiment. Due to the minor spectral difference between some similar minerals, it is generally considered that this area contains 12 different types of ground objects. Figure 4(a) shows an RGB pseudo-colour image of the Cuprite dataset (the red, green, and blue channels correspond to 40, 20, and 10 bands, respectively).

The Urban dataset, often used in HS image processing, was acquired by the HS Digital Imagery Collection Experiment sensor over an urban district of Copperas Cove, Texas, USA. This dataset contains 210 bands with wavelengths between 400 and 2,500 nm and has a spatial resolution of 307 × 307. After removing the water and noise absorption bands, the remaining 162 bands are used in the comparison experiment. This area contains six types of ground objects. Figure 4(a) shows an RGB pseudo-colour image of the Urban dataset (the red, green, and blue channels correspond to 28, 11, and 2 bands, respectively).

The PaviaU dataset was acquired by the Reflective Optics System Imaging Spectrometer over Pavia, northern Italy. After removing 12 noise bands, this dataset contains 610 × 340 imagery data points in 103 bands and has a geometric ground resolution of 1.3 m. In addition, this dataset contains nine types of ground objects. Figure 4(a) shows an RGB pseudo-colour image of the PaviaU dataset (the red, green, and blue channels correspond to 50, 30, and 5 bands, respectively).

Figure 3 shows the reconstruction performance of the algorithms on the four datasets at various srs. The figure shows that the SNR curve of the image reconstructed by each algorithm on each dataset increasing with increasing sr. The SNR curves corresponding to the spectral unmixing-based reconstruction algorithms are flatter, whereas the SNR curve corresponding to CPPCA increases more rapidly as the sr increases. This means that the spectral unmixing-based reconstruction algorithms exhibit higher performance at low srs. This is corroborated by the results in Figure 3(a) and (c). The SNRs corresponding to SpeCA and SSCR_SU are higher than those corresponding to CPPCA at low srs but lower than those corresponding to CPPCA at higher srs. However, SSJCS demonstrates the optimal performance on all of the datasets. For some datasets, the SNRs corresponding to SSJCS are far higher than those corresponding to the other algorithms. For example, at an sr of 0.2, the SNR corresponding to SSJCS is higher than those corresponding to the other algorithms by nearly 10 dB for the Samson dataset.
sr of 0.5, the SNR corresponding to SSJCS is higher than those corresponding to the other algorithms by 8 dB. This sufficiently demonstrates the effectiveness of the proposed SSJCS algorithm. SSCR_SU and SpeCA exhibit similar performance on the four datasets. In most cases, SSCR_SU slightly outperforms SpeCA. It is worth noting that CPPCA exhibits poor reconstruction performance on all the datasets at sr below 0.1. This suggests that CPPCA fails at sr below 0.1.

The images reconstructed by SSJCS based on the PaviaU dataset are compared with those reconstructed by CPPCA reported by Chen et al. [32] and the relevant improved algorithms (class-dependent CPPCA (C-CPPCA) [31], multiple hypotheses (MH)(uniform

**FIGURE 1.** Average SNR for parameters \( \alpha \) and \( \beta \) with different sampling rates. (a) \( sr = 0.1 \), (b) \( sr = 0.2 \), (c) \( sr = 0.3 \), (d) \( sr = 0.4 \), and (e) \( sr = 0.5 \).

**FIGURE 2.** Primal and dual residuals for different sampling rates. (a) \( sr = 0.1 \), (b) \( sr = 0.2 \), (c) \( sr = 0.3 \), (d) \( sr = 0.4 \), and (e) \( sr = 0.5 \).
grouping (U))-CPPCA, MH(non-uniform grouping (NU))-CPPCA, MH(U)-C-CPPCA, MH(NU)-C-CPPCA [32], and multi-task Bayesian CS (MT-BCS) [44]. Table 1 summarizes the results. As demonstrated in Table 1, SSJCS far outperforms CPPCA and the relevant improved algorithms in reconstruction. At an sr of 0.2, the SNR of the image reconstructed by SSJCS is higher than that of the image reconstructed by MH(NU)-C-CPPCA by more than 14 dB. This adequately demonstrates the high efficiency of the proposed algorithm. In addition, by comparing the reconstruction by CPPCA in Figure 3(d) and Table 1, it is found that the reconstruction performance of CPPCA is higher. This is because when running the CPPCA code, the key parameter-the assumed number of eigenvectors-was adjusted to its optimum.

To further confirm the effectiveness of the proposed algorithm, we compared the mean peak signal-to-noise ratio (MPSNR) index on the PaviaU and Urban datasets with several state-of-the-art reconstruction algorithms, which is defined in [25]. The comparison algorithm includes our previous work, hyperspectral compressed sensing based on a multitype mixing model (HCS_MMM) and distributed compressed hyperspectral sensing (DCHS), as well as joint tensor decomposition and reweighted TV regularization method (JTenRe3-DTV) [23], nonlocal tensor sparse and low-rank regularization (NTSRLR) [25], and subspace-based nonlocal tensor ring decomposition method (SNLTR) [28]. It should be noted that the PaviaU and Urban datasets have been cropped into subimages of $300 \times 300 \times 103$ and $200 \times 200 \times 184$ in references [25] and [28], respectively. The experimental results of all algorithms in Table 2 and Table 3 are for the cropped subimages. The proposed algorithm additionally adds the reconstructed MPSNR of the whole area without cropping. The cropped and cropped results are marked in Table 2 and Table 3 with the dimensions of the dataset, respectively.

*FIGURE 3. SNR curves achieved by four algorithms for different datasets. (a). Samson, (b). Cuprite, (c). Urban, (d). PaviaU.*

| TABLE 1. SNR (dB) of different algorithms for PaviaU dataset. The optimal reconstruction performance is specified in bold. |
|---------------------------------------------------------------|
| $sr$  | 0.2  | 0.3  | 0.4  | 0.5  |
|-------|------|------|------|------|
| CPPCA | 13.95| 16.80| 20.11| 22.65|
| C-CPPCA | 16.55| 19.65| 21.55| 23.62|
| MH(NU)-C-CPPCA | 17.59| 22.03| 25.11| 27.55|
| MH(U)-C-CPPCA | 17.26| 21.52| 24.53| 26.92|
| MH(NU)+C-CPPCA | 19.16| 23.13| 25.44| 27.95|
| MH(U)+C-CPPCA | 18.99| 22.48| 24.94| 27.34|
| MT-BCS | 18.54| 22.90| 26.05| 29.02|
| SSJCS | **33.54** | **36.23** | **38.74** | **40.83** |
For PaviaU dataset, all algorithms have poor reconstruction performance at 0.02 sampling rate, although our algorithm achieves the best reconstruction results on uncropped dataset. The sampling rate is increased from 0.02 to 0.05, and the reconstruction accuracy of all algorithms has been greatly improved. For example, the MPSNR of HCS_MMM has even increased by nearly 13dB. At lower sampling rates, DCHS performs better than SSJCS since DCHS is specially designed for low sampling rate environments. In fact, SSJCS can also perform better in low sampling rate environment if the appropriate prior constraint of abundance is added, but this is beyond the scope of this article. At a sampling rate above 0.15, SSJCS can achieve the best reconstruction performance better than other algorithms. Comparing the performance of SSJCS on cropped and uncropped datasets, the cropping of the data seems to have no effect on the algorithm. The reconstruction accuracy of the two is basically close, except for the 0.02 sampling rate. This is because the PaviaU dataset only crops spatial pixels without changing the spectrum. Moreover, the spatial resolution is still high after cropping, which has little effect on the algorithm, and even the reconstruction performance is improved at some specific sampling rates.

For the Urban dataset, SNLTLR obtains the best reconstruction performance under low sampling. At higher sampling rates, SSJCS performs better on the uncropped dataset. Here, the performance of SSJCS in cropped and uncropped datasets is quite different. The reconstruction result of the uncropped dataset is obviously better than the cropped dataset. This is mainly caused by two reasons. One is that the cropped image is too small, which affects the reconstruction performance. The other is that the cropped dataset retains 184 bands in the original 210 bands. A small amount of noise is still included in some bands, which seriously degrades the accuracy of LMM.

Table 2 summarizes the MPSNR (dB) of different algorithms for PaviaU dataset. The optimal reconstruction performance is specified in bold.

| SP     | 0.02 | 0.05 | 0.10 | 0.15 | 0.20 |
|--------|------|------|------|------|------|
| JTenRe3-DTV | 28.04 | 35.73 | 37.10 | 37.39 | 38.03 |
| NTSLRB | 29.83 | 37.96 | 42.15 | 44.55 | 46.55 |
| DCHS   | 31.35 | 42.97 | 45.63 | 46.96 | 48.34 |
| HCS_MMM | 24.79 | 37.12 | 43.73 | 46.62 | 47.08 |
| SSJCS (300 x 300 x 103) | 32.00 | 41.89 | 45.53 | 47.38 | 48.72 |
| SSJCS (610 x 340 x 103) | **34.52** | **41.41** | **45.00** | **47.11** | **48.99** |

Table 3 summarizes the MPSNR (dB) of different algorithms for Urban dataset. The optimal reconstruction performance is specified in bold.

| SP     | 0.02 | 0.05 | 0.10 | 0.15 | 0.20 |
|--------|------|------|------|------|------|
| JTenRe3-DTV | 36.04 | 38.55 | 40.62 | 40.91 | 42.11 |
| SNLTLR | **36.61** | **42.43** | 46.35 | 47.44 | 48.08 |
| DCHS   | 35.78 | 41.68 | 43.26 | 46.01 | 46.58 |
| HCS_MMM | 27.93 | 31.93 | 37.88 | 42.29 | 45.03 |
| SSJCS (200 x 200 x 184) | 35.29 | 38.56 | 42.95 | 45.29 | 46.60 |
| SSJCS (307 x 307 x 162) | 30.89 | 42.16 | 45.79 | **48.13** | **49.26** |

Figure 4 shows the original pseudo-colour images of the four datasets as well as pseudo-colour images reconstructed by various algorithms at a sr of 0.2. It is very difficult to determine the differences between the details of the images reconstructed by the algorithms. This is because CPPCA and the other three spectral unmixing-based reconstruction algorithms use spectral CS measurements. Reconstruction of spectral CS measurements allows relatively complete preservation of spatial information. Therefore, the images reconstructed by these algorithms are very close to the original image in terms of spatial details.

However, for the PaviaU dataset, it can still be found that the image reconstructed by CPPCA is relatively dark, whereas the images reconstructed by the other three spectral unmixing-based reconstruction algorithms are also slightly darker than the original image but closer to the original image than the image reconstructed by CPPCA. This suggests that the performance of these algorithms in recovering spectral information is slightly lower than that in recovering spatial information. CPPCA performs even more poorly than the other three algorithms. SpeCA, SSCR_SU, and SSJCS are similar in terms of reconstruction performance. The minor differences between the images reconstructed by these algorithms cannot be distinguished visually.

In order to clearly distinguish the reconstruction results of different algorithms visually, Figure 5 provides the residual images between the original images and the reconstructed images achieved by different algorithms with 0.5 sampling rate. When the sampling rate is 0.5, the performance of several algorithms on the Cuprite dataset is similar, so the brightness of their residual images is also similar. However, on the other three data sets, the residual images of the proposed SSJCS algorithm are darker than the other three algorithms. This means that SSJCS has the lowest residual and the best reconstruction performance. We can also see from the residual images that CPPCA performs better than SpeCA and SSCR_SU at 0.5 sampling rate on Samson and Urban datasets.

C. SAM COMPARISON

In this section, the abovementioned four reconstruction algorithms are compared using the average spectral angle mapper (SAM), which is defined below:

$$\text{SAM} \equiv \frac{1}{N} \sum_{j=1}^{N} \arccos \frac{X_{j}^{T} \cdot \hat{X}_{j}}{\|X_{j}\|_{2} \cdot \|\hat{X}_{j}\|_{2}}$$

where $X_{j}$ and $\hat{X}_{j}$ are the original and reconstructed spectral curves of the $j^{th}$ pixel, respectively. The lower the SAM is, the closer the reconstructed spectral curve is to the original spectral curve.

Table 4 summarizes the average SAMs obtained by the algorithms when they are used to reconstruct data based on the selected datasets at various sr. The results in Table 4 are similar to those in Figure 3. The proposed SSJCS algorithm exhibits no notable advantages on the Cuprite dataset but is
significantly advantageous to the other three algorithms on the other three datasets. In some cases, the average SAM of reconstruction by SSJCS is even less than half that of reconstruction by the best of the other three algorithms. At a sr of 0.5, the SAM achieved by CPPCA is lower than that achieved by SpeCA on each of the four datasets, is far lower than that achieved by SSCR_SU on the Samson and Urban datasets and is close to that achieved by SSCR_SU on Cuprite and PaviaU datasets. This suggests that at high srs, CPPCA outperforms SpeCA and SSCR_SU in recovering spectral information. However, the performance of CPPCA is still slightly lower than that of the proposed algorithm, particularly on the PaviaU dataset. This further demonstrates that the proposed algorithm is effective in reconstructing spectral information. In addition, it is noted that SpeCA exhibits the highest reconstruction performance on the PaviaU dataset at...
a $sr$ of 0.1. However, this does not undermine the performance of SSJCS. Under this condition, the SAM achieved by SSJCS is higher than the optimal value by only 0.02. This suggests that SSJCS still exhibits excellent reconstruction performance.

To more visually observe the recovery of spectral information, specific pixels in the four datasets at a $sr$ of 0.5 are selected, and the original spectral curves and the spectral curves reconstructed by various algorithms are plotted, as shown in Figure 6. Specifically, the pixel at (50, 50) in the Samson dataset is selected, while the pixel at (100, 100) in each of the other three datasets is selected. In addition, to facilitate observation, the original spectral curves are enlarged locally. A comparison of the locally enlarged
FIGURE 6. Original and reconstructed spectral curves achieved by the various algorithms for the different datasets with 0.5 sampling rate. (a). Samson (50,50), (b). Cuprite (100, 100), (c). Urban (100, 100), (d). PaviaU (100, 100).

spectral curves shows that the spectral curve reconstructed by SSJCS based on each of the four datasets relatively satisfactorily approaches the original spectral curve. While SSJCS performs somewhat poorly on the PaviaU dataset, it still significantly outperforms the other three algorithms. All the algorithms exhibit relatively excellent reconstruction performance on the Cuprite dataset. This is consistent with the results in Table 4. The spectral curves reconstructed by SpeCA and SSCR_SU based on the Samson and Urban datasets deviate relatively significantly from the original curve, whereas SSJCS and CPPCA are able to recover the original spectral curve with relatively low distortion.

D. SSIM COMPARISON

The final evaluation index used in the experiments is the structural similarity index (SSIM), which is an important index for measuring the structural consistency between the original and reconstructed images. The average SSIM is defined as follows:

$$SSIM = \frac{1}{L} \sum_{i=1}^{L} \frac{(2\mu_o\mu_r + c_1)(2\sigma_{or} + c_2)}{\left(\mu_o^2 + \mu_r^2 + c_1\right)\left(\sigma_o^2 + \sigma_r^2 + c_2\right)}$$

where $\mu_o$ and $\mu_r$ are the average values of the original and reconstructed images $X_i$ and $\hat{X}_i$ of the $i^{th}$ band, respectively, $\sigma_o$ and $\sigma_r$ are the variances of $X_i$ and $\hat{X}_i$, respectively, $\sigma_{or}$ is the covariance of $X_i$ and $\hat{X}_i$, and $c_1 = (k_1\Omega)^2$ and $c_2 = (k_2\Omega)^2$ are constants used to maintain stability ($k_1 = 0.01$, $k_2 = 0.03$, and $\Omega$ is the dynamic range of the pixel value) [45]. The higher the SSIM is, the more structurally similar the reconstructed image is to the original image.

Table 5 summarizes the average SSIMs of reconstruction by various algorithms. As demonstrated in Table 5, the proposed SSJCS algorithm exhibits the best performance on all three datasets except for the Urban dataset. SSCR_SU outperforms SSJCS on the Urban dataset. For the Urban dataset, the average SSIM achieved by SSJCS is again the highest only at a sr of 0.5. This suggests that while SSCR_SU performs moderately in conventional indices (SNR and SAM), this algorithm exhibits excellent performance in structural similarity. Nevertheless, SSJCS still outperforms SSCR_SU on the other datasets.

In summary, the proposed SSJCS algorithm outperforms the other state-of-the-art algorithms in both spatial information recovery and spectral curve reconstruction. SSJCS also exhibits excellent reconstruction performance even at the
the reconstruction problem of the objective function. Experimental comparisons in multiple indices show that the proposed algorithm notably outperforms other algorithms in SNR and SAM and exhibits excellent performance in SSIM. In the future, a suitable endmember constraint will be developed for the objective function to further improve reconstruction accuracy.

VI. APPENDIX

In this Appendix, the implementation of the SSJCS algorithms described in Section 3 is explained in detail. First, let us begin with the varying augmented Lagrangian in Equation (8).

\[
\mathcal{L} (E, S, R_1, R_2, R_3, R_4, R_5, D_1, D_2, D_3, D_4, D_5) = \frac{1}{2} \| Y_L - R_1 R_4 \|_F^2 + \frac{\alpha}{2} \| Y_N - R_2 R_3 \|_F^2 + \beta \| R_5 \|_2,1
\]

\[
= \frac{\mu}{2} \| A_L E - R_1 - D_1 \|_F^2 + \frac{\mu}{2} \| E - R_2 - D_2 \|_F^2 + \frac{\mu}{2} \| S A_N - R_3 - D_3 \|_F^2 + \frac{\mu}{2} \| S - R_4 - D_4 \|_F^2 + \frac{\mu}{2} \| R_4 - R_5 - D_5 \|_F^2
\]

(18)

While keeping the other variables unchanged, the minimization of \( E \) by the augmented Lagrangian can be expressed as follows:

\[
\arg \min_E \frac{\mu}{2} \| A_L E - R_1 - D_1 \|_F^2 + \frac{\mu}{2} \| E - R_2 - D_2 \|_F^2
\]

(19)

which has a closed-form solution of

\[
E^{k+1} \leftarrow \left( A_L^T A_L + I_L \right)^{-1} \left[ A_L^T \left( R_1^k + D_1^k \right) + \left( R_2^k + D_2^k \right) \right]
\]

(20)

where \( I_L \) is an \( L \times L \) identity matrix.

Similarly, to calculate \( S^{k+1} \), \( S \) is optimized by the augmented Lagrangian as follows:

\[
\arg \min_S \frac{\mu}{2} \| S A_N - R_3 - D_3 \|_F^2 + \frac{\mu}{2} \| S - R_4 - D_4 \|_F^2
\]

(21)

Its solution is as follows:

\[
S^{k+1} \leftarrow \left[ \left( R_3^k + D_3^k \right) A_N^T + \left( R_4^k + D_4^k \right) \right] \left( A_N A_N^T + I_N \right)^{-1}
\]

(22)

where \( I_N \) is an \( N \times N \) identity matrix. Under normal circumstances, the spatial resolution of hyperspectral (HS) images is relatively high, i.e., \( N \) is a relatively large number. As a result, the dimensionality of \( A_N A_N^T \) and \( I_N \) is very large. Fortunately, each column of the designed \( A_N \) corresponds to a one-hot vector. Thus, \( A_N A_N^T \) and \( I_N \) are both sparse matrices. These matrices do not occupy a large amount of memory. In addition, inverting \( A_N A_N^T \) and \( I_N \) does not involve a high computational load.

The \( R_1 \) optimization subproblem can be converted to

\[
\arg \min_{R_1} \frac{1}{2} \| Y_L - R_1 R_4 \|_F^2 + \frac{\mu}{2} \| A_L E^{k+1} - R_1 - D_1 \|_F^2
\]

(23)

V. CONCLUSION

This article presented an effective HCS reconstruction algorithm based on spatial-spectral hybrid CS data of HSIs, which reconstructed the original HSIs by establishing a uniform objective function from the spatial-spectral joint measurements. In addition, a row sparsity constraint is introduced for abundances to improve reconstruction accuracy. An approach is developed based on the augmented Lagrangian method and alternating minimization. This approach effectively addresses structural similarity. All the experiments demonstrate that the proposed SSJCS algorithm is an effective HCS reconstruction algorithm.

TABLE 4. Comparison of SAM (*) achieved by the various algorithms (the best results are in bold).

| SF | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 |
|----|-----|-----|-----|-----|-----|
| CPPCA | 13.8031 | 2.3233 | 1.3639 | 0.9726 | 0.7083 |
| SpecA | 2.7965 | 2.1644 | 2.1546 | 2.0875 | 2.0372 |
| SSCR_SU | 2.2828 | 2.0603 | 2.0306 | 2.0415 | 2.0288 |
| SSJCS | 0.9141 | 0.7335 | 0.613 | 0.5209 | 0.4766 |

TABLE 5. Comparison of SSIM achieved by the various algorithms (the best results are in bold).

| SF | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 |
|----|-----|-----|-----|-----|-----|
| CPPCA | 0.761 | 0.9906 | 0.9961 | 0.998 | 0.9989 |
| SpecA | 0.7986 | 0.9932 | 0.9926 | 0.994 | 0.994 |
| SSCR_SU | 0.9739 | 0.98 | 0.9812 | 0.9808 | 0.9811 |
| SSJCS | 0.9984 | 0.9988 | 0.9992 | 0.9994 | 0.9995 |
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whose closed-form solution can be obtained as
\[
R_{1}^{k+1} \leftarrow \left[ Y_L (R_1^k)^T + \mu (A_L E^{k+1} - D_1^k) \right] \\
\times \left[ R_2^k (R_2^k)^T + \mu I_p \right]^{-1}
\] (24)

where \(I_p\) is a \(p \times p\) identity matrix.

The objective function of the \(R_2\) minimization subproblem is as follows:
\[
\arg \min_{R_2} \frac{\alpha}{2} \left\| Y_N - R_2 R_3^k \right\|_F^2 + \frac{\mu}{2} \left\| E^{k+1} - R_2 - D_2^k \right\|_F^2 (25)
\]
which can be easily deduced as
\[
R_{2}^{k+1} \leftarrow \left[ \alpha Y_N (R_3^k)^T + \mu (E^{k+1} - D_2^k) \right] \\
\times \left[ \alpha R_3^k (R_3^k)^T + \mu I_p \right]^{-1}
\] (26)

The optimization problem for \(R_3\) can be specified as
\[
\arg \min_{R_3} \frac{\alpha}{2} \left\| Y_N - R_2^{k+1} R_3 \right\|_F^2 + \frac{\mu}{2} \left\| S^{k+1} A_N - R_3 - D_3^k \right\|_F^2 (27)
\]
which has the analytical solution of
\[
R_{3}^{k+1} \leftarrow \left[ \alpha (R_2^{k+1})^T R_2^{k+1} + \mu I_p \right]^{-1} \\
\times \left[ \alpha (R_2^{k+1})^T Y_N + \mu (S^{k+1} A_N - D_3^k) \right]
\] (28)

To compute \(R_4\), we solve the optimization problem
\[
\arg \min_{R_4} \frac{1}{2} \left\| Y_L - R_4^{k+1} R_4 \right\|_F^2 + \frac{\mu}{2} \left\| S^{k+1} - R_4 - D_4^k \right\|_F^2 (29)
\]
which has a closed-form solution
\[
R_{4}^{k+1} \leftarrow \left[ (R_4^{k+1})^T R_4^{k+1} + 2\mu I_p \right]^{-1} \\
\times \left[ (R_4^{k+1})^T Y_L + \mu (S^{k+1} - D_4^k) + \mu (R_3^k + D_5^k) \right]
\] (30)

Finally, \(R_5\) is computed by solving the following optimization problem
\[
\arg \min_{R_5} \beta \| R_5 \|_{2,1} + \frac{\mu}{2} \left\| R_4^{k+1} - R_5 - D_5^k \right\|_F^2 (31)
\]
whose solution is the well-known vect-softthreshold [46]
\[
R_{5}^{k+1} \leftarrow \text{vect-soft} \left( \Phi, \beta / \mu \right)
\] (32)

where \(\Phi = R_4^{k+1} - D_5^k\) and vect-soft \(\Phi, \lambda = \Phi \left( \frac{\max \{ \| \Phi \|_2 - \lambda \| \Phi \|_1, 0 \}}{\max \{ \| \Phi \|_2 - \lambda \| \Phi \|_1, 0 \} + \lambda} \right)\)

Prior to the subsequent iteration, it is necessary to update the Lagrange multipliers.
\[
D_{1}^{k+1} \leftarrow D_1^k - (A_L E^{k+1} - R_1^{k+1})
\]
\[
D_{2}^{k+1} \leftarrow D_2^k - (E^{k+1} - R_2^k + D_2^k)
\]
\[
D_{3}^{k+1} \leftarrow D_3^k - (S^{k+1} A_N - R_3^k + D_3^k)
\]
\[
D_{4}^{k+1} \leftarrow D_4^k - (S^{k+1} - R_4^k + D_4^k)
\]
\[
D_{5}^{k+1} \leftarrow D_5^k - (S^{k+1} - D_5^k)
\]
(33)

After \(k\) iterations, the original HS image can be estimated using the following equation:
\[
\hat{X} = E^{k+1} S^{k+1}
\] (34)

Algorithm 2 gives the pseudocode of the proposed SSJCS algorithm, which is an extension of the ADMM in Algorithm 1.

Algorithm 2 Pseudocode of the SSJCS algorithm

Input: \(Y_L, Y_N, A_L, A_N\), and parameters \(\alpha, \beta, \epsilon_d, \maxiter\).
Output: \(\hat{X}\).

1. Initialization: set \(k = 0\), choose \(\mu^0 = 0.5\), compute \(E^0, S^0, R_1^0, R_2^0, R_3^0, R_4^0, R_5^0, D_1^0, D_2^0, D_3^0, D_4^0, D_5^0\).
2. While \(k < \maxiter\) and (resp \(> \epsilon_p\) or resp \(> \epsilon_d\))
   3. Compute \(E^{k+1}\) according to (20);
   4. Compute \(S^{k+1}\) according to (22);
   5. Compute \(R_1^{k+1}\) according to (24);
   6. Compute \(R_2^{k+1}\) according to (26);
   7. Compute \(R_3^{k+1}\) according to (28);
   8. Compute \(R_4^{k+1}\) according to (30);
   9. Compute \(R_5^{k+1}\) according to (32);
   10. Update Lagrange multipliers \(D_{1}^{k+1}, D_{2}^{k+1}, D_{3}^{k+1}, D_{4}^{k+1}, D_{5}^{k+1}\) by (33);
   11. Compute \(\text{resp}\) and \(\text{resd}\) according to (9);
   12. Update penalty parameter \(\mu\) according to (12);
   13. Update iteration: \(k = k + 1\);
end

14. Compute \(\hat{X}\) according to (34).

REFERENCES

[1] J. M. Bioucas-Dias, A. Plaza, N. Dobigeon, M. Parente, Q. Du, P. Gader, and J. Chanussot, “Hyperspectral unmixing overview: Geometrical, statistical, and sparse regression-based approaches,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 5, no. 2, pp. 354–379, Apr. 2012.
[2] J. M. Bioucas-Dias, A. Plaza, G. Camps-Valls, P. Scheunders, N. Nasrabadi, and J. Chanussot, “Hyperspectral remote sensing data analysis and future challenges,” IEEE Geosci. Remote Sens. Mag. (replaces Newsletter), vol. 1, no. 2, pp. 6–36, Jun. 2013.
[3] D. L. Donoho, “Compressed sensing,” IEEE Trans. Inf. Theory, vol. 52, no. 4, pp. 1289–1306, Apr. 2006.
[4] E. J. Candès and M. B. Wakin, “An introduction to compressive sampling,” IEEE Signal Process. Mag., vol. 25, no. 2, pp. 21–30, Mar. 2008.
[5] S. Mei, M. Ma, S. Wan, J. Hou, Z. Wang, and D. D. Feng, “Patch based video summarization with block sparse representation,” IEEE Trans. Multimedia, early access, Apr. 16, 2020, doi: 10.1109/TMM.2020.2987683.
[6] M. Ma, S. Mei, S. Wan, J. Hou, Z. Wang, and D. D. Feng, “Video summarization via block sparse dictionary selection,” Neurocomputing, vol. 378, pp. 197–209, Feb. 2020.
[7] L. Liu, Y. Lei, and D. Wang, “A fast chaotic image encryption scheme with simultaneous permutation-diffusion operation,” IEEE Access, vol. 8, pp. 27361–27374, 2020.
Y. Wang, L. Lin, Q. Zhao, T. Yue, D. Meng, and Y. Leung, “Compressive

S. Mei, R. Jiang, X. Li, and Q. Du, “Spatial and spectral joint super-

Z. L. Wang, M. He, Z. Ye, Y. J. Nian, L. Qiao, and M. S. Chen, “Exploring

L. Wang, Y. Feng, Y. Jia, and J. Xue, “Nonlocal tensor sparse repre-

J. Xue, Y. Zhao, W. Liao, and J. C.-W. Chan, “Vertex component analysis: A fast

IEEE Access
MI HE (Member, IEEE) was born in Sichuan, China, in 1982. She received the B.S. degree in applied mathematics, the M.S. degree in computational mathematics, and the Ph.D. degree in information and communication engineering from the National University of Defense Technology, Changsha, China, in 2005, 2007, and 2012, respectively. She was a visiting Ph.D. Student with the Delft University of Technology, The Netherlands, from 2009 to 2010. Since 2015, she has been an Associate Professor with the School of Biomedical Engineering and Imaging Medicine, Army Medical University. Her research interests include remote sensing and biomedical signal processing.

LING WANG was born in Hunan, China, in 1965. She received the Ph.D. degree in information and communication engineering from the National University of Defense Technology, in 2006. She is currently a Professor with the College of Electronic Science, National University of Defense Technology. Her current research interests include intelligent information processing and information system technology.

KE XU was born in Sichuan, China, in 1982. He received the M.S. and Ph.D. degrees in information and communication engineering from the National University of Defense Technology, in 2006 and 2011, respectively. He was a visiting Ph.D. Student with the University of Windsor, Canada, from 2008 to 2009. He is currently an Associate Professor with the College of Electronic Science, National University of Defense Technology. His current research interests include intelligent information processing, underwater acoustic signal processing, and array signal processing.

YONGJIAN NIAN was born in Shandong, China, in 1982. He received the Ph.D. degree in information and communication engineering from the National University of Defense Technology, Changsha, China. He is currently an Associate Professor with the School of Biomedical Engineering and Imaging Medicine, Army Medical University. His research interests include hyperspectral images processing, pattern recognition, and machine learning.