ON SOFIC MONOIDS

TULLIO CECCHERINI-SILBERSTEIN AND MICHEL COORNAERT

Abstract. We investigate a notion of soficity for monoids. A group is sofic as a group if and only if it is sofic as a monoid. All finite monoids, all commutative monoids, all free monoids, all cancellative one-sided amenable monoids, all multiplicative monoids of matrices over a field, and all monoids obtained by adjoining an identity element to a semigroup are sofic. On the other hand, although the question of the existence of a non-sofic group remains open, we prove that the bicyclic monoid is not sofic. This shows that there exist finitely presented amenable inverse monoids that are non-sofic.

1. Introduction

Sofic groups were introduced at the end of the last century by M. Gromov [14] and B. Weiss [22]. The class of groups they constitute is very large since it includes in particular all locally residually amenable groups and hence all linear groups. Actually, the question whether or not every group is sofic remains open up to now although several experts in the field think that the answer to this question should be negative. Roughly speaking, a group is sofic when it can be well approximated by finite symmetric groups. Sofic groups satisfy certain finiteness properties that are important in the theory of dynamical systems and operator algebras. For example, it is known that every sofic group is surjunctive [22], hyperlinear [11], and has stably finite group algebras whatever the ground field [10]. For an introduction to the theory of sofic groups, the reader is referred to the excellent survey paper [19] or to [4, Chapter 7].

The theme of soficity was fruitfully developed in several other directions: weakly-sofic groups [13], linearly sofic groups [1, 21], sofic groupoids of measure-preserving transformations [8, 2], and sofic measure-preserving equivalence relations [9]. In each of these settings, the basic question of the existence of a non-sofic object remains still unanswered.

The goal of the present note is to investigate a notion of soficity for monoids, i.e., sets equipped with a binary operation that is associative and admits an identity element. With our definition, a group is sofic as a monoid if and only if it is sofic as a group. As every submonoid of a sofic monoid is sofic, this implies that every monoid that can be embedded into a sofic group is itself sofic. Consequently, all free monoids, all cancellative one-sided amenable monoids, are sofic. The class of sofic monoids is closed under direct products, projective limits and inductive limits. We shall also see that all finite monoids and all commutative monoids are sofic. As there exist finite monoids as well as commutative
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monoids that are not cancellative, this shows in particular that there are sofic monoids that cannot be embedded into groups. On the other hand, we shall prove that the bicyclic monoid is non-sofic. Thus there exist finitely presented amenable inverse monoids that are not sofic.

Finally, we shall present a graph theoretic characterization of soficity for finitely generated left-cancellative monoids in terms of approximability of their Cayley graphs by finite labeled graphs. This characterization is analogous to the one used by Weiss in [22] for defining sofic groups.

2. Background material

2.1. Semigroups and monoids. A semigroup is a set equipped with an associative binary operation. Unless stated otherwise, we will use multiplicative notation for the binary operation on a semigroup.

Let \( S \) be a semigroup. Given \( s \in S \), we denote by \( L_s : S \to S \) and \( R_s : S \to S \) defined by \( L_s(t) = st \) and \( R_s(t) = ts \) for all \( t \in S \). An element \( s \in S \) is called left-cancellable (resp. right-cancellable) if the map \( L_s \) (resp. \( R_s \)) is injective. One says that an element \( s \in S \) is cancellable if it is both left-cancellable and right-cancellable. The semigroup \( S \) is called left-cancellative (resp. right-cancellative, resp. cancellative) if every element in \( S \) is left-cancellable (resp. right-cancellable, resp. cancellative).

Given semigroups \( S_1 \) and \( S_2 \), a map \( \varphi : S_1 \to S_2 \) is called a semigroup morphism if it satisfies \( \varphi(st) = \varphi(s)\varphi(t) \) for all \( s, t \in S_1 \).

A subsemigroup of a semigroup \( S \) is a subset \( T \subset S \) such that \( s_1s_2 \in T \) for all \( s_1, s_2 \in T \).

A semigroup \( S \) is called an inverse semigroup if, for every \( s \in S \), there exists a unique element \( x \in S \) such that \( s = sx s \) and \( x = xsx \).

A monoid is a semigroup admitting an identity element. If \( M \) is a monoid, we denote its identity element by \( 1_M \).

Given two monoids \( M_1 \) and \( M_2 \), a semigroup morphism \( \varphi : M_1 \to M_2 \) is called a monoid morphism if it satisfies \( \varphi(1_{M_1}) = 1_{M_2} \). A submonoid of a monoid \( M \) is a subsemigroup \( N \subset M \) such that \( 1_M \in N \).

Let \( \mathcal{P} \) be a property of monoids (e.g., being finite). One says that a monoid \( M \) is locally \( \mathcal{P} \) if every finitely generated submonoid of \( M \) satisfies \( \mathcal{P} \). One says that a monoid \( M \) is residually \( \mathcal{P} \) if, given any pair of distinct elements \( s_1, s_2 \in M \), there exists a monoid \( N \) satisfying \( \mathcal{P} \) and a monoid morphism \( \varphi : M \to N \) such that \( \varphi(s_1) \neq \varphi(s_2) \). One says that a monoid \( M \) is locally embeddable into the class of monoids satisfying \( \mathcal{P} \) (or, for short, locally embeddable into \( \mathcal{P} \)) if, for every finite subset \( K \subset M \), there exists a monoid \( N \) satisfying \( \mathcal{P} \) and a map \( \varphi : M \to N \) satisfying the following properties: (1) the restriction of \( \varphi \) to \( K \) is injective, (2) for all \( k_1, k_2 \in K \), one has \( \varphi(k_1k_2) = \varphi(k_1)\varphi(k_2) \), (3) \( \varphi(1_M) = 1_N \) (note that \( \varphi \) is not required to be globally injective nor to be a semigroup morphism).
Proposition 2.1. Let $\mathcal{P}$ be a property of monoids. Suppose that any finite product of monoids satisfying $\mathcal{P}$ also satisfies $\mathcal{P}$. Then every locally residually $\mathcal{P}$ monoid is locally embeddable into $\mathcal{P}$.

Proof. Suppose that $M$ is a locally residually $\mathcal{P}$ monoid and $K \subset M$ is a finite subset. Denote by $T$ the monoid generated by $K$. Let $D := \{\{s, t\} : s, t \in K$ and $s \neq t\}$. As $T$ is residually $\mathcal{P}$, for each $d = \{s, t\} \in D$, there exist a monoid $R_d$ satisfying $\mathcal{P}$ with a monoid morphism $\psi_d: T \rightarrow R_d$ such that $\psi_d(s) \neq \psi_d(t)$. By our hypothesis, the product monoid $P := \prod_{d \in D} R_d$ satisfies $\mathcal{P}$. The product monoid morphism $\psi := \prod_{d \in D} \psi_d: T \rightarrow P$ is injective on $K$. By extending arbitrarily $\psi$ to $T$, we get a map $\varphi: M \rightarrow P$ that is injective on $K$, and such that $\varphi(k_1k_2) = \varphi(k_1)\varphi(k_2)$ for all $k_1, k_2 \in K$ and $\varphi(1_M) = 1_P$. This shows that $M$ is locally embeddable into $\mathcal{P}$. □

A monoid that is locally embeddable into the class of finite monoids is called an LEF-monoid. As a product of finitely many finite semigroups is finite, we deduce from Proposition 2.1 the following:

Corollary 2.2. Every locally residually finite monoid is an LEF-monoid. In particular, every residually finite monoid and every locally finite monoid is an LEF-monoid. □

2.2. Symmetric monoids and the Hamming metric. Let $X$ be a set. We denote by $\text{Map}(X)$ the symmetric monoid of $X$, i.e., the set consisting of all maps $f: X \rightarrow X$ with the composition of maps as the monoid operation. The identity element of the symmetric monoid $\text{Map}(X)$ is the identity map $\text{Id}_X: X \rightarrow X$.

Suppose that $X$ is a non-empty finite set. The Hamming metric $d^\text{Ham}_X$ on $\text{Map}(X)$ is the metric defined by

$$d^\text{Ham}_X(f, g) := \frac{1}{|X|}|\{x \in X : f(x) \neq g(x)\}|$$

for all $f, g \in \text{Map}(X)$ (we use $|\cdot|$ to denote cardinality of finite sets). Note that $0 \leq d^\text{Ham}_X(f, g) \leq 1$ for all $f, g \in \text{Map}(X)$.

Suppose now that $X_1, X_2, \ldots, X_n$ is a finite sequence of non-empty finite sets. Consider the Cartesian product $X = \prod_{1 \leq i \leq n} X_i$ and the natural semigroup morphism $\Phi: \prod_{1 \leq i \leq n} \text{Map}(X_i) \rightarrow \text{Map}(X)$ given by

$$\Phi(f)(x) = (f_1(x_1), \ldots, f_n(x_n))$$

for all $f = (f_i)_{1 \leq i \leq n} \in \prod_{1 \leq i \leq n} \text{Map}(X_i)$ and $x = (x_i)_{1 \leq i \leq n} \in X$.

Proposition 2.3. With the above notation, one has

$$d^\text{Ham}_X(\Phi(f), \Phi(g)) = 1 - \prod_{1 \leq i \leq n} (1 - d^\text{Ham}_{X_i}(f_i, g_i))$$

for all $f = (f_i)_{1 \leq i \leq n}$ and $g = (g_i)_{1 \leq i \leq n}$ in $\prod_{1 \leq i \leq n} \text{Map}(X_i)$.

Proof. The formula immediately follows from the equality

$$\{x \in X : \Phi(f)(x) = \Phi(g)(x)\} = \prod_{1 \leq i \leq n} \{x_i \in X_i : f_i(x_i) = g_i(x_i)\}$$

after taking cardinalities of both sides. □
2.3. Labeled graphs. Let $\Sigma$ be a finite set. A $\Sigma$-labeled graph is a pair $G = (V, E)$, where $V$ is the set of vertices and $E \subset V \times \Sigma \times V$ is the set of (\Sigma-labeled) edges. For instance, if $\Sigma \subset M$ is a finite generating subset of a monoid $M$, the associated Cayley graph $C(M, \Sigma)$ has vertex set $V := M$ and edge set $E := \{(s, \sigma, ss) : s \in M, \sigma \in \Sigma\}$.

Let $G = (V, E)$ be a $\Sigma$-labeled graph.

One says that $G$ is finite if $V$ is finite. If $V' \subset V$ is a subset of vertices, then the graph $G' = (V', E')$, where $E' = E \cap (V' \times \Sigma \times V')$, is called the subgraph of $G$ induced by $V'$.

Given $e = (u, \sigma, v) \in E$, one says that $\alpha(e) := u \in V$ (resp. $\lambda(e) := \sigma \in \Sigma$, resp. $\omega(e) := v \in V$) is the initial vertex (resp. label, resp. terminal vertex) of the edge $e$. An edge $e \in E$ such that $\alpha(e) = \omega(e)$ is called a loop. Note that in $G$ one may have multiple edges that is, distinct edges $e_1$ and $e_2$ satisfying $\alpha(e_1) = \alpha(e_2)$ and $\omega(e_1) = \omega(e_2)$.

A path of length $n$ in $G$ is a sequence $\pi = (e_1, e_2, \ldots, e_n)$ of edges such that $\omega(e_i) = \alpha(e_{i+1})$ for $i = 1, 2, \ldots, n - 1$; one then says that $\pi$ connects $\alpha(e_1)$ to $\omega(e_n)$. Given $r \geq 0$ and $u \in V$, the ball of radius $r$ centered at $u$ is the set $B_r^G(u)$ of all vertices $v \in V$ for which there exists a path connecting $u$ to $v$ of length $\leq r$. A pointed $\Sigma$-labeled graph is a pair $(G, v_0)$ where $G = (V, E)$ is a $\Sigma$-labeled graph and $v_0 \in V$ is a distinguished vertex. We shall regard the subgraph of $G$ induced by any ball $B_r^G(u)$ as a $\Sigma$-labeled graph pointed at its center $u$.

Finally, given another $\Sigma$-labeled graph $G' = (V', E')$, a label graph isomorphism from $G$ to $G'$ is a bijective map $\psi : V \to V'$ such that $(\psi(u), \sigma, \psi(v)) \in E'$ for all $(u, \sigma, v) \in E$ and $(\psi^{-1}(u'), \sigma, \psi^{-1}(v')) \in E$ for all $(u', \sigma, v') \in E'$. If, in addition, $(G, v_0)$ and $(G', v'_0)$ are pointed, we say that a label graph isomorphism $\psi$ from $G$ to $G'$ is pointed provided $\psi(v_0) = v'_0$.

3. Sofic monoids

Definition 3.1. Let $M$ be a monoid, $K \subset M$ and $\varepsilon, \alpha > 0$. Let $N$ be a monoid equipped with a metric $d$.

A map $\varphi : M \to N$ is called a $(K, \varepsilon)$-morphism if it satisfies

$$d(\varphi(k_1k_2), \varphi(k_1)\varphi(k_2)) \leq \varepsilon \quad \text{for all } k_1, k_2 \in K$$

and

$$d(\varphi(1_M), 1_N) \leq \varepsilon.$$

A map $\varphi : M \to N$ is said to be $(K, \alpha)$-injective if it satisfies

$$d(\varphi(k_1), \varphi(k_2)) \geq \alpha$$

for all distinct $k_1, k_2 \in K$.

If $X$ is a non-empty finite set, we equip its symmetric monoid $\text{Map}(X)$ with its Hamming metric.

Definition 3.2. A monoid $M$ is called sofic if it satisfies the following condition: for every finite subset $K \subset M$ and every $\varepsilon > 0$, there exist a non-empty finite set $X$ and a $(K, 1 - \varepsilon)$-injective $(K, \varepsilon)$-morphism $\varphi : M \to \text{Map}(X)$. 
Proposition 3.3. Let $M$ be a monoid. Then the following conditions are equivalent:

(a) $M$ is sofic;

(b) for every $0 < \alpha < 1$, for every finite subset $K \subset M$ and every $\varepsilon > 0$, there exist a non-empty finite set $X$ and a $(K, \alpha)$-injective $(K, \varepsilon)$-morphism $\varphi: M \to \text{Map}(X)$.

(c) there exists $0 < \alpha < 1$ such that, for every finite subset $K \subset M$ and every $\varepsilon > 0$, there exist a non-empty finite set $X$ and a $(K, \alpha)$-injective $(K, \varepsilon)$-morphism $\varphi: M \to \text{Map}(X)$.

Proof. Let $0 < \alpha < 1$, $K \subset M$ a finite subset and $\varepsilon > 0$. Choose $\varepsilon' > 0$ small enough so that $\alpha \leq 1 - \varepsilon'$ and $\varepsilon' \leq \varepsilon$. If $M$ is sofic, we can find a non-empty finite set $X$ and a $(K, 1 - \varepsilon')$-injective $(K, \varepsilon')$-morphism $\varphi: M \to \text{Map}(X)$. Then $\varphi$ is a $(K, \alpha)$-injective $(K, \varepsilon)$-morphism. This shows that (a) implies (b).

Condition (b) trivially implies (c).

To complete the proof, it suffices to show that (c) implies (a). We use the technique of “amplification” (see for example [19, Theorem 3.5], [13, Proposition 3.4]). Suppose that (c) is satisfied for some $0 < \alpha < 1$. Let $K \subset M$ be a finite subset and $\varepsilon > 0$. Choose an integer $n \geq 1$ large enough so that

\begin{equation}
1 - (1 - \alpha)^n \geq 1 - \varepsilon
\end{equation}

and then $\varepsilon' > 0$ such that

\begin{equation}
1 - (1 - \varepsilon')^n \leq \varepsilon.
\end{equation}

By (c), there exist a non-empty finite set $X$ and a map $\varphi: M \to \text{Map}(X)$ that is a $(K, \alpha)$-injective $(K, \varepsilon')$-morphism.

Consider the diagonal monoid morphism $\Delta: \text{Map}(X) \to \text{Map}(X^n)$ defined by

$$
\Delta(f)(x_1, \ldots, x_n) := (f(x_1), \ldots, f(x_n))
$$

for all $f \in \text{Map}(X)$ and $(x_1, \ldots, x_n) \in X^n$. Then the composite map $\psi := \Delta \circ \varphi: M \to \text{Map}(X^n)$ satisfies, for all distinct $k_1, k_2 \in K$,

$$
d_{\text{Ham}}^n(\psi(k_1), \psi(k_2)) = d_{\text{Ham}}^n(\Delta(\varphi(k_1)), \Delta(\varphi(k_2)))
$$

\begin{align*}
&= 1 - (1 - d_{\text{Ham}}^n(\varphi(k_1), \varphi(k_2)))^n \quad \text{(by (2.1))} \\
&\geq 1 - (1 - \alpha)^n \\
&\geq 1 - \varepsilon \quad \text{(by (3.1)).}
\end{align*}

On the other hand, for all $k_1, k_2 \in K$,

$$
d_{\text{Ham}}^n(\psi(k_1k_2), \psi(k_1)\psi(k_2)) = d_{\text{Ham}}^n(\Delta(\varphi(k_1k_2)), \Delta(\varphi(k_1))\Delta(\varphi(k_2)))
$$

\begin{align*}
&= d_{\text{Ham}}^n(\Delta(\varphi(k_1k_2)), \Delta(\varphi(k_1))\Delta(\varphi(k_2))) \\
&= 1 - (1 - d_{\text{Ham}}^n(\varphi(k_1k_2), \varphi(k_1)\varphi(k_2)))^n \\
&\leq 1 - (1 - \varepsilon')^n \\
&\leq \varepsilon \quad \text{(by (3.2)).}
\end{align*}
Moreover, we also have
\[
\begin{align*}
    d_{X^n}^{\text{Ham}}(\psi(1_M), \text{Id}_{X^n}) &= d_{X^n}^{\text{Ham}}(\Delta(\varphi(1_M)), \text{Id}_{X^n}) \\
    &= d_{X^n}^{\text{Ham}}(\Delta(\varphi(1_M)), \Delta(\text{Id}_X)) \\
    &= 1 - (1 - d_{X^n}^{\text{Ham}}(\varphi(1_M), \text{Id}_X))^n \\
    &\leq 1 - (1 - \varepsilon'^n) \\
    &\leq \varepsilon 
    \tag{by (2.1)}
\end{align*}
\]
We deduce that the map \( \psi: M \to \text{Map}(X^n) \) is a \((K,\varepsilon)\)-injective \((K,\varepsilon)\)-morphism. This shows that (c) implies (a).

**Proposition 3.4.** Let \( G \) be a group. Then \( G \) is sofic as a group if and only if it is sofic as a monoid.

**Proof.** The fact that any group that is sofic as a monoid is also sofic as a group is clear if we compare our Definition 3.1 and Definition 3.2 above with Definition 1.1 and Definition 1.2 in [12]. The converse implication, namely that any group that is sofic as a group is also sofic as a monoid, follows from our definitions and Lemma 2.1 in [12]. \( \square \)

**Proposition 3.5.** Every submonoid of a sofic monoid is sofic.

**Proof.** Let \( M \) be a sofic monoid and \( N \) a submonoid of \( M \). Fix a finite subset \( K \subset N \) and \( \varepsilon > 0 \). As \( M \) is sofic, there exists a non-empty finite set \( X \) and a \((K,1-\varepsilon)\)-injective \((K,\varepsilon)\)-morphism \( \varphi: M \to \text{Map}(X) \). Then the restriction map \( \varphi|_N: N \to \text{Map}(X) \) is a \((K,1-\varepsilon)\)-injective \((K,\varepsilon)\)-morphism. This shows that the monoid \( N \) is sofic. \( \square \)

**Proposition 3.6.** Every locally sofic monoid is sofic.

**Proof.** Let \( M \) be a locally sofic monoid. Let \( K \subset M \) be a finite subset and \( \varepsilon > 0 \). Denote by \( N \) the submonoid of \( M \) generated by \( K \). As \( N \) is sofic, there exist a non-empty finite set \( X \) and a \((K,1-\varepsilon)\)-injective \((K,\varepsilon)\)-morphism \( \psi: N \to \text{Map}(X) \). By extending arbitrarily \( \psi \) to \( M \), we get a \((K,1-\varepsilon)\)-injective \((K,\varepsilon)\)-morphism \( \varphi: M \to \text{Map}(X) \). This shows that \( M \) is sofic. \( \square \)

**Proposition 3.7.** Let \((M_i)_{i \in I}\) be a family of sofic monoids. Then the product monoid \( M := \prod_{i \in I} M_i \) is also sofic.

**Proof.** For each \( i \in I \), let \( \pi_i: M \to M_i \) denote the projection morphism. Fix a finite subset \( K \subset M \) and \( \varepsilon > 0 \). Then there exists a finite subset \( J \subset I \) such that the projection \( \pi_J: M \to M_J := \prod_{j \in J} M_j \) is injective on \( K \). Choose a constant \( 0 < \eta < 1 \) small enough so that
\[
1 - (1 - \eta)^{|J|} \leq \varepsilon
\]
and \( \eta \leq \varepsilon \).

Since the monoid \( M_j \) is sofic for each \( j \in J \), there exist a nonempty finite set \( X_j \) and a \((\pi_j(K),1-\eta)\)-injective \((\pi_j(K),\eta)\)-morphism \( \varphi_j: M_j \to \text{Map}(X_j) \). Consider the nonempty
finite set $X := \prod_{j \in J} X_j$ and the map $\varphi: M \rightarrow \text{Map}(X)$ defined by

$$\varphi(m)(x) := (\varphi_j(m_j)(x_j))_{j \in J}$$

for all $m = (m_i)_{i \in I} \in M$ and $x = (x_j)_{j \in J} \in X$. For all $k = (k_i)_{i \in I}, k' = (k'_i)_{i \in I} \in K$, we have

$$d_X^{\text{Ham}}(\varphi(kk'), \varphi(k)\varphi(k')) = 1 - \prod_{j \in J} \left( 1 - d_{X_j}^{\text{Ham}}(\varphi_j(k_jk'_j), \varphi_j(k_j)\varphi_j(k'_j)) \right)$$

(by \[3.1\])

$$\leq 1 - (1-\eta)^{|J|}$$

$$\leq \varepsilon$$

(by \[3.3\]).

We also have

$$d_X^{\text{Ham}}(\varphi(1_M), \text{Id}_X) = 1 - \prod_{j \in J} \left( 1 - d_{X_j}^{\text{Ham}}(\varphi_j(1_M), \text{Id}_{X_j}) \right)$$

(by \[2.1\])

$$\leq 1 - (1-\eta)^{|J|}$$

$$\leq \varepsilon$$

(by \[3.3\]).

On the other hand, if $k$ and $k'$ are distinct elements in $K$, then there exists $j_0 \in J$ such that $k_{j_0} \neq k'_{j_0}$. This implies

$$d_X^{\text{Ham}}(\varphi(k), \varphi(k')) = 1 - \prod_{j \in J} \left( 1 - d_{X_j}^{\text{Ham}}(\varphi_j(k_j), \varphi_j(k'_j)) \right)$$

(by \[2.1\])

$$\geq 1 - \left( 1 - d_{X_{j_0}}^{\text{Ham}}(\varphi_{j_0}(k_{j_0}), \varphi_{j_0}(k'_{j_0})) \right)$$

$$\geq 1 - \eta$$

(since $\varphi_{j_0}$ is $(K_{j_0}, 1-\eta)$-injective)

$$\geq 1 - \varepsilon$$

(since $\eta \leq \varepsilon$).

It follows that $\varphi$ is a $(K, 1-\varepsilon)$-injective $(K, \varepsilon)$-morphism. This shows that $M$ is sofic. \[\square\]

**Corollary 3.8.** Let $(M_i)_{i \in I}$ be a family of sofic monoids. Then their direct sum $M = \oplus_{i \in I} M_i$ is also sofic.

**Proof.** This immediately follows from Proposition \[3.5\] and Proposition \[3.7\] since $M = \oplus_{i \in I} M_i$ is a submonoid of the product monoid $\prod_{i \in I} M_i$. \[\square\]

**Corollary 3.9.** If a monoid $M$ is the limit of a projective system of sofic monoids then $M$ is sofic.

**Proof.** If $M$ is the limit of a projective system of monoids $(M_i)_{i \in I}$ then $M$ is a submonoid of the product $\prod_{i \in I} M_i$. Thus, it follows from Proposition \[3.5\] and Proposition \[3.7\] that $M$ is sofic if every $M_i, i \in I$, is sofic. \[\square\]

Recall that an inductive system of monoids, denoted $(M_i, \psi_{ji})$, consists of the following data: a directed set $I$, a family $(M_i)_{i \in I}$ of monoids and, for all $i, j \in I$ such that $i < j$, a monoid homomorphism $\psi_{ji} : M_i \rightarrow M_j$. Moreover these homomorphisms must satisfy $\psi_{ii} = \text{Id}_{M_i}$ and $\psi_{kj} \circ \psi_{ji} = \psi_{ki}$ for all $i < j < k$ in $I$. Then the associated limit is the
monoid $M := (\bigsqcup_{i \in I} M_i)/\sim$ (here $\bigsqcup$ denotes a disjoint union of sets) where $\sim$ is the equivalence relation on $\bigsqcup_{i \in I} M_i$ defined as follows: for $x_i \in M_i$ and $x_j \in M_j$, $i, j \in I$, one has $x_i \sim x_j$ provided there exists $\ell \in I$ such that $i \leq \ell$ and $j \leq \ell$ and $\psi_{\ell i}(x_i) = \psi_{\ell j}(x_j)$ in $M_\ell$. Denoting by $[x_i] := \{x_j \in M_j : x_i \sim x_j, j \in I\} \in M$ the equivalence class of $x_i \in M_i$, the multiplication in $M$ is defined by $[x_i][y_j] := [\psi_{\ell i}(x_i)\psi_{\ell j}(y_j)]$, where $\ell \in I$ is such that $i \leq \ell$ and $j \leq \ell$. This means that the canonical map $x_i \mapsto [x_i]$ is a monoid homomorphism from $M_i$ into $M$ for all $i \in I$.

**Proposition 3.10.** If a monoid $M$ is the limit of an inductive system of sofic monoids then $M$ is sofic.

**Proof.** Let $(M_i, \psi_{ji})$ be an inductive system of sofic monoids and denote by $M$ its limit. Let $K \subset M$ be a finite set and $\varepsilon > 0$. Let us set $H := K \cup K^2$. For every $h \in H$ we can find $i = i(h) \in I$ and $h_i \in M_i$ such that $h = [h_i]$. Let $\kappa \in I$ be such that $i(h) \leq \kappa$ for all $h \in H$. We then set $h_\kappa := \psi_{\kappa i}(h_i) \in M_\kappa$ for all $h \in H$. Thus $h = [h_\kappa]$ for all $h \in H$. Let now $k, k' \in K$. We have $kk' \in H$ and $kk' = [k_\kappa][k'_\kappa] = [k_\kappa k'_\kappa]$. Thus we can find $j = j(k, k') \in I$ such that $\kappa \leq j$ and $\psi_{j\kappa}([k_\kappa k'_\kappa]) = \psi_{j\kappa}([k_\kappa k'_\kappa])$ in $M_j$. Let $\ell \in I$ be such that $j(k, k') \leq \ell$ for all $k, k' \in K$ and set $h_\ell := \psi_{j\ell}(h_\kappa) \in M_\ell$ for all $h \in H$. Again, we have $h = [h_\ell]$ for all $h \in H$. Also note that $(kk')_\ell = k_\ell k'_\ell$ for all $k, k' \in K$. Finally, we set $K_\ell := \{k_\ell : k \in K\} \subset M_\ell$.

Since $M_\ell$ is sofic, we can find a non-empty finite set $X$ and a $(K_\ell, 1-\varepsilon)$-injective $(K_\ell, \varepsilon)$-morphism $\varphi: M_\ell \to \text{Map}(X)$. We then define a map $\overline{\varphi}: M \to \text{Map}(X)$ by setting

$$\overline{\varphi}(s) := \begin{cases} \varphi(s_\ell) & \text{if } s \in H \\ \text{Id}_X & \text{otherwise.} \end{cases}$$

Let now $k, k' \in K$. We then have

$$d^\text{Ham}_X(\overline{\varphi}(kk'), \overline{\varphi}(k)\overline{\varphi}(k')) = d^\text{Ham}_X(\varphi(k_\ell k'_\ell), \varphi(k_\ell)\varphi(k'_\ell)) < \varepsilon.$$ 

Suppose now that $k \neq k'$. Then $k_\ell u \neq k'_\ell$ so that

$$d^\text{Ham}_X(\overline{\varphi}(k), \overline{\varphi}(k')) = d^\text{Ham}_X(\varphi(k_\ell), \varphi(k'_\ell)) \geq 1 - \varepsilon.$$ 

This shows that $\overline{\varphi}$ is a $(K, 1-\varepsilon)$-injective $(K, \varepsilon)$-morphism. It follows that $M$ is sofic. \hfill $\square$

Recall that a directed family of submonoids of a monoid $M$ is a family $(M_i)_{i \in I}$ of submonoids of $M$ such that for all $i, j \in I$ there exists $k \in I$ such that $M_i \cup M_j \subset M_k$. Note that setting $i < j$ whenever $M_i \subset M_j$, we have that a directed family of submonoids yields an inductive system $(M_i, \psi_{ji})$ where $\psi_{ji}$ is the inclusion morphism $M_i \hookrightarrow M_j$ for $i < j$.

**Corollary 3.11.** If a monoid $M$ is the union of a directed family of sofic submonoids then $M$ is also sofic.

**Proof.** The monoid $M$ is then the limit of the associated inductive system. \hfill $\square$

**Remark.** Since every monoid is the union of the directed family of its finitely generated submonoids, from Corollary 3.11 we recover the fact that every locally sofic monoid is sofic (cf. Proposition 3.6).
Proposition 3.12. Every monoid that is locally embeddable into the class of sofic monoids is itself sofic.

Proof. Let $M$ be a monoid that is locally embeddable into the class of sofic monoids. Let $K \subset M$ be a finite subset and $\varepsilon > 0$. We want to show that there exist a non-empty finite set $X$ and a $(K, 1 - \varepsilon)$-injective $(K, \varepsilon)$-morphism $\varphi: M \to \text{Map}(X)$. Without loss of generality, we may assume $1_M \in K$. By definition of local embeddability, there exist a sofic monoid $N$ and a map $\psi: M \to N$ which is injective on $K$ and satisfies

\[(3.4)\quad \psi(k_1 k_2) = \psi(k_1) \psi(k_2) \quad \text{for all } k_1, k_2 \in K\]

and $\psi(1_M) = 1_N$. Let $K' := \psi(K)$. Since $N$ is sofic, there exist a non-empty finite set $X$ and a $(K', 1 - \varepsilon)$-injective $(K', \varepsilon)$-morphism $\varphi': N \to \text{Map}(X)$. Then the composite map $\varphi' \circ \psi: M \to \text{Map}(X)$ is clearly a $(K, 1 - \varepsilon)$-injective $(K, \varepsilon)$-morphism. This shows that $M$ is a sofic monoid. □

Corollary 3.13. Every locally residually sofic monoid is sofic. In particular, every residually sofic monoid is sofic.

Proof. This immediately follows from Proposition 2.1, Proposition 3.7, and Proposition 3.12. □

4. Examples of sofic monoids

Proposition 4.1. Every finite monoid is sofic.

Proof. Any monoid $M$ is isomorphic to a submonoid of the symmetric monoid $\text{Map}(M)$ via the Cayley map $m \mapsto L_m$ that sends every $m \in M$ to the left multiplication by $m$. As every submonoid of a sofic monoid is itself sofic by Proposition 3.5, it suffices to prove that the symmetric monoid of any finite set is sofic.

Let $X$ be a finite set of cardinality $|X| \geq 1$ and let $\alpha := 1/|X|$. Then, for every $\varepsilon > 0$ and every $K \subset \text{Map}(X)$, the identity morphism $\text{Id}_{\text{Map}(X)}: \text{Map}(X) \to \text{Map}(X)$ is a $(K, \alpha)$-injective $(K, \varepsilon)$-morphism. Thus, the monoid $\text{Map}(X)$ satisfies condition (c) in Proposition 3.3. This shows that $\text{Map}(X)$ is sofic. □

From Proposition 4.1, Proposition 3.12, and Corollary 2.2, we deduce the following result.

Corollary 4.2. Every LEF-monoid is sofic. In particular, every locally residually finite monoid, and hence every residually finite monoid and every locally finite monoid, is sofic. □

Proposition 4.3. Every commutative monoid is sofic.

Proof. This follows from Corollary 4.2 since, by a result of Mal’cev [18] (see also [15], [3]), every commutative semigroup is locally residually finite.

Corollary 4.4. Every free monoid is sofic.

Proof. This follows from Corollary 4.2 since every free monoid is residually finite. □
Corollary 4.5. Let $K$ be a field and let $n \geq 1$ be an integer. Then the multiplicative monoid $\text{Mat}_n(K)$ formed by all $n \times n$ matrices with entries in $K$ is sofic.

Proof. This follows from Corollary 4.2 since, by a result of Mal’cev [17], the multiplicative monoid $\text{Mat}_n(K)$ is locally residually finite. □

Remark. In notes by Stallings [20], it is shown that the field $K$ in Mal’cev result can be replaced by any commutative unital ring.

Proposition 4.6. All cancellative one-sided amenable monoids are sofic.

Proof. It is known [23] Corollary 3.6] that every cancellative left-amenable monoid is isomorphic to a submonoid of an amenable group. As the opposite semigroup of a right-amenable semigroup is left-amenable and every group is isomorphic to its opposite, we deduce that every cancellative right-amenable semigroup is also isomorphic to a submonoid of an amenable group. Thus, the result follows from Proposition 3.5 and the fact that every amenable group is sofic as a group (see for instance [4, Proposition 7.5.6]) and hence sofic as a monoid by Proposition 3.3. □

Proposition 4.7. Let $S$ be a semigroup and let $M = M(S)$ denote the monoid obtained from $S$ by adjoining an identity element. Then $M$ is sofic.

Recall that $M = S \cup \{1_M\}$, where $1_M \notin S$ satisfies $1 Ms = s1_M = s$ for all $s \in M$ and $S$ is a subsemigroup of $M$. When $S$ is a semigroup which is not a monoid then $M$ is the so-called minimal monoid of $S$.

Proof of Proposition 4.7. Let $K$ be a finite subset of $M$ and $\varepsilon > 0$. Let $Y := K \cup K^2$ denote the subset of $M$ consisting of all elements that are in $K$ or may be written as the product of two elements in $K$. Choose an arbitrary element $y_0 \notin Y$ and a finite set $Z$ disjoint from $Y \cup \{y_0\}$. Let $X := Y \cup \{y_0\} \cup Z$ and consider the map $\varphi: M \to \text{Map}(X)$ defined as follows. We take $\varphi(1_M) = \text{Id}_X$ and, for $s \in S$, define $\varphi(s) \in \text{Map}(X)$ by

$$\varphi(s)x = \begin{cases} s & \text{if } s \in Y \text{ and } x \in Z \\ sx & \text{if } s \in Y, x \in Y, \text{ and } sx \in Y \\ y_0 & \text{otherwise} \end{cases}$$

for all $x \in X$.

For $k_1, k_2 \in K \setminus \{1_M\}$, we have $k_1 k_2 \in Y \setminus \{1_M\}$ so that

$$(\varphi(k_1)\varphi(k_2))(z) = \varphi(k_1)(k_2) = k_1 k_2 = \varphi(k_1 k_2)(z).$$

As $\varphi(k_1 k_2) = \varphi(k_1)\varphi(k_2)$ if $k_1 = 1_M$ or $k_2 = 1_M$, we deduce that

$$d_{\text{Ham}}(\varphi(k_1 k_2), \varphi(k_1)\varphi(k_2)) \leq 1 - \frac{|Z|}{|X|} \text{ for all } k_1, k_2 \in K.$$

On the other hand, if $z \in Z$, we have $\varphi(1_M)(z) = z$ and $\varphi(k)(z) = k$ for all $k \in K \setminus \{1_M\}$. It follows that

$$d_{\text{Ham}}(\varphi(k_1), \varphi(k_2)) \geq \frac{|Z|}{|X|} \text{ for all distinct } k_1, k_2 \in K.$$
Consequently, \( \varphi \) is a \((K, 1 - \varepsilon)\)-injective \((K, \varepsilon)\)-morphism for \(|Z|\) large enough. This shows that the monoid \( M \) is sofic. \( \square \)

Remark. One may rephrase Proposition 4.7 by saying that every monoid \( M \) in which the equation \( xy = 1_M \) implies \( x = y = 1_M \) is sofic.

Note also that, given any set \( \Sigma \), the free monoid \( M := \Sigma^+ \) is isomorphic to the monoid \( M(S) \) obtained from the free semigroup \( S := \Sigma^+ = \Sigma \Sigma^+ \) by adjoining an identity element. Thus from Proposition 4.7 we recover Corollary 4.3.

5. Non-soficity of the bicyclic monoid

The bicyclic monoid is the monoid \( B \) given by the presentation \( B = \langle p, q : pq = 1 \rangle \). Every element \( s \in B \) may be uniquely written in the form \( s = q^ap^b \), where \( a = a(s) \) and \( b = b(s) \) are non-negative integers. The bicyclic monoid may also be viewed as a submonoid of the symmetric monoid \( \text{Map}(\mathbb{N}) \) of the set of non-negative integers by regarding \( p \) and \( q \) as the maps respectively defined by

\[
p(n) = \begin{cases} 
  n - 1 & \text{if } n \geq 1 \\
  0 & \text{if } n = 0
\end{cases} \quad \text{and} \quad q(n) = n + 1 \quad \text{for all } n \in \mathbb{N}.
\]

Theorem 5.1. The bicyclic monoid \( B = \langle p, q : pq = 1 \rangle \) is not sofic.

Let us first establish the following result.

Lemma 5.2. Let \( X \) be a non-empty finite set and let \( f, g \in \text{Map}(X) \). Then one has \( d^\text{Ham}(fg, \text{Id}_X) = d^\text{Ham}(gf, \text{Id}_X) \).

Proof. By definition, the set \( X_0 := \{ x \in X : fg(x) = x \} \) satisfies \( 1 - \frac{|X_0|}{|X|} = d^\text{Ham}(fg, \text{Id}_X) \). As the restriction of \( g \) to \( X_0 \) is injective, we have that \( |g(X_0)| = |X_0| \). Let now \( x \in g(X_0) \) and let us denote by \( y \) the unique element in \( X_0 \) such that \( x = g(y) \).

Then we have \( gf(x) = gf(y) = g(y) = x \). We deduce that \( d^\text{Ham}(gf, \text{Id}_X) \leq 1 - \frac{|g(X_0)|}{|X|} = 1 - \frac{|X_0|}{|X|} = d^\text{Ham}(fg, \text{Id}_X) \). By exchanging \( f \) and \( g \), we similarly get \( d^\text{Ham}(fg, \text{Id}_X) \leq d^\text{Ham}(gf, \text{Id}_X) \). It follows that \( d^\text{Ham}(fg, \text{Id}_X) = d^\text{Ham}(gf, \text{Id}_X) \). \( \square \)

Remark. One can give an alternative proof of Lemma 5.2 based on the properties of the trace of square matrices. Indeed, consider the monoid monomorphism \( \rho : \text{Map}(X) \to \text{Mat}_X(K) \), where \( \text{Mat}_X(K) \) is the multiplicative monoid of \( X \times X \)-matrices with entries in a field \( K \), that sends each \( f \in \text{Map}(X) \) to the characteristic map of its graph \( \{(f(x), x) : x \in X \} \subset X \times X \). In other word, \( \Phi(f) \) is the \( X \times X \) matrix with 0 \(-1 \) entries such that \( \Phi(f)_{y,x} = 1 \) if and only if \( y = f(x) \). Observe that \( \text{Tr}(\Phi(f)) \) is the number of fixed points of \( f \) if \( K \) has characteristic 0. We deduce that

\[
d^\text{Ham}_X(fg, \text{Id}_X) = 1 - \frac{\text{Tr}(\Phi(fg))}{|X|} = 1 - \frac{\text{Tr}(\Phi(f)\Phi(g))}{|X|}
\]

for all \( f, g \in \text{Map}(X) \), and hence \( d^\text{Ham}_X(fg, \text{Id}_X) = d^\text{Ham}_X(gf, \text{Id}_X) \) since \( \text{Tr}(\Phi(f)\Phi(g)) = \text{Tr}(\Phi(g)\Phi(f)) \).
Proof of Theorem 5.1. Let $K := \{1, p, q, qp\}$ and $0 < \varepsilon < \frac{1}{5}$. Suppose that $X$ is a non-empty finite set and that $\varphi: B \to \text{Map}(X)$ is a $(K, 1 - \varepsilon)$-injective $(K, \varepsilon)$-morphism. Consider the maps $f := \varphi(p)$ and $g := \varphi(q)$. We then have

$$d_X^{\text{Ham}}(fg, \text{Id}_X) = d_X^{\text{Ham}}(\varphi(p)\varphi(q), \text{Id}_X)$$

(by the triangle inequality)

$$\leq d_X^{\text{Ham}}(\varphi(pq), \text{Id}_X) + d_X^{\text{Ham}}(\varphi(pq), \varphi(p)\varphi(q))$$

(since $pq = 1_B$)

$$\leq 2\varepsilon$$

(since $\varphi$ is a $(K, \varepsilon)$-morphism).

Applying Lemma 5.2, we obtain

$$d_X^{\text{Ham}}(gf, \text{Id}_X) \leq 2\varepsilon.$$ 

Finally, using again the triangle inequality, we get

$$d_X^{\text{Ham}}(\varphi(qp), \varphi(1_B)) \leq d_X^{\text{Ham}}(\varphi(qp), gf) + d_X^{\text{Ham}}(gf, \text{Id}_X) + d_X^{\text{Ham}}(\varphi(1_B), \text{Id}_X)$$

(by (5.1))

$$\leq d_X^{\text{Ham}}(\varphi(qp), \varphi(q)\varphi(p)) + 2\varepsilon + d_X^{\text{Ham}}(\varphi(1_B), \text{Id}_X)$$

(since $\varphi$ is a $(K, \varepsilon)$-morphism).

This contradicts the fact that $\varphi$ is $(K, 1 - \varepsilon)$-injective since $qp$ and $1_B$ are distinct elements of $K$ and $4\varepsilon < 1 - \varepsilon$. Consequently, the monoid $B$ is not sofic.

Remark. Since the bicyclic monoid $B$ is the homomorphic image of the free monoid based on $p$ and $q$, which is sofic (cf. Corollary 4.4), we deduce that the class of sofic monoids is not closed under taking images by monoid homomorphisms.

Corollary 5.3. There exist finitely presented amenable inverse monoids that are not sofic.

Proof. It is known that the bicyclic monoid is an amenable inverse monoid (see for example [7, Example 2, page 311]).

Remark. It follows from Corollary 5.3 that we cannot remove the cancellativity hypothesis in Proposition 4.6.

Corollary 5.4. Every monoid containing a submonoid isomorphic to the bicyclic monoid is non-sofic.

Proof. This immediately follows from Proposition 3.5 and Theorem 5.1.

Corollary 5.5. Let $X$ be an infinite set. Then the symmetric monoid $\text{Map}(X)$ is not sofic.

Proof. This follows from Corollary 5.4 since $\text{Map}(X)$ contains a submonoid isomorphic to $\text{Map}(\mathbb{N})$ and hence a submonoid isomorphic to the bicyclic monoid.

Corollary 5.6. Let $K$ be a field and let $E$ be an infinite-dimensional vector space over $K$. Let $\mathcal{L}(E)$ denote the monoid consisting of all endomorphisms of $E$ with the composition of maps as the monoid operation. Then $\mathcal{L}(E)$ is not sofic.
Proof. Let \((e_x)_{x \in X}\) be a basis of \(E\). Then the symmetric monoid \(\text{Map}(X)\) embeds into \(\mathcal{L}(E)\) via the map that sends each \(f \in \text{Map}(X)\) to the unique endomorphism \(u\) of \(E\) such that \(u(e_x) = e_{f(x)}\) for all \(x \in X\). Thus \(\mathcal{L}(E)\) is not sofic by Corollary 5.5. \(\square\)

Remark. It would be interesting to give an example of a cancellative non-sofic monoid. Note that the bicyclic monoid is neither left nor right-cancellative.

6. A GRAPH-THEORETIC CHARACTERIZATION OF FINITELY GENERATED LEFT-CANCELLATIVE SOFIC MONOIDS

In this section, we relate the notion of soficity for finitely generated monoids to a certain finiteness condition on their Cayley graphs.

Let \(M\) be a finitely generated monoid and let \(\Sigma \subset M\) be a finite generating subset of \(M\). Let \(G = (V,E)\) be a \(\Sigma\)-labeled graph. For \(r \in \mathbb{N}\), we denote by \(V(r) \subset V\) the set of vertices \(v \in V\) for which there exists a \(\Sigma\)-labeled pointed graph isomorphism \((6.1)\)

\[ \psi_{v,r} : B_r(1_M) \to B_r(v), \]

where \(B_r(1_M) := B^C_r(M,\Sigma)(1_M)\) is the ball of radius \(r\) centered at \(1_M\) in the Cayley graph \(C(M,\Sigma)\) and \(B_r(v) := B^G_r(v)\) is the ball of radius \(r\) centered at \(v\) in \(G\). Note that since \(\psi_{v,r}\) is pointed we have \((6.2)\)

\[ \psi_{v,r}(1_M) = v. \]

Moreover, if it exists, \(\psi_{v,r}\) is necessarily unique. Note also the obvious inclusions \(V = V(0) \supset V(1) \supset V(2) \supset \ldots\)

We say that the pair \((M,\Sigma)\) satisfies the Weiss condition provided that, for every \(r \in \mathbb{N}\) and every \(\delta > 0\), there exists a finite \(\Sigma\)-labeled graph \(G = (V,E)\) satisfying \((6.3)\)

\[ |V(r)| \geq (1 - \delta)|V|. \]

Theorem 6.1. Let \(M\) be a finitely generated monoid and let \(\Sigma \subset M\) be a finite generating subset of \(M\). Then the following holds:

1. if \((M,\Sigma)\) satisfies the Weiss condition, then \(M\) is sofic;
2. if \(M\) is left-cancellative and sofic, then \((M,\Sigma)\) satisfies the Weiss condition.

Proof of Theorem 6.1. (1) Suppose that the pair \((M,\Sigma)\) satisfies the Weiss condition. In order to prove that \(M\) is sofic, let \(K \subset M\) be a finite subset and \(\varepsilon > 0\). We want to show that there exist a non-empty finite set \(X\) and a \((K,1-\varepsilon)\)-injective \((K,\varepsilon)\)-morphism \(\varphi : M \to \text{Map}(X)\). Choose \(r_0 \in \mathbb{N}\) large enough so that \(K \cup K^2 \subset B_{r_0}(1_M)\). Let \(G = (V,E)\) be a finite \(\Sigma\)-labeled graph satisfying condition \((6.3)\) for \(r = 2r_0\) and \(\delta = \varepsilon\). Note that \((6.4)\) now becomes

\[ |V(r)| \geq (1 - \varepsilon)|V|. \]

Consider the map \(\varphi : M \to \text{Map}(V)\) defined by setting

\[ \varphi^*(s) = \begin{cases} \psi_{v,r}(s) & \text{if } s \in B_r(1_M) \text{ and } v \in V(r) \\ v & \text{otherwise} \end{cases} \]
where $\psi_{v,r}$ is as in (6.1). Let us show that $\varphi$ has the required properties by taking $X := V$.

Let $k_1, k_2 \in K$ and $v \in V(r)$. We have

$$
\psi_{v,r}(k_1 k_2) = \psi_{\psi_{v,r}(k_1),r}(k_2) \quad \text{(by (6.7))}
$$

This shows that the maps $\varphi(k_1 k_2)$ and $\varphi(k_1) \varphi(k_2)$ coincide on $V(r)$. Therefore, we deduce from (6.4) that $d_{\text{Ham}}^V(\varphi(k_1 k_2), \varphi(k_1) \varphi(k_2)) \leq \varepsilon$.

Finally, suppose that $k_1$ and $k_2$ are distinct elements in $K$. We have

$$
\psi_{v,r}(k_1) \neq \psi_{v,r}(k_2) = \psi_{\varphi(k_1) \varphi(k_2)}
$$

since $\psi_{v,r}$ is injective. From (6.3), we then deduce that $d_{\text{Ham}}^V(\varphi(k_1), \varphi(k_2)) \geq 1 - \varepsilon$. It follows that $\varphi$ is $(K, 1 - \varepsilon)$-injective.

Consequently, the monoid $M$ is sofic. This proves Theorem 6.1 (1). \qed

In order to prove Theorem 6.1 (2) let us first establish some auxiliary results.

**Lemma 6.2.** Let $M$ be a sofic monoid, $K \subset M$ a finite subset, and $\varepsilon > 0$. Then there exist a non-empty finite set $X$ and a $(K, 1 - \varepsilon)$-injective $(K, \varepsilon)$-morphism $\varphi: M \to \text{Map}(X)$ satisfying $\varphi(1_M) = \text{Id}_X$.

**Proof.** Since $M$ is sofic, we can find a non-empty finite set $X$ and a $(K, 1 - \varepsilon/2)$-injective $(K, \varepsilon/2)$-morphism $\varphi': M \to \text{Map}(X)$. Let us show that the map $\varphi: M \to \text{Map}(X)$ defined by setting $\varphi(s) = \varphi'(s)$ for all $s \in M \setminus \{1_M\}$ and $\varphi(1_M) = \text{Id}_X$ satisfies our requirements.

Let $k_1, k_2 \in K$. If $k_1, k_2, k_1 k_2 \in K \setminus \{1_M\}$, we have

$$
d_{\text{Ham}}^X(\varphi(k_1 k_2), \varphi(k_1) \varphi(k_2)) = d_{\text{Ham}}^X(\varphi'(k_1 k_2), \varphi'(k_1) \varphi'(k_2)) \leq \varepsilon/2 \leq \varepsilon.
$$

If $k_1 = 1_M$, then $d_{\text{Ham}}^X(\varphi(k_1 k_2), \varphi(k_1) \varphi(k_2)) = d_{\text{Ham}}^X(\varphi(k_2), \varphi(k_2)) = 0$. Similarly, if $k_2 = 1_M$, then $d_{\text{Ham}}^X(\varphi(k_1 k_2), \varphi(k_1) \varphi(k_2)) = d_{\text{Ham}}^X(\varphi(k_1), \varphi(k_1)) = 0$.

Suppose now that $k_1 \neq 1_M \neq k_2$ and $k_1 k_2 = 1_M$. Then we have

$$
d_{\text{Ham}}^X(\varphi(k_1 k_2), \varphi(k_1) \varphi(k_2)) = d_{\text{Ham}}^X(\text{Id}_X, \varphi'(k_1) \varphi'(k_2))
$$

which implies, by using the triangle inequality,

$$
d_{\text{Ham}}^X(\varphi(k_1 k_2), \varphi(k_1) \varphi(k_2)) \leq d_{\text{Ham}}^X(\varphi'(1_M), \text{Id}_X) + d_{\text{Ham}}^X(\varphi'(1_M), \varphi'(k_1) \varphi'(k_2))
$$

$$
\leq \varepsilon/2 + \varepsilon/2 = \varepsilon.
$$

This shows that $\varphi$ is a $(K, \varepsilon)$-morphism. To complete the proof, it remains only to check that $\varphi$ is $(1 - \varepsilon)$-injective.

Suppose that $k_1$ and $k_2$ are distinct elements in $K \setminus \{1_M\}$. Then we have

$$
d_{\text{Ham}}^X(\varphi(k_1), \varphi(k_2)) = d_{\text{Ham}}^X(\varphi'(k_1), \varphi'(k_2)) \geq 1 - \varepsilon/2 \geq 1 - \varepsilon.
$$
On the other hand, if $1_M \in K$ and $1_M \neq k \in K$, then we have

\[
d^\text{Ham}_X(\varphi(1_M), \varphi(k)) = d^\text{Ham}_X(\text{Id}_X, \varphi(k))
\geq d^\text{Ham}_X(\varphi'(1_M), \varphi(k)) - d^\text{Ham}_X(\varphi'(1_M), \text{Id}_X)
\geq 1 - \varepsilon/2 - \varepsilon/2 = 1 - \varepsilon.
\]

Consequently, $\varphi$ is $(1 - \varepsilon)$-injective. \hfill \Box

**Lemma 6.3.** Let $M$ be a finitely generated monoid and let $\Sigma \subset M$ be a finite generating subset of $M$. Suppose that $M$ is left-cancellative and let $G = (V, E)$ be a $\Sigma$-labeled graph. Let $r \in \mathbb{N}$ and $v \in V$. If $v \in V(2r)$ then $B_r(v) \subset V(r)$.

**Proof.** Let $u \in B_r(v)$. We clearly have $B_r(u) \subset B_{2r}(v)$. Moreover, if $\psi_{v,2r} : B_{2r}(1_M) \to B_{2r}(v)$ is the unique $\Sigma$-labeled pointed graph isomorphism, then setting $s := \psi_{v,2r}^{-1}(u)$ we have $s \in B_r(1_M)$ so that $st \in B_{2r}(1_M)$ for all $t \in B_r(1_M)$. Since $M$ is left-cancellative the map $L_s|_{B_r(1_M)}$ yields a $\Sigma$-labeled pointed graph isomorphism from $B_r(1_M)$ onto $B_r(s)$. It follows that the composite map

\[
(6.5)
\psi_{u,r} = \psi_{v,2r} \circ L_s|_{B_r(1_M)} : B_r(1_M) \to B_r(u)
\]

is also a $\Sigma$-labeled pointed graph isomorphism. We deduce that $u \in V(r)$. This shows that $B_r(v) \subset V(r)$. \hfill \Box

Note that the map $\psi_{u,r}$ defined in (6.5) explicitly is given by $\psi_{u,r}(t) = \psi_{v,2r}(st)$ for all $t \in B_r(1_M)$.

**Lemma 6.4.** Let $M$ be a finitely generated monoid and let $\Sigma \subset M$ be a finite generating subset of $M$. Suppose that $M$ is left-cancellative and let $G = (V, E)$ be a $\Sigma$-labeled graph. Let $r \in \mathbb{N}$, $s, t \in B_r(1_M)$ and $v \in V(2r)$. Then we have

\[
(6.6)
\psi_{v,2r}(s) \in V(r)
\]

and

\[
(6.7)
\psi_{v,2r}(st) = \psi_{v,2r}(s,r)(t).
\]

**Proof.** Clearly $\psi_{v,2r}(s) \in B_r(v)$ so that (6.6) follows from Lemma 6.3. To prove (6.7), let us set $u := \psi_{v,2r}(s)$. Now, if $t = 1_M$, then (6.7) follows trivially since, keeping in mind (6.2):

\[
\psi_{v,2r}(st) = \psi_{v,2r}(s) = \psi_{v,2r}(s,r)(1_M) = \psi_{v,2r}(s,r)(t).
\]

If $t \neq 1_M$, we can find $1 \leq r' \leq r$ and $\sigma_1, \sigma_2, \ldots, \sigma_{r'} \in \Sigma$ such that $t = \sigma_1 \sigma_2 \cdots \sigma_{r'}$. Consider the path

\[
\pi_1 = ((s, \sigma_1, s\sigma_1), (s\sigma_1, \sigma_2, s\sigma_1\sigma_2), \ldots, (s\sigma_1\sigma_2 \cdots \sigma_{r'-1}, \sigma_{r'}, st))
\]

and observe that it is entirely contained in $B_{2r}(1_M)$, since $s, t \in B_r(1_M)$. The morphism $\psi_{v,2r}$ maps $\pi_1$ into the path

\[
\pi_1 = ((\psi_{v,2r}(s), \sigma_1, \psi_{v,2r}(s\sigma_1), (\psi_{v,2r}(s\sigma_1), \sigma_2, \psi_{v,2r}(s\sigma_1\sigma_2)), \ldots, (\psi_{v,2r}(s\sigma_1\sigma_2 \cdots \sigma_{r'-1}), \sigma_{r'}, \psi_{v,2r}(st))).
\]
Recalling that \( u = \psi_{v,2r}(s) \in B_r(v) \subset V(r) \), consider the inverse image of the path \( \pi_1 \) under the morphism \( \psi_{u,r} \):
\[
\pi_2 = ((1_\Sigma, \sigma_1, \sigma_1), (\sigma_1, \sigma_2, \sigma_1\sigma_2), \ldots, (\sigma_1\sigma_2\cdots \sigma_{r-1}, \sigma_r, t)).
\]
In particular, we have \( \psi^{-1}_{u,r}(\psi_{v,2r}(st)) = t \), that is, \( \psi_{v,2r}(st) = \psi_{u,r}(t) = \psi_{v,2r(s),r}(t) \).

\( \square \)

**Proof of Theorem 6.1.** (2) Suppose that the monoid \( M \) is left-cancellative and sofic. Let us show that the pair \((M, \Sigma)\) satisfies the Weiss condition. Fix \( \delta > 0 \) and \( r \in \mathbb{N} \). Set \( K := B_{2r+1}(1_M) \) and
\[
(6.8) \quad \epsilon := (|B_r(1_M)| \cdot |\Sigma| + |B_r(1_M)|^2)^{-1} \delta.
\]
Since \( M \) is sofic, it follows from Lemma 6.2 that we can find a non-empty finite set \( V \) and a \((K, 1 - \epsilon)\)-injective \((K, \epsilon)\)-morphism \( \varphi : M \to \text{Map}(V) \) such that
\[
(6.9) \quad \varphi(1_M) = \text{Id}_V.
\]
In the sequel, it will be convenient to use the notation \( v^f \) instead of \( f(v) \) to denote the image of an element \( v \in V \) by \( f \in \text{Map}(V) \).

Consider the finite \( \Sigma \)-labeled graph \( \mathcal{G} = (V, E) \) whose edge set \( E \subset V \times \Sigma \times V \) consists of all triples \((v, \sigma, v^\sigma)\), where \( v \in V \) and \( \sigma \in \Sigma \). Note that \( \mathcal{G} \) may have loops and multiple edges. However, if \( v \in V \) and \( \sigma \in \Sigma \) are fixed, then there exists a unique edge in \( \mathcal{G} \) with initial vertex \( v \) and label \( \sigma \).

For each \( v \in V \), denote by \( \psi_v : B_{2r}(1_M) \to V \) the map defined by setting
\[
\psi_v(s) = v^{\varphi(s)}
\]
for all \( s \in B_{2r}(1_M) \). Note that, by virtue of \((6.9)\), we have
\[
(6.10) \quad \psi_v(1_M) = v^{\varphi(1_M)} = v^{\text{Id}_V} = v
\]
for all \( v \in V \).

Denote by \( V_0 \subset V \) the set of vertices \( v \in V \) satisfying the following conditions:

\[ (* ) \quad \psi_v(s\sigma) = \psi_{\psi_v(s)}(\sigma) \text{ for all } s \in B_r(1_M) \text{ and } \sigma \in \Sigma,
\]

\[ (** ) \quad \psi_v(s) \neq \psi_v(t) \text{ for all distinct } s, t \in B_r(1_M).
\]

Let us show that \( V_0 \subset V(r) \). Suppose that \( v \in V_0 \) and let \( s \in B_r(1_M) \). We first show that
\[
(6.11) \quad B_v(r) = \psi_v(B_r(1_M)).
\]
If \( s = 1_M \), then we have \( \psi_v(s) = \psi_v(1_M) = v \in B_r(v) \). If \( s \neq 1_M \), then there exist \( 1 \leq r' \leq r \) and \( \sigma_1, \sigma_2, \ldots, \sigma_{r'} \in \Sigma \) such that \( s = \sigma_1\sigma_2\cdots \sigma_{r'} \). Consider the sequence of
edges

\[ e_1 := (v, \sigma_1, \psi_v(\sigma_1)) = (v, \sigma_1, \psi_v(\sigma_1)), \]
\[ e_2 := (\psi_v(\sigma_1), \sigma_2, (\psi_v(\sigma_1))^{\psi(\sigma_2)}) \]
\[ = (\psi_v(\sigma_1), \sigma_2, \psi_v(\sigma_1)(\sigma_2)) \]
\[ = (\psi_v(\sigma_1), \sigma_2, \psi_v(\sigma_1\sigma_2)) \quad \text{(by \(*\))}, \]
\[ \ldots \]
\[ e_r := (\psi_v(\sigma_1\sigma_2 \cdots \sigma_{r-1}), \sigma_r, (\psi_v(\sigma_1\sigma_2 \cdots \sigma_{r-1}))^{\psi(\sigma_r)}) \]
\[ = (\psi_v(\sigma_1\sigma_2 \cdots \sigma_{r-1}), \sigma_r, \psi_v(\sigma_1\sigma_2 \cdots \sigma_{r-1})(\sigma_r)) \]
\[ = (\psi_v(\sigma_1\sigma_2 \cdots \sigma_{r-1}), \sigma_r, \psi_v(\sigma_1\sigma_2 \cdots \sigma_{r-1})) \quad \text{(by \(*\))}, \]
\[ = (\psi_v(\sigma_1\sigma_2 \cdots \sigma_{r-1}), \sigma_r, \psi_v(s)). \]

The path \( \pi = (e_1, e_2, \ldots, e_r) \) connects \( v \) to \( \psi_v(s) \) and has length \( r' \leq r \). This shows that \( \psi_v(B_r(1_M)) \subseteq B_r(v) \). Conversely, suppose that \( u \in B_r(v) \). If \( u = v \), then we have \( u = v = \psi_v(1_M) \in \psi_v(B_r(1_M)) \). If \( u \neq v \) then there exist \( 1 \leq r' \leq r \) and a path \(((v, \sigma_1, v_1), (v_1, \sigma_2, v_2), \ldots, (v_{r-1}, \sigma_r, u))\). Using both \(*\) and \(**\), we deduce that \( u = \psi_v(s) \), where \( s = \sigma_1\sigma_2 \cdots \sigma_{r'} \in B_r(1_M) \). This shows that \( B_r(v) \subseteq \psi_v(B_r) \). We deduce (6.11).

Consider the map \( \psi_{v,r} : B_r(1_M) \to B_r(v) \) obtained by restriction of \( \psi_v \) to \( B_r(1_M) \). It follows from (6.11) and condition \(**\) that \( \psi_{v,r} \) is bijective. On the other hand, if \( s \in B_r(1_M) \) and \( \sigma \in \Sigma \), we deduce from \(*\) that

\[ (\psi_v(s), \sigma, \psi_v(s\sigma)) = (\psi_v(s), \sigma, \psi_v(s(\sigma))) = (\psi_v(s), \sigma, (\psi_v(s))^{\sigma}) \in E. \]

Moreover, by virtue of (6.10), we have \( \psi_{v,r}(1_M) = v \). Consequently, \( \psi_{v,r} \) is a \( \Sigma \)-labeled pointed graph isomorphism. This shows that \( V_0 \subseteq V(r) \).

Our next goal is to estimate from below the cardinality of \( V_0 \). Let us start by estimating the cardinality of the set consisting of the vertices \( v \in V \) satisfying condition \(*\). Let \( s \in B_r(1_M) \) and \( \sigma \in \Sigma \). As \( \varphi \) is a \((K, \varepsilon)\)-morphism, we have \( d^\mathrm{Ham}_v(\varphi(\sigma), \varphi(s)) \leq \varepsilon \), so that there exists a subset \( V'(s, \sigma) \subseteq V \) with \( |V'(s, \sigma)| \leq \varepsilon|V| \) such that

\[ \psi_v(s\sigma) = \psi_v(s)^{\varphi(\sigma)} = v^{\varphi(\sigma)} = (v^{\varphi(\sigma)})^{\varphi} = (\psi_v(s))^{\varphi} = \psi_{v,s}(\sigma) \]

for all \( v \in V \setminus V'(s, \sigma) \). Setting

\[ V' := \bigcup_{s \in B_r(1_M)} V'(s, \sigma) \]

we have \( |V'| \leq |B_r(1_M)| \cdot |\Sigma| \cdot \varepsilon|V| \) and condition \(*\) holds for all \( v \in V \setminus V' \).

Let now \( s \) and \( t \) be distinct elements in \( B_r(1_M) \). Since \( B_r(1_M) \subseteq K \) and \( \varphi \) is \((K, 1 - \varepsilon)\)-injective, we have that \( d^\mathrm{Ham}_v(\varphi(s), \varphi(t)) \geq 1 - \varepsilon \). This means that we can find a subset \( V''(s, t) \subseteq V \) of cardinality \( |V''(s, t)| \leq \varepsilon|V| \) such that

\[ \psi_v(s) \neq \psi_v(t) = \psi_v(t) \]

\[ (6.12) \]
for all \( v \in V \setminus V''(s, t) \). Setting

\[ V'' := \bigcup_{s, t \in B_r} V''(s, t) \]

we have \( |V''| \leq |B_r(1_M)|^2 \cdot \varepsilon|V| \) and it follows from (6.12) that condition (***) holds for all \( v \in V \setminus V'' \).

Consequently, conditions (*) and (***) are both satisfied for all \( v \in V \setminus (V' \cup V'') \), that is, \( V \setminus (V' \cup V'') \subseteq V_0 \).

Thus \( (\delta, r) \) is a finite generating subset of \( G \). This is the reason why some “geometric amplification” of these Cayley graphs is necessary in order to fulfill condition (6.3), we finally get

\[ |V''| \leq (|B_r(1_M)| \cdot |\Sigma| + |B_r(1_M)|^2) \varepsilon|V| = \delta|V|, \]

where the equality follows from (6.8); we finally get

\[ |V(r)| \geq |V_0| \geq (1 - \delta)|V|. \]

Thus \( (M, \Sigma) \) satisfies the Weiss condition. This proves Theorem 6.1 (2).

From Theorem 6.1 we deduce the following graph theoretic characterization of soficity for finitely generated left-cancellative monoids.

**Corollary 6.5.** Let \( M \) be a finitely generated left-cancellative monoid and let \( \Sigma \subseteq M \) be a finite generating subset of \( M \). Then the following conditions are equivalent:

(a) the monoid \( M \) is sofic;

(b) the pair \((M, \Sigma)\) satisfies the Weiss condition.

As a consequence, for a finitely generated left-cancellative monoid \( M \), the fact that the pair \((M, \Sigma)\) satisfies the Weiss condition or not, is independent of the particular finite generating subset \( \Sigma \subseteq M \).

Here follow some examples that illustrate Theorem 6.1.

We first observe that when \( M \) is a finite group, then for any generating subset \( \Sigma \subseteq M \) the corresponding Cayley graph \( C(M, \Sigma) = (V, E) \) satisfies \( V(r) = V \) so that condition (6.3) is verified for all \( r \in \mathbb{N} \) and \( \delta > 0 \). Indeed, in this case, the Cayley graph is vertex-homogeneous since the action of the group \( M \) on \( C(M, \Sigma) \) induced by right-multiplication is vertex-transitive. However, this is no more the case, in general, for finite sofic monoids. When \( M \) is a finite monoid, given \( r \in \mathbb{N} \) and a generating subset \( \Sigma \subseteq M \), we can only guarantee that the corresponding Cayley graph \( C(M, \Sigma) = (V, E) \) satisfies \( |V(r)| \geq 1 \) (since \( 1_M \in V(r) \)). This is the reason why some “geometric amplification” of these Cayley graphs is necessary in order to fulfill condition (6.3), as shown in the following two examples.

**Example 6.6.** Let \( M = \{1_M, a\} \) be the monoid with two elements, where \( a^2 = a \). This is the simplest monoid which is not a group (it is not cancellative). Taking \( \Sigma = \{a\} \) as a generating subset, we have that the Cayley graph \( C = C(M, \Sigma) \) consists of the two vertices \( 1_M \) and \( a \), and the two edges \((1_M, a, a)\) and \((a, a, a)\) (the latter is a loop), see Figure 1. Let now \( X \) be a finite set such that \( x \neq a \) for all \( x \in X \), and consider the \( \Sigma \)-labeled graph \( G = (V, E) \) where \( V = X \cup \{a\} \) and \( E = \{(v, a, a) : v \in V\} \), see Figure 1. Let \( r \in \mathbb{N} \) and \( \delta > 0 \). We have that \( B_r^\Sigma(1_M) \) is isomorphic, as a pointed \( \Sigma \)-labeled graph, to \( B_r^\Sigma(x) \) for all \( x \in X \). This shows that \( V(r) \supseteq X \). Thus, provided \( |X| \) is large (\( |X| \geq 1/\delta \) would suffice),
we have $|V(r)| \geq |X| = |V| - 1 \geq (1 - \delta)|V|$ and condition \ref{eq:condition} is satisfied. It follows from Theorem \ref{thm:main} that $M$ is sofic.

**Example 6.7.** Let $M = \text{Map}({\{0, 1\}})$ be the symmetric monoid of the set $X = \{0, 1\}$. Then $M = \{1_M, a, c_0, c_1\}$ where $a(x) = \bar{x} := 1 - x$ and $c_y(x) = y$ for all $x, y \in X$. In other words, $a$ is the bijective map which exchanges 0 and 1 and $c_y$ is the constant map with value $y$. Taking $\Sigma = \{a, c_0\}$ as a generating subset of $M$, we have that the Cayley graph $\mathcal{C} = \mathcal{C}(M, \Sigma)$ consists of the four vertices $m \in M$ and the edges $(1_M, a, a), (a, a, 1_M), (c_x, a, c_x)$, for $x \in X$, and $(m, c_0, c_0)$, for $m \in M$, see Figure 2.

Let $r \in \mathbb{N}$ and $\delta > 0$. Let $n \in \mathbb{N}$ and consider now the $\Sigma$-labeled graph $\mathcal{G}_n = (V_n, E_n)$, where $V_n := X^n$ and $E_n = \{(x, \sigma, x') : x, x' \in X^n, \sigma \in \Sigma\}$, where for $x = (x_1, x_2, \ldots, x_n) \in X$ and $\sigma \in \Sigma$ we set $x^\sigma = (\sigma(x_1), \sigma(x_2), \ldots, \sigma(x_n)) \in X^n$. In other words, $\mathcal{G}_n$ is the *Schreier graph* for the diagonal action of $M$ on $X^n$ with respect to $\Sigma$. In Figure 2 we have drawn $\mathcal{G}_1, \mathcal{G}_2$, and $\mathcal{G}_3$. It is clear that $V_n(r) \supset X^n \setminus \Delta_n$, where $\Delta_n := \{(x, x, \ldots, x) : x \in X\}$ is the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example.png}
\caption{The labeled graphs $\mathcal{C}$ and $\mathcal{G}$ in Example 6.6}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example2.png}
\caption{The labeled graphs $\mathcal{C}, \mathcal{G}_1, \mathcal{G}_2$ and $\mathcal{G}_3$ in Example 6.7}
\end{figure}
diagonal of $X^{n}$. It follows that, provided $n \geq 1 - \log_{2}(\delta)$, one has $|V_{n}(r)| \geq |X^{n}| - |\Delta_{n}| = 2^{n} - 2 \geq (1 - \delta)|V_{n}|$, so that condition (6.3) is satisfied by $G_{n}$.

**Example 6.8.** Let $M = \mathbb{N} = \{0, 1, 2, \ldots\}$ be the additive monoid of the naturals. Taking $\Sigma = \{1\}$ as a generating subset, we have that the Cayley graph $C = C(\mathbb{N}, \Sigma)$ consists of the vertices $0, 1, \ldots$ and the edges $(n, 1, n+1)$ for all $n \in \mathbb{N}$, see Figure 3. Let $r \in \mathbb{N}$ and $\delta > 0$. Let $X$ be a finite set disjoint from $\mathbb{N}$ and consider the $\Sigma$-labeled graph $G = (V, E)$ where $V = X \cup \{1, 2, \ldots, r\}$ and $E = \{(x, 1, 1) : x \in X\} \cup \{(k, 1, k+1) : 1 \leq k \leq r - 1\}$, see Figure 3. As in Example 6.6, we have $V(r) \supset X$ so that, provided $|X|$ is large ($|X| \geq r/\delta$ would suffice) condition (6.3) is satisfied by $G_{n}$.

Alternatively, let $n \in \mathbb{N}$. Consider first the $\Sigma$-labeled graph $G_{n} = (V_{n}, E_{n})$, where $V_{n} = \{0, 1, 2, \ldots, n-1\}$ and $E_{n} = \{(k, 1, k+1) : k = 0, 1, \ldots, n-2\} \cup \{(n-1, 1, 0)\}$, see Figure 4. Now if $n \geq r + 1$, one has $V_{n}(r) = V_{n}$ so that condition (6.3) is satisfied by $G_{n}$ (note that this is, in fact, independent of $\delta$).

Finally, consider the $\Sigma$-labeled graph $G'_{n} = (V'_{n}, E'_{n})$, where $V'_{n} = \{0, 1, 2, \ldots, n-1\}$ and $E'_{n} = \{(k, 1, k+1) : k = 0, 1, \ldots, n-2\}$, see Figure 4. Now if $n \geq r/\delta$, one has $V_{n}(r) = \{0, 1, \ldots, n-r-1\}$ and $|V_{n}(r)| = n-r \geq (1 - \delta)n = (1 - \delta)|V_{n}|$, so that condition (6.3) is satisfied also by $G'_{n}$.

**Example 6.9.** Let $M$ be a cancellative, right-amenable, finitely generated monoid. Let $\Sigma \subset M$ be a finite generating subset. It follows from [3 Proposition 3.2] and/or [6 Proposition 2.3] (after passing to the opposite monoid) that given any finite subset $K \subset M$
and $\delta > 0$ one can find a finite subset $\Omega = \Omega(K, \delta) \subset M$ such that
\begin{equation}
|\text{Int}_K^*(\Omega)| \geq (1 - \delta)|\Omega|,
\end{equation}
where $\text{Int}_K^*(\Omega) = \{s \in M : sK \subset \Omega\}$. Fix $r \in \mathbb{N}^+$ and $\delta > 0$. Set $K := B_r(1_B)$ and denote by $G = (V, E)$ the subgraph induced by $V := \Omega(K, \delta)$ in $C$. Then $sK = B_r(s)$ so that $V(r) \supset \text{Int}_K^*(\Omega)$. From (6.13) we deduce that the finite $\Sigma$-labeled graph $G$ satisfies (6.13).

**Example 6.10.** Recall that the bicyclic monoid $B$ is not sofic by Theorem 5.1 (and not left-cancellative either). We show that for $\Sigma = \{p, q\}$ the pair $(B, \Sigma)$ does not satisfy the Weiss condition by looking at the ball $B_r(1_B)$ (see Figure 6) in the Cayley graph of $B$ (see Figure 5). Indeed, if $G = (V, E)$ is a finite $\Sigma$-labelled graph and $r \geq 2$, we observe that the edge labelled $p$ starting at a vertex $v \in V(r)$ arrives at a vertex $v' \notin V(r)$. As the map $v \mapsto v'$ is clearly injective, we deduce that we must have $|V(r)| \leq |V|/2$.

7. Final remarks

The same way we have the notions of left and right amenability, which coincide in the group setting but are distinct in the more general setting of monoids, we may consider the notion of left-soficity (resp. right-soficity) for monoids as follows.

First recall that the opposite monoid of a monoid $(M, \cdot)$ is the monoid $(M^{op}, \circ)$ with the same underlying set $M$ of elements and with multiplication defined by $a \circ b := b \cdot a$ for all
Then, we say that a monoid $M$ is left-sofic (resp. right-sofic) if $M$ (resp. $M^{\text{op}}$) is “sofic” according to Definition 3.2. In other words, a monoid $M$ is right-sofic if it satisfies the following condition: for every finite subset $K \subset M$ and every $\varepsilon > 0$, there exist a non-empty finite set $X$ and a $(K, 1 - \varepsilon)$-injective $(K, \varepsilon)$-morphism $\varphi: M \to \text{Map}(X)^{\text{op}}$.

Since every group $G$ (resp. abelian monoid $M$) is isomorphic to its opposite $G^{\text{op}}$ (resp. $M^{\text{op}}$) the two notions of left and right soficity coincide in the group (resp. abelian monoid) setting. Moreover, since finiteness (resp. residual finiteness, resp. cancellative one-side amenability) are preserved under the opposite monoid operation $M \mapsto M^{\text{op}}$, we deduce that left and right soficity coincide for finite (resp. residually finite, resp. cancellative one-sided amenable) monoids by virtue of Proposition 4.1 (resp. Corollary 3.13, resp. Proposition 4.6). We don’t know, however, whether or not these two notions also coincide for general monoids.
Note that the bicyclic monoid \( B = \langle p, q : pq = 1 \rangle \) is isomorphic to its opposite \( B^{\text{op}} \) via the map exchanging the generators \( p \) and \( q \) so that, by virtue of Theorem 5.1, \( B \) is neither left nor right sofic.

As finitely generated monoids are concerned, we remark the following. Let \( M \) be a finitely generated monoid and \( \Sigma \) a finitely generating subset of \( M \). Let us call the graph \( C(M, \Sigma) = (V, E) \) (resp. \( C'(M, \Sigma) = (V', E') \)) with \( V = V' = M \) and \( E = \{(m, \sigma, m\sigma) : m \in M, \sigma \in \Sigma\} \) (resp. \( E' = \{(m, \sigma, \sigma m) : m \in M, \sigma \in \Sigma\} \) the left Cayley graph (resp. right Cayley graph) of \( M \) with respect to \( \Sigma \). It is then clear that \( C'(M, \Sigma) \) (resp. \( C'(M^{\text{op}}, \Sigma) \)) is label isomorphic to \( C(M^{\text{op}}, \Sigma) \) (resp. \( C(M, \Sigma) \)). All this said, we have the following characterization of right-soficity for finitely generated monoids (cf. Theorem 6.1). A finitely generated monoid \( M \) is right-sofic if and only if for every \( r \in \mathbb{N} \) and every \( \delta > 0 \), there exists a finite \( \Sigma \)-labeled graph \( G' = (V, E) \) with the following property: the subset \( V(r) \subset V \), consisting of all the vertices \( v \in V \) such that the ball of radius \( r \) centered at \( v \) in \( G' \) is isomorphic, as a pointed \( \Sigma \)-labeled graph, to the ball of radius \( r \) centered at \( 1_M \) in the right Cayley graph \( C'(M, \Sigma) \), satisfies (6.3).
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