ABSTRACT

Multimodal Knowledge Graphs (MKGs), which organize visual-textual factual knowledge, have recently been successfully applied to tasks such as information retrieval, question answering, and recommendation system. Since most MKGs are far from complete, extensive knowledge graph completion studies have been proposed focusing on the multimodal entity, relation extraction and link prediction. However, different tasks and modalities require changes to the model architecture, and not all images/objects are relevant to text input, which hinders the applicability to diverse real-world scenarios. In this paper, we propose a hybrid transformer with multi-level fusion to address those issues. Specifically, we leverage a hybrid transformer architecture with unified input-output for diverse multimodal knowledge graph completion tasks. Moreover, we propose multi-level fusion, which integrates visual and text representation via coarse-grained prefix-guided interaction and fine-grained correlation-aware fusion modules. We conduct extensive experiments to validate that our MKGformer can obtain SOTA performance on four datasets of multimodal link prediction, multimodal RE, and multimodal NER.
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1 INTRODUCTION

Figure 1: Illustration of examples of multimodal knowledge graph facts. Image/objects with ✔ around the same entity have relevant visual features. In contrast, the other images/objects with ✘ are irrelevant with the corresponding entity.
Knowledge graphs (KGs) can provide back-end support for a variety of knowledge-intensive tasks in real-world applications, such as recommender systems [17, 57], information retrieval [10, 50] and time series forecasting [8]. Since KGs usually contain visual information, Multimodal Knowledge Graphs (MKGs) recently have attracted extensive attention in the community of multimedia, natural language processing and knowledge graph [24, 38]. However, most MKGs are far from complete due to the emerging entities and corresponding relations. Therefore, multimodal knowledge graph completion (MKGC), which aims to extract knowledge from the text and image to complete the missing facts in the KGs, has been proposed [5, 23, 56, 59]. Concretely, visual data (images) can be regarded as complementary information used for MKGC tasks, such as multimodal link prediction, multimodal named entity recognition (MNER) and multimodal relation extraction (MRE).

For example, as shown in Figure 1, for the multimodal link prediction task, each entity possesses many associated images, which can enhance the entity representation for missing triple prediction; while for MNER and MRE, each short sentence contains a corresponding image to complement textual contexts for entity and relation extraction. Benefit from the development of multimodal representation learning [14], it is intuitive to fuse the heterogeneous features of KG entities and the visual information with similar semantics in unified embeddings.

To this end, Xie et al. [48] propose to integrate image features into the typical KG representation learning model for multimodal link prediction. Besides, Sergieh et al. [33] and Wang et al. [47] jointly encode and fuse the visual and structural knowledge for multimodal link prediction through simple concatenation and auto-encoder, respectively. On the other hand, Zheng et al. [61] present an efficient modality alignment strategy based on scene graph for the MRE task. Zhang et al. [55] fuse regional image features and textual features with extra co-attention layers for the MNER task.

Although previous studies for multimodal KG have shown promising improvements compared with the unimodal methods, those approaches still suffer from several evident limitations as follows: (1) **Architecture universality**. Different MKGC tasks and modality representation demand changes to the model architecture. Specifically, different subtasks require task-specific, separately-parameterized fusion module on top of diverse encoder architectures (e.g., ResNet [16], Fast-RCNN [32] for visual encoder, and BERT [9], word2vec [29] for textual encoder). Therefore, a unified model should be derived to expand the application of the diverse subtasks of multimodal KG more effectively and conveniently. (2) **Modality contradiction**. Most existing multimodal KG models largely ignore the noise of incorporating irrelevant visual information, which may result in modality contradiction. To be specific, in most multimodal KG, each entity possesses many associated images; however, parts of images may be irrelevant to entities, and some images even contain a lot of background noise which may mislead entity representation. For example in Figure 1(a), each entity has many associated images, but the third image of the head entity has little relevance to the semantic meaning of “Superman Returns” for multimodal link prediction. Meanwhile, current SOTA methods for MNER and MRE tasks usually utilize valid visual objects by selecting top salient objects with the higher object classification scores, which may also introduce noise from irrelevant or redundant objects, such as the “Shirt0” and “Shirt1” objects in the Figure 1(b).

In practice, irrelevant images/objects may directly exert adverse effects on multimodal KG.

To overcome the above barriers, we propose **MKGformer**, a hybrid transformer for unified multimodal KG, which implements the modeling of the multimodal features of the entity across the last few layers of visual transformer and the textual transformer with multi-level fusion, namely M-Encoder. Previous works [7, 22] indicate that the pre-trained models (PLMs) can activate knowledge related to the input at the self-attention layer and Feed-Forward Network (FFN) layer in Transformer Encoder. Inspired by this, we consider the visual information as supplementary knowledge and propose multi-level fusion at the transformer architecture.

Specifically, we first present a coarse-grained prefix-guided interaction module at the self-attention part of M-Encoder to pre-reduce modal heterogeneity for the next step. Second, the correlation-aware fusion module is proposed in the FFN part of M-Encoder to obtain the fine-grained image-text representations which can alleviate the error sensitivity of irrelevant images/objects. In particular, apart from multimodal link prediction, MKGformer can be more generally applied to MRE and MNER tasks with a simple modification of task-specific head as shown in Figure 2(a). In a nutshell, the contributions of this paper can be summarized:

- To the best of our knowledge, our work is the first to propose a hybrid transformer framework that can be applied to multiple multimodal KG tasks. Intuitively, leveraging a unified transformer framework with similar arithmetic units to encode text descriptions and images inside transformers naturally reduces the heterogeneity to model better multimodal entity representation.
- We propose multi-level fusion with coarse-grained prefix-guided interaction module and fine-grained correlation-aware fusion module in blocks of transformers to pre-reduce the modal heterogeneity and alleviate noise of irrelevant visual elements, respectively, which are empirically necessary for diverse MKGC tasks.
- We perform comprehensive experiments and extensive analysis on three tasks involving multimodal link prediction, MRE and MNER. Experimental results illustrate that our model can effectively and robustly model the multimodal representations of descriptive text and images and substantially outperform the current state-of-the-art (SOTA) models in standard supervised and low-resource settings.

## 2 RELATED WORKS

### 2.1 Multimodal Knowledge Graph Completion

Multimodal KG has been widely studied in recent years, which leverages the associated images to represent relational knowledge better. Previous studies mainly focus on the following three tasks:

#### 2.1.1 Multimodal Link Prediction

Existing methods for multimodal link prediction focus on encoding image features in KG embeddings. Xie et al. [48] extend TransE [3] to obtain visual representations that correspond to the KG entities and structural information of the KG separately. Sergieh et al. [33], Zhao et al. [60] and Wang et al. [47]...
further propose several fusion strategy to encoder the visual and structural features into unified embedding space. Recently, Wang et al. [46] study the noise from irrelevant images corresponding to entities and designs a forget gate with an MRP metric to select valuable images for multimodal KGC.

2.1.2 Multimodal Relation Extraction. Recently, Zheng et al. [62] present a multimodal RE dataset with baseline models. The experimental results illustrate that utilizing multimodal information improves RE performance in social media texts. Zheng et al. [61] further revise the multimodal RE dataset and presents an efficient alignment strategy with scene graphs for textual and visual representations. Wan et al. [45] also present four multimodal datasets to handle the lack of multimodal social relation resources and propose a few-shot learning based approach to extracting social relations from both texts and face images.

2.1.3 Multimodal Named Entity Recognition. Zhang et al. [58], Lu et al. [25], Moon et al. [31] and Arshad et al. [1] propose to encode the textual information with RNN and model the whole image representation through CNN in the early stages. Recently, Yu et al. [53], Zhang et al. [55] propose to leverage regional image features to represent objects to exploit fine-grained semantic correspondences based on transformer and visual backbones since informative object features are more important than the whole images for MNER tasks. Sun et al. [37] propose a text-image relation propagation-based multimodal BERT, namely RpBERT, to reduce the interference from whole images. However, RpBERT only focuses on the irrelevance of the whole image but ignores the noise brought by irrelevant objects.

In conclusion, MKGC can handle the problem of extending a KG with missing triples, thus, have received significant attention. However, different tasks and modalities demand changes to the model architecture, hindering the applicability of diverse real-world scenarios. Therefore, we argue that a unified model should be derived to expand the application of the diverse tasks of multimodal KGC more effectively and conveniently.

2.2 Pre-trained Multimodal Representation

The pre-trained multimodal visual-language models have recently demonstrated great superiority in many multimodal tasks (e.g., image-text retrieval and visual question answering). The existing visual-linguistic pre-trained models can be summarized as two aspects: 1) Architecture. The single-stream structures include ViLBERT [36], VisualBERT [21], Unicoder-VL [20], and UNITER [6], where the image and textual embeddings are combined into a sequence and fed into transformer to obtain contextual representations. While two-stream structures separate visual and language processing into two streams with interacting through cross-modality or co-attentional transformer layers, which includes LXMERT [40] and ViLBERT [26]. 2) Pretraining tasks. The pretraining tasks of multimodal models usually involve masked language modeling (MLM), masked region classification (MRC), and image-text matching (ITM). However, the ITM task is based on the hypothesis that the text-image pairs in the caption datasets are highly related; however, there are much noise brought by irrelevant images/objects, thus not being completely satisfied with the ITM task. Further, most of the above models are pre-trained on the datasets of image caption, such as the Conceptual Captions [34] or COCO caption dataset [4] or visual question answering datasets. Thus, the target optimization objects of the above pre-trained multimodal models are less relevant to multimodal KGC tasks.

Therefore, directly applying these pre-trained multimodal methods to the multimodal KGC may not produce a good performance since multimodal KGC mainly focuses on leveraging visual information to enhance the text rather than on relying on information of both sides. Unlike previous methods that focus on learning pre-trained multimodal representation, we regard the image as supplementary information for knowledge graph completion and propose a hybrid transformer with multi-level fusion.

3 OUR APPROACH

In this section, we present the overall framework of MKGformer, which is a general framework that can be applied to widespread multimodal KGC tasks. To facilitate understanding, we introduce its detailed implementation, including the unified multimodal KGC framework in Section 3.1, the hybrid transformer architecture in Section 3.2 and the detailed introduction of M-Encoder in Section 3.3.

3.1 Unified Multimodal KGC Framework

As shown in Figure 2(a), the unified multimodal KGC framework mainly includes hybrid transformer architecture and task-specific paradigm. Specifically, we adopt ViT and BERT as visual transformer and textual transformer models, respectively and conduct the modeling of the multimodal representations of the entity across the last $L_M$ layers of transformers. We introduce its detailed implementation of task-specific paradigm in the following parts.

3.1.1 Applying to Multimodal Link Prediction. Multimodal Link Prediction is the most popular task for multimodal KGC, which focuses on predicting the tail entity given the head entity and the query relation, denoted by $(e_h, r, ?)$. And the answer is supposed to be always within the KG. In terms of the images $I_i$ that related to the entity $e_h$, we propose to model the distribution over the tail entity $e_t$ as $p(e_t|(e_h, r, I))$. As shown in Figure 2(a), to fully leverage the advantage of pre-trained models, we design the specific procedure for link prediction similar to masked language modeling of pre-trained language models (PLMs). We take first step to model the image-text incorporated entity representations and then predict the missing entity $(e_h, r, ?)$ over the multimodal entity representations.

Image-text Incorporated Entity Modeling. Unlike previous work simply concatenate or fuse based on particular visual and textual features of entities, we fully leverage the "masked language modeling" (MLM) ability of pre-trained transformers to model image-text incorporated multimodal representations of the entities in the knowledge graph. To be more specific, given an entity description $d_{e_h} = (w_1, ..., w_n)$ and its corresponding multiple images $I_{e_h} = \{I^1, I^2, ..., I^p\}$, we feed the patched images of the entity $e_t$ into the visual side of hybrid transformer architecture and convert the textual side input sequence of hybrid transformer architecture as:

$$T_{e_h} = [CLS]d_{e_h} \text{ is the description of [MASK][SEP]}.$$  \hspace{1cm} (1)
We extend the word embedding layer of BERT to treat each token embedding as corresponding multimodal representation $E_e_i$ of $i$-th entity $e_i$. Then we train the MKGformer to predict the [MASK] over the multimodal entity embedding $E_e_i$ with cross entropy loss for classification:

$$L_{Link} = -\log(p(e_i | T_e_i)),$$

(2)

Notably, we freeze the whole model except the newly added parameters of multimodal entity embedding. We argue that the modified input can guide MKGformer to incorporate the textual and visual information into multimodal entity embeddings attentively.

**Missing Entity Prediction.** Given a triple $(e_h, r, e_t) \in G$, KGC models predict the $e_h$ or $e_t$ in the head or tail batch. Similarly, we treat the link prediction as the MLM task, which uses entity $e_h$, entity description $d_{e_h}$, relation $r$ and the entity images $I_{e_t}$ to predict the masked tail entity over the multimodal entity embeddings described above. Specifically, we also process the multiple patched images of the entity $e_h$ into the visual side of hybrid transformer architecture and convert this triple $(e_h, r, ?)$ to the input sequence of on the text side as follows:

$$T_{(e_h, r, ?)} = [CLS] e_h d_{e_h} [SEP] T_r [SEP] [MASK] [SEP].$$

(3)

Finally, we train the MKGformer to predict the [MASK] over the multimodal entity embedding $E_e_i$ via binary cross-entropy loss for multilabel classification with the consideration that the prediction of $e_t$ is not unique in link prediction.

3.1.2 Applying to MRE. Relation extraction aims at linking relation mentions from text to a canonical relation type in a knowledge graph. Given the text $T$ and the corresponding image $I$, we aim to predict the relation between an entity pair $(e_h, e_t)$ and outputs the distribution over relation types as $p(r | (T, I, e_h, e_t))$. Specifically, we take the representation of the special token [CLS] from the final output embedding of hybrid transformer architecture to compute the probability distribution over the class set $\mathcal{Y}$ with the softmax function $p(r | (T, I, e_h, e_t)) = \text{Softmax}(\text{MLM} \{H_{LM} \}_{[CLS]}). h_{LM} \in \mathbb{R}^{n \times d_f}$ denotes the final sequence representation of the $L_{LM}$-th layer from the textual side of M-Encoder in hybrid transformer architecture. The parameters of the model and $W$ are fine-tuned by minimizing the cross-entropy loss over $p(r | (T, I, e_h, e_t))$ on the entire train sets.

3.1.3 Applying to MNER. MNER is the task of extracting named entities from text sequences and corresponding images. Given a token sequence $T = \{w_1, \ldots, w_n\}$ and its corresponding image $I$, we focus on modeling the distribution over sequence tags as $p(y | (T, I))$, where $y$ is the label sequence of tags $y = \{y_1, \ldots, y_n\}$. We assign the procedure of MKGformer with CRF [18] function similar to previous multimodal NER tasks for the fair comparison. For a sequence of tags $y = \{y_1, \ldots, y_n\}$, we calculate the probability of the label sequence $y$ over the pre-defined label set $\mathcal{Y}$ with the BIO tagging schema as described in [18].

3.2 Hybrid Transformer Architecture

The hybrid transformer architecture of MKGformer mainly includes three stacked modules: (1) the underlying textual encoder is designed to capture basic syntactic and lexical information from the input tokens, namely (T-Encoder), (2) the underlying visual encoder (V-Encoder), which is responsible for capturing basic visual features from the input patched images, and (3) the upper multimodal encoder (M-Encoder) is adopted to model image-text incorporated entity representations inside the underlying visual transformer and textual transformer. Besides, we denote the number of V-Encoder layers as $L_{V}$, the number of T-Encoder layers as $L_{T}$.
and the number of M-Encoder layers as \( L_M \), where \( LVIT = L_V + L_M \) and \( L_{BERT} = L_V + L_M \).

**Recap of the Transformer Architecture.** Transformer [44] is now the workhorse architecture behind most SOTA models in CV and NLP, which is composed of \( L \) stacked blocks. While each block mainly includes two types of sub-layers: multi-head self-attention (MHA) and a fully connected feed-forward network (FFN). Layer Normalization (LN) and residual connection are also used in each layer. Given the input sequence vectors \( x \in \mathbb{R}^{n \times d} \), the conventional attention function maps \( x \) to queries \( Q \in \mathbb{R}^{n \times d} \) and key-value pairs \( K \in \mathbb{R}^{n \times d} \), \( V \in \mathbb{R}^{n \times d} \):

\[
\text{Attn}(Q, K, V) = \text{softmax}(\frac{QK^T}{\sqrt{d}})V,
\]

where \( n \) denotes the length of sequence. MHA performs the attention function in parallel over \( N_h \) heads, where each head is separately parameterized by \( W^{(i)}_q, W^{(i)}_k, W^{(i)}_v \in \mathbb{R}^{d \times d} \) to project inputs to queries, keys, and values. The role of MHA is to compute the weighted hidden states for each head, and then concatenates them as:

\[
\text{MHA}(x) = [\text{head}_1; \cdots; \text{head}_h]W_o,\]

\[
Q^{(i)}, K^{(i)}, V^{(i)} = xW^{(i)}_q, xW^{(i)}_k, xW^{(i)}_v\]

\[
\text{head} = \text{Attn}(Q^{(i)}, K^{(i)}, V^{(i)}),
\]

where \( W_o \in \mathbb{R}^{d \times d} \) and \( d \) denotes the dimension of hidden embeddings. \( d_h = d/N_h \) is typically set in MHA. FFN is another vital component in transformer, typically consisting of two layers of linear transformations with a ReLU activation function as follows:

\[
\text{FFN}(x) = \text{ReLU}(xW_1 + b_1)W_2 + b_2,
\]

where \( W_1 \in \mathbb{R}^{d \times d_m}, W_2 \in \mathbb{R}^{d_m \times d} \).

**V-Encoder.** We adopt the first \( LV \) layers of ViT [11] pre-trained on ImageNet-1k from [42] as the visual encoder to extract image features. Given \( o \) images \( I_o \) of the entity \( e_i^o \), we rescale each image to unified \( H \times W \) pixels, and the \( i \)-th input image \( I_i \in \mathbb{R}^{C \times H \times W} \) \((1 \leq i < o)\) is first reshaped into \( u = HW/P^2 \) flattened 2D patches, then pooled and projected as \( X^{(o)}_p \in \mathbb{R}^{u \times d_v} \), where the resolution of the input image is \( H \times W \). \( C \) is the number of channels and \( d_v \) denotes the dimension of hidden states of ViT. We concatenate the patched embeddings of \( o \) images to get the visual sequence patch embeddings \( X_p \in \mathbb{R}^{m \times d_v} \), where \( m = (u \times o) \):

\[
X^V_p = X_p + V_{pos} \]

\[
X^V_i = \text{MHA}(\text{LN}(X^V_p)) + X^V, i = 1...L_V
\]

\[
X^V_i = \text{FFN}(\text{LN}(X^V_i)) + X^V_i, i = 1...L_V,
\]

where \( V_{pos} \in \mathbb{R}^{m \times d_v} \) represents the corresponding position embedding layer, embedding, \( X^V_i \) is the hidden states of the \( l \) layer of visual encoder.

\[
\text{T-Encoder.} \quad \text{We leverage the first} \ L_T \text{ layers of BERT [9] as the text encoder, which also consists of} \ L_T \text{ layers of MHA and FFN blocks similar to the visual encoder except that LN comes after MHA and FFN. To be specific, a token sequence} \ \{w_1, \ldots, w_n\} \text{ is embedded to} \ X_{voc} \in \mathbb{R}^{n \times d_f} \text{ with a word embedding matrix, and the textual representation is calculated as follows:}
\]

\[
X^T_i = X_{voc} + T_{pos}
\]

\[
\tilde{X}^T_i = \text{MHA}(X^T_i) + X^T_{i-1}, i = 1...L_T
\]

\[
X^T_i = \text{FFN}(\text{LN}(\tilde{X}^T_i)) + X^T_i, i = 1...L_T,
\]

where \( T_{pos} \in \mathbb{R}^{(n) \times d_f} \) denotes position embedding, \( X^T_i \) is the hidden states of the \( l \) layer for the output textual sequence.

**M-Encoder.** Multimodal KGC mainly faces the issues of heterogeneity and irrelevance between different modalities. Different from previous works leveraging extra co-attention layers to integrate modality information, we propose to model the multimodal features of the entity cross the last \(LM\) layers of ViT and BERT with multi-level fusion, namely M-Encoder. To be specific, we present a Prefix-Guided Interaction module (PGI) at the self-attention block to pre-reduce the modality heterogeneity. We also propose a Correlation-Aware Fusion module (CAF) in the FFN layer to reduce the impact of noise caused by irrelevant image elements. Here, we omit the calculation of LN and residual connection for simplicity.

\[
h_{M_T} = X^T_{LM}
\]

\[
h_{M_V} = X^V_{LM}
\]

Here, we take the multimodal link prediction as example. As for multimodal NER and RE, we choose the top \( o \) salient objects according to the text.

\[
\text{3.3 Insights of M-Encoder}
\]

\[
\text{3.3.1 Prefix-guided Interaction Module.} \quad \text{Inspired by the success of textual prefix tuning [22] and corresponding analysis [15], we propose a prefix-guided interaction mechanism to pre-reduce the modality heterogeneity through the calculation of multi-head attention at every layer, which is performed on the hybrid keys and values. In particular, we redefine the computation of visual head \( h_{M_V} \) and textual head \( h_{M_T} \) in Eq. 5 as:}
\]

\[
\text{head}^M_T = \text{Attn}(x^T, W^T_q, x^T, W^T_k, x^T, W^T_v)
\]

\[
\text{head}^M_V = \text{Attn}(x^V, W^V_q, x^V, W^V_k, x^V, W^V_v)
\]

We also derive the variant formula of Eq. 10 and provide another perspective of prefix-guided interpolated attention:

\[
\text{head}^M_T = \text{Attn}(x^T, W^T_q, x^T, W^T_k, x^T, W^T_v), \text{ [x}^V, W^V_q, x^V, W^V_k, x^V, W^V_v]\}

\[
(\text{head}^M_T = \text{softmax}(Q_x, K_x, V_x) V_x + \lambda (x^T) \text{softmax}(Q_x, K_x) V_x)
\]

\[
\text{standard attention} \quad \text{Cross-modal Interaction}
\]

\[
(\text{head}^M_T = (1 - \lambda (x^T)) \text{Attn}(Q_x, K_x, V_x) + \lambda (x^T) \text{softmax}(Q_x, K_x) V_x)
\]

\[
\text{Without loss of generalization, we ignore the softmax scaling factor} \sqrt{d} \text{ for ease of representation.}
\]
where $\lambda(x^o)$ denotes the scalar for the sum of normalized attention weights on the textual key and value vectors.

**Remark 1.** As shown in Eq. 11, the first term $\text{Attn}(Q_o, K_o, V_o)$ is the standard attention in the visual side, whereas the second term represent the cross-modal interaction. Monolithic in the sense that the prefix-guided interaction mechanism down-weights the original visual attention probabilities by a scalar factor (i.e., $1 - \lambda$) and redistributes the remaining attention probability mass $\lambda$ to attend to textual attention, which like the linear interpolation. By applying this to the attention flow calculation over hidden visual states and hidden textual states, MKGformer learns coarse-grained modality fusion to pre-reduce the modality heterogeneity.

### 4.1 Experimental Setup

#### 4.1.1 Datasets

We adopt two publicly available datasets for multimodal link prediction, including: 1) WN18-IMG: WN18 [3] is a knowledge graph originally extracted from WordNet [30]. While WN18-IMG is an extended dataset of WN18 [3] with 10 images for each entity. FB15K-237-IMG: FB15K-237-IMG4 [3] has 10 images for each entity and is a subset of the large-scale knowledge graph Freebase [2], which is a popular dataset in knowledge graph completion. Detailed statistics are shown in Table 3. For multimodal RE, we evaluate on MNRE [61], a manually-labeled dataset for multimodal neural relation extraction, where the texts and image posts are crawled from Twitter. For multimodal NER, we conduct experiments on public Twitter dataset Twitter-2017 [25], which mainly include multimodal user posts published on Twitter during 2016-2017.

#### 4.1.2 Compared Baselines

We compare our MKGformer with several baseline models for a comprehensive comparison to demonstrate the superiority of our MKGformer. Firstly, we choose the conventional text-based models for comparison to demonstrate the improvement brought by the visual information. Secondly, we also compare our MKGformer with VisualBERT [21] and ViLBERT [27], which are pre-trained visual-language model with single-stream structure and two-stream structure respectively. Besides, we further consider another group of previous SOTA multimodal approaches for multimodal knowledge graph completion models as follows:

**Multimodal link prediction:** 1) IKRL [48], which extends TransE to learn visual representations of entities and structural information of KG separately; 2) TransAE [47], which combines multimodal autoencoder with TransE to encode the visual and textual knowledge into the unified representation, and the hidden layer of the autoencoder is used as the representation of entities in the TransE model. 3) RSME [46], which designs a forget gate with an MRP metric to select valuable images for the multimodal KG embeddings learning. **Multimodal RE:** 1) BERT-SO is proposed in [61] for NRE, which concatenates the textual representation from BERT with visual features generated by scene graph (SG) tool [41]. 2) MEGA [61] designs the dual graph alignment of the correlation between entities and objects, which is the newest SOTA for MRE. **Multimodal NER:** 1) AdapCoAtt-BERT-CRF [58], which designs an adaptive co-attention network to induce word-attention visual representations for each word; 2) UMFT [53], which extends Transformer to multi-modal version and incorporates the auxiliary entity span detection module; 3) UMGF [55], which proposes a unified multimodal graph fusion approach for MNER and achieves the newest SOTA for MNER.

#### 4.1.3 Settings

Notably, we assign the layer of M-Encoder as $L_M = 3$ and conduct experiments with BERT-base and ViT-B/32 [9] for all experiments. We further conduct extensive experiments in the low-resource setting by running experiments over five randomly sampled $D_{train}$ for each task and report the average results on test set. For the few-shot multimodal link prediction and MRE, we follow the settings of [12]. We adopt whole images corresponding
Table 1: Results of the link prediction on FB15K-237-IMG and WN18-IMG. Note that the universal pre-trained vision-language model cannot be directly applied to the multimodal link prediction; thus, we follow KG-BERT to leverage the pre-trained VL model for multimodal link prediction.

| Model          | FB15k-237-IMG | WN18-IMG |
|----------------|---------------|----------|
|                | Hits@1 ↑ | Hits@3 ↑ | Hits@10 ↑ | MR ↓ | Hits@1 ↑ | Hits@3 ↑ | Hits@10 ↑ | MR ↓ |
| Unimodal approach |               |          |            |      |           |          |            |      |
| TransE [3]      | 0.198   | 0.376   | 0.441      | 532  | 0.040    | 0.745    | 0.923      | 357  |
| DistMult [49]   | 0.199   | 0.301   | 0.446      | 512  | 0.335    | 0.876    | 0.940      | 655  |
| ComplEx [45]    | 0.194   | 0.297   | 0.450      | 546  | 0.936    | 0.945    | 0.947      |      |
| RotatE [39]     | 0.241   | 0.375   | 0.533      | 177  | 0.942    | 0.950    | 0.957      | 254  |
| KG-BERT [52]    | -       | -       | 0.420      | 153  | 0.117    | 0.689    | 0.926      | 58   |
| Multimodal approach |        |          |            |      |           |          |            |      |
| VisualBERT_base [21] | 0.217 | 0.324   | 0.439      | 592  | 0.179    | 0.437    | 0.654      | 122  |
| ViLBERT_base [27] | 0.233 | 0.335   | 0.457      | 483  | 0.223    | 0.552    | 0.761      | 131  |
| IKRL(UNION) [48] | 0.194 | 0.284   | 0.428      | 298  | 0.127    | 0.796    | 0.928      | 596  |
| TransAE [47]    | 0.199   | 0.317   | 0.463      | 431  | 0.323    | 0.835    | 0.934      | 352  |
| RSME (ViT-B/32+Forget) [46] | 0.242 | 0.344   | 0.467      | 417  | 0.943    | 0.951    | 0.957      | 223  |
| MKGformer       | 0.256   | 0.367   | 0.504      | 221  | 0.944    | 0.961    | 0.972      | 28   |

Table 2: Performance of low-resource setting (8-shot) FB15K-237-IMG for multimodal link prediction.

| Model          | FB15K-237-IMG | MR ↓ | Hit@10 ↑ |
|----------------|---------------|------|----------|
| TransE [3]     | 5847          | 0.0925 |          |
| DistMult [49]  | 5791          | 0.0059 |          |
| ComplEx [45]   | 6451          | 0.0046 |          |
| RotatE [39]    | 7365          | 0.0066 |          |
| KG-BERT [52]   | 2023          | 0.0451 |          |
| VisualBERT_base [21] | 5983 | 0.0772 |          |
| ViLBERT_base [27] | 5754 | 0.0851 |          |
| IKRL [48]      | 4913          | 0.0973 |          |
| RSME (ViT-B/16+Forget) [46] | 2895 | 0.1240 |          |
| MKGformer      | 2785          | 0.1344 |          |

Table 3: Dataset statistics for Multimodal Link Prediction.

| Dataset      | #Rel. | #Ent. | #Train | #Dev | #Test |
|--------------|-------|-------|--------|------|-------|
| FB15k-237-IMG | 237   | 14,541| 272,115| 17,535| 20,466|
| WN18-IMG     | 18    | 40,943| 141,442| 5,000 | 5,000 |

4.2 Overall Performance

4.2.1 Multimodal link prediction. The experimental results in Table 1 show that incorporating the visual features is generally helpful for link prediction tasks, indicating the superiority of our MKGformer. Compared to the multimodal SOTA method RSME, MKGformer has an increase of 1.4% hits@1 scores and 3.7% hits@10 scores on FB15k-237-IMG. We further observe that VisualBERT and ViLBERT perform even worse than SOTA modal RSME. Note that the implementation of MKGformer is also relatively efficient and straightforward compared with previous knowledge graph embedding approaches [5] that iteratively query all entities.

4.2.2 Multimodal RE and NER. From the experimental results shown in Table 4, we can find that our MKGformer is superior to the newest SOTA models UMGF and MEGA, which improves 1.98% F1 scores for the Twitter-2017 dataset and 15.44% F1 scores for the MNRE dataset. We further modify the typical pre-trained vision-language model VisualBERT and ViLBERT with [CLS] classifier for the MRE task and CRF classifier for the MNER task to conduct experiments for comparison. We notice that VisualBERT and ViLBERT perform worse than our methods. We hold that the poor performance of the pre-trained multimodal model may be attributed to the fact that the pre-training datasets and objects have gaps in information extraction tasks. This finding also demonstrate that our MKGformer is more beneficial for multimodal MNER and MRE tasks.
### 4.3 Low-Resource Evaluation

Previous experiments illustrate that our methods achieve improvements in standard supervised settings. We further report the experimental results in low-resource scenarios compared with several baselines in Figure 3, Table 2 and Table 5.

#### 4.3.1 Q1: Does the pre-trained vision-language model successful in the low-resource multimodal KGC? As shown in Figure 3, Table 2 and Table 5, VisualBERT and ViLBERT yield slightly improvements compared with typical unimodal baselines in low-resource settings while obtain worse results than previous multimodal SOTA methods. It reveals that applying these pre-trained multimodal methods to the multimodal KGC may not always achieve a good performance. This result may be attributed to the fact that the pre-training dataset and objects of the above visual-language models are less relevant to KGC tasks, which may bias the original language modeling capabilities and knowledge distribution of BERT.

#### 4.3.2 Q2: Whether hybrid transformer framework data-efficient? Since pre-trained multimodal models do not show promising advantages in low-resource settings, we further analyze whether the hybrid transformer framework is data-efficient. We hold that leveraging a hybrid transformer framework with similar arithmetic units to fuse entity description and images inside transformers intuitively reduces heterogeneity, playing a more critical role in low-resource settings. Thus, we compare with previous multimodal KGC SOTA models in low-resource settings. The experimental results in Figure 3, Table 2 and Table 5 indicate that the performance of MKGformer still outperforms the other baselines, which further proving that our proposed method can more efficiently leverage multimodal data. This success may be attributed to the prefix-guided fusion module in MKGformer leveraging a form similar to linear interpolation to fuse features in the attention layer, thus, effectively pre-reducing modal heterogeneity.

### 4.4 Sensitivity Analysis of M-Encoder Layers

We assign the M-Encoder with last three layers of ViT and BERT in the previous experiments. However, it is intuitive to investigate whether the performance of MKGformer is sensitive to the layers of the M-Encoder. Thus, we take the M-Encoder in different layers in computation for further analysis. As shown in Table 6, the performance of MKGformer on FB15k-237-IMG, MNRE and Twitter-2017 only achieve improvements of 0.3% Hits@10 scores, 0.3% F1 scores and 0.11% F1 scores by conducting M-Encoder with all 12 layers. Furthermore, the performance of assigning M-Encoder with only one layer also drops slightly compared with the original result (three layers M-Encoder), showing that M-Encoder applied to higher transformer layers can stimulate knowledge and perform modality fusion for downstream tasks more efficiently. It also reveals that our approach is not sensitive to the layers of the M-Encoder.

### 4.5 Ablation Study

#### 4.5.1 Ablation Setting. The ablation study is further conducted to prove the effects of different modules in MKGformer: 1) (Independent) indicate that we add extra three layers M-Encoder based on ViT and BERT rather than conduct fusion inside them; 2) w/o PGI
Table 7: The first row shows the split of the relevance of image-text pairs, and the several middle rows indicate representative samples together with their entity-object attention and token-wise similarity in the test set of MNRE datasets, and the bottom five rows in the figure show predicted relation of different approaches on these test samples.

| Relevant Image-text Pair | Irrelevant Image-text Pair |
|--------------------------|---------------------------|
| Infinity War Director Confirms **Hulk is NOT Afraid of Thanos**. | History beckons as **Trump - Kim** summit kicks off in Singapore. |

**Gold Relations:** per/per/peer

| Method                      | Relevant Relation | Irrelevant Relation |
|-----------------------------|-------------------|--------------------|
| BERT                        | per /per /couple  | ×                  |
| VisualBERT                  | per /per /peer    | ✓                  |
| MEGA                        | per /per /peer    | ✓                  |
| Ours                        | per /per /peer    | ✓                  |
| Ours (w/o CAF)              | per /per /peer    | ✓                  |

4.5.2 Effectiveness of Internal Hybrid Fusion in Transformer. A specific feature of our method is that we conduct modal fusion inside the dual-stream transformer rather than adding a fusion layer outside the transformer like IKRL [48], UMGF [55] and MEGA [61]. To this end, we add extra three layers M-Encoder based on ViT and BERT to evaluate the impact of the internal fusion mechanism. We observe that the performance of MKGformer (Independent) drops on three sub-tasks of multimodal KGC, revealing the effectiveness of internal fusion in Transformer.

4.5.3 Importance of multi-level fusion. The highlights of our MKGformer is the multi-level fusion in M-Encoder with coarse-grained prefix-guided interaction module and fine-grained correlation-aware fusion module. We argue that these two parts can mutually reinforce each other: the heterogeneity reduced visual and textual features can help the correlation-aware module better understand fine-grained information. On the contrary, the prefix-guided interaction module in the next layer can reduce the modality heterogeneity more gently based on fine-grained fusion in the last layer. The results shown in Figure 4 demonstrate that multi-level fusion holds the most crucial role in achieving excellent performance. At the same time, the case analysis in Table 7 also reveals the impact of the correlation-aware module for alleviating error sensitivity.

4.6 Case Analysis for Image-text Relevance

To further analyze the robustness of our method for error sensitivity, we conduct a specific case analysis on the multimodal RE task as indicated in Table 7. We notice that VisualBERT, MEGA, and our method can recognize the relation for the relevant image-text pair. Through the visualization of the case, we can further notice: 1) The attention weights in the prefix-guided interaction module reveal that our model can capture the significant attention between relevant entities and objects. 2) The similarity matrix also shows that the entity representation from our model is more similar to the corresponding object patch. Moreover, in the situation that image represents the abstract semantic that is irrelevant to the text, only our method success in prediction due to MKGformer captures the more fine-grained multimodal features. It is worth noting that another two multimodal baselines fail in irrelevant image-text pairs while text-based BERT and ours still predict correctly. These observations reveal that irrelevant visual features may hurt the performance, while our model can learn more robust and fine-grained...
multimodal representation, which is essential for reducing error sensitivity.

5 CONCLUSION AND FUTURE WORK

In this paper, we present a hybrid Transformer network for multimodal knowledge graph completion, which presents M-Encoder with multi-level fusion at the last several layers of ViT and BERT (2021A-156-G). Our work is supported by Information Technology Center and State Key Lab of CAD&CG, ZheJiang University.
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