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Abstract

In the standard model, the electroweak Z-string can end on a Nambu monopole, whose mass is calculated to be 689 GeV from the current precise experimental data assuming the new particle with mass 125 GeV to be the Higgs boson. We study an extension of the standard model with additional singlet and triplet Higgs fields in the framework of $\mathcal{N} = 1$ supersymmetric field theory by using a D-brane configuration in type IIA string theory. We construct a D-brane configuration describing the electroweak symmetry breaking, and find a single D2-brane configuration describing a Z-string and a Nambu monopole attached by a Z-string in the standard model without an adjoint Higgs field. We further find a single D2-brane configuration describing a composite of a ’t Hooft-Polyakov monopole and a Nambu monopole attached by a Z-string in an extended standard model with an adjoint Higgs field. We compute the binding energy of the ’t Hooft-Polyakov and Nambu monopoles by solving a minimal surface area of a D2-brane.
1 Introduction

After Nambu imported the concept of spontaneous symmetry breaking (SSB) from the theory of superconductivity to high energy physics, it is now one of the most important concepts in modern physics from condensed matter physics to high energy physics. In fact, SSB is a key ingredient of the unification of fundamental forces; one of the greatest achievements would be the electro-weak unification, in which the electromagnetism and the weak interaction is unified. Recently a new particle with the mass 125 GeV, which is most likely to be identified with the Higgs boson, has been found [1], which makes the standard model being completed.

On the other hand, one of the inevitable consequences of SSB is the Kibble-Zurek mechanism [2, 3] that creates topological defects at the phase transitions. While that mechanism might produce various kind of (non-)topological defects in the early Universe where the electroweak symmetry breaking occurs, it has been experimentally verified in symmetry breakings in various condensed matter systems [4]. Topological and non-topological defects in the electroweak theory have been studied extensively for decades, such as sphalerons [5], monopoles [6, 7, 8], and electroweak strings [6, 9, 10, 11, 12, 13], see [13, 14, 15] as a review. Among those, the electroweak strings were studied extensively, which are also called Z-strings because the most stable string carries the magnetic fluxes of the Z-boson. In particular, the (in)stability of the electroweak strings was studied in detail; although they are stable in a tiny region of the parameter space, they are unstable in the rest of wide range of parameter space [10, 11, 12, 13]. With the current experimental data, there are no stable electroweak strings within the minimum setup of the standard model. The electroweak strings become semi-local strings [16, 17, 18, 13] for vanishing weak gauge coupling of $SU(2)_W$, in which the $SU(2)$ symmetry becomes global. The semi-local strings are marginally stable which lie in the stable region of the parameter space of the electroweak strings. It was also discussed that the existence of fermion (quark or lepton) zero modes trapped inside the vortex core changes the (in)stability of the electroweak strings [19], but it does not seem to be conclusive. However, even if the electroweak strings are unstable, they might be created at the electroweak phase transition and would play various roles in the early Universe, such as baryogenesis [20] and generation of primordial magnetic fields [14, 21].

As found by Nambu [6] in his seminal paper, the electroweak string can terminate on a magnetic monopole, which is called the Nambu monopole. The mass of the Nambu monopole can be calculated to be 689 GeV from the current precise experimental data assuming the new particle with mass 125 GeV to be the Higgs boson [1].

Therefore, the electroweak strings can decay even in the stable parameter region, because
a pair of a monopole and an anti-monopole can be created on the string by quantum mechanical tunneling or thermal fluctuations even in the presence of the potential barrier. The electroweak strings are at most metastable in this sense. The Nambu monopole does not exist alone since the monopole carries the $Z$-flux which is confined into the flux tube in the spontaneously broken $U(1)_Z$ group. This gives a prototype of monopole-string composites, which describe, in the context of QCD, a dual superconductor picture of the quark confinement. Non-Abelian extension of such vortex-monopole composites are now studied extensively in supersymmetric QCD. In the early Universe, there might exist an era that the electroweak strings and the Nambu monopoles are (meta)stable. One possible way to make them (meta)stable is to add singlet and adjoint Higgs fields to the electroweak sector. In that case, decay rate of the quantum mechanical decay by the monopole creations is very important.

In this paper, we study dynamics of the Nambu monopoles and the electroweak strings by using D-branes in superstring theory. To this end, we propose an $\mathcal{N} = 1$ supersymmetric extension of the Higgs sector in the Standard Model, which can be obtained from $\mathcal{N} = 2$ supersymmetric theory by a deformation. Such a model can be realized as a low-energy effective action on D-branes in superstring theory. Our model contains the adjoint Higgs field as in \cite{25}. We show in the context of type IIA string that the electroweak string ending on the Nambu monopole can be realized by a single D2-brane in the 4 dimensional Minkowski spacetime which bends into the internal space. Geometric understanding gives us a uniform manner to realize various composites of the monopole and the string. A D-brane description of a Bogomol’nyi-Prasad-Sommerfield (BPS) monopole-vortex composite by a single D2 brane was studied before in $\mathcal{N} = 2$ supersymmetric gauge theories \cite{27,28}. In particular, a binding energy between a monopole and a vortex was studied in Ref. \cite{28}. One of the interesting consequences of our model is the existence of a composite of the ’t Hooft-Polyakov and Nambu monopoles, which can be also understood by a single D2-brane. The calculation of binding energy of the composite monopole from the field theory side is a slightly involved task because it is a non-BPS object. On the other hand, from the geometric perspective, we calculate the binding energy of the ’t Hooft-Polyakov-Nambu monopole by solving a Dirichlet problem of finding the two-dimensional minimal surface, which is one of advantages of geometric picture by D-branes. We will show some examples of binding energy of the two monopoles. While the binding energy between a monopole and a vortex was studied in Ref. \cite{28}, we concentrate on

\footnote{Many extensions of the minimal Higgs sector in the Standard Model were proposed in order to explain several phenomena beyond the Standard Model such as tiny neutrino mass, dark matter and baryon asymmetry of the Universe. For example, it is known that a triplet Higgs field can generate neutrino masses at tree level, which is the so-called type-II seesaw model. See, for example, \cite{26} and references therein.}
the binding energy between the ’t Hooft-Polyakov and the Nambu monopoles in this paper.

The structure of this paper is the following. In section 2, we provide an $\mathcal{N} = 1$ supersymmetric extension of the Higgs sector of the Standard Model. We study electroweak string and monopoles. Section 3 is devoted for studying these field theoretical solitons in the type IIA superstring theory. We will find that a single D2 brane plays an important role for understanding both the electroweak string and the monopoles. In section 4, we will give concluding remarks and possible future directions.

2 Field theory analysis

2.1 Supersymmetric Higgs sector

The $\mathcal{N} = 1$ supersymmetric model we will focus on in this paper is as follows: Gauge symmetry is the electroweak symmetry $U(1)_Y \times SU(2)_W$. To make the Higgs sector supersymmetric we introduce two Higgs doublets, $H, \tilde{H}$. In addition, we include a 2 by 2 hermitian matrix field $\Phi$ which is an adjoint (traceless part) plus singlet (trace part) representation of $SU(2)_W$. All matter contents and charge assignments for local and global symmetries are summarized in Table 1.

|       | $SU(2)_W$ | $U(1)_Y$ | $U(1)_R$ |
|-------|-----------|----------|----------|
| $\Phi$| adj + 1   | 0        | 2        |
| $H$   | 2         | 1        | 0        |
| $\tilde{H}$ | 2 | -1       | 0        |

Table 1: Matter contents and symmetries

We consider the supersymmetric model because supersymmetry provides us better controllability. Furthermore, it gives us a powerful geometric realization such as intersecting D-branes. As has been demonstrated in various context [30], D-brane realizations give us simple insights of dynamics of gauge theory. Various information can be seen as geometric quantities in the internal space of string theory.

The key consequences of including the extra-field $\Phi$ are twofold: First, the vacuum expectation value of the adjoint field yields symmetry breaking of $SU(2)_W \rightarrow U(1)_W$ and creates

---

2One may wonder that gauge group is $U(2)$ rather than $SU(2)$. However, in this case, by choosing the linear combination of two $U(1)$'s appropriately, one can make that all the field in the theory carry only one $U(1)$ charge. Thus, since the other $U(1)$ symmetry is decoupled, we can omit the symmetry.

3See [25] for an early attempt to include an $SU(2)$ adjoint field. A crucial difference from our model is the existence of a singlet. Because of the singlet, we are allowed to take the vacuum expectation value (VEV) of $\langle \Phi \rangle = \text{diag}(0, x)$. Thus, by changing $x$, as we will see in the next section, one can see the interpolation between an Abrikosov-Neilsen-Olesen(ANO) string and a semi-local string.
the ’t Hooft-Polyakov monopole. As we will see below, this ’t Hooft-Polyakov monopole constructs a bound state with the Nambu monopole, which is a fascinating aspect of our extended model. Second, in our non-minimal model, we can make the electroweak string stable, depending on the vacuum expectation value of the field. As mentioned in the Introduction, within the Standard Model, there is no stable electroweak string. Possibility of a stable electroweak string may have strong impact in the early age of the Universe. An interesting fact is that this stability is closely related to interpolation between an Abrikosov-Neilsen-Olesen (ANO) string [29] and a semi-local string.

To realize electroweak symmetry breaking in our model, we introduce the following simple superpotential terms:

\[ W = \sqrt{\beta g} \left( H \Phi \tilde{H} - \mu^2 \text{Tr}[\Phi] \right), \]  

(2.1)

where \( g \) is the \( SU(2)_W \) gauge coupling as if there exists \( N = 2 \) supersymmetry instead of \( N = 1 \) supersymmetry [31]. We assume that the Kähler potential for all fields are canonical. The kinetic terms are given by

\[ \mathcal{L}_Y = -\frac{1}{4} Y_{\mu \nu} Y^{\mu \nu}, \quad \mathcal{L}_W = -\frac{1}{4} W^a_{\mu \nu} W^{a \mu \nu}, \]  

(2.2)

\[ \mathcal{L}_H = \mathcal{D}_\mu H \mathcal{D}^\mu H^\dagger, \quad \mathcal{L}_{\tilde{H}} = \mathcal{D}_\mu \tilde{H}^\dagger \mathcal{D}^\mu \tilde{H}, \quad \mathcal{L}_\Phi = \frac{1}{2} \mathcal{D}_\mu \Phi^\alpha \mathcal{D}^\mu \Phi^\alpha, \]  

(2.3)

where \( a = 1, 2, 3 \) and \( \alpha = 0, 1, 2, 3 \). The field strengths and the covariant derivatives are defined by

\[ Y_{\mu \nu} = \partial_\mu Y_\nu - \partial_\nu Y_\mu, \quad W_{\mu \nu} = \partial_\mu W_\nu - \partial_\nu W_\mu + ig [W_\mu, W_\nu], \quad \mathcal{D}_\mu \Phi = \partial_\mu \Phi + ig [W_\mu, \Phi], \]  

(2.4)

\[ \mathcal{D}_\mu H = \partial_\mu H - ig HW_\mu - i\frac{g'}{2} Y_{\mu} H, \quad \mathcal{D}_\mu \tilde{H}^\dagger = \partial_\mu \tilde{H}^\dagger - ig \tilde{H} W_\mu - i\frac{g'}{2} Y_{\mu} \tilde{H}^\dagger. \]  

(2.5)

Here we have used a matrix notation such as

\[ W_\mu = W^\alpha_{\mu} T^\alpha, \quad \Phi = \Phi^\alpha T^\alpha, \quad T^3 = \frac{\tau^3}{2}, \quad T^0 = \frac{1}{2}, \quad \text{Tr}[T^\alpha T^\beta] = \frac{1}{2} \delta^{\alpha \beta}. \]  

(2.6)

As usual, it will be convenient to introduce the Weinberg angle \( \theta_w \) by

\[ \tan \theta_w = \frac{g'}{g}, \quad g_z = \sqrt{g^2 + g'^2}, \quad e = g_z \sin \theta_w \cos \theta_w, \]  

(2.7)

and \( Z, W \) bosons and the photon fields by

\[ Z_\mu = \cos \theta_w W^3_\mu - \sin \theta_w Y_\mu, \quad W^\pm_\mu = \frac{W^1_\mu \mp iW^2_\mu}{\sqrt{2}}, \quad A_\mu = \sin \theta_w W^3_\mu + \cos \theta_w Y_\mu. \]  

(2.8)

Then the covariant derivative of the Higgs field can be decomposed as

\[ \mathcal{D}_\mu H = \partial_\mu H - iH (eQA_\mu + g_z T_2 Z_\mu + gT_+ W^+_{\mu} + gT_- W^-_{\mu}), \]  

(2.9)
with
\[ Q = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad T_z = \frac{\tau^3}{2} \cos^2 \theta_w - \frac{1_2}{2} \sin^2 \theta_w, \]
\[ T_+ = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad T_- = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}. \] (2.10) (2.11)

The supersymmetric scalar potential is given by \( V = V_D + V_F \) where \( D \) and \( F \) term potentials are of the form
\[ V_{D,Y} = \frac{g'^2}{8} \left( HH^\dagger - \tilde{H}^\dagger \tilde{H} \right)^2, \]
\[ V_{D,W} = \frac{g^2}{4} \text{Tr} \left[ \left( H^\dagger H - \tilde{H}^\dagger \tilde{H} \right)^2 \right] - \frac{g^2}{8} \left( HH^\dagger - \tilde{H}^\dagger \tilde{H} \right)^2, \]
\[ V_F = \beta g^2 \text{Tr} \left[ \left( \tilde{H} H - \mu^2 1_2 \right) \left( \tilde{H} H - \mu^2 1_2 \right)^\dagger + \Phi^2 \left( H^\dagger H + \tilde{H}^\dagger \tilde{H} \right) \right]. \] (2.12) (2.13) (2.14)

Closely related models (where \( g \to 0 \) and \( \Phi \) becomes a gauge singlet) were intensively studied in [32] in the context of dynamical supersymmetry breaking. Following the paper [32], one can conclude that the minimum energy state is given as follows:
\[ H = \tilde{H}^\dagger = (0, \mu), \quad \Phi = \begin{pmatrix} x \\ 0 \end{pmatrix}. \] (2.15)

The vacuum has a positive energy \(|h\mu^2|^2\), so that supersymmetry is spontaneously broken.

At classical level, \( x \) is a pseudo moduli which parametrizes classical vacua while it gets quantum corrections from one-loop contribution. In this model, the one-loop Coleman-Weinberg potential lifts the pseudo moduli and stabilizes it to the origin. Since our motivation is mainly to understand classical behaviors of the Nambu monopole and the electroweak string, we treat the pseudo moduli as a parameter of the vacua. As we will show in the Appendix, one can stabilize it away from origin either by turning on superpotential of higher order or by adding a higher dimensional Kähler potential. However, to keep the model simple, here we do not add such terms and treat the moduli as a parameter.

On the vacuum (2.15), the electroweak symmetry \( U(1)_Y \times SU(2)_W \) is broken down to \( U(1)_{em} \). The masses of the weak bosons are given by
\[ m_Z = g \mu, \quad m_W = g \sqrt{\mu^2 + \frac{x^2}{2}}. \] (2.16)

\[ ^4 \text{Note that for the standard notation of the Higgs VEV, here we use slightly different notation from the one used in [32].} \]
The mass of the $W$-bosons are different from the standard one because of the pseudo-moduli $x$. The masses of the scalar fields can be read from the quadratic terms of small fluctuations

$$H = (a_1 + ib_1, \mu + a_2 + i\beta g\mu)$$
$$\bar{H}^T = (\bar{a}_1 + i\bar{b}_1, \mu + \bar{a}_2 + i\bar{b}_2), \quad \Phi = \begin{pmatrix} x + \phi_1 & \phi_2 + i\phi_3 \\ \phi_2 - i\phi_3 & \phi_4 \end{pmatrix}. \quad (2.17)$$

The quadratic terms in each potential are given by

$$V_{D,Y}^{(2)} = \frac{\mu^2 g^2}{2} (a_2 - \bar{a}_2)^2, \quad (2.18)$$
$$V_{D,W}^{(2)} = \frac{\mu^2 g^2}{2} \left( (a_1 - \bar{a}_1)^2 + (a_2 - \bar{a}_2)^2 + (b_1 + \bar{b}_1)^2 \right), \quad (2.19)$$
$$V_{F}^{(2)} = \beta g^2 \left( \mu^2 \left( (a_1 - \bar{a}_1)^2 + (a_2 + \bar{a}_2)^2 + (b_1 + \bar{b}_1)^2 + (b_2 + \bar{b}_2)^2 + 2\phi_1^2 \right) + (a_1 x + \mu \phi_2)^2 + (\bar{a}_1 x + \mu \phi_2)^2 + (b_1 x - \mu \phi_3)^2 + (\bar{b}_1 x + \mu \phi_3)^2 \right). \quad (2.20)$$

The quadratic terms of the small fluctuations also reduce to a simple formula. With these reduced formula of the quadratic terms, one can easily see the masses;

$$M_{b_1 - \bar{b}_1} = 0, \quad M_{a_2 + \bar{a}_2} = M_{b_2 + \bar{b}_2} = \sqrt{\beta} g \mu, \quad M_{a_2 - \bar{a}_2} = \frac{g \mu}{\sqrt{2}}, \quad M_{\phi_4} = 2\sqrt{\beta} g \mu. \quad (2.21)$$

Also, $a_1, \bar{a}_1$ and $\phi_2$ mix to give the following eigenvalues. Analogously, $b_1, \bar{b}_1$ and $\phi_3$ mix and give the same three eigenvalues,

$$M_1 = 0, \quad M_2 = g\sqrt{\beta(x^2 + 2\mu^2)}, \quad M_3 = g\sqrt{\beta x^2 + (1 + 2\beta^2)\mu^2}. \quad (2.22)$$

The three massless fields are eaten by the gauge bosons, so that $Z$- and $W$-bosons get the non-zero masses. On the other hand $\phi_1$ remains the physical massless field associated with the flat direction of $\phi$, which will get a mass from either Coleman-Weinberg potential or non-canonical Kähler potential.

Note that $M_2$ and $M_3$ become infinitely heavy for $x \to \infty$ limit (The $W$-bosons are also infinitely heavy and disappear from the model). Furthermore, when $\mu = 0$, the Higgs field $H$ does not develop any VEV, so that only $a_1 + ib_1$ is the massive field while all other fields are massless. The symmetry breaking is $U(1)_Y \times SU(2)_W \to U(1)_{em} \times U(1)_Z$ in this case.

There exists a rich set of (non-)topological excitations in our model. They are classical solutions of the equations of motion. The equations of motion for $H$ are given by

$$\mathcal{D}^\mu \mathcal{D}_\mu H + \frac{g^2}{4} - \frac{g^2}{4} \left( HH^\dagger - HH^\dagger \right) H + \frac{g^2}{2} H \left( \bar{H}^\dagger H - \bar{H} \bar{H}^\dagger \right) + \beta g^2 \left( \bar{H}^\dagger \left( \bar{H} H - \mu^2 1_2 \right) + H \Phi^2 \right) = 0. \quad (2.23)$$
Exchanging $H$ and $\tilde{H}^\dagger$ in this equation, we get the equations of motion for $\tilde{H}^\dagger$. The equations of motion for $\Phi$ are given by

$$D^\mu D_\mu \Phi + \frac{\beta g^2}{2} \left\{ \Phi, H^\dagger H + \tilde{H}^\dagger \tilde{H} \right\} = 0. \quad (2.24)$$

Also we have

$$D_\nu W^{\mu\nu} = \frac{ig}{2} \left( \left[ H^\dagger D^\mu H - D^\mu H^\dagger H + \tilde{H} D^\mu \tilde{H}^\dagger - D^\mu \tilde{H}^\dagger \tilde{H} \right] + i g [\Phi, D^\mu \Phi] \right) - \text{Tr} \left[ \frac{ig}{2} \left( H^\dagger D^\mu H - D^\mu H^\dagger H + \tilde{H} D^\mu \tilde{H}^\dagger - D^\mu \tilde{H}^\dagger \tilde{H} \right) + i g [\Phi, D^\mu \Phi] \right] \left( \frac{1}{2} \right), \quad (2.25)$$

$$\partial_\nu Y^{\mu\nu} = \frac{ig'}{2} \left( D^\mu H H^\dagger - H^\dagger D^\mu H + D^\mu \tilde{H}^\dagger \tilde{H} - \tilde{H}^\dagger D^\mu \tilde{H} \right). \quad (2.26)$$

### 2.2 The Z-string

In order to get the so-called Z-string solution, we make the following ansatz

$$H = \tilde{H}^\dagger = (0, h(x_1, x_2)), \quad \Phi = \left( \begin{array}{cc} 0 & 0 \\ 0 & 0 \end{array} \right), \quad W^\pm_\mu = A_\mu = 0, \quad Z_\mu = Z_\mu(x_1, x_2). \quad (2.27)$$

Then the above equations of motion reduce to the following simple equations

$$\mathcal{D}_i \mathcal{D}^{ij} h + \beta g^2 h \left( |h|^2 - \mu^2 \right) = 0, \quad (2.28)$$

$$\partial_j Z^{ij} = -ig_z \left( h \mathcal{D}^j h - \mathcal{D}^j h \right), \quad (2.29)$$

with $i = 1, 2$ and

$$Z^{\mu\nu} = \partial_\mu Z_\nu - \partial_\nu Z_\mu, \quad \mathcal{D}_\mu h = \partial_\mu h + \frac{ig_z}{2} Z_\mu h. \quad (2.30)$$

The Eqs. (2.28) and (2.29) are the well-known differential equations of the ANO vortex in the Abelian-Higgs model [29].

Although Eqs. (2.28) and (2.29) are the same differential equations for the topologically stable ANO vortex, the Z-string is not supported by any topological stability. This is because the first homotopy group of the vacuum manifold $[SU(2)_W \times U(1)_Y]/U(1)_{\text{em}} \simeq SU(2) \simeq S^3$ of the electroweak symmetry breaking is trivial. To treat such non-topological solitons, it is instructive to start with global limit of $SU(2)_W$ group. The limit is the so-called semi-local model. In this limit, symmetry breaking in the vacuum (2.15) involves global and local symmetries and can generate a non-dissipative string. In [38], a semi-local string is constructed in a model closely related to our model. As is well known, local stability of the Abelian semi-local string depends on the coupling constants of the model. In our model, they
are $g$ and $g_z$. When $g < g_z$, the string is called type I, and the semi-local string is stable. On the other hand, when $g > g_z$, the string is called type II and it is unstable to be diluted. The semi-local string is also marginally stable at the critical point $g = g_z$ which is called BPS. It is also easy to see global stability of the string by looking at the kinetic term in Lagrangian. For the finite energy string, the field configuration at spatial infinity has to be in gauge orbit. In this configuration, a term in the energy density, $\mathcal{E} \sim |D_i H|^2$ goes like $1/r$. In the global limit of the $SU(2)$ group, only $U(1)$ orbits are gauge orbits inside the vacuum manifold. Deviation from the $U(1)$ orbits increases the energy coming from the kinetic terms, and consequently semi-local vortices are stable.

On the other hand, when the $SU(2)$ group is gauged, by using the $SU(2)$ orbit away from the $U(1)$ orbit, one can decrease the energy continuously with finite energy cost. This implies that the string becomes both locally and globally unstable and decay. The instability can be shown explicitly by analyzing small fluctuations of bosonic fields around the string solution in our model. This is rather complicated analysis but ignoring the fluctuation of $\delta \Phi$, then it is simply reduced to the one for the standard electroweak string [11]. Since unstable modes already exist in the fluctuation of the Higgs fields, the additional field $\Phi$ does not cure the stability of the string at $x = 0$.

On the other hand, when $x \to \infty$ one can show that the string becomes stable. To see that, consider first integrating out of the infinitely massive field with the mass scale $x$. As we have seen, the first components of the Higgs fields and the $W$-bosons are integrated out. So we are left with Lagrangian of the $U(1)_Y \times U(1)_W$ gauge field with the second Higgs field and $\Phi$. When the second Higgs field develops a non-zero VEV, $U(1)_Y \times U(1)_W$ breaks to $U(1)_{em}$. The string generated with this symmetry breaking is the ANO type string which is stable against fluctuations. With these facts one can conclude that by changing the pseudo moduli $x$ one can interpolate from a electroweak string to ANO one.

### 2.3 Nambu monopoles

As pointed out by Nambu [6], the electroweak string can end on a non-isolated monopole, which is called the Nambu monopole. By spontaneous nucleation of the monopole/anti-monopole pair, the $Z$-string can decay. Since one of our motivation in this paper is to study the monopole and string composite, here we would like to summarize basics of such a composite.

The Nambu monopole terminates the magnetic $Z$-flux coming from the $Z$-string. Also it
carries the magnetic monopole charge for the electromagnetic $U(1)$ field,

$$F_A = \frac{4\pi}{g_z} \tan \theta_w = \frac{4\pi}{e} \sin^2 \theta_w$$  \hspace{1cm} (2.31)

To estimate the mass of the Nambu monopole, let us focus on the $D$-flat direction $H = \tilde{H}^\dagger$ and take the bosonic part of $\Phi$ to be zero. On this point, the potential term becomes similar to the one discussed in [6]

$$V_{\text{red}} = \beta g^2 \text{Tr} \left[ (H^\dagger H - \mu^2 1_2)^2 \right].$$  \hspace{1cm} (2.32)

Therefore following the argument shown in [6], one can obtain the mass $M_{\text{Nambu}}$ and the radius $R$ of the Nambu monopole as follows:

$$M_{\text{Nambu}} = \frac{4\pi}{3e} \sin^{5/2} \theta_w \sqrt{\frac{m_H}{m_W}} \mu, \quad R = \sqrt{\sin \theta_w \frac{m_H}{m_H m_W}},$$  \hspace{1cm} (2.33)

where $m_W = g\mu$ and $m_H = \sqrt{\beta g\mu}$. With the precise LHC date for Higgs boson $m_H \simeq 125\text{GeV}$ and other dates, $\sin^2 \theta_w \simeq 0.231$, $m_W \simeq 80.3\text{GeV}$, $m_Z \simeq 91.1\text{GeV}$, we can precisely estimate the mass of the Nambu monopole,

$$M_{\text{Nambu}} \simeq 689\text{ GeV}.$$  \hspace{1cm} (2.34)

Finally we quickly review decay probability of the $Z$-string by following [33]. Since the string can break due to the nucleation of a monopole/antimonopole pair, there is a nonzero probability of decay. Suppose that there is a long straight string with tension $T_Z$. It will tunnel to a configuration in which a monopole/anti monopole pair is created with separation $2R$. The energy cost of producing the pair is $2M_{\text{Nambu}}$, see Fig. [1]. This cost must be balanced by the vortex energy $2R T_Z$ between the monopole pair, when the monopole pair is created. Thus, the initial separation of the monopole and anti-monopole is $R = 2M_{\text{Nambu}}/T_Z$.

The bounce action of this process is given by

$$B = 2\pi R M_{\text{Nambu}} - \pi R^2 T_Z.$$  \hspace{1cm} (2.35)

and the decay probability is roughly given by $P \propto \exp(-B)$.

3 Geometric Realization

3.1 D-brane set up

In this section, we will show a geometric interpretation of the Nambu monopole and the $Z$-string in the context of Type IIA string theory. A virtue of promoting the Higgs sector to a
supersymmetric one is a simple realization in string theory which visualizes various aspects of monopole, string and their composites in a geometrical way. In the papers [34, 35, 31], the original Intriligator-Seiberg-Shih (ISS) model is embedded in Type IIA string theory and the metastable state of the model is described by a geometric configuration of intersecting branes. Here, following [34, 35, 31] (see [37] for a review), we construct a brane configuration of our model with $SU(2) \times U(1)$ gauge group as follows, see Figure 2(a):

- One NS5 brane whose world-volume extends to the (0123) and (45) directions and located at $w, x^6, x^9 = 0$, with $w \equiv x^7 + ix^8$. We call this as the NS5$_1$ brane.
- One NS5 brane whose world-volume extends to the (0123) and (78) directions and located at $v, x^9 = 0$ and $x^6 = \Delta x^6$, where $v \equiv x^4 + ix^5$ and $\Delta x^6 > 0$. We call this as the NS5$_2$ brane.
• One NS5 brane whose world-volume extends to the (0123) and (78) directions and located at $v = \Delta v$ and $x^6 = \Delta x^6 + \Delta \tilde{x}^6$. We call this as the NS5$_3$ brane.

• One D4 brane stretched in the (0123) directions and going between the NS5$_1$ and NS5$_2$ branes along the $x^6$ axis. They are located at $v, w, x^9 = 0$.

• Two D4 branes whose world-volumes extend to the (0123) directions and stretched between the NS5$_2$ brane at $x^6 = \Delta x^6$ and the NS5$_3$ brane at $x^6 = \Delta x^6 + \Delta \tilde{x}^6$. They are tilted in the (45) and 6 spaces.

Various field theory parameters in our model are identified with parameters in string theory as follows:

$$g^2_{U(1)} = \frac{g_s l_s}{\Delta x^6}, \quad g^2_{SU(2)} = \frac{g_s l_s}{\Delta \tilde{x}^6}, \quad \mu^2 = \frac{-\Delta v}{g_s l_s^3}, \quad m = \frac{\Delta w}{l_s^2}. \quad (3.1)$$

Here to avoid confusion, we explicitly write gauge couplings for $U(1)_Y$ and $SU(2)_W$ as $g_{U(1)}$ and $g_{SU(2)}$ rather than $g$ and $g'$.

To realize field theory as a low-energy effective theory on D-branes, we first take the so-called brane limit in which $g_s$ is infinitesimal and all the length scales of the system are larger than $l_s$. In this limit, the degrees of freedom are open strings and the dynamics is described by the Dirac-Born-Infeld action of a set of D-branes. In this low-energy theory, we have infinite towers of massive modes with masses of order $O((\Delta x^6)^{-1})$ or $O((\Delta \tilde{x}^6)^{-1})$ coming from the Kaluza-Klein reduction of open strings. To make these heavy, we should send $\Delta x^6, \Delta \tilde{x}^6, l_s$ and $\Delta v$ to zero while keeping their ratios fixed, as in Eq. (3.1). This limit is called the decoupling limit. As we will comment below, there is a subtlety in taking the limit when we identify the field theory.

### 3.2 Vortices and Monopoles via D-branes

Now, we are ready to study vacuum structure of our theory in the brane setup. Open strings stretched between the single D4-brane and the two tilted D4-branes correspond to the Higgs fields $H, \tilde{H}$ in the field theory. Clearly, the brane configuration in Fig. 2(a) is unstable. The reconnection of the two D4 branes reduces energy of the configuration as in Fig. 2(b). This process can be understood as giving VEV to the Higgs field and the symmetry breaking $U(1) \times SU(2) \rightarrow U(1)_{em}$ happens. At the classical level, the remaining tilted single D4 brane can slide freely in the $x^7$-$x^8$ directions, whose degrees of freedom corresponds to the pseudo-moduli in the vacuum. This aspect nicely reproduces the field theory results.
In this brane setup, one can identify the $Z$-string as a D2 brane by following the argument in [38], in which a semi-local vortex present in the magnetic description of the ISS model was studied. Our model is closely related to that model, so it is natural to consider the D2-brane connecting the D4-brane and the NS$_5^2$-brane along the $v$ direction as seen in Fig. 3(a). Since this string is generated under the symmetry breaking of the $U(1)_Z$, we interpret it as the $Z$-string. As emphasized in the previous section, when $SU(2)$ symmetry is gauged, the $Z$-string is unstable. As pointed out in [39], it is interesting to see this process in the context of the brane picture. One of the key aspects of the semi-local vortex is the existence of open strings stretched between the tilted D4-brane and the D2-brane. Because of the additional degrees of freedom, the semi-local vortex has the size and phase moduli. When gauging the global symmetry, what happens to this degree of freedom? Actually, it develops a tachyonic mode and makes the D2 brane unstable. To see that, let us consider deformation of the D2 brane, and push it toward the $x^6$-direction as shown in Fig. 3(b). From the point A to NS$_5^2$, the D2 brane is parallel to the tilted D4 brane. In this case, the open string connecting these two branes includes a tachyonic mode. It is easy to see such the tachyonic mode by using T-duality: Taking T-dual twice, this system becomes intersecting D4-branes$^5$. After the tachyon condensation occurs, the segment of the D2-brane between the point A and NS$_5^2$ is smeared out and eventually disappears. Finally the point A moves toward the NS$_5^3$ and the whole D2-brane disappears by the same process. Since the D2-brane carries the magnetic flux of the broken $U(1)_Z$ symmetry, this process can be interpreted as dissipative process of the $Z$-flux.

One interesting situation occurs when the VEV of the pseudo moduli is nonzero, $x \neq 0$.

---

$^5$For example, if the vortex is extending along the $x^1$-direction, we can take T-duals in the $x^2$ and $x^9$ directions.
In this case, the tachyonic mode in the D2-D4 string does not exist. Since this mode is massive in low energy, it can be integrated out. The D2-brane configuration in such situation is locally similar to the Hanany-Tong’s D-brane configuration [40, 41] for non-Abelian vortices [23, 42], thus we can interpret the D2-brane as an ANO string, which nicely reproduces the field theory arguments. However, this string is just merely metastable in a local minimum of the potential. By quantum mechanical tunneling or thermal fluctuations, the D2-brane can reach the tilted D4 brane and decays through the same process described above.

3.3 Monopole-Vortex complex

The main ingredient of our study is a monopole-vortex complex. A BPS monopole-vortex composite was realized by a single D2 brane in \( \mathcal{N} = 2 \) supersymmetric gauge theories [27, 28]. In this section, we show that our non-BPS monopole-vortex composite can also be realized by a single D2-brane.

Here again, we consider two cases \( x = 0 \) and \( x \neq 0 \) separately. When \( x = 0 \), as was pointed out by Nambu, the electroweak string can end on the Nambu monopole. First step is to identify the Nambu monopole in the context of the brane configuration. Since the Nambu monopole is not isolated, it takes an infinite amount of energy to create a single monopole. On the other hand, in the presence of the electroweak string, a pair of a monopole and an anti-monopole can be produced with finite energy. Therefore, in a geometric picture, such a monopole should exist only when the D2-brane corresponding to the vortex exists. A D2-brane surface surrounded by the D2-brane corresponding to the vortex and the two D4-branes, shown in the triangle region in Fig. 4(a), is a natural candidate for the Nambu monopole. The D2-brane corresponding to the vortex is necessary for the existence of the Nambu monopole, and actually that vortex D2-brane is extended along the \( x^1 \)-direction. One reaches a single semi-infinite D2-brane bent into the internal space at \( x^1 = 0 \), as shown in Fig. 4(b). This explains geometrically why the Nambu monopole cannot exist alone and it requires a \( Z \)-string in field theory. Moreover, the triangle region of the D2-brane corresponding to the monopole ends on the two D4-branes with codimension two on the D4-brane world-volumes. As is known in the D-brane configuration for a ‘t Hooft-Polyakov monopole [30], this D2-brane carries the magnetic charge for the unbroken gauge group. Thus, in our situation, this D2-brane corresponding to the monopole carries the \( U(1)_{\text{em}} \) magnetic charge, which is also precisely the case of the Nambu monopole. In the brane picture, both the Nambu monopole and the \( Z \)-string are expressed by a single D2-brane at the same time.

Next, let us discuss the decay of a \( Z \)-string by creation of a pair of a Nambu monopole and an anti-monopole. Suppose an infinite D2-brane corresponding to the vortex is extended
Figure 4: *Brane configurations for a Nambu monopole and a Z-string ending on it.*

along the $x^1$-direction. This Z-string can decay if it is bent into the internal space at $x^1 = 0$. The bent D2-brane ends on the two D4-branes, as shown in Fig. 4. One can interpret the D2-branes in the internal space as the Nambu monopole and anti-Nambu monopole. Thus, spontaneous nucleation of a pair of the monopole and anti-monopole breaks the Z-string. This perfectly matches with the field theory argument. With these successes, we identify the D2-brane wrapping on the triangle as the Nambu monopole.

Figure 5: *Brane configuration for decaying process of a Z-string by creating a pair of a Nambu monopole and an anti-Nambu monopole.*

To see more precise correspondence with the brane configuration, let us consider monopole
mass. Using the D2 brane tension, we can estimate the mass of the monopole as follows:

\[ M_{\text{Nambu}} \sim T_{D2} \Delta v \Delta x^6 = \left( \frac{\Delta v}{g_s l_s^3} \right) \left( \frac{\Delta x^6}{g_s l_s^2} \right) g_s l_s = \frac{g_s l_s}{g_{SU(2)}^2} \mu^2. \]  

(3.2)

At first sight, this is inconsistent with the field theory, because in the field theory limit argued before gives us zero monopole mass \[2.34\]. We claim that this discrepancy comes from the massive gauge boson in the brane description. In the brane setup, after the Higgsing some of gauge fields are gone by the boundary condition. Thus, the corresponding massive gauge boson should be identified with the Kaluza-Klein (KK) modes in the \( x^6 \)-direction. However, under the field theory limit, it becomes infinitely massive. So it is reasonable to conclude that the low-energy effective theory on the D-brane may correspond to the one for infinitely massive gauge boson. This interpretation agrees with the mass formula in the field theory.

By taking \( m_W \to \infty \) limit in the mass formula, one sees that mass of the monopole vanishes.

With this understanding, let us take a non-standard limit of the theory to produce with a finite W-boson mass case. Since we claimed that a KK mode in the \( x^6 \)-direction corresponds to the massive W-boson, if we take \( (\Delta x^6)^{-1} \sim O(K\mu) \), then the W-boson becomes in the same energy scale of the field theory, where \( K \) is a dimensionless parameter which will be fixed below. Apparently, this is not the field theory limit but the so-called brane limit, so there should exist various corrections from stringy effects. However, since we are interested in reproducing the classical results of field theory, we ignore such corrections and discuss only classical aspects of the brane configuration. However, it may be interesting that quantum corrections to non-BPS objects can be interpreted as stringy correction effects in our limit.

In this limit, the Nambu monopole mass is given by

\[ M_{\text{Nambu}} \sim T_{D2} \Delta v \Delta x^6 \sim K^{-1} \mu. \]  

(3.3)

Therefore, by taking dimensionless parameter \( K \) appropriately, we can reproduce the correct mass for the monopole,

\[ K^{-1} = \frac{1}{e} \sin^{5/2} \theta_w \sqrt{\frac{m_H}{m_W}}. \]  

(3.4)

### 3.4 Nambu and ‘t Hooft-Polyakov monopole complex

One of advantages of this argument can be seen in the following calculation of the binding energy of the Nambu monopole and ‘t Hooft-Polyakov monopole. The binding energy between a monopole and a vortex was studied before in Ref. \[28\]. In this section, we concentrate on the binding energy between the ‘t Hooft-Polyakov and the Nambu monopoles ignoring the binding energy between the monopole and the electroweak string.
When \( x \neq 0 \), there exists the 't Hooft-Polyakov monopole associated with the intermediate spontaneous symmetry breaking \( SU(2) \to U(1) \), where \( U(1) \) is finally broken to nothing by the Higgs VEV. The 't Hooft-Polyakov monopole can be best seen in the limit of \( \mu \to 0 \) in which two D4-branes are parallel. As is well known, the Hanany-Witten brane realization of the 't Hooft-Polyakov monopole is a D2-brane suspended by the parallel D4-branes and NS5\(_{2,3}\). Its mass is proportional to the area of the flat D2-brane, namely, \( \sim m/g^2 \).

When \( \mu > 0 \), the two D4-branes are not parallel but are twisted. This implies that the 't Hooft-Polyakov monopole does not exist alone. As can been seen from Fig. 6, it is always accompanied by the Nambu monopole and the Z-string, since the D2-brane must end on a D4-brane or stretch infinitely without ending. Clearly, the D2-brane stretching between the D4-branes and NS5-branes in Fig. 6 is not a minimal surface. By the “color-flavor” locking, the Nambu monopole and 't Hooft-Polyakov monopole constitute a bound state as shown in Fig. 7.

An interesting question is if we can compute the binding energy of the composite. As the rigid 't Hooft-Polyakov monopole, the mass of a pointlike object can be identified with the minimal surface area of the D2-brane in internal spaces as in Fig. 7. Then the binding energy can be found by subtracting the surface area of the D2-brane given in Fig. 7 from that in Fig. 6.

![Figure 6: Nambu and 't Hooft Polyakov monopoles.](image-url)
Figure 7: Minimal surface, bound state of Nambu and 't Hooft-Polyakov monopole.
Let us show some examples for the calculation below. For simplicity, we will use the following dimensionless notation where we fix the distance between O and B in Fig. 8 to be 2. Namely, we have two free parameters \((\theta, z)\) to identify the D-brane configuration

\[
\mu^2 \sim OA = 2 \cos \theta, \quad \frac{1}{g^2} \sim AB = 2 \sin \theta, \quad m \sim OD = z. \quad (3.5)
\]

![Figure 8: Dimensionless expression of the D-brane configuration](image)

We can replace the problem of obtaining minimal surface of the D2-brane by an elementary two-dimensional Laplace equation with Dirichlet boundary conditions, by projecting the surface onto the plane OBCD. The boundaries are the segments OB, BC, CD, DO in Fig. 8. The height of D2-brane from the plane OBCD is expressed by a function \(u(x, y)\). Here \(x, y\) are the coordinates on the OBCD plane, where we take the \(x\)-axis along OB and the \(y\)-axis along OD with the origin O. Then the minimal surface satisfies the Laplace equation

\[
(\partial_x^2 + \partial_y^2) u(x, y) = 0. \quad (3.6)
\]

We solve the Laplace equation with the following Dirichlet conditions

\[
u(x, 0) = f(x) = \begin{cases} 
\frac{\sin 2\theta}{1 + \cos 2\theta} x & \text{for } 0 \leq x \leq 1 + \cos 2\theta \\
\frac{\sin 2\theta}{1 - \cos 2\theta} (2 - x) & \text{for } 1 + \cos 2\theta \leq x \leq 2
\end{cases}, \quad (3.7)
\]

\[
u(x, z) = 0, \quad (3.8)
\]

\[
u(0, y) = 0, \quad (3.9)
\]

\[
u(2, y) = 0. \quad (3.10)
\]
This is analytically solvable. The solution is given by

\[ u(x, y) = \sum_{k=1}^{\infty} g_k \frac{\sin \frac{x}{2} k \pi \sinh \frac{z-y}{2} k \pi}{\sinh \frac{z}{2} k \pi}, \]

where \( g_k \) is the Fourier expansion coefficient of \( f(x) \):

\[ f(x) = \sum_{k=1}^{\infty} g_k \sin \frac{x}{2} k \pi. \]

Let us consider five particular cases with \( \theta = \frac{\pi}{20}, \frac{\pi}{10}, \frac{3\pi}{20}, \frac{\pi}{5}, \frac{\pi}{4} \) below. The configurations as \( y = 0 \) made of the segments AO and OD are given in Fig. 9 for various \( \theta \).

![Figure 9: Various Dirichlet conditions \( f(x) \) with \( \theta = \frac{\pi}{20}, \frac{\pi}{10}, \frac{3\pi}{20}, \frac{\pi}{5}, \frac{\pi}{4} \).](image)

We numerically compute the minimal surface area of the D2-brane and the binding energy of the Nambu and 't Hooft-Polyakov monopoles. The results are shown in Fig. 10. As one can expect, the area of the minimal surface increases linearly when the 't Hooft-Polyakov monopole is much bigger than the Nambu monopole (\( z \gg 1 \)). Also, the binding energies reach constant values in any cases.

### 4 Discussions and open problems

In the previous section, we have argued that the electroweak string is stable when the adjoint field gets non-zero vacuum expectation value. In this case, the mass of the W-boson has to get a contribution from the VEV as in Eq. (2.16). It is, however, not allowed from the precise current experimental data. So in the true vacuum, the VEV of the adjoint field has to vanish. One interesting possibility is to consider the early Universe where the temperature is non-zero. In this case, thermal effect contributes to the potential and would change the stable point away from the origin. Suppose that thermal bath breaks the R-symmetry. In
Figure 10: (a) Minimal surface area and (b) the binding energy of the ’t Hooft-Polyakov and Nambu monopoles for \( \theta = \frac{\pi}{20}, \frac{\pi}{10}, \frac{3\pi}{20}, \frac{\pi}{5}, \frac{2\pi}{5} \). (a) The area of the minimal surface increases linearly when the ’t Hooft-Polyakov monopole is much bigger than the Nambu monopole \( (z \gg 1) \). (b) The binding energies reach constant values in any cases.

In this case, the effective R-breaking effect would shift the minimum of the potential. Naively, we expect that the finite temperature effect to the moduli field should be given by

\[
V = (\Phi - a)^2 T^2 + \cdots .
\]  

(4.1)

There is a possibility that a short-lived metastable string is created at high temperature and can be detected at colliders such as the Large Hadron Collider. It would be interesting to explore further on this avenue.

It would be interesting to consider a possible dual description of our model. According to [30], the replacement of the NS5\(_1\) and NS5\(_2\) branes yields a dual description of the original model which can be interpreted as a Seiberg dual in field theory. In our setup, since \( N_c = 1 \) and \( N_f = 2 \), the dual description is self-dual and has the same gauge symmetry \( U(N = N_f - N_c = 1) \). In the dual description there exists a similar kind of string in a vacuum. It would be interesting to explore further in this direction and consider confining string by extending our study to the non-Abelian color and flavor symmetries. Such a Seiberg duality with non-Abelian vortices (without a monopole) in non-Abelian gauge theory was studied by replacing NS5 branes in the \( \mathcal{N} = 2 \) context [43]. Our understanding of the monopole-string complex should play an important role. See [44] for a recent approach in this direction.

Realization of a non-BPS composite by a single bent D-brane can have straightforward extension to various dimensional objects. A domain wall ending on a string or bounded by a string loop is one of such examples. To this end, domain walls (without strings) in non-Abelian gauge theories [47] were realized by D-brane configurations in type IIA/IIB string theory [48].
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Appendix A Stabilization of moduli away from the origin

In the main text, we mentioned ways to stabilize the moduli away from the origin. In the original model, the one-loop Coleman-Weinberg potential lifts the moduli at the origin. The generated mass term is of order $O(h^2 \mu)$.

Here we will show two possibilities to deform the theory for the stable point to be away from the origin. One is to add higher order of Kähler potential. The following correction term exists,

$$K = |x - x_0|^2 - \frac{|x - x_0|^4}{\Lambda^2}.$$  \hspace{1cm} (4.2)

The potentials of the theory is modified as follows:

$$V = |h \mu^2|^2 K^{-1} = \frac{|h \mu^2|^2}{1 - \frac{|x - x_0|^2}{\Lambda^2}} \sim \frac{|h \mu^2|^2}{\Lambda^2} |x - x_0|^2.$$ \hspace{1cm} (4.3)

Thus, as long as the condition

$$h < \frac{\mu}{\Lambda}$$ \hspace{1cm} (4.4)

is satisfied, the correction terms coming from the Kähler potential are bigger than the one-loop Coleman-Weinberg potential. Stable point is around $x_0$.

The other way to deform the theory is to break the R-symmetry by adding a quadratic term to the superpotential [45, 46]. For example, we add $W = \epsilon m x^2$ where $\epsilon$ is small parameter. In this case, by the balance with the Coleman-Weinberg potential, the minimum is shifted by the order $O(\epsilon)$,

$$V = (h^2 \mu)^2 x^2 + \epsilon m h^2 \mu^2 x + \cdots = \left( h^2 \mu^2 \right)^2 (x + \frac{\epsilon m}{h^2})^2 + \cdots.$$ \hspace{1cm} (4.5)
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