Nonlinear Spatiotemporal Viral Infection Model with CTL Immunity: Mathematical Analysis †
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Abstract: A mathematical model describing viral dynamics in the presence of the latently infected cells and the cytotoxic T-lymphocytes cells (CTL), taking into consideration the spatial mobility of free viruses, is presented and studied. The model includes five nonlinear differential equations describing the interaction among the uninfected cells, the latently infected cells, the actively infected cells, the free viruses, and the cellular immune response. First, we establish the existence, positivity, and boundedness for the suggested diffusion model. Moreover, we prove the global stability of each steady state by constructing some suitable Lyapunov functionals. Finally, we validated our theoretical results by numerical simulations for each case.
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1. Introduction

Viral infections represent a major cause of morbidity with important consequences for patient’s health and for the society. Among the most dangerous, let us cite the human immunodeficiency virus (HIV) that attacks immune cells leading to the deficiency of the immune system [1,2], the human papillomavirus (HPV) that infects basal cells of the cervix [3,4], and the hepatitis B virus (HBV) and the hepatitis C virus (HCV) that attack liver cells [5–8]. Mathematical modeling becomes an important tool for the understanding and predicting the spread of viral infection, and for the development of efficient strategies to control its dynamics [9–12]. One of the basic models of viral infection suggested by Nowak in 1996 describes the interactions among uninfected cells, infected cells, and free viruses. Nowadays, modeling of viral infection actively develops with a variety of new models and methods [9–15] (see also the monograph [16] and the references therein). The action of immune system was introduced into the basic model with cytotoxic T-lymphocytes cells (CTL) killing infected cells [12–15,17,18]. The impact of CTL cells with a saturated incidence function was considered in [12]:
\[
\begin{align*}
\dot{H} &= \lambda - d_1 H - \frac{k_1 HV}{H + V}, \\
\dot{S} &= \frac{k_1 HV}{H + V} - d_2 S - k_2 S, \\
\dot{Y} &= k_2 S - d_3 Y - pYZ, \\
\dot{V} &= aY - d_4V, \\
\dot{Z} &= cYZ - bZ.
\end{align*}
\]

(1)

Here \( H, S, Y, V, \) and \( Z \) represent the densities of uninfected cells, exposed cells, infected cells, free virus, and CTL cells, respectively. Our model uses a more realistic saturated incidence function \( \frac{k_1 HV}{H + V} \) \([10,11]\). This saturated incidence functional describes the infection rate taking into consideration the effect of free viruses crowd near the healthy cells. The parameters of the system in Equation (1) are described in Table 1.

**Table 1.** The parameters of the mathematical model and their descriptions.

| Coefficient | Description |
|-------------|-------------|
| \( \lambda \) | The birth rate of the uninfected cells |
| \( k_1 \) | The rate of infection |
| \( d_1 \) | The natural mortality of the susceptible cells |
| \( d_2 \) | The death rate of exposed cells |
| \( k_2 \) | The average that exposed cells become infected |
| \( d_3 \) | The death rate of infected cells, not by CTL killing |
| \( a \) | The rate of production the virus by infected cells |
| \( d_4 \) | The rate of viral clearance |
| \( p \) | Clearance rate of infection |
| \( c \) | Activation rate CTL cells |
| \( b \) | Death rate of CTL cells |
| \( d \) | Diffusion coefficient |

The majority of mathematical models of viral infection ignores the spatial movement of viruses and cells, assuming that the virus and cell populations are well mixed \([19]\). However, their mobility and a nonuniform spatial distribution can play an important role for the infection development \([20]\). Thus far, few studies have been devoted to the influence of spatial structure on the dynamics of the virus \([21,22]\). Reaction–diffusion waves of infection spreading were studied in \([23–25]\).

In this work, we consider the previous model in Equation (1) taking into account virus diffusion:

\[
\begin{align*}
\frac{\partial H}{\partial t} &= \lambda - d_1 H - \frac{k_1 HV}{H + V}, \\
\frac{\partial S}{\partial t} &= \frac{k_1 HV}{H + V} - d_2 S - k_2 S, \\
\frac{\partial Y}{\partial t} &= k_2 S - d_3 Y - pYZ, \\
\frac{\partial V}{\partial t} &= aY - d_4V, \\
\frac{\partial Z}{\partial t} &= cYZ - bZ.
\end{align*}
\]

(2)

As in (1), \( H, S, Y, V, \) and \( Z \) represent the densities of uninfected cells, latently infected cells, infected cells, free virus, and CTLs cells, depending now on the space coordinate location \( x \) and on time \( t, x \in \Omega, \) where \( \Omega \) is an open bounded set in \( \mathbb{R}^n \). The positive constant \( d \) is the virus diffusion coefficient. All parameters of the system in Equation (2) have the same biological meanings as in the
model in Equation (1). In this paper, we consider the system in Equation (2) with the homogeneous Neumann boundary conditions:

\[
\frac{\partial V}{\partial \nu} = 0, \quad \text{on} \quad \partial \Omega \times [0, +\infty)
\]

and the initial conditions:

\[
\begin{align*}
H(x, 0) &= \varphi_1(x) \geq 0; \quad S(x, 0) = \varphi_2(x) \geq 0; \quad Y(x, 0) = \varphi_3(x) \geq 0; \\
V(x, 0) &= \varphi_4(x) \geq 0; \quad Z(x, 0) = \varphi_5(x) \geq 0 \quad \forall x \in \Omega.
\end{align*}
\]

The paper is organized as follows. The next section is devoted to the well-posedness of the model, followed in Section 3 by the global stability analysis. In Section 4, we illustrate the results with the numerical simulations.

2. Well-Posedness of Model

In this section, we investigate the well-posedness of the model in Equation (2) proving the global existence, the positivity and the boundedness of solutions.

**Proposition 1.** For any initial condition satisfying Equations (4)–(5), there exists a unique solution to the problem in Equations (2)–(3) defined on \( t \in (0, +\infty) \). Moreover, this solution stays non-negative and bounded for all \( t > 0 \).

**Proof.** Let consider the set

\[
X_T = \{ V \in L^2([0, T] \times \Omega) \cap C \left([0, T]; L^2(\Omega)\right); 0 \leq V(x, t) \leq C_T \},
\]

where \( T \) is a fixed positive constant and \( C_T = \| V_0 \|_{L^\infty(\Omega)} + \frac{\lambda}{m}T \ (V_0 = V(x, 0)) \), where \( m = \min(d_1, d_2, d_3, pb/c) \).

To prove the existence of the solution, we define the following map

\[
\Psi : X_T \rightarrow L^2([0, T] \times \Omega) \\
V \mapsto \Psi(V) = V
\]

such that

\[
\begin{cases}
\frac{\partial V}{\partial t} - d\Delta V = aY - d_4V, & \text{in } \Omega \\
\frac{\partial V}{\partial \nu} = 0, & \text{in } [0, T] \times \partial \Omega \\
V(x, 0) = \varphi_4(x), & \forall x \in \Omega,
\end{cases}
\]

where \( Y \) is the third component of the solution vector of the following subsystem

\[
\begin{cases}
\frac{\partial H(x, t)}{\partial t} = \lambda - d_1H(x, t) - \frac{k_1H(x, t)V(x, t)}{H(x, t) + V(x, t)}, \\
\frac{\partial S(x, t)}{\partial t} = \frac{k_1H(x, t)V(x, t)}{H(x, t) + V(x, t)} - d_2S(x, t) - k_2S(x, t), \\
\frac{\partial Y(x, t)}{\partial t} = k_2S(x, t) - d_3Y(x, t) - pY(x, t)Z(x, t), \\
\frac{\partial Z(x, t)}{\partial t} = cY(x, t)Z(x, t) - bZ(x, t),
\end{cases}
\]
with the initial data
\[ H(x,0) = \varphi_1(x) \geq 0; S(x,0) = \varphi_2(x) \geq 0; Y(x,0) = \varphi_3(x) \geq 0; \]
\[ Z(x,0) = \varphi_5(x) \geq 0 \quad \forall x \in \Omega. \]

Then, the system in Equation (7) can be written abstractly in \( X = \Omega^4 \) by the following form
\[ U'(t) = AU(t) + F(U(t)), \quad \forall t > 0, \]
\[ U(0) = U_0 \in X, \]
with \( U = (H, S, Y, Z)^T, \) \( U_0 = (\varphi_1, \varphi_2, \varphi_3, \varphi_5)^T, \) and
\[
F(U(t)) = \begin{pmatrix}
\lambda - d_1 H(x, t) - \frac{k_1 H(x, t) V(x, t)}{H(x, t) + V(x, t)} \\
k_1 H(x, t) V(x, t) - d_2 S(x, t) - k_2 S(x, t) \\
k_2 S(x, t) - d_3 Y(x, t) - p Y(x, t) Z(x, t) \\
c Y(x, t) Z(x, t) - b Z(x, t)
\end{pmatrix}.
\]

It is clear that \( F \) is locally Lipschitz in \( U. \) Using the theorem of Cauchy–Lipschitz, we deduce that the system in Equation (7) admits a unique local solution on \([0, \tau], \) where \( \tau \leq T. \) In addition, the system in Equation (7) can be written of the form
\[
\begin{cases}
\frac{\partial H}{\partial t} = F_1(H, S, Y, Z), \\
\frac{\partial S}{\partial t} = F_2(H, S, Y, Z), \\
\frac{\partial Y}{\partial t} = F_3(H, S, Y, Z), \\
\frac{\partial Z}{\partial t} = F_4(H, S, Y, Z).
\end{cases}
\]

It is easy to see that the functions \( F_i(H, S, Y, Z), 1 \leq i \leq 4 \) are continuously differentiable, verifying \( F_1(0, S, Y, Z) = \lambda \geq 0, F_2(H, 0, Y, Z) = \frac{k_1 H V}{H + V} \geq 0, F_3(H, S, 0, Z) = k_2 S \geq 0 \) and \( F_4(H, S, Y, 0) = 0 \) for all \( H, S, Y, V, Z \geq 0. \) Since the initial data of the system in Equation (7) are nonnegative, we obtain the positivity of \( H, S, Y, \) and \( Z \) thanks to the quasi-reversibility principle.

Now, we show the boundedness of solution. Let
\[
T(x, t) = H(x, t) + S(x, t) + Y(x, t) + \frac{p}{c} Z(x, t)
\]
\[
\frac{\partial T}{\partial t} = \lambda - d_1 H(x, t) - d_2 S(x, t) - d_3 Y(x, t) - p \frac{b}{c} Z(x, t)
\leq \lambda - m T(x, t),
\]

Then,
\[
T(x, t) \leq T(x, 0) e^{-mt} + \frac{\lambda}{m} (1 - e^{-mt}),
\]

For biological reasons, we assume that the problem initial data are upper-bounded by the carrying capacity. This means that \( T(x, 0) \leq \frac{\lambda}{m}. \) We deduce that
Thus, $H$, $S$, $Y$, and $Z$ are bounded.

Let us recast the system in Equation (6) as follows

$$
\begin{align*}
\frac{\partial V}{\partial t} - d\Delta V + d_4 V &= aY, \quad \text{on } \Omega, \\
\frac{\partial V}{\partial \nu} &= 0, \quad \text{on } \partial \Omega.
\end{align*}
$$

We know that $0 \leq Y(x,t) \leq \frac{\lambda}{m}$, then from the proposition 2.1 in [26], we deduce for all $V_0 \in L^2(\Omega)$ the existence and the uniqueness of the solution $V \in L^2([0,T];H^1(\Omega)) \cap C([0,T];L^2(\Omega))$ such that $\frac{\partial V}{\partial t} \in L^2([0,T];H^1(\Omega)' \cap C([0,T];L^2(\Omega))$. Furthermore, if $V_0 \in L^\infty(\Omega)$, by using the maximum principle relation, we have

$$
0 \leq V(t,x) \leq \|V_0\|_{L^\infty(\Omega)} + a\frac{\lambda}{m}T.
$$

We note that $\Psi$ is well defined and continuous and $\Psi(X_T)$ is compact, thus $\Psi$ admits a fixed point. Then, we conclude the existence of the solution $V$ of (6) and it is positive and bounded.

**Equilibria and Basic Reproduction Number**

The system in Equation (2) has an infection-free equilibrium $E_f = (\frac{\lambda}{d_1},0,0,0,0)$, corresponding to the total absence of viral infection. The basic reproduction number of the system in Equation (2) is given by

$$
R_0 = k_1 \frac{k_2}{d_2 + k_2} \frac{a}{d_3} \frac{1}{d_4},
$$

with $\frac{k_2}{d_2 + k_2}$ the ratio of exposed cells that will become infected, $\frac{a}{d_3}$ the average of free virus produced by an infected cell, and $\frac{1}{d_4}$ the lifespan of the virus. The biological interpretation of $R_0$ represents the rate of secondary infections generated by an infected cell when it is introduced into a population of uninfected cells.

In addition to the disease free equilibrium, our system (Equation (2)) admits three endemic equilibria. The first of them is $E_1 = (H_1,S_1,Y_1,V_1,Z_1)$, where

$$
\begin{align*}
H_1 &= \frac{\lambda}{d_1 + k_1(1 - \frac{1}{R_0})}, \quad Z_1 = 0, \\
S_1 &= \frac{k_1 R_0 (1 - \frac{1}{R_0})}{(d_2 + k_2)(d_1 + k_1(1 - \frac{1}{R_0}))((1 - \frac{1}{R_0})R_0 + 1)}, \\
Y_1 &= \frac{d_4 R_0 (1 - \frac{1}{R_0})}{d_1 + ak_1 (1 - \frac{1}{R_0})}, \quad V_1 = \frac{\lambda R_0 (1 - \frac{1}{R_0})}{d_1 + k_1 (1 - \frac{1}{R_0})}.
\end{align*}
$$

This endemic steady state is specified as endemic equilibrium without cellular immunity. The second endemic steady state is $E_2 = (H_2,S_2,Y_2,V_2,Z_2)$, where
When \( R < 0 \), we have the CTL cells reproduced due to infected cells stimulating per unit time is \( \frac{d_3 R_0 b l(-abd_1 - abk_1 + \lambda cd_4 + \sqrt{A})}{2cd_1 d_4} \).

This endemic steady state is specified as endemic equilibrium with cellular immunity. It is also called interior equilibrium. The third endemic steady state is \( E_3 = (H_3, S_3, Y_3, V_3, Z_3) \), where

\[
\begin{align*}
H_3 &= \frac{-abd_1 - abk_1 - \lambda cd_4 + \sqrt{A}}{2cd_1 d_4}, \\
S_3 &= \frac{k_1 H_3 V_3}{(k_2 + d_2)(H_3 + V_3)}, \\
Y_3 &= \frac{b}{c}, \\
V_3 &= \frac{ba}{cd_4}, \\
Z_3 &= \frac{k_2 S_3 - d_3 Y_3}{p Y_3},
\end{align*}
\]

with \( A = (abk_1 - \lambda cd_4)^2 + a^2 b^2 d_1^2 + 2a^2 b^2 d_1 k_1 + 2\lambda abd_1 d_4 \).

Noting that \( H_3 < 0 \), this is not biologically relevant, thus the steady state \( E_3 \) is not considered. When \( R_0 > 1 \), the equilibrium \( E_1 \) exists. We define the reproduction rate of the CTL \( R_{CTL} \) immune response by

\[
R_{CTL} = \frac{c Y_1}{b} = \frac{cd_4 \lambda R_0 (1 - \frac{1}{R_0})}{abd_1 + abk_1 (1 - \frac{1}{R_0})}.
\]

Note that the endemic state \( E_2 \) exists when \( R_{CTL} > 1 \). Indeed, if one considers \( R_0 > 1 \) then, in total absence of CTL immune response, the infected cell loaded per unit time is \( \frac{d_3 R_0 (1 - \frac{1}{R_0})}{abd_1 + abk_1 (1 - \frac{1}{R_0})} \). From the system in Equation (2), we have the CTL cells reproduced due to infected cells stimulating per unit time is \( \frac{cd_4 \lambda R_0 (1 - \frac{1}{R_0})}{abd_1 + abk_1 (1 - \frac{1}{R_0})} = c Y_1 \). The CTL charge during the lifespan of a CTL cell is \( \frac{cd_4 \lambda R_0 (1 - \frac{1}{R_0})}{abd_1 + abk_1 (1 - \frac{1}{R_0})} = R_{CTL} \).

Thus, if \( \frac{cd_4 \lambda R_0 (1 - \frac{1}{R_0})}{abd_1 + abk_1 (1 - \frac{1}{R_0})} > 1 \), we deduce the existence of \( E_2 \).

3. Global Stability

To prove the global stability of the uninfected and the infected steady states, we use the method of construction of Lyapunov functions developed in [12] and can claim the following result

**Theorem 1.** The disease-free equilibrium \( E_f \) of the model in Equation (2) is globally asymptotically stable when \( R_0 < 1 \).

**Proof.** We define the function \( G_f \) by

\[
G_f(x,t) = S + \frac{d_2 + k_2}{k_2} Y + \frac{d_3 (d_2 + k_2)}{ak_2} V + \frac{p d_2 + k_2}{c k_2} Z.
\]
Then, by using the equations of the system in Equation (2), the time derivative of $G_f$ verifies
\[
\frac{\partial G_f}{\partial t} \leq \frac{d_3 d_4 (d_2 + k_2)}{a k_2} (R_0 - 1) V.
\]

Now, we define a Lyapunov function as follows
\[
L_f = \int_{\Omega} G_f dx.
\]
Calculating the time derivative of $L_f$ along the positive solutions of the model in Equation (2), we obtain
\[
\frac{dL_f}{dt} = \int_{\Omega} \frac{\partial G_f}{\partial t} dx \leq \int_{\Omega} \left( \frac{d_3 d_4 (d_2 + k_2)}{a k_2} (R_0 - 1) V \right) dx.
\]
Thus, if $R_0 < 1$ implies that $\frac{dL_f}{dt} \leq 0$. The largest compact invariant is
\[
E = \{ (H, S, Y, V, Z) \mid V = 0 \},
\]
according to LaSalle’s invariance principle, $\lim_{t \to +\infty} V(x, t) = 0$, the limit system of equations is
\[
\begin{align*}
\frac{\partial H(x, t)}{\partial t} &= \lambda - d_1 H(x, t), \\
\frac{\partial S(x, t)}{\partial t} &= -d_2 S(x, t) - k_2 S(x, t), \\
\frac{\partial Y(x, t)}{\partial t} &= k_2 S(x, t) - d_3 Y(x, t) - p Y(x, t) Z(x, t), \\
\frac{\partial Z(x, t)}{\partial t} &= c Y(x, t) Z(x, t) - b Z(x, t).
\end{align*}
\]
For simplicity, we use the same notation,
\[
G_f(H, S, Y, Z) = \frac{1}{H_0} \left( H - H_0 - H_0 \ln \frac{H}{H_0} \right) + S + \frac{d_2 + k_2}{k_2} Y + \frac{p}{c} \frac{d_2 + k_2}{k_2} Z.
\]
Since $H_0 = \frac{\lambda}{d_1}$,
\[
\frac{\partial G_f}{\partial t}(H, S, Y, Z) = d_1 \left( 2 - \frac{H}{H_0} - \frac{H_0}{H} \right) - \frac{d_3 (d_2 + k_2)}{k_2} Y - \frac{p b}{c} \frac{d_2 + k_2}{k_2} Z.
\]
We define another Lyapunov function
\[
L_f = \int_{\Omega} G_f dx,
\]
then, the time derivative of $L_f$ satisfies
\[
\frac{dL_f}{dt} = \int_{\Omega} \frac{\partial G_f}{\partial t} dx \leq \int_{\Omega} \left( d_1 \left( 2 - \frac{H}{H_0} - \frac{H_0}{H} \right) - \frac{d_3 (d_2 + k_2)}{k_2} Y - \frac{p b}{c} \frac{d_2 + k_2}{k_2} Z \right) dx.
\]
Since the arithmetic mean is greater than or equal to the geometric mean, it follows
\[ 2 - \frac{H}{H_0} \leq 0, \]
therefore \( \frac{dL_f}{dt} \leq 0 \) and the equality holds if \( H = H_0 \) and \( S = Y = Z = 0 \), which completes the proof.

Now, we are interested in the stability of the infected steady state \( E_1 \). Let us state the following theorem

**Theorem 2.** The infected steady state \( E_1 \) of the model in Equation (2) is globally asymptotically stable when \( R_{CTL} \leq 1 < R_0 \). In this case, the other infected steady state \( E_2 \) does not exist.

**Proof.** Firstly, we define the function
\[
G_1(x,t) = H - H_1 - \int_{H_1}^{H} \frac{(d_2 + k_2)S_1}{u + V_1} \, du + S - S_1 - S_1 \ln \frac{S}{S_1} + \frac{d_2 + k_2}{k_2} \left( Y - Y_1 - Y_1 \ln \left( \frac{Y}{Y_1} \right) \right) + \frac{d_3(d_2 + k_2)}{ak_2} \left( V - V_1 - V_1 \ln \left( \frac{V}{V_1} \right) \right) + \frac{p d_2 + k_2}{c} Z.
\]

Using the same technique proposed in [12], we obtain
\[
\frac{\partial G_1}{\partial t} = - \frac{d_1 H_1}{H(H_1 + V_1)} (H - H_1)^2 - (d_2 + k_2)S_1 \left( \frac{H(V - V_1)^2}{V_1(H + V_1)(H + V)} \right) + (d_2 + k_2)S_1 \left( 5 - \frac{H_1}{H} \frac{H + V_1}{H_1 + V_1} - \frac{S_1}{S} \frac{H V_1}{H_1 V_1} \frac{H + V}{H + V_1} - \frac{S Y_1}{S_1 Y} \frac{V_1}{Y_1 V} - \frac{H + V}{H + V_1} \right) + \frac{pZ d_2 + k_2 b}{c} (R_{CTL} - 1).
\]

Now, let us consider the following Lyapunov function
\[
L_1 = \int_{\Omega} G_1 \, dx,
\]
then we deduce
\[
\frac{dL_1}{dt} = \int_{\Omega} \frac{\partial G_1}{\partial t} \, dx = \int_{\Omega} \left( - \frac{d_1 H_1}{H(H_1 + V_1)} (H - H_1)^2 - (d_2 + k_2)S_1 \left( \frac{H(V - V_1)^2}{V_1(H + V_1)(H + V)} \right) + (d_2 + k_2)S_1 \left( 5 - \frac{H_1}{H} \frac{H + V_1}{H_1 + V_1} - \frac{S_1}{S} \frac{H V_1}{H_1 V_1} \frac{H + V}{H + V_1} - \frac{S Y_1}{S_1 Y} \frac{V_1}{Y_1 V} - \frac{H + V}{H + V_1} \right) + \frac{pZ d_2 + k_2 b}{c} (R_{CTL} - 1) \right) \, dx.
\]
Again, since the arithmetic mean is greater than or equal to the geometric mean, it follows
\[
5 - \frac{H_2}{H} H + V_2 - \frac{S_1}{S} H V_1 H + V - \frac{S_Y_1}{S_Y} V_1 V - \frac{H + V}{H + V_1} \leq 0.
\]

In addition, when \(R_{CTL} < 1\), which means that \(\frac{dL_1}{dt} \leq 0\).
Therefore, by Lyapunov–LaSalle invariance theorem, \(E_1\) is globally asymptotically stable when \(R_0 > 1\) and \(R_{CTL} \leq 1\).

To prove the stability of \(E_2\) equilibrium, let us state the following theorem

**Theorem 3.** The infected steady state \(E_2\) of the model in Equation (2) is globally asymptotically stable when \(R_0 > 1\) and \(R_{CTL} > 1\). In this case, the other infected steady state \(E_1\) is unstable.

**Proof.** We consider the following function
\[
G_2(x, t) = H - H_2 - \int_{H_2}^{H} \frac{(d_2 + k_2)S_2}{k_1uV_2} du + S - S_2 - S_2 \ln \frac{S}{S_2}
\]
\[
+ \frac{d_2 + k_2}{k_2} \left( Y - Y_2 - Y_2 \ln \left( \frac{Y}{Y_2} \right) \right) + \frac{d_3(d_2 + k_2) + (d_2 + k_2)pZ_2}{ak_2}
\]
\[
\times \left( V - V_2 - V_2 \ln \left( \frac{V}{V_2} \right) \right) + \frac{p}{c} k_2 \left( Z - Z_2 - Z_2 \ln \left( \frac{Z}{Z_2} \right) \right).
\]

Then, we have
\[
\frac{\partial G_2}{\partial t} = -\frac{d_1V_2}{H(H_2 + V_2)}(H - H_2)^2
\]
\[
- (d_2 + k_2)S_2 \left( \frac{H(V - V_2)^2}{V_2(H + V_2)(H + V)} \right)
\]
\[
+ (d_2 + k_2)S_2 \left( 5 - \frac{H_2}{H} H + V_2 - \frac{S_1}{S} H V_1 H + V - \frac{S_Y_1}{S_Y} V_1 V - \frac{H + V}{H + V_1} \right).
\]

As a result, we define a Lyapunov function as follows
\[
L_2 = \int_{\Omega} G_2 dx,
\]
then,
\[
\frac{dL_2}{dt} = \int_{\Omega} \frac{\partial G_2}{\partial t} dx
\]
\[
= \int_{\Omega} \left( -\frac{d_1V_2}{H(H_2 + V_2)}(H - H_2)^2 - (d_2 + k_2)S_2 \left( \frac{H(V - V_2)^2}{V_2(H + V_2)(H + V)} \right) \right.
\]
\[
+ (d_2 + k_2)S_2 \left( 5 - \frac{H_2}{H} H + V_2 - \frac{S_1}{S} H V_1 H + V - \frac{S_Y_1}{S_Y} V_1 V - \frac{H + V}{H + V_1} \right) \) dx,
\]

since the arithmetic mean is greater than or equal to the geometric mean, it follows
\[
5 - \frac{H_2}{H} H + V_2 - \frac{S_2}{S} H V_1 H + V - \frac{S_Y_2}{S_Y} V_1 V - \frac{H + V}{H + V_2} \leq 0,
\]
which means that \(\frac{dL_2}{dt} \leq 0\), and the equality holds when \(H = H_2, S = S_2, Y = Y_2, V = V_2\), and \(Z = Z_2\).
By the LaSalle invariance principle, the endemic point \(E_2\) is globally stable.
4. Numerical Simulations

In this section, we present the results of numerical simulations to validate the theoretical results of the previous section. We used the finite difference numerical method with Euler explicit scheme. The convergence of our numerical method was tested by successively decreasing the time and space steps. The values of parameters are given in Appendix A.

We considered the one-dimensional interval $0 \leq x \leq L$ and time $0 < t \leq T$, where $L = 20$ (dimensionless space units) and $T = 200$ days. The initial conditions were chosen space dependent to illustrate behavior of spatially inhomogeneous solutions. We used an explicit numerical method with the space step $h_x = 0.01$ and time step $h_t = 0.1$. The program was implemented with Matlab (2014a, MathWorks, Natick, MA, USA).

Figure 1 shows spatiotemporal dynamics of uninfected cells (left) and the maximal and the minimal values of the virus concentration in space as a function of time (right). For the values of parameters considered in this example, the basic reproduction number $R_0 = 0.22 < 1$, which implies that the virus-free equilibrium is stable. Therefore, as expected, solution converges toward the equilibrium $E_f = \left(8.27 \times 10^2, 0, 0, 0, 0\right)$.

![Figure 1](image1.png)

Figure 1. Dynamics of solution for $\lambda = 10, d_1 = 0.0139, k_1 = 0.04, d_2 = 0.0495, k_2 = 1.1, d_3 = 0.5776, a = 2, d_4 = 0.6, p = 0.0024, c = 0.15, and b = 0.5$. The concentration of uninfected cells is shown as a function of $x$ and $t$ (left). The maximal and the minimal value of the virus concentration with respect to $x$ are shown as functions of time (right).

To illustrate convergence to the endemic equilibrium point $E_1$, we considered the values of parameters presented in Figure 2. In this case, the basic reproduction number is greater than 1, $R_0 = 11.05 > 1$, and the immune reproduction number is less than 1, $R_{CTL} = 3.596 \times 10^{-1} < 1$. Therefore, the free-immune endemic equilibrium $E_1 = \left(19.96, 5.98 \times 10^{-1}, 1.14, 199.78, 0\right)$ is globally stable.
Figure 2. Dynamics of solution for $\lambda = 1$, $d_1 = 0.0139$, $k_1 = 0.04$, $d_2 = 0.0495$, $k_2 = 1.1$, $d_3 = 0.5776$, $a = 100$, $d_4 = 0.6$, $p = 0.0024$, $c = 0.15$, and $b = 0.5$. The concentration of uninfected cells is shown as a function of $x$ and $t$ (left). The maximal and the minimal value of the virus concentration with respect to $x$ are shown as functions of time (right).

In the case considered in Figure 3, we obtain $R_0 = 11.05 > 1$ and $R_{CTL} = 4.13 > 1$. Consequently, we observe that the endemic equilibrium $E_2 = (285.12, 6.55, 3.33, 555.55, 660.86)$ is stable. This, numerical results support the theoretical findings.

Figure 3. Dynamics of solution for $\lambda = 10$, $d_1 = 0.0139$, $k_1 = 0.04$, $d_2 = 0.0495$, $k_2 = 1.1$, $d_3 = 0.5776$, $a = 100$, $d_4 = 0.6$, $p = 0.0024$, $c = 0.15$, and $b = 0.5$. The concentration of uninfected cells is shown as a function of $x$ and $t$ (left). The maximal and the minimal value of the virus concentration with respect to $x$ are shown as functions of time (right).

5. Discussion and Conclusions

In this work, we study a model of viral infection in the presence of CTL cells and latently infected cells. We take into consideration not only the variation in time, but also spatial variation of virus distribution and its diffusion, where uninfected cells, latently infected cells, infected cells, and CTL cells do not exhibit any such spatial mobility. As a result, we show the stability of the free-disease equilibrium using the construction of a Lyapunov function when the reproduction number is less than one ($R_0 < 1$). If $R_0 > 1$, then two scenarios are established. If $R_{CTL} < 1$, then the equilibrium point $E_1$ is globally asymptotically stable, while, for $R_{CTL} > 1$, the equilibrium point $E_2$ is globally asymptotically stable. We also performed numerical simulations of our model to illustrate behavior of solutions and to confirm the theoretical results. It was established that spatial diffusion of free viruses
has no effect on the stability of the steady states. However, the effect appears only for the first days of infection observation.
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**Appendix A. The Values of Parameters Used in the Numerical Simulations**

The values of parameters used in the numerical simulations are given in Table A1:

| Parameters | Units | Meaning | Value | References |
|------------|-------|---------|-------|------------|
| $\lambda$ | cells $\mu$L$^{-1}$ day$^{-1}$ | Source rate of CD4$^+$ T cells | [0, 10] | [27] |
| $k_1$ | $\mu$L virion $^{-1}$ day$^{-1}$ | Average of infection | $[2.5 \times 10^{-4}, 0.5]$ | [12] |
| $d_1$ | day$^{-1}$ | Decay rate of healthy cells | 0.0139 | [12] |
| $k_2$ | day$^{-1}$ | The rate that exposed cells become infected CD4$^+$ T cells | 1.1 | [12] |
| $d_3$ | day$^{-1}$ | Death rate of exposed CD4$^+$ T cells | 0.0045 | [12] |
| $d_4$ | day$^{-1}$ | Death rate of infected CD4$^+$ T cells, not by CTL killing | 0.5776 | [12] |
| $a$ | day$^{-1}$ | The rate of production the virus by infected CD4$^+$ T cells | $[2, 1250]$ | [12] |
| $d_5$ | day$^{-1}$ | Clearance rate of virus | $[0.3466, 2.4]$ | [12] |
| $p$ | $\mu$L cell$^{-1}$ day$^{-1}$ | Clearance rate of infection | 0.0024 | [28] |
| $c$ | cells cell$^{-1}$ day$^{-1}$ | Activation rate CTL cells | 0.15 | [28] |
| $b$ | day$^{-1}$ | Death rate of CTL cells | 0.5 | [28] |
| $d$ | mm$^2$ day$^{-1}$ | Diffusion coefficient | 0.01 | – |
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