Projected seniority-two orbital optimization of the antisymmetric product of one-reference orbital geminal
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We present a new, non-variational orbital-optimization scheme for the Antisymmetric Product of one-reference orbital Geminal wave function. Our approach is motivated by the observation that an orbital-optimized seniority-zero configuration interaction (CI) expansion yields similar results to an orbital-optimized seniority-zero-plus-two CI expansion [J. Chem. Phys., 135, 044119 (2011)]. A numerical analysis is performed for the C2, LiF and CH2 molecules as well as for the symmetric stretching of hypothetical (linear) hydrogen chains. For these test cases, the proposed orbital-optimization protocol yields similar results to its variational orbital optimization counterpart, but prevents symmetry-breaking of molecular orbitals in most cases.

I. INTRODUCTION

Two-electron functions, also called geminals, were introduced in quantum chemistry many decades ago [1–7] and can be considered as a generalization of one-particle functions (orbitals) [8–9]. In the geminal model, the fundamental building blocks for the electronic wave function are electron pair states: in contrast to Slater determinants, an antisymmetric product of (occupied) orbitals, the wave function is constructed as an antisymmetric product of geminals [1–10]. A desirable feature of geminal-based methods is that electron correlation effects are built into the electronic wave function by construction. As a result, geminal-based approaches are well-suited to describe strong (static and nondynamic) electron correlation effects [8–9, 11–20].

In the general case, all orbitals are allowed to contribute to each geminal resulting in the antisymmetric product of interacting geminals [3, 7, 8, 21–31] (APIGs). In particular, the APIG model represents an efficient parameterization of the doubly occupied configuration interaction (DOCI) wave function, but requires only mean-field computational cost. In contrast, traditional DOCI implementations suffer from factorial scaling. The APIG wave function ansatz can be written in terms of one-particle functions as a fully general pair-coupled-cluster-doubles wave function [10], i.e.,

\[ |\text{API1roG}\rangle = \exp \left( \sum_{i=1}^{P} \sum_{a=1}^{K} c_i^a a_i^\dagger a_i^\dagger a_i a_i a_i \right) |\Phi_0\rangle, \quad (1) \]

where \(a_i^\dagger\), \(a_i\), \(a_p\), and \(a_v\) are the electron creation and annihilation operators for \(\alpha\) (\(p\)) and \(\beta\)-electrons (\(p\)), and \(|\Phi_0\rangle\) is an independent-particle wave function (usually the Hartree–Fock (HF) determinant). In the above equation, we used the standard notation where indices \(i\) and \(a\) correspond to occupied and virtual orbitals with respect to \(|\Phi_0\rangle\). \(P\) denotes the number of electron pairs (\(P = N/2\) with \(N\) being the total number of electrons) and \(K\) is the number of one-particle functions. \(\{c_i^a\}\) are the geminal coefficients and link the geminal wave function with the underlying one-particle basis functions [8]. Especially, the geminal coefficient matrix encodes...
the orbital-pairing scheme in the geminal wave function. We should emphasize that, in the AP1roG ansatz, all virtual orbitals are allowed to contribute to each geminal. Thus, unlike APSG and GVB-PP, our approach does not require the orbital-pairing scheme to be optimized [35].

In order to ensure size-consistency, we have to optimize the one-particle basis functions [15]. This can be done in a fully variational manner [37], analogous to orbital-optimized coupled cluster [38–41] (OCC). The first variational orbital optimization of the AP1roG wave function was recently presented by some of us [37, 42]. The one-particle basis functions [15] are used. The seniority number Ω is defined as the number of unpaired electrons in a Slater determinant [43, 44], i.e., the number of singly-occupied orbitals. It can be used as an alternative partitioning of the Hilbert space: instead of grouping Slater determinants according to their excitation (or substitution) level with respect to some reference determinant, Slater determinants can be grouped according to their seniority number. This novel partitioning scheme allows for a more compact description of CI-expansions [43–45].

To show that the seniority-two sector can be decoupled from the seniority-zero-plus-two sectors, let Ψ(0)oo be a seniority-zero wave function expansion with fully optimized one-particle functions and consider Ψ(0,2)oo to be a CI-expansion restricted to the seniority-zero-plus-two sectors (again assuming fully optimized one-particle functions), i.e.,

\[ Ψ(0,2)oo = Ψ(0)oo + Ψ(2)oo = (1 + \sum_{p≠q} t_{pq} a_p^† a_q) Ψ(0)oo. \]  

We are interested in the conditions for which Ψ(0)oo and Ψ(0,2)oo yield similar energy expectation values,

\[ \langle Ψ(0,2)oo|H|Ψ(0,2)oo⟩ = E(0), \]  

where \( E(0) = \langle Ψ(0)oo|H|Ψ(0)oo⟩ \) is the (ground state) energy expectation value of Ψ(0)oo. Using the above identities, we can rewrite eq. (3) as

\[ \langle Ψ(0)oo|(1 + \hat{T})|Ψ(0)oo⟩ = E(0), \]  

where we have introduced the excitation operator \( T = \sum_{p≠q} t_{pq} a_p^† a_q \). The above equation is true to first order if \( T = \kappa \), i.e., \( (t_{pq}) \) must be a skew-symmetric matrix with \( \hat{T} = −\hat{T} \). This requirement is equivalent to the invariance condition of the energy with respect to orbital rotations. Thus, if the seniority-zero-plus-two sectors can be written as a unitary transformation of the seniority-zero sector, we obtain similar results for the energy expectation value to first order. Then, it is sufficient to consider only the latter sector as a good approximation to the wave function. To decouple the seniority-two sector from the seniority-zero-plus-two sectors, we must have

\[ \langle Ψ(0,2)oo|\hat{H}|Ψ(0,2)oo⟩ − \langle Ψ(0)oo|\hat{H}|Ψ(0)oo⟩ = 0. \]  

This equation can be straightforwardly simplified. Considering only the first order terms in \( \{t_{pq}\} \), we arrive at the decoupling condition

\[ \langle Ψ(2)oo|\hat{H}|Ψ(0)oo⟩ + c.c. = 0, \]  

where c.c. denotes the complex conjugate. This is a form of the generalized Brillouin theorem [46]. Substituting \( Ψ(2)oo = \sum_{p≠q} t_{pq} a_p^† a_q Ψ(0)oo \) in the above equation, we can rewrite the first term as

\[ \sum_{p≠q} t_{pq} a_p^† a_q Ψ(0)oo \hat{H}|Ψ(0)oo⟩. \]  

In section II, we will impose the stronger requirement that this term vanishes separately,

\[ \langle a_p^† a_q Ψ(0)oo|\hat{H}|Ψ(0)oo⟩ = 0 \quad ∀ p \neq q, \]  

as would be the case for the Brillouin theorem in HF theory.
III. PROJECTED-SENIORITY-TWO ORBITAL OPTIMIZATION

To derive the working equations for an orbital optimization scheme that aims at decoupling the seniority-two sector, we make two assumptions. First, we assume that AP1roG is a good approximation to DOCI (a seniority-zero wave function). The good performance of AP1roG in approximating the DOCI wave function has been justified by many numerical examples (see, for instance, refs. [15] [18] [19] [37] [42]). Then, the new set of orbitals can be chosen by requiring that the projection of the seniority-two sector on the AP1roG reference wave function is zero, and eq. (9) becomes

$$\langle \alpha_i | a_q | \text{AP1roG} | \hat{H} | \text{AP1roG} \rangle = 0. \quad (10)$$

Yet, the complexity of solving the above set of equations scales factorially with system size. Including all seniority-zero Slater determinants on the left hand side of eq. (10) is, thus, computationally intractable. A pragmatic, but computationally feasible, approximation is to consider only singly pair-excited determinants with respect to \( | \Phi_0 \rangle \). Therefore, our second assumption is to keep only the single-pair-excited determinants \( \Phi_{\alpha i}^{a_0} \). Eq. (10), then, reduces to

$$\langle \Phi_0 + \sum_{i,a} c_i^{a} \Phi_{\alpha i}^{a_0} | a_q \rangle | \text{AP1roG} \rangle = 0, \quad (11)$$

where \( \kappa \) is again the generator of orbital rotations and the Hamiltonian has been written explicitly in terms of the rotated basis. The \( \{ \kappa_{pq} \} \) are optimized such that eq. (11) is fulfilled. We will call eq. (11) the (approximate) projected-seniority-two (PS2) condition and the left hand side of eq. (11) the PS2 orbital gradient. Specifically, the PS2-orbital gradient is approximated for the case where \( p > q \). Based on observations from ref. [33] the exact PS2 condition (eq. (10)) will be valid for symmetry-adapted molecular orbitals, and thus the optimized orbitals will transform according to the irreducible representations of the molecular point group. Yet, this might not be true for the approximate PS2 condition (eq. (11)). However, we observed that the PS2 orbital optimization scheme preserves spatial symmetry in most cases. In this respect the PS2-AP1roG approach is similar to the Brueckner coupled cluster [47] method. Note that the PS2 orbital gradient and the vO orbital gradient differ and thus cannot be zero at the same time. The general exceptions are two-electron systems, where both the variational orbital optimization scheme and the projected-seniority-two approaches are equivalent to full-CI.

IV. COMPUTATIONAL DETAILS

All vOO-AP1roG calculations have been performed with the HORTON program package [53], while the PS2 orbital optimization scheme for AP1roG has been implemented in a developer’s version of the HORTON program package. The variational and PS2 orbital optimizations were allowed to relax without any constraints on spatial symmetry, i.e., all calculations have been performed using \( C_1 \) point group symmetry. In our vOO-AP1roG calculations, two different initial guesses were applied: (i) PS2-AP1roG optimized orbitals, abbreviated by the acronym vOO-AP1roG(PS2), and (ii) restricted HF (RHF) orbitals. For PS2-AP1roG, only canonical RHF orbitals have been used as initial guess orbitals.

For the optimization of the molecular orbital basis (both vOO-AP1roG and PS2-AP1roG), we use a Newton–Raphson optimizer and a diagonal approximation of the orbital Hessian/Jacobian to obtain the rotated set of orbital expansion coefficients. In particular, the approximate Hessian contains terms at most linear in the geminal expansion coefficients and Lagrange multipliers.

As computational examples, we chose the dissociation process of the \( \text{C}_2 \) and \( \text{LiF} \) molecules, and the symmetric stretching of the \( \text{CH}_2 \) molecule and linear hydrogen chains including 18, 34 and 50 hydrogen atoms. The potential energy curves of all studied diatomic molecules were obtained by varying bond-lengths in the range of 1.4–8.0 \( \text{Å} \) for the \( \text{LiF} \) and 1.1–3.2 \( \text{Å} \) for the \( \text{C}_2 \) molecule, respectively. The points on the resulting potential energy curve were used for a subsequent generalized Morse function fit to obtain the equilibrium bond lengths (\( R_e \)) and potential energy depths (\( D_e \)). The harmonic vibration frequencies (\( \omega_e \)) were calculated numerically using the five-point finite difference stencil [55].

For the \( \text{C}_2 \) and \( \text{LiF} \) molecules we have employed a cc-pVDZ [56] [58] basis set. The calculations on the \( \text{CH}_2 \) molecule were performed using the cc-pCVDZ [59] basis set, while for the hydrogen chain molecules the STO-3G [60] basis set was used to allow for a direct comparison with density matrix renormalization group (DMRG) reference data taken from ref. [61].

V. NUMERICAL ANALYSIS

For the \( \text{C}_2 \) molecule, two different solutions are obtained if canonical RHF orbitals are used: (i) broken-symmetry (BS) and (ii) symmetry-adapted molecular orbitals, labeled by vOO-AP1roG(PS2) and vOO-AP1roG(RHF), respectively. By contrast, the PS2 scheme provides only a symmetry-adapted solution [62].

Selected \( \text{C}_2 \) valence molecular orbitals are shown in Figure 1(a). PS2-AP1roG, vOO-AP1roG(PS2) and vOO-AP1roG(RHF) yield similar solutions and thus only the PS2-AP1roG results are shown. For all internuclear distances, PS2-optimized orbitals closely resemble typical \( \sigma \)-, \( \sigma^* \)-, \( \pi \)- and \( \pi^* \)-orbitals, while the broken-symmetry ones can be identified as bonding and antibonding combinations of hybrid orbitals. We should note, that close to the dissociation limit (\( r_{\text{C-C}} \geq 2.0 \text{Å} \)), all orbital optimization schemes yield symmetry-adapted solutions.
TABLE I. Spectroscopic constants: bond distances (R_e), potential energy depths (D_e) and harmonic vibrational frequencies (ω_c) for the ground state of C_2 and LiF (cc-pVDZ). Differences with respect to reference data are listed in parenthesis. PS2-AP1roG: projected-seniority-two orbital optimized AP1roG; vOO-AP1roG(RHF)/(PS2): variational orbital optimization of AP1roG using RHF/PS2-optimized molecular orbitals as initial guess; vOO-AP1roG(BS): variational orbital optimization of AP1roG with symmetry-broken molecular orbitals.

| Method                  | R_e [Å]     | D_e [eV]    | ω_c [cm^{-1}] |
|-------------------------|-------------|-------------|---------------|
| PS2-AP1roG              | 1.243 (−0.030) | 5.336 (−0.288) | 1949.9 (+136.3) |
| vOO-AP1roG(BS)          | 1.271 (−0.002) | 5.359 (−0.265) | 1475.2 (−338.5) |
| vOO-AP1roG(PS2)         | 1.240 (−0.033) | 5.356 (−0.268) | 1939.6 (+125.9) |
| vOO-AP1roG(RHF)         | 1.240 (−0.033) | 5.414 (−0.210) | 1930.0 (+116.3) |
| DMRG [18]               | 1.269 (−0.004) | 5.628 (+0.004) | 1811.4 (−2.3)   |
| FCI [49]                | 1.273 (+0.000) | −           | 1812.9 (−0.8)   |
| C-MRCI+Q [50]           | 1.273       | 5.624       | 1813.7         |
| PS2-AP1roG              | 1.584 (−0.025) | 5.383 (+0.081) | 886.5         |
| vOO-AP1roG(BS)          | 1.586 (−0.023) | 4.583 (−1.172) | 868.0         |
| vOO-AP1roG(PS2)         | 1.580 (−0.029) | 4.567 (−1.188) | 913.4         |
| DMRG* [51]              | 1.620 (−0.011) | 5.245 (−0.510) | 893.7         |
| MRCI(Q)-C32 [52]        | 1.609       | 5.755       | −             |

* cc-pVDZ basis set with additional diffuse functions on the F atom.

The spectroscopic constants (equilibrium distance R_e, potential energy depth D_e and harmonic vibrational frequency ω_c) of C_2 for all optimization schemes are presented in Table I. In general, the spectroscopic constants obtained from PS2-AP1roG, vOO-AP1roG(PS2) and vOO-AP1roG(RHF) are similar and the deviations are within chemical accuracy (chemical accuracy corresponds to ca. 0.04 eV or 1.6 mE_h). Larger differences can be observed for the potential energy depth and amount to 0.078 eV (ca. 2.9 mE_h). As expected, ω_c obtained from broken-symmetry solutions shows the largest deviations being considerably underestimated compared to MRCI reference data, though the equilibrium distance is in near perfect agreement with MRCI [63].

![Figure 1](image1.png)

FIG. 1. Selected optimized valence orbitals for (a) C_2, (b) LiF, (c) CH_2 using different orbital optimization schemes and for (d) H_8 employing variational orbital optimization. For C_2, LiF, and CH_2, only the bonding orbitals are shown. The orbitals were visualized using the Jmol software package [64].

Selected optimized molecular orbitals for LiF are displayed in Figure 1(b). Variational orbital optimization yields two distinct solutions: (i) broken-symmetry (vOO-AP1roG(BS)) and (ii) symmetry-adapted molecular orbitals (vOO-AP1roG(PS2)). Using a canonical RHF initial guess, we obtain only a broken-symmetry solution, while no symmetry-breaking is observed when PS2-AP1roG optimized orbitals are taken as initial guess. As observed for the C_2 molecule, vOO-AP1roG(PS2) yields hybrid molecular orbitals (see Figure 1(b-ii)), while spatial symmetry is retained in the PS2 scheme.

In general, equilibrium distances and harmonic vibrational frequencies are similar for all orbital optimization frameworks and initial guess orbitals, though differences in ω_c are more pronounced and amount to ca. 30 cm^{-1} (see Table I). The potential energy depth is nearly independent on the initial guess if the orbitals are optimized variationally. Note, however, that D_e is underestimated by more than 1 eV. This can be explained by missing dynamic electron correlation effects around the equilibrium structure. Remarkably, the PS2-AP1roG scheme yields a potential energy depth that is in very good agreement with MRCI reference data. However, this might be coincidental because the PS2 orbital optimization (fulfillment of eq. 11) is difficult to converge for stretched interatomic distances and local minima are easily encountered.

Our next example represents the CH_2 molecule. Table II summarizes energy differences between the equilibrium geometry r_e and a symmetrically stretched geometry 2r_e. In general, both the variational and PS2 orbital optimization schemes yield similar energy differences (deviations are smaller than 0.6 mE_h) that are in good agreement with FCI reference data (differences are ca. 4 mE_h). As expected, variational orbital optimization results in lower total energies than the PS2 approach (ca. 30 mE_h). Note, however, that the variational orbital optimization converges to the same stationary point regardless of the initial guess orbitals (RHF or PS2-optimized;
TABLE II. Energy difference for CH\textsubscript{2} between the equilibrium geometry (\(r_e\)) and symmetrically stretched geometry (\(2r_e\)) using a cc-pCVDZ basis set. The equilibrium geometry and FCI reference data are taken from ref. [40]. PS2-AP1roG: projected-seniority-two orbital optimized AP1roG; vOO-AP1roG(BS)/(PS2): variational orbital optimization of AP1roG using RHF/PS2-optimized molecular orbitals as initial guess.

| Method         | \(E(r_e) [E_h]\) | \(E(2r_e) [E_h]\) | \(\Delta E [mE_h]\) |
|----------------|------------------|-------------------|---------------------|
| RHF            | 38.891405        | 38.520062         | 322.043 (\(-109.755\)) |
| PS2-AP1roG     | 38.956582        | 38.739566         | 225.816 (\(-3.523\)) |
| vOO-AP1roG(BS) | 38.95659         | 38.769222         | 226.436 (\(-4.147\)) |
| vOO-AP1roG(PS2)| 38.95659         | 38.769222         | 226.436 (\(-4.147\)) |
| DMRG H\textsubscript{50} | 39.061338 | 38.839834 | 222.290 |

TABLE III. Total energy per hydrogen atom as a function of the interatomic distance \(d_{1-H}\) (in bohr) for hydrogen chains of different length in \(E_h\). PS2-AP1roG: projected-seniority-two orbital optimized AP1roG; vOO-AP1roG: variational orbital optimization of AP1roG.

| \(d_{1-H}\) [bohr] | PS2-AP1roG | vOO-AP1roG |
|-------------------|------------|------------|
| 1.00              | -0.358124  | -0.358054  |
| 1.20              | -0.400602  | -0.400602  |
| 1.40              | -0.508042  | -0.508042  |
| 1.60              | -0.525773  | -0.525773  |
| 1.80              | -0.532758  | -0.532758  |
| 2.00              | -0.528623  | -0.528623  |
| 2.20              | -0.512675  | -0.512675  |
| 2.40              | -0.494904  | -0.494904  |
| 2.60              | -0.482201  | -0.482201  |
| 2.80              | -0.471527  | -0.471527  |
| 3.00              | -0.471323  | -0.471323  |
| 3.20              | -0.471263  | -0.471263  |
| 3.40              | -0.473057  | -0.473057  |
| 3.60              | -0.472917  | -0.472917  |
| 3.80              | -0.472940  | -0.472940  |
| 4.00              | -0.472970  | -0.472970  |
| 4.20              | -0.472990  | -0.472990  |
| 4.40              | -0.473010  | -0.473010  |
| 4.60              | -0.473030  | -0.473030  |
| 4.80              | -0.473050  | -0.473050  |
| 5.00              | -0.473070  | -0.473070  |

The acronym vOO-AP1roG. In particular, both orbital-optimization protocols result in symmetry-broken, localized molecular orbitals for all chain lengths and interatomic distances. As an example, the highest-occupied and lowest-occupied molecular orbitals (HOMO and LUMO) with respect to the HF reference determinant are shown in Figure 1(d).

For both orbital optimization schemes, the total energy per hydrogen atom varies marginally if the number of hydrogen atoms in the chains is increased (see Table III). As expected, the variational orbital optimization yields lower total ground state energies (and thus lower values for the energy per atom) than the PS2 scheme. A generalized Morse potential fit to the energy-per-atom data is displayed in Figure 2 for both orbital optimization schemes and different chain lengths. Specifically, close to the equilibrium distance (ca. 1.8 bohr) and in the vicinity of dissociation, the variations in the total energy per atom become considerably smaller than chemical accuracy. Larger differences can be observed for squeezed chains and for the smallest chain length studied in this work. We should emphasize that both orbital optimization procedures yield essentially parallel energy-per-atom curves (see Figure 2) with differences only up to 3 m\(E_h\). Our numerical analysis, thus, suggests that size-extensivity is not affected by the PS2 orbital optimization scheme.

Finally, Figure 2 shows the fitted DMRG reference energy-per-atom curve for the symmetric stretching problem of H\textsubscript{50}. The overall agreement of PS2-/vOO-AP1roG with DMRG is good [37]. Larger deviations from the DMRG reference are found around the equilibrium distance and originate from dynamic correlation effects that cannot be captured by AP1roG [15][16][37]. For stretched internuclear distances, the PS2-/vOO-AP1roG energy-per-atom curves are closely parallel to the DMRG reference.
VI. CONCLUSIONS

We have presented an alternative orbital optimization scheme for the AP1roG wave function that does not rely on the variational principle. Our approach is motivated by the observation that an orbital-optimized CI expansion constructed from the seniority-zero sector gives similar results to an orbital-optimized CI expansion constructed from the seniority-zero-plus-two sectors (PS2). We have compared this new orbital-optimization scheme to its variational counterpart for the $C_2$, LiF, CH$_2$ and linear hydrogen chain molecules containing 18, 34 and 50 hydrogen atoms.

In general, both orbital optimization procedures yield similar spectroscopic constants and energy differences. While the variational orbital optimization favors localized (symmetry-broken) solutions, the PS2 approach preferably retains spatial symmetry and yields delocalized (symmetry-broken) solutions, the PS2 approach seems to be more robust and less sensitive to the initial guess. However, an alternating variational-PS2-orbital-optimization procedure can be applied to increase convergence, in general, and to dodge local minima.

Different, less stringent approximations to the PS2 orbital gradient are currently being investigated in our laboratory.
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