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Abstract. In this work we will consider a family of nonautonomous dynamical systems
$x_{k+1} = f_k(x_k, \lambda), \lambda \in [-1, 1]^{\mathbb{N}_0}$, generated by a one-parameter family
of flat-topped tent maps $g_{\lambda}(x)$, i.e., $f_k(x, \lambda) = g_{\lambda_k}(x)$ for all $k \in \mathbb{N}_0$. We will
reinterpret the concept of attractive periodic orbit in this context, through the
existence of some periodic, invariant and attractive nonautonomous sets and
establish sufficient conditions over the parameter sequences for the existence
of such periodic attractors.

1. Introduction. If a dynamic process is generated by a one-dimensional map,
then insertion of a flat segment on the map will often lead to a stable periodic orbit.
This mechanism has been widely used in the control of chaos on one-dimensional
systems in areas as diverse as cardiac dynamics (see [3]), telecommunications or
electronic circuits (see [8] and references therein). Families of flat-topped tent maps
have also been used as models to study related families of differentiable maps, since
they are closely related with symbolic dynamics and are rich enough to encompass
in a canonical way all possible kneading data and all possible itineraries, see [4] or
[7].

Parameters in real world situations very often are not constant with time. In
that cases, the evolutionary equations have to depend explicitly on time, through
time-dependent parameters or external inputs. Then the classical theory of au-
tonomous dynamical systems is no longer applicable and we get into the field of
nonautonomous dynamical systems. The time dependence may be periodic or not.
Nonautonomous periodic dynamical systems can be used, for example, to model
populations with periodic forcing, see [2].

In [6] we studied the bifurcation structure of a family of 2-periodic nonau-
tonomous dynamical systems, generated by the alternate iteration of two flat-topped
tent maps. However, when we get into the general (non periodic) nonautonomous
context, usual notions from autonomous (and periodic nonautonomous) discrete
dynamics, like fixed or periodic points, invariant sets, attractivity and repulsivity
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must be reinterpreted and reformulated. This is the core of nonautonomous bifurcation theory, that has been developed in recent years by various authors, see for example [5] and references therein.

In this work we will consider a family of nonautonomous dynamical systems
\[ x_{k+1} = f_k(x_k, \lambda), \quad \lambda \in [-1, 1]^{\mathbb{N}_0}, \]
generated by a one-parameter family of flat-topped tent maps \( g_\alpha(x) \), i.e., \( f_k(x, \lambda) = g_{\lambda_k}(x) \) for all \( k \in \mathbb{N}_0 \). We will reinterpret the concept of attractive periodic orbit in this context, through the existence of some periodic, invariant and attractive nonautonomous sets and establish sufficient conditions over the parameter sequences, based on symbolic dynamics, for the existence of such periodic attractors.

2. Non autonomous flat-topped tent systems. Consider the standard tent map
\[ T(x) = \begin{cases} 
 2x + 1, & \text{if } -1 \leq x \leq 0 \\
 -2x + 1, & \text{if } 0 \leq x \leq 1
\end{cases} \]

Definition 2.1. Define the symbolic address of a point \( x \in [-1, 1] \), as
\[ ad(x) = \begin{cases} 
 L, & \text{if } x < 0 \\
 0, & \text{if } x = 0 \\
 R, & \text{if } x > 0
\end{cases} \]
and the itinerary of \( x \) under \( T \) as
\[ I_T(x) = ad(x)ad(T(x))ad(T^2(x)) \ldots ad(T^n(x)), \]
where \( n \) is the minimum such that \( T^n(x) = 0 \).

Let \( \Sigma \) be the set of sequences \( X_0 \ldots X_n \) such that \( X_k \in \{ L, R \} \) for all \( k < n \) and \( X_n = 0 \) if \( n < +\infty \). We say that \( X \) has length \( |X| = n \).

To each symbol we associate a signal reflecting the monotonicity of \( T \) in the corresponding branch, i.e.,
\[ \epsilon(L) = 1 \text{ and } \epsilon(R) = -1. \]

Now, for \( X \in \Sigma \) and \( 0 \leq j < |X| \), we define
\[ \epsilon_j(X) = \prod_{k=0}^j \epsilon(X_k), \]
and
\[ \epsilon(X) = \epsilon_{|X|-1}(X). \]

Define
\[ -L = R \text{ and } -R = L. \]

Considering the natural order relation \( L < 0 < R \), we will introduce an order structure in \( \Sigma \). More precisely, \( X < Y \) if and only if there exists \( r \leq \min\{|X|, |Y|\} \), such that \( X_j = Y_j \) for all \( j < r \) and \( \epsilon_j(X) < \epsilon_j(Y) \).

The next lemma is standard in symbolic dynamics and states that the order in the interval is preserved by the itineraries.

Lemma 2.2. Let \( x, y \in [-1, 1] \), then \( I_T(x) < I_T(y) \) iff \( x < y \).

Proof. See [1].

Consider the map \( \Phi : \Sigma \to I \), such that
\[ \Phi(X) = -\sum_{i=0}^{\lfloor |X|-1 \rfloor} \frac{\epsilon_i(X)}{2i+1}. \]
Lemma 2.3. For all $X \in \Sigma$, $X = I_T(\Phi(X))$.

Proof. If $X_0 = L$, then

$$\Phi(X) = -\frac{1}{2} - \sum_{i=1}^{\lfloor |X|/2 \rfloor} \frac{\epsilon_i(X)}{2^i} < 0$$

and

$$T(\Phi(X)) = -\sum_{i=1}^{\lfloor |X|/2 \rfloor} \frac{\epsilon_i(X)}{2^i}$$

$$= -\frac{\epsilon_1(X)}{2} - \sum_{i=2}^{\lfloor |X|/2 \rfloor} \frac{\epsilon_i(X)}{2^i}$$

so

$$T(\Phi(X)) \begin{cases} < 0 & \text{if } \epsilon(X_1) = 1, \ i.e., X_1 = L \\ > 0 & \text{if } \epsilon(X_1) = -1, \ i.e., X_1 = R \end{cases}$$

and

$$ad(T(\Phi(X))) = X_1.$$

Analogously, if $X_0 = R$, then

$$\Phi(X) = \frac{1}{2} - \sum_{i=1}^{\lfloor |X|/2 \rfloor} \frac{\epsilon_i(X)}{2^i} > 0$$

and

$$T(\Phi(X)) = \sum_{i=1}^{\lfloor |X|/2 \rfloor} \frac{\epsilon_i(X)}{2^i}$$

$$= \frac{\epsilon_1(X)}{2} + \sum_{i=2}^{\lfloor |X|/2 \rfloor} \frac{\epsilon_i(X)}{2^i}$$

$$= -\frac{\epsilon(X_1)}{2} + \sum_{i=2}^{\lfloor |X|/2 \rfloor} \frac{\epsilon_i(X)}{2^i},$$

so, again,

$$ad(T(\Phi(X))) = X_1.$$

Now the proof follows inductively. \hfill \square

Define the shift map $\sigma : \Sigma/\{0\} \to \Sigma$, as $\sigma(X_0 \ldots X_{|X|/2}) = X_1 \ldots X_{|X|/2}$. From the previous Lemma we can conclude the following.

Corollary 1. Let $X \in \Sigma$, then $\Phi(\sigma(X)) = T(\Phi(X))$.

Proof. From the definition of $I_T$ and the previous lemma we have that

$$\sigma(X) = I_T(T(\Phi(X))),$$

but then, applying Lemma 2.3 again, we get

$$\Phi(\sigma(X)) = T(\Phi(X)).$$

\hfill \square
Definition 2.4. Let \( u \in [-1, 1] \), a flat-topped tent map \( f_u : [-1, 1] \to [-1, 1] \) is defined as
\[
f_u(x) = \begin{cases} 
2x + 1, & \text{if } -1 \leq x \leq (u - 1)/2 \\
u, & \text{if } (u - 1)/2 < x < (1 - u)/2 \\
-2x + 1, & \text{if } (1 - u)/2 \leq x \leq 1
\end{cases}
\]

Remark 1. Alternatively we could define \( f_u(x) \) as
\[
f_u(x) = \min\{u, T(x)\}.
\]

Definition 2.5. Let \( \lambda \) system associated to \( \lambda \) is defined by the nonautonomous difference equation
\[
x_{k+1} = f_{\lambda_k}(x_k).
\]

Remark 2. Although this article focuses on flat-topped tent maps, all results are valid for any suitable family of unimodal flat-topped maps, considering the corresponding map \( \Phi(X) \).

For example, for the family of flat-topped quadratic maps \( f_h : I \to I \),
\[
f_h(x) = \min\{h, 1 - 2x^2\},
\]
we have
\[
\Phi(X) = \frac{\epsilon(X_0)}{2} \sqrt{2 - \epsilon(X_1)} \sqrt{2 - \epsilon(X_2)} \cdots \sqrt{2 - \epsilon(X_{|X|-1})} \sqrt{2}.
\]

3. Periodic nonautonomous attractors. Following [5], a nonautonomous set \( A \) is a subset of the extended state space \( I \times N_0 \) and its \( k \)-fiber is defined to be
\[
A(k) = \{ x \in I : (x, k) \in A \}.
\]

Definition 3.1. A nonautonomous set is called
\begin{itemize}
  \item \( p \)-Periodic if \( A(i + p) = A(i) \) for all \( i \in N_0 \).
  \item \( \lambda \)-Invariant, for \( \lambda \in T^{N_0} \), if \( f_{\lambda_k}(A(k)) \subset A(k+1) \) for all \( k \in N_0 \).
  \item \( \lambda \)-Attractive if, for each \( k \) there exists a neighborhood \( A'(k) \) of \( A(k) \) such that, for some \( n \), \( f_{\lambda_k+n} \circ \cdots \circ f_{\lambda_k}(A'(k)) \subset A(k + n') \) for all \( n' > n \).
\end{itemize}

Comparing with the analogous concepts introduced in [5], \( \lambda \)-invariant corresponds to forward invariant and \( \lambda \)-attractive in this context corresponds to locally attractive in [5].

Definition 3.2. Let \( \lambda \in T^{N_0} \), then a proper subset \( A \subseteq I \times N_0 \) is a nonautonomous \( p \)-periodic \( \lambda \)-attractor if it is \( p \)-periodic, \( \lambda \)-invariant and \( \lambda \)-attractive.

For a finite sequence \( X \in \Sigma \), define
\[
X_R = (X_0 \cdots X_{|X|-1})^\infty
\]
and
\[
X_L = X_0 \cdots X_{|X|-1} \hat{L} X_R
\]
where \( \hat{L} = \epsilon(X)L \), \( \hat{R} = \epsilon(X)R \) and \((.)^\infty\) denotes the infinite repetition of the finite word inside the parentheses.

Remark 3. From Lemma 2.3 and Corollary 1, we have that, for \( p = |X| \),
\[
T^p(\Phi(X_L)) = T^p(\Phi(X_R)) = \Phi(X_R).
\]
Definition 3.3. Let $X \in \Sigma$ be a symbolic sequence with $|X| = p < +\infty$, then a sequence $\lambda \in I^\infty$ is an $X$-sequence if, for all $n \in \mathbb{N}_0$, $\Phi(X^L) < \lambda_{np} < \Phi(X^R)$ and, for all $0 < j < p$, $\lambda_{np+j} > \max\{\Phi(\sigma^j(X^L)), \Phi(\sigma^j(X^R))\}$.

An $X$-sequence $\lambda$ is a strict $X$-sequence if, in addition, $\lambda_{np} = \lambda_0$, for all $n \in \mathbb{N}_0$.

The nonautonomous systems associated to an $X$-sequence, may or may not be periodic, even in the strict case. However they may be seen as time-dependent perturbations of $p$-periodic systems where $p = |X|$. The main difference between the strict and the non strict case is that, in the strict case perturbations in $np$ moments are not allowed.

Let $X \in \Sigma$ be a symbolic sequence with $|X| = p < +\infty$, $\lambda$ be an $X$-sequence, and

$$J_i = \left\{ \frac{\lambda_i - 1}{2}, \frac{1 - \lambda_i}{2} \right\}$$

be the constant plateau of $f_{\lambda_i}$ for each $i$. Then we consider the generalized constant plateaus

$$P(f_{\lambda_{(n+1)p-1}} \circ \ldots \circ f_{\lambda_{np}}) = \bigcup_{\lambda_{(n+1)p-2} \circ \ldots \circ f_{\lambda_{np}}^{-1}}(J_{(n+1)p-1})$$

$$P(f_{\lambda_{(n+2)p-2}} \circ \ldots \circ f_{\lambda_{(n+1)p-1}}) = \bigcup_{\lambda_{(n+2)p-3} \circ \ldots \circ f_{\lambda_{(n+1)p-1}}^{-1}}(J_{(n+2)p-2})$$

Definition 3.4. Let $X \in \Sigma$ with $|X| = p < +\infty$ and $\lambda$ be an $X$-sequence.

Define the sets $A_i = T^{i-1}(\Phi(X^L), \Phi(X^R))$, $i = 1, \ldots, p$ ($T^0 \equiv \text{id}$).

**Figure 1.** Construction of the sets $A_i$ for $X = RL0$, $X^R = (RLL)^\infty$ and $X^L = RLR(RLL)^\infty$.

Lemma 3.5. Let $X \in \Sigma$ be a symbolic sequence with $|X| = p < +\infty$, and $\lambda \in I^\infty$ be an $X$-sequence. Then, for all $n \in \mathbb{N}_0$,

$$A_p \subset P(f_{\lambda_{(n+1)p-1}} \circ \ldots \circ f_{\lambda_{np}}),$$

$$A_1 \subset P(f_{\lambda_{(n+1)p}} \circ \ldots \circ f_{\lambda_{np+1}}),$$

$$A_{p-1} \subset P(f_{\lambda_{(n+2)p-2}} \circ \ldots \circ f_{\lambda_{(n+1)p-1}}).$$
Proof. Beware that, throw this proof the extremes of the interval may not be in the correct order, i.e., we may write $|a, b|$ with $b < a$.

Now, since $X_i^L = X_i^R$ for all $i = 0, \ldots, p - 1$, from Corollary 1

$$A_p = T^{p-1}(\Phi(X^L), \Phi(X^R))$$

$$= \Phi(\sigma^{p-1}(X^L)), \Phi(\sigma^{p-1}(X^R))$$

$$= \Phi(\tilde{L}X^R), \Phi(\tilde{R}X^R)$$

and then, since $\lambda_{np} < \Phi(X^R)$,

$$\Phi(\tilde{L}X^R), \Phi(\tilde{R}X^R) \subset J_{np} \subset \mathcal{P}(f_{\lambda(n+1)p-1} \circ \ldots \circ f_{\lambda_{np}}).$$

For $i = 1, \ldots, p - 1$ and $j < p - i$, since $\lambda$ is an $X$-sequence,

$$f_{\lambda_{np+j-i-1}} \circ \ldots \circ f_{\lambda_{np+i}}(A_i) = T^i(A_i)$$

$$= T^{i+j-1}(\Phi(X^L), \Phi(X^R))$$

$$= \Phi(\sigma^{i+j-1}(X^L)), \Phi(\sigma^{i+j-1}(X^R))$$

so, for $j = p - i - 1$,

$$f_{\lambda_{np+p-1}} \circ \ldots \circ f_{\lambda_{np+i}}(A_i) = T^{p-1}(A_1) \subset J_{(n+1)p},$$

and so

$$A_i \subset (f_{\lambda_{np+p-1}} \circ \ldots \circ f_{\lambda_{np+i}})^{-1}(J_{(n+1)p}) \subset \mathcal{P}(f_{\lambda_{np+p-1}} \circ \ldots \circ f_{\lambda_{np+i}}).$$

\[
\square
\]

Lemma 3.6. Under the conditions of the previous lemma, if $x \in A_i$ then, for all $j \leq p - i$ and all $n \in \mathbb{N}_0$

$$(f_{\lambda_{np+i+j-1}} \circ \ldots \circ f_{\lambda_{np+i}})(x) = T^j(x).$$

Proof. If $x \in A_i$ then $T(x) \in T^i(\Phi(X^L), T^i(\Phi(X^R))$, so, since $\lambda_{np+i} > \max\{\Phi(\sigma(X^L)), \Phi(\sigma(X^R))\}$, then $T(x) = f_{\lambda_{np+i}}(x)$. Now, since $T(x) \in A_{i+1}$ the proof follows inductively. \[
\square
\]

It is immediate to conclude the following corollary.

Corollary 2. Let $X \in \Sigma$ be a symbolic sequence with $|X| = p < +\infty$, and $\lambda \in \mathbb{N}_0$ be an $X$-sequence, then, for all $n \in \mathbb{N}_0$ and $j = 0, \ldots, p - 1$,

$$(f_{\lambda_{np+j}} \circ \ldots \circ f_{\lambda_{np}})(0) = T^j(\lambda_{np}),$$

and

$$(f_{\lambda_{(n+1)p}} \circ \ldots \circ f_{\lambda_{np+1}})(\lambda_{np}) = \lambda_{(n+1)p}.$$
First we will consider $j = 0$. Since $\Phi(X^L) < \lambda_{np} < \Phi(X^R)$, $J_{np}$ is a neighborhood of $A_{np} = A_0$ and, from Lemma 3.6,
\[
F^p_\lambda(J_{np}, np) = F^p_\lambda(A_0, np) = (T^{p-1}(\lambda_{np}), (n+1)p) \subseteq (A_0, (n+1)p).
\]

Now we will consider $j > 0$: From the proof of Lemma 3.5, for all $n \in \mathbb{N}_0$ and $0 \leq j < p$ we can take $V_{n,j}$, the connected component of $(f_{\lambda_{np+j-1}} \circ \ldots \circ f_{\lambda_{np+1}})^{-1}(J_{(n+1)p})$ that contains $A_j$. Moreover, since $\lambda_{(n+1)p} < \Phi(X^R)$, $V_{n,j}$ is a neighborhood of $A_j$ and
\[
(f_{\lambda_{(n+1)p+j-1}} \circ \ldots \circ f_{\lambda_{np+1}})(V_{n,j}) = (f_{\lambda_{(n+1)p+j-1}} \circ \ldots \circ f_{\lambda_{np+1}})(A_j) = (T^j(\lambda_{(n+1)p}))(A_j)
\]
and
\[
\{T^j(\lambda_{(n+1)p})\} \subseteq A_j.
\]

Definition 3.9. Let $X \in \Sigma$ with $|X| = p < +\infty$ and $\lambda$ be a strict $X$-sequence, define the nonautonomous set $\mathcal{B}_\lambda$, where
\[
\mathcal{B}_\lambda(j + np) = \{(f_{\lambda_{j-1}} \circ \ldots \circ f_{\lambda_0})(0)\} \text{ for all } n \in \mathbb{N}_0 \text{ and } j = 1, \ldots, p
\]
and
\[
\mathcal{B}_\lambda(0) = \mathcal{B}_\lambda(p).
\]

Theorem 3.10. Let $X \in \Sigma$ with $|X| = p < +\infty$ and $\lambda \in F^{\mathbb{N}_0}$ be a strict $X$-sequence, then $\mathcal{B}_\lambda$ is a nonautonomous $p$-periodic $\lambda$-attractor.

Proof. $\mathcal{B}_\lambda$ is $p$-periodic, by definition and, from Lemma 3.6, it is $\lambda$-Invariant.

From Corollary 2, since $\lambda$ is strict then for all $n$
\[
(f_{\lambda_{np+j}} \circ \ldots \circ f_{\lambda_n})(0) = T^j(\lambda_{np}) = T^j(\lambda_0),
\]
so, from Lemma 3.5, for all $n$
\[
\mathcal{B}_\lambda(j + np) = T^j(\lambda_0) = T^j(\lambda_{np}) \subseteq P(f_{\lambda_{(n+1)p+j}} \circ \ldots \circ f_{\lambda_{np+j+1}}).
\]

Consequently, if $C_j$ is the connected component of $P(f_{\lambda_{(n+1)p+j}} \circ \ldots \circ f_{\lambda_{np+j+1}})$ that contains $\mathcal{B}_\lambda(j + np)$, then, for all $n' \geq p$
\[
F^p_\lambda(C_j, j + np) = F^p_\lambda(\mathcal{B}_\lambda(j + np), j + np) = (\mathcal{B}_\lambda(j + np + n'), j + np + n').
\]
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