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1 INTRODUCTION

We study the bursty emergence of meso-scale building blocks in bipartite streaming graphs representing web logs to uncover the crucial mixing patterns and identify/explain their microscopic generative origins by introducing a streaming growth model. All complex networks have an underlying bipartite structure [46, 109]. Even those networks that are naturally unipartite, e.g. social networks, have an inherent bipartite structure driving the topological structure of the unipartite version [46, 85, 108, 109]. These bipartite structures are captured by bipartite graphs, which are rich data models that provide full representation without information loss for interactions that naturally occur in one mode (compressed datasets as unipartite graphs [128]), or multiple modes (high order interconnections as hyper graphs [5, 57, 114]). A prevalent use case is where bipartite graphs capture the interactions of users with entities spanning different domains such as social networks (users-hashtags [122]), web-based services (users-websites, multimedia services, and products [58, 102, 112, 117]), financial systems (users-donation campaigns [4]), transportation systems (users-registered vehicles [59]), and communication systems (users-phone calls [120]).

Despite the widespread applications, richness and critical role in determining the topological properties, less is known about the growth and generative patterns of bipartite interconnected data particularly in streaming settings [22] where the continuous rapid temporal evolutions lead to unbounded/unknown stream length and non-stationary distributions of the underlying data snapshots. In this context, the temporal evolutions usually occur wrt the most recent graph topology (i.e. update events are not global); the evolving streaming rates leads to non-uniform inter-event statistics; and multiple generative sources (as well as factors such as transmission delays) cause out-of-order arrival of data records to a processing unit which has no control over the arrival order or data rate [42, 89]. Streaming graphs are different from aggregated temporal graphs that are a sequence of graph snapshots (representing a dynamic graph with an entirely available structure that undergoes temporal changes). Moreover, weight addition patterns [80], streaming context [88], and data-driven semantics [9] lead to burstiness in streaming record arrivals. An example is the case of user-product interactions in Alibaba e-commerce services that incurred a processing rate of 470 million event logs per second during a peak interval [88]. Current works study and model the generative patterns of static or aggregated temporal graphs commonly optimized for down stream analytics or ignore (1) multipartite/non-stationary data distributions, (2) emergence patterns (not just existence) of building blocks, and (3) streaming paradigms such as unbounded/time-sensitive updates, evolving streaming rates, and out-of-order/bursty records (e.g., [3, 6, 12, 43, 70, 112, 121, 126]). In this paper, we perform statistical analysis over web log streams to infer the key features governing the emergence of the mesoscale building blocks of the bipartite streaming graphs.

Mesoscopic network inference. Frequent subgraphs (motifs [81] or graphlets [97]) as the building blocks of graphs [81] play an important role in understanding the structure of graphs [1, 19, 55, 63, 74, 77, 79, 90, 95, 97–99, 103, 113, 118, 121]. Particularly, the presence of butterflies (2, 2-bicliques) as the simplest and most local form of cycles in the bipartite graphs has been identified as the main driver of transitivity and degree assortativity in the corresponding unipartite graphs (projections) [109]. Moreover, butterflies are of great importance in measuring properties such as cohesion, network stability and error tolerance [129]. Recently, various butterfly-based data models and analytic algorithms have been proposed for measuring rectangle-based connectivity, estimation of maximal bicliques and bitruss decomposition in heterogeneous information networks [6, 31, 36, 51, 73, 124]. In a previous study [98], we have shown that butterflies are temporal motifs with bursty emergence patterns giving rise to significantly higher occurrence numbers over the timeline of edge arrivals compared to random (null) graphs. The quantitative emergence pattern is formulated as the butterfly densification power law (BPL) which states that the number of butterflies at time
\( t \) follows a power law function of the number of edges at time \( t \). In real world graphs displaying BPL, there is a strong positive correlation between the butterfly support and degree of vertices and the probability of butterflies incorporating hubs (i.e. vertices with degree higher than average unique degree of seen vertices) is high. Also, there is a correlation between the frequency and average degree of hubs with the frequency of butterflies. Hence, the hubs are identified as the main contributors to bursty formation of butterflies. However, BPL does not happen in random bipartite graphs constructed by the preferential attachment model. In preferential attachment model [8], the degree of hubs increases over time with the arrival of new vertices; however, the number of butterflies does not grow as rapidly as that of real-world graphs. Therefore, there exist other factors besides the vertex degree that are impactful in butterfly densification. In this study, our goal is to discover these factors. We aim to answer two questions: how do butterflies as the building blocks of bipartite streaming graphs emerge over time? and what is the generative process underlying their emergence? The answers to these questions allow us to model the realistic growth patterns in bipartite streaming graphs. To further focus our research, we investigate the organizing principles in web-based user-item streams. The sequences of user-item interactions in web-services are typically associated with a weight that can be an explicit value such as rating, or an implicit value denoting the multiplicity of interactions between a pair of vertices. Moreover, the time-labeled interactions are continuously generated with a non-stable rate giving rise to emergence of an unbounded dynamic structure. The edge weights and fine grained temporal information enable exploring the temporal and connectivity patterns. We use publicly available data in which the timestamp and weight are explicitly given in the data records (common in rating graphs). We do not consider implicit weights computed by aggregating multiple edges between two vertices since such aggregations require aggregating the timestamps as well, which in turn manipulates the temporal properties and makes the temporal analysis unreliable. We study the bipartite structures directly as opposed to investigating the unipartite projections. Although projection enables using standard tools for analyzing unipartite graphs, three main issues exist: (1) information loss as the projection is not bijective and timestamps and weights are not captured in projection, (2) edge inflation as high degree vertices are transformed to dense cliques, and (3) unreliable patterns such as community structure and degree mixing patterns rooted from artificial edge densification and subgraph formation [15, 44, 46, 48, 68, 86].

**Contributions.** We explore the preference of vertices forming butterflies to connect to each other wrt strength similarity (i.e. strength assortativity) by integrating the vertex degrees and edge weights as vertex strength and considering burst of edges. To this end, we show the limitation of conventional approaches to study such mixing patterns and introduce a new quantification approach, based on tracking the localization of a vector embedding the data distributions in sequential burst-based graph snapshots, to enable effective temporal analysis of strength assortativity in graphs having abundant cliques, different scales, and multiple/skewed strength distributions; Utilizing this approach, we unveil the “scale-invariant strength assortativity of streaming butterflies” which represents a co-occurrence of three patterns:

1. **Butterfly densification:** The butterfly count grows super-linearly wrt the edge count.
2. **Strength diversification:** Butterflies display a wide range of vertex strengths with a right skewed distribution and the skew increases over time.
3. **Steady strength assortativity:** Butterflies display a stable strength assortativity since the right skewed distribution of strength difference of connected butterfly vertices is fixed-shape, although the skew increases over time, and strength differences are localized below the mean.

The co-occurrence of these patterns is counter-intuitive and interesting: As the stream and the number of butterflies grow rapidly, we observe that diversity of strengths for butterfly vertices
increases and strong (i.e. high strength) vertices get stronger and obtain weak neighbors with the increasing of variance of strength differences. Therefore, we expect an increasing trend of disassortativity. However, the majority of butterfly edges are formed by vertices with similar strength and this assortativity remains at a fixed level regardless of stream size or butterfly count. Therefore, the co-occurrence of these patterns implies non-trivial mixing patterns. Moreover, our analyses of existing growth mechanisms that yield skewed distributions, degree correlation, and cohesive structures highlight the essence of new growth models. We explain the confounding data-driven semantics in the domain of user-item interactions as these patterns relate to three graph theory concepts: burstiness, rich-get-richer, and core-periphery. Furthermore, we introduce $sGrow$, a streaming growth model that explains the observed patterns and preserves related concepts. $sGrow$ is based on addition of edge bursts which satisfies streaming data paradigms, preserves realistic patterns quantitatively and qualitatively, and also makes the stream generation scalable. Moreover, $sGrow$ enables generating a sequence of bipartite edges attributed with timestamps and weights, isolated/out-of-order edges, and four-vertex graphlets. Our evaluations validate that $sGrow$ efficiently and effectively reproduces the bursty emergence patterns of streaming butterflies, independent of initial conditions, scale, temporal characteristics, and model configurations. Our experiments also verify the robustness of $sGrow$ in generating realistic streaming graphs configured with user-specified properties that affect generation time, scale and burstiness of the stream, level of strength assortativity, probability of out-of-order streaming records, and time-sensitive connections. Our contributions in this paper are the following:

- A new measure for assortativity analysis. We introduce an effective quantification approach for mesoscale mixing patterns in weighted bipartite streaming graphs which is also applicable to static and/or unipartite graphs.
- Butterfly emergence patterns. We uncover the scale-invariant strength assortativity of streaming butterflies rooted from three real-world streaming graph patterns (butterfly densification, strength diversification, and steady strength assortativity) and three graph theory concepts (burstiness, rich-get-richer, and core-periphery).
- A streaming growth model. We introduce $sGrow$, a streaming growth algorithm that explains the observed patterns and preserves the confounding concepts while supporting streaming paradigms, emergence of 4-vertex graphlets, and user-specified configurations. Accordingly, we introduce:
  - A reference guide supported by extensive stress-testing experiments for configuring the parameters in benchmarking applications.
  - A set of microscopic mechanisms to benefit development of streaming algorithms and optimized-models.

**Impact.** While our quantification approach can benefit network inference over temporal graphs, our analysis of bipartite graph streams and our growth model are impactful in the following cases:

- **Streaming graph benchmarks.** Performance evaluation of algorithms including but not limited to butterfly-based algorithms relies on considering the characteristics of input graphs [11, 12, 21]. Given the lack of streaming graph generators, our work help understand the important graph characteristics as well as providing realistic configurable and scalable graphs for stress testing purposes.
- **Machine learning benchmarks.** Collecting/annotating the training/testing datasets for graph-based models in domains such as outlier detection and computer vision is challenging due to the nature of data (e.g., rare outliers and diverse image instances), and expenses of manually labeling the instances [91, 112, 123]. Solutions include building benchmark datasets via artificial instance injection [23, 35, 123] and applying weakly-supervised techniques [45,
Our analytical approach can be extended to such domains to inform the design of graph-based models with the temporal connectivity patterns and also generating realistic yet synthetic datasets to which the artificial instances are injected.

- **Concept drift modeling.** To improve the performance of online adaptive learning algorithms in stream-based recommender systems for web activities, it is important to consider the temporal evolution of modeled concepts due to a change in the distribution of log data or a change in the relation between data and target variable (i.e. concept drift) [7, 40, 96]. Considering a butterfly as two users with mutual preferences and two items with mutual perceptions, our work impacts modeling the parallel drift of concepts such as user preferences and item perception.

- **Algorithm developments.** Graph analytics and generative models utilize microscopic mechanisms and graph pattern for algorithm design [98, 112]. Our microscopic mechanisms and growth patterns benefit these cases as well.

The rest of the paper is organized as following: Section 2 reviews preliminaries and datasets; Section 3 introduces a new perspective for strength assortativity quantification; Section 4 is devoted to our observations in real-world and synthetic streams as well as a brief survey of related works on graph patterns and growth rules; Section 5 introduces sGrow; Section 6 reports the evaluations; Section 7 concludes the paper.

### 2 PRELIMINARIES AND DATASETS

We denote a bipartite graph as $G = (V, E)$, where $V = V_i \cup V_j$, $V_i \cap V_j = \emptyset$ and $E \subseteq V_i \times V_j$. We refer to $V_i = \{v_i\}$ and $V_j = \{v_j\}$ as i-vertices and j-vertices. We denote the set of immediate/nearest neighbors of an i-vertex $v_i$, called j-neighbors, as $N_j(v_i)$; similarly for i-neighbors $N_i(v_j)$.

**Definition 2.1 (Streaming Graph Record).** A streaming graph record (sgr) is a quadruple $r^m = \langle v^m_i, v^m_j, \omega^m_{ij}, \tau^m \rangle$ where $m$ is the sgr index, $\omega^m_{ij}$ is the weight of the edge between $v_i$ and $v_j$, and $\tau^m$ is the timestamp of the sgr assigned by the generative source.

**Definition 2.2 (Weighted Bipartite Streaming Graph).** A weighted bipartite streaming graph is an unbounded sequence of sgrs denoted as $\mathbb{R} = \langle r^1, r^2, \cdots \rangle$.

The sequence of sgrs can be ordered by either timestamps or arrival times. We consider the latter to support out-of-order sgrs (late arrivals).

**Definition 2.3 (Burst).** A burst is the batch of subsequent sgrs with same timestamp. The number of bursts in the stream is denoted as $N_b$ and equals to the number of unique timestamps.

We highlight that a burst is the batch of subsequent, not all, sgrs with same timestamp. This definition enables burst-based analysis of out-of-order sgrs.

**Definition 2.4 (Burst-based Graph Snapshot).** A burst-based graph snapshot, $G_{N_b}$, is the bipartite graph formed by the prefix of sgrs seen since the first timestamp $\tau^1$ until $N_b$-th unique timestamp. i.e. $G_{N_b} = (V, E)$, s.t. $V = V_i \cup V_j$, $V_i \cap V_j = \emptyset$, $E \subseteq V_i \times V_j$, and $E = \{ r^m | \tau^m \in [\tau^0, \tau^{N_b}] \}$.

Weighted bipartite streaming graphs display bursty patterns since (1) weight additions in temporal graphs follow bursty patterns [80], (2) data streams are commonly characterized as bursty [89, 125], and (3) data-driven semantics imply burstiness (for instance, human-initiated events are driven by the queuing processes of human decision making leading to non-Poisson inter-event statistics [9]). That is why real-world user-item interactions are characterized as bursty and the distribution of timestamps change over time. In other words, groups of interactions occur in short periods of intense activity (bursts) separated by relatively long gaps of inactivity. We study user-item data...
sets and due to the bursty characterization of these data streams, we conduct our analysis over graph snapshots created based on the number of bursts in the stream. This enables comparing the graph snapshots at different scales (number of vertices/edges) and also evaluating the temporal properties in parallel to structural analyses.

**Definition 2.5 (Vertex Strength).** Vertex strength (shortly strength) is defined as the total weight of edges connected to the vertex, $S_i = \sum_{j \in N_i} w_{ij}$, $S_j = \sum_{i \in N_j} w_{ij}$ [16, 17, 100].

Vertex strength is a natural generalization of the connectivity of graphs and is considered as a significant measure of graph properties in terms of weights [17]. We use this notion for parallel study of edge weights and vertex degrees and their impact on the emergence patterns of butterflies.

**Datasets** We use seven real-world graph datasets: Ciao [49], Epinions [104], WikiLens [39], MovieLens100k (ML100k) [53], MovieLens1m (ML1m) [52], Amazon [61, 75, 83], and Yahoo songs (Yahoo) [34]. All datasets are available at public repositories KONECT [67] and Netzschleuder [94]. These datasets include naturally occurring bipartite interactions as a set of records including the user ID, item ID, rating, and timestamp. The rating values are in the set \{1, 2, 3, 4, 5\} in all datasets except for WikiLens with ratings in \{0, 0.5, 1, ..., 4.5, 5\}. In WikiLens, we rounded the ratings and replaced ratings equal to 0 with 1 to convert the rating scale to 1−5. Table 1 provides the statistics of all the graph streams. These streams cover different structural properties (edge density, average vertex degree, and wedge (i.e. two-path) count) and temporal characteristics (number and average size of bursts). Ciao and Amazon have low average degree of both i- and j-vertices, while they are bursty streams. Epinions has higher average degree of i-vertices compared to that of j-vertices with a very high number of wedges (the building blocks of butterflies), and it is a bursty stream with large bursts. WikiLens has high average degree of i-vertices but it is not bursty. ML100k has high average degree of i- and j-vertices and high number of wedges and it is roughly as bursty as ML1m and Yahoo which have higher average degree of i- and j-vertices and higher number of wedges.

Table 1. Real-world user-item graph datasets. $d_i$ and $d_j$ denote the average degree of i-vertices and j-vertices, respectively. $N_b$ and $b = |E|/N_b$ denote the number and the average size of bursts, respectively. $\wedge$ denotes the number of wedges (two-paths).

|       | $|V_i|$ | $|V_j|$ | $|E|$ | $d_i$ | $d_j$ | $N_b$ | $b$ | $\wedge$ |
|-------|--------|--------|------|------|------|-------|-----|--------|
| Ciao  | 17,615 | 16,121 | 72,665 | 4.1  | 4.5  | 4,919 | 14.8| 4,896,641 |
| Epinions | 120,492 | 755,760 | 13,668,320 | 113.4 | 18 | 501 | 27,282 | 69,245,866,714 |
| WikiLens | 326 | 5,111 | 26,937 | 82.6 | 5.2 | 26,239 | 1 | 6,316,744 |
| ML100k | 943 | 1,682 | 100,000 | 106 | 59.4 | 49,282 | 2 | 18,367,254 |
| ML1m | 6,040 | 3,706 | 1,000,210 | 165.6 | 269.9 | 458,455 | 2.2 | 602,009,923 |
| Amazon | 2,146,057 | 1,230,915 | 5,838,041 | 2.7 | 4.7 | 3,329 | 1,753.7 | 627,186,651 |
| Yahoo | 1,000,990 | 624,961 | 256,804,235 | 256.5 | 410.9 | 105,331,405 | 2.4 | 4,627,224,528,654 |

Our analyses rely on exact butterfly listing over landmark windows which is computationally expensive in bursty streams. We use the exact algorithm in sGrapp suit [98] to list the butterflies over sequential burst-based graph snapshots. We study the emergence of a certain number of butterflies in different streams with different structural/temporal properties. That is, we consider the prefix of streams until the arrival of up to $\approx 6.5 \times 10^6$ butterflies which covers the entire stream in WikiLens with 26220 bursts and a prefix of 10000, 9600, 460, 2000, and 15000 bursts in ML1m, ML100k, Epinions, Amazon, and Yahoo, respectively. In Ciao, we checked the entire stream with 4900 bursts and $\approx 6.4 \times 10^5$ butterflies (Table 2). We divide the corresponding timeline of burst arrival into 20 equally distanced points and at each point we study the butterflies in the burst-based graph snapshot (Definition 2.4). In our analyses we care about the value and the trend of data points.
and the number of graph snapshots (here 20) just change the smoothness of the plots and does not affect the results since we check streams with different distribution of timestamps and the scale of graph snapshots differs in various streams. The number of edges/butterflies in each burst varies in different graphs depending on the burstiness of the graph stream.

Table 2. The number of edges \(E^{20}\), the number of bursts \(N_b^{20}\), and the butterfly count \(\bowtie^{20}\) of the 20th graph snapshot in real-world graph streams.

| Graph        | \(E^{20}\) | \(N_b^{20}\) | \(\bowtie^{20}\) |
|--------------|------------|-------------|----------------|
| Ciao         | 72,574     | 4,900       | 636,440        |
| Epinions     | 296,665    | 460         | 6,418,862      |
| WikiLens     | 26,918     | 26,220      | 6,556,913      |
| ML100k       | 18,696     | 9,600       | 6,492,834      |
| ML1m         | 22,795     | 10,000      | 6,678,784      |
| Amazon       | 2,194,7982 | 0,000       | 6,496,236      |
| Yahoo        | 42,105     | 15,000      | 6,496,563      |

3 ASSORTATIVITY ANALYSIS IN GRAPH STREAMS

The tendency of vertices to connect to similar vertices with respect to one of their quantitative/qualitative attributes is called assortativity/homophily [84]. In addition to connectivity insights (our primary goal in this paper), assortativity provides information about the dynamic behavior and robustness of the graph [29, 106]. For instance, degree disassortative complex networks compared to degree assortative networks exhibit higher epidemiological threshold leading to easier immunization, however assortative networks get higher resilience to systemic risk by degree-targeted immunization policies [29] (see [87] for a complete survey). Assortativity is usually studied with respect to vertex degrees. A previous study [72] has shown that studying the assortativity by considering just the degree does not completely uncover the organizational patterns in the structure of graphs. Leung and Chau [72] have introduced the weighted assortativity coefficient to measure the tendency of having a high-weighted edge between vertices with similar degrees. However, we are interested in strength assortativity, i.e. measuring the tendency of having an edge between vertices with similar strength, particularly in butterflies. In this section, we first establish the requirements for an effective measurement of strength assortativity that can accommodate analysis of mesoscopic, bipartite, and temporal structures; next, we introduce a new metric for strength mixing patterns called strength assortativity localization factor.

The assortativity coefficient \(r\) [84] is a common metric for assortativity [107, 109, 130]. Assuming that we are interested in quantifying the tendency of vertices to connect to each other based on the similarity of their attribute \(K\), \(r\) is computed as the pearson correlation of \(K\) of linked vertices and lies in the range \(-1 \leq r \leq 1\). Positive (negative) \(r\) signals (dis)assortativity and \(r = 0\) denotes random mixing. Another approach to study assortativity is to compute the average \(K\) of nearest-neighbors for each vertex and then aggregating the values by restricting the class of vertices with \(K = k\). We denote it as \(\langle K_n \rangle\) which is a function of \(K\). An increasing (decreasing) \(\langle K_n \rangle\) signals (dis)assortativity. This can be inferred by checking the sign of the slope of a linear fit for log-log plot of \(\langle K_n \rangle\) as a function of \(K\). In the following, we investigate the effectiveness of \(r\) and \(\langle K_n \rangle\) in quantifying the strength assortativity of butterflies.

We consider the evolution of two distributions over sequential graph snapshots: (1) \(Pr(\delta)\), the probability distribution of strength difference for connected butterfly vertices which is computed as \(Pr(\delta) = \frac{F(\delta)}{\sum F(\delta)}\), where \(F(\delta)\) is the number of edges with strength difference \(\delta\) and the sum runs...
over the range of $\delta$ values, and (2) $Pr(S_i)$, the probability distribution of strength for butterfly i-vertices which is computed as $Pr(S_i) = \frac{F(S_i)}{\Sigma F(S_i)}$, where $F(S_i)$ is the number of butterfly i-vertices with strength $S_i$. The same notations stand for j-vertices and $Pr(S_j)$.

As a running example in this section, we use the real-world graph stream Epinions and pick 20 equally-distanced points in the timeline of burst arrival. At each point ($N_b$), we calculate $r$ for the strengths of linked butterfly vertices in the corresponding graph snapshot $G_{N_b}$ (Figure 1.a). We also consider $Pr(\delta)$ at two points corresponding to the arrival of 92 (Figure 1.d) and 437 bursts (Figure 1.g). At $N_b = 92$, the probability that a butterfly edge has strength difference below the average strength difference $\mu_\delta$ is $Pr(\delta < \mu_\delta) = 0.67$. However, the assortativity coefficient is $r = 0.007$ suggesting no (dis)assortativity (i.e. random connection of butterfly vertices with no tendency to connect to (dis)similar vertices). Also, at $N_b = 437$, we observe that majority of butterfly edges fall in the region behind $\mu_\delta$ with probability $Pr(\delta \leq \mu_\delta) = 0.71$, while $r = -0.17$ suggests strength disassortativity.

The reason behind this confusing behavior of $r$ is its bias toward the distribution of strength of i- and j-vertices with respect to their average. To clarify, we consider $Pr(S_i)$ and $Pr(S_j)$ at these two time points (Figure 1.e,f,h,i). At $N_b = 92$, the probability that a butterfly i(j)-vertex has strength less than or equal to the average strength of butterfly i(j)-vertices $\mu_i (\mu_j)$ is almost equal to the probability that a butterfly i(j)-vertex has strength greater than the average strength of butterfly i(j)-vertices $Pr(S_i \leq \mu_i) = 0.57$ and $Pr(S_j \leq \mu_j) = 0.54$. Therefore, many strength deviations from the mean strength, particularly for j-vertices, would be zero, making the coefficient an insignificant value close to zero ($r = 0.007$). At $N_b = 437$, a large majority of butterfly i(j)-vertices have strength above the average strength of butterfly i(j)-vertices $Pr(S_i > \mu_i) = 0.9$, $Pr(S_j > \mu_j) = 0.8$, therefore their high deviations from the mean lowers the coefficient. In summary, the assortativity coefficient reflects the global correlation between $Pr(S_i)$ and $Pr(S_j)$ (two separate distributions). The assortativity coefficient fails to capture the pairwise correlations between strength of connected i- and j-vertices forming butterflies.

We examine the neighborhood-based approach for studying assortativity. Figures 1.b-c, show the nearest-neighbor average strength of vertices with strength $S$ [93]. At first glance, the decreasing trend suggests strength disassortativity: the higher the strength of a vertex, the lower the average strength of its neighbors and vice versa. However, we should consider the skewed $Pr(S_i)$ and $Pr(S_j)$ with high-strength vertices. Suppose that low-strength vertices are connected to many low-strength vertices and one high-strength vertex. In this case, the average strength of neighbors for these low-strength vertices would be high although the majority of neighbors have similar low strengths. That is, relatively few vertices having high strengths (because of many connections and/or connections with high weights) skew the average strength of their low-strength neighbors and hence mislead the assortativity interpretation. This again highlights the issue of measuring strength assortativity in graphs with broad and skewed strength distribution.

To conclude, using conventional assortativity metrics is not reliable for analyzing the strength assortativity of butterflies in bipartite streaming graphs since (1) $r$ is vertex-centric and reflects the global strength correlations rather than pairwise strength correlations. Particularly, in case of butterflies that each vertex contributes duplicate values because of two adjacent edges, vertices with strength equal/close to the mean ($S \sim \mu$), decrease the overall correlation, no matter what the strength of their neighbor is, (2) $r$ is designed for unipartite graphs and using it in bipartite graphs can bias the outcome by the strength distributions of i- and j-vertices, and (3) The neighborhood-based approach can be misleading in case of graphs with broad and skewed strength distributions since high-strength vertices have outlier impacts and make the interpretation difficult.
3.1 The Proposed Strength Assortativity Quantification Approach

Informed by the above discussion, an appropriate measure for the tendency of vertices to connect to vertices with similar strength that is applicable to butterfly edges should satisfy the following properties: (1) it should directly reflect the probability distribution of strength differences rather than the global correlations in the distribution of strengths; (2) it should not be designed based on neighbor information since in case of skewed distribution of strengths, it would be biased by the outlier vertices; and (3) it should enable comparison of strength assortativity for sequential graph snapshots in the same stream as well as comparison of strength assortativity of graph snapshots in different graph streams.

Our goal is to quantify and compare the distribution of strength differences in low dimension to enable temporal analysis over sequential graph snapshots of streams. A common approach for comparing distributions (usually degree distributions) is Kolmogrov-Smirnov test. However, this is sensitive to the distribution range and is not ideal for analyzing sequential graph snapshots and different graph streams. The Degree Distribution Quantification and Comparison (DDQC) approach [10] quantifies the degree distribution of a graph based on $4 \times 2^k$ regions in the degree distribution and uses this quantification for comparison. The regions are determined in two steps: first, the degree distribution is divided into four regions covering the intervals between five
subsequent points: \(\min(\text{degree}), \mu - \alpha \sigma, \mu, \mu + \alpha \sigma, \text{and } \max(\text{degree})\), where \(\mu\) is the mean degree and \(\sigma\) is the standard deviation of degrees and \(\alpha\) is a configurable parameter. Next, each region is divided into \(2^\beta\) equal sub-regions, where \(\beta\) is the second configurable parameter. Given these regions in the probability distribution, a vector is constructed with \(4\times2^\beta\) elements each representing the summation of probabilities in a corresponding region.

We consider the probability distribution of strength difference of connected butterfly vertices \(Pr(\delta)\) given a graph snapshot \(G_{N_b}\). Using burst-based snapshots enables fair comparison of different graphs with different temporal characteristics. Inspired by the DDQC approach, we divide \(Pr(\delta)\) into four regions based on the mean and standard deviation of \(\delta\) (\(\mu_{\delta}\) and \(\sigma_{\delta}\), see Figure 1.d,g). As long as the first region covers the low \(\delta\), the number/coverage of other regions for the tail of right-skewed distribution is not impactful in mixing pattern analysis. Accordingly, we summarize the probability distribution as an embedding vector \(F\) with four elements \((\Sigma_{i=1,...,4} F_i = 1)\). Each element corresponds to a region as below:

\[
F_1 = \sum Pr(\delta), \forall \delta \leq \mu_{\delta} \tag{1}
\]

\[
F_2 = \sum Pr(\delta), \forall \mu_{\delta} < \delta \leq \mu_{\delta} + \sigma_{\delta} \tag{2}
\]

\[
F_3 = \sum Pr(\delta), \forall \mu_{\delta} + \sigma_{\delta} < \delta \leq \mu_{\delta} + 2\sigma_{\delta} \tag{3}
\]

\[
F_4 = \sum Pr(\delta), \forall \delta > \mu_{\delta} + 2\sigma_{\delta} \tag{4}
\]

The vector \(F\) provides fine-grained information. Additionally, to express the strength assortativity as an scalar for simple network inference in temporal analyses, we define the strength assortativity localization factor as \(r^3 = F_1 - 0.5\) to track the localization of \(\delta\) (\(\delta\)) on the region behind mean (\(F_1\)). \(r^3\) lies in the range \([-0.5, 0.5]\). A (negative) positive \(r^3\) highlights strength (dis)assortativity and a zero value corresponds to random strength mixing. \(r = 0.5\) denotes perfect strength assortativity and \(r = -0.5\) denotes perfect strength disassortativity.

## 4 BUTTERFLY EMERGENCE PATTERNS

In this section, we analyze the butterfly emergence patterns in streaming graphs. We start by analyzing the real-world streaming graphs to identify the characteristic mixing patterns of butterflies (§ 4.1). We then briefly survey the related works on graph patterns and growth models (§ 4.2). Next, we study synthetic streaming graphs based on seminal structure growth models to explain the generative processes underlying the observed patterns (§ 4.3). Finally, we discuss our findings (§ 4.4).

### 4.1 Analysis of Real-world Graph Streams

Figure 2 shows the growth of butterfly count in real-world streams. To quantify this growth, we define the butterfly rate of each graph snapshot as the number of butterflies (\(\rightarrow\)) in the graph normalized by the number of edges (\(|E|\), \(\approx |E|\), and compute the average butterfly rate (plus/minus the standard deviation) over the sequential snapshots. As provided in Figure 2, the average butterfly rate is greater than 1 in all streams, indicating that the number of butterflies grows superlinearly with respect to the number of edges in the sequential graph snapshots. In some graphs the superlinearity starts after some time.

We compute \(Pr(\delta)\), the probability distribution of strength-differences of connected butterfly vertices, for the graph snapshots in the streams. We embed each probability distribution in a vector \(F\) as explained in § 3.1. Figures 3 and 4 demonstrate the evolution of \(F\) elements and their corresponding strength assortativity localization factor (\(r^3\)) over the timeline of burst arrivals. We observe that in all graph streams, butterfly edges have strength-difference less than equal to the average strength-difference (\(\mu_{\delta}\)) with probability \(Pr(\delta \leq \mu_{\delta})\approx 0.7\) (\(F\) is localized on \(F_1\)).
Fig. 2. Butterfly count versus edge count in real-world streams with various average butterfly rates.

\[ P(\delta) \] for all graphs is heavier in the region \([\mu_\delta, \mu_\delta + \sigma_\delta]\) with probability of \(P(\mu_\delta < \delta \leq \mu_\delta + \sigma_\delta) \approx 0.25 \) (according to \(F_2\) values) and gets lighter at the end. This demonstrates that the majority of butterfly edges are formed by vertices with similar strengths at all time points. Also, the strength assortativity localization factor is \(0.15 \leq r^s \leq 0.2\) in all graphs at almost all time points (Figure 4).

Fig. 3. F elements over the timeline of burst arrivals in real-world streams.

Figure 5 shows the evolution of three statistical quantities for \(Pr(\delta)\): (1) mean \(\mu_\delta\), (2) coefficient of variation \(CV=\sigma_\delta/\mu_\delta\), and (3) excess kurtosis \(Y_2=(N^{-1} \sum \delta_i (\delta_i - \mu_\delta)^4/\sigma_\delta^4)^{-3}\). Figure 6 shows the evolution of the same quantities for \(Pr(S_i)\) and \(Pr(S_j)\). \(CV\), also known as relative standard deviation (RSD), enables measuring the degree of variation (dispersion) over distributions with different mean values. A high-variance distribution has \(CV>1\) and a low-variance distribution has \(CV<1\). Distributions such as exponential distribution with equal mean and standard deviation have \(CV=1\). The excess kurtosis \(Y_2\) enables measuring the heaviness of the tail of distribution relative to a normal distribution (which has \(Y_2=3\)). A heavy-tailed distribution has a positive \(Y_2\) (called a \textit{leptokurtic} distribution) and a light-tailed distribution has a negative \(Y_2\) (called a \textit{platykurtic} distribution). Distributions such as family of normal distributions have zero \(Y_2\) (called \textit{mesokurtic}). We observe that the mean and standard deviation of strength-differences are equal to each other and evolve synchronously (Figure 5 – \(CV \approx 1\) for sequential \(G_{N_b}\)). On the other hand, the tail of right-skewed
Fig. 4. Strength assortativity localization factor ($r^s$) of butterflies over the timeline of burst arrivals in real-world streams.

Fig. 5. Coefficient of variation (circles), excess kurtosis (squares), and mean (diamonds) of butterfly strength-differences over the timeline of burst arrivals in real-world streams.

$Pr(\delta)$ gets heavier and the distribution gets broader (Figure 5 – $Y_2$ increases). In Ciao, the tail gets lighter initially and then gets heavier. Moreover, we observe that all of the graphs have right-skewed $Pr(S)$ which gets broader and more skewed over time with the tail of strength distribution becomes heavier/longer over time (Figure 6 – $Y_2$ and $CV>1$ increase). These observations make the steady behavior of strength assortativity more interesting; despite the fact that new high-strength vertices form butterflies and $Pr(\delta)$ gets broader, the relative standard deviation of $\delta$s does not change significantly and the strength assortativity localization factor $r^s$ remains steadily positive. This implies that these graphs obey non-trivial mixing patterns. Understanding these mixing patterns relies on studying the connection micro-mechanics responsible for generating the graphs. Therefore, in the following, we study the growth mechanisms using synthetic graphs and investigate their properties with respect to the observed patterns.
4.2 Related Works on Modeling of Graph Patterns - A Brief Survey

The graph models providing micro-mechanics or high-order generative process of graph structure are generally deemed as the explanation for the patterns observed in real-world graphs [13, 33, 69]. We review the graph patterns and the mechanisms used in different graph models to explain the patterns. Our goal is to identify the potential local rules [111] (attachment mechanisms based on connections to vertices and their neighborhoods) that explain the observed patterns in previous section. Therefore, we focus on growth models that lead to skewed distributions, degree correlation, and emergence of large numbers of cliques. In the next subsection, we analyze the synthetic streams based on candidate mechanisms to check whether they explain the observed realistic patterns. Our work deviates from the graph models optimized based on downstream analytics tasks (e.g. link prediction and node classification) and randomizing of the structures in which vertices are associated with feature vectors [112, 126] and also null (feature-driven) graph models [107] generating prescribed patterns/features such as degree-wise metamorphis coefficient [6], degree distribution [6, 38, 86, 101], subgraph distribution [116], and k-core sequence [107]. We refer to [24, 33] and references therein for surveys of these graph models.

Fig. 6. Coefficient of variation (circles), excess kurtosis (squares), and mean (diamonds) of strengths of butterfly (a-g) i-vertices and (h-n) j-vertices over the timeline of burst arrivals in real-world streams.
Table 3. Graph Patterns. CC and PL refer to clustering coefficient and power law, respectively.

| Patterns                          | Granularity | Dynamism   | References |
|----------------------------------|-------------|------------|------------|
| Small diameter & High CC         | Macroscopic | Static     | [115]      |
| Degree Correlation               | Microscopic | Static     | [84]       |
| Community structure              | Mesoscopic  | Static     | [41]       |
| Degree Distribution PL           | Microscopic | Static     | [14]       |
| Weight PL                        | Microscopic | Static     | [80]       |
| Snapshot/Vertex Strength PL      | Mesoscopic  | Static     | [17, 80]   |
| Gelling points                   | Macroscopic | Dynamic    | [80]       |
| Increasing Average Degree        | Microscopic | Dynamic    | [70, 71]   |
| Shrinking/Controlled Diameter    | Macroscopic | Dynamic    | [37, 70, 71] |
| Edge Densification               | Microscopic | Dynamic    | [70, 71]   |
| Bursty Weight Addition           | Microscopic | Dynamic    | [80]       |

**Graph Patterns.** Graph patterns characterize a microscopic, mesoscopic, or macroscopic property of a graph (depending on the granularity of the reporting pattern, i.e. vertices/edges, neighborhoods and motifs, or the entire topology) and can be viewed as either static or dynamic (depending on the underlying graph being a static snapshot or an evolving structure). Examples of static patterns include small diameter accompanied by high clustering coefficient [115], degree (anti)correlation [84], community structure [41], and power-laws (PL) such as degree distribution PL [14], weight PL [80], and snapshot/vertex strength PL [17, 80]. Examples of dynamic patterns include gelling points [80], increasing average degree, shrinking/controlled diameter, edge densification [37, 70, 71], and bursty weight addition [80]. Table 3 provides instances of different patterns partitioned across dynamism and granularity.

**Growth Models.** Two well-studied network growth mechanisms, preferential attachment and copying, form the basis of many generative models [2, 13, 20, 27, 30, 47, 50, 64, 66, 92] and are widely adopted in development of graph management approaches [25, 56, 60, 76, 79, 82, 119]. Both mechanisms are commonly applied in graph models based on the conception of adding a new vertex at each time step during an iterative process. Preferential attachment leads to skewed distributions, while copying mechanism leads to degree correlation [111] and emergence of large numbers of cliques when applied explicitly [66] or implicitly and among other mechanisms [70]. In the following, we review these mechanisms and their alternatives and extensions.

Barabasi-Albert model [14] starts with a small clique with $m_0$ vertices and applies the preferential attachment by connecting the new vertex to $m \leq m_0$ existing vertices selected randomly with probability proportional to their degrees. The preferential attachment rule has also been extended to strength-driven preferential attachment (SPA) where each new vertex is connected to $m$ existing vertices randomly selected with probability proportional to their strength [17, 18, 72]. It has been shown that preferential attachment is induced by the following microscopic mechanisms. All of these mechanisms imply that the probability that a vertex receives a new edge is proportional to its degree, therefore they amount to preferential attachment and lead to scale-free structures [8].

- **Copying** [62, 66]: at every time step, a new vertex is connected to a constant number of vertices and the end point of each new edge is a randomly selected vertex with probability $p$ or a neighbor of a prototype vertex with probability $1-p$.
- **Edge redirection** [65]: at every time step, a new vertex is added and a directed edge from the new vertex to a randomly selected vertex is created with probability $1-p$, or the edge is redirected to the ancestor of the randomly selected vertex with probability $p$. 
Random walks [110]: at every time step, a new vertex is connected a random vertex and the vertices reachable from it through breadth-first traversal with probability $p$ until no new target is found.

Attaching to edges [32]: at every time step, a new vertex is connected to two connected vertices.

The original version of copying, mentioned above, copies a neighbor of a randomly selected vertex with some probability at each time step. Other works have modified it as the following.

Butterfly model [80] mixes copying and random walk mechanisms: at every time step, with probability $p_{\text{host}}$ a new vertex picks a random vertex called host and with probability $p_{\text{link}}$ forms edges with the vertices reachable from the host through a probabilistic random walk with traversal probability $p_{\text{step}}$. This model exhibits shrinking diameter, stabilized next-largest weakly connected component size, and edge densification.

Growing network model with copying [64] connects the new vertex to a randomly selected vertex as well as its neighbors which leads to sparse ultrasmall graphs with logarithmic growth of the average degree wrt the number of vertices while the diameter equals 2.

Duplication divergence model [111] removes the copied neighbors with some probability leading to power law decay of clustering coefficient as a function of degree.

Nearest neighbors model [111] connects the new vertex to one randomly selected vertex and copies one neighbor with some probability leading to clustering coefficient power law and correlation between average neighbor degree and vertex degree.

Forest Fire model [70, 71] applies the copying process by recursively, connecting each new vertex to a randomly selected vertex and certain numbers of its randomly selected out- and in-neighbors with forward probability $p$ and backward probability $p_{b}$. This process leads to heavy-tailed in- and out-degree distributions due to an implicit preferential attachment, community structures due to neighbor copying mechanism [17], edge densification due to many internal-edge establishments, and shrinking diameter due to shortcut-edge establishments.

Our Work. We identify/explain mesoscopic dynamic patterns in weighted bipartite streaming graphs. To apply the local rules in which new vertices connect to target vertices and their neighbors, it is important to decide when and how many target vertices are selected, how to select the target vertices, and how to copy their neighbors. As we will discuss in the next section, in our growth model, we perform a preferential random walk (PRW) with a dynamic and randomized length bounded to a parameterized range and combined BFS and DFS traversals. We use this PRW as a backbone including the target i- and j-vertices. That is, the number of target vertices in each iteration is non-static and the target vertices are selected via strength-driven preferential method. Given a new edge between $v_i$ and $v_j$, we connect each target i-vertex $u_i$ to $v_j$ and we copy each $u_i$’s neighbor as a neighbor of $v_i$, with a parameterized probability $\rho$. We also connect each $u_i$ to a j-vertex $z_j$ selected uniformly at random. We perform this procedure for target j-vertices as well. This procedure is done during a burst addition mechanism in which a batch of new isolated edges with a randomized size $m$, bounded to a parameter value, are added to the graph. This burst addition adds burst per new vertex and per iteration. We further optimize the burst addition mechanism with realistic assignment of weights and timestamps to the edges to ensure realistic connection iterations. We also enforce a time-based filtering on the neighborhoods by using a sliding window over the computational graph.

4.3 Analysis of Microscopic Growth Mechanisms
As we discussed above, preferential attachment leads to skewed distributions, and copying mechanism (particularly with the implementation scheme of Forest Fire model) leads to degree correlation
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and emergence of cliques and edge densification as well. Therefore, in an attempt to explain the origins of the observed patterns in real-world streams, we investigate the properties of synthetic graph streams generated by these local rules. We synthesize weighted bipartite streaming graphs such that the graph structure grows according to the Forest Fire (FF) and strength preferential attachment (SPA) models. To this end, we create directed graphs via the growth models and treat the source vertices as the i-vertices and destination vertices as the j-vertices. For the timestamp assignment, we use the time step at which new vertices are connected to existing vertices and for the weight assignments, we use random integers in the range $[1, 5]$ (the same weight scale as in real-world streams). In Forest Fire model, when the backward-burning probability $p_b$ is fixed and the forward-burning probability $p$ increases, the graphs become denser and more clique-like with low diameter [71]. Therefore, we generated graphs with fixed $p_b = 0.3$ and $p = 0.15$ (sparse region), 0.4 (transition region), and 0.7 (dense region). Our experiments show that most of the edges are burned (visited) after checking the neighbors of the ambassador vertex, therefore we do not check further edges to reduce computations and also allow addition of new external links beside the internal densification. In the SPA model, we use $m \in \{10, 50, 100\}$ since the average degree of vertices in real-world streams are mostly below 100 (Table 1). We use the same analytical approach as for real-world streams to investigate the emergence patterns of butterflies in the synthetic streams quantitatively (by checking the growth patterns of butterfly count) and qualitatively (by checking the assortativity patterns of butterflies and the confounding distributions).

As shown in Figure 7, the butterfly count has a slow growth in FF streams and a speedy growth in SPA streams. The average butterfly rate is less than 1 in FF streams and higher than 500 in SPA streams. That is, the growth of butterfly count with respect to the number of edges in the sequential graph snapshots is sub-linear in FF streams and extremely super-linear in SPA streams.

Figure 8 shows the evolution of $r^s$ and the corresponding $F$ elements for the three parameter regions in FF streams. As the graph grows, in the transition region, the assortativity level fluctuates, and, in the sparse and dense regions, it changes trivially (0.02). We check the statistics of the corresponding $Pr(\delta)$s in Figure 9 and that of $Pr(S_i)$s and $Pr(S_j)$s in Figure 10. Although in FF stream butterflies emerge such that the range of $Pr(S_i)$ and $Pr(S_j)$ get broader and more skewed over time, strength-difference of butterfly edges retain the same distribution. $Pr(\delta)$ remains unchanged with a low dispersion ($CV < 1$) as the graph grows in each region since the mean, and standard deviation are fixed and the tail changes slightly over time. Therefore, it is not surprising that $r^s$ is stable. Moreover, in the denser graphs with more butterflies, assortativity patterns vanish ($r^s \rightarrow 0$ as $p$ increase).

Figure 11 shows the evolution of $r^s$ and the corresponding $F$ elements in SPA streams. For small values of $m$, there is no assortativity pattern. For $m = 100$, the graph snapshots display weak assortativity ($0.05 \leq r^s < 0.1$). We check the statistics of the corresponding $Pr(\delta)$s in Figure 12 and that of $Pr(S_i)$s and $Pr(S_j)$s in Figure 13. As the graph grows, for all values of $m$, diversity of the strength of i- and j-vertices does not change significantly (small change in $\mu_i$, $\mu_j$, and corresponding $CV$ and $Y_2$). The strength-differences continuously follow a skewed distribution with a short tail as most $\delta$s remain around the mean ($F_1 + F_2 \approx 0.85$ and $CV < 1$) and the skewness does not grow to very high numbers.

4.4 Discussion

We observe the following concurrent mixing patterns held in the real-world streams as butterflies emerge over time:

$p_1$  Butterfly densification – The number of butterflies grows over time and at each time point it is a super-linear function of the number of edges. This is in line with a previous study [98].
(a) FF, $p = 0.15, 0.04 \pm 0$
(b) FF, $p = 0.4, 0.08 \pm 0$
(c) FF, $p = 0.7, 0.09 \pm 0$
(d) SPA, $m = 10, 556.6 \pm 24.5$
(e) SPA, $m = 50, 558 \pm 22.4$
(f) SPA, $m = 100, 548.1 \pm 17$

Fig. 7. Butterfly count versus edge count in FF and SPA streams with various average butterfly rates.

(a) $p = 0.15$
(b) $p = 0.4$
(c) $p = 0.7$

(d) $p = 0.15$
(e) $p = 0.4$
(f) $p = 0.7$

Fig. 8. (a-c) strength assortativity localization factor and and (d-f) corresponding F elements of butterflies over the timeline of burst arrivals in FF streams with $p_b = 0.3, p = 0.15, 0.4, 0.7$.

(a) $p = 0.15, p_b = 0.3$
(b) $p = 0.4, p_b = 0.3$
(c) $p = 0.7, p_b = 0.3$

Fig. 9. Coefficient of variation (circles), excess kurtosis (squares), and mean (diamonds) of butterfly strength-differences over the timeline of burst arrivals in FF streams with $p_b = 0.3, p = 0.15, 0.4, 0.7$.

Strength diversification – $Pr(S)$ of butterflies is initially mesokurtic and gets more right-skewed as the right tail grows heavier/longer ($Y_2$ starts from 0 and rises to extremely high values). The dispersion of strengths increases over time ($CV > 1$ increases) as the standard deviation increases and the mean decreases.
Fig. 10. Coefficient of variation (circles), excess kurtosis (squares), and mean (diamonds) of strengths of butterfly (a-c) i-vertices and (d-f) j-vertices over the timeline of burst arrivals in FF streams with $p_b = 0.3$, $p = 0.15, 0.4, 0.7$.

Fig. 11. (a-c) strength assortativity localization factor $r^s$ and (d-f) corresponding $F$ elements of butterflies over the timeline of burst arrivals in SPA model with $m = 10, 50, 100$.

Fig. 12. Coefficient of variation (circles), excess kurtosis (squares), and mean (diamonds) of butterfly strength-differences over the timeline of burst arrivals in SPA model with $m = 10, 50, 100$.

$p_3$ Steady strength assortativity – The strength assortativity localization factor $r^s$ is fixed at a positive value over time due to the fixed-shaped yet growing distribution of strength-differences of butterflies. $Pr(\delta)$ is initially mesokurtic and gets more right-skewed as the
Fig. 13. Coefficient of variation (circles), excess kurtosis (squares), and mean (diamonds) of strengths of butterfly (a-c) i-vertices and (d-f) j-vertices over the timeline of burst arrivals in SPA model with $m = 10, 50, 100$.

right tail grows heavier/longer ($Y_2$ starts from 0 and rises to extremely high values). However, the dispersion of strength-differences does not change ($CV \approx 1$) due to synchronous evolution of mean and standard deviation. Also, the proportion of $\delta s$ in different regions of $Pr(\delta)$ is constant (stable $F$ elements). Therefore, the shape of the distribution is stable although the range expands.

The co-occurrence of these patterns is counter-intuitive and interesting. As the stream and the number of butterflies grow rapidly, we observe that diversity of strengths for butterfly vertices increases and strong (high-strength) vertices get stronger and obtain weak neighbors with the increasing of variance of strength differences. Therefore, we expect an increasing trend of disassortativity. However, we observe that the majority of butterfly edges are formed by vertices with similar strength and this assortativity remains at a fixed level regardless of stream size or butterfly count. We refer to this phenomenon as *scale-invariant strength assortativity of streaming butterflies*, which is originated by the three parallel mixing patterns of butterflies.

To explain the data-driven semantics of the observed patterns in the domain of user-item rating streams, we relate them to the following graph concepts:

- **Burstiness** – User-item interactions can be viewed as human-initiated events which introduce two levels of burstiness: individual-level and group-level. The former relates to the interactions of each user with several items at each time point or sequential time points with negligible differences. Such bursty interactions leads to formation of many wedges incident to each user/item. The latter relates to the concurrent interactions of several users at each time point. Such bursty interactions lead to merging the individual-level wedges and densification of butterflies. The significance of this continuous burstiness can change over time due to different circumstances leading to peak hours. For instance, Alibaba has reported that customer purchase activities during a heavy period in 2017 resulted in generation of 320 PB of log data in a six hour period [88].

- **Strong-get-stronger** – Online platforms utilize filters such as trends, best sellers, mostly viewed, hot/top categories, newly added, as well as timely promotions, point collection rewarding strategies, and (advertised) recommendations. These systematically lead to the increasing popularity and visibility of the items with most interactions and encouraging the users to interact more and become more active. Such interaction mechanics are similar to the
rich-gets-richer argument, where the richness denotes the vertex strength. The butterflies are formed incident to such highly connected and high strength users/items (strong vertices) leading to butterfly densification and diversification of strengths.

- Core-periphery – Popular items attract the active users and in another view, active users mostly engage with trending items or make items trending/popular. This is similar to the mesoscale phenomenon core-periphery \([28, 54]\) also called rich club \([26, 127]\) stating that high-degree vertices tend to connect to each other and create a core attracting the new connections. Such core sets of vertices with high degrees/strengths in user-item streams create numerous edges between strong users and items with high butterfly support leading to assortativity patterns of butterfly vertices.

We now discuss the properties of FF and SPA streams with respect to the observed patterns. FF streams follow \(\beta_2\) but not \(\beta_1\) and \(\beta_3\). In FF streams, as the new vertices attach to random vertices (ambassadors) and reach high-degree vertices (hubs) through copying the neighbors of ambassador, new butterflies emerge and the diversity of strength of butterfly vertices increases. When the probability of neighbor copying \(p\) is low (sparse regions), the new vertex establishes fewer connections, therefore, the probability of connecting to the high-strength hubs is lower and also the strength of the new vertex remains low. As a result, many edges have low strength-difference, \(Pr(\delta)\) is broader, and strength assortativity localization factor is positive. On the other hand, when \(p\) is high, although the number of butterflies is higher, the connections are established between pairs of vertices with both low and high strength-difference since the ambassadors and their neighbors are selected uniformly at random. As a result, \(Pr(\delta)\) has a lower variance and the strength assortativity displays randomness. Moreover, the butterfly count is a sub-linear function of the number of edges over time even when the graph displays edge densification (in dense regions). SPA streams follow \(\beta_1\) but not \(\beta_2\) and \(\beta_3\). In SPA streams, as new low-strength vertices attach to \(m\) vertices with the highest strengths (strong vertices), many butterflies are formed around the high-strength vertices with a rate much higher than that of real-world streams. When the number of connections per new vertex \(m\) is higher, the probability of attachment to low-strength vertices is higher since the number of strong vertices is limited, therefore the number of edges among low-strength vertices increases. As a result, the graphs display weak strength assortativity when average degree is high. When \(m\) is low, the number of edges with high strength-difference is higher compared to the case with high \(m\), although they don’t exceed edges with low strength-difference. The diversity of \(Pr(S)\) and \(Pr(\delta)\) does not increase significantly in either cases.

To summarize, FF streams with implicit degree-driven preferential attachment and neighbor copying yield graphs with increasing diversity of strengths of butterfly vertices, however the quantity of butterflies and their mixing schemes do not preserve realistic patterns. SPA streams with pure strength-driven preferential attachment lead to graphs with rapidly growing butterfly density, however the mixing patterns do not match realistic patterns. This highlights the essence of a growth model which has both strength-driven preferential attachment and neighbor copying flavors to ensure a balanced butterfly densification and incremental strength diversity. Further considerations regarding the integration of these two mechanisms with other effective mechanisms are also required to create realistic streams. We resolve this in the next section.

5 THE PROPOSED STREAMING GROWTH MODEL: sGrow

In the previous section, we identified burstiness, strong-gets-stronger, and core-periphery as the semantic concepts explaining the butterfly emergence patterns and also the strength preferential attachment and neighbor copying as the microscopic mechanisms explaining the butterfly densification and strength diversification. Now, we integrate these concepts and growth mechanisms with
further mechanisms that we introduce in the body of our streaming growth model, called sGrow, to explain the co-occurrence of all three realistic emergence patterns of butterflies in streaming graphs such that all four-vertex graphlets emerge in the graph, the sgrs are realistic (i.e. preserve streaming data characteristics), and the stream properties are configurable. Figure 14 illustrates a summary of introduced microscopic mechanisms and the techniques for implementing them.

Fig. 14. Introduced microscopic mechanisms and techniques for explaining butterfly emergence patterns.

5.1 Overview

We provide an overview of sGrow (Algorithm 1 - Figure 15). We use a sliding window mechanism to generate a sequence of sgrs that constitute the synthetic weighted bipartite streaming graph. In the following G refers to the computational graph snapshot formed by the sgrs within the sliding window. The output stream is a sequence of sgrs denoted as R. The time step t, is the computational time point used for controlling the sliding window and the timestamp τ is the sgr’s time-label which follows the timestamp scale of an initial graph snapshot. We use five-point scale [1, 5] (similar to that of real-world streams) to generate weights.

G and R are initiated with an initial graph snapshot G0 = (V0, E0). The sliding window’s beginning border Wb is set to the first timestamp in G0 (lines 1-5 - Figure 15.a). At each time step t, m (a random number in [0, M), where M is a parameter) new sgrs r^{l=1,...,m}=<v^l_i, v^l_j, ω^l_{ij}, τ> with new vertices are created and added to R and G (Figure 15.b,c). The shared timestamp is one plus the last timestamp in G and the weights are random integers ω^l_{ij}∈[1, 5] (line 8). To connect these new isolated edges to the rest of sgrs, the following procedure is followed. A random integer ω∈[−1, 5] is generated based on which, one of the following three operations is performed for each of the m new sgrs in parallel (lines 10-22). Additions and removals happen as described in § 5.2.
• \( \omega=-1 \), the connection between \( v_i \) and \( v_j \) is removed from \( \mathcal{R} \) and \( G \) (line 13). This edge removal introduces isolated vertices if the vertices do not acquire neighbors from the current or next batch (\( v_{12}^{12}, v_{12}^{12}, \) and \( v_{13}^{13} \) in Figure 15.b). Since real-world streaming graphs are dominated by edge additions, we give a lower probability to removals.

• \( \omega=0 \), nothing happens (line 15). This no-operation introduces a gap of inactivity between streaming records to form bursts and also introduces isolated edges. If the current sgr \( r_i \) is not connected to the subsequent sgrs in current batch \((r_i') \) the following batches, it will remain isolated \((r_i'' \) in Figure 15.c).

• \( \omega>0 \), a j-vertex \( u_j^0 \) in \( G \) (\( v_j^{11} \) in Figure 15.b and \( v_j^{14} \) in Figure 15.c) is randomly selected via Strength Preferential Selection (SPS) (\$5.3). Next, a Preferential Random Walk (PRW) starting from \( u_j^0 \) is performed in \( G \) (\$5.4). The number of hops in PRW (i.e. walk length) is a random integer \( L \) in the parameter range \([L_{min}, L_{max}]\). Using this PRW as a backbone, bursts of new sgrs between \( r_i \) and the rest of sgrs in \( G \) and \( \mathcal{R} \) are established (\$5.5). After adding the last edge with weight \( \omega' \), the timestamp \( \tau \) is incremented as a function of \( \omega' \): \( \tau=\tau+((\omega' - 5)(\omega' - 4)(\omega' - 3)/2) \). This function creates a timestamp interval as soon as generation of a sgr with low weight (i.e. \( \omega' \leq 2 \)), therefore it helps characterize the burstiness of the stream (lines 17-22). This is based on an observation in real-world streams that the last sgr in each burst has a low weight. It is noteworthy that there are two level of burstiness: (1) the bursts initiated by each \( r_i \) as described here, and (2) the bursts created concurrently by \( m \) sgrs \( r_i'=1,...,m \) which can be assumed as multiple generative sources.

The aforementioned procedure takes place for all \( m \) new sgrs in parallel\(^1\). After that, any newly added vertex with less than two neighbors is removed from \( G \) (line 23 - \( v_{22}^{22} \) and \( v_{22}^{22} \) in Figure 15.c). This removal of new isolated vertices is done to retain a connected computational graph, yet the old vertices whose adjacent edges are discarded by the window (as described below) become isolated in \( G \) (\( v_{12}^{13} \) in Figure 15.c). Also, the stream may hold isolated vertices/edges \( (v_{12}^{12}, v_{12}^{12}, v_{12}^{12}, \) and \( v_{13}^{13} \) in Figure 15.c). Next, the timestamp is incremented by one (line 24). The window slides as \( W^b \) is incremented by \( \beta \); the edges with timestamps out of the sliding window are removed from the graph after each \( \beta \) time steps; and the time step is reset to zero (lines 25-28). This sliding window mechanism is used to avoid pure preferential attachment to old vertices in global scale and create time-sensitive and local connections leading to emergence of young hubs (high degree vertices) to support the observations of real-world stream analysis in [98]. The generation process happens continuously and \( \mathcal{R} \) streams-out as the sgrs are generated. This process can be restricted to continue until a desired number of sgrs \( S \) are generated (\(|\mathcal{R}| = S \)) and then return the stream \( \mathcal{R} \).

5.2 Data Structures

We describe the object-oriented data structures and basic graph/stream operators used in the algorithms. A vertex is an object with three attributes: ID, Strength, and timestamp \( \tau \). A new \((i,j)\)-vertex \( v_i(v_j) \) is assigned an integer ID equal to the current number of \((i,j)\)-vertices, a strength initialized to zero, and a timestamp equal to that of the edge by which this vertex is added. We use dot notation to refer to attributes of an object, e.g. \( v_i.ID \) denotes the ID of the vertex \( v_i \). An edge/sgr between vertices \( v_i \) and \( v_j \) is an object with four attributes: i-vertex (object \( v_i \)), j-vertex (object \( v_j \)), timestamp (integer \( \tau \)), and weight (integer \( \omega \)). The connections of graph \( G \) are stored by two hash-map data structures to map each vertex ID to the hash-set of its immediate neighbors: \( i\text{Neighbors} = \{ (v_i.ID : N_i(v_i)) \} \) and \( j\text{Neighbors} = \{ (v_i.ID : N_j(v_i)) \} \). We use hash-sets since we don’t store multiple edges between two vertices in the computational graph and we use hash-map

\(^1\)We implemented this algorithm in a single machine shared-memory architecture; a distributed version is doable but not considered in this paper.
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Fig. 15. (left) The computational graph $G$ (right) and the stream $\mathcal{R}$ at the end of time steps $t=0$, $1$, $2$ with $\beta=2$, $\rho=0.4$, $M=5$, and $L \in [1, 2]$. New edges are in red and PRW edges are in green. (a) At $t=0$, the stream and the computational graph are initiated with $G_0$. (b) At $t=1$, a batch of 4 new sgrs ($r_{l=11,12,13,14}$) with same timestamps is created which incur no-op, removal, removal, and burst addition, respectively. $v_{13}$ acquires two neighbors after the removal of its connection to $v_{13}$. (c) At $t=2$, a batch of 2 new sgrs ($r_{l=21,22}$) with same timestamps is created which incur burst addition and no-op, respectively. $r_{22}$ does not acquire any neighbor and consequently is removed from $G$. For simple illustration, we do not depict timestamps and weights in this figure and assume that the edges in $G_0$ expire from the window as their timestamps are below the $W^b$.

for fast access to the neighborhoods. The sgrs in $\mathcal{R}$ are stored in a vector that retains the edges in the order of their additions which include out-of-order sgrs wrt timestamps as we explain in § 5.5. When a new edge is added/removed to/from the graph or stream these data structures are updated accordingly and also the strengths of the vertices at the either ends of the edge are incremented/decremented by the weight of the edge.

5.3 Strength Preferential Selection

We describe function $SPS(V)$ given in Algorithm 2, which is invoked in Algorithms 1 and 3. This function selects a random vertex in the set $V$ according to strength preferential probability
Algorithm 1: sGrow

Data: $G_0$: an initial graph

Input: $\rho$: connection probability, $M$: maximum number of new edges, $\beta$: slide parameter, $[L_{min}, L_{max}]$: range of PRW’s length

Output: $\mathcal{R}$, sequence of streaming graph records

1. $G \leftarrow G_0 = (V_0, E_0)$  // computational graph
2. $\mathcal{R} \leftarrow E_0$  // sequence of sgrs
3. $\tau \leftarrow 1+$ last timestamp in $G_0$  // timestamp
4. $t \leftarrow 0$  // time step
5. $W^b \leftarrow$ first timestamp in $G_0$  // sliding window’s beginning border

while true do

7. $t \leftarrow t + 1$
8. Add $m \in [0, M)$ new sgrs $r^{l=1,..,m}$ to $\mathcal{R}$ and $G$
9. for each $r^{l=1,..,m} = (v_i^l, v_j^l, \omega^l, \tau)$ do
10.  $\omega \leftarrow$ a random integer in $[-1, 5]$
11.  switch $\omega$ do
12.    case -1 do
13.      Remove $v_i^l - v_j^l$ from $\mathcal{R}$ and $G$.
14.    case 0 do
15.      No operation
16.    otherwise do
17.      $u_j^l \leftarrow$ SPS($V_j$)
18.      $L \leftarrow$ a random integer in $[L_{min}, L_{max}]$
19.      $(PRW_i, PRW_j) \leftarrow$ PRW($u_j^l$, false, $G$, $L$)
20.      addBurst($v_i^l, v_j^l, PRW_i, G, \mathcal{R}, \rho$)
21.      addBurst($v_i^l, v_j^l, PRW_j, G, \mathcal{R}, \rho$)
22.      $\tau \leftarrow \tau + \lfloor (\omega^l - 5)(\omega^l - 4)(\omega^l - 3) \rfloor$
23. Remove any newly added vertex $v_i^l$ and $v_j^l$ with less than 2 neighbors from $G$
24. $\tau \leftarrow \tau + 1$
25. $W^b \leftarrow W^b + \beta$
26. if $t = \beta$ then
27.      Remove any edge with timestamp less than $W^b$ from $G$
28.      $t \leftarrow 0$

$\Lambda_v = \frac{v\text{.strength}}{\sum_{v' \in V} v'\text{.strength}}$ [17, 18]. Vertices in $V$ are concurrently added to a list with multiplicity equal to their strength (lines 4-6). Next, the list is shuffled (line 7) and a random element $v_0$ in the list is selected as the output vertex (lines 8-9).

5.4 Preferential Random Walk

We describe function $PRW(starter, isI, G, L)$ given in Algorithm 3. This function performs a random walk with $L$ hops on a graph $G$. It starts from a $starter$ vertex whose type determines a boolean flag $isI$ (true when $starter$ is an i-vertex and false otherwise). At each hop, a neighbor of the
**starter** vertex \((u_i \in N_i(\text{starter}), u_j \in N_j(\text{starter}))\) is selected via strength preferential selection (invoking \(SPS(N_i(\text{starter})), SPS(N_j(\text{starter}))\) – Algorithm 2). The selected neighbor \((u_i, u_j)\) is added to a hash set of unique vertices \((\text{PRW}_i, \text{PRW}_j)\) and is set as the **starter** vertex. The starter flag is accordingly set and the hop counter is incremented by one (lines 6-10 and 12-16). The next hop starts with the last added vertex. When the current selected neighbor is already in the hash set, if it is the last element, the walk continues to another neighbor of that vertex (in depth traversal) and if it is one of the previously selected vertices other than the last element, the walk continues in breadth traversal. Therefore, the walk is a combination of BFS and DFS with random preferential selection.

### 5.5 Burst Addition

We describe function \(addBurst(v^i_j, v^j_i, \text{PRW}_i, \mathcal{R}, \rho)\) given in Algorithm 4. This function adds bursts of sgrs to \(G\) and \(\mathcal{R}\) based on the \(i\)-vertices in the \(\text{PRW}_i\) and new vertices \(v^i_j\) and \(v^j_i\) given a probability parameter \(\rho\) (Figure 16.a). We follow the same procedure to add bursts with respect to the \(j\)-vertices in the \(\text{PRW}_j\). As illustrated in Figure 16, considering each \(i\)-vertex \(u_i\) in the \(\text{PRW}_i\), the following connections are established:

**Step 1** An edge between \(u_i\) and the newly added \(v^i_j\) is formed with the timestamp of \(v^i_j\) and a weight \(\omega' \in [1, 5]\) (lines 3-4 – Figure 16.b). This edge connects the edge \(v^i_j\) to the graph and also leads to emergence of \(N_1 + N_2\) caterpillars (solid 3-paths in Figure 16.e,f), where \(N_1\) and \(N_2\) are the number of 1-hop (immediate) and 2-hop neighbors of \(u_i\), respectively.

**Step 2** With probability \(\rho\), an edge between \(u_i\) and an existing \(j\)-vertex \(z_j\), selected uniformly at random, is formed with timestamp \(Min(u_i, \tau, z_j, \tau)\) and a weight \(\omega' \in [1, 5]\) (lines 5-8 – Figure 16.c). Using a timestamp other than the current timestamp \((v^i_j, \tau)\) introduces out-of-order sgrs (late arrival) since this sgr has a timestamp less than \((v^i_j, \tau)\). It also helps balance the burst sizes since the current timestamp is not assigned to all edges in the current time step. This probabilistic edge leads to converting the caterpillars between \(u_i\) and \(z_j\) into butterflies at the generation time of either vertices (closed 4-path in Figure 16.g).

**Step 3** With probability \(\rho\), an edge between the newly added \(v^i_j\) and each \(u_i\)’s immediate \(j\)-vertex neighbor \(n_j\) is concurrently formed with \(n_j\)’s timestamp \(n_j, \tau\) and a weight \(\omega' \in [1, 5]\) (lines 9-12 – Figure 16.d). In other words, each of the adjacent links of \(u_i\) is copied with probability \(\rho\). Since \(n_j, \tau < v^i_j, \tau\), out-of-order sgrs join previous burst of sgrs with same timestamp (including the sgr incident to \(n_j\)). These probabilistic edges lead to converting the \(N_1\) caterpillars emerged in Step 1 into butterflies (closed 4-path in Figure 16.e). We run this step for generating streams with high number of sgrs per burst.

### 6 EVALUATIONS

In this section, we analyze the computational complexity of \(s\text{Grow}\) and evaluate its performance from three perspectives:

- **Computational Complexity (§ 6.1)** – We theoretically analyze the computational complexity of \(s\text{Grow}\).
- **Pattern Reproducing (§ 6.2)** – We examine the ability of \(s\text{Grow}\) to reproduce the realistic patterns under different levels of burstiness, initial graph snapshots \(G_0\), and butterfly counts. We create streaming graphs with a prefix of 1000 edges from real-world streams \((G_0)\) and the rest of the stream is synthesized via \(s\text{Grow}\) with various parameter configurations and different number of butterflies. We refer to the generated streams as \(S-\{G_0\text{-name}\}\).
Algorithm 2: Strength Preferential Selection

1. Function $SPS(V)$
2. list ← ∅
3. for each $v ∈ V$ do
4.   $S ← v.$strength
5.   for $k = 1$ to $S$ do
6.     list.add($v$)
7.   shuffle(list)
8.   index ← a random integer in $[0, size(list))$
9.   $v_o ← list[index]$
10. Return $v_o$

- Stress Testing (§ 6.3) – We examine the impact of introduced parameterized techniques on the effectiveness, efficiency, and burstiness of the generated stream. We also provide a reference guide for setting the parameters. We use a prefix of 1000 edges from Amazon stream and synthesize the rest of the stream via $sGrow$ with different parameter configurations.

Our experiments as well as the analysis in previous sections are conducted on a machine with 15.6 GB native memory and Intel Core $i7−6770HQCPU@2.60GHz × 8$ processor. We have implemented all algorithms in Java (OpenJDK version 11.0.11).

6.1 Computational Complexity

In the following, we show that high degree/strength vertices and PRW hop count determine the computational expenses of $sGrow$. 

Fig. 16. Four-vertex graphlets (e, f, g) and schematic burst addition steps (b, c, d) based on an i-vertex $u_i$ in the PRW starting from $u_j$ designated by green lines (a). New edges are colored in red and dashed lines denote probabilistic connections.
Algorithm 3: Preferential Random Walk

1 Function PRW(starter, isl, G, L)
2   \( h \leftarrow 0 \) \hspace{1cm} // hop counter
3   \((PRW_i, PRW_j) \leftarrow \emptyset \) \hspace{1cm} // two hash-sets of unique i-vertices and j-vertices of the walk
4 while \( h < L \) do
5     if \( isl \) then
6         \( u_j \leftarrow \text{SPS}(N_j(\text{starter})) \)
7         Add \( u_j \) to \( PRW_j \)
8         \( \text{starter} \leftarrow u_j \)
9         \( \text{isl} \leftarrow \text{false} \)
10        \( h \leftarrow h + 1 \)
11     else
12        \( u_i \leftarrow \text{SPS}(N_i(\text{starter})) \)
13        Add \( u_i \) to \( PRW_i \)
14        \( \text{starter} \leftarrow u_i \)
15        \( \text{isl} \leftarrow \text{true} \)
16        \( h \leftarrow h + 1 \)
17     Return \((PRW_i, PRW_j)\)

Algorithm 4: Add Burst

1 Function addBurst(\( s^l, s^j, PRW_i, G, R, \rho \))
2     for each \( u_i \in PRW_i \) do
3         \( \omega' \leftarrow \text{a random integer in } [1, 5] \)
4         Add a new sgr \( \langle u_i, v^j, \omega', v^j.\tau \rangle \) to \( R \) and \( G \)
5         if \( \text{coin}(\rho) \) is Head then
6             \( z_j \leftarrow \text{Select a random j-vertex} \)
7             \( \omega' \leftarrow \text{a random integer in } [1, 5] \)
8             Add a new sgr \( \langle u_i, z_j, \omega', \text{Min}(u_i.\tau, z_j.\tau) \rangle \) to \( R \) and \( G \)
9     for each \( n_j \in N_j(u_i) \) do \hspace{1cm} // in highly bursty streams
10        if \( \text{coin}(\rho) \) is Head then
11           \( \omega' \leftarrow \text{a random integer in } [1, 5] \)
12           Add a new sgr \( \langle v^l_i, n_j, \omega', n_j.\tau \rangle \) to \( R \) and \( G \)

Theorem 6.1. The worst case computational complexity of sGrow in each window with graph \( G= (V_i \cup V_j, E) \) and PRW parameter \( L \) is \( O(S_{\text{max}} + L(N_{i_{\text{max}}} + N_{j_{\text{max}}})) \), where \( S_{\text{max}} \) is the maximum strength in \( G \) and \( N_{i_{\text{max}}} \) and \( N_{j_{\text{max}}} \) are the maximum number of i-neighbors and j-neighbors for vertices in \( V_i \) and \( V_j \).

Proof. sGrow’s computations at each window are dominated by burst additions as the initializations, sgr addition/removals, and window sliding take one unit of computation. The worst case computational complexity of burst additions is the following.
\[ O(SPS(.)) + O(PRW(.)) + O(2adburst(.)) \] (5)

Let us assume that the maximum strength in \( G = (V_i \cup V_j, E) \) is \( S_{max} \), \( L \) is the parameter for the PRW hop count, and the maximum number of i-neighbors and j-neighbors for vertices in \( V_i \) and \( V_j \) are \( N_i^{i_{max}} \) and \( N_j^{j_{max}} \). Accordingly, we would have the following complexities: \( O(SPS(V_j)) = S_{max} \) since the value assignments and corresponding operators, and the list shuffling take one unit of computation, and the outer for loop is parallel and the inner loop sequentially performs \( S_{max} \) computational units. We have \( O(PRW(u_i^j, false, G, L)) = (L/2 + 1)N_i^{i_{max}} + (L/2)N_j^{j_{max}} \) since \( |PRW_j| = L/2 + 1 \) and \( |PRW_i| = L/2 \). Also, \( O(adburst(v_i^j, v_j^l, PRW_i, G, R, \rho)) = O(adburst(v_i^j, v_j^l, PRW_i, G, R, \rho)) = O(1) \) since the value assignments, and probabilistic connections are done in \( O(1) \) and Step 3 is performed via a parallel loop. Therefore, the total complexity of burst additions would be \( S_{max} + (L/2 + 1)N_i^{i_{max}} + (L/2)N_j^{j_{max}} + O(1) \), i.e. high degree/strength vertices and PRW hop count determine the computational cost.

### 6.2 Pattern Reproducing

As provided in Table 1, Epinions, Amazon, and Ciao are bursty streams with average burst sizes of \( b = 27282, 1753.7, \) and \( 14.8 \); Yahoo and ML1m are also bursty but with lower values \( b = 2.4 \) and 2.2; ML100k and WikiLens have the lowest burstiness with \( b = 2 \) and 1, respectively. According to these burstiness profiles, we set the parameters to control the temporal distribution of sgrs. That is, to simulate a stream with high burstiness, we set \( M \) and \( [L_{min}, L_{max}] \) to high values to increase the probability of creating high number of new edges at each timestep \( (M) \) and increase the burst size by generating backbone walks with more vertices \( ([L_{min}, L_{max}] \). To simulate a stream with low burstiness (S-ML100k and S-WikiLens), we do not perform the neighborhood copying (lines 9-12 in Algorithm 4 – step 3 in § 5.5). The default value of \( \rho \) is 0.3 and we further adjust it by decreasing (increasing) to push the burst size towards lower (higher) values. We set \( \beta = 5 \) in all streams. The exact value of parameters are given in Table 4. All of the reported results in Figures 17-21 are based on the same stream.

| Parameters | \( \rho \) | \( M \) | \( \beta \) | \( [L_{min}, L_{max}] \) |
|------------|--------|--------|--------|----------------|
| S-Ciao     | 0.3    | 100    | 5      | [2, 3]         |
| S-Epinions | 0.2    | 300    | 5      | [3, 6]         |
| S-WikiLens | 0.4    | 100    | 5      | [1, 3]         |
| S-ML100k   | 0.3    | 100    | 5      | [1, 3]         |
| S-ML1m     | 0.3    | 10     | 5      | [1, 2]         |
| S-Amazon   | 0.3    | 50     | 5      | [1, 2]         |
| S-yahoo    | 0.3    | 50     | 5      | [2, 3]         |

In the following, we compare the synthetic streams generated by \( sGrow \) and real-world streams with respect to the patterns observed in real-world streams qualitatively by checking whether the patterns hold and quantitatively by checking the error of \( r^2 \) and \( F \). We observe that \( sGrow \) streams obey the scale-invariant strength assortativity of butterflies since all the synthetic streams preserve the realistic mixing patterns \( p_1, p_2, \) and \( p_3 \) regardless of the initial graph snapshot, butterfly count, and burstiness level:

- **\( p_1 \)**: The number of butterflies grows over time (Figure 17) with an average butterfly rate higher than 1 in all the streams (Table 5) indicating that the butterfly count grows super-linearly with respect to the number of edges.
Table 5. Average butterfly rate in synthetic streams generated by our model.

| Stream          | Average butterfly rate | $|E^{20}|$ | $N_S^{20}$ | $b^{20}$ |
|-----------------|------------------------|---------|-----------|---------|
| S-Ciao          | 37.2440 ± 31.4987      | 72,966  | 940       | 7,430,097 |
| S-Epinions      | 9.4358 ± 6.1519        | 14,495  | 300       | 304,417  |
| S-WikiLens      | 6.3037 ± 5.6897        | 25,957  | 4,000     | 69,302   |
| S-ML100k        | 2.191 ± 1.3045         | 87,951  | 12,000    | 204,118  |
| S-ML1m          | 59.8963 ± 29.2066      | 85,397  | 2,000     | 7,860,689 |
| S-Amazon        | 30.8994 ± 28.8517      | 106,714 | 4,000     | 9,599,739 |
| S-Yahoo         | 51.1708 ± 27.891       | 120,616 | 3,200     | 10,847,746 |

The mean, relative standard deviation, and tail skewness/heaviness of $Pr(S)$ increases over time (Figure 18) showing that butterfly vertex strengths diversify over time.

The synchronous evolution of mean and standard deviation accompanied by increasing skewness/heaviness of the tail of $Pr(\delta)$ (Figure 19) plus the stable values of $F$ elements over time (Figure 20) demonstrate that $Pr(\delta)$ is fixed-shaped yet growing. Moreover, the strength assortativity localization factor changes trivially over time and is positive (Figure 21) with $F_1$ values between 0.5 and 0.7 indicating the steady strength-assortativity of butterflies over time.

Table 6 presents the mean absolute error of $r^s$ and $F$ elements in $sGrow$ streams with respect to that of real-world streams over the sequential burst-based graph snapshots (comparing Figures 4 and 21). We observe that in all synthetic streams the error is between 0.01 and 0.1. This indicates that $sGrow$ reproduces the similar strength difference distribution and strength assortativity of butterfly edges as in the real-world streams.

Fig. 17. The number of butterflies $\bowtie \triangleleft$ versus the number of edges $|E|$.

6.3 Stress testing

We evaluate the impact of $sGrow$ techniques (batch of isolated edges, probabilistic connections, the random walk backbone, and the sliding window) as the following:

- We use a diverse range of parameters $M \in \{100, 150, 200, 250, 300\}$, $\rho \in \{0.3, 0.4, 0.5, 0.6, 0.7\}$, $L_{\min} \in \{1, 2, 3, 4\}$, $L_{\max} \in \{3, 4, 5\}$, and $\beta \in \{5, 10, 15, 20\}$ to create S-Amazon stream with initial prefix of $10^3$ sgrs from the Amazon stream. In each row of Tables 7, 8, and 9, we
Fig. 18. Coefficient of variation (circles), excess kurtosis (squares), and mean (diamonds) of strengths of butterfly (a-g) i-vertices and (h-n) j-vertices over the timeline of burst arrivals.

Fig. 19. Coefficient of variation $CV$ (circles), excess kurtosis $Y_2$ (squares), and mean $\mu_5$ (diamonds) of butterfly strength differences over the timeline of burst arrivals.
examine the effect of one parameter on effectiveness, efficiency, and frequency distribution of burst sizes, respectively.

- We also create S-Amazon stream with $10^7$ sgrs such that after generating $5 \times 10^6$, one of the parameters switches from $M = 100$, $\beta = 5$, $L \in [15]$ and $\rho = 0.4$ to $M = 300$, $\beta = 20$, $L \in [45]$ and $\rho = 0.8$. In Figure 22, we examine the effect of the parameter switch on effectiveness and efficiency.
6.3.1 Effectiveness. In Table 7, we check the evolution of $r^s$ as the number of butterflies grows to $10^7$ in S-Amazon stream with different parameter configurations. We observe that data points are not clustered by colors (corresponding parameters $[L_{min}, L_{max}]$, $M$, and $\beta$) in rows a, c, and d, however they are clustered and ordered by $\rho$. Also, $0.1 \leq r^s \leq 0.15$ regardless of $[L_{min}, L_{max}]$, $M$, and $\beta$. The value of $r^s$ is stable at a positive value, which is higher for lower connection probabilities $\rho$. As the connection probability $\rho$ increases, the probability of establishing connections between the newly added vertices with low strength and high strength neighbors of the PRW vertices increases, therefore the assortativity level decreases. In Figure 22, we check the evolution of $r^s$ as the number of butterflies grows to $10^7$ in S-Amazon stream with parameter switch in the middle of stream generation. We observe that compared to the stream with static parameters, the data points of streams with dynamic parameters follow the same pattern after the switch of $[L_{min}, L_{max}]$, $M$, and $\beta$. Increasing the value of $\rho$ slightly decreases $r^s$, yet the steady state is retained after the switch.

6.3.2 Efficiency. In Table 8, we check the time for generation as the stream grows to $10^7$ sgrs in S-Amazon stream with different parameter configurations. We observe that data points are not clustered by colors (corresponding parameters $[L_{min}, L_{max}]$, $M$, and $\beta$) in rows a, c, and d, however they are clustered by $\rho$ and ordered by both $\rho$ and $[L_{min}, L_{max}]$. That is, the generation time is not impacted by $M$ (Table 8.c) or $\beta$ (Table 8.d), however it is affected by $\rho$ and $[L_{min}, L_{max}]$. As the connection probability $\rho$ increases, the generation time decreases since the number and the size of bursts created at each time step increases (Table 8.b). As the range of random walk length $L \in [L_{min}, L_{max}]$ increases, the generation time decreases since the size of bursts created at each time step increases (Table 8.a). In Figure 22, we check the time for generation as the stream grows to $10^7$ sgrs in S-Amazon stream with parameter switch in the middle of stream generation. We observe that switching $M$ and $\beta$ gradually decreases the slope of generation time curve, while switching $L$ and $\rho$ promptly and significantly changes the slope. This confirms that $L$ and $\rho$ significantly determine the generation time.

6.3.3 Burst Size. In Table 9, we check the frequency distribution of all burst sizes in S-Amazon with $10^7$ sgrs generated by different parameter configurations. We observe that for all values of $\rho$ and $L_{max}$ by increasing $M$, the range of burst sizes expands, therefore $M$ significantly impacts burst sizes. Also, the maximum bursts size increases as $\rho$ and $L_{max}$ increase.

6.3.4 Parameter Configuration. The introduced techniques with configurable parameters enable generating realistic bipartite streaming graphs with generation time sub-linear with respect to the number of sgrs. The burstier the stream, the lower the generation time. In the following we elaborate a reference guide for configuring the parameters.

$M$ – The upper bound for the random number of new batched sgrs added at each timestep does not impact the strength assortativity patterns and the generation time. This parameter can be comfortably used to adjust the level of burstiness of the streaming graph without affecting the performance of the generative algorithm.

$\rho$ – The probability of creating an edge between each random walk vertex and a random vertex or an edge between each new sgr and neighbors of the random walk vertices impacts the level of strength assortativity but not its steady state. It also affects the generation time. This parameter can be used to trade off scalability and the level of strength assortativity. The default value is $\rho = 0.3$, yet increasing $\rho$ would decrease the generation time and strength assortativity level. Values less than or equal to 0.7 ensure positive strength assortativity. Also, $\rho$ determines the probability of out-of-order sgrs.
\([L_{\text{min}}, L_{\text{max}}]\) – The range for random length of PRW backbone used for establishing burst of sgrs does not impact the strength assortativity patterns. It affects the generation time. This parameter can be used to increase the scalability of the stream generation. The default range is \([1, 2]\) and shifting/expanding the range by increasing the lower or upper bound would decrease the generation time.

\(\beta\) – The sliding window parameter used as the frequency and the size of sliding does not impact the strength assortativity patterns and generation time. This parameter can be comfortably used for creating streams in which sgrs are semantically time-sensitive and need a user-specified slide parameter. The default value is \(\beta = 5\), while any other value can be set.

\[
L_{\text{max}} = 3 - 5 \\
L_{\text{min}} = 1 - 4
\]

Table 7. Strength assortativity localization factor \(r^S\) of \(s\text{Grow}\) (y axes) versus butterfly count \(\bowtie\) (x axes) for S-Amazon with different parameter configurations.

6.4 Discussion

Our evaluations indicate that \(s\text{Grow}\) efficiently and effectively reproduces the bursty emergence patterns of cohesive building blocks in the bipartite streaming graphs, regardless of the initial conditions, the scale and temporal characteristics of the generated stream, and the model configurations. This confirms that the introduced microscopic mechanisms in the body of \(s\text{Grow}\) robustly explain the observed streaming growth phenomenon in real-world streams. Our analysis also verifies the ability of \(s\text{Grow}\) in generating realistic streaming graphs configured with user-specified properties.
Table 8. Generation time (s) of sGrow (y axes) versus the number of sgrs |ℜ| (x axes) for S-Amazon with different parameter configurations.

Fig. 22. Strength assortativity localization factor $r^4$ versus butterfly count $\Rightarrow$ and generation time (s) versus the number of sgrs |ℜ| in S-Amazon with parameter switch from $M = 100$, $\beta = 5$, $L \in [1, 5]$ and $\rho = 0.4$ to $M = 300$, $\beta = 20$, $L \in [4, 5]$ and $\rho = 0.8$ after generation of $5 \times 10^6$ sgrs.

for the scale and burstiness of the stream, level of strength assortativity, probability of-of-order streaming records, generation time, and time-sensitive connections.
7 CONCLUSION
Butterflies are key building blocks of streaming bipartite graphs and their emergence patterns implies the growth patterns in streaming graphs. In this paper, we study the emergence of butterflies in streaming graphs displaying superlinear growth of butterfly count wrt the edge count. Integrating the connectivities, weights, and fine-grained temporal information, we investigate the strength assortativity of butterflies over the timeline of burst arrivals. We introduce a quantification approach for statistical analysis of confounding distributions that enable effective temporal analysis of strength assortativity in bipartite graphs with skewed strength distribution. Utilizing this approach, we unveil the "scale-invariant strength assortativity of streaming butterflies", a co-occurrence of three patterns: butterfly densification, strength diversification, and steady strength assortativity. We study the existing local rules for graph growth that yield skewed distributions, degree correlation, and cohesive structures to explain the observed mixing patterns. We find that implicit degree-driven preferential attachment and copying mechanisms or solely strength-driven preferential attachment with random assignment of timestamps to the edges can only partially preserve the observed patterns but are not effective enough to reproduce these patterns simultaneously. Therefore, we introduce a set of microscopic mechanisms, in the body of a proposed streaming growth model called sGrow, based on realistic streaming graph record generation, probabilistic connections, and strength-driven preferential random walks which explain the emergence patterns of streaming butterflies. sGrow is based on iterative addition of bursts of edges which satisfies streaming data model, preserves realistic patterns of butterfly emergence quantitatively and qualitatively, and makes the stream generation scalable. Moreover, sGrow enables generating sequence of bipartite edges attributed with timestamps and weights, isolated/out-of-order edges, and four-vertex graphlets. Our comprehensive evaluations validate the efficacy of sGrow in realization of streaming growth patterns effectively and independent of initial conditions, scale and temporal characteristics, and model configurations. Our analysis also verifies the robustness of sGrow in generating streaming graphs based on user-specified properties for the scale and burstiness of the stream, level of
strength assortativity, probability of-of-order streaming records, generation time, and time-sensitive
can be used to analyze the performance of different algorithms on streaming graphs.
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