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Abstract WEAP or Water Evaluation and Planning is a model that is used to simulate integrated water resources management. To get a model that is able to represent the real condition, a calibration process is needed. This study aims to determine the optimum parameter value through sensitivity analysis and to determine the parameter value to obtain the optimum model reliability value during the calibration process. Based on the sensitivity analysis process for several calibration parameters of the WEAP model, it is found that some parameters have similar characteristics. Change in Z1, DWC, RRF, RZC value is directly proportional to the RMSE value, the greater the parameter value, the greater the RMSE value obtained. Whereas change in Z2, DC, SWC, PFD value is inversely proportional to the RMSE value, the larger the parameter value, the smaller the RMSE value obtained. After the sensitivity analysis was carried out, the efficiency coefficient of the Nash Sutcliffe model was obtained 0.512 which was satisfactory. The Index of Agreement and the correlation coefficient of calibration also show good results with values of 0.848 and 0.743. From these results, it can be concluded that the WEAP model for the Unda watershed is satisfactory.
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1. Introduction

Climate change, increasing population, land use changes can increase water pressure on sustainability in the future [1][2]. To address future water stress, the sustainable use of water resources on a local and global scale is essential [3][4][5]. Analysis and identification of hydrological processes in a watershed is very important to determine the right pattern of water resource management so that it can be sustainable [6]. Due to the complexity of water resource management, models can help to simplify it. To help analyze an integrated water resources management, many integrated water resources management models have been developed, both mathematical models and models in the form of software. WEAP is one of the most widely used integrated water resource management models [7][8][9].

WEAP can integrate the hydrological processes that occur in an area that represents the availability of water in the area with the water needs needed in the area. Then from the existing conditions, several simulations of integrated water resource management can be carried out to see the effect of integrated water resources management on the water allocation that occurs [10]. WEAP also has the advantage that it can simulate integrated water resource management with little or much data. The more and the quality of the data, the WEAP
model will provide better model reliability. WEAP can also divide water management for various sectors. Therefore, this system is suitable for studying catchments with minimum to moderate data availability [11]. WEAP model can provide a solution to overcome inequalities in water allocation to obtain effective management so as to reduce the level of water shortages in one area and use excess water in other areas so that it can benefit the community [12].

The WEAP model has been used in several cases to manage integrated water resources in several countries. Currently, with the increase in WEAP capabilities, WEAP can already be integrated with several applications such as MODFLOW, QUAL2K, and GIS [15].

In this study, the calibration process of several parameters used in the WEAP algorithm will be carried out by taking the Unda watershed as the research location. Unda watershed is one of the potential watersheds in the province of Bali, Indonesia.

In this study, the process of calibrating several parameters used in the WEAP algorithm is performed using the Unda watershed as the research location. The Unda watershed is one of the potential watersheds in Bali Province [16].

The potential of the Unda catchment area is widely used for irrigation water demand. Despite great potential, some irrigated areas still lack water. Therefore, the use of WEAP as one of the IWRM-based water allocation models in the Unda Basin can reduce the occurrence of water shortages in the irrigated areas of the Unda Basin.

As the available computing power increases and the need to express spatial heterogeneity and physical properties of watersheds increases, more sophisticated hydrological models are being developed [17][18]. This increase in model complexity has exacerbated the burden of calibrating model parameters by significantly increasing the number of parameters that can be set. Therefore, in order to filter out the most important parameters and reduce the parameter size, it is necessary to analyze the sensitivity of the parameters before parameter estimation. Sensitivity analysis and calibration are important part of development of hydrological model [19][20][21][22].

This study aims to determine the optimum parameter value through sensitivity analysis and to determine the parameter value to obtain the optimum model reliability value during the calibration process.

2. Materials and Methods

2.1. Research Location

In this research, the model that will be created will simulate the water balance of the Unda watershed based on its demands and availability. Water demands will be divided into 2 type that are irrigation water demands and raw water demands. Then the supply will be modeled based on the rain flow model and additional from the spring. In Figure 1, we can see the location of the water demand and water availability of Unda watershed.
Figure 1. Unda Watershed
2.2. Research Materials and Tools

The tools used to process the data in this study were Ms. Excel 2013 and WEAP version 2019.2. On the other hand, the data required in this study are primary data and secondary data. The primary data is an overview of the current state of the catchment area and assumes modeling, and the secondary data are population, irrigated area, number of livestock, climate data, emission data, and the derived Unda GIS map from relevant institutional and literature studies to determine the factors used for scenario analysis.

2.3. Research Methods

This research was conducted by building a WEAP model that starts with the creation of a current account. The current account represents the basic definition of the current water supply system and forms the basis for the analysis of all scenarios. Scenarios are sequential storylines of how future systems might evolve under given socio-economic circumstances and given policy and technological conditions. After creating a current account, water demands and water availability data are entered into the model, followed by calibration and validation. Calibration based on 2012-2014 data. The calibration process is supported by sensitivity analysis to obtain optimal parameter values for best model reliability. More details can be seen in Figure 2.

![Figure 2. Research Framework](image-url)
2.4. Model Calibration

2.4.1. Calibration

To get a model that fits the actual situation, it is necessary to calibrate the model [23]. Calibration is an iterative process exercise that is used to determine the optimum parameters to obtain a model that is relevant to the actual situation [24]. This process is very important to provide confidence in the simulation results [25].

For the WEAP model where WEAP combines the hydrological process with water allocation, the parameters that can be calibrated are hydrological parameters that greatly affect water availability and play a role in the impact of integrated water resource management and are simulated. Model calibration can be done manually, automatically and a combination of the two methods. Manual calibration using trial and error in parameter adjustment through several simulations.

2.4.2. Model Reliability Interpretation

The following tables from Tables 1 and 2 can be used when determining whether a model is feasible or acceptable.

Table 1. The Criteria of Nash-Sutcliffe Efficiency (NSE) Value

| Nash-Sutcliffe Efficiency (NSE) Value | Interpretation |
|--------------------------------------|----------------|
| > 0.75                               | Well           |
| 0.36 - 0.75                          | Satisfying     |
| < 0.36                               | Less satisfactory |

Source: Motovilov [26]

Table 2. Criteria R Value (Correlation Coefficient)

| Correlation Coefficient Value (R) | Interpretation |
|-----------------------------------|----------------|
| 0.7 < R < 1.0                     | High correlation |
| 0.4 < R < 0.7                     | Substantial relationship |
| 0.2 < R < 0.4                     | Low correlation   |
| R < 0.2                            | Ignored          |

Source: Sukitkno [27]

3. Result and Discussion

Eleven hydrological parameters appear in modeling using WEAP, eight of which must be calibrated. The large number of hydrological parameters that must be calibrated will require a long time in the retrying process to obtain optimal conditions. For this reason, it is necessary to analyze the sensitivity of each parameter to determine the main parameters that affect the simulation output. In this modeling, sensitivity analysis is carried out to see the effect of parameter changes on the reliability of the model.

3.1. Initial Calibration Parameter Value

At the beginning of the simulation, the parameter values are adjusted to the default WEAP software. The values of these parameters are as in Table 3.

Table 3. Initial Parameter Value (Default)

| Parameter                          | Default   |
|------------------------------------|-----------|
| Z1                                 | 30 %      |
| Z2                                 | 30 %      |
| Deep Water Capacity (DWC)          | 1000 mm   |
| Deep Conductivity (DC)             | 20 mm/month |
| Resistance Runoff Factor (RRF)     | 2         |
| Root Zone Conductivity (RZC)       | 20 mm/month |
| Soil Water Capacity (SWC)          | 1000 mm   |
| Preferred Flow Direction (PFD)     | 0.15      |

3.2. Sensitivity Analysis

This sensitivity analysis is carried out by looking at the streamflow relative to gauge (absolute) in m³/s, i.e. the absolute difference between the observed streamflow and the streamflow simulated at the node just above the gauge (simulation streamflow result is reduced by observation streamflow).

3.2.1. Changes in Soil Water Capacity (SWC)

Soil water capacity is defined as the air holding capacity of topsoil, represented in mm (top "bucket"). SWC values range from 0-1000 mm.
In performing the calibration, the relative to gauge streamflow data can be seen as a reference for the difference between the simulated discharge and the observed discharge. Figure 3 shows the monthly runoff associated with level values from 2012 to 2014 for some scenarios of SWC values.

The sensitivity analysis for the SWC value without changing other parameters can be seen in Figure 4. The root mean square error (RMSE) value for changes in SWC 1000 mm-700 mm tends to decrease, but when the SWC changes towards 100 mm, the RMSE value tends to increase. This shows that a SWC value that is too large will assume a lot of water is accommodated and a SWC value that is too small will make an assumption that a lot of water flows directly. So that in months with rainfall above the average at a small SWC value will produce a large simulation discharge and vice versa.

3.2.2. Changes in $Z_1$

The $Z_1$ value is defined as the relative storage value in the root zone at the beginning of the simulation. The relative storage can be calculated as a percentage of the
total effective water storage capacity of the root zone. $Z_1$ values can range from 0-100%.

In Figure 5, it can be seen the monthly streamflow relative to gauge values from 2012-2014 for several scenarios of $Z_1$ values.

Almost the same as changes in soil water capacity, changes in $Z_1$ in the simulation model have an optimum RMSE value (the simulation discharge value is closer to the observed discharge) wherein $Z_1$ changes from 100% to 40% of the RMSE value (root mean square error) decreases and increases again at the change to 0% as shown in Figure 6. In the above-average rain, the value of $Z_1$ should be assumed to be relatively small so that the initial relative conditions are still able to absorb water and do not flow directly as a flow rate. When the simulation discharge is lower than the observation, the change in $Z_1$ does not significantly change the simulation discharge, but on the contrary, when the simulation discharge is greater than the observed change, $Z_1$ is very significant.

Figure 5. The Relationship of Streamflow Relative to Gauge (Absolute) with Change in $Z_1$

Figure 6. The Relationship of $Z_1$ with Root Mean Square Error (RMSE) value
3.2.3. Changes in $Z_2$

The $Z_2$ value is defined as the relative storage value given as a percentage of the lower total effective soil storage (deep water capacity). If the research site models the runoff/infiltration link to the groundwater node, this parameter can be ignored. $Z_2$ values ranged from 0-100%.

In Figure 7, it can be seen the monthly streamflow relative to gauge values from 2012-2014 for several scenarios of $Z_2$ values.

The trend of changes in $Z_2$ has a slightly different RMSE trend with changes in SWC and $Z_1$, as shown in Figure 8 the RMSE value of $Z_2$ tends to increase along with a decrease in the value of $Z_2$. Changes in $Z_2$ do not have significant changes, because the values do not vary between soil class types.

3.2.4. Changes in Preferred Flow Direction (PFD)

The preferred flow direction value is defined as the preferred flow direction, where a value of 1.0 means 100%
horizontal flow direction and 0 means 100% vertical flow. Outflow from the root zone layer (top "bucket") is separated by interflow and flow to the lower soil layer (bottom "bucket") or groundwater with this PFD value. Different types of soil classes will cause variations in the PFD value.

In Figure 9, it can be seen the monthly streamflow relative to gauge values from 2012-2014 for several scenarios of PFD values.

The trend of changes in preferred flow direction value has a decreasing RMSE trend as PFD value increases as shown in Figure 10. This PFD simulation shows that when the flow direction is 1 (100% horizontal) and 0 (100% vertical). At the time of simulation, the decrease in the PFD value makes the simulation discharge smaller so that when the month has rain below the average, it must be assumed to have a large PFD so that the simulation discharge value can be closer to the observed discharge.

**Figure 9.** The Relationship of Streamflow Relative to Gauge (Absolute) with Change in Preferred Flow Direction (PFD)

**Figure 10.** The Relationship of PFD with Root Mean Square Error (RMSE) value
3.2.5. Changes in Root Zone Conductivity (RZC)

The root zone conductivity (RZC) value is defined as the conductivity level of the root zone (top "bucket") at relative storage $Z_t = 1.0$ or full saturation. In this condition, preferred flow direction will be separated between interflow and flow to the subsoil. Different types of soil classes will cause variations in the RZC value.

In Figure 11, it can be seen the monthly streamflow relative to gauge values from 2012-2014 for several scenarios of RZC values.

The trend of changes in the root zone of conductivity (RZC) has an RMSE trend which tends to decrease along with the decrease in the value of the root zone of conductivity as shown in Figure 12. The RZC value is very influential on interflow and percolation, so when the RZC value is large, the flow rate will be smaller and vice versa. When the simulation discharge is lower than the observed RZC, the change in RZC does not significantly change the simulation discharge, but on the contrary, when the
simulated discharge is greater than the observed RZC, the change is very significant.

3.2.6. Changes in Deep Conductivity (DC)

The value of deep conductivity (DC) is defined as the conductivity level of the deep layer at relative storage $Z_2 = 1.0$ or full saturation. Base flow transmission is controlled by this value. For the catchment area, this is given as a single value and it is not vary on different soil class type. When the DC value is increase, the baseflow value will increase too. If the research location has a backflow link to the groundwater node, then this value is ignored.

In Figure 13, it can be seen the monthly streamflow relative to gauge values from 2012-2014 for several scenarios of DC values.

**Figure 13.** The Relationship of Streamflow Relative to Gauge (Absolute) with Change in Deep Conductivity (DC)

**Figure 14.** The Relationship of DC with Root Mean Square Error (RMSE) value
The trend of changes in deep conductivity (DC) has an RMSE trend that tends to decrease as the value of deep conductivity increases. DC value is very influential on interflow and percolation. When the DC value is large, the baseflow increases and the surface runoff discharge decreases. Changes in DC values are not more significant than RZC values because DC values cannot vary for each type of land use.

3.2.7. Changes in Resistance Runoff Factor (RRF)

The resistance runoff factor (RRF) value is defined as the control surface runoff response. The RRF value is influenced by several factors including the catchment area index and land slope. The surface runoff value tends to decrease at higher RRF values (range 0 to 1000). Variations in the type of soil class also affect the RRF value.

In Figure 15, it can be seen the monthly streamflow relative to gauge values from 2012-2014 for several scenarios of RRF values.

![Figure 15. The Relationship of Streamflow Relative to Gauge (Absolute) with Change in Resistance Runoff Factor (RRF)](image)

![Figure 16. The Relationship of RRF with Root Mean Square Error (RMSE) value](image)
The trend of changes in the resistance runoff factor (RRF) has a trend that is almost the same as the change in Z1 with the optimum value (simulation discharge approaching the observation discharge) ranging from 1.5, where the change in RRF from 10 to 1.5 the RMSE (root mean square error) value decreases and increases at the change to 1 as shown in Figure 16. Changes in RRF very significantly change the simulation discharge value when the RRF is large the simulation discharge can be very small and when the RRF is large it can make the simulation discharge large.

Figure 17. The Relationship of Streamflow Relative to Gauge (Absolute) with Change in Deep Water Capacity (DWC)

Figure 18. The Relationship of DWC with Root Mean Square Error (RMSE) value
3.2.8. Changes in Deep Water Capacity (DWC)

The value of deep water capacity (DWC) is defined as the effective water holding capacity for the subsoil and deep (bottom “bucket”), represented in mm. For the catchment area, this is given as a single value and it is not vary on different soil class type. If the research location has a backflow link to the groundwater node, this value can be ignored.

In Figure 17, it can be seen the monthly streamflow relative to gauge values from 2012-2014 for several scenarios of DWC values.

The trend of changes in the RMSE DWC tends to decrease along with the decreasing value of the DWC as shown in Figure 18. This may happen because the SWC value used is 1000 mm which is the maximum value so that if the DWC value is large, the discharge will be smaller. So the values of DWC and SWC are closely related.

3.3. Optimum Parameter Value Used

After performing the sensitivity analysis, the reliability value of the model was tested with values of R, IoA, Nash, and RMSE [28]. After being considered feasible, the sensitivity analysis process was stopped, and the optimum parameter values used were shown in Table 4.

Table 4. Optimum Parameter Value Used

| Parameter Used Value          |
|------------------------------|
| Z1 25%                       |
| Z2 65%                       |
| Deep Water Capacity (DWC) 900 mm |
| Deep Conductivity (DC) 75 mm/month |
| Resistance Runoff Factor (RRF) 2 |
| Root Zone Conductivity (RZC) 75 mm/month |
| Soil Water Capacity (SWC) 900 mm |
| Preferred Flow Direction (PFD) 0.4 – 0.9 |

3.4. Model Reliability Value

Based on the simulation results, the R value is 0.743 and based on Tables 1 and 2 it can be shown that the results of the simulation discharge model with the observation discharge show a high correlation, where the simulated discharge value is close to the observed discharge [27]. Then the Nash Sutcliffe Efficiency coefficient at the time of calibration shows a satisfactory model with a value of 0.512 [26]. Then when calibrating the Index of Agreement value which shows a high level of compatibility with a value of 0.848. In addition to the model's reliability value, the Mean Bias Error value is also calculated where at the time of calibration the mean bias error value shows a negative result with a value still below 0.20 this shows that the simulation model has an average discharge value that is lower than the observed discharge.

Based on the calibration results, it can be concluded that the model is sufficient to represent the actual situation and can be used further for the simulation process of integrated water resources management scenarios.

Table 5. Model Reliability Value

| Reliability Test                          | Calibration Value |
|------------------------------------------|-------------------|
| Correlation Coefficient                  | (R²): 0.553       |
|                                          | (R): 0.743        |
| Index of Agreement                       | 0.848             |
| Nash Sutcliffe Efficiency coefficient    | 0.512             |
| Root Mean Square Error (RMSE)            | 0.563             |
| Mean Bias Error                          | -0.088            |

4. Conclusions

Based on the results and discussion several things can be concluded as follows.

1. In the sensitivity analysis process for several calibration parameters of the WEAP model, it can be seen that there are several similar characteristics including Z₁, DWC, RRF, RZC (change in a parameter value is directly proportional to the RMSE value, the greater the parameter value, the greater the RMSE value obtained) and Z₂, DC, SWC, PRD (change in a parameter value is inversely proportional to the RMSE value, the larger the parameter value, the smaller the RMSE value obtained).

2. After performing a sensitivity analysis, the optimum parameters are determined. The optimum value of Z₁ is 25%, Z₂ is 65%, DWC (Deep Water Capacity) 900 mm, DC (Deep Conductivity) is 75 mm/month, RRF (Resistance Runoff Factor) is 2, RZC (Root Zone Conductivity) is 75 mm/month, SWC (Soil Water Capacity) is 900 mm, and PFD (Preferred Flow Direction) range on 0.4 – 0.9. After the sensitivity analysis was carried out, the efficiency coefficient of the Nash Sutcliffe model was obtained 0.512 which was satisfactory. The Index of Agreement and the correlation coefficient of calibration also show good results with values of 0.848 and 0.743. From these results, it can be concluded that the WEAP model for the Unda watershed is satisfactory.
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