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Abstract A comet is a highly dynamic object, undergoing a permanent state of change. These changes have to be carefully classified and considered according to their intrinsic temporal and spatial scales. The Rosetta mission has, through its contiguous in-situ and remote sensing coverage of comet 67P/Churyumov-Gerasimenko (hereafter 67P) over the time span of August 2014 to September 2016, monitored the emergence, culmination, and winding down of the gas and dust comae. This provided an unprecedented data set and has spurred a large effort to connect in-situ and remote sensing measurements to the surface. In this review, we address our current understanding of cometary activity and the challenges involved when linking comae data to the surface. We give the current state of research by describing what we know about the physical processes involved from the surface to a few...
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tens of kilometres above it with respect to the gas and dust emission from cometary nuclei. Further, we describe how complex multidimensional cometary gas and dust models have developed from the Halley encounter of 1986 to today. This includes the study of inhomogeneous outgassing and determination of the gas and dust production rates. Additionally, the different approaches used and results obtained to link coma data to the surface will be discussed. We discuss forward and inversion models and we describe the limitations of the respective approaches. The current literature suggests that there does not seem to be a single uniform process behind cometary activity. Rather, activity seems to be the consequence of a variety of erosion processes, including the sublimation of both water ice and more volatile material, but possibly also more exotic processes such as fracture and cliff erosion under thermal and mechanical stress, sub-surface heat storage, and a complex interplay of these processes. Seasons and the nucleus shape are key factors for the distribution and temporal evolution of activity and imply that the heliocentric evolution of activity can be highly individual for every comet, and generalisations can be misleading.
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## 1 Introduction and Historical Context

The Rosetta mission has, through its contiguous in-situ and remote sensing coverage of comet 67P/Churyumov-Gerasimenko (hereafter 67P) over the time span of August 2014 to September 2016, monitored the emergence, culmination, and winding down of the gas and dust comae. This provided an unprecedented data set. One of five prime goals the mission addressed from the original Rosetta announcement of opportunity (RO-EST-AO-0001, 1st March 1995; see also Keller and Kührt (2020)) was to study “The development of cometary activity and the processes in the surface layer of the nucleus and in the inner coma”. The processes involved in the gas and dust release and subsequent expansion have thus been intensely studied. Linking the observations of the comae to the diverse morphology of the nucleus as described in this book in El-Maarry et al. (2019) and the local manifestations of activity as described in this book in Vincent et al. (2019) is therefore of particular interest. Even though understanding this link of the coma to the surface is of vital importance to understanding cometary activity on a more basic level this has turned out to be immensely challenging, even with a large data set as provided by the in-situ and remote sensing instruments. There are fundamental reasons for this. First, remote sensing instruments (e.g. visible to infrared imaging systems and spectrometers) all provide line-of-sight (LOS) measurements of the comae which are thus naturally a convolution of the gas or dust distribution around the nucleus and the viewing geometry. In addition, long integration times are often necessary for a sufficiently high signal-to-noise ratio (S/N). This complicates the interpretation if the integration time exceeds a significant fraction of e.g. the rotation period of the nucleus, therefore additionally convolving with the temporal evolution of the comae. High optical depths along the LOS can be a further challenge. Deconvolving all of these effects is therefore clearly non-trivial. Second, in-situ instruments (e.g. particle detectors, collection plates) provide local measurements – often tens or hundreds of kilometres from the surface. These measurements are not only a product of the surface emission but can be heavily influenced by the dynamics of the gas molecules or dust particles between the surface and the spacecraft. In addition, the location where the measurements were made needs to be taken into consideration. This is due to the fact that the emission and subsequent dynamical effects in the sub-solar direction compared to the one at the terminator or on the anti-solar
direction (night side) can be very different. Measurements taken e.g. in a terminator orbit (very common for Rosetta) are likely heavily biased due to the orbit as they are sampling a very specific part of the comae. Both of these fundamental reasons need to be appreciated and dealt with when analysing the data trying to link the comae to the surface, and we will discuss the ways these problems have been tackled.

Before going into more detail we would like to point out a common shortcut that can be taken when trying to link the comae to the surface. In the pursuit to detect surface sources of gas we are faced with the problem that remote sensing instruments that are capable of detecting gas, in particular infrared imagers such as VIRTIS on Rosetta, lack the spatial resolution compared to simultaneous visible imaging to resolve small scale gas coma structures that could be traced to the surface. Scanning instruments such as VIRTIS-H and MIRO can also map the inner gas coma. For such maps, the disentanglement between the spatial and temporal variations can become challenging because it may take hours (a significant fraction of the nucleus rotation of 12.4 h in case of comet 67P (Mottola et al. 2014)) to build up a map. To resolve some of the fine structures of the gas coma a spatial resolution of the order of tens of meters would be desirable. We therefore often use dust as a proxy for the gas because it is easily detected with high resolution visible images such as the ones acquired by OSIRIS on Rosetta. This approach is indeed valid as long as the dust is coupled to the gas which can be safely assumed close to the surface. This assumption does break down for e.g. very dusty outbursts. We will discuss further limitations of this assumption later in the paper. Unfortunately, in the case of 67P the brightness of the dust coma is mostly orders of magnitudes lower than that of the surface and can hence not be seen against the bright backdrop of the illuminated nucleus. There are some cases where the dust brightness is high enough to be detected against the nucleus background, and in these cases the source can be accurately detected. This regrettably is seldom the case. Thus even for this case of linking dust features to the surface a traceback method needs to be applied for most coma structures.

To address the challenges posed above and given the current state of research we will begin in Sect. 2 by describing what we know about the physical processes involved from the surface to a few tens of kilometres above it with respect to the gas and dust emission from cometary nuclei. In Sect. 3 we describe how multidimensional cometary gas and dust models have developed since the Halley encounter of 1986 to today. In Sect. 4 we present the different approaches used and results obtained to link coma data to the surface. We will also discuss the limitations of these approaches.

2 The Physics of Developing Cometary Comae

In this section we want to explore the current knowledge of the physical processes that transpire from roughly one metre below the surface of the nucleus to a few tens of kilometres above it. Historically there has been a lot of theoretical work done, and, as computers have emerged, numerical approaches have been developed and become more sophisticated as the computing power has increased over the course of the past decades. In the following we will go through the different stages in natural sequence, from a refractory-ice mixture on the surface that is heated and causes the ice to sublimate, up to the point where the gas molecules and dust particles reach a spacecraft detector tens of kilometres from the surface.

2.1 Illumination, Heating, and Sublimation

We start at the origin of the activity which is the close surface layer composed of a mixture of refractory material and ices. For a detailed description of what we have learned about this
layer we refer to Groussin et al. (2019) within this book. For our purposes we are interested how the surface responds to heat input from solar illumination, and it is sufficient that we have learned that cometary nuclei have very low thermal inertia, $\Gamma$ (e.g. Gulkis et al. 2015, Schloerb et al. 2015, Choukroun et al. 2015, Marshall et al. 2018 for 67P, and Groussin et al. 2013 for 9P/Tempel 1). This implies that the diurnal heat wave does not penetrate deep into the interior and thus that sublimation takes place relatively close to the surface if we see the sublimation rate responding fast to illumination changes as shown e.g. by Zakharov et al. (2018a). Furthermore, we assume that the considered surface element is flat i.e. must be understood as an effective surface rather than a real rough surface. For the case of a homogeneous opaque continuous medium the heat balance to be solved for each surface element is thus

$$\frac{S(1 - A_H)}{r_H^2} \cos(i) \cdot \delta + \Phi_r = \epsilon \sigma T^4 + Z(T) \mathcal{L} + \kappa \frac{dT}{dz},$$

where on the left side we have the solar energy input which is proportional to the solar constant, $S$, at 1 AU, and the cosine of the solar incidence angle with respect to the surface normal, $i$, and inversely proportional to the square of the heliocentric distance, $r_H$, and $A_H$ is the bolometric Bond albedo. $\delta$ is a step function which takes the value 1 if a surface element is sunlit and 0 if it is in shadow or on the night side. A further contribution to the energy input comes from the re-radiation flux, $\Phi_r$, from other surfaces within the respective field of view of the considered facet. On the right side we have first the thermal re-emission term with the temperature, $T$, to the fourth power, the Stefan-Boltzmann constant, $\sigma$, and emissivity, $\epsilon$, then second the sublimation term with the latent heat, $\mathcal{L}$, and net sublimation flux, $Z(T)$. Knowing the surface temperature, it is possible to calculate the gas production using the classical Hertz-Knudsen formula and the velocity distribution function (VDF; in this case semi-Maxwell distribution) for outgoing molecules. The sublimation rate without back flux is $Z(T) = P(T)/(0.5 \pi v_{th})$, where $P(T)$ is the water saturation vapor pressure and the average thermal speed $v_{th}(T) = \sqrt{8T k_b/(\pi m_g)}$, where $k_b$ is the Boltzmann constant and $m_g$ is the mass of the molecule. Finally, there is the conduction term with $\frac{dT}{dz}$ being the temperature gradient with depth, $z$, and with the thermal conductivity, $\kappa$, which is related to the thermal inertia, $\Gamma$, defined as

$$\Gamma = \sqrt{\kappa \rho c},$$

with $\rho$ the effective density and $c$ the specific heat capacity. $\Gamma$ represents the ability of the surface to respond to the temperature forcing provided by the solar illumination, effectively yielding a time lag between the maximum energy input and maximum surface temperature. The case when thermal conductivity is neglected will result in the maximum possible gas production rate (Keller et al. 2015).

Equation (1) thus defines the sublimation temperature and sublimation rate as a functions of the energy input from the Sun and the topographical context of the considered surface area. The complex shape of 67P’s nucleus has shown the need to incorporate shadow casting of parts of the nucleus on large areas. Thus, the direct solar input radiation can be zero, even if $\cos(i) > 0$ (when $\delta = 0$ in Eq. (1)). This is especially pronounced in concave regions, such as the Hapi region on comet 67P (Thomas et al. 2015c) which can experience two phases of complete darkness per comet rotation during parts of the cometary year.

### 2.2 The Dust and Ice Boundary Layer

In the previous section we have discussed the process that leads from the illumination of the surface and the associated heat input to the sublimation of ices. Determining the flux of
sublimating gas from a bare ice surface is in general not sufficiently accurate. This is due to the fact that very little to no ice has been found directly at the surface (Pommerol et al. 2015; Capaccioni et al. 2015). There are three possibilities to explain this. First, most of the surface is indeed completely devoid of ice. Second, the ice is masked within a mixture of refractories (Yoldi et al. 2015). Third, the ice-containing material is covered by a thin layer of pure refractory material. The first of these three options seems unlikely because the comet appears to be active everywhere, i.e. no completely inactive areas have been discovered. If the second option is valid sublimation takes place at the surface itself. The implications of the third option need to be discussed, considering that a large fraction of the surface of 67P is covered by dust, resulting in smooth looking surfaces, that has likely been redeposited by airfall (Thomas et al. 2015a). In this case the gas from the sublimated ice will flow through a dry dust layer before being released into the coma. During day time, this dry dust layer is potentially much hotter than the sublimating layer because it has no ice cooling it and has thus the potential to alter the gas properties in at least three ways. First, a porous dust layer weakens the gas production rate, and in the most extreme case quenches it completely. Second, the gas can be heated if the molecules interact sufficiently with the dust layer. Third, the VDF can be altered for a flow with or without a dust layer. In general we assume the angular distribution of the emitted gas obeys a cosine law ($\sim \cos^n i$), with power, $n$, and angle to the surface normal, $i$. For sublimation from a plane $n = 1$ at 1 AU. For more complex cases, $n > 1$ can be used as a good approximation. A dust layer through which the gas needs to flow before escaping can thus alter the amount of gas escaping, the temperature of the gas and thus the energy available for acceleration of the gas due to molecular collisions but also the directionality of the molecules upon emission. We will break down the different possible structures of the surface boundary layer in the following sections going from the simplest to the more complex ones.

In the simplest case, it is assumed that solid ice is located on the surface of the cometary nucleus and sublimates directly into vacuum. Then, the ice temperature is determined from a simple algebraic equation expressing the energy balance on the surface (model A in Keller et al. 2015) and Eq. (1) without the last term. In a more accurate approximation, to calculate the surface temperature, it is necessary to solve the heat transfer equation for the surface layer. The estimates made in Keller et al. (2015) show that the difference in gas production estimates between these two approaches to determining the ice surface temperature is insignificant ($\sim 10\%$), if the sublimation rate is high enough (that is, at heliocentric distances $< 3$ AU).

The first modification of this simplest model is related to the fact that cometary ice (even if it exists on the surface) has, plausibly, considerable porosity. The porosity of the material in the general case leads to the fact that both the process of absorption and release of energy and the process of sublimation acquire a volumetric character, that is, they take place in a certain near-surface layer. Note that, if we neglect the temperature gradient in the layer in question, then porosity does not lead to any new results. Both the rate of sublimation and the VDF of the molecules remain the same as in the model where a solid (i.e. non-porous) slab of ice is considered. It is clear that a layer can be considered as quasi-isothermal only if its thermal conductivity is large. This assumption contradicts the results obtained during the mission (Schloerb et al. 2015; Choukroun et al. 2015). The near-surface layer is obviously non-isothermal, which makes the problem even more difficult. The most complete discussion of a suitable model and results is presented in Davidsson and Skorov (2002) and Davidsson and Skorov (2004). It was shown that in the case of dirty porous ice volumetric effects may lead to a noticeable change in the rate of sublimation. The nature of the VDF for the case of a non-isothermal porous medium has not been studied, but we can assume that
the deviation from the semi-Maxwell distribution should be less than for the case when the nucleus surface is covered with a non-volatile porous crust. We now turn to the consideration of the last case.

The results obtained by instruments on board Rosetta (Capaccioni et al. 2015) have shown that the surface of 67P is covered with a non-volatile crust. Ice on the surface appears to be rare. At the same time, there are currently no publications showing the presence of areas on 67P where this crust effectively turns off gas production, i.e., gas activity is observed ubiquitously. This in itself does not yet prove that there are no inert areas but rather that they are difficult or maybe with the current data even impossible to detect because of the rapid lateral expansion of the gas that can hide inert surfaces (see e.g. Marschall et al. 2020a). This could suggest that the dust layer has a high porosity, possibly similar to the macroscopic porosity of the nucleus (Preusker et al. 2017; Kofman et al. 2015; Brouet et al. 2016). The low thermal inertia of the surface layer is also consistent with this conclusion. If gas molecules must pass through a non-isothermal porous crust, then many of the characteristics that are important to us, namely the rate of sublimation (or the density of the gas on the surface), and the VDF of the molecules can change significantly during diffusion.

Considering changes in gas parameters when passing through a porous medium, two cases can be distinguished: (a) the porous medium is described as a system of microchannels (or orifices), that is, the gas flow is regarded as internal with respect to the scattering medium, (b) the porous medium is described as a system of particle-scatters, that is, the gas flow is considered as external to the scattering medium. In both cases, due to collisions and scattering of gas molecules with a non-volatile fraction, the effective sublimation rate is weakened. In addition, temperature and VDF also change.

The analysis of free molecular gas flow through channels has more than a century of history and goes back to the work of Maxwell and Knudsen. Considering the diffuse reflection of molecules from the walls of a cylindrical channel, the latter author obtained a simple relationship in which effective gas production is directly proportional to the radius, \( r \), and inversely proportional to the channel length (Knudsen 1909). This formula agrees well with the experimental results only for long tubes (channel length \( \gg \) channel radius). Later, Clausing (1932) proposed a more complex formula that is valid for straight channels of arbitrary length. In order to take into account the fact that the shape of the natural channels differs from a straight cylinder, the so-called phenomenological coefficient of tortuosity \( \tau \ (> 1) \) is introduced. There are many theoretical and empirical expressions evaluating this parameter (see for example Skorov et al. 2011). However, its specific value cannot be determined without a detailed description of the structure of the porous medium. The Knudsen and Clausing formulas are widely used in theoretical cometary models (capillary models) in order to evaluate the weakening by a porous dust layer.

For the capillary model the angular distribution of the emitted molecules was investigated, for example, by Nanbu (1985) and Skorov and Rickman (1995), using the test-particle Monte Carlo method. They have shown that even for a small layer-thickness to radius ratio \( (\sim 1) \) the distribution shows a marked deviation from the ideal cosine law. For a larger thickness it is collimated near the axis of the orifice. The difference is about 7–9 degrees. For our purposes, this means that the macroscopic velocity of the gas (and therefore, for example, the reactive force causing non-gravitational perturbations in the motion of the comet) exceeds the velocity calculated for sublimation from the plane.

Experiments (Krause et al. 2011) and theoretical models (Kaviany 1995) show that the thermal conductivity of a porous medium can be two to three orders of magnitude lower than the thermal conductivity of a non-porous solid. In the porous case, the temperature difference at the boundary of the dust layer (having a thickness of only a few millimetres) can be tens
of degrees (Skorov et al. 2017). When molecules collide with a scattering medium, thermal accommodation occurs, that is, both the velocity direction and its magnitude are modified. A change in the effective gas temperature during passage through a non-isothermal channel was considered in Skorov and Rickman (1995). It was shown that the temperature of the emitted molecules differs markedly from the temperature of the subliming ice already for a channel length of several channel radii.

The Monte Carlo test-particle method can be effectively used also to analyse a free molecular flow through a porous medium, described as a system of particle scatters. This approach allows us to get all the necessary information about the outgoing molecules (e.g. the resulting gas production and VDF). For example, a microphysical computational model for molecular flow in a random porous medium formed by packed spheres was presented and the weakening effect was investigated in detail in Skorov et al. (2011). The main transport characteristics such as the mean free path distribution and the layer permeability were calculated for a wide range of model parameters varying in the range of values expected for the near-surface regions of a cometary nucleus. The results were compared with those obtained by idealized capillary models, and a practical way was suggested to adjust the algebraic Clausing formula taking into consideration the nonlinear dependence of permeability on layer porosity. Although the gas diffusion through a non-isothermal layer has not been considered in this paper (Skorov et al. 2011), the obtained distribution of the mean free path of molecules as a function of porosity makes it possible to estimate the change in gas temperature. Even at very high porosity (∼ 85%), the mean free path is shorter than approximately two particle sizes. This means that, like for the capillary model, a substantial part of the molecules changes speed and temperature during transport through the hot non-volatile porous dust layer.

An approach where a random porous medium consisting of spheres is generated via either random ballistic deposition or random sequential packing is rather general. While this approach can provide us with any targeted porosity it does not fully represent real porous medium (rock) samples. Feldkamp et al. (1989) first reported micro-CT X-Ray technology in the 1980’s, and it was used to study bones. Micro-CT technology offers a three-dimensional representation of a rock with high resolution on the scale of μm. It also offers a highly accurate method to measure material porosity. Micro-CT technology attracted interest in the last decade from the petroleum industry for representation of natural gas reservoir porous media (Okabe and Blunt 2004; Dong and Blunt 2009). It is now the state-of-the-art method to represent porous medium structure with a resolution of a few microns. Christou et al. (2018) and Christou et al. (2019) have directly applied the Direct Simulation Monte Carlo (DSMC) method to the computational mesh obtained from micro-CT images of highly porous rock samples. The flow of sublimating water ice from beneath the sample through the porous layer was studied. At higher porosities, the outgassing temperature remains nearly constant over a longer distance above the surface than at low porosities, Φ < 45%. Lower porosity media are associated with higher surface gas temperature as the gas interacts more strongly with the warmer surface layer. This may be explained by the fact that, as low porosity implies a low level of void, gas passing through a medium with low porosity is heated more effectively by the higher temperature and expands quickly as it exits. We note that porosity in the range of 88–90% yields a surface gas temperature below 200 K for $T_{\text{rock}} = 300$ K and just above 200 K in the case of $T_{\text{rock}} = 330$ K. Gas passing through high-porosity media receives less heating and experiences an expansion and therefore cooling before exiting the medium. Similar results were reported by Skorov et al. (2011). This is illustrated in Fig. 1. As the porosity increases the gas temperature decreases. Furthermore, Fig. 2 shows the surface pressure as function of porosity. Higher porosity leads to higher
Fig. 1 Gas temperature as function of porosity, $\Phi$, at 1 mm and 1 cm above the surface for two rock temperatures, $T_{\text{rock}} = 300$ K, 330 K. The graphs were obtained by a polynomial interpolation from six different rock samples. Figure adapted from Christou et al. (2018).

Fig. 2 Gas pressure as function of porosity at 1 mm and 1 cm above the surface for two rock temperatures, $T_{\text{rock}} = 300$ K, 330 K. Figure adapted from Christou et al. (2018).

pressure. Porosity can thus play an important role in altering gas properties before emission at the surface. Even quenching of the activity can be achieved with a dust layer of very low porosity. Christou et al. (2019) have shown that due to the large variations of observed
gas pressures as a function of porosity, lateral gradients in porosity along the surface can produce strong lateral gas flows. Coma inhomogeneities can be attributed to non-uniformly distributed sources of $\text{H}_2\text{O}$ and $\text{CO}_2$ over the surface of the nucleus (Fink et al. 2016) or variations in illumination in conjunction with the local topography (Marschall et al. 2016). These lateral flows caused by lateral porosity gradients may be capable of generating dust grain transports. Lara et al. (2015) reported that dust particles on the scale of mm could be ejected. More recently, Lai et al. (2016) calculated for 67P that during peak production, near perihelion passage, grains as large as 10 mm can be ejected. Furthermore, dust particles up to the size of decimetres have been observed flying around 67P (Agarwal et al. 2016). Based on those observations and the lateral velocities predicted by Christou et al. (2019) we can conclude that porosity gradients can generate the necessary lateral flow to transport dust grains after they are ejected from the surface.

These considerations above have covered what may be referred to as the contiguous activity. In addition, short-term activity (“outbursts”) has been observed on various time and spatial scales throughout the Rosetta mission (Tubiana et al. 2015; Vincent et al. 2016b; Lin et al. 2017; Bockelée-Morvan et al. 2017; Rinaldi et al. 2018). Outbursts occur not only in case of 67P but are typical for comets. While some of these events can be associated with the erosion of cliffs (Vincent et al. 2016c; Pajola et al. 2017), others were likely driven by either the sublimation of freshly uncovered supervolatiles (Skorov et al. 2016b) or by the release of energy stored in the cometary subsurface (Knollenberg et al. 2016; Agarwal et al. 2017).

### 2.3 Expansion of the Gas

The gas flow in the inner coma of an active cometary nucleus offers severe challenges for numerical simulations because of its complex spatial structure. A macro-scale simulation involves consideration of the complex nucleus shape and topography while a micro-scale simulation will involve a detailed local near-surface outgassing modelling. In the most general case, the flow in the coma is a juxtaposition of regions with widely differing conditions – from fully collision-less to fluid. The degree of rarefaction is characterised by the Knudsen number $Kn$:

$$Kn = \frac{\lambda}{L},$$

where $\lambda$ is the mean free path of the molecules (MFP) and $L$ is the characteristic dimension. To describe the complete flow by a single overall Knudsen number a characteristic scale of the flow (traditionally the equivalent radius of the nucleus) can be used as $L$. To characterise the rarefaction of the flow locally, the scale length of the macroscopic gradient can be used as $L$ (e.g., using the gas density, $n_g$, such that $L = n_g/|\nabla n_g|$). Depending on the local $Kn$ three flow regimes can be roughly distinguished (illustrated in Fig. 3):

1. continuum/fluid, $Kn < 0.01$;
2. transitional, $0.01 \leq Kn \leq 100$;
3. free molecular, $Kn > 100$.

As was shown in the previous sections, the gas coma is formed by the ice sublimation from the nucleus in different ways. The VDF of the sublimating molecules is non-Maxwellian (it is commonly assumed to be half-Maxwellian corresponding to the surface temperature). Therefore, a non-equilibrium layer (Knudsen layer) always occurs adjacent to the surface. Due to inter-molecular collisions the initial VDF evolves (relaxes) and may become at some distance (if and when there are a sufficient number of collisions) completely...
Fig. 3  Different flow regimes as a function of the Knudsen number as well as the intervals for which different models (continuum and discrete) are valid. This figure has been adapted from its original in Bird (1994)

(or quasi) Maxwellian. The expansion of the flow leads to a decrease of collisions with radial distance and therefore, even if an equilibrium flow was established at the top of the Knudsen layer, the flow becomes non-equilibrium again at larger distances due to an insufficient collision rate to maintain the equilibrium distribution.

The structure of the flow depends considerably on the rarefaction of the flow. For high initial densities of the gas (i.e. high production rates of the surface) three characteristic regions can be distinguished in the flow:

1. subsonic near-surface layer;
2. supersonic continuum flow;
3. supersonic non-continuum, non-equilibrium flow.

The boundary between regions (1) and (2) is the surface where the gas velocity is equal to the local sound velocity. The boundary between regions (2) and (3) is the conditional boundary of the region of the continuum flow (its exact position depends on the formal definition of the continuum breakdown). The part of the subsonic region near the surface is also in non-equilibrium (owing to the Knudsen layer). The thickness of the Knudsen layer depends on the specific conditions, but in general, it is about 10–100 mean free paths (Ytrehus 1975; Davidsson 2008). When $Kn$ decreases, it leads to a decrease of the non-equilibrium subsonic layer and an increase of the continuum supersonic flow (the boundary of the continuous flow is shifted downstream). When $Kn$ increases, the subsonic and the Knudsen layers become thick, and at some rarefaction the Knudsen layer becomes thicker than the subsonic layer. The increase of $Kn$ leads to a decrease of the supersonic continuum flow region because the outer boundary of the continuum flow approaches the surface. At some rarefaction the near-surface non-equilibrium layer (Knudsen layer) and the outer region of non-equilibrium flow merge together, and the Knudsen layer as a relaxation zone of the initial non-equilibrium cannot be distinguished from the outer non-equilibrium region.

The interactions of supersonic fluxes in the coma lead to the appearance of shock structures (with localised enhancements of density, temperature and decrease of velocity). The rarefaction of the flow with such structures is characterised using the scale length of the macroscopic gradients. Therefore, even if the overall flow is dense, locally the flow may be rarefied and non-equilibrium.
In general, the transfer of thermal energy into kinetic energy in a rarefied flow is less efficient than in a fluid flow, therefore the rarefied flow accelerates slower, and the flow structures are more diffused.

The gas dynamics approach uses for its description of the gas only the first moments of the VDF – the number density, bulk velocity, and temperature (Euler equations, see Fig. 3), heat conduction, and viscous dissipation (Navier-Stokes equations, see Fig. 3). This approach is appropriate for those regions where the VDF is either a strict Maxwellian (i.e. the fluid flow) or a moderately distorted Maxwellian. Since this approach can’t be used for the simulation in the Knudsen layer, it is necessary to introduce an additional model which links parameters on the surface and on the top of the Knudsen layer – the initial boundary for the gas dynamics simulations. It was shown that the gas dynamics approach with appropriate boundary conditions can provide a physically adequate description of the gas flow even at a moderate degree of rarefaction, but in this case, it is necessary to verify the adequacy of solutions in each particular case (Crifo et al. 2002a, 2003; Lukyanov et al. 2005; Zakharov et al. 2008). It is important to note the difference between “an adequate description” and “a precise description”. For example, for the expansion into a vacuum at large distances from the source the Euler solution predicts a continuous acceleration of the gas but the Navier-Stokes solution predicts deceleration due to the excessive viscous dissipation. In this case, the solution of the Euler equations is physically adequate (the gas does accelerate in reality) but it is not precise (e.g. it exaggerates the transfer of thermal energy into kinetic energy). The solution of the Navier-Stokes equations, on the other hand, is physically inadequate. In many cases, the fluid approach keeps physical adequacy of the rarefied flow description – though with different degrees of precision. It is thus necessary to verify the precision for every case.

Gas kinetics methods – based on the collisional Boltzmann equation (see Fig. 3) or the direct simulation Monte Carlo (DSMC) method proposed by Bird (Bird 1994) – are appropriate at any level of distortion of the VDF. The main drawback of these methods is their high computational demands. With the emergence of high-performance computational facilities, the DSMC method became the main method of simulations for rarefied non-equilibrium flows. For example, DSMC was used for simulation of the coma in e.g. Combi (1996), Skorov and Rickman (1999), Crifo et al. (2002a, 2003), Tenishev et al. (2008), Davidsson (2008), Zakharov et al. (2009), Fougere et al. (2013), Finklenburg (2014), Marschall et al. (2016).

As the rate of collisions (if there were any initially) between molecules decreases with distance the momentum and energy exchange decreases as well. This results in the conservation of the flow velocity and internal energy with distance. Also, the kinetic temperature (as a measure of the velocity dispersion with respect to the mean velocity at some point) freezes for the parallel component and slowly decreases for the perpendicular component. Therefore, starting from some distance the gas flow approaches the flow with practically constant temperature and velocity (directed radially from the centre of the nucleus), and the variation of the density, \( n_g \), as a function of distance to the comet, \( r \), changes according to the “inverse \( r^2 \)” law:

\[
 n_g \propto \frac{1}{r^2}.
\]

(4)

The “Haser model” (Haser 1957) uses this property of the flow and includes additionally photo-chemical destruction of molecules. This model is still the most commonly used approximation owing to its apparent simplicity. But it should be noted that it is physically adequate only at a large distance from the nucleus.

Depending on the size of the simulation region the relative importance of physical processes varies. Usually, in the near-nucleus region the collisional processes dominate over
photo-dissociation and ionisation, but for large distances and thus long travel times of the molecules the time scales of photo-dissociation and ionisation may become significant (Crovisier 1989; Xie and Mumma 1996; Combi et al. 2004). For the typical conditions, the velocity of gas molecules is of the order of hundreds of meters per second and the typical time scale of processes such as photo-dissociation and ionisation is about $10^5$–$10^7$ seconds. For regions greater than $10^4$ km it is, therefore, necessary to take into account the processes of photo-dissociation and ionisation. The numerical simulations in a large region can be complicated additionally if the settling time of the flow (which is proportional to the size of the region) is longer than the characteristic variation time of boundary conditions (e.g. due to the rotation of the nucleus). In this case, the flow might never reach a steady state.

2.4 The Dust Activity Paradox

Up to this point we have mainly focused on the icy constituents and not on the refractory ones. When dust is separated from the surface it can be accelerated in the gas flow. We will discuss this in more detail in the next section. Very little is known about the refractory and ice mixture at the surface (see also Choukroun et al. 2020, in this book), and thus the nature of how dust is released out of this matrix remains an open problem often referred to as the “activity paradox” (Kührt and Keller 1994). The reason for this paradox is the fact that we see the strong cometary dust and gas activity but do not have a working model of how dust is released. The simplest mechanism where the gas pressure of the sublimating ice overcomes the cohesive forces of the material does not work (Skorov et al. 2017). The material strength inferred for cometary material (e.g. Attree et al. 2018) is much larger than the corresponding gas pressures available. For more details and ways out of this paradox as well as our state of knowledge about the physical properties of the surface we refer to Vincent et al. (2019) as well as Groussin et al. (2019) in this book.

2.5 The Dust Dynamics in the Coma

Neglecting for the time being the problems associated with ejecting dust from the surface as described in the previous section we can nevertheless continue and discuss the dynamics of the dust particles once they are no longer attached to the surface. At that point dust particles are subject to several forces driving their motion. Figure 4 shows a sketch of the different dynamical regions of the cometary dust environment which we can divide into three regions (in the order from closest to furthest from the surface):

1. **The coupled coma region:** In this part of the coma the dynamics of dust particles is dominated by local forces that are linked to the nucleus. These are the gas drag force and the gravitational force of the nucleus. Because of the non-sphericity of the nucleus the gravitational force from the nucleus is in general non-radial. Likewise because of the complex nucleus shape, local topography, and emission inhomogeneities the gas flow is in general strongly non-radial (beyond the non-radiality that can occur even for a spherical nucleus). Both forces converge to radial forces as the distance to the surface increases.

   The size of this first region extends to from the surface to roughly 10 nucleus radii, $R_N$, and the time particles spend in this region is of the order of seconds to hours depending on the dust size.

2. **The transitional coma region:** In this part of the coma the governing forces dominating the dust dynamics transition from local forces linked to the nucleus to solar forces such as solar gravity and solar radiation pressure. In this region, the gas and dust have completely
Fig. 4  Sketch of the different dynamical regions of the cometary dust environment which we can divide into three regions: (1) The coupled coma region where the dust dynamics is dominated by local forces connected to the nucleus (gas drag and nucleus gravity); (2) the transitional coma region where the dust has decoupled from the gas and small particles transition to being dominated by solar forces (gravity and radiation pressure) and large particles are bound in the gravitational field of the nucleus; (3) the dust tail and trail within which the escaping dust particles are purely governed by solar forces. The boundaries between these regions are complex 3D surfaces and not spherical shells and the spatial and temporal scales are rough estimates for a 67P-like comet at 1 AU). $R_N$ is the nucleus radius, and $R_{Hill}$ the Hill radius. See text in this section and Sect. 2.6, 2.8, and 2.7 for more details.

decoupled. This is also the region within which the dynamics of very large particles is dominated by the nucleus gravity. Therefore, this region also encompasses the region within which a separation of the coma occurs: small particles escape the gravitational field of the comet and are dominated by solar forces, and large particles remain bound to the comet and eventually re-deposit on the surface.

The size of this second region extends roughly to the comet’s Hill radii, $R_{Hill}$, and the time particles spend in this region is of the order of hours to weeks depending on the dust size.

3. The dust tail and trail: In this final region of a comet’s dust environment the dust particles have left all influence of the nucleus and their dynamics is solely governed by solar forces (gravity and radiation pressure).

Additional processes to the ones named above can alter the dynamics of the dust particles in all three regions of the cometary dust environment. These processes are related to the properties of the dust particles themselves such as sublimation of icy components of the dust particles or fragmentation. See Sect. 2.8 for more details on these processes. We should stress that the picture described above is overly simplified and that each of these regions has a complex 3D structure. Further, the interfaces between these regions are not sharp spherical shells but rather complex 3D surfaces that vary depending on the dust sizes, the heliocentric distance of the comet, overall activity and its distribution on the surface, and more.
Here we focus primarily on the coupled coma region but will comment on some of the above mentioned additional forces and processes in Sects. 2.6, 2.7, and 2.8.

The accelerating force for a spherical dust particle away from the surface is the gas drag (a non-spherical particle will have additional aerodynamic forces). In the immediate vicinity the nucleus gravity is the main opposing force. For longer time scales solar radiation pressure needs to be included as well but can be neglected in the innermost coma (Tenishev et al. 2011; Skorov et al. 2016a, 2018). The dust can be treated either in a test particle approach within the gas flow or as a separate fluid within a gas-dust multi-fluid approach (e.g. Shou et al. 2017). We will discuss the former here in more detail as it is the more common approach used. In this approach it is assumed that dust does not affect the gas flow. In addition, since in most cases the mean free path of the molecules is much larger than the dust particles size, the free molecular aerodynamics is applied. For this approach (Finson and Probstein 1968; Gombosi et al. 1985, 1986; Gombosi 1987; Sengers et al. 2014; Marschall et al. 2016) the equation of motion in the inertial frame for each dust particle is

\[ m_d \frac{d^2 \mathbf{x}}{dt^2} = \mathbf{F}_G + \mathbf{F}_D = \mathbf{F}_G + \frac{1}{2} C_D \rho_n \sigma_d |\mathbf{v}_k - \mathbf{v}_d| \left( \mathbf{v}_k - \mathbf{v}_d \right), \]

where \( m_d \) is the dust particle mass, and \( \sigma_d \) the geometric cross-section. The equation evaluates the dynamic properties of the dust at position \( \mathbf{x} \) and with velocity \( \mathbf{v}_d = \frac{d \mathbf{x}}{dt} \), \( \mathbf{F}_G \) is the gravitational force between the dust particle and the nucleus, \( \rho_n \) the mass of the gas molecule considered (in our case molecular water), and \( \rho_n \) and \( \mathbf{v}_k \) are the number density and macroscopic velocity of the gas, respectively. If we assume an equilibrium gas flow and that the mean free path of the molecules is much larger than the dust size, the drag coefficient \( C_D \) (Bird 1994) is defined as

\[ C_D = \frac{2 \xi^2 + 1}{\sqrt{\pi} \xi^3} e^{-\xi^2} + \frac{4 \xi^4 + 4 \xi^2 - 1}{2 \xi^4} \text{erf}(\xi) + \frac{2 (1 - \varepsilon) \sqrt{\pi}}{3 \xi} \sqrt{\frac{T_d}{T_g}}, \]

with the gas temperature \( T_g \), the dust particle temperature \( T_d \), and \( \varepsilon \) is the fraction of specular reflection, and

\[ \xi = \frac{|\mathbf{v}_k - \mathbf{v}_d|}{\sqrt{\frac{2 \kappa T_g}{m_g}}}. \]

Although we often approximate the dust grains as test particles and consider them to be spherical, especially the larger dust grains are porous and fluffy aggregates (Kolokolova and Kimura 2010; Schulz et al. 2015; Rotundi et al. 2015; Langevin et al. 2016; Bentley et al. 2016; Mannel et al. 2016; Levasseur-Regourd et al. 2018). This affects the dynamics of the particles as shown by Skorov et al. (2016a, 2018) who have found that porous aggregates are accelerated to significantly higher speeds than their compact counterparts. Additionally, rotating particles (Fulle et al. 2015) that have oblate or prolate shapes will also affect the dynamics as studied by Ivanovski et al. (2017a,b). These latter authors have shown that not only may non-spherical particles begin to rotate in the gas flow but they may also accelerate to higher speeds than spherical ones.

### 2.6 Further Forces Acting on Dust

We have already mentioned the two other forces that influence the dynamics of the dust particles namely solar radiation pressure and gravity. The effect of solar radiation pressure
Fig. 5 Ratios of drag force, $F_{GD}$, gravity, $F_{GC}$, and radiation pressure, $F_R$, on dust particles of different masses: $F_{GD}/F_{GC}$ (solid curves), $F_{GD}/F_R$ (dotted curves), and $F_R/F_{GC}$ (dashed curves) as functions of aggregate mass at 2 km from the comet centre. Results for ballistic aggregates (BA, crosses) and ballistic aggregation with monomer migration (BAM, stars) and non-porous spheres are shown. Euler flow was assumed for the gas flow with a production rate of 2 kg s$^{-1}$ from a spherical nucleus of 2 km radius. Figure adapted from Skorov et al. (2018)

has long been known. Even though dust particles are ejected mainly in the sunward direction cometary tails point in the anti-sunward direction. This is caused by solar radiation pressure decelerating the dust particles as they move towards the Sun until they come to rest and are then pushed in the anti-sunward direction. This back flux towards the comet has, in case of comet 67P, even been found close to the nucleus by GIADA (Colangeli et al. 2007) on board Rosetta.

The effect of gravity is twofold. First, it is an additional opposing force when particles are lifted and thus even in absence of any cohesive forces provide an upper size limit that can be ejected from the surface. Second, large particles which are not accelerated by the gas beyond the escape speed will go into orbit or ballistic trajectories. In the case of 67P its complex nucleus shape leads to a complex gravity field and thus to a non-trivial gravitational influence. Dust deposits from gravitational back-fall on the surface alter the surface properties which in turn influence the nature of activity. In the case of 67P this contributes to the observed seasonality of the activity.

Figure 5 illustrates the ratios of the three major forces acting on a dust particle (Skorov et al. 2018). Different types of particles are shown, from the common assumption of solid spheres to ballistic aggregates (hit and stick of monomers; BA) and ballistic aggregates with monomer migration (hit, stick, and roll; BAM). BA have the highest porosity and the solid spheres per definition the lowest. The figure shows that close to the surface the drag force is
the dominant force (by orders of magnitude) for the entire mass range of dust particles. The higher the porosity of the particles the higher also the ratio of the drag to the gravitational force. This is mainly driven by the higher cross-section to mass ratio of the porous particles. Radiation pressure is between two and three orders of magnitude weaker than the gas drag interaction for the given dust mass range and does not depend as strongly on mass as the drag-to-gravity force ratio. For spherical expansion of the gas the drag force remains dominant over gravity even at 20 km from the nucleus centre (Skorov et al. 2018), but radiation pressure becomes more important, and the respective ratio to the drag force can be close to unity. The authors conclude further for the described case that the drag force is indeed dominant for the near-nucleus environment (< 20 km) but that beyond that radiation pressure can be a significant factor in the dust dynamics at distances as close as 100 km from the nucleus centre. Finally, the shown results also imply that the assumption of solid spheres leads to the lowest acceleration and thus lowest terminal dust speeds. The higher the porosity the higher the acceleration and thus the higher the terminal dust speed. The solid sphere approximation thus provides for a strict lower boundary for the dust speed.

2.7 Redeposition of Dust on the Surface, and Re-Condensation of Gas

So far we have primarily described the mechanisms of mass loss of the comet. But Rosetta has shown that there are two important processes of redeposition on the nucleus which were not well appreciated pre-Rosetta. The first one has been hinted at in the previous section. Due to gravity dust particles – or rather large chunks – might not reach escape speed and are therefore redeposited. This is mainly evident in the morphology of the nucleus surface (Thomas et al. 2015c; El-Maarry et al. 2015, 2016, 2017) showing widespread dusty deposits in particular in the northern hemisphere. This has been described in more detail in Thomas et al. (2015b) who have also shown how particles are gravitationally bound and redeposited. The deposition of particles, especially in gravitational lows, has become quite clear since then. This has been further studied by Lai et al. (2016) who have found that gravitational lows are indeed primary deposition areas. The idea of a seasonal mass transport from the southern to the northern hemisphere has also been pointed out by Keller et al. (2017). This seasonal dust transport can lead to significant altering of the surface properties which in turn define the respective activity. Activity is therefore not simply a function of the local surface properties but can be influenced by non-local long term alterations due to mass transport.

Metre-sized chunks of debris falling back towards the surface have been directly observed in at least one image sequence obtained at 2.6 AU, when comet 67P was outbound from perihelion (Agarwal et al. 2016). Due to the nucleus rotation and the varying trajectories of individual chunks, the material will get distributed widely across the comet (Keller et al. 2017). Generally, the locations of sources and sinks of fall-back debris are determined by the local gas pressure, which in turn is likely mainly determined by solar irradiation and changes with season (Lai et al. 2016; Pajola et al. 2017).

The other possible deposition is that of re-condensation of water vapour. As found by De Sanctis et al. (2015), Filacchione et al. (2016a) a diurnal frost layer has been found on the surface of comet 67P. This surface ice can either be due to re-condensation from below in the near-surface layer due to a temperature inversion caused by thermal lag, or due to re-condensation of gas in the coma from above the surface. Liao et al. (2018) have shown that this second process is also feasible.

Different authors (Fornasier et al. 2016; Filacchione et al. 2016b; Ciarniello et al. 2016; Fornasier et al. 2017) found an increased surface ice content in the southern hemisphere near perihelion, indicating temporary removal or thinning of an otherwise present dust mantle, and the exposure of relatively pristine icy material. These effects were accompanied
by significant surface changes such as boulder displacements and vanishing of structures (Fornasier et al. 2019).

2.8 Additional Processes Affecting Dust and Gas Flows

Now that we have described the dynamics that govern dust particles, we will also highlight the regime within which this is applicable. There are two main restrictions to the approach described in the previous sections. First, if the flow has a high dust-to-gas mass ratio (mass loading) the two flows cannot be treated independently. Because the dust is accelerated by the gas it draws energy out of it. When there is enough dust in the flow that this ratio becomes significant then the presence of the dust will influence the gas flow. On the one hand the gas will be heated by the usually much hotter dust particles, and on the other hand the dust will decrease the energy in the gas flow and thus tends to slow it down. Additionally, if there is a lot of dust – which is heated very efficiently – it will thermally re-radiate energy that can reach the surface and be an additional source of energy into the surface. The approach above also excludes any icy component in the dust that can sublimate. If ice-bearing dust particles or debris are able to sustain a temperature gradient, e.g. between their illuminated and shadowed sides, the recoil force from asymmetric outgassing can affect their dynamics (Kelley et al. 2013; Agarwal et al. 2016; Güttler et al. 2017). This would also be an additional gas source term – a so called extended source – above the surface and thus alter the gas flow. For comet 67P there has not been any direct evidence for such an extended source but it has been observed for other comets. This process requires coupling of the gas and dust flows and thus a simultaneous numerical treatment of the gas and dust comae. Apart from sublimation, dust particles can also fragment e.g. due to collisions, thermal stresses, or sublimation of icy components. This will alter the size distribution of the dust flow. Further, particles can be charged by the solar wind and their dynamics strongly influenced by electromagnetic forces. This has been first studied by Horanyi and Mendis (1985) and Wallis and Hassan (1983). The latter have found that wavy dust features far down the tail could be explained by charged dust. The charging of dust mainly alters the dynamics of sub-micron to micron particles and acts on long time scales.

2.9 Observations of the Dynamics of Dust from the Surface into the Coma

We expect the density of a flow that is radial and collisionless to drop with the inverse square of the distance to the nucleus centre. Similarly to the gas density (Eq. (4)), assuming such a force-free radial outflow, the dust density \(n_d\), for a specific dust size, as a function of distance \(r\) can be calculated as

\[
nd = \frac{Q_d}{4\pi r^2 m_d v_d},
\]

(8)

with \(Q_d\) being the total dust mass production rate, \(m_d\) the dust particle mass, and \(v_d\) the constant outflow velocity of the dust particles. However, imaging instruments like OSIRIS on Rosetta do not see the density but rather the dust brightness which is the result of the column-integrated density (column density) along the LOS convolved with the scattering properties of the dust particles. In an optically thin medium the observed brightness is proportional to the column density. Due to the integration along the LOS Eq. (8) implies that for a free radial flow the column density should drop by the inverse of the distance. Because the brightness of the dust is proportional to the column density, the brightness multiplied by the distance should thus be a conserved quantity as a function of distance. Thomas and Keller
(1990) introduced this quantity as the so-called “azimuthal average” in a study about the dynamics in the inner coma of comet 1P/Halley. They used aperture photometry to study the change in brightness as a function of distance to the comet centre of mass. Deviations in the azimuthal average from this conservation law contain information about additional physical processes involved in the inner coma dynamics compared to free radial outflow. Different processes such as acceleration or fragmentation of the dust particles have different impacts on the azimuthal average. Several of the processes discussed in the literature and their effects on the azimuthal average are revisited below. For one, acceleration of the particles due to gas drag will cause the azimuthal average to drop as a function of distance. This is because the scattering area and thus the brightness of the observed dust disperses into space more quickly than is expected for a free radial outflow (Eq. (8)). When considering fragmentation of dust particles, two different outcomes are possible. On the one hand, for dust particles fragmenting into optically more active daughter particles and thus increasing the scattering area, the azimuthal average will increase with distance from the nucleus (Konno et al. 1993). On the other hand, when a majority of the available dust particles is fragmenting into optically small particles (daughter particles invisible for scattering), the azimuthal average will decrease with distance from the nucleus surface. Sublimation of icy grains in the coma has much the same effect on the azimuthal average like this latter case because here scattering area is lost in the sublimation process. Conversely, optical depth effects can increase the azimuthal average as a function of distance as a larger and larger fraction of the scattering cross section comes into view. The effects of outgassing from localised sources on an extended surface area as modelled by Huebner et al. (1988) and Reitsema et al. (1989) can lead to an increase in azimuthal average with distance from the nucleus. Furthermore, gravitationally bound particles in Keplerian orbits out to the Hill radius can lead to an increase in azimuthal average with distance from the nucleus surface, whereas gravitationally bound particles on ballistic trajectories have the opposite effect as demonstrated by Gerig et al. (2018). In the case of 1P/Halley an increasing azimuthal average curve was found close to the nucleus (< 100 km or 10 nucleus radii) (Thomas and Keller 1990). In several studies a combination of localised sources on an extended active area and particle fragmentation were identified as the dominating processes in the innermost dust coma of 1P/Halley (Huebner et al. 1988; Szego et al. 1989; Thomas et al. 1988; Reitsema et al. 1989; Thomas and Keller 1990; Konno et al. 1993). At larger distances (100–600 km), the profile was flat as expected for a free-radial flow. In contrast, at 67P a decline in the azimuthal average profile as a function of distance was found, indicating that we are most likely seeing the acceleration of the particles. Using models described in Sect. 4.2, Gerig et al. (2018) demonstrated that this trend can be reproduced in a model only taking into account acceleration of the dust particles entrained in the gas outflow and gravity from the nucleus. They also concluded that other processes in the inner coma such as particle sublimation or contributions from gravitationally bound particles might be necessary to fully explain the data. In a study of the radial profile of a jet-like feature above the Imhotep region around spring equinox 2015, Gicquel et al. (2016) concluded that sublimation of small icy grains is needed to explain the observed steep profile decline in the first 10 km above the nucleus surface. Like for comet Halley, the azimuthal average curve for 67P also flattens out at larger distances from the nucleus (> 12 km or 6 nucleus radii; Gerig et al. 2018), and the flow can be treated as a force-free radial outflow beyond that distance. Figure 6 shows a typical example of the drop and then flattening of the curve (in black) with distance. Generalised theoretical considerations as shown by Zakharov et al. (2018b) predict the dust to reach 90% of its terminal velocity at a distance of 6 nucleus radii. This is in remarkable agreement with the results for 67P, and also agrees well with the results found
Fig. 6 Brightness, $A$, for the case of 67P multiplied by the distance, $b$, as a function of the distance (taken from Gerig et al. 2018). The black curve shows the full result and the red/blue curves are restricted to the day/night side of the comet for 1P/Halley. During the time of peak activity, about one month after perihelion, Boehnhardt et al. (2016) in ground-based images of 67P found radial brightness profiles flatter than expected for a steady-state coma, which they interpreted as a possible sign of dust fragmentation at nucleus distances $> 5000$ km from the nucleus. Also ground based polarimetric measurements from several months after perihelion hint at the presence of fragmenting dust in the outer coma (Rosenbush et al. 2017). This illustrates how the combination of theory, complex models, and data analysis have become very successful in the understanding of the dynamics within a cometary coma.

3 The Development of Multidimensional Cometary Gas and Dust Models

Since the observations of comet 1P/Halley from a close distance in 1986, it has become evident that the near-nucleus coma has a complex spatial structure (previous observations from large distances just suspected that). Therefore, the simulation of such flows requires multidimensional models of the dusty gas flows. In this section, we will briefly describe the development of such multidimensional models which, triggered by the lead up to the encounter of comet 1P/Halley in 1986, have progressed to this day and applied to Rosetta’s data of comet 67P. Though these models build on earlier descriptions in one dimension we will not go into the details of those models.

The first multidimensional models (axially-symmetric and 3D) of a dusty gas coma with the physically consistent description of a flow as a fluid were presented in Kitamura (1986, 1987, 1990), and Korosmezey and Gombosi (1990). These models were based on the numerical solution of the coupled hydrodynamic equations (representing the mass, momentum, and energy conservation). The gas (pure H$_2$O) was treated as viscous in Kitamura (1986, 1987) or inviscid in Kitamura (1990), and Korosmezey and Gombosi (1990). The dust was
treated as one of the components of the fluid consisting of single-sized spherical grains (< 1 µm). The studies were performed for a spherical nucleus with (1) an active spot on an inactive surface (i.e. an isolated jet), (2) a spot of enhanced activity on an active surface (i.e. a jet expanding in a co-current flow), and (3) several active spots. The Knudsen number in the jet near the surface was \( \sim 10^{-3} \) (estimated by the radius of the nucleus).

These studies showed the formation of the shock structures due to interactions of several jets and that even a single pure gas jet expanding in a co-current flow produces a shock structure. It was shown that the dust structures are more pronounced and persist even at large radial distances.

In all these works the boundary conditions were postulated in a simplified manner (i.e. without a thermo-physical model of the surface) – a given variation of surface flux or stagnation density and constant surface temperature.

These same problems were studied by Itkin et al. (1995), Crifo et al. (1995), Rodionov (1996) with a more efficient computational scheme. These studies revealed that the “single fluid” approach (when all the dust ejected from the nucleus is treated as one single fluid) leads to an unphysical result (artificially strong enhancement of the density) in the region where dust fluxes penetrate each other. To resolve this problem a “multi-fluid” approach, where the dust flow is represented by several fluids originating from different parts of the surface, was applied. Though this model is physically more accurate it is also computationally more expensive.

The studies by Crifo and Rodionov (1997a), Fulle et al. (1999), and Crifo and Rodionov (1999) included a non-spherical shape of the nucleus. A homogeneous “bean” shaped nucleus was used as a model of comet 1P/Halley in Crifo and Rodionov (1997a) and of comet 46P/Wirtanen in Fulle et al. (1999), and Crifo and Rodionov (1999). Also, a realistic model of surface ice sublimation which takes into account the influence of the ambient flow (see Crifo and Rodionov 1997b) was used to get the gas production of the surface. This model was based on the analytical expression for the Knudsen layer obtained by Cercignani (1981). These studies showed for the first time that even in the case of a homogeneous nucleus, the fluxes emanating from different parts of the nucleus can interact and form shock structures i.e. even the absence of any surface inhomogeneity can result in the appearance of inhomogeneity in the cometary coma.

The effect of a realistic shape for comet 1P/Halley – described by spherical harmonics as derived from observational data of Giotto, Vega-1 and Vega-2 – was studied in Crifo et al. (2002c). This study was performed for cases of homogeneous and inhomogeneous (set of spots) surface properties. This study showed that a more detailed description of the shape leads to a considerably more complicated flow structure near the surface. Most notably, geometrical effects of the surface can be stronger than the effect of a surface inhomogeneity.

A model with two gas components – water and CO – was studied in Crifo et al. (2004). It was assumed that the water sublimation at the surface and the CO diffusion from the interior occur simultaneously. This model was used before Rosetta had arrived to study different plausible conditions in the coma of comet 67P at 3 AU. An analytical “starfish” shape with topological similarity to the shape derived from Hubble Space Telescope observations in 2002 was used for the nucleus. This study showed once again that the coma around a non-spherical nucleus is strongly structured by the topography.

Ground-based observations have a large field of view, and therefore to simulate their observed coma a large computational domain is required. In contrast to the simulation of the near-nucleus coma, two additional factors need to be considered when modelling structures which are tens of thousands of kilometres from the surface: (1) processes of photodissociation and (2) the unsteady character of the flow. For example, in Rodionov and Crifo (2006).
an attempt was made to explain the nature of the weak spiral structures seen in ground-based observations and, more specifically, in observations of the comet C/1995 O1 Hale-Bopp. It was assumed that water is produced by surface ice sublimation and CO coming from diffusion from the interior of the nucleus. Two processes of photodissociation were taken into account: \( \text{H}_2\text{O} \rightarrow \text{OH} + \text{H} \) and \( \text{OH} \rightarrow \text{O} + \text{H} \). These two processes have characteristic rates of \( \sim (1 - 3) \cdot 10^{-5}/r_h^2 \) seconds. At a heliocentric distance of 1 AU their importance thus becomes apparent at a distance of \( 10^4 \) km from the nucleus. The rotational period of Hale-Bopp is 11.4 hours. The gas expanding from the surface travels about \( 2 \cdot 10^4 \) km during one rotation. Therefore the flow in the region of \( 10^5 \) km radius is in an unsteady state. The model demonstrated the capability to generate large-scale gas spirals of the kind observed in comet C/1995 O1 Hale-Bopp, thus demonstrating that the existence of such spirals does not require surface heterogeneity. On the other hand, this result does not in itself exclude heterogeneity either.

In the case when activity is strong (usually at small heliocentric distances) and the flow is in the continuum regime in the near-nucleus region, the approach which describes the dusty gas flow as a fluid is justified. But when a comet is weakly active or has less active regions the flow in the coma can be rarefied (\( Kn > 0.01 \)). In the rarefied flow, the collision time between molecules is long compared with transport times. The mean free path between collisions is comparable to or larger than the flow gradient. In these cases the validity of the hydrodynamic approach is questionable (see e.g. Finklenburg et al. 2011). The Direct Simulation Monte Carlo (DSMC) method (Bird 1976, 1994) is based on the kinetic description of the flow and can be applied at any degree of rarefaction.

The first kinetic model of the coma based on the DSMC method was proposed in Combi (1996). This model takes into consideration gravity, intermolecular collisions, photochemistry, and radiative heating/cooling. It was applied for the simulation of an axisymmetric pure water expansion from a non-spherical nucleus. The boundary conditions were postulated in a simplistic manner – it was assumed that the nucleus has a uniform surface temperature, the gas is at rest on the surface with the density varying as the square of the cosine of the sub-solar angle. Gas emission on the night side was set to be zero. The study was carried out for the case \( Kn \sim 10^{-4} \) (based on the radius of the nucleus and the mean free path in the sub-solar point). It was shown that kinetic effects become important in the periphery of the jet and on the night side in the immediate vicinity of the nucleus. At the same time, comparisons with hydrodynamic simulations of the same problem show excellent agreement in the dense regions of the flow.

A series of papers (Crifo et al. 2002b; Zakharov et al. 2003; Crifo et al. 2003; Lukyanov et al. 2005; Zakharov et al. 2008; Crifo et al. 2004) was devoted to the comparison of the fluid (the Euler and the Navier-Stokes equations) and the kinetic (DSMC) description of the coma. Several nuclei with some typical geometrical or compositional features were studied: spherically homogeneous and inhomogeneous, aspherical with a cavity fully sunlit or partially shaded. The studies were carried out in the range of \( 10^{-7} < Kn < 10^{-3} \) (computed for the gas parameters at the sub-solar point and the radius of the nucleus). The results showed that: (1) on the dayside both approaches agree quite well; (2) on the night side, where the local Knudsen number \( Kn = \frac{|\nabla n_g|}{\lambda} < 0.1 \), the agreement is satisfactory as well; (3) if the
night side is active then the agreement is satisfactory even for the local Knudsen number $> 0.1$.

A kinetic model (based on the DSMC method) of the axisymmetric multispecies ($\text{H}_2\text{O}$, $\text{OH}$, $\text{O}$, $\text{H}_2$, $\text{H}$, and $\text{CO}$) coma with a realistic thermophysical model of outgassing from the surface of the nucleus was presented in Tenishev et al. (2008). The surface was assumed as a porous layer of solid grains and ice particles which sublimate under solar illumination. The thermophysical model (Davidsson and Gutiérrez 2004, 2005, 2006) takes into account the processes of the gradual absorption of solar energy in the surface layer due to a finite optical opacity of the ice/dust mixture, the thermal re-radiation, the re-condensation of the gaseous constituents of the coma on the surface of the nucleus, the solid-state heat conduction, the subsurface ice sublimation and re-condensation, and the subsurface transport of mass and energy due to gas diffusion.

This gas coma model (Tenishev et al. 2008) was further completed by the dusty coma model (Tenishev et al. 2011). The numerical model of the dusty coma was constructed in the spirit of DSMC for the gas (i.e. the dust phase in the coma is represented by a large but finite number of model particles that represent real dust grains). It was assumed that the dust motion is governed by the gas drag and nucleus gravity force. The distinctive feature of this model is the self-consistent kinetic treatment of both the gas and the dust phases of the coma. Though, the numerical simulation performed for the comet 67P at heliocentric distances from 1.29 to 3.25 AU and the dust-to-gas mass production rate $\sim 1$ have shown that the back coupling of momentum exchange in the coma and the heating of the gas by collisions with the dust is negligible.

In Fougere et al. (2013) the model of Tenishev et al. (2008) and Tenishev et al. (2011) was applied for modelling the heterogeneous ice and gas coma of comet 67P/Hartley 2. Axisymmetric simulations were performed for a gas coma ($\text{H}_2\text{O}$ and $\text{CO}_2$) using a realistic bi-lobed shaped nucleus with dimensions corresponding to the ones observed by the EPOXI mission (A’Hearn et al. 2011). The model included the possibility that icy grains can sublime while being carried away from the nucleus and constitute an additional source of water in the coma. A model of pure icy grains ($1 \mu\text{m} \leq \cdots \leq 8 \text{ cm}$) was used with equilibrium temperature and sublimation rates which were computed using the energy balance between sublimation of volatiles, and absorption/emission of radiation (see Fougere et al. 2012). The adjustments of the model were made based on comparisons of (1) computed column densities of $\text{H}_2\text{O}$, $\text{CO}_2$ and observed brightness of water, and $\text{CO}_2$; (2) computed and measured IR spectra of $\text{H}_2\text{O}$ (2.7 $\mu\text{m}$) and $\text{CO}_2$ (4.3 $\mu\text{m}$). The results have shown that most of the water released by Comet Hartley 2 comes from the sublimation from icy grains as they are carried away from the nucleus by the gas drag. A strong correlation was found between the icy grain and the $\text{CO}_2$ densities, which raised the hypothesis that the icy grains were lifted by the hyper-volatiles in collimated jets mostly present at the sub-solar lobe of the nucleus.

Up to the rendezvous of Rosetta with comet 67P in 2014, the coma modelling was focused mostly on possible scenarios of cometary activity and trying to study potential influences of different factors.

With Rosetta’s data obtained from close distance to the comet by different instruments during a long period of time a new stage of coma modelling has begun. The modelling of 67P can be based on much more precise data and the models are more tightly constrained. New models build on and combine previous studies of particular effects. Now the main problem is not the general simulation of the dusty gas flows but rather the derivation of the boundary conditions via fitting of simulations to the available observational data (e.g. Bieler et al. 2015a; Fougere et al. 2013, 2016b; Marschall et al. 2016, 2017; Zakharov et al. 2018a; Marschall et al. 2019; Combi et al. 2020; Marschall et al. 2020b). We discuss this link of the nucleus surface (i.e. the boundary conditions) to measurements in the next section.
4 Linking Coma Data with the Surface

One of the most important goals of Rosetta was to deliver observations which can be used to piece together a consistent picture on the spatial distribution and time evolution of surface sources for gas and dust. It had been envisioned that inverting the remote sensing measurements was going to yield the much needed constraints on the “intrinsic” scales of gas/dust sources which can then be linked with specific surface features identified from the visible wavelength images. We will discuss this approach and its drawbacks in Sect. 4.1. In addition, the computational and numerical modelling has advanced to such a degree by the time Rosetta arrived at the comet that rarefied gas flow calculations in three-dimensional domains have become feasible, simultaneously coupling the modelling of measurements of different instruments. This approach we will label “forward” modelling, and by means of varying the input parameters we can fit the observed data, hence assess the physics of the comae. We will explore this approach and its drawbacks in Sect. 4.2 as well as the nature of how dust filaments (jet-like structures) can arise (Sect. 4.3). In Sect. 4.4 we will discuss the distribution of sources from the different models currently used, how they differ, and how conflicts between them can be resolved. Finally, in Sect. 4.5 we give an overview of how VIRTIS data has informed our inner comae knowledge.

4.1 Inversion Techniques for the Inner Gas and Dust Comae

4.1.1 Inverting In-Situ Gas Measurements

On August 6, 2014, the Rosetta spacecraft had for the first time reached a cometocentric distance of about 100 km, which marked the beginning of near-nucleus operation at comet 67P. At this time the ROSINA instrument suite began to record signals consistently above (spacecraft) background (Altwegg et al. 2015). The direct in-situ ROSINA data provided estimates on the local number density of many molecular species. Each measurement was registered on the digital terrain model of 67P at the sub-spacecraft position. The surface outgassing rate may then be obtained, in the case of the simplest inversion approach, from the “Haser model” (Haser 1957) where the density measured at the spacecraft is simply nadir-projected onto the nucleus shape being scaled using the “r²-law” of Eq. (4). It was rather surprising to find this approach to give reasonable results regarding the diurnal evolution of outgassing (Bieler et al. 2015b). Given the large field of view (FOV) of ROSINA and the complex nucleus shape and detailed pattern of illumination it was expected that this kind of nadir projection would not be able to yield a reasonable model of gas coma evolution. In addition the model assumes a collisionless flow, an assumption that can be safely considered only for outgassing conditions at large heliocentric distances > 3.0 AU (in the context of 67P). Applying this model to measurements in a given time period it has been also used to estimate the global gas production. The validity of this approach is limited by its assumptions, and accurate global production rates were also not expected from this method. In addition, locations of outgassing on the surface cannot be obtained from this simple inversion approach. This has been shown in Marschall et al. (2017) where emission from cliffs and the Hapi region resulted in equally good fits of ROSINA data as with inhomogeneous outgassing involving the entire surface. In short, the results from a simple inversion must be considered with some care.

A more sophisticated inversion approach was applied to constrain the gas sources at the surface from the ROSINA data in Kramer et al. (2017) and Läuter et al. (2019). In their work they assume gas sources on a shape model with roughly 4’000 facets that emit
gas with a certain opening angle with respect to the local surface normal. The gas flow in this model is still assumed to remain collisionless in the entire computation domain, hence, each measurement of ROSINA is simply the (weighted) linear combination of the contribution of all these facets. A global minimisation method of reducing the difference between thousands of measured and simulated ROSINA densities yields the surface facet weights. The facets with the largest weights are the “local” surface sources of gas. The advantage of this approach is its speed, hence it can be applied to data for the entire orbit. The downside of the method is that, even if it yields a good estimate of the global production rate, the resulting source distribution should be treated with care because it is not the outcome of a model that takes into account the necessary physics. For one, the basic assumption that each surface facet contributes linearly is not justified because the gas molecules originating from different areas do interact with each other thus altering the flow. Other challenges of inverse models will be presented in Sect. 4.4.

4.1.2 Inverting Remote Sensing Measurements

At the onset of near-nucleus observations (Aug. 2014) the microwave instrument for the Rosetta orbiter, MIRO, was already monitoring the water production rate for more than two months (Biver et al. 2015), triggered by the first detection of water activity on June 7, 2014 (heliocentric distance of 3.925 AU) of merely 300 g/s (Gulkis et al. 2015). In addition of retrieving molecular densities along the line-of-sight (LOS), the line shapes in the MIRO measurements carry further information on gas velocity (projected on the LOS) as well as kinetic temperature of the gas. The measured photons in the sub-millimetre wavelength range originate from the rotational transitions of molecules which are spaced closely in energy and thus still efficiently thermalised in the inner coma due to inter-molecular collisions. Nevertheless, in the context of cometary comae the population of rotational levels does deviate from local thermodynamical equilibrium (LTE) at some distance from the nucleus (Zakharov et al. 2007; Davidsson et al. 2010), and forward models of MIRO spectra have to generally take this into account (Lee et al. 2011). The velocity profile along the LOS can be estimated from the Doppler shift of the frequency of the measured line shape of a particular rotational transition, as will be discussed later. In this respect, the MIRO observations are truly exceptional in providing far more information constraining the coma’s dynamical state than, for instance, the point measurements of density by the ROSINA instrument suite. However, the process of extracting this entangled information from the spectra requires more sophisticated analysis and coma models; this is still a topic of active research.

The first parametric inversion estimating simultaneously the water production rate and terminal velocity along the LOS was carried out by Lee et al. (2015) on a subset of MIRO data taken in nadir geometry in August, 2014. During this period the comet was only weakly active (Q[H2O] usually below 10^{26} s^{-1}). These conditions in fact provided two advantages for the interpretation of data and played a role in the selection of a particular parametric coma model. First, the main isotopic line H_{16}O at 557 GHz was still not so optically thick to lead to saturated line cores, such that the line area (K km s^{-1}) remains quasi-linearly dependent on the water column density along the LOS. Second, due to the relatively low optical thickness the determination of expansion velocity is somewhat easier as the line cores are not saturated. The coma model in the cited work was compressed to five parameters (Q, a, b, v_0, c), where Q is the water production rate, (a, b) are related to the power law approximation of the temperature profile required to simulate the MIRO spectra, and (v_0, c) are used in a tanh function used to model the velocity along the LOS. The solution of the inverse problem is performed within the framework of optimal estimation (Rodgers 2000)
Fig. 7  Local water production rate versus effective local solar time. The effective local solar time is determined by calculating the angle between the direction of the local normal direction at the location of the MIRO centre beam and the Sun direction. Adapted from Fig. 13 (Lee et al. 2015)
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Fig. 8  Adopted from Fig. 11 in Lee et al. (2015) which shows the distribution of the water outgassing intensity as a function of MIRO sub-millimetre antenna temperature registered at the MIRO beam location on the nucleus. No obvious correlations can be observed
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which provides a statistically sound regularisation and error characterisation of the results given that the required assumption can be fulfilled. As acknowledged in the work of Lee et al. (2015) an important but often neglected consideration for non-linear inverse problem solution concerns the degree of uniqueness. Generally, it is not a simple matter to always demonstrate that a global optimum has been found for each processed MIRO measurement. The work is usually tedious and typically relies on a Monte Carlo type sensitivity analysis.

These first MIRO inversions were in an apparent conflict. It was recognised since the earliest observations that the water outgassing originates from the illuminated hemisphere, with the largest water density found when pointing toward the “neck” region of 67P. This was an unambiguous conclusion even with 1D Haser models used in the MIRO measurement reduction. However, when individual MIRO observations were projected onto the surface (at the beam-nucleus intersection location) and correlated with local time (Fig. 7) the expected relationship for column density correlation with mean illumination (or local time) was not found (Lee et al. 2015). Similarly, no obvious correlation was discovered between water flux and the surface continuum temperatures (see Fig. 8). It was speculated that this is a result of heterogeneous subsurface ice distribution, such that the largest contribution of molecules into the MIRO beam comes from other regions than the location of the FOV.
A different approach to the inversion was taken in the work of Marshall et al. (2017), relying on constructed look-up tables for the line areas of the MIRO main spectroscopic transitions H$_{2}^{16}$O and H$_{2}^{18}$O. In addition, due to the simplicity of modelling the nadir geometry, the limb measurements were not considered in this work. In order to be able to deal with the different optical thicknesses in these transitions a line area ratio was formed and used to invert individual MIRO measurements for water density. As in previous works, all observations were also registered to the surface at the location of the MIRO beam. The look-up table method’s main advantage is computational speed, and nearly the entire MIRO data set has been processed such that water production rate can be statistically examined as function of time and space. It is also worth pointing out that, just as in Lee et al. (2015), the water production rate was calculated assuming a 2 km sphere with Haser-like water outgassing, that is, each observation was treated as if a spherical nucleus was observed. It was referred to as “local effective Haser” production rate by Marshall et al. (2017). With the processing of the entire data set available at the time several interesting findings were made. First, the plot of production rates as functions of heliocentric distance showed a delayed peak (20–40 days) with respect to perihelion. This feature was also observed with ROSINA data (Hansen et al. 2016; Läuter et al. 2019; Biver et al. 2019), but it is not yet clearly explained by theoretical thermal models. Second, the calculated slope of the heliocentric water production rate averaged as a function of latitude can be very well described by a purely illumination driven model assuming surface ice activity from each facet of the digital shape model. Third, a relatively high production rate (around perihelion) is implied by the MIRO data in the northern regions of the comet (especially the Seth region), which according to the shape model experienced a rather low illumination (mean daily flux of 50 Wm$^{-2}$), see panel 4 in Fig. 9. Incidentally, the Seth region is adjacent to the Hapi region, both located in the northern hemisphere neck. Despite the successful application of this approach a question remains: Why does the “local effective Haser” coma model work so reasonably well explaining the measurements, although we see such a morphological heterogeneity on the nucleus? And, how accurately can we recover the 3D spatial pattern of activity from 1D models of column density? These issues will be discussed later.
A yet different approach to inverting the nadir MIRO measurements taken around the equinox conditions in May 2015 is described in the multi-instrument study of coma data in Marschall et al. (2019). In the present section we treat only the noteworthy details of the inverse problem related to the MIRO spectra, while the general 3D DSMC modelling and comparisons to multi-instrument data are further discussed in Sect. 4.2 in this chapter. In the cited paper, the simultaneous inversion of the two water transitions ($\text{H}_2^{16}\text{O}$ and $\text{H}_2^{18}\text{O}$) was performed in a framework very similar to the one of optimal estimation formalism as used in Lee et al. (2015). However, the vertical profiles of density, temperature, and velocity along the LOS were discretised along the radial direction (along the LOS). The physical and stabilising factor of this non-linear inversion was to start the retrieval from self-consistent a-priori profiles and co-variance matrices constructed from the output of a 3D DSMC model. The retrieval iteration was allowed to rigorously fit the measured signal, which revealed several never before reported features that remain a challenge to explain with the current understanding of gas flow physics near the nucleus. An alternative explanation is that discrepancies in the results are due to some missing physical processes driving the rotational populations of water molecules not taken into account in the current radiative transfer models. The first such surprise was an ubiquitous presence of a “red” emission wing in the nadir absorption spectra at the 557 GHz transition (see e.g. Fig. 10). The MIRO observations record enhanced radiance above the continuum temperatures for red-shifted frequencies of the line, implying a stagnant (not expanding) or tangential flow to the MIRO’s LOS of the near-nucleus gas field which is also significantly warmer (by 10–20 K or more) than the surface (the near sub-surface in the case of sub-mm wavelengths). The second unexpected finding was a temperature enhancement for several studied cases in the altitude region of 30–80 km. There were several speculations offered how to explain this feature, but rigorous physical modelling is yet to be constructed. Currently there is no indication that this feature is an artefact of the data calibration. In addition, the retrieved velocity profiles show evidence just above the 2-$\sigma$ uncertainty levels that acceleration continues up to an altitude of 20–40 km, and the radial profiles where the transition into free-molecular flow is expected are not necessarily smooth. Finally, the retrieved water column densities are found at least a factor 2 smaller than the modelled ones, which also seems to be a robust result. Figure 10 illustrates these features.

All nadir remote sensing observations have a limit on the vertical resolution they can achieve. That is dictated by the physics of the line formation and its dependence on the parameters we want to retrieve. In addition, the vertical smoothing also varies for the different observing geometries and the instrument’s FOV. The task of inverting measurements to constrain local sources of water activity on the comet surface turns out to be a more complex problem than initially thought as recently reported in Rezac et al. (2019). That study relied on a simplified 3D approach to evaluate the relative water density contribution from facets inside the MIRO beam versus all other visible (and active) facets to a given grid point along the LOS of MIRO. Under the assumption of homogeneous, illumination driven out-gassing, they found that less than 1% of the water column density originates from facets directly in the MIRO FOV. This implies that there is little hope that individual inversion can discriminate active from non-active regions at the scale of several FOVs (see Fig. 11). Additionally, it also confirms, or explains, why the beam-averaged illumination, local time or continuum temperatures may not correlate with the observed water density as reported in Lee et al. (2015). However, this result does not support the original speculations that this weak correlation necessarily implies a heterogeneous surface activity. To confirm this a more sophisticated 3D spatial inversion is recommended. And finally, it also provides a qualitative argument why the 1D Haser coma model when applied to MIRO, but also to other instruments, achieves reasonable success in explaining the measurements to first order. It appears
Fig. 10 The top panel shows three spectra for the 557 GHz transition of H$_2^{16}$O (stronger absorption) and 548 GHz H$_2^{18}$O (weaker absorption) for the case of a nadir viewing geometry (footprint illustrated in inset image). The black line shows a MIRO measurement, red line represents simulated spectra after final retrieval iterations and the blue curve is a synthetic spectra for the a-priori profile supplied by the 3D model. The middle panel depicts the residual between measurement and the best fit (red line). The bottom three-panel plot shows vertical profiles of (left) number density, (middle) expansion velocity, and (right) kinetic temperature for initial conditions as blue lines, and final retrieved profiles as black lines. The shaded region represents a 2σ component of uncertainty due to measurement random error propagation. Figure adopted from Fig. 12 in Marschall et al. (2019)

that the same physical limitations as to why observations cannot provide a unique solution for the local sources of activity are also the reason why the Haser density distribution is a reasonable approximation for a first rough approach. A similar conclusion on the degener-
Fig. 11  Panel (A) shows illumination conditions for a given case of MIRO nadir viewing geometry, with beam footprint located (red circle) at the terminator region on the larger lobe of 67P. Panels B, C, D show horizontal distributions of H$_2$O density at all the different facets visible from a grid point at 2.5 km (panel B), 5 km (panel C), and 20 km (Panel D). The grid points are located inside the MIRO FOV, and the camera position in this image coincides with the S/C centred on the MIRO beam centre. The colour bar is in relative units (with respect to the facet of maximum contribution to a given grid point). This figure illustrates that even at heights of 5 km and especially 20 km the sample point on the LOS may receive contribution from a large area on the surface. This figure is adopted from Fig. 6 in Rezac et al. (2019).

4.1.3 Inverting Dust Measurements

The processes of interaction between coma and nucleus surface have been debated since ground based observations revealed anisotropies in cometary comae. It is well known that active comets typically display regions of higher gas and dust density in their coma, often named “coma structures” by astronomers, or sometimes “jet-like” features to highlight their apparent collimated nature. We focus here on the large-scale phenomena which span the acy of localising surface sources of gas activity was already drawn in Marschall et al. (2017) in application to ROSINA/COPS data.
full coma and refer the reader to Vincent et al. (2019) in this book for a review of resolved jet-like features and their relation to the surface topography.

While there is no question about the presence of coma structures, extending for tens of thousands of kilometres away from the nucleus, their nature has proven more elusive. Two prominent questions must be answered: Is the collimation real? If yes, are coma structures a signature of compositional heterogeneities on the nucleus surface, or simply due to the topography?

In order to relate nucleus and coma structures, one must first determine whether the “jet-like” appearance actually implies a narrow collimation or if it is just an illusion due to the geometry of our observations. It was recognised early by Sekanina (1981, 1987) that a dust/gas source at the surface of a rotating nucleus will automatically lead to a fan-shaped structure in remote observations. Indeed, as the nucleus spins the flow structure emitted from an active source will sweep the surface of a cone, centred on the apparent source and aligned with the spin axis of the nucleus. Because of the scale and resolution of ground based data, this cone cannot be observed fully but only its edges. This is because we are looking at the two dimensional projection of a tri-dimensional structure. As such, the density of gas/dust per pixel appears much higher on surfaces parallel to our line of sight, than on surfaces parallel to the image plane. Hence, the collimation and fan-like appearance of coma structures is more a result of the nucleus rotation than of an inherent mechanism leading to the release of cometary material in a spiral pattern.

This hypothesis has been put to test by the long-term monitoring of many comets. Over the course of months they develop various coma structures which can be used to constrain the nucleus spin axis. This technique has proven to be quite reliable; several authors used coma structures to determine the rotational state of comets 9P (Vincent et al. 2010), 103P (Lin et al. 2012), or 67P (Vincent et al. 2013) with excellent agreement between predictions from ground-based data and in-situ observations by space missions.

One can even go one step further to constrain the activity. Provided monitoring over several comet rotations, it is possible to determine whether the source from where the fan appears to originate is constantly active or only during the local day. This puts constraints on the type of sublimation driving the activity. Such considerations were used for instance to derive the location of a CO2 source on comet 9P (Vincent et al. 2010) and seasonal variations of activity on comet 67P (Vincent et al. 2013).

Additional considerations such as the curvature of coma structures from radiation pressure are also used to retrieve information on the dust present in the coma, for instance grain size and velocity.

These observations tell us that activity appears to be more prominent in certain areas of the nucleus and that the distribution of active regions varies with seasons, typically following the subsolar latitude. Yet, they do not address the nature of those sources. In fact, the inversion of ground based data shows that flows of gas and dust appear to originate from discrete areas but this can be equally explained by real “active regions” (intrinsically different from surrounding areas) or by topographic collimation (large areas are active, but local height variations confine the flows, giving the illusion of a discrete source).

Spacecraft visiting comets have observed jet-like features at high spatial resolution and for many nucleus rotations. They revealed that both explanations are valid and play a role on comets. Regardless of the distribution of ices, local topography will always lead to heterogeneities in the gas flow (e.g Crifo et al. 2002c; Shi et al. 2018). At the same time, it is possible to find areas of the nucleus that are actually releasing more material, without a focusing effect induced by topography. Long-term monitoring at close distances also confirms that the distribution of discrete sources follows the solar insolation, with maximum density.
of local sources close to the subsolar latitude (Lin et al. 2015; Vincent et al. 2016c; Schmitt et al. 2017; Lai et al. 2016). In the case of 67P these inversions relied on the OSIRIS camera on-board Rosetta that detected the light reflected from the dust coma and jet-like structures within it. If the same dust filament is observed in at least two images a geometric inversion of the jet-like feature can be performed. Each image defines a plane within which the jet-like feature lies, and the intersection of the two planes of the two images gives a single line (except if the planes are parallel), the intersection of which with the surface can be determined, and thus the footprint of the feature on the surface can be found. This has been done by Vincent et al. (2016c) and Lai et al. (2017). They have found that the footprints correlate heavily with cliffs on the comets. Increased activity near freshly eroded cliffs and scarps was also found by Fornasier et al. (2017). The only caveat we would like to point out here is that the method assumes that the dust jets are not curved and are traced straight down to the surface. The actual sources of the jet-like features are mostly not actually seen because, as we mentioned in the introduction, the brightness of the dust is much lower than that of the illuminated surface at least for 67P. So, any curvature of these features close to the surface adds to the uncertainty on the origin of the dust feature. Furthermore the trace-back of these dust features does not yet imply that there is a distinct source at the surface. We will discuss this in more detail in Sect. 4.3.

Finally, the GIADA instrument on Rosetta has measured the momentum and size of dust particles for comet 67P, and thus it can be attempted to trace-back these particles to the surface. Because their speeds are rather low (\(\sim\) m/s) the trace-back problem gets challenging, and therefore the uncertainties on the origin of the dust particles on the surface is very large. This has been shown in detail by Ivanovski et al. (2018). Thus, GIADA does not yield the locations of the dust particles’ origins to a high resolution, but the particles can rather only be traced to large regions of the comet (Longobardo et al. 2019).

### 4.2 Forward Modelling for Constraining Emission Region

A complimentary approach to the formulation of an explicit inversion is to utilise a self-consistent 3D physics model (or 4D including the time dimension) of the coma coupled with synthetic measurement algorithms for various instruments. Under the assumption that at each narrow time interval we have a unique snapshot of the cometary state such that we can vary the input parameters in order to fit self-consistently all the measurements at the same time accounting properly for gas and dust density, temperature and velocity. We refer to this approach as “forward modelling” (or “forward fitting”). From a strictly mathematical point of view, this approach can be regarded as an incomplete optimisation (inversion) problem, where only a single (or few) iteration(s) are performed, but a convergence is not reached.

The advantage is to engage complimentary information from different instruments on the state of the coma (gas/dust density, temperature, velocity) to guide the full 3D comae physics model. For completeness, and perhaps for stimulation of future work, we note that there is an entire research field devoted to such problems in application to weather forecasting. There, vast real-time data sets of measurements are assimilated into global weather models through so-called 4D-variational assimilation procedures based on the Ensemble Kalman Filtering method (Rabier 1997; Rabier et al. 2000). In this section we will describe efforts applied only to the Rosetta data in terms of forward fitting using 3D DSMC models.

This, what can be considered a common approach, has been applied by several research groups and the results published in many papers (Bieler et al. 2015b,a; Marschall et al. 2016; Fougere et al. 2016b,c; Marschall et al. 2017; Zakharov et al. 2018a). The basic simulation sequence – which is quite similar for all groups – is illustrated in Fig. 12. The different
groups use very similar approaches to fit mostly ROSINA data of the local gas density either using a fluid or DSMC approach for modelling the gas dynamics. All groups start with a nucleus shape model upon which the real illumination conditions are calculated taking into account shadow casting. This is used as an input to a thermal model that determines the gas production rates and temperatures at the surface which are the inputs for the gas dynamics programs, the outputs of which can be compared to measurements of the gas instruments ROSINA, VIRTIS, and MIRO. The gas flow field can then be used to simulate the dust flow which can either be compared to results from the in-situ dust experiments GIADA, COSIMA, and MIDAS, or, by means of column integration and scattering theory, to OSIRIS dust coma data. The strong advantage of this approach is that it provides a physical connection between the emission of gas at the surface and measurements in the coma. These models should be favoured over others which run fast but don’t include the necessary physical processes. The major drawback of this approach is that it is very computationally expensive and thus very time consuming. This in turn makes a systematic examination of the large parameter space challenging.

Although the basic approach of all groups using these forward models is basically the same they have different optimisation schemes. The group from Michigan, US, (e.g. Fougere et al. 2016b) have optimised the sources of gas at the surface using spherical harmonics. The group in Bern, Switzerland, (e.g. Marschall et al. 2016) assume that the emission strength correlates with morphological regions and optimise the fit according to those regions. Finally, the group in Paris, France, (Zakharov et al. 2018a) run an iterative model where an initial DSMC simulation is run and then the measurements are compared to the model. The deviations of the model to the data adjusts the initial conditions of the source distributions at the surface, by tracing the measurements to the surface within the flow field and changing the respective weights. A new DSMC simulation is run and the iteration continues. We will discuss the similarities and differences of the results of the different groups in Sect. 4.4.

### 4.3 Mechanisms that Result in Filament Structures

In the previous section we have discussed the forward modelling approach for the gas coma. Here we want to summarise some results from forward modelling of the dust coma. The simplest case to produce a dust jet-like structure is having a surface source, i.e. a strong...
enhancement of the emission in a confined area in contrast to its surrounding. Such a source can occur due to compositional heterogeneities of the nucleus itself or evolutionary differences in surface properties (e.g. thickness of isolating dust layer). But this is not the only way to produce features in the coma, and the interpretation of these features should thus occur with great caution. 

Crifo et al. (2002a) have pointed out that dust structures in the coma don’t require sources on the surface. Rather a non-spherical shape is sufficient to dynamically produce such features by dynamical means. The surface topography focuses gas and thus also dust flows resulting in higher density regions within the coma. A similar case has been pointed out by Shi et al. (2018) where the sublimation along the morning terminator line can produce pronounced features because the terminator is not a straight line. More complex examples of how these dust structures form are illustrated in e.g. Marschall et al. (2017). In addition the viewing geometry plays an important role. Because imaging instruments observe column-integrated quantities, something that might appear to be a fan like structure in one orientation will look like a very fine line in another. Furthermore, variations of the surface illumination due to topography (e.g. due to shadow casting) can produce heterogeneous emission patterns leading to jet-like features that are not linked to any compositional heterogeneity of the nucleus. Jet-like structures in the dust coma can thus arise due to a wealth of reasons. These structures can occur due to genuine surface sources, dynamical focusing caused by topography, emission variations caused by topography-induced illumination conditions, and observational effects caused by the viewing geometry.

### 4.4 Similarities and Differences of Models of 67P

Having discussed the different approaches we can now examine the results of the different models. We will discuss only the maps of sources resulting from the physical models discussed in Sect. 4.2. One important conclusion all research groups arrive at is that the gas – and for that matter also the dust – activity cannot simply be explained by the variations in illumination as the comet rotates and the associated changes in energy input to the surface (Fougere et al. 2016b; Marschall et al. 2016; Zakharov et al. 2018a). The nucleus can therefore not be treated as a homogeneous piece of material. Given the diverse morphology of the surface this might not be too surprising but it is an important result. This does not yet imply though that the bulk nucleus is heterogeneous. Given the strong indications of mass transport and dust deposition, variations in the activity potential of the surface are likely evolutionary rather than compositionally. The strong seasonal differences are therefore mainly the result of the mass transport and not the inherent composition of the nucleus. Similar conclusions can be drawn for the mass transport observed at Hartley 2. The water source distribution derived by the different research groups is shown in Fig. 13. Two things need to be noted. The models don’t agree on the inhomogeneity. The models from Michigan and Bern agree qualitatively in that the main source of water emission comes from the north polar region (north pole in Fougere et al. 2016c and Hapi region in Marschall et al. 2016). In contrast to that the Paris group sees enhancements of the emission towards the northern parts of the head and body lobes rather than the neck region (Zakharov et al. 2018a). At this point all groups claim good agreement with the data. This seems like a contradiction but in fact it is not. On the contrary, it shows that the gas flow smears out any inhomogeneities from the surface rather efficiently. This degrades the resolution and thus the possibility of an instrument like ROSINA, measuring the gas density tens of kilometres from the surface, to accurately determine the sources. This also highlights the issues of inverse models as discussed in Sect. 4.1. The physics involved in the expansion of gas allows for multiple surface distributions to result in the same measurements. The solutions are thus naturally degenerate. But where does this leave us in our pursuit of determining the source distribution at
These three views of the cometary surface show the relative potential for outgassing all for northern summer, i.e. $\sim 3$ AU according to three research groups (from left to right): Fougere et al. (2016c), Marschall et al. (2016), Zakharov et al. (2018a). While the two right maps show the nucleus in the same orientation the first is shown from the side.

the surface? There is a way out because the above argument only holds if we include just ROSINA data. This implies that additional data from other instruments such as VIRTIS and MIRO must be included to break this degeneracy (Marschall et al. 2019). That the solutions of the gas emission distribution are fundamentally ill-constrained below a spatial scale of a few hundred metres was shown in Marschall et al. (2020a).

The Michigan and Paris groups have also provided results for CO$_2$ measurements. Both saw an anti-correlation between the distributions of water and carbon dioxide (Fougere et al. 2016c; Zakharov et al. 2018a; Combi et al. 2020). While water is concentrated to the northern hemisphere carbon dioxide is emitted predominantly from the equatorial region and southern hemisphere. The fact that there seems to be a strong seasonal effect in the emission of water vs. carbon dioxide has already been pointed out by Hässig et al. (2015) who saw strong variations in the species’ ratio. In particular they have found that the southern Imhotep region has a high carbon dioxide over water ratio during northern summer.

Finally, linking gas and dust models as done e.g. by Marschall et al. (2020b) for the entire Rosetta mission fitting ROSINA and OSIRIS data allows for a comprehensive look at the dust and gas mass loss. They found that a power-law of $q = 3.7^{+0.57}_{-0.078}$ for the dust size distribution is consistent with the data and in line with independent measurements previously reported by COSIMA (Merouane et al. 2017) and GIADA (Fulle et al. 2016). This resulted in a total (integrated over one orbital period) $5.1^{+6.0}_{-4.9} \cdot 10^9$ kg of dust being ejected from the nucleus surface, of which $4.4^{+4.9}_{-4.2} \cdot 10^9$ kg escaped to space and $6.8^{+11}_{-6.8} \cdot 10^8$ kg (or an equivalent of $14^{+22}_{-14}$ cm over the smooth regions) were re-deposited on the surface. In turn, this led to a dust-to-gas ratio of $0.73^{+1.3}_{-0.70}$ for the escaping material and $0.84^{+1.6}_{-0.81}$ for the ejected material. This is in line with other in-situ and remote sensing estimates (Choukroun et al. 2020) but lower than e.g. Fulle et al. (2019). For a detailed discussion of the dust-to-gas ratio we refer to Choukroun et al. (2020), a dedicated review of the topic.

### 4.5 Rosetta-VIRTIS Perspective on the Gas and Dust Comae

Thanks to the Visible and InfraRed Thermal Imaging Spectrometer (VIRTIS) (Coradini et al. 2007) onboard Rosetta it was possible to identify several molecule species outgassing from comet 67P starting with the first operational mission phase, when the spacecraft approached the comet at about 3 AU (Bockelée-Morvan et al. 2015). The first observed molecules forming its coma were H$_2$O and CO$_2$ (Bockelée-Morvan et al. 2015; Migliorini et al. 2016; Fink et al. 2016). Fluorescence due the $\nu_3$ band of H$_2$O and CO$_2$ centred at 2.67 $\mu$m and 4.27 $\mu$m, respectively, was identified. H$_2$O emissions were found to be more localised in the comet’s neck, where strong dust activity was also reported as well as an enrichment of the surface ice.
as testified by spectrophotometric properties (De Sanctis et al. 2015; Fornasier et al. 2015; Filacchione et al. 2016b). CO2 emissions were more intense from the southern latitudes (Bockelée-Morvan et al. 2016; Migliorini et al. 2016). During pre-perihelion, CO2/H2O ratios of 1–4% were determined above the illuminated regions (Aten, Babi, Seth and Hapi) in the Northern hemisphere (Bockelée-Morvan et al. 2015; Migliorini et al. 2016), with column densities in the order of \((2–5) \cdot 10^{20}\) and \(1 \cdot 10^{19}\) molecules/m\(^2\) for H2O and CO2, respectively. In August 2015, few days after perihelion, an increase of \(\text{CO}_2/\text{H}_2\text{O}\) was reported to as high as 30–40% (Bockelée-Morvan et al. 2016). This different distribution is a consequence of the volatile characteristics: water is less volatile than CO2 and hence can be activated by the direct solar illumination, whereas CO2 can sublimate also from regions with a lower insolation. CO2 emission was observed especially from the southern regions, e.g. Imhotep, that were experiencing a lower solar illumination at that observing time with Rosetta (April 2015) due to the season. On the other hand, a CO2 ice rich region 80 m by 60 m wide has been identified on the Southern hemisphere (especially in the Anhur region) at the end of March 2015. The same spot, observed one month later, did not show any CO2 ice on the surface (Filacchione et al. 2016b). Other gaseous species, including \(^{13}\text{CO}_2\), CH4 and OCS, were also identified with VIRTIS (Bockelée-Morvan et al. 2016). Their abundances close to perihelion showed that the southern latitudes were more productive in CO2 and OCS relative to water while a lower enhancement of CH4 with respect to H2O was observed, due to the different illumination conditions of the two hemispheres during the different seasons (Bockelée-Morvan et al. 2016). However, the first close approach to the comet showed a CO2/H2O ratio in the northern latitudes which is believed not to be representative of the primordial values, but rather a witness of the devolatilisation process occurring in the uppermost surface layers during the several approaches of the comet towards the inner solar system. The CO/H2O production rate ratio shows an increase during few months close to perihelion and at perihelion as seen with Rosetta/MIRO (Biver et al. 2019), in agreement also with previous measurements (i.e. Bockelée-Morvan et al. 2016; Läuter et al. 2019). Variability with respect to sub-spacecraft latitude is also reported (Biver et al. 2019). Similarly, the CO/H2O ratio obtained for the southern hemisphere determined close to perihelion is compatible with that of the Jupiter Family Comets (Bockelée-Morvan et al. 2016).

The imaging spectrometer VIRTIS-M, that is, the mapping channel of the VIRTIS instrument aboard Rosetta, allowed observing the full visible and infrared spectrum, from 0.22 to 5.1 µm, acquired almost simultaneously for each pixel in an image. This technique has proven to be very powerful to identify visually on the images and also spectroscopically the emissions due to H2O and CO2 (Migliorini et al. 2016; Fink et al. 2016; Rinaldi et al. 2016). Spectral continuum radiance, primarily attributed to scattering from dust, can be modelled with a fourth-degree polynomial in the 2.5–3.0 µm range, around the \(v_3\) fundamental H2O band, and with a second-degree polynomial for the CO2 band (4.0–4.4 µm range), and can be removed to calculate the gas column densities. Although it is not possible to directly infer the exact spot on the surface where the observed gas emissions originated from, due to difficulties in identifying at least two VIRTIS observations targeting the same region close in time with different geometries to be used for triangulation, some efforts have been spent to address this issue, based on DSMC modelling (Fougere et al. 2016b,a). The model was applied to images acquired by VIRTIS-M when the comet was at a heliocentric distance smaller than 1.9 AU, in order to reproduce the observed emissions due to the two species, and their distributions around the nucleus. The 3D model allowed the conversion of the column density, derived from VIRTIS measurements, into production rates of CO2 \(Q(\text{CO}_2) \sim 2 \cdot 10^{25} \text{ s}^{-1}\) and H2O \(Q(\text{H}_2\text{O}) \sim 4 \cdot 10^{26} \text{ s}^{-1}\) and inferring the more productive areas on the surface from which the emissions originated. As an example, the DSMC result
for the most active regions on the 67P surface derived for H$_2$O is shown in Fig. 13 (left panel), based on VIRTIS-M observations acquired in April 2015. The model confirmed that the CO$_2$ content is higher in the southern hemisphere of comet 67P, with possible sources located in the Imhotep and Khonsu regions. In addition, the evolution of the outgassing as the comet approached the Sun, indicates that water outgassing increased, while a relatively low variation in CO$_2$ outgassing was observed, as indicated by the CO$_2$ to H$_2$O ratio, which decreases moving closer towards the Sun (Fougere et al. 2016b). Close to perihelion (July 8th, 2015 to September 27th, 2015), the emission location of the major species, H$_2$O, CO$_2$, CO and O$_2$ were more correlated with respect to pre-perihelion observations, as derived from DSMC modelling (Fougere et al. 2016a) applied to observations with the high spectral resolution channel of VIRTIS without imaging capabilities, VIRTIS-H.

Simultaneous observations of the fundamental $\nu_3$ band of H$_2$O with VIRTIS and the H-Lyman $\beta$ band with Alice (Stern et al. 2007) on board Rosetta showed a good correlation of Lyman $\beta$ brightness and water column densities (Chaufray et al. 2017) and were also used to determine an unexpectedly high intensity of atomic line emissions compared to model predictions based on water column density scattering dissociation. This extra-signal was explained with electron dissociative excitation of water molecules located within few km from the nucleus that contributes to the final atomic emissions (Feldman et al. 2015).

The surface temperatures, derived by inverting the long-wavelength part of VIRTIS-M spectra, presented a latitudinal dependence, being higher than expected in the regions in and close to the neck, like Ash, Babi, Hapi, Seth and Ma’at (Tosi et al. 2019). In contrast, at equatorial and southern latitudes (Aker, Anubis, Atum, Imhotep and Kephry), the retrieved surface temperatures were consistent with a black body behaviour. High temperatures might be explained with small-scale roughness of the surface and indirect radiation contributions in topographically concave regions. By combining VIRTIS and MIRO observations, it clearly appears that the active physical processes occur in the uppermost layers of the nucleus. These include also erosion of the first few cm of the surface layer due to the removal of volatiles and dust caused by solar heating. Further work is required to investigate thermal seasonal effects on regions of the 67P surface and link the retrieved surface temperatures to the dust and gas properties in the coma.

During the inbound phase of 67P the spatial correlation between dust and gas shows that the dust emission in the coma was strongly correlated with the presence of H$_2$O emissions and was quite different from the distribution of CO$_2$ emissions. This indicates that water is the main driver of dust activity in this time period (Rinaldi et al. 2016). This is also generally consistent with observations from the ground, showing that long-term variations in total water production rate correlate with the total dust brightness (Hansen et al. 2016). Despite water is the main driver of dust activity at this period, no strong temporal correlation between total dust brightness and water production rates is found. As discussed in (Tubiana et al. 2019), when 67P is approaching perihelion, the dust activity cannot be understood based on water-driven activity alone. This is likely to be attributed to regional changes of surface properties, volatile content or access to this. This is in agreement with other modelling results on the seasonal evolution of the near-nucleus coma, which show that the correlation observed earlier in the mission, between the observed dust coma and a modelled water coma from a homogeneously sublimating nucleus (e.g. Shi et al. 2018), is significantly degraded.

During the period of the inbound equinox the inner coma radiance was dominated by particles larger than 10 $\mu$m with a power law index larger than $-3.1$. This is consistent with the result found by GIADA (Fulle et al. 2016). Furthermore, the dust did not change its spectral properties and size distribution from March to April 2015 (Rinaldi et al. 2016,
The colour of the dust in the coma has a fairly steep red slope in the visible of about 9 to 12 ± 1%/100 nm from 0.45 to 0.75 µm both on the sunlit side and on the dark side. The reflectance then transitions into a much shallower slope in the infrared from 1 to 2.5 µm with values of 1.7 ± 0.2%/100 nm on the sunlit side and 3 ± 1%/100 nm on the dark side. A possible explanation for these values is the presence of dark particles in the coma. No spectral features attributable to the dust could be detected. The colours of the dust do not show any spatial variation, nor any variation with distance from the nucleus. This indicates that the dust ejected from the nucleus into the coma is quite uniform, although it could also be that any changes in its composition or particle size distribution do not affect its colour.

During perihelion 67P’s activity led to rejuvenation of its surface, exposing underlying and mostly primordial material. A comprehensive study of the diffuse coma and outbursts observed with VIRTIS was presented by Bockelée-Morvan et al. (2017, 2019) and Rinaldi et al. (2018). The main results are the particle size distribution in the quiescent coma and the detection of high-temperature grains during outburst. Bockelée-Morvan et al. (2017) modelled the infrared dust emission to explain the quiescent dust coma characterised by a bolometric albedo of 0.13, a colour of 2.5%/100 nm in the IR, and a colour temperature which is 20% in excess with respect to the equilibrium temperature. The best fit for the quiescent coma was achieved with a differential size distribution with a size index of $-2.5$ to $-3$, the same values as obtained during the pre-perihelion period (Rinaldi et al. 2017). The observed colour temperature can be attributed either to the presence of sub-micrometre particles made of absorbing material or, alternatively, to fractal agglomerates with sub-micrometre units. The scattering and thermal properties of 67P’s diffuse coma are the same as found for other moderately active comets.

Many outbursts have been observed (e.g. Vincent et al. 2016a; Rinaldi et al. 2018), characterised by a sudden increase of the dust emission, peaking a few minutes later, followed by a smooth decrease of the emission until it returns to the pre-outburst value. The dust material detected during the increase phase of the dust emission is associated with a large increase of the colour temperature (from 300 to 630 K) and a change of the dust colour in the visible and infrared spectra from red to blue, revealing the presence of very small grains ($\leq 100$ nm) with a velocity of 20–40 m/s. In addition, the measured large bolometric albedos ($\sim 0.7$) indicate bright grains in the ejecta, which could either be silicatic grains, implying thermal degradation of the carbonaceous material, or icy grains (Bockelée-Morvan et al. 2017; Rinaldi et al. 2018). The far-ultraviolet spectrograph, Alice, onboard Rosetta observed the same outburst in the range between 70 and 205 nm. The spectra show dust in the plume that is brighter than the sunlit nucleus, and which displays a strong absorption feature around 170 nm. This feature is characteristic of water ice (Steffl et al. 2016), suggesting that the observed material is likely to consist primarily of icy grains. The absence of a corresponding feature at 3 µm would be consistent with the presence of very small icy dust particles with radii less than 100 nm (Bockelée-Morvan et al. 2017).

5 Summary and Outlook

A comet is a highly dynamic object, undergoing a permanent state of change. These changes have to be carefully classified and considered according to their intrinsic temporal and spatial scales. For instance, one can consider the evolution of micro-physical properties on long time scales (years), or large morphological changes associated with outbursts or similar transient events on the scales of minutes. However, the challenge is still to fully understand the processes we usually associate with “typical” or “normal cometary” activity. On the surface
and near sub-surface the changing conditions are clearly demonstrated in optical measurements of light scattered by dust lifted from the surface. The gas, considered to be the driving force liberating dust particles, can be observed remotely in a number of wavelengths. For this purpose the latest comet mission Rosetta had “eyes” in the UV (Alice, VIRTIS-M), VIS (OSIRIS, VIRTIS), IR (VIRTIS, OSIRIS), sub-mm (MIRO), and also featured in-situ instruments for the gas composition (ROSINA) and dust properties (GIADA, COSIMA, MIDAS). This allowed the long-term investigation of the inner coma as never observed before from ground or with other space missions. This enabled the identification of different regimes occurring in the inner coma, compared to the outer. One key type of measurement that could not be performed by Rosetta was the determination of the surface temperature with a high-resolution infrared mapping spectrometer sensitive in the wavelength range of the peak of the thermal emission in the 1–3 AU heliocentric range (10–30 micron).

One of the key questions is the characterisation and understanding on the gas and dust sources on the nucleus. This includes their spatial distribution, whether they possess an intrinsic “size”, and whether there is a time scale over which they are activated and/or become dormant. Finally, we want to know the conditions and mechanism of how the dust is actually released from the surface. The final part of a life cycle of a comet, other than e.g. the dynamical ejection from the solar system, is the integral effect of the evolution of such sources.

We have outlined the processes of dust and gas release from the surface and the dynamical aspects of the expansion of the subsequent flows. Driven by the recent Rosetta mission the development of ever more complex and physically precise dynamical models has greatly enriched our understanding of cometary gas and dust dynamics in the innermost coma. The interplay of topography/roughness and global nucleus shape effects, surface compositional inhomogeneities as well as ever-changing illumination and shadowing conditions can no longer be denied. Yet challenges remain. How can we describe the cometary surface such that it can be translated into an adequate ‘effective boundary’ used in dynamical dusty-gas simulations? Or how do we describe physical properties of the dust considering the diversity of particles observed and the fact that each particle is unique in shape, composition etc.?

Individual remote sensing observations are inherently convolved in space and time. Therefore, solving the inverse problem for the characterisation of local sources is highly challenging. In-situ measurements are inherently local, and inverting for local surface sources is a rather ill-posed problem as shown in several publications. The identification of further active areas on the surface is thus of importance. A non-identification might be a consequence of the limited instrument resolution and natural resolution limits within models. Furthermore, the determination of inactive areas or regions has yet to be successful. Are there indeed no inactive areas on a comet? On what scale does activity occur and on what spatial scales are refractories and ice mixed? It is likely that only a new mission can answer these questions.

There does not seem to be a single uniform process behind cometary activity. Rather, activity seems to be the consequence of a variety of erosion processes, including the sublimation of both water ice and more volatile material, but possibly also more exotic processes such as fracture and cliff erosion under thermal and mechanical stress, sub-surface heat storage, and a complex interplay of these processes.

While Rosetta has provided a wealth of data for volatile species, observations at larger heliocentric distances would help to investigate some of the super-volatile species (like CO$_2$ and CO) and their interactions with dust. This would also contribute to our understanding of more distant active objects in our solar system such as some of the Centaurs. For this objective again, a new mission would be required.
The future outlook on how to proceed with the existing Rosetta dataset can be simply put as “synergy”. What is needed is to combine forward models of the different measurements. This includes explicitly a retrospective assimilation methodology borrowed e.g. from Earth meteorology models. Of course, a step in between might be still trying to combine them implicitly, where measurements of other instruments (or results of inversions thereof) can be put as constraints for one another. The 3D and/or 4D modelling of such constrained modelling is still ahead of us, in part due to its high computational demands.

Another key result of Rosetta has been the importance of seasonal effects. The interplay of redeposition and mass transport at the surface, and cometary activity remains elusive. Mass transport from one region to another provides a feedback effect on the activity observed. Icy spots were identified on the surface and investigated for their seasonal variability. They are in agreement with identified active areas on the surface that are supposed to be the origin of the observed emissions in the coma. However, a direct link is still missing. Furthermore, the degree to which observed inhomogeneities of the surface are the result of evolutionary processes versus reflective of the nucleus composition remains to be explored. Thus a detailed monitoring of some regions to investigate their activity and seasonal variability would hold important information. With Rosetta global coverage was privileged instead of a survey of selected interesting regions. Hence, this task is only partly achievable with the current data sets, and a new mission would be required.

The importance of seasons and the nucleus shape for the distribution and temporal evolution of activity implies that the heliocentric evolution of activity can be highly individual for every comet, and generalisations can be misleading. Finally, the large amount of backfall material suggests that there is no simple relationship between a global gas production rate measured from ground and the “largest liftable grain size” which typically determines the total mass of the ejected dust. This leaves open a big question of how ground based observations can inform our understanding of cometary nuclei.

Acknowledgements The project has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement No. 686709. This work was supported by the Swiss State Secretariat for Education, Research and Innovation (SERI) under contract number 16.0008-2. The opinions expressed and arguments employed herein do not necessarily reflect the official views of the Swiss Government.

Raphael Marschall acknowledges the support of the Swiss National Science Foundation (SNSF) through the grant P2BEP2_184482.

David Kappel acknowledges DFG-grant KA 3757/2-1.

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

J. Agarwal, M.F. A’Hearn, J.B. Vincent, C. Güttler, S. Höfner, H. Sierks, C. Tubiana, C. Barbieri, P.L. Lamy, R. Rodrigo, D. Koschny, H. Rickman, M.A. Barucci, J.L. Bertaux, I. Bertini, S. Boudreauult, G. Cremonese, V. Da Deppo, B. Davidsson, S. Debei, M. De Cecco, J. Deller, S. Fornasier, M. Fulle, A.
Gicquel, O. Groussin, P.J. Güttérrez, M. Hofmann, S.F. Hviid, W.H. Ip, L. Jorda, H.U. Keller, J. Knollenberg, J.R. Kramm, E. Küürt, M. Küppers, L.M. Lara, M. Lazzarin, J.J. Lopez Moreno, F. Marzari, G. Naletto, N. Oklay, X. Shi, N. Thomas. Acceleration of individual, decimetre-sized aggregates in the lower coma of comet 67P/Churyumov-Gerasimenko. Mon. Not. R. Astron. Soc. 462, S78–S88 (2016). https://doi.org/10.1093/mnras/stw2179. 1608.07933

J. Agarwal, V. Della Corte, P.D. Feldman, B. Geiger, S. Merouane, I. Bertini, D. Bodewits, S. Fornasier, E. Grün, P. Hasselmann, M. Hülänchen, S. Höfler, S. Ivanovski, L. Kokolokova, M. Pajola, A. Rotundi, H. Sierks, A.J. Siefelt, N. Thomas, M.F. A’Hearn, C. Barbieri, M.A. Barucci, J.L. Bertaux, S. Boudreault, G. Cremonese, V. Da Deppo, B. Davidson, S. Debei, M. De Cecco, J.F. Deller, L.M. Feaga, H. Fischer, M. Fulle, A. Gicquel, O. Groussin, C. Güttler, P.J. Güttérrez, M. Hofmann, K. Hornung, S.F. Hviid, W.H. Ip, L. Jorda, H.U. Keller, J. Kissel, J. Knollenberg, A. Koch, D. Koschny, J.R. Kramm, E. Küürt, M. Küppers, P.L. Lamy, Y. Langevin, L.M. Lara, M. Lazzarin, Z.Y. Lin, J.J. Lopez Moreno, S.C. Lowry, F. Marzari, S. Mottola, G. Naletto, N. Oklay, J.W. Parker, J. Rodrigo, J. Ryño, X. Shi, O. Stenzel, C. Tubiana, J.B. Vincent, H.A. Weaver, B. Zaprudin, Evidence of sub-surface energy storage in comet 67P from the outburst of 2016 July 03. Mon. Not. R. Astron. Soc. 469, s606–s625 (2017). https://doi.org/10.1093/mnras/stx2386. 1710.10235

M.F. A’Hearn, M.J.S. Belton, W.A. Delamere, L.M. Feaga, D. Hampton, J. Kissel, K.P. Klaasen, L.A. McFadden, K.J. Meech, H.J. Melosh, P.H. Schultz, J.M. Sunshine, P.C. Thomas, J. Veverka, D.D. Willnitz, D.K. Yeomans, S. Besse, D. Bodewits, T.J. Bowling, B.T. Carich, S.M. Collins, T.L. Farnham, O. Groussin, B. Hermalyn, M.S. Kelley, M.S. Kelly, J.Y. Li, D.J. Lindler, C.M. Lisse, S.A. McLaughlin, F. Merlin, S. Protopapa, J.E. Richardson, J.L. Williams. EPOXI at comet Hartley 2. Science 332 (6036), 1396 (2011). https://doi.org/10.1126/science.1204054

K. Altwege, H. Balsiger, A. Bar-Nun, J.J. Berthelier, A. Bieler, P. Bochsler, C. Briois, U. Calmonte, M. Combi, J. De Keyser, P. Eberhardt, B. Fiethe, S. Fuselier, S. Gasc, T.I. Gombosi, K.C. Hansen, M. Hässig, A. Jäckel, E. Kopp, A. Korth, L. Le Roy, T. Owen, H. Réme, M. Rubin, T. Sémon, C.Y. Tzou, H. Waite, P. Wurz, 67P/Churyumov-Gerasimenko, a Jupiter family comet with a high D/H ratio. Science 347 (6220), 1261,952–1261,952 (2015). https://doi.org/10.1126/science.1261952

N. Attree, O. Groussin, L. Jorda, D. Nébouy, N. Thomas, Y. Brouet, E. Küht, F. Preusker, F. Scholten, J. Knollenberg, P. Hartogt, H. Sierks, C. Barbieri, P. Lamy, R. Rodrigo, D. Koschny, H. Rickman, H.U. Keller, M.F. A’Hearn, A.T. Auger, M.A. Barucci, J.L. Bertaux, I. Bertini, D. Bodewits, S. Boudreault, G. Cremonese, V. Da Deppo, B. Davidson, S. Debei, M. De Cecco, J. Deller, M.R. El-Maarry, S. Fornasier, M. Fulle, P.J. Güttérrez, C. Güttler, S. Hviid, W.H. Ip, G. Kovacs, J.R. Kramm, M. Küppers, L.M. Lara, M. Lazzarin, J.J. Lopez Moreno, S. Lowry, S. Marchi, F. Marzari, S. Mottola, G. Naletto, N. Oklay, M. Pajola, I. Toth, C. Tubiana, J.B. Vincent, X. Shi, Tensile strength of 67P/Churyumov-Gerasimenko nucleus material from overhangs. Astron. Astrophys. 611, A33 (2018). https://doi.org/10.1051/0004-6361/201732155

M.S. Bentley, R. Schmied, T. Mannel, K. Torkar, H. Jesszenszky, J. Romstedt, A.C. Levasseur-Regourd, I. Weber, E.K. Jessberger, P. Ehrenfriend, C. Koebel, O. Haves, Aggregate dust particles at comet 67P/Churyumov-Gerasimenko. Nature 537, 73–75 (2016). https://doi.org/10.1038/nature19091. 1704.00526

A. Bieler, K. Altwege, H. Balsiger, J.J. Berthelier, U. Calmonte, M. Combi, J. De Keyser, B. Fiethe, N. Fougere, S. Fuselier, S. Gasc, T. Gombosi, K. Hansen, M. Hässig, Z. Huang, A. Jäckel, X. Jia, L. Le Roy, U.A. Mall, H. Réme, M. Rubin, V. Tenishev, G. Tóth, C.Y. Tzou, P. Wurz, Comparison of 3D kinetic and hydrodynamic models to ROSINA-COPS measurements of the neutral coma of comet 67P/Churyumov-Gerasimenko. Astron. Astrophys. 583, A7 (2015a). https://doi.org/10.1051/0004-6361/201526178

A. Bieler, K. Altwege, H. Balsiger, J.J. Berthelier, J. De Keyser, S. Fuselier, T. Gombosi, H. Rème, M. Rubin, The role of numerical models in data analysis for the Rosetta mission, in European Planetary Science Congress, vol. 10 (2015b). EPSC2015

G.A. Bird, Molecular gas dynamics. NASA STI/Recon Technical Report A 76, 40,225 (1976)

G.A. Bird, Molecular Gas Dynamics and the Direct Simulation of Gas Flows (1994)

N. Biver, M. Hofstadter, S. Gulkis, D. Bockelé-Morvan, M. Choukroun, E. Lellouch, F.P. Schloerb, L. Rezac, W.H. Ip, C. Jarchow, P. Hartogt, S. Lee, P. von Allmen, J. Crovisier, C. Leryat, P. Encrenaz, Distribution of water around the nucleus of comet 67P/Churyumov-Gerasimenko at 3.4 AU from the Sun as seen by the MIRO instrument on Rosetta. Astron. Astrophys. 583, A3 (2015). https://doi.org/10.1051/0004-6361/201526094

N. Biver, D. Bockelé-Morvan, M. Hofstadter, E. Lellouch, S. Gulkis, J. Crovisier, F.P. Schloerb, L. Rezac, P. von Allmen, S. Lee, C. Leryat, W.H. Ip, P. Hartogt, P. Encrenaz, G. Beaudin (Miro Team), Long-term monitoring of the outgassing and composition of comet 67P/Churyumov-Gerasimenko with the Rosetta/MIRO instrument. Astron. Astrophys. 630, A19 (2019). https://doi.org/10.1051/0004-6361/201834960

 Springer
L. Colangeli, J.J. Lopez Moreno, P. Palumbo, J. Rodriguez, E. Bussoletti, V. Della Corte, F. Esposito, M. Herranz, J.M. Jerónimo, A. Lopez-Jimenez, E.M. Epifani, R. Morales, E. Palomba, A. Rotundi, S. Vergara (International GIADA Team), GIADA: the grain impact analyser and dust accumulator for the Rosetta space mission. Adv. Space Res. 39, 446–450 (2007). https://doi.org/10.1016/j.asr.2006.12.048

M.R. Combi, Time-dependent gas kinetics in tenuous planetary atmospheres: the cometary coma. Icarus 123, 207–226 (1996). https://doi.org/10.1016/0019-1035(96)00150-3

M.R. Combi, W.M. Harris, W.H. Smyth, Gas dynamics and kinetics in the cometary coma: theory and observations (2004) pp. 523–552

M. Combi, Y. Shou, N. Fougere, V. Tenishev, K. Altwegg, M. Rubin, D. Bockelée-Morvan, F. Capaccioni, J.F. Crifo, A.V. Rodionov, M.R. Combi, W.M. Harris, W.H. Smyth, Gas dynamics and kinetics in the cometary coma: theory and observations of the production of the major volatile species, H2O, CO2, CO and O2, from the nucleus of comet 67P/Churyumov-Gerasimenko throughout the Rosetta mission as measured by the ROSINA double focusing mass spectrometer. Icarus 335, 113421 (2020). https://doi.org/10.1016/j.icarus.2019.113421.1909.02082

A. Coradini, F. Capaccioni, P. Drossart, G. Arnold, E. Ammannito, F. Angrilli, A. Barucci, G. Bellucci, J. Benkhoff, G. Bianchini, J.P. Bibring, M. Blecka, D. Bocklee-Morvan, M.T. Capria, R. Carlson, U. Carsenty, P. Cerroni, L. Colangeli, M. Combes, M. Combi, J. Crovisier, M.C. De Sanctis, E.T. Encrænaz, S. Erard, C. Federico, G. Filacchione, U. Fink, S. Fonti, V. Formisano, W.H. Ip, R. Jaumann, E. Kuehrt, Y. Lagnevin, G. Magni, T. McCord, V. Mennella, S. Mottola, G. Neukum, P. Palumbo, G. Piccioni, H. Rauer, B. Saggin, B. Schmitt, D. Tiphene, G. Tozzi, Virtis: an imaging spectrometer for the Rosetta mission. Space Sci. Rev. 128, 529–559 (2007). https://doi.org/10.1007/s11214-006-9127-5

J.F. Crifo, A.V. Rodionov, The dependence of the circumnuclear coma structure on the properties of the nucleus. Icarus 129, 72–93 (1997a). https://doi.org/10.1006/icar.1997.5714

J.F. Crifo, A.V. Rodionov, The dependence of the circumnuclear coma structure on the properties of the nucleus. Icarus 127, 319–353 (1997b). https://doi.org/10.1006/icar.1997.5690

J.F. Crifo, A.V. Rodionov, Modelling the circumnuclear coma of comets: objectives, methods and recent results. Planet. Space Sci. 47(6–7), 797–826 (1999). https://doi.org/10.1016/S0032-0633(98)00091-9

J.F. Crifo, A.L. Itkin, A.V. Rodionov, The near-nucleus coma formed by interacting dusty gas jets effusing from a cometary nucleus: I. Icarus 116(1), 77–112 (1995). https://doi.org/10.1006/icar.1995.1114

J.F. Crifo, G.A. Lukianov, A.V. Rodionov, G.O. Khanlarov, V.V. Zakharov, Comparison between Navier-Stokes and direct Monte-Carlo simulations of the circumnuclear coma. I. Homogeneous, spherical source. Icarus 156, 249–268 (2002a). https://doi.org/10.1006/icar.2001.6769

J.F. Crifo, G.A. Lukianov, A.V. Rodionov, G.O. Khanlarov, V.V. Zakharov, Comparison between Navier-Stokes and direct Monte-Carlo simulations of the circumnuclear coma. I. Homogeneous, spherical source. Icarus 156(1), 249–268 (2002b). https://doi.org/10.1006/icar.2001.6769

J.F. Crifo, A.V. Rodionov, K. Szegö, M. Fulle, Challenging a paradigm: do we need active and inactive areas to account for near-nuclear jet activity? Earth Moon Planets 90, 227–238 (2002c)

J.F. Crifo, G.A. Lukianov, A.V. Rodionov, V.V. Zakharov, Navier-Stokes and direct Monte Carlo simulations of the circumnuclear coma II. Homogeneous, aspherical sources. Icarus 163, 479–503 (2003). https://doi.org/10.1016/S0019-1035(03)00041-1

J.F. Crifo, G.A. Lukianov, V.V. Zakharov, A.V. Rodionov, Physical model of the coma of comet 67P/Churyumov-Gerasimenko, the new Rosetta target, in Observations, Simulations and Instrument Performances, Astrophysics and Space Science Library, vol. 311 (Kluwer Academic, Dordrecht, 2004)

J. Crovisier, The photodissociation of water in cometary atmospheres. Astron. Astrophys. 213, 459–464 (1989)

B.J.R. Davidsson, Comet Knudsen layers. Space Sci. Rev. 138, 207–223 (2008). https://doi.org/10.1007/s11214-008-9305-8

B.J.R. Davidsson, P.J. Gutiérrez, Estimating the nucleus density of Comet 19P/Borrelly. Icarus 168(2), 392–408 (2004). https://doi.org/10.1016/j.icarus.2003.11.009

B.J.R. Davidsson, P.J. Gutiérrez, Nucleus properties of Comet 67P/Churyumov Gerasimenko estimated from non-gravitational force modeling. Icarus 176(2), 453–477 (2005). https://doi.org/10.1016/j.icarus.2005.02.006

B.J.R. Davidsson, P.J. Gutiérrez, Non-gravitational force modeling of Comet 81P/Wild 2. I. A nucleus bulk density estimate. Icarus 180(1), 224–242 (2006). https://doi.org/10.1016/j.icarus.2005.07.023

B.J.R. Davidsson, Y.V. Skorov, On the light-absorbing surface layer of cometary nuclei. II. Thermal modeling. Icarus 159(1), 239–258 (2002). https://doi.org/10.1016/j.icarus.2002.06.012

B.J.R. Davidsson, Y.V. Skorov, A practical tool for simulating the presence of gas comae in thermophysical modeling of cometary nuclei. Icarus 168(1), 163–185 (2004). https://doi.org/10.1016/j.icarus.2003.11.002
G. Filacchione, A. Raponi, F. Capaccioni, M. Ciarniello, F. Tosi, D. Bockelé-Morvan, S. Erard, The diurnal cycle of water ice on comet 67P/Churyumov-Gerasimenko. Nature 525(7570), 500–503 (2015). https://doi.org/10.1038/nature14869

H. Dong, M.J. Blunt, Pore-network extraction from micro-computed-tomography images. Phys. Rev. E 80, 036307 (2009). https://doi.org/10.1103/PhysRevE.80.036307

M.R. El-Maarry, N. Thomas, L. Giaocomi, M. Massironi, M. Pajola, R. Marschall, A. Gracia-Berná, H. Sierks, C. Barbieri, P.L. Lamy, R. Rodrigo, H. Rickman, D. Koschny, H. Rickman, R. Rodrigo, M.F. A’Hearn, A.T. Auger, M.A. Barucci, J.L. Bertaux, I. Bertini, D. Bodewits, G. Cremonese, V. Da Deppo, M. De Cecco, S. Debei, C. Gütter, S. Fornasier, M. Fulle, O. Groussin, P.J. Gutierrez, W.H. Ip, L. Jordà, J. Knollenberg, G. Kovacs, J.R. Kramm, E. Kühl, M. Küppers, F. La Forgia, L.M. Lara, M. Lazzarin, J.J. Lopez Moreno, S. Marchi, F. Marzari, H. Michalik, G. Naletto, N. Oklay, A. Pommerol, F. Preusker, F. Scholten, C. Tubiana, J.-B. Vincent, Regional surface morphology of comet 67P/Churyumov-Gerasimenko from Rosetta/OSIRIS images. Astron. Astrophys. 583, A26 (2015). https://doi.org/10.1051/0004-6361/201525723

M.R. El-Maarry, N. Thomas, A. Gracia-Berná, M. Pajola, J.C. Lee, M. Massironi, B. Davidsson, S. Marchi, H.U. Keller, S.F. Hvíð, S. Besse, H. Sierks, C. Barbieri, P.L. Lamy, D. Koschny, H. Rickman, R. Rodrigo, M.F. A’Hearn, A.T. Auger, M.A. Barucci, J.L. Bertaux, I. Bertini, D. Bodewits, G. Cremonese, V. Da Deppo, M. De Cecco, S. Debei, C. Gütter, S. Fornasier, M. Fulle, L. Giaocomi, O. Groussin, P.J. Gutierrez, W.H. Ip, L. Jordà, J. Knollenberg, G. Kovacs, J.R. Kramm, E. Kühl, M. Küppers, L.M. Lara, M. Lazzarin, J.J. Lopez Moreno, R. Marschall, F. Marzari, G. Naletto, N. Oklay, A. Pommerol, F. Preusker, F. Scholten, C. Tubiana, J.B. Vincent, Regional surface morphology of comet 67P/Churyumov-Gerasimenko from Rosetta/OSIRIS images: the southern hemisphere. Astron. Astrophys. 593, A110 (2016). https://doi.org/10.1051/0004-6361/201628634

M.R. El-Maarry, O. Groussin, H.U. Keller, N. Thomas, J.B. Vincent, S. Mottola, M. Pajola, K. Otto, C. Henny, S. Krásnilík, Surface morphology of comets and associated evolutionary processes: a review of Rosetta’s observations of 67P/Churyumov–Gerasimenko. Space Sci. Rev. 215(4), 36 (2019). https://doi.org/10.1007/s11214-019-0602-1

L.A. Feldkamp, S.A. Goldstein, M.A. Parfitt, G. Jesion, M. Kleerekoper, The direct examination of three-dimensional bone architecture in vitro by computed tomography. J. Bone Miner. Res. 4(1), 3–11 (1989).

P.D. Feldman, M.F. A’Hearn, J.L. Bertaux, L.M. Feaga, J.W. Parker, E. Schindhelm, A.J. Steffl, S.A. L.A. Feldkamp, S.A. Goldstein, M.A. Parfitt, G. jesion, M. Kleerekoper, The direct examination of three-dimensional bone architecture in vitro by computed tomography. J. Bone Miner. Res. 4(1), 3–11 (1989).

D. Kappel, F. Mancarella, K. Markus, F. Merlin, R. Orosei, G. Rinaldi, M. Cartacci, A. Cicchetti, S. D. Kappel, F. Mancarella, K. Markus, F. Merlin, R. Orosei, G. Rinaldi, M. Cartacci, A. Cicchetti, S. Fonti, W.H. Ip, P. Irwin, E. Kührt, Y. Langevin, G. Magni, T. McCord, L. Moroz, S. Mottola, V. Orofino, U. Schade, F. Taylor, D. Tiphene, G.P. Tozzi, P. Beck, N. Biver, L. Bonal, J.P. Bibring, D. Bockelee-Morvan, C. Leyrat, G. Arnold, V. Mennella, E. Ammannito, G. Bellucci, J. Benkhoff, J.P. Bibring,

G. Filacchione, M.C. de Sanctis, F. Capaccioni, A. Raponi, F. Tosi, M. Ciarniello, P. Cerroni, G. Piccioni, P. Cerroni, M.A. Barucci, S. Fornasier, B. Schmitt, E. Quirico, S. Erard, D. Bockelee-Morvan, C. Leyrat, G. Arnold, V. Mennella, E. Ammannito, G. Bellucci, J. Benkhoff, J.P. Bibring,
A. Blanco, M.I. Blecka, R. Carlson, U. Carsenty, L. Colangeli, M. Combes, M. Combi, J. Crovisier, P. Drossart, T. Encrenaz, C. Federico, U. Fink, S. Fonti, M. Fulchignoni, W.H. Ip, P. Irwin, R. Jau- man, E. Kuehrt, Y. Langevin, G. Magni, T. McCord, L. Moroz, S. Mottola, E. Palomba, U. Schade, K. Stephan, F. Taylor, D. Tiphene, G.P. Tozzi, P. Beck, N. Biver, L. Bonal, J.P. Combe, D. Despan, E. Flamini, M. Formisano, A. Friigeri, D. Grassi, M.S. Gudipati, D. Kappel, A. Longobardo, F. Mancarella, K. Markus, F. Merlin, R. Orosei, G. Rinaldi, M. Cartacci, A. Cicchetti, Y. Hello, F. Henry, S. Jacquinod, J.M. Reess, R. Noschese, R. Politì, G. Peter, Seasonal exposure of carbon dioxide ice on the nucleus of comet 67P/Churyumov-Gerasimenko. Science 354(6319), 1563–1566 (2016b). https://doi.org/10.1126/science.aag3161

U. Fink, L. Doose, G. Rinaldi, A. Bieler, F. Capaccioni, D. Bockelé-Morvan, G. Filacchione, S. Erard, C. Leyrat, M. Blecka, Investigation into the disparate origin of CO₂ and H₂O outgassing for Comet 67P/Icarus 277, 78–97 (2016). https://doi.org/10.1016/j.icarus.2016.04.040

S. Finklenburg, Investigations of the near nucleus gas and dust coma of comets. PhD thesis, Universität Bern, Switzerland (2014)

S. Finklenburg, N. Thomas, J. Knollenberg, E. Kührt, Comparison of DSMC and Euler equations solutions for inhomogeneous sources on comets, in American Institute of Physics Conference Series. American Institute of Physics Conference Series, vol. 1333 (2011), pp. 1151–1156. https://doi.org/10.1063/1.3562799

M.J. Finson, R.F. Probstein, A theory of dust comets. I. Model and equations. Astrophys. J. 154, 327–352 (1968). https://doi.org/10.1086/149761

S. Fornasier, F.H. Hasselmann, M.A. Barucci, C. Feller, S. Besse, C. Leyrat, L. Lara, P.J. Gutierrez, N. Oklay, C. Tubiana, F. Scholten, H. Siersk, C. Barbieri, P.L. Lamy, R. Rodrigo, D. Koschny, H. Rickman, H.U. Keller, J. Aggarwal, M.F. A’Hearn, J.L. Bertaux, I. Bertini, G. Cremonese, V. Da Deppo, B. Davidsson, S. Debei, M. De Cecco, M. Fulle, O. Grousson, C. Gütter, M. Hofmann, S.F. Hviid, W.H. Ip, L. Jorda, J. Knollenberg, G. Kovacs, R. Kramm, E. Kühlert, M. Küppers, F. La Forgia, M. Lazzarini, J.J.L. Lopez Moreno, F. Marzari, K.D. Matz, H. Michailik, F. Moreno, S. Mottola, G. Naletto, M. Pajola, A. Pommerol, F. Preusker, X. Shi, C. Snodgrass, N. Thomas, J.B. Vincent, Spectrophotometric properties of the nucleus of comet 67P/Churyumov-Gerasimenko from the OSIRIS instrument onboard the ROSETTA spacecraft. Astron. Astrophys. 583, A30 (2015). https://doi.org/10.1051/0004-6361/201525901. 1505.06888

S. Fornasier, S. Mottola, H.U. Keller, M.A. Barucci, B. Davidsson, C. Feller, J.D.P. Deshpariya, H. Siersk, C. Barbieri, P.L. Lamy, R. Rodrigo, D. Koschny, H. Rickman, M. A’Hearn, J. Aggarwal, J.L. Bertaux, I. Bertini, S. Besse, G. Cremonese, V. Da Deppo, S. Debei, M. De Cecco, J. Deller, M.R. El-Maarry, M. Fulle, O. Grousson, P.J. Gutierrez, C. Gütter, M. Hofmann, S.F. Hviid, W.H. Ip, L. Jorda, J. Knollenberg, G. Kovacs, R. Kramm, E. Kühlert, M. Küppers, M.L. Lara, M. Lazzarini, J.J.L. Lopez Moreno, F. Marzari, M. Massironi, G. Naletto, N. Oklay, M. Pajola, A. Pommerol, F. Preusker, F. Scholten, X. Shi, N. Thomas, I. Toth, C. Tubiana, J.B. Vincent, Rosetta’s comet 67P/Churyumov-Gerasimenko sheds its dusty mantle to reveal its icy nature. Science 354, 1566–1570 (2016). https://doi.org/10.1126/science.aag2671

S. Fornasier, C. Feller, J.C. Lee, S. Ferrari, M. Massironi, P.H. Hasselmann, J.D.P. Deshpariya, M.A. Barucci, M.R. El-Maarry, L. Giacomini, S. Mottola, H.U. Keller, W.H. Ip, Z.Y. Lin, H. Siersk, C. Barbieri, P.L. Lamy, R. Rodrigo, D. Koschny, H. Rickman, M. A’Hearn, J. Aggarwal, J.L. Bertaux, I. Bertini, G. Cremonese, V. Da Deppo, B. Davidsson, S. Debei, M. De Cecco, J. Deller, M.R. El-Maarry, M. Fulle, O. Grousson, P.J. Gutierrez, C. Gütter, M. Hofmann, S.F. Hviid, W.H. Ip, L. Jorda, J. Knollenberg, G. Kovacs, R. Kramm, E. Kühlert, M. Küppers, M.L. Lara, M. Lazzarini, J.J.L. Lopez Moreno, F. Marzari, G. Naletto, M. Pajola, X. Shi, N. Thomas, I. Toth, C. Tubiana, J.B. Vincent, The highly active Anhur-Bes regions in the 67P/Churyumov-Gerasimenko comet: results from OSIRIS/ROSETTA observations. Mon. Not. R. Astron. Soc. 469, S93–S107 (2017). https://doi.org/10.1093/mnras/stx1275. 1707.02945

S. Fornasier, C. Feller, P.H. Hasselmann, M.A. Barucci, J. Sunshine, J.B. Vincent, X. Shi, H. Siersk, G. Naletto, P.L. Lamy, R. Rodrigo, D. Koschny, B. Davidsson, J.L. Bertaux, I. Bertini, D. Bodewits, G. Cremonese, V. Da Deppo, S. Debei, M. De Cecco, J. Deller, S. Ferrari, M. Fulle, P.J. Gutierrez, C. Gütter, W.H. Ip, L. Jorda, H.U. Keller, M.L. Lara, M. Lazzarini, J.J.L. Lopez Moreno, F. Marzari, G. Naletto, M. Pajola, X. Shi, N. Thomas, I. Toth, C. Tubiana, J.B. Vincent, The highly active Anhur-Bes regions in the 67P/Churyumov-Gerasimenko comet from high-resolution OSIRIS images. Astron. Astrophys. 630, A13 (2019). https://doi.org/10.1051/0004-6361/201834824. 1903.09017

N. Fougeres, M.R. Combi, V. Tenishev, M. Rubin, B.P. Bonev, M.J. Mumma, Understanding measured water rotational temperatures and column densities in the very innermost coma of Comet 73P/Schwassmann-Wachmann 3 B. Icarus 221(1), 174–185 (2012). https://doi.org/10.1016/j.icarus.2012.07.019

N. Fougeres, M.R. Combi, M. Rubin, V. Tenishev, Modeling the heterogeneous ice and gas coma of Comet 103P/Hartley 2. Icarus 225, 688–702 (2013). https://doi.org/10.1016/j.icarus.2013.04.031

N. Fougeres, K. Altwegg, J.J. Berthelier, A. Bieler, D. Bockelé-Morvan, U. Calmonte, F. Capaccioni, M.R. Combi, J. De Keyser, V. Debout, Direct simulation Monte Carlo modelling of the major species in the coma of comet 67P/Churyumov-Gerasimenko. Mon. Not. R. Astron. Soc. 462, S156–S169 (2016a). https://doi.org/10.1093/mnras/stw2388
I. Lai, G. Cremonese, V. Da Deppo, S. Debei, M. De Cecco, J. Deller, S. Fornasier, M. Fulle, O. Groussin, P.J. Gutiérrez, C. Güttler, M. Hofmann, W.H. Ip, L. Jorda, J. Knollenberg, J.R. Kramm, M. Küppers, L.M. Lara, M. Lazzarin, J.J. Lopez-Moreno, F. Marzari, G. Naletto, C. Tubiana, N. Thomas, Seasonal mass transfer on the nucleus of comet 67P/Churyumov-Gerasimenko. Mon. Not. R. Astron. Soc. 469, S357–S371 (2017). https://doi.org/10.1093/mnras/stx1726

M.S. Kelley, D.J. Lindler, D. Bodewits, M.F. A’Hearn, C.M. Lisse, L. Kolokolova, J. Kissel, B. Hermaly, A distribution of large particles in the coma of Comet 103P/Hartley 2. Icarus 222, 634–652 (2013). https://doi.org/10.1016/j.icarus.2012.09.037. 1304.4204

Y. Kitamura, Axisymmetric dusty gas jet in the inner coma of a comet. Icarus 66, 241–257 (1986). https://doi.org/10.1016/0019-1035(86)90155-7

Y. Kitamura, Axisymmetric dusty gas jet in the inner coma of a comet. II – the case of isolated jets. Icarus 72, 555–567 (1987). https://doi.org/10.1016/0019-1035(87)90052-2

Y. Kitamura, A numerical study of the interaction between two cometary jets: a possibility of shock formation in cometary atmospheres. Icarus 86(2), 455–475 (1990). https://doi.org/10.1016/0019-1035(90)90229-3

J. Knollenberg, Z.Y. Lin, S.F. Hviid, N. Oklay, J.B. Vincent, D. Bodewits, S. Mottola, M. Pajola, H. Sierks, C. Barbieri, P. Lamy, R. Rodrigo, D. Koschny, H. Rickman, M.F. A’Hearn, M.A. Barucci, J.L. Bertaux, I. Bertini, G. Cremonese, B. Davidsson, V. Da Deppo, S. Debei, M. De Cecco, S. Fornasier, M. Fulle, O. Groussin, P.J. Gutiérrez, W.H. Ip, L. Jorda, H.U. Keller, E. Kührt, J.R. Kramm, M. Küppers, L.M. Lara, M. Lazzarin, J.J. López Moreno, F. Marzari, G. Naletto, N. Thomas, C. Güttler, F. Preusker, F. Scholten, C. Tubiana, A mini outburst from the nightside of comet 67P/Churyumov-Gerasimenko observed by the OSIRIS camera on Rosetta. Astron. Astrophys. 596, A89 (2016). https://doi.org/10.1051/0004-6361/201527744

M. Knudsen, Die Gesetze der Molekularströmung und der inneren Reibungsströmung der Gase durch Röhren. Ann. Phys. 333(1), 75–130 (1909). https://doi.org/10.1002/andp.19093330106

W. Kofman, A. Herique, Y. Barbin, J.P. Barriot, V. Ciarelli, S. Clifford, P. Edenhofe, C. Elachi, C. Eyraud, J.P. Goutail, E. Heggy, L. Jorda, J. Lasue, A.C. Levasseur-Regourd, E. Nielsen, P. Pasquero, F. Preusker, P. Puget, D. Plettemeier, Y. Rogez, H. Sierks, C. Statz, H. Svedhem, I. Williams, S. Zine, J. Van Zyl, Properties of the 67P/Churyumov-Gerasimenko interior revealed by CONERT radar. Science 349(6247), 2.639 (2015). https://doi.org/10.1126/science.aab0639

L. Kolokolova, H. Kimura, Comet dust as a mixture of aggregates and solid particles: model consistent with ground-based and space-mission results. Earth Planets Space 62, 17–21 (2010). https://doi.org/10.5047/eps.2008.12.001. 0910.4755

I. Konno, W.F. Huebner, D.C. Boice, A model of dust fragmentation in near-nucleus jet-like features in comet P/Halley. Icarus 101(1), 84–94 (1993). https://doi.org/10.1006/icar.1993.1008

A. Korosmezey, T.I. Gombosi, A time-dependent dusty gas dynamic model of axisymmetric cometary jets. Icarus 84(1), 118–153 (1990). https://doi.org/10.1016/0019-1035(90)90162-3

T. Kramer, M. Läuter, M. Rubin, K. Altwegg, Seasonal changes of the volatile density in the coma and on the surface of comet 67P/Churyumov-Gerasimenko. Mon. Not. R. Astron. Soc. 469, S20–S28 (2017). https://doi.org/10.1093/mnras/stx886

M. Krause, J. Blum, Y.V. Skorov, M. Trieloff, Thermal conductivity measurements of porous dust aggregates: I. Technique, model and first results. Icarus 214(1), 286–296 (2011). https://doi.org/10.1016/j.icarus.2011.04.024. 1101.2586

E. Kührt, H.U. Keller, The formation of cometary surface crusts. Icarus 109, 121–132 (1994). https://doi.org/10.1016/0019-1035(94)10080-0

I.L. Lai, W.H. Ip, J.C. Lee, Z.Y. Lin, J.B. Vincent, P. Hartogh, H. Sierks, C. Barbieri, P.L. Lamy, H. Rickman, H.U. Keller, Mapping of the source regions of the dust jets on comet 67P/Churyumov-Gerasimenko, in AGU Fall Meeting Abstracts P43A-2087 (2016)

I.L. Lai, W.H. Ip, J.C. Lee, Z.Y. Lin, J.B. Vincent, N. Oklay, Seasonal variations of the source regions of the dust jets of comet 67P/Churyumov-Gerasimenko, in European Planetary Science Congress, EPSC2017 (2017), p. 784

Y. Langevin, M. Hilchenbach, N. Ligier, S. Merouane, K. Hornung, C. Engrand, R. Schulz, J. Kissel, J. Rynö, P. Eng, Typology of dust particles collected by the COSIMA mass spectrometer in the inner coma of 67P/Churyumov Gerasimenko. Icarus 271, 76–97 (2016). https://doi.org/10.1016/j.icarus.2016.01.027

L.M. Lara, S. Lowry, J.B. Vincent, P.J. Gutiérrez, A. Rožek, F. La Forgia, N. Oklay, H. Sierks, C. Barbieri, P.L. Lamy, R. Rodrigo, D. Koschny, H. Rickman, H.U. Keller, J. Agarwal, A.T. Auger, M.F. A’Hearn, M.A. Barucci, I. Bertini, S. Bess, D. Bodewits, G. Cremonese, B. Davidsson, V. Da Deppo, S. Debei, M. De Cecco, M.R. El-Maarry, F. Ferri, S. Fornasier, M. Fulle, O. Groussin, P. Gutiérrez-Margues, C. Güttler, S.F. Hviid, W.H. Ip, L. Jorda, J. Knollenberg, G. Kovács, J.R. Kramm, E. Kührt, M. Küppers, M. Lazzarin, Z.Y. Lin, J.J. López-Moreno, S. Magrin, F. Marzari, H. Michalik, R. Moissl-Fraund, F. Moreno, S. Mottola, G. Naletto, M. Pajola, A. Pom-
merol, N. Thomas, M.D. Sabau, C. Tubiana, Large-scale dust jets in the coma of 67P/Churyumov-Gerasimenko as seen by the OSIRIS instrument onboard Rosetta. Astron. Astrophys. 583, A9 (2015). https://doi.org/10.1051/0004-6361/201526103

M. Läuter, T. Kramer, M. Rubin, K. Altwegg. Surface localization of gas sources on comet 67P/Churyumov-Gerasimenko based on DFMS/COPS data. Mon. Not. R. Astron. Soc. 483(1), 852–861 (2019). https://doi.org/10.1093/mnras/sty3103. 1804.06996

S. Lee, P. von Allmen, L. Kamp, S. Gulkis, B. Davidsson, Non-LTE radiative transfer for sub-millimeter water lines in Comet 67P/Churyumov-Gerasimenko. Icarus 215, 721–731 (2011)

S. Lee, P. von Allmen, M. Allen, G. Beaudin, N. Biver, D. Bockelée-Morvan, M. Choukroun, J. Crovisier, P. Encrenaz, M. Frerking, S. Gulkis, P. Hartogh, M. Hofstadter, W.H. Ip, M. Janssen, C. Jarchow, S. Keihm, E. Lellouch, C. Leyrat, L. Rezac, F.P. Schloerb, T. Spilker, B. Gaskell, L. Jorda, H.U. Keller, H. Sierks, Spatial and diurnal variation of water outgassing on comet 67P/Churyumov-Gerasimenko observed from Rosetta/MIRO in August 2014. Astron. Astrophys. 583, A5 (2015). https://doi.org/10.1051/0004-6361/201526155

A.C. Levasseur-Regourd, J. Agarwal, H. Cottin, C. Engrand, G. Flynn, M. Fulle, T. Gombosi, Y. Langevin, J. Lasue, T. Mannel, S. Merouane, O. Poch, N. Thomas, A. Westphal, Cometary dust. Space Sci. Rev. 214, 64 (2018). https://doi.org/10.1007/s11214-018-0496-3

Y. Liao, R. Marschall, C.C. Su, J.S. Wu, L.L. Lai, O. Pinzon, N. Thomas, Water vapor deposition from the inner gas coma onto the nucleus of comet 67P/Churyumov-Gerasimenko. Planet. Space Sci. 157, 1–9 (2018). https://doi.org/10.1016/j.pss.2018.04.014

Z.Y. Lin, L.M. Lara, J.B. Vincent, W.H. Ip, Physical studies of 81P/Wild 2 from the last two apparitions. Astron. Astrophys. 537 (2012)

Z.-Y. Lin et al., Morphology and dynamics of jets of comet 67P/Churyumov-Gerasimenko: early phase development. Astron. Astrophys. (2015). https://doi.org/10.1051/0004-6361/201525961

Z.Y. Lin, J. Knollenberg, J.B. Vincent, M.F. A'Hearn, W.H. Ip, H. Sierks, C. Barbieri, P.L. Lamy, R. Rodrigo, D. Koschny, H. Rickman, H.U. Keller, S. Mottola, D. Bodewits, J. Agarwal, M.A. Barucci, J.L. Bertaux, I. Bertini, G. Cremonese, J. Deller, V. Da Deppo, B. Davidsson, S. Debei, M. De Cecco, S. Fornasier, M. Fulle, O. Groussin, P.J. Gutiérrez, C. Güttler, M. Hofmann, S.F. Hviid, L. Jorda, G. Kovacs, J.R. Kramm, E. Kührt, M. Küppers, I.L. Lai, L.M. Lara, M. Lazzarin, J.C. Lee, J.J. López-Moreno, F. Marzari, G. Naletto, N. Oklay, T. Ott, E. Drolshagen, X. Shi, N. Thomas, C. Tubiana, Investigating the physical properties of outbursts on comet 67P/Churyumov-Gerasimenko. Mon. Not. R. Astron. Soc. 469, S731–S740 (2017). https://doi.org/10.1093/mnras/stx2768

A. Longobardo, V. Della Corte, S. Ivanovski, G. Rinaldi, V. Zakharov, A. Rotundi, F. Capaccioni, M. Fulle, G. Filacchione, E. Palomba, 67P/Churyumov-Gerasimenko active areas before perihelion identified by GIADA and VIRTIS data fusion. Mon. Not. R. Astron. Soc. 483(2), 2165–2176 (2019)

G.A. Lukyanov, V.V. Zakharov, A.V. Rodionov, J.F. Crifo, Comparison between Navier-Stokes and DSMC simulations of the rarefied gas flow from model cometary nuclei, in Rarefied Gas Dynamics: 24th International Symposium on Rarefied Gas Dynamics, ed. by M. Capitelli. American Institute of Physics Conference Series, vol. 762 (2005), pp. 331–336. https://doi.org/10.1063/1.1941558

T. Mannel, M.S. Bentley, R. Schmied, H. Jeszenszky, A.C. Levasseur-Regourd, J. Romstedt, K. Torkar, Fractal cometary dust – a window into the early Solar system. Mon. Not. R. Astron. Soc. 462, S304–S311 (2016). https://doi.org/10.1093/mnras/stw2898

R. Marschall, C.C. Su, Y. Liao, N. Thomas, K. Altwegg, H. Sierks, W.H. Ip, H.U. Keller, J. Knollenberg, E. Kührt, I.L. Lai, M. Rubin, Y. Skorov, J.S. Wu, L. Jorda, F. Preusker, F. Scholten, A. Gracia-Berná, A. Gicquel, G. Arnold, C. Christou, S.K. Dadzie, O. Groussin, P. Hartogh, L. Jorda, E. Kührt, S. Mottola, O. Mouis, F. Preusker, F. Scholten, P. Theologou, J.S. Wu, K. Altwegg, R. Rodrigo, N. Thomas, A comparison of multiple Rosetta data sets and 3D model calculations of 67P/Churyumov-Gerasimenko coma around equinox (May 2015). Icarus 328(March), 104–126 (2019). https://doi.org/10.1016/j.icarus.2019.02.008
F. Rabier, Recent experimentation on 4D-Var and first results from a Simplified Kalman Filter, in *ECMWF* (1997).

F. Rabier, H. Järvinen, E. Klinker, J.F. Mahfouf, A. Simmons, The ECMWF operational implementation of four-dimensional variational assimilation. I. Experimental results with simplified physics. Q. J. R. Meteorol. Soc. **126**(564), 1143–1170 (2000). https://doi.org/10.1002/qj.49712656415

H.J. Reitsema, W.A. Delamere, A.R. Williams, D.C. Boice, W.F. Huebner, F.L. Whipple, Dust distribution in the inner coma of comet Halley: comparison with models. Icarus **81**(1), 31–40 (1989). https://doi.org/10.1016/0019-1035(89)90123-1

L. Rezac, Y. Zhao, P. Hartogh, J. Ji, D. Marshall, X. Shi, Three-dimensional analysis of spatial resolution of MRO/Rosetta measurements at 67P/Churyumov-Gerasimenko. Astron. Astrophys. **126**(564), 1143–1170 (2019). https://doi.org/10.1002/qj.49712656415

G. Rinaldi, U. Fink, L. Doose, G.P. Tozzi, F. Capaccioni, G. Filacchione, D. Bockelée-Morvan, C. Leyrat, G. Piccioni, S. Erard, Properties of the dust in the coma of 67P/Churyumov-Gerasimenko observed with VIRTIS-M. Mon. Not. R. Astron. Soc. **462**, S547–S561 (2016). https://doi.org/10.1093/mnras/stw3197

G. Rinaldi, V. della Corte, M. Fulle, F. Capaccioni, A. Rotundi, S.L. Ivanovski, D. Bockelée-Morvan, G. Filacchione, E. D’Aversa, M.T. Capria, Cometary coma dust size distribution from in situ IR spectra. Mon. Not. R. Astron. Soc. **469**, S598–S605 (2017). https://doi.org/10.1093/mnras/stx1873

G. Rinaldi, D. Bockelée-Morvan, M. Ciarniello, G.P. Tozzi, F. Capaccioni, S.L. Ivanovski, G. Filacchione, U. Fink, L. Doose, F. Taylor, Summer outbursts in the coma of comet 67P/Churyumov-Gerasimenko as observed by Rosetta-VIRTIS. Mon. Not. R. Astron. Soc. **481**(1), 1235–1250 (2018). https://doi.org/10.1093/mnras/sty2266

C.D. Rodgers, *Inverse Methods for Atmospheric Sounding: Theory and Practice* (World Scientific, Singapore, 2000).

A.V. Rodionov, Simulation of the outflow of three-dimensional multiphase jets from the surface of a cometary nucleus. Sol. Syst. Res. **30**(3), 230 (1996).

A.V. Rodionov, J.F. Crifo, Time-dependent, three-dimensional fluid model of the outer coma, with application to the comet Hale-Bopp gas spirals. Adv. Space Res. **38**(9), 1923–1927 (2006). https://doi.org/10.1016/j.asr.2006.03.019

V.K. Rosenbush, O.V. Ivanova, N.N. Kiselev, L.O. Kolokolova, V.L. Afanasiev, Spatial variations of brightness, colour and polarization of dust in comet 67P/Churyumov-Gerasimenko. Mon. Not. R. Astron. Soc. **469**, S475–S491 (2017). https://doi.org/10.1093/mnras/stx2003

A. Rotundi, H. Sierks, V. Della Corte, M. Fulle, P.J. Gutierrez, L. Lara, C. Barbieri, P.L. Lamy, R. Rodrigo, D. Koschny, H. Rickman, H.U. Keller, J.J. López-Moreno, M. Accolla, J. Agarwal, M.F. A’Hearn, N. Altobelli, F. Angrilli, M.A. Barucci, J.L. Bertaux, I. Bertini, D. Bodewits, E. Bussoletti, L. Colangeli, M. Cosi, G. Cremonese, J.F. Crifo, V. Da Deppo, B. Davidson, S. Debei, M. De Cecco, F. Esposito, M. Ferrari, S. Fornasier, F. Giovane, B. Gustafson, S.F. Green, O. Groussin, E. Grün, C. Güttler, M.L. Herranz, S.F. Hvid, W. Ip, S. Ivanovski, J.M. Jerónimo, L. Jordà, J. Knollenberg, R. Kramm, E. Kührt, M. Küppers, M. Lazzarin, M.R. Leese, A.C. López-Jiménez, F. Lucarelli, S.C. Lowry, F. Marzari, E.M. Epifani, J.A.M. McDonnell, V. Mennella, H. Michalik, A. Molina, R. Morales, F. Moreno, S. Motola, G. Naletto, N. Oklay, J.L. Ortiz, E. Palomba, P. Palumbo, J.M. Perrin, J. Rodríguez, L. Sabau, C. Snodgrass, R. Sordini, N. Thomas, C. Tubiana, J.B. Vincent, P. Weissman, K.P. Wenzel, V. Zakharov, J.C. Zarnecki, M. Küppers, M. Lazzarin, M.R. Leese, A.C. López-Jiménez, F. Lucarelli, S.C. Lowry, F. Marzari, E.M. Epifani, J.A.M. McDonnell, V. Mennella, H. Michalik, A. Molina, R. Morales, F. Moreno, S. Motola, G. Naletto, N. Oklay, J.L. Ortiz, E. Palomba, P. Palumbo, J.M. Perrin, J. Rodríguez, L. Sabau, C. Snodgrass, R. Sordini, N. Thomas, C. Tubiana, J.B. Vincent, P. Weissman, K.P. Wenzel, V. Zakharov, J.C. Zarnecki.

Dust measurements in the coma of comet 67P/Churyumov-Gerasimenko inbound to the Sun. Science **347**, aaa3905 (2015). https://doi.org/10.1126/science.aaa3905

F.P. Schloerb, S. Keimh, P. von Allmen, M. Choukroun, E. Lellouch, C. Leyrat, G. Beaudin, N. Biver, D. Bockelée-Morvan, J. Crovisier, P. Encrenaz, R. Gaskell, S. Gulkis, P. Hartog, M. Hofstadder, W.H. Ip, M. Janssen, C. Jarchow, L. Jordà, H.U. Keller, S. Lee, L. Rezac, H. Sierks, MIRO observations of subsurface temperatures of the nucleus of 67P/Churyumov-Gerasimenko. Astron. Astrophys. **583**, A29 (2015). https://doi.org/10.1051/0004-6361/201526152

M.I. Schmitt, C. Tubiana, C. Güttler, H. Sierks, J.B. Vincent, M.R. El-Maarry, D. Bodewits, S. Motola, S. Fornasier, M. Hofmann, Long-term monitoring of comet 67P/Churyumov-Gerasimenko’s jets with OSIRIS onboard Rosetta. Mon. Not. R. Astron. Soc. **469**, S380–S385 (2017). https://doi.org/10.1093/mnras/stx1780

R. Schulz, M. Hilchenbach, Y. Langevin, J. Kissel, J. Silen, C. Briois, C. Engrand, K. Hornung, D. Baklouti, A. Bardyn, H. Cottin, H. Fischer, N. Fray, M. Godard, H. Lehto, L. Le Roy, S. Merouane, F.R. Orthous-Daunay, J. Paquette, J. Rynén, S. Siileström, O. Stenzel, L. Thirkill, K. Varmuz, B. Zaprudin, Comet 67P/Churyumov-Gerasimenko sheds dust coat accumulated over the past four years. Nature **518**, 216–218 (2015). https://doi.org/10.1038/nature14159

Z. Sekanina, Distribution and activity of discrete emission areas on the nucleus of periodic Comet Swift-Tuttle. Astron. J. **86**, 1741–1773 (1981). https://doi.org/10.1086/113059

Z. Sekanina, Anisotropic emission from comets: fans versus jets. I. Concept and modelling, in *ESA*, vol. SP-278 (1987), pp. 315–322
cles across the nucleus of comet 67P/Churyumov-Gerasimenko. Astron. Astrophys. 583, A17 (2015).
https://doi.org/10.1051/0004-6361/201526049

N. Thomas, B. Davidson, M.R. El-Maarry, S. Fornasier, L. Giacomini, A.G. Gracia-Berná, S.F. Hviid, W.H. Ip, L. Jorda, H.U. Keller, J. Knollenberg, E. Kührt, F. La Forgia, L.L. Lai, Y. Liao, R. Marschall, M. Massironi, S. Mottola, M. Pajola, M. Pajola, A. Pommerol, F. Preusker, F. Scholten, C.C. Su, J.S. Wu, J.B. Vincent, H. Sierks, C. Barbieri, P.L. Lamy, R. Rodrigo, D. Koschny, H. Rickman, M.F. A’Hearn, M.A. Barucci, J.L. Bertaux, I. Bertini, G. Cremonese, V. Da Deppo, S. Debei, M. De Cecco, M. Fulle, O. Grousienne, P.J. Güttler, J.R. Kramm, M. Küppers, L.M. Lara, M. Lazzarini, J.J. Lopez Moreno, F. Marzari, H. Michalik, G. Naletto, J. Agarwal, C. Güttler, N. Oklay, C. Tubiana, Redistribution of particles across the nucleus of comet 67P/Churyumov-Gerasimenko. Astron. Astrophys. 583, A17 (2015).
https://doi.org/10.1051/0004-6361/201526049

N. Thomas, H. Sierks, C. Barbieri, P.L. Lamy, R. Rodrigo, D. Koschny, H.U. Keller, J. Agarwal, M.F. A’Hearn, F. Angrilli, A.T. Auger, M.A. Barucci, J.L. Bertaux, I. Bertini, S. Besse, D. Bodewits, G. Cremonese, V. Da Deppo, B. Davidson, M. De Cecco, S. Debei, M.R. El-Maarry, F. Ferri, S. Forneris, M. Fulle, L. Giacomini, O. Grousienne, P.J. Güttler, C. Güttler, S.F. Hviid, W.H. Ip, L. Jorda, J. Knollenberg, J.R. Kramm, E. Kührt, M. Küppers, F. La Forgia, L.M. Lara, M. Lazzarini, J.J.J. Lopez Moreno, S. Magrin, S. Marchi, F. Marzari, M. Massironi, H. Michalik, R. Moissl, S. Mottola, G. Naletto, N. Oklay, M. Pajola, A. Pommerol, F. Preusker, L. Sabau, F. Scholten, C. Snodgrass, C. Tubiana, J.B. Vincent, K.P. Wenzel, The morphological diversity of comet 67P/Churyumov-Gerasimenko. Science 347, aaa0440 (2015c). https://doi.org/10.1126/science.aaa0440

F. Tosi, F. Capaccioni, M.T. Capria, S. Mottola, A. Zini, M. Ciarniello, G. Filacchione, M. Hofstdatter, S. Fonti, M. Formisano, D. Kappel, E. Kührt, C. Leyrat, J.B. Vincent, G. Arnold, M.C. De Sanctis, A. Longobardo, E. Palomba, A. Raponi, B. Rousseau, B. Schmitt, M.A. Barucci, G. Bellucci, J. Benkhoff, D. Bockelée-Morvan, P. Cerroni, J.P. Combe, D. Despan, S. Erard, F. Mancarella, T.B. McCord, A. Migliorini, V. Orlofino, G. Piccioni, The changing temperature of the nucleus of comet 67P induced by morphological and seasonal effects. Nat. Astron. 3, 649–658 (2019). https://doi.org/10.1038/s41550-019-0740-0

C. Tubiana, C. Snodgrass, I. Bertini, S. Mottola, J.B. Vincent, L. Lara, S. Fornasier, J. Knollenberg, N. Thomas, M. Fulle, J. Agarwal, D. Bodewits, F. Ferri, C. Güttler, P.J. Güttler, F. La Forgia, S. Lowry, S. Magrin, N. Oklay, M. Pajola, R. Rodrigo, H. Sierks, M.F. A’Hearn, F. Angrilli, C. Barbieri, M.A. Barucci, J.L. Bertaux, G. Cremonese, V. Da Deppo, B. Davidson, M. De Cecco, S. Debei, O. Grousienne, S.F. Hviid, W. Ip, L. Jorda, H.U. Keller, D. Koschny, R. Kramm, E. Kührt, M. Küppers, M. Lazzarini, P.L. Lamy, J.J. Lopez Moreno, F. Marzari, H. Michalik, G. Naletto, H. Rickman, L. Sabau, K.P. Wenzel, 67P/Churyumov-Gerasimenko: activity between March and June 2014 as observed from Rosetta/OSIRIS. Astron. Astrophys. 573, A62 (2015). https://doi.org/10.1051/0004-6361/201424735

C. Tubiana, G. Rinaldi, C. Güttler, C. Snodgrass, X. Shi, X. Hu, R. Marschall, M. Fulle, D. Bockelée-Morvan, G. Naletto, F. Capaccioni, S. Hierens, G. Sierks, A. Barucci, J.L. Bertaux, I. Bertini, D. Bodewits, M.T. Capria, M. Ciarniello, G. Cremonese, J. Crovisier, V. Da Deppo, S. Debei, M. De Cecco, J. Deller, M.C. De Sanctis, B. Davidson, L. Doose, S. Erard, G. Filacchione, U. Fink, M. Formisano, S. Fornasier, P.J. Güttler, W.H. Ip, S. Ivanovski, D. Kappel, H.U. Keller, L. Kolokolova, D. Koschny, H. Krueger, F. La Forgia, P.L. Lamy, L.M. Lara, M. Lazzarini, A.C. Levasseur-Regourd, Z.Y. Lin, A. Longobardo, J.J. Lopez Moreno, F. Marzari, H. Michalik, G. Naletto, H. Rickman, L. Sabau, K.P. Wenzel, 67P/Churyumov-Gerasimenko: activity between March and June 2014 as observed from Rosetta/OSIRIS and VIRTIS-M on board Rosetta. Astron. Astrophys. 630, A23 (2019). https://doi.org/10.1051/0004-6361/20134869. 1905.03022

J.B. Vincent, H. Bönhardt, L.M. Lara, A numerical model of cometary dust coma structures. Application to comet 9P/Tempel 1. Astron. Astrophys. 512, A60 (2010)

J.B. Vincent, L.M. Lara, G.P. Tozzi, Z.Y. Lin, H. Sierks, Spin and activity of comet 67P/Churyumov-Gerasimenko. Astron. Astrophys. 549, A121 (2013). https://doi.org/10.1051/0004-6361/201219350

J.B. Vincent, M.F. A’Hearn, Z.Y. Lin, M.R. El-Maarry, M. Pajola, H. Sierks, C. Barbieri, P.L. Lamy, R. Rodrigo, D. Koschny, Summer fireworks on comet 67P. Mon. Not. R. Astron. Soc. 462, S184–S194 (2016a). https://doi.org/10.1093/mnras/stw2409. 1609.07743

J.B. Vincent, M.F. A’Hearn, Z.Y. Lin, M.R. El-Maarry, M. Pajola, H. Sierks, C. Barbieri, P.L. Lamy, R. Rodrigo, D. Koschny, H. Rickman, H.U. Keller, J. Agarwal, M.A. Barucci, J.L. Bertaux, I. Bertini, S. Besse, D. Bodewits, G. Cremonese, V. Da Deppo, B. Davidson, S. Debei, M. De Cecco, J. Deller, S. Fornasier, M. Fulle, A. Gicquel, O. Grousienne, P.J. Güttler, P. Güttler-Maresz, C. Güttler, S. Höfner, M. Hofmann, S.F. Hviid, W.H. Ip, L. Jorda, J. Knollenberg, G. Kovacs, J.R. Kramm, E. Kührt, M. Küppers, L.M. Lara, M. Lazzarini, J.J. Lopez Moreno, F. Marzari, M. Massironi, S. Mottola, G. Naletto, N. Oklay, F. Preusker, F. Scholten, X. Shi, N. Thomas, I. Toth, C. Tubiana, Summer fireworks on comet 67P. Mon. Not. R. Astron. Soc. 462, S184–S194 (2016b). https://doi.org/10.1093/mnras/stw2409. 1609.07743
J.B. Vincent, N. Oklay, M. Pajola, S. Höfner, H. Sierks, X. Hu, C. Barbieri, P.L. Lamy, R. Rodrigo, D. Koschny, H. Rickman, H.U. Keller, M.F. A'Hearn, M.A. Barucci, J.L. Bertaux, I. Bertini, S. Besse, D. Bodewits, G. Cremonese, V. Da Deppo, B. Davidsson, S. Debei, M. De Cecco, M.R. El-Maarry, S. Fornasier, M. Fulle, O. Groussin, P.J. Gutiérrez, P. Gutiérrez-Marquez, C. Güttler, M. Hofmann, S.F. Hviid, W.H. Ip, L. Jorda, J. Knollenberg, G. Kovacs, J.R. Kramm, E. Kühr, M. Küppers, L.M. Lara, M. Lazzarin, Z.Y. Lin, J.J. Lopez Moreno, S. Lowry, F. Marzari, M. Massironi, F. Moreno, S. Mottola, G. Naletto, F. Preusker, F. Scholten, X. Shi, N. Thomas, I. Toth, C. Tubiana, Are fractured cliffs the source of cometary dust jets? Insights from OSIRIS/Rosetta at 67P/Churyumov-Gerasimenko. Astron. Astrophys. 587, A14 (2016c). https://doi.org/10.1051/0004-6361/201527159. 1512.03193

J.B. Vincent, T. Farnham, E. Kührt, Y. Skorov, R. Marschall, N. Oklay, M.R. El-Maarry, H.U. Keller, Local manifestations of cometary activity. Space Sci. Rev. 215(4), 30 (2019). https://doi.org/10.1007/s11214-019-0596-8

M.K. Wallis, M.H.A. Hassan, Electrodynamics of submicron dust in the cometary coma. Astron. Astrophys. 121(1), 10–14 (1983)

X. Xie, M.J. Mumma, Monte Carlo simulation of cometary atmospheres: application to comet P/Halley at the time of the Giotto spacecraft encounter. I. Isotropic model. Astrophys. J. 464, 442 (1996). https://doi.org/10.1086/177335

Z. Yoldi, A. Pommerol, B. Jost, O. Poch, J. Gouman, N. Thomas, VIS-NIR reflectance of water ice/regolith analogue mixtures and implications for the detectability of ice mixed within planetary regoliths. Geophys. Res. Lett. 42, 6205–6212 (2015). https://doi.org/10.1002/2015GL064780

T. Ytrehus, Kinetic theory description and experimental results for vapor motion in arbitrary strong evaporation. Tech. rep. (1975)

V.V. Zakharov, J.F. Crifo, G.A. Lukyanov, A.V. Rodionov, Modeling of the inner atmosphere of comets with aspherical nucleus of “apple” type. J. Math. Model. 15, 48 (2003)

V. Zakharov, D. Bockelée-Morvan, N. Biver, J. Crovisier, A. Lacacheux, Radiative transfer simulation of water rotational excitation in comets Comparison of the Monte Carlo and escape probability methods. Astron. Astrophys. 473, 303–310 (2007). https://doi.org/10.1051/0004-6361:20066715

V.V. Zakharov, A.V. Rodionov, G.A. Lukyanov, J.F. Crifo, Navier Stokes and direct Monte-Carlo simulations of the circumnuclear gas coma. III. Spherical, inhomogeneous sources. Icarus 194, 327–346 (2008). https://doi.org/10.1016/j.icarus.2007.08.038

V.V. Zakharov, A.V. Rodionov, G.A. Lukianov, J.F. Crifo, Monte-Carlo and multifluid modelling of the circumnuclear dust coma II. Aspherical-homogeneous, and spherical-inhomogeneous nuclei. Icarus 201, 358–380 (2009). https://doi.org/10.1016/j.icarus.2008.12.022

V.V. Zakharov, J.F. Crifo, A.V. Rodionov, M. Rubin, K. Altwegg, The near-nucleus gas coma of comet 67P/Churyumov-Gerasimenko prior to the descent of the surface lander PHILAE. Astron. Astrophys. 618, A71 (2018a). https://doi.org/10.1051/0004-6361/201832883

V.V. Zakharov, S.L. Ivanovski, J.F. Crifo, V. Della Corte, A. Rotundi, M. Fulle, Asymptotics for spherical particle motion in a spherically expanding flow. Icarus 312, 121–127 (2018b). https://doi.org/10.1016/j.icarus.2018.04.030