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In order to optimize traditional fault diagnosis models for practical applications, a fault diagnosis model based on support vector machines optimized with the adaptive quantum differential evolution of (AQDE-SVM) is proposed in this study. First, the traditional differential evolution is rewritten based on real number encoded into a qubit encoding. Second, this study proposes an adaptive quantum rotation gate and uses this gate to update the probability amplitude of the qubits. Finally, compared with quantum genetic algorithm support vector machines (QGA-SVM) and differential evolution-support vector machines (DE-SVM), etc., the results show that the algorithm proposed in this study has a higher diagnosis accuracy and shorter running time, providing great practical engineering value in the application of rolling bearing fault diagnosis.

1. Introduction

Rolling bearing is one of the most widely used mechanical parts in the modern industrial system for power transmission, in the meantime, it is also one of the most prone components to have failures. Rolling bearings account for more than 51% of failures in induction motors alone [1]. Failures of rolling bearings will cause damage to other parts and even the entire mechanical system. In severe cases, they can lead to catastrophic accidents. Therefore, it is of great practical significance to carry out fault diagnosis research on rolling bearings [2].

With the rapid improvement of Artificial Intelligence, intelligent fault diagnosis based on machine learning has gradually become the mainstream of research. Compared with traditional methods, the intelligent diagnosis method with higher accuracy and more reliable diagnostic performance does not depend on human experience. There are many relevant research achievements promoting the development of fault diagnosis methods such as convolutional neural network (CNN) [3], random forest [4], back propagation network [5], generative adversarial network [6], fuzzy C-means [7], and other machine learning algorithms.

Normally, it is difficult to collect a large amount of data on the failed rolling bearings since the machinery generally works in good condition. Therefore, fault diagnosis research on rolling bearings is usually considered as the small-sample problem. Support vector machine (SVM), one of the most classic algorithms in machine learning, classifies data by solving the maximum margin hyperplane of training samples. SVM is not only widely used in portrait recognition, text classification, handwritten character recognition, and other classification tasks but also has a considerable degree of superiority when it is used to deal with small sample problems. In recent years, SVM has become one of the most used classification methods [8], moreover, researchers have extended the application field of SVM for the rolling bearing fault diagnosis with good empirical results.

Zhang et al. proposed a comprehensive strategy of combining mixed kernel-support vector machine with grasshopper optimization algorithm to identify typical faults of rotating machinery. The mixed kernel can balance the learning ability and generalization ability of SVM, and the optimization algorithm can find the proper parameters, thereby improving the accuracy of SVM rolling bearing fault diagnosis [9]. Chen et al. improved the traditional SVM to
adboost-SVM with ensemble learning method and used the grid search method to traverse the search space to find the best parameters. The ensemble learning method can effectively improve the performance of the original algorithm, but the weights need to be adjusted repeatedly, which will be expensive for the computation, and the grid search method will further increase the time of model training [10]. Huo et al. considered that the vibration of rolling bearing involves nonlinear and unbalanced characteristics. Therefore, an adaptive multiscale weighted permutation entropy is proposed to process the original signals of rolling bearing, then the processed signals are fed into SVM for fault diagnosis. The preprocessed signals of rolling bearings can improve the correlation between features and labels, thereby increasing classification accuracy [11]. Zhu and Xiong used the quantum genetic algorithm to optimize SVM for fault diagnosis. Quantum-based genetic algorithm takes advantage of the parallelism of quantum computing and has a faster running speed than traditional genetic algorithm. However, only one rotation gate is used in the review to update the probability amplitude of the qubit, resulting in only one search direction of the genetic algorithm, which reduces the performance of the algorithm to a certain extent [12].

The research of the abovementioned papers shows that the use of SVM for fault diagnosis usually involves two optimization directions. One is to improve the accuracy of SVM itself, and the other one is to adjust the parameters of SVM adaptively using optimization algorithms. Both optimization methods are quite useful. Moreover, because the data of the rolling bearing itself determine the upper limit of the SVM fault diagnosis, and it is more effective to preprocess the original data rather than train the SVM directly. Second, since the parameters used in the SVM model are usually data-specific, it is necessary to use an optimization algorithm to adjust the parameters adaptively. However, traditional optimization algorithms have their limitations and are easy to fall into a local optimum, which leads to a decrease in the diagnosis accuracy of SVM. On the other hand, it takes more time in the optimization process, and in real applications of fault diagnosis, a quick response time is generally required.

In order to improve the accuracy and speed of fault diagnosis, we propose a fault diagnosis model based on SVM optimized with the adaptive quantum differential evolution. The differential evolution is a swarm-based intelligent optimization algorithm proposed by R. Storn and K. Price. Its operation mode and mathematical principles are relatively simple, and it also has a good convergent performance, which is suitable for modification to a quantum form. The research content of this study includes the following three aspects:

(1) An adaptive quantum differential evolution (AQDE) is proposed in this study. AQDE is used to optimize the parameters of SVM and proposed a fault diagnosis model based on AQDE-SVM. Compared with QGA-SVM and DE-SVM, etc., AQDE-SVM has significant advantages in the application of fault diagnosis.

(2) Ensemble empirical mode decomposition (EEMD) combined with time domain and frequency domain was used to extract effective features from the original bearing data in this paper, and then input these features into the fault diagnosis model.

(3) We use Case Western Reserve University (CWRU) bearing datasets for standard fault diagnosis experiment and use Xi’an Jiaotong University-SumYoung (XJTU-SY) bearing datasets for early fault diagnosis experiment. Especially for XJTU-SY bearing datasets, this study uses Pauta criterion to judge the time of fault occurrence and realize early fault diagnosis experiment.

The main contribution of this study is to propose AQDE algorithm. AQDE is improved based on quantum theory and can control the search direction of the DE according to the current number of iterations, thus improve AQDE’s running speed and search performance. As an optimization algorithm, AQDE can be applied to all kinds of search problems, so as to improve the efficiency of the solution.

The rest of the review is organized as follows: We first introduce the fundamentals of quantum theory, SVM and AQDE in Section 2. We then review the methods of data preprocessing and two experiments of fault diagnosis in Section 3. Finally, in Section 4, we summarize the work in this study and conclude with a brief discussion of our future research.

2. Fault Diagnosis Model Based on AQDE-SVM

2.1. Quantum Theory. Quantum theory is one of the greatest achievements of modern physics, emerging technologies such as quantum communication and quantum computers are expected to profoundly change our way of life in the near future. Quantum has many special properties, such as superposition and entanglement, and AQDE proposed in this paper was inspired by quantum superposition. In the field of quantum computing, the quantum superposition refers to the quantum bit (qubit) that will contain bit 0 and bit 1 at the same time before measurement, and will randomly collapse toward bit 0 or bit 1 with a certain probability after measurement. This review proposes a series of strategies to control this randomness so as to help AQDE get better diversity and convergence.

2.2. Fundamentals of SVM. Selecting an appropriate classification algorithm to complete the identification of the different operating states of the rolling bearing is essential in the field of fault diagnosis. In practical engineering applications, it is difficult to obtain enough samples. Therefore, this study selects a support vector machine that has significant advantages in small sample learning problems of rolling bearing fault diagnosis. Assume that training data contains \( n \) samples, and the types of training data are 2, denoted as follows:

\[
(x_i, y_i)_{i=1}^{n}, \quad y_i = \{1, -1\}. \tag{1}
\]

In equation (1), \( x_i \) represents the training data, \( y_i \) is the type of data, including “1” and “-1.”
In order to achieve better robustness and noise resistance of SVM, certain restrictions on the hyperplane are required. When we determine the hyperplane, the first step is to calculate the distances of all training data to the hyperplane and find the closest data to the hyperplane:

\[ d_{\text{min}} = \min_{i=1,2,...,n} y_i \frac{1}{\|w\|} (wx_i + b), \] (2)

where \( w \) and \( b \) are parameters of the hyperplane. Then we search for the \( d_{\text{min}} \) that is the farthest away from the hyperplane, and we can get

\[
\begin{align*}
\max_{w,b} d_{\text{min}} \\
\text{s.t. } y_i (wx_i + b) \geq d_{\text{min}}.
\end{align*}
\] (3)

To facilitate the solution, we can rewrite equation (3) as follows:

\[
\begin{align*}
\min_{w,b} & \frac{1}{2} w^T w \\
\text{s.t. } & y_i (wx_i + b) \geq 1.
\end{align*}
\] (4)

Using the Lagrange multiplier method to solve equation (4), and we can get the parameters of the hyperplane.

2.3. Parameters in SVM. For outliers and nonlinear separable cases, SVM introduces a penalty factor and kernel function. Specifically, if the sample contains outliers, the slack variable \( \xi \) and the penalty factor \( C \) are introduced, and the equation (4) is rewritten as follows:

\[
\begin{align*}
\min_{w,b} & \frac{1}{2} w^T w + C \sum_{i=1}^{N} \xi_i, \\
\text{s.t. } & \begin{cases} 1 - y_i (wx_i + b) \leq \xi_i, \\ \xi_i \geq 0. \end{cases}
\end{align*}
\] (5)

In equation (5), the slack variable \( \xi \) represents the distance between the outlier and the hyperplane. The penalty factor \( C \) represents the importance that SVM attaches to the loss caused by outliers. The larger the \( C \) is, the higher the accuracy is, but the robustness will be reduced accordingly, and vice versa.

If the sample is nonlinearly separable, SVM will map the sample from the \( R^d \)-dimensional original space to the \( R^e \)-dimensional feature space (\( e > d \)) through a mapping \( \varphi \), so that the sample is linearly separated in the new high-dimensional space, and the equation (5) is rewritten as follows:

\[
\begin{align*}
\min_{w,b} & \frac{1}{2} w^T w, \\
\text{s.t. } & 1 - y_i (w^T \varphi(x_i) + b) \leq 0.
\end{align*}
\] (6)

When we solve equation (6), it is necessary to calculate the inner product \( \varphi(x_i)^T \varphi(x_j) \) of the sample in the feature space. For the case of either ultrahigh dimensional or even infinite dimensions, calculating this inner product will be very expensive. After introducing the kernel function, the two steps of function mapping and inner product calculation are reduced to one step. Moreover, the computational complexity is reduced from \( O(e) \) to \( O(d) \). Specifically, a kernel function \( \kappa(x_i, x_j) \) is constructed as follows:

\[
\kappa(x_i, x_j) = \varphi(x_i)^T \varphi(x_j).
\] (7)

The sample inner product of the feature space can be calculated in the original space in equation (7). In real applications, the most commonly used kernel function of SVM is the radial basis kernel function, and its mathematical expression is

\[
\kappa(x_i, x_j) = \exp \left( -\gamma \|x_i - x_j\|^2 \right).
\] (8)

In equation (8), \( \gamma \) is a kernel function parameter. The larger the \( \gamma \) is, the higher the dimension of feature space is. Generally, the higher the dimensionality of the feature space is, the better effect is obtained after training the model; however, it is likely to result in over-fitting and reducibility of the generalization ability of the model.

The penalty factor and the kernel function parameter play a key role in SVM, and the conventional method is to use the heuristic optimization algorithm to adjust these parameters, such as genetic algorithm [13], ant colony [14], and differential evolution [15]. However, these optimization algorithms tend to fall into local optimum in the training process, and the traditional improvement strategy will increase the computational complexity. Therefore, this combines the differential evolution with quantum theory; moreover, through the experimental comparison, it can be proved that quantum differential evolution has significant advantages in accuracy and computational efficiency.

2.4. Build AQDE-SVM. The standard DE [16] adopts real number coding and contains four steps: swarm initialization, mutation, crossover, and selection. In the AQDE, we have improved on all of these steps. First, qubits are used to encode the initial swarm. Second, this review proposes an adaptive quantum rotation gate and uses this gate to update the probability amplitude of every qubit in each generation of the swarm. Finally, the qubits collapse into binary bits after measurement, and we convert the binary bits to decimal numbers and substitute them into SVM. The steps are as follows.

2.4.1. Generating Initial Swarm. The initial swarm in this study contains 50 individual vectors, and the number of dimensions of the individual vector is 2, which corresponds to two parameters of SVM. Each parameter is represented by eight bits. Each bit is a qubit before measurement. The qubit set in this study can be expressed as follows:

\[
|\phi\rangle = \sin \theta |0\rangle + \cos \theta |1\rangle.
\] (9)

In equation (9), \( |\phi\rangle \) is the Dirac symbol, it mathematically represents the column vector in Hilbert space. \( |\phi\rangle \) represents the qubit, which will collapse into classical bit 0 with
probability \( \sin^2 \theta \) and collapse into classical bit 1 with probability \( \cos^2 \theta \) after measurement. Moreover, the probability satisfies \( \sin^2 \theta + \cos^2 \theta = 1 \). \( \theta \) is quantum angle, and satisfies the condition as follows:

\[
\theta \in \text{rand} \( 0, 1 \) \times \frac{\pi}{2}\]

According to equation (9), each qubit needs to generate a quantum angle. Therefore, we need to generate a total of \( 50 \times 2 \times 8 \) quantum angles in the initial swarm.

Combine equations (9) and (10), the mathematical expression of the initial swarm can be obtained

\[
P_{i,g} = \begin{bmatrix} C_{i,g} \\ y_{i,g} \end{bmatrix} = \begin{bmatrix} \phi_{i,g,C,1}, \ldots, \phi_{i,g,C,j}, \ldots, \phi_{i,g,C,8} \\ \phi_{i,g,y,1}, \ldots, \phi_{i,g,y,j}, \ldots, \phi_{i,g,y,8} \end{bmatrix}. \tag{11}\]

In equation (11), \( P_{i,g} \) is the \( i \)th individual vector in the swarm of the \( g \) generation. \( C_{i,g} \) is the first dimension of \( P_{i,g} \), corresponding to the penalty factor of SVM, \( y_{i,g} \) is the second dimension of \( P_{i,g} \), corresponding to the kernel function parameters of SVM. \( \phi_{i,g,C,j} \) is the \( j \)th qubit of \( C_{i,g} \), \( \phi_{i,g,y,j} \) is the \( j \)th qubit of \( y_{i,g} \), and \( j \in [1, 8] \).

2.4.2. Update the Probability Amplitude of Qubit. Differential evolution is an optimization algorithm based on the swarm. We usually require richer swarm diversity in the early stage of iteration so that the individual vector can be fully distributed in the solution space. At the later stage of iteration, the convergence rate is requested to be faster, thus accelerating the convergence of the algorithm. Based on the above considerations, this review proposes an adaptive quantum rotation gate \( G_r \) which is used to update the probability amplitude of qubit, so as to achieve the effect described above. Because the qubit will collapse to \( |0\rangle \) or \( |1\rangle \) with a certain probability after measurement; therefore, in the case of the swarm diversity of AQDE, the probability of qubit collapse to \( |0\rangle \) or \( |1\rangle \) needs to be closer on the original probability. In the case of accelerated convergence of AQDE, the probability of qubit collapse to \( |0\rangle \) or \( |1\rangle \) state needs to be higher than the original probability. The steps are as follows.

The mathematical formula for the collapse of the qubit in the superposition state after the measurement is

\[
\begin{align*}
|\phi\rangle = |1\rangle, \quad \sin^2 \theta > \text{rand} \( 0, 1 \), \\
|\phi\rangle = |0\rangle, \quad \text{else}.
\end{align*}
\]

In equation (12), \( \theta \in (0, \pi/2) \), \( \sin \theta \in (0, 1) \). The larger the \( \sin^2 \theta \) is, the more likely the qubit is to collapse into \( |1\rangle \), and vice versa. Therefore, in the early stage of iteration, the quantum rotation gate controls \( \sin \theta \) to rotate in the direction of 0.707 on the original probability. The schematic diagram is shown in Figure 1.

According to Figure 1, when \( \sin \theta \in (0, 0.707) \), then the rotation direction of \( G_r \) is 1; otherwise, the rotation direction of \( G_r \) is 2.

At the later stage of iteration, \( G_r \) controls \( \sin \theta \) to rotate in the direction of coordinate axis on the original probability. The schematic diagram is shown in Figure 2.

As a similar demonstration is shown in Figure 1, the direction of rotations 3 and 4 is shown in Figure 2. \( \sin \theta \in (0, 0.707) \) is the condition for direction 3; otherwise, the rotation direction of \( G_r \) is 4.

Therefore, the mathematical expression of \( G_r \) proposed in this study is

\[
\begin{bmatrix}
\sin \theta \\
\cos \theta
\end{bmatrix} = \begin{cases}
\begin{bmatrix}
\sin \theta \\
\cos \theta
\end{bmatrix} \cdot \text{rand} \( (0, 1) \times \frac{\pi}{2} \), & \text{if } \theta \in (0, \pi/2), \\
\begin{bmatrix}
\sin \theta \\
\cos \theta
\end{bmatrix} \cdot \text{rand} \( (0, 1) \times \frac{\pi}{2} \), & \text{if } \theta \in [\pi/2, \pi),
\end{cases}
\] \tag{13}

In equation (13), \( f(r) \) represents the counterclockwise quantum gate, and the mathematical formula is

\[
f(r) = \begin{bmatrix}
\cos r - \sin r \\
\sin r \cos r
\end{bmatrix}. \tag{14}\]
In equation (13), $g(r)$ represents the clockwise quantum gate, and the mathematical formula is

$$g(r) = \begin{bmatrix} \sin r \cos r \\ \cos r - \sin r \end{bmatrix}. \quad (15)$$

In equations (14) and (15), $r$ is the rotation angle, which affects the convergence speed of AQDE. A too-large rotation angle will cause the AQDE to converge prematurely, and a too-small rotation angle will cause the AQDE to converge slowly or even fail to converge. Han [17] pointed out that it is appropriate to set the interval of the rotation angle within $[0.001\pi, 0.05\pi]$.

In equation (13), where $G$ represents the maximum number of iterations, $g$ represents the current number of iterations, rand(0, 1) is a randomly generated number from 0 to 1. As can be seen from the formula, in the early stage of the AQDE iteration, the smaller the $g$ is, the easier the inequality rand(0, 1) < (G-g)/G is established, and vice versa. $\sin \theta$ and $\cos \theta$ are the original probability amplitude of the qubit, and $\sin \theta$ and $\cos \theta$ are the updated qubit probability amplitude.

### 2.4.3. Obtain the Diagnostic Accuracy of SVM

In this review, each parameter is represented in eight qubits. After measurement, we got eight classical binary bits, and the corresponding decimal range of eight binary is $[0, 2^8]$. Eitrich [18] points out that it is advisable to control the parameter value range of SVM within the interval of $(0, 100)$; therefore, the decimal needs to be scaled. The mathematical formula for scaling is

$$d^* = \frac{a-b}{2^a} \times d. \quad (16)$$

In equation (16), $a$ and $b$ represent the upper limit and lower limit of SVM parameter values, respectively, $n$ is the number of the qubit, $d$, and $d^*$ are parameters of SVM before and after scaling. According to the parameters introduced by Eitrich [18], this study sets $a = 100$, $b = 0.01$. Finally, we use AQDE-SVM for fault diagnosis, so as to obtain the diagnosis accuracy.

### 3. Fault Diagnosis Experiment

The dataset used in this study comes from the CWRU bearing datasets [19] and XJTU-SY bearing datasets [20]. In order to evaluate the effectiveness of AQDE-SVM more comprehensively, we use CWRU bearing datasets for standard fault diagnosis experiment, and use XJTU-SY bearing datasets for early fault diagnosis experiment. The description of the CWRU datasets is shown in Table 1.

The computer used in the experiments is configured with an i5-9300H CPU, clocked at 2.4 GHz, memory 16 GB, and the programming language used is Python.

#### 3.1. Data Preprocessing

In traditional Fourier transform, the frequency is defined according to a complete cycle, which leads to the poor effectiveness of Fourier transform in processing bearing signals. Therefore, EEMD [21] is used to preprocess the rolling bearing data in this study. EEMD overcoming the limitation of Fourier transform in the constant frequency and solving the phenomenon of modal aliasing in Empirical Mode Decomposition (EMD) [22].

In order to intuitively understand the effect of EEMD, Bearing1_1 in Table 2 is considered as an example in this study. The Bearing1_1 data reconstructed into a signal matrix of 100×1024 (the number of samples is 100, and each sample is composed of 1024 continuously sampled data points), and we take the first sample as an example for EEMD. The decomposition results are shown in Figure 3.

In Figure 3, IMF represents intrinsic mode function. However, not all IMFs contain effective features, so screening out suitable IMF is the key to extracting the fault information of rolling bearings.

Kurtosis is one of the most widely used statistical parameters in the field of fault diagnosis. During the normal operation of the rolling bearing, the kurtosis value is approximately equal to 3. When the fault occurs, causing the amplitude distribution of the vibration signals to be skewed or scattered, then the corresponding kurtosis value will increase accordingly. Therefore, the greater the kurtosis value is, the more serious the failure of the rolling bearing is. Similarly, if the kurtosis value of the IMF is large, the fault information contained in this IMF is mostly complete. The mathematical formula for calculating kurtosis is

$$X_{kurt} = \frac{n{\sum_{i=1}^{n} (x_i - x_{mean})^4}}{[\sum_{i=1}^{n} (x_i - x_{mean})^2]^2}, \quad (17)$$

where $x_i$ represents the sample, $x_{mean}$ represents the average value of the sample over $n$ seconds, $n$ represents the total number of samples.

In this review, equation (17) is used to screen the IMF with the largest kurtosis value and use the IMF as the data sample for subsequent analysis. In order to directly reflect the screening process, this review takes the IMFs decomposed in Figure 3 as an example, and the kurtosis of each IMF is shown in Figure 4.
Table 1: Data introduction (CWRU bearing datasets).

| Dataset | Fault diameter | Fault type | Label |
|---------|----------------|------------|-------|
| Bearing1_1 | 0.1778 inch | Inner race | H1    |
| Bearing1_2 | 0.1778 inch | Rolling element | H2    |
| Bearing1_3 | 0.1778 inch | Outer race (6:00) | H3    |
| Bearing1_4 | 0.1778 inch | Outer race (3:00) | H4    |
| Bearing1_5 | 0.1778 inch | Outer race (12:00) | H5    |
| Bearing1_6 | - | Normal | H6    |

Table 2: Data introduction (XJTU-SY bearing datasets).

| Dataset   | Actual life      | Fault type | Number of samples |
|-----------|------------------|------------|-------------------|
| Bearing2_1 | 8 h11 min       | Inner race | 491               |
| Bearing2_2 | 2 h41 min       | Outer race | 161               |
| Bearing2_3 | 8 h53 min       | Cage       | 533               |

It could be seen from Figure 4 that the kurtosis value of IMF1 is the largest, so IMF1 is selected as the data sample for subsequent analysis.

Furthermore, kurtosis is more sensitive to the early level of faults, but as the level of faults increases, the kurtosis parameter gradually saturates, and the diagnostic ability decreases. Therefore, crest factor and power spectrum are used to improve the effectiveness of data preprocessing in this review.

The crest factor belongs to time domain parameter which is more sensitive to faults related to surface damage and wear. The mathematical formula of the crest factor is

\[ X_{crest} = \frac{\max(x_1, x_2, \ldots, x_n)}{x_{rms}}, \] (18)

where \( x_{rms} \) represents the root mean square value of the sample over \( n \) seconds.

The power spectrum belongs to frequency domain analysis, which can extract effective features from the signals. The mathematical formula of the power spectrum is

\[ PS = \frac{|FFT[\text{cor}(x, x), m]|}{\max(FFT[\text{cor}(x, x), m])} \] (19)

where \( FFT \) is fast Fourier transform, \( \text{cor}() \) is autocorrelation function, \( x \) represents the samples and \( m \) represents the length of Fourier transform.

The kurtosis, crest factor, and power spectrum of IMF1 were calculated and their input were used in AQDE-SVM to realize fault diagnosis.

3.2 Fault Diagnosis of CWRU Bearing Datasets. The method of data preprocessing in Section 3.1 is used to process CWRU datasets. In order to simulate real scenarios, where the fault data is much less compared to the normal data, 40 samples are selected from the failure data of Bearing1_1 to Bearing1_5, and 200 samples are selected from the normal data of Bearing1_6 in this review. A total of 70% of them are used as training data and the rest of them are used as test data.

First, in order to verify the advantages of AQDE in optimization efficiency, this review used AQDE-SVM, QGA-SVM, and DE-SVM for comparison. The number of iterations set as 50, and the number of individual vectors or chromosomes is set as 50. Each model is run independently ten times, and we calculate the average accuracy of 0, 10, 20, 30, 40, and 50 iterations, respectively. The accuracy curves are shown in Figure 5.

It can be observed from Figure 5 that since the 20th iteration, the average accuracy of AQDE-SVM is slightly higher than QGA-SVM, and significantly higher than DE-SVM, indicating that the AQDE has better optimization performance.

Second, the comparison experiment of CNN and SVM is added and each model is run independently 10 times. CNN contains four convolutional layers and pooling layers, and SVM is set \( C = 0.6, \gamma = 0.8 \). As the fault diagnosis experiment set in this review is multiclassification, so macroaverage and microaverage are selected to evaluate each model. The comparison results are shown in Table 3.

From the comparison of results in Table 3, it could be seen that the average accuracy, macroaverage, and microaverage of the AQDE-SVM is the highest, and the improved DE based on quantum theory that has a significant improvement in running time compared to the traditional DE. Compared with CNN, AQDE-SVM has the same running time but higher diagnostic accuracy. Although CNN can further improve their diagnostic accuracy with the deepening of network layers, they need to consume more computing resources and running time. Therefore, the AQDE-SVM fault diagnosis model proposed in this review is more cost-effective.

Finally, in order to verify the anti-noise ability of each algorithm in the case of noise interference, three groups of Gaussian white noise were added to the original signal of rolling bearing with \( SNR = 6, SNR = 4, SNR = 2, SNR = 0, SNR = -2, \) and \( SNR = -4 \), respectively. The data preprocessing method is the same as before, AQDE-SVM, QGA-SVM, DE-SVM, SVM, and CNN are used for fault diagnosis, respectively. Macroaverage was selected for evaluation and the comparison results are shown in Figure 6.

It can be observed from Figure 6 that AQDE-SVM achieves the highest macroaverage regardless of strong noise interference or weak noise interference, indicating the excellent anti-noise ability of AQDE-SVM.

3.3 Fault Diagnosis of XJTU-SY Bearing Datasets. XJTU-SY datasets contain the whole process data of rolling bearings from normal to damaged and the fault types. Denote that the inner race fault in the XJTU-SY dataset is I1, the outer race fault is I2, the cage fault is I3, and the normal data is I4. The description of the XJTU-SY datasets is shown in Table 2.

We use XJTU-SY bearing datasets for early fault diagnosis experiment, and the data do not contain labels that can be identified by the model, so the first step is to determine the time point of failure. Take Bearing2_1 as an example and its vibration data as are shown in Figure 7.

As the normal vibration data and the time-domain feature of rolling bearings satisfies Gaussian distribution, the...
Figure 3: EEMD decomposition results.
Root mean square is used as the feature to calculate the fault threshold in this study. Root mean square (RMS) is calculated in equation (20):

$$RMS_m = \sqrt{\frac{x_1^2 + x_2^2 + \cdots + x_m^2}{m}}$$

Equation (20)

$RMS_m$ represents the root mean square of the first $m$ seconds. $x_m$ represents the data of the first $m$ seconds. Then we calculate the average and variance of the $RMS_m$.

$$\mu_m = \frac{1}{m} \sum_{i=1}^{m} RMS_i,$$

$$\sigma_m = \sqrt{\frac{1}{m} \sum_{i=1}^{m} (RMS_i - \mu_i)^2}.$$ 

Equation (21)

Set the threshold as follows:

$$\text{Threshold}_m = \mu_m + 3\sigma_m.$$ 

Equation (22)
If

$$RMS_j > \text{Threshold}_j$$  \hspace{1cm} (23)

Then it determines that the rolling bearing has failed in the $j$ second.

In order to intuitively understand the process of Pauta criterion, Bearing2_1 dataset is considered as an example in this paper.

Figure 8 shows that Bearing2_1 failed when RMS exceeded the threshold. We repeat the above steps to calculate the threshold of Bearing2_2 and Bearing 2_3, and obtained that Bearing2_1 failed at 28,038 seconds, Bearing2_2 failed at 3204 seconds, Bearing2_3 failed at 19,991 seconds. The first 60 seconds of fault occurrence were selected as early fault samples, 60 seconds of normal data from Bearing2_1, Bearing2_2, and Bearing2_3 were selected as normal samples.

The sampling frequency of the sensor is 32.5 kHz/min, so normal, outer race failure, inner race failure, and cage failure contain 97,500, 32,500, 32,500 and 32,500 continuously sampled data points, which were reconstructed into a 180 * 1024 signal matrix. The method of data preprocessing is the same as Section 3.1, and 70% of them are used as training data, and the rest of them are used as test data. AQDE-SVM, QGA-SVM, DE-SVM, SVM, and CNN have been run independently on the data 10 times, and the accuracy obtained for each time is shown in Figure 9.

According to Figure 9, AQDE-SVM achieves the highest accuracy in all experiments, proving the stability of its performance. For CNN, it is a black-box algorithm whose output is very unstable and in order to improve the stability of CNN, deepening network layers need to be added. Moreover, CNN contains a large number of hyperparameters that need to be set manually which further improves the running time.

The average accuracy, macroaverage, microaverage, and average time of each model are shown in Table 4.

From Table 4, it could be seen that compared with other algorithms, AQDE-SVM has achieved the best performance in all evaluation indicators, and also has significant
advantages in running time. Therefore, the AQDE-SVM proposed in this chapter satisfies the requirements of speed, stability, and accuracy in actual scenes, and thus has higher engineering application value.

4. Conclusion

The novel fault diagnosis model proposed in this review is based on SVM optimized with the quantum DE. Compared with other classical optimization algorithms, the main advantage of AQDE is running speed, thus improving the efficiency of fault diagnosis. Moreover, in order to comprehensively verify the effectiveness of AQDE-SVM, standard fault diagnosis and early fault experiments were set up in this review; accuracy, macroaverage, microaverage, and running time were used for evaluation. The evaluation results show that AQDE-SVM achieve the highest accurate fault diagnosis results in the same running time, indicating that AQDE-SVM is more suitable for the engineering application of fault diagnosis. In our future work, we will expand fault diagnosis research on self-test data.

Data Availability

The CWRU dataset can be downloaded at: https://engineering.case.edu/bearingdatacenter and XJTU-SY dataset can be downloaded at: http://biaowang.te-ch/xjtu-sy-bearing-datasets.
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| Algorithm     | Average accuracy (%) | Macro-average (%) | Micro-average (%) | Average time (s) |
|---------------|----------------------|-------------------|-------------------|-----------------|
| AQDE-SVM      | 98.88                | 96.51             | 96.43             | 7.42            |
| QGA-SVM       | 97.41                | 94.71             | 94.64             | 7.48            |
| DE-SVM        | 94.46                | 91.95             | 92.86             | 20.39           |
| SVM           | 86.39                | 84.60             | 87.50             | 0.11            |
| CNN           | 96.59                | 93.68             | 94.61             | 7.45            |
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