Varying the effective refractive index to measure optical transport in random media
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We introduce a new approach for measuring both the effective medium and the transport properties of light propagation in heterogeneous media. Our method utilizes the conceptual equivalence of frequency variation with a change in the effective index of refraction. Experimentally, we measure intensity correlations via spectrally resolved refractive index tuning, controlling the latter via changes in the ambient pressure. Our experimental results perfectly match a generalized transport theory that incorporates the effective medium and predicts a precise value for the diffusion constant. Thus, we directly confirm the applicability of the effective medium concept in strongly scattering materials.
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Light propagation in multiple-scattering media is dominated by speckle, a highly irregular intensity pattern dependent upon spatial (or angular) or time (or frequency) coordinates and brought about by interference. Correlations, which are inherent properties of speckle despite the apparent irregularity, provide important information about transport parameters. In fact, the description of intensity correlations is at the heart of understanding transport theory [1]. In the past, correlations have been measured in time [2] and frequency [3] as a means of, for example, determining the diffusion constant of light.

What is often not fully appreciated is the degree to which effective medium properties are essential for determining correlation functions, and thereby transport properties. When developing a theory of transport, the effective medium is an essential building block [4]. In practice, fundamental problems arise when one attempts to access the effective medium properties of strongly scattering materials. In a turbid medium, the coherent propagation, upon which the effective medium properties are defined, decays on the scale of a few mean free paths and becomes unmeasurable in the overwhelming bath of diffuse intensity. On the other hand, the assumptions needed for developing standard effective medium models do not hold for such materials, which makes the models unapplicable. These difficulties raise the question of what exact role the effective medium plays in determining transport properties in strongly scattering materials.

In this letter we first highlight the central role of the effective refractive index in transport theory. We then propose and measure a new correlation function that directly incorporates the effective medium approach. We validate this approach by showing the precise agreement between the theory and experimental results. This comparison requires defining a new directly measurable effective medium parameter, which we call the “tuning response”, as

\[
\delta \equiv \frac{1}{n_e} \frac{\partial n_e}{\partial n_h}.
\]

The parameter \(\delta\) relates the change of the effective refractive index \(n_e\) to the changes in the refractive index \(n_h\) of one of the components, which can be easily experimentally controlled. We measure the precise value of \(\delta\) with our method and use it to extract the diffusion constant. Finally, we use \(\delta\) to test several standard models of the effective medium.

Our measurement method is based on controlled change of the optical path length distribution by refractive index tuning (RIT). It is the optical analogue of a class of experiments in condensed matter physics that control the elongation of electron trajectories by using magnetic field. Those experiments resulted in the observation of electronic weak localization and universal conductance fluctuations [5]. The concept of changing the path length distribution has also been exploited for diffusing wave spectroscopy [6, 7] and for other types of waves in evolving media [8, 9, 10]. Given the predominance of disordered photonic media in a wide variety of fields including biology [11], advanced materials [12], solar cells [13], and in general modern photonics, we expect our approach to have broad cross-disciplinary application.

In standard transport theory [4], the effective refractive index shows up in the early stages where the the averaged amplitude Green’s function is introduced:

\[
G_\omega(r; n_e, \ell_s) = -\frac{e^{i(n_e\omega - \frac{\delta}{2})}}{4\pi r},
\]

where \(\ell_s\) is the scattering mean free path. This form of the Green’s function takes care of internal resonances of scatterers but does not hold in a regime of strong spatial dispersion, for example in photonic crystals, or when the material is anisotropic. One can introduce the effective (complex-valued) wavenumber by \(K \equiv \frac{n_e}{c} + i\frac{\delta}{2c}\).

We introduce a new correlation function, which is central to our measurements, defined as:
where \( I_\omega(s) \) is the far-field specific intensity at direction \( s \) and \( \langle \cdot \rangle \) denotes averaging over a narrow spread of directions. The normalization constant \( N \) is fixed by requiring \( C_{\omega,\omega}(n_e, n_e) = 1 \). Intensity correlations are typically classified into different contributions: \( C^{(1)} \), \( C^{(2)} \), and \( C^{(3)} \). Their relative magnitude depends on the scattering strength of the material. We will present the closed form for the first order contribution \( C^{(1)} \), which is sufficient to describe our measurements, but our argument holds for the higher-order terms as well.

The calculation of correlation function \( C^{(1)} \) for the case of \( \Delta n_e = 0 \) can be found in many papers and textbooks \[4, 14\]. The actual expressions depend on the geometry. Closed forms have been presented for the case of an infinite medium \[13\], semi-infinite medium \[16\], and a slab \[3\]. Yet conventional definitions of this type of correlation function have not included variations of \( n_e \). The crucial point of the theoretical part of the present paper is that the formulae calculated for frequency correlations can easily be generalized to the case of \( \Delta n_e \neq 0 \).

In our regime of consideration where

\[
\frac{\Delta \text{Im} K}{\Delta \text{Re} K} \sim \frac{1}{4\pi} \left( \frac{\lambda_e}{r_s} \right)^2 \left| \frac{\Delta r_s}{\Delta \lambda_e} \right| \ll 1,
\]

we can neglect variations of \( \text{Im} K \) in the average Green’s functions. As a result, the change in the average Green’s function \( \langle \cdot \rangle \) is only dependent on the product \( n_e \omega \). That is to say changing the frequency by \( \Delta \omega \) is equivalent to changing \( n_e \) by \( \Delta n_e \) if \( n_e \Delta \omega = \omega \Delta n_e \).

We prove that the same symmetry between frequency and effective refractive index variation holds for the intensity correlation function \( C^{(3)} \). The basic ingredients for deriving this correlation function are the average Green’s function \( \langle \cdot \rangle \) and an irreducible scattering vertex \[4\]. We symbolically denote the irreducible scattering vertex as: \( U(\omega, \omega + \Delta \omega; n_e, n_e + \Delta n_e) \), and assume that it is local, thus we have dropped the three momentum variables. Changes caused by \( U \) are compensated by those resulting from \( \Delta \text{Im} K \) due to energy conservation. This cancellation holds even without considering condition \[14\]. As a result, replacing \( n_e(\omega + \Delta \omega) \) by \( (n_e + \Delta n_e)(\omega + \Delta \omega) \) does not affect any algebraic step in the derivation of \( C_{\omega,\omega+\Delta\omega}(n_e, n_e) \[14\] \) and thus yields the generalized correlation function \( C_{\omega,\omega+\Delta\omega}(n_e, n_e + \Delta n_e) \).

To take one example consider a slab of porous material, for which the host refractive index, \( n_h \), may be tuned. The correlation is then measured as a function of \( \Delta n_h \). In this case, \( C_{\omega,\omega}(n_h, n_h + \Delta n_h) \) is given by:

\[
C^{(1)}_{\omega,\omega}(n_h, n_h + \Delta n_h) = \frac{\tau_\delta \Delta n_h}{\cosh \sqrt{\tau_\delta \Delta n_h} - \cos \sqrt{\tau_\delta \Delta n_h}},
\]

with RIT decay coefficient (generalized analogue of diffuse decay time)

\[
\tau_\delta \equiv \frac{2\omega \Delta L^2}{D},
\]

where we have used the tuning response \( \delta \) defined in Eq. \[1\]. We apply our method to typical samples, which are representative for a a large class of multiple scattering materials. The sample dimensions are selected such that they can be characterized by both RIT and time-resolved measurements, allowing us to show the accuracy of our technique. We have used a composite material with open channels consisting of a solid backbone and a gaseous host. The refractive indices of the solid backbone and the gaseous host medium are \( n_s \) and \( n_h \), respectively. In our measurements the index of the host is tuned by increasing the pressure of the gas.

As samples we used slabs of commercially available porous plastic air-filters (XS-7744, Porex Corp.) avail-
The intensity spectrum between 649 and 651 nm was measured by a white-light super-continuum laser (Fianium). The CCD-camera was replaced by a spectrometer, which was run in the imaging mode. The entrance slit of the spectrometer selects a transmission direction in form of a narrow rectangle, which contains roughly 10 independent coherence areas along the slit. The beam is spectrally resolved perpendicular to the slit direction by a grating. This configuration allows us to simultaneously monitor the spectral evolution of several speckle spots while the host index of refraction $n_h$ is varied.

The measurement was performed on a 100-μm-thick slice of the polyethylene filter. A thin sample was necessary due to the limited resolution of our spectrometer. The intensity spectrum between 649 and 651 nm was measured while changing the pressure in the chamber from 1 to 1.5 bar in steps of 10 mbar.

RIT correlation functions at different frequencies are calculated from the measurements and plotted as a function of $\Delta \omega$ for each pressure. A collection of these plots is shown for six different pressures in the inset of Fig. 3 as typical representatives. As predicted, the peak change of effective refractive index is calculated and plotted as a function of $\Delta n_h$ in Fig. 3. We get a value of $\delta = 0.212 \pm 0.003$ from the slope of a linear fit to the data, for these set of samples, with a remarkably high precision.

In principle, it is possible to extract the diffusion constant from each separate RIT measurement. To improve the accuracy, we plot the auxiliary parameter $a \equiv 4\pi \omega \delta / \tau_3$ versus $L^{-2}$ from the three measurements presented in Fig. 2. This plot is shown in Fig. 4. The slope gives the diffusion constant $D = 2.2 \pm 0.1$ m$^2$/ms using Eq. (5).

Next we compare our result with the diffusion constant measured by conventional time-resolved method. The diffuse transmission through the same samples was recorded using a time-correlated photon counting setup and a subpicosecond pulsed laser at 600 nm wavelength. The resulting temporal decay curves are presented in Fig. 5.

In other words, $\delta$ can be extracted from the spectral shift of every individual speckle spot while the host index of refraction $n_h$ is varied.

The measurement was performed on a 100-μm-thick slice of the polyethylene filter. A thin sample was necessary due to the limited resolution of our spectrometer. The intensity spectrum between 649 and 651 nm was measured while changing the pressure in the chamber from 1 to 1.5 bar in steps of 10 mbar.

RIT correlation functions at different frequencies are calculated from the measurements and plotted as a function of $\Delta \omega$ for each pressure. A collection of these plots is shown for six different pressures in the inset of Fig. 3 as typical representatives. As predicted, the peak value is shifted and equals unity within the experimental error. Using our symmetry relation 7, the relative change of effective refractive index is calculated and plotted as a function of $\Delta n_h$ in Fig. 3. We get a value of $\delta = 0.212 \pm 0.003$ from the slope of a linear fit to the data, for these set of samples, with a remarkably high precision.

In principle, it is possible to extract the diffusion constant from each separate RIT measurement. To improve the accuracy, we plot the auxiliary parameter $a \equiv 4\pi \omega \delta / \tau_3$ versus $L^{-2}$ from the three measurements presented in Fig. 2. This plot is shown in Fig. 4. The slope gives the diffusion constant $D = 2.2 \pm 0.1$ m$^2$/ms using Eq. (5).

Next we compare our result with the diffusion constant measured by conventional time-resolved method. The diffuse transmission through the same samples was recorded using a time-correlated photon counting setup and a subpicosecond pulsed laser at 600 nm wavelength. The resulting temporal decay curves are presented in Fig. 5.
FIG. 4: The measurement parameters $a \equiv \frac{4 e_0}{h^2}$ and $b \equiv \frac{1}{\pi \tau_\delta}$ are plotted versus the inverse of the thickness squared. Black squares and red dots correspond to the index tuning and time-resolved measurements respectively. The slope of each data set is equal to the diffusion constant $D$ measured by each specific method. The fact that the two slopes are equal proves the consistency of our index tuning method with the time resolved measurements.

The diffusion constant is calculated from the slope of a linear fit of the parameter $\delta$, with the result from the index tuning experiment.

The predictions are applicable to a variety of samples, and assumes no specific medium quantity and a new transport correlation function.

In conclusion, we have presented a new effective medium theory, and considering the response function of the detector, the diffuse decay time $\tau_\delta \equiv L^2/\pi^2 D$ is extracted from a fit to these measurements. These results confirm that the absorption has a negligible effect on our experiments. The diffusion constant is calculated from the slope of a linear fit of the parameter $b \equiv \frac{1}{\pi \tau_\delta}$, vs. $L^{-2}$ (Fig. 4), $D = 2.1 \pm 0.1 \text{ m}^2/\text{ms}$, which is in excellent agreement with the result from the index tuning experiment.

Our precise measurement method for measuring $\delta$ is very important for describing all sorts of photonic metamaterials. Using these two quantities one can measure several dynamic transport properties with high precision, as we have demonstrated for the lowest order $C^{(1)}$ correlations and the diffusion constant. Measuring higher order correlations and studying Anderson localization is a natural follow-up to our research.
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FIG. 5: Time resolved intensity decay curve for slabs of polyethylene filters. Different datasets correspond to different sample thicknesses ($L = 1, 1.5,$ and $2$ mm for black squares, red circles, and blue triangles, respectively). The lines show the fit to the diffusion model after considering the absorption and the response of the detector.