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Abstract

Explainability of Reinforcement Learning (RL) policies remains a challenging research problem, particularly when considering RL in a safety context. Understanding the decisions and intentions of an RL policy offers avenues to incorporate safety into the policy by limiting undesirable actions. We propose the use of a Boolean Decision Rules model to create a post-hoc rule-based summary of an agent’s policy. We evaluate our proposed approach using a DQN agent trained on an implementation of a lava gridworld and show that, given a hand-crafted feature representation of this gridworld, simple generalised rules can be created, giving a post-hoc explainable summary of the agent’s policy. We discuss possible avenues to introduce safety into a RL agent’s policy by using rules generated by this rule-based model as constraints imposed on the agent’s policy, as well as discuss how creating simple rule summaries of an agent’s policy may help in the debugging process of RL agents.

1 Introduction

While the introduction of deep learning techniques into Reinforcement learning (RL) research heralded in new possibilities and impressive progress, it also brought with it the difficulties inherent with deep learning [Glanois et al., 2021]. Challenges around the interpretability and explainability of these ever more complex techniques are just some of the issues facing RL and challenges the notion of Safety in RL. How confident can one be in a RL agent when they do not understand the reasoning behind its actions? If behaviour of RL agents can be captured in less complex, explainable rules humans can better identify and correct undesirable behaviour. Generally in Machine Learning, and by extension RL, interpretability may, in some cases, result in a loss of predictive performance [Molnar, 2022]. In consideration of this potential loss of predictive performance, this work opts for a post-hoc explanation of the agent’s learned policy rather than an interpretable policy. Similar work by [Hayes and Shah, 2017] looks at policy explanations by building rules consisting of predicates describing the state in a natural language form, interpretable to humans. A user can then query the agent regarding specific actions and receive an explanation of the state in which the action would occur. We believe that by creating a global rule-based policy summary, using features created directly from the environment, is a more robust policy summarisation method with regards to safety and potential use cases. Other previous work such as [Coppens et al., 2019], focused on distilling the agent’s policy into an interpretable decision tree and [Verma et al., 2018], focused on programmatic interpretable policies, suffer performance drops due to adding interpretability. This trade-off between performance and interpretability is even more of a concern in a safety context. One might argue that if safety is a concern, performance should be a first priority. As such, when a hand-crafted feature set of the environment can be created, an assumption in our work, using this to create post-hoc explanations of an agent’s policy may be more beneficial than creating an interpretable policy that relies on a hand-crafted feature set anyway. The Boolean Decision Rules (BDR) model presented by [Dash et al., 2018] generates rules that trade off between accurate classification and interpretability. It shows dominance in the accuracy-simplicity trade off and is competitive with other rule-learners (e.g. Decision Trees) whilst finding arguably simpler solutions [Dash et al., 2018].

The main contribution of this paper is proposing the use of this BDR classification model to create rule-based summaries of an agent’s learned policy. We evaluate this model on a DQN policy trained in a safety-focused gridworld, creating a hand-crafted dataset by evaluating the agent in unseen environments. Using this dataset as input for the rules based model we show that simple explainable rules can be created summarising the agent’s learned behaviour by predicting the agents next action, given the current state. We further discuss potential use cases of these rule-based policy summaries, such as feeding the rules back as constraints, and use cases around debugging the agent’s policy.

2 Methodology

Given a trained agent, we gather sample trajectories of its interaction with an environment and record state and action pairs. In a supervised setting, we then seek to induce rules that describe specific actions based on state information.
A Rainbow DQN [Hessel et al., 2018] agent is trained in a variation of the environment presented in [Leike et al., 2017], [Zhao et al., 2021]. It is a fully observable 5x5 gridworld. The task is to reach the goal block whilst avoiding the lava blocks, which terminate the episode, see Figure 2 for a visual example. The reward structure proposed in [Leike et al., 2017] is modified in two ways. The optimal reward for the environment is +1.9 instead of 1. +1 for reaching the reward and +0.9 which is scaled by the number of steps the agent takes with respect to the shortest path from its starting position to the goal. Each step remains a reward of 0, and stepping into lava is changed from a reward of 0 to -1, in order to punish stepping into lava. The agents policy was represented by a Convolutional Neural Network trained on the fully observable pixel representation of the gridworld.

A simple 3x2 grid in front of the agent is created by directly accessing the environment’s class, shown as the shaded area in Figure 2. This grid details what is in the each block, i.e. Lava, Wall, Goal or Empty. The intention is to limit hand crafting of features other than simply recording what is in each block of the grid. A dataset of these features is created by evaluating the policy on a test set of 500 environments and capturing the state-action pairs at each timestep.

A BDR model is created using the AIX360 toolkit\(^2\) and trained on the dataset of state-action pairs to classify the action the agent will take at each timestep, given the state. Because the model is a binary classification model, the classification is done in two stages. The first stage classifies the action as either Forward or Turn. Then the second stage classifies the turning actions as either Left or Right. To classify actions the BDR model creates rule sets in disjunctive normal form (DNF) i.e. rules sets consisting of OR-of-ANDs, whilst balancing an accuracy-simplicity trade off [Dash et al., 2018]. An example, in the context of this work would be “IF (forward == lava) OR (forward == wall AND left == empty) THEN action==TURN”. Rules are extracted from the trained models to create the summaries of the agent’s learned policy.

3 Results

The DQN agent achieves close to the optimal result of 1.9. Results are averaged over 3 training runs set to three different seeds, shown in Table 1. There are rare occasions when the agent fails to reach the goal, failing in two different modes. Either by stepping into the lava or by failing to reach the goal before the maximum number of steps is reached in the environment. In the latter case the agent gets stuck in some position in the gridworld and fails to get out of it. The BDR model shows good accuracy in predicting the agent’s next action given its current state. The BDR model is trained on a dataset of state-action pairs created across 1500 evaluation episodes, 500 episodes from each of the 3 seeds. Table 1 shows the accuracy and F1-scores of the two binary classification stages, Forward/Turn and Left/Right. The high accuracy indicates that the agent is following consistent rules in its actions and that BDR model was able to extract them. The rules generated, describing the agent’s behaviour, by this model back this up. Table 1 shows these rules, along with the observed instances of agreement and disagreement.

4 Discussion

The rules created by our approach give a global summary of the agent’s learned policy. Rules indicating the agent will turn if “forward == lava” or “forward == wall” are examples of clear, intuitive rules that the agent should always follow to avoid states where catastrophic failure or wasteful actions occur. We outline several avenues where such rule-based summaries of policies are useful.

Guardrails: Rules like this can help give examples of state-action pairs that lead to states we wish to prevent the agent from ever reaching. Despite the strong performance of the agent in terms of mean reward, there are still instances when it stepped into the lava or chose to move forward into the wall - the former being a catastrophic failure, the latter being a wasteful action. Unsafe behaviour like this could be avoided by feeding back these rules as constraints to the agent’s policy. This could be done in two ways, either in a post-hoc manner after the agent has been trained or adding them in a more active learning and iterative process during training [Saunders et al., 2017]. While the former would require less human input and less altering of the agent’s framework, it is arguably less safe and may only be useful in situations when new conditions of the environment have caused new unsafe states to arise. The latter, on the other hand, is a more involved process but may lead to more safety being incorporated to the agent’s policy, if human feedback, by way of rule constraints, can push the policy towards more desirable actions during training. [Saunders et al., 2017] shows while in theory users-in-the-loop feedback can help avoid unsafe be-

---

\(^1\)Further details on experimental parameters for DQN agent and CNN are included in supplementary material

\(^2\)https://github.com/Trusted-AI/AIX360
haviour, the amount of feedback required to label instances does not scale. As a result, feedback based on rules can bring in user feedback while reducing the cognitive load on the user.

Debugging: Rule-based summaries provide an interpretable view on the decision making logic of agents. This allows for identification of errant behaviours and determine how the agent is likely to generalise to novel environments. Previous work such as [Deshpande et al., 2020] suggests opting for visual debugging, but this can be problematic in giving a global summary of an agent’s policy. Work creating interpretable policies, [Coppens et al., 2019], [Verma et al., 2018], add similar debugging avenues to post-hoc rule-based summaries, but confine the policy to that underlying interpretable model. Whereas post-hoc summaries are agnostic to the underlying representation of the agent’s policy, thereby maintaining the highest possible performance of an agent

Elicit human feedback: Rule summaries can be used to gather human feedback on several aspects on policies. Rules can provide guidance on shaping reward functions, provide transparency on the underlying decision logic of the agent, and confirm that agents behave as intended.

5 Future Work

This work has shown that given a hand-crafted feature set of a gridworld environment a set of explainable rules can be created, by way of a BDR model, describing an agents learned policy. While this is a relatively simple environment it presents the idea and potential of post-hoc rule-based policy summaries. However, global policy summaries like this can sometimes miss the nuance of particular decisions. Careful sampling of trajectories could address some challenges around this. Methods aimed at generating interpretable summaries for more complex tasks and environments would need additional considerations. A trade-off between the complexity of a policy summary and the amount of information a human user can process will always remain. Scalable rule-based policy summaries that remain simple for human users to process may provide a middle solution.
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A Supplementary Materials

A.1 Agent Parameters

The Rainbow DQN agent was implemented using the Tianshou RL python package\(^3\). Hyperparameters were tuned over 100 runs, for a maximum of 2,000,000 time steps. Early stopping was applied after 10 epochs if the evaluation reward did not increase by 0.01. These hyperparameter tuning runs were implemented using the MLFlow python package\(^4\). These hyperparameters are shown in Table A.1.

| Hyperparameter               | Value  |
|------------------------------|--------|
| Atoms                        | 13     |
| Noisy Linear Layers          | True   |
| Noise std                    | 0.1    |
| Duelling                     | True   |
| Priority Replay Buffer       | True   |
| Buffer Alpha                 | 0.4955 |
| Learning Rate                | 0.00183|
| n-step                       | 1      |

Table A.1: Hyperparameters for Rainbow DQN Agent

A.2 Convolutional Neural Network Parameters

A 3-layer CNN was used in this work and was not part of any hyperparameter tuning and remained constant throughout. It was implemented using the PyTorch library\(^5\). The pixel images of the environment were resized to a 40x40x3 pixel space. The hyperparameters of the CNN are shown in Table A.2.

| Hyperparameter               | Value              |
|------------------------------|--------------------|
| Convolution filters          | [16, 32, 64]       |
| Kernel Size                  | [(4,4), (4,4), (3,3)] |
| Stride                       | [2, 2, 1]          |
| Activation Function          | ReLu               |

Table A.2: Hyperparameters for CNN

Gridworld Implementation

The gridworld implementation built off the MiniGrid python package\(^6\) and followed closely the work laid out by [Zhao et al., 2021] and their public github repo\(^7\). The randomisation’s of each grid were ensured to by utilising the hash functionality of the MiniGrid package and building in a check to make sure each environment’s hash was unique.

\(^3\)https://github.com/thu-ml/tianshou
\(^4\)https://github.com/mlflow/mlflow
\(^5\)https://github.com/pytorch/pytorch
\(^6\)https://github.com/maximecb/gym-minigrid
\(^7\)https://github.com/mila-iqia/Conscious-Planning