Dynamical Strategy to Control the Accuracy of the Nonlinear Bio-Mathematical Model of Malaria Infection
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Abstract: This study focuses on solving the nonlinear bio-mathematical model of malaria infection. For this aim, the HATM is applied since it performs better than other methods. The convergence theorem is proven to show the capabilities of this method. Instead of applying the FPA, the CESTAC method and the CADNA library are used, which are based on the DSA. Applying this method, we will be able to control the accuracy of the results obtained from the HATM. Also the optimal results and the numerical instabilities of the HATM can be obtained. In the CESTAC method, instead of applying the traditional absolute error to show the accuracy, we use a novel condition and the CESTAC main theorem allows us to do that. Plotting several $h$-curves the regions of convergence are demonstrated. The numerical approximations are obtained based on both arithmetics.
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1. Introduction

Modeling different phenomena, solving the model by efficient methods and also control and adjust their parameters are one of the important topics of bio-mathematics which have direct relation with human life. Thus, many mathematicians have been focused on various mathematical models such as energy supply-demand model [1], SIR epidemic model [2], HIV infection [3–5], model of smoking habit [6], bovine babesiosis disease [7], model of computer viruses [8–10] and many other models. Malaria is one of the important infections for which various models have been proposed to control, prevent and transmit. Due to the high prevalence of this infection in Africa, most studies have been performed on data obtained from Africa. According to the World Health Organization, in 2019, approximately 409,000 people died of malaria [11].

HATM is one the semi analytical methods for solving different linear and nonlinear problems. This method was presented by Liao [12–14] for the first time and because of some of flexibilities, this method has been applied by many researchers. Solving integral equations [15–18], system of equations [6,10] and engineering problems [19,20] are only some of the applications of this method. In this method, we have some freedom to choose the initial values, the auxiliary functions and the auxiliary parameters. One of these parameters is $h$, which is used to adjust and control the convergence region of the HATM. Using this parameter we can plot some $h$-curves and after that we will be able to find the convergence region.
We should know that in the mentioned researches and many other papers, the computations are based on the FPA and in order to show the efficiency of the method, we apply the traditional absolute error as follows

\[ |f(x) - f_n(x)| < \varepsilon, \quad \text{or} \quad |f_n(x) - f_{n-1}(x)| < \varepsilon, \quad (1) \]

where \( f(x) \) and \( f_n(x) \) are exact and approximate solutions of the problem and \( \varepsilon \) is a small positive value. However, in this case, we should know the exact solution and the optimal value of \( \varepsilon \), and this is one of the big bugs of this relation. If we choose value \( \varepsilon \) by chance, for large values we will have only one or two iterations without providing accurate results and if we have small values of \( \varepsilon \), we will have extra iterations without improving the accuracy [21]. Thus, we introduce a new arithmetic, which is the DSA [22]. For this aim, we use the CESTAC method and instead of the usual softwares we apply the CADNA library [23]. Moreover, instead of applying condition (1), we use a novel condition as follows

\[ |f_n(x) - f_{n-1}(x)| = @.0, \quad (2) \]

where \( f_n(x) \) and \( f_{n-1}(x) \) are two successive approximations and @.0 denotes the informative zero [24,25]. This sign can be produced only in the CESTAC method and by the CADNA library. This library should be done on the Linux operating system and all CADNA codes should be written by C, C++, FORTRAN or ADA codes [26,27]. Applying the CESTAC method, we can find the optimal iteration of the method, the optimal approximation, the optimal error and some numerical instabilities [27–29]. We will also be able to cancel the extra iterations. The main theorem of the CESTAC method will aid us in applying the new condition instead of the previous one. In this theorem, we will show that the number of common significant digits for two successive approximations is almost equal to the number of common significant digits for exact and approximate solutions [21]. Recently, this method has been applied to validate the results of some numerical methods to solve the mathematical and engineering problems such as numerical integration rules [30,31], homotopy analysis method [32–34], homotopy perturbation method [35], Adomian decomposition method [36], collocation method [37–39], solving fuzzy problems [37,40,41], load leveling problem [42], reverse osmosis model [43] and many others [44]. For more information about the DSA, the CESTAC method and the CADNA library please see [21].

In this paper, at first we will focus on solving the nonlinear model of malaria infection (3) by using the HATM. The convergence theorem is also proved to show the abilities of this method. The CESTAC method and the CADNA library are applied to validate the numerical results. The main theorem of the CESTAC method is proved. This theorem will help us to apply the termination criterion (2) instead of (1). The numerical results are obtained for both the FPA and the DSA. Some \( h \)-curves are also plotted to show the convergence regions. Based on the CESTAC method, the optimal iteration, the optimal approximation, the optimal error and the numerical instabilities are found.
2. Model Description

In this paper, we will focus on the following nonlinear model of malaria infection [45]:

\[
\begin{align*}
\frac{dI}{dt} &= mP_H \beta_H S Z - (\varepsilon + \mu_H) I, \\
\frac{dR}{dt} &= \varepsilon I + kA - (\theta mP_H \beta_H Z + \tau + \mu_H) R, \\
\frac{dA}{dt} &= \theta mP_H \beta_H R Z - (k + \mu_H) A, \\
\frac{dY}{dt} &= P_H \beta_Z (I + \sigma A) X - (\xi + \mu_v) Y, \\
\frac{dZ}{dt} &= \xi Y - \mu_v Z,
\end{align*}
\]  

(3)

where an infectious mosquito ‘Z’, will bite ‘S’usceptible hosts and make them ‘I’nfected. We know that infected hosts before reversion to fully susceptible at rate ‘\(\tau\)’ can have level of temporary immunity \((1 - \theta)\), where \(0 \leq \theta \leq 1\). However, we should note that hosts can become ‘A’symptomatically infected during this ‘R’ecovered state. Symptomatic infection is a temporary condition that may have different transmission potentials to \((\sigma)\) carriers, after which people return to the improved group at a rate of \(\kappa\). In this model, considering that a fixed human population is assumed, human mortality is compensated by births and we get \(S = 1 - (I + R + A)\). Sensitive \((X)\) vectors begin to become infected after being bitten by an infected infectious host, but they are not yet infected \((Y)\), but after the extrinsic incubation period \((\frac{1}{\xi})\), become infectious \((Z)\). We apply \(m\) to show the ratio of vector-to-hosts and vectors typically outnumber hosts. In order to balance the births and deaths rate we define the stable vector \((\mu_v)\) and we get \(X = 1 - (Y + Z)\). The parameters and values are listed in Table 1.

| Parameters | Meaning                                                                 | Values               |
|------------|-------------------------------------------------------------------------|----------------------|
| \(\beta_z\) | Transmission coefficient (vectors \(\rightarrow\) hosts) = bite rate \(\times\) transmission probability | \(0.1 = \frac{1}{3} \times 0.3\) |
| \(\beta_H\) | Transmission coefficient (hosts \(\rightarrow\) vectors) = bite rate \(\times\) transmission probability | \(0.007 = \frac{1}{21} \times 0.02\) |
| \(\varepsilon\) | Clearance rate of symptomatic infection                                | \(\frac{1}{1200}\)    |
| \(\mu_H\)  | Birth and death rate of humans (i.e., stable population)               | \(\frac{1}{21900}\)  |
| \(k\)      | Clearance rate of asymptomatic infection                               | \(\frac{1}{120}\)    |
| \(\theta\) | Asymptomatic secondary infection rate                                  | 0.5                  |
| \(\tau\)   | Full susceptibility reversion rate                                     | \(\frac{1}{1100}\)   |
| \(\sigma\) | Adjustment factor for asymptomatic transmissibility to vector         | 0.25                 |
| \(\mu_v\)  | Birth (or maturation) and death rate of vectors (i.e., stable population) | 0.1                  |
| \(\xi\)    | Rate of parasite development within vector                             | 0.1                  |

3. Homotopy Analysis Transform method

In order to apply the HATM, we combine the HAM with Laplace transformations. For this reason by using the Laplace transformation \(\mathcal{L}\) for both sides of non-linear system (3) we get
\[
\mathcal{L}[I(t)] = \frac{I(0)}{s} + \frac{m\beta H}{s} \mathcal{L}[Z - IZ - RZ - AZ] - \frac{(\epsilon + \mu H)}{s} \mathcal{L}[I], \\
\mathcal{L}[R(t)] = \frac{R(0)}{s} + \frac{\varepsilon}{s} \mathcal{L}[I] + \frac{k}{s} \mathcal{L}[A] - \frac{\theta m H \beta H}{s} \mathcal{L}[ZR] - \frac{T}{s} \mathcal{L}[R] + \frac{\mu H}{s} \mathcal{L}[R], \\
\mathcal{L}[A(t)] = \frac{A(0)}{s} + \frac{\theta m H \beta H}{s} \mathcal{L}[RZ] - \frac{(k + \mu H)}{s} \mathcal{L}[A], \\
\mathcal{L}[Y(t)] = \frac{Y(0)}{s} + \frac{\beta \theta H}{s} \mathcal{L}[I - IY - IZ] + \frac{\beta \theta H \sigma}{s} \mathcal{L}[A - AY - AZ] - \frac{(\zeta + \mu H)}{s} \mathcal{L}[Y], \\
\mathcal{L}[Z(t)] = \frac{Z(0)}{s} + \frac{\varepsilon}{s} \mathcal{L}[Y] - \frac{Hv}{s} \mathcal{L}[Z].
\]

In order to apply the HAM, the following Homotopy maps should be constructed as

\[
H_I[I(t);q], \hat{R}(t;q), \hat{A}(t;q), \hat{Y}(t;q), \hat{Z}(t;q)] = (1 - q) L_I[I(t);q] - I_0(t) - qH_I[I(t);q], \hat{R}(t;q), \hat{A}(t;q), \hat{Y}(t;q), \hat{Z}(t;q)], \\
H_R[I(t);q], \hat{R}(t;q), \hat{A}(t;q), \hat{Y}(t;q), \hat{Z}(t;q)] = (1 - q) L_R[\hat{R}(t;q) - R_0(t)] - qH_R[\hat{I}(t;q), \hat{R}(t;q), \hat{A}(t;q), \hat{Y}(t;q), \hat{Z}(t;q)], \\
H_A[I(t);q), \hat{R}(t;q), \hat{A}(t;q), \hat{Y}(t;q), \hat{Z}(t;q)] = (1 - q) L_A[\hat{A}(t;q) - A_0(t)] - qH_A[I(t);q), \hat{R}(t;q), \hat{A}(t;q), \hat{Y}(t;q), \hat{Z}(t;q)], \\
H_Y[I(t);q), \hat{R}(t;q), \hat{A}(t;q), \hat{Y}(t;q), \hat{Z}(t;q)] = (1 - q) L_Y[\hat{Y}(t;q) - Y_0(t)] - qH_Y[I(t);q), \hat{R}(t;q), \hat{A}(t;q), \hat{Y}(t;q), \hat{Z}(t;q)], \\
H_Z[I(t);q), \hat{R}(t;q), \hat{A}(t;q), \hat{Y}(t;q), \hat{Z}(t;q)] = (1 - q) L_Z[\hat{Z}(t;q) - Z_0(t)] - qH_Z[I(t);q), \hat{R}(t;q), \hat{A}(t;q), \hat{Y}(t;q), \hat{Z}(t;q)],
\]

where \(0 \leq q \leq 1\) is an embedding parameter, \(h\) is an auxiliary parameter to control the region of convergence, \(H_I(t), H_R(t), H_A(t), H_Y(t), H_Z(t)\) are the auxiliary functions, \(L_I, L_R, L_A, L_Y, L_Z\) are the linear operators and \(N_I, N_R, N_A, N_Y, N_Z\) are the non-linear operators which are defined in the following form.
\[
N_I[I(t; q), \dot{R}(t; q), A(t; q), \dot{Y}(t; q), \dot{Z}(t; q)] = \frac{d\dot{I}(t; q)}{dt} - mP_H\beta_H\dot{S}(t; q)\dot{Z}(t; q) + (\epsilon + \mu_H)\dot{I}(t; q),
\]
\[
N_R[I(t; q), R(t; q), A(t; q), \dot{Y}(t; q), \dot{Z}(t; q)] = \frac{d\dot{R}(t; q)}{dt} - \epsilon\dot{I}(t; q) - k\dot{A}(t; q) + (\theta mP_H\beta_H\dot{Z}(t; q) + \tau + \mu_H)\dot{R}(t; q),
\]
\[
N_A[I(t; q), \dot{R}(t; q), A(t; q), \dot{Y}(t; q), \dot{Z}(t; q)] = \frac{d\dot{A}(t; q)}{dt} - \theta mP_H\beta_H\dot{R}(t; q)\dot{Z}(t; q) + (k + \mu_H)\dot{A}(t; q),
\]
\[
N_Y[I(t; q), \dot{R}(t; q), A(t; q), \dot{Y}(t; q), \dot{Z}(t; q)] = \frac{d\dot{Y}(t; q)}{dt} - P_H\beta_Z(I(t; q) + \sigma\dot{A}(t; q))\dot{X}(t; q) + (\zeta + \mu_Y)\dot{Y}(t; q),
\]
\[
N_Z[I(t; q), \dot{R}(t; q), A(t; q), \dot{Y}(t; q), \dot{Z}(t; q)] = \frac{d\dot{Z}(t; q)}{dt} - \xi\dot{Y}(t; q) + \mu_Z\dot{Z}(t; q).
\]

Now, we define the zero order deformation equations as follows
\[
(1 - q)L_I[I(t; q) - I_0(t)] - qhH_A(t)N_I[I(t; q), \dot{R}(t; q), A(t; q), \dot{Y}(t; q), \dot{Z}(t; q)] = 0,
\]
\[
(1 - q)L_R[R(t; q) - R_0(t)] - qhH_R(t)N_R[I(t; q), \dot{R}(t; q), A(t; q), \dot{Y}(t; q), \dot{Z}(t; q)] = 0,
\]
\[
(1 - q)L_A[A(t; q) - A_0(t)] - qhH_A(t)N_A[I(t; q), \dot{R}(t; q), A(t; q), \dot{Y}(t; q), \dot{Z}(t; q)] = 0,
\]
\[
(1 - q)L_Y[Y(t; q) - Y_0(t)] - qhH_Y(t)N_Y[I(t; q), \dot{R}(t; q), A(t; q), \dot{Y}(t; q), \dot{Z}(t; q)] = 0,
\]
\[
(1 - q)L_Z[Z(t; q) - Z_0(t)] - qhH_Z(t)N_Z[I(t; q), \dot{R}(t; q), A(t; q), \dot{Y}(t; q), \dot{Z}(t; q)] = 0.
\]

When parameter \( q \) changes from zero to one, the exact solution can be obtained by starting from the initial functions \( I_0(t), R_0(t), A_0(t), Y_0(t), Z_0(t) \). We apply the Taylor polynomials as
\[
\dot{I}(t; q) = I_0(t) + \sum_{m=1}^{\infty} I_m(t)q^m,
\]
\[
\dot{R}(t; q) = R_0(t) + \sum_{m=1}^{\infty} R_m(t)q^m,
\]
\[
\dot{A}(t; q) = A_0(t) + \sum_{m=1}^{\infty} A_m(t)q^m,
\]
\[
\dot{Y}(t; q) = Y_0(t) + \sum_{m=1}^{\infty} Y_m(t)q^m,
\]
\[
\dot{Z}(t; q) = Z_0(t) + \sum_{m=1}^{\infty} Z_m(t)q^m,
\]
where

\[ I_m = \frac{1}{m!} \frac{\partial^m \tilde{f}(t; q)}{\partial q^m} \bigg|_{q=0}, \quad R_m = \frac{1}{m!} \frac{\partial^m \tilde{R}(t; q)}{\partial q^m} \bigg|_{q=0}, \quad A_m = \frac{1}{m!} \frac{\partial^m \tilde{A}(t; q)}{\partial q^m} \bigg|_{q=0}, \quad \]

\[ Y_m = \frac{1}{m!} \frac{\partial^m \tilde{Y}(t; q)}{\partial q^m} \bigg|_{q=0}, \quad Z_m = \frac{1}{m!} \frac{\partial^m \tilde{Z}(t; q)}{\partial q^m} \bigg|_{q=0}. \]

Vectors \( \hat{I}_m(t), \hat{R}_m(t), \hat{A}_m(t), \hat{Y}_m(t) \) and \( \hat{Z}_m(t) \) can be defined as follows

\[ \hat{I}_m(t) = \{ I_0(t), I_1(t), \ldots, I_m(t) \}, \]

\[ \hat{R}_m(t) = \{ R_0(t), R_1(t), \ldots, R_m(t) \}, \]

\[ \hat{A}_m(t) = \{ A_0(t), A_1(t), \ldots, A_m(t) \}, \]

\[ \hat{Y}_m(t) = \{ Y_0(t), Y_1(t), \ldots, Y_m(t) \}, \]

\[ \hat{Z}_m(t) = \{ Z_0(t), Z_1(t), \ldots, Z_m(t) \}. \]

Now, we can construct the \( m \)-th order deformation equation by differentiating the zero order deformation Equation (7) with respect to \( q \), dividing by \( m! \) and putting \( q = 0 \) as

\[ L_1[I_m(t) - \chi_m I_{m-1}(t)] = h H_1(t) R^I_m \left( I_{m-1}, R_{m-1}, A_{m-1}, Y_{m-1}, Z_{m-1} \right), \]

\[ L_R[R_m(t) - \chi_m R_{m-1}(t)] = h H_R(t) R^R_m \left( I_{m-1}, R_{m-1}, A_{m-1}, Y_{m-1}, Z_{m-1} \right), \]

\[ L_A[A_m(t) - \chi_m A_{m-1}(t)] = h H_A(t) A^A_m \left( I_{m-1}, R_{m-1}, A_{m-1}, Y_{m-1}, Z_{m-1} \right), \]

\[ L_Y[Y_m(t) - \chi_m Y_{m-1}(t)] = h H_Y(t) A^Y_m \left( I_{m-1}, R_{m-1}, A_{m-1}, Y_{m-1}, Z_{m-1} \right), \]

\[ L_Z[Z_m(t) - \chi_m Z_{m-1}(t)] = h H_Z(t) A^Z_m \left( I_{m-1}, R_{m-1}, A_{m-1}, Y_{m-1}, Z_{m-1} \right), \]

where \( R^I_m, R^R_m, A^A_m, A^Y_m, A^Z_m \) are defined in the following form
\[ Y_m = \sum_{j=0}^{m-1} Y_j(t) + R_j(t)Z_{m-1-j}(t) + A_j(t)Z_{m-1-j}(t), \]

and

\[ \chi_m = \begin{cases} 
0, & m \leq 1 \\
1, & m > 1. 
\end{cases} \tag{11} \]

By using the inverse Laplace transformation \( \mathcal{L}^{-1} \) for Equation (9), the iterative formulas

\[ I_m = \chi_m I_{m-1} + h \mathcal{L}^{-1} \left[ R_m^I \right], \]
\[ R_m = \chi_m R_{m-1} + h \mathcal{L}^{-1} \left[ R_m^R \right], \]
\[ A_m = \chi_m A_{m-1} + h \mathcal{L}^{-1} \left[ R_m^A \right], \tag{12} \]
\[ Y_m = \chi_m Y_{m-1} + h \mathcal{L}^{-1} \left[ R_m^Y \right], \]
\[ Z_m = \chi_m Z_{m-1} + h \mathcal{L}^{-1} \left[ R_m^Z \right], \]

and finally the \( m \)-th order approximate solutions can be estimated by

\[ I_m(t) = \sum_{j=0}^{m} I_j(t), \quad R_m(t) = \sum_{j=0}^{m} R_j(t), \quad A_m(t) = \sum_{j=0}^{m} A_j(t), \]
\[ Y_m(t) = \sum_{j=0}^{m} Y_j(t), \quad Z_m(t) = \sum_{j=0}^{m} Z_j(t). \tag{13} \]
The convergence theorem of the HATM for solving the mentioned model is presented in the following form:

**Theorem 1.** If series solutions (13) obtained from Equation (9) are convergent, then they must be the exact solution of system (3).

**Proof.** Let the series solutions (13) be convergent [12–14]. If

\[ P_1(t) = \sum_{m=0}^{\infty} I_m(t), \quad P_2(t) = \sum_{m=0}^{\infty} R_m(t), \quad P_3(t) = \sum_{m=0}^{\infty} A_m(t), \]

\[ P_4(t) = \sum_{m=0}^{\infty} Y_m(t), \quad P_5(t) = \sum_{m=0}^{\infty} Z_m(t), \]

then

\[ \lim_{m \to \infty} I_m(t) = 0, \quad \lim_{m \to \infty} R_m(t) = 0, \quad \lim_{m \to \infty} A_m(t) = 0, \]

\[ \lim_{m \to \infty} Y_m(t) = 0, \quad \lim_{m \to \infty} Z_m(t) = 0. \]

For left hand side of \( m \)-th order deformation Equation (9) we get

\[ \sum_{m=1}^{N} \left[ I_m(t) - \chi_m I_{m-1}(t) \right] = I_N(t), \]

\[ \sum_{m=1}^{N} \left[ R_m(t) - \chi_m R_{m-1}(t) \right] = R_N(t), \]

\[ \sum_{m=1}^{N} \left[ A_m(t) - \chi_m A_{m-1}(t) \right] = A_N(t), \]

\[ \sum_{m=1}^{N} \left[ Y_m(t) - \chi_m Y_{m-1}(t) \right] = Y_N(t), \]

\[ \sum_{m=1}^{N} \left[ Z_m(t) - \chi_m Z_{m-1}(t) \right] = Z_N(t). \]

Now, Equations (15) and (16) are applied as

\[ \sum_{m=1}^{N} \left[ I_m(t) - \chi_m I_{m-1}(t) \right] = \lim_{N \to \infty} I_N(t) = 0, \]

\[ \sum_{m=1}^{N} \left[ R_m(t) - \chi_m R_{m-1}(t) \right] = \lim_{N \to \infty} R_N(t) = 0, \]

\[ \sum_{m=1}^{N} \left[ A_m(t) - \chi_m A_{m-1}(t) \right] = \lim_{N \to \infty} A_N(t) = 0, \]

\[ \sum_{m=1}^{N} \left[ Y_m(t) - \chi_m Y_{m-1}(t) \right] = \lim_{N \to \infty} Y_N(t) = 0, \]

\[ \sum_{m=1}^{N} \left[ Z_m(t) - \chi_m Z_{m-1}(t) \right] = \lim_{N \to \infty} Z_N(t) = 0. \]
By using the linear operators $L_l$, $L_R$, $L_A$, $L_Y$, and $L_Z$ we can write

$$
\sum_{m=1}^{\infty} L_l \left[ I_m(t) - \chi_m I_{m-1}(t) \right] = L_l \left[ \sum_{m=1}^{\infty} I_m(t) - \chi_m I_{m-1}(t) \right] = 0,
$$

$$
\sum_{m=1}^{\infty} L_R \left[ R_m(t) - \chi_m R_{m-1}(t) \right] = L_R \left[ \sum_{m=1}^{\infty} R_m(t) - \chi_m R_{m-1}(t) \right] = 0,
$$

$$
\sum_{m=1}^{\infty} L_A \left[ A_m(t) - \chi_m A_{m-1}(t) \right] = L_A \left[ \sum_{m=1}^{\infty} A_m(t) - \chi_m A_{m-1}(t) \right] = 0,
$$

$$
\sum_{m=1}^{\infty} L_Y \left[ Y_m(t) - \chi_m Y_{m-1}(t) \right] = L_Y \left[ \sum_{m=1}^{\infty} Y_m(t) - \chi_m Y_{m-1}(t) \right] = 0,
$$

$$
\sum_{m=1}^{\infty} L_Z \left[ Z_m(t) - \chi_m Z_{m-1}(t) \right] = L_Z \left[ \sum_{m=1}^{\infty} Z_m(t) - \chi_m Z_{m-1}(t) \right] = 0,
$$

so the following formulas can be obtained

$$
h H_l(t) \sum_{m=1}^{\infty} \Re_m^l (\tilde{I}_{m-1}, \tilde{R}_{m-1}, \tilde{A}_{m-1}, \tilde{Y}_{m-1}, \tilde{Z}_{m-1}) = 0,
$$

$$
h H_R(t) \sum_{m=1}^{\infty} \Re_m^R (\tilde{I}_{m-1}, \tilde{R}_{m-1}, \tilde{A}_{m-1}, \tilde{Y}_{m-1}, \tilde{Z}_{m-1}) = 0,
$$

$$
h H_A(t) \sum_{m=1}^{\infty} \Re_m^A (\tilde{I}_{m-1}, \tilde{R}_{m-1}, \tilde{A}_{m-1}, \tilde{Y}_{m-1}, \tilde{Z}_{m-1}) = 0,
$$

$$
h H_Y(t) \sum_{m=1}^{\infty} \Re_m^Y (\tilde{I}_{m-1}, \tilde{R}_{m-1}, \tilde{A}_{m-1}, \tilde{Y}_{m-1}, \tilde{Z}_{m-1}) = 0,
$$

$$
h H_Z(t) \sum_{m=1}^{\infty} \Re_m^Z (\tilde{I}_{m-1}, \tilde{R}_{m-1}, \tilde{A}_{m-1}, \tilde{Y}_{m-1}, \tilde{Z}_{m-1}) = 0.
$$

Since in Equations (19), $h$, $H_l(t)$, $H_R(t)$, $H_A(t)$, $H_Y(t)$, $H_Z(t) \neq 0$, we have

$$
\sum_{m=1}^{\infty} \Re_m^l (\tilde{I}_{m-1}, \tilde{R}_{m-1}, \tilde{A}_{m-1}, \tilde{Y}_{m-1}, \tilde{Z}_{m-1}) = 0,
$$

$$
\sum_{m=1}^{\infty} \Re_m^R (\tilde{I}_{m-1}, \tilde{R}_{m-1}, \tilde{A}_{m-1}, \tilde{Y}_{m-1}, \tilde{Z}_{m-1}) = 0,
$$

$$
\sum_{m=1}^{\infty} \Re_m^A (\tilde{I}_{m-1}, \tilde{R}_{m-1}, \tilde{A}_{m-1}, \tilde{Y}_{m-1}, \tilde{Z}_{m-1}) = 0,
$$

$$
\sum_{m=1}^{\infty} \Re_m^Y (\tilde{I}_{m-1}, \tilde{R}_{m-1}, \tilde{A}_{m-1}, \tilde{Y}_{m-1}, \tilde{Z}_{m-1}) = 0,
$$

$$
\sum_{m=1}^{\infty} \Re_m^Z (\tilde{I}_{m-1}, \tilde{R}_{m-1}, \tilde{A}_{m-1}, \tilde{Y}_{m-1}, \tilde{Z}_{m-1}) = 0.
$$

By putting $\Re_m^l, \Re_m^R, \Re_m^A, \Re_m^Y$ and $\Re_m^Z$ into Equations (17) and denoting $(\cdot)' = \frac{d}{dt}$ we get
\[
\begin{align*}
\sum_{m=1}^{\infty} R_m^I = & \sum_{m=1}^{\infty} \left[ I_m^\prime(t) + (\varepsilon + \mu_H) I_{m-1}(t) - m P_H \beta_H Z_{m-1}(t) \right] \\
& - \sum_{j=0}^{m-1} \left( I_j(t) Z_{m-1-j}(t) + R_j(t) Z_{m-1-j}(t) + A_j(t) Z_{m-1-j}(t) \right) \\
= & \sum_{m=0}^{\infty} I_m^\prime(t) + (\varepsilon + \mu_H) \sum_{m=0}^{\infty} I_m(t) - m P_H \beta_H \left[ \sum_{m=0}^{\infty} Z_m(t) \right] \\
& - \sum_{j=0}^{\infty} \sum_{m=j+1}^{\infty} \left( I_j(t) Z_{m-1-j}(t) + R_j(t) Z_{m-1-j}(t) + A_j(t) Z_{m-1-j}(t) \right) \\
= & \sum_{m=0}^{\infty} I_m^\prime(t) + (\varepsilon + \mu_H) \sum_{m=0}^{\infty} I_m(t) - m P_H \beta_H \left[ \sum_{m=0}^{\infty} Z_m(t) \right] \\
& - \left( \sum_{j=0}^{\infty} I_j(t) \sum_{m=0}^{\infty} Z_m(t) + \sum_{j=0}^{\infty} R_j(t) \sum_{m=0}^{\infty} Z_m(t) + \sum_{j=0}^{\infty} A_j(t) \sum_{m=0}^{\infty} Z_m(t) \right) \\
= & P_1^\prime(t) + (\varepsilon + \mu_H) P_1(t) - m P_H \beta_H \left[ P_5(t) - \left( P_1(t) P_5(t) + P_2(t) P_5(t) + P_3(t) P_5(t) \right) \right],
\end{align*}
\]
and

\[
\sum_{m=1}^{\infty} R'_m(t) = \sum_{m=1}^{\infty} \left[R'_{m-1}(t) - \varepsilon I_{m-1}(t) - k A_{m-1}(t) + \theta m P_H \beta_H \sum_{j=0}^{m-1} Z_j(t) R_{m-1-j}(t) + (\tau + \mu_H) R_{m-1}(t)\right] \\
= \sum_{m=0}^{\infty} R'_m(t) - \varepsilon \sum_{m=0}^{\infty} I_m(t) - k \sum_{m=0}^{\infty} A_m(t) \\
+ \theta m P_H \beta_H \sum_{m=1}^{\infty} Z_j(t) R_{m-1-j}(t) + (\tau + \mu_H) \sum_{m=0}^{\infty} R_m(t) \\
= \sum_{m=0}^{\infty} R'_m(t) - \varepsilon \sum_{m=0}^{\infty} I_m(t) - k \sum_{m=0}^{\infty} A_m(t) \\
+ \theta m P_H \beta_H \sum_{j=0}^{\infty} \sum_{m=j+1}^{\infty} Z_j(t) R_{m-1-j}(t) + (\tau + \mu_H) \sum_{m=0}^{\infty} R_m(t) \\
= \sum_{m=0}^{\infty} R'_m(t) - \varepsilon \sum_{m=0}^{\infty} I_m(t) - k \sum_{m=0}^{\infty} A_m(t) \\
+ \theta m P_H \beta_H \sum_{j=0}^{\infty} Z_j(t) \sum_{m=0}^{\infty} R_m(t) + (\tau + \mu_H) \sum_{m=0}^{\infty} R_m(t) \\
= P'_2(t) - \varepsilon P_1(t) - k P_3(t) + \theta m P_H \beta_H P_2(t) + (\tau + \mu_H) P_2(t),
\]

and

\[
\sum_{m=1}^{\infty} R^A_m = \sum_{m=1}^{\infty} \left[A'_{m-1}(t) - \theta m P_H \beta_H \sum_{j=0}^{m-1} R_j(t) Z_{m-1-j}(t) + (k + \mu_H) A_{m-1}(t)\right] \\
= \sum_{m=0}^{\infty} A'_m(t) - \theta m P_H \beta_H \sum_{m=1}^{\infty} \sum_{j=0}^{m-1} R_j(t) Z_{m-1-j}(t) + (k + \mu_H) \sum_{m=0}^{\infty} A_m(t) \\
= \sum_{m=0}^{\infty} A'_m(t) - \theta m P_H \beta_H \sum_{j=0}^{\infty} \sum_{m=j+1}^{\infty} R_j(t) Z_{m-1-j}(t) + (k + \mu_H) \sum_{m=0}^{\infty} A_m(t) \\
= \sum_{m=0}^{\infty} A'_m(t) - \theta m P_H \beta_H \sum_{j=0}^{\infty} R_j(t) \sum_{m=0}^{\infty} Z_m(t) + (k + \mu_H) \sum_{m=0}^{\infty} A_m(t) \\
= P'_2(t) - \theta m P_H \beta_H P_2(t) P_3(t) + (k + \mu_H) P_2(t),
\]

and
\[
\sum_{m=1}^{\infty} R_m^2 = \sum_{m=1}^{\infty} \left[ Y_{m-1}(t) - P_{H\beta Z} \left( \sum_{j=0}^{m-1} I_j \left( 1 - Y_{m-1-j}(t) - Z_{m-1-j}(t) \right) \right) \right]
- P_{H\beta Z} \sigma \left( \sum_{m=1}^{\infty} A_j(t) \left( 1 - Y_{m-1-j}(t) - Z_{m-1-j}(t) \right) \right) + (\xi + \mu_0) Y_{m-1}(t)
= \sum_{m=0}^{\infty} Y'_m(t) - P_{H\beta Z} \left[ \sum_{j=0}^{\infty} I_j \left( 1 - Y_{m-1-j}(t) - Z_{m-1-j}(t) \right) \right]
- P_{H\beta Z} \sigma \left( \sum_{j=0}^{\infty} A_j(t) \left( 1 - Y_{m-1-j}(t) - Z_{m-1-j}(t) \right) \right) + (\xi + \mu_0) \sum_{m=0}^{\infty} Y_{m}(t)
= \sum_{m=0}^{\infty} Y'_m(t) - P_{H\beta Z} \left[ \sum_{j=0}^{\infty} I_j \sum_{m=0}^{\infty} \left( 1 - Y_{m}(t) - Z_{m}(t) \right) \right]
- P_{H\beta Z} \sigma \left( \sum_{j=0}^{\infty} A_j(t) \sum_{m=0}^{\infty} \left( 1 - Y_{m}(t) - Z_{m}(t) \right) \right) + (\xi + \mu_0) \sum_{m=0}^{\infty} Y_{m}(t)
= P'_4(t) - P_{H\beta Z} P_1(t) \left( 1 - P_4(t) - P_5(t) \right) - P_{H\beta Z} \sigma P_3(t) \left( 1 - P_4(t) - P_5(t) \right) + (\xi + \mu_0) P_4(t),
\]
and finally
\[
\sum_{m=1}^{\infty} R_m^{2d} = \sum_{m=1}^{\infty} \left[ Z'_{m-1}(t) - \xi Y_{m-1}(t) + \mu_0 Z_{m-1}(t) \right] = \sum_{m=0}^{\infty} Z'_m(t) - \xi \sum_{m=0}^{\infty} Y_{m}(t) + \mu_0 \sum_{m=0}^{\infty} Z_{m}(t)
= P'_5(t) - \xi P_4(t) + \mu_0 P_5(t).
\]

Equations (21)–(25) show that the series solutions \( P_1(t), P_2(t), P_3(t), P_4(t) \) and \( P_5(t) \) must be the exact solutions of the system of Equations (3). □

4. CESTAC Method-CADNA Library

As we know, usual numerical and semi analytical methods for solving mathematical and engineering problems are based on the FPA. However, because of the mentioned problems, it will be better if we replace the FPA by a random arithmetic. For this aim, we apply the DSA which has many applications and more advantages than other arithmetics. Thus, we apply the CESTAC method and the CADNA library to validate the numerical results. For more information about this method please see [21,23].

By collecting all representable values which are produced by computer in set \( B \), we can write \( S^* \in B \) for \( s^* \in \mathbb{R} \) with a mantissa bits of the binary FPA as

\[
S^* = s^* - \rho 2^{E-s} \phi,
\]

where sign, missing segment of the mantissa and the binary exponent of the result are denoted by \( \rho, 2^{-s} \phi \) and \( E \) respectively. In order to find the results with single and double precisions, the value \( \alpha \) can be changed to 24 and 53. Let \( \phi \) be a casual variable that is
uniformly distributed on $[-1, 1]$. If we make perturbation on $s^*$, then $(\mu)$ and $(\sigma)$ can be provided as mean and standard deviation of the results. Iterating this procedure $k$ times, we can obtain $\mu \approx s^*$. Algorithm 1 shows the mentioned process, where $\tau_\delta$ is the value of the $T$ distribution as the confidence interval is $1 - \delta$, with $k - 1$ degrees of freedom [22,24,25].

**Algorithm 1:** Algorithm of the CESTAC method.

| Step | Description |
|------|-------------|
| 1    | Make $k$ samples of $S^*$ as $\Phi = \{S^*_1, S^*_2, ..., S^*_k\}$ by constructing perturbation on the last bit of mantissa. |
| 2    | Find $\bar{S}^* = \frac{\sum_{i=1}^k S^*_i}{k}$. |
| 3    | Compute $\sigma^2 = \frac{\sum_{i=1}^k (S^*_i - \bar{S}^*)^2}{k - 1}$. |
| 4    | Find the number of common significant digits between $S^*$ and $\bar{S}^*$, using $C_{\bar{S}^*, S^*} = \log_{10} \frac{\sqrt{k}|\bar{S}^*|}{\tau_\delta \sigma}$. |
| 5    | Show $S^* = @.0$ if $\bar{S}^* = 0$, or $C_{\bar{S}^*, S^*} \leq 0$. |

When we want to apply the CESTAC method, instead of using the algorithm directly, we should apply the CADNA library. The library can implement the algorithm automatically. The CADNA library should be done on Linux operating system and all codes should be improved by C, C++, FORTRAN or ADA codes. So in this method we do not need to apply the usual mathematical softwares such as Mathematica, Maple and MATLAB. Applying the CESTAC method and DSA we have some advantages in comparison with the methods based on the FPA. In order to apply the termination criterion (1) which is based on the FPA we need to have the exact solution but in the DSA we do not need the exact solution and the stopping condition (2) is based on two successive approximations [21]. In the FPA, we do not know the optimal $\varepsilon$ and in the DSA we do not have value $\varepsilon$. In the FPA, the extra iterations can be produced without improving the accuracy, but in the DSA we can find the optimal number of iterations. In the FPA, the algorithm can be stopped in the first step without producing the accurate results but in the DSA, the optimal approximation can be identified. In the CESTAC method, we can produce @.0 which shows the number of common significant digits between two successive approximations are zero but in the FPA we can not produce this sign [27–29]. Next, we have the sample code of the CADNA library:

```
#include <cadna.h>
cadna_init(-1);
main()
{
  double st Parameter;
do
  {
    Write the main program here;
    printf(" %s ",strp(Parameter));
  }
while(u[n]-u[n-1]!=0);
cadna_end();
}
```
Definition 1. Ref. [21] For two real numbers \( \Psi_1 \) and \( \Psi_2 \), the number of common significant digits can be defined as

\[
C_{\Psi_1, \Psi_2} = \log_{10} \left| \frac{\Psi_1 + \Psi_2}{2(\Psi_1 - \Psi_2)} \right| = \log_{10} \left| \frac{\Psi_1}{\Psi_2} - \frac{1}{2} \right|, \quad \Psi_1 \neq \Psi_2,
\]

(27)

Theorem 2. Let the approximate solutions of the mathematical model of Malaria infection (3) be obtained using series (13) which are produced by the HATM. Then

\[
C_{I_m, I_{m+1}} = C_{I_m, I} + O\left(\frac{1}{m}\right),
\]

\[
C_{R_m, R_{m+1}} = C_{R_m, R} + O\left(\frac{1}{m}\right),
\]

\[
C_{A_m, A_{m+1}} = C_{A_m, A} + O\left(\frac{1}{m}\right),
\]

\[
C_{Y_m, Y_{m+1}} = C_{Y_m, Y} + O\left(\frac{1}{m}\right),
\]

\[
C_{Z_m, Z_{m+1}} = C_{Z_m, Z} + O\left(\frac{1}{m}\right),
\]

(28)

Proof. Using Definition 1 we have

\[
C_{I_m, I_{m+1}} - C_{I_m, I} = \log_{10} \left| \frac{I_m + I_{m+1}}{2(I_m - I_{m+1})} \right| - \log_{10} \left| \frac{I_m + I}{2(I_m - I)} \right|
\]

\[
= \log_{10} \left| \frac{I_m + I_{m+1}}{2(I_m - I_{m+1})} \right| - \log_{10} \left| \frac{I_m + I}{2(I_m - I)} \right| + \log_{10} \left| \frac{I_m - I}{I_{m+1}} \right|.
\]

(29)

By increasing the iterations number \( m \), we can see in the first term of Equation (29), the approximate and exact solutions \( I_m, I \) are close together and we can neglect that. For the second term we have

\[
\log_{10} \left| \frac{I_m - I}{I_{m+1}} \right| = \log_{10} \left| \sum_{i=0}^{\infty} I_i - \sum_{i=0}^{\infty} I_i \right|
\]

\[
= \log_{10} \left| \frac{\sum_{i=m+1}^{\infty} I_i}{I_{m+1}} \right|
\]

\[
= \log_{10} \left| 1 + \frac{\sum_{i=m+1}^{\infty} h L^{-1} [H(r) R_m(u_{m-1})]}{h L^{-1} [H(r) R_{m+1}(u_m)]} \right|.
\]
Now, we can write
\[
\sum_{i=m+2}^\infty hL^{-1} \left[ H(r) \tilde{R}(u_{i-1}) \right] = \sum_{i=m+2}^\infty hL^{-1} \left[ H(r) \frac{1}{(i-1)!} \frac{\partial^{i-1} N(U(r,v))}{\partial v^{i-1}} \bigg| \right]_0 = hL^{-1} \left[ H(r) \frac{1}{m!} \frac{\partial^m N(U(r,v))}{\partial v^m} \bigg| \right]_0 + \ldots
\]
\[
= O\left( \frac{1}{m} \right).
\]

Therefore, we get
\[
\log_{10} \left| \frac{I_m - I}{I_{m+1}} \right| = \log_{10} \left| 1 + O\left( \frac{1}{m} \right) \right|.
\]

By repeating the process for other terms we have
\[
\log_{10} \left| \frac{R_m - R}{R_{m+1}} \right| = \log_{10} \left| 1 + O\left( \frac{1}{m} \right) \right|,
\]
\[
\log_{10} \left| \frac{A_m - A}{A_{m+1}} \right| = \log_{10} \left| 1 + O\left( \frac{1}{m} \right) \right|,
\]
\[
\log_{10} \left| \frac{Y_m - Y}{Y_{m+1}} \right| = \log_{10} \left| 1 + O\left( \frac{1}{m} \right) \right|,
\]
\[
\log_{10} \left| \frac{Z_m - Z}{Z_{m+1}} \right| = \log_{10} \left| 1 + O\left( \frac{1}{m} \right) \right|.
\]

Since \( O\left( \frac{1}{m} \right) << 1 \), then the right hand side of the above relation decreases as \( m \) increases. Thus, the proof is complete. □

5. Numerical Illustration

In this section, the numerical results of the nonlinear model of malaria infection (3) are presented using the HATM. The numerical results for \( m = 5 \) are obtained as follows
\( I_5(t) = 5 + 1.80089ht + 3.60178h^2t + 3.60178h^3t + 1.80089h^4t + 0.360178h^5t \)
\(-0.1076h^2t^2 - 0.215299h^3t^2 - 0.161474h^4t^2 - 0.0430598h^5t^2 - 0.0242739h^6t^3 \)
\(-0.0364109h^4t^3 - 0.0145644h^5t^3 - 0.000774695ht^4 - 0.000619756h^5t^4 \)
\(-5.05807 \times 10^{-6}h^5t^5; \)

\( R_5(t) = 15 + 0.13655ht + 0.273099h^2t + 0.273099h^3t + 0.13655h^4t + 0.0273099h^5t \)
\(-0.0426064h^2t^2 - 0.0852128h^3t^2 - 0.0639096h^4t^2 - 0.0170426h^5t^2 - 0.00584539h^6t^3 \)
\(-0.00876809h^4t^3 - 0.00350723h^5t^3 - 0.000159503h^6t^4 - 0.000127602h^7t^5 \)
\(-9.33113 \times 10^{-7}h^8t^5; \)

\( A_5(t) = 10 - 0.180842ht - 0.361684h^2t - 0.361684h^3t - 0.180842ht^2 - 0.361684h^5t \)
\(+0.0337365h^2t^2 + 0.0674729h^3t^2 + 0.0506047h^4t^2 + 0.0134946h^5t^2 \)
\(+0.00601047h^6t^3 \)
\(+0.0090157h^4t^3 + 0.00360628h^5t^3 + 0.000173945h^6t^4 \)
\(+0.00139156h^7t^4 \)
\(+1.0817 \times 10^{-6}h^8t^5; \)

\( Y_5(t) = 100 + 88.5228ht + 177.046h^2t + 177.046h^3t + 88.5228ht^2 + 17.7046h^5t \)
\(+13.96h^2t^2 + 27.9199h^3t^2 + 20.9399h^4t^2 + 5.85399h^5t^2 + 0.582255h^6t^3 \)
\(+0.873382h^4t^3 + 0.349353h^5t^3 + 0.00252142h^6t^4 + 0.000201714h^7t^5 \)
\(-0.000106061h^8t^5; \)

\( Z_5(t) = 55 - 22.5ht - 45.6ht^2 - 22.5ht^3 - 11.1023ht^2 - 22.2046ht^3 \)
\(-16.6534h^4t^2 - 4.44091h^5t^2 - 0.835408h^6t^3 - 1.25311h^7t^3 \)
\(-0.501245h^8t^4 - 0.0177208h^9t^4 - 0.0141766h^{10}t^4 - 0.0000809688h^{11}t^5. \)

It is obvious that the obtained solution of the HATM is based on \( t \) and \( h \). The auxiliary parameter \( h \) is an independent variable and we can plot the graph versus \( h \). Assume that

\[
\Gamma_I = I(t; q)|_{q=0,t=1}, \quad \Gamma_I' = I'(t; q)|_{q=0,t=1}, \\
\Gamma_R = R(t; q)|_{q=0,t=1}, \quad \Gamma_R' = R'(t; q)|_{q=0,t=1}, \\
\Gamma_A = A(t; q)|_{q=0,t=1}, \quad \Gamma_A' = A'(t; q)|_{q=0,t=1}, \\
\Gamma_Y = Y(t; q)|_{q=0,t=1}, \quad \Gamma_Y' = Y'(t; q)|_{q=0,t=1}, \\
\Gamma_Z = Z(t; q)|_{q=0,t=1}, \quad \Gamma_Z' = Z'(t; q)|_{q=0,t=1},
\]

thus the curves \( \Gamma \) are functions of \( h \) and the graph of \( \Gamma \approx h \) can be plotted where these regions are called the valid convergence regions. According to [12,13] there exists a horizontal line segment (flat portion of the h-curve) in the figures \( \Gamma \approx h \) to find the convergence regions. Therefore, by choosing any values of \( h \) in the valid regions, we can be sure that the corresponding solutions are convergent. For given initial parameters and functions the valid regions of \( h \) can be obtained often nearly the same for a given problem. Thus, plotting the \( h \)-curves will be a suitable way to show the convergence regions of the problem. In Figures 1 and 2, the \( h \)-curves for \( t = 1 \) and \( m = 5, 10 \) are plotted. According to these graphs, the convergence regions for \( m = 5 \) are

\[
-1.4 \leq h_{I,5} \leq -0.8, \\
-1.2 \leq h_{R,5} \leq -0.8, \\
-1.2 \leq h_{A,5} \leq -0.6, \\
-1.2 \leq h_{Y,5} \leq -0.6, \\
-1.2 \leq h_{Z,5} \leq -0.7, \\
\]
and for $m = 10$ are

\[-1.3 \leq h_{I,10} \leq -0.6,\]
\[-1.3 \leq h_{R,10} \leq -0.6,\]
\[-1.3 \leq h_{A,10} \leq -0.6,\]
\[-1.3 \leq h_{Y,10} \leq -0.6,\]
\[-1.2 \leq h_{Z,10} \leq -0.6.\]

Figure 3 shows the residual error functions based on $h$ for $t = 1$ and $m = 5, 10$. Based on this graph, we can find the region $h$ for minimizing the error function. In Figure 4, the residual error functions based on $t$ for $h = -1$ and $m = 5, 10$ are depicted which shows the accuracy of the method. The main aim of this study is to compare the numerical results based on the FPA and the SA. Table 2 shows the residual errors based on the FPA for $h = -1$ and $m = 5, 10$. In Table 3, the numerical results are based on the FPA and the CESTAC method and applying the stopping criterion (1). Thus, we need to have the value $\varepsilon$. It is clear that for $\varepsilon = 10^{-4}$ the HATM is stopped at $m = 4$ without providing accurate results. In Table 4, the number of iterations of the method for different values of $\varepsilon$ are presented. It is obvious that for large values $\varepsilon$ we cannot provide the accurate results and the method is stopped very soon. For small values of $\varepsilon$, we also have large number of iterations. Because of these disadvantages, we apply the DSA, the CESTAC method and the CADNA library to validate the results. In Table 5 the numerical results are obtained based on the CESTAC method and applying the stopping condition (2) as follows

\[\begin{align*}
I_{\text{opt}} &= 4.63133024427036, \\
R_{\text{opt}} &= 14.9689830310043, \\
A_{\text{opt}} &= 10.0389756223080, \\
Y_{\text{opt}} &= 83.6337838483667, \\
Z_{\text{opt}} &= 58.4698479078703,
\end{align*}\]

where the optimal iteration of the HATM for solving model (3) is $m_{\text{opt}} = 11$. According to the CADNA report, for solving this method using the HATM we have 84 numerical instabilities including 2 unstable intrinsic functions and 82 loss of accuracy to cancellation.

### Table 2. The residual error based on the FPA for $h = -1$ and $m = 5, 10$.

| $m$ | $t$       | $I(t)$          | $R(t)$          | $A(t)$          | $Y(t)$          | $Z(t)$          |
|-----|-----------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 5   | 0.0       | $4.44089 \times 10^{-16}$ | $3.46945 \times 10^{-17}$ | $2.08167 \times 10^{-17}$ | $7.10543 \times 10^{-15}$ | 0               |
|     | 0.2       | $1.81148 \times 10^{-11}$ | $1.81942 \times 10^{-12}$ | $9.61586 \times 10^{-12}$ | $1.51737 \times 10^{-8}$ | $8.0294 \times 10^{-10}$ |
|     | 0.4       | $4.12406 \times 10^{-10}$ | $7.92373 \times 10^{-11}$ | $3.28725 \times 10^{-10}$ | $4.8434 \times 10^{-7}$ | $2.5694 \times 10^{-8}$ |
|     | 0.6       | $1.89596 \times 10^{-9}$ | $7.5749 \times 10^{-10}$ | $2.65204 \times 10^{-9}$ | $3.66829 \times 10^{-6}$ | $1.95114 \times 10^{-7}$ |
|     | 0.8       | $2.92335 \times 10^{-9}$ | $3.83283 \times 10^{-9}$ | $1.18164 \times 10^{-8}$ | $0.000154157$ | $8.22209 \times 10^{-7}$ |
|     | 1.0       | $6.1194 \times 10^{-9}$  | $1.36056 \times 10^{-8}$ | $3.79696 \times 10^{-8}$ | $0.000046911$ | $2.50918 \times 10^{-6}$ |

| 10  | 0.0       | $1.26565 \times 10^{-14}$ | $3.67761 \times 10^{-16}$ | $1.04777 \times 10^{-15}$ | $6.32383 \times 10^{-13}$ | 0               |
|     | 0.2       | $1.21569 \times 10^{-14}$ | $8.04912 \times 10^{-16}$ | $7.56339 \times 10^{-16}$ | $4.90274 \times 10^{-13}$ | $2.66454 \times 10^{-14}$ |
|     | 0.4       | $1.17684 \times 10^{-14}$ | $1.25594 \times 10^{-15}$ | $5.55112 \times 10^{-16}$ | $3.3955 \times 10^{-13}$ | $9.76996 \times 10^{-14}$ |
|     | 0.6       | $8.21565 \times 10^{-15}$ | $2.42861 \times 10^{-15}$ | $9.47159 \times 10^{-16}$ | $2.27374 \times 10^{-13}$ | $1.45661 \times 10^{-13}$ |
|     | 0.8       | $3.94129 \times 10^{-14}$ | $6.88338 \times 10^{-15}$ | $4.19109 \times 10^{-15}$ | $2.84217 \times 10^{-12}$ | $6.85674 \times 10^{-13}$ |
|     | 1.0       | $4.71623 \times 10^{-13}$ | $4.91551 \times 10^{-14}$ | $4.41314 \times 10^{-14}$ | $2.88338 \times 10^{-11}$ | $7.90834 \times 10^{-12}$ |
Figure 1. The $h$-curves for $t = 1$ and $m = 5$. 
Figure 2. The $h$-curves for $t = 1$ and $m = 10$.

Figure 3. Graph of residual error functions based on $h$ for $t = 1$ and $m = 5, 10$. 

Table 3. The numerical results based on the FPA and condition (1) for \( t = 1, h = -1 \) and \( \varepsilon = 10^{-4} \).

| \( m \) | Approximate Solutions | Difference between Two Iterations |
|-------|----------------------|----------------------------------|
| 1     | 4.639822             | 4.639822                         |
| 1     | 14.972690099999999   | 14.972690099999999              |
| 1     | 10.03616840000000    | 10.0361684                      |
| 1     | 82.29540000000000    | 82.2954                          |
| 1     | 59.49999999999999    | 59.49999999999999               |
| 2     | 4.629057             | 0.1076499999999999 \times 10^{-1}|
| 2     | 14.96842946          | 0.426063999999999 \times 10^{-2}  |
| 2     | 10.03954204999999    | 0.337364999999999 \times 10^{-2}  |
| 2     | 83.69139999999999    | 13.95999999999999               |
| 2     | 58.38976999999999    | 11.10229999999999               |
| 3     | 4.63148439           | 0.242783999999999 \times 10^{-2}  |
| 3     | 14.9690139999        | 0.584538999999999 \times 10^{-3}  |
| 3     | 10.03894100299999    | 0.601046999999999 \times 10^{-3}  |
| 3     | 83.63317459          | 0.58225500000000 \times 10^{-1}   |
| 3     | 58.4733108           | 0.835407999999999 \times 10^{-1}   |
| 4     | 4.631329451          | 0.154939000000 \times 10^{-3}     |
| 4     | 14.96898209839999    | 0.319006000000 \times 10^{-4}     |
| 4     | 10.03897579189999    | 0.347888999999999 \times 10^{-4}   |
| 4     | 83.63678784999999    | 0.504285000000 \times 10^{-3}     |
| 4     | 58.46976664          | 0.35441599999999 \times 10^{-2}    |

Table 4. The number of iterations for different values of \( \varepsilon \) based on the FPA.

| \( \varepsilon \) | Small Values | \( \varepsilon = 10^{-13} \) | \( \varepsilon = 10^{-6} \) | \( \varepsilon = 10^{-1} \) | \( \varepsilon = 0.5 \) | Large Values |
|------------------|--------------|-----------------|----------------|----------------|----------------|---------------|
| \( m \)           | \( >> 10 \)  | 10              | 5              | 2              | 1              | 1             |
Table 5. The numerical results using the CESTAC method for \( t = 1 \) and \( \bar{h} = -1 \).

| \( m \) | Approximate Solutions | Difference between Two Iterations |
|--------|-----------------------|----------------------------------|
| 1      | 4.63982200000000     | 0.463982200000000               |
| 1      | 14.97269009999999    | 0.1497269009999999              |
| 1      | 10.03616840000000    | 0.1003616840000000              |
| 1      | 82.29540000000000    | 0.8229540000000000              |
| 1      | 59.49999999999999    | 0.5949999999999999              |
| 2      | 4.62905700000000     | 0.1076499999999999 \times 10^{-1} |
| 2      | 14.96842946000000    | 0.4260639999999999 \times 10^{-2} |
| 2      | 10.03954204999999    | 0.3373649999999999 \times 10^{-2} |
| 2      | 83.69139999999999    | 0.1395999999999999              |
| 2      | 58.38976999999999    | 0.1102299999999999              |
| 3      | 4.63148439000000     | 0.2427389999999999 \times 10^{-2} |
| 3      | 14.96901399999999    | 0.5845389999999999 \times 10^{-3} |
| 3      | 10.03954204999999    | 0.3373649999999999 \times 10^{-2} |
| 3      | 83.63317450000000    | 0.8225500000000000              |
| 3      | 58.47331080000000    | 0.8354079999999999              |
| 4      | 4.63132945100000     | 0.1549390000000000 \times 10^{-3} |
| 4      | 14.96889209839999    | 0.3190060000000000 \times 10^{-4} |
| 4      | 10.03897579189999    | 0.3478899999999999 \times 10^{-4} |
| 4      | 83.63367878499999    | 0.5042850000000000              |
| 4      | 58.46976664000000    | 0.8354079999999999              |
| 5      | 4.63130243900000     | 0.79269753 \times 10^{-6}       |
| 5      | 14.9687930315129     | 0.93311300 \times 10^{-6}       |
| 5      | 10.038975223766      | 0.1695233 \times 10^{-6}        |
| 5      | 83.63378484600000    | 0.10606100 \times 10^{-3}       |
| 5      | 58.46984760880000    | 0.80968800 \times 10^{-4}       |
| 6      | 4.6313025286105      | 0.916351 \times 10^{-8}        |
| 6      | 14.968893039158      | 0.59716 \times 10^{-9}         |
| 6      | 10.038975224041      | 0.2748 \times 10^{-10}         |
| 6      | 83.6337836044895     | 0.1241510 \times 10^{-5}       |
| 6      | 58.4698480269969     | 0.4181970 \times 10^{-6}       |
| 7      | 4.63130243900000     | 0.940480 \times 10^{-8}        |
| 7      | 14.968893039063      | 0.944 \times 10^{-11}         |
| 7      | 10.038975224136      | 0.950 \times 10^{-11}         |
| 7      | 83.6337838482735     | 0.2437839 \times 10^{-6}       |
| 7      | 58.4698479078530     | 0.1191349 \times 10^{-6}       |
| 8      | 4.63130243900000     | 0.84423 \times 10^{-9}        |
| 8      | 14.9688930310048     | 0.98461 \times 10^{-10}       |
| 8      | 10.038975223075      | 0.1061 \times 10^{-9}         |
| 8      | 83.6337838483026     | 0.291 \times 10^{-10}         |
| 8      | 58.4698479078797     | 0.267 \times 10^{-10}         |
| 9      | 4.63133024427004     | 0.3043 \times 10^{-10}        |
| 9      | 14.9688930310043     | 0.47 \times 10^{-12}         |
| 9      | 10.038975223080      | 0.5 \times 10^{-12}         |
| 9      | 83.6337838482963     | 0.63 \times 10^{-11}         |
| 9      | 58.4698479078804     | 0.68 \times 10^{-12}         |
Table 5. Cont.

| n  | Approximate Solutions     | Difference between Two Iterations |
|----|---------------------------|-----------------------------------|
| 10 | 4.63133024427030E+001     | 0.25 × 10^{-12}                  |
| 10 | 14.9689830310043          | 0.2 × 10^{-13}                   |
| 10 | 10.0389756223080          | 0.4 × 10^{-13}                   |
| 10 | 83.6337838483671          | 0.708 × 10^{-10}                 |
| 10 | 58.4698479078696          | 0.10 × 10^{-10}                  |
| 11 | 4.63133024427036          | 0.6 × 10^{-13}                   |
| 11 | 14.9689830310043          | @.0                              |
| 11 | 10.0389756223080          | @.0                              |
| 11 | 83.6337838483667          | 0.4 × 10^{-12}                   |
| 11 | 58.4698479078703          | 0.74 × 10^{-12}                  |

6. Conclusions

In this paper, we focused on solving the nonlinear bio-mathematical model of malaria infection. Because of the flexibility of the HATM, we applied this method to find the approximate solutions of the problem. We have some disadvantages when we want to apply the mathematical methods based on the FPA. Thus we prefer to use the DSA, which has many advantages. For this aim, the CESTAC method and the CADNA library were proposed. Using this method we can find the optimal approximations, optimal iteration and the numerical instabilities of the method. In the CESTAC method, we also apply a new termination criterion (2) instead of the traditional conditions (1). In the new technique we do not need to have the exact solution and also the positive value $\epsilon$. The convergence theorem of the HATM to solve the model was proved. Moreover we focused on proving the main theorem of the CESTAC method. Thus, we can apply the condition (2) instead of the previous one. Plotting several $\overline{n}$-curves we found the valid convergence region of the solution. We also presented the numerical results based on both DSA and FPA to show the abilities of the DSA. The FPA results depend on the value $\epsilon$ such that for large values of $\epsilon$ we do not have the accurate results and for small values we have extra iterations without improving the accuracy. The DSA results are based on two successive iterations and we do not need to have value $\epsilon$. As our future studies, we will focus on the fractional model of Malaria infection applying the DSA.
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Abbreviations

The following abbreviations are used in this manuscript:

- **HATM** Homotopy Analysis Transform Method
- **FPA** Floating Point Arithmetic
- **DSA** Discrete Stochastic Arithmetic
- **CESTAC** Contrôle et Estimation Stochastique des Arrondis de Calculs
- **CADNA** Control of Accuracy and Debugging for Numerical Applications
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