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Abstract—In this paper, we present an approach for ground moving target imaging (GMTI) and velocity recovery using synthetic aperture radar. We formulate the GMTI problem as the recovery of a phase-space reflectivity (PSR) function which represents the strengths and velocities of the scatterers in a scene of interest. We show that the discretized PSR matrix can be decomposed into a rank-one, and a highly sparse component corresponding to the stationary and moving scatterers, respectively. We then recover the two distinct components by solving a constrained optimization problem that admits computationally efficient convex solvers within the proximal gradient descent and alternating direction method of multipliers frameworks. Using the structural properties of the PSR matrix, we alleviate the computationally expensive steps associated with rank-constraints, such as singular value thresholding. Our optimization-based approach has several advantages over state-of-the-art GMTI methods, including computational efficiency, applicability to dense target environments, and arbitrary imaging configurations. We present extensive simulations to assess the robustness of our approach to both additive noise and clutter, with increasing number of moving targets. We show that both solvers perform well in dense moving target environments, and low-signal-to-clutter ratios without the need for additional clutter suppression techniques.

Index Terms—Synthetic aperture radar (SAR), moving target, rank-one, sparse recovery

I. INTRODUCTION

A. Motivation

Synthetic aperture radar (SAR) is a well-established imaging modality for defense and remote sensing applications [1–3]. Conventional SAR image reconstruction algorithms rely on the assumption of the stationarity of scatterers to be imaged. Fundamentally, imaging of moving scatterers poses a significant challenge in SAR. Moving scatterers induce velocity-dependent range variations at the antenna look-directions, resulting in artifacts in the reconstructed imagery [4]. If the velocities are known, imaging algorithms can be easily modified to compensate for the range variations. However, since motion parameters are typically unknown, moving scatterers appear mispositioned and smeared. Ground moving target imaging (GMTI) therefore remains an important problem in a number of SAR modalities and requires additional considerations in image reconstruction and system design [4–16].

In this paper, we present a framework for reconstructing focused images and recovering their two-dimensional velocities based on the phase-space reflectivity (PSR) of the scene of interest, which is a function that depends on two-dimensional space and velocity variables [7–9], [12], [17]. We formulate SAR GMTI as an optimization problem over the discretized PSR matrix, utilizing its special mathematical structure. Namely, we show that the PSR matrix is a superposition of two matrices belonging to complementary orthogonal subspaces. One of these matrices is rank-one corresponding to stationary scatterers, and the other is a highly sparse matrix corresponding to moving targets. Taking into account this structure, we obtain a constrained minimization problem that is convex over each component, and design computationally efficient solvers. We then reconstruct the stationary and moving targets simultaneously over the imaging grid along with their corresponding velocities by recovering the components of the PSR matrix.

Our approach requires only a single receiver channel, with no particular specifications on the imaging geometry or flight trajectories. It does not require prior knowledge of the number of moving targets or their sparsity in the scene, as the PSR matrix is inherently sparse by design. Additionally, we design the PSR matrix such that it admits simple solvers commonly associated with well-known sparse recovery problems. While we present our method for monostatic SAR, it is also applicable to MTI using bi-static and multi-static radar, as well as sonar.

B. Related Work

GMTI is conventionally addressed using two or more antennas traversing the same trajectory in order to provide a frame of reference to detect and separate the moving targets from the stationary background, or clutter. This spatial diversity forms the main principle in classical space-time processing approaches such as the displaced phase center antenna, and along track interferometry [18–20]. Notably, while computationally efficient, these techniques require a specific imaging geometry...
with identical antennas, which increases operational costs and acquisition complexity. On the other hand, while alleviating the reliance on multiple receiver channels, space-time adaptive processing techniques construct a two-dimensional space-time filter that requires the inversion of a large covariance matrix, which is computationally expensive to compute [21]–[24]. In addition, target-free training samples are needed to construct the filter, which can be difficult when moving target parameters are unknown.

In recent years, there has been growing interest in SAR GMTI using a single receiver together with iterative optimization methods. These are spearheaded by sparsity-driven techniques to focus moving targets in the reconstructed imagery through velocity estimation and phase correction [25]–[30]. In [25], a three-step nonquadratic regularization approach is used to correct for the phase error introduced by moving targets. In [29], a method that simultaneously optimizes over both the reflectivities and phases is used. In [27], a parametric sparse representation is proposed to refocus moving targets. In [28], the received SAR signal is parameterized using a polynomial basis, allowing the effect of moving targets to become distinguishable via a sparse representation. Notably, [25]–[30] require relatively high signal-to-clutter ratio (SCR) for adequate performance, while the parametric representations [27], [28] rely on region-of-interest data, along with additional use of detection algorithms.

Another class of GMTI techniques can be categorized as robust principal component analysis (RPCA)-based methods [31]–[33]. In contrast to sparsity-driven techniques, this approach excels in separating the scene into stationary and moving target components, under the assumption that these components exhibit low-rank and sparse properties, respectively. A popular approach satisfying these assumptions is based on multi-channel SAR, which uses an antenna array of receivers [31]–[42]. In [35], optimal parameters for the RPCA algorithm are derived, showing that the separation is dependent on the nuclear-norm of the sparse part related to target velocity. In [36], RPCA is used to determine target-free training samples used for space-time adaptive processing to improve clutter suppression. However, this method requires the construction of a computationally expensive filter. Alternatively, in [39]–[43], the monostatic SAR data matrix is decomposed into subapertures to produce low-rank characteristics for the stationary background. In [39], [41], a full-resolution image is reconstructed by choosing non-overlapping windows for the subaperture decomposition. While RPCA-based methods separate the received signal data scattered back from stationary and moving scatterers, they require additional iterative algorithms to estimate motion parameters.

C. Advantages of Our Work

Our formulation differs from other sparsity-driven techniques or RPCA-based methods by taking advantage of the particular structure of the PSR matrix to introduce additional constraints to the optimization problem. This vastly improves the complexity of the iterative solvers originally designed for RPCA, as it eliminates the expensive singular value thresholding step. This improvement is a direct result of the conceptually simpler structure of the problem formulation than that of [31]–[43]. Unlike the generic RPCA formulation, we do not pursue a low-rank representation in the received data, or the image domain as obtained by multi-channel or sub-aperture processing, but formulate the problem over the PSR matrix that naturally admits its particular structure. Hence, we do not need to estimate the subspace that the rank-one component of the PSR matrix resides in, and a simple projection suffices to enforce the structure of the known support for the stationary scene indicated by the zero-velocity index within the PSR matrix. In other words, the nuclear-norm in the generic RPCA optimization problem formulation is replaced by an indicator function. Although in general rank-constraints introduce non-convexity, since the right singular vector of the rank-one component is fixed in the optimization, our formulation remains convex over both sub-problems in each variable.

In addition, our formulation provides several advantages over the state-of-the-art in SAR GMTI: (i) Unlike [25], [26], [30], it is capable of simultaneously recovering stationary and moving targets without the need for additional clutter suppression techniques. This is a direct consequence of utilizing the inherent structure of the PSR matrix. (ii) Our method also provides the two-dimensional velocities of moving targets regardless of their speed, direction, or location. (iii) While we use a range of velocities in recovering the PSR matrix, our method does not require a priori knowledge of target motion parameters. (iv) Another key advantage of our approach is its capability to image dense target environments, because the moving target component of the PSR matrix has structural sparsity without an explicit assumption on the number of moving targets present in the scene. (v) Unlike [39], [41] that rely on low-resolution subaperture images, our approach utilizes full-resolution images, thereby improving robustness in low SCR. (vi) Our reconstruction method does not rely on specific assumptions on the forward model or imaging configurations. This promotes the applicability of our approach to arbitrary imaging geometries and other SAR modalities. (vii) Our method reduces the implementation costs required by conventional space-time processing techniques.

We demonstrate these advantages over state-of-the-art methods and verify that our approach is robust to additive noise and clutter at low-SCR through extensive numerical simulations using proximal gradient descent (PGD) derived specifically for the problem formulation. We also explore the viability of alternating direction method of multipliers (ADMM), which has empirically shown improved convergence speeds over PGD. To provide a further comparison to techniques such as [32], we also derive a non-convex algorithm that assumes the number of moving targets is known a priori.

D. Organization of the Paper

The rest of the paper is organized as follows: in Section II, we present the SAR received signal model. In Section III, we introduce our problem formulation and optimization framework for reconstructing the reflectivities of moving targets and the stationary scene. Section IV provides numerical simulations results, and Section V concludes the paper.
II. Received Signal Model

Throughout the paper, we use bold upper-cased fonts to denote matrices, bold lower-cased non-italic fonts to denote vectors in 3D, bold lower-cased italic fonts to denote 2D vectors, and non-bold lower-cased italic fonts to denote scalar quantities, i.e., $X \in \mathbb{R}^{M \times N}$, $x = [x_1, x_2, x_3] \in \mathbb{R}^3$, $x = [x_1, x_2] \in \mathbb{R}^2$, $x_i \in \mathbb{R}$, $i = 1, 2, 3$. We will use calligraphic letters, such as $\mathcal{F}$ for operators.

A. SAR Forward Model

We consider a monostatic SAR system in which the transmitter and receiver are collocated; a typical configuration is shown in Fig. 1. We begin by making the start-stop approximation, in which the scatterers and the antennas only move between pulses, and are stationary during a pulse. Let $s \in [s_0, s_1]$ denote the slow-time, which indexes each data processing window and $x$ be a location on the ground where $x = [x, \psi(x)] \in \mathbb{R}^3$, $x \in \mathbb{R}^2$ and $\psi : \mathbb{R}^2 \rightarrow \mathbb{R}$ is a known smooth function modeling ground topography. Without loss of generality, we let $x$ be the position of the targets at the beginning of the synthetic aperture, at time $s_0 = 0$. Assuming the scatterer moves at a constant speed over the acquisition process, we can represent the trajectory of the scatterer as:

$$z(s) = x + v_x s,$$

where $v_x \in \mathbb{R}^3$ is the velocity of a particular point scatterer located at point $x$ at time $s_0 = 0$. Since the target is moving on the surface, the velocity $v_x$ is of the form

$$v_x = [v_{x_1}, \nabla_x \psi(x) \cdot v_{x_2}],$$

where $v_{x_1}$ is the 2D-velocity of the target and $\nabla_x \psi(x)$ is the gradient of the ground topography.

We define the phase-space reflectivity function of a target as:

$$q(x, \nu) = \rho(x) \delta(\nu - v_x) \approx \rho(x) \varphi(\nu, v_x),$$

where $\rho(x)$ represents the 2D surface reflectivity of a point on the ground, and $\varphi(\nu, v_x)$ is a smooth, differentiable function of $\nu$ that approximates the Dirac delta function in the limit. Under Born approximation, the received signal model for monostatic SAR is defined as follows \cite{4, 16, 44}:

$$d(s, t) = \int e^{-i\omega(t - R(s, x) + B(s, x, \nu))} \omega(t) dImd\nu$$

where $t$ is the fast-time, $\omega \in \mathbb{R}$ is the temporal frequency, and $A(\omega, s, x, \nu)$ is a complex amplitude function varying slowly in $\omega$. It includes transmitter and receiver antenna beam patterns, the transmitted waveforms, and geometrical spreading factors. $\phi(\omega, s, t, x, \nu)$ is the phase function given by

$$\phi(\omega, s, t, x, \nu) = \frac{\omega}{c_0} (t - (R(s, x) + B(s, x, \nu))),$$

with $R(s, x)$ being the range term, $B(s, x, \nu)$ is the range variation due to the movement of the scatterer $x$, and $c_0$ the speed of light. For a monostatic SAR configuration,

$$R(s, x) = 2|\gamma(s) - x|,$$

$$B(s, x, \nu) = 2s[(x - \gamma(s)) \cdot \nu],$$

where $\gamma(s) \in \mathbb{R}^3$ is the location of the transmitter/receiver pair, and $(x - \gamma(s))$ denotes the unit vector from the transmitter/receiver to the scatterer.

B. Discretized Model

We discretize the underlying scene reflectivity function and represent it in the standard pixel basis such that the image domain is sampled on an $N$-dimensional grid of $D := \{x_k\}_{k=1}^N$. Furthermore, we discretize the range of possible velocities using $[\Delta \nu_1, \Delta \nu_2]$ intervals into M-samples to obtain an $M \times N$ sized matrix $Q$:

$$Q = \begin{bmatrix}
\rho(x_1) \delta(\nu_1 - v_{x_1}) & \cdots & \rho(x_N) \delta(\nu_1 - v_{x_N}) \\
\rho(x_1) \delta(\nu_2 - v_{x_1}) & \cdots & \rho(x_N) \delta(\nu_2 - v_{x_N}) \\
\vdots & \ddots & \vdots \\
\rho(x_1) \delta(\nu_M - v_{x_1}) & \cdots & \rho(x_N) \delta(\nu_M - v_{x_N})
\end{bmatrix}.$$}

We refer to $Q$ in (9) as the PSR matrix. Since each target can only be moving at a single velocity, each column contains only one non-negative entry. Each row can contain multiple non-negative entries, as multiple targets may move at the same velocities. Since all stationary targets have the same velocity $\nu = 0$, they appear in the same row of $Q$ corresponding to some where index $\nu_t = 0$. We denote this index as $\nu_t$. Thus, stationary targets form a rank-one component in $Q$, which we denote as $Q_s$.

Separating $Q_s$ from $Q$ leaves the terms that correspond to moving targets, which we denote as $Q_v$. The columns of $Q_v$ span a subspace in $\mathbb{C}^M$ of dimension equal to the number of unique velocities within the scene of interest, which is upper bounded by the number of moving targets. As a result, the PSR matrix $Q$ consists of a rank-one $Q_s$ and sparse $Q_v$ as follows:

$$Q = Q_s + Q_v,$$

where $Q_s = e_{\nu_t} \rho_{s}^H$. The $Q_v$ term includes the reflectivities and velocities of the moving targets, as well as their locations at time $s = 0$. The
discretized into scene, and let the range of 2D velocities \( \nu \). Let \( c \) where

\[
\nu \in [\nu_{\min}, \nu_{\max}]
\]

be discretized into \( \nu \in \{0, 1, \ldots, \nu_{\max} - \nu_{\min}\} \). In this case, \( M = 5 \). Let \( \nu_{1}, \nu_{2} \) be the locations of moving targets at time \( s = 0 \), moving linearly with velocities \( \nu_{1} \) and \( \nu_{2} \), respectively, and let the remaining targets be stationary. Then, the phase-space reflectivity matrices take on the form:

\[
Q_{s} = \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\rho(x_{1}) & 0 & \rho(x_{3}) & \cdots & \rho(x_{k-1}) & 0 & \rho(x_{k+1}) & \cdots & \rho(x_{N}) \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\end{bmatrix}
\]

\[
Q_{\nu} = \begin{bmatrix}
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & \rho(x_{k}) & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & \rho(x_{2}) & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\end{bmatrix}
\]

Next, we discretize the received signal model and define the kernel as

\[
F(\omega_{l}, s_{m}, t_{n}, x_{k}, \nu_{k'}) = e^{-i\phi(\omega_{l}, s_{m}, t_{n}, x_{k}, \nu_{k'})} \times A(\omega_{l}, s_{m}, x_{k}, \nu_{k'})
\]

The resulting discretized model is expressed as

\[
d(s_{m}, t_{n}) \approx \sum_{l=1}^{L} \sum_{k=1}^{N} \sum_{k' = 1}^{M} F(\omega_{l}, s_{m}, t_{n}, x_{k}, \nu_{k'}) Q(x_{k}, \nu_{k'})
\]

Letting \( F(s_{m}, t_{n}) \) denote the discrete \( M \times N \) sized matrix whose kernel is defined in \( \ref{eq:kernel} \) for a fixed \( s_{m}, t_{n} \), the SAR data in the presence of moving targets corresponds to a linear model that is measured via a Frobenius inner-product with the underlying unknown matrix \( Q_{s} \) as:

\[
d(s_{m}, t_{n}) := \langle F(s_{m}, t_{n}), Q \rangle_{F}
\]

where \( Q \) is the sum of a rank-one \( Q_{s} \) and sparse \( Q_{\nu} \). The linear mapping from the unknown matrix \( Q \) to the collection of SAR measurements \( \{d(s_{m}, t_{n})\} \) sampled along the flight trajectory of the receiver can be expressed via a lifted forward model, \( \tilde{F} \), such that

\[
d := \tilde{F}(Q),
\]

where \( d \) is formed by stacking the SAR measurements \( d(s_{m}, t_{n}) \) into a vector.

In the following sections, we derive algorithms used to detect moving targets and estimate their velocities.

### III. Moving Target Imaging and Velocity Estimation

In this section, we construct our objective function and solve the resulting optimization problem via proximal gradient descent and alternating direction method of multipliers to simultaneously recover stationary and moving targets in \( Q_{s} \) and \( Q_{\nu} \), respectively. We define the constraint \( C_{1} \) as the set of rank-one matrices with a known right singular vector \( e_{\nu} \). Recall that the discretization of velocities is known, and thereby both \( \nu \) and the support of \( C_{1} \) are known. Therefore,

\[
C_{1} = \{Q_{\nu} \in \mathbb{R}^{M \times N} : x \in \mathbb{R}^{N}\}
\]

We define the indicator function \( I_{C_{1}}(X) \) as

\[
I_{C_{1}}(X) = \begin{cases} 
0 & \text{if } X \in C_{1} \\
\infty & \text{if } X \notin C_{1}
\end{cases}
\]

We introduce a second convex constraint set as the set of matrices that lie in the orthogonal complement of \( C_{1} \), denoted as \( C_{1}^{\perp} \), and define the indicator function accordingly. Therefore, we consider the sparse recovery problem:

\[
\min_{Q_{s}, Q_{\nu} \in \mathbb{R}^{+}} \|Q_{\nu}\|_{1}
\]

\[
s.t \quad \|d - \tilde{F}(Q_{s}, Q_{\nu})\|_{F} \leq \delta
\]

\[
Q_{s} \in C_{1}, \quad Q_{\nu} \in C_{1}^{\perp},
\]

for some noise level \( \delta > 0 \). Ultimately, the objective is to recover a sparse matrix \( Q_{\nu} \in \mathbb{R}^{M \times N} \) that consists of the reflectivities of the moving targets in their correct position at time \( s = 0 \), while abiding by the constraints that incorporate the stationary target estimates. By searching over the rows of \( Q_{\nu} \), we also obtain the 2D velocity estimates of each target. Furthermore, we also recover the rank-one stationary component \( Q_{s} \in \mathbb{R}^{M \times N} \) that consists of the entire stationary scene. To do so, we derive iterative solutions via PGD and ADMM.

Note that while the structure in \( Q_{s} \) and \( Q_{\nu} \) are similar to the problem setup of RPCA, we have a particularly favorable structure in the PSR matrix which simplifies the problem and reduces computational complexity. For our problem formulation over \( Q \), solving the generic RPCA amounts to a complexity of \( \min(O(MN^{2}), O(M^{2}N)) \) due to the singular-value threshold step, presenting a bottleneck when considering high-resolution images that are typically used in SAR imaging.
A. PGD for PSR Matrix Recovery

Forming the unconstrained penalty function for \([19]\), we obtain:
\[
\mathcal{L}(Q_s, Q_v) = \lambda \|Q_v\|_1 + \frac{r}{2} \|F(Q_s + Q_v) - d\|_2^2 + \mathcal{I}_{C_1}(Q_s) + \mathcal{I}_{C_1'}(Q_v),
\]
where \(r > 0\) is a penalty parameter related to the noise level \(\delta\), and \(\lambda\) is a regularization parameter that controls the sparsity of \(Q_v\). This can be solved by iterative shrinkage thresholding algorithm (ISTA) \([45], [46]\) in parallel over \(Q_s\) and \(Q_v\) variables by stacking them, and applying the respective proximal maps block-wise after the descent step over the quadratic term.

Thus, is a step-size bounded by the inverse of the Lipschitz constant of \(f(\cdot)\). As long as \(\alpha_k\) is bounded in this fashion, PGD is guaranteed to converge at a linear rate of \(O(1/k)\) \([47]\).

Meanwhile, the \(Q_s\) update falls under a class of proximal operators. Specifically, let \(Q^k\) be the iterate of the \((k+1)\)th iteration. The \((k+1)\)th iterate can be obtained via the proximal operator:
\[
\text{prox}_{\|\cdot\|_1}(X) = \text{argmin}_Y \|Y\|_1 + \frac{1}{2} \|X - Y\|_2^2.
\]

This formulation is equivalent to \([19]\) in its exact solution, but facilitates the splitting of the following augmented Lagrangian:
\[
\hat{\mathcal{L}}_r(Q, Q_s, Q_v, Y) = \lambda \|Q_v\|_1 + \frac{1}{2} \|F(Q) - d\|_2^2 + \langle Y, Q_s - Q_v \rangle_F
\]
\[
+ \frac{r}{2} \|Q - Q_s - Q_v\|_F^2 + \mathcal{I}_{C_1}(Q_s) + \mathcal{I}_{C_1'}(Q_v),
\]
where \(Y\) are the Lagrange multipliers, and we have assumed \(Q, Q_s, Q_v, Y\) to be constrained as real-valued. It is important to note that two-block ADMM for convex problems globally converges for any penalty parameter \(r > 0\) \([54]\).

Algorithm 1 Proximal Gradient Descent

**Step 0.** Initialize \(Q^0_s, Q^0_v, r, \alpha_k, \delta\)
while \(\|d - F(Q_s)\|_2 > \delta\) do

**Step 1.** \(\nabla f(Q_s)(Q^k_s, Q^k_v) = rF^H(F(Q^k_s + Q^k_v) - d)\)
\(\nabla f(Q_v)(Q^k_s, Q^k_v) = rF^H(F(Q^k_s + Q^k_v) - d)\)

**Step 2.** \(Q^k_s = \text{prox}_{\mathcal{I}_{C_1}}(Q^k_s - \alpha_k \nabla f(Q_s)(Q^k_s, Q^k_v))\)
**Step 3.** \(Q^k_v = \text{prox}_{\mathcal{I}_{C_1'}}(Q^k_v - \alpha_k \nabla f(Q_v)(Q^k_s, Q^k_v))\)

**Step 4.** Update \(\alpha_k^k\) through backtracking line search
**Step 5.** \(k = k + 1\) end while

While PGD is well-studied and has been proven to converge using simple update equations, its convergence can be quite slow. Furthermore, the step-size \(\alpha_k\) can be difficult to determine. We recognize the problem formulation in \([19]\) can be adapted as a standard sparse recovery problem over \(Q_s\) where the soft-threshold operator would be performed in a suitable block-wise manner. While the two problems are equivalent, the current formulation proves to be more informative of the underlying mathematical structure of the PSR matrix. To improve the convergence rate, FISTA-based \([49], [50]\) updates can be deployed. Additionally, convergence speed up and parameter tuning can be addressed through LISTA \([51], [52]\) providing an enticing direction using the PGD solvers.

B. ADMM for PSR Matrix Recovery

Alternating direction method of multipliers is a variation of the augmented Lagrangian method. ADMM is particularly favorable when the objective function is separable, allowing for an alternating scheme as opposed to the typical joint minimization that methods such as PGD deploy \([53]\). Hence, ADMM has been a typical choice for generic RPCA problems. In addition, ADMM has shown improved empirical performance, demonstrating convergence in much fewer iterations than PGD although theory suggests identical rates for the two methods \([47]\). Here, we explore ADMM as a viable option for our formulation, which admits a suitable block-wise form for the solver.

To simplify the algorithmic procedure of ADMM, we introduce the dummy variable \(Q\), and formulate the problem as:
\[
\min \lambda \|Q_v\|_1 + \frac{1}{2} \|F(Q) - d\|_2^2 + \mathcal{I}_{C_1}(Q_s) + \mathcal{I}_{C_1'}(Q_v),
\]
s.t. \(Q = Q_s + Q_v\).

This formulation is equivalent to \([19]\) in its exact solution, but facilitates the splitting of the following augmented Lagrangian:
\[
\hat{\mathcal{L}}_r(Q, Q_s, Q_v, Y) = \lambda \|Q_v\|_1 + \frac{1}{2} \|F(Q) - d\|_2^2 + \langle Y, Q_s - Q_v \rangle_F
\]
\[
+ \frac{r}{2} \|Q - Q_s - Q_v\|_F^2 + \mathcal{I}_{C_1}(Q_s) + \mathcal{I}_{C_1'}(Q_v),
\]
where \(Y\) are the Lagrange multipliers, and we have assumed \(Q, Q_s, Q_v, Y\) to be constrained as real-valued. It is important to note that two-block ADMM for convex problems globally converges for any penalty parameter \(r > 0\) \([54]\).

Using the variable splitting technique, an approximate closed-form solution for \(Q_s\) can be obtained via
\[
Q^{k+1}_s = (F^H F + r I)^{-1}(F^H d - Y^k + r(Q^k_s + Q^k_v)),
\]
\[
\approx \frac{1}{1 + r}(F^H d - Y^k + r(Q^k_s + Q^k_v)),
\]
where we use the approximation \(F^H F \approx I\) \([4], [8]\) to avoid the demanding inversion step. Using the updated \(Q^{k+1}_s\), the ADMM iterations then reduce to solving for the unknowns \(Q_s\) and \(Q_v\), such that:
\[
Q^{k+1}_s := \text{argmin}_{Q_s} \hat{\mathcal{L}}_r(Q^{k+1}_s, Q_s, Q_v, Y)
\]
\[
Q^{k+1}_v := \text{argmin}_{Q_v} \hat{\mathcal{L}}_r(Q^{k+1}_s, Q_s, Q_v, Y)
\]
\[
Y^{k+1} := \arg\min_Y \mathcal{L}_r(Q^{k+1}, Q_s^{k+1}, Q_{\nu}^{k+1}, Y) \tag{29}
\]

in which the update steps for \(Q_s\) and \(Q_{\nu}\) feature the respective proximity operators. The ADMM update steps can be found in Algorithm 2.

Algorithm 2 Alternating Direction Method of Multipliers

Step 0. Initialize \(Q_s^0, Q_{\nu}^0, Y^0, r, \delta\)

while \(|d - F(Q_s^k)| > \delta\) do

Step 1. \(Q_s^{k+1} = \frac{1}{1+r}(F^H d - Y^{k} + r(Q_s^{k} + Q_{\nu}^{k}))\)

Step 2. \(Q_{\nu}^{k+1} = P_{C_1}(Q_{\nu}^{k+1} - Y^{k})\)

Step 3. \(Y^{k+1} = Y^{k} + \frac{1}{r}(Q_{\nu}^{k} - Q_{\nu}^{k+1} + Y^{k})\)

Step 4. \(k = k + 1\)

end while

C. Prior Knowledge of Number of Moving Targets

Here, we discuss a non-convex approach to GMTI. When the number of moving targets is known a priori, the number of false alarms can be reduced by imposing a hard cardinality constraint on \(Q_s\), that is \(\text{card}(Q_s) \leq k\). This can be achieved by replacing the \(\ell_1\) norm with the \(\ell_0\) norm and solving

\[
\min_{Q_s, Q_{\nu} \in \mathbb{R}^+} \|Q_{\nu}\|_0 \tag{30}
\]

s.t \(|d - F(Q_s + Q_{\nu})| \leq r\), \(Q_s \in C_1\), \(Q_{\nu} \in C_1\), \(\text{card}(Q_s) \leq k\).

Again, noting that \(Q_s\) and \(Q_{\nu}\) are easily separable, (30) can be solved via

\[
Q_s^{k+1} = \arg\min_{Q_s} \frac{r}{2}\|F(Q_s + Q_{\nu}) - d\|_2^2 + \mathcal{I}_{C_1}(Q_s) \tag{31}
\]

\[
Q_{\nu}^{k+1} = \arg\min_{\text{card}(Q_s) \leq k} \|Q_{\nu}\|_0 + \frac{r}{2}\|F(Q_s + Q_{\nu}) - d\|_2^2 + \mathcal{I}_{C_1}(Q_{\nu}) \tag{32}
\]

Here, the subproblem in (31) is solved in exactly the same manner as the convex case, and (32) can be solved by applying a hard-thresholding to the gradient descent step. The proximal operator corresponds to a projection onto the set of \(k\)-largest elements, \(\Omega\), which directly enforces the cardinality constraint. We denote this projection as \(P_{\Omega}()\). The update steps are found in Algorithm 3.

Algorithm 3 Non-Convex Proximal Gradient Descent

Step 0. Initialize \(Q_s^0, Q_{\nu}^0, r, \alpha_k, \delta\)

while \(|d - F(Q_s^k)| > \delta\) do

Step 1. \(\nabla f_{Q_s}(Q_s^k, Q_{\nu}^k) = rF^H (F(Q_s^k + Q_{\nu}^k) - d)\)

Step 2. \(Q_{\nu}^{k+1} = P_{C_1}(Q_{\nu}^k - \alpha_k \nabla f_{Q_s}(Q_s^k, Q_{\nu}^k))\)

Step 3. \(Q_{\nu}^{k+1} = P_{C_1}(Q_{\nu}^k - \alpha_k \nabla f_{Q_s}(Q_s^k, Q_{\nu}^k))\)

Step 4. Update \(\alpha_k\) through backtracking line search

Step 5. \(k = k + 1\)

end while

D. Computational Complexity

We now present the computational complexity of the image reconstruction algorithm. We assume that there are \(O(N)\) samples in both slow-time and fast-time, and the scene of interest is sampled in \(O(N)\). We also assume there are \(M\) different hypothesized velocities used for reconstruction. We begin with a computational complexity analysis for ADMM.

- **Calculation of the gradients**: This step is dominated by the calculation of \(F^H d\), which requires \(O(MN^3)\) operations. Note that \(F\) becomes a Fourier Integral Operator (FIO) \([4], [55], [56]\) and can be implemented using fast back-projection algorithms reducing complexity to \(O(MN^2 \log N)\) \([57], [58]\). Meanwhile, this quantity can be calculated and stored without the need for recalculation. In our implementations, we make the reasonable approximation \(F^H F\) is identity \([4], [8]\). Thus, the computational complexity for this step is that of matrix addition, \(O(MN)\).

- **\(Q_s\) update step**: In comparison to generic RPCA, this step is analogous to updating the low-rank component. However, we no longer require a singular value decomposition. Note that the projection \(P_{C_1}()\) simply retains the row support, corresponding to the index where \(\nu_s = 0\). This requires \(O(N)\) operations. Thus, this step takes \(O(MN)\) operations.

- **\(Q_{\nu}\) update step**: The update step for \(Q_{\nu}\) requires a soft-thresholding operator, which acts as a point-wise operator. Meanwhile, the projection \(P_{C_1}()\) can be implemented by zeroing out the row corresponding to the index where \(\nu_s = 0\), which requires \(O(N)\) operations. Thus, this step requires \(O(MN)\) operations.

Therefore, the per-iteration cost of performing PGD is \(O(MN)\), an order of magnitude lower than generic RPCA. We next discuss the computational complexity analysis for ADMM.

- **\(Q\) update step**: The update step is again dominated by the calculation of \(F^H d\). However, like PGD, this only needs to be calculated once and can be stored. Thus, the complexity of this step is that of matrix addition, \(O(MN)\).

- **\(Q_s\) and \(Q_{\nu}\) update steps**: The proximal operators used in ADMM are the same as PGD. Meanwhile, the arguments of the operators remain as matrix addition. Thus, this step has a complexity of \(O(MN)\).

- **\(Y\) update step**: The update step for \(Y\) only requires matrix addition, leading to a complexity of \(O(MN)\).

Thus, ADMM has a per-iteration complexity of \(O(MN)\). Finally, we discuss the computational complexity of the non-convex approach. The update steps are the same as the steps outlined in Algorithm 1 with the exception of the hard-thresholding step in the non-convex case. Thus, the complexity of the non-convex approach is as follows:

- **Calculation of the gradients**: As stated previously, this step requires \(O(MN)\) operations per-iteration.

- **\(Q_s\) update step**: As stated previously, this step requires \(O(N)\) operations per-iteration.
• **Q_ν update step:** This step replaces the soft-thresholding operator with the cardinality constraint. In order to obtain the k-largest values of Q_ν, the matrix must first be sorted. Thus, this step requires O(MN log MN) operations per-iteration.

From this, we see that incorporating a priori knowledge on the cardinality of Q_ν to reduce the number of false alarms at the cost of non-convexity and a higher computational cost of O(MN log MN). This is still, however, less than that of generic RPCA. Meanwhile, we see that both PGD and ADMM have the same order of complexity, up to a constant scaling factor.

**IV. Numerical Experiments**

We performed four sets of numerical simulations to demonstrate the performance of our imaging method. In the first set of simulations, we studied the performance of reconstruction and velocity estimation for multiple moving point targets when the received data is contaminated with additive noise. In the second set of simulations, we study the robustness of the algorithms in reconstruction and velocity estimation when the moving targets are embedded in clutter, varying the signal-to-clutter ratio. In the third set of simulations, we study the robustness of the algorithms when both the received data is contaminated by additive noise and the moving targets are embedded in clutter by varying the signal-to-clutter-plus-noise ratio (SCNR). Finally, in the fourth set of simulations, we studied the robustness of the algorithm with respect to the number of moving targets in the scene.

**A. Scene and Imaging Parameters**

For all numerical simulations, we consider a monostatic antenna traversing a circular trajectory. We considered a scene of size 100 × 100m² scene with flat topography. The scene was discretized into 31 × 31 pixels such that each pixel represents approximately 3.25m, where [0.0, 0.0] m and [100, 100] m correspond to the pixels (1, 1) and (31, 31), respectively. The antenna traverses a circular trajectory defined as γ(s) = [11 + 11 cos(s), 11+11 sin(s), 6.5] km at a constant speed, where ν = 950 km/hr, completing a full aperture in approximately 262.5 s. The center frequency is 9 GHz with a bandwidth of 50 MHz, such that the ground-range resolution is approximately 3m. The slow-time and fast-time are sampled uniformly, obtaining 512 and 100 samples respectively. We summarize key imaging and scene parameters for the simulation set-ups that other methods have utilized in Table I. Note that [31], [32] operate on real-data, and thus the number of moving targets nor the clutter type is unknown.

For each simulation unless otherwise stated, we assumed that there were twelve moving point targets moving in the range of [-20,20] × [-20,20] m/s, within the range of velocities that is expected from ground moving targets such as vehicles. We discretized the velocity space into a 21 × 21 grid with a step size of 2 m/s, resulting in 441 unique velocities. In order to demonstrate robustness with respect to spatial resolution and velocity resolution, we make note of the following scene parameters:

- We assumed two targets located next to each other in pixels [10,5] and [10,6] at time s = 0, moving at velocities [14,12] and [2,4] m/s respectively.
- We assumed two targets located far apart spatially in pixels [29,12] and [3,14] moving at equal velocities [6,10] m/s.
- We assumed two targets located near each other spatially in pixels [11,17] [12,18] moving at similar velocities of [8,-12] and [8,-14] m/s, respectively.

The remaining targets were placed randomly within the scene, with random velocities. We consider two types of clutter important in the moving target imaging: clutter due to large stationary targets and additive Rayleigh distributed stationary clutter embedded in the scene of moving targets. Finally, we set λ = 0.2 for all experiments, which was heuristically chosen for noiseless experiments.

We note that the assumptions of the moving targets having a linear trajectory while the antennas traverse a circular trajectory may not be valid in practice. However, this configuration is chosen to deconvolve the velocity-estimation effects from potential limited-aperture artifacts.

**B. Robustness with Respect to Additive Noise in the Data Domain**

In the first set of simulations, we present the reconstruction and velocity estimation moving targets when the received data is contaminated with additive noise. We consider an additive white Gaussian noise process with zero-mean, and define signal-to-noise ratio (SNR) as:

\[
\text{SNR} = 10 \log\left(\frac{\sigma_d}{\sigma_n}\right),
\]

where σ_d and σ_n are the standard deviations of the received data and noise, respectively. We vary SNR from -20 dB to +20 dB with a step-size of +2 dB, and generate ten realizations. For demonstration purposes, a single realization at SNR = 0 dB is considered. The ground truth scene with antenna trajectories at time s = 0 is shown in Fig. 2.

![Fig. 2. Illustration of the simulation set-up for a multiple moving targets and a stationary extended target. The dark region shows the scene of interest, where the gray squares show the positions of the targets. The antennas traverse a circular flight trajectory, where the blue triangle shows the transmitter/receiver pair.](image-url)
TABLE I

COMPARISON OF IMAGING AND SCENE PARAMETERS

| Citation  | Method     | f_c (GHz) | B (MHz) | Resolution | Number of Moving Targets | Clutter type           |
|-----------|------------|-----------|---------|------------|--------------------------|------------------------|
| [25], [26]| Sparsity   | 15        | 150     | 1m         | 5                        | Rayleigh distributed   |
| [27]      | Sparsity   | 10        | 300     | 0.5m       | 1                        | Point targets          |
| [28]      | Sparsity   | 1         | 256     | 0.58m      | 2                        | Point targets          |
| [31], [32]| RPCA       | 8.85      | 40      | 3.75m      | –                        | –                      |
| [35]      | RPCA       | 9.6       | 622     | 0.24m      | 1                        | Point Targets          |
| [39], [41]| RPCA       | 15        | 150     | 1m         | 2                        | Rayleigh distributed   |
| Our approach | PSR Recovery | 9.45      | 50      | 3.25m      | –                        | Extended Targets + Rayleigh distributed |

$t_0$ is a tunable parameter used in the acceleration scheme for FISTA. We consider the $\ell_2$-norm error between the true phase-space reflectivity matrix $Q$ and the reconstructed phase-space reflectivity matrix $Q_s + Q_\nu$. Fig. 3 shows a plot of the average error for PGD (blue), FISTA (red), and ADMM (yellow) at each iteration. We observe that all three algorithms converge to the same solution, while ADMM converges faster than both PGD and FISTA. Note that in Algorithm 1, the mismatch between $\mathcal{F}^H \mathcal{F}(Q_s + Q_\nu)$ and $\mathcal{F}^H d$ accumulates in each iteration. While we do not see an impact on our simulated dataset, we keep it in considerations for real-data applications. Meanwhile, we note a reduction in per-iteration runtime when compared to existing methods that utilize generic RPCA due to the efficient implementation of the rank-one constraint.

For visual demonstrations, we display the reconstructed scene using naive backprojection, shown in Figure 4. Note that all reconstructed images are displayed in log-scale, with a threshold of -40 dB. Clearly, the reflectivities of the stationary targets dominate the scene, and the moving targets cannot be detected. Next, we show the reconstructed moving targets along with the stationary targets using our method in Fig. 5. The reconstructed moving target scene is formed by superimposing each row of $Q_\nu$ to form a single image. We see that the moving targets are accurately reconstructed in their correct positions, while the stationary components are also recovered. Next, we consider the structural similarity index (SSIM) between the reconstructed moving target scene and the true moving targets in order to provide a quantitative metric for reconstruction. Fig. 6 shows the SSIM as SNR varies (blue). The plot indicates accurate recovery of the moving targets beginning at an SNR of -6 dB. We note a graceful degradation of the SSIM curve past this point, indicating a level of robustness with respect to noise. It is also important...
to consider the amount of false alarms that arise. Since we fix $\lambda$, we do not expect to threshold out the moving targets as SNR decreases, but we do expect the number of false alarms to increase. For this reason, we introduce the positive predictive value (PPV), which is the ratio of true positives to the total number of detections:

$$\text{PPV} = \frac{\text{true positives}}{\text{true positives} + \text{false positives}}$$  \hspace{1cm} (34)

Fig. 7 shows the PPV as SNR (blue) varies. We compute the PPV over the entire PSR matrix, noting that a target could either be reconstructed in the incorrect location, with the incorrect velocity estimate, or both. A true positive is defined as detecting a target in its correct location spatially with the correct velocity, while a false positive occurs with either an incorrect location or incorrect velocity. We see that the algorithm produces no false alarms at an SNR of -2 dB. This indicates that there are many low-intensity false alarms even when the moving targets are reconstructed at low SNR values. This can be addressed through hyperparameter tuning.

Fig. 8. Illustration of the simulation set-up for a multiple moving targets at SCR = 0 dB. The dark region shows the scene of interest, where the red circles show the positions of the targets embedded in clutter. The antennas traverse a circular flight trajectory, where the blue triangle shows the transmitter/receiver pair.

C. Robustness with Respect to Clutter

The second set of simulations demonstrates the performance of the algorithms with respect to clutter. Clutter was added to the scene using a Rayleigh distribution for the amplitude, a commonly used statistical model for clutter in radar data [59]. We define the signal-to-clutter ratio as

$$\text{SCR} = 10 \log \left( \frac{\sigma_f}{\sigma_b} \right),$$  \hspace{1cm} (35)

where $\sigma_f$ and $\sigma_b$ are the standard deviations of the moving target foreground and clutter background intensity values, respectively. Different SCR scenarios were simulated by keeping the moving target amplitudes fixed and varying the standard deviation of the background. We varied the SCR from -20 dB to +20 dB with a step-size of +2 dB. Ten realizations of clutter were generated. For visual demonstrations, we consider a single realization of SCR = 0 dB shown in Fig. 8. The reconstruction results are shown in Fig. 9. We see that the moving targets are focused in the correct positions, while the stationary clutter is simultaneously reconstructed.

D. Robustness with Respect to Noise and Clutter

In the third set of simulations, we explore the effects of having both noise and clutter on performance of reconstructing targets and estimating velocities. Here, we fix the clutter background to 0 dB and define signal-to-clutter-plus-noise ratio as

$$\text{SCNR} = \frac{\sigma_d}{\sigma_c + \sigma_n},$$  \hspace{1cm} (36)

where $\sigma_d$, $\sigma_c$, and $\sigma_n$ are the standard deviations of the data received by the moving targets, the data received by the clutter background, and the noise, respectively. We varied the SCNR from -20 dB to +20 dB with a step-size of +2 dB by varying $\sigma_n$. Fig. 10 shows the reconstruction of a single realization when SCNR = 0 dB. We plot the SSIM as we vary SCNR...
(yellow) in Fig. 6, which portrays accurate reconstruction of targets at -10 dB, with performance declining at SCNR levels lower than that. Similar to previous observations, we see that the algorithm requires higher levels of SCNR to detect moving targets with no false alarms, shown in Fig. 7.

Fig. 10. The reflectivity image reconstructed using the estimated velocities (left) and the reconstruction of the stationary component (right) when SCNR = 0 dB.

E. Dense Moving Target Imaging

Finally, we discuss the effects of observing many moving targets within the scene of interest. In this set of experiments, we set the number of moving targets to 250, such that they occupy approximately a quarter of the scene. For all experiments, we consider scenarios in which SNR = 0 dB.

We note that when considering a cardinality constraint, it is known that the number of false alarms is heavily dependent on the choice of \( k \). In this case, \( k \) corresponds to the number of moving targets known a priori, which is often difficult to determine in practice. Meanwhile, in the convex case, it is known that increasing \( \lambda \) promotes a sparser solution. Thus, we plot the number of false alarms as we vary both \( k \) and \( \lambda \), shown in Fig. 11.

It is clear that the performance of Algorithm 3 degrades when the number of moving targets is not exactly known. If the estimate is too low, then the algorithm cannot detect the true moving targets, and if the estimate is too high, then many false alarms will be present. As expected, this algorithm has similar limitations to methods such as [31], which shows that the percentage of correct detections converges to an upper-limit of about 80%, while the percentage of false alarms increases linearly with respect to the threshold \( k \). However, our observations do show a speedup in convergence due to the implementation of the rank-constraint.

On the other hand, when considering Algorithm 1, we observe that the false alarms can be thresholded out by increasing \( \lambda \). Typically, there is a tradeoff between the density of the scene and the \( \lambda \) value, since a higher \( \lambda \) will promote sparsity. However, even though the scene is dense, \( Q^o \) remains sparse as the scene is mapped from \( \mathbb{R}^N \to \mathbb{R}^{M \times N} \). This is in contrast to methods that formulate the problem over the data matrix, as the received echoes from multiple moving targets may not satisfy the high level of sparsity assumptions required in [35], [43].

Comparing Algorithms 1 and 3, we see that there is a large acceptable range of \( \lambda \) values that detect all moving targets while suppressing false alarms. This addresses the problem of requiring exact knowledge of the number of moving targets, without the need of multiple receivers or additional pre-processing methods such as [32].

V. Conclusion

In this paper, we present a novel methodology for ground moving target imaging and velocity estimation based on the phase-space reflectivities. We exploit the structure of the phase-space reflectivity matrix and formulate the problem as the recovery of a rank-one stationary component and a sparse component associated with moving targets. We show that having set the hypothesized velocities a priori, we directly enforce the rank constraint by a known support, keeping the problem convex. Compared to generic RPCA methods found in literature, our formulation leads to a more computationally efficient implementation, reducing per-iteration complexity by an order of magnitude. Meanwhile, compared to sparsity-driven methods, we do not need any clutter suppression techniques. Additionally, since the supports of the stationary and moving target components are fully decoupled, we do not
rely on having to distinguish the $\ell_1$— and nuclear-norms to maintain separability.

We use numerical simulations to demonstrate the capability of our method to reconstruct focused images of the moving targets and estimate their velocities. We show that the moving targets can be reconstructed when the targets are near large stationary objects or embedded in stationary clutter. Simulations show that the algorithms are robust at reconstructing the moving targets in the presence of both additive noise and clutter. Furthermore, we show that introducing prior knowledge of the number of moving targets can help mitigate the number of false alarms, but the performance heavily depends on this knowledge which is difficult to determine in practice.

In future work, many aspects of performance analysis can be explored. The algorithms assume that we have an accurate set of hypothesized velocities for the moving targets, but it would be useful to consider an off-the-grid approach to estimate velocities in the continuous-domain. Furthermore, a sample complexity analysis on the forward would be useful in determining the sensitivity of the velocity estimation of this approach. Meanwhile, an analysis that studies super-resolution capabilities of the algorithms can be performed. Although we focus on verifying our algorithm through numerical simulations, it would be beneficial to implement our method on real data. This would provide insight on the practicality of our algorithms in modern radar scenarios. Finally, we note this work can be extended through the concept unrolling iterative algorithms into a deep network architecture. This application would be particularly useful in passive SAR, as the location of transmitters and the transmitted waveforms are unknown. Meanwhile, for active SAR, deep learning provides the ability to implement the inverse operators in the update equations, as our iterative scheme relies on simplifying assumptions due to computational concerns. We leave the deep learning direction for our upcoming studies.
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