Versatile Skill Control via Self-supervised Adversarial Imitation of Unlabeled Mixed Motions

Chenhao Li\textsuperscript{1}, Sebastian Blaes\textsuperscript{1}, Pavel Kolev\textsuperscript{1}, Marin Vlastelica\textsuperscript{1}, Jonas Frey\textsuperscript{2}, and Georg Martius\textsuperscript{1}

\textbf{Abstract}—Learning diverse skills is one of the main challenges in robotics. To this end, imitation learning approaches have achieved impressive results. These methods require explicitly labeled datasets or assume consistent skill execution to enable learning and active control of individual behaviors, which limits their applicability. In this work, we propose a cooperative adversarial method for obtaining single versatile policies with controllable skill sets from unlabeled datasets containing diverse state transition patterns by maximizing their discriminability. Moreover, we show that by utilizing unsupervised skill discovery in the generative adversarial imitation learning framework, novel and useful skills emerge with successful task fulfillment. Finally, the obtained versatile policies are tested on an agile quadruped robot called Solo 8 and present faithful replications of diverse skills encoded in the demonstrations.

\section{I. INTRODUCTION}

Reinforcement Learning (RL) has demonstrated its capability of learning diverse and complex skills for robotic platforms. In the field of legged systems, RL has achieved success in learning-based quadrupedal locomotion control in challenging environments [1]–[4]. Typically, deep RL techniques learn desired behaviors motivated by optimizing reward functions that are specifically tailored for the training task. As a result, it can sometimes become very demanding to develop complex skills with reward engineering, where various terms of motivation and regularization need to be carefully designed and balanced.

Given the availability of some expert references, Imitation Learning (IL) allows an agent to learn to reproduce expert behavior. In particular, Generative Adversarial Imitation Learning (GAIL, [5]) employs Generative Adversarial Networks (GANs, [6]), which train a policy to deceive an imitation discriminator that constantly tries to distinguish state transitions generated between the policy and the reference data distribution. The output of the discriminator is used as a training signal that encourages the learning agent to generate similar behaviors to the demonstration [7], [8]. However, given a large dataset of unlabeled motion clips with diverse behaviors, extracting and learning individual sensible skills can be challenging. Such scenarios are commonly encountered in motion capture from creatures or underactuated experts, whose motion execution produces intrinsic noise and inconsistency and thus consists of miscellaneous behaviors. Due to the unknown skill types in the dataset, supervised learning techniques fail to find correspondence between the policy and the individual skills it replicates.

\section{II. COOPERATIVE SELF-SUPERVISED ADVERSARIAL IMITATION LEARNING}

In this case, unsupervised learning methods could help to address the problem. Unsupervised skill discovery has enabled learning agents to obtain intrinsic behaviors without explicit task rewards. One promising attempt for unsupervised skill discovery is based on maximizing the discriminability of skills represented by latent variables on which a policy is conditioned [9]–[13]. Policy training signals are often constructed from variational approximations of the mutual information between latent variables and traversed state histories using a learned skill discriminator. Such mutual information encodes both the diversity in state transitions and the predictability of them given known latent skills [12]. In this setting, strong discriminating performances are expected cooperatively by both the policy and the discriminator, where the latter is trained with supervised learning techniques. The resulting policy is capable of producing consistently distinguishable behavioral patterns, or skills.

In this work, we present Cooperative Adversarial Self-supervised Skill Imitation (CASSI), where we show that by applying unsupervised skill discovery in a generative adversarial imitation learning framework, a quadrupedal system manages to learn versatile policies that extract sensible high-level skills from a reference dataset containing diverse unlabeled motions (Fig. 1). The learned policy enables active control of the individual skills embedded in the reference dataset, which manifests itself by its execution of consistently distinguishable behaviors. The policy is also deployed and tested on the real robot without further adaptation. To the best of our knowledge, this is the first time that individual skills are extracted and learned simultaneously from an unlabeled dataset motivated by unsupervised RL algorithms. In summary, our contributions include: (i) A cooperative adversarial
self-supervised skill imitation method for extracting and learning diverse skills from unlabeled references. (ii) Fidelity and diversity evaluation of learned versatile policies using an oracle classifier. (iii) Experimental validation in simulation and on a quadruped robot.

II. RELATED WORK

Recent development in robotics has created many potential applications that require intelligent systems to not only make decisions but also perform expected physical movements. While learning a task is often formulated as an optimization problem, it has become widely recognized that having prior knowledge provided by an expert can result in more effective and efficient learning than attempting to solve the problem from scratch [14], [15].

Instead of relying on a handcrafted imitation objective, GAIL techniques train an adversarial discriminator to distinguish between behaviors generated by the agent and expert demonstrations [5], [16]. The effectiveness of imitation is thus measured by the performance of the discriminator, whose output encodes the similarity descriptions. To extend the applicability of GAIL to accommodate large datasets of unstructured motion clips, [7] employ an adversarial RL procedure that automatically selects the motion to perform in the reference, dynamically interpolating and generalizing from the dataset. While this method has achieved success in learning adaptive motions, active control over individual skill execution relies still on labeled motion datasets. To this end, one may either collect disparate reference motions and learn individual skills separately [8], or stack the training of multiple discriminators corresponding to each skill in parallel [17]. Both methods require supervision from prior knowledge of motion labels in the datasets. However, given a large dataset of diverse unlabeled motion clips, enabling autonomous acquisitions of individual skills requires unsupervised training techniques.

Unsupervised RL is motivated by intrinsic skill development of intelligent agents that are believed to learn in the absence of supervision in order to acquire repurposable task-agnostic knowledge. These skills can be quickly and efficiently utilized when specific tasks are later defined. Achieving this goal requires specifying a learning objective that ensures that each skill individually is distinct and that the skills collectively explore large parts of the state space [10]. In this setting, mutual information is commonly established as a notion of empowerment of an intrinsically motivated agent [18]. It is shown that a discriminability objective is equivalent to maximizing the mutual information between the skill and some aspect of the induced trajectory [19], [20], [9], [21] try to maximize the mutual information between the skill and initial and final states. [10], [13] attempt to maximize the mutual information between the skill and states along the trajectory. [12], [22] propose to maximize the mutual information between the skill and the following state conditioned on the current state. With the skill diversity motivated by mutual information maximization in various settings, diverse skills are acquired with minimal supervision. Finally, unsupervised RL algorithms have been shown effective in conjunction with task rewards, which serve as sparse guidance for generating regularized and robust behaviors [23], [24].

III. APPROACH

In this section, we describe our method, which enables learning from unlabeled demonstrations in a generative adversarial setting using unsupervised skill discovery techniques. In the following context, we denote the discriminator distinguishing state transitions from the policy and reference in the generative adversarial imitation learning as the imitation discriminator \(d_\psi\), and the discriminator distinguishing different skills yielded by the policy in the unsupervised skill discovery as the skill discriminator \(q_\phi\).

A. Generative Adversarial Imitation

Our generative adversarial imitation framework is built upon the Adversarial Motion Prior (AMP, [7]). In this framework, the imitation discriminator reflects the imitation performance and thus specifies the training signal for the policy. It is crucial to select an appropriate set of features that provide effective learning feedback. We consider the imitation observation space \(O^I\). The reference demonstrations are formulated as sequences of \(o^I_1 \in O^I\), where the full state space \(S\) of the underlying Markov Decision Process can be mapped to the imitation observation space \(O^I\) with a function \(f^I: S \rightarrow O^I\). We denote trajectory segments of length \(H^I\) preceding time \(t\) by \(o^I_t = (o^I_{t-H^I+1}, \ldots, o^I_t)\) for the reference observations and \(s_t = (s_{t-H^I+1}, \ldots, s_t)\) for the states induced by the policy. For clarity, we omit the time index in the following. To simplify notation, we write \(f^I(s)\) to express that each state in \(s\) is mapped to \(O^I\). In our experiments, we select linear and angular velocities of the robot base in the robot frame, measurement of the gravity vector in the robot frame, the base height, and joint angular position and velocity as the observation space \(O^I\). As such, the discriminator’s goal in this setup is to distinguish samples of the policy transition distribution \(d^\pi\) from the reference motion distribution \(d^M\).

1) Imitation Discriminator Formulation: Similar to [7], we use the least-squares GAN (LSGAN) loss [25] for discriminator optimization. Using \(H^I\)-step inputs and a gradient penalty, the discriminator objective is formulated as

\[
E_{d^M} \left[ (d_\psi(o^I_1) - 1)^2 \right] + E_{d^\pi} \left[ (d_\psi(f^I(s)) + 1)^2 \right] + w^{GP} E_{d^M} \left[ \left\| \nabla_{o^I_1} d_\psi (o^I_1) \right\|_2^2 \right],
\]

where the last term denotes the penalty for non-zero gradients on samples from the dataset with weight \(w^{GP}\) to stabilize training [7].

Intuitively, the LSGAN loss forces the discriminator to output +1 for samples from the reference motion and −1 for those from the policy. In contrast, the policy is trained to deceive the discriminator by generating transition patterns
similar to those present in the reference dataset. The reward function for training the policy is then given by
\[ r^I = \max \left[ 0, 1 - 0.25 \left( d_{\psi}(f^I(s)) - 1 \right)^2 \right]. \] (2)

The imitation reward \( r^I \) provides a well-scaled output bounded between 0 and 1 which eases downstream policy learning.

### B. Mutual Information Maximization

Our unsupervised skill discovery framework is built upon Diversity Is All You Need (DIAYN, [10]) with the Discriminator Disagreement Intrinsic reward (DISDAIN, [13]) for exploration motivation.

In the unsupervised RL setting, the agent seeks to develop a set of skills, indexed by a latent variable \( z \in \mathcal{Z} \) and represented by a policy \( \pi_\theta (\cdot \mid s, z) \) parameterized by \( \theta \). The latent skills \( z \sim p_z \) are sampled at the beginning of each trajectory and then fixed over the episode. Therefore, each skill \( z \) represents a temporally extended behavior within a state sequence of length \( H^S \). Similarly, we consider a function \( f^S : \mathcal{S} \rightarrow \mathcal{O}^S \) that maps the full state space \( \mathcal{S} \) to the skill observation space \( \mathcal{O}^S \). Thus, the transition in the extracted features can be represented by \( o^S_z = (o^S_{t-H^S}, \ldots, o^S_t) \sim \tau^S(\psi_\phi(z)) \), where \( \tau^S \) denotes the state visitation distribution along the trajectory. Again, we omit the time index in the following for clarity. Clearly, trajectories sampled from the policy conditioned on a particular skill depend on the selection of \( z \). We highlight this dependence by writing \( o^S_z \).

1) **Skill Discriminator Observation Space**: Since skills refer to consistently distinguishable behavioral motifs in the states of interest, how a skill distinguishes itself from other skills, or **discriminability** between skills, depends crucially on the definition of the skill observation space \( \mathcal{O}^S \). In unsupervised RL literature, skills are often identified over only simple state transition patterns (e.g. different moving directions, speeds, or reached positions) [9], [10], [12], [13], as it is typically hard to extract high-level skill descriptions without any supervision. In our work, as the policy space is constrained by an imitation target, we are able to define a skill observation space \( \mathcal{O}^S \) that specifies high-level distinction (e.g. trot, leap).

Note that the selection of states in \( \mathcal{O}^S \) depends on users’ interest. If we are interested in obtaining different base motion patterns, including only the base information in \( \mathcal{O}^S \) suffices. If we also aim to recover transitions with different joint configurations (e.g. different gaits) in the reference dataset, including joint information will help with discrimination. In addition, we assume that the skill space \( \mathcal{Z} \) is discrete and with cardinality \( N_z \), although much of the discussion may extend to continuous skill space.

2) **Variational Approximation of Mutual Information**: A large and growing class of objectives for unsupervised skill discovery are derived from maximizing the mutual information between the latent skill \( z \) and the resulting trajectories of extracted features \( o^S_z \). The formulation is expressed as
\[
\mathcal{F}(\theta) = I(z; o^S_z) = \mathcal{H}(z) - \mathcal{H}(z \mid o^S_z) \\
= \mathbb{E}_{z \sim p_z, o^S_z \sim \tau^S(\psi_\phi(z))} \left[ \log p(z \mid o^S_z) - \log p_z(z) \right].
\] (3)

In practice, a variational approximation of the intractable conditional distribution \( p(z \mid o^S_z) \) with a learned parametric model \( q_\phi(z \mid o^S_z) \) is often applied to obtain a lower bound of \( \mathcal{F}(\theta) \) [26]. The model \( q_\phi(z \mid o^S_z) \) is commonly referred to as a discriminator, as it is trained to discriminate between skills from state transitions. In our work, it is termed as the **skill discriminator**, to distinguish itself from the **imitation discriminator** (\( d_\psi \)) used in the generative adversarial imitation setting.

Optimizing the lower bound with respect to the policy parameters \( \theta \) corresponds to training the policy with a skill reward
\[ r^S = \log q_\phi(z \mid o^S_z) - \log p_z(z). \] (4)

To learn a full repertoire of skills, the skill prior is typically fixed to be uniform [10], [21], [27], in which case \( -\log p_z(z) = \log N_z \). An arbitrary discriminator which simply ignores the trajectory will give a zero skill reward. In contrast, a perfect discriminator will yield a skill reward of \( \log N_z \) [13].

To tighten the lower bound, the discriminator should approximate the true distribution \( p(z \mid o^S_z) \), which results in a supervised learning setting where the training data is collected from policy roll-outs. In our work, the skill discriminator is implemented as a classifier whose objective is to assign the correct skill to a given style observation by minimizing the cross-entropy classification loss.

As such, both the policy and the skill discriminator expect a strong discriminating performance by maximizing and tightening the lower bound of the mutual information cooperatively.

3) **Policy Exploration Bonus**: Ideally, the policy presents different state transitions conditioned on different skills. The discriminator receives these transitions and attempts to decode the original skill \( z \). However, at the beginning of the training, before the policy relates its behavior to the skill, the agent may yield similar transitions under different latent variables \( z \). As the skill is sampled randomly, this will generate mislabeled data which confuses the training of the discriminator. When the discriminator fails to distinguish the transition patterns, the skill reward will be trivial and thus does not generate any information for the policy to diversify its behaviors. This dead loop is termed as the **pessimistic exploration** problem in unsupervised skill discovery [13]. The reason behind this is that when the policy tries to maximize the skill reward \( r^S \), it tends to reduce the epistemic uncertainty by visiting the same states it has visited before. To encourage exploration, [13] propose the use of a discriminator ensemble of size \( N \) and a resulting DISDAIN reward that compensates for the increase of the epistemic uncertainty.
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uncertainty when the policy visits new states:

\[ r^D = \mathcal{H} \left[ \frac{1}{N} \sum_{i=1}^{N} q_{\phi_i}(z | o_S^z) \right] - \frac{1}{N} \sum_{i=1}^{N} \mathcal{H} \left[ q_{\phi_i}(z | o_S^z) \right], \]

(5)

where \( \phi_i \) corresponds to the parameters of the ensemble member \( i \).

For trajectories with rich training data for the skill discriminator, the ensemble members should agree and result in a zero DISDAIN reward. In contrast, for state transitions of high discriminator disagreement, this reward will be positive and thus encourage exploration.

C. Overview

Note that the imitation reward \( r^i \), the skill reward \( r^S \), and the DISDAIN reward \( r^D \) are task-agnostic. This allows the training of primitive skills that facilitate downstream learning such as hierarchical RL when a task is later specified. Alternatively, we are able to learn high-level tasks alongside self-supervised skill extraction. In this setting, we define task reward \( r^T \), in addition to some regularization terms \( r^R \) that enforce stable policy outputs on the real platform. Putting everything together, the total reward that the policy receives encompasses five parts

\[ r = w^T r^T + w^1 r^1 + w^S r^S + w^D r^D + w^R r^R, \]

where \( w \) denotes the weight of each term and \( w^D = w^R = 1.0 \) is kept constant throughout our work.

The joint optimization of the policy and the imitation discriminator utilizes adversarial training. The imitation discriminator tries to distinguish state transitions between the agent and the reference motion, whereas the policy tries to make this difficult by generating similar behaviors. Meanwhile, the joint training of the policy and the skill discriminator forms a cooperative game. The agent samples a skill and tries to present a distinct behavior for the ease of discrimination by the skill discriminator, and the skill discriminator tries to decode the original skill and yield training signals to reward the policy for diversifying its skills.

Figure 2 provides a schematic overview of our method, and an algorithm overview is detailed in Algorithm 1.

IV. EXPERIMENTS

We evaluate our method on the Solo 8 robot, an open-source research quadruped robot that performs a wide range of physical actions [28], in simulation and on the real system.

The unlabeled motion dataset is constructed using mixed trajectories induced by individual expert policies learned in a previous work [8], including crawl, walk, trot, leap, wave, and still. These colors are used consistently throughout the paper. For each motion, 1000 trajectories are recorded in simulation from parallel robot instances with randomized mechanical properties. Each trajectory contains 120 consecutive time steps. To break down the consistency in skill execution, these consecutive state transitions are sliced into small motion clips of horizon length 8. In all of our experiments, we use Proximal Policy Optimization (PPO, [29]) in Isaac Gym [30].

Algorithm 1 CASSI

1: Input: unlabeled reference dataset \( \mathcal{M} \); imitation and skill feature maps \( f^i, f^S \); transition horizons \( H^1, H^S \); latent skill cardinality \( N_s \)
2: initialize state transition buffer \( \tau \), replay buffer \( B \)
3: for learning iterations \( = 1, 2, \ldots \) do
4: sample latent skill variable \( z \sim p_z \)
5: collect \( s \) with policy \( \pi_0 \) conditioned on skill \( z \)
6: extract features \( \phi_S \) by applying \( f^S \) to \( s \)
7: compute \( r^1, r^S, r^D \) according to Equations 2, 4 and 5
8: calculate total reward \( r \) according to Eq. 6
9: fill replay buffer \( B \) with \( (s, z, \phi_S^z) \)
10: for policy learning epoch \( = 1, 2, \ldots \) do
11: sample transition mini-batches \( b^\pi \sim B \)
12: update \( V \) and \( \pi_0 \) with PPO or another RL algorithm
13: end for
14: for imitation discriminator learning epoch \( = 1, 2, \ldots \) do
15: sample transition mini-batches \( b^\pi \sim B \) and \( b^M \sim \mathcal{M} \)
16: update \( d_\psi \) using \( \phi^\pi \) and \( \phi^M \) according to Eq. 1
17: end for
18: for skill discriminator learning epoch \( = 1, 2, \ldots \) do
19: sample transition mini-batches \( b^\pi \sim B \) with bagging
20: update \( d_\phi \) using \( \phi^\pi \) with cross-entropy or loss
21: end for
22: end for

A. Skill Extraction and Imitation

In this section, we set task reward weight \( r^T = 0 \) and compare CASSI with spectral clustering and AMP in extracting and learning skills from unlabeled datasets.

1) Spectral Clustering: A potential strategy to obtain individual skills from unlabeled references is to perform pre-clustering on the dataset and learn each separately. To test its effectiveness, we perform spectral clustering with k-Nearest Neighbors on the reference dataset, compute the error rate with respect to the true labels, and compare it with the skill discriminator learned during the training of our method. We report the best result in Table I.

TABLE I: Learned skill discriminator vs. spectral clustering.

| Horizon | CASSI | Spectral Clustering |
|---------|-------|---------------------|
| Error % | 0.016 | 70.2                |

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
The result reveals that the skill discriminator learned using our method with a horizon of only 8 achieves better discriminating performance than spectral clustering on the whole trajectories. This indicates that for spectral clustering to work with decent accuracy, strong assumptions of consistent skill execution over trajectories with much longer horizons must be made. The spectral clustering label assignment is visualized using t-SNE in Fig. 4 next to the ground-truth labels.

2) Oracle Classifier: As we construct the dataset by mixing individual expert motion clips, we are able to evaluate the diversity and fidelity of the learned skills by training an oracle classifier \( C \) using ground-truth labels. We denote the true label by \( c \in C \) and the true number of skills present in the dataset by \( N_c \), where \( C \) denotes the true skill space. In our experiments, \( C = \{ \text{crawl, walk, trot, leap, wave, stilt} \} \) and \( N_c = 6 \). Note that \( N_c \) is unknown to the design of the skill discriminator. Thus, the predefined number of skills \( N_z \) is a tuning parameter.

We write \( p(c \mid o_z^C) \) to represent the probability of the oracle classifier predicting the true skill \( c \) given a state trajectory of horizon length \( H^C \), which is induced by the policy conditioned on a sampled latent skill \( z \). When the policy conditioned on a skill \( z \) is able to generate a state trajectory that aligns well with the transition patterns exerted by a certain skill \( c \) in the true skill space \( C \), the probability \( p(c \mid o_z^C) \) is large for this specific skill \( c \in C \) and small for all other skills \( c' \in C \setminus \{c\} \). We thus can quantify the diversity and fidelity of the skills learned by the policy \( \pi_\theta \), using the following entropy expressions:

\[
\text{div}(\pi_\theta) = \mathcal{H} \left[ \frac{1}{N_z} \sum_{z=1}^{N_z} p(c \mid o_z^C) \right],
\]

\[
\text{fid}(\pi_\theta) = -\frac{1}{N_z} \sum_{z=1}^{N_z} \mathcal{H} \left[ \pi(c \mid o_z^C) \right].
\]

Intuitively, fidelity is maximized if the policy is very certain that every generated trajectory corresponds to a true skill present in the reference dataset when conditioned on a latent skill. In contrast, diversity is maximized if the policy is able to generate trajectories corresponding to different true skills present in the reference dataset when conditioned on different latent skills.

We visualize the training performance in terms of \( \text{div}(\pi_\theta) \), \( \text{fid}(\pi_\theta) \), and \( p(c \mid o_z^C) \) in Figures 5 and 6 for \( w^T = 1.0 \), \( w^S = 0.5 \), and \( N_z = 6 \). Note that under the assumption \( N_z = N_c \), the learned policy establishes a bijective correspondence \( g : \mathcal{Z} \rightarrow C \), where all reference motions are assigned to distinct latent variables. In addition, the policy encounters skill collapse with AMP only, due to the absence of the skill reward \( r^S \) which promotes discriminability among learned behaviors. We further analyze cases with \( N_z \neq N_c \) in Sec. IV-B.

B. Task Execution

In this section, we evaluate the skills learned using CASSI with an additional velocity tracking task, which is achieved by maximizing the reward \( r^T = \exp\{-\sigma^2(u-v_x)^2\} \), where \( u \) denotes the velocity command sampled within the range \([0, 1]\). We denote by \( v_x \) the linear velocity of the robot base, expressed in the robot frame, and set the constant scaling factor \( \sigma^2 = 0.25 \). The task reward weight is set constant \( w^T = 1.0 \).

1) Novel Skill Discovery: In practice, motion types presented in the reference dataset are often unknown. Without prior knowledge of the actual number of component motions \( N_c \), the choice of the latent skill cardinality \( N_z \) may require additional effort. We evaluate skill extraction performance for different \( N_z \) using the oracle classifier.

Figure 7b reveals that when \( N_z = N_c \), all skills in the reference dataset are extracted and assigned to a distinct

![Fig. 5: Diversity (left, Eq. 7) and fidelity (right, Eq. 8) of the learned skills for CASSI and AMP (w^S = 0) over iterations.](image)
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Fig. 6: Training performance for CASSI (colored) and AMP (grey, $w^S = 0$) over iterations. AMP witnesses a skill collapse where the policy generates single state transition patterns regardless of the latent skill $z$. In contrast, CASSI encourages each latent skill $z$ to converge to a distinct reference motion $c$. As the mapping between $Z$ and $C$ may differ between runs, the plots show results after aligning correspondence across seeds.

latent variable $z$. In contrast, for $N_z \neq N_c$, it is observed that new skills emerge in a form of motion interpolation, whose existence is reflected by mixed predictions by the oracle classifier given a latent skill $z$ (e.g. $z = 2, 3$ in Fig. 7a and $z = 6, 7$ in Fig. 7c). These skills present “mixed” features of the references. In addition, the skill-conditioned task rewards $r^T(z)$ report consistently high value for all latent skills with different choices of $N_z$. This indicates that the new skills also yield high task performance while presenting mixed motion patterns. Within the scope of the defined task, these discovered skills are considered to be both novel and useful.

The policy training using CASSI can be understood as a matching procedure between the latent skills and the reference skills. In this setting, the true skills $c \in C$ can be viewed as vertices that define a skill space. The imitation reward $r^I$ motivates the policy to learn behaviors that stay within this skill space, while the skill reward $r^S$ motivates the behavior associated with each $z$ to stay far away from the averaged behavior [31]. For $N_z = N_c$, each $z$ takes a vertex of the skill space and is assigned to a distinct $c \in C$. For $N_z > N_c$, more latent variables need to be fit into the skill space. Once the vertices are taken (pure skills), the remaining $z$ have to stay in the interior of the space (mixed skills). For $N_z < N_c$, the latent variables have larger freedom to choose their relative position in the skill space to stay distant from each other, presenting both “pure” and “mixed” behaviors.

2) **Real-system Deployment:** We deploy the learned policy on the real system and record 10 state transition trajectories of 120 time steps when conditioned on each skill. The recorded motions are evaluated again with the oracle classifier as depicted in Fig. 8. We also illustrate the continuous change of behaviors within a trajectory by switching latent skill variables in Fig. 9. Figure 3 provides a motion sequence on Solo 8 with skill execution by the versatile policy.

V. CONCLUSION

In this work, we propose an adversarial imitation method named CASSI that is capable of extracting and learning individual skills from unlabeled datasets with diverse behaviors by utilizing unsupervised skill discovery techniques. Our results highlight the importance of the skill reward, whose absence results in skill collapses. The experiments also indicate that CASSI allows extracting robust versatile policies capable of active skill control with both high fidelity and diversity with respect to the original reference motions. Furthermore, policies can be learned with task specifications and are able to transfer to the real system without further adaptation. Finally, our experiments confirm the emergence of novel skills that yield high task performance and present common features shared by original reference motions.
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