Conservation laws in a quantum many-body system play a direct role in its dynamic behavior. Understanding the effect of weakly breaking a conservation law due to coherent and incoherent errors is thus crucial, e.g., in the realization of reliable quantum simulators. In this work, we perform exact numerics and time-dependent perturbation theory to study the dynamics of symmetry violation in quantum many-body systems with slight coherent (at strength $\lambda$) or incoherent (at strength $\gamma$) breaking of their local and global symmetries. We rigorously prove the symmetry violation to be a divergence measure in Hilbert space. Based on this, we show that symmetry breaking generically leads to a crossover in the divergence growth from diffusive behavior at onset times to ballistic or hyperballistic scaling at intermediate times, before diffusion dominates at long times. More precisely, we show that for local errors the leading coherent contribution to the symmetry violation cannot be of order lower than $\propto \lambda t^2$ while its leading-order incoherent counterpart is typically of order $\propto \gamma t$. This remarkable interplay between unitary and incoherent gauge-breaking scalings is also observed at higher orders in projectors onto symmetry (super)sectors. Due to its occurrence at short times, the diffusive-to-ballistic crossover is expected to be readily accessible in modern ultracold-atom and NISQ-device experiments.
is not restricted to continuous symmetries, as their discrete counterparts can also endow the system with conserved quantities. For example, coordinate inversion (P), charge conjugation (C), and time reversal (T) are discrete symmetries equivalent to the conservation of spatial, charge, and time parities, respectively.\textsuperscript{5,8} Whereas (continuous and discrete) global symmetries give rise to the conservation of \textit{global charge}, local symmetries lead to \textit{local charges} being conserved. A prime example is gauge invariance,\textsuperscript{5,10} which is known as Gauss’s law in quantum electrodynamics, and forms the principal property of gauge theories. By default, conservation of local charges leads to conservation of the global charge, but the converse is not necessarily true.

Given the richness afforded to physics by symmetries, a fundamental question is the effect of weakly breaking an underlying symmetry of a model on its subsequent dynamics. Even though traditionally studied in systems with weak integrability breaking, prethermalization has recently been generalized to nonintegrable systems with perturbative coherent breaking of global\textsuperscript{11,12} and local symmetries.\textsuperscript{3,4} Interestingly, in the case of weak breaking of the local gauge symmetry in a lattice gauge theory of $N$ matter sites, a \textit{prethermalization staircase} arises in the dynamics of the gauge violation (see Sec. II A for definition), composed of prethermal plateaus at timescales $\propto \lambda^{-s}$, with $s = 0, 1, 2, \ldots, N/2$ and $\lambda$ the strength of gauge invariance-breaking unitary errors. This rich prethermal behavior has the property of delaying the timescale of full gauge violation exponentially in system size, and it can also be observed in other local observables.\textsuperscript{13,14} Also in case of slight breaking of global symmetries, the equilibrating dynamics is strongly affected. This can occur when conservation laws due to, e.g., integrability are perturbatively broken.\textsuperscript{15–23} In this case, the initial equilibration to a generalized Gibbs ensemble\textsuperscript{11,24–31} (GGE) steady state is replaced by thermal equilibrium at a later timescale $\propto \lambda^{-2}$, with $\lambda$ the strength of the perturbative integrability-breaking term, as can be shown by kinetic Boltzmann-like equations that can be derived through employing time-dependent perturbation theory starting from the GGE steady state.\textsuperscript{32,33} This behavior is not restricted to quenched systems, but can also be seen in weakly interacting driven models.\textsuperscript{34,35} As these examples illustrate, coherent errors can drastically change the dynamical properties of a quantum many-body system.

Going beyond unitary closed-system dynamics, decoherence has been a central topic of research in quantum many-body physics.\textsuperscript{36,37} Its mitigation is a necessary capability to achieve reliable quantum computers, because these devices rely on the principles of superposition and entanglement, and are therefore particularly sensitive to interactions with the environment. Examples abound such as $1/f$-noise in superconducting quantum interference devices (SQUIDs) that constitutes a dominant adverse effect on superconducting qubits,\textsuperscript{38–43} CMB-photon noise in superconducting cryogenic detectors,\textsuperscript{44} and thermomechanical motion in microwave cavity interferometers.\textsuperscript{45} In open quantum many-body systems, the effects of decoherence have been studied on light-cone dynamics and the spread of correlations,\textsuperscript{46–51} and in a recent experiment\textsuperscript{52} a ballistic-to-diffusive crossover in quantum transport has been observed due to environmental noise in a 10-qubit network of interacting spins. Moreover, the effect of decoherence on weakly driven quantum many-body systems have also been studied in the context of long-time steady states in the presence of approximately conserved quantities, where it is shown that a GGE state can also arise.\textsuperscript{53,54} Therefore, like their coherent counterparts, incoherent symmetry-breaking errors due to decoherence can fundamentally change the properties and behavior of a physical system.

From a technological point of view, in modern ultracold-atom experiments that aim to quantum-simulate a given target model,\textsuperscript{55–57} it is of critical importance to reliably implement certain conservation laws due to both local and global symmetries. As global symmetries define the fixed points of renormalization-group flow, they decisively influence quantum phase diagrams. For example, particle-number conservation in the form of a global U(1) symmetry is crucial in the transition between the superfluid and Mott-insulator phases in the Bose–Hubbard model,\textsuperscript{58–61} a paradigm phase transition of cold-atom experiments.\textsuperscript{62} Similarly, local gauge symmetries have fundamental consequences such as massless photons and a long-ranged Coulomb law,\textsuperscript{63,64} but their realization in quantum simulators requires careful engineering—in contrast to fundamental theories of nature such as quantum electrodynamics or quantum chromodynamics, in quantum devices they are not given by fundamental laws. This has recently generated a surge of research investigating unitary errors in lattice gauge theories that compromise gauge invariance, including ways of protecting against them.\textsuperscript{65–83} As these examples highlight, the existence of coherent and incoherent symmetry-breaking errors in realistic setups necessitates a rigorous understanding of their influence on the dynamics of quantum many-body systems. Particularly relevant is to see if such errors are \textit{controlled} insomuch that one may extract the ideal theory dynamics despite their presence.

In this paper, we investigate the effect of experimentally motivated incoherent global and local symmetry-breaking errors on the dynamics of quantum many-body systems. We demonstrate that the symmetry violation—the expectation value of the symmetry generator or its square, which has been often used in the past to estimate the effects of errors—is a rigorous divergence measure in Hilbert space that quantifies the deviation of the state from the target symmetry sector. We exploit this insight to show, using exact numerics and rigorous proofs in time-dependent perturbation theory, the existence of a diffusive-to-ballistic crossover in the dynamics of the symmetry violation as a result of competition of these errors with their coherent counterparts. These results extend and generalize upon the findings presented
in Ref. 84, which considered quenches from a separable gauge-invariant initial state in a $Z_2$ gauge theory. By presenting a thorough analysis of various sources of errors and various different model scenarios, our results provide a guideline for quantum-simulation experiments on noisy intermediate-scale quantum (NISQ) devices that aim to realize target models with a given symmetry.

The rest of the paper is organized as follows. In Sec. II, we define the symmetry violation, clarify our nomenclature in a short glossary, and provide a summary of our main results. In Sec. III, we rigorously explain the physical meaning of the symmetry violation by equating it with a divergence measure in Hilbert space and by relating it to the decrease of the overlap between states that differ only by a symmetry transformation. Our findings and conclusions are then illustrated on three main models: the extended Bose–Hubbard model in Sec. IV, the $Z_2$ lattice gauge theory in Sec. V, and the $\text{U}(1)$ quantum link model in Sec. VI. We conclude and discuss possible future directions in Sec. VII. Appendix A contains our detailed derivations in time-dependent perturbation theory that explain the various scalings seen in our exact diagonalization results. Appendix B provides details on our numerical implementation.

II. PREAMBLE

Before entering in the details of our work, we define in this section our main figure of merit, the symmetry violation, we provide a short glossary for nomenclature clarity, and we present a concise summary of our main findings.

A. Definition of symmetry violation

The motivation behind our work is the assessment of quantum many-body systems in modern experimental settings where realistically coherent and incoherent errors will always be present at least to a perturbative degree. These errors may break target local and global symmetries, which may or may not be desired in the experiment, but where a thorough understanding of their effects on the dynamics is nevertheless advantageous. These effects can be qualitatively and quantitatively studied by calculating dynamics of the symmetry violation and other relevant observables.

The symmetry violation $\varepsilon$ is defined as the expectation value of a (local or global) symmetry generator with respect to a target symmetry sector (see glossary in Sec. II B), or the square of this expectation value, and is often used to estimate the effect of slightly breaking a symmetry. To formalize its definition, let us consider a many-body model described by the Hamiltonian $H_0$ with a local symmetry generated by the operators $G_j$, with $j$ a lattice-site index (for the local gauge symmetries considered below, matter particles reside on the lattice sites and gauge fields on the links in between). The eigenvalues of $G_j$ are the local charges $g_j$, and a given combination of them on the lattice classifies a gauge-invariant sector $g = \{g_1, g_2, \ldots, g_N\}$. We select a target gauge-invariant sector $g_{\text{tar}} = \{g_{1\text{tar}}, g_{2\text{tar}}, \ldots, g_{N\text{tar}}\}$, and call a given state gauge-invariant or symmetric iff $G_j\rho_0 = g_j\rho_0$, $\forall j$. We prepare the system in an initial state $\rho_0$, which may be gauge-invariant or not. Gauge invariance restricts dynamics within a gauge sector, and so in case $\rho_0$ lies in a given gauge-invariant sector $g$, then the system will remain in this sector for all times if the dynamics is solely due to $H_0$, because due to the gauge invariance of the latter, $[H_0, G_j] = 0$, $\forall j$. In the presence of unitary or incoherent gauge-breaking errors, the gauge violation generically will spread across various gauge sectors $g$, and can in general be quantified as

$$\varepsilon(t) = \frac{1}{N^2} \sum_j \text{Tr} \left\{ \rho(t) [G_j - g_j^{\text{tar}}]^2 \right\},$$

where $\rho(t)$ is the density matrix of the time-evolved system at time $t$. The motivation behind this measure lies in the assumption that the system is desired to reside within the target gauge-invariant sector $g_{\text{tar}}$. Thus, any coherent or incoherent errors during the preparation of $\rho_0$ or the subsequent dynamics that take the system away from $g_{\text{tar}}$ will make $\varepsilon$ as defined by Eq. (1) nonzero. Much the same way, this definition can be extended to the case of global-symmetry models, with the only caveat being that there the deviation is across global-symmetry sectors, each of which consists of all states with a given fixed value of the global charge (see glossary in Sec. II B). We select a target global-symmetry sector defined by the total global charge $g_{\text{tar}}$. The system is prepared in an initial state $\rho_0$ which may be in the target sector $g_{\text{tar}}$ or not. The global symmetry is generated by the operator $G$, and we denote the Hamiltonian of the global-symmetry model as $H_0$, i.e., $[H_0, G] = 0$. The initial state $\rho_0$ is said to be symmetric iff $G\rho_0 = g\rho_0$. Consequently, the symmetry violation becomes

$$\varepsilon(t) = \frac{1}{N^2} \text{Tr} \left\{ \rho(t) [G - g_{\text{tar}}^2] \right\}.$$

The normalization with $N^2$ is chosen since $G$ typically is an extensive quantity such as the total particle number, see, e.g., Eq. (9) below.

B. Glossary

Symmetry sectors and symmetric states. In case of a local symmetry, a state $\rho$ is said to be gauge-invariant or symmetric iff $G_j\rho = g_j\rho$, $\forall j$ where $G_j$ are the local-symmetry generators of the gauge group at matter sites $j$ with eigenvalues $g_j$ that depend on the gauge symmetry of the model. A given set of values $g = \{g_1, g_2, \ldots, g_N\}$ constitute a gauge-invariant sector. In the case of a global symmetry, a state $\rho_0$ is symmetric
iff \( G \rho = \rho G = q \rho \), where \( G \) is the generator of the global symmetry, and its eigenvalue \( q \) denotes the global charge of the corresponding symmetry sector. As a concrete example, in the Bose–Hubbard model \( G \) can be chosen as the total particle number. In this case, a given symmetry sector \( g \) would consist of all Fock states \( |n_1, n_2, \ldots, n_N\rangle \) where the individual on-site particle numbers \( n_j \) sum to \( \sum_{j=1}^{N} n_j = g \).

**Target symmetry sector.** In an experiment, it is often desired to prepare the system and restrict its dynamics within a given symmetry sector in a local- or global-symmetry model. This is called the target symmetry sector. The symmetry violation measures how far off a state \( \rho \) is from this target symmetry sector.

**Gauge-invariant supersector.** Whereas both local and global symmetries have sectors, in our nomenclature only local symmetries have supersectors. A given supersector \( \alpha \) is the set of all gauge-invariant sectors \( g = \{g_1, g_2, \ldots, g_N\} \) that have a total violation \( \alpha \) with respect to the target gauge-invariant sector \( g_{\text{tar}} \). This definition can be formalized as \( \sum_{j=1}^{N} (G_j - \bar{G}_j)^2 \rho = \alpha \rho \), with \( p = 1 \) for the \( Z_2 \) LGT and \( p = 2 \) for the \( U(1) \) QLM. In the case of the \( Z_2 \) LGT discussed in Sec. V and a target gauge-invariant sector \( g_{\text{tar}} = 0 \), a gauge-invariant supersector can be defined by the set of gauge-invariant sectors \( g \), each carrying \( M \) violations with respect to \( g_{\text{tar}} = 0 \). For notational brevity, these supersectors are then denoted by \( M \) and the projectors onto them by \( P_M \), with each then being a sum of all projectors onto the constituent sectors; cf. Eq. (18).

### C. Summary of main findings

The main result of our work is the crossover in the short-time dynamics of the symmetry violation from a diffusive spread through symmetry sectors caused by incoherent errors to a ballistic spread caused by coherent errors. Formally, we consider a system ideally described by a Hamiltonian \( H_0 \), which has either a local or global symmetry generated by the local or global operators \( G_j \) or \( G \), respectively, with \( j \) indicating a site in the associated lattice. In practice, these symmetries will be compromised in an experiment without unrealistic fine-tuning and isolation from the environment. We represent the coherent errors by the Hamiltonian \( \lambda H_1 \), with \( \lambda \) their strength, while we model decoherence (dissipation and dephasing) using a Lindblad master equation with the coupling strength to the environment denoted by \( \gamma \) (see further below for the specific terms used).

We prepare the system in an initial state \( \rho_0 \) and quench at \( t = 0 \) with \( H_0 + \lambda H_1 \) in the presence of decoherence. We demonstrate that the symmetry violation yields a divergence measure for the quantum state across symmetry sectors, enabling us to identify an increase as \( t^a \) with diffusive \( (a = 1) \), ballistic \( (a = 2) \), and hyperballistic scaling \( (a > 2) \). As we elaborate in detail below, the leading order of incoherent contributions to the symmetry violation is \( \propto \gamma t \), the leading order of the coherent contribution depends on the structure of \( H_1 \) and \( \rho_0 \). If \( \rho_0 \) is symmetric or is a generic eigenstate of \( H_0 \), then the coherent contribution cannot be of an order lower than \( \propto \lambda t^2 \). If \( \rho_0 \) is neither symmetric nor a generic eigenstate of \( H_0 \), then theoretically the leading order of the coherent contribution can be \( \propto \lambda t \), but we find this to happen only in two rather pathological cases and one engineered (artificial) case. The first pathological scenario is when \( \rho_0 \) is the ground state of \( H_0 + \lambda H_1' \) with \( \lambda_1 \neq 0 \) and \( H_1' \) a highly nonlocal Hamiltonian, and the second is when \( H_1' \) is local but \( H_1 \) is highly nonlocal. If \( H_1 = H_1' \), the contribution \( \propto \lambda t \) vanishes identically to zero, and then the order of the coherent contribution cannot be lower than \( \propto \lambda t^2 \). We find this also to be the case if \( H_1' \) and \( H_1 \) are both local, or mildly nonlocal, but not equal. One may also get the scaling \( \propto \lambda t \) by artificially engineering the initial state in a common eigenbasis of \( H_0 \) and the symmetry generator to be an arbitrary superposition of eigenstates degenerate with respect to \( H_0 \) but not with respect to the symmetry generator. Conversely, one can also construct specific combinations of initial state and coherent gauge breaking that result in hyperballistic expansion across symmetry sectors.

Therefore, it is shown that in quantum many-body systems with small coherent and incoherent symmetry breaking, a crossover from diffusive to ballistic spread takes place in the short-time dynamics of the symmetry violation and certain other observables. The crossover time is \( t \propto \gamma/\lambda^2 \) (or \( t \propto \gamma^2/\lambda^2 \) in case of hyperballistic spread) for initial states that reside in a symmetry sector or are generic (possibly unsymmetric) eigenstates of \( H_0 \), and \( t \propto \gamma/\lambda \) for unsymmetric initial states that are not eigenstates of \( H_0 \). Our work presents an extension to and generalization of Ref. 84, which has studied this crossover in a \( Z_2 \) lattice gauge theory starting in a gauge-invariant initial product state. Qualitatively, we find that our main findings are similar for systems with breakings of local or of global symmetries.

### III. MEANING OF THE SYMMETRY VIOLATION

In this section, we imbue the symmetry violation with mathematical and physical meaning, as a divergence measure across symmetry sectors in case of local or global symmetries, as well as the overlap between states that differ only by a symmetry transformation. This section generalizes the discussion of Ref. 84, which considered local gauge symmetries, and provides further details.
A. Symmetry violation as a divergence measure in Hilbert space

We follow a similar reasoning as in Ref. 86, where a measure for divergence in Hilbert space has been defined in the context of many-body localization.87 We first consider gauge-symmetry models, and start by defining the mean-square displacement across the gauge sectors,

\[ D_{g,\text{tar}}^{(2)}(t) = \sum_{g} d^2(g, g_{\text{tar}}) \text{Tr}\{\rho(t)P_g\}, \]

where \( P_g \) is the projector onto gauge-invariant sector \( g \), and \( g_{\text{tar}} \) is the target gauge-invariant sector (see Sec. II A). Using the definition \( d^2(g, g_{\text{tar}}) = |g - g_{\text{tar}}|^2 \), we can rewrite this expression as

\[ D_{g,\text{tar}}^{(2)}(t) = \text{Tr}\{\rho(t) \sum_{g} P_g |g - g_{\text{tar}}|^2\} = \sum_{j} \text{Tr}\{\rho(t) [G_j - g_{\text{tar}}^j]^2\} \]

\[ = \sum_{j} \langle [G_j - g_{\text{tar}}^j]^2 \rangle. \]

By comparison with Eq. (1), we obtain

\[ \varepsilon(t) = \frac{1}{N} D_{g,\text{tar}}^{(2)}(t). \]

Thus, commonly used measures of gauge violation, in U(1) as well as \( Z_2 \) gauge theories,13,14,70,77 rigorously define a mean-square displacement across gauge sectors as encapsulated in Eq. (4). One can immediately apply exactly the same reasoning to global symmetries, where only \( g \) needs to be replaced by the scalar \( g \) representing the global-charge sector (and analogously for \( g_{\text{tar}} \) and \( g_{\text{tar}}^j \)).

In this sense, \( \varepsilon(t) \propto \gamma t \) is associated with a diffusive spreading of the wavefunction across gauge (global-charge) sectors in local- (global-) symmetry models, with diffusion constant \( \propto \gamma \), while \( \varepsilon(t) \propto \lambda^2 t^2 \) is indicative of a ballistic spreading, a characteristic property of coherent quantum dynamics.

B. Symmetry violation as overlap between gauge-transformed states

We can further understand the gauge violation as quantifying how fast the overlap diminishes between states that differ only by a gauge transformation. Let us again begin by considering the case of local symmetry. By definition, a gauge-invariant state should be oblivious to a local gauge transformation generated by a unitary \( U(\phi) = \prod_{j=1}^{N} e^{i\phi_j G_j} \), with \( \phi = \{\phi_1, \ldots, \phi_N\} \) and \( \phi_j \) arbitrary and independent angles. To quantify by how much gauge-breaking errors compromise gauge invariance, one can use the overlap between the state of interest and the transformed state, which for a pure state reads \( \mathcal{C} = \langle \psi(t)|U(\phi)\psi(t) \rangle^2 \). The rate with which the overlap reduces under a gauge transformation is

\[ \eta_j = -\frac{1}{2} \frac{\partial^2 \mathcal{C}}{\partial \phi_j^2} = \langle G_j^2 \rangle - \langle G_j \rangle^2, \]

which is nothing else but the variance of the local Gauss’s-law generator \( G_j \).

For a homogeneous system, and assuming without restriction of generality \( g_{\text{tar}} = 0 \), definition (1) yields \( \eta_j = \varepsilon - \langle G_j \rangle^2 \). For the \( Z_2 \) gauge theory considered below, where \( G_j^2 = 2G_j \), we further have \( \eta_j = \varepsilon(2 - \varepsilon) \) [upon normalizing \( \varepsilon \) by adding an inconsequential factor of 1/2 in Eq. (1)].

Thus, the sensitivity of a state towards a gauge transformation is related to the gauge violation \( \varepsilon \). For small gauge violations in a homogeneous \( Z_2 \) gauge theory, both even coincide (apart from an inconsequential factor of 2), as they do in a homogeneous U(1) gauge theory with \( \langle G_j \rangle = 0 \). This insight lends further physical motivation for \( \varepsilon \) as a good measure of gauge violation. As a side note, for mixed states, \( \eta_j \) is given by the quantum Fisher information of the Gauss’s-law generator, which for thermal states, e.g., can be measured through linear-response susceptibilities88 or engineered quench dynamics.89

Again, these considerations can be immediately adapted to global symmetries. In this case, the unitary transformation is defined as \( U(\phi) = e^{i\phi G} \) and the rate of change is \( \eta = -\frac{1}{2} \frac{\partial^2 \mathcal{C}}{\partial \phi^2} = \langle G^2 \rangle - \langle G \rangle^2 \). For translationally-invariant systems with \( g_{\text{tar}} = 0 \) and \( \langle G \rangle = 0 \), using definition (2) this relation becomes \( \eta = N^2 \varepsilon \).

IV. EXTENDED BOSE–HUBBARD MODEL

In this section, we numerically evaluate the interplay of coherent and incoherent breakings of a global symmetry. To this end, we consider the paradigmatic example of the extended Bose–Hubbard model90–92 (eBHM).

A. Model and quench protocol

The eBHM considered here is defined on a one-dimensional spatial lattice with \( N \) sites and assuming periodic boundary conditions, and is described by the Hamiltonian

\[ H_0 = -\sum_{j=1}^{N} (J_1 a_j^\dagger a_{j+1} + J_2 a_j^\dagger a_{j+2}) + \text{H.c.} + \frac{U}{2} \sum_{j=1}^{N} n_j(n_j - 1) + W \sum_{j=1}^{N} n_j n_{j+1}, \]

where \( a_j \) is the bosonic annihilation operator at site \( j \) satisfying the canonical commutation relations \( [a_j, a_k^\dagger] = 0 \).
and \([a_j, a_j^\dagger] = \delta_{j,l}\). The eBHM is nonintegrable at finite nonzero values of \(J_1, J_2, U, W\). Generically, it has two integrable points: the atomic limit of \(J_1 = J_2 = 0\) and the free-boson limit of \(U = W = 0\).0.93 In our case, we additionally impose a hard-core constraint on the bosons, through which the term \(\propto U\) does not play any role in the dynamics, so we can remove it from the Hamiltonian in Eq. (7) (formally, the hard-core constraint amounts to setting \(U = \infty\)). This leads to another integrable point at \(J_2 = 0\), where the eBHM becomes equivalent to the XXZ model.90 To avoid any effects due to integrability breaking, we therefore set \(J_1 = 1, J_2 = 0.83,\) and \(W = 0.11\) in our numerics, although we have checked that other generic values of these parameters yield the same conclusions. In all our results for the eBHM we use a periodic chain with \(N = 6\) sites.

The eBHM conserves the total particle number because \(\sum_j [H_0, a_j^\dagger a_j] = 0\). This translates to the eBHM hosting a global U(1) symmetry. In a realistic experiment, the implementation of this model will suffer from coherent and incoherent errors that in the best case slightly break this symmetry. The coherent errors are described by a Hamiltonian \(\lambda H_1\), where \(\lambda\) denotes the strength of these errors, and dynamics in the presence of decoherence is modeled by the Lindblad master equation94,95

\[
\dot{\rho} = -i[H_0 + \lambda H_1, \rho] + \gamma \sum_j \left( L_j^\dagger \rho L_j - \frac{1}{2} \{ L_j^\dagger L_j, \rho \} \right),
\]

where \(L_j = a_j\) are the jump operators describing the dissipation of our system with the environment, and \(\gamma\) is the environment-coupling strength. Below, we test various examples of initial state and terms for \(H_1\).

In the following, we prepare our system in an initial state \(\rho_0\) and solve Eq. (8) for the dynamics of the symmetry violation

\[
\varepsilon(t) = \text{Tr} \left\{ G \rho(t) \right\}, \quad G = \frac{1}{N^2} \left[ \sum_{j=1}^N a_j^\dagger a_j - g_{\text{tar}} \right]^2,
\]

where \(g_{\text{tar}} = N/2\) indicates the target half-filling sector.
B. Symmetric initial state

Let us first prepare our system in the staggered initial product state shown in Fig. 1(a). This state is symmetric because it lies in the half-filling sector: $\mathcal{G}\rho_0 = 0$. The subsequent time evolution of the symmetry violation in Eq. (9) without decoherence under the unitary errors

$$\lambda H_1 = \lambda \sum_{j=1}^{N} (a_j + a_j^\dagger),$$

is shown in Fig. 2(a). The error term in Eq. (10) would describe, e.g., the coupling of the system to another internal state (call its associated annihilation operator $b$), which is occupied by a condensate that we assume to be evenly spread across the entire lattice. Then, a Rabi flop between the two states gives $H_1 = \sum_j (b^\dagger a_j + b a_j^\dagger) \approx \sum_j (\langle b^\dagger \rangle a_j + \langle b \rangle a_j^\dagger)$. Without restriction of generality, we set the phase of the condensate to 0. Thus, we get $H_1 = (b) \sum_j (a_j + a_j^\dagger)$, thereby achieving Eq. (10) by absorbing $(b)$ in the definition of the unitary-error strength $\lambda$. The short-time scaling in Fig. 2(a) is $\sim (\lambda t)^2$. As we show in Sec. A 1 through time-dependent perturbation theory (TDPT), this is the lowest order of coherent contributions to the symmetry violation in the case of a symmetric initial state.

However, one can engineer the initial state or coherent error to make higher orders the leading contributions. As an example, we consider the same initial state shown in Fig. 1(a), but consider the two-body unitary errors

$$\lambda H_1 = \lambda \sum_{j=1}^{N} (a_j a_{j+1} + a_j^\dagger a_{j+1}^\dagger).$$

(11)

Similarly to the motivation behind the error term of Eq. (10), one can imagine immersing an optical lattice into a condensate of biatomic molecules, where bonding $\propto a_j a_{j+1}$ gives a molecular annihilation operator $m$. Then, a term that drives the coupling to the molecular condensate is $H_1 = \sum_j (m a_j a_{j+1} + a_j^\dagger a_{j+1}^\dagger m) \approx \langle m \rangle \sum_j (a_j a_{j+1} + a_j^\dagger a_{j+1}^\dagger)$, which by absorbing $\langle m \rangle$ into the definition of $\lambda$, we achieve the error term in Eq. (11).

When $\rho_0$ is the staggered initial state of Fig. 1(a), the coherent contribution $\lambda^2 t^2 \text{Tr}\{\mathcal{G} H_1 \rho_0 H_1^\dagger\}$ to the symmetry violation is finite in case of the unitary errors in Eq. (10), but vanishes in case of the unitary errors of Eq. (11). The reason is that the staggered initial occupation yields $H_1 \rho_0 = 0$. As shown in Sec. A 1, the leading contribution $\sim \lambda^2 t^2 \text{Tr}\{\mathcal{G} H_1 \rho_0 H_1^\dagger\}$ now dominates, where it does not vanish because $H_0$ induces tunneling processes that can bring bosons on adjacent sites, allowing $H_1$ to act on $\rho_0$ without destroying it. This is exactly what we see in Fig. 2(b). Such an increase of the mean-square displacement with a power of $t$ larger than 2 is a hallmark of hyperballistic expansion, and sets the crossover timescale to $t \propto (\gamma/\lambda^2)^{\frac{1}{2}}$ in the presence of decoherence (see below).

Nevertheless, the short-time scaling $\sim \lambda^2 t^2$ is not a generic feature of the unitary errors of Eq. (11), but is rather a combination of such errors and the fact that we start in the staggered initial state. Indeed, if we consider these same pairing errors but instead start in, say, the domain-wall initial state shown in Fig. 1(b), then the leading coherent contribution to the symmetry violation is again $\sim \lambda^2 t^2$, as shown in Fig. 2(c). The reason is that a domain-wall initial state already has bosons on adjacent sites, and thus $H_1$ can act on it nontrivially.

In what follows, we take $\rho_0$ as the staggered initial state and include decoherence through jump operators $L_j^\dagger$. We consider first in Fig. 3 the unitary errors of Eq. (10). As can be shown in TDPT (see Appendix A 2), the leading incoherent contribution to the symmetry violation in case of a symmetric initial state is $\sim \gamma t \sum_j \text{Tr}\{\mathcal{G} L_j \rho_0 L_j^\dagger\}$. As such, at times $t \lesssim \gamma/\lambda^2$, the symmetry violation shown in Fig. 3 scales diffusively $\sim \gamma t$, before being overtaken by the ballistic spread $\sim \lambda^2 t^2$ due to the leading coherent contribution. Note that the maximal value $\approx 1/4$ reached by the symmetry violation in the steady-state due to decoherence is larger than that due to purely coherent symmetry breaking.

We now consider the same staggered initial state but use the unitary error terms of Eq. (11). The only qualita-
Figure 4. (Color online). Same as Fig. 3 but for the two-body error of Eq. (11). The initial state can play a nontrivial role in the short-time dynamics of the symmetry violation. In this case, the crossover is from diffusive to hyperballistic spread and occurs at \( t \propto (\gamma/\lambda^2)^{1/3} \). This behavior is qualitatively different from the case of the single-body unitary errors in Eq. (10), and is due to the fact that \( H_1 \) in Eq. (11) annihilates \( \rho_0 \) when it acts on it: 

\[
H_1 \rho_0 = 0,
\]

which leads to the contribution \( \propto \lambda^2 t^3 \) vanishing, and thus the next leading order \( \propto \lambda^2 t^4 \) sets in for \( t \gg (\gamma/\lambda^2)^{1/3} \). Decoherence allows the symmetry violation to reach its maximal value of 1/4 that unitary errors alone cannot achieve.

The qualitative difference here is that the diffusive scaling \( \sim \gamma t \) due to incoherent errors is overtaken by hyperballistic spread \( \sim \lambda^2 t^4 \), due to the leading coherent contribution, at a crossover time \( t \propto (\gamma/\lambda^2)^{1/3} \). Again here in the presence of decoherence the symmetry violation attains its maximal value of 1/4 that unitary errors alone cannot achieve.

C. Multiple quantum coherences

In order to further quantify the effects of decoherence especially in the late-time dynamics of our quenches, we analyse multiple quantum coherences (MQC). These are experimentally accessible quantities that have been used to study quantum coherences in nuclear magnetic resonance imaging,\(^{96,97}\) as well as decoherence effects on correlated spins\(^{98}\) and many-body localization.\(^{99,100}\) Moreover, they have also been connected to multipartite entanglement\(^{101}\) and out-of-time-ordered correlators,\(^{101,102}\) and they have been measured in trapped-ion experiments.\(^{103}\)

Let us call \( \Delta g \) the difference in global charge between two global-symmetry sectors. The associated MQC is then defined as

\[
I_{\Delta g} = \text{Tr} \left\{ \rho_{\Delta g}^\dagger \rho_{\Delta g} \right\},
\]

\[
\rho_{\Delta g} = \sum_g P_g \Delta g \rho P_g,
\]

where \( P_g \) is the projector onto the sector of global charge \( g \).

In Fig. 5, we show the MQC for various \( \Delta g \) for both unitary errors in Eqs. (10) and (11) at fixed \( \lambda \) and \( \gamma \). For the single-body coherent errors of Eq. (10), we see that odd values of \( \Delta g \) give rise to a finite MQC as shown in Fig. 5(a). This behavior is plausible, as in this case a first-order process in \( H_1 \) removes or adds a single boson on a given site \( j \). We see that the MQC is dominated by processes within the same sector (corresponding to \( \Delta g = 0 \)). Whereas the symmetry violation (red curve) starts at \( t = 0 \) to grow \( \sim \gamma t \), the MQCs, being measures of quantum coherences between global-symmetry sectors, do not show any scaling related to incoherent processes.
at early times. Rather, their growth is $\sim (\lambda^2/\gamma t)^{\Delta g}$. As can be expected in case of decoherence, the $I_{3\Delta g}$ with $\Delta g > 0$ show a decrease at $t \approx 1/\gamma$ as compared to the steady-state value of the purely coherent case. In contrast, $I_0$ exhibits an increase in its values after an initial decrease, finally settling at roughly the coherent steady-state value. This behavior suggests that even though decoherence compromises coherences between different sectors, those within the same sector are not affected much by the decoherence studied here.

By changing $H_1$ to Eq. (11), the above picture changes, as shown in Fig. 5(b). First, MQCs due to odd $\Delta g$ are identically zero, as there can be no coherent processes between sectors differing by an odd number of bosons—$H_1$ as per Eq. (11) removes or adds two neighboring bosons simultaneously. Furthermore, due to the staggered occupation of $\rho_0$, the MQCs scale $\sim (\lambda^2/\gamma t)^{\Delta g}$. Whereas $I_0$ behaves the same as in the case of the single-body error, $I_{3\Delta g > 0}$ behave fundamentally differently in case of the two-body error in Eq. (11). Interestingly, at $t \approx 1/\gamma$ they begin to decrease in value, but at later times they increase again and settle at a value larger than that of their purely coherent dynamics, represented by dotted lines in Fig. 5. This suggests that decoherence populates sectors that cannot be populated by $H_1$ alone. Indeed, in the case of purely unitary dynamics with only coherent errors as in Eq. (11), we have checked that $(P_0) = 0$ identically for odd $g$. In the case of decoherence, however, $(P_0)$ acquire nonzero values, and this allows then, through $H_1$, coherence within and between sectors with odd global charges, but separated by an even $\Delta g$. This is quite counterintuitive in that decoherence here seems to help in building up quantum coherences by allowing access to previously inaccessible sectors.

### D. Unsymmetric initial state

We have so far considered only initial states lying in the half-filling sector. Let us now consider an initial state $\rho_0$ that is unsymmetric, i.e., $[\mathcal{G}, \rho_0] \neq 0$. In particular, we consider $\rho_0$ to be the ground state of the Hamiltonian $H_0 + \gamma H_2 + \lambda \gamma H_1$, where $\lambda = 0.1$ is the expression strength of the error term and $H_1$ is given by Eq. (10). Such a scenario may arise when aiming at adiabatically preparing the ground state of $H_0$ in the presence of errors. As has been done until now, we quench $\rho_0$ with $H_0 + \lambda H_1$ in the presence of decoherence under the jump operators $L_j = a_j$.

The ensuing dynamics of the change in symmetry violation $|\Delta \varepsilon|$ is shown in Fig. 6. In the case of no decoherence ($\gamma = 0$), shown in Fig. 6(a), $|\Delta \varepsilon| \sim \gamma t^2$ at short times rather than $\lambda^2/\gamma$ (even $n \geq 2$) as in the case of a symmetric initial state; cf. Figs. 2–4. As explained in Sec. A1 through TDPT, the coherent contribution to the symmetry violation $\sim \lambda^2/\gamma$, given by Eq. (A5f) always vanishes when the initial state is symmetric or an eigenstate of $H_0$, but not when $\rho_0$ is unsymmetric yet not an eigenstate of $H_0$ as in the case of Fig. 6. Moreover, the contribution $\sim \lambda^2/\gamma t$ in Eq. (A5d) completely vanishes in this case, since the errors $H_1$ in preparing $\rho_0$ are the same as those in the subsequent dynamics (see Appendix A1). Note how, consequently, the steady-state value at which $|\Delta \varepsilon|$ settles is $\sim \lambda$. Upon introducing decoherence ($\gamma > 0$) in Fig. 6(b), a diffusive-to-ballistic crossover at $t \sim \gamma/\lambda$ occurs taking the spread of the symmetric violation from diffusive $\sim \gamma t$ to ballistic $\sim \lambda^2 t^2$. Note that the diffusive-to-ballistic crossover here occurs at an earlier timescale than that in the case of a symmetric initial state. Finally, as in the case of a symmetric initial state, the symmetry violation reaches its maximal value of $g_{\text{max}}^2/N^2 = 1/4$ also when $\rho_0$ is unsymmetric.

### V. $\mathbb{Z}_2$ lattice gauge theory

In this Section, we present results that supplement those on a $\mathbb{Z}_2$ gauge theory presented in Ref. 84 in various ways: by studying the effect of decoherence under different Lindblad operators including those for particle loss; by starting in various initial states including gauge-noninvariant ones; by investigating the effect of dissipation and dephasing set at different environment-coupling strengths; by analyzing the addition of energy-penalty terms on the dynamics; and by adding further results on MQCs under decoherence.
strength and we set \( N \) matter sites represents the electric (gauge) field at the link between odd to even matter sites, thereby satisfying Gauss’s law at each local constraint. (b) A “domain-wall” product state where the left half of the lattice has a hard-core boson at each site and the right half of the chain is empty. The electric fields along the links are oriented such that Gauss’s law is satisfied at each local constraint.

### A. Model and quench protocol

A recent experiment\(^{76}\) has employed a Floquet setup to successfully implement a building block of the Z\(_2\) LGT described by the Hamiltonian\(^{104-106}\)

\[
H_0 = \sum_{j=1}^{N} \left[ J_a (a_j^{\dagger} a_{j+1} + \text{H.c.}) - J_f \tau_{x,j,j+1}^x \right],
\]

where \( N \) is the number of matter sites, \( a_j \) is the annihilation operator of a hard-core boson at site \( j \) obeying the canonical commutation relations \([a_j, a_l] = 0\) and \([a_j, a_l^\dagger] = \delta_{j,l}(1 - 2a_j^\dagger a_j)\), and the Pauli matrix \( \tau_{x,j,j+1}^x \) represents the electric (gauge) field at the link between matter sites \( j \) and \( j+1 \). The first term of Eq. (13) represents assisted matter tunneling and gauge flipping at strength \( J_a \), which, e.g., forms the essence of Gauss’s law in quantum electrodynamics. The electric field’s energy is given by \( J_f \). In this work, we adopt periodic boundary conditions, which means our effective system size is \( 2N \), and we set \( J_a = 1 \) and \( J_f = 0.54 \) throughout our paper, even though we have checked that our conclusions are not restricted to these values.

Gauge invariance is embodied in local conservation laws, the generators of which are

\[
G_j = 1 - (-1)^j \tau_{x,j-1,j}(1 - 2a_j^\dagger a_j) \tau_{x,j,j+1}^x,
\]

where \([H_0, G_j] = 0\), \( \forall j \). As discussed above, the eigenvalues \( g_j \) of \( G_j \) are known as local charges, and a set of their values \( g = \{ g_1, g_2, \ldots, g_N \} \) defines a gauge-invariant sector (see Sec. II A). A gauge-invariant supersector \( M \) is defined as the set of gauge-invariant sector that satisfy \( \sum_j g_j = 2M \) (see Sec. II B).

In the implementation of the Z\(_2\) LGT without unrealistic fine-tuning, coherent error terms emerge with \([H_1, G_j] \neq 0\). Here, inspired by the effective coherent errors of the building block of Ref. 76, we assume the errors to have the form of unassisted matter tunneling and gauge flipping, which can be formalized as

\[
\lambda H_1 = \lambda \sum_{j=1}^{N} \left[ (c_1 a_j^{\dagger} \tau_{j,j+1} + c_2 a_j^{\dagger} \tau_{j,j+1}^x + \text{H.c.}) \right. \\
+ \left. a_j^{\dagger} a_j (c_3 \tau_{j,j+1}^x - c_4 \tau_{j-1,j}^x) \right].
\]

The strength of these errors is given by \( \lambda \), and the coefficients \( c_1, \ldots, c_4 \) depend on a dimensionless driving parameter \( \chi \) that is tunable in the experiment of Ref. 76. The specific expressions for these coefficients can be found in Appendix B. Just as in the joint submission,\(^{84}\) we show here results for \( \chi = 1.84 \), but we have also checked that our results hold for various values of \( \chi \) within the range found in the Floquet setup of Ref. 76.

As for the case of a global symmetry discussed above, the system is prepared in an initial state \( \rho_0 \), which at \( t = 0 \) is quenched by \( H_0 + \lambda H_1 \) and decoherence is turned on. The subsequent dynamics is computed using the Lindblad master equation

\[
\dot{\rho} = -i[H_0 + \lambda H_1, \rho] + \gamma \sum_{j=1}^{N} \left( L_j^m \rho L_j^m + L_j^E \rho L_j^E + \frac{1}{2} \left( L_j^m \rho L_j^m + L_j^E \rho L_j^E \right) \right),
\]

where \( L_j^m \) and \( L_j^E \) are the jump operators coupling the matter and gauge fields, respectively, to the environment at strength \( \gamma \). We are interested in dynamics of the gauge violation, supersector projector, electric field, and staggered boson number, given respectively by,

\[
\varepsilon(t) = \text{Tr} \{ \mathcal{G} \rho(t) \}, \quad \mathcal{G} = \frac{1}{N} \sum_j [G_j - g_j^{\text{tar}}],
\]

\[
\langle P_M(t) \rangle = \text{Tr} \{ \rho(t) P_M \}, \quad P_M = \sum_{g : \sum_j g_j = 2M} P_g,
\]

\[
m_{\text{stagger}}(t) = \frac{1}{N} \left| \text{Tr} \left\{ \rho(t) \sum_j (-1)^j a_j^{\dagger} a_j \right\} \right|.
\]

Note that the form of the gauge violation in Eq. (17) is specific for the Z\(_2\) LGT. It is a special case of Eq. (1) using \( g_j^2 = 2g_j \) and dropping an irrelevant factor of 2.
Figure 8. (Color online). (a) Full unitary dynamics of the quench scenario illustrated in Fig. 7(a). Two prethermal plateaus at timescales $\lambda^{-1}$ and $J_a \lambda^{-2}$ (see insets) appear as explained numerically and analytically through a Magnus expansion in Refs. 13 and 14. (b) Complementary results to those of the joint submission Ref. 84, where here we fix $\gamma$ and scan $\lambda$. The conclusion remains the same, with the gauge violation exhibiting diffusive scaling $\varepsilon \sim \gamma t$ at short times for sufficiently small $\lambda$, and ballistic scaling $\sim (\lambda t)^2$ at sufficiently large $\lambda$, with the timescale of the crossover from the former to the latter being $t \propto \gamma/\lambda^2$. Upper inset shows the second (and final in the case of $N = 4$ matter sites) prethermal timescale getting compromised at smaller values of $\lambda$ at which $\gamma = 10^{-6}$ dominates. Lower inset shows that the first prethermal timescale is more resilient than the second, as its timescale persists for smaller values of $\lambda$.

B. Quench dynamics

As shown in Ref. 84, the coexistence of unitary and incoherent gauge-breaking processes leads to competing timescales due to $\lambda > 0$ and $\gamma > 0$ in the $Z_2$ LGT. While incoherent gauge-breaking processes yield a single timescale $1/\gamma$, coherent errors can generate a sequence or "staircase" of prethermal plateaus with timescales $J_a s^{-1}/\lambda^s$ with $s = 0, 1, 2, \ldots, N/2$. These coherent timescales arise due to unitary dynamics in a gauge theory as a result of resonances between different gauge-invariant sectors coupled through $H_1$, as can be shown through a Magnus expansion. In the case of the initial states shown in Fig. 7 with $N = 4$ matter sites, this means two plateaus at timescales $1/\lambda$ and $J_a /\lambda^2$ (the one at timescale $\propto (1/\lambda^2)$ does not appear in this case), at which maximal violation is attained; see Fig. 8(a) for the "staggered" initial product state shown in Fig. 7(a).

The picture changes significantly when $\gamma > 0$; see Fig. 8(b). When $\lambda = 0$ in this case, the gauge violation accumulates diffusively as $\varepsilon \sim \gamma t$ until it reaches a maximal value of unity at $t \approx 1/\gamma$. This gauge violation due to purely incoherent gauge-breaking processes shows no signatures of prethermalization. The picture starts to change for $\lambda > \gamma$, as then the prethermal plateau at timescale $\propto 1/\gamma$ can still appear unaffected by the decoherence, which becomes dominant for $t \gtrsim 1/\gamma$; see lower inset of Fig. 8(b). The effects of decoherence on the second plateau, which in the purely unitary case appears
timescale $\propto J_a/\lambda^2$, are more prominent as can be seen in the upper panel of Fig. 8(b). This plateau survives only when $\lambda^2/J_a \gtrsim \gamma$ as then the final prethermal timescale $\propto J_a/\lambda^2$ appears earlier than the decoherence timescale of $\gamma$.

It is interesting to examine again the short-time scaling of the gauge violation for finite $\lambda$ in Fig. 8(b). The behavior concurs with the conclusions of Ref. 84, where we observe the diffusive scaling $\varepsilon \sim \gamma t$ for $t \lesssim \gamma/\lambda^2$, while for later times $t \gtrsim \gamma/\lambda^2$ the violation is dominated by coherent errors and $\varepsilon \sim \langle\lambda t\rangle^2$. Intriguingly, we thus find in general two regimes where incoherent errors dominate at finite $\lambda$: the first at evolution times $t \lesssim \gamma/\lambda^2$ and the second for $t \gtrsim 1/\gamma$. At intermediate times, the coherent gauge-breaking processes dominate when $\lambda > \gamma$, and both prethermal plateaus appear for $N = 4$ matter sites when $\lambda^2 > \gamma J_a$.

Let us now again look at the dynamics of the super-sector projectors in the presence of decoherence. This is shown for the projectors onto the supersectors $M = 2$ and $M = 4$ in Fig. 8(c,d). Congruent to the conclusions of the joint submission, $84$ we get the same short-time scaling for the supersector projectors $P_2$ and $P_4$, with the crossover from the diffusive regime where $\langle P_2 \rangle \sim \gamma t$ and $\langle P_4 \rangle \sim \gamma^2 t^2$ at $t \lesssim \gamma/\lambda^2$ to the ballistic regime where $\langle P_2 \rangle \sim \lambda^2 t^2$ and $\langle P_4 \rangle \sim \lambda^4 t^4$ at $t \gtrsim \gamma/\lambda^2$. The deterioration of the first prethermal timescale can also be observed in these quantities, and that of the second prethermal plateau is observed in $\langle P_4 \rangle$. The larger $\lambda$ is, the greater the integrity of the prethermal plateaus, with the first plateau exhibiting greater resilience as it survives smaller values of $\lambda$ than its second counterpart. Interestingly, at long times $t \gtrsim 1/\gamma$, both projectors relax to the values $\langle P_2 \rangle \approx 0.125$ and $\langle P_4 \rangle = \langle P_0 \rangle \approx 0.75$, meaning that $\langle P_2 \rangle/\langle P_4 \rangle = \langle P_2 \rangle/\langle P_0 \rangle = 6$, which is equal to the ratio of number of gauge sectors in each supersector. This generally does not happen in the case of no decoherence ($\gamma = 0$), but in the presence of decoherence at any $\gamma > 0$, the long-time limit will ascribe to this behavior. This is due to the fact that the gauge violation has fully diffused in the space of gauge sectors, occupying an equal distribution among all of them.

We also include the dynamics of the staggered boson number in Fig. 8(c) [recall that the total boson number is conserved since $H_2$ and $H_1$ both have global U(1) symmetry, and there is only dephasing on the matter fields] and the electric field in Fig. 8(f). One cannot discern any diffusive behavior at early times in these observables (even by looking at the deviation from the fully unitary case). A deeper reason may be that these local observables are not related to a divergence measure through the gauge sectors, contrary to the gauge violation (see Sec. III A). The leading-order (in $\gamma$) correction to the unitary part of the density matrix is $\gamma t \mathcal{L} \rho_0$ makes a vanishing contribution to both of these observables as discussed in Sec. A 2.

In the quench dynamics of the joint submission and Fig. 8, we have focused on $\lambda > 0$. For completeness, we show in Fig. 9 the effect of $\gamma$ on the dynamics of gauge violation and staggered boson number, considering quench dynamics for the same initial state as in Fig. 7(a) but for $\lambda = 0$. The gauge violation [Fig. 9(a)] spreads diffusively in the gauge sectors scaling as $\varepsilon \sim \gamma t$ at short times before settling into a maximal-violation steady state at $t \approx 1/\gamma$. The staggered boson number [Fig. 9(b)] behaves much the same way as in the case of $\lambda > 0$ in Fig. 8(e): it deviates from the purely coherent dynamics at $t \approx 1/\gamma$, with its temporal average decaying $\sim (\gamma t)^{-1}$ at late times.

### C. Variations of jump operator

So far, we have included dissipation in the gauge fields as governed by the jump operator $L_{j,j+1}^g = \tau_{j,j+1}^g$. To corroborate the generality of our results, we study the effect of a different dissipative jump operator $L_{j,j+1}^g = \tau_{j,j+1}^g$ at various values of $\gamma$ in the presence of coherent gauge-breaking terms at strength $\lambda = 10^{-4} J_a$. We show the associated gauge-violation and super-sector-projector dynamics in Fig. 10. The qualitative picture is unchanged, and we see that the diffusive-to-ballistic crossover is also at $t \propto \gamma/\lambda^2$, with scaling $\sim \gamma t \sim (\gamma t^2)$ in the diffusive regime and scaling $\sim \lambda^2 t^2 \sim \lambda^4 t^4$ in the ballistic regime in the short-time dynamics of the gauge violation and $\langle P_2 \rangle$ ($\langle P_4 \rangle$).
Figure 10. (Color online). Same as Fig. 1 of Ref. 84 but with a different jump operator on the gauge links. Quench dynamics of (a) the gauge violation, (b) supersector projector $P_2$, and (c) supersector projector $P_4$ in the open $Z_2$ LGT starting in the gauge-invariant initial state of Fig. 1(a), in the presence of the unitary gauge-breaking errors of Eq. (15) at strength $\lambda = 10^{-4} J_a$, and coupling to the environment at strength $\gamma$ with the jump operators $L^m_j = a_j a_j^\dagger$ and $L^g_{j,j+1} = \tau_{j,j+1}$ on matter sites and gauge links, respectively. The diffusive-to-ballistic crossover is again at $t \propto \gamma/\lambda^2$.

D. Other initial states

Furthermore, our conclusions remain unaltered for other initial states. Whereas in the joint submission Ref. 84 and hitherto in this paper our initial state has been the staggered product state in Fig. 7(a), in Fig. 11 we show the gauge-violation and supersector-projector dynamics for the “domain-wall” product state in Fig. 7(b). Again, here we include coherent gauge-breaking terms at strength $\lambda = 10^{-4} J_a$ and study the effects of decoherence at various values of the environment coupling $\gamma$, with the jump operators $L^m_j = a_j a_j^\dagger$ and $L^g_{j,j+1} = \tau_{j,j+1}$. The qualitative picture is identical to that of Fig. 1 in Ref. 84 and Fig. 11.

Figure 11. (Color online). Same as Fig. 10 but starting in the gauge-invariant “domain-wall” initial product state of Fig. 7(b) and with $L^g_{j,j+1} = \tau_{j,j+1}$.

E. Multiple quantum coherences

In the $Z_2$ LGT, the MQC are a generalization of those given in Eq. (12), and read

$$I_{\Delta g} = \text{Tr} \{ \rho_{\Delta g} \rho_{\Delta g} \}, \quad (21a)$$
$$\rho_{\Delta g} = \sum g P_{g+\Delta g} \rho_{g}, \quad (21b)$$

where now they measure quantum coherences between gauge-invariant sectors and not just supersectors as in the case of the eBHM (see Sec. IV C). Since the deviations between sectors are vectors, the MQC spectra

$$F(\phi) = \sum_{\Delta g} I_{\Delta g} e^{-i \sum \phi_j \Delta g_j} \quad (22)$$

depend on $N$ angles $\phi = \{ \phi_1, \phi_2, \ldots, \phi_N \}$. In the joint submission Ref. 84, we provide results for the MQC and their spectra, for a given choice of angles, at $\lambda = 10^{-4} J_a$ and $\gamma = 10^{-6} J_a$. Let us now look at these results but with no decoherence, i.e., $\lambda = 10^{-4} J_a$ and $\gamma = 10^{-6} J_a$. The corresponding results are shown in Fig. 12. In the absence of decoherence, the MQC over evolution time and settle at a steady-state value at long times.
[Fig. 12(a)], in contrast to the case with decoherence of Ref. 84, where their temporal averages decay \( \sim (\gamma t)^{-1} \) at \( t > \gamma^{-1} \). The spectrum also behaves fundamentally differently. Whereas in the case with decoherence the spectrum almost vanishes for \( t \gtrsim \gamma^{-1} \), in the closed-system case it is maximal in this temporal regime.

Our choice of the MQC-spectrum angles in the main text is neither special nor unique. Due to symmetry, we have

\[
\begin{align*}
F(\phi_1, 0, \phi_3, 0) &= F(0, \phi_2, 0, \phi_4), \\
F(\phi_1, \phi_2, 0, 0) &= F(0, \phi_2, \phi_3, 0), \\
F(0, \phi_2, \phi_3, 0) &= F(\phi_1, 0, 0, \phi_4).
\end{align*}
\]

For completeness, we show in Fig. 13 for the MQC spectra \( F(\phi_1, \phi_2, 0, 0) \) and \( F(0, \phi_2, \phi_3, 0) \) in the presence of gauge-breaking coherent and incoherent errors at strengths \( \lambda = 10^{-4} J_a \) and \( \gamma = 10^{-6} J_a \). We show \( F(\phi_1, \phi_2, 0, 0) \) at evolution times (a) \( t = 10^4/J_a \), (b) \( t = 10^5/J_a \), and (c) \( t = 10^6/J_a \), and we show \( F(0, \phi_2, \phi_3, 0) \) at evolution times (d) \( t = 10^4/J_a \), (e) \( t = 10^5/J_a \), and (f) \( t = 10^6/J_a \). The results show that decoherence diminishes the spectrum, in agreement with the conclusion from Fig. 2(c-e) of the joint submission.

It is interesting to compare these findings to the dynamics of the MQC with a different jump operator. As such, we again start in the staggered initial state of Fig. 7(a) and set the jump operator \( L_{j,j+1}^g = \tau_{j,j+1}^g \). Once again, we set \( \lambda = 10^{-4} J_a \) and \( \gamma = 10^{-6} J_a \), with \( L_j^m = a_j^g \). (The dynamics of the gauge violation and supersector projectors for this quench protocol are shown in Fig. 10.) The corresponding MQC results are shown in Fig. 14. Unlike the case of \( L_{j,j+1}^g = \tau_{j,j+1}^g \) (see Fig. 2 of Ref. 84), the MQC do not decay to zero when \( L_{j,j+1}^g = \tau_{j,j+1}^g \), but rather saturate at finite steady-state values. This behavior depends on the fixed point of the Liouvillian superoperator. Indeed, we have checked (not shown) that when the “domain-wall” product state shown in Fig. 7(b) is the initial state, the MQC take on the same steady-state values as those shown in Fig. 14.

### F. Variations of relative strength of incoherent errors

Let us now investigate the effect of turning on the dephasing and dissipation at different strengths \( \gamma_m \) and \( \gamma_g \), respectively. The Lindblad master equation generalizes...
Figure 14. (Color online). Same as Fig. 2 of Ref. 84 but with $L_{g,j,j+1} = \tau_{j,j+1}$ and including additional angles for the MQC spectra. (a) Dominant MQC. (b-j) MQC spectra, with rows from left to right $F(\phi_1,0,\phi_3,0)$, $F(\phi_1,\phi_2, 0, 0)$, and $F(0, \phi_2, \phi_3, 0)$ and columns from left to right $t_J = 10^4$, $t_J = 10^5$, and $t_J = 10^6$. In contrast to the case of $L_{g,j,j+1} = \tau_{j,j+1}$ as in Fig. 2 of Ref. 84, here the MQC do not decay to zero, but rather saturate at finite steady-state values. This behavior depends on the fixed points of the Liouvillian superoperator.

Interestingly, the dephasing strength $\gamma_m$ has little effect on the short-time dynamics of the gauge violation, which at short times $t \lesssim \gamma_m / \lambda^2$ scales as $\varepsilon \sim \gamma_m t$, and at intermediate times $\gamma_m / \lambda^2 < t \lesssim 1 / \lambda$ scales as $\varepsilon \sim (\lambda t)^2$ due to the dominance of coherent gauge-breaking terms.

In fact, it can be shown in TDPT (see Sec. A 2) that the contribution to the gauge violation due to dephasing at short times vanishes. However, we find that both $\gamma_m$ and $\gamma_g$ have a significant effect on the later timescale at which decoherence dominates at maximal violation, with this timescale being roughly $1 / \max \{\gamma_g, \gamma_m\}$, as can be seen in the lower insets of Fig. 15(a,b). In particular, dephasing incurs a nonperturbative effect on the prethermal plateaus, as shown in the lower inset of Fig. 15(a).

Figure 15. (Color online). Dynamics of the gauge-invariance violation at different environment-coupling strengths $\gamma_m$ for the dephasing on matter fields and $\gamma_g$ for the dissipation on gauge links, with fixed strength $\lambda = 10^{-4}J_a$ of coherent gauge-breaking processes. (a) Gauge violation at various values of $\gamma_m$ for fixed value of $\gamma_g = 10^{-10}J_a$. (b) Gauge violation at various values of $\gamma_g$ for a fixed value of $\gamma_m = 10^{-10}J_a$. Dissipation clearly shows an effect on the gauge violation at short times, whereas dephasing does not. However, at late times dephasing also has a clear effect on the prethermal plateaus, as shown in the lower inset of (a).

G. Dynamics under gauge protection

Recently, several theoretical works have proposed to use gauge protection to suppress processes driving the system out of its initial gauge-invariant sector, and the principle has been demonstrated experimentally for a U(1) gauge theory. The basic idea is to introduce a suitable energy-penalty term, which for a $Z_2$ gauge theory reads

$$V_{HG} = V \sum_j G_j,$$

where $V$ controls the protection strength. For sufficiently large $V$, the associated gauge violation due to $H_1$ is suppressed by $(\lambda/V)^2$, and the ensuing dynamics is perturbatively close to a renormalized version of
the ideal gauge theory. Using as quench Hamiltonian $H = H_0 + \lambda H_1 + V H_G$, and numerically solving the respective Lindblad master equation

$$\dot{\rho} = -i[H_0 + \lambda H_1 + V H_G, \rho] + \gamma \sum_{j=1}^{N} \left( L^m_j \rho L^m_j + \Lambda^m_{j+1} \rho \Lambda^m_{j+1} \right) - \frac{1}{2} \left( J^m_j L^m_j + \Lambda^m_{j+1} L^m_{j+1} + L^m_j \Lambda^m_{j+1} \right) \right)$$

(26)

at fixed values of $\gamma$ and $\lambda$, we obtain the gauge-violation dynamics shown in Fig. 16. We find that a finite $V$ suppresses only coherent contributions to the gauge violation, but not incoherent ones. This finding is not surprising as the dissipative errors in our work are modelled by a Markovian Lindblad master equation that couples states regardless of their energy differences, and which is thus oblivious to energy penalties.

Interestingly, for intermediate values of the protection strength ($V = J_\alpha$ at $\lambda = 10^{-\lambda} J_\alpha$), we see that after going from diffusive ($\varepsilon \sim \gamma t$) to ballistic ($\varepsilon \sim \lambda t^2$) dynamics at $t \lesssim \gamma / \lambda^2$, the gauge violation again exhibits diffusive behavior before settling into a maximal-violation steady state at $t = 1 / \gamma$. The larger $V$ is, the shorter is the intermediate ballistic regime. At sufficiently large $V$, coherent errors are almost completely suppressed and the ballistic regime vanishes, with the gauge violation scaling as $\varepsilon \sim \gamma t$ for all times $t \lesssim 1 / \gamma$.

**H. Dynamics under particle loss**

Until now, within Sec. V we have considered only dephasing in the matter fields in order to allow for the conservation of particle number, thereby enabling us to achieve larger system sizes (see Appendix B for further details). Here, we consider also dissipation in the matter fields. In particular, we will choose $L^m_j = a_j$ while also using $L^m_{j+1} = \tau_+^{j+1}$ and fixing $\lambda = 10^{-4} J_\alpha$. Again, we consider the initial state in Fig. 7(a) for $N = 2$ matter sites (here, $N = 4$ matter sites is numerically intractable for the evolution times we need to reach in our calculations), and solve Eq. (16) for $\lambda = 10^{-4} J_\alpha$ using several values of $\gamma$. The corresponding results for the gauge-violation dynamics are shown in Fig. 17(a). For ease of comparison, we repeat these results for the case of dephasing on matter fields with jump operators $L^m_j = a_j$ in Fig. 17(b), just as in all the results before this point. Aside from the absence of a second prethermal plateau due to the halved matter-site number, the results are very similar to those in Fig. 1(b) of Ref. 84, and the qualitative behavior is identical: the gauge violation displays a crossover from diffusive scaling $\varepsilon \sim \gamma t$ to ballistic scaling $\varepsilon \sim \lambda t^2$ at $t \propto \gamma / \lambda^2$ when $\gamma < \lambda$. As such, we can conclude that our results in Ref. 84 are general, and are not restricted by considering only dephasing in the matter fields.

**I. Decoherence starting from equilibrium**

Aside from quench dynamics, we also study the effect of decoherence through jump operators $L^m_j = a_j$ and $L^m_{j+1} = \tau_+^{j+1}$ on the ground state of an LGT with $N = 4$ matter sites and periodic boundary conditions. For this aim, we prepare our system in the ground state of $H_0$, and switch on decoherence at $t = 0$ according to the Lindblad master equation (16) with $\lambda = 0$. Such a scenario may occur, e.g., when variational state preparation is used to achieve a good approximation to a gauge-invariant initial ground state, which is then stored in the quantum computer and thus subjected to decoherence. As we do not project the ground state into the target gauge-invariant sector $g_{\text{tar}}$, the gauge violation at $t = 0$ starts at a finite nonzero value. At $t > 0$, it grows as $\varepsilon \sim \gamma t$ at short times until the system settles into a maximal-violation steady state at $t \approx 1 / \gamma$, as shown in Fig. 18(a).

It is also instructive to investigate the projectors onto
Figure 17. (Color online). Dynamics of gauge violation in the $Z_2$ LGT with $N = 2$ matter sites in the presence of dissipation in the gauge fields with jump operators $L_{g,j,j+1}^i = \tau_z^{j,j+1}$ and (a) dissipation in the matter fields with jump operators $L_{m,j}^i = a_j^\dagger a_j$ and (b) dephasing in the matter fields with jump operators $L_{m,j} = a_j$ and (b) dephasing in the matter fields with jump operators $L_{m,j} = a_j^\dagger a_j$, just as in all the results for the $Z_2$ LGT before now. Coherent gauge breaking is at strength $\lambda = 10^{-4} J_a$. The behavior is qualitatively identical whether the matter fields are subjected to dephasing or dissipation. The fact that we have only $N = 2$ matter sites here brings about only a single prethermal plateau instead of two as in the case of $N = 4$ matter sites.\textsuperscript{13,14}

Figure 18. (Color online). (a) Time evolution of gauge-invariance violation after starting in the ground state of the $Z_2$ LGT and switching on decoherence with strength $\gamma$ at $t = 0$. Note that the ground state of $H_0$ is not gauge-invariant, a consequence of the fact that different gauge-invariant sectors of $H_0$ have energy overlaps. Similarly to the case of quench dynamics, the gauge violation at short times scales $\sim \gamma t$ before plateauing at its maximal value. (b) Projectors onto the three accessible gauge-invariant supersectors. Their steady-state expectation values are proportional to the number of constituent gauge-invariant sectors.\textsuperscript{11,14}

Figure 19. (Color online). Same scenario as in Fig. 18: we start in the ground state of $H_0$ and switch on decoherence at $t = 0$. Running averages of the (a) MQC intensity $I_{\Delta g = (2,2,2,2)}$ and (b) staggered boson number are shown. Unlike the gauge violation and supersector projectors, these observables show no trace of diffusive behavior at short times, but they decay $\sim (\gamma t)^{-1}$ due to decoherence for $t \gtrsim 1/\gamma$.\textsuperscript{11,14}
As in the case of Fig. 20, how there are three prethermal plateaus instead of just two. The leading order of coherent contribution, which identically vanishes in the case of $\lambda = 0$, is again gauge-noninvariant, but not the ground state of $H_0$. This makes the leading order of coherent contribution $\propto \lambda t^2$, which identically vanishes in the case of $\lambda = 0$ of Fig. 20. This therefore leads to a crossover from a diffusive spread $\sim \gamma t$ to a ballistic scaling $\sim \lambda t^2$ at an earlier timescale $t \propto \gamma/\lambda < \gamma/\lambda^2$. Note here in the purely coherent case (a) how there are three prethermal plateaus instead of just two as in the case of Fig. 20.

A more interesting scenario is starting in ground state of $H_0 + \lambda_1 H_1$, which may become relevant in situations where a pre-quench state-preparation protocol is already subject to gauge-breaking errors. Not only is the initial state here gauge-noninvariant, the presence of $H_1$ allows for a competition between coherent errors and their incoherent counterparts due to decoherence.

We first consider the case when $\lambda_1 = 0$, i.e., we have managed to prepare the system in the ground state of the ideal gauge theory without any coherent errors, but we shall assume that upon quenching, unitary errors $\lambda H_1$ will be present. This scenario may appear when the preparation follows one protocol, e.g., a variational principle, while the quench dynamics is studied with another, e.g., an analog quantum-simulation scheme. The ensuing dynamics of the gauge-violation change is shown in Fig. 20(a) for the case without decoherence but with finite $\lambda > 0$. The gauge violation grows $\sim \lambda^2 t^2$ at early times, with all lower-order coherent contributions vanishing identically as rigorously explained in Sec. A.1 while the quench dynamics is studied with TDPT. The gauge violation exhibits the pre-onset and final plateaus at timescales $\propto 1$ and $\propto J_a/\lambda^2$, respectively, but the onset plateau at timescale $\propto 1/\gamma$, prominent in the case of gauge-invariant states, is missing here. Maximal violation occurs at the final prethermal timescale $\propto J_a/\lambda^2$. Upon introducing decoherence through jump operators $L_{j,j}^a = a_j^\dagger a_j$ and $L_{j,j+1}^g = \tau_j^g \tau_{j+1}^g$ in Fig. 20(b) at fixed $\lambda$, a crossover emerges at $t \propto \gamma/\lambda^2$ from a diffusive spread $\sim \gamma t$ in the gauge violation to a ballistic spread $\sim \lambda^2 t^2$, similarly to the generic behavior we find when starting in a gauge-invariant initial state. Moreover, decoherence compromises the prethermal plateaus, with its effect more apparent on the later plateaus.

On the other hand, when $\lambda_1 \neq 0$, i.e., when $\rho_0$ is gauge-noninvariant but also not the ground state of $H_0$, a lower-order coherent contribution $\propto \lambda t^2$ that vanishes in the case of $\lambda_1 = 0$, now becomes finite, and thus the gauge-violation change scales $\sim \lambda t^2$ at early times in the case of no decoherence, as shown in Fig. 21(a). Interestingly, here we find all three prethermal plateaus: pre-onset at timescale $t \propto 1$, onset at $t \propto 1/\lambda$, and final at $t \propto J_a/\lambda^2$. By switching on decoherence through jump operators $L_{j,j}^a = a_j^\dagger a_j$ and $L_{j,j+1}^g = \tau_j^g \tau_{j+1}^g$ at a fixed values of $\lambda$, we see that a crossover appears where the gauge-violation difference goes from a diffusive scaling $\sim \gamma t$ to a ballistic spread $\sim \lambda t^2$ at the timescale $t \propto \gamma/\lambda^2$. As expected, decoherence also compromises the prethermal plateaus in this case.

VI. U(1) QUANTUM LINK MODEL

To further demonstrate the generality of our findings, we now study the gauge-violation dynamics in the U(1)
quantum link model (QLM) given by $^{69,78,108,109}$

$$H_0 = \sum_{j=1}^{N} \left[ -J (\sigma_j^- \tau_{j,j+1}^+ \sigma_{j+1}^- + \text{H.c.}) + \frac{\mu}{2} \sigma_j^z \right], \quad (27)$$

where the Pauli matrix $\sigma_j^+$ is the creation operator of a particle on site $j$, while the Pauli matrix $\tau_{j,j+1}^+$ ($\tau_{j,j+1}^\sigma$) on link $j, j+1$ represents the gauge (electric) field. Here, we consider a lattice of $N = 2$ matter sites and periodic boundary conditions. The Gauss’s-law generator is

$$G_j = \frac{(-1)^j}{2} (\tau_{j-1,j}^\sigma + \sigma_j^x + \tau_{j,j+1}^\sigma + 1). \quad (28)$$

and has eigenvalues $g_j = -1, 0, 1, 2$. This model has been the subject of recent ultracold-atom experiments.\(^{78,110}\)

We calculate the quench dynamics of this model in the presence of decoherence through jump operators $L_j^m = \sigma_j^z$ and $L_j^g = \tau_{j,j+1}^\sigma$, both at environment-coupling strength $\gamma$, by solving the Lindblad master equation (16) with

$$\lambda H_1 = \lambda \sum_j (\sigma_j^- \sigma_{j+1}^+ + \sigma_j^+ \sigma_{j+1}^- + \tau_{j,j+1}^\sigma), \quad (29)$$

which describes unassisted matter tunneling and gauge flipping, and we consider the jump operators $L_j^m = \sigma_j^z$ and $L_j^g = \tau_{j,j+1}^\sigma$, although we have checked that other choices of the jump operators yield the same qualitative picture. Moreover, the gauge-invariant initial state $\rho_0$ has zero matter particles and a Néel configuration of the electric field. In our numerics, we have set $J = 1$ and $\mu = 0.05$, though we have checked that our conclusions are independent of this particular choice of parameters.

The ensuing time evolution of the gauge violation is shown in Fig. 22. Focusing first on the long-time dynamics, we again see how decoherence compromises the prethermal plateau, but, more dramatically than in the case of the $Z_2$ LGT, it drives the gauge violation to a larger value. This is because the U(1) QLM has a larger number of gauge-invariant sectors (due to an eigenvalue $g_j$ having four possible values) some of which do not have resonances through $H_1$ with one another—unlike the $Z_2$ LGT, here the value of $g_j$ restricts the possible values that $g_{j-1}$ and $g_{j+1}$ can take. In the presence of decoherence, resonances between these gauge-invariant sectors are facilitated, and this is what leads to a larger long-time violation compared to the purely unitary-error case. Furthermore, as can be seen in Fig. 22, the short-time dynamics and the diffusive-to-ballistic crossover are identical to those for the $Z_2$ LGT and the eBHM, further validating the generality of our results. Indeed, as we rigorously show in Sec. A through TDPT, our conclusions are valid for any many-body system with local of global symmetries.

VII. CONCLUSIONS AND OUTLOOK

In this work, we have considered the dynamics of quantum systems where a symmetry is slightly broken, with special focus on the interplay between coherent and dissipative errors. To obtain a general unifying picture, we have performed extensive numerical studies and analytical derivations, considering a broad range of scenarios including dynamics starting from initial product states and from ground states, as well as a variety of models with global symmetries [global U(1) symmetry in an extended Bose-Hubbard model corresponding to total particle-number conservation] and local symmetries [$Z_2$ and U(1) gauge symmetries corresponding to Gauss’s law].

From these, several generic features emerge. First, the symmetry violation—the expectation value of the symmetry generator—generically reveals a short-time crossover from diffusive to ballistic or even hyperballistic mean-square displacement across symmetry sectors. Second, for purely coherent errors interference effects can prevent the symmetry violation to reach its theoretical
maximum, even in the long-time limit. Decoherence can lift these interference effects. As a consequence, the dynamics typically is dominated by decoherence at early and late times, while it is dominated by coherent errors in an intermediate time window. Third, the MQC is a powerful tool to reveal this complex interplay by quantifying the coherence between symmetry sectors encapsulated in the quantum state. Counterintuitively, we find situations where the addition of decoherence to coherent errors can increase the MQCs.

Our findings will be highly relevant for quantum simulation experiments on NISQ devices. They illuminate the general behavior with which the dynamics of a quantum many-body system under slight symmetry breaking de-teriorates from the ideal model with intact conservation laws. These enable to estimate, e.g., target time scales that experimental technology needs to achieve in order to observe desired phenomena.

**ACKNOWLEDGMENTS**

This work is part of and supported by the Interdisciplinary Center Q@TN — Quantum Science and Technologies at Trento, the DFG Collaborative Research Centre SFB 1225 (ISOQUANT), the Provincia Autonoma di Trento, and the ERC Starting Grant StrEnQTh (Project-ID 804305).

---

**Appendix A: Time-dependent perturbation theory**

In our results, we have seen that the symmetry violation transitions from diffusive behavior $\varepsilon \sim \gamma t$ at short times to ballistic behavior $\varepsilon \sim \lambda^m t^m$ with integers $m \geq 1$ and even $n \geq 2$ at intermediate times. To put these numerical results on an analytic footing, we rigorously derive here the corresponding scalings in time-dependent perturbation theory (TDPT).\textsuperscript{77,111} Let us first rewrite Eqs. (8) and (16) in the concise form

\begin{equation}
\dot{\rho} = (S + \gamma L) \rho, \quad (A1a)
\end{equation}

\begin{equation}
S \rho = -i[H, \rho], \quad (A1b)
\end{equation}

\begin{equation}
L \rho = \sum_{j=1}^{N} \left( L_j \rho L_j^\dagger - \frac{1}{2} \{ L_j^\dagger L_j, \rho \} \right). \quad (A1c)
\end{equation}

where, without loss of generality, we have used the jump operators $L_j$ without distinguishing between those acting on matter or gauge fields as that is inconsequential in the following derivations. Accordingly, the exact solution to Eq. (A1a) is

\begin{equation}
\rho(t) = e^{(S+\gamma L)t} \rho_0. \quad (A2)
\end{equation}

The Taylor expansion of this solution is

\begin{equation}
\rho(t) = \sum_{n=0}^{\infty} (S + \gamma L)^n \frac{t^n}{n!} \rho_0
\end{equation}

\begin{equation}
= \left\{ 1 + \sum_{n=1}^{\infty} \left[ S^n + \gamma \sum_{m=0}^{n-1} S^m LS^{n-m-1} + \gamma^2 \sum_{m=1}^{n-1} \sum_{k=0}^{n-m-1} S^{n-m-k-1} LS^k LS^{m-1} + \mathcal{O}(\gamma^3) \right] \frac{t^n}{n!} \right\} \rho_0. \quad (A3)
\end{equation}

1. **Coherent terms**

It is important to recall here that $\gamma$ is not the only perturbative parameter in this problem, because there are coherent errors at perturbative strength $\lambda$ encapsulated within the unitary processes of $S$. In the case of $\gamma = 0$, one can show that the leading order in gauge violation scales as $\varepsilon \sim (\lambda t)^2$ at short times $t \lesssim 1/\lambda$ when starting in a symmetric state or a generic eigenstate of $H_0$, or as $\varepsilon \sim \lambda t^2$ when starting in an unsymmetric state that is also not an eigenstate of $H_0$. This can be seen by considering the first- and second-order (in $S$) terms of Eq. (A3) for $\gamma = 0$. If we were to write $S = S_0 + \lambda S_1$, where $S_0$ contains all the processes due to $H_0$ while $S_1$ all those due to $H_1$, the corresponding approximate density matrix would be

\begin{equation}
\rho(t) \approx \left[ 1 + tS_0 + \frac{1}{2} \lambda^2 S_0^2 + \lambda t S_1 + \frac{1}{2} \lambda^2 (S_0 S_1 + S_1 S_0) + \frac{1}{2} \lambda^2 \lambda^2 S_1^2 \right] \rho_0. \quad (A4)
\end{equation}
Employing for convenience the symmetry-violation operator $\mathcal{G}$ [see Eqs. (9) and (17)], it is straightforward to derive

$$\text{Tr} \{ \mathcal{G} \rho_0 \} = 0 \text{ for all } \rho_0 \text{ in target symmetry sector}, \quad (A5a)$$

$$t \text{ Tr} \{ \mathcal{G} \rho_0 \} = -i t \text{ Tr} \{ [\mathcal{G}, H_0] \rho_0 \} = 0, \forall \rho_0, \quad (A5b)$$

$$t^2 \text{ Tr} \{ \mathcal{G} \rho_0 \} = 0, \forall \rho_0, \quad (A5c)$$

$$\lambda t \text{ Tr} \{ \mathcal{G} \rho_0 \} = -i \lambda t \text{ Tr} \{ [\mathcal{G}, H_0, \rho_0] \}, \quad (A5d)$$

$$\lambda^2 \text{ Tr} \{ \mathcal{G} \rho_0 \} = -\lambda^2 \text{ Tr} \{ [\mathcal{G}, H_0, \rho_0] \} = 0, \forall \rho_0, \quad (A5e)$$

$$\lambda^2 \text{ Tr} \{ \mathcal{G} \rho_0 \} = -\lambda^2 \text{ Tr} \{ [\mathcal{G}, H_0, \rho_0] \} = 0, \forall \rho_0, \quad (A5f)$$

In the Eqs. (A5) that identically vanish for any initial state $\rho_0$, we have used the cyclic property of the trace, and the fact that $[H_0, \mathcal{G}] = 0$. The remaining term in Eq. (A4) makes the following contribution to the symmetry violation:

$$\frac{1}{2} \lambda^2 t^2 \text{ Tr} \{ \mathcal{G}^2 \rho_0 \} = -\frac{1}{2} \lambda^2 t^2 \text{ Tr} \{ \mathcal{G} H_0 H_1 \rho_0 \} \neq 0 \text{ in general.} \quad (A6)$$

In case $\rho_0$ is symmetric, then Eqs. (A5d) and (A5f) vanish since $\mathcal{G} \rho_0 = \rho_0 \mathcal{G} = \text{const} \times \rho_0$, which means that the leading nonvanishing coherent contribution to the gauge violation is, at lowest order, $\propto \lambda^2 t^2$ due to Eq. (A6). This is shown numerically in Fig. 1(b) of Ref. 84, and also in, e.g., Figs. 8, 10, and 11 of this work for the $Z_2$ LGT, Fig. 22 for the U(1) QLM, and in Figs. 2(a,c) and 3 for the eBHM. Note how in Figs. 2(b) and 4 the leading coherent contribution to the gauge violation is $\propto \lambda^2 t^4$ rather than $\propto \lambda^2 t^2$. This is due to a special interplay between the staggered symmetric initial state shown in Fig. 1(a) and the two-body error term of Eq. (11). In that case, since $\rho_0$ is symmetric, Eq. (A6) reduces to $\lambda^2 t^2 \text{ Tr} \{ \mathcal{G} H_0 H_1 \}$. Moreover, $H_1 \rho_0 H_1$ vanishes as $H_1$ removes or adds bosons on two adjacent sites simultaneously, while $\rho_0$ has a staggered boson occupation. The next leading term in the Taylor expansion of the density matrix, $\propto \lambda^2 t^4 H_1 H_0 \rho_0 H_0 H_1$, does not vanish since $H_0$ actuates tunneling, leading to $H_0 \rho_0 H_0$ containing filled adjacent sites.

In case $\rho_0$ is unsymmetric, then theoretically Eq. (A5d) does not vanish in general. However, our numerical investigations suggest that this happens in one artificial and two pathological cases. The first pathological case is when $\rho_0$ is an eigenstate of a highly nonlocal Hamiltonian that does not commute with $\mathcal{G}$. The second is when $H_1$ is itself highly nonlocal and does not commute with either $\rho_0$ or $\mathcal{G}$. Usually in modern experimental setups the coherent gauge-breaking errors in the preparation of $\rho_0$ and during the dynamics are local. Our numerical checks reveal that in such realistic situations the coherent contribution $\propto \lambda t$ usually vanishes. Indeed, when the unitary errors in the preparation of $\rho_0$ and during the dynamics are due to the same term $H_1$, then Eq. (A5d) vanishes identically. Let $\rho_0$ be the ground state of $H_0 + \lambda \lambda_1 H_1$ with $\lambda_1 \neq 0$, while the unitary quench dynamics is actuated by $H_0 + \lambda H_1$. One can derive

$$\lambda t \text{ Tr} \{ [\mathcal{G}, H_1] \rho_0 \} = \lambda t \text{ Tr} \{ \mathcal{G} [H_1, \rho_0] \} = \frac{\lambda}{\lambda_1} t \text{ Tr} \{ \mathcal{G} [H_0 + \lambda \lambda_1 H_1, \rho_0] \} = 0, \quad (A7)$$

where we have invoked Eq. (A5b). This is why the leading coherent order in such a case is $\propto \lambda t^2$, as can be seen in Fig. 6 for the eBHM and Fig. 21 for the $Z_2$ LGT. Thus, when $\rho_0$ is unsymmetric due to generic experimental preparation errors $H_1$, the nonvanishing leading coherent contribution to the symmetry violation is $\propto \lambda t^2$ due to Eq. (A6).

To illustrate the artificial case, let us assume we are in a common eigenbasis of $H_0$ and $\mathcal{G}$. Then if in this eigenbasis there are eigenstates that are degenerate with respect to $H_0$ but not to $\mathcal{G}$, then an arbitrary superposition of these eigenstates, itself still an eigenstate of $H_0$, is no longer an eigenstate of $\mathcal{G}$, thereby possibly leading to a finite contribution $\propto \lambda t$ due to Eq. (A5d). Realistically, such a state seems difficult to prepare in experiment. Moreover, when $\rho_0$ is an eigenstate of $H_0$, no matter how artificially engineered, Eq. (A6) completely vanishes by noting the cyclic property of the trace and that $[H_0, \rho_0] = 0$. Therefore, when the initial state is a generic eigenstate of $H_0$, the leading coherent contribution to the gauge violation is $\propto \lambda^2 t^2$, i.e., the same as that for a symmetric initial state. This is indeed what we see in Fig. 20.

In order to explain the short-time scalings of the supersector projectors in the ballistic regime in Figs. 8, 10, and 11 of this work and Fig. 1(c,d) of Ref. 84 in the case of the $Z_2$ LGT, we focus on the case of a symmetric initial state, as is used in these aforementioned results. If we replace $\mathcal{G}$ with $P_2$ in Eqs. (A5b)−(A6), we will arrive at the same conclusions since $[\mathcal{G}, P_2] = [H_0, P_2] = 0$, and because $P_2$ includes violations, with respect to the target gauge sector $\mathcal{G}_\text{tar} = 0$, due to first-order processes in $H_1$, meaning that $\lambda^2 t^2 \text{ Tr} \{ P_2 H_1 \rho_0 H_1 \} \neq 0$ in general, which explains its ballistic behavior $\sim \lambda^2 t^2$ at early times.
For the same reasons, it is also found that Eqs. (A5b)–(A5f) will all hold if we replace \( \mathcal{G} \) with \( \mathcal{P}_4 \), but differently, we would get \( \lambda^2 t^2 \) \( \text{Tr} \{ \mathcal{P}_4 H_1 \rho_0 H_1 \} = 0 \), because \( H_1 \rho_0 H_1 \) does not involve any second-order processes in \( H_1 \), and the (super)sector \( M = 4 \) includes only such processes (this order could become nonzero for a less localized \( H_1 \) that breaks four local symmetry generators simultaneously). For similar reasons, coherent terms \( \propto \lambda^2 \gamma \) cannot involve second-order processes in \( H_1 \) on both sides of \( \rho_0 \) at the same time (the associated terms would be \( H_1 H_1 H_1 \rho_0, H_1 H_1 \rho_0 H_1, \) and their Hermitian conjugates), and their contribution to \( \langle \mathcal{P}_4 \rangle \) vanishes. Thus, for the error terms considered in this work the nonvanishing leading-order coherent contribution for \( \mathcal{P}_4 \) at early times is \( \lambda^4 t^4 \) \( \text{Tr} \{ \mathcal{P}_4 H_1 \rho_0 H_1 H_1 \} / 24 \neq 0 \) in general, which explains its scaling \( \sim \lambda^4 t^4 \) in the ballistic regime.

2. Leading incoherent terms

In the presence of decoherence, the dominant contribution to the unitary part of the density matrix at leading order of \( \gamma_0 = \gamma t \rho_0 \), as can be seen for \( n = 1 \) (and, consequently, \( m = 0 \)) in Eq. (A3). The contribution to the gauge violation \( \varepsilon [\text{see Eq. (17)}] \) at short times due to the term \( \gamma t \mathcal{L} \rho_0 \) is

\[
\gamma t \text{Tr} \{ \mathcal{G} \mathcal{L} \rho_0 \} = \gamma t \sum_j \text{Tr} \left\{ \mathcal{G} L_j \rho_0 L_j^\dagger - \frac{1}{2} \mathcal{G} L_j^\dagger L_j \rho_0 - \frac{1}{2} \mathcal{G} \rho_0 L_j L_j^\dagger \right\} \neq 0 \quad \text{in general,} \tag{A8}
\]

regardless of whether \( \rho_0 \) is symmetric or not. Indeed, the term \( \gamma t \mathcal{L} \rho_0 \) involves only incoherent gauge-breaking processes, and its contribution will lead to diffusive scaling \( \sim \gamma t \) in the gauge violation. This diffusive behavior will dominate over the leading-order coherent gauge breaking \( \propto \lambda^2 t^2 \) for evolution times \( t \lesssim \gamma / \lambda^2 \) in case of a symmetric initial state or a generic eigenstate of \( H_0 \), as shown in Fig. 1(b) of Ref. 84 and Figs. 8, 10, 11, 15, 17, and 20 in case of the \( Z_2 \) LGT, Fig. 22 for the \( U(1) \) QLM, and Fig. 3 for the eBHM. In the case of a generic (i.e., not pathological or artificial; see discussion in Sec. A 1) unsymmetric initial state, the diffusive scaling \( \sim \gamma t \) will dominate over the leading-order coherent contribution \( \propto \lambda t^2 \) for \( t \lesssim \gamma / \lambda \), as seen in Fig. 6 for the eBHM and Fig. 21 for the \( Z_2 \) LGT. However, this crossover can be made even earlier, such as in the case of hyperballistic scaling \( \propto \lambda^2 t^4 \) shown in Fig. 4, where it becomes \( t \propto (\gamma / \lambda)^2 \). By replacing \( \mathcal{G} \) with \( \mathcal{P}_2 \) in Eq. (A8), it is straightforward to see that the same dominant incoherent contribution to \( \mathcal{P}_2 \) is also \( \propto \gamma t \), and it will therefore show diffusive scaling \( \sim \gamma t \) at early times. Replacing \( \mathcal{G} \) with the supersector projector \( \mathcal{P}_4 \) in Eq. (A8), we see that when \( \rho_0 \) is symmetric or a generic eigenstate of \( H_0 \), \( \mathcal{P}_4 \) cannot scale \( \sim \gamma t \) in the diffusive regime. We will come back to this later. However, if \( \rho_0 \) is unsymmetric (but not a generic eigenstate of \( H_0 \) or another observable commuting with \( \mathcal{G} \)) with finite support in the supersector \( M = 2 \), then \( \mathcal{P}_4 \) can show diffusive behavior \( \sim \gamma t \) at early times.

We can also explain from Eq. (A8) why when dissipation and dephasing have different environment-coupling strengths \( \gamma_0 \) and \( \gamma_0 \), respectively, the gauge violation at short times scales diffusively as \( \varepsilon \sim \gamma_0 t \), with dephasing having no effect as shown in Fig. 15. In the case of dephasing, \( L_j^{\rho_0} = a_j^\dagger a_j \) does not create a violation in the system because \( \left[ \mathcal{G}, a_j^\dagger a_j \right] = \left[ G_t, a_j^\dagger a_j \right] = 0 \), \( \forall j, l \), and so the associated contribution \( \gamma_0 t \sum_j \text{Tr} \{ \mathcal{G} a_j^\dagger a_j \rho_0 a_j a_j^\dagger \} = 0 \), where we recall that \( \rho_0 \) lies in the target symmetry sector \( \mathcal{G} = 0 \). As such, the only remaining contribution from Eq. (A8) is \( \gamma_0 t \sum_j \text{Tr} \{ \mathcal{G} L_j^\rho_0 L_j^\rho_0 \} \), which does not vanish in general, because \( \forall l : \left[ G_t, L_j^\rho_0 \right] = 0 \) in the case of dissipation. The supersector projector \( \langle \mathcal{P}_2 \rangle \) exhibits the same behavior as the violation.

In contrast, the term \( \gamma t \mathcal{L} \rho_0 \) in the Taylor expansion of Eq. (16) leads to a vanishing contribution to \( \langle \mathcal{P}_4 \rangle \) because \( \text{Tr} \{ \mathcal{P}_4 L_j^{\rho_0} L_j^{\rho_0} \} = 0 \) as the jump operators drive the system into the supersector \( M = 2 \). As discussed in Sec. A 1, this is similar to the reason why \( \text{Tr} \{ \mathcal{P}_4 H_1 \rho_0 H_1 \} = 0 \), as it involves first-order processes in \( H_1 \), which drive the system into the supersector \( M = 2 \), and thus \( \langle \mathcal{P}_4 \rangle \) cannot show scaling \( \sim \lambda^2 t^2 \) either.

It is important to note here that leading-order (in \( \gamma \)) corrections to the density matrix in Eq. (A3) also include terms that are quadratic in time, and involve the term \( \gamma t^2 (\mathcal{L} \mathcal{S} + \mathcal{S} \mathcal{L}) \rho_0 \), which can be rewritten as

\[
\gamma t^2 (\mathcal{L} \mathcal{S} + \mathcal{S} \mathcal{L}) \rho_0 = [\gamma t^2 (\mathcal{L} \mathcal{S}_0 + \mathcal{S}_0 \mathcal{L}) + \gamma \lambda^2 (\mathcal{L} \mathcal{S}_1 + \mathcal{S}_1 \mathcal{L})] \rho_0. \tag{A9}
\]

The purely incoherent gauge-breaking term \( \gamma t^2 (\mathcal{L} \mathcal{S}_0 + \mathcal{S}_0 \mathcal{L}) \rho_0 \) in Eq. (A9) on the gauge violation \( \varepsilon \) will always be dominated by that \( \propto \gamma t \), which so far we have seen is a generic feature of the symmetry violation in presence of decoherence. As such, generically we will not see scaling \( \sim \gamma t^2 \) in the gauge violation.

3. Mixed terms

We now shift our attention to the component of Eq. (A9) where unitary and incoherent gauge-breaking processes mix: \( \gamma \lambda t^2 (\mathcal{L} \mathcal{S}_1 + \mathcal{S}_1 \mathcal{L}) \rho_0 \). For this contribution to dominate over that \( \propto \gamma t \), we must have \( t > 1 / \lambda \), which is anyway
beyond the perturbative regime as then prethermalization kicks in. Automatically this means that in generic situations the contribution $\propto \gamma t^2$ will not dominate over any of the (hyper)ballistic scalings that dominate over $\gamma t$ after the crossover time in the gauge violation.

4. Higher-order incoherent terms

We have thus far understood why the dominant scaling in the gauge violation is $\varepsilon \sim \gamma t$ at times $t \lesssim \gamma/\lambda^2$, beyond which we see in the ED results that the gauge violation scales as $\varepsilon \sim \lambda^2 t^2$ up until evolution times $t \approx 1/\lambda$ for a symmetric initial state. We also understand why the latter scale is not compromised by terms $\propto \gamma^2 t^2$ or $\propto \gamma \lambda t^2$. One remaining term that merits investigation is $\gamma^2 t^2 L^2 \rho_0$ as it pertains to the supersector projector $P_4$, to which its contribution is

$$
\frac{1}{2} \gamma^2 t^2 \text{Tr} \left\{ P_4 L^2 \rho_0 \right\} = \frac{1}{2} \gamma^2 t^2 \sum_j \text{Tr} \left\{ P_4 L \left( L_j \rho_0 L_j^\dagger - \frac{1}{2} L_j L_j^\dagger \rho_0 - \frac{1}{2} \rho_0 L_j L_j^\dagger \right) \right\} = \frac{1}{4} \gamma^2 t^2 \sum_{j,l} \text{Tr} \left\{ P_4 \left( 2 L_l L_j \rho_0 L_j^\dagger L_l^\dagger - L_l L_l^\dagger L_j \rho_0 L_j^\dagger - L_l L_j \rho_0 L_j L_l^\dagger - L_l L_j \rho_0 L_j L_l^\dagger + L_j L_j \rho_0 L_l L_l^\dagger \right) \right\},
$$

which is nonzero in general. This becomes the dominant incoherent contribution to $P_4$, because it involves terms with second-order violating processes (quadratic in jump operators) on each side of $\rho_0$. This explains exactly why $\langle P_4 \rangle$ exhibits the scaling $\langle P_4 \rangle \sim \gamma^2 t^2$ at times $t \lesssim \gamma/\lambda^2$ before scaling as $\langle P_4 \rangle \sim \lambda^4 t^4$ for $t \gtrsim \gamma/\lambda^2$ for $\gamma \lesssim \lambda$, as shown in Fig. 1(d) of Ref. 84 and Figs. 8, 10, and 11 of this work for the $\mathbb{Z}_2$ LGT.

Finally, we note that even though the contribution $\propto \gamma^2 t^2$ to the gauge violation does not necessarily vanish, it will always be dominated by that $\propto \gamma t$ in generic situations.

Appendix B: Numerics specifics

In this Appendix we provide details pertaining to our numerical implementation. First we provide the exact expressions we used for the coefficients $c_n$ in $H_1$ of Eq. (15), which read

$$
c_1 = \sum_{k>0} \frac{N(k)}{k} \left[ J_{-k-1}(\chi) J_{-k-2}(\chi) + J_k(\chi) J_{k+1}(\chi) \right],
$$

$$
c_2 = \sum_{k>0} \frac{N(k)}{k} \left[ J_{-k+1}(\chi) J_{-k-2}(\chi) + J_k(\chi) J_{k-1}(\chi) \right],
$$

$$
c_3 = \sum_{k>0} \frac{N(k)}{k} \left[ J_{-k-1}^2(\chi) + J_{-k-2}^2(\chi) - J_{-k-1}^2(\chi) - J_{-k-2}^2(\chi) \right],
$$

$$
c_4 = \sum_{k>0} \frac{N(k)}{k} \left[ J_{k-1}^2(\chi) + J_{k-2}^2(\chi) - J_{k-1}^2(\chi) - J_{k-2}^2(\chi) \right],
$$

where $J_p(\chi)$ is the $p^\text{th}$-order Bessel function of the first kind and we use a normalization factor $N(\chi)$ to ensure that $\sum_{n=1}^4 c_n = 1$, in order to make the strength of the unitary gauge-breaking term independent of $\chi$, and solely dependent on $\lambda$.

1. Implementational details

All results presented in this work have been calculated using our in-house exact diagonalization toolkit LaGaDyn,\textsuperscript{112} where we have also performed benchmarks with QuTIP.\textsuperscript{113,114}

We solve Eq. (16) by rewriting it as

$$
\dot{\rho} = \mathcal{M} \dot{\rho},
$$

where we have matricized the equation of motion such
that \( \tilde{\rho} \) is a flattened version of the density matrix \( \rho \) where the latter’s columns in left-to-right order are stacked on top of each other, and \( \mathcal{M} \) is the corresponding Lindbladian superoperator encapsulating all relevant unitary and incoherent processes from Eq. \( \text{(16)} \) in the resulting \( \mathcal{H} \otimes \mathcal{H} \) space, where \( \mathcal{H} \) is the Hilbert space of our model of interest.\(^{115} \) For the time evolution, we solve

\[ \tilde{\rho}(t) = e^{\mathcal{M}t} \tilde{\rho}_0, \]  

(B3)

using our exact exponentiation routine. We opt to use the latter instead of common methods based on iterative solutions of ordinary differential equations in order to be able to reliably achieve the large evolution times displayed in our results.

As mentioned in the main text, for numerical feasibility we have chosen in the main results to turn on only dephasing rather than dissipation on the matter fields. This leads to retaining a global U(1) symmetry in the form of particle-number conservation, because both \( H_0 \) and \( H_I \) also conserve it. Taking into account the hardcore boson constraint and staying in the half-filling sector allows for reducing the number of states in the system’s Hilbert space \( \mathcal{H} \) from \( 2^{2N} \) to \( \ell = 2^{N/2} \). However, our dynamics of Eq. \( \text{(B3)} \) is not solved in \( \mathcal{H} \) (whose size is \( \ell \times \ell \)), but rather in \( \mathcal{H} \otimes \mathcal{H} \) (whose size is \( \ell^2 \times \ell^2 \)).

2. Running average versus raw signal

In this work and Ref. \( \text{84} \), all results have shown the running temporal average \( \bar{A}(t) = \int_0^t ds A(s)/t \) of all quantities \( A(t) \). This is done in order to suppress fluctuations in the raw signal \( A(t) \), which are prominent especially in the case of purely unitary dynamics. For comparison, we provide in Fig. 23 the raw data of the gauge-violation dynamics from Fig. 1(b) of Ref. \( \text{84} \) in the \( Z_2 \) LGT with coherent and incoherent gauge-invariance breaking. As can be seen, the qualitative picture remains exactly the same. We see that decoherence itself behaves similar to the running average in that it fully suppresses fluctuations for times \( t \gtrsim 1/\gamma \). That may be seen as another instance of the effect of diffusion, in contrast to oscillations that are typical of coherent wave-like dynamics.
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