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Abstract—In this paper, we describe a new algorithm to build a few sparse principal components from a given data matrix. Our approach does not explicitly create the covariance matrix of the data and can be viewed as an extension of the Kogbetliantz algorithm to build an approximate singular value decomposition for a few principal components. We show the performance of the proposed algorithm to recover sparse principal components on various datasets from the literature and perform dimensionality reduction for classification applications.
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I. INTRODUCTION

The singular value decomposition (SVD) is one of the cornerstone algorithms in numerical linear algebra with numerous applications to signal processing.

To perform the complete SVD we have available well-established algorithms (reduction to bidiagonal form via Householder reflectors followed by the QR algorithm [Lecture 31]). But, in many applications, we are interested to compute only a partial, approximate decomposition. For example, in dimensionality reduction (DR) applications such as principal component analysis (PCA) we are interested in computing only a few of the singular vectors associated with the highest singular values.

Given a data matrix $X \in \mathbb{R}^{n \times N}$, where $n$ is the number of features and $N$ is the number of data points, the SVD computes the factorization $X = U \Sigma V^T$ where $U$ and $V$ are orthonormal matrices of appropriate sizes which contain the left and right singular vectors, respectively, and the diagonal matrix $\Sigma$ contains the positive singular values $\sigma_i$ in decreasing order. The first $p$ columns of $U$, denoted $U_p$, represent the first $p$ principal components from the data. We have that $U_p$ maximizes $\|U_p^T X\|_F$ with the orthogonality constraint that $U_p^T U_p = I_p$, $p \leq n$. PCA is a non-convex optimization problem but due to the SVD, we are able to solve it exactly.

For interpretability and consistency issues [2], researchers have introduced the sparse principal component analysis (sPCA): PCA with the additional constraint that the singular vectors to compute are sparse, i.e., $U_p$ is now sparse and orthonormal. This approach has seen many signal processing applications such as image decomposition and texture segmentation [3], shape encoding in images [4], compressed hyperspectral imaging [5], target localization in hyperspectral imaging [6], and moving object detection in videos [7].

The extra sparsity constraint for sPCA means that the straightforward SVD can no longer provide the optimal solution and therefore the non-convex optimization problem is hard to solve in general (orthogonality [8] and sparsity constraints [9]). For this reason, many different approaches have been proposed in the literature to approximately solve the problem. sPCA was first introduced in [10] using simple techniques such as canceling the lowest absolute values entries in the singular vectors (losing orthogonality in the process). Following this work, several LASSO and convex optimization (particularly semidefinite programming) approaches were developed to deal with the sparsity of the singular vectors [11], [12], [13], [14]. There are numerous ways to deal with the sPCA and these include approaches such as: greedy methods [15], geodesic steepest descent [16], truncated power iterations [19], [20], [21], steepest descent on the Stiefel manifold using rotations matrices [22] or on the Grassmannian manifold [23], quasi-Newton optimization for the sparse generalized eigenvalue problem [24], iterative deflation techniques [25], the minorization-maximization framework [26] with additional orthogonality constraints [27] or on the Stiefel manifold [28].

We propose a new way to build the left singular vectors by operating directly on a given data matrix (without constructing its covariance matrix) using a product of basic orthonormal transformations that work on two coordinates at a time. Orthogonality is maintained at every step of the algorithm and sparsity is controlled by the number of basic transformations used. The method can be seen as an extension of the Kogbetliantz algorithm [29], [30], [31] for the case when only a subset $p$ of the most important (sparse) principal components are to be computed. We are not concerned with the choice of $p$ [32], we assume $p$ given and fixed.

The paper is structured as follows: Section II described the proposed method highlighting the three main ingredients of the procedure, Section III gives experimental support for the proposed method and Section IV concludes the paper.

II. THE PROPOSED METHOD

In this section, we detail the proposed method to approximately compute sparse singular vectors. We start by describing the constrained least-squares optimization problem that we want to solve and then proceed to add structured matrices such that closed-form, locally optimal, updates can be iteratively applied to approximately solve this optimization problem.
A. The optimization problem

We begin by describing the constrained optimization problem whose solutions are the singular vectors of the data matrix.

**Result 1.** Given a data matrix $X \in \mathbb{R}^{n \times N}$, assuming $N \geq n$ or even $N \gg n$, i.e., data points are stored columnwise, and denoting $W = \begin{bmatrix} I_p & 0_{p \times (N-p)} \\ 0_{(n-p) \times p} & 0_{(n-p) \times (N-p)} \end{bmatrix}$ the solution to the following optimization problem

$$\begin{aligned}
& \text{minimize } _{\bar{U}, \bar{V}} \| W - \bar{U}^T X \bar{V} \|_F^2 \\
& \text{subject to } \bar{U}^T \bar{U} = I_n, \bar{V}^T \bar{V} = I_N,
\end{aligned}$$

is given when $\bar{U} = U$ and $\bar{V} = V$ from the SVD $X = U \Sigma V^T$. The minimum value is $\sum_{k=1}^n (\sigma_k - 1)^2 + \sum_{k=p+1}^n \sigma_k^2$.

**Proof.** We have the SVD $X = U \Sigma V^T$. Use the invariance of the Frobenius norm to orthonormal transformations to reach:

$$\| W - \bar{U}^T X \bar{V} \|_F^2 = \| \bar{U} W \bar{V}^T - X \|_F^2 = \| \bar{U} W \bar{V}^T - U \Sigma V^T \|_F^2. \tag{2}$$

We have now reached the classic problem of finding the closest orthonormal matrix, the Procrustes problem [33], whose solution is given by $\bar{U} = U$ and $\bar{V} = V$. For this choice, the quantity in (2) reduces to $\| U W V^T - U \Sigma V^T \|_F^2 = \| W - \Sigma \|_F^2$. ■

Solving this constrained optimization problem directly, without using the SVD, is computationally hard. We will next add an additional structural constraint to simplify the problem.

B. The proposed structure

We propose to factorize the singular vector matrix $\bar{U}$ as a product of basic transformations that are easy to manipulate and for which we can write closed-form solutions to (1).

Consider the following $n \times n$ orthonormal linear transformation, called a G-transform [34, 35]:

$$G_{ij} = \begin{bmatrix} I_{i-1} & & & \\ & * & & \\ & & I_{j-1} & \\ & & & I_{n-j} \end{bmatrix}, \tag{3}$$

with $\bar{G} \in \left\{ \begin{bmatrix} c & -s \\ s & c \end{bmatrix}, \begin{bmatrix} c & s \\ s & -c \end{bmatrix} \right\}$, such that $c^2 + s^2 = 1$, where the non-zero part (denoted by * and $\bar{G}$) is only on rows and columns $i$ and $j$. These transformations are generalization of Givens rotations that now also include reflection transformations. When optimizing with this structure, we can consider that we are doing coordinate descent with an orthogonality constraint. We need two coordinates $(i, j)$ at a time as on a single coordinate the orthonormal transformation would just be $\{ \pm 1 \}$ (the exact identity matrix or one where a single diagonal element was flipped to $-1$).

We propose to write our unknowns $\bar{U}$ and $\bar{V}$ as a product of such transformations [3] which we denote by $G_{ij}$ and $H_{ij}$ in order to distinguish between the left and right singular vectors, respectively:

$$\bar{U} = \prod_{k=1}^m G_{i_k j_k} = G_{i_1 j_1} \cdots G_{i_m j_m}, \tag{4}$$

$$\bar{V} = \prod_{k=1}^m H_{i_k j_k} = H_{i_1 j_1} \cdots H_{i_m j_m},$$

where $m \geq 1$ is fixed. Then we have that $\bar{U}_p$ and $\bar{V}_p$ consist of the first $p$ columns of $\bar{U}$ and $\bar{V}$, respectively.

C. The proposed solution

We now move to solve the optimization problem in (1) by using the structure (3) for the solutions, i.e., we minimize

$$\| W - G_{i_m j_m}^T \cdots G_{i_1 j_1}^T X H_{i_1 j_1} \cdots H_{i_m j_m} \|_F. \tag{5}$$

Therefore, we assume that the matrices $\bar{U}_p$ and $\bar{V}_p$ are updated by adding an extra basic G-transform in its factorization. Assume that we have initialized the first $k - 1$ G-transforms in (5) in order to reduce $\| W - G_{i_k-1 j_{k-1}}^T \cdots G_{i_1 j_1}^T X H_{i_1 j_1} \cdots H_{i_{k-1} j_{k-1}} \|_F$ then to optimally update the $k$th transform we have the following result. Herein, we denote $X_k = G_{i_k-1 j_{k-1}}^T \cdots G_{i_1 j_1}^T X H_{i_1 j_1} \cdots H_{i_{k-1} j_{k-1}}$.

**Result 2.** Given a data matrix $X_k \in \mathbb{R}^{n \times N}$ then we have

$$\min \{ W - G_{i_k j_k}^T X_k H_{i_k j_k} \|_F = p + ||X_k||_F \| - 2 \text{tr}(W^T X_k) - 2C_{i_k j_k}. \tag{6}$$

where $C_{i_k j_k} = \max \left\{ \sqrt{(X_k^T X_{ik})^2 + (X_k^T X_{jk})^2} + (X_k^T X_{ik} - X_k^T X_{jk})^2, \right.$

$$\left. \sqrt{(X_k^T X_{ik} - X_k^T X_{jk})^2 + (X_k^T X_{jk} + X_k^T X_{ik})^2} - X_k^T X_{ik} - X_k^T X_{jk} \right\}.
$$

Solving this constrained optimization problem directly, without using the SVD, is computationally hard. We will next add an additional structural constraint to simplify the problem.

In order to minimize the quantity in (7) we need to maximize the trace term in (3) and the quantity $\text{tr}(\bar{G}^T \bar{X}^T \bar{H})$. To maximize this, we use the two-sided Procrustes problem [36], the solution is given by the SVD of the $2 \times 2$ matrix $\bar{X}_k$.

For this optimal choice, the objective function is given by $p + ||X_k||_F - 2 \text{tr}(Z) - 2(||X_k||_F - \text{tr}(X_k))$ where the critical quantity is the difference between the sum of singular values (nuclear norm) and the sum of eigenvalues (trace) of $X_k$.

The quantities used for the calculation of $C_{i_k j_k}$ are reached by using the explicit formulas for the singular values of $\bar{X}_k$, i.e.,

$$s_{1,2} = \sqrt{\frac{1}{2} \left( \left\| \bar{X}_k \right\|_F^2 \pm \sqrt{\left\| X_k \right\|_F^2 - 4 \det(X_k)^2} \right)}.$$

Based on this result, we will choose to construct iteratively the factorizations in (3) for each $k$ at a time such that at each step we locally minimize the objective function, i.e.,

$$(i_k^*, j_k^*) = \arg \max _{i, j} C_{ij}, i = 1, \ldots, p, j = i + 1, \ldots, N. \tag{9}$$
As this is the main result of the paper, some clarifying remarks, and connections to previous work are in order.

Remark 1 (Choosing indices \((i_k, j_k)\)). The ranges on the indices are described in \((4)\) but note that, because \(X_k\) is not square, we are out of bounds whenever \(j_k \geq n\) because of the number of lines in \(X_k\). In this case, we take \(\bar{X}_k = \begin{bmatrix} X_{i_k}^{(k)} & X_{j_k}^{(k)} \\ 0 & 0 \end{bmatrix}\) and therefore \(G_{i_k j_k} = I_n\), i.e., there is no update to the left singular vectors but only on \(\bar{V}\).

Remark 2 (Connection to the Kogbetliantz method). The proposed structures and solutions are based on iterative methods such as the Jacobi diagonalization method for symmetric matrices \([37]\) and the Kogbetliantz method for general matrices \([38]\). This is because we make use of updates \(X_{k+1} \leftarrow G_{i_k j_k}^{T} X_k H_{i_k j_k}\) to diagonalize the data matrix \(X\).

The significant difference with the proposed method is the way we choose indices \((i_k, j_k)\) to operate on: instead of using the classic largest off-diagonal absolute value from \(X_k\) we choose the indices and the orthonormal transformation on those indices that locally maximizes the trace of \(X_{k+1}\). The scores \(C_{i j}\) are always non-negative (nuclear norm is always larger than the trace for a given matrix \([39]\)) and zero only when \(X_{k}\) is positive definite. Note that \(X_{k+1}\) has zeros in positions \((i_k, j_k)\) and \((j_k, i_k)\).

Remark 3 (Connection to previous work). The matrix structure in \((4)\) and factorizations like \((4)\) have been previously used to compute factorizations of orthonormal matrices where the goal was to maximize quantities such as \(\text{tr}(Q_{i_k j_k} X_k)\) with an orthonormal \(Q_{i_k j_k}\), i.e., computing a polar decomposition of \(X_k\). In our optimization problem we use a two-sided transformation that maximizes \(\text{tr}(G_{i_k j_k}^{T} X_k H_{i_k j_k})\), i.e., computing the singular value decomposition. We note that, assuming appropriate dimensions of matrices, because of the trace equality \(\text{tr}(G_{i_k j_k}^{T} X_k H_{i_k j_k}) = \text{tr}(H_{i_k j_k} G_{i_k j_k}^{T} X_k)\) the two trace quantities are maximized for the same choices of indices when \(Q_{i_k j_k} = H_{i_k j_k} G_{i_k j_k}^{T}\). While the polar decomposition achieves a symmetric positive definite result, our approach diagonalizes the matrix, i.e., \(\lim_{k \to \infty} X_k = \begin{bmatrix} \Sigma_p & \mathbf{0}_{p \times (N-p)} \\ \mathbf{0}_{(N-p) \times p} & \mathbf{Y} \end{bmatrix}\) where \(\Sigma_p\) is a diagonal containing the largest \(p\) singular values and \(\mathbf{Y} \in \mathbb{R}^{(N-p) \times (N-p)}\) obeys \(\|\mathbf{Y}\|_F^2 = \sum_{k=p+1}^{n} \sigma_k^2\). We note that the work in \([40, 41]\) deals with computing the eigenvalue decomposition for symmetric matrices, i.e., when \(X_k\) is square and symmetric, and we also have that \(G_{i_k j_k} = H_{i_k j_k}^{T}\).

Due to the factorization in \((4)\) we will see a trade-off between the sparsity of the singular vector and their accuracy (how well they diagonalize the data matrix). Lower \(m\), say order \(O(p)\) or \(O(p \log_2 n)\), will lead to highly sparse singular vectors that provide a rough approximation while large \(m\), say \(O(n p)\) or \(O(p^2)\), will provide better approximation but fuller vectors (assuming that the true singular vectors are indeed full).

We next describe the complete proposed algorithm.

D. The proposed algorithm

In this section, we describe the detailed proposed algorithm. The idea is to iteratively and approximately solve \((1)\) where the working variables (the singular vectors) are explicitly factored as in \((4)\) and each iteration performs the locally optimal step using Result 2. For simplicity, we assume the total number of basic transformations \(m\) is given and fixed.

The complete proposed procedure is shown in Algorithm 1. From the output \(\bar{U}\) we keep the first \(p\) columns, i.e., \(\bar{U}_p\). The initialization step takes \(O(pN)\) operations due to the calculations of all the scores \(C_{i j}\) and we note that this step is trivially parallelizable. Then, each iteration takes \(O(n + N)\): the updates of a subset of scores and the calculation of \(X_k\) from \(X_{k-1}\) are easy as only two rows/columns are updated at each step. The overall complexity of Algorithm 1 is therefore order \(O(p N + m(n + N))\). If we choose \(m \sim O(p \log_2 N)\) then the overall complexity is \(O(p N + m n \log_2 N + p n \log N)\).

In terms of memory consumption, the \(m\) transformations accumulate in \(X\) while for \(\bar{U}\) we store an extra \(O(m)\) bits or \(O(mp)\) if stored explicitly, whichever is more convenient.

Remark 4 (Block transformations). Algorithm 1 is designed to be numerically efficient for \(m \sim O(p)\) or \(m \sim O(p \log_2 N)\). In principle, the algorithm could also be used to compute the non-sparse approximate SVD of \(X\) but due to the \(2 \times 2\) updates the number of iterations \(m\) would be significant, for example \(O(pN)\). In this case, a block version of the algorithm could be used. This approach, which we call Algorithm 1 - block, would pair each index \(i \leq p\) with another index \(j > p\) by choosing the next largest \(C_{i j}\) on new indices and thus perform a block SVD of size \(2p \times 2p\) (here we could use a standard SVD algorithm). The benefit is that we exchange a single SVD of size \(n \times N\) with a series of smaller sized SVDs \(2p \ll n\).

### III. Experimental results

In this section we provide experimental results using popular datasets from the machine learning community to highlight the performance of the proposed method\(^1\)

We use the following datasets: ISOLET\(^2\) with 26 classes and \(n = 617, N = 7797\); USPS\(^3\) with 10 classes and \(n = 256, N = 9298\); EMNIST fashion\(^4\) with 10 classes and \(n = 784, N = 6 \times 10^4\); and EMNIST digit\(^5\) with 10 classes and \(n = 784, N = 6 \times 10^4\).

---

\(^1\)https://github.com/cristian-rusu-research/JACOBI-SVD
\(^2\)https://www.archive.ics.uci.edu/ml/datasets/isolet
\(^3\)https://www.github.com/darshanbagul/USPS_Digit_Classification
\(^4\)https://www.nist.gov/itl/fad/image-group/emnist-dataset
\(^5\)https://www.github.com/zalandoresearch/fashion-mnist
To measure the performance of the proposed algorithm and competitors, we will use the following accuracy metric:

\[
\epsilon = \frac{\text{tr}(W^T X_m)}{\sum_{i=1}^{p}\sigma_i} \times 100 \%,
\]

the denominator represents the sum of the true largest \(p\) singular values while the numerator is the sum of the first \(p\) diagonal elements from \(X_m\), i.e., the data matrix \(X\) after \(m\) steps of the proposed algorithm have been applied.

In Figure 1 we show the evolution of the error (10) with the number of transformations \(m\) for both Algorithm 1 and Algorithm 1 - block. For comparisons and reference we show the Kobgeliatz method (indices \((i_k, j_k)\) are chosen to maximize \(|X_{1:n, i_k}^{(k)}| + |X_{2:n, j_k}^{(k)}|\)) and a randomized approach (indices \((i_k, j_k)\) are chosen uniformly at random), respectively. The proposed method performs best, while Kobgeliatz picks many times indices that lead to \(G_{i_k, j_k} = I_n\) (see Remark 1). Due to their prevalence in the numerical linear algebra literature, we also test against a randomized method that picks indices \((i_k, j_k)\) uniformly at random and then performs the optimal transform on those indices. Similar results are observed irrespective of the choice for \(p\).

In Figure 2 we show an application of the singular vectors we compute via the proposed method for dimensionality reduction with \(p = 100\) in a classification scenario. We consider the USPS and MNIST digits datasets for which we use the \(k\)-Nearest Neighbors (\(k\)-NN) algorithm with \(K = 25\) to perform classification. We randomly split the dataset into \(N_{\text{train}} = 50000\) and \(N_{\text{test}} = 10000\) for MNIST, and \(N_{\text{train}} = 7291\) and \(N_{\text{test}} = 2007\) for USPS. As performance reference, we show the results of the full PCA and the sparse JL (sJL) transforms with \(s = 10\) non-zeroes per column. All results are averaged over 10 realizations. We also compare against the sparse PCA (sPCA) [19] and one of the earlier approaches (sPCA Zou) [15] from the literature.

It is surprising how very sparse projections (below 1% fill-in) lead to within a few percentages of the state-of-the-art classification results. Both \(p\) and \(K\) were chosen such that the full PCA and \(k\)-NN lead to the best experimental results.

We report running times for the proposed method below one second when \(\log_2(m)\) \(\leq 8\) while for the largest \(m\), i.e., \(\log_2(m) = 16\), we have 300 and 6 seconds for MNIST and USPS, respectively. sPCA takes 540 and 8 seconds while sPCA Zou takes 450 and 6 seconds for MNIST and USPS, respectively. Both previous methods are slower than the proposed method. We would also like to highlight that there are no hyperparameters to tune for Algorithm 1.

IV. CONCLUSIONS

In this paper, we have proposed a new algorithm to find a few approximate sparse principal components from a data matrix which we have used to perform dimensionality reduction. The proposed method works directly on the data matrix and does not explicitly build the covariance matrix of the data, and is therefore memory efficient. Numerical results that build sparse principal components and then perform dimensionality reduction with application to classification show that the method is practical and compares very well against the state-of-the-art literature, especially in the running time.
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