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\textbf{ABSTRACT}

In this paper, a bionic perception method of navel orange plucking position based on Fmincon and Proportional Differential (PD) angle control is proposed to solve the problems of wind disturbance and green branches in dynamic unstructured environment. Different from these algorithms that limited to two-dimensional images, this method realizes picking position perception in three-dimensional. Meanwhile, the perception method and the picking robot control algorithm are achieved simultaneously. Firstly, an optimal solution model of the global target rotation angle of the control system based on Fmincon is established to solve the angle optimization problem of robot target approach motion. Secondly, a bionic perception system of plucking position based on PD angle control is constructed to solve specific perception problems. Finally, a joint simulation platform for picking robots based on Solidworks, Adams, and Simulink is given; the validity and accuracy of the algorithm were verified. The experimental results show that the picking accuracy rate is 95%, the angle error of each mechanism and the displacement error are less than 0.5 degrees and 10mm, respectively. The total time from the optimized angle calculation to the system's stability is only about 0.33s. This method is suitable for the rapid perception of plucking position and active angle control of picking robots under dynamic unstructured environment.

\textbf{doi: 10.5829/ije.2021.35.11b.22}

1. INTRODUCTION

The rapid development regarding the automation and artificial intelligence have been strongly pushing the robots to develop technology on agricultural sectors [1-3]. Agricultural robots, as the potential technology to develop intelligent agriculture, take great attention by governments and agricultural sectors [4-6].

The vision system of traditional fruit picking robots are generally based on color space Retinex, Harris and improved Chan-Vese [7-9]. Yu et al. [10] proposed a new strawberry picking robot based on rotating YOLO fruit attitude estimator. Furthermore, for the plucking position of a fruit picking robot, a visual positioning method was proposed by Lei and Lu [11]. Besides, attention model [12], Artificial Neural Network [13,14], Kalman Filter [14], Genetic Algorithm [15], Ant Colony Algorithm [16,17], R-CNN [18], GAN model [19], Greedy Algorithm [20], Synovium Control [21], Deep Learning [22, 23] and Lightweight deep learning methods [24,25] are also used in object perception and control.

However, higher hardware configuration requirements caused by the deep learning are unfriendly to processors with limited performance. Moreover, most algorithms have incomplete detection for low-pixel images under occlusion and different lighting conditions, make it unsuitable for plucking position perception with smaller targets and more precise requirements.

Simultaneously, limited by the computation-intensive, the traditional matching algorithm is not suitable for the plucking position's real-time perception. The shortage of the research on intersection of visual perception and control methods makes it clearly demarcated. The bottleneck problems (for example, the
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inaccuracy and instability of visual space perception and autonomous picking control of the target still exist in the low-cost fruit picking robot under the dynamic unstructured environment [26], especially the automatic control and planning in dynamic environments [27].

In this paper, to solve the problems of precise perception of plucking position, a bionic perception method of navel orange plucking position based on Fmincon and PD angle control is proposed. Based on mathematical analysis, combined with the inherent characteristics of crops and rotation angle signal control, the automatic picking operation simulating human picking behavior and the bionic perception method of fruit picking position are established. Meanwhile, a cross-research of the control and perception is also tested in this study. Compared with the perception method based on the target's visual features, this approach can effectively enhance the perception initiative of the picking robot.

The rest of this paper is organized as follows: In section 2, a three-dimensional simulation model and its mathematical model of picking robot are built. In section 3, Fmincon is used to optimize the robot mathematical model's rotation angle. A picking position's bionic perception method based on PD angle control is designed. And in section 4, the experimental results are analyzed. Finally, some concluding remarks are shown in section 5.

2. RELATED WORKS

2.1. Picking Robot Model Solidworks/Adams 3D Simulation Model. According to the requirements of navel orange fruit picking, a 3D simulation model based on Solidworks/Adams picking arm is designed, as shown in Figure 1.

The model is composed of six parts, which includes the Base, the Rotating Shaft (RS), marked as mechanism 1, the Big Arm (BA), marked as mechanism 2, the Small Arm (SA), marked as mechanism 3, the Wrist Arm (WA) and the Picking Effector (PE). The Wrist Arm and Picking Effector are called End-Effector (EE), marked as mechanism 4, to simplify the analysis. The Picking Effector is composed of Clamped Rod (CR) and two hemispheres of Picking Ball (PB) with a Gap for the mutual bite. The Internal Diameter is represented as IND, while the External Diameter is represented as END.

The corresponding drive is added to each joint \( J_i \) as the robot's input variable, which is used to control the rotation of each mechanism around the joint in the system model.

The spatial position information of robot's ADAMS model is obtained and provided for the motion solution. Constraints and drivers are added to the imported virtual simulation model to realize the picking robot's kinematics and dynamics simulation.

2.2. Mathematical Model Developing a "mathematical model" is an important step in robot design and analysis [28]. To further analyze and solve the relative motion and angle relation of each mechanism component, a mathematical analysis model is established based on the three-dimensional simulation. 

\[
\text{Robot} = f (x_i, y_i, z_i), i = 1, 2, 3, 4. 
\]

The target measurement point's initial coordinates are expressed as 

\[
m_{\text{ini}} (x_{\text{ini}}, y_{\text{ini}}, z_{\text{ini}}),
\]

and the target coordinate is

\[
m_{\text{obj}} (x_{\text{obj}}, y_{\text{obj}}, z_{\text{obj}}). 
\]

In this paper's experiment, the spatial coordinate information of the measuring points at the end is output by the three-dimensional simulation software ADAMS.

In order to reduce the complexity and computation, a three-dimensional model is transformed into the two-dimensional mathematical model. There are two different states of the robot as a whole: the thin solid line (—) is used to express the initial state, and the short horizontal line (— • • •) is used to express the target state. Two state curves in \( xz \) coordinate are projected onto the \( xz \) plane to obtain two projected coordinate systems \( xy \) and \( x'y' \). A three-dimensional mathematical model of the picking robot is shown in Figure 2.

![Figure 1. Deposition efficiency on a single square in channel](image1)

![Figure 2. Three Dimensional Mathematical Model of Picking Robot](image2)
In the robot's mathematical analysis, the included angle between the two mechanisms is taken as the input variable of the control system. The control system's input is related only to the angle, not to the xyz axis coordinates in the original spatial position information. A two-dimensional simplified mathematical model

\[ \text{Robot} = g(w, y) \]

is proposed based on the robot's three-dimensional mathematical model and its projection model to simplify the analysis. The simplified model's coordinate axes are \( w \) and \( y \), respectively, where the \( w \)-axis is the picking robot's projection axis in any state in space, as shown in Figure 3. Where, \( l_i \) is the length value of mechanism \( i \), \( m_{\text{ini}} \left( w_{\text{ini}}, y_{\text{ini}} \right) \) is the initial coordinate of the end measuring point, \( m_{\text{obj}} \left( w_{\text{obj}}, y_{\text{obj}} \right) \) is the target coordinate, \( \theta_{(i-1)\text{ini}} \) is the initially included angle between mechanism \( i \) and the connection mechanism, that is, the included angle between each mechanism of the robot in the case of unloaded drive, \( \theta_{(i-1)\text{ini}} \) is the target included angle between mechanism \( i \) and the connection mechanism. The included angle between the rotating shaft axis and the ground is a constant 90°, that is, \( \theta_{(i-1)\text{obj}} = \theta_{(i-1)\text{ini}} = 90° \).

A mathematical model is built according to Figure 1 to solve the picking robot's end-effector's operation control problem, as shown in Figure 4. The coordinate information of the left and right endpoints is used as the control system's input state variable. \( L_{\text{ER}} \) is assumed as the length of the left and right clamp rods of the end-effector, and the left and right clamp rods are driven by Drive five and Drive six to carry out picking movement, respectively. \( L_{\text{Eai}} \) and \( L_{\text{Egi}} \) are assumed as the distance between Drive five and Drive six and the clamp rod's length projected on the line of endpoints, respectively. Furthermore, \( \Theta_{\text{PA}} \) is assumed as the included angle between the clamp rod and its perpendicular. \( \Theta_{\text{PA}} \) is assumed as the input of the real-time state variable of the control system, which initial included value is 1.11472°. It is varied when the picking task is operating.

\[ \text{Figure 3. A Two-Dimensional Simplified Mathematical Model of a Picking Robot} \]

Equation (1) shows the included angle \( \Theta_{\text{PA}} \) between the robot end-effector's clamp rod and its perpendicular.

\[ \Theta_{\text{PA}} = \arcsin \frac{l_{\text{PA}}}{L_{\text{Egi}}} \]  

(1)

The length value projected by the clamp rod on the endpoint line is shown in Equation (2).

\[ l_{\text{PA}} = \frac{(L_{\text{LR}} - L_{\text{Eai}})}{2} \]  

(2)

where, \( L_{\text{LR}} \) is the distance between the left and right endpoints \( L(x_{L}, y_{L}, z_{L}) \) and \( R(x_{R}, y_{R}, z_{R}) \) of the clamp rod, as shown in Equation (3).

\[ L_{\text{LR}} = \left( \sum_{j=1}^{3} (h_{j})^2 \right)^{1/2} \]  

(3)

3. PROPOSED METHOD

3.1 The Optimal Solution Method of Robot Mechanism's Rotation Angle Based on Fmincon Method

In this section, the nonlinear optimization equation of the robot’s angle control is established according to the picking robot's established mathematical model. The robot's nonlinear equation included absolute values, sines and cosines, inequalities, and equality constraints. A global optimal rotation angle \( \Delta \Theta_{(i-1)} \) solution method based on Fmincon is designed to solve nonlinear constrained equations. The Fmincon is provided by the MATLAB optimization system toolbox.

\( \Delta \Theta_{(i-1)} \) is assumed as the difference between the initial included angle \( \theta_{(i-1)\text{ini}} \) and the target included angle \( \theta_{(i-1)\text{obj}} \) of each mechanism, which can be solved by Equation (4).

\[ \Delta \Theta_{(i-1)} = \Theta_{(i-1)\text{obj}} - \Theta_{(i-1)\text{ini}} \]  

(4)

Set \( \rho_{ij} (l_{i}, \Theta_{ij\text{ini}}) \) and \( \Theta_{ij\text{obj}} \) as the polar coordinates of mechanism \( i \) relative to mechanism \( j \) and the included
angle between mechanism \(i\) and mechanism \(j\), where \(j=0,1,2,3\) and \(j < i\), and mechanism \(j=0\) represents the \(w\)-axis of the ground, in other words, \(\theta_{o_{j\rightarrow j}}\) represents the polar coordinate included angle of mechanism \(i\) relative to ground \(w\)-axis, formulated as Equation (5).

The optimization equation of rotation angle \(\Delta\theta_{(i-1)}\) of the robot mechanism based on the mathematical model is designed, formulated as Equation (6).

\[
\begin{align*}
\theta_{o_{j\rightarrow j}} &= \left(\theta_{o_{(j-1)\rightarrow j}} + \Delta\theta_{(j-1)}\right) - \sum_{k=0}^{j-1} \left(180^\circ - \left(\theta_{o_{(k+1)\rightarrow k}} + \Delta\theta_{(k+1)}\right)\right) \\
0 &\leq j < i - 2
\end{align*}
\]

\[
\begin{align*}
\min |\Delta\theta_{01}| + |\Delta\theta_{02}| + |\Delta\theta_{03}| &
\sum_{i=1}^{3} \left(\theta_{o_{(i-1)\rightarrow i}} + \Delta\theta_{(i-1)}\right) + \theta_{o_{4\rightarrow 1}} + 90^\circ = (6 - 2) \times 180^\circ \\
\sum_{i=1}^{3} \sin(\theta_{o_{(i-1)\rightarrow i}}) &= y_{obj} \\
\sum_{i=1}^{3} \cos(\theta_{o_{(i-1)\rightarrow i}}) &= w_{obj} \\
\Delta\theta_{o_{4\rightarrow 1}} &= 0^\circ \\
45^\circ &\leq \theta_{o_{4\rightarrow 1}} \leq 90^\circ \\
\max \left[-120^\circ , -\left(\theta_{o_{(i-1)\rightarrow i}} + \Delta\theta_{(i-1)}\right)\right] &\leq \Delta\theta_{o_{(i-1)\rightarrow i}} \leq \min \left[120^\circ , 360^\circ - \left(\theta_{o_{(i-1)\rightarrow i}} + \Delta\theta_{(i-1)}\right)\right] \\
&i = 1, 2, 3, 4
\end{align*}
\]

The intention of objective function is to ensure each drive's minimum power consumption, namely the minimum sum of rotation angles. The constraint function is determined in polar coordinates to solve the projection distance between the \(w\)-axis and \(y\)-axis. The included angle \(\theta_{o_{4\rightarrow 1}}\) between the end-effector and the \(y\)-axis is designed to ensure that the end-effector position conforms to the bionics and picking requirements during the picking.

Three parts are included in the optimization equation's constraint conditions: the global angle constraint, the coordinate axis projection distance constraint, and the permissible range constraint of the rotation angle of each mechanism. Among them, the purpose of the angle constraint in the global range and the distance projected by the coordinate axis is to ensure that the robot picking actuator accurately reaches the target position. In contrast, the range of rotation angle variation is designed to prevent the collision of various mechanisms in the process of moving. According to the robot's movement characteristics, the maximum bidirectional reference angle of rotation of the joint mechanism is taken to be 120 degrees to prevent the system from being out of balance due to too large angle change. The rotation angle is positive counterclockwise.

\[
\Delta\theta_{\text{measuring}_x} \text{ is assumed as the rotating shaft's rotation angle concerning the } x\text{-axis in the three-dimensional model } \text{Robot} = f(x, y, z), \text{ formulated as Equation (7), where the target coordinate of the end measurement point is named as } m_{ab}(x_{obj}, y_{obj}, z_{obj}) \text{.}
\]

\[
\Delta\theta_{\text{measuring}_x} = \arctan \frac{z_{obj}}{x_{obj}} - \arctan \frac{z_{ix}}{x_{ix}}
\]

With the nonlinear optimal angle objective Equation (5) to (7), the ideal rotation angle \(\Delta\theta_{(i-1)}\) is output to the Simulink control system, and the running time \(t\) is recorded.

3.2. Bionic Perception Method Based on PD Angle Control In this section, a real-time feedback control system of PD based on MATLAB/Simulink is designed to control a picking robot's picking operation in a dynamic unstructured environment. The two parts of the system form a closed loop based on Simulink and Adams, in which the 3D module outputs the displacement and included angle values of each mechanism and measurement points as the variable input of the control module. The rotation angle modulated by each picking robot mechanism is used as the output of PD angle control system. The closed-loop control method of picking system of picking robot is shown in Figure 5. The rotation angle \(\Delta\theta_{(i-1)}\) of the robot mechanism is used as the control system's initial input and continues the whole control process. The control algorithm of the intelligent picking system based on PD angle control is shown in ALGORITHM 1, where \(k\) is the sequence number of complete closed-loop output formed by the control system.
The control system in a dynamic unstructured environment eliminates the robot mechanism rotation angle's motion error to ensure the accuracy and robustness in picking control. In this paper, an optimized PD angle control method is proposed based on the input and output auxiliary coefficients $K_p$ and $K_d$. Set $K_p$ and $K_d$ as the proportional and differential coefficients of the PD angle control system, respectively. Wherein, the coefficient $K_p$ and $K_d$ of proportion and differentiation in the PD angle control method are determined by the empirical method. In the picking experiment of the picking robot, the picking control system is in the most stable state when $K_p$ and $K_d$ take the above values, which is the basis for the fruit picking experiment's successful realisation. Moreover, set $m_{now} (x_{now}, y_{now}, z_{now}) \cdot \theta_{(i-1)now}$ and $\Delta \theta_{(i-1)now}$ as the current coordinate of the end measuring point, the included angle, and each mechanism's rotation angle under the current system state, respectively. $\Delta \theta_{(i-1)now}$ as shown in Equation (8).

\[
\Delta \theta_{(i-1)now} = \theta_{(i-1)now} - \theta_{(i-1)_ini}
\]  

### 3.3. Bion Bionic Perception Method of Plucking Position Based on Control

Precise perception of the plucking position is essential for the success or failure of fruit picking without damage. The current algorithm has a relatively mature visual perception of navel orange and other fruits. However, few spatial perception methods for fruit plucking position in the dynamic unstructured environment, and these methods are less effective.

A bionic perception method of plucking position based on PD angle control to solve the above problems. The left and right clamp rods of the end-effector are opened, and the navel orange is included in the picking ball when the robot end-effector reaches the navel orange. Moreover, the navel orange leaves and branches
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**Figure 5. Deposition efficiency on a single square in channel**

---

**Algorithm 1. PD Control of Angle**

1: Algorithm Start
2: Calculate the rotation angle value $\Delta \theta_{(i-1)}$ of each mechanism.
3: The input coefficient $K_p = 1/0.2857$ is introduced, the rotation angle is going to be $\Delta \theta_{(i-1)}' = K_p \times \Delta \theta_{(i-1)}$ ;
4: Calculate the difference $e(k)$ between $\Delta \theta_{(i-1)}'$ and the rotation angle $\Delta \theta_{(i-1)now}$ in the current state of the system, $e(k) = \Delta \theta_{(i-1)}' - \Delta \theta_{(i-1)now}$ ;
5: Calculate the rate of change of per unit sampling time $e(k) = \frac{de}{dt}$ ;
6: PD Parameters: The empirical method is used to set the coefficient of proportion $K_p = 2$ and differential $K_d = -0.01$ ;
7: PD Output : $u(k) = K_p e(k) + K_d e(k)$ ;
8: The output coefficient $K_{out} = 0.2$ is introduced, the rotation angle is going to be $\Delta \theta_{(i-1)}'' = K_{out} \times u(k)$ ;
9: Enter $\Delta \theta_{(i-1)}''$ into the robot model, and get the current position $m_{now} (x_{now}, y_{now}, z_{now})$ and the current angle $\theta_{(i-1)now}$ .
10: According to $m_{now} (x_{now}, y_{now}, z_{now})$ and current angle $\theta_{(i-1)now}$ of each mechanism, the rotation angle $\Delta \theta_{(i-1)now} = \theta_{(i-1)now} - \theta_{(i-1)_ini}$ is calculated.
11: Clamping Rod Operation: When time $t = 0.1s$, the end-effector's clamp rods rotation makes the picking ball close, where, the rotation angle is $\theta_{p3}=92^\circ$ .
12: Bionic Perception: When time $t = 0.15s$, the rotation angle $\Delta \theta_{(i)} = \Delta \theta_{(i)} - 5^\circ$ of the system's end-effector will automatically change, that is, rotate clockwise $5^\circ$ to realize the bionic perception operation.
13: Feedback Control: Go back to Step 4 and calculate the angle error $e$ and angle value until stable;
14: Algorithm End
can protrude through the gaps between the picking balls. And then, the end-effector rotates clockwise for $\theta_\omega$ with the navel orange. Normal-growths navel oranges will cling to the picking ball’s inner surface due to the bionics and plant branches’ inherent properties. Moreover, we set the contact point as the picking point, as shown in Figure 6.

Navel oranges, for example, the Fuchuan navel orange we collected at the agricultural base of Guangxi Zhengfeng Group, are about 70-85mm in diameter, 250-300g in mass, and 3-5mm in diameter of terminal branches. Based on the design principles of the navel orange plant’s tensile strength and the quality range of navel orange fruit, the rotation angle $\theta_\omega = -5^\circ$ is designed to prevent excessive angle or operation amplitude. Set $d_\omega$ as the displacement of navel orange in the end-effector, formulated as Equation (9). The elastic modulus, bending strength, breaking modulus and ultimate stress of navel orange branches are 8.5 GPa, 193.2 MPa, 67.3 MPa and 45.3 MPa, respectively.

$$d_\omega = 2s l_s \sin \left( \frac{\theta_\omega}{2} \right)$$  \hspace{1cm} \text{(9)}

According to Equation (9), the displacement $d_\omega$ at the end measuring point is 6.2mm, which conforms to the picking process’s bionics practice.

Compared with the perception method based on visual features, our method has more robust initiative, which can reduce the multiple losses of time and economy caused by the inaccurate perception of plucking position.

4. EXPERIMENTS AND RESULTS

4.1. Experimental Platform  The experimental platform is a 64-bit Windows 10 system equipped with Intel Core i7-6700 processor. MATLAB 2018B and Adams 2018 are used to construct the simulation system, and Solidworks 2012 is used to build the corresponding 3D model. A joint simulations is created with MATLAB/Simulink and Adams Control, Communication Interval of MATLAB/Simulink control system is set to 5ms.

4.2. Results  In this section, the end-effector (marked as mechanism 4) of picking robot is taken as a concrete object for quantitative analysis to verify the proposed perception and control algorithm. We randomly select the target coordinates (377.862, 703.386, -1541.232), and the target rotation angle $\Delta \theta_\omega$ based on Fincon method is 13.87760°. And the angle change and response speed for the algorithm are tracked. The analysis diagram of rotation angle $\Delta \theta_\omega$, current angle $\theta_\omega$, the coordinate of the end measuring point and the angle error $e$ of the end-effector are shown in Figures 7, 8, 9 and 10, respectively.

Figures 7 and 8 show that the angle control system based on the algorithm can achieve system stability within 0.06s during the prephase perception and the bionic perception. The end measuring point on the end-effector reaches the target position quickly at the same time. The analysis of Figure 9 shows that the end-effector finally tends to set the target point and remains stable. At the beginning of the bionic perception operation, the end-effector change's angle and coordinates correspondingly, but there is only a small disturbance for the overall operation, which has little influence. According to the analysis of Figure 10, the difference in angle and displacement between the initial state of the robot and the target state is large, resulting in a large error from the initial state to the first working moment of the system. The error's variation value is relatively drastic, but eventually, all tend to zero and maintain a stable state.

A global analysis result for the robot is presented here. When the system randomly selects any coordinate
Figure 7. Rotation Angle $\Delta \theta_{\text{now}}$ Tracking Diagram of End-Effector

Figure 8. Current Angle $\theta_{\text{now}}$ Tracking Diagram of End-Effector

Figure 9. Coordinate Displacement Tracking Diagram of End Measuring Point

Figure 10. Analysis Diagram of Rotation Angle Error $e$ of End-Effector

point, the average consumption time of calculating the rotation angle based on Fmincon method is 0.21021 s. And when the system is stabilization, the rotation angle error $e$ and its standard deviation SD of each mechanism are shown in Table 1. Where, PP and BP represent End-Effector in the prophase perception stage and the bionic perception stage, respectively.

As shown in Table 1, each mechanism of the picking robot's rotation angle error is $10^{-3}$ level. Since the picking robot base bears most of the mass of the mechanism, the rotation angle error of the shaft is large, which is about 0.2°. And the standard deviation of each picking robot mechanism's rotation angle is generally 0.0004-0.0013, and the maximum standard deviation appears at the

| No. | RS  | BA  | SA  | End-Effector |    |    |    |    |    |
|-----|-----|-----|-----|--------------|----|----|----|----|----|
|     | PP  | BP  |    | PP           |    |    |    |    |    |
| 1   | -0.21754 | 0.00220 | -0.00330 | 0.00000 | -0.00025 |    |    |    |    |    |
| 2   | -0.21220 | 0.00310 | -0.00470 | 0.00070 | 0.00040 |    |    |    |    |    |
| 3   | -0.16180 | 0.00080 | -0.00150 | 0.00000 | -0.00025 |    |    |    |    |    |
| 4   | -0.12807 | 0.00110 | -0.00310 | 0.00120 | 0.00090 |    |    |    |    |    |
| 5   | -0.15860 | 0.00170 | -0.00340 | 0.00100 | 0.00060 |    |    |    |    |    |
| Average | 0.17579 | 0.00144 | 0.00238 | 0.00077 | 0.00069 |    |    |    |    |    |

**TABLE 1. Rotation angle error of picking robot**
rotation axis RS and does not exceed 0.1. And the displacement error \( ed \) of the end measuring point and its standard deviation SD is shown in Table 2.

As shown in Table 2, the absolute value of displacement error \( ed \) of each mechanism relative to the target point of the picking robot is within the range of 0.1 mm-5 mm, and the mean displacement error values in \( x \), \( y \), and \( z \)-axis directions are 1.52819 mm, 4.50943 mm and 3.15513 mm respectively. Moreover, the standard deviations are 1.2165539, 0.681218 and 1.6084507 mm, respectively. The mean displacement error of the straight-line distance between the measuring point at the end of the end-effector and the target point is 6.00608 mm, and the standard deviation is 1.0408286. The system still has good accuracy in controlling the whole robot.

The accuracy evaluation index of robot picking is proposed to verify the performance of PD angle control and bionic perception method in dynamic unstructured environment: Set \( d_e \) as the spatial distance between the coordinates \( m_{max} (x_{max}, y_{max}, z_{max}) \) of the end measuring point end-effector and the target coordinates \( m_{obj} (x_{obj}, y_{obj}, z_{obj}) \) in the prophase perception. And \( d_{max} \) is the maximum error. It is the successful picking when \( d_e \) is less than the maximum error \( d_{max} \). We designed \( d_{max} \) to be 10 mm because of the dynamic unstructured environment's interference and the biophysical and inclusive nature of the picking ball.

\[ T_p \text{ is the number of experiments when } d_e \text{ is less than } d_{max}; \text{while } T_d \text{ is the number of experiments when } d_e \text{ is greater than } d_{max}. \]  

In this paper, the picking perception accuracy \( P \) of the robot under different rotation angles is calculated, as shown in Equation (10).

\[ P = \frac{T_p}{T_s + T_d} \times 100\% \]  

(10)

The algorithm proposed in this paper has been tested many times under the condition of setting coordinates at will. According to Equation (9), the picking perception accuracy rate is 95%, which has a good picking effect. Comparison tests are conducted on the algorithms, and the results of different algorithms are shown in Table 3. Given the impact of the implementation methods and evaluation indexes of different algorithms on the experiment, this paper adopts the final picking accuracy \( P \) as the basic principle of comparison. Other methods compared to the Zhuang's method, the percentage of picking accuracy improved is marked by \( \gamma \), and the percentage of time reduced is marked by \( \lambda \) other methods.

It can be seen from Table 3 that the plucking position perception method of the picking robot in this paper has better picking accuracy and faster perception time compared with other methods with similar functions. Different from these algorithms that limited to two-dimensional images, this method realizes picking

| TABLE 2. Displacement error of picking robot |
| No. | x mm | y mm | z mm | Sum | x mm | y mm | z mm | Sum |
|-----|------|------|------|-----|------|------|------|-----|
| 1   | 1.66000 | 4.30000 | 4.10700 | 6.17358 |
| 2   | 0.83300 | 3.94700 | 2.63800 | 4.81993 |
| 3   | 0.70010 | 4.93020 | 3.64820 | 6.17304 |
| 4   | -0.46900 | 4.80480 | 2.48600 | 5.43013 |
| 5   | 0.09200 | 4.63700 | 2.97900 | 5.51223 |
| Average | 1.52819 | 4.50943 | 3.15513 | 6.00608 |

| TABLE 3. Picking perception accuracy under different methods |
| Algorithm | Method | Picking Point Dimension | \( P/\% \) | \( \gamma/\% \) | Time/s | \( \lambda/\% \) |
|-----------|--------|-------------------------|-------|---------|--------|---------|
| Zhuang et al. [8] | Computer Vision-based Localisation | 2D Image | 83.0 | - | 1.06 | - |
| Xiong et al. [7] | Morphological+Min-Circumscribed Rectangle+Hough | 2D Image | 86.3 | 3.98 | 0.46 | 37.5 |
| Lei et al. [11] | Color Model+Corner Detection+K-means | 2D Image | 89.2 | 7.47 | 0.65 | 38.68 |
| Yu et al. [10] | R-YOLO | 2D Image | 84.35 | 1.63 | 0.056 | 94.71 |
| Algorithm in this paper | Fmincon+PD Angle Control | 3D Dimensions | 95.0 | 14.46 | 0.33 | 68.88 |
position perception in three-dimensional. Meanwhile, the perception method and the picking robot control algorithm are achieved simultaneously. In addition, the bionic perception algorithm based on PD angle control in this paper realizes the plucking position perception and the picking behavior at the same time, which further saves time for the operation of the picking robot.

5. CONCLUSION

In this paper, a bionic perception method based on Fmincon and PD angle control is proposed to solve the problem of poor perception accuracy of navel orange and its plucking position in the agricultural dynamic unstructured environment.

Firstly, Fmincon method is used to optimize the value of target rotation angle based on three-dimensional simulation model in dynamic unstructured environment. Then, the picking control based on the optimized PD algorithm is carried out according to the target rotation angle. Finally, a bionic perception method based on system control is designed for the spatial perception of plucking position, and the validity and accuracy of the algorithm are verified by experiments.

The experimental results show that the picking accuracy of the bionic perception algorithm based on Fmincon method and optimized PD angle control is 95% and the time is 0.33 s, which can effectively solve the environmental interference of low-cost picking robot in a dynamic unstructured environment and the problem of low navel orange perception accuracy. Different from other algorithms, perception method and picking robot control are achieved simultaneously. The method is simple, does not need expensive equipment, and is easier to use in developing countries and regions.

However, compared with the faster processing speed, this paper's real-time processing needs to be further improved. Higher real-time performance and its testing in the entity will focus on this paper in the future. With the increasing concern of food security and the rapid development of artificial intelligence, it is hoped that the research in this paper can contribute to the development of fast, efficient, accurate and low-cost picking robots.
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