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Abstract
The value of in silico methods in drug development and evaluation has been demonstrated repeatedly and convincingly. While their benefits are now unanimously recognized, international standards for their evaluation, accepted by all stakeholders involved, are still to be established. In this white paper, we propose a risk-informed evaluation framework for mechanistic model credibility evaluation. To properly...
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INTRODUCTION

In healthcare-related academic and industrial research and development, modelling and simulation (M&S) (in silico) approaches are combined with other advanced scientific tools to support innovation for better understanding physiology, pathophysiology, complex diseases and effects of medical interventions. The value of in silico methods in drug development and evaluation has been demonstrated repeatedly and convincingly.1,2 Computational models have evolved from being a possible alternative to other data sources (e.g. clinical trials), to being an unmissable must for development of new medicines, drug maintenance on the market and extension of indications for existing drugs (i.e. their repurposing in completely new indications). From additional or descriptive evidence used in some sparse cases, digital evidence (as generated by in silico models) is now included in almost all regulatory submissions. In many cases in silico models constitute the key source of evidence in drug development programs and related regulatory submissions (e.g. in case of extension of indications to children based on extrapolation). The term model-informed drug development (MIDD) is often used to describe the approach of using models to inform drug development (see e.g. 3-7).

Modelling and simulation is a rapidly evolving area in terms of both technologies and application field. The latter are expanding beyond the description of drug exposure, towards the dynamic description of complex drug effects and disease subtypes and progressions. With the combination of increased uptake and expanding technologies, it is essential to have clarity and consensus in the in silico community on the most appropriate tools for in silico model evaluation. Therefore, the aim of this white paper is to present a high-level framework that can guide the process of the evaluation of models and simulations in a holistic and comprehensive manner. The suggested framework can be seen as a generic umbrella that can be used irrespective of model and simulation technology, by guiding the process of their evaluation rather than providing the technical content and requirements. In making the process of their assessment explicit, it facilitates better informed dialogue between stakeholders, which currently is a challenge as modelers often may overwhelm other domain experts with technical details.8,9

Ideally, in silico tools should be endorsed by all the relevant stakeholders, including academia and industry researchers, regulators, payers (HTA), healthcare professionals and patients.10 An important aspect of this approach is that, principally, the quality standards for establishing model credibility should be driven by the scientific question to be addressed by the modelling and simulation exercise, the context of use and the risk involved rather than by the type of sponsor (academia, industry, health care etc.), or whether the use is early experimental development versus regulatory use. Of note, The EU HMA/EMA strongly encourages academic consortia to engage actively in the process of drug development and regulatory science and several schemes are put in place at EMA level to facilitate this process.

A common language and approach can give us an environment that could permit establishing the credibility of in silico models and their adequate use in an objective and consistent manner across the various modelling and simulation technologies and applications. In the context of drug development,
the credibility framework can be seen as complementing the stepwise model building and validation that today is standard for drug development. One could say that MIDD is this stepwise building and consolidation of the in silico backbone of knowledge on the medicinal product coupled with an open dialogue between developers and regulators on finding potential applications for modelling and simulation to inform the development and approval.3-7

State-of-the-art papers, tutorials and regulatory guideline documents exist for methodological validation and reporting of Quantitative Structure-Activity Relationship (QSAR) methods11,12 as well as some pharmacometric approaches, such as population-pharmacokinetics (popPK), pharmacokinetics/pharmacodynamics (PK/PD), and dose/exposure-response (DER) models.13-15 In contrast, regulatory guidance on mechanistic models (models developed starting from mechanisms, see Table in Section 2 for a full definition) is scarce. The EMA and FDA physiology-based guidelines on pharmacokinetics (PBPK) models can be cited as pioneers in this domain.16,17 With the aforementioned increase in model technologies used in drug development, there is an unmet need to provide an environment that would permit establishing the credibility of mechanistic in silico models and their adequate (regulatory) evaluation in a consistent manner.

This white paper aims to provide input on rigorous scientific and regulatory evaluation strategy for the expanding range of in silico technologies currently used in drug development. We will present a high-level framework, inspired by the ASME V&V40 for medical devices,18 that could guide the evaluation process of models and associated simulations in a holistic and comprehensive manner without necessary focusing on very technical and specific aspects related to different applications or types of models (these topics will be covered in future communications). To properly frame the required credibility building activities, concepts such as context of use, regulatory impact and risk-based analysis will also be discussed. An overview of the relevant in silico terminology used throughout this paper will be provided. The steps of the risk informed credibility assessment will be presented, framing the required verification and validation activities, and concepts such as context of use, regulatory impact and risk-based analysis will be introduced and discussed in the paper. During model building and validation activities, data from different sources are often used. Therefore, considerations of model predictions relative to data from other sources, and adequate uncertainty quantification and mitigation are some of the key and challenging steps. To illustrate the feasibility of the proposed approach, we have applied it to three real use cases use cases in the context of drug development, showing the variety of technologies and applications that are covered by the framework proposed in this white paper.

**TERMINOLOGY**

One main challenge in the communication between relevant stakeholders is the terminology associated with the in silico methodology. A uniform and widely adopted consensus terminology is lacking amongst all in silico developers, assessors and users. Scientists reporting their results to their community or sponsors presenting their submissions to the regulators often use terms with a different understanding than the one expected by their audience (be it reviewers, readers, regulatory assessors or others). The need for at least a mutual understanding of the in silico terminology used by each party is thus of utmost importance as it directly affects the communication efficiency between stakeholders.

For example, the term qualification is more commonly used in the EU drug regulatory space (EMA)19 to design requirements for a model to be considered fit-for-purpose whereas terms verification and validation will rather be encountered in the medical device developers’ space to discuss model adequacy requirements.18 This can be explained in part by the fact that drug regulators are used to risk-based decision making in a multifactorial context and will aim to qualify models for a particular context of use given the established regulatory impact (with as bottom line: the perfect model does not exist). In contrast, for medical device, the mechanisms (i.e. physical laws) are better defined: developers can define tools to assess the adequacy of their model predictions. Another example pertains to the terminology used to indicate a specific type of model. Clinical pharmacologists will mostly use the term pharmacometric modelling and simulation while engineers will use the term in silico models to indicate almost exactly the same concept: a set of mathematical equations and/or computer algorithms that can be used to predict drug effects and/or health outcomes in different scenarios.

In our opinion, even if very convenient, the use of the same terminology becomes less critical when there is a common understanding of what is meant by specific terms used by each party. Given the continuous expansion of the modelling application domain, harmonization of language should not be the first target. The first target should rather be the understanding of nuances, similarities and differences in the terms used for different applications and by different stakeholders. It is important to understand which terms are interchangeable or overlapping, and which ones have different meanings when used in different settings. When different stakeholders communicate (e.g. scientists publishing a paper, sponsors meeting regulators), it is paramount that the most important terms are clearly defined at the onset, so misunderstandings are avoided. This effort may be supported by leveraging existing organized ontologies relative to modelling of biological processes (e.g., Mathematical Modelling Ontology, Systems Biology Ontology).20,21 Consistency across requirements for
model acceptability by assessors/reviewers will strongly depend on the appropriate use of terms by developers/reporters and their adequate understanding by users/readers/reviewers/assessors. This is particularly important for in silico models requiring multidisciplinary expertise at the intercept of several scientific fields. To set the example, we start this white paper with a glossary (Table 1), clarifying our understanding of the most commonly used in silico-related terminology in the field of drug development and evaluation. Ideally, this list should be expanding and regularly updated based on new application domains of modelling and simulation.

**CURRENT REGULATORY APPROACH FOR IN SILICO MODEL EVALUATION IN THE CONTEXT OF DRUG DEVELOPMENT AND EVALUATION**

Modelling and simulation takes its roots in academia and has been embraced by sponsors (including drugs’ commercial sponsors) who have rapidly understood the economic potential of this approach. When developing and assessing the models, academic researchers have emphasized the innovation and the scientific (technical) value of the models, focusing on different requirements to define their acceptability (e.g. mathematical, statistical, computational, pathophysiological, pharmacological). This has led to a multiplication of tools for model evaluation, covering a wide range of methodologies for mathematical and statistical model evaluation, independent/external validation, scientific ((patho)physiological/pharmacological) plausibility of parameter estimates, etc.42 Some model evaluation tools were developed specifically for the purpose of transfer to clinical applications.43

However, these tools still have a long way to go in terms of implementation and general uptake and in terms of rigor in their implementation which currently can be variable and unbalanced (i.e. very strong claims are often made by developers with poor reporting and/or a weak verification/validation process). In this white paper, we will discuss the different available evaluation tools that we believe could be of interest for model evaluation (see section 9).

Drug developers and regulators have hitherto more focused on the application itself (drug) and the specific question that can be addressed by the models. Model development and evaluation are proposed in well-defined contexts of use that take into account the regulatory impact (cf. section 7) and the consequence of model inadequacies for the relevant decision making at the level of the patient and public health, making some models acceptable for some contexts but not for others. This entails the necessity of pre-defining the requirements for model acceptability in an application-wise manner, irrespectively of the specific model technology used (e.g. empirical statistics vs. two-stage approach vs. empirical models vs. PBPK(-PD), SM/QSP models vs. agent-based models). This also shows the need for understanding the actual value (strengths and limitations) of the proposed/available tools for model evaluation, their applicability to various model technologies and their relevance for the scientific question(s) of interest.

The regulatory evaluation of models is ideally supposed to be in line with the latest scientific knowledge in the field. While sponsors have the full liberty (and are encouraged to be as innovative as possible) in the choice of the approaches for evidence generation to support their claims, the regulatory assessors’ role is to ensure that the proposal is scientifically sound and valid given the context of use, the regulatory impact, and given pre-established standards. For the interest of patients and public health, the regulators should always push the sponsor to provide the highest level of evidence and quality of modelling data. Although driven by regulators, establishment of standards should be a joint effort between all the stakeholders involved in the process (i.e. regulators, industry, academia, patients, healthcare professionals, HTA and payers). The current gaps and challenges encountered in in silico model reporting and evaluation likely affect the interactions between sponsors and regulators and, in some cases, this can delay drug market access for new drugs that patients need.

From a practical perspective, the regulators are expected to provide some guidance to sponsors on the presentation of their model development and evaluation results for optimal communication. At EMA, a range of regulatory procedures exists to interact and dialogue with sponsors on case-by-case basis, including for M&S related aspects. These procedures include Innovation Task Force (ITF) meetings, scientific advice protocol assistance and qualification advice/opinion.44-46

The ongoing Model-Informed Drug Development (MIDD) Pilot Program at the FDA is a very good example of how modelling related questions and context are fine-tuned to ensure clarity and set expectations, thanks to regular interactions between sponsors and regulators.47 Additionally, reference documentation is available such as Q&A documents, concept and reflection papers and specific guidelines.9,16,48,49

It should however be noted that, apart from the PBPK guideline, none of these guidance documents refers specifically to the in silico models beyond the pharmacometric family. Hence, there is an unmet need for regulatory guidance for in silico model evaluation also including models built with other technologies (e.g., agent-based models) in the context of drug development and evaluation, a need shared by regulatory agencies worldwide. One possible reason explaining this absence of specific guidance could be the lack of focus within the scientific community on creating evaluation tools able to meet regulatory scrutiny. Another reason could be that historically, the number of regulatory submissions including these
**TABLE 1** Definition of key terms related to computer modelling and simulation in drug development

| Term                                                                 | Description                                                                                                                                                                                                 |
|----------------------------------------------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| **Biological system**                                               | Complex ensemble of entities of a population or an individual that are interdependent and function as a whole. The entities and the limits of the defined system itself may be of various scale of organization (population, individual, physiological system, organ, cellular, molecular, etc.). |
| **In silico models**                                                | Abstract and simplified representation of a biological system, composed of a set of rules or algorithms describing the system’s behaviour, implemented and studied computationally. According to the mathematical nature of the rules, the behaviour of the system can be studied over time and/or space and quantitatively or qualitatively. The term in silico refers to the computational nature of the model and discerns it from its in vitro and in vivo counterparts. In the context of drug development, the set of mathematical rules and algorithms are typically used to predict drug effects and/or disease outcome in different scenarios. Thus, it is a generic term referring to a broad scope of computational models such as Quantitative Systems Pharmacology, system medicine and physiology-based multi-scale multi-physics models. From a methodological point of view, in silico models may be found at any level of the spectrum ranging from fully data-driven to fully mechanistic models (cfr definitions below). |
| **In silico clinical trials**                                       | Class of trials for pharmacological therapies or medical devices based on modelling and simulation technologies. Such trials produce digital evidence that can serve in complement to or replacement of in vivo clinical trials for the development and regulatory evaluation of medical therapies. |
| **Data driven models**                                              | Models developed from observations or data with the aim of reconstituting a set of rules explaining those data. These models can be developed using statistical, mathematical and/or computational methods including bioinformatics, machine learning and artificial intelligence. This type of models is built to match the observation content of the data but the resulting rules do not necessarily correspond to real, physical or tangible mechanisms, which makes it more difficult to interpret, hence the term of black-box model. |
| **Mechanistic models**                                              | Set of theoretical rules and algorithms based on known mechanisms expected to reconstitute observed behaviours. Consequently, the rules describe known or hypothesized mechanisms in a lower scale of organization and the model read-out often regards an emerging behaviour at a higher scale of organization. This type of model is essentially hypothesis-driven and allows to test the validity of the underlying mechanisms, and to explain an observation, hence the term of white box model. Most mechanistic models contain phenomenological elements because of abstractions that are made, e.g. a mechanistic model at the tissue level does not capture the mechanisms at the cellular or subcellular level. Nevertheless, when the model is built around the known mechanisms we use the term mechanistic despite the presence of some phenomenological elements. |
| **Agent-based models**                                              | Agent-based models (ABM) are an effective approach for modelling discrete, autonomy agents such as cells or bacteria. |
| **Artificial Intelligence (AI)**                                   | In the field of in silico modelling, AI is a set of technologies that have an adaptive and anticipatory capacity to deal with a defined problem while showing a certain degree of autonomous learning and improvement in solving the problem in question. The scope of technologies belonging to AI is very broad and includes, for example, machine learning, deep learning, etc. The capacity to learn for an algorithm may arise from different processes such as supervised or non-supervised learning and reinforcement learning. |
| **Model-Informed Drug Discovery and Development**                   | Quantitative framework for prediction and extrapolation, centred on knowledge and inference generated from integrated models of compound, mechanism and disease level data and aimed at improving the quality, efficiency and cost-effectiveness of decision making. |
| **Pharmacometrics**                                                | Pharmacometrics is the branch of science concerned with mathematical models of biology, pharmacology, disease, and physiology used to describe and quantify interactions between xenobiotics and patients, including beneficial effects and side-effects resultant from such interfaces. Related activities encompass developing and applying mathematical and statistical models to characterize, understand, and predict a drug’s PK/PD and biomarker-outcome behaviour. |
| **Population PK (PopPK) and Pharmacokinetic (PK/PD) models**         | PopPK is the study of pharmacokinetics (i.e., time course of concentration at a certain dosing regimen) at the population level, in which data from all individuals in a population are evaluated simultaneously using a nonlinear mixed-effects model. PK/PD-modelling links dose-concentration relationships (PK) and concentration-effect relationships (PD), thereby facilitating the description and prediction of the time course of drug effects resulting from a certain dosing regimen. |
| **Physiologically Based Pharmacokinetic (PBPK) models**             | PBPK models estimate the PK profile or exposure in “a target tissue or organ after a drug dose by taking into account the rate of absorption into the body, distribution among target organs and tissues, metabolism, and excretion”. |

(Continues)
types of models is rather low compared to pharmacometric models, which is a vicious cycle as without proper guidance sponsors are reluctant to include digital evidence into their dossier. Importantly, the framework presented in the white paper, including regulatory impact aspects, can contribute to the consistency of regulatory assessment across world regions. The authors therefore strongly support the idea that this subject constitutes a good candidate for a consensus approach (e.g. through a new ICH guideline).

**POINTS TO CONSIDER FOR EVALUATION OF MECHANISTIC IN SILICO MODELS**

While this paper is not intended to provide a definite recommendation for evaluation, it is the authors’ conviction that a framework to support the in silico model evaluation rationale is needed, similarly to what is proposed in the ASME V&V40 for medical devices.\(^{18}\) The steps listed below and elaborated in the following sections are considered essential in the process of model evaluation, being it for communication between in silico scientists (e.g. publications in scientific journals, communications in meetings) or for regulatory submissions. A flowchart of the different steps is provided in Figure 1.

1. Description of question(s) to be addressed and Context of Use (COU) (section 5)
2. Definition of model acceptability criteria for proposed question(s) and COU (section 6)
3. Description of model influence and/or regulatory impact (only for regulatory submissions) (section 7)
4. Risk-based analysis of decision consequence (section 8)
5. Description of model credibility activities (model verification & validation activities) (section 9)
6. Applicability and Uncertainty (section 9)
7. Model-informed decision making

Ideally, these points should be defined at planning stage and included in a modelling and simulation plan, *i.e.*, a document in which relevant assumptions, input data, implementation steps and output are clearly presented along with mitigation measures. This can constitute the basis for continued dialogue and interaction with regulators. To illustrate the points made below, we will work with three use cases, examples of in silico models in the context of drug development. A full description can be found in section 11.

**QUESTION OF INTEREST AND CONTEXT OF USE**

The scientific question(s) to be addressed by the modelling exercise need(s) to be clear and well described. Each question should be stated separately in case several questions would be addressed by the proposed model. Once all
the questions are well identified, the next step is to describe the proposed modelling approach to answer each question, including the data sources for model development and evaluation. It is critical to ensure that the modelling and simulation final output really addresses the scientific question. According to the EMA current policy, the Context of Use (COU) is considered to be the full, clear and concise description of the way the methodology is to be used and the related purpose of the use. The COU is a critical reference point for the regulatory evaluation of any qualification application as will become clear by the frequent referral to the COU in the following sections.

Examples of questions of interest are given below. These examples show that questions of interest are not limited only to interactions between drugs or their pharmacodynamics effects or even the interaction between a drug and organs/diseases. They can extend to the demonstration of clinical utility in the wider population after market uptake.

- What is the effect of enzyme Z inhibition and/or induction on drug X as a victim drug?
- What is the effect of drug X as perpetrator on other drugs via enzyme Z inhibition + induction?
- What is the relationship between drug X systemic concentrations and pharmacodynamic effect A at cellular/organ level?
- What is the relationship between drug X systemic concentrations and clinical efficacy response A?
- What is the relationship between state of cell A/organ B at time of treatment and the effect of drug X systemic concentration on the clinical efficacy?

- How will the drug X perform in patient populations that were excluded from clinical trials?
- How long does the drug X have to be administered to achieve the desired effects?
- What is the lowest dose at which the drug X can be given without negatively impacting treatment outcomes?
- How do the efficacy, effectiveness and safety of the drug X evolve over a longer period of time?
- How does the drug X perform in terms of patient-relevant outcome measures?

Some examples of COU are provided below:

- Optimization of the treatment regimen for first-in-human studies using a QSP model (developed based on in vitro, ex vivo and/or in vivo animal data)
- Use of agent-based models and related simulations for dose optimization for new therapies for infectious disease in a reference population using preclinical animal dose-response data and exploratory clinical trial evaluating short-term efficacy.
- Use of an agent-based model handling sparse clinical data to predict unobserved responses/in an in silico-augmented exploratory Phase 2 clinical trial
- Use of a multi-scale multi-physics model of a rare pathology on a virtual population to establish the effect of a specific treatment in the absence of clinical trial data in the target population
- Use of a PBPK model to establish the clinical effect of enzyme Z moderate inhibition and induction by drug X in the absence of clinical data generation.
• Application of a multi-scale multi-physics model on a virtual population to define inclusion criteria for a clinical trial design

Of course, the question of interest and the COU are strongly linked to one another. This can be observed clearly in the credibility matrix of the three core examples of this white paper (section 11).

MODEL ACCEPTABILITY CRITERIA FOR A PROPOSED QUESTIONS AND CONTEXT OF USE

Model acceptability criteria need to be well established. This should be done upfront during the planning phase before the start of any data collection (see flowchart Figure 1). This includes the level of credibility and validity of models intended to support scientific claims in communications (e.g. publications) and/or regulatory decision making. For regulatory submissions, it is recommended to consider the regulatory endorsement of the set of criteria selected and the approach planned to be used for model evaluation. Different regulatory procedures and guidance documents in place should be consulted to facilitate these interactions.

Model acceptability criteria will depend heavily on the COU and on the available tools for model evaluation. For regulatory submissions, the regulatory impact also needs to be taken into account as discussed below. It is very possible that the COU needs to be refined after acceptability evaluation, especially in case an adaptive pathway approach is adopted and/or regulatory decision making. For regulatory submissions, it is recommended to consider the regulatory endorsement of the set of criteria selected and the approach planned to be used for model evaluation. Different regulatory procedures and guidance documents in place should be consulted to facilitate these interactions.

In case a mechanistic in silico model (e.g. PBPK, agent-based or QSP) would be used to waive a clinical study (i.e. for high regulatory impact applications) the following could be included in the acceptability criteria:

• The software platform should be qualified (as per the EMA PBPK guideline) for all the concerned metabolism pathways (section 9.1, verification)
• The mathematical adequacy of code used for the drug model should be established (section 9.1, verification)
• Parameter sources and values should be disclosed and justified for the drug model (section 9.2 validation)
• For both efficacy and safety, the impact of uncertainties in the model and their impact on the simulation results has to be discussed (section 9.2 validation).

Three examples of how model acceptability criteria can be made explicit and linked to context of use and scientific questions are provided in section 11.

REGULATORY IMPACT

Regulatory impact is a terminology proposed for the first time by Terry Shepard to describe the role played by modelling data in the regulatory decision-making. This terminology is now largely understood and widely used in the EU regulatory network. According to the regulatory impact terminology, when modelling and simulation data are only considered to play a descriptive role, because the key data for the question addressed is coming from other sources, the regulatory impact is considered to be low. However, when modelling results constitute the key source of evidence to answer the question of interest, i.e. replacing data traditionally generated in a clinical trial, the regulatory impact is considered to be high. The medium regulatory impact lies somewhere in between: modelling results are additional evidence to be complemented by other data from other sources, such as for dosing selection in a given patient (sub)population.

The concept of regulatory impact should be perceived as broader than the model influence as per the risk informed credibility assessment (ASME V&V40). Benchmarking against the current evidentiary standard is implicitly included in the regulatory impact concept. The ‘regulatory impact’ terminology is therefore interesting because it puts the in silico modelling data in perspective as compared to the other potential data sources (nonclinical in vitro, ex vivo and in vivo or clinical trials) to address the questions of interest. In addition, it implicitly compares the role of in silico modelling data in model-informed drug development programs to what would have been done traditionally to address the same question without in silico modelling.

The stringency and the demandingness of the acceptability criteria in regulatory submissions defined in the previous section will also depend on the regulatory impact, with increasing levels of requisites/demandingness from low to high regulatory impact applications.

As illustrated in the examples in section 11, regulatory impact should in principle be explicit in each submission.

RISK BASED ANALYSIS OF DECISION CONSEQUENCE AND MODEL RISK

After establishing the regulatory impact, the next step is a risk-based analysis of the decision consequence. This means assessing the consequence of an adverse outcome resulting
from an incorrect decision that was made based on the model. The concept of model risk has been thoroughly discussed in the ASME V&V40 standard for medical devices and can be summarised as the combination of the influence of the computational model on the decision-making (model influence) and the consequence of an adverse outcome resulting from an incorrect decision based on the model (decision consequence). The same concept can also apply to the drug development related models as shown here. The higher the model influence and the decision consequence, the higher is the model risk. An example of such high model risk is when extrapolating efficacy and safety information from limited clinical data collected during Phase 1 and exploratory Phase 2 clinical trials.

An additional source of uncertainty in disease and drug mechanistic in silico models is the trial and human errors that are not easy to anticipate when creating virtual populations (e.g., dosing errors, compliance). The level of uncertainty can directly influence decisions taken based on the modelling results. It therefore becomes critical to quantify an in silico model’s estimated uncertainties and to evaluate the implications of these uncertainties on the targeted patient populations to demonstrate the specified clinical utility. As long as the uncertainty decreases and the confidence in the new drug increases thanks to newly generated data across the clinical trials phases, the model risk lowers. An example of this is a model-based dose selection for a confirmatory phase 3 study, based on preclinical observations and PK data in healthy volunteers and patients. Confiratory datasets (retrospective, real-world data and prospective), when available, can mitigate the model risk.

**MODEL CREDIBILITY ACTIVITIES**

After completion of all previous steps, model credibility activities can be designed and executed. These activities start with identification of credibility goals, including desired qualitative or quantitative outcomes (e.g., pre-specified acceptance criteria) based on scientific rationale. Credibility activities include verification of the software, the code and the calculations, validation of the model using comparator studies, and evaluation of the applicability of validation assessments to the COU. Credibility factors are the individual elements of these credibility activities, for instance the credibility activity of code verification encompasses credibility factors such as software quality assurance and numerical code verification.

The identification, design, execution and regulatory assessment of the credibility activities are general for the model assessment process. However, the specific tools and technical approaches/aspects relevant for the verification and the validation activities often differ between model types, as illustrated in. Such specific requirements are beyond the scope of this paper.

**Model verification**

Verification is often termed as “solving the equations right” as opposed to validation which is “solving the right equations”. Verification is to be performed on the level of the software platform (software quality assurance), the numerical code and the calculations. The term software platform refers to a computational modelling and simulation (CM&S) software executable running on a specified offline or online computational environment characterized by its underlying operative system and hardware components. All together, these verification activities ensure that a CM&S software executable and a model are correctly implemented on the computational platform of choice, that the model is accurately solved for its intended COU, and that adequate documented evidence of the verification activities is established to enable appropriate regulatory/scientific revision.

**Software quality assurance (SQA)**

SQA ensures that the CM&S software executable is correctly functioning, and that it produces repeatable results. A relevant aspect of this testing activity is a full understanding of the CM&S requirements and specifications, the test cases, their limits, and their execution in the regression testing to ensure all the bugs, errors, and faults are addressed accordingly to their potential effect(s) on the COU and the model risk.

CM&S software can generally be classified as user-developed software, off-the-shelf software (commercial or open source license), modified off-the-shelf software, or most frequently combinations thereof. A software developer should tailor SQA activities upon the characteristics of the software components present in the model.

For user-developed and/or modified off-the-shelf software, SQA activities should comprise:

- Software testing, *i.e.* implement a manual or automated (unit test) process for specific parts of the software, where a static analysis is carried out to identify defects in the source code and in the software development environment, such as compilers and libraries called by the model.
- SQA documentation generation regarding all implemented tests, where (specific parts) and on what (specific functionalities).
- Code review on software source code, software tests and documentation review
For off-the-shelf software (components), SQA activities should comprise:

- Running the available benchmark verification test cases provided by the software provider.
- Documentation generation including references to the SQA procedures carried out by the software provider.

A guidance document as developed for the R statistical programming package\(^53\) is an example of supporting documentation to R users.

Numerical code verification (NCV)

The NCV process is generally carried out by the software developer and/or user. It is a process that ensures the correct implementation and functioning of the CM&S software executable and model by means of estimating the correctness and numerical error in the calculated results (including, but not limited to, the spatial and temporal convergence rates & order) as well as by performing graphical and numerical checks. When the model equations allow, this verification step can be executed with the full model (blurring the distinction between code verification and calculation verification).

However, when the model becomes more complex (due to more complex geometries, equations etc.), relevant benchmark problems should be identified and used to perform code verification. See e.g.\(^54\) for an example of the development of simplified flow problems that can be used as standard benchmark tests for code verification for blood damage predictive models. Of note here is that, as a less stringent NCV, simplified flow problems that can be used as standard benchmark tests for code verification for blood damage predictive models. Of note here is that, as a less stringent NCV, simplified flow problems that can be used as standard benchmark tests for code verification for blood damage predictive models. Of note here is that, as a less stringent NCV, simplified flow problems that can be used as standard benchmark tests for code verification for blood damage predictive models. Of note here is that, as a less stringent NCV, simplified flow problems that can be used as standard benchmark tests for code verification for blood damage predictive models.

To achieve a robust NCV, the model developer should (depending on the COU):

- Compare numerical solutions returned by the CM&S software executable with exact analytical or semi-analytical solutions provided by a verified source (e.g. provider);
- Compare numerical solutions returned by the model running on any specific computational environment other than the original settings (model numerical solutions of reference);
- Generate adequate documented evidence of the performed comparison activities and include references to the documented results from SQA verification tests conducted by the CM&S software developer

Calculation verification

Calculation verification encompasses estimation of discretisation errors, numerical solver errors and (human) use errors and the effect these errors have on the model results. The discretisation error arises from solving the computational problem at a finite number of spatial and/or temporal grid points. Numerical solver errors refer to errors induced by the selection of specific solver parameters. Human errors are errors introduced into the calculation by the model user in key inputs and output (e.g. typos).\(^18\)

To achieve a robust calculation verification, the model developer could (depending on the COU):

- Analyse spatial and temporal convergence and adapt discretisation parameters or solver tolerances where necessary.
- Run a problem-specific sensitivity analysis on the solver parameters to demonstrate that their impact on the simulation results is negligible in the scope of the envisaged model accuracy.
- Verify key inputs and outputs by either user, internal or external peer review, depending on the credibility goals for this particular credibility factor.

Specificities of in silico models for drug development

The aforementioned verification process corresponds to that of general engineering models and in silico models of medical devices that are heavily physics-based. These verification actions require a well-accepted “source of truth”. For many physics-based models used in medical device modelling, this source is the fundamental differential equation or law that usually depends on space and time (such as the Navier-Stokes equation to describe fluid dynamics). Models of biomedical processes rely on mechanistic knowledge, which is not always quantitative and which is not error-free. Additionally, said processes often span multiple scales, which are intricately coupled and cannot be separated without considerable errors.\(^55\) Because of this, there is an increase in models that consist of multiple submodels capturing different scales (multiscale models) or phenomena (multiphysics models). In case of multiscale models, orchestration between the different space/time scales is taken care through homogenization approaches and in case of multiphysics models through transformation of properties across physics theories.\(^56\) For such models, the general philosophy is that credibility should be assessed at the level of an individual submodel as well as on the orchestration. In certain cases, where the homogenisation functions are also models, they too should be explicitly included in the credibility process. Another family of models that is increasingly used in the context of drug development is that of agent-based models, which are mechanistic with at least some of the inputs being discrete. The discrete elements can range from cell state transitions (with everything else described by differential equations in a space-time continuum) to the entire system being based on discrete rules. Verification
of the continuous part of the model requires extensive verification whereas the discrete parts only require code verification as they involve algebraic calculations. However, as local instabilities might arise, a parameter exploration is warranted.

For all the aforementioned models, it is also important to ensure that model structure and related parameters are identifiable with the data used for model development. Appropriate tools should be used for this purpose.57,58

Model validation

As previously mentioned, validation activities are about showing whether the right equations are being solved, i.e. whether the in silico model is able to predict/simulate the reality of interest and the sensitivities and uncertainties of the model are clear. This starts with a clear description of the model’s conceptual form along with its assumptions, ontology and input data quality. Subsequently, model validation requires the development of a validation comparator providing data to perform the evaluation. No validation can be performed without such comparator data.32 The assessment step then compares the prediction/simulation results with the comparator data to ascertain model credibility. Besides this direct comparison, it is equally important to estimate the uncertainty in this comparison.

In silico models, related assumptions, ontology and input data quality

Credibility factors related to the in silico model evaluate model form/structure (governing equations, geometry, computational domain, variables, quantities, boundary/initial conditions etc.) and model input (parameter values for model form elements). In silico models used in the context of drug development are mainly describing biological processes, in contrast to models used in medical devices that often depend on physics. Their form and input depend largely on non-exhaustive and poorly measurable material (knowledge and data) even on fundamental behaviour. Consequently, there may be multiple assumptions, gaps and hypotheses necessary to construct the conceptual form and to derive (or suggest) a convenient mathematical form. These need to be clearly described in the modelling report and their impact discussed. While every model is built on hypotheses, their high quantity and potentially large impact on the output of a pathophysiology model imposes specific attention to the following points:

• A rigorous and complex knowledge management and curation (e.g. Strength of Evidence) which can evolve dynamically.
• A tight coupling between the conceptual (e.g. graph-based on underlying pathophysiology and pharmacology) and mathematical form (equations). For instance, a unique source for equations as well as their full documentation adds more credibility in the model form.
• An emphasis on a qualitative validation assessing if best practices in the conception and documentation of the model have been implemented in addition to the quantitative validation with comparator data (thereby guaranteeing minimum standards reproducibility and quality and therefore credibility).59

Given the aforementioned points, the modellers should ensure and report compliance with model annotation and curation quality standards applicable for the type of model under scrutiny whenever available. Systems biology models can benefit from years of community effort into community standard ontology building.60,61 To give an example, the use of a “scorecard” when reporting a model was recently proposed by a community effort to ensure the reproducibility of models in systems biology.62 As previously stated, in silico models of biochemical cellular and biomedical processes rely heavily on knowledge, often in the form of heterogeneous and semantic data. For that reason, important efforts must be put to thoroughly reference and annotate the model and to make sure entities and variables can be identified unambiguously, for which one can rely on the use of standard ontologies (e.g. Gene Ontology, ChEBI). That endeavor to ensure model transparency and reproducibility can be achieved by following guidelines arising from modelling community efforts such as the BioModels initiated-effort MIRIAM (Minimal Information Required in the Annotation of Models) 63 or the standard SBML and CellML formats to encode models, in systems biology.64

A set of questions is listed below to qualitatively evaluate the credibility of an in silico model.

• Validation of the conceptual form: are the included knowledge, formulated assumptions validated by a biologist or a clinician in the field?
• Is the model granularity adapted to the question of interest and the context of use?
• Auditability/transparency: Is it possible to access the source justifying the model form and the parameter values?
• Uncertainty management: are the uncertainties associated with the model form and inputs and their impact on model predictions understood and controlled?
• Sensitivity analysis: Is the model sensitivity to input parameters and its impact on model predictions understood and controlled?
• Risk of tautology: is there a risk that a bias has been introduced in the model form or inputs influencing the answer into the desired way?
• Simulation design: is the in silico experiment design relevant to address the question(s) of interest?
• Relevance to clinical outcome: are the in silico model results relevant for clinical purpose?
• Relevance to the COU: are the in silico results relevant to the context of use and specified clinical utility?

Comparator data

When performing the model validation, comparator data is required. This data can come from various sources, including dedicated (in vitro/ex vivo) validation experiments, or historical nonclinical, clinical trials or real-world validation data. Additionally, this data can come from the same experiment used in model development, provided it is a different (unused) subset and is clearly defined in the approach upfront. Regardless of the source, data used to perform the validation needs to be trustworthy, meaning of good quality, and relevant to the COU. Comparator data credibility factors are related to the test sample (e.g. animal disease model) and the test conditions (e.g. drug administration). For all factors, elements such as the quantity, range of characteristics, measurements and measurement uncertainty need to be reported. The measurements performed to characterize these test samples can be used as model inputs but can, in case of quantification of the uncertainty on the input, also enable quantification of the uncertainty in the model output. Furthermore, the measurement data can be used during model evaluation to determine equivalency between model input and comparator data. All aspects of the test samples and conditions need to be investigated separately, as they will have an impact on the comparator data and hence on its usefulness to establish model credibility. Below, a non-exhaustive list is provided of comparator data elements requiring characterisation:

• Quantity: samples sizes, number of test conditions;
• Range of characteristics: range of test sample characteristic of interest, range of test conditions;
• Measurement: rigor with which measurement data characterize each test sample, for both comparator input and output, as well as the test conditions;
• Uncertainty of measurements: uncertainty associated with tools and methods used to obtain measurements characterizing test samples and conditions.

When experimental data are reported in the literature as comparator data, most often insufficient information is available to assess the quality of said comparator data, including information on how exactly this data was established: which model systems were used, which protocols were followed, etc. This meta-data is sometimes also referred to as the birth certificate of the data. As an example, consider the mechanical properties of arterial tissues which play an important role in models of arterial disease progression. Almost all publications describing the mechanical properties of arterial tissues will mention information such as the species and anatomical location of the tested sample, the machine used and the loading protocol. Far less publications also include information on the time between donor death and sampling, time between sampling and testing, and transport conditions of the sample even though these factors have been shown to have substantial influence on the obtained parameter values. Efforts are undertaken to ensure presence of the necessary metadata. The recently published standard ISO 21899:2020 specifies the general requirements for the validation and verification of processing methods for biological material in biobanks. ASME is looking into expanding the IT’IS (Foundation for Research on Information Technologies in Society) tissue properties database, in eight material property groups (including mechanical, thermal and electromagnetic). Additionally, at the end of 2020, a new community challenge, C4BIO (c4bio.eu) was launched jointly by academia and industry to develop community-wide standardized testing protocols that include recording of the necessary metadata that will allow the data to pass regulatory scrutiny.

Assessment

With the previous steps completed, the accuracy of the model output can be assessed in terms of equivalency of input parameters as well as (rigor of the) output comparison. Equivalency of input parameters between the in silico model and comparator data is described for both type and range, with higher degrees of equivalency leading to higher credibility. Output comparison is related to a number of elements, starting with quantity – i.e. how many outputs were compared. Additionally, increased equivalency of types of output between in silico model and comparator leads to higher credibility. Comparison of the output can be done through visual inspection (low credibility) and direct assessment of the difference between experimental and computational results. Depending on the COU also statistical testing of predictions against random prediction null hypotheses (e.g. classification: AUROC; ranking: spearman correlation) might be warranted. To further increase credibility, uncertainties coming from experiments and computations need to be quantified and incorporated in the output. Finally, when making the comparison, the level of qualitative and quantitative agreement between quantities of interest that is deemed satisfactory needs to be in accordance with the COU (e.g. high regulatory impact requires high model accuracy and inclusion of uncertainties on both comparator and model results).
Applicability and uncertainty

Once a model has been successfully run, then it is necessary to compare the completed activities and results with what was expected. If both are within the accepted parameters, then the model can be considered as credible; otherwise, it might be necessary to review the model or the question of interest. By evaluating the applicability of the verification and validation activities to the COU, again mindful of the model risk, an assessment of whether there is sufficient model credibility to support the COU can be made. Applicability as defined in the ASME V&V40 refers to whether the measured quantities and the application domain of the Comparator and the model are identical, which is not always the case. Pathmanathan et al. provide a step-by-step guide for analysing applicability during the validation of evidence for biomedical in silico models.

Uncertainty is one of the critical aspects while assessing the credibility of a model. To study the model’s uncertainty, it is necessary to check the uncertainty quantification (UQ) and sensitivity analysis (SA). UQ is the process of determining the uncertainty in model inputs, and then estimating the resultant uncertainty in model outputs whereas SA is the study of which inputs most affect a model output. Overall, UQ and SA test the robustness of model predictions. A critical component of any uncertainty analysis is openness of the assumptions being or not made, the tools used, and the way that results are interpreted. Educated decisions can only be made through an understanding of both the process of estimating uncertainty and its numerical results.

REMAINING GAPS AND CHALLENGES FOR THE FUTURE

The aim of the white paper is to present a high-level framework that could guide the whole model evaluation process in a holistic and comprehensive manner without necessary focusing on very technical and specific aspects related to different specific applications or types of models. These topics will be covered in future communications.

ASME V&V40 standard was indeed initially proposed for medical devices. However, this approach of establishing the credibility of a model and its associated simulations as a method to answer a scientific question of interest is general and also applicable to drug development. Some adaptation is needed to better fit to the context of drug development: of note the regulatory impact, which is one additional key point in the framework as proposed in the white paper, is not included in the ASME V&V40: The regulatory impact (which is conceptually different from the model influence) was added, to better fit to the drug development setting.

There is an increasing need for use of in silico models and simulations in drug development. There are for example settings where clinical data generation to demonstrate drug efficacy and/or safety is just not feasible due to ethical or practical constraints. Reliable models would offer an alternative source of evidence for drug efficacy and safety assessment and per se would accelerate the availability of safe and effective drugs for patients.

There is a need for rigor and transparency in the methods used for model development and validation on the one hand and their wider acceptance as a valuable source of evidence by the scientific community including academia scientists, pharmaceutical industry, regulatory bodies and HTA/payers, on the other hand. Adequate model evaluation is considered a corner stone. An environment that permit establishing the credibility of mechanistic models and their adequate regulatory evaluation/assessment in a very objective and consistent manner is currently lacking with an unmet need for that. The proposed framework can be considered as an important step toward the creation of such an environment with well established, transparent and commonly agreed criteria for establishment of mechanistic model acceptability. The methods used for this purpose need to be well described and commonly agreed. Given the novelty, the multidisciplinary nature and the relatively recent arrival in the drug development setting of these mechanistic in silico models, we consider that we are still in the learning phase of identifying the most appropriate tools for model verification, validation/qualification. Similar as for other quantitative tools which have been used for longer and are more widely accepted (e.g. statistical approaches, popPK, PK/PD models), it is expected that the model evaluation tools will evolve in number and in performance with the increase of the use of these types of models.

Therefore, a need exists for documenting the available tools, the manners they are being used, the conditions for their adequate use and the challenges encountered. This white paper is one step in that direction, outlining a framework, similar to that of the ASME V&V40 for medical devices, emphasizing the need for transparency in the data sources and methods used, the clear link with the scientific question and the context of use, as well as the proposed acceptability of criteria. In addition, this white paper contains a glossary of key terms used in the context of in silico model development and evaluation. Given the sometimes-conflicting terminologies that exist in this domain, such a glossary should be included in all communication to facilitate the communication and avoid misunderstanding during scientific review of regulatory submissions or research papers.

The current hurdles for larger acceptability of in silico models as a reliable source of evidence for high (regulatory) impact applications in drug development include:
1. lack of international standards and best practice documents commonly accepted by all relevant stakeholders,
2. poor communication between stakeholders to that regard, and
3. relatively slower development of regulatory science as compared to commercial solution developments.

There is currently an unmet need for regulatory guidance/best practice documents clearly describing standards for mechanistic in silico model development, evaluation and reporting considering the specificities not only in their structure, the data sources for their construction and evaluation but also in the software and algorithms used for their implementation. Ideally, this should take the format of an ICH guideline to ensure involvement of all relevant stakeholders and wider acceptability by regulators, drug developers and the scientific community. Lack of general framework of reference inevitably results in fragmentation of initiatives, development of conflicting terminologies, and difficult communication. A general framework on the other hand would ensure coordination of initiatives, harmonization of terminology and efficient communication among different stakeholders. Such a general framework for computer modelling and simulation is highly needed.

Stakeholders such as the EMA, the VPH institute and the Avicenna Alliance already initiated the dialog and brainstorming on best practices for computer modelling and simulation, as illustrated in this white paper.

Besides this, the VPH institute and Avicenna Alliance are also leading an initiative focusing on Good Simulation Practice (GSP), in analogy with the Good Laboratory Practice (GLP), Good Clinical Practice (GCP) and Good Manufacturing Practice (GMP) guidelines. GSP will indeed provide a quality framework for recognition of compliance monitoring procedures. Compliance with GSP will ensure that validated models and digital data generated by in silico methods will be of high quality, valid and reliable.

EXAMPLES WORKED OUT ACCORDING TO THE CREDIBILITY MATRIX

In this section, we provide three use cases of models following the above-described verification and validation strategy. These are models that have not yet received formal regulatory approval but the developers are in various stages of interaction with regulatory bodies. After a brief summary of the model, a credibility matrix is used to provide key information on the different steps of the flowchart shown in Figure 1.

EXAMPLE 1: Universal system simulator.

The Universal Immune System Simulator (UISS) is an agent-based model of the human immune system that accounts for both innate and acquired immune response. In the past, UISS has been successfully applied to a large number of immune system disease modelling scenarios. In preliminary studies, it has been shown that the resulting simulator (UISS-TB) could be used to simulate the relevant individual human physiology and pathophysiology in patients affected by Mycobacterium tuberculosis (MTB) and to test in silico the efficacy of new vaccines against tuberculosis. Moreover, UISS shows the capability of simulating the intrinsic immune system behaviour against MTB infection (eliciting or not eliciting the complete clearance of the infection or, eventually, allowing the chronic establishment of MTB reservoir inside the host due to both MTB characteristics and genetic features of the host). The key elements of the framework for UISS agent-based model as proposed by the developer are summarized below.
| Credibility matrix |
|-------------------|
| **Drug**          | Therapeutic vaccines for pulmonary tuberculosis, such as RUTI. |
| **Type of model** | Physiology based agent-based model (ABM). |
| **Scientific Question(s) of interest (QOI)** | What is the dose-response curve of a specific vaccine for active tuberculosis in a reference population of adults affected by *Mycobacterium tuberculosis*? What is the most optimal dose to maximize the efficacy of tuberculosis vaccine? |
| **Context of use** | UISS is a physiology- and agent-based model of the human immune system. UISS-TB includes a disease model component for the infection of pulmonary tuberculosis, the treatment (the therapeutic vaccine to be tested) effect component, and is run over a virtual population, representative of the target population. The aim of the model is the dose selection for confirmatory trials, with a significant reduction of the human experimentation in the phase II dose-response trial. Data input would include: – clinical data from the phase 1 safety assessment trial – clinical data from a limited scale exploratory trial: only a single arm (e.g., drug-response strains) and only two arms (a placebo group and a treatment group with a dose close to the maximum tolerated dose (MTD)). |

| Acceptability criteria (Precision level) |
|----------------------------------------|
| • **Data/input for model building** The UISS-TB model is informed by a set of NI = 22 inputs, named vector of features (VoFs), formed by quantities that can be measured/observed in an individual MTB patient. All 22 inputs have to be considered with their admissible minimum, maximum, and average values. |
| • **Model structure and key parameters:** Model structure and parameter sources and values should be disclosed and justified for the disease and the drug model, as well as for the virtual population simulator. |
| • **Model verification acceptancy criteria** |
| a. **Computation (Calculation, platform) and code verification** GitLab versioning control system will be used. The following will be monitored and results provided: For the Deterministic model – Absence of Round-off errors – Absence of Conservation errors. – Absence of Discretisation errors. – Uniqueness: repeated deterministic runs produce identical results. – Smoothness: analyse lag correlation. – Non-chaoticity: Lyapunov’s exponent. – Time step convergence analysis For the stochastic model verification. – Convergence and consistency analysis. |
| o. **Software Quality Assurance** GitLAB QA to run regression testing, including all VV&UQ tests. Long-term: Compliance with IEC 62304 “Medical Device Software - Software Life Cycle Processes”.
| • **Model validation activities and related acceptancy criteria** |
| • The UISS model needs to be able to model to simulate and to adequately predict the key features of patients experimentally recruited in the Phase 2 study. |
| • The UISS model needs to be able to predict the distribution of immunogenicity biomarkers at the other three follow-up time points and compare these to those observed experimentally. |

| Regulatory impact |
|-------------------|
| **Medium:** modelling results are additional evidence to be complemented by data from clinical trials. |

| Risk based analysis of decision consequence |
|--------------------------------------------|
| In the case of UISS-TB-IG, an underestimation of the optimal dose might affect the efficacy of the treatment, and an overestimation might induce adverse effects. If we assume that the final decision is the marketing authorisation of the new therapeutic vaccine, the influence of the model is low for both the final efficacy component and the safety component that will rather be informed by the results of the confirmatory Phase 3 trial. For a lower-than-optimal prediction, we could have an increased risk of recurrence. For the higher-than-optimal prediction, we could have an increase of reported adverse effects. However, typical overdosing adverse effects for TB vaccines are mild in nature (occasional muscle spasms, pain at the site of injection, etc.). Thus, also the consequence of a model error can be considered mild. |

| Credibility activities results |
|-------------------------------|
| The credibility factors (as described in Section 9) were evaluated with overall satisfactory results. Details and results of model verification activities have been previously published. |

| Model informed decision |
|-------------------------|
| The dose-response relationship was characterized for efficacy of vaccine against tuberculosis that allowed optimal dose selection for the confirmatory trial. |
Of note, the credibility matrix above was initially proposed by the authors and refined after discussion with regulators. As described, two related questions are to be addressed by the agent-based model: characterization of the dose-response relationship for efficacy and dose selection. The COU is presented with a link to the question, the data source and an analysis of clinical consequences if the model is wrong (as part of a risk-based analysis). Regulatory impact is considered medium, model acceptability criteria are provided a reference as well for the results credibility activities implemented to meet the pre-specified criteria.

EXAMPLE 2: Virtual Assay for Drug Cardiac Testing.

Virtual Assay is a software for running human in silico drug trials to augment drug cardiac testing. The core engine provides a user-friendly graphical user interface (GUI) to efficient algorithms for the sampling and solution of populations of virtual human cardiac cell models (Figure 3). Each model in the population is characterized by a different set of ion channel parameters, with biology described in the form of systems of ordinary differential equations, producing non-identical action potential outputs to account for variability. The Drug Module directly converts the drug action parameters for their use by the Core Engine in each of the models of the population. The Analysis Module finally generates visual reports of the conducted drug-dose response studies, per individual model and provides statistics of biomarkers of drug action across the entire population, including the automatic detection of adverse drug effects. The key elements of the framework Virtual Assay model for drug cardiac safety testing as proposed by the developer are summarized below.

| Credibility matrix |
|--------------------|
| **Drug**          | All new drugs candidates given the regulatory requirement of assessment of in vivo drug-induced pro-arrhythmic cardiotoxicity, and especially those that may be ruled out due to potential false positive signal based on hERG assays and multichannel effects. |
| **Type of model**  | The Virtual Assay Software: human-based cardiac electrophysiology modelling and simulation framework. |
| Scientific Question(s) of interest (QOI) | Would the drug result in risk of developing Torsades de Pointes in the human population, even in the context of positive hERG assays and multichannel effects? |
|----------------------------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Context of use                         | **INPUT:** *in vitro* data on drug-induced action on ion channels (through 2 key parameters: the concentration that causes 50% of ion channel blockage (IC50) and the steepness of the drug response curve (Hill coefficient (h))) **OUTPUT:** Simulations with the Virtual Assay software categorize drugs as being safe or inducing pro-arrhythmic cardiotoxicity in human. Decision on the potential cardiotoxicity will be informed by the simulations, combined with experimental data from animal models and potentially stem-cell derived cardiomyocytes. Mechanistic models can be helpful to rule out a positive non-clinical signal. |
| Acceptability criteria (Precision level) | • **Data/input for model building:** *In vitro* data on drug action on 3 cardiac ion channels (Nav1.5, Cav1.2 and hERG). Evidence of the acceptable quality and documentation on the sources of data will be provided.  
  • **Model structure and key parameters:** The structure of the Virtual Assay software is summarised in Figure 3. The Core Engine (middle panel) generates a virtual population of human cells. A Drug Module (left panel) allows simulating the drug action on the ion channels using the input data. The Analysis Module (right panel) extracts metrics from the simulation for drug classification. Justification of model structure and parameter sources is provided in.82  
  • **Model verification activities and related acceptancy criteria**  
  • **Computation (platform) and code verification** Virtual Assay has been developed in C++. Drug simulations in a modern laptop require approximately 5-10 minutes for each drug concentration for a population of 100 cell models, and simulations are run in parallel on multiple cores. Verification of numerical scheme and code comparison has been conducted as explained in.82  
  • **Software Quality Assurance** The Virtual Assay software includes documentation and benchmark verification test cases. Details on software verification are provided in.82  
  • **Model assumptions and related sensitivity analysis** Sensitivity analysis is incorporated in the population of models, as this consists of using the same baseline model but with key parameters varied randomly, thus generating thousands of virtual cells.  
  • **Numerical and graphical tools** The Virtual Assay software incorporates a friendly interface, simulation software and visualisation of outputs.  
  • **Uncertainty management** The population of models approach incorporated in Virtual Assay tackles uncertainty in electrophysiology model parameters. In the case of uncertainty in input values, simulations with the most extreme cases are run and compared.  
  • **Model validation activities and related acceptancy criteria** The accuracy of drug classification using Virtual Assay was requested to be superior to the classification based on hERG alone and at least 80%. The sensitivity in the prediction of cardiac toxicity of individual drugs needs to be >60% or 70%. |
| Regulatory impact                      | High regulatory impact: modelling and simulation results constitute the key source of evidence to answer the question of interest, *i.e.* replacing data traditionally generated in a clinical trial |
| Risk based analysis of decision consequence | High clinical influence given the new Q&A Guidelines: impact on the decision to accept phase 1 to 3 trial designs, and also based on this model, waiver of intensive monitoring of electrocardiogram (ECG) in confirmatory trials. This is also crucial for the evaluation of cardiotoxicity in cancer drugs. Wrong model prediction/simulation could expose patients to risk of lethal arrhythmias, in following clinical trials due to cardiotoxic drugs. |
| Credibility activities results         | The credibility factors (as described in Section 9) were evaluated with overall satisfactory results. Details and results of model verification activities have been previously published.80-82 |
| Model informed decision               | The drug’s pro-arrhythmic cardiotoxicity was characterized for 62 compounds, based on their Torsade de pointe (TdP) score. Each drug could be categorized as safe or risky based on their TdP score. Subpopulations of patients at higher risk were identified for some of the drugs. |

The credibility matrix above was also proposed by the authors and discussed with regulators. One question is addressed by the model and associated simulations for each tested drug: characterization of risk of developing Torsade de Pointes. The COU is presented is presented in relation to its role in the overall decision making and analysis of
clinical consequences if the model is wrong (as part of a risk-based analysis). Regulatory impact is considered high, model acceptability criteria are provided as well as a reference for the results credibility activities implemented to meet the pre-specified criteria.

EXAMPLE 3: Myocardial physiology.
A QSP type disease model and a Virtual Population are used to evaluate the ranges of clinical benefit through C1 modulation, and refine the target population based on response variability analysis in a Virtual Population of ST Elevation Myocardial Infarction (STEMI) treated with percutaneous coronary intervention (PCI) (Figure 4). It is hypothesized that blocking ROS production at the level of the complex 1 (C1), the beginning of the respiratory chain, will reduce damage of the overwhelming ROS production during the reperfusion and bring a relevant clinical benefit. Key features of the model as per the framework are presented below.

### Credibility matrix

| Investigational product | Modulator of respiratory complex 1: inhibitor of ROS production |
|-------------------------|---------------------------------------------------------------|
| Type of model           | QSP-type disease model: based on ordinary differential equations (ODE). The model had 625 parameters and 173 ODE. |
| Scientific Question(s) of interest (QOI) | What is the target population to demonstrate the effect of C1 modulation as it would have been evaluated in a classical phase 2 clinical trial? |
| Context of use          | A mechanistic disease model describing myocardial infarction pathophysiology and effects of C1 modulation is used with a Virtual Population to identify markers that characterize responders to C1 modulation in a Phase II setting in silico. Data extracted from the scientific literature and preclinical in vitro experiments and in vivo experiments were used to build and calibrate the model. Individual patient data from a subset of a clinical trial dataset were used for a quantitative calibration of the clinical outcomes calculated by the model combined with a Virtual Population. The model and related simulator are proposed to support an upcoming Phase III trial design aimed at confirming the drug clinical benefit. |

| Acceptability criteria | Code verification should include the convergence analysis of all dynamics concerning space discretization of the left ventricle. As all patients will use the same space discretization, the model needs to present qualitatively the same results by predictive visual check for two discretization schemes so that it is safe to assume that inter-patient variability is unchanged. Calculation verification was carried out by using the simulation outputs obtained with the lowest possible solver tolerances as reference solution. The error between simulated outputs and reference solutions needs to be lower than a given threshold (1%). |
Further quantitative acceptability criteria on the software side are model item transparency, documentation completeness and unit checking.

Model acceptability is mainly assessed on the 4 outcomes with a quantitative validation based on independent individual data extracted from a previous clinical trial dataset (placebo arm, 26 patients). In our COU, the most important capability of the model is a correct prediction of a class/individual outcome based on its descriptors (and needs to be validated as such). For trial design purposes we should thus compare virtual patient classes with real patient classes and individual patient (ranks) with individual patient (ranks), respectively. According to these two requirements two precision levels have been checked for classifying ranking and patients by the model:

- A response classifier model should have the capacity to identify patients with a severe outcome according to Receiver Operating Characteristic (ROC), Area Under the Curve (AUC) above 0.7 for a number of classification scenarios (similar as for any predictive biomarker).
- A response ranking model should have a significant capacity to rank individual patient's outcome severity. This capability should be tested by a suitable statistical procedure, i.e. by Spearman rank correlation significantly different from random permutation.

Qualitative acceptability criteria need to be checked for validating explorative capabilities of the disease model not covered by the quantitative input (patient descriptors) output (creatine phosphokinase (CPK), troponin I (TnI), Infarct Size (IS) and left ventricular ejection fraction (LVEF)) validation. A set of credibility factors are defined including:

- Model form is deemed acceptable if the conceptual form is validated by a biologist, a clinician or logical modelling; if model granularity allows the answer to the QOI; if a transparency checking is allowed in the model structure.
- Model inputs are deemed acceptable if used assumptions are listed and their impact on model prediction explored and if a sensitivity analysis has been performed.
- Model is deemed relevant to the context of used if the simulation protocol is delivered prior the experiment; M&S output(s) is/are biomarker(s), a surrogate or a clinical outcome; validity domain is relevant to the COU.

Regulatory impact Medium: modelling results are additional evidence to be complemented by data from clinical trial.

Risk based analysis of decision consequence The treatment being indicated as a complement of the first line (percutaneous coronary intervention), suboptimal patient selection will not result in harm to patients. However, it may lead to a suboptimal design for the phase 3 and a suboptimal indication for market authorisation, leading to off-label use of the drug.

Credibility activities results All credibility factors were evaluated:
- Model form evaluation
- Relevance of Computational Model granularity: Good (Model granularity is adapted to the QOI(s))
- Transparency checking: Good (Comprehensive checking)
- Model reuse: Good (The model or a part of the submodels has been reused from a different COU)

Model inputs evaluation
- Uncertainty management: Poor (No uncertainty management performed yet)
- Sensitivity analysis: Poor (No sensitivity analysis performed yet)

Relevance to the Context of Use
- Simulation design: Acceptable (Simulation protocol delivered prior the experiment)
- Relevance to clinical outcome score: Good (M&S output(s) is/are clinical outcome)
- Relevance to the COU: Good (Relevance of M&S output(s) of interest and validity domain to COU)

The model of ischemia reperfusion was quantitatively validated on 4 outcomes. Evaluation metrics for the primary outcome (Infarct size) were the following:
- Spearman rank correlation: 0.51
- ROC curve AUC average: 0.77

The Computational Model of myocardial ischemia reperfusion is thus validated for the anticipated use but should be completed with uncertainty analyses.

Model informed decision Two criteria were identified to characterize optimal responders: Final TIMI flow grade above 3 and Mid or Proximal lesion location. The selection of this sub-population doubles the clinical benefit (from 5% to 10% of average infarct size reduction).

These results support a subgroup analysis with the results of a potential phase 3 clinical trial evaluating C1 modulation.

Based on the provided information in the credibility matrix by the Sponsor above, the question of interest for the Myocardial physiology model consists in the characterization of the target population to demonstrate the effect of C1 modulation. The COU in link to the scientific question is related to the optimization of the confirmatory trial design. The mechanistic
model and related simulator were developed using data from the scientific literature, preclinical in vitro experiments and in vivo experiments. Individual patient data from a subset of a clinical trial dataset were used for a quantitative calibration of the clinical outcomes calculated by the model combined with a Virtual Population. Regulatory impact is considered medium. Model acceptability criteria are provided as well as the credibility activities implemented to meet the pre-specified criteria. Risk-based analysis and final model informed decision are also provided.

CONFLICT OF INTEREST
The authors declared no competing interests for this work.

ORCID
Flora T. Musuamba @ https://orcid.org/0000-0001-8276-8870
Ine Skottheim Rusten @ https://orcid.org/0000-0003-0339-4968
Kristin E. Karlsson @ https://orcid.org/0000-0003-4780-1166
Emmanuelle M. Voisin @ https://orcid.org/0000-0001-7808-5268
Blanca Rodriguez @ https://orcid.org/0000-0001-6361-3339
Francesco Pappalardo @ https://orcid.org/0000-0003-1668-3320

REFERENCES
1. Manolis E, Brogren J, Cole S, et al. Commentary on the MID3 Good Practices Paper. CPT Pharmacometrics Syst. Pharmacol. 2017;6:416-417. https://doi.org/10.1002/psp4.12223.
2. Pappalardo F, Russo G, Musuamba FT, Viceconti M. In silico clinical trials: concepts and early adoptions. Brief Bioinform. 2019;20(5):1699-1708. https://doi.org/10.1093/bib/bby043.
3. Wang Y, Zhu H, Madabushi R, Liu Q, Huang SM, Zineh I. Model-informed drug development: current us regulatory practice and future considerations. Clin Pharmacol Ther. 2019;105(4):899-911. https://doi.org/10.1002/cpt.1363.
4. EFPIA MID3 Workgroup, Marshall SF, Burghaus R, et al. Good practices in model-informed drug discovery and development: practice, application, and documentation. CPT Pharmacometrics Syst Pharmacol. 2016;5(3):93-122. https://doi.org/10.1002/psp4.12049.
5. Luzon E, Blake K, Cole S, Nordmark A, Versantvoort C, Berglund EG. Physiologically based pharmacokinetic modeling in regulatory decision-making at the European Medicines Agency. Clin Pharmacol Ther. 2017;102(1):98-105. https://doi.org/10.1002/cpt.539.
6. Zhao P, Rowland M, Huang SM. Best practice in the use of physiologically based pharmacokinetic modeling and simulation to address clinical pharmacology regulatory questions. Clin Pharmacol Ther. 2012;92(1):17-20. https://doi.org/10.1038/cpt.2012.68.
7. Madabushi R, Wang Y, Zineh I. A holistic and integrative approach for advancing model-informed drug development. CPT Pharmacometrics Syst Pharmacol. 2019;8(1):9-11. https://doi.org/10.1002/psp4.12379.
8. Bonate PL. What happened to the modeling and simulation revolution? Clin Pharmacol Ther. 2014;96(4):416-417.
9. Bonate P. Be a Model Communicator: And Sell Your Models to Anyone. ISBN-10 : 0692323813, ISBN-13 : 978-0692323816, 2014.
10. Musuamba FT, Bursi R, Manolis E, et al. Verifying and validating quantitative systems pharmacology and In silico models in drug development: current needs, gaps, and challenges. CPT Pharmacometrics Syst Pharmacol. 2020;9:195-197.
11. https://www.oecd.org/chemicalsafety/risk-assessment/oecdquantitativevstructure-activityrelationshipsprojectqars.htm. Accessed January 24, 2021.
12. EMEA. Guideline on the Limits of Genotoxic Impurities. Committee for Medicinal Products for Human Use (CPMP). European Medicines Agency. 2006, London, 28 June 2006, CPMP/ SWP/5199/02. EMEA/CHMP/QWP/251344/2006. http://www.ema.europa.eu/docs/en_GB/document_library/Scientific_guideline/2009/09/WC50002903.pdf . Accessed January 24, 2021.
13. Committee for Medicinal Products for Human Use (CHMP). Guideline on reporting the results of population pharmacokinetic analysis. https://www.ema.europa.eu/en/documents/scientific-guideline/guideline-reporting-results-population-pharmacokinetic-analyses_en.pdf. Accessed January 24, 2021.
14. Musuamba F, Manolis E, Holford N, et al. Advanced methods for dose and regimen finding during drug development: summary of the EMA/EFPIA workshop on dose finding (London 4–5 December 2014). CPT Pharmacometrics Syst Pharmacol. 2017;6:418-429. https://doi.org/10.1002/psp4.12196.
15. European Medicines Agency (EMA). Reflection paper on the use of extrapolation in the development of medicines for paediatrics. https://www.ema.europa.eu/en/documents/scientific-guideline/adopted-reflection-paper-use-extrapolation-development-medicines-paediatrics-revision-1en.pdf. Accessed January 24, 2021.
16. European Medicines Agency (EMA). Guideline on the reporting of physiologically based pharmacokinetic (PBPK) modelling and simulation. https://www.ema.europa.eu/en/documents/scientific-guideline/guideline-reporting-physiologically-based-pharmacokinetic-pbpk-modelling-simulation_en.pdf. Accessed January 24, 2021.
17. US Food and Drug Administration (FDA). Physiologically based pharmacokinetic analyses — format and content guidance for industry. https://www.fda.gov/media/101469/download. Accessed January 24, 2021.
18. The American Society of Mechanical Engineers (ASME). Assessing credibility of computational modeling through verification and validation: application to medical devices VV40 – 2018. https://www.asme.org/products/codes-standards/v-v-40-2018-assessing-credibility-computational. Accessed January 24, 2021.
19. https://www.ema.europa.eu/en/human-regulatory/research-devel-opment/scientific-advice-protocol-assistance/qualification-novel-methodologies-medicine-development-0. Accessed January 24, 2021.
20. Systems biology Ontology. http://www.ebi.ac.uk/sbo/main/. accessed 12/5/2021
21. Mathematical Modelling Ontology. https://sourceforge.net/p/mamo-ontology/wiki/Home/. accessed 12/5/2021
22. Geris L. Regenerative orthopaedics: In vitro, in vivo … in silico. Int Orthop. 2014;38:1771-1778.
23. Kohl P, Noble D. Systems biology and the virtual physiological human. Mol Syst Biol. 2020;5:292.
24. Stéphanou A, Fanchon E, Innominato PF, Ballesta A. Systems biology, systems medicine, systems pharmacology: The what and the why. Acta Biotheor. 2018;66:345-365.
25. Knight-Schrijver VR, Chelliah V, Cucurull-Sanchez L, Le Novère N. The promises of quantitative systems pharmacology
modelling for drug development. *Comput. Struct. Biotechnol. J.* 2016;14:363-370.

26. Chabaud S, Girard P, Nony P, Boissel JP on behalf of the THERMOS group. Clinical trial simulation using therapeutic effect modelling: application to ivabradine efficacy in patients with angina pectoris. *J Pharmacokinetics Pharmacodynamics.* 2002;29:339-363.

27. Ribba B, Saut O, Colin T, Bresch D, Grenier E, Boissel JP. A multiscale mathematical model of avascular tumor growth to investigate the therapeutic benefit of anti-invasive agents. *J Theor Biol.* 2006;243:532-534.

28. Billy F, Ribba B, Saut O, et al. A pharmacologically based multiscale mathematical model of angiogenesis and its use in investigating the efficacy of a new cancer treatment strategy. *J Theor Biol.* 2009;260:545-562.

29. Barrett JS, Fossler MJ, Cadieu KD, Gastonguay MR. Pharmacometrics: A multidisciplinary field to facilitate critical thinking in drug development and translational research settings. *The Journal of Clinical Pharmacology.* 2008;48(5):632-649. https://doi.org/10.1177/0091270008315318.

30. Viceconti M, Henney A, Morley-Fletcher E. *In silico* clinical trials: how computer simulation will transform the biomedical industry. *Int. J. Clin. Trials.* 2016;3:37.

31. ISW, GSP Task Force - *In silico World. http://insilico.world/practice/good-simulation-practices/gsp-task-force/#what.* Accessed January 24, 2021.

32. Viceconti M, Pappalardo F, Rodriguez B, Horner M, Bischoff J, Musuamba Tshinamu F. *In silico* trials: Verification, validation and uncertainty quantification of predictive models used in the regulatory evaluation of biomedical products. *Methods.* 2021;2023(19):120-127. https://doi.org/10.1016/j.ymeth.2020.01.011.

33. AI definition. https://ec.europa.eu/digital-single-market/en/news/definition-artificial-intelligence-main-capabilities-and-scientific-disciplines. Accessed January 24, 2021.

34. Williams PJ, Ette EI. Pharmacometrics: impacting drug development and pharmacotherapy. In: Ette EI, Williams PJ, eds. *Pharmacometrics: The Science of Quantitative Pharmacology.* Hoboken, NJ: John Wiley & Sons; 2007:1-21.

35. Mould DR, Upton RN. Basic concepts in population modeling, simulation, and model-based drug development-part 2: introduction to pharmacokinetic modeling methods. *CPT: Pharmacometrics & Systems Pharmacology.* 2013;2(4):38. https://doi.org/10.1038/psp.2013.14.

36. Derendorf H, Meibohm B. Modeling of pharmacokinetic/pharmacodynamic (PK/PD) relationships: concepts and perspectives. *Pharm Res.* 1999;16:176-185.

37. USA- EPA. http://www.epa.gov/opp00001/science/comptox-glossary.html#8. Consulted 11/5/2021.

38. Apweiler R, Beissbarth T, Berthold M, et al. Whither systems medicine? *Exp Mol Med.* 2018;50(3):e453.

39. https://www.ima.umn.edu/materials/2017-2018/SW3.6-8.18/26864/Himes-IMA-2018-MDIC_virtual_patient.pdf. Accessed January 24, 2021.

40. ISW. Good Simulation Practices - *In silico World. https://insilico.world/practice/good-simulation-practices.* Accessed January 24, 2021.

41. Loizou G, Spendiff M, Barton HA, et al. Development of good modelling practice for physiologically based pharmacokinetic models for use in risk assessment: The first steps. *Regul Toxicol Pharmacol.* 2008;50:400-411.

42. Nguyen TH, Mouksassi MS, Holford N, et al. Model Evaluation of Continuous Data Pharmacometric Models: Metrics and Graphics. *CPT: Pharmacometrics & Systems Pharmacology.* 2016;6(2):87-109. https://doi.org/10.1002/cptps.12161.

43. https://www.mobihealthnews.com/content/eli-lilly-gets-fda-clearance-insulin-dose-calculator-app. Accessed January 24, 2021.

44. https://www.ema.europa.eu/en/human-regulatory/research-devel opment/innovation-medicines#ema’s-innovation-task-force-(if)-section. Accessed January 24, 2021.

45. https://www.ema.europa.eu/en/human-regulatory/research-devel opment/scientific-advice-protocol-assistance. Accessed January 24, 2021.

46. https://www.ema.europa.eu/en/human-regulatory/research-devel opment/scientific-advice-protocol-assistance/qualification-novel-methodologies-medicine-development-0. Accessed January 24, 2021.

47. Madabuchi R, Benjamin JM, Grewal R, et al. The US food and drug administration's model-informed drug development paired meeting pilot program: early experience and impact. *Clin Pharmacol Ther.* 2019;106(1):74-78. https://doi.org/10.1002/cpt.1457.

48. https://www.ema.europa.eu/en/human-regulatory/research-devel opment/scientific-guidelines/clinical-pharmacology-pharmacokinetics/modelling-simulation-questions-answers. Accessed January 24, 2021.

49. https://www.ema.europa.eu/en/documents/scientific-guideline/guideline-use-pharmacokinetics-pharmacodynamics-developmen t-antimicrobial-medicinal-products_en.pdf. Accessed January 24, 2021.

50. https://www.ema.europa.eu/en/documents/regulatory-procedural -guideline/guidance-companies-considering-adaptive-pathways-approach_en.pdf. Accessed January 24, 2021.

51. https://www.ema.europa.eu/en/documents/report/european-feder ation-pharmaceutical-industries-associations-european-medicines-agency-modelling_en.pdf. Accessed January 24, 2021.

52. Manolis E, Rohou S, Hemmings R, Salmonson T, Karlsson M, Milligan PA. The role of modeling and simulation in development and registration of medicinal products: output from the EFPIA/EMA modeling and simulation workshop. *CPT Pharmacometrics Syst Pharmacol.* 2013;2(2):e31. https://doi.org/10.1038/psp.2013.7.

53. http://www.r-project.org/doc/R-FDA.pdf. Accessed January 24, 2021.

54. Harirhan P, D’Souza G, Horner M, Malinauskas RA, Myers MR. Verification benchmarks to assess the implementation of computational fluid dynamics based hemolysis prediction models. *J Biomech Eng.* 2015;137(9). https://doi.org/10.1115/1.4030823.

55. Bhattacharya P, Viceconti M. Multiscale modeling methods in biomechanics. *Wiley Interdisciplinary Rev. Syst. Biol. Med.* 2017;9:e1375.

56. Viceconti M, Juárez MA, Curreli C, Pennisi M, Russo G, Pappalardo F. Credibility of in silico trial technologies—a theoretical framing. *IEEE Journal of Biomedical and Health Informatics.* 2020;24(1):4-13. https://doi.org/10.1109/JBHI.2019.2949888.

57. Hengl S, Kreutz D, Timmer J, Maiwald T. Data-based identification of non-linear dynamical models. *Bioinformatics.* 2009;23(19):2612-2618.

58. Raue A, Kreutz C, Maiwald T. Structural and practical identifiability analysis of partially observed dynamical models by exploiting the profile likelihood. *Author Notes Bioinformatics.* 2009;25(15):1923-1929.
59. Erdemir A, Mulugeta L, Ku JP, et al. Credible practice of modeling and simulation in healthcare: ten rules from a multidisciplinary perspective. *J Transl Med.* 2020;18:369. https://doi.org/10.1186/s12967-020-02540-4.
60. Klipp E, et al. Standards in computational systems biology 2006. https://www.ebi.ac.uk/compuer-srv/biomodels/doc/KlippSurvey.pdf. accessed 12/5/2021.
61. Alvarez-Builla R, et al., Modeling methods for medical systems biology, 2018.
62. Tiwari K, Kanathan S, Roberts MG, et al. Reproducibility in systems biology modelling. *Mol Syst Biol.* 2021;17:e9982. https://doi.org/10.15252/msb.20209982.
63. Novère N, Finney A, Hucka M, et al. Minimum information requested in the annotation of biochemical models (MIRIAM). *Nat Biotechnol.* 2005;23:1509-1515. https://doi.org/10.1038/nbt1156.
64. Klipp E, Liebermeister W, Helbig A, et al. Systems biology standards—the community speaks. *Nat Biotechnol.* 2007;25:390-391. https://doi.org/10.1038/nbt0407-390.
65. Foundation for Research on Information Technologies in Society. https://itis.swiss/virtual-population/tissue-properties/overview/. Accessed January 24, 2021.
66. Kuemmel C, Yang Y, Zhang X, et al. Consideration of a credibility assessment framework in model-informed drug development: potential application to physiologically-based pharmacokinetic modeling and simulation. *CPT Pharmaceutometrics Syst. Pharmacol.* 2020;9:21-28.
67. Pathmanathan P, Cordeiro JM, Gray RA. Comprehensive uncertainty quantification and sensitivity analysis for cardiac action potential models. *Front Physiol.* 2019;26:10721. https://doi.org/10.3389/fphys.2019.00721. eCollection 2019.
68. Grossfield A, Patrone PN, Roe DR, Schultz AJ, Siderius D, Zuckereman DM. Best practices for quantification of uncertainty and sampling quality in molecular simulations [Article v1.0]. *Living J Com Mol Sci.* 2019;1(1). https://doi.org/10.33011/livecoms.1.1.5067.
69. Pappalardo F, Russo G, Pennisi M, et al. The potential of computational modeling to predict disease course and treatment response in patients with relapsing multiple sclerosis. *Cells.* 2020;9(3):586. https://doi.org/10.3390/cells9030586.
70. Gianì F, Russo G, Pennisi M, Sciaccia L, Frasca F, Pappalardo F. Computational modeling reveals MAPK8 as mediator of resistance to vemurafenib in thyroid cancer stem cells. *Bioinformatics.* 2019;35(13):2267-2275. https://doi.org/10.1093/bioinformatics/bty969.
71. Pennisi M, Russo G, Ravalli S, Pappalardo F. Combining agent based-models and virtual screening techniques to predict the best citrus-derived vaccine adjuvants against human papilloma virus. *BMC Bioinformatics.* 2017;18:544. https://doi.org/10.1186/s12859-017-1961-9.
72. Palladini A, Nicoletti G, Pappalardo F, et al. *In silico* modelling and *in vivo* efficacy of cancer-preventive vaccinations. *Cancer Res.* 2010;70:7755-7763. https://doi.org/10.1158/0008-5472.CAN-10-0701.
73. Gullo F, van der Garde M, Russo G, et al. Computational modeling of the expansion of human cord blood CD133+ hematopoietic stem/progenitor cells with different cytokine combinations. *Bioinformatics.* 2015;31(15):2514-2522. https://doi.org/10.1093/bioinformatics/btv172.
74. Pappalardo F, Fichera E, Paparone N, et al. A computational model to predict the immune system activation by citrus derived vaccine adjuvants. *Bioinformatics.* 2016;32(17):2672-2680.
75. Pennisi M, Russo G, Sgroi G, et al. Predicting the artificial immunity induced by RUTI vaccine against tuberculosis using universal immune system simulator (UISS). *BMC Bioinformatics.* 2019;20(S6):504. https://doi.org/10.1186/s12859-019-3045-5.
76. Russo G, Sgroi G, Parasiliti Palumbo GA, et al. Moving forward through the in silico modeling of tuberculosis: a further step with UISS-TB. *BMC Bioinformatics.* 2020;21(S17):458. https://doi.org/10.1186/s12859-020-03762-5.
77. Juarez MA, Ennisi GR, Dimitrios K, Cristina C, Marco V, Francesco P. Generation of digital patients for the simulation of tuberculosis with UISS-TB. *BMC Bioinformatics.* 2020;21(S17):449. https://doi.org/10.1186/s12859-020-03776-z.
78. Russo G, Pappalardo F, Juarez MA, et al. Evaluation of the efficacy of RUTI and ID93/GLA-SE vaccines in tuberculosis treatment: in silico trial through UISS-TB simulator. In 3rd International Workshop on Computational Methods for the Immune System Function (CMISF 2019), IEEE International Conference on Bioinformatics and Biomedicine (BIBM 2019), 2019:2197–2201. https://doi.org/10.1109/BIBM47256.2019.8983060.
79. Passini E, Britton OJ, Bueno-Orovio A, Rodriguez B. *Human in silico* trials on drug-induced changes in electrophysiology and calcium dynamics using the virtual assay software. *J Pharmaco Toxicol Methods.* 2019;99:106595. https://doi.org/10.1016/j.vph.2019.05.104.
80. Passini E, Britton OJ, Lu HR, et al. Human in silico drug trials demonstrate higher accuracy than animal models in predicting clinical pro-arrhythmic cardiotoxicity. *Front Physiol.* 2017;8:668. https://doi.org/10.3389/fphys.2017.00668.
81. Zhou X, Qu Y, Passini E, et al. Blinded in silico drug trial reveals the minimum set of ion channels for torsades de pointes risk assessment. *Frontiers in Pharmacology.* 2020;10:1643. https://doi.org/10.3389/fphar.2019.01643.
82. Passini E, Trovato C, Morissette P, Sannajust F, Bueno-Orovio A, Rodriguez B. Drug-induced shortening of the electromechanical window is an effective biomarker for in silico prediction of clinical risk of arrhythmias. *Br J Pharmacol.* 2019;176(19):3819-3833. https://doi.org/10.1111/bph.15786.

How to cite this article: Musuamba FT, Skottheim Rusten I, Lesage R, et al. Scientific and regulatory evaluation of mechanistic *in silico* drug and disease models in drug development: Building model credibility. *CPT Pharmaceutometrics Syst Pharmacol.* 2021;10:804–825. https://doi.org/10.1002/psp4.12669