Breaking the integrability of the Heisenberg model through periodic driving
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We study the fate of interacting quantum systems which are periodically driven by switching back and forth between two integrable Hamiltonians. This provides an unconventional and tunable way of breaking integrability, in the sense that the stroboscopic time evolution will generally be described by a Floquet Hamiltonian which progressively becomes less integrable as the driving frequency is reduced. Here, we exemplify this idea in spin chains subjected to periodic switching between two integrable anisotropic Heisenberg Hamiltonians. We distinguish the integrability-breaking effects of resonant interactions and perturbative (local) interactions, and illustrate these by contrasting different measures of energy in Floquet states and through a study of level spacing statistics. This scenario is argued to be representative for general driven interacting integrable systems.

Introduction. – Although the subject of driven quantum systems is quite an old one, the last couple of decades have witnessed an important increase of activity in the study of such systems, both in experimental and theoretical setups\textsuperscript{1,2}. A general feature of interacting isolated systems subjected to periodic driving seems to be that they eventually heat up to an infinite temperature state, where the system loses all information about its initial state and all non-trivial correlations are lost\textsuperscript{3–6}. This problem can be avoided by resorting to non-ergodic time evolution, where the existence of (approximate) conservation laws prevents an unlimited heating up and may lead to non-trivial steady states\textsuperscript{7}. Two well-studied classes where this is the case are integrable Floquet systems and Floquet systems exhibiting many-body localization\textsuperscript{5,8–11}. In this work, we will focus on the former.

While no clear definition exists for quantum integrability in general\textsuperscript{12}, periodic driving complicates matters even more – if the system is being driven by a time-dependent Hamiltonian which is integrable at each time, the resulting dynamics are governed by a Floquet Hamiltonian \( \hat{H}_F \) which may or may not be integrable. Here a crucial distinction arises between systems which are integrable because they can be mapped to a non-interacting system, and truly interacting integrable systems. The former will always lead to a Floquet Hamiltonian which is similarly non-interacting and hence integrable, leading to non-ergodicity and a steady state which can be described by a periodic Generalized Gibbs Ensemble (PGGE)\textsuperscript{13–15}, while the latter will only lead to integrable Floquet dynamics for extremely specific driving protocols\textsuperscript{16,17}. Periodic driving using integrable Hamiltonians can hence be used to engineer non-integrable Floquet Hamiltonians. Remarkably, this breaking of integrability in periodically driven systems has not received much attention.

Here, we investigate a driving protocol where we periodically switch between two Hamiltonians, both part of a one-parameter integrable family. The resulting Floquet Hamiltonian is integrable in the infinite-frequency limit, and two distinct interaction mechanisms are found to be responsible for a crossover from integrable (non-ergodic) to chaotic (ergodic) behaviour in finite systems. At high driving frequencies, the system does not have time to respond to changes in the time-dependent Hamiltonian, and will evolve as if governed by the time-averaged Hamiltonian, \( \hat{H}_F = \hat{H}_{\text{Avg}} \)\textsuperscript{18–22}, which can easily be chosen to be integrable. However, this no longer holds when moving away from this limit, and corrections on top of \( \hat{H}_{\text{Avg}} \) need to be taken into account, breaking the integrability. Firstly, the non-commutativity of the driving Hamiltonians introduces perturbative local interactions on top of the time-averaged Hamiltonian at finite frequencies. These can be captured by the Magnus expansion\textsuperscript{19–22} and treated perturbatively, leading to a crossover at increasing perturbation strengths and driving period \( T \). Secondly, periodically driven systems can exhibit resonant interactions\textsuperscript{3,23–28} – states can interact by coupling to the driving, leading to strong interactions between states whose energies are separated by a multiple of the driving frequency \( 2\pi/T \). These cannot be described by local interactions, and are reflected in how the eigenvalues of the Floquet Hamiltonian are only defined up to integer shifts of \( 2\pi/T \).

A natural way of illustrating these effects is by comparing the quasienergies of Floquet states to their average energy per cycle. These coincide in the infinite-frequency limit and serve to highlight the deviation from the infinite-frequency Hamiltonian at finite frequencies, where both interaction mechanisms are shown to have a distinct effect. These are illustrated for a two-step driving protocol (or a periodic quench) by first connecting the derivatives of the Floquet quasienergies to expectation values of the time-averaged Hamiltonian, after which the influence of these interactions on the different contributions to the Floquet phases is made explicit.

Two-step driving protocol, the Magnus expansion and Floquet phases. – The Floquet theorem\textsuperscript{1,2,29,30} allows the unitary evolution operator to be rewritten as

\[
\hat{U}(t) = \hat{P}(t)e^{-i\hat{H}_{F}t},
\]

with \( \hat{P}(t) \) a periodic unitary operator with the same pe-
period $T$ as the driving, $\hat{P}(t + T) = \hat{P}(t)$, and $\hat{H}_F$ the time-independent Floquet Hamiltonian. Furthermore, the fast-motion unitary operator $\hat{P}(t)$ reduces to the identity at stroboscopic times $t = nT, n \in \mathbb{N}$. The importance of this factorization is made clear when considering time-evolution over one cycle

$$\hat{U}_F \equiv \hat{U}(T) = e^{-i\hat{H}_F T},$$

where at stroboscopic times the system behaves as if it evolves under the time-independent Floquet Hamiltonian. Simultaneously diagonalizing these operators then leads to

$$\hat{H}_F = \sum_n \epsilon_n |\phi_n\rangle \langle \phi_n|, \quad \hat{U}_F = \sum_n e^{-i\epsilon_n t} |\phi_n\rangle \langle \phi_n|,$$

where the eigenvalues of the Floquet Hamiltonian, also called quasienergies, are related to the Floquet phases as $\epsilon_n = \eta_n T$. The evolution within a single-period follows from the fast-motion operator, leading to states evolving as

$$|\psi_n(t)\rangle = e^{-i\epsilon_n t} |\phi_n(t)\rangle, \quad |\phi_n(t)\rangle = \hat{P}(t) |\phi_n\rangle,$$

so that $|\phi_n(t + T)\rangle = |\phi_n(t)\rangle$. Plugging this into the time-dependent Schrödinger equation, the Floquet phases can be written as

$$\theta_n = \int_0^T \langle \phi_n(t)|\hat{H}(t)|\phi_n(t)\rangle \, dt - i \int_0^T \langle \phi_n(t)|\partial_t|\phi_n(t)\rangle \, dt,$$

where the first term is the average energy of the state during a single cycle, leading to a dynamical phase contribution, while the second term describes a nonadiabatic (i.e. generalized) Berry phase $^{31}$. Despite the apparent simplicity of these expressions, obtaining the Floquet Hamiltonian is a highly non-trivial task. Closed-form expressions are reserved for systems where the commutators of all involved Hamiltonians exhibit a clear structure $^{17}$ (as e.g. in non-interacting systems$^{4,13,15,32}$), and numerical expressions are necessarily restricted to small system sizes due to the exponential scaling of the Hilbert space. These can be simplified by considering a two-step driving protocol, where within a single driving cycle we have

$$\hat{H}(t) = \begin{cases} \hat{H}_1 & \text{for } 0 < t < \eta T, \\ \hat{H}_2 & \text{for } \eta T < t < T, \end{cases}$$

where $T$ is the total period of the driving and $\eta \in [0,1]$. This leads to a total evolution operator

$$\hat{U}_F \equiv e^{-i\hat{H}_F T} = e^{-i(1-\eta)T\hat{H}_2}e^{-i\eta T\hat{H}_1},$$

and as shown in the Supplementary Material, both contributions to the Floquet phases can then be simplified to single expectation values as

$$\frac{1}{T} \int_0^T \langle \phi_n(t)|\hat{H}(t)|\phi_n(t)\rangle \, dt = \langle \phi_n|\hat{H}_{\text{Avg}}|\phi_n\rangle,$$

with $\hat{H}_{\text{Avg}} = \eta \hat{H}_1 + (1-\eta)\hat{H}_2$. $\langle \phi_n|\hat{H}_{\text{Avg}}|\phi_n\rangle$ can be related to the energy absorbed during a single driving cycle$^{3,33}$, and $\hat{H}_F - \hat{H}_{\text{Avg}}$ has a clear interpretation in the high-frequency limit. Here, the Magnus expansion $^{20-22}$ provides a series expansion of $\hat{H}_F$ in $T$, allowing the Floquet Hamiltonian to be approximated as $\hat{H}_F = \sum_{n=0}^{\infty} \hat{H}_F^{(n)}(T)$, where the dominant term is precisely given by $\hat{H}_F^{(0)} = \hat{H}_{\text{Avg}}$ and the first higher-order corrections by

$$\hat{H}_F^{(1)} = -\frac{iT}{4} [\hat{H}_{\text{Avg}}, \hat{V}], \quad \hat{H}_F^{(2)} = -\frac{T^2}{24} [[\hat{H}_{\text{Avg}}, \hat{V}], \hat{V}],$$

with $\hat{V} = \eta \hat{H}_1 - (1-\eta)\hat{H}_2$. Comparing with Eq. (8), it is clear that it is the higher-order terms in the Magnus expansion ($n \neq 0$) that give rise to the Berry phase. For two-step driving, these can also be connected to the Floquet phases as

$$\frac{\theta_n}{T} = \langle \phi_n|\hat{H}_F|\phi_n\rangle, \quad \frac{\partial \theta_n}{\partial T} = \langle \phi_n|\hat{H}_{\text{Avg}}|\phi_n\rangle,$$

as similarly shown in the Supplementary Material, making use of techniques originated in Ref. 31.

**Breaking integrability.** - This distinction is particularly useful when investigating the deviation of the Floquet Hamiltonian from the time-averaged Hamiltonian. If the time-averaged Hamiltonian is chosen to be integrable, the Floquet Hamiltonian will be integrable in the infinite-frequency limit, but not at finite frequencies, leading to a crossover from integrable behaviour to non-integrable behaviour with increasing $T$.

There are now two sources of interactions leading to the breaking of integrability. Firstly, the higher-order terms in the Magnus expansion introduce additional local interactions in the Floquet Hamiltonian, leading to a crossover with increasing perturbation strengths. Hence, once the higher-order terms (leading to non-negligible Berry phases) become relevant, the Floquet Hamiltonian will no longer behave as if it was integrable. Secondly, while the truncated Magnus expansion is known to provide a good approximation to the Floquet Hamiltonian$^{22,34-36}$, there can also be (highly non-local) resonant interactions in the system between energy levels separated by an integer times $2\pi/T$, which cannot be described by the local terms in the Magnus expansion$^{3,23-26,28}$.

This will be illustrated on the integrable anisotropic spin-1/2 Heisenberg chain$^{37-39}$

$$\hat{H}(t) = -J \sum_i \left[ S^z_i S^z_{i+1} + S^y_i S^y_{i+1} + \Delta(t) S^x_i S^x_{i+1} \right].$$

For numerical purposes, all calculations are restricted to periodic boundary conditions in the sector with total quasimomentum $k = 0$, magnetization $m_z = 1/3,$
parity $p = +1$, and $J = 1$. We first illustrate these effects in Fig. 1 for small system sizes and driving between $\Delta_{1,2} = -2, -3$ and $\Delta_{1,2} = -2, 3$. These values were chosen in order to best illustrate the different mechanisms at play, and are representative for a wider class of periodic quenches.

In both cases, the phases $\theta_n$ are restricted to $[-\pi, \pi]$, the quasienergies $\theta_n/T$ to $[-\pi/T, \pi/T]$, and the averaged energies $\partial_T \theta_n$ are bounded by the extremal eigenvalues of $\hat{H}_{\text{Avg}}$. At small $T$, quasienergies and averaged energies equal the eigenvalues of the time-averaged Hamiltonian. For increasing $T$, two different behaviours can be noted, reflecting both sources of interactions. For $\Delta_{1,2} = -2, -3$, the energies remain approximately constant up until $T = 2\pi/W$, with $W$ the bandwidth of $\hat{H}_{\text{Avg}}$. At this point, the frequency of the driving equals the largest natural frequency in the system, and the extremal states can interact resonantly. In the spectrum of the Floquet Hamiltonian, this corresponds to one of these states crossing the edge of the Brillouin zone and undergoing an avoided crossing with the other state at $T = 2\pi/W$. By further increasing $T$, more and more states will cross the edges of the Brillouin zone, leading to a multitude of avoided crossings in the phase and quasienergy spectrum, leading to the so-called folding of the Floquet spectrum. While the resolution does not always allow to visually distinguish between avoided and allowed level crossings, it can be observed from the abrupt transitions in $\partial_T \theta_n = \langle \phi_n \mid \hat{H}_{\text{Avg}} \mid \phi_n \rangle$ that these are in fact avoided crossings, signifying interactions. Note that $\partial_T \theta_n$ remains approximately constant (modulo avoided crossings) for a range of $T > 2\pi/W$, indicating how most eigenstates of $\hat{H}_F$ remain well approximated by those of $\hat{H}_{\text{Avg}}$.

This can now be compared to the second driving protocol, $\Delta_{1,2} = 2, 3$, where $V$ is much larger. The aforementioned avoided crossings can similarly be observed for $T > 2\pi/W$. However, both the quasienergies and the averaged energies deviate from their $T = 0$ values well before these occur. This can be understood by applying second-order perturbation theory (PT2) on the Magnus expansion, leading to (see Supplementary Material)

$$
\epsilon_n = \epsilon_n^{\text{avg}} \frac{T^2}{96} \langle \phi_n^{\text{avg}} \mid [\hat{H}_{\text{avg}}, \hat{V}] \mid \phi_n^{\text{avg}} \rangle + O(T^3). \tag{13}
$$

This approximation has also been presented in Fig. 1, where the corrections in the first driving protocol are negligible in the given range of $T$, whereas it is clear that the observed behaviour in the second protocol for $T < 2\pi/W$ is well approximated by PT2 and can be attributed to the higher-order local terms arising in the Magnus expansion because of the non-commutativity of $\hat{H}_1$ and $\hat{H}_2$.

Level spacing statistics. – In order to quantify the effects of integrability-breaking for larger system sizes, it is customary to investigate the level statistics of the eigenvalue spectrum. Here, the Berry-Tabor conjecture can be used to distinguish the statistics for integrable
and non-integrable Hamiltonians\(^{40,41}\). Generally, it is expected that the level spacings of an integrable Hamiltonian behave according to Poissonian statistics (POI), and those of a non-integrable Hamiltonian satisfy the Wigner-Dyson statistics of a Gaussian orthogonal ensemble (GOE). For a given set of ordered levels \(\{E_n\}\), this can be quantified by defining \(r\) as the ratio of two consecutive level spacings\(^{42}\),

\[
r = \frac{\min(s_n, s_{n+1})}{\max(s_n, s_{n+1})} \in [0, 1], \quad s_n = E_{n+1} - E_n, \tag{14}
\]

where GOE statistics would result in an average value of \(\langle r \rangle_{\text{GOE}} \approx 0.535989\) and POI statistics in \(\langle r \rangle_{\text{POI}} \approx 0.386295\). The underlying intuition is that non-integrable interactions lead to level repulsion and avoided crossings, characteristics of the GOE, as observed in Fig. 1.

While it was already mentioned that the first resonant interactions occur around \(T_1 = \frac{2\pi}{\Delta_1}\), in Ref. 3 it was shown that the number of such interactions become statistically relevant between \(T_2 = \frac{\pi}{\sigma}\) and \(T_3 = \frac{2\pi}{\sigma}\), with \(\sigma\) the variance of the spectrum of \(\hat{H}_{\text{Avg}}\), which will be crucial in our analysis. In Fig. 2, \(\langle r \rangle\) is given for the two different driving protocols and different values of \(T\). In order to better understand the effect of the crossings, this ratio is calculated both for the quasienergies and the averaged energies. In the top of Fig. 2, at \(T < T_1\), the Floquet Hamiltonian is well approximated by the time-averaged Hamiltonian, and both energies coincide and behave according to POI. At \(T_1 < T < T_2\) both energies deviate, but no significant increase occurs. Then for \(T_2 < T < T_3\) there is a clear crossover from POI to GOE due to resonant interactions, where \(\langle r \rangle\) fluctuates around a fixed value for \(T > T_3\), moving towards the GOE prediction with increasing system sizes. In Fig. 3, the effect on the contributions to the Floquet phases is illustrated. At small \(T\), \(\langle \phi_n | \hat{H}_F | \phi_n \rangle = \langle \phi_n | \hat{H}_{\text{Avg}} | \phi_n \rangle + \mathcal{O}(T^2)\), where crossing the edge of the Brillouin zone would result in integer shifts of \(2\pi/T\). Resonant interactions then occur between states with similar quasienergies, leading to the mixing of values of \(\langle \phi_n | \hat{H}_{\text{Avg}} | \phi_n \rangle\) separated by such shifts, as can be observed in Fig. 3. The effect of perturbative local interactions can be observed in the bottom of Fig. 2, where an almost immediate increase in \(\langle r \rangle\) occurs with increasing \(T\), again moving from the POI to the GOE prediction, which is reached before resonant interactions become relevant. In Fig. 4, the contributions to the Floquet phases are again made explicit. No significant amount of crossings between Brillouin zones due to resonant interactions occur, so the GOE statistics are entirely due to the perturbative local interactions \(\hat{H}_F - \hat{H}_{\text{Avg}}\). Consistently with Eq. (13), the corrections (scaling as \(T^2\)) behave as the expectation values of local operators\(^{41,43-45}\), exhibiting a relatively smooth dependence on the quasienergies.

Note that, while the effects in Fig. 3 may seem more pronounced compared to Fig. 4, both represent systems where the level statistics indicate an equal measure of integrability-breaking.

**Summary.** – In this work, we have investigated the interactions responsible for the breaking of integrability in integrable interacting systems subjected to periodic driving. At high driving frequency, the Floquet Hamiltonian reduces to the time-averaged integrable Hamiltonian, where lowering the frequency introduces two kinds of interactions (resonant and perturbative local) responsible for the breaking of integrability. These were illustrated by contrasting two different measures of energy in Floquet states, which similarly highlight the deviation from the time-averaged Hamiltonian. While all cal-
calculations were restricted to the anisotropic Heisenberg model, the outlined reasoning does not depend on the specifics of the model at hand, and is expected to hold for a wider variety of interacting integrable systems including the Gaudin and Hubbard models.
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**Supplementary material**

**Appendix A: Energies in a Floquet system**

In this appendix, we highlight the different definitions of energy in a Floquet system for a two-step driving protocol

\[
\hat{H}(t) = \begin{cases} 
\hat{H}_1 & \text{for } 0 < t < \eta T, \\
\hat{H}_2 & \text{for } \eta T < t < T, 
\end{cases}
\]

(A1)

with \(\hat{H}(t+T) = \hat{H}(t)\). The Floquet operator and Floquet Hamiltonian are subsequently defined as

\[
\hat{U}_F \equiv e^{-i\hat{H}_F T} \equiv e^{-i(1-\eta)\hat{H}_2 T} e^{-i\eta \hat{H}_1 T},
\]

(A2)

and can be simultaneously diagonalized as

\[
\hat{H}_F = \sum_n \epsilon_n |\phi_n\rangle \langle \phi_n|, \quad \hat{U}_F = \sum_n e^{-i\eta \epsilon_n} |\phi_n\rangle \langle \phi_n|,
\]

(A3)

where \(\epsilon_n = \theta_n/T\). In Ref. 1, it was shown how

\[
\frac{\partial \theta_n}{\partial T} = \frac{1}{T} \int_0^T \langle \phi_n(t) | \hat{H}(t) | \phi_n(t) \rangle \, dt,
\]

(A4)

which is the average energy of a Floquet state during one driving cycle and was shown there to act as a dynamical contribution to the Floquet phase \(\theta_n\). For the Floquet operator (A2), this can be further simplified, combining

\[
i \partial_T \hat{U}_F = (1-\eta) \hat{H}_2 \hat{U}_F + \eta \hat{U}_F \hat{H}_1,
\]

(A5)

with the Hellmann-Feynman theorem,

\[
\frac{\partial \theta_n}{\partial T} = i \langle \phi_n | \hat{U}_F | \phi_n \rangle = \langle \phi_n | i \partial_T \hat{U}_F | \phi_n \rangle.
\]

(A6)

Making use of Eq. (A5) and \(\hat{U}_F | \phi_n \rangle = e^{-i\theta_n} | \phi_n \rangle\), this simplifies to

\[
\frac{\partial \theta_n}{\partial T} = \langle \phi_n | (1-\eta) \hat{H}_2 + \eta \hat{H}_1 | \phi_n \rangle = \langle \phi_n | \hat{H}_{\text{Avg}} | \phi_n \rangle.
\]

(A7)

Alternatively, this also follows from Eq. (A4) by considering the explicit time evolution of the Floquet states \(|\phi_n\rangle \equiv |\phi_n(t=0)\rangle\), as governed by

\[
|\phi_n(t)\rangle = \hat{P}(t) |\phi_n\rangle = \hat{U}(t) e^{i\hat{H}_F t} |\phi_n\rangle,
\]

(A8)

where the evolution operator follows from Eq. (A1) as

\[
\hat{U}(t) = \begin{cases} 
\hat{H}_1 & \text{for } 0 < t < \eta T, \\
\hat{H}_2 & \text{for } \eta T < t < T.
\end{cases}
\]

(A9)

The two-step driving again allows for a simplification as

\[
\hat{U}(t) = \begin{cases} 
e^{-i\hat{H}_1 t} & \text{for } 0 < t < \eta T, \\
e^{i\hat{H}_2 (T-t)} e^{-i\hat{H}_F T} & \text{for } \eta T < t < T.
\end{cases}
\]

(A10)

The kick operator is subsequently given by

\[
\hat{P}(t) = \begin{cases} 
e^{-i\hat{H}_1 t} e^{i\hat{H}_F t} & \text{for } 0 < t < \eta T, \\
e^{i\hat{H}_2 (T-t)} e^{-i\hat{H}_F (T-t)} & \text{for } \eta T < t < T.
\end{cases}
\]

(A11)

and the time-evolved eigenstates of the Floquet operator by

\[
|\phi_n(t)\rangle = \begin{cases} 
e^{i\theta_n} e^{-i\hat{H}_1 t} |\phi_n\rangle & \text{for } 0 < t < \eta T, \\
e^{-i\theta_n (T-t)} e^{i\hat{H}_2 (T-t)} |\phi_n\rangle & \text{for } \eta T < t < T.
\end{cases}
\]

(A12)

This has a clear interpretation because of the simplicity of the driving protocol. In order to obtain the state in the first part of the period \((0 < t < \eta T)\), it is possible to evolve the state forward in time from \(t = 0\) using only \(\hat{H}_1\). For the second half of the period \((\eta T < t < T)\), it is possible to evolve the state back in time starting from \(t = T\) using only \(\hat{H}_2\). This then results in

\[
|\phi_n(t)\rangle |\hat{H}(t)| |\phi_n(t)\rangle = |\phi_n| |\hat{H}(t)| |\phi_n\rangle,
\]

(A13)

where inserting this equality in Eq. (A4) again returns the time-averaged Hamiltonian.

Given the Floquet phases \(\theta_n\), these thus allow for two different measures of the energy of a Floquet state,

\[
\frac{\theta_n}{T} = \langle \phi_n | \hat{H}_F | \phi_n \rangle, \quad \frac{\partial \theta_n}{\partial T} = \langle \phi_n | \hat{H}_{\text{Avg}} | \phi_n \rangle.
\]

(A14)

The derivatives of the phases w.r.t. the period have an interpretation as the average energy of a Floquet state during one driving cycle. These follow from the expectation values of the time-averaged Hamiltonian, and are as such uniquely defined and bounded by the extremal eigenvalues of \(\hat{H}_{\text{Avg}}\). These can be contrasted to the quasienergies, which are the ratio of the phases and the period, only defined modulo \(2\pi\), and commonly taken to be restricted to a single Brillouin (Floquet) zone \([-\pi, \pi]\).

As mentioned in the main text, the Magnus expansion implies that these coincide at small driving periods \(T\). For completeness, this is illustrated for a non-integrable \(\hat{H}_{\text{Avg}}\), following from periodic driving between Hamiltonians

\[
\hat{H}(t) = -J \sum_i \left[ S_i^z S_{i+1}^z + S_i^p S_{i+1}^p + \Delta(t) S_i^z S_{i+1}^z \right] + J' \sum_i S_i^z S_{i+2}^z,
\]

(A15)

where the integrability has been broken by introducing a next-to-nearest-neighbour interaction. For numerical purposes, the calculations are again restricted to periodic boundary conditions and total quasimomentum \(k = 0\), magnetization \(m_z = 1/3\), and parity \(p = +1\). These parameters have been chosen in order to make the correspondence with previously obtained results in Ref. 2,
where three relevant values of the driving period were identified as $T_1 = \frac{\pi}{W}$, $T_2 = \frac{\pi}{\sigma}$ and $T_3 = \frac{\pi}{2\sigma}$. Here, $W$ is the bandwidth of $\hat{H}_{\text{Avg}}$ and $\sigma$ is the variance of its spectrum, as elaborated on in the main text. For a given set of ordered levels $\{E_n\}$ the average value of the level spacing ratios

$$r = \min(s_n,s_{n+1}) / \max(s_n,s_{n+1}) \in [0,1], \quad s_n = E_{n+1} - E_n,$$

is given in Fig. 1 for both quasienergies and averaged energies. While the quasienergies exhibit the behaviour already noted in Ref. 2, always remaining close to the GOE statistics of non-integrable Hamiltonians, the average energies exhibit a relatively smooth crossover from GOE to POI statistics between $T_1$ and $T_2$. The POI statistics for the averaged energies are expected when the Floquet Hamiltonian deviates strongly from the time-averaged Hamiltonian. These would then behave as the expectation values of a random local operator ($\hat{H}_{\text{Avg}}$) w.r.t. the eigenstates of a (non-)integrable Hamiltonian ($\hat{H}_F$), where subsequent expectation values are not expected to be correlated, resulting in the observed POI statistics.

**Appendix B: Perturbation theory**

For two-step periodic driving, the Magnus expansion reduces to the Baker-Campbell-Hausdorff expansion, providing a series expansion of the Floquet Hamiltonian in the driving period $T$ as $\hat{H}_F = \sum_{n=0}^{\infty} \hat{H}_F^{(n)}$. The first three orders simplify significantly when expressed in the time-averaged Hamiltonian and a perturbation term

$$\hat{H}_{\text{Avg}} = \eta \hat{H}_1 + (1-\eta) \hat{H}_2, \quad \hat{V} = \eta \hat{H}_1 - (1-\eta) \hat{H}_2,$$

and can easily be obtained as

$$\hat{H}_F^{(0)} = \hat{H}_{\text{Avg}}, \quad \hat{H}_F^{(1)} = -\frac{iT}{4}[\hat{H}_{\text{Avg}}, \hat{V}],$$

$$\hat{H}_F^{(2)} = -\frac{T^2}{24} [[\hat{H}_{\text{Avg}}, \hat{V}], \hat{V}].$$

Second-order perturbation theory can now be applied to this Hamiltonian, considering the time-averaged Hamiltonian as the unperturbed Hamiltonian and $T$ as the perturbation strength. The eigenvalues of $\hat{H}_F$ can then be approximated as $\epsilon_n = \epsilon_n^{(0)} + \epsilon_n^{(1)} + \epsilon_n^{(2)} + \mathcal{O}(T^3)$ with

$$\epsilon_n^{(1)} = \langle \phi_n^{(0)} | \hat{H}_F^{(1)} | \phi_n^{(0)} \rangle,$$

$$\epsilon_n^{(2)} = \langle \phi_n^{(0)} | \hat{H}_F^{(2)} | \phi_n^{(0)} \rangle + \sum_{k \neq n} \frac{|\langle \phi_k^{(0)} | \hat{H}_F^{(1)} | \phi_n^{(0)} \rangle|^2}{\epsilon_n^{(0)} - \epsilon_k^{(0)}}.$$

Because of the commutator structure of the perturbation terms the first-order correction vanishes, $\epsilon_n^{(1)} = 0$, whereas the summation in the second-order contribution can be explicitly evaluated as

$$\frac{T^2}{16} \sum_{k \neq n} \frac{|\langle \phi_k^{(0)} | [\hat{H}_{\text{Avg}}, \hat{V}] | \phi_n^{(0)} \rangle|^2}{\epsilon_n^{(0)} - \epsilon_k^{(0)}}$$

$$= \frac{T^2}{16} \sum_{k \neq n} (\epsilon_n^{(0)} - \epsilon_k^{(0)}) |\langle \phi_k^{(0)} | \hat{V} | \phi_n^{(0)} \rangle|^2$$

$$= \frac{T^2}{16} \sum_{k \neq n} \langle \phi_k^{(0)} | \hat{V} (\epsilon_n^{(0)} - \hat{H}_{\text{Avg}}) | \phi_k^{(0)} \rangle \langle \phi_k^{(0)} | \hat{V} | \phi_n^{(0)} \rangle$$

$$= \frac{T^2}{16} \langle \phi_n^{(0)} | \hat{V} (\epsilon_n^{(0)} - \hat{H}_{\text{Avg}}) \hat{V} | \phi_n^{(0)} \rangle$$

$$= \frac{T^2}{32} \langle \phi_n^{(0)} | [\hat{H}_{\text{Avg}}, \hat{V}] \hat{V} | \phi_n^{(0)} \rangle,$$

resulting in a total second-order contribution

$$\epsilon_n^{(2)} = -\frac{T^2}{96} \langle \phi_n^{(0)} | [[\hat{H}_{\text{Avg}}, \hat{V}], \hat{V}] | \phi_n^{(0)} \rangle$$

$$= \frac{T^2}{48} \langle \phi_n^{(0)} | \hat{V} (\hat{H}_{\text{Avg}} - \epsilon_n^{(0)}) \hat{V} | \phi_n^{(0)} \rangle.$$

The dominant correction on the quasienergies is quadratic in the period, and depends not only on the size of the perturbation, but also on its commutator with the time-averaged Hamiltonian. This is a direct result of the Floquet theorem – if $[\hat{H}_{\text{Avg}}, \hat{V}] = 0$, then $[\hat{H}_1, \hat{H}_2] = 0$. The driving then becomes trivial, and the total Floquet Hamiltonian is exactly the time-averaged Hamiltonian for all values of $T$.
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