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Abstract—This paper considers the $H_\infty$-optimal estimation problem for linear systems with multiple delays in states, output, and disturbances. First, we formulate the $H_\infty$-optimal estimation problem in the Delay-Differential Equation (DDE) framework. Next, we construct an equivalent Partial Integral Equation (PIE) representation of the optimal estimator design framework. We then show that in the PIE framework, the $H_\infty$-optimal estimator synthesis problem can be posed as a Linear PI Inequality (LPI). LPIs are a generalization of LMIs to the algebra of Partial Integral (PI) operators and can be solved using the PIETOOLS toolbox. Finally, we convert the PIE representation of the optimal estimator back into an ODE-PDE representation - a form similar to a DDE, but with corrections to estimates of the infinite-dimensional state (the time-history). Numerical examples show that the synthesis condition we propose produces an estimator with provable $H_\infty$-gain bound which is accurate to 4 decimal places when compared with results obtained using Padé-based discretization.

I. INTRODUCTION

In most practical control scenarios, feedback control requires the use of sensors to measure the current state of the system. However, such sensors are often noisy and can measure only a small subset of the required state variables [1], [2], [3]. For Ordinary Differential Equations (ODEs), the problem of state estimation has been largely solved, with special cases including the Luenberger observer [4], the Kalman Filter [5], and the LMI for $H_\infty$-optimal state estimation [6]. When delays are introduced, however (e.g. in state, input or output), estimators designed for the undelayed ODE can destabilize if applied to the resulting Delay-Differential Equation (DDE) System. Consequently, the problem of designing stable or optimal observers for systems with delay has received significant attention in recent years - See, e.g. [2], [6] and the references therein. Specifically, suppose we consider the problem of designing a state estimator for a DDE system of the form

$$\begin{align*}
\dot{x}(t) &= A_0x(t) + Bw(t) + \sum_{i=1}^{K}(A_ix(t-\tau_i) + B_iw(t-\tau_i)) \\
z(t) &= C_1x(t) + D_1w(t) + \sum_{i=1}^{K}(C_{1i}x(t-\tau_i) + D_{1i}w(t-\tau_i)) \\
y(t) &= C_2x(t) + D_2w(t) + \sum_{i=1}^{K}(C_{2i}x(t-\tau_i) + D_{2i}w(t-\tau_i))
\end{align*}$$

(1)

where $x(t) \in \mathbb{R}^n$ is the state, $w(t) \in \mathbb{R}^r$ is an external disturbance input with $w(0) = 0$, $z(t) \in \mathbb{R}^p$ is the regulated output, and $y(t) \in \mathbb{R}^q$ is the measured output.

Most work on estimator design has assumed the estimator itself is modelled as a DDE - e.g. [6], [7]. However, an alternative body of work has recently emerged which argues that the optimal estimator for a DDE is not itself a DDE, but rather an ODE coupled with PDE [8], where the PDE represents not only transport, but also allows for corrections to the estimate of the state-history of the DDE (See $\hat{x}$ in Eqn. (18)). In this context, SOS and backstepping methods for observer design in the coupled ODE-PDE framework have been developed wherein the observer simultaneously estimates both the current state and the history of the state [9], [10], [8].

Unfortunately, however, there several limitations in these previous efforts. Specifically, while the backstepping transformation method applied in [9] is guaranteed to produce a stable estimator if one exists, this estimator is not guaranteed to be optimal in any sense. Meanwhile, the SOS methods employed in [8] and [11], while highly accurate and similar in structure to the observers proposed in this paper, were unable to handle delays in the inputs or outputs. It is our belief that this inability to handle input and output delays is due to problems in formulation arising from use of the coupled ODE-PDE representation. Specifically, disturbances and output which occur at the boundary of the transport equations are not well-modeled when using either as inputs/outputs to either ODE or PDE state (current state or history). For this reason, in this manuscript, we do not use the ODE-PDE representation, but rather look to the Partial Integral Equation (PIE) representation of the DDE system, wherein boundary conditions are not auxiliary, but rather eliminated by incorporating their effect directly into the dynamics of the system.

For an example illustrating the importance of signal delays in estimator design, we refer to the model of a mining cable elevator system in [3], which has sensor output delays due to wireless propagation delay from the elevator at the bottom of the shaft (over 2000 m underground) to the control center on the ground, and disturbance delays, where the disturbances are vibrations caused by deformation of the cage and is coupled to the shaft structure and cable tension. Failure to accurately account for output and disturbance delays can lead to chattering effects or even instability.

Having motivated the need for optimal observer design for systems with input, output, and state-delay, we now turn to the contributions of this manuscript. Our first contribution is...
to reformulate the nominal DDE in Eq. (1) as an equivalent Partial Integral Equation (PIE) [14]. By eliminating boundary conditions, the PIE representation allows us to model the effect of disturbances on the dynamics and consequently pose an $H_{\infty}$-optimal estimator design problem wherein the objective is to design an $H_{\infty}$-optimal estimator which uses the measured output $y$ to construct an estimate of $x$ and $z$ while minimizing $\gamma := \sup_{w \in L_2} ||x(t)||_{L_2}$, where $\hat{z}(t) = \hat{z}(t) - z(t)$ denotes the error between $\hat{z}(t)$ and its estimate $\hat{z}(t)$. Furthermore, the use of the PIE formulation - parameterized by Partial Integral (PI) operators allows us to generalize the LMI for $H_{\infty}$-optimal estimation of ODEs to a convex Linear PI Inequality (LPI) which solves the $H_{\infty}$-optimal observer synthesis problem for the given class of PIEs. Next, we solve the resulting LPI for optimal observer synthesis using the PIETOOLS Matlab toolbox [15]. Finally, we take the resulting estimator, formulated as a PIE, and convert this back to a coupled ODE-PDE in order to allow for efficient implementation.

A. Notation

Shorthand notation used throughout this paper includes the Hilbert spaces $L^m_{2}[X] := L^2_{2}(X;\mathbb{R}^m)$ of square integrable functions from $X$ to $\mathbb{R}^m$ and $W^m_{2}[X] := W^{1,2}(X;\mathbb{R}^m) = H^1(X;\mathbb{R}^m) = \{ x : x, \partial_x x \in L^2_{2}[X] \}$, and $W^m_{2}$ are used when domains are clear from context. Furthermore, the extension $W^m_{2 \times 2}[X] := W^{1,2}(X;\mathbb{R}^m \times m)$ is used to denote matrix-valued functions. $I$ denotes the identity matrix. A block-diagonal matrix is denoted by $\{ \cdots \}$. An operator $\mathcal{P} : Z \to Z$ is positive on a subset $X$ of Hilbert space $Z$ if $(x, \mathcal{P}x) \geq 0$ for all $x \in X$. $\mathcal{P}$ is coercive on $X$ if $(x, \mathcal{P}x) \geq \epsilon ||x||^2$ for some $\epsilon > 0$ for all $x \in X$. If $\mathcal{P}^1$ and $\mathcal{P}^2$ are two linear operators then $(\mathcal{P}^1)^*$ stands for the adjoint of $\mathcal{P}^1$ and $\mathcal{P}^1 \mathcal{P}^2$ represents composition of those operators in shown order. For brevity, symmetric components of a block-operator are denoted by $(\cdot)$ and adjoints by $(\cdot)^*$. The space $Z_{m,n} := \mathbb{R}^m \times L^2_{2}[-1,0]$ is an inner-product space with the inner product defined as
\[
\left\langle \begin{bmatrix} y \\ x \end{bmatrix} , \begin{bmatrix} \psi \\ \phi \end{bmatrix} \right\rangle_{Z_{m,n}} = y^T x + \int_{-1}^{0} \psi(s) \phi(s) ds,
\]
where $x, y \in \mathbb{R}^m$ and $\psi, \phi \in L^2_{2}[-1,0]$.

II. LINEAR PIE REPRESENTATION OF TIME-DELAY SYSTEMS

In this section, we present the PIE representation of time delay systems. PIE representation is used, instead of ODE-PDE representation, because the operators in PIE representation are bounded. Furthermore, unlike coupled ODE-PDE representation of time-delay systems, PIE representation do not require boundary conditions and the solution of PIE systems do not have additional continuity constraints.

A. Linear PIEs

A general class of linear PIEs system is defined as follows
\[
\begin{align*}
T \dot{x}(t) + B_T \dot{z}(t) &= Ax(t) + B\omega(t) \\
\hat{z}(t) &= C_1 x(t) + D_1 \omega(t) \\
y(t) &= C_2 x(t) + D_2 \omega(t)
\end{align*}
\]
where $T, B_T, A, C_1, C_2, D_1$ and $D_2$ are all Partial Integral (PI) operators with the following form
\[
\begin{align*}
\mathcal{P}\left[ \begin{bmatrix} \phi_1(t) \\ \phi_2(t) \end{bmatrix} \right] (s) := & \left[ \begin{bmatrix} P x + \int_{-1}^{0} Q_1(s) \phi(s) ds \\ Q_2^T(s) x + R_0(s) \phi(s) + \int_{-1}^{0} R_1(s, \theta) \phi(\theta) d\theta + \int_{0}^{0} R_2(s, \theta) \phi(\theta) d\theta \end{bmatrix} \right] \\
& \in \mathbb{R}^{2m}.
\end{align*}
\]
For any given $w \in W^{1,2}[0, \infty)$, and $x_0 \in \mathbb{R} \times L^2_{2}[-1,0]$, suppose $x$ is Fréchet differentiable almost everywhere on $[0, \infty)$, $x(0) = x_0$, and Eq. (2) are satisfied for all $t \geq 0$. Then $x(t) : [0, \infty) \to \mathbb{R} \times L^2_{2}[-1,0]$, $z(t) : [0, \infty) \to \mathbb{R}$, $y(t) : [0, \infty) \to \mathbb{R}$ satisfy the PIE defined by Eq. (1). For more details on PI operators, please see [15].

B. Representing Time Delays as Linear PIEs

Linear time delay systems in the representation of DDEs can be converted to linear PIEs for special definitions of the PI operators $T, B_T, A, B, C_1, C_2, D_1, D_2$. For DDEs (1) defined by $\tau_i$ and the matrices $A_i, B_i, C_i, D_i$ and $D_{ii}$ we define the PI operators
\[
\begin{align*}
T &: = \mathcal{P}\left[ \begin{bmatrix} I \\ T_0 \end{bmatrix}, (0, 0, -1) \right], \\
B_T &: = \mathcal{P}\left[ \begin{bmatrix} I \\ \cdots \\ I \end{bmatrix}, (0, 0, \cdots, 1) \right], \\
A &: = \mathcal{P}\left[ \begin{bmatrix} A_0 + \sum_{i=1}^{K} A_i \cdot \tilde{A} \end{bmatrix}, \tilde{A} \right], \\
B &: = \mathcal{P}\left[ \begin{bmatrix} B + \sum_{i=1}^{K} B_i \cdot \tilde{B} \end{bmatrix}, \tilde{B} \right], \\
C_1 &: = \mathcal{P}\left[ \begin{bmatrix} C_1 + \sum_{i=1}^{K} C_i \cdot \tilde{C} \end{bmatrix}, \tilde{C} \right], \\
C_2 &: = \mathcal{P}\left[ \begin{bmatrix} C_2 + \sum_{i=1}^{K} C_2 \cdot \tilde{C} \end{bmatrix}, \tilde{C} \right], \\
D_1 &: = \mathcal{P}\left[ \begin{bmatrix} D_1 + \sum_{i=1}^{K} D_1 \cdot \tilde{D} \end{bmatrix}, \tilde{D} \right], \\
D_2 &: = \mathcal{P}\left[ \begin{bmatrix} D_2 + \sum_{i=1}^{K} D_2 \cdot \tilde{D} \end{bmatrix}, \tilde{D} \right]
\end{align*}
\]
where
\[
\begin{align*}
C_{ri} &= \left[ \begin{bmatrix} I \\ 0 \end{bmatrix} \right], \\
B_{ri} &= \left[ \begin{bmatrix} 0 \\ I \end{bmatrix} \right], \\
A_{ki} &= \left[ \begin{bmatrix} A_i \\ B_i \end{bmatrix} \right], \\
C_{k1i} &= \left[ \begin{bmatrix} C_1 \\ D_1 \end{bmatrix} \right], \\
C_{k2i} &= \left[ \begin{bmatrix} C_2 \\ D_2 \end{bmatrix} \right], \\
T_0 &= \left[ \begin{bmatrix} \cdots \\ C_{rK} \end{bmatrix} \right], \\
\tilde{T} &= \left[ \begin{bmatrix} \cdots \\ B_{rK} \end{bmatrix} \right], \\
H &= \text{diag}\left( \begin{bmatrix} 1 \tau_1, \cdots, 1 \tau_K \end{bmatrix} \right), \\
\tilde{A} &= \left[ \begin{bmatrix} A_{k1}, \cdots, A_{kK} \end{bmatrix} \right], \\
\tilde{C} &= \left[ \begin{bmatrix} C_{k11}, \cdots, C_{k1K} \end{bmatrix} \right], \\
\tilde{C}_2 &= \left[ \begin{bmatrix} C_{k21}, \cdots, C_{k2K} \end{bmatrix} \right].
\end{align*}
\]

We give the following lemma.

Lemma 1: Suppose $T, B_T, A, B, C_1, C_2, D_1, D_2$ are as defined in Eq. (4). For given $w \in W^{1,2}[0, \infty)^r$, if $x, z$, and $y$ satisfy Eq. (1), then $z$ and $y$ also satisfy the PIE (2) with
\[
x(t) = \left[ \begin{bmatrix} x(t) \\ \partial_x \phi_1(t) \\ \vdots \\ \partial_x \phi_K(t) \end{bmatrix} \right]
\]
where $\phi_i(t, s) = C_{ri} x(t + \tau_i s) + B_{ri} w(t + \tau_i s)$ for $C_{ri}$ and $B_{ri}$ as defined in (5). Furthermore, if $x$, $z$, and $y$ satisfy the PIE defined by Eq. (2), then $x$, $z$, and $y$ satisfy the PIE defined by Eq. (1) where

$$x(t) = T x(t) + B_T w(t).$$

(7)

Proof: For given $w \in W^{1,2}(0, \infty)^r$, suppose $x$, $z$, and $y$ satisfy the DDEs defined by Eq. (1). Define $\phi_i(t, s) = C_{ri} x(t + \tau_i s) + B_{ri} w(t + \tau_i s)$ where $C_{ri}$, $B_{ri}$ are as defined in Eq. (5). Then from Lemma 3 in [14], we get $x$, $z$, and $y$ satisfy the following ODE-PDE Eq. (8) and vice versa.

$$\dot{x}(t) = A_0 x(t) + B_0 w(t),$$

$$(8)

z(t) = C_1 x(t) + D_1 w(t) + D_1 v(t),$$

$$y(t) = C_2 x(t) + D_2 w(t) + D_2 v(t),$$

$$\phi_i(t, s) = \frac{1}{\tau_i} \partial_s \phi_i(t, s),$$

$$\phi(t, 0) = C_{ri} x(t) + B_{ri} w(t),$$

$$v(t) = \sum_{i=1}^{K} C_{vi} \phi_i(t, -1).$$

(8)

where

$$B_v = [I \ 0 \ 0], D_{1v} = [0 \ I \ 0],$$

$$D_{2v} = [0 \ 0 \ I], C_{v} = \begin{bmatrix}
A_i & B_i \\
C_{i1} & D_{11} \\
C_{i2} & D_{21}
\end{bmatrix}. $$

(9)

Proposition 2: Suppose there exists a scalar $\gamma > 0$ and bounded linear operators $P : Z \to Z$ is bounded, self-adjoint, coercive and $Z : \mathbb{R} \to Z$ such that

$$\begin{bmatrix}
B_T^T (PB + ZD_2) + (\cdot)^* & 0 & 0 \\
0 & 0 & 0 \\
-(PA + ZC_2)^* B_T & 0 & 0
\end{bmatrix} < 0.$$  

(10)

Then $P^{-1}$ exists and is a bounded linear operator. For any given $w \in W_2$, if $z$ and $\hat{z}$ satisfy Eqs. (10) for some $x$ and $x$, then we have $\|z\|_2 \leq \|\hat{z}\|_2$ where $z(t) = \hat{z}(t) - z(t)$.

Proof: Suppose there exist $\gamma$, $P$ and $Z$ that satisfy the assumptions of the Theorem statement and let $L = P^{-1} Z$. Define the storage functional

$$V(t) = \langle \mathcal{T} e(t) - B_T w(t), (P(T e(t) - B_T w(t))) \rangle_Z. $$

(11)

Obviously, $V(t) \geq 0$ since $\mathcal{T}$ is coercive. Since $\mathcal{T}$ is bounded, self-adjoint, coercive, from Theorem 1 in [12], $P^{-1}$ exists and is a bounded linear operator. Then, for $e$ and $z$, that satisfy (11),

$$\dot{V}(t) = -\|\omega(t)\|^2 - \gamma \|v_e(t)\|^2 + 2 \langle v_e(t), z_e(t) \rangle_Z $$

$$= \langle (\mathcal{T} e(t) - B_T w(t), (P A + ZC_2) e(t)) \rangle_Z $$

$$+ \langle (PB + ZD_2)(M e(t)), za(t) - B_T w(t) \rangle_Z $$

$$- \langle \mathcal{T} e(t) - B_T w(t), (PB + ZD_2)(M e(t)) \rangle_Z $$

$$- \langle v_e(t), M e(t) \rangle $$

$$+ \langle (C_1 e(t), v_e(t)) - \langle v_e(t), D_1 \omega(t) \rangle - \langle D_1 \omega(t), v_e(t) \rangle $$

$$= \begin{bmatrix}
(w(t))^T \\
v_e(t)
\end{bmatrix} \begin{bmatrix}
\mathcal{J} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-(PA + ZC_2)^* B_T & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
(\cdot)^* & (\cdot)^* & (\cdot)^* & (\cdot)^* & (\cdot)^* & (\cdot)^* & (\cdot)^* & (\cdot)^*
\end{bmatrix} \begin{bmatrix}
w(t) \\
v_e(t) \\
x(t)
\end{bmatrix}. $$

(12)

Set $e(t) = \frac{1}{\gamma} z(t)$. If Eq. (12) is satisfied, then

$$\dot{V}(t) = -\|\omega(t)\|^2 + \frac{1}{\gamma} \|z_e(t)\|^2 \leq 0.$$  

Integration of this inequality with respect to $t$ yields

$$V(t) - V(0) - \gamma \int_0^t \|w(s)\|^2 ds + \frac{1}{\gamma} \int_0^t \|z_e(s)\|^2 ds \leq 0. $$

$$V(0) = 0$$

Then $V(t) \geq 0$ for any $t \geq 0$. As $t \to \infty$, we get $\|z_e\|_Z \leq \|\omega\|_Z$.  

IV. ESTIMATION OF TIME DELAY SYSTEMS

In this section, the estimator is constructed and using Theorem 2, we get the $H_{\infty}$ estimation condition of time delay systems defined by Eq. (11).
A. Coupling the DDEs and Estimator Dynamics

For the plant system (1) restated here, we construct the estimator dynamics as a ODE-PDE coupled system. The coupled system dynamics are as follows,

\[
\dot{x}(t) = A_0 x(t) + B_w(t) + \sum_{i=1}^{K} (A_i x(t - \tau_i) + B_i w(t - \tau_i))
\]

\[
z(t) = C_1 x(t) + D_1 w(t) + \sum_{i=1}^{K} (C_{1i} x(t - \tau_i) + D_{1i} w(t - \tau_i))
\]

\[
y(t) = C_2 x(t) + D_2 w(t) + \sum_{i=1}^{K} (C_{2i} x(t - \tau_i) + D_{2i} w(t - \tau_i))
\]

\[
\dot{\hat{x}}(t) = A_0 \hat{x}(t) + B_v \hat{v}(t) + L_1 (\hat{y}(t) - y(t))
\]

\[
\hat{z}(t) = C_1 \hat{x}(t) + D_1 v(t)
\]

\[
\hat{y}(t) = C_2 \hat{x}(t) + D_2 v(t)
\]

\[
\dot{\hat{\phi}}(t, s) = \frac{1}{\tau_i} \partial_s \hat{\phi}(t, s) + L_2 \hat{v}(s) (\hat{y}(t) - y(t))
\]

\[
\hat{\phi}(t, 0) = C_{\tau_1} \hat{x}(t)
\]

\[
\hat{v}(t) = \sum_{i=1}^{K} C_{vi} \hat{\phi}(t, -1)
\]

where \(\hat{x}(t), \hat{z}(t)\) and \(\hat{y}(t)\) are the estimates of \(x(t), z(t)\) and \(y(t)\), respectively. The matrix \(L_1\) and the polynomials \(L_{2i}\) are observer gains to be determined. The matrices \(B_v, D_1v, C_{\tau_i}, C_{vi}\) are the same ones used to define the ODE-PDE model (8).

The structure of the estimator allows us to represent Eq. (13) as coupled linear PDE (10) defined by the PI operators in Eq. (4), where \(\mathcal{L} = \mathcal{P}\left[\begin{array}{c} L_1, \rho \\ L_{2i} \end{array}\right]\). The equivalence between Eq. (13) and Eq. (10) is stated as the Lemma6 in Appendix.

B. Applying Theorem 2 to time delay systems

Theorem 3: Suppose there exists positive scalar \(\gamma\), matrix \(P \in \mathbb{R}^{n \times n}\), matrix \(H, \Gamma, W\) with appropriate dimensions, polynomial \(Z(s)\), function \(R_0 \in \mathbb{R}^{ns \times ns} \mathbb{Z}\) with \(n = K(n + r)\), matrix \(Z_1 \in \mathbb{R}^{n \times r}\), such that the operator \(\mathcal{P} := \mathcal{P}\left[\begin{array}{c} P \mathcal{T} \mathcal{Z}(s) \mathcal{H}^T \mathcal{R}_1 \\mathcal{T} \mathcal{Z}(s) \mathcal{H}^T \mathcal{R}_2 \end{array}\right] \mathcal{P}\left[\begin{array}{c} \mathcal{T} \mathcal{Z}(s) \mathcal{H}^T \mathcal{R}_1 \\mathcal{T} \mathcal{Z}(s) \mathcal{H}^T \mathcal{R}_2 \end{array}\right]\) is bounded, self-adjoint, and coercive, and \(\mathcal{L} := \mathcal{P}\left[\begin{array}{c} x(t) \\hat{x}(t) \\phi_1(t, \cdot) \\phi_2(t, \cdot) \\phi_K(t, \cdot) \end{array}\right]\) satisfy

\[
\begin{bmatrix}
B_T (PB + ZD_2) + (\cdot)^* & 0 & 0
\end{bmatrix}
\begin{bmatrix}
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
-\gamma I - D^T & -(PB + ZD_2)^T & C_1
\end{bmatrix}
\begin{bmatrix}
(\cdot)^* & (\cdot)^* & (\cdot)^*
\end{bmatrix}
\leq 0. 
\]

(14)

where the operators \(T, B_T, A, B, C_1, C_2, D_1, D_2\) are defined as Eqn. (4). Then for any given \(w \in W^{1,2}(0, \infty)^c\), if \(z(t)\) and \(\hat{z}(t)\) satisfy the Eq. (15) where

\[
L_1 = \begin{bmatrix} I & -H \mathcal{K}^T \end{bmatrix} \mathcal{P}^{-1} Z_1 + \mathcal{H} \mathcal{K} W
\]

\[
L_{2i} = R_0(s)^{-1} Z(s)^T \mathcal{H}^T Z_1 + W + \hat{\mathcal{H}} \mathcal{K} W
\]

and

\[
\dot{\hat{H}} = \mathcal{P}^{-1} H \left( K H^T \mathcal{P}^{-1} H - I - \mathcal{K} \mathcal{H} \right)^{-1}
\]

\[
K = \int_0^t Z(s) R_0(s)^{-1} Z(s)^T ds,
\]

\[
\hat{\Gamma} = -(\hat{H}^T H + \Gamma)(I + \mathcal{K} \Gamma)^{-1},
\]

for some \(x, \hat{x}\) and \(\phi_1\), define \(z_e(t) = \hat{z}(t) - z(t)\), then we have \(\|z_e\|_{L_2} \leq \gamma \|\omega\|_{L_2}\).

Proof: Suppose there exists \(\gamma\), matrices \(P, Z_1, H, \Gamma, W\) and polynomial \(Z\) and function \(R_0\) such that \(\mathcal{P}\), as defined in the Theorem statement, is bounded and coercive and satisfies the LPI (14). Further, for given \(w \in W^{1,2}(0, \infty)^c\), let \(z\) and \(\hat{z}\) satisfy the Eq. (13), where \(L_1\) and \(L_{2i}\) are as defined in Eq. (15), for some \(x\) and \(\hat{x}\).

Then \(\mathcal{P}^{-1}\) exists, is bounded and using Lemma 4 in Appendix, \(\mathcal{P}^{-1}\) is

\[
\mathcal{P}^{-1} := \mathcal{P}\left[\begin{array}{c} \mathcal{P}^T \mathcal{Z}(s) \mathcal{H}^T \mathcal{R}_1 \\mathcal{P}^T \mathcal{Z}(s) \mathcal{H}^T \mathcal{R}_2 \end{array}\right]
\]

(16)

where

\[
\hat{P} = \begin{bmatrix} I - \mathcal{H} \mathcal{K} \mathcal{H}^T \end{bmatrix} \mathcal{P}^{-1}, \quad \hat{Q}(s) = \mathcal{H} \mathcal{Z}(s) R_0(s)^{-1} \hat{R}_0(s) = R_0(s)^{-1}, \quad \hat{R}_1(s, \theta) = \hat{R}_0(s) Z(s)^T \mathcal{H} \mathcal{Z}(\theta) \hat{R}_0(s) \theta.
\]

Define the PI operator \(\mathcal{L}\) as

\[
\mathcal{L} = \mathcal{P}\left[\begin{array}{c} L_1, \rho \\ L_{2i} \end{array}\right]
\]

(17)

where \(L_1\) and \(L_{2i}\) are as defined in Eq. (15). Then, from Lemma 5 \(\mathcal{L} = \mathcal{P}^{-1} \mathcal{Z}\). Thus, \(\mathcal{L}, \mathcal{P}\) and \(\mathcal{Z}\), satisfy the conditions of Theorem 2.

Since \(z\) and \(\hat{z}\) satisfy Eq. (13) for some \(x, \hat{x}\) and \(\phi_1\), from Lemma 6 we get \(z(t)\) and \(\hat{z}(t)\) also satisfy the Eq. (10) for \(x(t) = \begin{bmatrix} x(t) \\ \partial_s \phi_1(t, \cdot) \\ \vdots \\ \partial_s \phi_K(t, \cdot) \end{bmatrix}, \quad \hat{x}(t) = \begin{bmatrix} \hat{x}(t) \\ \partial_s \phi_1(t, \cdot) \\ \vdots \\ \partial_s \phi_K(t, \cdot) \end{bmatrix}\)

(18)

where \(\phi_1(t, s) = C_{\tau_1} x(t + \tau_1 s) + B_{\tau_1} w(t + \tau_1 s)\). We conclude that \(z\) and \(\hat{z}\) satisfy the conditions of Theorem 2 for the operators \(\mathcal{P}, \mathcal{Z}\) and \(\mathcal{L}\) as defined. Since all conditions of Theorem 2 are satisfied, we conclude that \(\|z_e\|_{L_2} \leq \gamma \|\omega\|_{L_2}\) where \(z_e(t) = \hat{z}(t) - z(t)\). 

V. Numerical Implementation and Examples

The LPI in Theorem 3 is implemented using the Matlab PDETOOLS toolbox, wherein we minimize \(\gamma\), the closed-loop \(H_{\infty}\)-performance gain. This toolbox is available online for validation or download from Code Ocean [15]. PDETOOLS allows for declaration of PI variables, PI inequality constraints, and manipulation of PI operators as an object class. A selection of the code from this implementation is as follows.
For simulation, a fixed-step forward-difference-based discretization method is used, with a different set of states representing each delay channel. In the simulation results given below, 100 spatial discretization points are used for each delay channel.

We have applied the resulting code to several representative examples. In each case, we list: $\gamma_{min}$ - the provable bound on the $L_2$-gain from the disturbance $w$ to the regulated output $z_e$ of the $H_\infty$-optimized observer obtained from the LPI; $\gamma_{pade}$ - an estimated achievable $L_2$-gain obtained using LMI methods and a 10th Padé ODE approximation of the DDE; and $\gamma_{real}$ - the observed $L_2$-gain bound obtained by applying a simulation of our optimized estimator to a simulation of the nominal DDE with a representative disturbance signal. Note that because there are no works which address the problem of $H_\infty$-optimal control of systems with input, output, and state delay, we are not able to compare our results with existing literature. However, this is not because of sub-optimality, and indeed, our estimators match or significantly outperform all other estimators when applied to systems lacking input or output delay.

a) Example 1: The following system is a variation of an example in [8].

$$\dot{x}(t) = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} x(t) + \begin{bmatrix} -1 & -1 \\ 1 & 0 \end{bmatrix} x(t-1) + \begin{bmatrix} 1 \\ 0 \end{bmatrix} w(t)$$

$$z(t) = \begin{bmatrix} 1 & 0 \end{bmatrix} x(t) + \begin{bmatrix} 1 \\ 10 \end{bmatrix} x(t-1)$$

$$y(t) = \begin{bmatrix} 1 & 10 \end{bmatrix} x(t-1) + \begin{bmatrix} 0 & 5 \end{bmatrix} w(t-1)$$

wherein we have included output and disturbance delay to the dynamics. In this case Theorem 3 yields $\gamma_{min} = 1.8081$. Meanwhile the Padé approximation $\gamma_{pade} = 1.8081$ - an exact match. Figure 1 displays the effect of a sinc disturbance $w(t)$ on error in states $e(t) = \hat{x}(t) - x(t)$ using our optimized estimator. For this step disturbance, the actual $L_2$-gain is found to be $\gamma_{real} = 0.5876$ - consistent with the predicted worst-case performance bound.

b) Example 2: Consider now a slightly version of the Example in [17].

$$\dot{x}(t) = \begin{bmatrix} 0 & 3/5 \\ -4 & -5 \end{bmatrix} x(t) + \begin{bmatrix} -0.1 & 0 \\ 0.2 & -0.2 \end{bmatrix} x(t-0.3) + \begin{bmatrix} 0 \\ 0 \end{bmatrix} x(t-0.5) + \begin{bmatrix} -0.4545 & 0 \\ 0 & 0.9090 \end{bmatrix} w(t)$$

$$y(t) = \begin{bmatrix} 0 & 100 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ 10 \end{bmatrix} x(t-0.3) + \begin{bmatrix} 0 & 2 \end{bmatrix} x(t-0.5) + \begin{bmatrix} 1 & 1 \end{bmatrix} w(t)$$

$$z(t) = \begin{bmatrix} 0 & 100 \end{bmatrix} x(t)$$

wherein we have added an extra delay. In this case Theorem 3 yields $\gamma_{min} = 0.9592$. Meanwhile the Padé approximation $\gamma_{pade} = 0.9592$ - an exact match. Figure 2 displays the effect of a sinc disturbance $w(t)$ on error in states $e(t) = \hat{x}(t) - x(t)$ using our optimized estimator. For this step disturbance, the actual $L_2$-gain is found to be $\gamma_{real} = 0.5792$ - consistent with the predicted worst-case performance bound.

c) Example 3: To test the scalability of our algorithm, we consider the following unstable n-D system with K delays, a single disturbance $w(t)$ and a single regulated $z(t)$ and a single sensed output $y(t)$.

$$\dot{x}(t) = -K \sum_{i=1}^{K} \frac{x(t-i/K)}{K} + 1 w(t)$$

$$z(t) = y(t) = 1^T x(t) + 1^T w(t)$$

We examine how the computational complexity of the algorithm scales as the product of the number of delays $K$ and number of states $n$ increases. Table I lists the computation
time as CPU sec on a Intel i7-5960X processor omitting preprocessing and postprocessing times.

VI. CONCLUSION

We have investigated the problem of $H_\infty$-optimal estimator design for systems with multiple delays in the states, outputs and disturbances. The commonly used DDE representation of nominal system and estimator is converted to a PIE representation. Within the PIE framework, we propose a convex formulation of the optimal estimator synthesis problem, in the form of an LPI - a form of convex optimization for which we have an efficient Matlab Toolbox. We then convert the optimized observer back into a coupled ODE-PDE for convenient implementation. Applying the results to several numerical examples, we find the resulting observers are non-conservative to 4 decimal places as measured against a Padé-based ODE approximation of the DDE. Finally, the scalability of the algorithm is demonstrated for large numbers of delays and states.
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APPENDIX

A. Getting the inverse of $\mathcal{P}$

Lemma 4: Suppose that $Q(s) = Hz(s)$ and $R_1(s, \theta) = Z(s)^T \Gamma Z(\theta)$ where $Z$ is a polynomial and $\mathcal{P} := \mathcal{P}(Q_1, \{ \hat{\theta}_i \}^T)$ with $R_2 = R_1$ is a coercive and self-adjoint operator where $\mathcal{P} : X \to X$. Then $\mathcal{P}^{-1} := \mathcal{P}(\mathcal{P}^T, \{ \hat{\theta}_i \}^T)$ with $\hat{R}_1 = \hat{R}_2$ where

$\hat{P} = (I - \hat{H}KHT) P^{-1}$, $\hat{Q}(s) = \hat{H}Z(s) R_0(s)^{-1}$

$\hat{R}_0(s) = R_0(s)^{-1}$, $\hat{R}_1(s, \theta) = \hat{R}_1^T(s) Z(s)^T \hat{\Gamma} Z(\theta) \hat{R}_0(\theta)$,

$K = \int_{-1}^0 Z(s) R_0(s)^{-1} Z(s)^T ds$

$\hat{H} = P^{-1} H \left( KHT P^{-1} H - I - KT \right)^{-1}$

$\hat{\Gamma} = - (H^T H + \Gamma) (I + KT)^{-1}$.

Further, $\mathcal{P}^{-1} : X \to X$ is self-adjoint, and $\mathcal{P}^{-1} \mathcal{P} x = \mathcal{P} \mathcal{P}^{-1} x = x$ for any $x \in X := Z_{m,n}$.

Proof: This can be obtained from Theorem 3 in [16] when we set $r = 1$.

B. Constructing Estimator Gains

An analytic inverse of a generalized PI operator $\mathcal{P} := \mathcal{P}(Q_1, \{ \hat{\theta}_i \}^T)$ is an open problem. However, an exact formula is known for the inverse of $\mathcal{P}$ when $R_2 = R_1$, see [8] and [12]. We find the observer gains in following Lemma.

Lemma 5: Suppose PI operator $\mathcal{P} := \mathcal{P}(Q_1, \{ \hat{\theta}_i \}^T)$ with $R_2 = R_1$ is bounded, self-adjoint and coercive. If $\mathcal{L} = \mathcal{P}^{-1} Z$ where $Z := \mathcal{P}(Z_1, \theta)$ and $Z_2$ is a polynomial represented as $Z_2(s) = Z^T(s) W$, then we get $\mathcal{L} = \mathcal{P}(\mathcal{L}_1, \{ \mathcal{L}_2 \})$

with $L_1 = \hat{P} Z_1 + \hat{H} K W$ and

\[
\begin{bmatrix}
L_{21}  \\
\vdots  \\
L_{2K}
\end{bmatrix}
\begin{bmatrix}
\hat{R}_0(s) Z(s)^T  \\
\hat{H}^T Z_1 + W + \hat{\Gamma} K W
\end{bmatrix}
\]

where $K, \Gamma$ and $\hat{H}$ are as defined in Lemma 4.

Proof: Since $\mathcal{P}$ is coercive, bounded, $\mathcal{P}^{-1} = \mathcal{P}(Q_1, \{ \hat{\theta}_i \}^T)$ exists and can be obtained from Lemma 4. Then follows from the formula for composition of PI operators $\mathcal{P}^{-1}$ and $Z$ - see [15] for the formula for the composition operation.
C. The equivalence between the coupled DDEs with ODE-PDE Equation and the coupled PIES

Consider the following coupled system dynamics,

\[
\begin{align*}
\dot{z}(t) &= A_0 z(t) + B_0 w(t) + \sum_{i=1}^{K} (A_i z(t - \tau_i) + B_i w(t - \tau_i)) \\
\dot{y}(t) &= C_2 z(t) + D_2 w(t) + \sum_{i=1}^{K} (C_{i2} z(t - \tau_i) + D_{i2} w(t - \tau_i))
\end{align*}
\]

and the coupled linear PIES

\[
\begin{align*}
\dot{x}(t) &= A_0 x(t) + B_0 \hat{v}(t) + L_1 (\hat{y}(t) - y(t)) \\
\dot{y}(t) &= C_2 x(t) + D_2 \hat{v}(t) \\
\dot{\hat{y}}(t) &= C_{i2} x(t) + D_{i2} \hat{v}(t)
\end{align*}
\]

where \(\phi_i = C_{ri} x(t + \tau_i s) + B_{ri} w(t + \tau_i s)\). Furthermore, if \(x, \hat{x}, y, \hat{y}\) satisfy the PIE defined by Eq. (21)–(22), then \(z, \hat{z}, y, \hat{y}\) also satisfy Eq. (19)–(20) where

\[
\begin{align*}
\dot{x}(t) &= T x(t) + B_T w(t), \\
\dot{\hat{x}}(t) &= T \hat{x}(t).
\end{align*}
\]

Proof: For given \(w \in W^{1,2}[0, \infty)^r\), suppose \(x, z, y, \hat{x}, \hat{z}, \hat{y}\), and \(\phi_i\) satisfy Eqs. (19)–(20). Then, from Lemma 1, \(x, z, y, \hat{x}, \hat{z}, \hat{y}\), and \(\phi_i\) also satisfy Eqs. (21) and (22) where

\[
\begin{align*}
\dot{x}(t) &= \partial_x \phi_1 (t, \cdot) \\
&\vdots \\
&\partial_x \phi_K (t, \cdot)
\end{align*}
\]

and \(\phi_i(t, s) = C_{ri} x(t + \tau_i s) + B_{ri} w(t + \tau_i s)\), and vice versa. For \(\hat{x}, \hat{\phi}_i\) defined in Eq. (20), define

\[
\begin{align*}
\dot{\hat{x}}(t) &= \partial_x \hat{\phi}_1 (t, \cdot) \\
&\vdots \\
&\partial_x \hat{\phi}_K (t, \cdot)
\end{align*}
\]

Using Fundamental Theorem of Calculus and boundary conditions, we get

\[
\begin{align*}
\dot{x}(t) &= \partial_x \phi_1 (t, \cdot) \\
&\vdots \\
&\partial_x \phi_K (t, \cdot)
\end{align*}
\]

and

\[
C_i x(t) = C_{i2} \hat{x}(t) + D_{i2} \hat{v}(t).
\]

Then

\[
\begin{align*}
\dot{x}(t) &= \partial_x \phi_1 (t, \cdot) \\
&\vdots \\
&\partial_x \phi_K (t, \cdot)
\end{align*}
\]

Finally, using PI notation for the observer gains \(L\) in Eq. (23), we get (22). Then, any \(\hat{x}, \hat{\phi}_i, \hat{y}, \hat{y}\) that satisfies Eqs. (20), \(\hat{x}, \hat{z}, \hat{y}, \hat{y}\) also satisfy (22), where

\[
\dot{\hat{x}}(t) = \partial_x \hat{\phi}_1 (t, \cdot) \\
&\vdots \\
&\partial_x \hat{\phi}_K (t, \cdot)
\]

and vice versa.

Lemma 6: Suppose \(\mathcal{T}, \mathcal{B}_T, A, B, C_1, C_2, D_1, D_2, L\), are as defined above. For given \(w \in W^{1,2}[0, \infty)^r\), if \(x, y, z, \hat{x}, \hat{z}, \hat{y}, \phi_i\) satisfy Eqs. (19)–(20), then \(z, \hat{z}, y, \hat{y}\) also satisfy the PIE defined by (21)–(22) and

\[
\begin{align*}
\dot{x}(t) &= A_0 x(t) + B_0 \hat{v}(t) + L_1 (\hat{y}(t) - y(t)) \\
\dot{y}(t) &= C_2 x(t) + D_2 \hat{v}(t) \\
\dot{\hat{y}}(t) &= C_{i2} x(t) + D_{i2} \hat{v}(t)
\end{align*}
\]

where \(\phi_i = C_{ri} x(t + \tau_i s) + B_{ri} w(t + \tau_i s)\). Furthermore, if \(x, \hat{x}, y, \hat{y}\) satisfy the PIE defined by Eq. (21)–(22), then \(z, \hat{z}, y, \hat{y}\) also satisfy Eq. (19)–(20) where

\[
\begin{align*}
\dot{x}(t) &= T x(t) + B_T w(t), \\
\dot{\hat{x}}(t) &= T \hat{x}(t).
\end{align*}
\]