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ABSTRACT. A matrix is said to possess the Restricted Isometry Property (RIP) if it acts as an approximate isometry when restricted to sparse vectors. Previous work has shown it to be \( \text{NP} \)-hard to determine whether a matrix possesses this property, but only in a narrow range of parameters. In this work, we show that it is \( \text{NP} \)-hard to make this determination for any accuracy parameter, even when we restrict ourselves to instances which are either RIP or far from being RIP. This result implies that it is \( \text{NP} \)-hard to approximate the range of parameters for which a matrix possesses the Restricted Isometry Property with accuracy better than some constant. Ours is the first work to prove such a claim without any additional assumptions.

1. Introduction

The field of compressed sensing, inaugurated by the seminal paper of Candès and Tao \[7\], offers an attractive and powerful set of techniques for reconstructing sparse data on the basis of very few measurements. Implementing compressed sensing techniques in practice requires taking measurements according to a matrix with special properties. The most widely known such property is the restricted isometry property \[6\], which requires that the matrix act as an approximate isometry when restricted to sparse vectors.

Definition 1. A matrix \( X \in \mathbb{R}^{n \times p} \) possesses the \((k, \delta)\)-restricted isometry property if it satisfies

\[
(1 - \delta)\|u\| \leq \|X u\| \leq (1 + \delta)\|u\|
\]

for all \( k \)-sparse vectors \( u \in \mathbb{R}^p \). In this case, we write \( X \in \text{RIP}(k, \delta) \).

Candès showed \[6\] that if \( X \in \text{RIP}(k, \delta) \) for \( \delta < \sqrt{2} - 1 \), then an \( \ell_1 \) minimization procedure used with the matrix \( X \) exactly recovers \( k \)-sparse vectors.

Finding RIP matrices in the most interesting range of parameters is an object of active study. Constructing such matrices deterministically is a hard problem \[3, 4, 8\], but there are several very simple random methods known to generate RIP matrices with high probability \[4, 11\]. The fact that these randomized algorithms have a small probability of failure motivates the question of certifying whether a given matrix is RIP:

Problem 1. Given a matrix \( X \), a positive integer \( k \), and \( \delta > 0 \), is \( X \in \text{RIP}(k, \delta) \)?
While previous work has shown Problem 1 to be computationally hard, none of these works have been able to show that Problem 1 is NP-hard in an interesting range of parameters. (See Section 1.4 for a fuller account.) In particular, earlier work has only been able to show the NP-hardness of deciding whether $X \in \text{RIP}(k, \delta)$ for $\delta = 1 - o(1)$. By contrast, the correct question in practice is to decide whether $X \in \text{RIP}(k, \delta)$ for some constant $\delta$.

An even more reasonable question in practice is to determine the approximate range of parameters for which a matrix possesses the restricted isometry property. We therefore propose the following modification of Problem 1:

**Problem 2.** Fix constants $\delta \in (0, 1)$ and $\lambda_1, \lambda_2 > 1$. Is $X \in \text{RIP}(k, \delta)$ or is $X$ far from being in $\text{RIP}(k, \delta)$, in the sense that $X$ is not even in $\text{RIP}(k/\lambda_1, \lambda_2 \delta)$?

Note that Problem 2 is easier than Problem 1, since all that we seek is a procedure to distinguish between two very different situations. For this reason, Problem 2 is known as a gap problem in the computational complexity literature. More details about problems of this type appear in Section 1.1.

In this work, we show that Problem 2 is NP-hard for all $\delta \in (0, 1)$. This immediately establishes the NP-hardness of Problem 1 as well, and in a much more robust sense than implies by previous work.

We also consider the following two related problems.

**Problem 3.** Given a matrix $X$ and $\delta > 0$, find the largest positive integer $k$ such that $X \in \text{RIP}(k, \delta)$.

**Problem 4.** Given a matrix $X$ and positive integer $k$, find the smallest $\delta > 0$ such that $X \in \text{RIP}(k, \delta)$.

Our results show that Problems 3 and 4 are hard to solve even approximately.

1.1. **Gap hardness.** Gap problems are part of a broader class of promise problems, where the input is guaranteed to fall into one of two classes. In a gap problem, these two classes are assumed to be well separated. Concretely, given a general optimization problem of the form

$$\max_{x \in X} f(x),$$

and a threshold $t$, the $c$-gap problem is to distinguish between

$$\max_{x \in X} f(x) \leq t \text{ and } \max_{x \in X} f(x) > ct$$

for some constant $c > 1$. If this gap problem is NP-hard, then it is clearly NP-hard to find a $c$-multiplicative approximation to (2). For this reason, gap hardness results immediately imply that the approximation problem is also hard.

To establish the NP-hardness of Problem 2, we produce a reduction from an NP-hard gap problem, via a reduction that preserves the gap between classes.

We reduce from a problem known as “max positive 1-in-3 SAT.”

**Definition 2.** Given boolean variables $x_1, \ldots, x_k$, the predicate “exactly one” (or E1) is given by

$$E1(x_1, \ldots, x_k) = \begin{cases} T & \text{if exactly one of the variables} \\ F & \text{x_1, \ldots, x_k is true,} \end{cases}$$
A *max positive 1-in-3 sat* instance is a set of E₁ clauses \{c₁, ..., cₘ\} each containing at most 3 variables from a set \{x₁, ..., xₙ\}. The word “positive” is used to stress that all variables appear in positive form. If E₁(cᵢ) = T, we say that clause \(i\) is satisfied. In this work, we will consider instances with a further restriction.

**Definition 3.** A instance of max positive 1-in-3 sat is called 6-bounded if each variable appears in at most 6 clauses.

Given an instance \(φ\) of 6-bounded max positive 1-in-3 sat and an assignment \(x \in \{T,F\}^n\), denote by val\(\phi,x\) the proportion of clauses satisfied by the assignment \(x\). Finally, define \(\text{val}(\phi) := \max_{x \in \{T,F\}^n} \text{val}(\phi, x)\).

If \(\text{val}(\phi) = 1\), that is, if there is an assignment satisfying all clauses, we say that \(φ\) is satisfiable.

Our reduction is based on the following proposition.

**Proposition 1.** There exists a constant \(α\) such that, given a 6-bounded max positive 1-in-3 sat instance \(φ\), it is \(NP\)-hard to distinguish between \(\text{val}(\phi) = 1\) and \(\text{val}(\phi) < (1 - α)\). Moreover, the instances \(φ\) under consideration can be restricted to contain exactly \(9/13\) as many clauses as variables.

A proof of Proposition 1 appears in Section 2. It is well known that deciding whether an instance \(φ\) is satisfiable is an \(NP\)-complete problem [16], and the gap hardness of max positive 1-in-3 sat (without the 6-boundedness condition) is proved in [12]. Hardness problems of this type were first officially stated in [15], and their \(NP\)-hardness follows from the celebrated PCP Theorem [1].

### 1.2. Main result

We show the following gap hardness result for Problem 2.

**Theorem 1.** For all \(δ \in (0, 1)\) there exist constants \(λ₁, λ₂ > 1\) such that, given a matrix \(X\) and sparsity parameter \(k\), it is \(NP\)-hard to decide whether \(X \in \text{RIP}(k, δ)\) or \(X \notin \text{RIP}(k/λ₁, λ₂δ)\). Moreover, the claim holds even when \(\|Xu\| \leq \|u\|\) for all \(u\).

For \(λ₁, λ₂ > 1\), the condition that \(X \in \text{RIP}(k/λ₁, λ₂δ)\) is weaker than \(X \in \text{RIP}(k, δ)\), since the bounds in Equation (1) are weaker and the sparsity condition is stronger, so that Equation (1) is required to hold for a smaller set of vectors. Theorem 1 says that even if \(X\) satisfies the strong condition \(X \in \text{RIP}(k, δ)\), it is hard to even certify that it satisfies the weak condition \(X \in \text{RIP}(k/λ₁, λ₂δ)\). The restriction to \(X\) such that \(\|Xu\| \leq \|u\|\) implies that Problem 2 is hard even when only the lower bound of (1) is in question.

Theorem 1 implies the following hardness of approximation results.

**Corollary 1.** For all \(δ \in (0, 1)\), there exists a constant \(λ₁ > 1\) such that it is \(NP\)-hard to solve Problem 3 to within a \(λ₁\) factor.

**Corollary 2.** There exists a constant \(λ₂ > 1\) such that it is \(NP\)-hard to solve Problem 4 to within a \(λ₂\) factor.
1.3. Proof strategy. Suppose we have an instance $\phi$ of 6-bounded positive 1-in-3 SAT with $n$ variables and $m$ clauses.

Given such an instance, define a $m \times n$ matrix $\Phi$:

$$
(3) \quad \Phi_{ij} = \begin{cases} 1 & \text{if variable } j \text{ appears in clause } i, \\
0 & \text{otherwise.}
\end{cases}
$$

Any vector $v \in \{0, 1\}^n$ can be interpreted as an assignment of true and false to $n$ variables, where $v_j = 1$ if variable $j$ is true, and $v_j = 0$ otherwise. The definition of $\Phi$ implies

$$(\Phi v)_i = 1 \iff \text{clause } i \text{ contains exactly one true variable} \iff \text{clause } i \text{ is satisfied}.$$  

We obtain that $\phi$ is satisfiable if and only if there exists a 0-1 vector $v$ such that $\Phi v = 1$, the all-ones vector. On the other hand, if $\text{val}(\phi) \leq 1 - \alpha$, then for all $v \in \{0, 1\}^n$,

$$
\|\Phi v - 1\|^2 \geq \alpha m.
$$

This implies that being able to solve the optimization problem

$$
(4) \quad \min_{v \in \{0, 1\}^n} \|\Phi v - 1\|^2
$$

would immediately yield a procedure to compute $\text{val}(\phi)$. Therefore, under the assumption that computing $\text{val}(\phi)$ is intractable, we obtain that the problem in (4) must also be hard to solve. Moreover, the gap hardness of computing $\text{val}(\phi)$ implies that even finding a constant-factor approximation to (4) is NP-hard.

We will construct a matrix $X$ and sparsity parameter $k$ such that solving

$$
(5) \quad \min_{u : \|u\| = 1, \|u\|_0 \leq k} \|X u\|
$$

is approximately equivalent to solving (4).

The matrix $X$ we construct will contain a rescaled version of $\Phi$ as a submatrix. The remaining entries of $X$ will be chosen in such a way to ensure that the sparse vectors $u$ for which $\|X u\|^2$ is minimized are approximately 0-1 vectors, and hence correspond approximately to feasible vectors $v$ in (4). Then, we will argue that for 0-1 vectors, the values of (4) and (5) are equal up to an additive shift. By carefully controlling the errors at every step, we show knowledge of the value of (5) up to some constant level of accuracy would imply the ability to solve (4), and hence the ability to estimate $\text{val}(\phi)$. The hardness of the later program then completes the proof.

1.4. Prior work. Several papers have shown Problem (1) to be computationally intractable under a number of different assumptions [2, 13, 14, 18].

In [13], the authors analyze a problem similar to our Problem 2, however, they rely on a stronger assumption than $P \neq \text{NP}$, and are only able to show that it is hard to distinguish between $X \in \text{RIP}(k, \delta)$ and $X \notin \text{RIP}(k', \delta')$ with $|\delta - \delta'|$ approaching zero as the size of the instance increases.

The first two papers to prove the NP-hardness of Problem (1) [2, 14] both rely on the fact that given a matrix $X \in \mathbb{R}^{n \times p}$ and a sparsity parameter $k$, it is NP-hard to certify whether the kernel of $X$ contains a nonzero $k$-sparse vector. When no such vector exists, the best that can be said is that

$$
\|X u\| \geq 2^{-\text{poly}(n, p)} \|u\| \text{ for all } k\text{-sparse } u \neq 0.
$$
These reductions therefore show that certifying $X \in \text{rip}(k, \delta)$ is hard, but only when $\delta = 1 - \varepsilon$ for some $\varepsilon$ that is exponentially small in $n$ and $p$.

The work most similar to ours is [14], in which the authors raised the same objections we do about the restrictiveness of Problem 1. They also prove that Problem 2 is hard, but only under the small-set expansion hypothesis (see [14] for a definition), which asserts that a particular graph problem is NP-hard to approximate. By contrast, we are able to prove directly the NP-hardness of Problem 2 without any additional assumptions.

1.5. Notation and Terminology. Given a vector $x \in \mathbb{R}^d$, we write $\|x\|$ for the $\ell_2$-norm of $x$, and $\|x\|_0$ for the $\ell_0$-“norm” defined by

$$\|x\|_0 = |\{i \in [d] : x_i \neq 0\}|.$$  

If $\|x\|_0 \leq k$, we say that $x$ is $k$-sparse.

The symbol $1$ denotes the all-ones vector.

2. Bounded max positive 1-in-3 SAT

In this Section, we prove Proposition 1. We reduce from a problem called max 3SAT-5. An instance of max 3SAT-5 is a CNF formula where each clause contains exactly 3 variables (in positive or negative form) and each variable appears in exactly 5 clauses. The max 3SAT-5 problem is known to be gap hard:

**Proposition 2** (Feige [9]). There exists a constant $\alpha'$ such that, given an instance $\psi$ of max 3SAT-5, it is NP-hard to distinguish between $\text{val}(\psi) = 1$ and $\text{val}(\psi) < (1 - \alpha')$.

Given an instance $\psi$ of max 3SAT-5 with $n$ variables and $m = \frac{5n}{3}$ clauses, we produce an instance $\phi$ of 6-bounded max positive 1-in-3 SAT with $n' = 2n + 4m$ variables and $m' = 3m + n = \frac{16}{15}n'$ clauses such that:

- $\text{val}(\psi) = 1 \implies \text{val}(\phi) = 1$,
- $\text{val}(\psi) < (1 - \alpha') \implies \text{val}(\phi) < (1 - \alpha)$, where $\alpha = \alpha'/18$.

The claimed NP-hardness of distinguishing $\text{val}(\phi) = 1$ and $\text{val}(\phi) < (1 - \alpha)$ then follows.

**Proof of Proposition 1**. We will produce the instance $\phi$ from $\psi$ in several stages, first by transforming $\psi$ into an instance $\psi'$ of 1-in-3 SAT that contains negated variables, and then transforming $\psi'$ into an instance of positive 1-in-3 SAT.

We first produce an instance of 1-in-3 SAT that contains negated variables. Consider a clause $(a \lor b \lor c) \in \psi$, where $a, b, c$ represent arbitrary literals (positive or negative variables). Replace this clause by the three 1-in-3 SAT clauses:

$$E1(\bar{a}, z_1, z_2), E1(b, z_2, z_3), E1(\bar{c}, z_3, z_4),$$

where $\bar{x}$ denotes the negated version of the literal $x$ and $z_1, \ldots, z_4$ are four fresh variables appearing in these three clauses and no others. If $(a \lor b \lor c)$ is satisfied, then there is a setting of $z_1, \ldots, z_4$ to satisfy all three of the new clauses. If $(a \lor b \lor c)$ is not satisfied, then any setting of $z_1, \ldots, z_4$ leaves at least one clause unsatisfied. Repeating this replacement for each clause in $\psi$ yields $\psi'$.

To obtain a positive instance, replace each occurrence of $x_i$ or $\overline{x_i}$ by the new variable $w_i$ or $y_i$, respectively, and add the clause

$$E1(w_i, y_i).$$
Call the resulting positive 1-in-3 SAT instance $\phi$. Note that $\phi$ has $m' = 3m + n$ clauses, and that each variable appears in at most 6 clauses. The instance $\phi$ involves $n' = 2n + 4m$ variables, of which the 2n variables $w_1, \ldots, w_n, y_1, \ldots, y_n$ correspond to positive and negative versions of $\{x_1, \ldots, x_n\}$ in $\psi$. In particular, we note that $m' = \frac{9}{13} n'$.

If $\psi$ is satisfiable, then clearly $\phi$ is as well. So suppose that $\text{val}(\psi) < (1 - \alpha')$. Any assignment to the variables in $\phi$ induces a partial assignment to the variables in $\psi$ in the following way: if only one of the variables $w_i$ or $y_i$ is true, then say $x_i$ is true if $w_i$ is true and $x_i$ is false if $y_i$ is true. If $w_i$ and $y_i$ are both true or both false, then say $x_i$ is indeterminate.

Suppose an assignment to the variables in $\phi$ leaves $b$ variables in $\psi$ indeterminate. These $b$ variables are involved in at most $5b$ clauses in $\psi$. Any full assignment to $\psi$ fails to satisfy at least $\alpha' m$ clauses. By removing clauses containing indeterminate variables, it follows that there are at least $(\alpha' m - 5b)_+$ unsatisfied clauses in $\psi$ all of whose variables are determined, where $(a)_+ = \max\{0, a\}$. These $(\alpha' m - 5b)_+$ unsatisfied clauses in $\psi$ correspond to at least $(\alpha' m - 5b)_+$ unsatisfied clauses in $\psi'$. Moreover, each indeterminate variable corresponds to one additional unsatisfied clause in $\phi$, since if $x_i$ is indeterminate then $E_1(w_i, y_i) = F$. So the assignment fails to satisfy at least

$$(\alpha' m - 5b)_+ + b \geq \alpha' m/5$$

clauses in $\phi$.

Hence

$$\text{val}(\phi) < \frac{m' - \alpha' m/5}{m'} = (1 - \alpha'/18) = (1 - \alpha),$$

as desired. \hspace{1cm} \square

3. Proof of main theorem

In this Section, we prove Theorem \text{II} which we recall below.

\textbf{Theorem \text{II}.} For all $\delta \in (0, 1)$ there exist constants $\lambda_1, \lambda_2 > 1$ such that, given a matrix $X$ and sparsity parameter $k$, it is NP-hard to decide whether $X \in \text{RIP}(k, \delta)$ or $X \notin \text{RIP}(k/\lambda_1, \lambda_2 \delta)$. Moreover, the claim holds even when $\|Xu\| \leq \|u\|$ or all $u$.

We first prove the statement for a specific choice of $\delta$, and later show how the proof can be extended to all $\delta \in (0, 1)$.

3.1. Proof overview. The reduction is from 6-bounded positive 1-in-3 SAT. By Proposition \text{III} there exists a constant $\alpha$ such that it is NP-hard to distinguish satisfiable 6-bounded positive 1-in-3 SAT instances from instances in which only a $1 - \alpha$ fraction of clauses are satisfiable.

Given $\phi$ with $n$ variables and $m$ clauses, we construct a matrix $\tilde{X} \in \mathbb{R}^{(4n + m) \times 3n}$ with the following three properties:

1. If $\text{val}(\phi) = 1$, then there exists a unit vector $u$ with $\|u\|_0 = 2n$ such that

$$\|\tilde{X}u\|^2 = 1/2.$$

2. If $\text{val}(\phi) \leq 1 - \alpha$, then there exists a constant $c_1 > 1$ such that every unit vector $u$ with $\|u\|_0 \leq 2c_1 n$ satisfies

$$\|\tilde{X}u\|^2 \geq (1 + c_2)/2$$

for some constant $c_2 > 0$. 


(3) The matrix \( \tilde{X} \) has operator norm at most \( c_3 \) for some constant \( c_3 > c_2 \).

Given \( \tilde{X} \) with the above three properties, consider the matrix \( X = \frac{1}{c_3} \tilde{X} \). By Property 3,

\[
\|Xu\|_2^2 \leq \|u\|_2^2
\]

for all vectors \( u \). Choose \( \delta = 1 - \frac{1+c_2}{2c_3} \) and \( \lambda_2 = \frac{c_3}{2c_3 - c_2} \). We obtain the following:

if \( \text{val}(\phi) < 1 - \alpha \), then for all \( u \) such that \( \|u\|_0 \leq 2c_1 n \)

\[
\|Xu\|_2^2 \geq \frac{1+c_2}{2c_3} \|u\|_2^2 = (1 - \delta)\|u\|_2^2.
\]

Conversely, if \( \text{val}(\phi) = 1 \) then there exists a \( u \) satisfying \( \|u\|_0 = 2n \) such that

\[
\|Xu\|_2^2 = \frac{1}{2c_3} \|u\|_2^2 < (1 - \lambda_2 \delta)\|u\|_2^2
\]

In other words, letting \( k = 2c_1 n \) and \( \lambda_1 = c_1 \) yields

\[
\text{val}(\phi) < 1 - \alpha \implies X \in \text{RIP}(k, \delta)
\]

\[
\text{val}(\phi) = 1 \implies X \notin \text{RIP}(k/\lambda_1, \lambda_2 \delta).
\]

Since it is \textit{NP}-hard to distinguish between \( \text{val}(\phi) = 1 \) and \( \text{val}(\phi) < 1 - \alpha \), is is also \textit{NP}-hard to distinguish between \( X \in \text{RIP}(k, \delta) \) and \( X \notin \text{RIP}(k/\lambda_1, \lambda_2 \delta) \).

The matrix \( \tilde{X} \) is defined in Section 3.2. We first verify Properties 1 and 3, and then in Section 3.3 reduce the verification of Property 2 to verifying two conditions on the minimizer of the program given in (7). We verify these conditions in Section 3.4. Finally, we show how to extend the proof to general \( \delta \) in Section 3.5.

3.2. Definition of \( \tilde{X} \). Let \( \varepsilon \) and \( \xi \) be small constants to be chosen later, with \( \xi < \varepsilon < 1 \). Let \( I \) be the \( n \times n \) identity matrix and \( \mathbf{1} \) the all-ones vector of length \( n \), and define

\[
P = I - \frac{1}{n} \mathbf{1} \mathbf{1}^\top.
\]

\( P \) is an orthogonal projection onto the subspace orthogonal to \( \mathbf{1} \).

Let \( \tilde{X} \in \mathbb{R}^{(4n+m) \times 3n} \) be the following matrix:

\[
\tilde{X} = \begin{pmatrix}
I & 0 & 0 \\
0 & I & 0 \\
0 & 0 & \xi^{-1} P \\
\xi^{-1} I & \xi^{-1} P & -\xi^{-1} I \\
\varepsilon \Phi & 0 & -\varepsilon \Phi
\end{pmatrix},
\]

where \( I' \) is the \( n \times n \) identity matrix truncated to have only \( m \) rows.

Call a vector \( u \in \mathbb{R}^{3n} \) an \textit{assignment vector} if

\[
\{u_i, u_{i+n}\} = \{0, 1\} \quad \text{for} \quad 1 \leq i \leq n,
\]

\[
u_j = 1 \quad \text{for} \quad 2n < j \leq 3n.
\]

We can interpret such vectors as true-false assignments to \( n \) variables by setting \( x_i = T \) if \( u_i = 1 \) and \( x_i = F \) if \( u_{i+n} = 1 \).

**Proposition 3.** If \( u \) be an assignment vector, then \( \|u\|_2^2 = \|u\|_0 = 2n \) and

\[
n + \varepsilon^2 \alpha m \leq \|\tilde{X}u\|_2^2 \leq n + 4\varepsilon^2 \alpha m,
\]

where \( \alpha \) is the proportion of clauses in \( \phi \) not satisfied by the true-false assignment corresponding to \( u \). Moreover, if no clause in \( \phi \) contains three true variables, then the lower bound holds with equality.
Proof. To evaluate $\tilde{X}u$, we write

$$
\tilde{X}u = \begin{pmatrix}
v_1 \\
v_2 \\
v_3 \\
v_4 \\
v_5
\end{pmatrix},
$$

where $v_1, \ldots, v_4 \in \mathbb{R}^n$ and $v_5 \in \mathbb{R}^m$. Clearly $\|v_1\|^2 + \|v_2\|^2 = n$. Since $P\mathbf{1} = 0$ by definition, $v_3 = 0$. Likewise, $v_4 = 0$ because $u_i + u_{i+n} = 1$ for $1 \leq i \leq n$. Write $u^+ \in \mathbb{R}^n$ for the vector consisting of the first $n$ coordinates of $u$. By definition of $\Phi$, we have

$$
\|v_5\|^2 = \varepsilon^2 \|\Phi u^+ - \mathbf{1}\|^2.
$$

If the $j$th clause of $\phi$ is satisfied by the assignment corresponding to $u$, then $(\Phi u^+)_j = 1$; otherwise, $1 \leq |(\Phi u^+)_j - 1| \leq 2$. Therefore

$$
\alpha m \leq \|\Phi u^+ - \mathbf{1}\|^2 \leq 4 \alpha m.
$$

If no clause in $\phi$ contains three true variables, then $|(\Phi u^+)_j - 1| \leq 1$ for all $j \in [m]$, so the lower bound holds with equality.

With this choice of $\tilde{X}$, properties (1) and (3) are easy to establish.

**Proposition 4.** If $\text{val}(\phi) = 1$, then there exists a unit vector $u \in \mathbb{R}^{3n}$ such that $\|u\|_0 = 2n$ and $\|\tilde{X}u\|^2 = \frac{1}{2}$.

**Proof.** By rescaling, it suffices to produce a vector $u$ such that $\|u\|^2 = \|u\|_0 = 2n$ and $\|\tilde{X}u\|^2 = n$.

Let $u$ be the assignment vector corresponding to a satisfying assignment of $\phi$. Applying Proposition 3 yields the claim. □

**Proposition 5.** The matrix $\tilde{X}$ defined in Equation (6) has operator norm at most $3(\xi - 1)$.

**Proof.** We employ the following upper bound on the size of the largest singular value due to Schur [17], which is well known (see, e.g., [16]). If $r_i$ is the $\ell_1$ norm of the $i$th row and $c_j$ the $\ell_1$ norm of the $j$th column, then

$$
\|\tilde{X}\|_{op} \leq \max_{i,j} r_i c_j.
$$

It is then easy to check that $r_i \leq 3\xi^{-1}$ and $c_j \leq 3\xi^{-1}$. The claim follows. □

3.3. **Proof of Property 2.** The remainder of the proof is dedicated to showing that Property 2 holds with $c_1 = 1 + \xi^2$ and $c_2$ to be specified. For simplicity, we consider vectors $u$ satisfying $\|u\|^2 = 2n$. In what follows, let

$$
w \in \arg\min_{u: \|u\|^2 = 2n, \|\tilde{X}u\|^2 \leq 2(1 + \xi^2)n} \|\tilde{X}u\|^2.
$$

Since $w$ and $-w$ are both minimizers, we assume without loss of generality that $w$ is such that the average value of the last $n$ entries is positive.

We aim to show that, if $\text{val}(\phi) \leq 1 - \alpha$, then

$$
\|\tilde{X}w\|^2 \geq (1 + c_2)n
$$

(8)
for some constant \( c_2 \).

Proposition 3 implies that the value of \( \| \tilde{X} u \| \) for an assignment vector is directly related to the number of satisfied clauses in the true-false assignment corresponding to \( u \). To show (8), we will argue that \( w \) is "approximately" an assignment vector, so that \( \| \tilde{X} w \| \) can still be controlled by \( \text{val}(\phi) \).

We interpret \( w \in \mathbb{R}^3n \) as the concatenation of three vectors \( w^+, w^- \), and \( v \) in \( \mathbb{R}^n \). To show that \( w \) is approximately an assignment vector, we need to show that \( v \) is close to the all-ones vector, that \( w^+ + w^- \) is also close to the all-ones vector, and that \( w^+ \) and \( w^- \) have almost disjoint support.

Call variable \( i \) good if exactly one of \( w^+_i \) and \( w^-_i \) is zero, and the other lies in the interval \((2/3, 4/3)\). Call clause \( j \) good if all the variables it contains are good and \( v_j \) lies in the interval \((5/6, 7/6)\). Call a clause bad if it is not good.

**Proposition 6.** Let \( w \) be a minimizer in (7). Suppose that there exist positive constants \( \beta \) and \( \gamma \) such that the following two properties hold:

- \( \| w^+ \|^2 + \| w^- \|^2 \geq (1 - \beta)n \)
- There are at most \( \gamma n \) bad clauses.

Let

\[
\rho = \frac{\varepsilon^2}{36} \left( \frac{9}{13} \alpha - \gamma \right) - \beta.
\]

If \( \rho > 0 \), then then Property 2 holds with \( c_1 = 1 + \xi^2 \) and \( c_2 = \rho \).

**Proof.** As in the proof of Proposition 3, write

\[
\tilde{X} w = \begin{pmatrix} y_1 \\ y_2 \\ y_3 \\ y_1^+ \\ y_5^- \end{pmatrix}.
\]

Then

\[
\| y_1 \|^2 + \| y_2 \|^2 = \| w^+ \|^2 + \| w^- \|^2 \geq (1 - \beta)n.
\]

Denote by \( \varphi \) the 1-in-3 SAT instance consisting only of the good clauses in \( \phi \). The vector \( w \) induces a true-false assignment to the variables in \( \varphi \) in the following way: if the \( i \)th variable appears in \( \varphi \), then it is good, so exactly one of \( w^+_i \) and \( w^-_i \) is zero. Set this variable to true if \( w^+_i \neq 0 \), and false otherwise. Any assignment to the variables of \( \varphi \) must fail to satisfy at least \( \alpha m \) clauses, therefore this assignment to the variables of \( \varphi \) must fail to satisfy at least \( \alpha m - \gamma n \) clauses.

Suppose that clause \( j \) appears in \( \varphi \) and is not satisfied by the true-false assignment corresponding to \( w \). Then clause \( j \) contains either 0 true variables or at least 2 true variables. In the former case,

\[
(y_5)_j = -\varepsilon v_j < -5\varepsilon/6.
\]

In the latter case,

\[
(y_5)_j > 4\varepsilon/3 - \varepsilon v_j > \varepsilon/6.
\]

We obtain in either case that

\[
(y_5)_j^2 > \varepsilon^2/36.
\]
Summing over the unsatisfied clauses in $\varphi$ yields
\[ \|y_5\|^2 > (\varepsilon^2 / 36)(\alpha m - \gamma n) \]
\[ = \frac{\varepsilon^2}{36} \left( \frac{9}{13} \alpha - \gamma \right) n. \]

We obtain
\[ \|\tilde{X}w\|^2 \geq \|y_1\|^2 + \|y_2\|^2 + \|y_5\|^2 \]
\[ > (1 - \beta)n + \frac{\varepsilon^2}{36} \left( \frac{9}{13} \alpha - \gamma \right) \]
\[ = (1 + \rho)n. \]

Since $w$ was a minimizer of (7), Property 2 holds with $c_1 = 1 + \xi^2$ and $c_2 = \rho$, as claimed. \□

### 3.4. Verification of conditions of Proposition 6

In order to verify the conditions of Proposition 6, we require several lemmas about the vector $w$. Lemma 1 establishes that both $v$ and $w^+ + w^-$ are approximately constant.

**Lemma 1.** If $\overline{v} = \frac{1}{n} \mathbb{1}^\top v$, then
\[ \sum_{i=1}^{n} (v_i - \overline{v})^2 < 2\xi^2 n, \]
\[ \sum_{i=1}^{n} (w_i^+ + w_i^- - \overline{v})^2 < 8\xi^2 n, \]
\[ \overline{v}^2 > 1 - 2\varepsilon^2. \]

Lemma 2 establishes that for most $i \in [n]$, exactly one of $w_i^+$ and $w_i^-$ is nonzero.

**Lemma 2.** Let
\[ I = \{ i : w_i^+ w_i^- \neq 0 \} \]
\[ J = \{ j : w_j^+ = 0, w_j^- = 0 \}. \]
If $\varepsilon^2 < 1/4$, then
\[ |I| + |J| < 38\xi^2 n. \]

Proofs of both Lemmas appear in the Appendix.

With these Lemmas in hand, we now show that the two conditions of Proposition 6 are satisfied for appropriate choices of $\beta$ and $\gamma$.

**Proposition 7.** If $\varepsilon^2 < 1/4$, then
\[ \|w^+\|^2 + \|w^-\|^2 \geq (1 - 45\xi)n. \]

**Proof.** As in Lemma 2 let
\[ I = \{ i : w_i^+ w_i^- \neq 0 \} \]
\[ J = \{ j : w_j^+ = 0, w_j^- = 0 \}. \]
Let $S = [n] \setminus (I \cup J)$. If $i \in S$, then exactly one of $w_i^+$ and $w_i^-$ is nonzero.

By Lemma 1
\[ \sum_{i \in S} (w_i^+ + w_i^- - \overline{v})^2 < 8\xi^2 n. \]
Since \( \|w\|^2 = 2n \) and \( w_i^+ w_i^- = 0 \) if \( i \in S \), we have the upper bound
\[
\sum_{i \in S} (w_i^+ + w_i^-)^2 \leq \|w^+\|^2 + \|w^-\|^2 \leq 2n.
\]

On the other hand,
\[
(w_i^+ + w_i^-)^2 \geq |\bar{v}|^2 + (w_i^+ + w_i^- - \bar{v})^2 - 2\bar{v} \cdot |w_i^+ + w_i^- - \bar{v}|
\geq |\bar{v}|^2 - 2\bar{v} \cdot |w_i^+ - w_i^- - \bar{v}|
\]
whence the lower bound
\[
\sum_{i \in S} (w_i^+ + w_i^-)^2 \geq |S| |\bar{v}|^2 - 2|v| \sum_{i \in S} |w_i^+ - w_i^- - \bar{v}|
\geq |S| |\bar{v}|^2 - 4\sqrt{2} |v| |v|.
\]

where the second inequality follows from the Cauchy-Schwarz inequality and Lemma 1.

By Lemma 2
\[
|S| > n - 38\xi^2 n,
\]

hence
\[
\|w^+\|^2 + \|w^-\|^2 > n |\bar{v}|^2 - 38\xi^2 n |v|^2 - 4\sqrt{2} |v| |v| > n |\bar{v}|^2 - 76\xi n - 8\sqrt{2} |v| |v| > n |\bar{v}|^2 - 88\xi n,
\]
where we have used the fact that \( \xi < \varepsilon < 1/2 \).

By orthogonality, Lemma 1 and the fact that \( \|w^+\|^2 + \|w^-\|^2 + \|v\|^2 = 2n \), we have
\[
n |v|^2 = \|v\|^2 - \sum_{i=1}^n (v_i - \bar{v})^2 > \|v\|^2 - 2\xi^2 n = 2n - (\|w^+\|^2 + \|w^-\|^2) - 2\xi^2 n.
\]

Combining the above two displays and rearranging yields
\[
\|w^+\|^2 + \|w^-\|^2 > n - 45\xi n,
\]
as claimed. \(\square\)

**Proposition 8.** If \( \varepsilon^2 < 1/25 \) and \( \xi < 1/200 \), then there are at most \( 1056\xi^2 n \) bad clauses.

**Proof.** Recall that, by assumption, \( \bar{v} \geq 0 \). We first show
\[
|\bar{v} - 1| < 1/12 . \tag{9}
\]

Lemma 1 implies
\[
\bar{v}^2 > 1 - 2\varepsilon^2 > 23/25 ,
\]
so
\[
\bar{v} > \sqrt{23/25} > 11/12 .
\]

By orthogonality,
\[
n |v|^2 \leq \|v\|^2 ,
\]
hence by Proposition 7 and the fact that \( \|w^+\|^2 + \|w^-\|^2 + \|v\|^2 = 2n \)
\[
|v|^2 < 1 + 25\xi < 225/200 .
\]
Thus
\[
\bar{v} < \sqrt{225/200} < 13/12 .
\]
We now show that most entries of $v$ and $w^+ + w^-$ are near 1. Let

$$L = \{ \ell : |v_\ell - 1| > 1/6 \},$$

$$K = \{ k : |w_k^+ + w_k^- - 1| > 1/3 \}.$$

If $\ell \in L$, then by (9),

$$(v_\ell - \overline{v})^2 > 1/36.$$  

Likewise, if $k \in K$, then

$$(w_k^+ + w_k^- - \overline{v})^2 > 1/16.$$  

Applying Lemma 1 yields

$$|L| < 36 \sum_{i=1}^{n} (v_i - \overline{v})^2 < 72\xi^2 n, \quad (10)$$

$$|K| < 16 \sum_{i=1}^{n} (w_i^+ + w_i^- - \overline{v})^2 < 128\xi^2 n. \quad (11)$$

By Lemma 2 and (11), there exists a set $G \in [n]$ of size at least

$$(1 - 164\xi^2) n$$

such that for all $i \in G$:

- Exactly one of $w_i^+$ and $w_i^-$ is nonzero, and
- $|w_i^+ + w_i^- - 1| < 1/3$.

By definition, all variables in $G$ are good.

Since $\phi$ is 6-bounded, the other $164\xi^2 n$ variables are contained in at most $984\xi^2 n$ clauses. This fact combined with (10) implies that there are at most

$$(984\xi^2 + 72\xi^2)n = 1056\xi^2 n$$

bad clauses, as claimed. \hspace{1cm} \Box

We are now ready to prove Theorem 1 for a specific choice of $\delta$.

**Proposition 9.** Let $\varepsilon = \sqrt{1/50}$ and $\xi \in (0, 1/200)$ be chosen small enough that

$$\rho = \frac{1}{7200} \left( \frac{9}{13} \alpha - 1056\xi^2 \right) - 45\xi > 0.$$  

If is $\tilde{X}$ defined as in Section 3.3, then $\tilde{X}$ satisfies the three properties given in Section 3.1 with $c_1 = 1 + \xi^2$, $c_2 = \rho$, and $c_3 = 9\xi^{-1}$. Therefore Theorem 1 holds with

$$\delta = 1 - \frac{1 + \rho}{18\xi^{-1}}, \quad \lambda_1 = c_1, \quad \lambda_2 = \frac{18\xi^{-1}}{18\xi^{-1} - \rho}.$$  

**Proof.** Properties 1 and 3 have been shown to hold in Propositions 4 and 5. By Propositions 7 and 8, if $\varepsilon^2 < 1/25$ and $\xi < 1/200$, then the conditions of Proposition 6 hold with $\beta = 45\xi$ and $\gamma = 1056\xi^2$.

$$\beta = 45\xi$$

$$\gamma = 1056\xi^2.$$  

By assumption, $\rho > 0$, so Property 2 holds with $c_1 = 1 + \xi^2$ and $c_2 = \rho$. \hspace{1cm} \Box
3.5. **Extension to general** $\delta$. Finally, Theorem 1 follows from the following Proposition.

**Proposition 10.** If Theorem 2 holds for some $\delta \in (0, 1)$, then it holds for any $\delta' \in (0, 1)$.

**Proof.** We first show the claim for $\delta' \in (0, \delta)$.

Given a matrix $X \in \mathbb{R}^{n \times p}$, set

$$M = \frac{1}{1+c} (X^\top X + cI_{p \times p}),$$

where $I_{p \times p}$ is the identity matrix and $c > 0$ is a suitable constant to be chosen later. The matrix $cI_{p \times p}$ is clearly positive semidefinite and the matrix $X^\top X$ is a Gram matrix and hence positive semidefinite as well. Therefore $M$ is also positive semidefinite and possesses a factorization $M = \hat{X}^\top \hat{X}$.

Then $X \in \text{RIP}(k, \delta)$ if and only if $\hat{X} \in \text{RIP}(k, \delta/(1+c))$. Indeed, the construction of $\hat{X}$ implies

$$\|\hat{X}u\|^2 = u^\top M u = \frac{1}{1+c} (\| Xu \|^2 + c\|u\|^2).$$

In particular, $\| Xu \|^2 = (1+\theta)\|u\|^2$ for some $\theta \in \mathbb{R}$, then $\| \hat{X}u \|^2 = \left(1 + \frac{\theta}{1+c}\right) \|u\|^2$.

Set $c = \frac{\theta}{1+c} - 1 > 0$. Then deciding whether $X \in \text{RIP}(k, \delta)$ or $X \notin \text{RIP}(k/\lambda_1, \lambda_2 \delta)$ is reducible in polynomial time to the problem of deciding whether $\hat{X} \in \text{RIP}(k, \delta')$ or $\hat{X} \notin \text{RIP}(k/\lambda_1, \lambda_2 \delta')$. If the former problem is $\text{NP}$-hard, then the latter is as well.

On the other hand, for $\delta' \in (\delta, 1)$, we recall that we can assume $\| Xu \| \leq \|u\|$ for all $u$. Given such a matrix $X$, let $\hat{X} = \sqrt{1-\frac{2\delta}{1-\delta}} X$. If $X \in \text{RIP}(k, \delta)$ and $\| Xu \| \leq \|u\|$ for all $u$, then $\hat{X} \in \text{RIP}(k, \delta')$ and $\| \hat{X}u \| \leq \|u\|$ for all $u$. If $X \notin \text{RIP}(k/\lambda_1, \lambda_2 \delta)$ and $\| Xu \| \leq \|u\|$ for all $u$, then $\hat{X} \notin \text{RIP}(k/\lambda_1, \lambda_2 \delta')$ for $\lambda_2 > 1$ such that $\lambda_2 \delta' = 1 - \frac{1-\lambda_2 \delta}{1-\delta'} (1-\delta')$. Hence deciding whether $X \in \text{RIP}(k, \delta)$ or $X \notin \text{RIP}(k/\lambda_1, \lambda_2 \delta)$ is reducible in polynomial time to deciding whether $\hat{X} \in \text{RIP}(k, \delta')$ or $\hat{X} \notin \text{RIP}(k/\lambda_1, \lambda_2 \delta')$, and the latter problem is $\text{NP}$-hard is the former one. \quad $\square$

### 4. Conclusion

In this work, we show that it is $\text{NP}$-hard to certify the Restricted Isometry Property, even approximately, for all $\delta \in (0, 1)$. This resolves a question implicit in earlier work, which either required $\delta = 1 - o(1)$ or relied on stronger assumptions than $\text{P} \neq \text{NP}$.

Proposition 1 is of independent interest—though similar gap hardness results exist in the literature, the bounded variant may be of use in other reductions.

We note that we have made no attempt to optimize the constants in the proof of Theorem 1 but even a more careful version of this proof will still produce $\lambda_1$ and $\lambda_2$ very close to 1. It is an open question whether $\text{NP}$-hardness can be proven for a version of Problem 2 in which the constants $\lambda_1$ and $\lambda_2$ are large.

The most important open question in this area is to show that certifying $X \in \text{RIP}(k, \delta)$ is hard *on average* when $X$ is drawn from some natural probability distribution. In particular, as noted above, there are many random constructions known to generate RIP matrices with high probability [3][11]. Our work does not rule out a computationally efficient procedure which is able to certify $X \in \text{RIP}(k, \delta)$ when
X is generated randomly. A proof of the (non)existence of such a procedure would be a very important theoretical result.
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Appendix A. Proofs of Lemmas 1 and 2

Lemma 1. If $v = \frac{1}{n} \mathbf{1}^T v$, then

\begin{align*}
\sum_{i=1}^{n} (v_i - \bar{v})^2 &< 2\xi^2 n, \quad (12) \\
\sum_{i=1}^{n} (w_i^+ + w_i^- - \bar{v})^2 &< 8\xi^2 n, \quad (13) \\
\bar{v}^2 &> 1 - 2\varepsilon^2. \quad (14)
\end{align*}

Proof. We first show a simple upper bound on $\|\tilde{X}w\|^2$. Let $u = (0, \ldots, 0, 1, \ldots, 1)$ be the assignment vector corresponding to the assignment that sets each variable to false. By Proposition 3,

$\|\tilde{X}u\|^2 \leq (1 + \varepsilon^2) n$.

Since $w$ satisfies (7),

$\|\tilde{X}w\| \leq \|\tilde{X}u\| \leq (1 + \varepsilon^2) n < 2n$, \quad (15)

where we have used the assumption that $\varepsilon < 1$.

By definition,

$\|Pv\|^2 = \|(I - \frac{1}{n} \mathbf{1}^T) v\|^2 = \sum_{i=1}^{n} (v_i - \bar{v})^2$.

By (15),

$\|\xi^{-1}Pv\|^2 \leq \|\tilde{X}w\|^2 < 2n$

hence

$\sum_{i=1}^{n} (v_i - \bar{v})^2 < 2\xi^2 n$, as claimed.

For the second bound, by Young’s inequality,

$\sum_{i=1}^{n} (w_i^+ + w_i^- - \bar{v})^2 \leq 2\sum_{i=1}^{n} (w_i^+ - w_i^- - v_i)^2 + 2\sum_{i=1}^{n} (v_i - \bar{v})^2$.

Note that

$\xi^{-2} \sum_{i=1}^{n} (w_i^+ - w_i^- - v_i)^2 = \|\xi^{-1}Iw^+ + \xi^{-1}Iw^- - \xi^{-1}Iv\|^2 \leq \|\tilde{X}w\|^2$.

By (15), this quantity is smaller than $2n$. Combining this with (12) and (13) yields

$2\sum_{i=1}^{n} (w_i^+ - w_i^- - v_i)^2 + 2\sum_{i=1}^{n} (v_i - \bar{v})^2 < 8\xi^2 n$.

For the third inequality, by (14),

$\|w^+\|^2 + \|w^-\|^2 \leq \|\tilde{X}w\|^2 \leq (1 + \varepsilon^2) n$.

Therefore

$\|v\|^2 = 2n - (\|w^+\|^2 + \|w^-\|^2) \geq (1 - \varepsilon^2) n$. 

By orthogonality and (12),
\[ \|v\|^2 = \|v - \overline{v}\|^2 + \|\overline{v}\|^2 = \sum_{i=1}^{n} (v_i - \overline{v})^2 + n\overline{v}^2 < 2\xi^2 n + n\overline{v}^2. \]

We obtain
\[ n\overline{v}^2 > \|v\|^2 - 2\xi^2 n > (1 - \varepsilon^2)n - \varepsilon^2 n = (1 - 2\varepsilon^2)n, \]
and the claim follows. \[\square\]

**Lemma 2.** Let
\[ I = \{i : w_i^+ w_i^- \neq 0\} \]
\[ J = \{j : w_j^+ = 0, w_j^- = 0\}. \]

If \( \varepsilon^2 < 1/4 \), then
\[ |I| + |J| < 38\xi^2 n. \]

**Proof.** If \( w_j^+ \) and \( w_j^- \) are both 0 for some \( j \), then
\[ (w_j^+ + w_j^- - \overline{v})^2 = \overline{v}^2 > (1 - 2\varepsilon^2) > 1/2 \]
by Lemma 1. Hence
\[ |J| \leq 2 \sum_{i=1}^{n} (w_i^+ + w_i^- - \overline{v})^2 < 16\xi^2 n. \]

We now show that \( v \) has almost full support. By Lemma 1
\[ \sum_{i=1}^{n} (v_i - \overline{v})^2 < 2\xi^2 n. \]
If \( v_i = 0 \), then by Lemma 1
\[ (v_i - \overline{v})^2 = \overline{v}^2 > (1 - 2\varepsilon^2) > 1/2. \]
If \( p \) is the number of zero entries in \( v \), then
\[ p \leq 2 \sum_{i=1}^{n} (v_i - \overline{v})^2 < 4\xi^2 n, \]
Therefore
\[ \|v\|_0 = n - p > (1 - 4\xi^2)n. \]
Since \( \|w\|_0 \leq 2c_1 n = 2n + 2\xi^2 n \), we have
\[ \|w^+\|_0 + \|w^-\|_0 = \|w\|_0 - \|v\|_0 < (1 + 6\xi^2)n. \]
We obtain
\[ |I| = \|w^+\|_0 + \|w^-\|_0 + |J| - n \]
\[ < (1 + 6\xi^2)n + 16\xi^2 n - n = 22\xi^2 n. \]
Combining the above bounds on \( |I| \) and \( |J| \) yields the claim. \[\square\]