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Abstract

Language is an essential factor of emancipation. Unfortunately, most of the more than 2,000 African languages are low-resourced. The community has recently used machine translation to revive and strengthen several African languages. However, the trained models are often bilingual, resulting in a potentially exponential number of models to train and maintain to cover all possible translation directions. Additionally, bilingual models do not leverage the similarity between some of the languages. Consequently, multilingual neural machine translation (NMT) is gaining considerable interest, especially for low-resourced languages. Nevertheless, its adoption by the community is still limited. This paper introduces English2Gbe, a multilingual NMT model capable of translating from English to Ewe or Fon. Using the BLEU, CHRF, and TER scores computed with the Sacrebleu (Post, 2018) package for reproducibility, we show that English2Gbe outperforms bilingual models (English to Ewe and English to Fon) and gives state-of-the-art results on the JW300 benchmark for Fon established by [Nekoto et al., 2020]. We hope this work will contribute to the massive adoption of Multilingual models inside the community. Our code is made accessible from Github.

1 Introduction

Language is one of the most important expressions of culture and implicitly of people’s emancipation. The African continent is prosperous in more than 2,000 languages. However, most of them are low-resourced [Nekoto et al., 2020]. Machine translation (MT) then emerged as a compelling technology to revive and strengthen African languages. Firstly, it could enable to break language barriers on the continent. Indeed, most African countries use languages inherited from colonization as official languages (such as English, French, Portuguese). Nevertheless, a non-negligible part of populations from the continent do not speak the official languages or at least not fluently. Official languages are learned at school, while sometimes most people do not have more than a primary school education level. This factor alone creates tremendous inequalities in African countries. First, it implicitly excludes a part of the society from participating in some crucial political debates and even some portion of the economy. Secondly, indigenous languages are often discarded from educational systems.

Consequently, those who even successfully attend school can often speak indigenous languages while not being able to write or count in those languages. Cases are also noticeable where illiterate populations from the same country cannot chat together, often because they speak different indigenous languages. MT could allow us to at least decrease the information asymmetry created by this situation.

1Understand by illiterate here, someone who did not attend at all conventional school or did not complete the primary school.

35th Conference on Neural Information Processing Systems (NeurIPS 2021), Sydney, Australia.
Illiterates could better understand what is said in official documents if they could have an automatic translation. Furthermore, those who attended school and cannot write in their native languages could learn from such a tool.

Neural machine translation (NMT) is since several years the state-of-the-art methodology to deal with MT (Kalchbrenner and Blunsom, 2013; Bahdanau et al., 2014). NMT models were initially trained for specific language pairs. However, they have been extended to learn from several language pairs and translation directions within a single model: this is known as multilingual NMT (Dong et al., 2015; Firat et al., 2016; Ha et al., 2016; Johnson et al., 2017; Aharoni et al., 2019). Multilingual models are more efficient as they reduce the number of models to train and maintain while enabling transfer learning across languages. This is even more appealing for low-resourced languages. (Johnson et al., 2017; Kocmi and Bojar, 2018; Aharoni et al., 2019; Arivazhagan et al., 2019)

Figure 1: Translation from English to Ewe/Fon with a single model

Despite the community’s endeavors, lots of languages are still lagging behind the advancement of NMT. For instance, most African languages are excluded as they are often low and even very low-resourced. The work by Nekoto et al. (2020) has been a significant step toward accounting for African languages. The Masakhane community provided an array of new datasets and more than 30 NMT benchmarks.

A cluster of particularly low-resourced languages is the Gbe languages, which are widespread across Ghana, Togo, Benin, and Nigeria (see figure 2). The most known and most spoken ones are Ewe/Ewegbe and Fon/Fongbe. Approximately 4 and 2 millions people respectively speak them as native languages (Azunre et al., 2021) (see Wikipedia). Ewe is the most spoken language in Togo, whereas Fon is the most spoken language in Benin. However, Ewe has less than 400 content pages on Wikipedia and Fon is non-existent on the encyclopedia. As both languages come from the same family Gbe, they share some phonetic segments, semantics, morphology and grammar rules (Capo, 2010) (see Wikipedia). Additionally, they are both tonal.

In this work, we want to showcase the advantage of using a multilingual NMT model compared to bilingual NMT models for these languages. Indeed, a multilingual model could allow sharing of information between the languages resulting in better performance. A multilingual model also reduces the number of models to train and then to maintain. We trained two bilingual models, English to Ewe, English to Fon, and one multilingual model English to Fon/Ewe. We used the JW300 dataset (Agic and Vulic, 2020) and the benchmark proposed by Masakhane (Nekoto et al., 2020) to evaluate our models.

We used the Transformer model suggested by Vaswani et al. (2017) and its implementation by Kreutzer et al. (2019) in order to facilitate reproducibility. To the best of our knowledge, we are the first to suggest an NMT model to translate from English to Ewe. Our bilingual NMT model from English to Fon gives a BLEU score about 11 points greater than the current state-of-the-art (Nekoto et al., 2020). Moreover, we showed that the multilingual model performs better than bilingual models, making it the new state-of-the-art.

The rest of the paper is structured in four sections. Section 2 presents some related work, while section 3 presents the data and methodology used. Finally, section 3 showcases our results, and the last section summarizes our main findings.

2 Related work

Capo (2010) is the groundbreaking work on finding common phonology features of Gbe languages. These common features are supposed to reflect the ones of the parent language. The most known Gbe

2 Mostly languages from the same family.
be, Fon/Fongbe, Gen/Gengbe, Aj`a/Aj`agbe and Gun/Gungbe. In this paper, we are only interested in the two most spoken ones: Ewe and Fon.

To the best of our knowledge, the work by Dossou and Emezue (2020) is the first attempt to build a machine translation system accounting for Fon. The Fon-French Neural Machine Translation (FFR) project aimed to create a reliable Fon to French machine translation model. The second major work on a machine translation system accounting for Fon is the one of Nekoto et al. (2020). This latter is generally the pioneering work on building large-scale machine translation models from English to African languages. An English to Fon model was part of the released models.

To the best of our knowledge, there is no scientific work that built a machine translation system accounting for Ewe. However, there is an ongoing initiative from the NLP Ghana organization to account for Ghanaian languages, including Ewe (Azunre et al., 2021). Moreover, there is no multilingual model accounting for Fon and Ewe to leverage their common features to the best of our knowledge. We are then the first to build such a model and showcase that having a single translation model from English to both languages is more beneficial. Not only because the number of models to train and to maintain is reduced, but also because the multilingual model performs better than single bilingual models.

3 Data and Methodology

We collected the English-Ewe and English-Fon language pairs datasets from the JW300 corpus (Agic and Vulic, 2020). The English-Fon dataset is made of 35,956 sentence pairs. We did some filtering to assure that: 1) there are no duplicates; 2) there are no empty lines; 3) there are no test sentence pairs in the training set: we used the JW300 test set provided by Masakhane (Nekoto et al., 2020). After filtering, the size of the English-Fon dataset is 30,899 sentence pairs.

The English-Ewe dataset is surprisingly huge and is made of 641,895 sentence pairs. After filtering, the size of the English-Ewe dataset is finally 580,350 sentence pairs. In order to well exploit our limited computing resources and to have a more balanced dataset for the multilingual model, we decided to limit the training set to 100,000 randomly selected sentence pairs. Indeed, our primary goal is to assess how much a multilingual model would benefit both languages (Ewe and Fon) compared to bilingual models. In table 1, we compared two (02) English to Ewe (English2Ewe) models: one
Table 1: Comparison of results from English2Ewe according to the training set size (using the Masakhane benchmark)

| Model     | Training set size | BLEU | CHRF | TER |
|-----------|-------------------|------|------|-----|
| English2Ewe | 579,350           | 42.5 | 61.2 | 44.5 |
| English2Ewe | 100,000           | 35.7 | 54.9 | 51.1 |

Note: English2Ewe: English to Ewe. We used 1,000 sentence pairs for the validation set.

Table 2: Dataset sizes

| Model         | Train | Validation | Test |
|---------------|-------|------------|------|
| English2Ewe   | 100,000 | 1,000    | 2,720 |
| English2Fon   | 29,899 | 1,000    | 2,718 |
| English2Gbe   | 129,889 | 2,000 | 5,438 |

Note: English2Ewe: English to Ewe; English2Fon: English to Fon; English2Gbe: English to Ewe/Fon. BLEU, CHRF, and TER scores are computed using the Sacrebleu Python package.

trained on the complete training set and another on the reduced set. The model trained on the complete set outperforms the one limited to 100,000 training observations in terms of BLEU score: 42.5 VS 35.7. However, the model with a limited training set achieves a good BLEU score. So, we decided to keep the limited training set for the rest of the paper. Details about the model architecture used for this comparison is given below.

Table 2 presents train, validation, and test set sizes for the three final models we trained for our analyses.

Both bilingual models (English2Ewe and English2Fon) and the multilingual model (English2Gbe) are trained using the “Base” Transformer architecture (Vaswani et al., 2017). Here are the main and common parameters of models we trained: number of layers = 6; embedding size = 512; hidden size = 512; feed forward size = 2,048; number of attention heads = 8; maximum sequence length = 150. For bilingual models we used a batch size of 300. We trained Byte-Pair Encoding (BPE) tokenizers (Sennrich et al., 2015) for each language and each model using the training data, except for Fon in the English2Fon model where we used additional scrapped data from the JW300 website. For Fon and Ewe, the vocabulary size used to train the BPE tokenizers is respectively set to 4,000 and 10,000 for Fon/Ewe and English. We chose a smaller vocabulary size for Fon/Ewe mostly because a single word in Gbe languages often has several meanings. Here is an example from Gnanguenon (2014): awà, which can have 4 completely different meanings in Fon. It could mean joy, big house, roof or even carpenter tool according to the context. This property, known as polysemous presentation of Gbe languages, and generally reduces their vocabulary size compared to other languages such as English.

The batch size of the multilingual model is set to 400. We also learned BPE tokenizers from training sets. We still set the English vocabulary size to 10,000, while we now set it to 6,000 for Gbe languages (Ewe/Fon). We increased the vocabulary size for Gbe languages in the multilingual model as even if both languages share a substantial part of their phonology, they differ in vocabulary (Capo, 2010).

The exhaustive list of parameters can be found in our configuration files. Our code and dependent files are accessible from Github.

Source sentences used in the multilingual model (in English) are tagged whether by < 2ewe > or < 2fon > at the beginning according to the target language (see figure 1). All the models are trained on 30 epochs to ease comparisons.

4 Results

Table 3 presents evaluation results for bilingual models (English2Ewe and English2Fon) and for the multilingual model (English2Gbe) using the JW300 test set provided by Masakhane (Nekoto et al., 2020). We computed the BLEU and the CHRF using the Sacrebleu Python package to make results comparable. We only compare our results for Fon to the ones from Nekoto et al. (2020) as they do not report any results on Ewe. For English2Fon, we reported a BLEU score of 42, whereas

---

3We used 1,000 observations as the validation set.
Table 3: Evaluation results for translations from English to Gbe languages (Fon/Ewe) using the Masakhane benchmark

| Model          | Target         | BLEU | CHRF | TER |
|----------------|----------------|------|------|-----|
| English2Ewe    | Ewe            | 35.7 | 54.9 | 51.1|
| English2Fon    | Fon            | 42   | 54.1 | 48.4|
| English2Gbe    | Ewe            | 36.1 | 55.8 | 49.9|
| English2Gbe    | Fon            | 44.8 | 56.9 | 43.9|
| English2Gbe    | Gbe (Ewe/Fon)  | 41.2 | 56.6 | 46.5|

Note: English2Ewe: English to Ewe; English2Fon: English to Fon; English2Gbe: English to Ewe/Fon.

the state-of-the-art was 31.07. Results are even better with English2Gbe: we reported a BLEU score of 44.8 on the Fon test set.

For English2Ewe, the BLEU score on the test set is 35.7, which is an acceptable score for 30 epochs. As we have more data on Ewe, increasing the number of epochs should allow a better score. Nevertheless, for the sake of this work, we limit the training to 30 epochs as our primary goal is to compare bilingual models to the multilingual one in the same configuration context. English2Gbe tested on Ewe gives slightly better BLEU, CHRF, and TER scores compared to English2Ewe.

Roughly speaking, the multilingual model improves translation quality for Fon while preserving translation quality for Ewe. This is coherent with results from [Aharoni et al. (2019)].

5 Conclusion

The main goal of this paper was to showcase the benefit of using multilingual neural machine translation (NMT) models instead of bilingual ones, especially for low-resourced languages. This paper introduced English2Gbe, a multilingual NMT model capable of translating from English to Ewe or Fon. English2Gbe provides state-of-the-art results on the JW300 benchmark for Fon proposed by Masakhane (Nekoto et al., 2020). To the best of our knowledge, we are the first to provide an official and open-source translation system for “English to Ewe” translation. Furthermore, we showed through automatic scores (BLEU, CHRF, and TER) that the multilingual model outperformed bilingual ones.

Our code is accessible from [GitHub](https://github.com) to allow reproducibility and can serve as a baseline for future works from the community. Training and test sets, but also configuration files, are as well made available.

References

Agic, Ž. and I. Vulic (2020). Jw300: A wide-coverage parallel corpus for low-resource languages.

Aharoni, R., M. Johnson, and O. Firat (2019). Massively multilingual neural machine translation. arXiv preprint arXiv:1903.00089.

Arivazhagan, N., A. Bapna, O. Firat, D. Lepikhin, M. Johnson, M. Krikun, M. X. Chen, Y. Cao, G. Foster, C. Cherry, et al. (2019). Massively multilingual neural machine translation in the wild: Findings and challenges. arXiv preprint arXiv:1907.05019.

Azunre, P., S. Osei, S. Addo, L. A. Adu-Gyamfi, S. Moore, B. Adabankah, B. Opoku, C. Asare-Nyarko, S. Nyarko, C. Amoaba, et al. (2021). Nlp for ghanaian languages. arXiv preprint arXiv:2103.15475.

Bahdanau, D., K. Cho, and Y. Bengio (2014). Neural machine translation by jointly learning to align and translate. arXiv preprint arXiv:1409.0473.

Capo, H. B. (2010). A comparative phonology of Gbe, Volume 14. Walter de Gruyter.

Dong, D., H. Wu, W. He, D. Yu, and H. Wang (2015). Multi-task learning for multiple language translation. In Proceedings of the 53rd Annual Meeting of the Association for Computational Linguistics and the 7th International Joint Conference on Natural Language Processing (Volume 1: Long Papers), pp. 1723–1732.
Dossou, B. F. and C. C. Emezue (2020). Ffr v1. 1: Fon-french neural machine translation. *arXiv preprint arXiv:2006.09217*.

Firat, O., K. Cho, and Y. Bengio (2016). Multi-way, multilingual neural machine translation with a shared attention mechanism. *arXiv preprint arXiv:1601.01073*.

Gnanguenon, C. B. (2014). Analyse syntaxique et sémantique de la langue “fon” au Bénin en Afrique de l’Ouest, pour la création d’un dictionnaire bilingue en langues fon et français: Approche onomastique: dérivation affixale de la nomenclature des rois du Dañxome. *Dictionnaire*. Ph. D. thesis, Cergy-Pontoise.

Ha, T.-L., J. Niehues, and A. Waibel (2016). Toward multilingual neural machine translation with universal encoder and decoder. *arXiv preprint arXiv:1611.04798*.

Johnson, M., M. Schuster, Q. V. Le, M. Krikun, Y. Wu, Z. Chen, N. Thorat, F. Viégas, M. Wattenberg, G. Corrado, et al. (2017). Google’s multilingual neural machine translation system: Enabling zero-shot translation. *Transactions of the Association for Computational Linguistics 5*, 339–351.

Kalchbrenner, N. and P. Blunsom (2013). Recurrent continuous translation models. In *Proceedings of the 2013 conference on empirical methods in natural language processing*, pp. 1700–1709.

Kocmi, T. and O. Bojar (2018). Trivial transfer learning for low-resource neural machine translation. *arXiv preprint arXiv:1809.00357*.

Kreutzer, J., J. Bastings, and S. Riezler (2019, November). Joey NMT: A minimalist NMT toolkit for novices. In *Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP): System Demonstrations*, Hong Kong, China, pp. 109–114. Association for Computational Linguistics.

Nekoto, W., V. Marivate, T. Matsila, T. Fasubaa, T. Kolawole, T. Fagbohungbe, S. O. Akinola, S. H. Muhammad, S. Kabongo, S. Osei, et al. (2020). Participatory research for low-resourced machine translation: A case study in african languages. *arXiv preprint arXiv:2010.02353*.

Post, M. (2018). A call for clarity in reporting bleu scores. *arXiv preprint arXiv:1804.08771*.

Sennrich, R., B. Haddow, and A. Birch (2015). Neural machine translation of rare words with subword units. *arXiv preprint arXiv:1508.07909*.

Vaswani, A., N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez, Ł. Kaiser, and I. Polosukhin (2017). Attention is all you need. In *Advances in neural information processing systems*, pp. 5998–6008.