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Abstract

We study the generalization properties of ridge regression with random features in the statistical learning framework. We show for the first time that \( O(1/\sqrt{n}) \) learning bounds can be achieved with only \( O(\sqrt{n} \log n) \) random features rather than \( O(n) \) as suggested by previous results. Further, we prove faster learning rates and show that they might require more random features, unless they are sampled according to a possibly problem dependent distribution. Our results shed light on the statistical computational trade-offs in large scale kernelized learning, showing the potential effectiveness of random features in reducing the computational complexity while keeping optimal generalization properties.

1 Introduction

Supervised learning is a basic machine learning problem where the goal is estimating a function from random noisy samples [1, 2]. The function to be learned is fixed, but unknown, and flexible non-parametric models are needed for good results. A general class of models is based on functions of the form,

\[
f(x) = \sum_{i=1}^{M} \alpha_i q(x, \omega_i),
\]

where \( q \) is a non-linear function, \( \omega_1, \ldots, \omega_M \in \mathbb{R}^d \) are the centers, \( \alpha_1, \ldots, \alpha_M \in \mathbb{R} \) the coefficients, and \( M = M_n \) could/should grow with the number of data points \( n \). Algorithmically, the problem reduces to computing from data the parameters \( \omega_1, \ldots, \omega_M, \alpha_1, \ldots, \alpha_M \) and \( M \). Among others, one-hidden layer networks [3], or RBF networks [4], are examples of classical approaches considering these models. Here, parameters are computed by considering a non-convex optimization problem, typically hard to solve and analyze [5]. Kernel methods are another notable example [6] using functions of the form (1). In this case, \( q \) is assumed to be a positive definite function [7] and it is shown that choosing the centers to be the input points, hence \( M = n \), suffices for optimal statistical results [8, 9, 10]. As a by product, kernel methods require only finding the coefficients \( \alpha_i \), typically by convex optimization. While theoretically sound and remarkably effective in small and medium size problems, memory requirements make kernel methods unfeasible for large scale problems.

Most popular approaches to tackle these limitations are randomized and include sampling the
centers at random, either in a data-dependent or in a data-independent way. Notable examples include Nyström \cite{I1, I2} and random features \cite{I3} approaches. Given random centers, computations still reduce to convex optimization with potential big memory gains, provided that the centers are fewer than the data-points. In practice, the choice of the number of centers is based on heuristics or memory constraints, and the question arises of characterizing theoretically which choices provide optimal learning bounds. Answering this question allows to understand the statistical and computational trade-offs in using these randomized approximations. For Nyström methods, partial results in this direction were derived for example in \cite{I4} and improved in \cite{I5}, but only for a simplified setting where the input points are fixed. Results in the statistical learning setting were given in \cite{I6} for ridge regression, showing in particular that $O(\sqrt{n} \log n)$ random centers uniformly sampled from $n$ training points suffices to yield $O(1/\sqrt{n})$ learning bounds, the same as full kernel ridge regression.

A question motivating our study is whether similar results hold for random features approaches. While several papers consider the properties of random features for approximating the kernel function, see \cite{I7} and references therein, fewer results consider their generalization properties. An exception is one of the original random features papers, which provides learning bounds for a general class of loss functions \cite{I8}. These results show that $O(n)$ random features are needed for $O(1/\sqrt{n})$ learning bounds and choosing less random features leads to worse bounds. In other words, these results suggest that computational gains come at the expenses of learning accuracy. Later results, see e.g. \cite{I9, I10, I11}, essentially confirm these considerations, albeit the analysis in \cite{I11} suggests that fewer random features could suffice if sampled in a problem dependent way.

In this paper, we focus on the quadratic loss, considering random features within a ridge regression approach. Our main result shows, under standard assumptions, that the estimator obtained with a number of random features proportional to $O(\sqrt{n} \log n)$ achieves $O(1/\sqrt{n})$ learning error, that is the same prediction accuracy of the exact kernel ridge regression estimator. In other words, there are problems for which random features can allow to drastically reduce computational costs without any loss of prediction accuracy. To the best of our knowledge this is the first result showing that such an effect is possible. Our study improves on previous results by taking advantage of analytic and probabilistic results developed to provide sharp analyses of kernel ridge regression. We further present a second set of more refined results deriving fast convergence rates. We show that indeed fast rates are possible, but, depending on the problem at hand, a larger number of features might be needed. We then discuss how the requirement on the number of random features can be weakened at the expense of typically more complex sampling schemes. Indeed, in this latter case either some knowledge of the data-generating distribution or some potentially data-driven sampling scheme is needed. For these latter case, we borrow and extend ideas from \cite{I11} and more generally from the theory of statical leverage scores \cite{I12}. Theoretical findings are complemented by numerical simulation validating the bounds.

The rest of the paper is organized as follows. In Section 2 we review relevant results on learning with kernels, least squares and learning with random features. In Section 3 we present and discuss our main results, while proofs are deferred to the appendix. Finally, numerical experiments are presented in Section 4.

2 Learning with random features and ridge regression

We begin recalling basics ideas in kernel methods and their approximation via random features.
Kernel ridge regression Consider the supervised problem of learning a function given a training set of \( n \) examples \( (x_i, y_i)_{i=1}^n \), where \( x_i \in X, X = \mathbb{R}^D \) and \( y_i \in \mathbb{R} \). Kernel methods are nonparametric approaches defined by a kernel \( K : X \times X \to \mathbb{R} \), that is a symmetric and positive definite (PD) function.\(^1\) A particular instance is kernel ridge regression given by

\[
\hat{f}_\lambda(x) = \sum_{i=1}^n \alpha_i K(x_i, x), \quad \alpha = (K + \lambda n I)^{-1} y. \tag{2}
\]

Here \( \lambda > 0, y = (y_1, \ldots, y_n), \alpha \in \mathbb{R}^n \), and \( K \) is the \( n \) by \( n \) matrix with entries \( K_{ij} = K(x_i, x_j) \).

The basic idea of random features [13] is to relax the computations needed to solve KRR when the kernel is linear \( K(x, x') = x^\top x' \). In this case, Eq. (2) reduces to standard ridge regression and can be equivalently computed considering

\[
\hat{f}_\lambda(x) = x^\top \hat{w}_\lambda \quad \hat{w}_\lambda = (\hat{X}^\top \hat{X} + \lambda n I)^{-1} \hat{X}^\top y. \tag{3}
\]

where \( \hat{X} \) is the \( n \) by \( D \) data matrix. In this case, the complexity becomes \( O(nD) \) in space, and \( O(nD^2 + D^3) \) in time. Beyond the linear case, the above reasoning extends to inner product kernels

\[
K(x, x') = \phi_M(x)^\top \phi_M(x') \tag{4}
\]

where \( \phi_M : X \to \mathbb{R}^M \) is a finite dimensional (feature) map. In this case, KRR can be computed considering (3) with the data matrix \( \hat{X} \) replaced by the \( n \) by \( M \) matrix \( \hat{S}_M = (\phi(x_1), \ldots, \phi(x_n)) \).

The complexity is then \( O(nM) \) in space, and \( O(nM^2 + M^3) \) in time, hence much better than \( O(n^2) \) and \( O(n^3) \), as soon as \( M \ll n \). Considering only kernels of the form (4) can be restrictive. Indeed, classic examples of kernels, e.g. the Gaussian kernel \( e^{-\|x-x'\|^2} \), do not satisfy (4) with finite \( M \). It is then natural to ask if the above reasoning can still be useful to reduce the computational burden for more complex kernels such as the Gaussian kernel. Random features, that we recall next, show that this is indeed the case.

Random features with ridge regression The basic idea of random features [13] is to relax Eq. (4) assuming it holds only approximately,

\[
K(x, x') \approx \phi_M(x)^\top \phi_M(x'). \tag{5}
\]

Clearly, if one such approximation exists the approach described in the previous section can still be used. A first question is then for which kernels an approximation of the form (5) can be derived. A simple manipulation of the Gaussian kernel provides one basic example.

Example 1 (Random Fourier features [13]). If we write the Gaussian kernel as \( K(x, x') = G(x - x') \), with \( G(z) = e^{-\frac{1}{2\sigma^2} \|z\|^2} \), for a \( \sigma > 0 \), then since the inverse Fourier transform of \( G \) is a Gaussian, and using a basic symmetry argument, it is easy to show that

\[
G(x - x') = \frac{1}{2\pi} \int_0^{2\pi} \int_0^{2\pi} \sqrt{2} \cos(w^\top x + b) \sqrt{2} \cos(w^\top x' + b) \ e^{-\frac{\sqrt{2}w^\top \|x-x'\|^2}2} dw \ db
\]

\(^1\) A kernel \( K \) is PD if for all \( x_1, \ldots, x_N \) the \( N \) by \( N \) matrix with entries \( K(x_i, x_j) \) is positive semidefinite.
where $Z$ is a normalizing factor. Then, the Gaussian kernel has an approximation of the form (5) with $\phi_M(x) = M^{-1/2} (\sqrt{2} \cos(w_1^\top x + b_1), \ldots, \sqrt{2} \cos(w_M^\top x + b_M))$, and $w_1, \ldots, w_M$ and $b_1, \ldots, b_M$ sampled independently with respect to $\frac{1}{2} e^{-\sigma^2 \|w\|^2 / 2}$ and uniformly in $[0, 2\pi]$, respectively.

The above example can be abstracted to a general strategy. Assume the kernel $K$ to have an integral representation,

$$K(x, x') = \int_{\Omega} \psi(x, \omega) \psi(x', \omega) d\pi(\omega), \quad \forall x, x' \in X,$$

where $(\Omega, \pi)$ is probability space and $\psi: X \times \Omega \to \mathbb{R}$.

The random features approach provides an approximation of the form (5) where $\phi_M(x) = M^{-1/2} (\psi(x, \omega_1), \ldots, \psi(x, \omega_M))$, and with $\omega_1, \ldots, \omega_M$ sampled independently with respect to $\pi$. Key to the success of random features is that kernels, to which the above idea apply, abound– see Appendix E for a survey with some details.

Back to supervised learning, combining random features with ridge regression leads to,

$$\hat{f}_{\lambda, M}(x) := \phi_M(x)^\top \hat{w}_{\lambda, M}, \quad \text{with} \quad \hat{w}_{\lambda, M} := (\hat{S}_M^\top \hat{S}_M + \lambda I)^{-1} \hat{S}_M^\top \hat{y},$$

for $\lambda > 0$, $\hat{S}_M := n^{-1/2} (\phi_M(x_1), \ldots, \phi_M(x_n))$ and $y := n^{-1/2} (y_1, \ldots, y_n)$. Then, random features can be used to reduce the computational costs of full kernel ridge regression as soon as $M \ll n$ (see Sec. 2). However, since random features rely on an approximation (5), the question is whether there is a loss of prediction accuracy. This is the question we analyze in the rest of the paper.

### 3 Main Results

In this section, we present our main results characterizing the generalization properties of random features with ridge regression. We begin considering a basic setting and then discuss fast learning rates and the possible benefits of problem dependent sampling schemes.

#### 3.1 $O(\sqrt{n \log n})$ Random features lead to $O(1/\sqrt{n})$ learning error

We consider a standard statistical learning setting. The data $(x_i, y_i)_{i=1}^n$ are sampled identically and independently with respect to a probability $\rho$ on $X \times \mathbb{R}$. The goal is to minimize the expected risk

$$\mathcal{E}(f) = \int (f(x) - y)^2 d\rho(x, y),$$

since this implies that $f$ will generalize/predict well new data. Since we consider estimators of the form (2), (7) we are potentially restricting the space of possible solutions. Indeed, estimators of this form belong to the so called reproducing kernel Hilbert space (RKHS) corresponding to the PD kernel $K$. Recall that, the latter is the function space $\mathcal{H}$ defined as as the completion of the linear span of $\{K(x, \cdot) : x \in X\}$ with respect to the inner product $\langle K(x, \cdot), K(x', \cdot) \rangle := K(x, x')$ (7). In this view, the best possible solution is $f_{\mathcal{H}}$ solving

$$\min_{f \in \mathcal{H}} \mathcal{E}(f).$$

We will assume throughout that $f_{\mathcal{H}}$ exists. We add one technical remark useful in the following.
Remark 1. Existence of \( f_H \) is not ensured, since we consider a potentially infinite dimensional RKHS \( \mathcal{H} \), possibly universal \([23]\). The situation is different if \( \mathcal{H} \) is replaced by \( \mathcal{H}_R = \{ f \in \mathcal{H} : \| f \| \leq R \} \), with \( R \) fixed a priori. In this case a minimizer of risk \( \mathcal{E} \) always exists, but \( R \) needs be fixed and \( \mathcal{H}_R \) can’t be universal. Clearly, assuming \( f_H \) to exist, implies it belongs to a ball of radius \( R_{\rho, \mathcal{H}} \). However, our results do not require prior knowledge of \( R_{\rho, \mathcal{H}} \) and hold uniformly over all finite radii.

The following is our first result on the learning properties of random features with ridge regression.

**Theorem 1.** Assume that \( K \) is a kernel with an integral representation \([\mathcal{C}]\). Assume \( \psi \) continuous, such that \( \psi(x, \omega) \leq \kappa \) almost surely, with \( \kappa \in [1, \infty) \) and \( |y| \leq b \) almost surely, with \( b > 0 \). Let \( \delta \in (0, 1] \). If \( n \geq n_0 \) and \( \lambda_n = n^{-1/2} \), then a number of random features \( M_n \) equal to

\[
M_n = c_0 \sqrt{n} \log \frac{108\kappa^2 \sqrt{n}}{\delta},
\]

is enough to guarantee, with probability at least \( 1 - \delta \), that

\[
\mathcal{E}(\hat{f}_{\lambda_n, M_n}) - \mathcal{E}(f_H) \leq \frac{c_1 \log^2 \frac{18}{\delta}}{\sqrt{n}}.
\]

In particular the constants \( c_0, c_1 \) do not depend on \( n, \lambda, \delta \), and \( n_0 \) does not depends on \( n, \lambda, f_H, \rho \).

The above result is presented with some simplifications (e.g. the assumption of bounded output) for sake of presentation, and is presented and proved in full generality in the Appendix. In particular, the values of all the constants are given explicitly. Here, we make a few comments. The learning bound is the same achieved by the exact kernel ridge regression estimator \([2]\) choosing \( \lambda = n^{-1/2} \), see e.g. \([10]\). The theorem derives a bound in a worst case situation, where no assumption is made besides existence of \( f_H \), and is optimal in a minmax sense \([10]\). This means that, in this setting, as soon as the number of features is order \( \sqrt{n} \log n \), the corresponding ridge regression estimator has optimal generalization properties. This is remarkable considering the corresponding gain from a computational perspective: from roughly \( O(n^3) \) and \( O(n^2) \) in time and space for kernel ridge regression to \( O(n^2) \) and \( O(n\sqrt{n}) \) for ridge regression with random features (see Section \([2]\)). Consider that taking \( \delta \propto 1/n^2 \) changes only the constants and allows to derive bounds in expectation and almost sure convergence (see Cor. \([1]\) in the appendix, for the result in expectation).

The above result shows that there is a whole set of problems where computational gains are achieved without having to trade-off statistical accuracy. In the next sections we consider what happens under more benign assumptions, which are standard, but also somewhat more technical. We first compare with previous works since the above setting is the one more closely related.

**Comparison with \([18]\).** This is one of the original random features paper and considers the question of generalization properties. In particular they study the estimator

\[
\hat{f}_R(x) = \phi_M(x)^\top \hat{\beta}_{R, \infty}, \quad \hat{\beta}_{R, \infty} = \arg\min_{\| \beta \|_\infty \leq R} \frac{1}{n} \sum_{i=1}^n \ell(\phi_M(x_i)^\top \beta, y_i),
\]

for a fixed \( R \), a Lipshitz loss function \( \ell \), and where \( \| w \|_\infty = \max\{|\beta_1|, \ldots, |\beta_M|\} \). The largest space considered in \([18]\) is

\[
\mathcal{G}_R = \left\{ \int \psi(\cdot, \omega) \beta(\omega) d\pi(\omega) \mid |\beta(\omega)| < R \text{ a.e.} \right\},
\]

\[\text{(9)}\]
rather than a RKHS, where $R$ is fixed a priori. The best possible solution is $f^*_R$ solving
$\min_{f \in \mathcal{G}_R} \mathcal{E}(f)$, and the main result in [18] provides the bound
\[
\mathcal{E}(\hat{f}_R) - \mathcal{E}(f^*_R) \lesssim \frac{R}{\sqrt{n}} + \frac{R}{\sqrt{M}},
\]
(10)
This is the first and still one the main results providing a statistical analysis for an estimator based
on random features for a wide class of loss functions. There are a few elements of comparison
with the result in this paper, but the main one is that to get $O(1/\sqrt{n})$ learning bounds, the
above result requires $O(n)$ random features, while a smaller number leads to worse bounds. This
shows the main novelty of our analysis. Indeed we prove that, considering the square loss, fewer
random features are sufficient, hence allowing computational gains without loss of accuracy. We
add a few more technical comments explaining: 1) how the setting we consider covers a wider range of problems, and 2) why the bounds we obtain are sharper. First, note that the functional
setting in our paper is more general in the following sense. It is easy to see that considering the
RKHS $\mathcal{H}$ is equivalent to considering $\mathcal{H}_2 = \{ f \in \mathcal{G}_R \} \cup \{ \int \psi(\omega) d\pi(\omega) \mid \int |\beta(\omega)|^2 d\pi(\omega) < \infty \}$ and the following inclusions hold $\mathcal{G}_R \subset \mathcal{G}_\infty \subset \mathcal{H}_2$. Clearly, assuming a minimizer of the expected risk
to exists in $\mathcal{H}_2$ does not imply it belongs to $\mathcal{G}_\infty$ or $\mathcal{G}_R$, while the converse is true. In this view,
our results cover a wider range of problems. Second, note that, this gap is not easy to bridge.
Indeed, even if we were to consider $\mathcal{G}_\infty$ in place of $\mathcal{G}_R$, the results in [18] could be used to derive the bound
\[
\mathbb{E} \, \mathcal{E}(\hat{f}_R) - \mathcal{E}(f^*_R) \lesssim \frac{R}{\sqrt{n}} + \frac{R}{\sqrt{M}} + A(R),
\]
(11)
where $A(R) := \mathcal{E}(f^*_R) - \mathcal{E}(f^*_\infty)$ and $f^*_\infty$ is a minimizer of the expected risk on $\mathcal{G}_\infty$. In this case
we would have to balance the various terms in (11), which would lead to a worse bound. For
example, we could consider $R := \log n$, obtaining a bound $n^{-1/2} \log n$ with an extra logarithmic
term, but the result would hold only for $n$ larger than a number of examples $n_0$ at least exponential
with respect to the norm of $f_\infty$. Moreover, to derive results uniform with respect to $f_\infty$, we
would have to keep into account the decay rate of $A(R)$ and this would get bounds slower than
$n^{-1/2}$.

**Comparison with other results.** Several other papers study the generalization properties of random features, see [21] and references therein. For example, generalization bounds are derived
in [19] from very general arguments. However, the corresponding generalization bound requires
a number of random features much larger than the number of training examples to give $O(1/\sqrt{n})$
bounds. The basic results in [21] are analogous to those in [18] with the set $\mathcal{G}_R$ replaced by
$\mathcal{H}_R$. These results are closer, albeit more restrictive than ours (see Remark [8] and especially
like the bounds in [18] suggest $O(n)$ random features are needed for $O(1/\sqrt{n})$ learning bounds.
A novelty in [21] is introducing more complex problem dependent sampling that can reduce the
number of random features. In Section 3.3, we show that using possibly-data dependent random
features can lead to rates much faster than $n^{-1/2}$, and using much less than $\sqrt{n}$ features.

### 3.2 Refined Results: Fast Learning Rates

Faster rates can be achieved under favorable conditions. Such conditions for kernel ridge regres-
sion are standard, but somewhat technical. Roughly speaking they characterize the “size” of the
considered RKHS and the regularity of $f_\mathcal{H}$. The key quantity needed to make this precise is the
integral operator defined by the kernel $K$ and the marginal distribution $\rho_X$ of $\rho$ on $X$, that is

$$(Lg)(x) = \int_X K(x,z)g(z)d\rho_X(z), \quad \forall g \in L^2(X,\rho_X),$$

seen as a map from $L^2(X,\rho_X) = \{ f : X \to \mathbb{R} \mid \|f\|_2^2 = \int |f(x)|^2d\rho_X < \infty \}$ to itself. Under the assumptions of Thm. 1, the integral operator is positive, self-adjoint and trace-class (hence compact) [24].

We next define the conditions that will lead to fast rates, and then comment on their interpretation.

**Assumption 1** (Prior assumptions). For $\lambda > 0$, let the effective dimension be defined as $N(\lambda) := \text{Tr}((L + \lambda I)^{-1}L)$, and assume, there exists $Q > 0$ and $\gamma \in [0,1]$ such that,

$$N(\lambda) \leq Q^2 \lambda^{-\gamma}. \quad (12)$$

Moreover, assume there exists $r \geq 1/2$ and $g \in L^2(X,\rho_X)$ such that

$$f_{H}(x) = (L^r g)(x) \quad a.s.. \quad (13)$$

We provide some intuition on the meaning of the above assumptions, and defer the interested reader to [10] for more details. The effective dimension can be seen as a “measure of the size” of the RKHS $\mathcal{H}$. Condition (12) allows to control the variance of the estimator and is equivalent to conditions on covering numbers and related capacity measures [23]. In particular, it holds if the eigenvalues $\sigma_i$’s of $L$ decay as $i^{-1/\gamma}$. Intuitively, a fast decay corresponds to a smaller RKHS, whereas a slow decay corresponds to a larger RKHS. The case $\gamma = 0$ is the more benign situation, whereas $\gamma = 1$ is the worst case, corresponding to the basic setting. A classic example corresponds to considering kernels of smoothness $s$, in which case $\gamma = D/(2s)$ and condition (12) is equivalent to assuming $\mathcal{H}$ to be a Sobolev space [23].

Condition (13) allows to control the bias of the estimator and is common in approximation theory [25]. It is a regularity condition that can be seen as form of weak sparsity of $f_{H}$. Roughly speaking, it requires the expansion of $f_{H}$, on the the eigenbasis given by the the eigenfunctions $L$, to have coefficients that decay at least as $\sigma_i^r$. A large value of $r$ means that the coefficients decay fast and hence many are close to zero. The case $r = 1/2$ is the worst case, and can be shown to be equivalent to assuming $f_{H}$ exists. This latter situation corresponds to setting considered in the previous section. We next show how these assumptions allow to derive fast rates.
Theorem 2. Let $\delta \in (0,1]$. Under Asm. 1 and the same assumptions of Thm. 1 if $n \geq n_0$, and $\lambda_n = n^{-\frac{1}{2r+\gamma}}$, then a number of random features $M$ equal to

$$M_n = c_0 n^{\frac{1+\gamma(2r-1)}{2r+\gamma}} \log \frac{108n^2}{\delta},$$

is enough to guarantee, with probability at least $1 - \delta$, that

$$\mathcal{E}(\hat{f}_{\lambda_n,M_n}) - \mathcal{E}(f_{\mathcal{H}}) \leq c_1 \log^2 \frac{18}{\delta} n^{-\frac{2r}{2r+\gamma}},$$

for $r \leq 1$, and where $c_0, c_1$ do not depend on $n, \tau$, while $n_0$ does not depend on $n, f_{\mathcal{H}}, \rho$.

The above bound is the same as the one obtained by the full kernel ridge regression estimator and is optimal in a minimax sense [10]. For large $r$ and small $\gamma$ it approaches a $O(1/n)$ bound. When $\gamma = 1$ and $r = 1/2$ the worst case bound of the previous section is recovered. Interestingly, the number of random features in different regimes is typically smaller than $n$ but can be larger than $O(\sqrt{n})$. Figure 1 provides a pictorial representation of the number of random features needed for optimal rates in different regimes. In particular $M \ll n$ random features are enough when $\gamma > 0$ and $r > 1/2$. For example for $r = 1, \gamma = 0$ (higher regularity/sparsity and a small RKHS) $O(\sqrt{n})$ are sufficient to get a rate $O(1/n)$. But, for example, if $r = 1/2, \gamma = 0$ (not too much regularity/sparsity but a small RKHS) $O(n)$ are needed for $O(1/n)$ error. The proof suggests that this effect can be a byproduct of sampling features in a data-independent way. Indeed, in the next section we show how much fewer features can be used considering problem dependent sampling schemes.

3.3 Refined Results: Beyond uniform sampling

We show next that fast learning rates can be achieved with fewer random features if they are somewhat compatible with the data distribution. This is made precise by the following condition.

Assumption 2 (Compatibility condition). Define the maximum random features dimension as

$$\mathcal{F}_{\infty}(\lambda) = \sup_{\omega \in \Omega} \| (L + \lambda I)^{-1/2} \psi(\cdot, \omega) \|_{p_X}^2, \quad \lambda > 0. \quad (14)$$

Assume there exists $\alpha \in [0, 1]$, and $F > 0$ such that $\mathcal{F}_{\infty}(\lambda) \leq F\lambda^{-\alpha}, \quad \forall \lambda > 0$.

The above assumption is abstract and we comment on it before showing how it affects the results. The maximum random features dimension (14) relates the random features to the data-generating distribution through the operator $L$. It is always satisfied for $\alpha = 1$ and $F = \kappa^2$, e.g. considering any random feature satisfying (6). The favorable situation corresponds to random features such that case $\alpha = \gamma$. The following theoretical construction borrowed from [21] gives an example.

Example 2 (Problem dependent RF). Assume $K$ is a kernel with an integral representation (6). For $s(\omega) = \| (L + \lambda I)^{-1/2} \psi(\cdot, \omega) \|_{p_X}^{-2}$ and $C_s := \int \frac{1}{s(\omega)} d\pi(\omega)$, consider the random features $\psi_s(x, \omega) = \psi(x, \omega) \sqrt{C_s s(\omega)}$, with distribution $\pi_s(\omega) := \frac{\pi(\omega)}{C_s s(\omega)}$. We show in the Appendix that these random features provide an integral representation of $K$ and satisfy Asm. 2 with $\alpha = \gamma$.

We next show how random features satisfying Asm. 2 can lead to better results.
Theorem 3. Let $\delta \geq (0, 1]$. Under Asm. 3 and the same assumptions of Thm. 1 and the same of this, if $n = n_0$, and $\lambda_n = n^{-\frac{\alpha}{2r+1}}$, then a number of random features $M_n$ equal to

$$M_n = c_0 n^{-\frac{\alpha+\gamma-\alpha}{2r+1}} \log \frac{108n^2}{\delta},$$

is enough to guarantee, with probability at least $1 - \delta$, that

$$\mathcal{E}(\hat{f}_{\lambda,M}) - \mathcal{E}(f_H) \leq c_1 \log^2 \frac{18}{\delta} n^{-\frac{\alpha}{2r}},$$

where $\hat{f}_{\lambda,M}$ as in Eq. (2) and $c_0, c_1$ do not depend on $n, \tau$, while $n_0$ does not depends on $n, f_H, \rho$.

The above learning bound is the same as Thm. 2 but the number of random features is given by a more complex expression depending on $\alpha$. In particular, in the slow $O(1/\sqrt{m})$ rates scenario, that is $r = 1/2$, $\gamma = 1$, we see that only $O(\log 2n^2)$, rather than $O(\sqrt{m})$, are needed. For a small RKHS, that is $\gamma = 0$ and random features with $\alpha = \gamma$, a constant (!) number of feature is sufficient. A similar trend is seen considering fast rates. For $\gamma > 0$ and $r > 1/2$, if $\alpha < 1$ then the number of random features is always smaller, and potentially much smaller, then the number of random features sampled in a problem independent way, that is $\alpha = 1$. For $\gamma = 0$ and $r = 1/2$, the number of number of features is $O(n^\alpha)$ and can again constant if $\alpha = \gamma$. Figure 1 depicts the number of random features required if $\alpha = \gamma$. The above result shows the potentially dramatic effect of problem dependent random features, however the construction in Ex. 2 is theoretical. We comment on this in the next remark.

Remark 2 (Random features leverage scores). The construction in Ex. 2 is theoretical, however empirical random features leverage scores $\hat{s}(\omega) = \hat{v}(\omega)\top (K + \lambda nI)^{-1}\hat{v}(\omega)$, with $\hat{v}(\omega) \in \mathbb{R}^n$, $(\hat{v}(\omega))_i = \psi(x_i, \omega)$, can be considered. Statistically, this requires considering an extra estimation step. It seems our proof can be extended to account for this, and we will pursue this in a future work. Computationally, it requires devising approximate numerical strategies, like standard leverage scores [22].

We next compare random features and Nyström methods.

Comparison with Nyström. This question was recently considered in [20] and our results offer new insights. In particular, recalling the results in [16], we see that in the slow rate setting there is essentially no difference between random features and Nyström approaches, neither from a statistical nor from a computational point of view. In the case of fast rates, Nyström methods with uniform sampling requires $O(n^{-\frac{\alpha}{2r+1}})$ random centers, which compared to Thm. 2 suggests Nyström methods can be advantageous in this regime. While problem dependent random feature provide a further improvement, it should be compared with the number of centers needed for Nyström with leverage scores, which is $O(n^{-\frac{\alpha}{2r+1}})$ and hence again better, see Thm. 3. In summary, both random features and Nyström methods achieve optimal statistical guarantees while reducing computations. They are essentially the same in the worst case, while Nyström can be better for benign problems.

Finally we add a few words about the main steps in the proof.

Steps of the proof. The proofs are quite technical and long and are collected in the appendices. They use a battery of tools developed to analyze KRR and related methods. The key challenges in the analysis include analyzing the bias of the estimator, the effect of noise in the outputs, the effect of random sampling in the data, the approximation due to random features and a notion of
While the learning bounds we present are optimal, there are no lower bounds on the number of random features, hence we present numerical experiments validating our bounds. Consider a spline kernel of order $q$ (see [26] Eq. 2.1.7 when $q$ integer), defined as

$$\Lambda_q(x, x') = \sum_{k=-\infty}^{\infty} e^{2\pi ikx} e^{-2\pi ikz} |k|^{-q},$$

almost everywhere on $[0, 1]$, with $q \in \mathbb{R}$, for which we have $\int_{0}^{1} \Lambda_q(x, z) \Lambda_{q'}(x', z) dz = \Lambda_{q+q'}(x, x')$, for any $q, q' \in \mathbb{R}$. Let $X = [0, 1]$, and $\rho_X$ be the uniform distribution. For $\gamma \in (0, 1)$ and $r \in [1/2, 1]$ let, $K(x, x') = \Lambda_1(x, x')$, $\psi(\omega, x) = \Lambda_{\frac{1}{\pi^2}}(\omega, x)$, $f_*(x) = \Lambda_{\frac{1}{\pi^2} + \frac{1}{2} + \epsilon}(x, x_0)$ with $\epsilon > 0, x_0 \in X$. Let $\rho(y|x)$ be a Gaussian density with variance $\sigma^2$ and mean $f^*(x)$. Then Asm 1 and 2 are satisfied and $\alpha = \gamma$. We compute the KRR estimator for $n \in \{1K, \ldots, 10K\}$ and select $\lambda$ minimizing the excess risk computed analytically. Then we compute the RF-KRR estimator and select the number of features $M$ needed to obtain an excess risk within 5% of the one by KRR. In Figure 2 the theoretical and estimated behavior of the excess risk, $\lambda$ and $M$ with respect to $n$ are reported together with their standard deviation over 100 repetitions. The experiment shows that the predictions by Thm. 3 are accurate, since the theoretical predictions estimations are within one standard deviation from the values measured in the simulation.

4 Numerical results

While the learning bounds we present are optimal, there are no lower bounds on the number of random features, hence we present numerical experiments validating our bounds. Consider a spline kernel of order $q$ (see [26] Eq. 2.1.7 when $q$ integer), defined as

$$\Lambda_q(x, x') = \sum_{k=-\infty}^{\infty} e^{2\pi ikx} e^{-2\pi ikz} |k|^{-q},$$

almost everywhere on $[0, 1]$, with $q \in \mathbb{R}$, for which we have $\int_{0}^{1} \Lambda_q(x, z) \Lambda_{q'}(x', z) dz = \Lambda_{q+q'}(x, x')$, for any $q, q' \in \mathbb{R}$. Let $X = [0, 1]$, and $\rho_X$ be the uniform distribution. For $\gamma \in (0, 1)$ and $r \in [1/2, 1]$ let, $K(x, x') = \Lambda_1(x, x')$, $\psi(\omega, x) = \Lambda_{\frac{1}{\pi^2}}(\omega, x)$, $f_*(x) = \Lambda_{\frac{1}{\pi^2} + \frac{1}{2} + \epsilon}(x, x_0)$ with $\epsilon > 0, x_0 \in X$. Let $\rho(y|x)$ be a Gaussian density with variance $\sigma^2$ and mean $f^*(x)$. Then Asm 1 and 2 are satisfied and $\alpha = \gamma$. We compute the KRR estimator for $n \in \{1K, \ldots, 10K\}$ and select $\lambda$ minimizing the excess risk computed analytically. Then we compute the RF-KRR estimator and select the number of features $M$ needed to obtain an excess risk within 5% of the one by KRR. In Figure 2 the theoretical and estimated behavior of the excess risk, $\lambda$ and $M$ with respect to $n$ are reported together with their standard deviation over 100 repetitions. The experiment shows that the predictions by Thm. 3 are accurate, since the theoretical predictions estimations are within one standard deviation from the values measured in the simulation.
5 Conclusion

In this paper, we provide a thorough analyses of the generalization properties of random features with ridge regression. We consider a statistical learning theory setting where data are noisy and sampled at random. Our main results show that there are large classes of learning problems where random features allow to reduce computations while preserving optimal statistical accuracy of exact kernel ridge regression. This in contrast with previous state of the art results suggesting computational gains needs to be traded-off with statistical accuracy. Our results open several venues for both theoretical and empirical work. As mentioned in the paper, it would be interesting to analyze random features with empirical leverage scores. This is immediate if input points are fixed, but our approach should allow to also consider the statistical learning setting. Beyond, KRR it would be interesting to analyze random features together with other approaches, in particular accelerated and stochastic gradient methods, or distributed techniques. It should be possible to extend the results in the paper to consider these cases. A more substantial generalization would be to consider loss functions other than quadratic loss, since this require different techniques from empirical process theory.
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Generalization Properties of Learning with Random Features
Supplementary Materials

The supplementary materials are divided in the following four section
A. Proofs - where the proofs for Section 3 are provided
B. Concentration Inequalities - where probabilistic tools necessary for the proofs are recalled
C. Operator Inequalities - where some analytic inequalities used in the proofs are recalled
D. Auxiliary Results - where some technical lemmas necessary to the proof are derived
E. Examples of Random Features - where examples of random features expansion are recalled

A Proofs

In Sect. A.1, the notation is introduced and some standard identities are recalled. In Sect. A.2, the excess risk is decomposed in five terms (Eq. (17)-(21)) that are further simplified in Lemma. 2, 5. The complete decomposition is presented in Thm. 4. In Sect. A.3, the terms in decomposition are bounded in probability, in particular Lemma 7 bounds the variance term, Lemma 8 the computational error term, while Lemma 10 controls the constants. Finally the proofs of the main results are presented in Section A.4 together with the more general results of Thm. 5.

First we recall the assumptions needed to derive the results. They are already presented or implied in the main text, here we collect and number them.

Assumption 2 (Compatibility condition) There exists $\alpha \in [0, 1]$ and $F > 0$ such that
$$F_\infty(\lambda) \leq F\lambda^{-\alpha}, \quad \forall \lambda > 0.$$  

Assumption 3 (Random Features are bounded and continuous). The kernel $K$ has an integral representation as in Eq. 6, with $\psi$ continuous in both variables and bounded, that is, there exists $\kappa \geq 1$ such that $\psi(x, \omega) \leq \kappa$ for any $x, \in X$ and $\omega \in \Omega$. The associated RKHS $H$ is separable.

Note that the assumption above is satisfied when the random feature is continuous and bounded and the space $X$ is separable (e.g. $\mathbb{R}^d$, $d \in \mathbb{N}$ or any Polish space). Indeed the continuity of $\psi$ implies the continuity of $K$, which, together with the separability of $X$ implies the separability of $H$.

Assumption 4 (Noise on the $y$ is sub-exponential, and there exists $f_H$). For any $x \in X$
$$\mathbb{E}[|y|^p \mid x] \leq \frac{1}{2} p! \sigma^2 B^{p-2}, \quad \forall p \geq 2.$$  

Moreover there exists $f_h \in H$ minimizing $\inf_{f \in H} \mathcal{E}(f)$.

Note that the assumption above is satisfied when the $y$ is bounded, sub-gaussian or sub-exponential. In particular, if $|y| \in [-\frac{b}{2}, \frac{b}{2}]$ almost surely, with $b \in (0, \infty)$ then the assumption above is satisfied with $\sigma = B = b$.

Assumption 5 (Effective dimension). Let $\lambda > 0$. There exists $Q > 0$ and $\gamma \in [0, 1]$ such that, for any $\lambda > 0$
$$\mathcal{N}(\lambda) \leq Q^2 \lambda^{-\gamma}.$$  

It is the first part of Asm. 1 for the sake of clarity we need to split it in two, since many results depend either on the first or on the second part.
Assumption 6 (Source condition). There exists $1/2 \leq r \leq 1$ and $g \in L^2(X, \rho_X)$ such that

$$f_H(x) = (L^r g)(x) \quad \text{a.s.}$$

We denote with $R$ the quantity $1 \lor \|g\|_{\rho_X}$.

A.1 Kernel and Random Features Operators

In this section, we provide the notation, recall some useful facts and define some operators used in the rest of the appendix. In the rest of the paper we denote with $\| \cdot \|$ the operatorial norm and with $\| \cdot \|_{HS}$ the Hilbert-Schmidt norm. Let $\mathcal{L}$ be a Hilbert space, we denote with $\langle \cdot, \cdot \rangle_{\mathcal{L}}$ the associated inner product, with $\| \cdot \|_{\mathcal{L}}$ the norm and with $\text{Tr}(\cdot)$ the trace. Let $Q$ be a bounded self-adjoint linear operator on a separable Hilbert space $\mathcal{L}$, we denote with $\lambda_{\max}(Q)$ the biggest eigenvalue of $Q$, that is $\lambda_{\max}(Q) = \sup_{\|f\|_{\mathcal{L}} \leq 1} \langle f, Qf \rangle_{\mathcal{L}}$. Moreover, we denote with $Q_{\lambda}$ the operator $Q + \lambda I$, where $Q$ is a linear operator, $\lambda \in \mathbb{R}$ and $I$ the identity operator, so for example $\hat{C}_{M, \lambda} := \hat{C}_M + \lambda I$. Moreover we recall some basic properties of norms in Banach spaces.

Remark 3. Let $V_0, \ldots, V_t$ with $t \in \mathbb{N}$ be Hilbert spaces. Let $q \in V_0$ and $A_i : V_i \to V_{i-1}$ bounded linear operators and $f \in V_t$. We recall that the identity $q = (A_1) \cdots (A_t)(f)$, implies $\|q\|_{V_0} \leq \|A_1\| \cdots \|A_t\| \|f\|_{V_t}$.

Let $X$ be a probability space and $\rho$ a probability distribution on $X \times \mathbb{R}$ satisfying Assumption 3 We denote $\rho_X$ its marginal on $X$ and $\rho(y|x)$ the conditional distribution on $\mathbb{R}$. Let $L^2(X, \rho_X)$ be the Lebesgue space of square $\rho_X$-integrable functions, with the canonical inner product

$$\langle g, h \rangle_{\rho_X} = \int_X g(x)h(x)d\rho_X(x), \quad \forall g, h \in L^2(X, \rho_X),$$

and the norm $\|g\|_{\rho_X}^2 = \langle g, g \rangle_{\rho_X}$, for all $g \in L^2(X, \rho_X)$. Let $(\Omega, \pi)$ be a probability space and $\psi : \Omega \times X \to \mathbb{R}$ be a continuous and bounded map as in Asm. 3 Moreover let the kernel $K$ be defined by Eq. (5). We denote with $K_\pi$ the function $K(x, \cdot)$, for any $x \in X$. Then the Reproducing Kernel Hilbert Space $\mathcal{H}$ induced by $K$ is defined by

$$\mathcal{H} = \text{span}\{K_x \mid x \in X\}, \quad \text{completed with} \quad \langle K_x, K_{x'} \rangle_{\mathcal{H}} = K(x, x') \quad \forall x, x' \in X.$$ 

We now define the operators needed in the rest of the proofs. Let $n \in \mathbb{N}$, and $(x_1, y_1), \ldots, (x_n, y_n) \in X \times \mathbb{R}$ be sampled independently according to $\rho$.

Definition 1. Let $P : L^2(X, \rho_X) \to L^2(X, \rho_X)$ be the projection operator with the same range of $L$. Let $f_{\rho} : X \to \mathbb{R}$ be defined as

$$f_{\rho}(x) = \int yd\rho(y|x) \quad \text{a. e.}$$

We now recall a useful characterization of the excess risk, in term of the quantities defined above.

Remark 4 (from [2, 27]). When $\int y^2d\rho$ is finite, then $f_{\rho} \in L^2(X, \rho_X)$ and $f_{\rho}$ is the minimizer of $\mathcal{E}$ over all the measurable functions. When $\int K(x, x)d\rho_X$ is finite, the range of $P$ and of $L$ is the closure of $\mathcal{H}$ in $L^2(X, \rho_X)$. When both conditions hold, for any $f \in L^2(X, \rho_X)$ the following hold

$$\mathcal{E}(f) - \inf_{g \in \mathcal{H}} \mathcal{E}(g) = \|f - Pf_{\rho}\|_{\rho_X}^2.$$
Moreover if there exists $f_\mathcal{H} \in \mathcal{H}$ minimizing $\mathcal{E}$, then Asm.\[ is equivalent to requiring the existence of $r \geq 1/2$, $g \in L^2(X, \rho_X)$ such that

$$Pf_\rho = L'g,$$

with $R := \|g\|_{L^2(X, \rho_X)}$.

In the following we define analogous operators for the approximated kernel $K_M := \phi_M(x) \top \phi_M(x')$, with

$$\phi_M(x) := M^{1/2}(\psi(x, \omega_1), \ldots, \psi(x, \omega_M)),$$

for any $x, x' \in X$, where $M \in \mathbb{N}$ and $\omega_1, \ldots, \omega_M \in \Omega$ are sampled independently according to $\pi$. We denote with $\psi_\omega$ the function $\psi(\cdot, \omega)$ for any $\omega \in \Omega$. According to the following remark, we have that $\psi_\omega \in L^2(X, \rho_X)$ almost surely.

Remark 5. Under Asm.\[ and the fact that $\rho$ is a finite measure, $\psi_\omega \in L^2(X, \rho_X)$ almost surely.

Now we are ready for defining the following operators, depending on $\phi_M$ or $K_M$.

Definition 2. For all $g \in L^2(X, \rho_X)$, $\beta \in \mathbb{R}^M$, $\alpha \in \mathbb{R}^n$ and $i \in \{1, \ldots, M\}$, we have

- $S_M : \mathbb{R}^M \to L^2(X, \rho_X)$, $(S_M \beta)(\cdot) = \phi_M(\cdot) \top \beta$,
- $S_M^* : L^2(X, \rho_X) \to \mathbb{R}^M$, $(S_M^* g)_i = \frac{1}{\sqrt{M}} \int_X \psi_{\omega_i}(x) g(x) d\rho_X(x)$,
- $L_M : L^2(X, \rho_X) \to L^2(X, \rho_X)$, $(L_M g)(\cdot) = \int_X \phi_M(\cdot, z) g(z) d\rho_X(z)$,
- $C_M : \mathbb{R}^M \to \mathbb{R}^M$, $C_M = \int_X \phi_M(x) \phi_M(x) \top d\rho_X(x)$,
- $\hat{C}_M : \mathbb{R}^M \to \mathbb{R}^M$, $\hat{C}_M = \frac{1}{M} \sum_{i=1}^n \phi_M(x_i) \phi_M(x_i) \top$.

Note that the operators above satisfy the properties in the following remark.

Remark 6 (from [10]). Under Asm.\[ the linear operators $L$ is trace class and $L_M, C_M, S_M, \hat{C}_M, \hat{S}_M$ are finite dimensional. Moreover we have that $L = SS^*, L_M = S_M S_M^*$, $C_M = S_M^* S_M$ and $\hat{C}_M = \hat{S}_M^* \hat{S}_M$. Finally $L, L_M, C_M, \hat{C}_M$ are self-adjoint and positive operators, with spectrum is $[0, \kappa^2]$.

In the next remark we rewrite $\hat{f}_{\lambda, M}$ in terms of the operators introduced above.

Remark 7. Let $\hat{f}_{\lambda, M}$ defined as in Eq.\[. Under Assumption $\lambda$, $\hat{f}_{\lambda, M} \in L^2(X, \rho_X)$ almost surely, since $\psi_\omega$ is in $L^2(X, \rho_X)$ almost surely (Rem.\[) and $\hat{f}_{\lambda, M}$ is a linear combination of $\psi_{\omega_1}, \ldots, \psi_{\omega_M}$. In particular,

$$\hat{f}_{\lambda, M} = S_M \hat{C}_M^{-1} \hat{S}_M \hat{y}.$$

A.2 Analytic Result

In this subsection we decompose analytically the excess risks in different terms, that will be bounded, via concentration inequalities, in the next section. Under Asm.\[ since $\hat{f}_{\lambda, M} \in L^2(X, \rho_X)$ almost surely, we have

$$\mathcal{E}(\hat{f}_{\lambda, M}) - \inf_{f \in \mathcal{H}} \mathcal{E}(f) = \|\hat{f}_{\lambda, M} - Pf_\rho\|_{\rho_X}^2,$$

(16)
In our analysis we decompose the excess risk in the following five terms

\[
\hat{f}_{\lambda,M} - Pf_\rho = \hat{f}_{\lambda,M} - S_M \hat{C}_{M,\lambda}^{-1} S_M^* f_\rho \\
+ S_M \hat{C}_{M,\lambda}^{-1} S_M^* f_\rho \mathbb{1}_M \\
+ S_M \hat{C}_{M,\lambda}^{-1} S_M P f_\rho - L_M^{-1} P f_\rho \\
+ L_M^{-1} P f_\rho - LF_\lambda^{-1} P f_\rho \\
+ LF_\lambda^{-1} P f_\rho - Pf_\rho.
\]

(17)

(18)

(19)

(20)

(21)

The first controls the variance of the outputs \(y\), the second the interaction between the space of models spanned by \(\psi_{\omega_1}, \ldots, \psi_{\omega_M}\) and \(\mathcal{H}\), the third the approximation of the inverse covariance operator \(\hat{C}_{M,\lambda}^{-1}\), the fourth controls how close is the integral operator \(L_M\) to \(L\), while the last controls the approximation error of the models in \(H\). The \(L^2(X, \rho_X)\) norm of \(\hat{f}_{\lambda,M} - Pf_\rho\) is bounded by the sum of the \(L^2(X, \rho_X)\) norms of the terms, that are further bounded in Lemma 2, 3, 4, 5. The final analytical decomposition is given in Thm. 4. First we need a preliminary result.

**Lemma 1.** Under Asm. 3 the operator \(L\) is characterized by

\[
L = \int \psi_{\omega} \otimes \psi_{\omega} d\pi(\omega).
\]

**Proof.** By Asm. 3 we have that \(\psi_{\omega} \in L^2(X, \rho_X)\) almost surely and uniformly bounded. By using the kernel expansion of Eq. (6), the linearity of the Bochner integral and of the dot product, we have that for any \(f, g \in L^2(X, \rho_X)\) the following holds

\[
(f, Lg)_{\rho_X} = \int f(x) K(x, z) g(z) d\rho_X(x) d\rho_X(z) \\
= \int f(x) \psi(x, \omega) \psi(z, \omega) g(z) d\rho_X(x) d\rho_X(z) d\pi(\omega) \\
= \int \langle f, \psi_{\omega} \rangle_{\rho_X} \langle g, \psi_{\omega} \rangle_{\rho_X} d\pi(\omega) \\
= \left\langle f, \left( \int \psi_{\omega} \otimes \psi_{\omega} d\pi(\omega) \right) g \right\rangle_{\rho_X}.
\]

Now we are ready to prove that the second term of the expansion in Eq. (17) is zero. We obtain this result by proving that \(||(I - P)\psi_{\omega}|| = 0\) almost everywhere.

**Lemma 2.** Under Asm. 3 the following holds for any \(\lambda > 0, M, n \in \mathbb{N}\),

\[
\|S_M \hat{C}_{M,\lambda}^{-1} S_M^* (I - P) f_\rho\|_{\rho_X} = 0 \text{ a. s.}
\]

**Proof.** Note that, since \(P\) is the projection operator on the range of \(L\) and \(L\) is trace class, then \((I - P)L = 0\), this implies that \(\text{Tr}((I - P)L(I - P)) = 0\). By the characterization of \(L\) given in
Lemma 1 the linearity of the bounded operator $I - P$ and of the trace, we have that

$$0 = \text{Tr} ((I - P)L(I - P)) = \text{Tr} \left( (I - P) \left( \int \psi_\omega \otimes \psi_\omega d\pi(\omega) \right) (I - P) \right)$$

$$= \int \text{Tr} ((I - P)(\psi_\omega \otimes \psi_\omega)(I - P)) d\pi(\omega)$$

$$= \int \| (I - P)\psi_\omega \|_{\rho_X}^2 d\pi(\omega),$$

where the last step is due to the fact that $\text{Tr}(A(v \otimes v)A) = \text{Tr}(A\nu \otimes A\nu) = \|A\nu\|_{\rho_X}^2$ for any bounded self adjoint operator $A$ and any function $v \in L^2(X, \rho_X)$. The equation above implies that $(I - P)\psi_\omega = 0$ almost surely on the support of $\pi$. Now we study $S_M^*(I - P)$, for any $\beta \in \mathbb{R}^M$ and any $f \in L^2(X, \rho_X)$ we have

$$\langle \beta, S_M^*(I - P)f \rangle_{\rho_M} = \frac{1}{\sqrt{M}} \sum_{i=1}^{M} \beta_i \langle (I - P)\psi_\omega, f \rangle_{\rho_X} = 0 \text{ a.s.},$$

where the last step is due to the fact that $\langle 0, v \rangle = 0$ for any $v$ and $(I - P)\psi_\omega = 0$ almost surely on the support of $\pi$. Now we study $S_{M}^{*}(I - P)$, for any $\beta \in \mathbb{R}^{M}$ and any $f \in L^{2}(X, \rho_X)$ we have

$$\| S_{M}^{*}(I - P)f_{\rho_{X}} \|_{\rho_{X}} \leq \| S_{M}^{*}(I - P) \|_{\rho_{X}} = 0 \text{ a.s.}$$

**Lemma 3.** Under Asm. 3 and Eq. (15) the following holds for any $\lambda > 0, M, n \in \mathbb{N}$

$$\| S_{M}^{*}(I - P)f_{\rho_{X}} \|_{\rho_{X}} \leq \| L_{M}^{-1} (S_{M}^{*}S_{M}^{*} + \lambda I)^{-1} \|_{\rho_{X}} \leq \| S_{M}^{*}(I - P) \|_{\rho_{X}} = 0 \text{ a.s.}$$

**Proof.** First of all we recall that $Z^{*}f(ZZ^{*}) = f(Z^{*}Z)Z^{*}$ for any continuous spectral function and any compact operator $Z$, by the characterization of $L_{M}$ in Rem. 3 under Asm. 3 we have

$$L_{M}^{-1}L_{M}^{-1} = S_{M}^{*}S_{M}^{*} + \lambda I^{-1} = S_{M}^{*} + S_{M}^{*}C_{M}^{-1}S_{M}^{*} = S_{M}^{*}C_{M}^{-1}S_{M}^{*},$$

since $(\cdot + \lambda I)^{-1}$ is a continuous spectral function on $[0, \infty)$, which contains the spectrum of $L$ that is in $[0, \kappa^2]$. Equivalently, the equation above could be proven algebraically via the Woodbury identity. Now we have

$$(S_{M}^{*}(I - P)f_{\rho_{X}}) = S_{M}^{*}(C_{M}^{*} - C_{M}^{*}S_{M}^{*})f_{\rho_{X}} = S_{M}^{*}(C_{M}^{*}S_{M}^{*} + \lambda I)S_{M}^{*}f_{\rho_{X}},$$

where the last step is due to the identity $A^{*} - B^{*} = A^{*}(B - A)B^{*}$ valid for any bounded invertible linear operator $A, B$. In particular perform the following decomposition

$$S_{M}^{*}(C_{M}^{*} - C_{M}^{*}S_{M}^{*})f_{\rho_{X}} = (S_{M}^{*}C_{M}^{*}S_{M}^{*} + \lambda I)S_{M}^{*}f_{\rho_{X}} = \| S_{M}^{*}(C_{M}^{*} - C_{M}^{*}S_{M}^{*}) f_{\rho_{X}} \|_{\rho_{X}} \leq \| S_{M}^{*}(I - P) f_{\rho_{X}} \|_{\rho_{X}} = 0 \text{ a.s.}$$

The result is given by bounding the norm of the lhs of the identity above, by the product of the norms of the parentheses on the rhs (see Rem. 3). Note that by applying Eq. (15), we have that there exists $g \in L^{2}(X, \rho_X)$, such that $Pf_{\rho_{X}} = L^{*}g$ and by dividing and multiplying for $L_{M}^{-1}$, we have

$$C_{M}^{*}S_{M}^{*}f_{\rho_{X}} = (C_{M}^{*}S_{M}^{*}L_{M}^{-1}) L_{M}^{-1} L^{*} g.$$
function on $[0, \infty)$ containing the spectrum of $C_M$, we have that $S_M C_{M,\lambda}^{-2} S_M^* = L_{M,\lambda}^{-2} L_M$ and so for any $\lambda > 0$

$$\| C_{M,\lambda}^{-1} S_M^* L_M^{1/2} \|_2^2 = \| L_{M,\lambda}^{1/2} S_M C_{M,\lambda}^{-2} S_M^* L_{M,\lambda}^{1/2} \| = \| L_{M,\lambda}^{-2} L_M^2 \| \leq 1.$$ 

\[\square\]

**Lemma 4.** Under Assm. 3 and Eq. (15) the following holds for any $\lambda > 0, M \in \mathbb{N}$

$$\|(L_M L_{M,\lambda}^{1/2} - LL_{\lambda}^{-1}) P_{f_{\rho}}\| \leq \sqrt{\lambda} \| L_{M,\lambda}^{1/2} L_{\lambda}^{-1/2} \| \| L_{\lambda}^{-1/2} (L - L_M) \|^{2r-1} \| L_{\lambda}^{-1/2} (L - L_M) L_{\lambda}^{-1/2} \|^{2-2r}$$

**Proof.** By the algebraic identities $A(A + \lambda I) = I - \lambda(A + \lambda)^{-1}$ valid for any bounded positive operator and $A^{-1} - B^{-1} = A^{-1}(B - A)B^{-1}$ valid for any invertible bounded operators, we have

$$L_M L_{M,\lambda}^{1/2} - LL_{\lambda}^{-1} = \lambda(L_{M,\lambda}^{-1} - L_{\lambda}^{-1}) = \lambda L_{M,\lambda}^{-1}(L - L_M)L_{\lambda}^{-1}.$$  

By applying Eq. (15), we have that there exists $g \in L^2(X, \rho_X)$, such that $P_{f_{\rho}} = L^r g$, so by multiplying and dividing by $L_{\lambda}^{1/2}$, we preform the following decomposition

$$(L_M L_{M,\lambda}^{1/2} - LL_{\lambda}^{-1}) P_{f_{\rho}} = \sqrt{\lambda} \left( L_{M,\lambda}^{1/2} L_{\lambda}^{-1/2} \right) \left( L_{\lambda}^{-1/2} (L - L_M) L_{\lambda}^{-1/2} \right) g.$$  

The result is given by bounding the norm of the lhs of the identity above, by the product of the norms of the parentheses on the rhs (see Rem. 3). Note that $\| L_{M,\lambda}^{1/2} \| \leq 1$ and $\| L_{\lambda}^{-1/2} \| \leq 1$ for any $\lambda > 0$ and $\| g \| \leq R$. Now we apply Proposition 9 on $\| L_{\lambda}^{-1/2} (L - L_M) L_{\lambda}^{-1/2} \|$, indeed note that $0 \leq 1 - r \leq 1/2$, so by setting $\sigma = 2 - 2r$, we have $\lambda = L_{\lambda}^{-1/2}$ and applying the proposition,

$$\| L_{\lambda}^{-1/2} (L - L_M) L_{\lambda}^{-1/2} \|^{2r-1} \| L_{\lambda}^{-1/2} (L - L_M) L_{\lambda}^{-1/2} \|^{2-2r}.$$  

\[\square\]

**Lemma 5.** Under Assm. 3 and Eq. (15) the following holds for any $\lambda > 0$

$$LL_{\lambda}^{-1} P_{f_{\rho}} - P_{f_{\rho}} \leq R \lambda^r.$$  

**Proof.** By the identity $A(A + \lambda I)^{-1} = I - \lambda(A + \lambda)^{-1}$ valid for $\lambda > 0$ and any bounded self-adjoint positive operator and by Eq. (15) for which there exists $g \in L^2(X, \rho_X)$ such that $P_{f_{\rho}} = L^r g$, we have

$$(LL_{\lambda}^{-1} - I) P_{f_{\rho}} = \lambda L_{\lambda}^{-1} P_{f_{\rho}} = \lambda L_{\lambda}^{-1} L^r g = \lambda^r \left( L_{\lambda}^{1-r} L_{\lambda}^{-1/2} \right) g.$$  

The result is given by bounding the norm of the lhs of Eq. 22 by the product of the norms of the parentheses on the rhs (see Rem. 3). Note that $\| \lambda^{1-r} L_{\lambda}^{-1/2} \| \leq 1$ and $\| L_{\lambda}^{-r} \| \leq 1$, while $R := \| g \|_{\rho_X}$ according to Eq. (15).  

\[\square\]

**Theorem 4 (Analytic Decomposition).** Under Assumptions 3 and Eq. (15) let $\hat{f}_{\lambda, M}$ as in Eq. 7

For any $\lambda > 0$ and $M \in \mathbb{N}$, the following holds

$$|\mathcal{E}(\hat{f}_{\lambda, M}) - \inf_{f \in \mathcal{H}} \mathcal{E}(f)|^{1/2} \leq \beta \left( \sqrt{\beta_{S}(\lambda, M, n)} + \sqrt{\beta_{C}(\lambda, M)} + \beta_{A} \right)$$

where $v = \min(r, 1)$,
1. $S(\lambda, M, n) := \|C_{M,\lambda}^{-1/2}(\hat{S}_{M}y - S_{M}f_{\rho})\|_{\rho X} + R(\lambda)\|C_{M,\lambda}^{-1/2}(C_{M} - \hat{C}_{M})\|$, 

2. $C(\lambda, M) := R\sqrt{\lambda}\|L_{\lambda}^{-1/2}(L - L_{M})\|^{2e-1}\|L_{\lambda}^{-1/2}(L - L_{M})L_{\lambda}^{-1/2}\|^{2-2v}$, 

3. $\beta := \max(1, (1 - \beta_{1})^{-1})\max(1, (1 - \beta_{2})^{-1/2})$, with $\beta_{1} := \lambda_{\max}(C_{M,\lambda}^{-1/2}(C_{M} - \hat{C}_{M})C_{M,\lambda}^{-1/2})$ and $\beta_{2} := \lambda_{\max}(L_{\lambda}^{-1/2}(L - L_{M})L_{\lambda}^{-1/2})$.

**Proof.** Under Asm. 3 the excess risk is characterized by Eq. 10 as we recalled at the beginning of this subsection. We decomposed the quantity $\hat{f}_{\lambda, M} - Pf_{\rho}$ according to the terms in Eq. 17, 21. The $L^{2}(X, \rho X)$ norm of $\hat{f}_{\lambda, M} - Pf_{\rho}$ is bounded by the sum of the $L^{2}(X, \rho X)$ norms of the terms, that are further bounded in Lemma. 2 3 4 5. In particular, for the first term, by writing $\hat{f}_{\lambda, M}$ in terms of the linear operators in Def. 2 (see Rem. 7) and by multiplying and dividing by $C_{M,\lambda}$ we have

$$\hat{f}_{\lambda, M} - S_{M}\hat{C}_{M,\lambda}^{-1}S_{M}f_{\rho} = S_{M}\hat{C}_{M,\lambda}^{-1}S_{M}\hat{y} - S_{M}f_{\rho} = (S_{M}\hat{C}_{M,\lambda}^{-1}C_{M,\lambda}) (C_{M,\lambda}(\hat{S}_{M}\hat{y} - S_{M}f_{\rho})), $$

then we bound the norm of the term with the norm of the parenthesis in the decomposition above (see Rem. 4). By collecting the result above with the bounds in Lemma. 2 3 4 5, we have

$$|\mathcal{E}(\hat{f}_{\lambda, M}) - \inf_{f \in \mathcal{H}} \mathcal{E}(f)|^{1/2} \leq b_{1}A + b_{1}b_{2}B + b_{3}C(\lambda, M) + D,$$

where $b_{1} := \|S_{M}\hat{C}_{M,\lambda}^{-1}C_{M,\lambda}\|$, $b_{2} := \|L_{M,\lambda}^{-1/2}L_{\lambda}^{-1/2}\|$, $b_{3} := \|L_{M,\lambda}^{-1/2}L_{\lambda}^{-1/2}\|$, $A := \|\hat{C}_{M,\lambda}^{-1}(\hat{S}_{M}\hat{y} - S_{M}f_{\rho})\|_{\rho X}$, $B := R(\lambda)\|C_{M,\lambda}^{-1/2}(C_{M} - \hat{C}_{M})\|$ and $D := R\lambda^{r}$. Now note that $b_{2} \leq b_{3}$ for any $\lambda > 0$ since, for any $X, T$, bounded linear operators, with $T$ positive, by multiplying and dividing for $T_{\lambda}$ the following holds

$$\|XT\| \leq \|XT_{\lambda}\|\|T_{\lambda}^{-1}T\|, \quad (24)$$

and $\|T_{\lambda}^{-1}T\| \leq 1$, for any $\lambda > 0$. Since $A, B, C(\lambda, M), D$ will contribute to the rates of the bound, while $b_{1}, b_{3}$ are responsible for the numerical constants, we are going to bound the excess risk in order to collect $b_{1}, b_{3}$ in a multiplicative term as follows

$$|\mathcal{E}(\hat{f}_{\lambda, M}) - \inf_{f \in \mathcal{H}} \mathcal{E}(f)|^{1/2} \leq \max(1, b_{1})\max(1, b_{3})(A + B + C(\lambda, M) + D).$$

Finally, we further simplify $b_{1}, b_{3}$, in particular we apply Prop. 8 in the appendix, obtaining $b_{3} \leq (1 - \beta_{2})^{-1/2}$. For $b_{1}$ note that,

$$\|S_{M}\hat{C}_{M,\lambda}^{-1}C_{M,\lambda}\| \leq \|S_{M}\hat{C}_{M,\lambda}^{-1/2}\|\|\hat{C}_{M,\lambda}^{-1/2}C_{M,\lambda}\| \leq \|\hat{C}_{M,\lambda}^{-1/2}C_{M,\lambda}\|^{2},$$

since, $\|S_{M}\hat{C}_{M,\lambda}^{-1/2}\| \leq \|C_{M,\lambda}^{-1/2}\hat{C}_{M,\lambda}^{-1/2}\|$ for the same reasoning in Eq. 24. Then we apply Prop. 8 in the appendix, obtaining $b_{1} \leq (1 - \beta_{1})^{-1}$. 

In the next subsection, we are going to find probabilistic estimates for terms in the analytic decomposition of the excess risk in Thm. 4.
A.3 Probabilistic Estimates

In this section we provide bounds in probability for the quantities \( \beta, \mathcal{S}, \mathcal{C} \) of Thm. 3 and for the empirical effective dimension. The notation is introduced in Sect. A.1. First, we fix the notation on the random variables used in the rest of the subsection. Recall that \( \beta, \mathcal{S}, \mathcal{C} \) are expressed with respect to the random variables \( z := ((x_1, y_1), \ldots, (x_n, y_n)) \), and \( \omega := (\omega_1, \ldots, \omega_M) \). The associated sample space is \( W := Z \times \Omega^M \) and \( Z := (X \times \mathbb{R})^n \), with probability measure \( \mathbb{P} := \rho \otimes n \otimes \pi^M \). In particular let \( Q \subseteq W \) be an event, we denote with \( Q(\omega) \) the subset of \( Z \) associated to the event \( Q \) given \( \omega \), that is \( Q(\omega) := \{ z \mid (z, \omega) \in Q \} \). By denoting \( \rho \otimes n \) with \( \mathbb{P}_Z \) and \( \pi^M \) by \( \mathbb{P}_\Omega \), we recall that

\[
\mathbb{P}(Q) = \int_{\Omega^M} \mathbb{P}_Z(Q(\omega)) d\mathbb{P}_\Omega(\omega). \tag{25}
\]

Moreover, we recall the following basic facts about \( \mathcal{F}_\infty(\lambda) \) and \( \mathcal{N}(\lambda) \). We can characterize the upper and lower bounds for \( \mathcal{F}_\infty(\lambda) \), in particular we have that \( \mathcal{F}_\infty(\lambda) \leq \kappa \lambda^{-1} \) when \( \psi \) is uniformly bounded by \( \kappa \) (see Asm. 3), moreover \( \mathcal{F}_\infty(\lambda) \geq \mathcal{N}(\lambda) \) indeed \( \mathcal{N}(\lambda) \) is characterized by

\[
\mathcal{N}(\lambda) = \mathbb{E}_\omega \| (L + \lambda I)^{-1/2} \psi \|^2_{L^2(\rho^\lambda)} \leq \sup_{\omega \in \Omega} \| (L + \lambda I)^{-1/2} \psi \|^2_{L^2(\rho^\lambda)} = \mathcal{F}_\infty(\lambda).
\]

A.3.1 Estimates for \( S(\lambda, M, n) \)

The next lemma bounds the first term of \( S(\lambda, M, n) \) and use a similar technique to the one in [10], while Lemma 7 bounds the whole \( S(\lambda, M, n) \). First we need to introduce \( \mathcal{N}_M(\lambda) \) that is the effective dimension induced by the kernel \( K_M \). For any \( \lambda > 0 \) define \( \mathcal{N}_M(\lambda) \) as follows,

\[
\mathcal{N}_M(\lambda) := \text{Tr}((L_M + \lambda I)^{-1} L_M).
\]

In Prop. 10 in the appendix, we bound \( \mathcal{N}_M(\lambda) \) in terms of the effective dimension \( \mathcal{N}(\lambda) \) that is the one associated to the kernel \( K \). Prop. 10 refines the result of Prop. 1 of [10], with simpler proof and slightly improved constants.

Lemma 6. Let \( \delta \in (0, 1] \), \( n, M \in \mathbb{N} \) and \( \lambda > 0 \). Given \( \omega_1, \ldots, \omega_M \in \Omega \), under Assumptions 3 and 4 the following holds with probability at least \( 1 - \delta \)

\[
\| C_{M, \lambda}^{-1/2} (\hat{S}^*_M \hat{y} - S^*_M f_\rho) \| \leq 2 \left( \frac{B \kappa}{\sqrt{n}} + \sqrt{\frac{\sigma^2 \mathcal{N}_M(\lambda)}{n}} \right) \log \frac{2}{\delta}.
\]

Proof. In this proof we bound the quantity under study, by using the Bernstein inequality for sum of zero-mean random vectors (see Prop. 2 in the appendix). Since \( \hat{S}^*_M \hat{y} = n^{-1} \sum_{i=1}^n \phi_M(x_i)y_i \) (see Def. 2) we have

\[
C_{M, \lambda}^{-1/2} (\hat{S}^*_M \hat{y} - S^*_M f_\rho) = \frac{1}{n} \sum_{i=1}^n \zeta_i,
\]

where \( \zeta_1, \ldots, \zeta_n \) are defined as \( \zeta_i = z_i - \mu \) with \( z_i := C_{M, \lambda}^{-1/2} \phi_M(x_i)y_i \), and \( \mu = \varphi \) defined as \( \varphi := C_{M, \lambda}^{-1/2} S^*_M f_\rho \), for \( 1 \leq i \leq n \). Note that \( \zeta_1, \ldots, \zeta_n \) are independent and identically distributed random vectors given \( \omega_1, \ldots, \omega_M \), since \( (x_1, y_1), \ldots, (x_n, y_n) \) are assumed i.i.d. with respect to \( \rho \). Moreover note that, by definition of \( f_\rho \),

\[
\int \phi_M(x) y d\rho(x, y) = \int y d\rho(y|x) d\rho_X(x) = \int \phi_M(x) f_\rho(x) d\rho_X(x) = \int \phi_M(x) = S^*_M f_\rho.
\]
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So, by linearity of the expectation the $\zeta_i$,
\[
E\zeta_i = C_{M,\lambda}^{-1/2} \int \phi_M(x)y d\rho(x, y) = C_{M,\lambda}^{-1/2} S_M^* f_\rho = \mu,
\]
which implies that $\zeta_i = z_i - \mu$ is a zero-mean random variable for $1 \leq i \leq n$. Let $z$ be another random variable independent and identically distributed as the $z_i$'s. To apply the Bernstein inequality for random vectors, we need to bound their moments. First of all note that for any $p \geq 1$
\[
E||\zeta_i||^p = E||z_i - \mu||^p = E||z_i - Ez||^p \leq Ezz_i - z||^p \leq 2^{p-1} Ezz_i(||z ||^p + ||z||^p) = 2^p Ezz_i||z||^p.
\]
In particular, by applying Asm. 3 and Asm. 4 we have
\[
E_z||z||^p = \int_{x \times \mathbb{R}} ||C_{M,\lambda}^{-1/2} \phi_M(x)y||^p d\rho(x, y) = \int_{x} ||C_{M,\lambda}^{-1/2} \phi_M(x)||^p \int |y|^p d\rho(y|x) d\rho_X(x)
\]
\[
\leq \frac{1}{2} 2^p \sigma^2 B^{p-2} \int_{X} ||C_{M,\lambda}^{-1/2} \phi_M(x)||^p d\rho_X(x)
\]
\[
\leq \frac{1}{2} 2^p \sigma^2 B^{p-2} \left( \sup_{x \in X} ||C_{M,\lambda}^{-1/2} \phi_M(x)||^2 \right) \int_{X} ||C_{M,\lambda}^{-1/2} \phi_M(x)||^2 d\rho_X(x)
\]
\[
= \frac{1}{2} 2^p \sqrt{J(\lambda)} \sigma^2 \left( \frac{B \kappa}{\sqrt{\lambda}} \right)^{p-2}.
\]
where $J(\lambda) = \int_{X} ||C_{M,\lambda}^{-1/2} \phi_M(x)||^2 d\rho_X(x)$, while $||C_{M,\lambda}^{-1/2} \phi_M(x)|| \leq \kappa/\sqrt{\lambda}$ a.s. is given by
\[
||C_{M,\lambda}^{-1/2} \phi_M(x)||^2 \leq \frac{1}{\lambda} \sup_{x \in X} ||\phi_M(x)||^2 = \frac{1}{\lambda M} \sup_{x \in X} \sum_{i=1}^{M} |\psi_i(x)|^2
\]
\[
\leq \frac{1}{\lambda M} \sum_{i=1}^{M} \sup_{x \in X} |\psi_i(x)|^2 \leq \frac{1}{\lambda M} \sum_{\omega \in \Omega, x \in X} |\psi_\omega(x)|^2 \leq \left( \frac{\kappa}{\sqrt{\lambda}} \right)^2,
\]
where the last step is due to Asm. 3. Finally, to concentrate the sum of random vectors, we apply Prop. 2. To conclude the proof we need to prove that $J(\lambda) = \mathcal{N}_M(\lambda)$. Note that, by Rem. 6 we have that $L_M = S_M S_M^*$ and $C_M = S_M^* S_M$, so
\[
\mathcal{N}_M(\lambda) = \text{Tr} L_M L_{M,\lambda}^{-1} = \text{Tr} S_M^* L_{M,\lambda}^{-1} S_M = \text{Tr} C_M C_{M,\lambda}^{-1},
\]

since $L_M = S_M S_M^*$ and $S_M^* L_{M,\lambda}^{-1} S_M = C_{M,\lambda}^{-1}$. By the the ciclicity of the trace and the definition of $C_M$ in Def. 2 we have
\[
\text{Tr} C_{M,\lambda}^{-1} = \int_{X} \text{Tr}(\phi_M(x)\phi_M(x)^T C_{M,\lambda}^{-1}) d\rho_X(x) = \int_{X} ||C_{M,\lambda}^{-1/2} \phi_M(x)||^2 d\rho_X(x) = J(\lambda).
\]

\begin{lemma}[Bounding $S(\lambda, M, n)$]
Let $\delta \in (0, 1/3]$, $n \in \mathbb{N}$ and let $S(\lambda, M, n)$ be as in Thm. 4 point 1. Let $\bar{B} = B + 2 R \kappa^2 \sigma$, $\sigma = \sigma + \sqrt{R} \sigma^*$. Under Asm. 4 the following holds with probability at least $1 - 3\delta$
\[
S(\lambda, m, n) \leq 4 \left( \frac{B \kappa}{\sqrt{\lambda n}} + \sqrt{\frac{\sigma^2 \mathcal{N}(\lambda)}{n}} \right) \log \frac{2}{\delta},
\]
when $0 < \lambda < \|L\|$ and $M \geq (4 + 18 \mathcal{F}_\infty(\lambda)) \log \frac{12 \kappa^2}{\lambda}$.
\end{lemma}
Proof. Let $0 < \lambda < \|L\|$ and $M \geq (4 + 18\mathcal{F}_\infty(\lambda)) \log \frac{12\kappa^2}{\delta^2}$ (the assumption on $\lambda, M$ are necessary for the application of Prop. 10). Let $Q \subseteq W$ be the event satisfying Eq. 25. The goal is to prove that the probability associated to the event $Q$ is $\mathbb{P}(Q) \geq 1 - 3\delta$. Since the quantity $S(\lambda, M, n)$ is defined in Thm. 4 as

$$S(\lambda, M, n) = \|C_{M,\lambda}^{-1/2}(\hat{S}_M y - S_M^T f_\rho)\| + R\kappa^{2r-1}\|C_{M,\lambda}^{-1/2}(C_M - \hat{C}_M)\|,$$

we are first going to bound in probability the single terms on the rhs, given $\omega_1, \ldots, \omega_M$, then we take the union event, and we use this to prove that $\mathbb{P}(Q) \geq 1 - 3\delta$.

First of all we need to define four other events. Define the event $E_1^{\omega} \subseteq Z$, as the event satisfying

$$\|C_{M,\lambda}^{-1/2}(\hat{S}_M y - S_M^T f_\rho)\| \leq 2\left(\frac{B\kappa}{\sqrt{\lambda n}} + \sqrt{\frac{\sigma^2 \mathcal{N}_M(\lambda)}{n}}\right) \log \frac{2}{\delta}. \tag{27}$$

By Lemma 6 we know that $E_1^{\omega}$ holds with probability $\mathbb{P}_Z(E_1^{\omega}) \geq 1 - \delta$ almost everywhere for $\omega$. Then, define the event $E_2^{\omega} \subseteq Z$, as the event satisfying

$$\|C_{M,\lambda}^{-1/2}(C_M - \hat{C}_M)\| \leq \frac{4\kappa^2 \log 2}{\sqrt{\lambda n}} + \sqrt{\frac{4\kappa^2 \mathcal{N}_M(\lambda) \log 2}{n}}. \tag{28}$$

By applying Prop. 5 with $v_i = z_i = \phi_M(x_i)$ for $1 \leq i \leq n$, we have that $E_2^{\omega}$ holds with probability $\mathbb{P}_Z(E_2^{\omega}) \geq 1 - \delta$ almost everywhere for $\omega$. Define $E_\omega \subseteq Z$ as the event satisfying

$$S(\lambda, M, n) \leq 2\left(\frac{B\kappa + 2R\kappa^{2r+1}}{\sqrt{\lambda n}} + (\sigma + R\kappa^{2r})\sqrt{\frac{\mathcal{N}_M(\lambda)}{n}}\right) \log \frac{2}{\delta}. \tag{29}$$

Denote with $t$ the right hand side of the equation above and with $s_1, t_1, s_2, t_2$ respectively the lhs and the rhs of Eq. 27, 28. We have that $s_1 \leq t_1$ and $s_2 \leq t_2$ implies $S(\lambda, M, n) \leq t$, indeed $S(\lambda, M, n) = s_1 + R\kappa^{2r-1}s_2$ and $t_1 + R\kappa^{2r-1}t_2 \leq t$, since $\log(2/\delta) > 1$. In set terms $(E_1^{\omega} \cap E_2^{\omega}) \subseteq E_\omega$, that implies $\mathbb{P}_Z(E_\omega) \geq \mathbb{P}_Z(E_1^{\omega} \cap E_2^{\omega})$, in particular

$$\mathbb{P}_Z(E_\omega) \geq \mathbb{P}_Z(E_1^{\omega} \cap E_2^{\omega}) \geq \mathbb{P}_Z(E_1^{\omega}) + \mathbb{P}_Z(E_2^{\omega}) - 1 \geq 1 - 2\delta,$$

where we used the fact that for any probability measure $P$ on a space $V$ and two events $A, B$ on $V$, we have $P(A \cap B) = P(A) + P(B) - P(A \cup B) \geq P(A) + P(B) - 1$. The last event that we need to define is $A \subseteq \Omega^M$ satisfying $\mathcal{N}_M(\lambda) \leq 1.5\mathcal{N}(\lambda)$. By Prop. 10, we know that $A$ holds with probability $\mathbb{P}_\Omega(A) \geq 1 - \delta$.

Now we characterize the probability of $Q|\omega$ when $\omega \in A$. Denote with $t_E$ the rhs of Eq. 29 defining $E_\omega$ and $t_Q$ the rhs of Eq. 26 defining $Q$ (and so $Q|\omega$). When $\omega \in A$, we have that $\mathcal{N}_M(\lambda) \leq 1.5\mathcal{N}(\lambda)$ and so $t_E \leq t_Q$. Then, when $\omega \in A$, we have that $S(\lambda, M, n) \leq t_Q$, that is $E_\omega \subseteq Q|\omega$, implying that $\mathbb{P}_Z(E_\omega) \leq \mathbb{P}_Z(Q|\omega)$. By using the expansion of $\mathbb{P}(Q)$ in Eq. 26 we have

$$\mathbb{P}(Q) = \int_A \mathbb{P}_Z(Q|\omega) d\mathbb{P}_\Omega(\omega) + \int_{\Omega^M \setminus A} \mathbb{P}_Z(Q|\omega) d\mathbb{P}_\Omega(\omega) \geq \int_A \mathbb{P}_Z(Q|\omega) d\mathbb{P}_\Omega(\omega) \geq (1 - 2\delta) \int_A d\mathbb{P}_\Omega(\omega) \geq (1 - 2\delta)(1 - \delta) \geq 1 - 3\delta.$$
A.3.2 Estimates for $C(\lambda, M)$

Lemma 8 (Bounding $C(\lambda, m)$). Let $C(\lambda, M)$ as in Thm. 4, point 2. Let $\delta \in (0, 1/2]$ and $\lambda > 0$.
Under Asm. $\Delta$, following holds with probability at least $1 - 2\delta$

$$C(\lambda, m) \leq 4R\kappa^{2r-1} \left( \frac{\sqrt{\lambda F_\infty(\lambda) \log \frac{2}{\delta}}}{M^r} + \sqrt{\frac{\lambda N(\lambda)^{2r-1} F_\infty(\lambda) 2^{-2r} \log \frac{2}{\delta}}{M}} \right) t^{1-r},$$

when $M \geq (4 + 18 F_\infty(\lambda)) \log \frac{8\kappa^2}{M}$ and $t := \log \frac{11\kappa^2}{\lambda}$.

Proof. We now study $A.3.2$ Estimates for $F$ recall that $z$ does not depend on the term $(\log(2 + 1 + \log \frac{2}{\delta}) \log \frac{2}{\delta})$, indeed by Lemma. 1, the linearity and the ciclicity of the trace, we have,

$$N(\lambda) := \text{Tr}(L_\lambda^{-1}L) = \text{Tr} \left( L_\lambda^{-1} \int \psi_\omega \otimes \psi_\omega d\pi(\omega) \right) = \int \text{Tr}(L_\lambda^{-1}(\psi_\omega \otimes \psi_\omega)) d\pi(\omega)$$

where the last steps are due to the identity $\text{Tr}(A(v \otimes v)) = \langle v, Av \rangle = \|A^{1/2}v\|^2$ valid for any vector $v$ and any bounded self-adjoint positive operator $A$ on a Hilbert space.

Define $A \subseteq \Omega^M$ the event satisfying

$$\|L_\lambda^{-1/2}(L - L_M)\| \leq \frac{4\sqrt{F_\infty(\lambda)\kappa^2 \log \frac{2}{\delta}}}{M} + \sqrt{\frac{4\kappa^2 N(\lambda) \log \frac{2}{\delta}}{M}}.$$ 

By the fact that $\|\cdot\|$ is $\|\cdot\|_{HS}$ and by Prop. 5 with $v_i = L_\lambda^{-1/2}\psi_{w_i}$ and $z_i = \psi_{w_i}$ for $i \in \{1, \ldots, M\}$ and $Q = T = L$, $T_n = L_M$, we know that the event $A$ has probability $P_\Omega(A) \geq 1 - \delta$.

Define $B \subseteq \Omega^M$ the event satisfying

$$\|L_\lambda^{-1/2}(L - L_M)\| \leq \frac{2\eta(1 + F_\infty(\lambda))}{3M} + \sqrt{\frac{2\eta F_\infty(\lambda)}{M}},$$

with $\eta := \log \frac{8\kappa^2}{M}$. By Prop. 6, with $Q = L$ and $v_i = \psi_{w_i}$ for $i \in \{1, \ldots, M\}$, we know that $B$ has probability $P_\Omega(B) \geq 1 - \delta$.

Now set $E = A \cap B$. When $E$ holds and under the assumption that $M \geq (4 + 18 F_\infty(\lambda)) \log \frac{8\kappa^2}{M}$, we have that the right hand side of Eq. (32) is smaller than $\sqrt{\frac{2\eta F_\infty(\lambda) \log \frac{2}{\delta}}{M}}$, and $\eta = \log \frac{2}{\delta} + \log \frac{4\kappa^2}{\lambda}$, so

$$C(\lambda, M) \leq R\kappa^{2r-1} \left( \frac{\sqrt{\lambda F_\infty(\lambda) \log \frac{2}{\delta}}}{M^r} + \sqrt{\frac{\lambda N(\lambda)^{2r-1} F_\infty(\lambda) 2^{-2r} \log \frac{2}{\delta}}{M}} \right) t^{1-r} \leq 4R\kappa^{2r-1} \left( \frac{\sqrt{\lambda F_\infty(\lambda) \log \frac{2}{\delta}}}{M^r} + \sqrt{\frac{\lambda N(\lambda)^{2r-1} F_\infty(\lambda) 2^{-2r} \log \frac{2}{\delta}}{M}} \right) \left( 1 + \log \frac{4\kappa^2}{\lambda} \right)^{1-r}.$$
A.3.3 Estimates for $\beta$

**Lemma 9 (Bounding the norm of $C_M$).** Let $\delta \in (0, 1]$. Under Assm. 8, the following holds with probability at least $1 - \delta$,

$$\|C_M\| \geq \frac{3}{4}\|L\|,$$

when $M \geq 32\left(\frac{\kappa^2}{\|L\|} + \kappa^2\right) \log \frac{2}{\delta}$.

**Proof.** Define the event $A \in \Omega^M$ as the one satisfying

$$\|L - L_M\|_{HS} \leq \frac{4\kappa^2}{M} \log \frac{2}{\delta} - \sqrt{\frac{2\kappa^2}{M} \log \frac{2}{\delta}}.$$

Note that when $\omega \in A$ and $M \geq 32\left(\frac{\kappa^2}{\|L\|} + \kappa^2\right) \log \frac{2}{\delta}$, we have $\|L - L_M\|_{HS} \leq \frac{1}{4}\|L\|$ and, by using the characterization of $C_M, L_M$ in Rem. 8 and the fact that $\|\cdot\|_{HS} \geq \|\cdot\|$, we have

$$\|C_M\| = \|S_M^*S_M\| = \|S_MS_M^*\| = \|L_M\| \geq \|\|L\| - \|L - L_M\|\|
\geq \|\|L\| - \|L - L_M\|\| \geq \|\|L\| - \|L - L_M\|_{HS}\| \geq \|\|L\| - \frac{1}{4}\|L\| \geq \frac{3}{4}\|L\|.$$

Now we find a lower bound for the probability of $A$. Let $\zeta_i = L - \psi_{\omega_i} \otimes \psi_{\omega_i}$ be a random operator with $\omega_i$ independently and identically distributed w.r.t $\pi$ and $i \in \{1, \ldots, M\}$. We have that $L - L_M = \frac{1}{M} \sum_{i=1}^{M} \zeta_i$ and $Ex_i = 0$, by the characterization of $L$ in Lemma 8. Denote with $L$ the Hilbert space of Hilbert-Schmidt operators on $L^2(X, \mu_X)$. Now note that, since it is trace class, $\zeta_i$ is a random vector belonging to $L$, so we can apply Prop. 2 with $T = \sup_{\omega \in \Omega} \|L - \psi_{\omega} \otimes \psi_{\omega}\|_{HS} \leq 2\kappa^2$ and $S = E\|\zeta_i\|_{HS}^2 \leq \kappa^2$, obtaining that $\mathbb{P}_\Omega(A) \geq 1 - \delta$.

**Lemma 10 (Bounding $\beta$).** Let $\delta \in (0, 1/3]$, and $\beta$ be as in Thm. 4 point 3. Under Assm. 8, the following holds with probability at least $1 - 3\delta$,

$$\beta < 2,$$

when $0 < \lambda \leq \frac{3}{4}\|L\|$, and

$$n \geq 18 \left(2 + \frac{\kappa}{\lambda}\right) \log \frac{4\kappa^2}{\lambda \delta}, \quad M \geq 18 \left(2 + \mathcal{F}_\infty(\lambda)\right) \log \frac{4\kappa^2}{\lambda \delta} \vee 32 \left(\frac{\kappa^2}{\|L\| + \kappa^2}\right) \log \frac{2}{\delta}.$$

**Proof.** Let $\beta_1, \beta_2$ be defined as in Thm. 4 point 3. To bound $\beta$ in probability, we first bound $\beta_1$ and $\beta_2$ in probability, and then, under the intersection of the events, we control $\beta$. First of all, denote with (a) the condition on $\lambda$, with (b) the condition on $n$ and with (c.1) the condition $M \geq 32\left(\frac{\kappa^2}{\|L\| + \kappa^2}\right) \log \frac{2}{\delta}$, while with (c.2) the condition $M \geq 18 \left(2 + \mathcal{F}_\infty(\lambda)\right) \log \frac{4\kappa^2}{\lambda \delta}$. Define the event $E \subseteq W$ as the one satisfying $\beta_1 \leq \frac{1}{3}$. To bound the probability of $E$ we need an auxiliary event $A \in \Omega^M$ that is the one satisfying $\frac{3}{4}\|L\| \leq \|C_M\|$. The specific choice of $A$ will be made clear later. We have

$$\mathbb{P}(E) = \int_A \mathbb{P}_Z(E|\omega) d\mathbb{P}_\Omega(\omega) + \int_{\Omega^M \setminus A} \mathbb{P}_Z(E|\omega) d\mathbb{P}_\Omega(\omega) \geq \int_A \mathbb{P}_Z(E|\omega) d\mathbb{P}_\Omega(\omega).$$

By Prop. 8 and Rem. 8 point 3, we know that $\mathbb{P}_Z(E|\omega) \geq 1 - \delta$, for any $\omega$, when $\lambda \leq \|C_M\|$ and condition (b) hold. Note that, when $\omega$ is in $A$ then $\frac{3}{4}\|L\| \leq \|C_M\|$ and so the condition
\( \lambda \leq \|C_M\| \) is always satisfied by assuming (a). Then under (a), (b), we have \( \mathbb{P}(E|\omega) \geq 1 - \delta \) when \( \omega \in A \), and so under the same conditions

\[
\mathbb{P}(E) \geq \int_A \mathbb{P}(E|\omega) d\mathbb{P}_\Omega(\omega) \geq (1 - \delta) \int_A d\mathbb{P}_\Omega(\omega) = (1 - \delta)\mathbb{P}_\Omega(A).
\]

By Lemma \ref{lem:covering}, \( \mathbb{P}_\Omega(A) \geq 1 - \delta \), when (c.1) holds, so \( \mathbb{P}(E) \geq (1 - \delta)\mathbb{P}_\Omega(A) \geq (1 - \delta)^2 \geq 1 - 2\delta \) when (a), (b), (c.1) hold.

Define \( D_0 \subseteq \Omega^M \) as the event satisfying \( \beta_2 \leq \frac{1}{4} \). By Prop. \ref{prop:covering} and Rem. \ref{rem:covering} point 3, we know that \( \mathbb{P}_\Omega(D_0) \geq 1 - \delta \), when the condition (c.2) and (a) hold. So the event \( D := Z \times D_0 \) has probability \( \mathbb{P}(D) = \mathbb{P}_\Omega(D_0) = 1 - \delta \), when (c.2) holds. Finally, note that under the conditions (a), (b), (c.1), (c.2), when the event \( D \cap E \) hold, we have \( \beta \leq (2/3)^{-3/2} < 2 \). The probability of \( D \cap E \) under the conditions (a), (b), (c.1), (c.2) has probability

\[
\mathbb{P}(D \cap E) = \mathbb{P}(D) + \mathbb{P}(E) - \mathbb{P}(D \cup E) \geq \mathbb{P}(D) + \mathbb{P}(E) - 1 \geq 1 - 3\delta.
\]

\( \Box \)

### A.4 Proof of the Main Result

Here we prove Thm. \ref{thm:main1} \ref{thm:main2} \ref{thm:main3} that are the main results of the paper. In particular the following Thm. \ref{thm:maingeneral} is a general version of the three theorem above, without the need of Assumptions \ref{asm:main1} \ref{asm:main2} and valid for a wide range of \( \lambda, M \). In Thm. \ref{thm:maingeneral} we specialize the result of Thm. \ref{thm:maingeneral} selecting \( M \) in terms of \( \lambda \) such that the upper bound of the excess risk depends only on \( \lambda \) and is a proportional to the same upper bound for kernel ridge regression that leads to optimal generalization bounds. Note that Thm. \ref{thm:maingeneral} is again independent of Asm. \ref{asm:main1} \ref{asm:main2}. Finally, Thm. \ref{thm:mainfast} is obtained by Thm. \ref{thm:maingeneral} by adding Asm. \ref{asm:main1} \ref{asm:main2} and has all the constant explicit. Then Thm. \ref{thm:main1} is a specification of Thm. \ref{thm:mainfast} for the simple scenario where it is only required the existence of \( f_H \) (that is Asm. \ref{asm:main1} satisfied with \( \gamma = 1 \), Asm. \ref{asm:main2} satisfied with \( \rho = 1/2 \) and Asm. \ref{asm:main2} with \( \alpha = 1 \), see discussion after the introduction of the assumptions). Thm. \ref{thm:main2} is a specification of Thm. \ref{thm:maingeneral} for the fast rates (Asm. \ref{asm:main2} is satisfied with \( \alpha = 1 \)), while Thm. \ref{thm:main3} is a simplified version of Thm. \ref{thm:maingeneral} where the constants have been hidden.

**Theorem 5** (Generalization Bound for RF-KRLS). Let \( \delta \in (0, 1] \). Let \( \hat{f}_{\lambda, M} \) be as in Eq. \ref{eq:main1}. Under Asm. \ref{asm:main1} \ref{asm:main2} \ref{asm:main3} when \( 0 < \lambda \leq \frac{3}{4} \|L\| \) and

\[
n \geq 18 \left( 2 + \frac{\kappa^2}{\lambda} \right) \log \frac{36\kappa^2}{\lambda \delta},
\]

\[
M \geq 18 (q_0 + \mathcal{F}_\infty(\lambda)) \log \frac{108\kappa^2}{\lambda \delta},
\]

with \( q_0 = 2(2 + \frac{\kappa}{\|L\|} + \kappa^2) \), then the following holds with probability at least \( 1 - \delta \),

\[
\sqrt{\mathcal{E}(\hat{f}_{\lambda, M}) - \inf_{f \in H} \mathcal{E}(f)} \leq 2 \left( \frac{4B\kappa}{\sqrt{\lambda n}} + \sqrt{\frac{16\sigma^2 N(\lambda)}{n} + \mathcal{C}(\lambda, M) + R^*} \right) \log \frac{18}{\delta}.
\]

(35)

where \( \hat{B} = B + 2R\kappa, \hat{\sigma} = \sigma + 2\sqrt{R\kappa}, \)

\[
\mathcal{C}(\lambda, M) := R\kappa^{2r-1} \left( \frac{\sqrt{\lambda \mathcal{F}_\infty(\lambda)}}{M^r} + \sqrt{\frac{\lambda N(\lambda)^{2r-1} \mathcal{F}_\infty(\lambda)^{2-2r}}{M}} \right) t^{1-r}.
\]

(36)

and \( t := \log \frac{11\kappa^2}{\lambda} \).
Proof. Under Asm. 3, the existence of \( f_h \) in Asm. 4 and Asm. 5 plus Rem. 4 we have the following analytical decomposition of the excess risk, by Thm. 4

\[
|\mathcal{E}(\hat{f}_{\lambda,M}) - \inf_{f \in \mathcal{H}} \mathcal{E}(f)|^{1/2} \leq \beta (S(\lambda, M, n) + C(\lambda, M) + R\lambda^r),
\]

(37)

where the quantities \( \beta, C(\lambda, M) \) and \( S(\lambda, M, n) \) are defined in the statement of Thm. 4. Under the same assumptions, Lemma 8, 9 and 10 are devoted to bound in probability the three quantities, with the help of the concentration inequalities recalled in Section B plus some auxiliary results in Section D of the appendices.

Let \( \tau := \delta/9 \). Define the event \( D \subseteq W \) as the one satisfying \( \beta < 2 \) (see Subsection A.3 for the definition of the sample space \( W \) for learning with random features, and the associated probability measure \( \mathbb{P} \)). By Lemma 10 we know that the event \( D \) has probability \( \mathbb{P}(D) \geq 1 - 3\tau \), when the following conditions hold

\[
(d_1) \quad 0 \leq \lambda \leq \frac{3}{4} \|L\|, \quad \quad (d_2) \quad n \geq 18 (2 + \kappa/\lambda) \log \frac{4\kappa^2}{\lambda \tau},
\]

\[
(d_3) \quad M \geq 18 (2 + \mathcal{F}_\infty(\lambda)) \log \frac{4\kappa^2}{\lambda \tau} \lor 32 \left( \frac{\kappa^2}{\|L\|} + \kappa^2 \right) \log \frac{2}{\tau}.
\]

Define the event \( E \subseteq W \) as the one satisfying

\[
S(\lambda, M, n) \leq 4 \left( \frac{B\kappa}{\sqrt{n}} + \sqrt{\frac{\sigma^2 N(\lambda)}{n}} \right) \log \frac{2}{\tau}.
\]

(38)

By Lemma 8 we know that the probability of \( E \) is \( \mathbb{P}(E) \geq 1 - 4\tau \), when the following conditions hold

\[
(e_1) \quad 0 < \lambda < \|L\|, \quad \quad (e_2) \quad M \geq (4 + 18\mathcal{F}_\infty(\lambda)) \log \frac{12\kappa^2}{\lambda \tau}.
\]

Define the event \( G \subseteq W \) as the one satisfying

\[
C(\lambda, M) \leq C(\lambda, M),
\]

By Lemma 8 we know that \( G \) holds with probability \( \mathbb{P}(G) \geq 1 - 2\tau \), when the \( (d_1) \) and the following condition holds

\[
(g_1) \quad M \geq (4 + 18\mathcal{F}_\infty(\lambda)) \log \frac{8\kappa^2}{\lambda \tau}.
\]

Finally Eq. (33) is obtained from Eq. (37), by bounding \( \beta \) with 2, \( S(\lambda, M, n) \) with Eq. (8) and \( C(\lambda, M) \) by \( 4R\lambda \log \frac{2}{\tau} \). So by definition, Eq. (35) holds under the event \( D \cap E \cap G \) and the conditions \( (d_1), (e_1) \) on \( \lambda, (d_2) \) on \( n \) and \( (d_3), (e_2), (g_1) \) on \( M \). The event \( D \cap E \cap G \) has probability

\[
\mathbb{P}(D \cap E \cap G) = \mathbb{P}(W \setminus ((W \setminus D) \cup (W \setminus E) \cup (W \setminus G))) \geq 1 - [ (1 - \mathbb{P}(D)) + (1 - \mathbb{P}(E)) + (1 - \mathbb{P}(G)) ] = \mathbb{P}(D) + \mathbb{P}(E) + \mathbb{P}(G) - 2 \geq 1 - 9\tau.
\]

Finally note that the conditions on \( \lambda, n, M \) in the statement of this theorem imply, respectively, conditions \( (d_1), (e_1) \) on \( \lambda, (d_2) \) on \( n \), and \( (d_3), (e_2), (g_1) \) on \( M \).
Theorem 6 (Generalization Bound for RF-KRLS). Let $\delta \in (0, 1]$. Let $\hat{\lambda}_{\gamma, M}$ be as in Eq. (7). Under Asm. 3, 6, 4, when $0 < \lambda \leq \frac{2}{4\|L\|}$ and

$$n \geq 18 \left(2 + \frac{\kappa^2}{\lambda}\right) \log \frac{36\kappa^2}{\lambda\delta},$$

$$M \geq 4\kappa^2 \left(\frac{\mathcal{N}(\lambda)}{\lambda} \right)^{2r-1} \left(\mathcal{F}_\infty(\lambda) \log \frac{11\kappa^2}{\lambda} \right)^{2-2r} \lor 18 (q_0 + \mathcal{F}_\infty(\lambda)) \log \frac{108\kappa^2}{\lambda\delta},$$

with $q_0 = 2(2 + \frac{\kappa}{\|L\|} + \kappa^2)$, then the following holds with probability at least $1 - \delta$,

$$\sqrt{\mathcal{E}(\hat{\lambda}_{\gamma, M}) - \inf_{f \in H} \mathcal{E}(f)} \leq 8 \left(\frac{\hat{\mathcal{B}}_\kappa}{\sqrt{\lambda n}} + \sqrt{\frac{\hat{\sigma}^2 N(\lambda)}{n} \lor R^\gamma} \right) \log \frac{18}{\delta}.$$  \hspace{1cm} (39)

Here $\hat{\mathcal{B}} = B + 2R\kappa$, $\hat{\sigma} = \sigma + 2\sqrt{R}\kappa$.

Proof. First we apply Thm. 5 then we add a condition on $M$ with respect to $\lambda$ such that we can bound $\mathcal{C}(\lambda, M)$ with $R^\gamma$. The condition we will consider is the following

$$(g_2) \quad M \geq 4\kappa^2 \lambda^{1-2v} \mathcal{N}(\lambda)^{2v-1} \mathcal{F}_\infty(\lambda)^{2-2v} t^{2-2r}.$$ 

Indeed lower bounding with (the occurrences of $g_2$) the occurrences of $M$ in $\mathcal{C}(\lambda, M)$, we have

$$\mathcal{C}(\lambda, M) \leq R\kappa^{2r-1} \left(\sqrt{\frac{\lambda^{1+4r^2-4r} \mathcal{F}_\infty(\lambda)^{1+4r^2-4r}}{4\kappa^2 \lambda^{4r^2-4r} \mathcal{N}(\lambda)^{4r^2-2r}} + \sqrt{\frac{\lambda^{4r^2}}{4\kappa^2}} \right)$$

$$\leq R \left(\sqrt{\mathcal{N}(\lambda) := \text{Tr}(LL^{-1}) = \sum_{i \geq 1} \frac{\lambda_i(L)}{\lambda_i(L) + \lambda} \geq \frac{\lambda_1(L)}{\lambda_1(L) + \lambda} := \frac{\|L\|}{\|L\| + \lambda} > 1/2.} \right.$$ 

Second, that $t^{6r-4r^2-2} \geq 1$, since $6r - 4r^2 - 2 \geq 0$ on $r \in [1/2, 1]$ and $t \geq 1$, since $0 \leq \lambda \leq \frac{3}{4}\|L\| \leq \frac{4}{2}\kappa^2$. Third, that $\kappa^{12r - 8r^2 - 4} \geq 1$ and $\kappa^{4 - 4r} \geq 1$, since $12r - 8r^2 - 4 \geq 0$ and $4 - 4r > 0$ on $r \in [1/2, 1], \kappa > 1$.

The following theorem is a specialization of the previous one, under 4 and an explicit relation of $\lambda$ with respect to $n$.

Theorem 7. Let $\delta \in (0, 1]$. Under Asm. 3 and 6, 2 and 4, let $p := (2r + \gamma - 1)^{-1}$, and

$$n \geq \left(\frac{2}{\|L\|} \right)^{\frac{2r+1}{r}} \lor \left(264\kappa^2 p \log(556\kappa^2 \delta^{-1} \sqrt{p\kappa^2}) \right)^{1+p}$$

$$\lambda_n = n^{-\frac{1}{2r+\gamma}},$$

$$M_n \geq c_0 n \frac{n^{\alpha + (2r-1)(1+\gamma - \alpha)}}{2r+\gamma} \log \frac{108\kappa^2}{\lambda\delta},$$
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with \( c_0 = 9(3 + 4\kappa^2 + \frac{4\kappa^2}{\|L\|} + \frac{\kappa^2}{3}Q2^{r-1}F2^{-2r}) \), then the following holds with probability at least 1 – \( \delta \),

\[
\mathcal{E}(\hat{f}_{\lambda_n,M_n}) - \inf_{f \in \mathcal{H}} \mathcal{E}(f) \leq c_1 \log^2 \frac{18}{\delta} n^{-\frac{2r}{2r+1}}, \tag{40}
\]

and \( c_1 = 64(\bar{B}\kappa + \sigma Q + R)^2 \).

**Proof.** Let \( \lambda = n^{-\frac{1}{2r+1}} \) in Thm. 6 and substitute \( F_\infty(\lambda) \) and \( N(\lambda) \) by their bounds given in Asm. 5. 2. Note that to guarantee that \( n \) satisfies the associated constraint with respect to \( \lambda \), in Thm. 6 and that \( \lambda \) is in \( (0, \frac{3}{4}\|L\|) \) we need that \( n \geq \left( \frac{4}{3\|L\|} \right)^{\frac{1}{p+1}} \)

\[
n \geq \left( 264\kappa^2 p \log \frac{556\kappa^2 \sqrt{p\kappa^2}}{\delta} \right)^{1+p},
\]

with \( p = \frac{1}{2r+1-1} \).

Note that the theorems in Sect 3 are corollaries of the theorem above. For the sake of readability, in contrast to Thm. 7, the results in Thm. 1, 2, 3 are expressed with respect to \( \tau := \log \frac{1}{p} \). Moreover in the statement of Thm. 1, 2, 3 the constants and the logarithmic terms are omitted. They can be recovered by plugging the coefficients detailed in the following proofs in the statement of Thm. 7.

**Proof of Theorem 1.** This is an application of Thm. 7 with minimum number of assumptions. Indeed the existence of \( f_H \) and the fact that \(|y| \leq B \) a.s. satisfies Asm. 4 with \( \sigma = B = 2b \). The fact that \( X = \mathbb{R}^d \) and that \( \psi \) is bounded continuous satisfy Asm. 3 and so the kernel is bounded by \( \kappa^2 \). Since the kernel is bounded, we have that Asm. 5 is always satisfied with \( \gamma = 1, Q = \kappa; \) Asm. 6 is always satisfied with \( r = 1/2, R = 1 \vee \|f_H\|_H; \) Asm. 2 is always satisfied with \( \alpha = 1, F = \kappa^2 \). In particular we have the following constants \( n_0 := 4\|L\|^{-2} \vee \left( 264\kappa^2 \log \frac{556\kappa^2}{\delta} \right)^2 \),

\[
c_0 := 9 \left( 3 + 4\kappa^2 + \frac{4\kappa^2}{\|L\|} + \frac{\kappa^4}{4} \right), \quad c_1 := 8(\bar{B}\kappa + \bar{\sigma}\kappa + 1 \vee \|f_H\|_H),
\]

with \( \bar{B} := 2b + 2\kappa(1 \vee \|f_H\|_H) \) and \( \bar{\sigma} := 2b + 2\kappa\sqrt{1 \vee \|f_H\|_H} \).

**Corollary 1.** Under the same assumptions of Thm. 7, if \( n \geq \|L\|^{-2} \vee \left( 1056 \log \frac{1056\sqrt{278\kappa^2}}{\sqrt{\delta}} \right)^2 \) and \( \lambda_n = n^{-1/2} \), then a number of random features \( M_n \) equal to

\[
M_n = 2c_0 \sqrt{n} \log (c_2n),
\]

is enough to guarantee that

\[
\mathbb{E} \mathcal{E}(\hat{f}_{\lambda_n,M_n}) - \mathcal{E}(f_H) \leq \frac{4c_1}{\sqrt{n}}.
\]

In particular the constants \( c_0, c_1 \) are as in Thm. 7 and \( c_2 = \frac{8\kappa^2\sqrt{\kappa}}{\sqrt{\delta}} \).

**Proof.** In the rest we will denote \( \mathcal{E}(\hat{f}_{\lambda_n,M_n}) - \mathcal{E}(f_H) \), with \( \mathcal{R}(\hat{f}_{\lambda_n,M_n}) \) and will use the notation of Sect. A.2. Fix \( \delta_0 = \frac{2c_0}{\sqrt{\kappa}}n^{-1} \). Denote with \( E \), the event satisfying \( \mathcal{R}(\hat{f}_{\lambda_n,M_n}) > t_0 \), with \( t_0 := c_1 \log^2 \frac{18}{\delta_0} n^{-1/2} \).
First, note that $M_n \geq 2c_0 \sqrt{n} \log \left( \frac{8e^2 \sqrt{n}}{\sqrt{\lambda}} \right)$, satisfies $M_n \geq 2c_0 \sqrt{n} \log \frac{108e^2 \sqrt{n}}{\delta_0}$ and any $n \geq \|L\|^{-2} \vee \left( 1056 \log \frac{1056 \sqrt{278e^2 b}}{\sqrt{c_1}} \right)^2$ satisfies $n \geq n_0(\delta_0)$ with $n_0(\delta)$ as in Thm. 1. So, we can apply Thm. 1 from which we know that $E$ holds with probability smaller than $\delta_0$.

Second, by Rem. 1 and Rem. 4 we have that

\[
\mathcal{R}(\widehat{f}_{\lambda,M_n}) = \|S_M \tilde{C}^{-1}_{M,\lambda} \hat{S}_{M} \| - P_{\rho_X} \leq \|S_M \| \| \tilde{C}^{-1}_{M,\lambda} \| \| \hat{S}_{M}\|_{\mathbb{R}^n} + \|P\| \|f_\rho\|_{\rho_X}
\]

(41)

\[
\leq \frac{\kappa^2b}{\lambda} + b \leq \frac{2\kappa^2b}{\lambda} =: R_0,
\]

(42)

where we used the fact that $\|S_M\|, \|\hat{S}_M\| \leq \kappa$ (see Def. 2), that $\|\tilde{C}^{-1}_{M,\lambda}\| \leq \lambda^{-1}$, that $\|\hat{\psi}\|^2 = \frac{1}{n} \sum y_i$, that $f_\rho(x) = E[y|x]$, that the $y_i$s are bounded in $[-b,b]$, and the fact that $\kappa^2/\lambda \geq 1$, by definition of $\kappa, \lambda$.

Now, by denoting with $1_E$ the indicator function for $E$, we have

\[
\mathbb{E} \mathcal{R}(\widehat{f}_{\lambda,M_n}) = \mathbb{E} 1_E \mathcal{R}(\widehat{f}_{\lambda,M_n}) + \mathbb{E} 1_{\bar{E}} \mathcal{R}(\widehat{f}_{\lambda,M_n}).
\]

In particular

\[
\mathbb{E} 1_E \mathcal{R}(\widehat{f}_{\lambda,M_n}) \leq R_0 \mathbb{E} 1_E = R_0 P(\mathbb{E}) \leq R_0 \delta_0.
\]

For the second term we have

\[
\mathbb{E} 1_{\bar{E}} \mathcal{R}(\widehat{f}_{\lambda,M_n}) = \mathbb{E} 1_{\{\mathcal{R}(\widehat{f}_{\lambda,M_n}) \leq t_0\}} \mathcal{R}(\widehat{f}_{\lambda,M_n}) = \int_0^{t_0} \mathbb{P}(\mathcal{R}(\widehat{f}_{\lambda,M_n}) > t) dt.
\]

By changing variable, in the integral above, via $t = \frac{c_1}{\sqrt{n}} \log \frac{18}{\delta}$, and using the fact that $\mathbb{P}(\mathcal{R}(\widehat{f}_{\lambda,M_n}) > \frac{c_1}{\sqrt{n}} \log \frac{18}{\delta}) \leq \delta$, we have

\[
\int_0^{t_0} \mathbb{P}(\mathcal{R}(\widehat{f}_{\lambda,M_n}) > t) dt = \frac{c_1}{\sqrt{n}} \int_{\delta_0}^{18} \log \frac{18}{\delta} \mathbb{P}(\mathcal{R}(\widehat{f}_{\lambda,M_n}) > \frac{c_1}{\sqrt{n}} \log \frac{18}{\delta}) d\delta
\]

\[
\leq \frac{2c_1}{\sqrt{n}} \int_{\delta_0}^{18} \log \frac{18}{\delta} d\delta
\]

\[
= \frac{2c_1}{\sqrt{n}} \left( 18 - \delta_0 \left( 1 + \log \frac{18}{\delta_0} \right) \right) \leq \frac{36c_1}{\sqrt{n}}.
\]

So finally we have

\[
\mathbb{E} \mathcal{R}(\widehat{f}_{\lambda,M_n}) \leq R_0 \delta_0 + \frac{36c_1}{\sqrt{n}} = \frac{40c_1}{\sqrt{n}}.
\]

\[
\square
\]

**Proof of Theorem 2.** This is an application of Thm. 7 where assumption Asm. 2 is satisfied with $F = \kappa^2$ and $\alpha = 1$. Indeed the existence of $f_H$ and the fact that $|y| \leq B$ a. s. satisfies Asm. 4 with $\sigma = B = 2b$. The fact that $X = \mathbb{R}^d$ and that $\psi$ is bounded continuous satisfy, Asm. 3 and so the kernel is bounded by $\kappa^2$. Since the kernel is bounded, we have that Asm. 2 is always satisfied with $\alpha = 1, F = \kappa^2$. Asm. 4 and Asm. 5 are directly satisfied by Asm. 7. In particular we obtain $n_0 := (2/\|L\|)^{\frac{1}{1+p}} \vee \left( 264\kappa^2 p \log(556\kappa^2 \delta^{-1} \sqrt{pn^2}) \right)^{1+p},$

\[
c_0 := 9 \left( 3 + 4\kappa^2 + \frac{18\kappa^2}{\|L\|} + \frac{\kappa^4 - 2r}{4} \right) Q^{2r-1},
\]

$c_1 := 64 (B + \delta Q + R)^2,$

with $B := 2b + 2\kappa R$ and $\delta := 2b + 2\kappa \sqrt{R}$. \[
\square
\]
Proof of Example 2. By definition of $\psi, \pi_s$ we have

$$\int \psi_s(x, \omega) \psi_s(x', \omega) d\pi_s(\omega) = \int \psi(x, \omega) \sqrt{C_s(\omega)} \psi(x', \omega) \sqrt{C_s(\omega)} \frac{1}{C_s(\omega)} d\pi(\omega)$$

$$= \int \psi(x, \omega) \psi(x', \omega) d\pi(\omega) = K(x, x').$$

Now we show that $\psi, \pi_s$ achieves $F_\infty(\lambda) = N(\lambda)$. By recalling that $s(\omega) = \|(L + \lambda I)^{-1/2} \psi(\cdot, \omega)\|_{L^2}$, we have

$$F_\infty(\lambda) = \sup_{\omega \in \Omega} \|(L + \lambda I)^{-1/2} \psi(\cdot, \omega)\|_{L^2}^2 = C_s \sup_{\omega \in \Omega} s(\omega) \|(L + \lambda I)^{-1/2} \psi(\cdot, \omega)\|_{L^2}^2$$

$$= C_s \sup_{\omega \in \Omega} \|(L + \lambda I)^{-1/2} \psi(\cdot, \omega)\|_{L^2}^2 \|(L + \lambda I)^{-1/2} \psi(\cdot, \omega)\|_{L^2}^2 = C_s.$$

We recall that $C_s = \int \frac{1}{\pi(\omega)} d\pi$. Denoting with $\psi_\omega$ the function $\psi(\cdot, \omega)$ and considering that $\|Ax\|_{L^2} = \text{Tr}(A^2(x \otimes x))$ for any bounded symmetrix linear operator $A$ and vector $v$, and that the trace is linear,

$$F_\infty(\lambda) = C_s = \int \|(L + \lambda I)^{-1/2} \psi_\omega\|_{L^2}^2 d\pi(\omega) = \int \text{Tr}((L + \lambda I)^{-1} (\psi_\omega \otimes \psi_\omega)) d\pi(\omega)$$

$$= \text{Tr} \left((L + \lambda I)^{-1} \int (\psi_\omega \otimes \psi_\omega) d\pi(\omega)\right) = \text{Tr}((L + \lambda I)^{-1} L) = N(\lambda).$$

where the fact that $L = \int \psi_\omega \otimes \psi_\omega d\pi(\omega)$ is due to Lemma 11. \qed

Proof of Theorem 3. This is a version of Thm. 7 with simplified set of assumptions. Indeed the existence of $f_\mathcal{H}$ and the fact that $|y| \leq B$ a. s. satisfies Asm. 4 with $\sigma = \bar{B} = 2b$. The fact that $X = \mathbb{R}^d$ and that $\psi$ is bounded continuous, satisfy Asm. 3 and so the kernel is bounded by $\kappa^2$. Asm. 4 and Asm. 6 are directly satisfied by Asm. 1. In particular we obtain $n_0 := (2/\|L\|)^{\frac{p+1}{2}} \lor \left(264\kappa^2 p \log(556\kappa^2 \delta^{-1} \sqrt{p\kappa^2})\right)^{1+p}$,

$c_0 := 9 \left(3 + 4\kappa^2 + \frac{4\kappa^2}{\|L\|} + \frac{\kappa^2}{4} Q^{2r-1} L^{2-2r}\right)$, \quad $c_1 := 64 \left(\bar{B}\kappa + \bar{\sigma}Q + R\right)^2$,

with $\bar{B} := 2b + 2\kappa R$ and $\bar{\sigma} := 2b + 2\kappa \sqrt{\bar{R}}$. \qed

B Concentration Inequalities

Here we recall some standard concentration inequalities that will be used in Sect. A.3. The following inequality is from Thm.3 of [28] and will be used in Lemma 10 together with other inequalities, to concentrate the empirical effective dimension to the true effective dimension.

Proposition 1 (Bernstein’s inequality for sum of random variables). Let $x_1, \ldots, x_n$ be a sequence of independent and identically distributed random variables on $\mathbb{R}$ with zero mean. If there exists an $T, S \in \mathbb{R}$ such that $x_i \leq T$ almost everywhere and $\mathbb{E}x_i^2 \leq S$, for $i \in \{1, \ldots, n\}$. For any $\delta > 0$ the following holds with probability at least $1 - \delta$:

$$\frac{1}{n} \sum_{i=1}^{n} x_i \leq \frac{2T \log \frac{1}{\delta}}{3n} + \sqrt{\frac{2S \log \frac{1}{\delta}}{n}}.$$

If there exists $T' \geq \max_i |x_i|$ almost everywhere, then the same bound, with $T'$ instead of $T$, holds for the for the absolute value of the left hand side, with probability at least $1 - 2\delta$. \hfill 31
Proof. It is a restatement of Theorem 3 of [28].

The following inequality is and adaptation of Thm. 3.3.4 in [29], and is a generalization of the previous one to random vectors. It is used primarily in Lemma 6 to control the sample error. Moreover it is used in Prop. 10, Lemma 10, to control the empirical effective dimension and to bound the term $\beta$ of Thm. 4, in the main theorem. Finally it is used to prove the inequality in Prop. 5.

**Proposition 2** (Bernstein’s inequality for sum of random vectors). Let $z_1, \ldots, z_n$ be a sequence of independent identically distributed random vectors on a separable Hilbert space $\mathcal{H}$. Assume $\mu = \mathbb{E} z_i$ exists and let $\sigma, M \geq 0$ such that

$$
\mathbb{E} \left\| z_i - \mu \right\|_p^p \leq \frac{1}{2} p! \sigma^p M^{p-2}, \quad \forall p \geq 2,
$$

for any $i \in \{1, \ldots, n\}$. Then for any $\delta \geq 0$:

$$
\left\| \frac{1}{n} \sum_{i=1}^{n} z_i - \mu \right\|_p \leq \frac{2M \log \frac{2}{\delta}}{n} + \sqrt{\frac{2\sigma^2 \log \frac{2}{\delta}}{n}}
$$

with probability at least $1 - \delta$.

**Proof.** Restatement of Theorem 3.3.4 of [29].

The following inequality is essentially Thm. 7.3.1 in [30] (generalized to separable Hilbert spaces by the technique in Section 4 of [31]). It is a generalization of the Bernstein inequality to random operators. It is mainly used to prove the inequality in Prop. 6.

**Proposition 3** (Bernstein’s inequality for sum of random operators). Let $\mathcal{H}$ be a separable Hilbert space and let $X_1, \ldots, X_n$ be a sequence of independent and identically distributed self-adjoint positive random operators on $\mathcal{H}$. Assume that there exists $\mathbb{E} X_i = 0$ and $\lambda_{\max}(X_i) \leq T$ almost surely for some $T > 0$, for any $i \in \{1, \ldots, n\}$. Let $S$ be a positive operator such that $\mathbb{E}(X_i)^2 \leq S$. Then for any $\delta \geq 0$ the following holds

$$
\lambda_{\max} \left( \frac{1}{n} \sum_{i=1}^{n} X_i \right) \leq \frac{2T\beta}{3n} + \sqrt{\frac{2\|S\|\beta}{n}}
$$

with probability at least $1 - \delta$. Here $\beta = \log \frac{2\mathbb{Tr} S}{\|S\|\beta}$.

If there exists $L'$ such that $L' \geq \max_i \|X_i\|$ almost everywhere, then the same bound holds with $L'$ instead of $L$ for the operator norm, with probability at least $1 - 2\delta$.

**Proof.** The theorem is a restatement of Theorem 7.3.1 of [30] generalized to the separable Hilbert space case by means of the technique in Section 4 of [31].

**C Operator Inequalities**

Let $\mathcal{H}, \mathcal{K}$ be separable Hilbert spaces and $A, B : \mathcal{H} \to \mathcal{H}$ bounded linear operators.

The following inequality is needed to prove the interpolation inequality in Prop. 9 that is needed to perform a fine split of the computational error.

**Proposition 4** (Cordes Inequality [32]). If $A, B$ are self-adjoint and positive, then

$$
\|A^s B^s\| \leq \|AB\|^s \quad \text{when } 0 \leq s \leq 1
$$
D Auxiliary Results

The next proposition is used in Lemma 7 to control the sample error. It is based on the Bernstein inequality for random vectors, Prop. 2.

**Proposition 5.** Let \( \mathcal{H}, \mathcal{K} \) be two separable Hilbert spaces and \((v_1, z_1), \ldots, (v_n, z_n) \in \mathcal{H} \times \mathcal{K} \), with \( n \geq 1 \), be independent and identically distributed random pairs of vectors, such that there exists a constant \( \kappa > 0 \) for which \( \|v\|_\mathcal{H} \leq \kappa \) and \( \|z\|_\mathcal{K} \leq \kappa \) almost everywhere. Let \( Q = \mathbb{E}v \otimes v \), let \( T = \mathbb{E}v \otimes z \) and \( T_n = \frac{1}{n} \sum_{i=1}^{n} v_i \otimes z_i \). For any \( 0 < \lambda \leq \|Q\| \) and any \( \tau \geq 0 \), the following holds

\[
\|(Q + \lambda I)^{-1/2}(T - T_n)\|_{\text{HS}} \leq \frac{4\sqrt{\tilde{F}_\infty(\lambda)\kappa \log 2}}{n} + \sqrt{\frac{4\kappa^2 \tilde{N}(\lambda) \log 2}{n}}
\]

with probability at least \( 1 - \tau \), where \( \text{ess sup} \) denotes the essential supremum and

\[
\tilde{F}_\infty(\lambda) := \text{ess sup}_{v \in \mathcal{H}} \|(Q + \lambda I)^{-1/2}v\|_2, \quad \tilde{N}(\lambda) := \text{Tr}((Q + \lambda I)^{-1/2}Q).
\]

In particular, we recall that \( \tilde{N}(\lambda) \leq \tilde{F}_\infty(\lambda) \leq \frac{\kappa^2}{2}\).

**Proof.** Define for any \( i \in \{1, \ldots, n\} \) the random operator \( \zeta_i = (Q + \lambda I)^{-1/2}v_i \otimes z_i \). Note that \( \mathbb{E}\zeta_i = (Q + \lambda I)^{-1/2}T \). Since \( \zeta_i \) is a vector in the Hilbert space of Hilbert-Schmidt operators on \( \mathcal{H} \), we study the moments of \( \|\zeta_i - \mathbb{E}\zeta_i\|_{\text{HS}} \) in order to apply Prop. 2. We recall that

\[
\text{ess sup}_{\mathcal{H}}\|\zeta_i - \mathbb{E}\zeta_i\|_{\text{HS}} \leq \text{ess sup}_{\mathcal{H}}\|\zeta_i\|_{\text{HS}} + \mathbb{E}\|\zeta_i\|_{\text{HS}} \leq 2\text{ess sup}_{\mathcal{H}}\|\zeta_i\|_{\text{HS}}
\]

\[
= 2\text{ess sup}_{\mathcal{H}}\|(Q + \lambda I)^{-1/2}v_i \otimes z_i\|_{\text{HS}} \leq \text{ess sup}_{\mathcal{H}}\|(Q + \lambda I)^{-1/2}v_i\|_\mathcal{H}\|z_i\|_\mathcal{K}
\]

\[
\leq 2\text{ess sup}_{\mathcal{H}}\|(Q + \lambda I)^{-1/2}v_i\|_\mathcal{H}\text{ess sup}_{\mathcal{K}}\|z_i\|_\mathcal{K} = 2\tilde{F}_\infty(\lambda)^{1/2}\kappa.
\]

For any \( p \geq 2 \) we have

\[
\mathbb{E}\|\zeta_i - \mathbb{E}\zeta_i\|^p_{\text{HS}} \leq (\text{ess sup}_{\mathcal{K}}\|\zeta_i - \mathbb{E}\zeta_i\|^{p-2}_{\text{HS}})(\mathbb{E}\|\zeta_i - \mathbb{E}\zeta_i\|^2_{\text{HS}}) \leq (2\tilde{F}_\infty(\lambda)^{1/2}\kappa)^{p-2}\mathbb{E}\|\zeta_i - \mathbb{E}\zeta_i\|^2_{\text{HS}}.
\]

Now we study \( \mathbb{E}\|\zeta_i - \mathbb{E}\zeta_i\|^2_{\text{HS}} \).

\[
\mathbb{E}\|\zeta_i - \mathbb{E}\zeta_i\|^2_{\text{HS}} = \text{Tr}(\mathbb{E}\zeta_i \otimes \zeta_i - (\mathbb{E}\zeta_i)^2) \leq \text{Tr}(\mathbb{E}\zeta_i \otimes \zeta_i) = \mathbb{E}\|z_i\|^2 \text{Tr}((Q + \lambda I)^{-1/2}(v_i \otimes v_i)(Q + \lambda I)^{-1/2}) \leq \text{ess sup}_{\mathcal{K}}\|z_i\|^2_{\mathcal{K}} \mathbb{E}\text{Tr}((Q + \lambda I)^{-1/2}(v_i \otimes v_i)(Q + \lambda I)^{-1/2}) \leq \text{ess sup}_{\mathcal{K}}\|z_i\|^2_{\mathcal{K}} \mathbb{E}\text{Tr}((Q + \lambda I)^{-1/2}(v_i \otimes v_i)(Q + \lambda I)^{-1/2}) \leq \kappa^2 \mathbb{E}\text{Tr}((Q + \lambda I)^{-1}Q) = \kappa^2 \tilde{N}(\lambda),
\]

for any \( 1 \leq i \leq n \). Therefore for any \( p \geq 2 \) we have

\[
\mathbb{E}\|\zeta_i - \mathbb{E}\zeta_i\|^p_{\text{HS}} \leq \frac{1}{2}p!\sqrt{2\kappa^2 \tilde{N}(\lambda)^2} (2\tilde{F}_\infty(\lambda)^{1/2}\kappa)^{p-2}.
\]

Finally we apply Prop. 2. \( \square \)

The following inequality, together with Prop. 8, is used in Prop. 10, Lemmas 10, 8. A similar technique can be found in [33].
Proposition 6. Let $v_1, \ldots, v_n$ with $n \geq 1$, be independent and identically distributed random vectors on a separable Hilbert spaces $H$ such that $Q = \mathbb{E} v \otimes v$ is trace class, and for any $\lambda > 0$ there exists a constant $F_\infty(\lambda) < \infty$ such that $\langle v, (Q + \lambda I)^{-1}v \rangle \leq F_\infty(\lambda)$ almost everywhere. Let $Q_n = \frac{1}{n} \sum_{i=1}^{n} v_i \otimes v_i$ and take $0 < \lambda \leq \|Q\|$. Then for any $\delta > 0$, the following holds with probability at least $1 - 2\delta$

$$
\|(Q + \lambda I)^{-1/2}(Q - Q_n)(Q + \lambda I)^{-1/2}\| \leq \frac{2\beta(1 + F_\infty(\lambda))}{3n} + \sqrt{\frac{2\beta F_\infty(\lambda)}{n}},
$$

where $\beta = \log \frac{4\text{Tr}Q}{\lambda}$. Moreover, with the same probability

$$
\lambda_{\max}\left((Q + \lambda I)^{-1/2}(Q - Q_n)(Q + \lambda I)^{-1/2}\right) \leq \frac{2\beta}{3n} + \sqrt{\frac{2\beta F_\infty(\lambda)}{n}}.
$$

Proof. Let $Q_\lambda = Q + \lambda I$. Here we apply Prop. 3 on the random variables $Z_i = M - Q_\lambda^{-1/2}v_i \otimes Q_\lambda^{-1/2}v_i$ with $M = Q_\lambda^{-1/2}QQ_\lambda^{-1/2}$ for $1 \leq i \leq n$. Note that the expectation of $Z_i$ is 0. The random vectors are bounded by

$$
\|Q_\lambda^{-1/2}QQ_\lambda^{-1/2} - Q_\lambda^{-1/2}v_i \otimes Q_\lambda^{-1/2}v_i\| \leq \langle v_i, Q_\lambda^{-1}v_i \rangle + \|Q_\lambda^{-1/2}QQ_\lambda^{-1/2}\| \leq \mathcal{F}_\infty(\lambda) + 1,
$$

almost everywhere, for any $1 \leq i \leq n$. The second order moment is

$$
\mathbb{E}(Z_i)^2 = \mathbb{E}\langle v_i, Q_\lambda^{-1}v_i \rangle Q_\lambda^{-1/2}v_i \otimes Q_\lambda^{-1/2}v_i - Q_\lambda^{-2}Q^2 
\leq \mathcal{F}_\infty(\lambda)\mathbb{E}Q_\lambda^{-1/2}v_i \otimes Q_\lambda^{-1/2}v_i = \mathcal{F}_\infty(\lambda)Q = S,
$$

for $1 \leq i \leq n$. Now we can apply Prop. 3. Now some considerations on $\beta$. It is $\beta = \log \frac{2\text{Tr}S}{\mathcal{F}_\infty(\lambda)} = \frac{2\text{Tr}Q_\lambda^{-1}Q}{\mathcal{F}_\infty(\lambda)\|Q_\lambda^{-1}\|}$, now $\text{Tr}Q_\lambda^{-1}Q \leq \frac{1}{n} \text{Tr}Q$. We need a lower bound for $\|Q_\lambda^{-1}Q\| = \frac{\sigma_1}{\sigma_1 + \lambda}$ where $\sigma_1 = \|Q\|$ is the biggest eigenvalue of $Q$, now $\lambda \leq \sigma_1$ thus $\frac{\sigma_1}{\sigma_1 + \lambda} \geq 1/2$ and so $\beta \leq \log \frac{2\text{Tr}Q_\lambda^{-1}Q}{\|Q_\lambda^{-1}\|} \leq \log \frac{4\text{Tr}Q}{\|Q\|}$.

For the second bound of this proposition we use the second bound of Prop. 3, the analysis remains the same except for uniform bound on $Z_1$, that now is

$$
\sup_{f \in \mathcal{H}} \langle f, Z_1 f \rangle = \sup_{f \in \mathcal{H}} \langle f, Q_\lambda^{-1}Q f \rangle - \langle f, Q_\lambda^{-1/2}v_i \rangle^2 \leq \sup_{f \in \mathcal{H}} \langle f, Q_\lambda^{-1}Q f \rangle \leq 1.
$$

\qed

In the following remark, we start from the result of the previous proposition, expressing the conditions on $n$ and $\lambda$ with respect to a given value for the bound.

Remark 8. With the same notation of Prop. 6, assume that $\|v\| \leq \kappa$ almost everywhere\footnote{Or equivalently define $\kappa^2$ with respect to $\mathcal{F}_\infty(\lambda)$ as $\kappa^2 = \inf_{\lambda > 0} \mathcal{F}_\infty(\lambda)(\|Q\| + \lambda)$.}, then we have that

1. for any $t \in (0, 1]$, when $n \geq \frac{2}{\kappa^2} \left(\frac{3}{2} + \mathcal{F}_\infty(\lambda)\right) \log \frac{4\kappa^2}{\lambda^2}$ and $\lambda \leq \|Q\|$, we have

$$
\lambda_{\max}\left(\frac{1}{2}(Q + \lambda I)^{-1/2}(Q - Q_n)(Q + \lambda I)^{-1/2}\right) \leq t,
$$

with probability at least $1 - \delta$.\footnote{Or equivalently define $\kappa^2$ with respect to $\mathcal{F}_\infty(\lambda)$ as $\kappa^2 = \inf_{\lambda > 0} \mathcal{F}_\infty(\lambda)(\|Q\| + \lambda)$.}
2. The equation above holds with the same probability with \( t = 1/2 \), when \( \frac{9 \kappa^2}{n} \log \frac{n}{2\kappa} \leq \lambda \leq \|Q\| \) and \( n \geq 405\kappa^2 \vee 67\kappa^2 \log \frac{2}{\delta} \).

3. The equation above holds with the same probability with \( t = 1/3 \), when \( \frac{10 \kappa^2}{n} \log \frac{n}{2\kappa} \leq \lambda \leq \|Q\| \) and \( n \geq 405\kappa^2 \vee 67\kappa^2 \log \frac{2}{\delta} \).

The next proposition, together with Prop. [10] are a restatement of Prop. 1 of [16]. In particular the next proposition performs the analytic decomposition of the difference between the empirical and the true effective dimension, while Prop. [10] bounds the decomposition in probability.

**Proposition 7** (Geometry of Empirical Effective Dimension). Let \( \mathcal{L} \) be an Hilbert space. Let \( L, L_M : \mathcal{L} \to \mathcal{L} \) be two bounded positive linear operators, that are trace class. Given \( \lambda > 0 \), let
\[
\mathcal{N}(\lambda) = \text{Tr}(LL^{-1}) \quad \text{and} \quad \tilde{\mathcal{N}}(\lambda) = \text{Tr}(L_LL_M^{-1}),
\]
with \( L_\lambda = L + \lambda I \). Then
\[
|\tilde{\mathcal{N}}(\lambda) - \mathcal{N}(\lambda)| \leq \lambda e(\lambda) + \frac{d(\lambda)^2}{1 - c(\lambda)}
\]
where \( c(\lambda) = \lambda_{\max}(\tilde{B}) \), \( d(\lambda) = \|\tilde{B}\|_{\text{HS}} \) with \( \tilde{B} = L_{\lambda}^{-1/2}(L-L_M)L_{\lambda}^{-1/2} \) and \( e(\lambda) = \text{Tr}(L_{\lambda}^{-1/2}BL_{\lambda}^{-1/2}) \).

**Proof.** First of all note that \( \lambda_{\max}(\tilde{B}) \), the biggest eigenvalue of \( \lambda_{\max} \), is smaller than 1 since \( \tilde{B} \) is the difference of two positive operators and the biggest eigenvalue of the minnund operator is \( \|L_{\lambda}^{-1/2}LL_{\lambda}^{-1/2}\| = \lambda_{\max}(L)\lambda_{\max}(L)^{-1} < 1 \). Then we can use the fact that \( A(A + \lambda I)^{-1} = I - \lambda(A + \lambda I)^{-1} \) for any bounded linear operator \( A \) and that \( L_{M,\lambda}^{-1} = L_{\lambda}^{-1/2}(I - \tilde{B})^{-1}L_{\lambda}^{-1/2} \) (see the proof of Prop. [3]), since \( \lambda_{\max}(\tilde{B}) < 1 \), to obtain
\[
|\tilde{\mathcal{N}}(\lambda) - \mathcal{N}(\lambda)| = |\text{Tr}(L_{M,\lambda}^{-1}L_M - LL_{\lambda}^{-1})| = \lambda|\text{Tr}(L_{M,\lambda}^{-1}L_{\lambda}^{-1})| = |\lambda \text{Tr}(L_{M,\lambda}(L_M - L)L_{\lambda}^{-1})|
\]
\[
= |\lambda \text{Tr}(L_{\lambda}^{-1/2}(I - \tilde{B})^{-1}L_{\lambda}^{-1/2}(L_M - L)L_{\lambda}^{-1/2})|
\]
\[
= |\lambda \text{Tr}(L_{\lambda}^{-1/2}(I - \tilde{B})^{-1}B_{\lambda}L_{\lambda}^{-1/2})|.
\]
Considering that for any bounded symmetric linear operator \( X \) the following identity holds
\[
(I - X)^{-1}X = X + X(I - X)^{-1}X,
\]
when \( \lambda_{\max}(X) < 1 \), we have
\[
\lambda|\text{Tr}(L_{\lambda}^{-1/2}(I - \tilde{B})^{-1}B_{\lambda}L_{\lambda}^{-1/2})| \leq \lambda\left|\text{Tr}(L_{\lambda}^{-1/2}\tilde{B}_{\lambda}L_{\lambda}^{-1/2})\right| + \lambda\left|\text{Tr}(L_{\lambda}^{-1/2}B(I - \tilde{B})^{-1}B_{\lambda}L_{\lambda}^{-1/2})\right|.
\]
The term \( A \) is just equal to \( \lambda e(\lambda) \). Now, by definition of Hilbert-Schmidt norm, the term \( B \) can be written as \( B = \|\lambda_{1/2}L_{\lambda}^{-1/2}\tilde{B}(I - \tilde{B})^{-1/2}\|_{\text{HS}} \), thus we have
\[
B = \|\lambda_{1/2}L_{\lambda}^{-1/2}\tilde{B}(I - \tilde{B})^{-1/2}\|_{\text{HS}} \leq \|\lambda_{1/2}L_{\lambda}^{-1/2}\|_{\text{HS}}\|\tilde{B}\|_{\text{HS}}\|(I - \tilde{B})^{-1/2}\|_{\text{HS}} \leq (1 - c(\lambda))^{-1}d(\lambda)^2,
\]
since \( \|(I - \tilde{B})^{-1/2}\|^2 = (1 - \lambda_{\max}(\tilde{B}))^{-1} \) because the spectral function \( (1 - \sigma)^{-1} \) is increasing and positive on \([-\infty, 1)\). ■

The next result is essentially Prop. 7 of [16], while a similar technique can be found in [33]. It is used, mainly together with Prop. [3] to give multiplicative bounds to empirical operators. It is used in the analytic decomposition of the excess risk, in Prop. [7] Thm. [16].
Proposition 8. Let $\mathcal{H}$ be a separable Hilbert space, let $A, B$ two bounded self-adjoint positive linear operators on $\mathcal{H}$ and $\lambda > 0$. Then

$$\|(A + \lambda I)^{-1/2}B^{1/2}\| \leq \|(A + \lambda I)^{-1/2}(B + \lambda I)^{1/2}\| \leq (1 - \beta)^{-1/2}$$

with

$$\beta = \lambda_{\text{max}} \left[ (B + \lambda I)^{-1/2}(B - A)(B + \lambda I)^{-1/2} \right].$$

Note that $\beta \leq \frac{\lambda_{\text{max}}(B)}{\lambda_{\text{max}}(B) + \lambda} < 1$ by definition.

Proof. Let $B_\lambda = B + \lambda I$. First of all note that $\beta < 1$ for any $\lambda > 0$. Indeed, by exploiting the variational formulation of the biggest eigenvalue, we have

$$\beta = \lambda_{\text{max}}(B_\lambda^{-1/2}(B - A)B_\lambda^{-1/2}) = \sup_{f \in \mathcal{H}, \|f\|_{\mathcal{H}} \leq 1} \left\langle f, B_\lambda^{-1/2}(B - A)B_\lambda^{-1/2} f \right\rangle$$

$$= \sup_{f \in \mathcal{H}, \|f\|_{\mathcal{H}} \leq 1} \left( \left\langle f, B_\lambda^{-1/2}BB_\lambda^{-1/2} f \right\rangle - \left\langle f, B_\lambda^{-1/2}AB_\lambda^{-1/2} f \right\rangle \right)$$

$$\leq \sup_{f \in \mathcal{H}, \|f\|_{\mathcal{H}} \leq 1} \left( \left\langle f, B_\lambda^{-1/2}BB_\lambda^{-1/2} f \right\rangle \right) = \lambda_{\text{max}}(B_\lambda^{-1/2}BB_\lambda^{-1/2})$$

$$\leq \frac{\lambda_{\text{max}}(B)}{\lambda_{\text{max}}(B) + \lambda} < 1,$$

since $A$ is a positive operator and thus $\left\langle f, B_\lambda^{-1/2}AB_\lambda^{-1/2} f \right\rangle \geq 0$ for any $f \in \mathcal{H}$. Now note that

$$(A + \lambda I)^{-1} = \left[ (B + \lambda I) - (B - A) \right]^{-1}$$

$$= \left[ B_\lambda^{1/2} \left( I - B_\lambda^{-1/2}(B - A)B_\lambda^{-1/2} \right) B_\lambda^{1/2} \right]^{-1}$$

$$= B_\lambda^{-1/2} \left[ I - B_\lambda^{-1/2}(B - A)B_\lambda^{-1/2} \right]^{-1} B_\lambda^{-1/2}.$$ 

Now let $X = (I - B_\lambda^{-1/2}(B - A)B_\lambda^{-1/2})^{-1}$. We have that,

$$\|(A + \lambda I)^{-1/2}B_\lambda^{1/2}\| = \|B_\lambda^{1/2}(A + \lambda I)^{-1}B_\lambda^{1/2}\|^{1/2} = \|X\|^{1/2}$$

because $\|Z\| = \|Z^*Z\|^{1/2}$ for any bounded operator $Z$. Note that

$$\|(A + \lambda I)^{-1/2}B^{1/2}\| = \|(A + \lambda I)^{-1/2}B_\lambda^{1/2}B_\lambda^{-1/2} B^{1/2}\| \leq \|(A + \lambda I)^{-1/2}B_\lambda^{1/2}\| \|B_\lambda^{-1/2}B^{1/2}\|$$

$$\leq \|X\|^{1/2} \|B_\lambda^{-1/2}B^{1/2}\| \leq \|X\|^{1/2}.$$ 

Finally let $Y = B_\lambda^{-1/2}(B - A)B_\lambda^{-1/2}$, we have seen that $\beta = \lambda_{\text{max}}(Y) < 1$, then

$$\|X\| = \|(I - Y)^{-1}\| = (1 - \lambda_{\text{max}}(Y))^{-1},$$

since $X = w(Y)$ with $w(\sigma) = (1 - \sigma)^{-1}$ for $-\infty \leq \sigma < 1$, and $w$ is positive and monotonically increasing on the domain. 

The following proposition is used to give a fine analytical decomposition of the excess risk in Prop. 7, Thm. 4. A similar interpolation inequality for finite dimensional matrices, can be found in [34]. Here we prove it for bounded linear operators on separable Hilbert spaces.
Proposition 9. Let \( \mathcal{H}, \mathcal{K} \) be two separable Hilbert spaces and \( X, A \) be bounded linear operators, with \( X : \mathcal{H} \to \mathcal{K} \) and \( A : \mathcal{H} \to \mathcal{H} \) be positive semidefinite.

\[
\|XA^\sigma\| \leq \|X\|^{1-\sigma}\|XA\|^\sigma, \quad \forall \sigma \in [0, 1].
\]

Proof.

\[
\|XA^\sigma\| = \|A^\sigma(X^*X)^{\frac{1}{2}}A^\sigma\| \leq \|A(X^*X)^{\frac{1}{2}}A\|^\frac{\sigma}{2}
\]

where the last inequality is due to Cordes (see Proposition 4). Then we have that \((X^*X)^{\frac{1}{2}} \lesssim \|X\|^{\frac{2(1-\sigma)}{\sigma}} X^*X\) (where \( \lesssim \) is the Löwner partial ordering on positive operators) and so

\[
A(X^*X)^{\frac{1}{2}}A \lesssim \|X\|^{\frac{2(1-\sigma)}{\sigma}} AX^*XA
\]

that implies

\[
\|A(X^*X)^{\frac{1}{2}}A\|^\frac{\sigma}{2} \leq \|X\|^{1-\sigma}\|AX^*XA\|^\frac{\sigma}{2} = \|X\|^{1-\sigma}\|XA\|^\sigma
\]

In the next proposition, we bound \( \tilde{N}_M(\lambda) \) in terms of the effective dimension \( N(\lambda) \) that is the one associated to the kernel \( K \). The proof of Prop. 10 analogous to the one of Prop. 1 of [16], with simpler proof and slightly improved constants.

Proposition 10 (Bounds on the Effective Dimension). Let \( \tilde{N}(\lambda) = \text{Tr} L_M L_M^{-1} \). Under Assumption 3 for any \( \delta > 0 \), \( \lambda \leq \|L\| \) and \( m \geq (4 + 18 F_\infty(\lambda)) \log \frac{4 \delta^2}{3m} \), then the following holds with probability at least \( 1 - \delta \),

\[
|\tilde{N}(\lambda) - N(\lambda)| \leq c(\lambda, m, \delta)N(\lambda) \leq 1.55N(\lambda),
\]

with \( c(\lambda, m, \delta) = \frac{q}{N(\lambda)} + \sqrt{\frac{3q}{2N(\lambda)}} + \frac{3}{2} \left( \frac{3q}{\sqrt{N(\lambda)}} + \sqrt{3q} \right)^2 \) and \( q = \frac{4F_\infty(\lambda) \log \frac{\delta}{2}}{3m} \).

Proof. First of all we recall that \( \tilde{N}(\lambda) = \text{Tr} L_M L_M^{-1} \) and that \( N(\lambda) = \text{Tr} LL^{-1}_\lambda \). Let \( \tau = \delta/3 \). By Prop. 7 we know that

\[
|\tilde{N}(\lambda) - N(\lambda)| \leq \left( \frac{d(\lambda)^2}{(1 - c(\lambda))N(\lambda)} + \frac{\lambda e(\lambda)}{N(\lambda)} \right) N(\lambda)
\]

where \( d(\lambda) = \lambda_{\text{max}}(\tilde{B}), c(\lambda) = \|\tilde{B}\|_{\text{HS}} \) with \( \tilde{B} = L^{-1/2}_\lambda (L - L_M) L^{-1/2}_\lambda \) and \( e(\lambda) = |\text{Tr}(L^{-1/2}_\lambda \tilde{B} L^{-1/2}_\lambda)| \).

Thus, now we control \( c(\lambda) \), \( d(\lambda) \) and \( e(\lambda) \) in probability. Choosing \( m \) such that \( m \geq (4 + 18 F_\infty(\lambda)) \log \frac{4 \delta^2}{3m} \), Prop. 7 guarantees that \( c(\lambda) = \lambda_{\text{max}}(\tilde{B}) \leq 1/3 \) with probability at least \( 1 - \tau \).

To find an upper bound for \( \lambda e(\lambda) \) we define the i.i.d. random variables \( \eta_i = \langle \psi_{\omega_i}, \lambda L^{-2}_\lambda \psi_{\omega_i} \rangle_{\rho_X} \in \mathbb{R} \) with \( i \in \{1, \ldots, m\} \). By linearity of the trace and the expectation, we have \( M = \mathbb{E}\eta_1 = \mathbb{E}\langle \psi_{\omega_1}, \lambda L^{-2}_\lambda \psi_{\omega_1} \rangle_{\rho_X} = \mathbb{E} \text{Tr}(\lambda L^{-2}_\lambda \psi_{\omega_1} \otimes \psi_{\omega_1}) = \lambda \text{Tr}(L^{-2}_\lambda L) \). Therefore,

\[
\lambda e(\lambda, m) = \left| \lambda \text{Tr}(L^{-1/2}_\lambda \tilde{B} L^{-1/2}_\lambda) \right| = \left| \lambda \text{Tr} \left( L^{-1} L L^{-1}_\lambda - \frac{1}{m} \sum_{i=1}^{m} (L^{-1}_\lambda \psi_{\omega_i} \otimes (L^{-1}_\lambda \psi_{\omega_i})) \right) \right|
\]

\[
= \left| \text{Tr} \left( \lambda L^{-1}_\lambda L L^{-1}_\lambda - \frac{1}{m} \sum_{i=1}^{m} \langle \psi_{\omega_i}, \lambda L^{-2}_\lambda \psi_{\omega_i} \rangle_{\rho_X} \right) \right| = \left| M - \frac{1}{m} \sum_{i=1}^{m} \eta_i \right|.
\]
By noting that $M$ is upper bounded by $M = \text{Tr}(\lambda L^{-2}_\lambda L) = \text{Tr}((I - L^{-1}_\lambda)L^{-1}_\lambda L) \leq \mathcal{N}(\lambda)$, we can apply the Bernstein inequality (Prop. 1) where $T$ and $S$ are
\[
\sup_{\omega \in \Omega} |M - \eta_1| \leq \lambda\|L^{-1/2}_\lambda \| L^{-1/2}_\lambda \psi_\omega \| + M \leq \mathcal{F}_\infty(\lambda) + \mathcal{N}(\lambda) \leq 2\mathcal{F}_\infty(\lambda) = T,
\]
and
\[
\mathbb{E}(\eta_1 - M)^2 = \mathbb{E}\eta_1^2 - M^2 \leq \mathbb{E}\eta_1^2 \leq (\sup_{\omega \in \Omega} |\eta_1|)(\mathbb{E}\eta_1) \leq \mathcal{F}_\infty(\lambda)\mathcal{N}(\lambda) = S.
\]
Thus, we have
\[
\lambda|\text{Tr} L^{-1/2}_\lambda \hat{B} L^{-1/2}_\lambda | \leq \frac{4\mathcal{F}_\infty(\lambda) \log \frac{2}{\delta}}{3m} + \sqrt{\frac{2\mathcal{F}_\infty(\lambda)\mathcal{N}(\lambda) \log \frac{2}{\delta}}{m}},
\]
with probability at least $1 - \tau$.

To find a bound for $d(\lambda)$ consider that $\hat{B} = W - \frac{1}{m} \sum_{i=1}^m \zeta_i$ where $\zeta_i$ are i.i.d. random operators defined as $\zeta_i = L^{-1/2}_\lambda (\psi_\omega \otimes \psi_\omega)L^{-1/2}_\lambda \in \mathcal{L}$ for all $i \in \{1, \ldots, m\}$, and $W = \mathbb{E}\zeta_1 = L^{-1}_\lambda L \in \mathcal{L}$. Then, by noting that $\|W\|_{HS} \leq \mathbb{E}\text{Tr}(\zeta_1) = \mathcal{N}(\lambda)$, we can apply the Bernstein’s inequality for random vectors on a Hilbert space (Prop. 2) where $T$ and $S$ are:
\[
\|W - \zeta_1\|_{HS} \leq \|L^{-1/2}_\lambda \psi_\omega\|_{\mu_x}^2 + \|W\|_{HS} \leq \mathcal{F}_\infty(\lambda) + \|W\|_{HS} \leq 2\mathcal{F}_\infty(\lambda) = T,
\]
\[
\mathbb{E}\|\zeta_1 - W\|^2 = \mathbb{E}\text{Tr}(\zeta_1^2 - W^2) \leq \mathbb{E}\text{Tr}(\zeta_1^2) \leq (\sup_{\omega \in \Omega} \|\zeta_1\|)(\mathbb{E}\text{Tr}(\zeta_1)) = \mathcal{F}_\infty(\lambda)\mathcal{N}(\lambda) = S,
\]
obtaining
\[
d(\lambda) = \|\hat{B}\|_{HS} \leq \frac{4\mathcal{F}_\infty(\lambda) \log \frac{2}{\delta}}{m} + \sqrt{\frac{4\mathcal{F}_\infty(\lambda)\mathcal{N}(\lambda) \log \frac{2}{\delta}}{m}},
\]
with probability at least $1 - \tau$. Then, by taking a union bound for the three events we have
\[
|\tilde{\mathcal{N}}(\lambda) - \mathcal{N}(\lambda)| \leq \left(\frac{q}{\mathcal{N}(\lambda)} + \sqrt{\frac{3q}{2\mathcal{N}(\lambda)}} + \frac{3}{2} \left(\frac{3q}{\sqrt{\mathcal{N}(\lambda)}} + \sqrt{\frac{3q}{\mathcal{N}(\lambda)}}\right)^2\right)\mathcal{N}(\lambda),
\]
with probability at least $1 - \delta$, where $q = \frac{4\mathcal{F}_\infty(\lambda) \log \frac{2}{\delta}}{3m}$. Finally, if $m \geq (4 + 18\mathcal{F}_\infty(\lambda)) \log \frac{12q^2}{\lambda\delta^2}$, then we have $q \leq 2/27$. Noting that $\mathcal{N}(\lambda) \geq \|LL^{-1}_\lambda\| = \frac{\|L\|}{\|L\|^2 + \lambda} \geq 1/2$, we have that
\[
|\tilde{\mathcal{N}}(\lambda) - \mathcal{N}(\lambda)| \leq 1.55\mathcal{N}(\lambda).
\]

\[\square\]

E  Examples of Random feature maps

A lot of works have been devoted to develop random feature maps in the the setting introduced above, or slight variations (see for example 13, 33, 34, 38, 37, 38, 39, 40, 41, 42 and references therein). In the rest of the section, we give several examples.
Random Features for Translation Invariant Kernels and extensions [13, 35, 39, 42]

This approximation method is defined in [13] for the translation invariant kernels when $X = \mathbb{R}^d$. A kernel $k : X \times X \to \mathbb{R}$ is translation invariant, when there exists a function $v : X \to \mathbb{R}$ such that $k(x,z) = v(x-z)$ for all $x,z \in X$. Now, let $\hat{v} : \Omega \to \mathbb{R}$ be the Fourier transform of $v$, with $\Omega = X \times [0,2\pi]$. As shown in [13], by using the Fourier transform, we can express $k$ as

$$k(x,z) = v(x-z) = \int_{\Omega} \psi(\omega,x)\psi(\omega,z)\hat{v}(\omega)d\pi, \quad \forall x,z \in X,$$

with $\pi$ proportional to $\hat{v}$, $\psi(\omega,x) = \cos(w^T x + b)$ and $\omega := (w,b) \in \Omega$, $x \in X$. Note that $X, \Omega, \pi, \psi$ satisfy Assumption 3.

In [35], they further randomize the construction above, by using results from locally sensitive hashing, to obtain a feature map which is a binary code. It can be shown that their methods satisfy Assumption 3 for an appropriate choice of $\Omega$ and the probability distribution $\pi$.

[39, 42] consider the setting of [13], but [39] selects $\omega_1, \ldots, \omega_m$ by means of the fast Walsh-Hadamard transform in order to improve the computational complexity for the algorithm computing $K_M$, while [42] selects them by using low-discrepancy sequences for quasi-random sampling to improve the statistical accuracy of $K_M$ with respect to $K$.

Random Features Maps for Dot Product Kernels [37, 38, 41]

This approximation method is defined for the dot product kernels when $X$ is the ball of $\mathbb{R}^d$ of radius $R$, with $R > 0$. The considered kernels are of the form $k(x,z) = v(x^Tw)$ for a $v : \mathbb{R} \to \mathbb{R}$ such that

$$v(t) = \sum_{p=0}^{\infty} c_p t^p, \quad \text{with } c_p \geq 0 \forall p \geq 0.$$

[37], start from the consideration that when $w \in \{-1,1\}^d$ is a vector of $d$ independent random variables with probability at least $1/2$, then $\mathbb{E} w w^T = I$. Thus

$$\mathbb{E}_w (x^Tw)(z^Tw) = \mathbb{E} x^T (ww^T) z = x^T \mathbb{E} (ww^T) z = x^T z,$$

and $(x^T z)^p$ can be approximated by $g(W_p, x)^T g(W_p, z)$ with $g(W_p, x) = \prod_{i=1}^{p} x^T w_i$ and $W_p = (w_1, \ldots, w_p) \in \{-1,1\}^{p \times d}$ a matrix of independent random variables with probability at least $1/2$. Indeed it holds,

$$\mathbb{E}_{W_p} g(W_p, x)g(W_p, z) = \mathbb{E}_{W_p} \prod_{i=1}^{p} (x^T w_i) \prod_{i=1}^{p} (z^T w_i) = \mathbb{E}_{W_p} \prod_{i=1}^{p} (x^T w_i)(z^T w_i)$$

$$= \prod_{i=1}^{p} \mathbb{E}_{w_i} (x^T w_i)(z^T w_i) = \prod_{i=1}^{p} x^T z = (x^T z)^p.$$

Therefore the idea is to define the following sample space $\Omega = N_0 \times (\bigcup_{p=1}^{\infty} T^p)$ with $T^p = \{-1,1\}^{p \times d}$, the probability $\pi$ on $\Omega$ as $\pi(p, W_q) = \pi_N(p)\pi(W_q|p)$ for any $p,q \in N_0$, $W_q \in T^q$ with $\pi_N(p) = \frac{\tau^{p-1}}{p-1}$ for a $\tau > 1$ and $\pi(W_q|p) = 2^{-pd} \delta_{pq}$ and the function

$$\psi(\omega, x) = \sqrt{c_p} \tau^{p-1}(\tau-1)g(W_p, x), \quad \forall \omega = (p, W_p) \in \Omega.$$
where \( w_i \) is the \( i \)-th row of \( W_p \) with \( 1 \leq i \leq p \). Now note that Eq. (3) is satisfied, indeed for any \( x, z \in X \)

\[
\int_{\Omega} \psi(\omega, x)\psi(\omega, z)d\pi = \int_{\mathbb{N}_0 \times (\bigcup_{p=1}^{\infty} T_p)} c_p g(W_p, x)g(W_p, z)d\pi(W_q|p) \\
= \sum_{p=0}^{\infty} c_p \mathbb{E}_{W_p} g(W_p, x)g(W_p, z) \\
= \sum_{p=0}^{\infty} c_p (x^\top z)^p = v(x^\top z) = K(x, z).
\]

Now note that Assumption 3 is satisfied when \( v(\tau R^2 d) < \infty \). Indeed, considering that \( (x^\top w)^2 \leq \|x\|^2\|w\|^2 \leq R^2 d \) for any \( x \in X \) and \( w \in \{-1, 1\}^d \), we have

\[
\sup_{\omega \in \Omega, x \in X} |\psi(\omega, x)|^2 = \sup_{p \in \mathbb{N}_0, W_p \in T_p, x \in X} c_p \tau^{p+1} (\tau - 1) g_p(W_p, x)g_p(W_p, z) \\
= \sup_{p \in \mathbb{N}_0} c_p \tau^{p+1} (\tau - 1) \sup_{W_p \in T_p, x \in X} \prod_{i=1}^{p} (x^\top w_i)^2 \\
\leq \sup_{p \in \mathbb{N}_0} c_p \tau^{p+1} (\tau - 1)(R^2 d)^p \leq \frac{\tau}{\tau - 1} \sum_{p=0}^{\infty} c_p \tau^p (R^2 d)^p \\
= \frac{\tau}{\tau - 1} v(\tau R^2 d).
\]

[38] [41] approximate the construction above by using randomized tensor sketching and Johnson-Lindenstrauss random projections. It can be shown that even their methods satisfy Assumption 3 for an appropriate choice of \( \Omega \) and the probability distribution \( \pi \).

**Random Laplace Feature Maps for Semigroup invariant Kernels** [40] The considered input space is \( X = [0, \infty)^d \) and the considered kernels are of the form

\[
K(x, z) = v(x + z), \quad \forall x, z \in X,
\]

and \( v : X \to \mathbb{R} \) is a function that is positive semidefinite. By Berg’s theorem, it is equivalent to the fact that \( \tilde{v} \), the Laplace transform of \( v \) is such that \( \tilde{v}(\omega) \geq 0 \), for all \( \omega \in X \) and that \( \int_X \tilde{v}(\omega)d\omega = V < \infty \). It means that we can express \( K \) by Eq. (3), where \( \Omega = X \), the feature map is \( \psi(\omega, x) = \sqrt{V} e^{-\omega^\top x} \), for all \( \omega \in \Omega, x \in X \) and the probability density is \( \pi(\omega) = \frac{\tilde{v}(\omega)}{V} \). Note that Assumption 3 is satisfied.

**Homogeneous additive Kernels** [43] In this work they focus on \( X = [0, 1]^d \) and on additive homogeneous kernels, that are of the form

\[
K(x, z) = \sum_{i=1}^{d} k(x_i, z_i), \quad \forall x, z \in (\mathbb{R}^+)^d,
\]

where \( k \) is an \( \gamma \)-homogeneous kernel, that is a kernel \( k \) on \( \mathbb{R}^+ \) such that

\[
k(cs, ct) = c^\gamma k(s, t), \quad \forall c, s, t \in \mathbb{R}^+.
\]
As pointed out in [43], this family of kernels is particularly useful on histograms. Exploiting the homogeneous property, the kernel $k$ is rewritten as follows

$$k(s, t) = (st)^{\frac{\gamma}{2}} v(\log s - \log t), \quad \forall s, t \in \mathbb{R}^+ \quad \text{with} \quad v(r) = k(e^{r/2}, e^{-r/2}), \quad \forall r \in \mathbb{R}.$$ 

Let $\hat{v}$ be the Fourier transform of $v$. In [43], Lemma 1, they prove that $v$ is a positive definite function, that is equivalent, by the Bochner theorem, to the fact that $\hat{v}(\omega) \geq 0$, for $\omega \in \mathbb{R}$, and $\int \hat{v}(\omega) d\omega \leq V < \infty$. Therefore $k$ satisfies Eq. 6 with $\Omega = \mathbb{R} \times [0, 2\pi]$, a feature map $\psi_0((w, b), s) = \sqrt{V_s^{\frac{\gamma}{2}}} \cos(b + w \log s)$, with $(w, b) \in \Omega$ and a probability density $\pi_0$ defined as $\pi_0((w, b)) = \frac{\hat{v}(w)}{V} U(b)$ for all $\omega \in \Omega$, where $U$ is the uniform distribution on $[0, 2\pi]$. Now note that $K$ is expressed by Eq. 6, with the feature map $\psi(\omega, x) = (\psi_0(\omega, x_1), \ldots, \psi_0(\omega, x_d))$ and probability density $\pi(\omega) = \prod_{i=1}^d \pi_0(\omega_i)$. In contrast with the previous examples, [43] suggest to select $\omega_1, \ldots, \omega_m$ by using a deterministic approach, in order to achieve a better accuracy, with respect to the random sampling with respect to $\pi$.

**Infinite one-layer Neural Nets and Group Invariant Kernels [36]** In this work a generalization of the ReLU activation function for one layer neural networks is considered, that is

$$\psi(\omega, x) = (\omega^\top x)^p 1(\omega^\top x), \quad \forall \omega \in \Omega, x \in X$$

for a given $p \geq 0$, where $1(\cdot)$ is the step function and $\Omega = X = \mathbb{R}^d$. In the paper is studied the kernel $K$, given by Eq. 6 when the distribution $\pi$ is a zero mean, unit variance Gaussian. The kernel has the following form

$$K(x, z) := \frac{1}{\pi} \|x\|^{p} \|z\|^{p} J_p(\pi(x, z)), \quad \forall x, z \in X,$$

where $J_p$ is defined in Eq. 4 of [36] and $\pi(x, z)$ is the angle between the two vectors $x$ and $z$. Examples of $J_p$ are the following

$$J_0(\pi) = \pi - \pi$$
$$J_1(\pi) = \sin \pi + (\pi - \pi) \cos \pi$$
$$J_2(\pi) = 3 \sin \pi \cos \pi + (\pi - \pi)(1 + 2 \cos^2 \pi).$$

Note that when $X$ is a bounded subset of $\mathbb{R}^d$ then Assumption 3 is satisfied. Moreover in [36] it is shown that an infinite one-layer neural network with the ReLU activation function is equivalent to a kernel machine with kernel $K$. The units of a finite one-layer NN are obviously a subset of the infinite one-layer NN. While in the context of Deep Learning the subset is chosen by optimization, in the paper it is proposed to find it by randomization, in particular by sampling the distribution $\pi$. 

41