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The SPD (Spin Physics Detector) is a planned spin physics experiment in the second interaction point of the NICA collider that is under construction at JINR. The main goal of the experiment is the test of basic of the QCD via the study of the polarized structure of the nucleon and spin-related phenomena in the collision of longitudinally and transversely polarized protons and deuterons at the center-of-mass energy up to 27 GeV and luminosity up to \(10^{32} \text{1/(cm}^2\text{s)}\). The data rate at the maximum design luminosity is expected to reach 0.2 Tbit/s. Current approaches to SPD computing and offline software will be presented. The plan of the computing and software R&D in the scope of the SPD TDR preparation will be discussed.
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1. Introduction

The SPD (Spin Physics Detector) is a planned spin physics experiment in the second interaction point of the NICA collider that is under construction at JINR. The main goal of the experiment is the test of basic of the QCD via the study of polarized structure of nucleon and spin-related phenomena in the collision of longitudinally and transversely polarized protons and deuterons at the center-of-mass energy up to 27 GeV and luminosity up to \(10^{32} \text{ cm}^2 \text{ s}^{-1}\). Transverse Momentum-Dependent partonic distributions (TMD PDFs) for gluons is the main goal of the experiment. They will be accessed in such hard processes as the production of the open charm, charmonia and prompt photons. The SPD detector is planned as a universal \(4\pi\) spectrometer based on modern technologies. It will include such subsystems as a silicon vertex detector, a straw tube-based main tracker, a time-of-flight system, an electromagnetic calorimeter and a muon identification system. A total number of the detector channels in SPD is about 500 000, with the major part coming from the vertex detector. Assuming that all sub-detectors are in operation, the raw data flow was estimated as \(10^{-20} \text{ GB/s}\). This poses a significant challenge both to the DAQ system and to the offline computing system and data processing software. Taking into account recent advances in the computing hardware and software, the investment in the research and development necessary to deploy software to acquire, manage, process, and analyze the data recorded is required along with the physics program elaboration and the detector design.

2. SPD computing model

Expected event rate of the SPD experiment is about 3 MHz (\(pp\) collisions at \(\sqrt{s} = 27\) GeV and \(10^{32} \text{ cm}^2 \text{ s}^{-1}\) design luminosity). This is equivalent to the raw data rate of 20 GB/s or 200 PB/year, assuming the detector duty cycle is 0.3, while the signal-to-background ratio is expected to be in order of \(10^{-5}\). Taking into account the bunch crossing rate of 12.5 MHz, one may conclude that pile-up probability cannot be neglected.

The key challenge of the SPD Computing Model is the fact, that no simple selection of physics events is possible at the hardware level, because the trigger decision would depend on measurement of momentum and vertex position, which requires tracking. Moreover, the free-running DAQ provides a continuous data stream, which requires a sophisticated unscrambling prior building individual events. That is the reason why any reliable hardware-based trigger system turns out to be over-complicated and the computing system will have to cope with the full amount of data supplied by the DAQ system. This makes a medium-scale setup of SPD a large-scale data factory.

The continuous data reduction is a key point in the SPD computing. While simple operations like noise removal can be done yet by DAQ, it is an online filter that is aimed at fast partial reconstruction of events and data selection, thus being a kind of a software trigger. The goal of the online filter is to decrease the data rate at least by a factor of 50 so that the annual upgrowth of data including the simulated samples stays within 10 PB. Then, data are transferred to the Tier-1 facility, where full reconstruction takes place and the data is stored permanently. Two reconstruction cycles are foreseen. The first cycle includes reconstruction of some fraction of each run necessary to study the detector performance and derive calibration constants, followed by the second cycle of reconstruction of full data sample for physics analysis. The data analysis and Monte-Carlo simulation will likely run at the remote computing centers (Tier-2s). Given the large data volume, a thorough optimization of the event model and performance of reconstruction and simulation algorithms are necessary.

Taking into account recent advances in the computing hardware and software, the investment in the research and development necessary to deploy software to acquire, manage, process, and analyze the data recorded is required along with the physics program elaboration and the detector design. While the core elements of the SPD computing system and offline software now exist as prototypes, the system as a whole with capabilities such as described above is in the conceptual design stage and information will be added as it is developed.
3. Online filter

The SPD online filter facility will be a high-throughput system which will include heterogeneous computing platforms similar to many high-performance computing clusters. The computing nodes will be equipped with hardware acceleration. The software framework will provide the necessary abstraction so that common code can deliver the selected functionality on different platforms.

The main goal of the online filter is a fast reconstruction of the SPD events and suppression of the background ones at least by a factor of 50. This requires fast tracking and fast clustering in the electromagnetic calorimeter, followed by reconstruction of event from a sequence of time slices and an event selection (software trigger). Several consecutive time slices shall be considered, tracker data unpacked and given for a fast tracking. The result of the fast track reconstruction is the number of tracks, an estimate of their momentum and an estimate of primary vertex (to distinguish between tracks belonging to different collisions). Using this outcome, the online filter should combine information from the time slices into events and add a trigger mark. The events shall be separated in several data streams using the trigger mark and an individual prescale factor for each stream is applied.

One of the most important aspects of this chain is the recognition of particle tracks. Traditional tracking algorithms, such as the combinatorial Kalman filter, are inherently sequential, which makes them rather slow and hard to parallelize on modern high-performance architectures (graphics processors). As a result, they do not scale well with the expected increase in the detector occupancy during the SPD data taking. This is especially important for the online event filter, which should be able to cope with the extremely high data rates and to fulfill the significant data reduction based on partial event reconstruction “on the fly”. The parallel resources like multicore CPU and GPU farms will likely be used as a computing platform, which requires the algorithms, capable of the effective parallelization, to be developed, as well as the overall cluster simulation and optimization.

Machine learning algorithms are well suited for multi-track recognition problems because of their ability to reveal effective representations of multidimensional data through learning and to model complex dynamics through computationally regular transformations, that scale linearly with the size of input data and are easily distributed across computing nodes. Moreover, these algorithms are based on the linear algebra operations and can be parallelized well using standard ML packages. This approach has already been applied successfully to recognize tracks in the BM@N experiment at JINR and in the BESIII experiment at IHEP CAS in China [1, 2]. In the course of the project an algorithm, based on recurrent neural networks of deep learning, will be developed to search for and reconstruct tracks of elementary particles in SPD data from the silicon vertex detector and the straw tube-based main tracker. The same approach will be applied to the clustering in the SPD electromagnetic calorimeter, and fast π⁰ reconstruction. The caution is necessary, though, to avoid possible bias due to an inadequacy of the training data to the real ones, including possible machine background and the detector noise. A dedicated workflow that includes continuous learning and re-learning of neuron network, deployment of new versions of network and the continuous monitoring of the performance of the neural networks used in the online filter is necessary and needs to be elaborated.

Besides the high-level event filtering and corresponding data reduction, the online filter will provide input for the run monitoring by the shift team and the data quality assessment, as well as local polarimetry.

4. Computing system

The projected rate and amount of data produced by SPD prescribe to use high throughput computing solutions for the processing of collected data. It is the experience of a decade of the LHC computing that already developed a set of technologies mature enough for the building of distributed high-throughput computing systems for the experiments in high energy physics.
The 'online' part of computing systems for the SPD experiment, namely the online filter described above, is an integral part of experimental facilities, connected with the 'offline' part using a high throughput backbone network. The entry point to 'offline' facilities is a high capacity storage system, connected with 'online facility' through a multilink high-speed network. Data from high capacity storage at the Meshcheryakov Laboratory of Information Technologies will be copied to the tape-based mass storage system for long-term storage. At the same time, data from high capacity storage will be processed on different computing facilities as at JINR as in other collaborative institutions.

The hierarchy of offline processing facilities can be introduced:

- Tier 1 level facilities should provide high capacity long-term storage which will have enough capacity to store a full copy of primary data and a significant amount of important derived data;
- Tier 2 level facility should provide (transient) storage with capacity that will be enough for storing of data associated with a period of data taking;
- optional Tier 3 level are opportunistic resources, that can be used to cope with a pile-up of processing during some period of time or for special analysis.

Offline data processing resources are heterogeneous as on hardware architecture level so by technologies and at JINR site it includes batch processing computing farms, high-performance (supercomputer) facilities, and cloud resources. A set of middleware services will be required to have unified access to different resources.

Computing systems for NICA at JINR are naturally distributed. Experimental facilities and main data processing facilities placed across two JINR sites and, inter alia, managed by different teams. That causes some heterogeneity not only on hardware systems but also on the level of basic software: different OSs, different batch systems etc. Taking into account the distributed nature and heterogeneity of the existing infrastructure, and expected data volumes, the experimental data processing system must be based on a set of low-level services that have proven their reliability and performance. It is necessary to develop a high-level orchestrating system that will manage the low-level services. The main task of that system will be to provide efficient, highly automated multi-step data processing following the experimental data processing chain.

The Unified Resource Management System is a IT ecosystem composed from the set of subsystem and services which should:

- unify the access to the data and compute resources in a heterogeneous distributed environment;
- automate most of the operations related to massive data processing;
- avoid duplication of basic functionality, through sharing of systems across different users (if it possible);
- as a result - reduce operational cost, increase the efficiency of usage of resources;
- transparent accounting of usage of resources.

Many distributed computing tools have already been developed for the LHC experiments and can be re-used in SPD. For the task management one can use PANDA [3] or DIRAC [4] frameworks. For the distributed data management RUCIO [5] package has been developed. For the massive data transfer FTS [6] can be used. Evaluation of these tools for the SPD experiment and their implementation within the SPD Unified Resource Management System is planned in scope of the TDR preparation.
5. Offline software

Offline software is a toolkit for event reconstruction, Monte-Carlo simulation and data analysis. Linux is chosen as a base operating system.

Currently, the offline software of the SPD experiment – SpdRoot – is derived from the FairRoot software [7] and it is capable of Monte Carlo simulation, event reconstruction, data analysis and visualization. The SPD detector description is flexible and based on the ROOT geometry package. Proton-proton collisions are simulated using a multipurpose generator Pythia8 [8]. Deuteron-deuteron collisions are simulated using a modern implementation of the FRITIOF model [9, 10], while UrQMD [11, 12] generator is used to simulate nucleus-nucleus interactions. Transportation of secondary particles through the material and the magnetic field of the SPD setup and the simulation of detector response is provided by Geant4 toolkit [13, 14, 15]. Track fitting is carried out on the base of GenFit toolkit [16, 17] while the KFparticle package [18] is used to reconstruct secondary vertices. The central database is going to be established to keep and distribute run information, slow control data and calibration constants.

Recent developments in computing hardware resulted in the rapid increase in potential processing capacity from increases in the core count of CPUs and wide CPU registers. Alternative processing architectures have become more commonplace. These range from the multi-core architecture based on x86_64 compatible cores to numerous alternatives such as other CPU architectures (ARM, PowerPC) and special co-processors/accelerators: (GPUs, FPGA, etc). For GPUs, for instance, the processing model is very different, allowing a much greater fraction of the die to be dedicated to arithmetic calculations, but at a price in programming difficulty and memory handling for the developer that tends to be specific to each processor generation. Further developments may even see the use of FPGAs for more general-purpose tasks.

The effective use of these computing resources may provide a significant improvement in offline data processing. However, the offline software should be capable to do it by taking advantage of concurrent programming techniques, such as vectorization and thread-based programming. Currently, the SPD software framework, SpdRoot, cannot use these techniques effectively. The studies of the concurrent-capable software frameworks (e.g. ALFA [19], Key4Hep [20]) are needed to provide input for the proper choice of the offline software for Day-1 of the SPD detector operation, as well as a dedicated R&D effort to find proper solutions for the development of efficient cross-platform code.

A git-based infrastructure for the SPD software development already established at JINR [21].

4. Conclusion

The expected SPD data rate of 0.2 Tbit/s at the maximum design luminosity poses a significant challenge to the DAQ system, to the online event filter, and to the offline computing system and data processing software. Fast event reconstruction based on deep learning algorithms, distributed computing, and extensive use of concurrent programming techniques, such as vectorization and thread-based programming, are the key points in the SPD data processing paradigm. Taking into account recent advances in computing hardware and software, the investment in the research and development necessary to deploy software to acquire, manage, process, and analyze the data recorded is required along with the physics program elaboration and the detector design.
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