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ABSTRACT

We present a new method of tracking and characterizing the environment in which galaxies and their associated circumgalactic medium evolve. We use a structure finding algorithm we developed to self-consistently parse and follow the evolution of poor clusters, filaments and voids in large scale simulations. We trace the complete evolution of the baryons in the gas phase and the star formation history within each structure in our simulated volume. We vary the structure measure threshold to probe the complex inner structure of star forming regions in poor clusters, filaments and voids. We find the majority of star formation occurs in cold, condensed gas in filaments at intermediate redshifts ($z \sim 3$). We also show that much of the star formation above a redshift $z = 3$ occurs in low contrast regions of filaments, but as the density contrast increases at lower redshift star formation switches to the high contrast regions, or inner parts, of filaments. Since filaments bridge the void and cluster regions, it suggests that the majority of star formation occurs in galaxies in intermediate density regions prior to the accretion onto poor clusters. We find that at the present epoch, the gas phase distribution is 43.1%, 30.0%, 24.7% and 2.2% in the diffuse, WHIM, hot halo and condensed phases, respectively. The majority of the WHIM is associated with filaments. However, their multiphase nature and the fact that the star formation occurs predominantly in the condensed gas both point to the importance of not conflating the filamentary environment with the WHIM. Moreover, in our simulation volume 8.77%, 79.1%, 2.11% of the gas at $z = 0$ is located in poor clusters, filaments, and voids, respectively. We find that both filaments and poor clusters are multiphase environments distinguishing themselves by different distribution of gas phases.
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1 INTRODUCTION

The large scale structure (LSS) is composed of dark matter, gas and stars strung together in a system of clusters, filaments, sheets with vast voids spanning the regions between them. From numerical simulations, we know that the filaments and sheets act as conduits vacating matter from low density regions (e.g. voids) and accreting it onto high density regions (e.g. clusters) (Klypin & Shandarin 1983, Davis et al. 1985, Bertschinger & Gelb 1991). These intricately woven sheets and filaments connecting high density regions together has been dubbed the “cosmic web” (Bond, Kofman & Pogosyan 1996).

The structural features of the cosmic web are observed in large galaxy redshift surveys (Jøveer,Einasto & Tago 1978, de Lapparent, Geller & Huchra 1986, Geller & Huchra 1989, Colless et al. 2001, Gott et al. 2003). These surveys provide information on the distribution and morphology of galaxies within each structure. Initial detections of the underlying dark matter structure (e.g. filaments) (Massey et al. 2007, Heymans et al. 2008, Jauzac et al. 2012) were challenging due to the requirement for precise (~ 1%) measurements of weak lensing distortions of background galaxies by foreground large scale structure. In recent years, however, individual dark matter filaments have been confirmed and studied through weak lensing experiments (Dietrich et al. 2005, Jauzac et al. 2012). Motivated by measuring the matter power spectrum in a regime not affected by baryonic physics, this weak lensing technique has also been used to measure the cosmic shear due to the underlying dark matter structure (Bacon, Refregier & Ellis 2002, Kaiser, Wilson & Luppino 2000, Van Waerbeke et al. 2000, Wittman et al. 2000). More expansive surveys measuring cosmic shear are proposed (LSST, JDEM). These surveys will, in the near future, provide a more complete map of the underlying dark matter structure (e.g. 3-D mass tomography) and constrain the time evolution of dark energy (Ivezic et al. 2008, Albrecht et al. 2009).

The characterization of the baryonic matter in the IGM near density peaks is more complete. Hot gas in clusters and in some higher density filaments has been directly detected through X-ray...
emission (Gursky et al. 1971; Sarazin 1986; Tittley & Henriksen 2001; Nicastro 2003; Rosati, Borgani & Norman 2002; Akamatsu et al. 2011). Because gas emission is proportional to the density squared, this method of detecting hot gas in the LSS works well in and around galaxy clusters. In the low density regime, the IGM is observed via quasar absorption spectra. Observers rely on the absorption of high ionization species (e.g. OVI, OVII and NeVIII) in the Ly-α spectrum as the primary method of detection (Savage, Tripp & Lu 1998; Tripp & Savage 2000; Richter et al. 2004; Sembach et al. 2004; Danforth & Shull 2008; Fang et al. 2010; Narayanan et al. 2011; Gupta et al. 2013; references therein). Since the sampling of quasars is sparse, it is challenging to produce a complete image of how the IGM is distributed within the LSS and its phase structure.

The large scale structure environment has important consequences for the evolution and formation of galaxies. In rich galaxy clusters, elliptical galaxies dominate (Abell 1963; Oemler 1974; Dressler 1980). They make up about 80% of the cluster galaxies, while in the field they are only 30% of galaxies. These cluster galaxies tend to be redder, have less star formation (Dressler, Thompson & Shectman 1985; Balogh et al. 1999; Dressler 1980). They make up about 80% of the cluster galaxies, while in the field they are only 30% of galaxies. These cluster galaxies tend to be redder, have less star formation (Dressler, Thompson & Shectman 1985; Balogh et al. 1999; Dressler 1980).

Filamentary and sheet-like environments also have a morphological effect on galaxies as observed in the Sloan Great Wall (Gott et al. 2005) and the CFA Great Wall (Geller & Huchra 1989). These features are composed of intricate systems of interconnected super-clusters that are hundreds of h^{-1}Mpc in length and tens of h^{-1}Mpc in width. The morphological differences between the galaxies in these large structures and the field is well documented (Einasto et al. 2011).

Filamentary structure is not only important for the evolution, morphology and properties of galaxies, but it may also play a role in the “Missing Baryon Problem” (Fukugita, Hogan & Peebles 1998; Cen & Ostriker 1999; Fukugita 2004; Fukugita & Peebles 2004; Cen & Ostriker 2006; Cen & Fan 2006; Mathews et al. 2014; Fukugita & Peebles 2004). They have been found to occupy a large spatial component of the universe and galaxies located in these underdense regions are morphologically different when compared to their counterparts in clusters and filaments. Void galaxies tend to be bluer, gas rich, have a higher star formation rate and be of a later galaxy type (Grogin & Geller 1999; Davé et al. 2001; Cen & Ostriker 2006; Cen & Fan 2006; Shull, Smith & Danforth 2012).

Galaxies within large, underdense regions (e.g. voids) evolve quiescently, experiencing very few large merging events. Because of this, void regions provide a pristine laboratory for the study of galaxy evolution (Peebles 2001a). Since the advent of large galaxy redshift surveys, voids have been studied in detail (Kirshner et al. 1981; de Lapparent, Geller & Huchra 1985; Vogeley et al. 1994; Hoyle & Vogeley 2004; Ceccarelli et al. 2006). They have been found to occupy a large spatial component of the universe and galaxies located in these underdense regions are morphologically different when compared to their counterparts in clusters and filaments. Void galaxies tend to be bluer, gas rich, have a higher star formation rate and be of a later galaxy type (Grogin & Geller 1999; Davé et al. 2001; Cen & Ostriker 2006; Cen & Fan 2006; Shull, Smith & Danforth 2012).

There is abundant evidence that the neighborhood history of the galaxies and their circumgalactic medium affects their evolution. This coupled with recent evidence that the intergalactic medium may be providing enriched (e.g. CIV) material to the circumgalactic region (Rubin et al. 2014), highlights the importance of beginning to understand how the CGM interacts with the larger scale structures. We must first address the nature of these structures: the redshift history of the temperature and matter distributions, whether these structure are single-phase vs. multi-phase environments, the star formation rate history and efficiency vs. location within these structures. The phase and spatial distribution intergalactic gas will affect the gas accretion and subsequent star formation of embedded galaxies. The properties of the IGM in different structures will have direct ramifications for the galaxies and their circumgalactic medium.

To study the IGM and associated star formation, we have run cosmological simulations with radiative cooling, star formation, stellar winds, chemical enrichment and supernova feedback. We analyze the evolution of the stars and gas in poor clusters, filaments and voids using a new structure finding algorithm (Snedden & Phillips 2012; Snedden et al. 2014) we developed that allows us to study the properties of the IGM and dark matter structure underpinning the galaxy distribution. We create a catalogue of the particles belonging to each of these structures and obtain the structure properties. From this catalogue, we can characterize the density-temperature evolution, star formation rate, and gas phase evolution within the different structures as a function of redshift.
We gain insight into how these cosmic structures affect the properties of the intergalactic medium. We also study the location of star formation and the environments that are conducive to it and thus begin to probe the role that structures play in the formation and evolution of galaxies and their associated circumgalactic medium.

2 LARGE SCALE SIMULATIONS

We have used a modified version of GADGET-2 (Springel, Yoshida & White 2001; Springel 2005) to generate the simulations. It is a smoothed particle hydrodynamics (SPH) code that utilizes the TreePM method (Xu 1995) to solve for the gravity. The computation of the gravitational force is broken up into two components, one short-range and the other long-range. The short-range component is computed exactly by walking an oct-tree and finding the force from nearby particles. The long-range component is approximated by computing the gravitational potential on a grid and then calculating the contribution of the force (Springel 2005).

The dynamics of the system is determined by evolving the momentum and entropy equations, which expresses conserves both energy and entropy (Springel & Hernquist 2002). The entropy evolution equation for the \( i \)th particle is then written as

\[
\frac{dA_i}{dt} = -\gamma \frac{1}{\rho_i} \Lambda(\rho_i, u_i) + \frac{1}{\rho_i} \sum_{j=1}^{N_{gb}} p_j \Pi_j v_{ij} \cdot \nabla_j W(r_{ij}, h_i + W(r_{ij}, h_j)),
\]

where \( \Lambda \) is the entropy function, \( \rho \) is the density, \( \gamma \) is the adiabatic index, \( \Lambda(\rho, u) \) is the radiative heating and cooling per unit volume, \( u \) is the internal energy, \( \Pi_j \) is the artificial viscosity, \( v_{ij} \) is the relative velocity between the \( i \)th and \( j \)th particle, \( W(r_{ij}, h_i) \) is the SPH smoothing kernel, \( h_i \) is the relative distances between the \( i \)th and \( j \)th particles and \( h_i \) is the particle smoothing length. The change in entropy is interpolated from a number of nearest neighbor particles (i.e. \( N_{gb} \)). The standard version of GADGET-2 solves the hydrodynamic and gravitational equations without radiative cooling, leaving it up to the user to include the \( \Lambda(\rho, u) \) term while solving equation [1].

2.1 Cooling

The cooling timescales are comparatively smaller than the dynamic integration timescales. So correctly resolving the radiative cooling term in equation [1] using an explicit integration technique (such as the leap-frog method that GADGET-2 already uses) would require very fine time stepping. This is computationally prohibitive, so a semi-implicit integration scheme is required. We use the GADGET-2 standard solver to find the adiabatic change in entropy, \( A^{ad} \) (i.e. the second term in equation [1]). Then, using the isochoric approximation (Springel, Yoshida & White 2001), we can write the new updated entropy as

\[
A^{n+1} = A^n + A^{ad} \Delta t - \frac{(\gamma - 1)\Lambda(\rho^n, A^{n+1})}{\rho^n} \Delta t. \tag{2}
\]

The isochoric approximation allows one to ignore the change in density over a time step. This simplifies solving for the net gas cooling rate, \( \Lambda(\rho^n, A^{n+1}) \). We then iteratively solve equation [2] by using Brent’s method from the GNU Scientific Library (Galassi et al. 2011).

The net gas cooling rate, \( \Lambda(\rho^n, A^{n+1}) \), in equation [2] is linearly interpolated from a table of cooling (\( \Lambda_{cool}(\rho^n, A^{n+1}) \)) and heating (\( \Lambda_{heat}(\rho^n, A^{n+1}) \)) values, generated by CLOUDY version 10.0, last described by Ferland et al. (1998). At redshifts \( z > 8.5 \), we assume collisionally ionized equilibrium and interpolate the cooling rate from a two dimensional cooling table that is a function of metallicity and temperature.

At redshifts \( z < 8.5 \), we include the UV-background and interpolate the gas cooling rate over a four dimensional table. The table contains over 1.6 million elements, spanning redshift, density, temperature and metallicity. The density dependence when the UV-background is enabled is evident in Fig. [1] as the density gets lower, the UV heating increases, while above about \( T \sim 3 \times 10^4 \) K the cooling also increases while the density decreases. For simplicity (and so that CLOUDY could converge to a solution), we do not include molecular cooling from either \( H_2 \) or CO in the high density (\( n_H > 100 \text{ cm}^{-3} \)) and low temperature regime (\( T < 10^4 \) K). The input radiation spectrum is spatially uniform and composed of the CMB and the Haardt & Madau (2005) UV-background as provided by CLOUDY (Haardt & Madau 2001).

When calculating the temperature of a gas particle, it is necessary to compute the mean molecular weight, \( \mu \). To do this, we assume that the gas is photoionized. This is a reasonable assumption given the transparent nature of the low redshift universe (Schaye & Dalla Vecchia 2008). We neglect the small metal contribution to the mean molecular weight and associated free electron density. This assumption is reasonable given the relatively low abundance of metals and obviates the need to solve computationally challenging ionization species equations.

Since we track a finite number of metal species (e.g. C, O, Ca, Cr, Mn and Fe), we must have a way to compute the metallicity of the gas particles of interest. Because we do not track all the metals, we compare the metal mass fraction for each particle with the corresponding metal mass fraction (using the same metals) at solar metallicity. The ratio of these two mass fractions gives the metallicity of a particle. This is the “particle method” for determining the metallicity of the gas. It solely uses the mass of the metals deposited into the gas particle by stars to determine its metallicity. This is different from the “smoothed” metallicity method of Wiersma et al. (2009). In the smoothed method, the SPH kernel is used to interpolate the metallicity. We use the particle method because it is less computationally expensive.

2.2 Star Formation

Star formation is an intricate process dependent on many underlying physical processes spanning a wide range of scales, from galaxy-galaxy interactions to the radiative feedback from protostellar cores. The primary location of star formation is in dense giant molecular clouds (GMC). In fact, in the solar neighborhood all GMCs have some amount of star formation (Blitz 1993; Williams, Blitz & McKee 2000). The rate of star formation within these GMCs is inefficient and a complicated process in its own right (Mo, van den Bosch & White 2010).

The processes that govern the formation of stars span over 20 orders of magnitude in density, from galaxy halo densities (\( \sim 10^{-24} \text{ g cm}^{-3} \)) to the gas densities inside stars (\( \sim 1 \text{ g cm}^{-3} \)). Cosmological simulations simply cannot resolve such a large dynamic range and are too coarse to even resolve individual star forming regions. Hence, we adopt a sub-grid model to follow star formation.
We follow the familiar stochastic star formation recipe presented in Katz (1992) and Kobayashi (2004). We have three primary star formation criteria: the gas particle must be rapidly cooling relative to the dynamic timescale (equation 3), it must be Jeans unstable (equation 5). This implies:

\[ t_{\text{cool}} < t_{\text{dyn}}, \]
\[ (\nabla \cdot \mathbf{v}) < 0, \]
\[ t_{\text{dyn}} < t_{\text{sound}}, \]

where \( t_{\text{cool}}, t_{\text{dyn}} \) and \( t_{\text{sound}} \) are defined as the cooling, dynamical (i.e. free fall) and the sound crossing times respectively. These are given by:

\[ t_{\text{cool}} = \frac{\rho u}{\Lambda_{\text{cool}}}, \]
\[ t_{\text{dyn}} = \frac{1}{\sqrt{4\pi G \rho}}, \]
\[ t_{\text{sound}} = \frac{h_i}{c_s}, \]

where \( h_i \) is the particle SPH smoothing length, \( G \) is the gravitational constant, \( u \) is the thermal energy per unit mass and \( c_s \) is the speed of sound. The thermal energy and sound speed are found from

\[ u = \frac{A(s)}{T^{-1}} \rho \gamma^{-1}, \]
\[ c_s = \left(\frac{\gamma P}{\rho}\right)^{1/2}, \]

where \( \gamma \) is the adiabatic index, \( P \) is the pressure and \( A(s) \) is the entropic function (c.f. equation 4).

The empirical Schmidt (1959) law is

\[ \Sigma_* \propto \Sigma_{\text{gas}}^N, \]

where the power \( N \) is observationally determined to be 1.4 \( \pm \) 0.15 (Kennicutt 1998). This suggests that the formation rate of stars is determined by the gravitational collapse of the gas. This leads to a star formation rate that is proportional to some power of the surface gas density. The rate at which a cloud collapses is determined by its free-fall time (i.e. dynamical time), so we assume that the star formation rate (SFR) is of the form

\[ \frac{dp_*}{dt} = -\frac{dp_{\text{gas}}}{dt} = -c_\star \frac{p_{\text{gas}}}{t_{\text{dyn}}} = -c_\star \sqrt{4\pi G \rho}^{3/2}, \]

where the star formation parameter, \( c_\star \), is tuned to match observations. Separating and integrating equation 12 to get the change in gas density in a time step \( \Delta t \) implies that the probability \( P_* \) of forming a star in an interval \( \Delta t \) is

\[ P_* = 1 - \exp \left( -\frac{c_\star}{t_{\text{dyn}}} \Delta t \right) = 1 - \exp \left( -c_\star \sqrt{4\pi G \rho}^{3/2} \Delta t \right), \]

To determine if a star forms we check that our three star formation criteria (see equation 20-22) are met. If they are, we then draw a random number from a uniform deviate and compare it to \( P_* \). If \( P_* \) is greater than the random number, the gas particle forms a star particle. We also set a minimum limit on time between star formation events of 2 Myr. Many groups (Katz 1992; Thacker & Couchman 2001; Mosconi et al. 2001; Springel & Hernquist 2003b; Okamoto et al. 2005; Stinson et al. 2006) do not conserve particle number, they permit a single gas particle to spawn multiple star particles. This increases the resolution of the star formation events, but can also significantly increase the run time and memory requirements. To save on run time and memory usage, we instead conserve particle number (Schaye et al. 2010) by converting the entire gas particle into a star particle. The star particle then represents a population of stars and we follow the evolution of the stellar population using our feedback routines.

2.3 Feedback

The relative inefficiency of star formation is partly due to stellar feedback through AGB winds, supernovae and ionizing radiation from O and B stars. These forms of energetic feedback can quench star formation by heating the condensed molecular gas. This is illustrated by the fact that GMCs are often associated with star clusters that are 10 million years old or younger (Leisawitz, Bash & Thaddeus 1989; Fukui et al. 1999). This suggests that young stellar populations, once formed, heat the ISM and kinetically drive off the cooling gas through photoionization, stellar winds and Type II supernovae.

These feedback processes, like the star formation routines, are particularly challenging to model in cosmological simulations. Feedback is necessary to include in cosmological simulations because, without it, excessive gas cooling will lead to exaggerated star formation (Larson 1974; White & Rees 1978). The simplest method of feedback, where the supernova and stellar wind energy is thermally deposited onto nearby gas particles, is ineffective at suppressing star formation. This is because the gas particles near the newly formed star are still very dense and can efficiently radiate the newly deposited energy (Katz, Weinberg & Hernquist 1999; Balogh et al. 2001).
There are several common ways to solve this “over-cooling problem”. One method is to distribute the feedback energy in both thermal and kinetic energy forms. The kinetic energy takes the form of a kick in velocity of nearby gas particles (Navarro & White 1993; Springel & Hernquist 2003; Oppenheimer & Davé 2006; Dalla Vecchia & Schaye 2008; Booth & Schaye 2009; Davé et al. 2010; Oppenheimer et al. 2010). To encourage galactic winds, the hydrodynamical force is disabled long enough for the wind particles to escape the galaxy (Springel & Hernquist 2003; Dalla Vecchia & Schaye 2008; Oppenheimer & Davé 2006; Oppenheimer et al. 2010; Davé et al. 2010). Another method is to inject the feedback thermally to nearby gas particles and turn off the cooling for one or more of the gas particles (Gerritsen 1997; Thacker & Couchman 2000; Sommer-Larsen, Götz & Portinari 2003; Stinson et al. 2003; Christensen et al. 2010; Shen, Wadsley & Stinson 2010; Piontek & Steinmetz 2011). By suppressing cooling, there is time for the gas particles to adiabatically expand and for the supernova bubble to become resolved during the Sedor phase. This attempts to account for the fact that the simulation cannot resolve the multiphase medium.

In this work, we adopt the latter method and follow the algorithm outlined by Stinson et al. (2004). We take advantage of the SPH kernel and distribute the energy, mass and metal feedback in a weighted manner using

$$\Delta Q_{SN} = \frac{m_i W(|r_i - r_j|, h_i) \Delta Q_{SN}}{\sum_{j=1}^{N_{gas}} m_j W(|r_i - r_j|, h_i)},$$

where $\Delta Q_{SN}$ represents the quantity (e.g. metals, mass or energy) being distributed by a star particle to its nearest $N_{gas}$ gas particles, $h_i$ is the star particle smoothing length, $r_i - r_j$ is the displacement between the star and gas particle and the denominator is the normalization. Since the feedback only occurs when star particles (i.e. collisionless particles) deposit their feedback onto gas particles, the star smoothing length is determined by the number of nearby gas particles ($N_{gb}$). We determine the star smoothing length separately from the gas smoothing length.

Since a simulation star particle represents a population distribution of stars, we approximate all the feedback energy from Type II SNe as creating an effective Sedor blast wave. This is a reasonable approximation because the short lifetimes of massive stars guarantee that most of the SNe will occur relatively close together (both spatially and temporally). We approximate the effective Sedor blast radius (McKee & Ostriker 1977; Chevalier 1974) as:

$$R_{E} = 10^{1.74 + 0.32 \log_{10} P_{0}^{0.16} + 0.20 \log_{10} P_{04}^{0.20}} \text{pc},$$

where $E_{51}$ is the total kinetic Type II energy in units of $10^{51}$ ergs, $P_{0}$ is the ambient hydrogen number density in cm$^{-3}$ and $P_{04} = 10^{-4} P_{0}$ in K/cm$^3$. $P_0$ is the pressure at the location of the star particle and $k$ is the Boltzmann constant (in cgs units). If a gas particle is within the adiabatic blast wave, we temporarily (e.g. 30 Myr) disable cooling to permit the gas time to adiabatically expand. This was the optimal time determined by Stinson et al. (2006) and is approximately the age of a star forming region. We do not suppress the cooling for gas particles within the blast wave of Type Ia supernovae because they are generally not associated with active star forming regions and occur over a much larger timespan.

### 2.4 Chemodynamics

In our simulations, we follow Kobayashi (2004)’s method for chemodynamics with a few modifications. We can trace the metal enrichment of up to 23 different elements (see Kobayashi 2004) along with the energy feedback from stellar winds, Type Ia and core-collapse (i.e. called “Type II” in this paper but including Type II, Ib and Ic) supernovae. We also follow the mass and metals returned (but not the newly synthesized metals) from AGB and super AGB (sAGB) stars. Following the mass returned is necessary because over the lifetime of a stellar population a substantial amount of the mass (≥33% depending on initial mass function) is returned to the gas phase by AGB and sAGB stars with initial masses between 1 - 8 M$_\odot$. Not following the newly synthesized metals contributed by AGB and sAGB stars is justified because few metals besides carbon and the s-process elements are produced.

In our simulations, each star particle represents a population of stars following the initial mass function (IMF). Each star particle has some initial metallicity and obeys a stellar IMF. We keep track of the maximum stellar mass by using its stellar age to determine the turnoff mass threshold. This is done by inverting and solving for the maximum mass possible based upon the mass-age relation. Specifically, we use

$$\log_{10} m_{\text{turnoff}} = 10.0 + (-3.42 + 0.88 \log_{10} m_i) \log_{10} m_i$$

from David, Forman & Jones (1990) where $m_{\text{turnoff}}$ is the main sequence lifetime in years and $m_i$ is the turnoff mass in solar masses. To maintain real roots when solving equation (16) a minimum time of 5 Myr is required before evolving the turnoff mass. The energy ejected by a star particle with initial mass $m_i$ is

$$E_{e}(t) = m_i \left[ e_{e,SW} R_{SW}(t) + (e_{e,II} + e_{e,SN}) R_{II}(t) + e_{e,IA} R_{IA} \right]$$

where $R_{SW}$, $R_{II}$ and $R_{IA}$ are the rates of stellar winds, core collapse supernovae and Type Ia supernovae, respectively, in units of number per $M_\odot$ and $e_{e,SW}$, $e_{e,II}$ and $e_{e,IA}$ are their respective energies. The energy ejected by AGB and sAGB stars is relatively small and not included. The energy per event (e.g. stellar wind, supernovae etc.) are defined (Kobayashi 2004)

$$e_{e,SW} = \begin{cases} 0.2 \times 10^{51} \left( \frac{Z}{Z_\odot} \right)^{0.8} (m_{2, u} < m < m_u), \\ 0.2 \times 10^{51} (m_{2, u} < m < m_{2, u}) \end{cases}$$

and

$$e_{e,II} = 1.4 \times 10^{51} \text{ ergs} \quad (m_{2, I} < m < m_{2, u}),$$

$$e_{e,IA} = 1.3 \times 10^{51} \text{ ergs} \quad (m_{1, I} < m < m_{1, u}).$$

The metallicity dependence in equation (18) is due to the metallicity dependence of the strength of the wind (Leitherer, Robert & Drissen 1993). The respective mass limits for equation (18) are listed in Table 1. The rates (in units of number per $M_\odot$) of stellar winds (SW), Type II SN and AGB stars are given by

$$R_{SW} = \int_{m_i(t + \Delta t)}^{m_i(t)} \phi(m) dm \quad (m_{2, u} < m_i \leq m_u),$$

and

$$R_{AGB} = \int_{m_i(t + \Delta t)}^{m_i(t)} \phi(m) dm \quad (m_i \leq m_i \leq m_{2, u}).$$

respectively. The Type Ia supernovae rate is more complicated than the AGB and Type II supernova rates which solely depend upon
the progenitor’s initial mass and composition. Computing the Type Ia supernovae rate is a difficult task because the progenitors are uncertain, however, there are two favored models. One is the doubly degenerate model whereby two white dwarfs, in a binary system, merge after losing orbital energy through gravitational radiation. The other model is singly degenerate whereby a white dwarf accretes mass from a main sequence or red giant companion star (Podsiadlowski et al. 2008). A Type Ia explosion occurs as the white dwarf approaches the Chandrasekhar limit and nuclear burning is ignited. Due to the degenerate nature of the white dwarf, pressure is independent of temperature and a runaway thermonuclear explosion ensues.

Either (or even both) the single or the doubly degenerate channels may be the physical mechanism that actually generates Type Ia supernovae. The most common method used in previous simulations follows the singly degenerate model of Greggio & Renzini (1983). Portinari, Chiosi & Bressan (1998; Kobayashi et al. 1998; Kobayashi 2004; Stinson et al. 2006; Christensen et al. 2010; Shen, Wadsley & Stinson 2010). This requires detailed knowledge of the binary mass fraction, initial mass fraction and makes assumptions on the actual progenitor systems, all of which are fraught with uncertainty (Wiersma et al. 2009). Given these difficulties, we adopt a method based on the observations that does not contain any assumptions about the progenitors (Wiersma et al. 2009; Vogelsberger et al. 2013). It is based upon the observation that Type Ia supernovae simply follow after a delay from a star formation event.

This is parameterized by the delay-time distribution (DTD) (Dahlen et al. 2004; Greggio 2005; Mannucci, Della Valle & Panagia 2006; Mattucci et al. 2006; Maoz, Mannucci & Brandt 2012). Following Vogelsberger et al. (2013), one can write the Type Ia supernova rate as

$$R_{\text{Ia}} = \int_{t_0}^{t + \Delta t} g(t - t_0)dt$$

where $t_0$ is the birth time of a stellar population’s and $g(t - t_0)$ is the normalized (Maoz, Mannucci & Brandt 2012) power law DTD with

$$g(t) = \begin{cases} 0 & \text{if } t < \tau_{8M}\odot \\ \eta_0 \left( \frac{t}{\tau_{8M}\odot} \right)^{-3} & \text{if } t \geq \tau_{8M}\odot \\ \end{cases}$$

where the normalization is $\eta_0 = 1.3 \times 10^{-3}$ [SN M⊙], $\tau_{8M}\odot$ is the lifetime of an 8 M⊙ star and the power law index is $\alpha = 1.12$ as determined by Maoz, Mannucci & Brandt (2012).

To determine $R_{\text{SW}}, R_{\text{Ia}}$ and $R_{\text{AGB}}$, we specify a stellar initial mass function (IMF). We have tested several different initial mass functions (IMFs) including the Salpeter (Salpeter 1955), Salpeter A (Baldry & Glazebrook 2003) and the Chabrier IMF (Chabrier 2003). The Salpeter IMF is

$$\phi(m) \propto m^{-2.35},$$

the Salpeter A IMF is

$$\phi(m) = \begin{cases} A m^{-1.5} & (m \leq 0.5M\odot) \\ B m^{-2.35} & (m > 0.5M\odot) \end{cases},$$

and the Chabrier IMF is

$$\phi(m) = \begin{cases} A \exp \left( -[\log_{10}(m/0.079M\odot)]^2/0.6 \right) m^{-1} & (m \leq 1M\odot) \\ B m^{-2.3} & (m > 1M\odot) \end{cases},$$

where the constants $A$ and $B$ are chosen such that the IMFs are continuous across the piecewise steps. The Chabrier and Salpeter IMF’s are top-heavy relative to the Salpeter IMF (see Fig. 2) and contain approximately twice as many Type II progenitor stars. The IMF is normalized such that

$$\int_{m_1}^{m_2} \phi(m)dm = 1.$$  \hspace{1cm} (29)

In addition to energy feedback, we also calculate the stellar mass and the mass of metals returned to the gas phase via stellar winds and supernovae. The total amount of mass ejected by a star particle is computed from

$$E_m(t) = m_* \left[ e_{m,SW}(t) + e_{m,II}(t) + e_{m,IA}(t) + e_{m,AGB} \right].$$  \hspace{1cm} (30)

where the mass ejection rates for all four processes, stellar winds, Type II supernovae, Type Ia supernovae and AGB are given by

$$e_{m,SW} = \left( \frac{Z}{Z_\odot} \right)^{0.8} \int_{m_1}^{m_2} \left( 1 - w_m \right) \phi(m)dm \quad (m_{2,u} < m_t \leq m_u),$$  \hspace{1cm} (31)

$$e_{m,II} = \int_{m_1}^{m_2} \left( 1 - w_m \right) \phi(m)dm \quad (m_{2,l} < m_t \leq m_{2,u}),$$  \hspace{1cm} (32)

and

$$e_{m,IA} = m_C R_{\text{Ia}}(t)$$  \hspace{1cm} (33)

$$e_{m,AGB} = \int_{m_1}^{m_2} \left( 1 - w_m \right) \phi(m)dm \quad (m_{1,u} < m_t \leq m_{1,l}).$$  \hspace{1cm} (34)

respectively, where $w_m$ is the remnant mass fraction (see Table 2). Since we do not follow the metallicity dependance of $w_m$ explicitly, we use the remnant mass fractions for stars at solar metallicity. Thus, the $(Z/Z_\odot)$ dependence in equation (13) and (31) act as a proxy for the remnant mass dependance on metallicity. It should be noted that the remnant mass fraction is poorly understood (Eldridge & Tosi 2004). The total metal mass, for the $i$th metal, is given by

$$E_Z(t) = m_* \left[ e_{Z,SW}(t) + e_{Z,II}(t) + e_{Z,IA}(t) \right].$$  \hspace{1cm} (35)

The metals are ejected into the ISM at the using equation (36 - 39) which include supernova nucleosynthesis but neglect the nucleosynthesis from AGB stars. The stellar winds, Type II SNe and Type Ia SNe metal feedback rates are

$$e_{Z,SW} = \left( \frac{Z}{Z_\odot} \right)^{0.8} \int_{m_1}^{m_2} \left( 1 - w_m \right) Z_t \phi(m)dm \quad (m_{2,u} < m_t \leq m_u),$$  \hspace{1cm} (36)

$$e_{Z,II} = \int_{m_1}^{m_2} \left( 1 - w_m - pZ_{m,II} \right) Z_t \phi(m)dm + \int_{m_1}^{m_2} pZ_{m,II} \phi(m)dm \quad (m_{2,l} < m_t \leq m_{2,u}),$$  \hspace{1cm} (37)

and

$$e_{Z,IA} = m_C pZ_{m,IA} R_{\text{Ia}}(t)$$  \hspace{1cm} (38)

$$e_{Z,AGB} = \int_{m_1}^{m_2} \left( 1 - w_m \right) Z_t \phi(m)dm \quad (m_{1,u} < m_t \leq m_{1,l}).$$  \hspace{1cm} (39)

respectively, where $pZ_{m,II}$ and $pZ_{m,IA}$ are the metal mass fraction yields for Type II and Type Ia SNe respectively. The Type II SN yield ($pZ_{m,II}$) is linearly interpolated from core collapse supernova nucleosynthesis model presented by Kobayashi et al. (2008).
Figure 2. The normalized Salpeter, Salpeter A and Chabrier IMF’s.

| Variable | Mass ($M_\odot$) | Description                  |
|----------|------------------|------------------------------|
| $m_u$    | 100              | IMF upper limit              |
| $m_{2,u}$| 40               | Type II SN progenitor upper limit |
| $m_{u,BH}$| 25              | Black hole progenitor lower limit |
| $m_{2,l}$ | 8               | Type II SN progenitor lower limit |
| $m_{1,u}$ | 8               | Type Ia progenitor upper limit |
| $m_l$    | 0.1              | Lowest stellar mass possible |

Table 1. Table of mass limits used in the supernovae feedback scheme.

and the Type Ia yield ($p_{Z,m,Ia}$) is directly taken from Nomoto et al. (1997b). Since we do not consider metallicity dependent metal yields or remnant mass fractions, we have adopted the Type II yields from Kobayashi et al. (2006) at solar metallicity to stay consistent with the remnant mass fractions used. The metallicity tables from Kobayashi et al. (2006) only go down to 13 $M_\odot$, while the minimum mass for a core collapse supernova is 8 $M_\odot$. We assume that stars with masses between 8 - 10 $M_\odot$ undergo an electron capture supernova and do not produce a significant amounts of metals. For stars with masses between 10 - 13 $M_\odot$, we interpolate from 0 yield to the metal yield at 13 $M_\odot$ (Nomoto et al. 1997a).
Chabrier IMFs (see Fig. 2) at several different star formation parameter values (see equation 12) with $0.01 \leq c_s \leq 0.1$. The star formation history for each simulation was then compared to the observed star formation history (Hopkins & Beacom 2006). To appropriately compare the results from our simulations, we scaled our star formation history by factors of 0.77 and 0.606 for the Salpeter A and Chabrier IMFs, respectively (Hopkins & Beacom 2006). To properly compare the results from our simulations, we scaled our star formation history by factors of 0.77 and 0.606 for the Salpeter A and Chabrier IMFs, respectively (Hopkins & Beacom 2006).

Table 2. List of remnant mass fractions for progenitor stars of solar metallicity. The remnant masses were taken from the listed sources, converted to remnant mass fractions and interpolated.

### Table 2

| Value for $w_{in}$ | Regime | Reason or Reference |
|--------------------|--------|---------------------|
| $m$                | $0.1 \, M_\odot < m \leq 0.8 \, M_\odot$ | Star on M.S. for $> 13.6$ Gy |
| $-0.58m + 1.13$    | $0.8 \, M_\odot < m \leq 1.0 \, M_\odot$ | Masiero (2001), Fig. 8 |
| $-0.058m + 0.662$  | $1.0 \, M_\odot < m \leq 8.0 \, M_\odot$ | Masiero (2001), Fig. 8 |
| $-4.49E^{-3}m + 0.18$ | $8.0 \, M_\odot < m \leq 25 \, M_\odot$ | Kobayashi et al. (2006), Table 1 |
| $-8.2E^{-4} + 0.0881$ | $25 \, M_\odot < m \leq 40 \, M_\odot$ | Kobayashi et al. (2006), Table 1 |
| $-5.68E^{-4} + 0.078$ | $40 \, M_\odot < m \leq 100 \, M_\odot$ | Portinari, Chiosi & Bressan (1998), Fig. 8 |

3 VERIFICATION

To determine the best values for the free parameters in our simulation, we ran a suite of GADGET-2 simulations at smaller volumes $(25h^{-1}$Mpc$)^3$ and with $2 \times 128^3$ particles. The initial conditions were generated using second-order Lagrangian perturbation theory described by Scoccimarro et al. (2012). The simulations began at a redshift $z = 49$ with an initial gas temperature of 34K (see Chapter 9 of Ellis, Maartens & MacCallum 2012). For the cosmology, we use the 7-year WMAP (Komatsu et al. 2011) results. We chose a $\Lambda$CDM cosmology with $\Omega_m = 0.274$, $\Omega_L = 0.726$, $\Omega_b = 0.0456$ and $h = H_0/(100 \, \text{km s}^{-1} \, \text{Mpc}^{-1}) = 0.702$.

We tested the Salpeter, modified Salpeter A (SalA) and Chabrier IMFs (see Fig. 2) at several different star formation parameter values (see equation 12) with $0.01 \leq c_s \leq 0.1$. The star formation history for each simulation was then compared to the observed star formation history (Hopkins & Beacom 2006). To appropriately compare the results from our simulations, we scaled our star formation history by factors of 0.77 and 0.606 for the Salpeter A and Chabrier IMFs, respectively (Hopkins & Beacom 2006; Wiersma et al. 2009).

Using a $\chi^2$ minimization fit with the observational data of the star formation history, we found that the SalA IMF with a star formation parameter value equal to 0.015 is the optimal choice. This ensures (see Figs. 2 and 3) that our star formation and feedback routines can reproduce a reasonable star formation history of the universe. We also kept track of the number of Type Ia supernovae in our simulation and compared it the observed data (see Fig. 3). In spite of not explicitly tuning our simulations to fit the number of Type Ia SN, we still get a rate that is within the observational range. This independently confirms that our adopted star formation parameters are reasonable.

In Fig. 2 we plot the three simulations, each with $2 \times 128^3$ particles, with different volume sizes $(25h^{-1}$Mpc$)^3$, $(50h^{-1}$Mpc$)^3$ and $(100h^{-1}$Mpc$)^3$. The mass resolution has a strong effect on the star formation rate. So to scale up the spatial size of the simulations, we decided to keep the same mass resolution as the $(25h^{-1}$Mpc$)^3$ run. However, keeping the mass resolution the same and increasing the volume does not guarantee that the larger simulation will have a star formation rate that fits the observed data as well as the $(25h^{-1}$Mpc$)^3$ run. This is seen in Fig. 4 where the $(50h^{-1}$Mpc$)^3$ run with $2 \times 256^3$ particles does not fit the observed data as well as the $(25h^{-1}$Mpc$)^3$ run with $2 \times 128^3$ particles, in spite of having the same mass resolution. Following the resolution dependence of the feedback and star formation algorithm are beyond the scope of this paper. In spite of the challenges of scaling up simulations while keeping the mass resolution constant, it is often the best that can be done given the finite computational resources available.

We use this method of holding the mass resolution constant to scale up our simulations, to $(50h^{-1}$Mpc$)^3$ with $2 \times 256^3$ using the optimal IMF and $c_s$ values. This scaled up run is presented in Section 4 and 5.
Figure 4. The cosmic star formation history in three simulations with identical resolution, star formation parameter $c_\star = 0.015$ and a SalA IMF. The three runs are: $2 \times 128^3$ particles in a $(25h^{-1}\text{Mpc})^3$ volume, $2 \times 256^3$ particles in a $(50h^{-1}\text{Mpc})^3$ volume and $2 \times 512^3$ particles in a $(100h^{-1}\text{Mpc})^3$ volume. The observational data is from Hopkins & Beacom (2006).

Figure 5. The volumetric Type Ia SN rate for a simulation with $2 \times 128^3$ particles using the SalA IMF and $c_\star = 0.015$. The observational data is taken from Graur et al. (2014).
4 DEFINING STRUCTURE

To study the redshift history of the temperature, density and phase distributions of the baryonic gas, as well as the star formation rate and efficiency, in groups/poor clusters, filaments and voids, we ran a GADGET-2 simulation with 256$^3$ gas and 256$^3$ dark matter particles in a $(50h^{-1}\text{Mpc})^3$ volume using the optimal parameters and initial conditions described in Section 3 and the physics described in Sections 2.3 and 2.4.

We output our data in 31 logarithmically spaced snapshots spanning redshifts $0 \geq z \geq 10$. To analyze our simulations we used the segmentation algorithm described in Snedden et al. (2014), following the logic from Frangi et al. (1998) and Descoteaux, Collins & Siddiqi (2004) and discussed in detail in Snedden et al. (2014). The structure measures for the clusters, filaments and voids are defined by 3 quantities: the Hessian matrix constructed from the second order spatial derivatives of the gas density. In conjunction with these definitions for the structure measure, Snedden et al. (2014) used a “density criterion” to enforce the fact that filaments and clusters are in overdense regions, while voids are in underdense regions. At each snapshot, the structure measures are normalized on a scale of 0 to 1 to facilitate comparison. It is important to note that given the size of our simulations, the clusters probed are likely poor clusters / Local group galaxy systems. The filaments probed were on the order of a few megaparsecs in size.

We expand our work from Snedden & Phillips (2012); Snedden et al. (2014) by following the evolution of gas mass, star mass and star formation rate as a function of structure type in Figs. 4 - 8 respectively. We also consider the evolution using different structure measure criteria and we parse our simulations using the scales listed in Table 3. This gives us insight into the nature of structures at different redshifts. In each of the figures (e.g. Figs. 6 - 8) we consider the three different structure finding measure criteria:

(i) **Criterion 1**: use the density criterion and the structure measure must be greater than 0.1, same as Snedden et al. (2014)

(ii) **Criterion 2**: use the density criterion and the structure measure must be greater than 0.0038

(iii) **Criterion 3**: does not use the density criterion and the structure measure must be greater than 0.0038.

The gas and stars are classified as being in clusters, filaments or voids using the maximum structure measure from equations (40), (41) and the above criteria. Gas or stars that do not meet the density criterion (if used) and the minimum structure measure threshold for any structure type, are classified as unassigned.

The evolution of gas mass in different structures as a function of redshift for different structure finder criteria is shown in Fig. 6. Comparing Fig. 6a to Fig. 6b, we see that by keeping the density criterion and relaxing the structure measure threshold, we significantly decrease the amount of unassigned material. Most of this previously unassigned gas becomes classified as filaments. This suggests that much of the unassigned material in Fig. 6a is really in the low contrast regions, or the outskirts, of filaments, i.e. filamentary regions with a relatively low structure measure. In Fig. 6a there is a crossover between the unassigned and filament material. This is not seen in Fig. 6b. This suggests that the higher contrast filamentary regions begin to dominate in mass by a redshift of $z \sim 1$. By loosening the criteria further and eliminating the density criterion (see Fig. 6c), we see that amount of unassigned material decreases further, while increasing the material in filaments. The effect of the elimination of the density criterion is much smaller than that of relaxing the structure threshold and confirms that the dominating effect is the change in structure measure threshold. These really are low contrast regions of the filaments, located mostly on the outskirts of higher contrast centers.

The evolution of star mass as a function of redshift is shown in Fig. 7. Comparing Fig. 7a to Fig. 7b, we see that by keeping the density criterion and relaxing the structure measure threshold, we significantly decrease the amount of unassigned material. In Fig. 7a there is a switch between unassigned and filament star mass at a redshift $z = 3$. This turnover does not exist in Fig. 7b, where the structure measure threshold has been relaxed. This also suggests that much of the unclassified material in Fig. 7a exists in low contrast regions of filaments. Comparing Fig. 7b and Fig. 7c, we see that once again removing the density criterion provides less of an effect than loosening the structure measure. It is interesting to note that in Figs. 7a - 7c as structure grows, the star mass accumulates in filaments, clusters and unassigned. While these structures are increasing in stellar mass, the voids are vacated and the material is transferred to other structure types. The increase in star mass in voids at very high redshifts (e.g. $z = 5 - 7$) suggests that some early star formation occurs in voids, but these stars are then vacated as the voids grow. Voids are the only structure type that have a net decrease in material over time.

Not only is most of the gas and star mass located within filaments, but most of the star formation also occurs within filaments as illustrated in Fig. 8. Fig. 8a illustrates that with criterion 1, the star formation begins primarily in the unassigned regions and then switches to filaments at a redshift $z = 3$. When taken with Fig. 8a or Fig. 8c which are both dominated by filaments at all epochs, it becomes clear that at high redshift, the star formation is located in the low contrast regions of filaments. It appears that the turnover point is at redshift $z \sim 3$ where the low contrast regions of filaments no longer dominate the SFR and the higher contrast regions prevail as structure forms. This is the same turning point seen in Figs. 7a and 7c. This suggests that most of the star mass that formed within filaments stays within the filaments.

Figs. 8a and 8c show that the star formation history is dominated by these filamentary regions and that the star formation rate in the filaments and clusters peaks at the same time as the overall star formation rate. At lower redshifts, the overall fraction of the star formation occurring in clusters is increasing as the overall cosmic star formation rate decreases.
We analyze the density vs. temperature distribution for the different structures in Figs. 9-11 using criterion 3. We approximate the relative density as \( \delta_{\text{gas}} / \delta_{\text{baryon}} \). This is a valid approximation because most of the baryons are in the gas phase and the deviation caused by the creation of stars is on the order of 10%. Since we are looking at several times the overdensity, this small deviation does not significantly affect these plots.

We use the gas phase definitions found in (Daw et al. 2010; Oppenheimer et al. 2012) to study the multiphase nature of the structures:

(i) Diffuse \( T < T_{\text{th}} \), \( \delta < \delta_{\text{th}} \)

(ii) WHIM \( T > T_{\text{th}} \), \( \delta < \delta_{\text{th}} \)

(iii) Hot halo \( T > T_{\text{th}} \), \( \delta > \delta_{\text{th}} \)

(iv) Condensed \( T < T_{\text{th}} \), \( \delta > \delta_{\text{th}} \)

where \( T_{\text{th}} = 10^5 \) K and \( \delta_{\text{th}} \) is defined (Kitayama & Suto 1996) as

\[
\delta_{\text{th}} = 6\pi^2 [1 + 0.4093(1/f\Omega - 1)^{0.9052}] - 1
\]

and

\[
f\Omega = \frac{\Omega_m (1+z)^3}{\Omega_m (1+z)^3 + (1 - \Omega_m - \Omega_\Lambda)(1+z)^2 + \Omega_\Lambda}
\]

\( \delta_{\text{th}} \) is the overdensity at the boundary \( \delta_{\text{th}} \) of a collapsing dark matter halo. It demarcates the threshold between gas bound to dark matter halos and the unbound intergalactic medium. Note that the WHIM definition is significantly different than that found in the original papers describing this component (Cen & Ostriker 1999; Davé et al. 2001), where there was no upper density threshold. Readers wishing to compare our WHIM results with other simulations using the original definition should look at both the WHIM and hot halo components. The gas phase distribution of clusters, filaments, and voids identified by our structure finder, as well as in unassigned regions, is considered.

Clusters: The total gas fraction in clusters peaks at 3-4% between redshifts \( z = 2.5 - 3.6 \). At a redshift \( z = 3.2 \) (where the cosmic star formation rate is at a maximum) the phase distribution (as a fraction of the total mass) in the cluster environment is 1.53%, 0.26%, 0.40% and 0.81% in the diffuse, WHIM, hot halo and condensed phases respectively (see Fig. 9c). At a redshift \( z = 0 \), the phase distribution becomes 0.55%, 2.99%, 5.02% and 0.21% in the diffuse, WHIM, hot halo and condensed phases respectively (see Fig. 10c). In the present era the total mass fraction of cluster gas has increased to 9% up from 3% at redshift \( z = 3 \). The diffuse material has collapsed unto higher density regions. The cluster hot halos increased from 0.40% of the total gas mass (at \( z = 3 \)) to 5.02% at \( z = 0 \), while the diffuse material has decreased from 1.53% to 0.55% over the same time interval.

The choppy nature in Fig. 11b is due to the relatively small volume of the simulation classified as cluster environments. Small fluctuations in the structure finder’s classification between snapshots lead to large fluctuations in the overall cluster gas fraction as gas particles are moved from clusters into the unassigned category. Fig. 11b illustrates a moderate transition at a redshift \( z = 2 \) from the cluster gas dominated by the diffuse and condensed phases, to being dominated by hot halo and WHIM gas. In clusters the condensed phase stays relatively constant, pointing to a sustained faction of gas available for star formation within the clusters. This, combined with the fact that the total mass in clusters is increasing, suggests that as gas is accreting onto clusters, there is some constant fraction that cools and becomes available for star formation.

Filaments: At a redshift \( z = 3.2 \), the distribution (as a fraction of the total mass) in the filament environment is 52.8%, 2.90%, 1.83% and 7.37% in the diffuse, WHIM, hot halo and condensed phases respectively (see Fig. 9a). At a redshift \( z = 0 \), the distribution becomes 33.1%, 24.7%, 19.3% and 1.97% in the diffuse, WHIM, hot halo and condensed phases respectively (see Fig. 10a). As was the case with the clusters, the gas is multiphase. The filamentary gas has a more populated WHIM component than hot halo component by a factor of 1.58 (1.28) at a redshift \( z = 3.2 \) (\( z = 0 \)). By contrast, the cluster gas has 1.54 (1.68) times less WHIM gas than hot halo gas at \( z = 3 \) (\( z = 0 \)). The peak in the condensed phase occurs at the same time as the overall star formation rate is peaking (see Fig. 11c to Fig. 8c). This suggests that the majority of the star formation in the universe is occurring in the condensed, filaments phase. This is confirmed by Fig. 11c which peaks in the same redshift range.

Voids: The total gas fraction in voids peaks at 8.98% at a redshift \( z = 3.6 \) and drops to 2% of the total gas at a redshift \( z = 0 \). The vast majority of the gas begins and stays in the diffuse phase (see Fig. 11b). At a redshift \( z = 3.2 \), the gas is single phase with 8.98% (as a fraction of the total mass) in the diffuse phase (see Fig. 9a). At a redshift \( z = 0 \), this transitions to a two-phase distribution with 2.01%, 0.11% in the diffuse and WHIM, respectively (see Fig. 10a). At a redshift \( z = 0 \), the temperature dispersion has increased so that about 5% of the total void gas is in the WHIM. The increase in temperature dispersion is likely due to the vacating of the voids and possible shock heating occurring at the edges of voids. It is most likely not due to feedback heating which mostly occurs within the first 40 Myr (i.e. the oldest star that can produce a Type II supernova) of the formation time of a star particle. If feedback heating was the dominant source of this dispersion, it would likely peak at \( z = 3 \), where the star formation is more intense, instead of at \( z = 0 \).

Unassigned: The total unassigned gas fraction at 34% (99% of which is in the diffuse phase) at a redshift \( z = 8.37 \) and drops to 10% by a redshift \( z = 0 \). At a redshift \( z = 3.2 \), the gas phase distribution (as a fraction of the total mass) in the unassigned environment is 22.7%, 0.10%, 0.05% and 0.19% in the diffuse, WHIM, hot halo and condensed phases respectively (see Fig. 9b). By a redshift \( z = 0 \), the phase distribution becomes 7.46%, 2.15%, 0.54% and 0.02% in the diffuse, WHIM, hot halo and condensed phases respectively (see Fig. 10b). This substantial depletion indicates that

| clusters | filaments | voids |
|----------|-----------|-------|
| voxel \( h^{-1}\)Mpc | voxel \( h^{-1}\)Mpc | voxel \( h^{-1}\)Mpc |
| 2 | 0.78 | 1 | 0.39 | 5 | 1.9 |
| 4 | 1.6 | 2 | 0.78 | 7.5 | 2.9 |
| 6 | 2.3 | 3 | 1.2 | 10 | 3.9 |
| 8 | 3.1 | 4 | 1.6 | 15 | 5.9 |
| 10 | 3.9 | 5 | 1.9 | 20 | 7.8 |
| 12 | 4.7 | 6 | 2.3 | 25 | 9.8 |
| 14 | 5.5 | 8 | 3.1 | 30 | 11.7 |
| 16 | 6.3 | 10 | 3.9 | 35 | 13.7 |
| 18 | 7.0 | 12 | 4.7 | 40 | 15.6 |
| 20 | 8.8 | 14 | 5.5 | 50 | 19.5 |

Table 3. Scales probed by the structure finding algorithm for the 256^3 grid in both voxels and comoving size.

5 THE TEMPERATURE AND DENSITY EVOLUTION

The total gas fraction in clusters peaks at 3-4% between redshifts \( z = 2.5 - 3.6 \). At a redshift \( z = 3.2 \) (where the cosmic star formation rate is at a maximum) the phase distribution (as a fraction of the total mass) in the cluster environment is 1.53%, 0.26%, 0.40% and 0.81% in the diffuse, WHIM, hot halo and condensed phases respectively (see Fig. 9c). By a redshift \( z = 0 \), the phase distribution becomes 0.55%, 2.99%, 5.02% and 0.21% in the diffuse, WHIM, hot halo and condensed phases respectively (see Fig. 10c). In the present era the total mass fraction of cluster gas has increased to 9% up from 3% at redshift \( z = 3 \). The diffuse...
most of the unclassified material at high redshift has been reclassified into poor clusters or filaments as more structures form.

6 THE STAR FORMATION RATE AND EFFICIENCY

We investigate (see Figs. [12] - [13]) the density and temperature of star forming regions in the simulation. To get the temperature and density of a star particle, we use the SPH kernel and interpolate from the nearby gas particle temperatures and densities. We then find all the star particles within a particular density and temperature regime which formed within the last 100 Myr and take the average star formation over the time interval. This is a reasonable approximation to the temperature and density of the gas when the star particle formed because it has not yet had a chance to move away from the star forming region. A video of the star formation evolution as a function of structure and gas phase is available online.

Clusters: The star formation rate peaks in the condensed phase at a redshift \( z = 2.6 - 3.6 \). The star formation rate in the hot halo phase peaks at a similar redshift. At redshift \( z = 3 \), there is negligible star formation in the WHIM and diffuse gas phases (see Figs. [12c] and [13a]). The fraction of the total stars forming in the diffuse, WHIM, hot halo and condensed cluster phases are 0.31\%, 0.03\%, 1.26\% and 12.0\% respectively (see Fig. [12d]). In this environment, at a redshift \( z = 0 \), 5.86\% and 13.9\% of the total stars form in the hot halo and condensed cluster gas phases respectively (see Fig. [13b]).

Filaments: Just as in the clusters, the star formation peaks at a redshift \( z \approx 3 \) in the condensed phase (see Fig. [14c]). The diffuse phase dominates star formation at redshifts greater than \( z = 6 \). The star formation rate in the hot halo phase and WHIM increase to a maximum at a redshift \( z = 4 \) and a redshift \( z = 3 \) respectively. From Fig. [12c] the strongest star formation is occurring in the regime where \( 10^{4} \leq T \leq 10^{5} \) and \( 6 \leq \rho_{\text{gas}} / \rho \leq 8 \). This is above the cooling branch, due to the thermal steady state between UV-heating and radiative cooling, (e.g. Fig. [9c]) where \( T \approx 10^{4} \) and \( 2 \leq \rho_{\text{gas}} / \rho \leq 6 \). This suggests that either the nearby gas is heated above this branch in regions surrounding star forming regions or the gas must be above this steady state branch to actively cool and form stars or that possibly, both these conditions hold.

At a redshift \( z = 3.2 \), the fraction of the total stars forming in the diffuse, WHIM, hot halo and condensed cluster phases are 7.18\%, 0.31\%, 3.48\% and 71.9\% respectively (see Fig. [12c]). This demonstrates weakly trimodal star formation structure distribution, dominated by the condensed phase.

At a redshift \( z = 0 \), the fraction of total stars forming in the diffuse, WHIM, hot halo and condensed filament phases (see Fig. [13c]) are 0.16\%, 0.16\%, 24.2\% and 53.8\% respectively. There is clearly a shift away from the trimodal distribution in the diffuse, hot halo and condensed phases to a bimodal star formation structure in the hot halo and condensed phases.

Voids: The star formation rate peaks in the diffuse phase at a redshift \( z = 7.7 \) (see Fig. [14d]). At a redshift \( z = 3.2 \), only 0.06\% of stars are being formed in voids, entirely in gas in the diffuse phase (see Fig. [12d]). After a redshift \( z = 1.6 \), there is no star formation in voids because they are being vacated of mass (see Figs. [13d] and [14d]).

Unassigned: The star formation peaks at a redshift \( z = 6.4 \) in the diffuse phase (see Fig. [14c]). At a redshift \( z = 3.2 \) the fraction of total stars formed in the unassigned diffuse, WHIM, hot halo and condensed unassigned phases are 1.05\%, 0.02\%, 0.42\% and 1.91\% respectively (see Fig. [12c]). The trimodal distribution is similar to the filaments’ star formation phase distribution. An interesting difference between the unassigned and the clusters / filaments, is that near \( (3 \leq z \leq 4) \) the maximum unassigned star formation rate of the condensed and diffuse phases are almost equivalent (see Fig. [14c]).

In Figs. [12] and [13] the star formation is very clearly dominated by filaments at densities greater than 5 times the mean gas density and temperatures below \( 10^{5} \)K. It is primarily occurring in the condensed gas phase. The next most important regimes for star formation are the condensed cluster and the filament hot halo phases.

We investigate the fraction of total gas belonging to a particular structure type that is converted into stars per year in Fig. [15]. Fig. [15b] shows that the clusters convert gas in the condensed phase into stars about 4 times more efficiently than the filaments do at a redshift \( z = 3.6 \) (see Fig. [15c]). This is due to the increased gas densities in clusters (and metallicities) enabling the gas to rapidly cool and form stars. In clusters, filaments and unassigned regions the condensed phase is where the most efficient conversion of gas into stars occurs. In clusters at redshifts \( z < 5 \), the hot halo gas becomes more efficient than the diffuse gas at converting gas into stars. While for filaments it takes until a redshift \( z = 2 \) for the hot halo to become more efficient than the diffuse phase. In Fig. [15] it appears that the diffuse phase dominates the efficiency of converting gas into stars at very high redshifts. However as structures form in the universe, the condensed and the hot halo gas begin to dominate.

In Fig. [16] we investigate the efficiency at which gas is converted into stars per structure type and as a function of the structure measure threshold at \( z = 3.2 \). By changing the threshold value, various levels of contrast can be probed within the structures. The higher the structure measure, the higher the contrast. Fig. [16a] and [16b] indicate that the star formation efficiency in cluster and filament hot halos peaks between the centers and edges of clusters / filaments.

Comparing Fig. [16a] with Fig. [16b] it is evident that as the structure measure increases for filaments, which corresponds to probing closer to the spine of the filament, the star formation efficiency (e.g. 0.4 - 0.7) starts to match the efficiency in clusters. However Fig. [17] reminds us that in that regime, the amount of gas in filaments is an order of magnitude higher than that found in clusters. So filaments truly emerge as star formation powerhouses. In both clusters and filaments, the star formation efficiency in the WHIM rises steeply as the central regions are approached. Towards the outskirts of these structures, the diffuse gas takes over from the WHIM.
(a) Gas Mass with criterion 1.  
(b) Gas Mass with criterion 2.  
(c) Gas Mass with criterion 3.

Figure 6. The gas mass distribution as a function of structure type, redshift and structure criteria.
Figure 7. The star mass distribution as a function of structure type, redshift and structure criteria.
Figure 8. The star formation history as a function of structure type, redshift and structure criteria.
Figure 9. Gas Phase History at Redshift $z = 3.2$ using criterion 3. The color bar represents the $\log_{10}$ of the gas mass fraction at a particular density and temperature. The total gas mass fraction in each phase and structure is listed. 3% of the gas is in clusters, 64.9% is in filaments, 8.98% is in voids and 23.04% is in unassigned.
Figure 10. Gas Phase History at Redshift $z = 0$ using criterion 3. The color bar represents the $\log_{10}$ of the gas mass fraction at a particular density and temperature. The total gas mass fraction in each phase and structure is listed. 8.77% of the gas is in clusters, 79.07% is in filaments, 2.12% is in voids and 9.97% is in unassigned.
Figure 11. Gas Fraction vs. Redshift using criterion 3. This illustrates the gas mass fraction in the diffuse, WHIM, hot halo and condensed gas phases as a function of structure.
Figure 12. Star Formation Rate, Redshift $z = 3.2$ using criterion 3. The color bar represents the $\log_{10}$ of the star formation rate in $\text{M}_\odot \, \text{yr}^{-1}$ at a particular density and temperature. The fraction of the total stars formed is listed for each phase and structure. 13.6% of stars are forming in the clusters, 82.9% in filaments, 0.06% in voids and 3.4% in material unassigned to any structure.
Figure 13. The star formation rate at redshift $z = 0$, using criterion 3. The color bar represents the $\log_{10}$ of the star formation rate in $M_\odot$ yr$^{-1}$ at a particular density and temperature. The fraction of the total star mass formed is listed for each phase and structure. 19.8% of stars are forming in the clusters, 78.3% in filaments, 0.00% in voids and 1.89% in material unassigned to any structure.
Figure 14. SFR vs. Redshift using criterion 3. Illustration of the star formation rate in the diffuse, WHIM, hot halo and condensed gas phases as a function of structure.
Figure 15. The fraction of structure gas converted by different gas phases using criterion 3. This illustrates the fraction of the total gas in a structure type that is converted into stars per year in the diffuse, WHIM, hot halo and condensed gas phases as a function of structure.
Figure 16. Fraction of structure gas converted vs. structure measure at $z = 3.2$ without the density criterion. The fraction of the total gas in a structure type converted into stars per year in the diffuse, WHIM, hot halo and condensed gas phases as a function of structure measure is illustrated.
Figure 17. The gas fraction in a particular type of structure vs. the structure measure threshold at $z = 3.2$, without the density criterion. The contributions to the diffuse, WHIM, hot halo and condensed gas phases are also shown.
7 CONCLUSIONS

We have introduced a new approach to studying the environment in which galaxies form and evolve. By coupling tailored simulations with a structure finding algorithm that self-consistently tracks gas in clusters, filaments and voids, we have begun to examine the redshift evolution of the properties of the different environments of galaxies and their circumgalactic medium. We have defined and studied poor clusters, filaments and voids focusing on 1) the temperature and density evolution 2) the phase population of the gas in these structures, and 3) the star formation rates and efficiencies in these structures.

We find that during the bulk of the cosmic evolution most of the stars and gas inhabit filamentary structures. At a redshift \( z = 0 \) (see Fig. 10), 79.1% of the gas mass is found in filaments. The gas phase mass fractions are 43.1%, 30.0%, 24.7% and 2.2% for the diffuse, WHIM, hot halo and condensed phases, respectively. Although most of the WHIM is found in filaments, we caution against equating the filamentary environment with the WHIM since the filamentary gas is in fact multiphase, consisting of almost equal parts hot halo, WHIM and diffuse gas. The condensed gas in these filaments dominates the star forming regions in the universe through all epochs.

Our definition of structure allows us to probe the inner and outer regions of clusters and filaments. At high redshifts, the filaments are have low structure measure values, corresponding to a relatively low contrast with the background. At redshift \( z = 0 \), the filamentary material has transitioned into higher contrast regions as we would expect from the growth of cosmic structure.

At redshift \( z = 0 \), 75.4% of the star mass is found in the filamentary neighborhood. The unassigned material does house significant star formation at higher redshifts when we use a structure threshold = 0.1. However, since this star formation is reassigned to filamentary regions when we relax this criterion, we suspect that this star formation is occurring in low contrast regions, or the outskirts, of the filaments. The star mass in clusters and voids, is correspondingly less affected by the change in structure threshold, leading us to conclude that the unassigned material is indeed in the low contrast regions in filaments. There is some indication of star formation occurring in voids, but at low redshifts the gas vacates the voids and flow into filaments and clusters. This leads to a peak of the total stellar mass in voids at a redshift \( z = 4 \), which then decreases at lower redshifts.

Our ability to map the temperature-density evolution of the filaments, clusters, and voids allows us to study the different phases of gas in these structures. We have used this to track the star formation in different phases of the gas. When star formation peaks at a redshift \( z = 3.2 \), 8.6% of the stars form in the diffuse phase, 0.36% form in the WHIM phase, 5.2% form in the hot halo phase, and 86% form in the condensed phase (see Fig. 12a). At that redshift 65% of the gas is in filaments and it is broken down into 53%, 2.9%, 1.8% and 74% of the total gas is in the diffuse, WHIM, hot halo and condensed phases. Over half of all star formation therefore occurs in 7.4% of the gas. At a redshift \( z = 0 \), 0.16% of all the stars form in the diffuse phase, 0.16% form in the WHIM phase, 30.7% form in the hot halo phase and 68.9% form in the condensed phase (see Fig. 13a). Figs. 12a and 13a demonstrate a transition from a trimodal gas phase (diffuse, hot halo and condensed) distribution for star formation at high redshift to a bimodal gas phase star formation distribution in the present era (hot halo and condensed).

The transition from the hot halo and diffuse phase containing similar amounts of star formation at \( z = 3 \) to the hot halo having over 150 times the star formation rate at \( z = 0 \) cannot be completely attributed the decrease in the diffuse phase. At \( z = 0 \), the diffuse phase still has more gas than the hot halo phase (see Fig. 13a). This indicates that hot halos are simply more efficient at converting gas into stars (see Fig. 15a).

We also notice in Fig. 15 that the poor clusters and groups are overall the most efficient at converting gas into stars. The higher densities (and higher metallicities) enable gas to cool and form stars. The condensed phase plays the most significant role in converting structure gas into stars followed by the hot halo at low redshift and the diffuse phase at high redshifts. However, in the inner regions of filaments that correspond to a high filament measure, star formation efficiency is comparable to that in poor clusters.

We have shown that filaments play a significant role in the history of star formation. The majority of star formation occurs within cold, condensed gas in filaments at intermediate redshifts (\( z \sim 3 \)). We also show that much of the star formation above a redshift \( z = 3 \) occurs in low contrast regions of filaments, but as the density contrast increases at lower redshift the star formation switches to high contrast regions, or the inner parts of filaments. Since filaments bridge the void regions to the cluster regions, it suggests that the majority of star formation occurs in galaxies at intermediate redshifts in filamentary regions prior to the accretion onto clusters.
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