Simple determination of dark states in a general multi-level system
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In a multi-level energy system with energy transitions, dark states are eigenstates of a Hamiltonian that consist entirely of ground states, with zero amplitude in the excited states. We present several criteria which allows one to deduce the presence of dark states in a general multi-level system based on the submatrices of the Hamiltonian. The dark states can be shown to be the right-singular vectors of the submatrix that connect the ground states to the excited states. Furthermore, we show a simple way of finding the dark state involving the determinant of a matrix constructed from the same submatrix.

I. INTRODUCTION

Dark states of atomic systems play an important role in several contexts, ranging from electromagnetically induced transparency [1], stimulated Raman adiabatic passage (STIRAP) [2], lasing without inversion, slow light [3], coherent population trapping techniques [4], and sub-recoil cooling [5]. One of the important effects that takes place in these phenomena is that transitions between atomic levels produce an interference effect such that the amplitude of one of the levels is zero. The archetypal system that exhibits this effect is the three-level Lambda scheme, where two out of the three transitions between the levels are possible. Such a configuration often arises due to the presence of selection rules, which prevent certain transitions occurring [6]. A typical situation that occurs is when the intermediate state is an excited state and the other two states are ground states of the atom. In this case the dark state only involves a superposition of the ground states, and the excited state has zero amplitude [7]. Such dark states play an important role in STIRAP, where they can be used for achieving an efficient means of population transfer [8]. The use of dark states avoids decoherence via spontaneous emission of intermediate states during the process, due to dark states having precisely zero transition amplitudes. STIRAP is also resistant to small variations in laser intensity, pulse shape and timing [10,12] allowing for robust control of the state transfer. Numerous experiments have demonstrated the feasibility of STIRAP [8,9,13,10].

While the three-level Lambda scheme is the most common energy level configuration, several extensions to the basic three-level Λ system have been investigated [17,18]. Most extensions consider a chain model constructed by linking together multiple three-level Λ structures [13,20]. In these multi-level chain models, it is possible to produce dark states for odd numbers of levels [21], but dark states are not always possible for an even number states [22,24]. Applications of such multi-level dark states include efficient population transfer [23], STIRAP-based quantum gates [26], entanglement generation [18,27,29], and quantum search algorithms [30,31]. In the general case, one must perform a direct diagonalization of the full Hamiltonian, and obtain the wavefunction of the dark state in this way.

In this paper, we provide a set of results that allows for the simple determination of the existence and wavefunction of a dark state in a multi-level energy network. The situation we consider is shown in Fig. 1. We start from a general multi-level energy network where there are transitions between energy levels, potentially involving detuning of the transition energies (Fig. 1(a)). First a transformation is performed to remove the time dependence of the transitions, such that the energy levels are related to each other by the detunings (Fig. 1(b)). We typically assume that the ground states, defined by convention to have zero energy, to have a certain degeneracy, while the excited states have non-zero detunings. The ground states can be connected to the excited states in an arbitrary fashion, however the ground states do not have any connection to each other. We then define a dark state as an eigenstate of the Hamiltonian that has exactly zero amplitude with respect to the excited states. We present some general theorems for the existence of a dark state in such a system and show that several simplifications can be made that avoids diagonalization of the full Hamiltonian. We also obtain an explicit expression for the dark state which again does not require diagonalization of the full Hamiltonian.

We note that there are several related works that have...
examine similar problems. Moris and Shore (MS) introduced the MS-transformation approach to analyze two-level excitations \[ |e〉 \] and later extended this to more complex systems \[ |e'〉 \]. In the most basic form, the MS-transformation reduces a degenerate two energy level system to a set of independent non-degenerate one and two level systems. More recently, Finkelstein-Shapiro, Keller and co-workers introduced the general conditions for the presence of dark state for a general multi-level system where a subset of the states are considered to be the ground states \[ g_i \]. We confirm some of the results found in these works using an alternative approach, and extend them in several ways. One of the extensions that we obtain is the role of excited states that are not directly connected with the ground state. We show that such states never affect the dark state and can be ignored. We Furthermore obtain an explicit expression for the dark state in terms of the determinant of a matrix that can be constructed from a submatrix of the Hamiltonian. This allows for a simple analytic determination of the dark states even in a complex network, which can be difficult to obtain due to the computational overheads associate with symbolic computation.

This paper is organized as follows. In Sec. III we introduce key definitions and describe the problem concretely. In Sec. IV we provide a list of theorems related to dark states in a multi-level energy network. In Sec. V we apply our theorems to several examples of multi-level networks, and in Sec. VI we summarize our results.

II. PROBLEM DEFINITION

Consider a multi-level system consisting of \( N \) orthogonal states \( |n〉 \) with \( n \in [1, N] \) (see Fig. (1a)). The energy of the \( n \)th energy level is \( E_n \). Controllable state transitions (e.g. by a laser) are possible between any two states except for connections between two ground states. Then Hamiltonian of the multi-level network is written

\[
H = \sum_n E_n |n〉〈n| + \hbar \sum_{nm} (e^{-i\omega_{nm}t} \Omega_{nm} |n〉〈m| + e^{i\omega_{nm}t} \Omega_{nm}^* |m〉〈n|)
\]

(1)

where the complex amplitude of transition from state \( |m〉 \) to \( |n〉 \) is \( \Omega_{nm} \), and \( \omega_{nm} \) is the frequency of the radiation inducing the transition. We consider two energy levels to be connected if \( |\Omega_{nm}| > 0 \).

We categorize the states into two basic types, either as being a ground state or an excited state (see Fig. (1b)). In principle the choice is arbitrary but in practice the states that are considered to be ground states are low energy states which are stable states in the sense that they do not experience spontaneous emission. The dark states will be defined purely in terms of the ground states. When labelling only the ground states we use the notation \( |g_i〉 \), where \( i \in [1, N_g] \). The remaining \( N - N_g \) states are then excited states. We further subdivide excited states which are directly connected to the ground states and those which are not. The \( N_e \) directly connected excited states are labelled as \( |e_i〉 \), where \( i \in [1, N_e] \). The remaining disconnected excited state are labelled as \( |e'_i〉 \), where \( i \in [1, N - N_g - N_e] \).

Using similar steps to that shown in Ref. \[ [34] \], we may remove the time dependence by performing a unitary transformation on the states

\[
|n〉 \rightarrow e^{i\epsilon_n t} |n〉
\]

(2)

such that the Hamiltonian becomes

\[
H = \sum_n (E_n - \epsilon_n) |n〉〈n| + \hbar \sum_{nm} (\Omega_{nm} |n〉〈m| + \Omega_{nm}^* |m〉〈n|)
\]

(3)

where the \( \epsilon_n \) are frequency transformations that satisfy

\[
\omega_{nm} = \epsilon_n - \epsilon_m.
\]

(4)

For a \( N \)-level system, there are potentially \( N(N-1)/2 \) connections, and only \( N \) variables \( \epsilon_n \). In order for the transformation to be possible in the general case, then the number of transitions must be at most \( N \) such that (4) is satisfied. Assuming that the frequencies \( \omega_{nm} \) are controllable, the frequency transformations \( \epsilon_n \) allows one to effectively shift the energies of the levels, as long as (4) is satisfied.

![FIG. 1. An example multi-level energy network that is considered in this paper. Shown are the (a) physical energy level configuration corresponding to Hamiltonian (1); (b) the equivalent system after performing a unitary transformation to obtain (2). Arrows between energy level indicate non-zero transition amplitudes \( \Omega_{ij} \) with frequencies \( \omega_{ij} \) between energy levels \( |i〉 \) and \( |j〉 \). Dashed lines indicate the energy to which the transitions are detuned to, with the associated detunings \( \Delta_1, \Delta_2 \) as marked. Using the transformation (2), the time dependent Hamiltonian (1) is transformed to the time independent Hamiltonian (3) as shown in (b).](image-url)
We note that this must be true for arbitrary choices of $\epsilon_n$ on the ground states are chosen such that they are all equal

$$E_0 = E_n - \epsilon_n$$  
(ground states).  

(5)

Redefining the zero level of the energy we may then write

$$H = \hbar \sum_n \Delta_n |n\rangle \langle n| + \hbar \sum_{nm} (\Omega_{nm}|n\rangle \langle m| + \Omega_{nm}^*|m\rangle \langle n|),$$  

(6)

where the detuning is defined as

$$\hbar \Delta_n = E_n - \epsilon_n - E_0.$$  

(7)

By reordering the Hamiltonian matrix in descending order in energy, such that the last elements are the ground states, we may write the Hamiltonian of such a system in the form

$$H = \begin{bmatrix} A & B \\ B^\dagger & 0 \end{bmatrix}.$$  

(8)

Here, $A$ is the $(N-N_g) \times (N-N_g)$ dimensional submatrix of the Hamiltonian consisting of matrix elements involving only the excited states of the system. $A$ is a Hermitian matrix containing diagonal elements $A_{nn} = \hbar \Delta_n$. According to the Hermitian property of $A$, the matrix elements $A_{nm} = A_{mn}^* = \hbar \Omega_{nm}$. $B$ contains all the transitions between the ground states and the excited states. $B$ is an $(N-N_g) \times N_g$ non-Hermitian matrix with complex elements $B_{nm} = \hbar \Omega_{nm}$. Disconnected energy levels in $A$ and $B$ have 0 matrix elements. The dimensions of the square 0 matrix is $N_g \times N_g$.

We then define dark states $|D\rangle$ as an eigenstate of $H$ that only involve the states in the ground state manifold [34]. The dark state then has the form

$$|D\rangle = \begin{bmatrix} 0 \\ |D_g\rangle \end{bmatrix}.$$  

(9)

We note that this must be true for arbitrary choices of $\Omega_{nm}$.

## III. PROPERTIES OF THE MULTI-LEVEL NETWORK

With the definitions above, we may introduce and prove the main theorems for the presence of dark states in a general multi-level energy network.

**Lemma 1.** Assuming that $\det(A) \neq 0$, the determinant of the Hamiltonian [34] obeys

$$\det(H) = \det(A) \det(-B^\dagger A^{-1}B)$$  

(10)

$$= (-1)^N \det(B^\dagger B).$$  

(11)

**Proof.** First define an auxiliary matrix

$$Q = \begin{bmatrix} I & -A^{-1}B \\ 0 & I \end{bmatrix},$$  

(12)

where the submatrix dimensions are the same as $H$. Multiplying [34] from the left by $Q$ we have

$$HQ = \begin{bmatrix} A & 0 \\ B^\dagger & -B^\dagger A^{-1}B \end{bmatrix}.$$  

(13)

Taking the determinant of the left hand side and using the Cauchy-Binet formula, we have $\det(HQ) = \det(H)$ since $\det(Q) = 1$. Taking the determinants of block matrices [35] on the right hand side we obtain (12). This can be further simplified given the non-singular assumption of $A$ and the Cauchy-Binet formula again. Since we assume $\det(A) \neq 0$, we can simplify (12) to obtain (11).

We may now relate the dark states of the Hamiltonian [34] to the properties of its submatrix $B$.

**Theorem 1.** A dark state of the Hamiltonian [34] exists if and only if $B$ has a right-singular vector $|D_g\rangle$ with a singular value of zero. Furthermore, the dark state has an eigenvalue of zero for Hamiltonian [34].

**Proof.** Performing a singular value decomposition on $B$ we may write

$$B = \sum_i \lambda_i |u_i\rangle \langle v_i|$$  

(14)

where $|u_i\rangle$, $|v_i\rangle$ are the left- and right-singular vectors and $\lambda_i$ are the singular values. The singular vectors are orthonormal $\langle u_j | u_i \rangle = \langle v_j | v_i \rangle = \delta_{ij}$.

First suppose that there exists a singular value such that $\lambda_1 = 0$, and we take $|D_g\rangle$ to be the associated right-singular vector $|D_g\rangle = |v_1\rangle$. Then from (14), we have $B|D_g\rangle = 0$, and it immediately follows that

$$-B^\dagger A^{-1}B|D_g\rangle = 0.$$  

(15)

It then follows that that the determinant of the matrix is

$$\det(-B^\dagger A^{-1}B) = 0.$$  

(16)

Applying Lemma 1, we obtain

$$\det(H) = 0,$$  

(17)

which shows that a zero eigenvalue state exists.

We may now explicitly construct the dark state from $|D_g\rangle$ with the aid of a matrix $P$ of size $N \times N_g$ which projects $|D_g\rangle$ to the whole Hilbert space defined by $H$. Using the same submatrix conventions as the right hand column of [34], we define the projector as

$$P = \begin{bmatrix} 0 & \langle f | \end{bmatrix}.$$  

(18)
where the 0 is a \((N - N_g) \times N_g\) dimensional zero matrix, and \(I\) is a \(N_g \times N_g\) dimensional identity matrix. We may use this to relate the full dark state vector \(|D_g\rangle\) to the left singular vector \(|D_g\rangle\) via

\[
P|D_g\rangle = |D\rangle = \begin{bmatrix} 0 \\ |D_g\rangle \end{bmatrix}.
\] (19)

Directly applying this state to the Hamiltonian we find that

\[
H|D\rangle = 0,
\] (20)

showing that this state is an eigenstate with zero eigenvalue. This has the same form as (9) showing that a dark state exists.

Now suppose that a zero singular value \(\lambda_i = 0\) does not exist. Applying \(B\) to the state \(|D_g\rangle\) we have

\[
B|D_g\rangle = \sum_i \lambda_i \langle v_i | D_g \rangle |u_i\rangle.
\] (21)

This cannot be a zero vector as \(|D_g\rangle\) is a normalized state and \(\lambda_i \neq 0\). Hence there is no state such that \(B|D_g\rangle = 0\). Applying the Hamiltonian to the form of the dark state \(\text{(10)}\) for this case, we have

\[
H|D\rangle = \begin{bmatrix} B|D_g\rangle \\ 0 \end{bmatrix}.
\] (22)

For this state to be an eigenstate of the Hamiltonian, we require the eigenvalue of the state to be zero. However, since here

\[
\det(-B^\dagger A^{-1}B) \neq 0
\] (23)

using the Cauchy-Binet formula, and \(\det(A) \neq 0\), using Lemma 1 there is no zero eigenvalue of \(H\). Hence a dark state does not exist.

Thus, if and only if there is a right-singular vector \(|D_g\rangle\) with a singular value of zero, a dark state exists in the multi-level network.

A similar result was found in Ref. \[34\] using different arguments.

**Corollary 1.** A dark state of the Hamiltonian \(\text{(10)}\) exists if and only if \(\det(B^\dagger B) = 0\).

**Proof.** From Theorem 1, a dark state exists if and only if \(B|D_g\rangle = 0\). Then \(B^\dagger B\) is a square matrix that has a zero eigenvalue, implying \(\det(B^\dagger B) = 0\). From Lemma 1, it also implies that \(H\) has a zero eigenvalue.

The above result gives a simply way of testing whether a given Hamiltonian possesses a dark state, without computing its eigenvalues directly, and furthermore examining only a submatrix of the whole Hamiltonian.

**Proposition 1.** Transition between excited states, i.e. without any connections to any ground state, cannot influence the existence of the dark states of multi-level energy network for \(\det(A) \neq 0\).

**Proof.** In the proof for Theorem 1, the only places where the submatrix \(A\) appear are in Eqs. \(\text{(10)}\) and \(\text{(23)}\), which are statements that are valid for the cases where a right-singular vector such that \(B|D_g\rangle = 0\) either exists or does not exist, respectively. Consider changing \(A\) in either of these cases, while maintaining that \(\det(A) \neq 0\). In the case of \(\text{(10)}\), the result is unchanged since \(B|D_g\rangle = 0\). In the case of \(\text{(23)}\), the result is unchanged since the only result that is used here is \(\det(A) \neq 0\). Hence the proof of Theorem 1 is unchanged, and transitions between excited states do not influence the existence of dark states.

The above result shows that in multi-level networks the excited states that have no direct connections with ground states can be ignored. As mentioned above, the diagonal elements of submatrix \(A\) contain the detunings of the excited states. The lack of dependence of the submatrix \(A\) with respect to the presence of dark states means that these detunings can be chosen freely. For non-zero detunings of the excited states, this makes the assumption \(\det(A) \neq 0\) not very restrictive. For example, in the absence of excited-to-excited state transitions \(\Omega_{em} = 0\), in this case it follows that \(\det(A) \neq 0\). It is possible to have \(\det(A) = 0\) for particular choices of \(\Omega_{ij}\) where level repulsion of the excited states align one of the energy levels to the ground state level. However, this will typically require large and carefully chosen values of \(\Omega_{ij}\), and will not give zero energy state for arbitrary \(\Omega_{ij}\) as is required for a dark state.

**Proposition 2.** If the rank of \(B\) is less than \(N_g\), then a dark state exists.

**Proof.** Recall \(B\) is a \(N_g \times (N - N_g)\) matrix. Hence if \(\text{Rank}(B) = N_g\), it is a full rank matrix and

\[
\det(B) \neq 0 \implies \det(-B^\dagger A^{-1}B) \neq 0,
\] (24)

again assuming \(\det(A) \neq 0\). Then from Theorem 1, a dark state does not exist.

If \(\text{Rank}(B) < N_g\), then the number of non-zero singular values is less than the dimension of the space spanned by the ground states \(\{|g_i\}\). Then \(\det(-B^\dagger A^{-1}B) = 0\) and a dark state exists.

We note a similar result was found in Ref. \[34\]. The above proposition leads to the following corollary which is useful when designing energy networks to ensure that a dark state is present.

**Corollary 2.** A network where the number of directly connected excited states \(N_e\) is less than the number of ground state \(N_g\) has at least one dark state.

**Proof.** Let us write

\[
B = \begin{bmatrix} 0 \\ \tilde{B} \end{bmatrix}
\] (25)

where \(\tilde{B}\) is a submatrix of \(B\) involving elements with transitions that directly connect between the ground
states $|g_i⟩$ and the excited states $|e_i⟩$. By definition, the remaining matrix elements of $B$ involving disconnected excited states $|e_i⟩'$ are zero. A full rank matrix has a rank that is the lesser of the number of rows and columns. The rank of $B$ is therefore

$$\text{Rank}(B) = \text{Rank}(\tilde{B}) \leq N_c.$$  \hspace{1cm} (26)

For the case that $N_c < N_g$, $\text{Rank}(B) < N_g$. Then by Proposition 2, a dark state exists.

Combining Proposition 1 and Corollary 2, one may easily see that in order to create an energy network that possesses a dark state, it is sufficient to demand that the number of excited states with direct energy connections to ground states is less than the number of ground states. It is clear from this observation that networks with a number of excited states with direct energy connections to ground states is less than the number of ground states.

Finally, we discuss procedures of how to obtain the final state to the Hamiltonian, or performing a singular value decomposition of $B$.

**Proposition 3.** Form the set $\{|b_i⟩\}$, which are $N_b$ potentially unnormalized, but linearly independent non-zero vectors, as defined in (27). Suppose that $N_b < N_g$ such that by Proposition 2, a dark state exists. Construct the matrix

$$D = \begin{bmatrix} |g_1⟩ & |g_2⟩ & \cdots & |g_{N_g}⟩ \\ ⟨b_1|g_1⟩ & ⟨b_1|g_2⟩ & \cdots & ⟨b_1|g_{N_g}⟩ \\ \vdots & \vdots & \ddots & \vdots \\ ⟨b_{N_b}|g_1⟩ & ⟨b_{N_b}|g_2⟩ & \cdots & ⟨b_{N_b}|g_{N_g}⟩ \end{bmatrix}. \hspace{1cm} (31)$$

Now delete $N_g - N_b - 1$ columns from $D$ such that the linear independence of the bottom $N_b$ rows of $D$ is preserved. Define this square matrix as $\tilde{D}$. Then the dark state is given by

$$|D⟩ = \det \tilde{D}. \hspace{1cm} (32)$$

**Proof.** The set of $\{|b_i⟩\}$ is formed according to the definition (27), but deleting any vectors that are linearly dependent. Hence $N_b \leq N_c$. In order to construct the dark state, we require a state that is mutually orthogonal to the vectors $\{|b_i⟩\}$ according to Lemma 2. First consider the case $N_b = N_g - 1$. In this case the dark state can be found using the generalized cross product (34) of the matrix $\tilde{D} = D$, since the cross product produces an orthogonal vector to the input vectors. Using the definition of the generalized cross product (34) and Lemma 2, we obtain the dark state as given in (32).

For cases where $N_b < N_g - 1$, the orthogonal vector is not unique since the dimension spanned by $\{|b_i⟩\}$ is at most $N_b$. To find a unique orthogonal vector to the spanned space using the generalized cross product, we project out $N_g - N_b - 1$ of the ground states using the operator

$$P_b = I - \sum_{j \in b_{\text{del}}} |b_j⟩⟨b_j| \hspace{1cm} (33)$$

where $b_{\text{del}}$ labels the set of ground states that are deleted. The vectors in the projected subspace are then

$$|P(b_i⟩)⟩ = P_b |b_i⟩. \hspace{1cm} (34)$$

The linear independence property must be maintained to ensure a non-zero result in the generalized cross product. Forming a matrix similar to (34) in the reduced subspace and taking the determinant then gives an orthogonal state to the $\{|P(b_i⟩)⟩\}$. This state $|D_g⟩$ is a state that is orthogonal to the projected vectors $⟨P(b_i)|D_g⟩ = 0$ while lying in the space defined by $P_b$.

$$P_b |D_g⟩ = |D_g⟩. \hspace{1cm} (35)$$

As such, it is also orthogonal to the set of $\{|b_i⟩\}$, and is a dark state according to Lemma 2. \[\square\]
Proposition 3 allows one to obtain the dark state without performing a singular value decomposition of $B$. We can make an extension of this result such that the matrix elements of $D$ are not necessarily the matrix elements of $B^*$. 

**Corollary 3.** Construct the matrix $D$, defined in (37), with the replacement $|b_i⟩ \rightarrow |b'_i⟩$, where $\{|b'_i⟩\}$ a linear combination of $\{|b_i⟩\}$, such that the span of the two sets are the same. The dark state still takes the form as given in (32) under this replacement.

**Proof.** First we show that using the set of vectors $\{|b'_i⟩\}$ can be equivalently used to find the dark state in place of $\{|b_i⟩\}$. From Lemma 2 we observe the the dark state must be orthogonal to the space spanned by the set of vectors $\{|b_i⟩\}$. A linear combination of such vectors spans the same space as these vectors, hence we may equivalently write the condition of the dark state as

$$\langle b'_i | D_y | b'_{i'} ⟩ = 0.$$  \hspace{1cm} (36)

Then the arguments of Proposition 3 can be repeated with the vectors $\{|b'_i⟩\}$, which yields the same dark state. \hfill □

The flexibility of using the vectors $\{|b'_i⟩\}$ instead of $\{|b_i⟩\}$, is useful when verifying the linear independence property, using methods such as Gaussian elimination. This will be illustrated in an example in the next section.

**IV. EXAMPLES**

We now illustrate the use of our results by showing several examples.

**A. $Λ$ System**

Let us first consider the most elementary case of the three-level $Λ$ system. The Hamiltonian is

$$H = \begin{bmatrix} \Delta_1 & \Omega_1 & \Omega_2 \\ \Omega_1^* & 0 & 0 \\ \Omega_2^* & 0 & 0 \end{bmatrix}.$$  \hspace{1cm} (37)

The submatrices in the form of (38) are then

$$A = [\Delta_1], \hspace{1cm} B = [\Omega_1 \Omega_2].$$  \hspace{1cm} (39)

To find the dark state, we first construct the vector corresponding to the row of $B^*$

$$|b_1⟩ = \Omega_1^*|2⟩ + \Omega_2^*|3⟩.$$  \hspace{1cm} (40)

The matrix $D$ is then

$$D = \begin{bmatrix} |2⟩ & |3⟩ \\ \Omega_1 & \Omega_2 \end{bmatrix}.$$  \hspace{1cm} (41)

**B. 3 layer pyramid**

We next consider the 3 layer pyramid structure as shown in Fig. 2(a). Writing the Hamiltonian in the form (39), the submatrices are

$$A = \begin{bmatrix} \Delta_2 & \Omega_1 & \Omega_2 \\ \Omega_1^* & \Delta_1 & 0 \\ \Omega_2^* & 0 & \Delta_3 \end{bmatrix},$$  \hspace{1cm} (43)

and

$$B = \begin{bmatrix} 0 & 0 & 0 \\ \Omega_3 & \Omega_4 & 0 \\ 0 & \Omega_5 & \Omega_6 \end{bmatrix}.$$  \hspace{1cm} (44)

Here det$(A) \neq 0$ is satisfied, as long as $|\Omega_1|^2 + |\Omega_2|^2 \neq \Delta_1 \Delta_2$. Since we aim to have a dark state which has a zero energy for arbitrary values of $\Omega_i$, we consider this an exceptional case that only gives a zero energy state for specific values of the amplitudes $\Omega_1, \Omega_2$.

In this example, $N_e = 2$ and $N_g = 3$, hence Corollary 2 applies and we may already immediately conclude that a dark state exists. The find the dark state, construct the vectors according to the rows of $B^*$

$$|b_2⟩ = \Omega_3^*|4⟩ + \Omega_4^*|5⟩$$  \hspace{1cm} (45)

$$|b_3⟩ = \Omega_5^*|5⟩ + \Omega_6^*|6⟩,$$  \hspace{1cm} (46)

where we have omitted the normalization factor. The matrix $D$ is then

$$D = \begin{bmatrix} |4⟩ & |5⟩ & |6⟩ \\ \Omega_3 & \Omega_4 & 0 \\ 0 & \Omega_5 & \Omega_6 \end{bmatrix}.$$  \hspace{1cm} (47)
The dark state is thus
\[ |D\rangle = \det D = \Omega_4 \Omega_6 |4\rangle - \Omega_3 \Omega_6 |5\rangle + \Omega_4 \Omega_5 |6\rangle, \]
where again we have omitted the normalization constant. As implied by Proposition 1, there is no dependence of the dark state on any of the parameters that appear in submatrix A. This state is orthogonal to \( \text{as stated in Lemma 2.} \)

C. 12 level system

The two previous examples are well-known energy network structures where it is known that a dark state is present. We now consider a more non-trivial 12 level example as shown in Fig. 2(b). The submatrices of the Hamiltonian in the form \( \text{are as shown in Fig. 2(b).} \)

\[
A = \begin{bmatrix}
\Delta_2 & 0 & \Omega_1 & \Omega_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \Delta_2 & 0 & \Omega_3 & \Omega_4 & \Omega_5 & \Omega_6 & 0 & 0 & 0 & 0 & 0 \\
\Omega_1^\dagger & 0 & \Delta_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Omega_2^\dagger & \Omega_3^\dagger & 0 & \Delta_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \Omega_4^\dagger & 0 & 0 & \Delta_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \Omega_5^\dagger & 0 & 0 & 0 & \Delta_1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \Omega_6^\dagger & 0 & 0 & 0 & 0 & \Delta_1 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

and
\[
B = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\Omega_7 & \Omega_8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \Omega_9 & \Omega_{10} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \Omega_{11} & 0 & \Omega_{12} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \Omega_{13} & 0 & \Omega_{14} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \Omega_{15} & \Omega_{16} & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

While numerically diagonalizing a 12 \( \times \) 12 Hamiltonian is not a difficult task, obtaining an analytic expression for the dark states is not as easy. For example, we were unable to diagonalize the Hamiltonian \( \text{for A,B as above using a symbolic computational program such as Mathematica, to show that a dark state exists.} \)

For this particular example, \( N_g = N_e \), hence we cannot immediately apply Corollary 2, which ensures the existence of a dark state. Let us first attempt to apply Proposition 2, which requires evaluation of the rank of \( B \). Performing Gaussian elimination on \( B \), we obtain
\[
\begin{bmatrix}
\Omega_7 & \Omega_8 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \Omega_9 & \Omega_{10} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \Omega_{11} & 0 & \Omega_{12} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \Omega_{13} & 0 & \Omega_{14} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \Omega_{15} & \Omega_{16} & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
\chi = \Omega_9 \Omega_{12} \Omega_{13} \Omega_{16} - \Omega_{10} \Omega_{11} \Omega_{14} \Omega_{15}.
\]

Hence in general \( \text{Rank}(B) = N_g = 5, \) unless
\[
\Omega_9 \Omega_{12} \Omega_{13} \Omega_{16} = \Omega_{10} \Omega_{11} \Omega_{14} \Omega_{15}
\]

where \( \text{the Rank}(B) = 4. \) This equation can be satisfied by introducing the dependence of one of the transitions implied by \( \text{as shown in Fig. 2(b).} \)

V. SUMMARY AND CONCLUSIONS

We have presented several results to determine the existence of a dark state in a multi-level energy system. The key result is given in Theorem 1, which states that
\[
\Omega_9 \Omega_{12} \Omega_{13} \Omega_{16} = \Omega_{10} \Omega_{11} \Omega_{14} \Omega_{15}
\]

omitting normalization factors. This example shows that one may start with a system that originally does not contain a dark state, but additional conditions may be deduced and applied such that the presence of a dark state is ensured.
may explicitly calculate the dark state, again using the determinant of a matrix calculated from $B$.

While we did not include effects of dissipation in our analysis, the results of Ref. \[44\] would suggest that these are unimportant so long as only relaxation effects towards the ground state are considered. The reason is that this type of relaxation by definition has no effect on dark states, which consist entirely of ground states. In some applications of dark states, such as electromagnetically induced transparency such an assumption may not necessarily be true and may be scope for further work.

We expect our results to be useful in obtaining analytic expressions for the dark states. In several applications of dark states it is useful to know the analytic form of a dark state. While numerical diagonalization can be performed for high dimensional Hamiltonians, obtaining analytic expressions can be much more difficult, using symbolic algorithms (e.g. Mathematica). Using our methods, one can find the existence and determine a dark state simply by evaluating the determinant of a matrix, which can be done efficiently. In this way, large scale multi-level networks can also be handled. Such systems may occur in bosonic systems where the indistinguishable nature of the particles produce naturally large Hilbert spaces, that do not always reduce to effectively single particles \[28, 37, 38\].
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