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Abstract

We study the prediction of the accuracy of a neural network given only its weights with the goal of better understanding network training and performance. To do so, we propose a formal setting which frames this task and connects to previous work in this area. We collect (and release) a large dataset of almost 80k convolutional neural networks trained on four image datasets. We demonstrate that strong predictors of accuracy exist. Moreover, they can achieve good predictions while only using simple statistics of the weights. Surprisingly, these predictors are able to rank networks trained on unobserved datasets or using different architectures.

1. Introduction

Deep neural networks (DNNs) are considered state of the art methods for many machine learning problems today. Yet, a deeper understanding of the mechanisms underlying these successes is still lacking. The deep learning phenomena, i.e. various surprising and insightful empirical findings surrounding the efforts to understand DNN training and generalization have recently gained a lot of attention of researchers and practitioners (Zhang et al., 2017; Franke & Carbin, 2019; Zhang et al., 2019). Research in this direction is actively growing, yet many such phenomena remain to be discovered.

This paper discusses the prediction of the accuracy of trained neural networks, using only their weights as inputs. Specifically, we consider convolutional neural networks (CNNs) trained on standard datasets for the popular task of image classification. We see this study as a step towards gaining a deeper understanding of neural network training and performance. Understanding what can be said by looking at the trained weights can be useful in understanding the training process in general. It can also have practical applications such as early stopping of unsuccessful training runs (Domhan et al., 2015).

As a first step in this direction we study CNNs trained in the under-parameterized regime, in which the observed train and test accuracies do not differ substantially. Then we show that our findings to some extent transfer to the over-parameterized regime (Belkin et al., 2018). Surprisingly, we demonstrate (Section 5.2) that the predictor trained on collection of very small CNNs is capable of ranking large ResNet models according to train/test accuracy fairly well using only their weights.

The studies presented in this paper may raise more questions than they answer, but we hope that this will serve as inspiration for other researchers to make progress in understanding the deep learning phenomena. The main contributions of this paper are:

- We propose a new formal setting that captures the approach and relates to previous works.
- We introduce a new, large dataset with strong baselines and discuss extensive empirical results. The data is of a new modality, mapping trained weights of neural networks to their accuracy.
- The experiments show that, somewhat surprisingly, it is possible to predict the accuracy using trained weights alone. Furthermore, only few statistics of the weights are sufficient for high accuracy in prediction.
- Experiments on transfer of prediction across architectures and datasets show that it is possible to rank neural network models trained on an unknown dataset just by observing the trained weights, without ever having access to the dataset itself.

Next, we describe a formal setting that considers this and related tasks (Section 2) and discuss related work (Section 3). We introduce a new dataset for this task and present empirical results on our dataset (Section 4). We also discuss the performance of the resulting predictors under domain shift (Section 5).

2. Formal setting

Consider a fixed unknown data-generating distribution \(P(X,Y)\) defined over \(\mathcal{X} \times \mathcal{Y}\), where \(\mathcal{X}\) and \(\mathcal{Y}\) are input and output domains, respectively. In the context of this paper, \(\mathcal{X}\) will be the space of images and \(\mathcal{Y}\) will be a set of
class labels. We observe a training set of input-output pairs \( S_N := \{(X_i, Y_i)\}_{i=1}^N \) sampled i.i.d. from \( \mathbb{P} \).

We will train CNNs on \( S_N \) using hyperparameters \( \lambda \) and get a particular weight vector \( W = \mathcal{A}(S_N, \lambda) \), where \( \mathcal{A} \) denotes the learning procedure and \( W \) may be considered a flattened vector containing all the weights. The hyperparameters \( \lambda \) include architecture-specific details (e.g. number of layers and activation function), optimizer-specific details (e.g. learning rate and initialization variance), and other parameters (e.g. weight regularization and fraction of the training set to use). Notice that the training method \( \mathcal{A} \) may have internal sources of stochasticity, including order of examples in mini-batches or weight initialization. Also note that depending on \( \lambda \), the weight vector \( W \) may be of a variable dimension (e.g. for varying number of layers).

We will denote the function realized by the CNN with weights \( W \) using \( h(\cdot; W): \mathcal{X} \rightarrow \mathcal{Y} \). This function has the train accuracy \( \frac{1}{N} \sum_{i=1}^N \mathbb{1}\{h(X_i; W) = Y_i\} \) and the expected accuracy \( \mathbb{E}_{(X,Y) \sim \mathbb{P}}[\mathbb{1}\{h(X; W) = Y\}] \) denoted with \( \tilde{\mathbb{A}}(W, S_N) \) and \( \mathbb{A}_\mathbb{P}(W) \), respectively.

The goal discussed in this paper is to predict a CNN’s expected accuracy by looking at its weights \( W \). Importantly, since the data distribution \( \mathbb{P}(X, Y) \) is fixed, the mapping \( W \mapsto \mathbb{A}_\mathbb{P}(W) \) that we want to learn (blue arrow in Figure 1) exists and is defined uniquely. Unfortunately, it is unknown to us, as well as \( \mathbb{P} \), and to this end we need to estimate it with a predictor \( \hat{F}: \mathcal{W} \rightarrow [0,1] \).

To build an estimator \( \hat{F} \) we need to specify how to measure its quality. In other words, we need to measure how similar the mappings \( \mathbb{A}_\mathbb{P}(\cdot) \) and \( \hat{F}(\cdot) \), both defined on \( \mathcal{W} \), are. Since this work is motivated by studying CNN training, we will not compare the two on the entire space \( \mathcal{W} \) but rather focus on the subset consisting of weights that can be actually obtained as a result of training. We propose to generate a set of hyperparameter configurations \( \lambda_1, \ldots, \lambda_K \) and then train \( K \) different CNNs \( W_k = \mathcal{A}(S_N; \lambda_k) \) on the training set \( S_N \). We cannot compute the exact values of \( \mathbb{A}_\mathbb{P}(W_k) \), but we can estimate them well using the test accuracy \( \tilde{T}_k := \tilde{\mathbb{A}}(W_k, S'_N) \) measured on the separate test set of i.i.d. input-output pairs \( S'_N := \{(X'_j, Y'_j)\}_{j=1}^M \) sampled from \( \mathbb{P} \) independently of \( S_N \). Finally, we can train the estimator \( \hat{F} \) by minimizing its Mean Squared Error (MSE) on the CNN collection \( C := \{(W_k, T_k)\}_{k=1}^K \).

**Why use only weights?** The framework proposed above already makes use of the dataset \( S_N \) by training CNNs \( W_1, \ldots, W_K \) on it. This means that the estimator \( \hat{F} \) and, as a consequence, its predictions, *implicitly* depend on \( S_N \). A natural idea would be to make the dependence on \( S_N \) more explicit: e.g. by holding out some part \( S \subseteq S_N \) and returning \( \hat{\mathbb{A}}(W, S) \) as a prediction for the accuracy of the CNN \( W \). Based on decades of theoretical and practical ML experience, this approach will likely provide a very strong baseline for the task of predicting the accuracy. So why are we considering predictors \( \hat{F} \) that only look at weights and not utilize \( S_N \) explicitly?

The main reason is that predicting the accuracy is only an indirect goal of this study. Ultimately we hope to gain insights about DNN training and generalization by understanding the structure of network weights, which are some of the most prominent characteristics of the DNN. Other minor advantages of not choosing another set \( S \subseteq S_N \) to compute \( \hat{\mathbb{A}}(W, S) \) can be of a more practical nature: supporting prediction with less computational effort than an inference pass over \( S \) requires.

### 2.1. Predicting from hyperparameters

Another important and related question is to what extent the test accuracy of \( W = \mathcal{A}(S_N, \lambda) \) can be predicted from the hyperparameters \( \lambda \) that were used to train it. Once we fix the training set \( S_N \) and the random seed, which determines the learning procedure’s internal source of stochasticity, there exists a unique deterministic mapping \( \lambda \mapsto \mathbb{A}_\mathbb{P}(W) \) (dotted red arrow in Figure 1) and we may try to estimate it using the same scheme as described above. While the Bayes error of both using \( \lambda \) or the resulting weights \( W \) for predicting the accuracy is 0, in practice the two problems may have different sample complexities.

If the training set \( S_N \) and/or the random seed are not fixed but instead generated each time we train the CNN, the mappings \( \lambda \mapsto \mathcal{A}(S_N, \lambda) \) and, as a consequence, \( \lambda \mapsto \mathbb{A}_\mathbb{P}(W) \) both become *stochastic*. In this case the estimation is possible only up to the noise introduced by the variance of \( S_N \) and/or different choices of the seed.

### 2.2. Domain shift

Does the learned estimator \( \hat{F} \) generalize to yet unseen data distributions \( \mathbb{P} \) or hyperparameter configurations \( \lambda \)? In other words, if we were to train an estimator \( \hat{F} \) on CNNs which were themselves trained on CIFAR10, how accurately would \( \hat{F} \) predict the test accuracy of a CNN trained on SVHN? We will refer to this setting as *domain shift*. A priori, even if we solve the original problem well on CIFAR10, there are no guarantees that the estimator would...
perform well for SVHN. The same applies to a change in the architecture.

Rather than discovering properties of DNNs that are specific to a particular dataset or architecture (which nevertheless could be interesting on its own), we are even more interested in those that hold across various datasets and architectures. In that sense, domain shift provides a setting close to what we actually are interested in: observing any sort of positive transfer between different datasets and architectures would indicate that there are properties of DNNs that transfer. Our goal is to demonstrate the existence of these invariant properties and study them.

3. Related work

To the best of our knowledge, there are only a few works that consider the problem setting described in Section 2. The most relevant of these are (Jiang et al., 2019; Yak et al., 2019; Eilertsen et al., 2020).

We learned about an independent concurrent work (Eilertsen et al., 2020) shortly before publishing this paper. The overall setting and motivations of Eilertsen et al. (2020) are very similar to ours. The main difference is that instead of predicting the accuracy, the authors focus on predicting the hyperparameters $\lambda$ using the weights $W$ (the opposite direction of the black arrow in Figure 1).

(Jiang et al., 2019) and (Yak et al., 2019) both investigate how to predict the generalization gap, i.e. the difference between training and test set performance, of a neural network based on the hidden activations of training set examples. Jiang et al. (2019) train large CNN/ResNet architectures on CIFAR datasets and approximate the minimal distances to the class boundary for each data point in each hidden layer. They use this margin distribution to train a linear regressor that predicts generalization gaps. Yak et al. (2019) expand upon this work by training a large number of small fully-connected networks on different variations of a generated spiral dataset. They replace the linear predictor with a recurrent neural network to handle varying neural network depth, and show that predictions transfer between small fully-connected architectures and varying synthetic datasets. Both works heavily rely on the margins in the intermediate layers of the networks. These margins can not be computed analytically and require a computationally expensive approximation procedure (Elsayed et al., 2018), which is not guaranteed to be accurate. Margin approximation also involves an inference pass over the training set $S_N$. Our estimators $\hat{F}$ use only weights of the networks (or their simple statistics) to predict the accuracy. As the weights are (one of) the most important characteristic of a trained DNN, it is interesting to study this connection without requiring information about the training set $S_N$. We show that these estimators transfer to networks trained on unobserved natural image datasets and with ResNet32 architectures. Finally, experimental design utilized in these previous works may lead to an undesirable leakage, as discussed in Section 4.1.

DeChant et al. (2019) train ResNets and other large architectures on CIFAR and ImageNet datasets. They demonstrate that it is possible to tell whether or not the network will make a mistake on one particular image by looking at the activations of that image in the final/intermediate layers.

The relation between the train and test accuracies is the central question of statistical learning theory (Vapnik, 1998; Shalev-Shwartz & Ben-David, 2014). Jiang et al. (2020) recently performed a large scale empirical study analyzing correlation between various generalization error bounds and network performance.

A problem somewhat similar to ours has been studied in the context of hyperparameter optimization and neural architecture search (NAS). (Streeter, 2019a,b) propose procedures that select good hyperparameter values based on previous exploration. To apply early stopping to unsuccessful runs, Swersky et al. (2014) and Domhan et al. (2015) predict the final performance of a neural network based on few training iterations. Similar techniques were applied in NAS to select candidate architectures, where the prediction is usually based on hyperparameters, architectures, information about the dataset, and performance measurements of similar architectures, see (Baker et al., 2017; Istrate et al., 2019) and references therein.

4. Experiments: Small CNN Zoo

Results reported in this section are based on a new dataset which we call the Small CNN Zoo. It contains weights of a fixed CNN architecture trained on 4 different image datasets using a large number of different hyperparameter configurations. For each network, accuracy and cross-entropy loss on the train and test data are available.

4.1. The Small CNN Zoo dataset

To enable predicting accuracy from the flattened weight vector, we keep the number of weights in the architecture small: 3 convolutional layers with 16 filters each, followed by global average pooling and a fully connected layer, for a total of 4970 learnable weights. As a result, the best test accuracies we obtain on CIFAR10 and SVHN are 55% and 75%, which is far below state of the art. However, it...
is worth pointing out that the smallest CNN architectures achieving above 90% test accuracy on CIFAR10 that we are aware of require on the order of $10^6$ parameters (Lin et al., 2014; Springenberg et al., 2015), i.e. 200x more.

We train on 4 natural image classification problems: MNIST (LeCun et al., 2010), Fashion MNIST (Xiao et al., 2017), grayscale CIFAR10 (CIFAR10-GS) (Krizhevsky, 2009), and grayscale SVHN (SVHN-GS) (Netzer et al., 2011). Global average pooling and using grayscale allows us to apply the same architecture across images of variable resolutions and number of channels.

For each dataset, we sample 20k different hyperparameter configurations chosen independently at random from pre-specified ranges (listed in the Supplemental A.2). We vary learning rate, type of initialization and its variance, fraction of the training examples to use, activation function, dropout rate, and $\ell_2$-regularization of weights. We use one random seed per hyperparameter configuration to avoid leakage, as outlined later in this section. We did not use data augmentation or batch normalization, and used Adam (Kingma & Lei, 2014) as the optimization algorithm.

Instead of stopping training when networks converge or reach a certain level of accuracy, we train each CNN for 18 epochs. We do so because we want to study CNNs under general conditions: properties discovered by only looking at converged models may not hold for intermediate steps.

Finally, we discard the models in which numerical instabilities (e.g. infinite gradients) were detected. This process leads to 4 CNN collections: $C_M$ with 16183 CNNs for MNIST, $C_F$ with 17112 for Fashion MNIST, $C_C$ with 19995 for CIFAR10-GS, and $C_S$ with 19994 for SVHN-GS. The Small CNN Zoo is the union of these 4 collections.

The distribution of the CNN models with respect to their test/train accuracy is reported in Figure 2. MNIST, Fashion MNIST, and CIFAR10-GS all have balanced classes and the histograms peak at around 10%—the accuracy of a random or constant prediction. SVHN-GS is unbalanced with the largest class containing around 19% of the samples. Here many models seem to converge to the constant majority class prediction, which explains the shifted peak.

We do not observe overfitting in the Small CNN Zoo dataset: train and test accuracies are nearly identical for most CNNs, likely due to the small architecture used. Based on this dataset we may gain insights on why and how neural networks train, but it is less likely that the dataset will directly lead to deeper understanding generalization.

Why not use multiple seeds? We use one random seed per hyperparameter configuration. This avoids having models that are too similar between the train and test splits of the CNN collections, which possibly leads to a leakage. In fact, this may point to a possible shortcut taking place in the studies of Jiang et al. (2019). The authors used 3 random seeds per hyperparameter configuration and did not enforce that the models trained with the same hyperparameters (but different random seeds) were allocated to the same split. Inspecting the dataset closer shows that the variance in generalization gap between the networks that only differ in random seed is orders of magnitude smaller than the average variance between all networks ($10^{-5}$ vs $10^{-3}$). A similar shortcut may take place in the studies of Yak et al. (2019). Here, the authors did not use the same hyperparameters with different seeds for training, but they trained networks with the same hyperparameters on versions of the synthetic datasets that were generated using different seeds.

4.2. Training the estimators

Once we have the CNN collection $C := \{(W_k, T_k)\}_{k=1}^K$ with weights $W_k \in \mathbb{R}^{4970}$ and their test accuracies $T_k$, we can start training various estimators $\hat{F}: W \rightarrow [0, 1]$.

Types of estimators We explore three different estimators: logit-linear model (L-Linear), gradient boosting machine using regression trees (GBM), and a fully-connected DNN. All three methods were trained to minimize MSE. Each of these 3 methods comes with its own hyperparameters and initial experiments showed that it is important to tune them.

For the logit-linear model, we train weights and offsets using mini-batch SGD/Adam varying the learning rate, batch size, initialization, and $\ell_2$-regularization. We use LightGBM (Ke et al., 2017) to train the GBM model and vary the number of leaves and maximum depth of the trees, the learning rate, $\ell_1$ and $\ell_2$ regularization, and parameters for the features/examples subsampling. We use a feed-forward fully-connected architecture for the DNN model with ReLU activations and sigmoid transform. We train it with mini-batch SGD/Adam varying the learning rate, number of layers and their width, $\ell_2$-regularization, initialization type and variance, and batch size.

Figure 2. Distribution of the networks from the Small CNN Zoo collection over their test accuracy (first row) and their training/test accuracies (second row).
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Table 1. $R^2$ scores for predicting test accuracies of CNNs trained on CIFAR10-GS with different input features (columns) and different estimators (rows). All std. dev. (w.r.t. training models on three different folds of the cross-validation) for numbers in this table were below 0.004 with the exception of L-Linear/W at 0.034.

|               | $W^4$  | $W^L$ | $W^R$ | $W_L^L$ |
|---------------|--------|-------|-------|---------|
| L-LINEAR      | 0.840  | 0.329 | 0.345 | 0.730   |
| GBM           | 0.967  | 0.970 | 0.857 | 0.977   |
| DNN           | 0.973  | 0.952 | 0.825 | 0.977   |

Input features We investigate several ways of preprocessing the weight vectors $W$ before feeding them to the estimators: (1) Using flattened parameters (weights/kernels and biases) of a single $\ell$-th layer $W_{\ell}^f$, $\ell = 1, \ldots, 4$ ($W^4$ stands for the last fully connected layer); (2) Using statistics $\tilde{W}$ of the entire flattened vector consisting of 7 real numbers: the mean, the variance, and $q$-th percentiles for $q \in \{0, 25, 50, 75, 100\}$; (3) Computing the above statistics for each layer $\ell = 1, \ldots, 4$ separately, while processing kernels and biases independently, and concatenating the results, which yields $4 \times 2 \times 7 = 56$ real-valued features $\tilde{W}_L$; (4) Computing $\ell_1$ or $\ell_2$ norms for each layer $\ell = 1, \ldots, 4$ separately, while processing kernels and biases independently, and then concatenating the results, which yields $4 \times 2 = 8$ real-valued features $W_{L_1}$ and $W_{L_2}$.

Training protocol and metrics Each of the 4 CNN collections is divided into two splits: 15k CNNs are used for the training split and the remaining ones were held out for the test split. The entire training and hyperparameter selection for the models took place on the training splits. The test splits are used only once to evaluate the single best model that we chose based on the 3-fold cross-validation.

We performed hyperparameter selection by evaluating 1k unique configurations sampled randomly and independently from pre-specified ranges for every combination of estimator type, input features, and CNN collection.

In all experiments we use MSE as the training objective. We also compute the mean absolute deviation and the coefficient of determination or $R^2$ score. The $R^2$ score normalizes the MSE of the estimator $\hat{Y}$ by the MSE of the best constant prediction. Larger $R^2$ scores correspond to better predictions and the score never exceeds 1. For further details on the Small CNN Zoo dataset and the experimental setup we refer to Supplementary A.

4.3. Empirical results

In the experiments, GBM and DNN models always produce significantly better results than the logit-linear model. In some cases, the DNN model achieves slightly better results than GBM, but overall it is on par or significantly worse than GBM. These conclusions hold across all 4 datasets and the corresponding results are shown for one of the datasets (CIFAR10-GS) and a selection of input features in Table 1. In the interest of space we therefore only report the results for GBM in the following. All numbers for other models can be found in Supplementary A.5.

Table 2 presents the results of training the GBM models with different input features on the 4 CNN collections.

Using flattened weights First, we notice that a naive baseline of using the entire flattened vector $W$ already achieves a rather strong performance across all 4 datasets. Interestingly, almost the same performance can be recovered just by using the parameters of the last dense layer $W^4$, while using any other (convolutional) layer alone results in a noticeably worse performance. This observation is consistent with feature importance measurements produced by the GBM model (Supplementary B), which indicate that parameters of the last dense layer were among the most informative and frequently used ones.

Using weight statistics Results based on the per-layer statistics of the weights $\tilde{W}_L$ are the best obtained across all 4 CNN collections. In particular, they are significantly better than results based on the entire weight vector $W$. At first glance this may look surprising, because $W$ contains sufficient information to recover $\tilde{W}_L$. However, computing quantiles requires sorting numbers and presumably neither the GBM nor DNN estimators have capacity to do this. Also, compared to the entire weight vector $W \in \mathbb{R}^{4970}$ or the weights of the last dense layer $W^4 \in \mathbb{R}^{170}$ the feature vector of statistics $\tilde{W}_L \in \mathbb{R}^{56}$ is relatively low-dimensional. This may provide an additional explanation of superior performance of $\tilde{W}_L$: sample complexity of the regression problem is generally known to grow with the dimension of the feature space (Tsybakov, 2008). Additionally, the values of the Kendall’s rank correlation for the GBM models trained using $\tilde{W}_L$ can be found in Table 3.

Notably, Eilertsen et al. (2020) report a strong performance of the per-layer statistics in their concurrent work.

Using weight norms We also tried using the $\ell_1$ and $\ell_2$ norms of the weights as features $W_{L_1}^{\ell_1}, W_{L_2}^{\ell_2}$. Norms traditionally play an important role in the statistical learning theory (Neyshabur et al., 2015; Bartlett et al., 2017) and are still actively used in practice to regularize DNNs with weight decay. In contrast to weight decay, which is commonly implemented by adding the sum of the norms across all layers multiplied by a single regularization coefficient to the objective, we kept the norms for different layers separate. This should provide more flexibility for the estimator. Table 2 (first block) shows that the estimators based on the norms perform slightly (but statistically significantly) worse than the ones using weight vectors $W$ or $W^4$.

Table 2. Results of training the GBM models with different input features on the 4 CNN collections.

| Input features | $W_{L_1}$ | $W_{L_2}$ |
|----------------|-----------|-----------|
| 4 CNN collections |           |           |
| GBM            | 0.967     | 0.970     |
| DNN            | 0.973     | 0.952     |
| Using flattened weights | 0.973     | 0.977     |
| Using weight statistics | 0.973     | 0.977     |
| Using weight norms | 0.967     | 0.970     |
Table 2. $R^2$ scores for predicting test accuracies of CNNs trained on various datasets (columns) with GBM using different input features (rows). Best numbers for each dataset are in boldface. The largest std. dev. (w.r.t. training models on three different folds of the cross-validation) across all numbers in this table was 0.003. See Sections 4.3 and 4.4 for row descriptions.

|                | MNIST | FASHION MNIST | CIFAR10 -GS | SVHN -GS |
|----------------|-------|---------------|-------------|----------|
| $W^1$          | 0.921 | 0.937         | 0.944       | 0.931    |
| $W^2$          | 0.905 | 0.917         | 0.893       | 0.831    |
| $W^3$          | 0.904 | 0.929         | 0.913       | 0.845    |
| $W^4$          | 0.976 | 0.976         | 0.967       | 0.960    |
| $W^2_{L,1}$    | 0.965 | 0.962         | 0.955       | 0.961    |
| $W^2_{L,2}$    | 0.963 | 0.959         | 0.951       | 0.961    |
| $\tilde{W}$   | 0.853 | 0.896         | 0.857       | 0.778    |
| $\tilde{W}_L$  | 0.988 | 0.982         | 0.977       | 0.977    |
| $\lambda$      | 0.915 | 0.931         | 0.941       | 0.924    |
| $\lambda_{LR}$ | 0.545 | 0.598         | 0.590       | 0.390    |
| $W$            | 0.980 | 0.980         | 0.975       | 0.972    |
| $\tilde{W}_L^4$| 0.948 | 0.962         | 0.919       | 0.922    |
| $\tilde{W}_L^{4,1}$ | 0.965 | 0.976         | 0.962       | 0.963    |

Interpreting the $R^2$ score and MSE values. MSE provides an absolute measure of the model performance and on its own does not tell us much about the model: the value of $10^{-4}$ can correspond to a good and bad performance depending on the problem. The $R^2$ score is a relative measure: it compares the MSE of the model to the MSE of a constant prediction. Moreover, $R^2$ score is scale invariant and multiplying the outputs by a constant won’t change the metric. In Table 2 we use the $R^2$ scores because we find them slightly easier to interpret: a non-positive value indicate that we are not doing better than fitting a constant predictor and values close to 1 point at stronger performance. The MSE values are reported in the Supplementary A.5.

4.4. Ablation studies

Table 2 (upper block) shows that the parameter vector of a trained CNN alone contains a strong signal regarding the network’s accuracy. To understand more about the nature of this signal, we performed additional studies.

We tried several other input features for the estimators, including (i) the hyperparameter configuration $\lambda$ (containing 7 parameters) used while training the CNN, (ii) the concatenation $(\lambda, W)$ of the hyperparameters $\lambda$ with the entire weight vector $W$, and (iii) the weight statistics similar to $\tilde{W}_L$ computed only for a subset of the layers: $\tilde{W}_L^{4}$ for the final dense layer and $\tilde{W}_L^{4,1}$ for the combination of the first convolutional and the final dense layers. The results are reported in Table 2 (second block).

Hyperparameters As discussed in Section 2.1, the Bayes error of the predictor based on either hyperparameters $\lambda$ or weight vectors $W$ is 0, but sample efficiency may differ. The results show that for the Small CNN Zoo predicting the accuracies with weights is easier than with hyperparameters. We also tried predicting from individual hyperparameters to see if there was a single parameter sufficient to recover the signal. The only parameter leading to strong results was the learning rate $\lambda_{LR}$. However, compared to the entire parameter vector $\lambda$ using $\lambda_{LR}$ alone results in worse performance. Predicting with both $\lambda$ and weights $W$ does not improve on predicting with $W$ alone.

Statistics for subsets of layers Motivated by the fact that using the weights of the last dense layer $W^4$ is as good as using the whole weight vector $W$ we tested whether statistics for a subset of the layers is enough to recover the performance based on $\tilde{W}_L$. Curiously, the statistics of the last dense layer $\tilde{W}_L^{4}$ perform worse. The results improve if we add the statistics of the first convolutional layer $\tilde{W}_L^{1,4}$, but they are still slightly worse than with all layers.

Permutation and scale invariance We also examined how the estimator’s predictions change as we modify its inputs. Notice that two ReLU CNNs with parameters $W$ and $c \cdot W$ have exactly the same test/train accuracy (but not the same cross-entropy loss) for any real value $c > 0$, because their outputs $h(X; W)$ and $h(X; c \cdot W)$ coincide for all inputs $X$. The same is true for any CNN if we permute the order of filters/channels consistently across all layers. We want to emphasize that we did not incorporate these inductive biases in any of the estimators we trained. Nevertheless, it may be interesting to test whether these (or similar) invariances emerge naturally in the trained estimators.

For a given estimator $F$ trained with the entire weight vectors $W$, we tested several ways of modifying its inputs $W \mapsto \varphi (W)$, including multiplying it with various positive factors and permuting it in several different ways. Then we looked at the absolute difference $|F(\varphi(W)) - F(W)|$ across multiple CNNs $W$ (from the test split of the same CNN collection $F$ was trained on) and various types of modifications $\varphi$. We report a short summary of this study here. Details can be found in Supplementary C.

The Mean Absolute Deviation (MAD) of modifications $\varphi$ that we tried spanned a range between 0.01 and 0.13. Scaling the weights $\varphi(W) = c \cdot W$ with $c \in \{2, 10, 100\}$ or permuting parameters within each of the first 3 convolutional layers leads to MADs less than 0.05. The estimator is more sensitive to permutations within the final dense layer, which leads to a MAD of 0.06. Global permutation of the entire vector $W$ (without preserving the layers) or scaling with small constants $c \in \{10^{-3}, 10^{-2}\}$ all lead to a MAD larger than 0.11. Summarizing, the estimator is not too sensitive to the order of parameters in the convolutional
layers, and much more sensitive to permutations within the final dense layer. The estimator is invariant to scaling the weights with positive factors larger than 1 and changes its predictions significantly for factors smaller than 1.

4.5. Understanding observed behaviors: first steps

Seeing that very few values extracted from the weights already lead to good predictions, it is natural to ask if these predictions can be (at least partially) reduced to simple, human-interpretable rules. In informal experiments we explored different approaches such as GBM feature importances, LASSO, and univariate feature selection, but did not observe any clear and consistent signals. Thus, we manually inspect the CIFAR10-GS CNN collection $C_C$.

As discussed above, we observe that the prediction works well when only considering simple statistics of the weights as inputs for the predictor. When predicting based on just one full network layer, the first and last layers of the network are most useful. Looking manually into weight statistics we noticed that the range $\text{(max} - \text{min})$ of the biases in the first and last layer is often correlated with the network’s accuracy. (Note that biases in the Small CNN Zoo were initialized to 0.) We do not claim any particular significance of this observation, but it can be used to generate hypotheses that could then be verified in further experiments. For example, we can visualize the networks’ performance in a 2D scatter plot using those two ranges (Figure 3, left). It seems surprising how well these two measurements separate the data (at least visually) already.

Another observation we made while manually inspecting the weight statistics is that several of the bad models have low maxima of the biases. Visualizing the bias maxima again as a scatter plot (Figure 3, right) we can identify a cluster of bad models that have a negative maximum bias in the first layer and a low maximum bias in the last layer. For these roughly 2k models we hypothesized that the low bias values would lead to a negative saturation of the ReLU activations in the first layer, eventually resulting in a constant prediction. Indeed, all of those models use ReLU activation functions, while other hyperparameters in the cluster are relatively uniformly distributed (with a slight tendency towards higher learning rate, but spanning the full range). We then manually inspected the activation values in the CIFAR10-GS dataset and observed that the hypothesized negative saturation does indeed occur. However, this effect does not occur in the first layer as hypothesized, but in the intermediate layers instead. Upon further inspection, in this cluster the maxima of the intermediate layers are relatively strongly correlated with the maximum of the first layer.

Several approaches to avoid this particular problem are conceivable and may be used in practice, including lowering the learning rate, using other variants of ReLU activation functions, tracking gradient magnitudes, or tracking the number of such “dying ReLU units”. More interestingly though, we would like to understand better what caused this “symptom” during training in future work.

5. Transfer to new architectures & datasets

In the previous section we showed using the Small CNN Zoo dataset that strong predictors of accuracy based on weights exist. Next we want to explore the domain shift setting introduced in Section 2.2 and study whether the predictors can handle networks trained on unobserved datasets/with different architectures. We emphasize that throughout this section the models were not fine-tuned or adjusted to the new collections in any way.

5.1. Networks trained on unobserved datasets

First we look at how the GBM models transfer across the CNN collections. Two examples of such experiments are shown in Figure 4. The figures demonstrate that the MSE of the predictions may not be the best metric to look at. The “drift” of points away from the diagonal line (which corresponds to zero MSE) is likely due to the difference in average accuracy between various datasets. Most of the networks in the MNIST collection achieve an accuracy higher than 60%, while the best accuracy for CIFAR10-GS was 55%. Nevertheless, we see that networks with higher accuracy tend to receive higher prediction values. In other words, the predictors are doing a reasonable job in ranking the networks. We can use Kendall’s $\tau$ rank correlation coefficient to measure the quality of ranking. It ranges from -1 (anti-ranking) to 1 (for perfect ranking) and takes values around 0 for random ranking.

Table 3 contains the values of Kendall’s $\tau$ coefficient for all possible transfer experiments performed on the Small CNN Zoo (and 2D plots similar to Figure 4 are reported in Supplementary D). The smallest coefficient of 0.57 corresponds to the transfer from SVHN-GS to the Fashion
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MNIST collection. It is perhaps surprising that the rank test shows such a large correlation. We want to highlight that when training CNNs on the 4 datasets we only scale the pixel values to the $[-1,1]$ interval and do not perform any other standardization. We would expect the moments of the pixel values for the MNIST dataset to be very different from those of SVHN-GS and this difference in distributions to affect the form of the filters in the convolutional layers.

5.2. Networks trained with different architecture

In this section we want to test whether predictors trained on the Small CNN Zoo can rank larger, over-parametrized networks, capable of overfitting. For this purpose we will use the DEMOGEN collection (Jiang et al., 2019), which contains 216 Wide-ResNet32 models (He et al., 2016) trained on the original (colored) CIFAR10 dataset with the best models achieving 100% training and 93% test accuracy. The collection contains 72 networks for each of the three different architectures: ResNet32x1, ResNet32x2, and ResNet32x4, which differ in the number of filters.

In Section 4.4 we discovered that weight statistics $\bar{W}_{L}^{4}$ computed for the final layer of the CNN provide a strong signal for predicting a network’s test accuracy. Using these features on the CIFAR10-GS collection, GBM achieves performance that is very close to the best model overall (Table 2). Because the vector $\bar{W}_{L}^{4} \in \mathbb{R}^{14}$ has the same dimension for CNNs of any architecture, we can use estimators trained on the Small CNN Zoo to make predictions for the ResNet32 models from the DEMOGEN collection.

Table 4 reports the $\tau$ coefficients demonstrating how well predictions of the GBM model trained on CIFAR10-GS CNN collection correlate with actual accuracies of the networks from DEMOGEN. We compare to both train and test accuracies, because, as discussed in Section 4.1, for the Small CNN Zoo dataset there is no relevant difference between the two and we do not really know which of them the GBM model predicts. As a reference we also report the $\tau$ coefficients when using the train accuracy as a proxy for the test one (or vice versa).

All the numbers are significantly larger than zero, indicating that the predictor’s ranking is far from being random. The predictions seem to correlate slightly better with train accuracy than with test. This hints that the predictors trained on the Small CNN Zoo may be using the train accuracy as a shortcut while predicting the test one. The ranking coefficient between the train and test accuracies decreases with network size, which points to increasing overfitting. Meanwhile, the coefficient between predictions and train accuracy is increasing. Surprisingly, using the GBM predictions for sorting the ResNet32x4 networks according to their train accuracy performs better than using the test accuracy as a proxy (note that $\tau$ is symmetric).

6. Conclusions and future directions

We demonstrated that it is possible to predict the performance of a DNN using only its weights (or simple statistics thereof) as inputs. Surprisingly, these predictions are able to rank networks trained on unobserved natural image datasets with different large architectures. Whether these predictions can be reduced to simple human-interpretable rules and whether they can be helpful to improve DNN training remains an important open question. It also remains to be explored whether our findings transfer to domains outside of CNNs, e.g. to architectures com-

Table 4. Kendall’s $\tau$ coefficients between predictions and training/test accuracies of the ResNet32 models from the DEMOGEN dataset across different widths (columns). Predictions are made with the GBM model trained on the CIFAR10-GS collection from the Small CNN Zoo using $\bar{W}_{L}^{4}$. The GBM model is able to rank large ResNet models according to their accuracy, despite having been trained on small CNN architectures on different datasets.

Table 3. Kendall’s rank correlation between GBM model’s predictions and true test accuracies. The GBM model trained using layer statistics $\bar{W}_{L}$ as inputs on one CNN collection (rows) was used to make the predictions on the other (columns).

|                         | MNIST | FASHION MNIST | CIFAR10-GS | SVHN-GS |
|-------------------------|-------|---------------|------------|---------|
| MNIST                   | 0.92  | 0.76          | 0.78       | 0.69    |
| FASHION MNIST           | 0.70  | 0.90          | 0.76       | 0.66    |
| CIFAR10-GS              | 0.70  | 0.62          | 0.90       | 0.71    |
| SVHN-GS                 | 0.62  | 0.57          | 0.70       | 0.85    |

Figure 4. Distribution of true/predicted test accuracies for networks from the SVHN-GS (left) and CIFAR10-GS (right) collections together with Kendall’s $\tau$ coefficient. Predictions were made with the GBM models trained on CIFAR10-GS (left) and MNIST (right) collections using $\bar{W}_{L}$.
monly used in natural language understanding, reinforcement learning, or unsupervised applications.

Our work only used off-the-shelf regression algorithms (GBM and fully-connected DNNs) to predict the network accuracy using its weights. In future it seems natural to try methods with stronger inductive biases. For instance, using Deep Sets approach (Zaheer et al., 2017) to account for the invariance of CNNs w.r.t. the order of the filters and channels could allow us to get even better performance in practical applications, or yield better insights.

We believe our findings open the door to a number of interesting further questions. The idea that most neural network contain a highly efficient sub-network, the “lottery ticket hypothesis” (Frankle & Carbin, 2019), recently gained a lot of attention. Morcos et al. (2019) show that these sub-networks transfer across tasks and datasets. An interesting avenue for future research would be to see if a trained classifier is able to identify these sub-networks (or other related properties) from the weights used to initialize a network.

Finally, we share a large dataset of trained CNNs in hope that this will enable the community to further explore this interesting direction of research.
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A. Further details on the Small CNN Zoo dataset and experiments

This section contains details on the way the Small CNN Zoo was generated and on the results of training the accuracy predictors reported in Tables 1 and 2 of the main text.

A.1. Base CNNs: architecture

All CNN models share the same architecture: 3 hidden convolutional layers with 16 filters each, followed by the global average pooling and the final dense layer. Dropout and $\ell_2$-regularization is applied to every convolutional layer. For exact details refer to the code at http://anonymized.

A.2. Base CNNs: hyperparameters for training

For each dataset, we sample 20k different hyperparameter configurations of the CNN training:

- **Learning rate** is sampled log-uniformly from $[10^{-3}, 0.5]$;
- **$\ell_2$ regularization coefficient** is sampled log-uniformly from $[10^{-8}, 10^{-3}]$;
- **Dropout rate** is sampled uniformly from $[0, 0.7]$;
- **Variance of weight initializer** is sampled log-uniformly from $[10^{-3}, 0.5]$;
- **Type of weight initializer** is chosen uniformly from one of the following: Xavier normal (Glorot & Bengio, 2010), He normal (He et al., 2015), orthogonal (Saxe et al., 2014), normal, and truncated normal;
- Biases are initialized with zeros;
- **Activation function** is chosen uniformly from ReLu and hyperbolic tangent;
- **Fraction of training examples to use** is sampled uniformly from $\{0.1, 0.25, 0.5, 1.0\}$;
- We never used same hyperparameter configuration with several different random seeds.

A.3. Accuracy predictors: types of the models

We use three types of predictors: logit-linear models, gradient boosted machine using decision trees (GBM), and fully-connected ReLu networks (DNN).

The logit-linear model $W \mapsto \sigma((W, \theta) + b)$ takes the output of the linear model and transforms it with the sigmoid function $\sigma(z) := (1 + e^{-z})^{-1}$. Here $(x, y)$ denotes the inner product. We use a logit-linear (instead of plain linear) model because the targets (test accuracies) are in $[0, 1]$ and in preliminary experiments we did not observe a linear model that achieved a better performance. We train the parameters $\theta$ and $b$ with mini-batch SGD/Adam varying the learning rate, batch size, initialization, and $\ell_2$-regularization.

We use LightGBM (Ke et al., 2017) to train the GBM model and vary the number of leaves and maximum depth of the trees, the learning rate, $\ell_1$ and $\ell_2$ regularization, and parameters for the features/examples subsampling.

We use a feed-forward fully-connected architecture for the DNN model with ReLU activations and sigmoid transform. We train with mini-batch SGD/Adam varying the learning rate, number of layers and their width, $\ell_2$-regularization, initialization type and variance, and batch size.

A.4. Accuracy predictors: hyperparameters for training

For each of the 3 types of predictors and each of the 4 CNN collections we perform hyperparameter selection by evaluating 1k unique configurations:

- For the GBM accuracy predictor we use the following protocol. Refer to the Light-GBM documentation for the exact meaning of the parameters:
Predicting Neural Network Accuracy from Weights

- num_leaves is sampled uniformly from $[20, 10^4]$;
- max_depth is sampled uniformly from $[5, 15]$;
- learning_rate is sampled log-uniformly from $[10^{-2}, 10^{-1}]$;
- max_bin is sampled uniformly from $\{2^6 - 1, 2^7 - 1, 2^8 - 1, \}$;
- min_child_weight is sampled uniformly from $\{1, 2, 3, 4, 5\}$;
- reg_lambda is sampled uniformly from $[10^{-3}, 100]$;
- reg_alpha is sampled uniformly from $[10^{-6}, 5]$;
- subsample is sampled uniformly from $\{0.1, 0.2, \ldots, 0.9, 1\}$;
- subsample_freq is set to 1;
- colsample_bytree for the high dimensional inputs (all weights $W_i$, weights of the second and third convolutional layers $W_2$ and $W_3$, and concatenation of all weights with the hyperparameters $(\lambda, W)$) is sampled log-uniformly from $[10^{-2}, 10^{-1}]$, for lower dimensional inputs is sampled uniformly from $[0.7, 1]$;

- For the DNN accuracy predictor we use the following protocol:
  - Number of layers is sampled uniformly from $\{3, 4, \ldots, 9\}$;
  - Number of units is sampled uniformly from $\{256, 257, \ldots, 511\}$;
  - ReLu activation is used for all models;
  - Dropout rate is sampled uniformly from $[0, 0.2]$;
  - $\ell_2$-regularization coefficient is sampled log-uniformly from $[10^{-8}, 10^{-3}]$;
  - Learning rate is sampled log-uniformly from $[10^{-3}, 0.5]$;
  - Variance of weight initializer is sampled log-uniformly from $[10^{-3}, 0.1]$;
  - Optimizer is chosen randomly from Adam and SGD;
  - Batch size is sampled uniformly from $\{64, 128, 256, 512\}$;
  - Biases are initialized with zeros;
  - Type of weight initializer is chosen uniformly from one of the following: Xavier normal (Glorot & Bengio, 2010), He normal (He et al., 2015), orthogonal (Saxe et al., 2014), normal, and truncated normal;
  - Sigmoid transform is applied to the final layer output.

- For the logit-linear predictor we use the same protocol as for DNN predictor, while setting Number of layers to zero and applying $\ell_2$ regularization to the final dense layer.

A.5. Accuracy predictors: detailed empirical results

Tables 5 and 6 contain both $R^2$ scores and MSE values for all three types of predictors trained on all four CNN collections. Standard deviations capture the variability when training the predictors on three folds of the cross-validation. Every entry in the Tables 5 and 6 is obtained by evaluating 1k hyperparameter configurations of the accuracy predictor (as described in Section A.4) and picking the best one using 3-fold cross validation. Then the best configuration is evaluated on the holdout test split of the CNN collection. The resulting numbers are reported in the tables.

Tables 5 and 6 do not contain results for several input types, including the ones based on norms $W_L^{fl}$ and $W_L^{fl'}$, on weights statistics computed for subsets of layers $W_{\ell}^L$ and $W_{\ell}^{L,4}$, and on learning rate $\lambda_{LR}$. Results for these input types are reported in Tables 7 and 8 for subsets of accuracy predictor types.

B. GBM importance plots

Figure 5 presents importance values for various entries of the weight vector $W$ when training the GBM accuracy predictor. Importance values reported in the figure are based on the number of times a single feature (a particular entry of the vector $W$ in our case) was chosen in the nodes of the trees. Higher numbers correspond to more important (more frequently used) features. We see that all four models make extensive use of parameters of the final dense layer. Among those, biases seem to be slightly more important than weights.
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**Table 5.** $R^2$ (together with standard deviations) for predicting test accuracies of CNNs trained on various datasets (blocks) with various models (rows) using different input features (columns). S.t.d capture the variability when training the models on 3 different folds of the cross-validation. “Lin” refers to the logit-linear model. See main text for the descriptions of input features.

|          | $W^1$ | $W^2$ | $W^3$ | $W^4$ | $W$  | $\lambda$ | $\lambda, W$ | $\tilde{W}$ | $\tilde{W}_L$ |
|----------|-------|-------|-------|-------|------|------------|--------------|--------------|--------------|
| **MNIST** |       |       |       |       |      |            |              |              |              |
| Lin      | .446±.011 | .577±.005 | .601±.015 | .876±.002 | .799±.005 | .645±.001 | .801±.003 | .410±.004 | .815±.001 |
| GBM      | .921±.002 | .905±.001 | .904±.000 | .976±.000 | .976±.001 | .915±.003 | .980±.000 | .853±.001 | .988±.000 |
| DNN      | .926±.002 | .915±.006 | .900±.003 | .975±.001 | .951±.006 | .902±.001 | .948±.002 | .819±.002 | .989±.000 |
| **Fashion MNIST** |       |       |       |       |      |            |              |              |              |
| Lin      | .457±.009 | .573±.006 | .599±.004 | .901±.002 | .832±.002 | .672±.000 | .840±.004 | .511±.002 | .835±.000 |
| GBM      | .937±.001 | .917±.001 | .929±.001 | .976±.001 | .976±.000 | .931±.002 | .980±.001 | .896±.003 | .982±.001 |
| DNN      | .935±.001 | .920±.003 | .923±.002 | .976±.002 | .951±.002 | .912±.004 | .948±.003 | .871±.004 | .977±.001 |
| **CIFAR10-GS** |       |       |       |       |      |            |              |              |              |
| Lin      | .213±.006 | -.001±.049 | .214±.034 | .840±.001 | .329±.034 | .603±.000 | .446±.023 | .345±.001 | .730±.001 |
| GBM      | .944±.001 | .893±.001 | .913±.001 | .967±.000 | .970±.000 | .941±.000 | .975±.000 | .857±.002 | .977±.000 |
| DNN      | .946±.004 | .897±.001 | .920±.003 | .973±.001 | .952±.001 | .924±.002 | .948±.005 | .825±.003 | .977±.001 |
| **SVHN-GS** |       |       |       |       |      |            |              |              |              |
| Lin      | .238±.010 | .198±.023 | .287±.003 | .825±.001 | .644±.021 | .524±.002 | .699±.010 | .103±.001 | .759±.006 |
| GBM      | .931±.001 | .831±.000 | .845±.002 | .960±.001 | .968±.000 | .924±.000 | .972±.000 | .778±.002 | .977±.000 |
| DNN      | .934±.002 | .832±.002 | .812±.002 | .966±.001 | .926±.002 | .887±.002 | .930±.002 | .768±.005 | .978±.001 |

**Table 6.** MSE (together with standard deviations) for predicting test accuracies of CNNs trained on various datasets (blocks) with various models (rows) using different input features (columns). S.t.d capture the variability when training the models on 3 different folds of the cross-validation. “Lin” refers to the logit-linear model. See main text for the descriptions of input features.

|          | $W^1$ | $W^2$ | $W^3$ | $W^4$ | $W$  | $\lambda$ | $\lambda, W$ | $\tilde{W}$ | $\tilde{W}_L$ |
|----------|-------|-------|-------|-------|------|------------|--------------|--------------|--------------|
| **MNIST** |       |       |       |       |      |            |              |              |              |
| Lin      | .048±.001 | .037±.000 | .035±.001 | .011±.000 | .018±.000 | .031±.000 | .017±.000 | .052±.000 | .016±.000 |
| GBM      | .007±.000 | .008±.000 | .008±.000 | .002±.000 | .002±.000 | .007±.000 | .002±.000 | .013±.000 | .001±.000 |
| DNN      | .006±.000 | .007±.000 | .009±.000 | .002±.000 | .004±.001 | .009±.000 | .005±.000 | .016±.000 | .001±.000 |
| **Fashion MNIST** |       |       |       |       |      |            |              |              |              |
| Lin      | .030±.000 | .024±.000 | .022±.000 | .005±.000 | .009±.000 | .018±.000 | .009±.000 | .027±.000 | .009±.000 |
| GBM      | .003±.000 | .005±.000 | .004±.000 | .001±.000 | .001±.000 | .004±.000 | .001±.000 | .006±.000 | .001±.000 |
| DNN      | .004±.000 | .004±.000 | .004±.000 | .001±.000 | .003±.000 | .005±.000 | .003±.000 | .007±.000 | .001±.000 |
| **CIFAR10-GS** |       |       |       |       |      |            |              |              |              |
| Lin      | .009±.000 | .011±.001 | .009±.000 | .002±.000 | .007±.000 | .004±.000 | .006±.000 | .007±.000 | .003±.000 |
| GBM      | .001±.000 | .001±.000 | .001±.000 | .000±.000 | .000±.000 | .001±.000 | .000±.000 | .002±.000 | .000±.000 |
| DNN      | .001±.000 | .001±.000 | .001±.000 | .000±.000 | .001±.000 | .001±.000 | .001±.000 | .002±.000 | .000±.000 |
| **SVHN-GS** |       |       |       |       |      |            |              |              |              |
| Lin      | .011±.000 | .012±.000 | .011±.000 | .003±.000 | .005±.000 | .007±.000 | .004±.000 | .013±.000 | .004±.000 |
| GBM      | .001±.000 | .002±.000 | .002±.000 | .001±.000 | .000±.000 | .001±.000 | .000±.000 | .003±.000 | .000±.000 |
| DNN      | .001±.000 | .002±.000 | .003±.000 | .001±.000 | .001±.000 | .002±.000 | .001±.000 | .003±.000 | .000±.000 |
Table 7. $R^2$ (together with standard deviations) for predicting test accuracies of CNNs trained on various datasets (blocks) with various models (rows) using different input features (columns). S.t.d. capture the variability when training the models on 3 different folds of the cross-validation.

|            | $W_{L}^{1}$ | $W_{L}^{2}$ | $\tilde{W}_{L}^{4}$ | $\tilde{W}_{L}^{1,4}$ | $\lambda_{LR}$ |
|------------|-------------|-------------|----------------------|----------------------|----------------|
| **MNIST**  |             |             |                      |                      |                |
| GBM        | 0.965 ± 0.000 | 0.963 ± 0.001 | 0.948 ± 0.001 | 0.965 ± 0.001 | 0.545 ± 0.002 |
| DNN        | —           | —           | —                    | —                    |                |
| **Fashion MNIST** |         |             |                      |                      |                |
| GBM        | 0.962 ± 0.001 | 0.959 ± 0.001 | 0.962 ± 0.001 | 0.976 ± 0.000 | 0.598 ± 0.002 |
| DNN        | —           | —           | —                    | —                    |                |
| **CIFAR10-GS** |          |             |                      |                      |                |
| GBM        | 0.955 ± 0.000 | 0.951 ± 0.001 | 0.919 ± 0.001 | 0.962 ± 0.001 | 0.590 ± 0.000 |
| DNN        | —           | —           | —                    | —                    | 0.591 ± 0.000 |
| **SVHN-GS** |            |             |                      |                      |                |
| GBM        | 0.961 ± 0.001 | 0.961 ± 0.000 | 0.922 ± 0.002 | 0.963 ± 0.000 | 0.390 ± 0.000 |
| DNN        | —           | —           | —                    | —                    | 0.391 ± 0.001 |

Table 8. MSE (together with standard deviations) for predicting test accuracies of CNNs trained on various datasets (blocks) with various models (rows) using different input features (columns). S.t.d. capture the variability when training the models on 3 different folds of the cross-validation.

|            | $W_{L}^{1}$ | $W_{L}^{2}$ | $\tilde{W}_{L}^{4}$ | $\tilde{W}_{L}^{1,4}$ | $\lambda_{LR}$ |
|------------|-------------|-------------|----------------------|----------------------|----------------|
| **MNIST**  |             |             |                      |                      |                |
| GBM        | 0.003 ± 0.000 | 0.003 ± 0.000 | 0.004 ± 0.000 | 0.003 ± 0.000 | 0.036 ± 0.000 |
| DNN        | —           | —           | —                    | —                    | 0.036 ± 0.000 |
| **Fashion MNIST** |         |             |                      |                      |                |
| GBM        | 0.002 ± 0.000 | 0.002 ± 0.000 | 0.002 ± 0.000 | 0.001 ± 0.000 | 0.022 ± 0.000 |
| DNN        | —           | —           | —                    | —                    | 0.022 ± 0.000 |
| **CIFAR10-GS** |          |             |                      |                      |                |
| GBM        | 0.000 ± 0.000 | 0.001 ± 0.000 | 0.001 ± 0.000 | 0.000 ± 0.000 | 0.004 ± 0.000 |
| DNN        | —           | —           | —                    | —                    | 0.004 ± 0.000 |
| **SVHN-GS** |            |             |                      |                      |                |
| GBM        | 0.001 ± 0.000 | 0.001 ± 0.000 | 0.001 ± 0.000 | 0.001 ± 0.000 | 0.009 ± 0.000 |
| DNN        | —           | —           | —                    | —                    | 0.009 ± 0.000 |
Figure 5. Light-GBM feature importance values based on number of times the feature appeared in the trees. Four plots correspond to GBM predictors trained on four CNN collections using entire weight vectors $W$ as inputs. “L” in feature names refer to the layer, “W” to the (filter) weights, “B” to the biases. For example, “L4-B7” is the 7th bias parameter of the final dense layer and “L1-W123” is the 123rd filter weight parameter of the first convolutional layer.
C. Permutation and scale invariance

This section contains the results of a study on how accuracy estimators predictions change as we modify its inputs. For a given accuracy predictor $\hat{F}$ trained using weight vectors $W$ as inputs we test several ways of modifying its inputs $W \mapsto \varphi(W)$:

1. Globally permuting the elements of $W$;
2. Permuting the order of parameters within each layer of $W$;
3. Permuting the order of parameters within all three convolutional layers of $W$;
4. Permuting the order of parameters in the final dense layer;
5. Multiplying all elements of $W$ by a constant $c > 0$.

For every type of permutation we try two options: (a) permuting biases and weights jointly, allowing them to mix and (b) permuting biases and weights separately, without mixing them.

We test these modifications with the GBM predictor $\hat{F}$ trained using weight vectors $W$ as inputs on the CIFAR10-GS CNN collection, which has the $R^2$ score of 0.97. We use uniformly sampled random permutations and scale factors $c \in \{10^{-3}, 10^{-1}, 2, 10, 100\}$. For every type of modification $\varphi$ we take the absolute differences $|\hat{F}(\varphi(W)) - \hat{F}(W)|$ between the predictions on the modified and original CNNs respectively. Then we average them across 1000 CNNs $W$ from the test split of the CIFAR10-GS CNN collection. Results are reported in Table 9.

Table 9. Sensitivity of the GBM predictor trained using weights $W$ on the CIFAR10-GS collection w.r.t. various modifications of its inputs.

| MODIFICATION $\varphi$ | MAD    |
|------------------------|--------|
| Scale, $c = 10^{-3}$   | 0.1353 |
| Scale, $c = 10^{-1}$   | 0.1144 |
| Global permutation     | 0.1100 |
| Permuting within all layers (mixing b. and w.) | 0.0893 |
| Permuting within final layer (mixing b. and w.) | 0.0680 |
| Permuting within all layers (not mixing b. and w.) | 0.0671 |
| Permuting within final layer (not mixing b. and w.) | 0.0585 |
| Scale, $c = 100$       | 0.0470 |
| Scale, $c = 10$        | 0.0465 |
| Scale, $c = 2$         | 0.0401 |
| Permuting within first 3 layers (mixing b. and w.) | 0.0311 |
| Permuting within first 3 layers (not mixing b. and w.) | 0.0133 |

D. Detailed results on the transfer experiments

Figure 6 contains the results for all possible transfer experiments performed on Small CNN Zoo as described in Section 5.1. Diagonal plots correspond to the holdout test evaluation of four GBM models.
Figure 6. Distribution of true/predicted test accuracies for networks from different CNN collections (columns) together with Kendall’s \( \tau \) coefficients. Predictions were made with the GBM models trained on different CNN collections (rows, same order) using \( \tilde{W}_L \).