REPRESENTING IDEAL CLASSES OF RAY CLASS GROUPS BY PRODUCT OF PRIME IDEALS OF SMALL SIZE
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Abstract. We prove that, for every modulus \( q \), every class of the narrow ray class group \( H_q(K) \) of an arbitrary number field \( K \) contains a product of three unramified prime ideals \( p \) of degree one with \( \mathfrak{N}p \leq (t(K)\mathfrak{N}q)^3 \), where \( t(K) \) is an explicit function of \( K \) described in (1). To achieve this result, we first obtain a sharp explicit Brun-Titchmarsh Theorem for ray classes and then an equally explicit improved Brun-Titchmarsh Theorem for large subgroups of narrow ray class groups. En route, we deduce an explicit upper bound for the least prime ideal in a quadratic subgroup of a narrow ray class group and also for the size of the least ideal that is a product of degree one primes in any given class of \( H_q(K) \).

1. Introduction and statements of the Theorems

A classical theorem of Linnik [15, 16] states that there exists an absolute constant \( b > 0 \) such that, given a positive integer \( q \) and an invertible residue class \( a \) mod \( q \), the smallest prime in the aforementioned residue class is at most \( q^b \). Several efforts have been made to bound \( b \) from above when \( q \) is large. The best result to date is that of Xylouris [36, 35] who proved that \( b \) can be taken to be 5 provided \( q \) is large enough.

Let \( K \) be a number field, \( \mathcal{O}_K \) be its ring of integers and let \( q \) be an integral ideal of \( K \). Let us recall the definition of the (narrow) ray class group. Let \( I(q) \) be the group of fractional ideals of \( K \) which are co-prime to \( q \) and \( P_q \) be the subgroup of \( I(q) \) consisting of principal ideals \( (\alpha) \) satisfying \( v_p(\alpha - 1) \geq v_p(q) \) for all prime ideals \( p \) dividing \( q \) and \( \sigma(\alpha) > 0 \) for all embeddings \( \sigma \) of \( K \) in \( \mathbb{R} \). This is the ray class group associated to the modulus \( qq_{\mathbb{R}} \), where \( q_{\mathbb{R}} \) is the set of all real places of \( K \). However for notational convenience, we shall simply refer to this as the narrow ray class group of modulus \( q \). We set \( H_q(K) = I(q)/P_q \). When \( q = \mathcal{O}_K \), the group \( H_q(K) \) is the usual class group in the narrow sense.

One way to generalize Linnik’s problem to number fields is the following: Given an integral ideal \( q \) in \( \mathcal{O}_K \) and a class \( C \) of \( H_q(K) \), find a prime ideal \( p \in C \) such that \( \mathfrak{N}(p) \leq A \mathfrak{N}(q)^b \). This problem was first considered by Fogels [3] which was then refined by Weiss [33, 32] who proved the following theorem.

**Theorem 1.** (Weiss [33, 32] 1983) There exists an effectively computable constant \( a \) such that the following holds. In any number field \( K \) of discriminant \( d_K \), every element of \( H_q(K) \) contains a prime ideal \( p \) of \( K \) such that \( \mathfrak{N}p \leq (d_K \mathfrak{N}q)^a \).

Here and thereafter, \( \mathfrak{N} \) denotes the absolute norm of \( K \) over \( \mathbb{Q} \). Note that the exponent \( a \) is not explicit.
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There is another generalization of Linnik’s problem which was initiated by Lagarias-Montgomery-Odlyzko \cite{11}. By class field theory, finding a prime ideal in a class of the ray class group $H_q(K)$ is the same as finding a prime ideal with a given Artin symbol in the Galois group of the corresponding ray class field $K_q$ over the number field $K$. In this set-up, Lagarias, Montgomery and Odlyzko derived an upper bound for the least norm of such a prime ideal in terms of $|d_{K_q}|^a$ with $a$ inexplicit. For explicit $a$, see the works of Ahn-Kwon \cite{1}, Kadiri-Wong \cite{9}, Thorner-Zaman \cite{29} and Zaman \cite{37}. All these bounds are however large in terms of the exponent of the norm of the modulus $q$. For example, if one takes a rational prime $p$, then the ray class field is the $p$-th cyclotomic field whose discriminant has absolute value $p^p \cdot 2$. In this article, we would like to show that if one considers a product of three prime ideals in place of a single prime ideal, one can find prime ideals with much smaller norm when compared to the norm of the modulus. Furthermore, we shall make the dependence on the ground field $K$ explicit.

Our notation recalled below is classical. In brief, $n_K$, $h_K$, $R_K$ and $d_K$ are respectively the degree, the class number, the regulator and the discriminant of a number field $K$ while $\alpha_K$ is the residue of the Dedekind zeta-function at 1. In this set-up, we have the following theorem.

**Theorem 2.** Let $K$ be a number field, $q$ be an integral ideal of $K$. Set

$$t(K) = \max \left( n_K^{48n_K^3} |d_K|^6 (R_Kh_K)^\alpha_K, \exp(|d_K|^{30}) \right).$$

Each element of $H_q(K)$ contains a product of three degree one primes, each of norm at most $t(K)^3 \mathfrak{N} q^3$.

As the case $K = \mathbb{Q}$ has already been treated in \cite{23, 22} by Ramaré together with Serra, Srivastav and Walker, we may assume that $K \neq \mathbb{Q}$ and we do so hereafter.

**Remark 1.1.** Three features of this result should be underlined: the dependence on the field $K$ is completely explicit in terms of classical invariants of the field, and even numerically so. However, we did not strive to get small constants. The second point is that the exponent in $q$ is relatively small. The third point is more technical; the dependence in $q$ has the form $\mathfrak{N} q^3$ and not $\mathfrak{N} q^3$ times a power of $\log \mathfrak{N} q$ and this precision comes from a much more refined treatment. The dependence in $K$ is most probably dominated by the term $\exp(|d_K|^{30})$ that comes from a possible real zero abnormally close to 1. We control such a zero by Lemma \cite{37} due to Kadiri and Wong (see also \cite{1}).

Theorem 2 relies on four ingredients of independent interest. We first need a Brun-Titchmarsh Theorem for elements of $H_q(K)$.

**Theorem 3.** Let $b, q$ be integral ideals with $(b, q) = \mathcal{O}_K$ and $[b] \in H_q(K)$. Then

$$\sum_{p \in [b], \mathfrak{N} p \leq X} 1 \leq \frac{2X}{|H_q(K)| \log \left( \frac{X}{u(K) \mathfrak{N} q} \right)}, \quad u(K) = n_K^{48n_K^3} |d_K|^6 (R_Kh_K)^\alpha_K,$$

provided the denominator is $> 0$.

This is the number field analogue of the classical Brun-Titchmarsh Theorem for the initial interval, see for instance \cite{17, Theorem 2] by Montgomery and Vaughan. A precursor of this result can be found in \cite{7, Theorem 4] by Hinz and Lodemann, though without the dependence in $K$ and with a slightly worse upper bound. As these two authors, we rely on the Selberg sieve, though with an improved treatment of the
error term, see Theorem 32 and on an estimate for the number of integral ideals recalled as Theorem 8 below.

Our second ingredient is a Brun-Titchmarsh Theorem valid for cosets, the analogue of Theorem 1.2 when \( K = \mathbb{Q} \), and which is the topic of Section 3. We notice here that in Theorem 33 we parametrized the class while for Theorem 35 we capture elements of a subgroup by using multiplicative characters.

Our third ingredient is less novel.

**Theorem 4.** Every element in \( H_q(K) \) contains an integral ideal \( a \) such that \( \mathfrak{N}a \leq 10^{25n^4K^7n^4K|d_K|^4}\mathfrak{N}q^3 \) and \( a \) is product of degree one primes.

**Theorem 5.** Every element in \( H_q(K) \) contains an integral ideal \( a \) such that

\[
\mathfrak{N}a \leq F_1(q)\mathfrak{N}q \log(3F(q))^nK \log(B(K)F(q)\mathfrak{N}q)^2, \quad B(K) = \frac{50n^4}{K} (E(K)\sqrt{|d_K|})^{nK},
\]

and \( a \) is product of degree one primes. Here \( F(q) = 2^{r_1}h_K\phi(q)/h_Kq, \) \( F_1(q) = 2^{r_1}h_K\mathfrak{N}q \) and the constant \( E(K) \) is equal to \( 10004^{12n^4K}(R_K/|\mu_K|)^{1/nK} \log((2n^4K)^{4nK} R_K/|\mu_K|) \)^{nK}.

Theorem 4 is enough for our purpose, but our proof gives only the bound \( \mathfrak{N}a \ll K^{1+\varepsilon} \mathfrak{N}q |H_q(K)|^{2[(1+\varepsilon)} \), while \( |H_q(K)| \) should be enough. By using some techniques from sieve method, Theorem 5 corrects this defect as far as the dependence in \( \mathfrak{N}q \) is concerned, but the dependence in \( d_K \) becomes much worse.

Our fourth and last ingredient shows that quadratic subgroups of \( H_q(K) \) contain small degree one prime ideal.

**Theorem 6.** Let \( \chi \) be a quadratic character on \( H_q(K) \). There exists a prime ideal \( p \) of degree one in \( K \) such that \( (p,q) = \mathcal{O}_K, \) \( \chi(p) = 1 \) and \( \mathfrak{N}p \leq 8 \cdot (10^{31n^4K})^{nK} |d_K|^4\mathfrak{N}q^2 \).

This bound is modest as far as the exponent of \( \mathfrak{N}q \) is concerned, but it is completely explicit. When \( K = \mathbb{Q} \), the question has been treated by Linnik and Vinogradov in [31]. Their better exponent comes from the usage of the Burgess bounds and Siegel’s Theorem while we only rely on convexity (or equivalently, on a Polya-Vinogradov inequality). The exponent we get is \( 3/2 + \varepsilon \) for any positive \( \varepsilon \).

2. **Notation and Preliminaries**

**Notation.** Let \( K \neq \mathbb{Q} \) be a number field with discriminant \( |d_K| > 3 \) (by Minkowski’s bound). Also let us set \( n_K = [K : \mathbb{Q}] \geq 2 \) and \( q \) be an (integral) ideal of \( K \). The number of real embeddings of \( K \) is denoted by \( r_1 \) whereas the number of complex ones are denoted by \( 2r_2 \). The ring of integers of \( K \) is denoted by \( \mathcal{O}_K \), the narrow ray class group modulo \( q \) is denoted by \( H_q(K) \) and the (absolute) norm is denoted by \( \mathfrak{N} \).

Throughout the article \( p \) will denote a prime ideal in \( \mathcal{O}_K \), \( p \) will denote a rational prime number and for any integral ideals \( a, b \), their lcm and gcd in \( \mathcal{O}_K \) will be denoted by \( [a, b] \) and \( (a, b) \) respectively. Further an element of \( H_q(K) \) containing an integral ideal \( a \) will be denoted by \( [a] \).

A sum over degree one prime ideals will be denoted by \( \sum_p^2 \), and \( \prod_p \) will denote a product over degree one prime ideals. Similarly \( \sum_p^2 \) and \( \prod_p^2 \) denotes respectively a sum and a product over primes \( p \) that are not of degree one. As a generalisation, the sign \( \sum_a^3 \) denotes a summation over integral ideals \( a \) whose prime factors are all of degree one.
Smoothings. We shall work with a generic smoothing function \( w : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) with the following properties:

- \( w(t) = 0 \) when \( t \geq 1 \) and \( t \leq 1/10 \),
- \( w \) does not vanish uniformly and \( |w(t)| \leq 1 \) throughout,
- \( w \) is at least \( n_K + 3 \) times continuously differentiable,
- For every \( m \leq n_K + 2 \), we have \( w^{(m)}(\frac{1}{10}) = w^{(m)}(1) = 0 \), where \( w^{(m)} \) denotes the \( m \)-th derivative of \( w \).

We will henceforth refer to this function as ‘the smoothing function’. Its Mellin transform \( \hat{w} \) is defined by

\[
\hat{w}(s) = \int_0^\infty w(t)t^{s-1}dt.
\]

We show in Lemma 7 that this analytic function decreases at least like \( 1/(1 + |s|)^{n_K + 3} \) uniformly in any vertical strip.

For applications, we select the special function \( w_0 \) described below. Let

\[
f_k(t) = \begin{cases} (4t(1-t))^k & \text{when } t \in [0,1], \\ 0 & \text{otherwise} \end{cases}
\]

be as defined in page 348 of [22] with \( k = n_K + 4 \). We set

\[
w_0(t) = f_{n_K+4}\left(\frac{10}{9}(t - \frac{1}{10})\right).
\]

**Lemma 7.** We have \( \|w_0\|_\infty = 1 \), \( 10\sqrt{n_K}w_0(1) \in [2, 15] \), \( \|w_0'\|_1 = 2 \), \( \|w_0^{(n_K+3)}\|_\infty \leq 4(40n_K)^{n_K+3} \).

**Proof.** Indeed, by [22] Lemma 2.2, we have \( \hat{w}_0(1) = \|w_0\|_1 = \frac{9}{10} \frac{2^{k+1}k!}{(2k+1)!} \) with \( k = n_K + 4 \). Applying the classical explicit Stirling’s formula

\[
n! = (n/e)^n \sqrt{2\pi n} e^{\frac{-n}{e}} \theta_+(n) \quad (\theta_+(n) \in [0,1]),
\]

we find that

\[
\|w_0\|_1 = \frac{9}{10} \sqrt{\frac{\pi}{2}} e^{-\frac{n}{e}} \theta_+(n) = \frac{\xi(n_K)}{10\sqrt{n_K}}, \quad 2 \leq \xi(n_K) \leq 15.
\]

Next we check that

\[
\|f_k'\|_1 = 2 \int_0^{1/2} f_k'(t)dt = 2.
\]

Also, by Leibniz Formula, we find that

\[
f_k^{(k-1)}(t) = 4^k \sum_{0 \leq \ell \leq k-1} \binom{k-1}{\ell} \frac{k!}{(k-\ell)!} (k-\ell)! (1-t)^{k-1-\ell} = \frac{4^k (k-1)!}{(2k-1)!} (1-t)^{k-1}
\]

so that

\[
|w_0^{(k-1)}(t)| \leq \left(\frac{10}{9}\right)^{k-1} 4^k (k-1)! \sum_{0 \leq \ell \leq k-1} \binom{k-1}{\ell} \binom{k}{k-\ell} = \left(\frac{10}{9}\right)^{k-1} 4^k (k-1)! \binom{2k-1}{k}
\]

by Vandermonde’s identity. We bound this almost trivially:

\[
\left(\frac{10}{9}\right)^{k-1} 4^k (k-1)! \binom{2k-1}{k} = \left(\frac{10}{9}\right)^{k-1} 4^k \frac{(2k-1)!}{k!} \leq 4^k (2k-1)^{k-1} \leq 4(40n_K)^{n_K+3}.
\]

□
Explicit number of ideals in a ray class below some bound. We now state the main theorem in [5] which is required for the proofs of Theorem 8 and Theorem 9.

**Theorem 8.** Let \( q \) be a modulus of \( K \) and \([a]\) be an element of \( H_q(K) \). For any real number \( X \geq 1 \), we get

\[
\sum_{s \in [a] \atop \mathcal{N}_K \leq X} 1 = \frac{\alpha_K \phi(q)}{h_{K,q}} \frac{X}{\mathcal{N}(q)} + O^* \left( E(K) F(q) \frac{\pi}{\mathcal{N}(q)} \log(3F(q))^{nk} \left( \frac{X}{\mathcal{N}(q)} \right)^{1 - \frac{1}{nk}} + n_{K}^{n_{K}} \frac{R_K}{|\mu_K|} F(q) \right).
\]

where \( F(q) = 2^r_1 \frac{h_{K,q}}{h_{K,s}} \geq 1 \), \( E(K) = 1000n_{K}^{12n_{K}^2} (R_K/|\mu_K|)^{1/n_{K}} \left[ \log((2n_{K}^{4n_{K}} R_K/|\mu_K|))^{n_{K}} \right] \) and the notation \( O^* \) denotes that the implied constant is less than or equal to 1.

**Lower bound for the root discriminant.** The root discriminant is defined by \( |d_K|^{1/n_{K}} \).

**Lemma 9.** We have \( |d_K|^{1/n_{K}} \geq \pi/2 \).

Proof. In this proof, we denote \( n_{K} \) by \( n \). By Minkowski’s bound, we find that

\[
\rho = |d_K|^{1/n_{K}} \geq \frac{\pi}{4} n^{2}/n^{2/n}.
\]

The explicit Stirling Formula recalled in (4) yields \( n^{2/n} \leq \frac{n^{2}}{2\pi} (\sqrt{2\pi n} \cdot e^{\theta - 2n(12n)^{2/n}} \leq n^{2}/2 \) when \( n \geq 3 \) while \( 2^{1/2} = 2 \leq 2^{1/2} \).

We note that, when \( n \geq 5 \), the Minkowski bound is superseded by the bound given in [14] Eq. (2) by Liang and Zassenhaus (the quantity \( V_{r_1,r_2} \) is given on line 14, page 18 of their paper, and \( \mu_n \geq 1 \).)

**The Dedekind zeta-function.** For \( \Re s = \sigma > 1 \), the Dedekind zeta-function is defined by

\[
\zeta_K(s) = \sum_{\mathfrak{o}_{K} \neq 0} \frac{1}{\mathcal{N}(\mathfrak{o})^s},
\]

where \( \mathfrak{o} \) ranges over the integral ideals of \( \mathcal{O}_{K} \). It has only a simple pole at \( s = 1 \) of residue \( \alpha_K \), say. We know from the analytic class number formula that

\[
\alpha_K = \frac{2^{\gamma_1} (2\pi)^2 h_{K} R_{K}}{|\mu_K| \sqrt{|d_{K}|}},
\]

where \( h_{K}, R_{K}, d_{K} \) are as defined in the introduction and \( \mu_{K} \) is the group of roots of unity in \( K \). As we will see later (Lemma 14) its order in vertical strips is sufficiently moderate so that multiplication by \( \tilde{w}(s) \) makes it an \( L^1 \)-function on any line \( \Re s = \sigma \geq -1/2 \).

**Euler-Kronecker constant.** For a number field \( K \), the Euler-Kronecker constant is defined as

\[
\gamma_K = \lim_{s \to 1} \left( \frac{\zeta_K(s)}{\zeta_K(s)} + \frac{1}{s - 1} \right).
\]

We also know that in a neighbourhood of \( s = 1 \),

\[
\zeta_K(s) = \frac{\alpha_K}{s - 1} + \alpha_K \gamma_K + O(s - 1),
\]

where the constant in \( O \) depends on \( K \). The constant \( \gamma_K \) is called the ‘Euler-Kronecker constant’ in [8] by Ihara. We use Proposition 3, page 431 of this paper, namely the inequality

\[
\gamma_K \geq -\frac{1}{2} \log |d_K|.
\]
(where $\alpha_K$ in Ihara’s paper is given by (1.2.2), $\beta_K$ by (1.2.3) and $c_K = 1$ by (1.3.12)). The conclusion we need is also restated as (0.7) therein.

**The narrow ray-class group.** By narrow ray class group $H_q(K)$, we consider those ray class groups where the integral ideal $q$ is completed with all real archimedean places. We have

$$
\text{(7)} \quad h_{K,1} = |H_1(K)| \left| \frac{|H_q(K)|}{2^r \phi(q) |H_1(K)|} \right|
$$

where

$$
\text{(8)} \quad \phi(q) = \mathcal{O}(q) \prod_{p|q} \left(1 - \frac{1}{\mathcal{O}(p)}\right)
$$

and $H_1(K)$ denotes the narrow ray class group corresponding to $O_K$. A good reference for this are the notes of Sutherland [25]. We also have the following theorem in this context.

**Lemma 10** (Lang, [13], page 127). Let $q$ be a modulus of $K$, $h_{K,q} = |H_q(K)|$ and $r_1, h_K$ be as defined earlier. Then $h_{K,q} \leq 2^{r_1} \phi(q) h_K$.

**Characters on the narrow ray-class group.** A manner to work with the narrow ray class group $H_q(K)$ is to consider its character group. When lifted to the set of all ideals, these are characters that vanish on ideals which are not co-prime to $q$.

An excellent reference is the report [12] where Landau explains in detail and refines Hecke’s theory. We are only interested in the extensions of the true characters of $H_q(K)$ and these are the ones that have finite order. These are the ones that Hecke considers, while Landau [18 Lemma 6.34 and (6.7)] considers an extended class of characters that may have infinite orders.

In our case, the notion of conductor of a character goes through, and the functional equation of the Hecke $L$-function of a primitive (“eigentlicher” in Landau’s paper) is given in [12, Theorem LVI].

### 3. Some General Lemmas

**On Mellin transform.**

**Lemma 11.** When $\Re s = 0$ and $|\Im s| \geq 1$ or when $\Re s \geq 1/2$, we have

$$
|\hat{w}(s)| \leq \frac{2^{nK+3}}{(1 + |s|)^{nK+3}} \left\| w^{(nK+3)} \right\|_{\mathcal{X}}.
$$

**Proof.** We set $A = nK + 3$ and $t = \Im s$ for typographical simplification. Integrating by parts $A$ times and noting that $w^{(m)}(1) = w^{(m)}(0) = 0$ for $0 \leq m \leq A$, we get

$$
\left| \hat{w}(s) = \frac{(-1)^A}{s(s + 1) \cdots (s + A - 1)} \int_{1/10}^{1} w^{(A)}(u) u^{s + A - 1} du \right| \leq \frac{\left\| w^{(nK+3)} \right\|_{\mathcal{X}}}{|s||s + 1| \cdots |s + A - 1|}.
$$

In case $\Re s = 0$, we note that $|t| \geq 1$ implies $1 + |t| \leq 2|t|$. Furthermore we have $\sqrt{2} |m + it| \geq |t| + 1$ for all $m \geq 1$. This yields the constant $2^{nK+2}$.

In case $\Re s \geq 1/2$, we first notice that $3|s| \geq |s| + 1$, and then we prove that $\sqrt{2} |s + m| \geq |s| + 1$ for $m \geq 1$ as before. To prove this inequality, set $\sigma = \Re s$. It is enough to prove that $t^2 + 2(\sigma + m)^2 \geq \sigma^2 + 2|s| + 1$. As $|s| \leq |t| + |\sigma|$, it is enough to prove that $t^2 - 2|t| + 1 \geq -\sigma^2 + 2(1 - 2m)\sigma + 2(1 - m^2)$ which is obviously
true. This yields the constant $3 \cdot 2^{(n_K+2)/2}$. We majorize the constant in both cases by $2^{\frac{n_K}{2} + 3}$ and this concludes this lemma. □

Lemma 12. For $\varepsilon \in (0, 1/2]$, we define

\[ M(w, \varepsilon) = \int_{-\infty}^{\infty} |\hat{w}(it)|(1 + |t|)^{\frac{1+\varepsilon}{2} n_K} dt. \]

We have $M(w, \varepsilon) \leq 2^{2+\frac{n_K}{2}} \left( \|w^{(n_K+3)}\|_\infty + 10 \cdot 2^{\frac{n_K}{2}} \|w\|_1 \right)$. □

Proof. Set $n = n_K$. We split this integral according to whether $|t| \geq 1$ or not. When $|t| \geq 1$, Lemma 11 applies. When $|t| \leq 1$, we simply use $|\hat{w}(it)| \leq 10\|w\|_1$. This gives us

\[ M(w, \varepsilon) \leq 2^{2+\frac{n_K}{2}} \left( \|w^{(n_K+3)}\|_\infty + 10\|w\|_1 \right) \cdot 2^{\frac{n_K}{2}} \leq 2^{2+\frac{n_K}{2}} \left( \|w^{(n_K+3)}\|_\infty + 10 \cdot 2^{\frac{n_K}{2}} \|w\|_1 \right). \]

This completes the proof of the lemma. □

Lemma 13. For $\varepsilon \in (0, 1/2]$ and $r \in \{1, 2\}$, we define

\[ M^*(\varepsilon, r) = \int_{-\infty}^{\infty} |\hat{w}(s_t)|(1 + |s|)^{\frac{1+\varepsilon}{2} n_K} ds. \]

We have $M^*(\varepsilon, r) \leq 12((57n_K)^{n_K+3})$. □

Proof. Set $n = n_K$ and $\sigma = (1+\varepsilon)/2$. Lemma 11 applies and gives us

\[ M^*(\varepsilon, r) \leq 2^{2+\frac{n_K}{2}} \|w^{(n_K+3)}\|_\infty \int_{0}^{\infty} \left( \frac{dt}{(1 + |\sigma + it|)^{\frac{(2r-1)\varepsilon n_K + 3}} + 1} \right). \]

Furthermore

\[ \int_{0}^{\infty} \left( \frac{dt}{(1 + |\sigma + it|)^{\frac{(2r-1)\varepsilon n_K + 3}} + 1} \right) \leq 1/2. \]

Lemma 7 leads to the bound $12(40\sqrt{2}n)^{n_K+3}$ which is indeed not more than $12((57n)^{n_K+3})$. □

On the Dedekind zeta-function.

Lemma 14. Let $0 < \varepsilon \leq 1/2$. In the strip $-\varepsilon \leq \sigma \leq 1 + \varepsilon$, the Dedekind zeta-function $\zeta_K(s)$ satisfies the inequality

\[ |\zeta_K(s)| \leq 3\zeta(1+\varepsilon) n_K \left( \frac{s+1}{s-1} \right) \left( |d_K|(1 + |s|) n_K \right)^{\frac{1+\varepsilon}{2}}. \]

Proof. This is Theorem 4 of [21] by Rademacher. □

As a corollary, we deduce the following lemma.

Lemma 15. We have

\[ \frac{9 \cdot 2^{n_K} h_K}{100\sqrt{|d_K|}} \leq \alpha_K \leq 6 \left( \frac{2\pi^2}{5} \right)^{n_K} |d_K|^{1/4} \text{ and } h_K \leq 67(\pi^2/5)^{n_K} |d_K|^{3/4}. \]

See the book [20] by Polhst and Zassenhaus for more on lower bounds for $\alpha_K$.

Proof. Lemma 11 with the choices $\varepsilon = 1/2$ and $s = 1$ gives the upper bound. As $2^{n_K}(2\pi)^{r_2} \geq 2^{n_K/2} \geq 2^{n_K}$ and the ratio of the regulator to $\mu_K$ is bounded below absolutely by 0.09 (see [4] by E. Friedman), Eq. 8 provides us with the lower bound for $\alpha_K$. Concerning the upper bound for $h_K$, we use [5] again and this time, derive from it that $\alpha_K \geq (9/100) 2^{n_K} h_K/\sqrt{|d_K|}$, from which the last bound follows immediately. □
Next we deduce similar bounds for Hecke $L$-functions corresponding to primitive characters $\chi$ of finite order. For a Hecke character $\chi$ defined modulo $q$, the Hecke $L$-function associated to $\chi$ is defined as follows:

$$L_q(s, \chi) = \sum_{a \in \mathbb{Z}/q\mathbb{Z}} \frac{\chi(a)}{\mathfrak{N}(a)^s},$$

where $\Re s > 1$. We now state a result which bounds the growth of the Hecke $L$-series using the Phragmén-Lindelöf principle.

**Lemma 16** ([21], Theorem 5). Let $0 < \varepsilon \leq 1/2$. In the strip $-\varepsilon \leq \sigma \leq 1 + \varepsilon$, the Hecke $L$-series associated with the primitive character $\chi$ of finite order and conductor $q$ satisfies the inequality

$$|L_q(s, \chi)| \leq \zeta(1 + \varepsilon)^n \kappa \left(|d| \mathfrak{N}(q)(1 + |s|)^n\kappa \right)^{1 + \varepsilon - \frac{\varepsilon}{2}}.$$

**Proof.** This is a direct consequence of [21] Theorem 5] with $\eta = \varepsilon$, but one should be mindful of the notation, since Rademacher considers general Hecke Grosschenkriteren, not necessarily of finite order. Things are rather clear when we inspect the gamma-factor given in [21, Bottom of page 202]. We have $a_p = 0$ for every complex place, $v_p = 0$ for every place and $a_p \in \{0, 1\}$ for real places, $q$ of them taking the value 1. \qed

**On rational primes.**

**Lemma 17.** For $x \geq 1$, we have

$$\sum_{p \leq x \atop \kappa \geq 2} 1 \leq \frac{5\sqrt{x}}{4}.$$

**Proof.** We first check this property by Pari/GP for $t \leq 10^7$. To extend this result, let us denote by $S$ the sum to be bounded above. Inequality [25, (3.32)] by Rosser and Schoenfeld tells us that

$$\sum_{p \leq x} \log p \leq 1.02 x \quad \text{for } x > 0.$$

We then readily check that

$$S \leq \sum_{p \leq \sqrt{x}} \frac{\log x}{\log p} \leq 2(\log x) \int_{2}^{\sqrt{x}} \sum_{p \leq u} \frac{\log p}{u(\log u)^2} + (\log x) \sum_{p \leq \sqrt{x}} \frac{\log p}{(1 \log x)^2}$$

$$\leq 2.04(\log x) \int_{2}^{\sqrt{x}} \frac{du}{(\log u)^2} + 4.08 \frac{\sqrt{x}}{\log x} \leq \sqrt{x}$$

when $x \geq 10^7$. The lemma follows readily. \qed

**Lemma 18.** For $x \geq 100$, we have

$$\sum_{p \leq x} \frac{1}{p} \leq 2 \log \log x.$$

**Proof.** This is readily checked by Pari/GP for $x \leq 10^8$. We conclude the proof by appealing to [25, Theorem 5] by Rosser and Schoenfeld. \qed
On the Möbius function. For an ideal \( b \) of \( \mathcal{O}_K \), we define the Möbius function as

\[
\mu(b) = \begin{cases} 
1 & \text{if } b = \mathcal{O}_K, \\
(-1)^r & \text{if } b = p_1 \cdots p_r, \text{ where } p_i \text{ are distinct prime ideals}, \\
0 & \text{otherwise}.
\end{cases}
\]

For a positive integer \( R \) and for an ideal \( b \) of \( \mathcal{O}_K \), we define the truncated Möbius function \( \mu_R \) in the following manner;

\[
\mu_R(b) = \begin{cases} 
\mu(b) & \text{if } \omega(b) \leq R \\
0 & \text{otherwise}.
\end{cases}
\]

Let \( \psi_R(b) = \sum_{\ell \mid b} \mu_R(\ell) \). Applying Möbius inversion formula and the fact that \( \sum_{\ell \mid b} \mu(\ell) = 1 \) if and only if \( b = \mathcal{O}_K \), we get

\[
\mu_R(p_1 \cdots p_r) = \prod_{0 \leq k \leq R} (\omega(p_1 \cdots p_r) - 1)
\]

(see H. Halberstam and H. Richert [6, p. 46/47]).

4. Degree one primes in ray class groups

Let \( q \) be a modulus and let \( T \) be a subgroup of index 2 of \( H_q(K) \). Let \( \chi \) be the quadratic character whose kernel is \( T \). We want to show that there exists a degree one prime \( p \) with small norm such that \( \chi(p) = -1 \) and another prime \( p' \) with small norm such that \( \chi(p') = 1 \).

**L-series for degree one primes.** For a Hecke character of finite order modulo \( q \), we define

\[
F(s, \chi) = \prod_{p \mid q} \frac{1}{1 - \chi(p)\mathcal{N}(p)^{-s}}.
\]

**Lemma 20.** When \( \Re s = (1 + \varepsilon)/2 \) for some \( 0 < \varepsilon \leq 1/2 \) and \( \chi \) is a Hecke character of finite order modulo \( q \), we have

\[
|F(s, \chi)| \leq C(1 + \varepsilon)^{\frac{3\mathcal{N}K}{2}}(|d_K|\mathcal{N}(q))^{\frac{1 + \varepsilon}{2}}\theta(q)(1 + |s|)^{\frac{1 + \varepsilon\mathcal{N}K}{4}},
\]

where \( \theta(q) = \prod_{p \mid q} \frac{\sqrt{\mathcal{N}p - 1}}{\sqrt{\mathcal{N}p + 1}} \). When \( \chi = \chi_{0,q} \) is the trivial character modulo \( q \), we have

\[
|F(s, \chi_{0,q})| \leq 27C(1 + \varepsilon)^{\frac{3\mathcal{N}K}{2}}|d_K|^{\frac{1 + \varepsilon}{2}}\theta(q)(1 + |s|)^{\frac{1 + \varepsilon\mathcal{N}K}{4}}.
\]

**Proof.** To find an upper bound for \( F(s, \chi) \), we first reduce it to Hecke \( L \)-series using the following product

\[
F(s, \chi) = L_q(s, \chi)J(s, \chi),
\]

where

\[
J(s, \chi) = \prod_{p \mid q} \frac{1}{1 - \chi(p)\mathcal{N}(p)^{-s}}.
\]
We readily find that, when $\Re(s) = (1 + \varepsilon)/2$, we have
\begin{equation}
|J(s, \chi)| \leq \prod_p \left(1 + p^{-2\alpha}\right)^{\frac{1}{p}} \leq \zeta(1 + \varepsilon)^{\frac{1}{2}}.
\end{equation}

The next step is to reduce $L_q(s, \chi)$ to $L_l(s, \chi^*)$, where $\chi^*$ is the primitive character, say modulo $f$, inducing $\chi$. We directly see that
\[ L_q(s, \chi) = L_l(s, \chi^*) \prod_{p \mid f} (1 - \chi(p)\Omega(p)^{-s}). \]

Therefore, applying Lemma 16 when $\chi^*$ is not equal to the constant character 1, and Lemma 10 otherwise, together with the bound in (13), we get the desired result. \hfill \square

**Products of degree one primes in ray classes modulo $q$, sieve approach.**

**Lemma 21.** Let $b$ be an integral ideal co-prime to $q$. When $F_1(q) = 2^r h_K \Omega q$ and
\[ X \geq \log(3F(q))^\frac{n_K}{q} B(K)F_1(q)\Omega q \log \log(B(K)F(q)\Omega q)^2, \quad B(K) = (n_K^{50n^2} E(K)\sqrt{|D|})^\frac{1}{n_K}, \]
we have
\[ \sum_{p \mid \Omega_p \geq 40n^a} \sum_{\deg p \geq 2} \left( \frac{p}{\Omega_{\Omega_p}} \right) \leq \frac{\alpha(K)X}{2^{n_K} \Omega q |H_q(K)|}. \]

We can remove the term $\log \log(B(K)F(q)\Omega q)^2$ when $n_K \geq 3$.

**Proof.** We shorten $n_K$ by $n$ and set $D = 40^n$. On calling $S$ the sum on the left hand side, Theorem 8 gives us the upper bound, with $Y = \alpha(K)X/(\Omega q h_K a)$,
\[ S \leq \sum_{p \mid \Omega_p \geq D, \deg p \geq 2} \frac{Y}{\Omega_p} + E(K)X^{\frac{1}{n_K}} \log(3F(q))^\frac{n}{q} \sum_{X \geq \Omega_p \geq D, \deg p \geq 2} \left( \frac{X}{\Omega q \Omega p} \right)^{1 - \frac{1}{2}} + n^{8n} \frac{R_K}{|\mu_K|} F(q) \sum_{p \mid \Omega_p \leq X, \deg p \geq 2} 1. \]

We now have to study each of these three sums. We readily bound above the first one by
\[ \frac{Y}{2} \sum_{p \mid \Omega p \geq D, \deg p \geq 2} \frac{n/2}{p^k} \leq \frac{Y}{2} \int_D^\infty \left( \sum_{D \leq p^k \leq t} 1 \right) \frac{dt}{t^2} \leq \frac{5nY}{8} \int_D^\infty \frac{dt}{t^{3/2}} \leq \frac{5nY}{4\sqrt{D}} \]

by Lemma \ref{lemma17}. We notice that $(5/4)40^{n/2} \leq 1/2^{2n+1}$ when $n \geq 2$. The same Lemma \ref{lemma17} yields the bound $\frac{5}{8} n^{8n+1} R_K F(q)\sqrt{X}/|\mu_K|$ for the third term. We further find that
\[ \frac{5}{8} n^{8n+1} \frac{R_K}{|\mu_K|} F(q) \sqrt{X} = \frac{5}{8} \frac{n^{8n+1} R_K \Omega q h_{K,q} F(q) Y \sqrt{X}}{\alpha(K) |\mu_K|} \leq \frac{5}{8} \frac{n^{8n+1} x h_{K,q} \Omega q Y \sqrt{X}}{\alpha(K) |\mu_K|} \sqrt{X} \]
\[ \leq \frac{5}{8} \frac{n^{8n+1} (2\pi)^{-r} \sqrt{|D|}}{\alpha(K) |\mu_K|} \frac{\Omega q Y \sqrt{X}}{\sqrt{X}} \leq n^{9n} \sqrt{|D|} \frac{\Omega q Y \sqrt{X}}{\sqrt{X}} \]

by applying the definition of $F(q)$ from Theorem 8 and the expression of $\alpha_K$ in terms of the invariants of the field mentioned in \[. \] Let us now examine the second term above, a task for which we distinguish
between the case when \( n = 2 \) and \( n \geq 3 \). In the latter situation, we find that

\[
(16) \quad \sum_{p \mid \mathfrak{N} \geq D, \deg p \geq 2} \frac{1}{(\mathfrak{N}p)^{1/2}} \leq \frac{n}{2} \sum_{p \geq 2} \frac{1}{p^{2(1-1/3)}} \leq n
\]

by appealing to Pari/GP. In this case, we thus find that

\[
S/Y \leq \frac{n}{2^{n+1}} + E(K) F(q) \left( \frac{3F(q)}{X} \right)^n \frac{n^2 h_K \delta}{\alpha_K \delta(q)} \left( \frac{\mathfrak{N} q}{X} \right)^{1/n} + n^{\delta n} \sqrt{d_K} \frac{\mathfrak{N} q}{X}
\]

\[
\leq \frac{1}{2^{n+1}} + E(K) \log(3F(q)) \frac{n^{2 \delta n} h_K}{\alpha_K} \left( \frac{F(q) \mathfrak{N} q}{X} \right)^{1/n} + n^{\delta n} \sqrt{d_K} \frac{\mathfrak{N} q}{X}
\]

\[
\leq \frac{1}{2^{n+1}} + \frac{100 n}{9} E(K) \log(3F(q)) \sqrt{d_K} \left( \frac{F(q) \mathfrak{N} q}{X} \right)^{1/n} + n^{\delta n} \sqrt{d_K} \frac{\mathfrak{N} q}{X}
\]

by Lemma 10 and 13. Since we have assumed that

\[
(17) \quad X \geq B(K) F_1(q) \mathfrak{N} q \log(3F(q))^{n^2}, \quad B(K) = (n^{50n^2} E(K) \sqrt{d_K})^n
\]

we find that \( S \leq Y/2^n \) when \( n \geq 3 \). When \( n = 2 \), we only have to replace the upper bound \( n \) in (16) by \( n \log \log X = 2 \log \log X \) by Lemma 13. Proceeding as above we reach the inequality

\[
S/Y \leq \frac{1}{4} + \frac{200}{9} E(K) \log(3F(q))^{2 \log \log X} \sqrt{d_K} \left( \frac{F(q) \mathfrak{N} q}{X} \right)^{1/2} + \frac{1}{2} \frac{\mathfrak{N} q}{X} \sqrt{d_K}.
\]

Our hypothesis on \( X \) reads

\[
X \geq \log(3F(q))^4 B(K) F_1(q) \mathfrak{N} q \log \log(B(K) F(q) \mathfrak{N} q)^2.
\]

We just need to notice that \( \log(3F(q))^4 \log \log(B(K) F(q) \mathfrak{N} q)^2 \leq (B(K) F(q) \mathfrak{N} q)^6 \), so that

\[
\log \log X \leq \log \log(B(K) F(q) \mathfrak{N} q)^7
\]

\[
\leq \left( 1 + \frac{\log 7}{\log \log(B(K))} \right) \log \log(B(K) F(q) \mathfrak{N} q) \leq 2 \log \log(B(K) F(q) \mathfrak{N} q).
\]

This is enough to conclude. \( \square \)

**Lemma 22.** Let \( b \) be an integral ideal co-prime to \( q \). When \( F_1(q) = 2^{r_1} h_K \mathfrak{N} q \) and

\[
X \geq \log(3F(q))^{n_K} B(K) F_1(q) \mathfrak{N} q \log \log(B(K) F(q) \mathfrak{N} q)^2, \quad B(K) = (n^{50n^2} E(K) \sqrt{d_K})^{n_K},
\]

we have

\[
\sum_{a \in \mathcal{O}_K \mid \mathfrak{a} = [b]} 1 \geq \frac{1}{4} \frac{\alpha_K \delta(q) X}{\mathfrak{N} q | H_q(K)|}.
\]

**Proof.** We denote \( n_K \) by \( n \) and set \( D = 40^n \). Let \( M \) be the product of the prime ideals in \( \mathcal{O}_K \) of degree greater than or equal to 2, co-prime to \( q \) and of norm at most \( D \). Denoting the sum to be evaluated by \( S \), a simple combinatorial argument together with Lemma 21 gives us

\[
S \geq \sum_{a \in \mathcal{O}_K \mid \mathfrak{a} = [b]} 1 - \frac{\alpha_K \delta(q) X}{2^n \mathfrak{N} q | H_q(K)|} = S(M) - \frac{\alpha_K \delta(q) X}{2^n \mathfrak{N} q | H_q(K)|}
\]
We deduce

\[ 1_{(a, M) = 1} = \sum_{\delta | (M, a), \omega(\delta) \leq R} \mu(\delta) \geq \sum_{\delta | (M, a), \omega(\delta) \leq R} \mu(\delta). \]

We deduce

\[ S(M) \geq \sum_{\delta | M, \omega(\delta) \leq R} \mu(\delta) \sum_{\delta' \subseteq \mathcal{O}_K, \delta' | \delta} 1. \]

Theorem 8 gives us the lower bound, with \( Y = \alpha_K X \phi(q)/(\mathfrak{q} \mathfrak{h}_{K, q}), \)

\[ S(M) \geq Y \sum_{\delta | M, \omega(\delta) \leq R} \frac{\mu(\delta)}{\mathfrak{q} \mathfrak{h}_\delta} - E(K)F(q)^{1/2} \log(3F(q))^n \sum_{\delta | M, \omega(\delta) \leq R} \left( \frac{X}{\mathfrak{q} \mathfrak{h}_\delta} \right)^{1 - \frac{1}{n}} - \frac{n^n}{\mathfrak{q} \mathfrak{h}_\delta} R_K F(q) \sum_{\delta | M, \omega(\delta) \leq R} 1. \]

Concerning the main term, we can write

\[
\sum_{\delta | M, \omega(\delta) \leq R} \frac{\mu(\delta)}{\mathfrak{q} \mathfrak{h}_\delta} = \sum_{\delta | M} \frac{1}{\mathfrak{q} \mathfrak{h}_\delta} \sum_{\delta' \subseteq \mathcal{O}_K, \delta' | \delta} \mu\left( \frac{\delta}{\delta'} \right) \psi_R(\delta) = \sum_{\delta | M} \frac{1}{\mathfrak{q} \mathfrak{h}_\delta} \sum_{\delta' \subseteq \mathcal{O}_K} \frac{\mu(\delta)}{\mathfrak{q} \mathfrak{h}_\delta} = \prod_{p | \mathfrak{m}} \left( 1 - \frac{1}{\mathfrak{q} \mathfrak{h}_p} \right) \sum_{b | \mathfrak{m}} \frac{\psi_R(b)}{\phi(b)}.
\]

(18)

Applying Lemma 19 we have

\[
\sum_{b | \mathfrak{m}, \omega(b) > 1} \frac{\psi_R(b)}{\phi(b)} \leq \sum_{b | \mathfrak{m}, \omega(b) > 1} \left( \frac{\omega(b) - 1}{R} \right) \frac{1}{\phi(b)} \leq \sum_{m = R + 1}^{\pi_K(4n)} \left( \frac{m - 1}{R} \right) \sum_{\omega(b) = m}^{\pi_K(4n)} \frac{1}{\phi(b)},
\]

where \( \pi_K(x) \) be the number of prime ideals in \( \mathcal{O}_K \) with norm less than or equal to \( x \). The last quantity is equal to

\[
\sum_{m = R + 1}^{\pi_K(4n)} \left( \frac{m - 1}{R} \right) \left( \sum_{\phi(p)} \frac{1}{\phi(p)} \right)^m \leq \frac{1}{R!} \sum_{m = R + 1}^{\pi_K(4n)} \frac{1}{(m - R)!} \left( \sum_{\mathfrak{p} | \mathfrak{m}} \frac{1}{\mathfrak{q} \mathfrak{h}_\mathfrak{p} - 1} \right)^m
\]

\[
\leq \frac{1}{R!} \sum_{m = R + 1}^{\pi_K(4n)} \frac{1}{(m - R)!} \left( \sum_{\mathfrak{p} | \mathfrak{m}} \frac{n}{2(\mathfrak{p}^2 - 1)} \right)^m
\]

\[
\leq \frac{1}{R!} \sum_{m = R + 1}^{\pi_K(4n)} \frac{1}{(m - R)!} \left( \sum_{\mathfrak{p} | \mathfrak{m}} \frac{n^m}{\mathfrak{p}^2} \right)^m.
\]

We have, however, that

\[
\sum_{\mathfrak{p} | \mathfrak{m}} \frac{1}{\mathfrak{p}^2} \leq \int_{1}^{\mathfrak{m}} \frac{dt}{t^2} \leq 1.
\]

Therefore, we get

\[
\sum_{b | \mathfrak{m}, \omega(b) > 1} \frac{\psi_R(b)}{\phi(b)} \leq \frac{1}{R!} \sum_{m = R + 1}^{\pi_K(4n)} \frac{n^m}{(m - R)!} \leq \frac{n^R}{R!} \sum_{m = R + 1}^{\pi_K(4n)} \frac{n^m}{(m - R)!} \leq \frac{n^R e^n}{R!} \leq \frac{e^{n + R} \log n}{R!}.
\]
We know that $R! \geq \left( \frac{2}{e} \right)^R$ and this implies that

\[
\sum_{b \mid M, \atop \omega(b) > 1} \psi_R(b) \leq \frac{e^{n + R \log n}}{R^R} e^R \leq \exp(n + R \log R + R \log n).
\]

We select

\[ R = 2[5n \log n] + 1 \tag{19} \]

so that

\[ \exp\left(n - R \log \frac{R}{e^n}\right) \leq \exp\left(n - (9n \log n) \log \frac{9 \log n}{e}\right) \leq \exp(-4n) \leq 50^{-n}. \tag{20} \]

Combining (19) and (20), we get

\[
\sum_{b \mid M, \atop \omega(b) \leq R} \frac{\mu(b)}{\gamma_d} \geq \prod_{p \mid M} \left(1 - \frac{1}{9p}\right) (1 - 50^{-n}) \geq \left(\frac{6}{\pi^2}\right)^{\frac{1}{2}} (1 - 10^{-n}),
\]

since all the prime ideals dividing $M$ have degree at least 2. This takes care of the main term. Concerning the error term for $S(M)$, we first notice that the number of rational primes less than $D$ is at most $3D/(2 \log D)$ (see \cite{25} (3.6)). This implies that the number of prime ideals in $\mathcal{O}_K$ of norms at most $D$ and of degree $\geq 2$ is at most $[n/2]3D/(2 \log D)$ which is not more than $2D/3$. Whence

\[
\sum_{b \mid M, \atop \omega(b) \leq R} 1 \leq (2D/3)^R.
\]

We have thus reached the inequality

\[
S(M) \geq Y(1 - 10^{-n})(6/\pi^2)^{n/2} - (2D/3)^R \left( E(K) F(q) \right)^{\frac{1}{2}} \log(3F(q))^n \left( \frac{X}{\gamma_d} \right)^{1 - \frac{1}{2}} + n^{8n} \frac{R_K}{|\mu_K|} F(q).
\]

We get

\[
\frac{1}{Y} (2D/3)^R E(K) F(q) \frac{1}{2} \log(3F(q))^n \left( \frac{X}{\gamma_d} \right)^{1 - \frac{1}{2}} \leq 40^{12n^2 \log n} \frac{h_K}{\alpha_K \phi(q)} \left( \frac{F(q) \gamma_d}{X} \right)^{\frac{1}{2}} E(K) \log(3F(q))^n
\]

\[
\leq 40^{12n^2 \log n} \frac{2^{2r_1} h_K}{\alpha_K} \left( \frac{F(q) \gamma_d}{X} \right)^{\frac{1}{2}} E(K) \log(3F(q))^n
\]

\[
\leq 40^{12n^2 \log n} \frac{100}{9} \sqrt{|d_K|} \left( \frac{F(q) \gamma_d}{X} \right)^{\frac{1}{2}} E(K)
\]

by Lemma \cite{10} and \cite{15}. Our lower bound on $X$ ensures that this upper bound is $\leq 1/10^n$. The second error term is treated similarly. We write

\[
\frac{D^n R_K}{Y} \frac{8n}{|\mu_K|} F(q) \leq 40^{12n^2 \log n} \frac{8n \gamma_d h_K}{\alpha_K \phi(q)} \frac{R_K}{|\mu_K|} F(q)
\]

\[
= 40^{12n^2 \log n} \frac{8n \gamma_d h_K}{X \phi(q) 2^{2r_1} (2\pi)^r} \sqrt{|d_K|} \frac{2^{2r_1} \phi(q) h_K}{h_K} \leq 40^{12n^2 \log n} \frac{8n \gamma_d}{X} \sqrt{|d_K|}
\]
Lemma 23. Let \( b \) be an integral ideal co-prime to \( q \). When \( X \geq 10^{25nK}n^7|d_K|^4\eta q^3 \), we have
\[
\sum_{\substack{a \in \mathcal{O}_K \cap [b]}} w_0 \left( \frac{\eta(a)}{X} \right) \geq \frac{\alpha_K \phi(q) \tilde{w}_0(1)X}{2(1.3)^n \eta q |H_q(K)|}.
\]

Proof. On calling \( S \) the sum on the left hand side, the orthogonality of characters readily gives us that (recall (13))
\[
S = \sum_{\chi \in \mathcal{H}_q(K)} \frac{1}{|H_q(K)|} \chi(b) \sum_{\substack{a, q \in \mathcal{O}_K \cap [b]}} w_0 \left( \frac{\eta(a)}{X} \right) \chi(a),
\]
\[
= \sum_{\chi \in \mathcal{H}_q(K)} \frac{1}{|H_q(K)|} \chi(b) \int_{-\infty}^{\infty} F(s, \chi) \tilde{w}_0(s)X^s ds.
\]

On using Lemma 20, we find that
\[
S = \frac{\alpha_K \phi(q)J(1, \chi_0, q)}{\eta q} \frac{\tilde{w}_0(1)X}{|H_q(K)|} + \frac{1}{2|H_q(K)|} \sum_{\chi \in \mathcal{H}_q(K)} \chi(b) \int_{-\infty}^{\infty} F(s, \chi) \tilde{w}_0(s)X^s ds
\]
\[
= \frac{\alpha_K \phi(q)J(1, \chi_0, q)}{\eta q} \frac{\tilde{w}_0(1)X}{|H_q(K)|} + O^* \left( 5\zeta(1 + \varepsilon)^{3nK}(|d_K|\eta q)^{\frac{1+\varepsilon}{2}} |d_K|^\frac{1+\varepsilon}{2} M^*(\varepsilon, 2) \right)
\]

where \( M^* \) is as defined in Lemma 13. Proceeding as in (15), we find that (21)
\[
J(1, \chi_0, q) \geq \zeta(2)^{-nK/2}
\]
while Lemma 15 provides us with a lower bound for \( \alpha_K \) and, combined with (7), an upper bound for \( |H_q(K)| \). This together with Lemma 7 tells us that the main term above is at least, with the notation \( n = n_K \),
\[
\frac{3500 \zeta(2)^n (\pi^2/5)^n \sqrt{n} |d_K|^{5/4} \eta q}{3723(\pi^2/5)^{3n/2} \sqrt{n} |d_K|^{5/4} \eta q} \geq \frac{X}{18 \cdot 10^{9n} \eta q (159n)^n \zeta(1 + \varepsilon)^{\frac{1+\varepsilon}{2}} |d_K|^{\frac{1+\varepsilon}{2}} \theta(q) \eta q^{\frac{1+\varepsilon}{2}}}
\]

This is larger than twice the above error term provided we have
\[
X \geq 83 \cdot 10^{9n} \eta q (159n)^n \zeta(1 + \varepsilon)^{\frac{1+\varepsilon}{2}} |d_K|^{\frac{1+\varepsilon}{2}} \theta(q) \eta q^{\frac{1+\varepsilon}{2}}
\]

We select \( \varepsilon = 1/10 \). The previous inequality is implied by
\[
X \geq 19 \cdot 10^{23n} \eta q (5476n)^{\frac{1+\varepsilon}{2}} |d_K|^{\frac{1+\varepsilon}{2}} \theta(q) \eta q^{\frac{1+\varepsilon}{2}}
\]

Now \( (\frac{\eta q}{\sqrt{n}^{\varepsilon}})^{20/9} \leq p^{1/6} \) when \( p > 19 \), while \( \prod_{p < 19} \theta(p)^{20/9}/p^{1/6} \leq 1200 \). As a conclusion, we derive that \( \theta(q)^{20/9} \leq 1200n^{1/6} \eta q^{1/6} \). Some numerical computations end the proof of our lemma.

Proof of Theorems 4 and 6. Theorem 4 follows as an easy consequence of Lemma 23 and similarly, Theorem 6 follows from Lemma 22.
Degree one primes in quadratic ray subgroups modulo \( q \).

**Lemma 24.** Let \( \chi \) be quadratic character on \( H_q(K) \). We have

\[
L_q(1, \chi) \geq \frac{9 \cdot 2^{2nK}}{100\alpha_K|d_K|\sqrt{|\mathfrak{N}(q)|}} \quad \text{and} \quad F(1, \chi) \geq \frac{9 \cdot 2^{2nK}}{100\alpha_K|d_K|\sqrt{\zeta(2)^nK\mathfrak{N}(q)}}
\]

where \( d_K \) is the discriminant of \( K \), \( \alpha_K \) is the residue of the Dedekind zeta function at \( s = 1 \).

This lemma improves on [7, Lemma 2] of Hinz and Lodemann in two ways: the dependence in the base field is explicit and the lower bound is in \( 1/\sqrt{\mathfrak{N}_q} \) instead of \( 1/\sqrt{\mathfrak{N}_q (\log \mathfrak{N}_q)^2} \).

**Proof.** We note that the product \( L_f(s, \chi)\zeta_K(s) \), where \( f|q \) is the Dedekind zeta function of a quadratic extension \( M \) of \( K \). By (5), we have

\[
L_q(p, \chi) \geq \frac{2^{r_1}(2\pi)^{r_2} h_M R_M}{|\mu_M|\sqrt{|d_M|}}
\]

where \( r_1 \) and \( 2r_2 \) are the number of real and complex embeddings of \( M \). Since this field is of degree \( 2n_K \) over \( Q \), Lemma 15 gives us

\[
(23) \quad \alpha_M \geq \frac{9 \cdot 2^{nM}}{100\sqrt{|d_M|}}
\]

Finally, since the extension \( M/K \) has conductor with finite part \( f \) and is a quadratic extension, by the conductor discriminant formula ([19, Chapter VII, Point (11.9)] by Neukirch) the relative discriminant of \( M/K \) is also \( f \). However we also have that ([19, Chapter III, Corollary (2.10)]) \( a|d_M| \equiv \frac{a}{d_K}|\mathfrak{N}(f)\). This gives that

\[
|L_q(1, \chi)| \geq |L_f(1, \chi)|\prod_{p|\mathfrak{N}} \left(1 - \frac{1}{\mathfrak{N}_p}\right)
\]

Since

\[
\frac{\sqrt{\mathfrak{N}_q}}{\sqrt{\mathfrak{N}_f}} \prod_{p|\mathfrak{N}} \left(1 - \frac{1}{\mathfrak{N}_p}\right) \geq \frac{\sqrt{\mathfrak{N}_q}}{\sqrt{\mathfrak{N}_f}} \prod_{p|\mathfrak{N}} \left(1 - \frac{1}{\mathfrak{N}_p}\right) \geq 1,
\]

we get the desired bound. To extend it to \( F(1, \chi) \), we notice that

\[
(24) \quad \left|\frac{L_q(1, \chi)}{F(1, \chi)}\right| \leq \prod_{p|q} \left(1 - \frac{1}{\mathfrak{N}_p}\right)^{-1} \leq \zeta(2)^{n_K}.
\]

\[\square\]

**Lemma 25.** Let \( \chi \) be a quadratic character on \( H_q(K) \). We have

\[
\sum_{a \in \mathfrak{O}_K^\times} (1 \ast \chi)(a) w_0 \left( \frac{\mathfrak{N}(a)}{X} \right) > \frac{X}{27\sqrt{\mathfrak{N}_q|d_K|}^2\mathfrak{N}_q} \phi(q)
\]

provided that \( X \geq 8 \cdot (10^{31}n_K)^nK|d_K|^4\mathfrak{N}_q^2 \).
Proof. Let us denote the sum on the left hand side by \( S_1(w_0) \) and the principal Hecke character modulo \( q \) by \( \chi_{0, q} \). By mimicking the proof of Lemma 13 we find that

\[
S_1(w_0) = \frac{1}{2\pi i} \int_{2-i\infty}^{2+i\infty} F(s, \chi_{0, q}) F(s, \chi) \bar{w}_0(s) X^s ds
\]

where \( \alpha_{\mathbf{K}, q} = \frac{\alpha_{\mathbf{K}} \phi(q) J(1, \chi_{0, q})}{\phi(q) \sqrt{\mathfrak{q}}} \) is the residue of \( F(s, \chi_{0, q}) \) at \( s = 1 \) and \( M^* \) is as defined in Lemma 13. We also have

\[
\alpha_{\mathbf{K}, q} = \alpha_{\mathbf{K}} J(1, \chi_{0, q}) \phi(q) \sqrt{\mathfrak{q}} \geq \phi(q) \frac{\alpha_{\mathbf{K}}}{\sqrt{\zeta(2)n}}
\]

where we have used the inequality \( [21] \). The above is valid for a general smoothing function \( w \) but we restrict ourselves to \( w = w_0 \).

Applying Lemma 7 and using yet again the notation \( n \) for \( n_{\mathbf{K}} \), we get

\[
S_1(w_0) \geq \frac{9(4/\zeta(2))^n X}{500 \sqrt{n} \mathfrak{q} |d_K|} \phi(q) - 324 \zeta(1 + \varepsilon)^{3n} (57n)^n |d_K|^{1+\varepsilon} \mathfrak{q}^{1-\varepsilon} \mathfrak{q}^{\varepsilon + n} \theta(q)^2 X^{\varepsilon + n},
\]

and the first summand is larger than twice the second one provided that

\[
X^{\varepsilon + n} \geq 7 \cdot 10^9 n^2 (24n)^n \zeta(1 + \varepsilon)^{3n} |d_K|^{1+\varepsilon} \mathfrak{q}^{1-\varepsilon} \mathfrak{q}^{\varepsilon + n} \theta(q)^2.
\]

We select \( \varepsilon = 1/10 \). The previous inequality is implied by

\[
X \geq 8 \cdot 10^{21} n^{20} (31944n)^{20/9} |d_K|^{1+\varepsilon} \left( \frac{\mathfrak{q} |d_K|^{1+\varepsilon}}{\phi(q)} \right)^{20/9} \mathfrak{q}^{20/9}.
\]

Since \( \theta(q)^2 \frac{\mathfrak{q} |d_K|^{1+\varepsilon}}{\phi(q)} = \prod_{p|q} \frac{\mathfrak{p}^2}{(\mathfrak{p} - 1)(\sqrt{\mathfrak{p} - 1})^2} \) and

\[
\left( \frac{p^2}{(p - 1)(\sqrt{p - 1})^2} \right)^{20/9} \leq p^{1/6} \text{ when } p > 56 \quad \text{and} \quad \prod_{p \leq 56} \frac{1}{p^{1/6}} \left( \frac{p^2}{(p - 1)(\sqrt{p - 1})^2} \right)^{20/9} \leq 9 \cdot 10^9,
\]

we have

\[
X \geq 8 \cdot (10^{31} n^7)^{n} |d_K|^{1+\varepsilon} \mathfrak{q}^{20/9}.
\]

We simplify the final statement by noticing that \( \frac{9(4/\zeta(2))^n X}{10^{31} n^7} \geq \frac{1}{27} \).

We may now complete the proof of Theorem 6.

Proof of Theorem 6. Suppose that the theorem is not true. Then every degree one prime ideal \( p \) co-prime to \( q \) with norm at most \( X = \mathfrak{p} \leq 8 \cdot (10^{31} n_K)^{nK} |d_K|^{4} \mathfrak{q}^2 \) satisfies the property that \( \chi(p) = -1 \). Then for every non square-full ideal \( a \neq \mathfrak{O}_\mathbf{K} \) which decomposes only as a product of prime ideals of degree one and of norm at most \( X \), we have \( (1 \ast \chi)(a) = 0 \). By Lemma 25 we get a contradiction, and this completes the proof of the theorem.
5. Selberg sieve for number fields in sieve dimension one

In this section, we derive some lemmas which are required to prove the number field analogues of two versions of the Brun-Titchmarsh Theorem. Throughout this section, $z$ will denote a real number greater than one and all ideals considered are integral ideals. For a fixed integral ideal $\mathfrak{q}$, we define
\[
V(z) = \prod_{p \mid \mathfrak{P}(z), (p, \mathfrak{q}) = \mathcal{O}_K} p, \quad \text{where} \quad \mathcal{P}(z) = \prod_{\mathfrak{n}(p) \leq z} p.
\]

Recall the definition of the Möbius function in [12]. Further, for any ideal $\mathfrak{e}$ of $\mathcal{O}_K$, we define
\[
G_{\mathfrak{e}}(z) = \sum_{\mathfrak{n} \leq \mathfrak{n}(\mathfrak{e}) \leq \mathfrak{n}(\mathfrak{e}_{\mathfrak{q}})} \frac{\mu^2(\mathfrak{q})}{\phi(\mathfrak{a})}, \quad G(z) = G_{\mathcal{O}_K}(z).
\]

For some fixed integral ideal $\mathfrak{q}$, we further set
\[
\lambda_{\mathfrak{e}}(\mathfrak{q}) = \mu(\mathfrak{e}) \frac{\mathfrak{n}(\mathfrak{e})G_{\mathfrak{e}q}(\pi_{\mathfrak{e}q}(z))}{\phi(\mathfrak{e})G_{\mathfrak{q}}(z)}, \quad \lambda_{\mathfrak{e}} = \lambda_{\mathfrak{e}}(\mathcal{O}_K).
\]

We set $\lambda_{\mathfrak{e}}(\mathfrak{q}) = 0$ whenever $\mathfrak{n}(\mathfrak{e}) > z$ or $(\mathfrak{e}, \mathfrak{q}) \neq \mathcal{O}_K$. In this set-up, we recall the following two lemmas from [26] by Schaal. The reader may also refer to the beginning of Section 4 of the paper by Debaene [2].

**Lemma 26.** For any ideal $\mathfrak{e} \mid V(z)$, one has $|\lambda_{\mathfrak{e}}(\mathfrak{q})| \leq 1$.

**Lemma 27.** We have
\[
G_{\mathfrak{q}}(z)^{-1} = \sum_{\mathfrak{e}_{1}, \mathfrak{e}_{2} \mid V(z)} \frac{\lambda_{\mathfrak{e}_{1}}(\mathfrak{q})\lambda_{\mathfrak{e}_{2}}(\mathfrak{q})}{\mathfrak{n}(\mathfrak{e}_{1}, \mathfrak{e}_{2})}.
\]

**Proof.** In [26], the required definitions are in (1.25) and in (3.1) except that we do not consider a more severe sieving restriction, so that $\rho = x$ and this latter quantity is called $z$ in our setting. The bound for $|\lambda_{\mathfrak{e}}(\mathfrak{q})|$ is given in (3.2). The expression for $G_{\mathfrak{q}}(z)$ is contained in the last displayed equations at the bottom of page 293 with the remark of eq. (3.3). \(\square\)

### 5.1. A lower bound for $G_{\mathfrak{q}}(z)$

**Lemma 28.** When $y > 0$ and $k$ is a positive integer, we have
\[
\max(0, 1 - y)^k = \frac{1}{2\pi i} \int_{R = 2} y^{-s} \frac{k! ds}{s(s + 1) \cdots (s + k)}.
\]

The following theorem gives a lower bound for $G_{\mathfrak{q}}(z)$.

**Theorem 29.** When $z \geq (10^4 \mathfrak{n}_K)^{4n_K} |d_K|^3$, we have $G_{\mathfrak{q}}(z) \geq \mathcal{O}_K \frac{\phi(\mathfrak{q})}{\mathfrak{n}(\mathfrak{q})} \log \frac{z}{e^2 n_K |d_K|}$.

This is a version of Lemma 5 of [27] where the dependence in the field is explicit. In Lemma 14 of [2], a similar result is proved, but it relies on $R_K h_K$ when we prefer to rely on $d_K$.

**Proof.** We first remove the dependence in $\mathfrak{q}$ by using the following inequality from [27], page 266, obtained by combining the points (a) and (b) therein:
\[
G_{\mathfrak{q}}(z) \geq \frac{\phi(\mathfrak{q})}{\mathfrak{n}(\mathfrak{q})} \sum_{0 < \mathfrak{n}(\mathfrak{a}) \leq z} \frac{1}{\mathfrak{n}(\mathfrak{a})}.
\]
We note in passing that it is straightforward to adapt the inequality \cite[(1.3)]{30} by Van Lint and Richert to prove that $G_2(z) \geq \frac{\log q}{q} G(z)$, which is more refined than \cite{28}. To handle right hand side of \cite{28}, we use Lemma 28 with $y = \Omega(a)/z$ to get

$$\sum_{0 < \Omega(a) \leq z} \frac{1}{\Omega(a)} \geq \sum_{a \neq 0} \frac{1}{\Omega(a)} \max \left(0, \left(1 - \frac{\Omega(a)}{z}\right)^k\right)$$

$$= \frac{1}{2\pi i} \sum_{a \neq 0} \frac{1}{\Omega(a)} \int_{\Re s = 2} \left(\frac{\Omega(a)}{z}\right)^{-s} k! \frac{1}{(s+1) \cdots (s+k)} ds.$$

Since we are in the region of absolute convergence of $\zeta(s)$, this leads to

$$\sum_{0 < \Omega(a) \leq z} \frac{1}{\Omega(a)} \geq \frac{1}{2\pi i} \int_{\Re s = 2} \zeta(1+s) \frac{k! z^s}{(s+1) \cdots (s+k)} ds.$$

We note that the integrand has a double pole at $s = 0$ and move the line of integration to $\Re s = -1/4$. In the neighborhood of $s = 0$, we find that

$$s^2 \zeta(1+s) \frac{k! z^s}{s(s+1) \cdots (s+k)} = \frac{\alpha_k k! z^s}{(s+1) \cdots (s+k)} + \frac{\alpha_k \gamma_k k! z^s}{(s+1) \cdots (s+k)} + O(s^2).$$

The residue at $s = 0$ is thus given by

$$r = \lim_{s \to 0} \frac{d}{ds} \left(s^2 \zeta(1+s) \frac{k! z^s}{s(s+1) \cdots (s+k)}\right) = \alpha_k \left(\gamma_k + \log z - \sum_{\ell = 1}^{k-1} \frac{1}{\ell}\right).$$

The remaining integral is now

$$I = \frac{1}{2\pi i} \int_{\Re s = -\frac{1}{4}} \frac{k! \zeta(1+s) z^s}{s(s+1) \cdots (s+k)} ds.$$ 

Further Lemma 13 with $\varepsilon = 1/4$ gives us

$$|\zeta(3/4 + it)| \leq 27 \zeta(5/4)^{n_k} \left(|d_k| (7/4 + |t|)^{n_k}\right)^{1/4}.$$ 

This gives

$$|I| \leq 5 \zeta(5/4)^{n_k} k! \left(\frac{|d_k|}{z}\right)^{1/4} \int_{\Re s = -\frac{1}{4}} \frac{(7/4 + |t|)^{n_k} |ds|}{|s(s+1) \cdots (s+k)|}.$$

To estimate the integral, say $I_0$, choose $T > 0$, $k > n_k/4$ and write

$$\frac{1}{T} I_0 = \int_{t = 0, \Re s = -\frac{1}{4}}^T \frac{(7/4 + |t|)^{n_k} |ds|}{|s(s+1) \cdots (s+k)|} + \int_{t = T, \Re s = -\frac{1}{4}}^\infty \frac{(7/4 + |t|)^{n_k} |ds|}{|s(s+1) \cdots (s+k)|}$$

$$\leq \frac{8}{(k-1)!} \int_0^T \left(\frac{7}{4} + t\right)^{n_k} dt + \int_T^\infty \left(\frac{7}{4} + t\right)^{n_k} dt$$

$$\leq \frac{32}{(k-1)! (4 + n_k)} \left(\frac{7}{4} + T\right)^{n_k} + \left(\frac{7}{4} + 1\right)^{n_k} \frac{1}{(k-1)! (4 + n_k)^{n_k}}.$$ 

Hence, with $T = k/e$,

$$k! I_0 \leq \left(\frac{7}{4} + k/e\right)^{1 + n_k} \left(\frac{64 k}{4 + n_k} + \frac{8 \cdot k!}{(4k - n_k)(k/e)^e}\right)$$

$$\leq \left(\frac{7}{4} + k/e\right)^{1 + n_k} \left(\frac{64 k}{4 + n_k} + \frac{8 \cdot \sqrt{2 \pi k e^{3/2}}}{(4k - n_k)}\right).$$
by using the explicit Stirling Formula recalled in \[4\]. Therefore, with the choice \(k = n_K\), we find that
\[
|I| \leq \left( 5^{1/n_K} \zeta(5/4) \left( \frac{7}{4n_K} + \frac{1}{e} \right)^{1/2} \left( \frac{4n_K}{4 + n_K} + \frac{8 \cdot \sqrt{2\pi}}{3n_K} \right)^{1/n_K} \right)^n K \left( \frac{|d_K|}{z} \right)^{1/2} \leq \left( 10^3 n_K \right)^{n_K} \left( \frac{|d_K|}{z} \right)^{1/2}.
\]

Whence
\[
\frac{\Omega}{\phi(q)} G_q(z) \geq \alpha_K \left( \gamma_K + \log z - \log n_K - 1 \right) - \left( 10^3 n_K \right)^{n_K} \left( \frac{|d_K|}{z} \right)^{1/2} \geq \alpha_K \left( \log z - \log \sqrt{|d_K|} - \log n_K - 1 - \left( 10^3 n_K \right)^{n_K} \frac{100 \sqrt{|d_K|}}{9 \cdot 2^n K} \left( \frac{|d_K|}{z} \right)^{1/2} \right)
\]
by Lemma 15 and the inequality \(\gamma_K \geq - \log \sqrt{|d_K|}\) from \[6\]. This completes the proof of Theorem 29. \(\square\)

5.2. Controlling the error term in Selberg’s sieve. Our first lemma borrows from [6] by Halberstam and Richert.

**Lemma 30.** When \(x \geq 1\) and \(\alpha \in [0, 1)\), we have
\[
\sum_{\mathfrak{q} \mid \mathfrak{p} \leq x} \log \Omega_{\mathfrak{q}} \leq \frac{1.02 n_K x^{1-\alpha}}{1 - \alpha}.
\]

**Proof.** Let \(\mathfrak{p}_1, \cdots, \mathfrak{p}_g\) be prime ideals of \(\mathcal{O}_K\) lying over a rational prime \(p\). We then have
\[
\sum_{1 \leq i \leq g} e_i \log \Omega_{\mathfrak{p}_i} = n_K \log p,
\]
where \(e_i \geq 1\) is the ramification index of \(\mathfrak{p}_i\) above \(p\). This implies that \(\sum_{1 \leq i \leq g} \log \Omega_{\mathfrak{p}_i} \leq n_K \log p\).

Inequality (11) concludes the proof of the lemma when \(\alpha = 0\). For the general case, we use summation by parts to write
\[
\sum_{\mathfrak{q} \mid \mathfrak{p} \leq x} \log \Omega_{\mathfrak{q}} \leq \alpha \left( \int_1^x \log \Omega_{\mathfrak{q}} \frac{dt}{t^{1 + \alpha}} + \frac{\log \Omega_{\mathfrak{q}}}{x^{\alpha}} \right) \leq 1.02 n_K \left( \alpha \int_1^x \frac{dt}{t^{1/2}} + x^{1-\alpha} \right) \leq 1.02 n_K \frac{x^{1-\alpha}}{1 - \alpha}
\]
as required. \(\square\)

**Lemma 31.** When \(x \geq 1\) and \(\alpha \in [0, 1)\), we have
\[
\sum_{0 < \mathfrak{q} \mid \mathfrak{a} \leq x} \mu^2(a) \left( \frac{x}{\mathfrak{q} \mathfrak{a}} \right)^{\alpha} \leq \frac{(1 + 1.02 n_K) x}{(1 - \alpha)(1 + \log x)} \sum_{0 < \mathfrak{q} \mid \mathfrak{a} \leq x} \mu^2(a) \frac{\mathfrak{a}}{\mathfrak{q} \mathfrak{a}}.
\]

**Proof.** We set \(S(x) = \sum_{0 < \mathfrak{q} \mid \mathfrak{a} \leq x} \mu^2(a) \left( \frac{x}{\mathfrak{q} \mathfrak{a}} \right)^{\alpha} \). We use \(\log y \leq (y^{1-\alpha} - 1)/(1 - \alpha)\) when \(y > 0\) and readily find that
\[
S(x) \log x = \sum_{0 < \mathfrak{q} \mid \mathfrak{a} \leq x} \mu^2(a) \left( \frac{x}{\mathfrak{q} \mathfrak{a}} \right)^{\alpha} - \log \mathfrak{q} \mathfrak{a} + \sum_{0 < \mathfrak{q} \mid \mathfrak{a} \leq x} \mu^2(a) \left( \frac{x}{\mathfrak{q} \mathfrak{a}} \right)^{\alpha} \log \mathfrak{q} \mathfrak{a}
\]
\[
\leq \frac{x}{1 - \alpha} \sum_{0 < \mathfrak{q} \mid \mathfrak{a} \leq x} \mu^2(a) \frac{\mathfrak{a}}{\mathfrak{q} \mathfrak{a}} - S(x) + \sum_{0 < \mathfrak{q} \mid \mathfrak{a} \leq x} \mu^2(a) \left( \frac{x}{\mathfrak{q} \mathfrak{a}} \right)^{\alpha} \sum_{\mathfrak{p} | \mathfrak{a}} \log \mathfrak{q} \mathfrak{p}
\]
\[
\leq \frac{x}{1 - \alpha} \sum_{0 < \mathfrak{q} \mid \mathfrak{a} \leq x} \mu^2(a) \frac{\mathfrak{a}}{\mathfrak{q} \mathfrak{a}} - S(x) + \sum_{\mathfrak{q} \mathfrak{p} \mid \mathfrak{a} \leq x} \log \mathfrak{q} \mathfrak{p} \sum_{0 < \mathfrak{q} \mid \mathfrak{a} \leq x/\mathfrak{q} \mathfrak{p}} \mu^2(a) \left( \frac{x}{\mathfrak{q} \mathfrak{p}} \right)^{\alpha}.
\]
We invert the summation in the last term and then appeal to Lemma 30 to get
\[
S(x)(1 + \log x) \leq \frac{x}{1 - \alpha} \sum_{0 < \Re(a) \leq x} \frac{\mu^2(a)}{\eta a} + \frac{1.02nKx}{1 - \alpha} \sum_{0 < \Re(a) \leq x} \frac{\mu^2(a)}{\eta a}
\]
and our lemma follows readily. \( \square \)

**Theorem 32.** When \( z \gg 1 \) and \( \alpha \in [0, 1) \), we have
\[
\sum_{\epsilon \in \mathcal{V}(z)} \frac{\lambda_\epsilon(q)}{\eta \epsilon^{\alpha}} \leq \frac{3.1nKz^{1-\alpha}}{(1-\alpha)(2+\log z)} \epsilon_1(\alpha)^{nK} + z^{3(1-\alpha)/4} c_2(\alpha)^{nK},
\]
where
\[
c_1(\alpha) = \prod_p \left( 1 + \frac{1 + p^\alpha}{(p-1)p} \right), \quad c_2(\alpha) = \prod_p \left( 1 + \frac{1 + p^\alpha}{(p-1)p^{1-3\alpha}} \right).
\]

This theorem replaces Lemma 15 in \([2]\), but notice that we avoid the high power of \( \log z \) and even save an additional \( \log z \). We also mention for future use that
\[
(29) \quad \frac{c_2(\alpha)}{\zeta(\frac{5}{4})^2 \zeta(\frac{1-\alpha}{4})} = \prod_p \left( 1 + \frac{(p^{5/4} - p^{3/4})p^{\alpha/4}}{p^{5/2} - p^{3/2}} + \frac{-(p^{5/4} + p^{1/4})p^{\alpha/4} + p^{\alpha/4} + p^{\alpha/2} + p^{\alpha/4} - p^{5/4}}{p^{15/4} - p^{11/4}} \right).
\]
where the right-hand side is uniformly bounded above for \( \alpha \in [0, 1] \).

**Proof.** Set \( T = \sum_{\epsilon \in \mathcal{V}(z)} \frac{\lambda_\epsilon(q)}{\eta \epsilon^{\alpha}} \). Then from the definition of \( \lambda_\epsilon(q) \), we get
\[
G_q(z) = \sum_{\epsilon \in \mathcal{V}(z)} \frac{\eta \epsilon^{1-\alpha}}{\phi(\epsilon)} \sum_{\substack{\eta a \leq \eta \epsilon \leq \eta, \, (a, \epsilon) = \epsilon K}} \frac{\mu^2(a) \phi(a)}{\phi(b)} = \sum_{\epsilon \in \mathcal{V}(z)} \eta \epsilon^{1-\alpha} \sum_{\substack{\eta b \leq \eta \epsilon, \, (b, \epsilon) = \epsilon K}} \frac{\mu^2(b)}{\phi(b)}.
\]
We note that, when \( b \) is squarefree, we have
\[
\frac{\eta b^\alpha}{\phi(b)} \sum_{\epsilon \in b} \eta \epsilon^{1-\alpha} = \prod_{f|b} \left( \frac{\eta \epsilon + \eta \epsilon^\alpha}{\eta \epsilon - 1} \right) = \prod_{f|b} \left( 1 + \frac{\eta \epsilon^\alpha}{\eta \epsilon - 1} \right) = \sum g_\epsilon(f)
\]
where \( g_\epsilon(f) \) is the completely multiplicative function defined on primes by \( g_\epsilon(p) = \frac{1 + \eta p^\alpha}{\eta p - 1} \). Only the values on squarefree ideals are required but to define a unique function, we added that it is a ‘completely’ multiplicative function. Therefore
\[
G_q(z) T = \sum_{\substack{\eta b \leq \eta \epsilon, \, (b, \epsilon) = \epsilon K}} \frac{\mu^2(b)}{\eta b^\alpha} \sum_{f|b} g_\epsilon(f) = \sum_{\eta b \leq \eta \epsilon} \mu^2(f) g_\epsilon(f) \sum_{\substack{\eta b \leq \eta \epsilon, \, (b, \epsilon) = \epsilon K}} \frac{\mu^2(b)}{\eta b^\alpha}.
\]
At this level, we use the trivial bound
\[
G_q(z) = \sum_{\eta a \leq \eta \epsilon} \frac{\mu^2(a)}{\eta a} \prod_p \sum_{k \geq 0} \eta p^{-k} \geq \sum_{\eta a \leq \eta \epsilon} \frac{1}{\eta(a)}.
\]
Concerning the constants $C$.

Theorem 32 gives the upper bound, with $n \alpha$.

Proof. We use Theorem 32 with $n = 0.4$.

Furthermore, when $\alpha$.

We readily deduce from this the inequality

$$T \leq \frac{3.1 n \alpha}{\sqrt{2} + \log z}$$

To proceed, we forget about the coprimality in $\mathfrak{f}$ and use Rankin’s trick for the second part, noticing that $(\sqrt{z} \mathfrak{f})^{1/4} \leq 1$ therein. This leads to

$$T \leq \frac{3.1 n \alpha}{\sqrt{2} + \log z} C_1(\alpha) + z^{3/4} C_2(\alpha).$$

Concerning the constants $C_1(\alpha)$ and $C_2(\alpha)$, we readily find that

$$C_1(\alpha) = \sum_{\mathfrak{f} \neq 0} \frac{\mu^2(f) g_0(f)}{\mathfrak{f}} = \prod_p \left(1 + \frac{1 + \alpha \log p}{(\mathfrak{f} p - 1) \mathfrak{f}} \right) \leq \prod_p \left(1 + \frac{1 + p \alpha}{(p - 1) p}\right)^n.$$

$$C_2(\alpha) = \sum_{\mathfrak{f} \neq 0} \frac{\mu^2(f) g_0(f)}{\mathfrak{f}} = \prod_p \left(1 + \frac{1 + \alpha \log p}{(\mathfrak{f} p - 1) \mathfrak{f}} \right) \leq \prod_p \left(1 + \frac{1 + p \alpha}{(p - 1) p}\right)^n.$$

The lemma follows readily. 

Corollary 33. When $z \geq 1$, we have

$$\sum_{c \in \mathcal{C}(z), (e, q) = 0} |\lambda_c(q)| \leq 6 \cdot 8^{n \alpha} \frac{z}{2 + \log z}.$$

Proof. We use Theorem 32 with $\alpha = 0$. We numerically find that

$$1.6 n \alpha \prod_p \left(1 + \frac{2}{(p - 1) p}\right)^n \leq \prod_p \left(1 + \frac{2}{(p - 1) p^{1/4}}\right)^n \leq (88.2)^n.$$

Furthermore $z^{3/4} \leq 4 z/(2 + \log z)$ and $6 (88.2)^n \leq 6 \cdot 8^{n \alpha}$. 

Corollary 34. When $z \geq 1$, we have

$$\sum_{c \in \mathcal{C}(z), (e, q) = 0} \frac{|\lambda_c(q)|}{\mathfrak{f} \mathfrak{e}^{1/2}} \leq \frac{8^{n \alpha} z^{1/n}}{2 + \log z}.$$

Proof. We use Theorem 32 with $\alpha = 1 - 1/n$. Let us call $T$ the quantity to be bounded above. Theorem 32 gives the upper bound, with $n = n \alpha$,

$$3.1 n^2 z^{1/n} c_1(1 - 1/n)^n + z^{3/4} c_2(1 - 1/n)^n$$

$$= \frac{n z^{1/n}}{2 + \log z} \left(3.1 n c_1(1 - 1/n)^n + 4 c_2(1 - 1/n)^n \frac{1}{2n} + \log(z^{1/4})\right).$$
The maximum of \( y \rightarrow (\frac{1}{n} + \log y)/y \) is attained at \( y = e^{3/4} \) and \( c_1(\alpha) \leq c_2(\alpha) \), so we can simplify this upper bound to

\[
\frac{nz^{1/n}}{2 + \log z} (3.1 n + 1.9)c_2(1 - 1/n)^n.
\]

Now we want to find an upper bound for \( c_2(1 - 1/n) \). Applying inequality (29) and the fact that \( \alpha \geq 1/2 \), we get

\[
c_2(1 - 1/n) \leq \prod_p \left( 1 + \frac{p^{1/2}}{p^{3/2} - p^{1/2}} + \frac{p^2 - p^{3/2} - p^{1/2} + 1}{p^{1/2}(p^{1/4} - p^{1/4})} \right).
\]

A direct computation shows that right hand side of the product for \( p \leq 10^4 \) is bounded by 2.3, and then using calculus we derive that \( c_2(1 - 1/n) \leq 11.5n\zeta(13/8) \). This leads to

\[
c_2(1 - 1/n) \leq 26.45 n.
\]

Furthermore the quantity \( n (3.1 n + 1.9)(26.45 n)^n \) may further be bounded above by \( n^{9m} \). This establishes this lemma.

\[\square\]

6. Brun-Titchmarsh Theorem for cosets of ray class groups

In this section, we prove a number field analogue of Brun-Titchmarsh theorem for cosets. This result, while being of independent interest, is also crucial in proving our main theorem.

**Theorem 35.** Let \( a, q \) be integral ideals with \( (a, q) = O_K \). Also let \( H \) be a subgroup of \( H_q(K) \) with index \( Y \). When \( X/Y \geq \left(10^6 n_K\right)\log n_K \), we have

\[
\sum_{p \in [a]H} \frac{\Omega(p)}{X} \leq \frac{2|w|_1X}{Y \log \frac{|w^*(w, K) X}{\Omega(q) \log |d_K| q^{3/2}}}, \quad w^*(w, K) = \frac{|w|_1}{20000 \cdot 2^{22n_K}|d_K|^{3/2}},
\]

for any non-negative smoothing function \( w \) as defined in Section 2.

When compared to the usual Brun-Titchmarsh Theorem, this result has the surprising feature to be sometimes valid for instance when \( X < \Omega q \). For instance, when \( Y = 2 \), the bound \( X \) can be as small as \( O_K(\Omega q^{1/2}) \).

**Proof.** We use the notation \( G = H_q(K) \) and \( n = n_K \). For any ideal \( b \) of \( O_K \), we define

\[
\delta(b) = \frac{1}{Y} \sum_{\chi \in \hat{G}/H} \chi([(ba^{-1}) H] \quad \text{and} \quad \delta^*(b) = \frac{1}{Y} \sum_{\chi \in \hat{G}/H} \chi^*((ba^{-1}) H)
\]

where \( \hat{G}/H \) denotes the group of characters of \( G/H \), \( \chi^* \) is the primitive character inducing \( \chi \). For any integral ideal \( b \) of \( O_K \) with \( (b, q) = O_K \), \( \bar{b} \) denotes an element of \( G/H \). In this case, \( \delta(b) = \delta^*(b) \).

For the case \( (b, q) \neq O_K \), let \( q(b) \) be the largest divisor of \( q \)-co-prime to \( b \) and let \( L_{q(b)} \) be the image of \( H \) in \( H_{q(b)}(K) = G_{q(b)} \), say. Note that

\[
\delta^*(b) = \frac{1}{Y} \sum_{\chi \in \hat{G}_{q(b)}/L_{q(b)}} \chi^*([(ba^{-1}) H]) = \frac{|G_{q(b)}/L_{q(b)}|}{Y} 1_{[a]L_{q(b)}},
\]

where \( 1_{[a]L_{q(b)}} \) is the characteristic function of \( [a]L_{q(b)} \). This shows that \( \delta^*(b) \) is non-negative whenever \( (b, q) \neq O_K \). Therefore \( \delta^*(b) \geq \delta(b) \).
Consider the sum $T_1 = \sum_{p} \delta(p) w(\mathfrak{p} \mathfrak{N}(p)/X)$. As $|w| \leq 1$, we readily find that

$$T_1 = \sum_{\mathfrak{N}(p) \leq z} \delta(p) w \left( \frac{\mathfrak{N}(p)}{X} \right) + \sum_{\mathfrak{N}(p) > z} \delta(p) w \left( \frac{\mathfrak{N}(p)}{X} \right) \leq n z + \sum_{(b, V(z)) = \mathfrak{O}_K} \delta^*(b) w \left( \frac{\mathfrak{N}(b)}{X} \right) \leq n z + \sum_{b} \delta^*(b) w \left( \frac{\mathfrak{N}(b)}{X} \right) \sum_{\mathfrak{e} \mid (b, V(z))} \mu(\mathfrak{e}),$$

where $V(z)$ is as in Section 5. Since $\sum_{\mathfrak{e}} \mu(\mathfrak{e}) \leq (\sum_{\mathfrak{e}} \lambda_\mathfrak{e})^2$, we have

$$T_1 - nz \leq \sum_{b} \delta^*(b) w \left( \frac{\mathfrak{N}(b)}{X} \right) \left( \sum_{\mathfrak{e} \mid (b, V(z))} \lambda_\mathfrak{e} \right)^2 \leq \sum_{\mathfrak{e}_1, \mathfrak{e}_2 \mid V(z)} \lambda_{\mathfrak{e}_1, \mathfrak{e}_2} \sum_{[\mathfrak{e}_1, \mathfrak{e}_2] \mid b} \delta^*(b) w \left( \frac{\mathfrak{N}(b)}{X} \right).$$

Replacing the definition of $\delta^*(b)$, we get

$$T_1 - nz \leq \sum_{\mathfrak{e}_1, \mathfrak{e}_2 \mid V(z)} \lambda_{\mathfrak{e}_1, \mathfrak{e}_2} \sum_{m} w \left( \frac{\mathfrak{N}(m[\mathfrak{e}_1, \mathfrak{e}_2])}{X} \right) \sum_{\chi \in G/H} \chi^*([\mathfrak{m}[\mathfrak{e}_1, \mathfrak{e}_2]]H) \leq \sum_{\mathfrak{e}_1, \mathfrak{e}_2 \mid V(z)} \lambda_{\mathfrak{e}_1, \mathfrak{e}_2} \sum_{\chi \in G/H} \chi^*([\mathfrak{m}[\mathfrak{e}_1, \mathfrak{e}_2]]H) \sum_{m} w \left( \frac{\mathfrak{N}(m[\mathfrak{e}_1, \mathfrak{e}_2])}{X} \right) \chi^*([\mathfrak{m}[\mathfrak{e}_1, \mathfrak{e}_2]]H).$$

Applying Mellin transforms, we get

$$\sum_{m} w \left( \frac{\mathfrak{N}(m[\mathfrak{e}_1, \mathfrak{e}_2])}{X} \right) \chi^*([\mathfrak{m}[\mathfrak{e}_1, \mathfrak{e}_2]]H) = \chi^*([\mathfrak{m}[\mathfrak{e}_1, \mathfrak{e}_2]]H) \frac{1}{2\pi i} \int_{2-\varepsilon}^{2+\varepsilon} \hat{\text{w}} (s) L_{q^*}(s, \chi^*) \frac{X^* ds}{\mathfrak{N}[\mathfrak{m}[\mathfrak{e}_1, \mathfrak{e}_2]]}.$$
We write ε = min(1/2, 2/\log(|d_K|q)) and use
\[ \zeta(1 + \varepsilon)^n(|d_K|\mathcal{N}(q)) \leq C(2 \log(|d_K|q))^n \sqrt{|d_K|\mathcal{N}(q)} \]
to derive the bound
\[ \frac{Y \log n^3 \sqrt{|d_K|}}{X \|w\|_1} T_1 \leq 1 + 2600 \cdot 2^{16n} \cdot \left( \frac{\|w(n+3)\|_{\infty} + 5\|w\|_1}{\|w\|_1} \right) \log(|d_K|\mathcal{N}(q))^n \sqrt{|d_K|\mathcal{N}(q)} \frac{Y z^2}{X \log z}. \]
We select
\[ z^2 = \frac{X \|w\|_1 Y}{2600 \cdot 2^{16n} \left( \|w(n+3)\|_{\infty} + 5\|w\|_1 \right) \log(|d_K|\mathcal{N}(q))^n \sqrt{|d_K|\mathcal{N}(q)}}. \]
This gives us the inequality
\[ \frac{Y \log n^3 \sqrt{|d_K|}}{X \|w\|_1} T_1 \leq 1 + \frac{1}{\log n^3 \sqrt{|d_K|}} \leq \frac{1}{1 - \log^{-1} n^3 \sqrt{|d_K|}}, \]
where we have used the inequality 1 + x ≤ 1/(1 - x) for x ∈ [0, 1). Thus
\[ \sum_{p \in [z] H} w \frac{\mathcal{N}(p)}{X} \leq 2\|w\|_1 X \frac{Y \log |d_K|^n \log(|d_K|\mathcal{N}(q))}{2600 \cdot 2^{16n} \left( \|w(n+3)\|_{\infty} + 5\|w\|_1 \right) \log(|d_K|\mathcal{N}(q))^n \sqrt{|d_K|\mathcal{N}(q)}}, \]
where we have used the inequality 2^{16n} \leq 2^{22n}. This completes the proof of our theorem.

7. BRUN-TITCHMARSH THEOREM FOR SINGLE CLASS OF RAY CLASS GROUPS

Applying Theorem 35 for the trivial subgroup and forgetting the field-dependence leads to the upper bound \( \frac{2X}{\log(X/\mathcal{N}(q)^{1+\varepsilon})} \) while the usual Brun-Titchmarsh inequality has \( \log(X/\mathcal{N}(q)^{1+\varepsilon}) \).

**Proof of Theorem 35** As before, we denote \( n_K \) by \( n \). We use a Selberg sieve of dimension one as presented in Section 5 with coefficients \( (\lambda_{\varepsilon}(q))_{\varepsilon \in \mathbb{R}} \). On denoting by \( T_1 \) the sum to evaluate, this gives us
\[ T_1 \leq \sum_{a \in [b]} \left( \sum_{(a,V(z))} \lambda_{\varepsilon}(q) \right)^2 + nz \leq \sum_{\varepsilon_1, \varepsilon_2} \lambda_{\varepsilon_1}(q) \lambda_{\varepsilon_2}(q) \sum_{\varepsilon_1, \varepsilon_2} 1 + nz. \]
We write \( a = [\varepsilon_1, \varepsilon_2] \) where \( \varepsilon \) is an integral ideal in the class of \( b[\varepsilon_1, \varepsilon_2] \) (this is legal since the lcm \( [\varepsilon_1, \varepsilon_2] \) is indeed prime to \( q \)), and of norm \( \leq X/\mathcal{N}(\varepsilon_1, \varepsilon_2) \). We now apply Theorem 38. This gives us
\[ T_1 - nz \leq \frac{\alpha \phi(q)}{h_{K,q}} \frac{X}{\mathcal{N}(\varepsilon_1, \varepsilon_2)} \sum_{\varepsilon_1, \varepsilon_2} \frac{\lambda_{\varepsilon_1}(q) \lambda_{\varepsilon_2}(q)}{\mathcal{N}(\varepsilon_1, \varepsilon_2)} \left( \sum_{\varepsilon} |\lambda_{\varepsilon}(q)| \right)^2 n^{8n} R_K F(q) \]
\[ + E(K) F(q) \frac{1}{2} \log(3F(q))^n \left( \frac{X}{\mathcal{N}(\varepsilon_1, \varepsilon_2)} \right)^{1 - \frac{1}{2}} \sum_{\varepsilon_1, \varepsilon_2} \frac{|\lambda_{\varepsilon_1}(q) \lambda_{\varepsilon_2}(q)|}{\mathcal{N}(\varepsilon_1, \varepsilon_2)^{1+\frac{1}{2}}} \frac{\mathcal{N}(\varepsilon_1, \varepsilon_2)^{\frac{1}{2}}}{\mathcal{N}(\varepsilon_1, \varepsilon_2)^{1+\frac{1}{2}}} \].
The first term on the right hand side is handled by Lemma 27, the second term is controlled by Corollary 33 and we now show that the third one can be controlled by Corollary 34. Indeed, Selberg’s diagonalisation process gives us, with \( \alpha = 1 - \frac{1}{n} \),
\[ \sum_{\varepsilon_1, \varepsilon_2} \frac{|\lambda_{\varepsilon_1}(q) \lambda_{\varepsilon_2}(q)|}{\mathcal{N}(\varepsilon_1, \varepsilon_2)^n} \leq \sum_{\varepsilon_1, \varepsilon_2} \mathcal{N}(\varepsilon_1, \varepsilon_2)^{\frac{1}{2}} \frac{|\lambda_{\varepsilon_1}(q) \lambda_{\varepsilon_2}(q)|}{\mathcal{N}(\varepsilon_1, \varepsilon_2)^{1+\frac{1}{2}}} \frac{\mathcal{N}(\varepsilon_1, \varepsilon_2)^{\frac{1}{2}}}{\mathcal{N}(\varepsilon_1, \varepsilon_2)^{1+\frac{1}{2}}} \].
where \( \phi_\alpha(\bar{c}) = \mathcal{N}(\bar{c})^\alpha \). We now note that

\[
\sum_{\bar{c} \mid \alpha} \frac{|\lambda_\epsilon(q)|}{\mathcal{N}e^\alpha} \leq \sum_{(\epsilon, \bar{c})=1} \frac{\mathcal{N}\mathcal{I}\bar{c}}{\phi(\epsilon)\phi(\bar{c})\mathcal{N}^\alpha} G_{\epsilon\bar{c}q}(\frac{z}{\mathcal{N}\bar{c}}) G_q(z) \leq G_{\epsilon\bar{c}q}(z/\mathcal{N}\bar{c}) \mathcal{N}\bar{c}^{1-\alpha} \sum_{(\epsilon, \bar{c})=1} \frac{\mathcal{N}\mathcal{I}}{\phi(\epsilon)\mathcal{N}^\alpha} G_{\epsilon\bar{c}q}(z/\mathcal{N}\bar{c}),
\]

where \( \lambda_\epsilon(q, z/\mathcal{N}\bar{c}) = \mathcal{N}\mathcal{I}\bar{c} G_{\epsilon\bar{c}q}(\frac{z}{\mathcal{N}\bar{c}}) \). By Corollary \[34\] this is bounded above by

\[
n^9 \mathcal{N}\bar{c} G_{\epsilon\bar{c}q}(z/\mathcal{N}\bar{c}) \mathcal{N}^{-1-\alpha}.
\]

We use the upper bound \( G_q(z) \) for \( (\mathcal{N}\bar{c}/\phi(\bar{c}))G_{\epsilon\bar{c}q}(z/\mathcal{N}\bar{c}) \) which follows along the lines of the inequality \[30\] (1.3) by Van Lint and Richert. Hence we have

\[
\sum_{\epsilon_1, \epsilon_2} \frac{|\lambda_\epsilon(q)\lambda_{\epsilon_2}(q)|}{\mathcal{N}(\epsilon_1, \epsilon_2)^\alpha} \leq n^{18n} z^{2(1-\alpha)} \sum_{\alpha < \mathcal{N}^{1/2}} \mu^2(\bar{c}) \frac{\phi_\alpha(\bar{c})}{(2 + \log(z/\mathcal{N}\bar{c}))^2 (\mathcal{N}\bar{c})^2} \leq \frac{n^{20n} z^{2(1-\alpha)}}{(\log z)^2} \sum_{\alpha < \mathcal{N}^{1/2}} \mu^2(\bar{c}) \phi_\alpha(\bar{c}) \mathcal{N}^{-\alpha} + \frac{n^{18n} z^{2(1-\alpha)}}{4} \sum_{\alpha < \mathcal{N}^{1/2}} \mu^2(\bar{c}) \phi_\alpha(\bar{c}) \left( \frac{\mathcal{N}\bar{c}}{z^\alpha} \right)^{-\alpha},
\]

which is bounded above by

\[
n^{20n} z^{2/n} \left( (n + 1)^n + \frac{(\log z)^2}{4\mathcal{N} (2n + 1)} \right) \leq n^{27n} z^{2/n} (\log z)^2.
\]

Let us resume our study of \( T_1 \). The estimates above lead to

\[
\frac{h_{K, \alpha}}{X} T_1 \leq \frac{\alpha_K \phi(q)}{\mathcal{N}q G_q(z)} + 36 \cdot 2^{14n} n^8 R_K F(q) \frac{z^2 \mathcal{N}q X}{\mathcal{N}q (2 + \log z)^2} + \frac{n^{27n} E(K) F(q) (\log(3F(q)))^n h_{K, \alpha}}{\mathcal{N}q (\log z)^2} \frac{(z^2 \mathcal{N}q)^{1/2}}{X},
\]

where \( E(K) = 1000n^{122n} R_1^{1/n} [\log((2n)^{n} R_K)]^{n} \) and \( F(q) = 2^{r_1} \phi(q) h_K/h_{K, \alpha} \) are defined in Theorem \[8\]. We employ Lemma \[29\] to bound \( G_q(z) \) from below, on assuming that \( z \geq (10^6 n)^n |d_K| \), getting

\[
\frac{h_{K, \alpha}}{X} T_1 \leq \frac{1}{\log z} \left( 1 + 36 \cdot 2^{14n} n^8 R_K 2^{r_1} h_K \frac{z^2 \mathcal{N}q X}{2 + \log z} \right) + n^{27n} E(K) \frac{F(q) (\log(3F(q)))^n 2^{r_1} h_K}{\mathcal{N}q (\log z)^2} \frac{(z^2 \mathcal{N}q)^{1/2}}{X}.
\]
We notice that $z \log z \leq \frac{1}{2} z^2 / \log z$ when $z > 1$ and that

$$\frac{y^n \log (3y)^n}{y} = \left( \frac{\log (3y)}{y^{1/3}} \right)^n = 3^{1-\frac{1}{n}} \left( \frac{\log (3y)}{(3y)^{1/3}} \right)^n$$

(30)

$$= 3^{1-\frac{1}{n}} \frac{n^2}{(n-1)^n} \left( \frac{\log ((3y)^{1/3})}{(3y)^{1/3}} \right)^n \leq 3 \frac{n^2}{e^n (n-1)^n} \leq n^2.$$ 

On assuming that $z^2 \leq X/\mathfrak{m}q$, we reach the upper bound

$$\frac{h_{K,\delta} T_1}{X} \leq \frac{1}{\log \frac{n^2}{|d_K|}} \left( 1 + \frac{36n^{2n} R_K + n^{2n} + E(K) n^{30n}}{\log z} \left( \frac{z^2 \mathfrak{m}q}{X} \right)^{\frac{1}{n}} \right)$$

$$\leq \frac{1}{\log \frac{n^2}{|d_K|}} \left( 1 + \left( y + 1 + 1000y^{1/n} \right) n^{27n^2} h_K \frac{h_K}{\log z} \left( \frac{z^2 \mathfrak{m}q}{X} \right)^{\frac{1}{n}} \right)$$

with $y = (2n)^4 R_K$. Recall that $R_K \geq 1/5$ by [1], so that $y \geq 13000$. A reasoning very similar to the one that led to inequality (30) applies, getting

$$\frac{h_{K,\delta} T_1}{X} \leq \frac{1}{\log \frac{n^2}{|d_K|}} \left( 1 + \frac{n^{35n^2} R_K h_K}{\log z} \left( \frac{z^2 \mathfrak{m}q}{X} \right)^{\frac{1}{n}} \right).$$

Choosing $z^2 = \frac{X^{12}}{\mathfrak{m}q} (n^{35n^2} R_K h_K)^{1/n}$, we get

$$\frac{h_{K,\delta} T_1}{X} \leq \frac{1}{\log \frac{n^2}{|d_K|}} - 1 \leq \frac{2}{\log \frac{n^2}{\mathfrak{m}q} - \log \left( n^8 |d_K| n^{35n^2} (R_K h_K)^n \right)}$$

and this completes the proof of our theorem. 

\(\square\)

8. Finding enough primes

Winckler in his PhD thesis (see Theorem 1.7 of [34]) proved an explicit version of Tchebotarev density Theorem. The case $L = K$ provides us with the following explicit version of Landau’s prime ideal theorem.

**Theorem 36** (Winckler). *For every* $x \geq \exp(110000 n_K (\log(9|d_K|^8))^2)$, *we have*

$$\sum_{\mathfrak{p} \nmid x} 1 = \operatorname{Li}(x) + O^* \left( \operatorname{Li}(x^\beta) \right) + O^* \left( 10^{14} x \frac{\sqrt{\log x}}{12} \right),$$

*where* $\beta$ *is the possible largest real zero of* $\zeta_K$ *and* $\operatorname{Li}(x) = \int_2^x \frac{dt}{\log t}$ *is the usual logarithmic integral function.*

This possible exceptional zero $\beta$ can be controlled by the next lemma.

**Lemma 37** (Kadiri and Wong [9], 2022). *Any positive real zero* $\rho$ *of* $\zeta_K(s)$ *satisfies* $1 - \rho \geq 1/|d_K|^{12}$.

We need a lower bound for the number of prime ideals of degree one, meaning we need to remove the primes of degree $> 1$ from the estimate of Theorem 36. This, and more, is achieved by using the next Lemma.
Lemma 38. We have
\[ \sum_{p,k, \varphi(p^k) > p} \sum_{y \leq x} 1 \leq 3.64 n_{K}\sqrt{x}. \]

The summation is over powers \( k \geq 2 \) for primes of any degree, or of powers \( k \geq 1 \) for primes of degree \( > 1 \). We denote by \( p \) the rational prime below \( p \).

Proof. Each prime \( p \) has at most \( n_{K} \) prime ideals above itself. For each such prime, say of norm \( p^f \), the contribution to the sum is at most \( \frac{\log X}{\log p} \leq (\log X)/\log 2 \) and a prime \( p \) that contributes verifies \( p \leq \sqrt{X} \). We use the bound for \( \pi(x) \leq 1.26x/\log x \) from [25, Corollary 1] by Rosser and Schoenfeld valid for \( x = \sqrt{X} > 1 \). The lemma follows. \( \square \)

Lemma 39. When \( x \geq \exp(|d_{K}|^{30}) \), we have
\[ \sum_{p \leq x} 1 \geq \frac{x}{\log x} + \frac{(1 - 10^{-10})x}{(\log x)^2}. \]

Proof. Let \( \pi_{K}(x) \) be the quantity to estimate. We start by combining Theorem 36 together with Lemma 38 to obtain
\[ \pi_{K}(x) \geq \text{Li}(x) - \text{Li}(x^\beta) - 10^{14} x \exp\left(\frac{-\sqrt{\log x}}{\log 2}\right) - 3.64 n_{K}\sqrt{x}. \]

By Theorem 37 we have \( \beta \leq 1 - |d_{K}|^{-115} \), while, by Lemma 9 we have \( n_{K} \leq 3 \log |d_{K}| \). This gives us a lower bound solely in terms of the discriminant. We also need to handle the logarithmic integral. Using integration by parts, we find that
\[ \text{Li}(y) = \frac{y}{\log y} - \frac{2}{\log 2} + \int_{2}^{y} \frac{dt}{\log^2 t} \geq \frac{y}{\log y} - \frac{2}{\log 2} + \frac{\text{Li}(y)}{\log y}. \]

We first deduce from this that \( \text{Li}(y) \geq y/\log y \) when \( y \geq 7.5 \), by neglecting the additional term \( \text{Li}(y)/\log y \).

On incorporating it, we get \( \text{Li}(y) \geq \frac{y}{\log y} + \frac{\text{Li}(y)}{(\log y)^2} \). As for an upper bound, we work rather trivially:
\[ \text{Li}(y) \leq \int_{2}^{\sqrt{y}} \frac{dt}{\log 2} + \int_{\sqrt{y}}^{y} \frac{dt}{\log \sqrt{y}} \leq \frac{2y}{\log y} + \frac{\sqrt{y}}{\log 2} \leq \frac{3y}{\log y} \]
when \( y \geq 20 \). This leads to, with \( d = |d_{K}| \),
\[ \left( \frac{\log x}{x} \pi_{K}(x) - 1 \right) \log x \geq 1 - \frac{3e^{-\log x/\beta}}{\beta} - 10^{14}(\log x)^2 e^{-\sqrt{\log x}/\sqrt{2}} - 12(\log d) \left( \frac{\log x}{\sqrt{x}} \right)^2, \]
\[ \geq 1 - 6d^{30} e^{-d^{18}} - 10^{14} d^{60} e^{-\sqrt{2}} - 12(\log d) d^{60} e^{-\frac{30}{\sqrt{x}}} \]
\[ \geq 1 - 10^{-10} \]
since \( d \geq 2 \). This completes the proof of the lemma. \( \square \)

Lemma 40. When \( x \geq \exp(|d_{K}|^{30}) \), we have
\[ \sum_{p} \beta \varphi(p) \log x \geq \frac{x \| w_{0} \|_{1}}{\log x} + \frac{x \| w_{0} \|_{1}}{5(\log x)^2}. \]

Proof. Since \( w_{0} \) is bounded above by 1 and has support within \([0, 1]\), we may again use Lemma 38 to handle the condition ‘\( p \) of degree 1’. Whence, on denoting \( T(w_{0}) \) the sum to be studied, we find that
\[ T(w_{0}) \geq \sum_{p} w_{0}(\mathfrak{p}/x) - 3.64 n_{K} \sqrt{x}. \]
As \( w_0(y) = -\int_y^1 w'_0(t)dt \), we get
\[
T(w_0) \geq -\int_0^1 \left( \sum_{np \leq x} 1 \right) w'_0(t)dt - 3.64n_K \sqrt{x}.
\]

Of course \( w'_0(t) = 0 \) when \( t \leq 1/10 \), so we may assume that \( tx \geq x/10 \) which is thus larger than \( \exp(110000n_K(\log(9|d_K|^8))^2) \). Theorem 36 applies and yields
\[
T(w_0) \geq -\int_0^1 \left[ \log x \right] w'_0(t)dt - \left\| w'_0 \right\|_1 \left( \log x \beta + 10^{14} x \exp -\frac{\sqrt{\log x}}{12} \right) - 3.64n_K \sqrt{x}
\]
\[
\geq \int_0^1 \frac{xw_0(t)dt}{\log x} - \left\| w'_0 \right\|_1 \left( \log x \beta + 10^{14} x \exp -\frac{\sqrt{\log x}}{12} \right) - 3.64n_K \sqrt{x}
\]
\[
\geq \frac{x\|w_0\|_1}{\log x} + \int_0^1 \frac{xw_0(t)log(1/t)dt}{(\log x)^2} - \left\| w'_0 \right\|_1 \left( \log x \beta + 10^{14} x \exp -\frac{\sqrt{\log x}}{12} \right) - 3.64n_K \sqrt{x}.
\]

All of that is valid for a rather general non-negative function \( w \). When it comes to \( w = w_0 \), we have \( 10\sqrt{n_K} \|w_0\|_1 \in [2, 15] \) by Lemma 7 and \( \|w'_0\|_1 = 2 \). Further, by applying Lemma 9 we get \( \sqrt{n_K} \leq \sqrt{\left\{ \log |d_K| \right\}} / \log(\pi/2) \) which is not more than \( |d_K|^2 \). We finally notice that
\[
\left\| w_0 \log(1/t) \right\|_1 \geq \int_{1/10}^{11/20} w_0(t)log(1/t)dt \geq \log(20/11) \frac{\|w_0\|_1}{2} \geq \frac{\|w_0\|_1}{4}.
\]

Hence, and following estimates very similar to the ones done during the proof of Lemma 39 we find that
\[
T(w_0) \geq \frac{x\|w_0\|_1}{\log x} + \frac{x\|w_0\|_1}{4(\log x)^2} \left( 1 - 832 \sqrt{\log |d_K|} x^{3/2} \log x - 757 (\log |d_K|)^3 x^{1/2} (\log x)^2 - 10^{-6} \frac{\sqrt{\log |d_K|}}{\log x} \right)
\]
\[
\geq \frac{x\|w_0\|_1}{\log x} + \frac{x\|w_0\|_1}{5(\log x)^2}
\]
as required.

9. Proof of Theorem 2

In order to prove Theorem 2 we need the following lemmas.

Lemma 41. We have \( n_K^{48n_K^2} (R_K h_K)^{n_K} \geq 10^{25n_K} n_K^{7n_K} \).

Proof. By [4], we have \( R_K / |\mu_K| \geq 9/100 \) which implies \( R_K \geq 9/100 \). It is thus enough to check the inequality
\[
n_K^{48n_K^2} \left( \frac{9}{100} \right)^{n_K} \geq 10^{25n_K} n_K^{7n_K}
\]
which is readily seen to hold true as \( n_K \geq 2 \).

Lemma 42 (Kneser’s Theorem [10], 1953). Let \( G \) be a finite abelian group and \( B \) be a non-empty subset of \( G \). Also let \( H = \{ g \in G \mid g + B = B + B \} \) be the stabiliser of the set \( B + B \). If \( B \) intersects \( \lambda \) many cosets of \( H \), then
\[
|B + B| \geq (2\lambda - 1)|H|.
\]
**Proof of Theorem 2.** For any un-ramified prime ideal \( p \) of degree one, we denote \( \mathfrak{N}(p) \) by \( p \). Also let \( A \) be the subset of \( H_q(K) \) defined by

\[
A = \{ [a] \in H_q(K) \mid \exists p \text{ with } \mathfrak{N}(p) = p < X, [p] = [a] \}.
\]

Let us set \( u(K) = n_K^{4|\mathfrak{N}|} |d_K|^6 (R_K h_K)^{n_K} \). When \( X > u(K)\mathfrak{N}_q \), Theorem 3 gives us that

\[
\sum_{p \leq X} 1 \leq \frac{2|A| X}{h_{K,q} \log u(K) \mathfrak{N}_q}.
\]

On the other side and when \( X \geq \exp(|d_K|^{30}) \), Lemma 39 ensures us that

\[
\frac{X}{2(\log X)^2} + \frac{X}{\log X} \leq \sum_{p \leq X} 1.
\]

On assuming that the required conditions hold true, a comparison of both inequalities gives us

\[
\frac{|A|}{h_{K,q}} \geq \frac{\log \frac{X}{2(\log X)^2} + \frac{X}{\log X}}{\log u(K) \mathfrak{N}_q}.
\]

Take \( X = (t(K)\mathfrak{N})^3 \), where \( t(K) \) is defined in (1). The above inequality gives us

\[
|A| \geq \frac{2\lambda - 1}{y} |H|.
\]

We further know that

\[
\lambda \geq \left\lceil \frac{|A|}{|H|} \right\rceil
\]

and that \( \lambda \) is an integer. Furthermore, to be sure that \( A \cdot A \cdot A = G \), we only need

\[
|A| + \frac{2\lambda - 1}{y} |G| > |G| \quad \text{i.e.} \quad \frac{|A|}{|G|} + \frac{2\lambda - 1}{y} > 1.
\]

This follows from the following observation. Given any \( b \in G \), we consider the set

\[
[b].A^{-1} = \{ [b][a] : [a^{-1}] \in A \}.
\]

For any \( b \in G \) if \( [b].A^{-1} \cap A \cdot A \neq \emptyset \), then \( b \in A \cdot A \cdot A \). However \( |[b].A^{-1}| = |A| \). Therefore by Pigeon-hole principle if \( |A| + |A \cdot A| > |G| \), then \( A \cdot A \cdot A = G \).

From the lower bound \( \lambda \geq |A|/|H| \), we observe that it suffices to show that

\[
3 \frac{|A|}{|G|} - \frac{1}{y} > 1.
\]

Let us discuss the possible values of \( y \).

**Large values of \( y \).** By (32), the above inequality (34) will be satisfied if we have

\[
\frac{1}{9 \log t(K) + 9 \log \mathfrak{N}_q} - \frac{1}{y} > 0.
\]

This implies that the inequality (34) holds when \( y > 9 \log t(K) + 9 \log \mathfrak{N}_q \).
The case \( y = 1 \). This is the case when \( H = G \) and thus \( A \cdot A = G \). Hence \( A \cdot A \cdot A = G \).

The case \( y = 2 \). So \( H \) is a quadratic subgroup of \( G \). Using Lemma \[40\] we have
\[
X \gtrsim (10^{25n_K}n_K^{7n_K}|d_K|^{4/3}nq^3)^3 \gtrsim 10^{25n_K}n_K^{7n_K}|d_K|^{4}nq^3.
\]
Theorem \[40\] tells us that the subgroup generated by \( A \) is \( G \). It follows that \( A \) contains an element of \( G \setminus H \). By Theorem \[6\] we have that the subset \( A \) also contains an element of \( H \). Indeed, we have \( X \gtrsim 8(10^{31n_K}n_K^{7n_K}|d_K|^{4}nq^2 \). As \( A \cdot A \) is a union of cosets mod \( H \), we conclude that \( A \cdot A = G \), hence \( A \cdot A \cdot A = G \).

Medium values of \( y \equiv 2 \mod 3 \). Since \( A \cdot A \) is a union of cosets modulo \( H \), it is enough to check that \( A/H \cdot (A \cdot A/H) \) covers \( G/H \). This means that it is enough to assume that \( A \) is a union of (\( \lambda \) many) cosets modulo \( H \), from which we infer that we only need to prove that \( \frac{\lambda}{y} + \frac{2\lambda - 1}{y} > 1 \), i.e. \( \lambda > (y + 1)/3 \). Note that \((32)\) implies that \( \lambda > y/3 \). When \( y \equiv 0 \mod 3 \), then \( \lambda \geq y/3 + 1 \). When \( y \equiv 1 \mod 3 \), the integer part of \( y/3 \) is at least \((y + 2)/3 \), so that the inequality \( \lambda > (y + 1)/3 \) is satisfied. There remains the values of \( y \geq 3 \) that are \( 2 \mod 3 \) and below \( 9 \log t(K) + 9 \log nq \).

Medium values of \( y \equiv 2 \mod 3 \) and \( y \geq 5 \). We use Theorem \[35\] for \( y \leq 9 \log t(K) + 9 \log nq \) together with Lemma \[40\]. This gives us, with \( n_K = n \),
\[
\frac{X\|w_0\|}{\log X} + \frac{X\|w_0\|}{5(\log X)} \leq \sum_p \sum_{[a]H \in A/H} w_0([a]H) \leq \sum_{[a]H \in A/H} \frac{2\|w_0\|}{y \log X} \leq \frac{\lambda}{y \log X}.
\]
Lemma \[4\] gives us
\[
\left\|w_0^{(n+3)}\right\|_{\infty} \geq \frac{2\sqrt{n}}{(4n)^{n+4} + 75\sqrt{n}} \geq \frac{\sqrt{n}}{(4n)^{n+4}}.
\]
We have thus obtained the inequality
\[
\frac{\sqrt{n}}{20000(40n)^{n+4}2^{22n}|d_K|^{3/2}9 \log(t(K)nq) \sqrt{nq} \log(|d_K|nq)^n} \leq \frac{2\lambda}{y \log X}
\]
i.e. also
\[
1 - \left( \frac{1}{\log V} \log \left( \frac{3\sqrt{V} \log^{(1+n)}(V)}{V} \right) \right) \leq \frac{2\lambda}{y}.
\]
We readily check that \( 180000 \cdot 2^{22n}(40n)^{n+4}4^{3/2}9 \log(t(K)nq) \sqrt{nq} \log(|d_K|nq)^n \leq \sqrt{t(K)} \), so that the above inequality implies that
\[
1 - \left( \frac{1}{3\log V} \log \left( \frac{\sqrt{V} \log^{(1+n)}(V)}{V} \right) \right) \leq \frac{2\lambda}{y},
\]
where \( V = t(K)nq \), while we are to prove that \( \lambda > (y + 1)/3 \) (see the discussion of the case “Medium values of \( y \equiv 2 \mod 3 \)”). We should thus prove that \( \log(\sqrt{V} \log^{(1+n)}(V)) < \frac{2\lambda}{y} \log V \), i.e.
\[
(\log V)^{10+10n} < V.
\]
Again by using Lemma 9 we see that
\[ n \leq \frac{1}{30 \log(\pi/2)} \log \log t(K) \leq \frac{1}{13} \log \log V. \]
With \( W = \log V \), we should thus prove that
\[ 10 \log W + \frac{10}{13} \log W^2 \leq W. \]
This inequality happens to be always satisfied, which concludes our proof.

Acknowledgements. Research of this article was partially supported by Indo-French Program in Mathematics (IFPM). All authors would like to thank IFPM for financial support. The first, second and fourth authors acknowledge the support of SPARC project 445. The second author would also like to thank MTR/2018/000201 and DAE number theory plan project for partial financial support.

References

[1] J.-H. Ahn, S.-H. Kwon, An explicit upper bound for the least prime ideal in the Chebotarev density theorem, Ann. Inst. Fourier (Grenoble) 69 (3) (2019) 1411–1458.
URL http://aif.cedram.org/item?id=AIF_2019__69_3_1411_0

[2] K. Debaene, Explicit counting of ideals and a Brun-Titchmarsh inequality for the Chebotarev density theorem, Int. J. Number Theory 15 (5) (2019) 883–905. doi:10.1142/S1793042119500477

[3] E. Fogels, On the abstract theory of primes. I, Acta Arith. 10 (1964/65) 137–182. doi:10.4064/aa-10-2-137-182

[4] E. Friedman, Analytic formulas for the regulator of a number field, Invent. Math. 98 (3) (1989) 599–622. doi:10.1007/BF01398339

[5] S. Gun, O. Ramaré, J. Sivaraman, Counting ideals in ray classes, to appear in J. Number Theory.

[6] H. Halberstam, H. Richert, On a result of R. R. Hall, J. Number Theory 11 (1979) 76–89.

[7] J. Hinz, M. Lodemann, On Siegel Zeros of Hecke-Landau Zeta-Functions, Monat. Math. 118 (1994) 231–248.

[8] Y. Ihara, On the Euler-Kronecker constants of global fields and primes with small norms, in: Algebraic geometry and number theory, Vol. 253 of Progress in Mathematics, Birkhäuser Boston, Boston, MA, 2006, pp. 407–451. doi:10.1007/978-0-8176-4532-8_5

[9] H. Kadiri and P.-J. Wong, Primes in the Chebotarev density theorem for all number fields, J. Number Theory 241 (2022) 700–737.

[10] M. Kneser, Abschätzungen der asymptotischen Dichte von Summenmengen, Math. Z. 58 (1953) 459–484.

[11] J. C. Lagarias, H. L. Montgomery, A. M. Odlyzko, A bound for the least prime ideal in the Chebotarev density theorem, Invent. Math. 54 (3) (1979) 271–296. doi:10.1007/BF01390234

[12] E. Landau, Über Ideale und Primideale in Idealklassen, Math. Zeit. 2 (1918) 52–154.

[13] S. Lang, Algebraic number theory, 2nd Edition, Vol. 110 of Graduate Texts in Mathematics, Springer-Verlag, New York, 1994.

[14] J. Liang, H. Zassenhaus, The minimum discriminant of sixth degree totally complex algebraic number fields, J. Number Theory 9 (1) (1977) 16–35. doi:10.1016/0022-314X(77)90046-4

[15] Y. Linnik, On the least prime in an arithmetic progression. I: the basic theorem, Mat. Sb., N. Ser. 15 (57) (1944) 139–178.

[16] Y. Linnik, On the least prime in an arithmetic progression. II: the Deuring-Heilbronn theorem, Mat. Sb., N. Ser. 15 (57) (1944) 139–178.

[17] H. Montgomery, R. Vaughan, The large sieve, Mathematika 20 (2) (1973) 119–133.

[18] W. Narkiewicz, Elementary and analytic theory of algebraic numbers, 3rd Edition, Springer Monographs in Mathematics, Springer-Verlag, Berlin, 2004.

[19] J. Neukirch, Algebraic number theory, Vol. 322 of Grundlehren der mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], Springer-Verlag, Berlin, 1999, translated from the 1992 German original and with a note by Norbert Schappacher, With a foreword by G. Harder. doi:10.1007/978-3-662-03983-0
[20] M. Pohst, H. Zassenhaus, Algorithmic algebraic number theory, Vol. 30 of Encyclopedia of Mathematics and its Applications, Cambridge University Press, Cambridge, 1989. doi:10.1017/CBO9780511661952.

[21] H. Rademacher, On the Phragmén-Lindelöf theorem and some applications, Math. Z. 72 (1959) 192–204.

[22] O. Ramaré, Quantitative Steps in Axer-Landau Equivalence Theorem, Acta Arithmetica 187 (4) (2019) 345–355. doi:10.4064/aa170424-13-5.

[23] O. Ramaré, P. Srivastav, Products of primes in arithmetic progressions, Int. Journal of Number Theory 16 (4) (2020) 747–766, appendix by O. Serra.

[24] O. Ramaré, A. Walker, Products of primes in arithmetic progressions: a footnote in parity breaking, J. Number Theory of Bordeaux 30 (1) (2018) 219–225.

[25] J. Rosser, L. Schoenfeld, Approximate formulas for some functions of prime numbers, Illinois J. Math. 6 (1962) 64–94.

[26] W. Schaal, Obere und untere Abschätzungen in algebraischen Zahlkörpern mit Hilfe des linearen Selbergschen Siebes, Acta Arith 13 (1967/1968) 267–313. doi:10.4064/aa-13-3-267-313.

[27] W. Schaal, On the large sieve method in algebraic number fields, J. Number Theory 2 (1970) 249–270. doi:10.1016/0022-314X(70)90052-1.

[28] A. Sutherland, Class field theory, ray class groups and ray class fields, MIT Mathematics, 18.785, Number Theory I, Lecture # 20 (2015). URL http://math.mit.edu/classes/18.785/2015fa/LectureNotes20.pdf.

[29] J. Thorner, A. Zaman, An explicit bound for the least prime ideal in the Chebotarev density theorem, Algebra Number Theory 11 (5) (2017) 1135–1197. doi:10.2140/ant.2017.11.1135.

[30] J. van Lint, H. Richert, On primes in arithmetic progressions, Acta Arith. 11 (1965) 209–216.

[31] A. I. Vinogradov, J. V. Linnik, Hypoelliptic curves and the least prime quadratic residue, Dokl. Akad. Nauk SSSR 168 (1966) 259–261.

[32] A. R. Weiss, The least prime ideal, J. Reine Angew. Math. 338 (1983) 56–94. doi:10.1515/crll.1983.338.56.

[33] A. R. Weiss, The least prime ideal with prescribed decomposition behaviour, ProQuest LLC, Ann Arbor, MI, 1980, thesis (Ph.D.)–The Ohio State University. URL http://gateway.proquest.com/openurl?url_ver=Z39.88-2004&rft_val_fmt=info:ofi/fmt:kev:mtx:dissertation&res_dat=xri:pqdiss&rft_dat=xri:pqdiss:8015935.

[34] B. Winckler, Intersection arithmétique et problème de Lehmer elliptique Ph.D. thesis, IMB - Institut de Mathématiques de Bordeaux, accessible on TEL, ref: tel-01263765v1 (2015). URL https://tel.archives-ouvertes.fr/tel-01263765v1.

[35] T. Xylouris, On the least prime in an arithmetic progression and estimates for the zeros of Dirichlet \( L \)-functions, Acta Arith. 150 (1) (2011) 65–91. doi:10.4064/aa150-1-4.

[36] T. Xylouris, Über die Nullstellen der Dirichletschen \( L \)-Funktionen und die kleinste Primzahl in einer arithmetischen Progression, Vol. 404 of Bonner Mathematische Schriften [Bonn Mathematical Publications], Universität Bonn, Mathematisches Institut, Bonn, 2011, dissertation for the degree of Doctor of Mathematics and Natural Sciences at the University of Bonn, Bonn, 2011.

[37] A. Zaman, On the least prime ideal and Siegel zeros, Int. J. Number Theory 12 (8) (2016) 2201–2229. doi:10.1142/S1793042116501335.

Email address: jean-marc.deshouillers@math.u-bordeaux.fr

Email address: sanoli@imsc.res.in

Email address: olivier.ramare@univ-amu.fr

Email address: jyothsnaa.s@gmail.com

(J.-M. Deshouillers) INSTITUT DE MATHÉMATIQUES DE BORDEAUX UMR 5251 UNIVERSITÉ DE BORDEAUX 351, COURS DE LA LIBÉRATION - F 33 405 TALENCE, FRANCE.

(S. Gun) INSTITUTE OF MATHEMATICAL SCIENCES, HBNI, C.I.T CAMPUS, TARAMANI, CHENNAI 600 113, INDIA.
REPRESENTING IDEAL CLASSES OF RAY CLASS GROUPS BY PRODUCT OF PRIME IDEALS OF SMALL SIZE 33

(O. Ramare) CNRS / Institut de Mathématiques de Marseille, Aix Marseille Université, U.M.R. 7373, Site Sud, Campus de Luminy, Case 907, 13288 MARSEILLE Cedex 9, France.

(J. Sivaraman) Chennai Mathematical Institute, Plot No H1, SIPCOT IT Park, Padur PO, Siruseri 603103, Tamil Nadu, India.