Performance of Non-Parametric Reconstruction Techniques in the Late-Time Universe
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Abstract. In the context of a Hubble tension problem that is growing in its statistical significance, we reconsider the effectiveness of non-parametric reconstruction techniques which are independent of prescriptive cosmological models. By taking cosmic chronometers, Type Ia Supernovae and baryonic acoustic oscillation data, we compare and contrast two important reconstruction approaches, namely Gaussian processes (GP) and the \textit{Locally weighted Scatterplot Smoothing} together with \textit{Simulation and extrapolation method} (LOESS-Simex or LS). In the context of these methods, besides not requiring a cosmological model, they also do not require physical parameters in their approach to their reconstruction of data (but they do depend on statistical hyperparameters). We firstly show how both GP and LOESS-Simex can be used to successively reconstruct various data sets to a high level of precision. We then directly compare both approaches in a quantitative manner by considering several factors, such as how well the reconstructions approximate the data sets themselves to how their respective uncertainties evolve. In light of the puzzling Hubble tension, it is important to consider how the uncertain regions evolve over redshift and the methods compare for estimating cosmological parameters at current times. For cosmic chronometers and baryonic acoustic oscillation compiled data sets, we find that GP generically produce smaller variances for the reconstructed data with a minimum value of $\sigma_{\text{GP-min}} = 1.1$, while the situation for LS is totally different with a minimum of $\sigma_{\text{LS-min}} = 50.8$. Moreover, some of these characteristics can be alleviate at low $z$, where LS presents less underestimation in comparison to GP.
1 Introduction

The precise value of late time cosmic acceleration remains a great mystery that is causing serious tensions with predictions from the early Universe assuming vanilla ΛCDM [1]. Since the discovery of the accelerating expansion of the Universe in the late 90s [2, 3], flat ΛCDM has emerged as the concordance model despite several theoretical challenges in the model such as fine-tuning issues, the horizon and coincidence problems, the cosmological constant and dark matter problems, among many more [4, 5]. In the background of these challenges, there have been several compelling potential solution proposals ranging from beyond ΛCDM such as dynamical dark energy [6], extended gravity [7] to beyond general relativity (GR) [8], and others.

The increasing separation in $H_0$ values between early Universe ΛCDM-based predictions and local cosmology-independent measurements has become a serious threat that may soon pass over to other cosmological parameters such as the value of $f\sigma_8$ [9, 10], calling into question the predictive power of ΛCDM. In this context, it is extremely important to have a range of reliable techniques to reconstruct combined data sets that can accurately determine late time cosmological parameter values [11, 12]. Given a cosmological model, the well known Markov chain Monte Carlo (MCMC) approach readily determines best-fit model parameters for cosmological data [13]. In recent years, interest has grown in non-parametric models which do not assume a cosmological model at all [14]. These methods have largely relied on supervised learning in which the relations between the points in a data set are used to either reduce noise in the data or to simulate other points not in the observations.

In this work, we develop comparison techniques for two popular approaches that have gained traction in recent years, namely Gaussian process (GP) regression [15], and Locally weighted Scatterplot Smoothing (LOESS or LS) [16]. On the one hand, GP offers an interesting avenue to constrain a covariance function which can then be used to simulate new points as well as to smoothen places where data points exist. The effect of having many points in a data set helps reduce noise in observations. The drawback of this method is that
if the behavior or density of points in one region of a data set is drastically different to another then one of these areas may be poorly reconstructed. GP has been used widely in cosmology from smoothing Hubble data [17–21, 21, 22], $f_{\sigma_8}$ data [23], and gravitational wave analysis [24–26]. A recent development that has garnered momentum in recent years is that of using GP to reconstruct various possible extended gravity scenarios in which a precise Lagrangian function can be left relatively arbitrary. In Ref. [27] viable Horndeski gravity was shown to adequately reproduce late time Hubble expansion, while in Refs. [28, 29] the inverse problem in $f(T)$ gravity was approached using Hubble data, this was then extended in Ref. [30] to growth data. Finally, in Ref. [31] some possible interactions between dark energy and dark matter were explored.

On the other hand, the LOESS reconstruction method is a robust and computationally non-parametric regression approach to reconstructing data. The main purpose of this technique is to avoid assuming any prior or cosmological model. In this line of thought, LOESS recovers the global trend of a data set by studying the suitable number of neighbouring data points around the pivot point. Furthermore, in order to compute the measurement errors of the data we use Simulation and extrapolation method (Simex). The merging of both techniques is the so-called LOESS-Simex reconstruction, which has been used in order to reconstruct the cosmic expansion [32], the Om diagnostic up to first derivative on the Hubble parameter [33] and to reconstruct rotation curves for dark matter profiles [34]. Both the LOESS-Simex and GP approaches to reconstruction are model-independent in that they do not depend on a physical model of cosmology in order to produce reconstructions of cosmological parameters. However, they are more than this in that they do not require physical parameters beyond the one they are reconstructing, which is a significant property for these methods. On the other hand, they do require the use of statistical hyperparameters in order to function. However, these hyperparameters are used for statistical purposes and do not have a direct relationship to the physical parameters of a particular cosmological model.

The literature contains several other approaches to reconstructing observational data using model-independent approaches [35–40, 43, 44] although many of them are aimed at continuing data in regions of scarcity of data. To this end, we list many of the popular ones in the literature in Table 1 where we emphasize how they cope with error estimation, their computational cost, as well as whether they make prior assumptions on the behaviour of the data or whether they use binning to analyse the data. There is also a growing tendency to use a combination of these approaches to better reconstruct data sets such as using genetic algorithms with GP to better motivate the kernel selection problem in this method [45]. There are also novel approaches being developed such as using artificial neural networks to reconstruct cosmological data. In this work, our aim is to compare two of the most promising and used methods in the literature in the cosmological context, and to show how they compare against each other.

In the context of cosmology and specifically in terms of Hubble data sets, these methods have not been directly compared against each other. However, more generally, reconstruction methods are not generally compared against each other which leaves open the question of which of the vast array of non-parametric approaches reproduce the data sets best? In this work, we consider both GP and LOESS-Simex reconstruction techniques in Sec. 2 which we then apply to Hubble data in Sec. 3. Here, we also discuss how we use the observational data sets in the context of priors. In Sec. 4, we explore several ways of directly comparing both reconstruction approaches against each other. Finally, we discuss and summarise our core
Table 1: A table of nonparametric and model independent reconstructions approaches.

| Method                                      | Assumption of prior/models | Binned | Low efficiency at high \( z \) | Underestimation of errors \( z \) | High computational cost |
|---------------------------------------------|----------------------------|--------|-------------------------------|----------------------------------|------------------------|
| Principal Components Analysis (PCA) [35]    | ✔                          | ×      | ✔                            | ×                                 | ×                      |
| Nonlinear Inverse Approach (NIA) [36]       | ✔                          | ×      | ✔                            | ×                                 | ×                      |
| Dipole of the Luminosity Distance method (DLD) [37] | ×                          | ×      | ✔                            | ×                                 | ×                      |
| Nodal Reconstruction (NR) [38]              |                           | ×      |                              | ×                                 | ×                      |
| Genetic Algorithms (GA) [39]                |                           | ×      |                              | ×                                 | ×                      |
| Reconstructions of the Expansion History (MIR-I,II,III) [40-42] | ×                          | ×      |                              | ×                                 | ×                      |
| Gaussian Processes (GP) [43]                | ✔                          | ×      |                              | ×                                 | ×                      |
| Loess-Simex [44]                            | ×                          | ×      |                              | ×                                 | ×                      |

First column: Method and its reference. Second column: Indicates when a model requires an assumption of a prior or a fiducial cosmological model, usually this leads to biased results. Third column: Indicates when the method share the same data with the bins selected. This causes fluctuations. Fourth column: This can leads to numerical instability. Fifth column: Methods that require implementation of tools to propagate errors. Sixth column: High computational cost mostly due the increase of the data sample.

results in Sec. 5.

2 Model independent approaches to reconstructing Hubble observations

Non-parametric approaches to reconstructing observational data have been exhaustively explored in light of the possible tensions in observations and deviations in model predictions with recent precision tests, such as the \( H_0 \) tension [1, 46] as well as the growing \( \sigma_{8,0} \) tension [9, 47]. We introduce here the two methods that we will then use to compare and contrast expansion rate reconstructions that follow in the ensuing sections.

2.1 LOESS-Simex reconstruction for Cosmology

LOESS is a model independent non-parametric regression method. For instance, with this method it is not necessarily to assume a prior nor do we assume anything about the cosmological model. The fact that it is local is because we use the local neighbourhood of each pivot point in turn to infer the global trend of data set at hand.

Our goal is to reconstruct the Hubble function which can explain the behaviour of the data set using LOESS. A recipe to generate the reconstructed values with this method is as follows [32]:

1. We choose a subset with \( n \)-points out of the \( N \) data points in the neighbourhood of our pivot point \( z_{i,0} \). The difference between the pivot point \( z_{i,0} \) and the afar point of the neighbourhood (\( \max|z_{i,0} - z_j| \)) where \( j = 1, 2, \ldots n \), is known as the span or bandwidth \( h \) of this subset. As a first step we have to select the neighbouring points around the pivot point. This can be fixed by deciding the value of the the smoothing
parameter $\alpha$, which relates the optimal number of neighbourhood points ($n$) to the total number of data points ($N$), i.e. $n = \alpha N$, where $\alpha$ ranges from 0 to 1. The convenient path to select the optimum value for the smoothing parameter is via a cross validation technique.

The reconstructed value of $\eta_{i,\text{obs}}^{\text{obs}}$ is obtained by removing the $i^{\text{th}}$ observation for a given value of $\alpha$. The reconstructed value of $\eta_{i,\text{obs}}^{\text{obs}}$ is denoted by $\hat{\eta}_{i,-i}$ and this process is repeated for the whole data set. The cross validation function (CV) is given by

$$\text{CV}(\alpha) = \frac{1}{N} \sum_{i=1}^{N} (\eta_{i,\text{obs}}^{\text{obs}} - \hat{\eta}_{i,-i})^2,$$

(2.1)

where CV($\alpha$) denotes a mean squared error for different values of $\alpha$. We then compute CV($\alpha$) for several values of $\alpha$. The value of $\alpha$ for which CV($\alpha$) is a minimum is chosen to be the optimal choice of $\alpha$ and used as the smoothing parameter for the subsequent calculations.

2. Next, we consider a weight function $w_{ij}$ such that it gives more weight to the points nearest to the pivot point and less weight to points far from the pivot point. At this stage we take into account a kernel function of the form $w_{ij} = F[(z_j - z_{i,0})/h]$. The choice of weight function can be performed by guessing a behaviour where the points near to each other may be more correlated in comparison to the points which are far away. In this line of thought, we need to consider a higher weight to observations that are near to the pivot point $z_{i,0}$. For this reason we choose a tricube weight function of the form:

$$w_{ij} = \begin{cases} (1 - u_{ij}^3)^3 & \text{for } |u_{ij}| < 1 \\ 0 & \text{otherwise} \end{cases},$$

(2.2)

where $u_{ij}$ is defined by

$$u_{ij} \equiv \frac{z_{i,0} - z_j}{h}.$$

(2.3)

Here $h = \max|z_{i,0} - z_j|$ is the maximum distance between the point of interest and the $j^{\text{th}}$ element of its window.

3. We perform a fit of the subset of the data to a local polynomial $f(\theta_i)$, with $\theta_i$ being the free parameters of the polynomial model, up to first or second order using the weight function $w_{ij}$. The main idea under the LOESS assumption is to fit the small subset of data using low degree polynomials. In another case, a higher degree polynomial may increase the computational cost without giving any significant improvement on the result. Therefore, the polynomial fit for each subset of the data is usually of first or second degree i.e. linear or quadratic. In this work we consider a fit neighbourhood subset of each pivot point with a linear polynomial fit as: $f_i(a, b) = a + b z_i$, which allows to fit an extrapolant function to the averaged and error-contaminated estimates decrease. Also, we define a $\chi^2$-statistic over this subset of data as

$$\chi^2_i = \sum_{j=1}^{n} w_{ij} (\eta_{j,\text{obs}}^{\text{obs}} - f_j(\theta_i))^2.$$

(2.4)

4. As it is standard, we minimise Eq. (2.4) to obtain the best fit value(s) $\theta_i$. Then, the reconstructed value of $\eta_{i,\text{obs}}^{\text{obs}}$ at pivot point $z_{i,0}$ is given by

$$\hat{\eta}_i = f_i(\theta_0),$$

(2.5)
where $\theta_0$, denotes best value at the pivot point. We repeat these four steps for each point in the data set until we obtain the corresponding reconstructed value at each selected point.

Furthermore, in LOESS we require to fix three numerical parameters: (i) the bandwidth or smoothing parameter, (ii) the weight function and (iii) the degree of the local polynomial. To select viable values of each one we need to consider the following:

Once the LOESS process is done, we proceed with the Simex method. In cosmology most of the observed quantities come with some degree of noise or measurement errors. However, in the LOESS method we do not use the observed measurement errors $\sigma_i$ while reconstructing the response parameter. The effect of observational errors can be accommodated in the LOESS process by using a statistical technique called Simex. This method is based on a two step resampling approach. In the simulation step, some additional error is introduced by hand in the data with some controlling parameter $\xi$. Next, by using regression analysis on this new data set, we try to trace the effect of the measured error in our original. To compute this we consider three steps:

(a) For the simulation step, we introduce a fixed amount of measurement error in each observation data point and define a new variable as

$$\eta_i^{\text{rec}}(\eta_k) = \eta_i^{\text{obs}} + \sqrt{\eta_k} \sigma_i,$$

where $\sigma_i$ is the measurement error associated with the observed data $\eta_i^{\text{obs}}$ (we assume that the data points are independent of each other). Here the parameter $\eta_k$ acts as the controlling parameter for the variance of the measurement error. It is a vector of length $K$ such that $\eta_k > 0$. We thus form a matrix of order $K \times N$. The elements of this matrix will be the values of $\eta_i^{\text{rec}}(\eta_k)$ where $i = 1, 2 \ldots N$ and $k = 1, 2 \ldots K$. Notice that we assume a standard normal distribution of the errors.

(b) After, we reconstruct each data point given in each row of the matrix by applying the LOESS technique and by selecting each column of the reconstructed values of $\eta_i^{\text{rec}}$, we can apply the simple regression technique to find the best fit value. At this stage, a quadratic polynomial is a better choice for our purposes.

Finally, we obtain a row having $N$ elements. Each $\hat{\eta}_i^{\text{rec}}(\eta_k)$ can be written as a function of $\eta_k$, i.e.

$$\hat{\eta}_i^{\text{rec}}(\eta_k) = k_1 + k_2\eta_k + k_3\eta_k^2,$$  \hspace{1cm} (2.7)

where $k_1$, $k_2$ and $k_3$ are normalised constants. If a normal distribution of the errors is assumed, then the error variance associated with the simulated data points $\hat{\eta}_i^{\text{rec}}$ will be $(1 + \eta_k)\sigma_i^2$. On substituting $\eta_k = -1$, we obtain error-free smoothed data points.

(c) To construct the 1-σ and 2-σ C.L. around the nonparametric regression curve of $\hat{\eta}$, we assume that the errors are distributed normally. This can be obtained by using the limiting values: $\hat{\eta}_i \pm \gamma\sqrt{V(\hat{\eta})}$, with $\gamma = 1, 2, \ldots$ and

$$V(\hat{\eta}) = \frac{1}{df_{\text{res}}} \sum_{i}^{N} d_i^2 \sum_{j}^{N} w_{ij},$$  \hspace{1cm} (2.8)

where $d_i = \eta_i - \hat{\eta}_i$ and $df_{\text{res}} = N - df_{\text{mod}}$, such that $df_{\text{mod}}$ is the number of effective degrees of freedom or the effective number of parameters used in this regression. We calculate it by using the normalised smoothing matrix $S$, such that $df_{\text{mod}} = \text{Tr}(SS^T)$. 
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The smoothing matrix $S$, which is a $N \times N$ square matrix of $w_{ij}$ elements, is directly calculated from the weight function.

LOESS-Simex reconstruction has been used to reconstruct the cosmic expansion in Ref. [32] along with the transition redshift reconstruction of the cosmic accelerated expansion cosmokinematics analysed in Ref. [48]. Furthermore, its implementation to null tests of dark energy has been done in order to perform an Om diagnostic where a static domain wall network dark energy scenario results viable [33]. Also, in Ref. [34] it was shown that LOESS-Simex is practical in astrophysical configurations to reconstruct rotation curves for dark matter profiles.

2.2 Gaussian Processes reconstruction for cosmology

GP regression is a non-parametric approach to reconstructing observational data which are incorporated as a finite collection of normally distributed points. This type of supervised learning is implemented for stochastic data whose data points are related together enough such that a covariance function can be fit in such a way as to prescribe these relations in a specific way [11, 49]. In practice a GP is defined in terms of the mean function $\mu(z)$ together with its associated two–point covariant function $C(z, \tilde{z})$ which produces the continuous realization

$$\xi(z) \sim GP(\mu(z), C(z, \tilde{z})) ,$$

where the uncertainty $\Delta \xi(z)$ is also part of the reconstruction which produces a realization region $\xi(z) \pm \Delta \xi(z)$. By and large the mean is set to zero without loss of generality so that the covariance function becomes the defining feature for each reconstructed data set. For redshift points $z^*$ which represent points where observations do not occur, we can define a kernel function for the covariance function such that $K(z^*, z^{'*}) = C(z^*, z^{'*})$ where the trained covariance function is utilised. Thus, the kernel will embody all the information about the strength and amplitude of the correlations between the redshift data points [17]. The only strong requirement on the kernel is that it is a symmetric function.

For observational point $\tilde{z}$, we also have available to us information on the associated uncertainty region covariance matrix $D(\tilde{z}, \tilde{z}')$ between data points. Thus, the covariance function for these points can be written as $C(\tilde{z}, \tilde{z}') = K(\tilde{z}, \tilde{z}') + D(\tilde{z}, \tilde{z}')$ which will provide information to fit the kernel. Naturally, observational and reconstructed points can be interrelated by the kernel alone through $C(z^*, \tilde{z}) = K(z^*, \tilde{z})$ [50].

Therefore, for a Gaussian distribution, the posterior distribution of a reconstructed function can be expressed via the joint Gaussian distribution of different data points in which the kernel expresses the interrelated mean value and uncertainties of each point in the resulting distribution [17, 21]. In Appendix A we develop a discussion of this GP technique and the GaPP code$^1$ in order to check how sensitive the chosen horizontal axis scale is related to the data points. In the present work, we use the squared–exponential kernel but there exist a plethora of such kernel options [11]. Despite each producing a slightly different non-parametric reconstruction of a distribution, they largely agree to well within $1\sigma$ confidence regions. The general purpose squared–exponential kernel is explicitly defined as

$$K(z, \tilde{z}) = \sigma_f^2 \exp \left[ - \frac{(z - \tilde{z})^2}{2\ell_f^2} \right] ,$$

$^1$http://ascl.net/1303.027
where $\sigma_f$ and $l_f$ are the kernel hyperparameters, which are parameters of the kernel but do not parameterise the function being reconstructed, as a model would. The hyperparameters characterise the variance in the data through $\sigma_f$ and the length-scale through $l_f$. Thus, the hyperparameters define the smoothness and reach for fluctuations in a signal. As a result, larger values of $l_f$ lead to smoother GP functions while higher values of $\sigma_f$ express a lower signal–to–noise ratio.

To determine the best suited hyperparameters, their values are derived from the maximisation of the probability of the GP to generate the data set under consideration which is implemented via the minimisation of the GP marginal likelihood similar to a Bayesian approach [21, 51–53]. GP regression has now been extensively studied as a tool for reconstructions in the cosmological context which have largely focused on the late-time behaviour of the expansion rate [17, 19–21, 31, 54–62]. In Refs. [28, 29] the use of GP reconstructions was extended from kinetic parameters to theories beyond ΛCDM. As an example in this line of thought, $f(T)$ gravity was then extended into the perturbative section in Ref. [30], where an $f\sigma_8$ data set was used to constrain the form of potential $f(T)$ cosmology models that are in agreement with earlier GP reconstructions of growth data in Ref. [23]. Other recent work also includes a possible resolution to the Hubble tension problem within ΛCDM in Refs. [18, 63] where the model independent nature of GP is brought into question due to its dependence on the kernel choice in the regression procedure of the GP reconstruction algorithm. Furthermore, in quintessence and k-essence models from Horndeski theories of gravity [27] that represent an extension to quintessence can reproduce reconstructions of the late expansion of the Universe within 2σ.

3 Reconstructions applied to cosmic data

With the recipes explained above, in this section we develop the reconstruction for late-time observations based on luminosity distances and Hubble flow reconstructions. The LOESS-Simex and GP reconstructions are based on current data sets of Type Ia supernovae (SNeIa), observational Hubble data (CC) and baryon acoustic oscillations (BAO).

3.1 Cosmic chronometers and baryonic acoustic oscillations

For the observational Hubble data we consider a sample of $l = 51$ measurements in the range $0.07 < z < 2.36$. A total sample size of 31 data points from passive galaxies, or cosmic chronometers (CC) [64–68], and 20 data points which are estimated from BAO data points [69–78] under a ΛCDM prior. Following Ref. [79], we assume that these points are not correlated. To remove the model dependence in some of the data points, we use a sound horizon $r_s$ computed from Planck 2018 [10] (henceforth denoted by PL18). To perform the model independent reconstruction, we set the construction of a $\chi^2_H$ as

$$\chi^2_H = \sum_{i=1}^{l} \frac{[H_{\text{recons}}(z_i, x) - H_{\text{obs}}(z_i)]^2}{\sigma^2_H(z_i)}, \quad (3.1)$$

where $H_{\text{obs}}(z_i)$ is the observed value at $z_i$, $\sigma_H(z_i)$ are the observational errors, and $H(z_i, x)$ is the reconstructed H for the same $z_i$ with the specific parameter vector $x$.

For the BAO sample we consider 15 transversal measurements in a range of $z = [0.11, 2.225]$, obtained in a quasi–model independent approach. As it is standard, this can be computed by considering the 2-point angular correlation function tracers with $D_A(z; r_{\text{drag}})$
This data can be compared with the sound horizon today to the sound horizon at the time of recombination inferred from the CMB anisotropy measurements. Defining the fundamental quantities for this observation, we have the BAO distances \( d_z \equiv \frac{c r_s(z)}{D_V(z)} \), with \( r_s(z_d) = \frac{c}{H_0} \int_{z_d}^{\infty} \frac{c_s(z)}{E(z)} \, dz \) being the comoving sound horizon at the baryon dragging epoch, \( c \) the speed of light, \( z_d \) is the drag epoch redshift, and \( c_s^2 = c^2/3[1 + (3\Omega_b/4\Omega_\gamma)(1 + z)^{-1}] \) the sound speed with \( \Omega_b \) and \( \Omega_\gamma \) being the current values of baryon and photon density parameters, respectively. We can also define the dilation scale by

\[
D_V(z, \Omega_{m0}; \Theta) = \left[ \frac{cz(1 + z)^2 D_A^2}{H(z, \Omega_{m0}; \Theta)} \right]^{1/3},
\tag{3.2}
\]

where \( D_A \) is the angular diameter distance given by

\[
D_A(z, \Omega_{m0}; \Theta) = \frac{1}{1 + z} \int_0^z \frac{c \, d\tilde{z}}{H(\tilde{z}, \Omega_{m0}; \Theta)},
\tag{3.3}
\]

where \( \Theta \) is the vector that contains the free cosmological parameters to be reconstructed (in such cases fitted). Using the comoving sound horizon, the distance ratio \( d_z \) can be related to the normalised Hubble parameter \( h \) \((H \approx 100h)\) and the critical densities \( \Omega_m \) and \( \Omega_b \). To connect the BAO measurements with SNeIa to CMB measurements (PL18), we take into account the Alcock-Paczynski distortion parameter given by

\[
F(z, \Theta) = (1 + z) \frac{D_A(z, \Theta) H(z, \Theta)}{c}.
\tag{3.4}
\]

Here we notice that by calibrating the \( D_A \) from BAO, we can define

\[
\chi_{BAO}^2 = (\Delta \mathcal{F}_{BAO})^T C_{BAO}^{-1} \Delta \mathcal{F}_{BAO},
\tag{3.5}
\]

where \( \Delta \mathcal{F}_{BAO} \) is the difference between the data and the resulting value for \( \Theta \), and \( C_{BAO}^{-1} \) is the inverse of the covariance matrix of this sample. In our analysis the off-diagonal entries of the covariance matrix are taken to be zero. We do this since the LS method cannot tackle covariance matrices. However, we did perform the following analyses for GP both with and without the covariance matrix for this data set which resulted in very similar results. Thus, for consistency, we are able to take the GP analysis without a covariance matrix.
Figure 1: Analysis reconstruction using CC+BAO data set (red color points). Left column: Cross validation (Eq. (2.1)) is shown for $\alpha$ values ranging between 0 and 1. Middle column: The LOESS-Simex reconstructed Hubble diagram is shown (blue color contours) for each prior against a $\Lambda$CDM (PL18) reference (dashed line). Right column: The GP reconstructed Hubble diagram is shown (blue color contours) for each prior against a $\Lambda$CDM (PL18) reference. In both reconstructions we show the 1σ and 2σ confidence regions of the reconstructed data. From top to bottom we denote the $H_0$ prior cases as: TRGB, HW and R19, respectively.

3.2 Pantheon data set

The Pantheon SNeIa compilation is one of the latest Type Ia Supernovae compilations [81] and it contains 1048 SNeIa at redshift $0.01 < z < 2.26$. The constraining power of this kind of supernovae is due to the fact that this observations can be used as standarisable candles. This can be implemented through the use of the distance modulus

$$
F(z, \Theta)_{\text{theo}} = 5 \log_{10} [D_L(z, \Theta)] + \mu_0,
$$

where $D_L$ is the luminosity distance given by

$$
D_L(\Theta) = (1 + z) \int_0^z \frac{c \, dz'}{H_0 E(z', \Theta)},
$$

and $\Theta$ is the vector with the free cosmological parameters to be fitted. We notice that the factor $c/H_0$ can be absorbed in $\mu_0$. Furthermore, we can write $\Delta F(\Theta) = F_{\text{theo}} - F_{\text{obs}}$, using
for this purpose the distance modulus $F_{\text{obs}}$ associated with the observed magnitude. At this point, it may be thought that a possible $\chi^2_{SN}$ is given by

$$\chi^2_{SN}(\Theta) = (\Delta F(\Theta))^T \cdot C^{-1}_{SN} \cdot \Delta F(\Theta),$$

(3.8)

where $C_{SN}$ is the total covariance matrix. As in the case of the BAO data set, we tested GP both with and without the covariance matrix with very similar results being returned. For this reason, and due to the LS method not being able to handle covariance matrices, we used the GP method without the covariance matrix approach for consistency. This equation can be used to contain the nuisance parameter $\mu_0$, which in turn is a function of the Hubble constant, the speed of light $c$ and the SNeIa absolute magnitude. To circumvent this issue, $\chi^2_{SN}$ is marginalised analytically with respect to $\mu_0$ and we can obtain a new $\chi^2_{SN}$ estimator, given by (using Eq.(6,7) of Ref. [81])

$$\chi^2_{SN}(\Theta) = (\Delta F(\Theta))^T \cdot C^{-1}_{SN} \cdot \Delta F(\Theta) + \ln \frac{S}{2\pi} - k(\Theta) \cdot S,$$

(3.9)

where $S$ is the sum of all entries of $C^{-1}_{SN}$. This equation gives an estimation of the precision of these data points independently of $\Theta$, and $k$ is $\Delta F(\Omega_m, \Omega_r, \Omega_{\Lambda})$ but weighed by a covariance matrix as follows:

$$k(\Theta) = (\Delta F(\Theta))^T \cdot C^{-1}_{SN}.$$

(3.10)

Also, for this sampler we are taking the nuisance parameter $M$ inside the sample. Consequently, we perform three calibrations taking into account three different priors of $H_0$:

- TRGB [82]: $H_0^{\text{TRGB}} = 69.8 \pm 1.9 \text{ km/s/Mpc}$.
- H0LiCOW (HW) [83]: $H_0^{\text{HW}} = 73.3^{+1.7}_{-1.8} \text{ km/s/Mpc}$.
- Riess et al (R19) [84]: $H_0^{\text{R}} = 73.24 \pm 1.74 \text{ km/s/Mpc}$.

For this case we based our calibration on Ref. [85] by extrapolating the expression $M_1 = M_2 + 5 \log 10(H_1/H_2)$, where the indices 1 and 2 denote our different values for $H_0$. Finally, our result is $\mu(z) = m - M$. A compilation of these measurements can be found in [86–89].

4 Comparative analysis of reconstruction methods

In this section, we will compare and contrast the GP and LOESS-Simex reconstruction methods in terms of their performance against each other at reproducing the observations along with their relative uncertainties. In particular, we aim to quantify the ability of both methods to reproduce the expansion data together with the uncertainties in those reconstructions of the data.

To this end, the reconstructions for the CC+BAO data set combination shown in Fig. 1 as well as the Pantheon data set reconstructions shown in Fig. 2 show good agreement between the mean reconstructed functions and their respective observational data for each method and prior combination. However, the respective uncertainties between both approaches is the most drastic difference between the methods. In this context, Fig. 3 shows the discrepancy between the variances for reconstructions using both the CC+BAO and SNeIa data sets in the background of all three priors. Here, we observe that the selection of priors has little to no effect on the different variances that both reconstructions result in.
Figure 2: Analysis reconstruction using Pantheon SNeIa data set (orange color points). Left column: Cross validation (Eq. (2.1)) is shown for $\alpha$ values ranging between 0 and 1. Middle column: The LOESS-Simex reconstructed modulus distance $\mu(z)$ diagram is shown (blue color contours) for each prior against a $\Lambda$CDM (PL18) reference (dashed line). Right column: The GP reconstructed modulus distance $\mu(z)$ diagram is shown (blue color contours) for each prior against a $\Lambda$CDM (PL18) reference. In both reconstructions we depict the 1$\sigma$ and 2$\sigma$ confidence regions of the reconstructed data. From Top to Bottom we denote the $H_0$ prior cases as: TRGB, HW and R19, respectively.

Another important property to notice in the CC+BAO combination is that LOESS-Simex retains a variance that largely remains at the same order of magnitude while the GP reconstruction has a dependence on the density of actual observational data points in any particular redshift region. This is to be expected since LOESS-Simex reconstructs data points with an equal contribution from each point in the data set while GP is impacted by the density of points between different regions on the redshift reconstruction space. We also notice that GP predicts much lower uncertainties as compared with LOESS-Simex which is a result of the way in which it assumes the data points to be sourced, namely that each point is a peak in a background of a normally distributed set of data points. Thus, GP makes stronger assumptions on the underlying data being probed. Finally, despite the impact of the prior being minor, higher $H_0$ priors do lead to slightly lower variances across the redshift range being considered with the biggest effect being sourced by the R19 prior since this has
the highest prior value. Precisely the same overall behaviour is observed for the Pantheon reconstructed variance shown in Fig. 3 in which the fluctuations in the GP variances is less pronounced.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure3}
\caption{Top: Comparisons of the variance are shown for the three priors for the CC+BAO data set. Bottom: Comparisons of the variance are shown for the three priors for the Pantheon data set. From Left to Right we denote the $H_0$ prior cases as: TRGB, HW and R19, respectively.}
\end{figure}
Figure 4: Top: The distance between the two reconstructions is shown in $\sigma$ units for the CC+BAO data set. Bottom: The distance between the two reconstructions is shown in $\sigma$ units for the Pantheon data set. From Left to Right we denote the $H_0$ prior cases as: TRGB, HW and R19, respectively.

Both reconstruction approaches can be compared directly by determining the distance between their predicted reconstruction values (in units of $\sigma$), which can be defined as

$$D(z) = \frac{Q_{\text{GP}}(z) - Q_{\text{LS}}(z)}{\sqrt{\sigma_{\text{GP}}^2(z) + \sigma_{\text{LS}}^2(z)}},$$

(4.1)

where $Q$ denotes the Hubble parameter $H(z)$ for the CC+BAO combination, and $\mu(z)$ for the Pantheon SNeIa data set. We show the evolution of the distance parameter $D(z)$ for the CC+BAO and Pantheon data sets in Fig. 4. In both cases the reconstructions never cross the 1$\sigma$ line and in the Pantheon reconstruction, this limit is much stricter which is a result of the much larger quantity of data points. As in Fig. 4, the effect of the priors has little impact on the general behavior of $D(z)$. On the other hand, there is a weak correlation between higher distances at higher redshifts for high priors such as R19. For the CC+BAO data set combination, GP predicts larger values for the Hubble parameter except for a small neighbourhood at about $z = 1.2$ (mostly prior independent). In the Pantheon data set case, the LOESS-Simex reconstruction surpasses the GP predicted values only in the initial neighbourhood of $z = 0$ (also prior independent). However, in this second case, the predicted values are much closer together and, generally, much closer to the data points themselves.

Furthermore, the value measured by the following $d(z)$ indicator quantifies the displacement of both reconstructions against the original data. However, to quantify the quality of the entire reconstructions, we sum its square through

$$d(z) = \frac{Q_{\text{reconstructed}}(z) - Q_{\text{observation}}(z)}{\sqrt{\sigma_{\text{reconstructed}}^2(z) + \sigma_{\text{observation}}^2(z)}},$$

(4.2)
Prior Reconstruction method $\mathcal{Y}_{CC+BAO}$ $\mathcal{Y}_{SN}$

| Prior   | Reconstruction method | $\mathcal{Y}_{CC+BAO}$ | $\mathcal{Y}_{SN}$ |
|---------|-----------------------|-------------------------|---------------------|
| TRGB    | GP                    | 16.53                   | 826.41              |
|         | LS                    | 16.68                   | 16.60               |
| HW      | GP                    | 15.72                   | 917.93              |
|         | LS                    | 16.84                   | 16.35               |
| R19     | GP                    | 15.66                   | 976.11              |
|         | LS                    | 16.86                   | 16.22               |

**Table 2**: Values of $\mathcal{Y}$ are shown for all combinations of reconstruction methods and priors for the CC+BAO and SNeIa data sets.

which gives another important measure of the approximation of either approach to producing the original data (in units of $\sigma$). We denote the sum as

$$\mathcal{Y} = \sum_z d^2(z),$$

which is used to produce Table 2.

In Table 2, the value of $\mathcal{Y}$ is shown for each combination of prior $H(z)$ value together with both reconstructions. In the background of this setting, both reconstructions perform at a similar order of magnitude with the GP reconstruction producing values that systematically have smaller variances. Table 2 also shows the over-fitting by the GP reconstruction, which in this instance produces very small variances which thus produce large values of $\mathcal{Y}$.

5 Conclusions

In the current era of precision cosmology, the amount of observational data is significantly increasing. Moreover, the robustness of cosmological data is always being enhanced due to state-of-the-art cosmological probes of the Universe. Therefore it is natural to adopt machine learning techniques to cosmological data in order to infer model independent results which are purely driven by observational data. In this analysis we focused on the model independent reconstruction of functions via two distinct machine learning techniques, namely LOESS-Simex and GP which are respectively introduced in Sec. 2.1 and Sec. 2.2.

As described in Sec. 3.1 and Sec. 3.2, we here considered the model independent reconstruction of $H(z)$ by using the CC and BAO data, as well as the reconstruction of $\mu(z)$ by adopting the Pantheon SNeIa data. We further considered the latter data sets in the presence of the TRGB, HW and R19 $H_0$ priors. In the Pantheon SNeIa data set, these prior values were introduced via the calibration of the original SNeIa data set, as described in Sec. 3.2. In our study, we considered observational data directly to avoid convoluting our results with that of calibration, for instance. A further study may better incorporate this together with a fuller understanding of the tension in the value of the $H_0$ constant, among other effects such as the tendency of BAO data to prefer a lower value of this parameter.

Further to our GP and LOESS-Simex reconstructions of $H(z)$ and $\mu(z)$, we statistically compared the two methods in Sec. 4. In general, both machine learning techniques were able to reconstruct $H(z)$ and $\mu(z)$ data very well. Moreover, the $\Lambda$CDM model was found to be in very good agreement with all the inferred GP and LOESS-Simex reconstructions. We observed that the variance in GP reconstructions is smaller than that of LOESS-Simex,
although in the case of LOESS-Simex the variance does not fluctuate as much as in the GP scenarios. Generically, the LOESS-Simex technique is characterised by a broader and more conservative uncertainty region than that of GP. We also showed that these distinguishing features of the considered data driven reconstruction techniques are independent from the adopted $H_0$ prior values.

Undoubtedly, machine learning techniques are already giving new insights to the theoretical cosmological framework via a more elaborate exploration and interpretation of observational data. Therefore, further development and implementation of machine learning techniques to cosmological data would facilitate our search for specific cosmological signatures, which would shed light on the set of viable cosmological models.
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A  GP subtleties

We would like to note that the GP technique and the GaPP code are sensitive to the chosen horizontal axis scale of the data points, and hence to the data set that one aims to reconstruct. Indeed, in Fig. 2 we have adopted a logarithmic horizontal scale for the data points, which led to very tight constraints on the reconstructed function of $\mu(z)$. However, when we considered a linear horizontal scale for the Pantheon SNeIa data set, we inferred a more conservative and less robust reconstruction, as illustrated in Fig. 5. In the case of a linear redshift scale, the GP hyperparameters are dominated by the low redshift data points. Consequently, the derived hyperparameter values do not fit the high redshift data points very well in this case. Indeed, as illustrated in Fig. 5, at high redshifts, the fitted hyperparameters do not lead to a continuously and monotonically smooth reconstruction band. On the other hand, when a logarithmic redshift scale is considered, the hyperparameters fit the entire data set very well, as illustrated in Fig. 2. This observation could be explained via the inferred GP kernel hyperparameter values of $\sigma_f$ and $l_f$, as reported in Table 3. It is clear that the optimal value of $l_f$ is significantly altered by the chosen redshift scale of the data points, which is expected since the length separation from one data point to another is altered when rescaling from a linear to a logarithmic axis.
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