CHARACTERS OF TOPOLOGICAL $N=2$ VERTEX ALGEBRAS ARE JACOBI FORMS ON THE MODULI SPACE OF ELLIPTIC SUPERCURVES
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1. Introduction

1.1. Let $X$ be a smooth curve of genus $g$ over $\mathbb{C}$ and let $\{x_i\}, i = 1, \ldots, n$, be a collection of closed points in $X$. Let $V$ be a vertex operator algebra and $\{M_i\}$ a collection of modules, one for each point $x_i$. We may associate to this data the space of coinvariants $C(X, \{x_i\}, V, \{M_i\})$ \cite{1,2,3,4}, this is known as the space of conformal blocks associated to the given data. Varying the curve $X$ and the points $\{x_i\}$ in the moduli space $\mathcal{M}_{g,n}$ gives rise, roughly speaking, to a vector bundle together with a projectively flat connection (in general one obtains, under some finiteness conditions, a twisted $\mathcal{D}$-module on $\mathcal{M}_{g,n}$).

The vector space $C(X, x, V, M)$ is constructed roughly as follows (for simplicity we consider $n = 1$). The vertex algebra $V$ gives rise to a chiral algebra $\mathcal{A}$ on $X$. This is in particular a right $\mathcal{D}_X$-module, and its de Rham cohomology $h(\mathcal{A})$ is a sheaf of Lie algebras on $X$. The Lie algebra of sections $h(\mathcal{A})(X \setminus x)$ naturally acts on the module $M$, and by definition $C(X, x, V, M) = \text{Hom}_{h(\mathcal{A})(X \setminus x)}(M, \mathbb{C})$. The extension to multiple points is straightforward. The spaces of conformal blocks possess a key property regarding insertion of the adjoint $a$-module, which corresponds to a conformal vector in $\mathcal{A}$.

If $X$ has genus 1, that is, if $X$ is an elliptic curve, then we can write $X = \mathbb{C}^*/\mathbb{Z}$ where the action of $\mathbb{Z}$ on $\mathbb{C}^*$ is given by $n \cdot z = q^n z$ for some $q \in \mathbb{C}^*$. Zhu described explicitly the spaces $C(X, V)$ in [3]. For a positive energy $V$-module $M$ he considered the trace function

$$\text{tr}_M Y^M(z^{-\Delta_1} a_1, z_1) \cdots Y^M(z^{-\Delta_n} a_n, z_n) q^{L_0}, \quad \text{(1.1)}$$

where $a_1, \ldots, a_n \in V$ with actions $Y^M(a_i, z_i) \in \text{End}(V)[[z_i, z_i^{-1}]]$ on $M$, the operator $L_0$ corresponds to a conformal vector in $V$, with which $a_i$ has conformal weight $\Delta_i$. He showed that the trace function converges on the domain $|q| < |z_n| < \cdots < 1$, and that this collection of functions describes a vector in $C(X, V)$. In other words, each $V$-module $M$ gives rise to a vector in $C(X, V)$. In particular, characters of $V$-modules give rise to conformal blocks.

Zhu also described explicitly the connection on the bundle $C(X, V)$ as $X$ is varied on $\mathcal{M}_{1,n}$, by writing $q = e^{2\pi i \tau}$ with $\tau \in \mathbb{H}$ the modular parameter describing $X = X_0 \in \mathcal{M}_{1,n}$ and showing that (1.1) satisfies a specific differential equation (see (8.11) below). He used this to show that the characters of $V$-modules, appropriately normalised (multiplied by $q^{-c/24}$) form an invariant space under the modular group SL(2, Z).

1.2. In this article we extend the results above to the situation when $V$ is a supersymmetric vertex algebra [5] and $X$ is an elliptic supercurve (see Section 6). In particular we describe spaces of conformal blocks associated to elliptic supercurves and we show that supertraces of vertex operators acting on $V$-modules produce conformal blocks. The situation in the super
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case is rather subtle, as there are different flavours of supercurves giving rise to different moduli spaces, and there are distinct classes of supersymmetric vertex algebras. In this article we restrict attention to \( N = 1 \) supercurves (see Section 2), which roughly speaking correspond to pairs consisting of a curve \( X \) and a line bundle over it. The vertex algebras that give rise to vector bundles over these supercurves are called \( N_W = 1 \) SUSY vertex algebras in [5] and correspond to topologically twisted \( N = 2 \) vertex operator algebras in the physics literature. Alternatively, we could use \( N = 2 \) SUSY curves (see 2.13), these are roughly speaking pairs \((X, \mathcal{E})\) of a curve \( X \) and a rank-2 bundle \( \mathcal{E} \) over it such that \( \det \mathcal{E} \simeq \omega_X \). The vertex algebras corresponding to \( N = 2 \) SUSY curves are called \( N_K = 2 \) vertex algebras in [5] and correspond to (untwisted) \( N = 2 \) superconformal vertex operator algebras in the physics literature. (It was observed by Deligne that \( N = 1 \) supercurves and \( N = 2 \) SUSY curves are essentially equivalent, see [6, pp. 46]).

The one point functions that we consider here are closely related to those recently studied by Krauel and Mason in [7], and this article can be viewed as an algebro-geometric counterpart to [7]. In the appendix we show that the augmented trace functions

\[
\text{tr}_M Y(z^{\Delta_1, a_1}, z_1) \cdots Y(z^{\Delta_n, a_n}, z_n) q^{j_0} y^{L_0}
\]

(1.2)

converge to a holomorphic function in a domain of \( \mathbb{C} \times \mathbb{H} \). Note that here a choice of \( U(1) \) current \( J_0 \) appears in addition to the energy operator \( L_0 \). Krauel and Mason in [7] showed that these characters, after appropriate normalization, transform as weak Jacobi forms with character under the Jacobi group \( \text{SL}(2, \mathbb{Z}) \ltimes \mathbb{Z}^2 \). In this article we show that superfield analogues of these traces give rise to superconformal blocks on a moduli space of elliptic supercurves.

There exists a family \( E^0 \) of elliptic supercurves obtained from deformations of the reduced underlying elliptic curve and deformations of the line bundle describing the odd coordinate in \( \text{Pic}(X_d) \). The base of \( E^0 \) is a two dimensional purely even supermanifold and the parameters \( y \) and \( q \) in (1.3) can be thought of as coordinates in this space, just as we regard \( q = e^{2\pi i\tau} \) as parametrizing the elliptic curve \( X_d \) above. There exists another family (section 6.18) of elliptic supercurves with \( 1|2 \) dimensional base, its interpretation is less clear.

In this paper we construct sections of the bundle of conformal blocks for both families at once by embedding them into a larger family. Then we describe a connection over the supermoduli space, and show that our sections are flat with respect to it (Theorem by embedding them into a larger family. Then we describe a connection over the supermoduli space, and show that our sections are flat with respect to it (Theorem 8.15, 9.13). Finally we restrict attention to \( E^0 \) and we show the connection is equivariant with respect to a natural action of the Jacobi group. Indeed we have the following.

**Theorem.** Let \( V \) be a (topologically twisted \( N = 2 \)) rational super vertex algebra of central charge \( C \) satisfying some finiteness conditions and let \( \{M_i\} \) be the collection of its simple modules. Then we have

(a) The linear functional \( \varphi_M \in V^* \) defined by

\[
\varphi_M(a) = \text{str}_M a q^{L_0} y^{J_0},
\]

(1.3)

is a conformal block for the elliptic supercurve parametrized by \( (\tau, \alpha) \in \mathbb{H} \times \mathbb{C} \). Here \( L_0 \), is the energy operator, \( J_0 \) is the \( U(1) \)-current, \( q = e^{2\pi i\tau} \) and \( y = e^{2\pi i\alpha} \).

(b) The normalised functionals \( \tilde{\varphi}_M(v) = e^{2\pi iC/6} \varphi_M(v) \) are flat with respect to the flat connection \( \nabla \) defined by

\[
\nabla = d + \frac{1}{2\pi i} \int \tilde{\zeta}(t) \left( Y^M[h, t, \zeta] d\tau + 2\pi i \zeta Y^M[j, t, \zeta] d\alpha \right) [dt d\zeta],
\]

where \( \tilde{\zeta}(t) \) is Weierstrass’s \( \zeta \) function, \( h, j \) are the superconformal vectors in \( V \) (generating the \( N = 2 \) structure), \( Y[u, t] = \rho^{-1} Y(pu, t) \rho \) is the conjugate of \( Y(-, t) \) by the linear automorphism \( \rho \in \text{End}(V) \) corresponding to the change of coordinates \( \rho(t, \zeta) = \)
(e^{2\pi i\tau} - 1, e^{2\pi i\zeta}), \text{ and } \tilde{h} \text{ and } \tilde{j} \text{ are the superconformal vectors of } V, Y[-, t] \text{ (see (5.5)). That is to say } \nabla \tilde{\varphi}_M(b) = 0.

(c) The linear span of the functionals \( \tilde{\varphi}_M \) is invariant under a natural action of the Jacobi group \( SL(2, \mathbb{Z}) \times \mathbb{Z}^2 \). For \( v \in V \) primary of conformal weight \( \Delta \) and charge 0 this action is described by:

\[
[\tilde{\varphi}_M(m,n)](v; \tau, \alpha) := \exp \left( \frac{C}{6} 2\pi i (m^2 \tau + 2m \alpha) \right) \times \exp(-2\pi i m \tau + \zeta)
\]

For not-necessarily primary \( v \) see Theorem 9.13.

(d) The connection \( \nabla \) is equivariant with respect to the action of the Jacobi group on \( \mathbb{H} \times \mathbb{C} \) and on the space of trace functions as in (c). That is under the change of coordinates

\[
(\tau', \alpha') = (\tau, \alpha + m \tau + n) \quad \text{and} \quad (t, \zeta) \mapsto (t, e^{2\pi i m \tau} \zeta)
\]

we have

\[
\nabla' = d + \frac{1}{2\pi i} \int \tilde{\zeta}(t') \left( Y^M \tilde{h}, t', \zeta' \right) dt' + 2\pi i \zeta' Y^M \tilde{j}, t', \zeta' \right) |\alpha'\rangle [dt' d\zeta'],
\]

\[
\nabla' [\tilde{\varphi}_M(m,n)] = 0, \quad (m,n) \in \mathbb{Z}^2,
\]

and under the change of coordinates

\[
(\tau', \alpha') = \left( \frac{a\tau + b}{c\tau + d}, \frac{a}{ct + d} \right) \quad \text{and} \quad (t', \zeta') = \left( \frac{t}{ct + d}, e^{-2\pi i \frac{ad}{ct + d}} \zeta \right)
\]

we have

\[
\nabla' = d + \frac{1}{2\pi i} \int \tilde{\zeta}(t') \left( Y^M \tilde{h}, t', \zeta' \right) dt' + 2\pi i \zeta' Y^M \tilde{j}, t', \zeta' \right) |\alpha'\rangle [dt' d\zeta'],
\]

\[
\nabla' \left[ \tilde{\varphi}_M \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \right] = 0, \quad \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in SL(2, \mathbb{Z}).
\]

1.3. This theorem can be interpreted as follows: the spaces of conformal blocks form an \( SL(2, \mathbb{Z}) \times \mathbb{Z}^2 \)-equivariant vector bundle with flat connection on \( \mathbb{H} \times \mathbb{C} \) (with coordinates \( \tau, \alpha \)). This can be identified with a left \( \mathcal{D} \)-module on the orbifold quotient \( \mathbb{H} \times \mathbb{C} \sslash SL(2, \mathbb{Z}) \times \mathbb{Z}^2 \). The conformal blocks \( \tilde{\varphi}_M \) associated to each irreducible \( V \)-module \( M \) are flat sections.

1.4. In the setup of [7] modular invariance is proved by a careful computation and is based upon the work of Miyamoto [8] and [9]. Our present result is based on the transformation properties of super-fields under coordinate changes.

1.5. This article is divided in two parts. The main body of the article is algebro-geometrically oriented and we do not deal with convergence issues. Trace functions are assumed to be convergent therefore giving rise to holomorphic sections of certain bundles over supercurves. In the appendix we treat these trace functions as formal power series and prove their convergence properties under certain finiteness conditions on the vertex algebra. Readers more acquainted with the theory of vertex operator algebras and their relation to modular forms might want to read the appendix first referring to the main text solely for the definitions. The appendix is mostly independent of the main part of the article. Readers more interested in the algebro-geometric counterparts of vertex algebras, namely chiral algebras, and their relations to moduli spaces of
supercurves can assume that characters are convergent series and read the main body of the article first.

1.6. The appendix consists mainly of an adaptation of Zhu’s proof of theorem [3, Thm 4.4.1] to the supersymmetric case. Under a finiteness condition that we call charge cofiniteness (see A.1) that turns out to be equivalent to the $C_2$-cofiniteness condition in the usual case, we have the following

**Theorem.** Let $V$ be a $C_2$-cofinite conformal topologically twisted $N = 2$ super vertex algebra and let $M$ be a positive energy module. Denote by $L_0$ (resp. $J_0$) the conformal weight operator (resp. the charge operator). For a vector $a \in V$ homogeneous with respect to both conformal weight and charge decompositions, let $Y^M(a, z)$ be the corresponding field of the action of $V$ on $M$ and $o(a) \in \text{End}(M)$ be the Fourier mode preserving conformal weight and charge. Then the formal power series

$$
\varphi_M(a) = \text{str}_M o(a) q^{L_0} y^{J_0}, \quad q = e^{2\pi i \tau}, \quad y = e^{2\pi i \alpha}, \quad (\tau, \alpha) \in \mathbb{H} \times \mathbb{C}
$$

converges absolutely and uniformly in a domain of $\mathbb{H} \times \mathbb{C}$ to a holomorphic function.

The proof of this theorem follows Zhu’s approach and borrows from the theory of Jacobi modular forms as developed by Eichler and Zagier in [10] and the quasi-Jacobi forms of Libgober [11] as well as general results from the theory of differential equations. Although the geometric constructions developed in the main body of the article are not strictly needed in the appendix, their importance is evident in understanding the kernel of the trace functions as the quotients of Jacobi modular forms of non-vanishing index that are used (see Prop. A.15) turn out to be meromorphic sections of the corresponding chiral algebras.

1.7. In section 2 we collect some remarks on the theory of supermanifolds and schemes with particular attention to supercurves. This section is for the sake of quick reference and self-containedness. It can be skipped on a first reading. In section 3 we collect some results on vertex algebras. In section 4 we collect the analogous results on SUSY vertex algebras. In section 5 we briefly mention the algebro-geometric counterparts of chiral algebras and SUSY chiral algebras attached to (SUSY) vertex algebras on algebraic (super) curves. The reader more familiar with the theory of vertex operator algebras as opposed to their algebro-geometric counterparts can safely skip this section on a first reading. In section 6 we construct the versal families of elliptic super-curves over which our chiral algebras will be defined. We describe the action of the modular and Jacobi groups on these families and explain the coordinate description of sections of chiral algebras on these elliptic super-curves. In section 7 we recall the definition of conformal blocks and show that indeed the supertrace functions give rise to conformal blocks. In section 8 we show that the trace functions satisfy a first order system of partial differential equations with respect to the modular parameters $\tau$ and $\alpha$. In section 9 we show that these differential equations are equivalent with respect to the action of the Jacobi group. In section 10 we give an example on the SUSY vertex algebra associated to a unimodular lattice and briefly mention the example of elliptic genera of Calabi-Yau manifolds and the chiral de Rham complex.
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2. Elements of supergeometry

2.1. For the theory of supermanifolds we refer the reader to [6, 12, 13] and references therein. A superspace is a locally ringed space \((X, \mathcal{O}_X)\) where \(\mathcal{O}_X = \mathcal{O}_{X,0} \oplus \mathcal{O}_{X,1}\) is a sheaf of supercommutative rings on a topological space \(X\) with local stalks. A morphism of superspaces is a pair \((f, f^2)\) where \(f : X \to X'\) is a continuous map and \(f^2 : \mathcal{O}_{X'} \to \mathcal{O}_X\) is a graded morphism of sheaves of rings. We often abuse notation and denote the pair simply by \(X\). We denote by \(\mathcal{J}\) the sheaf of ideals \(\mathcal{O}_{X,1} \oplus \mathcal{O}^2_{X,1} \subset \mathcal{O}_X\). We can always define the super-space \(X_{rd} = (X, \mathcal{O}_X/\mathcal{J})\), it is a purely even \((\mathcal{O}_{X,a} = \mathcal{O}_{X,0a})\) subsuperspace of \(X\). The category of superspaces has fibered products defined as in the non-super situation. In particular, given two morphisms \(f : X \to Y\) and \(f' : X' \to Y\), we have a superspace \(X \times_Y X'\) defined as a locally closed subsuperspace of \(X \times X'\).

2.2. Let \((X, \mathcal{O}_X)\) be a superspace. The sheaf \(\mathcal{O}_X\) admits a filtration by powers of the ideal \(\mathcal{J}\). Let \(\text{gr}\ X = (X, \text{gr} \mathcal{O}_X := \oplus_{i \geq 0} \mathcal{J}^i/\mathcal{J}^{i+1})\) be the associated superspace. The map \(\text{gr}_0 \mathcal{O}_X \leftarrow \text{gr} \mathcal{O}_X\) induces a morphism \(\text{gr} X \to X_{rd}\), and \(X\) is called split if it is isomorphic to \(\text{gr} X\).

2.3. A superscheme is a superspace \(X\) such that the locally ringed space \((X, \mathcal{O}_X)\) is a scheme and \(\mathcal{O}_{X,1}\) is a coherent sheaf of \(\mathcal{O}_{X,0}\)-modules. Morphisms of superschemes are pairs \((f, f^2)\) as above such that \((f, f^2)\) is a morphism of schemes (here \(f^2\) is the even part of \(f^2\)).

A module \(M\) over a supercommutative ring \(R\) is flat if the functor \(\otimes M\) is exact in the category \(\text{Mod-}\mathcal{O}_X\)-mod. Let \(f : X \to Y\) be a morphism of superschemes and \(\mathcal{F}\) a \(\mathcal{O}_X\)-module. Let \(y \in Y\) be a point in the underlying topological space \(X\), so that the stalk \(\mathcal{O}_{Y,y}\) of \(\mathcal{O}_Y\) at \(y\) is a local supercommutative ring. Then \(\mathcal{F}\) is flat over \(y\) if, for every \(x \in f^{-1}(y) \subset X\), the fiber \(\mathcal{F}_x = \lim_{\to \downarrow \mathcal{F}(U)}\) is a flat \(\mathcal{O}_{Y,y}\)-module. \(\mathcal{F}\) is flat over \(Y\) if it is flat over every point \(y \in Y\). The morphism \(f : X \to Y\) is flat if \(\mathcal{O}_X\) is flat over \(Y\).

2.4. Let \(f : X \to Y\) be a morphism of superschemes. We have the corresponding adjoint functors \(f^*, f_*\) between the categories of \(\mathcal{O}_X\)-modules and \(\mathcal{O}_Y\)-modules defined as in the non-super case. Let \(\Delta : X \to X \times_X Y\) be the relative diagonal and let \(\mathcal{J}\) be the sheaf of ideals corresponding to \(\Delta(X)\). Define the sheaf \(\Omega_{X/Y} = \Delta^*(\mathcal{J}/\mathcal{J}^2)\). A superscheme \(X\) is called irreducible (resp. finite type, separated) if \(X_{rd}\) is irreducible (resp. finite type, separated). Let \(X\) be an irreducible superscheme of finite type over an algebraically closed field \(k\). We say that \(X\) is smooth of superdimension \(n/m\) if the sheaf \(\Omega_X := \Omega_{X/k}\) is locally free of rank \(n/m\). In the split situation this is equivalent to \(X_{rd}\) being a smooth scheme over \(k\) of dimension \(n\) and \(\mathcal{J}/\mathcal{J}^2\) being a locally free \(\mathcal{O}_X/\mathcal{J}\)-module of rank \(m\).

A morphism \(f : X \to Y\) between irreducible superschemes is called smooth of relative dimension \(n/m\) if it is flat and if for each point \(x \in X\) the module \(\Omega_{X/Y} \otimes k(x)\) is a free \((k(x))\)-module of rank \(n/m\), where \(k(x)\) is the residue field of the local ring \(\mathcal{O}_{X,x}\). The morphism is étale if it is smooth of relative dimension \(0/0\).

2.5. Let \(X\) be a smooth superscheme of dimension \(n/m\) and \(\Omega_X\) be its sheaf of differentials. The dual \(\mathcal{K}_X\) of \(\Omega_X\) is called the tangent sheaf. It is a locally free sheaf of rank \(n/m\). We let[13]

\[
\omega_X = \text{Ber} \Omega_X := \text{Ext}^n_{\mathcal{O}_X, \mathcal{O}_X} (\Omega_X, \text{Sym}^* \mathcal{K}_X),
\]

be the Berezinian bundle of \(X\). It is a locally free \(\mathcal{O}_X\)-module of rank \(1/0\) if \(m\) is even and of rank \(0/1\) if \(m\) is odd. Given a morphism \(f : X \to Y\) we similarly define \(\omega_{X/Y} := \text{Ber} \Omega_{X/Y}\).

2.6. We will be interested in smooth superschemes over \(k = \mathbb{C}\). In this situation it is useful to consider the analytic topology on \(X\). Let \(X\) be such a scheme of dimension \(n/m\). For each point \(x \in X\) in such a superscheme, there exists an open neighborhood \(x \in U\) in the analytic topology such that the superspace \((U, \mathcal{O}_X|_U)\) is isomorphic to the superspace \(\mathbb{C}^n|m\) constructed...
as follows. The underlying topological space is $\mathbb{C}^n$ with its usual topology and for each $U \subset \mathbb{C}^n$ open, sections of the structure sheaf are defined to be the free supercommutative ring over the algebra $\mathcal{C}(U)$ of holomorphic functions on $U$, generated by an odd vector space of dimension $n$.

Choosing holomorphic coordinates $\{t_i\}, i = 1, \ldots, n$ in $U$ and a basis $\{\zeta_j\}, j = 1, \ldots, m$ for this vector space, we write this algebra as $\mathcal{C}(t_i)[\zeta_j]$ where the $t_i$ are commutative variables and $\zeta_j$ are anticommutative variables. We call the set $\{t_i, \zeta_j\}$ coordinates near $x$.

In the algebraic setting, we consider $\mathbb{A}_\mathbb{C}^{n|m} := \text{Spec} \mathbb{C}[t_1, \ldots, z_n, \zeta_1, \ldots, \zeta_m]$ and for a smooth scheme of dimension $n|m$ over $\mathbb{C}$, an étale map $x \rightarrow \mathbb{A}_\mathbb{C}^{n|m}$ is called a set of coordinates near $x$.

2.7. Let $X$ be a smooth superscheme over $k$ and $\mathcal{T}_X$ be its tangent sheaf. We define the sheaf of differential operators $\mathcal{D}_X$ on $\mathcal{T}_X$ as the filtered sheaf of $\mathbb{Z}/2\mathbb{Z}$ graded rings as follows. $\mathcal{F}^0\mathcal{D}_X = \mathcal{O}_X \subset \text{End}_k(\mathcal{O}_X)$ (the inclusion is by left multiplication) and inductively define
\[ \mathcal{F}^{i+1}\mathcal{D}_X = \{ S \in \text{End}_k(\mathcal{O}_X) | [S, \mathcal{O}_X] \subset \mathcal{F}^i\mathcal{D}_X \}. \]
The $\mathbb{Z}/2\mathbb{Z}$ grading is inherited from $\text{End}_k(\mathcal{O}_X)$. By $\mathcal{D}_X$-mod we mean the category of right $\mathcal{D}_X$-modules quasi-coherent as $\mathcal{O}_X$-modules. We have $\omega_X \in \mathcal{D}_X$-mod naturally via the Lie derivative. Similarly, by definition $\mathcal{D}_X$ is a left $\mathcal{D}_X$-module. The functor $\mathcal{D}_X \rightarrow \omega_X$ induces an equivalence of categories between the category of left $\mathcal{D}_X$-modules and $\mathcal{D}_X$-mod. If $\dim X = n|2m + 1$ then this functor is odd, namely it exchanges the $\mathbb{Z}/2\mathbb{Z}$-gradings in both categories (see (2.8)).

For a morphism of smooth superschemes $f : X \rightarrow Y$ we have the natural functors $f_* f^*, f_! f^!$ defined as in the non-supersituation. In particular, for the locally closed embedding $\iota : X_{\text{sm}} \rightarrow X$, we have an equivalence of categories: $\iota : \mathcal{D}_X$-mod $\rightarrow \mathcal{D}_{X_{\text{sm}}}$-mod [14].

Given a smooth morphism $\pi : X \rightarrow S$ between smooth superschemes we have the sheaf of relative differential operators $\mathcal{D}_{X/S}$ defined as follows. We first define vertical vector fields as usual by
\[ 0 \rightarrow \mathcal{T}_{X/S} \rightarrow \mathcal{T}_X \rightarrow \pi^* \mathcal{T}_S \rightarrow 0. \]
We define the sheaf of relative differential operators as the filtered sheaf of rings $\mathcal{D}_{X/S}$ on $X$ defined by $\mathcal{F}^0\mathcal{D}_{X/S} = \mathcal{O}_X \subset \text{End}_k(\mathcal{O}_X)$, and inductively by
\[ \mathcal{F}^{i+1}\mathcal{D}_{X/S} = \{ S \in \text{End}_{k-1}(\mathcal{O}_X) | [S, \mathcal{O}_X] \subset \mathcal{F}^i\mathcal{D}_{X/S} \}, \]

2.8. Let $X$ be a superscheme of finite type over a field $k$, then there exists a unique (up to quasi-isomorphism) dualizing complex $K_X \in D^b(X)$ [12, §1.5.1], that is the functor $M \rightarrow \text{Hom}(M, K)$ is an exact anti-equivalence inducing natural isomorphisms $H^i(M) \simeq \text{Ext}^{-i}(M, K_X)^*$. If $X$ is smooth then $K_X$ is concentrated in one degree so it is an $\mathcal{O}_X$-module up to a shift, and is just the Berezinian bundle $\omega_X := \text{Ber} \Omega_X^1$ defined in 2.5. If $\dim X = n|m$, the natural dualizing complex is given by $\omega_X[n]$ if $m$ is even and by $\Pi \omega_X[n]$ if $m$ is odd, where $\Pi$ is the change of parity functor.

2.9. Let $f : X \rightarrow Y$ be a smooth proper morphism of relative dimension $n|m$ between smooth superschemes. We let $\omega_f = \mathcal{P}^m \omega_X \otimes f^* \omega_Y[n - m]$ be the relative dualizing sheaf. For a coherent $\mathcal{O}_X$-module $\mathcal{F}$ and $\mathcal{O}_Y$-module $\mathcal{E}$ (more generally for objects of the appropriate derived categories) we have a functorial isomorphism (Grothendieck-Verdier duality)
\[ Rf_! R\text{Hom}(\mathcal{F}, Lf^* (\mathcal{E}) \otimes \omega_f) \simeq R\text{Hom}(Rf_! \mathcal{F}, \mathcal{E}). \]
2.10. Let \( i : Y \hookrightarrow X \) be a closed sub-superscheme defined by a sheaf of ideals \( \mathcal{I} \). We obtain a closed sub-scheme \( Y_{rd} \subset X_{rd} \) and an open sub-superscheme \( j : X \setminus Y \hookrightarrow X \) obtained as the restriction of \( \mathcal{O}_X \) to \( X_{rd} \setminus Y_{rd} \). For an \( \mathcal{O}_X \)-module \( M \) we have the module \( i_* M \) consisting of sections of \( M \) supported in \( Y \), that is, sections killed by powers of the ideal \( \mathcal{I} \) (notice that this definition only uses \( Y_{rd} \)). The functor \( i^* \) is the adjoint functor to \( i_* \) defined in the usual way (for closed \( Y \) it coincides with \( i_* \)). We have an exact triangle \( i_* i^* M \to M \to j_* j^* M \) inducing a long exact sequence in (local) cohomology

\[
\cdots \to H^k(X, M) \to H^k(X \setminus Y, j^* M) \xrightarrow{\partial} H^{k+1}_Y(X, M) \to \cdots,
\]

where as usual \( H^k_Y \) denotes the \( k \)-th derived functor of the functor of sections supported in \( Y \).

2.11. We now apply the local duality theorem together with the previous long exact sequence. That is, we consider the case \( X = \text{Spec} \, A \) where \( A \) is a local regular supercommutative ring of dimension 1\(|q\) with maximal ideal \( m \) (we will be interested in the local ring at a closed point of a supercurve) and \( Y = \text{Spec} \, A/m \) its closed point (notice that \( Y \) is of dimension 0\(|0\) hence it is not a divisor unless \( q = 0 \)). We obtain a map

\[
\text{resy} : H^0(X \setminus Y, \omega_X) \xrightarrow{\partial} H^1_Y(X, \omega_X) \to k,
\]

where the last map is the usual residue map [16].

Choosing local parameters \( z = (z; \theta^0) \) \( i = 1, \ldots, q \) for \( A \) so that \( m \) is generated by \( (z; \theta^0) \), we obtain a trivialization \( [dz] := [dz d\theta^1 \cdots d\theta^q] \) of \( \omega_X \). We use this trivialization to identify \( H^0(Y, \omega_Y) \simeq H^0(Y, \mathcal{O}_X) \simeq A_m \simeq k((z)) \) and the residue map takes the form (see for example [6, II.6.4])

\[
\text{res}_z f(z) = \left\{ \text{coeff. of } z^{-1} \theta^1 \cdots \theta^q \right\} f(z).
\]

2.12. In the relative situation, letting \( \pi : X \to S \) be a family of supercurves, so that \( \pi \) is a proper map of smooth superschemes of relative dimension 1\(|n\) with connected fibers. The duality theorem of 2.9 gives rise to the trace isomorphism

\[
R^1 \pi_* \omega_{X/S} \simeq \mathcal{O}_S,
\]

where \( \omega_{X/S} = \Pi^n \text{Ber} \, \Omega^1_{X/S}[1] \) is the Berezinian of the sheaf of relative differentials, isomorphic to the relative dualizing sheaf \( \omega_\pi \) of 2.9.

2.13. A family of \( N = n \) supercurves is a smooth morphism \( f : X \to S \) of relative dimension 1\(|n\) with connected fibers. Its reduced space \( X_{rd} \) is a family of usual curves over \( S_{rd} \). The genus of \( X/S \) is the genus of \( X_{rd}/S_{rd} \). In this article we will be concerned with elliptic supercurves, by which we mean those with genus \( g = 1 \).

There are other flavours of supercurves. We now briefly recall for example the SUSY \( N \) curves defined by Manin in [17] (also called superconformal supercurves by Rabin et. al in [18] and references therein). A (family of) SUSY \( N \) supercurve is a curve \( X/S \) of relative dimension 1\(|N\) together with a locally free locally direct subsheaf \( \mathcal{T}' \subset \mathcal{T}_{X/S} = \mathcal{T} \) of rank \( 0|N \) for which the Frobenius form

\[
\varphi : \wedge^2 \mathcal{T}' \to \mathcal{T}/\mathcal{T}', \quad \tau \wedge \tau' \mapsto [\tau, \tau'] + \mathcal{T}',
\]

is non-degenerate and split, that is, locally has an isotropic direct subsheaf of maximal rank. In this case the sheaf of relative differential operators \( \mathcal{O}_X \to \mathcal{O}_X \), relative to \( \mathcal{O}_S \) as in 2.7, is generated by multiplication by \( \mathcal{O}_X \) and sections of \( \mathcal{T}' \) since the Frobenius form is non-degenerate.

In the case \( N = 1 \) we can choose local coordinates \( z = (z, \theta) \) on \( X/S \) so that a local trivialization of \( \mathcal{T}' \) is given by \( D = D_z = \partial_\theta + \theta \partial_z \). In fact \( D^2 = \partial_z \) and \( D - \theta \cdot D^2 = \partial_\theta \) obtaining thus all
2.13. Consider $G_m$ with the multiplication law given by

$$(t, ζ) : (t', ζ') = (t + t' + ζζ', ζ + ζ').$$

It is a non-commutative smooth supergroup. It has a SUSY structure as in 2.13 given by $D = \partial_z + ζ\partial_z$. We have the subgroup $G_{m1}$ which is the open sub-superspace of $A^{11}$ obtained by restriction to $G_m \subset A^1$ (it represents the functor $R \to R^*$ of invertible elements in a super commutative ring [6, 2.8.1]). Upon choosing coordinates $(x, θ)$ the multiplication law of $G_m$ is given by

$$(x, θ) : (x', θ') = (xx' + θθ', xθ' + x'θ).$$

The exponential map $G_m = \exp G_m$ is a surjective group homomorphism sending the SUSY structure of $G$ to $D_m = x\partial_x + θ\partial_x$.

We stress however that we will not use the group structure nor the SUSY structure on these super-schemes $G_a$ and $G_m$. We will only need their super-scheme structure and as a short notation for $C^{11}$ and $C^* \times C^{01}$.

3. Preliminaries on vertex algebras

A vertex algebra $V$ consists of a $k$-vector space $V$, a vector (the vacuum vector) $|0⟩ ∈ V$, an operator $∂ = End_k(V)$ and an operation

$$\mu : V \otimes V → V \otimes k((z)), \quad a \otimes b → \mu(a \otimes b) ≡ Y(a, z)b$$

called the state-field correspondence satisfying the following axioms

1. $\mu(V \otimes |0⟩) \subset V \otimes k[[z]]$, $\mu(0 \otimes |0⟩)_{z=0} = a$ and $\mu(|0⟩ \otimes ·) = IdV \otimes 1$.
2. $[∂, Y(a, z)] = ∂_z Y(a, z)$.
3. $(z - w)^n Y(a, z) Y(b, w) = 0$ for $n \gg 0$.

Morphisms of vertex algebras are linear maps $φ ∈ Hom_k(V, V')$ such that $φ|0⟩ = |0⟩'$ and $φ' \circ φ \circ φ = φ \circ φ$. Given a vertex algebra $V$, a $V$-module $M$ is the data of a $k$-vector space $M$ together with an operation

$$\mu^M : V \otimes M → M \otimes k((z)), \quad \mu(a \otimes m) = Y^M(a, z)m$$

satisfying $Y^M(|0⟩, z) = Id_M$ and for all $a, b \in V, m \in M$, we have

$$Y^M(a, z)Y^M(b, w)m = Y^M(Y(a, z - w)b, w)m$$

as elements of $M \otimes k((z))(w))$, where in the RHS we use the canonical map $k((z - w))(w) → k((z))(w))$ of expanding $(z - w)^n$ in positive powers of $w/z$. The fact that $V$ is naturally a $V$-module with $Y = Y^V$ is known as associativity. A submodule $N \subset M$ is a vector subspace stable under $Y^M(·, z)$. The quotient space $M/N$ is naturally a $V$-module. A submodule $I \subset V$ is called an ideal, the quotient $V/I$ is naturally a vertex algebra.

Given a vertex algebra $V$ and its module $M$, we write the fields as $Y(a, z) = \sum_{n∈Z} a_{(n)}z^{-1-n}$ and $Y^M(a, z) = \sum_{n∈Z} a^M_{(n)}z^{-1-n}$ where $a_{(n)} ∈ End_k(V)$ and $a^M_{(n)} ∈ End_k(M)$. The Z/2Z-

versions of these definitions are straightforward generalizations.
3.2. Consider the algebraic group $G_a$ and its corresponding Hopf algebra: the polynomial ring $k[\partial]$. The comultiplication makes $k[\partial, \partial']$ into a $k[\partial]$-module, in particular it is a $k[\partial, \partial'] - k[\partial]$ bimodule. Let $V \in k[\partial] \text{-mod}$, we obtain a $k[\partial, \partial']$-module $\Delta, V := k[\partial, \partial'] \otimes_{k[\partial]} V$. We also have the $k[\partial, \partial']$-module $V \otimes_k V$ by the isomorphism $k[\partial] \otimes_k k[\partial] \simeq k[\partial, \partial']$. A Lie conformal algebra is an operation

$$\mu \in \text{Hom}_{k[\partial, \partial'] \text{-mod}}(V \otimes V, \Delta, V),$$

that satisfies skew-symmetry and the Jacobi axiom. The skew-symmetry condition is straightforward to write as $\mu \circ \sigma = -\sigma \circ \mu$ where $\sigma$ is the obvious isomorphism on $k[\partial, \partial']$-mod given by exchanging the two factors. The Jacobi condition is an identity in $k[\partial, \partial', \partial'']$-mod. To write it down it is customary in the literature to break the symmetry by using the isomorphism of vector spaces $\Delta, V \simeq k[\partial] \otimes_k V$ and write the operation $\mu$ as $[\lambda] : V \otimes V \to k[\lambda] \otimes V$. The Jacobi condition reads

$$[a \beta, b \gamma] = [a, b]_{\gamma + \lambda} + [b, a]_{\lambda} \in V \otimes k[\gamma, \lambda].$$

A Lie conformal algebra with $\mu = 0$ is called Abelian. A $k[\partial]$-submodule $W$ stable under $\mu$ (resp. $\mu W \otimes V \subset \Delta, W$) is called a Lie conformal subalgebra (resp. an ideal). A submodule $W$ with $\mu W \otimes V = 0$ is called an Abelian ideal.

3.3. Examples.

(a) Most examples we will work will be of Lie conformal algebras that are of finite type over $k[\partial]$. Consider first the $k[\partial]$-module

$$\text{Vir} := k[\partial]/\partial k[\partial] \oplus k[\partial] \text{Vect} \simeq k \oplus k[\partial].$$

We will denote by $L$ the generator of the free module and $C$ the generator of the first summand (so that $\partial C = 0$). The only non-trivial bracket amongst generators is

$$[L, L] = (\partial + 2\lambda)L + \frac{\lambda^3}{12}C. \quad (3.1)$$

Notice that $C$ is central in this algebra. This algebra is called the Virasoro Lie conformal algebra.

(b) Let $\mathfrak{g}$ be a finite dimensional Lie algebra and let $(,)$ be an invariant bilinear form. We will consider the $k[\partial]$-module

$$\text{Cur}(\mathfrak{g}) := k[\partial]/\partial k[\partial] \oplus k[\partial] \otimes_k \mathfrak{g} \text{Vect} \simeq k \oplus k[\partial] \otimes_k \mathfrak{g},$$

with non-trivial brackets amongst generators

$$[a \lambda b] = [a, b] + \lambda(a, b)K, \quad a, b \in \mathfrak{g},$$

where $K$ is the central element that generates $k[\partial]/\partial k[\partial]$. This algebra is called the current or affine Lie conformal algebra.

(c) A particular example of b) is when $\mathfrak{g}$ is Abelian. In this case $\mathfrak{g}$ is just a finite dimensional vector space $V$ with a symmetric bilinear form $(,)$. The non-trivial brackets amongst generators now read:

$$[v \lambda w] = \lambda(v, w)K, \quad v, w \in V.$$

This algebra is called the Heisenberg or free Bosons Lie conformal algebra.

(d) Now let $V$ be a finite dimensional vector space and let $(,)$ be a skew-symmetric bilinear form. We consider the $k[\partial]$-module

$$F(V) := k[\partial]/\partial k[\partial] \oplus k[\partial] \otimes_k V \text{Vect} \simeq k \oplus k[\partial] \otimes_k V,$$
with non-trivial brackets amongst generators

\[ [v \lambda, w] = \langle v, w \rangle K. \]

This algebra is known as the free (Bosonic) ghost system. In addition to replacement of a symmetric form by a skew-symmetric one, notice that this example is unlike the previous one in that the factor of \( \lambda \) does not appear. For this Lie conformal algebra to be nontrivial the dimension of \( V \) needs to be at least 2.

(e) From the supersymmetric point of view, the previous example is a special case of the free Fermions construction. To explain this we need a \( \mathbb{Z}/2\mathbb{Z} \)-graded version of the definition in 3.2.

Let \( V \) be a finite dimensional super vector space and let \( \langle \cdot, \cdot \rangle \) be a super-skew-symmetric bilinear form, i.e., a bilinear form \( (\cdot, \cdot) \) such that \( \langle V_0, V_1 \rangle = \langle V_1, V_0 \rangle = 0 \) and the restrictions of \( \langle \cdot, \cdot \rangle \) to \( V_0 \) and to \( V_1 \) are respectively skew-symmetric and symmetric. Then we use \( \langle \cdot, \cdot \rangle \) to form \( F(V) \) as above to obtain a super Lie conformal algebra. The particular case when \( V \) is a purely odd vector space (therefore \( \langle \cdot, \cdot \rangle \) is symmetric) is commonly known as the Lie conformal algebra of free Fermions. Notice that in this case, the dimension of \( V \) may be 1 and still the algebra may not be Abelian. For this reason the example d) above is referred to as even Fermions in some literature. In fact that algebra goes under several other names too: symplectic Bosons, Weyl Lie conformal algebra, and the \( \beta \gamma \)-system.

Remaining for now in the case when \( V \) is purely odd and can furthermore be written as \( V_+ \oplus V_- \) where \( V_+ \) and \( V_- \) are each isotropic for \( \langle \cdot, \cdot \rangle \), and are non-degenerately paired \( V_- \oplus V_+ \to k \), the corresponding Lie conformal algebra \( F(V) \) is commonly known as a Fermionic ghost system, or a \( bc \)-system. We will stick to the supersymmetric point of view and refer to all these examples as free Fermions.

(f) Consider the super \( k[\partial] \)-module \( NS \) whose even part is \( NS_0 := \text{Vir} \) and whose odd part is a free module \( NS_1 := k[\partial] \) with generator \( G \). The only non-trivial brackets are (3.1) and

\[ [L_\lambda G] = \left( \partial + \frac{3}{2} \lambda \right) G, \quad [G \lambda G] = L + \frac{\lambda^2}{6} C, \quad \text{ (3.2)} \]

(g) Lastly we define the topological Lie conformal algebra. It is a sum of the free \( k[\partial] \)-supermodule of rank \( 2|2 \) with even generators \( L, J \), odd generators \( Q, H \), and with a one dimensional centre generated by \( C \). The brackets are

\[ [L_\lambda L] = (\partial + 2\lambda)L, \quad [L_\lambda J] = (\partial + \lambda)J + \frac{\lambda^2}{6} C, \quad [L_\lambda Q] = (\partial + 2\lambda)Q, \]
\[ [L_\lambda H] = (\partial + \lambda)H, \quad [H \lambda Q] = L - \lambda J + \frac{\lambda^2}{6} C, \quad [J_\lambda J] = \frac{C}{3} \lambda, \quad \text{ (3.3)} \]
\[ [J_\lambda Q] = Q, \quad [J_\lambda H] = -H. \]

3.4. A vertex algebra \( V \) is a Lie conformal algebra with

\[ [a \lambda b] := \sum_{j \geq 0} \frac{\lambda^k}{k!} a_{(j)} b. \]

Conversely, given any Lie conformal algebra \( V \) there exists a universal enveloping vertex algebra \( \iota : V \hookrightarrow U(V) \) such that any other morphism of Lie conformal algebras \( V \to W \) to a vertex algebra \( W \) factors to a unique vertex algebra morphism from \( U(V) \). A proper ideal of \( V \) generates a proper ideal of \( U(V) \). For \( c \in k \) we will denote by \( U^c(V) \) the quotient by the ideal generated by \( (C - c) \) for \( V \) in all the examples in 3.3. In particular, the vertex algebra \( U^c(\text{Vir}) \) of Example 3.3 a) will be called the Virasoro vertex algebra of central charge \( c \). In Example 3.3 g) we will call \( c \) also central charge even though the corresponding Virasoro field has central charge 0. A
vertex algebra $V$ is called conformal if there exists a morphism $U^c(Vir) \to V$ - therefore by the universal property of $U(Vir)$ a vector $L \in V$ satisfying (3.1); such that for any $a \in V$ we have $[L_{\lambda}a] = \partial a + O(\lambda)$. This vector $L$ is usually denoted by $\omega \in V$. A vector $a$ in a conformal vertex algebra $V$ satisfying $[L_{\lambda}a] = \partial a + \Delta a + \lambda^2 p$ for some $\Delta \in k$ and $p \in V \otimes k[\lambda]$ is said to be of conformal weight $\Delta$. It is primary if $p = 0$.

Expanding the field $L(z) := Y(L, z) = \sum_{n \in \mathbb{Z}} z^{-2-n}L_n$ (note the shifting in the power of $z$ and the difference between $L_n$ and $L_{(n)}$ as in 3.1) we obtain the commutation relations of the Virasoro Lie algebra:

$$[L_m, L_n] = (m-n)L_{m+n} + \delta_{m,-n} \frac{m^3 - m}{12}c, \quad m, n \in \mathbb{Z},$$

hence a conformal vertex algebra is naturally a representation of this Lie algebra with central charge $c$. It follows from the fact that $V$ is a $V$-module (the associativity in 3.1) that for any $a \in V$ we have

$$[L_m, Y(a, z)] = \sum_{m \geq 1} \binom{n+1}{m+1} Y(L_m a, z) z^{-n-m}, \quad n \in \mathbb{Z}.$$ (3.5)

The Virasoro Lie algebra is a central extension of the algebra of polynomial vector fields on $S^1$, or the algebra of derivations of $k[z]$. This algebra has an annihilation subalgebra consisting of those vector fields that can be extended to the whole disk, that is the algebra of derivations of $k[z]$. In our basis above this corresponds to those $L_m$ with $m \geq -1$. A vertex algebra is called quasi-conformal if there exists operators $L_m \in \text{End}_k(V)$, $m \geq -1$ satisfying (3.4) and (3.5) for any $a \in V$ and such that $L_{-1} = T$ and $L_0$ is diagonal with integer eigenvalues bounded below by 0 and finite dimensional eigenspaces. We will require that our conformal algebras be quasi-conformal, namely, for a conformal vector $\omega$ such that $Y(\omega, z) = L(z)$ we will require that $L_0$ has integer eigenvalues bounded below by 0 and with finite dimensional eigenspaces.

3.5. A conformal vertex algebra is called rational if each module is completely reducible. It is called $C_2$ cofinite if the subspace

$$C_2(V) = \{ a_{(-2)}b \mid a, b \in V \} \subset V$$

is of finite codimension in $V$. A simple rational and $C_2$ cofinite vertex algebra has finitely many irreducible modules and its representation category is semisimple.

3.6. Let $V$ be a Lie conformal algebra, then its quotient $V \otimes_k k[a]$ is a Lie algebra with bracket $[a, b] := [a \lambda b]_{\lambda=0}$. Letting $\mathcal{O} = k[[t]]$ and $\mathcal{K} = k((t))$ we have a conformal algebra $\hat{V} := V \otimes \mathcal{K}$ with bracket given by

$$[a \otimes f(t) \lambda b \otimes g(t)] = [a_{\lambda+t} b] \otimes f(t)g(t)|_{t=t'}. $$

Now we combine these two constructions: for any Lie conformal vertex algebra $V$ we have the Lie algebra $\text{Lie}(V) := \hat{V} \otimes_k k$. In particular, every vertex algebra gives rise to a Lie algebra in this manner. For $a \in V$ and $n \in \mathbb{Z}$, denote by $a_{(n)}$ the image of $a \otimes t^n$ in $\text{Lie}(V)$.

3.7. The Fourier modes $a_{(n)} \in \text{End}(V)$ defined for each $a \in V$ and $n \in \mathbb{Z}$ for a vertex algebra $V$ form a Lie subalgebra of $\text{End}(V)$. Their commutator is given by

$$[a_{(m)}, b_{(n)}] = \sum_{j \geq 0} \binom{m}{j} (a_{(j)}b)_{(m+n-j)}.$$ 

The map $a_{(m)} \mapsto a_{(m)}$ defines a Lie algebra morphism $\text{Lie}(V) \to \text{End}(V)$. This map however might have a nontrivial kernel.

\footnote{There is a difference in considering derivation of $k[z, z^{-1}]$ or the completed $k((z))$ as we are considering here, but this difference is irrelevant for the purpose of this article.}
3.8. Let us expand the fields of Example 3.3(g) as

\[ J(z) = \sum_{n \in \mathbb{Z}} J_n z^{-1-n}, \quad Q(z) = \sum_{n \in \mathbb{Z}} Q_n z^{-2-n}, \quad H(z) = \sum_{n \in \mathbb{Z}} H_n z^{-1-n}, \]

then we obtain the commutation relations

\[
[L_m, L_n] = (m-n)L_{m+n}, \quad [L_m, J_n] = -nJ_{m+n} + \frac{(m^2 + m)c}{6} \delta_{m,-n}, \quad [L_m, H_n] = -nH_{m+n}
\]

\[
[L_m, Q_n] = (m-n)Q_{m+n}, \quad [J_m, J_n] = \frac{c}{3} m \delta_{m,-n}, \quad [J_m, Q_n] = Q_{m+n}
\]

\[
[J_m, H_n] = -H_{m+n}, \quad [H_m, Q_n] = L_{m+n} - mJ_{m+n} + \frac{(m^2 - m)c}{6} \delta_{m,-n}.
\]

(3.6)

This Lie superalgebra is a central extension of the Lie superalgebra of polynomial vector fields on a super-circle \( S^{1|1} \), or equivalently of derivations of \( k((z))[[\theta]] \). It will play the role of the Virasoro algebra in the supersymmetric setting.

4. SUSY VERTEX ALGEBRAS

In this section we recall some definitions from [5] and define the notion of quasi-conformal \( N_W = 1 \) SUSY vertex algebra, which is a straightforward generalization of the non-super situation.

4.1. To fix notation let \( k \) be a field (we will only need \( k = \mathbb{C} \)) and let \( \mathcal{O} = k[[z]][[\theta]] =: k[[z]] \) where \( z \) is even and \( \theta \) is odd, so that \( \mathcal{O} \) is the local ring at a point in \( A^{1|1} \) as in 2.6. Let \( \mathcal{X} = k((z))[[\theta]] =: k((z)) \) be its ring of fractions. We will often write \( k[\partial, D] \) instead of \( k[[z, \theta]] \) for the same algebra.

4.2. An \( N_W = 1 \) SUSY vertex algebra consists of a \( k[\partial, D] \)-module \( V \), a vector \( \{0\} \in V_0 \) and an even operation

\[ \mu : V \otimes V \rightarrow V \otimes \mathcal{X}, \quad \mu(a \otimes b) =: Y(a, z, \theta)b \]

satisfying

(a) \( \mu(a \otimes \{0\}) \subset V \otimes \mathcal{O}, \mu(a \otimes \{0\})|_{z=\theta=0} = a \) and \( \mu(|0\rangle \otimes \cdot) = \text{Id}_V \otimes 1 \).

(b) \( [D, Y(a, z, \theta)] = \partial_\theta Y(a, z, \theta) \) and \( [\partial, Y(a, z, \theta)] = \partial_\theta Y(a, z, \theta) \).

(c) \( (z-w)^n[Y(a, z, \theta), Y(b, w, \xi)] = 0 \) for \( n \gg 0 \) and all \( a, b \in V \).

Morphisms of SUSY vertex algebras are defined as in the usual case as even linear maps preserving vacuum vectors and intertwining the products \( V \otimes V \rightarrow V \otimes \mathcal{X} \). Similarly, a module over a SUSY vertex algebra \( V \) consists of a vector space \( M \) together with a map

\[ \mu^M : V \otimes M \rightarrow M \otimes \mathcal{X}, \quad \mu^M(a \otimes m) = Y^M(a, z, \theta)m \]

satisfying

\[ Y^M(a, z, \theta)Y^M(b, w, \xi)m = Y^M(Y(a, z-w, \theta-\xi)b, w, \xi)m, \]

as elements of \( M \otimes k((z, \theta))((w, \xi)) \), where (as before) we expand the RHS using the natural map \( k((z-w))((w)) \hookrightarrow k((z))((w)) \) (note that the odd coordinates do not introduce any new complications here).

4.3. Let \( V \) be a SUSY vertex algebra and \( M \) a \( V \)-module, then \( V \) is in particular an ordinary vertex algebra (which is \( \mathbb{Z}/2\mathbb{Z} \)-graded) and \( M \) is its module. The state field correspondence for \( V \) as a usual vertex algebra is given by \( a \otimes b \mapsto Y(a, z, \theta)b|_{\theta=0} \). For each \( a \in V \) we let \( a(z) = Y(a, z, \theta)|_{\theta=0} \). Notice that the \( \text{super-fields} \ Y(a, z, \theta) \) are naturally expanded as \( Y(a, z, \theta) = a(z) + \theta D a(z) \). Similarly we let \( a^M(z) = Y^M(a, z, \theta)|_{\theta=0} \) and the map \( a \otimes m \mapsto a^M(z)m \) expresses \( M \) as a usual module over the vertex algebra \( V \). The super-field \( Y^M(a, z, \theta) \) naturally expands as \( Y^M(a, z, \theta) = a^M(z) + \theta (Da)^M(z) \).
4.4. **Definition.** An $N_W = 1$ SUSY vertex algebra is called *quasi-conformal* if it carries a representation of the annihilation subalgebra of the topological algebra \((3.6)\), i.e., there are operators $L_n, Q_n, n \geq -1$ and $J_n, H_n, n \geq 0$ satisfying the commutation relations \((3.6)\) and such that for every $a \in V$ we have

$$[J_n, Y(a, z, \theta)] = \sum_{j \geq 0} \binom{n}{j} z^{-j-j} (Y(J_j a, z, \theta) + \theta Y(Q_{j-1} a, z, \theta))$$

$$[H_n, Y(a, z, \theta)] = \sum_{j \geq 0} \binom{n}{j} z^{-j-j} (Y(H_j a, z, \theta) - \theta Y((L_{j-1} - j J_{j-1})a, z, \theta))$$

$$[Q_n, Y(a, z, \theta)] = \sum_{j \geq -1} \binom{n+1}{j+1} z^{-j-j} Y(Q_j a, z, \theta)$$

$$[L_n, Y(a, z, \theta)] = \sum_{j \geq -1} \binom{n+1}{j+1} z^{-j-j} (Y(L_j a, z, \theta) + (j+1)\theta Y(Q_{j-1} a, z, \theta))$$

(4.1)

In addition, we require that $L_{-1} = \partial$, $Q_{-1} = D$ and $L_0, J_0$ are diagonal operators with integer eigenvalues, finite dimensional joint eigenspaces and the $L_0$ eigenvalues are bounded below by 0. A vector $v \in V$ killed by $L_n, J_n, Q_n, H_n, n > 0$ will be called *primary*. Its $L_0$ eigenvalue is called its *conformal weight* and its $J_0$ eigenvalue is called its *charge*. These conditions on $V$ guarantee that the representation of the subalgebra $\text{Der}_N \mathcal{O}^{11} = \text{span} \{ L_n, J_n, Q_n, H_n \}_{n \geq 0}$ can be exponentiated to an action of the group $\text{Aut} \mathcal{O}^{11}$ of continuous automorphisms of $\mathcal{O}^{11} = k[z, \theta]$. We will impose the additional condition that $V$ is generated, as an $\mathcal{O}^{11}$-module, by primary vectors.

The $N_W = 1$ SUSY vertex algebra $V$ is called *strongly-conformal* (or simply *conformal* if no confusion can arise) if it is quasi-conformal and furthermore there exists an even vector $j$ and an odd vector $h$ such that their corresponding fields are given by

$$Y(j, z, \theta) = J(z) - \theta Q(z), \quad Y(h, z, \theta) = H(z) + \theta (L(z) + \partial, J(z)),$$

(4.2)

satisfying the commutation relations \((3.6)\) and the above-mentioned integrability conditions.

4.5. **Definition.** Let $V$ be a quasi-conformal $N_W = 1$ SUSY vertex algebra and $M$ its module. We say that $M$ is *positive energy* if it carries a representation of the annihilation subalgebra of the topological algebra \((3.6)\) satisfying the conditions of Definition 4.4 with $Y$ replaced by $Y^M$. It follows that $V$ is a positive energy $V$-module.

4.6. We will need the following

**Lemma.** For any $x = (x, \theta), z = (z, \chi)$ we have

$$\text{res}_{x-z} i_{|z|>|x-z|} = \text{res}_{x} (i_{|z|>|z|} - i_{|z|>|x|}),$$

as maps $\text{V}[[x, z]][x^{-1}, z^{-1}, (x-z)^{-1}] \to \text{V}((z))((x))$. Here $i_{|z|>|z|}$ denotes the map

$$\text{V}[[x, z]][x^{-1}, z^{-1}, (x-z)^{-1}] \to \text{V}((z))((x))$$

of expansion in the domain $|x| > |z|$. (Equivalently, since $\text{V}[[x, z]] \subset \text{V}((z))((x))$ and $x$ and $z$ are not 0 divisors, we obtain $i_{|x|>|z|}$ by the universal property of the ring of fractions.)

**Corollary.** For any $f \in k[[x, z]][x^{-1}, z^{-1}, (x-z)^{-1}]$ one has

$$\text{res}_{x-z} i_{|z|>|x-z|} f Y(Y(a, x-z)b, z) c = \text{res}_{x} i_{|z|>|z|} f Y(a, x) Y(b, z) c - (-1)^{ab} \text{res}_{x} i_{|z|>|z|} f Y(b, z) Y(a, x) c,$$

where $(-1)^{ab}$ denotes $-1$ if both $a, b \in V_1$ and 1 otherwise.
5. (SUSY) Chiral algebras

We collect some results and definitions from [1] and [19]. Most definitions are mutatis mutandis the same ones as in [1]. The main difference in the supercurve case is that the diagonals are not divisors, however they still define a stratification of the power of a curve which one can use in the Cousin resolution. Another subtle difference discussed in Remark 5.6 is the fact that the unit chiral algebra, the Berezinian bundle of a curve \( \omega_X \) is odd when the dimension of \( X \) is \( 1/2k+1 \). We also sketch the connection between chiral algebras and vertex operator algebras following [2] and [19]. The reader more familiar with the theory of vertex operator algebras as opposed to their algebra-geometric counterparts can safely skip this section on a first reading. The essential ingredient that will be needed below is Huang’s change of coordinate formula for the (super) fields (5.5). We deduce in 5.13 the extension of \( \mathcal{D} \)-modules corresponding to the chiral algebra associated to the topological algebra of Example 3.3 g). The factorization algebra counterpart to these definitions in the supercurve case was given by Kapranov and Vasserot in [20]. Presumably one could obtain a global version of the results in this article if one would define following [1] the machinery of chiral homology on supercurves. The work of Kapranov and Vasserot [20] would be most relevant in the \( N = 1 \) supersymmetric case.

5.1. Let \( X \) be a smooth superscheme over \( k = \mathbb{C} \) of dimension \( 1/n \) for some \( n \geq 0 \). For a finite non-empty set \( I \), let \( X^I = \prod_{i \in I} X \) and denote \( p_i : X^I \to X \) the \( i \)-th projection. For each surjection \( \pi : I \to J \) we have a corresponding diagonal map \( \Delta_\pi : X^J \hookrightarrow X^I \) defined such that \( p_i \circ \Delta_\pi = p_{\pi(i)} \). Consider \( Z = \prod \Delta_\pi X^J \subset X^I \) where the union is taken over the set of all projections \( \pi : I \to J \) with \( |J| = |I| - 1 \). We let \( Z = \{ \} \) in the case \( I = \{ \} \). Let \( U^{(j)} \) be the open sub-superscheme \( X^I \setminus Z \). It is completely determined by the reduced structure of \( X_{rd}^I \) minus the diagonal divisor. In fact, we have the closed embedding \( Z_{rd} \subset X_{rd}^I \) (the diagonal divisor) and letting \( U^{(j)}_{rd} = X_{rd}^I \setminus Z_{rd} \) we have that \( U^{(j)} \) consists of \( U^{(j)}_{rd} \) as a topological space together with the restriction of \( \mathcal{O}_{X^I} \) as its sheaf of superalgebras. Let \( j = j^{(I)} : U^{(I)} \hookrightarrow X^I \) be the inclusion and finally let \( \Delta : X \to X^I \) be the total diagonal corresponding to the surjection \( I \twoheadrightarrow \{ \} \).

For a finite set \( \{ L_i \}_{i \in I} \) of \( \mathcal{D}_X \)-modules and a \( \mathcal{D}_X \)-module \( M \) We define the set of chiral operations as [1, 3.1.1]

\[
P^{ch}_I(\{ L_i \}, M) := \text{Hom}_{\mathcal{D}_X^I}(j^{(I)}, (\bigotimes_{i \in I} L_i, \Delta, M)) \tag{5.1}
\]

5.2. For a surjective map of finite non-empty sets \( \pi : J \twoheadrightarrow I \) we have the corresponding composition of chiral operations

\[
P^{ch}_I(\{ L_i \}, M) \otimes \left( \bigotimes_{i \in I} P^{ch}_{\pi^{-1}(i)}(\{ K_j \}, L) \right) \to P^{ch}_{J}(\{ K_j \}_{j \in J}, M)
\]

\[
\phi \otimes (\psi_i) \mapsto \phi(\psi_i)
\]

defined as follows. First we let \( j^{(\pi)} : U^{(\pi)} \hookrightarrow X^J \) be the open subsuperscheme defined by restriction of \( \mathcal{O}_{X^J} \) to the open set \( U^{(\pi)} := \{ (x_j) \in X^J_{rd} : \pi(j_1) \neq \pi(j_2) \Rightarrow x_{j_1} \neq x_{j_2} \} \) i.e., \( U^{(\pi)} \) is the open sub-superscheme obtained from \( X^J \) minus the diagonal corresponding to \( \pi \). Then we compose

\[
j^{(J)}_* j^{(J)*} (\bigotimes_{i \in I} K_i) = j^{(\pi)}_* j^{(\pi)*} \left( \bigotimes_{i \in I} \left( j^{(\pi^{-1}(i))}_* j^{(\pi^{-1}(i)))*} \bigotimes_{j \in \pi^{-1}(i)} K_j \right) \right) \xrightarrow{\bigotimes_{i \in I}}
\]

\[
j^{(\pi)}_* j^{(\pi)*} (\bigotimes_{i \in I} \Delta_i^{(\pi^{-1}(i))} L_i) = \Delta_* j^{(I)}_* j^{(I)*} (\bigotimes_I L_i) \xrightarrow{\Delta^{(\pi)}_* \Delta^{(I)*} M} \Delta_* \Delta^{(I)_*} M = \Delta^{(J)*} M.
\]
Here the first equality is due to the exactness of the restriction to the open sub-schemes \( U^{(i,j)} \subset U^{(\pi)} \subset X^J \). The second equality follows from the compatibility of the push-forward with the \( \otimes \) products: if \( f_i : X_i \to Y_i \) are morphisms between smooth superschemes then \( (\prod f_i)_* \otimes L_i = \otimes f_{i*} L_i \). Since \( \prod \Delta^{(-1)(\pi)} = \Delta^{(\pi)} \) it follows that \( \Delta^{(\pi)} \otimes L_i = \otimes \Delta^{(\pi)}(-1) L_i \). This composition is associative in the obvious sense and defines a colored operad or pseudo-tensor category structure in \( \mathcal{D}_X \)-mod in the sense of \([1, 1.1.1]\).

5.3. If one is given extra structure on the supercurve \( X \) one could define other compound tensor categories associated to it. For example to a SUSY structure, one may consider the ring of differential operators preserving this structure (that is generated by sections of the distribution \( \mathcal{F}' \subset \mathcal{F} \) as in \( 2.13 \)) and chiral operations as above. The corresponding chiral algebras would correspond to the \( N_K \) family of SUSY vertex algebras of \([5]\).

5.4. Let \( i_0 \in I \) and consider the projection \( \pi_{I,i_0} : X^I \to X^I_{\setminus i_0} \). The diagonal \( \Delta(I) \) factors through \( \Delta(I_{\setminus i_0}) \) and for each \( M \in \mathcal{D}_X \)-mod we have the short exact sequence:

\[
0 \to \Delta_*^{(I_{\setminus i_0})} M \boxtimes \omega_X \to j_* j^* (\Delta^{(I_{\setminus i_0})} M \boxtimes \omega_X) \to \Delta_*^{(I)} M \to 0,
\]

(5.2)

where \( j \) is the open inclusion of \( \{(x_i) \in X^I \mid x_{i_0} \neq x_i \forall i \neq i_0\} \). Projecting to \( X^I_{\setminus i_0} \) using \( \pi_{I,i_0} \) and using the trace morphism of \( 2.12 \) we obtain morphisms: inducing for each \( M \in \mathcal{D}_X \)-mod a morphism \( \tau_{i_0} \circ \pi_{I,i_0} \Delta_*^{(I)} M \to \Delta_*^{(I_{\setminus i_0})} M \).

For \( M \in \mathcal{D}_X \)-mod we set \( h(M) := M \boxtimes \omega_X \Theta_X \) and call this the de Rham functor. It is an augmentation functor in the sense of \([1, 1.25]\) for the pseudotensor structure described in \( 5.2 \), that is for each element \( i_0 \) of \( I \) of order \( |I| \geq 2 \) we have natural maps

\[
h_{I,i_0} : P^ch_\pi \{ (L_i), M \} \otimes h(L_{i_0}) \to P^ch_\pi \{ (L_i), M \},
\]

compatible with compositions (cf. \([1, 1.25]\)). The maps \( h_{I,i_0} \) are defined as follows. For \( \phi \in P^ch_\pi \{ (L_i), M \} \) and a representative \( l \in L_{i_0} \) of \( h(L_{i_0}) \), we define \( h_{I,i_0}(\phi \otimes l) \) as the composition \( a \to \phi(a \boxtimes l) \in \Delta_*^{(I)} M \to \tau_{i_0} \phi(a \boxtimes l) \in \Delta_*^{(I_{\setminus i_0})} M \). Clearly this composition is independent of the representative \( l \) chosen since the trace morphism kills total derivatives.

5.5. Definition. Let \( X \) be a smooth superscheme over \( k \) of dimension \( 1|n \). A chiral algebra on \( X \) is a (right) \( \mathcal{D}_X \)-module \( \mathcal{A} \) together with an operation \( \mu \in P^ch_\pi \{ (\mathcal{A}, \mathcal{A}), \mathcal{A} \} \) satisfying skew-symmetry and the Jacobi-condition. The skew-symmetry condition is described as follows: if \( \sigma \) is the automorphism of \( X \times X \) exchanging the \( 2 \)-factors we have \( \mu \circ \sigma = -\mu \).

To describe the Jacobi condition we consider the projection \( \pi : \{1, 2, 3\} \to \{1, 2\} \) given by \( \pi^{-1}(2) = \{2, 3\} \). According to \( 5.2 \) we have the associated composition \( \mu_{1\{23\}} := \mu(1 \otimes \mu) \). Permuting cyclically we obtain the compositions \( \mu_{2\{31\}} \) and \( \mu_{3\{12\}} \). The Jacobi condition is simply \( \mu_{1\{23\}} + \mu_{2\{31\}} + \mu_{3\{12\}} = 0 \).

The dualizing residue map res : \( j_* j^* \omega_X \to \Delta_* \omega_X \) (where \( j : U^{(1,2)} \subset X^2 \) is the open embedding of \( 5.1 \)) gives a chiral algebra structure on \( \omega_X \). A chiral algebra \( \mathcal{A} \) is called unital if it comes endowed with a morphism of chiral algebras \( \omega_X \hookrightarrow \mathcal{A} \). We will omit the word unital below.

5.6. Remark. One of the subtleties that occur in the supercurve case as opposed to the non-super situation is that the unit of a chiral algebra has a non-trivial parity (it is odd on curves of dimension \( 1|2k + 1 \)). This is due to the non-standard equivalence of categories of right \( \mathcal{D}_X \)-modules and left ones. In fact, this phenomenon occurs in a similar fashion in the non-super case of Beilinson and Drinfeld in the definition of the \( \otimes^+ \) tensor product of the category of right \( \mathcal{D}_X \)-modules. Left \( \mathcal{D}_X \)-modules have a natural tensor product structure such that \( \Theta_X \) is the unital object in the category. Using any equivalence to right \( \mathcal{D}_X \)-modules one obtains a tensor structure on the latter. Instead of using the canonical equivalence \((2.1.1.1)\) of op. cit.
We have the local ring \( O \) is given in \( \Omega \). 

In the super case, in addition to the above mentioned problem, we have that the natural equivalence of categories between left and right \( D_X \) modules carries a parity shift if the dimension of \( X \) is of the form \( n|2k+1 \). The fact that the chiral unit has a non-trivial parity comes from insisting in using a non-canonical equivalence of categories, so that \( \omega_X \) is the unital object instead of \( \Pi^m\omega_X[n] \) when \( \dim X = n|m \). One could solve this problem by changing the parity of the module \( \omega_X \) without shifting in the cohomological direction, however, as we will see shortly, the equivalence of categories between chiral and vertex algebras involves passing to left \( D_X \)-modules, and the solution to the parity problem on one side would express itself in the other side, for example by having the vacuum vector being an odd vector or the state-field correspondence reversing parity.

5.7. Applying the De Rham functor to a chiral algebra we obtain a sheaf of \( k \)-vector spaces \( h(\mathcal{A}) \) on \( X \). The operation \( \mu \) induces a Lie superalgebra structure on \( h(\mathcal{A}) \). Applying the De Rham functor along the first factor of \( X^2 \) and composing with the chiral multiplication \( \mu \) we obtain an action of \( h(\mathcal{A}) \) on \( \mathcal{A} \) and in particular on its fiber \( \mathcal{A}_x \) at a point \( x \in X \). Let \( X \) be a smooth supercurve of dimension \( 1|n \), \( \mathcal{A} \) be a chiral algebra on \( X \), and \( x \in X \) be a closed point. We define the space of conformal blocks as

\[
C(X, x; \mathcal{A}) := \text{Hom}_{h(\mathcal{A})(X \setminus x)}(\mathcal{A}_x, k).
\]

Here, as before, \( X \setminus x \) denotes the open sub-superscheme of \( X \) obtained by the restriction of \( \mathcal{O}_X \) to \( X_{\text{rd}} \setminus x_{\text{rd}} \).

5.8. In this and in the next four sections we describe the connection between SUSY vertex algebras and chiral algebras. For simplicity we restrict ourselves to general 1|1 dimensional supercurves and \( N_W = 1 \) SUSY vertex algebras. For other kinds of supercurves and SUSY vertex algebras we refer the reader to [19]. A detailed and clear account of the non-super case is given in [2], and the superspace is a simple generalization modulo subtleties regarding signs.

Let \( X \) be a smooth supercurve of dimension 1|1 over Spec \( S \) for some supercommutative ring \( S \) which we can take to be a Grassmann algebra over \( k = \mathbb{C} \). We allow \( S \) to have odd elements in order to consider them as "odd constants" in what follows. Let \( x \in X \) be a closed \( S \)-point.

We have the local ring \( \mathcal{O}_x \) and its ring of fractions \( \mathcal{K}_x \). Choosing local coordinates \( t = (t, \zeta) \) near \( x \) we obtain isomorphisms \( \mathcal{O}_x \simeq \mathcal{O}_x^{[1]} := \mathcal{S}[[t]][\zeta] \) and \( \mathcal{K}_x \simeq \mathcal{K}_x^{[1]} := \mathcal{S}((t))[\zeta] \). Consider the group of local changes of coordinates at \( x \), i.e., of continuous automorphisms of \( \mathcal{O}_x \). This group consists of formal power series \( \rho = \rho(t) = (F(t, \zeta), \Psi(t, \zeta)) \) with \( F \) even and \( \Psi \) odd, with nonzero Berezinian at \( t = (0,0) \). Indeed if we write

\[
F(t, \zeta) = a_1 t^1 + a_1 \zeta + a_2 t^2 + a_2 t \zeta + \ldots, \quad \Psi(t, \zeta) = \beta_1 t^1 + b_1 \zeta + \beta_2 t^2 + b_2 t \zeta + \ldots,
\]

where \( a_i, b_i \in S_0 \) and \( a_i, \beta_i \in S_1 \), then the condition on \( \rho \) is that

\[
\text{Ber} \rho = \text{Ber} \left( \begin{array}{c} a_1 \\ \beta_1 \\ b_1 \end{array} \right) \in S_0^*.
\]

The corresponding Lie algebra \( \text{Lie Aut} \mathcal{O} = \text{Der}_0 \mathcal{O} \) is naturally isomorphic to the positive part of the topological Lie algebra (3.6), that is the subalgebra generated by \( L_n, Q_n, J_n, H_n \) with \( n \geq 0 \).

The isomorphism is given by

\[
L_n = -t^{n+1} \partial_t - (n+1)t^n \zeta \partial_\zeta, \quad J_n = -t^n \zeta \partial_\zeta, \quad Q_n = -t^{n+1} \partial_\zeta, \quad H_n = t^n \zeta \partial_t. \tag{5.4}
\]
These are the vector fields on the formal neighborhood of \( x \in X \) vanishing at \( x \). This Lie algebra is a semidirect product of \( \text{gl}(1|1) \) generated by \( L_0, J_0, H_0, Q_0 \) and a pro-nilpotent Lie algebra. This is reflected in the fact that \( \text{Aut} \mathcal{O} \) is the semidirect product of \( GL(1|1) \) (linear changes of coordinates) with a pro-unipotent group (changes of coordinates whose first jet is the identity). According to Definition 4.4 every quasi-conformal \( N_W = 1 \) SUSY vertex algebra \( V \) is naturally an \( \text{Aut} \mathcal{O} \)-module. Similarly for a positive energy module \( M \). Recall that \( V \) and \( M \) also have actions of \( L_{-1} = -\partial_\theta \) and \( Q_{-1} = -\partial_\zeta \).

Every smooth curve has a natural \( \text{Aut} \mathcal{O} \)-torsor \( \tilde{X} \) given by pairs \((x, t)\) where \( x \in X \) is a point and \( t = (t, \zeta) \) are local coordinates at \( x \). This is called the Gelfand-Kazhdan structure [21] of \( X \) and in fact is well defined for any smooth superscheme of dimension \( n|m \) (not necessarily \( 1|m \)). For a discussion in this context and the fact that \( \tilde{X} \) is a well defined \( \text{Aut} \mathcal{O} \) torsor (locally trivial in the Zariski topology) we refer the reader to [1, § 2.9.9], [2] in the non-supercase and [19] for supercurves. It follows that every SUSY vertex algebra \( V \) gives rise to a quasi-coherent sheaf (an infinite rank vector bundle)

\[ \mathcal{V} = \tilde{X} \text{Aut} \mathcal{O} \times V. \]

This vector bundle carries a flat connection \( \nabla \) locally given in coordinates by

\[ \nabla = d + L_{-1} dt + Q_{-1} d\zeta. \]

Flatness follows from the fact that \( L_{-1} \) and \( Q_{-1} \) commute. It follows that \( \mathcal{V} \) is a left \( \mathcal{D}_X \)-module.

5.9. The essential part of the construction is the fact that the state field correspondence of \( V \) produces a well defined section of \( \mathcal{V}^* \). Let us describe this in the analytic topology. Any coordinate system \( t = (t, \zeta) \) near \( x \in X \) trivializes \( \tilde{X} \) and therefore identifies the fiber \( V \rightarrow \mathcal{V}_x \).

Using this trivialization, sections of \( V \) on the formal punctured disk \( \mathcal{D}_x := \text{Spec} \mathcal{X}_x \) near \( x \) are identified with \( V \otimes \mathcal{X}_x \). Therefore the state-field correspondence map

\[ a \mapsto Y(a, t, \zeta), \]

can be viewed as an \( \text{End} \mathcal{V}_x \)-valued section of \( V^* : \mathcal{V}_x(\cdot) \). We have

**Theorem.** [19, Thm. 3.5] \( \mathcal{V}_x(\cdot) \) is independent of the coordinates \( t \) chosen, i.e. it is a well defined \( \text{End} \mathcal{V}_x \)-valued section of \( V^* \) on \( \mathcal{D}_x^+ \).

The key ingredient in the proof of this Theorem is a super-field version of Huang’s change of coordinates formula. For any \( \rho \in \text{Aut} \mathcal{O} \) and \( a \in V \) we have:

\[ Y(a, t) = \rho Y(\rho_0^{-1}a, \rho(t)) \rho^{-1} \quad (5.5) \]

Here we abuse notation by identifying \( \rho \) with its corresponding action on \( V \) obtained by exponentiating the \( \text{Der}_0 \mathcal{O} \)-action. For a coordinate \( t \) the automorphism \( \rho_t \in \text{Aut} \mathcal{O} \) is defined by \( \rho_t(x) = \rho(x + t) - \rho(x) \), where \( x = (x, \theta) \), \( t = (t, \zeta) \), and \( x + t = (x + t, \theta + \zeta) \). If \( \rho = (F, \Psi) \) then \( \rho_t = (F_t, \Psi_t) \) where \( F_t(x) = F(x + t) - F(t) \), and \( \Psi_t(x) = \Psi(x + t) - \Psi(t) \).

5.10. The bundle \( \mathcal{V} \) has infinite rank, it carries a filtration by \( \mathcal{V}_x \) defined to be the \( \text{Aut} \mathcal{O} \)-submodule of \( V \) generated by all vectors of conformal weight at most \( n \). The corresponding quotients \( \mathcal{V}_{x(n+1)} \div \mathcal{V}_{x(n)} \) are finite rank vector bundles on \( X \).

5.11. The sections \( \mathcal{V}_x(\cdot) \) can be globalized by moving the point \( x \in X \), in this way we recover the chiral operation \( \mu \) on the right \( \mathcal{D}_X \)-module \( \mathcal{A} := \mathcal{V} \otimes \omega_X \). In local coordinates \( \mu \) takes the following form. Let \( t = (t, \zeta) \) be coordinates near \( x \in X \) and consider another set of coordinates \( x = (x, \theta) \). We have a trivialization of \( \omega_{X_2} \) near the diagonal point \((x, x) \in \Delta \subset X^2 \) given by the section of the Berezinian bundle \([dt \wedge dx] := [dt dx d\zeta d\theta] \). Using these coordinates we obtain a local trivialization of the \( \mathcal{D}_X \)-module \( \mathcal{A} \otimes \mathcal{A} \). Its local sections are given by
\( f(t, x)(a \otimes [dt]) \otimes (b \otimes [dx]) = f(t, x)(a \otimes b) \otimes [dt \otimes dx] \) where we used the natural identification \( \omega_X \otimes \omega_X \simeq \omega_{X^2} \) and \( f \) is a regular function of \( X^2 \) near \((x, x)\) and \( a, b \in V \). Since we are interested in \( j, j^* \omega \otimes \omega \) as in (5.1) we will allow \( f \) to have poles at \( t = x \). Similarly we obtain a local trivialization of the \( \mathcal{D}_{X^2}\)-module \( \Delta_\omega \). Its local sections are given by \( f(t, x)[dt] \otimes a[dx] \) mod reg where we allow \( f \) to have poles at \( t = x \) and mod reg means that we mod out by regular sections of \( \omega_X \otimes \omega \) (that is local sections with \( f \) regular). We finally let

\[
\mu : f(t, x)(a \otimes b) \otimes [dt \otimes dx] \mapsto f(t, x)[dt] \otimes Y(a, t - x)b[dx] \mod \text{reg.}
\]

We have

**Theorem.** [19, Thm 4.12] [2, Thm 18.3.3] The map \( \mu \) so defined is independent of the coordinates chosen and gives rise to a chiral algebra on the supercurve \( X \) as in definition 5.5.

5.12. The Harish-Chandra setting of [1, § 2.9.9] applies and the chiral algebra \( \mathcal{A} \) that one obtains from a quasi-conformal \( \mathcal{N} ie \) vertex algebra \( V \) is universal in the following sense. Our \( V \) gives rise to a rule that assigns to each smooth family \( X/S \) of relative dimension \( 1 \) a quasi-coherent left \( \mathcal{D}_{X/S}\)-module \( \mathcal{F}_{X/S} \) and to each fibrewise étale morphism of families \( f : X'/S' \to X/S \) an identification \( \mathcal{F}_{X'/S'} \simeq f^* \mathcal{F}_{X/S} \).

5.13. Example. Let \( V \) be the topological vertex algebra of example 3.3(g). It is conformal as defined in 4.4. Consider a curve \( X \) and the corresponding chiral algebra \( \mathcal{A} \) over \( X \). The subspace \( V_{\leq 1} \) generated by \( |0\> \), \( h, j \) is a \( 2|1 \) dimensional \( \text{Aut } \mathcal{O} \)-submodule of \( V \) which generates a sub \( \mathcal{D}_X \)-module of \( \mathcal{A} \). As a \( \mathcal{O}_X \)-module, this module is an extension by \( \omega_X \) (generated by the vacuum vector) of some rank \( 1|1 \) locally free \( \mathcal{O}_X \)-module which we proceed to identify.

Let \( t = (t, \zeta) \) be local parameters near some point of \( X \) and consider \( \rho = (F, \Psi) \in \text{Aut } \mathcal{O} \) some change of coordinates \( t \mapsto (F(t), \Psi(t)) \). We expand

\[
\rho_t(x) = (F_t(x), \Psi_t(x)) := (F(t + x) - F(t), \Psi(t + x) - \Psi(t))
\]
as a power series in \( x = (x, \theta) \) as

\[
F_t(x) = x\partial_t F(t) + \theta \partial_t F(t) + \theta x \partial_{\zeta, t} F(t) + \frac{x^2}{2} \partial_{\zeta, t}^2 F(t) + \ldots
\]

\[
\Psi_t(x) = x \partial_t \Psi(t) + \theta \partial_t \Psi(t) + \theta x \partial_{\zeta, t} \Psi(t) + \frac{x^2}{2} \partial_{\zeta, t}^2 \Psi(t) + \ldots
\]

On the other hand \( \rho_t = \exp(v(t)) \) for some \( v \in \text{Der}_0 \mathcal{O} = \text{Lie } \text{Aut } \mathcal{O} \). We may take the general form

\[
\rho_t(x) = \exp \left( \sum_{i \geq 1} \tau_i (x^{i+1} \partial_x + (i + 1)x^i \theta \partial_0) + \alpha_i x^i \theta \partial_0 + \varepsilon_i x^i \theta \partial_2 + \delta_i x^{i+1} \delta_0 \right)
\]

\[
\times (1 + \varepsilon_0 \partial_x q(x \partial_x + \theta \partial_0)) y^\partial_x (1 + \delta_0 x \partial_0) x,
\]

and expand to obtain

\[
F_t(x) = qx + q \varepsilon_0 \theta + q^0 (\alpha_1 + 2 \tau_1) + \varepsilon_1) \theta x + q (\tau_1 + \varepsilon_0 \delta_1) x^2 + \ldots
\]

\[
\Psi_t(x) = q \delta_0 x + q^0 (y - \varepsilon_0 \delta_0) \theta + q (\delta_0 \varepsilon_1 + (y - \varepsilon_0 \delta_0)(\alpha_1 + 2 \tau_1)) \theta x + q (\delta_0 \tau_1 + (y - \varepsilon_0 \delta_0) \delta_1) x^2 + \ldots
\]
Equating coefficients with (5.6) then yields

\[ q = \partial_t F, \quad \varepsilon_0 = -\frac{\partial_t F}{\partial \varepsilon_0}, \quad \delta_0 = \frac{\partial \psi}{\partial \tau_1}, \quad y = \frac{\partial \psi}{\partial \tau_1} - \frac{\partial_t F \partial \psi}{(\partial_t F)^2} = \text{Ber} \rho^{-1} \]

\[ \tau_1 + \varepsilon_0 \delta_1 = \frac{1}{2} \frac{\partial^2 F}{\partial \varepsilon_0 \partial \delta_1}, \quad \varepsilon_0 (\alpha_1 + 2 \tau_1) + \varepsilon_1 = \frac{\partial^2 \psi}{\partial \tau_1}, \quad (\partial \psi) \tau_1 + (\partial \psi) \delta_1 = \frac{1}{2} \frac{\partial^2 \psi}{\partial \tau_1}, \quad (\partial \psi) \varepsilon_1 + (\partial \psi) (\alpha_1 + 2 \tau_1) = \frac{\partial^2 \psi}{\partial \tau_1}. \quad \text{(5.7)} \]

Note that the Berezinian of the change of coordinates \( \rho \) is given by

\[ \text{Ber} \rho = \text{Ber} \left( \frac{\partial_t F}{\partial \tau_1} \frac{\partial \psi}{\partial \tau_1} \right) = \frac{\partial_t F}{\partial \tau_1} + \frac{\partial_t F \partial \psi}{(\partial_t F)^2}. \quad \text{(5.8)} \]

Using (5.4) we compute the action of

\[ \rho_t^{-1} = \exp(\delta_0 Q_0) y^\alpha q^\beta \exp(-\varepsilon_0 H_0) \exp \left( \sum_{\ell \geq 1} \tau_1 L_1 + \alpha_1 J_1 - \varepsilon_1 H_1 + \delta_1 Q_1 \right) \]

on the vector space spanned by the vectors \( \{0, h, j\} \) to be left multiplication by the matrix

\[ \begin{pmatrix} 1 & \frac{\delta_1}{q} & \frac{\varepsilon_0}{q y^{-1} \varepsilon_0} \\ 0 & q y^{-1} & q (1 - y^{-1} \varepsilon_0 \delta_0) \end{pmatrix}. \quad \text{(5.9)} \]

We notice that the lower 2 \( \times \) 2 block is given by

\[ q y^{-1} \begin{pmatrix} 1 & \varepsilon_0 \\ 0 & y - \varepsilon_0 \delta_0 \end{pmatrix} = \text{Ber} \rho \left( \frac{\partial_t F}{\partial \tau_1} - \frac{\partial \psi}{\partial \psi} \right) \quad \text{(5.10)} \]

which are the transition functions of \( \omega_X \otimes \Omega^1_X \). It follows that \( \omega_{\leq 1} \) is an extension

\[ 0 \to \omega_X \to \omega_{\leq 1} \to \mathcal{F}_X \to 0, \]

of the tangent bundle of \( X \) by its Berezinian bundle showing that the topological algebra 3.3 g) gives the supersymmetric analog of the Virasoro extension of \([1, \S 2.5.10]\).

5.14. There is a subtlety regarding the rule of signs when one considers matrices with entries in a supercommutative ring. Just as in the commutative case, every left module can be made into a right module in a compatible manner, however care must be taken on the signs that appear. For a full account we refer the reader to [13, 17]. In the case at hand in Example 5.13 we consider \( V \) and its subspace \( V_{\leq 1} \) with basis \( \{0, h, j\} \) as right modules over the algebra \( \mathbb{C} [\varepsilon, \delta] \).

As such we write a vector of coordinates as a vertical matrix \( (\alpha \beta \gamma)^T \) to denote the vector \( |0 \rangle \alpha + h \beta + j \gamma \). An endomorphism of this space is written as a 3 \( \times \) 3 matrix with entries in \( \mathbb{C} [\varepsilon, \delta] \) acting by multiplication on the left on the column of right coordinates. This explains the signs in the 2,3-entry of (5.9) and the 1,2-entry of (5.10) which might seem strange at first sight.

6. Families of elliptic (super) curves

In this section we construct two families \( M^{even} \) and \( M \) of elliptic supercurves, and we describe the chiral algebras over these families corresponding to a quasi-conformal \( N_W = 1 \) SUSY vertex algebra. Moduli spaces of elliptic supercurves have been considered by many authors. In the case of \( N = 1 \) supercurves or \( N = 2 \) SUSY curves these moduli spaces where studied in detail in [22]. Recently these moduli spaces have caught some attention in the physics literature (see [23, 24] and references therein).
6.1. As a preliminary we describe the non super case. Let $V$ be a quasi-conformal vertex algebra and let $\mathcal{A}$ be the chiral algebra over $\mathbb{A}^1$ corresponding to $V$. This chiral algebra is equivariant with respect to the group $\text{Aff}$ of affine transformations of $\mathbb{A}^1$. We have an action of $G_m$ on $V$ defined by $a \mapsto q^{-L_0}a$ for $q \in G_m$. After fixing a global coordinate $t$ on $\mathbb{A}^1$, we also have an action of $G_m$ on $\mathbb{A}^1$ defined by $t \mapsto qt$. The coordinate $t$ trivializes $\mathbb{A}^1 \times V \simeq V$ via the map $(x, a) \mapsto (t_x, a)$, where $t_x$ is the induced local coordinate at $x \in \mathbb{A}^1$. It also furnishes a trivialization $dt$ of $\omega_{\mathbb{A}^1}$, and hence of $\mathcal{A} = V \otimes \omega_{\mathbb{A}^1}$. This allows us to identify sections of $\mathcal{A}$ with functions $a(x) : \mathbb{A}^1 \to V$. Under this identification the isomorphism $q^a : \mathcal{A} \to \mathcal{A}$ corresponding to $q \in G_m$ is $a(x) \mapsto q^{1-\Delta_a}a(qx)$, where $\Delta_a$ is the conformal weight of $a$.

In what follows we will consider $\mathcal{A}$ as a chiral algebra on $G_m \subset \mathbb{A}^1$ by restriction. We will also fix $q \in G_m$ and consider the action of $Z$ defined by

$$n : a(x) \mapsto q^{n-\Delta_a}a(q^n x). \quad (6.1)$$

6.2. The exponential map $\exp : \mathbb{A}^1 \to G_m$ identifies the translation $\tau \in G_m$ with the automorphism $q$ above, where $q = e^{2\pi i \tau}$. The universal property 5.12 implies an isomorphism $\mathcal{A}_\mathbb{A}^1 \simeq \exp^* \mathcal{A}_{G_m}$. After using the global coordinate $t$ to identify sections with functions, this isomorphism matches the constant section $a(x) = a$ of $\mathcal{A}_\mathbb{A}^1$ with the section $a(x) = x^{\Delta_a}a$ of $\mathcal{A}_{G_m}$. Between the chiral algebras $\mathcal{A}_\mathbb{A}^1$ and $\mathcal{A}_{G_m}$ the constant section $a$ is matched with $x^{\Delta_a}a$. The action (6.1) corresponds in this way to $a(x) \mapsto a(x + n \tau)$. A priori this action is simpler, since it can be defined without the need of a quasi-conformal structure on $V$. However, the quasi-conformal structure is required to make the identification of chiral algebras associated to the exponential map.

6.3. Now we consider the relative situation. Let $S = \mathbb{H} \subset \mathbb{C}$ be the upper half complex plane and let $X = G_m \times S$ be the trivial family over $S$, with global coordinate $t$. We put $q = e^{2\pi i \tau}$ as usual. We have an action of $Z$ on $X/S$ by $n : (x, \tau) \mapsto (q^n \cdot x, \tau)$. Let $V$ and the action of $G_m$ on $V$ be as above, and let $\mathcal{A}$ be the chiral algebra over $X$ corresponding to $V$. Global sections of $\mathcal{A}$ are now identified with functions $a(x, q) : X \to V$, and the induced action $n^* \mathcal{A} \simeq \mathcal{A}$ on sections is given by (6.1). Often we will consider sections on $X$ flat over $S$ and will write them as $a(x)$ instead of $a(x, q)$.

6.4. Upon taking the quotient $\pi : X \to E := X/Z$ we obtain a versal family $E/S$ of elliptic curves. We let $\mathcal{A}_E$ be the chiral algebra on $E$ associated to $V$. From the universal property 5.12 we obtain an isomorphism $\mathcal{A} \simeq \pi^* \mathcal{A}_E$ which identifies sections of $\mathcal{A}_E$ with $Z$-equivariant sections of $\mathcal{A}$ over $X$.

We may construct such a section as the sum

$$\sum_{n \in \mathbb{Z}} q^{n-\Delta_a}a(q^n x) \quad (6.2)$$

of the $Z$-translates of a given section $a(x)$ (flat over $S$). Whenever this sum is convergent we obtain a well defined $Z$-equivariant section of $\mathcal{A}$ over $X$, which is the same as a section of $\mathcal{A}_E$ over $E$ in the appropriate category (eg. analytic, algebraic, etc).

6.5. To obtain a universal family of elliptic curves we must take a further quotient of $E/S$ by an action of the modular group $SL(2, Z)$ defined by

$$\begin{pmatrix} a & b \\ c & d \end{pmatrix} \cdot (\tau, t) = \begin{pmatrix} a \tau + b \\ c \tau + d \end{pmatrix}, \quad ad - bc = 1. \quad (6.3)$$

The $SL(2, Z)$ is nontrivial on the base $S$ and the quotient $S/SL(2, Z)$ is the coarse moduli space $M_{1,1}$ of elliptic curves. The orbifold quotient $\mathcal{E} := E/SL(2, Z)$ is the universal family of elliptic curves.
6.6. The coarse moduli space \( M_{1,1} \) has a compactification \( \overline{M}_{1,1} \) obtained by adding the cuspidal elliptic curve at \( q \to 0 \). We wish to construct sections of \( \mathcal{A} \) that extend to this cuspidal curve. In other words we wish to construct sections possessing an expansion in positive powers of \( q \) in (6.2).

**Lemma.** Let \( z \in \mathbb{C}^* \), \( a \in V \) of conformal weight \( \Delta \), and let \( k, l \geq 0 \). Consider the section

\[
a(x) = \frac{x^k a}{(x - z)^l} \in H^0(X \setminus z, \mathcal{A}),
\]

which has a pole of order \( l \) at the point \( z \). If \( \Delta + l > k + 1 > \Delta \) then the sum (6.2) is a well defined section in the formal neighborhood of the cuspidal curve in \( M_{1,1} \), that is viewed as a formal series, it does not have negative powers of \( q \). Choosing \( k = \Delta \) and \( l = 2 \) is always a solution to this system of inequalities and there is no solution for \( l = 1 \).

**Proof.** The sum (6.2) is in this case

\[
\sum_{n \in \mathbb{Z}} q^{n - n\Delta - n(k - 1)} (q^n x - z)^{-l}.
\]

The numerator has only positive powers of \( q \) as long as \( n(k + 1) > n\Delta \). If \( n > 0 \) the denominator is regular as \( q \to 0 \) since \( z \in \mathbb{C}^* \). It follows that the summands with \( n > 0 \) vanish at \( q = 0 \) as long as \( k + 1 > \Delta \). When \( n < 0 \) the denominator has a zero of order \( nl \) at \( q = 0 \), it follows that the quotient has only positive powers of \( q \) as long as \( k + 1 - l < \Delta \). \( \square \)

6.7. Now we carry out similar constructions in the supersymmetric case. Let \( V \) be a quasi-conformal \( N_W = 1 \) SUSY vertex algebra and let \( \mathcal{A} \) be the corresponding chiral algebra over \( X = \mathbb{A}^{1|1} \). This chiral algebra is equivariant with respect to the group \( Aff^{1|1} \) of affine transformations of \( \mathbb{A}^{1|1} \). Consider the even subgroup \( G_m \times G_m \subset \mathbb{G}_m^{1|1} \), it acts on \( V \) by \( a \mapsto q^{-L_0}y^{-\partial_0}a \) for \( (q, y) \in G_m \times G_m \). After fixing a global coordinate \( t = (t, \zeta) \) on \( \mathbb{A}^{1|1} \) we have an action

\[
(t, \zeta) \mapsto (qt, qy\zeta),
\]

of \( G_m \times G_m \) on \( \mathbb{A}^{1|1} \). The coordinates \( (t, \zeta) \) trivialize \( \mathbb{A}^{1|1} \times V \simeq \mathcal{A} \) via the map \( (x, \theta; a) \mapsto (t_x, \theta; a) \) where \( (t_x, \zeta_\theta) \) are the induced local coordinates at \( (x, \theta) \). We also obtain from \( (t, \zeta) \) the global trivialization \( dtd\zeta \) of \( \omega_{\mathbb{A}^{1|1}} \), and hence of \( \mathcal{A} = \mathcal{A} \otimes \omega_{\mathbb{A}^{1|1}} \). This allows us to identify sections of \( \mathcal{A} \) with functions \( a(x, \theta) : \mathbb{A}^{1|1} \to V \). Under this identification the isomorphism \( q^* \mathcal{A} \simeq \mathcal{A} \) corresponding to \( q = (q, y) \in G_m \times G_m \) is \( a(x, \theta) \mapsto q^{-\Delta_a y^{-1}c_a}a(qx, qy\theta) \) (note that the Berezinian of (6.4) is \( y^{-1} \)). Here \( \Delta_a \) and \( c_a \) are the conformal weight and charge of \( a \) respectively.

As before we consider \( \mathcal{A} \) as a chiral algebra on \( \mathbb{G}_m^{1|1} \subset \mathbb{A}^{1|1} \) by restriction. We also fix \( \mathfrak{q} = (q, y) \in G_m \times G_m \) and consider the action of \( \mathbb{Z} \) defined by

\[
n : a(x, \theta) \mapsto q^{-\Delta_a}y^{-n}c_a(q^n x, q^n y^\theta).
\]

6.8. As in 6.2 we might have taken an \( N_W = 1 \) SUSY vertex algebra \( V \) (a priori without quasi-conformal structure) to obtain a chiral algebra on \( \mathbb{A}^{1|1} \) equivariant by the translation group \( \mathbb{G}_a^{1|1} \). If we equip \( V \) with a quasi-conformal structure then we may use the exponential change of coordinates \( \exp : \mathbb{G}_a^{1|1} \to \mathbb{G}_m^{1|1} \) from 2.14 and the universal property 5.12 to recover the action (6.5) of \( G_m \) in the exponentiated coordinates.
6.9. Now let $S = S^{2|0} := \mathbb{H} \times \mathbb{C}$ and let $X = \mathbb{C}^{1|1} \times S$ be the trivial family with fiber $\mathbb{C}^{1|1} \simeq \mathbb{C}^* \times \mathbb{C}^{0|1}$, and let $(t, \zeta)$ be a choice of global coordinate for $\mathbb{C}^{1|1}$. For $\tau \in \mathbb{H}$ and $\alpha \in \mathbb{C}$ we put $q = e^{2\pi i \tau}$, $y = e^{2\pi i \alpha}$. We have an action of $\mathbb{Z}$ on $X/S$ by $n : ((x, \theta), (q, y)) \mapsto ((q^n x, q^n y^\theta), (q, y))$.

Let $V$ be a quasi-conformal $N_{V} = 1$ SUSY vertex algebra and let $\mathcal{A}$ be the chiral algebra over $X$ corresponding to $V$. The trivialization of $\mathcal{A}$ induced by the global coordinates $(t, \zeta)$ allows us to write sections as functions $a(x, q) : X \to V$ (here and below we write $x$ for $(x, \theta)$). For $(y, q) = (e^{2\pi i \tau}, e^{2\pi i \alpha}) \in S$. The induced action of $\mathbb{Z}$ on sections is given by (6.5).

We define the family $E^0$ of superelliptic curves to be the quotient $X \to E^0 := X/\mathbb{Z}$. Since the base $S^{2|0}$ of $E^0$ is even we refer to it as the even family of elliptic supercurves. Let $\mathcal{A}_{E^0}$ be the chiral algebra over $E^0$ associated to $V$. The universal property 5.12 identifies sections of $\mathcal{A}_{E^0}$ with $\mathbb{Z}$-equivariant sections of $\mathcal{A}$ over $X$.

As in 6.4 we may construct such an equivariant section as the sum

$$
\sum_{n \in \mathbb{Z}} q^{-n\Delta_x} y^{-n-nc_{s} \alpha}(q^n x, q^n y^{\theta}).
$$

(6.6)

of $\mathbb{Z}$-translates of a given section $a(x, \theta)$ of $\mathcal{A}$ over $X$.

6.10. The quotient $E^0 = X/\mathbb{Z}$ may also be viewed as a quotient $\mathbb{H}^{1|1} \times S/\mathbb{Z}^2$ where the action of $\mathbb{Z}^2$ is generated by

$$
A : (t, \zeta; \tau, \alpha) \mapsto (t + 1, \zeta; \tau, \alpha), \quad \text{and} \quad B : (t, \zeta; \tau, \alpha) \mapsto (t + \tau, e^{2\pi i \alpha} \zeta; \tau, \alpha).
$$

(6.7)

6.11. The base $S^{2|0}$ of our families carries an action of $SL(2, \mathbb{Z})$ defined by

$$
\begin{pmatrix} a & b \\
 c & d
\end{pmatrix} \cdot (\tau, \alpha) = \begin{pmatrix} a \tau + b \\
 c \tau + d
\end{pmatrix}, \quad ad - bc = 1.
$$

(6.8)

It also carries an action of $\mathbb{Z}^2$ defined by

$$
\gamma \cdot (\tau, \alpha) := (\tau, \alpha + m \tau + n), \quad \gamma = (m, n) \in \mathbb{Z}^2.
$$

(6.9)

It is easy to check that these combine into an action of the Jacobi group $SL(2, \mathbb{Z}) \ltimes \mathbb{Z}^2$. The product in this group is

$$(A, \gamma) \cdot (A', \gamma') = (AA', \gamma A' + \gamma')$$

where $A, A' \in SL(2, \mathbb{Z})$ and $\gamma, \gamma' \in \mathbb{Z}^2$. We claim that this action of $SL(2, \mathbb{Z}) \ltimes \mathbb{Z}^2$ on $S$ extends to an action on the family $E^0$. Indeed we have the following.

**Lemma.** Introduce the maps

$$
(t, \zeta) \mapsto \gamma \cdot (t, \zeta) := (t, e^{2\pi i \alpha} \zeta),
$$

(6.10)

for $\gamma = (m, n) \in \mathbb{Z}^2$, and

$$
A \cdot (t, \zeta) = \begin{pmatrix} t \\
 c \tau + d
\end{pmatrix}, \quad \text{ad} - bc = 1,
$$

(6.11)

for $A \in SL(2, \mathbb{Z})$. These induce isomorphisms $\gamma : E^0_{(\tau, \alpha)} \simeq E^0_{\gamma(\tau, \alpha)}$ and $A : E^0_{(\tau, \alpha)} \simeq E^0_{A(\tau, \alpha)}$ respectively. Here $E^0_{(\tau, \alpha)}$ is the fiber of $E^0$ at the point $(\tau, \alpha) \in S$. These isomorphisms are compatible in the sense that for $A, A' \in SL(2, \mathbb{Z})$ and $\gamma, \gamma' \in \mathbb{Z}^2$ we have

$$
A \circ A'(t, \zeta) = (AA')(t, \zeta), \quad \gamma \circ \gamma'(t, \zeta) = (\gamma + \gamma')(t, \zeta), \quad \text{and} \quad \gamma \circ A(t, \zeta) = A \circ (\gamma A)(t, \zeta).
$$
Proof. The first isomorphism is easy to see. Let us prove that (6.11) induces an isomorphism $E^0_{(\tau, \alpha)} \cong E^0_{(\tau', \alpha')}$ where $(\tau', \alpha') = A \cdot (\tau, \alpha)$ is given by (6.8). We start with the ansatz $t' = \frac{x}{c \tau + d}$ and $\zeta' = e^{2 \pi i x} \zeta$ for some unknown $x$. The change $t' \mapsto t' + 1$ corresponds to $t \mapsto t + c \tau + d$ and therefore if (6.7) is to be satisfied $\zeta \mapsto e^{2 \pi i (c \tau + d) \alpha} \zeta$. This is in turn implies that $\zeta' \mapsto e^{2 \pi i x (c \tau + d) + c \alpha} \zeta'$. We want $\zeta' \mapsto \zeta'$, but for this to be true there must exist $n \in \mathbb{Z}$ such that
\[
x(\alpha (\tau + d) + ca = n.
\]
Similarly, the map $t' \mapsto t' + \tau'$ corresponds to the change $t \mapsto t + a \tau + b$ which in turn induces $\zeta \mapsto e^{2 \pi i a \alpha} \zeta$ and therefore $\zeta' \mapsto e^{2 \pi i (a \alpha + \theta + b) + c \alpha} \zeta'$. This in turn should be equal to $e^{2 \pi i \alpha} \zeta' = e^{2 \pi i x (c \tau + d) \zeta'}$. We obtain that there should exist an integer $m$ such that
\[
x(a \tau + b) + ca = -m + \frac{\alpha}{c \tau + d}.
\]
Multiplying (6.12a) by $(a \tau + b)$, (6.12b) by $(c \tau + d)$ and subtracting we obtain that the two integer numbers $m$ and $n$ should satisfy:
\[
-\alpha = -ca(a \tau + b) - ca(c \tau + d) = n(a \tau + b) + m(c \tau + d) - \alpha \tag{6.13}
\]
Comparing the linear and constant terms in $\tau$ we obtain the system:
\[
\begin{pmatrix}
  n \\
  m
\end{pmatrix}
\begin{pmatrix}
  a & b \\
  c & d
\end{pmatrix}
= \begin{pmatrix}
  0 \\
  0
\end{pmatrix}
\]
therefore $m = n = 0$ is the unique solution and from (6.12a) we read $x = -\frac{ca}{c \tau + d}$. The rest of the statement is a straightforward verification. \hfill \Box

6.12. The orbifold quotient $\mathcal{M}^0 := \mathbb{H} \times \mathbb{C} / SL(2, \mathbb{Z}) \rtimes \mathbb{Z}^2$ is a fine moduli space for even families of elliptic supercurves, that is to say, any family $Y \to T$ of elliptic supercurves over a purely even base $T$ such that the module of odd coordinates forms a degree 0 line bundle over the reduced curve $Y_{rd}$ is the pullback of the universal family $\mathcal{E}^0 := E^0 / SL(2, \mathbb{Z}) \rtimes \mathbb{Z}^2$ by a map $T \to \mathcal{M}^0$.

On the other hand $\mathcal{M}^0$ is itself a universal family of elliptic curves as we saw in 6.6. We may view this universal curve (or rather its Jacobian) as parametrizing pairs consisting of an elliptic curve and a degree zero line bundle over it. Any elliptic supercurve over an algebraically closed field splits, namely it consists of a usual elliptic curve $X_{rd}$ together with a line bundle over it (defining the odd coordinates of $X$). Therefore purely even families of elliptic supercurves are the same as families of elliptic curves equipped with line bundle.

Note that while the orbit space $\mathbb{H} \times \mathbb{C}/SL(2, \mathbb{Z}) \rtimes \mathbb{Z}^2$ projects to $\mathbb{H}/SL(2, \mathbb{Z})$, the fiber over $\tau$ is not the elliptic curve $E_\tau$. Indeed the fiber is $E_\tau / \mathrm{Aut}(E_\tau)$ which is generically a $\mathbb{P}^1$. This is another instance where we should instead take the categorical quotient

6.13. The base $S = S^{2|0}$ of our family $E^0$ admits a compactification $\overline{S}$ which corresponds to adding the cuspidal curve at $q \to 0$, $y \to 0$. We wish to construct sections of $\mathcal{S}$ using (6.6) that extend to this cuspidal curve.

**Lemma.** Let $z = (z, \xi), x = (x, \theta) \in \mathbb{C}^{1|1}$. Let $a \in V$ be of conformal weight $\Delta$ and charge $c$. Let $k, l \geq 0$ and $K \in \{0, 1\}$. Consider the section
\[
a(x) = a(x, \theta) = \frac{x^k a}{(x - z)^l} \in H^0(X \setminus z, \mathcal{S}).
\]
The sum (6.6) is a well defined section in the formal neighborhood of the cuspidal curve $(q, y) = (0, 0)$ whenever
\begin{enumerate}[(a)]
\item $\Delta + l > K + k > \Delta$, \\
\item $K + k = \Delta$ and $K > 1 + c$ for any value of $l$, or
\end{enumerate}
(c) $K + k = \Delta + l$ and $K < 1 + c$.

In particular, if $l \geq 2$ the sections
\[
\frac{x^{\Delta+1}a}{(x-z)^l} \quad \text{and} \quad \frac{x^\Delta a}{(x-z)^l},
\]
give rise to convergent sums in (6.6).

Proof. The sum (6.6) is in this case
\[
\sum_{n \in \mathbb{Z}} \frac{q^{nK+nk-n\Delta}y^{nK-n-ne}x^k\theta^K a}{(q^n x - z)^l},
\]
(6.14)
The numerator has only positive powers of $q$ as long as $n(K + k) > n\Delta$. When $n > 0$ the denominator is regular at $q \to 0$ since $z \in \mathbb{C}^*$. If follows that the terms with $n > 0$ vanish at $q = 0$ as long as $k + K > \Delta$. When $n < 0$ the denominator has a zero of order $nl$ at $q = 0$, it follows that the quotient has only positive powers of $q$ as long as $k + K - l < \Delta$. It follows that if the inequality $\Delta + l > k + K > \Delta$ is satisfied, then the sum (6.14) is well defined as a series in $y$ at the limit $q \to 0$. If $l \geq 2$ we have always a solution with $K = 0$, $k = \Delta + 1$ and another with $K = 1$, $k = \Delta$.

In the case $K + k = \Delta$, the limit at $q \to 0$ is given by
\[
(-z)^{-k}x^\Delta \theta^K \sum_{n \geq 0} y^{n(K-1-c)} a,
\]
which is well defined as long as $K > 1 + c$. Finally the case $K + k = \Delta + l$, the limit is given by
\[
x^{k-l} \theta^K \sum_{n \geq 0} y^{-n(K-1-c)} a,
\]
which is well defined as long as $K < 1 + c$. 

6.14. A supercurve $X$ in the fiber of $E^0$ at $y = 1$ consists simply of an elliptic curve $X_{rd}$ and the trivial line bundle $\mathcal{O}_{X_{rd}}$ defining the odd coordinate. We see that as a $\mathcal{O}_{X_{rd}}$-module, the structure sheaf $\mathcal{O}_X$ is free of rank 1/1. Since the tangent bundle $\mathcal{T}_X$ to the supercurve $X$ is free of rank 1/1 we obtain that $\mathcal{T}_X$ as a $\mathcal{O}_{X_{rd}}$-module is free of rank 2/2. It follows that $H^1(X, \mathcal{T}_X) = \mathbb{C}^{2/2}$ therefore we expect to have 2 even moduli and 2 odd moduli of deformations of the supercurve $X$. The two even moduli correspond to $\tau$ and $\alpha$ as constructed in 6.9.

6.15. Now we will construct a versal family of elliptic supercurves over a 2/2 dimensional base $S = S^{2/2} := \mathbb{H} \times \mathbb{A}^{1/2}$. The reduced part of $S^{2/2}$ coincides with the base $S^{2/0}$ of our even families above. We take coordinates $\tau, \alpha|\varepsilon, \delta$ of $S^{2/2}$, where $\tau, \alpha$ are the old coordinates of $S^{2/0}$, and $\varepsilon, \delta$ are odd. We continue to denote $q = e^{2\pi i \tau}$ and $y = e^{2\pi i \alpha}$. Let $X = \mathbb{A}^{1/1} \times S$ be the trivial family over $S$ with global coordinates $(t, \zeta)$ be global coordinates of $\mathbb{A}^{1/1}$. We have an action of $\mathbb{Z}^2$ on $\mathbb{A}^{1/1} \times S$ generated by
\[
A : (t, \zeta; \tau, \alpha, \varepsilon, \delta) \mapsto (t + 1, \zeta; \tau, \alpha, \varepsilon, \delta),
\]
\[
B : (t, \zeta; \tau, \alpha, \varepsilon, \delta) \mapsto (t + \tau + \frac{1}{2\pi i} \varepsilon \zeta, e^{2\pi i \alpha} \zeta + \delta; \tau, \alpha, \varepsilon, \delta).
\]
The quotient $E = \mathbb{A}^{1/1} \times S/\mathbb{Z}^2$ is a family of elliptic supercurves. Upon restriction to $S^{2/0}$ we recover the quotient of 6.10, which is the family $E^0$ of 6.9. Since the generators $A, B$ defining the $\mathbb{Z}^2$ action are not merely translations as in the classical case, the explicit form of the general element of $\mathbb{Z}^2$ is rather complicated.
As in previous cases, we may use the exponential map of 2.14 to pass to an equivalent description of $E$ as a quotient of $G^{1|1}_m \times S/\mathbb{Z}$. In this case the action of $\mathbb{Z}$ is generated by
\[(x, \theta; q, y, \varepsilon, \delta) \mapsto (q(x + \varepsilon\theta), q(y - \varepsilon\delta)\theta + q\delta x; q, y, \varepsilon, \delta). \tag{6.15}\]

6.16. The group $GL(1|1)$ of automorphisms of $k^{1|1}$ is naturally a Lie supergroup with Lie algebra $\mathfrak{gl}(1|1)$, and is a subgroup of the group $Aff^{1|1}$ of affine transformations of $k^{1|1}$. The sub superscheme $G^{1|1}_m \subset k^{1|1}$ is stable under the action of $GL(1|1)$. We wish to describe this action in terms of the basis vectors
\[J_0 = \begin{pmatrix} 0 & 0 \\ 0 & -1 \end{pmatrix}, \quad Q_0 = \begin{pmatrix} 0 & -1 \\ 0 & 0 \end{pmatrix}, \quad H_0 = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad L_0 = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix} \tag{6.16}\]
of $\mathfrak{gl}(1|1)$, which correspond to the vector fields
\[J_0 \mapsto -\theta \partial_\theta, \quad Q_0 \mapsto -x \partial_\theta, \quad H_0 \mapsto \theta \partial_\varepsilon, \quad L_0 \mapsto -x \partial_\delta - \theta \partial_\theta \]
on $G^{1|1}_m$ (see 5.4). The $\mathbb{Z}$-action generated by the transformation (6.15), which we henceforth denote $q$, can be expressed as
\[q(x, \theta) = (1 + \varepsilon \theta \partial_\delta)q^{\varepsilon \delta \partial_\varepsilon + \theta \partial_\theta}(1 + \delta x \partial_\delta) \tag{6.17}\]
from which we deduce
\[q = \exp(\varepsilon H_0) \exp(-2\pi i \alpha J_0) \exp(-2\pi i \tau L_0) \exp(-\delta Q_0). \tag{6.18}\]
This change of coordinates has Berezinian $\text{Ber} q = y^{-1}$. Note that when $\varepsilon = \delta = 0$ we recover the diagonal action of (6.4).

6.17. Remark. The general action in (6.15) does not preserve the SUSY structure on $G^{1|1}_m$. In fact the SUSY structure $D_m = x \partial_\theta + \theta \partial_x$ of 2.14 is mapped under the change of coordinates (6.15) to
\[(y x - \varepsilon \theta - y^{-1} \delta \theta) \partial_\theta + (y^{-1} \theta - \varepsilon x - y^{-1} \delta \theta) \partial_\varepsilon. \]
We see immediately that in order to preserve $D_m$, we need $y = \pm 1$ and $\varepsilon = \mp \delta$. The case $y = 1$ gives rise to the odd family of SUSY elliptic curves of [6, 7.4].

6.18. Now consider the fibre of $E/S$ over a point in $S = S^{2|2}$ with $y \neq 1$. Consider the change of coordinates
\[x' = x + \frac{\varepsilon \theta}{1 - y}, \quad \theta' = \theta - \frac{\delta x}{1 - y}. \]
These new coordinates induce an isomorphism between the elliptic supercurve over $q, y, \varepsilon, \delta$ and the elliptic supercurve with
\[q' = q \left(1 + \frac{\varepsilon \delta}{1 - y}\right), \quad y' = y, \quad \varepsilon' = \delta' = 0. \]
We see therefore that the restriction of $E$ to the locus in $S$ of $y \neq 1$ is trivial in the odd directions $\varepsilon, \delta$ (note though that to do this trivialization we are forced to add nilpotents to the even moduli $\tau$). This shows that the supercurve $X$ with parameter values $y = 1$, $\varepsilon = \delta = 0$, as considered in 6.14, represents a singular point in the moduli space of elliptic supercurves. We have a family with two even moduli $q, y$ (equivalently $\tau, \alpha$) of deformations of this curve (which is $E^0$) and another family with one even moduli $q$ and two odd moduli $\varepsilon, \delta$ which is the restriction of $E$ to $y = 1$. This accounts for the $2|2$ moduli computed in 6.14. These two families fit together in the family $E$.

\[\text{We owe Nathan Berkovits for an explanation on this point.}\]
6.19. Let $V$ be a quasi-conformal $NW = 1$ SUSY vertex algebra and let $\mathcal{A}$ be the chiral algebra over $A^{1|1}$ corresponding to $V$. There is an action of the group $Aff^{1|1}$ of affine transformations of $A^{1|1}$ on $V$, with the restriction to its subgroup $GL(1|1)$ defined by the operators (6.16). In the remainder of this section we examine the action of the element $q \in GL(1|1)$ of (6.18) on $V$ and on sections of $\mathcal{A}$.

Under the $GL(1|1)$ action $V$ decomposes into irreducible modules. There are two families of irreducible representations of $GL(1|1)$ in which $L_0$ and $J_0$ act diagonally: one is 1-dimensional (either even or odd) and the other is $1|1$-dimensional. Modules of the first type are generated by a vector $a$ with $L_0a = Q_0a = H_0a = 0$ and $J_0$ acting by the charge $c_a$ of which is a scalar. Any SUSY vertex algebra contains at least one such vector, namely the vacuum vector $|0\rangle$ generating the trivial representation of $GL(1|1)$. Then $q \in GL(1|1)$ acts by

$$q \cdot a = y^{-c_a}a.$$ 

Now consider a 1-dimensional representation of $GL(1|1)$. Select nonzero eigenvector $a$ of $L_0$ and $J_0$ such that $H_0a = 0$ (such a exists because $H_0$ permutes eigenvalues and is nilpotent). The module is spanned by $a$ and its superpartner $Q_0a \neq 0$. Let the $L_0$, $J_0$ eigenvalues (i.e., conformal weight and charge) of $a$ be $\Delta$ and $c$. Since $[J_0, Q_0] = Q_0$ we see that $Q_0a$ has charge $c + 1$.

In the following discussion we adhere to the rule of signs for supercommutative matrix multiplication discussed in 5.14. With this in mind, the even elements $\delta Q_0, \varepsilon H_0 L_0$ and $J_0$ of $\mathfrak{gl}(1|1)$ act by the matrices

$$\delta Q_0 = \begin{pmatrix} 0 & 0 \\ \mp\delta & 0 \end{pmatrix}, \quad \varepsilon H_0 = \begin{pmatrix} 0 & \pm\varepsilon \Delta \\ 0 & 0 \end{pmatrix}, \quad L_0 = \begin{pmatrix} \Delta & 0 \\ 0 & \Delta \end{pmatrix}, \quad J_0 = \begin{pmatrix} c & 0 \\ 0 & c + 1 \end{pmatrix}$$

on the $GL(1|1)$-representation with ordered basis $a, Q_0a$ (the $\pm$ sign here is interpreted as $+$ if the vector $a$ is even, and $-$ if it is odd). It follows that the element $q$ acts in this space as the matrix

$$q^{-\Delta} \begin{pmatrix} 1 & \pm\varepsilon \delta \\ 0 & 1 \end{pmatrix} \begin{pmatrix} y^{-c} & 0 \\ 0 & y^{-(c+1)} \end{pmatrix} \begin{pmatrix} 1 & 0 \\ \pm\delta & 1 \end{pmatrix} = q^{-\Delta}y^{-(c+1)} \begin{pmatrix} y + \Delta\varepsilon\delta & \pm\Delta\varepsilon \\ \pm\delta & 1 \end{pmatrix}$$

(6.19)

We restrict $\mathcal{A}$ to $G_m^{1|1}$ and identify its sections with functions $a(x, \theta): G_m^{1|1} \to V$. We now describe the action of $q$ on these sections. Recall that the passage from $V$ to $\mathcal{A}$ involves tensoring with the Berezinian $\omega_{X/S}$ of $X/S$. Hence the Berezinian (which is $y^{-1}$) of $q$ enters. For a pair of superpartners $(a, Q_0a)$ the action of $q$ as in (6.18) on sections of $\mathcal{A}$ is given by left multiplication by the matrix

$$q^{-\Delta}y^{-(c+2)} \begin{pmatrix} y + \Delta\varepsilon\delta & \pm\varepsilon \\ \pm\delta & 1 \end{pmatrix}$$

(6.20)

extended by the left $S$-linear action of $q$ on the global coordinates $(x, \theta)$. That is to say we consider the left $\mathfrak{g}_m$-module $\mathfrak{g}_m X$, so that an $S$-point is described by a row of left coordinates $(\alpha, \beta)$ which we interpret as the point $\alpha x + \beta \theta$. Notice that $q$ acts therefore on the row vector $(\alpha, \beta)$ by right multiplication by the matrix

$$q \begin{pmatrix} 1 & \varepsilon \\ \delta & y - \varepsilon \delta \end{pmatrix}.$$ 

(6.21)

For each quadruple $(q, y, \varepsilon, \delta) \in S^{2|2}$ we have the corresponding element $q \in GL(1|1)$ given by (6.17) and the corresponding action of $\mathbb{Z}$ on sections of $\mathcal{A}$ generated by powers of $q$.

6.20. One case of the above, which we will require later on, is especially nice. This is the case of a pair of superpartners with $a$ odd of conformal weight $\Delta = 1$ and charge $c = -1$. We see that
(6.21) is the inverse of (6.20). A general linear section of \( \mathcal{A} \) with image in this 1|1 dimensional subspace can be expressed as
\[
(1 \quad 0) \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} x \\ \theta \end{pmatrix},
\]
and the action of \( q \) on this section is given simply by the conjugation
\[
\begin{pmatrix} A & B \\ C & D \end{pmatrix} \rightarrow \begin{pmatrix} 1 & \varepsilon \\ \delta & y - \varepsilon \delta \end{pmatrix}^{-1} \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} 1 & \varepsilon \\ \delta & y - \varepsilon \delta \end{pmatrix}. \tag{6.22}
\]

7. Conformal Blocks

In this section we show that the trace functions (1.3) annihilate regular meromorphic sections of \( \mathcal{A} \) with poles at a single point. That is, they lie in the space (5.3) of conformal blocks on elliptic supercurves. We begin by recalling Zhu’s construction in 7.1, here the identification of the chiral algebra on \( A^1 \) and on \( G_m \) via the exponential map plays an integral part. We then apply the same formalism to the supersymmetric case in 7.5, the super exponential map 2.1 plays a corresponding role in our setup.

7.1. Let \( V \) be a quasi-conformal vertex algebra. Consider the change of coordinates \( x - 1 = \rho(t) = e^{2\pi i t} - 1 \). We have \( \rho(t) = e^{2\pi i t} \rho(s) \) hence \( \rho(t) = \rho \cdot e^{-2\pi i t L_0} \). Denoting by the same letter \( \rho \) its action on \( V \) we have from Huang’s formula (5.5)
\[
Y(a, z) = \rho Y([\rho \cdot e^{-2\pi i t L_0}]^{-1} a, \rho(z) \rho^{-1}). \tag{7.1}
\]
Thus was Zhu led to introduce the new vertex algebra structure
\[
Y[a, t] = Y(e^{2\pi i t L_0} a, \rho(t)) = x^{\Delta_a} Y(a, x - 1) = \rho^{-1} Y(\rho \cdot a, t) \rho
\]
on \( V \), isomorphic to the old one via the linear isomorphism \( \rho \in \text{Aut}(V) \). This isomorphism is none other than the isomorphism \( \exp^* \mathcal{A} G_m \simeq \mathcal{A} G_m^1 \) of 6.2. The identification of sections matches the constant section \( a(t) = a \) of \( \mathcal{A} G_m \) with the section \( a(x) = x^{\Delta_a - 1} a \) of \( \mathcal{A} G_m \) (the factor \( x^{-1} \) comes from the Jacobian of the change of coordinates). In this way we obtain a map \( V \rightarrow \Gamma(G_m, \mathcal{A} G_m) \). The coordinate \( t \) on \( A^1 \) identifies \( V \) with the fiber of \( \mathcal{A} F_m \) at any point, in particular we have identifications \( V = (\mathcal{A} F_m)_{t=0} = (\mathcal{A} G_m)_{x=1} \). Composing these yields the map
\[
\iota : (\mathcal{A} G_m)_1 \rightarrow \Gamma(G_m, \mathcal{A} G_m), \quad a \mapsto x^{\Delta_a} a. \tag{7.2}
\]

7.2. Let \( M \) be a positive energy \( V \)-module and define the linear operator \( \Theta_M \in V^* \) by
\[
\Theta_M(a) = \text{tr}_M x^{\Delta_a} Y(a, x) q^{L_0}. \tag{7.3}
\]
As defined it is a formal power series in \( q \), however Zhu proved in [3, 4.4.1] that if \( V \) satisfies the finiteness conditions in 3.5 then this series converges absolutely and uniformly to a holomorphic function. Note also that this series does not depend on \( x \). Indeed it follows from (3.5) that \( [L_0, a_n] = -na_n \) and so in the expansion
\[
Y(a, x) = \sum_{n \in \mathbb{Z}} x^{-n-\Delta_a} a_n,
\]
only the term \( a_0 \) contributes to the trace and \( \Theta_M(a) = \text{tr}_M a_0 q^{L_0} \). Using the map \( \iota \) of the previous section we define the corresponding linear functional on the fiber of \( \mathcal{A} G_m \) at the point \( x_0 \) given by \( x = 1 \) as follows. The module \( M \) gives rise to a \( \mathcal{A} \)-module \( \mathcal{M} \) supported at \( x_0 \). For \( a \in (\mathcal{A} G_m)_{x_0} \) we have the corresponding section \( \iota(a) \) and therefore the endomorphism of the fiber \( \mathcal{M}_{x_0} \) given by \( \mathcal{Y}_{\mathcal{A}}(a) \). We also have the action of \( q^1 \in G_m \) on \( \mathcal{M}_{x_0} \) by \( q^{-L_0} \). Denote this action by \( q_M \). We define \( \varphi_M \in (\mathcal{A} G_m)_{x_0}^* \) by
\[
\varphi_M(a) = \text{tr}_{\mathcal{M}_{x_0}} \mathcal{Y}_{\mathcal{A}}(a) q_M^{-1}. \tag{7.4}
\]
We first note that the operators $a$ expand the superfield of any such vector as

$$
\sum_{n \in \mathbb{Z}} x^{-n} a_n + \sum_{n \in \mathbb{Z}} \theta x^{-n} a_{-n-1} (Q_{-1} a)_n.
$$

We first note that the operators $a_n \in \text{End}(V)$ are well defined since $Q_{-1} a$ has conformal weight $\Delta_a + 1$. We may moreover assume that $H_0 a = 0$. The superpartner (if it exists) of $a$ is $Q_0 a$. Since $Q_0 a$ has conformal weight $\Delta_a$ it follows that the field in the RHS of (7.6) has an expansion as

$$
\sum_{n \in \mathbb{Z}} x^{-n-a_n} + \sum_{n \in \mathbb{Z}} \theta x^{-n-1} ((Q_{-1} a)_n + (Q_0 a)_n).
$$
It follows from (4.1) with $n = 0$ that
\begin{align}
[L_0, Y(a, x)] &= (x \partial_x + \theta \partial_x + \Delta_a)Y(a, x), \\
[J_0, Y(a, x)] &= (\theta \partial_x + c_a)Y(a, x), \\
[Q_0, Y(a, x)] &= x \partial_x Y(a, x) + Y(Q_0 a, x), \\
[H_0, Y(a, x)] &= -\theta \partial_x Y(b, x).
\end{align}
(7.8)

From the first of these equations we see that $[L_0, a_n] = -n a_n$, hence only the terms $a_n, (Q_{-1} a)_n$ and $(Q_0 a)_n$ with $n = 0$ contribute to the trace. Applying the third equation to the vacuum we obtain $(Q_{-1} a)_0 + (Q_0 a)_0 = 0$. Hence $\Theta_M(a) = \text{str}_M a_0 q_M^{-1}$ is independent of $x$. □

Convergence of the formal series 7.6 is proved in the appendix under a finiteness condition on $V$ which we call charge cofiniteness (see Def. A.1) and which turns out to be equivalent to $C_2$ cofiniteness. Alternatively one may ignore convergence issues and work in the formal neighborhood of the cuspidal curve as in 6.13.

In the same way as in 7.2 we obtain a linear functional on the fiber $\mathcal{A}_0$ over the point $x_0 = (1, 0) \in \mathcal{G}_m^{1|1}$, of $\mathcal{A}$. In more detail: the module $M$ gives rise to a $\mathcal{A}$-module supported at $x_0$. For an element $a$ in the fiber $\mathcal{A}_0$, we have the corresponding section $\varphi = \Gamma(\mathcal{G}_m^{1|1}, \mathcal{A})$ and its action $\varphi_{x_0} (a) = \text{End}(\mathcal{M}_{x_0})$. We define $\varphi_M \in \mathcal{A}_{x_0}^*$ by
\[\varphi_M(a) = \text{str}_{\mathcal{A}_0} \varphi_{x_0} (a) q_M^{-1}.\]
Upon trivializing using the local coordinate, $\varphi_M$ is seen to coincide with $\Theta_M$.

7.7. Similar remarks to 7.4 apply in the super case. When evaluating at the point $x_0 = (1, 0)$ we might equally well have omitted the factor $x^{L_0} \exp(\theta x^{-1} Q_0)$ from the definition of $\Theta_M$. This corresponds to not identifying the chiral algebras in $\mathcal{X}_m^{1|1}$ and $\mathcal{G}_m^{1|1}$ via the exponential map, at the cost of our trace becoming $x$-dependent. Since all of our 1-point functions will be evaluated at $x_0 = (1, 0) \in \mathcal{G}_m^{1|1}$ or equivalently at $t_0 = (0, 0) \in \mathcal{X}_m^{1|1}$ these two approaches are equivalent. In particular we can define the linear functional $\varphi_M \in \mathcal{A}_{x_0}^*$ by
\[\varphi_M(a) = \text{str}_{\mathcal{A}_0} \varphi_{x_0} (a) q_M^{-1},\]
which in coordinates is simply given by $a \mapsto \text{str}_M Y(a, x) q_M^{-1}|_{x = (1, 0)}$.

7.8. All we have said carries over verbatim to the relative situations of trivial $\mathcal{G}_m^{1|1}$ and $\mathcal{X}_m^{1|1}$ fibrations over $S = \mathbb{H} \times \mathcal{G}_m^{1|2}$ as in 6.15. That is, we will let $X = \mathcal{G}_m^{1|1} \times S$ and let $\mathcal{A} = \mathcal{A}_X$ be the chiral algebra associated to $V$ on the family $X/S$.

7.9. Consider the $\mathbb{Z}$-orbit $\{q^n x_0 | n \in \mathbb{Z}\}$ of $x_0$ in $X$, and let $U = \mathcal{G}_m^{1|1} \setminus \mathbb{Z} \cdot x_0$. We have the sheaf of Lie algebras $h(\mathcal{A}) = \mathcal{A} \otimes \mathcal{O}_X$, and restriction to the punctured disk $D_{x_0}^* = \text{Spec} \mathcal{A}_0 \subset U$ gives an action of the Lie algebra $h(\mathcal{A})(U)$ on $\mathcal{A}_0$.

We have $U = \cap_N U_N$ where for $N \geq 0$ the open sub-superspace $U_N \subset \mathcal{G}_m^{1|1}$ is defined to be
\[\mathcal{G}_m^{1|1} \setminus \{q^{-N} x_0, q^{-N+1} x_0, \ldots, q^{-1} x_0, q^N x_0\}.\]

Recall our families $X, E$, and the quotient $\pi : X \to E = X/Z$ over $S = S^{2|2}$ from 6.15. Let $\mathcal{A}_E$ be the corresponding chiral algebra on $E$, and let $a = a(x, \theta)$ be (as in 6.13) a section of $\mathcal{A}$ on $U_0$ such that the sum $\pi_* a := \sum_{q \in \mathbb{Z}} q^* a$ is well defined in the formal neighborhood of the elliptic supercurve $q = 0$. It is a $\mathbb{Z}$-equivariant section of $\mathcal{A}$ defined on $U$, or by 5.12 can be thought of as a section of $\mathcal{A}_E$ defined on $E \setminus \pi(x_0)$. Let $h(\pi_* a)$ denote its image under the quotient map
\[\mathcal{A}_E \otimes \mathcal{O}_E \to \mathcal{A}_E \to h(\mathcal{A}_E) \to 0.\]
Alternatively, we can think of $h(\pi_a a)$ as the image of $\pi_a a$ in $h(\mathcal{A})(U)$. We identify fibers of $\mathcal{AE}$ and $\mathcal{A}$ at $x_0 = (1, 0)$ with $V$, and we use this identification to think of $\varphi_M$ as a linear functional on the fiber of $\mathcal{AE}$ at $x_0$. With this notation we can now state the following

7.10. **Proposition.** The functional $\varphi_M$ is well-defined and is a conformal block of $\mathcal{AE}$. That is, it satisfies (5.3).

$$\varphi_M(h(\pi_a a) \cdot b) = 0, \quad \forall b \in \mathcal{M}_{x_0}. \quad (7.10)$$

**Proof.** From associativity of the chiral multiplication $\mu^M$ applied to $h(\mathcal{A}) \otimes \mathcal{A} \otimes \mathcal{M}$ we obtain that for any $m \in \mathcal{M}_{x_0}$ we have

$$\mu^M(h(\pi_a a) b, m) = h(\pi_a a) \cdot \mu^M(b, m) - (-1)^{ab} \mu^M(b, h(\pi_a a) \cdot m).$$

Taking the supertrace yields

$$\varphi_M(h(\pi_a a) \cdot b) = \text{str}_{\mathcal{M}_{x_0}} h(\pi_a a) \mathcal{Y}_{x_0}^a \mathcal{Y}_{x_0}^b q^{-1}_M - (-1)^{ab} \text{str}_{\mathcal{M}_{x_0}} \mathcal{Y}_{x_0}^b(h(\pi_a a) \mathcal{Y}_{x_0}^a) q^{-1}_M, \quad (7.11)$$

where $(-1)^{ab}$ is equal to $-1$ if both $a$ and $b$ are odd sections and $1$ otherwise. Using the supersymmetry of the trace and the $\mathbb{Z}$-equivariance of $\mathcal{A}$ (with respect to the action generated by $q$) we can write the first term in the RHS of (7.11) as

$$\text{str}_{\mathcal{M}_{x_0}} h(\pi_a a) \mathcal{Y}_{x_0}^b q^{-1}_M = (-1)^{ab} \text{str}_{\mathcal{M}_{x_0}} \mathcal{Y}_{x_0}^b h(\pi_a a) q^{-1}_M,$$

$$= (-1)^{ab} \text{str}_{\mathcal{M}_{x_0}} \mathcal{Y}_{x_0}^b h(q^{-1} \cdot \pi_a a) q^{-1}_M = (-1)^{ab} \text{str}_{\mathcal{M}_{x_0}} \mathcal{Y}_{x_0}^b h(\pi_a a) q^{-1}_M, \quad (7.12)$$

from which we see that the RHS of (7.11) vanishes. \hfill \square

7.11. **Remark.** This proposition is an example where the algebro-geometric approach to vertex algebras is powerful. The same proof in local coordinates with manipulations of power series (which we present in the remainder of this section) becomes more involved as one needs to be careful in which domains we are expanding the power series.

Using the global coordinates on $G^{1|1}_M$ we identify the section $a$ with a function $a(x, \theta) : G^{1|1}_M \rightarrow V$, and $b$ with a vector $b \in V$ for any section $a$ we have

$$h(a) b = \text{res}_{x - z} i_{|z|>|x-z|} Y(a(x, \theta), x - z, \theta - \xi) b.$$ 

Here in the RHS we first view it as a power series in $V((x - z))(\mathbb{Z})$ by expanding in the domain $|z| > |x - z|$ and then take the residue to obtain a Laurent series in $V((z)) \simeq V \otimes \mathcal{M}_z$. Denote by $q_V$ the action of $q \in GL(1|1)$ on $V$ as explained in 6.19, and by $q_M$ the action on $M$. Denote by $x = (x, \theta) \mapsto q \cdot x$ the action on $G^{1|1}_M$ as in (6.15). And recall that $\text{Ber} = y^{-1}$. The action of $n \in \mathbb{Z}$ on sections $a(x, \theta)$ is given by:

$$a(x) \mapsto q^n a(q^n \cdot x) \text{ Ber } q^n.$$ 

It follows that

$$h(\pi_a a) \cdot b = \sum_{n \in \mathbb{Z}} \text{res}_{x - z} i_{|z|>|x-z|} Y(q^n a(q^n \cdot x), x - z) b \text{ Ber } q^n,$$

and thus

$$\varphi_M(h(\pi_a a) \cdot b) = \sum_{n \in \mathbb{Z}} \text{res}_{x - z} i_{|z|>|x-z|} \text{str}_M Y^M \left( Y(q^n a(q^n \cdot x), x - z) b, z \right) \text{ Ber } q^n q^{-1}_M |z = x_0. \quad (7.13)$$
The associativity of the chiral multiplication is phrased in local coordinates as in Lemma 4.6. From this the RHS of (7.13) is written as

\[
\varphi_M(b, \pi_a b) = \sum_{n \in \mathbb{Z}} \mathrm{res}_x i_{|x| > |z|} \text{str}_M Y^M \left( q^n a(q^n \cdot x), x \right) Y^M(b, \omega) \mathrm{Ber} q^n q_M^{-1} |_{x= \omega}
\]

\[
- (-1)^{ab} \sum_{n \in \mathbb{Z}} \mathrm{res}_x i_{|x| > |z|} \text{str}_M Y^M(b, \omega) Y^M \left( q^n a(q^n \cdot x), x \right) \mathrm{Ber} q^n q_M^{-1} |_{x= \omega}
\]

(7.14)

The equivariance of \( \mathcal{A} \) and \( M \) under the action of \( GL(1|1) \subset \mathcal{M} \) and in particular under the action of \( Z \) generated by \( q \) is expressed in local coordinates by

\[
Y^M(c, x) = q_M Y^M(q_n^{-1} c, q \cdot x) q_M^{-1}.
\]

(7.15)

Using the supersymmetry of the trace and (7.15) with \( c = q^n a \) we express the first term on the RHS of (7.14) as

\[
(-1)^{ab} \sum_{n \in \mathbb{Z}} \mathrm{res}_x i_{|x| > |z|} \text{str}_M Y^M(b, \omega) \mathrm{Ber} q^n q_M^{-1} Y^M \left( q^n a(q^n \cdot x), x \right) \bigg|_{x= \omega}
\]

\[
= (-1)^{ab} \sum_{n \in \mathbb{Z}} \mathrm{res}_x i_{|y| > |z|} \text{str}_M Y^M(b, \omega) \mathrm{Ber} q^n Y^M \left( q_n^{-1} a(q_n^{-1} \cdot x), q \cdot x \right) q_M^{-1} |_{x= \omega}
\]

(7.16)

Using formula (5.5) to change coordinates \( x \mapsto q \cdot x \) and noting that the residue transforms by the Berezinian of the change of coordinates:

\[
\mathrm{res}_{q x} = \mathrm{Ber} q \mathrm{res}_x,
\]

we write (7.16) as

\[
(-1)^{ab} \sum_{n \in \mathbb{Z}} \mathrm{res}_x i_{|x| > |z|} \text{str}_M Y^M(b, \omega) \mathrm{Ber} q^n Y^M \left( q_n^{-1} a(q_n^{-1} \cdot x), q \cdot x \right) q_M^{-1} |_{x= \omega}
\]

(7.17)

which clearly cancels the second term in the RHS in (7.14).

8. The connection

In this section we show that the conformal blocks \( \varphi_M \) obtained as (super)traces of modules satisfy explicit differential equations with respect to the moduli parameters of \( q \). This shows that they give rise to flat sections of particular bundles with connection over the moduli spaces of elliptic (super)curves. To produce the differential equations we modify the proof of Proposition 7.10 to sections of \( \mathcal{A} \) that are quasiperiodic in a certain sense, and analogous to Weierstrass’s \( \zeta \) function. We construct these sections using renormalised versions of 6.6 (and 6.13 in the super case) This argument corresponds in the physics literature to inserting the superconformal field into the correlator. We start with the usual case of elliptic curves to re-derive Zhu’s result in [3]. We recall first some classical results on elliptic functions and modular forms referring the reader to [25, 26, 10].

8.1. Let \( \Gamma \subset \mathbb{C} \) be a rank 2 lattice. The series

\[
\sum_{|\gamma| \geq 2R > 0} \left( \frac{1}{(t - \gamma)^2} - \frac{1}{\gamma^2} \right)
\]

converges uniformly in the disk \( \{ t : |t| \leq R \} \), therefore

\[
\varphi(t) = \varphi_R(t) := \frac{1}{t^2} + \sum_{0 \neq \gamma \in \Gamma} \left( \frac{1}{(t - \gamma)^2} - \frac{1}{\gamma^2} \right)
\]
converges absolutely for $t \notin \Gamma$. The function so defined is Weierstrass’s $\wp$-function. It is holomorphic in the whole plane except for points in $\Gamma$ where it has poles of order 2, zero residue and principal part $1/t^2$. It is an elliptic function with periods given by elements in $\Gamma$.

The series

$$
\sum_{|\gamma| > 2R > 0} \left( \frac{1}{t - \gamma} + \frac{1}{\gamma} + \frac{t}{\gamma} \frac{1}{\gamma^2} \right)
$$

converges uniformly in the disk $\{ t : |t| \leq R \}$, therefore

$$
\zeta(t) = \zeta(t) := \frac{1}{t} - \sum_{0 \neq \gamma \in \Gamma} \left( \frac{1}{t - \gamma} + \frac{1}{\gamma} + \frac{t}{\gamma^2} \right)
$$

converges absolutely for $t \notin \Gamma$. The function so defined is Weierstrass’s $\zeta$-function. It is holomorphic in the whole plane except for points in $\Gamma$ where it has simple poles with residue 1. It is not an elliptic function since it has only one pole in a fundamental domain for the lattice $\Gamma$. Choose an isomorphism $\Gamma \simeq \mathbb{Z}^2$, that is a set $\{\omega_1, \omega_2\}$ of generators of $\Gamma$. Let $\{\omega_i^*\} \subset \Gamma^\vee := \text{Hom}(\Gamma, \mathbb{Z})$ be the dual basis and construct

$$
\eta \in \text{Hom}(\Gamma, \mathbb{C}), \quad \eta(\gamma) = \sum_{i=1}^{2} \zeta \left( \frac{\omega_i}{2} \right) \omega_i^*(\gamma).
$$

We summarize what we know of $\zeta(t)$ in the following

**Theorem.**

(a) $\zeta(t) = -\zeta(-t)$.

(b) $\zeta'(t) = -\wp(t)$.

(c) $\zeta(t + \gamma) = \zeta(t) + 2\eta(\gamma), \forall \gamma \in \Gamma$.

(d) If $\frac{\omega_1}{\omega_2} \in \mathbb{H}$ then

$$
\zeta \left( \frac{\omega_i}{2} \right) \omega_2 - \zeta \left( \frac{\omega_j}{2} \right) \omega_1 = \pi i.
$$

(e) Near the origin $t = 0$, $\wp(t)$ and $\zeta(t)$ have expansions

$$
\wp(t) = \frac{1}{t^2} + b_1t^2 + b_2t^4 + \ldots,
$$

$$
\zeta(t) = \frac{1}{t} - \frac{b_1}{3}t^3 - \frac{b_2}{5}t^5 - \ldots,
$$

where by definition $b_n = (2n + 1) \sum_{0 \neq \gamma \in \Gamma} \gamma^{-2n-2}$.

8.2. It will be useful for us to consider Hermite’s modification of Weierstrass’s function [27]. It follows from (c) of 8.1 that if we define

$$
\tilde{\zeta}(t) = \zeta(t) - \frac{2\zeta(\omega_1)}{\omega_1} t,
$$

then this function is periodic with respect to $\omega_1$: $\tilde{\zeta}(t + \omega_1) = \tilde{\zeta}(t)$. Therefore we may expand it in powers of $e^{2\pi i t/\omega_1}$. Recall the cot identity

$$
\pi i + 2\pi i \frac{1}{e^{2\pi i x} - 1} = \pi \cot \pi x = \frac{1}{x} + \sum_{m \geq 1} \left( \frac{1}{x + m} + \frac{1}{x - m} \right).
$$

Let $\{\omega_1, \omega_2\}$ be generators of $\Gamma$ as in 8.1 and denote $\tau = \omega_2/\omega_1$. We expand now to obtain

$$
\zeta(\omega_1 t) = \frac{1}{\omega_1 t} + \omega_1 t b_0 + \frac{1}{\omega_1} \sum_{n \neq 0} \sum_{m \in \mathbb{Z}} \left( \frac{1}{l + n\tau + m} - \frac{1}{n\tau + m} \right) + \frac{1}{\omega_1} \sum_{m \neq 0} \left( \frac{1}{l + m} - \frac{1}{m} \right).
$$
Here $b_0$ is defined as in (e) of 8.1, with the proviso that this non absolutely convergent sum is to be evaluated by summing first along subsets of $\Gamma$ of the form $n\omega_2 + \mathbb{Z}\omega_1$, and then summing on $n \in \mathbb{Z}$. Using (8.1) we can replace

$$\sum_{m \in \mathbb{Z}} \left( \frac{1}{t + n\tau + m} - \frac{1}{n\tau + m} \right) = \pi \cot \pi (t + n\tau) - \pi \cot \pi n\tau = \frac{2\pi i}{e^{2\pi i(t+n\tau)} - 1} - \frac{2\pi i}{e^{2\pi i t} - 1},$$

from where

$$\zeta(t) = \frac{\pi i}{\omega_1} + \frac{2\pi i}{\omega_1} e^{2\pi it/\omega_1} - 1 + tb_0 + \frac{2\pi i}{\omega_1} \sum_{n \neq 0} \left( \frac{1}{e^{2\pi i(t/\omega_1) + n\tau} - 1} - \frac{1}{e^{2\pi i n\tau} - 1} \right).$$

In particular, we see that

$$\zeta \left( \frac{\omega_1}{2} \right) = \frac{\omega_1 b_0}{2},$$

hence denoting $q = e^{2\pi i t}$ and making the exponential change of coordinates $t \mapsto x = e^{2\pi i t/\omega_1}$ we have

$$\frac{\omega_1}{2\pi i} \tilde{\zeta}(t) = \tilde{\zeta}(x) := \frac{1}{2} \sum_{n \neq 0} \left( \frac{1}{q^n - 1} - \frac{1}{q^n - 1} \right).$$

8.3. The function $\tilde{\zeta}(t)$ is not elliptic. In fact it follows from (d) in 8.1 and (8.2) that

$$\zeta \left( \frac{\omega_2}{2} \right) = \frac{\omega_2 b_0}{2} - \frac{\pi i}{\omega_1},$$

hence 8.1(c) reads now

$$\zeta(t + \omega_2) = \zeta(t) + \omega_2 b_0 - \frac{2\pi i}{\omega_1},$$

and we arrive at the quasi-periodicity of $\tilde{\zeta}$:

$$\tilde{\zeta}(t + \omega_2) = \tilde{\zeta}(t) \Rightarrow \tilde{\zeta}(q \cdot x) = - \tilde{\zeta}(x) - 1.$$
In terms of the exponential coordinate $x = e^{2\pi it/\omega_1}$ we define
\[ \tilde{\omega}(x) := \frac{x}{(x-1)^2} + \sum_{n \neq 0} \left( \frac{q^n x}{(q^n x - 1)^2} - \frac{q^n}{(q^n - 1)^2} \right) + \frac{1}{12} - \omega_1 \zeta \left( \frac{q^n}{x} \right) \]
and we obtain therefore that the modified zeta function $\tilde{\zeta}$ in the exponential coordinate $x = e^{2\pi it}$ satisfies
\[ \tilde{\zeta}(qx) = \tilde{\zeta}(x) - 1, \quad \tilde{\zeta}'(x) = -\tilde{\omega}(x). \]

8.4. The series $b_n$ appearing in Theorem 8.1 (e) are of course the Eisenstein series which are well known to be modular forms for $SL(2, \mathbb{Z})$, i.e., they transform nicely with respect to the parameter $\tau$ under modular transformations $\tau \mapsto \frac{a\tau + b}{c\tau + d}$ with $ab - cd = 1$. We will need more generally the following

8.5. Definition. [10] For two natural numbers $k$ and $l$ a Jacobi Form of weight $k$ and index $l$ is a holomorphic function $\varphi : \mathbb{H} \times \mathbb{C} \to \mathbb{C}$ satisfying the following two transformation equations
\[ \varphi \left( \tau, \omega \left( n \tau + m \right) \right) = e^{2\pi i (m^n + 2m\omega) \tau} \varphi(\tau, \alpha), \quad (m, n) \in \mathbb{Z}^2 \]
\[ \varphi \left( \frac{a\tau + b}{c\tau + d}, \frac{\alpha}{c\tau + d} \right) = (c\tau + d)^k e^{2\pi i (\alpha n + \omega d) \tau} \varphi(\tau, \alpha), \quad \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in SL(2, \mathbb{Z}) \]
In addition we require that for each $(a, b) \in SL(2, \mathbb{Z})$ the function on the LHS of (8.6b) has a Fourier expansion of the form $\sum c(n, r) q^n y^r$ with $q = e^{2\pi i \tau}$, $y = e^{2\pi i \alpha}$ and $c(n, r) = 0$ unless $n \geq r^2/4l$. If $\varphi$ satisfies the stronger condition that $c(n, r) = 0$ if $n > r^2/4l$ it is called a cusp form and if it satisfies the weaker condition of $c(n, r) = 0$ if $n < 0$ then it is called a weak Jacobi form. We denote the space of Jacobi forms of weight $k$ and index $l$ by $J_{k, l}$. In the case of $J_{k, l}$ the weight can be negative as long as $k \geq -2l$.

One defines a Jacobi form with character by inserting a character of $SL(2, \mathbb{Z}) \times \mathbb{Z}^2$ in (8.6a)–(8.6b) as usual. In particular this is useful to allow $l$ to be a rational number instead of a natural number. We will be interested in the case of $l$ being a half integer in the Appendix. For $t = 0$, $\varphi(\tau, 0)$ is a usual modular form of weight $k$, while for fixed $\tau$ we obtain elliptic functions. The Weierstrass function $\wp$ is a meromorphic Jacobi form of weight 2 and index 0. More examples can be produced as Eisenstein series as defined in [10, Thm 2.1]:
\[ E_{k, m}(\tau, \alpha) = \frac{1}{2 \pi i} \sum_{c,d \in \mathbb{Z}} \sum_{\lambda \in \mathbb{Z}} (c\tau + d)^{-k} \exp \left( 2\pi i m \left( \frac{\lambda^2 c\tau + b}{c\tau + d} + 2\lambda \frac{\alpha c}{c\tau + d} - \frac{\alpha c^2}{c\tau + d} \right) \right), \]
which converges absolutely and uniformly when $k \geq 4$. In each summand $a, b$ are chosen so that $ad - bc = 1$. We refer the reader to the appendix for more examples.

8.6. Remark. In the main body of the article we will not be concerned with convergence of these forms, only their transformation properties will be of importance. They can be thought of as formal power series in $\mathbb{C}[[q]]((y))$. If the index is a semi-integer then they can be thought as formal power series in $\mathbb{C}[[q]]((\sqrt{y})^1/2))$. Both $J_{k,*}$ and $J_{k,*}'$ form graded subrings with finite dimensional graded components.

8.7. Let $E := \mathbb{C}/\Gamma$ be the elliptic curve with period lattice $\Gamma$ for the differential $\omega = dt$. Under the exponential map $t \mapsto e^{2\pi it/\omega_1}$ we have $\pi : \mathbb{C}^* \to E \cong \mathbb{C}^*/\mathbb{Z}$. Consider the meromorphic function $f(x) = (x - 1)^{-1}$ in $\mathbb{C}^*$. We may think of the function $\frac{2\pi i}{\omega_1} \tilde{\zeta}$ as the push-forward $\pi_* f$. As such we would write analogously to (6.2)
\[ (\pi_* f)(x) = \sum_{n \in \mathbb{Z}} f(q^n x) = \sum_{n \in \mathbb{Z}} \frac{1}{q^n x - 1}. \]
This sum is however not convergent neither in the analytic topology nor in the formal neighborhood of $q = 0$. In order to obtain a convergent sum we need to correct each summand as in (8.3) at the cost of losing $\mathbb{Z}$-equivariance.

8.8. In what follows we will consider the lattice $\Gamma = \mathbb{Z} \oplus \mathbb{Z} \tau$, that is we put $\omega_1 = 1$. Let $V$ be a quasi-conformal vertex algebra and let $\mathcal{A}$ and $\mathcal{A}_{\mathcal{E}}$ be the chiral algebras associated to $V$ in the setup of 6.4. Let $a \in V$ be a vector of conformal weight $\Delta_a \geq 1$, We mark the point $z = 1 \in X$ and consider a section of $\mathcal{A}$ given by

$$\tilde{a}(x) = \frac{x^{\Delta_a - 1}a}{x - 1}$$

meromorphic with a simple pole at $x = 1$. The sum (6.2) of $\mathbb{Z}$-translates of $\tilde{a}(x)$ is not convergent. Let us correct each term in an analogous fashion to Weierstrass’s function, setting

$$\pi_a(x) := \frac{x_{\Delta_a - 1}a}{2} + \frac{x_{\Delta_a - 1}a}{x - 1} + \sum_{n \neq 0} \left( \frac{x_{\Delta_a - 1}a}{q^n x - 1} - \frac{x_{\Delta_a - 1}a}{q^n - 1} \right) = x_{\Delta_a - 1}\tilde{\zeta}(x)a. \quad (8.8)$$

This is a well defined section of $\mathcal{A}$ however it is no longer $\mathbb{Z}$-equivariant. In fact under (6.1) we have

$$q \cdot \pi_a(x) = \pi_a(x) - x_{\Delta_a - 1}a. \quad (8.9)$$

Let us repeat the proof of Proposition 7.10 with this $\pi_a(x)$. In the last equality of (7.12) we obtain an extra term coming from (8.9). In coordinates this gives

$$\varphi_M(h(\pi_a) \cdot b) = (-1)^{ab} \text{res}_x \text{str}_M Y^M(b, z)x_{\Delta_a - 1}Y^M(a, x)q^{L_0} = (-1)^{ab} \text{str}_M Y^M(b, z)a_0q^{L_0}. \quad (8.10)$$

8.9. Now let $\omega \in V$ be the conformal vector. We want to evaluate (8.10) with $a = \omega$. The last term reads

$$\text{str}_M Y^M(b, z)L_0q^{L_0} = q \frac{d}{dq} \text{str}_M Y^M(b, z)q^{L_0} = q \frac{d}{dq} \varphi_M(b).$$

When we set $z = 1$ and trivialize using the local coordinate, the RHS of (8.10) is given by (c.f., Remark 7.11)

$$\varphi_M \left( \text{res}_{x - z} x_\zeta(x)L(x - z)b \right) \bigg|_{z = 1} = \varphi_M \left( \text{res}_x (x + 1)\tilde{\zeta}(x + 1)L(x)b \right).$$

We have shown that the conformal block $\varphi_M$ satisfies the differential equation

$$q \frac{d}{dq} \varphi_M(b) = \varphi_M \left( \text{res}_x (x + 1)\tilde{\zeta}(x + 1)L(x)b \right). \quad (8.11)$$

This equation coincides with that found by Zhu.

8.10. Consider now the setup of 6.15 and assume $y \neq 1$ (the situation for $y = 1$ is treated in an analogous way) and introduce the following super zeta function $\tilde{\zeta}(x; q) = \tilde{\zeta}(x; \theta; q, y, \varepsilon, \delta)$ which we will denote with the same letter as in the non-super case:

$$\tilde{\zeta}(x; q) = \tilde{\zeta}(x) \left( 1 - \frac{\varepsilon \delta \tilde{\varphi}(x)}{1 - y} \right) + \frac{\theta x}{1 - y} \tilde{\varphi}(x).$$

**Lemma.** The super zeta function satisfies $\tilde{\zeta}(qx; q) = \tilde{\zeta}(x; q) - 1$. 
Proof. Expanding in Taylor series with respect to \( \theta \) and using the action of \( q \) given by (6.15) we have

\[
\zeta(qx; q) = \zeta(qx + q\varepsilon \theta) \left( 1 - \frac{\varepsilon \delta \bar{\varphi}(qx + q\varepsilon \theta)}{1 - y} \right) + \frac{qy\theta\varepsilon + q\delta x\varepsilon}{1 - y} \frac{\bar{\varphi}(qx + q\varepsilon \theta)}{qx + q\varepsilon \theta} \\
= \zeta(qx) \left( 1 - \frac{\varepsilon \delta \bar{\varphi}(qx)}{1 - y} \right) + q\varepsilon \theta \zeta'(qx) + \frac{y\theta\varepsilon + \delta x\varepsilon}{1 - y} \frac{\bar{\varphi}(qx)}{x} \right) \\
= (\zeta(x) - 1) \left( 1 - \frac{\varepsilon \delta \bar{\varphi}(x)}{1 - y} \right) - q\varepsilon \theta \bar{\varphi}(qx) + \frac{y\theta\varepsilon + \delta x\varepsilon}{1 - y} \frac{\bar{\varphi}(qx)}{x} = \zeta(x; q) - 1.
\]

8.11. Let \( V \) be a quasi-conformal \( N_W = 1 \) SUSY vertex algebra and let \( \mathcal{A} \) and \( \mathcal{A}_E \) be the chiral algebras associated to \( V \) as in 6.15–6.19. Let \( \{a, Q_0a\} \) span a \( 1|1 \) dimensional representation of \( \mathfrak{gl}(1|1) \) in \( V \) with \( \Delta_a \geq 1 \) and \( c_a = -1 \). Consider the sections of \( \mathcal{A} \) given by

\[
a(x) = \frac{x^{\Delta_a} a}{x - z}, \quad Q_0a(x) = \frac{x^{\Delta_a - 1} \theta Q_0a}{x - z}.
\]

The sums of translates of these sections are divergent and do not give rise to well defined sections of \( \mathcal{A}_E \). Indeed quotienting out the odd parameters \( \varepsilon, \delta \) reduces us to the situation of (6.6) and Lemma 6.13, and we see from there that the sums are nonconvergent. Now, it is tempting to correct each summand by a term proportional to \( x^{\Delta_a} a \) (resp. \( x^{\Delta_a - 1} \theta Q_0a \)) in analogy with 8.9 so as to obtain a pair of sections

\[
x^{\Delta_a} \zeta(x) a, \quad \text{(resp. } x^{\Delta_a - 1} \theta \zeta(x) Q_0a)\text{.)}
\]

However there is a problem: the proposed corrections \( x^{\Delta_a} a \) and \( x^{\Delta_a - 1} \theta Q_0a \) are not \( \mathbb{Z} \)-equivariant (see the following remark), and so the sums do not possess the required quasi-periodicity. To correctly extend our arguments to the super case and derive differential equations satisfied by \( \varphi_M \), we need to analyse the failure of \( \mathbb{Z} \)-equivariance of these sections.

8.12. Remark. Let us return for a moment to the non super case. Another way that we might have obtained the correction (8.8) is as follows. For \( a \in V \) with conformal weight \( \Delta_a \), the constant section \( a \) is translation invariant. Under the exponential change of coordinates \( x = e^{2\pi i t} - 1 \) this section reads \( x^{\Delta_a - 1} a \) which in fact is invariant under \( x \to qx \). This is exploited in finding the failure of \( \mathbb{Z} \)-equivariance of \( \pi_a(x) \) in (8.9).

In the same vein we consider an \( N_W = 1 \) SUSY vertex algebra \( V \) and let \( \mathcal{A}_{A|1|1} \) the corresponding chiral algebra on the affine superline. Let \( \{a, Q_0a\} \) be a pair of superpartners and consider the constant section \( a \) of \( \mathcal{A}_{A|1|1} \). It is invariant by affine translations. Under the exponential change of coordinates \( (x, \theta) = \rho(t, \zeta) \) given by \( x = e^{2\pi i t} \), \( \theta = x \zeta \) this section reads \( x^{\Delta_a} pH^{-1} a + \theta x^{\Delta_a - 1} Q_0p^{-1} a \) as explained in 7.5. We can apply this to the superpartners \( \{j, h\} \subset V \) to produce a differential equation for \( \varphi \). However we require two differential equations to describe a connection on our family (we restrict attention to the family \( y \neq 1 \), which has dimension 2|0).

8.13. To avoid repeating notation and for simplicity we will restrict our attention to \( V \) a strongly conformal \( N_W = 1 \) SUSY vertex algebra. We put \( a = h = H_{-1} | 0 \) so that \( Q_0a = j = J_{-1} | 0 \). Note that in this case we may write \( \Delta_a = -c_a = 1 \) and we are in the situation of 6.20. If we restrict ourselves to linear sections which are homogenous combinations of \( h[dx d\theta] \) and \( j [dx d\theta] \) we see from (6.22) that in order to find \( \mathbb{Z} \)-equivariant sections we are looking for a \( 2 \times 2 \) matrix in the centralizer of \( q \). Since \( q \) is a generic element of \( GL(1|1) \) such a matrix would be a polynomial in \( q \). There is always the identity matrix (corresponding to the Euler vector field) and \( q \) itself.

We arrive at the following
Proposition. Let $V$ be a strongly conformal $N_V = 1$ SUSY vertex algebra and $\mathscr{A}$ be the corresponding chiral algebra on $X/S$ as in 6.15. Define the following two sections of $\mathscr{A}$ by

$$a_1(x) := hx + j\theta, \quad a_2(x) = a_2(x; q) := h(x + \varepsilon \theta) + j(\delta x + (y - \varepsilon \delta)\theta) \quad (8.12)$$

Then $a_1(x)$ and $a_2(x)$ are $\mathbb{Z}$-invariant, namely $\varphi \cdot a_i(x) = a_i(x)$. Moreover, the section $a_1(x)$ is flat over $S$.

Proof. Invariance follows by (6.22), the flatness condition simply means that $a_1(x)$ does not depend on $\varphi$.

8.14. We define now:

$$\pi_*a_i(x) := \zeta(x; q)a_i(x), \quad i = 1, 2,$$

where $\zeta$ is the super Weierstrass zeta function defined in 8.10 and $a_i(x)$ are given by (8.12). These sections so defined are meromorphic sections of $\mathscr{A}$ which fail to be equivariant in the following way:

$$\varphi \pi_* a_i(x) = \pi_* a_i(x) - a_i(x).$$

We can repeat the argument in 8.8 and (8.10) to obtain that

$$\varphi_M(h(\pi_* a_1(x)) \cdot b) = \text{str}_M Y^M(b, z) \text{res}_x Y^M(a_1(x), x) q_{M}^{-1} = \text{str}_M Y^M(b, z) L_0 q_{M}^{-1},$$

$$\varphi_M(h(\pi_* a_2(x)) \cdot b) = \text{str}_M Y^M(b, z) (L_0 - J_0 - \varepsilon H_0 + \delta Q_0 + (y - \varepsilon \delta) J_0) q_{M}^{-1}.$$

Examining the definition (6.18) of $q$ (or rather its inverse) reveals that $Q_0$ acts on it as $\partial_\lambda$. Since $L_0$ is in the center of $GL(1|1)$ we have that the action of $L_0$ is given by $\varphi \partial_q$. Indeed if we expand (6.18) using the basis (6.16) we obtain

$$q^{-1} = \begin{pmatrix} 1 & -\delta \\ 0 & 1 \end{pmatrix} \begin{pmatrix} q^{-1} & 0 \\ 0 & q^{-1} y^{-1} \end{pmatrix} \begin{pmatrix} 1 & 0 \\ -\varepsilon & 1 \end{pmatrix} = q^{-1} y^{-1} \begin{pmatrix} y - \varepsilon \delta & \delta \\ -\varepsilon & 1 \end{pmatrix},$$

which can also be factorized as

$$q^{-1} \begin{pmatrix} 1 & 0 \\ \varepsilon y & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & y^{-1} \end{pmatrix} \begin{pmatrix} 1 & -\delta \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & \varepsilon \delta \\ -\varepsilon y & 1 \end{pmatrix} = \left[ q \left( 1 + \frac{\varepsilon \delta}{y} \right) \right] L_0 \left( 1 - \frac{\varepsilon H_0}{y} \right) y^{J_0} \left( 1 + \frac{\delta}{y} Q_0 \right).$$

From here it follows that

$$\partial_\lambda q^{-1} = y^{-1}(\delta L_0 - H_0) q^{-1} \Rightarrow H_0 q^{-1} = (\delta \partial_q - y \partial_\lambda) q^{-1}$$

Finally noticing that $\exp(\delta Q_0) J_0 = (J_0 - \delta Q_0) \exp(\delta Q_0)$ we obtain from (6.18) that

$$y \partial_\lambda q^{-1} = (J_0 - \delta Q_0) q^{-1} \Rightarrow J_0 q^{-1} = (y \partial_\lambda + \delta \partial_\delta) q^{-1}.$$

Collecting we obtain

$$\varphi_M(h(\pi_* (a_1(x))) \cdot b) = q \partial_q \varphi_M(b)$$

$$\varphi_M(h(\pi_* (a_2(x))) \cdot b) = \left( q \partial_q (1 - \varepsilon \delta) + y \partial y (y - 1 - \varepsilon \delta) + y (\varepsilon \partial_\varepsilon + \delta \partial_\delta) \right) \varphi_M(b) \quad (8.13)$$

On the other hand, putting $z = (1, 0)$, by Remark 7.11 we have that the LHS of (8.13) is given in coordinates by

$$\varphi_M \left( \text{res}_x \bar{\zeta}(x + 1, \theta; q) Y^M(a_i(x + 1, \theta; q), x) b \right)$$

We arrive to the main
8.15. **Theorem.** Let $V$ be a strongly conformal $N_{\text{W}} = 1$ SUSY vertex algebra. Let $j = J_{-1|0}$ and $h = H_{-1|0}$ define the super conformal structure in $V$. Let $M$ be a positive energy $V$-module and let $\varphi_M$ be the conformal block associated to it as in (7.9). Then $\varphi_M$ satisfies the following system of differential equations

$$q\partial_q \varphi_M(b) = \varphi_M \left( \text{res}_x \zeta(x+1,\theta) \left( (x+1)Y_M(h,x) + \theta Y_M(j,x) \right) b \right)$$  \hspace{1cm} (8.14a)

$$\left( q\partial_q (1-\varepsilon \delta) + y\partial_y (y-1-\varepsilon \delta) + y(\varepsilon \partial_x + \delta \partial_y) \right) \varphi_M(b) = \varphi_M \left( \text{res}_x \zeta(x+1,\theta) \left[ (x+1) + \varepsilon \theta \right] Y_M(h,x) + \left( \delta (x+1) + (y-\varepsilon \delta) \theta \right) Y_M(j,x) \right) b$$  \hspace{1cm} (8.14b)

8.16. Recall from 6.18 that the family 6.15 is trivial in the odd directions $\varepsilon, \delta$ in the locus $y \neq 1$. Restricting therefore to the family $\varepsilon = \delta = 0$ of 6.9 with $y \neq 1$ we obtain a much simpler system. The first equation (8.14a) reads in the same way, subtracting this equation from (8.14b) and dividing by $(y-1)$ we obtain

$$y\partial_y \varphi_M(b) = \varphi_M \left( \text{res}_x \zeta(x+1,\theta) \theta Y_M(j,x) b \right).$$  \hspace{1cm} (8.14b')

In fact we can describe (8.14) terms of usual fields (4.2) simply as

$$q\partial_q \varphi_M(b) = \varphi_M \left( \text{res}_x (x+1) \zeta(x+1) L(x) b \right)$$  \hspace{1cm} (8.15a)

$$y\partial_y \varphi_M(b) = \varphi_M \left( \text{res}_x \zeta(x+1) J(x) b \right).$$  \hspace{1cm} (8.15b)

9. **Modularity**

In this section we show how the differential equations (8.15a) and (8.15b) transform under a natural action of the Jacobi group $SL(2,\mathbb{Z}) \ltimes \mathbb{Z}^2$. This allows us to interpret these equations as the action of a flat connection on the family $E^0$ of elliptic supercurves and to interpret the conformal blocks $\varphi_M$ as flat sections. The first step is to describe the differential equations (8.14a)-(8.14b') in terms of the parameters $\tau$ and $\alpha$ instead of $q = e^{2\pi i \tau}$ and $y = e^{2\pi i \alpha}$. For this we must use $\omega_{\alpha\beta}$ and the logarithmic coordinates $t = (t,\zeta)$ instead of $\omega_{\alpha\beta}$ and the coordinates $x = (e^{2\pi i \tau}, e^{2\pi i \alpha} \zeta)$. The differential equations are not quite equivariant under the action of the Jacobi group introduced in Section 6.11, but we prove that they become equivariant after we have corrected $\varphi_M$ by a factor of $y^{-C/24}$ (this factor replaces the factor $q^{-C/24}$ which appears in the non-super case). We prove this by explicitly performing the changes of coordinates (6.10) and (6.11) and observing (in (9.13a)-(9.13b)) the appearance of the Jacobi cocycle.

It follows that, in order for the differential equations in the coordinates $(\tau,\alpha)$ of $S = \mathbb{H} \times \mathbb{C}$ to be $SL(2,\mathbb{Z}) \ltimes \mathbb{Z}^2$-equivariant, it is necessary that the supertrace functions define a vector valued Jacobi form. This statement (for $V$ satisfying suitable finiteness conditions) has been proved for vertex operator algebras by Krauel and Mason in [7]. In the superconformal setting the techniques used in this article can be used as an alternative way of proving the result of [7] along the more geometric lines of [3].

Of course the non super case of this discussion is the content of Zhu’s Theorem [3]. We describe that setting in detail in 9.1–9.5 before moving to the super case in 9.6–9.13. Throughout this section we will denote by $C$ the central charge to avoid confusing it with the entry in the modular matrix $\left( \begin{array}{cc} c & b \\ d & \end{array} \right) \in SL(2,\mathbb{Z})$. 
9.1. We begin by writing (8.11) in terms of the coordinates $t$, $\tau$ instead of $q = e^{2\pi i t}$ and $x = e^{2\pi i t}$. In deriving (8.11) we used the coordinate $x - 1$ induced at the point $1 \in \mathbb{G}_m/\mathbb{Z}$ to identify the fiber of $\mathcal{A}_x$ at 1 with $V$. Recall the set-up of 7.1. From the definition of $\varphi_M$ in (7.4) and Huang’s formula (5.5) we see that the LHS of (8.11) reads in the new coordinate $t$ as

$$q \partial_q \varphi_M(b) = \frac{1}{2\pi i} \partial_t \varphi_M(\rho \cdot b)$$

(i.e., when using $t$ to identify the fibers $\mathcal{A}_x$ with $V$ and $\mathcal{M}_x$ with $M$ as explained in 7.1). Again from (5.5) (see [3, Thm. 4.2.1]) the Virasoro field $L(x)$ becomes

$$L(x - 1) = e^{-4\pi i t} \rho^{-1} L(t) \rho + \frac{C}{24} e^{-4\pi i t} \text{Id}_V.$$

Since the Jacobian of the change of coordinates $\rho$ is $2\pi i e^{2\pi i t}$ we have $\text{res}_x = 2\pi i \text{res}_t e^{2\pi i t}$. Therefore the RHS of (8.11) reads in the logarithmic coordinate as

$$\varphi_M(\text{res}_x x \tilde{\zeta}(x) L(x - 1) b) = \varphi_M(\rho \cdot \text{res}_t \tilde{\zeta}(t)((2\pi i)^{-2} \rho^{-1} L(t) \rho + \frac{C}{24} \text{Id}_V) b).$$

Altogether, the differential equation (8.11) reads in the coordinates $t$, $\tau$ as

$$\frac{1}{2\pi i} \partial_t \varphi_M(\rho \cdot b) = \varphi_M(\rho \cdot \text{res}_t \tilde{\zeta}(t)((2\pi i)^{-2} \rho^{-1} L(t) \rho + \frac{C}{24} \text{Id}_V) b) = \varphi_M(\text{res}_t \tilde{\zeta}(t)((2\pi i)^{-2} L(t) + \frac{C}{24} \text{Id}_V) \rho \cdot b).$$

It follows that if we define

$$\tilde{\varphi}_M := e^{-2\pi i \frac{C}{24}} \varphi_M = q^{-C/24} \varphi_M,$$

and note that $\text{res}_t \tilde{\zeta}(t) b = b$, then $\tilde{\varphi}_M$ satisfies the differential equation:

$$\partial_t \tilde{\varphi}_M(b) = \frac{1}{2\pi i} \tilde{\varphi}_M(\text{res}_t \tilde{\zeta}(t) L(t) b), \quad (9.1)$$

9.2. As described in Section 6.5 the modular group $SL(2, \mathbb{Z})$ acts on the pair $(t, \tau)$ by

$$A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}: (t, \tau) \mapsto (t', \tau') = \left( \frac{t}{ct + d}, \frac{at + b}{ct + d} \right), \quad ad - bc = 1, \quad (9.2)$$

and this action descends to an isomorphism $\mathbb{H}^1(\mathbb{Z} + \mathbb{Z} \cdot \tau) \simeq \mathbb{H}^1(\mathbb{Z} + \mathbb{Z} \cdot A \tau)$ for $A \in SL(2, \mathbb{Z})$. In other words we have an action of $SL(2, \mathbb{Z})$ on the family $E/S$ of 6.4. The quotient $SL(2, \mathbb{Z}) \backslash E$ is a universal family of elliptic curves.

9.3. Let $(t', \tau') = A \cdot (t, \tau)$ as in (9.2). Recall the power series expansion of $\tilde{\zeta}(t)$ from Theorem 8.1(e), and (8.2):

$$\tilde{\zeta}(t) = \frac{t}{1 - b_0 t} - \frac{b_1 t^3}{3} - \frac{b_2 t^5}{5} - \cdots,$$

where the Eisenstein series $b_i = b_i(\tau)$ satisfies [25, p.69 (50)]:

$$b_i(\tau') = (c\tau + d)^{2i+2} b_i(\tau), \quad i \geq 1, \quad b_0(\tau') = (c\tau + d)^2 b_0(\tau) - 2\pi i c(c\tau + d).$$

It follows that the zeta function transforms as

$$\tilde{\zeta}(t, \tau) = (c\tau + d)^{-1} \tilde{\zeta}(t', \tau') - 2\pi i c.$$

Similarly we have $\text{res}_t = (c\tau + d) \text{res}_{t'}$ and $\partial_t = \frac{1}{(c\tau + d)^2} \partial_{t'}$. Finally we need to compute how the section $b$ and the field $L(t)$ transform if we use the coordinate $t'$ instead of $t$ to trivialize $\mathcal{A}$. Let us denote by $\sigma(t) = t'$ the change of coordinates. We simply have $\sigma = \sigma_t = (c\tau + d)^{t_0}$ hence $b$.

---

3 Though note that Zhu’s operator $T_0$ is $\rho^{-1}$ in our notation. See also [2, 7.2.2].
reads as \((ct + d)^{-\Delta}b\) in the new coordinates, where \(\Delta\) is the conformal weight of \(b\). Similarly using (5.5) we obtain \(L(t) = (ct + d)^{-2\sigma L(t')a^{-1}}\). We now have

\[
2\pi i \partial_t \tilde{\varphi}_M(b) = \tilde{\varphi}_M \left( \text{res}_t \tilde{\zeta}(t)L(t)b \right)
\]

\[
\frac{2\pi i}{(ct + d)^2} \partial_t \tilde{\varphi}_M(a^{-1}) = \frac{1}{(ct + d)^2} \tilde{\varphi}_M \left( \frac{1}{a^{-1}} \text{res}_t \left( \tilde{\zeta}(t') = 2\pi ic(ct + d)\right) \sigma L(t')a^{-1}b \right)
\]

(9.3)

where in the last equation we used Proposition 7.9. We arrive at the following

**Proposition.** Let \(V\) be a conformal vertex algebra and consider the trivial bundle \(\mathcal{E}\) with fiber \(V^*\) on \(\mathbb{H}\). Consider the connection \(\nabla\) on \(\mathcal{E}\) given in the coordinate \(\tau\) of \(\mathbb{H}\) by

\[
\nabla = d + \frac{1}{2\pi i} \text{res}_t \tilde{\zeta}(t)L(t)d\tau.
\]

(a) Each positive energy module \(M\) of \(V\) gives rise to a section \(\tilde{\varphi}_M = q^{-C/24} \varphi_M\) of \(\mathcal{E}\), as defined in section 7.2, flat with respect to \(\nabla\).

(b) Changing coordinates \(\tau \to \tau' = \frac{t + \sigma}{\sigma + ct + d}\) and defining \(\tilde{\varphi}_M' := (ct + d)^L_0 \cdot \tilde{\varphi}_M\) we have \(\nabla'\tilde{\varphi}_M = 0\), that is \(\tilde{\varphi}_M'\) satisfies the same differential equation with respect to \(\tau'\) as \(\tilde{\varphi}\) satisfies with respect to \(\tau\).

(c) Let \(E_{\tau}\) be the elliptic curve \(\mathbb{C}/(\mathbb{Z} + \mathbb{Z}\tau')\), \(\mathcal{A}_{E_{\tau}}\), the chiral algebra associated to \(V\) on \(E_{\tau}\), then \(\tilde{\varphi}_M'\) gives rise to a conformal block of \(\mathcal{A}_{E_{\tau}}\) on \(E_{\tau}\), i.e., it satisfies (7.10).

**Proof.** (a) is the content of (9.1). (b) follows by definition of the action of \(\text{Aut} \mathcal{E}\) on \(V^*\), namely \(\tilde{\varphi}_M'(b) = \tilde{\varphi}((ct + d)^{-L_0}b)\) and therefore the proposition follows from (9.3) and the fact that \(\sigma_t = \sigma = (ct + d)^L_0\). In order to prove c), letting \(E_{\tau}\) be the elliptic curve with parameter \(\tau\) and \(\mathcal{A}_{E_{\tau}}\), the corresponding chiral algebra, the change of coordinates \(\sigma : t \mapsto \frac{t + \sigma}{\sigma + ct + d}\) induces an isomorphism \(E_{\tau} \simeq E_{\tau'}\) identifying \(\mathcal{A}_{E_{\tau}}\) with \(\mathcal{A}_{E_{\tau'}}\). Under this isomorphism \(\tilde{\varphi}_M'\) is identified with \(\tilde{\varphi}_M\) and the latter is a conformal block by Proposition 7.9. \(\square\)

9.4. **Remark.** As discussed in 7.2 \(\varphi_M \in (\mathcal{A}_{G_\infty})^*_1\) coincides with \(\Theta_M \in V^*\) when the coordinate \(x = e^{2\pi it}\) is used to identify fibres of \(\mathcal{A}\) with \(V\). In the proposition above we have used \(t\) to trivialise. It follows that any statement on modular transformations of the explicit functions \(\Theta_M\) will involve \(\rho\) or Zhu’s second vertex algebra structure 7.1, as we see in the statement of his main theorem, which we reproduce below.

We also remark that the factor \((ct + d)^L_0\) arose naturally by analyzing the action of \(SL(2, \mathbb{Z})\) on the differential equation \(\nabla\tilde{\varphi}_M = 0\) through changes of coordinates. In particular, if \(\tilde{\varphi}_M\) were invariant by this transformation, that is, to say, if \(\tilde{\varphi}_M = \tilde{\varphi}_M'\) then it would follow that \(\nabla\) could be viewed as a connection on a bundle over \(\mathbb{H}/SL(2, \mathbb{Z})\), and that \(\tilde{\varphi}_M\) would be a flat section of this bundle. However the condition \(\tilde{\varphi}_M = \tilde{\varphi}_M'\) is in general false. Instead, Zhu proved the following

**Theorem.** [3, Thm 5.3.3.]. Let \(V\) be a rational \(C_2\) cofinite vertex operator algebra, then the trace functions \(q^{-C/24} \text{tr}_M u_0q^{L_0}\) converge to holomorphic functions in \(\tau \in \mathbb{H}\) and their linear span is invariant under the action of \(SL(2, \mathbb{Z})\) given by \(\tau \mapsto \frac{a\tau + b}{c\tau + d}\) and \(u \mapsto (ct + d)^{L(n)}u\).

In particular, for fixed \(b \in V\) primary of conformal weight \(\Delta\), the span of the functions \(\tilde{\varphi}_M(b)\), as \(M\) ranges over the set of irreducible positive energy \(V\)-modules, constitutes a vector valued modular form of weight \(\Delta\). Zhu proved this theorem in the following way. First one notices that the space of conformal blocks is finite dimensional (here the \(C_2\) cofiniteness condition is essential). Then one shows that the trace functions \(\varphi_M\) form a basis of this space where \(M\)
runs through the (finite) list of simple $V$-modules. The result then follows simply from c) in Proposition 9.3 since $\tilde{\varphi}_M$ is a conformal block, and hence is a finite linear combination of $\varphi_M$ for $V$-modules $M$. We have to remark though that in Zhu’s approach, the differential equation (9.1) is taken as part of the definition of a conformal block in genus one, rather than as a consequence of the general geometric definition in 5.7. We summarize this discussion in the following

9.5. Theorem ([3]). Let $V$ be a rational $C_2$-cofinite vertex algebra and consider the family of elliptic curves $\pi: X/S \to E/S$ defined in 6.4. Let $M$ be an irreducible positive energy $V$-module. Let $\mathcal{A}$ (resp. $\mathcal{A}_E$) be the chiral algebra on $X$ (resp. $E$) associated to $V$ and $\mathcal{M}$ be the $\mathcal{A}$-module supported at $x_0 = 1$ associated to $M$. Define $\varphi_M$ by (7.4) and put $\tilde{\varphi}_M := q^{-C/24}\varphi_M$. Then

(a) $\tilde{\varphi}_M$ gives rise to a conformal block of $\mathcal{A}_E$ on $E$.
(b) The linear space spanned by the corrected $\tilde{\varphi}_M$ for $M$ running through the (finite) list of irreducible $V$-modules is invariant with respect to the action of $SL(2, \mathbb{Z})$ defined by

$$\left[\tilde{\varphi}_M \cdot \begin{pmatrix} a & b \\ c & d \end{pmatrix}\right](v, \tau) = \tilde{\varphi}_M \left((ct + d)^{-L_0} \cdot \frac{av + b}{ct + d}\right), \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2, \mathbb{Z}),$$

In particular, for $v \in V$ primary of conformal weight $\Delta$, the collection of $\tilde{\varphi}_M(b)$ gives rise to a vector valued modular form of weight $\Delta$.
(c) $\varphi_M$ satisfies the differential equation expressed in local coordinates by (8.11). This differential equation is not invariant by the action of $SL(2, \mathbb{Z})$. However, the correction $\tilde{\varphi}_M$ satisfies the differential equation (9.1) which is invariant by $SL(2, \mathbb{Z})$. In other words, $\nabla$ defined as in Proposition 9.3 is $SL(2, \mathbb{Z})$ equivariant and therefore descends to a connection on the bundle of conformal blocks in the quotient $\mathbb{H}/SL(2, \mathbb{Z})$. The conformal blocks $\tilde{\varphi}_M$ are flat sections with respect to $\nabla$.

9.6. We now proceed to extend Zhu’s results above to the supersymmetric setting. For simplicity we will consider the setup of 6.9 and 6.13, i.e., we consider the family $E^0$ of elliptic supercurves over the purely even base $S = S^{even}$ parametrized by $(\tau, \alpha)$. The family over the 1/2 dimensional base restricting 6.15 to $\alpha = 0$ can be treated with the same techniques. We proceed in the same way as in the non-super case, namely we first need to express the differential equations (8.14a) in terms of the logarithmic coordinates $(t, \zeta)$ of $\mathcal{A}$ instead of $(x = e^{2\pi i t}, \theta = e^{2\pi i \zeta})$ of $\mathcal{G}$ and we need to use the coordinates $\tau, \alpha$ instead of $q = e^{2\pi i t}$ and $y = e^{2\pi i \alpha}$.

Let $V$ be a strongly conformal $N = 1$ SUSY vertex algebra and let $\pi: X/S \to E^0/S$ be the family of elliptic supercurves from 6.9. Let $\mathcal{A}$ and $\mathcal{A}_E$ be the chiral algebras on $X$ and $E^0$ corresponding to $V$. Let $M$ be a $V$-module and let $\mathcal{M}$ be the corresponding module supported at $z = (1, 0)$. We have used the coordinates $(x - 1, \theta)$ induced at the point $z$ to identify the fiber of $\mathcal{A}$ and $\mathcal{M}$ at $z$, now we wish to pass to the coordinates $(t, \zeta)$, where $\rho(t, \zeta) = (e^{2\pi i t} - 1, e^{2\pi i \zeta})$. Under this change of coordinates the LHS of (8.14a) and (8.14b) read

$$\frac{1}{2\pi i} \partial_\tau \varphi_M(\rho \cdot b), \quad \frac{1}{2\pi i} \partial_\alpha \varphi_M(\rho \cdot b).$$

The Berezinian of $\rho$ equals $2\pi i$, therefore $\text{res}_X = 2\pi i \text{res}_t$. Putting $\rho = (F, \Psi)$ as in Example 5.13, the system (5.7) simplifies to give

$$\delta_1 = \alpha_1 = 0, \quad t_1 = \frac{1}{2} 2\pi i,$$
and (5.9) and its inverse read \( \rho_k^{-1} = \begin{pmatrix} 1 & 0 \\ 0 & (2\pi i)^2 e^{2\pi it} \\ 0 & (2\pi i)^2 e^{2\pi it} \end{pmatrix} \), \( \rho_k = \begin{pmatrix} 1 & C e^{-2\pi it} \\ 0 & e^{-2\pi it} \\ 0 & e^{-2\pi it} \end{pmatrix} \).

These formulas, and the change of coordinate formula for superfields (and their actions on \( M \) as well), yield

\[
\begin{align*}
Y(j, \rho(t)) &= e^{-2\pi it} Y(j, t) \rho - e^{-2\pi it} \frac{C}{6}, \\
Y(h, \rho(t)) &= e^{-2\pi it} \frac{(2\pi i)^2}{\rho} Y(h, t) \rho - e^{-2\pi it} \frac{C}{6} e^{-2\pi it} \frac{(2\pi i)^2}{\rho} Y(j, t) \rho + \frac{C}{6} e^{-2\pi it} C.
\end{align*}
\tag{9.4a,b}
\]

Altogether, equations (8.14a) and (8.14b) read in the logarithmic coordinates as

\[
\begin{align*}
\partial_\tau \varphi_M(p \cdot b) &= \frac{1}{2\pi i} \varphi_M \left( \text{res}_t (\zeta(t))^Y M(h, t) \rho \cdot b \right), \\
\partial_\alpha \varphi_M(p \cdot b) &= \varphi_M \left( \text{res}_t (\zeta(t))^Y M(j, t) - 2\pi i \frac{C}{6} \right) \rho \cdot b.
\end{align*}
\tag{9.5}
\]

It is now easy to see that the correction

\[
\tilde{\varphi}_M(b) = e^{2\pi i C/6} \varphi_M = y^{C/6} \varphi_M
\]

satisfies the differential equations

\[
\begin{align*}
\partial_\alpha \tilde{\varphi}_M(b) &= \tilde{\varphi}_M \left( \text{res}_t (\tilde{\zeta}(t))^Y M(j, t) b \right), \\
\partial_\tau \tilde{\varphi}_M(b) &= \frac{1}{2\pi i} \tilde{\varphi}_M \left( \text{res}_t (\tilde{\zeta}(t))^Y M(h, t) b \right).
\end{align*}
\tag{9.6,7a,b}
\]

9.7. Lemma. Let \( \beta, \gamma \) be two even constants and consider the change of coordinates \( \sigma(t, \zeta) = (t/\gamma, e^{\beta t} \zeta) \). Then we have

\[
\sigma = e^{-\beta J_1 \gamma L_0 - J_0}.
\]

Proof. Expand

\[
e^{-\beta J_1 \gamma L_0 - J_0} \cdot (t, \zeta) = e^{\beta t} \partial_\tau \gamma - t \partial_\alpha (t, \zeta) = e^{\beta t} \partial_\tau \gamma \left( \frac{t}{\gamma}, \zeta \right) \gamma = \left( \frac{t}{\gamma}, e^{\beta t} \zeta \right) = \sigma(t).
\]

\( \square \)

9.8. As explained in 6.11 the Jacobi group \( SL(2, \mathbb{Z}) \ltimes \mathbb{Z}^2 \) acts on \( \mathbb{R} \times \mathbb{C} \) by (6.8)-(6.9) and the family \( E^0 \) is equivariant for this action with (6.10)-(6.11). Consider \( \gamma \in \mathbb{Z}^2 \) and let \( (\tau, \alpha') = \gamma \cdot (\tau, \alpha) \) as in (6.9) and \( \sigma(t) = t' = (t', \zeta') = \gamma \cdot (t, \zeta) = \gamma \cdot t \) as in (6.10). The LHS of (9.7b)-(9.7a) transforms as

\[
\partial_\tau = \partial_\tau + m \partial_\alpha', \quad \partial_\alpha = \partial_\alpha'.
\]

The Berezinian of the change of coordinate (6.10) is \( e^{-2\pi im t} \) from which \( \text{res}_t = e^{2\pi im t} \text{res}_{t'} \). The system (5.7) is easily solved and (5.9) is given by

\[
\begin{pmatrix}
1 & C (2\pi im)^2 \zeta \\
0 & e^{-2\pi im} \\
0 & 2\pi im \zeta
\end{pmatrix}.
\]

\footnote{We abuse notation by denoting the restriction of \( \rho_k^{-1} \) from \( V \) to the subspace spanned by \( |0\>, h, j \), by the same letter.}
It follows that the superfields transform as

\[ Y(h, t) = e^{-2\pi im}Y(h, t')\sigma^{-1} + 2\pi im\sigma Y(j, t')\sigma^{-1} + \frac{C}{6}(2\pi im)^2 \]

\[ Y(j, t) = \sigma Y(j, t')\sigma^{-1} + \frac{C}{3}2\pi im \]

Equation (9.7a) is therefore given in the coordinates \( t' \) by

\[ \partial_{\nu'} \bar{\varphi}_M(\sigma^{-1}b) = \bar{\varphi}_M \left( \text{res}_{\nu} \tilde{\zeta}(t')\zeta' \left( Y^M(j, t') + \frac{C}{3}2\pi im \right) \sigma^{-1}b \right). \tag{9.8a} \]

On the other hand equation (9.7b) is given by

\[ \partial_{\nu'} \bar{\varphi}_M(\sigma^{-1}b) = -m\partial_{\nu}\bar{\varphi}_M(\sigma^{-1}b) + \frac{1}{2\pi i} \bar{\varphi}_M \left( \text{res}_{\nu} \tilde{\zeta}(t') \left( Y^M(h, t') + 2\pi im\zeta'Y^M(j, t') + \frac{C}{6}(2\pi im)^2\zeta' \right) \sigma^{-1}b \right) \]

\[ = \frac{1}{2\pi i} \bar{\varphi}_M \left( \text{res}_{\nu} \tilde{\zeta}(t') \left( Y^M(h, t') - \frac{C}{6}\zeta'(2\pi im)^2\sigma^{-1}b \right) \right). \tag{9.8b} \]

We easily see that the normalised conformal block

\[ \Psi_M(b, \tau', \alpha') := q^{\frac{C}{2}m^2}y^{-\frac{C}{2}2m}\bar{\varphi}_M(\sigma^{-1}b) = \exp \left( \frac{-C}{6}(m^2\tau' - 2m\alpha') \right) \bar{\varphi}_M(\sigma^{-1}b; \tau, \alpha) \]

\[ = \exp \left( -\frac{-C}{6}(m^2\tau + 2m\alpha) \right) \bar{\varphi}_M(\sigma^{-1}b) \tag{9.9} \]

satisfies the same equations (9.7) in \( \alpha', \tau' \) as \( \bar{\varphi}_M \) does in \( \alpha, \tau \). Namely

\[ \partial_{\nu'} \Psi_M(b) = \Psi_M \left( \text{res}_{\nu} \tilde{\zeta}(t)\zeta'Y^M(j, t)b \right), \]

\[ \partial_{\nu'} \Psi_M(b) = \frac{1}{2\pi i} \Psi_M \left( \text{res}_{\nu} \tilde{\zeta}(t)Y^M(h, t)b \right). \]

Consider now the modular transformation \( (\tau', \alpha') = A\cdot(\tau, \alpha) \) as in (6.8) and \( t' = (t', \zeta') = A\cdot t \) as in (6.11). Let \( \sigma \) be the automorphism of \( V \) associated to the change of coordinates (6.11). The LHS of (9.7b)-(9.7a) transforms by

\[ \partial_{\nu} = \frac{\partial_{\nu'} - \text{cov}_{\alpha'}}{(ct + d)^2} \quad \partial_{\nu} = \frac{\partial_{\alpha'}}{ct + d}. \]

Computing the Berezinian of the change of coordinates (6.11) we obtain

\[ \text{res}_{\nu} = \text{Ber} \sigma^{-1} \text{res}_{\nu'} = (ct + d)e^{-2\pi i \frac{\alpha}{ct+d} \partial_{\nu}}. \]

Put \( \beta = -(2\pi i)\frac{\alpha}{ct+d} \) and \( \gamma = ct + d \). Refering again to Example 5.13, the system (5.7) for \( \sigma = (F, \Psi) \) given by (6.11) is:

\[ q = \frac{1}{\gamma}, \quad \varepsilon_0 = 0, \quad \delta_0 = \gamma\beta e^\beta \zeta, \quad y = \gamma e^\beta, \]

\[ \tau_1 = \varepsilon_1 = 0, \quad \alpha_1 = \beta, \quad \delta_1 = \frac{1}{2}\beta^2 \zeta. \]
Plugging into (5.9) gives the action of $\sigma^{-1}$ in the subspace of $V$ with basis $|0\rangle, h, j$ as left multiplication by the matrix
\[
\begin{pmatrix}
1 & \frac{\beta^2}{\beta_0^2} & \frac{\beta}{\beta_0} \\
0 & \frac{\beta_0}{\beta} & 0 \\
0 & \frac{\beta_0}{\beta} & 1
\end{pmatrix}.
\]

Therefore the fields change coordinates as
\[
Y(j, t) = \gamma^{-1} \sigma Y(j, t') \sigma^{-1} + \frac{C}{3} \beta,
\]
\[
Y(h, t) = \gamma^{-2} e^{-\beta \sigma} Y(h, t') \sigma^{-1} + \frac{C}{6} \beta^2 \zeta.
\]

We see that in the coordinates $t'$ (9.7a) reads
\[
\partial_{\alpha'} \bar{\Phi}_M(\sigma^{-1} b) = \bar{\Phi}_M \left( \text{res}_{\zeta} \zeta(t') Y(j, t') \sigma^{-1} b \right) + \bar{\Phi}_M \left( \text{res}_{\zeta} \zeta(t') \zeta'C \gamma \beta \sigma^{-1} b \right).
\]

We express $\gamma \beta$ in terms of $\alpha'$ and $\tau'$ using
\[
c\tau + d = -(c\tau - a)^{-1} \Rightarrow \gamma \beta = -2\pi i c a = 2\pi i \frac{c\alpha'}{c\tau' - a}
\]
to obtain
\[
\partial_{\alpha'} \bar{\Phi}_M(\sigma^{-1} b) = \bar{\Phi}_M \left( \text{res}_{\zeta} \zeta(t') Y(j, t') \sigma^{-1} b \right) + \bar{\Phi}_M \left( \text{res}_{\zeta} \zeta(t') \zeta'C \gamma \beta \sigma^{-1} b \right).
\]

We now express (9.7b) in the new parameters $\tau', \alpha'$:
\[
(\partial_{\tau'} - c \alpha' \partial_{\alpha'}) \bar{\Phi}_M(\sigma^{-1} b) = \frac{1}{2\pi i} \bar{\Phi}_M \left( \text{res}_{\zeta} \zeta(t') \left( Y(h, t') + \beta \gamma \sigma^{-1} b \right) \right)
\]

And using (9.11a) we write this as
\[
\partial_{\tau'} \bar{\Phi}_M(\sigma^{-1} b) = \frac{1}{2\pi i} \bar{\Phi}_M \left( \text{res}_{\zeta} \zeta(t') \left( Y(h, t') - \frac{C}{6} (2\pi i c a)^2 \sigma^{-1} b \right) \right)
\]
\[
= \frac{1}{2\pi i} \bar{\Phi}_M \left( \text{res}_{\zeta} \zeta(t') \left( Y(h, t') - \frac{C}{6} \left( \frac{c\alpha'}{c\tau' - a} \right)^2 \sigma^{-1} b \right) \right).
\]

We see easily that the corrected conformal block
\[
\Psi_M(b) = \Psi_M(b; \tau', \alpha') := \exp \left( 2\pi i \frac{C}{6} \left( \frac{c\alpha' \gamma}{c\tau' - a} \right) \right) \bar{\Phi}_M(\sigma^{-1} b; \tau, \alpha)
\]
\[
= \exp \left( 2\pi i \frac{C}{6} \left( \frac{c\alpha \beta}{c\tau + a} \right) \right) \bar{\Phi}_M(\sigma^{-1} b; \tau, \alpha)
\]
satisfies the same equations at $\alpha', \tau'$ as $\bar{\Phi}_M$ does at $\alpha, \tau$.

9.9. If $b \in V$ is a primary vector of conformal weight $\Delta$ and charge 0 we have from Lemma 9.7 for the action of $\mathbb{Z}^2$ that the correction (9.9) is given by
\[
\Psi_M(b; \tau, \alpha) = \exp \left( \frac{C}{6} 2\pi i (m^2 \tau + 2ma) \right) e^{\frac{2\pi in}{c\tau + d}} \bar{\Phi}_M(b; \tau, \alpha + m\tau + n),
\]
while for the action of the modular group $SL(2, \mathbb{Z})$, the correction (9.12) is given by
\[
\Psi_M(b; \tau, \alpha) = (c\tau + d)^{-\Delta} \exp \left( 2\pi i \frac{C}{6} \left( \frac{c\alpha \beta}{c\tau + d} \right) \right) \bar{\Phi}_M \left( b; \frac{\alpha \tau + b}{c\tau + d}, \frac{\alpha}{c\tau + d} \right).
\]
We recognize precisely the transformation properties of Jacobi forms \( \text{(8.6)} \) with weight \( k = \Delta \), index \( l = C/6 \) and character if \( C \) is not divisible by \( 6 \). We have arrived at the super-analog to Proposition 9.3.

**9.10. Theorem.** Let \( V \) be a conformal \( N_W = 1 \) SUSY vertex algebra and consider the trivial bundle \( \mathcal{E} \) with fiber \( V^* \) on \( \mathbb{H} \times \mathbb{C} \). Consider the connection \( \nabla \) on \( \mathcal{E} \) given in the coordinates \( \tau, \alpha \) by

\[
\nabla = d + \frac{1}{2\pi i} \text{res}_t \tilde{\zeta}(t) \left( Y(h, t) d\tau + 2\pi i \zeta Y(j, t) d\alpha \right).
\]

(a) \( \nabla \) is flat and each positive energy module \( M \) of \( V \) gives rise to a section \( \tilde{\varphi}_M = y^{C/6} \varphi_M \) of \( \mathcal{E} \), as defined in Section 7.7, flat with respect to \( \nabla \).

(b) Changing coordinates \( \tau \mapsto \tau' = \tau, \alpha \mapsto \alpha' = \alpha + m\tau + n \) for \( (m, n) \in \mathbb{Z}^2 \) and defining \( \Psi_M \) by (9.9) yields \( \nabla^* \Psi_M = 0 \), that is, \( \Psi_M \) satisfies the same differential equation with respect to \( \tau', \alpha' \) as \( \tilde{\varphi}_M \) does with respect to \( \tau, \alpha \).

(c) Changing coordinates \( \tau \mapsto \tau' = \frac{\tau + 1}{\tau}, \alpha \mapsto \alpha' = \frac{\alpha}{\tau} \) and defining \( \Psi_M \) by (9.12) yields \( \nabla^* \Psi_M = 0 \), that is, \( \Psi_M \) satisfies the same differential equation with respect to \( \tau', \alpha' \) as \( \tilde{\varphi}_M \) does with respect to \( \tau, \alpha \).

(d) Let \( E_{\tau', \alpha'} \) be the superelliptic curve with parameters \( \tau', \alpha' \) as in (b) (resp. c), and \( \mathcal{A}_{E_{\tau', \alpha'}} \) be the corresponding chiral algebra. then \( \Psi_M \) defined as in (b) (resp. c) is a conformal block in \( C(E_{\tau', \alpha'}, (1, 0); \mathcal{A}_{E_{\tau', \alpha'}}) \).

**Proof.** The only part that we have not proved is flatness of \( \nabla \). Expanding in terms of usual fields as in (4.2) we see that the commutator \( [\nabla_\tau, \nabla_\alpha] \) is given by

\[
\left[ \frac{1}{2\pi i} \text{res}_t \tilde{\zeta}(t) \left( L(t) + \partial_t J(t) \right), \text{res}_t 2\pi i \tilde{\zeta}(t') J(t') \right] = \\
\text{res}_t \text{res}_{t'} \tilde{\zeta}(t) \tilde{\zeta}(t') \left( \delta(t, t') \partial_t J(t') + J(t') \partial_t \delta(t, t') - \frac{C}{12} \partial_{t'}^2 \delta(t, t') \right) = \\
\text{res}_{t'} \left( \tilde{\zeta}(t')^2 \partial_t J(t') + J(t') \tilde{\zeta}(t') \partial_t \tilde{\zeta}(t') - \frac{C}{12} \tilde{\zeta}(t') \partial_{t'}^2 \tilde{\zeta}(t') \right) = \\
- \text{res}_t \tilde{\zeta}(t') \left( J(t') \partial_t \tilde{\zeta}(t') + \frac{C}{12} \partial_{t'}^2 \tilde{\zeta}(t') \right) \quad (9.14)
\]

Note that the last term in parenthesis in (9.14) is meromorphic in \( t \) and \( t' \) with poles only at the lattice points \( mt + n \), as \( \partial_t \tilde{\zeta}(t') = -\varphi(t') - b_0 \) is the elliptic function described in 8.1. As in (8.10) and using (8.4) the first term acts on \( \varphi_M \) in the same way as

\[
2\pi i \text{res}_t J(t) \partial_t \tilde{\zeta}(t) = -2\pi i \text{res}_t \tilde{\zeta}(t) \partial_t J(t),
\]

since the failure of \( \tilde{\zeta}(t) J(t) \partial_t \tilde{\zeta}(t) \) to be elliptic is that when \( t \mapsto t + \tau \) this product gets added a term \( 2\pi i J(t) \partial_t \tilde{\zeta}(t) \).

Applying again the same argument we obtain that the first term in the RHS of (9.14) acts on \( \varphi_M \) as \( (2\pi i)^2 \text{res}_t \partial_t J(t) = 0 \). The second term vanishes because of the same argument.

\( \square \)

**9.11.** As in Remark 9.4 we see, simply by analyzing the changes of coordinates given by the action of the Jacobi group \( SL(2, \mathbb{Z}) \times \mathbb{Z}^2 \) in our family of elliptic supercurves 6.11, that we obtain the cocycle defining the transformation properties of Jacobi forms in the corrected conformal blocks (9.13a),(9.13b). Once again, strict invariance of the system of differential equations (9.7) would be implied if we had the equality \( \Psi_M(b; \tau', \alpha') = \tilde{\varphi}_M(b; \tau', \alpha') \), which in turn would mean that the trace function \( \tilde{\varphi}_M(b; \tau, \alpha) \) is a Jacobi form of weight \( \Delta \) and index \( C/6 \) for a primary vertex \( b \). Once again this condition is false in general. Instead one has the following result which is a particular case of a theorem of Krauel and Mason.
Theorem. [7, Thm 1.1] Let \( V \) be a conformal \( N_W = 1 \) SUSY vertex algebra which is simple and strongly regular as a usual vertex operator superalgebra. Then the linear span of the trace functions \( \tilde{\varphi}_M \) is invariant under the action of the Jacobi group, that is \( \Psi_M \) is a linear combination of the \( \tilde{\varphi}_M \), for \( M \), running through the (finite) list of irreducible \( V \)-modules.

9.12. Remark.

(a) The condition of \( V \) being simple and strongly regular is a technical condition entailing rationality and \( C_2 \) cofiniteness, this finiteness condition is sufficient to guarantee finite dimensionality of the spaces of conformal blocks. For a definition and a survey of these vertex operator algebras we refer the reader to [7, 28].

(b) The trace functions considered in [7] are more general than ours in that they allow any (and many) \( U(1) \) currents instead of just the \( U(1) \) current \( J \) from the superconformal structure. Presumably these traces would appear when one considers hyperelliptic curves of higher genus.

(c) As mentioned in the introduction the theorem in [7] is proved by carefully using a result of Miyamoto which in turn is a complicated computation. The theorem can also be proved by the geometric method of Zhu as described in Remark 9.4, i.e., one uses rationality and \( C_2 \) cofiniteness to prove the finite dimensionality of the space of conformal blocks and that \( \{ \tilde{\varphi}_M \} \) forms a basis of this space as \( M \) runs through the finite set of irreducible \( V \)-modules. In this approach we need to define conformal blocks for superelliptic curves as solutions to the differential equations (9.7). Jacobi invariance follows simply from (9.12) in Theorem 9.10.

(d) When \( b \) is a primary field of charge 0 and conformal weight \( \Delta \) we obtain that the collection \( \tilde{\varphi}_M(b) \) are Jacobi forms of weight \( \Delta \) and index \( C/6 \). If \( b \) is not primary, then the general transformation formula is given by (9.9)-(9.12). Note that these formulas involve the automorphism \( \sigma^{-1} \) defined in Lemma 9.7, and in particular involve the action of \( \exp(\beta J_1) \) where \( \beta = 2\pi i m \) in the case of the \( \mathbb{Z}^2 \) action by (6.10) and \( \beta = -2\pi i \frac{c\alpha}{c\tau + d} \) in the case of the modular group action. This explains the more complicated transformation rules (as quasi-modular forms) found in [7, Thm 1.2] as arising from the geometric change of coordinates inducing the isomorphism of elliptic supercurves \( E_{\tau, \alpha} \simeq E_{\tau', \alpha'} \) as in 6.11.

We summarize this discussion in

9.13. Theorem. Let \( V \) be a conformal \( N_W = 1 \) SUSY vertex algebra which simple and strongly regular as a usual vertex operator superalgebra and let \( \{ M_i \} \) be the finite set of its irreducible modules. Define \( \varphi_M \) by (7.9) and put \( \tilde{\varphi}_M = \psi^{C/6} \varphi_M \). Then

(a) \( \tilde{\varphi}_M \) gives rise to a conformal block of \( \psi^{C/6} \) over the elliptic supercurve with parameters \( \tau, \alpha \) defined in 6.9.

(b) The linear span of the \( \tilde{\varphi}_M \) for \( M \) running through \( \{ M_i \} \) is invariant under the following action of the Jacobi group:

\[
[\tilde{\varphi}_M : (m, n)](b; \tau, \alpha) := \exp \left( \frac{C}{6} 2\pi i (m^2 \tau + 2mn) \right) e^{2\pi i n \times} \tilde{\varphi}_M(\sigma^{-1} b; \tau, \alpha + m\tau + n)
\]

\[
\left[ \tilde{\varphi}_M : \begin{pmatrix} a & b \\ c & d \end{pmatrix} \right](b, \tau, \alpha) := \exp \left( 2\pi i \left( \frac{C}{b} \frac{-\alpha c^2}{c^\tau + d} \right) \right) \times \tilde{\varphi}_M(\sigma^{-1} b, \frac{a\tau + b}{c\tau + d}, \frac{\alpha}{c\tau + d}), \quad \begin{pmatrix} a \\ b \\ c \\ d \end{pmatrix} \in SL(2, \mathbb{Z})
\]
(c) These conformal blocks are flat with respect to the flat connection \( \nabla \) defined by
\[
\nabla = d + \frac{1}{2\pi i} \text{res}_t \bar{\zeta}(t) \left( Y^M(h, t) d\tau + 2\pi i \zeta Y^M(j, t) d\alpha \right),
\]
that is \( \nabla \phi_M(b) = 0 \).

(d) The connection \( \nabla \) is equivariant with respect to the action of the Jacobi group from b). That is under the change of coordinates
\[
(\tau', \alpha') = (\tau, \alpha + m\tau + n) \quad \text{and} \quad (t, \zeta) \mapsto (t, e^{2\pi im\zeta}),
\]
we have
\[
\nabla' = d + \frac{1}{2\pi i} \text{res}_t \bar{\zeta}(t') \left( Y^M(h, t') d\tau' + 2\pi i \zeta' Y^M(j, t') d\alpha' \right),
\]
and under the change of coordinates
\[
(\tau', \alpha') = \left( \frac{\sigma + t}{c \tau + d}, \frac{\alpha}{c \tau + d} \right) \quad \text{and} \quad (t', \zeta') = \left( \frac{t}{c \tau + d}, e^{-2\pi im\zeta}/(c \tau + d) \zeta \right),
\]
we have
\[
\nabla' = d + \frac{1}{2\pi i} \text{res}_{t'} \bar{\zeta}(t') \left( Y(h, t') d\tau + 2\pi i \zeta' Y(j, t') d\alpha' \right),
\]
and
\[
\nabla' \left[ \phi_M \cdot (a, b; c, d) \right] = 0, \quad \left( a, b; c, d \right) \in SL(2, \mathbb{Z}).
\]

9.14. Theorem 9.13 can be interpreted as follows: the spaces of conformal blocks of an \( N_W = 1 \) SUSY vertex algebra forms an \( SL(2, \mathbb{Z}) \times \mathbb{Z}^2 \)-equivariant vector bundle with flat connection on \( \mathbb{H} \times \mathbb{C} \). This can be identified with a left \( \mathcal{D} \)-module on the orbifold quotient \( \mathbb{H}^0 = \mathbb{H} \times \mathbb{C} \parallel SL(2, \mathbb{Z}) \times \mathbb{Z}^2 \) of 6.12. The conformal blocks \( \phi_M \) associated to each irreducible module \( M \) are flat sections.

10. Examples

10.1. Let \( \Gamma \) be an even unimodular lattice of rank \( r \) (which necessarily is a multiple of 8). We have the usual lattice vertex algebra \( V_{\Gamma} \). Consider the purely even space \( \mathfrak{h} = \mathbb{C} \otimes_{\mathbb{Z}} \Gamma \) with its symmetric bilinear pairing \( \langle \cdot, \cdot \rangle \) linearly extended from \( \Gamma \). It generates a sub-vertex algebra of free Bosons isomorphic to \( \text{Cur}(\mathfrak{h}) \) as in Example 3.3 c). Consider also the purely odd space \( W := \Pi(\mathbb{C} \otimes_{\mathbb{Z}} \Gamma) \) together with its super-skew-symmetric bilinear form \( \langle \cdot, \cdot \rangle \) induced from the same pairing in \( \Gamma \). We have the algebra of free Fermions \( F(W) \) as in 3.3 d). We consider the SUSY lattice vertex algebra \cite{29} \( V \) which as a vertex algebra is simply the tensor product \( V_{\Gamma} \otimes F(W) \). The superconformal structure is generated as follows. Write \( W = W^+ \oplus W^- \) with \( W^\pm \) isotropic subspaces for \( \langle \cdot, \cdot \rangle \) (recall \( W \) is a complex vector space of even dimension). Choose a basis \( \{ \alpha_i \}_{i=1}^{r/2} \) of \( W^+ \) and its dual basis \( \{ \bar{\alpha}^i \} \) of \( W^- \) satisfying \( \langle \alpha_i, \alpha^j \rangle = \delta_i^j \). The conformal vector of \( F(W) \) is
\[
L_W = -\sum_{i=1}^{r/2} \bar{\alpha}_i \partial \bar{\alpha}^i
\]
It has central charge \( c_W = -r \) and each \( \bar{\alpha} \in W^+ \) is primary of conformal weight 1 while \( \alpha \in W^- \) is primary of conformal weight 0.

Changing the parity of the decomposition of \( W \) we obtain \( \mathfrak{h} = \mathfrak{h}^+ \oplus \mathfrak{h}^- \). Let \( \{ \alpha_i \}_{i=1}^{r/2} \) be a basis of \( \mathfrak{h}^+ \) obtained by changing the parity of the \( \{ \bar{\alpha}_i \} \) and let \( \{ \alpha^i \} \) be its dual basis \( \langle \alpha_i, \alpha^j \rangle = \delta_i^j \) in
We easily compute now the character of this vertex algebra to be
\[ \chi = \frac{1}{\eta(\tau, \alpha)} \]
It has central charge \( c_h = r \) and each \( \alpha \in h \) is primary of conformal weight 1. In addition, for each \( \gamma \in \Gamma \) we have a vertex operator \( e_{\gamma} \in V \) primary of conformal weight \( (\gamma, \gamma)/2 \in \mathbb{Z} \). We define the conformal vector of \( V \) as
\[ L = L_W + L_h, \]
it has central charge 0. Now \( L \) together with
\[ J = \sum_{i=1}^{r/2} \alpha_i \bar{\alpha}_i, \quad Q = \sum_{i=1}^{r/2} \alpha_i \bar{\alpha}_i, \quad \text{and} \quad H = \sum_{i=1}^{r/2} \alpha_i \bar{\alpha}_i. \]
satisfy the relations (3.3) of the topological algebra with the central parameter \( C = 3r/2 \). With respect to the \( U(1) \) current \( J \), the vectors in \( W^\pm \) have charge \( \pm 1 \) while the vectors in \( h \) and the vertex operators \( e_{\gamma} \) have charge 0. The \( N_W = 1 \) SUSY vertex algebra structure on \( V \) is simply given by defining \( D = Q - 1 \) and the superfields
\[ Y(a, x, \theta) = Y(a, x) + \theta Y(Q_{-1} a, x). \]

We easily compute now the character of this vertex algebra to be
\[ \chi_V(q, y) := y^{C/6} \eta_y(q)^{-3r/2} \left( \sum_{k \in \mathbb{Z}} (-1)^k q^{k(k+1)/2} y^{k+1/2} \right)^{r/2} \Theta_{r/2}(q)^{-1}, \]
\[ = y^{r/4} \eta(q)^{-C} \Theta_{r/2}(q)^{-1} \left( \sum_{k \in \mathbb{Z}} (-1)^k q^{k(k+1)/2} y^{k+1/2} \right)^{r/2} \Theta_{r/2}(q). \]
The denominator comes from the Bosons in \( h \). The first term in the numerator comes from the positively charged Fermions in \( W^+ \) and the second term from the negatively charged Fermions in \( W^- \). Finally, we recognize in the last factor the \( \Theta(q) \) function of the lattice, which comes from the zero charged vertex operators \( e_{\gamma} \). Using the Jacobi triple product identity
\[ \prod_{n \geq 1} (1 - q^n)(1 - yq^n)(1 - y^{-1}q^{n-1}) = \sum_{k \in \mathbb{Z}} (-y)^k q^{k^2/2+k/2}, \]
we can express our character as
\[ \chi_V(q, y) = y^{C/6} \eta(q)^{-3r/2} \left( \sum_{k \in \mathbb{Z}} (-1)^k q^{k(k+1)/2} y^{k+1/2} \right)^{r/2} \Theta_{r/2}(q)^{-1} \]
\[ = y^{r/4} \eta(q)^{-C} \Theta_{r/2}(q)^{-1} \left( \sum_{k \in \mathbb{Z}} (-1)^k q^{k(k+1)/2} y^{k+1/2} \right)^{r/2} \Theta_{r/2}(q) \]
\[ = \eta(q)^{-3r/2} \Theta_{r/2}(q)^{-1} \left( \sum_{k \in \mathbb{Z}} (-1)^k q^{k(k+1)/2} y^{k+1/2} \right)^{r/2} \Theta_{r/2}(q). \]

Here \( \eta(q) = q^{-1/24} \prod_{n \geq 1} (1 - q^n) \) is Dedekind’s function which is a modular form of weight 1/2, and the lattice theta function \( \Theta(q) \) is a modular form of weight \( r/2 = C/3 \). The theta function \( \theta(q, \alpha) \), which is given by [26, V.1.1]
\[ \theta(q, \alpha) = \frac{1}{\sqrt{-1}} \sum_{k \in \mathbb{Z}} (-1)^k q^{(k+1)/2} y^{k+1/2}, \]
is a Jacobi form with character of weight 1/2 and index 1/2. We used in (10.2) that \( 8|r \) in order to cancel the terms with \( \sqrt{-1} \) that appear to a power multiple of 4. It follows that our character is a Jacobi form of weight \( -C/2 + C/3 + C/6 = 0 \) and index \( C/6 \). Note that in this case \( C/6 = r/4 \in 2\mathbb{Z} \).
10.2. Let $M$ be a compact smooth Calabi–Yau manifold of complex dimension $n$. We have a sheaf $\Omega^n_M$ of vertex operator algebras on $M$ called the chiral de Rham complex of $M$ [30]. It carries a topological structure with parameter $C = 3n$. Its sheaf cohomology then $V = H^*(M, \Omega^n_M)$ is a super-vertex algebra with a superconformal structure as in 4.4. Borisov and Libgober proved in [31] that the graded character of $V$ coincides with the 2-variable elliptic genus of $M$ which is known to be a Jacobi form of weight 0 and index $C/6$. It would be interesting to know in which cases (if any) is $V$ itself a holomorphic vertex algebra.

Appendix A. Convergence of 1-point functions

In this appendix we prove the convergence of the one point functions on an elliptic supercurve under some finiteness condition on $V$. Our approach follows Zhu’s proof in the usual case which roughly goes as follows. One replaces the base field of the complex numbers by the ring $QM_* \cong \mathbb{C}[b_0, b_1, b_2]$ of (quasi)-modular forms, viewed as a subring of convergent formal power series in $\mathbb{C}[q]$. One uses a finiteness condition on the vertex operator algebra $V$ (the $C_2$-cofiniteness condition) to show that certain quotient of $V \otimes QM_*$ is a finite $QM_*$-module. The Noetherian property of $QM_*$ implies that the sequence of vectors $L[-2]^j a$ for any $a \in V$ spans a finite dimensional $QM_*$-submodule of this quotient and this shows that conformal blocks satisfy a finite order ODE with coefficients in the ring $QM_*$. The convergence result follows from standard results in the theory of differential equations.

In our situation, we need to replace modular forms (as functions of $q$) by Jacobi modular forms (functions of $q$ and $y$). A technical difficulty arises in that the ring of Jacobi forms is not Noetherian. This forces us to use a larger (Noetherian) ring $R$ containing weak Jacobi forms and quasi-Jacobi forms. We then show that the $\varphi_M$ descend to a certain explicit quotient of $V \otimes R$. Using a certain finiteness condition (which we call charge cofiniteness, but which turns out to be equivalent to $C_2$-cofiniteness) we show the quotient to be a finite $R$-module. Convergence of $\varphi_M$ is established by repeating Zhu’s proof.

A.1. Definition. Recall the subspace $C_2(V) = \text{span} \{a \cdot b | a, b \in V\}$ of the vertex algebra $V$ introduced by Zhu. If $C_2(V)$ has finite codimension in $V$ then $V$ is said to be $C_2$-cofinite. Now let $V$ be a conformal $N_W = 1$ SUSY vertex algebra with grading $V = \oplus_{n \in \mathbb{Z}} V_n$ by charge. We define the subspace $C_{ch}(V) \subset V$ to be the span of

$$\{a(-n)| b| n = \text{max}(2, |\text{charge} a|)\} = \{a(-n)| b| n \geq \text{max}(2, |\text{charge} a|)\} ,$$

and we say that $V$ is charge cofinite if $C_{ch}(V)$ has finite codimension in $V$.

A.2. Lemma. Let $V$ be an $N_W = 1$ SUSY vertex algebra. Then $V$ is charge cofinite if and only if it is $C_2$-cofinite.

Proof. It is clear that charge cofiniteness implies $C_2$-cofiniteness. Suppose now that $V$ is $C_2$ cofinite and fix $\{v^1, \ldots, v^k\}$ spanning $V$ modulo $C_2(V)$. Put $N = \text{max}(\{2\} \cup \{|\text{charge}\{v^i\}|\})$ and $D \subset V$ the span of the vectors $v^{i_1}_{n_1} \cdots v^{i_s}_{n_s}$ where $n_1 > n_2 > \cdots > n_s > 0$ and $n_1 > N$. By Proposition A.3 $V/D$ is finite dimensional. On the other hand $D \subset C_{ch}(V)$, hence $V/C_{ch}(V)$ is finite dimensional. 

A.3. Proposition ([32] Proposition 8, [33] Lemma 2.4). Let $V$ be a $C_2$-cofinite vertex algebra graded by non negative conformal weight. Let $\{v^1, \ldots, v^k\}$ span $V$ modulo $C_2(V)$. Then $V$ is spanned by the vectors $v^{i_1}_{n_1} \cdots v^{i_s}_{n_s}$ where $n_1 > n_2 > \cdots > n_s > 0$.

A.4. Zhu’s theorem on modular invariance of trace functions fundamentally involves the identification of the chiral algebras on $\mathbb{A}^1$ and on $\mathbb{G}_m$ via the exponential map. This is manifest in the two vertex algebra structures $Y(a, z)$ and $Y(a, z)$ [3] on $V$ that appear in the theorem statement. The $N_W = 1$ situation is similar. Let $V$ be a conformal $N_W = 1$ SUSY vertex algebra with
corresponding chiral algebras \( \mathcal{A} \) on \( \mathbb{H}^{1|1} \) and \( \mathcal{A}_{\mathcal{G}_m} \) on \( \mathbb{G}_m^{1|1} \). Recall (c.f., (2.1)) the exponential map

\[
\rho(t) = \rho(t, \zeta) = (x - 1, \theta) = (e^{2\pi it} - 1, e^{2\pi it} \zeta).
\]

**Lemma.** Let \( (V, [0], Y(\cdot, t), \hat{j}, h) \) be a conformal \( N_W = 1 \) SUSY vertex algebra with conformal vectors \( h \) and \( j \). Let \( a \in V \) be a vector of conformal weight \( \Delta \). Define

\[
Y[a, t] = Y[a, t, \zeta] = \rho^{-1}Y(\rho a, t, \zeta)\rho
= e^{2\pi it}Y \left( a, e^{2\pi it} - 1, e^{2\pi it} \zeta \right) + e^{2\pi it} \zeta \rho \left( Q_{a}a, e^{2\pi it} - 1, e^{2\pi it} \zeta \right). \tag{A.1}
\]

and

\[
\tilde{h} = \frac{1}{(2\pi i)^2}h, \quad \tilde{j} = \frac{1}{2\pi i}j - \frac{C}{6}.
\]

Then \( (V, [0], Y[\cdot, t], \tilde{j}, \tilde{h}) \) is a conformal \( N_W = 1 \) SUSY vertex algebra.

**Proof.** The vertex algebra \( (V, [0], Y[\cdot, t]) \) is obtained from \( (V, [0], Y(\cdot, t)) \) by transport of structure from the linear map \( \rho \in \text{Aut}(V) \). Putting \( t = (0, 0) \) in (9.4) shows that \( \rho j = \tilde{j} \) and \( \rho h = \tilde{h} \). Hence \( \tilde{h} \) and \( \tilde{j} \) are the conformal vectors of \( (V, [0], Y[\cdot, t]) \). \( \square \)

A.5. The vertex algebra structure \( (V, [0], Y[a, t]) \) is naturally associated to the logarithmic coordinates \( t \) of \( \mathbb{H}^{1|1} \), and the original vertex algebra structure \( (V, [0], Y(a, x)) \) to the exponentiated coordinates \( x \) of \( \mathbb{G}_m^{1|1} \).

We expand the superconformal generators (4.2) as

\[
Y[h, t] = H[t] + \zeta (L[t] + \partial_t J[t]), \quad Y[j, t] = J[t] - \zeta Q[t],
\]

where

\[
L[t] = \sum_{n \in \mathbb{Z}} L_{[n]} t^{-2-n}, \quad J[t] = \sum_{n \in \mathbb{Z}} J_{[n]} t^{-1-n}, \quad Q[t] = \sum_{n \in \mathbb{Z}} Q_{[n]} t^{-2-n}, \quad H[t] = \sum_{n \in \mathbb{Z}} H_{[n]} t^{-1-n}.
\]

These fields satisfy the commutation relations (3.6). In general we use parentheses together with square brackets to denote Fourier modes of the superfield \( Y[a, t] \), i.e.,

\[
Y[a, t] = \sum_{n \in \mathbb{Z}} t^{-1-n} (a_{[n]} + \zeta (Q_{[-1]} a)_{[n]}).
\]

Finally, for a \( V \)-module \( M \) and a vector \( a \in V \) we will denote by \( o(a) \in \text{End}(M) \) the Fourier mode of \( a \) preserving conformal weights of \( M \), that is \( a_{(\Delta-1)} \) when the conformal weight of \( a \) is \( \Delta \).

A.6. The exponential change of coordinates is upper triangular: \( J_0 = J_{[0]} + \sum_{k \geq 1} l_k J_{[k]} \) for some constants \( l_k \) and \( J_{[0]} = J_0 + \sum_{k \geq 0} m_k J_k \) for constants \( m_k \). Similarly for each \( a \in V \) we have \( a_{(-2)} = a_{(-2)}(1) + \sum_{k \geq 1} n_k a_{[k]}(1) \) and \( a_{(-2)} = a_{(-2)} + \sum_{k \geq 1} p_k a_{(k)}(1) \) for constants \( n_k \) and \( p_k \). In particular \( (V, [0], Y(\cdot, x)) \) is charge cofinite if and only if \( (V, [0], Y[\cdot, t]) \) is charge cofinite.

A.7. Recall from 6.9 the family \( X/S \) and its quotient \( E^0/S \) by \( \mathbb{Z}^2 \). We had also the corresponding chiral algebras \( \mathcal{A} \) and \( \mathcal{A}_E \) associated to \( V \). Let \( o \in E \) denote the image of the origin \( (0, 0) \in \mathbb{H}^{1|1} \). Let \( \varphi \in C(E, o; \mathcal{A}_E) \) be a conformal block. We identify sections of \( \mathcal{A}_E \) with \( \mathbb{Z}^2 \)-invariant sections of \( \mathcal{A} \), and we use the coordinates \( t = (t, \zeta) \) and the trivialization \( \omega_X \) to identify sections of \( \mathcal{A} \) with functions \( o(t) : \mathbb{H}^{1|1} \to V \). If \( a \in V \) is of charge \( -1 \) with respect to \( J_{[0]} \)
then we have a section \( \varphi(t) a[dt] \in H^0(E \setminus \mathfrak{o}, \mathcal{A}_E) \). Similarly if \( a \) has charge 0 then we have \( \zeta \varphi(t) a[dt] \in H^0(E \setminus \mathfrak{o}, \mathcal{A}_E) \). Thus by definition (5.3) we have

\[
\varphi \left( \text{res}_t \varphi(t) Y[a, t] \right) = 0 \quad b \in V, \quad J_{[0]} a = -a
\]

\[
\varphi \left( \text{res}_t \zeta \varphi(t) Y[a, t] \right) = 0, \quad b \in V, \quad J_{[0]} a = 0.
\]

Using the expansion of \( \varphi(t) \) near \( t = 0 \) from (8.1) we obtain

\[
\varphi \left( (Q_{[-1]} a)([-2]) b + \sum_{k \geq 1} b_k (Q_{[-1]} a)([2k]) b \right) = 0, \quad J_{[0]} a = -a \quad \text{(A.2)}
\]

\[
\varphi \left( a_{[-2]} b + \sum_{k \geq 1} b_k a_{[2k]} b \right) = 0, \quad J_{[0]} a = 0. \quad \text{(A.3)}
\]

A.8. If \( a \in V \) is of charge 0 then we have the constant section \( \zeta a[dt] \in H^0(E, \mathcal{A}_E) \). It follows that

\[
\varphi \left( a_{[0]} b \right) = 0, \quad b \in V, \quad J_{[0]} a = 0. \quad \text{(A.4)}
\]

In particular, if \( J_{[0]} b = mb \) for some \( m \neq 0 \) then we may substitute \( a = j \) and see that \( \varphi(b) = 0 \). Hence conformal blocks can be thought as linear functionals on the neutral subspace \( V_0 \subset V \).

If \( a \in V \) is of charge \(-1\) then we have the constant section \( a[dt] \in H^0(E, \mathcal{A}_E) \). It follows that

\[
\varphi \left( (Q_{[-1]} a)([0]) b \right) = 0, \quad b \in V, \quad J_{[0]} a = -a.
\]

Substituting \( a = h \) into this equation yields \( \varphi(L_{[-1]} b) = 0 \), i.e., \( \varphi \) vanishes on derivatives. We could also have obtained this from (A.4) with \( a = Q_{[-1]} h \).

A.9. To construct global sections for elements \( a \) with charge different than 0, \(-1\) we need to consider Jacobi forms of non-vanishing index.

**Lemma.** Let \( \phi = \in J_{k,m} \) (or even \( J'_{k,m} \)). The meromorphic function

\[
\varphi(t, \tau, \alpha) = \frac{\phi(\tau, t + \alpha)}{\phi(\tau, t)}
\]

satisfies

\[
\varphi(t + \lambda \tau + \mu, \tau, \alpha) = e^{4\pi i \mu \lambda} \varphi(t, \tau, \alpha).
\]

An element \( a \in V \) of charge \( 2m > 0 \) (resp. \( 2m - 1 > 0 \)), gives rise to a well defined meromorphic section \( \zeta \varphi(t) a[dt] \) (resp. \( \varphi(t) a[dt] \)) of \( \mathcal{A}_E \). The poles of these sections are located on the zeroes of the function \( \phi(t, \tau, \alpha) \). For vectors of negative charge one may use \( \varphi(t, \tau, \alpha) \) in place of \( \varphi(t, \tau, \alpha) \) to construct meromorphic sections of \( \mathcal{A}_E \).

The first cusp forms of index 1 are given by [34, §3]

\[ \phi_{10,1} = \frac{1}{144} (E_6 E_{4,1} - E_4 E_{6,1}), \quad \phi_{12,1} = \frac{1}{144} (E_4^2 E_{4,1} - E_6 E_{6,1}) \]

where \( E_{k,m} \) are the Jacobi forms (8.7) and \( E_k \) are the usual Eisenstein series modular forms. Division by the discriminant cusp form \( \Delta = (2\pi)^{12} \eta^{24} = q \prod_{n \geq 1} (1 - q^n)^{24} \) gives rise to two weak Jacobi forms \( \phi_{-2,1} = \phi_{10,1}/\Delta \) and \( \phi_{0,1} = \phi_{12,1}/\Delta \). Let \( \phi \) be the function associated by Lemma A.9 to \( \phi_{-2,1} \) (clearly it is the same as the function associated to \( \phi_{10,1} \)). Since \( \phi_{10,1}(\tau, \alpha) \) has a zero of order 2 at the points \( \alpha \in \mathbb{Z} + \mathbb{Z} \tau \), its Taylor expansion in \( \alpha \) is

\[
\phi_{10,1}(\tau, \alpha) = (2\pi i)^2 \Delta(\tau) \alpha^2 + O(\alpha^4).
\]
It follows that the Taylor expansion of $\varphi(t, \tau, \alpha)$ near $t = 0$ is given by

$$\varphi(t, \tau, \alpha) = (2\pi i)^{-2} \phi_{10,1}(\tau, \alpha) \Delta + O(t^0) = (2\pi i)^{-2} \phi_{-2,1}(\tau, \alpha) + O(t^0)$$

A.10. Remark.

(a) The form $\phi_{-2,1} \in J_{-2,1}$ has all its zeros located in $\alpha = \mathbb{Z} + \mathbb{Z}\tau$. Therefore the associated section $\varphi(t, \tau, \alpha)a[dt]$ of $\mathcal{A}_E$ (where $a \in V$ is of charge 1) is singular only at $a \in E$. More generally if $\varphi$ is the function associated by Lemma A.9 to $\phi \in J_{-2m,m}$, and $a \in V$ is of charge $2m - 1$ (resp. charge $2m$) then we have the section

$$\varphi(\tau, \alpha, t)a[dt] \in H^0(E \setminus a, \mathcal{A}) \quad \text{resp.} \quad \zeta \varphi(\tau, \alpha, t)a[dt] \in H^0(E \setminus a, \mathcal{A}).$$

(b) Let $M_* \cong \mathbb{C}[b_1, b_2]$ denote the ring of modular forms. The ring $J_{*,*}$ of quasi Jacobi forms is a polynomial ring over $M_*$ with two generators $\phi_{-2,1}$ and $\phi_{0,1}$. It follows that the space $J_{-2m,m}$ is one dimensional and is spanned by $\phi_{-2,1}^{\pm 1}$.

A.11. To deal with vectors of odd charge it will be more convenient for us to use weak Jacobi forms of half-integral index. First let us consider the index $1/2$ Jacobi form with trivial character $\phi_{-1,1/2} \in J_{-1,1/2}$ defined by

$$\phi_{-1,1/2}(\tau, \alpha) = 2\pi \frac{\theta(\tau, \alpha)}{\eta(\tau)\theta(\tau, 0)},$$

where $\eta(\tau)$ is Dedekind’s function and $\theta$ is Jacobi’s theta function defined in (10.3). It has a Fourier expansion in positive integral powers of $q$ and semi-integer powers of $y$, as such we may view it as an element of $\mathbb{C}[[q]]((y^{1/2}))$. It has a simple zero at $\alpha \in \mathbb{Z} + \mathbb{Z}\tau$ and no other zeros. The corresponding function $\varphi(t, \tau, \alpha)$ given by Lemma A.9 may be used to produce sections of $\mathcal{A}_E$ associated to vectors of charge 1 or 0. Since $\phi_{-1,1/2} \in J_{-1,1/2}$ we see that $J_{*,*} \subset J_{*,*}[\phi_{-1,1/2}]$ is a quadratic extension.

A.12. The function $\varphi$ associated by Lemma A.9 to $\phi_{-1,1/2}$ was studied by many authors: it was proposed as a generating series for the elliptic genus of Calabi-Yau manifolds in [35], it was studied by Zagier in [36] in the context of periods of modular forms and recently by Gritsenko in [37] and Leibgober in his study of quasi-Jacobi forms [11] which we now recall.

We need the real analytic functions

$$\lambda(\tau, \alpha) = \frac{\alpha - \bar{\tau}}{\tau - \bar{\tau}}, \quad \mu(\tau) = \frac{1}{\tau - \bar{\tau}}.$$

Definition. [11, 2.2-2.3]

(a) An almost meromorphic Jacobi form of weight $k$, index zero and depth $(s, t)$ is a (real) meromorphic function in $\mathbb{C} \{q, y\} [y^{-1}, \lambda, \mu]$ which transforms as a Jacobi form of weight $k$ and index zero and has depth at most $s$ in $\lambda$ and at most $t$ in $\mu$.

(b) A quasi-Jacobi form is a constant term of an almost meromorphic Jacobi form of index zero, where the latter is considered as a polynomial in $\lambda$, $\mu$.

Let $\varphi_1(\tau, \alpha) = \tilde{\zeta}(\tau, \alpha)$ (see 8.1), $\varphi_2(\tau, \alpha) = \varphi(\tau, \alpha) + b_0(\tau)$, and for $k \geq 3$ let $\varphi_k$ be defined by the absolutely convergent series

$$\varphi_k(\tau, \alpha) = \sum_{(m,n) \in \mathbb{Z}^2} \frac{1}{(\alpha + m\tau + n)^k}.$$
Let us also write
\[ e_n = \lim_{\alpha \to 0} \left( \phi_n(\tau, \alpha) - \frac{1}{\alpha^n} \right) = \sum_{(\lambda, \mu) \in \mathbb{Z}^2 \setminus (0,0)} \frac{1}{(\lambda \tau + \mu)^n}. \]

As already mentioned, the ring \( M_+ \) of modular forms is isomorphic to \( \mathbb{C}[e_1, e_6] \), while the ring \( QM_+ \) of quasi-modular forms (generated by definition by \( e_2, e_4, \ldots \)) is isomorphic to \( \mathbb{C}[e_2, e_4, e_6] \). Similarly [11, Prop. 2.8 & 2.9] the ring \( J_{+,0} \) of Jacobi forms of index 0 and weight at least 2 is generated by \( \varphi_2 - e_2, \varphi_3, \varphi_4, \ldots \), and is in fact a polynomial ring with generators \( \varphi_2 - e_2, \varphi_3, \) and \( \varphi_4 \). The ring \( QJ_+ \) of quasi-Jacobi forms is generated by \( \varphi_k, k \geq 1 \) and \( e_2 \), it is a polynomial ring over \( J_{+,0} \) with generators \( \varphi_1 \) and \( e_2 \). In particular it is a Noetherian ring.

The most important result about quasi-Jacobi relevant to our purposes is the following

**Proposition.** [11, 2.10] Consider the Taylor series expansion
\[ \frac{\theta(\tau, t + \alpha)}{\theta(\tau, t)} = \frac{\theta(\tau, \alpha)}{\theta(\tau, 0)} \left( \frac{1}{t} + \frac{1}{\alpha} + \sum_{i \geq 1} F_i(\tau, \alpha) t^i \right). \]

The algebra of functions generated by the coefficients \( \{F_i\}_{i \geq 1} \) is the algebra of quasi-Jacobi forms.

Recall that this function is the function \( \varphi \) associated by Lemma A.9 to \( \varphi_{1,1/2} \).

**A.13. Lemma.** Let \( \phi \in J'_{-2m,m} \), then \( \frac{2}{\varphi(\tau)} \log \frac{\theta(\tau, t + \alpha)}{\theta(\tau, t)} \) is a quasi-Jacobi form of weight 1. It has a single pole of order 1 at \( \alpha \in \mathbb{Z} + i \mathbb{Z} \) and no other singularities. It follows that it is a multiple of \( \varphi_1 \).

**Proof.** From [10, Thm 9.5] we can reduce the statement to \( m = 1/2 \) which is (34) in [11]. In fact, we may use the fact that \( J'_{-2m,m} \) is one dimensional and spanned by \( \varphi_{2,1}^{2m} \) (or \( \varphi_{-2,1,1/2}^{2m} \)). \( \square \)

**A.14. Lemma.** Let \( \phi \in J'_{-2m,m} \) then in its Taylor expansion
\[ \phi(\tau, \alpha) = \alpha^{2m} \sum_{i \geq 0} \psi_i(\tau) \alpha^i, \]
the first coefficient \( \psi_0 \) is modular invariant and \( \psi_1 \) transforms as a modular form of weight 1 therefore \( \psi_0 \) is constant and \( \psi_1 = 0 \).

We will actually need the following generalization of the “easy part” of Libgober’s Proposition:

**A.15. Proposition.** Let \( \phi \in J'_{-2m,m} \) and consider the Taylor expansion:
\[ \frac{\phi(\tau, t + \alpha)}{\phi(\tau, t)} = \frac{\phi(\tau, \alpha)}{\phi(\tau, 0)} \frac{1}{2m} \left( 1 + \sum_{i \geq 1} F_i t^i \right) \quad (A.5) \]
then the coefficients \( F_i \) are quasi-Jacobi forms.

**Proof.** Consider the function
\[ \Phi(t, \tau, \alpha) = \frac{\phi^{2m}(\tau, t + \alpha) \phi(\tau, 0)}{\phi(\tau, t) \phi(\tau, \alpha)}. \]
It satisfies the following transformation properties:
\[ \Phi(t, \tau, \alpha + \lambda \tau + \mu) = e^{-4\pi i \mu} \Phi(t, \tau, \alpha), \]
\[ \Phi \left( \frac{t}{c \tau + d}, \frac{a \tau + b}{c \tau + d}, \frac{\alpha}{c \tau + d} \right) = e^{4\pi i \frac{\alpha}{c \tau + d}} \Phi(t, \tau, \alpha). \]
It follows that for each \( i \geq 0 \), the function \( H_i(\tau, \alpha) \) defined by the expansion

\[
\frac{d^2 \log \Phi}{d\ell^2} = \sum_{i \geq 0} t^i H_i,
\]

is a Jacobi forms of weight \( i \) and index 0. Moreover, the Taylor coefficients \( F_i \) of \( \Phi \) are polynomials in \( H_i \) and \( F_1 \). It remains to show therefore that \( F_1 \) is a quasi-Jacobi form. Now \( \phi \) has a Taylor expansion of the form

\[
\phi(\tau, t + \alpha) = \phi(\tau, \alpha) + \phi^{(1)}(\tau, \alpha) t + \ldots,
\]

on the other hand we have (using expansion of the form \( H \) in \( \Phi \))

\[
\phi(\tau, t) = \frac{(2m)!}{\phi^{(2m)}(\tau, 0)} \phi^{(2m)}(\tau, 0) \left( 1 + \frac{\phi^{(2m+1)}(\tau, 0)}{\phi^{(2m)}(\tau, 0)} \frac{t}{2m+1} + \ldots \right).
\]

It follows that

\[
\frac{\phi(\tau, t + \alpha)}{\phi(\tau, t)} = \frac{(2m)!}{\phi^{(2m)}(\tau, 0)} \phi^{(2m)}(\tau, 0) t^{-2m} \phi(\tau, \alpha) + \phi^{(1)}(\tau, \alpha) t + \ldots \times \sum_{k \geq 0} (-1)^k \left( \frac{\phi^{(2m+1)}(\tau, 0)}{\phi^{(2m)}(\tau, 0)} \frac{t}{2m+1} + \ldots \right)^k = \frac{(2m)!}{\phi^{(2m)}(\tau, 0)} t^{-2m} \left[ 1 + \frac{\phi^{(1)}(\tau, \alpha)}{\phi^{(2m)}(\tau, 0)} \frac{\phi^{(2m+1)}(\tau, 0)}{\phi^{(2m)}(\tau, 0)} \frac{1}{2m+1} \right] t + \ldots.
\]

From here we get

\[
\frac{F_1}{(2m)!} = \frac{\phi^{(1)}(\tau, \alpha)}{\phi(\tau, \alpha)} - \frac{\phi^{(2m+1)}(\tau, 0)}{\phi^{(2m)}(\tau, 0)} \frac{1}{2m+1},
\]

and the proposition follows from lemmas A.13 and A.14.

\( \square \)

A.16. Let \( \phi = \phi_{-2m, m} \in J_{-2m, m} \) and \( a \in V \) of charge \( 2m \geq 0 \). From these we produce a section of \( \mathcal{H}_E \) as explained in Remark A.10. For a conformal block \( \varphi \in C(E, \mathfrak{o}; \mathcal{H}_E) \) we have

\[
\varphi \left( \res_{\tau} \frac{\phi(\tau, t + \alpha)}{\phi(\tau, \alpha)} Y[a, t] b \right) = 0.
\]

We expand using the Taylor expansion (A.5) and we divide by \( \phi(\tau, \alpha)/\phi^{(2m)}(\tau, 0) \) (which we can do because the fraction is not identically zero) to obtain

\[
\varphi \left( a_{[-2m]} b + \sum_{i \geq 1} F_i^{(m)} a_{[-2m+i]} b \right) = 0. \quad \text{(A.6)}
\]

For \( a \in V \) of negative charges we use the function \( \phi(\tau, -\alpha) \).

Let us denote by \( R = \mathbb{C}[\varphi_1, \varphi_2, \varphi_3, \varphi_4, e_2, e_4, e_6] \) the ring of quasi-Jacobi forms and by \( F_i^{(m)} \in R \) the functions appearing in the expansion (A.5). Let \( V \) be an \( N_W = 1 \) SUSY vertex algebra with charge decomposition \( V = \oplus_{n \in \mathbb{Z}} V_n \) relative to \( J_{[0]} \). Put \( V_R := V \otimes R \subset V[[q]]((y^{1/2})) \) and let \( O_q(V) \subset V_R \) be the \( R \)-submodule of \( V_R \) generated by all elements of the form

\[
\begin{align*}
&\left( a_{[-2]} b + \sum_{k \geq 1} b_k(q) a_{[-2k]} b \right), \quad a \in V_0, \quad b \in V \quad m = 0 \\
&\left( a_{[-2]} b + \sum_{i \geq 1} F_i^{(m)} a_{[-2m+i]} b \right), \quad a \in V_{2m}, \quad b \in V \quad m > 0 \\
&\left( a_{[2]} b + \sum_{i \geq 1} F_i^{(m)} a_{[2m+i]} b \right), \quad a \in V_{2m}, \quad b \in V \quad m < 0
\end{align*}
\]

\( \text{Lemma. Let } V \text{ be a charge cofinite vertex algebra, the quotient } V_R/O_q(V) \text{ is a finite } R\text{-module.} \)
Proof. The proof of this Lemma is exactly as in [3, 4.4.1] by induction in the conformal weight of \( a \) noting that every vector of high enough conformal weight belongs to \( C_{\mathfrak{a}}(V) \) by the cofiniteness condition and that the terms in the sums of (A.7) are of conformal weight lower than the leading term.

A.17. Since \( V_R/O_q(V) \) is a finite \( R \)-module and \( R \) is Noetherian, following [3, 4.4.2] and using the Noetherian condition on the sequences \( \{ (L_{[-2]} + J_{[-2]})^i a \} \) and \( \{ (J_{[-1]})^i a \} \) we obtain

**Lemma.** For each \( a \in V \) there exist \( s, t \in \mathbb{Z}_+ \) and \( g_i(q,y), h_i(q,y) \in R \subseteq \mathbb{C}[q]((y^{1/2})) \) such that

\[
(L_{[-2]} + J_{[-2]})^s a + \sum_{i=0}^{s-1} g_i(q,y)(L_{[-2]} + J_{[-2]})^i a \in O_q(V) \tag{A.8a}
\]

\[
(J_{[-1]})^t a + \sum_{i=0}^{t-1} h_i(q,y)(J_{[-1]})^i a \in O_q(V) \tag{A.8b}
\]

A.18. Let \( V \) be a conformal SUSY vertex algebra and \( M \) positive energy \( V \)-module. Define \( \Theta_M \) as the formal series in \( q \) with values in \( V^* \) given by (7.6)

\[
\Theta_M(a) = \text{str}_M Y\left(x^{\Delta_a} a + x^{\Delta_a-1} \theta Q_{\alpha} a, x\right) q^{-1} = \text{str}_M o(a) q^{-1}. \tag{A.9}
\]

In the proof of Proposition 7.9 and in Remark 7.11 we used the convergence of the one-point function \( \Theta_M \). In this appendix we are working in the formal setting, hence we cannot assume that \( \Theta_M \) is a convergent conformal block. However, the proof in Remark 7.11 can be straightforwardly adapted to prove the following

**Lemma.** The \( R \)-linear extension of \( \Theta_M \) to \( V_R \) (which we also denote \( \Theta_M \)) satisfies, for all \( a \in O_q(V) \), the relation \( \Theta_M(a) = 0 \).

Viewing Weierstrass \( \zeta \) function as a formal power series we obtain the same differential equations (8.15) and their expressions in logarithmic coordinates (9.5). We Taylor expand the zeta function in (9.5) to obtain the following proposition. Note that modes of \( Y[-,t] \) (and not \( Y(-,t) \)) appear as discussed in Remark 9.4.

**Proposition.** For any \( a \in V \) we have

\[
q \frac{\partial}{\partial q} \text{str}_M o(a) q^{L_0} y^{J_0} = \frac{1}{(2\pi i)^2} \text{str}_M o\left( (L_{[-2]} + J_{[-2]}) a \right) q^{L_0} y^{J_0}
- \sum_{i \geq 0} \frac{b_i}{2i+1} \text{str}_M o\left( (L_{[2i+1]} - (2i+1)J_{[2i+1]} ) a \right) q^{L_0} y^{J_0} \tag{A.10}
\]

\[
\left( y \frac{\partial}{\partial y} + \frac{C}{6} \right) \text{str}_M o(a) q^{L_0} y^{J_0} = \frac{1}{2\pi i} \text{str}_M o\left( J_{[-1]} a \right) q^{L_0} y^{J_0}
- \frac{1}{2\pi i} \sum_{i \geq 0} \frac{b_i}{2i+1} \text{str}_M o\left( J_{[2i+1]} a \right) q^{L_0} y^{J_0} \tag{A.11}
\]

If \( a \) is a primary vector, then we have \( L_{[n]} a = J_{[n]} a = 0 \) for all \( n \geq 0 \) and the sums in equations (A.10) vanish.

We can now apply the same technique as in Zhu’s Theorem [3, Thm 4.4.1] to prove:
A.19. Theorem. Let $V$ be a $C_2$ cofinite conformal $N_W = 1$ SUSY vertex algebra and let $M$ be a positive energy $V$-module. Then for each $a \in V$ the function $\str_M o(a)q^{L_o}y^{J_0}$ with $q = e^{2\pi i \tau}$ and $y = e^{2\pi i \tau}$ converges absolutely and uniformly on every closed subset of $S = \{(\tau, \alpha) | \alpha \not\in \mathbb{Z} + \mathbb{Z}\tau \} \subset \mathbb{H} \times \mathbb{C}$.

Proof. Let us first assume that $a$ is a primary vector. Noting that $b_i \in R$ for all $i$ we have from (A.10) and induction on $n$ that there exists $g_i(q, y), h_i(q, y) \in R$ such that

$$\str_M o\left((L_{[-2]} + J_{[-2]}\right)^n a) q^{L_o}y^{J_0} = (2\pi i)^n \left(\frac{\partial}{\partial q}\right)^n \str_M o(a)q^{L_o}y^{J_0} + \sum_{i=0}^{n-1} g_i(q, y) \left(\frac{\partial}{\partial q}\right)^i \str_M o(a)q^{L_o}y^{J_0}.
$$

$$\str_M o\left((J_{[-1]}\right)^n a) q^{L_o}y^{J_0} = (2\pi i)^n \left(y\frac{\partial}{\partial y}\right)^n \str_M o(a)q^{L_o}y^{J_0} + \sum_{i=0}^{n-1} h_i(q, y) \left(y\frac{\partial}{\partial y}\right)^i \str_M o(a)q^{L_o}y^{J_0}.
$$

Lemma A.17 implies that there exists natural numbers $s, t$ and quasi-Jacobi forms $g_i, h_i \in R$ such that

$$\left(q\frac{\partial}{\partial q}\right)^s \str_M o(a)q^{L_o}y^{J_0} + \sum_{i=0}^{s-1} g_i(q, y) \left(q\frac{\partial}{\partial q}\right)^i \str_M o(a)q^{L_o}y^{J_0} = 0,$n

$$\left(y\frac{\partial}{\partial y}\right)^t \str_M o(a)q^{L_o}y^{J_0} + \sum_{i=0}^{t-1} h_i(q, y) \left(y\frac{\partial}{\partial y}\right)^i \str_M o(a)q^{L_o}y^{J_0} = 0.$$

Since the functions $g_i(q, y)$ and $h_i(q, y)$ are singular only at $\alpha \in \mathbb{Z} + \mathbb{Z}\tau$ and are otherwise holomorphic, the result follows from the standard theory of differential equations.

The reduction to the case when $a$ is not primary is more involved than in the usual case of vertex algebras due to the fact that the $N = 2$ or topological algebra two sets of creation operators instead of only $L_{[-i]}$ as in the usual case. If $a$ is not primary however, we can write it as

$$a = L'_{[-k]} \cdots L'_{[-i]} J_{[-j_1]} \cdots J_{[-j_l]} b, \quad 1 \leq i_1 \leq \cdots \leq i_k, \quad 1 \leq j_1 \leq \cdots \leq j_l,$$

(A.12)

with either $b$ primary or $Q_0 b$ primary. Here $L'_{[i]} = L_{[i]} - (i + 1) J_{[i]}$ is easily seen to be another Virasoro algebra more suited to our differential equation (A.10). Let us assume that $b$ is primary. We want to express $\Theta_M(a)$ as some differential operator with coefficients in $R$ applied to $\Theta_M(b)$ and then the result will follow from the first part of this proof. If $i_k = 1$ then $\Theta_M(a) = 0$ by (A.4). If $i_k = 2$ then (A.10) expresses $\Theta_M(a)$ as a sum of $(2\pi i)^2 q_{ij}\partial_{ij}\Theta_M(a')$ with $a = L'_{[-2]} a'$ and a linear combination (over $R$) of terms of the form $\Theta_M(c)$ with less than $k$ terms $L'$ and $l$ terms $J$ in the expression of $c$ as in (A.12). If $i_k > 2$ we use higher derivatives of the Weierstrass function to construct sections of $\mathcal{A}$. In fact we have for any vector $a$ of charge $-1$ with respect to $J_{[0]}$, that $\varphi_k(t)a[dt] \in H^0(E \setminus \alpha, \mathcal{A}_E)$ applying this to the conformal vector $h$ we get $\Theta_M(\text{res}_t \varphi_k(t)Y[h, u]a) = 0$ for any $k \geq 2$. Expanding in Taylor series we obtain the following generalization of (A.4) which we write in the case of the conformal vector $h$:

$$\Theta_M\left(L'_{[-(k+1)]} a\right) = \sum_{i \geq 0} f_i(q) \Theta_M\left(L'_{[i]} a\right),$$

where
for every $k \geq 2$ and for some quasi-modular forms $f_i$ that can be easily computed in terms of the $b_i$. It follows by induction that there exists $g_i(q, y) \in R$ and vectors $a_i \in V$, $i = 1, \ldots, k$ such that

(a) $a_i$ may not be primary but can be written only using modes $J_{[l]}$ of the $U(1)$ current, that is:

$$a_i = J_{[-j_i,1]} \cdots J_{[-j_i,1]} b_i$$

for some primary vector $b_i$ and $1 \leq j_i,1 \leq \ldots j_i,l_i$ with $l_i \leq j_i$ for all $i$.

(b) We have

$$\Theta_M(a) = (2\pi i)^{2k} \left( q \frac{\partial}{\partial q} \right)^k \Theta_M(a_k) + \sum_{i=0}^{k-1} g_i(q, y) \left( q \frac{\partial}{\partial q} \right)^i \Theta_M(a_i).$$

We have now reduced the proof of the theorem to the situation when $k = 0$ in (A.12). Define $a'$ by $a = J_{[-j,1]} a'$. If $j = 1$ then (A.11) expresses $\Theta_M(a)$ as a sum of $(y \partial_y + \frac{\partial}{\partial y}) \Theta_M(a')$ and a linear combination of terms of the form $\Theta_M(c)$ with less than $I$ modes of $J$ appearing in the expression of $c$ as in (A.12). If $j > 1$ we use the section $\zeta_{(l)}(t) j dt \in H^0(E \setminus \Omega, \mathcal{A}_E)$ to obtain

$$\Theta_M(J_{[-k]} a) = \sum_{i \geq 0} f_i(q) \Theta_M(J_{[1]} a),$$

for every $k \geq 2$ and the same quasi-modular forms $f_i$ as above.

Collecting the above paragraph we have proved that for every $a$ as in (A.12) there exists $g_{ij}(q, y) \in R$ and primary vectors $a_{ij} \in V$ such that

$$\Theta_M(a) = \sum_{i=0}^{k} \sum_{j=0}^{l_i} g_{ij}(q, y) \left( q \frac{\partial}{\partial q} \right)^i \left( y \frac{\partial}{\partial y} \right)^j \Theta_M(a_{ij}). \quad (A.13)$$

Therefore $\Theta_M(a)$ converges since this sum is finite and each $\Theta_M(a_{ij})$ converges by the first part of the proof. The situation when $Q_0 b$ is primary in (A.12) is treated in exactly the same way.

$\square$

A.20. Remark. It is clear from the proof of the theorem that the leading coefficient in (A.13) is $g_{kl} = (2\pi i)^{2k+l}$. 

## References

[1] A. Beilinson and V. Drinfeld. *Chiral Algebras*. Number 51 in Colloquium Publications. American Mathematical Society, 2004.

[2] E. Frenkel and D. Ben-Zvi. *Vertex algebras and algebraic curves*. Number 88 in Mathematical surveys and monographs. AMS, Providence, RI, 2001.

[3] Y. Zhu. Modular invariance of characters of vertex operator algebras. *J. Amer. Math. Soc.*, 9(1):237–302, 1996.

[4] A. Beauville and Y. Laszlo. Conformal blocks and generalized theta functions. *Comm. Math. Phys.*, 164(2):385–419, 1994.

[5] R. Heluani and V. Kac. Super symmetric vertex algebras. *Communications in mathematical physics*, (271):103–178, 2007.

[6] Yu. I. Manin. *Topics in noncommutative geometry*. Princeton University Press, 1991.

[7] M. Krauel and G. Mason. Jacobi trace functions in the theory of vertex operator algebras. *arxiv:1309.5720 [math.QA]*, 2015.

[8] M. Miyamoto. A modular invariance on the theta functions defined on vertex operator algebras. *Duke Math. J.*, 104(2):221–236, 2000.

[9] H. Li. Local systems of twisted vertex operators, vertex operator superalgebras and twisted modules. In *Moonshine, the Monster, and related topics (South Hadley, MA, 1994)*, volume 193 of *Contemp. Math.*, pages 203–236. Amer. Math. Soc., Providence, RI, 1996.
[10] M. Eichler and D. Zagier. The theory of Jacobi forms, volume 55 of Progress in Mathematics. Birkhäuser Boston, Inc., Boston, MA, 1985.

[11] A. Libgober. Elliptic genera, real algebraic varieties and quasi-jacobi forms. Topology of stratified spaces, 58:95–120, 2009.

[12] A. Yu. Vaintrob. Deformation of complex superspaces and coherent sheaves on them. Journal of Soviet Math., 51(1), 1990.

[13] P. Deligne and J. W. Morgan. Notes on supersymmetry. In Quantum fields and strings: A course for mathematicians, volume 1. AMS, 1999.

[14] I. P. Penkov. D-modules on super manifolds. Inventiones mathematicae, 71(3):501–512, 1983.

[15] A. Grothendieck. Cohomologie locale des faisceaux cohérents et théorèmes de Lefschetz locaux et globaux (SGA 2). Séminaire de Géométrie Algébrique du Bois Marie. Paris, 1968.

[16] R. Hartshorne. Residues and duality. Number 20 in Lecture notes in mathematics. Springer-Verlag, 1966.

[17] Yu. I. Manin. Gauge field theory and complex geometry. Springer, 1997.

[18] M. J. Bergvelt and J. M. Rabin. Supercurves, their Jacobians, and super KP equations. Duke Math. Journal, 98(1), 1999.

[19] R. Heluani. SUSY vertex algebras and supercurves. Communications in Mathematical Physics, 275(3):607–658, 2007.

[20] Mikhail Kapranov and Eric Vasserot. Supersymmetry and the formal loop space. Adv. Math., 227(3):1078–1128, 2011.

[21] D. Gelfand, I. and Kazhdan. Some problems of differential geometry and the calculation of cohomologies of lie algebras of vector fields. Soviet Math. Dokl., 12(5), 1971.

[22] E. Melzer. N = 2 supertori and their representation as algebraic curves. J. Math. Phys., 29(7):1555–1568, 1988.

[23] R. Donagi and E. Witten. Supermoduli Space Is Not Projected. arxiv/1304.7798, 2013.

[24] R. Donagi and E. Witten. Super Atiyah classes and obstructions to splitting of supermoduli space. arxiv/1404.6257, 2014.

[25] P. Appell and E. Lacour. Principes de la théorie des fonctions elliptiques. Paris, 1922.

[26] K. Chandrasekharan. Elliptic functions, volume 281 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag, Berlin, 1985.

[27] C. Hermite. Crelle’s, 82:343–347, 1887.

[28] G. Mason. Lattice subalgebras of strongly regular vertex operator algebras. To appear in Proc. Heidelberg Conf. on vertex operator algebras and related topics, 2011.

[29] R. Heluani and V. Kac. SUSY lattice vertex algebras. Bulg. J. Phys., 35(s1):3–24, 2008.

[30] F. Malikov, V. Shechtman, and A. Vaintrob. Chiral de Rham complex. Comm. Math. Phys., 204(2):439–473, 1999.

[31] L. A. Borisov and A. Libgober. Elliptic genera of toric varieties and applications to mirror symmetry. Invent. Math., 140(2):453–485, 2000.

[32] M. Gaberdiel and A. Neitzke. Rationality, quasirationality and finite w-algebras. Comm. Math. Phys., 238(1-2):305–331, 2003.

[33] M. Miyamoto. Modular invariance of vertex operator algebras satisfying c2-cofiniteness. Duke Math. J., 122(1):51–91, 2004.

[34] D. Zagier. The dilogarithm function. In Frontiers in number theory, physics, and geometry. II, pages 3–65. Springer, Berlin, 2007.

[35] T. Kawai, Y. Yamada, and S.-K. Yang. Elliptic genera and n = 2 superconformal field theory. Nucl. Phys. B, 414:191–212, 1994.

[36] D. Zagier. Periods of modular forms and Jacobi theta functions. Invent. Math., 104(3):449–465, 1991.

[37] V. Gritsenko. Complex vector bundles and Jacobi forms. Sūrikaisekikenkyūsho Kōkyūroku, (1103):71–85, 1999. Automorphic forms and L-functions (Kyoto, 1999).