Estimation of parameters of various damping models in planar motion of a pendulum
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Abstract In this work, planar free vibrations of a single physical pendulum are investigated both experimentally and numerically. The laboratory experiments are performed with pendula of different lengths, for a wide range of initial configurations, beyond the small angle regime. In order to approximate the air resistance, three models of damping are considered— involving the three components of the resistive force: linear (proportional to velocity), quadratic (velocity-squared) and acceleration-dependent (proportional to acceleration). A series of numerical experiments is discussed, in which the damping coefficients are estimated by means of several computational methods. Based on the observed efficiency, a gradient method for optimization is treated as the main tool for determination of a single set of damping parameters, independent of the system’s initial position. In the model of resistive force, the term proportional to acceleration, associated with the empirical Morison equation, seems to be indispensable for the successful approximation of the real pendulum motion.
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1 Introduction

The proper selection of a damping model and estimation of damping parameters is an essential problem in the area of dynamic simulation and analysis of real mechanical systems. Major difficulties result from a wide variety of energy dissipation mechanisms, their complexity and coexistence, as well as the approximate character of damping models. Typically, the inherent damping, i.e. naturally present within the system or its environment, is divided into three types: internal (material) damping, structural damping (at joints, supports or interfaces), and external damping (via fluid–structure interactions) [7].

There are several elementary models used to describe different forms of mechanical energy dissipation, such as the viscous and hysteretic damping, the Coulomb dry friction, or the velocity-squared drag model. Even if more sophisticated and physically detailed approaches to dissipation are available (e.g. within the theory of viscoelasticity or the theory of thermoelasticity for the case of internal damping), they may be too complex and therefore underused. In computational practice, relatively simple models are
usually employed. The purpose is to approximately represent the overall damping in a given system, and capture only its general effects (e.g. the amplitude decay). In light of this, the basic models, especially the viscous damping or—a kind of its extension—the proportional damping, can serve as an equivalent or “resultant” representation of not only the internal, but also structural and external damping [2, 3, 7, 27].

Such an approach with the limited interest in the actual damping sources and mechanisms can be mainly justified by the fact that the amount of energy dissipated within numerous real systems is very small (heavy machines and structures, conventional materials etc.). The magnitudes of forces associated with a certain type of damping may be regarded as negligible compared to the inertial and elastic forces. However, the effect of dissipative forces can be of high importance for relatively low-mass structures undergoing large motions. Good examples are flexible slender systems like chains, cables, ropes and highly flexible beams or blades [2, 19]. Taking into account the nature of oscillations and the related geometric nonlinearity, it is quite natural to consider a pendulum to be a kind of archetype of such slender systems.

For many centuries, pendula of various types (normal/inverted, simple/physical, single/multiple, etc.) have been attractive objects of studies [1, 15, 22, 30]. It is well known that they play a vital role in the field of theoretical and experimental mechanics, and are used to demonstrate essential concepts of, among others, Newtonian and analytical mechanics, small vibration theory, nonlinear dynamics and chaos, analysis of coupled oscillators, multi-body dynamics (e.g. see [28, 36, 37, 39]). Moreover, pendula became standard models and a source of test problems in other related areas such as automatic control and robotics, space technology, computational methods and algorithms, artificial intelligence, etc. When it comes to analysis and simulation of the slender systems, multiple pendula have been extensively used in investigations of chain dynamics [20, 23, 34, 38, 40], and sometimes as a basis of discrete (lumped-mass) models of elastic continua [9, 10, 32].

In the context of vibration damping, a single pendulum may also be seen as a very simple and convenient object of experimental-computational studies. Historical and mathematical background of the problem of a simple pendulum motion with air resistance was presented by Dahmen [6] and Gauld [12]. Nelson and Olsson [26] used a plane pendulum to measure the gravity acceleration, and discussed several corrections related to a rich variety of the physical features of a real pendulum, including the aerodynamic effect. The contribution from the drag on the string into the overall damping of a simple pendulum was analyzed by Mohazzabi and Shankar [24]. Ladino and Rondón [16] proposed a method to determine the damping coefficient of a simple pendulum with oscillating suspension point. The influence of both dry friction (at a support) and viscous damping on the pendulum amplitude was discussed by Zonetti et al.[42]. It should be noted that the mentioned studies are mainly focused on the case of a simple pendulum, and usually on a single damping model: the classical linear (velocity-proportional) or the quadratic (velocity-squared) damping.

In this article, planar free vibrations of a physical pendulum are investigated experimentally and numerically. The laboratory experiments are performed with pendula of different lengths, for a wide range of the initial swing angle—without the assumption of small oscillations. In a series of numerical simulations, three models of external damping with constant coefficients are used and the parameters are estimated by means of various computational methods. The aim of this study is to assess and compare the prediction accuracy of the three models, and to select the most appropriate one.

The paper is organized as follows. In order to present a gradual extension of the viscous damping model, the dynamic equations for the physical pendulum, based on the Lagrangian approach, are outlined in Sect. 2. The experimental setup and the details of the laboratory study are described in Sect. 3. Sections 4, 5 and 6 contain the results of parametric estimation for each of the three damping models, performed with the
use of various numerical methods. Finally, conclusions and remarks are presented in Sect. 7.

2 Formulation of the problem

Let us consider a physical pendulum depicted schematically in Fig. 1. The system consists of a rod of length \( L \) and mass \( m \), suspended from point \( O \). The in-plane free oscillations of the pendulum can be described by angle \( \varphi(t) \), classically measured with respect to the vertical axis.

Neglecting any resistance forces, the equation of motion for the one-degree-of-freedom system can be easily derived using the Lagrange equation of the second kind:

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\varphi}} \right) - \frac{\partial L}{\partial \varphi} = 0, \tag{1}
\]

where \( \varphi \) is the only generalized coordinate, \( \dot{\varphi} = \frac{d\varphi}{dt} \) is the angular velocity, and \( L = T - V \) denotes the Lagrange function. The kinetic and potential energy of the system are given by

\[
T = \frac{1}{2} I_0 \dot{\varphi}^2, \quad V = -mg \frac{L}{2} \cos \varphi, \tag{2}
\]

where \( I_0 \) is the mass moment of inertia of the rod about \( z \)-axis (passing through point \( O \)). Now, applying Eq. (1) leads to

\[
I_0 \ddot{\varphi} + \frac{1}{2} mgL \sin \varphi = 0. \tag{3}
\]

Mathematically, this idealized model is a second-order ODE with constant coefficients.

If energy dissipation in the mechanical system is taken into account, the Lagrange equation becomes

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{\varphi}} \right) - \frac{\partial L}{\partial \varphi} = Q_d, \tag{4}
\]

where \( Q_d \) is the generalized damping force. Classically, the quantity is assumed to be derivable from the Rayleigh dissipation function which is a quadratic form in the generalized velocity:

\[
Q_d = -\frac{\partial D}{\partial \dot{\varphi}}, \quad D = \frac{1}{2} c_1 \dot{\varphi}^2, \tag{5}
\]

where \( c_1 \) is a constant coefficient. Consequently, the equation of motion includes a linear dissipative (viscous) term:

\[
I_0 \ddot{\varphi} + \frac{1}{2} mgL \sin \varphi = -c_1 \dot{\varphi}. \tag{6}
\]

The viscous damping model is the simplest one, readily used in vibration analysis, since it does not lead to any nonlinearity and computational difficulties. It is sometimes employed to approximate more complex types of internal and external damping in real systems (e.g. via the concept of equivalent viscous damping) [2, 3, 11]. However, such a linear model may be regarded as the lowest order approximation of the resistance coming from the medium surrounding a moving body. More generally, the damping force \( F_d \) as a function of the oscillator velocity \( v \) can be expanded in power series in the velocity [8, 17, 24, 35]:

\[
F_d(v) = -(a_0 + a_1 v + a_2 v^2 + \cdots) \frac{v}{v}, \tag{7}
\]

where \( a_i \) are constants \((i = 0, 1, 2, \ldots)\) and \( v = |v| \). Naturally, \( a_0 = 0 \) because there is no resistance acting on the body at rest. In most textbooks on classical mechanics the topic of resisted motion is discussed using solely the first- or second-order term of the expansion, arguably for the sake of simplicity (e.g. see [14, 36, 37]). From the viewpoint of fluid mechanics, in turn, the well-known drag model is said to be pure quadratic. However, one should notice that the non-dimensional drag coefficient involved is a function of, among others, the body Reynolds number: \( C_D = C_D(\text{Re}) \). Since \( \text{Re} \) is proportional to the speed \( v \), the final form of the resistive force may be more complicated (not necessarily purely quadratic in velocity). Particularly, at low Reynolds numbers, it may consist of the linear (or approximately linear) term [25, 41]. All in all, the dynamic Eq. (6) is extended by the second-order term:

\[
I_0 \ddot{\varphi} + \frac{1}{2} mgL \sin \varphi = -(c_1 \dot{\varphi} + c_2 \dot{\varphi} |\dot{\varphi}| + c_3 \dot{\varphi}). \tag{8}
\]

For the purpose of the combined computational-experimental studies, the linear-quadratic model included in Eq. (8) is enriched with an acceleration-related part:

\[
I_0 \ddot{\varphi} + \frac{1}{2} mgL \sin \varphi = -(c_1 \dot{\varphi} + c_2 \dot{\varphi} |\dot{\varphi}| + c_3 \dot{\varphi}). \tag{9}
\]
Occurrence of such a term in the expression for the resistance force should not be seen as unusual. In the case of oscillatory motion of elementary bodies (sphere, infinite cylinder etc.) in a viscous fluid, purely analytical solutions (for low Reynolds numbers) lead to the drag having two parts: proportional to velocity (the dissipative part) and proportional to acceleration (the inertial part) \[18, 33\]. Also in the empirical analytical solutions (for low Reynolds numbers) lead to the drag having two parts: proportional to velocity and proportional to acceleration. In the Occurrence of such a term in the expression for the resistance force should not be seen as unusual. In the case of oscillatory motion of elementary bodies (sphere, infinite cylinder etc.) in a viscous fluid, purely analytical solutions (for low Reynolds numbers) lead to the drag having two parts: proportional to velocity (the dissipative part) and proportional to acceleration (the inertial part) \[18, 33\].

Let us introduce the dimensionless time \(\tau = \omega_0 t\), where \(\omega_0\) is the natural frequency of the undamped pendulum that undergoes small-amplitude vibrations (the linearized case):

\[
\omega_0 = \sqrt{\frac{mgL}{2I_o}} \]

Consequently, equations of motion (6), (8) and (9) take the following non-dimensional forms:

\[
\ddot{\varphi} + x_1 \dot{\varphi} + \sin \varphi = 0, \tag{10}
\]

\[
\ddot{\varphi} + x_1 \dot{\varphi} + x_2 |\dot{\varphi}| + \sin \varphi = 0, \tag{11}
\]

\[
(1 + x_a) \ddot{\varphi} + x_1 \dot{\varphi} + x_2 |\dot{\varphi}| + \sin \varphi = 0, \tag{12}
\]

where now \(\varphi = \varphi(\tau)\) and an overdot denotes differentiation with respect to \(\tau\), while

\[
x_1 = \frac{c_1}{I_o \omega_0}, \quad x_2 = \frac{c_2}{I_o}, \quad x_a = \frac{c_a}{I_o} \tag{13}
\]

are the non-dimensional damping coefficients corresponding to the three considered components of the resistive force: linear (proportional to velocity), quadratic (velocity-squared) and acceleration-dependent (proportional to acceleration).

3 Experimental studies

The laboratory experiments were conducted with pendula of various length: \(L \in \{100, 150, 200, 300\}\) mm. In each case the rod has a diameter \(d = 4\) mm and is made of an aluminium-magnesium alloy (AlMg3), which is often used for welding rods. The material density is \(\rho = 2640\) kg/m\(^3\). The ends of the rod are threaded in order to attach conical sleeves by connecting nuts (see Fig. 2a). The main purpose of the sleeves is to clamp a synthetic cord that plays a role of a connector between the rod and the support, or between two adjacent members of a multiple pendulum (in our future work, see Fig. 2b). Moreover, the nuts are a convenient location for tracking markers (see Fig. 2c). As shown in the photographs, the pendulum is mounted to the frame by the cord connection between the tip sleeve and the sleeve fixed to an auxiliary bracket. The relatively complex geometry of the pendulum link has been taken into account carefully to calculate mass and moment of inertia of the system. The inertia parameters for all the length variants are given in Table 1; additionally, the natural frequencies for the linear case are included.

Planar motion of the system was investigated by an optical measurement technique. A high speed camera was used (Photron 1024 PCI, max. resolution of 1024 \(\times\) 1024 pixels, max. frame rate of 10,000 fps). The experiments were performed with the frame rate of 250 fps, which allowed for recording motion lasting about 12 s. The control of the camera settings as well as the data acquisition process were done via a computer with a specialized software. The motion analysis, i.e. identification and tracking of the marker at the pendulum end, and determination of its position in particular frames, was conducted using the Photron Motion Tools application. The angle of pendulum swing was found based on the Cartesian coordinates \((x, y)\) of the marker and the pivot point. The experimental setup is presented schematically in Fig. 3.

The purpose of these experiments is to record behaviour of the pendula in a wide range of the swinging angle. Thus, we focused on four initial configurations of the system:

- position in the first quarter of the coordinate system (\(\varphi_0\) at around 60°)
- nearly horizontal position (\(\varphi_0\) at around 90°)
- position in the second quarter of the coordinate system (\(\varphi_0\) at around 135°)
- nearly vertical position (\(\varphi_0\) at around 180°)

Since the pendula were released from rest by hand, the starting angles were imposed on them only approximately. The values of \(\varphi_0\) calculated from the measured positions of the marker at the beginning of
motion are given in Table 2. Here and in the further stages the initial configurations are numbered by \( k \).

### 4 Numerical results for linear damping

#### 4.1 Application of finite difference schemes

Let us start with the linear damping model included in Eq. (10). The damping coefficient will be approximated by means of the following three methods: the finite difference schemes, the bisection method and the gradient method for optimization.

#### Table 1 Inertia parameters of the pendula of various length

| \( L \) (mm) | \( m \times 10^3 \) (kg) | \( I_o \times 10^6 \) (kg m²) | \( \omega_0 \) (rad/s) |
|--------------|-----------------|-----------------|-----------------|
| 100          | 5.018           | 32.312          | 8.73            |
| 150          | 6.677           | 80.177          | 7.83            |
| 200          | 8.335           | 160.492         | 7.14            |
| 300          | 11.653          | 451.646         | 6.16            |

Fig. 2 Photographs of the pendulum and its components used in the laboratory experiments: a a pendulum link with two conical sleeves and nuts, b two conical sleeves connected by a cord, c the pendulum assembly (\( L = 100 \) mm) with two tracking markers on the nuts.

Fig. 3 Experimental setup for recording the oscillations of a pendulum.

The first approach is focused on the approximation of angular velocity \( \omega = \dot{\phi} \) and angular acceleration \( \varepsilon = \ddot{\phi} \) at a time point by the values of angle \( \phi \) measured experimentally. Since the marker coordinates as the experimental results contain errors, and the finite-difference representation of \( \varepsilon \) may be especially sensitive to small disturbances, highly accurate (multi-point) difference schemes must be applied.
Consider a uniform grid, i.e. a sequence of equispaced time points (measurement instants). Central differencing schemes are based on a stencil of \( n^* = (2n + 1) \) nodes:

\[
t_i - n, t_i - n + 1, \ldots, t_i, t_i + 1, \ldots, t_i + n - 1, t_i + n
\]

where \( h = t_{i+j} - t_{i+j-1} \) (for \( j = -n, -n + 1, \ldots, n \)) is the constant step size. The Taylor series expansion of a function \( f(t) \) near \( t_i \) is:

\[
f(t) = f(t_i) + \frac{(t - t_i)}{1!} f'(t_i) + \frac{(t - t_i)^2}{2!} f''(t_i) + \cdots + \frac{(t - t_i)^p}{p!} f^{(p)}(t_i) + R_p(t, t_i),
\]

where \( f^{(j)}(t_i) \) is the \( j \)th time derivative of \( f \), calculated at \( t_i \), whereas the remainder \( R_p(t, t_i) \) satisfies the condition:

\[
\lim_{t \to t_i} R_p(t, t_i) = 0.
\]

Usually the method of undetermined coefficients is employed to derive an appropriate finite difference formula. With such an approach, expansion (14) up to term of order \( n^* \) is used for the \( n^* \)-point stencil. This leads to a \( n^* \times n^* \) Vandermonde system of linear equations that becomes poorly conditioned for large \( n^* \) [21]. Here we apply another technique based on symbolic computation.

We tend to use only three terms of series (14), i.e. just the derivatives that are to be determined. Thus, it is assumed that \( f(t) \) can be represented by

\[
f(t) = \sum_{s=1}^{3} d_s \Psi_s(t),
\]

where

\[
\Psi_s(t) = \begin{cases} 
1 & \text{if } s = 1 \\
(t - t_i)^s / s! & \text{if } s \neq 1
\end{cases}
\] (16)

play the role of basis functions, equivalent to the power functions from the Taylor series. Each coefficient \( d_s \), in turn, denotes the value of the derivative of order \((s - 1)\) of \( f \) at \( t_i \)

\[
d_s = f^{(s-1)}(t_i),
\]

which can be approximated by the central difference scheme. Namely,

\[
d_1 = f_i = \sum_{j=-n}^{n} \beta_{i+j}^{(1)} f_{i+j}, \\
d_2 = \dot{f}_i = \sum_{j=-n}^{n} \beta_{i+j}^{(2)} \dot{f}_{i+j}, \\
d_3 = \ddot{f}_i = \sum_{j=-n}^{n} \beta_{i+j}^{(3)} \ddot{f}_{i+j},
\]

(18)

where \( f_{i+j} = f(t_{i+j}) \), \( \dot{f}_i = \dot{f}(t_i) \), \( \ddot{f}_i = \ddot{f}(t_i) \), while \( \beta_{i+j}^{(s)} \) are the desired coefficients. Substitution of (16) and (18) into Eq. (15) produces the equation residual

\[
R(t) = \sum_{s=1}^{3} d_s \Psi_s(t) - f(t).
\]

(19)

As in the Galerkin method, the quantities \( d_s \) can be obtained by imposing the orthogonality conditions:

\[
\langle R, \Psi_r \rangle = 0, \quad r = 1, 2, 3
\]

(20)

where \( \langle \cdot, \cdot \rangle \) is the inner product, which we define in a discrete sense, that is

\[
\langle R, \Psi_r \rangle = \sum_{j=-n}^{n} R(t_{i+j}) \Psi_r(t_{i+j}).
\]

(21)

This gives a \( 3 \times 3 \) system of algebraic equations that can be written as

\[
Table 2 Initial angle \( \varphi_0 \) imposed on the pendula of various length in the experiments

| \( k \) | \( L = 100 \text{ mm} \) | \( L = 150 \text{ mm} \) | \( L = 200 \text{ mm} \) | \( L = 300 \text{ mm} \) |
|-------|-----------------|-----------------|-----------------|-----------------|
| \( \varphi_0 \) (rad) | \( \varphi_0 \) (deg) | \( \varphi_0 \) (rad) | \( \varphi_0 \) (deg) | \( \varphi_0 \) (rad) | \( \varphi_0 \) (deg) | \( \varphi_0 \) (rad) | \( \varphi_0 \) (deg) |
| 1     | 0.874           | 50.1            | 1.004           | 57.5            | 1.078           | 61.7            | 1.103           | 63.2            |
| 2     | 1.492           | 85.5            | 1.540           | 88.3            | 1.515           | 86.8            | 1.484           | 85.0            |
| 3     | 2.399           | 137.5           | 2.340           | 134.1           | 2.436           | 139.6           | 2.330           | 133.5           |
| 4     | 2.900           | 166.2           | 2.939           | 168.4           | 2.938           | 168.3           | 2.858           | 163.8           |
where \( \mathbf{d} = [d_1, d_2, d_3]^T \), and elements of \( \mathbf{A} \), \( \mathbf{b} \) are given by

\[
a_{rs} = \sum_{j=-n}^{n} \Psi_r(t_{i+j}) \Psi_s(t_{i+j}), \quad b_r = \sum_{j=-n}^{n} f_{i+j} \Psi_r(t_{i+j}).
\]

(23)

Since the arguments and nodal values of \( f \) are kept in symbolic form \( (t_i := 0, t_{i+j} := jh, f_{i+j} := f[jh], \text{ etc.}) \), the symbolic solution vector \( \mathbf{d} \) contains three linear combinations \((18)\), and the desired finite difference coefficients \( \beta_{i+j}^{(s)} \) can be easily extracted.

Generally, for these studies, the central difference schemes based on \( n^2 = 25 \) nodes \((n = 12)\) have been constructed, i.e. the first and second derivatives of \( \phi(t) \) are evaluated using the angle values measured at 25 time instants. In the case of first and last \( n \) time points, asymmetric schemes involving 49 nodes are used, because they are two times less accurate than the central-difference approximation.

Next, one of the simplest smoothing technique is applied to the calculated time series \( \omega_i \) and \( \dot{\omega}_i \), i.e. the moving average smoothing:

\[
\dot{\omega}_i = \frac{1}{q} \sum_{j=i}^{i+q-1} \omega_j, \quad \ddot{\omega}_i = \frac{1}{q} \sum_{j=i}^{i+q-1} \ddot{\omega}_j,
\]

where the parameter \( q \) is taken equal to 10. Consequently, at our disposal we have the observed time series \( \phi_i \) and the smoothed ones \( \dot{\phi}_i \), \( \ddot{\phi}_i \).

Finally, the damping coefficient \( c_1 \) can be determined over time from Eq. (6):

\[
c_1 = \frac{\frac{1}{2} mgL \sin \phi_i + I_0 \dot{\phi}_i}{\dot{\omega}_i}.
\]

Additionally, the generalized viscous force is evaluated:

\[
Q_1 = -\ddot{\omega}_i c_1 = \left( \frac{1}{2} mgL \sin \phi_i + I_0 \dot{\phi}_i \right).
\]

The results for the case of \( L = 100 \) mm are presented in Fig. 4. As can be seen, coefficient \( z_1 \) does not remain constant. Although very accurate finite-difference approximations have been used for the angular velocity and acceleration, the linear damping model exhibits some inadequacy. The results obtained for the other pendulum lengths and different initial angular position \( \phi_0 \) lead to scatter plots of the same character.

4.2 Bisection method

In order to determine certain values of the damping coefficient \( z_1 \), some optimization methods can be used. The first approach utilized in this paper is the bisection method which basically belongs to the class of bracketing root-finding techniques \([5, 31]\).

We restrict our attention to the interval \( \Omega = (z_L, z_R) \), where \( z_L, z_R \) are two guesses that are supposed to bracket the optimal solution. In the first step, \( \Omega \) is divided in half, that is the midpoint \( c_M = (z_L + z_R)/2 \) is calculated. Now, we deal with two subintervals, \( \Omega_L = (z_L, z_M) \) and \( \Omega_R = (z_M, z_R) \), having the midpoints \( z_{LM} = (z_L + z_M)/2 \) and \( z_{RM} = (z_M + z_R)/2 \). For both these values of the damping coefficient we integrate numerically the differential Eq. (10). The results are compared with the experimental time series, i.e. the total distance is calculated:

\[
f_k(z_1) = \sqrt{\sum_{i=1}^{N} \left( \phi_{i,k}^{\text{num}} - \phi_{i,k}^{\text{exp}} \right)^2},
\]

(24)

where \( N \) is the number of frames recorded, while \( \phi_{i,k}^{\text{exp}} \) and \( \phi_{i,k}^{\text{num}} \) denote the experimental and numerical values of the pendulum angle for the \( k \)th initial configuration. The function \( f_k \) expresses the distance in the sense of 2-norm. The minimum value of \( f_k(z_{LM}) \), \( f_k(z_{RM}) \) indicates the subinterval within which the desired solution is located. Consequently, we redefine the search interval \( \Omega \) as \( \Omega_L \) or \( \Omega_R \), and simultaneously \( z_M \) is replaced with the initial estimate of the optimum, \( z_{LM} \) or \( z_{RM} \). The process is repeated until a satisfactory result is achieved (the error falls below some threshold), or the difference between errors \((24)\) in two subsequent iterations is small enough.

For the determination of \( z_1 \) it is reasonable to focus on the range \((0, 1)\), since the coefficient is a non-negative and relatively small parameter. The results obtained for all the pendulum lengths are presented in Table 3. Instead of the total distance between the numerical solutions and the experimental data, \( f_k \), the root-mean-square (RMS) error and the average (AVG) error are given:
Moreover, the total mean errors are calculated as follows:

\[ e_{\text{rms}} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\varphi_{i,k}^{\text{num}} - \varphi_{i,k}^{\exp})^2}, \]

\[ e_{\text{avg}} = \frac{1}{N} \sum_{i=1}^{N} (\varphi_{i,k}^{\text{num}} - \varphi_{i,k}^{\exp})^2. \]

Moreover, the total mean errors are calculated as follows:

\[ e_{\text{rms}}^{\text{tot}} = \frac{1}{4} \sum_{k=1}^{4} e_{k}^{\text{rms}}, \quad e_{\text{avg}}^{\text{tot}} = \frac{1}{4} \sum_{k=1}^{4} e_{k}^{\text{avg}}. \]

Again, at a constant length of the pendulum the damping coefficient takes different values as the initial position is varied. The errors, in turn, reach quite high values, especially in the case of short pendula \((L = 100 \text{ mm and } L = 150 \text{ mm})\). For example, for \(L = 100\) and \(k = 3\) the RMS error is \(e_{k}^{\text{rms}} \approx 8.2\), which gives a relative error of 6% when treating the initial angle \(\varphi_0\) as the reference one (see Table 2). Simultaneously, the average distance is \(e_{k}^{\text{avg}} \approx 0.2\), and its relative value is less than 0.2%.

A graphical comparison between the experimental and numerical time histories of the angular position

**Table 3** The optimal values of the damping coefficient \(z_1\) and the corresponding errors for various pendulum’s length and initial angular positions. Results obtained with the bisection method

| \(k\) | \(L = 100 \text{ mm}\) | \(L = 150 \text{ mm}\) |
|------|------------------|------------------|
| \(z_1\) | \(e_{k}^{\text{rms}}\) (rad) | \(e_{k}^{\text{avg}}\) (rad) | \(e_{k}^{\text{rms}}\) (rad) | \(e_{k}^{\text{avg}}\) (rad) |
| 1 | \(3.098 \times 10^{-3}\) | 0.217 | 0.0040 |
| 2 | \(1.016 \times 10^{-2}\) | 0.177 | 0.0032 |
| 3 | \(1.603 \times 10^{-2}\) | 0.143 | 0.0026 |
| 4 | \(1.789 \times 10^{-2}\) | 0.292 | 0.0053 |
| \(e_{\text{tot}}\) | – | 0.207 | 0.0039 | – | 0.164 | 0.0035 |
| \(k\) | \(L = 200 \text{ mm}\) | \(L = 300 \text{ mm}\) |
| \(z_1\) | \(e_{k}^{\text{rms}}\) (rad) | \(e_{k}^{\text{avg}}\) (rad) | \(e_{k}^{\text{rms}}\) (rad) | \(e_{k}^{\text{avg}}\) (rad) |
| 1 | \(1.088 \times 10^{-2}\) | 0.093 | 0.0017 | \(1.263 \times 10^{-2}\) | 0.101 | 0.0018 |
| 2 | \(1.565 \times 10^{-2}\) | 0.055 | 0.0010 | \(1.741 \times 10^{-2}\) | 0.089 | 0.0016 |
| 3 | \(2.231 \times 10^{-2}\) | 0.037 | 0.0010 | \(2.794 \times 10^{-2}\) | 0.035 | 0.0009 |
| 4 | \(2.472 \times 10^{-2}\) | 0.130 | 0.0033 | \(2.983 \times 10^{-2}\) | 0.059 | 0.0015 |
| \(e_{\text{tot}}\) | – | 0.079 | 0.0017 | – | 0.071 | 0.0015 |

Fig. 4 The finite-difference-based dependencies: a \(c_1(\dot{\omega}_i)\), b \(Q_1(\dot{\omega}_i)\). Results obtained for \(L = 100 \text{ mm}\) and \(k = 1\)
\( \varphi(t) \) is shown in Fig. 5. Slight differences in the oscillation amplitudes occur, particularly at the maxima, and a phase difference becomes more noticeable with time. However, the general character of the measured oscillations is well reflected by the numerical solution. To give a better insight into computational-experimental discrepancies, history plots focused on the first and the last 2 s of motion will be presented. As can be seen in Fig. 6, prediction quality of the model is not very poor, although the phase shift grows with time and the initial angle.

Figure 7 presents a simple visualization of the pendulum motion for \( L = 100 \text{ mm} \) and \( k = 3 \). The real motion was recorded with the frame time \( \Delta t = 0.004 \text{ s} \), whereas the interval between the depicted configurations is usually equal to \( 10 \times \Delta t \) or \( 20 \times \Delta t \). The increasing phase shift between the numerical and experimental results is well noticeable.

The angular difference (in absolute value) between the configuration pairs shown in Fig. 7a ranges approximately from \( 0.1^\circ \) to \( 5.8^\circ \) whereas the difference in Fig. 7b ranges from \( 0.6^\circ \) to \( 11.3^\circ \). Selected frames of this motion are presented in Fig. 8 in the form of the simulation-based configurations overlaid on snapshots of the real pendulum.

4.3 Gradient method for optimization

To determine a single value of the damping coefficient for a given pendulum length, that is independent of the initial configuration, the gradient method is used. Usually the gradient-based approach is applied to multidimensional unconstrained optimization. Here we perform a one-dimensional search with the first derivative evaluation [5, 31].

We aim at minimization of the distance of type (24), but simultaneously for all the studied initial positions of the system. Thus, the objective function is constructed as follows:

\[
 f(z_1) = \sum_{k=1}^{4} f_k(z_1)
\]

(27)

where \( f_k \) has the form (24).

Firstly, we select an appropriate initial guess, \( z_1^{(0)} \). It can be done, for example, by taking the arithmetic mean of the results given in Table 2 for particular values of \( L \). Additionally, the initial search direction \( d^{(0)} \) and the step size \( \Delta z^{(0)} \) must be chosen. In the one-dimensional case we move along a line (\( z_1 \)-axis) by the distance \( \Delta z^{(p)} \), and the direction \( d^{(p)} \) takes the value 1 or \( -1 \).

In the optimization procedure, equations of motion (10) are solved at the starting value \( z_1^{(0)} \), and the error is evaluated, \( e^{(0)} \). Next, the same computation is performed for the trial point \( z_1^{(1)} = z_1^{(0)} + d^{(0)} \Delta z^{(0)} \), and error \( f^{(1)} \) is obtained as a result. A new direction is determined by using the approximate gradient value:

\[
 g = \frac{f^{(1)} - f^{(0)}}{\Delta z^{(0)}},
\]

(28)

and the descent direction is

\[
 d^{(1)} = \frac{-g}{|g|}.
\]

(29)

Finally, the next step size can be expressed as

Fig. 5 Response of the pendulum \((L = 100 \text{ mm}
\text{and} \ k = 3)\): numerical solution (solid line) and experimental data (markers). Results obtained with the bisection method.
\[
\Delta x^{(1)} = w_1 \Delta x^{(0)} (1 + w_2 d^{(1)}(0)),
\]  
(30)

where \( w_1 \) and \( w_2 \) are some control parameters from the interval \((0, 1)\). Their role is to speed up the iteration process when the consecutive steps apparently tend to the minimum, or decrease the step size after a change of direction. In further stages, Eq. (30) becomes

\[
\Delta x^{(p+1)} = w_1 \Delta x^{(p)} (1 + w_2 d^{(p+1)}(p)),
\]  
(31)

The process is stopped if a satisfactory error level is achieved, the difference between errors in two subsequent iterations is sufficiently small, or the maximum number of iterations is reached.

Table 4 contains the obtained results for all the pendulum lengths. Apart from the optimal values of coefficient \( x_1 \), the root-mean-square and average errors (25) for particular initial configurations are presented. As it is indicated by \( e_{rms}^k \) and \( e_{avg}^k \) values, if the time series for each initial angle \( \rho_0 \) is treated separately, the solutions are non-optimal, that is the bisection method leads to lower errors. The fourth initial configuration generates significantly greater errors than the others. Unlike in the latter case, the total errors are not considerably lower for the larger lengths of the pendulum. However, the main advantage of this approach is to find only one “effective” value of the damping coefficient (independent of \( \rho_0 \)), and such attempts will be continued with the more advanced models.

**Fig. 6** Response of the pendulum \((L = 100 \text{ mm})\)—numerical solution (solid line) and experimental data (markers): \(a\) \(k = 3\), \(b\) \(k = 4\).

Results obtained with the bisection method

**Fig. 7** Position of the pendulum at particular time instants (the time given in seconds)—numerical solution (solid line) and experimental data (markers): \(a\) the swing of the pendulum from the initial position (top right) to the furthest top left position, \(b\) the swing of the pendulum from the furthest right to the furthest left position in the later phase of motion. Results obtained for \(L = 100 \text{ mm}, k = 3\) and the linear damping.
5 Numerical results for linear and quadratic damping

5.1 Successive search and intersection technique

The results for the linear damping suggest that this model may be insufficient. Therefore, a series of computations have been conducted for the extended, linear-quadratic model included in Eq. (11). To find coefficients $z_1$ and $z_2$, the optimization problem has been solved by means of two methods: the successive search in combination with the intersection technique, and the gradient method.

The first approach is focused on a graphical representation of the objective function $f(z_1, z_2)$, in the identical form as (27), over a two-dimensional domain. Firstly, the search is narrowed to the region $\Omega = (0, a) \times (0, b)$, where $a, b > 0$. Next, the

Fig. 8 Position of the pendulum at particular time instants—snapshots from the laboratory experiment and numerical results (blue line): a $t = 0.08$ s, b $t = 0.16$ s, c $t = 0.2$ s, d $t = 0.24$ s, e $t = 0.32$ s, f $t = 0.46$ s. Results obtained for $L = 100$ mm, $k = 3$ and the linear damping (compare to Fig. 7a). (Color figure online)
Table 4 The optimal values of the damping coefficient $\alpha_1$ and the corresponding errors for various pendulum’s length. Results obtained with the gradient method

| $k$ | $L = 100$ mm | $L = 150$ mm | $L = 200$ mm | $L = 300$ mm |
|-----|--------------|--------------|--------------|--------------|
| $e_{\text{rms}}^k$ (rad) | $e_{\text{avg}}^k$ (rad) | $e_{\text{rms}}^k$ (rad) | $e_{\text{avg}}^k$ (rad) |
| 1   | 0.390        | 0.0071       | 0.376        | 0.0068       |
| 2   | 0.618        | 0.0112       | 0.456        | 0.0083       |
| 3   | 0.265        | 0.0048       | 0.150        | 0.0027       |
| 4   | 0.483        | 0.0088       | 1.017        | 0.0260       |
| $e_{\text{tot}}$ | 0.439        | 0.0080       | 0.500        | 0.0109       |
| $\alpha_1$ | $1.684 \times 10^{-2}$ | $1.719 \times 10^{-2}$ | $1.987 \times 10^{-2}$ | $2.324 \times 10^{-2}$ |

Fig. 9 Grid of discrete points on the $(x_1, x_2)$ plane

domain is discretized into a uniform grid of $n_1 \times n_2$ points (see Fig. 9), characterized by the spatial step sizes in the two directions

$$\Delta x_1 = \frac{a}{n_1}, \quad \Delta x_2 = \frac{b}{n_2}.$$

Let $x_{1,i}$ and $x_{2,j}$ be the $i$th and $j$th values of the coordinates $x_1$ and $x_2$ on the plane, respectively (for $i = 0, 1, 2, \ldots, n_1$ and $j = 0, 1, 2, \ldots, n_2$). For every grid point $\{x_{1,i}, x_{2,j}\}$ equation of motion (11) has been solved, and the nodal value $f_{ij}$ of the objective function has been evaluated. As an example, the results for $L = 100$ mm are shown graphically in Fig. 10.

In all the studied cases, a continuous representation of the discretized surface $f_{ij}(x_{1,i}, x_{2,j})$ exhibits an oblong valley, and one can suppose that there exist infinitely many minima. For a better insight, the straight line (e.g. described as $x_2 = Ax_1 + B$) in the longitudinal direction of such a “trough” (at its bottom) has been found numerically. Then, it can be observed that the valley direction varies with the pendulum initial angle $\varphi_0$. Finally, to determine a single representative pair of the damping coefficients for all the initial configurations, the intersection points of these lines have been analyzed within an unconstrained domain. From all the intersections, the one for which the function $f$ takes the lowest value, is chosen as the optimal solution.

The results obtained with the intersection technique are given in Table 5. As can be seen, coefficient $\alpha_1$ turns out to be negative in each case, but it does not have a physical meaning and indicates that the model is inappropriate.

5.2 Gradient method for optimization

The intersection technique has a relatively low accuracy, because a small disturbance of the slope coefficient of a line can lead to completely different results. Therefore, another attempt has been made to find $\alpha_1$ and $\alpha_2$—by the use of the gradient method.

In the two-dimensional problem, the idea of the method is identical as in the one-dimensional case. However, the motion towards the minimum of the objective function takes place on a plane. Thus, the values of the decision variables at the $p$th step form a vector

$$x^{(p)} = \begin{bmatrix} x_1^{(p)} \\ x_2^{(p)} \end{bmatrix},$$

and the step direction, $d^{(p)}$, is also a two-component vector. Moreover, the gradient approximation can be expressed as
\[ g = \frac{f(p+1) - f(p)}{\Delta x^{(p)}_1}, \]

and, by analogy to Eq. (29), the new direction is given by

\[ d^{(p+1)} = \frac{g}{|g|}, \]

where \(|\cdot|\) denotes the Euclidean norm. Equation (31), in turn, now takes the form

\[ \Delta x^{(p+1)} = w_1 \Delta x^{(p)}(1 + w_2 d^{(p+1)} d^{(p)}), \]

where the right-hand side includes a dot product of the previous and new direction vectors.

Table 6 contains the estimated values of the parameters and the related errors for every pendulum length. Again, the damping coefficient \(a_1\) has negative values, which excludes the application of the linear-quadratic model.

In order to make full use of the two-term model, the purely quadratic damping is also examined. Thus, the gradient-based optimization outlined above has been performed for equation of motion (11) when \(a_1 = 0\). As shown in Table 7, coefficient \(a_2\) takes smaller values now. In the case of all the pendulum lengths and initial configurations the truncated damping model, in combination with the gradient method, provides better prediction of the real motion than the linear model.
Moreover, as our tests indicated, the same results can be obtained using relatively simple methods for the constrained optimization problem with two decision variables, \( a_1 \) and \( a_2 \) (e.g. the projected gradient method, the penalty function method or the Monte Carlo approach [4, 13]).

Figure 11 illustrates the responses of the pendulum of length \( L = 200 \text{ mm} \) as \( k = 1 \) and \( k = 2 \). Although the values of \( e_{\text{rms}}^k \) and \( e_{\text{avg}}^k \) belong to the lowest ones, significant differences in the angular displacements can be observed. Here, the phase shift is much less noticeable than the amplitude mismatch—the oscillation decay is stronger in the real mechanical system.

### 6 Numerical results for velocity and acceleration dependent damping

#### 6.1 Gradient method for optimization

As could be seen in Sect. 5, the enrichment of a model by an additional term not necessarily leads to the desired results. Consequently, the three-component damping model included in Eq. (12) have been considered with the hope that it will work in the full form, i.e. simultaneously with all the (non-zero) coefficients. In other words, the third, acceleration dependent term may be the missing element, and its presence can make the other terms play their proper role in the dynamic simulation of the system under real conditions.

In this section, the coefficients \( a_1, a_2 \) and \( a_a \) are determined by using the gradient method. Thus, the objective function (27) is now regarded as dependent on three decision variables: \( f(a_1, a_2, a_a) \). As before, the optimization procedure is simply extended to the three-dimensional case. Since the vector of decision variables (32) becomes composed of the triple coefficients, vectors (33)–(35) are extended to have a third element, corresponding to \( a_a \).

The results obtained for each length of the pendulum are given in Table 8. In all the cases, the following relation holds: \( a_1 < a_2 < a_a \), which shows that the acceleration-related effect is not negligible. The total RMS error reach values below \( 5^\circ \) while the total AVG errors are less than \( 0.1^\circ \) (compare Tables 3, 4 and 7).

#### Table 7

| \( k \) | \( L = 100 \text{ mm} \) | \( L = 150 \text{ mm} \) | \( L = 200 \text{ mm} \) | \( L = 300 \text{ mm} \) |
|---|---|---|---|---|
| | \( e_{\text{rms}}^k \) (rad) | \( e_{\text{avg}}^k \) (rad) | \( e_{\text{rms}}^k \) (rad) | \( e_{\text{avg}}^k \) (rad) |
| 1 | 0.301 | 0.0055 | 0.228 | 0.0041 |
| 2 | 0.322 | 0.0058 | 0.186 | 0.0034 |
| 3 | 0.104 | 0.0019 | 0.073 | 0.0013 |
| 4 | 0.233 | 0.0042 | 0.465 | 0.0119 |
| \( e_{\text{tot}} \) | \( 1.229 \times 10^{-2} \) | \( 1.321 \times 10^{-2} \) | \( 1.599 \times 10^{-2} \) | \( 1.900 \times 10^{-2} \) |

The results obtained with the gradient method for optimization are shown in Fig. 11. Results obtained with the gradient method for velocity and acceleration dependent damping are shown in Fig. 11.
those for the linear model and the gradient-based optimization. Apparently, the velocity and acceleration dependent damping model is most appropriate.

As can be seen in Fig. 12, there are relatively small phase shifts between the compared results. One can also notice just slight differences in the peak amplitudes. The numerical solutions of the equation of motion coincide quite accurately with the experimental observations.

The sequential visualization of the pendulum motion for $L = 150$ mm and $k = 2$ is shown in Fig. 13. The phase shift between the numerical and experimental results turns out to decrease with time. The angular difference (in absolute value) between the configuration pairs shown in Fig. 13a ranges approximately from 0° to 5.3° whereas the difference in Fig. 13b ranges from 0° to 1°. It is worth noting that in the initial phase of motion the real pendulum is potentially exposed to certain types of disturbances such as out-of-plane motion (due to the manual release of the pendulum end) or torsional vibration (due to the uneliminated twist of the cord). In a further stage, the system motion is observed to stabilize.

In order to examine the importance of the damping effect, the total generalized dissipative force versus time is depicted in Fig. 14 for $L = 150$ mm and two initial angles. Similarly to $\phi(t)$, the function $Q_d(t)$ decays, and their peak values are larger for greater $\phi_0$. For this example, the maximum absolute values are $Q_d^{\text{max}} \approx 4.8 \times 10^{-6}$ Nm and $Q_k^{\text{max}} \approx 10.4 \times 10^{-6}$ Nm when $k = 1$ and $k = 3$, respectively. It is worth noting that the generalized gravity forces reach much higher levels—the extreme absolute values are about 1100 and 605 greater than $Q_d^{\text{max}}$. Additionally, the particular components of the damping force

$$Q_d = Q_1 + Q_2 + Q_a,$$

(36)

| $k$ | $L = 100$ mm | $L = 150$ mm |
|-----|-------------|-------------|
| $e_k^{\text{rms}}$ (rad) | $e_k^{\text{avg}}$ (rad) | $e_k^{\text{rms}}$ (rad) | $e_k^{\text{avg}}$ (rad) |
| 1   | 0.041       | 0.0008      | 0.032       | 0.0006      |
| 2   | 0.077       | 0.0014      | 0.023       | 0.0004      |
| 3   | 0.066       | 0.0012      | 0.045       | 0.0008      |
| 4   | 0.113       | 0.0021      | 0.113       | 0.0029      |

| $k$ | $L = 200$ mm | $L = 300$ mm |
|-----|-------------|-------------|
| $e_k^{\text{rms}}$ (rad) | $e_k^{\text{avg}}$ (rad) | $e_k^{\text{rms}}$ (rad) | $e_k^{\text{avg}}$ (rad) |
| 1   | 0.026       | 0.0005      | 0.032       | 0.0006      |
| 2   | 0.015       | 0.0003      | 0.049       | 0.0009      |
| 3   | 0.066       | 0.0017      | 0.053       | 0.0014      |
| 4   | 0.119       | 0.0030      | 0.036       | 0.0009      |

| $k$ | $L = 150$ mm |
|-----|-------------|
| $x_1$ | $6.520 \times 10^{-3}$ |
| $x_2$ | $1.019 \times 10^{-2}$ |
| $x_a$ | $3.416 \times 10^{-2}$ |

| $k$ | $L = 150$ mm |
|-----|-------------|
| $x_1$ | $7.647 \times 10^{-3}$ |
| $x_2$ | $1.275 \times 10^{-2}$ |
| $x_a$ | $1.897 \times 10^{-2}$ |

Fig. 12 Response of the pendula ($k = 2$)—numerical solution (solid line) and experimental data (markers): a $L = 150$ mm, b $L = 300$ mm. Results obtained with the gradient method
included on the right-hand-side of Eq. (9), are plotted in a narrower time interval. As can be seen, the velocity-proportional term is the dominant one; the relative contributions of all the components as well as the character of \( Q_a(t) \) are affected by the initial angle \( \varphi_0 \).

**Fig. 13** Position of the pendulum at particular time instants (the time given in seconds)—numerical solution (solid line) and experimental data (markers): **a** the swing of the pendulum from the initial position (top right) to the furthest left position, **b** the swing of the pendulum from the furthest right to the furthest left position in the later phase of motion. Results obtained for \( L = 150 \) mm, \( k = 2 \) and the three combined types of damping

**Fig. 14** Generalized damping forces—the total force \( Q_d \) (left column) and its components (right column) over a shorter time interval: \( Q_1 (\bullet), Q_2 (■), Q_a (▲) \). Numerical results for \( L = 150 \) mm and \( k = 1 \) (a), \( k = 3 \) (b)
6.2 Gradient method for the overall optimization

At the final stage, our studies are focused on the most effective damping model, but the aim is to define such damping parameters that are independent of the pendulum length, and to find their optimal values. By the term “overall optimization”, we mean that the distance between numerical solutions and the experimental data is minimized simultaneously for all the values of both $\phi_0$ and $L$.

First, we try to express the original (dimensional) coefficients $c_1$, $c_2$ and $c_a$ as a product of two factors: affected and non-affected by the leading dimension $L$ of the pendulum. Let us consider the distributions of the linear velocity $v(r)$ and acceleration $a(r)$ along the rod ($0 \leq r \leq L$). The moments of the frictional forces exerted on the pendulum, related to the three damping terms, are given by

$$M_1 = \int_0^L \dot{c}_1 vr \, dr = \int_0^L \dot{c}_1 (or) r \, dr = \dot{c}_1 L^3 \frac{\omega}{3},$$

$$M_2 = \int_0^L \dot{c}_2 vr \, dr = \int_0^L \dot{c}_2 (or) r \, dr = \dot{c}_2 L^5 \frac{\omega}{4},$$

$$M_a = \int_0^L \dot{c}_a ar \, dr = \int_0^L \dot{c}_a (ar) r \, dr = \dot{c}_a L^3 \frac{\varepsilon}{3},$$

where $\omega = \dot{\phi}$ and $\varepsilon = \ddot{\phi}$, while $\dot{c}_1$, $\dot{c}_2$, $\dot{c}_a$ are the coefficients (dimensional) independent of $L$, i.e. common for pendula of various length. It is obvious that $M_1 = -Q_1$, $M_2 = -Q_2$, $M_a = -Q_a$, and all the moments are present in the equation of motion (9). Thus, we can clearly see that

$$c_1 = \dot{c}_1 \frac{L^3}{3}, \quad c_2 = \dot{c}_2 \frac{L^4}{4}, \quad c_a = \dot{c}_a \frac{L^3}{3}.$$

Now, we introduce the radius of gyration $r_0$ of the rod to write its moment of inertia as $I_0 = mr_0^2$. Taking into account the non-dimensional Eq. (12) together with definitions (13), and using the new expressions (40) for $c_1$, $c_2$ and $c_a$, we obtain

$$(1 + \beta_a \dot{c}_a) \ddot{\phi} + \beta_1 \dot{c}_1 \dot{\phi} + \beta_2 \dot{c}_2 \dot{\phi} + \sin \phi = 0,$$

where

$$\beta_1 = \frac{\sqrt{2}L^3}{3mr_0^2 gL}, \quad \beta_2 = \frac{L^4}{4mr_0^2}, \quad \beta_a = \frac{L^3}{3mr_0^2}.$$

Mathematical model (41) of the system is just the one in which the parameters $\dot{c}_1$, $\dot{c}_2$ and $\dot{c}_a$ should not depend on the pendulum length.

Such a reformulation of the dynamic equation allows us to solve the overall optimization problem. More precisely, the gradient-based procedure can be applied simultaneously to the whole set of time series collected experimentally. Thus, Eq. (41) must be integrated numerically at each step, and the new coefficients play the role of the decision variables. The objective function has the form

$$\min\left\{ \sqrt{\sum_{i=1}^{n} (k_i^{(t)} - k_i)^2} \right\},$$

where $k_1$, $k_2$, $k_3$, $k_4$, $k_5$ are the objective functions

$$k_1 = \frac{\dot{c}_1}{\dot{c}_1^{\text{ref}}}, \quad k_2 = \frac{\dot{c}_2}{\dot{c}_2^{\text{ref}}}, \quad k_3 = \frac{\dot{c}_a}{\dot{c}_a^{\text{ref}}},$$

with $\dot{c}_1^{\text{ref}}$, $\dot{c}_2^{\text{ref}}$, $\dot{c}_a^{\text{ref}}$ being the reference values of the coefficients.

### Table 9: The optimal values of the damping coefficients $k_1$, $k_2$, $k_3$, $k_4$, $k_5$, and the corresponding errors for various pendulums’ length.

| $k$   | $L = 100$ mm | $L = 150$ mm | $L = 200$ mm | $L = 300$ mm |
|-------|--------------|--------------|--------------|--------------|
|       | $c_1^{\text{opt}}$ (rad) | $c_1^{\text{avg}}$ (rad) | $c_2^{\text{opt}}$ (rad) | $c_2^{\text{avg}}$ (rad) | $c_a^{\text{opt}}$ (rad) | $c_a^{\text{avg}}$ (rad) | $c_2^{\text{opt}}$ (rad) | $c_2^{\text{avg}}$ (rad) | $c_a^{\text{opt}}$ (rad) | $c_a^{\text{avg}}$ (rad) |
| 1     | 0.055        | 0.0010       | 0.071        | 0.0013       | 1.446 $\times 10^{-2}$ | 1.694 $\times 10^{-2}$ | 4.201 $\times 10^{-3}$ | 5.672 $\times 10^{-3}$ | 3.268 $\times 10^{-2}$ | 3.260 $\times 10^{-2}$ |
| 2     | 0.061        | 0.0011       | 0.161        | 0.0029       | 1.186 $\times 10^{-2}$ | 1.290 $\times 10^{-2}$ | 4.001 $\times 10^{-3}$ | 5.372 $\times 10^{-3}$ | 3.082 $\times 10^{-2}$ | 3.081 $\times 10^{-2}$ |
| 3     | 0.140        | 0.0025       | 0.357        | 0.0065       | 1.186 $\times 10^{-2}$ | 1.290 $\times 10^{-2}$ | 4.001 $\times 10^{-3}$ | 5.372 $\times 10^{-3}$ | 3.082 $\times 10^{-2}$ | 3.081 $\times 10^{-2}$ |
| 4     | 0.387        | 0.0070       | 0.293        | 0.0075       | 1.446 $\times 10^{-2}$ | 1.694 $\times 10^{-2}$ | 4.201 $\times 10^{-3}$ | 5.672 $\times 10^{-3}$ | 3.268 $\times 10^{-2}$ | 3.260 $\times 10^{-2}$ |
| $c_{\text{tot}}$ | 0.161        | 0.0029       | 0.220        | 0.0045       | 1.186 $\times 10^{-2}$ | 1.290 $\times 10^{-2}$ | 4.001 $\times 10^{-3}$ | 5.372 $\times 10^{-3}$ | 3.082 $\times 10^{-2}$ | 3.081 $\times 10^{-2}$ |

Results obtained with the gradient method for the overall optimization.
Fig. 15  Response of the pendula—numerical solution (solid line) and experimental data (markers) for \( L = 100 \) mm (left column) and \( L = 300 \) mm (right column):  
\[ \text{a} \quad k = 1, \quad \text{b} \quad k = 2, \quad \text{c} \quad k = 4. \]  
Results obtained with the gradient method for the overall optimization.

\[
f(\dot{c}_1, \dot{c}_2, \dot{c}_a) = \sum_{L} \left[ \sum_{k=1}^{4} f_{k,L}(\dot{c}_1, \dot{c}_2, \dot{c}_a) \right], \quad (43)
\]

where \( L \in \{100, 150, 200, 300\} \) mm, and \( f_{k,L} \) denotes the numerical-experimental distance of type (24) specified for certain \( k \) and \( L \).

The proposed optimization procedure provides the following values of the damping parameters:

\[
\dot{c}_1 = 5.118 \times 10^{-3} \left[ \frac{\text{Ns}}{\text{m}^2} \right], \quad \dot{c}_2 = 1.347 \times 10^{-3} \left[ \frac{\text{Ns}^2}{\text{m}^3} \right], \quad \dot{c}_a = 1.113 \times 10^{-3} \left[ \frac{\text{Ns}^2}{\text{m}^3} \right],
\]

and the total mean errors—calculated for all \( k \) and \( L \), by analogy to (43)—have the values: \( \varepsilon_{\text{rms}}^{\text{tot}} = 0.165 \) rad, \( \varepsilon_{\text{avg}}^{\text{tot}} = 0.0034 \) rad. Finally, we can return to the dimensional damping coefficients by using relationships (40). The optimization results are presented in Table 9. The total errors for each pendulum length, \( \varepsilon_{\text{rms}}^{\text{tot}} \) and \( \varepsilon_{\text{avg}}^{\text{tot}} \), are given for comparison purposes. As can be seen, these quantities reach higher values than before (compare to Table 8). The distances \( \varepsilon_{\text{rms}}^{\text{rms}} \) and \( \varepsilon_{\text{avg}}^{\text{avg}} \) are also larger almost for every \( k \).

The prediction quality of this approach can be assessed from Fig. 15, where the numerical and experimental responses of the system are shown for \( L = 100 \) mm and \( L = 300 \) mm at \( k = 1, 2, 4 \). This time, the plots are focused on the first 6 s of motion. When it comes to the shortest pendulum, slight phase and amplitude differences can be observed for every initial configuration. In the second case, the amplitude discrepancy is higher, and the phase shift between the angular displacements intensifies with time.
particularly for larger values of \( \varphi_0 \). It seems that the overall optimization leads to a worse match of the model to the experimental data, which can be regarded as the cost of determining just a single set of parameters values \((c_1, c_2, c_a)\), uniform for every pendulum.

6.3 Some remarks on the models quality

The described procedures for estimation of the damping parameters have been based on the Euclidean distance between data points: the experimental and numerical results. Also, the quality of the optimal solutions has been assessed by means of the related RMS and AVG errors. Such an approach seems to be natural and most widely used.

However, the classical distance means a point-to-point comparison of oscillations. It represents a very precise difference between two data sets, calculated sequentially along the time axis. Unfortunately, the general, shape-related similarity of the displacement time histories is not evaluated in this way. Consequently, even a slight phase shift can produce relatively high values of the RMS error.

In order to cast light on the quality of approximation of the real oscillations decay by numerical solutions, we will use the concept of the amplitude envelope \([27, 37]\). More precisely, we assume that the decaying character of the pendulum motion can be approximated by the time-dependent exponential function:

\[
\Phi(t) = Ae^{-\beta t} + B,
\]

where \( A, \beta, B \) are constants. Thus, given the peaks of the system responses found experimentally and numerically, \( \varphi^{\exp} \) and \( \varphi^{\num} \), their upper envelopes are fitted in the least-squares sense:

\[
\Phi^{\exp} = A_1e^{-\beta_1 t} + B_1,
\]

\[
\Phi^{\num} = A_2e^{-\beta_2 t} + B_2.
\]

Now, the difference between the curves can be measured in many ways. By analogy to the RMS and AVG errors involved up to now, the following integral forms of the envelope errors are introduced:

\[
\tilde{e}_{\text{rms}}^k = \sqrt{\frac{1}{t_e} \int_0^{t_e} \left( \frac{\Phi^{\num} - \Phi^{\exp}}{\Phi^{\exp}} \right)^2 dt},
\]

\[
\tilde{e}_{\text{avg}}^k = \frac{1}{t_e} \int_0^{t_e} \left( \frac{\Phi^{\num} - \Phi^{\exp}}{\Phi^{\exp}} \right)^2 dt.
\]
where $t_e$ denotes the end time of motion. It should be emphasized that, in contrast to $e_{rms}^k$ and $e_{avg}^k$, the new quantities (47) are non-dimensional, since they represent the relative errors of $\Phi_{num}$.

The percentage values of $e_{rms}^k$ and $e_{avg}^k$ corresponding to the results discussed in Sects. 6.1 and 6.2 are presented in Tables 10 and 11, respectively. The integrals occurring in formula (47) are evaluated numerically. The total mean errors are specified in the same manner as given in Eq. (26). As can be seen, the RMS and AVG distances between the envelopes for the numerical and experimental results are much lower in the case of the optimization conducted separately for each pendulum length. The $e_{rms}^k$ values lie in the range between 0.4 and 9.1%, but most of them are less than 2%. The interenvelope distance per sample, in turn, does not exceed 1%. For the overall optimization, the ranges for the envelope errors are about two times wider. The $e_{rms}^k$ values lie between 4.7 and 18.6% (many of them exceed 10%), whereas $e_{avg}^k < 2%$. Thus, the results generally confirm the previous observations.

However, it is worth noting that the envelope-based errors do not coincide with the point-to-point ones. Usually the greatest values of $e_{rms}^k$ and $e_{avg}^k$ for some $L$ are related to the smallest values of $e_{rms}^k$ and $e_{avg}^k$, and vice versa (e.g. see $L = 100 \text{ mm}$, $k = 1, 4$ in Tables 8 and 10, or $L = 300 \text{ mm}$, $k = 1, 4$ in Tables 9 and 11). These two types of criteria for evaluation of similarity between $\Phi_{exp}$ and $\Phi_{num}$ seem to contradict each other, at least partially. As results from our trials to incorporate the interenvelope distance into the optimization procedures, this kind of objective function could slightly improve the amplitude match between the model and the experimental data, but at the cost of phase difference. The classical point-to-point distance, on the other hand, leads to a compromise between the amplitude and phase match.

Figures 16 and 17 allow for a graphical comparison between the envelopes related to the two types of optimization. Two examples are shown: $L = 100 \text{ mm}$,

---

**Fig. 16** Amplitude envelopes based on the numerical solution (black solid line) and the experiment (markers) for $L = 100 \text{ mm}$ and $k = 4$: a optimization conducted separately for each pendulum length, b the overall optimization.
$k = 4$ and $L = 300 \text{ mm}$, $k = 1$. Apart from the exponential curves over the whole time range ($0 \leq t \leq 12 \text{ s}$), their clipped views for the last $3 \text{ s}$ of motion are presented. When dealing with the separate optimization, the difference between envelopes $\Phi^{\text{num}}$ and $\Phi^{\text{exp}}$ is practically negligible in both cases. The overall optimization, in turn, leads to a worse approximation of the oscillation decay: the interenvelope distance grows gradually with time. In the second example (see Fig. 17b), the difference becomes very large ($\varepsilon_{\text{rms}} = 18.6\%$).

7 Conclusions

In this work, we have focused our attention on planar free vibrations of a single physical pendulum. Such a system has been investigated both experimentally and numerically. The laboratory experiments were performed with pendula of different lengths, for various initial swing angles. It should be emphasized that our studies have not been restricted to the small-vibration case. The system motions were recorded by a high speed camera. In order to approximate the air resistance, three models of damping have been examined—involving the three components of the resistive force: linear (proportional to velocity), quadratic (velocity-squared) and acceleration-dependent (proportional to acceleration). A series of numerical simulations has been discussed, in which the corresponding damping coefficients have been estimated by means of several computational methods. The root-mean-square distance and the average distance per sample, evaluated between the numerical and experimental results, have been treated as the error measures.

The simplest, linear damping model is associated with the highest errors between the numerical solutions and the experimental data. The linear-quadratic model leads to non-physical results, i.e. negative values of one damping parameter; the only option is to use the velocity-squared part. The third variant of the resistance force, that is velocity and acceleration-dependent, turns out to be the most appropriate. The term proportional to acceleration, that may be tied to
the empirical Morison equation, seems to be indispen-
sable for the successful approximation of the real
pendulum motion.

Obviously, there are certain discrepancies between
the numerical and experimental results. In particular,
the overall optimization leads to significant errors,
higher than for the optimization performed separately
for each length variant. In some degree, the differences
might be attributed to friction at the pendulum support.
However, due to a small diameter of the cord and its
smooth surface, this effect is assumed to be much
weaker than the air resistance. But the capability of the
cord to twist and the out-of-plane vibration of the
pendulum, especially in the initial phase of motion,
may be of much greater importance. And last but not
least, all the damping coefficients have been assumed
constant, independent of the Reynolds number that is
proportional to velocity. All in all, despite such strict
assumptions, the considered models allow for quite
accurate approximation of the pendulum motion.

When it comes to the computational approaches to
the problem, the gradient method for optimization has
been chosen as the major one on the path towards
determination of a single set of damping parameters,
independent of the system’s initial configuration. The
other techniques, such as the bisection method or the
successive search and the intersection technique, are
quite well-suited for the simpler (one- and two-
dimensional) estimation problems.

All the calculations have been conducted using the
Wolfram Mathematica software. Many tasks, such as
numerical integration of differential equations of
motion, the least-squares curve fitting, or numerical
evaluation of integrals, have been accomplished by
means of the built-in functions. However, the optimi-
zation procedures have been implemented by the
authors.

The path of the computational studies reported in
this paper, and the presented results indicate that both
the modelling of damping and the parameters estima-
tion are not a trivial task, even for relatively simple
(but nonlinear) systems. Our future works will be
devoted to the problem of this type for the case of
three-dimensional motion, and for more complex
systems such as multiple pendula.
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