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Abstract—Modern change detection (CD) has achieved remarkable success by the powerful discriminative ability of deep convolutions. However, high-resolution remote sensing CD remains challenging due to the complexity of objects in the scene. Objects with the same semantic concept may show distinct spectral characteristics at different times and spatial locations. Most recent CD pipelines using pure convolutions are still struggling to relate long-range concepts in space-time. Non-local self-attention approaches show promising performance via modeling dense relations among pixels, yet are computationally inefficient. Here, we propose a bitemporal image transformer (BIT) to efficiently and effectively model contexts within the spatial-temporal domain. Our intuition is that the high-level concepts of the change of interest can be represented by a few visual words, i.e., semantic tokens. To achieve this, we express the bitemporal image into a few tokens, and use a transformer encoder to model contexts in the compact token-based space-time. The learned context-rich tokens are then feedback to the pixel-space for refining the original features via a transformer decoder. We incorporate BIT in a deep feature differencing-based CD framework. Extensive experiments on three CD datasets demonstrate the effectiveness and efficiency of the proposed method. Notably, our BIT-based model significantly outperforms the purely convolutional baseline using only 3 times lower computational costs and model parameters. Based on a naive backbone (ResNet18) without sophisticated structures (e.g., FPN, UNet), our model surpasses several state-of-the-art CD methods, including better than four recent attention-based methods in terms of efficiency and accuracy. Our code is available at https://github.com/justchenhao/BIT_CD.

Index Terms—Change detection (CD), high-resolution optical remote sensing (RS) image, transformers, attention mechanism, convolutional neural networks (CNNs).

I. INTRODUCTION

CHANGE detection (CD) is one of the major topics in remote sensing (RS). The goal of CD is to assign binary labels (i.e., change or no change) to every pixel in a region by comparing co-registered images of the same region taken at different times [1]. The definition of change varies across applications, such as urban expansion [2], deforestation [3], and damage assessment [4]. Information extraction based on RS images still mainly relies on manual visual interpretation.

Automatic CD technology can reduce abundant labor costs and time consumption, thus has raised increasing attention [2–5,13]. The availability of high-resolution (HR) satellite data and aerial data is opening up new avenues for monitoring land-cover and land-use at a fine scale. CD based on HR optical RS images remains a challenging task for two aspects: 1) complexity of the objects present in the scene, 2) different imaging conditions. Both contribute to the fact that the objects with the same semantic concept show distinct spectral characteristics at different times and different spatial locations (space-time). For example, as shown in Fig. 1 (a), the building objects in a scene have varying shapes and appearance (in yellow boxes), and the same building object at different times may have distinct colors (in red boxes) due to illumination variations and appearance alteration. To identify the change of interest in the complex scene, a strong CD model needs to, 1) recognize high-level semantic information of the change of interest in a scene, 2) distinguish the real change from the complex irrelevant changes.

Nowadays, due to its powerful discriminative ability, deep Convolutional Neural Networks (CNN) have been successfully applied in RS image analysis and have shown good performance in the CD task [5]. Most recent supervised CD methods [2,6,13] rely on a CNN-based structure to extract from each temporal image, high-level semantic features that reveal the change of interest.

Since context modeling within the spatial and temporal scope is critical to identify the change of interest in high-resolution remote sensing images, the latest efforts have been focusing on increasing the reception field (RF) of the model, through stacking more convolution layers [2,6,8], using dilated convolution [7], and applying attention mechanisms [2,6,9,13]. Different from the purely convolution-based approach that is inherently limited to the size of the RF, the attention-based approach (channel attention [9,12], spatial attention [9,11], and self-attention [2,6,13]) is effective in modeling global information. However, most existing methods are still struggling to relate long-range concepts in space-time, because they either apply attention separately to each temporal image for enhancing its features [9], or simply use attention to re-weight the fused bitemporal features/images in the channel or spatial dimension [10,12,14]. Some recent work [2,6,13] has achieved promising performance by utilizing self-attention to model the semantic relations between any pairs of pixels in space-time. However, they are computationally inefficient and need high computational complexity that grows quadratically with the number of pixels.
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To tackle the above challenge, in this work, we introduce the Bitemporal Image Transformer (BIT) to model long-range context within the bitemporal image in an efficient and effective manner. Our intuition is that the high-level concepts of the change of interest could be represented by a few visual words, i.e., semantic tokens. Instead of modeling dense relations among pixels in pixel-space, our BIT expresses the input images into a few high-level semantic tokens, and models the context in a compact token-based space-time. Moreover, we enhance the feature representation of the original pixel-space by leveraging relations between each pixel and semantic tokens. Fig 1 gives an example to show the effect of our BIT on image features. Given the original image features related to the building concept (see Fig 1 (b)), our BIT learns to further consistently highlight the building areas (see Fig 1 (c)) by considering the global contexts in space-time. Note that we show the differencing image between the enhanced features and the original features to better demonstrate the role of the proposed BIT.

We incorporate BIT in a deep feature differencing-based CD framework. The overall procedure of our BIT-based model is illustrated in Fig. 2. A CNN backbone (ResNet) is used to extract high-level semantic features from the input image pair. We employ spatial attention to convert each temporal feature map into a compact set of semantic tokens. Then we use a transformer encoder to model the context within the two token sets. The resulting context-rich tokens are re-projected to the pixel-space by a Siamese transformer decoder for enhancing the original pixel-level features. Finally, we compute the Feature Difference Images (FDI) from the two refined feature maps, and then fed them into a shallow CNN to produce pixel-level change predictions.

The contribution of our work can be summarised as follows:

- An efficient transformer-based method is proposed for remote sensing image change detection. We introduce transformers into the CD task to better model contexts within the bitemporal image, which benefits to identify the change of interest and exclude irrelevant changes.
- Instead of modeling dense relations among any pairs of elements in pixel-space, our BIT expresses the input images into a few visual words, i.e., tokens, and models the context in the compact token-based space-time.
- Extensive experiments on three CD datasets validate the effectiveness and efficiency of the proposed method. We replace the last convolutional stage of ResNet18 with BIT, and the resulting BIT-based model outperforms the purely convolutional counterpart with a significant margin using only 3 times lower computational costs and model parameters. Based on a naive CNN backbone without sophisticated structures (e.g., FPN, UNet), ours shows better performance in terms of efficiency and accuracy than several recent attention-based CD methods.

The rest of this paper is organized as follows. Section II describes the related work of deep learning-based CD methods and the recent transformer-based models in RS. Section III gives the details of our proposed method. Some experimental results are reported in section IV. The discussion is given in section V and conclusion is drawn in section VI.

II. RELATED WORK

A. Deep Learning based Remote Sensing Image Change Detection

Deep learning-based supervised CD methods for optical RS images can be generally divided into two main streams [8].

One is the two-stage solution [16][18], where a CNN/FCN is trained to separately classify the bitemporal images, and then their classification results are compared for change decision. This kind of approach is only practical when both the change label and the bitemporal semantic labels are available.
Another is the single-stage solution, which directly produces the change result from the bitemporal images. The patch-level approach \cite{19,21} models the CD task as a similarity detection process by grouping bitemporal images into pairs of patches and employing a CNN on each pair to obtain its center prediction. The pixel-level approach \cite{2,3,6,7,9,13,22,28} uses FCNs to directly generate a high-resolution change map from the two inputs, which is usually more efficient and effective than the patch-level approach. Since the CD task needs to handle two inputs, how to fuse the bitemporal information is an important topic. Existing FCN-based methods can be roughly divided into two groups according to the stage of fusion of bitemporal information. The image-level approach \cite{3,22,24,29} concatenates the bitemporal images as a single input to a semantic segmentation network. The feature-level approach \cite{2,6,7,9,12,22,25,28,30} combines the bitemporal features extracted from the neural networks and makes change decisions based on fused features.

Much recent work aims to improve the feature discriminative power of the neural networks, by designing multi-level feature fusion structures \cite{2,9,10,12,26,30}, combining GAN-based optimization objectives \cite{23,26,28,31}, and increasing the reception field (RF) of the model for better context modeling in terms of the spatial and temporal scope \cite{2,6,13}.

Context modeling is critical to identify the change of interest in high-resolution remote sensing images due to the complexity of the objects in a scene and the variation of image conditions. To increase the RF size, existing methods include employing a deeper CNN model \cite{2,6,8}, using dilated convolution \cite{7}, and applying attention mechanisms \cite{2,6,9,13}. For example, Zhang et al. \cite{7} apply a deep CNN backbone (ResNet101 \cite{32}) to extract image features and use dilated convolution to enlarge the RF size of the model.

Considering that purely convolutional networks are inherently limited to the size of the RF for each pixel, many latest efforts are focusing on introducing attention mechanisms to further enlarge the RF of the model, such as channel attention \cite{9,12}, spatial attention \cite{9,11}, self-attention \cite{2,6,13}. However, most of them still struggling to fully exploit the time-related context, because they either treat the attention as a feature enhancing module separately for each temporal image \cite{9}, or simply use attention to re-weight the fused bitemporal features/images in the channel or spatial dimension \cite{10,12}. Non-local self-attention \cite{2,6} shows promising performance due to its ability to exploit global relations among pixels in space-time. However, they are computationally inefficient and need high computational complexity that grows quadratically with the number of pixels.

The main purpose of our paper is to learn and exploit the global semantic information within the bitemporal images in an efficient and effective manner for enhancing CD performance. Different from existing attention-based CD methods that directly model dense relations among any pairs of elements in pixel-based space, we extract a few semantic tokens from images and model the context in token-based space-time. The resulting context-rich tokens are then utilized to enhance the original features in pixel-space. Our intuition is that the change of interest within the scene can be described by a few visual words (tokens) and the high-level features of each pixel can be represented by the combination of these semantic tokens. As a result, our method exhibits high efficiency and high performance.

**B. Transformer-based Model**

The transformer, firstly introduced in 2017 \cite{15}, has been widely used in the field of natural language processing (NLP) to solve sequence-to-sequence tasks while handling long-range
dependencies with ease. A recent trend is the adoption of transformers in the computer vision (CV) field. Due to the strong representation ability of the transformer, transformer-based models show comparable or even better performance as the convolutional counterparts in various visual tasks, including image classification [33–35], segmentation [35–37], object detection [36–39], image generation [40–41], image captioning [42], and super-resolution [43–44].

The astounding performance of transformer models on NLP/CV tasks has intrigued the remote sensing community to study their applications in remote sensing tasks, such as image time-series classification [45–46], hyperspectral image classification [47], scene classification [48], and remote sensing image captioning [49–50]. For example, Li et al. [46] proposed a CNN-transformer approach to perform the crop classification of time-series images, where the transformer was used to learn the pattern related to landcover semantics from the sequence of multitemporal features extracted via CNN. He et al. [47] applied a variant of the transformer (BERT [51]) to capture global dependencies among pixels in hyperspectral image classification. Moreover, Wang et al. [50] employed the transformer to translate the disordered words extracted by CNN from the given RS image into a well-formed sentence.

In this paper, we explore the potential of transformers in the binary CD task. Our proposed BIT-based method is efficient and effective in modeling global semantic relations in space-time to benefit the feature representation of the change of interest.

III. EFFICIENT TRANSFORMER BASED CHANGE DETECTION MODEL

The overall procedure of our BIT-based model is illustrated in Fig. 2. We incorporate the BIT into a normal change detection pipeline because we want to leverage the strengths of both convolutions and transformers. Our model starts with several convolution blocks to obtain the feature map for each input image, then fed them into BIT to generate enhanced bitemporal features. Finally, the resulting feature maps are fed to a prediction head to produce pixel-level predictions. Our key insight is that BIT learns and relates the global context of high-level semantic concepts, and feedback to benefit the original bitemporal features.

Our BIT has three main components: 1) a Siamese semantic tokenizer, which groups pixels into concepts to generate a compact set of semantic tokens for each temporal input, 2) a transformer encoder, which models context of semantic concepts in token-based space-time, and 3) a Siamese transformer decoder, which projects the corresponding semantic tokens back to pixel-space to obtain the refined feature map for each temporal.

The inference detail of our BIT-based model for change detection is shown in Algorithm 1.

![Algorithm 1: Inference of BIT-based Model for Change Detection](image)

A. Semantic Tokenizer

Our intuition is that the change of interest in input images could be described by a few high-level concepts, namely semantic tokens. And the semantic concepts can be shared by the bitemporal images. To this end, we employ a Siamese tokenizer to extract compact semantic tokens from the feature map of each temporal. Similar to the tokenizer in NLP, which splits the input sentence into several elements (i.e., word or phrase) and represents each element with a token vector, our semantic tokenizer splits the whole image into a few visual words, each corresponds to one token vector. As shown in Fig. 3, to obtain the compact tokens, our tokenizer learns a set of spatial attention maps to spatially pool the feature map to a set of features, i.e., the token set.

For each pixel $X_i$ on the feature map $X^t(i = 1, 2)$, we use a point-wise convolution to obtain $L$ semantic groups, each group denotes one semantic concept. Then we compute spatial attention maps by a softmax function operated on the $H \times W$ dimension of each semantic group. Finally, we use the attention maps to compute the weighted average sum of pixels...
in $X^i$ to obtain a compact vocabulary set of size $L$, i.e., semantic tokens $T^i$. Formally,

$$T^i = (A^i)^T X^i = (\sigma(\phi(X^i; W)))^T X^i,$$

(1)

where $\phi(\cdot)$ denotes the point-wise convolution with a learnable kernel $W \in \mathbb{R}^{C \times L}$, $\sigma(\cdot)$ is the softmax function to normalize each semantic group to obtain the attention maps $A^i \in \mathbb{R}^{HW \times L}$. $T^i$ is computed by the multiplication of $A^i$ and $X^i$.

### B. Transformer Encoder

After obtaining two semantic token sets $T^1$, $T^2$ for the input bitemporal image, we then model the context between these tokens with a transformer encoder [15]. Our motivation is that the global semantic relations in the token-based space-time can be fully exploited by the transformer, thus producing context-rich token representation for each temporal. As shown in Fig. 4 (a), we first concatenate the two sets of tokens into one token set $T \in \mathbb{R}^{2L \times C}$, and fed it into the transformer encoder to obtain a new token set $T_{new}$. Finally, we split the tokens into two sets $T_{new}^i (i = 1, 2)$.

The transformer encoder consists of $N_E$ layers of multihead self-attention (MSA) and multilayer perceptron (MLP) blocks (Fig. 4 (a)). Different from the original transformer that uses the post-norm residual unit, we follow ViT [33] to adopt the pre-norm residual unit (PreNorm), i.e., the layer normalization occurs immediately before the MSA/MLP. PreNorm has been shown more stable and competent than the counterpart [52].

At each layer $l$, the input to self-attention is a triple (query $Q$, key $K$, value $V$) computed from the input $T^{(l-1)} \in \mathbb{R}^{2L \times C}$ as:

$$Q = T^{(l-1)} W^q,$$

$$K = T^{(l-1)} W^k,$$

$$V = T^{(l-1)} W^v,$$

(2)

where $W_i^{q, k, v} \in \mathbb{R}^{C \times d}$ are the learnable parameters of three linear projection layers and $d$ is the channel dimension of the triple. One attention head is formulated as:

$$\text{Att}(Q, K, V) = \sigma \left( \frac{QK^T}{\sqrt{d}} \right) V,$$

(3)

where $\sigma(\cdot)$ denotes the softmax function operated on the channel dimension.

The core idea of the transformer encoder is multi-head self-attention. MSA performs multiple independent attention heads in parallel, and the outputs are concatenated and then projected to result in the final values. The advantage of MSA is that it can jointly attend to information from different representation subspaces at different positions. Formally,

$$\text{MSA}(T^{(l-1)}) = \text{Concat}(head_1, ..., head_h) W^O,$$

where $head_j = \text{Att}(T^{(l-1)} W^q_j, T^{(l-1)} W^k_j, T^{(l-1)} W^v_j),$

(4)

where $W^q_j, W^k_j, W^v_j \in \mathbb{R}^{C \times d}$, $W^O \in \mathbb{R}^{hd \times C}$ are the linear projection matrices, $h$ is the number of attention heads.

The MLP block consists of two linear transformation layers with a GELU [53] activation in between. The dimensionality of input and output is $C$, and the inner-layer has dimensionality $2C$. Formally,

$$\text{MLP}(T^{(l-1)}) = \text{GELU}(T^{(l-1)} W_1) W_2$$

(5)

where $W_1 \in \mathbb{R}^{C \times 2C}$, $W_2 \in \mathbb{R}^{2C \times C}$ are the linear projection matrices.

Note that we add the learnable positional embedding (PE) $W_{PE} \in \mathbb{R}^{2L \times C}$ to the token sequence $T$ before feeding it to the transformer layers. Our empirical evidence (Sec. [IV-D]) indicates it is necessary to supplement PE to tokens. PE encodes the information about the relative or absolute position of elements in the token-based space-time. Such position information may benefit context modeling. For example, temporal positional information can guide transformers to exploit temporal-related contexts.

### C. Transformer Decoder

Till now, we have obtained two sets of context-rich tokens $T_{new}^i (i = 1, 2)$ for each temporal image. These context-rich tokens contain compact high-level semantic information that well reveals the change of interest. Now, we need to project the representation of concepts back to pixel-space to obtain pixel-level features. To achieve this, we use a modified Siamese transformer decoder [15] to refine image features of each temporal. As shown in Fig. 4 (b), given a sequence of features $X^i$, the transformer decoder exploits the relation between each pixel and the token set $T_{new}^i$ to obtain refined features $X_{new}^i$. We treat pixels in $X^i$ as queries and tokens as keys. Our intuition is that each pixel can be represented by the combination of the compact semantic tokens.

Our transformer decoder consists of $N_D$ layers of multihead cross attention (MA) and MLP blocks. Different from the original implementation in [15], we remove the MSA block to avoid abundant computation of dense relations among pixels.
in $X^i$. We adopt PerNorm and the same configuration of MLP as the transformer encoder. In MSA, the query, key, and value are derived from the same input sequence, while in MA, the query is from the image features $X^i$, and the key and value are from the tokens $T_{new}$. Formally, at each layer $l$, MA is defined as:

$$MA(X^{i,l-1}, T_{new}) = \text{Concat}(\text{head}_1, \ldots, \text{head}_h)W^O,$$

where $\text{head}_j = \text{Attn}(X^{i,l-1}W^q_j, T_{new}W^k_j, T_{new}W^v_j)$, \hfill (6)

where $W^q_j, W^k_j, W^v_j \in \mathbb{R}^{C \times d}, W^O \in \mathbb{R}^{hd \times C}$ are the linear projection matrices, $h$ is the number of attention heads.

Note that we do not add PE to the input queries, because our empirical evidence (Sec. IV-D) shows no considerable gains when adding PE.

D. Network Details

**CNN backbone.** We use a modified ResNet18 [32] to extract bitemporal image feature maps. The original ResNet18 has 5 stages, each with downsampling by 2. We replace the stride of the last two stages to 1 and add a point-wise convolution (output channel $C = 32$) behind ResNet to reduce the feature dimension, followed by a bilinear interpolation layer, thus obtaining the output feature maps with a downsampling factor of 4 to reduce the loss of spatial details. We name this backbone ResNet18_S5. To validate the effectiveness of the proposed method, we also use two lighter backbone, namely ResNet18_S4/ResNet18_S3, which only uses the first four/three stages of the ResNet18.

**Bitemporal image transformer.** According to parameter experiments in Sec. IV-E, we set token length $L = 4$. We set the layer numbers of the transformer encoder to 1 and that of the transformer decoder to 8. The number of heads $h$ in MSA and MA is set to 8 and the channel dimension $d$ for each head is set to 8.

**Prediction head.** Benefiting from the high-level semantic features extracted by CNN backbone and BIT, a very shallow FCN is employed for change discrimination. Given two upsampled feature maps $X_1, X_2 \in \mathbb{R}^{H_0 \times W_0 \times C}$ from the output of BIT ($H_0, W_0$ is the height, width of the original image, respectively), the prediction head is to generate the predicted change probability maps $P \in \mathbb{R}^{H_0 \times W_0 \times 2}$, which is given by

$$P = \sigma(g(D)) = \sigma(g(|X_1 - X_2|)), \hfill (7)$$

where Feature Difference Images (FDI) $D \in \mathbb{R}^{H_0 \times W_0 \times C}$ is the element-wise absolute of the subtraction of the two feature maps, $g : \mathbb{R}^{H_0 \times W_0 \times C} \rightarrow \mathbb{R}^{H_0 \times W_0 \times 2}$ is the change classifier and $\sigma(\cdot)$ denotes a softmax function pixel-wisely operated on the channel dimension of the output of the classifier. The configuration of our change classifier is two $3 \times 3$ convolutional layers with BatchNorm. The output channel of each convolution is "32, 2".

In the inference phase, the prediction mask $M \in \mathbb{R}^{H_0 \times W_0}$ is computed by a pixel-wise Argmax operation on the channel dimension of $P$.

**Loss function.** In the training stage, we minimize the cross-entropy loss to optimize the network parameters. Formally, the loss function is defined as:

$$L = \frac{1}{H_0 \times W_0} \sum_{h=1, w=1}^{H, W} l(P_{hw}, Y_{hw}), \hfill (8)$$

where $l(P_{hw}, y) = -\log(P_{hwy})$ is the cross-entropy loss, and $Y_{hw}$ is the label for the pixel at location $(h, w)$.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Experimental setup

We conduct experiments on three change detection datasets. LEVIR-CD [2] is a public large scale building CD dataset. It contains 637 pairs of high-resolution (0.5m) RS images of size $1024 \times 1024$. We follow its default dataset split (training/validation/test). For the limitation of GPU memory capacity, we cut images into small patches of size $256 \times 256$ with no overlap. Therefore, we obtain 7120/1024/2048 pairs of patches for training/validation/test respectively.

WHU-CD [34] is a public building CD dataset. It contains one pair of high-resolution (0.075m) aerial images of size $32507 \times 15354$. As no data split solution is provided in [34], we crop the images into small patches of size $256 \times 256$ with no overlap and randomly split it into three parts: 6096/762/762 for training/validation/test respectively.

DSIFN-CD [10] is a public binary CD dataset. It includes six large pairs of high-resolution (2m) satellite images from six major cities in China, respectively. The dataset contains the change of multiple kinds of land-cover objects, such as roads, buildings, croplands, and water bodies. We follow the default cropped samples of size $512 \times 512$ provided by the authors. We have 3600/340/48 samples for training/validation/test respectively.

To validate the effectiveness of our BIT-based model, we set the following models for comparison:

- **Base**: our baseline model that consists of the CNN backbone (ResNet18_S5) and the prediction head.
- **BIT**: our BIT-based model with a light backbone (ResNet18_S4).

To further evaluate the efficiency of the proposed method, we additionally set the following models:

- **Base_S4**: a light CNN backbone (ResNet18_S4) + the prediction head.
- **Base_S3**: a much light CNN backbone (ResNet18_S3) + the prediction head.
- **BIT_S3**: our BIT-based model with a much light backbone (ResNet18_S3).

**Implementation details.** Our models are implemented on PyTorch and trained using a single NVIDIA Tesla V100 GPU. We apply normal data augmentation to the input image patches, including flip, rescale, crop, and gaussian blur. We use stochastic gradient descent (SGD) with momentum to optimize the model. We set the momentum to 0.99 and the weight decay to 0.0005. The learning rate is initially set to 0.01 and linearly decay to 0 until trained 200 epochs. Validation is performed
after each training epoch, and the best model on the validation set is used for evaluation on the test set.

**Evaluation Metrics**. We use the F1-score with regard to the change category as the main evaluation indices. F1-score is calculated by the precision and recall of the test as follows:

\[
F1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} ,
\]

Additionally, precision, recall, Intersection over Union (IoU) of the change category, and overall accuracy (OA) are also reported. The above metrics are defined as follows:

\[
\text{precision} = \frac{TP}{TP + FP} \\
\text{recall} = \frac{TP}{TP + FN} \\
\text{IoU} = \frac{TP + TN}{TP + TN + FN + FP} \\
\text{OA} = \frac{TP + TN}{TP + TN + FN + FP}
\]

where TP, FP, FN represent the number of true positive, false positive, and false negative respectively.

**B. Comparison to state-of-the-art**

We make a comparison with several state-of-the-art methods, including three purely convolutional-based methods (FC-EF [22], FC-Siam-Di [22], FC-Siam-Conc [22]) and four attention-based methods (DTCDSCN [9], STANet [2], IFNet [10] and SNUNet [14]).

- **FC-EF [22]**: Image-level fusion method, where the bitemporal images are concatenated as a single input to a fully convolutional network.
- **FC-Siam-Di [22]**: Feature-level fusion method, which employs a Siamese FCN to extract multi-level features and use feature difference to fuse the bitemporal information.
- **FC-Siam-Conc [22]**: Feature-level fusion method, which employs a Siamese FCN to extract multi-level features and use feature concatenation to fuse the bitemporal information.
- **DTCDSCN [9]**: Multi-scale feature concatenation method, which adds channel attention and spatial attention to a deep Siamese FCN, thus obtaining more discriminative features. Note that they also trained two additional semantic segmentation decoders under the supervision of the label maps of each temporal. We omit the semantic segmentation decoders for a fair comparison.
- **STANet [2]**: Metric-based Siamese FCN based method, which integrates the spatial-temporal attention mechanism to obtain more discriminative features.
- **IFNet [10]**: Multi-scale feature concatenation method, which applies channel attention and spatial attention to the concatenated bitemporal features at each level of the decoder. Deep supervision (i.e., computing supervised loss at each level of the decoder) is used to better train the intermediate layers.
- **SNUNet [14]**: Multi-scale feature concatenation method, which combines the Siamese network and NestedUNet [55] to extract high-resolution high-level features. Channel attention is applied to the features at each level of the decoder. Deep supervision is also employed to enhance the discrimination ability of intermediate features.

We implement the above CD networks using their public codes with default hyperparameters.

Tab. 1 reports the overall comparison results on LEVIR-CD, WHU-CD and DSIFN-CD test sets. The quantitative results show our BIT-based model consistently outperforms the other methods across these datasets with a significant margin. For example, the F1-score of our BIT exceeds the recent STANet by 2/1.6/4.7 points on the three datasets, respectively. Please note that our CNN backbone is only the pure ResNet and we do not apply the sophisticated structures such as FPN in [2] or UNet in [9, 10, 14, 22], which are powerful for pixel-wise prediction tasks by fusing the low-level features with high spatial accuracy and high-level semantic features. We can conclude that even using a simple backbone, our BIT-based model can achieve superior performance. It may attribute to the ability of our BIT to model the context within the global highly abstract spatial-temporal scope and utilize the context for enhancing the feature representation in pixel-space.

The visualization comparison of the methods on the three datasets is displayed in Fig. 5. For a better view, different colors are used to denote TP (white), TN (black), FP (red), FN (green). We can observe that the BIT-based model achieves better results than others. First, our BIT-based model can better avoid the false positive (e.g., Fig 5 (a), (e), (g), (i)) due to the similar appearance of the object as that of the interest change. For example, as shown in Fig. 5 (a), most comparison methods incorrectly classify the swimming pool area as the building change (view as red), while based on the enhanced discriminant features via global context modeling, the STANet and our BIT can reduce such false detection. In Fig. 5 (c), the roads are mistaken as building changes by conventional methods because the roads have similar color behaviors as buildings and these methods fail to exclude these pseudo changes due to their limited reception field. Second, our BIT can also well handle the irrelevant changes caused by seasonal differences or appearance alteration of land-cover elements (e.g., Fig 5 (b), (f) and (l)). An example of the non-semantic change of building in Fig 5 (f) illustrates the effectiveness of our BIT that learns the effective context within the spatial-temporal domain to better express the real semantic change and exclude the irrelevant change. Lastly, our BIT can generate relatively intact prediction results (e.g., Fig 5 (c), (b) and (j)) for large areas of change. For instance, in Fig. 5 (j), the large building area in image 2 can not be detected entirely (view as green) by some comparison methods due to their limited reception field, while our BIT-based model renders more complete results.

**C. Model efficiency and effectiveness**

To fairly compare the model efficiency, we test all the methods on a computing server equipped with an Intel Xeon Silver 4214 CPU and an NVIDIA Tesla V100 GPU. Tab. 1 reports the number of parameters (Params.), floating-point operations per second (FLOPs), and F1/IoU scores of different methods on LEVIR-CD, WHU-CD, and DSIFN-CD test sets.
Fig. 5. Visualization results of different methods on the LEVIR-CD, WHU-CD, and DSIFN-CD test sets. Different colors are used for a better view, i.e., white for true positive, black for true negative, red for false positive, and green for false negative.
TABLE I

COMPARISON RESULTS ON THE THREE CD TEST SETS. THE HIGHEST SCORE IS MARKED IN BOLD. ALL THE SCORES ARE DESCRIBED IN PERCENTAGE (%).

|       | LEVIR-CD          | WHU-CD           | DSIFN-CD         |
|-------|-------------------|------------------|------------------|
|       | Pre. / Rec. / F1 / IoU / OA | Pre. / Rec. / F1 / IoU / OA | Pre. / Rec. / F1 / IoU / OA |
| FC-EF | 86.91 / 80.17 / 83.40 / 71.53 / 98.39 | 71.63 / 67.25 / 69.37 / 53.11 / 97.61 | 72.61 / 52.73 / 61.09 / 43.98 / 88.59 |
| FC-Siam-Di | 89.53 / 83.31 / 86.31 / 75.92 / 98.67 | 47.33 / 77.66 / 58.81 / 41.66 / 95.63 | 59.67 / 65.71 / 62.54 / 45.50 / 86.63 |
| FC-Siam-Conc | 91.99 / 76.77 / 83.69 / 71.96 / 98.49 | 60.88 / 73.58 / 66.63 / 49.95 / 97.04 | 66.45 / 54.21 / 59.71 / 42.56 / 87.57 |
| DTCDSN | 88.53 / 86.83 / 87.67 / 78.05 / 98.77 | 63.92 / 82.30 / 71.95 / 56.19 / 97.42 | 53.87 / 77.99 / 63.72 / 46.76 / 84.91 |
| STANet | 83.81 / 91.00 / 87.26 / 77.40 / 98.66 | 79.37 / 85.50 / 82.32 / 69.95 / 98.52 | 67.71 / 61.68 / 64.56 / 47.66 / 88.49 |
| IFNet  | 94.02 / 82.93 / 88.13 / 78.77 / 98.87 | 96.91 / 73.19 / 83.40 / 71.52 / 98.83 | 67.86 / 53.94 / 60.10 / 42.96 / 87.83 |
| SNNNet | 89.18 / 87.17 / 88.16 / 78.83 / 98.82 | 85.60 / 81.49 / 83.50 / 71.67 / 98.71 | 60.60 / 72.89 / 66.18 / 49.45 / 87.34 |
| Base   | 88.24 / 86.91 / 87.57 / 77.89 / 98.76 | 81.80 / 81.42 / 81.61 / 68.93 / 98.53 | 73.30 / 48.65 / 58.48 / 41.32 / 88.26 |
| BIT    | 89.24 / 89.37 / 89.31 / 80.68 / 98.92 | 86.64 / 81.48 / 83.98 / 72.39 / 98.75 | 68.36 / 70.18 / 69.26 / 52.97 / 89.41 |

First, we verify the efficiency of our proposed BIT by comparing the convolutional counterparts. Tab. I shows that built on Base_S3/Base_S4, the model added the BIT (BIT_S3/BIT_S4) is more effective and efficient than that (Base_S4/Base_S5) with more convolutional layers. For example, BIT_S4 outperforms the Base_S5 by 1.7/2.4/10.8 points of the F1-score on the three test sets while with 3 times smaller numbers of model parameters and 3 times lower computational costs. Moreover, we can observe that compared to Base_S4, adding more convolutional layers only introduce trivial improvements (i.e., 0.16/0.75/0.18 points of the F1-score on the three test sets) while the improvements by BIT is much more (i.e., 4~60 times) than that of the CNN.

Second, we make a comparison with four attention-based methods (DTCDSN, STANet, IFNet and SNNNet). As shown in Tab. I our BIT_S4 outperforms the four counterparts in the F1/IoU scores with a significant margin with much small computational complexity and model parameters. Interestingly, even with a much lighter backbone (about 10 times smaller), our BIT-based model (BIT_S3) is still superior to the four compared methods on most datasets. The comparison results further prove the effectiveness and efficiency of our BIT-based model.

Training visualization. Fig. 6 illustrates the mean F1-score on the training/validation sets for each training epoch. We can observe that although the Base and BIT models have similar performance on training accuracy, BIT outperforms Base with regard to the validation accuracy in terms of stability and effectiveness. It indicates that the training of BIT is more stable and efficient, and our BIT-based model has more generalization ability. It may due to its ability to learn compact context-rich concepts, which effectively represent the change of interest.

D. Ablation studies

Context modeling. We perform ablation on the Transformer Encoder (TE) to validate its effectiveness in context modeling, where multi-head self-attention is the core component in TE for modeling context. From Tab. III we can observe consistent and significant drops in F1-score on the LEVIR-CD, WHUCD, and DSIFN-CD datasets when removing TE from BIT. It indicates the vital importance of self-attention in TE to model relations within token-based space-time. Moreover, we replace our BIT with a Non-local self-attention layer, which is able to model relations within the pixel-based space-time. The comparison results in Tab. III show our BIT outperforms Non-local on the three test sets with a significant margin. It may because our BIT learns the context in a tokens-based space, which is more compact and has higher information density.
TABLE II
Ablation study on model efficiency. We report the number of parameters (Params.), floating-point operations per second (FLOPs), as well as the F1 and IoU scores on the three CD test sets. The input image to the model has a resize of 256 × 256 × 3 to calculate the FLOPs.

| Model         | Params (M) | FLOPs (G) | LEVIR-CD F1 | LEVIR-CD IoU | WHU-CD F1 | WHU-CD IoU | DSIFN-CD F1 | DSIFN-CD IoU |
|---------------|------------|-----------|--------------|--------------|-----------|------------|------------|------------|
| DTCDSCN [9]   | 41.07      | 7.21      | 87.67        | 78.05        | 71.95     | 56.19      | 63.72      | 46.76      |
| STANet [2]    | 16.93      | 6.58      | 87.26        | 77.40        | 82.32     | 69.95      | 64.56      | 47.66      |
| IPNet [10]    | 50.71      | 41.18     | 88.13        | 78.77        | 83.40     | 71.52      | 60.10      | 42.96      |
| SNUNet [1]    | 12.03      | 27.44     | 88.16        | 78.83        | 83.50     | 71.67      | 66.18      | 49.45      |
| Base_S3       | 1.28       | 1.78      | 82.23        | 76.24        | 79.52     | 66.00      | 56.00      | 38.88      |
| + CNN (Base_S4) | 3.38       | 4.09      | 87.41        | 77.64        | 80.86     | 67.87      | 58.30      | 41.15      |
| + BIT (BIT_S3) | 1.45       | 2.05      | 88.51        | 79.39        | 81.38     | 68.60      | 69.00      | 52.67      |
| Base_S4       | 3.38       | 4.09      | 87.41        | 77.64        | 80.86     | 67.87      | 58.30      | 41.15      |
| + CNN (Base_S5) | 11.85     | 12.99     | 87.57        | 77.89        | 81.61     | 68.93      | 58.48      | 41.32      |
| +BIT (BIT_S4) | 3.55       | 4.35      | 89.31        | 80.68        | 83.98     | 72.39      | 69.26      | 52.97      |

TABLE III
Ablation study of our BIT on three CD datasets. Ablations are performed on Tokenizer (T), Transformer Encoder (TE), and Transformer Decoder (TD). We also add the Non-local to the baseline for comparison. The F1-score is reported. Note that the depth of TE and TD are set to 1.

| Model         | T | TE | TD | LEVIR F1 | WHU F1 | DSIFN F1 |
|---------------|---|----|----|----------|-------|----------|
| Base_S4       | × | ×  | ×  | 87.41    | 80.86 | 58.30    |
| +Non-local    |   |    |    |          |       |          |
| BIT           | ✓ | ✓  | ✓  | 88.93    | 82.34 | 67.38    |
| Base_S4       | × | ×  | ×  | 87.77    | 82.06 | 60.81    |
| BIT           | ✓ | ✓  | ✓  | 87.58    | 81.68 | 61.76    |
| BIT           | ✓ | ×  | ✓  | 87.35    | 81.05 | 62.93    |
| BIT           | ✓ | ×  | ×  | 88.07    | 79.16 | 64.47    |
| BIT           | ✓ | ×  | ×  | 87.38    | 80.82 | 59.54    |

TABLE IV
Ablation study of position embedding (PE) on three CD datasets. We perform ablations on PE in Transformer Encoder (TE) and Transformer Decoder (TD). The F1-score is reported. Note that the depth of TE and TD are set to 1.

| Model         | PE in TE | PE in TD | LEVIR F1 | WHU F1 | DSIFN F1 |
|---------------|----------|----------|----------|-------|----------|
| BIT           | ×        | ×        | 87.77    | 82.06 | 60.81    |
| BIT           | ✓        | ×        | 88.93    | 82.34 | 67.38    |
| BIT           | ✓        | ×        | 87.87    | 81.40 | 60.23    |
| BIT           | ✓        | ✓        | 89.07    | 82.01 | 65.68    |

TABLE V
Effect of the token length. The F1/IoU scores of the BIT are evaluated on the LEVIR-CD, WHU-CD, and DSIFN-CD test sets. Note that the depth of TE and TD are set to 1.

| Length | LEVIR-CD F1 | LEVIR-CD IoU | WHU-CD F1 | WHU-CD IoU | DSIFN-CD F1 | DSIFN-CD IoU |
|--------|-------------|--------------|-----------|------------|-------------|--------------|
| 32     | 87.76       | 78.18        | 81.53     | 68.82      | 62.40       | 45.35        |
| 16     | 88.45       | 79.74        | 81.79     | 69.19      | 63.07       | 46.06        |
| 8      | 88.19       | 78.88        | 81.83     | 69.27      | 64.28       | 47.36        |
| 4      | 88.93       | 80.07        | 82.34     | 70.00      | 67.38       | 50.80        |
| 2      | 88.90       | 80.02        | 82.02     | 69.53      | 65.13       | 48.29        |

TABLE VI
Effect of the depth of the transformer. We perform analysis on the Encoder Depth (E.D.) and Decoder Depth (D.D.) of the BIT, and report the F1/IoU scores for each configuration on the LEVIR-CD, WHU-CD, and DSIFN-CD test sets.

| E.D. | D.D. | LEVIR-CD F1 | LEVIR-CD IoU | WHU-CD F1 | WHU-CD IoU | DSIFN-CD F1 | DSIFN-CD IoU |
|------|------|-------------|--------------|-----------|------------|-------------|--------------|
| 1    | 1    | 88.93       | 80.07        | 82.34     | 70.00      | 67.38       | 50.80        |
| 2    | 1    | 89.13       | 80.39        | 81.83     | 69.24      | 66.96       | 50.34        |
| 4    | 1    | 88.97       | 80.13        | 82.15     | 69.70      | 66.95       | 50.32        |
| 8    | 1    | 88.93       | 80.06        | 80.73     | 67.68      | 67.11       | 50.50        |
| 1    | 2    | 88.91       | 80.03        | 82.99     | 70.92      | 67.17       | 50.57        |
| 4    | 1    | 89.26       | 80.59        | 83.69     | 71.95      | 69.05       | 52.73        |
| 1    | 8    | 89.31       | 80.68        | 83.98     | 72.39      | 69.26       | 52.97        |

than that of Non-local, thus facilitating the effective extraction of relations.

Ablation on tokenizer. We perform ablation on the tokenizer by removing it from the BIT. The resulting model can be considered to use dense tokens, which are sequences of features extracted by the CNN backbone. As shown in Tab. III, the BIT-based model (w.o. tokenizer) receives significant drops in the F1-score. It indicates that the tokenizer module is critical in our transformer-based framework. We can see that the model (w.o. tokenizer) only slightly better than Base_S4. It may because that the dense features contain too much redundancy information that makes the training of the transformer-based model a tough task. On the contrary, our proposed tokenizer spatially pool the dense features to aggregate the semantic information, thus obtaining compact tokens of concepts.

Ablation on transformer decoder. To verify the effectiveness of our Transformer Decoder (TD), we replace it with a simple module to fuse the tokens $T_{new}^{i}$ from TE and the original features $X$ from the CNN backbone. In the simple module, we expand the spatial dimension of each token in $T_{new}$ (containing $L$ tokens) to a shape of $\mathbb{R}^{HW}$. And the $L$ expanded tokens and $X$ are summed to produce the updated features that are then fed to the prediction head. Tab. III indicates consistent performance declines of the BIT model.
without TD on the three test sets. It may because cross-attention (the core part of TD) provides an elegant way to enhance the original features with the context-rich tokens by modeling their relations. Furthermore, the BIT (w/o both TE and TD) is much inferior to the normal BIT model.

**Effect of position embedding.** The Transformer architecture is permutation-invariant, while the CD task requires both spatial and temporal position information. To this end, we add the learned position embedding (PE) to the feature sequence fed to the transformer. We perform ablations on PE in TE and TD. We set the BIT model containing no PE as the baseline. As shown in Tab. IV, our BIT model achieves consistent improvements in the F1-score on the three test sets when adding PE to the tokens fed into TE. It indicates that the position information within the bitemporal token sets is critical for context modeling in TE. Compared to the baseline, there are no significant improvements in the F1-score to the BIT model when adding PE to queries fed into TD. The positional information may be unnecessary to the queries into TD because the keys (i.e., tokens) into TD are highly abstract and contain no spatial structure. Therefore, we only add PE in TE, but not in TD in our BIT model.

**E. Parameter analysis**

**Token length.** Our tokenizer spatially pools the dense features of the image into a compact token set. Our intuition is that the change of interest within the bitemporal images can be described by a few visual concepts, i.e., semantic tokens. The length of the token set \( L \) is an important hyperparameter. We test different \( L \in \{2, 4, 8, 16, 32\} \) to analyze its effect on the performance of our model on the LEVIR-CD, WHU-CD, and DSIFN-CD dataset, respectively. Tab. V shows a significant improvement in the F1-score of the model when reducing the token length from 32 to 4. It indicates that a compact token set is sufficient to denote semantic concepts of interest changes and redundant tokens may hinder the model performance. We can also observe a slight drop in F1-score when further decreasing \( L \) from 4 to 2. It is because the model may lose some useful information related to change concepts when \( L \) is too short. Therefore, we set \( L \) to 4.

**Depth of transformer.** The number of transformer layers is one important hyperparameter. We test different configurations of the BIT model that contains varying numbers of transformer layers in TE and TD. Tab. VI shows no significant improvements to the F1/IoU scores of BIT on the three datasets when increasing the depth of the transformer encoder. It indicates that relations between the bitemporal tokens can be well learned by a single layer TE. Tab. VI also shows the model performance is roughly positively correlated with the decoder depth. It may because image features are refined after each layer of the transformer decoder by considering the context-rich tokens. The best result is obtained when the decoder depth is 8. Although there may be performance gains by further increasing the decoder depth, for the tradeoff between efficiency and precision, we set the encoder depth to 1 and the decoder depth to 8.

**F. Token visualization**

We hypothesize that our tokenizer can extract high-level semantic concepts that reveal the change of interest. For better understanding the semantic tokens, we visualize the attention maps \( A_i^j \in \mathbb{R}^{HW \times L} \) that the tokenizer extracted from the bitemporal feature maps. Each token \( T^i_j \) in the token set \( T^i \) is corresponding to one attention map \( A^i_j \). Fig. 7 shows the visualization results of tokens for some bitemporal images from the LEVIR-CD, WHU-CD, and DSIFN-CD datasets. We display the attention maps of two selected tokens from \( T^i \) for each input image. Red denotes higher attention values and blue denotes lower values.
G. Network visualization

To better understand our model, we provide an example to visualize the activation maps at different stages of the BIT model. Given the bitemporal image (Fig. 8 (a)), a Siamese FCN generates the high-level feature maps $X^i$ (Fig. 8 (b)). Then the tokenizer spatially pools the feature maps into several vector tokens using the learned attention maps $A^i$ (Fig. 8 (c)). The context-rich tokens generated by the transformer encoder are then projected back to the pixel-space via the transformer decoder, resulting in the refined feature maps $X_{\text{new}}^i$ (Fig. 8 (d)). We show four corresponding representative feature maps from the original features $X^i$, and from the refined features $X_{\text{new}}^i$. From Fig. 8(b) and (d), we can observe that our model can extract high-level features related to the change of interest for each temporal image, such as concepts of buildings and their edges. To better illustrate the effect of the BIT module, the differencing images between the refined and the original features are shown in Fig. 8 (e). It indicates that our BIT can further highlight the regions of semantic concepts related to the change category. Lastly, the prediction head calculates feature differencing images (Fig. 8 (f)) between $X_{\text{new}}^i$ and $X^i$, and generates the change probability map $P$ (Fig. 8 (g)).

V. DISCUSSION

We provide an efficient and effective method to perform change detection in high-resolution remote sensing images. The high reflectance variation for pixels of the same category contains various kinds of changes, these tokens can highlight different semantic areas, such as buildings, croplands, and water bodies. Interestingly, as shown in Fig. 7 (c) and (f), our tokenizer can also highlight the pixels surrounding the building (e.g., shadow), even though no explicit supervision of such areas is provided when training our model. It is not surprising because the context surrounding the building is a critical cue for object recognition. It indicates that our model can implicitly learn some additional concepts to promote change recognition.

V. D. CONCLUSION

In this paper, we propose an efficient transformer-based model for change detection in remote sensing images. Our BIT learns a compact set of tokens to represent high-level concepts that reveal the change of interest existing in the bitemporal images. We leverage the transformer to relate semantic concepts in the token-based space-time. Extensive experiments have validated the effectiveness of our method. We replace the last convolutional stage of ResNet18 with BIT, obtaining significant accuracy improvements (1.7/2.4/10.8 points of the F1-score on the LEVIR-CD/WHU-CD/DSIFN-CD test sets) with 3 times lower computational complexity and 3 times smaller model parameters. Our empirical evidence indicates BIT is more efficient and effective than purely convolutional modules. Only using a simple CNN backbone (ResNet18), our method outperforms several other CD methods that employ more sophisticated structures, such as FPN and UNet. We also show better performance in terms of efficiency and accuracy than four recent attention-based methods on the three CD datasets.
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