Ball convergence for a fourth order iterative method
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Abstract. Numerical iterative methods are shown to be convergent using hypotheses on higher order derivatives but these derivatives do not appear in the body structure of these methods. Therefore, the usage of them is limited although they may converge. In this article, we demonstrate the convergence but using hypotheses only on the function’s derivative of order one. In this way, we extend the usage of these methods. In addition, we present the computable radii of convergence of the considered scheme and error bounds in accordance with Lipschitz parameters. Moreover, we suggest one counter example where previous studies was not applicable but our results. Finally, we check our results on some other examples and also provide computable radii of convergence.
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1. Introduction

Several nonlinear problems [1–29] can be written like

\[ G(u) = 0, \]  

where \( G : \mathbb{D} \subseteq \mathbb{E}_1 \rightarrow \mathbb{E}_2 \) is a differential operator on a convex subset \( \mathbb{D} \) in the sense of Fréchet, \( \mathbb{E}_1 \) and \( \mathbb{E}_2 \) are two Banach spaces.

In 2015, Artidiello et al. [1] were studied a two-step method, which is given by

\[
\begin{align*}
 v_i &= u_i - G'(u_i)^{-1}G(u_i) \\
u_{i+1} &= v_i - H(\mu_i)G'(u_i)^{-1}G(v_i) \quad i = 0, 1, 2, \ldots
\end{align*}
\]  

where \( \mu_i = B_i^{-1}C_i \), \( B_i = (b_1 + b_2)G'(u_i) - b_2[u_i, v_i; G] \), \( C_i = (a_1 + a_2)G'(u_i) - a_2[u_i, v_i; G] \), \( u_0 \) is an initial point, \([\cdot, \cdot; G] : \mathbb{D} \times \mathbb{D} \rightarrow \mathbb{L}(\mathbb{E}_1, \mathbb{E}_2)\), \( H : \mathbb{L}(\mathbb{E}_2, \mathbb{E}_2) \rightarrow \mathbb{L}(\mathbb{E}_1, \mathbb{E}_2) \), \( a_1, a_2, b_1, b_2 \in \mathbb{S} \) and \( \mathbb{S} = \mathbb{R} \) or \( \mathbb{C} \). In addition, \( \mathbb{L}(\mathbb{E}_1, \mathbb{E}_2) \) stands for the space of bounded linear operators mapping to \( \mathbb{E}_1 \) in to \( \mathbb{E}_2 \).

Artidiello et al. [1] suggested the convergence analysis of iterative scheme (2) for the particular case when \( \mathbb{E}_1 = \mathbb{E}_2 = \mathbb{R}^m \), using Taylor expansions. In this regards, they assumed hypotheses up to the fourth-order derivative of considered function \( G \), but only the first-order derivative involves in the scheme (2). They also mentioned the benefits of their iterative methods over the
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other existing ones. However, these hypotheses restrict the usage of their scheme (2). Indeed, define a function \( G \) on \( E_1 = [-\frac{1}{2}, \frac{5}{2}] \) as follows:

\[
G(u) = \begin{cases} 
  u^3 \ln u^2 + u^5 - u^4, & u \neq 0 \\
  0, & u = 0
\end{cases}
\]

We obtain for \( u^* = 1 \) that

\[
G'(u) = 3u^2 \ln u^2 + 5u^4 - 4u^3 + 2u^2, \quad G'(1) = 3,
\]

\[
G''(u) = 6u \ln u^2 + 20u^3 - 12u^2 + 10u
\]

\[
G'''(u) = 6 \ln u^2 + 60u^2 - 24u + 22.
\]

Undoubtedly, the third derivative is unbounded in \( E_1 \). We have a plethora of iteration functions for obtaining the zeros of nonlinear functions [1–29]. In these studies, authors mentioned that the starting point \( u_0 \) should be sufficiently near to the required solution \( u^* \), in that case the obtained sequence \( \{u_n\} \) will sure converges to \( u^* \). However, the closeness of the initial is not well defined. Our mean to say that how much closeness of starting guess \( u_0 \) to the required solution should be required for granted convergence. These local outcomes are not giving any details regarding the radius of convergence ball of the corresponding iterative scheme. We suggest the answer for these queries for iterative scheme (2) in section 2. Moreover, we can also use the similar approach for other existing iterative methods.

We expand the usage of scheme (2) by adopting hypotheses only on the first order derivative of the considered function \( G \) and the contractions on a Banach space setting. We use Lipschitz parameters instead of Taylor expansions. Moreover, our approach does not require derivatives of high order to illustrate the convergence order of scheme (2). In this way, we extend the usage of iterative scheme (2).

The study is arranged as follows. We study the local convergence in section 2. In addition, we give a radius of convergence ball, uniqueness of the results and computable error, which were not studied in the earlier work. In the concluding section 3, we also discussed some particular cases and numerical experimentation.

### 2. Local convergence

Here, we propose the local convergence study of iterative method (2). Let us consider that \( L > 0, L_0 > 0, L_1 > 0, L_2 > 0, L_3 > 0, M \geq 1, a_1 \in S, a_2 \in S, b_1 \in S - \{0\} \) and \( b_2 \in S - \{0\} \) be some parameters. In addition, we assume that \( H : [0, +\infty) \rightarrow [0, +\infty) \) is a nondecreasing and continuous function. We introduce some functions \( p_1, q, h_q \) on interval \([0, \frac{1}{L_0}]\) in the following way:

\[
p_1(w) = \frac{Lw}{2(1 - L_0w)},
\]

\[
q(w) = \frac{1}{b_1} \left| L_0 \right| b_1 + b_2 \left| L_1 \right| b_2 \left| + \right| b_2 \mid p_1(w) \mid w,
\]

\[
h_q(w) = q(w) - 1
\]

and the value of parameter \( r_1 \) is define as follows:

\[
r_1 = 2 \frac{L}{2L_0 + L}.
\]

Since, the function \( h_q(0) = -1 < 0 \) and \( h_q(w) \rightarrow +\infty \) as \( w \rightarrow \frac{1}{L_0} \). With the help of intermediate value theorem, we can easily claim that function \( h_q \) has at least one zero in the open interval
(0, \frac{1}{L_0}). Let us consider the \( r_q \) is the smallest zero among the other zeros. In addition, we define some more functions \( p_2 \) and \( h_2 \) on interval \([0, r_q)\) in the following way:

\[
p_2(w) = \left[ 1 + \frac{M}{1 - L_0w} H \left( \frac{M \left( |a_1| + |a_2|L_0w \right)}{|b_1| (1 - q(w))} \right) \right] p_1(w)
\]

and

\[
h_2(w) = p_2(w) - 1.
\]

Again, the function \( h_2(0) = -1 < 0 \) and \( h_2(w) \to +\infty \) as \( w \to r_q^- \). We assume that \( r_2 \) is the smallest zero of function \( h_2 \) among other zeros in the open interval \((0, r_q)\). We define

\[
r = \min\{r_1, r_2\}.
\]

Then, we further have

\[
0 < r \leq r_1 < \frac{1}{L_0}
\]

and for each value of \( w \) from \( w \in [0, r) \)

\[
0 \leq p_1(w) < 1,
\]

\[
0 \leq q(w) < 1
\]

and

\[
0 \leq p_2(w) < 1.
\]

Let us consider that \( B(\gamma, \rho) \), \( \overline{B}(\gamma, \rho) \), are the open and closed balls respectively, in the Banach space \( E_1 \) having center \( \gamma \in E_1 \) and radius \( \rho > 0 \).

Now, we propose the local convergence study of iterative scheme (2), by adopting the preceding notations.

**Theorem 2.1** We consider that \( G : \mathbb{D} \subset E_1 \rightarrow E_2 \) is a differential operator in the sense of Fréchet and \([\cdot, \cdot; G] : \mathbb{D} \times \mathbb{D} \rightarrow L(E_1, E_2) \) is a first order divided difference. Let us assume that there exist \( u^* \in \mathbb{D}, L_0 > 0, L > 0, L_1 > 0, L_2 > 0, L_3 > 0, M > 1, a_1 \in S, a_2 \in S, b_1 \in S - \{0\}, b_2 \in S - \{0\}, H : L(E_2, E_2) \rightarrow [0, +\infty) \) nondecreasing and continuous function such that for every \( u \in \mathbb{D}, \ell \in L(E_2, E_2) \)

\[
G(u^*) = 0, \quad G'(u^*)^{-1} \in L(E_2, E_1), \quad (8)
\]

\[
\|H(\ell)\| \leq H(\|\ell\|), \quad (9)
\]

\[
\|G'(u^*)^{-1}(G'(u) - G'(u^*))\| \leq L_0\|u - u^*\|, \quad (10)
\]

and for each \( u, v \in \Omega_0 = \overline{B} \left( u^*, \frac{1}{L_0} \right) \cap \mathbb{D}, \)

\[
\|G'(u^*)^{-1}(G'(u) - G'(v))\| \leq L\|u - v\|, \quad (11)
\]

\[
\|G'(u^*)^{-1}G'(u)\| \leq M, \quad (12)
\]

\[
\|G'(u^*)^{-1}[u, v; G] - G'(u^*)\| \leq L_1\|u - u^*\| + L_2\|v - u^*\|, \quad (13)
\]

\[
\|G'(u^*)^{-1}[u, v; G] - G'(u^*)\| \leq L_3\|u^* - v\|, \quad (14)
\]

and

\[
\overline{B}(u^*, r) \subset \mathbb{D}, \quad (15)
\]
where the radius of convergent ball \( r \) is provided by the expression (3). Then, the sequence \( u_n \in \mathbb{B}(u^*, r) \) and \( \lim u_n = u^* \) so that

\[
\|v_i - u^*\| \leq p_1(\|u_i - u^*\|) \|u_i - u^*\| < \|u_i - u^*\| < r, \tag{16}
\]

and

\[
\|u_{i+1} - u^*\| \leq p_2(\|u_i - u^*\|) \|u_i - u^*\| < \|u_i - u^*\|, \tag{17}
\]

where the functions \( p \) are mentioned above the Theorem 2.1. Further, the limit point \( u^* \) is a unique zero of \( G(u) = 0 \) in \( \Omega_1 = \mathbb{B}(u^*, \frac{2}{L_0}) \cap \mathbb{D} \).

**Proof:** We demonstrate the estimates (16) and (17) by adopting principle of mathematical induction. With the hypothesis \( u_0 \in \mathbb{B}(u^*, r) - \{u^*\} \), expressions (4) and (10), we obtain

\[
\|G'(u^*)^{-1}(G'(u_0) - G'(u^*))\| \leq L_0\|u_0 - u^*\| < L_0 r < 1. \tag{18}
\]

It is clear from expression (18) and Banach Lemma for invertible operators [3, 6, 19, 23, 24, 28], we have \( G'(u_0)^{-1} \in \mathcal{L}(\mathbb{E}_2, \mathbb{E}_1) \) and

\[
\|G'(u_0)^{-1}G'(u^*)\| \leq \frac{1}{1 - L_0\|u_0 - u^*\|}. \tag{19}
\]

Therefore, we can say that \( v_0 \) is a well defined for \( i = 0 \). The expressions (3), (5), (8), (10) and (19), further yields

\[
\|v_i - u^*\| = \|u_i - u^* - G'(u_0)^{-1}G(u_0)\| \\
\leq \|G'(u_0)^{-1}G'(u^*)\| \left| \int_0^1 G'(u^*)^{-1}\left(G'(u^* + \eta(u_0 - u^*)) - G'(u_0)\right)(u_0 - u^*)d\eta \right| \\
\leq \frac{L\|u_0 - u^*\|^2}{2(1 - L_0\|u_0 - u^*\|)} \\
= p_1(\|u_0 - u^*\|)\|u_0 - u^*\| < \|u_0 - u^*\| < r,
\]

which demonstrates (16) for \( i = 0 \) and \( v_0 \in \mathbb{B}(u^*, r) \). Therefore, we can write the expression (8) in the following way:

\[
G(u_0) = G(u_0) - G(u^*) = \int_0^1 G'(u^* + \eta(u_0 - u^*))(u_0 - u^*)d\eta. \tag{21}
\]

Since, \( \|u^* - u^* + \eta(u_0 - u^*)\| = \|u_0 - u^*\| < r \), so \( u^* + \eta(u_0 - u^*) \in \mathbb{B}(u^*, r) \). By using the expressions (12) and (21), we obtain

\[
\|G'(u^*)^{-1}G(u_0)\| = \left| \int_0^1 G'(u^*)^{-1}G'(u^* + \eta(u_0 - u^*))(u_0 - u^*)d\eta \right| \\
\leq M\|u_0 - u^*\|. \tag{22}
\]

In the similar fashion, we have

\[
\|G'(u^*)^{-1}G(v_0)\| \leq M\|v_0 - u^*\| \\
\leq Mp_1(\|u_0 - u^*\|)\|u_0 - u^*\|, \tag{23}
\]
by (20) and since \( v_0 \in \mathbb{B}(u^*, r) \).

Next, we show that \( B_0^{-1} \in L(\mathbb{E}_2, \mathbb{E}_1) \). By using the expressions (3), (4),(6), (8), (10), (13) and (20), we further yields

\[
\|(b_1 G'(u^*))^{-1}(B_0 - b_1 G'(u^*))\| \leq \frac{1}{|b_1|}( |b_1 + b_2| \|G'(u^*)^{-1}(G'(u_0) - G'(u^*))\|
\]

\[
+ |b_2| \|G'(u^*)^{-1}([u_0, v_0; G] - G'(u^*))\|
\]

\[
\leq \frac{1}{|b_1|}( |b_1 + b_2| |L_0\|u_0 - u^*|)
\]

\[
+ |b_2| (L_1\|u_0 - u^*\| + L_2\|v_0 - u^*\|)
\]

\[
\leq \frac{1}{|b_1|}|L_0| |b_1 + b_2| + |L_1| |b_2|
\]

\[
+ |b_2| p_1(\|u_0 - u^*\|)\|u_0 - u^*\|
\]

\[
= q(\|u_0 - u^*\|) < q(r) < 1. \tag{24}
\]

Hence, \( u_1 \) is well defined and we obtain

\[
\|B_0^{-1} G'(u^*)\| \leq \frac{1}{|b_1| (1 - q(\|u_0 - u^*\|))}. \tag{25}
\]

From the expressions (14),(19) and (22), we get the following estimate

\[
\|G'(u^*)^{-1}C_0\| \leq |a_1| \|G'(u^*)^{-1}G'(u_0)\| + |a_2| \|G'(u^*)^{-1}(G'(u_0) - [u_0, v_0; G])\|
\]

\[
\leq |a_1| |M + |a_2| L_3\|u_0 - v_0\|
\]

\[
\leq |a_1| |M + |a_2| L_3\|G'(u_0)^{-1}G'(u^*)\|\|G'(u^*)^{-1}G'(u_0)\|
\]

\[
\leq |a_1| |M + \frac{|a_2| L_3 M\|u_0 - u^*\|}{1 - L_0\|u_0 - u^*\|}. \tag{26}
\]

Then, using (3),(4), (7), (9), (19), (20), (23), (25) and (26), we have

\[
\|u_1 - u^*\| \leq \|v_0 - u^*\| + H\left(\frac{M(|a_1| + |a_2| L_3\|u_0 - u^*\|)}{|b_1| (1 - q(\|u_0 - u^*\|))}\right)\|G'(u_0)^{-1}G'(u^*)\|\|G'(u^*)^{-1}G'(u_0)\|
\]

\[
\leq p_1(\|u_0 - u^*\|) H\left(\frac{M(|a_1| + |a_2| L_3\|u_0 - u^*\|)}{|b_1| (1 - q(\|u_0 - u^*\|))}\right) \frac{M}{1 - L_0\|u_0 - u^*\| + 1}\|u_0 - u^*\|
\]

\[
= p_2(\|u_0 - u^*\|)\|u_0 - u^*\| < \|u_0 - u^*\| < r,
\tag{27}
\]

which demonstrates (17) for \( i = 0 \) and \( u_1 \in \mathbb{B}(u^*, r) \).

Now, we can simply replace \( u_0, v_0, u_1 \) by \( u_i, v_i, u_{i+1} \) in the preceding estimates. Then, we reach at the estimates (16) and (17). In addition, the estimate \( \|u_{i+1} - u^*\| < \|u_i - u^*\| < r \), deduce that \( \lim u_i = u^* \) and \( u_{i+1} \in \mathbb{B}(u^*, r) \). Finally, we want to demonstrate the uniqueness part, let

\[
F = \int_0^1 G'(u^* + \eta(u^* - v^*)\,d\eta \text{ for some } v^* \in \bar{\mathbb{B}}(u^*, T) \text{ with } G(v^*) = 0. \tag{28}
\]

Using (10) we get that

\[
\|G'(u^*)^{-1}(F - G'(u^*))\| \leq \int_0^1 L_0\|v^* - u^* + \eta(u^* - v^*)\|\,d\eta
\]

\[
\leq \frac{1}{2} L_0(1 - \eta)\|u^* - v^*\|\,d\eta \leq \frac{L_0}{2} T < 1.
\]

It is clear from the expression (28) and the Banach Lemma for invertible operators that \( F \) is also invertible. Finally, the identity \( 0 = G(v^*) - G(u^*) = F(u^* - v^*) \), conclude that \( v^* = u^* \).
3. Numerical Examples

Here, we confirm our theoretical conclusions which we have presented in the earlier section 2. First of all, we provide the numerical outcomes obtained by using the presented methods on a scalar equation which is display in the test example 3.1. In addition, we assume \([u, v; G] = \frac{1}{2} \int_0^1 G' v + \eta(u - v) \, \text{d}t\), \(H(w) = 1 + 2w\), \(a_1 = 0\) and \(a_2 = b_1 = b_2 = 1\). Moreover, we also display the starting point, radius of convergence and minimum iterations are needed to reach the desired accuracy for corresponding solution of the considered problem. Further, we want to cross verify the theoretical convergence order. In this regard, we determine the computational convergence order by adopting the following formula

\[
\rho = \frac{\ln \frac{\|u_{i+2} - u^*\|}{\|u_{i+1} - u^*\|}}{\ln \frac{\|u_{i+1} - u_{i+2}\|}{\|u_{i} - u_{i+1}\|}}, \quad i = 0, 1, 2, 3, \ldots \tag{29}
\]

or in the case where \(u^*\) is not available, then we use the following approximate computational convergence order (ACOC) [16]

\[
\rho' = \frac{\ln \frac{\|u_{i+2} - u_{i+1}\|}{\|u_{i+1} - u_{i}\|}}{\ln \frac{\|u_{i+1} - u_{i}\|}{\|u_{i} - u_{i-1}\|}}, \quad i = 1, 2, 3, 4, \ldots \tag{30}
\]

We adopt the following stopping criteria computer programming in order to solve nonlinear equations:

(i) \(|u_{i+1} - u_i| < \epsilon\) and (ii) \(|G(u_{i+1})| < \epsilon\),

where we consider the tolerance error as \(\epsilon = 10^{-550}\).

In the case of nonlinear systems, we assume two standard systems of nonlinear equations (in examples 3.2 and 3.3) for checking our theoretical results. We consider a \(H(w) = 1 + 2w\), \(a_1 = 0\) and \(a_2 = b_1 = b_2 = 1\). That is we consider King’s family [1, 23, 29]. We display the starting point, radius of convergence and minimum iterations are needed to reach the required accuracy for corresponding solution of the considered problem. In addition, we calculate the computational convergence order by adopting the multi-dimensional version of above mentioned formulas namely, (29) or (30) to verify the theoretical convergence order. We performed all the calculations/computations Mathematica 9 (programming package) with multiple precision arithmetic for nonlinear equations and system. We adopt the following stopping criteria:

(i) \(\|u^{(i+1)} - u^{(i)}\| < \epsilon\) and (ii) \(\|G(u^{(i+1)})\| < \epsilon\), where we assume the tolerance error for nonlinear system as \(\epsilon = 10^{-50}\).

Example 3.1 Looking back at the motivational example, we have \(L_0 = L = 96.662907\), \(L_1 = L_2 = L_3 = \frac{L}{2}\) and \(M = 2\). Then, we obtain

\[
r_1 = 0.006897, \quad r_2 = 0.001128,
\]

and as a consequence by (3), we deduce that

\[
r = 0.001128.
\]

Finally, we obtain \(\rho = 4.000000\) with the initial guess \((1.0009)\) and \(n = 4\) is the minimum iterations needed to attain this.

Example 3.2 Let us consider that \(E_1 = E_2 = \mathbb{R}^3, D = \bar{B}(0, 1), u^* = (0, 0, 0)^T\) (in examples 3.2 and 3.3) for checking our theoretical results. We consider a \(H(w) = 1 + 2w\), \(a_1 = 0\) and \(a_2 = b_1 = b_2 = 1\). Moreover, we also display the starting point, radius of convergence and minimum iterations are needed to reach the required accuracy for corresponding solution of the considered problem. Further, we want to cross verify the theoretical convergence order. In this regard, we determine the computational convergence order by adopting the following formula

\[
\rho = \frac{\ln \frac{|u_{i+2} - u^*|}{|u_{i+1} - u^*|}}{\ln \frac{|u_{i+1} - u_{i+2}|}{|u_{i} - u_{i+1}|}}, \quad i = 0, 1, 2, 3, \ldots \tag{29}
\]

or in the case where \(u^*\) is not available, then we use the following approximate computational convergence order (ACOC) [16]

\[
\rho' = \frac{\ln \frac{|u_{i+2} - u_{i+1}|}{|u_{i+1} - u_{i}|}}{\ln \frac{|u_{i+1} - u_{i}|}{|u_{i} - u_{i-1}|}}, \quad i = 1, 2, 3, 4, \ldots \tag{30}
\]

We adopt the following stopping criteria computer programming in order to solve nonlinear equations:

(i) \(|u_{i+1} - u_i| < \epsilon\) and (ii) \(|G(u_{i+1})| < \epsilon\),

where we consider the tolerance error as \(\epsilon = 10^{-550}\).

In the case of nonlinear systems, we assume two standard systems of nonlinear equations (in examples 3.2 and 3.3) for checking our theoretical results. We consider a \(H(w) = 1 + 2w\), \(a_1 = 0\) and \(a_2 = b_1 = b_2 = 1\). That is we consider King’s family [1, 23, 29]. We display the starting point, radius of convergence and minimum iterations are needed to reach the required accuracy for corresponding solution of the considered problem. In addition, we calculate the computational convergence order by adopting the multi-dimensional version of above mentioned formulas namely, (29) or (30) to verify the theoretical convergence order. We performed all the calculations/computations Mathematica 9 (programming package) with multiple precision arithmetic for nonlinear equations and system. We adopt the following stopping criteria:

(i) \(\|u^{(i+1)} - u^{(i)}\| < \epsilon\) and (ii) \(\|G(u^{(i+1)})\| < \epsilon\), where we assume the tolerance error for nonlinear system as \(\epsilon = 10^{-50}\).

Example 3.1 Looking back at the motivational example, we have \(L_0 = L = 96.662907\), \(L_1 = L_2 = L_3 = \frac{L}{2}\) and \(M = 2\). Then, we obtain

\[
r_1 = 0.006897, \quad r_2 = 0.001128,
\]

and as a consequence by (3), we deduce that

\[
r = 0.001128.
\]

Finally, we obtain \(\rho = 4.000000\) with the initial guess \((1.0009)\) and \(n = 4\) is the minimum iterations needed to attain this.

Example 3.2 Let us consider that \(E_1 = E_2 = \mathbb{R}^3, D = \bar{B}(0, 1), u^* = (0, 0, 0)^T\). We consider the following function \(G\) on \(D\) for \(u = (u_1, u_2, u_3)^T\)

\[
G(u) = (e^{u_1} - 1, \frac{e - 1}{2}u_2^2 + u_2, u_3)^T.
\]
The derivative of above function in the sense of Fréchet is defined as follows

$$G'(u) = \begin{bmatrix} e^{u_1} & 0 & 0 \\ 0 & (e - 1)u_2 + 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}.$$ 

Notice, we obtain $L_0 = e - 1$, $L = 1.789572397$, $M = 2$, $L_1 = L_2 = \frac{e-1}{2}$ and $L_3 = \frac{1.789572397}{2}$. Then, by the definition of the $r_1$ and $r_2$, we obtain

$$r_1 = 0.382692, \quad r_2 = 0.126408,$$

and as a consequence by (3), we conclude that

$$r = 0.126408.$$ 

Further, we get $\rho = 3.93786$ by considering the initial guess $(0.1, 0.09, 0.1)^T$ and $n = 4$ is the minimum iterations needed to attain the required accuracy.

**Example 3.3** Here, we assume that $E_1 = E_2 = \mathbb{R}^2$, $D = \bar{B}(0,1)$, $u^* = (3.470, -2.470)^T$. We choose the following function $F$ on $D$ for $u = (u_1, u_2)^T$

$$G(u) = (u_1 \cos u_2 + e^{u_1+u_2}, u_1 - 1 + u_2)^T.$$ 

The Fréchet-derivative of above function is given as follows

$$G'(u) = \begin{bmatrix} \cos u_2 + e^{u_1+u_2} & e^{u_2+u_2} - u_1 \sin u_2 \\ 1 & 1 \end{bmatrix}.$$ 

Therefore, we have $L_0 = L = 2(1 + e)$, $L_1 = L_2 = L_3 = 1 + e$ and $M = 2$. By adopting the definition of $r_1$ and $r_2$, we have

$$r_1 = 0.896471, \quad r_2 = 0.030022,$$

and as a consequence by (3), we further yield

$$r = 0.030022.$$ 

Further, we obtain $\rho = 4.00000$ by assuming the initial guess $(3.4, -2.4)^T$ and $n = 4$ is the least number of iterations needed to get the needed accuracy.
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