Research of recognition accuracy of dangerous and safe x-ray baggage images using neural network transfer learning
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Abstract. The article considers the use of neural networks to solve the problem of recognizing dangerous and safe objects carried in the luggage of airport passengers. A comparative analysis is performed to define the accuracy achieved on the test sample for different convolutional neural networks. It also explores the influence of various regularizations on the accuracy of a two-class classification. The increased probability of correct recognition is achieved due to augmentation, reset weights and saturation of the network. The method of transfer training is used to increase the efficiency of the recognizer. In this case, a study was carried out for the transfer of various neural networks.

1. Introduction
Among relevant tasks on computer vision, one can single out the task of recognizing dangerous objects that can be used to commit an act of unlawful interference, according to the results of an X-ray baggage or hand luggage scan by the aviation security service [1-3]. Moreover, automation of such a process is possible using convolutional neural networks (CNN) [4,5], which are currently replacing algorithms focused on mathematical image modeling [6, 7]. Now there are many approaches to the learning process of neural networks, and their application to solve this problem is advisable. At the same time, the special interest in solving a narrow specialized problem, such as transfer learning and the use of regularizations for X-ray data, has not been fully studied. Therefore, in this paper, special attention is paid specifically to improving recognition accuracy due to transfer learning and regularization.

2. A brief analysis of the current state of the problem
Currently, screening at airport checkpoints is carried out by security officers who visually check x-ray images of baggage and hand luggage of passengers in order to determine whether they are harmless or contain prohibited items and, therefore, ask additional screening using explosives detection or manual inspection of baggage [2]. Examples of prohibited items are pistols, knives, improvised explosive devices, self-defense gas cans or devices for electric shock [8]. Inspection of x-ray images by airport security officers (inspectors) includes visual search and decision-making [9,10]. The problems of
visual search include low target prevalence, changing target visibility, finding an unknown set of goals, and the possible presence of multiple targets [11,12].

However, in the considered works [2,8–12], computer vision methods are considered only as secondary. The main attention is paid to aspects of the operator’s perception of the visual flow in order to classify the recorded images as accurately as possible. In [13], a neural network was developed that could effectively separate dangerous and safe objects in X-ray images. However, with the training used from scratch, a sufficiently large error remains.

At the same time, one of the popular techniques for preliminary adjustment of neural networks to solve a narrow task in computer vision is to use the experience of a neural network that has proven itself in a wider class of problems, or, in other words, transfer learning [14]. With this approach, a trained neural network is used as a layer (in fact, many layers) of feature extraction. At the same time, a narrow task leaning occurs only in the output fully connected layer, since the coefficients of the internal network do not change. It provides quite high results in accuracy with much lower computational work.

In addition, it is necessary to develop neural networks in such a way that they have the greatest generalizing ability for a specific narrow task. To do this, the widest range of options needs to be considered. Augmentation algorithms are often used due to the lack of data [15]. Finally, great versatility can be achieved by using a weight reset [16], since this avoids neural network overfitting.

In this article, transfer learning will be considered for the following neural networks:

- VGG-19: is a convolutional neural network that contains 19 layers in depth. It is possible to download a pre-trained version of the network, trained on more than a million images from the ImageNet database. A pre-trained network can classify images into 1,000 categories of objects, such as a keyboard, mouse, pencil, and many animals. The network has an input image size of 224x224.
- U-Net: is a convolutional neural network that was created in 2015 to segment biomedical images in the Computer Science division of the University of Freiburg. The network architecture is a fully-connected convolutional network modified so that it can work with fewer examples (images of learning) and make more accurate segmentation.
- GoogleNet: is a convolutional neural network that contains 22 layers in depth. It is possible to download a pre-trained version of the network, trained on either ImageNet or Places365 databases. An ImageNet network categorizes images into 1,000 categories of objects, such as keyboards, mice, pencils, and many animals. A Places365 network is similar to ImageNet network, but classifies images into 365 different place categories, such as field, park, runway and lobby. An ImageNet network will be used. Pre-trained networks have an input image size of 224x224.

3. Description of the original data sample

The database of x-ray images included both dangerous and safe objects. The following groups belong to dangerous objects: improvised explosive devices, cold weapons and firearms, as well as other objects (stun guns, gas sprays, etc.). Safe items include various household items, clothing, food, etc. It should be noted that the database of x-ray images of safe objects will objectively always surpass the similar base with dangerous objects due to their low target prevalence. The task of binary classification is also complicated by the following facts: inside the classes “dangerous” and “safe”, which are the outputs of the network, x-ray images of several object groups are presented with their uneven distribution, moreover, a significant area in the images can have different sizes. Fig. 1 shows examples of x-ray images. The first row of X-ray images includes dangerous objects, the second row includes safe objects.
Before studying recognition efficiency under various training methods, all available images were divided as follows: 1894 safe and 855 dangerous in the learning sample, 106 safe and 52 dangerous in the test sample.

4. The study of weight regularization and augmentation impact on a neural network

First, we will perform learning and inference of a neural network trained on the basis of a conventional convolutional architecture with zero coefficients. We’ll set up 50 learning epochs with ADAM optimization, and each layer will contain 64 neurons. The fully connected layer contains 128 neurons. All image sizes are reduced to 224x224.

Table 1 presents the recognition results on a test sample for neural networks with different depth (number of layers). Table 2 presents the recognition characteristics of a 7-layer network for various weight loss probability, that is a change in the weight coefficient for a neuron with a certain probability set to 0 at each epoch. Finally, Table 3 shows results when applying augmentation to a learning image in a given epoch with some given probability for each image. It should be noted that the number of augmentations considered shifts, turns, scaling and adding white noise, as well as blurring images. In this case, the data augmentation algorithm works so that it is possible to overlay different augmentations to each other.

Increased network depth and augmentation results in better recognition accuracy.

| Number of layers | Recognized, % |
|------------------|---------------|
| 1                | 67.722        |
| 3                | 74.684        |
| 5                | 77.848        |
| 7                | 82.278        |

**Figure 1. X-ray image examples**

| Image Example 1 | Image Example 2 | Image Example 3 | Image Example 4 |
|-----------------|-----------------|-----------------|-----------------|
| ![Image 1]      | ![Image 2]      | ![Image 3]      | ![Image 4]      |
Table 2. Accuracy from weight loss

| Probability of weight loss | Recognized, % |
|----------------------------|---------------|
| 0.1                        | 79.114        |
| 0.2                        | 77.215        |
| 0.3                        | 62.025        |
| 0.4                        | 33.544        |
| 0.5                        | 32.911        |

Table 3. Accuracy from data augmentation

| Augmentation probability | Recognized, % |
|--------------------------|---------------|
| 0.1                      | 82.911        |
| 0.2                      | 86.076        |
| 0.3                      | 84.177        |
| 0.4                      | 82.911        |
| 0.5                      | 81.013        |

Obviously, the accuracy in this case is directly proportional to the depth of the network. However, over time, a further increase in the number of layers will lead to a much larger increase in computational work than a gain in recognition accuracy. It is interesting that weight loss in this problem led to a significant decrease in recognition accuracy, therefore, the parameter characterizing the probability of weight loss was chosen to be 0.1 for future studies. At the same time, for augmentations, the maximum accuracy was achieved with a probability of 0.2. At the same time, for the considered example, resetting the scales did not lead to an improvement in the quality of the network, and a slight augmentation made it possible to increase the accuracy by about 3.8%.

5. The study of transfer learning impact on a neural network

Now consider the results of the neural network, which learning took place with pre-trained weights. There were 128 neurons in the fully connected learning layer. Given the transfer learning, a fully connected layer has been trained for 10 epochs. When submitting test images, there were used augmentations with probability \( p = 0.2 \) and the probability of weight regularization on a fully connected layer was set at \( p = 0.05 \).

Table 4 presents the results for various neural networks.

Table 4. Transfer learning

| Neural network                      | Accuracy, % |
|-------------------------------------|-------------|
| Trained from scratch (2nd line of the 3rd table) | 86.076      |
| U-Net                               | 91.244      |
| GoogleNet                           | 91.365      |
| VGG-19                              | 93.018      |

The results show that transfer learning is extremely advisable. The accuracy was increased by 7\% using VGG-19 network weights compared to the best network trained from scratch.

6. Conclusion

Thus, with a relatively small initial image sample, sufficiently high recognition percentage was achieved when augmentation and transfer learning were used. In particular, the best results were obtained for the VGG-19 network, which can be recommended for further research in the field of X-ray image processing.
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