Coulomb center instability in bilayer graphene
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In the low-energy two-band as well as four-band continuum models, we study the supercritical charge instability in gapped bilayer graphene in the field of an impurity charge when the lowest-energy bound state dives into the hole continuum. It is found that the screening effects are crucially important in bilayer graphene. If they are neglected, then the critical value for the impurity charge tends to zero as the gap $\Delta$ vanishes. If the screened Coulomb interaction is considered, then the critical charge tends to a finite value for $\Delta \to 0$. The different scalings of the kinetic energy of quasiparticles and the Coulomb interaction with respect to the distance to the charged impurity ensure that the wave function of the electron bound state does not shrink toward the impurity as its charge increases. This results in the absence of the fall-to-center phenomenon in bilayer graphene although the supercritical charge instability is realized.
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I. INTRODUCTION

For a long time, the problem of the atomic collapse in relativistic quantum mechanical systems has attracted significant interest. Historically the first and perhaps most important example of the phenomenon of the fall to center is connected with the supercritical instability of electrons in the Coulomb field of heavy nuclei. This instability occurs when the electron bound state of the lowest energy traverses the energy distance separating the upper and lower continua as the charge of the nucleus increases and dives into the lower continuum producing a resonance, which describes an emitted positron. The corresponding critical charge is estimated to be of order $Z \geq 170$. Unfortunately, it is difficult to observe the phenomenon of the atomic collapse in QED because nuclei with charge $Z \geq 170$ are not encountered in nature.

In single-layer graphene, it was found that its electron excitations at low energies are described by the massless Dirac equation in two spatial dimensions (2D). These excitations in the field of a charged impurity realize a 2D analog of the problem of the atomic collapse in QED. The theoretical studies performed in Refs. showed that the fall to center does take place in gapless graphene if the Coulomb potential strength exceeds a certain critical value $Z_{cr} \alpha_g/\kappa = 1/2$ where $\alpha_g = e^2/\hbar v_F \sim 1$ and $\kappa$ is the dielectric constant. This critical value $Z_{cr}$ is dramatically smaller than that in QED. The main reason for such a reduction is the large effective coupling constant $\alpha_g$ in graphene, which is approximately 300 times larger than the QED coupling constant $\alpha$ due to the Fermi velocity $v_F \approx 10^6 \text{m/s}$. In gapped graphene $Z_{cr} \alpha_g/\kappa$ becomes a function of a gap $\Delta$ and $Z_{cr} \alpha_g/\kappa \to 1/2$ when $\Delta$ goes to zero. The supercritical Coulomb center instability is also closely related to the excitonic instability in graphene in the strong-coupling regime $\alpha_g > \alpha_c \sim 1$ (see Refs. and to the gap opening, which may transform graphene into an insulator). Indeed, the electron in the strong-coupling regime $\alpha_g > \alpha_c$ can spontaneously create from the vacuum electron-hole pairs (in the same way as the supercritical charge creates electron-hole pairs). While the initial electron attracts the hole and forms the bound state (exciton), the emitted electron with supercritical charge can spontaneously create another electron-hole pair. Therefore, the process of creating pairs continues leading to the formation of the exciton condensate and, as a result, the quasiparticles acquire a gap.

Experimentally, the supercritical resonances were observed in graphene by collecting clusters of Ca dimers confirming, thus, for the first time the phenomenon of the supercritical instability in a system with a relativistic-like energy spectrum. Also, the electron states in the field of a Coulomb impurity and in the presence of a magnetic field were studied experimentally and theoretically in Refs., where it was shown that the strength of a charged impurity can be effectively tuned by controlling the occupation of Landau-level states with a gate voltage.

Bernal-stacked bilayer graphene forms another very interesting two-dimensional physical system whose electron excitations are described by the Hamiltonian with nontrivial chiral properties. These chiral fermions do not have analogs in high-energy physics because their energy spectrum $E \sim \pm |p|^2$ is parabolic in the two-band model, like in nonrelativistic systems described by the Schrödinger equation. Still since there are positive and negative energy bands related through the charge conjugation, this suggests that the instability connected with diving of the lowest-energy electron bound state into the lower band may take place in gapped bilayer graphene too. The combined effects of chirality and the parabolic dispersion of quasiparticles in gapless bilayer graphene result, as was shown in Ref., in cloaked bound states in the $p$-wave channel that do not hybridize with the hole continuum. This ensures that...
the electrons occupying the lower continuum do not take place due to these states. In Sec. V we will show that in contrast to Ref. [23] the s-wave bound states in gapped bilayer graphene hybridize with the lower continuum states leading to the supercritical instability connected with the emission of electron-hole pairs.

Actually, there is more to this. The parabolic spectrum in bilayer graphene is more soft than in monolayer graphene. Therefore, the electron-electron interactions are effectively enhanced and may open a gap connected with the condensation of electron-hole pairs in bilayer graphene. This conclusion agrees with the experimental data. While no gap is observed in monolayer graphene at the neutrality point, a small gap 2 meV is realized in bilayer graphene [24–26] in the absence of external electromagnetic fields. A much larger gap (∼ 42 meV) is observed in high-mobility ABC-stacked trilayer graphene [27] where electron excitations have a softer dispersion $E(p) \sim \pm |p|^3$. As we mentioned above, the supercritical instability in the Coulomb center is a precursor of the excitonic instability and gap opening in the electron spectrum of a many-body problem. Reversing this argument and taking into account the fact that bilayer graphene is gapped due to the electron-electron interactions, one may expect that the supercritical instability for the electron in the field of the Coulomb center should take place in bilayer graphene.

The following qualitative consideration is important for the analysis of the supercritical instability in bilayer graphene. Since the quasiparticle kinetic energy scales like $1/r^2$ with distance from the charged impurity in bilayer graphene and is negligible compared to the Coulomb interaction $1/r$, this suggests the absence of the critical charge for the formation of a bound state in this material. On the other hand, since the kinetic energy at small distances is larger than the Coulomb interaction energy, this implies that the fall to center should not take place in bilayer graphene. Therefore, a priori, one may expect that the supercritical instability in bilayer graphene should not be necessarily related to the phenomenon of the fall to center and, therefore, these two phenomena, in general, are distinct. It is appropriate to discuss the nomenclature that we use in this paper. By the fall-to-center phenomenon we understand the situation when the wave function of the lowest-energy bound state is localized in a region which shrinks to the charged impurity as the parameter regularizing the Coulomb interaction at small distances is removed. The supercritical instability and atomic collapse are synonymous and take place when the lowest energy bound state of the charged impurity problem in bilayer graphene dives into the lower continuum making it unstable with respect to the emission of the electron-hole pairs. The situation is different in monolayer graphene where the supercritical instability is directly related to the fall-to-center phenomenon. The physical reason for this is the equal scaling of the kinetic energy and Coulomb interaction with distance.

Clearly, the above heuristic reasoning is based on the scaling in the effective two-band low-energy model of bilayer graphene. However, the parabolic spectrum in bilayer graphene [21] is valid only up to momenta $|p| \approx \gamma_1/(2v_F)$, where $\gamma_1 = 0.39$ eV is the interlayer hopping amplitude. For large momenta, the energy dispersion is linear as in monolayer graphene. Therefore, it is possible, in principle, that as the charge of the impurity increases the wave function of the electron bound state becomes more localized in the vicinity of the impurity such that the parabolic energy spectrum does not apply. If this happens, then the supercritical instability in bilayer graphene would proceed like in monolayer graphene and would be connected with the fall-to-center phenomenon.

In order to see whether the supercritical instability is related to the fall to center in bilayer graphene, we study in this paper the electron bound states in the field of a charged impurity in bilayer graphene by using the two continuum models: the low-energy two-band model as well as the four-band model. The main principal advantage of the four-band model for the study of supercritical instability in bilayer graphene is that it takes into account the evolution of the electron energy dispersion from the low-energy quadratic to high-energy linear energy dispersion. Since the trigonal warping is small in bilayer graphene, we will neglect it in our study. On the other hand, the screening effects play a very essential role in view of the finite density of states at zero energy in bilayer graphene and will be taken into account in our study. We will show that while the lowest-energy bound state in the Coulomb center in gapped bilayer graphene indeed dives into the lower continuum, the wave function of the electron bound state does not shrink toward the impurity as its charge increases. This means that the supercritical instability in bilayer graphene is not related to the phenomenon of the fall to center.

The paper is organized as follows. In Sec. II we consider the electron states in the Coulomb field of a charged impurity in bilayer graphene in the low-energy two-band model. The variational method is employed in Sec. II in order to study the supercritical instability in the cases of the bare and screened Coulomb interactions. Numerical results of our analysis of the supercritical instability in the two-band model are given in Sec. III. The supercritical instability in the four-band model is analyzed in Sec. IV. The results are summarized and discussed in Sec. V.
The two-band Hamiltonian, which describes the low-energy electron excitations in gapped bilayer graphene in the field of an impurity with charge $Ze$, reads $^{[21]}$

$$H = \frac{v_F^2}{\gamma_1} \left( \begin{array}{cc} 0 & (p_+)^2 \\ (p_+)^2 & 0 \end{array} \right) + \Delta \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right) + V(r), \quad V(r) = -\frac{Ze^2}{\kappa r},$$  

where $p_+ = p_x \pm ip_y$ and $p = -i\hbar \nabla$ is the two-dimensional momentum operator, $\gamma_1 \approx 0.39$ eV is the strongest interlayer coupling between the pairs of orbitals that lie directly below and above each other, and we choose the dielectric constant $\kappa = 4$ in our numerical calculations in this paper.

The energy spectrum of the free part of the Hamiltonian (1) is given by $E(p) = \pm \sqrt{\left(p^2 / 2m^*\right)^2 + \Delta^2}$, so that we have a gap $2\Delta$ between the lower and upper continua (valence and conductivity bands), where $m^* = \gamma_1 / 2v_F^2 \approx 0.054m_e$ is the quasiparticle mass and $m_e$ is the mass of the electron. Although the kinetic part of Hamiltonian (1) has the same matrix structure as in monolayer graphene leading to chirality and the particle-hole symmetry characteristic of relativistic systems, the dispersion relation for quasiparticles in bilayer graphene is quadratic like in nonrelativistic systems. Thus, the low-energy Hamiltonian (1) nontrivially combines relativistic and nonrelativistic properties. Concerning the form of the Coulomb potential, we note that the charged impurity is usually displaced away from the graphene plane by some distance $d$ or smeared over some region that leads to a regularized form of the Coulomb interaction $V(r) \sim 1/r^2 + d^2$ $^{[7]}$. While the regularization of the Coulomb potential is crucial for the study of a charge instability in monolayer graphene, it is sufficient to use the standard potential $\sim 1/r$ for the two-band model of bilayer graphene with the parabolic dispersion of quasiparticles.

As we discussed in the Introduction, there is a certain critical value of the impurity charge in monolayer graphene above which the atomic collapse occurs. It is interesting to see what happens in bilayer graphene in view of the different quadratic dispersion relation in this material. Although the two-band model is applicable only up to the energies of order $\gamma_1/4$ when the next band becomes important, it still makes sense to study how the supercritical Coulomb center instability is realized in the low-energy effective two-band model. We perform such a study in this section. The four-band model will be analyzed in Sec. [VI] where we will see that the two- and four-band models give very close results.

It is convenient to define the coupling constant as $\xi = \frac{Zeq}{\kappa} \sqrt{\frac{\Delta}{\Delta_\lambda}}$ and express distances in terms of a characteristic length $\lambda_\Delta = \hbar v_F / \sqrt{\gamma_1 \Delta}$ and wave vectors in its inverse, i.e., $k = k \lambda_\Delta$ (in what follows we will omit the tilde over dimensionless momenta). The eigenstates of Hamiltonian (1) for $\Psi^T = (\chi, \varphi)$ are determined in momentum space by the following system of equations:

\begin{equation}
\begin{aligned}
(k_x - ik_y)^2 \varphi(k) + (1 - \epsilon)\chi(k) + \int \frac{d^2q}{(2\pi)^2} \chi(q)V_{\text{eff}}(k - q) &= 0, \\
(k_x + ik_y)^2 \chi(k) - (1 + \epsilon)\varphi(k) + \int \frac{d^2q}{(2\pi)^2} \varphi(q)V_{\text{eff}}(k - q) &= 0,
\end{aligned}
\end{equation}

where $\epsilon = E/\Delta$ and $V_{\text{eff}}$ describes the screened potential of the impurity of charge $Ze$. It is defined by an analog of the Poisson equation of the form

\begin{equation}
\sqrt{-\Delta_{2D}} V_{\text{eff}}(x) = -2\pi \xi \delta^{(2)}(x) - \frac{4\pi \alpha_d}{\kappa} \int d^2y \Pi(x - y)V_{\text{eff}}(y),
\end{equation}

where $\Pi(x)$ is the static polarization function in bilayer graphene. Notice the presence of the pseudodifferential operator $\sqrt{-\Delta_{2D}}$ on the left-hand side of the equation above, which is necessary in order to correctly describe the Coulomb interaction in a dimensionally reduced electrodynamical system $^{[20]}$. In momentum space, we easily find the following solution to Eq. (3):

\begin{equation}
V_{\text{eff}}(q) = -\frac{2\pi \xi}{q + \frac{4\pi \alpha_d}{\kappa} \Pi(q)} = -2\pi \xi \left( \frac{1}{q} - \delta V(q) \right),
\end{equation}

where

\begin{equation}
\delta V(q) = \frac{4\pi \alpha_d}{\kappa} \frac{\Pi(q)}{q + \frac{4\pi \alpha_d}{\kappa} \Pi(q)},
\end{equation}

is the correction to the Coulomb interaction due to the screening effects. The one-loop polarization function as an integral over momentum was derived in Ref. $^{[30]}$ and equals

\begin{equation}
\Pi(q) = \sqrt{\frac{\gamma_1}{\Delta}} \int \frac{d^2k}{(2\pi)^2} \frac{2(\epsilon - \epsilon_+ - 1) - (k - \frac{q}{2})^2(k + \frac{q}{2})^2 - (k + \frac{q}{2})^2(k - \frac{q}{2})^2}{\epsilon - \epsilon_+ (\epsilon_+ + \epsilon_+)} = \epsilon_\pm = \frac{1 + |k \pm \frac{q}{2}|^2}{2}.
\end{equation}
For $q \ll 1$, the polarization function is proportional to $q^2$ and tends to zero for $q \to 0$; therefore, $\delta V(q)$ is not singular at $q = 0$. For $q \gg 1$, $\Pi(q) = \sqrt{\gamma_1/\Delta} \ln 2/\pi$.

In polar coordinates, the angle and the absolute value of momentum variables can be separated. In order to do this, we note that Hamiltonian (1) does not conserve the $z$ component of the pseudospin $S_z = \hbar \sigma_z$ and the angular momentum $L_z = x p_y - y p_x = -i \hbar \partial/\partial \theta$ separately because they do not commute with the Hamiltonian. However, the $z$ component of the total angular momentum commutes with the Hamiltonian

$$J_z = L_z + S_z = -i \hbar \frac{\partial}{\partial \theta} + \hbar \sigma_z, \quad [J_z, \hat{H}] = 0. \quad (7)$$

Thus, we seek the spinor function in the form

$$\Psi = \begin{pmatrix} \chi(k) \\ \varphi(k) \end{pmatrix} = \begin{pmatrix} a_j(k) e^{i(j-1)\theta} \\ b_j(k) e^{i(j+1)\theta} \end{pmatrix}, \quad (8)$$

where $j$ is the total angular momentum which takes integer values $j = 0, \pm 1, \pm 2, \ldots$. Taking into account $|k - q| = \sqrt{k^2 + q^2 - 2kj \cos(\theta - \phi)}$ and $(k \pm i\kappa)^2 = k^2 e^{\pm 2i\theta}$, the system of equations (2) takes the form

$$k^2 b_j(k) + a_j(k) - \frac{\xi}{2\pi} \int dq a_j(q) \int dq \psi \left[ \frac{1}{|k - q|} - \delta V(k - q) \right] e^{i(j-1)(\phi - \theta)} = \epsilon a_j(k),$$

$$k^2 a_j(k) - b_j(k) - \frac{\xi}{2\pi} \int dq b_j(q) \int dq \psi \left[ \frac{1}{|k - q|} - \delta V(k - q) \right] e^{i(j+1)(\phi - \theta)} = \epsilon b_j(k), \quad (9)$$

where $\xi = \sqrt{\gamma_1/4\Delta}$ is the UV cutoff of the low-energy effective Hamiltonian (1).

Integrating over angle, we have

$$K_j(k, q) = \int_0^{2\pi} \frac{d\phi \cos(j\phi)}{\sqrt{k^2 + q^2 - 2kj \cos \phi}} = \frac{2}{\sqrt{kq}} Q_{j-1/2} \left( \frac{k^2 + q^2}{2kj} \right), \quad (10)$$

where $Q_j(z)$ is the Legendre function of the second kind. Denoting

$$\delta V_j(k, q) = \int_0^{2\pi} d\phi \delta V \left( \sqrt{k^2 + q^2 - 2kj \cos \phi} \right) \cos(j\phi), \quad (11)$$

we find that the system of equations (9) takes the form

$$k^2 b_j(k) + a_j(k) - \frac{\xi}{2\pi} \int dq a_j(q) [K_{j-1}(k, q) - \delta V_{j-1}(k, q)] = \epsilon a_j(k),$$

$$k^2 a_j(k) - b_j(k) - \frac{\xi}{2\pi} \int dq b_j(q) [K_{j+1}(k, q) - \delta V_{j+1}(k, q)] = \epsilon b_j(k), \quad (12)$$

where the kernels $K_j(k, q)$ can be expressed in terms of the full elliptic integrals of the first and second kind (see Appendix). Unfortunately, it is not possible to find analytically a solution to the above system of equations. Its numerical solutions will be given in Sec. IV. Still, in order to have an analytic insight into the problem under consideration, we will apply to it the variational method in the next section. A very significant advantage of the variational method is its transparency and the possibility of analytic control.

**III. VARIATIONAL METHOD**

It is well known that the variational method is very efficient if the asymptotes of the wave function are known. In order to find them, we seek eigenstates of Hamiltonian (1)

$$\Psi_j(r) = \begin{pmatrix} e^{i(j-1)\theta} a_j(r) \\ e^{i(j+1)\theta} b_j(r) \end{pmatrix}, \quad (13)$$
as eigenstates of $J_z$ too,
\[ J_z \Psi_j(r) = j \Psi_j(r). \tag{14} \]

The stationary Schrödinger equation for quasiparticles in bilayer graphene in the field of a spherically symmetric potential $V(r)$ defines the following system of equations for the components of spinor $[13]$:
\[
\frac{\hbar^2}{2m^*} \left( \frac{d^2}{dr^2} - \frac{2j-1}{r} \frac{d}{dr} + \frac{j^2-1}{r^2} \right) a_j(r) = -(\Delta + E - V(r)) b_j(r),
\]
\[
\frac{\hbar^2}{2m^*} \left( \frac{d^2}{dr^2} + \frac{2j+1}{r} \frac{d}{dr} + \frac{j^2-1}{r^2} \right) b_j(r) = (\Delta - E + V(r)) a_j(r). \tag{15}\]

It is convenient to use the functions $f(r) = \sqrt{r} a_j(r)$ and $g(r) = \sqrt{r} b_j(r)$ and express $g(r)$ through $f(r)$ by using the first equation of the above system:
\[
g(r) = \frac{\hbar^2/2m^*}{\Delta + E - V(r)} \left( \frac{d^2}{dr^2} - \frac{2j}{r} \frac{d}{dr} + \frac{(j+1/2)^2-1}{r^2} \right) f(r). \tag{16}\]

Substituting it in the second equation, we obtain the equation for $f(r)$:
\[
\left( \frac{d^2}{dr^2} + \frac{2j}{r} \frac{d}{dr} + \frac{(j-1/2)^2-1}{r^2} \right) \left[ \frac{\hbar^2/2m^*}{\Delta + E - V(r)} \left( \frac{d^2}{dr^2} - \frac{2j}{r} \frac{d}{dr} + \frac{(j+1/2)^2-1}{r^2} \right) \right] f(r) = (E - \Delta - V(r)) f(r). \tag{17}\]

Multiplying Eq. (17) by $f^*(r)$ and integrating with respect to $r$, we find the following equation:
\[
\int_0^\infty \frac{(\hbar^2/2m^*)^2 |L(j)f|^2}{E + \Delta - V(r)} dr = \int_0^\infty dr (E - \Delta - V(r)) |f(r)|^2, \quad L(j) = \frac{d^2}{dr^2} - \frac{2j}{r} \frac{d}{dr} + \frac{(j+1/2)^2-1}{r^2}, \tag{18}\]

which is defined for any values of $E$ in the interval $[-\Delta, \Delta]$ when $V(r)$ is negative. Obviously, Eq. (18) is exactly satisfied for the solutions to Eq. (17). For an arbitrary function $f(r)$, Eq. (18) can be considered as a nonlinear functional $f \mapsto E[f]$. For a given function $f$, while the left-hand side of the above equation decreases with $E$, its right-hand side increases for $E$ in the interval $[-\Delta, \Delta]$. Therefore, if we choose an ansatz for $f$ with some variational parameters for which Eq. (18) is satisfied, then this functional defines energy $E$ as a unique function of the variational parameters. According to Refs. [31, 32], the ground bound state corresponding to the lowest energy $E_g$ is realized, as usual in the variational method, as the global minimum of the bounded from below functional $E[f]$, i.e.,
\[
E_g = \min_f E[f]. \tag{19}\]

We will apply this variational method in the next two subsections in order to find the critical charge when the lowest-energy bound state reaches the upper boundary $E = -\Delta$ of the negative continuum. We will consider the cases of the bare and screened Coulomb interaction.

### A. Coulomb potential

Let us begin our variational analysis with the case of the unscreened Coulomb interaction $V_C(r) = -Ze^2/(\kappa r)$. For this interaction, Eq. (17) in terms of $\lambda_{\Delta} = \hbar v_F / \sqrt{\gamma_{\Delta}}$ takes the form
\[
\left( \frac{d^2}{dr^2} + \frac{2j}{r} \frac{d}{dr} + \frac{(j-1/2)^2-1}{r^2} \right) \left[ \frac{1}{\lambda_{\Delta}} + 1 + \frac{\xi}{r} \right] \left( \frac{d^2}{dr^2} \right) + \frac{\xi}{r} \frac{d}{dr} \right] f(r) = \frac{E}{\Delta} - 1 + \frac{\xi}{r} f(r), \quad \xi = \frac{Z a_g}{\kappa} \sqrt{\gamma_{\Delta}}. \tag{20}\]

In order to find the critical charge, we should set $E = -\Delta$ and study the equation for the state with $j = 1$ which defines the bound state of the lowest energy:
\[
\left( \frac{d^2}{dr^2} + \frac{3}{4r^2} \right) r \left( \frac{d^2}{dr^2} - \frac{2}{r} \frac{d}{dr} + \frac{5}{4r^2} \right) f(r) = -\xi \left( 2 - \frac{\xi}{r} \right) f(r), \tag{21}\]
where the polarization function has the form

\[ L_4 f = 0, \quad L_4 = \left[ \frac{d^2}{dr^2} + \frac{3}{2r} \frac{d}{dr} + 2\xi - \frac{\xi^2}{r} - \frac{15}{16r^3} \right]. \tag{22} \]

The operator \( L_4 \) has the canonical form of a self-adjoint differential operator, \( L_4^j = L_4 \), of even order 4 (see, for example, Chap. 4 in Ref. [33]). Since \( f(r) \) describes a bound state, we search its asymptotic at large distances in the form

\[ f(r) \sim r^\beta \exp(-sr^\alpha). \tag{23} \]

Then Eq. (21) for \( r \to \infty \) gives an equation that determines the sought parameters \( \alpha, \beta, \) and \( s \). We find the two decreasing asymptotes with a positive real part of \( s \):

\[ \alpha = \frac{3}{4}, \quad \beta = -\frac{1}{8}, \quad s = \frac{1}{3} (128\xi)^{1/4} (1 \pm i). \tag{24} \]

This shows that the wave function of a bound state for the bare Coulomb interaction should decrease at infinity as \( f(r) \sim e^{-sr^{3/4}} \). The asymptotic at \( r \to 0 \) is also easily found:

\[ \beta = \pm 1/2, \; 3/2, \; 5/2. \tag{25} \]

The trial function

\[ f(r) = Cr^{3/2} e^{-sr^{3/4}} \tag{26} \]

with variational parameter \( s \) has the correct asymptotes at \( r \to 0 \) and \( r \to \infty \). The values \( \beta = \pm 1/2 \) are not allowed, because the integrals in Eq. (18) would be divergent at the lower limit. The integrals in Eq. (18) can be calculated analytically and, for \( E = -\Delta \), this leads to the quadratic equation for \( \xi \) whose positive root reaches the minimal value \( \xi_{cr} \approx 3.87 \) for \( s \approx 1.57 \). Since \( \xi = (Z\alpha_g/\kappa)^2/\Delta_1 \), this result means that the critical charge of the impurity in bilayer graphene \( Z_{cr} \) for the unscreened Coulomb interaction tends to zero as \( \sqrt{\Delta} \) for \( \Delta \to 0 \). In other words, the ground state in bilayer graphene with the zero band gap in the presence of the external Coulomb potential is always unstable with respect to the creation of electron-holes pairs. This conclusion was first obtained in Ref. [28] by using the semiclassical approach.

It is useful to recall that the critical charge in monolayer graphene \( Z_{cr} \alpha_g \sim 1/2 + \pi^2/\log^2(\Delta) \) decreases too as the gap \( \Delta \to 0 \) [8]. Crucially, it tends to a finite value 1/2 unlike the case of bilayer graphene, where the critical charge vanishes as the gap tends to zero. Finally, we would like to note that the wave function [20] is localized in terms of the dimensional variable in the region \( r \leq \lambda_\Delta = \hbar v_F/\sqrt{\Delta} \). Since the two-band model is applicable for distances \( r > r_0 = \hbar v_F/\gamma_1 \), this is a legitimate solution for the gap smaller than \( \gamma_1 \).

### B. Screened Coulomb potential

Taking into account the polarization function of gapped fermions, the screened Coulomb potential \( V_{eff}(r) \) in bilayer graphene equals

\[ V_{eff}(r) = -\frac{2\pi Ze^2}{\kappa} \int \frac{d^2q}{(2\pi)^2} \left| q \right| \left| q + \frac{e^{iqr}}{\kappa} \Pi(q^2) \right|, \quad q \equiv |q|, \tag{27} \]

where the polarization function has the form

\[ \Pi(q^2) = \frac{2m^*}{\hbar} F \left( \frac{h^2q^2}{2m^*\Delta} \right). \tag{28} \]

In the one-loop approximation, \( \Pi(q^2) \) is given by Eq. (10). Although \( \Pi(q^2) \) cannot be calculated analytically, one can easily obtain its asymptotes at small and large momenta:

\[ \Pi(q^2) \approx \frac{\gamma_1}{\hbar v_F} \begin{cases} \frac{\ln 2}{(\hbar v_F)^2} q^2, & q \to \infty, \\ \frac{3\pi^2\Delta}{3\gamma_1}, & q \to 0. \end{cases} \tag{29} \]
We will use the following approximate expression for the polarization function which nicely fits it in the whole range of momenta:

\[
\frac{4\pi\alpha_g}{\kappa}\Pi(q^2) = \frac{q^2}{q_\Delta + aq^2}, \quad q_\Delta = \frac{3\kappa\Delta}{4\alpha_g\hbar v_F}, \quad a = \frac{\kappa\hbar v_F}{4\ln 2\alpha_g\gamma_1}.
\] (30)

The comparison of the exact one-loop expression for the polarization function with the approximate expression Eq. (30) is presented in the left panel of Fig. 1. By making use of the approximate expression (30), we find the following analytical expression for the screened Coulomb potential:

\[
V_{\text{eff}}(r) = -\frac{2\pi Ze^2}{\kappa} \int \frac{d^2q}{(2\pi)^2} \frac{e^{iqr}}{q + q^2/(q_\Delta + aq^2)} = -\frac{Ze^2}{\kappa} \int_0^\infty dq J_0(qr)(q_\Delta + aq^2)
\]

\[
= -\frac{Ze^2}{\kappa} \left[ \frac{1}{r} - \frac{\pi}{2a(q_1 - q_2)} (q_1[H_0(q_1r) - Y_0(q_1r)] - q_2[H_0(q_2r) - Y_0(q_2r)]) \right],
\] (31)

where \(q_1 = (1 + \sqrt{1 - 4aq_\Delta})/2a\) and \(H_0(x)\) and \(Y_0(x)\) are the Struve function and the Bessel function of the second kind, respectively (compare with similar calculations in Ref. [34]). Since \(4aq_\Delta = (3/4\ln 2\alpha_g^2)(\Delta/\gamma_1) \ll 1\) for reasonable values of \(\alpha_g\) and \(\Delta\), we have \(q_1 \simeq 1/a\), \(q_2 \simeq q_\Delta\). The leading asymptotes of this potential for small, intermediate, and large distances are given by

\[
V_{\text{eff}}(r) \simeq \begin{cases} \frac{1 + \frac{1}{a} \ln \frac{2\pi Ze^2}{2\alpha_g}}{q_{\Delta r}^2}, & r < \frac{1}{q_\Delta}, \\ \frac{1}{r} - \frac{\pi}{2a(q_1 - q_2)} (q_1[H_0(q_1r) - Y_0(q_1r)] - q_2[H_0(q_2r) - Y_0(q_2r)]) & \frac{1}{q_\Delta} < r < \frac{1}{q_{\Delta}}, \\ \frac{1}{q_{\Delta r}^2}, & r > \frac{1}{q_{\Delta}}, \end{cases}
\] (32)

where \(\gamma \approx 0.577\) is the Euler-Mascheroni constant. Equation (32) implies that the potential \(V_{\text{eff}}(r)\) tends to the bare Coulomb potential for \(r \to 0\) and \(r \to \infty\). Such a behavior of the screened Coulomb potential is easy to understand in view of the fact that the denominator of its Fourier transform \(q + 4\pi\alpha_g\Pi(q^2)/\kappa = q + q^2/(q_\Delta + aq^2)\) tends to \(q\) both for \(q \to \infty\) and \(q \to 0\). In the intermediate region \(a \ll r \ll 1/q_\Delta\), the leading contribution to the screened Coulomb potential is made by the term \(q_2[H_0(q_2r) - Y_0(q_2r)]\), which falls off with distance as \(1/\gamma_1^3\). Thus, the charge is effectively unscreened for \(r < a\), it is in the region within the screening charge cloud for \(a \ll r < 1/q_\Delta\), and it is outside the screening charge cloud for \(r > 1/q_{\Delta}\). These regions are marked by vertical lines in the right panel of Fig. 1.

In the gapless case \((q_\Delta = 0)\), we have

\[
V_{\text{eff}}(r) = -\frac{Ze^2}{\kappa} \left[ \frac{1}{r} - \frac{\pi}{2a}\right] (H_0(r/a) - Y_0(r/a)) \simeq -\frac{Ze^2}{\kappa} \left[ \frac{1}{r} + \frac{1}{a} \ln \frac{2\pi Ze^2}{2\alpha_g} \right], \quad r \ll a.
\] (33)

Notice that in the gapless bilayer graphene the screening effects change the effective potential to a short-range one \(V_{\text{eff}}(r) \sim -1/r^3\) for large \(r\). The potentials screened by gapped and gapless fermions as well as the bare Coulomb potential are plotted in the right panel of Fig. 1.

In order to get an analytic insight into the dependence of the critical charge on \(\Delta\), it is convenient to make the change of variable \(r' = r\sqrt{\frac{2m\Delta}{\hbar^2}} = r/\lambda_\Delta\), where \(\lambda_\Delta = \frac{\hbar v_F}{\sqrt{\gamma_1\Delta}}\) (this is the same change of variable as in Sec. II). Then Eq. (15) takes the form (to simplify the notation, we switch back from \(r'\) to \(r\))

\[
\begin{cases} \left( \frac{d^2}{dr^2} - \frac{2j-1}{r}\frac{d}{dr} + \frac{j^2-1}{r^2} \right) a_j(r) = \left( 1 + \epsilon - \frac{1}{\Delta} V\left( \frac{\hbar v_F}{\sqrt{\gamma_1\Delta}} r \right) \right) b_j(r), \\ \left( \frac{d^2}{dr^2} + \frac{2j+1}{r}\frac{d}{dr} + \frac{j^2+1}{r^2} \right) b_j(r) = \left( 1 - \epsilon + \frac{1}{\Delta} V\left( \frac{\hbar v_F}{\sqrt{\gamma_1\Delta}} r \right) \right) a_j(r), \end{cases}
\] (34)

where \(\epsilon = E/\Delta\).

It is instructive to consider first the Coulomb interaction in the rescaled distance. In such a case,

\[
\frac{1}{\Delta} V_{C}(r\lambda_\Delta) = -\frac{Z\alpha_g}{\kappa r'} \sqrt{\gamma_1/\Delta}.
\] (35)

Setting \(\epsilon = -1\) and using \(\xi = \frac{Z\alpha_g}{\kappa} \sqrt{2\pi},\) we conclude that \(\Delta\) disappears from the corresponding differential equation. Of course, this means that \(Z_{cr} \sim \sqrt{\Delta}\) as \(\Delta \to 0\).
As we showed above, the screened Coulomb interaction has the following three main domains of the dependence on distance (see Eq. (32)). In terms of the rescaled distance, we find

$$\frac{1}{\Delta}V_{\text{eff}}(r\Delta) \simeq -\frac{Z\alpha_2}{\kappa} \left\{ \begin{array}{ll} \sqrt{\frac{2}{\pi} \frac{1}{r}}, & r < a/\lambda, \\ \sqrt{\frac{2}{\pi} \frac{1}{r}} \left( 1 - \frac{1}{(q_\Delta \lambda r)} \right), & r > a/\lambda. \end{array} \right.$$  \hfill (36)

The variational functional (37) in terms of the rescaled distance and for $E = -\Delta$ takes the more simple form

$$\int_0^\infty \frac{|L(j)f|^2}{-\frac{1}{\Delta}V_{\text{eff}}(r\Delta)} \, dr = \int_0^\infty dr \left( -2 - \frac{1}{\Delta}V_{\text{eff}}(r\Delta) \right) |f(r)|^2. \hfill (37)$$

Since $V_{\text{eff}}$ is always negative, the left-hand side of the above expression is positive. Obviously, its right-hand side is negative if we neglect the effective potential there. This means that the variational function should be mostly localized in the region where $-\frac{1}{\Delta}V_{\text{eff}}(r\Delta) > 2$. Since potential (36) blows up in the first region $r < a/\lambda$, it is larger than 2 in this region. At the right end of the second interval, i.e., at $r = 1/(\lambda q_\Delta)$, the rescaled effective potential takes a finite value which is, in general, larger than 2. This means that the first and second regions are important for the supercritical instability and should be definitely taken into account. On the other hand, potential (36) decreases as $1/r$ in the third interval and $-\frac{1}{\Delta}V_{\text{eff}}(r\lambda)$ becomes less than 2 in this region. This suggests that the best choice for the variational function $f(r)$ would be a function which rapidly decreases for $r > \frac{1}{\lambda q_\Delta}$. For example, the simplest choice would be a Gaussian, which is mostly localized in the second distance domain

$$f_G(r) = C \alpha^{3/2} e^{-br^2/(\lambda q_\Delta)^2}, \hfill (38)$$

where $b$ is a dimensionless variational parameter. The prefactor $r^{3/2}$ is added in order to obtain the correct asymptotic behavior of the trial function for $r \to 0$, which follows from Eq. (26). We use also the trial function (26), which like the Gaussian ansatz rapidly decreases with $r$. The integrals in the variational functional (37) with the screened Coulomb potential cannot be evaluated analytically; therefore, we calculate them numerically. The corresponding results for the critical coupling constant as a function of $\Delta/\gamma_1$ for the trial functions (26) and (38) are shown in Fig. 2. As one can see from this figure, the trial functions give quite similar results and $\zeta_{cr} = Z\alpha_2\alpha_3/\kappa$ in both cases tends to a finite value for $\Delta = 0$. For example, for $\Delta = 0.001$ meV, $\zeta_{cr} = 0.33$ for the trial function (26) and $\zeta_{cr} = 0.30$ for the Gaussian trial function (38). Note that the Gaussian trial function (38) fares better because it gives a smaller value of the critical coupling constant for all considered values of $\Delta$.
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FIG. 2: The critical coupling constant $\zeta_{cr} = Z_{cr} \alpha_g / \kappa$ as a function of $\Delta / \gamma_1$ obtained by using the variational method with the Gaussian trial function (38) (lower curve) and the trial function (26) (upper curve).

IV. NUMERICAL RESULTS

In order to find a numerical solution to the system of equations (12), we split the momentum interval $(0, \Lambda)$ into $N$ equal intervals and approximate the integrals by the sums of values of integrands at the ends of intervals multiplied by the weight function $w_i$ of the Newton-Cotes formula of the fifth order:

$$\int_0^\Lambda dq K_j(k,q) b_j(q) = \sum_{i=0}^{N} q_i w_i [K_j(k,q_i) - \delta V_j(k,q_i)] b_j(q_i).$$

The kernel $K_j(k,q)$ defined in Eq. (10) has a logarithmic singularity at $q = k$. In order to deal with this singularity, we use the following regularization for the first term in the square brackets on the left-hand side of Eq. (39):

$$\int_0^\Lambda dq K_j(k,q) b_j(q) = \sum_{i=0}^{N} q_i w_i K_j(k,q_i) [b_j(q_i) - b_j(k)] + b_j(k) \int_0^\Lambda dq K_j(k,q).$$

The last integral in Eq. (40) is not singular and could be expressed through the elliptic integrals. In the Appendix we present the integrals for $j = 0, 1, 2, \text{ and } 3$ (see Eqs. (A8)-(A11), respectively). Using these expressions we can calculate the critical charge for the total angular momentum from $j = -2$ to $j = 2$. For monolayer graphene, we checked that our numerical algorithm gives the same spectrum as the shooting method. The quadrature step $h$ corresponds to the inverse of the size of a graphene disk; therefore, the energy spectrum of the system is discrete and the upper and lower continua existing in an infinite system appear now as the sets of closely situated discrete levels with the distance between them proportional to $h$. The energy levels of the corresponding upper and lower quasicontinua drift very slowly as the impurity charge increases. On the other hand, the bound levels inside the band gap shift towards the lower quasicontinuum much faster. Therefore, there exists a critical value of the impurity charge when the lowest-energy bound state approaches the highest-energy state of the lower quasicontinuum. We define this value as the critical charge. For different values of total angular momentum $j$, we find the different values of the critical charge (see the left panel in Fig. 6). This finding agrees with the results in Ref. [23]. Therefore, all numerical computations in this section will be performed for this value of the total momentum.

The dependence of the critical coupling constant on gap $\Delta$ is plotted in Fig. 3 in the cases where the screening effects are absent and taken into account. Clearly, the critical charge decreases in both cases as the gap decreases. According to our numerical calculations, the critical charge in the absence of the screening effects is very well approximated by the function $\zeta_{fit}^{cr} = 1.88 \sqrt{\Delta / \gamma_1}$. Such a gap dependence excellently agrees with the conclusion made in Sec. III. If the screening effects are taken into account, then the critical coupling constant does not tend to zero as $\Delta$ goes to zero. The results of the numerical solution to system (12) are quite similar to those obtained in Sec. III. By using the variational method (compare with Fig. 2) and can be fitted by the function

$$\zeta_{fit}^{cr} = 0.36 + 4.32 \sqrt{\Delta / \gamma_1}.$$
In order to quantify the localization properties of the wave function of the electron bound state in the near-critical regime and check the consistency of the use of the two-band model for the study of the supercritical instability in bilayer graphene, we plot for $Z \approx Z_{cr}$ in the right panel of Fig. 6 the square of the wave function for $j = 1$ in the two-band model in momentum representation 

$$W(k) = \frac{2\pi k [a^2_j(k) + b^2_j(k)]}{N} \times \omega$$

where $N$ is the normalization constant $N = \int_0^\Lambda 2\pi k [a^2_j(k) + b^2_j(k)] dk$. Obviously, if the wave function is localized in momentum space in the region of momenta $k \ll \Lambda$, then the use of the low-energy model for the description of the supercritical phenomena is consistent. According to the right panel in Fig. 6, the maximum of the wave function corresponds to $k \approx 0.1$. This value is 10 times less than the cutoff of the two-band model. This result suggests that the low-energy two-band model consistently describes the supercritical behavior in bilayer graphene.

As to the phenomenon of the fall to center, it is obviously absent in the two-band model where the more singular scaling of the kinetic energy with distance prevents the electron from falling to the center and eliminates the need to regularize the Coulomb potential. To demonstrate it explicitly, we plot in the left panel of Fig. 4 the square of the wave function of the electron bound state of the lowest energy in bilayer graphene as a function of distance for several values of the coupling constant. The components $a_j(r), b_j(r)$ of a wave function (13) in configuration space can be evaluated from the components $a_j(k), b_j(k)$ in momentum space by means of the Hankel transform,

$$a_j(r) = i^{j-1} \int_0^\infty \frac{dk}{2\pi} k J_{j-1}(kr) a_j(k), \quad b_j(r) = i^{j+1} \int_0^\infty \frac{dk}{2\pi} k J_{j+1}(kr) b_j(k),$$

where $J_{\nu}(z)$ is the Bessel function. It is seen that the wave function is still at a significant distance from $r = 0$ when the exciton instability $\zeta_{cr}$ is achieved. For comparison, we plot in the right panel of Fig. 6 the square of the wave function in monolayer graphene for near-critical charges of the impurity $\zeta_{cr} - \zeta < 0.01$ for different values of the regularization parameter $R$. When $R$ decreases the electron wave function shrinks towards the impurity (fall to center).

Although our results show that the analysis of the supercritical instability is consistent in the two-band model, it is still necessary to study the supercritical instability in the four-band model of bilayer graphene. The point is that the quadratic energy dispersion in the two-band model is replaced by the linear energy dispersion as in monolayer graphene for momenta larger than $\gamma_1/(4\nu_F)$. Therefore, it is possible, in principle, that the supercritical instability will be affected by the electron dynamics at short distances. The four-band model whose energy dispersion smoothly interpolates between the low-energy quadratic and high-energy linear-in-momentum energy dispersion allows us to investigate whether the conclusions made in the present section survive in the four-band model.

FIG. 3: The critical coupling constant when the lowest energy bound state enters the lower continuum as a function of dimensionless gap $\Delta/\gamma_1$ with (green solid line) and without (blue dashed line) the screening effects taken into account. The corresponding energy levels of the electron bound states are obtained from the numerical solution to Eq. (12).
V. FOUR-BAND MODEL

By making use of the tight-binding model of graphite and the Slonczewski–Weiss–McClure parametrization [36], the four-band model which describes quasiparticles in the Bernal-stacked bilayer graphene was found in Ref. [21]. The Hamiltonian of this model operates in the space of 4-component wave functions $\Psi = (\Psi_A, \Psi_B, \Psi_A^*, \Psi_B^*)$ in the valley $K$ and $\Psi_{K'} = (\Psi_B^*, \Psi_A, \Psi_B, \Psi_A^*)$ in the valley $K'$ and reads

$$H^{(0)} = \eta \begin{pmatrix} \Delta & 0 & 0 & v_F p_- \\ 0 & -\Delta & v_F p_+ & 0 \\ v_F p_- & 0 & -\Delta & \eta \gamma_1 \\ v_F p_+ & 0 & \eta \gamma_1 & \Delta \end{pmatrix},$$

(43)

where $p = p_x \pm ip_y$, $p$ is the momentum measured with respect to the corresponding Dirac point, $\Delta$ is the quasiparticle gap, and $\eta = +1$ ($\eta = -1$) labels the valley $K$ ($K'$). It is straightforward to show that this Hamiltonian defines the following four energy bands:

$$E^2(p) = \frac{\gamma_1^2}{2} + \Delta^2 + v_F^2 p^2 \pm \sqrt{\frac{\gamma_1^4}{4} + v_F^2 p^2 (\gamma_1^2 + 4 \Delta^2)}.$$

(44)

The positive sign describes two high-energy bands whose energy square, obviously, is always larger than $\gamma_1^2$. The negative sign corresponds to the low-energy bands whose energy dispersion smoothly interpolates between that of the two-band model considered in the previous section and the energy relation of monolayer graphene at energies larger than $\gamma_1/2$. The spectrum of quasiparticle excitations in gapped bilayer graphene is shown in the left panel of Fig 5.

It is interesting that if the gap is of order $\gamma_1$, then the energy dispersion relation of the low-energy band resembles the Mexican hat [37] (for $\Delta \ll \gamma_1$, the energy dispersion relation is indistinguishable from the quadratic one). The energy gap between the two low-energy bands in the four-band model equals $2E_g$, where $E_g = \frac{\Delta \gamma_1}{\sqrt{4 \Delta^2 + \gamma_1^2}}$ (obviously, $E_g \approx \Delta$ for $\Delta \ll \gamma_1$).

Since the free Hamiltonian [43] and the Coulomb interaction are rotation invariant, the angle and the absolute value of momentum variables can be separated in the eigenvalue problem for the electrons in the field of a charged impurity in bilayer graphene. It is convenient in this section to express energy in terms of $\gamma_1$, distances in terms of $\lambda_{\gamma_1} = v_F \hbar / \gamma_1$, and momenta in terms of $\lambda_{\gamma_1}^{-1}$. Then the eigenvalue problem for the electrons in the Coulomb field of a charged impurity in bilayer graphene takes the following form in polar coordinates $(k, \theta)$:

$$\begin{pmatrix} \Delta / \gamma_1 & 0 & 0 & ke^{-i\theta} \\ 0 & -\Delta / \gamma_1 & ke^{i\theta} & 0 \\ 0 & ke^{-i\theta} & -\Delta / \gamma_1 & 1 \\ ke^{i\theta} & 0 & 1 & \Delta / \gamma_1 \end{pmatrix} \Psi(k) + \int \frac{d^2q}{(2\pi)^2} V(k - q) \Psi(q) = \epsilon \Psi(k),$$

(45)
where $\epsilon = E/\gamma_1$ and $V(k)$ is the bare Coulomb interaction. We established in the previous section that the supercritical instability is self-consistent in the two-band model and the fall-to-center is not realized. However, it is necessary to check that the supercritical instability is not affected by the electron dynamics at short distances where the electron dispersion relation is linear. In this section, we perform the analysis of the supercritical charge instability in the four-band model. For simplicity, we consider the bare Coulomb interaction. Since we will see that the analysis in the four-band models reproduces very well the results obtained in the two-band model, there is no need to analyze a more complicated case of the screened Coulomb interaction. Choosing the spinor wave function in the form

$$\Psi(k) = \begin{pmatrix} a_j(k)e^{i(j-1)\theta} \\ b_j(k)e^{i(j+1)\theta} \\ c_j(k)e^{i\theta} \\ d_j(k)e^{i\theta} \end{pmatrix},$$  \hspace{1cm} (46)

we obtain the following system of equations for the coefficient functions, which depend only on the modulus of momentum:

\begin{align*}
(\Delta/\gamma_1)a_j(k) + kd_j(k) - \frac{\zeta}{2\pi} \int dq K_{j-1}(k,q)a_j(q) &= \epsilon a_j(k), \\
-(\Delta/\gamma_1)b_j(k) + kc_j(k) - \frac{\zeta}{2\pi} \int dq K_{j+1}(k,q)b_j(q) &= \epsilon b_j(k), \\
kb_j(k) - (\Delta/\gamma_1)c_j(k) + d_j(k) - \frac{\zeta}{2\pi} \int dq K_{j}(k,q)c_j(q) &= \epsilon c_j(k), \\
ka_j(k) + c_j(k) + (\Delta/\gamma_1)d_j(k) - \frac{\zeta}{2\pi} \int dq K_{j}(k,q)d_j(q) &= \epsilon d_j(k),
\end{align*}  \hspace{1cm} (47)

where $\zeta = Za_g/\kappa$ and the dimensionless cutoff $\Lambda_4 = \lambda_1 \pi/a \approx 10$ of the four-band model is twenty times larger than the cutoff $\Lambda$ of the two-band model which equals $1/2$ in terms of $\lambda^{-1}_1$. This cutoff describes the whole Brillouin zone in graphene. Numerically solving the system of equations \eqref{eq:47}, we plot the spectrum of the electron bound states in the field of a charged impurity in the four-band model of bilayer graphene in the right panel of Fig. 5. According to this panel, the electron bound states descend from $E_g$ (plotted as the horizontal dash-dotted gray line) rather than $\Delta$ (plotted as the horizontal dashed brown line). This is in agreement with the results of Ref.[38] where bound states of the electron in the field of a Coulomb impurity were studied near the bottom of the Mexican hat structure in the dispersion relation. The charge of impurity becomes supercritical when the lowest bound state approaches $-E_g$.

We would like to emphasize one more feature connected with the right panel in Fig. 5. When the bound state approaches the lower continuum, according to the inset of this panel, it does not cross its levels. Instead the level
repulsion is realized in agreement with the Wigner–von Neumann theorem and the results in Ref. 8 in the case of a discrete spectrum. This means that the bound state hybridizes with the hole continuum and, as we mentioned in the Introduction, becomes a resonance causing a supercritical instability.

It is instructive to compare the results of calculations performed in the two-band and four-band models. According to the left panel in Fig. 6, the critical charge is rather close for different values of total momentum $j$ in both models. Note that the higher band in the four-band model practically does not influence the values of the critical charges for momenta $j = 1, 2$ while it gives slightly lower critical charges for $j = -1, 0$. This is related to the fact that the wave functions with $j = -1, 0$ in the two-band model are localized at larger momenta than those with $j = 1, 2$, and larger momenta are more influenced by the higher band in four-band model. Thus, we can conclude that for small values of the energy gap the modification of the model does not make any noticeable changes in the critical values. In order to check the localization properties of wave functions in the near-critical regime, we plot in the right panel of the same figure the square of the wave function of the electron bound state with $j = 1$ in momentum space $W(k) = 2\pi k[a_1^2(k) + b_1^2(k)]/N$ in the two- and four-band models. Clearly, the wave functions are localized in the same domain of momentum space in these models. Thus, the results of this section prove that the low-energy two-band model gives fairly accurate results for the Coulomb center problem in the case of small gaps.
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**FIG. 6:** Left panel: The critical coupling constant as a function of total angular momentum $j$ for $\Delta = 3$ meV. Right panel: The square of the wave function of the electron bound state for the near-critical charge $\zeta = 2\kappa = 0.17$ and the gap $\Delta = 3$ meV plotted for the two-band and four-band models as functions of dimensionless momentum, which is expressed in terms of $1/\lambda_1$.

**VI. SUMMARY**

In this paper, we studied the supercritical charge instability for the electrons in the field of a charged impurity in gapped bilayer graphene. We showed that the lowest-energy electron bound state descends from the upper continuum and dives into the lower continuum as the charge of the impurity increases. We found that the critical charge differs from that in monolayer graphene and depends on the gap. The screening effects play a profound role in the study of the supercritical instability in bilayer graphene. If they are neglected, then the critical coupling constant tends to zero as the square root of the gap when the latter vanishes. This result agrees with the conclusion obtained by using the semiclassical approach in Ref. 28 that the ground state of the Coulomb center problem in gapless bilayer graphene is always unstable with respect to the creation of electron-hole pairs. If the Coulomb interaction is screened, then the critical coupling tends to a finite value as the gap goes to zero.

Since the wave function of the electron bound state does not shrink to the charged impurity as the charge of the latter increases, the fall to center does not occur. This means that the supercritical charge instability in bilayer graphene is not connected with the phenomenon of the fall to center. The underlying physical reason for this is that the electron kinetic energy and the Coulomb interaction scale differently in bilayer graphene unlike the case of monolayer graphene where both quantities scale in the same way.

We showed that the wave function is localized in momentum space in the region with momenta ten times smaller than the cutoff of the two-band model. This means that the supercritical instability in bilayer graphene takes place in the low-energy regime, where the band spectrum is quadratic. Our analysis in Sec. III shows also that the gap
plays a very important role in the screening of the Coulomb potential and in the localization properties of the wave function of the lowest-energy bound state.
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Appendix A

In this appendix we collect the expressions for the kernels \( K_j(k, q) \) defined in Eq. (10) in terms of complete elliptic integrals. We first write

\[
K_j(k, q) = \frac{2}{\sqrt{kq}} Q_{|j| - 1/2} \left( \frac{k^2 + q^2}{2kq} \right) = \frac{2}{\sqrt{kq}} Q_{|j| - 1/2} \left( \cosh \eta \right), \quad \eta = \ln \left( \frac{k}{q} \right).
\]

(A1)

For the Legendre function \( Q_\lambda(z) \) we have the recurrence relations (see Eq. (8.832.4) in Ref. [35])

\[
Q_\lambda(z) = \frac{2\lambda - 1}{\lambda} zQ_{\lambda - 1}(z) - \frac{\lambda - 1}{\lambda} Q_{\lambda - 2}(z).
\]

(A2)

Starting from the particular values

\[
Q_{-1/2}(\cosh \eta) = 2e^{-|\eta|/2}K \left( e^{-|\eta|} \right), \quad Q_{1/2}(\cosh \eta) = 2e^{|\eta|/2} \left[ K \left( e^{-|\eta|} \right) - E \left( e^{-|\eta|} \right) \right],
\]

(A3)

where \( K(x) \) and \( E(x) \) are the complete elliptic integrals of the first and second kind, respectively, all other values of \( Q_{|j| - 1/2}(\cosh \eta) \) can be obtained using recursions (A2). Hence all kernels \( K_j(k, q) \) are expressed in terms of the complete elliptic integrals of the first and second kind.

In the numerical calculations we use only the kernels with \( j = 0, 1, 2, \) and \( 3 \). Therefore, we write down the explicit formulas only for these values of the total angular momentum

\[
K_0(k, q) = \frac{4}{k > k_\text{c}} K(x), \quad K_1(k, q) = \frac{4}{k > k_\text{c}} \left[ K(x) - E(x) \right], \quad K_2(k, q) = \frac{9}{k > k_\text{c}} \left[ (2 + x^2)K(x) - 2(1 + x^2)E(x) \right],
\]

(A5)

\[
K_3(k, q) = \frac{9}{k > k_\text{c}} \left[ (8 + 3x^2 + 4x^4)K(x) - (8 + 7x^2 + 8x^4)E(x) \right],
\]

(A6)

(A7)

where \( k_\text{c} = \max\{k, q\}, k_\text{c} = \min\{k, q\} \) and \( x = \frac{k_\text{c}}{k > k_\text{c}} \). By using formulas from Sec. 5.11 of Ref. [35], we calculate the integrals \( \int_0^\Lambda dqK_j(k, q) \) with kernels (A4)-(A7):

\[
\int_0^\Lambda dqK_0(k, q) = 4\Lambda E \left( \frac{1}{x} \right),
\]

(A8)

\[
\int_0^\Lambda dqK_1(k, q) = 2k \left\{ 2G - 1 + \int_{k/A}^1 \frac{E(x)}{x} dx - \left[ K \left( \frac{1}{x} \right) - E \left( \frac{1}{x} \right) \right] \left( 1 - \frac{x^2}{2} \right) \right\},
\]

(A9)

\[
\int_0^\Lambda dqK_2(k, q) = \frac{4k^2}{k > k_\text{c}} \left[ K \left( \frac{1}{x} \right) - E \left( \frac{1}{x} \right) \right] + \frac{4k}{k > k_\text{c}} \left[ 4K \left( \frac{1}{x} \right) - 5E \left( \frac{1}{x} \right) \right] - \frac{8k^2}{x^2} K \left( \frac{1}{x} \right),
\]

(A10)

\[
\int_0^\Lambda dqK_3(k, q) = \frac{8k^4}{(k > k_\text{c})^2} \left[ K \left( \frac{1}{x} \right) - E \left( \frac{1}{x} \right) \right] + \frac{8k^3}{x^2} \left[ 2K \left( \frac{1}{x} \right) - 3E \left( \frac{1}{x} \right) \right] - \frac{16k^2}{x^3} \left[ K \left( \frac{1}{x} \right) - 2E \left( \frac{1}{x} \right) \right],
\]

(A11)
where $G = 0.915965$ is the Catalan constant. Since $K_{-j}(k, q) = K_j(k, q)$, we can use Eqs. [A8]-[A11] to calculate the critical charge for the total angular momentum from $j = -2$ to $j = 2$. 
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