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Abstract

Classical approximation results for stochastic differential equations analyze the $L^p$-distance between the exact solution and its Euler–Maruyama approximations. In this article we measure the error with temporal-spatial Hölder-norms. Our motivation for this are multigrid approximations of the exact solution viewed as a function of the starting point. We establish the classical strong convergence rate 0.5 with respect to temporal-spatial Hölder-norms if the coefficient functions have bounded derivatives of first and second order.
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1 Introduction

Stochastic differential equations are typically not explicitly solvable and need to be approximated numerically. Classical results on strong convergence rates assume the SDE coefficients to be globally Lipschitz continuous; see, e.g., [18, 21]. In the last decade, strong convergence rates were also established in the case of non-globally Lipschitz coefficients. We refer, e.g., to [10, 11, 13, 27, 28] for the case of locally Lipschitz coefficients with polynomial growth where Euler approximations diverge in the strong and weak sense; see [12, 14]. Moreover, we refer, e.g., to [1, 4, 19, 20, 22, 23, 24] for the case of discontinuous drift coefficients. The error is
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measured in all of these approximation results as $L^p$-distance between the exact solution and the approximations for at least one $p \in [1, \infty)$.

In this article we measure the error with temporal-spatial Hölder-norms. Our motivation for considering spatial Hölder-norms is that in a number of applications we need to approximate the solution in several starting points, e.g., in a domain or a submanifold. It is inefficient to approximate the exact solution (as a function of the starting point) by interpolating over a fine subgrid. More efficient is to apply multigrid approximations and to exploit the spatial regularity of the approximation processes. To give a specific example, the (first component of the) solution of a backward stochastic differential equation (BSDE) can be written as $(u(t, X_t))_{t \in [0,1]}$ where $X$ is the forward process and where $u$ solves a backward partial differential equation (PDE). Assuming that the PDE is linear, we can approximate $u$ by Monte Carlo Euler approximations $(U_n)_{n \in \mathbb{N}}$. It is inefficient to approximate $(u(t, X_t))_{t \in [0,1]}$ by an affine-linear interpolation of $(U^n(k2^{-n}, X_{k2^{-n}}))_{k \in \{0,1,\ldots,2^n\}, \ n \in \mathbb{N}}$. More efficient than this are multigrid approximations

$$\sum_{t=0}^{n-1} \mathcal{L}((U^{n-\ell}(k2^{-\ell-1}, X_{k2^{-\ell-1}}))_{k \in \{1,\ldots,2^{\ell+1}\}} - 1_N(\ell)\mathcal{L}((U^{n-\ell}(k2^{-\ell}, X_{k2^{-\ell}}))_{k \in \{0,1,\ldots,2^\ell\}})$$

(1)

where $1_N$ is the indicator function of $\mathbb{N} = \{1,2,\ldots\}$ and for every $N \in \mathbb{N}$, $a_0, a_1, \ldots, a_N \to \mathbb{R}$ we denote by $\mathcal{L}(a) \in C([0,1], \mathbb{R})$ the continuous function which satisfies for all $k \in \{0,1,\ldots, N-1\}$, $t \in [\frac{k}{N}, \frac{k+1}{N}]$ that $(\mathcal{L}(a))(t) = a_k (k+1-Nt) + a_{k+1} (Nt-k)$; see [16, Theorem 2.3] for more details and cf. also [7, 8]. For the analysis of these multigrid approximations, however, we need to understand the temporal-spatial regularity of Monte Carlo Euler approximations. If the PDE is nonlinear and high-dimensional, then we can approximate its solution by multilevel Picard approximations; see, e.g., [5, 17, 15]. Also in this case we need to understand regularity of Euler–Maruyama approximations considered as functions of the starting point.

The following Theorem 1.1 illustrates the main result of this article and proves that Euler–Maruyama approximations converge with strong convergence rate 0.5 also in spatial 1-Hölder norms under suitable assumptions. The central assumption of Theorem 1.1 is that the coefficient functions $\mu$ and $\sigma$ are twice continuously differentiable and that the derivatives of first and second order are bounded. In fact, it suffices to assume a weaker assumption on the coefficient functions, namely there exists $c \in \mathbb{R}$ such that for all $\zeta \in \{\mu, \sigma\}$, $x, y \in \mathbb{R}^d$ it holds that

$$\|\langle \zeta(x) - \zeta(y) \rangle - \langle \zeta(\bar{x}) - \zeta(\bar{y}) \rangle \| \leq c \|x - y\| - \langle \bar{x} - \bar{y} \rangle \|x - \bar{x}\|,$$

(2)

cf. Theorem 3.2 for details. So global Lipschitz continuity of the coefficient functions is sufficient for Euler–Maruyama approximations to converge with strong convergence rate 0.5 whereas condition (2) is sufficient to obtain strong convergence rate 0.5 with respect to spatial Hölder norms. Clearly, (2) implies global Lipschitz continuity of $\mu$ and $\sigma$. We believe, however, that condition (2) is not necessary for (3) to hold. It would be interesting to prove convergence rates in strong spatial Hölder norms in the situations considered in the articles mentioned in the first paragraph, that is, when the coefficients are only locally Lipschitz continuous or when the drift coefficient is only measurable (plus suitable additional assumptions).

**Theorem 1.1.** Let $d \in \mathbb{N}$, $T, p \in (0, \infty)$, let $\|\cdot\|: \mathbb{R}^d \to [0, \infty]$ be a norm, let $\mu \in C^2(\mathbb{R}^d, \mathbb{R}^d)$, $\sigma \in C^2(\mathbb{R}^d, \mathbb{R}^{d \times d})$ have bounded first and second order derivatives, let $(\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0,T]})$ be a filtered probability space which satisfies the usual conditions\(^1\), let $(W_t)_{t \in [0,T]}: [0,T] \times \Omega \to \mathbb{R}^d$ be a standard $(\mathbb{F}_t)_{t \in [0,T]}$-Brownian motion with continuous sample paths, and for every $n \in \mathbb{N}$, $x \in \mathbb{R}^d$ let $Y^{n,x}_k: \Omega \to \mathbb{R}^d$, $k \in \{0,\ldots,n\}$, satisfy for all $k \in \{0,\ldots,n-1\}$ that $Y^{n,x}_0 = x$ and $Y^{n,x}_{k+1} = Y^{n,x}_k + \mu(Y^{n,x}_k) \frac{T}{n} + \sigma(Y^{n,x}_k) (W^{(k+1)n+1}_t - W^{kn}_t)$.

\(^1\)Let $T \in (0,\infty)$ and let $\Omega = (\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0,T]})$ be a filtered probability space. Then we say that $\Omega$ satisfies the usual conditions if and only if it holds for all $t \in [0,T]$ that $\{A \in \mathcal{F} : \mathbb{P}(A) = 0\} \subseteq F_t = \cap_{s \in (t,T]} F_s$. 
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Corollary 3.5 that Monte Carlo Euler approximations converge in spatial Lipschitz norms with rate 0.

Figure 1: Simulation by Python using numpy and matplotlib.pyplot for Example 1.2. The line with dots contains the points \((2^n, \Delta_{2^n})\) for \(n \in \{1, 2, \ldots, 10\}\) in Example 1.2. The straight line is the reference line \((2^n, (2^n)^{-1.5})_{n \in \{1, 2, \ldots, 10\}}\).

i) for every \(x \in \mathbb{R}^d\) there exists a unique adapted stochastic process with continuous sample paths \((X^x_t)_{t \in [0,T]}: [0,T] \times \Omega \to \mathbb{R}^d\) such that for all \(t \in [0,T]\) it holds a.s. that \(X^x_t = x + \int_0^t \mu(X^x_s)\,ds + \int_0^t \sigma(X^x_s)\,dW_s\) and

\[\left(\mathbb{E}[\|X^x_{\Delta_n} - Y^{n,x}_k\|^p]\right)^{1/p} + \left(\mathbb{E}[\|X^x_{\Delta_n} - Y^{n,x}_k\| - \|Y^{n,y}_k\|^p]\right)^{1/p} \leq C \sqrt{n} \quad (3)\]

Theorem 1.1 follows from Corollary 3.4, Hölder’s inequality, and the fact that for all \(d \in \mathbb{N}\) it holds that all norms on \(\mathbb{R}^d\) are equivalent. In order to illustrate Theorem 1.1 by a numerical experiment we consider an example where the SDE solution is explicit, Example 1.2 below.

Example 1.2. Consider the setting of Theorem 1.1, assume for all \(x \in \mathbb{R}\) that \(T = 1, d = 1, p = 2, \mu(x) = -\sin(x) \cos^2(x),\) and \(\sigma(x) = \cos^2(x)\) and for every \(n \in \mathbb{N}\) let \(\Delta_n \in \mathbb{R}\) satisfy that \(\Delta_n = \left(\mathbb{E}[\|(X^1_1 - Y^n) - (X^{n+1}_1 - Y^n)^2\|]\right)^{1/2}\). We approximate each expectation by a Monte-Carlo average over 1000 independent samples. Note that for all \(t \in [0,1], x \in \mathbb{R}\) it holds a.s. that

\[X^x_t = x - \int_0^t \sin(X^x_s) \cos^3(X^x_s)\,ds + \int_0^t \cos^2(X^x_s)\,dW_s \quad (4)\]

and \(X^x_t = \arctan(aW_t + \tan(x))\) (see, e.g., [18, (4.27) in p. 121]). Theorem 1.1 shows that \(\sup_{n \in \mathbb{N}}[\Delta_n n^{-1.5}] < \infty\). Our simulations support this result and show that \((2^n, \Delta_{2^n})_{n \in \{1, 2, \ldots, 10\}}\), decays like \((2^n, (2^n)^{-1.5})_{n \in \{1, 2, \ldots, 10\}}\); see Fig. 1.

The remainder of this article is organized as follows. In Section 2 we generalize Gronwall’s lemma to the case of general temporal discretizations. In Section 3 we prove under suitable assumptions that Euler–Maruyama approximations converge in temporal-spatial Hölder \(L^p\)-norms with rate 0.5 (cf. Theorem 3.2 and Corollary 3.4). As a corollary hereof, we prove in Corollary 3.5 that Monte Carlo Euler approximations converge in spatial Lipschitz \(L^p\)-norms with rate 0.5.
2 Gronwall inequalities

Lemma 2.1. Let $a, c \in [0, \infty)$, $T \in \mathbb{R}$, $t_0 \in (-\infty, T)$, let $x: [t_0, T] \to [0, \infty), \delta: [t_0, T] \to [t_0, T]$ be measurable, and assume for all $t \in [t_0, T]$ that $\delta(t) \leq t$ and $x(t) \leq a + \int_{t_0}^{t} cx(\delta(s)) \, ds < \infty$. Then for all $t \in [t_0, T]$ it holds that $x(t) \leq ae^{c(t-t_0)}$.

Proof of Lemma 2.1. The assumptions on $x$ and $\delta$ imply for all $t \in [t_0, T]$ that $x(\delta(t)) \leq a + \int_{t_0}^{\delta(t)} cx(\delta(s)) \, ds \leq a + \int_{t_0}^{t} cx(\delta(s)) \, ds < \infty$. This and Gronwall’s lemma (see, e.g., [6, Lemma 2.11]) show for all $t \in [t_0, T]$ that $x(\delta(t)) \leq ae^{c(t-t_0)}$. Therefore, the assumptions on $x$ and $\delta$ imply for all $t \in [t_0, T]$ that $x(t) \leq a + \int_{t_0}^{t} cx(\delta(s)) \, ds \leq a(1 + c \int_{t_0}^{t} e^{c(s-t_0)} \, ds) = ae^{c(t-t_0)}$. This completes the proof of Lemma 2.1.

Corollary 2.2. Let $c \in [0, \infty)$, $p \in [1, \infty)$, $T \in \mathbb{R}$, $t_0 \in (-\infty, T)$, let $a, x: [t_0, T] \to [0, \infty)$, $\delta: [t_0, T] \to [t_0, T]$ be measurable, and assume for all $t \in [t_0, T]$ that $\delta(t) \leq t$ and $x(t) \leq a(t) + (\int_{t_0}^{t} cx(\delta(s)) \, ds)^{1/p} < \infty$. Then for all $t \in [t_0, T]$ it holds that

$$x(t) \leq 2^{1-\frac{1}{p}} \left[ \sup_{s \in [t_0, t]} a(s) \right] \exp \left( \frac{2^{p-1} c^{p}(t-t_0)}{p} \right).$$

(5)

Proof of Corollary 2.2. The assumptions and the fact that $\forall A, B \in [0, \infty): (A + B)^{p} \leq 2^{p-1}(A^{p} + B^{p})$ show for all $t \in [t_0, T]$, $\bar{t} \in [t, T]$ that $|x(t)|^{p} \leq 2^{p-1} \sup_{s \in [\bar{t}, \bar{t}]} a^{p}(s) + 2^{p-1} \int_{0}^{\bar{t}} e^{p}|x(\delta(s))|^{p} \, ds < \infty$. This and Lemma 2.1 (applied for every $\bar{t} \in (t_0, T]$ with $a \in 2^{p-1} \sup_{s \in [\bar{t}, \bar{t}]} a^{p}(s)$, $c \in 2^{p-1} e^{p}$, $T \ni \bar{t}$, $x \ni x^{p}|_{[\bar{t}, \bar{t}]}$ in the notation of Lemma 2.1) imply for all $t \in (t_0, T]$, $\bar{t} \in [t, T]$ that $|x(t)|^{p} \leq 2^{p-1} \sup_{s \in [\bar{t}, \bar{t}]} a^{p}(s) \exp(2^{p-1} e^{p}(t-t_0))$. This and the fact that $x(t_0) \leq a(t_0)$ complete the proof of Corollary 2.2.

3 Strong convergence rate of Euler–Maruyama approximations in temporal-spatial Hölder norms

In Section 3 we prove under suitable assumptions that Euler–Maruyama approximations converge in temporal-spatial Hölder $L^{p}$-norms with rate 0.5 (cf. Theorem 3.2 and Corollary 3.4). As a corollary hereof, we prove in Corollary 3.5 that Monte Carlo Euler approximations converge in spatial Lipschitz $L^{p}$-norms with rate 0.5. The central assumption for this is (9). In Lemma 3.3 below we provide the well-known fact that a $C^{2}$-function with bounded first and second order derivatives satisfies this condition (9). First, we provide in Lemma 3.1 well-known upper bounds for polynomials which we use as Lyapunov-type functions.

Lemma 3.1. Let $d \in \mathbb{N}$, let $\|\cdot\|: \mathbb{R}^{d} \to [0, \infty)$ be the standard norm, and let $p \in [3/2, \infty)$, $a, c \in [0, \infty)$, $V: \mathbb{R}^{d} \to \mathbb{R}$ satisfy for all $x \in \mathbb{R}^{d}$ that $V(x) = (a + c^{2}\|x\|^{2})^{p}$. Then it holds for all $x, y, z \in \mathbb{R}^{d}$ that $|((DV)(x))(y)| \leq 2pc(V(x))^{\frac{2p-1}{p}}\|y\|$ and $|((D^{2}V)(x))(y, z)| \leq 2p(2p-1)c^{2}(V(x))^{\frac{2p-1}{p}}\|y\|\|z\|$.

Proof of Lemma 3.1. Throughout the proof let $(\cdot, \cdot): \mathbb{R}^{d} \times \mathbb{R}^{d} \to \mathbb{R}$ be the standard scalar product. The assumptions and the Cauchy-Schwarz inequality show for all $x, y, z \in \mathbb{R}^{d}$ that $c\|x\| \leq (V(x))^{\frac{1}{2p}}$, $|((DV)(x))(y)| = \|p[a + c^{2}\|x\|^{2}]^{\frac{p-1}{2}}2c^{2}(x, y)\| \leq 2pc^{2}(V(x))^{\frac{p-1}{p}}\|x\|\|y\| \leq$2Here and throughout the paper $a \lor b$ should be read as “$a$ replaced by $b$.”
\[2p c(V(x))^{\frac{2n-1}{2p}} \|y\|, \text{ and} \]

\[\|([D^2V(x)](y, z))\| \leq p(p - 1) [a + c^2\|x\|^2]^{p-2} 2c^2(x, y) + 2pc^2 \|y\|^2 \| (y, z) \| \leq 4p(p - 1)c^2(V(x))^{\frac{p-2}{p}} \|x\|^2 \|y\| \|z\| \leq 4p(p - 1)c^2(V(x))^{\frac{p-2}{p}} \|y\| \|z\| \leq (4p^2 - 2p)c^2(V(x))^{\frac{p-1}{p}} \|y\| \|z\|. \tag{6}\]

This completes the proof of Lemma 3.1. □

The following theorem, Theorem 3.2, is the main result of this article and establishes strong convergence rate 0.5 of Euler–Maruyama approximations in temporal-spatial Hölder norms. The estimates in Theorem 3.2 are explicit in all parameters. In particular, this allows to identify situations where the approximation error grows at most polynomially in the dimension and where the Euler–Maruyama approximations do not suffer from the curse of dimensionality. Note that \(b = \infty\) is the case of globally Lipschitz continuous coefficients and in this case the right-hand sides of (16) and (17) are trivial (in \{0, \infty\}). Moreover, observe that (12) and the fact that \(\forall t \in [0, T]: \delta(t) = t\) imply for every \(s \in [0, T]\), \(x \in \mathbb{R}^d\) that \((X_{s,t}^{x})_{t \in [s, T]}\) is the exact solution to the SDE with coefficient functions \(\mu, \sigma\) starting at \((s, x)\). Furthermore, (12) implies that for all \(\delta \in \mathbb{S}\), \(n \in \mathbb{N}\), \(t_0, t_1, ..., t_n \in [0, T]\), \(k \in [0, n - 1] \cap \mathbb{Z}\), \(s \in [0, T]\), \(t \in [s, T]\) with \(0 = t_0 < t_1 < ... < t_n = T\), \(\delta((t_0, t_1)) = \{t_0\}\), \(\delta((t_1, t_2)) = \{t_1\}\), ..., \(\delta((t_{n-1}, t_n)) = \{t_{n-1}\}\), \(t \in (t_k, t_{k+1}]\) it holds that \(\delta(t) = t_k\), \(X_{s,t}^{\delta x} = x\), and

\[X_{s,t}^{\delta x} = X_{s,t}^{\delta x} + \mu(X_{s,t}^{\delta x}) (t - \max\{s, t_k\}) + \sigma(X_{s,t}^{\delta x}) (W_t - W_{\max\{s, t_k\}}), \tag{7}\]

that is, \((X_{s,t}^{\delta x})_{t \in [s, T]}\) is the Euler–Maruyama approximation to the SDE with coefficient functions \(\mu, \sigma\) starting at \((s, x)\) and associated to the partition \((t_0, t_1, ..., t_n)\) of \([0, T]\).

Let us discuss the proof of Theorem 3.2. First, (i)–(iv) are standard results and we include their proofs here for convenience and to have explicit constants. The main parts of Theorem 3.2 are (v)–(vi). While the estimate of a two point term is based on Gronwall’s inequality and (27), the four point term in (v) is estimated by using Gronwall’s inequality and (44). A crucial step for (44) is (31) in which the regularity assumption of \(\mu, \sigma\) in (9) is used to “break” the four point term containing \(\mu, \sigma\) in (44) into a four point term solely containing the SDE solution and its approximation. To prove (vi) we extend the four point estimate in (v) to time regularity estimates. In the proof of (iii) we have done similar things but for two point terms.

**Theorem 3.2** (Strong convergence of Euler–Maruyama approximations in Hölder norms). Let \([\|\cdot\|]: \bigcup_{k, \ell \in \mathbb{N}} \mathbb{R}^{k \times \ell} \to [0, \infty)\) satisfy for all \(k, \ell \in \mathbb{N}\), \(s = (s_{ij})_{i \in [1, k] \cap \mathbb{N}, j \in [1, \ell] \cap \mathbb{N}} \in \mathbb{R}^{k \times \ell}\) that \([s]^2 = \sum_{i=1}^{k} \sum_{j=1}^{\ell} |s_{ij}|^2\), let \(0 \cdot \infty = 0\), let \(d, m \in \mathbb{N}\), \(T, c, \bar{c} \in (0, \infty)\), \(b \in (0, \infty)\), \(p \in [2, \infty)\), \(\mu \in C(\mathbb{R}^d, \mathbb{R}^d)\), \(\sigma \in C(\mathbb{R}^d, \mathbb{R}^{d \times m})\), \(V \in C^2(\mathbb{R}^d, [1, \infty))\) satisfy for all \(x, y, \bar{x}, \bar{y} \in \mathbb{R}^d\) that \([\|\mu(0)\| + \|\sigma(0)\| + c\|x\|] \leq (V(x))^p\)

\[\|([DV(x)](y))\| \leq \bar{c}(V(x))^{\frac{p-1}{p}} \|y\|, \quad \|([D^2V(x)](y, y))\| \leq \bar{c}(V(x))^{\frac{p^2-2}{p^2}} \|y\|^2, \tag{8}\]

and

\[\max_{\zeta \in \{\mu, \sigma\}} \|\zeta(x) - \zeta(y)\| - (\zeta(\bar{x}) - \zeta(\bar{y}))\| \leq c \|x - y\| + \bar{c} \|\bar{x} - \bar{y}\| \|x - \bar{x}\|, \tag{9}\]
let \( \omega: [0, T] \rightarrow [0, T] \) satisfy for all \( t \in [0, T] \) that \( \omega(t) = t \), let \( \mathcal{S} \) satisfy that

\[
\mathcal{S} = \left\{ \delta: [0, T] \rightarrow [0, T]: \exists n \in \mathbb{N}, t_0, t_1, \ldots, t_n \in [0, T]: 0 = t_0 < t_1 < \ldots < t_n = T, \quad \delta([t_0, t_1]) = \{t_0\}, \delta((t_1, t_2)) = \{t_1\}, \ldots, \delta((t_{n-1}, t_n)) = \{t_{n-1}\} \right\},
\]

let \( \tilde{\mathcal{S}} = \mathcal{S} \cup \{\ell\} \), let |\( \cdot |: \tilde{\mathcal{S}} \rightarrow [0, T] \) satisfy for all \( \delta \in \tilde{\mathcal{S}} \) that |\( \delta | = 0 \) and

\[
|\delta| = \max \left\{ |s - t|: s, t \in \delta([0, T]), s < t, (s, t) \cap \delta([0, T]) = \emptyset \right\},
\]

let \( (\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \in [0, T]}) \) be a filtered probability space which satisfies the usual conditions, for every \( s \in [1, \infty) \), \( k, \ell \in \mathbb{N} \) and every random variable \( X: \Omega \rightarrow \mathbb{R}^{k \times \ell} \) let \( \|X\|_s = \mathbb{E}[\|X\|^s] \), let \( W = (W_t)_{t \in [0, T]}: [0, T] \times \Omega \rightarrow \mathbb{R}^m \) be a standard \( (\mathcal{F}_t)_{t \in [0, T]} \)-Brownian motion with continuous sample paths, and for every \( \delta \in \tilde{\mathcal{S}}, s \in [0, T], x \in \mathbb{R}^d \) let \( (X^\delta_{s, t})_{t \in [s, T]}; [s, T] \times \Omega \rightarrow \mathbb{R}^d \) be an adapted stochastic process with continuous sample paths such that for all \( t \in [s, T] \) it holds a.s. that

\[
X^\delta_{s, t} = x + \int_s^t \mu(X^\delta_{s, \max\{s, \delta(r)\}}) \, dr + \int_s^t \sigma(X^\delta_{s, \max\{s, \delta(r)\}}) \, dW_r.
\]

Then

i) it holds for all \( \delta \in \tilde{\mathcal{S}}, s \in [0, T], t \in [s, T], x \in \mathbb{R}^d \) that \( \mathbb{E}[V(X^\delta_{s, t})] \leq e^{1.5c|t-s|}V(x) \),

ii) it holds for all \( \delta \in \tilde{\mathcal{S}}, s \in [0, T], t \in [s, T], x \in \mathbb{R}^d \) that

\[
\left\| X^\delta_{s, t} - X^\delta_{s, t} \right\|_p \leq 2\sqrt{c} \left[ \sqrt{T} + p \right] ^2 e^{c^2[\sqrt{T}+p]^2T} \left( e^{1.5c^2T}V(x) \right)^{1/p} |t-s|^{1/2} |\delta|^{1/2},
\]

iii) it holds for all \( \delta \in \tilde{\mathcal{S}}, s, \tilde{s} \in [0, T], t \in [s, T], \tilde{t} \in [\tilde{s}, T], x, \tilde{x} \in \mathbb{R}^d \) that

\[
\left\| X^\delta_{s, t} - X^\delta_{\tilde{s}, \tilde{t}} \right\|_p \leq 2\sqrt{c} \left[ \sqrt{T} + p \right] ^2 e^{c^2[\sqrt{T}+p]^2T} \left( e^{1.5c^2T}V(x) \right)^{1/p} \left( \frac{|s-s|^{1/2} + |t-\tilde{t}|^{1/2}}{2} \right),
\]

iv) it holds for all \( \delta \in \tilde{\mathcal{S}}, s \in [0, T], t, \tilde{t} \in [s, T], x, \tilde{x} \in \mathbb{R}^d \) that

\[
\left\| (X^\delta_{s, t} - X^\delta_{\tilde{s}, \tilde{t}}) - (X^\delta_{s, t} - X^\delta_{\tilde{s}, \tilde{t}}) \right\|_p \leq 2\sqrt{c} \left[ \sqrt{T} + p \right] ^2 e^{c^2[\sqrt{T}+p]^2T} \left( \frac{|x-\tilde{x}| + |\tilde{x}-\tilde{y}|}{2} \right),
\]

v) it holds for all \( \delta \in \tilde{\mathcal{S}}, s \in [0, T], t \in [s, T], x, \tilde{x}, y, \tilde{y} \in \mathbb{R}^d \) that

\[
1_{[4, \infty)}(p) \left\| (X^\delta_{s, t} - X^\delta_{\tilde{s}, \tilde{t}}) - (X^\delta_{s, t} - X^\delta_{\tilde{s}, \tilde{t}}) \right\|_p \leq 2\sqrt{c} e^{c^2[\sqrt{T}+p]^2T} \left( \frac{|x-y| + |\tilde{x}-\tilde{y}|}{2} \right) + 2\sqrt{2}(e^2 + 2bc + b) \left[ \sqrt{T} + p \right] ^4 e^{c^2[\sqrt{T}+p]^2T} \left( \frac{V(x) + V(\tilde{x})}{2} \right)^{1/p} |t-s|^{1/2} |x-\tilde{x}|^{1/2} + 2\sqrt{2b} \left[ \sqrt{T} + p \right] e^{c^2[\sqrt{T}+p]^2T} \left( \frac{|x-y| + |\tilde{x}-\tilde{y}|}{2} \right) |t-s|^{1/2},
\]

and

vi) it holds for all \( \delta \in \tilde{\mathcal{S}}, s, \tilde{s} \in [0, T], t \in [s, T], \tilde{t} \in [\tilde{s}, T], x, \tilde{x} \in \mathbb{R}^d \) that

\[
1_{[4, \infty)}(p) \left\| (X^\delta_{s, t} - X^\delta_{\tilde{s}, \tilde{t}}) - (X^\delta_{s, t} - X^\delta_{\tilde{s}, \tilde{t}}) \right\|_p \leq 31(b+c)(c+1) \left[ \sqrt{T} + p \right] ^6 e^{5c^2[\sqrt{T}+p]^2T} \frac{V(x) + V(\tilde{x})}{2} \left( \frac{|x-y| + |\tilde{x}-\tilde{y}|}{2} \right) |t-s|^{1/2} + |t-\tilde{t}|^{1/2} + |x-\tilde{x}|^{1/2} |\delta|^{1/2}.
\]
Proof of Theorem 3.2. Throughout this proof let \( \sigma_1, \sigma_2, \ldots, \sigma_m \in C(\mathbb{R}^d, \mathbb{R}^d) \) satisfy \( \sigma = (\sigma_1, \sigma_2, \ldots, \sigma_m) \). First, observe that (9) (applied with \((x, y, \tilde{x}, \tilde{y}) \in (x, y, x, x)\) in the notation of (9)), the fact that \( \forall x \in \mathbb{R}^d: \|\mu(0)\| + \|\sigma(0)\| + c\|x\| \leq (V(x))^\frac{1}{\beta} \), and the triangle inequality prove for all \( x, y \in \mathbb{R}^d \), \( \zeta \in \{\mu, \sigma\} \) that
\[
\|\zeta(x) - \zeta(y)\| \leq c\|x - y\| \quad \text{and} \quad \|\zeta(x)\| \leq \|\zeta(0)\| + c\|x\| \leq (V(x))^\frac{1}{\beta}.
\] (18)

This, (8), and the fact that \( \forall A, B \in [0, \infty), \lambda \in (0, 1): A^{1-\lambda}B^{1-\lambda} \leq \lambda A + (1 - \lambda)B \) imply for all \( x, y \in \mathbb{R}^d \) that
\[
\left|((DV)(y))(\mu(x))\right| + \frac{1}{2} \sum_{k=1}^{m} \left|((DV)(y))(\sigma_k(x), \sigma_k(x))\right| \leq \frac{c}{2} \|V(y)\|^\frac{1}{\beta}\|\mu(x)\| + \frac{1}{2} \frac{c}{2} \|V(y)\|^\frac{1}{\beta}\|\sigma(x)\|^2
\]
\[
\leq \frac{c}{2} \left(\frac{1}{p}\right) \|V(y)\| + \frac{1}{p} \|V(x)\| \leq \frac{1}{p} \|V(y)\| + \frac{1}{p} \|V(x)\|
\]
\[
= \left[\frac{1}{p} \right] \left(\frac{1}{1 - \frac{1}{p}}\right) \|V(y)\| + \frac{1}{p} \|V(x)\| = \left[\frac{1}{p} \right] \left(\frac{1}{1 - \frac{1}{p}} - \frac{1}{\beta}\right) \|V(y)\| + \frac{1}{p} \|V(x)\|
\]
\[
= \left(\frac{1}{1 - \frac{1}{p}} - \frac{1}{\beta}\right) \|V(y)\| + \frac{1}{p} \|V(x)\|.
\] (19)

This and [2, Lemma 2.2] (applied for all \( s \in [0, T], t \in (s, T], x \in \mathbb{R}^d \) with \( T \subset t - s, O \subset \mathbb{R}^d \), \( V \subset (0, t - s) \times \mathbb{R}^d \ni (t, x) \rightarrow V(x) \in [0, \infty) \), \( x \subset [0, t - s) \ni t \rightarrow 1.5c \in [0, \infty) \), \( \tau \subset t - s, X \subset (X_{s, t}^x, t_0 \in [0, t - s]) \) in the notation of [2, Lemma 2.2]) show for all \( x \in \mathbb{R}^d \), \( s \in [0, T], t \in [s, T] \) that
\[
E[V(X_{s, t}^x)] \leq e^{1.5c(t-s)}V(x).
\] (20)

Next, (19), [9, Theorem 2.4] (applied for all \( x \in \mathbb{R}^d, s \in [0, T] \) with \( H \subset \mathbb{R}^d, U \subset \mathbb{R}^m \), \( O \subset \mathbb{R}^d \), \( \tau \subset (\Omega \ni \omega \rightarrow s \in [0, T]) \), \( X \subset x + \mu(x) t + \sigma(x)W_t \in [0, T] \), \( a \subset (0, T] \ni \alpha \rightarrow \tilde{V}(x) \subset \mathbb{R}^{\infty \times m} \), \( p \subset (0, T] \ni \beta \rightarrow (0, T) \ni (t, \omega) \rightarrow \tilde{V}(y) \subset [0, \infty) \), \( a \subset (0, T] \ni \alpha \rightarrow \tilde{V}(x) \subset \mathbb{R}^{\infty \times m} \), \( a \subset (0, T] \ni \beta \rightarrow (0, T) \ni (t, \omega) \rightarrow \tilde{V}(y) \subset [0, \infty) \), \( q_1 \ni \tau \subset q_2 \in \infty \) in the notation of [9, Theorem 2.4]), and the fact that \( \forall a \in [0, \infty]: 1 + a \leq e^a \) imply for all \( x \in \mathbb{R}^d, s \in [0, T] \) that
\[
E[V(x + \mu(x)s + \sigma(x)W_s)] \leq e^{(1.5c-2\frac{c}{p})s}\left(1 + \frac{2\alpha}{p}\right) V(x)
\]
\[
\leq e^{(1.5c-2\frac{c}{p})s}\left(1 + \frac{2\alpha}{p}\right) V(x) = e^{1.5cV(x)}.
\] (21)

This, the tower property, the disintegration theorem (see, e.g., [17, Lemma 2.2]), the Markov property of \( W \), and the fact that \( \forall a \in [0, T], t \in [s, T], B \in \mathcal{B}(\mathbb{R}^d): \mathbb{P}((W_t - W_s) \in B) = \mathbb{P}(W_{t-s} \in B) \) imply for all \( \delta \in \mathbb{R}, x \in \mathbb{R}^d, s \in [0, T], t \in [s, T] \) that
\[
E[V(X_{s, t}^d, x)] = E[E[V(X_{s, t}^d, x) \mid \mathcal{F}_{max(s, \delta(t))}]]
\]
\[
= E[E[V(z + \mu(z)(t - \max\{s, \delta(t)\}) + \sigma(z)(W_t - W_{\max\{s, \delta(t)\}})]_{z=X_{s, t}^{d, x}} \mid \mathcal{F}_{max(s, \delta(t))}]}
\]
\[
= E[E[V(z + \mu(z)(t - \max\{s, \delta(t)\}) + \sigma(z)(W_t - W_{\max\{s, \delta(t)\}})]_{z=X_{s, t}^{d, x}} \mid \mathcal{F}_{max(s, \delta(t))}]}
\]
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\[
\frac{\|V(X_{s,t})\|_q}{1} \leq e^{1.5c(t-s)}V(X_{s,t}) \leq e^{1.5c(t-s)}V(x).
\]

This, (12), and (18) imply for all \(q \in [2,p], s \in [0,T], t \in [s,T], x, \tilde{x} \in \mathbb{R}^d\) that
\[
\frac{\|X_{s,t} - X_{s,t}\|_q}{1} \leq e^{1.5c(t-s)}V(x).
\]

This, (12), and the triangle inequality show for all \(q \in [2,p], \alpha \in \mathbb{S}, x, \tilde{x} \in \mathbb{R}^d\) that
\[
\frac{\|V(X_{s,t})\|_q}{1} \leq e^{1.5c(t-s)}V(x).
\]

This shows (i).

Next, Hölder’s inequality, the Burkholder-Davis-Gundy inequality (see, e.g., [3, Lemma 7.7]), and the fact that \(\forall t, \tilde{t} \in [0,T]: t - \tilde{t}^{1/2} \leq \sqrt{T}\) show for all \(q \in [2,p], s \in [0,T], t \in [s,T], \alpha \in \mathbb{S}, x, \tilde{x} \in \mathbb{R}^d\) that
\[
\|a_r, dW_r\|_q \leq \left[\int_{\alpha}^{\tilde{\alpha}} \max\{\|a_r\|_q, \|b_r\|_q\} dr\right]^{1/2} \leq \left[\sqrt{T} + q\right]^{1/2} \sup_{\alpha \in [s,T]} \|\alpha\|_q \|\tilde{\alpha}\|_q.
\]

This, (12), the triangle inequality, (18), and (23) show for all \(q \in [2,p], s \in [0,T], t \in [s,T], \tilde{t} \in [t,T], \alpha \in \mathbb{S}, x, \tilde{x} \in \mathbb{R}^d\) that
\[
\frac{\|X_{s,t} - X_{s,t}\|_q}{1} \leq e^{1.5c(t-s)}V(x).
\]
\[ s \quad \tilde{s} \quad \hat{s} \]

(a) There is no grid point on \((s, \tilde{s})\).

\[ s \quad \tilde{s} \quad \hat{s} \quad t \]

(b) \( \hat{s} \) is the smallest grid point on \((\tilde{s}, t)\).

\[ s \quad \tilde{s} \quad \hat{s} \quad t \]

(c) \( \tilde{s} \) is a grid point.

\[ s \quad \tilde{s} \quad \hat{s} \quad t \]

(d) \( \hat{s} \) is the largest grid point on \([s, \tilde{s}]\).

Figure 2: An illustration for the case distinction. A grid point is drawn by \( \times \).

This, Corollary 2.2, and integrability in (i) imply for all \( \delta \in \tilde{S} \), \( q \in [2, p] \), \( s \in [0, T] \), \( t \in [s, T] \), \( x, \tilde{x} \in \mathbb{R}^d \) that

\[
\left\| X_{s,t}^{\delta,x} - X_{s,t}^{\delta,\tilde{x}} \right\|_q \leq \sqrt{2}\|x - \tilde{x}\|e^{2\sqrt{T+q}}T. \tag{28}
\]

Next, (12) proves for all \( \delta \in \tilde{S}, s \in [0, T], t \in [s, T], x \in \mathbb{R}^d \) that

\[
X_{s,t}^{\delta,x} - X_{s,t}^{\hat{x},x} = \int_s^t \mu \left( X_{s,r}^{\delta,x},\sigma(X_{s,r}^{\delta,x}) \right) dr + \int_s^t \sigma \left( X_{s,r}^{\delta,x} \right) dW_r - \int_s^t \mu \left( X_{s,r}^{\hat{x},x},\sigma(X_{s,r}^{\hat{x},x}) \right) dr + \int_s^t \sigma \left( X_{s,r}^{\hat{x},x} \right) dW_r \tag{29}
\]

This, the triangle inequality, (26), (25), and the fact that \( \forall t \in [0, T], \delta \in S : 0 \leq t - \delta(t) \leq |\delta| \) prove for all \( \delta \in \tilde{S}, q \in [2, p], s \in [0, T], t \in [s, T], x \in \mathbb{R}^d \) that

\[
\left\| X_{s,t}^{\delta,x} - X_{s,t}^{\hat{x},x} \right\|_q \leq c \left[ \sqrt{T} + q \right] \left( \int_s^t \left\| X_{s,r}^{\delta,x} - X_{s,r}^{\hat{x},x} \right\|_q^2 dr \right)^{1/2} + |t - s|^{1/2} \sup_{r \in [s,t]} \left\| X_{s,r}^{\delta,x} - X_{s,r}^{\hat{x},x} \right\|_q \tag{30}
\]

This, Corollary 2.2, integrability in (i), and the fact that \( \forall t, s \in [0, T] : |t - s|^{1/2} \leq \sqrt{T} + p \) show for all \( q \in [2, p], \delta \in \tilde{S}, s \in [0, T], t \in [s, T], x \in \mathbb{R}^d \) that

\[
\left\| X_{s,t}^{\delta,x} - X_{s,t}^{\hat{x},x} \right\|_q \leq \sqrt{2}e^{2\sqrt{T+q}T}c \left[ \sqrt{T} + q \right]^2 (e^{1.5e^{2\sqrt{T+q}T}}(x))^{1/\gamma}|t - s|^{1/2}|\delta|^{1/2} \tag{31}
\]

This proves (ii).

Next, the Markov property of the exact solution in (12), the fact that the Euler approximations (12) restricted to their grid points satisfy the Markov property, the disintegration theorem (see, e.g., [17, Lemma 2.2]), (28), and (25) show for all \( q \in [2, p], \delta \in \tilde{S}, x \in \mathbb{R}^d, s \in [0, T], \tilde{s} \in \delta([0,T]) \cap [s, T], t \in [s, \tilde{s}] \) (cf. Fig. 2c) that

\[
\left\| X_{s,t}^{\delta,x} - X_{s,t}^{\tilde{s},x} \right\|_q = \left\| X_{s,t}^{\delta,\tilde{s}} - X_{s,t}^{\tilde{s},x} \right\|_q = \left\| X_{s,t}^{\delta,\tilde{s}} - x \right\|_q \leq \sqrt{2}e^{2\sqrt{T+q}T} \left[ \sqrt{T} + q \right] (e^{1.5e^{2\sqrt{T+q}T}}(x))^{1/\gamma}|\tilde{s} - s|^{1/2}. \tag{32}
\]
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Next, (12), the triangle inequality, and (25) show that for all $q \in [2, p]$, $\delta \in \mathbb{S}$, $s \in [0, T]$, $\bar{s} \in [s, T]$, $\bar{t} \in [\bar{s}, \bar{T}]$ with $(\bar{s}, \bar{t}) \cap \delta([0, T]) = \emptyset$ (cf. Fig. 2a) it holds that

$$X_{\bar{s}, \bar{t}}^\delta = \mu(x)(\bar{s} - s) + \sigma(x)(W_s - W_{\bar{s}}), \quad X_{\bar{s}, \bar{t}}^\delta = \mu(x)(\bar{s} - \bar{s}) + \sigma(x)(W_{\bar{s}} - W_{\bar{t}}),$$

(33)

and

$$\left\|X_{\bar{s}, \bar{t}}^\delta - X_{\bar{s}, \bar{t}}^\delta\right\|_q = \left\|\mu(x)(s - \bar{s}) + \sigma(x)(W_s - W_{\bar{s}})\right\|_q \leq \left[\sqrt{T} + q\right] (e^{1.5cT}V(x))^{1/p} |s - \bar{s}|^{1/2}.$$  

(34)

Furthermore, note that (cf. Figs. 2a and 2b) for all $\delta \in \mathbb{S}$, $s \in [0, T]$, $\bar{s} \in [s, T]$, $t \in [\bar{s}, T]$ with $(\bar{s}, \bar{t}) \cap \delta([0, T]) = \emptyset$ there exists $\bar{t} \in [\bar{s}, T] \cap \left(\delta([0, T]) \cup \{\bar{t}\}\right)$ with $(\bar{s}, \bar{t}) \cap \delta([0, T]) = \emptyset$. This, the fact that the Euler approximations (12) restricted to their grid points satisfy the Markov property, the disintegration theorem (see, e.g., [17, Lemma 2.2]), (28), and (34) prove that for all $q \in [2, p]$, $\delta \in \mathbb{S}$, $s \in [0, T]$, $\bar{s} \in [s, T]$, $t \in [\bar{s}, T]$, $\bar{t} = \min((\bar{s}, T) \cap (\delta([0, T]) \cup \{t\}))$ (cf. Figs. 2a and 2b) it holds that

$$\left\|X_{s, t}^\delta - X_{\bar{s}, \bar{t}}^\delta\right\|_q = \left\|X_{s, t}^\delta - X_{\bar{s}, \bar{t}}^\delta\right\|_q \leq \left[\sqrt{T} + q\right] (e^{1.5cT}V(x))^{1/p} |s - \bar{s}|^{1/2}.$$  

(35)

This, the triangle inequality, and (32) prove that for all $q \in [2, p]$, $\delta \in \mathbb{S}$, $s \in [0, T]$, $\bar{s} \in [s, T]$, $t \in [\bar{s}, T]$, $\bar{t} \in [\bar{s}, T]$ there exists $\bar{s} \in [s, T] \cap (\delta([0, T]) \cup \{s\})$ with $(\bar{s}, \bar{t}) \cap \delta([0, T]) = \emptyset$ (cf. Fig. 2d) it holds that

$$\left\|X_{s, t}^\delta - X_{\bar{s}, \bar{t}}^\delta\right\|_q \leq \left\|X_{s, t}^\delta - X_{\bar{s}, \bar{t}}^\delta\right\|_q + \left\|X_{\bar{s}, \bar{t}}^\delta - X_{\bar{s}, \bar{t}}^\delta\right\|_q \leq 2\sqrt{2}e^{2[\sqrt{T} + q]^2} \left[\sqrt{T} + q\right] (e^{1.5cT}V(x))^{1/p} |s - \bar{s}|^{1/2}.$$  

(36)

Next, note that (cf. Fig. 2d) for all $\delta \in \mathbb{S}$, $s \in [0, T]$, $\bar{s} \in [s, T]$, $t \in [\bar{s}, T]$ there exists $\bar{t} \in [\bar{s}, T] \cap (\delta([0, T]) \cup \{t\})$ with $(\bar{s}, \bar{t}) \cap \delta([0, T]) = \emptyset$. This, (36), symmetry, and the strong convergence in (ii) as $|\delta| \to 0$ imply that for all $q \in [2, p]$, $\delta \in \mathbb{S}$, $s, \bar{s} \in [0, T], t \in [\max\{s, \bar{s}\}, T]$ it holds that

$$\left\|X_{s, t}^\delta - X_{\bar{s}, \bar{t}}^\delta\right\|_q \leq 2\sqrt{2}e^{2[\sqrt{T} + q]^2} \left[\sqrt{T} + q\right] (e^{1.5cT}V(x))^{1/p} |s - \bar{s}|^{1/2}.$$  

(37)

Next, the fact that $\forall s, \bar{s}, t, \tilde{t} \in [0, T]: \max\{\bar{s}, \tilde{t}\} \leq \max\{s, \bar{s}, t, \tilde{t}\} \leq \max\{\bar{s}, \tilde{t}\} + |s - \bar{s}| + |t - \tilde{t}|$ and the fact that $\forall A, B \in [0, \infty]: \sqrt{A} + B \leq \sqrt{A} + \sqrt{B}$ show for all $s, \bar{s}, t, \tilde{t} \in [0, T]$ that

$$\left|\max\{s, \bar{s}, t, \tilde{t}\} - \max\{\bar{s}, \tilde{t}\}\right|^{1/2} \leq |s - \bar{s}|^{1/2} + |t - \tilde{t}|^{1/2}.$$  

(38)

This, the triangle inequality, (25), (37), (28), the fact that $V \geq 1$, and the fact that $2\sqrt{2} + 2 \leq 5$ show that for all $\delta \in \mathbb{S}$, $s, \bar{s}, t, \tilde{t} \in [0, T], q \in [2, p], x, \tilde{x} \in \mathbb{R}^d$ with $V(x) \leq V(\tilde{x})$ it holds that

$$\left\|X_{s, \max\{s, \tilde{t}\}}^\delta - X_{\bar{s}, \max\{\bar{s}, \tilde{t}\}}^\delta\right\|_q \leq \left\|X_{s, \max\{s, s\}}^\delta - X_{\bar{s}, \max\{\bar{s}, \bar{t}\}}^\delta\right\|_q + \left\|X_{\bar{s}, \max\{\bar{s}, \bar{t}\}}^\delta - X_{\bar{s}, \max\{\bar{s}, \tilde{t}\}}^\delta\right\|_q + \left\|X_{\bar{s}, \max\{\bar{s}, \tilde{t}\}}^\delta - X_{\bar{s}, \max\{\bar{s}, \tilde{t}\}}^\delta\right\|_q \leq \left[\sqrt{T} + q\right] (e^{1.5cT}V(x))^{1/p} |s - \bar{s}|^{1/2}$$

$$+ 2\sqrt{2}e^{2[\sqrt{T} + q]^2} \left[\sqrt{T} + q\right] (e^{1.5cT}V(x))^{1/p} |s - \bar{s}|^{1/2}.$$
This and symmetry establish (iii).

Next, (12), the triangle inequality, (26), and (28) prove for all \( q \in [2,p] \), \( \delta \in \tilde{\mathcal{S}} \), \( s \in [0,T] \), \( t \in [s,T] \), \( \tilde{t} \in [t,T] \), \( x, \tilde{x} \in \mathbb{R}^d \) that

\[
\left\| (X_{s,t}^x - X_{t}^{\delta,x}) - (X_{s,t}^{\delta,x} - X_{s,t}^{\delta,\tilde{x}}) \right\|_q \\
= \left\| \int_t^{\tilde{t}} \mu(X_{s,t}^{\delta,x}) - \mu(X_{s,t}^{\delta,\tilde{x}}) \, dr + \int_t^{\tilde{t}} \sigma(X_{s,t}^{\delta,x}) - \sigma(X_{s,t}^{\delta,\tilde{x}}) \, dW_t \right\|_q \\
\leq c \left[ \sqrt{T} + q \right] |t - \tilde{t}|^{1/2} \sup_{r \in [0,T]} \left\| (X_{s,t}^{\delta,x} - X_{s,t}^{\delta,\tilde{x}}) \right\|_q \\
\leq c \left[ \sqrt{T} + q \right] \sqrt{2e^{c^2[\sqrt{T+q}]^2T}} \|x - \tilde{x}\| |t - \tilde{t}|^{1/2}. \tag{40}
\]

This and symmetry prove (iv).

For the rest of this proof we assume that \( p \geq 4 \). The triangle inequality, (25), (31), and (28) show for all \( \delta \in \tilde{\mathcal{S}} \), \( s \in [0,T] \), \( t \in [s,T] \), \( x, y \in \mathbb{R}^d \) that

\[
\left\| X_{s,t}^{\delta,x} - X_{s,t}^{\delta,y} \right\|_p \\
\leq \left\| X_{s,t}^{\delta,x} - X_{s,t}^{\delta,y} \right\|_p + \left\| X_{s,t}^{\delta,y} - X_{s,t}^{\delta,x} \right\|_p \\
\leq \left[ \sqrt{T} + p \right] \left( e^{1.5eT(V(x))^{1/p}} \right) |\delta|^{1/2} + \sqrt{2} \left[ \sqrt{T} + p \right] \left( e^{1.5eT(V(x))^{1/p}} \right) |\delta|^{1/2} \\
+ \sqrt{2e^{c^2[\sqrt{T+q}]^2T}} \|x - y\| \\
\leq \left[ \sqrt{2c + 1} \right] \left[ \sqrt{T} + p \right] \left( e^{1.5eT(V(x))^{1/p}} \right) |\delta|^{1/2} + \sqrt{2e^{c^2[\sqrt{T+q}]^2T}} \|x - y\|. \tag{41}
\]

This, (9), the triangle inequality, Hölder’s inequality, the fact that \( p \geq 4 \), (40), the fact that \( \forall \tau \in [0,T] \), \( \delta \in \tilde{\mathcal{S}} \), \( 0 \leq \tau - \delta(t) \leq |\delta| \), (28), and the fact that \( V \geq 1 \) show that for all \( \zeta \in \{ \mu, \sigma \} \), \( \delta \in \tilde{\mathcal{S}} \), \( s \in [0,T] \), \( t \in [s,T] \), \( x, y \in \mathbb{R}^d \) with \( \tilde{t} = \max \{ s, \delta(t) \} \) it holds that

\[
\left\| (\zeta(X_{s,t}^{\delta,x}) - \zeta(X_{s,t}^{\delta,y})) - (\zeta(X_{s,t}^{\delta,x}) - \zeta(X_{s,t}^{\delta,\tilde{x}})) \right\|_q \\
\leq c \left\| (X_{s,t}^{\delta,x} - X_{s,t}^{\delta,y}) - (X_{s,t}^{\delta,x} - X_{s,t}^{\delta,\tilde{x}}) \right\|_q \\
\leq c \left[ \sqrt{T} + p \right] \left( e^{1.5eT(V(x))^{1/p}} \right) |\delta|^{1/2} + \sqrt{2e^{c^2[\sqrt{T+q}]^2T}} \|x - \tilde{x}\| |\delta|^{1/2} \\
+ \sqrt{2c + 1} \left[ \sqrt{T} + p \right] \left( e^{1.5eT(V(x))^{1/p}} \right) |\delta|^{1/2} + \sqrt{2e^{c^2[\sqrt{T+q}]^2T}} \|x - y\|. \tag{41}
\]
\[
\begin{aligned}
&\leq c \left\| (X_{s,t}^{i,x} - X_{s,t}^{\delta,y}) - (X_{s,t}^{i,\bar{x}} - X_{s,t}^{\delta,\bar{y}}) \right\|_2 \\
&+ 2(c^2 + bc + b) \left[ \sqrt{T + p} \right] 3 e^{2e^2T} e^{1.5e(T/p)} (V(x))^{1/p} + (V(\bar{x}))^{1/p} \left| \delta \right|^{1/2} \left\| x - \bar{x} \right\| \\
&+ 2be^{2e^2T} e^{1.5e(T/p)} (\left\| x - y \right\| + \left\| \bar{x} - \bar{y} \right\|) \left\| x - \bar{x} \right\|.
\end{aligned}
\]

Next, (12) proves for all \( \delta \in \tilde{S}, s \in [0, T], t \in [s, T], x, \bar{x}, y, \bar{y} \in \mathbb{R}^d \) that

\[
\begin{aligned}
&\leq \left\| (x - y) - (\bar{x} - \bar{y}) \right\| \\
&+ \left\| (X_{s,t}^{i,x} - X_{s,t}^{\delta,y}) - (X_{s,t}^{i,\bar{x}} - X_{s,t}^{\delta,\bar{y}}) \right\|_2 \\
&+ 2(c^2 + bc + b) \left[ \sqrt{T + p} \right] 3 e^{2e^2T} e^{1.5e(T/p)} (V(x))^{1/p} + (V(\bar{x}))^{1/p} \left| \delta \right|^{1/2} \left\| x - \bar{x} \right\| \\
&+ 2be^{2e^2T} e^{1.5e(T/p)} (\left\| x - y \right\| + \left\| \bar{x} - \bar{y} \right\|) \left\| x - \bar{x} \right\|. 
\end{aligned}
\]

This, the triangle inequality, (24), and (42) prove for all \( \delta \in \tilde{S}, s \in [0, T], t \in [s, T], x, \bar{x}, y, \bar{y} \in \mathbb{R}^d \) that

\[
\begin{aligned}
&\leq \left\| (x - y) - (\bar{x} - \bar{y}) \right\| \\
&+ \left\| (X_{s,t}^{i,x} - X_{s,t}^{\delta,y}) - (X_{s,t}^{i,\bar{x}} - X_{s,t}^{\delta,\bar{y}}) \right\|_2 \\
&+ 2(c^2 + bc + b) \left[ \sqrt{T + p} \right] 3 e^{2e^2T} e^{1.5e(T/p)} (V(x))^{1/p} + (V(\bar{x}))^{1/p} \left| \delta \right|^{1/2} \left\| x - \bar{x} \right\| \\
&+ 2be^{2e^2T} e^{1.5e(T/p)} (\left\| x - y \right\| + \left\| \bar{x} - \bar{y} \right\|) \left\| x - \bar{x} \right\|. 
\end{aligned}
\]

This, Corollary 2.2, and integrability in (i) show for all \( \delta \in \tilde{S}, s \in [0, T], t \in [s, T], x, \bar{x}, y, \bar{y} \in \mathbb{R}^d \) that

\[
\begin{aligned}
&\leq \sqrt{2} e^{2e^2T} e^{1.5e(T/p)} (V(x))^{1/p} + (V(\bar{x}))^{1/p} \left| \delta \right|^{1/2} \left\| x - \bar{x} \right\| \\
&+ 2\sqrt{2}(c^2 + bc + b) \left[ \sqrt{T + p} \right] 4 e^{2e^2T} e^{1.5e(T/p)} (V(x))^{1/p} + (V(\bar{x}))^{1/p} \left| \delta \right|^{1/2} \left\| x - \bar{x} \right\| t - s \left| t - s \right|^{1/2} 
\end{aligned}
\]
\begin{align*}
+ 2\sqrt{2b} \left( \sqrt{T} + p \right) e^{3c^2[\sqrt{T}+p]^2T} \frac{\| x - y \| + \| \tilde{x} - \tilde{y} \|}{2} \| x - \tilde{x} \| \| t - s \|^{1/2}.
\end{align*}

This establishes (v).

Next, (12) shows that for all \( \delta \in \mathfrak{S}, x \in \mathbb{R}^d, s \in [0, T], \tilde{s} \in [s, T], \bar{s} \in [\bar{s}, T] \) with \( (s, \tilde{s}) \cap \delta([0, T]) = \emptyset \) (cf. Fig. 2a) it holds that
\begin{align*}
X_{s, \tilde{s}} - X_{\bar{s}, \bar{s}} &= [\mu(x)(\bar{s} - s) + \sigma(x)(W_{\bar{s}} - W_s)] - [\mu(x)(\tilde{s} - s) + \sigma(x)(W_{\tilde{s}} - W_s)] \\
&= \mu(x)(\bar{s} - s) - \sigma(x)(W_{\bar{s}} - W_s)
\end{align*}
and
\begin{align*}
(X_{s, \tilde{s}} - X_{\bar{s}, \bar{s}}) - (X_{s, x} - X_{\bar{s}, \bar{s}}) &= (X_{s, \tilde{s}} - X_{s, x}) - (X_{\bar{s}, \bar{s}} - X_{\bar{s}, \bar{s}}) \\
&= \left[ \int_{s}^{\tilde{s}} \mu(X_{s, r}^{x, \bar{s}}) dr + \int_{s}^{\tilde{s}} \sigma(X_{s, r}^{x, \bar{s}}) dW_r \right] - \left[ \int_{s}^{\tilde{s}} \mu(X_{s, r}^{x, \bar{s}}) dr + \int_{s}^{\tilde{s}} \sigma(X_{s, r}^{x, \bar{s}}) dW_r \right] \\
&= \int_{s}^{\tilde{s}} \mu(X_{s, r}^{x, \bar{s}}) - \mu(x) dr + \int_{s}^{\tilde{s}} \sigma(X_{s, r}^{x, \bar{s}}) - \sigma(x) dW_r \\
&\quad + \int_{s}^{\tilde{s}} \mu(X_{s, r}^{x, \bar{s}}) - \mu(x) dr + \int_{s}^{\tilde{s}} \sigma(X_{s, r}^{x, \bar{s}}) - \sigma(x) dW_r
\end{align*}
This and the triangle inequality, (26), (25), and (37) show that for all \( q \in [2, p/2], \delta \in \mathfrak{S}, x \in \mathbb{R}^d, s \in [0, T], \tilde{s} \in [s, T], \bar{s} \in [\bar{s}, T] \) with \( (s, \tilde{s}) \cap \delta([0, T]) = \emptyset \) (cf. Fig. 2a) it holds that \( \max\{|\bar{s} - s|, |\tilde{s} - \bar{s}|\} \leq |\delta| \) and
\begin{align*}
\left\| (X_{s, \tilde{s}} - X_{\bar{s}, \bar{s}}) - (X_{s, x} - X_{\bar{s}, \bar{s}}) \right\|_q \\
&\leq c \left[ \sqrt{T} + q \right] |\delta|^{1/2} \sup_{r \in [s, \tilde{s}]} \left\| X_{s, r}^{x, \bar{s}} - x \right\| + \sup_{r \in [s, \bar{s}]} \left\| X_{s, r}^{x, \bar{s}} - X_{s, r}^{x, \bar{s}} \right\|_q \\
&\leq c \left[ \sqrt{T} + q \right] |\delta|^{1/2} \left[ \sqrt{T} + q \right] (e^{1.5cT V(x)})^{1/r} |s - \tilde{s}|^{1/2} \\
&\quad + 2\sqrt{2} c^{2} e^{2[\sqrt{T}+q]^{2}} \frac{\sqrt{T} + q}{\sqrt{T} + q} (e^{1.5cT V(x)})^{1/r} |s - \tilde{s}|^{1/2}
\end{align*}
This and the fact that \( 1 + 2\sqrt{2} \leq 4 \) show that for all \( q \in [2, p/2], \delta \in \mathfrak{S}, x \in \mathbb{R}^d, s \in [0, T], \tilde{s} \in [s, T], \bar{s} \in [\bar{s}, T] \) with \( (s, \tilde{s}) \cap \delta([0, T]) = \emptyset \) (cf. Fig. 2a) it holds that
\begin{align*}
\left\| (X_{s, \tilde{s}} - X_{\bar{s}, \bar{s}}) - (X_{s, x} - X_{\bar{s}, \bar{s}}) \right\|_q \\
&\leq 4c \left[ \sqrt{T} + q \right] e^{2[\sqrt{T}+q]^{2}} T (e^{1.5cT V(x)})^{1/r} |s - \tilde{s}|^{1/2} |\delta|^{1/2}
\end{align*}
This, the fact that the Euler approximations in (12) restricted to their grid points satisfy the Markov property, the disintegration theorem (see, e.g., [17, Lemma 2.2]), (45), the fact that \( \forall t, s \in [0, T]: |t - s|^{1/2} \leq \sqrt{T} \), the triangle inequality, Hölder’s inequality, the fact that \( p \geq 4, (23), (37), (31) \), the fact that \( V \geq 1 \), and the fact that \( \sqrt{2} \cdot 4c + 2\sqrt{2}(c^2 + bc + b)2\sqrt{2} + \sqrt{2}b \cdot 2\sqrt{2}c \cdot 2\sqrt{2} \leq 6c + 8(c^2 + bc + b) + 12bc \leq 20(c^2 + bc + b + c) = 20(b + c)(c + 1) \) show that for all \( \delta \in \mathfrak{S}, x \in \mathbb{R}^d, s \in [0, T], \tilde{s} \in [s, T], t \in [\tilde{s}, T], \bar{s} \in [\bar{s}, t] \cap (\delta([0, T]) \cup \{t\}) \) with \( (s, \tilde{s}) \cap \delta([0, T]) = \emptyset \) (cf. Figs. 2a and 2b) it holds that
\begin{align*}
\left\| (X_{s, \tilde{s}} - X_{\bar{s}, \bar{s}}) - (X_{s, t} - X_{\bar{s}, \bar{s}}) \right\|_q
\end{align*}
\begin{align*}
&= \left\| \left( X_{s,t}^{x,x} - X_{s,t}^{\delta,y} \right) - \left( X_{s,t}^{\delta,y} - X_{s,t}^{\delta,y} \right) \right\|_{\mathbb{F}} \\
& \leq \left\| \sqrt{2} e^{c^2 \|\mathbf{V}(T+p)^2 \|} \left\| (\mathbf{x} - \mathbf{y}) \right\| \\
& + 2 \sqrt{2} (c^2 + b + c) \left\| \mathbf{V}(x) \right\|^{1/p} + (\mathbf{V}(x))^{1/p} \right\|_{p}^{\delta/2} \left\| (\mathbf{x} - \mathbf{y}) \right\| \\
& + 2 \sqrt{2} b \left\| \mathbf{V}(x) \right\|^2 \left\| (\mathbf{x} - \mathbf{y}) \right\| \\
& \leq \sqrt{2} e^{c^2 \|\mathbf{V}(T+p)^2 \|} \left\| (\mathbf{x} - \mathbf{y}) \right\| \\
& + 2 \sqrt{2} (c^2 + b + c) \left\| \mathbf{V}(x) \right\|^{1/p} + (\mathbf{V}(x))^{1/p} \right\|_{p}^{\delta/2} \left\| (\mathbf{x} - \mathbf{y}) \right\| \\
& + 2 \sqrt{2} b \left\| \mathbf{V}(x) \right\|^2 \left\| (\mathbf{x} - \mathbf{y}) \right\| \\
& \leq 20 (b + c)(c + 1) e^{5c^2 \|\mathbf{V}(T+p)^2 \|} \left\| \mathbf{V}(x) \right\|^{2/p} \left\| (\mathbf{x} - \mathbf{y}) \right\|^{\delta/2} \right\|_{p}^{\delta/2}.
\end{align*}

Furthermore, note that (cf. Figs. 2a and 2b) for all $\delta \in \mathbb{S}, s \in [0, T], \tilde{s} \in [s, T], t \in [\tilde{s}, T]$ with $(s, \tilde{s}) \cap \delta([0, T]) = \emptyset$ there exists $\tilde{s} \in [s, t] \cup \delta([0, T]) \cup \{t\}$ with $(s, \tilde{s}) \cap \delta([0, T]) = \emptyset$. This and (50) show for all $\delta \in \mathbb{S}, s \in [0, T], \tilde{s} \in [s, T], t \in [\tilde{s}, T]$ that

\begin{align*}
&\left\| \left( X_{s,t}^{\delta,x} - X_{\tilde{s},t}^{\delta,x} \right) - \left( X_{s,t}^{\delta,y} - X_{\tilde{s},t}^{\delta,y} \right) \right\|_{\mathbb{F}} \\
& \leq 20 (b + c)(c + 1) e^{5c^2 \|\mathbf{V}(T+p)^2 \|} \left\| \mathbf{V}(x) \right\|^{2/p} \left\| (\mathbf{x} - \mathbf{y}) \right\|^{\delta/2} \right\|_{p}^{\delta/2}.
\end{align*}

Next, the fact that the Euler approximations in (12) restricted to their grid points satisfy the Markov property, the disintegration theorem (see, e.g., [17, Lemma 2.2]), (45), the fact that $\forall t, s \in [0, T]: |t - s|^{1/2} \leq \sqrt{T}$, the triangle inequality, Hölder’s inequality, the fact that $p \geq 4$, (31), (23), (25), the fact that $V \geq 1$, and the fact that $\sqrt{2} \cdot \sqrt{2c} + 2 \sqrt{2(c^2 + bc + b)} + \sqrt{2b}\sqrt{2c} \leq 2c + 3(c^2 + bc + b) + 2bc \leq 5(c^2 + bc + b + c) = 5(b + c)(c + 1)$ show for all $\delta \in \mathbb{S}, s \in [0, T], \tilde{s} \in \delta([0, T]) \cap [s, T], t \in [\tilde{s}, T]$ (cf. Fig. 2c) that

\begin{align*}
&\left\| \left( X_{s,t}^{\delta,x} - X_{\tilde{s},t}^{\delta,x} \right) - \left( X_{s,t}^{\delta,y} - X_{\tilde{s},t}^{\delta,y} \right) \right\|_{\mathbb{F}} \\
& \leq 20 (b + c)(c + 1) e^{5c^2 \|\mathbf{V}(T+p)^2 \|} \left\| \mathbf{V}(x) \right\|^{2/p} \left\| (\mathbf{x} - \mathbf{y}) \right\|^{\delta/2} \right\|_{p}^{\delta/2}.
\end{align*}
\[
+2\sqrt{2}(c^2 + bc + b)\left[\sqrt{T} + p\right]^5 e^{3c^2[\sqrt{T}+p]^2T} e^{1.5cT/p}(V(x))^{1/p} + (V(x))^{1/p} - |\delta|^{1/2} ||x - x||_p
\]
\[
+2\sqrt{2}(c^2 + bc + b)\left[\sqrt{T} + p\right]^2 e^{3c^2[\sqrt{T}+p]^2T} \left(\|x - y\| + \|x - x\|\right) ||x - x||_p
\]
\[
\leq \sqrt{2} e^{c^2[\sqrt{T}+p]^2T} \left\|X_{s,\hat{s}}^{t,x} - X_{s,\hat{s}}^{\delta,x}\right\|_p
\]
\[
+2\sqrt{2}(c^2 + bc + b)\left[\sqrt{T} + p\right]^2 e^{3c^2[\sqrt{T}+p]^2T} \|X_{s,\hat{s}}^{t,x} - X_{s,\hat{s}}^{\delta,x}\|_p \|X_{s,\hat{s}}^{t,x} - x\|_p
\]
\[
\leq \sqrt{2} e^{c^2[\sqrt{T}+p]^2T} e^{2} \left(\|X_{s,\hat{s}}^{t,x} - x\|_p\right) \|X_{s,\hat{s}}^{t,x} - S - \hat{s}\|^{1/2} \|\delta\|^{1/2}
\]
\[
+2\sqrt{2}(c^2 + bc + b)\left[\sqrt{T} + p\right]^5 e^{3c^2[\sqrt{T}+p]^2T} e^{3cT/p} (V(x))^{1/p} \|S - \hat{s}\|^{1/2} \|\delta\|^{1/2}
\]
\[
+2\sqrt{2}(c^2 + bc + b)\left[\sqrt{T} + p\right]^2 e^{3c^2[\sqrt{T}+p]^2T} e^{3cT/p} (V(x))^{1/p} \|\delta\|^{1/2}
\]
\[
\leq 5(b + c)(c + 1) \left[\sqrt{T} + p\right]^6 e^{4c^2[\sqrt{T}+p]^2T} e^{4.5cT/p} (V(x))^{2/p} \|S - \hat{s}\|^{1/2} \|\delta\|^{1/2}.
\]

This, the triangle inequality, and (51) show that for all \(\delta \in S, s \in [0, T], \tilde{s} \in [s, T], t \in [\tilde{s}, T], \tilde{s} \in [s, \tilde{s}] \cap \delta([0, T]) \cup \{s\}) with (s, \tilde{s}) \cap \delta([0, T]) = \emptyset\) (cf. Fig. 2d) it holds that \(\max\{|s - \tilde{s}|, |s - \tilde{s}|\} \leq |s - \hat{s}|\) and
\[
\left\|\left(X_{s,t}^{t,x} - X_{s,t}^{\delta,x}\right) - \left(X_{s,t}^{t,x} - X_{s,t}^{\delta,x}\right)\right\|_p
\]
\[
\leq \left\|\left(X_{s,t}^{t,x} - X_{s,t}^{\delta,x}\right) - \left(X_{s,t}^{t,x} - X_{s,t}^{\delta,x}\right)\right\|_p + \left\|\left(X_{s,t}^{t,x} - X_{s,t}^{\delta,x}\right) - \left(X_{s,t}^{t,x} - X_{s,t}^{\delta,x}\right)\right\|_p
\]
\[
\leq 20(b + c)(c + 1) e^{5c^2[\sqrt{T}+p]^2T} \left[\sqrt{T} + p\right]^6 e^{4.5cT/p} (V(x))^{2/p} \|S - \hat{s}\|^1/2 \|\delta\|^1/2
\]
\[
+5(b + c)(c + 1) \left[\sqrt{T} + p\right]^6 e^{4c^2[\sqrt{T}+p]^2T} e^{4.5cT/p} (V(x))^{2/p} \|S - \hat{s}\|^1/2 \|\delta\|^1/2
\]
\[
\leq 25(b + c)(c + 1) \left[\sqrt{T} + p\right]^6 e^{5c^2[\sqrt{T}+p]^2T} e^{4.5cT/p} (V(x))^{2/p} \|S - \hat{s}\|^1/2 \|\delta\|^1/2.
\]

Next, note that (cf. Fig. 2d) for all \(\delta \in S, s \in [0, T], \tilde{s} \in [s, T], t \in [\tilde{s}, T]\) there exists \(\tilde{s} \in [s, \tilde{s}] \cap \delta([0, T]) \cup \{s\}) with (s, \tilde{s}) \cap \delta([0, T]) = \emptyset\). This, (53), and symmetry imply for all \(\delta \in S, s, \tilde{s} \in [0, T], t \in [\max\{s, \tilde{s}\}], \tilde{t} \in [T, t], x \in \mathbb{R}^d\) that
\[
\left\|\left(X_{s,t}^{t,x} - X_{s,t}^{\delta,x}\right) - \left(X_{s,t}^{t,x} - X_{s,t}^{\delta,x}\right)\right\|_p
\]
\[
\leq 25(b + c)(c + 1) \left[\sqrt{T} + p\right]^6 e^{5c^2[\sqrt{T}+p]^2T} e^{4.5cT/p} (V(x))^{2/p} \|S - \hat{s}\|^1/2 \|\delta\|^1/2.
\]
\[
\begin{align*}
&= \left\| \int_t^{\tilde{t}} \mu(X_{s, t}^x) - \mu(X_{s, \max\{s, \delta(r)\}}^x) \, dt + \int_t^{\tilde{t}} \sigma(X_{s, t}^x) - \sigma(X_{s, \max\{s, \delta(r)\}}^x) \, dW_t \right\|_{\mathbb{F}}^2 \\
&\leq c \left( \sqrt{T} + p \right) |t - \tilde{t}|^{1/2} \sup_{r \in [t, \tilde{t}]} \left\| X_{s, t}^x - X_{s, \max\{s, \delta(r)\}}^x \right\|_{\mathbb{F}}^2 \\
&\leq c \left( \sqrt{T} + p \right) |t - \tilde{t}|^{1/2} \\
&\quad \sup_{r \in [t, \tilde{t}]} \left[ \left\| X_{s, t}^x - X_{s, \max\{s, \delta(r)\}}^x \right\|_{\mathbb{F}}^2 + \left\| X_{s, \max\{s, \delta(r)\}}^x - X_{s, \max\{s, \delta(r)\}}^x \right\|_{\mathbb{F}}^2 \right] \\
&\leq c \left( \sqrt{T} + p \right) |t - \tilde{t}|^{1/2} \left[ \left( \sqrt{T} + p \right) (e^{1.5cT} V(x))^{1/p} |\delta|^{1/2} \right. \\
&\quad + \sqrt{2} e^{cT} (\sqrt{T} + p)^2 c \left( e^{1.5cT} V(x) \right)^{1/p} |\delta|^{1/2} \right] \\
&\leq \left( \sqrt{2c} + c \right) \left( \sqrt{T} + p \right)^4 e^{2cT} (e^{1.5cT} V(x))^{1/p} |\delta|^{1/2} |t - \tilde{t}|^{1/2}. \quad (55)
\end{align*}
\]

This, symmetry, the triangle inequality, (54), (45) (applied with \( (x, y, \hat{x}, \hat{y}) \subset (x, \hat{x}, \hat{x}) \) in the notation of (45)), the fact that \( \forall t, s \in [0, T] : |t - s|^{1/2} \leq \sqrt{T} + p, (38) \), the fact that \( V \geq 1 \), and the fact that \( 2(\sqrt{2}c + c) + 49(b + c)(c + 1) + 2\sqrt{2}(c^2 + bc + b) \leq 25(b + c)(c + 1) + 6(c^2 + bc + b + c) = 31(b + c)(c + 1) \) prove that for all \( \delta \in \mathbb{S}, s, \hat{s}, t, \tilde{t} \in [0, T], x, \hat{x} \in \mathbb{R}^d \) with \( V(x) \leq V(\hat{x}) \) it holds that

\[
\begin{align*}
&\left\| \left( X_{s, \max\{s, t\}}^x - X_{s, \max\{s, \delta\}}^x \right) - \left( X_{s, \hat{s}, \max\{s, \tilde{t}\}}^x - X_{s, \hat{s}, \max\{s, \tilde{t}\}}^x \right) \right\|_{\mathbb{F}}^2 \\
&\leq \left[ \left( \sqrt{T} + p \right)^4 e^{2cT} (e^{1.5cT} V(x))^{1/p} |\delta|^{1/2} |s - \tilde{t}|^{1/2} \\
&\quad + 25(b + c)(c + 1) \left( \sqrt{T} + p \right)^6 e^{5cT} (\sqrt{T} + p)^2 e^{4.5cT} V(x)^{1/p} |\delta|^{1/2} |s - \tilde{t}|^{1/2} \right] \\
&\quad + \sqrt{2c} \left( \sqrt{T} + p \right)^2 e^{cT} (\sqrt{T} + p)^2 e^{1.5cT} V(x)^{1/p} |\delta|^{1/2} |s - \tilde{t}|^{1/2} \\
&\quad + 2\sqrt{2}(c^2 + bc + b) \left( \sqrt{T} + p \right)^6 e^{cT} (\sqrt{T} + p)^2 e^{1.5cT} V(x)^{1/p} (V(\hat{x}))^{1/p} |\delta|^{1/2} |x - \hat{x}|^{1/2} \right] \\
&\leq 31(b + c)(c + 1) \left[ \left( \sqrt{T} + p \right)^6 e^{5cT} (\sqrt{T} + p)^2 e^{1.5cT} V(x)^{1/p} (V(\hat{x}))^{1/p} |\delta|^{1/2} |x - \hat{x}|^{1/2} \right]. \quad (56)
\end{align*}
\]

This and symmetry imply (vi). The proof of Theorem 3.2 is thus completed. \( \square \)

**Lemma 3.3.** Let \( (V, \| \cdot \|_V), (W, \| \cdot \|_W) \) be finite-dimensional \( \mathbb{R} \)-vector spaces with \( V \neq \{0\} \) and let \( f \in C^2(V, W) \). Then it holds for all \( v_1, v_2, w_1, w_2 \in V \) that

\[
\| (f(v_1) - f(v_2)) - (f(v_2) - f(w_2)) \|_W \leq \left[ \sup_{v \in V, v \neq V, 0} \frac{\|(Df(v))(h)\|_W}{\|h\|_V} \right] \| (v_1 - w_1) - (v_2 - w_2) \|_V
\]
Proof of Lemma 3.3. The fundamental theorem of calculus and the triangle inequality show for all $v_1, v_2, w_1, w_2 \in V$ that

$$
\| (f(v_1) - f(w_1)) - (f(v_2) - f(w_2)) \|_W = \| (f(v_1) - f(v_2)) - (f(w_1) - f(w_2)) \|_W
$$

$$
= \left\| \int_0^1 (Df(\lambda v_1 + (1-\lambda)v_2))(v_1 - v_2) - Df(\lambda w_1 + (1-\lambda)w_2)(w_1 - w_2) \, d\lambda \right\|_W
$$

$$
= \left\| \int_0^1 \left[ Df(\lambda v_1 + (1-\lambda)v_2) - Df(\lambda w_1 + (1-\lambda)w_2) \right] (v_1 - v_2 - (w_1 - w_2)) \, d\lambda \right\|_W
$$

$$
+ \int_0^1 \left[ D^2f \left( \mu (\lambda v_1 + (1-\lambda)v_2) + (1-\mu) (\lambda w_1 + (1-\lambda)w_2) \right) \right] (\lambda(v_1 - w_1) + (1-\lambda)(v_2 - w_2), w_1 - w_2) \, d\mu d\lambda \right\|_W
$$

$$
\leq \left[ \sup_{v \in V, h \in V \setminus \{0\}} \frac{\| (Df(v))(h) \|_W}{\| h \|_V} \right] \left\| (v_1 - w_1) - (v_2 - w_2) \right\|_V
$$

$$
+ \left[ \frac{\| (D^2f(v))(h,k) \|_W}{\| h \|_V \| k \|_V} \right] \left[ \int_0^1 \lambda \| v_1 - w_1 \|_V + (1-\lambda) \| v_2 - w_2 \|_V \, d\lambda \right] \| w_1 - w_2 \|_V.
$$

This and the fact that $\int_0^1 \lambda \, d\lambda = \int_0^1 (1-\lambda) \, d\lambda = 1/2$ complete the proof of Lemma 3.3. □

Corollary 3.4. Let $||| \cdot |||_s : \bigcup_{n,m \in \mathbb{N}} \mathbb{R}^{m \times n} \to [0, \infty)$ satisfy for all $m,n \in \mathbb{N}$, $s = (s_{ij})_{i \in [1,m], j \in [1,n]} \in \mathbb{R}^{m \times n}$ that $s_{ij}^2 = \sum_{i=1}^m \sum_{j=1}^n |s_{ij}|^2$, let $d \in \mathbb{N}$, $T, p \in (0, \infty)$, let $\mu \in C^2(\mathbb{R}^d, \mathbb{R}^d)$, $\sigma \in C^2(\mathbb{R}^d, \mathbb{R}^{d \times d})$ have bounded first and second order derivatives, let $\Omega, \mathcal{F}, \mathbb{P}, (\mathbb{F}_t)_{t \in [0,T]}$ be a filtered probability space which satisfies the usual conditions, let $W = (W_t)_{t \in [0,T]} : [0, T] \times \Omega \to \mathbb{R}^d$ be a standard Brownian motion with continuous sample paths, and for every $n \in \mathbb{N}$, $x \in \mathbb{R}^d$, let $Y^{n,x} = (Y^{n,x}_t)_{t \in [0,T]} : [0, T] \times \Omega \to \mathbb{R}^d$ satisfy for all $k \in \{0, 1, \ldots, n-1\}$, $t \in \left( \frac{kT}{n}, \frac{(k+1)T}{n} \right)$ that $Y^{n,x}_0 = x$ and $Y^{n,x}_t = Y^{n,x}_{\frac{kT}{n}} + \mu(Y^{n,x}_{\frac{kT}{n}})(t - \frac{kT}{n}) + \sigma(Y^{n,x}_{\frac{kT}{n}})(W_t - W_{\frac{kT}{n}}).$

i) for every $x \in \mathbb{R}^d$ there exists a unique adapted stochastic process with continuous sample paths $X^x = (X^x_t)_{t \in [0,T]} : [0, T] \times \Omega \to \mathbb{R}^d$ such that for all $t \in [0, T]$ it holds a.s. that $X^x_t = x + \int_0^t \mu(X^x_s) \, ds + \int_0^t \sigma(X^x_s) \, dW_s$ and

ii) there exists $C \in (0, \infty)$ such that for all $n \in \mathbb{N}$, $x \in \mathbb{R}^d$, $y \in \mathbb{R}^d \setminus \{x\}$, $t \in [0, T]$ it holds that

$$
\frac{\mathbb{E}[\|X^x_t - X^y_t\|_p]}{\|x - y\|} + \frac{\mathbb{E}[\|Y^{n,x}_t - Y^{n,y}_t\|_p]}{\|x - y\|} + \frac{\sqrt{n} \mathbb{E}[\|X^x_t - Y^{n,x}_t\|_p]}{1 + \|x\|} + \frac{\sqrt{n} \mathbb{E}[\|Y^{n,x}_t - (X^y_t - Y^{n,y}_t)\|_p]}{\|x - y\| (1 + \|x\| + \|y\|)} \leq C.
$$

(58)

(57)
Proof of Corollary 3.4. By Jensen’s inequality we can assume $p \geq 4$. Next, the fact that $\mu \in C^2(\mathbb{R}^d, \mathbb{R}^d)$, $\sigma \in C^2(\mathbb{R}^d, \mathbb{R}^{d \times d})$ have bounded first and second order derivatives and Lemma 3.3 show that there exist $b, c \in (0, \infty)$ such that for all $x, y, \tilde{x}, \tilde{y} \in \mathbb{R}^d$ it holds that

$$\max_{c \in \{\mu, \sigma\}} \|\| \!(\zeta(x) - \zeta(y)) - (\zeta(\tilde{x}) - \zeta(\tilde{y}))\!\| \leq c \|\!(x - y) - (\tilde{x} - \tilde{y})\!\| + b \frac{\|x - y\| + \|\tilde{x} - \tilde{y}\|}{2} \|x - \tilde{x}\|. \quad (59)$$

Throughout the rest of this proof let $V : \mathbb{R}^d \to [1, \infty)$ satisfy for all $x \in \mathbb{R}^d$ that

$$V(x) = 2^p \left(1 + (\|\mu(0)\| + \|\sigma(0)\|)^2 + c^2\|x\|^2 \right)^{p/2}, \quad (60)$$

let $\delta_n : [0, T] \to [0, T]$, $n \in \mathbb{N}$, satisfy for all $n \in \mathbb{N}$ that $\delta_n([0, \frac{T}{n}]) = \{0\}$, $\delta_n([\frac{T}{n}, \frac{2T}{n}] = \{\frac{T}{n}, \ldots, \frac{(n-1)T}{n}, \frac{nT}{n}\}$, and for every $n \in \mathbb{N}$, $s \in [0, T]$, $x \in \mathbb{R}^d$ let $(\mathbb{Y}^{\delta_n,x}_{s,t})_{t \in [s,T]} : [s, T] \times \Omega \to \mathbb{R}^d$ satisfy for all $t \in [s, T]$ that $\mathbb{Y}^{\delta_n,x}_{s,s} = x$ and $\mathbb{Y}^{\delta_n,x}_{s,t} = \mathbb{Y}^{\delta_n,x}_{s,\max\{s, \delta_n(t)\}} + \mu(\mathbb{Y}^{\delta_n,x}_{s,\max\{s, \delta_n(t)\}})(t - \max\{s, \delta_n(t)\}) + \sigma(\mathbb{Y}^{\delta_n,x}_{s,\max\{s, \delta_n(t)\}})(W_t - W_{\max\{s, \delta_n(t)\}})$. Then

(A) for all $x \in \mathbb{R}^d$ it holds that

$$\|\mu(0)\| + \|\sigma(0)\| + c\|x\| \leq 2 \left(1 + (\|\mu(0)\| + \|\sigma(0)\|)^2 + c^2\|x\|^2 \right)^{1/2} = (V(x))^{1/2}, \quad (61)$$

(B) for all $n \in \mathbb{N}$, $s \in [0, T]$, $x \in \mathbb{R}^d$ it holds that $(\mathbb{Y}^{\delta_n,x}_{s,t})_{t \in [s,T]}$ has continuous sample paths, and

(C) for all $n \in \mathbb{N}$, $s \in [0, T]$, $x \in \mathbb{R}^d$, $t \in [s, T]$ it holds a.s. that

$$\mathbb{Y}^{\delta_n,x}_{0,t} = Y^{n,x}_t \quad \text{and} \quad \mathbb{Y}^{\delta_n,x}_{s,t} = x + \int_s^t \mu(\mathbb{Y}^{\delta_n,x}_{s,\max\{s, \delta_n(r)\}}) \, dr + \int_s^t \sigma(\mathbb{Y}^{\delta_n,x}_{s,\max\{s, \delta_n(r)\}}) \, dW_r. \quad (62)$$

Next, a standard result on stochastic differential equations with Lipschitz continuous coefficients (see, e.g., [26, Theorem V.13.1 and Lemma V.13.6]) and the fact that $\mu, \sigma$ are Lipschitz continuous show that for every $s \in [0, T]$, $x \in \mathbb{R}^d$ there exists a unique adapted stochastic process with continuous sample paths $(X^{x}_{s,t})_{t \in [s,T]} : [s, T] \times \Omega \to \mathbb{R}^d$ such that for all $t \in [s, T]$ it holds a.s. that

$$X^{x}_{s,t} = x + \int_s^t \mu(X^{x}_{s,r}) \, dr + \int_s^t \sigma(X^{x}_{s,r}) \, dW_r. \quad (63)$$

For every $x \in \mathbb{R}^d$ let $X^{x} = (X^{x}_{t})_{t \in [0,T]} : [0, T] \times \Omega \to \mathbb{R}^d$ satisfy that $X^{x} = (X^{\delta_n}_0)_{t \in [0,T]}$. This and (63) prove (i).

Moreover, the fact that $p \geq 3$ and Lemma 3.1 (applied with $p \sim p/2$, $a \sim 4 \left[1 + (\|\mu(0)\| + \|\sigma(0)\|)^2\right]$, $c \sim 2c$ in the notation of Lemma 3.1) show for all $x, y \in \mathbb{R}^d$ that $\|\|(DV)(x)\|\| \leq 2pc(V(x))^{\frac{2}{p}}\|y\|$ and $\|\|(DV)(x)(y, y)\| \leq 4p^2c^2(V(x))^{\frac{2}{p}}\|y\|^2$. This, the fact that $p \geq 4$, (59)–(63), and Theorem 3.2 (applied for every $n \in \mathbb{N}$ with $\varepsilon \sim \max\{2pc, 4p^2c^2\}$, $\delta \sim \delta_n$, $(X^{\delta_n}_s)_{s \in [0,T], t \in [s,T], x \in \mathbb{R}^d} \sim (X^{\delta_n}_s)_{s \in [0,T], t \in [s,T], x \in \mathbb{R}^d}$, $(X^{\delta_n}_s)_{s \in [0,T], t \in [s,T], x \in \mathbb{R}^d} \sim (\mathbb{Y}^{\delta_n,x}_{s,t})_{s \in [0,T], t \in [s,T], x \in \mathbb{R}^d}$ in the notation of Theorem 3.2) complete the proof of Corollary 3.4. \qed

Corollary 3.5. Let $d \in \mathbb{N}$, $T, p \in (0, \infty)$, let $\|\cdot\| : \mathbb{R}^d \to [0, \infty)$ be a norm, let $f \in C^2(\mathbb{R}^d, \mathbb{R})$, $\mu \in C^2(\mathbb{R}^d, \mathbb{R}^d)$, $\sigma \in C^2(\mathbb{R}^d, \mathbb{R}^{d \times d})$ have bounded first and second order derivatives, let $(\Omega, \mathcal{F}, \mathbb{P}, (\mathcal{F}_t)_{t \in [0,T]})$ be a filtered probability space which satisfies the usual conditions, let $W^i : [0, T] \times \Omega \to \mathbb{R}^d$, $i \in \mathbb{N}$, be independent standard $(\mathcal{F}_t)_{t \in [0,T]}$-Brownian motions with continuous sample paths, for every $n, i \in \mathbb{N}$, $x \in \mathbb{R}^d$ let $X^{n,i,x}_t = (X^{n,i,x}_{t})_{t \in [0,T]} : [0, T] \times \Omega \to \mathbb{R}^d$ satisfy for all $k \in \{0, 1, \ldots, n - 1\}$, $t \in (kT/n, (k + 1)T/n]$ that $X^{n,i,x}_0 = x$ and
Next, the assumptions on $f_{x, y, \tilde{x}}$

**Proof of Corollary 3.5.** First, observe that by Jensen’s inequality we can assume that $X^t = x + \int_0^t \mu(X^s_t) \, ds + \int_0^t \sigma(X^s_t) \, dW^1_s$. Then

\[
\sup_{x, y \in \mathbb{R}^d, n \in \mathbb{N}} \frac{\sqrt{n} \left( \mathbb{E} \left[ \left| f(X^{n,1,x}_T) - f(X^{n,1,y}_T) \right|^p \right] \right)^{1/p}}{\|x - y\|(1 + \|x\| + \|y\|)} < \infty. \tag{64}
\]

This, the triangle inequality, Hölder’s inequality, Corollary 3.4, and the assumptions on $\mu, \sigma$ imply that

\[
\sup_{x, y \in \mathbb{R}^d, n \in \mathbb{N}} \frac{\sqrt{n} \left( \mathbb{E} \left[ \left| f(X^{n,1,x}_T) - f(X^{n,1,y}_T) \right|^p \right] \right)^{1/p}}{\|x - y\|(1 + \|x\| + \|y\|)} \leq c \left( \mathbb{E} \left[ \left| X^{n,1,x}_T - X^{n,1,y}_T \right|^p \right] \right)^{1/p} < \infty \tag{66}
\]

and

\[
\sup_{x, y \in \mathbb{R}^d, n \in \mathbb{N}} \frac{\sqrt{n} \left( \mathbb{E} \left[ \left| f(X^{n,1,x}_T) - f(X^{n,1,y}_T) \right|^p \right] \right)^{1/p}}{\|x - y\|(1 + \|x\| + \|y\|)} \leq c \left( \mathbb{E} \left[ \left| X^{n,1,x}_T - X^{n,1,y}_T \right|^p \right] \right)^{1/p} + c \left( \mathbb{E} \left[ \left| X^{n,1,y}_T - X^{n,1,y}_T \right|^p \right] \right)^{1/p} < \infty \tag{67}
\]

Next, for all $x, y \in \mathbb{R}^d, n \in \mathbb{N}$ it holds that

\[
\frac{1}{n} \sum_{i=1}^n \left( f(X^{n,i,x}_T) - f(X^{n,i,y}_T) \right) = \frac{1}{n} \sum_{i=1}^n \left( f(X^{n,i,x}_T) - f(X^{n,i,y}_T) \right) + \mathbb{E} \left[ f(X^{n,1,x}_T) - f(X^{n,1,y}_T) \right] \tag{68}
\]
Furthermore, the Marcinkiewicz-Zygmund inequality (see [25, Theorem 2.1]), the fact that $p \in [2, \infty)$, the triangle inequality, and Jensen’s inequality show that for all $n \in \mathbb{N}$ and all i.i.d. integrable random variables $X_1, X_2, \ldots, X_n : \Omega \to \mathbb{R}$ it holds that $(\mathbb{E}[|\sum_{k=1}^{n}(X_k - \mathbb{E}[X_k])|^p])^{1/p} \leq \sqrt{n}\sqrt{p-1}(\mathbb{E}[|X_1 - \mathbb{E}[X_1]|^p])^{1/p} \leq 2\sqrt{n}\sqrt{p-1}(\mathbb{E}[|X_1|^p])^{1/p}$. This, (68), the independence assumptions, the triangle inequality, (66), and (67) show that

\[
\sup_{x,y \in \mathbb{R}^d, n \in \mathbb{N}} \left[ \frac{\sqrt{n}}{\sqrt{1 + x} + y} \left( \mathbb{E} \left[ \left( \frac{f(X_T^{n,x}) - \mathbb{E}[f(X_T^x)]}{\|x - y\|(1 + \|x\| + \|y\|)} \right)^p \right] \right) \right]^{1/p} \\
\leq \sup_{x,y \in \mathbb{R}^d, n \in \mathbb{N}} \left[ \frac{2\sqrt{p-1}}{\sqrt{1 + x} + y} \left( \mathbb{E} \left[ \left( \frac{f(X_T^{n,x}) - \mathbb{E}[f(X_T^x)]}{\|x - y\|(1 + \|x\| + \|y\|)} \right)^p \right] \right) \right]^{1/p} \\
+ \sup_{x,y \in \mathbb{R}^d, n \in \mathbb{N}} \left[ \frac{\sqrt{n}}{\sqrt{1 + x} + y} \left( \mathbb{E} \left[ \left( \frac{f(X_T^{n,x}) - \mathbb{E}[f(X_T^x)]}{\|x - y\|(1 + \|x\| + \|y\|)} \right)^p \right] \right) \right]^{1/p} < \infty. \tag{69}
\]

This completes the proof of Corollary 3.5. $\Box$
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