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Abstract

Batched network coding is a variation of random linear network coding which has low computational and storage costs. In order to adapt to random fluctuations in the number of erasures in individual batches, it is not optimal to recode and transmit the same number of packets for all batches. Different distributed optimization models, which are called adaptive recoding schemes, were formulated for this purpose. The key component of these optimization problems is the expected value of the rank distribution of a batch at the next network node, which is also known as the expected rank. In this paper, we put forth a unified adaptive recoding framework with an arbitrary recoding field size. We show that the expected rank functions are concave when the packet loss pattern is a stationary stochastic process, which covers but not limited to independent packet loss and Gilbert-Elliott packet loss model. Under this concavity assumption, we show that there always exists a solution which not only can minimize the randomness on the number of recoded packets but also can tolerate rank distribution errors due to inaccurate measurements or limited precision of the machine. We provide an algorithm to obtain such an optimal solution, and propose tuning schemes that can turn any feasible solution into a desired optimal solution.
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I. INTRODUCTION

It is well-known that for a wide range of scenarios, random linear network coding (RLNC) [2]–[5], which is a simple realization of network coding [6]–[8], can achieve the capacity of networks with packet loss [9], [10]. The major challenges for practical implementation of RLNC include the high computational and storage costs of network coding at the intermediate nodes, and the high coefficient vector overhead. Batched network coding [11]–[15] provides a general framework for resolving these issues by allowing network coding only on a relatively small number of packets. A batched network code consists of an inner code and an outer code. The outer code encodes the packets for transmission into coded packets that are partitioned into small subsets, called batches. The inner code is formed by recoding, which applies RLNC to the packets belonging to the same batch.

Batched network coding includes many RLNC schemes as special cases. Early works used disjoint batches [11], which is also called generation based RLNC. When there is only a single batch, BNC becomes the generation-based RLNC or its variations [16], [17] which use binary field in the inner code to reduce the computational cost. Batches with certain overlapping structure has been studied in [12], [13], [18], [19], where the outer code involves only repetition and partition. More advanced outer codes can be designed by extending fountain codes [15] and LDPC codes [14], [20], [21].

For a general batched network coding, the end-to-end network operations on a batch can be modelled by a batch transfer matrix. The rank of the transfer matrix of a batch is also called the rank of the batch. The achievable rate of a batched network code is upper bounded by the expected rank of the batches [22]. There exist batched network codes which have close-to-optimal achievable rate and low encoding and decoding complexities, e.g., BATS codes [15].

The number of recoded packets to be generated for a batch is called the recoding number of this batch. The recoding number problem, i.e., determining the recoding numbers of the batches at a network node, is a core of inner code design which can affect the expected rank of the batches and thus the achievable rate. Due to the ease of analysis and simplicity, baseline recoding, which assigns the same recoding number for all batches, was adopted in many literature such as [23]–[29]. When the number of packets generated by the outer code for a batch (the batch size) tends to infinity, baseline recoding asymptotically achieves the optimal throughput. However, it is not the case for finite batch sizes [30]. A recoding scheme that allows different recoding
numbers for different batches is called *adaptive recoding* [32], [33]. It was shown in [32] that assigning recoding numbers randomly, i.e., random scheduling [31], is not an optimal adaptive recoding approach. By designing specific optimization models, adaptive recoding can outperform baseline recoding and also provide flexibility for practical implementations.

In literature, the recoding number problem has been investigated using different formulations with different packet loss models and field size assumptions [32]–[39].

- The independent packet loss model is employed in [32]–[35], and the Gilbert-Elliott model [40], [41] for burst loss is employed in [35]–[37].
- An arbitrary finite field size is allowed in [32], [38], while the field size in [33], [37], [39] tends to infinity.
- An integer programming problem for optimizing the recoding number of each batch is employed in [33], [35], [38]. A probabilistic approach to avoid integer programming is employed in [32], [37], [39], which optimizes the probability distribution of the recoding number conditioning on the rank of the batch (with an artificial upper bound on the recoding numbers) by linear programming.
- The models in [32], [37]–[39] consider a known rank distribution of all the batches, while those in [33]–[36] sample the rank distribution in run-time.

Adaptive recoding is a general recoding framework that can be used in various related research including network utility maximization [42], rank distribution inference [34], interleaving [36] and relaying with overhearing [38], [39]. Therefore, a unified theoretical framework for recoding number optimization is desired.

In this paper, we propose a unified adaptive recoding framework to study the recoding number problem with an arbitrary finite field size. The packet loss pattern on a link can be a general stochastic process subject to a technical condition that the expected rank functions used in the problem formulation are concave. We show that a stationary packet loss pattern, including both the independent loss pattern and the burst packet loss pattern modelled by a time-homogeneous Markov chain as special cases, satisfies this concavity requirement. Given the rank distribution of the batches at a node, we study a general recoding number optimization problem that maximizes the average expected rank at the next network node.

We show that our problem has a special optimizer where for at most one rank values, the recoding number is a “non-integer”, which is also called an *almost deterministic solution (ADS)*. A non-integer recoding number can be used in a probabilistic manner: The recoding number
is selected from two consecutive integers randomly, or a group of batches of the same rank is separated into two subgroups where each of which uses one of the consecutive integer recoding numbers. An ADS not only can solve the linear programming adaptive recoding models, but also can be modified to a solution for the integer programming adaptive recoding models.

As our problem is a concave optimization problem, a general optimization solver can solve it, but such a solver may not give an ADS. We propose a coordinate decent approach to solve our problem efficiently, benefiting from the piecewise linear structure of the expected rank functions, which always generate an optimal ADS. Moreover, the solution generated by our algorithm can tolerate the inaccuracy of the rank distribution: A small error on the rank distribution will not affect too much on the number of recoded packets for the batches, even when the error gives zero probability masses in the rank distribution. We also provide a way to tune a general primal point, regardless of its optimality, to an optimal ADS with rank distribution inaccuracy tolerance. In other words, we can update an existing solution after some parameters of the model or the channel statistics have been changed. Last but not least, we also present a method to extract such error tolerating optimal ADS from an optimal Lagrange multiplier.

The remainder of this paper is organized as follows. In Section II, we give a brief description on batched network coding and formulate the unified adaptive recoding framework. The main results of this paper are also summarized. The main technical parts are presented in Sections III, IV and V where we discuss the expected rank functions, properties of the framework and the algorithms respectively. Concluding remarks are in Section VI.

II. GENERAL ADAPTIVE RECODING

In this section, we first give a brief introduction to batched network coding. Then, we model the unified adaptive recoding framework from scratch which generalizes the recoding number optimization problems in [32], [33].

A. Batched Network Coding

Suppose we are transmitting a file from a source node to a destination node in a network. The file consists of a number of input packets, each of which is regarded as a vector in $\mathbb{F}_q$, the finite field of $q$ elements. To apply a batched network code, the source node runs an outer code encoder to generate batches, each of which consists of $M$ coded packets, where $M$ is also
known as the *batch size*. A coded packet is a linear combination of the input packets. We can choose, for example, an outer code introduced in [15], [19], [21].

Without loss of generality, here we assume that recoding uses the same field $\mathbb{F}_q$. In general, a subfield of $\mathbb{F}_q$ can be used for recoding as discussed in [16], [43], [44]. A coefficient vector of $M$ symbols from $\mathbb{F}_q$ is attached to each coded packet, and the coefficient vectors of all the $M$ packets of a batch freshly generated by an encoder form an identity matrix.

Consider *recoding* at a network node that is not the destination node. If the node is the source node, it receives batches from the outer code encoder. If the node is an intermediate network node, it receives the batches from other network nodes on its upper stream. The node will transmit only recoded packets generated by random linear combinations of the packets belong to the same batch, where the coefficients of the random linear combinations are chosen uniformly at random from $\mathbb{F}_q$. The recoded packets are supposed to be of the same batch. We will discuss how to determine the number of recoded packets to transmit for each batch in the next subsection.

**Definition 1** (Rank). Two packets of a batch are called *linearly independent* if their coefficient vectors are linearly independent. For all the received packets of a batch, the rank of the matrix formed by the coefficient vectors of these packets is also called the *rank* of the batch.

It has been shown that the ranks of the batches received at a node form a sufficient statistic to the performance of the inner code [44]. Consider the transmission of a batch on a single path from the source node to the destination node. The rank of the batch at each node on the path is a random variable depending on the packet loss pattern. A batch is of rank $M$ at the source node. As packet loss cannot increase the rank, with probability 1, the rank of a batch at a node on the path is no less than the rank of the batch at the next node on the path. The rank distribution of the batch at the destination node determines the performance of the batched network code.

The destination node collects batches for decoding the input packets. A necessary condition for successful decoding is that the total rank of all the batches is at least the number of input packets. For the outer codes introduced in [15], [19], [21], a belief propagation (BP) algorithm can be applied to decode the batches efficiently, and achieves a rate very close to the average rank of all the batches used for decoding. BP decoding, however, requires a large number of batches to have a high successful probability. When the number of batches is small, e.g., 10 to 100, BP decoding may stop with a high probability before decoding a required fraction of input packets. When BP decoding stops, the inactivation decoding can continue the decoding
and achieves nearly optimal decoding performance [45], [46].

B. Recoding Number Optimization

Here we discuss a general distributed model for optimizing the recoding numbers from scratch. For the sake of readability, we recall the definition of recoding number.

Definition 2 (Recoding Number). The recoding number of a batch at a network node is the number of recoded packets generated for this batch.

The recoding numbers should be chosen to maximize the end-to-end expected rank of a batch subject to certain resource constraints to be make clear soon. This centralized optimization involves all the recoding numbers and link packet loss statistics along the path of a communication, and is usually difficult to be performed in practice. Therefore, we focus on the distributed model for recoding number optimization that can be done at each network node separately, involving only the statistics from its adjacent nodes and links. Existing works such as [32] have shown that the distributed optimization approach achieves a close-to-optimal performance.

As a node-by-node distributed model, we only need to consider the link where the packets come from and the link where the recoded packets send to. That is, we do not concern about the overall network topology. On the other hand, we suppose each node has the required statistics from its adjacent nodes and links before optimizing the recoding numbers. These statistics can be inaccurate and may be updated from time to time. We will discuss the way to adapt to inaccurate statistics in Section IV-E and updated statistics (or other parameters) in Section V-C. In other words, our model can support different designs for obtaining the statistics, controlling the network flow and buffer size, determining the parameters of the batched network code, etc. This also means that our model can work with or without feedback, as the effect of feedback in the view of our model is the changes of the statistics and parameters. As a quick summary, we assume that the parameters involved in our model are fed by other network protocols, and we only concern how to optimize the recoding numbers under the given parameters.

Now, we consider recoding at a network node $V$ where the recoded packets at this node are transmitted to the next node $V^+$. Here $V$ can be the source node or an intermediate node but not the destination node, which is because recoding at the destination node gives no help to the performance of decoding. There is a packet erasure channel from $V$ to $V^+$ where the packet loss pattern forms a stochastic process. It is sufficient for us to consider stationary loss pattern
for the time-being (see further discussion in Section III-A). Note that both the independent loss pattern and the burst packet loss pattern modelled by a time-homogeneous Markov chain are stationary.

**Definition 3** (Input Rank Distribution). The *input rank distribution* at a network node is the rank distribution of the received batches at this node.

Denote by \((h_0, h_1, \ldots, h_M)\) the input rank distribution at \(V\). If \(V\) is the source node, then we have \(h_M = 1\). When a batch of rank \(r\) is received, the node will transmit \(t\) recoded packets of this batch with probability \(\alpha_{t|r}\), which is the main object to be studied in this paper. The average recoding number of the batches, denoted by \(t_{\text{avg}}\), specifies the network resource allocated to transmit these batches, which is related to the flow control, the buffer stability, etc. The value of \(t_{\text{avg}}\) can be determined by resource allocating [42], which is out of the scope of this paper. We assume that \(t_{\text{avg}}\) is given, and we call this value the *total resource*.

Our objective to design \(\alpha_{t|r}\) is to maximize the (average) expected rank of the batches at the next network node \(V^+\). For a batch of rank \(r\) at \(V\), let \(E_r(t)\) be the expected rank of this batch at \(V^+\) when \(t\) recoded packets of this batch are transmitted. The formula of \(E_r(t)\) can be obtained based on the packet loss pattern (see Section III-A). We must have \(E_r(0) = 0 \leq E_r(t) \leq r\) for all non-negative integers \(r\) and \(t\), because

i) the next node must receive no packet if no packet is transmitted at the current node, i.e., the expected rank at \(V^+\) is 0; and

ii) the linear combinations of \(r\) independent vectors cannot result in more than \(r\) independent vectors.

Moreover, we must have \(E_0(t) = 0\) for all non-negative integers \(t\). In practice, we have a batch of rank 0 when the whole batch is lost or only zero packets of this batch are received. We consider that for each \(r\), \(E_r(t)\) is a monotonic increasing concave function. This is because a newly received packet of a batch

- is either linearly dependent or independent of the already received packets of the same batch, i.e., the rank of a batch cannot be dropped by receiving a new packet; and

- has a non-increasing chance of being linearly independent of the already received packets of the same batch when there are more and more received packets of this batch.

We will show that when the packet loss pattern is stationary, \(E_r(t)\) is a monotonic increasing
concave function (see Theorem [I]). Note that there may have non-stationary packet loss pattern which gives concave expected rank functions (see Section [III-C]).

Denote by \( \mathbb{N} \) the set of non-negative integers. Define \([n] = \{0, 1, \ldots, n\}\) for any \( n \in \mathbb{N} \). We formulate the following recoding number optimization problem:

\[
\max_{0 \leq \alpha_t \leq 1, \forall r \in [M], t \in \mathbb{N}} \sum_{r=0}^{M} \sum_{t=0}^{\infty} h_r \sum_{t=0}^{\infty} \alpha_t E_r(t)
\]

s.t. \[
\sum_{r=0}^{M} \sum_{t=0}^{\infty} t \alpha_t = t_{\text{avg}},
\]

\[
\sum_{t=0}^{\infty} \alpha_t = 1, \forall r \in [M].
\]

The objective of (P) is the average expected rank at \( V^+ \). The first constraint in (P) is to ensure that we fully utilize the allocated total resource, which implicitly assumes that the expectation of the distribution \( \{\alpha_t\}_{t=0}^{\infty} \) for each \( r \in [M] \) converges. The second constraint in (P) states that for every \( r \in [M] \), \( \{\alpha_t\}_{t=0}^{\infty} \) is a probability distribution. Although \( \alpha_0 \) for all \( t > 0 \) are variables in (P), it is safe to set \( \alpha_{0|0} = 1 \) and \( \alpha_{t|0} = 0 \) for all \( t > 0 \) as we cannot generate any meaningful recoded packet for a batch of rank 0.

C. A Unified Adaptive Recoding Framework

Although the form of (P) is linear, it has infinitely many variables. One of our main contributions is that we transform (P) into the following concave optimization problem with finite variables:

\[
\max_{t_r \geq 0, \forall r \in [M]} \sum_{r=0}^{M} h_r E_r(t_r)
\]

s.t. \[
\sum_{r=0}^{M} h_r t_r = t_{\text{avg}},
\]

where the domain of \( E_r(t) \) is extended to non-negative real by linear interpolation, i.e.,

\[
E_r(t) = \left( t - \lfloor t \rfloor \right) E_r(\lfloor t \rfloor + 1) + \left( 1 - (t - \lfloor t \rfloor) \right) E_r(\lfloor t \rfloor).
\] 

We can interpret (1) as the expected rank at the next node when the current node transmits \( \lfloor t \rfloor \) and \( \lfloor t \rfloor + 1 \) recoded packets with probabilities \( 1 - (t - \lfloor t \rfloor) \) and \( t - \lfloor t \rfloor \) respectively.

The objective of (IP) is the one in (P) after imposing a restriction to the distributions \( \{\alpha_t\}_{t=0}^{\infty} \) for all \( r \in [M] \). That is, this objective is also the average expected rank at \( V^+ \). Regarding the
restriction, we can see from (1) that the support size of each \( \{\alpha_{t|r} \} \) is now at most 2. Also, if the support size is 2, then the support consists of two consecutive integers.

In a similar manner, the constraint in (IP) is the one in (P) after imposing the same aforementioned restriction to the distributions \( \{\alpha_{t|r} \} \) for all \( r \in [M] \). This constraint is to limit the recoding number of each batch. As it is always no harm or even beneficial to the expected rank at \( V^+ \) when we send more packets, we know that if we set the constraint as \( \sum_{r=0}^{M} h_r t_r \leq t_{\text{avg}} \), we can always find an optimal solution such that the equality holds.

We will show in Theorem 4 that an optimal solution \( \{t_r\} \) of (IP) induces an optimal solution of (P). Before going into detail, we first discuss why (IP) provides a unified framework for adaptive recoding.

One mainstream of adaptive recoding formulation follows the linear programming approach proposed in [32]. Variations such as [37] substitute different formulations of \( E_r(t) \). These formulations can be regarded as (P) with an artificial upper bound on the recoding number for all ranks so that the number of variables become finite. A drawback is that we may not obtain an optimal recoding scheme if we choose an upper bound that is too small. On the other hand, the number of variables is still huge as each probability mass corresponds to a variable, especially when we choose an upper bound that is too large. In (IP), the issues on the artificial upper bound and the amount of variables are resolved. The implication of (IP) is that there is an optimal solution of (P) such that the size of the support of \( \{\alpha_{t|r} \} \) is at most 2 for every rank \( r \). Also, we can relate (IP) or (P) to the one with an artificial upper bound \( \tilde{M} \) by modifying \( E_r(t) \) in a way that \( E_r(t) = E_r(\tilde{M}) \) for all \( t > \tilde{M} \). Note that the monotonic increasing concave nature of \( E_r(t) \) is preserved after the manipulation.

Another mainstream of adaptive recoding formulation follows the integer programming approach proposed in [33]. This formulation groups a finite number of batches and optimizes the recoding number of each batch in the group, which is later known as blockwise adaptive recoding in [35], [36]. By symmetry, we should have the same recoding number for the batches of the same rank, except that some batches may send 1 more recoded packet due to the total resource constraint. This can be proved by applying Jensen’s inequality (see the proof of Theorem 4). This is, the input rank distribution of (IP) is the portion of different ranks of the batches in the group. We will further show in Theorem 5 that there exists a solution \( \{t_r\} \) solving (IP) such that there is at most one non-integer \( t_r \). In other words, the recoding number of the batches of the same rank can be differed by 1 for at most one of the ranks. This matches the observation
of the solution in [33].

**Definition 4** (ADS). An *almost deterministic solution* (ADS) of (IP) is an optimal solution that except for at most one rank, all recoding numbers are integers.

**D. Preferred Solutions**

The input rank distribution in practice should be known from the statistics and hence may not be accurate or subject to change over time. Roughly, if the rank distribution changes slightly, the optimal solution may also change. For robustness, we desire an optimal or a close-to-optimal solution when the input rank distribution is inaccurate. One concern, for example, is that what if the inaccuracy makes some non-zero masses to zero in the input rank distribution. For a rank \( r \) with \( h_r = 0 \), any value of \( t_r \) does not affect the optimality of (IP). However, when we receive a batch of such rank \( r \) in practice, we need to respond reasonably by assigning certain recoding number to this batch.

On the other hand, an ADS can further reduce the randomness of the recoding number which can simplify the analysis and design of other applications based on adaptive recoding. Therefore, if possible, we prefer an ADS which at the same time is robust against the inaccuracy of input rank distribution. We will formally define preferred solution in Section IV-E.

**Definition 5** ((Informal) Preferred Solution). A preferred solution of (IP) is an optimal ADS which can tolerate rank distribution errors.

As a concave optimization problem, any general convex optimization solver can be applied to solve (IP). However, the solution may not be a preferred solution. So, we derive an algorithm for solving (IP) by analyzing the properties of the problem (see details in Sections IV-D, IV-E and V-A). From the piecewise linear structure of \( E_r(t) \), we know that the slope of the line joining \((t, E_r(t))\) and \((t+1, E_r(t+1))\) is

\[
\Delta_{r,t} := E_r(t+1) - E_r(t). \tag{2}
\]

Due to the special properties of (IP), we derive a coordinate decent algorithm in Algorithm 1, where an interior point \( \{t_r\}_{r=0}^M \) means that \( \sum_r t_r < t_{\text{avg}} \) and \( t_r \geq 0 \) for all \( r \in [M] \). The algorithm does not guarantee a preferred solution unless we start from an interior point with certain properties (see Theorem 9). One working example is that we run Algorithm 1 with \( t_r = 0 \) for all \( r \in [M] \) and \( u = t_{\text{avg}} \).
Algorithm 1: Searching from an interior point

**Data:** An interior point \( \{t_r\}_{r=0}^M \), the remaining resource \( u \), the input rank distribution \( (h_0, \ldots, h_M) \), and the access to the values \( \Delta_{r,t} \).

**Result:** A feasible solution \( \{t_r\}_{r=0}^M \).

while \( u > 0 \) do

\[ r \leftarrow \text{an element in } \arg \max_{r \in [M]} \Delta_{r,t_r} ; \]

if \( h_r (1 - (t_r - \lfloor t_r \rfloor)) \leq u \) then

\[ u \leftarrow u - h_r (1 - (t_r - \lfloor t_r \rfloor)) ; \quad t_r \leftarrow \lfloor t_r \rfloor + 1 ; \]

else

\[ t_r \leftarrow t_r + u / h_r ; \quad u \leftarrow 0 ; \]

return \( \{t_r\}_{r=0}^M \);

In a nutshell, Algorithm 1 is a greedy algorithm which climbs the steepest slope in each iteration. Due to the piecewise linear structure, we can increase the recoding number for a rank by 1 if there is enough resource to do so. We also have an algorithm to tune any feasible solution, regardless of its optimality, to a preferred solution, but we defer its discussion to Section V-B. The time complexities of these algorithms will be discussed in Sections V-A and V-B. By making use of these algorithms, we can further tune an arbitrary primal point to a preferred solution (see Section V-C), which can be applied to tune an existing solution to the one after updating the parameters of the model, e.g., updating input rank distribution. Besides, we can also tune a preferred solution from an optimal Lagrange multiplier (see Section V-D), which is useful when a dual-based solver is used.

We now use an example to demonstrate the error tolerating property of a preferred solution. Suppose \( M = 4 \), \( q \to \infty \), \( t_{\text{avg}} = 4 \) and an input rank distribution \( h_1 = (0.0625, 0.25, 0.375, 0.25, 0.0625) \). Also, suppose the outgoing channel an independent packet loss channel with 20% loss rate. The optimal recoding numbers \( (t_0, t_1, \ldots, t_4) \) are \( (0, 2.25, 4, 6, 7) \). Now, let \( h_2 = (0.0625, 0.2, 0.425, 0.3125, 0) \) be the input rank distribution we measured. An arbitrary solver may obtain the recoding numbers in the form of \( (0, 0.2145, 4, 6, X) \) for an arbitrary \( X \) as the value of \( X \) does not affect the objective value. However, when we receive a batch of rank 4, we need to choose a reasonable \( X \). If we solve (IP) by Algorithm 1, we obtain the optimal recoding numbers \( (0, 0.2145, 4, 6, 7) \). We can observe that most of the recoding numbers are the same when we switch between \( h_1 \) and \( h_2 \), i.e., the solution can tolerate small changes in the input...
rank distribution. Also, our algorithm ensures that we choose a reasonable recoding number for those zero masses in the input rank distribution.

III. EXPECTED RANK FUNCTIONS

We can see in our recoding number optimization problem (P) that the expected rank functions \( E_r(t) \), which model the channels, are the key component. In this section, we formulate the expected rank functions mathematically and present their properties.

A. Formulation

Let \( \{Z_t\} \) be the packet loss pattern induced by the outgoing channel, which is a binary stochastic process (a sequence of binary random variables) where \( Z_t = 1 \) if the \( t \)-th packet is received at the next network node, or \( Z_t = 0 \) otherwise. Without loss of generality, let \( Z_1 \) be the random variable for the first transmitted packet of a batch. As the recoded packets are generated by RLNC over \( \mathbb{F}_q \), the expected rank function can be expressed by

\[
E_r(t) = \sum_{i=0}^{t} \Pr \left( \sum_{j=1}^{t} Z_j = i \right) \sum_{j=0}^{\min(i,r)} j \zeta_{j, i, r}, \tag{3}
\]

where \( \zeta_{j, i, r} \) is the probability that a batch of rank \( r \) at the current node with \( i \) received packets at the next node has rank \( j \) at the next node. The exact formulation of \( \zeta_{j, i, r} \) can be found in [15], which is

\[
\zeta_{j, i, r} = \frac{\zeta_{j, i} \zeta_{r, i}}{\zeta_{j, q^{(i-j)(r-j)}}}, \quad \zeta_{j, m} = \prod_{k=0}^{i-1} (1 - q^{-m+k}).
\]

The complicated formula of \( \zeta_{j, i, r} \) makes the analysis difficult. Instead of analysing (3) directly, we consider another formulation by using random matrices. The rank of a matrix \( M \) is denoted by \( \text{rk}(M) \). A \( y \times x \) matrix \( M \) where \( y = 0 \) or \( x = 0 \) is an empty matrix and \( \text{rk}(M) = 0 \). Denote by \( \mathbb{E}[\cdot] \) the expectation operator. Let \( R_{r,t} \) be an \( r \times t \) totally random matrix with entries distributed uniformly over \( \mathbb{F}_q \). Define a \( t \times t \) diagonal matrix \( Z_t \) over \( \mathbb{F}_q \), where \( Z_t := \text{diag}(Z_1, Z_2, \ldots, Z_t) \).

**Lemma 1.** \( E_r(t) = \mathbb{E}[\text{rk}(R_{r,t}Z_t)] \).

**Proof:** See Appendix I.

B. Sufficient Condition for the Concavity

Let \( \text{dom}(g) \) denote the domain of a function \( g \). For an integer \( t \) and any real-valued function \( g \) where \( \{t - 1, t, t + 1\} \subseteq \text{dom}(g) \subseteq \mathbb{Z} \), we say \( g \) is *concave* at \( t \) if and only if

\[
g(t + 1) - g(t) \leq g(t) - g(t - 1). \tag{4}
\]
The concavity is strict at $t$ if and only if the inequality in (4) is strict. When the left side of (4) equals its right side, we call $g$ is linear at $t$. When we do not specify the point $t$, then we say $g$ is concave if and only if $g$ is concave at all $t$ such that $\{t-1,t,t+1\} \subseteq \text{dom}(g)$. We also define strictly concave and linear in a similar manner. On the other hand, we say $g$ is monotonic (or strictly) increasing at $t$ if and only if $g(t+1) \geq (or >) g(t)$. We do not specify the point $t$ when the increment is true for all $\{t,t+1\} \subseteq \text{dom}(g)$.

Before we discuss the concavity of $E_r(t)$, let us first show some properties of $\mathbb{E}[\text{rk}(R_{r,t})]$ in the following lemma. To simplify the notations, define $\Delta \mathbb{E}[\text{rk}(R_{r,t})] := \mathbb{E}[\text{rk}(R_{r,t+1})] - \mathbb{E}[\text{rk}(R_{r,t})]$.

**Lemma 2.** $\mathbb{E}[\text{rk}(R_{r,t})]$ has the following properties:

a) $\mathbb{E}[\text{rk}(R_{r,t})]$ is monotonic increasing and concave with respect to $t$. The concavity is strict if $r > 0$ and $q$ is finite. When $q \to \infty$, the concavity at $r$ is strict if $r > 0$;

b) $\Delta \mathbb{E}[\text{rk}(R_{r,t})]$ is monotonic increasing with respect to $r$. The increment is strict when $q$ is finite. When $q \to \infty$, the increment is strict at $t$.

**Proof:** See Appendix II.

Most commonly used channel models are stationary stochastic processes. For example, the independent packet loss model is a Bernoulli process, which is stationary. For burst packet loss channels, the Gilbert-Elliott (GE) model [40], [41], which is a 2-state hidden Markov model, is widely adopted in various applications [47]–[50]. The transition probabilities of the GE model can be estimated by the average burst error length and the average number of packet drops [51], or be trained by the Baum-Welch algorithm [52]. A higher number of states can model the channel more accurately [53]–[55], which can be used to capture physical properties like BPSK coding with Rayleigh fading process [56], [57]. These Markov chain models are time-homogeneous, i.e., the models are stationary. Although there may be multiple internal states in a channel model, its packet loss pattern is stationary if the model is stationary [43]. The following theorem states that a stationary packet loss pattern is a sufficient condition for the concavity of $E_r(t)$, which is one of the main results in this paper. In other words, it is sufficient to consider concave $E_r(t)$ in most scenarios. Define $Y_t := \text{diag}(Z_2, \ldots, Z_t)$.

**Theorem 1.** If $\{Z_t\}$ is a stationary stochastic process, then $E_r(t)$ is a monotonic increasing concave function. Furthermore, $E_r(t)$ is strictly concave at $c \geq 1$ for all $r > 0$ if

i) $q$ is finite and $\text{Pr}(Z_1 = 1, Z_{c+1} = 1) \neq 0$; or
ii) $q \to \infty$ and $\Pr(Z_1 = 1, Z_{c+1} = 1, \text{rk}(Y_c) = r - 1) \neq 0$.

Proof: See Appendix III.

Corollary 1. If $\{Z_t\}$ is a stationary stochastic process and $q \to \infty$, then $E_r(t)$ is linear at $t < r$.

Proof: By Theorem I, we know that $E_r(t)$ is concave. Also, the concavity is strict at $c$ if $\Pr(Z_1 = 1, Z_{c+1} = 1, \text{rk}(Y_c) = r - 1) \neq 0$. However, this condition is not possible when $c < r$, which means that $E_r(t)$ is linear at $t < r$.

C. Example of Concavity with a Non-Stationary Process

Note that there exist non-stationary stochastic processes which can result a concave $E_r(t)$. We give a simple example here. Let $Z_1 = 1$ and $\{Z_2, Z_3, \ldots\}$ is a Bernoulli process with packet loss rate $p < 1$. Further, let $q \to \infty$. Although the stochastic process $\{Z_1, Z_2, \ldots\}$ is not stationary, the sub-process $\{Z_2, Z_3, \ldots\}$ is. By Theorem I we know that $E_r(t)$ is concave at 2, 3, ... . It is not hard to see that $\lim_{q \to \infty} \zeta_{j,r}^i = \delta_{j,\min(i,r)}$, where $\delta_{j,\cdot}$ is the Kronecker delta. We can then evaluate from (3) that for $r > 0$, $E_r(1) = 1$ and $E_r(2) = 1 + (1 - p)$. Then for $r > 0$, we have $1 - p = E_r(2) - E_r(1) \leq E_r(1) - E_r(0) = 1$, i.e., $E_r(t)$ is concave at 1. We do not need to check for $r = 0$ because $E_0(t)$ is a zero function which is always concave. That is, the above non-stationary process gives a concave $E_r(t)$.

The concavity does not hold if we set $Z_t = 0$ in the above example. In a similar fashion, we can verify that for $r > 0$, $E_r(1) = 0$ and $E_r(2) = 1 - p$, thus $1 - p = E_r(2) - E_r(1) \leq E_r(1) - E_r(0) = 0$. Loosely speaking, the concavity may hold if the channel gets “worse” over time, as the gain by sending one more packet is dropping over time. We can see that this is the case in the above example with $Z_1 = 1$, i.e., the first packet is guaranteed to be received (and increase a rank) at the next node. The channel becomes “worse” after that as there is a chance to lose a packet. On the other hand, in the example with $Z_1 = 0$, i.e., the first packet must be lost, the channel becomes “better” after that as there is a chance to receive a packet (and increase a rank) at the next node.

D. Properties of the Expected Rank Functions across Ranks

We use the term $E_r(t + 1) - E_r(t)$ very often in the remaining text, so we recall the notation in (2) that $\Delta_{r,t} = E_r(t + 1) - E_r(t)$. We are going to investigate $\Delta_{r,t}$ with respect to $r$, which
will be applied in Section IV-F.

**Theorem 2.** $\Delta_{r+1,t} \geq \Delta_{r,t}$. The inequality is strict if

i) $q$ is finite and $\Pr(Z_{t+1} = 1) \neq 0$; or

ii) $q \to \infty$ and $\Pr(Z_{t+1} = 1, \text{rk}(Z_t) = r) \neq 0$.

*Proof:* See Appendix IV.

**Corollary 2.** If $\{Z_t\}$ is a stationary stochastic process and $q \to \infty$, then $\Delta_{r,t} = \Delta_{r',t'}$, i.e., $E_r(t): E_{r'}(t') = t : t'$, for all $t < r$ and $t' < r'$.

*Proof:* By Theorem 2, we need $\Pr(Z_{t+1} = 1, \text{rk}(Z_t) = r) \neq 0$ to achieve $\Delta_{r+1,t} > \Delta_{r,t}$. However, this condition is not possible when $t < r$. Together with the linearity of $E_r(t)$ when $t < r$ by Corollary 1, we have $\Delta_{r,t} = \Delta_{r',t'}$ for all $t < r$ and $t' < r'$. That is, we have $E_r(t): E_{r'}(t') = t : t'$ for all $t < r$ and $t' < r'$.

**Lemma 3.** $\Delta E[\text{rk}(R_{r+1,t+1})] = \Delta E[\text{rk}(R_{r,t})]$ for all $r, t$ when $q \to \infty$.

*Proof:* When $q \to \infty$, we have $\text{rk}(R_{r,t}) = \min\{r, t\}$ with probability tends to 1, which implies that $E[\text{rk}(R_{r,t})] = \min\{r, t\}$. So, we have $\Delta E[\text{rk}(R_{r,t})] = \Delta E[\text{rk}(R_{r+1,t+1})]$ which equals 1 if $t < r$; and 0 otherwise.

The numerical order between $\Delta E[\text{rk}(R_{r,t})]$ and $\Delta E[\text{rk}(R_{r+1,t+1})]$ will be used in Section IV-F to show an intuition that the recoding number of a batch of a larger rank should be no smaller than that of a batch of a lower rank. However for an arbitrary finite $q$, it is not straightforward to conclude such numerical order. This is why we give a complicated assumption in the following theorem. We defer the discussion about this to Appendix XIII.

**Theorem 3.** If $\{Z_t\}$ is a stationary stochastic process and

$$\sum_{i=0}^{t} \Pr(Z_1 = 1, Z_{t+2} = 1, \text{rk}(Y_{t+1}) = i) (\Delta E[\text{rk}(R_{r+1,i+1})] - \Delta E[\text{rk}(R_{r,i})]) \geq 0, \quad (5)$$

then $\Delta_{r+1,t+1} \geq \Delta_{r,t}$. The inequality is strict if

i) $q$ is finite and $\Pr(Z_1 = 0, Z_{t+2} = 1) \neq 0$; or

ii) $q \to \infty$ and $\Pr(Z_1 = 0, Z_{t+2} = 1, \text{rk}(Y_{t+1}) = r) \neq 0$.

*Proof:* See Appendix V.
When \( q \to \infty \), we can apply Lemma 3 to show that the assumption (5) in Theorem 3 holds. However, the condition \( \Pr(Z_1 = 0, Z_{t+2} = 1, \text{rk}(Y_{t+1}) = r) \neq 0 \) for \( \Delta_{r+1,t+1} > \Delta_{r,t} \) is not possible when \( t < r \).

IV. ADAPTIVE RECODING WITH CONCAVE EXPECTED RANK FUNCTIONS

Recall the recoding number optimization problem (P) and the optimization (IP) formulated in Section II. In this section, we characterize the solution of (P) when the expected rank functions are concave. We first show that the solution of (IP) can also solve (P). Then, we discuss further properties of the solution, such as the error tolerating property and the intuition that the number of recoded packets transmitted by a batch of a larger rank should be no less than the one of a batch of a smaller rank.

A. Randomness on the Number of Recoded Packets

Recall in (1) that we extend the domain of \( E_r(t) \) from non-negative integers to non-negative real numbers by linear interpolation \( E_r(t) = (t - \lfloor t \rfloor)E_r(\lfloor t \rfloor + 1) + (1 - (t - \lfloor t \rfloor))E_r(\lfloor t \rfloor) \).

The following theorem suggests that we can solve (IP) in lieu of (P). As non-negative weighted sum of concave functions is concave [58, p. 36], (IP) is a concave optimization problem. The implication is that for every rank \( r \), the size of the support of \( \alpha_{t|r} \) decreases to at most 2.

**Theorem 4.** If \( E_r(t) \) is concave for all \( r \in [M] \), then an optimal solution of (IP) is an optimal solution of (P), where

\[
\alpha_{t|r} = \begin{cases} 
  t_r - \lfloor t_r \rfloor & \text{if } t = \lfloor t_r \rfloor + 1, \\
  1 - (t_r - \lfloor t_r \rfloor) & \text{if } t = \lfloor t_r \rfloor, \\
  0 & \text{otherwise.} 
\end{cases} 
\]

\( (6) \)

**Proof:** Let \( \{\alpha'_{t|r}\} \) be a feasible solution of (P), and let \( t_r := \sum_{t=0}^{\infty} t \alpha'_{t|r} \) be the mean of \( \{\alpha'_{t|r}\} \). From the constraint \( \sum_{r=0}^{M} h_r \sum_{t=0}^{\infty} t \alpha'_{t|r} = t_{\text{avg}} \) in (P), we know that \( t_r \) converges. Also, \( E_r(t) \) is defined and finite for all \( t \geq 0 \). As \( E_r(t) \) is concave, the Jensen’s inequality gives

\[
\sum_{t=0}^{\infty} \alpha'_{t|r} E_r(t) \leq E_r \left( \sum_{t=0}^{\infty} t \alpha'_{t|r} \right) = E_r(t_r) = (1 - (t_r - \lfloor t_r \rfloor))E_r(\lfloor t_r \rfloor) + (t_r - \lfloor t_r \rfloor)E_r(\lfloor t_r \rfloor + 1).
\]

Note that \( \{\alpha_{t|r}\} \) is also a feasible solution of (P). As we can always achieve a non-decreased expected rank by using the mean \( t_r \) of any feasible solution, there exists an optimal solution of (P) in the form of (6). That is, an optimal solution of (IP) is also an optimal solution of (P).
We can interpret (IP) as a network utility maximization problem \[59\] by considering every rank as a user. Suppose there are \(M\) users. The concave utility function for the user corresponds to the rank \(r\) is \(h_r E_r(t_r)\). The resource used by the users is the weighted sum \(\sum_{r=0}^{M} h_r t_r\), which cannot exceed the available total resource \(t_{avg}\).

Similar mathematical formulation also appears in other problems like the rate control in computer networks \([60], [61]\) and the distributed control of electric vehicle charging \([62]\). These models consider multiple users in a general network and each user corresponds to one variable. However in our case, all variables correspond to a single user for a single hop.

Up to this point, the worst case on the randomness in (IP) is the case that all the \(t_r\) are non-integers. The following theorem states that there exists an optimal solution solving (IP) such that there is at most one non-integer \(t_r\), i.e., an almost deterministic solution (ADS), which minimize the randomness on the number of recoded packets. This theorem can be proved by showing a non-decreased objective after eliminating the fractional parts of certain non-integer \(t_r\) by reallocating the resource.

**Theorem 5.** There exists an optimal solution solving (IP) such that there is at most one non-integer \(t_r\).

**Proof:** See Appendix VI.

\[\]

**B. Dual Formulation**

There is only one constraint in (IP), which means that its dual problem only has one Lagrange multiplier. By Slater’s condition, the strong duality holds for (IP). The Lagrangian function is

\[
L(\{t_r\}_{r=0}^{M}, \lambda) = \sum_{r=0}^{M} h_r E_r(t_r) - \lambda \left( \sum_{r=0}^{M} h_r t_r - t_{avg} \right),
\]

where \(\lambda \geq 0\) is the Lagrange multiplier. The dual formulation of the problem (IP) is

\[
\min_{\lambda \geq 0} \sup_{t_r \geq 0, \forall r \in [M]} L(\{t_r\}_{r=0}^{M}, \lambda). \tag{D}
\]

The supremum of \(L(\{t_r\}_{r=0}^{M}, \lambda)\) can be rearranged into \(\sum_{r=0}^{M} \sup_{t_r \geq 0} (h_r (E_r(t_r) - \lambda t_r)) + \lambda t_{avg}\) so that we can apply dual decomposition \([63]\) on it. That is, for each \(r \in [M]\), we need to solve

\[
\sup_{t_r \geq 0} (h_r (E_r(t_r) - \lambda t_r)). \tag{7}
\]

Recall that in (2), we defined \(\Delta_{r,t} := E_r(t + 1) - E_r(t)\). On the other hand, \(E_r(t)\) is formed by appending line segments of slopes \(\Delta_{r,0}, \Delta_{r,1}, \ldots\) into a continuous curve, where \(\Delta_{r,t}\) is non-increasing with respect to \(t\). So, the curve \(E_r(t) - \lambda t_r\) is formed by appending line segments...
Fig. 1: This figure illustrates the relationship between $\lambda$ and $t_r(\lambda)$, which is shown in [8]. The vertical lines only appear at integer $t_r$, which are the superdifferential of $E_r(t_r)$ at $t_r$. All $\lambda_1$ in the red region share the same $t_r(\lambda_1)$, and all $t_r(\lambda_2)$ in the blue region share the same $\lambda_2$.

of slopes $\Delta_{r,0} - \lambda, \Delta_{r,1} - \lambda, \ldots$. The optimal point is laid on the line segment before the slope becomes negative, or on some previous line segments if the slopes of the last few line segments are the same. Let $E'_r(t)$ be the superdifferential of $E_r(t)$ at $t$, which is the interval of all the positive supergradients at $t$. That is,

$$E'_r(t) = \begin{cases} [\Delta_{r,0}, \infty) & \text{if } t = 0, \\ [\Delta_{r,t}, \Delta_{r,t-1}] & \text{if } t \in \mathbb{Z}^+, \\ [\Delta_{r,t}, \Delta_{r,t}] & \text{otherwise}. \end{cases}$$

With this notion, we can see that the $t_r$ solving (7) satisfies $\lambda \in E'_r(t)$. If we write $t_r$ as a function of $\lambda$, then we have

$$t_r(\lambda) = \begin{cases} [t + 1, t + 1] & \text{if } \Delta_{r,t} > \lambda > \Delta_{r,t+1}, \\ \min\{a: \Delta_{r,a} = \lambda\}, t + 1] & \text{if } \Delta_{r,t} = \lambda > \Delta_{r,t+1}, \\ [0, 0] & \text{if } \lambda > \Delta_{r,0}, \end{cases}$$

where each $t_r(\lambda)$ is an interval. Fig. [1] illustrates the relationship between $\lambda$ and $t_r(\lambda)$. In other words, the Lagrange multiplier indicates the rate of change of $E_r(t)$, i.e., $E'_r(t)$, for all $r \in [M]$ at the same time, where each of which corresponds to an interval for the primal variable.

C. A 3-D Illustration

We can see the relation between (IP), (D), the allocated resource and the expected rank functions all together in Fig. [2]. In the figure, the width for each $r$ in the $r$-axis is $h_r$, while the width for each $t$ is 1. The height of the bar located at $(r, t)$ is $\Delta_{r,t}$, which is monotonic
decreasing when $t$ increases. The red semitransparent surface acts as a “water surface”, where its height is the Lagrange multiplier.

The cross-section of Fig. 2 by fixing an $r$ is the one illustrated in Fig. 1 (after shifting the $t$-axis to the left so that the top of each bar lays between two integers). That is, in the view of Fig. 2, $t_r(\lambda)$ corresponds to the shortest bar of the corresponding $r$ which is above the water surface. If the water surface touches the top of the shortest bar, e.g., the solid red top face located at $(4, 6)$, then the corresponding $t_r$ can be a non-integer.

We can illustrate the allocated resource from Fig. 3 which is the top view of Fig. 2. For each $r$, the sum of the areas of the top faces, i.e., the sum of the areas of the rectangles of the same color strip which are not covered in red in Fig. 3 is $h_r t_r$. The solid red face is an exception in a way that only a portion of the area is counted as this face corresponds to a non-integer $t_r$. In other words, the sum of the areas of the rectangles which are not covered in red in Fig. 3 plus a portion of the area of the solid red face, is the allocated resource.

Note that from the definition of $\Delta_{r,t}$, we can express $E_r(t_r)$ by

$$E_r(t_r) = \sum_{i=0}^{[t_r]-1} \Delta_{r,i} + (t_r - [t_r])\Delta_{r,[t_r]}.$$  \hspace{1cm} (9)

Therefore, the objective value of (IP), $\sum_{r=0}^{M} h_r E_r(t_r)$, is the sum of the volumes of the bars contributed to the areas for allocated resource, i.e., the volume of those bars which are taller than the water surface. Again, only a portion of the volume of bar with the solid red top face is counted.
From Fig. 2, we can also explain why our Algorithm 1 works. Suppose we start with a certain height of the water surface. The bars above the water surface gives an interior point as the starting point of the algorithm. We can set a water surface higher than the tallest bar so that we start from $t_r = 0$ for all $r \in [M]$. We lower the water surface in each iteration until a new top face comes out from the water. This top face belongs to the tallest bar compared with those bars under the water. The height of this bar equals the largest $\Delta_{r,t}$ at this moment. When we lower the water surface to a point where the allocated resource (the area viewed from the top view) equals the total resource, then the algorithm stops. A special handling of the solid red face is done to calculate the portion of its area and volume to be included in the allocated resource and the objective respectively. This way, we can ensure that only those tallest bars are out of the water surface, thus the sum of volumes is maximized.

D. Multiset Representation

To further investigate the characteristic of the solution, e.g., the error toleration on the input rank distribution, and the behavior of the algorithms, e.g., starting from an arbitrary interior point which does not follow the water surface criteria, we present a useful representation of an optimal solution of (IP) and also an arbitrary interior point.

For any $r \in [M]$, define a function $\Omega_r$ which maps a non-negative real number to a multiset:

$$\Omega_r(t_r) := \{\Delta_{r,t} : t < t_r, t \in \mathbb{N}\}.$$ 

For simplicity, define $\Omega_r(\infty) := \{\Delta_{r,t} : t \in \mathbb{N}\}$. We use the notation $\sqcup$ to represent the additive union of multisets [64].

Due to the property that $\Delta_{r,t} \geq \Delta_{r,t+1}$, every element in $\Omega_r(\infty) \setminus \Omega_r(t_r)$ is no larger than the elements in $\Omega_r(t_r)$ when $\Omega_r(t_r) \neq \emptyset$. That is, we have $\min \Omega_r(t_r) = \Delta_{r,[t_r-1]}$ when $t_r > 0$. Also, the largest $\lceil t_r \rceil$ elements in $\Omega_r(\infty)$, which is exactly $\Omega_r(t_r)$, can be used to represent the terms involved in (9). These properties can be easily seen in the 3-D illustration in Fig. 2.

Now, we use a table of cells as shown in Fig. 4 to illustrate the above mathematical structures. The table reassembles the top view in Fig. 3 by neglecting the widths of the bars in the $r$-axis. This way, we can also visualize those $r$ where $h_r = 0$. Each cell in Fig. 4 corresponds to a value of $\Delta_{r,t}$. The lower $\lceil t_r \rceil$ cells in column $r$ are all the elements in $\Omega_r(t_r)$. In other words, $\Omega_r(\infty)$ can be represented by all the cells in column $r$. 

| $\Omega_r(t_r)$ | $\Omega_r(\infty)$ |
|-----------------|---------------------|
| $\{\Delta_{r,t} : t < t_r, t \in \mathbb{N}\}$ | $\{\Delta_{r,t} : t \in \mathbb{N}\}$ |

Due to the property that $\Delta_{r,t} \geq \Delta_{r,t+1}$, every element in $\Omega_r(\infty) \setminus \Omega_r(t_r)$ is no larger than the elements in $\Omega_r(t_r)$ when $\Omega_r(t_r) \neq \emptyset$. That is, we have $\min \Omega_r(t_r) = \Delta_{r,[t_r-1]}$ when $t_r > 0$. Also, the largest $\lceil t_r \rceil$ elements in $\Omega_r(\infty)$, which is exactly $\Omega_r(t_r)$, can be used to represent the terms involved in (9). These properties can be easily seen in the 3-D illustration in Fig. 2.
We can use this relation to express $E_r(t_r)$ in the table. For example, $E_5(8)$ is the sum of the lower 8 cells in column 5. When $t_r$ is not an integer, we can represent the fractional part by taking a part of a cell. For example, $E_3(4.5)$ is the sum of the lower 4 cells plus half of the 5-th cell in column 3. The lower $\lceil 4.5 \rceil = 5$ cells in the column are involved in expressing $E_3(4.5)$.

If there is some $r$ where $h_r = 0$, an arbitrary $t_r$ would not consume any resource nor affect the objective value in (IP). If the zero mass is due to certain error in measurement, we may receive a batch of rank $r$ and we need to make a reasonable decision on its recoding number. We defer the discussion of this case to the next subsection. In the remainder of this subsection, we concern those $r$ where $h_r \neq 0$.

**Definition 6 (Rank Support).** The set $S := \{r : h_r \neq 0\}$ is called the rank support.

**Theorem 6.** If $\{t_r\}_{r=0}^M$ is an optimal solution of (IP), then $\bigcup_{r \in S} \Omega_r(t_r)$ is a collection of the largest $\sum_{r \in S} \lfloor t_r \rfloor$ elements in $\bigcup_{r \in S} \Omega_r(\infty)$.

**Proof:** See Appendix VII.

Theorem 6 does not restrict the number of non-integer $t_r$. For example, we may have an optimal solution as illustrated in Fig. 5a. The two partially filled cells must have the same value,
or otherwise we can reallocate the resource consumed by these two cells to obtain a larger objective. We can reallocate the resource consumed by these two cells to obtain another optimal solution with at most one non-integer \( t_r \). One possibility is illustrated in Fig. 5b.

The converse of Theorem 6 is not always true. For example, suppose we have a feasible solution \( \{ t_r \}_{r=0}^M \) and distinct \( m, n \in S \) such that \( t_m, t_n \) are non-integers and \( \Delta_{m, |t_m|} > \Delta_{n, |t_n|} \), which is illustrated in Fig. 5a. It is possible that \( \bigcup_{r \in S} \Omega_r(t_r) \) is a collection of the largest \( \sum_{r \in S} \lceil t_r \rceil \) elements in \( \bigcup_{r \in S} \Omega_r(\infty) \), but it is clear that \( \{ t_r \}_{r=0}^M \) is not an optimal solution as we can reallocate the resource to increase \( t_m \) and decrease \( t_n \) by a little bit which yields a higher objective value. However, the following theorem states a special case where the converse is true.

**Theorem 7.** Let \( \{ t_r \}_{r=0}^M \) be a feasible solution. If

1. there is at most one non-integer in \( \{ t_r \}_{r \in S} \), and the non-integer \( t_r \) can only appear on an \( r \) where \( \Delta_{r, |t_r - 1|} = \min \bigcup_{r \in S} \Omega_r(t_r) \); and
2. \( \bigcup_{r \in S} \Omega_r(t_r) \) is a collection of the largest \( \sum_{r \in S} \lceil t_r \rceil \) elements in \( \bigcup_{r \in S} \Omega_r(\infty) \),

then \( \{ t_r \}_{r=0}^M \) is an optimal solution of \( (IP) \).

**Proof:** See Appendix VIII.

**Corollary 3.** There exists some \( t_{\text{avg}} \geq 0 \) such that \( \{ t_r \}_{r=0}^M \) is an optimal solution of \( (IP) \) where \( t_r \) are all integers.

**Proof:** The case \( t_{\text{avg}} = 0 \) is trivial. For \( t_{\text{avg}} > 0 \), we select a non-zero amount of largest elements in \( \bigcup_{r \in S} \Omega_r(\infty) \). Then, the collection can be expressed by \( \bigcup_{r \in S} \Omega_r(t_r) \) for some integers \( t_r \). We can choose an arbitrary integer \( t_r \) for those \( r \not\in S \). To become a feasible solution, we have to select \( t_{\text{avg}} = \sum_{r=0}^M h_r t_r > 0 \). By Theorem 7, the proof is done.

Corollary 3 suggests that if we are allowed to choose the amount of total resource \( t_{\text{avg}} \), there exists a choice such that the optimal recoding numbers are deterministic.

**E. Error Toleration on the Input Rank Distribution**

Note that when we express an optimal solution \( \{ t_r \}_{r=0}^M \) in the form of the largest \( \sum_{r \in S} \lceil t_r \rceil \) elements in \( \bigcup_{r \in S} \Omega_r(\infty) \), the value of the input rank distribution \( (h_0, \ldots, h_M) \) is embedded in the numerical value of \( t_r \). In other words, the input rank distribution only has impact on the number of largest elements in the collection we have selected, which is constrained by the total resource \( \sum_{r=0}^M h_r t_r = t_{\text{avg}} \).
We consider a solution satisfying the conditions in Theorem 7. Take Fig. 6 as an example of such a solution. Suppose we have some errors on some $h_r$ where $r \in S$. Let $(h'_0, \ldots, h'_M)$ be the true input rank distribution.

- **Case I:** $\sum_{r=0}^M h'_r t_r = t_{avg}$. We do not need to modify the selected collection. As the selected collection are the largest cells, we know that $\{t_r\}_{r=0}^M$ is also an optimal solution when we use the true input rank distribution.

- **Case II:** $\sum_{r=0}^M h'_r t_r < t_{avg}$. We need to allocate more resource. That is, we have to include some largest elements in $\bigcup_{r \in S} (\Omega_r(\infty) \setminus \Omega_r(t_r))$ when necessary. Again, this keeps the selected collection as the largest elements in $\bigcup_{r \in S} \Omega_r(\infty)$. As an example, the blue cells in Fig. 7a are those largest elements. We select the blue cell with the largest value and occupy more resource from it. If the blue cells are completely filled, we need to find another set of blue cells. Similarly to the previous case, when the change in resource is small enough, only one of the $t_r$ will be changed a little bit as shown in Fig. 7b.

- **Case III:** $\sum_{r=0}^M h'_r t_r > t_{avg}$. We need to release some occupied resource. It means that we are going to remove some smallest elements in $\bigcup_{r \in S} \Omega_r(t_r)$, if necessary. This procedure keeps the largest elements selected. As an example, the blue cells in Fig. 8a are those...
smallest elements. We release the resource from one blue cell which has the smallest value. If the blue cells are completely drained, we need to find another set of blue cells. When the change in resource is small enough, only one of the $t_r$ will be changed a little bit as shown in Fig. 8b.

As a summary, when $|\sum_{r=0}^M (h'_r - h_r)t_r|$ is small, the above discussion suggests that the change in $\{t_r\}_{r \in S}$ is not large. That is, $\{t_r\}_{r \in S}$ is error tolerating on the input rank distribution. However, it is not the case when $r \not\in S$. If there is an error on $h_r$ where $r' \not\in S$, then the corresponding $t_{r'}$ is no longer arbitrary. We have to include $\Omega_r(\infty)$ in the selection of the largest elements, which can have a huge change from the original $t_{r'}$.

As we want $\{t_r\}_{r \not\in S}$ to be error tolerating, an easy approach is to let those $r \not\in S$ having a similar behavior as those $r \in S$. In light of this, we define the preferred solution as follows.

**Definition 7 (Preferred Solution).** A feasible solution $\{t_r\}_{r=0}^M$ of (IP) is a preferred solution if

i) there is at most one non-integer $t_r$, and the non-integer $t_r$ can only appears on an $r$ where $\Delta_r[t_r-1] = \min \{\bigcup_{r \in [M]} \Omega_r(t_r)\}$; and

ii) $\bigcup_{r \in [M]} \Omega_r(t_r)$ is a collection of the largest $\sum_{r \in [M]} \lceil t_r \rceil$ elements in $\bigcup_{r \in [M]} \Omega_r(\infty)$.

By Theorem 7, a preferred solution is an optimal solution. We can see that this definition implies the same meaning as in Definition 5.

**F. Other Characteristics of Optimal Solutions**

Intuitively, we should transmit more recoded packets for a batch of a larger rank. A weaker version of this intuition is that, the recoding number of a batch of a larger rank should be no
smaller than that of a batch of a lower rank. The following theorem gives a sufficient condition on the above intuitions.

**Theorem 8.** If \( \Delta_{r+1,t} > \Delta_{r,t} \) for all \( r, t \), then the optimal solution of (IP) satisfies \( t_n \geq t_m \) for all \( n > m \) such that \( n, m \in S \) and \( t_m > 0 \). The inequality is strict if \( \Delta_{r+1,t+1} > \Delta_{r,t} \) for all \( r, t \). Further, if the optimal solution \( \{t_r\}_{r=0}^M \) must satisfy \( t_r \geq r \) for all \( r \in S \), then \( t_n > t_m \) if \( \Delta_{r+1,t+1} > \Delta_{r,t} \) for all \( t \geq r \).

**Proof:** See Appendix IX.

This intuition inspired different approximation schemes for adaptive recoding. For example, the one proposed in [33] for independent packet loss channel first assigns \( t_r = r + \gamma \) for all \( r \in [M] \) where \( \gamma \in \mathbb{N} \), and then assigns the remaining resource to those with the highest ranks. Another example is the one proposed in [37] for GE model which assigns \( t_r \propto r \) for all \( r \in [M] \) and performs certain rounding afterward. Both works assume \( q \to \infty \). To see that the intuition is true in these scenarios, we consider the following corollary. Recall that \( Y_t := \text{diag}(Z_2, \ldots, Z_t) \).

**Corollary 4.** If \( \{Z_t\} \) is a stationary stochastic process, \( q \to \infty \) and \( t_{\text{avg}} \geq \sum_{r=0}^M r h_r \), then there is an optimal solution \( \{t_r\}_{r=0}^M \) of (IP) such that \( t_r \geq r \) for all \( r \in [M] \). Further, if \( \Pr(Z_1 = 1, Z_{t+1} = 1, \text{rk}(Y_c) = r - 1) \neq 0 \) for all \( c \geq r \), then any optimal solution must satisfy \( t_r \geq r \) for all \( r \in S \).

**Proof:** See Appendix X.

The independent loss channel model and the GE model satisfy the following:
- \( \Pr(Z_1 = 1, Z_{t+1} = 1, \text{rk}(Y_t) = r - 1) \neq 0; \)
- \( \Pr(Z_{t+1} = 1, \text{rk}(Z_t) = r) \neq 0; \) and
- \( \Pr(Z_1 = 0, Z_{t+2} = 1, \text{rk}(Y_{t+1}) = r) \neq 0 \)
for all \( t \geq r \). When we consider \( q \to \infty \), we have
- \( t_r \geq r \) for all \( r \in S \) by Corollary 4;
- \( \Delta_{r+1,t} > \Delta_{r,t} \) for all \( t \geq r \) by Theorem 2; and
- \( \Delta_{r+1,t+1} > \Delta_{r,t} \) for all \( t \geq r \) by Theorem 3 and Lemma 3.

Then, the assumptions in Theorem 8 are all satisfied, which show that the stronger intuition, i.e., a batch of a larger rank transmits strictly more recoded packets than a batch of lower rank, is valid.
Algorithm 2: Tuning from a feasible solution

Data: A feasible solution \( \{t_r\}_{r=0}^M \), the input rank distribution \((h_0, \ldots, h_M)\), and the access to the values \( \Delta_{r,t} \).

Result: A preferred solution \( \{t_r\}_{r=0}^M \).

while \( \max_{r \in [M]} \Delta_{r, \lfloor t_r \rfloor} > \min_{r \in [M]} \Delta_{r, \lceil t_r - 1 \rceil} \) do

\( m \leftarrow \text{an element in } \arg \max_{r \in [M]} \Delta_{r, \lfloor t_r \rfloor}; n \leftarrow \text{an element in } \arg \min_{r \in [M]} \Delta_{r, \lceil t_r - 1 \rceil} \):

if \( h_m = 0 \) then
\( t_m \leftarrow \lfloor t_m + 1 \rfloor; \) continue;

if \( h_n = 0 \) then
\( t_n \leftarrow \lceil t_n - 1 \rceil; \) continue;

\( s \leftarrow \min\{h_n(t_n - \lfloor t_n \rfloor) + \delta_{\lfloor t_n \rfloor, t_n}, h_m(1 - (t_m - \lfloor t_m \rfloor))\}; t_m \leftarrow t_m + s/h_m; t_n \leftarrow t_n - s/h_n; \)

\( u \leftarrow \sum_{r \in [M]} h_r(t_r - \lfloor t_r \rfloor); t_r \leftarrow \lfloor t_r \rfloor, \forall r \in [M]; \)

return output of Algorithm 1 with input \( \{t_r\} \) and \( u \);

When \( q \) is finite, we still have \( \Delta_{r+1,t} > \Delta_{r,t} \) for all \( r, t \) by Theorem 2, so we can apply Theorem 8 to show that we must have \( t_n \geq t_m \) for all \( n > m \) such that \( n, m \in S \) and \( t_m > 0 \). This means that even when we do not know the packet loss probability or the transition probabilities, the weaker intuition still holds.

V. ALGORITHMS

We want to find a preferred solution defined in Section IV-E, which can minimize the randomness on the number of recoded packets and tolerate rank distribution errors. Although a preferred solution is an optimal solution, the converse is not necessary true. Therefore, it is not guaranteed that the optimal solution given by an arbitrary optimization solver is a preferred solution. We need tuning algorithms to produce a preferred solution.

The tuning procedure includes two algorithms, which are the generalized versions of the algorithms in [33]. The first algorithm is Algorithm 1 which has been repeatedly mentioned throughout the paper. The idea of the algorithm is that we occupy the largest cells one by one, so eventually we move an interior point to a feasible solution, but the optimality is not always guaranteed. Under certain condition, Algorithm 1 can output a preferred solution. The second algorithm, Algorithm 2, tunes a feasible solution, regardless of its optimality, into a preferred solution. The idea is to reallocate some resource to a point that satisfies the condition for Algorithm 1 to output a preferred solution. In other words, Algorithm 2 internally calls Algorithm 1.
A. *From an Interior Point to a Feasible Solution*

Algorithm 1 has been appeared throughout this paper. In this subsection, we discuss the limitation and correctness of this algorithm.

We first give two examples to illustrate that Algorithm 1 may not obtain a preferred solution from an arbitrary interior point. Fig. 9 illustrates the first example. The algorithm only occupies new cells and it will not remove the already occupied ones no matter those occupied cells are the largest cells or not. If the resource is exhausted while the occupied cells are not the largest ones, the output of the algorithm is not an optimal solution.

Fig. 10a illustrates another example where there are more than one non-integer $t_r$. Suppose the resource is exhausted after filling a part of a partially filled cell as shown in Fig. 10b. It is clear that the output is not a preferred solution. However, if the two partially filled cells have the same value, the output may be an optimal solution.

Notice that Algorithm 1 is a greedy algorithm, so one way to understand the algorithm is to explore the optimal substructure of (IP). We first define the subproblem of (IP).

**Definition 8** (Subproblem). An instance of (IP) is a *subproblem* of another instance of (IP) if
and only if the total resource of the former one is no more than that of the latter one.

Recall in Fig. 2, the height of the water surface is related to the allocated resource and the optimal objective under this amount of resource. Therefore, the optimal solution of a subproblem has a higher water surface as there is less total resource. As discussed in Section IV-C, the algorithm lower the water surface in each iteration. So, if we start from a preferred solution of a subproblem which can avoid the issue illustrated in Fig 10 e.g., \( t_r = 0 \) for all \( r \in [M] \) and 0 total resource, we can ensure that the algorithm outputs a preferred solution.

We now formally state the sufficient condition of obtaining a preferred solution by Algorithm 1.

**Theorem 9.** Algorithm 1 outputs a feasible solution. If the input \( \{t_r\}_{r=0}^{M} \) is a preferred solution for a subproblem having less total resource where \( t_r \) are all integers, then the output is also a preferred solution.

**Proof:** See Appendix XI.

In each iteration of Algorithm 1 we need to find the \( r \) which has the largest \( \Delta_{r,[t_r]} \). This can be handled by a max-heap, which can be initialized (heapified) in \( \mathcal{O}(M) \) time. Accessing such \( r \) can be done in constant time. After that, replacing the maximum value to \( \Delta_{r,[t_r]} + 1 \) takes \( \mathcal{O}(\log M) \) time (one deletion and one insertion). Therefore, each iteration takes \( \mathcal{O}(\log M) \) time.

The number of iterations in Algorithm 1 depends on the answer output by the algorithm. Let \( \{t^*_r\}_{r \in [M]} \) be the output of the algorithm and \( \{\bar{t}_r\}_{r \in [M]} \) be the interior point input to the algorithm.

As the algorithm only increase the recoding number, there are totally \( \lceil t^*_r \rceil - \lfloor \bar{t}_r \rfloor - \delta_{t^*_r,\bar{t}_r} \) iterations for each \( r \in [M] \). That is, the algorithm totally takes \( \mathcal{O}(M + \sum_{r=0}^{M} (\lceil t^*_r \rceil - \lfloor \bar{t}_r \rfloor - \delta_{t^*_r,\bar{t}_r}) \log M) \) time. This complexity can be loosely upper bounded by \( \mathcal{O}(M + \sum_{r=0}^{M} \lceil t^*_r \rceil \log M) \).

If we can ensure that only the rank in the rank support \( S \) would appear, we can set \( \Delta_{r,t} = 0 \) for all \( r \not\in S \) and all \( t \in \mathbb{N} \) so that we must have \( t^*_r = 0 \) for all \( r \not\in S \). Also, note that \( t^*_0 = 0 \).

For simplicity, define \( S^+ := S \setminus \{0\} \). Then, we have

\[
\sum_{r=0}^{M} (\lceil t^*_r \rceil - \lfloor \bar{t}_r \rfloor - \delta_{t^*_r,\bar{t}_r}) \leq \sum_{r \in S^+} t^*_r + |S^+| \leq \sum_{r \in S^+} \frac{h_r t^*_r}{\min_{r \in S^+} h_r} + M = \frac{t_{avg}}{\min_{r \in S^+} h_r} + M.
\]

This way, we can further simplify the complexity into \( \mathcal{O}(M \log M + \frac{t_{avg}}{\min_{r \in S^+} h_r} \log M) \).

**B. From a Feasible Solution to a Preferred Solution**

Suppose we have a feasible solution. This feasible solution may be the one obtained by Algorithm 1 from a “bad” interior point, or an optimal but not preferred solution output by
other optimization problem solvers. We now discuss the second algorithm, Algorithm 2, which modifies the solution into a preferred one.

The idea of the algorithm is that we release part of the smallest occupied cell and reallocate the resource to occupy the largest unoccupied cell if the objective value can be increased, which are the smallest of the green cells and the largest of the blue cells respectively in Fig. 11. Note that a partially filled cell can be considered as both green and blue. By repeating this procedure, the algorithm eventually reaches an optimal solution, but such a solution is not necessary an ADS. However, we know that excluding the partially filled cells, the remaining occupied cells are those largest cells. Therefore, the last steps in the algorithm is to remove those partially filled cells so that we can obtain a preferred solution of a subproblem having equal or less resource. This way, we can invoke Algorithm 1 to allocate the remaining resource and obtain a preferred solution. Note that the algorithm has to access the value \( \Delta r_{r-1} \) when \( t_r = 0 \). To make sure that we do not output negative \( t_r \), define \( \Delta r_{-1} := \infty \).

**Theorem 10.** The output of Algorithm 2 is a preferred solution.

**Proof:** See Appendix XI.

Similar to Algorithm 1, each iteration of Algorithm 2 takes (twice) \( \mathcal{O}(\log M) \) time by maintaining a max-heap and a min-heap. The number of iterations depends on how far the optimal point is from the feasible point. We consider the moment before the algorithm invoke Algorithm 1. Let \( \{t^*_r\}_{r \in [M]} \) be the answer of the algorithm at this moment and \( \{\bar{t}_r\}_{r \in [M]} \) be the input feasible solution. Then, each \( r \in [M] \) has \( \max\{t^*_r - [\bar{t}_r], [\bar{t}_r] - [t^*_r]\} - \delta_{t^*_r, \bar{t}_r} \) iterations. Therefore, the algorithm takes \( \mathcal{O}(M + \sum_{r=0}^{M} \max\{t^*_r - [\bar{t}_r], [\bar{t}_r] - [t^*_r]\} - \delta_{t^*_r, \bar{t}_r} \log M) \) time before invoking Algorithm 1. This complexity can be loosely upper bounded by \( \mathcal{O}(M + \sum_{r=0}^{M} \max\{t^*_r, \bar{t}_r\} \log M) \).

Again, if we can ensure that only the rank in the rank support \( S \) would appear, we let \( t^*_r = \bar{t}_r \).
for all \( r \not\in S^+ \) as we can neglect these \( r \) in the algorithm. Then, we have
\[
\sum_{r=0}^{M} \left( \max \{ \lceil t^*_r \rceil - \lceil \bar{t}_r \rceil, \lceil \bar{t}_r \rceil - \lfloor t^*_r \rfloor \} - \delta_{t^*_r, \bar{t}_r} \right) \leq \sum_{r \in S^+} \left( \frac{t_{\text{avg}}}{h_r} \right) \leq \sum_{r \in S^+} \left( \frac{t_{\text{avg}}}{h_r} + 1 \right) \leq \frac{Mt_{\text{avg}}}{\min_{r \in S^+} h_r} + M.
\]
So, we can write the complexity before invoking Algorithm 1 as \( O(M \log M + \frac{Mt_{\text{avg}}}{\min_{r \in S^+} h_r} \log M) \). Notice that the expression of the time complexity is the same after adding the one of Algorithm 1.

C. Tuning for Updated Parameters

We now consider that some parameters of (IP) are updated. Examples of parameters include the channel statistics (input rank distribution and the packet loss pattern on the outgoing channel), the batch size and the total resource. The channel statistics may be learnt from the recently received batches or from the feedback of the network protocol. The amendments of the batch size and the total resource are decided by other protocols or controlling algorithms which maintain the latency and buffer stability.

With both Algorithms 1 and 2, actually we can tune an arbitrary primal point \( \{ t_r \}_{r \in [M]} \) where \( t_r \geq 0 \) for all \( r \in [M] \) to a preferred solution. Such a primal point may be a preferred solution before the update of the parameters, which may become infeasible after the update. Our guideline to tune an arbitrary primal point is as follows.

- **Case I:** \( \sum_{r=0}^{M} h_r t_r = t_{\text{avg}} \). We can apply Algorithm 2 to obtain a preferred solution.
- **Case II:** \( \sum_{r=0}^{M} h_r t_r < t_{\text{avg}} \). We first apply Algorithm 1 to obtain a feasible solution, then apply Algorithm 2 to further tune the point into a preferred solution.
- **Case III:** \( \sum_{r=0}^{M} h_r t_r > t_{\text{avg}} \). This means that we need to release some occupied resource. After releasing, the point becomes a feasible (or an interior) point. Then, we can follow the above cases to obtain a preferred solution. One way to release the resource is to remove some smallest elements in \( \bigcup_{r \in [M]} \Omega_r(t_r) \) so we only keep track of the larger elements, thus we can reduce the tuning steps induced by our algorithms.

If both the batch size \( M \) and the outgoing channel statistic are not changed, we can further reduce the steps in the guideline when we tune an old preferred solution. This is because the values of \( \Delta_{r,t} \), i.e., the elements in \( \bigcup_{r \in [M]} \Omega_r(\infty) \), remain the same and the old solution captures those largest elements in \( \bigcup_{r \in [M]} \Omega_r(\infty) \). In fact, this special scenario is the three cases we have discussed in detail in Section IV-E.
D. Tuning from an Optimal Lagrange Multiplier

Some solvers may apply a dual or a primal-dual approach to trickle the optimization problem. That is, these solvers consider the dual problem (D) and find an optimal Lagrange multiplier. Binary search or subgradient search on the Lagrange multiplier are examples to find an optimal dual solution. In this subsection, we discuss how to obtain a preferred solution from an optimal Lagrange multiplier.

An example of a standard dual-based solver is as follows. There are two levels in the solver. In the first level, we fix a $\lambda$ and then solve (7), which is $\sup_{t_r \geq 0} (h_r(E_r(t_r) - \lambda t_r))$, for each $r \in [M]$. We can solve $t_r$ either by the solution shown in (8), which is an interval for each $r$ and may need some extra search on the values of $\Delta_{r,t}$, or by using another way like subgradient search. In the second level, given the $t_r$ solved in the first level, we try to adjust $\lambda$ to solve (D). There are various ways such as binary search and subgradient search to update $\lambda$. The two levels are applied alternatively. This type of dual-based solver is globally asymptotically stable [43].

We remark that in a subgradient search, there may be a sudden large jump when the new primal point lands on another line segment. Therefore, we advise to use a diminishing step size for a faster convergence.

Suppose we use (8) to solve $t_r$. If $\sum_{r=1}^{M} h_r t_r - t_{avg}$ does not have an opposite sign for all $t_r$ in the interval shown in (8), then it is safe to choose any $t_r$ in that interval to be the primal values used for the iteration in the second level. Otherwise, it means that the optimal $t_r$ is laid on the interval shown in (8), i.e., an optimal $\lambda$ is found.

Regardless of how we find an optimal $\lambda$, we need an extra step to ensure that the primal solution is a preferred solution. As (8) is independent of $(h_0, \ldots, h_M)$, we can set $t_r = \min t_r(\lambda)$ for all $r$ to be a preferred solution of a subproblem having less resource. It is a preferred solution as $\bigcup_{r \in [M]} \Omega_r(\min t_r(\lambda))$ is a collection of all elements in $\bigcup_{r \in [M]} \Omega_r(\infty)$ which are smaller than $\lambda$; and $\min t_r(\lambda)$ are integers for all $r \in [M]$. Then, according to Theorem 9, we can apply Algorithm 1 to obtain a preferred solution.

VI. CONCLUDING REMARKS

We proposed a general recoding number optimization problem for batched network coding with adaptive recoding, studied the properties of the optimization problem, and provided algorithms to obtain a preferred solution which can tolerate rank distribution errors. Our approach works for a very general setting: arbitrary finite field for recoding and packet loss pattern subject
to the concavity of the expected rank functions. We also viewed the problem from different angles, showed an almost deterministic property on the optimal recoding numbers, and proved an intuition that the recoding number of a batch of a larger rank should be no smaller than that of a batch of a lower rank. These investigations can simplify the analysis and design of other applications based on adaptive recoding.

To further generalize our framework, it is interesting to know whether the concavity of the expected rank functions can be preserved when we apply systematic recoding [30], [44]. On the other hand, our example of non-stationary loss pattern that satisfies the concavity requirement suggests that there may be a more general class of loss patterns guaranteeing the concavity of the expected rank functions which is worth to study. It is also important to investigate the gap from optimality of our algorithms when the expected rank functions are not concave.

Our approach can be applied to a general batched network code. But as we use the expected rank as the recoding objective, our approach in general assumes that the outer code can achieve the expected rank of batch transfer matrices. Notice that not all batched network codes studied in the literature can achieve the expected rank. For example, when the batches are generated using disjoint subsets of input packets, the decoding requires that the rank of each batch is larger than a certain value. For this case, the objective of our optimization should be changed. One direction is to introduce a penalty function to the objective which emulates the throughput of the code. Another way is to modify the physical meaning of the objective to match with the throughput of the code, but this may breach the concavity.

As baseline recoding maintains certain stochastic dominance relations [23], we suspect that adaptive recoding would also do so. This may be the key to investigate the relation between the distributed model at each node and the centralized model of the whole network. We may need to reformulate the problem as a stochastic optimization problem instead of maximizing the average expected rank at the next node. This is another future direction which aims to understand the stochastic nature of adaptive recoding.
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Appendix I
Proof of Lemma I

Let \{v_1, \ldots, v_r, \ldots, v_s\} be the received packets in a batch. Without loss of generality, let \{v_1, \ldots, v_r\} be a basis of the vector space spanned by all the received packets in the batch. Then, we have

\[ v_j = \sum_{i=1 \atop c_{i,j} \neq 0}^r c_{i,j} v_i \]

for all \( j = r + 1, \ldots, s \) and some constants \( c_{i,j} \in \mathbb{F}_q \). A recoded packet generated by RLNC is a vector expressed by \( \sum_{k=1}^s \beta_k v_k = \sum_{k=1}^r \beta'_k v_k \), where \( \beta_1, \ldots, \beta_s \) are chosen from \( \mathbb{F}_q \) uniformly, and

\[ \beta'_k = \beta_k + \sum_{\ell=r+1 \atop c_{k,\ell} \neq 0}^s \beta_{t \ell} c_{k,\ell}. \]

Let \( \beta, \gamma \) be random variables which are uniformly distributed over all entries in \( \mathbb{F}_q \). For all \( a, c \in \mathbb{F}_q \) where \( c \neq 0 \), we have \( \Pr(\beta c = a) = \Pr(\beta = ac^{-1}) = 1/q \). On the other hand, every row in the addition table of \( \mathbb{F}_q \) is a permutation of all the entries in \( \mathbb{F}_q \). So, we have \( \Pr(\beta + \gamma = a) = q(1/q)^2 = 1/q \). The above arguments show that \( \beta'_k \) is distributed uniformly over \( \mathbb{F}_q \). That is, the RLNC of all received packets is equivalent in distribution to the RLNC of all linearly independent received packets.

Let \( B \) be the matrix formed by juxtaposing \( \{v_1, \ldots, v_r\} \). The recoded packets are the columns in the matrix \( BR_{r,t} \). Let \( T \) be the matrix formed by juxtaposing the received recoded packets at the next hop. Note that \( \text{rk}(T) = \text{rk}(BR_{r,t}Z_t) \), where the latter substitutes the lost packets into zero column vectors. So, we can express the expected rank function by

\[ E_r(t) = \mathbb{E}[\text{rk}(BR_{r,t}Z_t)] = \mathbb{E}[\text{rk}(R_{r,t}Z_t)], \]

where the last equality holds as \( B \) has full column rank.

Appendix II
Proof of Lemma II

Without loss of generality, we can write \( R_{r,t+1} = (R_{r,t} \mid x) \) and \( R_{r,t+2} = (R_{r,t} \mid x \mid y) \), where \( x \) and \( y \) are independent totally random column vectors.

When \( r = 0 \), both \( R_{r,t} \) and \( R_{r,t+1} \) are empty matrices. By definition, their ranks are both 0. So, we have \( \mathbb{E}[\text{rk}(R_{0,t})] = 0 \) for all \( t \).
Now we consider \( r > 0 \). Denoted by \( \text{span}(M) \) the vector space spanned by the columns of a matrix \( M \). We have

\[
\Delta \mathbb{E}[\text{rk}(R_{r,t})] = \mathbb{E}[\text{rk}(R_{r,t+1}) - \text{rk}(R_{r,t})]
= \Pr(\text{rk}(R_{r,t+1}) - \text{rk}(R_{r,t}) = 1)
= \Pr(x \not\in \text{span}(R_{r,t})),
\]

where (10) holds since \( \text{rk}(R_{r,t+1}) - \text{rk}(R_{r,t}) \) is a binary random variable. Similarly, we have

\[
\Delta \mathbb{E}[\text{rk}(R_{r,t+1})] = \Pr(y \not\in \text{span}(R_{r,t} | x)).
\]

On the other hand,

\[
\Delta \mathbb{E}[\text{rk}(R_{r,t})] = \Pr(x \not\in \text{span}(R_{r,t}))
= \Pr(y \not\in \text{span}(R_{r,t}))
\geq \Pr(y \not\in \text{span}(R_{r,t} | x))
= \Delta \mathbb{E}[\text{rk}(R_{r,t+1})],
\]

where

- (11) holds since \( x \) and \( y \) are equiprobable and independent of \( R_{r,t} \); and
- (12) holds since \( \text{span}(R_{r,t}) \subseteq \text{span}(R_{r,t} | x) \).

This also shows that \( \mathbb{E}[\text{rk}(R_{r,t})] \) is monotonic increasing and concave with respect to \( t \).

When \( q \) is finite, we know that

\[
\Pr(\text{span}(R_{r,t}) \neq \text{span}(R_{r,t} | x)) = \Pr(x \not\in \text{span}(R_{r,t})) > 0.
\]

As \( y \) is also independent of \( R_{r,t} \) and \( x \), it is straightforward to see that \( \Pr(y \not\in \text{span}(R_{r,t} | x)) > \Pr(y \not\in \text{span}(R_{r,t})) \), i.e., the inequality in (12) is strict.

Now we consider \( q \to \infty \). We know that \( y \not\in \text{span}(R_{r,t}) \) with probability tends to 1 when \( 0 \leq t < r \); and almost never when \( t \geq r > 0 \). That is, the inequality in (12) is strict when \( t + 1 = r > 0 \). As we are considering the points \( \{t, t+1, t+2\} \), it means that \( \mathbb{E}[\text{rk}(R_{r,t})] \) is strictly concave at \( r \).

The proof of (a) is done. For (b), let \( \tilde{x} = (x^T | z)^T \), where \( z \) is a single element uniformly drawn from the underlying field.
If $\tilde{x} \in \text{span}(R_{r+1,t})$, then we can write $\tilde{x}$ as a linear combination of the columns of $R_{r+1,t}$. By removing the last row, we can show that $x$ is a linear combination of the columns of $R_{r,t}$. That is, $x \in \text{span}(R_{r,t})$. So, we have

$$\Pr(\tilde{x} \in \text{span}(R_{r+1,t})) \leq \Pr(x \in \text{span}(R_{r,t})),$$

where the inequality is strict if $q$ is finite.

On the other hand, recall that

$$\Delta E[\text{rk}(R_{r,t})] = \begin{cases} \Pr(x \notin \text{span}(R_{r,t})) & \text{if } r > 0, \\ 0 & \text{otherwise}, \end{cases}$$

and

$$\Delta E[\text{rk}(R_{r+1,t})] = \Pr(\tilde{x} \notin \text{span}(R_{r+1,t})).$$

So, we have $\Delta E[\text{rk}(R_{r+1,t})] \geq \Delta E[\text{rk}(R_{r,t})]$. The inequality is strict if $q$ is finite.

For $q \to \infty$, we have $\text{rk}(R_{r,t}) = \min\{r, t\}$ with probability tends to 1. So, we have

$$\Delta E[\text{rk}(R_{r,t})] = \begin{cases} 1 & \text{if } t < r, \\ 0 & \text{otherwise}. \end{cases}$$

It is easy to see that $\Delta E[\text{rk}(R_{r+1,t})] > \Delta E[\text{rk}(R_{r,t})]$ when $r = t$.

The proof of (b) is done. Thus, we have finished proving Lemma 2.

**APPENDIX III**

**PROOF OF THEOREM 1**

We know that $\{Z_t\}$ is a stationary stochastic process [43]. Recall that the columns in $R_{r,t}$ have the same distribution. Under the condition that the number of 1 in $Z_t$ equals $i$, $\text{rk}(R_{r,t}Z_t)$ has the same distribution as $\text{rk}(R_{r,i}).$
Consider

\[
E_r(t + 2) - E_r(t + 1) = \mathbb{E}[\text{rk}(R_{r,t+2}Z_{t+2}) - \text{rk}(R_{r,t+1}Z_{t+1})]
\]

(13)

\[
= \sum_{i=0}^{t+1} \{\Pr(Z_{t+2} = 1, \text{rk}(Z_{t+1}) = i)\mathbb{E}[\text{rk}(R_{r,i+1}) - \text{rk}(R_{r,i})]
+ \Pr(Z_{t+2} = 0, \text{rk}(Z_{t+1}) = i)\mathbb{E}[\text{rk}(R_{r,i}) - \text{rk}(R_{r,i})]\}
\]

(14)

\[
= \sum_{i=1}^{t+1} \Pr(Z_1 = 1, Z_{t+2} = 1, \text{rk}(Y_{t+1}) = i - 1)\Delta \mathbb{E}[\text{rk}(R_{r,i})]
\]

(15)

\[
= \sum_{i=0}^{t} \Pr(Z_1 = 1, Z_{t+2} = 1, \text{rk}(Y_{t+1}) = i)\Delta \mathbb{E}[\text{rk}(R_{r,i})]
\]

(16)

\[
= \mathbb{E}[\text{rk}(R_{r,t+1}Z_{t+1}) - \text{rk}(R_{r,t}Z_t)] = E_r(t + 1) - E_r(t),
\]

(17)

where

- (13) and (17) are according to Lemma 1
- (15) holds by applying Lemma 2(a);
- (16) by the assumption that \{Z_t\} is a stationary stochastic process.

We can see from (17) that \(E_r(t)\) is monotonic increasing as the rank of \(R_{r,t+1}Z_{t+1}\) is no less than the rank of \(R_{r,t}Z_t\) due to coupling.

Now, we consider \(t + 1 = c\). Note that \(\Pr(Z_1 = 1, Z_{c+1} = 1) \neq 0\) implies that \(\Pr(Z_1 = 1, Z_{t+2} = 1, \text{rk}(Y_{t+1}) = i) \neq 0\) for some \(0 \leq i \leq t\). When \(q\) is finite, we have \(\Delta \mathbb{E}[\text{rk}(R_{r,i+1})] < \Delta \mathbb{E}[\text{rk}(R_{r,i})]\) for all \(r > 0\) by Lemma 2(a). In this case, the inequality in (16) is strict if \(r > 0\), i.e., \(E_r(t)\) is strictly concave at \(c\) under this condition.
When $q \to \infty$, Lemma 2(a) tells us that $\Delta \mathbb{E}[\text{rk}(R_{r,i+1})] = \Delta \mathbb{E}[\text{rk}(R_{r,i})]$ for all $i + 1 \neq r > 0$. So, we only need to consider $i + 1 = r > 0$. That is, we need $\Pr(Z_1 = 1, Z_{c+1} = 1, \text{rk}(Y_c) = r - 1) \neq 0$ to achieve a strict inequality.

**APPENDIX IV**

**PROOF OF THEOREM 2**

Under the condition that the number of 1 in $Z_t$ equals $i$, $\text{rk}(R_{r,t}Z_t)$ has the same distribution as $\text{rk}(R_{r,i})$. We consider the following:

$$
\Delta_{r+1,t} = E_{r+1}(t + 1) - E_{r+1}(t)
$$

$$
= \mathbb{E}[\text{rk}(R_{r+1,t+1}Z_{t+1}) - \text{rk}(R_{r+1,t}Z_t)]
$$

$$
= \sum_{i=0}^{t} \Pr(Z_{t+1} = 1, \text{rk}(Z_t) = i) \Delta \mathbb{E}[\text{rk}(R_{r+1,i})]
$$

$$
\geq \sum_{i=0}^{t} \Pr(Z_{t+1} = 1, \text{rk}(Z_t) = i) \Delta \mathbb{E}[\text{rk}(R_{r,i})]
$$

$$
= \mathbb{E}[\text{rk}(R_{r,t+1}Z_{t+1}) - \text{rk}(R_{r,t}Z_t)]
$$

$$
= E_r(t + 1) - E_r(t) = \Delta_{r,t},
$$

where

- (18) and (20) are by Lemma 1.
- (19) is by Lemma 2(b).

For finite $q$, Lemma 2(b) states that $\Delta \mathbb{E}[\text{rk}(R_{r,i})]$ is strictly increasing with respect to $r$. Note that $\Pr(Z_{t+1} = 1) \neq 0$ implies that $\Pr(Z_{t+1}, \text{rk}(Z_t) = i) \neq 0$ for some $0 \leq i \leq t$, which shows that the inequality in (19) is strict.

When $q \to \infty$, Lemma 2(b) states that $\Delta \mathbb{E}[\text{rk}(R_{r,i})]$ is strictly increasing with respect to $r$ only at $r = i$. To make a strict inequality in (19), we require $\Pr(Z_{t+1} = 1, \text{rk}(Z_t) = r) \neq 0$.

**APPENDIX V**

**PROOF OF THEOREM 3**

We need to evaluate $\Delta_{r+1,t+1} = E_{r+1}(t + 2) - E_{r+1}(t + 1)$. We can follow the same steps from (13) to (14) except substituting $r$ into $r + 1$ to obtain

$$
\sum_{i=0}^{t} \{ \Pr(Z_1 = 1, Z_{t+2} = 1, \text{rk}(Y_{t+1}) = i) \Delta \mathbb{E}[\text{rk}(R_{r+1,i+1})] \}$$
\[ \Pr(Z_1 = 0, Z_{t+2} = 1, \text{rk}(Y_{t+1}) = i) \Delta \mathbb{E}[\text{rk}(R_{r+1,i})]. \] \tag{21}

By (5) and Lemma 2(b), we know that (21) is larger than or equal to
\[ \sum_{i=0}^{t} \Pr(Z_{t+2} = 1, \text{rk}(Y_{t+1}) = i) \Delta \mathbb{E}[\text{rk}(R_{r,i})]. \] \tag{22}

When \( q \) is finite, by applying Lemma 2(b), we can see that the inequality in (22) is strict when \( \Pr(Z_1 = 0, Z_{t+2} = 1, \text{rk}(Y_{t+1}) = i) \neq 0 \) for some \( 0 \leq i \leq t \). This condition can be covered by \( \Pr(Z_1 = 0, Z_{t+2} = 1) \neq 0 \).

When \( q \to \infty \), Lemma 2(b) tells us that we only need to consider \( r = i \). We require \( \Pr(Z_1 = 0, Z_{t+2} = 1, \text{rk}(Y_{t+1}) = r) \neq 0 \) to make a strict inequality in (22).

Note that (22) is exactly the same as (16) because \( \{Z_t\} \) is a stationary stochastic process. So, we can follow the steps from (16) to (17) and finish the proof.

**Appendix VI**

**Proof of Theorem 5**

Recall that \( S \) denotes the rank support (see Definition 6).

For those \( r \in [M] \setminus S \), we can set \( t_r = 0 \) as \( h_r E_r(\cdot) = 0 \). Similarly, we can set \( t_0 = 0 \) as \( E_0(\cdot) = 0 \).

Now we consider \( r \in S \). If \( |S| = 1 \), the proof is done. Suppose there are distinct \( r, r' \in S \) such that \( t_r \) and \( t_{r'} \) are non-integers. Our goal is to show that eliminating the fractional part of \( t_r \) or \( t_{r'} \) gives a non-decreased objective value.

The sum of the expected ranks (at the next hop) for the batches of rank \( r \) and \( r' \) is
\[ h_r E_r(t_r) + h_{r'} E_{r'}(t_{r'}). \] \tag{23}

Without loss of generality, assume \( \Delta_{r,t_r} \geq \Delta_{r',t_{r'}} \). Let \( \epsilon_r = t_r - \lfloor t_r \rfloor \) and \( \epsilon_{r'} = t_{r'} - \lfloor t_{r'} \rfloor \).

Case I: \( h_r \epsilon_r \geq h_{r'} (1 - \epsilon_{r'}) \). We move a portion of \( \epsilon_{r'} \) to \( t_r \) so that \( t_r \) becomes \( \lfloor t_r \rfloor + 1 \), which is an integer. In order to keep the total resource used by \( r \) and \( r' \) constant, \( t_{r'} \) is decreased by \( \frac{h_r (1 - \epsilon_r)}{h_{r'}} \). Then the sum of the expected ranks becomes
\[ h_r E_r(\lfloor t_r \rfloor + 1) + h_{r'} E_{r'} \left( t_{r'} - \frac{h_r (1 - \epsilon_r)}{h_{r'}} \right), \] \tag{24}

and (24) minus (23) gives \( h_r (1 - \epsilon_r) (\Delta_{r,t_r} - \Delta_{r',t_{r'}}) \), which is non-negative.
Case II: \( h_r' \epsilon_r' < h_r(1 - \epsilon_r) \). We move all \( \epsilon_r' \) to \( r \) so that \( t_r' \) becomes an integer. To balance the total resource used by \( r \) and \( r' \), \( t_r \) is increased by \( \frac{h_r' \epsilon_r'}{h_r} \). Note that \( t_r + \frac{h_r' \epsilon_r'}{h_r} < \lfloor t_r \rfloor + 1 \). Then the sum of expected ranks becomes
\[
h_r E_r \left( t_r + \frac{h_r' \epsilon_r'}{h_r} \right) + h_r' E_r' \left( \lfloor t_r' \rfloor \right),
\]
(25)
and (25) minus (23) gives \( h_r' \epsilon_r' (\Delta_r, t_r - \Delta_r', t_r') \), which is non-negative.

Combine the two cases, we can reduce the number of non-integer \( t_r \) without decreasing the objective value. By applying the procedure repeatedly, the proof is done.

**APPENDIX VII**

**PROOF OF THEOREM 6**

Suppose \( \bigcup_{r \in S} \Omega_r(t_r) \) is not a collection of the largest \( \sum_{r \in S} \lfloor t_r \rfloor \) elements in \( \bigcup_{r \in S} \Omega_r(\infty) \). Then, there exists distinct \( m, n \in S \) such that
\[
\Omega_m(t_m) \not\supseteq \Delta_m, \lfloor t_m \rfloor > \Delta_n, \lfloor t_n-1 \rfloor \in \Omega_n(t_n).
\]
(26)

The resource we need to increase \( t_m \) into the next larger integer \( \lfloor t_m + 1 \rfloor \) is \( h_m(1 - (t_m - \lfloor t_m \rfloor)) \). On the other hand, the resource we release by decreasing \( t_n \) to the next smaller integer \( \lfloor t_n - 1 \rfloor \) is \( h_n(t_n - \lfloor t_n \rfloor + \delta_{t_n, \lfloor t_n \rfloor}) \). Define
\[
s = \min \{ h_m(1 - (t_m - \lfloor t_m \rfloor)), h_n(t_n - \lfloor t_n \rfloor + \delta_{t_n, \lfloor t_n \rfloor}) \} > 0.
\]

We reallocate \( s \) amount of resource between \( t_m \) and \( t_n \). Let
\[
t'_r = \begin{cases} 
  t_m + s/h_m & \text{if } r = m, \\
  t_n - s/h_n & \text{if } r = n, \\
  t_r & \text{otherwise}.
\end{cases}
\]
(27)

As we only reallocate the resource, \( \{ t'_r \}_{r=0}^M \) is obviously a feasible solution of (IP). Now we consider the change in the objective value:
\[
\sum_{r=0}^M h_r E_r(t'_r) - \sum_{r=0}^M h_r E_r(t_r) = s(\Delta_m, \lfloor t_m \rfloor - \Delta_n, \lfloor t_n - 1 \rfloor)
\]
\[
\geq s(\Delta_m, \lfloor t_m \rfloor - \Delta_n, \lfloor t_n - 1 \rfloor)
\]
(28)
\[
> 0,
\]
(29)
where (28) holds as \( \Delta_m, \lfloor t_m \rfloor \geq \Delta_m, \lfloor t_m \rfloor \), and (29) is followed by (26).

This means that \( \{ t_r \}_{r=0}^M \) is not an optimal solution. The proof is done by contraposition.
Appendix VIII
Proof of Theorem 7

Suppose \( \{t_r\}_{r=0}^M \) is not an optimal solution of (IP). Then, there exists a feasible solution \( \{t'_r\}_{r=0}^M \) which can achieve a larger objective value than \( \{t_r\}_{r=0}^M \). It means that there exists distinct \( m, n \in S \) such that we can reallocate the resource by increasing \( t_m \) and decreasing \( t_n \) to obtain a larger objective value.

We use the same \( \{t'_r\}_{r=0}^M \) defined in (27) to reallocate the resource. The increment in the objective value is

\[
\sum_{r=0}^M h_r E_r(t'_r) - \sum_{r=0}^M h_r E_r(t_r) = s(\Delta_{m,[t_m]} - \Delta_{n,[t_n-1]}),
\]

which implies that \( \Delta_{m,[t_m]} > \Delta_{n,[t_n-1]} \).

Condition i) is violated if \( t_m \) is not an integer. If \( t_m \) is an integer, then the inclusion of \( \Delta_{n,[t_n-1]} \) and the exclusion of \( \Delta_{m,[t_m]} \) violates condition ii). The proof is done by contraposition.

Appendix IX
Proof of Theorem 8

Let \( \{t_r\}_{r=0}^M \) be an optimal solution to (IP) which has at most one non-integer \( t_r \). Define \( \epsilon_m = t_m - [t_m] \) and \( \epsilon_n = t_n - [t_n] \). Denote \( (\alpha_t)_{t=0}^\infty \) by \( \alpha_r \) and \( (\alpha_r)_{r=0}^M \) by \( \alpha \).

Suppose there exists some \( n > m \) such that \( t_n < t_m \), where \( h_n, h_m \neq 0 \). If we assume \( t_r \geq r \) for all \( r \in [M] \), then we also have \( m < n \leq t_n < t_m \).

Let \( \alpha \) be the corresponding solution of \( \{t_r\}_{r=0}^M \) for (IP). Now, we construct another point \( \alpha' \). Set \( \alpha'_r = \alpha_r \) for \( r \neq m, n \). For \( r = m, n \), we partially move the probability masses between \( \alpha_{t|m} \) and \( \alpha_{t|n} \). Define

\[
\alpha'_{t|m} = \begin{cases} 
(1 - h_n)\epsilon_m & \text{if } t = [t_m] + 1, \\
h_n(1 - \epsilon_n) & \text{if } t = [t_n], \\
\delta_{[t_n]+1|[t_m]} h_n \epsilon_n + (1 - h_n)(1 - \epsilon_m) & \text{if } t = [t_m], \\
\delta_{[t_n]+1|[t_m]} (1 - h_n)(1 - \epsilon_m) + h_n \epsilon_n & \text{if } t = [t_n] + 1, \\
0 & \text{otherwise},
\end{cases}
\]
and

\[
\alpha'_{t[n]} = \begin{cases} 
  h_m \epsilon_m & \text{if } t = [t_m] + 1, \\
  (1 - h_m)(1 - \epsilon_n) & \text{if } t = [t_n], \\
  \delta_{[t_n] + 1, [t_m]}(1 - h_m)\epsilon_n + h_m(1 - \epsilon_m) & \text{if } t = [t_m], \\
  \delta_{[t_n] + 1, [t_m]}h_m(1 - \epsilon_m) + (1 - h_m)\epsilon_n & \text{if } t = [t_n] + 1, \\
  0 & \text{otherwise}. 
\end{cases}
\]

The Kronecker delta is introduced to sum up the probability masses which should be assigned to \([t_m]\) and \([t_n + 1]\) individually when \([t_m] = [t_n + 1]\).

The following shows that \(\alpha'\) is a feasible solution to \((P)\):

\[
\sum_{r=0}^{M} h_r \sum_{t=0}^{\infty} t \alpha'_{t[r]} = \sum_{r=0}^{M} h_r \sum_{t=0}^{\infty} t \alpha_{t[r]} + h_m((1 - \epsilon_n)t_m + h_n t_n) + h_n(h_m t_m + (1 - h_m)t_n)
\]

\[
= \sum_{r=0}^{M} h_r \sum_{t=0}^{\infty} t \alpha_{t[r]} = t_{avg}.
\]

Now, we show that \(\alpha'\) can obtain a larger objective value of \((P)\) than \(\alpha\). Consider

\[
\sum_{r=0}^{M} h_r \sum_{t=0}^{\infty} \alpha'_{t[r]} E_r(t) - \sum_{r=0}^{M} h_r \sum_{t=0}^{\infty} \alpha_{t[r]} E_r(t)
\]

\[
= h_m((1 - \epsilon_n)E_m(t_m) + h_n E_m(t_n)) - h_m E_m(t_m) + h_n((h_m E_n(t_m) + (1 - h_m)E_n(t_n)) - h_n E_n(t_n)
\]

\[
= h_m h_n(E_m(t_n) - E_m(t_m)) + h_n h_m(E_n(t_m) - E_n(t_n))
\]

\[
= h_m h_n \sum_{i=[t_m]+1}^{[t_n]-1} (\Delta_{n,i} - \Delta_{m,i}) + h_m h_n \epsilon_m(\Delta_{n,[t_m]} - \Delta_{m,[t_m]}) + h_m h_n (1 - \epsilon_n)(\Delta_{n,[t_n]} - \Delta_{m,[t_n]})
\]

\[
> 0,
\]

where the last inequality holds as \(\Delta_{n,i} > \ldots > \Delta_{m,i}\) for all \(i \geq [t_n]\). That is, \(\alpha\) cannot solve \((P)\), which contradicts that the solution of \((IP)\) solves \((P)\) by Theorem 4. So, we must have \(t_n \geq t_m\).

Now, we assume \(\Delta_{r+1,t+1} > \Delta_{r,t}\). Suppose we have \(t_n = t_m > 0\) for some \(n > m\) where \(h_n, h_m \neq 0\). Similarly, if we assume \(t_r \geq r\) for all \(r \in [M]\), then we also have \(t_n = t_m \geq n > m\).

We construct \(\{t'_r\}_{r=0}^M\) by

\[
t'_r = \begin{cases} 
  t_m - h_n \sigma & \text{if } r = m, \\
  t_n + h_m \sigma & \text{if } r = n, \\
  t_r & \text{otherwise},
\end{cases}
\]

where \(\sigma = |t_{n+1} - t_n|\).
where
\[ \sigma = \begin{cases} 
1 & \text{if } t_n = t_m \text{ are integers}, \\
\min\{\frac{\epsilon_m}{h_n}, \frac{1-\epsilon_m}{h_m}\}/2 & \text{otherwise}.
\end{cases} \]

Note that \( h_n, h_m \neq 0 \) implies that \( 0 < h_n, h_m < 1 \). So when \( t_m = t_n \) are integers, i.e., \( t_m \geq 1 \), we have \( t_m - h_n > 0 \) and \( t_n + h_m < t_n + 1 \). For the case where \( t_m = t_n \) are not integers, we have \( h_n\sigma < \epsilon_m \) and \( h_m\sigma < 1 - \epsilon_m \), so we have \( |t_m - h_n\sigma| = |t_m| \) and \( |t_n + h_m\sigma| = |t_n| \).

It is easy to see that \( \{t'_r\}^M_{r=0} \) is a feasible solution to (IP):
\[
\sum_{r=0}^M h_r t'_r = \sum_{r=0}^M h_r t_r + h_m(t_m - h_n\sigma) + h_n(t_n + h_m\sigma) = \sum_{r=0}^M h_r t_r = t_{avg}.
\]

To show that \( \{t'_r\} \) can obtain a larger objective value of (IP) than \( \{t'_r\} \), we consider the following:
\[
\sum_{r=0}^M h_r E_r(t'_r) - \sum_{r=0}^M h_r E_r(t_r) = h_m(E_m(t_m - h_n\sigma) - E_m(t_m)) + h_n(E_n(t_n + h_m\sigma) - E_n(t_n))
\]
\[
= h_n h_m \Delta_{n,|t_m|} - h_m h_n \Delta_{m,|t_m| - \delta_{m,0}} > 0.
\]

The inequality holds as:
- when \( \delta_{m,0} = 0 \), we have \( \Delta_{n,|t_m|} > \ldots > \Delta_{m,|t_m|} = \Delta_{m,|t_m|} \);
- when \( \delta_{m,0} = 1 \), we have \( \Delta_{n,|t_m|} = \Delta_{n,|t_m|} > \Delta_{n-1,|t_m|-1} \geq \ldots \geq \Delta_{m,|t_m|-1} \).

This result contradicts that \( \{t_r\}^M_{r=0} \) solves (IP). Then, we must have \( t_m \neq t_n \).

**APPENDIX X**

**PROOF OF COROLLARY 4**

By Corollary 2, we know that \( \Delta_{r,t} = \Delta_{r',t'} \) for all \( t < r \) and \( t' < r' \). By Theorem 1, \( E_r(t) \) is concave, i.e., \( \Delta_{r,t} \geq \Delta_{r,t+1} \) for all \( r, t \). So, \( \bigcup_{r \in [M]} \Omega_r(r) \) is a collection of the largest \( \sum_{r=0}^M r = M(M+1)/2 \) elements in \( \bigcup_{r \in [M]} \Omega_r(\infty) \), which consumes \( \sum_{r=0}^M r h_r \) resource.

When \( t_{avg} > \sum_{r=0}^M r h_r \), we have to select more elements into the collection, which means that \( t_r \geq r \) for all \( r \in [M] \). By Theorem 7, there is an optimal solution such that \( t_r \geq r \) for all \( r \in [M] \).

Next, if we have \( \Pr(Z_1 = 1, Z_{c+1} = 1, r_k(Y_c) = r - 1) \neq 0 \) for all \( c \geq r \), then by Theorem 1, the concavity of \( E_r(t) \) is strict at \( c \geq r \) for all \( r > 0 \). This means that \( \Delta_{r,t} < \Delta_{r,t-1} \) for all \( r > 0 \). We do not consider \( r = 0 \) as \( E_0(\cdot) = 0 \) implies that \( \Delta_{0,=} = 0 \). By Theorem 6, we conclude that any optimal solution must satisfy \( t_r \geq r \) for all \( r \in S \).
APPENDIX XI

PROOF OF THEOREM 9

It is trivial that the output is a feasible solution. For the second statement, we are having an input that corresponds to a multiset \( M = \bigcup_{r \in [M]} \Omega_r(t_r) \) which is a collection of the largest \( \sum_{r \in [M]} t_r = \sum_{r \in [M]} \lceil t_r \rceil \) elements in \( \bigcup_{r \in [M]} \Omega_r(\infty) \). The algorithm finds and adds the largest element in \( \bigcup_{r \in [M]} (\Omega_r(\infty) \setminus \Omega_r(t_r)) \) into \( M \), which preserve condition iii) in the definition of a preferred solution. Also, the corresponding \( t_r \) is increased by 1 unless there is not enough resource, which only occurs at the last element we add into \( M \) before the algorithm terminates. This last element is the smallest element in \( M \), so condition ii) holds. Thus, the output is also a preferred solution.

APPENDIX XII

PROOF OF THEOREM 10

Let \( \max_{r \in [M]} \Delta_r, t_r \geq \min_{r \in [M]} \Delta_r, [t_r - 1] \). The if statements handle the cases that the chosen rank is not in \( S \) in a trivial way. If both ranks are in \( S \), then we can use the same construction of \( \{ t_r' \}_{r = 0}^M \) in (27) to increase the objective.

Note that we have \( t'_n \in \mathbb{N} \) or \( t'_m \in \mathbb{N} \) (or both). The case \( t'_n \in \mathbb{N} \) corresponds to the removal of a smallest element from \( \bigcup_{r \in S} \Omega_r(t_r) \). Consider the case \( t'_m \in \mathbb{N} \). If \( t_m \in \mathbb{N} \), then it adds a largest element in \( \bigcup_{r \in S} (\Omega_r(\infty) \setminus \Omega_r(t_r)) \) into \( \bigcup_{r \in S} \Omega_r(t_r) \); otherwise it does nothing on the multiset. As \( \Delta_{m, t_m} \geq \Delta_{m, [t_m]} \), we know that the loop terminates after all the elements in \( \bigcup_{r \in [M]} \Omega_r(t_r) \) are no smaller than those in \( \bigcup_{r \in [M]} (\Omega_r(\infty) \setminus \Omega_r(t_r)) \), which follows the contraposition of Theorem 6. Also, only those \( r \in \arg \min_{r \in [M]} \Omega_r(t_r) \) can have non-integer \( t_r \), although it may not be unique.

The algorithm then removes the non-integer parts of \( t_r \). This step only removes the smallest elements in \( \bigcup_{r \in [M]} \Omega_r(t_r) \) when there are non-integer \( t_r \). So after the removal, the multiset \( \bigcup_{r \in [M]} \Omega_r(t_r) \) is a collection of the largest \( \sum_{r \in [M]} \lceil t_r \rceil \) elements in \( \bigcup_{r \in [M]} \Omega_r(\infty) \) where all \( t_r \) are integers. By Corollary 3 and Theorem 7, it is a preferred solution of a subproblem having less total resource. Then, the algorithm calls Algorithm 1. By Theorem 9, the output is a preferred solution of (IP).
APPENDIX XIII

DISCUSSION ON $\Delta \mathbb{E}[\text{rk}(\mathbf{R}_{r+1,t+1})]$ AND $\Delta \mathbb{E}[\text{rk}(\mathbf{R}_{r,t})]$ 

In order to compare the difference between $\Delta \mathbb{E}[\text{rk}(\mathbf{R}_{r,t})]$ and $\Delta \mathbb{E}[\text{rk}(\mathbf{R}_{r+1,t+1})]$, we have to formulate their close form formulas.

The close form formula for the probability of the rank of a totally random matrix over finite field can be found in [65], [66]. However, we only need to use the recursive formula of the above probability. The technique to formulate the recursive relation can be found in [67].

Consider $\mathbf{R}_{r,t+1} = (\mathbf{R}_{r,t}' \mid \mathbf{x})$, where $\mathbf{x}$ is a totally random column vector. Let $V$ be the vector space spanned by the columns in $\mathbf{R}_{r,t}'$. The vector $\mathbf{x}$ is linearly independent of all the columns in $\mathbf{R}_{r,t}'$ if and only if $\mathbf{x} \notin V$. Note that the size of the sample space for $\mathbf{x}$ is $q^r$. So for $0 \leq i \leq \min\{r, t\}$, we have

$$\Pr(\mathbf{x} \notin V \mid \text{rk}(\mathbf{R}_{r,t}') = i) = 1 - |V|/q^r = 1 - q^{i-r}$$

when $\Pr(\text{rk}(\mathbf{R}_{r,t}') = i) \neq 0$. In general, we have

$$\Pr(\text{rk}(\mathbf{R}_{r,t}') = i \land \mathbf{x} \notin V) = \Pr(\text{rk}(\mathbf{R}_{r,t}') = i)(1 - q^{i-r}),$$

$$\Pr(\text{rk}(\mathbf{R}_{r,t}') = i \land \mathbf{x} \in V) = \Pr(\text{rk}(\mathbf{R}_{r,t}') = i)q^{i-r},$$

where we can replace $\mathbf{R}_{r,t}'$ by $\mathbf{R}_{r,t}$ as they are equiprobable.

Next, for $0 \leq i \leq \min\{r, t + 1\}$, we have

$$\Pr(\text{rk}(\mathbf{R}_{r,t+1}) = i) = \Pr(\text{rk}(\mathbf{R}_{r,t}') = i \land \mathbf{x} \in V) + \Pr(\text{rk}(\mathbf{R}_{r,t}') = i - 1 \land \mathbf{x} \notin V)$$

$$= \Pr(\text{rk}(\mathbf{R}_{r,t}) = i)q^{i-r} + \Pr(\text{rk}(\mathbf{R}_{r,t}) = i - 1)(1 - q^{i-1-r}).$$

(30)

Note that we have

$$\Delta \mathbb{E}[\text{rk}(\mathbf{R}_{r,t})] = \sum_{i=0}^{\min\{r,t\}} \Pr(\text{rk}(\mathbf{R}_{r,t}) = i)(1 - q^{i-r}) = \Pr(\mathbf{x} \notin V).$$

(31)
So, we can calculate

\[
\Delta E[\text{rk}(R_{r+1,t+1})] - \Delta E[\text{rk}(R_{r,t})] = \min_{\{r,t\}} \sum_{i=0}^{\min\{r+1,t\}} \Pr(\text{rk}(R_{r+1,t+1}) = i) (1 - q^{i-r}) - \sum_{i=0}^{\min\{r,t\}} \Pr(\text{rk}(R_{r,t}) = i) (1 - q^{i-r})
\]

\[
= \sum_{i=-1}^{\min\{r-1,t\}} (1 - q^{i+1-r}) (1 - q^{i-r}) \Pr(\text{rk}(R_{r,t}) = i) - \sum_{i=0}^{\min\{r,t\}} (1 - q^{i-r})^2 \Pr(\text{rk}(R_{r,t}) = i) \quad (32)
\]

\[
= \sum_{i=0}^{\min\{r,t\}} (1 - q^{i-r}) \Pr(\text{rk}(R_{r,t}) = i) q^{i-r} (1 - q), \quad (33)
\]

where

- (32) follows (30); and
- (33) holds since \(\Pr(\text{rk}(R_{r,t}) = -1) = 0\) and \(1 - q^{i-r} = 0\) when \(i = r\), so the sum from \(i = -1\) to \(\min\{r-1,t\}\) can be replaced by the sum from \(i = 0\) to \(\min\{r,t\}\).

Next, we calculate

\[
\Delta E[\text{rk}(R_{r+1,t+1})] = \min_{\{r+1,t\}} \sum_{i=0}^{\min\{r+1,t\}} \Pr(\text{rk}(R_{r+1,t+1}) = i) (1 - q^{i-r-1})
\]

\[
= \sum_{i=0}^{\min\{r+1,t\}} \Pr(\text{rk}(R_{r+1,t+1}) = i) q^{i-r-1} q^{i-r} + \sum_{i=0}^{\min\{r,t\}} \Pr(\text{rk}(R_{r,t}) = i) (1 - q^{i-r}) (1 - q^{i-r}) \quad (35)
\]

\[
= \Delta E[\text{rk}(R_{r,t})] + \sum_{i=0}^{\min\{r,t\}} \Pr(\text{rk}(R_{r,t}) = i) q^{i-r} (q^{i-r} - q^{i-r-1}) \quad (36)
\]

where

- (34) follows (31); and
- (35) holds since the ranks of a matrix and its transpose are equal, so we can apply (30) by swapping \(r\) and \(t\); and
- (36) holds as \(\Pr(\text{rk}(R_{r,t}) = r+1) = 0\) and by (31).

Now, we can compare the difference between \(\Delta E[\text{rk}(R_{r,t})]\) and \(\Delta E[\text{rk}(R_{r+1,t+1})]\).

\[
\Delta E[\text{rk}(R_{r+1,t+1})] - \Delta E[\text{rk}(R_{r,t})] = \Delta E[\text{rk}(R_{r+1,t+1})] - \Delta E[\text{rk}(R_{r,t+1})] + \Delta E[\text{rk}(R_{r,t+1})] - \Delta E[\text{rk}(R_{r,t})]
\]
\[\min\{r,t+1\} \begin{align*}
&= \sum_{i=0}^{\min\{r,t\}} \Pr(\text{rk}(R_{r,t+1}) = i)q^{2i-t-r-2}(q-1) \\
&\quad + \sum_{i=0}^{\min\{r,t\}} \Pr(\text{rk}(R_{r,t}) = i)(q^{i-r}-1)q^{i-r}(q-1) \quad (37) \\
&= \sum_{i=0}^{\min\{r,t\}} \Pr(\text{rk}(R_{r,t}) = i)q^{i-r}(q-1)(q^{2i-t-r-2} + q^{i-r} - 1) \\
&\quad + \sum_{i=0}^{\min\{r,t\}} \Pr(\text{rk}(R_{r,t}) = i)(1 - q^{i-r})q^{2i-t-r}(q-1) \quad (38) \\
&= \sum_{i=0}^{\min\{r,t\}} \Pr(\text{rk}(R_{r,t}) = i)q^{i-r}(q-1)(q^{i-t}q^{i-r}q^{-2} - (q^{i-t} - 1)(q^{i-r} - 1)). \quad (39)
\end{align*}\]

- (37) follows (33) and (36); and
- (38) follows (30) and the fact that \(1 - q^{i-r} = 0\) when \(i = r\).

The summand in (39) is not always non-negative for all \(i \in [\min\{r, t\}]\), which makes it difficult to conclude whether the overall sum is non-negative or not. The sign of each summand is the sign of the term

\[q^{i-t}q^{i-r}q^{-2} - (q^{i-t} - 1)(q^{i-r} - 1). \quad (40)\]

To see that (40) can be negative, we substitute \(i = 0\). Then, (40) is negative if and only if \((q^r - 1)(q^t - 1) > q^{-2}\), which is true for all \(r, t > 0\).