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1 INTRODUCTION

Estimating number of distinct values (NDV), also known as cardinality estimation, is a fundamental problem with numerous applications [30, 33, 46, 48]. It has been extensively studied in many research communities including databases [22, 30], networks [25, 48], bioinformatics [46], and statistics [18, 31, 50].

The methods for estimating NDV in the absence of an index can be classified into two categories: sketch based methods and sampling based methods [45]. Sketch based methods scan the entire dataset once, followed by sorting/hashing rows, and create a sketch that is used to estimate NDV [33]. Sampling based methods estimate NDV using statistics from a small sample, without needing to scan the entire dataset. Generally, sketch based methods give more accurate estimation, but scanning and hashing the entire dataset can be prohibitively expensive in large data warehouses. Hashing techniques such as probabilistic counting help alleviate the memory requirements but still requires a full scan of the table. When a full scan is not possible or the computation cost of a full scan is not affordable, sampling based methods are the only remaining alternatives which examine only a very small fraction of the table, i.e., a sample, and thus scale well with increasing data set.

In this paper, we focus on the problem of accurately estimating the number of distinct values from samples of large tables.

The first challenge is that, unlike some other statistical parameters, such as means and histograms, which can be accurately computed from small random samples, accurate NDV estimation from small samples has been proved to be an extremely difficult task (e.g., with theoretical lower bounds of error given in [22]).

We can formulate sample-based NDV estimation using a principled method for estimating unknown parameters, the maximum likelihood estimation (MLE) [19]. An MLE estimator is workload-agnostic: it is derived (analytically) before we see the real workloads. It solves an optimization problem, which maximizes the likelihood of observing a specific random sample, and gives an NDV estimation with desirable properties such as consistency and efficiency. However, the remaining steps are challenging (if not impossible): how to express the likelihood function and the optimization problem in a compact way, and how to (even approximately) solve it.

Due to the above challenges, this paper proposes and studies a more fundamental question: whether it is possible to train a workload-agnostic machine learning model to approximate principled statistical estimators such as MLE estimators, with the training set synthetically generated from a training distribution calibrated based on the
Thus, we will have 10000 data points. We generate a test data point \( (A_k) \) for hidden layer of size \( k \) via MLE and the trained model v.s. ground-truth \( \mu \) and \( \sigma \) on 20 data points. (3) Model predicted \( \sigma \) v.s. MLE estimation of \( \sigma \) in the closed form on 2000 data points.

Figure 1: Evaluating trained models to estimate mean \( \mu \) and STD \( \sigma \) of Gaussian distributions: (1) Estimated \( \mu \) via MLE and the trained model v.s. ground-truth \( \mu \) on 20 data points. (2) Estimated \( \sigma \) via MLE and the trained model v.s. ground-truth \( \sigma \) on 20 data points. (3) Model predicted \( \sigma \) v.s. MLE estimation of \( \sigma \) in the closed form on 2000 data points.

Learning to be a Statistician: a Toy Example

It is traditionally the statistician’s job to derive a closed-form or numerical estimator as a function that takes an observed sample or sample statistics as the input for estimating unknown parameters of a statistical model. On the other hand, it is known that any continuous function can be approximated by a neural network (with enough nodes and layers) [34], which require three elements: a training set \( A \), a class of model architectures \( \mathcal{H} \), and a training algorithm. Thus, a natural question is whether we can train a neural network in a workload-agnostic way (without seeing any real dataset during training) to approximate, e.g., an MLE estimator. Following are two examples with positive answers to this question.

Learning MLE of mean and STD. Let’s consider the mean \( \mu \) and standard deviation (STD) \( \sigma \) of a Gaussian distribution. For a size-\( k \) sample drawn from this distribution, \( S = \{v_1, \ldots, v_k\} \), the MLE estimations of \( \mu \) and \( \sigma \) are known to have closed forms: \( \mu^{\text{MLE}} = \bar{v} = \frac{1}{k}\sum v_i/k \) and \( \sigma^{\text{MLE}} = \sqrt{\sum (v_i - \mu^{\text{MLE}})^2}/k \), respectively. Assume that we do not know the concrete form of \( \mu^{\text{MLE}} \) and \( \sigma^{\text{MLE}} \). How should we train machine learning models to approximate them?

We first need to prepare the training data. From a specific Gaussian distribution \( \mathcal{N}(\mu, \sigma) \), we draw a size-\( k \) sample \( S \), and add one training data point \( (S, \mu) \) to the training set \( A_1 \) for mean estimation, and one data point \( (S, \sigma) \) to \( A_2 \) for STD estimation. Note that, here, each \( S \) is a \( k \)-dim feature vector, and each \( \mu \) and \( \sigma \) are the (ground-truth) labels to be predicted for mean and STD, respectively. In the outer loop, we need to try different combinations of \( \mu \) and \( \sigma \) to add more training data points into \( A_1 \) and \( A_2 \). In this example, we generate \( 10^5 \) pairs of \( (\mu, \sigma) \), where each \( \mu \) is randomly picked from a Gaussian distribution \( \mathcal{N}(0, 100) \) and each \( \sigma \) is picked from a folded Gaussian distribution \( \{x \in [0, 1] \text{ such that } x \sim \mathcal{N}(0, 100)\} \). Thus, we will have \( 10^5 \) training data points in each of \( A_1 \) and \( A_2 \).

We train a regression model (multi-layer perception with one hidden layer of size \( k \) and mean squared loss) using the training set \( A_1 \) for estimating \( \mu \) and another model (with the same architecture) on \( A_2 \) for estimating \( \sigma \), both with \( S \) as feature.

We evaluate the trained estimator on a completely different test set. We generate pairs \( (\mu, \sigma) \) with each \( \mu \sim U(-100, 100) \) and \( \sigma \sim U(0, 100) \) from uniform distributions. For each \( (\mu, \sigma) \), we generate a test data point \( (S, \mu) \) and a point \( (S, \sigma) \) for a size-\( k \) sample \( S \) from \( \mathcal{N}(\mu, \sigma) \). The results are reported in Figure 1 (where we use \( k = 100 \)). Figures 1(1)-(2) show that the estimations of mean/STD given by the trained model have very similar performance as those by the closed-form MLE estimations. The trained model and MLE even make the same mistakes for some test points with non-trivial errors. Figure 1(3) compares \( \sigma^{\text{MLE}} \) and the learned estimator on more data points for STD estimation, for which the MLE estimator has a more complex form than a linear model for the mean estimation.

Our Contributions and Solution Overview

In this paper, we will formalize and investigate the learning framework illustrated in the above example, but for a more challenging task, sample-based NDV estimation. While the empirical evidence for mean/STD estimation sheds light on the possibility of approximating MLE estimators with trained models, there are several key questions to be resolved for general estimation tasks: i) how to generate training data and what features should be extracted for learning the model; ii) what model architecture, loss function, and regularization should be used; iii) with the choice in i) and ii), whether the trained estimator approximates MLE and performs in a robust and workload-agnostic way.

- **MLE formulation.** We first formulate NDV estimation as an MLE problem. Assuming that a data column is generated from some prior distribution and a sample \( S \) is drawn uniformly at random from the column, we observe the sample profile, i.e., a vector \( f = (f_j)_{j=1,...,n} \) where \( f_j \) is the number of distinct values with frequency \( j \) in \( S \). For example, for \( S = \{a, a, a, b, b, b, c, c\} \), we have \( f_1 = 0, f_2 = 1 \) (\( c \) has frequency 2), and \( f_3 = 2 \) (‘a’ and ‘b’). For an MLE estimation, we aim to find the value of NDV, \( D \), such that the probability of observing \( f \) conditioned on NDV = \( D \) is maximized. Although it is difficult to solve (even approximately) the MLE formulation, it will guide the design and analysis of our machine learning model.

- **Learning estimator that approximates MLE.** With the sample profile \( f \) as a feature and the ratio error between the estimate and the true NDV as the training loss, we have a skeleton of the learning framework. Unlike learning MLE for mean and STD where the training data preparation is trivial because each dimension of the feature space \( v_i \) in \( S \) can be independently generated, in NDV estimation, however, different dimensions of the sample profile \( f_j \) in \( f \) are correlated, conditioned on NDV; thus, it is more difficult to characterize the distribution needed for preparing the training set. After carefully investigating the probability distribution the model learns based on our choice of feature and loss and comparing the learned probability distribution with the one in our MLE formulation, we derive several precise properties to characterize the training distribution we need in order to make the learned estimator approximate an MLE estimator.

- **Efficient training data generation.** We design an efficient algorithm to generate training data points. To generate one data point, we need to first generate a data column (in a compact way). And instead of drawing a sample explicitly, we directly generate the sample profile from its distribution determined by the data column. In our experiment, \( 10^5 \cdot 10^6 \) data points suffice to train the estimator.

- **Instance-wise negative results and model regularization.** It is important to note that the negative result about sample-based NDV estimation in [22] also hold for “learned estimators”. However, the
negative result in [22] is a global one, in the sense that there exist hard instances of data columns whose NDVs are difficult to be estimated. However, the hope is that, upon the observation of the sample profile, it is possible to infer that the underlying data column is not a hard instance and an estimate with error lower than the global lower bound can be expected. We first derive a new instance-wise negative result, i.e., a lower bound of the estimation error upon the observation of a sample profile. We use this negative result to regularize the training of our model. More specifically, we propose a regularization method that encourages the learned estimator to achieve just the instance-wise lower bound of estimation error, instead of always minimizing the estimation error to be zero (which is an impossible goal due to global negative result). Its effectiveness will be verified via experimental studies.

- **Deployment and experiments.** The learned estimator, once trained, can be deployed in any data warehouse without the need of retraining or tuning. We publish our estimator online [43] as a trained neural network that takes a sample/sparse column of a column as the input feature and outputs an estimated NDV of that column. It is compared with the state-of-the-art sample-based NDV estimators and is shown to outperform them on nine different real datasets. Note, again, that none of these datasets is used to train our estimator, and all the training data is generated synthetically.

**Related Work**

**Learned cardinality estimation.** There have been a long line of existing works on learning a model to estimate cardinality or selectivity of a query [15, 26, 27, 41, 42, 44, 60]. In general, they can be divided into two types [57]. The first type uses query as the primary feature and training data comes from the records of query executions. For example, [27] uses query as features and applies tree-based ensembles to learn the selectivity of multi-dimensional range predicates. This type of method typically requires executing a huge number of queries to obtain enough training data [57]. There are efforts to alleviate this issue: [26] proposes to reduce model construction cost by incrementally generating training data and using approximate selectivity label. Generally, this type of methods work well when future queries follow the same distribution and similar templates (e.g., conjunction of range and categorical predicates) as the training data [60]. The second type (for example [35] and [60]) builds a model to approximate the joint distribution of all attributes in a table. This type of methods require re-training in case of data or schema update. In dynamic environments with unseen datasets and workloads coming, both type of methods require huge efforts of accessing the new dataset and retraining [57].

Although we also learn a model to estimate NDV/cardinality, our method is completely different from the above methods. Our method is a sample-based approach and we use features from sample rows (drawn from tables or query results) instead of queries. More importantly, our method is workload agnostic (only needing to be trained once) and can be applied to any dynamic workload.

**Sample-based NDV estimation.** Existing sampling based methods are typically constructed based on heuristics or derived by making certain assumptions. For example, there are estimators derived by assuming infinite population size [21], certain condition of skewness [52], and certain distribution of the data [47]. GEE estimator [22] is constructed to match a (worst-case) lower bound of estimation error in [22]. We discuss these existing approaches in more details in Section 2.2. These approaches are not robust especially on datasets where their assumptions about data distribution break, as we will show in experiments in Section 6.

**Sketch-based NDV estimation.** Sketch-based methods (e.g., Hyperloglog [28]) scan the entire dataset once and keep a memory-efficient sketch that is used to estimate NDV. These methods are able to produce highly accurate NDV estimation. For example, the expected relative error of HyperLogLog [28] is about $1.04/\sqrt{\text{mbytes}}$, where mbytes is the number of bytes used in HyperLogLog. With 10K bytes, the relative error of NDV estimation can be as small as 1%-2%. See survey [33] for a comprehensive review.

**Sample v.s. Sketch.** When one scan of the data is affordable, sketch-based estimators are preferable to sample-based ones. In scenarios where a full scan of the data is (relatively) too expensive, sample-based methods are preferable. For example, when NDV estimation in a column is used by the query optimizer to generate a good execution plan for a SQL query, a high-quality sample-based estimation is preferable, as the query is almost processed after a full scan. Another example is approximate query processing [24], where offline samples are used to provide approximate answers to analytical (e.g., NDV) queries over voluminous data with interactive speed. In short, sketch-based estimators and sample-based methods are two orthogonal lines of research with different applications.

**Paper Organization**

In Section 2, we provide the preliminaries including an MLE-based formulation for NDV estimation, and review some representative estimators. In Section 3, we provide an overview of our learning-to-estimate framework; we analyze and derive properties of the training distribution needed to make the learned model approximate MLE. In Section 4, we give details about training data generation and model architecture; we also introduce our new instance-wise negative result about sample-based NDV estimation, and how to regularize the model accordingly. Section 5 gives a brief introduction on how to use our learned estimator that is available online. We evaluate our estimator and compare it with the state of the art experimentally and report the results in Section 6.

**2 PRELIMINARIES**

We focus on a specific data column C of a table with N rows. N is called the population size. Let D be the number of distinct values (NDV) in C. When calculating NDV of the column C, we consider C as a (multi)set of values from some (possibly infinite) domain Ω.

**Problem statement: estimating NDV from samples.** We want to estimate D from a random sample S ⊆ C of n tuples drawn uniformly at random from C. Let r = n/N be the sampling rate. We assume N, or equivalently r, is observed.

We first formally define two important notations.

**Frequency.** The frequency of a value $i \in \Omega$ in a column C, or a sample S, is the number of times it appears in C, or S, denoted as $N_i$ or $n_i$, respectively. By definitions, we have $\sum_i N_i = N$ and $\sum_i n_i = n$, and the NDV in C is $D = \{(i \in \Omega \mid N_i > 0)\}$.

**Profile.** In order to calculate NDV, it is sufficient to consider the profile of C, denoted as $F = (F_j)_{j=1,...,N_j}$, where $F_j = \{|i \in \Omega |$
\[ \Omega \mid N_i = j] \] is the number of distinct values with frequency \( j \) in \( C \); similarly, the profile of a random sample \( S \) is \( f = (f_j)_{j=1, \ldots, n} \), where \( f_j = |\{i \in \Omega \mid n_i = j\}| \) is the number of distinct values with frequency \( j \) in \( S \). By definitions, the NDV in \( C \) is \( D = \sum_{j>0} f_j \) and the population size is \( N = \sum_j jf_j \). The NDV in sample \( S \) is \( d = \sum_{j>0} f_j \) and the sample size is \( n = \sum_j jf_j \).

### 2.1 An MLE-based formulation.

Estimating NDV from random samples can be formulated as a maximum likelihood estimation (MLE) problem, which is commonly used to estimate unknown parameters of a statistical model, with desirable properties such as consistency and efficiency [19]. The estimated value (or the solution to an MLE problem) maximizes the probability of the observed data generated from this model.

We assume that the column \( C \) with profile \( F \) is drawn from some prior probability distribution. A uniformly random sample \( S \) with profile \( f \) is then drawn from \( C \). An MLE-based formulation for NDV estimation can be derived based on the observed profile in the sample \( S \), i.e., the sample profile \( f \), and the observed population size \( N \) (or equivalently, sampling rate \( r = n/N \)). We estimate \( D \) as the one that maximizes the probability of observing \( f \) and \( N \).

\[ D_{\text{MLE}} = \arg \max_D \log \mathbb{P}(f, N \mid D) = \arg \max_D \sum_F \log \mathbb{P}(f, N \mid F) \mathbb{P}(F \mid D) \cdot \mathbb{P}(D) \cdot \log \mathbb{P}(F \mid D) \cdot \mathbb{P}(D) \cdot \log \mathbb{P}(f, N \mid F) \mathbb{P}(F \mid D) \cdot \mathbb{P}(D).
\]

Define \( \mathcal{F}(D, N) = \{F \mid \sum_j f_j = D \text{ and } \sum_{j>0} j \cdot f_j = N\} \) to be all the feasible profile configurations with NDV equal to \( D \) and population size equal to \( N \). For \( F \in \mathcal{F}(D, N) \), we have \( \mathbb{P}(f, N \mid F) = \mathbb{P}(f \mid F) \mathbb{P}(F \mid D) \mathbb{P}(D) \mathbb{P}(F) \mathbb{P}(D) \mathbb{P}(f) \mathbb{P}(N) \mathbb{P}(D) \mathbb{P}(f) \mathbb{P}(N) \mathbb{P}(D).
\]

The estimator \( D_{\text{MLE}} \) is to be used on unknown columns; in order to solve the above optimization problem, it is reasonable to assume that the prior distribution of \( F \) is uniform, in the sense that every possible profile in \( \mathcal{F}(D, N) \) appears with equal probability, i.e., \( \mathbb{P}(F \mid D) = 1/|\mathcal{F}(D, N)| \) for every \( F \in \mathcal{F}(D, N) \). Under this assumption, we want to solve the following one for \( D_{\text{MLE}} \):

\[ D_{\text{MLE}} = \arg \max_D \frac{1}{|\mathcal{F}(D, N)|} \sum_{F \in \mathcal{F}(D, N)} \mathbb{P}(f \mid F) \mathbb{P}(f) \mathbb{P}(N) \mathbb{P}(D) \mathbb{P}(F) \mathbb{P}(D).
\]

We can also interpret the MLE-based formulation (1) as follows. After observing the sample profile \( f \) and the population size \( N \), we estimate \( D \) as \( D_{\text{MLE}} \) which maximizes the average probability of generating \( f \) from a feasible profile \( F \in \mathcal{F}(D, N) \). Solving (1), however, is difficult even approximately, and thus this formulation has not been applied for estimating NDV yet.

A natural question is whether it benefits to use sample \( S \), instead of sample profile \( f \), as observed data to derive MLE and as features in our learning framework. We defer a formal analysis on why using sample is not more advantageous to a technical report [58] due to space limit. In fact, most existing estimators (as we show next) also use sample profile instead of sample to estimate NDV.

### 2.2 Existing Estimators

There have been a long line of works on estimating NDV from random samples. We review some representative ones as follows.

- A problem related to the one in (1) is profile maximum likelihood estimation (PML) [23, 32, 50], which chooses \( F \) that maximizes the probability of observing \( f \) of the randomly drawn \( D \). Define:

\[ P_{\text{PML}} = \arg \max_F \mathbb{P}(f \mid F) \quad \text{and} \quad D_{\text{PML}} = \sum_{j>0} f_j \cdot P_{\text{PML}} \cdot \mathbb{P}(D).
\]

There have been works on finding approximations to \( P_{\text{PML}} \) [23, 50], which can be in turn used to obtain an approximate version of \( D_{\text{PML}} \) in (2), although, in general, \( D_{\text{MLE}} \neq D_{\text{PML}} \).

- Shlosser [52] is derived based on an assumption about skewness: \( E[f_i]/E[f_i] \approx F_i/F_i \), and performs well when each distinct value appear approximately one time on average [30]. It estimates \( D \) as

\[ D_{\text{Shlosser}} = d + (f_i \sum_r (1 - r)^j) \left( \sum_r r \cdot (1 - r)^j \cdot f_j \right).
\]

- Chao [20] approximates the expected NDV, \( E[D] \), in large population for some underlying distribution, and estimates NDV as a lower bound of \( E[D] \) with the population size approaching infinity:

\[ D_{\text{Chao}} = d + f_i^2/2(f_i).
\]

- GEE [22] is constructed by using geometric mean to balance the two extreme cases for values appearing exactly once in the sample: those with frequency one in \( C \) and drawn into \( S \) with probability \( r \) v.s. those with high frequency in \( C \) and at least one copy drawn into \( S \). It is proved to match a theoretical lower bound of ratio error for NDV estimation within a constant factor.

\[ D_{\text{GEE}} = \sqrt{\frac{1}{r} \cdot f_i + \sum_{i=2}^{f_i} f_i}
\]

HYBGEEM [22] is a hybrid estimator using GEE for high-skew data and using the smoothed jackknife estimator for low-skew data. AE [22] is a more principled version of HYBGEEM with smooth transition from low-skew data to high-skew data. It requires to solve a non-linear equation using, e.g., Brent’s method [10].

### 2.3 Negative Results

The aforementioned lower bound of ratio error for sample-based NDV estimators is given by Charikar et al. in [22]. More formally, define the ratio error of an estimation \( \hat{D} \) w.r.t. the true NDV \( D \) to be

\[ \text{error}(\hat{D}, D) = \max\{\hat{D}/D, D/\hat{D}\}.
\]

It considers in [22] a even larger class of estimators which randomly and adaptively examine \( n \) tuples from \( C \). Note that drawing a random sample \( S \subseteq C \) of \( n \) tuples is a special case here. It says that for any such estimator, there exists a choice of column \( C \) such that, with probability at least \( 1/e^{-n} \), the ratio error is at least

\[ \text{error}(\hat{D}, D) \geq \sqrt{n \ln n \ln n} / 2^n.
\]

### 3 OVERVIEW OF LEARNING FRAMEWORK

Since analytically solving (1) even approximately is difficult, we propose to formulate the task of deriving \( D_{\text{MLE}} \) as a supervised learning problem. We first introduce some key elements in the learning model, including the loss function and the design of training dataset, which learns an estimator to approximate (1).
Learning to estimate. In typical traditional estimators such as (3)-(5), the NDV is estimated as a function \( \hat{D} = \log f, r \) of the sample profile \( f \) and the sampling rate \( r \), or equivalently a function \( \hat{D} = \log f, N \) of \( f \) and the population size \( N \). As it is difficult to directly derive the function \( h \) from a principled formulation such as MLE in (1), we attempt to learn the MLE of NDV from a set of training data points \( A = \{(f, N), D\} \), where in each point, \( (f, N) \) is the input feature and the NDV \( D \) is the label to be predicted. We use the ratio error defined in (6) to measure the accuracy of estimations, and accordingly, the loss function of the model \( h \) is:

\[
L(h(f, N) = \hat{D}, D) = |\log \hat{D} - \log D|^2 = (\log \text{error}(\hat{D}, D))^2.
\]

Given a hypothesis set \( \mathcal{H} \) of estimation functions, the goal is to find \( h \in \mathcal{H} \) with small empirical loss:

\[
\hat{R}_A(h) = 1/|A| \sum_{(f, N), D \in A} L(h(f, N), D).
\]

In order to generate a data point \( ((f, N), D) \) in the training set \( A \), we first generate a data column \( C \) with profile \( F \) according to a training distribution \( \mathcal{A} \). The NDV \( D \) as well as population size \( N \) is directly calculated from \( F \). A random sample \( S \) is drawn uniformly at random from \( C \) with sampling rate \( r \). The sample profile \( f \) is then obtained from \( S \). The above process is repeated independently multiple times to generate a training set \( A = \{(f, N), D\} \).

Approximating MLE. Intuitively, for a different training distribution \( \mathcal{A} \), a different learned estimator \( h \) will be derived from the hypothesis set (model architecture) \( \mathcal{H} \). Assuming that \( \mathcal{H} \) is expressive enough [51], we give some guidelines here on how to choose \( \mathcal{A} \) so that the learned \( h \) approximates the MLE estimator \( D_{\text{MLE}} \).

Let \( \mathbb{P}_\mathcal{A}(N, D, F, f) \) denote the joint distribution of \( (N, D, F, f) \) in the training set \( A \) that is generated from the training distribution \( \mathcal{A} \) as above. Using the loss function in (8)-(9), i.e., the L2 loss on \( \log D \), the trained model \( h \) learns the distribution \( \mathbb{P}_\mathcal{A}(\log D | f, N) \) [29]. By minimizing (9), the model tends to emit an output

\[
h(f, N) \approx \arg \max_D \mathbb{P}_\mathcal{A}(\log D | f, N),
\]

for a given input \( (f, N) \). The approximation sign \( \approx \) is because the trained model might not be able to learn the underlying distribution \( \mathcal{A} \) of the training set exactly and the accuracy of the approximation is also determined by the hypothesis set \( \mathcal{H} \) and the training algorithm. For the term \( \mathbb{P}_\mathcal{A}(\log D | f, N) \) on the right hand side,

\[
\mathbb{P}_\mathcal{A}(\log D | f, N) = \mathbb{P}_\mathcal{A}(f | N) \mathbb{P}_\mathcal{A}(\log D | N) \mathbb{P}_\mathcal{A}(f | \log D, N) = \mathbb{P}_\mathcal{A}(f | N) \sum_{F \in F(D, N)} \mathbb{P}(F | f) \mathbb{P}_\mathcal{A}(F | D, N)
\]

where both equations are from properties of conditional probability.

Consider the following two conditions about the distribution \( \mathcal{A} \):

i) for any \( N, \mathbb{P}_\mathcal{A}(\log D | \log N) \) is constant;

ii) for any \( N \) and \( D, \mathbb{P}_\mathcal{A}(f | D, N) = 1/|F(D, N)| \).

4.1 Efficient Training Data Generation

As long as the training data satisfies the conditions in (12)-(13), whether the data is synthetic or from real world makes no difference. This makes it possible for us to train the model using synthetically generated data without needing any real-world data.

To generate a training data point \( ((f, N), D) \), one may first generate a random column \( C \), then draw a random sample \( S \) from \( C \) and calculate sample profile \( f \) from \( S \). However, since the population profile \( F \) of \( C \) contains all required information to generate a random sample profile \( f \) as we will show in Section 4.1.2, we can directly randomly generate a population profile \( F \) and then draw a random sample profile \( f \) from \( \mathbb{P}_\mathcal{A}(f | F) \).

4.1.1 Population profile generation. Generating population profile is to draw samples from the distribution \( \mathbb{P}_\mathcal{A}(F) \), written as:

\[
\mathbb{P}_\mathcal{A}(F) = \sum_N \sum_D \mathbb{P}_\mathcal{A}(F | N, D) \mathbb{P}_\mathcal{A}(D | N) \mathbb{P}_\mathcal{A}(N).
\]

We can draw samples from \( \mathbb{P}_\mathcal{A}(F) \) by repeating the following: sample a \( N \) from \( \mathbb{P}_\mathcal{A}(N) \), sample a \( D \) from \( \mathbb{P}_\mathcal{A}(D | N) \), and sample a \( F \) from \( \mathbb{P}_\mathcal{A}(F | N, D) \), with \( \mathbb{P}_\mathcal{A}(D | N) \) and \( \mathbb{P}_\mathcal{A}(F | N, D) \) satisfying the conditions in (12)-(13). In order to ensure the training data to be diverse, we want to have \( N \) cover a big range of magnitude, so we set the
distribution of \( N \) to be uniform at log scale, i.e., \( \log_{10} N \sim U(0, B) \) where \( B \) is a constant specifying the maximum population size. We select \( B = 9 \) according to the memory limit of our machine.

Generating \( F \) from \( \mathbb{P}_A(F|N, D) \) is, however, non-trivial. Given population size \( N \) and population NDV \( D \), drawing a population profile from \( \mathbb{P}(F|N, D) \) is equivalent to randomly sampling an element under i) the uniform-distribution constraint (i.e., every feasible \( F \) has equal probability to be drawn) from set \( \mathcal{F}(D, N) \) which is specified by the two constraints ii) \( \sum_{j=0}^{D} F_j = D \) and iii) \( \sum_{j=0}^{D} j F_j = N \). Designing such a sampling procedure that satisfies the three constraints simultaneously is very challenging.

If the dimensionality of \( F \) can be given, the sampling procedure is easier. Consider an alternative form of \( \mathbb{P}_A(F) \):

\[
\mathbb{P}_A(F) = \sum_N \sum_M \mathbb{P}_A(F|N, M) \mathbb{P}_A(M|N) \mathbb{P}_A(N). \tag{16}
\]

This indicates an alternative procedure: sample a \( N \) from \( \mathbb{P}_A(N) \), sample a \( M \) from \( \mathbb{P}_A(M|N) \), and sample a \( F \) from \( \mathbb{P}_A(F|N, M) \). In this procedure, dimensionality \( M \) is given when sampling \( F \) from distribution \( \mathbb{P}_A(F|N, M) \). The distributions \( \mathbb{P}_A(D|N) \) and \( \mathbb{P}_A(F|N, D) \) are now implicitly induced from \( \mathbb{P}_A(F) \). To see why it is the case, when \( \mathbb{P}_A(F) \) is derived as in (16), the joint distribution \( \mathbb{P}_A(F, N, D) \) is determined, because, by definitions, \( N \) and \( D \) are deterministically dependent on \( F \), i.e., \( \mathbb{P}_A(F, N, D) = \mathbb{P}_A(F) \) if \( N = \sum_i i F_i \) and \( D = \sum_j F_j \), and \( \mathbb{P}_A(F, N, D) = 0 \) otherwise. \( \mathbb{P}_A(N, D) \) and \( \mathbb{P}_A(N) \) are just marginal distributions of \( \mathbb{P}_A(F, N, D) \). Therefore, by the definition of conditional probabilities, we can obtain \( \mathbb{P}_A(D|N) \) as \( \mathbb{P}_A(N, D) / \mathbb{P}_A(N) \) and \( \mathbb{P}_A(F|N, D) \) as \( \mathbb{P}_A(F, N, D) / \mathbb{P}_A(N, D) \).

We plan to design the two distributions \( \mathbb{P}_A(M|N) \) and \( \mathbb{P}_A(F|N, M) \) to make the induced \( \mathbb{P}_A(D|N) \) and \( \mathbb{P}_A(F|N, D) \) approximately satisfy the conditions in (12)-(13). In the following, we first intuitively specify the form of \( \mathbb{P}_A(M|N) \) and \( \mathbb{P}_A(F|N, M) \), then derive an efficient sampling algorithm to generate \( F \), and show that the conditions in (12)-(13) are approximately satisfied in the end.

**Achieving approximately uniformity in sample.** Intuitively, \( M \) is the highest number of times that a value can appear in population. We draw \( M \) uniformly at log scale i.e. \( \log_{10} M \sim U(0, B) \). Note that \( M \) is the dimensionality of the space where we draw \( F \) and it is different from the actual length of \( F \) (maximum \( l \) with \( F_l > 0 \)), so \( F_M \) can be zero. Thus, \( M \) and \( N \) are independent (with \( \log_{10} N \sim U(0, B) \)), and \( \mathbb{P}_A(M|N) \) is identical to \( \mathbb{P}_A(M) \).

Given \( N \) and \( M \), similarly we can have a feasible configuration set for \( F: \mathcal{F}'(N, M) = \{ F | \sum_{i=1}^{M} i F_i = N \} \). To make \( \mathbb{P}_A(F|D, N) \) approximately uniform (required in (13)), intuitively, we need to make the distribution of \( F \) as diffuse as possible, so we also draw \( F \) uniformly from \( \mathcal{F}'(N, M) \). Notice that compared with \( \mathcal{F}(N, D) \), \( \mathcal{F}'(N, M) \) only has one constraint and the dimensionality of \( F \) is given. This make it much easier to design a sampling procedure.

Let \( SF \) denote \( \sum_{i=1}^{M} F_i \), then \( F_i = SF_i - SF_{i-1} \). Apparently, \( SF \) has a one-to-one mapping relationship with \( F \), so drawing each feasible \( F \) with equal probability is equivalent to drawing each feasible \( SF \) with equal probability. The feasible set for \( SF \) is \( Q(N, M) = \{ SF | \sum_{i=1}^{M} i F_i = N ; SF_i \geq SF_{i+1} \ \forall i \} \). Without the constraint \( SF_i \geq SF_{i+1} \), the problem of generating \( SF \) so that each feasible \( SF \) has equal probability to be generated is known as the random fixed sum problem, and there are existing efficient algorithms to solve it in \( O(M \log M) \) [9, 14]. The constraint \( SF_i \geq SF_{i+1} \) can be easily satisfied afterwards by reassigning \( SF \) to its sorted version. Once \( SF \) is generated, the corresponding \( F \) can be obtained.

To summarize, the process of generating one population profile \( F \) is as follows: draw \( N \) from \( \log_{10} N \sim U(0, B) \), draw \( M \) from \( \log_{10} M \sim U(0, B) \), draw \( SF \) from \( Q(N, M) \) using algorithms for the random fixed sum problem, and obtain \( F \) by \( F_i = SF_i - SF_{i-1} \).

As discussed above, \( \mathbb{P}_A(F|N, D) \) and \( \mathbb{P}_A(D|N) \) can be induced from the distribution \( \mathbb{P}_A(F) \), and thus also from \( \mathbb{P}_A(F|N, M) \) and \( \mathbb{P}_A(M|N) \). The uniformity of \( \mathbb{P}_A(F|N, D) \) and \( \mathbb{P}_A(D|N) \) is still not strictly guaranteed. For \( \mathbb{P}_A(F|N, D) \) and \( \mathbb{P}_A(M|N) \), however, the sizes of the supporting sets \( \mathcal{F} \) and \( \mathcal{F}' \), respectively, are both extremely big and it can be shown the fraction of \( F \) that we can sample with our best effort (~ \( 10^8 \) elements of \( F \)) is at the scale of \( 10^{-2001} \). This leads to the fact that the samples we draw are extremely sparse in the space of all possible \( F \) and each \( F \) can at most appear once in the samples. Therefore, the empirical distribution of \( \mathbb{P}_A(F|N, D) \) in training data will be close to uniform. For \( \mathbb{P}_A(F|N, D) \), we empirically show its uniformity in Figure 2. For \( N \) and \( D \) drawn from \( \log_{10} N \sim U(0, B) \) and \( \log_{10} D \sim U(0, \log_{10} N) \), the ratio \( \mathbb{P}(D|N) \) should follow the uniform distribution \( U(0, 1) \) and we show the frequency distribution of \( \mathbb{P}(D|N) \) in Figure 2(1); we obtain the \( N \) and \( D \) of our generated profiles and plot the frequency distribution of \( \log D/\log N \) as shown in Figure 2(2), it is also roughly uniformly distributed.

### 4.1.2 Sample profile generation.

To draw a sample, we need to know the sampling rate \( r \). The conditions in (12)-(13) have no constraint on the distribution of \( r \). To ensure the training data to be diverse, we would like to have \( r \) cover a big range of magnitude. Therefore, we draw sampling rate \( r \) uniformly at log scale by \( \log_{10} r \sim U(-B', -1) \) where we select \( B' = 4 \) as \( 10^{-4} \) is a small enough sampling rate in practice.

Instantiating the population/column from \( F \) and then performing random sampling to get a sample \( S \) and then sample profile \( f \) is of complexity \( O(N) \). We propose to directly perform sampling from \( F \) with a complexity of \( O(D) \). When performing sampling, for a value appeared \( K \) times in population, the number of times \( k \) it appears in sample follows a binomial distribution \( \mathbb{P}(k) = \binom{K}{k} r^k (1-r)^{K-k} \) where \( r \) is the sampling rate. By performing a binomial toss for every distinct value in population, we obtain the number of times each value appear in sample and sample profile \( f \) can be calculated. Accordingly, the complexity of generating a sample profile is \( O(D) \).

### 4.1.3 Diversity training data.

To further improve the generalization ability of the trained model, we diversify the profiles we draw from \( F' \) by incorporating some human knowledge. This is in the same
spirit as that one may incorporate human knowledge to diversify an image dataset by operations such as rotation to improve the generalization ability of models trained on the dataset [53].

We diversify our training data based on the following intuition: each $F$ can be seen as a point in high dimensional space with $F_i$ being its coordinate at the $i$th dimension; we want to enlarge the supporting region of the points (i.e., the region that the points span) so that the trained model generalizes better, since machine learning models are better at interpolation than extrapolation [59].

The most ideal way to increase the support region of the profiles is to have some data points with a much bigger population size. In this way, $F_i$ at every dimension can be very big yielding a bigger support region. However, due to hardware limit in practice we are not able to achieve this, so we choose to randomly increase one $F_i$ along one single random dimension for each $F$. Specifically, for each profile $F$ generated by the method in Section 4.1.1, a new component $F'$ is added to $F$ to obtain the final profile $F'' = F + F'$ where $F'$ contains only one positive value $F'_p = D'$ and $F'_i = 0; D'$ and $F'_p$ are randomly generated by $\log_{10}N_i^p \sim U(0, B)$, $\log_{10}D' \sim U(0, \log_{10}N_i^p)$, and $F'_p = [N_i^p/D']$. Since $F'$ only have one non-zero value $F'_p$, with the same population size distribution, $F''$ will be much greater than $F_p$ on average. In this way, the supporting region of the profiles $F$ used in training is increased greatly.

4.2 Feature Engineering and Model Structure

4.2.1 Feature engineering. The raw features include sample profile $f$ and population size $N$. On top of the two raw features, other meaningful features that we can derive include sample size $n = \sum_i f_i$; sample NDV $d = \sum_i f_i$, and sampling rate $r = n/N$.

The number of elements in the sample profile $f$ varies for different samples. The length of $f$ can be as large as the sample size and as be as small as one. However, during model training, we have to use a fixed number of features. We choose to keep only the first $m$ elements of the sample profile $f$, i.e., $f[1 : m]$. If the length of $f$ is less than $m$, we pad it with zeros. This is based on the intuition that the predictive power of $f_i$ decreases as $i$ increases. In fact, some of the well-known estimators only use the first few elements in the sample profile $f$, yet achieving fairly good performance [20, 22, 30]. To make up for the elements being cutoff in the sample profile $f$, we add the corresponding cut-off sample size $n_c = \sum_{i=m+1} f_i$ and cut-off sample NDV $d_c = \sum_{i=m+1} f_i$ as two additional features.

The feature set we use is $x = \{N, n, n_c, d, d_c, 1/r, f_1, \ldots, f_m\}$, with a total of $N_x = m+6$ features, and the single target we aim to predict is population NDV $D$. We set $m = 100$ by default in experiments.

4.2.2 Model structure. Recall that our goal is to learn an estimator/model to approximate $D_{MLE}$. Simple models often assume some specific relationship between the input features, i.e., the sample profile $f$ in our case, and the label to be predicted, i.e., NDV $D$. For example, linear/logistic regression assumes a linear relation between $f$ and (transformed) $D$: e.g., $D = \sum_i a_if_i$. However, $D_{MLE}$ can be any unknown function of $f$ (e.g., refer to the previous estimator $D_{Shlosser}$ introduced in Section 2.2) that is much more complex than the above restricted class of linear functions. Therefore, since neural networks are able to approximate any function (with enough nodes and layers) [34], we choose our model to be a neural network.

![Figure 3: Network architecture: # of linear layers is $N_l + N_s$.](Image 342x644 to 534x708)

Our network architecture is shown in Figure 3. There are $N_l + N_s$ linear layers in total. The activation function for every layer is LeakyRelu [6]. The first $N_l$ linear layers compose a set of more complex features than the raw features. This is followed by a "summarizer" component with $N_t = 2$ linear layers that gradually summarize features in $N_s$ dimensions to form the final one dimensional prediction. We can control the capacity and complexity of our model by $N_l$. We set $N_l = 5$ by default and test the sensitivity to $N_l$ in Section 6.4. Since the architecture is very simple, the model inference time is at the scale of microseconds on CPU in our experiments.

There is one additional challenge for model learning: The magnitude of different features in the feature set $x$ can be at different scale. For example, the population size can be as large as $10^8$ while the sample NDV $d$ can be as small as 1. This makes it very difficult to learn the model parameters [37, 38]. The common practice to resolve this problem is to perform normalization [37, 38]. For example in z-normalization each feature $z$ is normalized by the mean $\mu$ and standard deviation $\sigma$ of the feature: $z' = \frac{z - \mu}{\sigma}$. The underlying assumption of this practice is that training data and test data are drawn from the same distribution, so that the mean and standard deviation in the test set will be equal to that of the training set. When each test data point comes, we can use the mean and standard deviation in the training set to normalize it. However, in our case, we do not assume the training set and test set to share the same distribution. In fact, our training set is synthetically generated, so it can be very different from the real-world test datasets.

We take the logarithm of features (e.g., sample profile $f_i$’s and inverse sampling rate $1/r$) before the first layer, after adding a small constant to each feature to avoid logarithm of zero. Since the network now operates at log scale, we take exponential on the output of the last linear layer as the final output. Specifically, let $D_{log}$ denote the output of the last linear layer, and the final estimation is $D = e^{D_{log}}$. There are three reasons for taking the logarithm of features in the model. First, our learning objective is to reduce the ratio error defined in (6), which is translated into a loss function as the squared difference between $\log D$ and $\log D$ in (8). Secondly, taking logarithm makes NDV and different features at the same scale, and thus easier to train the model (otherwise, the training data points with big NDVs dominate the loss). Thirdly, taking logarithm explicitly introduces non-linearity to the model, so it can be more expressive to approximate nonlinear functions, and helps the learned model to generalize better outside the support region of training data [36] to approximate unbounded functions.

4.3 Model Regularization

We now introduce a regularization method tailored for our task by considering negative results on sample-based NDV estimation. Note
Inference on a single profile has a running time of 240 in (8) used by our model. If h∗’s ratio error matches the instance-wise lower bound b(d, n) in (18), we have L(h∗(f, N), D) = (log b(d, n))². We also apply L2 regularization on model parameters W to encourage W to be small and sparse for better generalization [16]. Putting them together, we use the following loss function in training:

\[
\hat{R}_A(h) = \frac{1}{|A|} \sum_{(f, N) \in A} [L(h(f, N), D) - (\log b(d, n))^2 + \lambda \|W\|_2].
\]  

(20)

Note that b(d,n) is defined only when n ≥ d(ln d + c) according to Theorem 1. For n < d(ln d + c) (sample NDV is close to sample size), we define b(d,n) = 1. In our implementation, c is set to be 10 in (18) such that the 2/ε² term in b(d,n) is negligible.

There are two hyperparameters here. i) γ for b(d,n) defined in (18) controls how confident this lower bound is. We set γ = 0.6 by default to have a medium level of confidence. ii) λ controls the strength of the L2 regularization. We set λ = 10⁻⁴ by default in our learned estimator after a tuning process based on training loss. Details about the tuning process can be found in our technical report [58]. It is important to note that, when choosing γ and λ, we use absolutely no knowledge about the test datasets. The robustness of our model to different choices of γ and λ is evaluated in Section 6.4.

5 USAGE AND DEPLOYMENT

We extract the trained weights of our model in "model_1 params.npy" and implement a numpy version of the model to have minimum dependency on other libraries. We provide the trained model, i.e., our learned NDV estimator in [43]. The usage of it is as simple as a statistical estimator such as GEE and users can easily estimate population NDV by providing either a sample or a sample profile (drawn from a column or query results), as shown below:

```
from estimate import Estimator
estimator = Estimator(para_path="model_1 params.npy")
```

D1 = estimator.sample_predict(S=[1, 1, 3, 5, 9], N=108088)
D2 = estimator.sample_profile_predict(f=[2, 1, 1], N=108088)
```

Our model does not require any re-training for new workloads and the inference time is at the scale of microseconds on CPU as our model structure is very simple. Specifically, in our experiments, inference on a single profile has a running time of 240 × 10⁻⁶ seconds. Our trained estimator can be easily plugged into any existing systems. For example, we have plugged our trained model to the cloud big data processing platform MaxCompute [7] at Alibaba.
6 EXPERIMENTS

We conduct experiments to evaluate the efficacy of our proposed method and compare it with baselines along three dimensions:

- **Performance.** How accurate is our learned estimator?
- **Ablation study.** How does our way of generating training data and performing model training contribute to the final performance?
- **Sensitivity analysis.** How sensitive is the performance of our model to different hyperparameters?

6.1 Experiment Setup

**Hardware.** All our experiments were performed on a machine with a 2.50GHz Intel(R) Xeon(R) Platinum 8163 CPU, a GeForce RTX 2080 Ti GPU and 376GB 2666MHz RAM.

**Datasets.** We conduct experiments on nine real-world datasets from diverse domains. Note our method does not use any of them for any training or hyperparameter tuning. The datasets are only used for evaluation after our model is trained on synthetic data.

1) **Kasandr** [54, 55]: Behavior records of customers in e-Commerce advertising with 15.8M rows and 7 columns.
2) **Airline** [1, 3]: Summary statistics of airline departures from 1987 to 2013 with 10.0M rows and 10 columns.
3) **DMV** [5, 39]: Data from Department of Motor Vehicles, containing information about cars, their owners and accidents. There are 11.7M rows and 20 columns.
4) **Campaign** [4]: Information of individual contributions to election campaigns. There are 3.3M rows and 21 columns.
5) **SSB** [49]: The star schema benchmark. We use the fact table with a scaling factor of 50, resulting in 300M rows and 17 columns.
6) **NCVR** [12]: North Carolina voter registration data with 8.3M rows and 71 columns.
7) **Product**: Private dataset with information of product items on an online-shopping website. There are 5.2M rows and 25 columns.
8) **Inventory**: Private dataset of inventory statistics. There are 8.8M rows and 19 columns.
9) **Logistics**: Private dataset of logistics information of shipping orders. There are 8.6M rows and 28 columns.

**Methods evaluated.** We compare our method to nine methods:

1) **GEE** [22]: This method is constructed by using geometric mean to balance the two extreme bounds of NDV. It is proved to match a theoretical lower bound of ratio error within a constant factor.
2) **HYBGEE** [22]: This is a hybrid estimator using GEE for high-skew data and using the smoothed jackknife estimator for low-skew data. We refer to Pydistinct [8] to test for high or low skewness.
3) **HYBSKEW** [30]: This is a hybrid estimator using shlosser for high-skew data and using the smoothed jackknife estimator for low-skew data. We refer to the implementation in Pydistinct [8].
4) **AE** [22]: This was proposed to be a more principled version of HYBGEE with smooth transition from low-skew data to high-skew data. This method requires numerically finding the root of a non-linear equation. We use the classic Brent’s method [10, 17].
5) **Chao** [20]: This method is derived by approximating the coverage as \(1 - f_i/n\) and assuming the population size is infinity. It predicts NDV to be infinite when \(f_i = 0\), so we invoke GEE in this case.
6) **Chao-Lee** [21]: This method adds a correction term to the coverage estimation in Chao to handle skew in data [30].
7) **Shlosser** [52]: This method is derived based on a skewness assumption: \(E(f_i)/E(f_j) = f_i/f_j\). The method performs well when each distinct value appear approximately one time on average [30].
8) **APML** [50]: This method analytically approximates the profile maximum likelihood estimation for population profile \(f^{\text{PML}}\) (solution to (2)), and estimate NDV as \(\sum_i f_i^{\text{PML}}\). We use the implementation provided in the original paper. Note this method doesn’t assume population size \(N\) is given. For a fair comparison, when this method predicts NDV to be greater than \(N\) (in this case ratio error can be extremely big), we replace its prediction with the best performing baseline GEE’s prediction.
9) **Lower Bound (LB)**: This method is to demonstrate the possible gain of accessing some columns of the real-world test set at training phase. For this method, we split all columns in the nine real-world datasets by 4:1:5 as training, validation and test set. We fine tune our learned model (trained on synthetic data) on the training set and use the validation set to perform early stopping to prevent over-fitting. We evaluate the fine-tuned model on the remaining test set. This provides an empirical lower bound for the error of any workload agnostic estimators.

**Inference cost.** For all the methods evaluated, the inference cost, i.e., processing time of estimating NDV per column, is usually dominated by the cost of scanning the sample with size \(n\) to obtain sample profile \(f\) and sample NDV \(d\). Suppose \(f\) and \(d\) are already obtained. Table 1 summarizes the complexity and the number of arithmetic operations needed in the remaining steps for inference in different methods. Here, let \(|f| = \max\{|j | f_j > 0\}\) denote the length of \(f\). GEE, Chao, and our method need another \(O(1)\) arithmetic operations to derive the NDV estimation, while Chao-Lee and Shlosser need another \(O(|f|)\) arithmetic operations and HYBGEE, HYBSKEW, and APML need another \(O(n)\) operations. Our method needs about 300 arithmetic operations for feature engineering and 51200 arithmetic operations for a forward pass in the neural network. AE needs to solve a non-linear equation numerically.

**Setup for various estimators.** We evaluate all methods with sampling rates varying from \(10^{-4}\) to \(10^{-2}\): \(10^{-4}, 2 \times 10^{-4}, 5 \times 10^{-4}, 10^{-3}, 2 \times 10^{-3}, 5 \times 10^{-3}\), and \(10^{-2}\). To deal with randomness in e.g. sampling, we run ten times and report the averaged results. We implement our model with pytorch and use Adam [40] as optimizer and perform training with skorch [11]. We implement L2 regularization with its equivalent form - weight decay [13, 56]. For our method, the hyperparameters include: the number of elements in sample profile that are used as features \(m\), the number of linear layers in our network architecture \(N_h\), learning rate during training \(lr\), logarithm of the smallest sampling rate \(B'\), logarithm of the largest population size in training data \(B\), number of synthetic training data used \(N_A\), the confidence level \(\gamma\) of our derived lower bound in (18), and the L2 regularization parameter \(\lambda\). We have explained we set \(N_j = 5\) in Section 4.2.2, \(B' = -4\) in Section 4.1.2, \(B = 9\) in

| Method | Inference Complexity (1st line) and # arithmetic operations (2nd line) needed in implementation |
|--------|-----------------------------------------------------------------------------------------------|
| GEE    | \(O(\text{BGEE, HYBSKEW, and APML need another } O(n) \text{ operations.})\) |
| HYBGEE | \(O(\text{a scaling factor of 50, resulting in 300M rows and 17 columns.})\) |
| HYBSKEW| \(O(\text{5.2M rows and 25 columns.})\) |
| AE     | \(O(\text{8.8M rows and 19 columns})\) |
| Chao   | \(O(\text{8.6M rows and 28 columns.})\) |
| Chao-Lee | \(O(\text{8.6M rows and 28 columns.})\) |
Section 4.1.1, $\gamma = 0.6$ and $\lambda = 0.1$ in Section 4.3. For the remaining parameters: We set $m = 100$ so the total number of features we use is $N_x = 106$, and we test the sensitivity to $m$ in Section 6.4. We choose a learning rate that has the smallest training loss and also converges in a reasonable time: $lr = 0.0003$. We generate $N_x = 0.72 \times 10^6$ training data points, which takes about two hours running in parallel on our machine and we further vary the amount of training data used in Section 6.4. For sanity, we drop the data points with population size $N < 10^4$ as the sample may contain zero data points because sampling rate can be as small as $10^{-4}$.

**Performance metric.** We used the widely used ratio error as our performance metric, which is defined in (6).

### 6.2 Performance

**Overall performance.** The overall performance of all methods is shown in Table 2. Our method achieves the lowest ratio error on seven out of nine datasets and has comparable error to the best baseline methods on the other two datasets. Our averaged ratio error is very close to the empirical lower-bound error. Overall, most baseline methods fail significantly on at least one dataset, which could be caused by the violation of the assumptions they make. GEE is the best performing baseline. Although HYBgee and AE were both designed to improve over GEE, their performance is very sensitive to choice of dataset, because HYBgee involves estimating skewness of population which can be difficult on some datasets and AE requires numerically solving a non-linear equation which can be brittle in some cases. APML also doesn’t work well. One reason is the analytical approximation in APML can introduce a big error; Another reason is that APML is designed to estimate population profile $F$ and is not tailored for estimating NDV.

**Ratio error under different sampling rate.** We plot the averaged ratio error under different sampling rate in Figure 4(1). Our method has the lowest error and is close to the empirical lower-bound under all sampling rates. In addition, as sampling rate decreases, the advantage of our method over other methods increases significantly. Shlosser has comparable performance with our method at a high sampling rate $10^{-3}$, but its performance decreases rapidly as sampling rate decreases. The error of AE is irregular with respect to sampling rate because error of AE depends on the accuracy of the root finding of a non-linear equation, which is brittle in practice.

**Ratio error under different NDV.** We plot the averaged ratio error under different number of distinct values in Figure 4(2). Our method has the lowest error under all range of number of distinct values except the extremely small region, i.e., $NDV \approx 1$.

Data distributions with high skew (small NDV) and low skew (large NDV) are two relatively “easy” scenarios for NDV estimations. Intuitively, when NDV is extremely small, it can be estimated as NDV in the sample; when NDV is extremely large (close to population size), NDV can be estimated as sample NDV. For example, as is analyzed in [22] and demonstrated above in Figure 4(2), GEE and Shlosser are known to perform well for data with high skew (NDV < 10); some other estimator, e.g., HYBSKew and HYBgee, combines the results of two estimators (one performs well for low skew and the other for high skew)—one of the two is selected depending on a test designed to measure the skew of the data. Therefore, the general trends for most estimators observed in Figure 4(2) are similar: they perform well for small NDV, and as NDV increases, the error first increases and then decreases for large NDVs. Given this general trend, however, the turning points for different methods are different, depending on their concrete forms and data distributions. For example, the turning point of Chao-Lee is $10^3$; the turning point of HYBSKew/HYBgee is about $10^4$, and their performance also largely depends on the skewness test result on the sample data, which may not be stable; the turning point of Shlosser is $10^3$. The performance of AE is irregular and largely depends on data distributions, as it considers only estimators of the form $d + K f_1$ [22], and tries to estimate $K$ from the sample data.

**Ratio error distribution.** To show the distribution and the worst case of ratio error, we plot the boxplot [2] of ratio error in Figure 5 when sampling rate $r = 10^{-3}$. Overall, our method has the smallest error in most cases and also has the smallest worst case error. In 75% of cases, the ratio error of our method is smaller than 3, much better than all baselines. The worst case ratio error of our method is almost the same as the baseline GEE that has theoretical worst
We perform ablation study to show the contribution of each component in our method and compare them to existing or straightforward solutions. Table 3 shows the results. Column "Full" denotes our method with full set of components. We ablate our method in three aspects, training data generation, model architecture and objective function for training. The symbol "-" denotes dropping the component that it preceded.

**Training data generation.** As shown in column "-diversify" in Table 3, when removing the diversify component proposed in Section 4.1.3, ratio error increases a bit, though the error is still significantly lower than the best performing baseline in Table 2. This verifies our intuition in Section 4.1.3: increasing the support region of the profiles is helpful to the generalization ability of our model. We also compare to four heuristic methods of generating training data. "uni" denotes generating each \( F_i \) of the population profile \( F \) by a uniform distribution. "pl" denotes generating \( F \) so that the relationship between \( F_i \) and \( i \) is power law: "rw" denotes generating \( F \) by random walk, i.e. \( F_{i+1} = F_i + s \) where \( s \) is a random step size. "mix" denotes mixing all training data generated by the three heuristic methods. For the three heuristic methods, we also ensure that we introduce enough randomness by using a set of different random hyperparameters (e.g. length of \( F \), range of uniform distribution, parameters in power law distribution, and step size in random walk) for each data point. The results in Table 3 show that our way of generating training data outperforms the heuristic methods significantly. When mixing the three types of heuristically generated data together, the averaged error is smaller than using each type along because mixing all data increases training data diversity and helps the model to generalize better.

**Model architecture.** We drop the logarithm layer in our model architecture (Figure 3). As shown in column "-log" in Table 3, the ratio error increases dramatically. This validates our choice to take logarithm and its advantages as discussed in Section 4.2.2.

![Figure 5: Ratio error on all columns in all datasets when sampling rate \( r = 10^{-3} \). In each sub-boxplot for each method, the five vertical lines denote minimum, 25th percentile, median, 75th percentile, and maximum respectively; the colored box contains 50% of the data points; the diamond symbols on the right side of the maximum line are outliers.](image)

### Table 3: Ablation analysis. "-" denotes removing a component. The four columns under "heuristic" replace our training data generation by four heuristic methods respectively.

| Datasets | Training data generation | Model architecture | Training objective |
|----------|--------------------------|--------------------|-------------------|
|          | -diversify | heuristic | -log | -b | -b-L2 | -log |
| Kasandr  | 2.4 | 5.2 | 40.8 | 30.8 | >1k | 50.1 | >1k | 2.3 | 3.3 | >1k |
| Airline  | 1.9 | 2.5 | 3.4 | 4.7 | 464.0 | 24.9 | >1k | 1.8 | 1.9 | >1k |
| DMV      | 2.7 | 3.4 | 129.8 | 45.2 | 14.6 | 98.3 | >1k | 2.5 | 3.8 | >1k |
| Campaign | 3.9 | 6.7 | 147.9 | 176.5 | 933.1 | 127.9 | >1k | 3.9 | 21.6 | >1k |
| SSB      | 2.0 | 3.3 | 19.1 | 1.2 | 6.5 | 3.1 | >1k | 2.1 | 1.8 | >1k |
| NCVR     | 6.4 | 8.1 | 83.2 | 92.9 | >1k | 113.8 | >1k | 7.2 | 8.2 | >1k |
| Product  | 14.6 | 20.1 | 417.6 | 227.3 | 52.7 | 658.5 | >1k | 20.4 | 22.0 | >1k |
| Inventory| 7.8 | 10.1 | 366.7 | 313.4 | >1k | 109.5 | >1k | 9.4 | 12.9 | >1k |
| Logistics| 3.5 | 9.2 | 496.7 | 390.6 | >1k | 115.5 | >1k | 3.8 | 4.8 | >1k |
| Average  | 5.0 | 7.7 | 191.2 | 142.5 | >1k | 76.9 | >1k | 5.9 | 8.8 | >1k |

**Training objective.** Column "-b" in Table 3 denotes removing our proposed regularization for a worst-case optimal estimator in (19). Overall, contrasting the column "Full" to the column "-b", we can see adding the proposed regularization makes the overall ratio error decrease by 0.9, closing the gap to the empirical lower-bound by 45%. This regularization pushes the model to a worst-case optimal estimator, and make it more robust (for datasets where it is not the best, it is close to the best-performing estimator). With this regularization, the ratio error on the most difficult datasets (e.g., Kasandr, Airline, and DMV) decreases significantly more than on other datasets. Removing this regularization does not make the learned estimator "optimal" in specific datasets, but the error may decrease a bit on the easy datasets (e.g., Kasandr, Product, and Inventory) decreases significantly more than on other datasets. Removing this regularization does not make the learned estimator "optimal" in specific datasets, but the error may decrease a bit on the easy datasets (e.g., Kasandr, Product, and Inventory). We further drop the L2 regularization (column "-b-L2") and ratio error further increases. This is expected as L2 regularization encourages sparse and small model parameters that generalize better. Finally, we further drop the logarithm on NDV (column "-b-L2-log") to use a naive mean squared loss on NDV and the error increases to be extremely high (similar to the "-log" column under 'Model arch').

### 6.4 Sensitivity Analysis

We show the robustness of our method to the hyperparameters. **Sensitivity to number of features.** Our number of features is \( N_F = m + 6 \) where \( m \) is the number of elements in sample profile that used as raw features. We set \( m = 100 \) by default. To test the sensitivity, we vary \( m \) from 10 to 200. As shown in Figure 6(1), as \( m \) increases from 100 to 200 (\( N_F \) increases from 106 to 206), averaged ratio error doesn’t change, so setting \( m = 100 \) suffices.

**Sensitivity to number of layers in network.** The number of layers in our network is \( N_L + N_F \) where \( N_L = 2 \). We vary \( N_L \) from 0 to 8 so the number of layers varies from 2 to 10. In addition, we evaluate one extreme case \( N_L = 0 \) and \( N_L = 1 \), where the network only has one linear layers with \( N_F \) input dimensions and one output dimension. The averaged ratio error with respect to the number of layers is shown in Figure 6(2). As the number of layer increases, averaged ratio error decreases due to the increase of model complexity. Although \( N_L + N_F = 10 \) gives marginally better result, our choice with \( N_F = 5 \) and \( N_L + N_F = 7 \) gives good enough result.
Although the optimal training data size is large enough (exceeding the threshold) but does not make the model learns the very fine-grained details of the training distribution, which tend to not generalize better to the test set. Choosing training data size. Note that the best choice of training data sizes for different columns can be different. Our goal is to train a workload-agnostic estimator, and it can be too expensive (if not impossible) to tune the training data size for each different workload. From Figure 7, which reports the average error across a number of tables for varying $N_A$, a general trend is that: after $N_A$ exceeds some threshold (e.g., $10^8$), the performance of the learned estimator stabilizes. Thus, in practice, we simply choose a training data size that is large enough (exceeding the threshold) but does not make the training data preparation and model training too expensive. We set the training data size $N_A = 0.72 \times 10^8$ to train the estimator (available in [43]) used in all the other experiments.

Out-of-range generalization. In our training set, the max population size is $10^9$ and the max population NDV is $10^6$. To evaluate the out-of-range performance, i.e., estimation for a column with large NDV not seen at training time, of our learned estimator, we create such extended test datasets: for each column in the original test datasets, we duplicate it $10^4$ times and add a suffix $i$ to each value in the $i$th duplicate. In this way, columns in the extended datasets have extremely large population sizes (maximum at $3 \times 10^{12}$) and NDVs (maximum at $9 \times 10^{11}$). We focus on columns with population size in $[10^6, 3 \times 10^{12}]$ and population NDV in $[10^9, 0.9 \times 10^{11}]$, and report the average ratio error for all methods with sampling rate $10^{-3}$ on these columns in Table 4. Note that both the original and extended test datasets are not used for training our estimator. It can be seen that our method also works very well even when NDV to be estimated is out-of-range, and is still better than other baselines. The out-of-range generalizability of our learned estimator is partly due to the logarithm operations as discussed in Section 4.2.2.

Figure 6: Averaged ratio error vs (1) # of features $N_f$, (2) # of layers $N_f + N_f$, (3) L2 regularization parameter $\lambda$, (4) Probability $\gamma$

Sensitivity to L2 regularization. Figure 6(3) shows the average ratio error under different L2 regularization parameter $\lambda$. The error is overall quite stable when $\lambda$ is in region $[0, 10^{-1}]$. Error increases significantly when $\lambda$ increases from $10^{-1}$ to 1 and increases even more dramatically when $\lambda$ increases from 1 to 10. This increasing trend in region $[10^{-1}, +\infty)$ is similar to the increasing trend of the training loss [58]. Our heuristic method of selecting $\lambda$ based on the training loss curve at the end of Section 4.3 is able to select $\lambda = 10^{-1}$. Although the optimal $\lambda$ is at $10^{-2}$, $\lambda = 10^{-1}$ is good enough.

Sensitivity to probability $\gamma$. Probability $\gamma$ is the confidence level of our derived lower bound in (18). Figure 6(4) shows the averaged ratio error when probability $\gamma$ varies in region $(0, 1]$. Overall, the averaged ratio error is quite stable. The optimal value for $\gamma$ is about 0.2. We heuristically selected $\gamma$ to be 0.6 in Section 4.3. Although it is not the optimal, $\gamma = 0.6$ is good enough.

Sensitivity to number of training data points. We vary the number of training data points $N_A$ from $10^6$ to $7.2 \times 10^6$. In Figure 7, the averaged ratio error decrease significantly as $N_A$ increases because more training data improves the generalization ability of the model. However, as $N_A$ further increases, averaged ratio error increases marginally and then stabilizes. This counter-intuitive phenomenon happens often when the distribution of training set is different from the test set. When the training set becomes extremely large, the model learns the very fine-grained details of the training distribution, which tend to not generalize better to the test set.

Choosing training data size. Note that the best choice of training data sizes for different columns can be different. Our goal is to train a workload-agnostic estimator, and it can be too expensive (if not impossible) to tune the training data size for each different workload. From Figure 7, which reports the average error across a number of tables for varying $N_A$, a general trend is that: after $N_A$ exceeds some threshold (e.g., $10^8$), the performance of the learned estimator stabilizes. Thus, in practice, we simply choose a training data size that is large enough (exceeding the threshold) but does not make the training data preparation and model training too expensive. We set the training data size $N_A = 0.72 \times 10^8$ to train the estimator (available in [43]) used in all the other experiments.

Out-of-range generalization. In our training set, the max population size is $10^9$ and the max population NDV is $10^6$. To evaluate the out-of-range performance, i.e., estimation for a column with large NDV not seen at training time, of our learned estimator, we create such extended test datasets: for each column in the original test datasets, we duplicate it $10^4$ times and add a suffix $i$ to each value in the $i$th duplicate. In this way, columns in the extended datasets have extremely large population sizes (maximum at $3 \times 10^{12}$) and NDVs (maximum at $9 \times 10^{11}$). We focus on columns with population size in $[10^6, 3 \times 10^{12}]$ and population NDV in $[10^9, 0.9 \times 10^{11}]$, and report the average ratio error for all methods with sampling rate $10^{-3}$ on these columns in Table 4. Note that both the original and extended test datasets are not used for training our estimator. It can be seen that our method also works very well even when NDV to be estimated is out-of-range, and is still better than other baselines. The out-of-range generalizability of our learned estimator is partly due to the logarithm operations as discussed in Section 4.2.2.

7 CONCLUSION AND FUTURE WORK

In this paper, we consider a fundamental question: whether it is possible to train a workload-agnostic machine learning model to approximate principled statistical estimators such as maximum likelihood estimators (MLE). We provide a positive answer to this question on the concrete task of estimating the number of distinct values (NDV) of a population from a small sample. We formulate the sample-based NDV estimation problem as an MLE problem which, however, is difficult to be solved even approximately. We propose a learning-to-estimate framework to train a workload-agnostic model to approximate the MLE estimator. Extensive experiments on nine datasets from diverse domains demonstrate that our learned estimator is robust and outperforms all baselines significantly.

For future work, we would like to extend our learning-to-estimate method to learn estimators for other properties whose MLE is difficult to obtain, e.g., entropy and distance to uniformity.
