Abstract—Full-reference point cloud quality assessment (FR-PCQA) aims to infer the quality of distorted point clouds with available references. Merging the research of cognitive science and intuition of the human visual system (HVS), the difference between the expected perceptual result and the practical perception reproduction in the visual center of the cerebral cortex indicates the subjective quality degradation. Therefore in this paper, we try to derive the point cloud quality by measuring the complexity of transforming the distorted point cloud back to its reference, which in practice can be approximated by the code length of one point cloud when the other is given. For this purpose, we first segment the reference and the distorted point cloud into a series of local patch pairs based on one 3D Voronoi diagram. Next, motivated by the predictive coding theory, we utilize one space-aware vector autoregressive (SA-VAR) model to encode the geometry and color channels of each reference patch in cases with and without the distorted patch, respectively. Specifically, supposing that the residual errors follow the multi-variate Gaussian distributions, we calculate the self-complexity of the reference and the transformational complexity between the reference and the distorted sample via covariance matrices. Besides the complexity terms, the prediction terms generated by SA-VAR are introduced as one auxiliary feature to promote the final quality prediction. Extensive experiments on five public point cloud quality databases demonstrate that the transformational complexity based distortion metric (TCDM) produces state-of-the-art (SOTA) results, and ablation studies have further shown that our metric can be generalized to various scenarios with consistent performance by examining its key modules and parameters.
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I. INTRODUCTION

Three-dimensional (3D) point cloud data has attracted much attention in recent years due to its wide applications, such as autopilot [1], virtual reality (VR) [2], and 3D free-viewpoint broadcasting. In practical application scenarios, point cloud data is inevitably subject to a variety of distortions during acquisition, compression, transmission and rendering stages, which usually impair the perceptual quality of the human visual system (HVS) [3]. Therefore, point cloud quality assessment (PCQA) plays a vital role in the quality of experience (QoE) oriented data processing. For instance, for point cloud compression or transmission, PCQA can be used to derive constraints to achieve a better trade-off between the quality and compression rate or transmission bandwidth [4]. Moreover, PCQA can also guide the model optimization in the learning-based point cloud enhancement tasks, such as spatial upsampling and shape completion [5]. Although subjective PCQA can provide accurate prediction, its application is limited due to the high cost in terms of time, money and rigorous testing environment. Therefore, developing reliable and effective objective PCQA metrics is highly desired. In this paper, we focus on full-reference (FR) PCQA metrics, which are designed for cases where the high-quality original point cloud is available as the reference for evaluating the quality of its distorted versions.

Early FR-PCQA metrics, e.g., point-to-point (p2po) and PSNRYUV [6], try to quantify point cloud distortions by calculating the geometry or color difference between each point of the distorted point cloud and its nearest point in the reference. However, these simple point-based metrics do not correlate well with human perception [7]. To solve this problem, some new PCQA metrics are proposed, and they can be generally categorized into 2D-based metrics [8]–[14], and 3D-based metrics [7], [15]–[20] according to whether the point cloud is projected into images. The 2D-based metrics first project the point cloud onto 2D planes at different viewing angles and then take advantage of the well-developed image processing tools to assist in PCQA. As for the 3D-based metrics, they try to predict point cloud quality by modeling
the 3D properties. Due to the irregular structure of point cloud data, the 3D-based metrics normally need to construct efficient data structures (e.g., surface [16], graph [7]) to facilitate subsequent processing.

In general, the core idea of most existing PCQA metrics, whether they are 2D-based or 3D-based, is to derive the quality score by comparing some perceptually sensitive features (e.g., gradient, curvature) extracted separately from the reference and the distorted point clouds. Therefore, the success of such methods is highly dependent on the effectiveness of the extracted features. However, due to the irregular 3D structure of point cloud and rich distortion types, a single feature is usually insufficient for handling various types of distortions. To improve the robustness and accuracy of the metric, there is a tendency to use as many features as possible (e.g., PCQM [16] contains 8 features and PointPCA [20] contains 32 features), which can cause the metrics to become more and more bloated.

Motivation. In this paper, we propose to solve the problem of PCQA from a new perspective, namely, transformational complexity. In cognitive science, recent researches indicate that the similarity between two entities can be quantified using the "complexity" required to transform the representation of one into that of the other [21], [22], which is called "transformational complexity" in this paper. According to prior empirical research, the more difficult the transformation from one entity to the other is, the less similar they would be. For instance, Hahn et al. [21] found, in three experiments, that the transformational complexity accurately predicts similarity ratings between simple graphics. As for those more complicated scenarios such as image processing, many similarity metrics based on the transformational complexity also shows competitive performance in several applications, including image retrieval [23], classification [24], etc.

Inspired by the success of transformational complexity in the above scenarios, in this paper, we intend to investigate its utility in PCQA. Intuitively, we suppose that the quality of one distorted point cloud can be quantified as the complexity or the amount of effort of transforming it into its corresponding reference as shown in Fig. 1. Larger transformational complexity indicates poorer visual quality. To normalize the complexity of different samples with different characteristics, we introduce self-complexity of the reference as a normalization factor. Compared with existing methods, our method avoids the complicated process of feature selection and instead treats the quality evaluation as inferring the difficulty of recovering the reference from its distorted version.

One critical problem in our work is how to calculate the transformational complexity between two point clouds. The foundation of transformational complexity can call upon a particular branch of mathematics known as Kolmogorov complexity theory [25]. However, Kolmogorov complexity is in general an intractable quantity [26]. In practice, it is often approximated by the code length of the compressed data [27]. Intuitively, the more a given data can be compressed, the lower its complexity would be. Therefore, the transformational complexity between two entities is usually described as the code length of one entity when the other is given. For instance, Guha et al. [23] approximated the sparsity of an image by using the overcomplete dictionary, where the sparse coefficients are used as a measure of transformational complexity. One important advantage of these compression-based approaches is their correlation with cognitive mechanisms. Recent developments in brain theory and neuroscience [28], [29] show that human perception of external stimulus can be modeled as a process of predictive coding, which can be accounted for by the principles of parsimony and redundancy reduction. Therefore, deriving the transformational complexity via compression-based approaches possesses a tight connection to human perception. In our metric, we utilize the predictive coding theory to compute the transformational complexity.

Our Metric. First, noting that local processing is more effective for quality assessment, we segment the reference and distorted point clouds into multiple local patch pairs based on one 3D Voronoi diagram (VD), which can ensure non-overlapping divisions and avoid the omission of points.

Secondly, we utilize one space-aware vector autoregressive (SA-VAR) model to encode the XYZ and RGB channels of each reference patch in cases with and without the corresponding distorted patch. Specifically, for each point in one reference patch, we use its neighbors in the reference and those in the distorted patch to predict itself using one autoregressive (AR) model, respectively.

Last, two complexity terms, i.e., self-complexity of the reference and transformational complexity between the reference and distorted samples, are calculated to derive a complexity-based similarity metric. The prediction terms generated by SA-VAR are introduced as one auxiliary feature to reach the final quality index.

Experimental results on five publicly available PCQA databases confirm that the proposed metric achieve state-of-the-art (SOTA) performance. The main contributions of the paper are summarized as:

- We propose a new point cloud quality metric: transformational complexity based distortion metric (TCDM). Compared with existing PCQA metrics, our metric formulates the problem of quality evaluation from the perspective of measuring the transformational complexity, which is more effective than the methods that rely on HVS-related structural features.

- To compute the transformational complexity, we propose a SA-VAR model to encode both the geometry and color information of point cloud data. We introduce a predefined spatial weight to strengthen the awareness for irregular structure, and we utilize a multi-variate vector to capture the correlation between multiple channels.

- Our metric shows reliable performance in five publicly accessible databases. Ablation studies further reveal the model’s generalization capability under various parameter setting.

The remainder of this paper proceeds as follows. Section II presents the related work. Section III formulates the point cloud representation and the core idea of our metric. Implementation details of the proposed method are presented in Section IV. Section V and VI give the experiment results and ablation study. Conclusion are drawn in Section VII.
II. RELATED WORK

A handful of metrics have been proposed for FR-PCQA, which can be roughly categorized as 2D-based metrics and 3D-based metrics. Note that we classify early point-wise metrics (e.g., p2po and PSNR) into 3D-based metrics because they do not have a point cloud projection operation. We give a brief review of these metrics in the following.

2D-based metrics: 2D-based metrics rely on quantifying point cloud distortion using projected images. To mimic the multi-view characteristic when observing 3D objects, researchers usually project the point cloud onto 2D planes at different viewing angles. In [8], Queiroz et al. projected the reference and distorted point clouds onto the six faces of a bounding box enclosing the point clouds and then concatenated the corresponding projected images. 2D PSNR was used to measure the distortions between the corresponding distorted and reference projected images. In [9], Alexiou et al. conducted a study on the camera layouts around the point cloud, exploiting the impact of the number of projected images in 2D-based metrics. Different IQA methods (e.g., PSNR, SSIM [30] and VIFP [31]) were utilized to predict the quality of projected images and results showed that a larger number of projected views does not necessarily lead to better predictions of point cloud quality. To eliminate the misalignment between the reference and distorted projected images, Javaheri et al. [10] proposed to assign the same geometry to both the reference and distorted point clouds before the projection operation. Recently, to distinguish the background region and point cloud region in the projected images, Liu et al. [11] proposed one new metric based on the principle of information content weighted structural similarity (IW-SSIM) [32].

Except for the most commonly used color texture projected images, some geometry-related maps, such as depth and curvature maps, are also introduced into some 2D-based metrics to achieve more robust quality prediction. In [12], Yang et al. chose to project the 3D point cloud onto six perpendicular image planes of a cube to obtain both color texture and depth maps. Curvature maps were employed in [13] to serve as an auxiliary term. By introducing extra information to assist in quality assessment, the above metrics usually provided better performance than traditional IQA metrics that only utilized color texture projected images.

3D-based metrics: 3D-based metrics predict point cloud quality by modeling its 3D properties. Point-wise metrics were first applied to evaluate point cloud distortions, including p2po, point-to-plane (p2pl) and PSNR [6]. Specifically, p2po and PSNR calculated the distance between geometric coordinate or YUV values of each point pair. In comparison, p2pl computed the geometric distance between two points along the normal direction of the point cloud surface, which resulted in smaller errors for points closer to the surface. Researchers proposed some improvements for the above metrics in recent years. For instance, in [33], Alexious proposed a new metric named plane-to-plane (pl2pl), which utilized the normal vector of two points to derive the angular similarity. To alleviate the influence of outlier points, Javaheri et al. [34] proposed to use
the Hausdorff distance for a specific percentage of data rather than the whole data set.

Point-wise metrics are not well correlated with subjective assessments, leading to unreliable prediction performance. Thus, some researchers proposed metrics that involve structural features to better predict subjective perception. Meynet et al. proposed PC-MSDM [15] based on local curvature similarity. Utilizing PC-MSDM, Meynet et al. extended it to PCQM [16], which utilized three curvature-related features and five color-related features to improve the prediction robustness. By constructing local graphs based on geometry information and regarding color values as graph signals, Yang et al. [7] developed GraphSIM to model the overall perception of HVS. A multi-scale version of GraphSIM was proposed by Zhang et al. in [17], which further took into account the multi-scale characteristics of human perception. In [19], Diniz et al. adapted the Local Binary Pattern (LBP) to point clouds. A variant descriptor called local luminance patterns (LLP) was proposed in [18], introducing a voxelization stage. PointPCA [20] proposed the use of geometric descriptors based on principal component analysis (PCA) to estimate structural distortions in point cloud contents.

As suggested in Section I, most of the above metrics focus on how to extract more effective features. In other words, they intend to separately map the reference and its distorted version into two representations located in the same cognitive space that correlates well with human perception, and then represent quality in terms of the distance between the above two representations. In comparison, in this paper, we approach the FR-PCQA problem from a new perspective, i.e., evaluating the transformational complexity of getting the reference from its distorted version.

### III. Preliminaries

In this section, we illustrate some basic concepts. We first present the formulation of point cloud data, then we detail the concept of transformational complexity and predictive coding theory.

#### A. 3D Point Cloud

Let \( X \) be a 3D point cloud with \( N \) points: \( X = \{x_1, \cdots, x_N\} \in \mathbb{R}^{N \times 6} \), where each \( x_i \in \mathbb{R}^6 \) is a vector with 3D coordinates and three-channel color attributes, therefore, \( x_i = [x, y, z, R, G, B] \equiv [x_i^O, x_i^F] \), where \( x_i^O = [x, y, z] \) and \( x_i^F = [R, G, B] \). The superscript “\( O \)” stands for geometric occupancy, and “\( F \)” stands for color intensity.

#### B. Transformational Complexity

The complexity of an object is related to its randomness or redundancy. For example, the binary string 110101 is considered more complex than the string 010101, because the latter consists of repeating patterns and therefore is less random. The Kolmogorov complexity formalizes this concept. Specifically, given a finite signal \( x \), its Kolmogorov complexity \( K(x) \) is defined as the length of the shortest program complexity that can effectively produce on a universal computer, such as a Turing machine [35]. Based on the above definition, given two signals \( x \) and \( y \), the transformational complexity between them is developed using the conditional Kolmogorov complexity \( K(x|y) \), which is defined as the length of the shortest program on a universal computer program to generate \( x \) when \( y \) is known.

Due to the non-computable nature of the Kolmogorov complexity [26], compression-based methods usually serve as an alternative to compute the transformational complexity. One pioneering work is the Normalized Compression Distance (NCD) [27], which considers the transformational complexity \( C(x|y) \) as the code length of \( x \) when \( y \) is given. Specifically, the NCD can be formulated as

\[
NCD(x, y) = \frac{\max \{C(x|y), C(y|x)\}}{\max \{C(x), C(y)\}},
\]

where \( C(\cdot) \) is a compressor and the denominator \( \max \{C(x), C(y)\} \) serves as a normalized factor. \( C(x|y) \) is defined as the compressed length of \( x \) when \( y \) is given.

The NCD metric is regarded as an effective similarity metric and shows reliable performance in multiple applications such as clustering languages and music [36]. Inspired by its success in one-dimension (1D) data, various compression-based methods have been proposed for higher dimensional data types such as image and video [23], [37]. The key idea of these methods is how to encode the redundancy inherent in the data. In addition to the transformational complexity \( C(x|y) \), the self-complexity of \( x \), i.e., \( C(x) \), is usually utilized as a normalization factor. In general, we can formulate these compression-based similarity measures as follows,

\[
d(x, y) = M(C(x), C(x|y)),
\]

where \( d(x, y) \) denotes the distance or similarity between two entities \( x \) and \( y \) and \( M(\cdot) \) represents the pooling operation.

Although transformational complexity has achieved great success for 1D and 2D signals, there is no similar research related to 3D data. When we focus our attention on PCQA task, the connection between the compression-based methods and visual perception is also desirable to be constructed. To solve the above problems, our work tries to apply the transformational complexity for PCQA task based on the predictive coding theory.

#### C. Predictive Coding Theory

Predictive coding is a leading theory on how the brain performs probabilistic inference [28]. It postulates that the human brain learns the statistical regularities inherent in the natural world, and reduces the redundancy by only encoding what is not predictable (the residual errors in prediction) [38]. The underlying assumption of this theory is that our cognitive process is governed by an internal generative model in the brain. With this internal model, the brain can generate the corresponding predictions for the encountered visual scenes. Mathematically, given a brain internal model for visual perception, denoted as \( G \), it can adjust its parameter \( \Theta \) to minimize the negative log-likelihood function \( -\log p(x|\Theta, G) \), which is usually described as “code length” of \( x \) [38] due to the same
formulation as Shannon's entropy. For some predictive coding algorithms such as traditional linear predictive coding [39], [40], the optimal parameter $\Theta$ can be solved by

$$\hat{\Theta} = \arg \min_{\Theta} - \log p(x|\Theta, G). \quad (2)$$

In general, predictive coding theory shares similar principles of redundancy reduction with information compression, inspiring a large number of compression algorithms [41], [42]. Therefore, we can model our visual perception as a compression process and relate the minimized negative log-likelihood function to the concept of complexity. To achieve the goal of PCQA, we need one efficient quality-related internal model $G$. In our work, one space-aware vector autoregressive model is employed as $G$, which is described meticulously in Section IV. Then, given two point clouds $X$ and $Y$, we can derive the self-complexity of $X$, $C(X)$, via one self-prediction process, and the transformational complexity between two point clouds, $C(X|Y)$, via one cross-prediction process as follows,

$$C(X) = \min_{\Theta_s} - \log p(X|\Theta_s, G),$$
$$C(X|Y) = \min_{\Theta_t} - \log p(X|Y, \Theta_t, G), \quad (3)$$

where $\Theta_s$ and $\Theta_t$ denote the model parameters in the self-prediction and cross-prediction processes. We can derive one complexity-based similarity metric according to Eq. (1), i.e.,

$$d(X, Y) = M(C(X), C(X|Y)),$$

which can serve as one quality feature for PCQA.

IV. PROPOSED METHOD

In this part, we first introduce the overall framework of the proposed model in Section IV-A. Then, we give the detailed implementation for each module.

A. Architecture

We show the overall framework of our model in Fig. 2. Taking the reference $X$ and the distorted point cloud $Y$ as the input, we first extract a series of points from $X$ via farthest point sampling (FPS). Utilizing the sampling points as the generating seeds, we make space segmentation to derive one 3D Voronoi diagram (VD), which is consist of many Voronoi cells (VCs). Each cell in the VD bounds one local patch pair in the $X$ and $Y$. Next, for each local patch pair, one SA-VAR is used to make self-prediction and cross-prediction for the reference patch, which results in two complexity terms, i.e., the self-complexity of the reference patch and the transformational complexity between the local patch pair. The prediction terms generated by SA-VAR serve as complementary terms to help generate the local quality index. We finally fuse all local quality indices to get the final quality score.

B. Space Segmentation via Voronoi Diagram

For PCQA, it is preferred to process the point cloud locally rather than globally. First, dense point clouds have millions of disordered points distributed in 3D space, which leads to high computational cost when taking the entire point cloud as input. Especially, when the complexity of one algorithm reaches $O(N^2)$ or higher, the practical computational cost of global processing will be prohibitive. Secondly, due to the multi-view characteristic when observing 3D objects and the foveation mechanisms [43] of HVS, the human observer often only perceives a localized area of the point cloud at one time. Finally, visual masking effects differentiate the perceptual quality degradation caused by the same level of distortion in different regions [44].

For the FR-PCQA task, two critical steps need to be determined for local processing, that is, how to divide the point cloud into local patches and how to construct the patch correspondence between the reference and the distorted point clouds. The existing methods usually try to bound points in the reference and its distorted version by a series of spherical spaces [7], [17]. However, the number of divisions and the size of the spherical radius in the method are often difficult to determine. As illustrated in Fig. 3 (a) and (b), given a fixed

\begin{equation*}
\begin{align*}
\text{(a)} & \\
\text{(b)} & \\
\text{(c)} & 
\end{align*}
\end{equation*}
number of divisions, too small radius is not enough to cover the entire point cloud while too large radius results in many overlaps and involves unnecessary computational cost. Some researchers [44] leverage $K$-means clustering for the reference and then determine the corresponding clusters of the distorted version by nearest-neighbor searching, which may cause some points in the distorted point cloud to be ignored. To avoid the above problems, our work uses a 3D Voronoi diagram (VD) to realize space segmentation for point clouds, which can achieve non-overlapping divisions and avoid the omission of points during the process of correspondence construction.

The 3D VD divides the 3D space into many non-overlapping convex polyhedrons called Voronoi cells (VCs) such that each polyhedron contains exactly one generating seed, and every point in a given cell is much closer to the corresponding generating seed than to any other generating seeds [45]. Let $p \in \mathbb{R}^3$ be a point in the Euclidean space. Assuming a set of points as the generating seeds $S = \{s_i \in \mathbb{R}^3\}_{i=1}^{L}$, the VD generated by $S$ is defined by the nearest-neighbor principle, i.e., the cell $VC_l$ corresponding the seed $s_l$ is defined by

$$
VC_l = \{ p \in \mathbb{R}^3 | \text{dist}(p, s_l) \leq \text{dist}(p, s_k), \text{ if } k \neq l \},
$$

where $\text{dist}(\cdot)$ denotes the Euclidean distance between two points. Clearly, each cell $VC_l$ represents one convex polyhedron space centered around the seeds $s_l$ bounded by a series of planes, which is locally finite and has a non-empty interior. All VCs cover the whole 3D space without overlap and omission. Therefore, we can bound points in both reference and distorted point clouds via these cells.

Specifically, let $X = \{x_i \in \mathbb{R}^6\}_{i=1}^{N}$ and $Y = \{y_j \in \mathbb{R}^6\}_{j=1}^{M}$ be the reference and the distorted point clouds with $N$ and $M$ points, respectively. We first derive the generating seed set $S$ from $X$ via the farthest point sampling (FPS) [46], i.e.,

$$
S = \{\overline{y}(X)\}_{l} \in \mathbb{R}^{L \times 6}, L \ll N,
$$

where $\overline{y}(\cdot)$ represents the FPS operation. The number of seeds is empirically set to be $L = 400$ in our work.

Next, for each seed $s_l$, we derive its corresponding cell $VC_l$ according to Eq. (4). Then we can respectively obtain the local patch pair bounded in $X$ and $Y$ by the $VC_l$ as

$$
X_l = \{x_i | x_i^0 \in VC_l\} \in \mathbb{R}^{N_l \times 6},
Y_l = \{y_j | y_j^0 \in VC_l\} \in \mathbb{R}^{M_l \times 6},
$$

where $N_l$ and $M_l$ denote the number of points of two local patches. We have $P_X = \{X_l\}_{l=1}^{L}$ and $P_Y = \{Y_l\}_{l=1}^{L}$ for all local patches. Note that all patches in $P_X$ or $P_Y$ are non-overlapping and no point is omitted during the above process.

Finally, considering relative coordinates are more meaningful than absolute coordinates when human eyes focus on one local region, we align patches via translation so that each patch has its generating seed at the origin, i.e.,

$$
\overline{X}_l = \{\overline{x}_i\}_{i=1}^{N_l} = \{x_i^0 - S_{N_l}, X_l^0\} \in \mathbb{R}^{N_l \times 6},
\overline{Y}_l = \{\overline{y}_j\}_{j=1}^{M_l} = \{y_j^0 - S_{M_l}, Y_l^0\} \in \mathbb{R}^{M_l \times 6},
$$

where $\overline{x}_i = [x_i^0, \overline{x}_i^0] = [x_i^0 - s_i^0, x_i^0]$ denotes the translated point of $x_i$ and $S_{N_l} = (s_i^0)_{x_i \in N_l} \in \mathbb{R}^{N_l \times 3}$ denotes the seed coordinate matrix of $s_l$. $\overline{y}$ and $S_{M_l}$ have a similar meaning as above. The translated local patch pair, i.e., $\overline{X}_l$ and $\overline{Y}_l$, are used for subsequent local processing.

### C. Deriving Complexity Based on SA-VAR

As mentioned in Section III-B, predictive coding theory shares a similar principle of redundancy reduction with information compression and possesses a good connection to human visual perception, which makes it an effective theorem basis to measure the complexity of the data. In general, our basic idea is to relate the complexity to the negative log-likelihood function after minimization.

One obvious fact is that any quantitative application of Eq. (2) needs to assume the brain generative model $G$ first. A model with higher expressive power might approximate the brain better, but incurs higher computational complexity. In some previous works [47]–[51], the autoregressive (AR) model is widely used due to its good local adaptability and low computational cost. The classic paradigm of the AR model used in the image domain can be written as

$$
f_i = \sum_{j=1}^{K} \theta_j f_j + e_i = f(N_i^K) + e_i,
$$

where $f_i$ represent the $i$-th pixel value in the given image; $f(N_i^K) \in \mathbb{R}^K$ is a vector consisting $K$ nearest neighbors of the $i$-th pixel and $e_i$ is the additive Gaussian residual noise with zero mean. The above AR model achieves satisfying performance in many image processing algorithms (e.g., interpolation [49], compression [50], quality assessment [47], etc.)

However, it is worth pointing out that the AR model shown in Eq. (7) only concentrates on a single channel (e.g., luminance channel in the image domain), which is effective enough for regular low-dimension data such as gray images. In comparison, the colored point cloud studied in this paper is typical high-dimensional data and there exists some correlation between different feature channels (e.g., XYZ and RGB channels) [52]. It is believed that our HVS can capture such correlation, which also facilitates a higher compression ratio. Therefore, in order to exploit the inter-channel and intra-channel correlation of point cloud data simultaneously, we propose to utilize one space-aware vector autoregressive model (SA-VAR) to encode multiple channels.

Specifically, given one translated local patch pair $\overline{X}_l$ and $\overline{Y}_l$, we shall compute the self-complexity $C(\overline{X}_l|\overline{X}_l)$ and the transformational complexity $C(\overline{X}_l|\overline{Y}_l)$. Here we denote the self-complexity by $C(\overline{X}_l|\overline{X}_l)$ rather than $C(\overline{X}_l)$ because the AR model can be regarded as one self-generation model when only applying for $\overline{X}_l$ itself. We detail the calculation process in the following.

### Calculating Self-Complexity via Self-Prediction

We first show the classic VAR model for encoding multiple variables in $\overline{X}_l$. For one point $\overline{x}_i$ in $\overline{X}_l$, the VAR leverages the neighbors of $\overline{x}_i$ in $\overline{X}_l$ to make self-prediction for its feature, i.e.,

$$
f(\overline{x}_i) = \sum_{\overline{x}_j \in \mathcal{N}_{\overline{x}_i}} \Theta_j f(\overline{x}_j) + e_i = \Theta_{s_i} f(\mathcal{N}_{\overline{x}_i}) + e_i,
$$

where $\mathcal{N}_{\overline{x}_i}$ is the neighbor set of $\overline{x}_i$.
where \( f(\tilde{x}_i) \in \mathbb{R}^d \) represents one \( d \)-dimension feature of \( \tilde{x}_i \), accounting for \( \tilde{x}_i \) or \( \tilde{x}_i^l \) in our work. In other words, we utilize the VAR to encode XYZ and RGB channels individually. \( \mathcal{N}_{\tilde{x}_i,K}^{\tilde{x}_i,K} \subset \tilde{X}_t \) denotes \( \tilde{x}_i \)'s \( K \) closest points in \( \tilde{X}_t \) (Note that the closest point, i.e., \( \tilde{x}_i \), itself is excluded) and \( f(\mathcal{N}_{\tilde{x}_i,K}) = [f(\tilde{x}_1); f(\tilde{x}_2); \ldots; f(\tilde{x}_i)] \in \mathbb{R}^{Kd} \) denotes the feature matrix of the neighbors, \( \Theta_j \in \mathbb{R}^{d \times d} \) and \( \Theta_s = [\Theta_1; \Theta_2; \ldots; \Theta_K] \in \mathbb{R}^{d \times Kd} \) denotes the parameter set of VAR. \( e_i \sim \mathcal{N}(0, \Sigma_s) \) is assumed to belong to multivariate Gaussian distribution, where \( \Sigma_s \in \mathbb{R}^{d \times d} \).

As shown in Fig. 4 (a), the existing assumption of the traditional 2D AR is that all points/pixels locate in a regular grid shape [53], in which case the parameter \( \Theta_s \) shares the same spatial structure in different locations. In comparison, the topological condition of the point cloud is irregular as shown in Fig. 4 (b). To adapt the VAR to point cloud data, we add a spatial weight for each neighbor in Eq. (8) to produce one space-aware VAR model, i.e.,

\[
f(\tilde{x}_i) = \sum_{\tilde{x}_j \in \mathcal{N}_{\tilde{x}_i,K}^{\tilde{x}_i,K}} w_{i,j} \Theta_j f(\tilde{x}_j) + e_i = \Theta_s f_w(\mathcal{N}_{\tilde{x}_i,K}^{\tilde{x}_i,K}) + e_i, \tag{9}
\]

where \( \sigma^2 \) denotes the geometry variance in \( \mathcal{N}_{\tilde{x}_i,K}^{\tilde{x}_i,K} \). The weight \( w_{i,j} \) is related to the spatial distance between \( \tilde{x}_i \) and \( \tilde{x}_j \), which strengthens the AR’s capability of capturing irregular spatial structure.

Now we apply the above SA-VAR for all points in the local patch \( \tilde{X}_t = \{ \tilde{x}_i \}_{i=1}^{N_t} \) and have

\[
f(\tilde{X}_t) = \Theta_s f_w(\mathcal{N}_{\tilde{x}_i,K}^{\tilde{x}_i,K}) + E_t, \tag{10}
\]

where \( f(\tilde{X}_t), E \in \mathbb{R}^{d \times N_t} \) denote the feature and noise matrix of \( \tilde{X}_t \); \( f_w(\mathcal{N}_{\tilde{x}_i,K}^{\tilde{x}_i,K}) \in \mathbb{R}^{d \times N_t} \) denotes the weighted neighbor feature matrix of the whole patch \( \tilde{X}_t \). To facilitate the calculation, we vectorize the above representation to obtain

\[
f(\tilde{X}_t) = (f_w(\mathcal{N}_{\tilde{x}_i,K}^{\tilde{x}_i,K}) \otimes I_d) \Theta_s + E_v, \tag{11}
\]

where \( f(\tilde{X}_t), E_v \in \mathbb{R}^{N_t d} \) and \( \Theta_s \in \mathbb{R}^{Kd} \) denote the vectorized representation of \( f(\tilde{X}_t) \), \( E \) and \( \Theta_s \); \( \otimes \) represents the Hadamard product; \( I_d \in \mathbb{R}^{d \times d} \) is the \( d \)-dimension identity matrix. Considering \( E_v \sim \mathcal{N}(0, I_{N_t} \otimes \Sigma_s) \), we have the likelihood

\[
p(\tilde{X}_t|\Theta_s, G) = \frac{1}{(2\pi)^{\frac{N_t d}{2}} |I_{N_t} \otimes \Sigma_s|^\frac{1}{2}} e^{-\frac{1}{2} E_v^T (I_{N_t} \otimes \Sigma_s)^{-1} E_v}. \tag{12}
\]

The negative log-likelihood term can be further written as

\[
-\log p(\tilde{X}_t|\Theta_s, G) = \frac{N_t d}{2} \log 2 \pi + \frac{N_t}{2} \log |\Sigma_s| + \frac{1}{2} \text{Tr}(E_v^T \Sigma_s^{-1} E_v). \tag{13}
\]

According to Eq. (2) and Eq. (13), we can derive the closed-form solution of \( \Theta_s \) and \( \Sigma_s \) as

\[
\hat{\Theta}_s = [f_w(\mathcal{N}_{\tilde{x}_i,K}^{\tilde{x}_i,K}) f_w(\mathcal{N}_{\tilde{x}_i,K}^{\tilde{x}_i,K})^{-1} f_w(\mathcal{N}_{\tilde{x}_i,K}^{\tilde{x}_i,K}) \otimes I_d] f(\tilde{X}_t),
\]

\[
\hat{\Sigma}_s = \frac{1}{N_t} [f(\tilde{X}_t) - \hat{\Theta}_s f_w(\mathcal{N}_{\tilde{x}_i,K}^{\tilde{x}_i,K})][f(\tilde{X}_t) - \hat{\Theta}_s f_w(\mathcal{N}_{\tilde{x}_i,K}^{\tilde{x}_i,K})]^T, \tag{14}
\]

where \( \hat{\Theta}_s \) denotes the reshaped matrix form of \( \hat{\Theta}_s \).

Inducing the optimal estimation \( \hat{\Theta}_s, \hat{\Sigma}_s \), and \( \Sigma_s \) in Eq. (13), we obtain the minimized negative log-likelihood function as:

\[
-\log p(\tilde{X}_t|\Theta_s, G) = \frac{N_t d}{2} (\log 2 \pi + 1) + \frac{N_t}{2} \log |\hat{\Sigma}_s|. \tag{15}
\]

Eq. (15) represents the differential entropy of the multivariate Gaussian distribution, which is only relevant to the determinant of the estimated covariance matrix when fixing \( N_t \) and \( d \).

Therefore, we represent the self-complexity of \( \tilde{X}_t \) as:

\[
C(\tilde{X}_t|\tilde{Y}_t) = |\hat{\Sigma}_s|. \tag{16}
\]

In practice, we respectively apply the SA-VAR for XYZ and RGB channels, in which cases we have \( f(\tilde{X}_t) = (\tilde{X}_t^l)^T \) and \( f(\tilde{X}_t) = (\tilde{X}_t^l)^T \). We finally represent the self-complexity of geometry and color channels using \( C(\tilde{X}_t|\tilde{X}_t^l) \) and \( C(\tilde{X}_t|\tilde{Y}_t) \).

Calculating Transformational Complexity via Cross-Prediction. We further consider the transformational complexity between \( \tilde{X}_t \) and \( \tilde{Y}_t \). As mentioned in Section III-B, the transformation complexity \( C(\tilde{X}_t|\tilde{Y}_t) \) can be considered as the code length of \( \tilde{X}_t \) when \( \tilde{Y}_t \) is given. Therefore, we utilize the neighbors of \( \tilde{x}_i \) in \( \tilde{Y}_t \) to make one cross-prediction for \( \tilde{x}_i \), i.e.,

\[
f(\tilde{Y}_t) = \Theta_t w(\mathcal{N}_{\tilde{X}_i,K}^{\tilde{Y}_i,K}) + E_t, \tag{17}
\]

where \( \mathcal{N}_{\tilde{Y}_i,K}^{\tilde{Y}_i,K} \subset \tilde{Y}_t \) has a similar meaning with \( \mathcal{N}_{\tilde{x}_i,K}^{\tilde{x}_i,K} \). The likelihood function can be written as

\[
p(\tilde{X}_t|\tilde{Y}_t, \Theta_t, G) = \frac{1}{(2\pi)^{\frac{N_t d}{2}} |I_{N_t} \otimes \Sigma_t|^\frac{1}{2}} e^{-\frac{1}{2} E_v^T (I_{N_t} \otimes \Sigma_t)^{-1} E_v}. \tag{18}
\]

According to Eq. (13)-(16), the minimized negative log term of Eq. (18) is only related to \( \Sigma_t \). Therefore, we represent the transformational complexity between \( \tilde{X}_t \) and \( \tilde{Y}_t \) as,

\[
C(\tilde{X}_t|\tilde{Y}_t) = |\hat{\Sigma}_t|. \tag{19}
\]
where $\Sigma_t$ can be obtained via the same paradigm as Eq. (14). Similarly, we respectively derive $C^O(\hat{X}_l|\hat{Y}_l)$ and $C^I(\hat{X}_l|\hat{Y}_l)$, which denotes the transformation complexity of geometry and color channels.

**Pooling Strategy.** As illustrated in Section III-B, we need to choose a pooling strategy to merge the self-complexity and transformational complexity. Considering the success of similarity measurement in SSIM [30], we finally define the feature related to complexity as

$$ F_1 = \frac{2C^O(\hat{X}_l|\hat{Y}_l) \cdot C^O(\hat{X}_l|\hat{Y}_l) + T}{(C^O(\hat{X}_l|\hat{Y}_l))^2 + (C^O(\hat{X}_l|\hat{Y}_l))^2 + T} $$

$$ F_2 = \frac{2C^I(\hat{X}_l|\hat{X}_l) \cdot C^I(\hat{X}_l|\hat{Y}_l) + T}{(C^I(\hat{X}_l|\hat{X}_l))^2 + (C^I(\hat{X}_l|\hat{Y}_l))^2 + T} $$

where $T$ is a small non-zero constant to prevent numerical instability.

**D. Auxiliary Feature Based on Prediction Terms**

Except for complexity terms shown in Eq. (16) and (19), another meaningful term in the prediction process is the prediction term. Specifically, we define

$$ \hat{X}_t = \{\hat{x}_i\}_{i=1}^{N_l} = [\Theta_{r}f_w(N_{\hat{X}_l,K})]^T \in \mathbb{R}^{N_l \times 6}, $$

$$ \hat{Y}_t = \{\hat{y}_i\}_{i=1}^{N_l} = [\Theta_{r}f_w(N_{\hat{Y}_l,K})]^T \in \mathbb{R}^{N_l \times 6}, $$

which represent the reconstructed patches of applying SA-VAR for the self-prediction of $\hat{X}_t$ and for the cross-prediction between $\hat{X}_t$ and $\hat{Y}_t$. We show the cross-prediction terms of three different distortions under different levels in Fig. 5. Two reasons motivate us to utilize the above prediction terms: i) There exists a perfect point-to-point correspondence between $\hat{X}_t$ and $\hat{Y}_t$ because both $\hat{x}_i$ and $\hat{y}_i$ denote the predictions for $\hat{x}_i$, which is highly desired for point cloud processing. ii) According to the predictive coding theory, the prediction term can be regarded as the optimized perceptual representation in our brain [48], which also reflects visual quality to some extent. For instance, in Fig. 5, we can observe that the cross-prediction term of the patch with the highest downsampling level does not restore the patch contour well, which can be explained by the fact that too few points are not enough for our brain to achieve perfect reconstruction. Meanwhile, the formulations of the complexity terms are related to the residual errors between the prediction and the ground truth. Therefore, it is believed that prediction terms are complementary to the complexity terms for modeling the whole perception of point cloud distortions.

Consider the point index of $\hat{X}_t$ and $\hat{Y}_t$ is from 1 to $N_l$. To better exploit the point-to-point correspondence between $\hat{X}_t$ and $\hat{Y}_t$, we further calculate one point-wise difference vector between $\hat{x}_i$ and its neighbors in $\hat{X}_t$ as follows,

$$ v_{\hat{x}_i} = \{g(\hat{x}_i,\hat{x}_j)\}_{j \in I_{\hat{x}_i}} \in \mathbb{R}^K $$

$$ g(\hat{x}_i,\hat{x}_j) = (\sum_{d} k_d |(\hat{x}_i^d_j) - (\hat{x}_j^d_j)| + 1) \cdot ||\hat{x}_i^O - \hat{x}_j^O||_2, $$

(22)

where $I_{\hat{x}_i} = \{j|\hat{x}_j \in N_{\hat{X}_l,K}\}$ denotes the indices of $\hat{x}_i$’s neighbors; $k_d$ represents the weighting factors between different color channel, i.e., $k_R : k_G : k_B = 1 : 2 : 1 [5]$. $g(\cdot)$ can be regarded as one combination of geometry difference used in p2po and color difference used in $\text{PSNR}_{YUV}$, which reflects both geometric and attribute discrepancies between one point pair.

Then we utilize the $I_{\hat{x}_i}$ to find the corresponding point in $\hat{Y}_t$ and compute the point-wise difference vector between $\hat{y}_i$ and these points as

$$ v_{\hat{y}_i} = \{g(\hat{y}_i,\hat{y}_j)\}_{j \in I_{\hat{y}_i}} \in \mathbb{R}^K. $$

(23)

Repeating the above step for all points in $\hat{X}_t$ and $\hat{Y}_t$, we have $V_{\hat{X}_t} = \{v_{\hat{x}_1};v_{\hat{x}_2};\cdots;v_{\hat{x}_{N_l}}\} \in \mathbb{R}^{N_l \times K}$ and $V_{\hat{Y}_t} = \{v_{\hat{y}_1};v_{\hat{y}_2};\cdots;v_{\hat{y}_{N_l}}\} \in \mathbb{R}^{N_l \times K}$. The two vectors reflect the local variation of two patches. Similar to some previous works

![The distorted patches and the cross-prediction terms](image)

Fig. 5. Comparison of the prediction terms of three distortions under different levels. The three distortion types are downsampling (DS), color noise (CN) and geometry Gaussian noise (GGN). On the left is the reference patch bounded by the Voronoi cell (the yellow polyhedron located in the reference point cloud) and its self-prediction term generated by SA-VAR. In each black box, we show the distorted patches (the left side of the box) with one above distortion under 3 levels and the corresponding cross-prediction terms (the right side of the box).
where $\alpha$ by averaging all local indices:

$$F_2 = \frac{c_{X_i,Y_i} + T}{\sigma_{X_i}^2 + \sigma_{Y_i}^2 + T}. \quad (24)$$

E. Calculation of Visual Quality Score

For each local patch pair $X_i$ and $Y_i$, we have two features $F_1$ and $F_2$, which are both obtained via the SA-VAR. We then propose to fuse these two similarities together to have a local index for the distorted patch as

$$Q_i = \alpha F_1 + \beta F_2, \quad (25)$$

where $\alpha$ and $\beta$ are the weighting factors for two features.

In the end, we can have the overall point cloud quality score by averaging all local indices:

$$Q = \frac{1}{L} \sum_{i} Q_i. \quad (26)$$

V. EXPERIMENTAL EVALUATIONS

This section evaluates the proposed method and other state-of-the-art metrics for point cloud quality prediction, using five publicly accessible point cloud databases.

A. Databases and Evaluation Protocols

We review five PCQA databases used in our experiments as follows:

- SJTU-PCQA database [12]. There are 9 high-quality reference point cloud samples and 378 distorted samples provided with mean opinion scores (MOSs). Each reference point cloud is augmented with 7 different types of impairments under 6 levels, including four individual distortions, Octree-based compression (OT), Color noise (CN), Geometry Gaussian noise (GGN), Downsampling (DS), and three superimposed distortions, i.e., Downsampling and Color noise (D+C), Downsampling and Geometry Gaussian noise (D+G), Color noise and Geometry Gaussian noise (C+G).

- WPC database [11]. There are 20 reference point clouds and 740 distorted point clouds generated from the references under five types of distortions, including Downsampling, Gaussian noise contamination, G-PCC(Trisoup), G-PCC(Octree), and V-PCC.

- M-PCCD database [54]. There are 8 reference point clouds and 232 distorted samples impaired by the MPED encoders. The distortion results from the compression by V-PCC and four variations of G-PCC. The former is distributed into five levels, and the latter is split into six levels. Note that M-PCCD provides the MOS for both the reference and distorted samples. In our experiments we only use the MOSs of the distorted samples.

- ICIP2020 database [55]. There are 6 reference point clouds and 90 distorted point clouds and both references and distorted samples are provided with MOSs. The distortion results from the compression algorithms, including V-PCC, G-PCC(Trisoup) and G-PCC(Octree) under 5 levels. Similar to M-PCCD, we also only use the MOS of the distorted samples.

- IRPC database [56]. There are 6 reference point clouds and 54 distorted point clouds. Each native sample is distorted using three different compression methods (i.e., OT, G-PCC and V-PCC) with three compression levels (i.e., High quality - HQ, Medium quality - MQ, and Low quality - LQ). Note that IRPC provides three types of MOSs caused by different rendering solutions. In our experiments, we use the MOSs resulting from "RColor" rendering. Please refer to [56] for more details.

To ensure the consistency between subjective scores (i.e., mean opinion scores) and objective predictions from various models, we first map the objective predictions of different models to the same dynamic range following the recommendations suggested by the video quality experts group (VQEG) [57]. Then, the Pearson linear correlation coefficient (PLCC), the Spearman rank order correlation coefficient (SROCC), and the root mean square error (RMSE) are utilized to evaluate the performance of different models, which indicate the linearity, monotonicity and accuracy, respectively. The larger PLCC or SROCC comes with better model performance. On the contrary, the lower RMSE is better. To map the dynamic range of the scores from objective quality assessment models into a common scale, the logistic regression recommended by VQEG is used. The formula is described below, according to the [57],

$$R_i = \beta_1 \left( \frac{1}{2} - \frac{1}{1 + \exp \beta_2 (Q_i - \beta_3)} \right) + \beta_4 Q_i + \beta_5 \quad (27)$$

where $Q_i$ is the quality score of the $i$-th point cloud calculated by the PCQA model, $R_i$ is the objective score after the regression, and $\beta_1$, $\beta_2$, $\beta_3$, $\beta_4$, and $\beta_5$ are the parameters fitted by minimizing the sum of squared errors between the regressive scores $R_i$ and the subjective scores.

B. Parameter Setting

Several parameters are required to be determined in the proposed model:

- $L$ in the space segmentation. In the space segmentation, we need to determine the number of generating seeds $L$ to create one 3D Voronoi diagram. We choose $L = 400$ to balance the efficiency and complexity.

- $K$ in the SA-VAR model. $K$ is used as the order of the SA-VAR model and as the number of neighbors in computing point-wise difference for prediction terms. Large $K$ can effectively reduce the code length in the process of predictive coding while resulting in higher model complexity and computational cost. $K = 20$ is finally set to achieve the trade-off between efficiency and complexity.

- $T$ in the similarity pooling. We simply set $T = 0.000001$. $\alpha, \beta$ in the feature fusion. $\alpha$ and $\beta$ used in Eq. (25) determine the relative weight of two quality features. The SJTU-PCQA database is utilized as the training pool to choose optimal weighted coefficients. $\alpha = 0.3$ and $\beta = 0.7$ are finally determined.
C. Overall Performance Comparison

Table I lists the experimental results on the five PCQA databases in terms of SROCC, PLCC, and RMSE. The proposed method, TCDM, is compared with several FR-PCQA metrics and we run all published codes to produce the results. Note that we use the PSNR measure for the first five point-based metrics.

For each database, the top two results for each evaluation criterion are highlighted in **boldface**. We can see that TCDM achieves the top two performance on all databases. Especially, TCDM presents the best PLCC and RMSE in four databases except for ICIP 2020 and the best SROCC on three databases including SJTU-PCQA, WPC and IRPC. Note that SJTU-PCQA, WPC and M-PCCD have more samples than ICIP2020 and IRPC, thus the evaluation results on the first three databases are more convincing than the last two. Moreover, to measure the average performance of these PCQA models across multiple databases, we also give the weighted mean values (based on the size of these databases) of PLCC and SROCC (weighted RMSE are not included since the ranges of RMSE values are not the same on the five databases) in the last column of Table I. Our method outperforms the other state-of-art PCQA metrics with noticeable gains in terms of weighted criteria, having (PLCC, SROCC) = (0.870, 0.862), followed by (0.820, 0.813) provided by PCQM and (0.811,0.796) provided by MS-GraphSIM.

For better illustration, we further provide the scatter plots shown in Fig. 6 for the proposed method on the five databases. The vertical axis denotes the subjective ratings of the perceived distortions and the horizontal axis denotes the metric score produced by TCDM. The black curves in the scatter plots are produced by TCDM. The black curves in the scatter plots are obtained by the nonlinear fitting in Eq. (27). It can be clearly seen from the figure that the objective scores predicted by our method correlate consistently with the subjective evaluations, which further demonstrates the effectiveness of our method.

### Table I

| Criteria | SJTU-PCQA [12] | WPC [11] | M-PCCD [54] | ICIP2020 [55] | IRPC [56] | Weighted |
|----------|---------------|----------|-------------|---------------|----------|----------|
|          | PLCC | SROCC | RMSE | PLCC | SROCC | RMSE | PLCC | SROCC | RMSE | PLCC | SROCC | RMSE | PLCC | SROCC | RMSE |
| MSE-p2p [6] | 0.877 | 0.791 | 1.166 | 0.578 | 0.566 | 18.708 | 0.778 | 0.797 | 0.855 | 0.888 | 0.878 | 0.522 | 0.769 | 0.714 | 0.625 | 0.710 | 0.683 |
| MSE-p2pl [6] | 0.753 | 0.676 | 1.596 | 0.488 | 0.446 | 20.013 | 0.815 | 0.836 | 0.788 | 0.913 | 0.915 | 0.463 | 0.749 | 0.682 | 0.647 | 0.641 | 0.602 |
| Haussdorff-p2p [6] | 0.742 | 0.681 | 1.628 | 0.398 | 0.258 | 21.028 | 0.593 | 0.366 | 1.095 | 0.601 | 0.542 | 0.908 | 0.401 | 0.044 | 0.895 | 0.528 | 0.391 |
| Haussdorff-p2pl [6] | 0.737 | 0.670 | 1.659 | 0.383 | 0.315 | 21.171 | 0.571 | 0.507 | 1.117 | 0.649 | 0.602 | 0.865 | 0.144 | 0.252 | 0.967 | 0.509 | 0.450 |
| PSNR [10] | 0.652 | 0.644 | 1.841 | 0.551 | 0.536 | 19.132 | 0.654 | 0.66 | 1.029 | 0.868 | 0.867 | 0.564 | 0.721 | 0.673 | 0.677 | 0.618 | 0.608 |
| GraphSIM [7] | 0.860 | 0.847 | 1.237 | 0.751 | 0.743 | 15.132 | 0.900 | 0.915 | 0.594 | 0.969 | 0.970 | 0.280 | 0.897 | 0.831 | 0.433 | 0.820 | 0.813 |
| MS-GraphSIM [17] | 0.856 | 0.841 | 1.071 | 0.694 | 0.680 | 16.498 | 0.932 | 0.945 | 0.493 | 0.890 | 0.872 | 0.518 | 0.850 | 0.716 | 0.514 | 0.790 | 0.775 |
| pointSSIM [58] | 0.807 | 0.874 | 1.071 | 0.717 | 0.707 | 15.970 | 0.916 | 0.930 | 0.545 | 0.906 | 0.895 | 0.481 | 0.879 | 0.720 | 0.466 | 0.811 | 0.796 |
| TCDM | 0.897 | 0.874 | 1.071 | 0.717 | 0.707 | 15.970 | 0.916 | 0.930 | 0.545 | 0.906 | 0.895 | 0.481 | 0.879 | 0.720 | 0.466 | 0.811 | 0.796 |
| MSE-p1p [6] | 0.725 | 0.704 | 1.672 | 0.510 | 0.484 | 19.713 | 0.926 | 0.918 | 0.514 | 0.904 | 0.865 | 0.346 | 0.636 | 0.578 | 0.754 | 0.657 | 0.619 |

Fig. 6. Scatter plots of subject scores versus the proposed metric scores for the five databases. (a) SJTU-PCQA; (b) WPC; (c) M-PCCD; (d) ICIP2020; (e) IRPC.
TABLE II
PERFORMANCE COMPARISON FOR FR-PCQA METRICS ON EACH INDIVIDUAL DISTORTION TYPE IN TERMS OF SROCC

| SJTU-PCQA | M-p2po | M-p2pl | H-p2po | H-p2pl | PSNR$_{YUV}$ | PCQM | GraphSIM | MS-GraphSIM | PointSSIM | TCDM |
|-----------|--------|--------|--------|--------|-------------|------|---------|-------------|----------|------|
| OT        | 0.825  | 0.726  | 0.849  | 0.774  | 0.357       | 0.758 | 0.693   | 0.714       | 0.756    | 0.793|
| CN        | 0.812  | 0.62   | 0.478  | 0.521  | 0.542       | 0.808 | 0.872   | 0.864       | 0.816    | 0.876|
| GGN       | 0.950  | 0.950  | 0.936  | 0.947  | 0.947       | 0.965 | 0.905   | 0.916       | 0.916    | 0.921|
| D+C       | 0.885  | 0.506  | 0.566  | 0.533  | 0.862       | 0.922 | 0.886   | 0.914       | 0.842    | 0.934|
| D+G       | 0.934  | 0.925  | 0.926  | 0.946  | 0.61        | 0.882 | 0.888   | 0.905       | 0.913    | 0.944|
| C+G       | 0.951  | 0.959  | 0.950  | 0.956  | 0.852       | 0.922 | 0.941   | 0.951       | 0.851    | 0.951|

TABLE III
PERFORMANCE COMPARISON OF DIFFERENT SAMPLING STRATEGIES ON SJTU-PCQA

| Strategy | L | PCCC | SROCC | RSME |
|----------|---|------|-------|------|
| RS       | 100 | 0.928 | 0.9079 | 0.903 |
|          | 200 | 0.9313 | 0.9118 | 0.8641 |
|          | 400 | 0.9325 | 0.9102 | 0.8961 |
|          | 1000 | 0.9270 | 0.9099 | 0.9102 |
| FPS      | 100 | 0.9291 | 0.9075 | 0.8976 |
|          | 200 | 0.9106 | 0.9099 | 0.8881 |
|          | 400 | 0.9030 | 0.9102 | 0.8972 |
|          | 1000 | 0.9280 | 0.9080 | 0.9161 |

D. Performance Comparison on Individual Distortion Type

Good (bad) overall performance does not necessarily mean good (bad) performance for individual distortion types. Therefore, we compare the performance of FR-PCQA metrics towards different point cloud distortions on the five databases. SROCC scores are shown as the only evaluation measure and the results are shown in Table II. For each distortion type in each database, we also use boldface to highlight the algorithm with the top two SROCC across all competing metrics.

There exist 23 distortion types on the five databases. According to Table II The proposed method is among the top 2 models 10 times, followed by 8 times for PCQM and 5 times for GraphSIM and MS-GraphSIM. In general, our method is more capable of coping with the distortions caused by downsampling and G-PCQ compression. One noticeable phenomenon is that almost all metrics show inconsistent predictive performances across the different databases for V-PCC.

VI. ABLATION STUDY

A. Sampling Strategy

In Section IV-B, we leverage farthest point sampling (FPS) to obtain the generating seeds of the 3D Voronoi diagram. We
further test the model performance with random sampling (RS) at various sampling ratios \( L \). As shown in Table III, we can see that both RS and FPS retain consistent correlation with MOSs across different \( L \). \( L = 400 \) presents the best SROCC under FPS while \( L = 200 \) outperforms other sampling ratios under RS. Too large or too small \( L \) weakens the performance slightly. Although FPS can attain more uniform sampling than RS, the 3D Voronoi diagram achieves non-overlapping and non omission divisions for both two strategies. It states that our model can keep reliable performance under different sampling strategies and sampling ratios.

B. Spatial Weight

The spatial weight is employed to strengthen the AR’s capability of capturing irregular spatial structure. We further test the model performance (in terms of SROCC) with different \( d_{i,j} \) in Eq. (9) and show the result in Table IV. We can see that not all distance-related spatial weights provide better performance than constant weight. For instance, \( d_{i,j} = 1/\|x_i - x_j\|^2 \) shows poorer correlation than \( d_{i,j} = 1 \), which may be caused by its large range of \((0, +\infty)\) and steep function curve at small distances. In comparison, the proposed \( d_{i,j} \) is in the range of \([0.5,1]\) , which avoids overestimating or underestimating some points too much. In general, the proposed spatial weight presents better SROCC than \( d_{i,j} = 1 \) on three databases (i.e., WPC, ICIP2020, and IRPC) and weighted criteria. In particular, the proposed weight yields a noticeable gain on IRPC than \( d_{i,j} = 1 \), which states that introducing proper spatial weight in the AR model is beneficial for PCQA.

C. Neighborhood Scale

\( K \) is used as the order of the SA-VAR model and as the number of neighbors in computing point-wise difference for prediction terms. We test the performance of TCDM under different \( K \) to investigate the influence of scales and show the results in Table V. We see that \( K = 20 \) provides the best performance on WPC and ICIP2020 while \( K = 50 \) stands out on the other three databases. It is worth noting that larger \( K \) lead to higher computational costs. Therefore we choose \( K = 20 \) in our model to achieve a better trade-off between effectiveness and complexity.

D. Feature Combination

There are two features involved in our model, i.e., the complexity-based feature \( F_1 \) and the prediction-based feature \( F_2 \). To investigate the contribution of these two components, we respectively test them on the five databases and illustrate the results in Table VI. We see that: i) the prediction-based feature \( F_2 \) outperforms the complexity-based feature \( F_1 \) on the five databases; ii) the proposed TCDM combining both \( F_1 \) and \( F_2 \) shows better performance than using \( F_1 \) or \( F_2 \) alone, which demonstrates the complementarity of these two components.

| TABLE V | PERFORMANCE COMPARISON (IN TERMS OF SROCC) OF DIFFERENT NEIGHBORHOOD SCALES |
|---------|-------------------------------|---------------------|---------------------|---------------------|---------------------|
| Databases | SJTU-PCQA | WPC | M-FCCD | ICIP2020 | IRPC weighted |
| \( K \) | \( \text{SROCC} \) | \( \text{SROCC} \) | \( \text{SROCC} \) | \( \text{SROCC} \) | \( \text{SROCC} \) |
| 10 | 0.9009 | 0.7757 | 0.9379 | 0.8307 | 0.8293 | 0.8458 |
| 20 | 0.9102 | 0.8041 | 0.9437 | 0.8354 | 0.8401 | 0.8618 |
| 30 | 0.9154 | 0.7806 | 0.9454 | 0.9295 | 0.8485 | 0.8517 |
| 50 | 0.9159 | 0.7695 | 0.9456 | 0.9275 | 0.8543 | 0.8465 |

| TABLE VI | PERFORMANCE COMPARISON (IN TERMS OF SROCC) FOR FEATURE COMBINATION |
|---------|-------------------------------|---------------------|---------------------|---------------------|---------------------|
| Databases | SJTU-PCQA | WPC | M-FCCD | ICIP2020 | IRPC |
| \( F_1 \) | \( \text{SROCC} \) | \( \text{SROCC} \) | \( \text{SROCC} \) | \( \text{SROCC} \) | \( \text{SROCC} \) |
| \( F_2 \) | 0.7913 | 0.5110 | 0.8411 | 0.8693 | 0.5217 |
| TCDM | 0.8721 | 0.7863 | 0.8800 | 0.9181 | 0.7294 |
| IRPC | 0.6902 | 0.8041 | 0.9437 | 0.9354 | 0.9437 |

VII. Conclusion

In this paper, we propose a novel full-reference point cloud quality metric from the perspective of transformational complexity. Supposing that the point cloud quality can be described as the complexity of transforming the distorted point cloud back to its reference, we utilize one space-aware vector autoregressive model to encode multiple channels of the reference point cloud in cases with and without its distorted version. Two complexity terms are pooled into one complexity-based feature and the prediction terms generated by SA-VAR are further introduced to achieve more robust quality prediction. The proposed metric, denoted as TCDM, shows a consistent and reliable correlation with the subjective MOSs on five point cloud quality assessment databases, presenting noticeable gains over the state-of-the-art FR-PCQA metrics. Ablation studies have further supported model generalization by examining its key modules and model parameters.
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