Prediction of emergency department resource requirements during triage: An application of current natural language processing techniques
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Abstract
Objective: Accurate triage in the emergency department (ED) is critical for medical safety and operational efficiency. We aimed to predict the number of future required ED resources, as defined by the Emergency Severity Index (ESI) triage protocol, using natural language processing of nursing triage notes.

Methods: We constructed a retrospective cohort of all 265,572 consecutive ED encounters from 2015 to 2016 from 3 separate clinically heterogeneous academically affiliated EDs. We excluded encounters missing relevant information, leaving 226,317 encounters. We calculated the number of resources used by patients in the ED retrospectively and based outcome categories on criteria defined in the ESI algorithm: 0 (30,604 encounters), 1 (49,315 encounters), and 2 or more (146,398 encounters). A neural network model was trained on a training subset to predict the number of resources using triage notes and clinical variables at triage. Model performance was evaluated using the test subset and was compared with human ratings.

Results: Overall model accuracy and macro F1 score for number of resources were 66.5% and 0.601, respectively. The model had similar macro F1 (0.589 vs 0.592) and overall accuracy (65.9% vs 69.0%) compared to human raters. Model predictions had slightly higher F1 scores and accuracy for 0 resources and were less accurate for 2 or more resources.

Conclusions: Machine learning of nursing triage notes, combined with clinical data available at ED presentation, can be used to predict the number of required future ED resources.
The number of emergency department (ED) visits in the United States is continuing to rise. Given this influx of patients into the ED, crowding and overall ED efficiency have become focal points of discussion. Indeed, crowding in the ED has been associated with negative outcomes, including increased morbidity and mortality, longer wait times, increased length of stay, increased hospital expenses, and poorer patient perceptions of care.\(^1\)–\(^4\) Accordingly, a substantial emphasis has been placed on optimizing ED efficiency by appropriately allocating departmental resources and patient distributions. To predict and potentially prevent downstream bottlenecks in the ED, past studies have demonstrated that it is possible to use the information available at the time of patient triage to make predictions regarding the severity and final ED disposition of patients.\(^5\)–\(^9\)

Triage documentation is typically written by a nurse who interviews and examines the patient briefly in a small examination area adjacent to the ED waiting room to determine severity and likely number of resources required. The nurse records various clinical data points (eg, vital signs, weight, comorbidities). The nurse then typically documents a short 1 to 3 sentence triage note summarizing the patient’s reason for presentation and then assigns a triage acuity level from 1 to 5 based on the Emergency Severity Index (ESI) algorithm.\(^10\) The ESI is used to stratify patients into triage groups from 1 (most urgent) to 5 (least urgent) based on the acuity of illness and resource needs and has been validated multiple times in a variety of clinical settings. It is the most common triage algorithm in the United States.\(^10\) Resources are broadly grouped into 0, 1, or 2 or more. Examples of an ED resource, according to ESI, include a laboratory test (blood or urine) or a laceration repair. Some typical ED activities, such as providing oral medications or placing a splint, are not considered resources. Without training, this list is not necessarily intuitive.

1.1 Importance

Nursing triage documentation is the first available medical assessment in the electronic medical record and is typically written by experienced ED nurses and may contain higher level information (ie, sentiment) regarding the patient’s condition. We recently demonstrated that natural language processing (NLP) coupled with machine learning using nursing triage notes can be used to predict discrete outcomes such as hospital admission.\(^11\) Machine learning excels at predicting quantifiable metrics. An advantage of using information at the time of triage is that it is present in the electronic medical record hours before physician documentation is available.
than admission or discharge, and arrival time unavailable. The final
cohort of interest included 226,317 unique clinical encounters from
144,421 unique patients.

2.3 | Interventions

The study was retrospective in nature. Accordingly, no interventions
were performed on the study subjects.

2.4 | Measurements

For this analysis, we included the nursing triage notes in word token
format and clinical variables that were available at the time of triage,
including demographics, age, sex, vital signs, number of ED visits within
the past 12 months, number of ED visits within past 7 days, pain score,
disposition from most recent encounter, arrival mode, whether the
patient had altered mental status, one-hot encoded chief complaint,
past medical problems, most recent medical problem, and home medi-
cations.

2.5 | Outcomes

The outcome of interest was model performance, which was measured
by accuracy (percent correct predictions over all predictions) and F1
score.

2.6 | Analysis

To use free-text natural language data as input for training and test-
ing the model, it was first necessary to convert each triage note to a
fixed-length vector to serve as numerical representations of the free
text in the notes. Briefly, the pretrained word embeddings were used
to transform the free text from the triage notes into word vectors of
200 length. First, common stop words were removed. Second, each
word was tokenized to correspond to a row in the pretrained embed-
ding matrix. As opposed to randomly initializing word vectors, we used
pretrained embeddings published by,12 which were generated from
PubMed abstracts and a large text corpus from Wikipedia using the
word2vec program to facilitate the learning process.13

Long short-term memory models have been used extensively in
depth learning of natural language data and are variants of recurrent
neural networks that use memory gates to update the model’s internal
representation using a single input word at a time.14 Tokenized triage
notes were used as an input to an embedding layer with weights from
the embedding matrix in the aforementioned step. This embedding
layer was subsequently used as the input to a long short-term memory
layer with output dimensionality of 128. This long short-term memory
output was concatenated with 9,650 clinical variables that were
described previously.

We defined 3 possible categories for number of resources: 0
(30,604 encounters), 1 (49,315 encounters), and 2 or more (146,398
encounters). The data set was divided into training, validation, and
test subsets (70%, 15%, and 15%, respectively) using randomization
for row selection. The training set was resampled for equal repre-
sentation of each number of resources category to avoid training
bias. The model was trained to optimize categorical cross entropy
over 100 epochs using a learning rate of 0.001, L2 regularization
of 0.05, dropout of 0.5, and batch size of 4,096. Model training
and validation were performed using Keras with TensorFlow 2.0
via Amazon Web Services Sagemaker.15 Performance characteristics
were characterized using the predicted versus actual values of num-
ber of resources category of all encounters in the validation data
set.

To provide a real-world comparison of predictive performance, 2
experienced ED nurses were blinded to the number of resources and
were tasked with predicting number of resources (by categories of 0,
1, or 2 or more). A total of 1,000 encounters were randomly selected
without replacement from the test data set and were rated by both
nurses. The nurses were given typically available clinical information
at the time of triage (Table 1) as well as comorbidities, the ED nursing
triate note, past medical history, whether the patient had altered men-
tal status, ED visits within the past 7 days, ED visits within the past 12
months, arrival mode, and most recent problem. These were provided
in an attempt to approximate the data they would have at hand in an
ideal scenario to assist with triage. Model predictions were obtained
for each of these encounters and were compared against human rater
predictions. Interrater reliability for human raters was calculated using
the κ statistic.

3 | RESULTS

3.1 | Characteristics of study subjects

Overall, there were 265,572 consecutive ED encounters from 2015
to 2016. After the exclusion of 39,255 encounters (14.8%) based on
data completeness (triage note and/or vital signs available), frequent
use (defined as ≥20 visits during the study years to minimize train-
ing bias), disposition other than admission or discharge, and arrival
time unavailable we conducted our analysis on the 226,317 remain-
ing encounters. There were 30,604 (13.5%) encounters resulting in
0 resources; 49,315 (21.8%) encounters resulting in 1 resource; and
146,398 (64.7%) encounters resulting in 2 or more resources. There
were 144,421 unique patients in the cohort. The average length of
the triage notes was 174.7 (SD = 92.9) characters. Demographic and
clinical characteristics of the patient sample are described in Table 1.
| N (%)      | Total       | Hospital A  | Hospital B  | Hospital C  |
|-----------|-------------|-------------|-------------|-------------|
| Age, N (%)|             |             |             |             |
| <18 y     | 8,404 (3.7) | 1,871 (22.6)| 5,818 (69.23)| 715 (8.51)  |
| 18–24 y   | 22,827 (10.1)| 11,434 (50.09)| 3,855 (16.89)| 7,538 (33.02)|
| 25–44 y   | 73,997 (32.7)| 36,272 (49.02)| 14,196 (19.18)| 23,529 (31.8)|
| 45–64 y   | 68,688 (30.3)| 30,531 (44.45)| 14,527 (21.15)| 23,630 (34.4)|
| 65–74 y   | 26,422 (11.7)| 10,667 (40.37)| 5,394 (20.41)| 10,361 (39.21)|
| ≥75 y     | 26,184 (11.6)| 9,413 (35.95)| 6,340 (24.21)| 10,431 (39.84)|
| Sex, N (%)|             |             |             |             |
| Male      | 91,998 (40.6)| 41,171 (44.75)| 20,426 (22.2)| 30,401 (33.05)|
| Female    | 134,523 (59.4)| 59,017 (43.87)| 29,703 (22.08)| 45,803 (34.05)|
| Race, N (%)|            |             |             |             |
| White     | 78,799 (35.8)| 15,314 (19.43)| 32,033 (40.65)| 31,452 (39.91)|
| Black     | 132,781 (60.3)| 82,097 (61.83)| 10,756 (8.1)| 39,928 (30.07)|
| Other     | 8,761 (4.0) | 1,241 (14.17)| 4,635 (52.9)| 2,885 (32.93)|
| Ethnicity, N (%)|      |             |             |             |
| Non-Hispanic or Latino | 210,774 (97.0) | 95,398 (45.26) | 44,593 (21.16) | 70,783 (33.58) |
| Hispanic or Latino        | 6,417 (3.0)     | 1,725 (26.88)  | 2,508 (39.08)  | 2,184 (34.03)  |
| Pain score, N (%)         |             |             |             |             |
| 0–2                   | 67,304 (30.9) | 27,586 (40.99)| 13,315 (19.78)| 26,403 (39.23)|
| 3–6                   | 47,048 (21.6) | 19,990 (42.49)| 11,336 (24.09)| 15,722 (33.42)|
| 7–10                  | 103,567 (47.5)| 50,305 (48.57)| 19,520 (18.5)| 33,742 (32.58)|
| Heart rate, N (%)       |             |             |             |             |
| <60                   | 9,262 (4.3)   | 3,495 (37.73)| 2,096 (22.6)| 3,671 (39.64)|
| 60–100                | 169,554 (77.8)| 77,021 (45.43)| 34,783 (20.51)| 57,750 (34.06)|
| >100                  | 39,031 (17.9) | 17,342 (44.43)| 7,284 (18.66)| 14,405 (36.91)|
| Temperature, N (%)     |             |             |             |             |
| <36°C                 | 15,862 (7.3)  | 12,406 (78.21)| 1,159 (7.31)| 2,297 (14.48)|
| 36°C–38°C             | 196,727 (90.3)| 82,840 (42.11)| 42,265 (21.48)| 71,622 (36.41)|
| >38°C                 | 5,328 (2.4)   | 2,633 (49.42)| 747 (14.02)| 1,948 (36.56)|
| DBP, N (%)             |             |             |             |             |
| <60                   | 17,975 (8.3)  | 7,230 (40.22)| 5,009 (27.87)| 5,736 (31.91)|
| 60–80                 | 104,872 (48.2)| 48,360 (46.11)| 21,667 (20.66)| 34,845 (33.23)|
| >80                   | 94,785 (43.6)| 42,255 (44.58)| 17,481 (18.44)| 35,049 (36.98)|
| SBP, N (%)             |             |             |             |             |
| <80                   | 789 (0.4)      | 351 (44.49)| 95 (12.04)| 343 (43.47)|
| 80–120                | 48,856 (22.4) | 21,776 (44.57)| 9,469 (19.38)| 17,611 (36.05)|
| >120                  | 167,991 (77.2)| 75,718 (45.07)| 34,592 (20.59)| 57,681 (34.34)|
| SPO2, N (%)            |             |             |             |             |
| ≤90%                  | 2,887 (1.3)     | 1,061 (36.75)| 776 (26.88)| 1,050 (36.37)|
| >90%                  | 214,927 (98.7)| 96,801 (45.04)| 43,384 (20.19)| 74,742 (34.78)|

**DBP**, diastolic blood pressure; **SD**, standard deviation; **SBP**, systolic blood pressure; **SPO2**, oxygen saturation.
3.2 Main results

Metrics were computed to gauge overall model performance, and a confusion matrix was constructed to determine accurate classification versus misclassification of model predictions (Table 2). For the model performance using the test data set, macro and weighted F1 scores were 0.601 and 0.684, respectively. Accuracy was 66.6% overall, 71.7% (987/1,377) for 0 resources, 52.7% (1,142/2,166) for 1 resource, and 70.1% (4,527/6,457) for 2 or more resources (Figure 2A). For the model performance using the validation data set, macro and weighted F1 scores were 0.645 and 0.645, respectively. Accuracy was 64.5% overall, 70.6% (2,408/3,410) for 0 resources, 54.4% (1,799/3,308) for 1 resource, and 68.4% (2,246/3,282) for 2 or more resources (Figure 2B).

The accuracies of the first and second raters for the prediction of number of resources category were 67.8% and 70.1%, respectively. The combined accuracy of both raters was 69.0%, and agreement (κ statistic) was 0.588 (Figure 3). The model had similar macro F1 (0.589 vs 0.592) and overall accuracy (65.9% vs 69.0%) compared to human raters. The model had slightly higher macro F1 score (0.515 vs 0.484) and higher accuracy (69.0% vs 45.2%) of predicting 0 number of resources when compared to human raters. However, the model was less accurate (71.2% vs 80.3%) and had slightly lower F1 score (0.791 vs 0.817) for the prediction of 2 or more resources. For the prediction of 1 resource, the model had similar accuracy (50.0% vs 51.3%) and F1 score (0.461 vs 0.473) compared to human raters (Table 2).

3.3 Limitations

The current study had several limitations. First, the design of this study was retrospective in nature. Although we excluded encounters that resulted in dispositions other than admission or discharge, it is...
TABLE 2  F1 scores across each “number of resources” category based on predictions of the trained model using all test set data, the trained model using all validation data set encounters, and the trained model and human raters using 1,000 encounters randomly selected from the test set.

| Model predictions (all test set encounters) | Macro F1 = 0.601, overall accuracy = 66.6% |
|--------------------------------------------|------------------------------------------|
|                                           | Precision | Recall | Accuracies | F1    |
| 0                                         | 0.447     | 0.717  | 0.717      | 0.551 |
| 1                                         | 0.419     | 0.527  | 0.527      | 0.467 |
| 2 or more                                  | 0.894     | 0.701  | 0.701      | 0.786 |
| Model predictions (all validation set encounters) | Macro F1 = 0.645, overall accuracy = 64.5% |
|                                           | Precision | Recall | Accuracies | F1    |
| 0                                         | 0.664     | 0.706  | 0.706      | 0.684 |
| 1                                         | 0.554     | 0.544  | 0.544      | 0.549 |
| 2 or more                                  | 0.719     | 0.684  | 0.684      | 0.701 |
| Model predictions (N = 1,000, for comparison with nurse predictions) | Macro F1 = 0.589, overall accuracy = 65.9% |
|                                           | Precision | Recall | Accuracies | F1    |
| 0                                         | 0.410     | 0.690  | 0.690      | 0.515 |
| 1                                         | 0.428     | 0.500  | 0.500      | 0.461 |
| 2 or more                                  | 0.888     | 0.712  | 0.712      | 0.791 |
| Nurse predictions (N = 1,000, for comparison with model predictions) | Macro F1 = 0.592, overall accuracy = 69.0% |
|                                           | Precision | Recall | Accuracies | F1    |
| 0                                         | 0.521     | 0.452  | 0.452      | 0.484 |
| 1                                         | 0.440     | 0.513  | 0.513      | 0.473 |
| 2 or more                                  | 0.833     | 0.803  | 0.803      | 0.817 |

possible that some encounters may have been incomplete, making it difficult to determine the actual number of resources used. Second, although data available at the time of triage may carry particular relevance to determine the number of resources required for patients in the ED, the general clinical impression of triage nurses may not be carried through to the triage note in some instances, especially when the ED is busy. Third, although separate training and testing data sets were used to train and test the model, respectively, prospective studies are needed to evaluate the effects of such a tool on clinical practice. Fourth, it is possible that embedded clinical decision support tools could be used to increase human accuracy in predicting number of resources. Although this is beyond the scope of the present study, future investigations may address this as a possibility. Fifth, although the overall model performance may be useful to approximate the likelihood of obtaining accurate model predictions, there was considerable variation of model performance between low and high resources subcategories. This should be considered when interpreting the study results. Finally, although the model was able to predict the number of resources, as defined by the ESI algorithm, the actual resources used were not specified. Future studies may focus on predicting the precise resources that are likely to be used in the ED.

4 DISCUSSION

In this study, we used triage notes from 226,317 patient encounters across 3 large metropolitan EDs to predict the number of resources (0, 1, or 2 or more) required for patients during their ED visits. A particular advantage of using triage notes, vital signs, and known clinical history is that this information is typically available at the time of triage. Accordingly, these data are able to be used early in the encounter to make predictions about likely events during the ED visit. In the current study, we demonstrated that the free text from nursing triage notes can be converted into numerical representations of natural language and may then be combined with other quantitative and categorical clinical data to predict the number of resources required by a given patient during an ED visit. These findings suggest that free-text data contained in patient charts, such as the triage notes used in this study, carry information that should be considered and may be useful when developing predictive models of an anticipated course in the ED.

To our knowledge, the current study is the first to use free text from nursing triage notes with other quantitative clinical data available at the time of triage to predict the number of resources, defined according to ESI criteria, required for patients during their ED visits. A strength
of this study was the use of clinically diverse samples from 3 different hospital settings. Moreover, an advantage of the current study is that the model performances were compared to those of human raters. A notable finding of this study was that the overall predictive performance of the model was comparable to that of trained ED nurses. In addition, model prediction performance was strongest for encounters requiring 0 resources, which are likely to represent less medically complex visits. Although our results may suggest that machine learning outperforms human raters for encounters requiring fewer resources, further studies are needed to replicate this finding.

Previous research has suggested that ESI may correlate inversely with number of resources category. For example, a patient having an ESI of 1 is likely to have greater resource requirements than another having an ESI of 5. In the ED setting, triage nurses are required to make predictions about disease severity and the number of resources needed during the ED visit to compute the final ESI. This approach has important limitations. Notably, although the interrater reliability of the ESI has been shown to be acceptable, it is reasonable to suspect that reliability may be lower among less experienced clinicians and in EDs where there are fewer resources to provide training regarding the proprietary ESI algorithm. In addition, although recent patient history is often available at the time of triage, it is not always feasible to access the entirety of a patient’s clinical history. Moreover, this process is prone to human error and important risk factors may be overlooked.

The process of ED triage, in a busy ED, is a balance between expediency, appropriateness, and completeness. Combined with human oversight, machine learning may have an important role facilitating accurate, consistent, and expeditious triage of patients in the ED.

The fact that it is possible to generate reliable and meaningful representations of free-text data has far-reaching implications for health research. Indeed, written data within patient charts was previously considered to be qualitative in nature, and it largely still is considered as such. This paradigm is challenged by NLP methodologies, which have demonstrated consistent improvement in the way that it is feasible to convert free text to quantitative data in a formulaic and repeatable process.
The context of NLP and model training may influence the final numerical representations of natural language. For example, triage notes contain specific language and symbols that are relatively uncommon in everyday English language. In addition, many words and phrases that are used in triage notes carry different meanings in the healthcare setting (ie, “complains of,” “endorses,” and “stable”). The current study used word embeddings generated from a large collection of PubMed abstracts and Wikipedia articles to capture language in medical and general contexts.

Although the current study is limited to the use of machine learning and NLP for prediction at an individual patient level, it is worth noting that these technologies may have particular relevance to the operation of health systems. For example, modern health system design may incorporate concepts from resilience engineering, whereby systems are designed to be able to proactively adjust to anticipate a stressor, absorb the stressor, and return to a baseline state of functioning. Machine learning tools, in such systems, might be used to anticipate impending stressors and assist in the allocation of resources.

In this study, we used machine learning to predict the number of resources needed for patients during their ED visits via NLP of nursing triage notes in combination with other current and past clinical data. The results suggest that the number of resources is predictable via machine learning using these data, which are typically available at the time of triage. This has important clinical implications, as machine learning may hold potential to augment triage capabilities for triage staff, inform allocation of ED clinical and staff resources, and improve flow in the ED. External prospective studies will be required to validate these findings and further explore the role of machine learning in the ED triage process.
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