Possible variant of the confidential data leak detection model
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Abstract. The paper discusses a model for warning about leaks of electronic documents, describes a possible structure of a system for monitoring document leaks. Within the framework of the paper, the model is verified by evidence and formal methods.
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1. Introduction

As the number of corporate data leaks is growing more and more, the question of the need for measures to combat data leaks arises. One of the options for increasing the efficiency of information protection systems is to warn owners about leaks that have already occurred, which allows them to take timely actions to minimize damage [1].

This mechanism cannot be considered as an independent element of the electronic data protection system, but only as an additional component to ensure awareness of data theft [2].

2. Sensitive data leak detection model

During the developing process of the mathematical model, the next main principles were taken [3]:

1. Control of the host;
2. Reference database;
3. Use of hash functions;
4. Control of the traffic.

Let us go directly to the description of the developed mathematical model. In the development process, a set-theoretic method will be used. Let’s define the subjects of interaction:

Consider the set $U$ is the set of all possible users (access subjects):

$$U = \{U_1, U_2, \ldots, U_s, E_1, \ldots, E_k, T\}, \ n = s + k + 1,$$

where, $n$ is the number of all users; $s$ is the number of all valid users; $k$ is the number of all intruders; $T$ is the trusted subject of a computer network, which is a computer network administrator and a trusted server.

Let $U_l, E_g = \{UID_{Ul(E_g)}\}$ be a user (attacker) identifier.

Continuing with the introduction of the concept of access objects:

$$\Theta = PC_l \times M_j,$$

where $\times$ - cartesian product of sets; $PC_l$ - i-th object of a computer network.

Consider j-th file:
\[ M_j = (m_j, mark_j, rand_j), \]  
where \( m_j \) is a message; \( mark_j \) is a mark itself; \( rand_j \) is a random number.

Based on the above entities, the following sets will be formed:
1. Set of all files \( M = \{ M_j; j = 1,f \} \);
2. Set of all devices \( PC = \{ PC_i; i = 1,k \} \).

Let \( |O| = r \).

Continuing with the introduction of \( i \)-th object of a computer network:
\[ PC_i = (IDT_i, IP_i, AM_i), \]
where, \( IDT_i \) is the identifier of \( i \)-th object of a computer network; \( IP_i \) – IP address of \( i \)-th object of a computer network; \( AM_i \) - matrix of access of subjects of access to objects of access.

Consider the trusted subject of a computer network \( T \):
\[ T = \{ (t_{mark}, UID, IDT, h(M_j), rand_j, IP_i) \}, \]
where, \( t_{mark} \) is the time the mark was created; \( h(M_j) \) - hash value from \( j \)-th file; \( rand_j \) is a random number[4].

For a better understanding of the interaction between users and the object, we introduce the access function \( \alpha \):
\[ \alpha: U \times O \rightarrow \{0,1\} \]
\[ \alpha(U_p, O_q) = \begin{cases} 0, & O_q \notin U_p \, p = 1, n, q = 1, r. \\ 1, & O_q \in U_p \end{cases} \]

We will assume that
\[ O_q \in U_p \leftrightarrow (PC_q \in U_p) \land (M_q \in U_p) \]

In the same connection, through the access function, it is possible to describe the violator of the access control rules who applied to documents to which he does not have access:
1. \( UID \neq 0 \) for \( \alpha(U_p, O_q) = 0 \) - internal violator;
2. \( UID = 0 \) for \( \alpha(U_p, O_q) = 0 \) - external violator

The access matrix can be described as follows:
\[ AM = \begin{pmatrix} AC_{1,1} & \cdots & AC_{1,n} \\ \vdots & \ddots & \vdots \\ AC_{r,1} & \cdots & AC_{r,n} \end{pmatrix}, \]

where \( AC_{p,q} = \alpha(U_p, O_q), p = 1, n, q = 1, r. \)

Unauthorized access to an object should be considered the case when \( (AC_{p,q} = 0) \land (M_q \in U_p) \).

For a mathematical description of the interaction of access objects \( O \), which in accordance with this scheme are user devices and files of critical importance to be protected, we introduce a membership function \( \beta \) such that:
\[ \beta: O \rightarrow \{0,1\} \]
\[ \beta(O_q) = \begin{cases} 0, & M_j \notin PC_i \\ 1, & M_j \in PC_i \end{cases} \]

The belong matrix can be described as follows:
\[ BM = \begin{pmatrix} B_{1,1} & \cdots & B_{1,f} \\ \vdots & \ddots & \vdots \\ B_{k,1} & \cdots & B_{k,f} \end{pmatrix}, \]

where \( B_{i,j} = \beta(O_q), q = 1, r, i = 1, k, j = 1, f. \)

By leakage we mean the situation:
(B_{i,j} = 0) \land (M_j \in PC_i) \quad (13)

Let's define the following operations:

1. Access to a file

\[ U_l \xrightarrow{\text{give}} PC_i; UID_l, ID(M_j) \quad (14) \]

The user contacts the device, to which he transmits his personal unique identifier and the identifier of the document to which he requests access [5].

1.1. \( PC_i; AC_{l,i} \xrightarrow{\text{give}} 1 \) checking for access rights;

1.2. \( M_j \xrightarrow{\text{give}} PC_i; M_j \);

1.3. \( PC_i \xrightarrow{\text{give}} U_l; M_j \).

2. Copy file

2.1. \( U_l \xrightarrow{\text{give}} PC_i; UID_l, ID(M_j) \);

2.2. \( PC_i; AC_{l,i} \xrightarrow{\text{give}} 1 \);

2.3. \( M_j \xrightarrow{\text{give}} PC_i; M_j \);

2.4. \( PC_i \xrightarrow{\text{give}} PC_k; M_j \);

2.5. \( PC_k \xrightarrow{\text{give}} M_j; M_j \).

3. File marking

3.1. \( T \xrightarrow{\text{give}} PC_i; mark_j, rand_j \);

3.2. \( PC_i; AC_{l,i} \xrightarrow{\text{give}} 1 \);

3.3. \( PC_i \xrightarrow{\text{give}} M_j; mark_j, rand_j \);

3.4. \( M_j; m_j, mark_j, rand_j \);

3.5. \( M_j \xrightarrow{\text{give}} PC_i; h(M_j) \);

3.6. \( PC_i \xrightarrow{\text{give}} T; h(M_j), IDT_i, IP_i \).

4. User access to the marked file

4.1. \( U_l \xrightarrow{\text{give}} PC_i; UID_l, ID(M_j) \);

4.2. \( PC_i; AC_{l,i} \xrightarrow{\text{give}} 1 \);

4.3. \( M_j \xrightarrow{\text{give}} PC_i; mark_j, rand_j, h(M_j) \);

4.4. \( PC_i \xrightarrow{\text{give}} T; mark_j, rand_j, h(M_j), IDT_i, IP_i \);

4.5. \( T \xrightarrow{\text{give}} PC_i; mark_j \);

4.6. \( PC_i \xrightarrow{\text{give}} M_j; mark_j \).

Let's proceed to the verification of the mathematical model of leak detection.

3. Evidence-based verification

Let us verify the constructed model with respect to the Bell-LaPadula model. The main provisions of the Bell-LaPadula (BLP) model are as follows[7].

The system model \( \Sigma(\theta_0, Q, F_T) \) is represented by the set:

1. Set of the access objects \( O \);

2. Set of the access subjects \( S \);

3. Sets of access rights \( R \) (in the classical model “read”, “write”);

4. Access matrix \( A[s,o] \);

5. Lattices \( \Lambda_L \) of security levels of \( L \) subjects and objects of the system;

6. Function \( F_T: S \cup O \rightarrow L \), that maps elements of the set \( S \) and \( O \) to the set \( L \);

7. The set of states of the system \( V \), which is determined by the set of ordered pairs \( (F_L, A) \);
8. Initial state \( \theta_0 \in V \);
9. A set of requests of \( Q \) subjects for access (performing an operation on objects, the execution of which transfers the system to a new state);
10. The transition function \( \mathcal{F}_T: (V \times Q) \rightarrow V^* \), which transfers the system from one state to another \( V^* \) when executing queries from \( Q \).

The states of the system are divided into dangerous and safe. To analyze and formulate conditions that ensure the safety of system states, the following definitions are introduced:

1. A state is called read-safe \( \leftrightarrow \) when, for each subject performing read access to an object in this state, the security level of that subject dominates over the security level of that object:
\[
\forall s \in S, \forall o \in O, read \in A[s, o] \rightarrow \mathcal{F}_L(s) \geq \mathcal{F}_L(o) \tag{15}
\]
2. A state is called write-safe \( \leftrightarrow \) when, for each subject accessing an object in this state, the security level of that object dominates the security level of that subject:
\[
\forall s \in S, \forall o \in O, write \in A[s, o] \rightarrow \mathcal{F}_L(s) \geq \mathcal{F}_L(o) \tag{16}
\]
3. A system state is safe when it is both read and write safe.

Let's correlate the elements of the developed and basic models:
1. \( O \sim O = PC_i \times M_j; \)
2. \( S \sim U; \)
3. \( A[s, o] \sim AM; \)
4. \( \Lambda_L \sim O_i = \alpha(U_1, O_1) \cdot U_1 + \alpha(U_2, O_1) \cdot U_2 + \cdots + \alpha(T, O_1) \cdot T; \)
5. \( \mathcal{F}_L : S \cup O \rightarrow L \sim \alpha(U_p, O_q); \)
6. \( V = \{ (\mathcal{F}_L, A) \sim AC_{p,q} \land (M_q \in U_p); \)
7. \( \theta_0 \in V \sim initial \ state \ of \ the \ system; \)
8. \( Q \sim operations; \)
9. \( \mathcal{F}_T: (V \times Q) \rightarrow V^* \sim B_{i,j} \land (M_j \in PC_i); \)
10. \( L = \{0,1\}. \)

Let us assume that read and write operations are indistinguishable within the framework of this model.

Consider two cases of leak \( (B_{i,j} \land (M_j \in PC_i) = 0). \)

Consider the first case of a leak:
1. \( E_i \rightarrow PC_i; UID_i, ID(M_j); \)
2. \( PC_i; AC_i \Rightarrow = 1; \)
3. \( M_j \rightarrow PC_i; M_j; \)
4. \( PC_i \rightarrow PC_k; M_j; \)
5. \( PC_k \rightarrow M_j; M_j; \)

The controversy arises in step 2, but the system cannot be brought to a safe state since no leak can be detected.

Let the file be marked, then consider the following situation:
1. \( E_i \rightarrow PC_i; UID_i, ID(M_j); \)
2. \( PC_i; AC_i \Rightarrow = 1; \)
3. \( M_j \rightarrow PC_i; mark_j, rand_j, h(M_j); \)
4. \( PC_i \rightarrow T: mark_j, rand_j, h(M_j), 1DT_i, 1P_i; \)
5. \( T \rightarrow PC_i; mark_j; \)
6. \( PC_i \rightarrow M_j; mark_j; \)
7. $M_j \xrightarrow{\text{give}} PC_i; M_j$

8. $PC_i \xrightarrow{\text{give}} U_i; M_j$

The controversy also arises at the step 2; however, unauthorized access cannot be detected either. You can get out of this situation by excluding illegitimate users from the system at the stage of preparing to launch the system.

Consider the second case of a leak:

1. $U_i(E_l) \xrightarrow{\text{give}} PC_i; UID_i, ID(M_j)$;
2. $PC_i: AC_{i,1} = 1; \notin$
3. $M_j \xrightarrow{\text{give}} PC_i; M_j$
4. $PC_i \xrightarrow{\text{give}} PC_k; M_j$
5. $PC_k \xrightarrow{\text{give}} M_j; M_j$
6. $U_i(E_l) \xrightarrow{\text{give}} PC_i; UID_i, ID(M_j)$;
7. $PC_k: AC_{i,k} = 1; \notin$
8. $M_j \xrightarrow{\text{give}} PC_k; M_j$
9. $PC_k \xrightarrow{\text{give}} U_i(E_l); M_j$

A contradiction can occur in steps 2 and 7, but the system cannot be brought to a safe state as no leak can be detected.

1. $U_i(E_l) \xrightarrow{\text{give}} PC_i; UID_i, ID(M_j)$;
2. $PC_i: AC_{i,1} = 1; \notin$
3. $M_j \xrightarrow{\text{give}} PC_i; M_j$
4. $PC_i \xrightarrow{\text{give}} PC_k; M_j$
5. $PC_k \xrightarrow{\text{give}} M_j; M_j$
6. $U_i(E_l) \xrightarrow{\text{give}} PC_i; UID_i, ID(M_j)$;
7. $PC_k: AC_{i,k} = 1; \notin$
8. $M_j \xrightarrow{\text{give}} PC_k; \text{mark}_j, \text{rand}_j, h(M_j)$;
9. $PC_k \xrightarrow{\text{give}} T; \text{mark}_j, \text{rand}_j, h(M_j), IDT_i, IP_i$
10. $T \xrightarrow{\text{give}} PC_k; \text{mark}_j$
11. $PC_i \xrightarrow{\text{give}} M_j; \text{mark}_j$
12. $M_j \xrightarrow{\text{give}} PC_k; M_j$
The contradiction arises at the steps 2 and 7, but the detection of the contradiction occurs at the 9 step. For each of the detected cases, the system is brought to a safe state in a countable number of steps by removing the user from the system. Let us bring the described procedures into a safe state due to the methods described above → $\theta_0$ - safe (it is this state that should be considered the initial one).

Due to the condition adopted within this model that the read and write operations are indistinguishable, it is necessary and enough to understand, that $F^i_L(s) = F^i_O(o)$ and $\text{read}, \text{write} \in A'[s, o]$, if $F^i_L(s) \neq F^i_O(o)$.

Let for the i-th user:

$$A_{C_{li}} = 0 \rightarrow \alpha(U_l, O_l) = 0 \rightarrow O_l \notin U_l \rightarrow F^i_L(s) = F^i_O(o) \quad (17)$$

$$A_{C_{li}} = 1 \rightarrow \alpha(U_l, O_l) = 1 \rightarrow O_l \notin U_l \rightarrow F^i_L(s) = F^i_O(o) \quad (18)$$

$$A_{C_{li}} = 0 \rightarrow \alpha(U_l, O_l) = 1 \rightarrow \ell \rightarrow \text{read}, \text{write} \notin A'[s, o] \quad (19)$$

$$A_{C_{li}} = 1 \rightarrow \alpha(U_l, O_l) = 0 \rightarrow \ell \rightarrow \text{read}, \text{write} \notin A'[s, o] \quad (20)$$

Then, by the main security theorem, the system is safe.

4. Conclusion
Here are the main results of the study:

1. A confidential data leak detection model was developed and verified by evidence-based method;
2. Among the main aspects characterizing the developed mathematical model, one can single out the ability to detect leaks outside the information system, which has a positive effect on the information security of the organization as a whole.

Thus, this work presented a new look at the issue of detecting leaks of confidential data.
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