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Abstract—We study the rate-distortion relationship in the set of permutations endowed with the Kendall $\tau$-metric and the Chebyshev metric. Our study is motivated by the application of permutation rate-distortion to the average-case and worst-case analysis of algorithms for ranking with incomplete information and approximate sorting algorithms. For the Kendall $\tau$-metric we provide bounds for small, medium, and large distortion regimes, while for the Chebyshev metric we present bounds that are valid for all distortions and are especially accurate for small distortions. In addition, for the Chebyshev metric, we provide a construction for covering codes.

I. INTRODUCTION

In the analysis of sorting and ranking algorithms, it is often assumed that complete information is available, that is, the answer to every question of the form “is $x > y$?” can be found, either by query or computation. A standard and straightforward result in this setting is that, on average, one needs at least $\log_2 n!$ pairwise comparisons to sort a randomly-chosen permutation of length $n$. In practice, however, it is usually the case that only partial information is available. One example is the learning-to-rank problem, where the solutions to pairwise comparisons are learned from data, which may be incomplete, or in big-data settings, where the number of items may be so large as to make it impractical to query every pairwise comparison. It may also be the case that only an approximately-sorted list is required, and thus one does not seek the solutions to all pairwise comparisons. In such cases, the question that arises is what is the quality of a ranking obtained from incomplete data, or an approximately-sorted list.

One approach to quantify the quality of an algorithm that ranks with incomplete data is to find the relationship between the number of comparisons and the average, or worst-case, quality of the output rankings, as measured via a metric on the space of permutations. To explain, consider a deterministic algorithm for ranking $n$ items that makes $nR$ queries and outputs a ranking of length $n$. Suppose that the true ranking is $\pi$. The information about $\pi$ is available to the algorithm only through the queries it makes. Since the algorithm is deterministic, the output, denoted as $f(\pi)$, is uniquely determined by $\pi$. The “distortion” of this output can be measured with a metric $d$ as $d(\pi, f(\pi))$. The goal is to find the relationship between $R$ and $d(\pi, f(\pi))$ when $\pi$ is chosen at random and when it is chosen by an adversary.

A general way to quantify the best possible performance by such an algorithm is to use the rate-distortion theory on the space of permutations. In this context, the codebook is the set $\{f(\pi) : \pi \in S_n\}$, where $S_n$ is the set of permutations of length $n$, and the rate is determined by the number of queries. For a given rate, no algorithm can have smaller distortion than what is dictated by rate-distortion.

With this motivation, we study rate distortion in the space of permutations under the Kendall $\tau$-metric and the Chebyshev metric. Previous work on this topic includes [17], which studies permutation rate-distortion with respect to the Kendall $\tau$-metric and the $\ell_1$-metric of inversion vectors, and [7] which considers Spearman’s footrule.

In this work we study rate distortion in the Kendall $\tau$-metric, which counts the number of pairs that are ranked incorrectly, and the Chebyshev metric, which is the largest error in the rank of any item. Our results on the Kendall $\tau$-metric improve upon those presented in [17]. In particular, for the small distortion regime, as defined later in the paper, we eliminate the gap between the lower bound and the upper bound given in [17]; for the large distortion regime, we provide a stronger lower bound; and for the medium distortion regime, we provide upper and lower bounds with error terms. Our study includes both worst-case and average-case distortions as both measures are frequently used in the analysis of algorithms. We also note that permutation rate-distortion results can also be applied to lossy compression of permutations, e.g., rank-modulation signals [8]. Finally, we also present covering codes for the Chebyshev metric, where covering codes for the Kendall $\tau$-metric were already presented in [17]. The codes are the covering analog of the error-correcting codes already presented in [3], [9], [11], [16].

The rest of the paper is organized as follows. In Section II we present preliminaries and notation. Section III contains non-asymptotic results valid for both metrics under study. Finally, Section IV and Section V focus on the Kendall $\tau$-metric and the Chebyshev metric, respectively.

II. PRELIMINARIES AND DEFINITIONS

For a nonnegative integer $n$, let $[n]$ denote the set $\{1, \ldots, n\}$, and let $S_n$ denote the set of permutations of $[n]$. We denote a permutation $\sigma \in S_n$ as $\sigma = [\sigma_1, \sigma_2, \ldots, \sigma_n]$. 
where the permutation sets \( \sigma(i) = \sigma_i \). We also denote the identity permutation by \( \text{Id} = [1, 2, \ldots, n] \).

The Kendall \( \tau \)-distance between two permutations \( \pi, \sigma \in S_n \) is the number of transpositions of adjacent elements needed to transform \( \pi \) into \( \sigma \), and is denoted by \( d_K(\pi, \sigma) \). In contrast, the Chebyshev distance between \( \pi \) and \( \sigma \) is defined as

\[
d_C(\pi, \sigma) = \max_{i \in [n]} |\pi(i) - \sigma(i)|.
\]

Additionally, let \( d(\pi, \sigma) \) denote a generic distance measure between \( \pi \) and \( \sigma \).

Both \( d_K \) and \( d_C \) are invariant; the former is left-invariant and the latter is right-invariant \([\text{A}]\). Hence, the size of the ball of a given radius in either metric does not depend on its center. The size of a ball of radius \( r \) with respect to \( d_K, d_C \), and \( d \), is given, respectively, by \( B_K(r), B_C(r), \) and \( B(r) \). The dependence of the size of the ball on \( n \) is implicit.

A code \( C \) is a subset \( C \subseteq S_n \). For a code \( C \) and a permutation \( \pi \in S_n \), let

\[
d(\pi, C) = \min_{\sigma \in C} d(\pi, \sigma)
\]

be the (minimal) distance between \( \pi \) and \( C \).

We use \( \hat{M}(D) \) to denote the minimum number of codewords required for a worst-case distortion \( D \). That is, \( \hat{M}(D) \) is the size of the smallest code \( C \) such that for all \( \pi \in S_n \), we have \( d(\pi, C) \leq D \). Similarly, let \( \bar{M}(D) \) denote the minimum number of codewords required for an average distortion \( D \) under the uniform distribution on \( S_n \), that is, the size of the smallest code \( C \) such that

\[
\frac{1}{n!} \sum_{\pi \in S_n} d(\pi, C) \leq D.
\]

Note that \( \hat{M}(D) \leq \bar{M}(D) \). In what follows, we assume that the distortion \( D \) is an integer. For worst-case distortion, this assumption does not lead to a loss of generality as the metrics under study are integer valued.

We also define

\[
\hat{R}(D) = \frac{1}{n} \log \hat{M}(D), \quad \bar{R}(D) = \frac{1}{n} \log \bar{M}(D),
\]

\[
\hat{A}(D) = \frac{1}{n} \log n! - \frac{1}{n} \log \hat{M}(D), \quad \bar{A}(D) = \frac{1}{n} \log n! - \frac{1}{n} \log \bar{M}(D),
\]

where we use \( \log \) as a shorthand for \log_2. It is clear that \( \hat{R}(D) = \bar{R}(D) + \log n! / n \), and that a similar relationship holds between \( \hat{D}(D) \) and \( \bar{D}(D) \). The reason for defining \( \hat{A} \) and \( \bar{A} \) is that they sometimes lead to simpler expressions compared to \( \hat{R} \) and \( \bar{R} \). Furthermore, \( \bar{A} \) (resp. \( \hat{A} \)) can be interpreted as the difference between the number of bits per symbol required to identify a codeword in a code of size \( \hat{M} \) (resp. \( \bar{M} \)) and the number of bits per symbol required to identify a permutation in \( S_n \).

Throughout the paper, for \( \hat{M}, \bar{M}, \hat{A}, \bar{A}, \hat{R}, \) and \( \bar{R} \), subscripts \( K \) and \( C \) denote that the subscripted quantity corresponds to the Kendall \( \tau \)-metric and the Chebyshev metric, respectively. Lack of subscripts indicates that the result is valid for both metrics.

In the sequel, the following inequalities \([\text{5}]\) will be useful,

\[
\begin{align*}
\sqrt{8np(1-p)} & \leq \left( \frac{n}{pn} \right) \frac{2^{nH(p)}}{\sqrt{2\pi np(1-p)}}, \\
\sqrt{2\pi n(n/e)^n} & \leq n! < \sqrt{2\pi n(n/e)^n e^{1/(12n)}},
\end{align*}
\]

where \( H(\cdot) \) is the binary entropy function, and \( 0 < p < 1 \). Furthermore, to denote \( \lim_{x \to \infty} \frac{\sqrt{x}}{g(x)} = 1 \), we use

\[
f(x) \sim g(x) \quad \text{as} \quad x \to \infty,
\]

or if the variable \( x \) is clear from the context, we simply write \( f \sim g \).

III. Non-Asymptotic Bounds

In this section, we derive non-asymptotic bounds, that is, bounds that are valid for all positive integers \( n \) and \( D \). The results in this section apply to both the Kendall \( \tau \)-distance and the Chebyshev distance as well as any other invariant distance on permutations.

The next lemma gives two basic lower bounds for \( \hat{M}(D) \) and \( \bar{M}(D) \).

**Lemma 1.** For all \( n, D \in \mathbb{N} \),

\[
\hat{M}(D) \geq \frac{n!}{B(D)}, \quad \bar{M}(D) > \frac{n!}{B(D)(D+1)}.
\]

**Proof:** Since the first inequality is well known and its proof is clear, we only prove the second one. Fix \( n \) and \( D \). Consider a code \( C \subseteq S_n \) of size \( M \) and suppose the average distortion of this code is at most \( D \). There are at most \( MB(D) \) permutations \( \pi \) such that \( d(\pi, C) \leq D \) and at least \( n! - MB(D) \) permutations \( \pi \) such that \( d(\pi, C) \geq D + 1 \). Hence, \( D > (D+1)(1 - MB(D)/n!) \). The second inequality then follows.

In the next lemma, we use a simple probabilistic argument to give an upper bound on \( \hat{M}(D) \).

**Lemma 2.** For all \( n, D \in \mathbb{N} \),

\[
\hat{M}(D) \leq \lceil n! \ln n! / B(D) \rceil.
\]

**Proof:** Suppose that a sequence of \( M \) permutations, \( \pi_1, \ldots, \pi_M \), is drawn by choosing each \( \pi_i \) i.i.d. with uniform distribution over \( S_n \). Denote \( C = \{\pi_1, \ldots, \pi_M\} \subseteq S_n \). The probability \( P_f \) that there exists \( \pi \in C \) with \( d(\pi, C) > D \) is bounded by

\[
P_f \leq \sum_{\sigma \in S_n} P(\forall i : d(\pi_i, \sigma) > D) = n!(1 - B(D)/n)^M
\]

\[
< n!e^{-MB(D)/n!} = e^{\ln n! - MB(D)/n!}.
\]

Let \( M = \lceil n! \ln n! / B(D) \rceil \) so that \( P_f < 1 \). Hence, a code of size \( M \) exists with worst-case distortion \( D \).

The following theorem by Stein \([\text{15}]\), which can be used to obtain existence results for covering codes (see, e.g., \([\text{5}]\)), to improve the above upper bound. We use a simplified version of this theorem, which is sufficient for our purpose.

**Theorem 3.** \([\text{15}]\) Consider a set \( X \) and a family \( \{A_i\}_{i=1}^N \) of sets that cover \( X \). Suppose there are integers \( N \) and \( Q \) such that \( |X| = N, |A_i| \leq Q \) for all \( i \), and each element of \( X \) is
in at least Q of the sets \( A_i \). Then there is subfamily of \( \{A_i\}_{i=1}^N \) containing at most \((N/Q)(1 + \ln Q)\) sets that cover \( X \).

In our context \( X = S_n \), \( A_i \) are the balls of radius \( D \) centered at each permutation, \( N = n! \) and \( Q = B(D) \). Hence, the theorem implies that
\[
\hat{M}(D) \leq \frac{n!}{B(D)}(1 + \ln B(D)).
\]
The following theorem summarizes the results of this section.

**Theorem 4.** For all \( n, D \in \mathbb{N} \),
\[
\frac{n!}{B(D)} \leq \hat{M}(D) \leq \frac{n!}{B(D)}(1 + \ln B(D)),
\]
(3)

\[
\frac{n!}{B(D)(D + 1)} \leq \hat{M}(D) \leq \hat{M}(D).
\]
(4)

**IV. THE KENDALL \( \tau \)-METRIC**

The goal of this section is to consider the rate-distortion relationship for the permutation space endowed by the Kendall \( \tau \)-metric. First, we find non-asymptotic upper and lower bounds on the size of the ball in the Kendall \( \tau \)-metric. Then, in the following subsection, we consider asymptotic bounds for small, medium, and large distortion regimes. Throughout this section, we assume \( 1 \leq D < \frac{1}{2}(n) \) and \( n \geq 1 \). Note that the case of \( D \geq \frac{1}{2}(n) \) leads to the trivial codes, e.g., \( \{1d, [n, n-1, \ldots, 1]\} \) and \( \{1d\} \).

**A. Non-asymptotic Results**

Let \( X_n \) be the set of integer vectors \( x = x_1, x_2, \ldots, x_n \) of length \( n \) such that \( 0 \leq x_i \leq i - 1 \) for \( i \in [n] \). It is well known (for example, see [9]) that there is a bijection between \( X_n \) and \( S_n \) such that for corresponding elements \( x \in X_n \) and \( \pi \in S_n \), we have
\[
\delta_K(\pi, \text{Id}) = \sum_{i=2}^n x_i.
\]
Hence
\[
B_K(r) = \left\{ x \in X_n : \sum_{i=2}^n x_i \leq r \right\},
\]
(5)

for \( 1 \leq r \leq \binom{n}{2} \). Thus, the number of nonnegative integer solutions to the equation \( \sum_{i=2}^n x_i \leq r \) is at least \( B_K(r) \), i.e.,
\[
B_K(r) \geq \binom{r + n - 1}{r}.
\]
(6)

Furthermore, for \( \delta \in \mathbb{Q}, \delta \geq 0 \), such that \( \delta n \) is an integer, it can also be shown that
\[
B_K(\delta n) \geq \lceil 1 + \delta \rceil ! \lceil 1 + \delta \rceil ^{n-\lceil 1 + \delta \rceil},
\]
(7)

by noting the fact that the right-hand side of (7) counts the elements of \( X_n \) such that
\[
\begin{align*}
0 & \leq x_i \leq i - 1, \quad \text{for } i \leq \lceil 1 + \delta \rceil, \\
0 & \leq x_i \leq \lceil 1 + \delta \rceil, \quad \text{for } i > \lceil 1 + \delta \rceil,
\end{align*}
\]
and that \( \sum_{i \in \lceil 1 + \delta \rceil} (i - 1) + (n - \lceil 1 + \delta \rceil) \lceil 1 + \delta \rceil \leq \lceil 1 + \delta \rceil n \leq \delta n \).

Next we find a lower bound on \( B_K(r) \) with \( r < n \). Let \( I(n, r) \) denote the number of permutations in \( S_n \) that are at distance \( r \) from the identity. We have [3 p. 51]
\[
I(n, r) = \left( \binom{n + r - 1}{r} - \binom{n + r - 2}{r - 1} + \binom{n + r - 3}{r - 2} \right)
+ \sum_{j=2}^\infty (-1)^j f_j,
\]
where
\[
f_j = \binom{n + r - (u_j - j) - 1}{r - (u_j - j)} + \binom{n + r - u_j - 1}{r - u_j},
\]
and \( u_j = (3^j + j)/2 \). For \( j \geq 2 \), we have \( f_j \geq f_{j+1} \). Thus, for \( r < n \),
\[
I(n, r) \geq \binom{n + r - 1}{r} \left( 1 - \frac{r}{n + r - 1} \right) \left( 1 + \frac{r - 1}{n + r - 2} \right)
\]
\[
\geq \frac{1}{4} \binom{n + r - 1}{r}.
\]
Hence, for \( r < n \), we have
\[
B_K(r) \geq \frac{1}{4} \binom{n + r - 1}{r}.
\]
(8)

In the next two theorems, we use the aforementioned bounds on \( B_K(r) \) to derive lower and upper bounds on \( \hat{A}(D) \) and \( A(D) \).

**Theorem 5.** For all \( n, D \in \mathbb{N} \), and \( \delta = D/n \),
\[
\hat{A}(D) \geq -\frac{\lg \lceil 1 + \delta \rceil}{\delta\bar{\delta}} - \frac{\lg n}{n},
\]
\[
A(D) \geq -\frac{\lg \lceil 1 + \delta \rceil}{\delta\bar{\delta}} - \frac{\lg n}{n}.
\]

**Proof:** For the worst-case distortion, we have
\[
B_K(D) \leq \binom{n + \delta n - 1}{\delta n} \leq \binom{2\delta n}{\delta n},
\]
(6)

\[
\leq \frac{2^{\ln(1+\delta)H(\frac{1}{1+\delta})}}{\sqrt{2\pi n\delta(1+\delta)}}.
\]
(7)

The result then follows from (4).

For the case of average distortion, we proceed as follows:
\[
B_K(D)(D + 1) \leq B_K(\delta n)(\delta n + 1)
\leq \left( \frac{n + \delta n - 1}{\delta n} \right)(\delta n + 1)
\leq \frac{n + \delta n + 1}{\delta n + 1 + \delta}
\leq \frac{2^{\ln(1+\delta)H(\frac{1}{1+\delta})}}{\sqrt{2\pi n\delta(1+\delta)}}
\leq \frac{2^{\delta n + 1 + 1/(\delta n)}}{\sqrt{2\pi n\delta}}
\leq \frac{2^{\delta n + 1 + 1/(\delta n)}}{\sqrt{2\pi n\delta}},
\]
(8)
where (a) follows from \( I \) and (b) is proved as follows. The expression \( \frac{1 + 1/(\delta n)}{2\sqrt{n\delta(1+\delta)}} \) is decreasing in \( \delta \) for positive \( \delta \) and so it is maximized by letting \( \delta = 1/n \). Hence,
\[
\frac{1 + 1/(\delta n)}{2\sqrt{n\delta(1+\delta)}} \leq \frac{1}{\sqrt{1 + 1/n}} \leq 1.
\]

Now, using (4) leads to (a stronger version of) the statement in the theorem.

**Theorem 6.** Assume \( n, D \in \mathbb{N} \), and let \( \delta = D/n \). We have
\[
\hat{A}(D) \leq \hat{A}(D) \leq -\lg \left( \frac{1 + \delta}{\delta} \right)^{1+\delta} + 3\lg n + 12
\]
for \( \delta < 1 \), and
\[
\hat{A}(D) \leq \hat{A}(D) \leq -\lg[1 + \delta] + \frac{1}{n} \ln \left( ne^{1+\delta} \ln[1 + \delta] \right)
\]
for \( \delta \geq 1 \).

**Proof:** For \( \delta < 1 \), we have
\[
B_K(D) = B_K(\delta n) \geq \frac{1}{4} \left( n + \delta n - 1 \right)
\]
\[
\geq \frac{n}{4(1+\delta)} \left( n + \delta n \right) \geq \frac{1}{4(1+\delta)} \cdot \frac{2n(1+\delta)H(\frac{1}{1+\delta})}{\sqrt{8n\delta(1+\delta)}} = \frac{1}{4} \cdot \frac{2n(1+\delta)H(\frac{1}{1+\delta})}{\sqrt{8n\delta(1+\delta)}} \geq \frac{2n(1+\delta)H(\frac{1}{1+\delta})}{16\sqrt{n}},
\]
where the first inequality follows from (8) and the last step follows from the fact that \( \delta \leq 1 \), and so \( \delta(1+\delta) \leq 2 \).

Since \( \frac{1 + \ln x}{x} \) is a decreasing function for \( x \geq 1 \), we can substitute the lower bound on \( B_K(D) \) in (3) to obtain
\[
\hat{M}(D) \leq \frac{n!16\sqrt{n}}{2^{n(1+\delta)H(\frac{1}{1+\delta})}} \ln \left( \frac{e^{2n(1+\delta)H(\frac{1}{1+\delta})}}{16\sqrt{n}} \right) \leq \frac{n!16n^{3/2}}{2^{n(1+\delta)H(\frac{1}{1+\delta})}} (1 + \delta) H \left( \frac{1}{1+\delta} \right) \ln 2 \leq 2 \ln 2 \leq 4 \text{ Thus}
\]
\[
\hat{A}(D) \leq -\lg \left( \frac{1 + \delta}{\delta} \right)^{1+\delta} + 3\lg n + 12\frac{2n}{n}
\]
For \( \delta \geq 1 \), by (7) and (2) we have
\[
B_K(D) = B_K(\delta n) \geq [1 + \delta]! [1 + \delta]^{n-1+\delta} \geq \frac{[1 + \delta]^{n}}{e^{1+\delta}},
\]
implies
\[
\hat{A}(D) \leq \frac{1}{n} \ln \frac{1 + \ln B_K(\delta n)}{B_K(\delta n)} \leq \frac{1}{n} \ln \frac{e^{1+\delta}}{[1 + \delta]^n} + \frac{1}{n} \ln \left( 1 + \ln[1 + \delta] - [1 + \delta] \right) \leq -\lg[1 + \delta] + \frac{1}{n} \ln \left( ne^{1+\delta} \ln[1 + \delta] \right)
\]
The plots for the expressions given in Theorems 5 and 6 are given in Figure 1.

**B. Small Distortion**

In this subsection, we consider small distortion, that is, \( D = O(n) \).

First, suppose \( D < n \), or equivalently, \( \delta = D/n < 1 \). The next lemma follows from Lemmas 5 and 6.

**Lemma 7.** For \( \delta = D/n < 1 \), we have that
\[
\hat{A}(D) = -\lg \left( \frac{1 + \delta}{\delta} \right)^{1+\delta} + O \left( \frac{\lg n}{n} \right),
\]
and that \( \hat{A}(D) \) satisfies the same equation.

Next, let us consider the case of \( D = \Theta(n) \). From (5), it follows that
\[
B_K(k) = \left[ z^k \right] 1 \cdot z \cdot \frac{1}{1} = \left[ z^k \right] \frac{\pi k}{k} \cdot \frac{1}{(1-z)^n}.
\]
Let
\[
\gamma(z, n) = \sum_{i=0}^{\infty} \Gamma_i(n) z^i = \prod_{i=2}^{n} \left( 1 - z^i \right),
\]
and
\[
f(z, n) = \sum_{i=0}^{\infty} F_i(n) z^i = \frac{1}{(1-z)^n}.
\]
where
\[ F_i(n) = \binom{n+i-1}{i}, \]
so that
\[ g(k,n) = \frac{1}{F_k(n)} \left[ z^k \right] f(z,n) \gamma(z,n). \]

We use the following theorem to find the asymptotics of \( g(k,n) \) and \( B_k(k) \) using the asymptotics of \( \gamma(z,n) \) in Theorem 8.

**Theorem 8.** Theorem 3.1] Let \( f(z,n) \) and \( \gamma(z,n) \) be two functions with Taylor series for all \( n \),
\[ f(z,n) = \sum_{i=0}^{\infty} F_i(n) z^i, \quad \gamma(z,n) = \sum_{i=0}^{\infty} \Gamma_i(n) z^i, \]
where \( f_i(n) > 0 \) for all sufficiently large \( n \). Suppose
\[ g(k,n) = \frac{1}{F_k(n)} \left[ z^k \right] f(z,n) \gamma(z,n), \]
and let \( n = n(k) \) be a function of \( k \) such that the limit \( \rho = \lim_{k \to \infty} F_k(n(k)) \) exists. We have
\[ g(k,n(k)) \sim \gamma(\rho, n(k)) \text{ as } k \to \infty, \]
provided that
1. for all sufficiently large \( k \) and for all \( i \),
\[ \left| \frac{\Gamma_i(n(k))}{\gamma(\rho,n(k))} \right| \leq p_i, \]
where \( \sum_{i=0}^{\infty} p_i \rho^i < \infty \), and
2. there exists a constant \( c \), such that for all sufficiently large \( i \leq k \) and large \( k \),
\[ \left| \frac{F_{k-i}(n(k))}{F_k(n(k))} \right| \leq c \rho^i. \]

**Theorem 9.** Let \( n = n(k) = \frac{k}{2} + O(1) \) for a constant \( c > 0 \). Then
\[ B_k(k) \sim K_c \left( \frac{n+k-1}{k} \right) \]
where the last inequality follows from the facts that
\[ \ln(1-x) = -\sum_{i=1}^{\infty} \frac{x^i}{i} \geq -\sum_{i=1}^{\infty} \frac{x^i}{1-x}, \]
for \( 0 < x < 1 \). Hence,
\[ \gamma(\rho,n(k)) \geq e^{-\left( \frac{c}{1+c} \right)^2} > 0. \]
To satisfy Condition 1 of Theorem 8, it thus suffices to find \( p_i \) such that \( |\Gamma_i(n(k))| \leq p_i \) and \( \sum_{i=0}^{\infty} p_i \rho^i < \infty \). For all positive integers \( n \), we have
\[ |\Gamma_i(m)| = \left| \left[ z^i \right] \prod_{j=2}^{m} (1+z^j) \right| \leq \left| \left[ z^i \right] \prod_{j=1}^{m} (1+z^j) \right| < e^{\pi \sqrt{2/3} \sqrt{i}}, \]
where the sum converges and Condition 1 of Theorem 8 is satisfied.
Hence,
\[ B_k(k) \sim K_c \left( \frac{n+k-1}{k} \right). \]
To complete the proof, we show that the limit \( \lim_{n \to \infty} \gamma(c/(1+c),n) \) exists and is positive. This is evident as \( \gamma(c/(1+c),n) \) is decreasing and, as shown before, bounded away from 0.

For \( D = cn + O(1) \), we have
\[ \frac{1}{n} \lg B_k(D) = \frac{1}{n} \lg \left( \frac{n+D-1}{D} \right) + O \left( \frac{1}{n} \right) \]
\[ = \frac{n+cn+O(1)}{n} \left( H \left( \frac{c}{1+c} \right) + O \left( \frac{1}{n} \right) \right) \]
\[ + O \left( \frac{\lg n}{n} \right) \]
\[ = (1+c) H \left( \frac{c}{1+c} \right) + O \left( \frac{1}{n} \right) + O \left( \frac{\lg n}{n} \right), \]
where we used (11) for the first step. Using (3), for \( D = cn + O(1) \), we find
\[ \hat{A}(D) \geq -\frac{1}{n} \lg B_k(D) = (1+c) H \left( \frac{c}{1+c} \right) + O \left( \frac{\lg n}{n} \right). \]
Lemma 10. For a constant $c > 0$ and $D = cn + O(1)$, we have
\[
\hat{A}(cn + O(1)) = -\log\left(\frac{1 + c}{c}\right) + O\left(\frac{\log n}{n}\right),
\]
(12)
Furthermore, $\hat{A}(cn + O(1))$ satisfies the same equation.

The results given in [9] and [12] are given as lower bounds in [17, Equation (14)]. We have thus shown that these lower bounds in fact match the quantity under study. Furthermore, we have shown that $\hat{A}(D)$ satisfies the same relations.

C. Medium Distortion

We next consider the medium distortion regime, that is, $D = cn^{1+\alpha} + O(n)$ for constants $c > 0$ and $0 < \alpha < 1$. For this case, from [17], we have
\[
\hat{A}(D) \sim -\log n^a,
\]
In this subsection, we improve upon this result by providing upper and lower bound with error terms.

Lemma 11. For $D = cn^{1+\alpha} + O(n)$, where $\alpha$ and $c$ are constants such that $0 < \alpha < 1$ and $c > 0$, we have
\[
-\log (cn^a) + O(n^{-a}) \leq \hat{A}(D) \leq -\log (cn^a) + O\left(n^{-a} + n^{a-1}\right)
\]
Proof: Note that from Theorem [5] we have
\[
\hat{A}(D) \geq -\log\left(\frac{1 + \delta}{\delta^a}\right) = \log\left(\frac{1 + \delta}{\delta^a}\right) -\delta
\]
\[
\geq -\log\left(e(1 + \delta)\right).
\]
Let $\delta = D/n = cn^a + O(1)$. We find
\[
\hat{A}(D) \geq -\log\left(e(1 + \delta)\right) = -\log e - \log\left(cn^a + O(1)\right)
\]
\[
= -\log (cn^a) + O\left(n^{-a}\right).
\]
On the other hand, from Theorem [6]
\[
\hat{A}(D) \leq -\log\left(cn^a + O(1)\right) + \frac{1}{n}\log e^O(n^a)
\]
\[
= -\log (cn^a) + O\left(n^{-a} + n^{a-1}\right).
\]

D. Large Distortion

In the large distortion regime, we have $D = cn^2 + O(n)$ and $\delta = cn + O(1)$.

Lemma 12. Suppose $D = cn^2 + O(n)$ for a constant $0 < c < 1/2$. We have
\[
-\log (ecn) + O\left(\frac{1}{n}\right) \leq \hat{A}(D) \leq -\log (ecn) + (1 + c)\log e + O\left(\frac{\log n}{n}\right).
\]
Proof: Let $\delta = cn + O(1)$. Similar to the proof of the lower bound in Lemma [11] we have $\hat{A}(D) \geq -\log\left(e(1 + \delta)\right)$, and thus
\[
\hat{A}(D) \geq -\log (ecn + O(1)) \geq -\log (ecn) + O\left(\frac{1}{n}\right).
\]
On the other hand, from Theorem [6]
\[
\hat{A}(D) \leq -\log (ecn) + (1 + c)\log e + O\left(\frac{\log n}{n}\right).
\]
From [17], we have
\[
-\log (ecn) - 1 + O\left(\frac{\log n}{n}\right) \leq \hat{A}(D) \leq
\]
\[
-\log\left(\frac{n}{e^{1/(2c)}}\right) + O\left(\frac{\log n}{n}\right).
\]
These bounds are compared in Figure [2] where we added the term $\log n$ to remove dependence on $n$.

V. The Chebyshev Metric

We now turn to consider the rate-distortion function for the permutation space under the Chebyshev metric. We start by stating lower and upper bounds on the size of the ball in the Chebyshev metric, and then construct covering codes.
A. Bounds

For an $n \times n$ matrix $A$, the permanent of $A = (A_{i,j})$ is defined as,

$$\text{per}(A) = \sum_{\pi \in S_n} \prod_{i=1}^n a_{i,\pi(i)}.$$  

It is well known [10], [14] that $B_r(n)$ can be expressed as the permanent of the $n \times n$ binary matrix $A$ for which

$$A_{i,j} = \begin{cases} 1 & |i - j| \leq r \\ 0 & \text{otherwise}. \end{cases}$$  \hspace{1cm} (14)

According to Brégman’s Theorem (see [4]), for any $n \times n$ binary matrix $A$ with $r_i$ 1’s in the $i$-th row

$$\text{per}(A) \leq \prod_{i=1}^n (r_i!)^{1/r_i}.$$  

Using this bound we can state the following lemma (partially given in [10] and extended in [16]).

**Lemma 13.** [16] For all $0 \leq r \leq n - 1$,

$$B_r(n) \leq \begin{cases} (2r+1)^n n! & 0 \leq r \leq \frac{n-1}{2} \\ (n!)^2 \frac{n^n}{2^{2r} n^r} & \frac{n-1}{2} \leq r \leq n-1. \end{cases}$$

The following lower bound was given in [10].

**Lemma 14.** [10] For all $0 \leq r \leq \frac{n-1}{2}$,

$$B_r(n) \geq \frac{(2r+1)^n n!}{2^{2r} n^r}.$$  

We extend this lemma to the full range of parameters.

**Lemma 15.** For all $0 \leq r \leq n - 1$,

$$B_r(n) \geq \begin{cases} (2r+1)^n n! & 0 \leq r \leq \frac{n-1}{2} \\ \frac{n^n}{2^{2r} (n-r)!} & \frac{n-1}{2} \leq r \leq n-1. \end{cases}$$

**Proof:** Only the second claim requires proof, so suppose that $(n-1)/2 \leq r \leq n - 1$. The proof follows the same lines as the one appearing in [10]. Let $B$ be defined as in (14), and let $B$ be an $n \times n$ matrix with

$$B_{i,j} = \begin{cases} 2, & i + j \leq n - r, \\ 2, & i + j \geq n + r + 2, \\ A_{i,j}, & \text{otherwise}. \end{cases}$$

We observe that $B/n$ is doubly stochastic. It follows that

$$B_r(n) = \text{per}(A) \geq \text{per}(B) \geq \frac{n^n}{2^{2(n-r)}} \text{per}(\frac{B}{n})$$

$$\geq \frac{n!}{2^{2(n-r)}},$$

where the last inequality follows from Van der Waerden’s Theorem [13].

**Theorem 4.** The proof of the lower bound for $B_r(n)$ using Theorem 4 which states $\tilde{M}_C(D) \geq n!/B_C(D)$, and Lemma 13. Let

$$T_1 = \prod_{i=D}^{2D} (n!)^{2i/3},$$

we have

$$\log T_1 = \sum_{i=D}^{2D} \log i! = 2 \sum_{i=D+1}^{2D} \log i + O(\log n).$$

From these expressions and Lemma 13 it follows that

$$\frac{1}{n} \log B_C(D) \leq \log (2\delta n/e) + 2\log (2\delta n/e) + O(\log n).$$

The lower bound for $0 < \delta \leq 1/2$ then follows from Theorem 4. The proof of the lower bound for $1/2 < \delta \leq 1$ is similar.

Next, we prove the upper bound for $\hat{R}_C(D)$. From Lemma 2, we have

$$\hat{M}_C(D) \leq \frac{n! \log n!}{B_C(D)}.$$  

Hence, for $0 \leq D \leq (n - 1)/2$,

$$\hat{R}_C(D) \leq \frac{1}{n} \log \left( \frac{n! \log n!}{B_C(D)} \right)$$

$$\leq \frac{1}{n} \log \left( \frac{2^{2\delta n} n^n}{(2\delta n + 1)^n} \right) + O\left( \frac{\log n}{n} \right)$$

$$\leq \frac{1}{2\delta} + 2\delta + O\left( \frac{\log n}{n} \right)$$  \hspace{1cm} (15)

where we have used Lemma 15 for the second inequality.
Similarly, for \((n-1)/2 < D \leq n\),
\[
\bar{R}_C(D) \leq \frac{1}{n} \log 2^{n(1-\delta)} + O\left(\frac{\log n}{n}\right) \\
\leq 2(1-\delta) + O\left(\frac{\log n}{n}\right).
\]

The proof of the lower bound for \(\bar{R}_C(D)\) is similar to that of \(\bar{R}_C(D)\) except that we use \(M(D) > n!/(B(D)(D+1))\) from Theorem 3. The proof of the upper bound for \(\bar{R}_C(D)\) follows from the fact that \(\bar{R}_C(D) \leq \bar{R}_C(D)\).

**B. Code Construction**

Let \(A = \{a_1, a_2, \ldots, a_m\} \subseteq [n]\) be a subset of indices, \(a_1 < a_2 < \cdots < a_m\). For any permutation \(\sigma \in S_n\) we define \(\sigma|_A\) to be the permutation in \(S_m\) that preserves the relative order of the sequence \(\sigma(a_1), \sigma(a_2), \ldots, \sigma(a_m)\). Intuitively, to compute \(\sigma|_A\) we keep only the *coordinates* of \(\sigma\) from \(A\), and then relabel the entries to \([m]\) while keeping relative order. In a similar fashion we define
\[
\sigma|_A = (\sigma^{-1}|_A)^{-1}.
\]
Intuitively, to calculate \(\sigma|_A\) we keep only the *values* of \(\sigma\) from \(A\), and then relabel the entries to \([m]\) while keeping relative order.

**Example 17.** Let \(n = 6\) and consider the permutation
\[
\sigma = [6, 1, 3, 5, 2, 4].
\]
We take \(A = \{3, 5, 6\}\). We then have
\[
\sigma|_A = [2, 1, 3],
\]
since we keep positions 3, 5, and 6, of \(\sigma\), giving us \([3, 2, 4]\), and then relabel these to get \([2, 1, 3]\).

Similarly, we have
\[
\sigma|_A = [3, 1, 2],
\]
since we keep the values 3, 5, and 6, of \(\sigma\), giving us \([6, 3, 5]\), and then relabel these to get \([3, 1, 2]\).

**Construction 1.** Let \(n\) and \(d\) be positive integers, \(1 \leq d \leq n-1\). Furthermore, we define the sets
\[
A_i = \{i(d + 1) + j \mid 1 \leq j \leq d + 1\} \cap [n],
\]
for all \(0 \leq i \leq [(n-1)/(d+1)]\). We now construct the code \(C\) defined by
\[
C = \{\sigma \in S_n \mid \sigma|_{A_i} = \text{Id} \text{ for all } i\}.
\]

We note that this construction may be seen as a dual of the construction given in [17].

**Theorem 18.** Let \(n\) and \(d\) be positive integers, \(1 \leq d \leq n-1\). Then the code \(C \subseteq S_n\) of Construction 1 has covering radius exactly \(d\) and size
\[
M = \frac{n!}{(d+1)!\left(n/(d+1)\right)!}\left(n \mod (d+1)\right)!
\]

**Proof:** Let \(\sigma \in S_n\) be any permutation. We let \(I_i\) denote the indices in which the elements of \(A_i\) appear in \(\sigma\). Let us now construct a new permutation \(\sigma'\) in which the elements of \(A_i\) appear in indices \(I_i\), but they sorted in ascending order. Thus
\[
\sigma'|_{A_i} = \text{Id},
\]
for all \(i\), and so \(\sigma'\) is a codeword in \(C\).

We observe that if \(\sigma(j) \in A_i\), then \(\sigma'(j) \in A_i\) as well. It follows that
\[
|\sigma(j) - \sigma'(j)| \leq d
\]
and so
\[
d_C(\sigma, \sigma') \leq d.
\]

Finally, we contend the permutation \(\sigma = [n, n-1, \ldots, 1]\) is at distance exactly \(d\) from the code \(C\). We note we already know that there is a codeword \(\sigma' \in C\) such that \(d_C(\sigma, \sigma') \leq d\). We now show there is no closer codeword in \(C\). Let us attempt to build such a permutation \(\sigma''\). Consider \(\sigma''(n) = 1\). The value of \(\sigma''(n)\) is in \(A_i\), for some \(i\), and since \(\sigma''\) is a codeword, \(\sigma''(n)\) must be the largest in \(A_i\). Thus
\[
|\sigma''(n) - \sigma'(n)| = d
\]
It follows that
\[
d_C(\sigma, \sigma'') \geq d.
\]
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