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Abstract

The paper concerns the uniform polynomial approximation of a function \( f \), continuous on the unit Euclidean sphere of \( \mathbb{R}^3 \) and known only at a finite number of points that are somehow uniformly distributed on the sphere. First we focus on least squares polynomial approximation and prove that the related Lebesgue constants w.r.t. the uniform norm grow at the optimal rate. Then, we consider delayed arithmetic means of least squares polynomials whose degrees vary from \( n - m \) up to \( n + m \), being \( m = \lfloor \theta n \rfloor \) for any fixed parameter \( 0 < \theta < 1 \). As \( n \) tends to infinity, we prove that these polynomials uniformly converge to \( f \) at the near-best polynomial approximation rate. Moreover, for fixed \( n \), by using the same data points we can further improve the approximation by suitably modulating the action ray \( m \) determined by the parameter \( \theta \). Some numerical experiments are given to illustrate the theoretical results.
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1 Introduction

Many applications in various fields of physics, biology and engineering, require a fast polynomial reconstruction of a real-valued function \( f \) defined on the sphere \( S^2 = \{ \mathbf{x} := (x, y, z) \in \mathbb{R}^3 : x^2 + y^2 + z^2 = 1 \} \), by using sampled values of \( f \) at a discrete point set

\[
X_N := \{ \xi_1, \ldots, \xi_N \} \subset S^2.
\]

We assume that the point set \( X_N \) is distributed on the sphere in such a way to support a positive weighted quadrature rule of a suitable degree of exactness \( \mu \in \mathbb{N} \), i.e. there exist positive real numbers \( \lambda_1, \ldots, \lambda_N \) such that

\[
\int_{S^2} f(\mathbf{x}) \, d\sigma(\mathbf{x}) = \sum_{i=1}^{N} \lambda_i f(\xi_i), \quad \forall f \in \mathbb{P}_\mu, \tag{1}
\]
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1The generalization to complex-valued functions is straightforward.
where $d\sigma$ denotes the usual surface measure on $S^2$ and $P_\mu$ is the space of all spherical polynomials (i.e., polynomials in three variables restricted to $S^2$) of degree at most $\mu$.

Moreover, we suppose that the following Marcinkiewicz type inequality holds

$$
\frac{1}{\mu^2} \sum_{i=1}^{N} |f(\xi_i)| \leq C \int_{S^2} |f(x)| d\sigma(x), \quad \forall f \in P_\mu, \quad C \neq C(f, \mu, N),
$$

where throughout the paper, $C$ denotes a positive constant, which can take on different values in the different positions where it appears, and we write $C \neq C(f, \mu, \ldots)$ to mean that $C$ is independent of $f, \mu, \ldots$.

Examples as well as sufficient conditions on $X_N$ for the existence of positive quadrature rules have been derived by many authors (see, e.g., [3, 5, 7, 11, 8, 16]).

In literature [19], the positive weighted quadrature rule (1) with $\mu = 2n$ has been applied to the Fourier orthogonal projection $S_n: f \to S_n f$ w.r.t. the scalar product

$$
<f, g> := \int_{S^2} f(x) g(x) d\sigma(x),
$$

in order to get the so-called hyperinterpolation polynomial, which we denote by $L_n f$.

Also, positive weighted quadrature rules have been used in order to discretize some generalized de la Vallée Poussin means [7, 16] (i.e., delayed weighted means of Fourier sums), obtaining the so-called filtered hyperinterpolation polynomials [20].

Concerning the approximation properties, both hyperinterpolation and filtered hyperinterpolation polynomials are comparable with their respective continuous versions.

More precisely, it is known [6] that Lebesgue constants of Fourier partial sums $S_n f$ grow with the degree $n$ at the minimal projection rate, that is $\sqrt{n}$, and similarly, for the hyperinterpolation polynomial $L_n f$ we have [14, 19]

$$
\|L_n\| \sim \|S_n\| \sim \sqrt{n},
$$

where we set $\|T\| := \sup_{\|f\|_{\infty} \leq 1} \|T f\|_{\infty}$ with $\|f\|_{\infty} := \sup_{x \in \mathbb{S}^2} |f(x)|$, and by $a_n \sim b_n$ we mean that $c_1 a_n \leq b_n \leq c_2 a_n$ with $c_1, c_2 > 0$ independent of $n$.

Moreover, it is known that we can get uniformly bounded Lebesgue constants by filtered hyperinterpolation quasi–projections, under suitable assumptions on the filter coefficients which define the generalized de la Vallée Poussin mean [7, 20] [17]. In particular, for any $0 < \theta < 1$, if we set $m = \lfloor \theta n \rfloor$ ($\lfloor \cdot \rfloor$ being the floor function) and apply (1) with $\mu = 4n$ to the following arithmetic mean of Fourier sums

$$
V^n_m f(x) = \frac{1}{2m+1} \sum_{r=-m}^{n+m} S_r f(x), \quad m = \lfloor \theta n \rfloor, \quad x \in \mathbb{S}^2,
$$

then the resulting filtered hyperinterpolation polynomial, which we denote by $V^n_m f$, satisfies [17]

$$
\|V^n_m\| \leq C \|V^n_m\| \leq C, \quad n \in \mathbb{N}, \quad m = \lfloor \theta n \rfloor, \quad C \neq C(n).
$$

The estimates (3) and (5) imply that, as $n \to \infty$, filtered hyperinterpolation polynomials $V^n_m f$ uniformly converge to $f$ for any continuous function $f$ on the sphere, while hyperinterpolation polynomials $L_n f$ do it if the function $f$ is smooth enough to satisfy

$$
\lim_{n \to \infty} \sqrt{n} E_n(f) = 0, \quad E_n(f) := \inf_{P \in \mathbb{P}_n} \|f - P\|_{\infty}.
$$
the error of best uniform approximation of \( f \) in \( \mathbb{P}_n \).

On the other hand, we observe that both the discrete approximation polynomials \( L_n f \) and \( V_n^m f \) have been obtained by applying a suitable positive quadrature rule and, for this reason, they are based not only on the function values at the nodes, but also on the positive quadrature weights that we need to compute if they are not explicitly given. This additional task is not necessary if we follow a different approach and, replacing the continuous scalar product (2) by the following one

\[
< f, g >_{N} := \sum_{i=1}^{N} f(\xi_i) g(\xi_i),
\]

we consider the corresponding orthogonal polynomial projections, namely the least squares polynomials \( \hat{S}_n f \) defined by

\[
\sum_{i=1}^{N} [f(\xi_i) - \hat{S}_n f(\xi_i)]^2 = \min_{P \in \mathbb{P}_n} \sum_{i=1}^{N} [f(\xi_i) - P(\xi_i)]^2,
\]

and the following means of least squares polynomials

\[
\hat{V}_n^m f(x) = \frac{1}{2m + 1} \sum_{r=n-m}^{n+m} \hat{S}_r f(x), \quad m = \lfloor \theta n \rfloor, \quad 0 < \theta < 1.
\]

In this paper we are going to show that instead of \( L_n f \) and \( V_n^m f \) we can also use \( \hat{S}_n f \) and \( \hat{V}_n^m f \) respectively, since they provide a comparable approximation w.r.t. the uniform norm.

More precisely, we point out that, unlike hyperinterpolation, least squares polynomial approximation does not require to know any quadrature weight, neither any quadrature rule is indeed necessary for its definition. Nevertheless, if we assume that (1) holds with \( \mu = 2n \), then, analogously to (3), we get (cf. Theorem 2.3)

\[
||\hat{S}_n|| \sim \sqrt{n},
\]

which means that least squares similarly to hyperinterpolation polynomials satisfy the following error estimate

\[
E_n(f) \leq ||f - \hat{S}_n f||_{\infty} \leq C \sqrt{n} E_n(f), \quad C \neq C(n, f). \tag{8}
\]

Moreover, as regards the means \( \hat{V}_n^m f \) of least squares polynomial approximants, we prove that for arbitrary \( 0 < \theta < 1 \) and \( m = \lfloor \theta n \rfloor \), similarly to (5), we have (cf. Theorem 2.4)

\[
\sup_n ||\hat{V}_n^m|| < \infty,
\]

so that \( \hat{V}_n^m f \) provides a near–best approximation of \( f \) analogous to the filtered hyperinterpolation polynomials \( \hat{V}_n^m f \), satisfying the following error estimate

\[
E_{n+m}(f) \leq ||f - \hat{V}_n^m f||_{\infty} \leq C E_{n-m}(f), \quad m = \lfloor \theta n \rfloor, \quad C \neq C(n, f). \tag{9}
\]

A similar result has been previously obtained in [1] only for the special case of spherical design configurations of points and for suitable sequences of filter coefficients defining delayed means of the following kind \( \sum_{r=n-m}^{n+m} d_r \hat{S}_r f \), where \( \sum_{r=n-m}^{n-m} d_r = 1 \). The extension of (9) to these more general means will be given in a forthcoming paper by the authors.

The paper is organised as follows. In Section 2 we state our main results, illustrated by several numerical experiments. The proofs are given in Section 3 together with some auxiliary results, which can be of interest also in other contexts. Finally Section 4 is devoted to the conclusions.
2 Main results

Let \( f \) be a given arbitrary function \( f : S^2 \rightarrow \mathbb{R} \) such that \( \|f\|_\infty < \infty \), and suppose that we know its sampled values at the point set \( X_N := \{\xi_1, \ldots, \xi_N\} \subset S^2 \).

As announced in the previous section, for our results we assume that the points in \( X_N \) are nodes of a suitable positive weighted quadrature rule.

Let \( |T| \) denote the cardinality of a set \( T \subset S^2 \), then the following sufficient conditions for the existence of positive weighted quadrature rules have been proven in [3, Th. 3.1].

**Theorem 2.1** There exists a positive weighted quadrature rule of degree of exactness \( 4n \) based on the nodes \( X_N \), if there exist suitable constants \( a \geq 1 \) and \( \delta > 0 \) (independent of \( n,N \)) such that we have

\[
S^2 = \bigcup_{i=1}^{N} c\left(\xi_i, \frac{\delta}{n}\right), \quad \text{and} \quad \max_{1 \leq i \leq N} \left| \left\{ \xi_j \in X_N : d(\xi_j, \xi_i) \leq \frac{\delta}{n} \right\} \right| \leq a, \tag{10}
\]

where \( c(\xi, \epsilon) := \{x \in S^2 : d(\xi, x) \leq \epsilon\} \), \( d(x, y) := \arccos(x \cdot y) \) denotes the geodesic distance, and \( x \cdot y \) is the Euclidean scalar product in \( \mathbb{R}^3 \) of \( x, y \in S^2 \).

We point out that in [3] concrete bounds for the constants in (10) are not given, so that from the previous theorem we cannot derive any hint regarding the existence and the maximum degree of exactness of a positive quadrature rule based on the nodes in \( X_N \). An attempt to find concrete bounds for the previous constants can be found in [7], but the resulting theoretical bounds are too large [8] and the question remains an open problem to be further investigated.

Thus in the sequel we are going to assume that the points in \( X_N \) are nodes of the positive quadrature rule (1) with \( \mu = 2n \) or \( \mu = 4n \). According to [13, Th. 4.1] this assumption implies the first condition in (10) is satisfied for some \( \delta > 0 \), while, at our knowledge, the second condition in (10) does not necessarily follow from the existence of the quadrature rule. Nevertheless if we assume that it holds, then the next result can be easily derived from [3, eq. (3.6)]

**Theorem 2.2** Let \( X_N = \{\xi_1, \ldots, \xi_N\} \) and \( n \in \mathbb{N} \) be such that

\[
\max_{1 \leq i \leq N} \left| \left\{ \xi_j \in X_N : d(\xi_j, \xi_i) \leq \frac{\delta}{n} \right\} \right| \leq a \tag{11}
\]

holds with \( \delta > 0 \) and \( a \in \mathbb{N} \) independent of \( N \) and \( n \). Then we have

\[
\frac{1}{n^2} \sum_{i=1}^{N} |Q(\xi_i)| \leq C \int_{S^2} |Q(x)|d\sigma(x), \quad \forall Q \in \mathbb{P}_n, \quad C \neq C(n,N,Q). \tag{12}
\]

The Marcinkiewicz type inequality (12) is the second ingredient we need in stating our results. We remark that if (12) holds for all \( Q \in \mathbb{P}_n \), then it holds also for all \( Q \in \mathbb{P}_l \) with \( l \in \mathbb{N} \) (in which case the constant \( C \) depends on \( l \)), namely (12) implies that (see e.g. [4, Th. 2.1])

\[
\frac{1}{n^2} \sum_{i=1}^{N} |Q(\xi_i)| \leq C \int_{S^2} |Q(x)|d\sigma(x), \quad \forall Q \in \mathbb{P}_l, \quad l \in \mathbb{N}, \quad C \neq C(n,N,Q). \tag{13}
\]
Figure 1: Examples of the extremal systems of points related to degree of exactness $n = 30$ (left) and $n = 50$ (right).

To illustrate the theoretical results, we will take extremal systems of points as defined and computed in [18] and call these point sets of type 1. We recall that the point set $X_N = \{\xi_1, \ldots, \xi_N\}$ is said to be extremal if $N = \dim \mathbb{P}_n$ and it maximizes the Vandermonde determinant

$$\Delta(\xi_1, \ldots, \xi_N) := \det(\Phi_i(\xi_j))_{i,j=1}^N,$$

where $\{\Phi_1, \ldots, \Phi_N\}$ is a basis of $\mathbb{P}_n$. It is known that extremal system of nodes are independent of the choice of the polynomial basis, and they support a positive quadrature rule of degree of exactness $n$.

Let us now look at the different properties of point sets of type 1. To get an idea of how such a point set looks like, we show two examples in Figure 1, one for degree of exactness $n = 30$ and one for degree $n = 50$. Note that the corresponding number of points is $N_{30} = 961$ and $N_{50} = 2601$. In [18, Section 5] the geometrical properties of the point sets of type 1 have been investigated by considering the mesh norm $\delta_{X_N}$ and separation distance $\gamma_{X_N}$ defined by (see e.g. (10))

$$\delta_{X_N} := \max_{x \in S^2} \min_{1 \leq i \leq N} d(x, \xi_i),$$
$$\gamma_{X_N} := \min_{i \neq j} d(\xi_i, \xi_j),$$

It turns out [18, Th. 5.1] that when $X_N$ is the point set of type 1, then we have

$$\gamma_{X_N} \geq \frac{\pi}{2n},$$

so that Theorem 2.2 assures that (13) holds. Let us now consider each of the degrees of exactness $n = 10, 20, \ldots, 100$ and compute the values of $\delta_{X_N}$ and $\gamma_{X_N}$ as defined in (14) and (15), respectively. To estimate the mesh norm $\delta_{X_N}$, instead of taking the maximum over the set of all points of the sphere, the maximum is computed over a point set with a number of points considerably larger than the number of points for which we want to approximate the mesh norm. To this end we consider the “spiral points” as defined in [9] which we call point sets of the second type. These can be computed very efficiently and seem to be uniformly distributed over the unit sphere where each of the points seems to be well separated from the others. They are also mentioned in [15]. These “spiral points” were generalized by Bauer [2] and called “generalized spiral points” in the overview paper [12]. To estimate $\delta_{X_N}$, we take a point set of the second type having 16 times more points. The results are shown in Figure 2.
Figure 2: The values of the separation distance $\gamma_X$ and the mesh-norm $\delta_X$ (left) and the mesh ratio $\delta_X/\gamma_X$ (right) for extremal systems of $N = (n+1)^2$ points related to degrees of exactness $n = 10, 20, \ldots, 100$.

Now let us consider the least squares polynomial $\tilde{S}_n f$ based on the point set $X_N$, i.e., let

$$\sum_{i=1}^{N} [f(\xi_i) - \tilde{S}_n f(\xi_i)]^2 = \min_{P \in \mathbb{P}_n} \sum_{i=1}^{N} [f(\xi_i) - P(\xi_i)]^2. \quad (16)$$

Taking into account that the map $\tilde{S}_n : f \rightarrow \tilde{S}_n f \in \mathbb{P}_n$ is a projection onto $\mathbb{P}_n$, i.e.,

$$\tilde{S}_n P = P, \quad \forall P \in \mathbb{P}_n, \quad (17)$$

we easily get

$$E_n(f) \leq \|f - \tilde{S}_n f\|_\infty \leq \left(1 + \|\tilde{S}_n\|\right) E_n(f),$$

where $E_n(f)$ is the error of best uniform polynomial approximation \[^6\] and

$$\|\tilde{S}_n\| := \sup_{g \neq 0} \frac{\|\tilde{S}_n g\|_\infty}{\|g\|_\infty}. \quad (18)$$

The constants in \[^18\] are usually called Lebesgue constants of $\tilde{S}_n$ and their behaviour may strongly influence the quality of the approximation. With regard to this, it is known \[^6\] that the projection onto $\mathbb{P}_n$ having minimal Lebesgue constants is the Fourier orthogonal projection w.r.t. the scalar product \[^2\], which can be written in compact form as follows \[^5\]

$$S_n f(x) = \frac{1}{2\pi} \int_{S^2} K_n(x \cdot y) f(y) d\sigma(y), \quad x \in S^2,$$

where $K_n(t) = \frac{(n+1)}{2} P_n^{(1,0)}(t)$, $\forall t \in [-1,1]$, and $P_n^{(1,0)}(t)$ is the Jacobi polynomial of degree $n$ associated with the weight $v^{(1,0)}(t) = (1-t)$ and normalized so that $P_n^{(1,0)}(1) = (n+1)$.

On the other hand, it is known that the Lebesgue constants of $S_n$ grow with $n$ according to \[^6\]

$$\|S_n\| \sim \sqrt{n}. \quad (19)$$

By the next theorem, we state that also the Lebesgue constants of least squares projections have this minimal growth .
Theorem 2.3  Let \( n \in \mathbb{N} \) and let the set \( X_N = \{\xi_1, \ldots, \xi_N\} \subset S^2 \) be such that (12) holds. If \( X_N \) provides the nodes of a positive weighted quadrature rule of degree of exactness \( 2n \) (i.e., if (1) holds with \( \mu = 2n \) and \( \lambda_i > 0 \)), then we have
\[
\|\tilde{S}_n\| \sim \sqrt{n}.
\] (20)

In proving this theorem, a fundamental role is played by the existence of the positive weighted quadrature rule (1) with \( \mu = 2n \). This condition also allows us to discretize the Fourier projection \( S_n \) obtaining the following hyperinterpolation polynomial projection
\[
L_n f(x) := \frac{1}{2\pi} \sum_{i=1}^{N} \lambda_i f(\xi_i) K_n(\xi_i \cdot x), \quad x \in S^2,
\] (21)
which satisfies \( \|L_n\| \sim \sqrt{n} \) too [19, 14]. Nevertheless, we point out that unlike hyperinterpolation, the effective computation of the quadrature weights is not necessary for getting least squares polynomials.

In order to illustrate the theoretical results, in the next experiment, we investigate the behaviour of the Lebesgue constant of both least squares and hyperinterpolation polynomials of degree \( n \) related to the point set of type 1. To this end, we’ll estimate the Lebesgue constant of the corresponding operator by taking a larger point set of type 2 containing 4 times the number of points of type 1. Figure 3 shows the results. The circles and squares indicate the Lebesgue constant for the discrete least squares operator and the hyperinterpolation operator, respectively, when we take for degree \( n \) on the horizontal axis the corresponding point set of type 1 related to the degree of exactness \( 2n \), i.e., having \( N = (2n + 1)^2 \) points. Moreover, the solid line and the dashed line indicate the Lebesgue constant for degree \( n \) but where the point set is the point set of type 1 having \( N = (2 \cdot 60 + 1)^2 \) points. The picture shows that taking a larger point set only results in a slight decrease of the Lebesgue constant while the Lebesgue constant for hyperinterpolation is slightly less than the one for discrete least squares approximation. However, in computing the least squares approximant we do not need the weights of the quadrature rule. The optimal Lebesgue constant for polynomial projections on the unit sphere grows as \( \sqrt{n} \) (see, e.g., [5, p. 40]). This curve is also shown in Figure 3 (dotted line).

In the case that \( f \) is a continuous function (i.e., \( f \in C(S^2) \)) we recall that Weierstrass theorem extends to the sphere and it assures \( f \) can be uniformly approximated by polynomials with the desired precision, namely
\[
\lim_{n \to \infty} E_n(f) = 0, \quad \forall f \in C(S^2),
\]
holds, the rate of convergence depending on the degree of smoothness of the function \( f \) (see e.g. [5]).

On the other hand, the estimate (20) does not assure that, as \( n \to \infty \), the sequence of least squares polynomials \( \tilde{S}_n f \) uniformly converges to \( f \) for any continuous function \( f \) on the sphere, but more smoothness properties are required on \( f \) for getting the uniform convergence, according to the estimate
\[
\|f - \tilde{S}_n f\|_\infty \leq C \sqrt{n} E_n(f), \quad C \neq C(n, f).
\] (22)

In order to get a sequence of discrete approximation polynomials which uniformly converges to any continuous function \( f \in C(S^2) \), we are going to consider the following de la
Figure 3: The values of the Lebesgue constants of the least squares operator $\tilde{S}_n$ and the hyperinterpolation operator $L_n$ for the degrees $n = 10, 20, \ldots, 60$ with corresponding point set of type 1 having $N = (2n + 1)^2$ points, and for the degrees $n \leq 60$ using the point set of type 1 having $N = (2 \cdot 60 + 1)^2$ points.

Vallée Poussin type means of least squares polynomials

$$V_n^m f(x) = \frac{1}{2m + 1} \sum_{r=n-m}^{n+m} \tilde{S}_r f(x), \quad m = [\theta n], \quad x \in S^2. \quad (23)$$

Note that the map $\tilde{V}_n^m : f \to V_n^m f \in \mathbb{P}_{n+m}$ is a polynomial quasi–projection, i.e., we have

$$\tilde{V}_n^m P = P, \quad \forall P \in \mathbb{P}_{n-m}, \quad (24)$$

which implies, by standard arguments, the following error estimates

$$E_{n+m}(f) \leq \|f - \tilde{V}_n^m f\|_\infty \leq \left(1 + \|\tilde{V}_n^m\|\right) E_{n-m}(f), \quad m = [\theta n].$$

The uniform boundedness of the Lebesgue constants $\|\tilde{V}_n^m\|$, is stated by the next theorem.

**Theorem 2.4** Let $n \in \mathbb{N}$ and $X_N = \{\xi_1, \ldots, \xi_N\} \subset S^2$ be such that (12) holds. If the points in $X_N$ are nodes of a positive weighted quadrature rule of degree of exactness $4n$ (i.e., if (1) holds with $\mu = 4n$ and $\lambda_i > 0$), then for arbitrary $0 < \theta < 1$, and $m = [\theta n]$, we have

$$\sup_n \|\tilde{V}_n^m\| < \infty. \quad (25)$$

We remark that if the points set $X_N$ supports a positive weighted quadrature rules of degree $4n$, then we can apply this formula in order to get the discrete counterpart of the mean in (4), namely

$$V_n^m f(x) := \sum_{i=1}^{N} \lambda_i f(\xi_i) \left[ \frac{1}{2m + 1} \sum_{r=n-m}^{n+m} K_r(x \cdot \xi_i) \right], \quad m = [\theta n], \quad 0 < \theta < 1. \quad (26)$$
This polynomial falls in the class of filtered hyperinterpolation polynomials firstly introduced in [20]. It also satisfies (24) and has uniformly bounded Lebesgue constants [17], but using $\tilde{V}_m^n f$ instead of $V_m^n f$ we do not need to compute the quadrature weights $\lambda_i$.

In Figure 4, the Lebesgue constants are plotted for $\tilde{V}_m^n$ (circles) and $V_m^n$ (squares). For each value of $n = 5, 10, 15, \ldots, 40$ the corresponding point set of type 1 related to degree of exactness $4n$ is taken, i.e., having $N = (4n + 1)^2$ points. To get the estimates point sets of type 2 are considered having $4N$ points. The coupling between the parameters $n$ and $m$ is $m = \lfloor \theta n \rfloor$ with $0 \leq \theta \leq 1$. In the left subfigure we show the different lines for $\theta = 0.0, 0.1, \ldots, 1.0$ from top to bottom while for the right subfigure we focus on $\theta = 0.1, 0.2, \ldots, 1.0$. Note that there is only a small difference between the Lebesgue constants for the mean of least squares approximations and the filtered hyperinterpolation case.

In the case of functions almost everywhere smooth, apart from some isolated points of singularity, it is known that the Gibbs phenomenon occurs by using least squares as well as hyperinterpolation polynomials. In the following experiment we show that similarly to filtered hyperinterpolation, this phenomenon can be strongly reduced if we consider the mean $\tilde{V}_m^n f$. Keeping $n$ unchanged (which is strictly related to the number $N$ of data points) we appropriately modulate the range of action $m$ of the mean by suitably varying the parameter $\theta$ from the limiting value $\theta = 0$, which corresponds to simple least squares approximation (suggested for very smooth functions) to the limiting value $\theta = 1$, which in practice corresponds to the Fejér mean of least squares polynomials. We consider the function $f_2$ as defined in [20]. For completeness we repeat the definition of this function.

$$f_2(x) = f_1(x) + f_{cone}(x), \quad x \in \mathbb{S}^2,$$

where

$$f_1(x) = 0.75 \exp(- (9x - 2)^2/4 - (9y - 2)^2/4 - (9z - 2)^2/4) + 0.75 \exp(- (9x + 1)^2/49 - (9y + 1)/10 - (9z + 1)/10) + 0.5 \exp(- (9x - 7)^2/4 - (9y - 3)^2/4 - (9z - 5)^2/4) - 0.2 \exp(- (9x - 4)^2 - (9y - 7)^2 - (9z - 5)^2),$$
Figure 5: In the top-left figure the function $f_2$ is shown. The plots in the top-right, bottom-left and bottom-right represent the error $\|f_2 - \tilde{V}_n f_2\|_{\infty}$ for $n = 20$, $m = \lfloor \theta n \rfloor$ and $\theta = 0.0, 0.1, 0.2$.

and

$$f_{\text{cone}}(x) = \begin{cases} 
2 \left( 1 - \frac{d(x_c, x)}{r} \right) & \text{if } d(x_c, x) \leq r, \\
0 & \text{if } d(x_c, x) > r,
\end{cases}$$

with $r = \frac{1}{2}$ and $x_c = \left(\frac{1}{2}, \frac{1}{2}, \frac{1}{\sqrt{2}}\right)^T$.

In Figure 5, the function $f_2$ is shown as well as the error for the $\tilde{V}_n f_2$ approximants with $n = 20$, $m = \lfloor \theta n \rfloor$ with $\theta = 0.0, 0.1$ and 0.2. The point set is of type 1 and supports a positive quadrature rule of degree of precision $4n$, i.e., it has $N = (4n + 1)^2$ points. The figure can be compared to Figure 4 in [20].

3 Proofs and auxiliary results

In order to prove the theorems of the previous section, we are going to state some preliminary results.

Firstly we recall that the space $\mathbb{P}_n$ of spherical polynomials of degree at most $n$ has dimension $(n + 1)^2$ and it is generated by spherical harmonics, which constitute an orthonormal basis w.r.t. the scalar product (2).

We refer to the literature (see, e.g., [5]) for background information on spherical harmonics.
Here we only recall that they are related to Legendre polynomials by an addition formula (cf. [5 (1.6.7)]) so that Fourier orthogonal projections $S_n f$ of any function $f$ into $\mathbb{P}_n$ can be written as follows

$$S_n f(x) = \frac{1}{2\pi} \int_{S^2} K_n(x \cdot y) f(y) d\sigma(y), \quad x \in S^2,$$  \hspace{1cm} (27)

with the reproducing kernel given by

$$K_n(t) := K_n(t,1) = \frac{(n+1)}{2} P_{n}^{(1,0)}(t), \quad t \in [-1,1],$$  \hspace{1cm} (28)

where $K_n(t,s)$ denotes the Legendre–Darboux kernel of order $n$, and $P_{n}^{(1,0)}(t)$ is the Jacobi polynomial of degree $n$ associated with the weight $v^{(1,0)}(t) = (1-t)$ and normalized so that $P_{n}^{(1,0)}(1) = (n+1)$.

Obviously we have

$$P(x) = \int_{S^2} P(y) K_n(x \cdot y) d\sigma(y), \quad \forall P \in \mathbb{P}_n, \quad \forall x \in S^2,$$  \hspace{1cm} (29)

and from [3], we deduce that

$$\sup_{x \in S^2} \left[ \frac{1}{2\pi} \int_{S^2} |K_n(x \cdot y)| d\sigma(y) \right] = \|S_n\| \sim \sqrt{n}. \hspace{1cm} (30)$$

Moreover, de la Vallée Poussin mean [4] can be written as follows

$$V_n^m f(x) = \frac{1}{2\pi} \int_{S^2} \left[ \frac{1}{2m+1} \sum_{r=n-m}^{n+m} K_r(x \cdot y) \right] f(y) d\sigma(y), \quad x \in S^2,$$  \hspace{1cm} (31)

and for all $m = \lfloor \theta n \rfloor$ with $0 < \theta < 1$, by [5] we get

$$\sup_{x \in S^2} \left( \frac{1}{2\pi} \int_{S^2} \left| \frac{1}{2m+1} \sum_{r=n-m}^{n+m} K_r(x \cdot y) \right| d\sigma(y) \right) = \|V_n^m\| \leq C \neq C(n). \hspace{1cm} (32)$$

The next lemma generalizes this result.

**Lemma 3.1** Let $0 < \theta < 1$ and $m = \lfloor \theta n \rfloor$, with $n \in \mathbb{N}$. Then for all $x \in S^2$, we have

$$\sup_{n-m \leq s \leq n+m} \left( \int_{S^2} \left| \frac{1}{2m+1} \sum_{r=n-m}^{s} K_r(x \cdot y) \right| d\sigma(y) \right) \leq C, \quad C \neq C(n,x). \hspace{1cm} (33)$$

**Proof of Lemma 3.1**

Since it is easy to check that

$$\int_{S^2} \varphi(x \cdot y) d\sigma(y) = 2\pi \int_{-1}^{1} \varphi(t) dt, \quad \forall \varphi \in L^1[-1,1], \quad \forall x \in S^2,$$  \hspace{1cm} (34)

then, for all $x \in S^2$ and for any $s = (n-m), \ldots, (n+m)$, we have

$$\int_{S^2} \left| \frac{1}{2m+1} \sum_{r=n-m}^{s} K_r(x \cdot y) \right| d\sigma(y) = 2\pi \int_{-1}^{1} \left| \frac{1}{2m+1} \sum_{r=n-m}^{s} K_r(t) \right| dt =: 2\pi I_s.$$
In the case $s = n - m$, recalling that (see, e.g., [7, 21])

$$\sup_{|t| \leq 1} |K_n(t)| = K_n(1) = \frac{(n + 1)^2}{2},$$

we get

$$I_s = \int_{-1}^{1} \left| \frac{1}{2m + 1} K_{n-m}(t) \right| dt \leq C \neq C(n).$$

For the case $n - m < s \leq n + m$ we set for all $t \in [-1, 1]$

$$\mathbb{V}_s g(t) = \int_{-1}^{1} g(u) \left( \frac{1}{2m + 1} \sum_{r = n-m}^{s} K_r(t, u) \right) du, \quad g(t) := \text{sign} \left[ \sum_{r = n-m}^{s} K_r(t) \right],$$

and observe that $I_s = \mathbb{V}_s g(1)$.

Then, taking into account that $m \sim n \sim s \sim (n - m)$ follows from our assumptions, we can apply [22, Theorem 3.1], which yields

$$|I_s| = |\mathbb{V}_s g(1)| \leq \sup_{|t| \leq 1} |\mathbb{V}_s g(t)| \leq C \sup_{|t| \leq 1} |g(t)| = C \neq C(s, n, g),$$

and the statement follows.

In stating our main results we always assume the existence of a positive quadrature rule (1). By the next lemma we list some necessary conditions, which will be useful in the sequel.

**Lemma 3.2** If the quadrature rule (1) holds with positive weights $\lambda_i > 0$, $i = 1, \ldots, N$, and degree of exactness $\mu = 2n$, then we have

$$(n + 1)^2 < N, \quad \text{and} \quad \lambda_i \leq \frac{4\pi}{(n + 1)^2}, \quad i = 1, \ldots, N. \tag{36}$$

Moreover, for all $0 < \rho < 1$, we have

$$\|P\|_\infty \leq C \max_{1 \leq i \leq N} |P(\xi_i)|, \quad \forall P \in \mathbb{P}_{\lfloor \rho n \rfloor}, \quad C \neq C(P, n, N). \tag{37}$$

**Proof of Lemma 3.2**

In [14, p. 274] it has been already observed that a necessary condition for the existence of a positive quadrature rule of degree of exactness $2n$, based on $N$ points, is $(n + 1)^2 < N$, which is the first bound in (36).

In order to state the second bound in (36), for any $i = 1, \ldots, N$, we apply (1) to the non-negative polynomial $P(x) = \left[ \frac{K_n(x \cdot \xi_i)}{K_n(1)} \right]^2 \in \mathbb{P}_{2n}$, and using (34) and well-known properties of Legendre polynomials, we get

$$\lambda_i = \frac{\lambda_i \left[ \frac{K_n(\xi_i \cdot \xi_i)}{K_n(1)} \right]^2}{\left[ \frac{K_n(\xi_i \cdot \xi_i)}{K_n(1)} \right]^2} \leq \sum_{s=1}^{N} \lambda_{s} \left[ \frac{K_n(\xi_s \cdot \xi_i)}{K_n(1)} \right]^2 = \int_{S^2} \left[ \frac{K_n(x \cdot \xi_i)}{K_n(1)} \right]^2 d\sigma(x)$$

$$= \frac{2\pi}{[K_n(1)]^2} \int_{-1}^{1} K_n^2(x) dx = \frac{2\pi}{K_n(1)} = \frac{4\pi}{(n + 1)^2}.$$  

Finally, in order to prove (37), for any $n \in \mathbb{N}$ and $0 < \rho < 1$ we set

$$\theta := 1 - \rho, \quad m := \lfloor \theta n \rfloor,$$
so that we have \(|\rho n| = n - \lfloor \theta n \rfloor = n - m\).

Then, for all \(P \in \mathbb{P}_{\lfloor \rho n \rfloor} = \mathbb{P}_n^{n-m}\) and any \(x \in \mathbb{S}^2\), by means of (29), (1), (36), (13) and (32) we get

\[
|P(x)| = \left| \int_{\mathbb{S}^2} P(y) \left( \frac{1}{2m+1} \sum_{r=n-m}^{n+m} K_r(x \cdot y) \right) d\sigma(y) \right|
= \left| \sum_{i=1}^{N} \lambda_i P(\xi_i) \left( \frac{1}{2m+1} \sum_{r=n-m}^{n+m} K_r(x \cdot \xi_i) \right) \right|
\leq \max_{1 \leq i \leq N} |P(\xi_i)| \left( \sum_{i=1}^{N} \left| \lambda_i \left( \frac{1}{2m+1} \sum_{r=n-m}^{n+m} K_r(x \cdot \xi_i) \right) \right| \right)
\leq C \max_{1 \leq i \leq N} |P(\xi_i)| \left( \frac{1}{n^2} \sum_{i=1}^{N} \frac{1}{2m+1} \sum_{r=n-m}^{n+m} K_r(x \cdot \xi_i) \right)
\leq C \max_{1 \leq i \leq N} |P(\xi_i)| \left( \int_{\mathbb{S}^2} \frac{1}{2m+1} \sum_{r=n-m}^{n+m} K_r(x \cdot y) \right) d\sigma(y)
\leq C \max_{1 \leq i \leq N} |P(\xi_i)|.
\]

For proving the theorems of the previous section, it is useful to derive an explicit expression for least squares polynomial approximants \(\tilde{S}_n f\). To this aim, we recall that for all \(n \in \mathbb{N}\), by applying Gram–Schmidt orthogonalization process to the spherical harmonics basis of \(\mathbb{P}_n\), we can obtain a basis of \(\mathbb{P}_n\) orthonormal w.r.t. the discrete scalar product (7). Hence, for all \(n \in \mathbb{N}\), we assume \(\mathbb{P}_n = \text{span}\{I_r : r = 1, \ldots, (n+1)^2\}\) with

\[
<I_k, I_h>_{N} = \sum_{j=1}^{N} I_k(\xi_j) I_h(\xi_j) = \delta_{h, k} := \left\{ \begin{array}{ll} 1 & h = k \\ 0 & h \neq k \end{array} \right. , \quad h, k = 1, 2, \ldots \quad (38)
\]

Defining \(H_n(x, y)\) as

\[
H_n(x, y) := \sum_{r=1}^{(n+1)^2} I_r(x) I_r(y), \quad x, y \in \mathbb{S}^2,
\]

it is easy to check that the least squares polynomial \(\tilde{S}_n f\) can be written in explicit form as follows

\[
\tilde{S}_n f(x) = \sum_{i=1}^{N} f(\xi_i) H_n(x, \xi_i), \quad x \in \mathbb{S}^2.
\]

Consequently, by (17) we get

\[
P(x) = \sum_{i=1}^{N} P(\xi_i) H_n(x, \xi_i), \quad x \in \mathbb{S}^2, \quad \forall P \in \mathbb{P}_n,
\]

and the Lebesgue constants are explicitly given by

\[
||\tilde{S}_n|| = \sup_{x \in \mathbb{S}^2} \left[ \sum_{k=1}^{N} |H_n(x, \xi_k)| \right].
\]
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Finally let us prove that
\[ |H_n(\xi_i, \xi_j)| \leq \sum_{r=1}^{(n+1)^2} |I_r(\xi_i)I_r(\xi_j)| \leq 1, \quad \forall \xi_i, \xi_j \in X_N \quad \forall N \geq (n+1)^2. \quad (43) \]

Indeed, we note that the (rectangular) matrix \( I := [I_k(\xi_h)]_{k=1}^{(n+1)^2} \) formed by the orthonormal columns \( [I_k(\xi_1), \ldots, I_k(\xi_N)]^T, k = 1, \ldots, (n+1)^2 \), can be extended by additional columns to form a square orthogonal matrix \( Q = [Q_{h,k}]_{h,k=1}^{N} \) with \( Q_{h,k} = I_k(\xi_h), k = 1, 2, \ldots, (n+1)^2 \). Hence, we have
\[ \sum_{k=1}^{(n+1)^2} |I_k(\xi_i)|^2 \leq \sum_{k=1}^{N} |Q_{i,k}|^2 = 1, \quad i = 1, \ldots, N, \quad \forall N \geq (n+1)^2, \quad (44) \]

and consequently for all \( n \in \mathbb{N} \) s.t. \( (n+1)^2 \leq N \) and for any pair of nodes \( \xi_i, \xi_j \in X_N \), we get
\[ |H_n(\xi_i, \xi_j)| \leq \sum_{r=1}^{(n+1)^2} |I_r(\xi_i)I_r(\xi_j)| \leq \left( \sum_{r=1}^{(n+1)^2} |I_r(\xi_i)|^2 \right)^{\frac{1}{2}} \left( \sum_{r=1}^{(n+1)^2} |I_r(\xi_j)|^2 \right)^{\frac{1}{2}} \leq 1. \]

Using the previous results, in the next subsections we are going to prove the theorems of Section 2.

### 3.1 Proof of Theorem 2.3

By (42) it is sufficient to prove that \( \forall \xi \in \mathbb{S}^2 \) we have
\[ \sum_{k=1}^{N} |H_n(\xi, \xi_k)| \leq C \sqrt{n}, \quad C \neq C(n, N, \xi). \quad (45) \]

We first state (45) in the case that \( \xi \in X_N \) and then we are going to extend this property to all \( \xi \in \mathbb{S}^2 \).

Let \( \xi \in X_N \) be arbitrarily fixed. Using (29) with \( P(x) = H_n(\xi, x) \), and recalling that (1) holds with \( \mu = 2n \), we get
\[ H_n(\xi, \xi_k) = \int_{\mathbb{S}^2} H_n(\xi, y)K_n(\xi_k \cdot y)d\sigma(y) = \sum_{i=1}^{N} \lambda_i H_n(\xi, \xi_i)K_n(\xi_k \cdot \xi_i), \quad k = 1, \ldots, N. \]

On the other hand, supposing (without loss of generality) that the quadrature weights are such that
\[ \lambda_0 := 0 < \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_N, \quad (46) \]

if we apply the following summation by parts formula (with \( a_i = \lambda_i \))
\[ \sum_{i=1}^{N} a_i b_i = a_1 \sum_{i=1}^{N} b_i + \sum_{i=2}^{N} (a_i - a_{i-1}) \sum_{j=1}^{N} b_j, \quad (47) \]
For \( C \) we prove (48) by induction on \( i \). 

This proves the statement (45) in the case that \( \xi \). 

Indeed, recalling that \( A \) holds for all \( i \), we have

\[
\sum_{k=1}^{N} |H_{n}(\xi, \xi_{k})| = \sum_{k=1}^{N} \left| \sum_{i=1}^{N} \lambda_{i} H_{n}(\xi, \xi_{i}) K_{n}(\xi_{k} \cdot \xi_{i}) \right| 
\]

\[
= \sum_{k=1}^{N} \left| \sum_{i=1}^{N} (\lambda_{i} - \lambda_{i-1}) \sum_{j=i}^{N} H_{n}(\xi, \xi_{j}) K_{n}(\xi_{k} \cdot \xi_{j}) \right| 
\]

\[
\leq \sum_{i=1}^{N} (\lambda_{i} - \lambda_{i-1}) \sum_{k=1}^{N} \left| \sum_{j=i}^{N} H_{n}(\xi, \xi_{j}) K_{n}(\xi_{k} \cdot \xi_{j}) \right| 
\]

\[
\leq \left( \max_{1 \leq i \leq N} \sum_{k=1}^{N} \left| \sum_{j=i}^{N} H_{n}(\xi, \xi_{j}) K_{n}(\xi_{k} \cdot \xi_{j}) \right| \right) \left( \sum_{i=1}^{N} \lambda_{i} - \lambda_{i-1} \right) 
\]

\[
= \lambda_{N} \left( \max_{1 \leq i \leq N} \sum_{k=1}^{N} \left| \sum_{j=i}^{N} H_{n}(\xi, \xi_{j}) K_{n}(\xi_{k} \cdot \xi_{j}) \right| \right) 
\]

\[
\leq \frac{C}{n^{2}} \left( \max_{1 \leq i \leq N} \sum_{k=1}^{N} \left| \sum_{j=i}^{N} H_{n}(\xi, \xi_{j}) K_{n}(\xi_{k} \cdot \xi_{j}) \right| \right). 
\]

Hence, (45) is proved if we show that

\[
A_{i} := \frac{1}{n^{2}} \sum_{k=1}^{N} \sum_{j=i}^{N} H_{n}(\xi, \xi_{j}) K_{n}(\xi_{k} \cdot \xi_{j}) \leq C \sqrt{n} \tag{48} 
\]

holds for all \( i = 1, \ldots, N, \) with \( C \neq C(i, n, N, \xi) \). 

We prove (48) by induction on \( i \) and from now on in this proof we always mean that \( C \neq C(i, n, N, \xi) \).

For \( i = 1 \), by means of (41), (13) and (30), we have

\[
A_{1} = \frac{1}{n^{2}} \sum_{k=1}^{N} \left| \sum_{j=1}^{N} H_{n}(\xi, \xi_{j}) K_{n}(\xi_{k} \cdot \xi_{j}) \right| = \frac{1}{n^{2}} \sum_{k=1}^{N} \left| K_{n}(\xi_{k} \cdot \xi_{1}) \right| 
\]

\[
\leq C \int_{S^{2}} |K_{n}(\boldsymbol{y} \cdot \xi)| d\sigma(\boldsymbol{y}) \leq C \sqrt{n}. 
\]

Now, let us assume that \( A_{i} \leq C \sqrt{n} \) and prove \( A_{i+1} \leq C \sqrt{n} \).

Indeed, recalling that \( \xi \in X_{N} \), we can apply (43), and using also (13) and (30), we get

\[
A_{i+1} = \frac{1}{n^{2}} \sum_{k=1}^{N} \left| \sum_{j=i}^{N} H_{n}(\xi, \xi_{j}) K_{n}(\xi_{k} \cdot \xi_{j}) - H_{n}(\xi, \xi_{i}) K_{n}(\xi_{k} \cdot \xi_{i}) \right| 
\]

\[
\leq A_{i} + \frac{1}{n^{2}} \sum_{k=1}^{N} |H_{n}(\xi, \xi_{i}) K_{n}(\xi_{k} \cdot \xi_{i})| \leq A_{i} + \frac{1}{n^{2}} \sum_{k=1}^{N} \left| K_{n}(\xi_{k} \cdot \xi_{i}) \right| 
\]

\[
\leq A_{i} + C \int_{S^{2}} |K_{n}(\boldsymbol{y} \cdot \xi_{i})| d\sigma(\boldsymbol{y}) \leq A_{i} + C \sqrt{n} \leq C \sqrt{n}. 
\]

This proves the statement (45) in the case that \( \xi \in X_{N} \).
For arbitrary $\xi \in \mathbb{S}^2$, we reason analogously, but we start applying (29) to the polynomials $P(x) = H_n(x, \xi_k)$, with $k = 1, \ldots, N$. In this way, by (47) and (46) we get

$$\sum_{k=1}^{N} |H_n(\xi, \xi_k)| \leq \lambda_N \left( \max_{1 \leq i \leq N} \sum_{k=1}^{N} \lambda_i H_n(\xi, \xi_k)K_n(\xi \cdot \xi_i) \right) \leq \lambda_N \left( \max_{1 \leq i \leq N} \sum_{k=1}^{N} H_n(\xi_j, \xi_k)K_n(\xi \cdot \xi_j) \right) \leq \frac{C}{n^2} \left( \max_{1 \leq i \leq N} \sum_{k=1}^{N} H_n(\xi_j, \xi_k)K_n(\xi \cdot \xi_j) \right).$$

Then, set

$$B_i := \frac{1}{n^2} \sum_{k=1}^{N} \sum_{j=i}^{N} H_n(\xi_j, \xi_k)K_n(\xi \cdot \xi_j), \quad i = 1, \ldots, N,$$

we note that similarly to $A_i$ we have

$$B_1 = \frac{1}{n^2} \sum_{k=1}^{N} \sum_{j=1}^{N} H_n(\xi_j, \xi_k)K_n(\xi \cdot \xi_j) = \frac{1}{n^2} \sum_{k=1}^{N} |K_n(\xi \cdot \xi_k)| \leq C \sqrt{n}.$$ Moreover, recalling (35) and taking into account that we have already proved (45) with $\xi = \xi_i \in X_N$, we get

$$B_{i+1} \leq B_i + \frac{1}{n^2} \sum_{k=1}^{N} |H_n(\xi_i, \xi_k)K_n(\xi \cdot \xi_i)| \leq B_i + C \sum_{k=1}^{N} |H_n(\xi_i, \xi_k)| \leq B_i + C \sqrt{n}.$$ Hence the statement (45) follows by induction in the case $\xi \in \mathbb{S}^2$ too.

### 3.2 Proof of Theorem 2.4

Let be arbitrarily fixed $0 < \theta < 1$ and $f$ such that $\|f\|_{\infty} < \infty$. Set $m = \lfloor \theta n \rfloor$ and

$$\tilde{v}_n^m(x, y) := \frac{1}{2m+1} \sum_{r=m-n}^{n+m} H_r(x, y), \quad x, y \in \mathbb{S}^2,$$

by (23) and (40), we have

$$\tilde{V}_n^m f(x) = \sum_{k=1}^{N} f(\xi_k)\tilde{v}_n^m(x, \xi_k), \quad x \in \mathbb{S}^2.$$ (50)

Taking into account that the assumptions of Lemma 3.2 are satisfied with $n$ replaced by $2n$, and that

$$\deg(\tilde{V}_n^m f) = n + m = \lfloor (1 + \theta)n \rfloor = \left\lfloor \frac{1 + \theta}{2} \right\rfloor 2n < 2n,$$

we can apply (37) to $P = \tilde{V}_n^m f \in \mathbb{P}_{\lfloor 2n \rho \rfloor}$ with $\rho = (1 + \theta)/2$. In this way, by (50) we deduce that

$$\|\tilde{V}_n^m f\|_{\infty} \leq C \max_{1 \leq i \leq N} \left| \tilde{V}_n^m f(\xi_i) \right| = C \max_{1 \leq i \leq N} \left| \sum_{k=1}^{N} f(\xi_k)\tilde{v}_n^m(\xi_i, \xi_k) \right| \leq C \left( \max_{1 \leq k \leq N} \left| f(\xi_k) \right| \right) \left( \max_{1 \leq i \leq N} \sum_{k=1}^{N} \left| \tilde{v}_n^m(\xi_i, \xi_k) \right| \right).$$
Hence, we are going to get the statement by proving that

\[ \Sigma := \sum_{k=1}^{N} \left| \sum_{r=n-m}^{n+m} \frac{1}{2m+1} H_r(\xi, \xi_k) \right| \leq C, \quad \forall \xi \in X_N, \tag{51} \]

where from now on in this proof we assume that \( C \neq C(n, N, \xi) \).

Let \( \xi \in X_N \) be arbitrarily fixed. Note that for \( r = n - m, \ldots, n + m \), if we use \( 29 \) with \( P(x) = H_r(\xi, x) \), and then apply \( 1 \) with \( P(x) = H_r(\xi, x) K_r(\xi_k \cdot x) \in \mathbb{P}_{2(n+m)} \subset \mathbb{P}_{4n} \), we obtain

\[
H_r(\xi, \xi_k) = \int_{\mathbb{R}^2} H_r(\xi, y) K_r(\xi_k \cdot y) d\sigma(y) = \sum_{i=1}^{N} \lambda_i H_r(\xi, \xi_i) K_r(\xi_k \cdot \xi_i), \quad k = 1, \ldots, N.
\]

Consequently, supposing that \( 46 \) holds, if we use \( 47 \) (with \( a_i = \lambda_i \)) and \( 36 \), we get

\[
\Sigma := \sum_{k=1}^{N} \left| \sum_{r=n-m}^{n+m} \frac{1}{2m+1} H_r(\xi, \xi_k) \right| = \sum_{k=1}^{N} \left| \sum_{r=n-m}^{n+m} \lambda_i H_r(\xi, \xi_i) K_r(\xi_k \cdot \xi_i) \right| = \sum_{k=1}^{N} \lambda_1 \left( \sum_{r=n-m}^{n+m} H_r(\xi, \ xi_i) K_r(\xi_k \cdot \xi_i) \right)
\leq \sum_{k=1}^{N} \left( \sum_{r=n-m}^{n+m} H_r(\xi, \ xi_i) K_r(\xi_k \cdot \xi_i) \right) \leq \lambda_N \left( \max_{1 \leq i \leq N} \left( \sum_{r=n-m}^{n+m} H_r(\xi, \ xi_j) K_r(\xi_k \cdot \xi_j) \right) \right) \leq \frac{C}{n^2} \left( \max_{1 \leq i \leq N} \left( \sum_{r=n-m}^{n+m} H_r(\xi, \ xi_j) K_r(\xi_k \cdot \xi_j) \right) \right).
\]

Thus, similarly to the previous subsection, we set

\[
A_i := \frac{1}{n^2} \sum_{k=1}^{N} \left| \sum_{r=n-m}^{n+m} \frac{1}{2m+1} H_r(\xi, \xi_j) K_r(\xi_k \cdot \xi_j) \right|, \quad i = 1, \ldots, N,
\]

and by induction on \( i \) we are going to prove that \( A_i \leq C \).

For \( i = 1 \), by means of \( 41 \), \( 13 \) and \( 32 \), we get

\[
A_1 := \frac{1}{n^2} \sum_{k=1}^{N} \left| \sum_{r=n-m}^{n+m} \frac{1}{2m+1} \left( \sum_{j=1}^{N} H_r(\xi, \xi_j) K_r(\xi_k \cdot \xi_j) \right) \right| = \frac{1}{n^2} \sum_{k=1}^{N} \left| \sum_{r=n-m}^{n+m} K_r(\xi_k \cdot \xi) \right| \leq C \int_{\mathbb{R}^2} \left| \sum_{r=n-m}^{n+m} K_r(\xi_k \cdot \xi) \right| d\sigma(y) \leq C.
\]

17
In order to prove that \( A_i \leq C \implies A_{i+1} \leq C \), we note that by (13)

\[
A_{i+1} := \frac{1}{n^2} \sum_{k=1}^{N} \left| \frac{1}{2m+1} \sum_{r=n-m}^{n+m} \left( \sum_{j=i}^{N} H_r(\xi, \xi_j) K_r(\xi_k \cdot \xi_j) - H_r(\xi, \xi_i) K_r(\xi_k \cdot \xi_i) \right) \right|
\]

\[
\leq A_i + \frac{1}{n^2} \sum_{k=1}^{N} \left| \frac{1}{2m+1} \sum_{r=n-m}^{n+m} H_r(\xi, \xi_i) K_r(\xi_k \cdot \xi_i) \right|
\]

\[
\leq A_i + C \int_{\mathbb{S}^2} \left| \frac{1}{2m+1} \sum_{r=n-m}^{n+m} H_r(\xi, \xi_i) K_r(\eta \cdot \xi_i) \right| d\sigma(\eta).
\]

On the other hand, by means of the following summation by part formula

\[
\sum_{r=\nu}^{\mu} a_r b_r = a_{\mu} \sum_{r=\nu}^{\mu} b_r + \sum_{r=\nu}^{\mu-1} (a_r - a_{r+1}) \sum_{s=\nu}^{r} b_r,
\]

for any \( i = 1, \ldots, N \), we have

\[
\sum_{r=n-m}^{n+m} H_r(\xi, \xi_i) K_r(\eta \cdot \xi_i) = H_{n+m}(\xi, \xi_i) \sum_{r=n-m}^{n+m} K_r(\eta \cdot \xi_i) +
\]

\[
+ \sum_{r=n-m}^{n+m-1} [H_r(\xi, \xi_i) - H_{r+1}(\xi, \xi_i)] \sum_{s=n-m}^{r} K_s(\eta \cdot \xi_i),
\]

and consequently by (43) and Lemma 3.1 we get

\[
\int_{\mathbb{S}^2} \left| \frac{1}{2m+1} \sum_{r=n-m}^{n+m} H_r(\xi, \xi_i) K_r(\eta \cdot \xi_i) \right| d\sigma(\eta)
\]

\[
\leq \left| H_{n+m}(\xi, \xi_i) \right| \int_{\mathbb{S}^2} \left| \frac{1}{2m+1} \sum_{r=n-m}^{n+m} K_r(\eta \cdot \xi_i) \right| d\sigma(\eta)
\]

\[
+ \sum_{r=n-m}^{n+m-1} \left| H_r(\xi, \xi_i) - H_{r+1}(\xi, \xi_i) \right| \int_{\mathbb{S}^2} \left| \frac{1}{2m+1} \sum_{s=n-m}^{r} K_s(\eta \cdot \xi_i) \right| d\sigma(\eta)
\]

\[
\leq \left( \sup_{n-n \leq r \leq n+m} \int_{\mathbb{S}^2} \left| \frac{1}{2m+1} \sum_{s=n-m}^{r} K_s(\eta \cdot \xi_i) \right| d\sigma(\eta) \right) \cdot
\]

\[
\cdot \left( \left| H_{n+m}(\xi, \xi_i) \right| + \sum_{r=n-m}^{n+m-1} \left| H_r(\xi, \xi_i) - H_{r+1}(\xi, \xi_i) \right| \right)
\]

\[
\leq C \left( \left| H_{n+m}(\xi, \xi_i) \right| + \sum_{r=n-m}^{n+m-1} \left| H_r(\xi, \xi_i) - H_{r+1}(\xi, \xi_i) \right| \right)
\]

\[
= C \left| \sum_{k=1}^{n+m+1} I_k(\xi) I_k(\xi_i) \right| + C \sum_{r=n-m}^{n+m-1} \left| \sum_{k=(r+1)^2+1}^{(r+2)^2} I_k(\xi) I_k(\xi_i) \right|
\]

\[
\leq C \sum_{k=1}^{(n+m+1)^2} \left| I_k(\xi) I_k(\xi_i) \right|.
\]
Summing up, we have got
\[
A_{i+1} \leq A_i + C \int_{\mathbb{S}^2} \left| \frac{1}{2m+1} \sum_{r=n-m}^{n+m} H_r(\xi, \xi_i) K_r(y \cdot \xi_i) \right| d\sigma(y)
\]
\[
\leq A_i + C \sum_{k=1}^{(n+m+1)^2} |I_k(\xi)I_k(\xi_i)|,
\]
where by our assumptions and by Lemma 3.2 (with \(n\) replaced by \(2n\)) it is \((n + m + 1)^2 < (2n + 1)^2 < N\). Consequently (44) holds with \(n\) replaced by \(n + m\) and for all \(\xi \in X_N\), we have
\[
\sum_{k=1}^{(n+m+1)^2} |I_k(\xi)I_k(\xi_i)| \leq \left( \sum_{k=1}^{(n+m+1)^2} |I_k(\xi)|^2 \right)^{\frac{1}{2}} \left( \sum_{k=1}^{(n+m+1)^2} |I_k(\xi_i)|^2 \right)^{\frac{1}{2}} \leq 1.
\]
Hence we deduce that \(A_{i+1} \leq A_i + C\), with \(C \neq C(i, n, N, \xi)\).

Consequently \(\limsup_{n \to \infty} A_{i+1} = +\infty\) implies \(\limsup_{n \to \infty} A_i = +\infty\), i.e., the statement follows.

\[\square\]

4 Conclusions

We considered the polynomial approximation of a function \(f\) on the unit Euclidean sphere \(\mathbb{S}^2 \subset \mathbb{R}^3\), by using samples of \(f\) at a discrete point set \(X_N = \{\xi_1, \ldots, \xi_N\} \subset \mathbb{S}^2\).

Under the assumption that the points in \(X_N\) satisfy the Marcinkiewicz type inequality (12) and they are nodes of a positive weighted quadrature rule of suitable degree of exactness, we proved that we can use the least squares polynomial approximant \(\tilde{S}_n f\) in (16) and the mean \(\tilde{V}_m^nf\) of least squares approximants given in (23) as an alternative to the hyperinterpolation polynomial \(L_nf\) in (21) and the filtered hyperinterpolation polynomial \(V_{n,m}f\) in (26) respectively.

Indeed by Theorems 2.3 and 2.4 we showed that they have a comparable approximation degree w.r.t. uniform norms, that is, denoted by \(E_n(f)\) the error of best uniform approximation of \(f\) by spherical polynomials of degree at most \(n\), similarly to hyperinterpolation, we have
\[
E_n(f) \leq \|f - \tilde{S}_n f\|_\infty \leq C\sqrt{n}E_n(f), \quad C \neq C(n, f),
\]
and analogously to filtered hyperinterpolation, for any \(0 < \theta < 1\) and \(m = \lfloor \theta n \rfloor\), we get
\[
E_{n+m}(f) \leq \|f - \tilde{V}_n^m f\|_\infty \leq CE_{n-m}(f), \quad C \neq C(n, f).
\]

These theoretical results were illustrated by numerical experiments.

In the case of functions almost everywhere smooth, apart from some isolated points of singularity, it is known that the Gibbs phenomenon occurs by using least squares as well as hyperinterpolation polynomials. By a numerical experiment we showed that this phenomenon can be strongly reduced if we consider the mean \(\tilde{V}_m^nf\). Keeping \(n\) unchanged (which is strictly related to the number \(N\) of data) we appropriately modulate the range of action \(m\) of the mean by suitably varying the parameter \(\theta\) from the limiting value \(\theta = 0\), which corresponds to simple least squares approximation (suggested for very smooth
functions) to the limiting value $\theta = 1$, which in practice corresponds to the Fejér mean of least squares polynomials.
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