Abstract

In this chapter we prove that antitrees with suitable growth properties are examples of infinite graphs exhibiting strictly positive curvature in various contexts: in the normalized and non-normalized Bakry–Émery setting as well as in the Ollivier–Ricci curvature case. We also show that these graphs do not have global positive lower curvature bounds, which one would expect in view of discrete analogues of the Bonnet–Myers theorem. The proofs in the different settings require different techniques.

2.1 Introduction and Results

The main protagonists in this chapter are antitrees. While these examples had been studied already in 1988, they were given the name antitree in talks by Radoslaw Wojciechowski around 2010. A proper definition of antitrees, in their most general form, appeared first in [19]. Like in the case of a tree, the vertices of an antitree are partitioned in generations $V_i$, with the first generation $V_1$ called its root set. While trees are connected graphs with as few connections as possible between subsequent generations, antitrees have the maximal number of connections. More precisely, antitrees are simple (i.e., no loops and no multiple edges), connected graphs such that

(i) any root vertex $x \in V_1$ is connected to all vertices in $V_2$, and no vertices in $V_k$, $k \geq 3$,

(ii) any vertex $x \in V_k$, $k \geq 2$, is connected to all vertices in $V_{k-1}$ and $V_{k+1}$, and no vertices in $V_l$, $|k - l| \geq 2$. 


Note that this definition allows for the possibility of edges between vertices of the same generation. We will refer to such edges as spherical edges. Edges between vertices of different generations are called radial edges. Any radial or spherical edge incident to a vertex in $V_1$ is called radial or spherical root-edge, respectively. All other edges are called inner edges.

Antitrees are particularly interesting examples with regard to stochastic completeness. Section 2.2, provided by Radoslaw Wojciechowki, gives a more in-depth look at the history of antitrees. In this chapter, we investigate curvature properties of antitrees. Relations between curvature asymptotics and stochastic completeness were investigated recently in [17] in the Bakry–Émery setting and in [22] in the Ollivier–Ricci curvature setting.

For our curvature considerations, we consider only antitrees where the induced subgraph of any one generation $V_k$ is complete, i.e., any two vertices in the same generation are neighbours. For any given finite or infinite sequence $(a_k)_{1 \leq k \leq N}, N \in \mathbb{N} \cup \{\infty\}$, the corresponding unique such antitree with $|V_k| = a_k$ for all $1 \leq k \leq N$ is denoted by $\mathcal{AT}((a_k))$. Note that in the case of a finite antitree, that is $N < \infty$, (ii) has to be understood in the case $k = N$ that any vertex $x \in V_N$ is connected to all vertices in $V_{N-1}$. Later in this introduction, we will only present results for infinite antitrees, but, since curvature is a local notion, we need only investigate curvatures of suitable finite antitrees for the proofs.

![Figure 2.1 The antitree $\mathcal{AT}((2, 3, 5))$](image-url)
Two particular curvature notions on graphs have been studied actively in recent years:

- **Bakry–Émery curvature** taking values on the vertices and based on Bochner’s formula with respect to a suitable graph Laplacian,
- **Ollivier–Ricci curvature** taking values on the edges and based on optimal transport of lazy random walks.

Basic graph theoretical notions are introduced in Section 2.3.1 and precise definitions of these curvature concepts are given in Sections 2.3.2 and 2.3.3, respectively.

For both curvature notions there are graph theoretical analogues of the fundamental Bonnet–Myers theorem for Riemannian manifolds with strictly positive Ricci curvature bounded away from zero.

Let us first consider Bakry–Émery curvature. Generally, on a combinatorial graph $G = (V, E)$ with vertex set $V$ and edge set $E$, the graph Laplacian on functions $f : V \to \mathbb{R}$ is of the form

$$
\Delta f(x) = \frac{1}{\mu(x)} \sum_{y \sim x} (f(y) - f(x)),
$$

with a vertex measure $\mu : V \to (0, \infty)$. In this chapter, we consider two specific choices of vertex measures:

- $\mu \equiv 1$, which we refer to as the **non-normalized case**,  
- $\mu(x) = d_x$ (the vertex degree of $x \in V$), which we refer to as the **normalized case**.

The corresponding discrete Bonnet–Myers theorems in both settings are as follows.

**Theorem 2.1.1** (see [21]) Let $G = (V, E)$ be a connected graph satisfying $CD(K, \infty)$ for some $K > 0$ in the non-normalized case and $d_x \leq D$ for all $x \in V$ and some finite $D$. Then $G$ is a finite graph and, furthermore,

$$
diam(G) \leq \frac{2D}{K}.
$$

**Theorem 2.1.2** (see [21]) Let $G = (V, E)$ be a connected graph satisfying $CD(K, \infty)$ for some $K > 0$ in the normalized case (possibly of unbounded vertex degree). Then $G$ is a finite graph and, furthermore,

$$
diam(G) \leq \frac{2}{K}.
$$
Ollivier–Ricci curvature depends upon an idleness parameter \( p \in [0, 1] \) describing the laziness of the associated random walk. Here, the discrete Bonnet–Myers theorem takes the following form.

**Theorem 2.1.3** (see [23]) Let \( G = (V, E) \) be a connected graph satisfying \( \kappa_p(x, y) \geq K > 0 \) for all \( x \sim y \) and a fixed idleness \( p \in [0, 1] \). Then \( G \) is a finite graph and, furthermore,

\[
\text{diam}(G) \leq \frac{2(1 - p)}{K}.
\]

(2.1.2)

These results give rise to the following natural questions:

- Do there exist examples of infinite connected graphs with strictly positive curvature? (That is, relaxing the condition of a uniform strictly positive lower curvature bound.)
- In the non-normalized case, does there exist an infinite connected graphs satisfying \( CD(K, \infty) \) for \( K > 0 \) of unbounded vertex degree?

This chapter provides a positive answer to the first question. In fact, we show that antitrees \( \mathcal{A}T((a_k)) \) with suitable growth properties of the infinite sequence \( (a_k) \) have strictly positive curvature for all curvature notions mentioned above. More precisely, we have the following in the Bakry–Émery curvature case.

**Theorem 2.1.4** In both the normalized and non-normalized setting, the infinite antitree \( \mathcal{A}T((k)) \) satisfies \( CD(K, \infty, x) \) for all vertices \( x \) with a family of constants \( K_x > 0 \) depending only on the generation of \( x \). Furthermore,

\[
\lim \inf_{k \to \infty, x \in V_k} K_x = 0.
\]

**Remark 2.1.5** In fact, the method of proof relies on some Maple calculations which can be extended to also provide the following results (without going into the details):

(i) **Linear growth:** The same curvature results hold true for the infinite antitrees \( \mathcal{A}T((1 + (k - 1)t)) \) with arbitrary \( t \in \mathbb{N} \).
(ii) **Exponential growth:** The same curvature results hold true for the infinite antitree \( \mathcal{A}T((2^{k-1})) \) in the normalized case and fail to satisfy \( CD(0, \infty) \) in the non-normalized case.

Due to Bakry–Émery curvature being a local property, in order to calculate the curvatures \( K_{G,x}(\infty) \) of vertices \( x \) in the first two generations of \( G = \mathcal{A}T((2^{k-1})) \) as defined later in (2.3.1), it is sufficient to consider the
Figure 2.2 Normalized curvature $K_{G,x}(\infty)$

Figure 2.3 Non-normalized curvature $K_{G,x}(\infty)$

dgraph presented in Figures 2.2 and 2.3 (spherical edges of 2-spheres around a vertex do not contribute to the curvature, see [7]). These figures are in agreement with the statements in Remark 2.1.5(ii).
Now we consider Ollivier–Ricci curvature. Here our main result is the following.

**Theorem 2.1.6** Let $G = AT((a_k))$ be an infinite anttree with $1 = a_1$ and $a_{k+1} \geq a_k$ for all $k \in \mathbb{N}$ and $x, y$ be neighbouring vertices in $G$.

- **Radial root edges:** If $x \in V_1$ and $y \in V_2$:
  \[
  \kappa_p(x, y) = \begin{cases} 
  \frac{a_2-1}{a_2+a_3} + \frac{a_2+2a_3+1}{a_2+a_3} p, & \text{if } p \in \left[0, \frac{1}{a_2+a_3+1}\right], \\
  \frac{a_2+1}{a_2+a_3}(1-p), & \text{if } p \in \left[\frac{1}{a_2+a_3+1}, 1\right]. 
  \end{cases}
  \]

- **Radial edges:** If $x \in V_k$ and $y \in V_{k+1}$, $k \geq 2$, $p \in [0, 1]$:
  \[
  \kappa_p(x, y) = \left(\frac{2a_k+a_{k+1}-1}{a_k+a_{k+1}+a_{k+2}-1} - \frac{2a_{k-1}+a_k-1}{a_{k-1}+a_k+a_{k+1}-1}\right)(1-p).
  \]

- **Spherical edges:** If $x, y \in V_k$, $x \neq y$, $k \geq 2$:
  \[
  \kappa_p(x, y) = \begin{cases} 
  \frac{a_{k-1}+a_k+a_{k+1}}{a_{k-1}+a_k+a_{k+1}}^2 + \frac{a_{k-1}+a_k+a_{k+1}}{a_{k-1}+a_k+a_{k+1}-1} p, & \text{if } p \in \left[0, \frac{1}{a_{k-1}+a_k+a_{k+1}}\right], \\
  \frac{a_{k-1}+a_k+a_{k+1}}{a_{k-1}+a_k+a_{k+1}-1}(1-p), & \text{if } p \in \left[\frac{1}{a_{k-1}+a_k+a_{k+1}}, 1\right].
  \end{cases}
  \]

Let us consider special cases.

**Corollary 2.1.7** (Linear growth) Let $G = AT((1+(k-1)t))$, $t \in \mathbb{N}$ arbitrary. Then

\[
\kappa_0(x, y) = \begin{cases} 
  \frac{t}{3t+2} & \text{for } x \in V_1, y \in V_2, \\
  \frac{6t^2}{(3kt+2)(3kt+2-3t)} & \text{for } x \in V_k, y \in V_{k+1}, \\
  1 - \frac{1}{3kt+2-3t} & \text{for } x, y \in V_k, x \neq y, k \geq 2.
  \end{cases}
\]

In particular, $\kappa_0$ of radial edges decays asymptotically like $\frac{2}{3kt}$ as $k \to \infty$.

**Corollary 2.1.8** (Exponential growth) We have for $G = AT((r^{k-1}))$, $r \in \mathbb{N}$:

\[
\kappa_0(x, y) = \begin{cases} 
  \frac{r-1}{r(r+1)} & \text{for } x \in V_1, y \in V_2, \\
  \frac{(r-1)^2(r+1)r^{k-2}}{(r^k+r^{k-1}+r^{k-2}-1)(r^{k+1}+r^k+r^{k-1}-1)} & \text{for } x \in V_k, y \in V_{k+1}, \\
  1 - \frac{1}{r^k+r^{k-1}+r^{k-2}-1} & \text{for } x, y \in V_k, x \neq y, k \geq 2.
  \end{cases}
\]

In particular, $\kappa_0$ of radial edges decays asymptotically like $\frac{1}{r^k}$ as $k \to \infty$.

**Remark 2.1.9** Note that for any finite sequence $(a_k)_{1 \leq k \leq N}$, $N \geq 2$, with $1 = a_1$ and $a_{k+1} \geq a_k$ for all $1 \leq k \leq N$, we can find a large enough $a_{N+1} \geq a_N$ such that $\kappa_0(x, y) < 0$ for $x \in V_{N-1}$ and $y \in V_N$. 


The chapter is organised as follows: We start with some historical comments on antitrees in Section 2.2 which was provided by Radosław Wojciechowski. Section 2.3 introduces the readers into Bakry–Émery curvature and Ollivier–Ricci curvature. The following two Sections 2.4 and 2.5 present the concrete curvature investigations in both settings. Appendices A, B, and C provide the Maple code used for the results in Section 2.4.

### 2.2 A (Partial) History of Antitrees

To our knowledge, the first known appearance of an antitree is the case of $|S_r| = r + 1$ in the article of Dodziuk and Karp [8]. They study the normalized Laplacian $\Delta$ and give conditions for transience of the simple random walk in terms of $r \Delta r$ where $r$ is the distance to a vertex. It appears in [8, Example 2.5] as a case of a transient graph with bottom of the spectrum 0 whose Green’s function decays like $1/r$. The same antitree appears in the article of Weber [24]. Weber extends the result of Dodziuk and Mathai [9] concerning the stochastic completeness of the semigroup associated with the non-normalized Laplacian $\Delta$. Indeed, Dodziuk/Mathai prove stochastic completeness in the case of bounded vertex degree. Weber improves this result to give stochastic completeness in the case of $\Delta r \geq K$ for some constant $K$. The antitree mentioned above is then given as an example of a graph whose vertex degree is unbounded but which satisfies $\Delta r \geq K$ (see [24, Figure 1, p. 156]).

The general case of antitrees with arbitrary spherical growth $|S_r| = f(r)$ where $f$ is any natural number-valued function is considered in [25, Example 4.11]. There it is shown that antitrees are stochastically complete if and only if

$$\sum_r \frac{\sum_{k=0}^{r} f(k)}{f(r)f(r+1)} = \infty.$$  

This is used to give a counter-example to a direct analogue to Grigor’yan’s result for stochastic completeness of manifolds (see [13]). Indeed, Grigor’yan’s result says that any stochastically incomplete manifold must have super-exponential volume growth while the result above gives stochastically incomplete graphs which have only polynomial volume growth when the combinatorial graph metric is used. These examples give the smallest such examples in the combinatorial graph metric by a result of Huang, Grigor’yan and Masamune [12, Theorem 1.4], where the example (and name) of antitrees also appears. This might be the first time in print that the name is used and they refer to them as the ‘antitree of Wojciechowski’. A proper definition with the name of antitree first appears in [19, Definition 6.3]. Here the result on
stochastic completeness is generalized to all weakly spherically symmetric graphs of which the antitrees are but an example. Furthermore, it is shown that the non-normalized Laplacian $\Delta$ on any such stochastically incomplete antitree has positive bottom of the spectrum (see [19, Corollary 6.6]). This gives a counter-example to a direct analogue to a theorem of Brooks [5] which states that the bottom of the spectrum of the Laplacian on any manifold with sub-exponential volume growth is zero. This sparked an interest in applying intrinsic metrics as defined by Frank, Lenz, and Wingert in [10] to study the question involving volume growth on graphs of unbounded vertex degree. In particular, the analogue to Grigor’yan’s theorem was first proven in [11] (see also [18] for an analytic proof) while the analogue to Brooks’ theorem was shown in [16]. Since then, antitrees appear in a variety of places. Their spectral theory is thoroughly analysed by Breuer and Keller in [4]. Here it should be noted that the spectrum consists mainly of eigenvalues with compactly supported eigenfunctions and a further spectral component which can be singular continuous in certain cases. Antitrees are also used as a counterexample to a conjecture presented by Golenia and Schumacher in [14] concerning the deficiency indices of the adjacency matrix (see [15]). They are also used to show the utility of the new bottom of the spectrum estimate for a Cheeger constant involving intrinsic metrics in [1].

### 2.3 Definitions and Notations

#### 2.3.1 Basic Graph Theoretical Notations

Let $G = (V, E)$ be a locally finite connected simple combinatorial graph (that is, no loops and no multiple edges) with vertex set $V$ and edge set $E$. For any $x, y \in V$ we write $x \sim y$ if $\{x, y\} \in E$. The degree of a vertex $x \in V$ is denoted by $d_x$. Let $d : V \times V \to \mathbb{N} \cup \{0\}$ be the combinatorial distance function, i.e., $d(x, y)$ is the length of the shortest path from $x$ to $y$. For $x \in V$, the combinatorial spheres and balls of radius $r \geq 0$ around $x$ are denoted by

$$S_r(x) = \{y \in V \mid d(x, y) = r\},$$

$$B_r(x) = \{y \in V \mid d(x, y) \leq r\},$$

respectively. The diameter of $G$ is defined as

$$\text{diam}(G) = \sup\{d(x, y) \mid x, y \in V\} \in \mathbb{N} \cup \{0, \infty\}.$$
2.3.2 Bakry–Émery Curvature

As mentioned before, this curvature notion is rooted on Bochner’s formula using a Laplacian operator leading to the curvature-dimension inequality (CD-inequality for short). This approach was pursued by Bakry–Émery \[v\] via an elegant \(\Gamma\)-calculus and leads to a substitute of the lower Ricci curvature bound of the underlying space for much more general settings. (Some further information on the Bochner approach can be found, e.g., in \([7,\text{Remark}\ 1.3]\).)

Recall definition (2.1.1) of the normalized \((\mu(x) = d_x)\) and non-normalized Laplacian \((\mu \equiv 1)\) from the Introduction. Such a choice of Laplacian leads to the following operator \(\Gamma\) for all \(f, g : V \to \mathbb{R}\):

\[
\Gamma(f, g)(x) = \frac{1}{2}(\Delta(fg) - f\Delta g - g\Delta f)(x)
= \frac{1}{2\mu(x)} \sum_{y \sim x} (f(y) - f(x))(g(y) - g(x)).
\]

For simplicity, we always write \(\Gamma(f) := \Gamma(f, f)\). Iterating \(\Gamma\), we can define another operator \(\Gamma_2\), given by

\[
\Gamma_2(f, g)(x) = \frac{1}{2}(\Delta \Gamma(f, g) - \Gamma(f, \Delta g) - \Gamma(g, \Delta f))(x).
\]

Again, we abbreviate \(\Gamma_2(f) = \Gamma_2(f, f)\). The Bakry–Émery curvature is defined via these operators in the following way.

**Definition 2.3.1** Let \(K \in \mathbb{R}\) and \(N \in (0, \infty]\).

(i) The pointwise curvature dimension condition \(CD(K, N, x)\) for \(x \in V\) is defined by

\[
\Gamma_2(f)(x) \geq K\Gamma(f)(x) + \frac{1}{N}(\Delta f)^2(x), \quad \text{for any } f : V \to \mathbb{R}.
\]

(ii) The global curvature dimension condition \(CD(K, N)\) holds if and only if \(CD(K, N, x)\) holds for any \(x \in V\).

(iii) For any \(x \in V\), we define

\[
\mathcal{K}_{G,x}(N) := \sup\{K \in \mathbb{R} \mid CD(K, N, x)\}. \quad (2.3.1)
\]

In this chapter, we are only concerned with \(\infty\)-curvature, that is, \(N = \infty\). Following \([7,\text{Prop.}\ 2.1]\), the condition \(CD(K, \infty, x)\) is equivalent to

\[
\Gamma_2(x) \geq K\Gamma(x), \quad (2.3.2)
\]

where \(\Gamma_2(x)\) and \(\Gamma(x)\) are symmetric matrices of the corresponding quadratic forms evaluated at \(x \in V\). Since only local information needs to be taken
into account, they are of size $|B_2(x)| \times |B_2(x)|$ and $|B_1(x)| \times |B_1(x)|$, respectively, and to make sense of (2.3.2) the smaller size matrix must be padded with 0 entries. For more information in the non-normalized case, see [7, Sections 2.1–2.3]. The entries of these matrices in the general weighted case are explicitly given in [7, Section 12]. (Note that for the context of this chapter, the edge weights $w : E \to [0, \infty)$ take only values 0, 1 and reflect adjacency of vertices and the vertex measure $\mu : V \to (0, \infty)$ will only correspond to the normalized and non-normalized cases.)

The main tool to prove strictly positive curvature is [7, Corollary 2.7], that is, the following properties are equivalent:

- $\Gamma_2(x)$ is positive semi-definite with one-dimensional kernel,
- $K_{G,x}(\infty) > 0$.

[7, Corollary 2.7] covers only the non-normalized case, but one can easily check that the equivalence holds also in the setting of general vertex measures.

### 2.3.3 Ollivier–Ricci Curvature

As mentioned before, Ollivier–Ricci curvature is based on optimal transport. Ollivier–Ricci curvature was introduced in [23]. A fundamental concept in optimal transport is the Wasserstein distance between probability measures.

**Definition 2.3.2** Let $G = (V, E)$ be a locally finite graph. Let $\mu_1, \mu_2$ be two probability measures on $V$. The *Wasserstein distance* $W_1(\mu_1, \mu_2)$ between $\mu_1$ and $\mu_2$ is defined as

$$W_1(\mu_1, \mu_2) = \inf_{\pi} \sum_{y \in V} \sum_{x \in V} d(x, y)\pi(x, y),$$

where the infimum runs over all transportation plans $\pi : V \times V \to [0, 1]$ satisfying

$$\mu_1(x) = \sum_{y \in V} \pi(x, y), \quad \mu_2(y) = \sum_{x \in V} \pi(x, y).$$

The transportation plan $\pi$ moves a mass distribution given by $\mu_1$ into a mass distribution given by $\mu_2$, and $W_1(\mu_1, \mu_2)$ is a measure for the minimal effort which is required for such a transition.

If $\pi$ attains the infimum in (2.3.3) we call it an *optimal transport plan* transporting $\mu_1$ to $\mu_2$. 
We define the following probability distributions $\mu_x$ for any $x \in V$, $p \in [0, 1]$:

$$
\mu^p_x(z) = \begin{cases} 
p, & \text{if } z = x, \\
\frac{1-p}{d_x}, & \text{if } z \sim x, \\
0, & \text{otherwise}.
\end{cases}
$$

**Definition 2.3.3** The $p$-Ollivier–Ricci curvature on an edge $x \sim y$ in $G = (V, E)$ is

$$
\kappa_p(x, y) = 1 - W_1(\mu^p_x, \mu^p_y),
$$

where $p \in [0, 1]$ is called the *idleness*.

The Ollivier–Ricci curvature introduced by Lin–Lu–Yau in [20] is defined as

$$
\kappa_{LLY}(x, y) = \lim_{p \to 1} \kappa_p(x, y) \frac{1}{1 - p}.
$$

A fundamental concept in the optimal transport theory and vital to our work is Kantorovich duality. First we recall the notion of 1-Lipschitz functions and then state Kantorovich duality.

**Definition 2.3.4** Let $G = (V, E)$ be a locally finite graph, $\phi : V \to \mathbb{R}$. We say that $\phi$ is 1-Lipschitz if

$$
|\phi(x) - \phi(y)| \leq d(x, y)
$$

for all $x, y \in V$. Let $1\text{-Lip}$ denote the set of all 1-Lipschitz functions.

Note that, by triangle inequality, $\phi$ is 1-Lipschitz iff $|\phi(x) - \phi(y)| \leq 1$ for all pairs $x \sim y$.

**Theorem 2.3.5** (Kantorovich duality) Let $G = (V, E)$ be a locally finite graph. Let $\mu_1, \mu_2$ be two probability measures on $V$. Then

$$
W_1(\mu_1, \mu_2) = \sup_{\phi : V \to \mathbb{R}} \sum_{x \in V} \phi(x)(\mu_1(x) - \mu_2(x)).
$$

If $\phi \in 1\text{-Lip}$ attains the supremum we call it an optimal Kantorovich potential transporting $\mu_1$ to $\mu_2$.

The following result on some properties of $p \mapsto \kappa_p(x, y)$ for $x \sim y$ and its consequences was useful in our curvature considerations.

**Theorem 2.3.6** (see [3]) Let $G = (V, E)$ be a locally finite graph. Let $x, y \in V$ with $x \sim y$. Then the function $p \mapsto \kappa_p(x, y)$ is concave and piecewise
linear over $[0, 1]$ with at most 3 linear parts. Furthermore $\kappa_p(x, y)$ is linear on the intervals

$$\left[0, \frac{1}{\text{lcm}(d_x, d_y) + 1}\right]$$

and

$$\left[\frac{1}{\text{max}(d_x, d_y) + 1}, 1\right].$$

Thus, if we have the further condition $d_x = d_y$, then $\kappa_p(x, y)$ has at most two linear parts.

### 2.4 Bakry–Émery Curvature of Antitrees

Let us first introduce some notation and a useful general fact (Lemma 2.4.1). The identity matrix of size $d$ is denoted by $\text{Id}_d$ and the all-zero and all-one matrix of size $d_1 \times d_2$ is denoted by $0_{d_1, d_2}$ and $J_{d_1, d_2}$, respectively. Moreover, if $d_1 = d_2$, we use the notation $J_{d_1} = J_{d_1, d_1}$, and if $d_2 = 1$, we use the notation $1_{d_1}$ for the all-one column vector of size $d_1$. Moreover, the standard base of column vectors in $\mathbb{R}^N$ is denoted by $e_1, \ldots, e_N$.

**Lemma 2.4.1** Let $d_1, \ldots, d_r \in \mathbb{N}$ and $A = (A_{ij})_{1 \leq i, j \leq r}$ be a symmetric matrix, where the $A_{ij}$ are block matrices of size $d_i \times d_j$ with $A_{ji} = A_{ij}^\top$. Assume that there exist constants $\alpha_i, \beta_i \in \mathbb{R}$ and $\gamma_{ij} = \gamma_{ji} \in \mathbb{R}$ such that, for $1 \leq i, j \leq r$, $j \neq i$,

$$A_{ii} = \alpha_i \text{Id}_{d_i} + \beta_i J_{d_i}$$

and

$$A_{ij} = \gamma_{ij} J_{d_i} J_{d_j}.$$

Let $A_{\text{red}} = (a_{ij})_{1 \leq i, j \leq r}$ be the $r \times r$-matrix given by $a_{ij} = I_{d_i}^\top A_{ij} I_{d_j}$, i.e., for $i \neq j$,

$$a_{ii} = \alpha_i d_i + \beta_i d_i^2,$$

$$a_{ij} = \gamma_{ij} d_i d_j.$$

For any vector $w = (w_1, \ldots, w_r)^\top \in \mathbb{R}^r$ let

$$\hat{w} := (w_1 I_{d_1}^\top, \ldots, w_r I_{d_r}^\top)^\top \in \mathbb{R}^d$$

with $d = \sum_{j=1}^r d_j$. Then we have the following two facts:

(a) For every $d_i \geq 2$, the $(d_i - 1)$-dimensional space

$$E_i = \left\{ \sum_{j=1}^{d_i} c_j e_{j+d} \mid \sum_{j=1}^{d_i} c_j = 0 \right\}$$

with $d = \sum_{j=1}^{i-1} d_j$ consists of eigenvectors to the eigenvalue $\alpha_i$. 
(b) For any \( w \in \mathbb{R}^r \), the corresponding vector \( \hat{w} \) is orthogonal to all spaces \( E_i \) in (a) and we have
\[
\hat{w}^\top A \hat{w} = w^\top A_{\text{red}} w.
\]

**Proof.** Choose a vector \( \hat{u} = (u_1, \ldots, u_r)^\top \in \mathbb{R}^d \) with \( u_j \in \mathbb{R}^{d_j} \) for \( 1 \leq j \leq r \). Then we have
\[
Au = \left( \sum_{j=1}^{r} A_{1j} u_j, \ldots, \sum_{j=1}^{r} A_{rj} u_j \right)^\top.
\]
Assume now that \( u_j = (c_{j1}, \ldots, c_{jd_j})^\top \in \mathbb{R}^{d_j} \) satisfies
\[
\sum_{k=1}^{d_j} c_{jk} = 0 \quad \text{for all } 1 \leq j \leq r. \tag{2.4.1}
\]
This implies that \( J_{d_i, d_j} u_j = 0 \) for all \( 1 \leq i, j \leq r \) and, therefore,
\[
\sum_{j=1}^{r} A_{ij} u_j = A_{ii} u_i = \alpha_i u_i,
\]
which proves (a).

For the proof of (b), we assume that \( w \in \mathbb{R}^r \) and \( \hat{w} \in \mathbb{R}^d \) are related as described in the lemma. It is then easy to see that \( \hat{w} \) is orthogonal to any vector \( u \) with components satisfying (2.4.1) and, therefore, to all eigenspaces \( E_i \). Moreover, we have
\[
\hat{w}^\top A \hat{w} = \sum_{i,j=1}^{r} \left( w_i 1_{d_i}^\top \right) A_{ij} \left( w_j 1_{d_j} \right) = \sum_{i,j=1}^{r} w_i w_j a_{ij} = w^\top A_{\text{red}} w.
\]
This finishes the proof of (b). \( \square \)

Now we start with our Bakry–Émery curvature considerations for antitrees. Due to localness of the Bakry–Émery curvature notion, we only need to consider \( K_{G,x}(\infty) \) for

(i) a vertex \( x \in V_3 \) in the finite antitree \( \mathcal{A}T((a, b, c, d, e)) \),
(ii) a vertex \( x \in V_2 \) in the finite antitree \( \mathcal{A}T((b, c, d, e)) \), and
(iii) a vertex \( x \in V_1 \) in the finite antitree \( \mathcal{A}T((c, d, e)) \).

The relevant results are given in the following theorems.

**Theorem 2.4.2** Let \( x \in V_3 \) be a vertex of the finite antitree \( G = \mathcal{A}T((a, b, c, d, e)) \). If
\[
a = n, \ b = n + 1, \ c = n + 2, \ d = n + 3, \text{ and } e = n + 4,
\]
we have in both the normalized and non-normalized case:

\[ K_{G,x}(\infty) > 0. \]

**Proof.** In this proof, we will keep the values \( a, b, c, d, e \) general as long as possible and only specify them towards the end of the proof. Let \( G = AT((a, b, c, d, e)), 1 \leq a \leq b < c \leq d \leq e \) and \( x \in V_3 \). To cover simultaneously both the normalized and non-normalized setting, we choose

\[
\epsilon_- = \frac{\mu(x)}{\mu(y_-)} - 1, \quad \epsilon_+ = \frac{\mu(x)}{\mu(y_+)} - 1,
\]

where \( y_- \in V_2 \) and \( y_+ \in V_4 \). (Note that \( \mu(z) \) depends only the generation of \( z \).) Using the results in [7, Section 12], a tedious but straightforward calculation shows the following: The matrix \( A = 4\mu(x)^2\Gamma_2(x) \) is of the following block structure \( A = (A_{ij})_{1 \leq i, j \leq 6} \) where the blocks correspond to an ordering of \( B_2(x) \) into the vertex sets \( \{x\}, V_3 \backslash \{x\}, V_4, V_2, V_5, V_1 \):

\[
\begin{align*}
A_{11} &= d_x (d_x + 3) + 3b\epsilon_- + 3d\epsilon_+, \\
A_{12} &= (-d_x + 3 + b\epsilon_- + d\epsilon_+) J_{1,c-1}, \\
A_{13} &= (-d_x + 3 + e) - (2 + c + e)\epsilon_+ J_{1,d}, \\
A_{14} &= (-d_x + 3 + a) - (2 + a + c)\epsilon_- J_{1,b}, \\
A_{15} &= (d + d\epsilon_+) J_{1,e}, \\
A_{16} &= (b + b\epsilon_-) J_{1,a}, \\
A_{22} &= (3(d_x + 1) + b\epsilon_- + d\epsilon_+) Id_{c-1} - 2J_{c-1}, \\
A_{23} &= -(2 + 2\epsilon_+) J_{c-1,d}, \\
A_{24} &= -(2 + 2\epsilon_-) J_{c-1,b}, \\
A_{25} &= 0_{c-1,e}, \\
A_{26} &= 0_{c-1,a}, \\
A_{33} &= (-b + 3c + 3d + 3e + (3c + 4d + 3e)\epsilon_+) Id_{d} - (2 + 4\epsilon_+) J_{d}, \\
A_{34} &= 2J_{d,b}, \\
A_{35} &= -(2 + 2\epsilon_+) J_{d,e}, \\
A_{36} &= 0_{d,a}, \\
A_{44} &= (3a + 3b + 3c - d + (3a + 4b + 3c)\epsilon_-) Id_{b} - (2 + 4\epsilon_-) J_{b}, \\
A_{45} &= 0_{b,e}, \\
A_{46} &= -(2 + 2\epsilon_-) J_{b,a}, \\
A_{55} &= (d + d\epsilon_+) Id_{e}, \\
A_{56} &= 0_{e,a}, \\
A_{66} &= (b + b\epsilon_-) Id_{a}.
\end{align*}
\]
Let $A_{\text{red}}$ be the corresponding reduced symmetric $6 \times 6$ matrix $A_{\text{red}} = (a_{ij})_{1 \leq i, j \leq 6}$, as defined in Lemma 2.4.1.

Recalling the equivalence at the end of Section 2.3.2, $K_{G,x}(\infty) > 0$ is equivalent to $A$ being positive semi-definite and having one-dimensional kernel. Lemma 2.4.1 provides the following eigenvalues and multiplicities of $A$.

- Since $\epsilon_-, \epsilon_+ > -1$ and $d_x = b + c + d - 1$,
  \[
  \alpha_2 = 3(d_x + 1_+ b \epsilon_- + d \epsilon_+) > 0
  \]
  is a positive eigenvalue of multiplicity $c - 2 \geq 0$.

- Note that in both normalized and non-normalized case we have $\epsilon_+ \geq \frac{b + c + d - 1}{c + d + 1} - 1$ and
  \[
  \alpha_3 = -b + 3c + 3d + 3e + (3c + 4d + 3e) \epsilon_+ \geq
  \frac{-b - d + 3c + 4d + 3e}{c + d + e - 1} (b + c + d - 1) > 0
  \]
  is a positive eigenvalue of multiplicity $d - 1 \geq 1$.

- Note that in both normalized and non-normalized case we have $\epsilon_- \geq 0$ and
  \[
  \alpha_4 = 3a + 3b + 3c - d + (3a + 4b + 3c) \epsilon_- \geq 3a + 3b + 3c - d > 0
  \]
  if $d < 3(a + b + c)$. This eigenvalue has multiplicity $b - 1 \geq 0$.

- Since $\epsilon_-, \epsilon_+ > -1$,
  \[
  \alpha_5 = d + d \epsilon_+ > 0 \quad \text{and} \quad \alpha_6 = b + b \epsilon_- > 0
  \]
  are both positive eigenvalues of multiplicities $e - 1 \geq 1$ and $a - 1 \geq 0$, respectively.

Moreover, it is easily checked that $A1_{a+b+c+d+e} = 0$. The orthogonal complement of the direct sum of the corresponding eigenspaces $E_i$ and $\mathbb{R}1_{a+b+c+d+e}$ is 5-dimensional and given by $\hat{W} = \{\hat{w} \mid w \in W\}$, where $(d_1, d_2, d_3, d_4, d_5, d_6) = (1, c - 1, d, b, e, a)$ and
\[
W := \{w \in \mathbb{R}^6, \sum_{i=1}^{6} w_i d_i = 0\}.
\]

Under the assumption $d < 3(a + b + c)$, $K_{G,x}(\infty) > 0$ is then equivalent to $A|\hat{W}$ being positive definite, which is equivalent to
\[
\hat{w}^\top A \hat{w} = w^\top A_{\text{red}} w > 0 \quad \text{for all} \ w \in W \{0\}. \quad (2.4.3)
\]
Now we choose \((a, b, c, d, e) = (n, n + 1, n + 2, n + 3, n + 4), n \in \mathbb{N}\). Then we have \(d < 3(a + b + c)\) and we consider the characteristic polynomial of \(A_{\text{red}}\), which is of the form

\[
\chi_n(t) = \det(t\text{Id}_5 - A_{\text{red}}) = t^6 - p_5(n)t^5 + p_4(n)t^4 - p_3(n)t^3 + p_2(n)t^2 - p_1(n)t,
\]

where \(p_i(n)\) are polynomials in the variable \(n\). (We do not have a constant term since \(\mathbb{R} \cdot 1_6\) lies in the kernel of \(A_{\text{red}}\).) A Maple calculation shows that all the \(p_i(n)\) are strictly positive for any value of \(n \in \mathbb{N}\) (see Appendix A for more details). This shows that we have \(\chi_n(t) > 0\) for all \(t < 0\), so \(A_{\text{red}}\) is positive semi-definite. Since \(p_1(n) > 0\), \(A_{\text{red}}\) has a one-dimensional kernel \(\mathbb{R} \cdot 1_6\).

Now we can show (2.4.3): Let \(w_0 = 1_6, w_1, \ldots, w_5 \in \mathbb{R}^6\) be a basis of eigenvectors of \(A_{\text{red}}\), i.e., \(A_{\text{red}}w_j = \lambda_j w_j\) with \(\lambda_j > 0\) for \(j \in \{1, \ldots, 5\}\). Any vector \(w \in W \setminus \{0\}\) is of the form \(w = \sum_{j=0}^5 c_j w_j\) with some \(c_{j_0} \neq 0, j_0 \in \{1, \ldots, 5\}\), since \(w_0 \not\in W\). This implies

\[
w^\top A_{\text{red}} w = \sum_{j=1}^{5} \lambda_j c_j^2 \geq \lambda_{j_0} c_{j_0}^2 > 0.
\]

\[\square\]

**Theorem 2.4.3** Let \(x \in V_2\) be a vertex of the finite antitree \(G = \mathcal{AT}(b, c, d, e)\). If \((c, d, e) = (1, 2, 3)\), we have in both the normalized and non-normalized case:

\[\mathcal{K}_{G,x}(\infty) > 0.\]

**Proof.** We consider again the matrix \(A = 4\mu(x)^2\Gamma_2(x)\) and choose right from the beginning \((b, c, d, e) = (1, 2, 3, 4)\). It can be checked that this time the matrix \(A\) is of the form \(A = (A_{ij})_{1 \leq i, j \leq 5}\) with \(A_{ij}\) as in the previous proof and \(a = 0\). As in the previous proof, we conclude that \(A\) has eigenvalues \(\alpha_3 = 27 + 30\epsilon_+ > 0\) of multiplicity 2 and \(\alpha_5 = 1 + \epsilon_+ > 0\) of multiplicity 3 and that \(A1_{10} = 0\). In this case, \(A_{\text{red}}\) is a symmetric \(5 \times 5\) matrix and its characteristic polynomial of \(A_{\text{red}}\) is (see Maple calculations in Appendix B)

\[
\chi(t) = \det(t\text{Id}_5 - A_{\text{red}}) = t^5 - \frac{471}{4}t^4 + \frac{118743}{32}t^3 - \frac{593811}{16}t^2 + \frac{3082725}{64}t
\]

in the normalized case and

\[
\chi(t) = t^5 - 132t^4 + 3684t^3 - 25562t^2 + 8640t
\]

in the non-normalized case. The same arguments as in the previous proof show that \(A\) is positive semi-definite with one-dimensional kernel, that is, \(\mathcal{K}_{G,x}(\infty) > 0.\) \[\square\]
Theorem 2.4.4 Let \( x \in V_1 \) be a vertex of the finite antitree \( G = AT(c, d, e) \). If \( (c, d, e) = (1, 2, 3) \), we have in both the normalized and non-normalized case:

\[
K_{G,x}(\infty) > 0.
\]

Proof. As in the previous proof, we consider the matrix \( A = 4\mu(x)^2\Gamma_2(x) \) and choose \( (c, d, e) = (1, 2, 3) \). This time \( A \) is of the form \( A = (A_{ij})_{i,j \in I} \) with \( I = \{1, 3, 4\} \) and \( A_{ij} \) as in the proof of Theorem 2.4.2 with \( a = b = 0 \).

As before, we conclude that \( A \) has a simple eigenvalue \( \alpha_3 = 18 + 20\epsilon_+ > 0 \) and a double eigenvalue \( \alpha_5 = 2 + 2\epsilon_+ > 0 \) and \( A1_6 = 0 \). \( A_{\text{red}} \) is now a symmetric \( 3 \times 3 \) matrix with characteristic polynomial (see Maple calculations in Appendix B)

\[
\chi(t) = t^3 - \frac{112}{5}t^2 + \frac{144}{5}t
\]

in the normalized case and

\[
\chi(t) = t^3 - 44t^2 + 72t
\]

in the non-normalized case. Similarly as before, this implies that \( A \) is positive semi-definite with one-dimensional kernel, that is, \( K_{G,x}(\infty) > 0 \). \( \square \)

Remark 2.4.5 Alternatively, Theorem 2.4.4 could be proved, in the non-normalized case, by employing the fact that the root of \( AT((1, 2, 3)) \) is \( S^1 \)-out regular. For the definition of this notion and the corresponding curvature calculation, see [7, Definition 1.5 and Theorem 5.7].

The above theorems imply that the infinite antitree \( AT((k)) \) has strictly positive Bakry–Émery curvature in all vertices. We finally prove that there is no uniform lower curvature bound.

Theorem 2.4.6 Let \( G = AT((k)) \) be the infinite antitree with vertex set \( V = \bigcup_{k=1}^{\infty} V_k \). Then we have both in the normalized and normalized setting

\[
\inf_{x \in V} K_{G,x}(\infty) = 0.
\]

Proof. Let us first consider the normalized setting. If we had \( \inf_{x \in V} K_{G,x}(\infty) = K > 0 \), then the discrete Bonnet–Myers theorem (Theorem 2.1.2 of the Introduction) would imply that \( G \) has bounded diameter, which is a contradiction. This argument does not work in the non-normalized setting. Let us now show in the non-normalized setting that

\[
\lim_{n \to \infty, x \in V_n} K_{G,x}(\infty) = 0.
\]
For $\delta > 0$, let $A(\delta, n) = 4(\Gamma_2(x) - \delta \Gamma(x))$ for an arbitrary vertex $x \in V_{n+2}$, $n \in \mathbb{N}$, with respect to the vertex order

$$B_2(x) = \{x\} \sqcup (V_{n+2}\setminus\{x\}) \sqcup V_{n+3} \sqcup V_{n+1} \sqcup V_{n+4} \sqcup V_n.$$ 

The entries of $2\Gamma(x)$ in the non-normalized setting are given in [7, (2.2)], and using this information, we see that that matrix $A(\delta, n)$ is of the following block structure $A(\delta, n) = (A_{ij}(\delta, n))_{1 \leq i, j \leq 6}$:

$$A_{11}(\delta, n) = (3n + 5)(3n + 8) - (6n + 10)\delta,$$
$$A_{12}(\delta, n) = (-3n - 8 + 2\delta)J_{1,n+1},$$
$$A_{13}(\delta, n) = (-4n - 12 + 2\delta)J_{1,n+3},$$
$$A_{14}(\delta, n) = (-4n - 8 + 2\delta)J_{1,n+1},$$
$$A_{15}(\delta, n) = (n + 3)J_{1,n+4},$$
$$A_{16}(\delta, n) = (n + 1)J_{1,n},$$
$$A_{22}(\delta, n) = (9n + 18 - 2\delta)Id_{n+1} - 2J_{n+1},$$
$$A_{23}(\delta, n) = -2J_{n+1,n+3},$$
$$A_{24}(\delta, n) = -2J_{n+1,n+1},$$
$$A_{25}(\delta, n) = 0_{n+1,n+4},$$
$$A_{26}(\delta, n) = 0_{n+1,n},$$
$$A_{33}(\delta, n) = (8n + 26 - 2\delta)Id_{n+3} - 2J_{n+3},$$
$$A_{34}(\delta, n) = 2J_{n+3,n+1},$$
$$A_{35}(\delta, n) = -2J_{n+3,n+4},$$
$$A_{36}(\delta, n) = 0_{n+3,n},$$
$$A_{44}(\delta, n) = (8n + 6 - 2\delta)Id_{n+1} - 2J_{n+1},$$
$$A_{45}(\delta, n) = 0_{n+1,n+4},$$
$$A_{46}(\delta, n) = -2J_{n+1,n},$$
$$A_{55}(\delta, n) = (n + 3)Id_{n+4},$$
$$A_{56}(\delta, n) = 0_{n+4,n},$$
$$A_{66}(\delta, n) = (n + 1)Id_n.$$

Let $\delta > 0$. Let $\lambda_j(\delta, n)$, $j \in \{1, \ldots, 5\}$ be the eigenvalues of the $6 \times 6$ matrix $A(\delta, n)_{red}$. The characteristic polynomial of $A(\delta, n)_{red}$ is of the form

$$\chi_{\delta,n}(t) = t^6 - p_5(\delta, n)t^5 + p_4(\delta, n)t^4 - p_3(\delta, n)t^3 + p_2(\delta, n)t^2 - p_1(\delta, n)t,$$

with polynomials $p_1, p_2, \ldots, p_5$, and a Maple calculation shows that

$$p_1(\delta, n) = -240\delta n^9 + q_8(\delta)n^8 + \cdots + q_1(\delta)n + q_0(\delta). \quad (2.4.4)$$
with polynomials \( q_0, q_1, \ldots, q_8 \) (see Appendix C). By Vieta’s formulas, we have

\[
p_1(\delta, n) = \left( \prod_{j=1}^{5} \lambda_j(\delta, n) \right),
\]

where \( \lambda_j(\delta, n), j = 1, \ldots, 5 \) are the eigenvalues (in ascending order) of \( A(\delta, n)_{\text{red}} \) restricted to the orthogonal complement to the eigenvector \( 1_6 \). We conclude from (2.4.4) that there exists \( k_0 > 0 \) with \( p_1(\delta, n) < 0 \) for all \( n \geq n_0 \), i.e., \( \lambda_1(\delta, n) < 0 \). Applying Lemma 2.4.1, we conclude

\[
(\tilde{w})^\top A(\delta, n) \tilde{w} = w^\top A(\delta, n)_{\text{red}} w = \lambda_1(\delta, n) \|w\|^2 < 0.
\]

This implies that \( K_{G,x}(\infty) \in (0, \delta) \) for every \( x \in V_{n+2} \) with \( n \geq n_0 \). □

### 2.5 Ollivier–Ricci Curvature of Antitrees

In this section, we calculate Ollivier–Ricci curvature for all idleness \( p \in [0, 1] \) and the Lin–Lu–Yau curvature of all types of edges in antitrees.

**Theorem 2.5.1** (Radial root-edges of an antitree) Let \( 1 \leq a \leq b \leq c, \{x, y\} \) a radial root edge of the antitree \( AT((a, b, c)) \), that is, \( x \in V_1, y \in V_2 \). Then we have:

(a) If \( a = 1 \),

\[
\kappa_p(x, y) = \begin{cases} 
\frac{b-1}{b+c} + \frac{b+2c+1}{b+c} p & \text{if } p \in \left[0, \frac{1}{b+c+1}\right], \\
\frac{b+1}{b+c}(1-p), & \text{if } p \in \left[\frac{1}{b+c+1}, 1\right].
\end{cases}
\]

Therefore,

\[
\kappa_{LLY}(x, y) = \frac{b+1}{b+c}.
\]

(b) If \( a \geq 3 \) or \( a = 2 \) and \( b < c \),

\[
k_p(x, y) = \frac{1}{(a+b-1)(a+b+c-1)} \begin{cases} 
((a+b-1)^2 - c(a-1)) + c(b + 2a - 2)p & \text{if } p \in \left[0, \frac{1}{a+b+c}\right], \\
(a+b)(a+b-1) - c(a-1))(1-p), & \text{if } p \in \left[\frac{1}{a+b+c}, 1\right].
\end{cases}
\]

Therefore,

\[
\kappa_{LLY}(x, y) = \frac{(a+b)(a+b-1) - c(a-1)}{(a+b-1)(a+b+c-1)}.
\]
(c) If \( a = 2, b = c \),

\[
\kappa_p(x, y) = \begin{cases} 
\frac{b}{2b+1} + \frac{3b+2}{2b+1} p & \text{if } p \in [0, \frac{1}{2b+1}], \\
\frac{b^2+b+1}{(2b+1)(b+1)} + \frac{b^2+2b}{(2b+1)(b+1)} p & \text{if } p \in [\frac{1}{2b+1}, \frac{1}{2b+1}], \\
\frac{b^2+2b+2}{(2b+1)(b+1)}(1 - p) & \text{if } p \in [\frac{1}{2b+1}, 1].
\end{cases}
\]

Therefore,

\[
\kappa_{LLY}(x, y) = \frac{b^2 + 2b + 2}{(2b + 1)(b + 1)}. 
\]

**Proof.** (a) Consider the following graph

\[
\begin{tikzpicture}
  \node (x) at (0,0) [circle,fill,inner sep=1pt] {x'};
  \node (y) at (1,0) [circle,fill,inner sep=1pt] {y'};
  \node (z) at (2,0) [circle,fill,inner sep=1pt] {z};
  \node (v) at (1,1) [circle,fill,inner sep=1pt] {v};
  \draw (x) -- (y) -- (z) -- (x);
  \draw (v) -- (x);
  \draw (v) -- (y);
\end{tikzpicture}
\]

with associated probability measures \( \mu_1^p, \mu_2^p \), defined as

\[
\mu_1^p(x') = p, \quad \mu_1^p(y') = \frac{1}{b}(1 - p), \quad \mu_1^p(v) = \frac{b-1}{b}(1-p), \quad \mu_1^p(z) = 0,
\]

\[
\mu_2^p(x') = \frac{1}{b+c}(1-p), \quad \mu_2^p(y') = p, \quad \mu_2^p(v) = \frac{b-1}{b+c}(1-p),
\]

\[
\mu_2^p(z) = \frac{c}{b+c}(1-p).
\]

One can verify that, due to the high connectivity of \( AT((a, b, c)) \), we have \( W_1(\mu_1^p, \mu_1^p) = W_1(\mu_1^p, \mu_2^p) \), where \( x' \) represents the root \( x \), \( y' \) represents the vertex \( y \), the vertex \( v \) represents all neighbours of \( y \) in \( V_2 \), and the vertex \( z \) represents all vertices in \( V_3 \).

Note that \( \mu_1^p(x') < \mu_2^p(x') \) if and only if \( p < \frac{1}{b+c+1} \). We will distinguish the cases.

Case \( p < \frac{1}{b+c+1} \):

Note that

\[
\mu_1^p(x') < \mu_2^p(x'), \quad \mu_1^p(z) < \mu_2^p(z),
\]

\[
\mu_1^p(y') > \mu_2^p(y'), \quad \mu_1^p(w) > \mu_2^p(w).
\]

Thus when transporting \( \mu_1^p \) to \( \mu_2^p \) the only vertices that gain mass are \( x' \) and \( z \). Note further all this mass can be transported over a distance of 1. Thus
\[ W_1(\mu^p_x, \mu^p_y) = W_1(\mu^p_1, \mu^p_2) \]

\[ \leq \mu^p_2(x') + \mu^p_2(z) - \mu^p_1(x') - \mu^p_1(z) \]

\[ = \frac{c + 1}{b + c} - \frac{b + 2c + 1}{b + c} p. \]

We verify that this is in fact equality by constructing the following \( \phi \in 1-\text{Lip} \),

\[ \phi(x') = 0, \phi(y') = 1, \phi(w) = 1, \phi(z) = 0. \]

Then, by Theorem 2.3.5,

\[ W_1(\mu^p_x, \mu^p_y) = W_1(\mu^p_1, \mu^p_2) \geq \sum_v \phi(v)(\mu^p_1(v) - \mu^p_2(v)) \]

\[ = \frac{c + 1}{b + c} - \frac{b + 2c + 1}{b + c} p. \]

Therefore,

\[ W_1(\mu^p_x, \mu^p_y) = \frac{c + 1}{b + c} - \frac{b + 2c + 1}{b + c} p. \]

and

\[ \kappa_p(x, y) = \frac{b - 1}{b + c} + \frac{b + 2c + 1}{b + c} p, \] (2.5.1)

for \( p \in [0, \frac{1}{b+c+1}] \). By continuity of \( p \mapsto \kappa_p(x, y) \) this also holds for \( p = \frac{1}{b+c+1} \).

Case \( p \geq \frac{1}{b+c+1} \):

By [3, Theorem 4.4], \( \kappa_p(x, y) = \frac{b+c+1}{b+c} \kappa_{\frac{1}{b+c+1}}(1 - p) \) for \( p \in [\frac{1}{b+c+1}, 1] \).

Thus

\[ \kappa_p(x, y) = \begin{cases} 
\frac{b-1}{b+c} + \frac{b+2c+1}{b+c} p & \text{if } p \in [0, \frac{1}{b+c+1}], \\
\frac{b+c+1}{b+c} \kappa_{\frac{1}{b+c+1}}(1 - p) & \text{if } p \in [\frac{1}{b+c+1}, 1]. 
\end{cases} \]

Therefore it only remains to show that \( \frac{b+c+1}{b+c} \kappa_{\frac{1}{b+c+1}} = \frac{b+1}{b+c} \).

We have, using (2.5.1),

\[ \frac{b + c + 1}{b + c} \kappa_{\frac{1}{b+c+1}} = \frac{b + c + 1}{b + c} \left( \frac{b - 1}{b + c} + \frac{b + 2c + 1}{b + c} \frac{1}{b + c + 1} \right) \]

\[ = \frac{b + 1}{b + c}. \]
(b) Similar to above we consider the simplified graph representing $AT((a, b, c))$,

![Graph](https://example.com/graph.png)

with associated probability measures $\mu^p_1$, $\mu^p_2$, defined as

$$
\begin{align*}
\mu^p_1(x') &= p, \quad \mu^p_1(y') = \frac{1}{a + b - 1} (1 - p), \quad \mu^p_1(u) = \frac{a - 1}{a + b - 1} (1 - p), \\
\mu^p_1(v) &= \frac{b - 1}{a + b - 1} (1 - p), \quad \mu^p_1(z) = 0, \\
\mu^p_2(x') &= \frac{1}{a + b + c - 1} (1 - p), \quad \mu^p_2(y') = p, \quad \mu^p_2(u) = \frac{a - 1}{a + b + c - 1} (1 - p), \\
\mu^p_2(v) &= \frac{b - 1}{a + b + c - 1} (1 - p), \quad \mu^p_2(z) = \frac{c}{a + b + c - 1} (1 - p).
\end{align*}
$$

Again, one can verify that, due to the high connectivity of $AT((a, b, c))$, we have $W_1(\mu^p_1, \mu^p_2) = W_1(\mu^p_1, \mu^p_2)$, where $x'$ represents the root $x$, $y'$ represents the vertex $y$, the vertex $u$ represents all neighbours of $x$ in $V_1$, the vertex $v$ represents all neighbours of $y$ in $V_2$, and the vertex $z$ represents all vertices in $V_3$.

Let $p \in (0, \frac{1}{a+b+c})$. One can check that

$$
\begin{align*}
\mu^p_1(x') &< \mu^p_2(x'), \quad \mu^p_1(z) < \mu^p_2(z), \\
\mu^p_1(y') &> \mu^p_2(y'), \quad \mu^p_1(u) > \mu^p_2(u), \quad \mu^p_1(v) > \mu^p_2(v).
\end{align*}
$$

Thus the vertices $x'$ and $z$ must gain mass and the vertices $u$, $v$, and $y$ must lose mass. We now show that some mass must be transported from $u$ to $z$. Suppose that no mass is moved from $u$ to $v$. Then the mass available to move from $v$ and $y'$ will be sufficient when moved to $z$. Therefore

$$
\mu^p_1(y') + \mu^p_1(v) - \mu^p_2(y') - \mu^p_2(v) \geq \mu^p_2(z) - \mu^p_1(z).
$$

Substituting in the values of the measures and rearranging gives $p \leq \frac{a+b+c-ac-1}{(a+b)(a+b-1)+bc} \leq 0$, a contradiction. Therefore some mass must be transported from $u$ to $z$ over a distance of 2 and all other mass can be transported over a distance of 1.
Thus,

\[ W_1(\mu_x^p, \mu_y^p) = W_1(\mu_1^p, \mu_2^p) \]
\[ \leq (\mu_2^p(x) - \mu_1^p(x)) + 2(\mu_1^p(u) - \mu_2^p(u) - (\mu_2^p(x) - \mu_1^p(x))) \]
\[ + (\mu_1^p(y') + \mu_1^p(v) - \mu_2^p(y') - \mu_2^p(v)) \]
\[ = (1 - p) \left( \frac{a - 1}{a + b - 1} + \frac{c + 1 - a}{a + b + c - 1} \right). \]

We verify that this is in fact equality by constructing the following \( \phi \in \text{l-Lip}, \)

\[ \phi(x') = 0, \phi(y') = 0, \phi(u) = 1, \phi(v) = 0, \phi(z) = -1. \]

Therefore,

\[ \kappa_p(x, y) = 1 - (1 - p) \left( \frac{a - 1}{a + b - 1} + \frac{c + 1 - a}{a + b + c - 1} \right) \]
\[ = \frac{((a + b - 1)^2 - c(a - 1)) + (bc + 2c(a - 1))p}{(a + b - 1)(a + b + c - 1)}, \]

for \( p \in (0, \frac{1}{a+b+c}). \)

As before, by [3, Theorem 4.4], \( \kappa_p(x, y) = \frac{a+b+c}{a+b+c-1} \kappa \frac{1}{a+b+c} (1 - p) \) for \( p \in \left[ \frac{1}{a+b+c}, 1 \right]. \) Therefore,

\[ \frac{a + b + c}{a + b + c - 1} \kappa \frac{1}{a+b+c} = \frac{(a + b)(a + b - 1) - c(a - 1)}{(a + b - 1)(a + b + c - 1)}, \]

thus completing the proof.

(c) As in part (b) we consider the simplified graph representing \( \mathcal{AT}((a, b, c)), \)

with the same associated probability measures \( \mu_1^p, \mu_2^p, \) defined as

\[ \mu_1^p(x') = p, \mu_1^p(y') = \frac{1}{a + b - 1}(1 - p), \mu_1^p(u) = \frac{a - 1}{a + b - 1}(1 - p), \]
\[ \mu_1^p(v) = \frac{b - 1}{a + b - 1}(1 - p), \mu_1^p(z) = 0. \]
\[\mu_2^p(x') = \frac{1}{a + b + c - 1}(1 - p), \quad \mu_2^p(y') = p,\]
\[\mu_2^p(u) = \frac{a - 1}{a + b + c - 1}(1 - p),\]
\[\mu_2^p(v) = \frac{b - 1}{a + b + c - 1}(1 - p), \quad \mu_2^p(z) = \frac{c}{a + b + c - 1}(1 - p).\]

Again, one can verify that, due to the high connectivity of \(AT((a, b, c))\), we have \(W_1(\mu_1^p, \mu_2^p) = W_1(\mu_1^p, \mu_2^p)\), where \(x'\) represents the root \(x\), \(y'\) represents the vertex \(y\), the vertex \(u\) represents all neighbours of \(x\) in \(V_1\), the vertex \(v\) represents all neighbours of \(y\) in \(V_2\), and the vertex \(z\) represents all vertices in \(V_3\).

We will distinguish the cases.

Case \(p \in (0, \frac{1}{(2b+1)(b+1)})\):

One can check that
\[\mu_1^p(x') < \mu_2^p(x'), \quad \mu_1^p(z) < \mu_2^p(z),\]
\[\mu_1^p(y') > \mu_2^p(y'), \quad \mu_1^p(u) > \mu_2^p(u), \quad \mu_1^p(v) > \mu_2^p(v),\]
and
\[\mu_1^p(y') + \mu_1^p(v) - \mu_2^p(y') - \mu_2^p(v) \geq \mu_2^p(z) - \mu_1^p(z).\]

Thus the vertices \(x'\) and \(z\) must gain mass and the vertices \(u, v, \) and \(y\) must lose mass and it is possible for all mass to be moved over a distance of 1.

Thus,
\[W_1(\mu_1^p, \mu_2^p) = W_1(\mu_1^p, \mu_2^p) \leq \mu_2^p(x') + \mu_2^p(z) - \mu_1^p(x') - \mu_1^p(z)\]
\[= \frac{b + 1}{2b + 1} - \frac{3b + 2}{2b + 1} p.\]

We verify that this is in fact equality by constructing the following \(\phi \in 1-\text{Lip},\)
\[\phi(x') = -1, \quad \phi(y') = 0, \quad \phi(u) = 0, \quad \phi(v) = 0, \quad \phi(z) = -1.\]

Therefore,
\[\kappa_p(x, y) = \frac{b}{2b + 1} + \frac{3b + 2}{2b + 1} p.\]
Case $p \in (\frac{1}{2(b+1)(b+1)+1}, \frac{1}{2(b+1)})$:

One can check that we still have
\[
\mu_1^p(x') < \mu_2^p(x'), \quad \mu_1^p(z) < \mu_2^p(z),
\mu_1^p(y') > \mu_2^p(y'), \quad \mu_1^p(u) > \mu_2^p(u), \quad \mu_1^p(v) > \mu_2^p(v)
\]
However we now have
\[
\mu_1^p(y') + \mu_1^p(v) - \mu_2^p(y') - \mu_2^p(v) \leq \mu_2^p(z) - \mu_1^p(z).
\]
Thus, as in part (b), some mass must be transported from $u$ to $z$ over a distance of 2 and all other mass can be transported over a distance of 1.

Therefore,
\[
W_1(\mu_1^p, \mu_2^p) = W_1(\mu_1^p, \mu_2^p) - (\mu_2^p(x) - \mu_1^p(x)) + 2(\mu_2^p(u) - \mu_1^p(u) - (\mu_2^p(x) - \mu_1^p(x))) + (\mu_2^p(y') + \mu_2^p(v) - \mu_1^p(y') - \mu_1^p(v))
\]
\[
= (1 - p) \left( \frac{1}{b + 1} + \frac{b - 1}{2b + 1} \right).
\]
We verify that this is in fact equality by constructing the following $\phi \in 1$–Lip,
\[
\phi(x') = 0, \phi(y') = 0, \phi(u) = 1, \phi(v) = 0, \phi(z) = -1.
\]
Therefore,
\[
\kappa_p(x, y) = \frac{b^2 + b + 1}{(2b + 1)(b + 1)} + \frac{b^2 + 2b}{(2b + 1)(b + 1)} p.
\]

Case $p \in (\frac{1}{2(b+1)}, 1)$: As before, by [3, Theorem 4.4], $\kappa_p(x, y) = 2(\frac{b+1}{2b + 1}) (1 - p)$ for $p \in [\frac{1}{2(b+1)}, 1]$. Thus
\[
\frac{2(b+1)}{2b + 1} \kappa_p(x, y) = \frac{b^2 + 2b + 2}{(2b + 1)(b + 1)},
\]
thus completing the proof.

**Theorem 2.5.2** (Inner radial edges of an antitree) Let $1 \leq a \leq b \leq c \leq d$, \{x, y\} an inner radial edge of the antitree $\mathbb{A}T((a, b, c, d))$, that is $x \in V_2$, $y \in V_3$. Then we have:
\[
\kappa_p(x, y) = \left( \frac{2b + c - 1}{b + c + d - 1} - \frac{2a + b - 1}{a + b + c - 1} \right) (1 - p).
\]
Proof. We first calculate $\kappa_0(x, y)$. We consider the simplified graph representing $\mathcal{AT}((a, b, c, d))$,

\[
\begin{array}{c}
w \\
x' \\
y' \\
z \\
\end{array}
\begin{array}{c}
u \\
v \\
u \\
v \\
\end{array}
\]

with the associated probability measures $\mu_1, \mu_2$, defined as

\[
\begin{align*}
\mu_1(x') &= 0, \quad \mu_1(y') = \frac{1}{a + b + c - 1}, \quad \mu_1(w) = \frac{a}{a + b + c - 1}, \\
\mu_1(u) &= \frac{b - 1}{a + b + c - 1}, \quad \mu_1(v) = \frac{c - 1}{a + b + c - 1}, \quad \mu_1(z) = 0, \\
\mu_2(x') &= \frac{1}{b + c + d - 1}, \quad \mu_2(y') = 0, \quad \mu_2(w) = 0, \\
\mu_2(u) &= \frac{b - 1}{b + c + d - 1}, \quad \mu_2(v) = \frac{c - 1}{b + c + d - 1}, \quad \mu_2(z) = \frac{d}{b + c + d - 1}.
\end{align*}
\]

Again, one can verify that, due to the high connectivity of $\mathcal{AT}((a, b, c, d))$, we have $W_1(\mu_0^0, \mu_0^0) = W_1(\mu_1, \mu_2)$, where $x'$ represents the vertex $x$, $y'$ represents the vertex $y$, the vertex $w$ represents all the vertices in $V_1$, the vertex $u$ represents all neighbours of $x$ in $V_2$, the vertex $v$ represents all neighbours of $y$ in $V_3$, and the vertex $z$ represents all vertices in $V_4$.

Observe that

\[
\begin{align*}
\mu_1(x') &< \mu_2(x'), \quad \mu_1(z) < \mu_2(z), \quad \mu_1(u) < \mu_2(u), \quad \mu_1(v) < \mu_2(v), \\
\mu_1(y') &> \mu_2(y'), \quad \mu_1(w) > \mu_2(w).
\end{align*}
\]

Therefore the only vertices that gain mass are $x'$ and $z$. Now, $\mu_1(w) - \mu_2(w) = \frac{a}{a+b+c-1} \geq \frac{1}{b+c+d-1} = \mu_2(x') - \mu_1(x')$, and so it is possible for $x'$ to receive all of its needed mass from $w$. If we do this plan and send all other surplus mass to the vertex $z$ we obtain

\[
W_1(\mu^p_x, \mu^p_y) = W_1(\mu^p_1, \mu^p_2) \leq (\mu_2(x') - \mu_1(x')) + 3(\mu_1(w) - [\mu_2(x') \\
- \mu_1(x')] - \mu_2(w)) + 2(\mu_1(u) - \mu_2(u)) \\
+ (\mu_1(v) - \mu_2(v)) + (\mu_1(y') - \mu_2(y')) \\
= \frac{3a + 2b + c - 2}{a + b + c - 1} - \frac{2b + c - 1}{b + c + d - 1}.
\]
We verify that this is in fact equality by constructing the following $\phi \in 1\text{–Lip}$,

$$\phi(w) = 3, \quad \phi(x') = 2, \quad \phi(u) = 2, \quad \phi(y') = 1, \quad \phi(v) = 1, \quad \phi(z) = 0.$$  
Thus,

$$\kappa_0(x, y) = \frac{2b + c - 1}{b + c + d - 1} - \frac{2a + b - 1}{a + b + c - 1}. $$

Observe that $\phi(x') - \phi(y') = 1$ and thus, by [3, Lemma 4.2], we have that $p \mapsto \kappa_p(x, y)$ is linear. Since $\kappa_1(x, y) = 0$, this gives

$$\kappa_p(x, y) \left( \frac{2b + c - 1}{b + c + d - 1} - \frac{2a + b - 1}{a + b + c - 1} \right) (1 - p) \quad \square$$

**Theorem 2.5.3** (Spherical root edges of an antitree) Let $2 \leq a \leq b, \{x, y\}$ a spherical root edge of the antitree $\mathcal{A}T((a, b))$, that is $x, y \in V_1$. Then

$$\kappa_p(x, y) = \begin{cases} \frac{a + b - 2}{a + b - 1} + \frac{a + b}{a + b - 1} p & \text{if } p \in [0, \frac{1}{a+b}], \\ \frac{a + b}{a + b - 1} (1 - p), & \text{if } p \in \left[\frac{1}{a+b}, 1\right]. \end{cases}$$

**Proof.** Since $d_x = d_y$, by [3, Theorem 5.3], we have

$$\kappa_p(x, y) = \begin{cases} (a + b - 1)\kappa_{LLY}(x, y) - (a + b)\kappa_0(x, y) + \kappa_0(x, y), & \text{if } p \in [0, \frac{1}{a+b}], \\ (1 - p)\kappa_{LLY}(x, y), & \text{if } p \in \left[\frac{1}{a+b}, 1\right]. \end{cases}$$

Therefore we will calculate $\kappa_p(x, y)$ for $p = 0$ and $p = \frac{1}{a+b}$.

Observe that $\mu_0^x(y) = \frac{1}{a+b-1}$ and 0 otherwise, and $\mu_0^y(x) = \frac{1}{a+b-1}$ and 0 otherwise. Thus we have

$$W_1(\mu_0^x, \mu_0^y) = \frac{1}{a + b - 1},$$

and so

$$\kappa_0(x, y) = \frac{a + b - 2}{a + b - 1}.$$ 

Note that

$$\frac{1}{a+b} \equiv \mu_0^{\frac{1}{a+b}},$$

so

$$\kappa_{LLY}(x, y) = \frac{a + b}{a + b - 1} \kappa_{\frac{1}{a+b}}(x, y) = \frac{a + b}{a + b - 1}.$$ 

Substituting these values into the above formula completes the proof. \quad \square
Theorem 2.5.4 (Spherical inner edges of an antitree) Let \( 1 \leq a \leq b \leq c \), \( \{x, y\} \) a spherical inner edge of the antitree \( \mathcal{A}T((a, b, c)) \), that is \( x, y \in V_2 \). Then

\[
\kappa_p(x, y) = \begin{cases} 
\frac{a+b+c}{a+b+c-1} - \frac{a+b+c}{a+b+c-1} p & \text{if } p \in [0, \frac{1}{a+b+c}], \\
\frac{a+b+c}{a+b+c-1} (1 - p) & \text{if } p \in [\frac{1}{a+b+c}, 1].
\end{cases}
\]

Proof. The proofs follows in the same way as in the proof of Theorem 2.5.3. \( \square \)
Appendices

A Maple Calculations for Theorem 2.4.2

In the normalized case, the Maple code to construct the matrix $A_{\text{red}} = 4\mu_x^2 \Gamma_{2,\text{red}}(x)$ for $x \in V_3 \cong K_c$ of $AT((a, b, c, d, e))$ is the following:

```maple
with(LinearAlgebra): dx := b + c + d - 1: eminus := (d - a) / (a + b + c - 1); eplus := - (e - b) / (c + d + e - 1):
a11 := dx : (dx + 3) + 3 : b : eminus + 3 : d : eplus:
a12 := (c - 1) : (dx + 3) + 3 : b : eminus + 3 : d : eplus : a21 := a12:
a13 := d : (dx + 3 + e) - (2 + c + e) : eplus : a31 := a13:
a14 := b : (- (dx + 3 + a) - (2 + a + c) : eminus : a41 := a14:
a15 := e : (d + d : eplus) : a51 := a15:
a16 := a : (b + b : eminus) : a61 := a16:
a22 := (c - 1) : (3 : (dx + 1) + b : eminus + d : eplus) - 2 : (c - 1)^2:
a23 := -(c - 1) : d : (2 + 2 : eplus) : a32 := a23:
a24 := -(c - 1) : b : (2 + 2 : eminus) : a42 := a24:
a25 := 0 : a52 := 0:
a26 := 0 : a62 := 0:
a33 := d : (- b + 3 : c + 3 : d + 3 : e + (3 : c + 4 : d + 3 : e) : eplus) - d^2 : (2 + 4 : eplus):
a34 := 2 : b : d : a43 := a34:
a35 := - d : e : (2 + 2 : eplus) : a53 := a35:
a36 := 0 : a63 := 0:
a44 := b : (3 : a + 3 : b + 3 : c - d + (3 : a + 4 : b + 3 : c) : eminus) - b^2 : (2 + 4 : eminus):
a45 := 0 : a54 := 0:
a46 := - a : b : (2 + 2 : eminus) : a64 := a46:
a55 := e : (d + d : eplus):
a56 := 0 : a65 := 0:
a65 := a : (b + b : eminus):
A_{\text{red}} := Matrix([ [a11, a12, a13, a14, a15, a16], [a21, a22, a23, a24, a25, a26], [a31, a32, a33, a34, a35, a36], [a41, a42, a43, a44, a45, a46], [a51, a52, a53, a54, a55, a56], [a61, a62, a63, a64, a65, a66] ]); 
```

For the generation of the coefficients of the characteristic polynomial $\chi_n(t)$ of $A_{\text{red}}$ for $a = n, b = n + 1, c = n + 2, d = n + 3, e = n + 4$, see Figure 2.5. Note that there are no negative coefficients in the polynomials $p_1(n), p_2(n), p_3(n), p_4(n)$, and $p_5(n)$.

The only modification of the above code in the non-normalized case is to set the variables `eminus` and `eplus` equal to 0. The coefficients of $\chi_n(t)$ for $a = n, b = n + 1, c = n + 2, d = n + 3, e = n + 4$ are given in Figure 2.6. Again, all coefficients of $p_j(n)$, $j = 1, 2, 3, 4, 5,$ are non-negative.
\[ p := \text{CharacteristicPolynomial}(A_{\text{red}}, t) : \]

\[ p1 := \text{solve}(\text{subs}(a = n, b = n + 1, c = n + 2, \ldots, e = n + 4, \text{coeff}(p, t, 1))) : \]

\[ p2 := \text{solve}(\text{subs}(a = n, b = n + 1, c = n + 2, \ldots, e = n + 4, \text{coeff}(p, t, 2))) : \]

\[ p3 := \text{solve}(\text{subs}(a = n, b = n + 1, c = n + 2, \ldots, e = n + 4, \text{coeff}(p, t, 3))) : \]

\[ p4 := \text{solve}(\text{subs}(a = n, b = n + 1, c = n + 2, \ldots, e = n + 4, \text{coeff}(p, t, 4))) : \]

\[ p5 := \text{solve}(\text{subs}(a = n, b = n + 1, c = n + 2, \ldots, e = n + 4, \text{coeff}(p, t, 5))) : \]

\[ \text{solve(\text{coeff}(p, t, 0)); p1; p2; p3; p4; p5; \text{solve(\text{coeff}(p, t, 6))}; \]

\[
\frac{1}{(3n + 2)^3(3n + 8)^3}
\left( 72 \left( 45670 + 223332n + 446788n^2 + 476273n^3 + 293466n^4 \\
+ 104895n^5 + 20196n^6 + 1620n^7 \right) n(n + 1)^2(n + 3)^2(n + 4)(3n + 5) \right) \\
+ 3051173765n^4 + 3290645589n^5 + 2490470475n^6 + 1339379507n^7 + 4059793907n^8 \\
+ 134257176n^9 + 2338330n^{11} + 23262390n^{10} + 109350n^{12} (n + 1)(n + 3) \right) \\
+ 483004612n^4 + 509527232n^5 + 3809906879n^6 + 2036918817n^7 + 773699964n^8 \\
+ 203785362n^9 + 3636981n^{11} + 35374239n^{10} + 167670n^{12} \left) \right) \\
+ 1
\left( 949944 + 5548092n + 13510882n^2 + 17941498n^3 + 14250855n^4 \\
+ 6959448n^5 + 2048544n^6 + 333558n^7 + 23085n^8 \right) \\
\left( \frac{2}{3n + 2} \right) \left( \frac{2}{3n + 8} \right) \\
\]

Figure 2.5 Coefficients of \( \chi_n(t) = \det(tI_6 - A_{\text{red}}) \), normalized case

0

10368n + 72648n^3 + 63432n^4 + 8496n^5 + 30960n^6 + 1224n^7 + 72n^8 + 43200n^9

8640 + 101376n + 509588n^3 + 434316n^4 + 61832n^6 + 215556n^5 + 9480n^7 + 600n^8

+ 330612n^2

25632 + 97488n + 118508n^3 + 50100n^4 + 920n^5 + 10756n^6 + 150100n^7

3684 + 8100n + 2218n^3 + 285n^4 + 6421n^2

30n^2 + 118n^3 + 132

1

Figure 2.6 Coefficients of \( \chi_n(t) = \det(tI_6 - A_{\text{red}}) \), non-normalized case

B Maple Calculations for Theorems 2.4.3 and 2.4.4

For the Maple calculations needed for the proofs of these theorems, the code of Figure 2.4 is used again, followed by the code in Figure 2.7 (in the normalized
Curvature Calculations for Antitrees

Figure 2.7 Calculation of $\chi(t) = \det(t \text{Id} - A_{\text{red}})$ for Theorems 2.4.3 and 2.4.4, normalized case.

case). The reduced matrices $A_{\text{red}}$ are here of dimension 5 and 3, respectively, and they can be extracted from the original $6 \times 6$ matrix as sub-matrices with specific choices for $a, b, c, d, e$. The crucial observation here is that the coefficients of the respective characteristic polynomials of degree 5 and 3 are alternating, guaranteeing that all non-zero roots are strictly positive. As before, the non-normalized case is treated analogously with the small modification to set the variables $e_{\text{minus}}$ and $e_{\text{plus}}$ equal to 0. This leads again to characteristic polynomials with alternating coefficients, given in the proofs of the theorems as

$$\chi(t) = t^5 - 132t^4 + 3684t^3 - 25632t^2 + 8640t$$

and

$$\chi(t) = t^3 - 44t^2 + 72t.$$
C Maple Calculations for Theorem 2.4.6

Using the information about \((A_{ij}(\delta, n))\) in the proof of Theorem 2.4.6, the Maple code to calculate the relevant polynomial \(p_1(\delta, n)\) is given in Figure 2.8.

```maple
# Maple Calculations for Theorem 4.6
with(LinearAlgebra):
a11 := (3\cdot n + 5) \cdot (3\cdot n + 8) - (6\cdot n + 10) \cdot \delta:
a12 := (n + 1) \cdot (3\cdot n - 8 + 2 \cdot \delta) \cdot a21 := a12:
a13 := (n + 3) \cdot (-4\cdot n - 12 + 2 \cdot \delta) \cdot a31 := a13:
a14 := (n + 1) \cdot (-4\cdot n - 8 + 2 \cdot \delta) \cdot a41 := a14:
a15 := (n + 4) \cdot (n + 3) \cdot a51 := a15:
a16 := n \cdot (n + 1) \cdot a61 := a16:
a22 := (n + 1) \cdot (9\cdot n + 18 - 2 \cdot \delta) - 2 \cdot (n + 1)^2:
a23 := -2 \cdot (n + 1) \cdot (n + 3) \cdot a32 := a23:
a24 := -2 \cdot (n + 1)^2 \cdot a42 := a24:
a25 := 0 : a52 := 0:
a26 := 0 : a62 := 0:
a33 := (n + 3) \cdot (8\cdot n + 26 - 2 \cdot \delta) - 2 \cdot (n + 3)^2:
a34 := 2 \cdot (n + 3) \cdot (n + 1) \cdot a43 := a34:
a35 := -2 \cdot (n + 3) \cdot (n + 4) \cdot a53 := a35:
a36 := 0 : a63 := 0:
a44 := (n + 1) \cdot (8\cdot n + 6 - 2 \cdot \delta) - 2 \cdot (n + 1)^2:
a45 := 0 : a54 := 0:
a46 := -2 \cdot (n + 1) \cdot n \cdot a64 := a46:
a53 := (n + 3) \cdot (n + 4):
a56 := 0 : a65 := 0:
a66 := (n + 1) \cdot n:
Ared :=
Matrix([a11, a12, a13, a14, a15, a16],
a21, a22, a23, a24, a25, a26],
a31, a32, a33, a34, a35, a36],
a41, a42, a43, a44, a45, a46],
a51, a52, a53, a54, a55, a56],
a61, a62, a63, a64, a65, a66])
):
p := CharacteristicPolynomial(Ared, t):
p1 := -simplify(coeff(p, t, 1)):
simplify(coeff(p, t, 0)); sort(p1, order=plex(n, delta), descending);

-240 n^9 \delta + 264 n^8 \delta^2 - 4272 n^8 \delta + 72 n^8 - 48 n^7 \delta^3 + 4008 n^7 \delta^2 - 32208 n^7 \delta + 1224 n^7
- 624 n^6 \delta^3 + 24912 n^6 \delta^2 - 133968 n^6 \delta + 8496 n^6 - 3168 n^5 \delta^3 + 81840 n^5 \delta^2
- 335184 n^5 \delta^3 + 30960 n^5 - 7968 n^5 \delta^3 + 152904 n^4 \delta^2 - 514896 n^4 \delta + 63432 n^4
- 10416 n^3 \delta^3 + 162216 n^3 \delta^2 - 473136 n^3 \delta + 72648 n^3 - 6768 n^2 \delta^3 + 90720 n^2 \delta^2
- 237744 n^2 \delta + 43200 n^2 - 1728 n \delta^3 + 20736 n \delta^2 - 50112 n \delta + 10368 n

Figure 2.8 Calculation of \(p_1(\delta, n)\) in the proof of Theorem 2.4.6
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