Abstract — In this paper we propose a Revenue Management framework for satcom operators and show with a proof-of-concept simulation that predicts a significant gain in revenues. New satellite operators, highly variable demand for data, digital payloads, and new phased array technologies are likely to remake the current satcom landscape. One of the challenges operators old and new will face is how to manage demand and capacity. Airlines faced a similar situation with deregulation in the 1970s — their response with tiered pricing and seat inventory control to allocate capacity (known as Revenue Management), which may offer lessons for the satcom market.

The satcom industry shares many characteristics with the airline industry, such as inflexible capacity, low marginal sales cost, perishable inventory, heterogenous customers, and variable and uncertain demand. Generally, those characteristics favor the implementation of a Revenue Management system. However, the details of how Revenue Management can be used by satcom operators still need to be explored, which is the focus of this paper.
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1. Changing Landscape of Satellite Operators

The satellite communication (satcom) world is divided into broadcasting and broadband services. Traditionally, the main business of satcom operator is the broadcasting of television content. Over the last decades, the consumers’ consumption is shifting from broadcasted content towards on-demand streaming, resulting in a shrinking satcom broadcasting sector. Therefore, the whole industry is moving towards the growing broadband sector, i.e., providing internet access to airplanes, cruise and cargo ships, remote areas, backhauling of Wi-Fi and 4G/5G hotspots, and trunking.

In particular over the last few years, the transition towards broadband gained momentum with several companies entering the market. In particular, several Low Earth Orbit (LEO) constellations are proposed that provide throughput in the multiple Tbps range, with Telesat [1], OneWeb [2], and SpaceX [3] being most prominent. But there are also plans for smaller Medium Earth Orbit (MEO) and Geostationary Earth Orbit (GEO) constellation. For example, Viasat-3 will provide multiple 100 Mbps by 2020 [4]. SES will add with mPower seven satellite to their current O3b constellation [5] in 2021, and launch in the same year the GEO satellite SES-17 [6].

All of these new constellations fall into the class of high-throughput satellites (HTS). These new satellites are designed for different orbits and have different sizes, there is one key development that will change how satcom operators manage their satellites: flexible payloads. This flexibility is enabled by digital transparent processors and phased arrays, and it allows for the dynamic allocation of resources. Depending on the technical implementation, the degree of flexibility ranges from adjustable power only to a full control over frequency assignment, beam pointing, and beam shape.

While these new flexibilities offer great opportunities, they also come with challenges, in particular operational ones. Controlling the many degrees of freedom is no longer manually feasible and requires a Dynamic Resource Management (DRM) system (see Figure 1) [7].

Figure 1: End-to-end system overview of satcom with Dynamic Resource Management (DRM)
The DRM receives input data from gateways and customers, generates an optimal control, and pushes it to the satellite. This in return affects the downlinks to gateways and customers, and hence closing the control loop. The DRM must be able to react dynamically to changes. This introduces new capabilities to regulate resources since the ground segment is now directly linked with the satellite payload control.

At the core of the DRM is an algorithm that handles the resource allocation. It determines how to match resources to a demand pattern while minimizing the satellites’ resource consumption. The main resources of a satellite are its power and frequency spectrum. In fully flexible payloads, these are available as a pool and the DRM decides how to optimally split up the pool between the customers. The decisions fall into four categories: power, center frequency and amount of spectrum, beam pointing, and beam shape.

Most of the work on resource allocation is in the first category: power allocation. Author experiment with various algorithms techniques: Aravanis [8], Paris [9], He [10], Pachler [11], and Durand [12] use metaheuristics. Convex optimization is applied by Wang [13] and Deep Reinforcement Learning by Garau [14]. The frequency assignment problem is less studied with Paris [9] and Cocco [15] applying metaheuristics, Hu and Liu [16, 17] Deep Reinforcement Learning, and a Park [18] a binary search heuristic. Beam pointing and beam shape are addressed by Camino [19] with linear programming and by Kyrigiazos [20] with a self-organizing map. Pachler [21] developed two heuristic algorithm to solve the frequency assignment and beam pointing problem with particular focus on LEO constellations.

While the authors use different approaches and optimization techniques, they all arrive at the same conclusion: resource consumption is reduced by allocating resources more dynamically (enabled by flexible payloads). However, the current literature does not detail how the freed-up resources translate to a boost in revenues. Since the new digital payloads and phased arrays come with a cost premium, it is crucial for satcom operator to understand how they can leverage this technology. This opens up a research gap around the question:

**How can satcom operator monetize the flexibility of digital payloads and phased arrays?**

Addressing this question is the objective of this paper. We will build a conceptual framework drawing from Revenue Management (RM), connecting it to the DRM, and suggesting its applicability through simulation.

The paper is structured as follows. We provide a primer on RM in Section 2 and test its applicability for satcom in Section 3. A comparison with airline and air cargo in Section 4 leads us to the RM for satcom that we describe in Section 5 and validate in Section 6.

### 2. A PRIMER ON REVENUE MANAGEMENT

Revenue Management (RM) or also Yield Management is “the process of allocating the right type of capacity to the right kind of customer at the right price so as to maximize revenues or yield” [22]. More formally, RM is a conceptual framework for making sophisticated demand-management decisions in three categories: structural decisions about the selling format, pricing decisions, and quantity decisions [23].

American Airlines pioneered the development of many RM concepts and claimed in 1992 that RM increased their revenues by $900M annually (in 2019 terms) [24, 25]. The underlying intuition is that empty seats are lost revenues. Any price above marginal cost could increase total revenues. At one extreme, selling all seats at just above marginal cost would result in a high proportion of seats filled (i.e., load factor), but not in a maximization of revenues. At the other extreme, selling only a few seats for very high prices is also not optimal, as many seats would remain empty [26]. Therefore, there is a trade-off to be made between the load factor and the average price (yield).

Further complexity is added when we consider the stochastic nature of demand. There are no-shows and late cancellations of bookings, which introduce uncertainty as to the actual number of empty seats remaining for sale. If customer segmentation is imperfect, lowering prices to attract customer from a segment with lower willingness-to-pay can lead to “buy-down” by customers with a higher willingness-to-pay. A RM system manages these decisions through optimization and forecasting. It uses historical data when available and learns continuously to make better decisions for future flights.

At the highest level, RM models can be divided into quantity- and price-based [23]. The difference is in the output of the optimization: either a maximum quantity that can be sold for a product with given price, or the price for a product given an estimated quantity. Historically, distributing changing prices was impractical and therefore airlines implemented quantity-based RM systems. However, with modern information technology this is no longer a limitation and specifically some new airlines have moved directly to price-based RM. In the following subsection we illustrate with a basic example the basic working principle of such deterministic price-based RM (adapted from Talluri [23]).

**Example of price-based RM working principles**

Let us consider two separate customer segments with the two demand elasticity functions: $d_1 = -2 \cdot p_1 + 260$ and $d_2 = -p_2 + 150$ with $p_1$ and $p_2$ being the prices. We further denote the marginal revenues as

$$f(d) = \frac{\partial}{\partial d}(p \cdot d).$$

Therefore, we get $f_1(d_1) = -d_1 + 130$ and $f_2(d_2) = -2 \cdot d_2 + 130$. We indicate the total revenues using $\Pi$ and assume that capacity is limited to 100, i.e., $d_2 = 100 - d_1$. The objective
is to find the optimal prices $p_1^*$ and $p_2^*$ so that $\Pi$ is maximized. This is achieved when the marginal revenues $J_1$ and $J_2$ are equal. This problem can be solved by sweeping through all combinations of $d_1$ and $d_2$ as shown in Table 1.

| $d_1$ | $d_2$ | $p_1$   | $p_2$   | $J_1(d_1)$ | $J_2(d_2)$ | $\Pi$  |
|-------|-------|---------|---------|------------|------------|--------|
| 63    | 37    | 98.50   | 113.00  | 67         | 76         | 10,387 |
| 62    | 38    | 99.00   | 112.00  | 68         | 74         | 10,394 |
| 61    | 39    | 99.50   | 111.00  | 69         | 72         | 10,399 |
| 60    | 40    | 100.00  | 110.00  | 70         | 70         | 10,400 |
| 59    | 41    | 100.50  | 109.00  | 71         | 68         | 10,399 |
| 58    | 42    | 101.00  | 108.00  | 72         | 66         | 10,394 |
| 57    | 43    | 101.50  | 107.00  | 73         | 64         | 10,387 |

We find that the revenue maximizing prices are $p_1^* = 100$ and $p_2^* = 110$ (at this point the marginal revenues equal). The RM will then post these prices to the two customer segments (assuming this is possible). Given the price-elasticities, we expect a demand of $d_1 = 60$ and $d_2 = 40$, clearing the capacity of 100. This example illustrates two segmentation scenarios:

One is where the selling takes places at a single time. In this scenario, the segmentation is based on customers’ characteristics, e.g., the geographical location. With the example above: customer segment 1 might be from a more price-sensitive country than customer segment 2.

In the second scenario, the customer segments arrive during two separate time periods. For example, leisure air travel passengers tend to book earlier and business travelers later. This maps to the example’s customer segment 1 and 2, respectively. The airline RM system will post a price that results in a demand of 60 for period 1 from leisure travelers with the expectation that it can charge more in period 2 for business travelers to clear the remaining 40. In a stochastic RM, these numbers are not point estimates but have an underlying probabilistic distribution [27].

In reality, RM often makes use of both segmentation strategies. Airlines used a Saturday-night-stay requirement to prevent business travelers from buying-down to cheaper fares even if they book early. And they have an advance purchase requirement for the cheaper fares, effectively raising prices the closer the booking gets to departure day. Very similar pricing schemes are exercised by hotels and rental car companies.

After the airline industry, hotels and rental cars were the early adapters of RM with many others following [28]. But what are the industry characteristics that favor the use of RM? And what does that mean for satcom operators? The subsequent text provides an answer to these questions.

**The six conditions for RM**

Various authors (e.g. Weatherford [29], Talluri [23] and Kimes [22]) derived sets of conditions that favor a RM. While the sets are slightly different, the common six conditions in favor are:

- Capacity is inflexible
- Capacity costs are high compared to marginal sales cost
- Inventory is perishable
- Customers are heterogeneous and can be segmented
- Demand is variable and uncertain
- Organization has data and information system infrastructure

The goal of the following Section 3 is to test the suitability of RM for satcom operators against these conditions.

### 3. Applicability of RM for Satcom Operators

We use each of the six conditions that we introduced earlier to as a qualitative test of the potential applicability of RM for satcom operators. We describe them one by one below and summarize our findings at the end of the section.

**RM Condition 1: Capacity is inflexible**

The total capacity of communication satellites is defined during the design process and is fixed for the lifetime of the satellite (ranging between a few years and 15 years). In bent-pipe designs, the total capacity is fixed, as well as is the capacity distribution over the covered regions. With new flexible satellites, there is the option to reallocate capacity from one region to the other (the total capacity stays the same). Constellations with many smaller satellites have some flexibility to expand their capacity by launching new satellites or withdraw capacity by stopping replacement decommissioned satellites. Nevertheless, such changes are likely to take multiple years to result in significant capacity changes. As a result, capacity is considered inflexible which makes it essentially impossible for a satcom operator to match capacity to unpredictable short- and medium-term changes in demand. RM can reduce this mismatch by managing the demand side of the equation.

**RM Condition 2: Capacity costs are high compared to marginal sales cost**

The capacity costs (both in time and money) of launching a large communication satellite or a constellation of smaller satellites are substantial. They can range between many hundreds of million USD and a several billion USD. To assess the marginal sales costs, we consider two changes to the demand. First, demand changes for existing customers. Given the flexible nature of new satellites and an automated DRM, the marginal sales cost of this change is negligible. Second, adding a new customer: the marginal sale cost is mainly driven by the customer terminal, which ranges between multiple 100 USD for small GEO VSAT terminal and several hundred thousand USD for high-end 3-antenna...
systems for MEO [30]. Emerging flat panel antennas have the potential to provide lower cost alternatives [31]. Low marginal sale costs allow a RM to change demand more frequently and therefore be more reactive. But, as we illustrated, terminal costs are not negligible and hence limit the frequency and extent of changes. This observation leads us to the separation into more frequent contract add-ons (changes to existing customers) and less frequent long-term allotments (adding a new customers). As we will see in Section 4, this characteristic has a strong analogy with air cargo.

**RM Condition 3: Inventory is perishable**

The inventory of satcom operators is the power and frequency spectrum available on their satellites. Perishability means that when a resource is not used at the moment, the unused resources cannot be stored and used at a later time. The resource is spoiled and has an opportunity cost. The perishability property is true for spectrum, but not necessarily for power: it can be stored in on-board batteries. The storage capabilities are limited and depend on design, orbit, and demand pattern. The partial imperishability of power introduces a time-dependency into the RM formulation on capacity level. This is not a limitation per se but adds complexity. A reasonable first approximation is to assume a constant average power limit per orbit and consider power to be perishable.

**RM Condition 4: Customer are heterogeneous and can be segmented**

Satcom operators have a variety of customers. An example segmentation is along the following three dimensions. One is the type and size of the customer: a single terminal end-customer, a multi-location end-customer, or a wholesaler. Another can be based on geographical attributes, such as the country or the location of the terminals: land, sea, or air. Third, the gateways can be owned and operated by the satcom operator or by the customers themselves. All of these three dimensions are directly observable by the satcom operator and hence allow for the potential of effective segmentation. A successful segmentation approach is stable over time and has a substantial, homogenous customer base within each segment [32]. The more heterogenous the segments are between themselves, the better the RM can differentiate between them.

**RM Condition 5: Demand has variability and uncertainty**

Variability are changes over time. They can occur on different timescales (hours, days, months, …) and can be periodic, repeating, or single events. Depending on the nature of the variation, a prediction of it has higher or lower uncertainty. In addition, there is an uncertainty about future demand: it depends on how the market evolves, how competitors behave, how technology develops, etc. To understand the variability and uncertainty of demand for satcom, we observed and analyzed data from SES’s customer [33]. We detected that depending on the customer, the variability and uncertainty is considerably different. The relative uncertainty becomes smaller the more demand is aggregated. We also note, that the most distinct periodic pattern is diurnal with differences in day and night usage exceeding 50% in many cases, see Figure 2 for an example. We fitted a Gaussian Process to one-month worth of actual measurements. We randomly sampled one thousand points and used a kernel with a sum of a radial basis function and white noise. The drop in night usage is closely correlated with the local time-zone and therefore longitude. From the view of the satellite, this results in an additional geographical variation along the longitude. RM can exploit these variations and uncertainties by statistically multiplex customers to better utilize the satellite.

![Figure 2: Normalized 24h data rate variation](image)

**RM Condition 6: Organization has data and information system infrastructure**

While the first five conditions are at a market level, the last condition is organizational. We cannot make a general assessment for all satcom operators, but we will use the example of SES S.A. The company plans to launch the highly flexible MEO constellation mPower in 2021. To operate and control the satellites’ many degrees of freedom, a DRM is under development. A significant part of this development effort is to integrate data streams from ground segments and satellites into a common accessible place. The optimization engine of this tool then uses this data to automatically generate a new configuration that is automatically commanded to the satellites. The deployed data and information system infrastructure can be used as foundation for the development of RM for satcom. This synergy helps to shorten development time and reduces cost and risk.

**Summary of findings**

We examined the satellite industry against the six conditions that favor the implementation of RM. We conclude that the marginal sales cost for adding a new customer are not negligible and therefore we separated the changes to demand into contract add-ons and long-term allotments. We conclude that all conditions are met, which supports our proposal of RM for satcom operators. In the following Section 4 we identify the similarities and differences of satcom operators with passenger and cargo airlines.
4. Comparison to passenger and air cargo

The objective of this Section is to compare a proposed satcom RM to existing practice of RM. The two industries we use for comparison are passenger airlines and air cargo. RM for passenger airlines has an exhaustive literature and is the pioneering success story of RM. We will illustrate that air cargo has many similarities with satcom from which we can draw insights. In particular, we look at four comparisons: characteristics of capacity, characteristics of demand, overbooking, and current RM practices. We discuss each of them in the following and summarize them in Table 2.

Capacity characteristics

The capacity for passenger airlines is one-dimensional and measured in seats. Since an airplane is assigned to a flight segment well ahead of time, the number of seats in each cabin is fixed and known. There are some exceptions: e.g., the movable curtain between business and economy class for mostly European airlines [28]. This strategy allows for changing the capacity of each cabin more flexibly. However, generally speaking, capacity for airlines is one-dimensional, discrete, fixed and known.

One of the significant differences between passenger airline and air cargo is that capacity for cargo is multi-dimensional [34, 35]. The two main properties of a shipment are its continuous mass and volume. A standard density is sometimes used to collapse them into one dimension for complexity reduction [36]. Each flight has a variable and uncertain available capacity for cargo. For example, the loaded fuel is a function of the weather conditions and therefore influence the available capacity. For combined passenger-cargo flights, the available cargo capacity can depend on the number of passengers and their bags.

The capacity for satcom can be measured in available power and frequency spectrum. In contrast to cargo’s mass and volume, power and spectrum can be traded off to achieve the same demanded data rate. With more spectrum, the spectral efficiency can be decreased while still achieving the same data rate. A lower spectral efficiency requires less power from the link, and hence power can be reduced. Since power is less perishable than spectrum, priority should be given to fill-up the available spectrum first and adapt to changes in the demanded data rate by changing power. With that, we can formulate a continuous one-dimensional capacity in terms of power. Since weather is difficult to predict, it introduces uncertainty. In air cargo it affects the loaded fuel, and for satcom it affects the quality of the link. For example, during rain, the power has to be increased to keep the link’s data rate constant and therefore the available capacity is reduced. Uncertainties around legal matters of frequency rights can create additional medium-term variation of the available capacity. Furthermore, the capacity varies over the long-term as the satellite ages. The performance of solar cells and batteries decline over time and impact the pool of available power.

Demand characteristics

Passenger airline demand is itinerary-based, i.e. a seat for an origin-destination itinerary on a specific flight or flights. Larger group bookings and contingent reservations are rather the exception. The bookings are for a single departure of the flight and therefore short-term.

In air cargo, the demand is similar to the capacity – multi-dimensional with mass and volume. But compared to the passenger airlines, the demand is generally service oriented [34]. This means that the shipment is not bound to a specific flight or route, but rather has a time/date by which the shipper guarantees delivery at the destination. The most significant difference is that air cargo shippers typically have a few large customer who reserve a majority of the available capacity [35]. Since these contracts are often renegotiated

---

**Table 2: Comparison of the characteristics between satcom operators and airline and cargo airlines**

| Characteristics       | Passenger airlines       | Air cargo                          | Satcom operators                  |
|-----------------------|--------------------------|------------------------------------|-----------------------------------|
| **Capacity characteristics** | • discrete               | • continuous                       | • continuous                      |
|                       | • 1D: seats              | • 2D: mass, volume                 | • 1D: power                       |
|                       | • fixed and known        | • variable and uncertain           | • variable and uncertain          |
| **Demand characteristics** | • short-term bookings    | • medium-term allotments           | • long-term allotments            |
|                       | • 1D: seats              | • short-term bookings              | • contract add-ons               |
|                       |                          | • 2D: mass, volume                 | • 1D: data rate (requires a model |
|                       |                          |                                   | to map data rate to power)       |
| **Overbooking based on** | • no-show rate           | • no-show rate of short-term bookings | • no-show rate and usage of contract add-ons |
|                       | • late cancellations     | • uncertainty in capacity usage of medium-term allotments | • variation and uncertainty in capacity usage of long-term allotments |
| **RM practice and decisions** | Quantity-based RM with transition to price-based RM; decisions: | Quantity-based RM; decisions: | Price-based RM; decisions: |
|                       | • quantity of each booking class | • quantity of short-term bookings to medium-term allotments | • price for contract add-ons     |
|                       |                          | • ratio of short-term bookings to medium-term allotments | • price for long-term allotments |
|                       |                          | • quantity for medium-term allotments |                                  |
Satcom operators share many similarities with air cargo shippers when it comes to demand. The bookings are service bound through Service Level Agreements (SLAs) and there are a few large customers who reserve a majority of the available capacity. Current SLAs have three main parameters: Committed Information Rate (CIR), uptime of the link (= availability), and a monthly price for the CIR. The satcom operator promises to provide the CIR for a defined uptime (usually expressed in percentage). If the SLA is violated, the customer receives a credit. Under this contract, provisioning of a data rate above CIR, is not tied to additional revenues. Since these SLAs are typically ranging from one to five years [30], we refer to them as long-term allotments. This supports our observation from Section 3: marginal sales cost of adding a new customer are considerable and therefore longer-term contracts are favored. However, we also found that marginal sales costs for changing the data rate for existing customer is negligible. This opens up a new opportunity for contract add-ons similar to short-term bookings for passenger and cargo airlines. We elaborate on this idea further in Section 5. A uniqueness of the satcom RM is that demand and capacity have different units. The demand is a data rate and the capacity is power. The relationship between these two units is non-linear and time dependent for Non-geostationary satellites (NGSO) or moving terminals. We therefore need a model that translates between the two units.

Overbooking

Whenever either capacity or demand is variable or uncertain, overbooking aims to minimize the mismatch between capacity and demand. For passenger airlines the uncertainty is on the demand side with no-shows and late cancellations of passengers. No-show rates have historically averaged at around 10-15% and therefore overbooking has accounted for around half of the 4-6% revenue gain of RM [38]. The other half is attributed to fare class optimization.

In air cargo, overbooking has two additional sources. One rises from the actual usage of medium-term allotment. There is uncertainty in how customers use their reserved allotments. The second one is uncertainty in the available capacity through weather conditions, or for combined flights, the passengers’ no-show rate and number of bags.

Satcom can also have no-shows of contract add-ons. In addition, the actual usage of the add-ons might different from the expected profile. Long-term allotments offer the most significant opportunity for overbooking, however. We discussed in Section 3 that demand has a strong diurnal variation. The specific form of this variation has an underlying uncertainty. Overbooking can make use of these variations and uncertainties to bring demand closer to capacity.

RM practice and decisions

As outlined in Section 2, it was historically difficult to change prices dynamically and therefore airlines implemented quantity-based RM systems. The decisions that RM for airlines takes is the quantity for each bookings class. A booking system then closes the lower, cheaper booking classes when this quantity is reached and only the higher, more expensive booking classes remain open. This generates the impression to the customer that the airline prices dynamically, when in fact the quantity-based RM only does this indirectly.

We found mostly quantity-based RM for air cargo [34-37]. The cargo RM system makes decision at different time scales. The quantity of allowed short-term bookings has to be determined to match demand to capacity without violating medium-term allotments. The ratio between short-term bookings and medium-term allotments is another parameter that becomes important whenever contracts for allotments expire or new allotments are negotiated. Along with this, the quantity allocated to each medium-term allotment is of importance.

For satcom, again, many similarities can be drawn from air cargo. Since distributing prices is no longer a limitation in today’s internet age, a price-based RM approach is the best fit. The decisions are then to set the price for contract add-ons based on an expected quantity that bring demand close to capacity. Whenever the long-term allotments are negotiated, the RM system informs this process with prices. By posting these prices, the ratio between contract add-ons and long-term allotments is determined by the market.

Summary of similarities and areas of further attention

We contextualized the satcom RM with existing practices for passenger airline and air cargo. Many similarities allow us to build a satcom RM system on an exhaustive set of existing literature. Some of the similarities are drawn from passenger airlines and most of them from air cargo. However, we also identified three areas that need further attention. These are:

- Diurnal variations of long-term allotments offer a significant opportunity for satcom operator. Since they have an underlying uncertainty, they have to be estimated.
- Demand has a different unit than capacity and therefore a model is needed for translation.
- Satcom operators do not have a parametrized product menu for contract add-ons yet.

In the subsequent Section we describe more specifically the potential for satcom RM with particular focus on these three areas.
5. PROPOSED RM SATCOM FRAMEWORK

Talluri [23] decomposes RM into four layers: data input, estimation and forecasting, optimization, and control. Data is collected from different locations, conditioned if needed, and stored in one place. From this an estimator is built that also can be used to forecast. Once an optimization is triggered, the estimates and forecasts are used to find a set of optimal policies. The final control step makes decisions based on the optimal policies and manages the day-to-day booking transactions.

The objective of this Section is to specify the building blocks of these four layers that then define a possible satcom RM system. Figure 3 provides an overview of the building blocks that we describe in detail below. There are three key blocks that are specific to satcom: available capacity forecasting, parametrized contract add-on menu, and model.

**Data input**

In our framework, we show three databases that store information. In reality they have interfaces to collect data from various systems inside and outside the company. Before data is processed by the estimator and forecaster, it has to be conditioned. The three databases are:

- **Allotment usage history.** This database is directly fed by the modems that measure the data rate at the terminal of long-term allotment customers. The characteristics of the data streams vary by modem vendor, so all data need to be brought into a common form before storing. Adding information about special events or anomalies helps to build a more accurate estimator.

- **Customer response to posted prices.** In the beginning, this database will only have customers’ response to long-term allotment pricing. For contract add-ons it will be empty and expert knowledge has to be inserted to determine the first set of prices. But over time the database will grow as customer respond to the pricing of contract add-ons.

- **Parametrized SLA add-on menu.** Basically, all products that satcom operator currently sell are long-term allotment SLAs. They are not formally parameterized but rather written documents and often individualized [30]. For a RM to work, the products need to be parametrized. This is particularly important for contract add-ons as the idea behind these products is to sell them more frequently in an automated matter. The thorough development of a product menu is outside of the scope of this paper, nevertheless we provide an example add-on menu in Section 6 as part of our proof-of-concept.

**Estimation and forecasting**

Estimation is descriptive, it finds the parameters of a model to best fit observed data. Forecasting is predictive, it uses this model to calculate future unobserved values [23]. The input data is conditioned data and the output is a probability distribution or a point estimate. We have two building blocks in this layer:

- **Available capacity forecasting.** This forecaster is directly fed by the allotment usage history database. The goal of the forecaster is to provide the optimization algorithm with a probability density function (PDF) of available capacity for any given time. As this is one of the key building blocks of the satcom RM, we will provide an example in Section 6.

- **Customer elasticities estimation.** Having an understanding of how customer will respond to pricing in different segments is key to every RM system. Fed by the customer response database, this building block’s objective is to estimate various elasticities. Extensive work has been done to build demand elasticities estimators and we argue that they can be well integrated into a potential satcom RM system.

**Optimization**

The optimization layer consists of two blocks: the algorithm and the model.

**Algorithms.** The inputs of the algorithm are the forecast of the available capacity, the demand elasticity estimates, and the parameterized contract add-on menu. The algorithm then optimizes within these given constraints to produce a set of optimal prices. These prices are then passed onto the next layer. As the inputs have different units, a model needs to be called to translate them into one common unit as a function of the time. Since there is a vast literature on algorithms available, we argue that the blocks can be tweaked to fit existing algorithms (as we illustrated in the proof-of-concept Section 6).

**Model.** As a unique quality of the satcom RM, capacity and demand have different units. The relationship is non-linear and is a function of time (at least one of the satellite or the terminal is moving). The details of this model are outside of the scope of this paper, but we develop an approximation in Section 6.
Control with a booking system

The control layer consists of the booking system that makes decisions based on the optimal prices from the optimization algorithm. It pushes the prices to customer, records their response, and accepts and rejects bookings. There is a feedback loop to the available capacity forecaster and to the customer response database.

6. PROOF-OF-CONCEPT

The purpose of this Section is to provide a proof-of-concept of the framework for a satcom RM. We will discuss one possible realization of such a system to illustrate the working principles and the potential gains. Since HTS with flexible satellites are still to be launched, we rely on simulation. We first describe the setup and the assumptions made. Then, we will go into detail on the three key blocks model, available capacity forecaster, and parametrized SLA add-on menu. For the latter we assume a single product that we call spot instance. We use an optimization technique based on marginal revenues similar to the one introduced in Section 2. Finally, results show the revenue gains of implementing RM.

Setup of the simulation and assumptions

We consider a GEO satellite located at 0° latitude and 0° longitude with an altitude of 35,629 km (see Figure 4). We focus on the forward downlink from satellite to customer. Each customer has its own beam with a half-cone angle of 0.7°. The satellite serves one customer from each of the five segments: aviation, backhauling, maritime, trunking, and vsat (very small aperture terminal).

![Figure 4: Overview map of the location of the five customers and the GEO satellite.](image)

Table 3: Assumptions about the customers input parameters.

| Segment     | Lon [°] | Lat [°] | D [m] | G/T [dBK] | Γ [-] |
|-------------|---------|---------|-------|-----------|-------|
| Aviation    | 50      | 20      | 0.6   | 15        | 1     |
| Backhauling | 0       | 10      | 1.2   | 21        | 2     |
| Maritime    | -50     | 30      | 1.2   | 21        | 2     |
| Trunking    | 45      | -20     | 2.4   | 27        | 3     |
| Vsat        | 20      | -20     | 1.2   | 21        | 2     |

| Segment     | μp [Mbps] | ν [-] | Δt [h] | σp [-] |
|-------------|-----------|------|--------|--------|
| Aviation    | 0.4       | 0.30 | 7.33   | 0.3    |
| Backhauling | 0.5       | 0.30 | 4.00   | 0.2    |
| Maritime    | 0.4       | 0.20 | 0.67   | 0.4    |
| Trunking    | 0.7       | 0.05 | 7.00   | 0.1    |
| Vsat        | 0.3       | 0.20 | 5.33   | 0.5    |

The mean data rate \( \mu(t) \) of the 24h demand pattern is modelled by a cosine with three parameters and is scaled by the CIR. Eq. (2) describes the relationship

\[
\mu(t) = CIR \cdot \left( \mu_b + \nu \cdot \cos \left( \frac{t - \Delta t}{12} - \pi \right) \right)
\]

with \( t \) being the hour of the day (in Coordinated Universal Time UTC), \( \mu_b \) the normalized base mean, \( \nu \) the variation of each customer segment has a different characteristic which we describe in the following:

**Aviation** services provide broadband connectivity to commercial or private aircrafts. The end-customers are the passengers on board. All passengers are multiplexed and perceived as a single customer by the satellite.

**Backhauling** services connect a subnetwork with the fiber backbone of the Internet. Often the subnetwork is a cellphone tower or Wi-Fi hotspot in regions with no or low speed terrestrial connection. Backhauling is often on larger scales and is especially considered a viable solution for developing countries.

**Maritime** services are similar to aviation. Due to slower movements, fewer dynamics are added to the communication links. For large cruise ships, thousands of end-customers are multiplexed. The cruise ship cooperation often acts as intermediary between satellite operator and end-customer.

**Trunking** services are similar to Backhauling with the focus on using satellites for excess demand in terrestrial networks or for contingency scenarios. The traffic volume is often considerable, and less variable and uncertain as many end-customers are multiplexed.

**Vsat** services address private end-customer and business solutions with light and variable traffic demands. The satellite operator often directly sells their services to the end-customer and provides connectivity to the Internet backbone.

Based on these descriptions we parametrize five representative customers as shown in Table 3 and illustrated in Figure 5. We group them into three categories: technical, demand, and SLA parameters. For the technical, we list the longitudes (lon), latitudes (lat), the diameter of the terminal dish \( D \), the receiver figure of merit \( G / T \), and a desired spectral efficiency \( \Gamma \) of the link.

The mean data rate \( \mu(t) \) of the 24h demand pattern is modelled by a cosine with three parameters and is scaled by the CIR. Eq. (2) describes the relationship

\[
\mu(t) = CIR \cdot \left( \mu_b + \nu \cdot \cos \left( \frac{t - \Delta t}{12} - \pi \right) \right)
\]
the cosine around \(\mu_B\), and \(\Delta t\) the location of the minimum usage, i.e. the hour of the night drop with respect to UTC. The uncertainty around the mean is assumed to be proportional to the mean with a base sigma \(\sigma_B\):

\[
\sigma(t) = \sigma_B \cdot R(t)
\]  

(3)

Furthermore, we assume the demand has a normal distribution and therefore we define a stochastic process as a collection of independent random normals:

\[
\{X_t\}_{t \in T} \text{ with } X_t \sim N(\mu(t), \sigma(t)^2)
\]  

(4)

with \(X_t\) being a normal random variable and \(T\) being the 24 hours of the day. For the computations, we discretize \(T\) into 15 minutes. The demanded data rate \(R(t)\) is then a sample from \(X_t\).

Applying the parameters listed Table 3 to Eqs. (2) - (4), we get Figure 5, which displays the demand pattern of the five customers introduced. All customers are modelled with a drop in night usage over a seven hour interval. Trunking is the largest customers with a CIR of 250 Mbps, with a drop in night usage over a seven hour interval. Trunking is in-between with aviation being more uncertain but uses on average 40% of the CIR while backhauling uses 50% \((\mu_B = 0.5)\). Maritime is modelled with a higher uncertainty due to the more bursty characteristic of the customer segment.

![Figure 5: Five customers modelled over a 24 h period by cosines. The confidence intervals are a function of the mean (see Eq. (3)).](image)

**Model**

The relationship between the demanded data rate \(R\) and the power capacity \(C\) of the satellite is defined by the link budget [39]. Since we consider a GEO satellite, the geometry is not time-dependent and simplifies the model. For analytical simplicity, we use the Shannon limit \(R = B \cdot \log_2(1 + C/N)\) so we can write for customer \(i\) in linear form

\[
R_i(t) = B_i \cdot \log_2 \left( 1 + \frac{G_{TX} \cdot G/T_i}{L \cdot k_B \cdot B_i} \right)
\]  

(5)

with \(L\) being the free space loss that we assume here to be constant with 209.5 dBi. The gain of the satellite is \(G_{TX}\) and assumed to be 51 dBi. The variable \(k_B\) is the Boltzmann constant with -228.6 dBK. Solving for \(C_i(t)\) gives us Eq. (6) in which we define \(Z_t\) to be the first term.

\[
C_i(t) = \frac{L \cdot k_B \cdot B_i}{G_{TX} \cdot G/T_i} \cdot \left( \frac{R_i(t)}{B_i} - 1 \right)
\]  

(6)

The exponent in the parentheses introduces a non-linearity that together with the customer specific properties \(G/T_i\) and \(B_i\) lead to significant differences in the capacity cost per data rate \(C(t)/R(t)\). Table 4 illustrates that with using the \(R(t) = CIR\).

| Table 4: different capacity costs of the five customers |
|---------------------------------------------------------|
| **Specific capacity cost** [mW/Mbps] | **Cost increase relative to trunking** |
| Aviation | 5.7 | 682% |
| Backhauling | 2.9 | 348% |
| Maritime | 4.8 | 572% |
| Trunking | 0.8 | 100% |
| Vsat | 4.8 | 572% |

The first column shows the specific capacity cost in \(mW/Mbps\) and the second column shows the cost increase relative to trunking which is the “cheapest”. Given our assumptions, backhauling is 3x, maritime and vsat are almost 6x and aviation is almost 7x times more expensive to serve than trunking. The largest driver for this is the difference in their \(G/T\). The optimization will trade-off the higher cost with the higher willingness to pay of some segments.

**Available capacity forecaster**

The available capacity forecaster determines how much capacity is available for short-term contract add-ons. It sums up the required capacity from Eq. (6) for each customer \(i\) and subtracts it from the maximum capacity \(C_{\text{max}}\). In the deterministic case, we formally have

\[
C_{\text{available}}(t) = C_{\text{max}} - \sum_{i=1}^{n} C_i(t)
\]  

(7)

with \(n\) being 5 in this example. We set \(C_{\text{max}}\) to the power required if capacity is allocated based on CIR, i.e., \(C_{\text{max}} = 1.77 W\). As we work with stochastic processes, we sample 50,000 times \(R_i(t)\) from the demand \(X_{i,t}\) and get a distribution of possible \(C_{\text{available}}(t)\) (assuming that demand is not correlated). Since the distribution is no longer a normal random variable, we work with an empirical distribution function for each \(t\). We denote the resulting random variable as \(Y_t\). Figure 6 shows the resulting process \(\{Y_t\}_{t \in T}\) including its confidence intervals. The blue line is the capacity that would have to be reserved if allocating for CIR, i.e., without having flexibility in the payloads to follow the demand pattern and reallocated capacity.
Due to the non-linearities, the uncertainty is no longer symmetric around the mean, particularly for higher data rates at Hour 15. The daily pattern follows that of the input demand data with a high drop around Hour 5. While the 99% upper confidence interval of the demand was touching the CIR line for the high usage period (see Figure 5), we can see from Figure 6 the gains of statistical multiplexing of customers. There is capacity available that can be used, even in the high usage period.

Figure 6: Plot of the used capacity modelled by the stochastic process \( Y(t) \) after sampling \( X_i \), 50,000 times for each \( i \) and \( t \). The blue line illustrated the maximum capacity which is equal to an allocation based on CIRs and not following the demand.

To calculate the available capacity in this stochastic case, we can rewrite Eq. (7) with the promised availability \( A \) from Table 3 to

\[
\mathbb{P}(Y_t < C_{\text{max}} - C_{\text{avail}}(t)) \geq A. \tag{8}
\]

We solve this equation for \( C_{\text{avail}}(t) \) by inverting the empirical cumulative distribution function of \( Y_t \). This gives us how much of the capacity is available for reallocation at each time \( t \) while ensuring the promised availability \( A \) of the allotment SLA is met.

**Parametrized SLA add-on menu: spot instance**

For the purposes of this example, we define one product that makes use of the available capacity. We call it spot instance (in analogy to the alike Amazon Web Service product [40]). It is an add-on to the existing SLAs and is sold to the same customers. It works with the customers’ price elasticity to generate additional demand. The price is below the long-term allotments, but the operator can quit the service any time. This achieves a win-win situation for both sides. The customer receives additional data rate for a lower price and the operator can safely overbook the satellite: if the usage of the long-term allotment changes, the operator can adjust to these changes by quitting spot instances. In contrast, if the operator overbooked with long-term allotments and usage behavior changes, adjustments can only be made after the long-term SLAs expire or are renegotiated.

The parameters of the spot instance are similar to the long-term allotment SLA. The product has a data rate and an associated price. We assume perfect customer segmentation is possible and therefore the parameters are different for each customer \( i \): \( R_{\text{spot},i} \) and \( p_{\text{spot},i} \).

For further simplification, we make the conservative assumption that all customers use their full \( R_{\text{spot},i} \) throughout the 24 h window. With that, the most congested point is during peak hour of the existing SLA allotments. We get the available capacity by finding the minimum of all \( C_{\text{avail}}(t) \). Formally we have:

\[
C_{\text{avail}} = \min(C_{\text{avail}}(t) \forall t \in T) \tag{9}
\]

which results in \( C_{\text{avail}} = 0.63 \) \( W \) (see orange area in Figure 6) in our example. Note, that there is still the white area remaining between the 99% confidence interval line and the orange area. Hence, with this assumption we only consider approximately half of the theoretical free capacity as available—the rest is the undulating white space shown below the orange area and above the green used capacity.

For the customer demand elasticity, we assume a log-linear (exponential) behavior that goes through the price point defined by the long-term allotment. With \( R_{\text{spot},i} \) being the additional data rate contracted, we get the price \( p_{\text{spot},i} \) by

\[
p_{\text{spot},i} = \frac{1}{b_i} \ln \left( \frac{a_i}{CIR_i + R_{\text{spot},i}} \right) \tag{10}
\]

The elasticity \( \epsilon \) for the log-linear demand is defined by Eq. (11) [23].

\[
\epsilon_{\text{CIR},i} = p_{\text{CIR},i} \cdot b_i \cdot e^{-1} \tag{11}
\]

We calculate the parameter \( b_i \) by using the elasticity defined for \( p_{\text{CIR},i} \) from Table 3. With the values for \( p_{\text{CIR},i} \) and \( R_{\text{spot},i} = 0 \) we obtain the parameter \( a_i \). The resulting relationships are plotted in Figure 7. Aviation is modelled as the most price-insensitive customer segment, following by maritime and vst, trunking, and backhauling. The upwards pointing triangle is the assumed price point of the long-term SLAs.

![Figure 7: Lin-log demand functions for the five customers. The triangle is the price point of the allotments for which the elasticity \( \epsilon \) is defined.](image)

Furthermore, with the known parameters \( a_i \) and \( b_i \), the additional revenue \( \Pi_{\text{spot},i} \) is obtained by multiplying Eq. (10) by \( R_{\text{spot},i} \):
\[ \Pi_{\text{spot},i} = \frac{R_{\text{spot},i}}{b_i} \cdot \ln \left( \frac{a_i}{CIR_i + R_{\text{spot},i}} \right) \]  

(12)

The total revenues \( \Pi_{\text{tot}} \) are then defined as

\[ \Pi_{\text{tot}} = \Pi_{\text{CIR}} + \Pi_{\text{spot}} \]  

(13)

with \( \Pi_{\text{CIR}} = \sum_{i=1}^{n} p_i \cdot CIR_i \) and \( \Pi_{\text{spot}} = \sum_{i=1}^{n} \Pi_{\text{spot},i} \) for customer \( i \).

**Revenue optimization**

For revenue maximization we use a gradient-based greedy algorithm similar to the one introduced in Section 2. We analytically derive the gradient \( \frac{\partial \Pi_{\text{spot},i}}{\partial C_{\text{spot},i}} \) by inserting Eq. (5) into Eq. (12) (thus assuming the spot instance is provided through a new beam to the same terminal). For the purpose of clearer notation, we omit the customer index \( i \). With the defined variable \( Z = \frac{L \cdot k \cdot B}{G \cdot x \cdot G_i} \) from Eq. (6) we get

\[ \frac{\partial \Pi}{\partial C} = \frac{\partial}{\partial C} \left( \frac{B \cdot \log_2 \left( \frac{C}{Z} + 1 \right)}{b} \ln \left( \frac{a}{CIR + B \cdot \log_2 \left( \frac{C}{Z} + 1 \right)} \right) \right) \]  

(14)

With the substitutions

\[ D_1 = \frac{C}{Z} + 1 \quad \text{and} \quad D_2 = B \cdot \ln(D_1) + CIR \]  

(15)

the final gradient reads

\[ \frac{\partial \Pi}{\partial C} = \frac{B \cdot \ln \left( \frac{a}{D_2} \right)}{b \cdot Z \cdot \ln(2) \cdot D_1} - \frac{B^2 \cdot \ln(D_1)}{b \cdot Z \cdot \ln^2(2) \cdot D_1 \cdot D_2} \]  

(16)

We calculate these gradients for every customer \( i \) and then follow the procedure outlined in Algorithm 1.

**Algorithm 1: Gradient-based revenue optimizer**

- **Input:** \( J_i(C_i) = \frac{\partial \Pi_i}{\partial C_i} \)
- **Input:** step size \( \Delta C \)
- **Input:** available capacity \( C_{\text{avail}} \)
- **Output:** optimal allocation \( C_1 \)

1: Initialize \( J_i(C_i) \) with \( C_i = 0 \)
2: while \( \sum_{i=1}^{n} C_i < C_{\text{avail}} \) do // repeat until capacity limit reached
3:     if any \( J_i(C_i) > 0 \) then // check if any gradient positive
4:         \( C_{\text{argmax}}(i) = \Delta C \) // incr. capacity for steepest grad.
5:     else
6:         stop // stop when all gradients negative
7: end if
8: end while

The gradients are initialized with a capacity \( C_i = 0 \). Then, iteratively the capacity is increased by \( \Delta C \) for the customer \( i \) with the steepest gradient, i.e., the highest marginal revenue. For the step size we choose \( \Delta C = 0.001 \). The algorithm terminates if either all gradients are negative (selling more capacity would reduce revenues) or the capacity limit \( C_{\text{avail}} \) is reached (capacity cleared). The result is the revenue maximizing allocation \( C_1 \) for each customer \( i \). With Eq. (5), we transform this capacity back into \( R_{\text{spot},i} \) and with the demand function in Eq. (10) we get the optimal prices \( p_{\text{spot},i} \). Since the marginal revenue function \( \frac{\partial \Pi_{\text{spot},i}}{\partial C_{\text{spot},i}} \) is monotonically decreasing, the found solution is ensured to be the global optimum [41].

**Results**

The final results of the simulation are summarized in Figure 8 and Table 5. The algorithm terminated after allocating the

---

![Figure 8](image-url)  

Figure 8: On the upper left, the additional revenues \( \Pi \) per month are plotted as a function of the spot instance power elasticity as Figure 7. The circles indicate the optimized solutions for \( C_{\text{spot},i} \), \( R_{\text{spot},i} \), and \( p_{\text{spot},i} \).
complete available capacity. The upper left part of Figure 8 shows the spot revenues per month \( \Pi_{\text{spot},i}(C_i) \) in thousands of USD ($k) as a function of the capacity, whereas the upper right part shows the spot revenues as a function of the data rate \( \Pi_{\text{spot},i}(R_{\text{spot},i}) \). The lower left subplot is the demand elasticity from Figure 7. The location of the circles in all three subplots denote the optimal solutions obtained for \( c^*_i, R^*_i \), and \( p^*_i \). For the initialization of \( c^*_i = 0 \) the circles in the lower left plot match the allotment price points.

We can see in the upper left plot that the gradients \( \partial \Pi_i/\partial C_i \) are all equal at the optimum solution points. Due to the strong non-linearity of the link budget (see Eq. (5)), the functions and the gradients with respect to \( R \) are of a very different form. For example, trunking has a steep gradient in the beginning for power, whereas it is almost linear with the data rate. The linearity can be explained by the flattening out of the demand elasticity for a cumulative demand above 300 Mbps. According to the Shannon limit, this linearity becomes the non-linear behavior seen in the upper left plot. An optimization on the gradients of \( \partial \Pi_i/\partial R \) would lead to a different non-optimal solution. This observation underscores the uniqueness of a potential satcom RM system.

|          | \( c^*_i \) | \( R^*_i \) | \( p^*_i \) | \( \Pi_{\text{spot},i} \) | \( \Pi_{\text{spot},i} \) |
|----------|-------------|-------------|------------|-----------------|-----------------|
| Aviation | 0.14        | 39.0        | 202.6      | 33.3%           | 21.00           |
| Backhauling | 0.13    | 92.0        | 80.0       | 20.0%           | 15.00           |
| Maritime | 0.13        | 64.0        | 148.0      | 26.0%           | 20.00           |
| Trunking | 0.17        | 234.0       | 70.0       | 30.0%           | 25.00           |
| Vsat     | 0.06        | 32.0        | 148.0      | 26.0%           | 10.00           |
| \( \sum_i \) | 91.0      |             |            | 10.0%           | 46.00           |
| \( \Pi_{\text{tot}} \) | 137.0 | +34%        |

Overall, under the assumption that all customers buy the spot instances for the posted price and quantity, they add $46k in revenues per month to the baseline of $91k (see Table 5). This equals an increase of 34%. The greatest revenues (around one third) come from trunking, with vsat contributing the least at 10% (see column \( \Pi_{\text{spot},i}/\Pi_{\text{spot}} \)). The capacity is split almost equally between aviation, backhauling, maritime, and trunking (Vsat receives around half of that). The prices \( p^*_i \) are between 20% and 33% lower than \( p_{\text{CR},i} \). The additional data rate is the highest for trunking with 234 Mbps.

After optimization, these determined prices would be passed on to the booking system (see Figure 3). The price-based RM system would then offer the spot instance product to each customer segments, e.g. through a web portal.

**Discussion**

Our objective of this Section was to illustrate the working principles of a possible realization of an end-to-end satcom RM system given the framework developed in the previous Sections. We focused on three areas: available capacity estimator, model, and SLA contract add-on menu. We described a statistical capacity estimator, which makes use of customer multiplexing. The model is based on the link budget and we illustrate its non-linear behavior and the implications. For the add-on menu, we discussed one possible product: spot instances that are sold to the same customer for a discounted price, but the operator can quit service anytime. Under the assumption that the estimations about price elasticity are accurate and customers buy the spot instances, the operator’s revenues can be boosted by 34%.

The biggest assumptions we made were around the add-on menu. The specification of the product has implications on the demand elasticities and the available capacity considered. While we assumed here that the elasticities are anchored around the price point of the long-term allotments, this is not necessarily the case or even known. An analogy are new flights for airlines. The demand curves are initially unknown and are learned over time.

Moreover, we considered the conservative scenario in which customers make full use of the purchased data rate of the spot instances. It is likely that they show similar behavior to the long-term allotments and leave considerable amount unused during the night. One approach can be to design a product that specifically makes use of this night drop (e.g. a discounted over-night backup plan for non-time critical data). Another approach is to store power during off-times and use during peak hours (depending on the technical capabilities of the satellite).

7. Conclusion

To summarize, in this paper we discussed the potential of Revenue Management (RM) for satcom operators. We motivated that several technological changes are underway, in particular digital payloads and phased arrays, that will change how operators control their satellites. Competition is likely to increase in the coming years and being able to manage demand and capacity effectively could become a competitive differentiator.

We showed that the satcom industry has promising characteristics for the implementation of a RM system: inflexible capacity, low marginal sales cost, perishable inventory, heterogeneous customers, and variable and uncertain demand. We divide the satcom products into existing long-term allotments and future short-term add-ons. With the development of a Dynamic Resource Management (DRM) tool, operators will create the underlying information and data required for a potential RM system, hence reduce development risks and costs.

Drawing from analogies to the passenger airline and air cargo industries, we propose a price-based RM framework for satcom that has three unique features: available capacity forecaster, model, and SLA add-on menu.
Finally, we provided a proof-of-concept of the developed price-based RM framework. In the realization that we simulated, we introduced a spot instance product that makes use of half of the statistically available capacity and can significantly increase revenues compared to a long-term allotment only case.

We make the following contributions:

- Identifying RM as highly applicable for satcom operators to manage demand and capacity integratedly
- Proposing the first RM framework for satcom operators with the three unique features: available capacity forecaster, model, and SLA add-on menu
- Proofing through simulation that our RM framework can deliver a significant increase in revenues

Since this is the first paper on RM for satcom operators, it opens many unanswered questions that require further research and deeper analysis. We hope that the framework of this paper is helpful for some of that future work.

Possible future research directions can be:

- Development of an analytical model for NGSO satellites
- Development of a more exhaustive parameterized SLA add-on menu
- Modelling of the implication of storing power on the available capacity estimator
- Conducting a pilot study for validation of the framework
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