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PUBLIC INTEREST STATEMENT

It is important to study extreme events in various disciplines including finance, earth sciences, and biological sciences. For example, equity risks, wildfires, extreme floods, pollutions, and tumor growth are potentially damaging to both humans and the environment. The outcome of successfully modeling such events leads to accurately predicting their risks of occurring in the future. Estimating the high conditional quantiles of extreme values of related variables is a very important task. The traditional mean regression model is not sufficient for this task. This paper proposes a new weighted quantile regression model. The study results of asymptotic properties and Monte Carlo simulations show that the proposed methods perform better relative to regular quantile regression. We also study two real-world examples, namely a CO2 Emission and Apple Stock Prices example, showing that the proposed weighted quantile regression methods give more reasonable predictions of high quantile values of related variables.
1. Objective and motivation

Extreme value theory (de Haan & Ferreira, 2006) deals with extreme events in various worldwide disciplines including finance, earth sciences, and biological sciences. This is an important field in probability and statistics for studying extreme events including equity risks, wildfires, extreme floods, and tumor growth which are potentially damaging to both humans and the environment. The outcome of successfully modeling such events leads to accurately predicting the risk of those extreme events occurring in the future. Estimating the high conditional quantiles of extreme values of related variables is thus a very important task.

The well-known mean regression model assumes that the conditional mean of $y$ given $x$ is

$$ \mu_{y|x} = E(y|x_1, x_2, \ldots, x_k) = x^T \beta = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_k x_k, $$

where $x = (1, x_1, x_2, \ldots, x_k)^T$ contains given variables and $\beta = (\beta_0, \beta_1, \ldots, \beta_k)^T$ where $\beta \in \mathbb{R}^p$ ($p = k + 1$). By solving via minimizing the $L_2$-squared distance, one obtains a least squares estimator for $\beta$ from a random sample ($y_i$, $x_{i1}$, $x_{i2}$, $\ldots$, $x_{ik}$) where $i = 1, 2, \ldots, n$, namely

$$ \hat{\beta}_{LS} = \arg \min_{\beta \in \mathbb{R}^p} \sum_{i=1}^{n} (y_i - x_i^T \beta)^2 \quad \text{and} \quad \hat{\mu}_{LS} = \hat{\mu}_{y|x} = x^T \hat{\beta}_{LS}. \quad (1) $$

The mean linear regression provides the mean relationship between a response variable and explanatory variables. There are limitations present in the conditional mean models. When analyzing extreme value events, where the response variable $y$ is heavy-tailed distributed, the mean linear regression cannot be extended to non-central locations. Quantile regression estimates conditional quantiles and it will be used to estimate values of extreme events (Hao & Naiman, 2007; Yu, Lu, & Stander, 2003). We will study two real-world examples in the following sections.

1.1. CO$_2$ emission example

A greenhouse gas is a gas in an atmosphere that absorbs and emits radiation within the thermal infrared range. This process is the primary cause of the greenhouse effect. The greenhouse effect is the process by which radiation from a planet’s atmosphere warms the planet’s surface to a temperature higher than what it would be in the absence of its atmosphere. The main greenhouse gases in the Earth’s atmosphere include: water vapor, carbon dioxide, methane, nitrous oxide, and ozone. Carbon dioxide is the primary greenhouse gas that is contributing to climate change. If the global CO$_2$ emission continues its steady increase over time as shown in Figure 1, the repercussions could be deadly (BP, 2014). Without greenhouse gases, the average temperature of the Earth’s surface would be about $-1^\circ$C rather than the current average of $15^\circ$C. Attribution of recent climate change involves the work of discovering mechanisms responsible for recent changes observed in the Earth’s climate which is more commonly known as global warming. The overriding mechanisms to which recent climate change has been attributed arise as the result of human activity which includes the increase in atmospheric concentrations of greenhouse gases. Impacts of climate change, including glacier retreat, the changes in the timing of seasonal events, and agricultural productivity, have already been detected. The 2012 CO$_2$ emissions from fossil fuel use and industrial processes in 181 countries have been collected from the Emission Database for Global Atmospheric Research (2017) (http://edgar.jrc.ec.europa.eu). An annual emission of over 40,000 kilotons of CO$_2$ is considered to be noteworthy (Tracker, 2015). The selected threshold is therefore 40,000 kilotons of CO$_2$, which leads to 67 records remaining in the data set. In Figure 2, the $x$-axis is the country (in alphabetical order), the $y$-axis is CO$_2$ emission (in kilotons), and the red line indicates the threshold of 40,000 kilotons of CO$_2$. The top 10 emission data are in Table 1.

One can see quadratic behavior in Figure 3 (i.e. as the oil consumption increases, a high CO$_2$ emission is much more probable) along with both a least squares curve and least squares surface. This is not surprising since the burning of oil is a main human source of CO$_2$ emissions. We use a traditional polynomial regression model
Figure 1. Global CO\textsubscript{2} emissions (billion metric tons) by year (1965–2013).

Figure 2. 181 country-specific CO\textsubscript{2} emissions (kt) (2012) (40,000 kt threshold–red line).

Table 1. Top 10 data of CO\textsubscript{2} emissions (2012)

| Country  | CO\textsubscript{2} emission (kt) | Oil consumption (1000 BPD) | Country  | CO\textsubscript{2} emission (kt) | Oil consumption (1000 BPD) |
|----------|---------------------------------|----------------------------|----------|---------------------------------|----------------------------|
| China    | 10,128,163                      | 9,980                      | Germany  | 794,439                         | 2,389                      |
| USA      | 5,152,356                       | 18,490                     | South Korea | 602,717                        | 2,322                      |
| India    | 2,079,176                       | 3,450                      | Iran     | 591,021                         | 1,790                      |
| Russia   | 1,826,347                       | 3,395                      | Canada   | 560,572                         | 2,352                      |
| Japan    | 1,318,420                       | 4,695                      | Mexico   | 481,349                         | 2,086                      |

Note: BPD = barrels per day.
where

\[ x \] is (oil consumption (1,000 BPD))^{0.25}

and

\[ y \] is (CO\textsubscript{2} emission (kt))^{0.25}.

We use \( \hat{\mu}_{LS} \) in (1) and sample with size \( n = 67 \) to compute \( \hat{\mu}_{LS} \) in (1). The \( \hat{\mu}_{LS} \) curve in Figure 3(a) merely estimates the average (CO\textsubscript{2} emission (kt))^{0.25} for a given level of (oil consumption (1,000 BPD))^{0.25}. Recalling that one is interested in high CO\textsubscript{2} emissions which can inflict damage, the quantile regression method will be used to estimate the desired high (i.e. 95%) conditional quantiles of CO\textsubscript{2} emission. We will continue to study this example in detail in Subsection 5.1.

1.2. Apple stock prices example

The closing stock price (CSP) is the final price at which a security is traded on a given trading day. The closing price represents the most up-to-date valuation of a security until trading begins again on the following trading day. Investors are interested in predicting when particular stock prices will be high in order to maximize their rate of return. The daily Apple closing stock prices from 1 January 1990 until 31 December 2015 have been collected from Yahoo Canada Finance (2017) with every 30th data point being retained (https://ca.finance.yahoo.com/). A closing stock price of 30 US dollars is the selected threshold due to the fact that a stock with a closing stock price of over 30 US dollars is considered to have much potential to grow, which leads to 163 records from the original 218 remaining in the data set (Chaturvedi, 2009). The top 10 Apple closing stock price (CSP-Apple) data are in Table 2. In Figure 4, the \( x \)-axis is the date, the \( y \)-axis is the CSP-Apple (in US dollars), and the red line indicates the threshold of 30 US dollars.

One can see linear behavior in Figure 5 along with both the least squares lines and the least squares surface. Since Apple Inc., IBM Corporation, and EMC Corporation are all popular technology companies with excellent reputations, their closing stock prices are well known to be very predictive of one another. Utilizing the traditional linear regression model with two regressors (\( x_1 \) and \( x_2 \)), namely

\[
E(y|x, x^2) = \beta_0 + \beta_1 x + \beta_2 x^2,
\]

Figure 3. (a) Scatter diagram \((n = 67)\) of \( y \)—country-specific (CO\textsubscript{2} emission (kt))^{0.25} related to \( x \)—(oil consumption (1,000 BPD))^{0.25} with the mean regression curve \( \hat{\mu}_{LS} \); (b) Scatter diagram of \( y \)—country-specific (CO\textsubscript{2} emission (kt))^{0.25} related to \( x \)—(oil consumption (1,000 BPD))^{0.25} and \( x^2 \)—((oil consumption (1,000 BPD))^{0.25})^2 with the mean regression surface \( \hat{\mu}_{LS} \).

Figure 4. 218 date-specific Apple closing stock prices (USD) (1990–2015) (threshold–red line).
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where \(x_1\) is (CSP-IBM (USD))\(^{0.5}\), \(x_2\) is (CSP-EMC (USD))\(^{0.5}\), and \(y\) is (CSP-Apple (USD))\(^{0.5}\). We use /uni0302.s1/\(\hat{\mu}_{LS}\) in (1) and sample with size \(n = 163\) to compute /uni0302.s1/\(\tilde{\mu}_{LS}\) in (1). However, the /uni0302.s1/\(\tilde{\mu}_{LS}\) surface in Figure 5(c) merely estimates the average of (CSP-Apple)\(^{0.5}\) for a given level of both (CSP-IBM)\(^{0.5}\) and (CSP-EMC)\(^{0.5}\). Recalling that one is interested in high CSP-Apple which can lead to noteworthy return rates, the quantile regression method will be used to estimate the desired high (i.e. 95%) conditional quantiles of CSP-Apple. We will continue to study this example in greater detail in Subsection 5.2.

### 1.3. Main methods and results

In this paper, we propose a new weighted quantile regression method in order to improve the regular quantile regression method. In this paper, we will do three studies:

1. A weight as a function of local conditional density is proposed. An estimate of this weight is also given.
2. Theoretical approach will be investigated.
3. Monte Carlo simulations will be performed to show the efficiency of the new weighted quantile regression estimator relative to the regular quantile regression estimator.
4. The new proposed method will be applied to real-world examples of extreme events and compared to mean regression and regular quantile regression.

In Section 2, we review some notation. In Section 3, we propose a weighted quantile regression method and give its good asymptotic properties for any uniformly bounded positive weight independent of response variable \(y\) with the conditional density as the weight. In Section 4, the results of Monte Carlo simulations generated from the bivariate Pareto distribution Type II show that the proposed weighted method produces high efficiencies relative to existing methods. In Section 5, the three regression methods: mean regression, regular quantile regression, and the proposed weighted

| Date         | CSP-Apple | \(x_1\) | \(x_2\)| CSP-EMC |
|--------------|-----------|---------|---------|---------|
| 29/8/2012    | 673.47    | 195.08  | 26.89   |
| 11/10/2012   | 628.10    | 205.76  | 25.68   |
| 18/7/2012    | 606.26    | 188.25  | 25.08   |
| 5/5/2014     | 600.96    | 191.26  | 25.78   |
| 27/11/2012   | 584.78    | 191.23  | 24.57   |
| 23/4/2012    | 571.70    | 198.62  | 27.66   |
| 23/12/2013   | 570.09    | 182.23  | 25.07   |
| 5/6/2012     | 562.83    | 189.20  | 23.83   |
| 9/3/2012     | 545.17    | 200.62  | 29.01   |
| 21/3/2014    | 532.87    | 186.67  | 27.98   |

\[
E(y|x_1, x_2) = \beta_0 + \beta_1 x_1 + \beta_2 x_2, \tag{3}
\]

Figure 5. Scatter diagrams \((n = 163)\) of \(y\)-(CSP-Apple)\(^{0.5}\) related to \(x_1\)-(CSP-IBM)\(^{0.5}\) and \(x_2\)-(CSP-EMC)\(^{0.5}\) with the mean regression lines (a) and (b) and surface (c) /uni0302.s1/\(\tilde{\mu}_{LS}\).
quantile regression are applied to the real-life examples: CO$_2$ Emission (Subsection 1.1) and Apple Stock Prices (Subsection 1.2). Three goodness-of-fit tests are used to assess the distributions of the data. Studies of the examples illustrate that the proposed weighted quantile regression model fits the data better than the existing quantile regression method.

2. Notation

Pickands (1975) first introduced the Generalized Pareto Distribution (GPD).

Definition 1 The cumulative distribution function (c.d.f.) of the two-parameter GPD($\gamma$, $\sigma$) with the shape parameter $\gamma > 0$ and scale parameter $\sigma > 0$ of a random variable $Y$ is given by

$$F(y) = 1 - \left(1 + \frac{y}{\sigma}\right)^{-\frac{1}{\gamma}}, \quad y > 0, \quad \sigma > 0, \quad \gamma > 0.$$  \hspace{1cm} (4)

Definition 2 The $r$th linear conditional quantile of a continuous random variable $y$ with the c.d.f. $F(y)$ for given $x$ is defined as

$$Q_r(x) = F^{-1}(r|x) = x^\tau \beta(x) = \rho_0(x) + \beta_1(x)x_1 + \ldots + \beta_k(x)x_k, \quad 0 < r < 1,$$

where $\beta(x) = (\rho_0(x), \beta_1(x), \beta_2(x), \ldots, \beta_k(x))^T$.

Koenker and Bassett (1978) proposed a $L_1$-loss function to obtain estimator $\hat{\beta}(x)$ by solving

$$\hat{\beta}(x) = \arg\min_{\beta \in \mathbb{R}^k} \frac{1}{n} \sum_{i=1}^n \rho_i(y_i - x_i^T \beta), \quad 0 < r < 1,$$  \hspace{1cm} (5)

where $\rho_i(x) = u(x) I(u < 0)$, with $u(x)$ is a loss function, namely

$$\rho_i(x) = \begin{cases} u(x - 1), & u < 0; \\ u_x, & u \geq 0. \end{cases}$$

3. Proposed weighted quantile regression

3.1. Proposed weighted quantile regression

Huang, Xu, and Tashnev (2015) proposed a weighted quantile regression method

$$\hat{\beta}_w(x) = \arg\min_{\beta \in \mathbb{R}^k} \frac{1}{n} \sum_{i=1}^n w_i(x, \tau) \rho_i(y_i - x_i^T \beta), \quad 0 < r < 1,$$  \hspace{1cm} (6)

where $w_i(x, \tau)$ is any uniformly bounded positive weight function independent of $y_i$, $i = 1, \ldots, n$.

In this paper, we propose two specified weights $w_i(x, \tau)$ in (6):

1. The power function of the $L_2$ inverse norm of $x$, where $M$ is a finite real number

$$w_i(x, \tau) = \left(\frac{1}{\sum_{j=1}^k x_{ij}^2}\right)^{\delta}, \quad 0 < \delta < M, \quad i = 1, 2, \ldots, n,$$  \hspace{1cm} (7)

where $x_{ij}$ is a component of the vector $x_i = (1, x_{i1}, x_{i2}, \ldots, x_{ik})$ in (6), $i = 1, \ldots, n$; $j = 1, \ldots, k$.

2. The local conditional density of $y$ for given $x_i$, $f(y|x_i)$, at the $r$th quantile point $\xi_r(x_i)$ of $y$

$$w_i(x, \tau) = f_i(\xi_r(x_i))^{\theta}, \quad 0 < \theta < M, \quad 0 < r < 1, \quad i = 1, 2, \ldots, n,$$  \hspace{1cm} (8)

where $n$ is the sample size, $f_i(\xi_r(x_i))$ is uniformly bounded at the quantile points $\xi_r(x_i)$, and $M$ is a finite real number.
The reasons for using weights (7) and (8) are as follows: since \( \rho_i(y_i - x_i' \beta) \) is a measure of absolute error from \( y_i \) to the true \( r \)th conditional quantile \( x_i' \beta(r) \), \( i = 1, 2, \ldots, n \). The weight (7) is a function of the inverse norm of \( x \). Giving this weight on the errors makes a more balanced measure on total error \( \sum_{i=1}^{n} w_i(x_i, r) \rho_i(y_i - x_i' \beta(r)) \). The weight (8), \( f_i(\xi(r|x_i)) \) gives a relative likelihood of \( y \) taking values from a small neighborhood of the point \( y = \xi(r|x_i) \). As Koenker (2005) suggested, when the conditional densities of the response are heterogeneous, it is natural to consider whether weighted quantile regression might lead to efficiency improvements. In Section 5, we discuss how to select parameters of \( \delta \) and \( \theta \) based on the data set. In this paper, we are looking for improvement in efficiency using weight (8) in Section 4 simulations and using weights (7) and (8) in Section 5 for the CO\(_2\) Emission and Apple Stock Prices examples. Next, we discuss properties of the proposed weighted estimators.

### 3.2. Properties of weighted quantile regression

Huang et al. (2015) derived asymptotic distribution of \( \hat{\beta}_{nw}(r) \) in (6) as Theorem 1 under the following regularity conditions.

**Condition 1 (C1).** The \( F \)'s are absolutely continuous, with continuous densities \( f_i(\xi) \) uniformly bounded away from 0 and \( \infty \) at the quantile points \( \xi_i(r|x_i), i = 1, 2, \ldots \).

**Condition 2 (C2).** There exist positive definite matrices \( D_0(r) \) and \( D_1(r) \) for \( w_i(x_i, r) \) in (6), such that the following three subconditions are satisfied:

\[(i) \quad \lim_{n \to \infty} n^{-1} \sum_{i=1}^{n} w_i^2(x_i, r) x_i x_i' = D_0(r),
(ii) \quad \lim_{n \to \infty} n^{-1} \sum_{i=1}^{n} w_i(x_i, r) f_i(\xi(r|x_i)) x_i x_i' = D_1(r),
(iii) \quad \lim_{n \to \infty} \|w_i(x_i, r) x_i\|/\sqrt{n} \to 0.
\]

**Theorem 1** Under Conditions C1 and C2, we have asymptotic results for \( \hat{\beta}_{nw}(r) \) in (6)

\[\sqrt{n} \left( \hat{\beta}_{nw}(r) - \beta(r) \right) \overset{D}{\to} N(0, \tau(1 - \tau)D_1^{-1}(r)D_0(r)D_1^{-1}(r)) \quad \text{as } n \to \infty.\]

**Remarks:** Based on Theorem 1, for two specified weights in (7) and (8), we have:

(1) When using \( w_i(x_i, r) \) in (7), we have

\[\sqrt{n} \left( \hat{\beta}_{nw}(r) - \beta(r) \right) \overset{D}{\to} N(0, \tau(1 - \tau)D_1^{-1}(r)D_0(r)D_1^{-1}(r)) \quad \text{as } n \to \infty, \quad \text{where}
\]

\[D_0(r) = \lim_{n \to \infty} n^{-1} \sum_{i=1}^{n} \left( \sum_{j=1}^{k} x_{ij}^2 \right)^{\delta} x_i x_i'; \quad D_1(r) = \lim_{n \to \infty} n^{-1} \sum_{i=1}^{m} \left( \sum_{j=1}^{k} X_{ij}^2 \right)^{\delta} f_i(\xi(r|x_i)) x_i x_i'.
\]

(2) When using \( w_i(x_i, r) \) in (8), \( D_1(r) = D_0(r), \) we have

\[\sqrt{n} \left( \hat{\beta}_{nw}(r) - \beta(r) \right) \overset{D}{\to} N(0, \tau(1 - \tau)D_0^{-1}(r)) \quad \text{as } n \to \infty, \quad \text{where}
\]

\[D_0(r) = \lim_{n \to \infty} n^{-1} \sum_{i=1}^{n} \left| f_i(\xi(r|x_i)) \right|^{\delta+1} x_i x_i'.
\]

### 3.3. Comparison of quantile regression models

In order to compare the regular and weighted quantile regression estimators in (5) and (6), we extend the idea of measuring goodness of fit by Koenker and Machado (1999) and suggest to use a Relative \( R(r) \) which is defined as
Relative $R(\tau) = 1 - \frac{V_{\text{weighted}}(\tau)}{V_{\text{regular}}(\tau)}$, $-1 \leq R(\tau) \leq 1$, where

\[
V_{\text{regular}}(\tau) = \sum_{y_i > x_i \hat{\beta}(\tau)} \left| y_i - x_i \hat{\beta}(\tau) \right| + \sum_{y_i \leq x_i \hat{\beta}(\tau)} \left| y_i - x_i \hat{\beta}(\tau) \right|, 
\]
\[
V_{\text{weighted}}(\tau) = \sum_{y_i > x_i \hat{\beta}(\tau)} w_i \tau \left| y_i - x_i \hat{\beta}_w(\tau) \right| + \sum_{y_i \leq x_i \hat{\beta}_w(\tau)} w_i (1 - \tau) \left| y_i - x_i \hat{\beta}_w(\tau) \right|, 
\]
where $\hat{\beta}(\tau)$ is given by (5), and $w_i = w_i(x_i, \tau)$, $\hat{\beta}_w(\tau)$ are given by (6).

4. Simulations

In this section, Monte Carlo simulations are performed. We generate $m$ random samples of size $n$ each from the bivariate Pareto distribution Type II (Arnold, 2015) for random vector $(X, Y)$ with a joint c.d.f.

\[
F(x, y) = 1 - \frac{1}{(1 + x)^a} - \frac{1}{(1 + y)^b} = \frac{1}{(1 + x + y)^{a+b}}, \ x > 0, \ y > 0, \ a > 0, \ b > 0, 
\]
and the conditional quantile function of $y$ given $x$ with the c.d.f. in (10) is

\[
\xi(\tau|x) = Q_y(\tau|x) = (1 + x) \left( \frac{1}{1 - \tau} \right) - 1, \ x > 0, \ a > 0, \ 0 < \tau < 1. 
\]

The conditional density of $y$ for given $x$ is

\[
f(y|x) = \frac{(a + 1)x^{a+1}}{(1 + x + y)^{a+b}}, \ x > 0, \ y > 0, \ a > 0, \ b > 0, 
\]
and the $r$th conditional density of $y$ for given $x$ at the $r$th quantile is

\[
f(\xi(\tau|x)) = \frac{(a + 1)(1 - \tau)^{(a+2)/a+1}}{1 + x}, \ x > 0, \ a > 0, \ 0 < \tau < 1. 
\]

Assume that the true conditional quantile is $Q_y(\tau|x) = \beta_0(\tau) + \beta_1(\tau)x$. We use two quantile regression methods:

1. The regular quantile regression $Q_y(\tau|x)$ estimation based on (5), namely

\[
Q_y(\tau|x) = \hat{\beta}_0(\tau) + \hat{\beta}_1(\tau)x. 
\]

2. The weighted quantile regression $Q_w(\tau|x)$ estimation based on (6), namely

\[
Q_w(\tau|x) = \hat{\beta}_w0(\tau) + \hat{\beta}_w1(\tau)x. 
\]

For each method, we generate size $n = 300, m = 1,000$ samples. $Q_y_i(\tau|x)$ or $Q_w_i(\tau|x), i = 1, \ldots, m$, are estimated for the $i$th sample. Let $a = 3, b = 1$ in (8), then the weights are

\[
w_i(x_i, \tau) = \frac{f_\tau(\xi(\tau|x))}{f_\tau(\xi(\tau|x))}, \ y_i > 0, \ 0 < \tau < 1, \ j = 1, 2, \ldots, n. 
\]

The simulation mean squared errors (SMSE) of the estimators (12) and (13) are:

\[
\text{SMSE}(Q_y(\tau)) = \frac{1}{m} \sum_{i=1}^{m} \int_0^1 \left( Q_y_i(\tau|x) - Q_y(\tau|x) \right)^2 dx 
\]
and

\[
\text{SMSE}(Q_w(\tau)) = \frac{1}{m} \sum_{i=1}^{m} \int_0^1 \left( Q_w_i(\tau|x) - Q_w(\tau|x) \right)^2 dx 
\]
where the true \( \tau \)th conditional quantile \( Q_y(\tau|x) \) is defined in (11). \( N \) is a finite value such that the c.d.f. in (10) \( F(N, N) \approx 1 \). We let \( N = 1,000 \) and the simulation efficiencies (SEFF) are given by

\[
\text{SEFF}(Q_w(\tau)) = \frac{\text{SMSE}(Q_y(\tau))}{\text{SMSE}(Q_w(\tau))},
\]

where \( \text{SMSE}(Q_y(\tau)) \) and \( \text{SMSE}(Q_w(\tau)) \) are defined in (15) and (16), respectively.

Table 3 displays the SEFF\( (Q_w(\tau)) \) for varying \( \tau \) values using the weight in (14). It shows that all of the SEFF\( (Q_w(\tau)) \) are larger than 1 when \( \tau = 0.95, \ldots, 0.99 \). Figure compares the SMSE\( (Q_y(\tau)) \) with the SMSE\( (Q_w(\tau)) \) for \( \tau = 0.95, \ldots, 0.99 \). It demonstrates that all SMSE\( (Q_w(\tau)) \) for our proposed weight in (14) have smaller values than SMSE\( (Q_y(\tau)) \).

Furthermore, Figure 7 shows the box plots for estimating the true \( \beta_0 \) and \( \beta_1 \) when \( \alpha = 3 \) using \( Q_y(\tau|x) \) and \( Q_w(\tau|x) \) for \( \tau = 0.95 \) and 0.97, respectively. It reveals that the proposed \( Q_w(\tau|x) \) is unbiased and produces more accurate \( \hat{\beta}_{w0}(\tau) \) and \( \hat{\beta}_{w1}(\tau) \) estimators of the true \( \beta_0 \) and \( \beta_1 \) for \( \tau = 0.95 \) and 0.97. Also, the variances of \( Q_w(\tau|x) \) are relatively small than \( Q_y(\tau|x) \) for \( \tau = 0.95 \) and 0.97.

From the results of the simulation, we can conclude that Table 3 and Figures 6 and 7 show that for \( \tau = 0.95, \ldots, 0.99 \), the proposed weighted regression \( Q_w(\tau|x) \) with the weight in (14) is more efficient relative to the regular quantile regression \( Q_y(\tau|x) \).

| Table 3. Simulation mean square errors (SMSEs) and efficiencies (SEFFs) of Estimating \( Q_y(\tau|x) \), \( m = 1,000 \), \( n = 300 \), \( N = 1,000 \) |
|---|---|---|---|---|---|
| \( \tau \)| \( 0.95 \)| \( 0.96 \)| \( 0.97 \)| \( 0.98 \)| \( 0.99 \)|
| \( \text{SMSE}(Q_y(\tau)) \)| \( 1.6340 \times 10^8 \)| \( 2.0268 \times 10^8 \)| \( 2.6606 \times 10^8 \)| \( 4.9618 \times 10^8 \)| \( 1.8385 \times 10^9 \)|
| \( \text{SMSE}(Q_w(\tau)) \)| \( 0.9508 \times 10^8 \)| \( 1.4324 \times 10^8 \)| \( 2.3373 \times 10^8 \)| \( 4.8441 \times 10^8 \)| \( 1.7994 \times 10^9 \)|
| \( \text{SEFF}(Q_w(\tau)) \)| \( 1.7186 \)| \( 1.4149 \)| \( 1.1383 \)| \( 1.0243 \)| \( 1.0217 \)|

Figure 6. (a) SMSE\( (Q_y(\tau)) \) is the blue line, SMSE\( (Q_w(\tau)) \) is the red line; (b) SEFF\( (Q_w(\tau)) \) is the red line.
5. Real examples of applications

In this section, we applied the following three regression models to the CO₂ Emission (Subsection 1.1) and Apple Stock Prices (Subsection 1.2) examples introduced in Section 1:

1. The traditional mean linear regression (LS) estimator \( \hat{\beta}_{LS} \) in (1);
2. The regular quantile regression \( \hat{\beta}_{QR} \) estimator \( \hat{\beta}(\tau) \) in (5);
3. The proposed weighted quantile regression \( \hat{\beta}_{w} \) estimator \( \hat{\beta}_{w}(\tau) \) in (6) with weight \( w_{i}(x, \tau) \) in (7) and (8).

Remark 1. To estimate the proposed local conditional density in weight \( w_{i}(x, \tau) = \left( f_{i}(\xi_{i}(x|x)) \right)^{\tau} \) in (8), we use kernel density estimation (Scott, 1992; Silverman, 1986).

\[
\hat{w}(x, \tau) = \hat{f}_{i}(\xi_{i}(x|x)) \quad \text{where} \quad \hat{f}(y|x) = \frac{\hat{f}(y, x)}{\hat{\mu}(x)}, \tag{18}
\]

where \( \hat{f}(y, x) \) is an estimator of the joint density of \( y \) and \( x \) and \( \hat{\mu}(x) \) is an estimator of marginal density of \( x \). We estimate the conditional quantile function \( \xi(x|y) \) of \( y \) given \( x \) by inverting an estimated conditional c.d.f. \( \hat{F}(y|x) \) (Li & Racine, 2007)

\[
\hat{\xi}(\tau|x) = \hat{Q}_{i}(\tau|x) = \inf\{y; \hat{F}(y|x) \geq \tau\} = \hat{F}^{-1}(\tau|x),
\]

where \( \hat{F}(y|x) \) is the estimated conditional c.d.f. \( F(y|x) \).

Note that a \( d \)-dimensional multivariate kernel density estimator from a random sample \( X_{i} = (X_{i1}, X_{i2}, \ldots, X_{id}) \), \( i = 1, 2, \ldots, n \), from a population \( x = (x_{1}, x_{2}, \ldots, x_{d}) \) with density \( g(x) \)

\[
\hat{g}(x) = \frac{1}{nh^{d}} \sum_{i=1}^{n} K\left\{ \frac{x - X_{i}}{h} \right\},
\]

where \( h \) is the window width and the kernel function \( K(x) \) is a function defined for \( d \)-dimensional \( x \) which satisfies \( \int_{\mathbb{R}^{d}} K(x)dx = 1 \). Fukunaga (1972) suggested using

\[
\hat{g}(x) = \frac{(\text{det} S)^{1/2}}{nh^{d}} \sum_{i=1}^{n} K\left\{ \frac{(x - X_{i})^{T}S^{-1}(x - X_{i})}{h^{2}} \right\},
\]
where $S$ is the sample covariance matrix of the data, $K$ is the normal kernel and the function $k$ is given by
\[
k(u) = \left(\frac{1}{2\pi}\right)^{d/2} \exp\left(-\frac{u}{2}\right), \quad k(x^T x) = K(x) = (2\pi)^{-d/2} \exp\left(\frac{1}{2} x^T x\right).
\]

An estimator for the optimal window width is
\[
\hat{h}_{\text{opt}} = A(K)n^{-1/(d+4)},
\]
where $A(K) = (4/(d + 2))^{1/(d+4)}$ is the constant for a multivariate normal kernel.

**Remark 2** The weighted quantile regression models based on $\hat{\beta}_w(\tau)$ in (6) with two weights in (7) and (8) are applied to each example are as follows:

1. We use $\delta = 4, \theta = 3$ in weights $w_i(x_i, \tau)$ in (7) and (8) for the CO$_2$ Emission example.
2. We use $\delta = 4, \theta = 1$ in weights $w_i(x_i, \tau)$ in (7) and (8) for the Apple Stock Prices example.

Figure 8 shows the reason for choosing $\delta$ and $\theta$ according to empirical data and weight changes which help justify the reasoning for using these weights. One can see in Figure 8(a) and (b) that as $\delta$ increases, the weights $w_i(x_i, \tau) = (x_{i1}^2 + x_{i2}^2)^\delta$ in (7) increase for the two examples, so we use $\delta = 4$ for both examples. Also one can see in Figure 8(c) and (d) that, as $\delta$ increases, the weights $w_i(x_i, \tau) = (f(\xi(\tau|x_i)))^\delta$ in (8) decrease for the two examples. While the CO$_2$ emission example is more meaningful when relatively small weights are used, the Apple stock prices example is more meaningful when relatively large weights are used. It is worthwhile to study these ideas further and discover the reasoning behind them in order to help find an optimal weight.

5.1. CO$_2$ emission example
In Subsection 1.1, the mean regression (i.e. least squares) model in (2) where $y$—(CO$_2$ emission (kt))$^{0.25}$ and $x$—(oil consumption (1000 BPD))$^{0.25}$ with $\hat{\beta}_{\text{LS}}$ in (1) is applied along with the regular quantile regression model in (19)

\[
Q_Y(\tau|x) = \beta_0(\tau) + \beta_1(\tau)x + \beta_2(\tau)x^2,
\]
with $\hat{\beta}(\tau)$ in (5) and the weighted quantile regression model with $\hat{\beta}_w(\tau)$ in (6) with two proposed weights, namely $w_i(x_i, \tau) = (x_{i1}^2 + x_{i2}^2)^4$ in (7) and $w_i(x_i, \tau) = (f_i(\xi(\tau | x_i)))^3$ in (8). The scatter plot of the data-set is seen in Figure 3. The mean regression $\hat{\mu}_LS$ curve in Figure 3(a) only estimates the average CO$_2$ emission. Here, we will use the quantile regression model in (19) to estimate high conditional quantiles of extreme corresponding annual CO$_2$ emission.

Firstly, the data $y_1, y_2, \ldots, y_n$ are transformed to $y'_1, y'_2, \ldots, y'_n$ via $y'_i = \frac{y_i - \mu}{\sigma}$ with the intention of fitting the data to the GPD model in (4) with $\mu = 14$ and MLE $\hat{\sigma}_{MLE} = 6.8814$ and MLE $\hat{\mu}_{MLE} = 0.0557$. The log – log plot labeled Figure 9(a) indicates that the data fit the distribution well. Additionally, the Kolmogorov–Smirnov (Kolmogorov, 1933), the Anderson–Darling, and the Cramer–von Mises (Anderson & Darling, 1952) goodness-of-fit tests were performed. Table 4 indicates that the Kolmogorov–Smirnov–Smirnov (K-S) test allows one to conclude that the transformed data fit the GPD model with a probability of 84.60%, and, comparably, the Anderson–Darling (A-D) and the Cramer–von Mises (C-v-M) tests imply a similar conclusion with a 90.01% probability and a 90.03% probability, respectively. Figure 9(b) shows that the transformed data fit the GPD model well.

Figure 10 further indicates, as was already postulated when observing Figure 3, that there is a quadratic relationship between (CO$_2$ emission) and (oil consumption) if one is using the weighted quantile regression method in comparison to the regular quantile regression (i.e. $x$ and $x^2$) polynomial model in (19). The 2-regressor $\hat{\beta}_Q$, in general, has a higher CO$_2$ emission than $\hat{\beta}_Q$. This is further demonstrated in Table 5. These observations are more apparent if $\hat{\beta}_Q(x_i, \tau) = (x_{i1}^2 + x_{i2}^2)^4$ in Figure 10(a) and (b) as opposed to if $\hat{\beta}_Q(x_i, \tau) = (f_i(\xi(\tau | x_i)))^3$ in Figure 10(c) and (d).

With the intention of comparing the regular quantile regression with the weighted quantile regression, we use a relative $R(\tau)$ defined in (9). Figure 11(a) and (d), and Table 6 show that $R(\tau) > 0$ when $0.90 \leq \tau \leq 0.94$ in Figure 11(a) and when $\tau \geq 0.95$ in Figure 11(d) which means that $V_{weighted}(\tau) < V_{regular}(\tau)$, we also note that the $Q_W$ curves fit the data better than the $Q_R$ curve in these cases. Also, Figure 11(b), (c), (e), and (f) as well as Table 7 show that the values of $\hat{\beta}_Q(\tau)$ and $\hat{\beta}_w(\tau)$ are consistent with both Figure 11 and Table 5. It is clear that, based on Figure 11(b) and (c) where $w_i(x_i, \tau) = (x_{i1}^2 + x_{i2}^2)^4$, the estimated high conditional quantiles of CO$_2$ emission increase more as the transformed oil consumption increases and increase less as the squared transformed oil consumption increases if one is using the weighted quantile regression method in comparison to the regular quantile regression method. These differences are certainly noteworthy when, for example, $\tau = 0.90$. It is clear that, based on Figure 11(e) and (f) where $w_i(x_i, \tau) = (f_i(\xi(\tau | x_i)))^3$, the

![Figure 9](https://example.com/fig9.png)

**Figure 9.** (a) log – log plot for the CO$_2$ emission example; data – dots; estimated GPD – red curve; (b) Histogram of the transformed CO$_2$ emission data ($n = 67$) and the GPD – red curve.

**Table 4.** The test statistics of three goodness-of-fit tests for the CO$_2$ emission example

| Test statistic | p-value | Test statistic | p-value | Test statistic | p-value |
|----------------|---------|----------------|---------|----------------|---------|
| K-S            | 0.0586  | A-D            | 0.3459  | C-v-M          | 0.9001  |
|                | 0.8460  |                | 0.9001  |                | 0.0460  |
|                |         |                |         |                | 0.9003  |
estimated high conditional quantiles of CO₂ emission increase more as the transformed oil consumption increases and increase less as the squared transformed oil consumption increases if one is using the weighted quantile regression method in comparison to the regular quantile regression method. These differences are only noteworthy when \( \tau = 0.95 \) and
These observations suggest that the weight $w_i (x_i, r) = (x_i^{−2} + x_i^{−2})^4$ is a better choice for this data-set.

The quantile regression model of the transformed CO$_2$ emission, and moreover the weighted quantile regression models of the transformed CO$_2$ emission have proven to be very useful as a guide as well as an assistive tool in proper environmental-related preparation and, hence, correct decision-making for those in both environmental analysis and environmental implementation fields since these models appear to fit the data significantly better than the alternative mean regression model as shown by several visual representations and numerical computations.
5.2. Apple stock prices example

In Subsection 1.2, the mean regression model in (1) where $y_{i} = (CSP-Apple)^{0.5}x_{1i} - (CSP-IBM)^{0.5}x_{2i} - (CSP-EMC)^{0.5}$ with $\hat{\beta}_{LS}$ in (1) is applied along with the regular quantile regression model with $\hat{\beta}(\tau)$ in (5) and the weighted quantile regression model with $\hat{\beta}_{w}(\tau)$ in (6) with two proposed weights: $w_{i}(x_{i}, \tau) = \left(x_{1i}^{2} + x_{2i}^{2}\right)^{2}$ in (7) and $w_{i}(x_{i}, \tau) = f_{i}(\xi_{i}(\tau|x_{i}))$ in (8). We use the quantile regression model in (20)

$$Q_{r}(x|\tau) = \beta_{0}(\tau) + \beta_{1}(\tau)x_{1} + \beta_{2}(\tau)x_{2},$$

(20)

The data $y_{1}, y_{2}, \ldots, y_{n}$ are transformed to $y_{i}^{\ast} = \frac{y_{i} - \mu}{\sigma}$ to fit the GPD model (4) with $\mu = 30^{0.5}$ and MLE $\hat{\theta}_{MLE} = 5.5388$ and MLE $\hat{\gamma}_{MLE} = 0.0178$. The log-log plot labeled Figure 12(a) indicates that the data fit the distribution well. Table 8 indicates that the Kolmogorov–Smirnov test allows one to conclude that the transformed data fit the GPD model with a probability of 21.50%, and, comparatively, the Anderson–Darling and the Cramer–von Mises tests imply a similar conclusion with a 11.35% probability and a 15.45% probability, respectively. Figure 12(b) shows that the transformed data fit the GPD model well.

Figure 13 further indicates that there is a linear relationship between (Apple closing stock price (USD))$^{0.5}$ ($y$) and both IBM closing stock price (USD))$^{0.5}$ ($x_{1}$) and (EMC closing stock price (USD)))$^{0.5}$ ($x_{2}$). The 2-regressor (i.e. $x_{1}$ and $x_{2}$) model in (20) was therefore used. It can be seen that, when the quantile is high, $Q_{w}$ in general, has a higher Apple closing stock price than $Q_{r}$. This is further demonstrated in Table 9. In general, these observations are more apparent if Figure 14(b), (c), (e), (f) as well as Table 11 show that the values of $w_{i}(x_{i}, \tau) = \left(x_{1i}^{2} + x_{2i}^{2}\right)^{2}$ in Figure 13(a) and (b) as opposed to if $w_{i}(x_{i}, \tau) = f_{i}(\xi_{i}(\tau|x_{i}))$ in Figure 13(c) and (d).

Figure 14(a) shows that $R(\tau) > 0$ when $\tau \leq 0.95$ which means that $V_{w}(\tau) > V_{r}(\tau)$, further allowing one to conclude that the $Q_{w}$ curves fit the data better than the $Q_{r}$ curve in these cases. Also, Figure 14(b), (c), (e), (f) as well as Table 11 show that the values of $\hat{\beta}_{r}(\tau)$ and $\hat{\beta}_{w}(\tau)$ are consistent with both Figure 13 and Table 9. It is clear that, based on Figure 14(b) and (c) where $w_{i}(x_{i}, \tau) = \left(x_{1i}^{2} + x_{2i}^{2}\right)^{2}$, the estimated high conditional quantiles of Apple closing stock price increase less as the transformed IBM closing stock price increases and increase more as the transformed EMC closing stock price increases if one is using the weighted quantile regression method in comparison to the regular quantile regression method. In general, based on Figure 14(f) where $w_{i}(x_{i}, \tau) = f_{i}(\xi_{i}(\tau|x_{i}))$, the estimated high conditional quantiles of Apple closing stock price increase more as the transformed EMC closing stock price increases if one is using the weighted quantile

---

**Table 8. The test statistics of three goodness-of-fit tests for the Apple stock prices example**

| Test statistic | $p$-value | Test statistic | $p$-value | Test statistic | $p$-value |
|----------------|-----------|----------------|-----------|----------------|-----------|
| K-S            | 0.0806    | A-D            | 1.8345    | C-v-M          | 0.2796    |
|                | 0.2150    |                | 0.1135    |                | 0.1545    |
Figure 13. Using weight $w_i(\xi_i, \tau) = (x_{i1}^{-2} + x_{i2}^{-2})^4$ in the first row: (a) Two 2D plots of the quantile regressions of the Apple stock price data at $\tau = 0.95$; $Q_\tau$—blue solid; $Q_{w}$—green dash; $\hat{\mu}_L$—red solid; (b) A 3D plot of the quantile regressions of the Apple stock price data at $\tau = 0.95$; $Q_\tau$—blue; $Q_{w}$—green; $\hat{\mu}_L$—red. Using weight $w_i(\xi_i, \tau) = f_i(\xi_i(\tau | x_i))$ in the second row: (c) Two 2D plots of the quantile regressions of the Apple stock price data at $\tau = 0.96$; $Q_\tau$—blue solid; $Q_{w}$—green; $\hat{\mu}_L$—red; $x_1$—(CSP-IBM) 0.5; $x_2$—(CSP-EMC) 0.5; $y$—(CSP-Apple) 0.5.

Table 9. Apple closing stock price (USD) at high quantiles

| $w_i(\xi_i, \tau) = (x_{i1}^{-2} + x_{i2}^{-2})^4$ | $w_i(\xi_i, \tau) = f_i(\xi_i(\tau | x_i))$
|----------------|----------------|
| $Q_\tau$ | $Q_{w}$ | $Q_\tau$ | $Q_{w}$ |
| $\tau = 0.95$ | $\tau = 0.96$ |
| (CSP-IBM) 0.5, (CSP-EMC) 0.5 | | | |
| 8 (64 USD) | 72.91 | 153.85 | 73.01 | 81.65 |
| 10 (100) | 188.31 | 220.67 | 188.91 | 199.17 |
| 12 (144) | 357.45 | 299.51 | 358.88 | 368.24 |
| 14 (196) | 580.32 | 390.37 | 582.92 | 588.86 |
| (CSP-EMC) 0.5, (CSP-IBM) 0.5 | | | |
| 2 (4) | 104.66 | 34.16 | 104.48 | 95.41 |
| 5 (25) | 207.96 | 277.46 | 208.77 | 224.45 |
| 8 (64) | 346.38 | 754.55 | 348.80 | 407.86 |
| 11 (121) | 519.92 | 1,465.45 | 524.58 | 645.65 |

regression method in comparison to the regular quantile regression method. This difference is certainly noteworthy when, for example, $\tau = 0.98$. In general, Figure 14(e) where $w_i(\xi_i, \tau) = f_i(\xi_i(\tau | x_i))$ indicates that both methods’ dependence on the transformed IBM closing stock price is similar. These observations suggest that the weight $w_i(\xi_i, \tau) = (x_{i1}^{-2} + x_{i2}^{-2})^4$ is a better choice for this data-set.

It is interesting to see the difference in the relationship between the transformed Apple closing stock price and the transformed EMC closing stock price when using the mean regression method in comparison to the quantile regression methods. The mean regression method allows one to conclude that there seems to be a negative relationship between the two whereas the quantile regression methods suggest a positive relationship. The mean regression method appears to put more weight on the low transformed Apple closing stock prices, whereas the quantile regression method...
appears to put more weight on the high transformed Apple closing stock prices. The stock market is very complicated and this is therefore worth investigating further to find out which relationship is more plausible in the real world.

The quantile regression model of the transformed closing stock price, and moreover the weighted quantile regression models of the transformed closing stock price, has proven to be very useful as a guide as well as an assistive tool in proper stock price forecasting and, hence, providing correct purchasing decisions for those interested in investing in Apple stocks since these models appear to fit the data significantly better than the alternative mean regression model as shown by several visual representations and numerical computations.

Table 10. Relative \( R(\tau) \) values for Apple stock prices example

| \( \tau \) | \( r = 0.95 \) | \( r = 0.96 \) | \( r = 0.97 \) | \( r = 0.98 \) | \( r = 0.99 \) |
|---|---|---|---|---|---|
| \( R(\tau) \) for weight \((X_{1}^2 + X_{2}^2)^{4}\) | 0.7187 | 0.7153 | 0.7092 | 0.7090 | 0.7088 |
| \( R(\tau) \) for weight \(f_{i}(\tau|x_{i})\) | 0.0388 | 0.0528 | 0.0691 | 0.0955 | 0.1516 |

Table 11. A coefficient table for the Apple stock prices example

| \( Q_{a} \) | \( w_{i}(x, \tau) = (x_{11}^2 + x_{12}^2)^{4} \) | \( w_{i}(x, \tau) = f_{i}(\tau|x_{i}) \) |
|---|---|---|
| \( \hat{\beta}_{0}(\tau) \) | \( \hat{\beta}_{1}(\tau) \) | \( \hat{\beta}_{2}(\tau) \) | \( \hat{\beta}_{0}(\tau) \) | \( \hat{\beta}_{1}(\tau) \) | \( \hat{\beta}_{2}(\tau) \) |
| LS | -11.70 | 2.38 | -0.62 | -11.70 | 2.38 | -0.62 |
| \( \tau = 0.95 \) | -18.48 | 2.59 | 1.40 | -13.62 | 1.23 | 3.60 |
| \( \tau = 0.96 \) | -18.60 | 2.60 | 1.41 | -13.70 | 1.21 | 3.70 |
| \( \tau = 0.97 \) | -17.74 | 2.54 | 1.45 | -13.17 | 1.09 | 4.05 |
| \( \tau = 0.98 \) | -18.36 | 2.57 | 1.54 | -16.62 | 1.40 | 4.21 |
| \( \tau = 0.99 \) | -19.92 | 2.44 | 2.27 | -17.61 | 1.49 | 4.26 |
6. Overall conclusions and suggestions

In this paper, we proposed a new weighted quantile regression method. The main contributions are:

(1) Quantile regression has an efficient way to estimate high conditional quantiles with an $L_1$-loss function which overcomes the limitation of the traditional mean regression, particularly in the analysis of extreme events.

(2) Based on Huang et al. (2015), the proposed weighted quantile regression estimator has good asymptotic properties and a good convergence rate which are illustrated in this paper.

(3) The proposed weighted quantile regression method performed better than the regular quantile regression method in the computational simulations. The simulation results show the higher efficiencies of the proposed weighted quantile regression estimator relative to the regular quantile regression estimator.

(4) The proposed weighted quantile regression method behaved better via goodness-of-fit than the regular quantile regression in the two examples of extreme events discussed. Additionally, the high quantile values of the response variable related to the explanatory variable(s) can be predicted. The proposed method gives an alternative way of studying extreme events.

(5) The proposed weighted quantile regression method leads our search for an optimal weight which is therefore thought to be worthwhile.
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