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Abstract

The aim of this paper is to establish causal relationship between ride-sharing platform’s policies and outcomes of interest under complex temporal and/or spatial dependent experiments. We propose a temporal/spatio-temporal varying coefficient decision process (VCDP) model to capture the dynamic treatment effects in temporal/spatio-temporal dependent experiments. We characterize the average treatment effect by decomposing it as the sum of direct effect (DE) and indirect effect (IE) and develop estimation and inference procedures for both DE and IE. We also establish the statistical properties (e.g., weak convergence and asymptotic power) of our models. We conduct extensive simulations and real data analyses to verify the usefulness of the proposed method.
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1 Introduction

With the rapid development of smartphones and internet of things, large-scale online ride-sharing platforms have substantially transformed the transportation landscape of human beings (Alonso-Mora et al., 2017; Hagiu and Wright, 2019; Qin et al., 2022). Ride-sharing platforms aim to develop efficient spatio-temporal systems with various policies to improve key platform metrics, such as supply-demand equilibrium, total driver income, and order response rate (Zhou et al., 2021; Qin et al., 2022). Before deploying a new policy, ride-sharing platforms typically conduct numerous online experiments for policy evaluation. The switchback design is one prevalent experimentation in ride-sharing platforms such that it splits an experimental day into several non-overlapped time slices and alternates time intervals between a treatment policy and a control one in several cities for an even number of days, say $n = 14$.
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There are several major statistical challenges under the switchback design for ride-sharing platforms. First, the underlying data generating process is typically non-stationary. Specifically, the online driver number (supply) and the call order number (demand) at a specific time interval can be represented as spatio-temporal networks that vary dramatically in a day with peaks during rush hours, while interacting with each other across time and location. Second, both supply and demand follow daily trends characterized as daily spatio-temporal random effects. It will lead to the violation of the conditional independence assumption between the market outcome and the past data history. See Section 2.2 for more discussions. Third, there exist complex spatio-temporal interference effects which further complicate the estimation and inference of the treatment effects. Last but not least, most AB test experiment days last no longer than 20 days and the size of treatment effect is relatively small with an amount between 0.5% and 2% (Tang et al., 2019).

The goal of this paper is to establish a comprehensive statistical framework to analyze the causal relationship between platform policies (e.g., dispatching or dispositioning) and platform’s outcomes of interest in the presence of the above challenges. Our four methodological contributions are summarized as follows. First, to address the first three challenges discussed above, we propose linear and neural network-based Varying Coefficient Decision Process (VCDP) models to capture the dynamic treatment effects over time and/or space. These models allow the data generating process to be non-stationary, while capturing the random and interference effects over time and/or space. Specifically, we model market features (e.g., demand and supply) as mediators to account for the temporal carryover effects of historical policies. To capture the spatial spillover effects, we impose the network interference assumption and employ mean field approximation (see Section 3.2). Our approach can be regarded as operating an “effective treatment” (Manski, 2013) or “exposure mapping” (Aronow and Samii, 2017) in the spatio-temporal system.

Second, we develop estimation procedures for our VCDPs. In particular, for linear VCDP, we develop a two-step estimation procedure consisting of pointwisely calculating the least squares estimate and using kernel smoothing to calculate final estimate. Kernel smoothing borrows information from adjacent observations across time and/or space to improve the estimation efficiency, addressing the last challenge of weak signals and small sample size. Moreover, we decompose the dynamic treatment effects into a short-term Direct Effect (DE) and a delayed Indirect Effect (IE) and then propose a Wald test statistic to detect the DE and a parametric bootstrap procedure to infer the IE. Similar decompositions have been considered in the literature of causal inference in time series (see e.g., Boruvka et al., 2018; Bojinov and Shephard, 2019). Our decomposition improves the detection of the treatment effect in settings with weak signals and small sample size. See the related discussion in Section 7.

Third, we systematically study the asymptotic properties of the proposed test procedure by allowing the number of treatment decision stages per day $m$ to diverge with the sample size $n$. Such setting arises naturally in ride-sharing platforms since $m$ is usually comparable to $n$. Nonetheless, dealing with this setting greatly complicates our theoretical derivation since the continuous mapping theorem (Van and Wellner, 1996) is not applicable when $m \to \infty$. See Section 4 for details. More importantly, we show that based on the proposed VCDPs, the switchback design likely yields a more efficient estimator compared with a simple design that randomly assigns treatment globally over the course of each day.

Fourth, we examine the finite sample performance of the parameter estimators and the Wald test statistic by using extensive simulated data sets and four real data sets obtained from Didi. Our empirical study verifies our theoretical claims.
1.1 Related works

There is a rapid growth in the use of A/B testing (or randomized controlled experiment) in various technology companies, including Google, LinkedIn, and Twitter, in order to make data-driven decisions on a new policy, such as service, feature, or product. It has become the gold standard for product development. The key idea of A/B testing is to apply causal inference methods to estimating the treatment effect of a new change under the assumption of “no interference” as a part of the stable unit treatment value assumption (SUTVA, Rubin, 1980). Despite of its ubiquitousness, however, the standard A/B testing is not directly applicable for causal inference under interference, which frequently occurs in many complex systems, particularly for spatio-temporal systems. For instance, researchers from Google and eBay have observed that advertisers (or users) interact within online auctions.

There has been substantial interest in the development of causal inference under interference. See the comprehensive reviews in Halloran and Hudgens (2016), Reich et al. (2020), and Sävje et al. (2021) and references therein. Since there is a consensus that causal inferences are impossible without any assumptions on the interference structure, capturing interference effects requires new definitions of the estimands of interest and new models for causal effects. For instance, Bojinov and Shephard (2019) considered the $p$ lag causal effect, whereas Aronow et al. (2020) introduced a spatial “average marginalized response”. In contrast, our target parameter is the global average treatment effect, which is the expected return difference under the new policy against the control policy in the entire market. In addition, there are four major types of models for the interference processes. First, early methods assumed specific structural models to restrict the interference process (Lee, 2007). Second, the partial interference assumption has been widely used to restrict interference only in known and disjoint groups of units (Sobel, 2006; Tchetgen Tchetgen and VanderWeele, 2012; Zigler et al., 2012; Halloran and Hudgens, 2016; Pollmann, 2020). Third, the local or network-based interference assumption was introduced to deal with interference between local units in a geographic space or connected nodes in an exposure graph (Bakshy et al., 2014; Perez-Heydrich et al., 2014; Verbitsky-Savitz and Raudenbush, 2012; Puelz et al., 2019; Aronow et al., 2020). Our VCDPs are closely related to the second and third types of models, but they focus on interference across time and space. Most aforementioned works studied the interference effect across time or space and were motivated by research questions in environmental and epidemiological studies. It remains unknown about their generalization to ride-sharing markets. The last type of models capture the interference effect via congestion or price effects in a marketplace (Munro et al., 2021; Wager and Xu, 2021; Johari et al., 2022). These solutions rely on an assumption of Markovianity or stationarity and are design-dependent. In contrary, our proposal allows non-stationarity, can be extended to non-Markov settings, and remains valid under a wide range of designs.

Our proposal is closely related to a growing literature on off-policy evaluation (OPE) methods in sequential decision making. In the literature, augmented inverse propensity score weighting methods (see e.g., Zhang et al., 2013; Luedtke and Van Der Laan, 2016; Jiang and Li, 2016) have been proposed for valid OPE. Nonetheless, these methods suffer from the curse of horizon (Liu et al., 2018) in that the variance of the resulting estimator grows exponentially fast with respect to $m$, leading to inefficient estimates in the large $m$ setting. Efficient model-free OPE methods have been proposed by Kallus and Uehara (2020); Liao et al. (2021, 2020) under the Markov decision process (MDP, see e.g., Puterman, 2014) model assumption. However, such MDP model assumption excludes the existence of random effects and is typically violated in our application. Our proposal is model-based and is ultimately different from most existing model-free off-policy evaluation (OPE) methods that did not consider the random effects, spatial interference effects, and the decomposition into DE and IE. In addition, little has been done on OPE for spatio-temporal dependent experiments.
Finally, our paper is related to a line of works on quantitative approaches to ride-sharing platforms. In particular, Bimpikis et al. (2019) proposed supply-and-demand models and investigated the impact of the demand pattern on the platform’s prices and profits. Castillo et al. (2017) studied how the surging prices can prevent wild goose chase (e.g., drivers pick up distant customers) and conducted regression analysis to verify the nonmonotonicity of supply on pickup times. However, estimation and inference of target policy’s treatment effect have not been considered in these papers. Cohen et al. (2022) employed the difference in differences methods to estimate the treatment effects of different types of compensation on the engagement of riders who experienced a frustration. Their analysis is limited to staggered designs. Garg and Nazerzadeh (2022) studied the theoretical properties of driver-side payment mechanisms and compared additive surge against multiplicative surge numerically. However, they did not consider the spatial spillover effects of these policies. Our paper complements the existing literature by developing a general framework to efficiently infer a target policy’s direct and indirect effects based on data collected from spatio-temporal dependent experiments and analyzing the advantage of switchback designs in the presence of spatio-temporal random effects.

1.2 Paper outline

The rest of the paper is organized as follows. In Section 2, we introduce a potential outcome framework for problem formulation, propose two novel temporal VCDP models under temporal dependent experiments, and develop estimation and testing procedures for both DE and IE. In Section 3, we further propose two spatio-temporal VCDP models under spatio-temporal dependent experiments and develop the associated estimation and testing procedures. In Section 4, we systematically investigate the theoretical properties of estimation and testing procedures (e.g., consistency and power) developed in Sections 2 and 3, and illustrate the benefits of employing the switchback design. In Section 5, we use numerical simulations to examine the finite sample performance of our estimation and testing procedures. In Section 6, we apply the proposed procedures to evaluating different policies in Didi Chuxing.

2 Policy evaluation for temporal dependent experiments

In this section, we present the proposed methodology for policy evaluation in temporal dependent experiments for one experimental region.

2.1 A potential outcome framework

We use the potential outcome framework to present our off-policy evaluation model in non-stationary environments. We divide each day into $m$ equally spaced nonoverlapping intervals. At each time interval, the platform can implement either the new or old policy. We use $A_{\tau}$ to denote the policy implemented at the $\tau$th interval for any integer $\tau \geq 1$. Let $S_\tau$ be some state variables measured at the $(\tau-1)$-th interval in a given day. All the states share the same support, which is assumed to be a compact subset of $\mathbb{R}^d$, where $d$ denotes the dimension of the state. Let $Y_\tau \in \mathbb{R}$ be the outcome of interest measured at time $\tau$.

First, we define the average treatment effect (ATE) as the difference between the new and old policies. Let $\bar{a}_\tau = (a_1, \ldots, a_\tau)\top \in \{0, 1\}^\tau$ denote a treatment history vector up to time $\tau$, where 1 and 0 denote the new policy and the old one, respectively. We define $S^*_\tau(\bar{a}_{\tau-1})$ and $Y^*_\tau(\bar{a}_\tau)$ as
the counterfactual state and the counterfactual outcome, respectively. Then ATE can be defined as follows.

**Definition 1** ATE is the difference between two value functions given by

$$ATE = \sum_{\tau=1}^{m} \mathbb{E}\{Y^*_\tau(1) - Y^*_\tau(0)\},$$

where $1_\tau$ and $0_\tau$ denote vectors of 1s and 0s of length $\tau$, respectively.

Second, we can decompose ATE as the sum of direct effects (DE) and indirect effects (IE). Let $R_\tau$ denote the conditional mean function of the outcome given the data history,

$$\mathbb{E}\{Y^*_\tau(\bar{a}_\tau)|S^*_\tau(\bar{a}_{\tau-1}), Y^*_{\tau-1}(\bar{a}_{\tau-1}), S^*_{\tau-1}(\bar{a}_{\tau-2}), Y^*_{\tau-2}(\bar{a}_{\tau-2}), \ldots, S_1\} = R_\tau(a_\tau, S^*_\tau(\bar{a}_{\tau-1}), a_{\tau-1}, S^*_{\tau}(\bar{a}_{\tau-2}), \ldots, S_1).$$

It follows that ATE can be rewritten as

$$\sum_{\tau=1}^{m} \mathbb{E}\{R_\tau(1, S^*_\tau(1_{\tau-1}), 1, S^*_{\tau-1}(1_{\tau-2}), \ldots, S_1) - R_\tau(0, S^*_\tau(0_{\tau-1}), 0, S^*_{\tau-1}(0_{\tau-2}), \ldots, S_1)\} = \sum_{\tau=1}^{m} \mathbb{E}\{R_\tau(1, S^*_\tau(0_{\tau-1}), 0, S^*_{\tau-1}(0_{\tau-2}), \ldots, S_1) - R_\tau(0, S^*_\tau(0_{\tau-1}), 0, S^*_{\tau-1}(0_{\tau-2}), \ldots, S_1)\} + \sum_{\tau=1}^{m} \mathbb{E}\{R_\tau(1, S^*_\tau(1_{\tau-1}), 1, S^*_{\tau-1}(1_{\tau-2}), \ldots, S_1) - R_\tau(1, S^*_\tau(0_{\tau-1}), 0, S^*_{\tau-1}(0_{\tau-2}), \ldots, S_1)\}. \quad (1)$$

The DE represents the sum of the short-term treatment effects on the immediate outcome over time assuming that the baseline policy is being employed in the past. In contrast, IE characterizes the carryover effects of past policies. Our problems of interest are to estimate ATE and test the following hypotheses:

$$H^0_{DE} : DE \leq 0 \quad \text{versus} \quad H^1_{DE} : DE > 0. \quad (2)$$

$$H^0_{IE} : IE \leq 0 \quad \text{versus} \quad H^1_{IE} : IE > 0. \quad (3)$$

If both $H^1_{DE}$ and $H^1_{IE}$ hold, then the new policy is better than the baseline one.

Third, since all other potential variables except $S_1$ cannot be observed, we follow the causal inference literature (see e.g., Zhang et al., 2013) and assume the consistency assumption (CA), the sequential randomization assumption (SRA) and the positivity assumption (PA) as follows:

- **CA.** $S^*_\tau(\bar{A}_{\tau-1}) = S_\tau$ and $Y^*(\bar{A}_\tau) = Y_\tau$ for any $\tau \geq 1$, where $\bar{A}_\tau$ denotes the observed policy history up to time $\tau$.

- **SRA.** $A_\tau$ is conditionally independent of all potential variables given $S_\tau$ and $\{(S_j, A_j, Y_j)\}_{j<\tau}$.

- **PA.** For any $\tau \geq 1$, the probability\footnote{When data are not identically distributed, the observed data distribution corresponds to a mixture of individual trajectory distributions with equal weights.} that the observed action at time $\tau$ equals one given the observed data history is strictly bounded between zero and one.
The SRA allows the policy to be adaptively assigned based on the observed data history (e.g., via the \(\epsilon\)-greedy algorithm). It is automatically satisfied under the temporal switchback design, in which the policy assignment mechanism is independent of the data. The PA is also automatically satisfied under this design, in which at each time, half actions equal zero whereas the other half equal one. Moreover, CA, SRA and PA ensure that DE and IE are estimable from the observed data, as shown below.

**Lemma 1** Under CA, SRA and PA, we have

\[
R_\tau(a_\tau, s_\tau, \ldots, s_1) = \mathbb{E}(Y_\tau|A_\tau = a_\tau, S_\tau = s_\tau, \ldots, S_1 = s_1),
\]

\[
\mathbb{E}\{R_\tau(a, S_\tau^*(\bar{a}_{\tau-1}), \ldots, S_1)\} = \mathbb{E}[R_\tau(a, S_\tau, \ldots, S_1)|\{A_j = a_j\}_{1 \leq j < \tau}, \{S_j, Y_j\}_{1 \leq j < \tau}].
\]

Lemma 1 implies that the causal estimand can be represented as a function of the observed data.

### 2.2 TVCDP model

We introduce two TVCDP regressions to model \(Y_{i,\tau}\) and the conditional distribution of \(S_{i,\tau}\) given the data history, forming the basis of our estimation and testing procedures. Suppose that the experiment is conducted over \(n\) days. Let \((S_{i,\tau}, A_{i,\tau}, Y_{i,\tau})\) be the state-policy-outcome triplet measured at the \(\tau\)th time interval of the \(i\)th day for \(i = 1, \ldots, n\) and \(\tau = 1, \ldots, m\). The proposed TVCDP model is composed of the following set of additive noise models,

\[
Y_{i,\tau} = f_{1,\tau}(Z_{i,\tau}) + \varepsilon_{i,\tau},
\]

\[
S_{i,\tau+1} = f_{2,\tau}(Z_{i,\tau}) + \varepsilon_{i,\tau S},
\]

where \(f_{1,\tau}(\cdot)\) and \(f_{2,\tau}(\cdot)\) are the regression functions and \(Z_{i,\tau} = (S_{i,\tau}^T, A_{i,\tau})^T\) corresponds to the current state-action pair. Moreover, \(\varepsilon_{i,\tau} = \eta_{i,\tau} + \varepsilon_{i,\tau e}\) and \(\varepsilon_{i,\tau S}\) are the noise components with \(\eta_{i,\tau}\) characterizing the day-specific temporal variation across different days and \(\varepsilon_{i,\tau e}\) and \(\varepsilon_{i,\tau S}\) being measurement errors. We assume that \(\eta_{i,\tau}, \varepsilon_{i,\tau e}, \text{and } \varepsilon_{i,\tau S}\) are mutually independent; \(\{\varepsilon_{i,\tau e}\}_{i,\tau}\) and \(\{\varepsilon_{i,\tau S}\}_{i,\tau}\) are independent measurement errors with zero means, \(\text{Var}(\varepsilon_{i,\tau}) = \sigma_{\varepsilon_{i,\tau}}^2\) and \(\text{Cov}(\varepsilon_{i,\tau S}) = \Sigma_{\varepsilon_{i,\tau S}}\); and \(\{\eta_{i,\tau}\}_{i,\tau}\) are identical copies of a mean-zero stochastic process with covariance function \(\{\Sigma_\eta(\tau_1, \tau_2)\}_{\tau_1, \tau_2}\). Notice that the day-specific random effects appear in the outcome regression model only. Meanwhile, our proposal can be extended to settings where these random effects exist in the state regression model as well. We discuss this in Section 7 in detail.

Our TVCDP models \([6]\) have strong connections with the MDP model that is commonly used in reinforcement learning. Specifically, models \([6]\) reduce to nonstationary MDP models when there are no day-specific random effects in \(\{\varepsilon_{i,\tau}\}_{i,\tau}\). However, the proposed models are no longer MDPs due to the existence of the day-specific random effects. In particular, \(Y_{i,\tau}\) in \([6]\) is dependent upon past responses given \(Z_{i,\tau}\), leading to the violation of the conditional independence assumption. In addition, the market features at each time serve as mediators that mediate the effects of past actions on the current outcome.

Next, we consider two specific function approximations for \(f_{1}\) and \(f_{2}\) and derive their related IE and DE as follows.

**Model 1** Linear temporal varying coefficient decision process (L-TVCDP) assumes

\[
Y_{i,\tau} = \beta_0(\tau) + S_{i,\tau}^T \beta(\tau) + A_{i,\tau} \gamma(\tau) + \varepsilon_{i,\tau} = Z_{i,\tau}^T \theta(\tau) + \varepsilon_{i,\tau},
\]

\[
S_{i,\tau+1} = \phi_0(\tau) + \Phi(\tau) S_{i,\tau} + A_{i,\tau} \Gamma(\tau) + \varepsilon_{i,\tau S} = \Theta(\tau) Z_{i,\tau} + \varepsilon_{i,\tau S},
\]
where \( \theta(\tau) = (\beta_0(\tau), \beta(\tau)^\top, \gamma(\tau))^\top \) is a \((d + 2) \times 1\) vector of time-varying coefficients and \( \Theta(\tau) = [\phi_0(\tau) \ \Phi(\tau) \ \Gamma(\tau)] \) is a \(d \times (d + 2)\) coefficient matrix.

When \( \{\eta_{i,\tau}\}_{i,\tau}\) become the fixed effects and satisfy \( \eta_{i,\tau} = \eta_i \) for any \( i \) and \( \tau \), the outcome regression model of L-TVCDP includes both the day-specific fixed effects \( \{\eta_i\}_i \) and the time-specific fixed effects \( \{\beta_0(\tau)\}_\tau \). It is similar to the two-way fixed effects model in the panel data literature (De Chaisemartin and d’Haultfoeuille, 2020; Wooldridge, 2021; Imai and Kim, 2021). Furthermore, we derive the closed-form expressions for DE and IE under L-TVCDP, whose proof can be found in Section C of the supplementary document.

**Proposition 1** Under the L-TVCDP model, we have \( DE = \sum_{\tau=1}^{m} \gamma(\tau) \) and

\[
IE = \sum_{\tau=2}^{\tau-1} \beta(\tau)^\top \left\{ \sum_{k=1}^{m} (\Phi(\tau - 1)\Phi(\tau - 2)\ldots\Phi(k + 1)) \Gamma(k) \right\},
\]

where by convention, the product \( \Phi(\tau - 1)\Phi(\tau - 2)\ldots\Phi(k + 1) = 1 \) when \( \tau - 1 < k + 1 \).

**Model 2** Neural networks temporal varying decision process (NN-TVCDP) assumes

\[
Y_{i,\tau} = g_0(\tau, S_{i,\tau}) \cdot I(A_{i,\tau} = 0) + g_1(\tau, S_{i,\tau}) \cdot I(A_{i,\tau} = 1) + \varepsilon_{i,\tau},
\]

\[
S_{i,\tau+1} = G_0(\tau, S_{i,\tau}) \cdot I(A_{i,\tau} = 0) + G_1(\tau, S_{i,\tau}) \cdot I(A_{i,\tau} = 1) + \varepsilon_{i,\tau,R},
\]

where \( I(\cdot) \) denotes the indicator function of an event and \( g_0(\cdot, \cdot), g_1(\cdot, \cdot), G_0(\cdot, \cdot), \) and \( G_1(\cdot, \cdot) \) are parametrized via some (deep) neural networks.

Under NN-TVCDP, DE and IE are, respectively, given by

\[
DE = \sum_{\tau=1}^{m} \mathbb{E} \{ g_1(\tau, S^0_{\tau}) - g_0(\tau, S^0_{\tau}) \}, \quad \text{and} \quad IE = \sum_{\tau=1}^{m} \mathbb{E} \{ g_1(\tau, S^1_{\tau}) - g_1(\tau, S^0_{\tau}) \},
\]

where \( S^0_{\tau} \) and \( S^1_{\tau} \) are defined recursively by \( S^0_{\tau} = G_0(\tau - 1, S^0_{\tau-1}) \) and \( S^1_{\tau} = G_1(\tau - 1, S^1_{\tau-1}) \).

### 2.3 Estimation and testing procedures for DE in the L-TVCDP model

We describe our estimation and testing procedures for DE in the L-TVCDP model and present their pseudocode in Algorithm 1 as follows.

**Algorithm 1** Inference of DE in the L-TVCDP model

1. Compute the OLS estimator \( \hat{\theta} \) according to (9).
2. Employ kernel smoothing to compute a refined estimator \( \tilde{\theta} \) according to (10) and calculate the estimate \( \widehat{DE} \) by (11).
3. Estimate the variance of \( \hat{\theta} \) as follows:
   4. (3.1). Estimate the conditional variance of \( Y_i \) given \( \{Z_{i,\tau}\}_\tau \) using (12);
   5. (3.2). Estimate the variance of \( \hat{\theta} \) by the sandwich estimator (13).
4. Estimate the variance of \( \tilde{\theta} \) by \( \tilde{\sigma} = \Omega \tilde{V} \Omega^\top \) and compute the standard error of \( \widehat{DE} \), denoted by \( \tilde{\sigma}(\widehat{DE}) \).
5. Reject \( H_0^{DE} \) if \( \widehat{DE}/\tilde{\sigma}(\widehat{DE}) \) exceeds the upper 0.0th quantile of a standard normal distribution.
A key observation is that each \( \tilde{\theta}(\tau) \) the time-varying coefficient curve (Zhu et al., 2014). Smoothing technique has been widely applied in the analysis of varying-coefficient models (see e.g., \( T \) fluctuations due to the measurement error. See Theorem 1 in Section 4 for a formal statement. This according to model (6) for L-TVCDP, the variation of the OLS estimator comes from two sources, the smoothed estimator has smaller variance, leading to a more powerful test statistics. To elaborate, \( \hat{\mathbf{Y}} \) for (2), it remains to estimate its variance \( \text{Var}(\hat{\mathbf{Y}}) \). We will show in Section 4 that as \( \min(n, m) \to \infty \), \( \hat{\mathbf{Y}} \) is asymptotically normal. To derive a Wald test for \( \hat{\mathbf{Y}} \), it remains to estimate its variance \( \text{Var}(\hat{\mathbf{Y}}) \).

There are two major advantages of using the smoothing step here. First, it allows us to estimate the time-varying coefficient curve \( \hat{\theta}(t) \) without restricting \( t \) to the class of integers. Second, the smoothed estimator has smaller variance, leading to a more powerful test statistics. To elaborate, according to model (6) for L-TVCDP, the variation of the OLS estimator comes from two sources, the day-specific random effect and the measurement error. The use of smoothing removes the random fluctuations due to the measurement error. See Theorem 1 in Section 4 for a formal statement. This smoothing technique has been widely applied in the analysis of varying-coefficient models (see e.g., Zhu et al., 2014).

Step 3 of Algorithm 1 is to estimate the covariance matrix of the initial estimator \( \hat{\mathbf{Y}} = (\hat{\theta}^\top(1), \ldots, \hat{\theta}^\top(m)) \). We first estimate the residual \( e_{i,\tau} \) by \( \hat{e}_{i,\tau} = Y_{i,\tau} - Z_{i,\tau}^\top \hat{\theta}(\tau) \). It allows us to estimate the day-specific random effect via smoothing, i.e., \( \hat{n}_i(t) = \sum_{j=1}^m \omega_{j,h}(t)\hat{e}_{i,\tau} \). Second, the measurement error can be estimated by \( \hat{e}_{i,\tau} = \hat{e}_{i,\tau} - \hat{n}_{i,\tau} \) for any \( i \) and \( \tau \), where \( \hat{n}_{i,\tau} = \hat{n}_i(\tau) \). Third, we estimate the conditional covariance matrix of \( \mathbf{Y}_i = (Y_{i,1}, \ldots, Y_{i,m})^\top \) given \( \{Z_{i,\tau}\}_\tau \) based on these estimated residuals. Under model (6) for L-TVCDP, the covariance between \( Y_{i,\tau_1} \) and \( Y_{i,\tau_2} \) conditional on \( \{Z_{i,\tau}\}_\tau \) is given by \( \Sigma_y(\tau_1, \tau_2) = \sigma_{\epsilon,\tau_1}\mathbb{I}(\tau_1 = \tau_2) + \Sigma_{\eta}(\tau_1, \tau_2) \), which can be consistently estimated by

\[
\hat{\Sigma}_y(\tau_1, \tau_2) \equiv \frac{1}{n} \sum_{i=1}^n \hat{\varepsilon}_{i,\tau_1,\tau_2}^2 \mathbb{I}(\tau_1 = \tau_2) + \frac{1}{n} \sum_{i=1}^n \hat{n}_{i,\tau_1,\tau_2}. \tag{12}
\]

This allows us to estimate \( \text{Var}(\mathbf{Y}_i|\{Z_{i,\tau}\}_\tau) \) by \( \hat{\Sigma} = \{\hat{\Sigma}_y(\tau_1, \tau_2)\}_{\tau_1,\tau_2} \). Finally, the covariance matrix of \( \hat{\mathbf{Y}} \) can be consistently estimated by the sandwich estimator,

\[
\hat{\Sigma}_\theta = \left( \sum_{i=1}^n Z_{i}^\top Z_{i} \right)^{-1} \left( \sum_{i=1}^n Z_{i}^\top \hat{\Sigma} Z_{i} \right) \left( \sum_{i=1}^n Z_{i}^\top Z_{i} \right)^{-1}, \tag{13}
\]

where \( Z_i \) is a block-diagonal matrix computed by aligning \( Z_{i,1}, \ldots, Z_{i,m} \) along its diagonal.

Step 4 of Algorithm 1 is to estimate the covariance matrix of the refined estimator \( \hat{\mathbf{Y}} = (\hat{\mathbf{Y}}^\top(1), \ldots, \hat{\mathbf{Y}}^\top(m)) \). A key observation is that each \( \tilde{\theta}(\tau) \) is essentially a weighted average of \( \{\tilde{\theta}(\tau)\}_\tau \). Writing in matrix
form, we have \( \tilde{\theta} = \Omega \hat{\theta} \), where \( \Omega \) is a block-diagonal matrix computed by aligning \( \omega_{1,h}(\tau)J_p, \ldots, \omega_{m,h}(\tau)J_p \) along its diagonal and \( J_p \) is a \( p \times p \) matrix of ones. As such, we estimate the covariance matrix of \( \tilde{\theta} \) by \( \tilde{V}_b = \Omega \tilde{V}_b \Omega^\top \). This in turn yields a consistent estimator for the variance of \( \hat{\theta} \), as \( \hat{\theta} \) is a linear combination of \( \tilde{\theta} \).

Step 5 of Algorithm 1 is to construct a Wald-type test statistic based on \( \hat{\theta} \) and its standard error \( \hat{se}(\hat{\theta}) \). We reject the null hypothesis in (2) if \( \hat{\theta}/\hat{se}(\hat{\theta}) \) exceeds the upper \( \alpha \) quantile of a standard normal distribution. Size and power properties of the proposed test are investigated in Section 4.

### 2.4 Estimation and testing procedures for IE in the L-TVCDP model

We describe our estimation and testing procedures for IE in the L-TVCDP model and present their pseudocode in Algorithm 2 as follows.

#### Algorithm 2 Inference of IE in the L-TVCDP model

1. Compute the OLS estimator
   \[
   \hat{\Theta} = \{\hat{\Theta}(1), \ldots, \hat{\Theta}(m-1)\}^\top = \{\sum_{i=1}^n Z_{i,(-m)}Z_{i,(-m)}^\top\}^{-1}\{\sum_{i=1}^n Z_{i,(-m)}S_{i,(-m)}^\top\},
   \]
   where \( S_{i,(-1)} \) and \( Z_{i,(-m)} \) are block-diagonal matrices computed by aligning \( S_{i,2}^\top, \ldots, S_{i,m}^\top \) and \( Z_{i,1}^\top, \ldots, Z_{i,m-1}^\top \) along their diagonals, respectively.
2. Compute the refined estimator \( \tilde{\Theta} = \{\tilde{\Theta}(1), \ldots, \tilde{\Theta}(m-1)\}^\top = \Omega \hat{\Theta} \).
3. Construct the plug-in estimator \( \hat{\theta} \) according to (14).
4. Compute the estimated residual \( \hat{\varepsilon}_{i,\tau} = S_{i,\tau+1} - Z_{i,\tau}\hat{\Theta}(\tau) \) for any \( i \) and \( \tau \).
5. for \( b = 1, \ldots, B \) do
   - Generate i.i.d. standard normal random variables \( \{\xi_i^b\}_{i=1}^n \);
   - Generate pseudo outcomes \( \{\tilde{S}_{i,\tau}^b\}_{i,\tau} \) and \( \{\tilde{V}_{i,\tau}^b\}_{i,\tau} \) according to (15);
   - Repeat Steps 1-2 in Algorithm 1 and Steps 1-3 in Algorithm 2 to compute \( \hat{\theta}_b \).
6. end for
7. Reject \( H_0^{IE} \) if \( \hat{\theta}_b \) exceeds the upper \( \alpha \) quantile of \( \{\hat{\theta}_b - \hat{\theta}\}_b \).

Steps 1-3 of Algorithm 2 are to compute a consistent estimator \( \hat{\theta} \) for IE. Specifically, in Step 1 of Algorithm 2 we apply OLS regression to derive an initial estimator \( \hat{\Theta} \) for \( \Theta = \{\Theta(1), \ldots, \Theta(m-1)\}^\top \). In Step 2 of Algorithm 2 we employ kernel smoothing to compute a refined estimator \( \tilde{\Theta} = \Omega \hat{\Theta} \) to improve its statistical efficiency, as in Algorithm 1. In Step 3 of Algorithm 2 we plug in \( \tilde{\Theta} \) and \( \tilde{\theta} \) for \( \Theta \) and \( \theta \) in model (1) leading to

\[
\hat{\theta} = \sum_{\tau=2}^m \tilde{\beta}(\tau)^\top \left\{ \sum_{k=1}^{\tau-1} \left( \tilde{\Phi}(\tau - 1)\tilde{\Phi}(\tau - 2) \ldots \tilde{\Phi}(k + 1) \right) \tilde{\Gamma}(k) \right\},
\]

where \( \tilde{\beta}(\tau) \), \( \tilde{\Phi}(\tau) \) and \( \tilde{\Gamma}(\tau) \) are the corresponding estimators for \( \beta(\tau) \), \( \Phi(\tau) \) and \( \Gamma(\tau) \), respectively.

Step 4 of Algorithm 2 is to compute the estimated residuals \( \hat{E}_{i,\tau} = S_{i,\tau+1} - Z_{i,\tau}\tilde{\Theta}(\tau) \) for all \( i \) and \( \tau \), which are used to generate pseudo outcomes in the subsequent bootstrap step.

Step 5 of Algorithm 2 is to use bootstrap to simulate the distribution of \( \hat{\theta} \) under the null hypothesis. The key idea is to compute the bootstrap samples for \( \tilde{\Theta} \) and \( \hat{\theta} \) and use the plug-in principle to construct the bootstrap samples for \( \hat{\theta} \). A key observation is that \( \tilde{\Theta} \) and \( \hat{\theta} \) depend
linearly on the random errors, so the wild bootstrap method \cite{Wu1986} is applicable. We begin by generating i.i.d. standard normal random variables \( \{ \xi_i \}_{i=1}^n \). We next generate pseudo-outcomes given by

\[
\hat{S}_{i, \tau+1} = \hat{\Theta}(\tau) \hat{Z}_{i, \tau} + \xi_i \hat{\varepsilon}_{i, \tau} \quad \text{and} \quad \hat{Y}_{i, \tau} = \hat{Z}_{i, \tau}^\top \hat{\theta}(\tau) + \xi_i \hat{\varepsilon}_{i, \tau},
\]

(15)

where \( \hat{Z}_{i, \tau} \) is a version of \( Z_{i, \tau} \) with \( S_{i, \tau} \) replaced by \( \hat{S}_{i, \tau} \). Furthermore, we apply Steps 1-2 of Algorithm \ref{alg:NN-TVCDP} and Steps 1-3 of Algorithm \ref{alg:NN-TVCDP2} to compute the bootstrap version of \( \hat{IE} \) based on these pseudo outcomes in (15). The above procedures are repeatedly applied to simulate a sequence of bootstrap estimators \( \{ \hat{IE}_{b} \}_{b=1}^B \) based on which the decision region can be derived.

### 2.5 Estimation procedure in NN-TVCDP model

We first introduce how to estimate the regression functions \( g_0, g_1, G_0 \) and \( G_1 \). Take \( g_0 \) as an instance, we consider minimizing the following empirical objective function

\[
\sum_{i=1}^n \sum_{\tau=1}^m \{ Y_{i, \tau} - g_0(\tau, S_{i, \tau}) \}^2.
\]

Instead of separately estimating \( g_0(\tau, \bullet) \) for each \( \tau \), we treat \( \tau \) as part of the features and jointly estimate \( \{ g_0(\tau, \bullet) \}_\tau \) by solving the above optimization. It allows us to borrow information across different time points to improve the estimation accuracy.

Next, we introduce the estimation procedures for DE and IE. We impose a parametric model (e.g., Gaussian) for the density function \( f_{\varepsilon_{i, \tau} S} \) of the measurement error \( \varepsilon_{i, \tau S} \) and summarize the steps below.

1. Use neural networks to estimate \( g_0, g_1, G_0 \) and \( G_1 \) by solving their corresponding least square objective functions. Denote the corresponding estimators by \( \hat{g}_0, \hat{g}_1, \hat{G}_0, \) and \( \hat{G}_1 \), respectively.

2. Compute the residual \( \hat{\varepsilon}_{i, \tau S} = S_{i, \tau+1} - \{ \hat{G}_0(\tau, S_{i, \tau}) \cdot I(A_{i, \tau} = 0) + \hat{G}_1(\tau, S_{i, \tau}) \cdot I(A_{i, \tau} = 1) \} \) and use \( \hat{\varepsilon}_{i, \tau S} \) to compute the density function estimator \( \hat{f}_{\varepsilon_{i, \tau} S} \).

3. Use Monte Carlo to estimate the distributions of the potential states \( S_{i, \tau}^*(1_{\tau-1}) \) and \( S_{i, \tau}^*(0_{\tau-1}) \) conditional on \( S_{i, 1} \). Specifically, for \( \tau = 1, \ldots, m, i = 1, \ldots, n, \) and \( k = 1, \ldots, M \), we use \( \hat{f}_{\varepsilon_{i, \tau} S} \) to generate error residuals \( \{ \hat{\varepsilon}_{i, \tau S, k} \}_{k=1}^M \), where \( M \) denotes the number of Monte Carlo replications. Next, we set \( \hat{S}_{i, 1 k}^1 = \hat{S}_{i, 1 k}^0 = S_{i, 1} \) for any \( i \) and \( k \), and sequentially construct Monte Carlo samples \( \{ \hat{S}_{i, \tau k}^1 \}_{k=1}^M, \{ \hat{S}_{i, \tau k}^0 \}_{k=1}^M \) by setting \( \hat{S}_{i, \tau+1, k} = \hat{G}_1(\tau, \hat{S}_{i, \tau k}^1) + \hat{\varepsilon}_{i, \tau S, k} + \hat{S}_{i, \tau+1, k} \), and \( \hat{S}_{i, \tau+1, k} = \hat{G}_0(\tau, \hat{S}_{i, \tau k}^0) + \hat{\varepsilon}_{i, \tau S, k} \).

4. Based on \cite{Cai2021}, we estimate DE and IE by using

\[
\hat{DE} = \frac{1}{nM} \sum_{i=1}^n \sum_{k=1}^M \sum_{\tau=1}^m \left\{ \hat{g}_1(\tau, \hat{S}_{i, k, \tau}^1) - \hat{g}_0(\tau, \hat{S}_{i, k, \tau}^0) \right\}
\]

and

\[
\hat{IE} = \frac{1}{nM} \sum_{i=1}^n \sum_{k=1}^M \sum_{\tau=2}^m \left\{ \hat{g}_1(\tau, \hat{S}_{i, k, \tau}^1) - \hat{g}_1(\tau, \hat{S}_{i, k, \tau}^0) \right\}.
\]
3 Policy evaluation for spatio-temporal dependent experiments

In this section, we present the proposed methodology for policy evaluation in spatio-temporal dependent experiments by extending our proposal in temporal dependent experiments. We highlight several key differences between the spatio-temporal dependent experiment and the temporal dependent one.

3.1 A potential outcome framework

First, we introduce the spatio-temporal dependent experiments as follows. Specifically, a city is split into \( r \) non-overlapping regions. Each region receives a sequence of policies over time and different regions may receive different policies at the same time. In our application, we employ the spatio-temporal dependent alternation design to randomize these policies. In each region, we independently randomize the initial policy (either A or B) and then apply the temporal alternation design. As discussed in the introduction, one major challenge for policy evaluation is that the spatial proximities will induce spatio-temporal interference among locations across time. For many call orders, their pickup locations and destinations belong to different regions. Therefore, applying an order dispatch policy at one region will change the distribution of drivers of its neighbouring areas as well, so the order dispatch policy at one location could influence outcomes of those neighbouring areas, inducing interference among spatial units.

Second, to quantify the spatio-temporal interference, we allow the potential outcome of each region to depend on policies applied to its neighbouring areas as well. Specifically, for the \( \iota \)th region, let \( \bar{a}_{\tau,\iota} = (\bar{a}_{1,\iota}, \ldots, \bar{a}_{r,\iota})^\top \) denote its treatment history up to time \( \tau \) and \( \mathcal{N}_\iota \) denote the neighbouring regions of \( \iota \). Let \( \bar{a}_{\tau,[1:r]} = (\bar{a}_{\tau,1}, \ldots, \bar{a}_{\tau,r})^\top \) denote the treatment history associated with all regions. Similarly, let \( S^*_\tau,\iota(\bar{a}_{\tau-1,[1:r]}) \) and \( Y^*_\tau,\iota(\bar{a}_{\tau,[1:r]}) \) denote the potential state and outcome associated with the \( \iota \)th region, respectively. Let \( S^*_\tau,[1:r](\bar{a}_{\tau-1,[1:r]}) \) denote the set of potential states at time \( \tau \).

Similarly, we introduce CA and SRA in the spatio-temporal case as follows.

- **CA.** \( S^*_\tau+1,\iota(A_{\tau,[1:r]}) = S^*_{\tau+1,\iota} \) and \( Y^*_\tau,\iota(A_{\tau,[1:r]}) = Y^*_{\tau,\iota} \) for any \( \tau \geq 1 \) and \( 1 \leq \iota \leq r \), where \( A_{\tau,[1:r]} \) denotes the set of observed treatment history up to time \( \tau \).

- **SRA.** \( A_{\tau,[1:r]} \), the set of observed policies at time \( \tau \), is conditionally independent of all potential variables given \( S_{\tau,[1:r]} \) and \( \{(S_{j,[1:r]}, A_{j,[1:r]}, Y_{j,[1:r]})\}_{j<\tau} \).

SRA automatically holds under the spatio-temporal alternation design, in which the policy assignment mechanism is conditionally independent of the data given the policies assigned at the initial time point.

Third, we are interested in the overall treatment effects. Define ATE as the difference between the new and old policies aggregated over different regions.

**Definition 2** ATE is defined as the difference between two value functions given by

\[
ATE_{st} = \sum_{\iota=1}^{r} \sum_{\tau=1}^{m} \mathbb{E}\{Y^*_{\tau,\iota}(1_{\tau,[1:r]}) - Y^*_{\tau,\iota}(0_{\tau,[1:r]})\}.
\]

Let \( R_{\tau,\iota} \) denote the conditional mean function of \( Y^*_{\tau,\iota}(\bar{a}_{\tau,[1:r]}) \) given the past policies and potential
states. Similarly, we can decompose ATE as the sum of DE and IE, which are, respectively, given by

\[
\text{DE}_{st} = \sum_{i=1}^{r} \sum_{\tau=1}^{m} \mathbb{E}\{R_{\tau,\bar{t}}(1_{\tau,|1:r], S^{*}_{\tau,\bar{t}}(0_{\tau-1,|1:r]}, 0_{\tau-1,|1:r]}, \ldots, S_1) - R_{\tau,\bar{t}}(0_{\tau,|1:r], S^{*}_{\tau,\bar{t}}(0_{\tau-1,|1:r]}, 0_{\tau-1,|1:r]}, \ldots, S_1)\},
\]

\[
\text{IE}_{st} = \sum_{i=1}^{r} \sum_{\tau=1}^{m} \mathbb{E}\{R_{\tau,\bar{t}}(1_{\tau,|1:r], S^{*}_{\tau,\bar{t}}(1_{\tau-1,|1:r]}, 1_{\tau-1,|1:r]}, \ldots, S_1) - R_{\tau,\bar{t}}(1_{\tau,|1:r], S^{*}_{\tau,\bar{t}}(0_{\tau-1,|1:r]}, 0_{\tau-1,|1:r]}, \ldots, S_1)\}.
\]

We aim to test the following hypotheses:

\[
H_{0}^{\text{DE}} : \text{DE}_{st} \leq 0 \quad \text{v.s} \quad H_{1}^{\text{DE}} : \text{DE}_{st} > 0, \tag{16}
\]

\[
H_{0}^{\text{IE}} : \text{IE}_{st} \leq 0 \quad \text{v.s} \quad H_{1}^{\text{IE}} : \text{IE}_{st} > 0. \tag{17}
\]

### 3.2 Spatio-temporal VCDP models

We introduce the spatio-temporal VCDP (STVCDP) models to model \(Y_{i,\tau}\) and \(S_{i,\tau}\), respectively. Suppose that the experiment is conducted across \(r\) regions over \(n\) days. Let \((S_{i,\tau}, A_{i,\tau}, Y_{i,\tau})\) denote the state-policy-outcome triplet measured from the \(i\)th region at the \(\tau\)th time interval of the \(i\)th day for \(i = 1, \ldots, n\), \(\tau = 1, \ldots, m\), and \(\ell = 1, \ldots, r\). The STVCDP model is given as follows,

\[
Y_{i,\tau,\ell} = f_{1,\tau,\ell}(Z_{i,\tau,\ell}) + \epsilon_{i,\tau,\ell},
\]

\[
S_{i,\tau+1,\ell} = f_{2,\tau,\ell}(Z_{i,\tau,\ell}) + \epsilon_{i,\tau,\ell},
\]

where \(Z_{i,\tau,\ell} = (1, S^{T}_{i,\tau,\ell}, A_{i,\tau,\ell}, \bar{A}_{i,\tau,N_i})\), \(\bar{A}_{i,\tau,N_i}\) denotes the average of \(\{A_{i,\tau,k}\}_{k \in N_i}\), and \(\{\epsilon_{i,\tau,\ell}, \epsilon_{i,\tau,\ell}\}\) are the random noises. We assume \(\epsilon_{i,\tau,\ell} = \eta_{i,\tau,\ell} + \epsilon_{i,\tau,\ell} = \eta_{i,\tau,\ell} + \eta_{i,\tau,\ell} + \eta_{i,\tau,\ell} + \eta_{i,\tau,\ell}\), where the random errors \(\{\eta_{i,\tau,\ell}\}, \{\eta_{i,\tau,\ell}\}, \{\eta_{i,\tau,\ell}\}, \{\epsilon_{i,\tau,\ell}\}\) for \(i = 1, \ldots, n\) are independent, and are i.i.d. copies of zero mean random processes with covariance structures \(\Sigma_{\eta_{i,\tau,\ell}(\tau_1, \tau_2, t_2)}\), \(\Sigma_{\eta_{i,\tau,\ell}(\tau_1, \tau_1, t_2)}\), \(\Sigma_{\eta_{i,\tau,\ell}(\tau_1, \tau_1, t_1)}\), \(\Sigma_{\eta_{i,\tau,\ell}(\tau_1, \tau_1, t_1)}\), respectively, and the measurement errors \(\{\epsilon_{i,\tau,\ell}\}_{i,\tau,\ell}\) and \(\{\epsilon_{i,\tau,\ell}\}_{i,\tau,\ell}\) are independent across different location/time combinations, \(\{\eta_{i,\tau,\ell}\}_{i,\tau,\ell}\) are independent across different regions, and \(\{\eta_{i,\tau,\ell}\}_{i,\tau,\ell}\) are independent over time.

According to the definition of \(Z_{i,\tau,\ell}\), the \(i\)th region’s outcome depends on the current actions only through \(A_{i,\tau,\ell}\) and those from the neighbouring areas of \(\ell\). It is reasonable in many applications, such as the ride-sharing platform. Specifically, the policy at one location can affect the outcome of other locations only through its impact on the distribution of drivers. Within each time unit, each driver can travel at most from one location to its neighbouring locations. Therefore, the outcome in one location is independent of policies applied to its non-adjacent locations. In addition, it is consistent with many existing assumptions imposed in the causal inference literature under spatial interference (Sobel, 2006; Hudgens and Halloran, 2008; Zigler et al., 2012; Perez-Heydrich et al., 2014; Sobel and Lindquist, 2014; Liu et al., 2016; Sävje et al., 2021), but none of the aforementioned work considered the interference effect in both space and time.

Similar to model (6), we allow general function approximation for \(f_1\) and \(f_2\). To save space, we focus on linear STVCDP models (L-STVCDP) in the rest of this section. Meanwhile, the proposed estimation procedure can be extended to handle neural network STVCDP models, as in Section 2.4. The proposed L-STVCDP model is given as follows,

\[
Y_{i,\tau,\ell} = \beta_{0}(\tau, \ell) + S^{T}_{i,\tau,\ell} \beta(\tau, \ell) + A_{i,\tau,\ell} \gamma_1(\tau, \ell) + \bar{A}_{i,\tau,N_i} \gamma_2(\tau, \ell) + \epsilon_{i,\tau,\ell},
\]

\[
S_{i,\tau+1,\ell} = \phi_{0}(\tau, \ell) + \Phi(\tau, \ell) S_{i,\tau,\ell} + A_{i,\tau,\ell} \Gamma_1(\tau, \ell) + \bar{A}_{i,\tau,N_i} \Gamma_2(\tau, \ell) + \epsilon_{i,\tau,\ell},
\]

The proposed L-STVCDP model is given as follows,
Similar to (7), we can show that \( \text{DE}_{st} \) and \( \text{IE}_{st} \) are equal to the following,
\[
\text{DE}_{st} = \sum_{t=1}^{r} \sum_{i=1}^{m} \{ \gamma_1(\tau, i) + \gamma_2(\tau, i) \},
\]
\[
\text{IE}_{st} = \sum_{t=1}^{r} \sum_{i=1}^{m} \beta(\tau, i) \left[ \sum_{k=1}^{\tau-1} (\Phi(\tau - 1, i) \ldots \Phi(k + 1, i)) \{ \Gamma_1(k, i) + \Gamma_2(k, i) \} \right],
\]
where the product \( \Phi(\tau - 1, i) \ldots \Phi(k + 1, i) = 1 \) when \( \tau - 1 < k + 1 \). These two identities form the basis of our test procedure.

### 3.3 Estimation and testing procedures for DE and IE

We first describe our estimation and testing procedures for DE under the spatio-temporal alternation design and present the pseudocode in Algorithms 3 of Section A of the supplementary document to save space.

Step 1 of Algorithm 3 is to independently apply Steps 1 and 2 of Algorithm 1 detailed in Section 2.3 to the data subset \( \{(Z_{i,\tau,t}, Y_{i,\tau,t})\}_{i,\tau} \) for each region \( i \) in order to compute a smoothed estimator \( \theta_{st}^0(\tau) = \{\theta_{st}^0(1, i)^\top, \ldots, \theta_{st}^0(m, i)^\top\}^\top \) for \( \{\theta(1, i)^\top, \ldots, \theta(m, i)^\top\}^\top \).

Step 2 of Algorithm 3 is to employ kernel smoothing again to spatially smooth each component of \( \theta_{st}^0(\tau) \) across all \( i \in \{1, \ldots, r\} \). Specifically, we compute \( \tilde{\theta}_{st}(\tau, i) = \sum_{\ell=1}^{r} \kappa_{\ell,\text{st}}(\tau, \ell) \theta_{st}^0(\tau, \ell) \), where \( \kappa_{\ell,\text{st}}(\cdot) \) defined in (22) is a normalized kernel function with bandwidth parameter \( h_{\text{st}} \).

We remark that we employ kernel smoothing twice in order to estimate the varying coefficients. In the first step, we temporally smooth the least square estimator to compute \( \tilde{\theta}_{st}^0(\tau) \). In the second step, we further spatially smooth \( \tilde{\theta}_{st}^0(\tau) \) to compute \( \tilde{\theta}_{st}(\tau) \). Therefore, the estimator \( \tilde{\theta}_{st}(\tau) \) has smaller variance than \( \tilde{\theta}_{st}^0(\tau) \), since we borrow information across neighboring regions to improve the estimation efficiency. To elaborate this point, the random effect in (18) can be decomposed into three parts: \( \eta_{i,\tau,t}^I + \eta_{i,\tau,t}^II + \eta_{i,\tau,t}^III \). Temporally smoothing the varying coefficient estimator removes the random fluctuations caused by \( \eta_{i,\tau,t}^II \) and the measurement error. Spatially smoothing the estimator further removes the random fluctuations caused by \( \eta_{i,\tau,t}^III \). This in turn implies that the proposed test under the spatio-temporal design is more powerful than the one developed in Section 2 under the temporal design. Such an observation is consistent with our numerical findings in Section 5.2.

Steps 3 and 4 of Algorithm 3 are to estimate the covariance matrix of \( \{\tilde{\theta}_{st}(1, \cdot), \ldots, \tilde{\theta}_{st}(r, \cdot)\}^\top \) denoted by \( \tilde{V}_{\theta,\text{st}} \). These two steps are very similar to Steps 3 and 4 of Algorithm 1. Specifically, we first estimate the measurement errors and random effects based on the estimated varying coefficients. We next use the sandwich formula to compute the estimated covariance matrix for the initial least-square estimator. Then the estimated covariance matrix for \( \tilde{\theta}_{st}^0(\tau) \) can be derived accordingly. We use \( \tilde{V}_{\theta,\text{st}} \) to denote the corresponding covariance matrix estimator.

Step 5 of Algorithm 3 is to compute the Wald-type test statistic and its standard error estimator. Specifically, let \( \gamma_1(\tau, i) \) and \( \gamma_2(\tau, i) \) be the last two elements of \( \tilde{\theta}_{st}(\tau, i) \), we have \( \text{DE}_{st} = \sum_{t=1}^{r} \sum_{i=1}^{m} \{ \tilde{\gamma}_1(\tau, i) + \tilde{\gamma}_2(\tau, i) \} \). We will show in Theorem 5 that \( \tilde{\text{DE}}_{st} \) is asymptotically normal. In addition, its standard error \( \tilde{s}(\tilde{\text{DE}}_{st}) \) can be derived based on \( \tilde{V}_{\theta,\text{st}} \). This yields our Wald-type test statistic \( T_{st} = \tilde{\text{DE}}_{st} / \tilde{s}(\tilde{\text{DE}}_{st}) \). We reject the null hypothesis if \( T_{st} \) exceeds the upper \( \alpha \)th quantile of a standard normal distribution.

We next describe our estimation and testing procedures for IE. The method is very similar to the one discussed in Section 2.4. We sketch an outline of the algorithm to save space. Details are presented in 4 of Section A of the supplementary document. Specifically, we first plug in the set of smoothed estimators \( \{\tilde{\Theta}_{st}(\tau, i)\}_{\tau,i} \) and \( \{\tilde{\theta}_{st}(\tau, i)\}_{\tau,i} \) for \( \{\Theta(\tau, i)\}_{\tau,i} \) and \( \{\theta(\tau, i)\}_{\tau,i} \) to compute \( \tilde{\text{IE}}_{st} \), the plug-in estimator of \( \text{IE}_{st} \). We next estimate the measurement errors and random effects and...
then apply the parametric bootstrap method to compute the bootstrap statistics \( \{ \hat{\text{IE}}_{st}^b \} \). Finally, we reject \( H_0^{IE} \) if \( \hat{\text{IE}}_{st} \) exceeds the upper \( a \)th empirical quantile of \( \{ \hat{\text{IE}}_{st} - \hat{\text{IE}} \} \).

To conclude this section, we remark that in Sections 2 and 3, we focus on testing one-sided hypotheses for the direct and indirect effects. However, the proposed method can be easily extended to test two-sided hypotheses as well.

### 4 Theoretical Analysis

In this section, we systematically investigate the asymptotic properties of the proposed estimators and test statistics in L-TVCDP and derive the convergence rates of our causal estimands in NN-TVCDP. We also explore the benefits of employing the switchback design and study the theoretical properties of our estimator in the spatio-temporal dependent experiments.

First, we impose the following regularity assumptions for the temporal dependent experiments using L-TVCDP.

**Assumption 1** The kernel function \( K(\cdot) \) is a symmetric probability density function on \([-1, 1]\) and is Lipschitz continuous.

**Assumption 2** The covariate \( Z_i \)'s are i.i.d.; for \( 1 \leq \tau \leq m \), \( \mathbb{E}(Z_{i,\tau}^\top Z_{i,\tau}) \in \mathbb{M}^{p \times p} \) is invertible; all components of \( \theta(t) \) and \( \Sigma_{\eta}(t_1, t_2) \) have bounded and continuous second derivatives with respect to \( t \), \( t_1 \) and \( t_2 \), respectively.

**Assumption 3** There exists \( q < 1 \) such that \( \| \Phi(\tau) \|_\infty \leq q < 1 \), and there exist some constants \( M_\Gamma \) and \( M_\beta \) such that \( \| \Gamma(\tau) \|_\infty \leq M_\Gamma \) and \( \| \beta(\tau) \|_\infty \leq M_\beta \). \( \{ \beta(\tau) \}_{2 \leq \tau \leq m} \), \( \{ \Phi(l) \}_{2 \leq l \leq m-1} \), and \( \{ \Gamma(k) \}_{1 \leq k \leq m-1} \) must not be all zero.

**Assumption 4** \( \Theta(\tau) \) and the covariance function of \( (\zeta_{i,1}, \ldots, \zeta_{i,m})^\top \) have continuous second-order partial derivatives.

Assumption 1 is mild as the kernel \( K(\cdot) \) is user-specified. Assumption 2 has been commonly used in the literature on varying coefficient models (see e.g., Zhu et al., 2014). Assumption 3 ensures that the time series is stationary, since \( \Phi(\tau) \) is the autoregressive coefficient. It is commonly imposed in the literature on time series analysis (Shumway and Stoffer, 2010). Assumption 4 is very similar to Assumption 2.

Before presenting the theoretical properties of the proposed method for L-TVCDP, we introduce some notation. For \( 1 \leq \tau_1, \tau_2 \leq m \), define \( \Sigma_y \) and \( \Sigma_{\eta} \) to be the \( m \times m \) matrices \( \{ \Sigma_y(\tau_1, \tau_2) \}_{\tau_1, \tau_2} \) and \( \{ \Sigma_{\eta}(\tau_1, \tau_2) \}_{\tau_1, \tau_2} \), respectively. We define

\[
V_\theta = (\mathbb{E}Z_i^\top Z_i)^{-1}(\mathbb{E}Z_i^\top \Sigma_y Z_i)(\mathbb{E}Z_i^\top Z_i)^{-1} \quad \text{and} \quad V_{\hat{\theta}} = (\hat{\mathbb{E}}Z_i^\top Z_i)^{-1}(\hat{\mathbb{E}}Z_i^\top \Sigma_{\hat{\eta}} Z_i)(\hat{\mathbb{E}}Z_i^\top Z_i)^{-1}
\]

as the asymptotic covariance matrices of \( \hat{\theta} \) and \( \hat{\theta} \), respectively. Let \( V_\theta(\tau, \tau) \) and \( V_{\hat{\theta}}(\tau, \tau) \) denote the submatrices of \( V_\theta \) and \( V_{\hat{\theta}} \) that correspond to the asymptotic covariance matrix of \( \hat{\theta} \) and \( \hat{\theta} \), respectively. We first compare the mean squared error (MSE) of the OLS estimator \( \hat{\theta}(\tau) \) against that of the smoothed estimator \( \tilde{\theta}(\tau) \) based on L-TVCDP.

**Proposition 2** Suppose \( \lambda_{\min}(V_\theta(\tau, \tau)) \) and \( \lambda_{\min}(V_{\hat{\theta}}(\tau, \tau)) \) are uniformly bounded away from zero for any \( \tau \). Under Assumptions 1 and 2, we have

\[
\sum_{\tau=1}^m \text{MSE}(\tilde{\theta}(\tau)) \asymp n^{-1} \text{trace}(V_{\hat{\theta}}), \quad \sum_{\tau=1}^m \text{MSE}(\tilde{\theta}(\tau)) \asymp n^{-1} \text{trace}(V_{\hat{\theta}}) + O(mh^4 + m^{-1}).
\]
Proposition 2 has an important implication. Both trace($V_\theta$) and trace($V_\tilde{\theta}$) are of the order of magnitude $O(m)$. When $m \ll \sqrt{n}$ or $h^4 \gg n^{-1}$, the squared bias of $\tilde{\theta}$ may dominate its variance. Hence, the OLS estimator $\hat{\theta}$ may achieve a smaller MSE. When $m \gg \sqrt{n}$ and $h^4 = O(n^{-1}m)$, the two MSEs are of the same order of magnitude and it remains unclear which one is smaller. When $m \gg \sqrt{n}$ and $h^4 = o(n^{-1})$, the variance of $\tilde{\theta}$ dominates its squared bias. Moreover, $\Sigma_y - \Sigma_\eta$ is strictly positive definite, so is $V_{\tilde{\theta}} - V_{\hat{\theta}}$. As a result, $\tilde{\theta}$ achieves a smaller MSE. In our applications, $m$ is moderately large and the condition $m \gg \sqrt{n}$ is likely to be satisfied. With properly chosen bandwidth, we expected the smoothed estimator achieves a smaller MSE.

Second, we present the limiting distributions of $\tilde{\theta}(\tau)$ and $\hat{\theta}(\tau)$ and prove the validity of our test for DE based on L-TVCDP.

**Theorem 1** Suppose $\lambda_{\min}(V_{\tilde{\theta}}(\tau, \tau))$ and $\lambda_{\min}(V_{\hat{\theta}}(\tau, \tau))$ are uniformly bounded away from zero for any $\tau$. Under Assumptions 1 and 2 for any $(d+2)$-dimensional vectors $a_{n,1}$, $a_{n,2}$, with unit $\ell_2$ norm,

(i) $\sqrt{n}a_{n,1}^T \{\hat{\theta}(\tau) - \theta(\tau)\} / \sqrt{a_{n,1}^T V_{\hat{\theta}}(\tau, \tau) a_{n,1}} \overset{d}{\rightarrow} N(0, 1)$ as $n \rightarrow \infty$ for any $\tau$;

(ii) Suppose $m \rightarrow \infty$, $h \rightarrow 0$, and $hm \rightarrow \infty$ as $n \rightarrow \infty$. Then $\sqrt{n}a_{n,2}^T \{\tilde{\theta}(\tau) - \theta(\tau)\} / \sqrt{a_{n,2}^T V_{\tilde{\theta}}(\tau, \tau) a_{n,2}} \overset{d}{\rightarrow} N(b_n, 1)$ as $n \rightarrow \infty$ for any $\tau$, where the bias $b_n = O(\sqrt{nh^2} + \sqrt{nm^{-1}})$.

(iii) Suppose $h = o(n^{-1/4})$, $m \gg \sqrt{n}$ and the sum of all elements in $m^{-2}V_\gamma$ is bounded away from zero where $V_\gamma$ denotes the submatrix of $V_{\tilde{\theta}}$ which corresponds to the asymptotic covariance matrix of $\tilde{\theta}$. Then for the hypotheses 2, under $H_0^{DE}$, $P(\tilde{DE}/\tilde{se}(\tilde{DE}) > z_\alpha) = \alpha + o(1)$; under $H_1^{DE}$, $P(\tilde{DE}/\tilde{se}(\tilde{DE}) > z_\alpha) \rightarrow 1$, where $z_\alpha$ denotes the upper 1st quantile of a standard normal distribution.

Theorem 1 has several important implications. First, the bias of the smoothed estimator $\tilde{\theta}$ decays with $m$. In cases where $m$ is fixed, the kernel smoothing step is not preferred as it will result in an asymptotically biased estimator. Second, each $\theta(\tau)$ converges at a rate of $O_p(n^{-1/2})$ under the assumption that $\lambda_{\min}(V_{\tilde{\theta}}(\tau, \tau))$ is bounded away from zero. The rate $O_p(n^{-1/2}m^{-1/2})$ cannot be achieved despite that we have a total of $nm$ observations, since the random errors $\{e_\tau\}_\tau$ are not independent. We also remark that in the extreme case where $\{e_\tau\}_\tau$ are independent, we can set $h \propto (nm)^{-1/5}$ and $\hat{\theta}(\tau)$ attains the classical nonparametric convergence rate $O_p((nm)^{-2/5})$. Third, since $V_{\tilde{\theta}} - V_{\hat{\theta}}$ is strictly positive, this similarly implies that the smoothed estimator is more efficient when $b_n = o(1)$, or equivalently, $h = o(n^{-1/4})$ and $m \gg \sqrt{n}$. Finally, in the proof of Theorem 1 we show that the covariance estimator $V_{\tilde{\theta}}$ is consistent. This together with asymptotic distribution of $\tilde{\theta}$ yields the consistency of our test in (iii).

Theorem 2 has a positive parametric bootstrap procedure for IE under the temporal alternation design based on L-TVCDP.

**Theorem 2** Suppose that there is some constant $0 < c_1 \leq 1$ such that $c_1 \leq E\|e_{\tau,s}\|^2$ and $Ee_{\tau}^2 \leq c_1^{-1}$ for all $1 \leq \tau \leq m$. Suppose that $h = o(n^{-1/4})$, $m \gg n^{c_2}$ for some $1/2 \leq c_2 < 3/2$ and $mh \rightarrow \infty$. Then under the assumptions in Theorem 2 and Assumptions 3-4, with probability approaching 1, we have

$$\sup_z |P(\hat{I}E - I\bar{E} \leq z) - P(\hat{I}E^b - I\bar{E} \leq z|Data)| \leq C(\sqrt{nh^2} + \sqrt{nm^{-1}} + n^{-1/8}),$$

where $C$ is some positive constant.
We have several remarks. The derivation of Theorem 2 is non-trivial when \( m \) diverges with \( n \). Specifically, since \( \hat{\mathbf{E}} \) is a very complicated function of the estimated varying coefficients (see Equation (14)), its limiting distribution is not well-defined. To prove Theorem 2, we derive a nonasymptotic error bound on the difference between the distribution of \( \hat{\mathbf{E}} \) and that of the bootstrap statistics conditional on the data. As a result, it ensures that the type-I error can be well-controlled and the power approaches one. Please refer to the proof of Theorem 2 in the supplementary document for details. Finally, we require \( m \) to diverge with \( n \) at certain rate. In settings with a small or fixed \( m \), one can apply the proposed bootstrap procedure to the unsmoothed estimator \( \hat{\theta} \). The resulting test procedure remains valid regardless of whether \( m \) is fixed or not.

Fourth, we illustrate the advantage of employing the switchback design in the presence of temporal random effects. As commented in the introduction, switchback design assigns different treatments at adjacent time points, and thus, the random effects at adjacent time points can cancel with each other, yielding a more efficient estimator. To elaborate this point, we compare the mean square errors of the proposed estimators under the switchback design against those under an alternating-day design where the new and old policies are daily switched back and forth. To simplify the analysis, we assume the treatment effect estimators are constructed based on the unsmoothed OLS estimators (see Section L.3 for details). Let \( \text{MSE}(\hat{\mathbf{E}}_{sb}) \) and \( \text{MSE}(\hat{\mathbf{E}}_{ad}) \) denote the mean squared errors of DE estimators under the switchback design and the alternating-day design, respectively.

**Theorem 3** Suppose \( \Sigma_{\eta}(\tau_1, \tau_2) \) is nonnegative for any \( \tau_1 \) and \( \tau_2 \). Then under L-TVCDP, as \( n \to \infty \), we have
\[
n \text{MSE}(\hat{\mathbf{E}}_{sb}) \leq n \text{MSE}(\hat{\mathbf{E}}_{ad}) + o(1),
\]
where the equality holds only when \( \Sigma_{\eta}(j, k) = 0 \) for any \( j, k \) such that \( |j - k| = 1, 3, 5, \ldots \).

To ensure that DE achieves a much smaller MSE under the switchback design, we only require that the random effects are non-negatively correlated and that the correlation \( \Sigma(j, k) \) is non-zero for some \( j - k = 1, 3, 5, \ldots \). These conditions are automatically satisfied when the random effects are positively correlated. We next provide a close-formed expression for the ratio of the two MSEs under an AR(1) noise structure.

**Corollary 1** Suppose that for any \( 1 \leq \tau_1, \tau_2 \leq m \), \( \Sigma_{\epsilon}(\tau_1, \tau_2) = c\rho^{\tau_1-\tau_2} \) for some constant \( c > 0 \). Then under L-TVCDP, as \( n, m \to \infty \), we have
\[
\frac{\text{MSE}(\hat{\mathbf{E}}_{sb})}{\text{MSE}(\hat{\mathbf{E}}_{ad})} = \frac{(1 - \rho)^2}{(1 + \rho)^2} + o(1).
\]

It can be seen from Corollary 1 that the larger the \( \rho \), the smaller the variance ratio. In particular, when \( \rho = 0.5 \), MSE of DE under the switchback design is approximately 9 times smaller than that under the alternating-day design.

Fifth, we establish the convergence rates of the estimated DE and IE for NN-VCDP.

**Theorem 4** Suppose that \( f_{\varepsilon_{sb}} \) is Lipschitz, that is, for any \( \tau \), there exists a constant \( L_f > 0 \) such that \( |f_{\varepsilon_{sb}}(x) - f_{\varepsilon_{sb}}(y)| \leq L_f \|x - y\|_2 \) where \( \| \cdot \|_2 \) denotes the Frobenius norm; the NN-based learners satisfy \( \|\hat{\mathbf{G}}_a - G_a\|_{\infty} \leq \Delta_1(n, m) \) and \( \|\hat{\mathbf{g}}_a - g_a\|_{\infty} \leq \Delta_2(n, m) \), for some functions \( \Delta_1 \) and \( \Delta_2 \), where \( \|\hat{\mathbf{G}} - G\|_{\infty} = \sup_x \|\hat{\mathbf{G}}(x) - G(x)\|_2 \), \( \|\hat{\mathbf{g}} - g\|_{\infty} = \sup_x |\hat{\mathbf{g}}(x) - g(x)| \); the density estimator satisfies \( \int_x |f_{\varepsilon_{sb}}(x) - \hat{f}_{\varepsilon_{sb}}(x)| dx = \Delta_3(n, m) \) for some function \( \Delta_3 \). Then with probability approaching 1, we have
\[
\hat{\mathbf{E}} - \mathbf{E} = O(m\Delta_2(n, m) + m^2\Delta_1(n, m) + m^2L_f\Delta_3(n, m) + mn^{-1/2}\sqrt{\log(nm)}),
\]
\[
\hat{\mathbf{E}} - \mathbf{E} = O(m\Delta_2(n, m) + m^2\Delta_1(n, m) + m^2L_f\Delta_3(n, m) + mn^{-1/2}\sqrt{\log(nm)}).
\]
Since the convergence rates of NN-based learners have been widely studied in the literature (see e.g., [2019][2020][2022]), these results can be used to establish the convergence rates of $\hat{G}_a$ and $\tilde{g}_a$.

Finally, we impose the following regularity assumptions for the proposed tests in spatio-temporal dependent experiments based on L-STVCDP. Similar to $\eta^I$, $\eta^H$, and $\eta^{III}$, we define the covariance functions of $\zeta^I$, $\zeta^H$, and $\zeta^{III}$ as $\text{Cov}(\zeta^I, \zeta^H, \zeta^{III}) = E(\zeta^I(\tau_1, \tau_2, t_1, t_2), \text{Cov}(\zeta^H, \zeta^{III}) = E(\zeta^H(\tau_1, \tau_2, t_1, t_2)), \text{Cov}(\zeta^{III} = E(\zeta^{III}(\tau_1, \tau_2, t_1, t_2))$ respectively.

**Assumption 5** For any $\tau, t$, $E(Z_{i,\tau,t}^2) > 0$ and $\text{Cov}(\zeta^I, \zeta^H, \zeta^{III}) = \Sigma_{\zeta^I}(\tau_1, \tau_2, t_1, t_2)$, $\Sigma_{\zeta^H}(\tau_1, \tau_2, t_1, t_2)$, and $\Sigma_{\zeta^{III}}(\tau_1, \tau_2, t_1, t_2)$ have bounded and continuous second-order derivatives.

**Assumption 6** There exists a $q < 1$ such that $\|\Phi(\tau, t)\|_\infty \leq q < 1$. In addition, there exist $M_F$ and $M_H < \infty$ such that $\|\Gamma(\tau, t) + \Gamma(\tau, t)\|_\infty \leq M_F$ and $\|\beta(\tau, t)\|_\infty \leq M_H$.

**Assumption 7** $\Theta(\tau, t)$, $\Sigma_{\zeta^I}(\tau, \tau, t_1, t_2)$, $\Sigma_{\zeta^H}(\tau, \tau, t_1, t_2)$, and $\Sigma_{\zeta^{III}}(\tau, \tau, t_1, t_2)$ have bounded and continuous second-order derivatives.

With these assumptions, we present the asymptotic properties of our DE and IE estimators and their associated test statistics for the spatio-temporal dependent experiments based on L-STVCDP. Define

$$V_{\theta(st)}(\tau_1, t_1, \tau_2, t_2) = \left\{E Z_{i,\tau_1,\tau_2} Z_{i,\tau_1,\tau_2}^T\right\}^{-1} \left\{E Z_{i,\tau_1,\tau_2} Z_{i,\tau_1,\tau_2}^T \Sigma_{\eta}(\tau_1, t_1, \tau_2, t_2)\right\} \left\{E Z_{i,\tau_1,\tau_2} Z_{i,\tau_1,\tau_2}^T\right\}^{-1}$$

as the asymptotic covariance between $\sqrt{n} \hat{\theta}_{st}(\tau_1, t_1)$ and $\sqrt{n} \hat{\theta}_{st}(\tau_2, t_2)$.

**Theorem 5** Suppose $\lambda_{\min}(V_{\theta(st)})$ is bounded away from zero. Under Assumptions 4 and 5, for any set of $(d+2)$-dimensional vectors $\{B_{\tau,t}\}_{\tau,t}$, we have as $n, m, r \to \infty$, $h, h_{st} \to 0$ and $mh, r h_{st} \to \infty$ that

(i) For any set of $(d+2)$-dimensional vectors $\{B_{\tau,t}\}_{\tau,t}$ with $\sum_{\tau_1, \tau_2, t_1, t_2} B_{\tau_1, t_1} V_{\theta(st)}(\tau_1, t_1, \tau_2, t_2) B_{\tau_2, t_2} \geq c \sum_{\tau_1, \tau_2, t_1, t_2} \|B_{\tau_1, t_1}\|^2$ for some constant $c > 0$, we have

$$\sqrt{n} \left[ \sum_{\tau, t} \left\{ \theta(st)(\tau, t) - \theta(st)(\tau, t) \right\} \right] \sqrt{\sum_{\tau_1, \tau_2, t_1, t_2} B_{\tau_1, t_1}^T V_{\theta(st)}(\tau_1, t_1, \tau_2, t_2) B_{\tau_2, t_2} d} \to N(b_{n, st}, 1),$$

where the bias $b_{n, st} = O(\sqrt{nh^2} + \sqrt{nh_{st}^2} + \sqrt{n} m^{-1} + \sqrt{nr}^{-1})$.

(ii) Suppose $h, h_{st} = o(n^{-1/4})$ and $m, r \gg \sqrt{n}$. Then for the hypothesis (16), $P(\sqrt{D E_{st}} < \hat{\theta}(D E_{st}) > z_\alpha) = \alpha + o(1)$ under $H_0^{DE}$ and $P(\sqrt{D E_{st}} < \hat{\theta}(D E_{st}) > z_\alpha) \to 1$ under $H_1^{DE}$.

**Theorem 6** Suppose that there are some constants $0 < c_1 \leq 1$ such that $c_1 \leq E_2^{Z_{i,\tau,t}^2} S_1 \leq c_1^{-1}$ for all $1 \leq \tau \leq m$, $1 \leq t \leq r$, and that $h, h_{st} = o(n^{-1/4})$, $m, r \gg \sqrt{n}$ and $nh^4, h_{st}^4 = o(n^{-1/4})$ for some constant $c_2 < 3/2$. Then under Assumptions 4, 5, 6 with probability approaching 1,

$$\sup_{\tau} |P(\hat{I E_{st}} - I E_{st} \leq z) - P(\hat{I E_{st}} - I E_{st} \leq z) \mid Data | \leq C(\sqrt{nh^2} + \sqrt{nh_{st}^2} + \sqrt{nm^{-1} + \sqrt{nr}^{-1} + n^{-1/8}}), \quad (20)$$

where $C$ is some positive constant.

Theorem 5 establishes the limiting distribution of the proposed DE estimator for the spatio-temporal dependent experiments. Similar to Proposition 2, we can show that the smoothed estimator is more efficient when $m, r \gg \sqrt{n}$ and $h^4, h_{st}^4 = o(n^{-1})$. In addition, Theorem 6 allows both $m$ and $r$ to be either fixed, or diverge with $n$, and is thus applicable to a wide range of applications.
5 Real data based simulations

5.1 Temporal alternation design

In this section, we conduct Monte Carlo simulations to examine the finite sample properties of the proposed test statistics based on L-TVCDP and L-STVCDP models. To generate data under the temporal alternation design, we design two simulation environments based on two real datasets obtained from Didi Chuxing. The first dataset is collected from a given city A from Dec. 5th, 2018 to Jan. 13th, 2019. Thirty-minutes is defined as one time unit. The second dataset is from another city B, from May 17th, 2019 to June 25th, 2019. One-hour is defined as one time unit. Both contain data for 40 days. Due to privacy, we only present scaled metrics in this paper. Figure 1 depicts the trend of some business metrics over time across 40 different days. These metrics include drivers’ total income, the number of requests and drivers’ total online time. Among them, the first quantity is our outcome of interest and the last two are considered as the state variables to characterize the demand and supply networks. As expected, these quantities show a similar pattern, achieving the largest values at peak time.

![Figure 1: Scaled business metrics from City A (the first row) and City B (the second row) across 40 days, including drivers’ total income, the numbers of requests and drivers’ total online time.](image)

We next discuss how to generate synthetic data based on the real datasets. The main idea is to fit the proposed L-TVCDP models to the real dataset and apply the parametric bootstrap to simulate the data. Let \( \tilde{\beta}_0(\tau), \tilde{\beta}(\tau), \tilde{\phi}_0(\tau) \), and \( \tilde{\Phi}(\tau) \) denote the smoothed estimators for \( \beta_0(\tau), \beta(\tau), \phi_0(\tau) \) and \( \Phi(\tau) \), respectively. We set \( \tilde{\gamma}(\tau) \) and \( \tilde{\Gamma}(\tau) \) to \( (\delta/100) \times (\sum_{i,\tau} Y_{i,\tau}/nm) \) and \( (\delta/100) \times (\sum_{i,\tau} S_{i,\tau}/nm) \), respectively. As such, the parameter \( \delta \) controls the degree of the treatment effects. Specifically, the null holds if \( \delta = 0 \) and the alternative holds if \( \delta > 0 \). It corresponds to the increase relative to the outcome (state). We next generate the policies according to the temporal alternation design and simulate the responses and states based on the fitted model. Let TI denote the time span we implement each policy under the alternation design. For instance, if TI = 3, then we first implement one policy for three hours, then switch to the other for another three hours and then switch back...
and forth between the two policies. We consider three choices of $n \in \{8, 14, 20\}$, fives choices of $\delta \in \{0, 0.25, 0.5, 0.75, 1\}$ and three choices of $\text{TI} \in \{1, 3, 6\}$. This corresponds to a total of 45 cases. The bandwidth is set $h = Cn^{-1/3}$, where $C$ is selected by the 5-fold cross validation method.

In Figure 2, we depict the empirical rejection probabilities of the proposed test for DE, aggregated over 400 simulations, for all combinations. It can be seen that our test controls the type-I error and its power increases as $\delta$ increases. In addition, the empirical rejection rates decreases as $\text{TI}$ increases. This phenomenon suggests that the more frequently we switch back and forth between the two policies, the more powerful the resulting test. It is due to the positive correlation between adjacent observations. To elaborate, consider the extreme case where we switch policies at each time. The policies assigned at any two adjacent time points are different. As such, the random effect cancels with each other, yielding an efficient estimator. We conduct some additional simulations using the numbers of answered requests and finished requests of cities A and B as responses (see Figure 12 in the supplement). Results are very similar and are reported in Figures 13–14 in the supplementary document. See also Tables 4–5 in the supplementary document.

![Figure 2: Simulation results for L-TVCDP: empirical rejection rates of the proposed test for DE under different combinations of $(n, \delta, \text{TI})$ and types of outcomes. Synthetic data are simulated based on the real dataset from city A (the first row) and city B (the second row).](image)

To infer IE, we set the outcome to drivers’ total online income. The empirical rejection probabilities of the proposed test for IE are reported in Figure 3. Results are aggregated over 400 simulations. Similarly, the proposed test is consistent. Its power increases with the sample size and $\delta$. In addition, its power under $\text{TI} = 1$ is much larger than those under $\text{TI} = 3$ or 6. This suggests that we shall switch back and forth between the two policies as frequently as possible to maximize the power property of the test (see also Tables 6–7 in Supplementary document).
5.2 Spatio-temporal alternation design

To generate data under the spatio-temporal alternation design, we create a simulation environment based on the real dataset from city A. We divide the city into 10 non-overlapping regions. We plot these variables associated with 3 particular regions, over the first 10 days in Figure 4. It can be seen that although the daily trends differ across regions, the state and the response are highly correlated.

We fit the proposed models in (18) to the real dataset to estimate the varying coefficients and the variances of the random errors. Then we manually set the treatment effects $\hat{\gamma}(\tau, \iota)$ and $\hat{\Gamma}(\tau, \iota)$ to $(\delta_1/100) \times (\sum_{i=1}^{n} \sum_{\tau=1}^{m} Y_{i,\tau,i}/nm)$ and $(\delta_2/100) \times (\sum_{i=1}^{n} \sum_{\tau=1}^{m} S_{i,\tau,i}/nm)$ for some constants $\delta_1$ and
\( \delta_2 > 0 \). We consider both the temporal and spatio-temporal alternation designs, and simulate the data via parametric bootstrap.

We also consider three choices of \( n \in \{8, 14, 20\} \), three choices of \( TI \in \{1, 3, 6\} \) and three choices of \( \delta_1, \delta_2 \in \{0, 0.5, 1\} \). This yields a total of 81 combinations under each design. The rejection probabilities of the proposed tests for DE and IE tests are reported in Figures 5 and 6 (see also Tables 8 and 9 in the supplementary document). It can be seen that the type I error rates of the proposed test are close to the nominal level under both designs. More importantly, the power under spatio-temporal alternation design is higher than that of temporal alternation design in all cases.

The reason is twofold. First, under the spatio-temporal design, we independently randomize the initial policy for each region, and adjacent regions may receive different policies. Observations across adjacent areas are likely to be positively correlated. As such, the variance of the estimated treatment effects will be smaller than that under the temporal design where all regions receive the same policy at each time. Second, we employ kernel smoothing twice when computing \( \widehat{DE}_{st} \) and \( \widehat{IE}_{st} \), as discussed in Section 3. This results in a more efficient estimator. In addition, compared with the results in Tables 4 and 6, it can be seen that the test that focuses on the entire city has better power property than the one that considers a particular region in general. Finally, the power decreases with TI and increases with \( n \), \( \delta_1 \) and \( \delta_2 \).

![Figure 5: Simulation results for L-STVCDP: the empirical rejection probabilities of the proposed test test for DE under the temporal alternation design (left panel) and the spatio-temporal alternation design (right panel).]
6 Real data analysis

In this section, we apply the proposed tests based on L-TVCDP and L-STVCDP to a number of real datasets from Didi Chuxing to examine the treatment effects of some newly developed order dispatch and vehicle reposition policies. Due to privacy, we do not publicize the names of these policies.

We first consider four data sets collected from four online experiments under the temporal alternation design. All the experiments last for 14 days. Policies are executed based on alternating half-hourly time intervals. We denote the cities, in which these experiments take place, as \( C_1, C_2, C_3, \) and \( C_4 \) and their corresponding policies as \( S_1, S_2, S_3, \) and \( S_4, \) respectively. For each policy, we are interested in its effect on three key business metrics, including drivers' total income, the answer rate, and the completion rate. Similar to Section 5.1, we use the number of call orders and drivers' total online time to construct the time-varying state variables.

All the new policies are compared with some baseline policies in order to evaluate whether they improve some business outcomes. Specifically, in city \( C_1, \) policy \( S_1 \) is proposed to reduce the answer time (the time period between the time when an order is requested and the time when the order is responded by the driver). This in turn meets more call orders requests. Both policy \( S_2 \) in city \( C_2 \) and policy \( S_3 \) in city \( C_3 \) are designed to guide drivers to regions with more orders in order to reduce drivers' idle time ratio. Policies \( S_2 \) and \( S_3 \) are designed to assign more drivers to areas with more orders. This in turn reduces drivers’ downtime and increase their income. Policy \( S_4 \) aims to balance drivers' downtime and their average pick-up distance.

We also apply our test to another four datasets collected from four A/A experiments which compare the standard policy against itself. These A/A experiments are conducted two weeks before the A/B experiments. Each lasts for 14 days and thirty-minutes is defined as one time unit. We remark that the A/A experiment is employed as a sanity check for the validity of the proposed test. We expect our test will not reject the null when applied to these datasets, since the sole standard policy is used.

We fit the proposed L-TVCDP models to each of the eight datasets. In Figures 7 and 16, we plot the predicted outcomes against the observed values and plot the corresponding residuals over time.
Table 1: One sided p-values of the proposed test for DE, when applied to eight datasets collected from the A/A or A/B experiment based on the temporal alternation design.

|       | AA DTI(%) | ART(%) | CRT(%) | AB DTI(%) | ART(%) | CRT(%) |
|-------|-----------|--------|--------|-----------|--------|--------|
| $S_1$ | 0.527     | 0.435  | 0.442  | 0.000     | 0.000  | 0.003  |
| $S_2$ | 0.232     | 0.126  | 0.209  | 0.000     | 0.763  | 0.661  |
| $S_3$ | 0.378     | 0.379  | 0.567  | 0.700     | 0.637  | 0.839  |
| $S_4$ | 0.348     | 0.507  | 0.292  | 0.198     | 0.000  | 0.133  |

Table 2: One sided p-values of the proposed test for IE, when applied to eight datasets collected from the A/A or A/B experiment based on the temporal alternation design. Drivers’ total income is set to be the outcome of interest.

|       | S1 AA | S1 AB | S2 AA | S2 AB | S3 AA | S3 AB | S4 AA | S4 AB |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| p-value | 0.334 | 0.001 | 0.341 | 0.003 | 0.254 | 0.589 | 0.427 | 0.168 |

for policy $S_1$. Results for policies $S_2$–$S_4$ are represented in Figure 15 in the supplementary article. It can be seen that the predicted outcomes are very close to the observed values, suggesting that the proposed model fits the data well. P-values of the proposed tests are reported in Tables 1 and 2. As expected, the proposed test does not reject the null hypothesis when applied to all datasets from A/A experiments. When applied to the data from A/B experiments, it can be seen that the new policy $S_1$ directly improves the answer rate and the completion rate, while increasing drivers’ total income in city $C_1$. It also significantly increases drivers’ income in the long run. Policy $S_2$ has significant direct and indirect effects on drivers’ income as expected. Policy $S_4$ significantly increases the immediate answer rate, while improving the overall passenger satisfaction. However, policy $S_3$ is not significantly better than the standard policy.

We further apply the proposed test to two real datasets collected from an A/A and A/B experiment under the spatio-temporal alternation design, conducted in city $C_5$. This city is partitioned into 17 regions. Within each region, more than 90% orders are answered by drivers in the same region. Similar to the temporal alternation design, both experiments last for 14 days and 30-minutes is set as one time unit. We take the number of requests as the state variables and drivers’ total income as the outcome, as in Section 5.2. In Figures 9 and 10, we plot the fitted drivers’ total income and the fitted number of requests against their observed values, and plot the corresponding residuals over time. We only present results associated with 2 regions in the city for space economy. The fitted values and residuals associated with other regions are similar and we do not present them to save space. It can be seen that the proposed models fit these datasets well. In addition, we report the p-values of the proposed test in Table 3. It can be seen that the new policy significantly increases drivers’ income. When applied to the dataset from the A/A experiment, it fails to reject either null hypothesis.
Figure 7: Plots of the fitted drivers' total income against the observed values as well as the corresponding residuals. Data are collected from an A/A or A/B experiment under the temporal alternation design.

Figure 8: Plots of the fitted number of orders ($\hat{e}_1$) and drivers’ online time ($\hat{e}_2$) against their observed values, as well as the corresponding residuals. Data are collected from an A/A or A/B experiment under the temporal alternation design.

Table 3: One sided p-values of the proposed test, when applied to two datasets collected from the A/A or A/B experiment based on the spatio-temporal alternation design. Drivers’ total income is set to be the outcome of interest.

|       | DE | IE |
|-------|----|----|
|       | AA | AB | AA | AB |
| p-value | 0.176 | 0.001 | 0.334 | 0.000 |
7 Discussion

In this work, motivated by policy evaluation in ride-sharing platforms, we systematically study AB testing in the non-stationary MDPs with weak signals. There are two important findings for power enhancement in practice. First, we utilize the switchback design for power enhancement. As mentioned earlier, by assigning different treatments to adjacent time points, the random effects at these time points are likely to cancel with each other, yielding more efficient treatment effects estimators. Second, to increase the power of detecting the treatment effect in ride-sharing platforms,
we decompose ATE into DE and IE and test these effects separately. In settings with very weak treatment effects, DE is easier to detect than ATE and IE, since IE is a very complicated function of the estimated varying coefficients (see e.g., Equation (14)) and is expected to have a larger variance than that of DE. Specifically, in some settings, when DE can be significant and IE maybe insignificant, the signal may not be detected if we only focus on ATE.

There are several important topics for future investigation. First, we will include the random effects in the state regression model of L-TVCDP (6). Due to the potential dependencies between these random effects, past and future features are no longer conditionally independent, leading to the violation of the Markov assumption. In this case, our L-TVCDP is no longer MDP, but it corresponds to a special case of partially observable MDP (POMDP, see e.g., Sutton and Barto, 2018) due to unobserved random effects. Directly applying existing OPE methods and our proposal developed in Section 2 would yield biased policy value estimators. As detailed in Section L.1 of the supplementary document, we outline two approaches to remove the endogeneity bias. Second, we will consider the large number of state variables. However, in the ride-sharing platforms, it is reasonable that the dimension of state variables is fixed, since the market feature is usually two-dimensional containing the number of call orders and the number of available drivers. We outline some extensions to high-dimensional settings in Section L.2 of the supplementary document. Third, the interference structure considered in this work is general but simple. It would be interesting to consider more complex-structural interference across space and time. Finally, statistical inference for deep neural networks remains an open problem. This would be a meaningful work that can pave the way of using deep learning in causal inference which we leave as the future work.
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A Algorithms, Assumptions and Lemmas

Let $\tilde{V}_\theta(\tau_1, \tau_2)$ and $V_\theta(\tau_1, \tau_2)$ be the submatrices of $\tilde{V}_\theta$ and $V_\theta$, respectively, formed by rows in $\{(\tau_1 - 1)(d + 2) + 1, (\tau_1 - 1)(d + 2) + 2, \ldots, \tau_1(d + 2)\}$ and columns in $\{(\tau_2 - 1)(d + 2) + 1, (\tau_2 - 1)(d + 2) + 2, \ldots, \tau_2(d + 2)\}$. We first introduce some auxiliary lemmas.

**Lemma 2** Under TCMIA and Assumptions [7] - [2] as $n, m \to \infty$, $h \to 0$, and $mh \to \infty$, we have

$\sup_{\tau_1, \tau_2} |\tilde{V}_\theta(\tau_1, \tau_2) - V_\theta(\tau_1, \tau_2)| = o_p(1)$.

**Lemma 3** Under STCMIA, Assumptions [7] and [2], as $n, m, r \to \infty$, $h, h_{st} \to 0$ and $mh, rh_{st} \to \infty$, then

$\sup_{\tau_1, \tau_2, \tau_1, \tau_2} |\tilde{V}_{\theta, st}(\tau_1, \tau_1, \tau_2, \tau_2) - V_{\theta, st}(\tau_1, \tau_1, \tau_2, \tau_2)| = o_p(1)$.

We describe our inference procedure for DE under the spatio-temporal case here. A pseudocode summarizing our algorithm is given in Algorithm [3]. We denote for $i = 1, \ldots, r$,

$Y_i = \text{diag}\{Y_{i,1,1}, \ldots, Y_{i,m,1}, \ldots, Y_{i,1,r}, \ldots, Y_{i,m,r}\}$,

$Z_i = \text{diag}\{Z^\top_{i,1,1}, \ldots, Z^\top_{i,m,1}, \ldots, Z^\top_{i,1,r}, \ldots, Z^\top_{i,m,r}\}$. (21)
Denote the longitude and latitude (scaled to be $[0, 1]$) of region $i$ by $(u_i, v_i)$,

$$
\kappa_{\ell, h, s}(t) = \frac{K\{(u_i - u_j)/h_{st}\}K\{(v_i - v_j)/h_{st}\}}{\sum_{j=1}^{r} K\{(u_i - u_j)/h_{st}\}K\{(v_i - v_j)/h_{st}\}}.
$$

(22)

Let $\mathcal{K} = \mathcal{K}_1 \mathcal{K}_2$, where $\mathcal{K}_1$ is a block matrix whose $(i, \ell)$th block is $\kappa_{\ell, h, s}(t) \mathbf{I}_{pm}$ for $1 \leq i, \ell \leq r$ and $\mathcal{K}_2 = \text{diag}\{\Omega, \ldots, \Omega\}$. The estimation and inference procedure of DE in the spatio-temporal case is given as follows.

**Algorithm 3** Inference of DE under the spatio-temporal design

1. Compute $\tilde{\theta}^{[0]}_{st}(\tau, t) = (\sum_{i=1}^{n} Z_{i, \tau, t}^\top Z_{i, \tau, t})^{-1} (\sum_{i=1}^{n} Z_{i, \tau, t}^\top Y_{i, \tau, t})$ and $\tilde{\theta}^{[0]}_{st}(\tau, t) = \sum_{j=1}^{r} \omega_{j, h}(\tau) \tilde{\theta}(j, t)$ for each $\tau, t$.
2. Compute $\tilde{\theta}_{st}(\tau, t) = \sum_{\ell=1}^{r} \kappa_{\ell, h, s}(i) \tilde{\theta}(\tau, t)$.
3. Estimate the covariance $\Sigma_{\eta}$ by the following steps:
   (i). estimate the combined noise by $\hat{\eta}_{i, \tau, t} = Y_{i, \tau, t} - Z_{i, \tau, t}^\top \hat{\theta}_{st}(\tau, t)$;
   (ii). estimate the subject effects and measurement errors by
   \[
   \hat{\eta}_{i, \tau, t} = \sum_{\ell=1}^{r} \kappa_{\ell, h, s}(i) \hat{\eta}_{i, \tau, t} - \hat{\eta}_{i, \tau, t},
   \hat{\xi}_{i, \tau, t} = \hat{\xi}_{i, \tau, t} - \hat{\eta}_{i, \tau, t} - \hat{\eta}_{i, \tau, t} - \hat{\eta}_{i, \tau, t}.
   \]
   (iii). the covariances of $\eta$ and $\xi$ are estimated by
   \[
   \hat{\Sigma}_{\eta}(\tau_1, \tau_2, \tau_2) = \frac{1}{n-1} \sum_{i=1}^{n} \hat{\eta}_{i, \tau_1, \tau_2},
   \hat{\Sigma}_{\eta}(\tau_1, \tau_2) = \frac{1}{n-1} \sum_{i=1}^{n} \hat{\eta}_{i, \tau_1, \tau_2},
   \hat{\Sigma}_{\xi}(\tau_1, \tau_1) = \frac{1}{n-1} \sum_{i=1}^{n} \xi_{i, \tau_1, \tau_1}.
   \]
   (iv). the covariance of outcome is estimated by
   \[
   \hat{\Sigma}_{y}(\tau_1, \tau_1, \tau_2) = \hat{\Sigma}_{y}(\tau_1, \tau_1, \tau_2) + \hat{\Sigma}_{\eta}(\tau_1, \tau_1, \tau_2) I(\tau_1 = \tau_2)
   + \hat{\Sigma}_{\xi}(\tau_1, \tau_1, \tau_2) I(\tau_1 = \tau_2).
   \]
4. Compute
   \[
   \hat{V}_{\theta_{st}} = \left\{ \sum_{i=1}^{n} Z_{i}^\top Z_{i} \right\}^{-1} \left\{ \sum_{i=1}^{n} Z_{i}^\top \hat{\Sigma}^{-1} Z_{i} \right\} \left\{ \sum_{i=1}^{n} Z_{i}^\top Z_{i} \right\}^{-1}
   \]
   where $\hat{\Sigma} = \{ \hat{\Sigma}_{y}(\tau_1, \tau_1, \tau_2) \}_{\tau_1, \tau_2, \tau_2}$ and $\hat{V}_{\theta_{st}} = \mathcal{K} \hat{V}_{\theta_{st}} \mathcal{K}^\top$.
5. Calculate $\hat{DE}_{st}$ and the standard error $\hat{SE}(\hat{DE}_{st})$ based on $\hat{V}_{\theta_{st}}$.
6. Reject $H_{0}^{DE}$ if $\hat{DE}_{st}/\hat{SE}(\hat{DE}_{st})$ exceeds the upper 0.05 quantile of a standard normal distribution.

**Algorithm 4** Inference of IE under the spatio-temporal design

1. Compute the OLS estimator
   \[
   \hat{\Theta} = \left\{ \sum_{i=1}^{n} Z_{i}(-m) Z_{i}^\top \right\}^{-1} \left\{ \sum_{i=1}^{n} Z_{i}(-m) \hat{\Sigma}_{i}(-1) \right\}.
   \]
2. Compute $\tilde{\Theta}_{st} = \mathcal{K} \hat{\Theta}$.
3. Plug-in the parameter estimates $\tilde{\Theta}_{st}$ and $\tilde{\theta}_{st}$ to obtain $\tilde{IE}_{st}$. 
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Recall that this together with CA, SRA and PA yields that actions. In addition, it is equal to \( \bar{\tau} \) denotes the conditional probability mass function of \( \bar{\tau} \).

We first prove (4). Notice that \( \bar{\tau} \) and \( \bar{\tau}_{s,t} \) with \( Y^b_{i,t} \) and \( S^b_{i,t} \), and repeat the procedures in Steps 1-3 to obtain the plug-in estimator \( \hat{\IE}_{st} \).

6: **end for**

7: Reject \( H^E \) if \( \hat{\IE}_{st} \) exceeds the upper \( \alpha \)th empirical quantile of \( \{ \hat{\IE}_{st} - \hat{\IE}_{st} \} \).

### B Proof of Lemma \( \mathbf{1} \)

We first prove (4). Notice that

\[
\mathbb{E}(Y^*_t | \bar{A}_t, \bar{S}_t = s) = \mathbb{E}(Y^*_t | \bar{A}_t, \bar{S}_t, \bar{Y}_{t-1})
\]

where \( \bar{A}_t, \bar{S}_t \) and \( \bar{Y}_{t-1} \) denote the history of actions, states and outcomes, respectively. The first expectation on the right-hand-side (RHS) is taken with respect to the conditional distribution of \( \bar{Y}_{t-1} \) given \( \bar{A}_t, \bar{S}_t \).

Without loss of generality, assume both the outcome and the state are discrete. Let \( p^{\bar{Y}_{t-1} | \bar{A}_t, \bar{S}_t} \) denotes the conditional probability mass function of \( \bar{Y}_{t-1} \) given \( \bar{A}_t, \bar{S}_t \). It follows from CA that

\[
\mathbb{E}(Y^*_t | \bar{A}_t = \bar{a}_t, \bar{S}_t = \bar{s}_t) = \sum_{\bar{y}_{t-1}} p^{\bar{Y}_{t-1} | \bar{a}_t = \bar{a}_t, \bar{s}_t = \bar{s}_t} \mathbb{E}\{Y^*_t(\bar{y}_{t-1}) | \bar{A}_t = \bar{a}_t, \bar{S}_t(\bar{a}_{t-1}) = \bar{s}_t, \bar{Y}^*_t(\bar{a}_{t-1}) = \bar{y}_{t-1}\},
\]

where \( \bar{S}_t(\bar{a}_{t-1}) \) and \( \bar{Y}^*_t(\bar{a}_{t-1}) \) denote the sets of potential states and outcomes up to time \( \tau \) and \( \tau - 1 \), respectively.

Under SRA and PA, the conditional expectation on the right-hand-side is independent of the actions. In addition, it is equal to \( R^*_t(\bar{a}_t, \bar{s}_t) \), independent of \( \bar{y}_{t-1} \). This yields (4).

We next show (5). Using similar arguments, we can show that

\[
\mathbb{E}\{R^*_t(\bar{a}_t, S^*_t(\bar{a}_{t-1}), \cdots, S_1) \} = \mathbb{E}\{\mathbb{E}\{R^*_t(\bar{a}_t, S^*_t(\bar{a}_{t-1}), \cdots, S_1) | A_1 = a_1, S^*_t(\bar{a}_{t-2}) = \bar{Y}^*_t(\bar{a}_{t-1})\}\}.
\]

This together with CA, SRA and PA yields that

\[
\mathbb{E}\{R^*_t(\bar{a}_t, S^*_t(\bar{a}_{t-1}), \cdots, S_1) \} = \mathbb{E}\{\mathbb{E}\{R^*_t(\bar{a}_t, S^*_t(\bar{a}_{t-1}), \cdots, A_1, S_1) | A_2 = a_2, A_1 = a_1, S^*_t(\bar{a}_{t-2}) = \bar{Y}^*_t(\bar{a}_{t-1}), S_1, S_1\}\}.
\]

Iteratively applying this argument yields the desired assertion.

### C Proof of Proposition \( \mathbf{1} \)

Recall that

\[
\text{DE} = \sum_{\tau=1}^{m} \mathbb{E}\{R^*_t(1, S^*_t(0_{t-1}), 0, S^*_t(0_{t-2}), \cdots, S_1) - R^*_t(0, S^*_t(0_{t-2}), \cdots, S_1)\},
\]

\[
\text{IE} = \sum_{\tau=1}^{m} \mathbb{E}\{R^*_t(1, S^*_t(1_{t-1}), 1, S^*_t(1_{t-2}), \cdots, S_1) - R^*_t(1, S^*_t(0_{t-1}), 0, S^*_t(0_{t-2}), \cdots, S_1)\}.
\]
Under Model $1$, each summand in $DE$ equals $\gamma(\tau)$. It follows that

$$DE = \sum_{\tau=1}^{m} \gamma(\tau).$$

Similarly, for IE, we have

$$\mathbb{E}\{R_\tau(1, S^{*}_\tau(1_{\tau-1}), 1, S^{*}_{\tau-1}(1_{\tau-2}), \ldots, S_1) - R_\tau(1, S^{*}_\tau(0_{\tau-1}), 0, S^{*}_{\tau-1}(0_{\tau-2}), \ldots, S_1)\}$$

$$= \mathbb{E}\{\beta_0(\tau) + S^{*}_\tau(1_{\tau-1})^\top \beta(\tau) + \gamma(\tau)\} - \mathbb{E}\{\beta_0(\tau) + S^{*}_\tau(0_{\tau-1})^\top \beta(\tau) + \gamma(\tau)\}$$

$$= \mathbb{E}\{S^{*}_\tau(1_{\tau-1}) - S^{*}_\tau(0_{\tau-1})\}^\top \beta(\tau)$$

$$= \mathbb{E}\{\Phi(\tau - 1)\{S^{*}_{\tau-1}(1_{\tau-2}) - S^{*}_{\tau-1}(0_{\tau-2})\} + \Gamma(\tau - 1)\}^\top \beta(\tau)$$

$$= \mathbb{E}\{\Phi(\tau - 1)\Phi(\tau - 2)\{S^{*}_{\tau-2}(1_{\tau-3}) - S^{*}_{\tau-2}(0_{\tau-3})\} + \Phi(\tau - 1)\Gamma(\tau - 2) + \Gamma(\tau - 1)\}^\top \beta(\tau)$$

$$\ldots$$

$$= \beta(\tau)^\top \left\{ \sum_{k=1}^{\tau-1} \left( \prod_{l=k+1}^{\tau-1} \Phi(l) \right) \Gamma(k) \right\},$$

which completes the proof.

## D Proofs of Lemmas 2 and 3

The proof of Lemma 3 is similar to that of Lemma 2. Hence, we focus on proving Lemma 2 for space economy.

**Proof:** We first prove that $\sup_{\tau_1, \tau_2} |\hat{\Sigma}_y(\tau_1, \tau_2) - \Sigma_y(\tau_1, \tau_2)| = o_p(1)$. It suffices to show that $n^{-1} \sum_{i=1}^{n} \hat{\eta}_{i, \tau} \hat{\eta}_{i, \tau}$ and $n^{-1} \sum_{i=1}^{n} \hat{\varepsilon}_{i, \tau}^2$ are consistent estimators of $\Sigma_{\eta}(\tau_1, \tau_2)$ and $\sigma_{\varepsilon, \tau}^2$. According to Section 2.2, we have

$$\hat{\varepsilon}_{i, \tau} = Y_{i, \tau} - Z_{i, \tau}^\top \hat{\theta}(\tau).$$

Notice that

$$\hat{\eta}_{i, \tau} = \sum_{j=1}^{m} \omega_{j, h}(\tau) \hat{\varepsilon}_{i, j}.$$
(a) \(I_1 = n^{-1} \sum_{i=1}^{n} \Delta_{\eta_i}(\tau_1) \Delta_{\eta_i}(\tau_2)\) converges to zero for any \((\tau_1, \tau_2) \in \mathcal{T}^2\).

(b) \(I_2 = n^{-1} \sum_{i=1}^{n} \eta_{i,\tau_1} \Delta_{\eta_i}(\tau_2) + n^{-1} \sum_{i=1}^{n} \Delta_{\eta_i}(\tau_1) \eta_{i,\tau_2}\) converges to zero for any \((\tau_1, \tau_2) \in \mathcal{T}^2\).

By mutually multiplying the three terms in the summation form of \(\Delta_{\eta_i}(\tau)\), we have

\[
I_1 = n^{-1} \sum_{i=1}^{n} \varepsilon_{i,\tau_1} \varepsilon_{i,\tau_2} + n^{-1} \sum_{i=1}^{n} \Delta_K \eta_{i,\tau_1} \Delta_K \eta_{i,\tau_2} + n^{-1} \sum_{i=1}^{n} Z_{i,\tau_1}^T \Delta_K \theta(\tau_1) \Delta_K \theta(\tau_2)^T Z_{i,\tau_2}
\]

\[
+ n^{-1} \sum_{i=1}^{n} \varepsilon_{i,\tau_1} \Delta_K \eta_{i}(\tau_2) + n^{-1} \sum_{i=1}^{n} \Delta_K \eta_{i,\tau_1} \varepsilon_{i,\tau_2} + n^{-1} \sum_{i=1}^{n} \varepsilon_{i,\tau_1} \Delta_K \theta(\tau_2)^T Z_{i,\tau_2}
\]

\[
+ n^{-1} \sum_{i=1}^{n} Z_{i,\tau_1}^T \Delta_K \theta(\tau_1) \varepsilon_{i,\tau_2} + n^{-1} \sum_{i=1}^{n} \Delta_K \eta_{i,\tau_1} \Delta_K \theta(\tau_2)^T Z_{i,\tau_2} + n^{-1} \sum_{i=1}^{n} Z_{i,\tau_1}^T \Delta_K \theta(1) \Delta_K \eta_{i,\tau_2}
\]

By the independence between \(\varepsilon_{i,\tau_1}\) and \(\varepsilon_{i,\tau_2}\), the first term \(n^{-1} \sum_{i=1}^{n} \varepsilon_{i,\tau_1} \varepsilon_{i,\tau_2}\) converges to zero. As for the second term, using standard arguments in establishing theoretical properties of kernel estimators\(^3\), the bias term satisfies \(E \sum_{i=1}^{m} \omega_{j,h}(\tau) \{\eta_{i,j} - \eta_{i,\tau}\} = O(h^2 + m^{-1})\), whereas the variance term satisfies \(\text{Var}\{\sum_{i=1}^{m} \omega_{j,h}(\tau) \{\eta_{i,j} - \eta_{i,\tau}\}\} = O(m^{-1}h^{-1})\). It follows that

\[
n^{-1} \sum_{i=1}^{n} \Delta_K \eta_{i,\tau_1} \Delta_K \eta_{i,\tau_2}
= n^{-1} \sum_{i=1}^{n} \left[ \sum_{j=1}^{m} \omega_{j,h}(\tau_1) \{\eta_{i,j} - \eta_{i,\tau_1}\} \right] \left[ \sum_{j=1}^{m} \omega_{j,h}(\tau_2) \{\eta_{i,j} - \eta_{i,\tau_2}\} \right]
= O_p(h^4 + m^{-1}h^{-1}).
\]

As for the third term, notice that \(\{\hat{\theta}(\tau) - \theta(\tau) : \tau\}\) converges uniformly to zero, \(\{\Delta_K \theta(\tau) : \tau\}\) converges uniformly to zero as well. Under the given conditions, \(n^{-1} \sum_{i=1}^{n} Z_{i,\tau_1}^T Z_{i,\tau_2}\) is \(O_p(1)\). It follows that the third term is \(o_p(1)\). The remaining six cross products converges to zero according to the Law of Large Number and the mutual independence of \(Z_i, \varepsilon_i\), and \(\eta_i\) imposed in Assumption\(^2\). This completes the proof of (a).

To prove (b), we only need to prove \(n^{-1} \sum_{i=1}^{n} \eta_{i,\tau_1} \Delta_K \eta_{i,\tau_2} = o_p(1)\) since that \(\eta_i\) is independent of \(Z_i\) and \(\varepsilon_i\). This follows from the fact that

\[
n^{-1} \sum_{i=1}^{n} \eta_{i,\tau_1} \left[ \sum_{j=1}^{m} \omega_{j,h}(\tau_2) \{\eta_{i,j} - \eta_{i,\tau_2}\} \right]
= \sum_{j=1}^{m} \omega_{j,h}(\tau_2) n^{-1} \left\{ \sum_{i=1}^{n} \eta_{i,j} \eta_{i,\tau_1} - \sum_{i=1}^{n} \eta_{i,\tau_1} \eta_{i,\tau_2} \right\}
= \sum_{j=1}^{m} \omega_{j,h}(\tau_2) \{\Sigma_{\eta}(j, \tau_1) - \Sigma_{\eta}(t, \tau_2)\} + o_p(1),
\]

where the first two term on the right hand of (25) is \(O(h^2)\) according to the assumption on the distribution of \(\eta_{i,t}\); see the equation (26) in the supplementary materials of Zhu et al. (2014).

\(^3\)See e.g., http://www.stat.cmu.edu/~larry/=sml/NonparRegression.pdf
We next prove the consistency of \( n^{-1} \sum_{i=1}^{n} \varepsilon_{i,\tau}^2 \). Notice that

\[
\tilde{\varepsilon}_{i,\tau} = \varepsilon_{i,\tau} - \hat{\eta}_{i,\tau} = y_{i,\tau} - Z_{i,\tau}^\top \hat{\theta}(\tau) - \hat{\eta}_{i,\tau}.
\]

Similarly to the proof of (a), we denote \( \Delta_{\theta}(\tau) = \hat{\theta}(\tau) - \theta(\tau) \), and \( \Delta_{\varepsilon}(\tau) = -Z_{i,\tau}^\top \Delta_{\theta}(\tau) - \Delta_{\eta}(\tau) \). It follows that

\[
n^{-1} \sum_{i=1}^{n} \varepsilon_{i,\tau}^2 = n^{-1} \sum_{i=1}^{n} \tilde{\varepsilon}_{i,\tau}^2 + n^{-1} \sum_{i=1}^{n} \Delta_{\varepsilon}^2(\tau) + 2n^{-1} \sum_{i=1}^{n} \tilde{\varepsilon}_{i,\tau} \Delta_{\varepsilon}(\tau).
\]

The first term \( n^{-1} \sum_{i=1}^{n} \tilde{\varepsilon}_{i,\tau}^2 \) converges to \( \sigma_{\varepsilon}^2(\tau) \) according to the Law of Large Number, and the other two terms both converge to zero based on the same arguments used before. We omit the details to save space.

Finally, recall that \( \hat{V}_\theta \) is the sandwich estimator of \( V_\theta \) defined in (13). It is straightforward to show that \( \sup_{\tau_1,\tau_2} |\hat{V}_\theta(\tau_1, \tau_2) - V_\theta(\tau_1, \tau_2)| = o_p(1) \) based on \( \sup_{\tau_1,\tau_2} |\hat{\Sigma}_y(\tau_1, \tau_2) - \Sigma_y(\tau_1, \tau_2)| = o_p(1) \). Similarly, we can derive that \( \sup_{\tau_1,\tau_2} |\hat{V}(\tau_1, \tau_2) - V_\theta(\tau_1, \tau_2)| = o_p(1) \). We omit the details to save space. \( \square \)

### E  Proof of Theorem 1

*Proof*: Argument (i) in Theorem 1 can be directly proven based on the properties of the ordinary least square estimator. We focus on proving Argument (ii). Notice that \( \tilde{\theta}(\tau) \) can essentially rewritten as a linear combination of \( \{\tilde{\theta}(k)\}_{k} \), i.e.,

\[
\tilde{\theta}(\tau) = \sum_{k=1}^{m} \omega_{k,h}(\tau) \tilde{\theta}(k) = \sum_{k=1}^{m} \omega_{k,h}(\tau) \{\tilde{\theta}(k) - \theta(k) + \theta(k) - \theta(\tau) + \theta(\tau)\}
\]

\[
= \theta(\tau) + \sum_{k=1}^{m} \omega_{k,h}(\tau) \{\tilde{\theta}(k) - \theta(k)\} + \sum_{k=1}^{m} \omega_{k,h}(\tau) \{\theta(k) - \theta(\tau)\}.
\]

It follows that

\[
E\{\tilde{\theta}(\tau) - \theta(\tau)\}
= \sum_{k=1}^{m} \omega_{k,h}(\tau) \{\tilde{\theta}(k) - \theta(\tau)\}
= \sum_{k=1}^{m} \omega_{k,h}(\tau) \{\theta(k) - \theta(\tau)\}
= \left\{\sum_{k=1}^{m} \frac{1}{mh} K \left( \frac{\tau - k}{mh} \right) \right\}^{-1} \left[ \sum_{k=1}^{m} \frac{1}{mh} K \left( \frac{\tau - k}{mh} \right) \{\theta(k) - \theta(\tau)\} \right]
\]

Denote

\[
f(\tau) = \sum_{k=1}^{m} \frac{1}{mh} K \left( \frac{\tau - k}{mh} \right)
\]

\[
g_1(\tau) = \sum_{k=1}^{m} \frac{1}{mh} K \left( \frac{\tau - k}{mh} \right) \{\theta(k) - \theta(\tau)\}
\]



34
Note that $f(\tau) \to 1$, it suffices to bound $|g_1(\tau)|$. Define
\[
g_2(\tau) = \int_0^1 \frac{1}{h} K \left( \frac{um - \tau}{mh} \right) \{ \theta(um) - \theta(\tau) \} du.
\]
By decomposing $g_1(\tau) = g_2(\tau) + \{ g_1(\tau) - g_2(\tau) \}$, we first show $g_2(\tau) = O(h^2)$, and then prove $g_1(\tau) - g_2(\tau) = O(m^{-1})$. The time domain of interest is fixed, and the increment of $m$ equals the encryption of grids. Define a function $\theta_0$ such that $\theta_0(\cdot)$ such that $\theta(\tau) = \theta_0 \left( \frac{\tau}{m} \right)$ for any $\tau$. It follows that
\[
\theta(s) - \theta(t) = \theta_0 \left( \frac{s}{m} \right) - \theta_0 \left( \frac{t}{m} \right) = \theta'_0 \left( \frac{t}{m} \right) \left( \frac{s}{m} - \frac{t}{m} \right) + \frac{1}{2} \theta''_0 \left( \frac{t}{m} \right) \left( \frac{s}{m} - \frac{t}{m} \right)^2 + O \left( m^{-3} \right).
\]
Then we have
\[
g_2(\tau) = \int_0^1 \frac{1}{h} K \left( \frac{u - \tau/m}{h} \right) \{ \theta_0(u) - \theta_0 \left( \frac{\tau}{m} \right) \} du
\]
\[
= \int_0^1 \frac{1}{h} K \left( \frac{u - \tau/m}{h} \right) \{ \theta'_0 \left( \frac{\tau}{m} \right) \left( u - \frac{\tau}{m} \right) + \theta''_0 \left( \frac{\tau}{m} \right) \left( u - \frac{\tau}{m} \right)^2 \} du
\]
\[
= \int_0^1 K \left( \frac{u - \tau/m}{h} \right) \cdot \left( \frac{u - \tau/m}{h} \right)^2 \cdot \theta''_0 \left( \frac{\tau}{m} \right) h^2 \left( \frac{u - \tau/m}{h} \right)
\]
\[
= O(h^2).
\]
Note that for any second-order continuous function $f_0$,
\[
\int_a^b f_0(x) dx = \frac{1}{2} (b - a) \{ f_0(a) + f_0(b) \} - \frac{1}{12} (b - a)^3 f''_0(\xi)
\]
for some $\xi \in (a, b)$. Let
\[
s(u) = \frac{1}{h} K \left( \frac{u - \tau/m}{h} \right) \{ \theta_0(u) - \theta_0 \left( \frac{\tau}{m} \right) \}.
\]
Then where exists some $\xi_k \in (k - 1, k)$ such that
\[
g_2(\tau) = \sum_{k=1}^m \int_{(k-1)/m}^{k/m} s(u) du
\]
\[
= \sum_{k=1}^m \frac{1}{2m} \{ s(k) + s(k - 1) \} - \frac{1}{12m} \sum_{k=1}^m s''(\xi_k)
\]
\[
= g_1(\tau) + \frac{1}{2m} \{ s(0) - s(m) \} - \frac{1}{12m} \sum_{k=1}^m s''(\xi_k)
\]
Hence
\[
g_2(\tau) - g_1(\tau) = \frac{1}{2m} \{ s(0) - s(m) \} - \frac{1}{12m} \sum_{k=1}^m s''(\xi_k).
\]
We can represent \((12m)^{-1} \sum_{k=1}^{m} s''(\xi_k)\) as the summation of the follow three quantities:

\[
\frac{1}{12m^3h^3} \sum_{k=1}^{m} K'' \left( \frac{\xi_k - \tau}{mh} \right) \left\{ \theta_0 \left( \frac{\xi_k}{m} \right) - \theta_0 \left( \frac{\tau}{m} \right) \right\} \approx \frac{1}{12m^2h^2} \int_0^1 \frac{1}{h} K'' \left( \frac{u - \tau/m}{h} \right) \left\{ \theta_0(u) - \theta_0 \left( \frac{\tau}{m} \right) \right\} = O(m^{-2}),
\]

\[
\frac{1}{12m^3h^2} \sum_{k=1}^{m} K' \left( \frac{\xi_k - \tau}{mh} \right) \theta'_0(\xi_k/m) \approx \frac{1}{12m^2h} \int_0^1 \frac{1}{h} K' \left( \frac{u - \tau/m}{h} \right) \theta'_0(u) du = O(m^{-2}h^{-1}),
\]

\[
\frac{1}{12m^3h} \sum_{k=1}^{m} K \left( \frac{\xi_k - \tau}{mh} \right) \theta'_0(\xi_k/m) \approx \frac{1}{12m^2} \int_0^1 K \left( \frac{u - \tau/m}{h} \right) \theta''_0(u) du = O(m^{-2}).
\]

It follows that \(g_2(\tau) - g_1(\tau) = O(m^{-1})\) and the bias term satisfies

\[g_1(\tau) = O(m^{-1} + h^2). \tag{26}\]

As for the covariance matrix, we have that

\[
\text{Cov}\{\hat{\theta}(\tau), \hat{\bar{\theta}}(s)\}
\]

\[
= \text{Cov} \left\{ \sum_{k=1}^{m} w_h(\tau - k)\hat{\theta}(k), \sum_{l=1}^{m} w_h(s - l)\hat{\bar{\theta}}(l) \right\}
\]

\[
= E \left[ \sum_{k=1}^{m} \sum_{l=1}^{m} w_h(\tau - k)w_h(s - l) \{\hat{\theta}(k) - \theta(k)\} \{\hat{\bar{\theta}}(l) - \theta(l)\} \right]
\]

\[
= \frac{1}{n} \sum_{k=1}^{m} \sum_{l=1}^{m} w_h(\tau - k)w_h(s - l)V_\theta(k, l)
\]

\[
= \frac{1}{n} \cdot \frac{\hat{g}(\tau, s)}{f(\tau) \cdot f(s)},
\]

where \(V_\theta(k, l) = \text{Cov}\{\hat{\theta}(k), \hat{\bar{\theta}}(l)\} \in \mathbb{R}^{p \times p}\) and that

\[
\hat{g}(\tau, s) = \frac{1}{nm^2h^2} \left[ \sum_{k=1}^{m} \sum_{l=1}^{m} K \left( \frac{\tau - k}{mh} \right) K \left( \frac{s - l}{mh} \right) V_\theta(k, l) \right].
\]

Let

\[
V_\varepsilon = V_\theta - V_\hat{\theta}
\]

\[
= (EZ_i^T Z_i)^{-1} \cdot E (Z_i^T \Sigma_{\varepsilon} Z_i^T) \cdot (EZ_i^T Z_i)^{-1}
\]

\[
= \text{diag} \left\{ \sigma_j^2 (EZ_{ij} \Sigma_{ij})^{-1} \right\}_{j=1, \ldots, m},
\]

and \(V_\varepsilon(k) = \sigma_k^2 (EZ_{ik} Z_{ik})^{-1}\). Then we can represent

\[
\hat{g}(\tau, s) = \hat{g}_1(\tau, s) + \hat{g}_2(\tau, s),
\]

where

\[
\hat{g}_1(\tau, s) = \frac{1}{nm^2h^2} \left[ \sum_{k=1}^{m} \sum_{l=1}^{m} K \left( \frac{\tau - k}{mh} \right) K \left( \frac{s - l}{mh} \right) V_\theta(k, l) \right],
\]

\[
\hat{g}_2(\tau, s) = \frac{1}{nm^2h^2} \left[ \sum_{k=1}^{m} K \left( \frac{\tau - k}{mh} \right) K \left( \frac{s - k}{mh} \right) V_\varepsilon(k) \right].
\]
Using the same arguments in [26], we have
\[ \hat{g}_1(\tau, s) = \frac{1}{n} V_\theta(\tau, s) + O(n^{-1}m^{-1} + n^{-1}h^2), \]
\[ \hat{g}_2(\tau, s) = O(n^{-1}m^{-1}). \]

The above arguments implies that for any vector \( a_{n,2} \) with unit \( \ell_2 \) norm, the asymptotic bias of \( \sqrt{n}a_{n,2}^\top(\tilde{\theta} - \theta) \) is upper bounded by \( n^{-1/2}\|a_{n,2}\|_2\|\tilde{\theta} - \theta\|_2 = O(\sqrt{nh} + \sqrt{nm^{-1}}) \), using Cauchy-Schwarz inequality, and that its asymptotic variance is given by \( a_{n,2}^\top V_\theta a_{n,2} \). Under the assumption that \( \lambda_{\min}(a_{n,2}^\top V_\theta a_{n,2}) \) is bounded away from zero, the bias of \( \sqrt{n}a_{n,2}^\top(\tilde{\theta} - \theta)/\sqrt{a_{n,2}^\top V_\theta a_{n,2}} \) is bounded by \( O(\sqrt{nh^2} + \sqrt{nm^{-1}}) \) as well.

It remains to prove the asymptotic normality of \( \sqrt{n}a_{n,2}^\top(\tilde{\theta} - \theta) \). Let \( a_{n,2} = (a_{n,2,1}^\top, a_{n,2,2}^\top, \ldots, a_{n,2,m}^\top) \) where each \( a_{n,2,\tau} \) corresponds to a \((d + 2)\)-dimensional vector. The key observation is that, \( \tilde{\theta} - \theta \) is a linear transformation of \( \tilde{\theta} - \theta \), which is equivalent to a sum of independent random vectors, given by
\[ n^{-1/2} \sum_{i=1}^{n} \sum_{\tau=1}^{m} \sum_{k=1}^{m} \omega_{k,h}(\tau)a_{n,2,\tau,i}(\mathbb{E}Z_{i,k}Z_{i,k}^\top)^{-1}Z_{i,k}^\top \eta_{i,k} + o_p(1). \]

We aim to apply Lindeberg central limit theorem to show the asymptotic normality. It remains to verify the Lindeberg condition:
\[ (a_{n,2}^\top V_\theta a_{n,2})^{-1}\mathbb{E}\left| \sum_{\tau=1}^{m} \sum_{k=1}^{m} \omega_{k,h}(\tau)a_{n,2,\tau,i}(\mathbb{E}Z_{i,k}Z_{i,k}^\top)^{-1}Z_{i,k}^\top \eta_{i,k} \right|^2 \]
\[ \times \mathbb{E}\left| \sum_{\tau=1}^{m} \sum_{k=1}^{m} \omega_{k,h}(\tau)a_{n,2,\tau,i}(\mathbb{E}Z_{i,k}Z_{i,k}^\top)^{-1}Z_{i,k}^\top \eta_{i,k} \right| > \epsilon \sqrt{na_{n,2}^\top V_\theta a_{n,2}} \rightarrow 0, \]
for any \( \epsilon > 0 \). The left-hand-side is uniformly bounded by 1. As such, it suffices to show
\[ \mathbb{P}\left( \left| \sum_{\tau=1}^{m} \sum_{k=1}^{m} \omega_{k,h}(\tau)a_{n,2,\tau,i}(\mathbb{E}Z_{i,k}Z_{i,k}^\top)^{-1}Z_{i,k}^\top \eta_{i,k} \right| > \epsilon \sqrt{na_{n,2}^\top V_\theta a_{n,2}} \right) \rightarrow 0. \]

However, this follows directly by the Chebyshev’s inequality.

Finally, it is proven in Lemma 1 that \( \hat{V}_\theta \) is a consistent estimate of \( V_\theta \). As such, \( se(\hat{D}) \) is a consistent estimate of \( se(D) \). Argument (iii) thus follows. \( \square \)

F  Proof of Theorem 2

We focus on provide an upper error bound for
\[ \rho^*(z) = \left| \mathbb{P}\left( \frac{1}{m} \hat{\mathbb{E}} - \frac{1}{m} \mathbb{E} \leq z \right) - \mathbb{P}\left( \frac{1}{m} \hat{\mathbb{E}} - \frac{1}{m} \mathbb{E} \leq z \right| \text{Data} \right|. \]

We begin with some notations. Note that \( \tilde{\theta}(\tau) \) can be expressed as
\[ \tilde{\theta}(\tau) = \theta_s(\tau) + \frac{1}{n} \sum_{i=1}^{n} \left( \sum_{k=1}^{m} B_{i,k}(\tau)e_{i,k} \right), \]
where
\[
B_{i,k}(\tau) = \omega_{k,h}(\tau) \left( \frac{1}{n} \sum_{i'=1}^{n} Z_{i',k}^T Z_{i',k} \right)^{-1} Z_{i,k}
\]
are independent of the random part \( e_i \), and \( \theta_s(\tau) = \sum_k \omega_{k,h}(\tau) \theta(k) \). Let \( e_{i,\tau}^\theta = \sum_{k=1}^{m} B_{i,k}(\tau) e_{i,k} = \{ e_{i,\tau}^{0}, (e_{i,\tau}^{\gamma}, e_{i,\tau}^{\gamma})^T \} \) and \( e_{\tau}^\theta = n^{-1/2} \sum_{i=1}^{n} e_{i,\tau}^\theta \). Similarly, we can represent \( \Theta(\tau) \) as
\[
\tilde{\Theta}(\tau) = \Theta_s(\tau) + \frac{1}{n} \sum_{k=1}^{m-1} \left( \sum_{k=1}^{m} B_{i,k}(\tau) E_{i,k} \right),
\]
where \( \Theta_s(\tau) = \sum_k \omega_{k,h}(\tau) \Theta(k) \). Let \( E_{i,\tau}^\theta = \sum_{k=1}^{m} B_{i,k}(\tau) E_{i,k} = \{ E_{i,\tau}^{\phi_0}, (E_{i,\tau}^{\phi}, E_{i,\tau}^{\Gamma})^T \} \) and \( E_{\tau}^\theta = n^{-1/2} \sum_{i=1}^{n} E_{i,\tau}^\theta \). It follows that
\[
\tilde{\beta}(\tau) = \beta_s(\tau) + \frac{1}{\sqrt{n}} e_{\tau}^\theta, \quad \Phi(\tau) = \Phi_s(\tau) + \frac{1}{\sqrt{n}} E_{\tau}^\phi, \quad \tilde{\Gamma}(\tau) = \Gamma_s(\tau) + \frac{1}{\sqrt{n}} E_{\tau}^\Gamma.
\]
The OLS estimation corresponds to the special case \( h = 0 \). We remark that \( E_{\tau}^\Theta \) is asymptotically normal when \( h = 0 \) and degenerates to a point distribution when \( mh \to \infty \). To make the following analysis hold for the OLS-based test statistic, we view \( E_{\tau}^\Theta \) as a random variable in the discussion below.

For simplicity, let \( \text{vec}(\cdot) \) be the operator that reshapes a matrix into a vector by stacking its columns on top of one another. Denote
\[
x_{i,\tau} = \left[ (e_{i,\tau}^{\theta})^T, \{ \text{vec}(E_{i,\tau}^\phi) \}^T, (E_{i,\tau}^\Gamma)^T \right]^T \in \mathbb{R}^{2d(d+2)},
\]
\[
x_i = \left( x_{i,1,2}^T, x_{i,1,3}^T, \ldots, x_{i,1,m}^T \right)^T \in \mathbb{R}^{p_x}, \quad p_x = 2(m-1)dp, \quad d = p - 2.
\]
(27)
Let \( \{y_i\}_i \) be independent mean zero Gaussian vectors with \( \mathbb{E}y_i y_i^T = \mathbb{E}x_i x_i^T \). We similarly represent \( y_i \) as
\[
y_{i,\tau} = \left[ (\tau_{i,\tau}^{\theta})^T, \{ \text{vec}(E_{i,\tau}^\phi) \}^T, (E_{i,\tau}^\Gamma)^T \right]^T \in \mathbb{R}^{2d(d+2)},
\]
\[
y_i = \left( y_{i,1,2}^T, y_{i,1,3}^T, \ldots, y_{i,1,m}^T \right)^T \in \mathbb{R}^{p_x}.
\]
(28)
Let \( \{ e_{i,j}^{\theta}, E_{i,j}^\phi \} \) be the empirical Gaussian analogs of \( \{ e_{i,j}, E_{i,j} \} \). In other words, for \( i = 1, \ldots, n \), \( j = 1, \ldots, m \), let
\[
e_{i,j}^{\theta} = \hat{e}_{i,j} \xi_i, \quad E_{i,j}^\phi = \hat{E}_{i,j} \xi_i,
\]
where \( \xi_1, \ldots, \xi_n \) are i.i.d standard normal random variables. We next define
\[
w_{i,\tau} = \left[ (e_{i,\tau}^{\theta,\theta})^T, \{ \text{vec}(E_{i,\tau}^{\phi,\theta}) \}^T, (E_{i,\tau}^{\Gamma,\theta})^T \right]^T \in \mathbb{R}^{2d(d+2)},
\]
\[
w_i = \left( w_{i,1,2}^T, w_{i,1,3}^T, \ldots, w_{i,1,m}^T \right)^T \in \mathbb{R}^{p_x}.
\]
(29)
Let
\[
X = (X_2^T, X_3^T, \ldots, X_m^T) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} x_i,
\]
\[
Y = (Y_2^T, Y_3^T, \ldots, Y_m^T) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} y_i,
\]
\[
W = (W_2^T, W_3^T, \ldots, W_m^T) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} w_i.
\]
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Define the following function
\[
F_{IE}(X; \theta, \Theta) \equiv \frac{1}{m} \sum_{l=2}^{m} \left[ \beta(l) + \frac{e_l}{\sqrt{n}} \right]^{T} \sum_{j=1}^{l-1} \left\{ \frac{\prod_{k=j+1}^{l} \left( \Phi(k) + \frac{E_{k}}{\sqrt{n}} \right) \left( \Gamma(j) + \frac{E_{j}}{\sqrt{n}} \right) \right\} .
\]

We next represent the proposed test statistic and the bootstrap samples based on \( F_{IE} \). Recall that \( \Theta_s(\tau) = \sum_{k} \omega_{k, h}(\tau) \theta(k) \) and \( \theta_s(\tau) = \sum_{k} \omega_{k, h}(\tau) \bar{\theta}(k) \) are the smoothed parameters, and \( \bar{\theta}, \tilde{\Theta} \) correspond to the estimates. The difference between the proposed test statistic and the oracle indirect effect \( m^{-1}(\tilde{IE} - IE) \) can be represented as \( T_0 = F_{IE}(X; \theta, \Theta) - F_{IE}(0; \theta, \Theta) \). Similarly, we can represent \( m^{-1}(\tilde{IE} - IE) \) by \( W_0^* = F_{IE}(W; \theta, \Theta) - F_{IE}(0; \tilde{\theta}, \tilde{\Theta}) \). By definition, we have
\[
\rho^*(z) = \left| P\{T_0 \leq z\} - P\{W_0^* \leq z\} \right|. \tag{30}
\]

We also define the oracle statistics: \( T_0 = F_{IE}(X; \theta, \Theta) - F_{IE}(0; \theta, \Theta) = F_{IE}(X) - F_{IE}(0), \ Z_0 = F_{IE}(Y; \theta, \Theta) - F_{IE}(0; \theta, \Theta) = F_{IE}(Y) - F_{IE}(0), \ W_0 = F_{IE}(W; \theta, \Theta) - F_{IE}(0; \tilde{\theta}, \tilde{\Theta}) = F_{IE}(Z) - F_{IE}(0) \) by replacing \( \theta_s, \tilde{\theta}, \Theta_s \) and \( \tilde{\Theta} \) with the oracle values. This yields an upper bound for
\[
\rho(z) = \left| P\{T_0 \leq z\} - P\{W_0 \leq z\} \right|. \tag{31}
\]

The proof is divided into two parts. We first provide an upper error bound for \( \sup_z \rho(z) \), showing that \( T_0 \) can be well-approximated by \( W_0 \). See Lemma 4 below. Then, we provide upper error bounds for the difference between \( W_0 \) and \( W_0^* \), and the difference between \( T_0 \) and \( T_0^* \). This yields the error bound for \( \sup_z \rho^*(z) \).

**Lemma 4** Under the conditions of Theorem 2, \( \sup_z \rho(z) \leq Cn^{-1/8} \) for some constant \( C > 0 \).

We first outline the main idea of the proof. We then present the details. The proof is based on the high-dimensional Gaussian approximation theory developed by Chernozhukov et al. (2013). In their paper, they developed a coupling inequality for maxima of sums of high-dimensional random vectors. They began by approximating the maximum function using a smooth surrogate and then developed a coupling inequality for the smooth function of the high-dimensional random vector.

In our setup, the statistic \( T_0 \) can be represented as a smooth function of sums of random vectors whose dimension is allowed to diverge with the sample size. Such an observation allows us to employ the coupling inequality to establish the size and power property of the proposed test. The proof of Lemma 4 contains two main parts. In the first part, we assume the covariance of the time-varying covariates is known and employ Slepian interpolation, Stein’s leave-one-out method as well as a truncation method to bound the Kolmogorov distance between the distributions of \( T_0 \) and its Gaussian analog \( Z_0 \). In the second part, we establish the validity of the multiplier bootstrap for estimating quantities of \( Z_0 \) when the covariance matrix is unknown, i.e., \( W_0 \). The detailed proof is given as follows.

**Proof of Lemma 4** Define function \( g(s) = g_0(\psi(s - t)) \) for some constant \( \psi > 0 \) and some thrice differentiable function \( g_0 \) that satisfies \( g_0(s) = 1 \) when \( s \leq 0 \), \( g_0(s) = 0 \) when \( s \geq 1 \) and \( g_0(s) \geq 0 \) otherwise. Let \( m = g \circ F_{IE} \). We also introduce the following notations: \( E_n(\cdot) = n^{-1} \sum_{i=1}^{n} (\cdot); \ \overline{E}(\cdot) = E_nE(\cdot); \ C^k \) denotes the class of \( k \) times continuously differentiable functions; \( C^k_b \) denotes the class of functions \( f \in C^k \) and \( \sum_{z} |\partial^j f(z)/\partial z^j| \) for \( j = 0, \ldots, k; a \lesssim b \) if \( a \) is smaller than or equal to \( b \)
up to a universal positive constant; \(a \simeq b\) if \(a \lesssim b\) and \(b \lesssim a\). We define the Slepian interpolation \(Z(t)\) between \(Y\) and \(X\), Stein’s leave-one-out version \(Z^{(i)}(t)\) of \(Z(t)\), and other useful terms as follows:

\[
Z(t) = \sqrt{t}X + \sqrt{1-t}Y = \sum_{i=1}^{n} Z_i(t), \quad z_i(t) = n^{-1/2}(\sqrt{t}x_i + \sqrt{1-t}y_i),
\]

\[
Z^{(i)}(t) = Z(t) - Z_i(t), \quad \dot{z}_{ij}(t) = \frac{1}{2\sqrt{n}} \left( \frac{1}{\sqrt{t}} x_{ij} - \frac{1}{\sqrt{1-t}} y_{ij} \right).
\]

We first prove

\[
\sup_{t \in \mathbb{R}} |P(T_0 \leq t) - P(Z_0 \leq t)| \leq C'n^{-1/8}, \tag{32}
\]

where \(C' > 0\) is a constant. From the construction of \(g(\cdot)\), we have \(g_k \lesssim q^k, k = 0, 1, 2, 3\) where \(G_k = \sup_{z \in \mathbb{R}} |\partial^k g(z)|, k \geq 0\), and

\[
P(T_0 \leq t) = P(F_\text{IE}(X) \leq t) \leq \mathbb{E}g(F_\text{IE}(X)),
\]

\[
\mathbb{E}g(F_\text{IE}(Y)) \leq P(F_\text{IE}(Y) \leq t + \psi^{-1}),
\]

\[
P(Z_0 \leq t + \psi^{-1}) = P(F_\text{IE}(Y) \leq t + \psi^{-1}) \geq \mathbb{E}g(F_\text{IE}(Y)),
\]

which give the decompose

\[
P(T_0 \leq t) - P(Z_0 \leq t) \leq \left\{ \mathbb{E}g(F_\text{IE}(X)) - \mathbb{E}g(F_\text{IE}(Y)) \right\} + \left\{ P(Z_0 \leq t + \psi^{-1}) - P(Z_0 \leq t) \right\}.
\]

In the following, we calculate (a) in Steps 1-2 and derive the bound for (b) in Step 3.

**Step 1.** We first calculate the upper bounds of (a). We have by Taylor’s expansion,

\[
\mathbb{E}\{m(X) - m(Y)\} = \sum_{j=1}^{p_x} \sum_{i=1}^{n} \int_{0}^{1} \mathbb{E}\{\partial_j m(Z(t)) \dot{Z}_{ij}(t)\} dt = I + II + III,
\]

where

\[
I = \sum_{j=1}^{p_x} \sum_{i=1}^{n} \int_{0}^{1} \mathbb{E}\{\partial_j m(Z^{(i)}(t)) \dot{Z}_{ij}(t)\} dt,
\]

\[
II = \sum_{j,k=1}^{p_x} \sum_{i=1}^{n} \int_{0}^{1} \mathbb{E}\{\partial_j \partial_k m(Z^{(i)}(t)) \dot{Z}_{ij}(t) Z_{ik}(t)\} dt,
\]

\[
III = \sum_{j,k,l=1}^{p_x} \sum_{i=1}^{n} \int_{0}^{1} \int_{0}^{1} (1 - s) \mathbb{E}\{\partial_j \partial_k \partial_l m(Z^{(i)}(t) + s Z_{il}(t)) \dot{Z}_{ij}(t) Z_{ik}(t) Z_{il}(t)\} ds dt.
\]

By independence of \(Z^{(i)}(t)\) and \(\dot{Z}_{ij}(t)\) together with the fact that \(\mathbb{E}\{\dot{Z}_{ij}(t)\} = 0\), we have \(I = 0\). Note that \(Z^{(i)}(t)\) is independent of \(\dot{Z}(t) Z_{ik}(t)\), and \(\mathbb{E}\{\dot{Z}_{ij}(t) Z_{ik}(t)\} = n^{-1} \mathbb{E}\{x_{ij} x_{ik} - y_{ij} y_{ik}\}\),

\[
II = \sum_{j,k=1}^{p_x} \sum_{i=1}^{n} \int_{0}^{1} \mathbb{E}\{\partial_j \partial_k m(Z^{(i)}(t))\} \mathbb{E}\{\dot{Z}_{ij}(t) Z_{ik}(t)\} dt = 0.
\]

We now prove \((a) \leq |III| \lesssim \psi^3 n^{-2} + \psi^2 n^{-2} + \psi n^{-2}\) in Step 2.
Step 2. Note that
\[
III = \sum_{j,k,l=1}^{p_x} \sum_{i=1}^{n} \int_{0}^{1} \left[ \mathbb{E} \left\{ \int_{0}^{1} \partial_j \partial_k \partial_m (Z^{(i)}(t) + sZ_i(t)) ds \right\} \dot{Z}_{ij}(t)Z_{ik}(t)Z_{il}(t) \right] dt
\]
\[
\simeq \sum_{j,k,l=1}^{p_x} \sum_{i=1}^{n} \int_{0}^{1} \mathbb{E} \partial_j \partial_k \partial_m (Z(t)) \dot{Z}_{ij}(t)Z_{ik}(t)Z_{il}(t) dt,
\]
where
\[
\partial_j \partial_k \partial_m (Z) \simeq \psi^2 \partial_j F_{IE}(Z) \partial_k F_{IE}(Z) \partial_l F_{IE}(Z) + \psi \partial_j F_{IE}(Z) \partial_k \partial_l F_{IE}(Z) + \psi \partial_j \partial_k \partial_l F_{IE}(Z).
\]
Note that
\[
|III| \leq \sum_{j,k,l=1}^{p_x} \sum_{i=1}^{n} \int_{0}^{1} \sqrt{\mathbb{E}|\partial_j \partial_k \partial_m (Z(t))|^2} \sqrt{\mathbb{E} |\dot{Z}_{ij}(t)Z_{ik}(t)Z_{il}(t)|^2} dt
\]
\[
\leq \int_{0}^{1} \left( \sum_{j,k,l=1}^{p_x} \sqrt{\mathbb{E}|\partial_j \partial_k \partial_m (Z(t))|^2} \left( \max_{1 \leq j,k,l \leq p_x} n \mathbb{E} |\dot{Z}_{ij}(t)Z_{ik}(t)Z_{il}(t)| \right) \right) dt. \tag{33}
\]
We first compute \(\sum_{j,k,l=1}^{p_x} \sqrt{\mathbb{E}|\partial_j \partial_k \partial_m (Z(t))|^2}\). Define function
\[
G = \mathbb{1} \left\{ \max_{1 \leq j \leq p_x/2} |u_j / \sqrt{n}| < (1 - q)/2 \right\},
\]
where
\[
u = \left( (e_2^\top, \{\text{vec}(E_2^\Phi)^\top, (E_2^\Gamma)^\top, \cdots, (e_m^\top, \{\text{vec}(E_m^\Phi)^\top, (E_m^\Gamma)^\top) \right]^\top
\]
\[
= (u_1, u_2, \cdots, u_{p_x/2})^\top.
\]
Then we have
\[
\sqrt{\mathbb{E}\{\partial_j \partial_k \partial_m (Z)^2\}} = \sqrt{\mathbb{E}\{\partial_j \partial_k \partial_m (Z)^2 \}G + \mathbb{E}\{\partial_j \partial_k \partial_m (Z)^2 \}(1 - G)}
\]
\[
\simeq \psi^2 \mathbb{E}\{\partial_j F_{IE} \partial_k F_{IE} \partial_l F_{IE} G\} + \psi^2 \mathbb{E}\{\partial_j F_{IE} \partial_k \partial_l F_{IE} (1 - G)\}
\]
\[
+ \psi \mathbb{E}\{\partial_j \partial_k \partial_l F_{IE} G\} + \psi \mathbb{E}\{\partial_j \partial_k \partial_l F_{IE} (1 - G)\}.
\]
In the following, we focus on establishing the upper error bounds for \(\sum_{j,k,l} \mathbb{E}(\partial_j F_{IE} \partial_k F_{IE} \partial_l F_{IE} G)\) and \(\sum_{j,k,l} \mathbb{E}(\partial_j F_{IE} \partial_k F_{IE} \partial_l F_{IE} (1 - G))\). The other bounds can be derived similarly.

2.1 The bound of \(\sum_{j,k,l} \mathbb{E}(\partial_j F_{IE} \partial_k F_{IE} \partial_l F_{IE} G)\).

Let \(q = (1 + q)/2\). Notice that
\[
\sum_{j,k,l} \mathbb{E}(\partial_j F_{IE} \partial_k F_{IE} \partial_l F_{IE} G) \lesssim m^3 \mathbb{E}|\partial_j F_{IE} G|^3.
\]
We next compute \(\mathbb{E}|\partial_j F_{IE} G|\), which belongs to either one of the following three categories:
\[
\left| \frac{\partial F_{IE} G}{\partial e^\top r} \right| = m^{-1} n^{-1/2} \left| \sum_{j=1}^{t-1} \left\{ \prod_{k=j+1}^{t-1} \left( \Phi(k) + \frac{E_k^\Phi}{\sqrt{n}} \right) \left( \Gamma(j) + \frac{E_j^\Gamma}{\sqrt{n}} \right) \right\} G \right|
\]
\[
\lesssim m^{-1} n^{-1/2} \sum_{j=1}^{t-1} q^{t-j-1} \{ M_r + (1 - q)/2 \}
\]
\[
\simeq m^{-1} n^{-1/2},
\]
\[ \left| \frac{\partial F_{IE}}{\partial E_1} \right| \leq m^{-1} n^{-1/2} \left| \sum_{t=j+1}^{m} \left( \beta(\tau) + \frac{e_{\tau}^\beta}{\sqrt{n}} \right)^\top t-1 \prod_{k=j+1}^{t-1} \left( \Phi(k) + \frac{E_k^\Phi}{\sqrt{n}} \right) \right| \]

\[ \leq m^{-1} n^{-1/2} \{ M_\beta + (1 - q)/2 \} \sum_{t=j+1}^{m} t^{-j} \]

\[ \simeq m^{-1} n^{-1/2}; \]

\[ \left| \frac{\partial F_{IE}}{\partial E_l} \right| \leq m^{-1} n^{-1/2} \sum_{t=2}^{m} \left( \beta(\tau) + \frac{e_{\tau}^\beta}{\sqrt{n}} \right)^\top \]

\[ \cdot \sum_{j=1}^{l-1} \left\{ \prod_{k=j+1}^{l-1} \left( \Phi(k) + \frac{E_k^\Phi}{\sqrt{n}} \right) \left( \Gamma(j) + \frac{E_j^\Gamma}{\sqrt{n}} \right) \right\} \]

\[ \simeq m^{-1} n^{-1/2} \sum_{t=l+1}^{m} \sum_{j=1}^{l-1} t^{-2-j} \{ M_\beta + (1 - q)/2 \} \]

\[ \simeq m^{-1} n^{-1/2}. \]

It follows that \( E \{ \partial_j F_{IE} \partial_k F_{IE} \partial_l F_{IE} (1 - G) \} \simeq n^{-3/2}. \)

2.2 The bound of \( E \{ \partial_j F_{IE} \partial_k F_{IE} \partial_l F_{IE} (1 - G) \} \).

Similarly, we have

\[ E \{ \partial_j F_{IE} \partial_k F_{IE} \partial_l F_{IE} (1 - G) \} \simeq m^3 E \{ \partial_j F_{IE} (1 - G) \}^3. \]

We consider the derivative with respect to \( \eta_\tau^\beta \) as an example. Notice that

\[ E \left\{ \frac{\partial F_{IE}}{\partial \eta_\tau^\beta} (1 - G) \right\} = E \left| \sum_{j=1}^{l-1} \left\{ \prod_{k=j+1}^{l-1} \left( \Phi(k) + \frac{E_k^\Phi}{\sqrt{n}} \right) \left( \Gamma(j) + \frac{E_j^\Gamma}{\sqrt{n}} \right) \right\} (1 - G) \right| \]

\[ \leq m^{-1} n^{-1/2} \left[ E \left| \sum_{j=1}^{l-1} \left\{ \prod_{k=j+1}^{l-1} \left( \Phi(k) + \frac{E_k^\Phi}{\sqrt{n}} \right) \left( \Gamma(j) + \frac{E_j^\Gamma}{\sqrt{n}} \right) \right\} \right| \right]^{1/2} \]

\[ \cdot P \left\{ \max_{1 \leq j \leq p, \sqrt{n}} | u_j \sqrt{n} | \geq (1 - q)/2 \right\}. \]
By Lemma 2.2.10 in Van and Wellner (1996), we have \( E|\max_j u_j| \lesssim \log m \). It follows that

\[
\left[ E \left| \sum_{j=1}^{t-1} \left( \prod_{k=j+1}^{t-1} \left( \Phi(k) + \frac{E_k}{\sqrt{n}} \right) \left( \Gamma(j) + \frac{E_j}{\sqrt{n}} \right) \right) \right|^2 \right]^{1/2} \leq \left[ \sum_{j=1}^{t-1} \prod_{k=j+1}^{t-1} E \left| \Phi(k) + \frac{\max_j u_j}{\sqrt{n}} \right|^2 \cdot E \left| \Gamma(j) + \frac{\max_j u_j}{\sqrt{n}} \right|^2 \right]^{1/2} \leq \left[ \sum_{j=1}^{t-1} \left( 1 + \frac{\log m}{\sqrt{n}} \right)^{2j} \right]^{1/2} \lesssim \left( 1 + \frac{\sqrt{n}}{\log m} \right) \left( 1 + \frac{\log m}{\sqrt{n}} \right)^m \approx n^{1/2}(\log m)^{-1} \exp(n^{-1/2}m \log m).
\]

Let \( t_0 = n^{1/2}(1-q)/2 \) and \( t_1 = t_0 - E \max_j u_j \). Notice that

\[
P\{\max_j |u_j| > t_0\} = P\{\{\max_j u_j > t_0\} \cap \{\max_j |u_j| = \max_j u_j\}\} + P\{\{\min_j u_j < -t_0\} \cap \{\max_j |u_j| = -\min_j u_j\}\} \leq 2P\{\max_j u_j > t_0\} \lesssim P\{\max_j u_j - E \max_j u_j > t_1\}.
\]

By Borell TIS inequality and Lemma 2.2.10 in Van and Wellner (1996), we have

\[
P\{\max_j |u_j| > t_0\} \lesssim \exp(-t_1^2) \approx \exp(-n + 2n^{1/2}\log m - (\log m)^2). \tag{34}
\]

Hence

\[
\sum_{j,k,l} E\{\partial_j F_{\sqrt{d}} \partial_k F_{\sqrt{d}} \partial_l F_{\sqrt{d}} (1 - G)\} \lesssim n^{-3/2} \delta^3,
\]

where

\[
\delta = n^{1/2}(\log m)^{-1} \exp\{-n + 2n^{1/2}\log m - (\log m)^2 + n^{-1/2}m \log m\}. \tag{35}
\]

Combine the above arguments, we obtain

\[
\sum_{j,k,l} E\{\partial_j F_{\sqrt{d}} \partial_k F_{\sqrt{d}} \partial_l F_{\sqrt{d}} G\} + \sum_{j,k,l} E\{\partial_j F_{\sqrt{d}} \partial_k F_{\sqrt{d}} \partial_l F_{\sqrt{d}} (1 - G)\} \lesssim n^{-3/2}(1 + \delta^3),
\]

Using similar arguments, we can show that

\[
\sum_{j,k,l} E\{\partial_j \partial_k F_{\sqrt{d}} F_{\sqrt{d}} G\} + \sum_{j,k,l} E\{\partial_j \partial_k F_{\sqrt{d}} F_{\sqrt{d}} (1 - G)\} \lesssim n^{-3/2}(1 + \delta^2),
\]

\[
\sum_{j,k,l} E\{\partial_j \partial_k \partial_l F_{\sqrt{d}} G\} + \sum_{j,k,l} E\{\partial_j \partial_k \partial_l F_{\sqrt{d}} (1 - G)\} \lesssim n^{-3/2}(1 + \delta).
\]

It follows that

\[
\sum_{j,k,l=1}^{p_x} \sqrt{E|\partial_j \partial_k \partial_l m(Z(t))|^2} \lesssim \psi^3 n^{-3/2}(1 + \delta^3) + \psi^2 n^{-3/2}(1 + \delta^2) + \psi n^{-3/2}(1 + \delta), \tag{36}
\]
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where \( \delta \) depends on \( m, n \) through (35).

Let \( \omega(t) = 1 / \min\{\sqrt{t}, \sqrt{1 - t}\} \). We observe that

\[
\int_0^1 \max_{j,k,l} nE|\hat{Z}_{ij}(t)Z_{ik}(t)Z_{il}(t)|dt \\
= \int_0^1 \omega(t) \max_{j,k,l} nE|\{\hat{Z}_{ij}/\omega(t)\}(t)Z_{ik}(t)Z_{il}(t)|dt \\
\leq_\ominus n \int_0^1 \omega(t) \max_{j,k,l} \left( E|\hat{Z}_{ij}/\omega(t)|^3(t)E|Z_{ik}(t)|^3E|Z_{il}(t)|^3 \right)^{1/3} dt \\
\leq_\ominus n^{-1/2} \max_j E(|x_{ij}| + |y_{ij}|)^3 \int_0^t \omega(t)dt \\
\lesssim n^{-1/2} \max_j E|x_{ij}|^3,
\]

(37)

where (\ominus) is by Hölder inequality and (\ominus) follows from the fact that \( |\hat{Z}_{ij}/\omega(t)| \leq n^{-1/2}(|x_{ij}| + |y_{ij}|) \), \( |Z_{ik}(t)| \leq n^{-1/2}(|x_{ik}| + |y_{ik}|) \).

The condition \( m = O(n^{c_2}) \) for some \( c_2 < 3/2 \) implies that \( \delta = o(1) \). This together with (33), (36) and (37) yields that

\[
(a) = |III| \lesssim \psi^3 n^{-2} + \psi^2 n^{-2} + \psi n^{-2}.
\]

(38)

**Step 3.** We now derive the upper bound of \( b \equiv P(Z_0 \leq t + \psi^{-1}) - P(Z_0 \leq t) \). Let \( t' = t + F_{IE}(0) \). Recall that \( \bar{v}_\tau^2 \) is defined in (28). Denote \( \bar{1} = (1, \ldots, 1) \top \in \mathbb{R}^d \). Using similar arguments in Step 2.2, we have

\[
P(Z_0 \leq t) \leq P(Z_0 \bar{G} \leq t) + E(1 - \bar{G}) \\
\lesssim P \left( \frac{1}{m} \sum_{t=2}^m \left( \beta(\tau) + \frac{\bar{v}_\tau^2}{\sqrt{n}} \right) \top \bar{1} \leq t' \right) + \exp\{-n + 2n^{1/2} \log m - (\log m)^2\} \\
\simeq P \left( \frac{1}{m} \sum_{t=2}^m \left( \beta(\tau) + \frac{\bar{v}_\tau^2}{\sqrt{n}} \right) \top \bar{1} \leq t' \right),
\]

(39)

where the second inequality is due to the conclusion (34) and the third inequality follows from the condition \( m = O(n^{c_2}) \) for some \( c_2 < 3/2 \). Notice that \( \bar{v}_\tau^2 \) is a Gaussian random vector, we have

\[
\sup |P(Z_0 \leq t + \psi^{-1}) - P(Z_0 \leq t)| \simeq n^{1/2} \psi^{-1}.
\]

To summarize, we have shown that

\[
P(T_0 \leq t) - P(Z_0 \leq t) \lesssim \psi^3 n^{-2} + \psi^2 n^{-2} + \psi n^{-2} + n^{1/2} \psi^{-1}.
\]

Take \( \psi \simeq n^{5/8} \), we have

\[
P(T_0 \leq t) - P(Z_0 \leq t) \lesssim n^{-1/8}.
\]

By Lemma 3.2 of [Chernozhukov et al. (2013)], we have shown that for \( \alpha \in (0,1) \) and \( \vartheta > 0 \),

\[
P(c \omega_0(\alpha) \leq c Z_0(\alpha + \vartheta^{1/2})) \geq 1 - P(\Delta > \vartheta), \\
P(c \omega_0(\alpha) \leq c Z_0(\alpha + \vartheta^{1/2})) \geq 1 - P(\Delta > \vartheta),
\]
where $c_{W_0}(\alpha)$ and $c_{Z_0}(\alpha)$ denote the critical values of $W_0$ and $Z_0$ under the significance level $\alpha$, respectively. Define

$$\rho_\ominus = \sup_{\alpha \in (0, 1)} P\left( \{c_{Z_0}(\alpha) < T_0 \leq c_{W_0}(\alpha)\} \cup \{c_{W_0}(\alpha) < T_0 \leq c_{Z_0}(\alpha)\} \right).$$

Note that

$$P\left( c_{Z_0}(\alpha) < T_0 \leq c_{W_0}(\alpha) \right) = P\left( c_{Z_0}(\alpha) < T_0 \leq c_{Z_0}(\alpha + \vartheta^{1/2}) \right) + P\left( c_{Z_0}(\alpha + \vartheta^{1/2}) < T_0 \leq c_{W_0}(\alpha) \right) \leq P\left( c_{W_0}(\alpha) < T_0 \leq c_{Z_0}(\alpha + \vartheta^{1/2}) \right) \Rightarrow P\left( c_{W_0}(\alpha) < T_0 \leq c_{Z_0}(\alpha + \vartheta^{1/2}) \right) \leq \rho + P(\Delta > \vartheta).

By the definition of $\rho_\ominus$, we have

$$\rho_\ominus \leq 2\vartheta^{1/2} + 2P(\Delta > \vartheta) + 2\rho.$$

On the other hand,

$$|P(T_0 \leq c_{W_0}(\alpha)) - \alpha| \leq |P(T_0 \leq c_{W_0}(\alpha)) - P(T_0 \leq c_{Z_0}(\alpha))| + \rho \leq P\left( \{c_{Z_0}(\alpha) < T_0 \leq c_{W_0}(\alpha)\} \cup \{c_{W_0}(\alpha) < T_0 \leq c_{Z_0}(\alpha)\} \right) + \rho \leq \rho_\ominus + \rho.$$

Notice that $\Delta = O(n^{-1/2})$ when $\vartheta = O(n^{-1/4})$. The proof of Lemma 4 is thus completed.

With Lemma 4, we next present the proof of Theorem 2.

**Proof of Theorem 2** Define $T_{01}^* = F_{IE}(X; \theta, \Theta) - F_{IE}(0; \theta, \Theta)$ and $\Delta_{T_0} = F_{IE}(0; \theta, \Theta) - F_{IE}(0; \theta, \Theta)$. It follows that $T_0^* = T_{01}^* + \Delta_{T_0}$. Notice that

$$\rho_\ominus(z) = \left| P\left( T_0^* \leq z \right) - P\left( W_0^* \leq z \right) \right| = \left| P\left( T_0^* \leq z \right) - P\left( T_{01}^* \leq z \right) \right| + \left| P\left( T_{01}^* \leq z \right) - P\left( W_0^* \leq z \right) \right| \\
\leq \left| P\left( T_0^* \leq z \right) - P\left( T_{01}^* \leq z \right) \right| + \left| P\left( T_{01}^* \leq z \right) - P\left( T_{0}^* \leq z \right) \right| + \left| P\left( T_{0}^* \leq z \right) - P\left( W_0^* \leq z \right) \right| + \left| P\left( W_0^* \leq z \right) - P\left( W_0 \leq z \right) \right|.\]
Similar to the proof of Lemma 4, we have

\[
P \{ T_{01}^* \leq z \} - P \{ T_0 \leq z \} \\
\leq \{ \mathbb{E} g(F_{IE}(X; \theta_s, \Theta_s) - F_{IE}(0; \theta_s, \Theta_s)) - \mathbb{E} g(F_{IE}(X; \theta, \Theta) - F_{IE}(0; \theta, \Theta)) \} \\
+ \{ P(T_0 \leq t + \psi^{-1}) - P(T_0 \leq t) \}
\]

\[
= \{ \mathbb{E} g(F_{IE}(X; \theta_s, \Theta_s) - F_{IE}(X; \theta, \Theta)) - \mathbb{E} g(F_{IE}(0; \theta_s, \Theta_s) - F_{IE}(0; \theta, \Theta)) \} \\
+ \{ P(T_0 \leq t + \psi^{-1}) - P(T_0 \leq t) \},
\]

and

\[
P \{ W_0^* \leq z \} - P \{ W_0 \leq z \} \\
\leq \{ \mathbb{E} g(F_{IE}(W; \tilde{\theta}, \tilde{\Theta}) - F_{IE}(0; \tilde{\theta}, \tilde{\Theta})) - \mathbb{E} g(F_{IE}(W; \theta, \Theta) - F_{IE}(0; \theta, \Theta)) \} \\
+ \{ P(W_0 \leq t + \psi^{-1}) - P(W_0 \leq t) \}
\]

\[
= \{ \mathbb{E} g(F_{IE}(W; \tilde{\theta}, \tilde{\Theta}) - F_{IE}(W; \theta, \Theta)) - \mathbb{E} g(F_{IE}(0; \tilde{\theta}, \tilde{\Theta}) - F_{IE}(0; \theta, \Theta)) \} \\
+ \{ P(W_0 \leq t + \psi^{-1}) - P(W_0 \leq t) \}.
\]

Denote \( \delta_{\theta_s} = \theta_s - \theta \), \( \delta_{\Theta_s} = \Theta_s - \Theta \), \( \delta_{\tilde{\theta}} = \tilde{\theta} - \theta \), and \( \delta_{\tilde{\Theta}} = \tilde{\Theta} - \Theta \). To bound these differences, the biases \( \delta_{\theta_s}, \delta_{\Theta_s}, \delta_{\tilde{\theta}}, \delta_{\tilde{\Theta}} \) can be treated in the same position as \( X \) or \( W \). Take \( F_{IE}(W; \tilde{\theta}, \tilde{\Theta}) \) as an instance, we have

\[
F_{IE}(W; \tilde{\theta}, \tilde{\Theta}) = \frac{1}{m} \sum_{l=2}^{m} \left[ \beta(l) + \delta_{\tilde{\theta}}(l) + \frac{e^\beta}{\sqrt{n}} \sum_{j=1}^{l-1} \left( \prod_{k=j+1}^{l-1} \left( \Phi(k) + \delta_{\tilde{\Theta}}(k) + \frac{E_{IE}^\beta}{\sqrt{n}} \right) \left( \Gamma(j) + \delta_{\tilde{\Theta}}(j) + \frac{E_{IE}^\Gamma}{\sqrt{n}} \right) \right) \right].
\]

According to Theorem 1, \( \delta_{\tilde{\theta}} \) and \( \delta_{\tilde{\Theta}} \) are asymptotic normal with variance of order \( n^{-1} \) (mean is negligible compared to the variance), i.e., that same order as \( e^\beta / \sqrt{n} \). Hence by the same techniques as in proof of Lemma 4, one can obtain

\[
\left| P \{ W_0^* \leq z \} - P \{ W_0 \leq z \} \right| \leq C n^{-1/8}.
\]

The biases \( \delta_{\theta_s}, \delta_{\Theta_s} \) are of order \( O(h^2 + m^{-1}) = o(n^{-1/2}) \). They are not random given \( m \) and \( h \). Then \( \max_k \| \delta_{\theta_s}(k) \|_\infty = \max_k \| \delta_{\Theta_s}(k) \|_\infty = o(n^{-1/2}) \). Using similar arguments in proving Lemma 4, we can show that

\[
\left| P \{ T_{01}^* \leq z \} - P \{ T_0 \leq z \} \right| \leq C n^{-1/8}.
\]

We omit the details to save space.
Finally, it remains to bound $\Delta_{T_0}$. Notice that

$$\Delta_{T_0} = F_{IE}(0; \theta_s, \Theta_s) - F_{IE}(0; \theta, \Theta)$$

$$= \frac{1}{m} \sum_{l=2}^{m} \left[ (\beta(l) + \delta_{\beta_s}(l))^T \sum_{j=1}^{l-1} \left\{ \prod_{k=j+1}^{l-1} (\Phi(k) + \delta_{\phi_s}(k)) (\Gamma(j) + \delta_{\Gamma_s}(j)) \right\} \right]$$

$$- \frac{1}{m} \sum_{l=2}^{m} \beta(l) \sum_{j=1}^{l-1} \left\{ \prod_{k=j+1}^{l-1} \Phi(k) \Gamma(j) \right\}$$

$$= \frac{1}{m} \sum_{l=2}^{m} \left[ (\beta(l) + \delta_{\beta_s}(l))^T \sum_{j=1}^{l-1} \left\{ \prod_{k=j+1}^{l-1} (\Phi(k) + \delta_{\phi_s}(k)) (\Gamma(j) + \delta_{\Gamma_s}(j)) \right\} \right]$$

$$+ \frac{1}{m} \sum_{l=2}^{m} \delta_{\beta_s}(l) \sum_{j=1}^{l-1} \left\{ \prod_{k=j+1}^{l-1} (\Phi(k) + \delta_{\phi_s}(k)) (\Gamma(j) + \delta_{\Gamma_s}(j)) \right\}.$$

Let $\delta = \max \{ \max_k \| \delta_{\phi_s}(k) \|_{\infty}, \max_k \| \delta_{\phi_s}(k) \|_{\infty} \} = O(h^2 + m^{-1})$. It follows that

$$\left| \sum_{j=1}^{l-1} \left\{ \prod_{k=j+1}^{l-1} (\Phi(k) + \delta) (\Gamma(j) + \delta_{\Gamma_s}(j)) - \prod_{k=j+1}^{l-1} \Phi(k) \Gamma(j) \right\} \right|$$

$$\leq M_{\Gamma} \sum_{j=1}^{l-1} \prod_{k=j+1}^{l-1} (\Phi(k) + \delta) - \prod_{k=j+1}^{l-1} \Phi(k) + \sum_{j=1}^{l-1} \prod_{k=j+1}^{l-1} (\Phi(k) + \delta) \delta_{\Gamma_s}(j)$$

$$\lesssim \sum_{j=1}^{l-1-j} \delta^k (l-1-k) q^{l-1-j-k} q + \delta \sum_{j=1}^{l-1} \prod_{k=j+1}^{l-1} \bar{q}$$

$$= \sum_{j=1}^{l-1-j} (\delta + q)^{l-1-j} - q^{l-1-j} \delta + \sum_{j=1}^{l-1-j} (\delta + q)^{l-1-j} - q^{l-1-j} \delta$$

$$\lesssim \left| \frac{1 - q^l}{1 - q} - \frac{1 - (q + \delta)^l}{1 - q - \delta} \right| + \delta \lesssim \delta \lesssim h^2 + m^{-1}.$$

Then, we have $\Delta_{T_0} = O(h^2 + m^{-1})$. Hence, $\left| P \{ T_0^* \leq z \} - P \{ T_{01}^* \leq z \} \right| = \left| P \{ T_{01}^* + \Delta_{T_0} \leq z \} - P \{ T_{01}^* \leq z \} \right| \leq P \{ z - \Delta_{T_0} \leq T_{01}^* \leq z + \Delta_{T_0} \} = O(n^{1/2}h^2 + n^{1/2}m^{-1})$ holds with probability 1 as $n \to \infty$. The proof is hence completed. \(\square\)

### G Proof of Theorem 3, Corollary 1 and More on the Switchback Design

**Proof** of Theorem 3. For both the switchback design and the alternating-day design, the actions are generated independent of the states. In addition, roughly half of the actions are zero and half of them are one. With some calculations, we can show that the OLS estimator satisfies

$$\tilde{\gamma}(\tau) = \gamma(\tau) + \frac{1}{n} \sum_{i=1}^{n} (2A_{ii} - 1)e_{\tau} + o_p(n^{-1/2}). \quad (40)$$
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In the switchback design, $A_{i1} = 1 - A_{i2} = \cdots = A_{i,T-1} = 1 - A_{iT}$ whereas in the alternating-day design, $A_{i1} = A_{i2} = \cdots = A_{iT} = A_i$. Since the OLS estimators are unbiased, the mean square error of the DE estimator is asymptotically equivalent to its variance. It follows from (40) that

$$\text{MSE}(\hat{DE}_{ad}) = \frac{4}{n} \text{Var} \left( \sum_{k=1}^{m} e_k \right) + o(n^{-1}) = \frac{4}{n} \sum_{j \neq k} \Sigma_{\eta}(j, k) + \frac{4}{n} \sum_{j} \sigma_{\epsilon,j}^2 + o(n^{-1}),$$

$$\text{MSE}(\hat{DE}_{ad}) = \frac{4}{n} \text{Var} \left\{ \sum_{k=1}^{m/2} (e_{2k-1} - e_{2k}) \right\} + o(n^{-1}) = \frac{4}{n} \sum_{j \neq k} (-1)^{j-k} \Sigma_{\eta}(j, k) + \frac{4}{n} \sum_{j} \sigma_{\epsilon,j}^2 + o(n^{-1}).$$

As such, the difference is given by

$$\text{MSE}(\hat{DE}_{ad}) - \text{MSE}(\hat{DE}_{ad}) = \frac{8}{n} \sum_{|j-k|=1,3,\ldots} \Sigma_{\eta}(j, k) + o(n^{-1}).$$

This completes the proof. \(\Box\)

**Proof of Corollary** | Without loss of generality, assume the constant $c$ equals one. With some calculations, we have that

$$\text{MSE}(\hat{DE}_{ad}) = 4n^{-1} \left\{ m + 2 \sum_{k=1}^{m/2} (m - 2k)\rho^{2k} - 2 \sum_{k=1}^{m/2} (m - 2k + 1)\rho^{2k-1} \right\} + o(n^{-1})$$

$$= 4n^{-1} \left\{ m - 2 \sum_{k=1}^{m/2} (m - 2k)\rho^{2k-1} - 2 \sum_{k=1}^{m/2} \rho^{2k-1} \right\} + o(n^{-1})$$

$$= 4n^{-1} \left\{ m - 2(1 - \rho) \sum_{k=1}^{m/2} (m - 2k)\rho^{2k-1} \right\} + o(n^{-1})$$

$$= 4n^{-1} \left\{ m - 2m(1 - \rho) \sum_{k=1}^{m/2} \rho^{2k-1} \right\} + o(n^{-1}) = \frac{1 - \rho}{1 + \rho} 4n^{-1} m + o(n^{-1}),$$

$$\text{MSE}(\hat{DE}_{ad}) = 4n^{-1} \left\{ m + 2 \sum_{k=1}^{m/2} (m - 2k)\rho^{2k} + 2 \sum_{k=1}^{m/2} (m - 2k + 1)\rho^{2k-1} \right\} + o(n^{-1})$$

$$= 4n^{-1} \left\{ m + 2m(1 + \rho) \sum_{k=1}^{m/2} \rho^{2k-1} \right\} + o(n^{-1}) = \frac{1 + \rho}{1 - \rho} 4n^{-1} m + o(n^{-1}),$$

which yields that $\text{MSE}(\hat{DE}_{ad})/\text{MSE}(\hat{DE}_{ad}) = (1 - \rho)^2/(1 + \rho)^2$. \(\Box\)

We also compare against the regular switchback design \cite{Bojinov et al., 2020} which administers independent Bernoulli treatments across time. We consider that case where there exists some $0 < \rho < 1$ such that for any $1 \leq j, k \leq m$, $\text{Cov}(\eta_j, \eta_k) = \Sigma_{\eta,jk} = \rho^{\lvert j-k \rvert}$, $\text{Var}(\epsilon_j) = \{\sigma_{\epsilon,j}^2\}_j$. It follows that $\text{Cov}(\epsilon_j, \epsilon_k) = \rho^{\lvert j-k \rvert} + \sigma_{\epsilon,j}^2\delta_{j=k}$. We focus on DE. We first calculate the covariance of highest resolution covariance $\Sigma_{\epsilon}$ with $\rho = 0.8$, $\sigma_{\epsilon,j}^2 = 0.36$ and $m = 144$, and then generate covariances of $m = 72, 48, 36, 24, 12, 6$ by computing the corresponding sub-matrices from $\Sigma_{\epsilon}$. As shown in Figure 11 below, the proposed switchback design is more efficient than the regular one for any $m$. It also implies that the variances decrease with $m$ in both designs.
It follows that

\[
H \text{ Proof of Theorem 4}
\]

We first focus on establishing the error bound for \( |\hat{DE} - DE| \). Recall that

\[
\hat{DE} - DE = \frac{1}{nM} \sum_{i=1}^{n} \sum_{k=1}^{M} \sum_{\tau=1}^{m} \left[ \{ \hat{g}_1(\tau, \hat{S}_{irk}^0) - \hat{g}_0(\tau, \hat{S}_{irk}^0) \} \right] - \mathbb{E} \{ g_1(\tau, S_r^0) - g_0(\tau, S_r^0) \}.
\]

It follows that

\[
|\hat{DE} - DE| \leq \sum_{a=0}^{1} \left[ \frac{1}{nM} \sum_{\tau=1}^{m} \sum_{i=1}^{n} \sum_{k=1}^{M} \left\{ \hat{g}_a(\tau, \hat{S}_{irk}^0) - \mathbb{E}g_a(\tau, S_r^0) \right\} \right]
= \sum_{a=0}^{1} \left[ \frac{1}{nM} \sum_{\tau=1}^{m} \sum_{i=1}^{n} \sum_{k=1}^{M} \left\{ \hat{g}_a(\tau, \hat{S}_{irk}^0) - g_a(\tau, \hat{S}_{irk}^0) \right\} + \frac{1}{nM} \sum_{\tau=1}^{m} \sum_{i=1}^{n} \sum_{k=1}^{M} \left\{ g_a(\tau, \hat{S}_{irk}^0) - \mathbb{E}g_a(\tau, S_r^0) \right\} \right]
\leq \sum_{a=0}^{1} \left[ \frac{1}{nM} \sum_{\tau=1}^{m} \sum_{i=1}^{n} \sum_{k=1}^{M} \left\{ \hat{g}_a(\tau, \hat{S}_{irk}^0) - g_a(\tau, \hat{S}_{irk}^0) \right\} \right] + \sum_{a=0}^{1} \sum_{\tau=1}^{m} \frac{1}{n} \sum_{i=1}^{n} \left\{ g^*(\tau, \hat{S}_{irk}^0) - \mathbb{E}g_a(\tau, S_r^0) \right\} + O_p(\sqrt{m(nM)^{-1/2}})
\]

where the expectation \( \mathbb{E}^* \) is taken with respect to the simulated random errors.

We now calculate the bound of \( n^{-1} \sum_{i=1}^{n} \left\{ \mathbb{E}^*g_a(\tau, \hat{S}_{irk}^0) - \mathbb{E}g_a(\tau, S_r^0) \right\} \) for \( 1 \leq \tau \leq m, a = 0, 1 \).

For \( \tau \geq 2 \), the density of \( S_r^0 \) conditional on \( S_{r-1}^0 \) can be expressed as \( f_{\tau|S} \left( s - G_0(\tau - 1, S_{r-1}^0) \right) \), and the density of \( \hat{S}_{irk}^0 \) is \( \hat{f}_{\tau|S} \left( s - \hat{G}_0(\tau - 1, \hat{S}_{irk-1}^0) \right) \). We next derive the bound of \( n^{-1} \sum_{i=1}^{n} \mathbb{E}^* \left\{ g_a(\tau, \hat{S}_{irk}^0) - \mathbb{E}g_a(\tau, S_r^0) \right\} \) for \( 1 \leq \tau \leq m \).

- **When \( \tau = 1 \), we have \( \hat{S}_{irk}^0 = S_{it}^0 \). Then \( n^{-1} \sum_{i=1}^{n} \mathbb{E}^*g_a(\tau, \hat{S}_{irk}^0) - \mathbb{E}g_a(\tau, S_r^0) = n^{-1} \sum_{i=1}^{n} g_a(\tau, S_{it}^0) - \mathbb{E}g_a(\tau, S_r^0) \), where \( S_{it}^0 \) and \( S_1 \) are identically distributed. According to Hoeffding’s inequality, the difference is upper bounded by \( O(n^{-1/2} \sqrt{\log m + \log n}) \), with probability at least \( 1 - O(m^{-1}n^{-1}) \).
• When $\tau = 2$, by definition, we have

$$E g_\tau(2, S^0_2) = E \int_s g_\tau(2, s) f_{\tau 2s} (s - G_0(1, S_1))ds,$$

and that

$$E^* g_\tau(2, \tilde{S}^0_{i,2,k}) = \int_s g_\tau(2, s) \tilde{f}_{\tau 2s} (s - \tilde{G}_0(1, S_{i,1}))ds.$$

Under the given conditions, $E^* g_\tau(2, \tilde{S}^0_{i,2,k})$ can be approximated by $\int_s g_\tau(2, s) f_{\tau 2s} (s - G_0(1, S_{i,1}))ds$ with the approximation error upper bounded by

$$\int_s g_\tau(2, s) | f_{\tau 2s} (s - G_0(1, S_{i,1})) - \tilde{f}_{\tau 2s} (s - \tilde{G}_0(1, S_{i,1})) | ds$$

$$+ \int_s g_\tau(2, s) \tilde{f}_{\tau 2s} (s - \tilde{G}_0(1, S_{i,1})) - f_{\tau 2s} (s - G_0(1, S_{i,1})) | ds$$

$$= O(\Delta_3(n, m) + L_f \Delta_1(n, m)),$$

with probability approaching 1.

In addition, using Hoeffding’s inequality, the difference between $n^{-1} \sum_{i=1}^{n} \int_s g_\tau(2, s) f_{\tau 2s} (s - G_0(1, S_{i,1}))ds$ and $E g_\tau(2, S^0_2)$ is upper bounded by $O(n^{-1/2} \sqrt{\log m + \log n})$, with probability at least $1 - O(m^{-1} n^{-1})$. As such, $n^{-1} \sum_{i=1}^{n} E^* \left\{ g_\tau(\tau, \tilde{S}^0_{i,\tau,k}) - E g_\tau(\tau, S^0_\tau) \right\}$ is upper bounded by $O(n^{-1/2} \sqrt{\log m + \log n} + \Delta_3(n, m) + L_f \Delta_1(n, m))$.

• More generally, when $\tau \geq 3$, we have

$$E g_\tau(\tau, S^0_\tau) = E \int_{s_r, s_{\tau-1}, \ldots, s_2} g_\tau(\tau, s_r) f_{\tau 2s} (s_r - G_0(\tau - 1, s_{\tau-1})) \cdots f_{\tau 2s} (s_2 - G_0(1, S_1))ds_r \cdots ds_2,$$

and that

$$E^* g_\tau(\tau, \tilde{S}^0_{i,\tau,k}) = \int_{s_r, s_{\tau-1}, \ldots, s_2} g_\tau(\tau, s_r) \tilde{f}_{\tau 2s} (s_r - \tilde{G}_0(\tau - 1, s_{\tau-1})) \cdots \tilde{f}_{\tau 2s} (s_2 - \tilde{G}_0(1, S_{i,1}))ds_r \cdots ds_2.$$

Similarly, we can show that the difference $n^{-1} \sum_{i=1}^{n} E^* \left\{ g_\tau(\tau, \tilde{S}^0_{i,\tau,k}) - E g_\tau(\tau, S^0_\tau) \right\}$ can be upper bounded by $O(n^{-1/2} \sqrt{\log m + \log n} + \Delta_3(n, m) + L_f \Delta_1(n, m))$, with probability at least $1 - O(m^{-1} n^{-1}) - o(1)$.

To summarize, we have shown that, with probability approaching 1, $|\hat{E} - E|$ can be upper bounded by $O(m^{-1/2} \sqrt{\log nm} + m^2 \Delta_3(n, m) + L_fm^2 \Delta_1(n, m) + m \Delta_2(n, m))$.

As for the error bound for $|\hat{E} - IE|$, it can be expressed by

$$|\hat{E} - IE| = \left| \frac{1}{nM} \sum_{i=1}^{n} \sum_{k=1}^{M} \sum_{\tau=1}^{m} \left( \left\{ \hat{g}_1(\tau, \hat{S}_{i\tau,k}^{1}) - \hat{g}_1(\tau, \tilde{S}_{i\tau,k}^{0}) \right\} - E \left\{ g_1(\tau, S_\tau^{1}) - g_1(\tau, S_\tau^{0}) \right\} \right) \right|$$

$$\leq \sum_{\tau=1}^{m} \left[ \frac{1}{nM} \sum_{i=1}^{n} \sum_{k=1}^{M} \hat{g}_1(\tau, \hat{S}_{i\tau,k}^{1}) - E \left\{ g_1(\tau, S_\tau^{1}) \right\} \right] + \frac{1}{nM} \sum_{i=1}^{n} \sum_{k=1}^{M} \hat{g}_1(\tau, \tilde{S}_{i\tau,k}^{0}) - E \left\{ g_1(\tau, S_\tau^{0}) \right\} \right].$$

The error bound can be obtained using similar arguments in deriving the error bound of $|\hat{E} - DE|.$
I Proofs of Theorems 5 and 6

The proofs of Theorems 5 and 6 are very similar to those of Theorems 1 and 2, and we sketch an outline only. To prove the consistency of the proposed test for DE in Theorem 5, it suffices to show the joint asymptotic normality of the set of estimated varying coefficients \( \{ \hat{\theta}_{st}(\tau, \iota) \}_{\tau, \iota} \). We first notice that, the initial estimator obtained in Step 1 of Algorithm 3 is obtained by applying Steps 1 and 2 of Algorithm 1 to each individual region. The asymptotic normality of the initial estimator can be proven using similar arguments in the proof of Theorem 1.

Next, note that the refined estimator \( (\hat{\theta}_{1, \iota}^T, \ldots, \hat{\theta}_{1, \iota}^T)^T \) is essentially a linear transformation of the initial estimator. Using similar arguments in Section E, we can further calculate the asymptotic bias and variance, as well as the asymptotic normality of \( \hat{\theta}_{st}(\tau, \iota) \), based on the expression

\[
\hat{\theta}_{st}(\tau, \iota) = \kappa_{\ell, h_{st}}(\iota) \hat{\theta}_{0, st}(\iota)
\]

The proof of Theorem 6 is similar to that of Theorem 2. The only difference lies in the dimension of parameter vector. To be specific, let \( c_i^\beta(\tau, \iota), E_i^\Phi(\tau, \iota), E_i^\Gamma(\tau, \iota) \) be the analogs of \( c_i^\beta(\tau), E_i^\Phi(\tau), E_i^\Gamma(\tau) \) for \( 1 \leq \tau \leq m, 1 \leq \iota \leq r \) under the spatiotemporal case. Denote

\[
x_{st, i}(\tau, \iota) = \left( e_i^\beta(\tau, \iota)^T, \{ \text{vec}(E_i^\Phi(\tau, \iota)) \}^T, E_i^\Gamma(\tau, \iota)^T \right)^T \in \mathbb{R}^{2(d+2)},
\]

\[
x_{st, i}(\iota) = \left( x_i(2, \iota)^T, x_i(3, \iota)^T, \ldots, x_i(m, \iota)^T \right)^T \in \mathbb{R}^{p_x}, \quad p_x = 2(m-1)dp,
\]

\[
x_{st, i} = (x_{st, i}(1)^T, x_{st, i}(2)^T, \ldots, x_{st, i}(r)^T)^T \in \mathbb{R}^{p_{x_{st}}}, \quad p_{x_{st}} = 2(m-1)dpr.
\]

Define the function

\[
F_{IE_{st}} = \frac{1}{mr} \sum_{\iota = 1}^m \sum_{\tau = 1}^m \left[ \left( \beta_{s}(\tau, \iota) + \frac{e_{\tau, \iota}^\beta}{\sqrt{n}} \right)^T \cdot \sum_{j=1}^{\tau-1} \left\{ \prod_{k=j+1}^{\tau-1} \left( \Phi_{s}(k, \iota) \right) + \frac{E_{k, \iota}^\Phi}{\sqrt{n}} \right\} \left( \Gamma_{s}(j, \iota) + \frac{E_{j, \iota}^\Gamma}{\sqrt{n}} \right) \right].
\]

Similar to Theorem 2, the proof of Theorem 6 contains two steps. In the first step, we could employ the high-dimensional Gaussian approximation theory to bound the difference between \( \hat{\text{IE}}_{st} - \text{IE}_{st} \) and \( \hat{\text{IE}}_{st} - \hat{\text{IE}}_{st} \), assuming that these statistics are constructed based on the oracle parameters. This allows us to establish the validity of the bootstrap algorithm in the second step. As we have commented, the only difference lies in the dimension of parameters, and the results can be derived similarly using the arguments in the proof for Theorem 2.
Table 4: Simulation results of DE test based on temporal model and data from city A. We report the rejection probabilities of 400 replicates with standard error in brackets for different business metrics (answer rate-ART, completion rate-CRT, and drivers’ total income-DTI), temporal-alternating design of experiment \((\text{hour} = 1, 3, 6)\), number of days \((n = 8, 14, 20)\), and relative improvement in percentage \((\delta = 0.00, 0.25, 0.50, 0.75, 1.00)\).

|   | hour |   | n   | 0.00 | 0.25 | 0.50 | 0.75 | 1.00 |
|---|------|---|-----|------|------|------|------|------|
| ART | 1    | 8 | 4.5(1.0) | 27.8(2.2) | 57.8(2.5) | 80.0(2.0) | 89.2(1.5) |
|     |      | 14| 5.5(1.1) | 40.0(2.4) | 76.8(2.1) | 92.8(1.3) | 97.5(0.8) |
|     |      | 20| 4.5(1.0) | 53.0(2.5) | 89.0(1.6) | 98.0(0.7) | 99.8(0.2) |
|     | 3    | 8 | 6.5(1.2) | 21.0(2.0) | 34.8(2.4) | 53.8(2.5) | 68.8(2.3) |
|     |      | 14| 6.8(1.3) | 17.0(1.9) | 44.0(2.5) | 66.8(2.4) | 81.2(2.0) |
|     |      | 20| 4.8(1.1) | 26.0(2.2) | 56.5(2.5) | 82.0(1.9) | 94.8(1.1) |
|     | 6    | 8 | 6.0(1.2) | 12.2(1.6) | 23.0(2.1) | 36.8(2.4) | 45.2(2.5) |
|     |      | 14| 7.5(1.3) | 15.5(1.8) | 29.8(2.3) | 49.8(2.5) | 68.2(2.3) |
|     |      | 20| 8.0(1.4) | 20.0(2.0) | 40.2(2.5) | 59.8(2.5) | 75.5(2.2) |
| CRT | 1    | 8 | 5.0(1.1) | 26.5(2.2) | 52.8(2.5) | 76.5(2.1) | 85.0(1.8) |
|     |      | 14| 6.2(1.2) | 37.0(2.4) | 73.2(2.2) | 90.2(1.5) | 97.2(0.8) |
|     |      | 20| 4.5(1.0) | 47.8(2.5) | 85.0(1.8) | 97.5(0.8) | 100.0(0.0) |
|     | 3    | 8 | 6.2(1.2) | 19.5(2.0) | 36.2(2.4) | 52.8(2.5) | 66.8(2.4) |
|     |      | 14| 6.0(1.2) | 18.2(1.9) | 41.2(2.5) | 56.2(2.4) | 78.2(2.1) |
|     |      | 20| 4.8(1.1) | 24.8(2.2) | 56.8(2.5) | 80.2(2.0) | 93.8(1.2) |
|     | 6    | 8 | 5.2(1.1) | 10.0(1.5) | 21.0(2.0) | 34.8(2.4) | 44.5(2.5) |
|     |      | 14| 6.5(1.2) | 14.8(1.8) | 29.0(2.3) | 46.2(2.5) | 63.5(2.4) |
|     |      | 20| 7.5(1.3) | 18.8(2.0) | 37.2(2.4) | 56.0(2.5) | 72.2(2.2) |
| DTI | 1    | 8 | 6.5(1.2) | 24.2(2.1) | 46.8(2.5) | 64.2(2.4) | 76.0(2.1) |
|     |      | 14| 6.2(1.2) | 33.8(2.4) | 65.0(2.4) | 81.8(1.9) | 91.0(1.4) |
|     |      | 20| 5.5(1.1) | 38.0(2.4) | 74.8(2.2) | 90.2(1.5) | 96.2(0.9) |
|     | 3    | 8 | 6.5(1.2) | 15.2(1.8) | 32.5(2.3) | 47.2(2.5) | 62.3(2.4) |
|     |      | 14| 3.5(0.9) | 18.8(2.0) | 42.5(2.5) | 64.0(2.4) | 78.2(2.1) |
|     |      | 20| 5.0(1.1) | 25.8(2.2) | 52.8(2.5) | 77.0(2.1) | 91.5(1.4) |
|     | 6    | 8 | 6.5(1.2) | 12.2(1.6) | 18.2(1.9) | 29.8(2.3) | 40.8(2.5) |
|     |      | 14| 6.5(1.2) | 12.0(1.6) | 23.5(2.1) | 37.8(2.4) | 49.5(2.5) |
|     |      | 20| 6.5(1.2) | 12.8(1.7) | 28.8(2.3) | 46.0(2.5) | 61.5(2.4) |
Table 5: Simulation results of DE test based on temporal model and data from city B. We report the rejection probabilities of 400 replicates with standard error in brackets for different business metrics (answer rate-ART, completion rate-CRT, and drivers' total income-DTI), temporal-alternating design of experiment \((\text{hour} = 1, 3, 6)\), number of days \((n = 8, 14, 20)\), and relative improvement in percentage \((\delta = 0.00, 0.25, 0.50, 0.75, 1.00)\).

| y  | hour | n   | 0.00     | 0.25     | 0.50     | 0.75     | 1.00     |
|----|------|-----|----------|----------|----------|----------|----------|
| ART| 1    | 8   | 3.8(0.9) | 18.8(2.0)| 42.2(2.5)| 64.0(2.4)| 76.8(2.1)|
|    |      | 14  | 3.5(0.9) | 27.5(2.2)| 63.5(2.4)| 86.0(1.7)| 95.2(1.1)|
|    |      | 20  | 3.0(0.9) | 33.5(2.4)| 72.5(2.2)| 92.8(1.3)| 98.8(0.6)|
|    | 3    | 8   | 5.8(1.2) | 12.2(1.6)| 20.0(2.0)| 29.8(2.3)| 41.2(2.5)|
|    |      | 14  | 6.2(1.2) | 13.2(1.7)| 27.0(2.2)| 41.0(2.5)| 56.0(2.5)|
|    |      | 20  | 5.8(1.2) | 14.5(1.8)| 31.5(2.3)| 50.5(2.5)| 68.2(2.3)|
|    | 6    | 8   | 6.2(1.2) | 13.5(1.7)| 22.5(2.1)| 29.5(2.3)| 41.8(2.5)|
|    |      | 14  | 5.5(1.1) | 13.5(1.7)| 23.0(2.1)| 34.5(2.4)| 50.2(2.5)|
|    |      | 20  | 7.5(1.3) | 16.5(1.9)| 30.5(2.3)| 44.8(2.5)| 60.2(2.4)|
| CRT| 1    | 8   | 2.5(0.8) | 16.0(1.8)| 37.8(2.4)| 56.2(2.5)| 73.0(2.2)|
|    |      | 14  | 2.8(0.8) | 24.8(2.2)| 62.0(2.4)| 86.0(1.7)| 95.5(1.1)|
|    |      | 20  | 3.8(0.9) | 27.5(2.2)| 70.2(2.3)| 94.5(1.1)| 99.2(0.4)|
|    | 3    | 8   | 4.8(1.1) | 10.8(1.5)| 18.2(1.9)| 26.8(2.2)| 39.5(2.4)|
|    |      | 14  | 6.0(1.2) | 11.8(1.6)| 24.2(2.1)| 35.8(2.4)| 50.7(2.5)|
|    |      | 20  | 6.2(1.2) | 12.5(1.7)| 28.0(2.2)| 45.5(2.5)| 63.2(2.4)|
|    | 6    | 8   | 8.0(1.4) | 12.2(1.6)| 20.0(2.0)| 28.5(2.3)| 37.2(2.4)|
|    |      | 14  | 5.2(1.1) | 10.5(1.5)| 20.5(2.0)| 33.0(2.4)| 47.0(2.5)|
|    |      | 20  | 7.5(1.3) | 17.2(1.9)| 29.8(2.3)| 44.2(2.5)| 56.0(2.5)|
| DTI| 1    | 8   | 3.8(0.9) | 14.5(1.8)| 29.2(2.3)| 49.8(2.5)| 64.8(2.4)|
|    |      | 14  | 3.8(0.9) | 21.0(2.0)| 49.8(2.5)| 78.8(2.0)| 93.2(1.3)|
|    |      | 20  | 3.5(0.9) | 22.5(2.1)| 62.2(2.4)| 86.0(1.7)| 97.0(0.9)|
|    | 3    | 8   | 4.2(1.0) | 8.0(1.4) | 16.5(1.9)| 26.8(2.2)| 35.8(2.4)|
|    |      | 14  | 4.0(1.0) | 11.2(1.6)| 22.8(2.1)| 35.2(2.4)| 50.5(2.5)|
|    |      | 20  | 7.0(1.3) | 15.0(1.8)| 30.8(2.3)| 46.8(2.5)| 60.5(2.4)|
|    | 6    | 8   | 7.5(1.3) | 11.0(1.6)| 17.5(1.9)| 23.2(2.1)| 28.8(2.3)|
|    |      | 14  | 6.5(1.2) | 10.5(1.5)| 18.8(2.0)| 28.0(2.2)| 37.2(2.4)|
|    |      | 20  | 7.0(1.3) | 15.0(1.8)| 23.0(2.1)| 31.5(2.3)| 45.2(2.5)|

Table 6: Simulation results of IE test based on temporal model and data from city A.

| TI | n   | 0     | 0.25   | 0.5    | 0.75   | 1      |
|----|-----|-------|--------|--------|--------|--------|
| 1  | 8   | 4.8(1.1)| 12.0(1.6)| 46.2(2.5)| 74.8(2.2)| 87.0(1.7)|
|    | 14  | 5.5(1.1)| 25.5(2.2)| 75.2(2.2)| 89.8(1.5)| 94.5(1.1)|
|    | 20  | 6.2(1.2)| 47.0(2.5)| 86.8(1.7)| 93.8(1.2)| 97.0(0.9)|
| 3  | 8   | 4.5(1.0)| 10.0(1.5)| 21.0(2.0)| 46.8(2.5)| 64.5(2.4)|
|    | 14  | 6.0(1.2)| 21.2(2.0)| 49.5(2.5)| 72.5(2.2)| 84.2(1.8)|
|    | 20  | 5.2(1.1)| 23.8(2.1)| 66.0(2.4)| 83.0(1.9)| 89.2(1.5)|
| 6  | 8   | 5.0(1.1)| 9.2(1.4)| 17.0(1.9)| 32.2(2.3)| 52.0(2.5)|
|    | 14  | 5.8(1.2)| 15.0(1.8)| 37.8(2.4)| 65.0(2.4)| 77.0(2.1)|
|    | 20  | 5.8(1.2)| 21.8(2.1)| 58.2(2.5)| 76.5(2.1)| 83.5(1.9)|
Table 7: Simulation results of IE test based on temporal model and data from city B.

| TI  | n  | 0     | 0.25  | 0.5   | 0.75  | 1     |
|-----|----|-------|-------|-------|-------|-------|
| 1   | 8  | 5.2(1.1) | 9.2(1.4) | 32.8(2.3) | 64.8(2.4) | 80.0(2.0) |
|     | 14 | 5.0(1.1) | 18.2(1.9) | 65.8(2.4) | 83.5(1.9) | 91.2(1.4) |
|     | 20 | 7.2(1.3) | 33.0(2.4) | 79.5(2.0) | 91.2(1.4) | 95.5(1.0) |
| 3   | 8  | 4.8(1.1) | 8.5(1.4)  | 15.0(1.8)  | 30.2(2.3) | 52.8(2.5) |
|     | 14 | 5.2(1.1) | 17.0(1.9) | 33.5(2.4) | 62.3(2.4) | 74.8(2.2) |
|     | 20 | 5.0(1.1) | 19.5(2.0) | 52.0(2.5) | 75.0(2.2) | 85.5(1.8) |
| 6   | 8  | 4.8(1.1) | 7.8(1.3)  | 13.5(1.7)  | 21.5(2.1) | 34.8(2.4) |
|     | 14 | 6.5(1.2) | 13.2(1.7) | 23.2(2.1) | 49.5(2.5) | 68.0(2.3) |
|     | 20 | 5.5(1.1) | 15.0(1.8) | 36.5(2.4) | 65.5(2.4) | 77.5(2.1) |

Table 8: Simulation results of DE test based on spatiotemporal model and data from city A.

| TI  | DE   | n=8   | n=14  | n=20  |
|-----|------|-------|-------|-------|
|     | delta1 | 0     | 0.5   | 1     |
| TI=1 |      | 5.0(2.3) | 50.8(1.6) | 60.5(1.5) |
|      |      | 3.8(2.6) | 82.3(1.7) | 85.8(1.4) |
|      |      | 4.8(1.4) | 36.8(1.2) | 56.8(1.8) |
|      |      | 4.0(2.3) | 21.0(2.0) | 75.5(2.5) |
|      |      | 3.5(1.5) | 23.3(1.9) | 27.5(2.3) |
|      |      | 6.0(2.4) | 31.8(2.2) | 48.5(1.2) |
| TI=3 |      | 5.0(1.7) | 80.5(1.1) | 81.3(2.1) |
|      |      | 4.0(2.3) | 21.3(1.8) | 33.3(1.2) |
|      |      | 3.5(1.5) | 43.8(2.0) | 49.5(1.8) |
|      |      | 6.0(2.4) | 39.0(1.1) | 54.8(2.8) |
| TI=6 |      | 5.0(1.7) | 81.0(1.5) | 81.3(2.1) |
|      |      | 4.0(2.3) | 21.3(1.8) | 33.3(1.2) |
|      |      | 3.5(1.5) | 43.8(2.0) | 49.5(1.8) |
|      |      | 6.0(2.4) | 39.0(1.1) | 54.8(2.8) |

| TI  | DE   | n=8   | n=14  | n=20  |
|-----|------|-------|-------|-------|
|     | delta1 | 0     | 0.5   | 1     |
| TI=1 |      | 5.0(1.6) | 56.3(1.9) | 67.3(2.0) |
|      |      | 6.3(2.6) | 75.5(2.3) | 81.0(1.5) |
|      |      | 5.3(1.0) | 87.3(2.2) | 92.0(1.0) |
|      |      | 4.3(2.5) | 44.0(2.4) | 62.5(1.7) |
|      |      | 8.5(1.7) | 54.3(1.4) | 81.5(1.5) |
|      |      | 6.5(1.3) | 71.0(1.8) | 85.3(2.3) |
| TI=3 |      | 2.8(2.1) | 28.3(1.4) | 25.3(2.1) |
|      |      | 4.5(2.5) | 41.3(2.5) | 34.3(2.4) |
|      |      | 5.8(2.4) | 44.8(1.2) | 53.5(2.3) |
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Table 9: Simulation results of IE test based on spatiotemporal model and data from city A.

|      | Temporal-alternating |                  |                  |                  |                  |                  |
|------|----------------------|------------------|------------------|------------------|------------------|------------------|
|      |                      | delta1           | delta2           | delta1           | delta2           | delta2           |
|      |                      | 0                | 0.5              | 0                | 0.5              | 1                |
| TI=1 |                      |                  |                  |                  |                  |                  |
| n=8  | 6.0(1.9)             | 57.3(1.1)        | 63.8(1.5)        | 83.8(2.4)        | 92.8(1.9)        | 94.0(1.1)        |
| n=14 | 5.3(2.3)             | 76.0(1.9)        | 78.0(2.2)        | 92.0(1.9)        | 94.3(2.4)        | 97.0(2.3)        |
| n=20 | 4.0(1.6)             | 88.8(2.0)        | 90.8(1.5)        | 94.3(1.6)        | 96.3(1.1)        | 98.3(2.5)        |
| TI=3 |                      |                  |                  |                  |                  |                  |
| n=8  | 4.5(2.5)             | 45.0(2.2)        | 49.5(2.4)        | 53.3(2.5)        | 60.5(2.1)        | 68.0(1.6)        |
| n=14 | 5.3(1.7)             | 60.5(1.3)        | 61.8(1.2)        | 64.0(1.7)        | 69.5(1.8)        | 84.8(2.3)        |
| n=20 | 3.5(2.1)             | 75.8(1.4)        | 77.0(2.0)        | 72.3(1.6)        | 84.5(1.1)        | 92.3(2.4)        |
| TI=6 |                      |                  |                  |                  |                  |                  |
| n=8  | 6.0(2.3)             | 29.8(1.1)        | 32.0(2.1)        | 50.8(2.2)        | 61.3(2.1)        | 63.8(1.4)        |
| n=14 | 4.8(1.7)             | 50.5(1.7)        | 51.0(1.6)        | 59.0(1.9)        | 68.0(1.7)        | 82.5(2.4)        |
| n=20 | 4.8(2.2)             | 59.5(1.3)        | 61.5(2.1)        | 77.5(1.8)        | 83.5(1.3)        | 88.3(1.8)        |

|      | Spatiotemporal-alternating |                  |                  |                  |                  |                  |
|      |                          | delta1           | delta2           | delta1           | delta2           | delta2           |
|      |                          | 0                | 0.5              | 0                | 0.5              | 1                |
| TI=1 |                          |                  |                  |                  |                  |                  |
| n=8  | 4.3(2.1)                | 59.3(1.5)        | 66.0(1.1)        | 85.8(1.5)        | 94.3(1.9)        | 96.0(1.4)        |
| n=14 | 6.3(1.1)                | 78.5(2.4)        | 80.3(1.6)        | 93.0(2.1)        | 96.0(1.8)        | 98.0(1.7)        |
| n=20 | 6.5(1.9)                | 90.0(2.1)        | 92.0(1.1)        | 95.8(1.9)        | 97.5(1.6)        | 99.8(1.2)        |
| TI=3 |                          |                  |                  |                  |                  |                  |
| n=8  | 5.0(1.6)                | 47.0(1.8)        | 51.5(2.0)        | 55.0(1.3)        | 62.0(2.6)        | 70.0(2.3)        |
| n=14 | 5.5(2.0)                | 62.0(2.2)        | 63.8(1.6)        | 65.8(2.4)        | 71.5(2.3)        | 85.8(1.6)        |
| n=20 | 5.3(1.8)                | 77.0(1.6)        | 78.8(1.4)        | 73.3(1.6)        | 86.3(1.1)        | 93.5(2.2)        |
| TI=6 |                          |                  |                  |                  |                  |                  |
| n=8  | 6.0(1.9)                | 31.3(2.1)        | 34.0(1.6)        | 51.8(1.0)        | 62.3(2.5)        | 64.8(1.2)        |
| n=14 | 4.8(2.3)                | 52.0(1.5)        | 53.3(1.3)        | 61.3(1.2)        | 70.5(2.1)        | 84.3(1.5)        |
| n=20 | 4.8(1.1)                | 62.0(2.4)        | 63.0(2.2)        | 79.8(1.6)        | 86.0(1.7)        | 90.3(2.5)        |
Figure 12: Scaled numbers of answered and finished requests from City A (the first row) and City B (the second row) across 40 days.

Figure 13: Empirical rejection rates of the proposed test for DE, with different combinations of $n, \delta, TI$ and outcomes based on the real dataset from city A (the number of answered requests in the first row and the number of finished requests in the second row).
Figure 14: Empirical rejection rates of the proposed test for DE, with different combinations of $n$, $\delta$, TI and outcomes based on the real dataset from city B (the number of answered requests in the first row and the number of finished requests in the second row).
Figure 15: Plots of the fitted drivers’ total income against the observed values as well as the corresponding residuals. Data are collected from an A/A or A/B experiment under the temporal alternation design.
Figure 16: Plots of the fitted number of orders ($\hat{e}_1$) and drivers’ online time ($\hat{e}_2$) against their observed values, as well as the corresponding residuals. Data are collected from an A/A or A/B experiment under the temporal alternation design.

K Codes

K.1 Code for cross validation

```python
import numpy as np
import pandas as pd
import statsmodels.api as sm
import statsmodels.formula.api as smf
from itertools import product
from multiprocessing import mp
import os
warnings.filterwarnings("ignore")
import sys
path='.../temporal/src'
if path not in sys.path:
sys.path.append(path)
from sklearn.model_selection import KFold
from model_new import VCM

### simulation settings ###
file = 'V2_hangzhou_serial_order_dispatch_AA.csv'
ycol = 'gmv'
xcols = ['cnt_call', 'sum_online_time']
scols = ['cnt_call_1', 'sum_online_time_1']
acol = 'is_exp'
regcols = ['const'] + xcols

df = pd.read_csv('C:/Users/annie/OneDrive - pku.edu.cn/projects/3. Finished/stvcm/Code+Data20210825/temporal/data/' + file)
```
df['const'] = 1
xycols = [ycol] + regcols +['date', 'time']
df = df[xycols]

NN = 40
idx = [i+1 for i in range(NN)]

kf = KFold(n_splits=5, shuffle=True)

param_grid = [0.05*i for i in range(20)] * NN ** (-1/3)

K = 3; M = 48
res = []

for train_index, test_index in kf.split(idx):
    df_train = df.loc[df['date'].isin(train_index)].set_index(['date','time'])
    df_test = df.loc[df['date'].isin(test_index)].set_index(['date','time'])
    for hc in param_grid:
        Amat = df_train.groupby('date').apply(lambda dt: np.dot(dt[regcols].T.values, dt[regcols].values)).sum()
        bvec = df_train.groupby('date').apply(lambda dt: np.dot(dt[regcols].T, dt[ycol])).sum()
        eps_diag = np.eye(Amat.shape[0]) * 1e-3
        theta = np.linalg.solve(Amat+eps_diag, bvec)
        theta = pd.DataFrame(theta.reshape((M, K)), columns=regcols)
        tmat = np.mat(np.repeat(np.arange(M)/(M-1), M), (M,M))
        theta = smooth(theta.T, ker_mat((tmat.T-tmat),hc)).T
        df_test['fitted'] = df_test[regcols].dot(theta_DE.values.flatten())
        df_test['resid'] = df_test[ycol] - df_test['fitted']
        res.append(sum((df_test['resid'])**2))

res = np.array(res).reshape(5,20)
res = res.sum(axis=0)
np.array(param_grid)[np.where(np.min(res))]

**K.2 Main code**

```python
import numpy as np
import pandas as pd
import statsmodels.api as sm
import statsmodels.formula.api as smf
from itertools import product
import multiprocessing as mp
from numpy import kron
import os
import warnings
warnings.filterwarnings("ignore")
import sys
path='.../Spatio-temporal/src
if path not in sys.path:
sys.path.append(path)
from model_st_new import VCM

### simulation settings ###
```
ycol = ['gmv', 'cnt_grab', 'cnt_finish']
xcol = ['cnt_call', 'sum_online_time']
scol = 'cnt_call_1' # the lag term
acol = 'is_exp'
acol_n = 'is_exp_n'
regcols = ['const'] + [xcol]

adj_mat = np.array([[0,1,1,0,0,0,0,0,0,0],
                     [1,0,0,1,0,0,0,0,0,0],
                     [1,1,0,1,1,0,0,0,0,0],
                     [0,1,0,1,0,1,0,0,0,0],
                     [0,0,1,0,1,0,1,0,0,0],
                     [0,0,0,1,1,0,1,1,0,1],
                     [0,0,0,0,1,0,0,1,0,1],
                     [0,0,0,0,0,1,0,0,1,0],
                     [0,0,0,0,0,0,1,0,0,1],
                     [0,0,0,0,0,0,0,1,1,0]]
G = 10
adj_mat = adj_mat / np.repeat(adj_mat.sum(axis=0), G).reshape(G, G)
nsim = 400

two_sided = False
wild_bootstrap = False
interaction = False

DDS = [0.00, 0.005, 0.01]
IIS = [0.00, 0.005, 0.01]
IIS_n = [0.00, 0.005, 0.01]
NNs = [8, 14, 20]
TIs = [1, 3, 6]
designs = ['st', 't']

wbi = 1 if wild_bootstrap else 0
tsi = 1 if two_sided else 0
ini = 1 if interaction else 0
hc = 0.01
hc_b = 0.01
IE = True

DD = 0
for (II, II_n, TI, design, NN) in product(IIS, IIS_n, TIs, designs, NNs):
    file = 'V1_hangzhou_pool.csv'
df = pd.read_csv('../data/' + file, index_col=['grid_id', 'date', 'time'])
path = '../res/IE_{}_{0}_{}_{0}_{}_{0}_{0}_{0}.npy'.format(design, file, NN, TI, DDS)
if os.path.exists(path):
    continue
df['const'] = 1
M = len(df.index.get_level_values(2).unique())
N = len(df.index.get_level_values(1).unique())
NM = M*N
if IE:
    df[scol] = np.append(np.delete(df[xcol].values *
        (df.index.get_level_values(2)>0), 0), 0)
    df[scol][df[scol]==0] = np.nan
xyscols = [ycol] + regcols + [scol]
df = df[xyscols]
else:
    xycols = [ycol] + regcols
    df = df[xycols]
    df[acol] = -1

model0 = VCM(df, ycol, xcol, acol, scol, IE,
              interaction=interaction,
              two_sided=two_sided,
              wild_bootstrap=wild_bootstrap,
              center_x=True, scale_x=True, hc=hc)
model0.estimate(null=True)

df['fitted_DE'] = model0.holder['fitted_DE'].values
df['eta_DE'] = model0.holder['eta_DE'].values
df['eps_DE'] = model0.holder['eps_DE'].values
df['fitted_IE'] = model0.holder['fitted_IE'].values
df['eta_IE'] = model0.holder['eta_IE'].value
df['eps_IE'] = model0.holder['eps_IE'].values

def generate(df, N, ycol, regcols, acol, ti=1, delta=0, delta_s=0, delta_s_n=0):
    grids = (df.index.get_level_values(0).unique())
    G = len(grids)
    dates = (df.index.get_level_values(1).unique())
    number_of_days = len(dates)
    M = len(df) // G // number_of_days

    dates_ = np.random.choice(dates, size=(N,), replace=True)
    df_ = df.loc[[x,y,z] for x in grids for y in dates_ for z in range(M),:]
    df_.reset_index(inplace=True)
    df_['date'] = np.tile(np.repeat(np.arange(N),M), G)
    df_.set_index(['grid_id','date','time'], inplace=True)
    mt = int(24/ti)
    if ti < 24:  # intra-day time interval
        abv = np.tile(np.repeat([-1,1], M//mt), mt//2)
        bav = np.tile(np.repeat([1,-1], M//mt), mt//2)
        vec = np.hstack([abv, bav])
    elif ti == 24:  # inter-day time interval
        av = -np.ones(M)
        bv = np.ones(M)
        vec = np.hstack([av, bv])

    if design == 'st':
        for i in range(G):
            gvs = np.append(gvs, np.random.choice([-1,1])*gv)
    else:
        for i in range(G):
            gvs = np.append(gvs, gv)
    df_[acol] = gvs
df_[acol_n] = np.dot(adj_mat, ((df_[acol].values+1)/2).reshape(G,M*N)).ravel()

    if IE:
        idx1 = np.arange(df_.shape[0])[df_.index.get_level_values(2)>0]
        a=(df_['fitted_IE'] + \
           df_['eps_IE'] * np.repeat(np.random.randn(N*G), M) + \
           df_['eta_IE'] * np.repeat(np.random.randn(N*G), M)).values
        df_[xcol].iloc[idx1]=a[~np.isnan(a)]
\[
\begin{align*}
\text{df}_n[xcol] & \ast= \left(1+\delta_{s,n}\right) \\
\text{df}.\text{loc}[\text{df}[acol]==1, xcol] & \ast= \left(1+\delta_s\right) \\
\text{df}[scol] & = \text{np.append}(\text{np.delete(} \text{df}[xcol].\text{values} *(\text{df}.\text{index}.\text{get_level_values(2)>0),0),0) \\
\text{df}[scol][\text{df}[scol]==0] & = \text{np.nan} \\
\text{df}[ycol] & = (\text{df}[\text{'fitted_DE'}] + \\
\text{df}[\text{'eps_DE']}} * \text{np.repeat}(\text{np.random.randn(N*G), M}) + \ \\
\text{df}[\text{'eta_DE']}} * \text{np.repeat}(\text{np.random.randn(N*G), M)).\text{values} \\
\text{df}[ycol] & \ast= \left(1+\delta_{s,n}\right) \\
\text{df}.\text{loc}[\text{df}[acol]==1, ycol] & \ast= \left(1+\delta + \delta_s\right) \\
\end{align*}
\]

return df_

def one_step(seed):
np.random.seed(seed)
ret = []

df_ = generate(df, NN, ycol, regcols, acol, TI, DD, II, II_n)
model = VCM(df_, ycol, xcol, acol, acol_n, scol, IE, interaction=interaction, two_sided=two_sided, wild_bootstrap=wild_bootstrap, center_x=True, scale_x=True, hc=hc)
if IE==0:
model.inference()
ret.append([model.holder[\'test_stats_wb\'], model.holder[\'test_stat\'], model.holder[\'pvalue1\'], model.holder[\'pvalue2\']])
else:
model.estimate()
ret.append(model.holder[\'test_stat_IE\'])
return ret

pool = mp.Pool(20)
rets = pool.map(one_step, range(nsim))
rets = np.array(rets)
pool.close()

path = '../res/IE_{design}_{file}_{NN}_{TI}_{DDS}.npy'.format(design, file, NN, TI, DDS)
np.save(path, rets)

L Further Discussions and Extensions
L.1 Endogeneity bias

In this subsection, we discuss how to remove the endogeneity bias when the random effects appear in the state regression model as well. Specifically, Model 1 becomes

\[
Y_{i,\tau} = \beta_0(\tau) + S_{i,\tau}^T \beta(\tau) + A_{i,\tau} \gamma(\tau) + e_{i,\tau} = Z_{i,\tau}^T \theta(\tau) + e_{i,\tau},
\]

\[
S_{i,\tau+1} = \phi_0(\tau) + \Phi(\tau)S_{i,\tau} + A_{i,\tau} \Gamma(\tau) + e_{i,\tau} = \Theta(\tau)Z_{i,\tau} + e_{i,\tau},
\]

where \( e_{i,\tau} = \eta_{i,\tau} + \varepsilon_{i,\tau}, \) \( \eta_{i,\tau} \) characterizes the day-specific temporal variation across different days and \( \varepsilon_{i,\tau} \) is the measurement error. We assume that \( \eta_{i,\tau}, \varepsilon_{i,\tau} \) are mutually independent; \{\varepsilon_{i,\tau}\}_{i,\tau} \]
are independent measurement errors with zero means and $\text{Cov}(\varepsilon_{i,\tau|S}) = \Sigma_{i,\tau|S}$; and $\{\eta_{i,\tau|S}\}_{i,\tau}$ are identical copies of a mean-zero stochastic process with covariance function and $\{\Sigma_{\eta_{S}}(\tau_1, \tau_2)\}_{\tau_1, \tau_2}$.

Due to the potential dependencies between these random effects, past and future features are no longer conditionally independent, leading to the violation of the Markov assumption. As such, the proposed model is no longer MDP and corresponds to a special case of partially observable MDP (POMDP, see e.g., Sutton and Barto, 2018) where the random effects are unobserved. Directly applying existing OPE methods or our proposal developed in Section 2 would yield biased policy value estimators. Note that the predictor $S_{i,\tau} = \Theta(\tau-1)Z_{i,\tau-1} + \varepsilon_{i,\tau-1,S}$ at time $\tau$ is dependent upon the $\varepsilon_{i,\tau}$ due to the existence of the random effects in these residuals, resulting in endogeneity in the state regression model. As a result, the resulting OLS estimator is biased, leading to inconsistent estimation of IE.

We next outline two approaches to remove the endogeneity bias. The first approach relies on the use of historical data in which the actions were set to baseline policy. According to the state regression model, we obtain that

$$S_{t+1} = \phi_0^*(t) + \Phi^*(k)S_1 + e_{t|S}^*,$$

where $\phi_0^*(t) = \sum_{k=1}^{t} \phi_0(k) \prod_{\ell=k+1}^{t} \Phi(\ell)$, $\Phi^*(k) = \prod_{k=1}^{t} \Phi(k)$ and the error $e_{t|S}^*$ is independent of $S_1$. As such, the OLS estimator $\hat{\Phi}^*(k)$ is consistent. When $\{\Phi(k)\}_k$ are nonzero, it allows us to consistently estimate these regression coefficients. On the other hand, when the actions are independent of the states, the regression coefficients $\{\Gamma(\tau)\}_\tau$ can be consistently estimated using data collected from online experiments. This allows us to consistently estimate IE based on (7).

The second approach requires the random effects to satisfy certain covariance structures. In particular, we require the correlation between $\eta_{i,\tau_1|S}$ and $\eta_{i,\tau_2|S}$ to decay to zero as $|\tau_1 - \tau_2| \rightarrow \infty$. For a given sufficiently large $m_1$, the residual error $e_{t|S}$ and the past state $S_{t-m_1}$ become asymptotically uncorrelated. According to the state regression model, we obtain that

$$S_t = \phi(t) + \Phi(t)S_{t-m_1} + \sum_{k=t-m_1}^{t-1} \Gamma_k A_k + e_{t|S},$$

where $\Gamma_k(k) = (\Phi(t-1)\Phi(t-2)\ldots\Phi(k+1))\Gamma(k)$ and can be consistently estimated via OLS. As such, IE can be consistently estimated as well by noting that

$$\text{IE} = \sum_{t=2}^{m} \beta(t)^\top \left\{ \sum_{k=1}^{t-1} \Phi(k) \left( \sum_{\ell=k-m_1}^{k-1} \Gamma_k(\ell) \right) \right\}.$$

### L.2 High-dimensional models

We extend the proposed method to settings with high-dimensional state information in this section. For simplicity, we focus on the linear temporal varying coefficient model example. In the high-dimensional setting, we assume most elements in the regression coefficients $\beta(\tau)$ and $\Phi(\tau)$ are equal to zero. Hypothesis testing is challenging since many penalized estimators such as the Lasso (Tibshirani, 1996) or the Dantzig selector (Candes and Tao, 2007) does not have a traceable limiting distribution.

One solution is to employ regularization methods with folded-concave penalty functions such as the smoothly clipped absolute deviation (SCAD, Fan and Li, 2001), adaptive Lasso (Zou, 2006) or minimal concave penalty (MCP, Zhang, 2010) in Step 1 of Algorithms 1 and 2 to obtain sparse estimators. Under certain minimal-signal-strength assumptions, the resulting estimators possess the
“oracle” property in that they are selection consistent and asymptotically equivalent to the oracle OLS estimators computed as if the supports were known in advance (Fan and Lv, 2011). As such, the proposed Wald-type test statistics for DE remain valid. The bootstrap procedure is equally applicable even when the number of parameters is much larger than the sample size (Dezeure et al., 2017; Zhang and Cheng, 2017). We may also apply sample splitting (Dezeure et al., 2015) or the recursive online-score estimation (ROSE) algorithm (Shi et al., 2021) to account for model selection uncertainty.

Another solution is to employ the debiasing method (Javanmard and Montanari, 2014; Van de Geer et al., 2014; Zhang and Zhang, 2014; Ning and Liu, 2017) to allow for valid inference without the minimal-signal-strength assumption. Specifically, we first apply penalized regression with LASSO, SCAD or MCP to obtain the initial regression estimators. We next debias these initial estimators using decorrelated estimation (see e.g. Shi and Li, 2021, Equation 14). This strategy guarantees each entry of the final estimator is asymptotically normal, regardless of whether the minimal-signal-strength assumption holds or not. These final estimators can be subsequently used for testing DE and IE.

L.3 Test Procedures based on the Unsmoothed Estimator

As commented in the main text, we can also use the unsmoothed estimators to test DE and IE. The resulting tests require weaker conditions on $m$ compared to those built upon the smoothed estimators. Specifically, $m$ is allowed to be either fixed, or to diverge to infinity. To the contrary, tests based on smoothed estimators require $m$ to diverge with $n$ at certain rate.

Test statistics based on the unsmoothed estimators are given by

$$\tilde{DE} = \sum_{\tau=1}^{m} \tilde{\gamma}(\tau), \quad \tilde{IE} = \sum_{\tau=2}^{m} \tilde{\beta}(\tau)^\top \left\{ \sum_{k=1}^{\tau-1} \left( \prod_{l=k+1}^{\tau-1} \hat{\Phi}(l) \right) \hat{\Gamma}(k) \right\}.$$

The standard error of $\tilde{DE}$ is computed based on $\hat{V}_\theta$ which we denote by $\hat{s}(\tilde{DE})$. The residuals and pseudo-outcomes for computing bootstrap samples are also constructed based on the OLS estimators $\hat{\theta}(\tau)$ and $\hat{\Theta}(\tau)$. The following results follow immediately from Theorem 1(i).

Proposition 3 Suppose the assumptions in Theorem 1 hold. Then under $H_0^{DE}$, we have $\mathbb{P}(\tilde{DE}/\hat{s}(\tilde{DE}) > z_\alpha) = \alpha + o(1)$; under $H_1^{DE}$, we have $\mathbb{P}(\hat{DE}/\hat{s}(\hat{DE}) > z_\alpha) \to 1$.

Similar to Theorem 2, we can show that the bootstrap procedure based on the unsmoothed estimators is valid to infer IE as well.

Proposition 4 Suppose that there exist some constants $0 < c_1 \leq 1, 0 \leq c_2 < 3/2$ such that $c_1 \leq \mathbb{E}\|\epsilon_{\tau,S}\|^2$, $\mathbb{E}\epsilon_\tau^2 \leq c_1^{-1}$ for all $1 \leq \tau \leq m$ and that $m = O(n^{c_2})$. Suppose the assumptions in Theorem 1 as well as Assumptions 3 and 4 hold. Then, with probability approaching 1,

$$\sup_z \mathbb{P}(\tilde{IE} - IE \leq z) - \mathbb{P}(\tilde{IE} - IE \leq z|Data) \leq Cn^{-1/8},$$

for some positive constant $C > 0$. 
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