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Abstract Let \((\mathcal{X}, d, \mu)\) be a metric measure space of homogeneous type in the sense of R. R. Coifman and G. Weiss and \(H^1_{\text{at}}(\mathcal{X})\) be the atomic Hardy space. Via orthonormal bases of regular wavelets and spline functions recently constructed by P. Auscher and T. Hytönen, the authors prove that the product \(f \times g\) of \(f \in H^1_{\text{at}}(\mathcal{X})\) and \(g \in \text{BMO}(\mathcal{X})\), viewed as a distribution, can be written into a sum of two bounded bilinear operators, respectively, from \(H^1_{\text{at}}(\mathcal{X}) \times \text{BMO}(\mathcal{X})\) into \(L^1(\mathcal{X})\) and from \(H^1_{\text{at}}(\mathcal{X}) \times \text{BMO}(\mathcal{X})\) into \(H^{\log}(\mathcal{X})\), which affirmatively confirms the conjecture suggested by A. Bonami and F. Bernicot (This conjecture was presented by L. D. Ky in [J. Math. Anal. Appl. 425 (2015), 807-817]).

1 Introduction

Let \(H^1(\mathbb{R}^D)\) and \(\text{BMO}(\mathbb{R}^D)\) be, respectively, the classical Hardy space and the space of functions with bounded mean oscillations on \(\mathbb{R}^D\) endowed with the \(D\)-dimensional Lebesgue measure. As is well known, the pointwise product \(fg\) for \(f \in H^1(\mathbb{R}^D)\) and \(g \in \text{BMO}(\mathbb{R}^D)\) may not be meaningful, since this pointwise product is not locally integrable on \(\mathbb{R}^D\) in general (see [5] for the details). Nevertheless, we can view such a product as a distribution, which is denoted by \(f \times g\) (see [5] again).

In 2007, Bonami et al. [5] systematically studied the product of \(f \in H^1(\mathbb{R}^D)\) and \(g \in \text{BMO}(\mathbb{R}^D)\), which is viewed as a Schwartz distribution and can be further written as a sum of an integrable function and a distribution in some adapted Hardy-Orlicz space. Recently, Bonami, Grellier and Ky [4] essentially improved this result in the following two main aspects.

The first aspect is that the aforementioned Hardy-Orlicz space can be replaced by a smaller space \(H^{\log}(\mathbb{R}^D)\), which is a particular case of Musielak-Orlicz-type Hardy spaces originally introduced by Ky [25]. Via the main theorem of Nakai and Yabuta [38], Bonami, Grellier and Ky [4] further showed that \(H^{\log}(\mathbb{R}^D)\) is optimal in the sense that it cannot be...
replaced by a smaller space; see [4, 25] for the details. For more properties on Musielak-Orlicz-type Hardy spaces, we refer the reader to [18, 25, 30, 31, 32, 33, 40].

Secondly, Bonami, Grellier and Ky [4] answered a question of [5] via showing that $f \times g$ can be written into a sum of two bilinear bounded operators, respectively, from $H^1(\mathbb{R}^D) \times \text{BMO}(\mathbb{R}^D)$ into $L^1(\mathbb{R}^D)$ and from $H^1(\mathbb{R}^D) \times \text{BMO}(\mathbb{R}^D)$ into $H^{\log}(\mathbb{R}^D)$. As a consequence, they obtained an optimal endpoint estimate involving the space $H^{\log}(\mathbb{R}^D)$ for the div-curl lemma, which is related to an implicit conjecture from [5] (see also [4, 3]). Moreover, the above decomposition of the product plays an essential role in establishing the bilinear or the subbilinear decompositions, respectively, for the linear or the sublinear commutators of singular integrals by Ky [24]. For more applications of the above decompositions, we refer the reader to [26, 28].

As is well known, many classical results of harmonic analysis over Euclidean spaces can be extended to spaces of homogeneous type in the sense of Coifman and Weiss [6, 7], or to the RD-space introduced by Han, Müller and Yang [16] (see also [15, 42]).

Recall that a quasi-metric space $(X, d)$ equipped with a nonnegative measure $\mu$ is called a space of homogeneous type in the sense of Coifman and Weiss [6, 7] if $(X, d, \mu)$ satisfies the following measure doubling condition: there exists a positive constant $C_X \in [1, \infty)$ such that, for all balls $B(x, r) := \{ y \in X : d(x, y) < r \}$ with $x \in X$ and $r \in (0, \infty)$,

$$\mu(B(x, 2r)) \leq C_X \mu(B(x, r)),$$

which further implies that there exists a positive constant $\widetilde{C}_X$ such that, for all $\lambda \in [1, \infty)$,

$$\mu(B(x, \lambda r)) \leq \widetilde{C}_X \lambda^n \mu(B(x, r)),$$

where $n := \log_2 C_X$. Let

$$n_0 := \inf\{ n \in (0, \infty) : n \text{ satisfies (1.1)} \}.$$  

Observe that $n_0$ measures the dimension of $X$ in some sense, $n_0 \leq n$ and (1.1) with $n$ replaced by $n_0$ may not hold true.

It is known that a space of homogeneous type, $(X, d, \mu)$, is called a metric measure space of homogeneous type in the sense of Coifman and Weiss if $d$ is a metric and, moreover, a space of homogeneous type, $(X, d, \mu)$, is called an RD-space if it satisfies the following additional reverse doubling condition (see [16]): there exist positive constants $a_0$, $\widetilde{C}_X \in (1, \infty)$ such that, for all balls $B(x, r)$ with $x \in X$ and $r \in (0, \text{diam}(X)/a_0)$,

$$\mu(B(x, a_0 r)) \geq \widetilde{C}_X \mu(B(x, r))$$

(see [42] for more equivalent characterizations of RD-spaces). Here and hereafter,

$$\text{diam}(X) := \sup\{ d(x, y) : x, y \in X \}.$$  

Let $(X, d, \mu)$ be a space of homogeneous type. Coifman and Weiss [7] introduced the atomic Hardy space $H^{p, q}_{\text{at}}(X, d, \mu)$ for all $p \in (0, 1]$ and $q \in [1, \infty] \cap (p, \infty]$ and showed that $H^{p, q}_{\text{at}}(X, d, \mu)$ is independent of the choice of $q$, which is hereafter simply denoted
by $H^p_{at}(\mathcal{X},d,\mu)$, and that its dual space is the Lipschitz space $\text{Lip}_{1/p-1}(\mathcal{X},d,\mu)$ when $p \in (0,1)$, or the space $\text{BMO}(\mathcal{X},d,\mu)$ of functions with bounded mean oscillations when $p = 1$. Coifman and Weiss [7] also introduced the measure distance $\rho$ defined by setting, for all $x, y \in \mathcal{X}$,

\begin{equation}
\rho(x, y) := \inf \{ \mu(B_d) : B_d \text{ is a ball containing } x \text{ and } y \},
\end{equation}

where the infimum is taken over all balls in $(\mathcal{X},d,\mu)$ containing $x$ and $y$; see also [34]. It is well known that, although all balls defined by $d$ satisfy the axioms of the complete system of neighborhoods in $\mathcal{X}$ [and hence induce a (separated) topology in $\mathcal{X}$], the balls $B_d$ are not necessarily open with respect to the topology induced by the quasi-metric $d$.

However, Macías and Segovia [34, Theorem 2] showed that there exists a quasi-metric $\tilde{d}$ such that $\tilde{d}$ is equivalent to $d$, namely, there exists a positive constant $C$ such that, for all $x, y \in \mathcal{X}$,

$$C^{-1}d(x, y) \leq \tilde{d}(x, y) \leq Cd(x, y),$$

and the balls in $(\mathcal{X}, \tilde{d}, \mu)$ are open.

We also recall that a quasi-metric measure space $(\mathcal{X}, \rho, \mu)$ is said to be normal in [34] if there exists a fixed positive constant $C(\rho)$ such that, for all $x \in \mathcal{X}$ and $r \in (0, \infty)$,

$$C^{-1}(\rho)r \leq \mu(B_\rho(x,r)) \leq C(\rho)r.$$

Assuming that all balls in $(\mathcal{X}, d, \mu)$ are open, Coifman and Weiss [7, p. 594] claimed that the topology of $\mathcal{X}$ induced by $d$ coincides with that of $\mathcal{X}$ induced by $\rho$ and $(\mathcal{X}, \rho, \mu)$ is a normal space, which were rigorously proved by Macías and Segovia in [34, Theorem 3], and also that the atomic Hardy space $H^p_{at}(\mathcal{X},d,\mu)$ associated with $d$ and the atomic Hardy space $H^p_{at}(\mathcal{X},\rho,\mu)$ associated with $\rho$ coincide with equivalent quasi-norms for all $p \in (0,1]$. Macías and Segovia [34, Theorem 2] further showed that there exists a normal quasi-metric $\tilde{\rho}$, which is equivalent to $\rho$, such that $\tilde{\rho}$ is $\theta$-Hölder continuous with $\theta \in (0,1)$, namely, there exists a positive constant $C$ such that, for all $x, \bar{x}, y \in \mathcal{X}$,

$$|\tilde{\rho}(x, y) - \tilde{\rho}(\bar{x}, y)| \leq C [\tilde{\rho}(x, \bar{x})]^{\theta} [\tilde{\rho}(x, y) + \tilde{\rho}(\bar{x}, y)]^{1-\theta}.$$

Via certain geometric measure relations between $(\mathcal{X}, d, \mu)$ and $(\mathcal{X}, \rho, \mu)$, Hu et al. [19, Theorem 2.1] rigorously showed the claim of Coifman and Weiss [7, p. 594] on the coincidence of both $H^p_{at}(\mathcal{X}, d, \mu)$ and $H^p_{at}(\mathcal{X}, \rho, \mu)$, which was also used by Macías and Segovia [35, pp. 271-272].

When $(\mathcal{X}, \rho, \mu)$ is a normal quasi-metric measure space, Coifman and Weiss [7] further established the molecular characterization for $H^p_{at}((\mathcal{X}, \rho, \mu)$. When $(\mathcal{X}, \tilde{\rho}, \mu)$ is a normal quasi-metric measure space and $\tilde{\rho}$ is $\theta$-Hölder continuous, Macías and Segovia [35] obtained the grand maximal function characterization for $H^p_{at}((\mathcal{X}, \tilde{\rho}, \mu)$ with $p \in (\frac{1}{1+\theta}, 1]$ via distributions acting on certain spaces of Lipschitz functions; Han [14] obtained their Lusin-area function characterization; Duong and Yan [8] then characterized these atomic Hardy spaces in terms of Lusin-area functions associated with some Poisson semigroups; Li [29] also obtained a characterization of $H^p_{at}((\mathcal{X}, \tilde{\rho}, \mu)$ in terms of the grand maximal function defined via test functions introduced in [17].
Over RD-spaces \((\mathcal{X}, d, \mu)\) with \(d\) being a metric, for \(p \in \left(\frac{n_0}{n_0+1}, 1\right]\) with \(n_0\) as in (1.2), Han et al. [15] developed a Littlewood-Paley theory for atomic Hardy spaces \(H^{0}_{at}(\mathcal{X}, d, \mu)\); Grafakos et al. [12] established their characterizations in terms of various maximal functions. Moreover, it was shown in [16] that these Hardy spaces coincide with Triebel-Lizorkin spaces on \((\mathcal{X}, d, \mu))\). Some basic tools, including spaces of test functions, approximations of the identity and various Calderón reproducing formulas on RD-spaces, were well developed in [15, 16], in order to develop a real-variable theory of Hardy spaces or, more generally, Besov spaces and Triebel-Lizorkin spaces on RD-spaces. From then on, these basic tools play important roles in harmonic analysis on RD-spaces (see, for example, [11, 13, 15, 16, 22, 23, 41, 42]).

Let \((\mathcal{X}, d, \mu)\) be an RD-space. The problem about the product of \(f \in H^{1}_{at}(\mathcal{X}, d, \mu)\) and \(g \in \text{BMO}(\mathcal{X}, d, \mu)\) was first studied by Feuto [9]. In [9], Feuto showed that the product of \(f \in H^{1}_{at}(\mathcal{X}, d, \mu)\) and \(g \in \text{BMO}(\mathcal{X}, d, \mu)\), viewed as a distribution, can be written as a sum of an integrable function and a distribution in some adapted Hardy-Orlicz space. Recently, Ky [27] improved the above result via showing that the product \(g \times f\) can be written into a sum of two linear operators and via replacing the Hardy-Orlicz space by \(H^{log}(\mathcal{X}, d, \mu)\) which is a smaller space than the aforementioned Hardy-Orlicz space and is known to be optimal even when \(\mathcal{X} = \mathbb{R}^{D}\) endowed with the \(D\)-dimensional Lebesgue measure. A. Bonami and F. Bernicot further conjectured that \(g \times f\) can be written into a sum of two bilinear operators, which was presented by Ky in [27, p. 809, Conjecture].

Recently, Auscher and Hytönen [1] built an orthonormal basis of Hölder continuous wavelets with exponential decay via developing randomized dyadic structures and properties of spline functions over general spaces of homogeneous type. Fu and Yang [10] further obtained an unconditional basis of \(H^{1}_{at}(\mathcal{X})\) and several equivalent characterizations of \(H^{1}_{at}(\mathcal{X})\) in terms of wavelets. Motivated by [1], [4] and [10], in this article, we give an affirmative answer to the aforementioned conjecture of Bonami and Bernicot on a metric measure space \((\mathcal{X}, d, \mu)\) of homogeneous type.

We point out that the main result of this article can be used to study the end-point boundedness of commutators generated by linear or sublinear operators (see [24] for the Euclidean case). More applications are also possible (see [26, 28] for the Euclidean case). But we will not consider these problems in this article due to the length of the article.

Throughout this article, for the presentation simplicity, we always assume that \((\mathcal{X}, d, \mu)\) is a metric measure of homogeneous type, \(\text{diam} (\mathcal{X}) = \infty\) and \((\mathcal{X}, d, \mu)\) is non-atomic, namely, \(\mu(\{x\}) = 0\) for any \(x \in \mathcal{X}\). It is known that, if \(\text{diam} (\mathcal{X}) = \infty\), then \(\mu(\mathcal{X}) = \infty\) (see, for example, [1, Lemma 8.1]).

To state the main result of this article, we first recall the notion of the space of test functions on \(\mathcal{X}\), whose following versions were originally introduced by Han, Müller and Yang [15, Definition 2.2] (see also [16, Definition 2.8]).

**Definition 1.1.** Let \(x_1 \in \mathcal{X}\), \(r \in (0, \infty), \beta \in (0, 1] \) and \(\gamma \in (0, \infty)\). A function \(f\) on \(\mathcal{X}\) is said to belong to the space of test functions, \(\mathcal{G}(x_1, r, \beta, \gamma)\), if there exists a non-negative constant \(\bar{C}\) such that

\[
(T1) \quad |f(x)| \leq \bar{C} \frac{1}{V_{r}(x_1)+V_{(x_1, x)}[r + d(x_1, x)]^{\beta}} \quad \text{for all } x \in \mathcal{X};
\]
equivalent norms and the equivalent positive constants depending on $G \in \beta, \gamma$, the dual space $X$.

The space $BMO(\mathcal{X})$ is defined to be the class of all functions, $b \in L^1_{loc}(\mathcal{X})$, satisfying

$$
\|b\|_{BMO(\mathcal{X})} := \sup_B \frac{1}{\mu(B)} \int_B |b(x) - m_B(b)| \, d\mu(x) < \infty,
$$

where the infimum is taken over all balls $B$ in $\mathcal{X}$ and $m_B(b) := [\mu(B)]^{-1} \int_B b \, d\mu$.

Now we recall the following notion of Hardy spaces $H^{1, q}_{at}(\mathcal{X})$, which was introduced in [7].

**Definition 1.3.** Let $q \in (1, \infty]$. A function $a$ on $\mathcal{X}$ is called a $(1, q)$-atom if

(i) $\text{supp} \,(a) \subset B$ for some ball $B \subset \mathcal{X}$;

(ii) $\|a\|_{L^q(\mathcal{X})} \leq [\mu(B)]^{1/q-1}$;

(iii) $\int_{\mathcal{X}} a(x) \, d\mu(x) = 0$.

A function $f \in L^1(\mathcal{X})$ is said to be in the Hardy space $H^{1, q}_{at}(\mathcal{X})$ if there exist $(1, q)$-atoms $\{a_j\}_{j=1}^{\infty}$ and numbers $\{\lambda_j\}_{j=1}^{\infty} \subset \mathbb{C}$ such that

$$
f = \sum_{j=1}^{\infty} \lambda_j a_j,
$$

which converges in $L^1(\mathcal{X})$, and

$$
\sum_{j=1}^{\infty} |\lambda_j| < \infty.
$$

Moreover, the norm of $f$ in $H^{1, q}_{at}(\mathcal{X})$ is defined by setting

$$
\|f\|_{H^{1, q}_{at}(\mathcal{X})} := \inf \left\{ \sum_{j \in \mathbb{N}} |\lambda_j| \right\},
$$

where the infimum is taken over all possible decompositions of $f$ as in (1.4).
Coifman and Weiss [7] proved that $H_{at}^{1,q}(\mathcal{X})$ and $H_{at}^{1,\infty}(\mathcal{X})$ coincide with equivalent norms for all different $q \in (1, \infty)$. Thus, from now on, we denote $H_{at}^{1,q}(\mathcal{X})$ simply by $H_{at}^{1}(\mathcal{X})$.

**Remark 1.4.** It was shown in [7] that $H_{at}^{1}(\mathcal{X})$ is a Banach space which is the predual of $\text{BMO}(\mathcal{X})$.

We also need to recall some notions and results from [27].

Let $L^{\log}(\mathcal{X})$ denote the *Musielak-Orlicz-type space* of $\mu$-measurable functions $f$ such that

$$\int_{\mathcal{X}} \frac{|f(x)|}{\log(e + |f(x)|) + \log(e + d(x_0, x))} \, d\mu(x) < \infty;$$

see [27]. For all $f \in L^{\log}(\mathcal{X})$, the norm of $f$ is defined by setting

$$\|f\|_{L^{\log}(\mathcal{X})} := \inf \left\{ \lambda \in (0, \infty) : \int_{\mathcal{X}} \frac{|f(x)|}{\lambda \log(e + |f(x)|) + \log(e + d(x_0, x))} \, d\mu(x) \leq 1 \right\}.$$

**Remark 1.5.** It is easy to see that $L^1(\mathcal{X}) \subset L^{\log}(\mathcal{X})$ and, for all $f \in L^1(\mathcal{X})$,

$$\|f\|_{L^{\log}(\mathcal{X})} \leq \|f\|_{L^1(\mathcal{X})}.$$

Let $\epsilon \in (0, 1]$, $\beta, \gamma \in (0, \epsilon)$ and $f \in (G_0(\beta, \gamma))^*$. The grand maximal function $M(f)$ is defined by setting, for all $x \in \mathcal{X}$,

$$M(f)(x) := \sup \left\{ |\langle f, h \rangle| : h \in G_0(\beta, \gamma), \|h\|_{G(x, r, \beta, \gamma)} \leq 1 \text{ for some } r \in (0, \infty) \right\}. \quad (1.5)$$

The following notion of Musielak-Orlicz-type Hardy spaces is from [27].

**Definition 1.6.** Let $\epsilon \in (0, 1]$ and $\beta, \gamma \in (0, \epsilon]$. The Hardy space $H^{\log}(\mathcal{X})$ is defined by setting

$$H^{\log}(\mathcal{X}) := \left\{ f \in (G_0(\beta, \gamma))^* : \|f\|_{H^{\log}(\mathcal{X})} := \|M(f)\|_{L^{\log}(\mathcal{X})} < \infty \right\}.$$

We also need to illustrate the meaning of the product $f \times g$ for every $f \in H_{at}^1(\mathcal{X})$ and $g \in \text{BMO}(\mathcal{X})$ (see [27]). For any $h \in G_0(\beta, \gamma)$, let

$$\langle f \times g, h \rangle := \langle gh, f \rangle := \int_{\mathcal{X}} gh \, f \, d\mu.$$

From [27, Proposition 3.1] (see also Lemma 4.11 below), it follows that $gh \in \text{BMO}(\mathcal{X})$ and hence the above definition is well defined in the sense of the duality between $H_{at}^1(\mathcal{X})$ and $\text{BMO}(\mathcal{X})$.

Now we state the main result of this article as follows.

**Theorem 1.7.** Let $(\mathcal{X}, d, \mu)$ be a metric measure space of homogeneous type. Then there exist two bounded bilinear operators $\mathcal{L} : H_{at}^1(\mathcal{X}) \times \text{BMO}(\mathcal{X}) \to L^1(\mathcal{X})$ and $\mathcal{H} : H_{at}^1(\mathcal{X}) \times \text{BMO}(\mathcal{X}) \to H^{\log}(\mathcal{X})$ such that, for all $f \in H_{at}^1(\mathcal{X})$ and $g \in \text{BMO}(\mathcal{X})$,

$$f \times g = \mathcal{L}(f, g) + \mathcal{H}(f, g) \quad \text{in} \quad (G_0(\beta, \gamma))^*,$$

where $\epsilon \in (0, 1]$ and $\beta, \gamma \in (0, \epsilon]$. 
We show Theorem 1.7 by borrowing some ideas from [4]. Indeed, for all \( f, g \in L^2(\mathcal{X}) \) with finite wavelet decompositions, we write \( \Pi_1(\cdot,\cdot) \), \( \Pi_2(\cdot,\cdot) \) and \( \Pi_3(\cdot,\cdot) \), which are called \textit{paraproducts} (see Lemma 3.1 below). We then investigate their boundedness separately.

For \( \Pi_3 \), from the orthonormal basis of regular wavelets, it follows easily that \( \Pi_3 \) is bounded from \( L^2(\mathcal{X}) \times L^2(\mathcal{X}) \) into \( L^1(\mathcal{X}) \) (see Lemma 3.3 below). We then give the meaning of \( \Pi_3(a,g) \) for any \((1,2)\)-atom \( a \) and \( g \in \text{BMO}(\mathcal{X}) \). This is essentially different from the proof of [4, Theorem 5.2] on Euclidean spaces via compactly supported wavelets, where \( \Pi_3(a,g) \) can be written into just one part which is estimated by the aforementioned boundedness of \( \Pi_3 \). However, due to the lack of the compact supports of wavelets constructed by Auscher and Hytönen [1], we need to decompose \( \Pi_3(a,g) \) into three parts via the wavelet characterizations of \( \text{BMO}(\mathcal{X}) \) from Auscher and Hytönen [1, Theorem 11.4] (see the proof of Theorems 4.9 below). On the estimate of the first part, we use the boundedness of \( \Pi_3(a,g) \) from \( L^2(\mathcal{X}) \times L^2(\mathcal{X}) \) into \( L^1(\mathcal{X}) \). Other two parts are estimated directly via the exponential decay of the wavelets and a related very useful technical lemma (namely, [1, Lemma 6.4] which is re-stated as Lemma 2.5 below). Finally, in Theorem 4.9 below, we extend \( \Pi_3 \) to a bounded bilinear operator from \( H^1_{\text{at}}(\mathcal{X}) \times \text{BMO}(\mathcal{X}) \) into \( L^1(\mathcal{X}) \) by establishing a criterion on the boundedness of a sublinear operator from \( H^1_{\text{at}}(\mathcal{X}) \) into a quasi-Banach space (see Theorem 4.7 below), where the equivalence of norms on finite linear combinations of atoms obtained by Mauceri and Meda [36] (see Theorem 4.5 below) plays a crucial role.

For \( \Pi_1 \), to show that \( \Pi_1 \) is bounded from \( L^2(\mathcal{X}) \times L^2(\mathcal{X}) \) into \( H^1_{\text{at}}(\mathcal{X}) \) (see Lemma 3.7 below), we first write \( \Pi_1(f,g) \) into a multiple sum via the spline expansion of \( f \) and the wavelet expansion of \( g \). A key point here is, via smartly relabeling the index of summations of this sum [see (3.33) below], we exchange the order of summations of this sum so that \( \Pi_1(f,g) \) becomes a sum of a sequence of Calderón-Zygmund operators acting on some functions which are proved to belong to \( H^1_{\text{at}}(\mathcal{X}) \) by the equivalent characterizations of \( H^1_{\text{at}}(\mathcal{X}) \) in terms of wavelets obtained in [10] (see also Theorem 2.14 below), which play key roles in this step. Thus, the desired boundedness of \( \Pi_1 \) follows from the boundedness in \( H^1_{\text{at}}(\mathcal{X}) \) of Calderón-Zygmund operators and a technical lemma (see Lemma 2.15 below). Similar to \( \Pi_3 \), we give the meaning of \( \Pi_1(a,g) \) by decomposing it into three parts via the wavelet characterizations of \( \text{BMO}(\mathcal{X}) \) (see the proof of Theorem 4.10 below), which is much more sophisticated than the Euclidean case due to the lack of the compact supports of wavelets. For the estimate of the first part, we use the boundedness of \( \Pi_1(a,g) \) from \( L^2(\mathcal{X}) \times L^2(\mathcal{X}) \) into \( H^1_{\text{at}}(\mathcal{X}) \). Other two parts are estimated directly via the vanishing moments of the wavelets, the properties of spline functions, the orthogonality, the exponential decay of the wavelets and [1, Lemma 6.4]. Finally, we extend \( \Pi_1 \) to a bounded bilinear operator from \( H^1_{\text{at}}(\mathcal{X}) \times \text{BMO}(\mathcal{X}) \) into \( H^1_{\text{at}}(\mathcal{X}) \) via a way similar to that used for \( \Pi_3 \) (see Theorem 4.10 below).

Now we turn to \( \Pi_2 \). The boundedness of \( \Pi_2 \) follows from the boundedness of \( \Pi_1 \), since \( \Pi_2(f,g) = \Pi_1(g,f) \) for all \( f, g \in L^2(\mathcal{X}) \). To define \( \Pi_2(a,g) \) for any \((1,2)\)-atom \( a \) and \( g \in \text{BMO}(\mathcal{X}) \), we decomposing it into three parts (see the proof of Theorem 4.16 below), which are different from those of \( \Pi_1 \) and \( \Pi_3 \). For the estimate of the first part, we use the boundedness of \( \Pi_1(a,g) \) from \( L^2(\mathcal{X}) \times L^2(\mathcal{X}) \) into
$H^1_{\text{at}}(\mathcal{X})$ and the fact $H^1_{\text{at}}(\mathcal{X}) \subset H^{\log}(\mathcal{X})$ (see Corollary 4.15 below). The second part is estimated directly via the vanishing moments of the wavelets, the properties of spline functions, the orthogonality, the exponential decay of the wavelets, [1, Lemma 6.4] and the fact that $H^1_{\text{at}}(\mathcal{X}) \subset H^{\log}(\mathcal{X})$. For the third part, we need some useful properties established in [27] (see also Lemmas 4.12 and 4.13 below, observing these properties are obtained without resorting to the reverse doubling property of $\mathcal{X}$) and an observation that $\Pi_2(a, 1) = a$ [see (4.25) below] via the properties of spline functions. The last observation much simplifies the estimates for $\Pi_2(a, g)$ (see some similar estimates in [4, Lemma 5.1] for the Euclidean case, which strongly depend on the compact support property of wavelets).

By these boundedness of $\Pi_1$, $\Pi_2$ and $\Pi_3$, together with the decompositions for products in $L^2(\mathcal{X})$, we conclude that, for all $(1, 2)$-atoms $a$ and $g \in \text{BMO}(\mathcal{X})$,

$$a \times g = \Pi_1(a, g) + \Pi_2(a, g) + \Pi_3(a, g) \quad \text{in} \quad (G^0_0(\beta, \gamma))^*,$$

which is also different from the result in [4, Theorem 1.1] with compactly supported wavelets, where the above equality was proved to hold true in $L^2(\mathcal{X})$ with $g$ replaced by $g\eta$, where $\eta$ is a smooth function with compact support. This, combined with the boundedness of $\Pi_1$, $\Pi_2$ and $\Pi_3$ and a standard density argument, then finishes the proof of Theorem 1.7, where the wavelet characterizations of $\text{BMO}(\mathcal{X})$ and the fact $\Pi_2(a, 1) = a$ again play crucial roles.

**Remark 1.8.** (i) When $(\mathcal{X}, d, \mu) := (\mathbb{R}^D, | \cdot |, dx)$ is the Euclidean space associated with the $D$-dimensional Lebesgue measure, Theorem 1.7 then coincides with [4, Theorem 1.1].

(ii) As in [24] on the Euclidean space, the main result of this article can be applied to investigate the end-point boundedness of commutators generated by linear or sublinear operators, since these commutators can be controlled by two bilinear or subbilinear bounded operators, which are constructed via $\Pi_1$, $\Pi_2$ and $\Pi_3$, the details being presented in another article. More applications to function spaces associated with operators on spaces of homogeneous type are also possible (see [26, 28] for the Euclidean case). Also, in a forthcoming paper, we will develop a complete real-variable theory for Musielak-Orlicz Hardy spaces, which include $H^{\log}(\mathcal{X})$ as a special case, on spaces of homogeneous type.

(iii) In what follows, if the metric $d$ is replaced by a quasi-metric $\rho$, by arguments essentially the same as those used in the case of $d$, we conclude that all the results obtained in this article remain valid, since most of the tools we need are from [1, 27] (see also [2]), which were established in the context of spaces of homogeneous type. Some minor modifications are needed when dealing with the inclusion relations between two balls, where the quasi-triangle constant is involved, which only alter the corresponding results by additive positive constants via (1.1).

The organization of this paper is as follows.

In Section 2, we recall some preliminary notions and the equivalent characterizations of $H^1_{\text{at}}(\mathcal{X})$ in terms of wavelets from [10].

In Section 3, we establish the $L^2(\mathcal{X})$ estimates for the product of two functions in $L^2(\mathcal{X})$ and, in Section 4, we finish the proof of Theorem 1.7.
Finally, we make some conventions on notation. Throughout the whole paper, $C$ stands for a positive constant which is independent of the main parameters, but it may vary from line to line. Moreover, we use $C_{(\rho, \alpha, \ldots)}$ to denote a positive constant depending on the parameters $\rho$, $\alpha$, \ldots. Usually, for a ball $B$, we use $r_B$ and $\rho_B$, respectively, to denote its center and radius. Moreover, for any $x, y \in \mathcal{X}$, $r, \rho \in (0, \infty)$ and ball $B := B(x, r)$,

$$\rho B := B(x, \rho r), \ V(x, r) := \mu(B(x, r)) =: V_r(x), \ V(x, y) := \mu(B(x, d(x, y))).$$

If, for two real functions $f$ and $g$, $f \leq C g$, we then write $f \lesssim g$; if $f \lesssim g \lesssim f$, we then write $f \sim g$. From (1.1), it easily follows that, for any $x, y \in \mathcal{X}$ and $r \in (0, \infty)$, if $d(x, y) \leq r$, then

(1.6) \quad V(x, r) \sim V(y, r)

with the equivalent positive constants independent of $x$, $y$ and $r$. For any subset $E$ of $\mathcal{X}$, we use $\chi_E$ to denote its characteristic function. Furthermore, $\langle \cdot, \cdot \rangle$ and $\langle \cdot, \cdot \rangle$ represent the duality relation and the $L^2(\mathcal{X})$ inner product, respectively.

## 2 Preliminaries

In this section, we first recall some preliminary notions and some lower bounds for regular wavelets and then introduce the equivalent characterizations of $H^1_{at}(\mathcal{X})$ in terms of wavelets from [10].

The following notion of the geometrically doubling is well known in analysis on metric spaces, for example, it can be found in Coifman and Weiss [6, pp. 66-67].

**Definition 2.1.** A metric space $(\mathcal{X}, d)$ is said to be geometrically doubling if there exists some $N_0 \in \mathbb{N}$ such that, for any ball $B(x, r) \subset \mathcal{X}$ with $x \in \mathcal{X}$ and $r \in (0, \infty)$, there exists a finite ball covering $\{B(x_i, r/2)\}_i$ of $B(x, r)$ such that the cardinality of this covering is at most $N_0$, where, for all $i$, $x_i \in \mathcal{X}$.

**Remark 2.2.** Let $(\mathcal{X}, d)$ be a geometrically doubling metric space. In [20], Hytönen showed that the geometrically doubling condition is equivalent to each of following statements:

(i) For any $\epsilon \in (0, 1)$ and any ball $B(x, r) \subset \mathcal{X}$ with $x \in \mathcal{X}$ and $r \in (0, \infty)$, there exists a finite ball covering $\{B(x_i, \epsilon r)\}_i$, with $x_i \in \mathcal{X}$ for all $i$, of $B(x, r)$ such that the cardinality of this covering is at most $N_0 \epsilon^{-G_0}$, here and hereafter, $N_0$ is as in Definition 2.1 and $G_0 := \log_2 N_0$.

(ii) For every $\epsilon \in (0, 1)$, any ball $B(x, r) \subset \mathcal{X}$ with $x \in \mathcal{X}$ and $r \in (0, \infty)$ contains at most $N_0 \epsilon^{-G_0}$ centers of disjoint balls $\{B(x_i, \epsilon r)\}_i$ with $x_i \in \mathcal{X}$ for all $i$.

(iii) There exists $M \in \mathbb{N}$ such that any ball $B(x, r) \subset \mathcal{X}$ with $x \in \mathcal{X}$ and $r \in (0, \infty)$ contains at most $M$ centers $\{x_i\}_i \subset \mathcal{X}$ of disjoint balls $\{B(x_i, r/4)\}_i = M$.

It was proved by Coifman and Weiss in [6, pp. 66-68] that metric measure spaces of homogeneous type are geometrically doubling.
In order to introduce the orthonormal basis of regular wavelets from [1], we first need to recall some notions and notation from [1]; see also [10]. For every $k \in \mathbb{Z}$, a set of reference dyadic points, $\{x^k_\alpha\}_{\alpha \in \mathcal{A}_k}$, here and hereafter,

$$\begin{equation}
\mathcal{A}_k \text{ denotes some countable index set for each } k \in \mathbb{Z},
\end{equation}$$

is chosen as follows [the Zorn lemma (see [39, Theroem I.2]) is needed since we consider the maximality]. For $k = 0$, let $\mathcal{X}^0 := \{x^0_\alpha\}_{\alpha \in \mathcal{A}_0}$ be a maximal collection of 1-separated points. Inductively, for any $k \in \mathbb{N}$, let

$$\begin{equation}
\mathcal{X}^k := \{x^k_\alpha\}_{\alpha \in \mathcal{A}_k} \supset \mathcal{X}^{k-1} \quad \text{and} \quad \mathcal{X}^{-k} := \{x^{-k}_\alpha\}_{\alpha \in \mathcal{A}_k} \subset \mathcal{X}^{-(k-1)}
\end{equation}$$

be maximal $\delta^k$-separated and $\delta^{-k}$-separated collections in $\mathcal{X}$ and in $\mathcal{X}^{-(k-1)}$, respectively. Fix $\delta$ a small positive parameter, for example, it suffices to take $\delta \leq \frac{1}{1000}$. From [1, Lemma 2.1], it follows that

$$\begin{equation}
d\left(x^k_\alpha, x^k_\beta\right) \geq \delta^k \text{ for all } \alpha, \beta \in \mathcal{A}_k \text{ and } \alpha \neq \beta,
\end{equation}$$

$$d\left(x^k_\alpha, \mathcal{X}\right) := \inf_{\alpha \in \mathcal{A}_k} d\left(x, x^k_\alpha\right) < 2\delta^k.$$

Obviously, the dyadic reference points $\{x^k_\alpha\}_{k \in \mathbb{Z}, \alpha \in \mathcal{A}_k}$ satisfy [21, (2.3) and (2.4)] with $A_0 = 1$, $c_0 = 1$ and $C_0 = 2$, which further induces a dyadic system of dyadic cubes over geometrically doubling metric spaces as in [21, Theorem 2.2]. We restate it in the following theorem, which is applied to the construction of the orthonormal basis of regular wavelets as in [1].

**Theorem 2.3.** Let $(\mathcal{X}, d)$ be a geometrically doubling metric space. Then there exist families of sets, $\hat{Q}_\alpha^k \subset Q^k_\alpha \subset \overline{Q}_\alpha^k$ (called, respectively, open, half-open and closed dyadic cubes) such that:

(i) $\hat{Q}_\alpha^k$ and $\overline{Q}_\alpha^k$ denote, respectively, the interior and the closure of $Q^k_\alpha$;

(ii) if $\ell \in \mathbb{Z} \cap [k, \infty)$ and $\alpha, \beta \in \mathcal{A}_k$, then either $Q^\ell_\beta \subset Q^k_\alpha$ or $Q^k_\alpha \cap Q^\ell_\beta = \emptyset$;

(iii) for any $k \in \mathbb{Z}$,

$$\mathcal{X} = \bigcup_{\alpha \in \mathcal{A}_k} Q^k_\alpha \quad (\text{disjoint union});$$

(iv) for any $k \in \mathbb{Z}$ and $\alpha \in \mathcal{A}_k$ with $\mathcal{A}_k$ as in (2.1),

$$B\left(x^k_\alpha, \frac{1}{3} \delta^k\right) \subset Q^k_\alpha \subset B\left(x^k_\alpha, 4\delta^k\right) =: B\left(Q^k_\alpha\right);$$

(v) if $k \in \mathbb{Z}$, $\ell \in \mathbb{Z} \cap [k, \infty)$, $\alpha, \beta \in \mathcal{A}_k$ and $Q^\ell_\delta \subset Q^k_\alpha$, then $B(Q^\ell_\delta) \subset B(Q^k_\alpha)$. 

The open and closed cubes $\hat{Q}_\alpha^k$ and $\overline{Q}_\alpha^k$, with $(k, \alpha) \in \mathcal{A}$, here and hereafter,

$$\begin{equation}
\mathcal{A} := \{(k, \alpha) : k \in \mathbb{Z}, \alpha \in \mathcal{A}_k\},
\end{equation}$$

depend only on the points $x^\ell_\beta$ for $\beta \in \mathcal{A}_\ell$ and $\ell \in \mathbb{Z} \cap [k, \infty)$. The half-open cubes $Q^k_\alpha$, with $(k, \alpha) \in \mathcal{A}$, depend on $x^\ell_\beta$ for $\beta \in \mathcal{A}_\ell$ and $\ell \in \mathbb{Z} \cap [\min\{k, k_0\}, \infty)$, where $k_0 \in \mathbb{Z}$ is a preassigned number entering the construction.
Remark 2.4. (i) In what follows, let $\leq$ be the partial order for dyadic points as in [21, Lemma 2.10]. It was shown in [21, Lemma 2.10] with $C_0 = 2$ that, if $k \in \mathbb{Z}$, $\alpha \in \mathcal{A}_k$ with $\mathcal{A}_k$ as in (2.1), $\beta \in \mathcal{A}_{k+1}$ and $(k+1, \beta) \leq (k, \alpha)$, then $d(x_{\beta}^{k+1}, x_{\alpha}^k) < 2^k$.

(ii) For any $(k, \alpha) \in \mathcal{A}$, let

\begin{equation}
L(k, \alpha) := \{ \beta \in \mathcal{A}_{k+1} : (k+1, \beta) \leq (k, \alpha) \}.
\end{equation}

By the proof of [21, Theorem 2.2] and the geometrically doubling property, we have the following conclusions: $1 \leq \# L(k, \alpha) \leq \tilde{N}_0$ and $Q_k^\alpha = \bigcup_{\beta \in L(k, \alpha)} Q_{\beta}^{k+1}$, where $\tilde{N}_0 \in \mathbb{N}$ is independent of $k$ and $\alpha$. Here and hereafter, for any finite set $\mathcal{E}$, $\# \mathcal{E}$ denotes its cardinality.

The following useful estimate about the 1-separated set is from [1, Lemma 6.4].

Lemma 2.5. Let $\Xi$ be a 1-separated set in a geometrically doubling metric space $(\mathcal{X}, d)$ with positive constant $N_0$. Then, for all $\epsilon \in (0, \infty)$, there exists a positive constant $C(\epsilon, N_0)$, depending on $\epsilon$ and $N_0$, such that

\begin{equation}
\sup_{a \in \mathcal{X}} e^{\epsilon d(a, \Xi)/2} \sum_{b \in \Xi} e^{-\epsilon d(a, b)} \leq C(\epsilon, N_0),
\end{equation}

here and hereafter, for any set $\Xi \subset \mathcal{X}$ and $x \in \mathcal{X}$, $d(x, \Xi) := \inf_{a \in \Xi} d(x, a)$.

We now recall more notions and notation from [1]. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be the natural probability measure space with the same notation as in [1], where $\mathcal{F}$ is defined as the smallest $\sigma$-algebra containing the set

$$
\left\{ \prod_{k \in \mathbb{Z}} A_k : A_k \subset \Omega_k := \{0, 1, \ldots, L\} \times \{1, \ldots, M\} \text{ and only finite many } A_k \neq \Omega_k \right\},
$$

where $L$ and $M$ are defined as in [1]. For every $(k, \alpha) \in \mathcal{A}$ with $\mathcal{A}$ as in (2.4), the spline function is defined by setting

$$
s_{\alpha}^k(x) := \mathbb{P}_{\omega} \left( \left\{ \omega \in \Omega : x \in Q_{\alpha}^{\lambda}(\omega) \right\} \right), \quad x \in \mathcal{X}.
$$

The following conclusions of splines are taken from [1, Theorem 3.1].

Proposition 2.6. The spline functions have the following properties:

(i) for all $(k, \alpha) \in \mathcal{A}$ and $x \in \mathcal{X}$,

\begin{equation}
\chi_{B(x_{\alpha}^k, \frac{1}{8} \delta_k)}(x) \leq s_{\alpha}^k(x) \leq \chi_{B(x_{\alpha}^k, 8 \delta_k)}(x);
\end{equation}

(ii) for all $k \in \mathbb{Z}$, $\alpha, \beta \in \mathcal{A}_k$, with $\mathcal{A}_k$ as in (2.1), and $x \in \mathcal{X}$,

\begin{equation}
s_{\alpha}^k(x_{\beta}^k) = \delta_{\alpha \beta}, \quad \sum_{\alpha \in \mathcal{A}_k} s_{\alpha}^k(x) = 1 \quad \text{and} \quad s_{\alpha}^k(x) = \sum_{\beta \in \mathcal{A}_{k+1}} p_{\alpha \beta} s_{\beta}^{k+1}(x),
\end{equation}

where

$$
p_{\alpha \beta} := \frac{1}{\# L(k, \alpha)} \sum_{\beta \in L(k, \alpha)} 1.
$$
where, for each \( k \in \mathbb{Z} \), \( \mathcal{T}_{k+1} \subset \mathcal{A}_{k+1} \) denotes some countable index set 

\[
\delta_{\alpha \beta} := \begin{cases} 
1, & \text{if } \alpha = \beta, \\
0, & \text{if } \alpha \neq \beta, 
\end{cases}
\]

and \( \{p_{\alpha \beta}^k\}_{\beta \in \mathcal{T}_{k+1}} \) is a finite nonzero set of nonnegative numbers with \( p_{\alpha \beta}^k \leq 1 \) for all \( \beta \in \mathcal{T}_{k+1} \);

(iii) there exist positive constants \( \eta \in (0, 1] \) and \( C \), independent of \( k \) and \( \alpha \), such that, for all \( (k, \alpha) \in \mathcal{A} \) and \( x, y \in X \),

\[
|s_{\alpha}^k(x) - s_{\alpha}^k(y)| \leq C \left[ \frac{d(x, y)}{\delta^k} \right]^{\eta}.
\]
Moreover, the functions \( \{ s_k^\alpha / \sqrt{\nu_\alpha^k} \}_{\alpha \in \mathcal{A}_k} \) form a Riesz basis of \( V_k \): for all sequences of complex numbers \( \{ \lambda_\alpha^k \}_{\alpha \in \mathcal{A}_k} \),

\[
\left\| \sum_{\alpha \in \mathcal{A}_k} \lambda_\alpha^k s_k^\alpha \right\|_{L^2(X)} \sim \left[ \sum_{\alpha \in \mathcal{A}_k} \left| \lambda_\alpha^k \right|^2 \nu_\alpha^k \right]^{1/2}
\]

with equivalent positive constants independent of \( k \) and \( \{ \lambda_\alpha^k \}_{\alpha \in \mathcal{A}_k} \).

Now we are ready to introduce the following notable orthonormal basis of regular wavelets constructed by Auscher and Hytönen [1]. In what follows, for all \( k \in \mathbb{Z} \), let

\[
G_k := \mathcal{A}_{k+1} \setminus \mathcal{A}_k
\]

with \( \mathcal{A}_k \) as in (2.1). The following theorem is just [1, Theorem 7.1].

**Theorem 2.8.** Let \((X,d,\mu)\) be a metric measure space of homogeneous type. Then there exists an orthonormal basis \( \{ \psi^k_{\beta} \}_{k \in \mathbb{Z}, \beta \in G_k} \) of \( L^2(X) \) and positive constants \( \eta \in (0,1] \) as in (2.8), \( \nu \) and \( C(\eta) \), independent of \( k, \alpha \) and \( \beta \), such that

\[
\left| \psi^k_{\beta}(x) \right| \leq \frac{C(\eta)}{V(x^{k+1}_\beta, \delta^k)} e^{-\nu d^{k+1}_\beta(x,y)} \text{ for all } x \in X,
\]

(2.11)

\[
\left| \psi^k_{\beta}(x) - \psi^k_{\beta}(y) \right| \leq \frac{C(\eta)}{V(x^{k+1}_\beta, \delta^k)} \left[ \frac{d(x,y)}{\delta^k} \right]^\eta e^{-\nu d^{k+1}_\beta(x,y)} \text{ for all } x, y \in X \text{ satisfying } d(x,y) \leq \delta^k,
\]

(2.12)

\[
\int_X \psi^k_{\beta}(x) \, d\mu(x) = 0.
\]

(2.13)

In order to introduce the lower bounds of wavelets, we need to recall a slight difference on the notation of the orthonormal basis \( \{ \psi^k_{\beta} \}_{k \in \mathbb{Z}, \beta \in G_k} \) from [10] that

\[
\{ \psi^k_{\alpha,\beta} \}_{(k,\alpha) \in \mathcal{A}, \beta \in \overline{L}(k,\alpha)} := \{ \psi^k_{\beta} \}_{k \in \mathbb{Z}, \beta \in G_k},
\]

where,

\[
\mathcal{A} := \{ (k,\alpha) \in \mathcal{A} : \#L(k,\alpha) > 1 \}
\]

with \( \mathcal{A} \) and \( L(k,\alpha) \), respectively, as in (2.4) and (2.5), and, for all \( (k,\alpha) \in \mathcal{A} \),

\[
\overline{L}(k,\alpha) := L(k,\alpha) \setminus \{ \alpha \},
\]

(2.14)

via the fact that, for any \( k \in \mathbb{Z} \),

\[
\mathcal{A}_{k+1} \setminus \mathcal{A}_k = \bigcup_{\{ \alpha \in \mathcal{A}_k : \#L(k,\alpha) > 1 \}} \overline{L}(k,\alpha).
\]

(2.15)

Now we introduce the lower bounds of \( \psi^k_{\alpha,\beta} \) from [10] which is important to the succeeding context.
Theorem 2.9. Let \((X,d,\mu)\) be a metric measure space of homogeneous type. Then there exist positive constants \(c_0\) and \(C\), independent of \(k, \alpha\) and \(\beta\), such that, for all \((k,\alpha) \in \mathcal{A}\) with \(\mathcal{A}\) as in (2.14), \(\beta \in \mathcal{L}(k,\alpha)\) with \(\mathcal{L}(k,\alpha)\) as in (2.15), and \(x \in B(y_{\beta,c_0\alpha}^k) \subset Q_k\),
\[
|\psi_{\alpha,\beta}^k(x)| \geq C \frac{1}{\sqrt{\mu(Q_k)}}.
\]

We also recall the molecular characterization of \(H^1_{at}(X)\) from [19], which plays important roles in the succeeding content, since it partially compensates the defect of the regular wavelets without bounded supports.

The following notions of \((1,q,\eta)\)-molecules are from [19].

Definition 2.10. Let \(q \in (1,\infty)\) and \(\{\eta_k\}_{k \in \mathbb{N}} \subset [0,\infty)\) satisfy
\[
\sum_{k \in \mathbb{N}} k\eta_k < \infty.
\]

A function \(m \in L^q(X)\) is called a \((1,q,\eta)\)-molecule centered at a ball \(B := B(x_0,r)\), for some \(x_0 \in X\) and \(r \in (0,\infty)\), if
\[
\text{(M1)} \quad \|m\|_{L^q(X)} \leq [\mu(B)]^{1/q-1};
\]
\[
\text{(M2)} \quad \text{for all } k \in \mathbb{N}, \quad \left\|m\chi_{B(x_0,2^kr) \setminus B(x_0,2^{k-1}r)}\right\|_{L^q(X)} \leq \eta_k 2^{k(1/q-1)} [\mu(B)]^{1/q-1};
\]
\[
\text{(M3)} \quad \int_X m(x) \, d\mu(x) = 0.
\]

Then the following molecular characterization of the space \(H^1_{at}(X)\) is a slight variant of [19, Theorem 2.2] which is originally related to the quasi-metric \(\rho\) as in (1.3) and is obviously true with \(\rho\) replaced by \(d\).

Theorem 2.11. Suppose that \((X,d,\mu)\) is a metric measure space of homogeneous type. Let \(q \in (1,\infty)\) and \(\eta = \{\eta_k\}_{k \in \mathbb{N}} \subset [0,\infty)\) satisfy (2.16). Then there exists a positive constant \(C\) such that, for any \((1,q,\eta)\)-molecule \(m \in H^1_{at}(X)\) and
\[
\|m\|_{H^1_{at}(X)} \leq C.
\]

Moreover, \(f \in H^1_{at}(X)\) if and only if there exist \((1,q,\eta)\)-molecules \(\{m_j\}_{j \in \mathbb{N}}\) and numbers \(\{\lambda_j\}_{j \in \mathbb{N}} \subset \mathbb{C}\) such that
\[
f = \sum_{j \in \mathbb{N}} \lambda_j m_j,
\]
which converges in \(L^1(X)\). Furthermore,
\[
\|f\|_{H^1_{at}(X)} \sim \inf \left\{ \sum_{j \in \mathbb{N}} |\lambda_j| \right\},
\]
where the infimum is taken over all the decompositions of \(f\) as above and the equivalent positive constants are independent of \(f\).
Now we introduce the notion of Calderón-Zygmund operators from [6]; see also [1].

**Definition 2.12.** A function $K \in L^1_{\text{loc}}(\mathcal{X} \times \mathcal{X}) \setminus \{(x, x) : x \in \mathcal{X}\}$ is called a Calderón-Zygmund kernel if there exists a positive constant $C_K$, depending on $K$, such that

(i) for all $x, y \in \mathcal{X}$ with $x \neq y$,

\begin{equation}
|K(x, y)| \leq C_K \frac{1}{V(x, y)};
\end{equation}

(ii) there exist positive constants $s \in (0, 1]$ and $c_K \in (0, 1)$, depending on $K$, such that

- for all $x, \tilde{x}, y \in \mathcal{X}$ with $d(x, y) \geq c_K d(x, \tilde{x}) > 0$,

\begin{equation}
|K(x, y) - K(\tilde{x}, y)| \leq C_K \left[ \frac{d(x, \tilde{x})}{d(x, y)} \right]^s \frac{1}{V(x, y)};
\end{equation}

- for all $x, \tilde{x}, y \in \mathcal{X}$ with $d(x, y) \geq c_K d(y, \tilde{y}) > 0$,

\begin{equation}
|K(x, y) - K(x, \tilde{y})| \leq C_K \left[ \frac{d(y, \tilde{y})}{d(x, y)} \right]^s \frac{1}{V(x, y)}.
\end{equation}

Let $T : C^s_0(\mathcal{X}) \to (C^s_0(\mathcal{X}))^*$ be a linear continuous operator. The operator $T$ is called a Calderón-Zygmund operator with kernel $K$ satisfying (2.17), (2.18) and (2.19) if, for all $f \in C^s_0(\mathcal{X})$,

\begin{equation}
Tf(x) := \int_{\mathcal{X}} K(x, y) f(y) \, d\mu(y), \quad x \notin \text{supp}(f).
\end{equation}

Then we recall some results from [41, Proposition 3.1] (see also [19, Theorem 4.2]) about the boundedness of Calderón-Zygmund operators. In what follows $T^* 1 = 0$ means that, for all $(1, 2)$-atom $a, \int_{\mathcal{X}} Ta(x) \, d\mu(x) = 0$. By some careful examinations, we see that this result remains valid over the metric measure space of homogeneous type without resorting to the reverse doubling condition, the details being omitted.

**Theorem 2.13.** Let $(\mathcal{X}, d, \mu)$ be a metric measure space of homogeneous type. Suppose that $T$ is a Calderón-Zygmund operator as in (2.20) which is bounded on $L^2(\mathcal{X})$.

(i) Then there exists a positive constant $C$, depending only on $\|T\|_{L^1(\mathcal{X})}$, $s$, $C_K$, $c_K$ and $\widetilde{C}(\mathcal{X})$, such that, for all $f \in H^{1}_{\text{at}}(\mathcal{X})$, $Tf \in L^1(\mathcal{X})$ and $\|Tf\|_{L^1(\mathcal{X})} \leq C \|f\|_{H^{1}_{\text{at}}(\mathcal{X})}$.

(ii) If further assuming that $T^* 1 = 0$, then there exists a positive constant $\widetilde{C}$, depending only on $\|T\|_{L^1(\mathcal{X})}$, $s$, $C_K$, $c_K$ and $\widetilde{C}(\mathcal{X})$, such that, for all $f \in H^{1}_{\text{at}}(\mathcal{X})$, $Tf \in H^{1}_{\text{at}}(\mathcal{X})$ and $\|Tf\|_{H^{1}_{\text{at}}(\mathcal{X})} \leq C \|f\|_{H^{1}_{\text{at}}(\mathcal{X})}$. 

Now we recall several equivalent characterizations for $H^1_{at}(\mathcal{X})$ via wavelets from [10]. To this end, we need more notation. We point out that, for any $(k, \alpha, \beta) \in \mathcal{I}$, where

\[(2.21) \quad \mathcal{I} := \{(k, \alpha, \beta) : (k, \alpha) \in \tilde{\mathcal{A}}, \beta \in \tilde{L}(k, \alpha)\}\]

with $\tilde{\mathcal{A}}$ and $\tilde{L}(k, \alpha)$ respectively as in (2.14) and (2.15), we have $\psi^k_{\alpha, \beta} \in L^\infty(\mathcal{X})$ and hence $\langle f, \psi^k_{\alpha, \beta} \rangle$ is well defined for any $f \in L^1(\mathcal{X})$ in the sense of duality between $L^1(\mathcal{X})$ and $L^\infty(\mathcal{X})$.

**Theorem 2.14.** Let $(\mathcal{X}, d, \mu)$ be a metric measure space of homogeneous type. Suppose that $f \in L^1(\mathcal{X})$ and

\[f = \sum_{(k, \alpha, \beta) \in \mathcal{I}} \langle f, \psi^k_{\alpha, \beta} \rangle \psi^k_{\alpha, \beta} \text{ in } L^1(\mathcal{X}).\]

Then the following statements are mutually equivalent:

(i) $f \in H^1_{at}(\mathcal{X})$;

(ii) $\sum_{(k, \alpha, \beta) \in \mathcal{I}} \langle f, \psi^k_{\alpha, \beta} \rangle \psi^k_{\alpha, \beta}$ converges unconditionally in $L^1(\mathcal{X})$;

(iii) $\|f\|_{(iii)} := \|\{\sum_{(k, \alpha, \beta) \in \mathcal{I}} |\langle f, \psi^k_{\alpha, \beta} \rangle|^2 |\psi^k_{\alpha, \beta}|^2\}^{1/2}\|L^1(\mathcal{X}) < \infty$;

(iv) $\|f\|_{(iv)} := \|\{\sum_{(k, \alpha, \beta) \in \mathcal{I}} |\langle f, \psi^k_{\alpha, \beta} \rangle|^2 \frac{\chi_{Q^k_{\alpha}}}{\mu(Q^k_{\alpha})}\}^{1/2}\|L^1(\mathcal{X}) < \infty$;

(v) $\|f\|_{(v)} := \|\{\sum_{(k, \alpha, \beta) \in \mathcal{I}} |\langle f, \psi^k_{\alpha, \beta} \rangle|^2 [R^k_{\alpha, \beta}]^2\}^{1/2}\|L^1(\mathcal{X}) < \infty$,

where and $W^k_{\alpha, \beta} := B(y^k_{\beta}, \epsilon_0 \delta^k) \subset Q^k_{\alpha}$ as in Theorem 2.9.

Moreover, $\| \cdot \|_{(iii)}$, $\| \cdot \|_{(iv)}$ and $\| \cdot \|_{(v)}$ give norms on $H^1_{at}(\mathcal{X})$, which are equivalent to $\| \cdot \|_{H^1_{at}(\mathcal{X})}$, respectively.

The following lemma is taken from [10, Lemma 3.18].

**Lemma 2.15.** Let $(\mathcal{X}, d, \mu)$ be a metric measure space of homogeneous type. For any family of numbers, $\{a(j, \alpha, \beta)\}_{(j, \alpha, \beta) \in \mathcal{I}} \subset \mathbb{C}$ with $\mathcal{I}$ as in (2.21), let $S$ be any finite subset of $\mathcal{I}$ and

\[\phi_S(x) := \left\{ \sum_{(j, \alpha, \beta) \in S} |a(j, \alpha, \beta)|^2 \left[R^j_{\alpha, \beta}(x)\right]^2 \right\}^{1/2}, \quad x \in \mathcal{X},\]

where $R^j_{\alpha, \beta}$ is as in (2.22). Suppose that $\phi_S \in L^1(\mathcal{X})$. Then the function

\[\sum_{(j, \alpha, \beta) \in S} a(j, \alpha, \beta) \psi^j_{\alpha, \beta} \in H^1_{at}(\mathcal{X})\]
and there exists a positive constant $C$, independent of $S$, such that

$$
\left\| \sum_{(j, \alpha, \beta) \in S} a(j, \alpha, \beta) \psi_{\alpha, \beta}^{j} \right\|_{H^1_0(X)} \leq C \| \varphi S \|_{L^1(X)}.
$$

## 3 \(L^2(\mathcal{X})\) Estimates for Products of Two Functions

In this section, we obtain $L^2(\mathcal{X})$ estimates for the product of two functions in $L^2(\mathcal{X})$.

If two functions in $L^2(\mathcal{X})$ both have finite wavelet decompositions, we have the following conclusion.

**Lemma 3.1.** Suppose that $(\mathcal{X}, d, \mu)$ is a metric measure space of homogeneous type. Let $f, g \in L^2(\mathcal{X})$, $\{V_k\}_{k \in \mathbb{Z}}$ be an MRA of $L^2(\mathcal{X})$ as in Theorem 2.7, $W_k$ be the orthogonal [in $L^2(\mathcal{X})$] complement of $V_k$ in $V_{k+1}$ and $P_k$ and $Q_k$ be the projection operators from $L^2(\mathcal{X})$ onto, respectively, $V_k$ and $W_k$. Suppose that $f$ and $g$ both have finite wavelet decompositions, namely, there exist $M_1, M_2 \in \mathbb{N}$ such that

$$
\begin{align*}
(3.1) \quad f &= \sum_{k = -M_1}^{M_1} \sum_{\beta \in \mathcal{B}_k} (f, \psi_{\beta}^{k}) \psi_{\beta}^{k} \quad \text{and} \quad g &= \sum_{k = -M_2}^{M_2} \sum_{\beta \in \mathcal{B}_k} (g, \psi_{\beta}^{k}) \psi_{\beta}^{k},
\end{align*}
$$

where $\mathcal{B}_k$ for $k \in \mathbb{Z}$ is as in (2.10). Then

$$
\begin{align*}
(3.2) \quad fg &= \sum_{k \in \mathbb{Z}} (P_k f)(Q_k g) + \sum_{k \in \mathbb{Z}} (Q_k f)(P_k g) + \sum_{k \in \mathbb{Z}} (Q_k f)(Q_k g) \\
&= : \Pi_1(f, g) + \Pi_2(f, g) + \Pi_3(f, g)
\end{align*}
$$

in $L^2(\mathcal{X})$.

**Proof.** We first claim that, for any $\ell \in \mathbb{Z},$

$$
(3.3) \quad f = \sum_{k \in \mathbb{Z}} Q_k f = P_\ell f + \sum_{k=\ell}^{\infty} Q_k f
$$

holds true in $L^2(\mathcal{X})$. Indeed, let $f \in L^2(\mathcal{X})$. By (2.9), we see that, for any given $\varepsilon \in (0, \infty)$, there exist $k_0 \in \mathbb{Z}$ and $f_0 \in V_{k_0}$ such that $\|f - f_0\|_{L^2(\mathcal{X})} < \varepsilon$. Moreover, by the fact that $P_{k_0}$ is the projection operator from $L^2(\mathcal{X})$ onto $V_{k_0}$, we know that

$$
\|f - P_{k_0} f\|_{L^2(\mathcal{X})} \leq \|f - f_0\|_{L^2(\mathcal{X})} < \varepsilon,
$$

which, combined with the fact that, for all $k > k_0$, $P_{k_0} f \in V_{k_0} \subset V_k$, implies that

$$
\|f - P_k f\|_{L^2(\mathcal{X})} \leq \|f - P_{k_0} f\|_{L^2(\mathcal{X})} < \varepsilon.
$$

Thus,

$$
(3.4) \quad f = \lim_{k \to \infty} P_k f \quad \text{in} \quad L^2(\mathcal{X}).
$$
On the other hand, we show that

\[(3.5) \quad \lim_{k \to \infty} P_{-k}f = 0 \quad \text{in} \quad L^2(\mathcal{X}).\]

For any \(k \in \mathbb{Z}\), from \(P_kf = P_{k-1}f + Q_{k-1}f\) and \(P_{k-1}f \perp Q_{k-1}f\), it follows that

\[\|P_kf\|_{L^2(\mathcal{X})}^2 = \|P_{k-1}f\|_{L^2(\mathcal{X})}^2 + \|Q_{k-1}f\|_{L^2(\mathcal{X})}^2 \geq \|P_{k-1}f\|_{L^2(\mathcal{X})}^2.\]

Therefore, \(\{\|P_{-k}f\|_{L^2(\mathcal{X})}\}_{k \in \mathbb{N}}\) is decreasing and bounded below. Thus,

\[\lim_{k \to \infty} \|P_{-k}f\|_{L^2(\mathcal{X})}\]

exists. Meanwhile, by the Banach-Alaoglu theorem (see, for example, [39, Theorem IV.21]), we conclude that the unit ball in \(L^2(\mathcal{X})\) is compact, and hence there exists \(f_1 \in L^2(\mathcal{X})\) and a subsequence \(\{P_{-n_k}f\}_{k \in \mathbb{N}}\) of \(\{P_{-k}f\}_{k \in \mathbb{N}}\) such that

\[\lim_{k \to \infty} P_{-n_k}f = f_1 \quad \text{in} \quad L^2(\mathcal{X})\]

and \(\|f_1\|_{L^2(\mathcal{X})} = \lim_{k \to \infty} \|P_{-n_k}f\|_{L^2(\mathcal{X})}\). Moreover, since, for any \(m \in \mathbb{N}\) and \(k \geq m\), \(P_{-k}f \in V_m\) and \(V_m\) is closed, we have \(f_1 \in V_m\). This, together with (2.9), implies that \(f_1 \in \cap_{m \in \mathbb{Z}} V_m = \{0\}\), and hence

\[\lim_{k \to \infty} P_{-n_k}f = 0 \quad \text{in} \quad L^2(\mathcal{X}).\]

From this and the fact that \(\lim_{k \to \infty} \|P_{-k}f\|_{L^2(\mathcal{X})}\) exists, we deduce that

\[\lim_{k \to \infty} P_{-k}f = 0 \quad \text{in} \quad L^2(\mathcal{X}),\]

which shows (3.5).

Furthermore, from (3.4), \(P_{k+1} = P_k + Q_k\) and (3.5), we deduce that

\[f = \lim_{k \to \infty} P_kf = \lim_{m \to \infty} \left[ \sum_{k=-m}^{m} (P_{k+1}f - P_kf) + P_{-m}f \right] = \lim_{m \to \infty} \left[ \sum_{k=-m}^{m} Q_kf + P_{-m}f \right] = \lim_{m \to \infty} \left[ \sum_{k=-m}^{m} Q_kf \right] = \sum_{\ell=-\infty}^{\infty} Q_{\ell}f\]

holds true in \(L^2(\mathcal{X})\), which completes the proof of the above claim (3.3).

By the finite wavelet decomposition of \(f\), we have \(Q_kf = 0\) for all \(k \not\in \{-M_1, \ldots, M_1\}\), which, together with \(P_k = P_{k-1} + Q_{k-1}\) and (3.5), implies that

\[(3.6) \quad f = \sum_{k=-M_1}^{M_1} \sum_{\beta \in \mathcal{Q}_k} \left( f, \psi_{\beta}^k \right) \psi_{\beta}^k = \sum_{k=-M_1}^{M_1} Q_kf = P_{M_1+1}f - P_{-M_1}f\]
which completes the proof of Lemma 3.1.

Similarly, \( g = P_{M+1}f \) in \( L^2(\mathcal{X}) \). Let \( M_0 := \max\{M_1 + 1, M_2 + 1\} \). Then, by the finite wavelet decompositions of \( f \) and \( g \) again, we see that, for all \( k \in \mathbb{N} \), \( P_{M_0+k}f = P_{M_0}f \) and \( P_{M_0+k}g = P_{M_0}g \) and, for all \( k \in \mathbb{N} \setminus \{1, \ldots, M_0 - 1\} \), \( P_{-k}f = 0 = P_{-k}g \). These facts, combined with (3.4), (3.5) and (3.7) appeared in the proof of Lemma 3.1.

\[
(i) \text{ We point out that Remark 3.2.}
(ii) \text{ The finite wavelet decompositions of } f \text{ and } g \text{ play a key role in the proofs of (3.6) and (3.7) appeared in the proof of Lemma 3.1.}

The proof of the boundedness of \( \Pi_3 \) from \( L^2(\mathcal{X}) \times L^2(\mathcal{X}) \) into \( L^1(\mathcal{X}) \) is parallel to that of [4, Lemma 4.1], the details being omitted.

**Lemma 3.3.** Let \((\mathcal{X}, d, \mu)\) be a metric measure space of homogeneous type. Then the bilinear operator \( \Pi_3 \) in (3.2) is bounded from \( L^2(\mathcal{X}) \times L^2(\mathcal{X}) \) into \( L^1(\mathcal{X}) \).

Before we deal with \( \Pi_1 \) in (3.2), we need to establish some important estimates of some integral operators defined as follows. Let

\[
(3.8) \quad \mathcal{C} := \{(k, \beta): k \in \mathbb{Z}, \beta \in \mathcal{G}_k\},
\]

where \( \mathcal{G}_k \) is as in (2.10). Choosing a fixed collection

\[
(3.9) \quad \{\mathcal{C}_N: N \in \mathbb{N}, \mathcal{C}_N \subset \mathcal{C} \text{ and } \mathcal{C}_N \text{ is finite}\}
\]

satisfies \( \mathcal{C}_N \uparrow \mathcal{C} \), namely, for any \( N \in \mathbb{N} \), \( \mathcal{C}_N \subset \mathcal{C}_{N+1} \) and \( \mathcal{C} = \bigcup_{N \in \mathbb{N}} \mathcal{C}_N \). Fixed \( k \in \mathbb{Z} \) and \( N \in \mathbb{N} \), for any \( j \in \mathbb{Z} \), \((j, \beta) \in \mathcal{C} \) and

\[
(3.10) \quad \mathcal{A}_{j, \beta}^k := \left\{ \alpha \in \mathcal{A}_j : 2^k \delta^{j+1} \leq d(x^j_\alpha, y^j_\beta) < 2^{k+1} \delta^{j+1} \right\},
\]
where $x_i^j$ is as in (2.2) with $k$ replaced by $j$, and $y_i^j := x_i^{j+1}$ for $\beta \in \mathcal{G}_j$. By the geometrically doubling condition and Remark 2.2(ii), we see that, for all $j, k \in \mathbb{Z}$ and $\beta \in \mathcal{G}_j$,  

\begin{equation}
M_{j,\beta}^k := \# \mathcal{A}_{j,\beta}^k \leq N_0 2^{(k+1)G_0} =: m_k, 
\end{equation}

where $G_0$ and $N_0$ are the same as in Remark 2.2(ii).

Now we relabel the set $\mathcal{A}_{j,\beta}^k$ as $\mathcal{A}_{j,\beta}^k =: \{\alpha_{j,\beta}^i\}_{i=1}^{M_{j,\beta}^k}$. If $M_{j,\beta}^k < m_k$, then we further enlarge $\mathcal{A}_{j,\beta}^k$ to $\{\alpha_{j,\beta}^i\}_{i=1}^{m_k}$ with $s_{\alpha_{j,\beta}^i}^j := 0$ for any $i \in \mathbb{N} \cap (M_{j,\beta}^k, m_k]$. If $M_{j,\beta}^k = m_k$, the set $\mathcal{A}_{j,\beta}^k$ remains unchanged. Let $\alpha := \alpha_{j,\beta}^i \in \mathcal{A}_{j,\beta}^k$.

\begin{equation}
(3.12) \quad \tilde{\psi}_{j,\beta}^k := e^{\nu \alpha_{j,\beta}^i s_{\alpha_{j,\beta}^i}^j} \psi_{\alpha_{j,\beta}^i} \quad \text{and} \quad U_{k,i}^N := \sum_{(j,\beta) \in \mathcal{C}_N} \left(g, \psi_{\beta}^j\right) \tilde{\psi}_{j,\beta}^k \quad \text{for all } g \in L^2(\mathcal{X}),
\end{equation}

where $\psi_{\beta}^j$ is as in Theorem 2.8 with $k$ and $\alpha$ replaced, respectively, by $j$ and $\beta$. We also define

\begin{equation}
(3.13) \quad \mathcal{A}^k := \mathcal{A}^{k+1} \setminus \mathcal{A}^k
\end{equation}

with $\mathcal{A}^k$ as in (2.2). Then it is obvious that $U_{k,i}^N g \in L^2(\mathcal{X})$ for all $g \in L^2(\mathcal{X})$, noticing $\mathcal{C}_N$ is finite. Moreover, we have the following result.

**Proposition 3.4.** Suppose that $(\mathcal{X}, d, \mu)$ is a metric measure space of homogeneous type. Let $U_{k,i}^N$ be defined as in (3.12) for $N \in \mathbb{N}$, $k \in \mathbb{Z}$ and $i \in \{1, \ldots, m_k\}$ with $m_k$ as in (3.11). Then there exists a positive constant $C$, independent of $N$, $k$ and $i$, such that, for all $g, h \in L^2(\mathcal{X})$,

\begin{equation}
(3.14) \quad \left|\left(U_{k,i}^N g, h\right)\right| \leq C \left[ \sum_{(j,\beta) \in \mathcal{C}_N} \left|\left(g, \psi_{\beta}^j\right)\right|^2 \right]^{1/2} \|h\|_{L^2(\mathcal{X})} \leq C \|g\|_{L^2(\mathcal{X})} \|h\|_{L^2(\mathcal{X})}.
\end{equation}

**Proof.** Let $k \in \mathbb{Z}$, $i \in \{1, \ldots, m_k\}$, with $m_k$ as in (3.11), and $U_{k,i}^N$ be as in (3.12). By the Hölder inequality and Theorem 2.8, we see that, for all $g, h \in L^2(\mathcal{X})$,

\[
\left|\left(U_{k,i}^N g, h\right)\right| \leq \sum_{(j,\beta) \in \mathcal{C}_N} \left|\left(g, \psi_{\beta}^j\right)\right| \left|\left(\tilde{\psi}_{j,\beta}^k, h\right)\right| 
\leq \left[ \sum_{(j,\beta) \in \mathcal{C}_N} \left|\left(g, \psi_{\beta}^j\right)\right|^2 \right]^{1/2} \left[ \sum_{(j,\beta) \in \mathcal{C}_N} \left|\left(\tilde{\psi}_{j,\beta}^k, h\right)\right|^2 \right]^{1/2} 
\leq \|g\|_{L^2(\mathcal{X})} \left[ \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \left|\left(\tilde{\psi}_{j,\beta}^k, h\right)\right|^2 \right]^{1/2}.
\]

Thus, to show (3.14), it suffices to prove that

\begin{equation}
(3.15) \quad I := \left[ \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \left|\left(\tilde{\psi}_{j,\beta}^k, h\right)\right|^2 \right]^{1/2} \lesssim \|h\|_{L^2(\mathcal{X})}.
\end{equation}
To this end, since \( h \in L^2(\mathcal{X}) \) and \( \{\psi_\alpha^s\}_{s \in \mathcal{Z}, \gamma \in \mathcal{G}_k} \) is an orthonormal basis of \( L^2(\mathcal{X}) \) (see Theorem 2.8), we write

\[
I \leq \left\{ \sum \sum \left[ \sum \sum \left| (h, \psi_\gamma^s) \right| \left( \psi_\gamma^s, \psi_\beta^k j \right) \right]^2 \right\}^{1/2} \\
\leq \left\{ \sum \sum \left( h, \psi_\beta^j \right)^2 \left( \psi_\beta^j, \psi_\beta^k j \right)^2 \right\}^{1/2} \\
+ \left\{ \sum \sum \left[ \sum \left( h, \psi_\gamma^s \right) \left( \psi_\gamma^s, \psi_\beta^k j \right) \right]^2 \right\}^{1/2} \\
+ \left\{ \sum \sum \left[ \sum \left( h, \psi_\gamma^s \right) \left( \psi_\gamma^s, \psi_\beta^k j \right) \right]^2 \right\}^{1/2} \\
+ \left\{ \sum \sum \left[ \sum \sum \sum \sum \left( h, \psi_\gamma^s \right) \left( \psi_\gamma^s, \psi_\beta^k j \right) \right]^2 \right\}^{1/2} \\
= \sum_{l=1}^4 I_l.
\]

To deal with \( I_1 \), we first estimate \( \left| (h, \psi_\beta^j, \psi_\beta^k j) \right| \) for any \((j, \beta) \in \mathcal{C} \), with \( \mathcal{C} \) as in (3.8) and \( \alpha \in \mathcal{A}_J \) with \( \mathcal{A}_J \) as in (2.1).

Observe that, by (1.1), we see that, for any \( r_0, \nu_0 \in (0, \infty) \) and \( x_0 \in \mathcal{X} \),

\[
(3.16) \int_{\mathcal{X}} e^{-\nu_0 d(x, x_0)/r_0} d\mu(x) \\
\leq \int_{B(x_0, r_0)} e^{-\nu_0 d(x, x_0)/r_0} d\mu(x) + \sum_{\ell=1}^{\infty} \int_{B(x_0, (\ell+1)r_0) \setminus B(x_0, \ell r_0)} e^{-\nu_0 d(x, x_0)/r_0} d\mu(x) \\
\leq V(x_0, r_0) + \sum_{\ell=1}^{\infty} e^{-\nu_0 \ell V(x_0, [\ell+1]r_0)} \\
\leq V(x_0, r_0) + \sum_{\ell=1}^{\infty} e^{-\nu_0 \ell (\ell+1) \sup V(x_0, r_0)} \leq V(x_0, r_0).
\]

From (3.12), (2.6), (2.11), \( d(x_0^j, y_0^j) \geq 2^k \delta_j + 1 \) and (3.16), we deduce that

\[
\left| (h, \psi_\beta^j, \psi_\beta^k j) \right| \leq \int_{\mathcal{X}} \left| \psi_\beta^j(x) \psi_\beta^k j(x) \right| d\mu(x) \leq e^{2\delta_j^{k-2}} \int_{B(x_0^j, 8\delta_j)} |\psi_\beta^j(x)|^2 d\mu(x) \\
\leq e^{2\delta_j^{k-2}} \frac{1}{V(y_0^j, \delta_j)} \int_{B(x_0^j, 8\delta_j)} e^{-2\delta_j^k d(y_0^j, x)} d\mu(x) \\
\leq e^{2\delta_j^{k-2}} e^{-\nu_0 \delta_j^k d(y_0^j, x)} \frac{1}{V(y_0^j, \delta_j)} \int_{B(x_0^j, 8\delta_j)} e^{-\nu_0 \delta_j^k d(y_0^j, x)} d\mu(x)
\]
\[ \lesssim e^{\nu \delta_{2^{k-2}}} e^{-\nu \delta_{2^k}} \lesssim 1. \]

By this and Theorem 2.8, we obtain

\[ I_1 \lesssim \left\{ \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \left| \left( h, \psi^j_{\beta} \right) \right|^2 \right\}^{1/2} \sim \| h \|_{L^2(X)}. \]

Now we turn to estimate \( I_2 \). Let \( G_0 \) be the same as in Remark 2.2(ii). Observe that, by (2.10) and (2.3), we know that, for given \( j \in \mathbb{Z} \) and \( \beta \in \mathcal{G}_j \), \( \gamma \in \mathcal{G}_j \) and \( \gamma \neq \beta \) if and only if \( \gamma \in \mathcal{G}_j \) and \( d(y^j_{\gamma}, y^j_{\beta}) = d(x^{j+1}_y, x^{j+1}_\beta) \geq \delta^{j+1} \). By this fact and the Minkowski inequality, we have

\[ I_2 = \sum_{s=0}^{\infty} \left\{ \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \left[ \sum_{\gamma \in \mathcal{G}_j : \delta^{j+1} \leq d(y^j_{\gamma}, y^j_{\beta}) < 2^{s+1} \delta^{j+1}} \left| \left( h, \psi^j_{\gamma} \right) \right| \left| \left( \psi^j_{\gamma}, \psi^{k,i}_{\beta} \right) \right| \right] \right\}^{1/2} \]

Moreover, from Remark 2.2(ii), we deduce that

\[ \# \left\{ \beta \in \mathcal{G}_j : 2^s \delta^{j+1} \leq d(y^j_{\gamma}, y^j_{\beta}) < 2^{s+1} \delta^{j+1} \right\} \lesssim 2^{(s+1)G_0}, \]

which, together with (3.17) and the Hölder inequality, further implies that

\[ I_2 \lesssim \sum_{s=0}^{\infty} 2^{(s+1)G_0} \left\{ \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \sum_{\gamma \in \mathcal{G}_j : 2^s \delta^{j+1} \leq d(y^j_{\gamma}, y^j_{\beta}) < 2^{s+1} \delta^{j+1}} \left| \left( h, \psi^j_{\gamma} \right) \right|^2 \left| \left( \psi^j_{\gamma}, \psi^{k,i}_{\beta} \right) \right|^2 \right\}^{1/2} \]

We then estimate \( \left| \left( \psi^j_{\gamma}, \psi^{k,i}_{\beta} \right) \right| \) for any \( (j, \gamma) \in \mathcal{C} \) with \( \mathcal{C} \) as in (3.8), \( s \in \mathbb{Z}_+ \) and \( \beta \) satisfying \( 2^s \delta^{j+1} \leq d(y^j_{\gamma}, y^j_{\beta}) < 2^{s+1} \delta^{j+1} \). From (2.6), (2.11), \( \alpha \in \mathcal{A}_{j, \beta}^k, 2^s \delta^{j+1} \leq d(y^j_{\gamma}, y^j_{\beta}), \) the Hölder inequality and (3.16), it follows that

\[ \left| \left( \psi^j_{\gamma}, \psi^{k,i}_{\beta} \right) \right| \leq \int_X \left| \psi^j_{\gamma}(x) \psi^{k,i}_{\beta}(x) \right| d\mu(x) \lesssim e^{\nu \delta^{2k-2}} \int_{B(x^j_\alpha, 8\delta^j)} \left| \psi^j_{\gamma}(x) \psi^{k,i}_{\beta}(x) \right| d\mu(x) \]

\[ \lesssim e^{\nu \delta^{2k-2}} \int_{B(x^j_\alpha, 8\delta^j)} e^{-\nu \delta^{j} d(y^j_{\gamma}, x)} e^{-\nu \delta^{j} d(y^j_{\beta}, x)} \left( \frac{1}{V(y^j_{\gamma}, \delta^j)} \right)^{1/2} \left( \frac{1}{V(y^j_{\beta}, \delta^j)} \right)^{1/2} d\mu(x) \]
Thus, by this, (3.18) and Theorem 2.8, we obtain

\[
I_2 \lesssim \sum_{s=0}^{\infty} 2^{(s+1)G_0} e^{-\nu \delta^{2s-2}} \left\{ \sum_{j \in \mathbb{Z}} \sum_{\gamma \in \mathcal{G}_j} \left| (h, \tilde{\psi}_j^s) \right|^2 \right\}^{1/2} \lesssim \|h\|_{L^2(\mathcal{X})}.
\]

Now we turn to consider \(I_3\). We first estimate \(|(\psi_j^s, \tilde{\psi}_{j, \beta}^i)|\) for any \((j, \gamma), (s, \gamma) \in \mathcal{C}\) with \(d(y_j^s, y_j^3) \geq \delta^{j+1}\) and \(s \in \mathbb{Z} \cap (-\infty, -j - 1]\). From \(s_\alpha \in V_j\), \(\psi_j^3 \in W_j\) and \(V_j \perp W_j\) with \(V_j\) and \(W_j\) for all \(j \in \mathbb{Z}\) as in Lemma 3.1, it follows that

\[
\int_{\mathcal{X}} \tilde{\psi}_{j, \beta}^i(x) d\mu(x) = e^{\nu \delta^{2k-2}} \int_{\mathcal{X}} \tilde{\psi}_{\alpha}^j(x) \psi_{\beta}^3(x) d\mu(x) = 0,
\]

which, combined with (2.6), (2.11), \(\alpha \in \mathcal{A}_{j, \beta}^k\), \(d(y_j^s, y_j^3) \geq \delta^{j+1}\), the Hölder inequality and (3.16), further implies that

\[
\begin{align*}
\left| (\psi_j^s, \tilde{\psi}_{j, \beta}^i) \right| &= \left| \int_{\mathcal{X}} \left[ \psi_j^s(x) - \psi_j^s(y_j^3) \right] \tilde{\psi}_{j, \beta}^i(x) d\mu(x) \right| \\
&\lesssim e^{\nu \delta^{2k-2}} \int_{B(x_\alpha^j, 8\delta \beta)} \left| \psi_j^s(x) - \psi_j^s(y_j^3) \right| \left| \tilde{\psi}_{j, \beta}^i(x) \right| d\mu(x) \\
&\lesssim e^{\nu \delta^{2k-2}} \int_{B(x_\alpha^j, 8\delta \beta)} \left| \psi_j^s(x) - \psi_j^s(y_j^3) \right| \frac{e^{-\nu \delta ^{-j} d(y_j^3, x)}}{\sqrt{V(y_j^3, 2\delta \beta)}} d\mu(x) \\
&\lesssim e^{\nu \delta^{2k-2}} e^{-\frac{\nu}{2} \delta ^{-j} d(y_j^3, x)} \left\| \frac{e^{-\frac{\nu}{2} \delta ^{-j} d(y_j^3, x)}}{\sqrt{V(y_j^3, 2\delta \beta)}} \right\|_{L^2(\mathcal{X})} \\
&\times \left\{ \int_{B(x_\alpha^j, 8\delta \beta)} \left| \psi_j^s(x) - \psi_j^s(y_j^3) \right|^2 e^{-\frac{\nu}{2} \delta ^{-j} d(y_j^3, x)} d\mu(x) \right\}^{1/2} \lesssim E^{1/2},
\end{align*}
\]

where

\[
E := \int_{\mathcal{X}} \left| \psi_j^s(x) - \psi_j^s(y_j^3) \right|^2 e^{-\frac{\nu}{2} \delta ^{-j} d(y_j^3, x)} d\mu(x).
\]

Now we estimate \(E\) by writing

\[
E = \int_{B(y_j^3, \delta \beta)} \left| \psi_j^s(x) - \psi_j^s(y_j^3) \right|^2 e^{-\frac{\nu}{2} \delta ^{-j} d(y_j^3, x)} d\mu(x).
\]
For $E_1$, by $\delta^j < \delta^s$, (2.12) and (3.16), we know that

$$E_1 \lesssim \int_{B(y_\delta^s, \delta^j)} \frac{e^{-2\nu \delta^{-s} d(y_\beta^s, x)}}{V(y_\gamma^s, \delta^s)} \left[ \frac{d(x, y_\beta^j)}{\delta^s} \right]^{2\eta} e^{-\frac{\nu}{2} \delta^{-j} d(y_\beta^j, x)} \, d\mu(x) \lesssim e^{-\nu \delta^{-s} d(y_\beta^s, y_\beta^j)} \delta^{2(j-s)\eta} \int_{B(y_\delta^s, \delta^j)} e^{-\nu \delta^{-s} d(y_\beta^s, x)} \, d\mu(x) \lesssim e^{-\nu \delta^{-s} d(y_\beta^s, y_\beta^j)} \delta^{2(j-s)\eta}.$$

For $E_2$, by (2.12) and (3.16), we have

$$E_2 \lesssim \sum_{t=0}^{j-s-1} \int_{B(y_\delta^j, \delta^{s+t+1}) \setminus B(y_\delta^j, \delta^{s+t+1})} e^{-2\nu \delta^{-s} d(y_\beta^s, x)} \left[ \frac{d(x, y_\beta^j)}{\delta^s} \right]^{2\eta} e^{-\frac{\nu}{2} \delta^{-j} d(y_\beta^j, x)} \, d\mu(x) \lesssim \delta^{2\eta} e^{-\nu \delta^{-s} d(y_\beta^s, y_\beta^j)} \int_{B(y_\delta^j, \delta^{s+t+1}) \setminus B(y_\delta^j, \delta^{s+t+1})} e^{-\nu \delta^{-s} d(y_\beta^s, x)} e^{-\frac{\nu}{2} \delta^{-j} d(y_\beta^j, x)} \, d\mu(x) \lesssim e^{-\nu \delta^{-s} d(y_\beta^s, y_\beta^j)} \sum_{t=0}^{j-s-1} \delta^{2\eta} e^{-\frac{\nu}{2} \delta^{s+t+1-j}}.$$

To show $E_3$, by (2.11) and (3.16), we conclude that

$$E_3 \lesssim \sum_{t=0}^{\infty} \int_{B(y_\delta^j, 2^{t+1} \delta^s) \setminus B(y_\delta^j, 2^t \delta^s)} e^{-\nu \delta^{-s} d(y_\beta^s, x)} \left[ \frac{d(x, y_\beta^j)}{\delta^s} \right]^{2\eta} e^{-\frac{\nu}{2} \delta^{-j} d(y_\beta^j, x)} \, d\mu(x) \lesssim \sum_{t=0}^{\infty} \int_{B(y_\delta^j, 2^{t+1} \delta^s) \setminus B(y_\delta^j, 2^t \delta^s)} \left[ e^{-2\nu \delta^{-s} d(y_\beta^s, x)} + e^{-2\nu \delta^{-s} d(y_\beta^s, y_\beta^j)} \right] \frac{e^{-\frac{\nu}{2} \delta^{-j} d(y_\beta^j, x)}}{V(y_\gamma^s, \delta^s)} \, d\mu(x) \lesssim e^{-\frac{\nu}{4} \delta^{-s} d(y_\beta^s, y_\beta^j)} \sum_{t=0}^{\infty} \frac{e^{-2\nu \delta^{-s-j} - \frac{\nu}{2} \delta^{-j} d(y_\beta^s, x)}}{V(y_\gamma^s, \delta^s)} \, d\mu(x) \lesssim e^{-\frac{\nu}{4} \delta^{-s} d(y_\beta^s, y_\beta^j)} \sum_{t=0}^{\infty} 2^{-2(t-2)\eta} \delta^{2(j-s)\eta}.$$

Combining the estimates for $E_1$, $E_2$ and $E_3$, we have

$$\left( \psi_{\gamma^s, y_\beta^j}^{2^t \delta^s} \right)^{j-s} \lesssim \sum_{t=0}^{j-s} \delta^{2\eta} e^{-\frac{\nu}{2} \delta^{s+t+1-j}} \lesssim E^{1/2} \lesssim \left\{ e^{-\frac{\nu}{4} \delta^{-s} d(y_\beta^s, y_\beta^j)} \sum_{t=0}^{j-s} \delta^{2\eta} e^{-\frac{\nu}{2} \delta^{s+t+1-j}} \right\}^{1/2}.$$
\[
=: e^{-\frac{\nu}{4} \delta^{-s} d(y^s_\gamma, y^s_\beta)} S_{j, s},
\]

where \( S_{j, s} := \{ \sum_{t=0}^{j-s} e^{2\nu t} e^{-\frac{\nu}{4} \delta^{j+t+1-i}} \}^{1/2} \).

Moreover, observe that, by (2.10), (2.3), \( \mathcal{G}_j \cap \mathcal{G}_s = \emptyset \) and \( \mathcal{A}_{s+1} \subset \mathcal{A}_{j+1} \) for \( s, j \in \mathbb{Z} \) with \( s < j \), we know that, for given \( j \in \mathbb{Z}, \ \beta \in \mathcal{G}_j \) and \( s \in \mathbb{Z} \cap (-\infty, j), \ \gamma \in \mathcal{G}_s \) if and only if \( \gamma \in \mathcal{G}_s \) and \( d(y^s_\gamma, y^s_\beta) = d(x^{j+1}_s, x^{j+1}_\beta) \geq \delta^{j+1} \). From this, together with (3.19) and the Hölder inequality, we deduce that

\[
I_3 = \left\{ \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \left[ \sum_{s = -\infty}^{j-1} \sum_{\gamma \in \mathcal{G}_s} \left| (h, \psi^s_\gamma) \right| \left( \left| \psi^s_\gamma, \psi^{s+j,1}_j \right| \right) \right] \right\}^{1/2}.
\]

\[
\times \left\{ \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \left[ \sum_{s = -\infty}^{j-1} \sum_{\gamma \in \mathcal{G}_s} \left| (h, \psi^s_\gamma) \right| e^{-\frac{\nu}{4} \delta^{-s} d(y^s_\gamma, y^s_\beta)} S_{j, s} \right] \right\}^{1/2}.
\]

Observe that, by the elementary inequality

\[
(3.20) \quad \left[ \sum_{j=0}^{\infty} |a_j| \right]^p \leq \sum_{j=0}^{\infty} |a_j|^p \quad \text{for all } \{a_j\}_{j=0}^{\infty} \subset \mathbb{C} \text{ and } p \in (0, 1],
\]

we have

\[
(3.21) \quad \sum_{s = -\infty}^{j-1} S_{j, s} \leq \sum_{s = -\infty}^{j-1} \sum_{t = 0}^{j-s} \delta^{t \eta} e^{-\frac{\nu}{4} \delta^{j+t+1-i}} = \sum_{i = 1}^{\infty} \sum_{t = 0}^{\infty} \delta^{t \eta} e^{-\frac{\nu}{4} \delta^{j+t+1-i}} \leq 1
\]

and, similarly,

\[
(3.22) \quad \sum_{j = s+1}^{\infty} S_{j, s} \leq \sum_{j = s+1}^{\infty} \sum_{t = 0}^{j-s} \delta^{t \eta} e^{-\frac{\nu}{4} \delta^{j+t+1-i}} = \sum_{i = 1}^{\infty} \sum_{t = 0}^{\infty} \delta^{t \eta} e^{-\frac{\nu}{4} \delta^{i+1-j}} \leq 1.
\]

Thus, from Lemma 2.5 and (3.21), we deduce that

\[
\sum_{s = -\infty}^{j-1} \sum_{\gamma \in \mathcal{G}_s} e^{-\frac{\nu}{4} \delta^{-s} d(y^s_\gamma, y^s_\beta)} S_{j, s} \leq \sum_{s = -\infty}^{j-1} S_{j, s} e^{-\frac{\nu}{4} \delta^{-s} d(y^s_\gamma, y^s_\beta)} \leq \sum_{s = -\infty}^{j-1} S_{j, s} \leq 1,
\]
where $\mathcal{H}^s$ for $s \in \mathbb{Z}$ is as in (3.13), which, together with Lemma 2.5 again and (3.22), further implies that

$$I_3 \lesssim \left\{ \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_s} \sum_{s=-\infty}^{j-1} \sum_{\gamma \in \mathcal{G}_s} \sum_{d(y^s_\gamma, y^s_\beta) \geq \delta^{j+1}} \left| (h, \psi^s_\gamma) \right|^2 e^{-\frac{1}{2}\delta^{-s}d(y^s_\gamma, y^s_\beta)} S_{j, \gamma} \right\}^{1/2} \sum_{j \in \mathbb{Z}} \sum_{\gamma \in \mathcal{G}_s} \sum_{d(y^s_\gamma, \mathcal{H}) \geq \delta^{j+1}} \left| (h, \psi^s_\gamma) \right|^2 e^{-\frac{1}{2}\delta^{-s}d(y^s_\gamma, \mathcal{H})} \right\}^{1/2} \sum_{j \in \mathbb{Z}} \sum_{\gamma \in \mathcal{G}_s} \sum_{d(y^s_\gamma, \mathcal{H}) \geq \delta^{j+1}} \left| (h, \psi^s_\gamma) \right|^2 e^{-\frac{1}{2}\delta^{-s}d(y^s_\gamma, \mathcal{H})} \right\}^{1/2} \sum_{j \in \mathbb{Z}} \sum_{\gamma \in \mathcal{G}_s} \left| (h, \psi^s_\gamma) \right|^2 \sim \| h \|_{L^2(X)}.

Finally, we deal with $I_4$. We first estimate $|(\psi^s_\gamma, \tilde{\psi}^{k, i})|$ for any $(j, \gamma)$, $(s, \gamma) \in \mathcal{G}$ with $d(y^s_\gamma, y^s_\beta) \geq \delta^{s+1}$ and $s \in \mathbb{Z} \cap [j + 1, \infty)$. From $\psi^s_\gamma \in W_s$, $s^j_{\alpha} \in V_j \subset V_s$ and $W_s \bot V_s$ with $V_k$ and $W_k$ for any $k \in \mathbb{Z}$ as in Lemma 3.1, it follows that

$$\int_X \psi^s_\gamma(x) s^j_{\alpha}(x) \, d\mu(x) = 0,$$

which, together with (2.6), (2.11), the Hölder inequality and (3.16), further implies that

$$\left| (\psi^s_\gamma, \tilde{\psi}^{k, i}) \right| = \left| e^{-\frac{1}{2}\delta^{-s}x} \int_X \psi^s_\gamma(x) s^j_{\alpha}(x) \psi^j_{\beta}(x) \, d\mu(x) \right| \lesssim e^{-\frac{1}{2}\delta^{-s}d(y^s_\gamma, \mathcal{H})} \left\| \psi^j_{\beta}(x) - \psi^j_{\beta}(y^s_\gamma) \right\|_{L^2(X)} \times \left\{ \int_{B(x^s_{\delta}, \delta^s)} \left| \psi^j_{\beta}(x) - \psi^j_{\beta}(y^s_\gamma) \right|^2 e^{-\frac{1}{2}\delta^{-s}d(y^s_\gamma, x)} \, d\mu(x) \right\}^{1/2} \lesssim \Gamma^{1/2},$$
where

\[ F := e^{\nu \delta^{k-1}} \int_{B(x^*_\alpha, 8\delta^j)} \left| \psi^j_\beta (x) - \psi^j_\beta (y^*_\gamma) \right|^2 e^{-\nu \delta^{k-1} d(y^*_\gamma, x)} \, d\mu(x). \]

Now we estimate \( F \) by writing

\[ F = \int_{B(y^*_\alpha, \delta^j)} e^{\nu \delta^{k-1}} \chi_{B(x^*_\alpha, 8\delta^j)} (x) \left| \psi^j_\beta (x) - \psi^j_\beta (y^*_\gamma) \right|^2 e^{-\nu \delta^{k-1} d(y^*_\gamma, x)} \, d\mu(x) \]

\[ + \int_{B(y^*_\alpha, \delta^j) \setminus B(y^*_\alpha, \delta^j)} \cdots + \int_{\mathcal{X} \setminus B(y^*_\alpha, \delta^j)} \cdots := F_1 + F_2 + F_3. \]

For \( F_1 \), by (2.6), \( \delta^j < \delta^j \), (2.12), \( \alpha \in \mathscr{A}^k_{\delta^j, \beta} \) and (3.16), we know that

\[ F_1 \lesssim e^{\nu \delta^{k-1}} \int_{B(y^*_\alpha, \delta^j) \cap B(x^*_\alpha, 8\delta^j)} \frac{e^{-2\nu \delta^{k-1} d(y^*_\gamma, x)}}{V(y^*_\beta, \delta^j)} \left[ \frac{d(x, y^*_\gamma)}{\delta^j} \right]^{2\eta} e^{-\nu \delta^{k-1} d(y^*_\gamma, x)} \, d\mu(x) \]

\[ \lesssim e^{\nu \delta^{k-1}} e^{-\frac{\nu}{2} \delta^{j-1} d(y^*_\gamma, y^*_\beta)} e^{x y^*_\beta} \int_{B(y^*_\alpha, \delta^j)} e^{-\nu \delta^{k-1} d(y^*_\gamma, x)} \frac{d(x, y^*_\gamma)}{V(y^*_\beta, \delta^j)} \, d\mu(x) \]

\[ \lesssim e^{-\frac{\nu}{2} \delta^{j-1} d(y^*_\gamma, y^*_\beta)} \delta^2 \eta e^{-\nu \delta^{j+1-1-s}} \int_{B(y^*_\alpha, \delta^j) \setminus B(y^*_\alpha, \delta^j+1)} e^{-\nu \delta^{k-1} d(y^*_\gamma, x)} \, d\mu(x) \]

\[ \lesssim e^{-\frac{\nu}{2} \delta^{j-1} d(y^*_\gamma, y^*_\beta)} \sum_{t=0}^{s-j-1} \delta^{2\eta} e^{-\nu \delta^{j+1-1-s}} \frac{1}{V(y^*_\beta, \delta^j)} \int_{B(y^*_\alpha, \delta^j+1)} e^{-\nu \delta^{k-1} d(y^*_\gamma, x)} \, d\mu(x) \]

To estimate \( F_3 \), by (2.11) and (3.16), we conclude that

\[ F_3 \lesssim e^{\nu \delta^{k-1}} \sum_{t=0}^{\infty} \int_{B(y^*_\alpha, 2^{j+1} \delta^j) \setminus B(y^*_\alpha, 2^j \delta^j)} \left[ \left| \psi^j_\beta (x) \right|^2 + \left| \psi^j_\beta (y^*_\gamma) \right|^2 \right] \]

\[ \times e^{-\nu \delta^{k-1} d(y^*_\gamma, x)} \, d\mu(x) \]

\[ \lesssim e^{\nu \delta^{k-1}} \sum_{t=0}^{\infty} \int_{B(y^*_\alpha, 2^{j+1} \delta^j) \setminus B(y^*_\alpha, 2^j \delta^j)} \left[ e^{-2\nu \delta^{k-1} d(y^*_\gamma, x)} + e^{-2\nu \delta^{k-1} d(y^*_\gamma, y^*_\beta)} \right] \]

\[ \times e^{-\nu \delta^{k-1} d(y^*_\gamma, x)} \frac{d(x, y^*_\gamma)}{V(y^*_\beta, \delta^j)} \, d\mu(x) \]
Moreover, observe that, by (2.10), (2.3),
\[ 1 \lesssim d \sum_{t=0}^{\infty} V(y_{\beta}^2, \delta^t) \]
\[ \times \left\{ e^{-\frac{\nu}{4}\delta^{-j}d(y_{\gamma}^s, y_{\beta}^2)} \int_{B(y_{\gamma}^s, 2^t+1\delta^t)} e^{-\nu\delta^{-j}d(y_{\beta}^2, x)} d\mu(x) \right\} \]
\[ + e^{-\frac{\nu}{4}\delta^{-j}d(y_{\gamma}^s, y_{\beta}^2)} \int_{B(y_{\gamma}^s, 2^t+1\delta^t)} e^{-\frac{\nu}{4}\delta^{-j}d(y_{\beta}^2, x)} d\mu(x) \}
\[ \lesssim e^{-\frac{\nu}{4}\delta^{-j}d(y_{\gamma}^s, y_{\beta}^2)} \sum_{t=0}^{\infty} 2^{-2(t-2)\eta\delta^2(s-j)\eta} \]
\[ \lesssim e^{-\frac{\nu}{4}\delta^{-j}d(y_{\gamma}^s, y_{\beta}^2)} \sum_{t=0}^{\infty} 2^{-2(t-2)\eta\delta^2(s-j)\eta} \leq e^{-\frac{\nu}{4}\delta^{-s}d(y_{\gamma}^s, y_{\beta}^2)} \delta^2(s-j)\eta. \]

Combining the estimates for $F_1$, $F_2$ and $F_3$, we have

\[ \left| \left( \psi_{\beta, j, \gamma}^s \right) \right| \lesssim F^{1/2} \lesssim e^{-\frac{\nu}{4}\delta^{-j}d(y_{\gamma}^s, y_{\beta}^2)} \left\{ \sum_{t=0}^{s-j} \delta^{2t+\eta} e^{-\nu\delta^{-j+\eta}+s} \right\}^{1/2} \]
\[ = e^{-\frac{\nu}{4}\delta^{-j}d(y_{\gamma}^s, y_{\beta}^2)} T_{j, s}, \]

where $T_{j, s} := \{ \sum_{t=0}^{s-j} \delta^{2t+\eta} e^{-\nu\delta^{-j+\eta}+s} \}^{1/2}$.

Moreover, observe that, by (2.10), (2.3), $\mathcal{G}_j \cap \mathcal{G}_s = \emptyset$ and $\mathcal{G}_j \subset \mathcal{G}_s$ for $s, j \in \mathbb{Z}$ with $j < s$, we know that, for given $j \in \mathbb{Z}$, $\beta \in \mathcal{G}_j$ and $s \in \mathbb{Z} \cap (j, \infty)$, $\gamma \in \mathcal{G}_s$ if and only if $\gamma \in \mathcal{G}_s$ and $d(y_{\gamma}^s, y_{\beta}^2) = d(x_{\gamma}^{s+1}, x_{\beta}^{j+1}) \geq \delta^{s+1}$, which, combined with (3.23) and the Hölder inequality, further implies that

\[ I_d = \left\{ \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \left[ \sum_{s=0}^{\infty} \sum_{\gamma \in \mathcal{G}_s} \left| (h, \psi_{\gamma}^s) \right| \left| \left( \psi_{\beta, j, \gamma}^s \psi_{\gamma}^s, \psi_{\beta, j, \gamma}^s \right) \right|^2 \right] \right\}^{1/2} \]
\[ \leq \left\{ \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \left[ \sum_{s=0}^{\infty} \sum_{\gamma \in \mathcal{G}_s} \left| (h, \psi_{\gamma}^s) \right| e^{-\frac{\nu}{4}\delta^{-s}d(y_{\gamma}^s, y_{\beta}^2)} T_{j, s} \right] \right\}^{2/2} \]
\[ \leq \left\{ \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \left[ \sum_{s=0}^{\infty} \sum_{\gamma \in \mathcal{G}_s} \left| (h, \psi_{\gamma}^s) \right|^2 e^{-\frac{\nu}{4}\delta^{-s}d(y_{\gamma}^s, y_{\beta}^2)} T_{j, s} \right] \right\}^{1/2} \]
\[ \times \left\{ \sum_{s=0}^{\infty} \sum_{\gamma \in \mathcal{G}_s} e^{-\frac{\nu}{4}\delta^{-s}d(y_{\gamma}^s, y_{\beta}^2)} T_{j, s} \right\}^{1/2}. \]
Observe that, by (3.20), we have

\[
\sum_{s=j+1}^{\infty} T_{j,s} \lesssim \sum_{s=j+1}^{\infty} \sum_{t=0}^{s-j} \delta^t \eta e^{-\frac{\nu}{\delta} t + 1 - s} = \sum_{i=1}^{\infty} \sum_{t=0}^{i} \delta^t \eta e^{-\frac{\nu}{\delta} t + 1 - i} = \sum_{t=0}^{\infty} \delta^t \eta \sum_{i=1}^{\infty} e^{-\frac{\nu}{\delta} t + 1 - i} \lesssim 1
\]

and, similarly,

\[
\sum_{j=-\infty}^{s-1} T_{j,s} \lesssim \sum_{j=-\infty}^{s-1} \sum_{t=0}^{s-j} \delta^t \eta e^{-\frac{\nu}{\delta} t + 1 - s} = \sum_{i=1}^{\infty} \sum_{t=0}^{i} \delta^t \eta e^{-\frac{\nu}{\delta} t + 1 - i} = \sum_{t=0}^{\infty} \delta^t \eta \sum_{i=1}^{\infty} e^{-\frac{\nu}{\delta} t + 1 - i} \lesssim 1.
\]

Thus, from Lemma 2.5 and (3.24), we deduce that

\[
\sum_{j=s+1}^{\infty} \sum_{\gamma \in \mathcal{G}_s} e^{-\frac{\nu}{\delta} \delta^{-j} d(y^s_j, y^t_j)} T_{j,s} \lesssim \sum_{s=j+1}^{\infty} T_{j,s} e^{-\frac{\nu}{\delta} \delta^{-j} d(y^s_j, y^t_j)} \lesssim \sum_{s=j+1}^{\infty} T_{j,s} \lesssim 1,
\]

which, combined with Lemma 2.5 again and (3.25), further implies that

\[
I_4 \lesssim \left\{ \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \sum_{s=j+1}^{\infty} \sum_{\gamma \in \mathcal{G}_s} \left| (h, \psi^s_{\gamma}) \right|^2 e^{-\frac{\nu}{\delta} \delta^{-j} d(y^s_j, y^t_j)} T_{j,s} \right\}^{1/2}
\]

\[
\sim \left\{ \sum_{j \in \mathbb{Z}} \sum_{s=j+1}^{\infty} T_{j,s} \sum_{\gamma \in \mathcal{G}_s} \left| (h, \psi^s_{\gamma}) \right|^2 \sum_{\beta \in \mathcal{G}_j} e^{-\frac{\nu}{\delta} \delta^{-j} d(y^s_j, y^t_j)} \right\}^{1/2}
\]

\[
\lesssim \left\{ \sum_{j \in \mathbb{Z}} \sum_{s=j+1}^{\infty} T_{j,s} \sum_{\gamma \in \mathcal{G}_s} \left| (h, \psi^s_{\gamma}) \right|^2 e^{-\frac{\nu}{\delta} \delta^{-j} d(y^s_j, \Phi_j)} \right\}^{1/2}
\]

\[
\lesssim \left\{ \sum_{j \in \mathbb{Z}} \sum_{s=j+1}^{\infty} T_{j,s} \sum_{\gamma \in \mathcal{G}_s} \left| (h, \psi^s_{\gamma}) \right|^2 \right\}^{1/2} \sim \left\{ \sum_{s=-\infty}^{\infty} \left( \sum_{j=s+1}^{s-1} T_{j,s} \right) \sum_{\gamma \in \mathcal{G}_s} \left| (h, \psi^s_{\gamma}) \right|^2 \right\}^{1/2}
\]

\[
\lesssim \left\{ \sum_{s \in \mathbb{Z}} \sum_{\gamma \in \mathcal{G}_s} \left| (h, \psi^s_{\gamma}) \right|^2 \right\}^{1/2} \sim \|h\|_{L^2(X)}.
\]

This, combined with the estimates for $I_1$, $I_2$ and $I_3$, finishes the proof of (3.15) and hence Proposition 3.5. \qed
We also need to establish some estimates of integral kernels defined as follows. Let \( k \in \mathbb{Z} \) and \( i \in \{1, \ldots, m_k\} \) with \( m_k \) as in (3.11). For \((x, y) \in (\mathcal{X} \times \mathcal{X}) \setminus \{(x, x) : x \in \mathcal{X}\}\), let
\[
K_{k,i}(x, y) := \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \overline{\tilde{\psi}^k_{j,\beta}(x)} \psi^j_{\beta}(y),
\]
where \( \mathcal{G}_j \) for any \( j \in \mathbb{Z} \) is as in (2.10), and, for each \( N \in \mathbb{N} \) and \( x, y \in \mathcal{X} \),
\[
K^N_{k,i}(x, y) := \sum_{(j, \beta) \in \mathcal{N}_N} \overline{\tilde{\psi}^k_{j,\beta}(x)} \psi^j_{\beta}(y),
\]
where \( \mathcal{N}_N \) for any \( N \in \mathbb{N} \) is as in (3.9).

**Proposition 3.5.** Suppose that \((\mathcal{X}, d, \mu)\) is a metric measure space of homogeneous type, \( N \in \mathbb{N}, k \in \mathbb{Z} \) and \( i \in \{1, \ldots, m_k\} \) with \( m_k \) as in (3.11). Let \( K_{k,i}, K^N_{k,i} \) be defined as in (3.26) and (3.27). Then
\[
K_{k,i}, K^N_{k,i} \in L^{1}_{\text{loc}}((\mathcal{X} \times \mathcal{X}) \setminus \{(x, x) : x \in \mathcal{X}\})
\]
and satisfy (2.17), (2.18) and (2.19) with \( s := \eta/2 \) and \( \eta \) as in (2.8).

**Proof.** Let \( N \in \mathbb{N}, k \in \mathbb{Z}, i \in \{1, \ldots, m_k\} \), and the kernels \( K_{k,i} \) and \( K^N_{k,i} \) be defined as in (3.26) and (3.27), respectively. We only prove the results for \( K_{k,i} \), since the proof of \( K^N_{k,i} \) is similar. Obviously, if \( K_{k,i} \) satisfies (2.17), then \( K_{k,i} \in L^{1}_{\text{loc}}((\mathcal{X} \times \mathcal{X}) \setminus \{(x, x) : x \in \mathcal{X}\}) \). Thus, it suffices to show that \( K_{k,i} \) satisfies (2.17), (2.18) and (2.19).

Now we prove that \( K_{k,i} \) satisfies (2.17). By (2.6), (2.11) and \( \alpha \in \mathcal{A}^{k}_{j,\beta} \) with \( \mathcal{A}^{k}_{j,\beta} \) as in (3.10), we see that, for all \( x, y \in \mathcal{X} \) with \( x \neq y \),
\[
|K_{k,i}(x, y)| \lesssim e^{\nu\delta^{2k-2}} \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} |\chi_{B(x_{\delta^j}, \delta^{2j})}(x)| e^{-\nu \delta^{-j}d(y^{j\beta}, x)} \left| \frac{\psi^j_{\beta}(x)}{[V(y^{j\beta}, \delta^j)]^{1/4}} \right|^2,
\]
where \( \mathcal{G}_j \) for \( j \in \mathbb{Z} \) as in (2.10).

Notice that, by (1.1), for \( j \in \mathbb{Z} \) and \( \beta \in \mathcal{G}_j \)
\[
V(y, \delta^j) \leq V(y^{j\beta}, \delta^j + d(y, y^{j\beta})) \lesssim \left[ \frac{\delta^j + d(y, y^{j\beta})}{\delta^j} \right]^n V(y^{j\beta}, \delta^j).
\]

By this and \( y^{j\beta} := x^{j+1}_{\beta} \) for all \( \beta \in \mathcal{G}_j \), together with (2.11) and Lemma 2.5, we write
\[
H \lesssim \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} e^{-\nu \delta^{-j}d(x, y^{j\beta})} e^{-\nu \delta^{-j}d(y, y^{j\beta})} \frac{1}{V(y^{j\beta}, \delta^j)}.
\]
\[
\lesssim \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} e^{-\frac{\nu}{2} \delta_j} d(x, y) e^{-\frac{\nu}{2} \delta_j} d(y, y') \\
\lesssim \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} e^{-\frac{\nu}{2} \delta_j} d(x, y) e^{-\frac{\nu}{2} \delta_j} d(y, y') \lesssim \sum_{j \in \mathbb{Z}} \frac{1}{V(y, \delta_j)} e^{-\frac{\nu}{2} \delta_j} d(x, y) e^{-\frac{\nu}{2} \delta_j} d(y, \mathcal{Y}^j)
\]

\[
\lesssim \sum_{\{j \in \mathbb{Z} : \delta_j \geq d(x, y)\}} \frac{1}{V(y, \delta_j)} e^{-\frac{\nu}{2} \delta_j} d(x, y) e^{-\frac{\nu}{2} \delta_j} d(y, \mathcal{Y}^j) + \sum_{\{j \in \mathbb{Z} : \delta_j < d(x, y)\}} \cdots =: H_1 + H_2,
\]

where, for any \( j \in \mathbb{Z} \), \( \mathcal{Y}^j \) is as in (3.13).

To estimate \( H_1 \), from [1, Lemma 8.3] (with \( a := 1 \), \( \nu := 1 \) and \( \gamma \) replaced by \( \nu/8 \)) and (1.6), it follows that

\[
H_1 \lesssim \sum_{\{j \in \mathbb{Z} : \delta_j \geq d(x, y)\}} \frac{1}{V(y, \delta_j)} e^{-\frac{\nu}{2} \delta_j} d(x, y) \lesssim \frac{1}{V(y, x)} \sim \frac{1}{V(x, y)}.
\]

Now we deal with \( H_2 \). By (1.1) and (1.6), we obtain

\[
H_2 \lesssim \sum_{\{j \in \mathbb{Z} : \delta_j < d(x, y)\}} \frac{1}{V(y, x)} \left[ \frac{d(x, y)}{\delta_j} \right]^n e^{-\frac{\nu}{2} \delta_j} d(x, y)
\]

\[
\lesssim \frac{1}{V(x, y)} \sum_{\{j \in \mathbb{Z} : \delta_j < d(x, y)\}} \frac{\delta_j}{d(x, y)} \lesssim \frac{1}{V(x, y)}.
\]

Combining the estimates of \( H_1 \) and \( H_2 \), we further know that \( H \lesssim H_1 + H_2 \lesssim \frac{1}{V(x, y)} \), which, together with (3.28), implies that \( K_{k, i} \) satisfies (2.17).

Then we prove that \( K_{k, i} \) satisfies (2.19). For all \( x, y, \bar{y} \in \mathcal{X} \) with \( 0 < d(y, \bar{y}) \leq \frac{1}{2} d(x, y) \), by (2.6), (2.11) and \( \alpha \in \mathcal{Y}^k_{j, \beta} \) with \( \mathcal{Y}^k_{j, \beta} \) as in (3.10), together with \( y_{\beta} := \frac{x_{\beta} + 1}{2} \) for all \( \beta \in \mathcal{G}_j \), we have

\[
|K_{k, i}(x, y) - K_{k, i}(x, \bar{y})| \lesssim e^{\nu \delta_j k - 2} \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \chi_{B(x_{\beta}, 8\delta_j)}(x) e^{-\frac{\nu}{2} \delta_j} d(y_{\beta}, x) \psi_{\beta}(y) - \psi_{\beta} (\bar{y}) \left| \frac{|\omega_{j}(x)|^{1/2}}{[V(y_{\beta}, \delta_j)]^{1/4}} \right|
\]

\[
\lesssim e^{\nu \delta_j k - 2} e^{-\frac{\nu}{2} \delta_j} \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \left| \psi_{\beta}(y) - \psi_{\beta} (\bar{y}) \right| \left| \frac{|\omega_{j}(x)|^{1/2}}{[V(y_{\beta}, \delta_j)]^{1/4}} \right|
\]

\[
\lesssim \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \left| \psi_{\beta}(y) - \psi_{\beta} (\bar{y}) \right| \left| \frac{|\omega_{j}(x)|^{1/2}}{[V(y_{\beta}, \delta_j)]^{1/4}} \right| =: J.
\]

To estimate \( J \), we consider the following two cases.

\textbf{Case (1)} \( d(y, \bar{y}) \geq \delta_j \). In this case, from (2.11), \( d(x, \bar{y}) \geq d(x, y) - d(y, \bar{y}) \geq \frac{1}{2} d(x, y) \), \( d(y, \bar{y}) \geq \delta_j \), (1.1) and some computations similar to those used in the estimates of \( H \),
together with \( y_j^\beta := x_j^{j+1} \) for all \( \beta \in \mathcal{G}_j \), we deduce that

\[
J \lesssim \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \frac{e^{-\nu \delta^{-j}d(y, y_j^\beta)}}{V(y_j^\beta, \delta_j)} e^{-\frac{\nu}{2} \delta^{-j}d(x, y_j^\beta)} + \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \frac{e^{-\nu \delta^{-j}d(\bar{y}, y_j^\beta)}}{V(y_j^\beta, \delta_j)} e^{-\frac{\nu}{2} \delta^{-j}d(x, y_j^\beta)}
\]

\[
\lesssim \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \frac{\delta_j}{d(x, y)} \eta \sum_{\beta \in \mathcal{G}_j} \frac{e^{-\frac{\nu}{2} \delta^{-j}d(y, y_j^\beta)}}{V(y_j^\beta, \delta_j)} e^{-\frac{\nu}{2} \delta^{-j}d(x, y)} + \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \frac{\delta_j}{d(x, y)} \eta \sum_{\beta \in \mathcal{G}_j} \frac{e^{-\frac{\nu}{2} \delta^{-j}d(\bar{y}, y_j^\beta)}}{V(y_j^\beta, \delta_j)} e^{-\frac{\nu}{2} \delta^{-j}d(x, \bar{y})}
\]

\[
\lesssim \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \eta \left[ \frac{d(y, \bar{y})}{d(x, y)} \right] \frac{e^{-\frac{\nu}{2} \delta^{-j}d(y, y_j^\beta)}}{V(y_j^\beta, \delta_j)} e^{-\frac{\nu}{2} \delta^{-j}d(x, y)} + \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \eta \left[ \frac{d(y, \bar{y})}{d(x, \bar{y})} \right] \frac{1}{V(x, \bar{y})} \lesssim \frac{d(y, \bar{y})}{d(x, y)} \frac{1}{V(x, \bar{y})} \lesssim \frac{d(y, \bar{y})}{d(x, y)} \frac{1}{V(x, y)}.
\]

This completes the proof of Case (i).

**Case (ii) \( d(y, \bar{y}) < \delta_j \).** In this case, by (2.11), (2.12), (3.29) and Lemma 2.5, we further write

\[
J \lesssim \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \left[ \frac{d(y, \bar{y})}{\delta_j} \right] \eta \frac{e^{-\nu \delta^{-j}d(y, y_j^\beta)}}{V(y_j^\beta, \delta_j)} e^{-\frac{\nu}{2} \delta^{-j}d(x, y_j^\beta)}
\]

\[
\lesssim \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \left[ \frac{d(y, \bar{y})}{\delta_j} \right] \eta \frac{e^{-\frac{\nu}{2} \delta^{-j}d(y, y_j^\beta)}}{V(y_j^\beta, \delta_j)} e^{-\frac{\nu}{2} \delta^{-j}d(x, y_j^\beta)} + \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \frac{1}{V(y_j^\beta, \delta_j)} \lesssim \frac{d(y, \bar{y})}{d(x, y)} \frac{1}{V(x, \bar{y})} \lesssim \frac{d(y, \bar{y})}{d(x, y)} \frac{1}{V(x, y)} \lesssim \frac{d(y, \bar{y})}{d(x, y)} \frac{1}{V(x, y)}.
\]

This completes the proof of Case (ii).
where $\mathcal{G}^j$ for any $j \in \mathbb{Z}$ is as in (3.13).

Similar to the estimates for $H_1$, we conclude that
\[
J_1 \lesssim \left[ \frac{d(y, \tilde{y})}{d(x, y)} \right]^\eta \sum_{\{j \in \mathbb{Z} : \delta^j \geq d(x, y)\}} e^{-\frac{C}{C_0} \delta^j d(x, y)} \frac{1}{V(y, \delta^j)} e^{-\frac{C}{C_0} \delta^j d(y, \mathcal{G}^j)} \lesssim \left[ \frac{d(y, \tilde{y})}{d(x, y)} \right]^\eta \frac{1}{V(y, x)}.
\]

Now we turn to estimate $J_2$. By (1.1) and (1.6), we see that
\[
J_2 \lesssim \sum_{\{j \in \mathbb{Z} : \delta^j < d(x, y)\}} \left[ \frac{d(y, \tilde{y})}{\delta^j} \right]^\eta \frac{1}{V(y, x)} \left[ \frac{d(x, y)}{\delta^j} \right]^n e^{-\frac{C}{C_0} \delta^j d(x, y)}
\[
\lesssim \frac{1}{V(y, x)} \sum_{\{j \in \mathbb{Z} : \delta^j < d(x, y)\}} \left[ \frac{d(y, \tilde{y})}{\delta^j} \right]^\eta \left[ \frac{d(x, y)}{\delta^j} \right]^n \left[ \frac{\delta^j}{d(x, y)} \right]^{n+\eta+1}
\[
\lesssim \frac{1}{V(y, x)} \sum_{\{j \in \mathbb{Z} : \delta^j < d(x, y)\}} \frac{\delta^j}{d(x, y)} \lesssim \frac{1}{V(x, y)} \left[ \frac{d(y, \tilde{y})}{d(x, y)} \right]^\eta.
\]

Combining the estimates of $J_1$ and $J_2$, we further know that
\[
J \lesssim J_1 + J_2 \lesssim \frac{1}{V(x, y)} \left[ \frac{d(y, \tilde{y})}{d(x, y)} \right]^\eta,
\]
which completes the proof Case (ii). This, together with (3.30) and Case (i), further implies that $K$ satisfies (2.19).

Finally, we show that $K$ satisfies (2.18). For all $x, \bar{x}, y \in X$ with $0 < d(x, \bar{x}) \leq \frac{1}{2} d(x, y)$, by (2.6), (2.11) and $\alpha \in \mathcal{A}^{k}_{j, \beta}$, we find that
\[
|K_{k, i}(x, y) - K_{k, i}(\bar{x}, y)|
\[
\leq e^{\nu \delta^k - 2} \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{A}^j_{\beta}} \left| s^j_{\alpha}(x) \psi^j_{\beta}(x) - s^j_{\alpha}(\bar{x}) \psi^j_{\beta}(\bar{x}) \right| \left| \psi^j_{\beta}(y) \right|
\[
\leq e^{\nu \delta^k - 2} \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{A}^j_{\beta}} \left[ \left| s^j_{\alpha}(x) \psi^j_{\beta}(x) \right|^{1/2} + \left| s^j_{\alpha}(\bar{x}) \psi^j_{\beta}(\bar{x}) \right|^{1/2} \right]
\times \left| s^j_{\alpha}(x) \psi^j_{\beta}(x) - s^j_{\alpha}(\bar{x}) \psi^j_{\beta}(\bar{x}) \right|^{1/2} \left| \psi^j_{\beta}(y) \right|
\[
\lesssim e^{\nu \delta^k - 2} \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{A}^j_{\beta}} \left[ \chi_{B(x^j, \delta^j)}(x) e^{-\frac{C}{C_0} \delta^j d(y^j, x)} \frac{1}{V(y^j, \delta^j)^{1/4}} + \chi_{B(x^j, \delta^j)}(\bar{x}) e^{-\frac{C}{C_0} \delta^j d(y^j, \bar{x})} \frac{1}{V(y^j, \delta^j)^{1/4}} \right]
\times \left| s^j_{\alpha}(x) \psi^j_{\beta}(x) - s^j_{\alpha}(\bar{x}) \psi^j_{\beta}(\bar{x}) \right|^{1/2} \left| \psi^j_{\beta}(y) \right|
\[
\lesssim \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{A}^j_{\beta}} \left[ s^j_{\alpha}(x) \psi^j_{\beta}(x) - s^j_{\alpha}(\bar{x}) \psi^j_{\beta}(\bar{x}) \right]^{1/2} \left[ \frac{\psi^j_{\beta}(y)}{V(y^j, \delta^j)^{1/4}} \right]^{1/4}
\[
\lesssim \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{A}^j_{\beta}} \left[ s^j_{\alpha}(x) \psi^j_{\beta}(x) - s^j_{\alpha}(\bar{x}) \psi^j_{\beta}(\bar{x}) \right]^{1/2} \left[ \frac{\psi^j_{\beta}(y)}{V(y^j, \delta^j)^{1/4}} \right]^{1/4}
\]
\[ + \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \left| s^j_{\alpha}(x) - s^j_{\alpha}(\bar{x}) \right|^{1/2} \left| \psi^j_{\beta}(\bar{x}) \right|^{1/2} \frac{\left| \psi^j_{\beta}(y) \right|}{[V(y^j_{\beta}, \delta^j)]^{1/4}} =: A + B. \]

By some arguments similar to those used in the estimates for \( J \), we have
\[ A \lesssim \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \left| \psi^j_{\beta}(x) - \psi^j_{\beta}(\bar{x}) \right|^{1/2} \frac{\left| \psi^j_{\beta}(y) \right|}{[V(y^j_{\beta}, \delta^j)]^{1/4}} \lesssim \frac{1}{V(x,y)} \left[ \frac{d(x, \bar{x})}{d(x, y)} \right]^\eta. \]

To estimate \( B \), by (2.8), we further write
\[ B \lesssim \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}_j} \left[ \frac{d(x, \bar{x})}{\delta^j} \right]^{\eta/2} \left| \psi^j_{\beta}(x) \right|^{1/2} \frac{\left| \psi^j_{\beta}(y) \right|}{[V(y^j_{\beta}, \delta^j)]^{1/4}} \]
\[ \sim \sum_{\{j \in \mathbb{Z} : \delta^j \geq d(x, y)\}} \sum_{\beta \in \mathcal{G}_j} \left[ \frac{d(x, \bar{x})}{\delta^j} \right]^{\eta/2} \left| \psi^j_{\beta}(x) \right|^{1/2} \frac{\left| \psi^j_{\beta}(y) \right|}{[V(y^j_{\beta}, \delta^j)]^{1/4}} + \sum_{\{j \in \mathbb{Z} : d(x, \bar{x}) \leq \delta^j < d(x, y)\}} \sum_{\beta \in \mathcal{G}_j} \cdots + \sum_{\{j \in \mathbb{Z} : d(x, \bar{x}) > \delta^j\}} \sum_{\beta \in \mathcal{G}_j} \cdots \]
\[ =: B_1 + B_2 + B_3. \]

From some arguments similar to those used in the estimates for \( H \), it follows that
\[ B_1 \lesssim \left[ \frac{d(x, \bar{x})}{d(x, y)} \right]^{\eta/2} \sum_{\{j \in \mathbb{Z} : \delta^j \geq d(x, y)\}} \sum_{\beta \in \mathcal{G}_j} \left| \psi^j_{\beta}(x) \right|^{1/2} \frac{\left| \psi^j_{\beta}(y) \right|}{[V(y^j_{\beta}, \delta^j)]^{1/4}} \lesssim \frac{1}{V(x,y)} \left[ \frac{d(x, \bar{x})}{d(x, y)} \right]^{\eta/2}. \]

Moreover, by some arguments similar to those used in the estimates for \( H \), (1.6) and (1.1), we conclude that
\[ B_2 \lesssim \sum_{\{j \in \mathbb{Z} : d(x, \bar{x}) \leq \delta^j < d(x, y)\}} \left[ \frac{d(x, \bar{x})}{\delta^j} \right]^{\eta/2} \frac{1}{V(x, \delta^j)} e^{-\frac{\beta}{2} \delta^{-j} d(y^j, \bar{x})} e^{-\frac{\beta}{2} \delta^{-j} d(x,y)} \]
\[ \approx \sum_{\{j \in \mathbb{Z} : d(x, \bar{x}) \leq \delta^j < d(x, y)\}} \left[ \frac{d(x, \bar{x})}{\delta^j} \right]^{\eta/2} \frac{1}{V(x, \delta^j)} \left[ \frac{d(x, \bar{x})}{\delta^j} \right]^{\frac{\delta^j}{d(x, y)}} \]
\[ \lesssim \left[ \frac{d(x, \bar{x})}{d(x, y)} \right]^{\eta/2} \frac{1}{V(x, y)} \sum_{\{j \in \mathbb{Z} : d(x, \bar{x}) \leq \delta^j < d(x, y)\}} \delta^j \]
\[ \lesssim \left[ \frac{d(x, \bar{x})}{d(x, y)} \right]^{\eta/2} \frac{1}{V(x, y)} \sum_{j = \lceil \log_{1/\delta} 1/d(x, y) \rceil}^{\infty} \delta^j \lesssim \frac{1}{V(x, y)} \left[ \frac{d(x, \bar{x})}{d(x, y)} \right]^{\eta/2}, \]

where \( \mathcal{G}^j \) for any \( j \in \mathbb{Z} \) is as in (3.13).
From $0 < d(x, \bar{x}) \leq (1/2)d(x, y)$ and some arguments similar to those used in the estimate of $B_2$, we deduce that

$$B_3 \lesssim \sum_{\{j \in \mathbb{Z}: \ d(x, \bar{x}) > \delta^j\}} \left( \frac{d(x, \bar{x})}{\delta^j} \right)^{n/2} \frac{1}{V(\bar{x}, \delta^j)} e^{-\frac{1}{4}^j d|\delta^j d(x, x) e^{-\nu^j d}(y, x) e^{-\nu^j d}(x, y)}$$

and

$$\lesssim \sum_{\{j \in \mathbb{Z}: \ \delta^j < d(x, y)\}} \left( \frac{d(x, \bar{x})}{\delta^j} \right)^{n/2} \frac{1}{V(\bar{x}, \delta^j)} \left( \frac{d(x, y)}{\delta^j} \right)^n \left( \frac{\delta^j}{d(x, y)} \right)^{n+\frac{1}{2}+1}.$$

Combining the estimates of $B_1$, $B_2$, $B_3$ and $A$, we know that $K_{k, i}$ satisfies (2.18), which completes the proof of Proposition 3.5.

**Remark 3.6.** By a slight modification on the proof of Proposition 3.5, we can show that, for any $N \in \mathbb{N}$, $k \in \mathbb{Z}$ and $i \in \{1, \ldots, m_k\}$, $K_{k, i}$ and $K_{k, i}^N$ satisfy (2.18) and (2.19) with any $s \in (0, \eta)$ and $\eta$ as in (2.8).

Now we are ready to establish the following boundedness result for $\Pi_1$ in (3.2), which is an extension of [4, Lemma 4.2].

**Lemma 3.7.** Let $(\mathcal{X}, d, \mu)$ be a metric measure space of homogeneous type. Then the bilinear operator $\Pi_1$ in (3.2), originally defined for $f, g \in L^2(\mathcal{X})$ with finite wavelet decompositions as in (3.1), can be extended to a bounded bilinear operator from $L^2(\mathcal{X}) \times L^2(\mathcal{X})$ into $H^1_{at}(\mathcal{X})$.

**Proof.** Let $f, g \in L^2(\mathcal{X})$ with finite wavelet decompositions as in (3.1), $s^j_{\alpha} := s^j_{\alpha}/\nu^j_{\alpha}$ for all $(j, \alpha) \in \mathcal{A}$, with $\mathcal{A}$ as in (2.4), and $\nu^j_{\alpha} := \int_{\mathcal{X}} s^j_{\alpha} d\mu \sim \mu^j_{\alpha}$ [see (2.6)], where $\mu^j_{\alpha} := \mu(B(x^j_{\alpha}, \delta^j))$ for all $(j, \alpha) \in \mathcal{A}$.

We first observe that, for any given $j \in \mathbb{Z} \cap [-M_2, M_2]$, with $M_2$ as in (3.1), and $\beta \in \mathcal{G}_j$, with $\mathcal{G}_j$ as in (2.10), by $\mathcal{G}_j$, $\mathcal{A}_{j+1} \subset \mathcal{A}_j$, $\mathcal{G}_j \cap \mathcal{A}_j = \emptyset$ and (2.3), we know that $\beta \in \mathcal{G}_j$ if and only if $\beta \in \mathcal{G}_j$ and $d(x^j_{\alpha}, y^j_{\beta}) \geq \delta^{j+1}$. Moreover, by the finite wavelet decomposition of $g$, we see that $Q_j g = 0$ for all $j \notin \mathbb{Z} \cap [-M_2, M_2]$. From these facts, (3.2) and Theorems 2.8 and 2.7, it follows that

\begin{equation}
\Pi_1(f, g) = \sum_{j = -M_2}^{M_2} (P_j f)(Q_j g)
\end{equation}

\begin{equation}
= \sum_{j = -M_2}^{M_2} \left[ \sum_{\alpha \in A_j} \left( f, \frac{s^j_{\alpha}}{\sqrt{\nu^j_{\alpha}}} \right) \frac{s^j_{\alpha}}{\sqrt{\nu^j_{\alpha}}} \right] \sum_{\beta \in \mathcal{G}_j} \left( g, \psi^j_{\beta} \right) \psi^j_{\beta}
\end{equation}

\begin{equation}
= \sum_{j = -M_2}^{M_2} \sum_{\alpha \in A_j} \sum_{\beta \in \mathcal{G}_j, d(x^j_{\alpha}, y^j_{\beta}) \geq \delta^{j+1}} \left( f, s^j_{\alpha} \right) \left( g, \psi^j_{\beta} \right) s^j_{\alpha} \psi^j_{\beta}
\end{equation}
in $L^1(\mathcal{X})$.

Now we show that

$$
T := \sum_{j = -M_2}^{M_2} \sum_{\beta \in \mathcal{B}_j} \sum_{\{\alpha \in \mathcal{A}_j : d(x^i, y^i_{\beta}) \geq \delta^{i+1}\}} |(f, s_{\alpha})| |(g, \psi^j_{\beta})| \times \int_X s_{\alpha}(x) \psi^j_{\beta}(x) \, d\mu(x) < \infty.
$$

Indeed, from (2.6), (2.11), the Hölder inequality, (3.16), (1.1) and $\mu^j_\alpha \sim \nu^j_\alpha$, we deduce that

$$
T \lesssim \sum_{j = -M_2}^{M_2} \sum_{\beta \in \mathcal{B}_j} \sum_{\{\alpha \in \mathcal{A}_j : d(x^i, y^i_{\beta}) \geq \delta^{i+1}\}} \left| \left( f, \frac{s_{\alpha}}{\sqrt{\nu^j_\alpha}} \right) \right| \left| \left( g, \psi^j_{\beta} \right) \right| \int_{B(x^i, 8\delta^j)} e^{-\nu \delta^{-j} d(x, y^i_{\beta})} \, d\mu(x)
$$

$$
\lesssim \left\{ \sum_{j = -M_2}^{M_2} \sum_{\beta \in \mathcal{B}_j} \sum_{\{\alpha \in \mathcal{A}_j : d(x^i, y^i_{\beta}) \geq \delta^{i+1}\}} \left| \left( f, \frac{s_{\alpha}}{\sqrt{\nu^j_\alpha}} \right) \right| \left| \left( g, \psi^j_{\beta} \right) \right| e^{-\nu \delta^{-j} d(x^i, y^i_{\beta})} \frac{1}{\sqrt{\nu^j_\alpha}} \right\}^{1/2} \left\{ \int_{B(x^i, 8\delta^j)} \left[ \frac{e^{-\frac{\nu}{2} \delta^{-j} d(x, y^i_{\beta})}}{V(y^i_{\beta}, \delta)} \right]^2 \, d\mu(x) \right\}^{1/2}
$$

which, combined with the Hölder inequality again, Lemma 2.5, Theorems 2.7 and 2.8, further implies that

$$
T \lesssim \left\{ \sum_{j = -M_2}^{M_2} \sum_{\beta \in \mathcal{B}_j} \sum_{\{\alpha \in \mathcal{A}_j : d(x^i, y^i_{\beta}) \geq \delta^{i+1}\}} \left| \left( f, \frac{s_{\alpha}}{\sqrt{\nu^j_\alpha}} \right) \right|^2 e^{-\nu \delta^{-j} d(x^i, y^i_{\beta})/2} \right\}^{1/2}
$$

$$
\times \left\{ \sum_{j = -M_2}^{M_2} \sum_{\beta \in \mathcal{B}_j} \sum_{\{\alpha \in \mathcal{A}_j : d(x^i, y^i_{\beta}) \geq \delta^{i+1}\}} \left| \left( g, \psi^j_{\beta} \right) \right|^2 e^{-\nu \delta^{-j} d(x^i, y^i_{\beta})/2} \right\}^{1/2}
$$

$$
\times \left\{ \sum_{j = -M_2}^{M_2} \sum_{\beta \in \mathcal{B}_j} \sum_{\{\alpha \in \mathcal{A}_j : d(x^i, y^i_{\beta}) \geq \delta^{i+1}\}} \left| \left( f, \frac{s_{\alpha}}{\sqrt{\nu^j_\alpha}} \right) \right|^2 \sum_{\alpha \in \mathcal{A}_j} e^{-\nu \delta^{-j} d(x^i, y^i_{\beta})/2} \right\}^{1/2}
$$

$$
\times \left\{ \sum_{j = -M_2}^{M_2} \sum_{\beta \in \mathcal{B}_j} \sum_{\{\alpha \in \mathcal{A}_j : d(x^i, y^i_{\beta}) \geq \delta^{i+1}\}} \left| \left( g, \psi^j_{\beta} \right) \right|^2 \sum_{\beta \in \mathcal{B}_j} d\mu(x) \right\}^{1/2}
$$

$$
\lesssim \left\{ \sum_{j = -M_2}^{M_2} \sum_{\beta \in \mathcal{B}_j} \sum_{\{\alpha \in \mathcal{A}_j : d(x^i, y^i_{\beta}) \geq \delta^{i+1}\}} \left| \left( f, \frac{s_{\alpha}}{\sqrt{\nu^j_\alpha}} \right) \right|^2 \sum_{\alpha \in \mathcal{A}_j} e^{-\nu \delta^{-j} d(x^i, y^i_{\beta})/2} \right\}^{1/2}
$$

$$
\times \left\{ \sum_{j = -M_2}^{M_2} \sum_{\beta \in \mathcal{B}_j} \sum_{\{\alpha \in \mathcal{A}_j : d(x^i, y^i_{\beta}) \geq \delta^{i+1}\}} \left| \left( g, \psi^j_{\beta} \right) \right|^2 \sum_{\beta \in \mathcal{B}_j} d\mu(x) \right\}^{1/2}
$$

$$
\lesssim \left\{ \sum_{j = -M_2}^{M_2} \sum_{\alpha \in \mathcal{A}_j} \left| \left( f, \frac{s_{\alpha}}{\sqrt{\nu^j_\alpha}} \right) \right|^2 \sum_{\alpha \in \mathcal{A}_j} e^{-\nu \delta^{-j} d(x^i, y^i_{\beta})/2} \right\}^{1/2}
$$

$$
\times \left\{ \sum_{j = -M_2}^{M_2} \sum_{\beta \in \mathcal{B}_j} \sum_{\{\alpha \in \mathcal{A}_j : d(x^i, y^i_{\beta}) \geq \delta^{i+1}\}} \left| \left( g, \psi^j_{\beta} \right) \right|^2 \sum_{\beta \in \mathcal{B}_j} d\mu(x) \right\}^{1/2}
$$

$$
\lesssim \left\{ \sum_{j = -M_2}^{M_2} \sum_{\alpha \in \mathcal{A}_j} \left| \left( f, \frac{s_{\alpha}}{\sqrt{\nu^j_\alpha}} \right) \right|^2 \sum_{\alpha \in \mathcal{A}_j} e^{-\nu \delta^{-j} d(x^i, y^i_{\beta})/2} \right\}^{1/2}
$$

$$
\times \left\{ \sum_{j = -M_2}^{M_2} \sum_{\beta \in \mathcal{B}_j} \sum_{\{\alpha \in \mathcal{A}_j : d(x^i, y^i_{\beta}) \geq \delta^{i+1}\}} \left| \left( g, \psi^j_{\beta} \right) \right|^2 \sum_{\beta \in \mathcal{B}_j} d\mu(x) \right\}^{1/2}
$$

$$
\lesssim \left\| g \right\|_{L^2(\mathcal{X})} \lesssim M_2^{1/2} \| f \|_{L^2(\mathcal{X})} \| g \|_{L^2(\mathcal{X})} < \infty.
$$
This shows (3.32).

Let \( \mathcal{A}_j^k \) and \( m_k \) be as in (3.10) and (3.11), respectively, for any \( j \in \mathbb{N} \cap [-M_2, M_2] \), \( \beta \in \mathcal{G}_j \), with \( \mathcal{G}_j \) as in (2.10), and \( k \in \mathbb{Z}_+ \). Then, by (3.31), (3.32) and the Fubini theorem, we write

\[
\Pi_1(f, g) = \sum_{j=-M_2}^{M_2} \sum_{\beta \in \mathcal{G}_j} \left( f, s^j_\alpha \right) \left( g, \psi^j_\beta \right) s^j_\alpha \psi^j_\beta
\]

in \( L^1(\mathcal{X}) \).

To further estimate \( \Pi_1(f, g) \), we introduce the following operator \( U_{k,i} \) for any \( k \in \mathbb{Z}_+ \) and \( i \in \{1, \ldots, m_k\} \). For any \((j, \beta) \in \mathcal{C}, \) let

\[
U_{k,i} \left( \psi^j_\beta \right) := \tilde{\psi}^{k,i}_{j,\beta}
\]

with \( \tilde{\psi}^{k,i}_{j,\beta} \) as in (3.12) and \( \psi^j_\beta \) as in Theorem 2.8 with \( k \) and \( \alpha \) replaced by \( j \) and \( \beta \), respectively. Now we first show that \( U_{k,i} \) can be extended to a bounded linear operator on \( L^2(\mathcal{X}) \). Indeed, for any \( g \in L^2(\mathcal{X}) \), by Theorem 2.8, we know that

\[
g = \sum_{j \in \mathcal{Z}} \sum_{\beta \in \mathcal{G}_j} \left( g, \psi^j_\beta \right) \psi^j_\beta \quad \text{in} \quad L^2(\mathcal{X}).
\]

Fix a collection \( \{ \mathcal{C}_N : N \in \mathbb{N}, \mathcal{C}_N \subset \mathcal{C} \text{ and } \mathcal{C}_N \text{ is finite} \} \) as in (3.9). For any fixed \( k \in \mathbb{Z} \) and \( N \in \mathbb{N} \), \((j, \beta) \in \mathcal{C}_N \) and \( i \in \{1, \ldots, m_k\} \), let \( g_N := \sum_{(j, \beta) \in \mathcal{C}_N} \left( g, \psi^j_\beta \right) \psi^j_\beta \) and \( U_{k,i}^N g \) be as in (3.12). Thus, by the finiteness of \( \mathcal{G}_N \), it is obvious that \( U_{k,i}^N g \in L^2(\mathcal{X}) \).

By Proposition 3.4 and its proof, we see that \( \{U_{k,i}^N g\}_{N \in \mathbb{N}} \) is a Cauchy sequence in \( L^2(\mathcal{X}) \), which further implies that there exists \( G \in L^2(\mathcal{X}) \) such that

\[
G = \lim_{N \to \infty} U_{k,i}^N g \quad \text{in} \quad L^2(\mathcal{X}).
\]

Obviously, for any \( N \in \mathbb{N} \), \( U_{k,i} (g_N) := \sum_{(j, \beta) \in \mathcal{C}_N} \left( g, \psi^j_\beta \right) \tilde{\psi}^{k,i}_{j,\beta} = U_{k,i}^N g_N \). Thus, we define

\[
U_{k,i} g := \lim_{N \to \infty} U_{k,i} (g_N) = \lim_{N \to \infty} U_{k,i}^N g = G.
\]

Now we show that \( U_{k,i} g \) is well defined. To this end, it suffices to prove that the definition of \( U_{k,i} g \) is independent of the choice of \( \{\mathcal{C}_N\}_{N \in \mathbb{N}} \). Indeed, if there exists another \( \mathcal{C}_N \) such that \( U_{k,i}^N g := \sum_{(j, \beta) \in \mathcal{C}_N} \left( g, \psi^j_\beta \right) \tilde{\psi}^{k,i}_{j,\beta} \) also satisfies (3.35), then let \( \mathcal{C}_N := \mathcal{C}_N \cup \mathcal{C}_N \) for any
$N \in \mathbb{N}$. By $\{\mathcal{E}_N\}_{N \in \mathbb{N}}$ is non-decreasing, $\bigcup_{N \in \mathbb{N}} \mathcal{E}_N = \mathcal{G}$, Theorem 2.8 and Proposition 3.4 and its proof, we see that

$$
\left\| \tilde{U}_{k,i}^N g - U_{k,i}^N g \right\|_{L^2(\mathcal{X})} \\
\leq \left\| \sum_{(j, \beta) \in \mathcal{E}_N \setminus \mathcal{E}_N} (g, \psi_j^i) \tilde{\psi}_{j, \beta}^k \right\|_{L^2(\mathcal{X})} + \left\| \sum_{(j, \beta) \in \mathcal{E}_N \setminus \mathcal{E}_N} (g, \psi_j^i) \tilde{\psi}_{j, \beta}^k \right\|_{L^2(\mathcal{X})} \\
\leq \left[ \sum_{(j, \beta) \in \mathcal{E}_N \setminus \mathcal{E}_N} \left| (g, \psi_j^i) \right|^2 \right]^{1/2} + \left[ \sum_{(j, \beta) \in \mathcal{E}_N \setminus \mathcal{E}_N} \left| (g, \psi_j^i) \right|^2 \right]^{1/2} \to 0 \text{ as } N \to \infty.
$$

Thus, $\{U_{k,i}^N g\}_{N \in \mathbb{N}}$ and $\{\tilde{U}_{k,i}^N g\}_{N \in \mathbb{N}}$ are equivalent Cauchy sequences in $L^2(\mathcal{X})$ and, therefore, they have the same limit in $L^2(\mathcal{X})$. This implies that $U_{k,i}$ is well defined. Moreover, from Proposition 3.4, it follows easily that $U_{k,i}$ is bounded on $L^2(\mathcal{X})$.

Then, for each $N \in \mathbb{N}$, we consider the integral kernels of $U_{k,i}^N$ and $U_{k,i}$. For each $N \in \mathbb{N}$, $k \in \mathbb{Z}$, $i \in \{1, \ldots, m_k\}$, with $m_k$ as in (3.11), and $(x, y) \in (\mathcal{X} \times \mathcal{X}) \setminus \{(x, x) : x \in \mathcal{X}\}$, let

$$
K_{k,i}^N(x, y) := \sum_{(j, \beta) \in \mathcal{E}_N} \tilde{\psi}_{j, \beta}^k(x) \psi_j^i(y)
$$

and

$$
K_{k,i}(x, y) := \sum_{j \in \mathbb{Z}} \sum_{\beta \in \mathcal{G}} \tilde{\psi}_{j, \beta}^k(x) \psi_j^i(y).
$$

Now we claim that, for every $N \in \mathbb{N}$, $K_{k,i}^N$, $K_{k,i}$ are the integral kernels of $U_{k,i}^N$ and $U_{k,i}$, respectively.

Indeed, by Proposition 3.5, we conclude that $K_{k,i}^N$, $K_{k,i} \in L^1_{\text{loc}}((\mathcal{X} \times \mathcal{X}) \setminus \{(x, x) : x \in \mathcal{X}\})$ are the Calderón-Zygmund kernels with $c_{(K_{k,i}^N)}$ and $C_{(K_{k,i})}$ independent of $N$. It is obvious that, for every $N \in \mathbb{N}$, $K_{k,i}^N$ is the integral kernel of $U_{k,i}^N$. Furthermore, by these facts and the definition of $G$, together with the Lebesgue dominated convergence theorem and the Fubini theorem, we conclude that, for all $g, h \in C_b^{n/2}(\mathcal{X})$ with supp $(g) \cap \text{supp } (h) = \emptyset$,

$$
(K_{k,i}, g \otimes h) = \lim_{N \to \infty} \langle K_{k,i}^N, g \otimes h \rangle \\
= \lim_{N \to \infty} \int_{\mathcal{X}} \int_{\mathcal{X}} K_{k,i}^N(x, y)g(y)h(x) \, d\mu(y) \, d\mu(x) \\
= \lim_{N \to \infty} \langle U_{k,i}^N g, h \rangle = (U_{k,i} g, h),
$$

where $g \otimes h$ denotes the tensor product of $g$ and $h$. This shows the above claim.

In order to prove that $U_{k,i}$ is bounded on $H^1_{\text{at}}(\mathcal{X})$, in view of Theorem 2.13(ii), it remains to show that, for each $(1, 2)$-atom $a$,

$$
(3.36) \quad \int_{\mathcal{X}} U_{k,i} a(x) \, d\mu(x) = 0,
$$
observing that, by Theorem 2.13(i), $U_{k,i}a \in L^1(X)$.

To this end, we need to use some arguments similar to those used in the proof of [37, p. 22, Lemma 3] as follows.

Let $a$ support in the ball $B_0 := B(x_0, r_0)$ for some $x_0 \in X$ and $r_0 \in (0, \infty)$. Then we write

$$\langle U_{k,i}a, 1 \rangle = \langle U_{k,i}a, \chi_{2B_0} \rangle + \langle U_{k,i}a, \chi_{X \setminus 2B_0} \rangle.$$  

By (3.35), we know that

$$\langle U_{k,i}a, \chi_{2B_0} \rangle = \lim_{N \to \infty} \langle U_{k,i}^N a, \chi_{2B_0} \rangle$$

and we then show that

$$\langle U_{k,i}a, \chi_{X \setminus 2B_0} \rangle = \lim_{N \to \infty} \langle U_{k,i}^N a, \chi_{X \setminus 2B_0} \rangle.$$  

To this end, by Proposition 3.5 and (2.17), we first observe that, for all $x \in X \setminus 2B_0$ and $y \in B_0$,

$$|K_{k,i}^N(x, y)| \lesssim \frac{1}{V(x, y)} \lesssim \frac{1}{V(x, r_0)}.$$  

By this, the Lebesgue dominated convergence theorem and the fact that $K_{k,i}^N(x, y)$ converge to $K(x, y)$ for all $x, y \in X$ with $x \neq y$ (see the proof of Proposition 3.5), we conclude that, for all $x \in X \setminus 2B_0$,

$$\lim_{N \to \infty} U_{k,i}^N a(x) = U_{k,i}a(x).$$  

Moreover, by $\int_X a \, d\mu = 0$, Proposition 3.5 and (2.19), we see that, for all $N \in \mathbb{N}$ and $x \in X \setminus 2B_0$,

$$|U_{k,i}^N a(x)| \leq \int_{B_0} |K_{k,i}^N(x, y) - K_{k,i}^N(x, x_0)| |a(y)| \, d\mu(y)$$

$$\lesssim \int_{B_0} \left[ \frac{d(y, x_0)}{d(x, x_0)} \right]^s \frac{1}{V(x, x_0)} |a(y)| \, d\mu(y)$$

$$\lesssim \left[ \frac{r_0}{d(x, x_0)} \right]^s \frac{1}{V(x, x_0)} \|a\|_{L^1(X)} \lesssim \left[ \frac{r_0}{d(x, x_0)} \right]^s \frac{1}{V(x, x_0)},$$

where $s = \eta/2$ and $\eta$ is as in (2.8). From this and the Lebesgue dominated convergence theorem, we deduce that (3.38) holds true.

Moreover, for all $j \in \mathbb{Z}$, let $V_j$ and $W_j$ be as in Lemma 3.1. By $s_{\alpha_j, \beta}^j \in V_j$, $\psi_j^i \in W_j$ and $V_j \perp W_j$, we see that $(s_{\alpha_j, \beta}^j, \psi_j^i) = 0$ and hence $\int_X \psi_j^i \, d\mu = 0$. By this, (3.37) and the Fubini theorem, we conclude that,

$$\int_X U_{k,i}a(x) \, d\mu(x) = \langle U_{k,i}a, 1 \rangle = \langle U_{k,i}a, \chi_{2B_0} \rangle + \langle U_{k,i}a, \chi_{X \setminus 2B_0} \rangle$$

$$= \lim_{N \to \infty} \langle U_{k,i}^N a, \chi_{2B_0} \rangle + \lim_{N \to \infty} \langle U_{k,i}^N a, \chi_{X \setminus 2B_0} \rangle = \lim_{N \to \infty} \langle U_{k,i}^N a, 1 \rangle.$$
Theorems 2.8 and 2.7, and the fact that, for any 

Indeed, by

Moreover, by the proof of [10, Lemma 3.7], we know that, for any \((y, \beta, j) \in \mathfrak{G}_j \subset \mathfrak{G}_j \), the Hölder inequality, Theorem 2.11, (3.40), the Hölder inequality, Theorems 2.8 and 2.7, and the fact that, for any \(\beta \in \mathfrak{G}_j\), there are at most \(m_k\) points \((\alpha_{j, \beta})\) in \(\mathfrak{G}_j \subset \mathfrak{G}_j\) corresponding to \(\beta\), we conclude that

Thus, from this, the completion of \(H^1_{at}(X)\), Theorem 2.11, (3.40), the Hölder inequality, Theorems 2.8 and 2.7, and the fact that, for any \(\beta \in \mathfrak{G}_j\), there are at most \(m_k\) points \((\alpha_{j, \beta})\) in \(\mathfrak{G}_j \subset \mathfrak{G}_j\) corresponding to \(\beta\), we conclude that

That is, (3.36) holds true. Thus, by Theorem 2.13(ii), \(U_{k, i}\) is bounded on \(H^1_{at}(X)\).

Now we claim that, for any \(k \in \mathbb{Z}_+\) and \(i \in \{1, \ldots, m_k\}\),

\[
(3.39) \quad \sum_{j = -M_2}^{M_2} \sum_{\beta \in \mathfrak{G}_j} \left( f, \frac{s^j_{\alpha_{j, \beta}}}{\nu^j_{\alpha_{j, \beta}}} \right) \left( g, \psi^j_{\beta} \right) \psi^j_{\beta} \in H^1_{at}(X).
\]

Indeed, by \(\alpha_{j, \beta} \in \mathfrak{G}_{j, \beta}\) with \(\mathfrak{G}_{j, \beta}\) as in (3.10), (1.1) and \(\mu^j_{\alpha_{j, \beta}} \sim \nu^j_{\alpha_{j, \beta}}\), we see that

\[
(3.40) \quad V \left( \psi^j_{\beta, \delta^j} \right) \leq V \left( x^j_{\alpha_{j, \beta}}, 2^{k+2}\delta^j \right) \lesssim 2^{nk} V \left( x^j_{\alpha_{j, \beta}}, \delta^j \right) \sim 2^{nk} \mu^j_{\alpha_{j, \beta}} \sim 2^{nk} \nu^j_{\alpha_{j, \beta}}.
\]

Moreover, by the proof of [10, Lemma 3.7], we know that, for any \(j \in \mathbb{Z}_+\) and \(\beta \in \mathfrak{G}_j\), \(\frac{\psi^j_{\beta}}{V(\psi^j_{\beta, \delta^j})}\) is a \((1, 2, \eta)\)-molecule multiplied by a positive constant independent of \(j\) and \(\beta\). Thus, from this, the completion of \(H^1_{at}(X)\), Theorem 2.11, (3.40), the Hölder inequality, Theorems 2.8 and 2.7, and the fact that, for any \(\beta \in \mathfrak{G}_j\), there are at most \(m_k\) points \((\alpha_{j, \beta})\) in \(\mathfrak{G}_{j, \beta} \subset \mathfrak{G}_j\) corresponding to \(\beta\), we conclude that

\[
\left\| \sum_{j = -M_2}^{M_2} \sum_{\beta \in \mathfrak{G}_j} \left( f, \frac{s^j_{\alpha_{j, \beta}}}{\nu^j_{\alpha_{j, \beta}}} \right) \left( g, \psi^j_{\beta} \right) \psi^j_{\beta} \right\|_{H^1_{at}(X)}
\]
which completes the proof of the above claim (3.39).

From (3.33), (3.34), the above claim and the boundedness of $U_{k,i}$ on $H^1_{at}(\mathcal{X})$ uniformly in $k$ and $i$, we deduce that

$$\Pi_1(f, g) = \sum_{k=0}^{\infty} \sum_{i=1}^{m_k} e^{-\nu \delta_2^{2k-2}} \sum_{j=-M_2}^{M_2} \sum_{\beta \in \mathcal{G}_j} \left( f, g^{j}_{\alpha_j, \beta} \right) \left( g, \psi^{j}_{\beta} \right) U_{k,i} \left( \psi^{j}_{\beta} \right)$$

$$= \sum_{k=0}^{\infty} \sum_{i=1}^{m_k} e^{-\nu \delta_2^{2k-2}} U_{k,i} \left( \sum_{j=-M_2}^{M_2} \sum_{\beta \in \mathcal{G}_j} \left( f, g^{j}_{\alpha_j, \beta} \right) \left( g, \psi^{j}_{\beta} \right) \psi^{j}_{\beta} \right)$$

in $L^1(\mathcal{X})$. By the above claim, (3.39), together with the boundedness of $U_{k,i}$ on $H^1_{at}(\mathcal{X})$ uniformly in $k$ and $i$, and Theorem 2.14, we conclude that

$$L := \sum_{k=0}^{\infty} \sum_{i=1}^{m_k} e^{-\nu \delta_2^{2k-2}} \left\| U_{k,i} \left( \sum_{j=-M_2}^{M_2} \sum_{\beta \in \mathcal{G}_j} \left( f, g^{j}_{\alpha_j, \beta} \right) \left( g, \psi^{j}_{\beta} \right) \psi^{j}_{\beta} \right) \right\|_{H^1_{at}(\mathcal{X})}$$

$$\lesssim \sum_{k=0}^{\infty} \sum_{i=1}^{m_k} e^{-\nu \delta_2^{2k-2}} \left\| \left( \sum_{(j, \gamma, \beta) \in \mathcal{G}} \left( f, g^{j}_{\alpha_j, \beta} \right) \left( g, \psi^{j}_{\gamma, \beta} \right) \right)^2 \frac{X_i \mu(Q^i)}{\mu(Q^i)} \right\|_{L^1(\mathcal{X})}^{1/2}$$

Furthermore, from $\alpha^i_{j, \beta} \in \mathcal{A}_k^{j, \beta}$, $(j+1, \beta) \leq (j, \gamma)$ and Remark 2.4(i), it follows that

$$d \left( x^i_{\alpha_j, \beta}, x^j_{\alpha_j, \beta} \right) \leq d \left( x^i_{\alpha_j, \beta}, y^j_{\alpha_j, \beta} \right) + d \left( y^j_{\alpha_j, \beta}, x^j_{\alpha_j, \beta} \right) < 2^{k+1} \delta^{j+1} + 2 \delta^{j+1} \leq 2^{k+2} \delta^{j+1},$$

which, combined with Theorem 2.3(iv), implies that $Q^i_{\gamma} \subset B(x^i_{\alpha_j, \beta}, 2^{2k+3} \delta^j)$. By these inclusion relations, (2.6) and (1.1), we further conclude that, for all $x \in \mathcal{X},$

$$\left| \left( f, g^{j}_{\alpha_j, \beta} \right) \right| \frac{X_i \mu(Q^i)}{\mu(Q^i)}$$

$$\lesssim \left( \left( f, g^{j}_{\alpha_j, \beta} \right) \right) \frac{X_B(x^i_{\alpha_j, \beta}, 2^{2k+3} \delta^j)(x) \mu(Q^i)}{\mu(Q^i)}$$

$$\lesssim \frac{[C(x)]^k}{V(x^i_{\alpha_j, \beta}, 2^{2k+3} \delta^j)} \int_{B(x^i_{\alpha_j, \beta}, 2^{2k+3} \delta^j)} |f(y)| \frac{d\mu(y)}{V(x^i_{\alpha_j, \beta}, 2^{2k+3} \delta^j)} \frac{X_i \mu(Q^i)}{\mu(Q^i)}$$

$$\lesssim [C(x)]^k M(f)(x) \frac{X_i \mu(Q^i)}{\mu(Q^i)},$$
which, together with \((3.41)\), \(m_k := N_0 2^{k+1} G_0\), the Hölder inequality, the boundedness of the Hardy-Littlewood maximal function \(M\) on \(L^2(\mathcal{X})\) and Theorem \(2.8\), further implies that

\[
L \lesssim \sum_{k=0}^{\infty} \left[ C_j(x) \right]^k m_k e^{-\nu \delta_{2k-2}} \left\| M(f) \left\{ \sum_{(j,j',\beta) \in \mathcal{F}} \left| \left( g, \psi^j_{\gamma, \beta} \right) \right|^2 \frac{\chi_{Q_j}}{\mu(Q_j)} \right\} \right\|_{L^1(\mathcal{X})}^{1/2}
\]

\[
\lesssim \sum_{k=0}^{\infty} \left[ C_j(x) \right]^k m_k e^{-\nu \delta_{2k-2}} \| M(f) \|_{L^2(\mathcal{X})} \left\{ \sum_{(j,j',\beta) \in \mathcal{F}} \left( g, \psi^j_{\gamma, \beta} \right)^2 \right\}^{1/2}
\]

\[
\lesssim \sum_{k=0}^{\infty} \left[ C_j(x) \right]^k m_k e^{-\nu \delta_{2k-2}} \| f \|_{L^2(\mathcal{X})} \| g \|_{L^2(\mathcal{X})} \lesssim \| f \|_{L^2(\mathcal{X})} \| g \|_{L^2(\mathcal{X})}.
\]

This, combined with the completion of \(H^1_{\text{at}}(\mathcal{X})\), then implies that \(\Pi_1(f, g) \in H^1_{\text{at}}(\mathcal{X})\) and

\[
\| \Pi_1(f, g) \|_{H^1_{\text{at}}(\mathcal{X})} \lesssim L \lesssim \| f \|_{L^2(\mathcal{X})} \| g \|_{L^2(\mathcal{X})},
\]

which, together with the fact that the functions in \(L^2(\mathcal{X})\) with finite wavelet decompositions as in \((3.1)\) are dense in \(L^2(\mathcal{X})\) as well as a standard density argument, further finishes the proof of Lemma \(3.7\). \(\square\)

**Remark 3.8.** Using \(\Pi_2(f, g) = \Pi_1(g, f)\) for all \(f, g \in L^2(\mathcal{X})\) and Lemma \(3.7\), we see that \(\Pi_2\) as in \((3.2)\) can also be extended to a bounded bilinear operator from \(L^2(\mathcal{X}) \times L^2(\mathcal{X})\) into \(H^1_{\text{at}}(\mathcal{X})\).

## 4 Products of Functions in \(H^1_{\text{at}}(\mathcal{X})\) and BMO(\(\mathcal{X}\))

In this section, we prove Theorem 1.7. To this end, we first give the meanings of \(P_j g\) and \(Q_j g\) for all \(j \in \mathbb{Z}\) and \(g \in \text{BMO}(\mathcal{X})\).

By [1, Corollary 11.2], we know that, for any \(j \in \mathbb{Z}\), \(\beta \in \mathcal{G}_j\) and \(g \in \text{BMO}(\mathcal{X})\), \(\langle g, \psi^j_{\beta} \rangle\) is well defined and there exists a positive constant \(C\) such that, for all \(g \in \text{BMO}(\mathcal{X})\),

\[
\left| \left\langle g, \psi^j_{\beta} \right\rangle \right| \leq C \| g \|_{\text{BMO}(\mathcal{X})} \sqrt{V(g^j_{\beta}, \delta^j)}.
\]

Moreover, let \(j \in \mathbb{Z}\), \(\alpha \in \mathcal{A}_j\) and \(g \in \text{BMO}(\mathcal{X})\). By \(g \in L^1_{\text{loc}}(\mathcal{X})\) and \((2.6)\), we know that \(\left| \langle g, s^j_{\alpha} \rangle \right|\) is finite, where

\[
\langle g, s^j_{\alpha} \rangle := \int_{\mathcal{X}} g s^j_{\alpha} \, d\mu.
\]

From \((2.6)\), the geometrically doubling condition and Remark 2.2(ii), it follows that, for any fixed \(x \in \mathcal{X}\), only finite items in \(\sum_{\alpha \in \mathcal{A}_j} \langle g, s^j_{\alpha} \rangle s^j_{\alpha}\) are non-zero. Thus,

\[
P_j g := \sum_{\alpha \in \mathcal{A}_j} \langle g, s^j_{\alpha} \rangle s^j_{\alpha}
\]
Thus, $Q_jg := \sum_{\beta \in \mathcal{G}_j} \langle g, \psi_\beta^j \rangle \psi_\beta^j$ is pointwise well defined.

Now we recall the following wavelet characterization of $\text{BMO}(X)$ from [1, Theorem 11.4]. A sequence $\{b_j\}_{j \in \mathbb{Z}, \beta \in \mathcal{G}_j}$ with $\mathcal{G}_j$ as in (2.10) for any $j \in \mathbb{Z}$, is said to belong to the Carleson sequence space $\text{Car}(X)$ if

$$
\left\| \left\{ b_j^\beta \right\}_{j \in \mathbb{Z}, \beta \in \mathcal{G}_j} \right\|_{\text{Car}(X)} := \sup_{k \in \mathbb{Z}, \alpha \in \mathcal{A}_k} \left[ \frac{1}{\mu(Q_k^\alpha)} \sum_{j \in \mathbb{Z}, \beta \in \mathcal{G}_j} |b_j^\beta|^2 \right]^{1/2} < \infty.
$$

**Theorem 4.1.** Let $(X, d, \mu)$ be a metric measure space of homogeneous type. Then the space $\text{BMO}(X)/\mathbb{C}$ (BMO$(X)$ functions modulo constants) and $\text{Car}(X)$ are isomorphic. This isomorphism is realized via $b \mapsto \{\langle b, \psi_\beta^j \rangle\}_{j \in \mathbb{Z}, \beta \in \mathcal{G}_j} =: \{b_j^\beta\}_{j \in \mathbb{Z}, \beta \in \mathcal{G}_j}$ with the inverse given by

$$
\{b_j^\beta\}_{j \in \mathbb{Z}, \beta \in \mathcal{G}_j} \mapsto \sum_{j \in \mathbb{Z}, \beta \in \mathcal{G}_j} b_j^\beta \left[ \psi_\beta^j - \chi_{\{k \in \mathbb{Z}, \; \delta^k > r_0\}}(j) \psi_\beta^j(x_0) \right] =: \tilde{b},
$$

where $\mathcal{G}_j$ with $j \in \mathbb{Z}$ is as in (2.10), the series converges in $L^2_{\text{loc}}(X)$ for every $x_0 \in X$ and $r_0 \in (0, \infty)$, and the choices of $x_0$ and $r_0$ only alter the result by an additive constant.

**Remark 4.2.** From the proof of [1, Theorem 11.4], we deduce that, if $b \in \text{BMO}(X)$, then $\tilde{b} - b = \text{constant}$ and hence

$$
b = \tilde{b} = \sum_{j \in \mathbb{Z}, \beta \in \mathcal{G}_j} b_j^\beta \left[ \psi_\beta^j - \chi_{\{k \in \mathbb{Z}, \; \delta^k > r_0\}}(j) \psi_\beta^j(x_0) \right]
$$

converges in $\text{BMO}(X)$ for every $x_0 \in X$ and $r_0 \in (0, \infty)$.

In order to further investigate the boundedness of $\Pi_1$, $\Pi_2$ and $\Pi_3$ in (3.2), we need to first establish a criterion on the boundedness of sublinear operators from $H_{\text{at}}^1(X)$ into a quasi-Banach space. We first recall the following notion of the finite atomic Hardy space (see, for example, [12, 36]).

**Definition 4.3.** Let $q \in (1, \infty]$. A function $f \in L^1(X)$ is said to be in the finite atomic Hardy space $H_{\text{at}, \text{fin}}^{1,q}(X)$ if there exist $N \in \mathbb{N}$, $(1, q)$-atoms (as in Definition 1.3) $\{a_j\}_{j=1}^N$ and numbers $\{\lambda_j\}_{j=1}^N \subset \mathbb{C}$ such that

$$
f = \sum_{j=1}^N \lambda_j a_j.
$$
Moreover, the norm of $f$ in $H_{\text{at, fin}}^{1, q}(\mathcal{X})$ is defined by setting
\[
\|f\|_{H_{\text{at, fin}}^{1, q}(\mathcal{X})} := \inf \left\{ \sum_{j=1}^{N} |\lambda_j| \right\},
\]
where the infimum is taken over all possible finite decompositions of $f$ as in (4.2).

**Remark 4.4.** It is obvious that $H_{\text{at, fin}}^{1, q}(\mathcal{X})$ is dense in $H_{\text{at}}^{1, q}(\mathcal{X})$ for all $q \in (1, \infty]$. In what follows, we denote $H_{\text{at, fin}}^{1, 2}(\mathcal{X})$ simply by $H_{\text{at}}^{1}(\mathcal{X})$.

We then recall the following very useful result from [36, Theorem 3.2(ii)].

**Theorem 4.5.** Let $(\mathcal{X}, d, \mu)$ be a metric measure space of homogeneous type. Then, for each $q \in (1, \infty)$, $\| \cdot \|_{H_{\text{at, fin}}^{1, q}(\mathcal{X})}$ and $\| \cdot \|_{H_{\text{at}}^{1, q}(\mathcal{X})}$ are equivalent norms on $H_{\text{at, fin}}^{1, q}(\mathcal{X})$.

We also need to recall the following notions of quasi-Banach spaces and sublinear operators; see also [12, 41, 25].

**Definition 4.6.** (i) A quasi-Banach space $\mathcal{B}$ is a vector space endowed with a quasi-norm $\| \cdot \|_{\mathcal{B}}$ which is complete, non-negative, non-degenerate (namely, $\|f\|_{\mathcal{B}} = 0$ if and only if $f = 0$), homogeneous, and obeys the quasi-triangle inequality, namely, there exists a constant $K \in [1, \infty)$ such that, for all $f, g \in \mathcal{B}$, $\|f + g\|_{\mathcal{B}} \leq K(\|f\|_{\mathcal{B}} + \|g\|_{\mathcal{B}})$. Notice that a quasi-Banach space $\mathcal{B}$ is called a Banach space if $K = 1$.

(ii) For any given quasi-Banach space $\mathcal{B}$ and linear space $\mathcal{Y}$, an operator $T$ from $\mathcal{Y}$ to $\mathcal{B}$ is said to be $\mathcal{B}$-sublinear if there exists a positive constant $C$ such that, for any $\lambda, \nu \in \mathbb{C}$ and $f, g \in \mathcal{Y}$,
\[
\|T(\lambda f + \nu g)\|_{\mathcal{B}} \leq C(\|\lambda\|\|Tf\|_{\mathcal{B}} + \|\nu\|\|Tg\|_{\mathcal{B}})
\]
and
\[
\|Tf - Tg\|_{\mathcal{B}} \leq C\|T(f - g)\|_{\mathcal{B}}.
\]

Obviously, any linear operator from $\mathcal{Y}$ to $\mathcal{B}$ is $\mathcal{B}$-sublinear.

Now, using Theorem 4.5, we establish a criterion on the boundedness of sublinear operators from $H_{\text{at}}^{1}(\mathcal{X})$ into a quasi-Banach space $\mathcal{B}$, which is a variant of [12, Theorem 5.9]; see also [25, Theorem 3.5] and [41, Theorem 1.1].

**Theorem 4.7.** Let $(\mathcal{X}, d, \mu)$ be a metric measure space of homogeneous type, $q \in (1, \infty)$ and $\mathcal{B}$ be a quasi-Banach space. Suppose that $T : H_{\text{at, fin}}^{1, q}(\mathcal{X}) \to \mathcal{B}$ is a $\mathcal{B}$-sublinear operator satisfying that there exists a positive constant $A$ such that, for all $f \in H_{\text{at, fin}}^{1, q}(\mathcal{X})$,
\[
\|Tf\|_{\mathcal{B}} \leq A\|f\|_{H_{\text{at, fin}}^{1, q}(\mathcal{X})},
\]
(4.3)

Then $T$ uniquely extends to a bounded sublinear operator from $H_{\text{at}}^{1}(\mathcal{X})$ into $\mathcal{B}$. Moreover, there exists a positive constant $C$ such that, for all $f \in H_{\text{at}}^{1}(\mathcal{X})$,
\[
\|Tf\|_{\mathcal{B}} \leq CA\|f\|_{H_{\text{at}}^{1}(\mathcal{X})}.
\]
Thus, (4.3) holds true. For the sake of simplicity, we only prove Theorem 4.7 for \(q = 2\), since the general case for \(q \in (1, \infty)\) can be shown similarly.

Let \(f \in H_{at}^{1}(\mathcal{X})\). By the density of \(H_{at, fin}^{1}(\mathcal{X})\) in \(H_{at}^{1}(\mathcal{X})\) (see Remark 4.4), we know that there exists a Cauchy sequence \(\{f_N\}_{N \in \mathbb{N}} \subset H_{at, fin}^{1}(\mathcal{X})\) such that \(\lim_{N \to \infty} \|f_N - f\|_{H_{at}^{1}(\mathcal{X})} = 0\), which, combined with (4.3) and Theorem 4.5, further implies that

\[
\|T(f_N) - T(f_M)\|_{\mathcal{B}} \lesssim \|T(f_N - f_M)\|_{\mathcal{B}} \lesssim A \|f_N - f_M\|_{H_{at, fin}^{1}(\mathcal{X})} \sim A \|f_N - f_M\|_{H_{at}^{1}(\mathcal{X})} \to 0, \quad \text{as} \quad N, M \to \infty.
\]

Thus, \(\{T(f_N)\}_{N \in \mathbb{N}}\) is a Cauchy sequence in \(\mathcal{B}\), which, together with the completion of \(\mathcal{B}\), implies that there exists \(F \in \mathcal{B}\) such that \(F = \lim_{N \to \infty} T(f_N)\) in \(\mathcal{B}\). Let \(T(f) := F\). From Theorem 4.5 and (4.3), we easily deduce that \(T(f)\) is well defined and

\[
\|Tf\|_{\mathcal{B}} \lesssim \limsup_{N \to \infty} \|T(f) - T(f_N)\|_{\mathcal{B}} + \|T(f_N)\|_{\mathcal{B}} \lesssim \limsup_{N \to \infty} \|T(f_N)\|_{\mathcal{B}} \lesssim A \lim_{N \to \infty} \|f_N\|_{H_{at, fin}^{1}(\mathcal{X})} \sim A \lim_{N \to \infty} \|f_N\|_{H_{at}^{1}(\mathcal{X})} \sim A \|f\|_{H_{at}^{1}(\mathcal{X})},
\]

which completes the proof of Theorem 4.7.

**Remark 4.8.** Assume that \((\mathcal{X}, d, \mu)\) is locally compact. By [36, Theorem 3.2(i)] and some arguments similar to those used in the proof of Theorem 4.7, we can also obtain a criterion on the boundedness of sublinear operators from \(H_{at}^{1}(\mathcal{X})\) into a quasi-Banach space \(\mathcal{B}\) with \((1, q)\)-atoms, \(q \in (1, \infty)\), replaced by continuous \((1, \infty)\)-atoms.

We now consider the boundedness of \(\Pi_3\). Recall that \(\Pi_3\) in (3.2) is bounded from \(L^2(\mathcal{X}) \times L^2(\mathcal{X})\) into \(L^1(\mathcal{X})\) (see Lemma 3.3). To extend \(\Pi_3\) to a bounded bilinear operator from \(H_{at}^{1}(\mathcal{X}) \times \text{BMO}(\mathcal{X})\) into \(L^1(\mathcal{X})\), we first formally write

\[
(4.4) \quad \Pi_3(a, g) := \sum_{j \in \mathbb{Z}} \left[ \sum_{\beta \in \mathcal{G}_j} \left( a, \psi_{j, \beta}^{\beta} \right) \psi_{j, \beta}^{\beta} \right] \left[ \sum_{\gamma \in \mathcal{G}_j} \left( g, \psi_{j, \gamma}^{\gamma} \right) \psi_{j, \gamma}^{\gamma} \right]
\]

for any \((1, 2)\)-atom \(a\) and \(g \in \text{BMO}(\mathcal{X})\), where \(\mathcal{G}_j\) for any \(j \in \mathbb{Z}\) is as in (2.10). Observe that, if \(a, g \in L^2(\mathcal{X})\), then \(\Pi_3(a, g)\) in (4.4) coincides with \(\Pi_3(a, g)\) in (3.2) with \(f\) replaced by \(a\) and, in this case, it is known that \(\Pi_3(a, g) \in L^1(\mathcal{X})\) (see Lemma 3.3).

**Theorem 4.9.** Let \((\mathcal{X}, d, \mu)\) be a metric measure space of homogeneous type. Then, for any \((1, 2)\)-atom \(a\) and \(g \in \text{BMO}(\mathcal{X})\), \(\Pi_3(a, g)\) in (4.4) belongs to \(L^1(\mathcal{X})\) and can be extended to a bounded bilinear operator from \(H_{at}^{1}(\mathcal{X}) \times \text{BMO}(\mathcal{X})\) into \(L^1(\mathcal{X})\).

**Proof.** We first show that, for any \((1, 2)\)-atom \(a\) supported in the ball \(B_{Q} := B(x_0, r_0)\), for some \(x_0 \in \mathcal{X}\) and \(r_0 \in (0, \infty)\), and \(g \in \text{BMO}(\mathcal{X})\), \(\Pi_3(a, g)\) belongs to \(L^1(\mathcal{X})\) and

\[
(4.5) \quad \|\Pi_3(a, g)\|_{L^1(\mathcal{X})} \lesssim \|g\|_{\text{BMO}(\mathcal{X})},
\]

where the implicit positive constant is independent of \(a\) and \(g\).
To this end, let $k_0 \in \mathbb{Z}$ satisfy $\delta^{k_0+1} \leq r_0 < \delta^{k_0}$ and $C_3$ be a sufficiently large positive constant which will be determined later. We formally write

$$
\Pi_3(a,g) = \sum_{j=k_0+1}^{\infty} \left[ \sum_{\beta \in \mathcal{B}_j} \left( a, \psi_\beta^j \right) \psi_\beta^j \right] \left[ \sum_{\gamma \in \mathcal{B}_j : y_\gamma^j \in C_3 B_0} \left\langle g, \psi_\gamma^j \right\rangle \psi_\gamma^j \right] 
$$

$$
+ \sum_{j=k_0+1}^{\infty} \left[ \sum_{\beta \in \mathcal{B}_j} \left( a, \psi_\beta^j \right) \psi_\beta^j \right] \left[ \sum_{\gamma \in \mathcal{B}_j : y_\gamma^j \notin C_3 B_0} \left\langle g, \psi_\gamma^j \right\rangle \psi_\gamma^j \right] 
$$

$$
+ \sum_{j=\infty}^{k_0} \left[ \sum_{\beta \in \mathcal{B}_j} \left( a, \psi_\beta^j \right) \psi_\beta^j \right] \left[ \sum_{\gamma \in \mathcal{B}_j} \left\langle g, \psi_\gamma^j \right\rangle \psi_\gamma^j \right] 
$$

$$
=: \Pi_3^{(1)}(a,g) + \Pi_3^{(2)}(a,g) + \Pi_3^{(3)}(a,g).
$$

To estimate $\Pi_3^{(1)}(a,g)$, let

$$
g^{(1)} := \sum_{\{\ell \in \mathbb{Z} : \delta^\ell \leq r_0\}} \left\langle g, \psi_\ell^0 \right\rangle \psi_\ell^0.
$$

We now claim that $g^{(1)} \in L^2(\mathcal{X})$. Indeed, let $\mathcal{A}_{B_0} := \{\gamma \in \mathcal{A}_{k_0} : Q_\gamma^{k_0} \cap C_3 B_0 \neq \emptyset\}$ with $\mathcal{A}_{k_0}$ as in (2.1). From Theorem 2.3(iii), it follows that $C_3 B_0 \subset \bigcup_{\gamma \in \mathcal{A}_{B_0}} Q_\gamma^{k_0}$. Thus, by Theorem 2.3(iv), we have

$$
d \left( y_\gamma^{k_0}, x_0 \right) < (4 + C_3) \delta^{k_0},
$$

which, combined with the geometrically doubling condition and Remark 2.2(ii), further implies that $\# \mathcal{A}_{B_0}$ is bounded uniformly with respect to $k_0$.

By this, Theorem 2.8, the Minkowski inequality, Theorem 4.1, $Q_\gamma^{k_0} \subset B(x_0, (4+C_3)\delta^{k_0})$, $\delta^{k_0+1} \leq r_0$ and (1.1), we conclude that

$$
\lVert g^{(1)} \rVert_{L^2(\mathcal{X})} \leq \left\{ \sum_{\{\ell \in \mathbb{Z} : \delta^\ell \leq r_0\}} \left\langle g, \psi_\ell^0 \right\rangle^2 \right\}^{1/2} 
$$

$$
\leq \sum_{\gamma \in \mathcal{A}_{B_0}} \left\{ \sum_{\{\ell \in \mathbb{Z} : \delta^\ell \leq r_0\}} \left\langle g, \psi_\ell^0 \right\rangle^2 \right\}^{1/2} 
$$

$$
= \sum_{\gamma \in \mathcal{A}_{B_0}} \left\{ \sum_{\{\ell \in \mathbb{Z} : \delta^\ell \leq r_0\}} \left\langle g, \psi_\ell^0 \right\rangle^2 \right\}^{1/2} 
$$

$$
\lesssim \lVert g \rVert_{\text{BMO}(\mathcal{X})} \sum_{\gamma \in \mathcal{A}_{B_0}} \sqrt{\mu(Q_\gamma^{k_0})} \lesssim \lVert g \rVert_{\text{BMO}(\mathcal{X})} \sqrt{\mu(B_0)}.
$$
which shows the above claim.

By this claim and $a \in L^2(\mathcal{X})$, together with Lemma 3.3 and (4.6), we conclude that $\Pi_3^{(1)}(a, g) = \Pi_3(a, g^{(1)})$ belongs to $L^1(\mathcal{X})$ and

$$
\left\| \Pi_3^{(1)}(a, g) \right\|_{L^1(\mathcal{X})} = \left\| \Pi_3(a, g^{(1)}) \right\|_{L^1(\mathcal{X})} \lesssim \|a\|_{L^2(\mathcal{X})} \left\| g^{(1)} \right\|_{L^2(\mathcal{X})} \lesssim \|g\|_{\text{BMO}(\mathcal{X})}.
$$

To deal with $\Pi_3^{(2)}(a, g)$, we first estimate $\|(a, \psi_j^\beta)\|$ for all $(j, \beta) \in \mathcal{C}$ with $\mathcal{C}$ as in (3.8). By (2.11), the Hölder inequality, the size condition of $a$ and (3.16), we obtain

$$(4.7) \quad \left\| (a, \psi_j^\beta) \right\| \leq \int_\mathcal{X} |a(x)| \left| \psi_j^\beta(x) \right| \, d\mu(x) \lesssim \int_{B_0} |a(x)| \frac{e^{-\nu\delta^{-j}d(x, y_j^\beta)}}{\sqrt{V(y_j^\beta, \delta^j)}} \, d\mu(x)$$

$$\lesssim e^{-\nu\delta^{-j}d(x_0, y_j^\beta)} e^{\frac{1}{2} \nu \delta^{-j}r_0} \int_{B_0} |a(x)| \frac{e^{-\nu\delta^{-j}d(x, y_j^\beta)}}{\sqrt{V(y_j^\beta, \delta^j)}} \, d\mu(x)$$

$$\lesssim e^{-\nu\delta^{-j}d(x_0, y_j^\beta)} e^{\frac{1}{2} \nu \delta^{-j}r_0} \|a\|_{L^2(\mathcal{X})} \left\| \frac{e^{-\nu\delta^{-j}d(\cdot, y_j^\beta)}}{\sqrt{V(y_j^\beta, \delta^j)}} \right\|_{L^2(\mathcal{X})}$$

$$\lesssim e^{-\nu\delta^{-j}d(x_0, y_j^\beta)} e^{\frac{1}{2} \nu \delta^{-j}r_0} [\mu(B_0)]^{-1/2}.$$

Then we estimate $\int_\mathcal{X} |\psi_j^\beta(x)\psi_j^\gamma(x)| \, d\mu(x)$ for all $j \in \mathbb{Z} \cap [k_0 + 1, \infty)$ and $\beta, \gamma \in \mathcal{G}_j$ with $y_j^\beta \not\in C_3B_0$. By (2.11), the Hölder inequality and (3.16), we have

$$(4.8) \quad \int_\mathcal{X} |\psi_j^\beta(x)\psi_j^\gamma(x)| \, d\mu(x)$$

$$\lesssim \int_\mathcal{X} \frac{e^{-\nu\delta^{-j}d(x, y_j^\beta)}}{\sqrt{V(y_j^\beta, \delta^j)}} \frac{e^{-\nu\delta^{-j}d(x, y_j^\gamma)}}{\sqrt{V(y_j^\gamma, \delta^j)}} \, d\mu(x)$$

$$\lesssim e^{-\frac{1}{2} \nu \delta^{-j}d(y_j^\beta, y_j^\gamma)} \int_\mathcal{X} \frac{e^{-\nu\delta^{-j}d(x, y_j^\beta)}}{\sqrt{V(y_j^\beta, \delta^j)}} \frac{e^{-\nu\delta^{-j}d(x, y_j^\gamma)}}{\sqrt{V(y_j^\gamma, \delta^j)}} \, d\mu(x)$$

$$\lesssim e^{-\frac{1}{2} \nu \delta^{-j}d(y_j^\beta, y_j^\gamma)} \left\| \frac{e^{-\nu\delta^{-j}d(\cdot, y_j^\beta)}}{\sqrt{V(y_j^\beta, \delta^j)}} \right\|_{L^2(\mathcal{X})} \left\| \frac{e^{-\nu\delta^{-j}d(\cdot, y_j^\gamma)}}{\sqrt{V(y_j^\gamma, \delta^j)}} \right\|_{L^2(\mathcal{X})} \lesssim e^{-\frac{1}{2} \nu \delta^{-j}d(y_j^\beta, y_j^\gamma)}.$$

Notice that, for any $s \in \mathbb{Z}_+$ and $(j, \gamma) \in \mathcal{C}$, by Remark 2.2(ii) and $r_0 < \delta^{k_0}$, we have

$$\# \left\{ \gamma \in \mathcal{G}_j : y_j^\gamma \in 2^{s+1}C_3B_0 \setminus 2^sC_3B_0 \right\} \lesssim 2^{(s+1)G_0} \left[ \frac{r_0}{\delta^j} \right]^{G_0} \lesssim 2^{(s+1)G_0} \delta^{(k_0-j)G_0},$$

which, combined with (4.7), (4.8), $\delta^{k_0+1} \leq r_0 < \delta^{k_0}$, (4.1), Lemma 2.5 and (1.1), implies that

$$\sum_{j=k_0+1}^{\infty} \sum_{\beta \in \mathcal{G}_j} \sum_{\gamma \in \mathcal{G}_j} \left\| (a, \psi_j^\beta) \right\| \left\| (g, \psi_j^\gamma) \right\| \left\| \psi_j^\beta \psi_j^\gamma \right\|_{L^1(\mathcal{X})}$$
\[
\begin{align*}
\leq \mu(B_0)^{-1/2} \sum_{j=k_0+1}^{\infty} \sum_{\beta \in \mathcal{G}_j} e^{-\frac{\nu}{2} \delta^{-j} d(x_0, y_\beta^j)} e^{\frac{\nu}{4} \delta^{k_0-j}} \left| \langle g, \psi_\gamma^j \rangle \right| e^{-\frac{\nu}{2} \delta^{-j} d(y_\beta^j, y_\gamma^j)} \\
\leq \mu(B_0)^{-1/2} \|g\|_{BMO(\mathcal{X})} \sum_{j=k_0+1}^{\infty} e^{\frac{\nu}{2} \delta^{k_0-j}} \sum_{\gamma \in \mathcal{G}_j: y_\gamma^j \not\in C_3 B_0} \sqrt{V(y_\gamma^j, \delta^j)} e^{-\frac{\nu}{2} \delta^{-j} d(x_0, y_\gamma^j)} \\
\times \sum_{\beta \in \mathcal{G}_j} e^{-\frac{\nu}{2} \delta^{-j} d(y_\beta^j, y_\gamma^j)} \\
\leq \|g\|_{BMO(\mathcal{X})} \sum_{j=k_0+1}^{\infty} e^{\frac{\nu}{2} \delta^{k_0-j}} \sum_{\gamma \in \mathcal{G}_j: y_\gamma^j \not\in C_3 B_0} \left[ \frac{d(x_0, y_\gamma^j) + r_0}{r_0} \right]^{n/2} \\
\leq \|g\|_{BMO(\mathcal{X})} \sum_{j=k_0+1}^{\infty} \sum_{s=0}^{\infty} \delta^{(k_0-j) G_0 2(s+1)} \sum_{\gamma \in \mathcal{G}_j: y_\gamma^j \not\in 2^s C_3 B_0} e^{-\frac{\nu}{2} \delta^{k_0-j} (2^{s+1}-1) \delta^j (s+1)} \\
\lesssim \|g\|_{BMO(\mathcal{X})},
\end{align*}
\]

provided that \(C_3 \delta \geq 4\). By this and the completion of \(L^1(\mathcal{X})\), we conclude that \(\Pi_3^2(a, g)\) belongs to \(L^1(\mathcal{X})\) and
\[
\left\| \Pi_3^2(a, g) \right\|_{L^1(\mathcal{X})} \lesssim \|g\|_{BMO(\mathcal{X})}.
\]

Finally, we consider \(\Pi_3^3(a, g)\). To this end, we first estimate \(\left| (a, \psi_\gamma^j) \right| \) for all \(j \in \mathbb{Z} \cap (-\infty, k_0)\) and \(\beta \in \mathcal{G}_j \) with \(\mathcal{G}_j\) as in (2.10). By \(\int_{\mathcal{X}} a(x) \, d\mu(x) = 0\), \(r_0 < \delta^{k_0} \leq \delta^j\) for all \(j \leq k_0\), and (2.12), we obtain
\[
(4.9) \quad \left| (a, \psi_\beta^j) \right| \leq \int_{\mathcal{X}} \left| a(x) \right| \left| \psi_\beta^j(x) - \psi_\beta^j(x_0) \right| \, d\mu(x) \\
\lesssim \int_{B_0} \left| a(x) \right| \left[ \frac{d(x, x_0)}{\delta^j} \right]^{n} e^{-\nu \delta^{-j} d(x_0, y_\beta^j)} \sqrt{V(y_\beta^j, \delta^j)} \, d\mu(x) \\
\lesssim e^{-\nu \delta^{-j} d(x_0, y_\beta^j)} \delta^{(k_0-j) n} \left\| a \right\|_{L^1(\mathcal{X})} \left[ \sqrt{V(y_\beta^j, \delta^j)} \right]^{-1/2} \\
\lesssim e^{-\nu \delta^{-j} d(x_0, y_\beta^j)} \delta^{(k_0-j) n} \left[ \sqrt{V(y_\beta^j, \delta^j)} \right]^{-1/2}.
\]

Moreover, observe that, from (2.10) and (2.3), we deduce that, for given \(j \in \mathbb{Z}\) and \(\beta \in \mathcal{G}_j\), \(\gamma \in \mathcal{G}_j\) and \(\gamma \neq \beta\) if and only if \(\gamma \in \mathcal{G}_j\) and \(d(y_\gamma^j, y_\beta^j) = d(x_\gamma^{j+1}, x_\beta^{j+1}) \geq \delta^{j+1}\). By this, (4.1), (4.9) and (4.8), we further obtain
\[
J := \sum_{j=-\infty}^{k_0} \sum_{\beta \in \mathcal{G}_j} \sum_{\gamma \in \mathcal{G}_j} \left| (a, \psi_\beta^j) \right| \left| \langle g, \psi_\gamma^j \rangle \right| \left\| \psi_\beta^j \psi_\gamma^j \right\|_{L^1(\mathcal{X})}
\]
which, together with (1.1) and Lemma 2.5, further implies that

\[ \|g\|_{\text{BMO}(\mathcal{X})} \leq \sum_{j=-\infty}^{k_0} \sum_{\beta \in \mathcal{G}_j} \sum_{\gamma \in \mathcal{G}_j} e^{-\nu\delta^{-j}d(x_0, y^j_{\beta})} \left[ \frac{V(y^j_{\beta}, \delta)}{V(y^j_{\beta}, \delta^j)} \right]^{1/2} e^{-\frac{3\nu}{2} \delta^{-j}d(y^j_\beta, y^j_\gamma)} \]

\[ \approx \|g\|_{\text{BMO}(\mathcal{X})} \sum_{j=-\infty}^{k_0} \sum_{\beta \in \mathcal{G}_j} \sum_{\gamma \in \mathcal{G}_j} e^{-\nu\delta^{-j}d(x_0, y^j_\beta)} \|g\|_{\text{BMO}(\mathcal{X})} \sum_{j=-\infty}^{k_0} \delta^{(k_0-j)\eta} \]

\[ \times \sum_{\beta \in \mathcal{G}_j} \sum_{\gamma \in \mathcal{G}_j} e^{-\nu\delta^{-j}d(x_0, y^j_\beta)} \sum_{\{\gamma \in \mathcal{G}_j: d(y^j_\beta, y^j_\gamma) \geq \delta^{j+1}\}} \left[ \frac{V(y^j_\beta, \delta)}{V(y^j_\beta, \delta^j)} \right]^{1/2} e^{-\frac{3\nu}{2} \delta^{-j}d(y^j_\beta, y^j_\gamma)} \]

\[ =: J_1 + J_2. \]

From Lemma 2.5, it follows easily that

\[ J_1 \lesssim \|g\|_{\text{BMO}(\mathcal{X})} \sum_{j=-\infty}^{k_0} \delta^{(k_0-j)\eta} \lesssim \|g\|_{\text{BMO}(\mathcal{X})}. \]

For \( J_2 \), notice that, for any \( s \in \mathbb{Z}_+, (j, \beta) \in \mathcal{G}_s \), by Remark 2.2(ii), we have

\[ \# \{ \gamma \in \mathcal{G}_j: 2^s \delta^{-j+1} \leq d(x_0, y^j_\beta) < 2^{s+1} \delta^{-j+1} \} \lesssim 2^{(s+1)G_0}, \]

which, together with (1.1) and Lemma 2.5, further implies that

\[ J_2 \lesssim \|g\|_{\text{BMO}(\mathcal{X})} \sum_{j=-\infty}^{k_0} \sum_{\beta \in \mathcal{G}_j} \sum_{\{\gamma \in \mathcal{G}_j: d(y^j_\beta, y^j_\gamma) \geq \delta^{j+1}\}} \left[ \frac{d(y^j_\beta, y^j_\gamma) + \delta^j}{\delta^j} \right]^{n/2} \]

\[ \times e^{-\frac{3\nu}{2} \delta^{-j}d(y^j_\beta, y^j_\gamma)} \]

\[ \lesssim \|g\|_{\text{BMO}(\mathcal{X})} \sum_{j=-\infty}^{k_0} \sum_{\beta \in \mathcal{G}_j} \sum_{\gamma \in \mathcal{G}_j} e^{-\nu\delta^{-j}d(x_0, y^j_\beta)} \]

\[ \times \sum_{s=0}^{\infty} \sum_{\{\gamma \in \mathcal{G}_s: 2^s \delta^{-j+1} \leq d(y^j_\beta, y^j_\gamma) < 2^{s+1} \delta^{-j+1}\}} 2^{(s+1)n} e^{-\nu\delta^{2s-1}} \]

\[ \lesssim \|g\|_{\text{BMO}(\mathcal{X})} \sum_{j=-\infty}^{k_0} \sum_{\beta \in \mathcal{G}_j} \sum_{s=0}^{\infty} 2^{(s+1)G_0} 2^{(s+1)n} e^{-\nu\delta^{2s-1}} \lesssim \|g\|_{\text{BMO}(\mathcal{X})}. \]

This, combined with the estimate of \( J_1 \), implies that \( J \lesssim J_1 + J_2 \lesssim \|g\|_{\text{BMO}(\mathcal{X})} \). Thus, by the completion of \( L^1(\mathcal{X}) \), we see that \( \Pi_3^{(1)}(a, g) \in L^1(\mathcal{X}) \) and

\[ \|\Pi_3^{(1)}(a, g)\|_{L^1(\mathcal{X})} \leq J \lesssim \|g\|_{\text{BMO}(\mathcal{X})}. \]

By this and the estimates of \( \Pi_3^{(1)}(a, g) \) and \( \Pi_3^{(2)}(a, g) \), we conclude that \( \Pi_3(a, g) \) belongs to \( L^1(\mathcal{X}) \) and (4.5) holds true.
Moreover, we claim that, for any \((f, g) \in H^1_{at, fin}(\mathcal{X}) \times \text{BMO}(\mathcal{X})\),

\[
\|\Pi(f, g)\|_{L^1(\mathcal{X})} \lesssim \|f\|_{H^1_{at, fin}(\mathcal{X})} \|g\|_{\text{BMO}(\mathcal{X})}.
\]

(4.10)

Indeed, for any \(f \in H^1_{at, fin}(\mathcal{X})\), there exists a finite sequence \(\{a_j\}_{j=1}^{N}(N \in \mathbb{N})\) of \((1, 2)\)-atoms and \(\{\lambda_j\}_{j=1}^{N} \subset \mathbb{C}\) such that

\[
f = \sum_{i=1}^{N} \lambda_j a_i \quad \text{and} \quad \sum_{j=1}^{N} |\lambda_j| \lesssim \|f\|_{H^1_{at, fin}(\mathcal{X})}.
\]

(4.11)

Thus, from (4.5) and (4.11), it follows that

\[
\|\Pi(f, g)\|_{L^1(\mathcal{X})} = \left\| \sum_{j=1}^{N} \lambda_j \Pi(a_j, g) \right\|_{L^1(\mathcal{X})} \leq \sum_{j=1}^{N} |\lambda_j| \|\Pi(a_j, g)\|_{L^1(\mathcal{X})} \lesssim \sum_{j=1}^{N} |\lambda_j| \|g\|_{\text{BMO}(\mathcal{X})} \lesssim \|f\|_{H^1_{at, fin}(\mathcal{X})} \|g\|_{\text{BMO}(\mathcal{X})},
\]

which shows the claim (4.10). By the above claim and Theorem 4.7 with \(T(\cdot) := \Pi_3(\cdot, g)\) and \(A \sim \|g\|_{\text{BMO}(\mathcal{X})}\) for any fixed \(g \in \text{BMO}(\mathcal{X})\), we see that \(\Pi_3\) can be extended to a bounded bilinear operator from \(H^1_{at}(\mathcal{X}) \times \text{BMO}(\mathcal{X})\) into \(L^1(\mathcal{X})\), which completes the proof of Theorem 4.9.

We then consider the boundedness of \(\Pi_1\). Recall that \(\Pi_1\) in (3.2) is bounded from \(L^2(\mathcal{X}) \times L^2(\mathcal{X})\) into \(H^1_{at}(\mathcal{X})\) (see Lemma 3.7). To extend \(\Pi_1\) to a bounded bilinear operator from \(H^1_{at}(\mathcal{X}) \times \text{BMO}(\mathcal{X})\) into \(H^1_{at}(\mathcal{X})\), we first formally write

\[
\Pi_1(a, g) := \sum_{j \in \mathbb{Z}} \left[ \sum_{\alpha \in \mathcal{K}_j} \left( a, s^j_{\alpha} \right) s^j_{\alpha} \right] \left[ \sum_{\beta \in \mathcal{L}_j} \left( g, \psi^j_{\beta} \right) \psi^j_{\beta} \right]
\]

(4.12)

for any \((1, 2)\)-atom \(a\) and \(g \in \text{BMO}(\mathcal{X})\), where \(\mathcal{K}_j\) and \(\mathcal{L}_j\) for any \(j \in \mathbb{Z}\) are as in, respectively, (2.1) and (2.10), \(s^j_{\alpha} := s^j_{\alpha}/\nu^j_{\alpha}\) and \(\nu^j_{\alpha} := \int_{\mathcal{X}} s^j_{\alpha} d\mu\). Notice that, if \(a, g \in L^2(\mathcal{X})\), then \(\Pi_1(a, g)\) in (4.12) coincides with \(\Pi_1(a, g)\) in (3.2) with \(f\) replaced by \(a\) and, in this case, it is known that \(\Pi_1(a, g) \in H^1_{at}(\mathcal{X})\) (see Lemma 3.7).

**Theorem 4.10.** Let \((\mathcal{X}, d, \mu)\) be a metric measure space of homogeneous type. Then, for any \((1, 2)\)-atom \(a\) and \(g \in \text{BMO}(\mathcal{X})\), \(\Pi_1(a, g)\) in (4.12) belongs to \(H^1_{at}(\mathcal{X})\) and can be extended to a bounded bilinear operator from \(H^1_{at}(\mathcal{X}) \times \text{BMO}(\mathcal{X})\) into \(H^1_{at}(\mathcal{X})\).

**Proof.** We first prove that, for any \((1, 2)\)-atom \(a\) supported in the ball \(B_0 := B(x_0, r_0)\), for some \(x_0 \in \mathcal{X}\) and \(r_0 \in (0, \infty)\), and \(g \in \text{BMO}(\mathcal{X})\), \(\Pi_1(a, g)\) belongs to \(H^1_{at}(\mathcal{X})\) and

\[
\|\Pi_1(a, g)\|_{H^1_{at}(\mathcal{X})} \lesssim \|g\|_{\text{BMO}(\mathcal{X})},
\]

(4.13)

where the implicit positive constant is independent of \(a\) and \(g\).
To this end, let $k_0 \in \mathbb{Z}$ satisfy $\delta^{k_0+1} \leq r_0 < \delta^{k_0}$ and $C_4$ be a sufficiently large positive constant which will be determined later. We then formally write

$$
\Pi_1(a, g) = \sum_{j=k_0+1}^{\infty} \left[ \sum_{\alpha \in \mathcal{A}_j} (a, s^j_\alpha) s^j_\alpha \right] \left[ \sum_{\{\beta \in \mathcal{G}_j: y^j_\beta \in C_4 B_0\}} \left< g, \psi^j_\beta \right> \psi^j_\beta \right]
+ \sum_{j=k_0+1}^{\infty} \left[ \sum_{\alpha \in \mathcal{A}_j} (a, s^j_\alpha) s^j_\alpha \right] \left[ \sum_{\{\beta \in \mathcal{G}_j: y^j_\beta \not\in C_4 B_0\}} \left< g, \psi^j_\beta \right> \psi^j_\beta \right]
+ \sum_{j=-\infty}^{k_0} \left[ \sum_{\alpha \in \mathcal{A}_j} (a, s^j_\alpha) s^j_\alpha \right] \left[ \sum_{\beta \in \mathcal{G}_j} \left< g, \psi^j_\beta \right> \psi^j_\beta \right]
=: \Pi_1^{(1)}(a, g) + \Pi_1^{(2)}(a, g) + \Pi_1^{(3)}(a, g).
$$

Let

$$
g_1 := \sum_{\{\ell \in \mathbb{Z}: \delta^\ell \leq r_0\}} \sum_{\{\theta \in \mathcal{G}_\ell: y^\ell_\theta \in C_4 B_0\}} \left< g, \psi^\ell_\theta \right> \psi^\ell_\theta.
$$

By (4.6) with $C_3$ replaced by $C_4$, we know that $g_1 \in L^2(\mathcal{X})$ and

$$
\|g_1\|_{L^2(\mathcal{X})} \lesssim \|g\|_{\text{BMO}(\mathcal{X})} \sqrt{\mu(B_0)}.
$$

By this and $a \in L^2(\mathcal{X})$, together with Lemma 3.7, we conclude that $\Pi_1^{(1)}(a, g) = \Pi_1(a, g_1)$ belongs to $H^1_{\text{at}}(\mathcal{X})$, which, together with Lemma 3.7 and an argument similar to that used in the estimate for $\Pi_3^{(1)}(a, g)$ in the proof of Theorem 4.9, implies that

$$
\left\| \Pi_1^{(1)}(a, g) \right\|_{H^1_{\text{at}}(\mathcal{X})} = \left\| \Pi_1(a, g_1) \right\|_{H^1_{\text{at}}(\mathcal{X})} \lesssim \|g\|_{\text{BMO}(\mathcal{X})}.
$$

Observe that, for any $j \in \mathbb{Z} \cap [k_0+1, \infty)$ and $\alpha \in \mathcal{A}_j$ with $\mathcal{A}_j$ as in (2.1), if $B(x^j_\alpha, 8\delta^j) \cap B(x_0, r_0) \neq \emptyset$, then $x^j_\alpha \in B(x_0, r_0 + 8\delta^j) \subset 9B_0$. Thus, we have

$$
P_1^{(2)}(a, g) = \sum_{j=k_0+1}^{\infty} \left[ \sum_{\{\alpha \in \mathcal{A}_j: x^j_\alpha \in 9B_0\}} (a, s^j_\alpha) s^j_\alpha \right] \left[ \sum_{\{\beta \in \mathcal{G}_j: y^j_\beta \in C_4 B_0\}} \left< g, \psi^j_\beta \right> \psi^j_\beta \right].
$$

Now we claim that, for all $j \in \mathbb{Z}$, $\alpha \in \mathcal{A}_j$, and $\beta \in \mathcal{G}_j$ with $\mathcal{G}_j$ as in (2.10),

$$
a^{j}_{\alpha, \beta} := e^{\pi \delta^{-j} d(x^j_\alpha, y^j_\beta)} \frac{s^j_\alpha \psi^j_\beta}{\sqrt{V(x^j_\alpha, 10\delta^j)}}
$$

is a $(1, 2) - \text{atom}$, multiplied by a positive constant, supported in $B(x^j_\alpha, 10\delta^j)$. Indeed, from $s^j_\alpha \in V_j$, $\psi^j_\beta \in W_j$ and $W_j \perp V_j$ with $V_j$ and $W_j$ for any $j \in \mathbb{Z}$ as in Lemma 3.1, it follows that
\[
\int_X s^j_\alpha(x) \psi^j_\beta(x) \, d\mu(x) = 0. \quad \text{Hence, } \int_X a^j_{\alpha, \beta} \, d\mu = 0. \quad \text{Meanwhile, by (2.6), we see that} \\
supp(s^j_\alpha \psi^j_\beta) \subset B(x^j_\alpha, 10\delta^j). \quad \text{Moreover, from (2.6), (2.11) and (3.16), we deduce that} \\
\left\| s^j_\alpha \psi^j_\beta \right\|^2_{L^2(X)} \lesssim \int_{B(x^j_\alpha, \delta^j)} e^{-\nu \delta^{-j} d(y^j_\beta, x)} V(y^j_\beta, \delta^j) \, d\mu(x) \lesssim e^{-\nu \delta^{-j} d(y^j_\beta, x^j_\beta)}.
\]
Thus,
\[
\| a^j_{\alpha, \beta} \|^2_{L^2(X)} \lesssim \left[ V(x^j_\alpha, 10\delta^j) \right]^{-1/2},
\]
which shows the above claim.

Observe that, for any \( j \in \mathbb{Z} \cap [k_0 + 1, \infty) \), \( \alpha \in \mathcal{A}_j \), \( \beta \in \mathcal{G}_j \), \( x^j_\alpha \in 9B_0 \) and \( y^j_\beta \notin C_4B_0 \), we have \( d(y^j_\beta, x_0) \geq C_4r_0 \geq 2d(x^j_\alpha, x_0) \) provided that \( C_4 \geq 18 \). Moreover, from Remark 2.2(ii) and \( r_0 < \delta^{k_0} \), it follows that, for any \( j \in \mathbb{Z} \) and \( t \in \mathbb{Z}_+ \),
\[
(4.15) \quad \# \{ \alpha \in \mathcal{A}_j : x^j_\alpha \in 9B_0 \} \leq \left[ \frac{r_0}{\delta^j} \right]^{G_0} \lesssim \delta^{(k_0-j)G_0}
\]
and
\[
(4.16) \quad \# \{ \beta \in \mathcal{G}_j : y^j_\beta \in 2^{t+1}C_4B_0 \setminus 2^tC_4B_0 \} \leq 2^{tG_0} \left[ \frac{r_0}{\delta^j} \right]^{G_0} \lesssim 2^{tG_0} \delta^{(k_0-j)G_0}.
\]
By the above claim (4.14), (4.1), \( \nu^j_\alpha \sim \mu^j_\alpha := V(x^j_\alpha, \delta^j), \) (2.6) and (1.1), we conclude that
\[
A := \sum_{j=k_0+1}^{\infty} \sum_{\alpha \in \mathcal{A}_j : x^j_\alpha \in 9B_0} \sum_{\beta \in \mathcal{G}_j : y^j_\beta \notin C_4B_0} \left| (a, s^j_\alpha) \right| \left| \left( g, \psi^j_\beta \right) \right| \left\| s^j_\alpha \psi^j_\beta \right\|_{H^1_\nu(X)} \lesssim \sum_{j=k_0+1}^{\infty} \sum_{\alpha \in \mathcal{A}_j : x^j_\alpha \in 9B_0} \sum_{\beta \in \mathcal{G}_j : y^j_\beta \notin C_4B_0} \left| (a, s^j_\alpha) \right| \left| \left( g, \psi^j_\beta \right) \right| e^{-\frac{\nu}{2} \delta^{-j} d(x^j_\alpha, y^j_\beta)} \left( V(x^j_\alpha, 10\delta^j) \right)^{1/2} \times e^{-\frac{\nu}{2} \delta^{-j} d(y^j_\beta, x_\beta)} \lesssim \sum_{j=k_0+1}^{\infty} \sum_{\alpha \in \mathcal{A}_j : x^j_\alpha \in 9B_0} \sum_{\beta \in \mathcal{G}_j : y^j_\beta \notin C_4B_0} \frac{\left[ d(x^j_\alpha, y^j_\beta) + \delta^j \right]^{n/2}}{\delta^j} e^{-\frac{\nu}{2} \delta^{-j} d(y^j_\beta, x_\beta)},
\]
which, together with \( d(y^j_\beta, x_0) \geq 2d(x^j_\alpha, x_0) \), (4.15), (4.16) and \( \delta^{k_0+1} \leq r_0 < \delta^{k_0} \), further implies that
\[
A \lesssim \sum_{j=k_0+1}^{\infty} \sum_{\alpha \in \mathcal{A}_j : x^j_\alpha \in 9B_0} \sum_{\beta \in \mathcal{G}_j : y^j_\beta \notin C_4B_0} e^{-\frac{\nu}{2} \delta^{-j} d(y^j_\beta, x_\beta)}
\]
By Remark 2.2(ii), we have
\[ ||g||_{\text{BMO}(\mathcal{X})} \sum_{j=k_0+1}^{\infty} \sum_{\beta \in \mathcal{G}_j: y_0^{\beta} \notin C_4 B_0} e^{-\frac{C}{4} \delta^{-j} d(y_0^{\beta}, x_0) \delta(k_0-j) G_0} \]
\[ \leq ||g||_{\text{BMO}(\mathcal{X})} \sum_{j=k_0+1}^{\infty} \sum_{l=0}^{\infty} e^{-\frac{C}{4} C_4 \delta^{-j} d(y_0^{\beta}, x_0) \delta(k_0-j) G_0} \]
\[ \leq ||g||_{\text{BMO}(\mathcal{X})} \sum_{j=k_0+1}^{\infty} \sum_{l=0}^{\infty} 2^{-l M_0 2 \alpha} \delta(k_0-j) G_0 \]
\[ \lesssim ||g||_{\text{BMO}(\mathcal{X})}, \]
where $M_0$ and $C_4$ are sufficiently large positive constants such that $M_0 > 2G_0$, with $G_0$ as in Remark 2.2(ii), and $C_4 \geq 18$, respectively. Thus, by the completion of $H^{1}_{\text{at}}(\mathcal{X})$, we conclude that $\Pi_1^{(2)}(a, g) \in H^1_{\text{at}}(\mathcal{X})$ and
\[ \left\| \Pi_1^{(2)}(a, g) \right\|_{H^1_{\text{at}}(\mathcal{X})} \leq A \lesssim ||g||_{\text{BMO}(\mathcal{X})}. \]

Finally, we consider $\Pi_1^{(3)}(a, g)$. Observe that, for any $j \in \mathbb{Z} \cap (-\infty, k_0]$ and $\alpha \in \mathcal{A}_j$, if $B(x_0, r_0) \cap B(x_0^j, 8 \delta^j) \neq \emptyset$, then $x_0^j \in B(x_0, 9 \delta^j)$. By this, we further formally write
\[ \Pi_1^{(3)}(a, g) = \sum_{j=-\infty}^{k_0} \left[ \sum_{\alpha \in \mathcal{A}_j: x_0^j \in B(x_0, 9 \delta^j)} (a, s_0^j) s_0^j \left[ \sum_{\beta \in \mathcal{G}_j} \left\langle g, \psi_\beta^j \right\rangle \right] \right]. \]

We first estimate $||(a, s_0^j)||$ for all $j \in \mathbb{Z} \cap (-\infty, k_0]$ and $\alpha \in \mathcal{A}_j$ with $x_0^j \in B(x_0, 9 \delta^j)$.

By $\int_{\mathcal{X}} a(x) \, d\mu(x) = 0$, $r_0 < \delta^{k_0} \leq \delta^j$ for all $j \leq k_0$, and (2.8), we obtain
\[ ||(a, s_0^j)|| \leq \int_{B_0} |a(x)| \left| s_0^j(x) - s_0^j(x_0) \right| \, d\mu(x) \]
\[ \lesssim \int_{B_0} |a(x)| \left[ \frac{d(x, x_0)}{\delta^j} \right]^\eta \, d\mu(x) \lesssim \delta^{(k_0-j)\eta} ||a||_{L^1(\mathcal{X})} \lesssim \delta^{(k_0-j)\eta}. \]

Moreover, for any $j \in \mathbb{Z}$, by Remark 2.2(ii), we have
\[ \#\{\alpha \in \mathcal{A}_j: x_0^j \in B(x_0, 9 \delta^j)\} \leq 1. \]

From this, (4.17), the above claim (4.14), (1.1), (4.1), $\nu_0^j \sim \mu_0^j := V(x_0^j, \delta^j)$ and Lemma 2.5, it follows that
\[ \sum_{j=-\infty}^{k_0} \sum_{\alpha \in \mathcal{A}_j: x_0^j \in B(x_0, 9 \delta^j)} \sum_{\beta \in \mathcal{G}_j} ||(a, s_0^j)|| \left\| \left( g, \psi_\beta^j \right) \right\|_{H^1_{\text{at}}(\mathcal{X})} \]
\[ \lesssim \sum_{j=-\infty}^{k_0} \sum_{\alpha \in \mathcal{A}_j: x_0^j \in B(x_0, 9 \delta^j)} \sum_{\beta \in \mathcal{G}_j} ||(a, s_0^j)|| \left\| \left( g, \psi_\beta^j \right) \right\|_{H^1_{\text{at}}(\mathcal{X})}. \]
\[
\lesssim \|g\|_{\text{BMO}(\mathcal{X})} \sum_{j=-\infty}^{k_0} \delta^{(k_0-j)\eta} \sum_{\{\alpha \in \mathcal{D}_j: x_\alpha \in B(x_0, 9\delta^j)\}} \sum_{\{\beta \in \mathcal{D}_j: d(x_\alpha, y_\beta) \geq \delta^{j+1}\}} e^{-\frac{\nu}{\nu^j+r} d(x_\alpha, y_\beta)} \\
x \times \left[ \frac{V(y_\beta, \delta^j)}{V(x_\alpha, \delta^j)} \right]^{1/2} \\
\lesssim \|g\|_{\text{BMO}(\mathcal{X})} \sum_{j=-\infty}^{k_0} \delta^{(k_0-j)\eta} \sum_{\{\alpha \in \mathcal{D}_j: x_\alpha \in B(x_0, 9\delta^j)\}} \sum_{\{\beta \in \mathcal{D}_j: d(x_\alpha, y_\beta) \geq \delta^{j+1}\}} e^{-\frac{\nu}{\nu^j+r} d(x_\alpha, y_\beta)} \\
x \times \left[ \frac{d(y_\beta, x_\alpha) + \delta^j}{\delta^j} \right]^{1/2} \\
\lesssim \|g\|_{\text{BMO}(\mathcal{X})} \sum_{j=-\infty}^{k_0} \delta^{(k_0-j)\eta} \sum_{\{\alpha \in \mathcal{D}_j: x_\alpha \in B(x_0, 9\delta^j)\}} \sum_{\{\beta \in \mathcal{D}_j: d(x_\alpha, y_\beta) \geq \delta^{j+1}\}} e^{-\frac{\nu}{\nu^j+r} d(x_\alpha, y_\beta)} \\
\lesssim \|g\|_{\text{BMO}(\mathcal{X})} \sum_{j=-\infty}^{k_0} \delta^{(k_0-j)\eta} \lesssim \|g\|_{\text{BMO}(\mathcal{X})},\]

which, combined with the completion of $H^1_{\text{at}}(\mathcal{X})$, further implies that $\Pi^{(3)}_1(a, g) \in H^1_{\text{at}}(\mathcal{X})$ and

\[
\left\| \Pi^{(3)}_1(a, g) \right\|_{H^1_{\text{at}}(\mathcal{X})} \lesssim \|g\|_{\text{BMO}(\mathcal{X})}.
\]

By this and the estimates of $\Pi^{(1)}_1(a, g)$ and $\Pi^{(2)}_1(a, g)$, we conclude that $\Pi_1(a, g)$ in (4.12) belongs to $H^1_{\text{at}}(\mathcal{X})$ and (4.13) holds true, which, together with Theorem 4.7 and an argument similar to that used in the proof of Theorem 4.9, further implies that $\Pi_1$ can be extended to a bounded bilinear operator from $H^1_{\text{at}}(\mathcal{X}) \times \text{BMO}(\mathcal{X})$ into $H^1_{\text{at}}(\mathcal{X})$. This finishes the proof of Theorem 4.10. \hfill \Box

Before considering the boundedness of $\Pi_2$, we first recall some useful results from [27], which are valid without resorting to the reverse doubling condition after some careful examinations, the details being omitted.

**Lemma 4.11.** ([27, Proposition 3.1]) Let $(\mathcal{X}, d, \mu)$ be a metric measure space of homogeneous type, $\beta \in (0, 1]$ and $\gamma \in [0, \infty]$. Then, for all $h \in \mathcal{G}(\beta, \gamma)$, there exists a positive constant $C$, independent of $h$, such that, for any $g \in \text{BMO}(\mathcal{X})$,

\[
\|hg\|_{\text{BMO}(\mathcal{X})} \leq C \frac{1}{V_1(x_1)} \|h\|_{\mathcal{G}(\beta, \gamma)} \|g\|_{\text{BMO}^{+}(\mathcal{X})},
\]

here and hereafter, for a fixed $x_1 \in \mathcal{X}$ and all $g \in \text{BMO}(\mathcal{X})$,

\[
\|g\|_{\text{BMO}^{+}(\mathcal{X})} := \|f\|_{\text{BMO}(\mathcal{X})} + \frac{1}{V_1(x_1)} \int_{B(x_1, 1)} |f(x)| \, d\mu(x).
\]
Lemma 4.12. ([27, Lemma 3.2]) Let $(X, d, \mu)$ be a metric measure space of homogeneous type and $q \in (1, \infty]$. Then there exists a positive constant $C$ such that, for any $(1, q)$-atom $a$ supported in some ball $B$ and $g \in \text{BMO}(X)$,

$$\| [g - m_B(g)] M(a) \|_{L^1(X)} \leq C \| g \|_{\text{BMO}(X)},$$

where $M$ is as in (1.5) and $m_B(g) := \frac{1}{\mu(B)} \int_B g \, d\mu$.

Lemma 4.13. ([27, Proposition 3.2(ii)]) Let $(X, d, \mu)$ be a metric measure space of homogeneous type. Then there exists a positive constant $C$ such that, for any $f \in L^1(X)$ and $g \in \text{BMO}(X)$,

$$\| fg \|_{L^{\log}(X)} \leq C \| f \|_{L^1(X)} \| g \|_{\text{BMO}(X)} + (X).$$

The following conclusion is an easy consequence of [12, Lemma 4.4], which is valid without resorting to the reverse doubling condition. We present some details here for the sake of clarity, which are similar to those used in the proof of [35, Lemma (2.3)].

Theorem 4.14. Let $(X, d, \mu)$ be a metric measure space of homogeneous type. Then there exists a positive constant $C$ such that, for all $f \in H^1_{at}(X)$,

$$\| M(f) \|_{L^1(X)} \leq C \| f \|_{H^1_{at}(X)},$$

where $M$ is as in (1.5).

Proof. We first prove that, for any $(1, 2)$-atoms $a$, supported in the ball $B_0 := B(x_0, r_0)$ for some $x_0 \in X$ and $r_0 \in (0, \infty)$,

$$\| M(a) \|_{L^1(X)} \lesssim 1. \quad (4.18)$$

Indeed, we first write

$$\int_X M(a) \, d\mu(x) = \int_{B(x_0, 2r_0)} M(a) \, d\mu(x) + \int_{X \setminus B(x_0, 2r_0)} \cdots =: I + \Pi.$$

To estimate $I$, let $\epsilon \in (0, 1)$ and $\beta, \gamma \in (0, \epsilon)$ be as in Definition 1.1. By (T1) of Definition 1.1, we know that, for all $x \in X$, $r \in (0, \infty)$ and $h \in G(x, r, \beta, \gamma)$ with $\| h \|_{G(x, r, \beta, \gamma)} \leq 1$,

$$|\langle a, h \rangle| \leq \int_{B(x_0, r_0)} |a(y)| h(y) \, d\mu(y) \leq \int_{B(x_0, r_0)} \frac{1}{V(x, r)} \int_{B(x_0, r_0) \cap B(x, r)} |a(y)| \, d\mu(y) \leq \int_{B(x_0, r_0) \cap B(x, r)} \frac{1}{V(x, y)} \left[ \frac{r}{r + d(x, y)} \right]^{\gamma} \, d\mu(y) \lesssim Ma(x) + \sum_{t=0}^{\infty} 2^{-t\gamma} \frac{1}{V(x, 2^{t+1}r)} \int_{B(x, 2^{t+1}r)} |a(y)| \, d\mu(y).$$
\[
\lesssim Ma(x) + \sum_{t=0}^{\infty} 2^{-tn} Ma(x) \lesssim Ma(x).
\]

Thus, for all \(x \in X\), \(Ma(x) \lesssim Ma(x)\), which, combined with the Hölder inequality, \((1.1)\) and the boundedness of \(M\) on \(L^2(X)\) (see [7, (3.6)]), further implies that

\[
I \lesssim \int_{B(x, 2r_0)} Ma(x) \, d\mu(x) \lesssim \|Ma\|_{L^2(X)}[V(x, 3r_0)]^{1/2} \lesssim \|a\|_{L^2(X)}[V(x, r_0)]^{1/2} \lesssim 1.
\]

Now we turn to estimate II. Observe that, for all \(x \notin B(x_0, 2r_0)\) and \(y \in B(x_0, r_0) \cap B(x, r)\), we see that \(r > r_0\) and hence

\[
d(y, x_0) < r_0 = \frac{2r_0}{2} \leq \frac{r_0 + d(x, x_0)}{2} < \frac{r + d(x, x_0)}{2}.
\]

Thus, from this, \(\int_X a \, d\mu = 0\), \((T2)\) of Definition \(1.1\) and \(r > r_0\), we deduce that, for \(h \in \mathcal{G}(x, r, \beta, \gamma)\) satisfying that \(\|h\|_{\mathcal{G}(x, r, \beta, \gamma)} \leq 1\),

\[
|\langle a, h \rangle| \lesssim \int_{B(x_0, r_0)} |a(y)||h(y) - h(x_0)| \, d\mu(y)
\]

\[
\lesssim \int_{B(x, r_0) \cap B(x, r)} \left[ \frac{d(y, x_0)}{r_0 + d(x, x_0)} \right]^\beta \frac{|a(y)|}{V(x, r) + V(x, x_0)} \left[ \frac{r}{r + d(x, x_0)} \right]^\gamma \, d\mu(y)
\]

\[
\lesssim \left[ \frac{r_0}{r_0 + d(x, x_0)} \right]^\beta \frac{1}{V(x, x_0)} \|a\|_{L^1(X)} \lesssim \left[ \frac{r_0}{r_0 + d(x, x_0)} \right]^\beta \frac{1}{V(x, x_0)}.
\]

This, together with \((1.1)\), further implies that

\[
II \lesssim \int_{X \setminus B(x_0, 2r_0)} \left[ \frac{r_0}{r_0 + d(x, x_0)} \right]^\beta \frac{1}{V(x, x_0)} \, d\mu(x)
\]

\[
\lesssim \sum_{t=1}^{\infty} \int_{B(x_0, 2^{t+1}r_0) \setminus B(x_0, 2^tr_0)} \left[ \frac{r_0}{r_0 + 2^tr_0} \right]^\beta \, d\mu(x) \lesssim \sum_{t=1}^{\infty} 2^{-t\beta} \lesssim 1.
\]

Thus, \((4.18)\) holds true.

Moreover, for all \(f \in H^1_{at, fin}(X)\), there exist \(N \in \mathbb{N}\), a sequence \(\{a_j\}_{j=1}^{N}\) of \((1, 2)\)-atoms and \(\{\lambda_j\}_{j=1}^{N} \subset \mathbb{C}\) such that \(f = \sum_{j=1}^{N} \lambda_j a_j\) and \(\sum_{j=1}^{N} |\lambda_j| \lesssim \|f\|_{H^1_{at, fin}(X)}\). From this, the fact that \(\mathcal{M}\) is sublinear and \((4.18)\), we deduce that

\[
\|\mathcal{M}(f)\|_{L^1(X)} \lesssim \sum_{j=1}^{N} |\lambda_j| \|\mathcal{M}(a_j)\|_{L^1(X)} \lesssim \sum_{j=1}^{N} |\lambda_j| \lesssim \|f\|_{H^1_{at, fin}(X)},
\]

which, together with Theorem 4.7, implies that \(\mathcal{M}\) can be extended to a bounded sublinear operator from \(H^1_{at}(X)\) into \(L^1(X)\). This finishes the proof of Theorem 4.14. \(\Box\)

By Remark 1.5 and Theorem 4.14, we easily obtain the following result, the details being omitted.
Corollary 4.15. Let \((X, d, \mu)\) be a metric measure space of homogeneous type. Then \(H^1_{at}(X) \subset H^{\log}(X)\) and there exists a positive constant \(C\) such that, for all \(f \in H^1_{at}(X)\),

\[
\|f\|_{H^{\log}(X)} \leq C\|f\|_{H^1_{at}(X)}.
\]

Now we deal with the boundedness of \(\Pi_2\). Recall that \(\Pi_2\) in (3.2) is bounded from \(L^2(X) \times L^2(X)\) into \(H^1_{at}(X)\) (see Remark 3.8). To extend \(\Pi_2\) into a bounded bilinear operator from \(H^1_{at}(X) \times \text{BMO}(X)\) into \(H^{\log}(X)\), we first formally write

\[
(4.19) \quad \Pi_2(a, g) := \sum_{j \in \mathbb{Z}} \left[ \sum_{\beta \in \mathcal{A}_j} \left( a, \psi^j_{\beta} \right) \psi^j_{\beta} \right] \left[ \sum_{\alpha \in \mathcal{A}_j} \left( g, s^j_{\alpha} \right) s^j_{\alpha} \right]
\]

for any \((1, 2)\)-atom \(a \) and \(g \in \text{BMO}(X)\), where \(\mathcal{A}_j\) and \(\mathcal{G}_j\) for any \(j \in \mathbb{Z}\) are as in, respectively, (2.1) and (2.10), \(s^j_{\alpha} := s^j_{\alpha}/\nu^j_{\alpha}\) and \(\nu^j_{\alpha} := \int_X s^j_{\alpha} \, d\mu\). We point out that, if \(a, g \in L^2(X)\), then \(\Pi_2(a, g)\) in (4.19) coincides with \(\Pi_2(a, g)\) in (3.2) with \(f\) replaced by \(a\) and, in this case, it is known that \(\Pi_2(a, g) \in H^1_{at}(X)\) (see Remark 3.8).

Theorem 4.16. Let \((X, d, \mu)\) be a metric measure space of homogeneous type. Then, for any \((1, 2)\)-atom \(a \) and \(g \in \text{BMO}(X)\), \(\Pi_2(a, g)\) as in (4.19) belongs to \(H^{\log}(X)\) and can be extended to a bounded bilinear operator from \(H^1_{at}(X) \times \text{BMO}(X)\) into \(H^{\log}(X)\).

Proof. We first prove that, for any \((1, 2)\)-atom \(a\) supported in the ball \(B_0 := B(x_0, r_0)\), with \(x_0 \in X\) and \(r_0 \in (0, \infty)\), and \(g \in \text{BMO}(X)\), \(\Pi_2(a, g)\) belongs to \(H^{\log}(X)\) and

\[
(4.20) \quad \|\Pi_2(a, g)\|_{H^{\log}(X)} \lesssim \|g\|_{\text{BMO}^+(X)},
\]

where the implicit positive constant is independent of \(a\) and \(g\).

Let \(k_0 \in \mathbb{Z}\) satisfy \(\delta^{k_0+1} \leq r_0 < \delta^{k_0}\) and \(C_5\) be a sufficiently large positive constant which will be determined later. We formally write

\[
\Pi_2(a, g) = \sum_{j \in \mathbb{Z}} \left\{ \sum_{\beta \in \mathcal{A}_j} \left( a, \psi^j_{\beta} \right) \psi^j_{\beta} \right\} \left\{ \sum_{\alpha \in \mathcal{A}_j} \left[ \left( g - m_{B_0}(g) \right) \chi_{C_5B_0}, g^j_{\alpha} \right] s^j_{\alpha} \right\}
\]

\[
+ \sum_{j \in \mathbb{Z}} \left\{ \sum_{\beta \in \mathcal{A}_j} \left( a, \psi^j_{\beta} \right) \psi^j_{\beta} \right\} \left\{ \sum_{\alpha \in \mathcal{A}_j} \left[ \left( g - m_{B_0}(g) \right) \chi_{X \setminus C_5B_0}, g^j_{\alpha} \right] s^j_{\alpha} \right\}
\]

\[
+ \sum_{j \in \mathbb{Z}} \left\{ \sum_{\beta \in \mathcal{A}_j} \left( a, \psi^j_{\beta} \right) \psi^j_{\beta} \right\} \left\{ \sum_{\alpha \in \mathcal{A}_j} \left[ m_{B_0}(g), g^j_{\alpha} \right] s^j_{\alpha} \right\}
\]

\[
=: \Pi_2(1)(a, g) + \Pi_2(2)(a, g) + \Pi_2(3)(a, g),
\]

where \(m_{B_0}(g) := \left[ \mu(B_0)^{-1} \int_{B_0} g \, d\mu \right] \chi_{C_5B_0}\).

By the John-Nirenberg inequality (see [7]) and (1.1), we have

\[
\|\left[ g - m_{B_0}(g) \right] \chi_{C_5B_0}\|_{L^2(X)} \lesssim \|g\|_{\text{BMO}^+(X)}.
\]
\[
\left[ \int_{C_5B_0} |g(x) - m_{C_5B_0}(g)|^2 \, d\mu(x) \right]^{1/2} + \frac{1}{\mu(C_5B_0)} \left[ \int_{C_5B_0} |m_{B_0}(g) - m_{C_5B_0}(g)|^2 \, d\mu(x) \right]^{1/2} \leq \frac{1}{\mu(C_5B_0)} \left[ \int |g|^2 \, d\mu(x) \right]^{1/2} \left[ \int_{C_5B_0} |g|^2 \, d\mu(x) \right]^{1/2} 
\]
which, combined with \(a \in L^2(\mathcal{X})\) and Remark 3.8, implies that \(\Pi_2^{(1)}(a, g)\) belongs to \(H^1_{\text{at}}(\mathcal{X})\) and
\[
\left\| \Pi_2^{(1)}(a, g) \right\|_{H^1_{\text{at}}(\mathcal{X})} = \left\| \Pi_2 \left( a, \left[ g - m_{B_0}(g) \right] \chi_{C_5B_0} \right) \right\|_{H^1_{\text{at}}(\mathcal{X})} 
\leq \left\| a \right\|_{L^2(\mathcal{X})} \left\| \left[ g - m_{B_0}(g) \right] \chi_{C_5B_0} \right\|_{L^2(\mathcal{X})}, 
\]
and
\[
\left\| \Pi_2^{(1)}(a, g) \right\|_{H^1_{\text{at}}(\mathcal{X})} \lesssim \left\| \mu(B_0) \right\|_{H^1_{\text{at}}(\mathcal{X})} \left\| g \right\|_{\text{BMO}(\mathcal{X})}. 
\]
From this and Corollary 4.15, it follows that \(\Pi_2^{(1)}(a, g) \in H^{\log}(\mathcal{X})\) and
\[
\left\| \Pi_2^{(1)}(a, g) \right\|_{H^{\log}(\mathcal{X})} \lesssim \left\| \Pi_2^{(1)}(a, g) \right\|_{H^1_{\text{at}}(\mathcal{X})} \lesssim \left\| g \right\|_{\text{BMO}(\mathcal{X})}. 
\]
To deal with \(\Pi_2^{(2)}(a, g)\), we first estimate \(\left\| \left[ g - m_{B_0}(g) \right] \chi_{\mathcal{X} \setminus C_5B_0, s^j_\alpha} \right\|\) for all \((j, \alpha) \in \mathcal{A}\) with \(\mathcal{A}\) as in (2.4). Indeed, from (2.6), [1, Lemma 11.1] and (1.1), we deduce that
\[
\left(\left[ g - m_{B_0}(g) \right] \chi_{\mathcal{X} \setminus C_5B_0, s^j_\alpha} \right) 
\leq \frac{1}{V(x^j_\alpha, \delta^j)} \int_{B(x^j_\alpha, 8\delta^j)} |g(x) - m_{B_0}(g)| \, d\mu(x) 
\leq \frac{1}{V(x^j_\alpha, \delta^j)} \int_{B(x^j_\alpha, 8\delta^j)} \left| g(x) - m_{B(x^j_\alpha, 8\delta^j)}(g) \right| \, d\mu(x) 
+ \left| m_{B_0}(g) - m_{B(x^j_\alpha, 8\delta^j)}(g) \right| 
\lesssim \left\| g \right\|_{\text{BMO}(\mathcal{X})} \left[ 1 + \log \frac{8\delta^j + r_0 + d(x^j_\alpha, x_0)}{\min\{8\delta^j, r_0\}} \right].
\]
By the claim (4.14) in the proof of Theorem 4.10 that, for any \(j \in \mathbb{Z}, \alpha \in \mathcal{A}_j\) with \(\mathcal{A}_j\) as in (2.1), and \(\beta \in \mathcal{A}_j\) with \(\mathcal{A}_j\) as in (2.10), \(a^j_{\alpha, \beta}\) is a \((1, 2)\)-atom, multiplied by a positive constant, supported in \(B(x^j_\alpha, 10\delta^j)\), we find that
\[
\left| \left[ g - m_{B_0}(g) \right] \chi_{\mathcal{X} \setminus C_5B_0, s^j_\alpha} \right| \left| \left( a, \psi^j_\beta \right) \right| \leq \left\| s^j_\alpha \psi^j_\beta \right\|_{H^1_{\text{at}}(\mathcal{X})} 
\lesssim \sum_{j \in \mathbb{Z}} \sum_{\alpha \in \mathcal{A}_j} \sum_{\beta \in \mathcal{A}_j} \left| \left[ g - m_{B_0}(g) \right] \chi_{\mathcal{X} \setminus C_5B_0, s^j_\alpha} \right| \left| \left( a, \psi^j_\beta \right) \right| 
\times \sqrt{V \left( x^j_\alpha, 10\delta^j \right)} e^{-\frac{\delta^j}{2} d(x^j_\alpha, x^j_\beta)}. 
\]
C then, by δ

By (4.22), (4.23), (4.21),

we conclude that

Moreover, from Remark 2.2(ii), it follows that, for any

and hence

provided that \( C_5 \geq 18 \), and hence

Meanwhile, from an argument similar to that used in the proof of (4.7), we deduce that, for all \( j \in \mathbb{Z} \cap [k_0 + 1, \infty) \) and \( \beta \in \mathcal{G}_j \),

Moreover, from Remark 2.2(ii), it follows that, for any \( j \in \mathbb{Z} \) and \( s \in \mathbb{Z}_+ \),

By (4.22), (4.23), (4.21), \( \delta^j \leq \delta^{k_0 + 1} < r_0 \) for each \( j \in \mathbb{Z} \cap [k_0 + 1, \infty) \), (1.1) and \( C_5 \geq 18 \), we conclude that

\[
\begin{align*}
I_1 & \lesssim \|g\|_{\text{BMO}(X)} \sum_{j=k_0+1}^{\infty} \sum_{\{ \alpha \in \mathcal{A}_j : x_\alpha^j \in \mathcal{C}\mathcal{B}_j(\mathbb{R}^d) \}} \sum_{\beta \in \mathcal{G}_j} \left[ 1 + \log \frac{r_0 + d(x_\alpha^j, x_0)}{\delta^j} \right] \\
& \times e^{-\nu \delta^j d(x_\alpha^j, y_\beta^j)} e^{\nu \delta^j r_0} \left[ \frac{V(x_\alpha^j, \delta^j)}{V(y_\beta^j, \delta^j)} \right]^{1/2} e^{-i\delta^j d(x_\alpha^j, y_\beta^j)} \\
& \lesssim \|g\|_{\text{BMO}(X)} \sum_{j=k_0+1}^{\infty} \sum_{\{ \alpha \in \mathcal{A}_j : x_\alpha^j \in \mathcal{C}\mathcal{B}_j(\mathbb{R}^d) \}} e^{\nu \delta^j r_0} e^{-i\delta^j d(x_\alpha^j, x_0)} \\
& \times \sum_{\{ \beta \in \mathcal{G}_j : d(x_\alpha^j, y_\beta^j) \geq \delta^j + 1 \}} e^{-i\delta^j d(x_\alpha^j, y_\beta^j)} e^{-i\delta^j d(x_\alpha^j, y_\beta^j)} \left[ \frac{d(x_\alpha^j, y_\beta^j + \delta^j)^{n/2}}{\delta^j} \right].
\end{align*}
\]
which, combined with Lemma 2.5 and (4.24), further implies that

\[
I_1 \lesssim \|g\|_{\text{BMO}(\mathcal{X})} \sum_{j=k_0+1}^{\infty} \sum_{\{\alpha \in \mathcal{A}_j: x_\alpha^j \notin \mathbb{C} \mathcal{F}_B 0\}} e^{\nu \delta^{-j} r_0} e^{-\frac{\nu}{4} \delta^{-j} d(x_\alpha^j, x_0^j)} \left[ 1 + \log \frac{r_0 + d(x_\alpha^j, x_0^j)}{\delta^j} \right]
\]

Furthermore, we observe that, for any given \( j \in \mathbb{Z} \cap [-M_2, M_2] \), with \( M_2 \) as in (3.1), and \( \beta \in \mathcal{G}_j \), with \( \mathcal{G}_j \) as in (2.10), by \( \mathcal{G}_j, \mathcal{A}_j \subset \mathcal{A}_j + 1, \mathcal{G}_j \cap \mathcal{A}_j = \emptyset \) and (2.3), we know that \( \alpha \in \mathcal{A}_j \) if and only if \( \alpha \in \mathcal{A}_j \) and \( d(x_\alpha^j, y_\beta^j) \geq \delta^{j+1} \). By this, (4.21), (4.9), \( \delta^j \geq \delta^{k_0} > r_0 \) for any \( j \in \mathbb{Z} \cap (-\infty, k_0) \), (1.1) and Lemma 2.5, we obtain

\[
I_2 \lesssim \|g\|_{\text{BMO}(\mathcal{X})} \sum_{j=-\infty}^{k_0} \left[ \frac{r_0}{\delta^j} \right]^\eta \sum_{\alpha \in \mathcal{A}_j} \sum_{\beta \in \mathcal{G}_j} \left[ 1 + \log \frac{\delta^j + d(x_\alpha^j, x_0^j)}{r_0} \right] e^{-\nu \delta^{-j} d(x_\alpha^j, y_\beta^j)} e^{-\frac{\nu}{4} \delta^{-j} d(x_\alpha^j, y_\beta^j)} \left[ \frac{V(x_\alpha^j, \delta^j)}{V(y_\beta^j, \delta^j)} \right]^{1/2}
\]
\[
\lesssim \|g\|_{\text{BMO}(\mathcal{X})} \sum_{j=-\infty}^{k_0} \left[ \frac{r_0}{\delta^j} \right]^\eta \sum_{\beta \in \mathcal{G}_j} e^{-\frac{\nu}{4} \delta^{-j} d(x_\alpha^j, y_\beta^j)} \sum_{\{\alpha \in \mathcal{A}_j: d(x_\alpha^j, y_\beta^j) \geq \delta^{j+1}\}} e^{-\frac{\nu}{4} \delta^{-j} d(x_\alpha^j, x_0^j)}
\]
\[
\times \left[ 1 + \log \frac{\delta^j + d(x_\alpha^j, x_0^j)}{r_0} \right] e^{-\frac{\nu}{4} \delta^{-j} d(x_\alpha^j, y_\beta^j)} \left[ \frac{d(x_\alpha^j, y_\beta^j) + \delta^j}{\delta^j} \right]^{n/2}
\]
\[
\lesssim \|g\|_{\text{BMO}(\mathcal{X})} \sum_{j=-\infty}^{k_0} \left[ \frac{r_0}{\delta^j} \right]^\eta \sum_{\beta \in \mathcal{G}_j} e^{-\frac{\nu}{4} \delta^{-j} d(x_\alpha^j, y_\beta^j)} \sum_{\{\alpha \in \mathcal{A}_j: d(x_\alpha^j, y_\beta^j) \geq \delta^{j+1}\}} e^{-\frac{\nu}{4} \delta^{-j} d(x_\alpha^j, x_0^j)}
\]
\[
\times \left[ 1 + \log \frac{\delta^j + d(x_\alpha^j, x_0^j)}{r_0} \right]
\]
\[ \lesssim \|g\|_{\text{BMO}(\mathcal{X})} \sum_{j=-\infty}^{k_0} \left[ \frac{r_0}{\delta_j} \right]^\eta \sum_{\alpha \in \mathcal{A}_j} e^{-\frac{r_0}{\delta_j} d(x_{\alpha}^j, x_0)} \left[ 1 + \log \frac{\delta_j + d(x_{\alpha}^j, x_0)}{r_0} \right]. \]

Moreover, notice that, for any \( j \in \mathbb{Z} \) and \( t \in \mathbb{Z}_+ \), from Remark 2.2(ii), we deduce that \( \# \{ \alpha \in \mathcal{A}_j : 2^t \delta_j \leq d(x_{\alpha}^j, x_0) < 2^{t+1} \delta_j \} \lesssim 2^t G_0 \), which implies that

\[ \sum_{\alpha \in \mathcal{A}_j} e^{-\frac{r_0}{\delta_j} d(x_{\alpha}^j, x_0)} \left[ 1 + \log \frac{\delta_j + d(x_{\alpha}^j, x_0)}{r_0} \right] \lesssim 1 + \log \frac{\delta_j}{r_0} + \sum_{t=0}^{\infty} \sum_{\alpha \in \mathcal{A}_j : 2^t \delta_j \leq d(x_{\alpha}^j, x_0) < 2^{t+1} \delta_j} e^{-\frac{r_0}{\delta_j} 2^t} \left[ 1 + \log \frac{\delta_j + 2^t \delta_j}{r_0} \right] \]

By this, we further conclude that

\[ I_2 \lesssim \|g\|_{\text{BMO}(\mathcal{X})} \sum_{j=-\infty}^{k_0} \left[ \frac{r_0}{\delta_j} \right]^\eta \left[ 1 + \log \frac{\delta_j}{r_0} \right] \lesssim \|g\|_{\text{BMO}(\mathcal{X})}, \]

which, combined with Corollary 4.15, the completion of \( H^1_{\text{at}}(\mathcal{X}) \) and the estimate of \( I_1 \), further implies that \( \Pi_2^{(2)}(a, g) \in H^1_{\text{at}}(\mathcal{X}) \) and

\[ \left\| \Pi_2^{(2)}(a, g) \right\|_{H^1_{\text{at}}(\mathcal{X})} \lesssim \left\| \Pi_2^{(2)}(a, g) \right\|_{H^1_{\text{at}}(\mathcal{X})} \lesssim 1 \lesssim I_1 + I_2 \lesssim \|g\|_{\text{BMO}(\mathcal{X})}. \]

Finally, we deal with \( \Pi_2^{(3)}(a, g) \). By (2.7), \( a \in L^2(\mathcal{X}) \) and Theorem 2.8, we have

\[ (4.25) \quad \Pi_2(a, 1) = a. \]

From this, Remark 1.5, Lemmas 4.13 and 4.12, it follows that

\[ \left\| \Pi_2^{(3)}(a, g) \right\|_{L^2(\mathcal{X})} \lesssim \|m_{B_0}(g) - g \mathcal{M}(a)\|_{L^2(\mathcal{X})} + \|g\|_{\mathcal{M}(a)\|_{L^1(\mathcal{X})}} + \|a\|_{L^1(\mathcal{X})}\|g\|_{\text{BMO}^+(\mathcal{X})} \lesssim \|g\|_{\text{BMO}(\mathcal{X})} + \|g\|_{\text{BMO}^+(\mathcal{X})} \lesssim \|g\|_{\text{BMO}^+(\mathcal{X})}, \]

which, combined with the estimates of \( \Pi_2^{(1)}(a, g) \) and \( \Pi_2^{(2)}(a, g) \), implies that \( \Pi_2(a, g) \) belongs to \( H^1_{\text{at}}(\mathcal{X}) \) and (4.20) holds true.

From the above proof of (4.20), we deduce that there exists \( h := \Pi_2^{(1)}(a, g) + \Pi_2^{(2)}(a, g) \in H^1_{\text{at}}(\mathcal{X}) \) satisfying that \( \|h\|_{H^1_{\text{at}}(\mathcal{X})} \lesssim \|g\|_{\text{BMO}(\mathcal{X})} \) and

\[ \Pi_2(a, g) = h + am_{B_0}(g), \]
Products of Functions in $\text{BMO}(\mathcal{X})$ and $H^1_{\text{at}}(\mathcal{X})$

which, together with Lemmas 4.12 and 4.13, and some arguments similar to those used in the proof of [4, (5.6)], further implies that, for all $f \in H^1_{\text{at,fin}}(\mathcal{X})$ and $g \in \text{BMO}(\mathcal{X})$,

$$\|\Pi_2(f, g)\|_{H^\log(\mathcal{X})} = \|\mathcal{M}(\Pi_2(f, g))\|_{L^\log(\mathcal{X})} \lesssim \|f\|_{H^1_{\text{at,fin}}(\mathcal{X})} \|g\|_{\text{BMO}(\mathcal{X})}.$$ 

By this, Theorem 4.7 with $T(\cdot) := \Pi_2(\cdot, g)$ and $A \sim \|g\|_{\text{BMO}(\mathcal{X})}$ for any fixed $g \in \text{BMO}(\mathcal{X})$ and the fact that $H^\log(\mathcal{X})$ is a quasi-Banach space (see, for example, [25, Section 2.4]), we know that $\Pi_2$ can be extended to a bounded bilinear operator from $H^1_{\text{at}}(\mathcal{X}) \times \text{BMO}(\mathcal{X})$ into $H^\log(\mathcal{X})$, which completes the proof of Theorem 4.16. 

Now we are ready to prove Theorem 1.7.

Proof of Theorem 1.7. We first claim that, to show Theorem 1.7, it suffices to prove that, for any $(1, 2)$-atom $a$, supported in a ball $B_0 := B(x_0, r_0)$ for some $x_0 \in \mathcal{X}$ and $r_0 \in (0, \infty)$, and $g \in \text{BMO}(\mathcal{X})$,

$$a \times g = \Pi_1(a, g) + \Pi_2(a, g) + \Pi_3(a, g) \quad \text{in } (G_0^{\epsilon}(\beta, \gamma))^* \quad \text{with } \epsilon, \beta \text{ and } \gamma \text{ as in Theorem 1.7.}$$

Assuming that (4.26) holds true, we now show the conclusion of Theorem 1.7. Indeed, for any $f \in H^1_{\text{at}}(\mathcal{X})$, by Definition 1.3, we know that there exist a sequence $\{a_j\}_{j \in \mathbb{N}}$ of $(1, 2)$-atoms and $\{\lambda_j\}_{j \in \mathbb{N}} \subset \mathbb{C}$ such that $f = \sum_{j \in \mathbb{N}} \lambda_j a_j$ in $H^1_{\text{at}}(\mathcal{X})$. For each $N \in \mathbb{N}$, let $f_N := \sum_{j = 1}^N \lambda_j a_j$. We then have

$$\lim_{N \to \infty} f_N = f \quad \text{in } H^1_{\text{at}}(\mathcal{X}).$$

From (4.26), it follows easily that

$$f_N \times g = \Pi_1(f_N, g) + \Pi_2(f_N, g) + \Pi_3(f_N, g) \quad \text{in } (G_0^{\epsilon}(\beta, \gamma))^*.$$ 

We now show that

$$\lim_{N \to \infty} f_N \times g = f \times g \quad \text{in } (G_0^{\epsilon}(\beta, \gamma))^*.$$ 

To this end, for any $h \in G_0^{\epsilon}(\beta, \gamma)$, by Lemma 4.11 and (4.27), we obtain

$$|\langle f_N \times g, h \rangle - \langle f \times g, h \rangle| = |\langle gh, f_N - f \rangle| \leq \|gh\|_{\text{BMO}(\mathcal{X})} \|f_N - f\|_{H^1_{\text{at}}(\mathcal{X})} \lesssim \frac{1}{V_1(x_1)} \|h\|_{G(\beta, \gamma)} \|g\|_{\text{BMO}^+(\mathcal{X})} \|f_N - f\|_{H^1_{\text{at}}(\mathcal{X})} \to 0, \quad \text{as } N \to \infty,$$

which shows (4.29).

Moreover, from (4.27), Theorems 4.9, 4.10 and 4.16, we deduce that

$$\lim_{N \to \infty} \Pi_3(f_N, g) = \Pi_3(f, g) \quad \text{in } L^1(\mathcal{X}),$$
\[
l_{\infty} \Pi(f_N, g) = \Pi(f, g) \text{ in } H^1_{\text{at}}(\mathcal{X}), \text{ and } \lim_{N \to \infty} \Pi_2(f_N, g) = \Pi_2(f, g) \text{ in } H^{\log}(\mathcal{X}),
\]
which immediately imply that they all also hold true in \((G^\ell_0(\beta, \gamma))^*\). By these facts, (4.27), (4.28) and (4.29), we conclude that
\[
f \times g = \lim_{N \to \infty} f_N \times g = \lim_{N \to \infty} [\Pi_1(f_N, g) + \Pi_2(f_N, g) + \Pi_3(f_N, g)] = \Pi_1(f, g) + \Pi_2(f, g) + \Pi_3(f, g) \text{ in } (G^\ell_0(\beta, \gamma))^*,
\]
which, combined with Theorems 4.9, 4.10 and 4.16, then completes the proof of Theorem 1.7 with \(\mathcal{L} := \Pi_3\) and \(\mathcal{H} := \Pi_1 + \Pi_2\).

Now we choose a fixed collection \(\{\mathcal{C}_N : N \in \mathbb{N}, \mathcal{C}_N \subset \mathcal{C} \text{ and } \mathcal{C}_N \text{ is finite}\}\) as in (3.9) and let
\[
\tilde{g}_N := \sum_{(j, \beta) \in \mathcal{C}_N} \langle g, \psi^j_{\beta} \rangle \left[ \psi^j_{\beta} - \chi_{\{k \in \mathbb{Z} : \delta^k > r_0\}}(j) \psi^j_{\beta}(x_0) \right]
\]
converges in both \(L^2_{\text{loc}}(\mathcal{X})\) and \(\text{BMO}(\mathcal{X})\).

By Remark 4.2, we know that \(g_N \in L^2(\mathcal{X})\), which, together with Lemmas 3.1, 3.3 and 3.7, and Remark 3.8, further implies that, for any \(N \in \mathbb{N}\),
\[
ag_N = \Pi_1(a, g_N) + \Pi_2(a, g_N) + \Pi_3(a, g_N) \quad \text{in } L^1(\mathcal{X}).
\]

Then we claim that, for all \(h \in G^\ell_0(\beta, \gamma)\), \(\lim_{N \to \infty} (a \times \tilde{g}_N, h) = (a \times \tilde{g}, h)\). Indeed, by the definition of the distribution, the duality between \(H^1_{\text{at}}(\mathcal{X})\) and \(\text{BMO}(\mathcal{X})\), Lemma 4.11 and (4.30), we conclude that
\[
|(a \times \tilde{g}_N, h) - (a \times \tilde{g}, h)|
= |(\tilde{g}_N - \tilde{g}) h| \leq \|\tilde{g}_N - \tilde{g}\|_{\text{BMO}(\mathcal{X})} \|a\|_{H^1_{\text{at}}(\mathcal{X})}
\leq \frac{1}{V_1(x_1)} \|h\|_{G(\beta, \gamma)} \|\tilde{g}_N - \tilde{g}\|_{\text{BMO}(\mathcal{X})}
\leq \frac{1}{V_1(x_1)} \|h\|_{G(\beta, \gamma)} \left[ \|\tilde{g}_N - \tilde{g}\|_{\text{BMO}(\mathcal{X})} + \frac{1}{\sqrt{V_1(x_1)}} \|\tilde{g}_N - \tilde{g}\|_{H^1_{\text{at}}(\mathcal{X})} \right]
\to 0, \quad N \to \infty.
\]
This proves the above claim.

By Remark 4.2, we know that \(g - \tilde{g} = c_4\) is a constant. Let \(c_{(N)} := \tilde{g}_N - g_N\) for any \(N \in \mathbb{N}\). It is easy to see that \(c_{(N)}\) is a constant, depending on \(N\), for each \(N \in \mathbb{N}\). From this, (4.32), (4.30), (4.31), Theorems 4.9, 4.10 and 4.16, \(\Pi_2(a, 1) = a\) and (2.13), we deduce that
\[
a \times g = a \times \tilde{g} + c_4a = \lim_{N \to \infty} a \times \tilde{g}_N + c_4a = \lim_{N \to \infty} [ag_N + c_{(N)}a] + c_4a
\]
\[
\lim_{N \to \infty} \left[ \Pi_1(a, g_N) + \Pi_2(a, g_N) + \Pi_3(a, g_N) + c(N)\Pi_2(a, 1) \right] + c_4 a
\]
\[
= \lim_{N \to \infty} \left[ \Pi_1(a, \tilde{g}_N) + \Pi_2(a, \tilde{g}_N) + \Pi_3(a, \tilde{g}_N) \right] + c_4 a
\]
\[
= \Pi_1(a, \tilde{g}) + \Pi_3(a, \tilde{g}) + [\Pi_2(a, \tilde{g}) + c_4\Pi_2(a, 1)]
\]
\[
= \Pi_1(a, g) + \Pi_2(a, g) + \Pi_3(a, g) \quad \text{in} \quad (G_0^\beta(\beta, \gamma))^*,
\]
which completes the proof of (4.26) and hence Theorem 1.7.
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