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Abstract

Cold pools originate from evaporation in precipitating downdraughts and spread as density currents at the surface. Vertical motion at the leading edge of the cold pool is an important trigger for new convective cells in organised convective storms. However, these motions are poorly resolved at the grid lengths of a kilometre or more used in convection-permitting models. Consequently, the simulated gust fronts do not trigger enough new convection, leading to precipitation deficits and a lack of convective organization. To address these deficits, we introduce a cold pool perturbation (CPP) scheme that strengthens vertical velocity at the simulated cold pool gust fronts. This is achieved by relaxing the vertical velocity in the gust front region towards a target value derived from similarity theory. Applying the CPP scheme for simulations of a highly convective 10-day period, we find increased precipitation amplitudes during the afternoon. There is also evidence for improvements in the location of precipitation and for stronger organization of convection, although substantial errors remain. The cold pools themselves become more frequent, larger and more intense. An additional potentially beneficial influence was found for convective initiation at sea breeze fronts.
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1 | INTRODUCTION

The simulation and prediction of convective precipitation relies heavily on convection-permitting models. These models have horizontal grid sizes of a few kilometres or less, which allows them to simulate the circulations associated with deep convective clouds explicitly, rather than using a cumulus parametrization scheme. Although the convective clouds are not well-resolved at these grid lengths, the improvement over simplistic representations in the parametrizations has led to a step change in the quality of simulations and predictions of deep convection and the associated precipitation (Baldauf et al., 2011; Clark et al., 2016). Despite their high computational requirements, convection-permitting models are now affordable for a wide range of applications. They are already well
established for regional operational weather prediction (Baldauf et al., 2011; Clark et al., 2016), and are being tested for regional climate simulations (Leutwyler et al., 2017; Schär et al., 2019), and recently even as global models (Judt, 2018; Stevens et al., 2019; Zhou et al., 2019; Dueben et al., 2020). It is expected that convection-permitting models will become even more important in the future (ECMWF, 2016; Palmer, 2019).

Despite the clear benefits of using kilometre-scale resolution, the simulated convective precipitation is still far from perfect. A delayed onset of convective precipitation during the day has been identified (Baldauf et al., 2017; Schär et al., 2019), and recently even as global models (Judt, 2018; Stevens et al., 2019; Zhou et al., 2019; Dueben et al., 2020). It is expected that convection-permitting models will become even more important in the future (ECMWF, 2016; Palmer, 2019).

One process that has received considerable attention is the initiation of convection. Convective initiation requires low-level air to reach its level of free convection. To do so, the air parcel typically has to overcome the Convective Inhibition (CIN), which requires triggering processes in the boundary layer or the local removal of CIN. This is usually achieved by PBL processes such as turbulence, orographic lifting, sea breezes or cold pools. However, these lifting processes tend to be too weak in models with resolutions of a kilometre or more. It has been found that adding perturbations of temperature and moisture to the boundary layer can substantially change convective initiation (Done et al., 2006; Leoncini et al., 2010; Flack et al., 2018). This work provided the motivation for the physically based stochastic perturbation schemes PSP (Kober and Craig, 2016) and PSP2 (Hirt et al., 2019), which use information from the boundary-layer turbulence scheme to add realistic levels of variability near the model resolution. The addition of these perturbations was found to improve the onset time and amount of precipitation during the day, but had less impact on the deficits in the organization of convection and on the afternoon/evening precipitation amounts.

Long-lived, organized convective systems do not rely on random turbulent perturbations to initiate convection, but are characterized by secondary initiation, generally associated with cold pools formed by existing convective cells. Cold pools are volumes of cold, dense air which result from evaporation in deep convective downdraughts. When these cold, dense downdraughts hit the surface, they spread as a density current in roughly circular patterns. The leading edge of these spreading cold pools often forms a gust front where ascending air can initiate new convection. This can occur due to mechanically driven lifting, as proposed by Rotunno et al. (1988); Weisman and Rotunno (2004), which is even stronger when two or more cold pools collide (Feng et al., 2015; Cafaro and Rooney, 2018; Haerter et al., 2018; Torri and Kuang, 2019; Meyer and Haerter, 2020), or due to moisture accumulation at cold pool boundaries, which increases buoyancy and reduces CIN (Tompkins, 2001). Cold pools can thus trigger new convection in the vicinity of existing storms, leading to the organization of convective cells, and provide a significant triggering mechanism late in the diurnal cycle.

Although models with resolution of a few kilometres can simulate cold pools explicitly, comparison with higher-resolution simulations shows that many aspects of cold pools are not well-represented and depend strongly on the grid spacing (Hirt et al., 2020). In this study, it was found that, at lower resolutions, the size and intensity of cold pools reduces, while their frequency increases, consistent with results of Squitieri and Gallus (2020). Hirt et al. (2020) further found a reduced likelihood of cold pool gust fronts to trigger new convection at lower resolutions, which is mainly caused by gust front vertical velocities which are too weak. A causal graph analysis indicated that the weaker gust fronts are not attributable to the weaker cold pool intensities, as one might assume (Hirt et al., 2020). Instead, weaker gust front vertical velocities are directly correlated to the model resolution, independent of other cold pool properties. Any feature with a size close to the model resolution will be smoothed across several grid points, which is a distance of several kilometres in a convection-permitting model. The broader, weaker gust front circulations that result at coarser resolution are less likely to bring low-level air to its level of free convection, and fewer convective cells are initiated. In addition to weaker gust fronts at low resolution, changes to the number and size of cold pools will affect the area occupied by gust fronts and the frequency of convective initiation. It seems plausible that improving the representation of cold pool processes has the potential to improve the simulated organization of convection and afternoon/evening precipitation amounts.

The aim of this paper is to develop a method for improving the representation of cold pool processes in convection-permitting models. In models with parametrized convection, the convective circulations are included in the parametrization, and it is natural to parametrize the cold pools as well (Rozbicki et al., 1999;
Grandpeix and Lafore, 2010; Grandpeix et al., 2010; Park, 2014). At higher resolution, the representation of cold pools becomes a grey-zone problem, where the circulations are partially resolved. Rather than parametrizing the cold pools as complete entities, we will attempt to modify the gust front circulations that already exist in these models to give more realistic convective initiation. Based on our earlier results (Hirt et al., 2020; see summary in the previous paragraph) that the weak gust front circulations are not attributable to weak cold pool intensities, we will enhance the vertical velocity in gust front regions, which should lead directly to increased convective initiation. Although we do not explicitly alter other cold pool properties, an increase in cold-pool-driven convective initiation may further strengthen the original convective system and thereby enhance the cold pool size and intensity. This may in turn increase convective initiation, resulting in a feedback loop (Böing et al., 2012; Schlemmer and Hohenegger, 2014).

The primary goals of this study are:

1. To develop a cold pool perturbation (CPP) scheme, which strengthens cold pool gust fronts and improves cold-pool-driven convective initiation.
2. To describe and quantify the impact of CPP on the simulated convection, including most importantly the convective organization and the afternoon/evening precipitation amounts.

The CPP scheme will be developed in the context of the convection-permitting COSMO model, which until recently was the operational high-resolution model of the German weather service (DWD). Two main challenges must be addressed. The first is to determine how strong the vertical motion in the gust fronts should be, to give the amplitude of the perturbations. The second is to identify the horizontal and vertical regions where the gust front ascent occurs, to define the location of the perturbations. The impact of the CPP scheme will be evaluated by comparing 24 hr simulations with radar observations over Germany for a ten-day convective weather period in spring 2016. In addition to the evolution of the precipitation rates over the diurnal cycle, diagnostics related to the location and structure of the cold pools and precipitation will be considered.

This paper is structured as follows. First, we give a short overview of the selected days and the simulation strategy in Section 2. We formulate the CPP scheme in Section 3, based on a simple theoretical analysis of the resolution dependence of cold pool gust fronts in Section 3.1. We evaluate the impact of the CPP scheme and its performance during a 10-day period in Section 4, followed by a short description of its parameter sensitivity in Section 5. We end with a discussion in Section 6.

## 2 | MODEL SIMULATIONS, SIMULATION PERIOD AND DIAGNOSTICS

### 2.1 | Model and simulation set-up

Simulations are computed with the COSMO (COnsortium for Small-scale MOdeling) model (Baldauf et al., 2011), version 5.4g, in a convection-permitting set-up with a horizontal grid size of $\Delta x = 0.025^\circ$, roughly 2.8 km, and a time step of 25 s, with 461 by 421 grid points centred over Germany at 10°E, 50°N. The 50 vertical model layers are stretched from 10 m above ground to 22 km above mean sea level. The staggered grid (Arakawa-C/Lorenz) uses a terrain-following vertical coordinate (Schättler et al., 2016). While deep convection is not parametrized, the Tiedtke parametrization scheme is used for shallow convection. Further details on parametrizations can be found in Doms et al. (2011). This set-up is identical to the one used in Hirt et al. (2019) and, except for a change in the tuning parameter $\text{tur}_\text{len}$ (Hirt et al., 2019 give details), closely follows the operational set-up.

As initial conditions, we take the deterministic analysis from the COSMO-KENDA ensemble data assimilation system (Schraff et al., 2016), which uses a local ensemble transform Kalman filter for conventional observations and latent heat nudging for radar observations. Using the high-resolution analysis reduces model spin-up in comparison to using downscaled initial conditions. We use global ICON forecasts for boundary conditions and start 24-hr simulations at 0000 UTC on each of the simulation days.

A simulation without the CPP scheme is denoted as Reference.

### 2.2 | Simulation period

To present the CPP scheme and its qualitative impact, we focus on a single day, 5 June 2016 over Germany. This day is chosen based on the frequent occurrence of cold pools and associated characteristic errors in precipitation. To systematically evaluate the impact of the CPP scheme in different weather situations, we consider the 10-day period from 29 May to 7 June 2016, which was characterized by heavy precipitation over Germany in different synoptic situations (Piper et al., 2016). The first five days were dominated by an upper-level trough and associated low-pressure systems over Germany. During this period, synoptically driven lifting and southeasterly advection of moist air caused heavy rainfall, particularly on 30 May. The last five days of the 10-day period were dominated by a persistent omega-blocking event with the ridge centred over
Europe. Weak synoptic forcing allowed substantial convective instability to build up each day, followed by strong convection.

Due to the intense convective activity and high variability in the synoptic forcing, this period has been considered in a number of studies of convection (Baur et al., 2018; Rasp et al., 2018; Bachmann et al., 2019; Hirt et al., 2019; Keil et al., 2019) and provides a good testing ground for the CPP scheme. As in Hirt et al. (2019), we separate the ten days into five days with stronger synoptic forcing and five days with weaker synoptic forcing to evaluate the adaptation of the scheme to different synoptic conditions.

2.3 Observations and diagnostics

To evaluate potential improvements of the CPP scheme in the model, we compare our simulations to precipitation fields derived from radar observations. We use quality-controlled radar observations, namely the Radar Online Aneichung (RADOLAN) EY product provided by the German Weather Service. This radar product uses European radar reflectivities and provides radar coverage for most of our domain (Deutscher Wetterdienst, 2018a; 2018b).

For comparisons between simulations and radar observations, we restrict the geographical region to grid points with available radar data. To evaluate the simulated precipitation, we compute hourly aggregated, domain-averaged precipitation, the Fraction Skill Score (FSS; Roberts and Lean 2008, the Structure component of the SAL score (S-SAL; Wernli et al., 2008; 2009) and cell sizes where we identify precipitation objects as regions with precipitation larger than a certain threshold (5 mm·hr⁻¹). Details on the computational setup and the computation of the S-SAL score can be found in Appendix B and C, respectively. We further detect cold pool objects using a detection algorithm based on density potential temperature anomalies and precipitation, closely following the algorithm from Hirt et al. (2020). Further details can be found in Appendix D.

3 COLD POOL PERTURBATIONS

The goal of the CPP scheme is to enable lower-resolution simulations to emulate the cold pool gust fronts of high-resolution simulations. Specifically, the vertical velocity at cold pool gust fronts should produce similar vertical velocities to those of fully resolved gust fronts. To achieve this, we first estimate a characteristic vertical velocity scale for fully resolved gust fronts, \( w_0 \), in Section 3.1, using dimensional analysis. This target vertical velocity scale \( w_0 \) is then used in the subsequent subsections to build appropriate cold pool perturbations for the numerical model.

3.1 Scale of gust front vertical velocity

The classical analysis of a spreading density current predicts a propagation speed of \( U = \sqrt{2BH} \), where \( B \) is a characteristic scale for the buoyancy perturbation of the cold pool and \( H \) is the depth scale (e.g., von Kármán, 1940; Benjamin, 1968; Bryan and Rotunno, 2008; Markowski and Richardson, 2011, chapter 5.3.2). If the influences of rotation and stratification are small in the PBL, we anticipate that the flow at the leading edge of the gust front will be isotropic, so that the vertical velocity will follow the same scaling. In a recent paper, Reif et al. (2020) derived a more general scaling that includes the effects of boundary-layer stratification and the slope of the leading edge of the gust front. They found that \( w \) will be modified by a factor \( K \sin \alpha \), where \( K \) is an internal Froude number (a measure of stratification) and \( \alpha \) is the angle between the gust front boundary and the ground. Typical values of \( K \) range between 0.7 and 1.4, while \( \alpha \) was found to lie in the range from 30 to 45°. In the present work, we ignore variations in boundary-layer stratification and gust front slope, and absorb the resulting constant factor into the overall scaling parameter \( \alpha_{cp} \) defined in Section 3.3. We note however that the analysis of Reif et al. (2020) shows how the slope and stratification effects could be incorporated if their variations are found to be important to convective initiation.

We focus on how coarse horizontal resolution leads to weaker gust front vertical velocities. In such a model, features will be smoothed in the horizontal over a distance of several times the horizontal grid length. If the grid length is a kilometre or more, the horizontal length-scale of the circulation will be much larger than the vertical scale, which is related to the cold pool depth of a few hundred metres at most, and the vertical velocity will be correspondingly weaker. A dimensional analysis based on the two-dimensional Boussinesq equations can be used to estimate the strength of the vertical motion driven by a horizontal buoyancy contrast when the horizontal length-scale \( L \) is different from the vertical scale \( H \). As shown in Appendix A, the resulting vertical velocity scale \( W \) is given by

\[
W = \sqrt{\frac{BH}{1 + \frac{L^2}{H^2}}}.
\] (1)

In the case of a fully resolved gust front, we expect \( L/H \approx 1 \). This expectation is supported by idealized cold
FIGURE 1  Schematic illustration of the temporal evolution of \( w \) and how it depends on \( \tau_{cp} \) and \( \alpha_{cp} \). Here, we consider the idealized situation of \( \frac{\partial w}{\partial t}_{cp} \) without any other effects when \( w_0 \) remains constant. The target vertical velocity \( \alpha_{cp} \sqrt{BH} \) is set to \( 5\alpha_{cp} \) (m\( \cdot \)s\(^{-1} \)) and the initial model vertical velocity to \( 0.5 \) m\( \cdot \)s\(^{-1} \) [Colour figure can be viewed at wileyonlinelibrary.com]

Given this general design of CPP, several details must be considered. These are addressed separately in the following subsections:

Section 3.3  Estimating \( w_0 \) from model fields.
Section 3.4  Considering the vertical distribution of the perturbations, as \( w_0 \) only provides a height-independent characteristic scale.
Section 3.5  Finding a reasonable time-scale \( \tau_{cp} \).
Section 3.6  Confining perturbations to cold pool gust fronts.

We summarize the complete CPP scheme in Section 3.7

3.3  Estimating \( w_0 \) from model fields
To compute the target vertical velocity for CPP, \( w_0 = \sqrt{BH/2} \), we have to approximate the cold pool buoyancy \( B \) and its height \( H \). Examination of model cross-sections show that the height of the buoyancy anomaly of cold pools within the COSMO simulations is typically about 200 m (not shown). For simplicity, we fix \( H \) to this value. As we cannot easily identify cold pools online in the model, we approximate the cold pool buoyancy using the local horizontal buoyancy gradient in the lowest model level multiplied by the width of the gradient. In particular, we assume that gradients extend over the scale of the effective model resolution of \( 5\Delta x \). Thus \( B \) is given by:

\[
B = |\nabla h| 5\Delta x \frac{1}{\theta_v}. \tag{4}
\]

Doing so, we obtain \( \sqrt{BH} \) with values of up to \( \mathcal{O}(10 \text{ m}\cdot\text{s}^{-1}) \) at cold pool gust fronts, as displayed in Figure 2b. This is significantly stronger than that currently simulated for \( w \) with the model (Figure 2a), and can be regarded as the upper limit since processes such as friction or entrainment were neglected in the derivation of \( w_0 \). In general, a dimensional analysis aims to show the dependence of a solution on the key scales defining the problem, while the magnitudes will deviate from the exact solution by an order-one factor which depends on the precise configuration of the system. To account for these details, we introduce a tuning parameter \( \alpha_{cp} \), so that

\[
w_0 = \alpha_{cp} \sqrt{BH}. \tag{5}\]

If the construction of CPP is physically consistent, \( \alpha_{cp} \) should be of magnitude \( \mathcal{O}(1) \) and should not require retuning for other weather situations and model set-ups. Figure 1 shows in an idealized framework how different values of \( \alpha_{cp} \) impact the evolution of \( w \) by changing the target vertical velocity.
3.4 Vertical distribution of the perturbations

As the characteristic scale \( w_0 \) does not include any information on the vertical distribution, we will use the vertical distribution from the model vertical velocity itself to scale \( \partial w / \partial t | \text{cp} \). To do so, we compare \( w_0 \) to the maximum vertical velocity \( w_{\text{max}} \) from the surface to a fixed model level \( k^* = 38 \), corresponding to a height of approximately 1,070 m. This limit is imposed to avoid comparing \( w_0 \) to the large vertical velocities found in cumulus updraughts above the boundary layer. We assume that the difference between \( w_0 \) and \( w_{\text{max}} \) applies to the other model levels in a multiplicative way:

\[
\frac{\partial w}{\partial t} | \text{cp} = \left( \alpha_{\text{cp}} \sqrt{BH - w_{\text{max}}} \right) \frac{w(z)}{\tau_{\text{cp}} w_{\text{max}}}. \tag{6}
\]

Hence, the perturbations depend in the vertical on \( w(z)/w_{\text{max}} \), as illustrated by the green dashed line in Figure 3.

We also restrict the perturbations to the lower atmosphere, where the gust fronts are active. To do so, we multiply the perturbations by a function

\[
f(z) = 0.5 \left[ 1 - \tanh \left( \frac{z - z_0}{\Delta z} \right) \right]
\]

which gradually reduces the perturbations to zero at a height \( z_0 \) within a height range of \( O(\Delta z) \). In Figure 3, \( f(z) \) is illustrated by the blue dash-dotted line and the resulting perturbation profile by the orange solid line. We have tested several different possibilities for \( z_0 \) and \( \Delta z \) and use \( z_0=1,500 \text{ m} \) and \( \Delta z=500 \text{ m} \). As the example shows, the combination of this function with the vertical profile of \( w \) in the model \( w_{\text{cp}}/w_{\text{max}} \) may lead to a target \( w \)-profile with a slightly reduced maximum value (maximum of the orange solid curve in Figure 3).

3.5 Time-scale \( \tau_{\text{cp}} \)

The time-scale \( \tau_{\text{cp}} \) describes the characteristic time-scale on which the target vertical velocity is approached under isolated situations. In practice, however, the response of the model to our vertical velocity perturbations is likely reduced due to pressure perturbations (Fiedler, 2002; Chagnon and Bannon, 2005; Edson and Bannon, 2008) and numerical diffusion, resulting in a reduced effectiveness of the perturbations. This will likely increase the effective time-scale. Furthermore, the target vertical velocity is not constant in time but follows the movement of the gust front. If the characteristic speed of movement is 10 m:s\(^{-1} \), and the model fields vary over a distance of 5\( \Delta x \), the time-scale for changes due to gust front...
movement can be approximated as \( \tau_{\text{advective}} = 5 \Delta x / 10 \text{ m} \cdot \text{s}^{-1} \approx 23 \text{ min} \). For gust fronts to be effectively strengthened throughout their lifetime, the time-scale \( \tau_{\text{cp}} \) should be as short as possible, and must be shorter than the advective time-scale of \( \mathcal{O}(10 \text{ min}) \). On the other hand, the time-scale must be long enough to be resolved by the model time step of 25 s. We will consider values of \( \tau_{\text{cp}} \) in \( \mathcal{O}(1 \text{ min}) \).

As illustrated in Figure 1, the short-term impact of changing \( \tau_{\text{cp}} \) in an idealized framework can also be compensated by changing \( \alpha_{\text{cp}} \) (e.g., the green dash-dotted line and blue bold line are similar for the first minute).

### 3.6 Selecting cold pool gust fronts using a mask \( M_{gf} \)

Finally, the vertical velocity perturbations have to be constrained to cold pool gust fronts. An object-based identification of cold pools or cold pool gust front as in Hirt et al. (2020) is computationally expensive, so we instead identify grid points that belong to cold pool gust fronts using a set of four local criteria.

First, we select grid points with strong virtual potential temperature gradients, that is, grid points with \( |\nabla_h \theta_v| \) larger than \( \theta_{v,g}^* = 0.75 \text{ K} \cdot \Delta x^{-1} \). As this intermediate criterion can be quite noisy, we apply a uniform, horizontal filtering with \( n_{\text{filter}} = 3 \) grid boxes filter size to the criterion itself. A \( |\nabla_h \theta_v| \) field with the corresponding, horizontally smoothed, conditional mask is shown in Figure 4a for illustration. Second, we select grid points with strong vertical velocities, that is, with \( w_{\text{max}} \) larger than \( w_{\text{max}}^* = 0.6 \text{ m} \cdot \text{s}^{-1} \), as illustrated in Figure 4b (no filtering is applied here).

These two criteria already show the characteristic bow-structures of the cold pool gust fronts. However, many active grid points over orographic regions are visible, which are not associated with cold pools. As a third condition, we exclude these orographic regions by requiring the standard deviation of subgrid-scale orographic height \( \mu_{\text{so}} \) at each grid point to be below a threshold \( \mu_{\text{so}}^* = 50 \text{ m} \), thereby using \( \mu_{\text{so}} \) as a proxy for resolved orographic variability.

Finally, we only select grid columns, where the model vertical velocity \( w_{\text{max}} \) is lower than the target vertical velocity \( w_{\text{t}} \). The resulting horizontal mask with the first three criteria applied simultaneously is displayed in Figure 4c. Most active grid points seem to be related to cold pool gust fronts, as indicated by the bow-like structures. Aside from a few spurious active grid points, it is interesting to note that the sea breeze is partially included, which will be
investigated and discussed in more detail in Sections 4.4 and 6. We will refer to this gust front mask as \( \mathcal{M}_{gf} \), with values of 1 for active perturbations and 0 otherwise.

### 3.7 Summary of the full CPP set-up

We can now summarize the CPP scheme as

\[
\frac{\partial w}{\partial t}(x, y, z, t) \big|_{cp} = \left( \frac{\alpha_{cp} \sqrt{BH} - w_{\text{max}}}{\tau_{cp}} \right) w(z) f(z) \mathcal{M}_{gf}, \tag{7}
\]

where the different variables can be described as:

\begin{align*}
B(x, y, t) & : \text{approx. cold pool buoyancy}, \\
w_{\text{max}}(x, y, t|k^*) & : \text{max. } w \text{ in the lowest, levels up to } k^*, \\
w(x, y, z, t) & : \text{model vertical velocity}, \\
f(z|H_0, \Delta H) & : \text{function to vertically limit CPP to the lower troposphere},
\end{align*}

\[\mathcal{M}_{gf}(x, y, t|w_{\text{max}}^*, \theta_{v,g}^*, n_{\text{filter}}, \mu_{sso}^*) : \text{binary mask to limit CPP to gust fronts.} \tag{12}\]

The parameters and their default values are listed in Table 1. An example of the vertical velocity perturbations using the default parameter values is displayed in Figure 4d. In addition to the default values, we also consider simulations with \( \alpha_{cp} = 2 \) and test the sensitivity to other parameters \((\tau_{cp}, w_{\text{max}} \text{ and } H_0)\) in Section 5.

### 4 IMPACT OF THE CPP SCHEME

We now evaluate the impact of the CPP scheme. To do so, we consider some example fields mainly on 5 June 2016 and several quantitative diagnostics applied to the whole 10-day period. While we focus mostly on cold pool gust fronts and precipitation fields (amplitude, location and organization), we will show that CPP also impacts cold pools and the sea breeze.

#### 4.1 Cold pool gust fronts

The most direct effect of CPP is expected on the cold pool gust fronts. Figure 5 shows vertical velocity at \( \approx 1 \text{ km} \) above the surface for an example time step. In comparison to the reference run, the gust fronts, that is, the line structures of positive vertical velocity (blue), are enhanced, with higher vertical velocities in the CPP simulation. We also find more pronounced downward branches of the gust fronts (red line structures). These amplifications indicate that the whole gust front circulation is strengthened, although the CPP perturbations only affect the upward branch. We have confirmed that the displayed behaviour is also visible at other times and days when cold pools occur. As Figure 2 shows, however, the target vertical velocity is not fully reached at the cold pool gust fronts in the simulations. Such behaviour could be due to the dynamic evolution of cold pool gust fronts, or due to pressure perturbations that render the perturbations less effective (Fiedler, 2002; Chagnon and Bannon, 2005; Edson and Bannon, 2008). Nonetheless, the gust front vertical velocities decrease/increase with lower/higher amplitudes \( \alpha_{cp} \) (not shown, see Jupyter notebooks), confirming the role of \( \alpha_{cp} \) as a tuning parameter. We conclude that the first intention of the

| Parameter   | Default value | Description                                      |
|-------------|--------------|--------------------------------------------------|
| \( \alpha_{cp} \) | 1.2          | Scaling parameter                               |
| \( \tau_{cp} \) | 120 s        | Adjustment time-scale                           |
| \( k^* \) | 38 \( \approx \) 1 km | Maximum height level for searching \( w_{\text{max}} \) |
| \( H \) | 200 m        | Cold pool height used for determining target \( w_0 \) |
| \( H_0 \) | 1,500 m      | Height at which to set perturbations to zero     |
| \( \Delta H \) | 500 m        | Height range for gradually setting perturbations to zero |
| \( w_{\text{max}}^* \) | 0.6 m s\(^{-1}\) | Threshold for \( w_{\text{max}} \) to select gust fronts |
| \( \theta_{v,g}^* \) | 0.75 K \( \Delta x \)\(^{-1}\) | Threshold for \( \theta_v \) gradient to select gust fronts |
| \( n_{\text{filter}} \) | 3 \( \Delta x \) | Filter size for smoothing \( \theta_v \) gradient selection |
| \( \mu_{sso}^* \) | 50 m         | Threshold for selecting only non-orographic grid points |

Note: Parameters in bold font are considered for parameter sensitivity tests (Section 5).
CPP – namely to strengthen cold pool gust fronts – is generally achieved.

4.2 Impact on precipitation

Given the stronger cold pool gust fronts with the CPP scheme, we expect more new deep convection to be initiated by cold pools, which subsequently should also affect the precipitation fields. To corroborate this expectation, we now investigate the impact of CPP on precipitation in more detail. Considering example precipitation fields, we see the biggest differences in the late afternoon and evening, when cold pools are more frequent. Fields for 5 June 2016 at 1700 UTC are displayed in Figure 6 for illustration. Overall, the large-scale structures of the precipitation fields are similar for both the reference and the default CPP simulation ($a_{cp} = 1.2$) but differences in the details can be found. There is more precipitation with CPP than in the reference simulations; the precipitation cells seem to be stronger and larger, and they form more pronounced line structures or are more clustered together. The black boxes show two examples of this enhanced organization in the CPP simulation. These effects are even more apparent with larger perturbation amplitudes $a_{cp} = 2$ (Figure 6d). To confirm these differences, the performance of the simulated precipitation is evaluated more quantitatively in the following paragraphs.

4.2.1 Precipitation amplitude

The diurnal cycle of precipitation for CPP using the default parameter values is displayed in Figure 7a (blue line), and shows enhanced precipitation especially from 1200 to 1900 UTC for both the strongly and weakly forced period, confirming the previous visual impression of increased precipitation. A small reduction in precipitation is visible after 2000 UTC. The amplitude bias compared to the radar observations is reduced over most of the day for the weakly forced period, but strengthened for the strongly forced period.

4.2.2 Spatial distribution of precipitation

To evaluate the spatial positioning of the simulated precipitation in comparison to observations, we consider the Fraction Skill Score (Roberts and Lean, 2008). The FSS compares the fractions of precipitating gridpoints (precipitation larger than a threshold of e.g., 0.1 mm·hr$^{-1}$) within a specified neighbourhood (scale) between model and radar data. Higher FSS values indicate more skill with FSS = 1 indicating a perfect match. Values below $\approx 0.5$ are assumed to be without useful skill. As Figure 7b shows for weakly forced days, CPP improves the FSS from 1200 to 1900 UTC by up to $\approx 0.07$. This positive impact of CPP is relatively independent of the specific thresholds and scales used to compute the FSS (not shown) and suggests an improved positioning of the precipitation in comparison with the observations. For the strongly forced days, the impact is very small.

4.2.3 Structure and organization of precipitation

To identify changes in the structure of precipitation cells, we compute the S-SAL score. The S(structure) component of the SAL score is an object-based measure for the structure of the precipitation field (Wernli et al., 2008; 2009). Negative S values imply that the simulated precipitation cells are too small and peaked compared to the radar observations while $S = 0$ suggests a perfect match in terms of structure. Details on the computation are given in Appendix C. Since we already consider the domain-aggregated precipitation amplitude and
FSS, we did not find additional value in analysing also the A(mplitude) and L(ocation) components of the SAL score. Figure 8a shows a small improvement in cell structures in the afternoon and evening for the weakly forced period, suggesting that precipitation cells are wider and less peaked. Again, this effect becomes even stronger for larger amplitudes $\alpha$. For the strongly forced period, the S-SAL score deteriorates slightly during the afternoon.

In Figure 8b, the average radii of precipitation cells (precipitation >5 mm·hr$^{-1}$) are displayed as another proxy for area-based convective organization. For both forcing periods, the cell radii are slightly larger than in the
reference simulation. Both the S-SAL score and the cell radii still show large discrepancies between the CPP simulation and the radar observations. Nonetheless, the CPP scheme mostly improves these metrics, thereby indicating slightly more organized precipitation and confirms our visual impression from Figure 6.

The quantitative impact of CPP on precipitation generally corroborates our expectations that CPP effectively strengthens cold pool gust fronts, thereby enhancing cold-pool-driven convective initiation and strengthening precipitation cells, precipitation amplitude and convective organization. This appears to be beneficial especially for the weakly forced period, when local trigger mechanisms are more important.

4.3 Impact on cold pools

Enhanced convective initiation at cold pool gust fronts may also be able to strengthen the cold pools themselves by intensifying and extending the lifetime of the original precipitation cells. To evaluate this possibility, we consider the frequency and characteristics of cold pool objects in the different simulations. As shown in Figure 9a, cold pools are more frequently detected in the afternoon and in the weak forcing period in all simulations. We expect that stronger surface heating in the afternoon and during the weak forcing period enables stronger temperature gradients at the surface and hence more cold pools. This frequency distribution is also consistent with the stronger impact of CPP on precipitation in the afternoon and the weak forcing period. Figure 9 also shows that cold pool numbers increase with CPP, that cold pools are more intense as measured by their negative density potential temperature anomaly, and that they are larger than in the reference simulation. For a higher perturbation amplitude \( \alpha_{cp} = 2 \), even stronger effects are found. These findings emphasize the relevance of the positive feedback effect of cold-pool-driven convective initiation leading to more intense cold pools, further enhancing convective initiation.

4.4 Impact on the sea breeze

Perhaps unexpectedly, Figure 4 shows active CPP perturbations on the sea breeze near the coast. Although CPP is designed for cold pools, sea breezes are in some respects similar to density currents and can initiate convection. Examination of fields of precipitation and vertical velocity

FIGURE 9  (a) Number, (b) density potential temperature perturbation, and (c) equivalent radius of cold pools for different simulations as a function of time and/or synoptic forcing. The density potential temperature perturbation is averaged over each cold pool object and indicates the strength of the cold pools, with lower values (negative) for stronger, i.e., colder and denser, cold pools [Colour figure can be viewed at wileyonlinelibrary.com]
in our simulations reveals that CPP effectively strengthens sea breeze fronts and fosters the initiation of convection. Figure 10 shows one such example, where the CPP simulation produces a more pronounced sea breeze front (a,b) which triggers earlier and more intense convection (c,d). The radar-derived precipitation (Figure 10e) shows more precipitation than the reference simulation near the coast. This suggests that the sea breeze indeed triggered convection on that day, that the strength of this sea breeze triggering is potentially under-represented in the reference simulation, and that the sea breeze in the CPP simulation is likely more realistic.

### 5 | PARAMETER SENSITIVITIES OF CPP

The CPP scheme requires the specification of several parameters, as presented in Section 3.7. The impact of these values has been extensively tested and the results are summarized here. There is a strong sensitivity to the scaling parameter $\alpha_{cp}$ which changes the target vertical velocity $w_0$ and hence directly influences the magnitude of the perturbations. Figures 7 and 8 show that a larger value of $\alpha_{cp}$ leads to increased precipitation amount, higher FSS and stronger impact on S-SAL. As Figure 1 shows, the amplitude of the perturbations also depends on the adjustment timescale $\tau_{cp}$. Figures 7 and 8 show another simulation where both $\alpha_{cp}$ and $\tau_{cp}$ are changed, but with their ratio held constant (see simulation with $\alpha_{cp} = 0.3$, $\tau_{mcpcp} = 300$). This simulation is very similar to the default CPP simulation, suggesting that changes in $\alpha_{cp}$ can be largely compensated by changes in $\tau_{cp}$. Hence the CPP scheme behaves similarly to the early phase in Figure 1, where the ratio $\alpha_{cp}/\tau_{cp}$ determines the magnitude of the perturbations, rather than $\alpha_{cp}$ alone. This interpretation is consistent with the finding from Figure 2, that the target vertical velocity is not fully reached.

A large number of sensitivity tests were carried out for the 5 June 2016 case, and the results for selected parameters and selected model output diagnostics, averaged over 1200–2000 UTC, are shown in Figure 11. In line with the previous findings, increased values of $\alpha_{cp}$ lead to increases in FSS, S-SAL, and slightly larger cloud sizes. For the most part, increases in $\tau_{cp}$ have the opposite effect.

The sensitivity to changing the vertical structure of the perturbations is illustrated in Figure 11 by varying the depth scale $H_0$ over a range of values from 1,000 to 2,500 m. In general, if perturbations extend higher up, their impact on precipitation amplitude is stronger, and comparable to increasing $\alpha_{cp}$. Very large values of $H_0$ lead to a nonlinear increase in precipitation rates. This is not accompanied by strong increases in S-SAL and cloud radius, showing that the clouds are becoming locally too intense, which likely results from the perturbations extending too high and unrealistically amplifying the cloud updraughts. To evaluate modifications in the cold pool gust front mask $\mathcal{M}_{cp}$, we tested changes of the vertical velocity threshold $w_{\text{max}}$ (0.3–0.7 m s$^{-1}$), but differences in the simulations are small and ambiguous (Figure 11).

To summarize, the most important parameter sensitivities are those that influence the amplitude of the perturbations. This suggests that, as long as physically reasonable values for the other parameters are chosen, it is sufficient...
to tune the single parameter $a_{cp}$ to ensure a quantitatively realistic impact of CPP.

6 | SUMMARY AND CONCLUSIONS

In this work, we develop a Cold Pool Perturbation (CPP) scheme that adds increments to the vertical velocity in a convection-permitting model in order to strengthen cold pool gust fronts. Our hypothesis is that this will result in increased convective initiation, increased afternoon/evening precipitation and greater organization of convection. The perturbations are designed so that the vertical velocity in the lowest kilometre at cold pool gust fronts converges towards a target vertical velocity, which was obtained from dimensional analysis and estimated by local buoyancy gradients.

The cold pool perturbation scheme is implemented in the COSMO model of the German Weather Service, which has a horizontal resolution of about 2.8 km. Example fields of vertical velocity revealed stronger circulations at cold pool gust fronts with CPP compared to the reference simulation. Although the target vertical velocities are not fully reached, the hypothesized effect of the CPP scheme of strengthening the gust fronts is confirmed. Since cold pools are most prevalent during the day, the CPP scheme affects precipitation mainly at these times. On days with weak forcing of convection, and especially in the afternoon, total precipitation and the Fractions Skill Score (FSS) are improved. In addition, metrics for area-based convective organization, the S-SAL score and the average cell area indicate slightly stronger and more realistic organization during the weakly forced period. This coincides with our original expectations that cold-pool-driven convective initiation can strengthen existing precipitation cells and result in larger, more clustered/organized precipitation. However, the degree of organisation with CPP remains substantially less than in observations. On days with strong forcing, the effects of CPP are weaker and less beneficial, consistent with a lesser role of cold pools in triggering new convection. Similarly, Hirt et al. (2020) found a strong sensitivity of the relevance of cold-pool-driven convective initiation on the specific synoptic situation (e.g., on 29 May 2016, one of the strongly forced days, cold pools contributed only 20% of total convective initiation, while on 6 June 2016, one of the weakly forced days, cold pools contribute up to 50% in the afternoon). Overall, these results suggest a modest benefit of the CPP scheme in line with our original expectations, at least for the weakly forced period.

We also identified impacts of CPP on the cold pools themselves, with larger, more intense and more frequent cold pools in the CPP simulations, compared to the reference simulation. Results from Hirt et al. (2020) indicate that cold pools are generally too small and too weak in coarser resolution models, hence the more intense and larger cold pools in CPP maybe an improvement in comparison to the real atmosphere. These findings further hint at a feedback loop by which stronger cold-pool-driven convective initiation by CPP strengthens the convection within the original cold pools and thereby the cold pool itself (Böing et al., 2012; Schlemmer and Hohenegger,
To better understand this feedback loop and the associated two-way interaction between precipitation and cold pools, a tracking of precipitation cells and cold pools throughout their lifetime may be necessary. Such an analysis would show whether the CPP scheme also extends the lifetimes of precipitation cells and cold pools, as the squall line formation theory of Rotunno et al. (1988) suggests.

An interesting side effect of CPP was to strengthen some sea breeze fronts. This effect could potentially be removed by adjusting the criteria for identifying gust fronts, but it may be preferable to include it. Since a sea breeze is also a form of a density current (e.g., Moncrieff and Liu, 1999), we would expect them to be weakened in low-resolution models, as for cold pools. Sea breeze fronts can also initiate new convection (e.g., Sun and Ogura, 1979; Johnson and Mapes, 2001), and hence it may be beneficial to apply the CPP scheme to them. Indeed, we identified an example where convective initiation by the sea breeze is improved.

As with any parametrization scheme, there are a number of parameter values that must be specified when the CPP scheme is deployed. An extensive set of sensitivity tests show that changing different parameters primarily leads to the same effect of changing the overall amount of convective initiation and hence precipitation. This is directly modified by the parameter $\alpha_{cp}$, which scales the magnitude of the vertical velocity perturbations, so in practice it is probably sufficient to set the remaining parameters to physically reasonable values, and tune $\alpha_{cp}$ to give the best possible forecast performance.

Scale adaptivity is a crucial feature for grey zone parametrizations (Craig and Cohen, 2006; Berner et al., 2017), and it is important to consider the applicability of the current CPP at different model resolutions. Certainly, CPP should only be applied if the models can explicitly resolve cold pools and deep convection. This likely limits CPP to resolutions below 10 km. The target vertical velocity is determined independently of the vertical velocity actually obtained at the model resolution, so the increments produced by the scheme will adapt to model error without explicit retuning. The same applies to other parameters such as depth scales that are based on physical properties of cold pools. Hence, in the limit of sufficiently small grid sizes to fully resolve cold pool gust fronts, $w_{max}$ should converge to $\alpha_{cp}\sqrt{BH}$, making the CPP scheme automatically ineffective (Equation (7)). However, the parameters used to define the mask where the perturbations are applied may need to be adjusted for different model resolutions. For example, the threshold value for orographic variability $\mu_{so}$ used to suppress perturbations in mountain regions might need to change since $\mu_{so}^*$ itself is resolution-dependent. Even more important is the threshold buoyancy gradient $\Delta_B^*$ used to identify cold pool boundaries. Since this is expressed as a buoyancy difference over a model grid length (Table 1), a basic dependence on resolution is included, but this will only be sufficient if the intensity of the cold pools, that is, the difference in buoyancy between cold pool and environment, is independent of resolution. This is not guaranteed (Hirt et al., 2020; Squitieri and Gallus, 2020b), since the convective cloud dynamics, including downdraught strengths, are not well resolved in convection-permitting models.

Although the CPP scheme has improved most measures for the quality of the forecast convection, the improvements are modest and the differences to the observed properties of convection remain large. There are several other sources of model error which may account for some of these differences, but which also may interact with the CPP perturbations.

First, there are other sources of convective initiation that may replace or interact with cold pools. Examples of this include turbulent eddies in the convective boundary layer, and lifting over small-scale orographic features. These processes have been considered in previous work, and we have introduced the stochastic parametrizations, including PSP2, to improve their representation (Kober and Craig, 2016; Hirt et al., 2019). These parametrizations gave useful increases in convective initiation, but tended to disrupt convective organisation. Since PSP2 and CPP are often active in different regions, it is difficult to anticipate how they would behave when applied together without extensive testing. Other land surface heterogeneities, such as soil moisture, also influence convective initiation, interact with cold pools and are insufficiently resolved in current models (Schlemmer and Hohenegger, 2014; Baur et al., 2018; Grant and van den Heever, 2018; Keil et al., 2019). In addition, the evolution of the convective clouds in a convection-permitting model may be poorly represented, producing errors in the precipitation, but also errors in cold pool properties which affect subsequent generations of clouds. This may result from poorly resolved updraughts and downdraughts, or inadequacies in other parametrizations such as cloud microphysics. An improved representation of cold pools can lead to better forecasts, but it is only a step along the way to improved forecasts of convective storms.
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APPENDIX A. DIMENSIONAL ANALYSIS OF GUST FRONT VERTICAL VELOCITIES

Here, we give the full derivation for a characteristic vertical velocity scale $W$ for cold pool gust fronts, which is used in Section 3.1. We consider the inviscid, Boussinesq approximated set of equations for the streamfunction $\Phi$, vorticity $\eta$ and vertical velocity $w$ in a two-dimensional plane in $x$ and $z$, which is often considered for density
currents (Rotunno et al., 1988; Weisman and Rotunno, 2004; Bryan and Rotunno, 2014):

\[
\frac{dt}{\eta} = - \frac{\partial b}{\partial x},
\]

\[
\nabla^2 \Phi = \eta,
\]

\[
w = - \frac{\partial \Phi}{\partial x},
\]

and \(w = \frac{dz}{dt}\).

We consider a parcel situated at a horizontal, time-independent buoyancy gradient \(\partial b/\partial x\) (i.e., a cold pool gust front). First, we non-dimensionalize the equations using characteristic scales \(B, H, L, W, \eta^*, \Phi^*\) and non-dimensional variables denoted by a tilde, for example, \(\tilde{x}\):

\[
b = B\tilde{b}, \quad x = L\tilde{x}, \quad z = H\tilde{x},
\]

\[
t = T\tilde{t}, \quad w = W\tilde{w}, \quad \eta = \eta^*\tilde{\eta}, \quad \Phi = \Phi^*\tilde{\Phi}.
\]

The non-dimensional variables here represent functions that depend only on other non-dimensional variables. This gives the following transformed set of equations:

\[
\frac{d\tilde{\eta}}{dt} = - \frac{BT \eta^* L}{\eta^* L \eta^*} \frac{\partial \tilde{b}}{\partial \tilde{x}},
\]

\[
\frac{\partial \tilde{\Phi}}{\partial \tilde{x}^2} = \frac{\eta^*}{\Phi^* \left( \frac{1}{L^2} + \frac{1}{H^2} \right)} \tilde{\eta},
\]

\[
\tilde{w} = - \frac{\Phi^*}{W} \frac{\partial \tilde{\Phi}}{\partial \tilde{x}},
\]

and \(\tilde{w} = \frac{H}{W} \frac{d\tilde{z}}{dt}\).

The dimensionless factors consisting only of characteristic scales on the right-hand side can be set to equal to 1, by determining values for \(\eta^*, \Phi^*, T\) and \(W\) accordingly:

\[
\eta^* = \frac{BT}{L},
\]

\[
\Phi^* = \frac{\eta^*}{\left( \frac{1}{L^2} + \frac{1}{H^2} \right)},
\]

\[
W = \frac{\Phi^*}{L},
\]

\[
T = \frac{H}{W}.
\]

Substituting the first, second and last equation into the third, we obtain the following relationship for \(W\):

\[
W = \sqrt{\frac{BH}{1 + \frac{L^2}{H^2}}},
\]

which describes the characteristic vertical velocity scale within a circulation driven by horizontal buoyancy gradients and how it depends on both the horizontal and vertical length-scales \(L\) and \(H\) in addition to the characteristic buoyancy scale \(B\).

Since the preceding expression comes from a general dimensional analysis for circulations driven by a buoyancy anomaly, it is not surprising that similar relationships can be obtained for other geometries. In particular, the ascent rates for rising warm bubbles with different aspect ratios has been investigated by Weisman et al. (1997), Pauluis and Garner (2006), Morrison (2016a), Morrison (2016b), Jeevanjee and Romps (2016) and Jeevanjee (2017). They found that the deceleration of a buoyant air parcel caused by the need to displace the air around it depends on the horizontal extent \(L\) and the vertical extent \(H\) of the buoyancy acceleration: for thin and tall parcels \((L/H \approx 1)\), the deceleration is moderate while for wide and flat parcels \((L/H \gg 1)\) the deceleration is larger as substantially more air has to be displaced. As a result, the characteristic vertical velocities have a dependence on \(L/H\) similar to Equation (1).

**APPENDIX B. COMPUTATIONAL ASPECTS**

The source code for COSMO, the run scripts and the simulation data can be made available upon request. The analysis of the simulation output was mostly done using open source tools within a Python framework and with Jupyter notebooks. The code and the notebooks are available on https://github.com/HirtM/TheCPP.Scheme (accessed 3 April 2021). The notebooks further include more background information and examples. Mostly, the following packages were used: numpy (van der Walt et al., 2011), scipy (Virtanen et al., 2019), xarray (Hoyer and Hamman, 2017), pandas (McKinney, 2010), seaborn (Waskom et al., 2021), matplotlib (Hunter, 2007) and enstools. The Python package enstools is currently under development within the ‘Waves to Weather’ project (www.wavestoweather.de) and is designed for processing atmospheric ensemble simulations. It can be made available upon request.
APPENDIX C. THE STRUCTURE COMPONENT OF THE SAL SCORE

A quantitative object-based measure for the structure of the precipitation field is the S(tructure) component of the SAL score (Wernli et al., 2008). It is based on comparing the normalized area and intensity of precipitation objects between observations (radar) and model output. Precipitation objects are identified using the threshold \( R^*_\) as suggested by Wernli et al. (2009), where \( R^* = 1/15 R_{95} \) and \( R_{95} \) corresponds to the 95th percentile of precipitation at grid points exceeding 0.1 mm·hr\(^{-1}\). We compute \( R_{95} \) separately for radar and forecast and for each time step. Negative \( S \) values imply that the simulated precipitation cells are too small and peaked compared to the radar observations, while \( S = 0 \) suggests a perfect match in terms of structure.

APPENDIX D. COLD POOL DETECTION

The cold pool detection scheme from Hirt et al. (2020) is used to detect cold pool objects and has been adapted to the different model set-up used here.

To detect cold pools, the density potential temperature

\[
\theta_p = \theta(1 + 0.608 r_v - r_w - r_i - r_r - r_s - r_g)
\]

(averaged approximately over the lowest 200 m) and precipitation are used (model level 45–50). Here \( \theta \) denotes the potential temperature, \( r_v \) the water vapour mixing ratio and \( r_w, r_i, r_r, r_s \) and \( r_g \) the mixing ratios of liquid cloud water, cloud ice, rain, snow and graupel respectively. A local perturbation in density potential temperature, \( \theta_p' \), is calculated by subtracting a moving average, \( \theta_p^{\text{m}} \), of filter size 30 pixels (≈84 km) horizontally and 2 hr in time with reflection at the boundaries. The perturbations are further calibrated by subtracting the domain-mean density potential temperature perturbation: \( \theta_p' = \theta_p' - \overline{\theta_p'} \). Then preliminary cold pools are identified as regions with \( \theta_p' < -1.2 \)K and separated by the watershed-merge segmentation method of Senf et al. (2018). We exclude cold pool objects smaller than 24 pixels, that is, with an equivalent diameter of ≈15 km, roughly corresponding to the effective model resolution (5Δx). We also exclude cold areas that are not caused by convective downdraughts by using an additional precipitation criterion: at least one grid box of the cold pool object must have precipitation >4 mm·hr\(^{-1}\). In addition, we remove cold pools over the sea and over the Alps, since objects are otherwise identified there, which are likely not associated to cold pools (see Jupyter notebooks on https://github.com/HirtM/The_CPP_Scheme for the specific extent of the mask).

Further details can be found in Hirt et al. (2020) or the Jupyter notebooks. The main differences of the cold pool detection here from Hirt et al. (2020) concern the used thresholds. Due to different grid sizes used here, the criteria for minimum cold pool size is different. Also the precipitation threshold and the density potential temperature perturbation threshold have been adapted to detect most cold pools in our simulations. Since a larger model domain is used, which includes the Alps, the rectangular box over the Alps was newly introduced for our simulations. We have tested also other thresholds and used those which seemed to give the best cold pool detection for our simulations. Example fields of detected cold pools can be found in the Jupyter notebooks.