Detecting and mapping a CO₂ plume with novel autonomous pH sensors on an underwater vehicle
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ABSTRACT

We report the first successful use of chemical sensors integrated on to an underwater vehicle to locate, map and estimate flux from a controlled sub-seabed CO₂ release, analogous to a leak from a Carbon Capture and Storage (CCS) reservoir. This has global implications for the efficacy and cost of monitoring of offshore CCS sites and hence public and regulatory confidence as this tool for addressing climate change is considered and rolled out. A remotely operated vehicle (ROV) equipped with three different pH sensors was deployed to determine the spatial extent of the controlled release. The sensors each operated on a different principle (spectrophotometric, fluorescence, and electrochemical) and the strengths and weaknesses of each sensor are discussed. The sensor data demonstrated that evidence of the plume was limited to within 3 m of the seafloor, as predicted by previous modelling work. The data were then utilised to develop a model of the plume, to extend the spatial coverage of the data. This comparison of the three sensors and the insight into plume dynamics provided by the model would assist in the planning of future plume surveys to ensure the sensor and vehicle combination can resolve the plume of interest.

1. Introduction

Reduced greenhouse gas emissions alone are unlikely to be enough to reach the target of keeping global temperatures within 2 °C of preindustrial levels, as is the aim of current policies set by the Paris agreement (UNFCCC: Conference of the Parties (COP), 2015). Carbon capture and storage (CCS) has the potential to become an increasingly important mitigation technique (Mac Dowell et al., 2017). The principle behind CCS is that CO₂ is captured, most likely at point sources such as power plants, cement factories or oil refineries, and is stored in geological formations isolated from the atmosphere rather than being released (IPCC, 2005; Schrag, 2009). Depleted oil and gas reservoirs have been suggested as storage sites, as their geology is well suited to trapping fluids (Schrag, 2009). Prior to offshore CCS becoming a viable, widely accepted and adopted method its potential impacts need to be understood (Blackford et al., 2015, 2014; Dixon and Romanak, 2015; Wallmann et al., 2015). A leak from an offshore CCS site would not only return the CO₂ removed to the atmosphere but would also alter seawater chemistry with potential impacts on the marine environment. To address this, in the last decade three experiments have been conducted to study the potential impact of leaks from a subsea reservoir (Blackford et al., 2014; Dean and Tucker, 2017; Flohr et al., 2021). A review of these experiments highlighted not only the need to monitor sites, in order to identify and quantify potential leaks, but also to have a plan in place on how to address them (Dean et al., 2020).

The detection of a chemical plume is a challenge in the ocean. Complex circulation patterns operating over potentially large spatial extents combined with high background spatiotemporal variability all contribute to the difficulty (Alendal, 2017). Plume features are not unique to CCS leaks, and there are several analogues, both natural and anthropogenic. Natural chemical plumes include natural gas seeps (Gros et al., 2019; Schmidt et al., 2014), and hydrothermal vents (Connelly et al., 2012; Yoerger et al., 2007). Anthropogenic plumes include pollution from point sources, such as sewage outfalls (Jones
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et al., 2015; Rogowski et al., 2012), oil well leaks (Shukla and Karki, 2016), pipeline leaks (McStay et al., 2005), offshore munitions dumps (Adams et al., 2013; Beck et al., 2019), industrial waste disposal at sea (Kivenson et al., 2019) and nutrient enrichment resulting from aquaculture (Jansen et al., 2018). In future, the deep sea mining of metal nodules may also create plumes which will also require monitoring (Spearman et al., 2020).

The mapping techniques used to understand these analogues provide insight relevant to monitoring for potential CCS leaks. The chemical plume caused by the Deepwater Horizon spill in 2010 resulted in many advances in plume mapping with Autonomous Underwater Vehicles (AUVs) (Choyekh et al., 2017; Kato et al., 2017; Shukla and Karki, 2016). Compared to traditional ship-based sampling, AUVs can operate over large areas and can conduct adaptive route planning to track features (Hwang et al., 2019). To transmit data AUVs are required to leave the survey area, sacrificing mission time to travel to and from the surface. This limitation can be addressed by combining AUVs with a surface unit, either a buoy or Autonomous Surface Vehicle (ASV), which can harvest the data from the AUV and transmit it to remote users (Guerrero-González et al., 2016). In comparison, Remotely Operated Vehicles (ROVs) are tethered to ships enabling large amounts of data to be relayed in real time; a benefit when fast leak detection and response is critical. However the disadvantage of this is that a ship is required to operate which adds considerable cost. Monitoring of oil spills and offshore munitions dumps have highlighted the need for appropriate in situ sensors to measure different chemical plumes (Adams et al., 2013; Dock et al., 2010; PIECA, IOGP, 2014; Moodie et al., 2010) and this also holds true for offshore CCS.

Gliders are being increasingly used to monitor biogeochemistry in the oceans (Bushinsky et al., 2019; Chai et al., 2020; Vincent et al., 2018), and have even been used to map sewage plumes (Jones et al., 2015). However, the limited ratio of vertical to horizontal distances covered by gliders, combined with their requirement to stay clear of the seafloor makes them unsuitable for mapping fine scale plumes close to the seabed. Previous work concluded that an underwater vehicle would need to operate at an altitude of less than 7 m above the seabed to be able to detect a plume of CO2 released from the seabed (Dean et al., 2020). ROVs are well suited to mapping plumes as they can achieve this low altitude and the fine positioning control required to operate around subsea infrastructure, such as found around oil and gas rigs and wellheads.

Previous studies have pointed to the benefit of using multiple vehicles to collect data (German et al., 2012; Guerrero-González et al., 2016). This has been suggested for CCS monitoring, using an AUV to monitor a large area and then deploying an ROV to quantify the leak more accurately (Blackford et al., 2014; Dean et al., 2020). ROVs are routinely used for offshore oil and gas operations (Shukla and Karki, 2016) and can also collect environmental samples. Examples of sampling relevant to CCS monitoring includes sediment cores (Lichtschlag et al., 2015) and water samples, both of which can be processed at a later time in using state of the art analytical instrumentation.

A leak of CO2 from a marine CCS site would alter the local marine carbonate chemistry. There are four parameters of the oceanic carbonate system which, together with measurements of the water’s physical properties (temperature, salinity and pressure) can be used to describe fully the marine carbonate system. These four parameters are the pH, Dissolved Inorganic Carbon (DIC), Total Alkalinity (TA) and fugacity of CO2, which are described fully in Supplementary Table 1 (Dickson, 1981; Dickson et al., 2007). It is sufficient to measure two of the four parameters and derive the others (Millero, 2007; Williams and Follows, 1981; Dickson et al., 2017). ROVs are well suited to mapping plumes as they can achieve this with reasonable accuracy (Bockmon and Dickson, 2015; Dickson and Goyet, 1994). More recently, these sensors have become increasingly compact and affordable (Wang et al., 2019). A prime example of this is the pH sensor based on Ion Sensitive Field Effect Transistors (Bresnahan et al., 2014; Martz et al., 2010) now commercially available and widely deployed on biogeochemical Argo Floats (Roemmich et al., 2019) and more recently deployed on gliders (Saba et al., 2019; Take-shita et al., 2021).

Models are often used to enhance studies, as collecting data over large spatial scales for extended periods can be both impractical and prohibitively expensive. In the case of CCS monitoring, models have been developed to assist identifying whether a change in water chemistry is due to natural variability or the result of a leak (Blackford et al., 2017). Models have also been used to investigate the dynamics of natural plumes of CO2, which have been utilised as a proxy for a release from a CCS site (Gros et al., 2019). Models can also be used to guide future experimental sampling. In the context of CCS monitoring, modelling has been undertaken to study optimal survey paths for vehicles to detect plumes (Alendal, 2017).

In this paper, we describe how an ROV equipped with a suite of novel sensors was used to monitor a plume resulting from a controlled sub-seabed CO2 release as part of the European Union Horizon2020 project titled Strategies for Environmental Monitoring of Marine Carbon Capture and Storage (STEMM-CCS). An overview of the CO2 release experiment is provided elsewhere in this issue (Flohr et al., 2021). The focus of the STEMM-CCS project was to improve understanding of CCS in the marine environment. Here we compare the results of three different pH sensors with different operating principles (spectrophotometric, fluorescence, and electrochemical) then discuss the benefits and limitations of each sensor. We then develop a parameterised forward model based on the experimental results to expand the sparse spatial coverage of the survey data. We demonstrate how such a model can be used during the planning phase to define the technical specifications of the autonomous vehicles and sensors required to conduct long-term monitoring of an offshore CCS project. This approach could be expanded to inform the design of plume monitoring programmes for other applications.

2. Methods

2.1. STEMM-CCS

2.1.1. Experiment overview

The four-year STEMM-CCS project culminated in a six-week cruise in the North Sea in spring 2019 to carry out a controlled gas release,
analogous to a sub-seabed CO$_2$ leak in waters ~120 m deep. The experiment consisted of three phases. During phase one the experimental site was prepared. A gas tank was deployed and positioned on the seafloor. The tank (5.5 m long, 2.6 m wide, 2.0 m high and gross weight 13 t) was placed 100 m from the release site. This separation was to prevent the tank influencing the plume dynamics by altering fluid flows around the release site. After the tank was positioned, a curved release pipe was inserted into the sediment at the release site and connected to the tank by a hose. In phase two, the gas flow began generating the plume. During this phase, the gas flow rate was increased incrementally from 6 kg day$^{-1}$ to 143 kg day$^{-1}$. The third phase dealt with the removal of the tank system and the associated infrastructure, including landers and other observational systems. The experiment involved the coordination of two international research vessels and is fully described elsewhere (Flohr et al., 2021).

### 2.1.2. Experimental site

The location of the experimental site was in the British sector of the North Sea, approximately 150 km northeast of Aberdeen, Scotland, (Fig. 1A). The site was selected as it is close to a depleted gas reservoir (the Goldeneye gas platform) which was previously identified as a potential CCS reservoir (Spence et al., 2014). The plume was created by releasing gas through a pre-curved pipe inserted with its exit ~3 m deep in the sediment. The gas would pass through the sediment before emerging at the seabed, generating a stream of bubbles in the water column. The sediment in the area was fine sandy clay (Connelly, 2019).

### 2.1.3. Baseline conditions and natural variability

As part of the experiment the baseline water column conditions at the site were monitored over several years (Esposito et al., 2021) and were also investigated using models (Blackford et al., 2020, 2017). Modelling suggested that seasonal variability in pH within the experimental site was in the order of 0.1 to 0.2 (Blackford et al., 2017). In the summer, stratification of the water column isolates the bottom water from the atmosphere and the remineralisation of sinking biological material lowers the pH of the water close to the seabed. The lowest pH water is typically found in autumn to winter. Winter mixing raises bottom water pH, as deep water mixes with higher pH water from the surface. This is supported by observational data; between October 2017 and April 2018 the bottom water pH had a range of 0.13, with a low of 7.91 recorded in late November to a high of 8.04 in April (Esposito et al., 2021). Models predicted the daily pH variability to be in the order of 0.001 (Blackford et al., 2017). The region experiences a 1.7 m tidal range, and this drives the prevailing currents, orientated to the north-south. Data collected during the cruise demonstrated that the maximum current magnitude within 1.2 m of the seafloor was between 10 and 30 cm s$^{-1}$, and for 80 % of the experimental period the predominant current directions were orientated within 30' of north or south (Fig. 1A, overlay). During the experiment in May 2019, Esposito et al. (2021) found that close to the seafloor the tidal variability in pH was in the order of 0.008.

### 2.2. ROV survey description

For the STEMM-CCS experiment the ROV Isis was utilised to position various sensor platforms around the gas release site. The ROV Isis is rated for depths of 6500 m and can be classified as a work class ROV. Equipped with two manipulator arms, it is capable of high-precision spatial control. This fine control was essential for deploying multiple seabed landers around the gas release site, without overly disturbing the sediment. Equipped with various sensors, these landers collected data described elsewhere in this issue (Flohr et al., 2021; Schaap et al., 2021). During the longer overnight dives the ROV was manoeuvred to map the spatial extent of the plume. Longitudinal (north-south) surveys aligned with the prevailing currents were conducted, as illustrated in Fig. 1B. For these longitudinal surveys the ROV transect started at the point of bubble emission and finished 10 m downstream. These surveys were conducted at two altitudes; 1.5 m and 3.5 m above the seafloor. During these surveys the ROV paused at each 1 m interval downstream, holding its position for a minimum of 10 min to collect replicate measurements. A lateral transect was carried out to determine the extent of the plume perpendicular to the prevailing current. The lateral transect was taken 6 m downstream of the bubble stream, at an altitude of 1.2 m. During the lateral transect the ROV paused approximately at each 0.5 m interval holding position for a minimum of 10 min. Lastly the ROV performed vertical profiles where it maintained position at different altitudes above the plume. When transiting between measurement stations the ROV travelled at a speed of $\sim 10$ cm s$^{-1}$; this low speed meant the ROV did not appear to sway considerably once it stopped at each measurement point.

### 2.3. Sensors

To measure the changes in pH caused by the released CO$_2$, three different in situ pH sensors were mounted on the ROV. The sensors used in this experiment are summarised in Table 1 and further details on each are provided in the following sections. The physical location of each sensor was recorded relative to the ROV’s central reference point and this information was used during the data processing to correct for the shifting currents. As the surveys were carried out at various stages in the tidal cycle, the downstream position of the plume shifted relative to source and hence ROV position. This was corrected for during post processing to give each data point a longitudinal distance from the bubble streams and lateral distance from the plume’s central axis of travel, adjusted for the current direction and the sensors physical location on the ROV. Alongside the pH sensors, the ROV was also equipped with six 1.7 l Niskin bottles and a FastCAT 49 CTD (Sea-Bird Scientific, USA) which provided the temperature, salinity and depth data used in the processing of the pH measurements.

#### 2.3.1. LOC pH sensor

A miniaturised spectrophotometric ‘lab-on-chip’ (LOC) sensor was used to make accurate pH measurements during the ROV surveys (Rerolle et al., 2012; Yin et al., 2021). The pH sensor is based on a LOC platform technology proven through its use in nutrient monitoring on stationary and moving platforms (Beaton et al., 2012; Clinton-Bailey et al., 2017; Grand et al., 2017; Vincent et al., 2018). The pH LOC sensor

| pH Sensor | Accuracy | Precision | Time per sample | Depth rating | Housing dimensions | Developmental Status As Deployed (Current) |
|-----------|----------|-----------|-----------------|--------------|--------------------|------------------------------------------|
| LOC pH$^{1}$ | < 0.010 < 0.001 | 10 min | 6000 m | Ø 12 cm × 20 cm | Prototype (Commercially available) |
| pH Optode$^{2}$ | 0.050 0.005 | 1 s | 4000 m | Ø 6 cm × 27 cm | Prototype (Commercially available) |
| Deep SeaFET$^{3}$ | ± 0.050* 0.004* | 1 s | 2000 m | Ø 15 cm × 40 cm | Prototype (Commercially available as part of the Deep SeapHOx$^{TM}$) |

$^{1}$ Rerolle et al. (2012)
$^{2}$ Staudinger et al. (2018)
$^{3}$ Marrz et al. (2010)

* These are values stated by the commercial manufacturer for this model (Sea-Bird Scientific Ltd, USA) users of different models have reported improved values, detailed further in Section 4.1.
is based on the standard spectrophotometric pH technique utilising purified m-Cresol Purple (Clayton and Byrne, 1993). This method can achieve a pH precision better than 0.001 and accuracy better than 0.010 with little to no long-term drift (Yin et al., 2021). Each measurement is blank-corrected and pH is calculated by the ratio of absorbances at two wavelengths and is therefore immune to long-term drift caused either by changes in light source intensity or detector sensitivity. A limitation of the LOC pH sensor for this application is its measurement frequency; each measurement takes 10 min, which is slow for use on a moving platform in a dynamic region. This 10 min measurement comprises a flushing cycle, a 30 s sample collection phase, and finally a measurement phase during which the collected sample is analysed. To complement this data other sensors were selected with faster sampling frequencies.

The LOC sensor was mounted in the rear right quadrant of the vehicle, as shown in Fig. 2 Panels A and B. To ensure that the LOC sensor was measuring as close to the plume as possible, a submersible pump (SBE-5M, Sea-Bird Scientific, USA) continuously flushed seawater through a flexible tube (2.8 m long, ~15 mm inner diameter) from the front of the ROV back towards the sensor. The inlet of this pump was located 20 cm above and 32 cm behind the central reference point of the ROV. The intake port of the sensor was inserted into this tube near its outflow point at the back of the ROV. The sensor was fully integrated into the ROV, receiving power from the vehicle and transmitting data in real time back to the control room on the surface. The LOC sensor deployed in this experiment was produced at the National Oceanography Centre, Southampton. These sensors are now manufactured and sold under license (ClearWater Sensors Ltd., UK).

### 2.3.2. Optodes

The plume was also monitored using newly developed pHe and oxygen optodes. The optode systems are good candidates for use in autonomous systems as they are lightweight, small, do not use reagents and have low power consumption. The pH and oxygen optode sensors used in this experiment were as close to the plume as possible, a submersible pump (SBE-5M, Sea-Bird Scientific, USA) continuously flushed seawater through a flexible tube (2.8 m long, ~15 mm inner diameter) from the front of the ROV back towards the sensor. The inlet of this pump was located 20 cm above and 32 cm behind the central reference point of the ROV. The intake port of the sensor was inserted into this tube near its outflow point at the back of the ROV. The sensor was fully integrated into the ROV, receiving power from the vehicle and transmitting data in real time back to the control room on the surface. The LOC sensor deployed in this experiment was produced at the National Oceanography Centre, Southampton. These sensors are now manufactured and sold under license (ClearWater Sensors Ltd., UK).

The pH was calculated using the equations previously reported elsewhere (Staudinger et al., 2018). The logger unit used in this work underwent major modifications with respect to optical feed-through, temperature sensor, and the pressure housing which was changed from polyoxymethylene (POM) to titanium. The logger in the titanium housing has small dimensions (63 mm diameter, 270 mm length) and weight in water of 0.85 kg. The power consumption is low (~1 mW at an acquisition rate of one measurement point in 10 s) which makes it suitable for autonomous operation during several months, as demonstrated during a two-month deployment (Fritzsche et al., 2018).

Three individual pH optodes and two oxygen optodes were mounted together to form a single unit, shown in the ROV manipulator in Fig. 2 C. The oxygen optodes were included for referencing purposes, as no change in oxygen concentration was expected in the plume. The optodes were held by the ROV’s manipulator arm throughout the surveys, and on three occasions were held directly into the bubble stream to measure the direct effect of the CO₂ plume. When not actively surveying the optodes were stowed in a basket on the ROV’s front deck.

#### 2.3.3. SeaFET™

An early version of the Deep SeaFET™ (Sea-Bird Scientific Ltd., USA) was mounted on the ROV for the plume surveying work. The SeaFET™ uses an ion sensitive field effect transistor (ISFET) to measure pHe changes. The pH of the fluid contacting the ISFET controls the surface charge at the interface which determines the electric field in the transistor (Martz et al., 2010). The SeaFET™ was selected as it had a rapid sampling frequency of 1 Hz and this version was depth rated to 2000 m (Johnson et al., 2016). Although it can measure more rapidly than the LOC pH sensor it has a lower pH accuracy stated as ± 0.050 on the manufacturer’s specifications. The version of the Deep SeaFET™ used in this experiment is not currently commercially available as a standalone sensor, but is available integrated with other sensors as part of the Deep SeapHOx™. A compact version is being used on profiling floats and, more recently, was modified to be integrated on ocean gliders (Saba et al., 2019; Takeda et al., 2021).

The SeaFET™ sensor needs to be conditioned in the target seawater (Bresnahan et al., 2014) so for this deployment the sensor was soaked in seawater from the experimental site for a period of ten days prior to commencing the surveys. To protect the ISFET from potential knocks an open guard was used. This was selected as in this deployment the SeaFET™ was not connected to a pumped CTD and the open guard allowed more efficient flushing of the sensor head than the standard flow cell. The pH was calculated using the equations previously reported

---

**Fig. 2.** Location of the sensors on the ROV. (A) Side view of the ROV, showing the location of the LOC and SeaFET™ sensor. (B) Plan view of the ROV. (C) The optode bundle held by the ROV manipulator.
(Johnson et al., 2016) and temperature, salinity and depth data was collected by the ROV.

The SeaFET™ was mounted on the front of the ROV. To ensure that the sensors sampled the same water it was mounted close to the inlet of the tube providing samples to the LOC sensor (Fig. 2 A and B). The sensor was internally powered and logged data internally as a stand-alone sensor.

2.4. Model

A model of the propagation of the DIC-enriched plume water from the CO2 release was created using COMSOL Multiphysics® modelling software. This model was designed to replicate only the highest CO2 release rate and only during a quasi-steady-state southbound current. The majority of the survey data were collected during this release rate along sensor. The ROV was in operation nearly continuously throughout the gas release which was the closest to (although still far below) the maximum leakage rate relevant to an offshore carbon storage facility at the location where the experiment took place (Flohr et al., 2021). This model was fitted to the sparse spatial data collected during the surveys. As the release rate of the gas was known, the model was used to estimate the fraction of CO2 retained within the sediments.

The model operates on a 200 m × 6 m × 6 m cuboid. The current moves in the x direction (the length of the cuboid). The z direction is the altitude above the seafloor, and y is the transverse direction parallel to the seafloor. The advection of the plume is modelled with the Transport of Diluted Species module.

The current U is defined as

\[ U(z) = \frac{U_{shear}}{k} \log \left( \frac{z}{z_0} \right) \]

where \( U_{shear} \) is 0.0073 m s⁻¹, \( k = 0.41 \) (von Karman’s constant), and \( z_0 = 2 \times 10^{-4} \). \( U_{shear} \) and \( z_0 \) are determined by both the local hydrodynamics and sediment surface conditions, these values were estimated from measurements taken at the site (Schaap et al., 2021).

The turbulent diffusion coefficient of the DIC is

\[ D_1 = U_{shear} \kappa \]

The background DIC concentration (\( C_0 \)) was set at 2133 mol m⁻³, based on the DIC concentration of the seawater derived from the CO2SYS software package (Lewis and Wallace, 1998; van Heuven et al., 2011) using the average background values measured at the experimental site. The average (± standard deviation, n) background values are: pH = 8.046 (± 0.001, n = 5), TA = 2302 µmol kg⁻¹ (± 14 µmol kg⁻¹, n = 13) phosphate = 0.61 µM (± 0.08 µM n = 282), silicate = 3 µM, pressure = 119.5 dbar (± 0.5, n = 282), temperature = 7.74 °C (± 0.04 °C, n = 282), and salinity = 35.25 (± 0.02, n = 282). The carbonic acid dissociation constants used were those from (Mehrbach et al., 1973) refitted by (Dickson and Millero, 1987) coupled with the KSO4 dissociation constant in (Dickson, 1990) and the oceanic concentration of total boron from (Uppström, 1974). Temperature and salinity values came from a SeaHCO₃™ sensor (Sea-Bird Scientific, USA) mounted on a lander located 375 m to the southeast of the release site. The phosphate concentrations were taken from a lab-on-chip phosphate sensor (Clinton-Bailey et al., 2017; Grand et al., 2017) on the same lander. Each of these parameters were measured every 2 h for 23 days resulting in 282 measurements. The silicate value was an estimate based on the silicate-phosphate ratio measured in the region during previous expeditions (Esposito et al., 2019). The total alkalinity was measured by a lab-on-chip total alkalinity sensor (Wang et al., 2019) located on the ROV during the same survey dive. The pH values described above were made by the LOC pH sensor (detailed in Section 2.3.1.), and were taken over the course of an hour while the ROV was conducting off-site operations following a survey transect.

At the x = 0 plane, the concentration of DIC from the release (\( C_0 \)) is based on a model of the dissolution of CO2 bubbles (Dewar et al., 2015) using a 4 mm diameter bubble size, which was based on experimental observations:

\[ C_a = C_0 + a_1 (1.5 - \frac{x}{6.63}) \times |a_2 - y| \]

with \( a_1 = 0.04 \) provided the best fit to the experimental data, and \( a_2 = 1.8 \) chosen to represent the ∼3.6 m spread of bubble vents, observed with the ROV, on the seafloor during the experiment.

As outputs, the model can be used to estimate the total mass flow rate of DIC coming from the CO2 release by integrating the x-direction DIC flux on one entire y-z plane. The difference in this flux with and without the modelled CO2 source yields the excess DIC flux from the release.

An important use of the model is to inform the design and specifications of future subsea CCS monitoring approaches. We demonstrate this approach by defining a detectability threshold based on a pH change of 0.010 under the environmental conditions of the release experiment. This threshold was selected as it is at least double the precision of each of the in situ pH sensors used in this experiment. Furthermore, it allows for direct comparison with models done before the experiment (Blackford et al., 2020). This pH decrease is equivalent to an increase in DIC of 4.3 µmol kg⁻¹ as determined by the CO2SYS MATLAB® script using the conditions described above (Lewis and Wallace, 1998; van Heuven et al., 2011).

3. Results

3.1. pH sensor data

The ROV was in operation nearly continuously throughout the gas release experiment, as it deployed various seabed instrumentation and operated the gas flow controls of the gas rig (Flohr et al., 2021). Overnight, the ROV was occasionally used to conduct plume surveys using the on-board pH sensors. Presented here are the pH measurements taken during four such overnight dives. The surveys were conducted during four different CO2 flow rates, with the full details of each dive presented in Table 2. The SeaFET™ was also used on other vehicles during the release experiment and therefore was not present on the ROV for dives 360 and 366. Similarly, the optodes were not used on dive 376 as this dive happened at short notice. The pH scale used throughout this paper is the total proton scale (as described in Supplementary Table 1).

The data from each pH sensor are presented as the difference relative to baseline pH. This difference is referred to as the pH anomaly. The baseline pH was measured for an hour during each dive, when the ROV was at least 100 m away from the CO2 bubble stream. The optodes and SeaFET™ recorded data at 1 Hz, a higher frequency than the LOC sensors. To enable comparison these data were averaged over a 30 s period commencing when the LOC sensor started to sample. All sensors measured baseline pH within the precious values stated in Table 1, and the standard deviations of the measurements taken by each sensor during the baseline calculation are presented in Supplementary Table 2.

| Number | Dive Description | Gas Release Rate kg day⁻¹ | LOC | Optode | SeaFET™ |
|--------|------------------|--------------------------|-----|--------|---------|
| 360    | Longitudinal Transect And Vertical Profile | 5.7 | ✓ | ✓ |
| 366    | Longitudinal Transect And Vertical Profile | 28.6 | ✓ | ✓ |
| 372    | Longitudinal Transect And Vertical Profile | 85.8 | ✓ | ✓ | ✓ |
| 376    | Lateral Transect | 143.0 | ✓ | ✓ |
The average standard deviation of the baseline measurement across all dives recorded by the three optodes was 0.001. This was well below their reported precision of 0.005, and for this reason, the data from the three optodes were pooled together.

In each panel of Fig. 3 the negative pH anomaly shows the presence of additional CO$_2$ in the water column, after the commencement of the gas release on the 11th May 2019. When inserted into the centre of the bubble stream, the optodes recorded a pH anomaly of $-0.400$ and $-0.580$ at the gas release rates of 5.9 kg day$^{-1}$ and 85.8 kg day$^{-1}$, respectively (Fig. 3, A and C). These drops are 17 and 8 times larger, respectively, than those simultaneously recorded by the LOC outside of the bubble stream. When the optodes were outside the bubble stream, the measured drop in pH was similar to those observed by the LOC sensor. Excluding all the optode data recorded directly in the bubble stream, the relationship between the pH anomalies recorded by the optodes and those recorded by the LOC sensor can be described as $\text{pH}_{\text{anom, optode}} = 1.003 \times \text{pH}_{\text{anom, LOC}} + 0.0004$ ($R^2 = 0.69$, $p < 0.005$, $n = 50$, $\text{SE}_{\text{regression}} = 0.001$), shown in Fig. 4A. As expected, the oxygen data recorded by the optodes detected no impact of the CO$_2$ release, as no oxygen was released during the experiment.

Throughout the dives with the highest gas release rates there was good agreement between the SeaFET$^\text{TM}$ and the LOC sensor. When the CO$_2$ release rate was 85.8 kg day$^{-1}$ there were two periods when the agreement between these two sensors was not good (Fig. 3C). Around day 7.9 the LOC sensor captured evidence of the plume which was not seen in the SeaFET$^\text{TM}$ data. At this time the LOC sensor recorded an anomaly of $-0.04$ yet the SeaFET$^\text{TM}$ did not record a noticeable pH anomaly. During that time the currents were relatively strong, with a flow of $-0.2$ m s$^{-1}$ originating directly behind the ROV, so it is possible that the SeaFET$^\text{TM}$ sensing element was not being effectively flushed. At day 8.14 the LOC sensor recorded an anomaly of $-0.06$ while the SeaFET$^\text{TM}$ recorded a smaller anomaly of $-0.02$. This occurred shortly after slack tide and around this time the ROV had been operating close to the seabed recovering an instrument. Excluding these data, there was generally a good agreement between the pH anomaly measured by the SeaFET$^\text{TM}$ and the LOC sensor described by: $\text{pH}_{\text{anom, SeaFET}} = 0.811 \times \text{pH}_{\text{anom, LOC}} + 0.00002$ ($R^2 = 0.72$, $p < 0.005$, $n = 146$, $\text{SE}_{\text{regression}} = 0.008$, Fig. 4B). Both the LOC and SeaFET$^\text{TM}$ sensors recorded data most of the time the ROV was in the water. On several occasions the LOC and SeaFET$^\text{TM}$ detected the CO$_2$ plume while the ROV was operating within the CO$_2$ release site but not actively mapping the plume. When the CO$_2$ release rate was 85.8 kg day$^{-1}$ the largest pH anomalies recorded by both the LOC and SeaFET$^\text{TM}$ sensors were made at day 8.3, while the ROV was collecting gas samples from the centre of the bubble stream (Fig. 3C). The largest magnitude anomaly of $-0.08$ recorded by both
Fig. 5. (A) Vertical profiles from dives 360, 366 and 372. (B) Lateral transects. (C) Longitudinal transects. In all panels a dashed line indicates the pH detectability threshold (0.010 units) and the symbols the gas release rate, following the legend in panel A.

Fig. 6. Snapshot of the plume model. The source at $x = 0$ m represents the CO$_2$ release; the plume dynamics are driven by the current in the x direction along with turbulent diffusion in the y and z directions.

Fig. 7. Model outputs compared to two pH sensors for the lateral transect survey.
the LOC and SeaFET™ sensors was on day 10.3 (Fig. 3D). At this time the release rate was 143 kg day\(^{-1}\) and the measurements were made while the ROV was collecting sediment push cores from the centre of the gas release site.

It was anticipated that the largest impact of the released CO\(_2\) on water chemistry would be adjacent to the seafloor, due to the rapid dissolution of gaseous CO\(_2\) in seawater. To determine the vertical extent of the plume, pH profiles were measured vertically during dives 360, 366 and 372. The data from the LOC sensor profiles are shown in Fig. 5A. In all profiles the largest pH anomalies were measured closest to the seabed. When the gas release rate was 5.7 kg day\(^{-1}\) there was no detectable plume signal, as indicated by the lack anomalies below −0.01 (dark triangles in Fig. 5). When the gas release rate was increased to 28.6 kg day\(^{-1}\) negative pH anomalies less than −0.01 were recorded below 2 m (circles in Fig. 5). When the release rate was 85.8 kg day\(^{-1}\) pH anomalies of up to −0.049 were recorded (squares in Fig. 5). The plume remained undetectable higher than 3 m from the seabed throughout the profiles. The lateral transect data are shown in Fig. 5B, and at a release rate of 143.0 kg day\(^{-1}\) the pH anomaly was detectable within ~1.5 m to the right of the plume centre (diamonds in Fig. 5B). The longitudinal transects in Fig. 5C show that plume was detected downstream of the plume centre, most notably within ~5 m of the plume centre.

3.2. Plume model

The COMSOL model of the plume is shown in Fig. 6. The bubbles enter the water column at the plane defined by \(x = 0\) m. The spatial distribution of the plume is heavily dominated by the low-altitude source of the DIC and the currents.

The output of the model at 6 m downstream of the release site (\(x = 6\) m, \(z = 1.2\) m above the seafloor) can be directly compared to the ROV’s east-west lateral transect survey (1.2 m > \(z < 1.5\) m) (Fig. 7).

3.3. Plume detectability

Prior to the CO\(_2\) release experiment, models were developed to predict the extent of the plume (Blackford et al., 2020). These models provide an estimate of the spatial extent of the CO\(_2\) plume as a function of the CO\(_2\) release rate. The spatial extent of the plume was defined by a pH perturbation threshold easily detectable above natural variability using state of the art pH sensors. Two thresholds were studied: pH change < 0.010 and pH change < 0.100 pH units. The 0.010 pH threshold is considered more relevant for detectability as it is beyond the likely high frequency natural variability of the system, while the 0.100 threshold is considered more relevant for ecological effects. Based on the smaller threshold, pre-experiment models predicted a CO\(_2\) plume volume of 815 m\(^3\) from a release rate of 143 kg day\(^{-1}\). The volume of the CO\(_2\) plume derived by the COMSOL model and sensor observations was 1024 m\(^3\), using a DIC threshold of > 4.3 µmol kg\(^{-1}\) (i.e. a pH change of > 0.010 under the conditions at the CO\(_2\) release experiment site). Using the larger pH threshold (i.e. a pH change of > 0.100) the pre-experiment model predicted a CO\(_2\) plume volume of 21 m\(^3\) while the data-based COMSOL model predicted a plume volume of 17 m\(^3\).

Fig. 8 shows the spatial distribution of the CO\(_2\) plume from the COMSOL model on planes parallel to the seafloor. The shape of the plume was characterised by being low to the seafloor (< 2 m altitude), long, and narrow. At 2 m altitude, the plume was only 3 m wide in the transverse direction, but 100 m long along the main direction of the current. Closer to the seafloor, at 0.5 m altitude, the plume was larger: a maximum of 5 m wide and 170 m long.

4. Discussion

4.1. pH sensor data and comparison

Over the course of the plume mapping surveys all three different sensors generally recorded pH changes of similar magnitudes. At the highest CO\(_2\) release rate of 143 kg day\(^{-1}\) the LOC recorded a pH anomaly of −0.081 and the SeaFET™ −0.090, when the vehicle was within 2 m of the seabed. This demonstrates that both sensors recorded the same parcel of water and both could detect the plume. The optodes recorded the largest pH anomaly of −0.580 when positioned directly into the bubble stream when the CO\(_2\) release rate was 86 kg day\(^{-1}\). This decrease was an order of magnitude greater than any measured by the other sensors because this measurement was made directly in the centre of the plume where the effect of the leak was the greatest. There were occasions when the LOC and SeaFET™ recorded different pH anomalies. Notably during day 7.9 the SeaFET™ did not measure the plume, this is potentially the result of the sensing element not being flushed fully due to the way the sensor was mounted on the ROV frame. This highlights a key requirement in future deployments to ensure any sensors are mounted to maximise their flushing, or ensure a pumped system is used.

Each type of pH sensor has different strengths and weaknesses. The LOC sensor offers higher accuracy and precision than the other technologies. However each measurement requires more time to process (~10 min), because it involves water sampling, reagent mixing followed by optical measurements (Yin et al., 2021). Although relatively slow, the accurate and high precision measurements of the LOC means it is more likely to detect smaller CO\(_2\) leaks. On fast-moving platforms the spatial resolution of LOC pH measurements will be limited by its measurement frequency, with the potential risk of missing spatially isolated leaks. On stationary platforms, such as seabed landers, the LOC pH sensor offers long term, high performance measurements. This makes it suitable for detecting subtle long-term changes in pH that may be associated with non-point source CO\(_2\) leaks gradually increasing over time. Furthermore, if positioned at high-risk locations, such as wellheads, the LOC pH sensor offers the highest sensitivity for long term monitoring. The high accuracy measurements of the LOC sensor also make it a good choice for conducting follow up surveys of any potential leaks initially detected using an AUV equipped with a faster but less accurate pH sensor. Under this scenario it could be envisaged that an AUV equipped with a higher frequency pH sensor could identify a possible leak signal and trigger a follow up investigation with an ROV for a detailed investigation, and more accurate quantification of the leak. Alternatively, the LOC sensor could be used for periodic calibration of faster but less accurate sensors integrated on AUVs for wide area surveys of CCS reservoirs. Although not as small as other autonomous sensors, LOC sensors have been integrated on gliders (Vincent et al., 2018) and larger AUVs such as the Autosub Long Range (Yin et al., 2021). As each measurement only consumes 3 µL of reagent, the reagent volume carried on board is in the order of 10s of mL with minimum impacts on space availability. One of the main advantages of the LOC pH sensor is its superior depth rating capable of 6000 m (Yin et al., 2021). In comparison, the optodes are
rated to 4000 m, and currently the SeaFET™ is only depth rated to 2000 m. In Europe most of potential offshore CCS sites are located in the North Sea (IEA Greenhouse Gas R&D Programme, D.R.D. 2008) where depths are limited to a few hundred meters. Elsewhere, however, such as off the coast of Brazil, potential CCS sites have been identified at depths greater than 2200 m (Ketzer et al., 2015) which could present challenges for monitoring. In deeper waters, the higher pressure will enhance CO₂ dissolution and reduce the size of bubbles, making visual or acoustic identification of a leak challenging. In this scenario chemical-based leak detection may be the only option, using chemical sensors with the required depth rating.

The optodes are small, self-contained and completely autonomous sensors capable of high frequency measurements. These attributes make them ideal candidates for mounting on fast-moving autonomous vehicles, capable of surveying large areas more effectively, and at a greater spatial resolution. Their small size and low power requirement would enable integration on the smallest AUVs for long deployments. In this experiment the optodes’ small size enabled them to be easily manipulated by the ROV’s arm directly into the bubble stream where they recorded the largest pH drop. As demonstrated in this experiment the optodes are small enough that multiple units can be deployed in a small space, which could be an advantage in long deployments, providing redundancy in case of sensor failure. A consideration to be aware of with the optode systems is their temperature dependence (which is compensated by an integrated resistance thermometer) and potential salinity cross-talk. There is no effect of typical oceanic salinity ranges (~15–35 PSU) on the measurement; however, at the lower salinities typical to estuaries (~5 PSU) there can be a measureable effect. However this can be corrected during post processing, provided salinity is recorded (Staudinger et al., 2019). Another potential limitation is a temperature dependant drift caused by degeneration of the indicator dye. This drift can occur over many months in warm waters and is slower in cool water; this could be accounted for if temperature is logged. In future versions of the optodes there is potential that improved materials could eliminate this issue. Co-deploying the optodes with a LOC sensor could mitigate the main limitations of both sensors, as the LOC data could be used to correct the optode drift. Together this sensor pairing could achieve fast and accurate measurements in waters up to 4000 m.

The SeaFET™ is also capable of high frequency data collection allowing good spatial resolution if using a moving vehicle to survey an area. The version of the Deep SeaFET™ used in this experiment had a larger housing to accommodate internal batteries, which limits the size of the vehicle this unit could be mounted on, however there is now a commercially available version integrated on a profiling float (Sea-Bird Scientific Ltd, USA) and this model has recently been modified for various glider deployments (Saba et al., 2019; Takeshita et al., 2021). These recent glider deployments report improved accuracy and precision compared to the model used in this experiment, which is more similar to that tested by the Alliance for Coastal Technologies (ACT). ACT conducted seawater trials comparing the pH recorded by the SeaFET™ to reference data (Tamburri et al., 2015). Over three separate deployments in seawater the average and standard deviation of the measurement difference between the SeaFET™ and reference pH was found to be: -0.008 ± 0.029, n = 84; -0.014 ± 0.009, n = 101; -0.001 ± 0.007, n = 107 (Tamburri et al., 2015). The recent glider deployments highlighted other considerations to be aware of when deploying the ISFET style sensors. Saba et al. (2019) found that biofouling was a problem for shallow (~200 m depth) deployments, demonstrating the need for antifouling measures for deployments in shallow and highly productive waters. Takeshita et al. (2021) confirmed previous findings that ISFET sensors are influenced by exposure to sunlight (Bresnahan et al., 2014; Hemming et al., 2017), which is an important consideration in monitoring pH in shallow regions. Ensuring that the sensor is housed in the dark can mitigate the influence of light on the measurements. Takeshita et al. (2021) also reported a pressure hysteresis that developed over the course of the deployment; this could be an issue if the sensor is mounted on an AUV which is surfacing repeatedly. A further limitation of the SeaFET™ sensor is that user experience has been found to play a considerable role in determining the quality of data recorded (McLaughlin et al., 2017). In the case of future CCS it is likely that non-expert users will conduct widespread monitoring, and as such key sensor requirements would be ease of operation. This means that if SeaFET™ based sensors were to be widely deployed to monitor CCS the end users would require training to ensure best practises are followed and the data processed correctly. To collect the most accurate data the SeaFET™ sensors require careful calibration or close comparison to bottle samples. Addressing this limitation, a self-calibrating ISFET sensor has been trialled (Bresnahan et al., 2021). This self-calibrating unit requires 4.5 L of reagent as each standardisation uses 150 mL of reagent, resulting in a total package greater than four times the size of the LOC. As the LOC pH sensor only requires 3 µL of reagent per measurement combining a LOC pH sensor with a SeaFET™ could be the optimal way to collect data that is both high frequency and high accuracy.

4.2. Plume model

The plume model shown in Fig. 6 was used to estimate the mass flow rate of CO₂ entering the water column. This estimate was obtained by integrating the total flux of DIC over a y-z plane at x = 6 m. The difference between the flux with the CO₂ source turned on and turned off provided a total release rate into the water column of 82 kg day⁻¹. The CO₂ was released into the sediments at a rate of 143 kg day⁻¹, suggesting that slightly over half of the CO₂ escaped from the sediments into the water column. This value is specific to the site and release properties used in this experiment. The migration and behaviour of CO₂ through sediments is a function of many site-specific properties such as stratigraphy, gas volume, and leak rate (Cevatoglu et al., 2015). However, this value is of use for comparing the outcome of this model to other quantification methods, with an overview presented elsewhere in this issue (Flohr et al., 2021), and also for providing contextual data for interpreting other analyses done during the experiment.

Any model has inherent uncertainties, and in particular this model has been parameterised to match experimental data which itself has errors and uncertainties due to instrument and environmental variability. Some instrument bias was mitigated through the use of multiple instruments, but data on the current direction and ROV position have only a single source. The calculation of DIC from pH and TA also contains inherent uncertainties, and the model itself relies on approximations of the bubble emission properties. Despite these uncertainties, we can use the model to inform some qualitative and quantitative observations about how the plume properties drive the technology requirements for CCS monitoring and to establish the importance of hydrodynamic measurements and vehicle selection. A more thorough model study could estimate the uncertainty caused by the model itself through using a range of different model systems, an approach used by Blackford et al. in their model study of CCS seep detectability (Blackford et al., 2020).

4.3. Plume detectability

The plume model showed that the local currents heavily influenced the plume structure and orientation. This model data could be used to plan the trajectories and requirements of an AUV- or ROV-based monitoring system for CO₂ leaks in a CCS context. For example, a vehicle carrying a pH sensor with a precision of 0.010 and a 1 Hz measurement frequency traveling at an altitude of 1.5 m above the seafloor would be able to detect the plume under hydrodynamic conditions of the CO₂ release experiment. A survey conducted at a velocity of 1 m s⁻¹, along tracks spaced 20 m apart and orientated perpendicular to the currents, would yield three pH data points above the detectability threshold on at least five transit lines. In a future plume detection scenario this
anomaly could then be surveyed in a more targeted monitoring phase, by deploying landers or an ROV with enhanced sensing capabilities to fully quantify the leak.

The modelling has highlighted the importance of the local current magnitude and orientation on plume detection. This is important to consider in other situations when surveying alternate types of plume. If an ROV is used to conduct a lawn mower style survey, ensuring that the tracks are orientated to be perpendicular to the prevailing current will enhance the likelihood of the plume being detected, especially in regions with fast currents, provided that the sensor sampling frequency is matched to the vehicle’s velocity. Once an initial plume signal is detected, a follow-up study could be initiated, deploying sensors in a more targeted manner.

In this experiment the low leak rates combined with strong currents resulted in a plume constrained close to the seabed. The experimental site was also densely packed with a number of landers, which meant that an AUV could not be safely operated at a low enough altitude to map the plume. Under these conditions the ROV provided the only means for mapping the plume during this experiment. Under real-life CCS reservoir monitoring scenarios however, AUVs would be better placed for covering larger areas without the need for a ship. In large scale monitoring the cost of operating an ROV over large areas is likely to be prohibitive, so sensors that can be easily integrated into AUVs are desirable. In areas with no seabed infrastructure, or extremely well surveyed areas, piloting an AUV close to the seabed would be possible and potentially the most appropriate sensor platform. AUVs well suited to missions such as this include Autosub Long Range AUV (Furlong et al., 2012), REMUS AUV or SeaBED AUV, which was specifically developed to be manoeuvred close to the seabed and is also capable of hovering over a point (Singh et al., 2002). In regions with lower currents the detectable plume would be expected to reach higher altitudes above the seafloor into the water column. This would allow for detection further above the sea floor, resulting in a lower risk deployment for an AUV, or potentially even the use of gliders. In a scenario when the plume being mapped is likely to be buoyant and conservative, such as an oil spill or hydrothermal vent plume, the requirement to make measurements close to the seabed would be removed, and again AUVs or gliders may prove to be the optimal vehicle for surveying.

5. Conclusions

All pH sensors integrated on the ROV during the STEMM-CCS experiment successfully detected the small anomalies of bottom water pH caused by the released CO$_2$ gas, despite the gas release rates being well below what may be tolerated from CCS reservoirs. For this study an ROV was chosen as the monitoring platform as it offered the precise spatial control required for avoiding seabed infrastructure, such as landers and allowed for a detailed study of the CO$_2$ plume. Nevertheless, the methods developed and described in this work can be applied to other monitoring scenarios and other autonomous platforms such as AUVs. The sensors have different benefits and choosing the most appropriate sensor for the vehicle is an important consideration to ensure sensor and vehicle pairing can increase the potential for leak detection. A summary of the benefits of each sensor is provided in Table 3. It is essential to consider the velocity of the vehicle relative to the sensors sampling time to ensure that there would be sufficient spatial resolution to detect a plume. When planning to detect or map a plume it is also key to consider the local hydrodynamics and plume characteristics to ensure that the survey and sensors are appropriate. The most accurate assessment of a plume may be achieved by combining different combinations of sensors and vehicles or landers in multiple packages. For example, to detect and quantify a plume over a large area the optimal surveying technique could be to conduct widespread monitoring utilising an AUV to act as a sniffer. In this case the AUV could be equipped with a fast sampling yet low precision sensor. If the AUV detected a possible plume signal this could trigger a follow up targeted survey, deploying either a lander or ROV equipped with a slower but more accurate sensors to quantify the leak. Alternatively, it may be advantageous to install sensors both fast (e.g. SeaFET$^\text{TM}$ or optodes) and slow but accurate (e.g. LOC) on a single vehicle and use sensor fusion to generate fast and accurate data.
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