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ABSTRACT. In this paper we study regularity of partial differential equations with polynomial coefficients in non isotropic Beurling spaces of ultradifferentiable functions of global type. We study the action of transformations of Gabor and Wigner type in such spaces and we prove that a suitable representation of Wigner type allows to prove regularity for classes of operators that do not have classical hypoellipticity properties.
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1. Introduction

In this paper we are concerned with the regularity of linear partial differential operators with polynomial coefficients in ultradifferentiable classes. The problem of regularity was first introduced by Shubin [18] in the frame of Schwartz functions and tempered distributions; a linear operator $A : S' \rightarrow S'$ is said to be regular if the conditions $u \in S'$, $Au \in S$ imply that $u \in S$. In [18] Shubin formulates an hypoellipticity condition (in the global pseudodifferential calculus developed there), proving that such condition is sufficient to have regularity of the corresponding operator. On the other hand, such hypoellipticity is far to be necessary, as there are several examples of operators which are not hypoelliptic but are regular; for instance, in [19] the regularity of the Twisted Laplacian

$$L = \left( D_x + \frac{1}{2} M_y \right)^2 + \left( D_y - \frac{1}{2} M_x \right)^2$$

is proved, despite the fact that $L$ is not hypoelliptic in the sense of Shubin; in [9], a class of twisted operators containing the Twisted Laplacian is studied, and a characterization of regularity for twisted differential operators of second order is provided; also in this case, the twisted operators consider in [9] are never hypoelliptic in the sense of Shubin. On the other hand, the problem of characterizing regularity for classes of operators is quite hard. Even in very particular cases (as for ordinary differential operators with polynomial coefficients) necessary and sufficient conditions for regularity are not known; an interesting work in this sense is [16], where necessary and sufficient conditions for ordinary differential operators are found, but under additional conditions on the roots of their Weyl symbol. The notion of regularity (in global sense) can be defined each time we have a (global) space of functions and a corresponding space of (ultra) distributions, and operators acting on the ultradistribution space. In particular, this problem can be considered in the frame of ultradifferentiable classes. Ultradifferentiable
spaces have been widely studied, starting from the work of Gevrey [12], who introduced an intermediate scales of spaces between real analytic and $C^\infty$ functions in order to analyze the regularity of solutions of partial differential equations. Then Komatsu [15], and later Beurling [1] and Björck [2] introduced a class of ultradifferentiable functions, where the regularity (and eventually the growth, when treating global spaces) is controlled by suitable weight sequences or suitable weight functions. In [8], general results on the spaces defined through weight functions are proved, and in [7] a comparison between spaces defined by weight sequences and by weight functions is provided, proving that the two approaches have an intersections but there are spaces that can be defined only through one of them. Then, a large amount of papers on spaces of this kind have been produced, on properties of the spaces themselves, in connection with the behavior of solutions of partial differential equations, or more recently also in connection with time-frequency analysis.

In this paper we study non isotropic spaces of global ultradifferentiable functions of Beurling type, following the approach of [2, 8], and we analyze how tools from time-frequency analysis can be profitably used to find large classes of examples of partial differential equations that are regular in this ultradifferentiable setting. The connection between the partial differential equations world and the time-frequency analysis world has been profitably investigated in the last years, and has produced interesting results; we refer for instance to [17], where the Hörmander global wave front set has been re-defined through Gabor transform and Gabor frames, and to [4] and [6], where tools from time-frequency analysis are used in order to study wave front set and nuclearity properties in the frame of ultradifferentiable spaces. In this paper we fix a collection of weight function $\omega_j, \sigma_j$ for $j = 1, \ldots, N$ (see Definition 2.1), and we denote by $\Omega$ and $\Sigma$ the functions

$$\Omega = \omega_1 \oplus \cdots \oplus \omega_N, \quad \Sigma = \sigma_1 \oplus \cdots \oplus \sigma_N,$$

i.e., $\Omega(x) := \omega_1(x_1) + \cdots + \omega_N(x_N)$, and analogously for $\Sigma$; then we consider the Fréchet space $S^\Omega_\omega(\mathbb{R}^N)$, defined as the set of all functions $f \in L^1(\mathbb{R}^N)$ such that $f, \hat{f} \in C^\infty$ and

$$\|\exp(\lambda \Omega)D^\alpha f\|_{\infty} < \infty, \text{ for each } \lambda > 0, \alpha \in \mathbb{N}_0^N,$$

$$\|\exp(\lambda \Sigma)D^\alpha \hat{f}\|_{\infty} < \infty, \text{ for each } \lambda > 0, \alpha \in \mathbb{N}_0^N.$$

Each of the weight can be non-quasianalytic or quasianalytic, as the results of the present paper hold in both cases; these spaces allow different behavior in different directions, as well as different decays of the function $f$ and of its Fourier transform $\hat{f}$. Observe that the Fourier transform is no longer an automorphism on $S^\Omega_\omega$, as it is on the Björck space $S_\omega$, but maps $S^\Sigma_\omega$ into $S^\Omega_\omega$. Moreover, the spaces $S^\Sigma_\omega$ contain as particular cases Beurling spaces of Gelfand-Shilov type. We give different equivalent systems of seminorms for the space $S^\Sigma_\omega(\mathbb{R}^N)$, in the spirit of the results contained in [3, 5], and we consider the problem of regularity in this setting. We say that an operator is $S^\Sigma_\omega$-regular if the conditions $u \in (S^\Sigma_\omega)'$, $Au \in S^\Sigma_\omega$ imply that $u \in S^\Sigma_\omega$. We consider here partial differential operators with polynomial coefficients; our approach follows an idea that is already present in some works related to engineering applications, see [10], [11]. In these papers some equations are analyzed, looking for the Wigner transform of the solution. Instead of finding first a solution $u$, and then computing its Wigner transform, the equation itself is Wigner-transformed, and, in some cases, the new equation allow to find directly the the exact expression of the Wigner transform of the solution. This approach works well in the cases of partial differential equations with polynomial coefficients, and has been already
used to study regularity properties of solutions of partial differential equations, see for instance [3, 9], where regularity in classical Schwartz spaces and in isotropic ultradifferentiable classes is analyzed in dimension 1. Here we study the action of transformations from time-frequency analysis, namely the Gabor transform

$$V_g f(x, \xi) = \int_{\mathbb{R}^N} \exp(-it\xi)f(t)g(t-x)\,dt$$

and the following transform of Wigner type

$$Wig[u](x, \xi) = \int_{\mathbb{R}^N} \exp(-it\xi)u \left( x + \frac{t}{2}, x - \frac{t}{2} \right)\,dt,$$

on the spaces $S^\Sigma_{\Omega}$, and we prove general results in arbitrary dimension that allow us to find large classes of partial differential operators that are $S^\Sigma_{\Omega}$-regular. More precisely, we consider here operators $P$ in $\mathbb{R}^{2N}$ with polynomial coefficients of the form

$$P(x, y, D_x, D_y) = \sum_{|\alpha+\beta+\gamma+\mu|\leq m} c_{\alpha\beta\gamma\mu} x^\alpha y^\beta D_x^\gamma D_y^\mu,$$

with $x, y \in \mathbb{R}^N$, $c_{\alpha\beta\gamma\mu} \in \mathbb{C}$, and $m \in \mathbb{N}$. We show that $P$ is $S^\Sigma_{\Omega}$-regular if and only if $\tilde{P}$ is $S^\Sigma_{\Omega_1}$-regular for suitable weights $\Omega_1$ and $\Sigma_1$, where $\tilde{P}$ satisfies

$$Wig[Pu] = \tilde{P}Wig[u].$$

This allows us to construct classes of operators that are regular in our ultradifferentiable setting. For instance, we prove that given a polynomial $p(z, \zeta) = \sum_{|\alpha+\beta|\leq m} c_{\alpha\beta} z^\alpha \zeta^\beta$ in $\mathbb{R}^{2N}$, with $c_{\alpha\beta} \in \mathbb{C}$ and $z, \zeta \in \mathbb{R}^N$, with $p(z, \zeta) \neq 0$ for every $(z, \zeta) \in \mathbb{R}^{2N}$, then the following operators are $S^\Sigma_{\Omega}$-regular:

$$P_1 = \sum_{|\alpha+\beta|\leq m} c_{\alpha\beta} \left( \frac{x+y}{2} \right)^\alpha \left( \frac{D_x - D_y}{2} \right)^\beta,$$

$$P_2 = \sum_{|\alpha+\beta|\leq m} c_{\alpha\beta} (D_x + D_y)^\alpha (y-x)^\beta,$$

$$P_3 = \sum_{|\alpha+\beta|\leq m} c_{\alpha\beta} \left( \frac{x-D_y}{2} \right)^\alpha \left( x + \frac{D_y}{2} \right)^\beta,$$

$$P_4 = \sum_{|\alpha+\beta|\leq m} c_{\alpha\beta} \left( \frac{y+D_x}{2} \right)^\alpha \left( \frac{D_x}{2} - y \right)^\beta.$$

Moreover, the Twisted Laplacian is $S^{\sigma_1 \oplus \sigma_2}_{\omega_1 \oplus \omega_2}$-regular, for every weight functions $\omega_1$, $\omega_2$, $\sigma_1$, $\sigma_2$. We then prove similar results considering, instead of the transformation $Wig$, a general representation in the Cohen class, defined as $Q[u] = \kappa \ast Wig[u]$, for a kernel $\kappa \in S'(\mathbb{R}^{2N})$.

The paper is organized as follows. Section 2 is devoted to the study of the space $S^\Sigma_{\Omega}$ and its properties. In Sections 3 we analyze the action of the Gabor and Wigner transform on $S^\Sigma_{\Omega}$ and in Sections 4 and 5 we study the $S^\Sigma_{\Omega}$-regularity through Wigner-like transform and through Cohen class representations, giving some examples.
2. Weight functions and the space $\mathcal{S}_\Omega^\Sigma(\mathbb{R}^N)$

In this section we introduce the non-isotropic space $\mathcal{S}_\Omega^\Sigma(\mathbb{R}^N)$ of ultradifferentiable functions of Beurling type. We start with the definition of weight function in the sense of [8].

**Definition 2.1.** A continuous increasing function $\omega : [0, \infty) \to [0, \infty)$ is called a weight function if it satisfies the following properties:

(\(\alpha\)) there exists $K \geq 1$ such that $\omega(2x) \leq K(1 + \omega(x))$ for every $x \geq 0$;

(\(\beta\)) $\omega(x) = o(x)$ as $x \to \infty$;

(\(\gamma\)) there exist $a \in \mathbb{R}$, $b > 0$ such that $\omega(x) \geq a + b \log(1 + x)$, for every $x \geq 0$;

(\(\delta\)) $\varphi_\omega(x) = \omega \circ \exp(x)$ is a convex function.

Given a weight function we can extend $\omega : \mathbb{R} \to [0, \infty)$ by defining $\omega(x) = \omega(|x|)$ for all $x \in \mathbb{R}$ (of course, in the same way we could extend $\omega$ to $\mathbb{R}^N$ for every $N$). The condition (\(\beta\)) is weaker than the condition of non-quasianalyticity $\int_1^\infty \frac{\omega(t)}{1+t^2} \, dt < \infty$. When the latter condition is satisfied, the spaces that we are going to define shall contain non trivial compactly supported functions. All the results of this paper hold under condition (\(\beta\)), i.e., both in the non-quasianalytic and in the quasianalytic case.

As standard, we define the Young conjugate $\varphi_\omega^*$ of $\varphi_\omega$ as

\[
\varphi_\omega^*(s) := \sup_{t \geq 0} \{ ts - \varphi_\omega(t) \}, \quad s \geq 0.
\]

We recall that $\varphi_\omega^*$ is an increasing convex function on $[0, +\infty)$ and it satisfies $\varphi_\omega^{**} = \varphi_\omega$.

We now recall some known facts that shall be useful in the following. At first, there is no loss of generality in assuming that $\omega|_{[0,1]} \equiv 0$; as a consequence, we easily have from (2.1) that $\varphi_\omega^*(0) = 0$. Moreover the properties in the next proposition hold; they are well-known and can be found in many references, we refer for instance to [5], where (in Section 2 and in the Appendix) several basic properties of weights are collected and proved with minimal assumptions.

**Proposition 2.2.** Let $\omega$ be a weight function. Then

1. For each $\lambda > 0$, $j \in \mathbb{N}_0$ and $x \geq 0$ we have

\[
x^j \exp(-\lambda \omega(x)) \leq \exp \left( \lambda \varphi_\omega^* \left( \frac{j}{\lambda} \right) \right);
\]

2. For each $\lambda > 0$ and $x \geq 1$ we have

\[
\inf_{j \in \mathbb{N}} x^{-j} \exp \left( \lambda \varphi_\omega^* \left( \frac{j}{\lambda} \right) \right) \leq \exp \left( - \left( \lambda - \frac{1}{b} \right) \omega(x) - \frac{a}{b} \right),
\]

where $a, b$ are the constants appearing in condition (\(\gamma\));

3. There exists a constant $L > 0$, depending on $\omega$, such that for every $\lambda > 0$, $\rho \geq 1$ and $j \in \mathbb{N}_0$,

\[
\rho^j \exp \left( \lambda \varphi_\omega^* \left( \frac{j}{\lambda} \right) \right) \leq C_{\rho, \lambda} \exp \left( \lambda \varphi_\omega^* \left( \frac{j}{\lambda'} \right) \right),
\]

for each $0 \leq \lambda' \leq \frac{\lambda}{\ell \log \rho + 1}$ and for a suitable constant $C_{\rho, \lambda} > 0$.\]
(4) For each \( \lambda > 0 \) and \( j \in \mathbb{N}_0 \)

\[ j! \leq C_\lambda \exp \left( \lambda \varphi^* \left( \frac{j}{\lambda} \right) \right), \]

for a suitable constant \( C_\lambda > 0 \);

(5) For each \( x, y \geq 0 \)

\[ \omega(x + y) \leq K(1 + \omega(x) + \omega(y)), \]

where \( K \) is the constant appearing in condition \((\alpha)\). Observe that this condition is weaker than subadditivity (i.e. \( \omega(x + y) \leq \omega(x) + \omega(y) \)). The weight functions satisfying \((\alpha)\) are not necessarily subadditive in general.

Consider a collection of weight function \( \omega_j, \sigma_j \) for \( j = 1, \ldots, N \). We denote by \( \Omega \) and \( \Sigma \) the functions on \( \mathbb{R}^N \) defined by

\[
(2.2) \quad \Omega = \omega_1 \oplus \cdots \oplus \omega_N, \quad \Sigma = \sigma_1 \oplus \cdots \oplus \sigma_N,
\]

in the sense that \( \Omega(x) := \omega_1(x_1) + \cdots + \omega_N(x_N) \), and analogously for \( \Sigma \), for \( x \in \mathbb{R}^N \). We can suppose without loss of generality that all the \( \omega_j \) and all the \( \sigma_j \) satisfy condition \((\alpha)\) of Definition 2.1 with the same constant \( K \). Similarly we assume that \( \omega_j \) and \( \sigma_j \) satisfy condition \((\gamma)\) with the same constants \( a \) and \( b \), for every \( j = 1, \ldots, N \).

We define the following space of rapidly decreasing ultradifferentiable functions of Beurling type.

**Definition 2.3.** Let \( \Omega, \Sigma \) be weight functions as in \((2.2)\). We define \( \mathcal{S}_\Omega^{\Sigma}(\mathbb{R}^N) \) as the space of all functions \( f \in L^1(\mathbb{R}^N) \) such that \( f, \hat{f} \in C^\infty(\mathbb{R}^N) \) and satisfy

\[
(2.3) \quad \| \exp(\lambda \Omega) D^\alpha f \|_\infty < \infty, \text{ for each } \lambda > 0, \alpha \in \mathbb{N}_0^N,
\]

\[
(2.4) \quad \| \exp(\lambda \Sigma) D^\alpha \hat{f} \|_\infty < \infty, \text{ for each } \lambda > 0, \alpha \in \mathbb{N}_0^N.
\]

The corresponding (countable) family of seminorms

\[ \| \exp(n \Omega) D^\alpha f \|_\infty, \quad \| \exp(m \Sigma) D^\beta \hat{f} \|_\infty, \]

with \( n, m \in \mathbb{N}, \alpha, \beta \in \mathbb{N}_0^N \), induces a topology of Fréchet space on \( \mathcal{S}_\Omega^{\Sigma}(\mathbb{R}^N) \).

**Remark 2.4.** The weight functions \( \omega_j \) and \( \sigma_j \) in \((2.2)\) of course do not need to be different. In the case when some of the \( \omega_j \) (or some of the \( \sigma_j \)) coincide we can put together the corresponding variables, in the following sense: if for instance \( \omega_2 = \omega_1 \), we can choose

\[ \Omega = \omega_1(x_1) + \omega_1(x_2) + \omega_3(x_3) + \cdots + \omega_N(x_N), \]

as in \((2.2)\), or also

\[ \Omega = \omega_1(\{x_1, x_2\}) + \omega_3(x_3) + \cdots + \omega_N(x_N), \]

and the corresponding space \( \mathcal{S}_\Omega^{\Sigma}(\mathbb{R}^N) \) does not change. We have indeed that

\[ \omega_1(x_1) + \omega_1(x_2) \leq 2\omega_1(\{x_1, x_2\}) \leq 2\omega_1(|x_1|) + |x_2| \leq 2K(1 + \omega_1(x_1) + \omega_1(x_2)), \]

since \( \omega_1 \) is increasing and satisfies Proposition 2.2 \((5)\). In particular, if \( \omega_1 = \cdots = \omega_N = \sigma_1 = \cdots = \sigma_N := \omega \), the space \( \mathcal{S}_\Omega^{\Sigma}(\mathbb{R}^N) \) coincides with the space \( \mathcal{S}_\omega \) considered for instance in \([2], [3], [5], [14]\).
Lemma 2.9. Let $S$ be the linear and continuous maps from Definition 2.7. Let $F$ be a measurable function $\Omega$. Proposition 2.10. Then we can rewrite the definition of $S^\Omega(\mathbb{R}^N)$ as the set of all the rapidly decreasing functions that satisfy (2.3) and (2.4).

Remark 2.6. The following facts can be easily proved.

(a) Given $f \in S(\mathbb{R}^N)$, since $\mathcal{F}(f) = (2\pi)^N Rf$, where $Rf(x) = f(-x)$ is the reflection operator, we have that $f \in S^\Omega(\mathbb{R}^N)$ if and only if $\hat{f} \in S^\Omega(\mathbb{R}^N)$. Moreover the Fourier transform $\mathcal{F} : S^\Omega(\mathbb{R}^N) \rightarrow S^\Omega(\mathbb{R}^N)$ is a continuous isomorphism.

(b) The space $S^\Omega(\mathbb{R}^N)$ is closed under convolution, arithmetic product of functions, translation and modulation, where the translation and modulation operators are defined by $T_s f(x) := f(x-s)$ and $M_{itx} f(x) := e^{itx} f(x)$, respectively, where $s, t, x \in \mathbb{R}^N$.

Definition 2.7. Let $\Omega, \Sigma$ be weight functions as in (2.2). We define $(S^\Omega)'(\mathbb{R}^N)$ as the set of the linear and continuous maps from $S^\Omega(\mathbb{R}^N)$ to $\mathbb{C}$.

The next two lemmas are proved in [14], in the case of subadditive weight functions; the proof in our case is strictly analogous and is omitted.

Lemma 2.8. Let $\Omega, \Sigma$ be weight functions as in (2.2) and consider $f, g \in S^\Omega(\mathbb{R}^N), \lambda > 0$ sufficiently large. Then

$$\| \exp(\lambda \Omega)(f \ast g) \|_\infty \leq C_\lambda \| \exp(\lambda \Sigma)(f \ast g) \|_\infty \leq \| \exp(\lambda \Sigma)(f \ast g) \|_\infty \leq C_\lambda \| \exp(\lambda \Sigma)(f \ast g) \|_\infty,$$

for a suitable positive constant $C_\lambda$.

Lemma 2.9. Let $\Omega, \Sigma$ be weight functions as in (2.2) and consider $f, g \in S^\Omega(\mathbb{R}^N), \lambda > 0$. Then the following properties hold:

1. For every $\alpha \in \mathbb{N}^N_0$,

$$\exp(\lambda \Omega(t))D^\alpha(M_\xi T_x g)(t) = \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} (i\xi)^\beta M_\xi T_x \exp(\lambda \Omega(x + \cdot))D^{\alpha-\beta}g(\cdot)(t);$$

2. For every $\alpha \in \mathbb{N}^N_0$

$$\| \exp(\lambda \Omega)D^\alpha(M_\xi T_x g) \|_\infty \leq C \exp(K\lambda \Omega(x)) \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} \| \xi^\beta \| \exp(K\lambda \Omega)D^{\alpha-\beta}g \|_\infty.$$
for each \((x, \xi) \in \mathbb{R}^{2N}\). Then the integral
\[
(2.6) \quad f(t) := \int_{\mathbb{R}^{2N}} F(x, \xi) M_\xi T_x g(t) \, dx d\xi
\]
defines a function \(f \in \mathcal{S}_\Omega^\Sigma(\mathbb{R}^N)\).

**Proof.** Observe that the integral in (2.6) is absolutely convergent, and we can differentiate under the integral sign. Fix \(\lambda > 0\) and \(\alpha \in \mathbb{N}_0^N\). We get from Lemma 2.9
\[
\| \exp(\lambda \Omega) D^\alpha f \|_\infty \leq \int_{\mathbb{R}^{2N}} \| \exp(\lambda \Omega(t)) F(x, \xi) D^\alpha (M_\xi T_x g)(t) \|_{L^\infty(\mathbb{R}^N)} \, dx d\xi
\]
\[
\leq C \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) \int_{\mathbb{R}^{2N}} \exp(K \lambda \Omega(x)) |F(x, \xi)| \| \xi^{\beta} \| \exp(K \lambda \Omega) D^{\alpha - \beta} g \|_\infty \, dx d\xi
\]
\[
\leq C'_{\lambda, \alpha} \int_{\mathbb{R}^{2N}} |F(x, \xi)| P(x, \xi) \, dx d\xi,
\]
where \(C'_{\lambda, \alpha} := C \max_{\beta \leq \alpha} \| \exp(K \lambda \Omega) D^{\alpha - \beta} g \|_\infty\) and
\[
P(x, \xi) = \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) |\xi^{\beta}| \exp(K \lambda \Omega(x)) = \exp(K \lambda \Omega(x)) \prod_{j=1}^N (1 + |x_j|)^{\alpha_j}.
\]
From (2.6) we have that
\[
\int_{\mathbb{R}^{2N}} |F(x, \xi)| P(x, \xi) \, dx d\xi < \infty,
\]
and so, for every \(\lambda > 0\) and \(\alpha \in \mathbb{N}_0^N\),
\[
(2.7) \quad \| \exp(\lambda \Omega) D^\alpha f \|_\infty < \infty.
\]
Now we observe that, since for \(x, \xi \in \mathbb{R}^N\), \(\mathcal{F}(T_x g) = M_{-x} \hat{g}\) and \(\mathcal{F}(M_\xi g) = T_{\xi} \hat{g}\),
\[
\exp(\lambda \Sigma(t)) D^\alpha \hat{f}(t) = \int_{\mathbb{R}^{2N}} \exp(\lambda \Sigma(t)) F(x, \xi) D^\alpha (\exp(ix \xi) M_{-x} T_{\xi} \hat{g})(t) \, dx d\xi,
\]
where we have used that \(T_{\xi} M_{-x} = \exp(ix \xi) M_{-x} T_{\xi}\). Then, proceedings as before, we get
\[
\| \exp(\lambda \Sigma) D^\alpha \hat{f} \|_\infty \leq D_{\lambda, \alpha} \int_{\mathbb{R}^{2N}} |F(x, \xi)| Q(x, \xi) \, dx d\xi,
\]
with \(D_{\lambda, \alpha} := C \max_{\beta \leq \alpha} \| \exp(K \lambda \Sigma) D^{\alpha - \beta} \hat{g} \|_\infty\) and
\[
Q(x, \xi) = \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) |x^{\beta}| \exp(K \lambda \Sigma(x)) = \exp(K \lambda \Sigma(x)) \prod_{j=1}^N (1 + |x_j|)^{\alpha_j}.
\]
Since \(g \in \mathcal{S}_\Omega^\Sigma(\mathbb{R}^N)\) and \(F\) satisfies (2.5) we obtain
\[
\| \exp(\lambda \Sigma) D^\alpha \hat{f} \|_\infty < \infty
\]
for every \(\lambda > 0\) and \(\alpha \in \mathbb{N}_0^N\) which, together with (2.7), gives \(f \in \mathcal{S}_\Omega^\Sigma(\mathbb{R}^N)\). □
Theorem 2.11. Let $\Omega$, $\Sigma$ be weight functions as in (2.2) and consider $g \in \mathcal{S}^\Sigma_\Omega(\mathbb{R}^N)$, $g \neq 0$. Then for $f \in (\mathcal{S}^\Sigma_\Omega)'(\mathbb{R}^N)$ the following conditions are equivalent:

1. $f \in \mathcal{S}^\Sigma_\Omega(\mathbb{R}^N)$;
2. $V_g f$ satisfies (2.5).

Proof. (1) $\implies$ (2): fix $\lambda > 0$. Then from Lemma 2.8

$$\exp(2\lambda \Omega(x))|V_g f(x, \xi)| \leq \exp(2\lambda \Omega(x)) \int_{\mathbb{R}^N} |\exp(-it\xi)f(t)g(t-x)| \, dt \leq C_{2\lambda} \|\exp(2K\lambda \Omega)f\|_\infty \|\exp(2K\lambda \Omega)Rg\|_\infty < \infty,$$

since $f, g \in \mathcal{S}^\Sigma_\Omega(\mathbb{R}^N)$. So for each $(x, \xi) \in \mathbb{R}^{2N}$ and for every $\lambda > 0$,

$$|V_g f(x, \xi)| \leq C'_\lambda \exp(-2\lambda \Omega(x)).$$

Analogously, using the foundamental identity of the STFT we get

$$|V_g f(x, \xi)| = |(2\pi)^{-N} \exp(-ix\xi) \hat{V}_g \hat{f}(\xi, -x)| \leq D_\lambda \exp(-2\lambda \Sigma(\xi)),$$

where $D_\lambda = C_{2\lambda} \|\exp(2\lambda K \Sigma)\hat{\hat{f}}\|_\infty \|\exp(2\lambda K \Sigma)\hat{Rg}\|_\infty$. Finally,

$$|V_g f(x, \xi)| = \sqrt{|V_g f(x, \xi)|^2} \leq \sqrt{C'_\lambda D_\lambda \exp(-\lambda \Omega(x)) \exp(-\lambda \Sigma(\xi))}.$$

(2) $\implies$ (1): from Proposition 2.10 with $V_g f$ in place of $F$, and using the inversion formula for the STFT (see for instance [13]) we get $\hat{f} \in \mathcal{S}^\Sigma_\Omega(\mathbb{R}^N)$.

Remark 2.12. Observe that in the proof of Theorem 2.11 when we prove that (1) $\implies$ (2), we only use the conditions:

$$\|\exp(\lambda \Omega)f\|_\infty < \infty, \text{ for each } \lambda > 0,$$
$$\|\exp(\lambda \Sigma)\hat{f}\|_\infty < \infty, \text{ for each } \lambda > 0.$$

Then if $f$ satisfies these conditions, $f \in \mathcal{S}^\Sigma_\Omega(\mathbb{R}^N)$.

Now, for $\Omega$ and $\Sigma$ as in (2.2) we consider the Young conjugates $\varphi^*_\omega_j$ and $\varphi^*_\sigma_j$ of $\omega_j$ and $\sigma_j$ respectively, $j = 1, \ldots, N$, and we define the following functions for $y = (y_1, \ldots, y_N) \in \mathbb{R}^N$, $y_j \geq 0$ for every $j = 1, \ldots, N$:

$$(2.8) \quad \Omega^*(y) = \varphi^*_\omega_1(y_1) + \cdots + \varphi^*_\omega_N(y_N), \quad \Sigma^*(y) = \varphi^*_\sigma_1(y_1) + \cdots + \varphi^*_\sigma_N(y_N).$$

We have several equivalent conditions for $f$ to belong to $\mathcal{S}^\Sigma_\Omega(\mathbb{R}^N)$, summarized in the next result. Observe that the following theorem is proved, in the case of a single weight function, in [3] (for $L^\infty$ norms) and in [3] (for $L^p$-$L^q$ norms with $p, q < \infty$). Here we propose a unified proof for every $1 \leq p, q \leq \infty$, in the case of non isotropic ultradifferentiable spaces.

Theorem 2.13. Let $\Omega$, $\Sigma$ be weight functions as in (2.2) and consider $f \in \mathcal{S}(\mathbb{R}^N)$; let moreover $1 \leq p, q \leq \infty$. Then the following conditions are equivalent:

1. $f \in \mathcal{S}^\Sigma_\Omega(\mathbb{R}^N)$, i.e., it satisfies (2.3) and (2.4).
(2) \( f \) satisfies the conditions:
\[
\| \exp(\lambda \Omega) D^\alpha f \|_p < \infty, \quad \text{for each } \lambda > 0, \quad \alpha \in \mathbb{N}_0^N,
\]
\[
\| \exp(\lambda \Sigma) \hat{D}^\alpha \hat{f} \|_q < \infty, \quad \text{for each } \lambda > 0, \quad \alpha \in \mathbb{N}_0^N.
\]

(3) \( f \) satisfies the conditions:
\[
\| \exp(\lambda \Omega) f \|_p < \infty, \quad \text{for each } \lambda > 0,
\]
\[
\| \exp(\lambda \Sigma) \hat{f} \|_q < \infty, \quad \text{for each } \lambda > 0.
\]

(4) \( f \) satisfies the conditions:
\[
\| \exp(\lambda \Omega) x^\alpha f \|_p < \infty, \quad \text{for each } \lambda > 0, \quad \alpha \in \mathbb{N}_0^N,
\]
\[
\| \exp(\lambda \Sigma) \xi^\alpha \hat{f} \|_q < \infty, \quad \text{for each } \lambda > 0, \quad \alpha \in \mathbb{N}_0^N.
\]

(5) \( f \) satisfies the conditions:
(a) For each \( \lambda > 0 \) and each \( \beta \in \mathbb{N}_0^N \) there exists \( C_{\beta,\lambda} > 0 \) such that for each \( \alpha \in \mathbb{N}_0^N \):
\[
\| \exp \left( -\lambda \Sigma^* \left( \frac{\alpha}{\lambda} \right) \right) x^\beta D^\alpha f \|_p \leq C_{\beta,\lambda};
\]
(b) For each \( \mu > 0 \) and each \( \alpha \in \mathbb{N}_0^N \) there exists \( C_{\alpha,\mu} > 0 \) such that for each \( \beta \in \mathbb{N}_0^N \):
\[
\| \exp \left( -\mu \Omega^* \left( \frac{\beta}{\mu} \right) \right) x^\beta D^\alpha f \|_q \leq C_{\alpha,\mu}.
\]

(6) For each \( \lambda, \mu > 0 \) there exists \( C_{\mu,\lambda} > 0 \) such that for each \( \alpha, \beta \in \mathbb{N}_0^N \):
\[
\| \exp \left( -\lambda \Sigma^* \left( \frac{\alpha}{\lambda} \right) - \mu \Omega^* \left( \frac{\beta}{\mu} \right) \right) x^\beta D^\alpha f \|_\infty \leq C_{\mu,\lambda}.
\]

Before proving Theorem 2.13 we need two lemmas.

**Lemma 2.14.** Let \( \Omega, \Sigma \) be weight functions as in (2.2) and \( f \in S(\mathbb{R}^N) \). If \( f \in S_{\Omega}^\Sigma(\mathbb{R}^N) \) then for each \( \lambda, \mu > 0 \) there exists \( C_{\mu,\lambda} > 0 \) such that for each \( \alpha, \beta \in \mathbb{N}_0^N \):
\[
\| \exp \left( -\lambda \Sigma^* \left( \frac{\alpha}{\lambda} \right) - \mu \Omega^* \left( \frac{\beta}{\mu} \right) \right) x^\beta D^\alpha f \|_\infty \leq C_{\mu,\lambda}.
\]

**Proof.** We start by proving that for each \( \mu > 0 \) and each \( \alpha \in \mathbb{N}_0^N \) there exists \( C_{\alpha,\mu} > 0 \) such that for each \( \beta \in \mathbb{N}_0^N \):
\[
\| \exp \left( -\mu \Omega^* \left( \frac{\beta}{\mu} \right) \right) x^\beta D^\alpha f \|_\infty \leq C_{\alpha,\mu}.
\]
From Proposition 2.2 (1) we have
\[
|x^\beta| \exp \left( -\mu \Omega^* \left( \frac{\beta}{\mu} \right) \right) \leq \exp(\mu \Omega(x)),
\]
and so
\[
|x^\beta D^\alpha f(x)| \exp \left( -\mu \Omega^* \left( \frac{\beta}{\mu} \right) \right) \leq \exp(\mu \Omega(x))|D^\alpha f(x)| \leq \| \exp(\mu \Omega) D^\alpha f \|_\infty \leq C_{\alpha,\mu};
\]
then (2.17) holds. Now we want to prove that for each \( \lambda > 0 \) and each \( \beta \in \mathbb{N}_0^N \) there exists \( C_{\beta,\lambda} > 0 \) such that for each \( \alpha \in \mathbb{N}_0^N \):

\[
(2.18) \quad \| \exp \left( -\lambda \sum \left( \frac{\alpha}{\lambda} \right) \right) x^\beta D^\alpha f \|_\infty \leq C_{\beta,\lambda}.
\]

We can write \( x^\beta D^\alpha f(x) = \mathcal{F}^{-1}_{\xi \to x} \mathcal{F}_{t \to \xi} (t^\beta D^\alpha f(t)) \); then, using standard properties of the Fourier transform and Leibniz rule we have

\[
|x^\beta D^\alpha f(x)| \leq \sum_{\gamma \leq \alpha, \beta} \left( \frac{\beta}{\gamma} \right) (2\pi)^{-N} \int_{\mathbb{R}^N} |D^\gamma \xi^\alpha ||D^\beta \xi^{\alpha-\gamma} \hat{f}(\xi)| \, d\xi
\]

\[
= \sum_{\gamma \leq \alpha, \beta} \frac{\beta!}{\gamma!(\beta - \gamma)!} (2\pi)^{-N} \int_{\mathbb{R}^N} \frac{\alpha!}{(\alpha - \gamma)!} |\xi^{\alpha-\gamma}||D^\beta \xi^{\alpha-\gamma} \hat{f}(\xi)| \, d\xi
\]

\[
\leq 2^{\alpha_1} \sum_{\gamma \leq \alpha, \beta} \frac{(2\pi)^{-N} \beta!}{(\beta - \gamma)!} \int_{\mathbb{R}^N} |\xi^{\alpha-\gamma}||D^\beta \xi^{\alpha-\gamma} \hat{f}(\xi)| \exp(2\lambda' \beta \xi^\alpha - 2\lambda' \beta \xi^{\alpha-\gamma}) \, d\xi.
\]

By (2.11) we have that for each \( \gamma \leq \beta \)

\[
\| \exp(2\lambda' \beta \xi^\alpha) D^\beta \xi^{\alpha-\gamma} \hat{f} \|_\infty \leq C_{\beta,\lambda'}
\]

for some \( C_{\beta,\lambda'} > 0 \). By Proposition 2.2.1 (1) we have that for each \( \gamma \leq \alpha \)

\[
|\xi^{\alpha-\gamma}| \exp(-\lambda' \beta \xi^\alpha) \leq \exp \left( \lambda' \sum \left( \frac{\alpha}{\lambda'} \right) \right).
\]

Therefore, we get

\[
|x^\beta D^\alpha f(x)| \leq C_{\beta,\lambda} 2^{\alpha_1} \exp \left( \lambda' \sum \left( \frac{\alpha}{\lambda'} \right) \right) \int_{\mathbb{R}^N} \exp(-\lambda' \beta \xi^\alpha) \, d\xi,
\]

for some \( C_{\beta,\lambda} > 0 \). Using Proposition 2.2.1 (3), we obtain that for each \( 0 \leq \lambda \leq \frac{\lambda'}{L[\log 2 + 1]} \) and for each \( j = 1, \ldots, N \)

\[
2^{\alpha_j} \exp \left( \lambda \varphi_{\sigma_j}^* \left( \frac{\alpha_j}{\lambda'} \right) \right) \leq C_{\lambda} \exp \left( \lambda \varphi_{\sigma_j}^* \left( \frac{\alpha_j}{\lambda} \right) \right),
\]

for some \( C_{\lambda} > 0 \). Since \( \lambda' \) is arbitrary we can choose also \( \lambda \) in an arbitrary way; moreover, we can choose \( \lambda' \) sufficiently large in such a way that \( \int_{\mathbb{R}^N} \exp(-\lambda' \beta \xi^\alpha) \, d\xi < \infty \). We finally have that for each \( \lambda > 0 \) there exists \( C_{\beta,\lambda} > 0 \) such that

\[
|x^\beta D^\alpha f(x)| \leq C_{\beta,\lambda} \exp \left( \lambda \sum \left( \frac{\alpha}{\lambda} \right) \right),
\]

so we have proved (2.18).

Now let us remark that, setting \( \langle x \rangle = \sqrt{1 + |x|^2} \) and \( M = \left[ \frac{N+1}{4} \right] + 1 \), we have

\[
\| x^\beta D^\alpha f \|^2 \leq C \langle x \rangle^{2M} D^\alpha f \|_\infty^2.
\]

Since \( \langle x \rangle^{2M} = \sum_{|\gamma| \leq M} \frac{M!}{\gamma!(M-|\gamma|)!} |x|^{2\gamma} \), we get

\[
\| x^\beta D^\alpha f \|^2 \leq C \sum_{|\gamma| \leq M} \frac{M!}{\gamma!(M-|\gamma|)!} \| x^{\beta+2\gamma} D^\alpha f \|_\infty^2.
\]
From condition (2.18), we then have that for each $\lambda > 0$ and $\beta \in \mathbb{N}^N_0$ there exists $C_{\beta, \lambda} > 0$ such that for each $\alpha \in \mathbb{N}^N_0$

(2.19) \[ \| x^\beta D^\alpha f \|_2 \leq C'_{\beta, \lambda} \exp \left( \lambda \Sigma^* \left( \frac{\alpha}{\lambda} \right) \right), \]

where $C'_{\beta, \lambda}$ depends only on $\beta$, $\lambda$ and $M$. Analogously, from condition (2.17), by the convexity of the Young conjugate function, we get that for each $\mu' > 0$ and $\alpha \in \mathbb{N}^N_0$ there exists $C_{\alpha, \mu'} > 0$ such that for each $\beta \in \mathbb{N}^N_0$

\[ \| x^\beta D^\alpha f \|_2 \leq \sum_{|\gamma| \leq M} \frac{M!}{\gamma! (M - |\gamma|)!} C_{\alpha, \mu'}^2 \exp \left( 2\mu' \Omega^* \left( \frac{\beta + 2\gamma}{\mu'} \right) \right) \]

\[ \leq C_{\alpha, \mu'} \exp \left( \mu' \Omega^* \left( \frac{2\beta}{\mu'} \right) \right), \]

where $C_{\alpha, \mu'}$ depends only on $\alpha$, $\mu'$ and $M$. Then, setting $\mu = \frac{\mu'}{2}$, we get that for every $\alpha \in \mathbb{N}^N_0$ and $\mu > 0$ there exists a constant $C_{\alpha, \mu}'' > 0$ such that for each $\beta \in \mathbb{N}^N_0$,

(2.20) \[ \| x^\beta D^\alpha f \|_2 \leq C_{\alpha, \mu}'' \exp \left( \mu \Omega^* \left( \frac{\beta}{\mu} \right) \right) . \]

By integration by parts, Leibniz rule, Hölder’s inequality, (2.19) and (2.20) we obtain

\[ \| x^\beta D^\alpha f \|_2^2 = \int_{\mathbb{R}^N} x^{2\beta} \frac{\partial^\alpha f(x)}{\partial^\alpha f(x)} dx \]

\[ \leq \sum_{\gamma \leq \alpha, 2\beta} \frac{\alpha}{\gamma} \left( \frac{2\beta}{\gamma} \right)^{\gamma!} \| \partial^{2\alpha - \gamma} f \|_2 \| x^{2\beta - \gamma} f \|_2 \]

\[ \leq \sum_{\gamma \leq \alpha, 2\beta} \frac{\alpha}{\gamma} \left( \frac{2\beta}{\gamma} \right)^{\gamma!} C_{\alpha, \alpha}'' C_{\alpha, \mu}'' \exp \left( \lambda \Sigma^* \left( \frac{2\alpha - \gamma}{\lambda} \right) \right) \exp \left( \mu \Omega^* \left( \frac{2\beta - \gamma}{\lambda} \right) \right) . \]

Now by Proposition 2.24 (4) and (3), and using the convexity of the Young conjugate we get

\[ \| x^\beta D^\alpha f \|_2 \leq \sum_{\gamma \leq \alpha, 2\beta} \frac{\alpha}{\gamma} \left( \frac{2\beta}{\gamma} \right)^{\gamma!} C_{\alpha, \alpha}'' C_{\alpha, \mu}'' C_{\alpha, 0} \exp \left( \lambda \Sigma^* \left( \frac{2\alpha}{\lambda} \right) \right) \exp \left( \mu \Omega^* \left( \frac{2\beta}{\mu} \right) \right) \]

\[ \leq C_{\lambda, \mu} \exp \left( \lambda \Sigma^* \left( \frac{2\alpha}{\lambda} \right) \right) \exp \left( \mu \Omega^* \left( \frac{2\beta}{\mu} \right) \right) . \]

Then for each $\lambda, \mu > 0$ there exists a constant $C_{\lambda, \mu}' > 0$ such that

(2.21) \[ \| x^\beta D^\alpha f \|_2 \leq C_{\lambda, \mu}' \exp \left( \lambda \Sigma^* \left( \frac{\alpha}{\lambda} \right) + \mu \Omega^* \left( \frac{\beta}{\mu} \right) \right) . \]

It is easy to show that the hypothesis $x^\beta D^\alpha f \in L^\infty(\mathbb{R}^N)$ for all $\alpha, \beta \in \mathbb{N}^N_0$ implies $x^\beta D^\alpha f \in H^s(\mathbb{R}^N)$ for all $\alpha, \beta \in \mathbb{N}^N_0$ and each $s > 0$, where $H^s(\mathbb{R}^N)$ is the standard Sobolev space. Writing $\| \cdot \|_{H^s}$ for the Sobolev $H^s$ norm, by Sobolev inequality there exists $C' > 0$ such that for $s > \frac{N}{2}$

\[ \| x^\beta D^\alpha f \|_{\infty} \leq C' \| x^\beta D^\alpha f \|_{H^s} . \]
So in conclusion, fix an integer $s > \left\lceil \frac{N}{2} \right\rceil + 1$. Then by (2.21)

$$\|x^\beta D^\alpha f\|_\infty \leq C' \sum_{|\gamma| \leq s} \|D^\gamma (x^\beta D^\alpha f)\|_2$$

$$\leq C'' \sum_{|\gamma| \leq s} \sum_{\delta \leq \gamma, \beta} \left( \sum_{\gamma} \left( \frac{\beta}{\delta} \right) \delta \right) |C'_{\lambda, \mu} \exp \left( \lambda \Sigma^* \left( \frac{\alpha + \gamma - \delta}{\lambda} \right) \right) \exp \left( \mu \Omega^* \left( \frac{\beta - \delta}{\mu} \right) \right).$$

Proceeding as in the previous steps, using Proposition 2.2 (4) and the convexity of the Young conjugate function we get (2.16). □

**Lemma 2.15.** Let $\Omega, \Sigma$ be weight functions as in (2.22) and $f \in S(\mathbb{R}^N)$. Suppose that $f$ satisfies the following conditions:

(a) For each $\lambda > 0$ and each $\beta \in \mathbb{N}_0^N$ there exists $C_{\beta, \lambda} > 0$ such that for each $\alpha \in \mathbb{N}_0^N$:

(2.22) \[
\|\exp \left( -\lambda \Sigma^* \left( \frac{\alpha}{\lambda} \right) \right) x^\beta D^\alpha f\|_\infty \leq C_{\beta, \lambda};
\]

(b) For each $\mu > 0$ and each $\alpha \in \mathbb{N}_0^N$ there exists $C_{\alpha, \mu} > 0$ such that for each $\beta \in \mathbb{N}_0^N$:

(2.23) \[
\|\exp \left( -\mu \Omega^* \left( \frac{\beta}{\mu} \right) \right) x^\beta D^\alpha f\|_\infty \leq C_{\alpha, \mu}.
\]

Then $f \in S^\Sigma_{\Omega}(\mathbb{R}^N)$.

**Proof.** We prove initially that (2.23) holds. Let $\alpha \in \mathbb{N}_0^N$ and fix $\mu > 0$. By (2.23),

$$|D^\alpha f(x)| \leq \|\exp \left( -\mu \Omega^* \left( \frac{\beta}{\mu} \right) \right) x^\beta D^\alpha f\|_\infty \|x^{-\beta}\| \exp \left( \mu \Omega^* \left( \frac{\beta}{\mu} \right) \right)$$

$$\leq C_{\alpha, \mu} |x^{-\beta}| \exp \left( \mu \Omega^* \left( \frac{\beta}{\mu} \right) \right),$$

for each $\beta \in \mathbb{N}_0^N$ and $x \neq 0$. Since $C_{\alpha, \mu}$ does not depend on $\beta$, we have that

$$|D^\alpha f(x)| \leq C_{\alpha, \mu} \inf_{\beta \in \mathbb{N}_0^N} |x^{-\beta}| \exp \left( \mu \Omega^* \left( \frac{\beta}{\mu} \right) \right).$$

Using Proposition 2.2 (2), we get that

$$\|\exp(\mu \Omega) D^\alpha f\|_\infty \leq C_{\alpha, \mu}'.$$
for some $C \in S$ that implies

On the other hand, in order to prove Theorem 2.13 for every prove an implication in one direction, they express in fact necessary and sufficient conditions.

where as usual $\langle x \rangle = \sqrt{1 + |x|^2}$. By condition (2.22), we obtain that

$$\langle x \rangle^{\beta - \gamma + N + 1} |D_x^{\alpha - \gamma} f(x)| \exp \left( -\lambda |x| \Sigma^* \left( \frac{\alpha - \gamma}{\lambda^*} \right) \right) \leq C_{\beta, \lambda},$$

for some $C_{\beta, \lambda} > 0$. Moreover, applying Proposition 2.22 (3), we have that for each $0 \leq \lambda \leq \frac{\lambda^*}{L \log (x + 1)}$

$$|D^\beta \hat{f}(\xi)| \leq C_{\beta, \lambda} \exp \left( \lambda |x| \Sigma^* \left( \frac{\alpha}{\lambda} \right) \right) |\xi^{-\alpha}|,$$

for some $C_{\beta, \lambda} > 0$. Since this holds for each $\alpha \in \mathbb{N}_0^N$, we get from Proposition 2.22 (2)

$$|D^\beta \hat{f}(\xi)| \leq C_{\beta, \lambda} \inf_{\alpha \in \mathbb{N}_0^N} |\xi^{-\alpha}| \exp \left( \lambda |x| \Sigma^* \left( \frac{\alpha}{\lambda} \right) \right)$$

$$\leq C_{\beta, \lambda} \exp \left( -\left( \lambda - \frac{1}{b} \right) \sigma_1(\xi) - \frac{a}{b} \right) \cdot \exp \left( -\left( \lambda - \frac{1}{b} \right) \sigma_N(\xi_N) - \frac{a}{b} \right),$$

that implies

$$\| \exp(\mu \Sigma)D^\beta \hat{f} \|_{\infty} \leq C_{\beta, \mu},$$

for some $C_{\beta, \mu} > 0$, i.e., (2.4) is satisfied, and so $f \in \mathcal{S}_\Omega^\Sigma(\mathbb{R}^N)$.

\[ \square \]

Remark 2.16. In view of Theorem 2.13 we have that, despite in Lemmas 2.14 and 2.15 we only prove an implication in one direction, they express in fact necessary and sufficient conditions. On the other hand, in order to prove Theorem 2.13 for every $1 \leq p, q \leq \infty$, we only need, for $L^\infty$ norms, the results of Lemmas 2.14 and 2.15.

Remark 2.17. Let $\omega$ be a weight function as in Definition 2.7 and consider $1 \leq p < \infty$. Then $\exp(-\lambda \omega) \in L^p(\mathbb{R}^N)$ if and only if $\lambda > \frac{N}{b p}$, where $b$ is the constant appearing in condition (γ) of Definition 2.7.

Proof of Theorem 2.13. (3) $\implies$ (1): we want to use Theorem 2.11. In particular, we fix $g \in \mathcal{S}_\Omega^\Sigma(\mathbb{R}^N)$, $g \neq 0$ and we prove that (2.5) holds for $V_g f(x, \xi)$. Consider $r > \frac{N}{b p}$ where $p'$ is the conjugate exponent of $p$, (if $p = 1$ we choose any $r > 0$). Using Hölder inequality we have

$$| \exp(\lambda \Omega(x)) V_g f(x, \xi) | \leq \exp(\lambda N K) \| \exp((\lambda K + r) \Omega) g \|_\infty \| \exp(\lambda K \Omega) f \|_{p'} \| \exp(-r \Omega) \|_{p'} < \infty,$$
thanks to Remark 2.17 and since \( f \) satisfies (2.9), \( g \) satisfies (2.3). Analogously, using the fundamental identity of the STFT and \( q \) instead of \( p \), we get, for \( r' > \frac{N}{bq} \)

\[
|\exp(\lambda \Sigma(\xi))V_g f(x, \xi)| \leq (2\pi)^{-N} \exp(\lambda Nk)\|\exp((\lambda K + r')\Sigma)\hat{g}\|_{\infty} \exp(\lambda K\Sigma)\hat{f}\|_{q} \exp(-r'\Sigma)\|_{q'} < \infty,
\]

thanks to Remark 2.17 and since \( f \) satisfies (2.10), \( g \) satisfies (2.4).

Hence we have that for each \( \lambda > 0 \)

\[
|V_g f(x, \xi)| = \sqrt{|V_g f(x, \xi)|^2} \leq C_{\lambda} \exp(-\lambda \Omega(x)) \exp(-\lambda \Sigma(\xi)).
\]

for some \( C_{\lambda} > 0 \). From Theorem 2.11, we get \( f \in S_{\Omega}(\mathbb{R}^N) \).

(2) \( \implies \) (3): it is trivial, taking \( \alpha = 0 \).

(1) \( \implies \) (2): we suppose that \( p, q < \infty \) (otherwise the corresponding implication is trivial).

Fix \( \lambda > 0 \), \( \alpha \in \mathbb{N}_0^N \) and consider \( r > \frac{N}{bq} \). We have

\[
\|\exp(\lambda \Omega)D^\alpha f\|_p \leq \|\exp((\lambda + r)\Omega)D^\alpha f\|_p \|\exp(-r\Omega)\|_p < \infty.
\]

In the same way, setting \( r' > \frac{N}{bq} \)

\[
\|\exp(\lambda \Sigma)D^\alpha \hat{f}\|_q \leq \|\exp((\lambda + r')\Sigma)D^\alpha \hat{f}\|_q \|\exp(-r'\Sigma)\|_q < \infty.
\]

(4) \( \implies \) (3): it is trivial, taking \( \alpha = 0 \).

(3) \( \implies \) (4): fix \( \alpha \in \mathbb{N}_0^N \) and \( \lambda > 0 \). From condition (\( \gamma \)) we get

\[
\exp(\lambda \Omega(x))|x^\alpha| \leq C_{\alpha} \exp(\lambda \Omega(x)).
\]

Then

\[
\|\exp(\lambda \Omega) x^\alpha f\|_p \leq C_{\alpha} \|\exp(\lambda \Omega) f\|_p < \infty,
\]

since \( f \) satisfies (2.3). Analogously

\[
\|\exp(\lambda \Sigma)x^\alpha \hat{f}\|_q \leq C_{\alpha} \|\exp(\lambda \Sigma)\hat{f}\|_q < \infty,
\]

since \( f \) satisfies (2.10).

(5) \( \implies \) (1): by Remark 2.6 it is sufficient to show that \( \hat{f} \in S_{\Omega}(\mathbb{R}^N) \). In order to do this, we shall prove that \( \hat{f} \) satisfies the hypotheses of Lemma 2.15 with \( \Omega \) and \( \Sigma \) interchanged. Fix \( M > \left[ \frac{N}{2p} \right] + 1 \). For each \( \alpha, \beta \in \mathbb{N}_0^N \) and each \( \xi \in \mathbb{R}^N \) we have

\[
|\xi^\beta D^\alpha \hat{f}(\xi)| \leq \|\langle x \rangle^{-2M}\|_p \|\langle x \rangle^{2M} D^\beta_x(x^\alpha f)\|_p \leq C_M \sum_{\gamma \leq \alpha, \beta} \binom{\beta}{\gamma} \langle \gamma \rangle \langle x \rangle^{2M} x^{\alpha - \gamma} D^{\beta - \gamma} f\|_p
\]

for some \( C_M > 0 \). Since \( \langle x \rangle^{2M} = \sum_{|\delta| \leq M} \frac{M!}{\delta!(M - \delta)!} x^{2M} \), substituting in the previous estimate and using (2.13), we obtain that for each \( \lambda > 0 \) and each \( \alpha, \gamma, \delta \in \mathbb{N}_0^N \) there exists \( C_{\alpha - \gamma + 2\delta, \gamma} > 0 \) such that

\[
|\xi^\beta D^\alpha \hat{f}(\xi)| \leq C_M \sum_{\gamma \leq \alpha, \beta} \sum_{|\delta| \leq M} \frac{M!}{\delta!(M - \delta)!} \binom{\beta}{\gamma} \langle \gamma \rangle \langle x \rangle^{2M} x^{\alpha - \gamma} D^{\beta - \gamma} f\|_p.
\]
From the convexity of the Young conjugate function and by Proposition 2.2 (4), we see that
\[
|\xi^\beta D^\alpha \hat{f}(\xi)| \leq C_M \sum_{\gamma \leq \alpha, |\delta| \leq M} \frac{M!}{\delta!(M - |\delta|)!} \left( \frac{\beta}{\gamma} \right) C_\lambda \exp \left( \lambda \Sigma^* \left( \frac{\gamma}{\lambda} \right) \right) \times
\]
\[
\times C_{\alpha - \gamma + 2\delta} \lambda \exp \left( \lambda \Sigma^* \left( \frac{\beta - \gamma}{\lambda} \right) \right).
\]
From the convexity of \( \varphi^*_j \) and by Proposition 2.2 (3), we finally get
\[
|\xi^\beta D^\alpha \hat{f}(\xi)| \leq C'_{\alpha', \lambda} \exp \left( \lambda' \Sigma^* \left( \frac{\beta}{\lambda'} \right) \right),
\]
for each \( \lambda' > 0, \alpha \in \mathbb{N}_0^N \), and for some \( C'_{\alpha', \lambda} > 0 \). In particular, \( \hat{f} \) satisfies (2.23) with \( \Sigma^* \) in place of \( \Omega^* \). In the same way, from (2.14) we get that \( \hat{f} \) satisfies (2.22) with \( \Omega^* \) in place of \( \Sigma^* \), and so by Lemma 2.15 and Remark 2.6 we have the claim.

(1.) \( \Rightarrow \) (6.): from Lemma 2.14 we have that \( f \) satisfies (2.16). Fix \( \lambda, \mu > 0 \) and consider
\[
M > \left[ \frac{N}{2p} \right] + 1 \text{ and } \alpha, \beta \in \mathbb{N}_0^N.
\]
Observe that
\[
\|x^\beta D^\alpha f\|_p \leq \|\langle x \rangle^{-2M}\|_p \|\langle x \rangle^{2M} x^\beta D^\alpha f\|_\infty;
\]
then, applying the same technique as above, we have that \( f \) satisfies (2.15)

(6.) \( \Rightarrow \) (5.): trivial.

Proposition 2.18. Let \( \Omega, \Sigma \) be weight functions as in (2.2). Then \( S^\Sigma_{\Omega}(\mathbb{R}^N) \) is closed under differentiation \( D^\alpha \) and multiplication by \( x^\alpha \), with \( \alpha \in \mathbb{N}_0^N \).

Proof. Let \( \alpha \in \mathbb{N}_0^N \) and fix \( f \in S^\Sigma_{\Omega}(\mathbb{R}^N) \). Since \( F(D^\alpha f)(\xi) = \xi^\alpha \hat{f}(\xi) \) and \( D^\beta(D^\alpha f)(x) = D^{\alpha + \beta} f(x) \), thanks to Theorem 2.13 we get that \( D^\alpha f \in S^\Sigma_{\Omega}(\mathbb{R}^N) \). Analogously, \( F(x^\alpha f)(\xi) = (-1)^{|\alpha|} D^\alpha \hat{f}(\xi) \) and the same theorem implies that \( x^\alpha f \in S^\Sigma_{\Omega}(\mathbb{R}^N) \).

3. Time-frequency representations and non isotropic ultraspherical classes

In this section we analyze the action of some transformations, namely the Short-time Fourier transform and a transform of Wigner type, on the space \( S^\Sigma_{\Omega} \). Concerning the Short-time Fourier transform we have the following remark.

Remark 3.1. Let \( \Omega \) and \( \Sigma \) be weight functions in \( \mathbb{R}^N \) as in (2.2). By Theorem 2.11 we know that for a non-zero window \( g \in S^\Sigma_{\Omega}(\mathbb{R}^N) \) and for \( f \in S^\Sigma_{\Omega}(\mathbb{R}^N) \) we have

\[
|V_g f(x, \xi)| \leq C_\lambda \exp(-\lambda(\Omega(x) + \Sigma(\xi)))
\]
for each \( \lambda > 0 \). Now we observe that since \( g \in S^\Sigma_{\Omega}(\mathbb{R}^N) \) then, from Remark 2.7 \( \hat{g} \in S^\Sigma_{\Omega}(\mathbb{R}^N) \). Hence for each \( \lambda > 0 \) we have that
\[
|FV_g f(y, \eta)| = |(2\pi)^N f(-\eta) \hat{g}(y)| \leq C'_\lambda \exp(-\lambda \Omega(\eta))C''_\lambda \exp(-\lambda \Sigma(y)).
\]
Then by Theorem 2.13 we have that $V_2 f \in S_{\Omega \Theta}^\infty (\mathbb{R}^{2N})$.

Observe that the Short-time Fourier transform is defined as a partial Fourier transform of a function in $\mathbb{R}^{2N}$. We now analyze the action of partial Fourier transforms on ultradifferentiable spaces. Given $F \in S(\mathbb{R}^{2N})$, we denote by $\mathcal{F}_1 F$ (resp. $\mathcal{F}_2 F$) the partial Fourier transform with respect to the first (resp. second) $N$-variables; explicitly,

$$\mathcal{F}_1 F(y, \xi) := \int_{\mathbb{R}^N} \exp(-ixy) F(x, \xi) \, dx,$$

$$\mathcal{F}_2 F(x, \eta) := \int_{\mathbb{R}^N} \exp(-i\xi \eta) F(x, \xi) \, d\xi.$$

Observe that $\mathcal{F} = \mathcal{F}_2 \mathcal{F}_1 = \mathcal{F}_1 \mathcal{F}_2$ and hence $\mathcal{F}^{-1} = \mathcal{F}_1^{-1} \mathcal{F}_2^{-1} = \mathcal{F}_2^{-1} \mathcal{F}_1^{-1}$.

Now we consider a collection of weight functions $\omega_{i,j}$, $\sigma_{i,j}$ for $i \in \{1, 2\}$ and $j = 1, \ldots, N$; we write

$$(3.3) \quad \Omega(x, y) = \omega_{1,1}(x_1) + \cdots + \omega_{1,N}(x_N) + \omega_{2,1}(y_1) + \cdots + \omega_{2,N}(y_N),$$

$$(3.4) \quad \Sigma(\xi, \eta) = \sigma_{1,1}(\xi_1) + \cdots + \sigma_{1,N}(\xi_N) + \sigma_{2,1}(\eta_1) + \cdots + \sigma_{2,N}(\eta_N).$$

$$(3.5) \quad \Omega_1(x, y) = \omega_{1,1}(x_1) + \cdots + \omega_{1,N}(x_N) + \sigma_{2,1}(y_1) + \cdots + \sigma_{2,N}(y_N),$$

$$(3.6) \quad \Sigma_1(\xi, \eta) = \sigma_{1,1}(\xi_1) + \cdots + \sigma_{1,N}(\xi_N) + \omega_{2,1}(\eta_1) + \cdots + \omega_{2,N}(\eta_N).$$

Observe that we use the same notation $\Omega$ and $\Sigma$ for weights of the form (2.2) in $\mathbb{R}^N$ and of the form (3.3)-(3.4) in $\mathbb{R}^{2N}$, since they are the same object. In $\mathbb{R}^{2N}$ we shall need in the following the associated weights $\Omega_1$, $\Sigma_1$; it will always be clear what we mean when we write $\Omega$, $\Sigma$.

**Theorem 3.2.** Let $\Omega$, $\Sigma$ be weight functions in $\mathbb{R}^{2N}$ as in (3.3) and (3.4). We have the following continuous maps.

1. $\mathcal{F}_2 : S^\Sigma_{\Omega_1} (\mathbb{R}^{2N}) \to S^{\Sigma_1}_{\Omega_1} (\mathbb{R}^{2N})$;
2. $\mathcal{F}_1 : S^\Omega_{\Sigma_1} (\mathbb{R}^{2N}) \to S^{\Omega_1}_{\Sigma_1} (\mathbb{R}^{2N})$.

**Proof.** The proofs of the two points are very similar; we show in detail point (1).

Consider $F \in S^\Sigma_{\Omega_1} (\mathbb{R}^{2N})$. Then $F$ satisfies conditions (2.9) and (2.10). Now fix $\lambda > 0$ sufficiently large (of course it is sufficient to prove the corresponding estimates on $\mathcal{F}_2 f$ for $\lambda$ large). We have

$$|\mathcal{F}_2 F(x, \eta)| \leq \int_{\mathbb{R}^N} |F(x, \xi)| \, d\xi \leq \int_{\mathbb{R}^N} C_{2\lambda} \exp(-2\lambda(\Omega(x, \xi))) \, d\xi$$

$$= C'_{2\lambda} \exp(-2\lambda(\omega_{1,1}(x_1) + \cdots + \omega_{1,N}(x_N))).$$

Moreover

$$|\mathcal{F}_2 F(x, \eta)| = |\mathcal{F}_1^{-1} \mathcal{F} F(x, \eta)| \leq (2\pi)^{-N} \int_{\mathbb{R}^N} |\mathcal{F} F(t, \eta)| \, dt$$

$$\leq (2\pi)^{-N} \int_{\mathbb{R}^N} D_{2\lambda} \exp(-2\lambda(\Sigma(t, \eta))) \, dt = D'_{2\lambda} \exp(-2\lambda(\sigma_{2,1}(\eta_1) + \cdots + \sigma_{2,N}(\eta_N))).$$
Therefore, we have

\[ |\mathcal{F}_1 F(x, \eta)| = \sqrt{|\mathcal{F}_1 F(x, \eta)|^2} \leq \sqrt{C_{2\lambda}^' D_{2\lambda}'} \exp(-\lambda \Omega_1(x, \eta)). \]

Now similarly, we obtain

\[
|\mathcal{F}\mathcal{F}_2 F(y, \eta)| = |(2\pi)^N \mathcal{F}_1 F(y, -\eta)| \leq (2\pi)^N \int_{\mathbb{R}^N} |F(x, -\eta)| \, dx \leq (2\pi)^N \int_{\mathbb{R}^N} C_{2\lambda} \exp(-2\lambda(\Omega(x, \eta))) \, dx = C_{2\lambda}^' \exp(-2\lambda(\Omega_1(y, \eta) + \cdots + \omega_{2,N}(\eta_N))),
\]

and

\[
|\mathcal{F}\mathcal{F}_2 F(y, \eta)| = |\mathcal{F}_2 F(y, \eta)| \leq \int_{\mathbb{R}^N} |\mathcal{F} F(y, \xi)| \, d\xi \leq \int_{\mathbb{R}^N} D_{2\lambda} \exp(-2\lambda(\Omega(y, \xi))) \, d\xi = D_{2\lambda}^' \exp(-2\lambda(\Omega_1(y, \eta) + \cdots + \omega_{1,N}(\eta_N))).
\]

Hence

\[
|\mathcal{F}\mathcal{F}_2 F(y, \eta)| = |\mathcal{F}\mathcal{F}_2 F(y, \eta)| \leq \sqrt{|\mathcal{F}\mathcal{F}_2 F(y, \eta)|^2} \leq \sqrt{C_{2\lambda}^' D_{2\lambda}'} \exp(-\lambda \Omega_1(y, \eta)).
\]

Then by Theorem 2.13 we get \( \mathcal{F}_2 F \in S_{\Omega_1}^{\Sigma_1}(\mathbb{R}^{2N}). \)

\[ \square \]

Remark 3.3. We have already shown in Remark 3.1, that if \( f, g \in S_\Omega^\Sigma(\mathbb{R}^N) \), for \( \Omega \) and \( \Sigma \) as in (2.2), then \( \mathcal{V}_g f \in S_{\Omega \oplus \Sigma}^{\Sigma \oplus \Sigma}(\mathbb{R}^{2N}) \). We can re-obtain this result by means of Theorem 3.3, since \( \mathcal{V}_g f(x, \xi) = (\mathcal{F}_2)^{-1}(x, \xi) \), where \( F(x, t) = f(t)g(t - x) \) belongs to \( S_{\Omega \oplus \Sigma}^{\Sigma \oplus \Sigma}(\mathbb{R}^{2N}) \).

By standard duality arguments we have the following result.

**Theorem 3.4.** Let \( \Omega, \Sigma \) be weight functions as in (3.3), (3.4). Then

1. \( \mathcal{F}_2 : \left(S_\Omega^\Sigma(\mathbb{R}^{2N})\right)'(\mathbb{R}^{2N}) \to \left(S_{\Omega_1}^{\Sigma_1}(\mathbb{R}^{2N})\right)' \);
2. \( \mathcal{F}_1 : \left(S_\Omega^\Sigma(\mathbb{R}^{2N})\right)'(\mathbb{R}^{2N}) \to \left(S_{\Sigma_1}^{\Sigma_1}(\mathbb{R}^{2N})\right)' \).

Now we introduce a Wigner-like transform and study the corresponding mapping properties in weighted ultradifferentiable spaces, as a preparation for applications to PDEs that we develop in the last part of the paper.

**Definition 3.5.** Given \( u \in S(\mathbb{R}^{2N}) \), we define \( \text{Wig}[u] : \mathbb{R}^{2N} \to \mathbb{C} \) as

\[
(3.7) \quad \text{Wig}[u](x, \xi) = \int_{\mathbb{R}^N} \exp(-it\xi)u \left( x + \frac{t}{2}, x - \frac{t}{2} \right) \, dt.
\]

**Remark 3.6.** Let us consider the symmetric coordinate change \( \Sigma_\Sigma \) acting on a function \( F \) on \( \mathbb{R}^{2N} \) as

\[ \Sigma_\Sigma F(x, \xi) = F \left( x + \frac{\xi}{2}, x - \frac{\xi}{2} \right). \]

\( \Sigma_\Sigma \) is a linear and bounded operator on \( L^2(\mathbb{R}^{2N}) \). Moreover it is invertible with inverse given by

\[ \Sigma_\Sigma^{-1} F(x, \xi) = F \left( x + \frac{\xi}{2}, x - \frac{\xi}{2} \right). \]
We observe that for \( u \in \mathcal{S}(\mathbb{R}^N) \), \( \text{Wig}[u] = \mathcal{F}_2 \Xi_2 u \), and since both \( \mathcal{F}_2 \) and \( \Xi_2 \) can be extended in a standard way to (ultra)distributions, we can consider \( \text{Wig}[u] \) acting on ultradistributions. Moreover, \( \text{Wig} \) is invertible with inverse \( \text{Wig}^{-1} = \Xi_2^{-1} \mathcal{F}_2^{-1} \).

**Proposition 3.7.** Let \( \Omega, \Sigma \) be weight functions as in (3.3), (3.4). Then the following properties hold:

1. \( \text{Wig} : \mathcal{S}(\mathbb{R}^N) \rightarrow \mathcal{S}(\mathbb{R}^N) \);
2. \( \text{Wig} : \mathcal{S}'(\mathbb{R}^N) \rightarrow \mathcal{S}'(\mathbb{R}^N) \);
3. \( \text{Wig} : \mathcal{S}^{\Sigma}_\Omega(\mathbb{R}^N) \rightarrow \mathcal{S}^{\Sigma}_\Omega(\mathbb{R}^N) \);
4. \( \text{Wig} : (\mathcal{S}^{\Sigma}_\Omega)'(\mathbb{R}^N) \rightarrow (\mathcal{S}^{\Sigma}_\Omega)'(\mathbb{R}^N) \).

**Proof.** It follows from Remark 3.6, Theorem 3.2 and Theorem 3.4.

Similarly we have the following result.

**Proposition 3.8.** Let \( \Omega, \Sigma \) be weight functions as in (3.3), (3.4). Then the following properties hold:

1. \( \text{Wig}^{-1} : \mathcal{S}(\mathbb{R}^N) \rightarrow \mathcal{S}(\mathbb{R}^N) \);
2. \( \text{Wig}^{-1} : \mathcal{S}'(\mathbb{R}^N) \rightarrow \mathcal{S}'(\mathbb{R}^N) \);
3. \( \text{Wig}^{-1} : \mathcal{S}^{\Sigma}_\Omega(\mathbb{R}^N) \rightarrow \mathcal{S}^{\Sigma}_\Omega(\mathbb{R}^N) \);
4. \( \text{Wig}^{-1} : (\mathcal{S}^{\Sigma}_\Omega)'(\mathbb{R}^N) \rightarrow (\mathcal{S}^{\Sigma}_\Omega)'(\mathbb{R}^N) \).

4. **Regularity of PDE in weighted ultradifferentiable spaces**

In this section we give an application of the results that we have proved to the theory of PDEs. In particular we analyze the problem of regularity of solutions of partial differential equations with polynomial coefficients, and see how representation of time-frequency type can be profitably used in this field. Results in this direction have been studied in [9] and [3], in the classical Schwartz space and in isotopic ultradifferentiable classes, in dimension 1; here we provide a general framework for anisotropic spaces in arbitrary dimension \( N \).

In order to state or results we need some notations. Let \( R : \mathcal{B} \rightarrow \mathcal{B}^L, L \in \mathbb{N} \), be a vector of \( L \) operators acting on a space \( \mathcal{B} \); then there exist \( R_j : \mathcal{B} \rightarrow \mathcal{B}, j = 1, \ldots, L \), and for every \( w \in \mathcal{B} \) we have

\[
Rw = (R_1w, \ldots, R_Lw).
\]

In the following \( \mathcal{B} \) will be either \( C^\infty(\mathbb{R}^M) \), \( \mathcal{S}(\mathbb{R}^M) \), or \( \mathcal{S}^\Sigma_\Omega(\mathbb{R}^M) \). Then for every \( \gamma \in \mathbb{N}_0^L \), following the multi-index notation we define the operator \( R^\gamma : \mathcal{B} \rightarrow \mathcal{B} \) as the composition

\[
R^\gamma = R_1^{e_1} \cdots R_L^{e_L}.
\]

Observe that for every \( j = 1, \ldots, L \) we have \( R_j = R^{e_j} \), where \( e_j, j = 1, \ldots, L \), is the \( j \)-th vector of the canonical basis of \( \mathbb{R}^L \) (i.e., the vector having 1 in the \( j \)-th position and 0 elsewhere), so we can write

\[
R = (R^{e_1}, \ldots, R^{e_L}).
\]

If for every \( i, j = 1, \ldots, L \) the commutation relation

\[
(4.1) \quad R_i R_j = R_j R_i
\]
holds, then for every \( \gamma, \mu \in \mathbb{N}_0^L \) we have

\[
R^\gamma R^\mu = R^{\gamma+\mu};
\]

Now let \( T = (T_1, \ldots, T_L) \) be another vector of \( L \) operators acting on \( B \), and \( a, b \in \mathbb{C} \); then for every \( \gamma \in \mathbb{N}_0^L \) the operator \((aR + bT)^\gamma\) is the composition

\[
(aR + bT)^\gamma = (aR_1 + bT_1)^\mu \cdots (aR_L + bT_L)^\mu.
\]

**Definition 4.1.** Let us consider a function \( F \in C^\infty(\mathbb{R}^{2N}) \), \( F = F(x, \xi) \) for \( x, \xi \in \mathbb{R}^N \). We define the multiplication and differentiation with respect to the first and second \( N \) variables as the vectors of operators acting on \( F(x, \xi) \) as

\[
M_x F(x, \xi) = (x_1 F(x, \xi), \ldots, x_N F(x, \xi)),
M_\xi F(x, \xi) = (\xi_1 F(x, \xi), \ldots, \xi_N F(x, \xi)),
D_x F(x, \xi) = (D_{x_1} F(x, \xi), \ldots, D_{x_N} F(x, \xi)),
D_\xi F(x, \xi) = (D_{\xi_1} F(x, \xi), \ldots, D_{\xi_N} F(x, \xi)).
\]

**Remark 4.2.** For a function \( F \in C^\infty(\mathbb{R}^{2N}) \), \( F = F(x, \xi) \) for \( x, \xi \in \mathbb{R}^N \), and a multi-index \( \alpha \in \mathbb{N}_0^N \) we have

\[
M_x^\alpha F(x, \xi) = x^\alpha F(x, \xi),
M_\xi^\alpha F(x, \xi) = \xi^\alpha F(x, \xi),
D_x^\alpha F(x, \xi) = D_x^\alpha F(x, \xi),
D_\xi^\alpha F(x, \xi) = D_\xi^\alpha F(x, \xi).
\]

Now consider an operator with polynomial coefficients

\[
P(x, y, D_x, D_y) = \sum_{|\alpha + \beta + \gamma + \mu| \leq m} c_{\alpha \beta \gamma \mu} x^\alpha y^\beta D_x^\gamma D_y^\mu,
\]

with \( x, y \in \mathbb{R}^N \), \( c_{\alpha \beta \gamma \mu} \in \mathbb{C} \), and \( m \in \mathbb{N} \). If, for \( j = 1, \ldots, 4 \), the operators \( A^j \) and \( B^j \) are any of \( M_x, M_\xi, D_x, D_\xi \) and \( a_j, b_j \in \mathbb{R}, j = 1, \ldots, 4 \), we denote

\[
P \left( a_1 A^1 + b_1 B^1, a_2 A^2 + b_2 B^2, a_3 A^3 + b_3 B^3, a_4 A^4 + b_4 B^4 \right) =
\sum_{|\alpha + \beta + \gamma + \mu| \leq m} c_{\alpha \beta \gamma \mu} (a_1 A^1 + b_1 B^1)^\alpha (a_2 A^2 + b_2 B^2)^\beta (a_3 A^3 + b_3 B^3)^\gamma (a_4 A^4 + b_4 B^4)^\mu,
\]

with the meaning (4.3).

**Proposition 4.3.** Fix \( u \in \mathcal{S}(\mathbb{R}^{2N}), \alpha \in \mathbb{N}_0^N \), and let Wig be the transformation defined by (3.7). Then the following properties hold:

1. \( D_x^\alpha \text{Wig}[u] = \text{Wig}[(D_x + D_\xi)^\alpha u] \);
2. \( D_\xi^\alpha \text{Wig}[u] = \text{Wig}[(M_\xi - M_x)^\alpha u] \);
3. \( M_x^\alpha \text{Wig}[u] = \text{Wig}[(M_\xi M_x)^\alpha u] \);
4. \( M_\xi^\alpha \text{Wig}[u] = \text{Wig}[(M_x M_\xi)^\alpha u] \).

**Proof.** We first observe that both \( D_x + D_\xi, M_\xi - M_x, M_\xi M_x, M_x M_\xi, \) and \( D_x - D_\xi \) satisfy the commutation relation (4.1), so it is enough to prove the thesis for \( |\alpha| = 1 \) and then the general case follows by (1.2).
(1) Let $\alpha = e_j$, where $e_j$ is the $j$-th vector of the canonical basis of $\mathbb{R}^N$. We can differentiate under the integral sign, obtaining

$$\mathbf{D}_f^e \text{Wig}[u](x, \xi) = D_{x_j} \int_{\mathbb{R}^N} \exp(-it\xi) u \left( x + \frac{t}{2}, x - \frac{t}{2} \right) dt$$

$$= \int_{\mathbb{R}^N} \exp(-it\xi) D_{x_j} \left( u \left( x + \frac{t}{2}, x - \frac{t}{2} \right) \right) dt = \text{Wig}[(\mathbf{D}_f + \mathbf{D}_s)^e_j u](x, \xi).$$

(2) As in the previous case, differentiating under the integral sign we get

$$\mathbf{D}_s^e \text{Wig}[u](x, \xi) = D_{\xi_j} \int_{\mathbb{R}^N} \exp(-it\xi) u \left( x + \frac{t}{2}, x - \frac{t}{2} \right) dt$$

$$= \int_{\mathbb{R}^N} -t_j \exp(-it\xi) u \left( x + \frac{t}{2}, x - \frac{t}{2} \right) dt$$

$$= \int_{\mathbb{R}^N} \exp(-it\xi) \left( x_j - \frac{t_j}{2} \right) u \left( x + \frac{t}{2}, x - \frac{t}{2} \right) dt$$

$$- \int_{\mathbb{R}^N} \exp(-it\xi) \left( x_j + \frac{t_j}{2} \right) u \left( x + \frac{t}{2}, x - \frac{t}{2} \right) dt = \text{Wig}[(\mathbf{M}_s - \mathbf{M}_f)^e_j u](x, \xi).$$

(3) We have

$$\mathbf{M}_f^e \text{Wig}[u](x, \xi) = x_j \int_{\mathbb{R}^N} \exp(-it\xi) u \left( x + \frac{t}{2}, x - \frac{t}{2} \right) dt$$

$$= \int_{\mathbb{R}^N} \exp(-it\xi) \frac{1}{2} \left( x_j - \frac{t_j}{2} \right) u \left( x + \frac{t}{2}, x - \frac{t}{2} \right) dt$$

$$+ \int_{\mathbb{R}^N} \exp(-it\xi) \frac{1}{2} \left( x_j + \frac{t_j}{2} \right) u \left( x + \frac{t}{2}, x - \frac{t}{2} \right) dt$$

$$= \text{Wig} \left[ \left( \frac{\mathbf{M}_s + \mathbf{M}_f}{2} \right)^e_j \ u \right](x, \xi).$$

(4) By integration by parts we obtain

$$\mathbf{M}_s^e \text{Wig}[u](x, \xi) = \xi_j \int_{\mathbb{R}^N} \exp(-it\xi) u \left( x + \frac{t}{2}, x - \frac{t}{2} \right) dt$$

$$= \frac{1}{2} \int_{\mathbb{R}^N} \exp(-it\xi) \mathbf{D}_f^e_j u \left( x + \frac{t}{2}, x - \frac{t}{2} \right) dt$$

$$- \frac{1}{2} \int_{\mathbb{R}^N} \exp(-it\xi) \mathbf{D}_s^e_j u \left( x + \frac{t}{2}, x - \frac{t}{2} \right) dt = \text{Wig} \left[ \left( \frac{\mathbf{D}_f - \mathbf{D}_s}{2} \right)^e_j \ u \right](x, \xi).$$

□
Remark 4.4. From Proposition\textsuperscript{4.3} (1) and (4) we get
\begin{align*}
Wig[D^\alpha_f u] &= \left( M_s + \frac{D_f}{2} \right)^\alpha Wig[u], \\
Wig[D^\alpha_s u] &= \left( \frac{D_f}{2} - M_s \right)^\alpha Wig[u];
\end{align*}

analogously, from Proposition\textsuperscript{4.3} (2) and (3) we get
\begin{align*}
Wig[M^\alpha_f u] &= \left( M_f - \frac{D_s}{2} \right)^\alpha Wig[u], \\
Wig[M^\alpha_s u] &= \left( M_f + \frac{D_s}{2} \right)^\alpha Wig[u],
\end{align*}

for every $\alpha \in \mathbb{N}_0^N$. Indeed, for $\alpha = e_j$, $j = 1, \ldots, N$, such formulas are an easy consequence of Proposition\textsuperscript{4.3}, and the general case follows from (4.2), since all the operators in consideration satisfy the commutation relation (4.1).

Remark 4.5. Note that for every $\alpha, \beta \in \mathbb{N}_0^N$ and for every $u \in S(\mathbb{R}^{2N})$ we have
\begin{align}
(D_f + D_s)^\alpha (M_s - M_f)^\beta u &= (M_s - M_f)^\beta (D_f + D_s)^\alpha u \\
(D_f - D_s)^\alpha (M_s + M_f)^\beta u &= (M_s + M_f)^\beta (D_f - D_s)^\alpha u.
\end{align}

Indeed, from Proposition\textsuperscript{4.3} (1), (2), we have
\begin{align*}
Wig[(D_f + D_s)^\alpha (M_s - M_f)^\beta u] &= D_s^\beta D_f^\alpha Wig[u] = D_f^\beta D_s^\alpha Wig[u] \\
&= Wig[(M_s - M_f)^\beta (D_f + D_s)^\alpha u],
\end{align*}

and applying $Wig^{-1}$ we get (4.6). Analogously, (4.7) follows from Proposition\textsuperscript{4.3} (3), (4).

Given a linear partial differential operator with polynomial coefficients as in (4.4) we denote
\begin{equation}
P(M_f, M_s, D_f, D_s) = P \left( \frac{M_s + M_f}{2}, \frac{D_f - D_s}{2}, D_f + D_s, M_s - M_f \right),
\end{equation}

with the meaning (4.5).

Proposition 4.6. Let $P(x, y, D_x, D_y)$ be a linear partial differential operator as in (4.4). Then for each $u \in S(\mathbb{R}^{2N})$, the following formula holds:
\begin{equation}
P(M_f, M_s, D_f, D_s)Wig[u] = Wig[\overline{P}(M_f, M_s, D_f, D_s)u].
\end{equation}

Proof. From Proposition\textsuperscript{4.3} we have that for each $\alpha, \beta, \gamma, \mu \in \mathbb{N}_0^N$
\begin{equation}
M^\alpha_f M^\beta_s D^\gamma_f D^\mu_s Wig[u] = Wig \left[ \left( \frac{M_s + M_f}{2} \right)^\alpha \left( \frac{D_f - D_s}{2} \right)^\beta (D_f + D_s)^\gamma (M_s - M_f)^\mu u \right]
\end{equation}

and hence the thesis, since $Wig$ is linear.

Analogously if we denote
\begin{equation}
\overline{P}(M_f, M_s, D_f, D_s) = P \left( M_f - \frac{D_s}{2}, M_f + \frac{D_s}{2}, M_s + \frac{D_f}{2}, D_f - M_s \right),
\end{equation}

\[\Box\]
with the same scheme of the previous proof we can show the following result.

**Proposition 4.7.** Let \( P(x, y, D_x, D_y) \) be a linear partial differential operator with polynomial coefficients. Then for each \( u \in S(\mathbb{R}^{2N}) \), the following formula holds:

\[
Wig [P(M_f, M_s, D_f, D_s) u] = \tilde{P}(M_f, M_s, D_f, D_s)Wig[u].
\]  

From now on, we consider a collection of weight functions \( \omega_{i,j}, \sigma_{i,j} \) for \( i \in \{1, 2\} \) and \( j = 1, \ldots, N \), and we fix the weights \( \Omega, \Sigma, \Omega_1 \) and \( \Sigma_1 \) in \( \mathbb{R}^{2N} \) as in (4.3), (4.4), (4.5) and (4.6). Let \( P(x, y, D_x, D_y) \) be a linear partial differential operator as in (4.4). As in the classical Schwartz case, it is easy to show that

\[
P : S_{\Omega}^\Sigma(\mathbb{R}^{2N}) \rightarrow S_{\Omega}^\Sigma(\mathbb{R}^{2N})
\]

\[
P : (S_{\Omega}^\Sigma)'(\mathbb{R}^{2N}) \rightarrow (S_{\Omega}^\Sigma)'(\mathbb{R}^{2N}).
\]

**Definition 4.8.** Let \( P(x, y, D_x, D_y) \) be a linear partial differential operator with polynomial coefficients and let \( \Omega, \Sigma \) be weight functions. We say that \( P \) is \( S_{\Omega}^\Sigma \)-regular if

\[
Pu \in S_{\Omega}^\Sigma(\mathbb{R}^{2N}) \implies u \in S_{\Omega}^\Sigma(\mathbb{R}^{2N}), \text{ for each } u \in (S_{\Omega}^\Sigma)'(\mathbb{R}^{2N}).
\]

**Theorem 4.9.** Let \( P(x, y, D_x, D_y) \) be a linear partial differential operator with polynomial coefficients, and let \( \Omega, \Sigma \) be weight functions. If \( P \) is \( S_{\Omega}^\Sigma \)-regular then \( \tilde{P} \) is \( S_{\Omega_1}^{\Sigma_1} \)-regular.

**Proof.** Suppose that \( P \) is \( S_{\Omega}^\Sigma \)-regular. Fix \( u \in (S_{\Omega_1}^{\Sigma_1})'(\mathbb{R}^{2N}) \) and suppose that \( \tilde{P}u \in S_{\Omega_1}^{\Sigma_1}(\mathbb{R}^{2N}) \). From Proposition 4.3 we know that

\[
P Wig[u] = Wig[\tilde{P}u],
\]

hence from Proposition 4.7 we have \( Wig[\tilde{P}u] \in S_{\Omega}^\Sigma(\mathbb{R}^{2N}) \). Moreover, again by Proposition 4.7 \( Wig[u] \in (S_{\Omega}^\Sigma)'(\mathbb{R}^{2N}) \). Since \( P \) is \( S_{\Omega}^\Sigma \)-regular, we then get that \( Wig[u] \in S_{\Omega}^\Sigma(\mathbb{R}^{2N}) \). Finally applying \( Wig^{-1} \) we obtain from Proposition 4.8 that \( u \in S_{\Omega_1}^{\Sigma_1}(\mathbb{R}^{2N}) \), and so \( \tilde{P} \) is \( S_{\Omega_1}^{\Sigma_1} \)-regular.

**Theorem 4.10.** Let \( P(x, y, D_x, D_y) \) be a linear partial differential operator with polynomial coefficients and let \( \Omega, \Sigma \) be weight functions. If \( P \) is \( S_{\Omega}^\Sigma \)-regular, then \( \tilde{P} \) is \( S_{\Omega_1}^{\Sigma_1} \)-regular.

**Proof.** Suppose that \( P \) is \( S_{\Omega}^\Sigma \)-regular. Fix \( u \in (S_{\Omega_1}^{\Sigma_1})'(\mathbb{R}^{2N}) \) and suppose that \( \tilde{P}u \in S_{\Omega_1}^{\Sigma_1}(\mathbb{R}^{2N}) \). From Proposition 4.7 we know that for each \( w \in S(\mathbb{R}^{2N}) \)

\[
Wig[Pw] = \tilde{P}Wig[w].
\]

Consider \( w = Wig^{-1}(u) \in (S_{\Omega_1}^{\Sigma_1})'(\mathbb{R}^{2N}) \) from Proposition 4.8. Hence we obtain that

\[
Wig[Pw] = \tilde{P}u,
\]

and so \( Wig[Pw] \in S_{\Omega_1}^{\Sigma_1}(\mathbb{R}^{2N}) \). Applying again \( Wig^{-1} \) we get from Proposition 4.8 that \( Pw \in S_{\Omega_1}^{\Sigma_1}(\mathbb{R}^{2N}) \). Since \( P \) is \( S_{\Omega}^\Sigma \)-regular we then obtain that \( w = Wig^{-1}(u) \in S_{\Omega_1}^{\Sigma_1}(\mathbb{R}^{2N}) \). Applying the operator \( Wig \) we get from proposition 4.7 that \( u \in S_{\Omega_1}^{\Sigma_1}(\mathbb{R}^{2N}) \), and so \( \tilde{P} \) is \( S_{\Omega_1}^{\Sigma_1} \)-regular.

Now we give some examples of applications of our results in order to find classes of regular partial differential operators with polynomial coefficients.
Proposition 4.11. Consider a multiplication operator by a polynomial, i.e. $P(x, y, D_x, D_y) = p(x, y)$, for some polynomial $p$. Then $P$ is $\mathcal{S}_{\Omega}^{\Sigma}$-regular if and only if $p(x, y) \neq 0$.

**Proof.** Suppose that there exists a point $(\xi, \eta) \in \mathbb{R}^{2N}$ such that $p(\xi, \eta) = 0$. Then $p \cdot \delta(\xi, \eta) = 0$, i.e. $P \delta(\xi, \eta) = 0$. Therefore, $P$ is not $\mathcal{S}_{\Omega}^{\Sigma}$-regular. In the opposite direction, fix $u \in \mathcal{S}_{\Omega}^{\Sigma}(\mathbb{R}^{2N})$ and suppose that $P u \in \mathcal{S}_{\Omega}^{\Sigma}(\mathbb{R}^{2N})$. Hence there exists $w \in \mathcal{S}_{\Omega}^{\Sigma}(\mathbb{R}^{2N})$ such that $p(x, y) \cdot u(x, y) = w(x, y)$. Since $p(x, y) \neq 0$, it is easy to show that $u(x, y) = w(x, y) / p(x, y) \in \mathcal{S}_{\Omega}^{\Sigma}(\mathbb{R}^{2N})$. \(\square\)

Proposition 4.12. Consider an operator with constant coefficients, i.e. $P(x, y, D_x, D_y) = P(D_x, D_y)$, with symbol the polynomial $p(\xi, \eta)$. Then $P$ is $\mathcal{S}_{\Omega}^{\Sigma}$-regular if and only if $p(\xi, \eta) \neq 0$.

**Proof.** We have that $P u = \mathcal{F}^{-1}(p \cdot \mathcal{F} u)$. Using the previous Proposition 4.11 and Remark 2.6 we get the claim. \(\square\)

We then obtain the following result.

**Corollary 4.13.** Let $p(z, \zeta) = \sum_{|\alpha + \beta| \leq m} c_{\alpha \beta} z^\alpha \zeta^\beta$, for $c_{\alpha \beta} \in \mathbb{C}$ and $z, \zeta \in \mathbb{R}^N$ a polynomial in $\mathbb{R}^{2N}$, with $p(z, \zeta) \neq 0$ for every $(z, \zeta) \in \mathbb{R}^{2N}$. Then the following operators are $\mathcal{S}_{\Omega}^{\Sigma}$-regular:

\[
\begin{align*}
P_1 &= \sum_{|\alpha + \beta| \leq m} c_{\alpha \beta} \left( \frac{x + y}{2} \right)^\alpha \left( \frac{D_x - D_y}{2} \right)^\beta, \\
P_2 &= \sum_{|\alpha + \beta| \leq m} c_{\alpha \beta} (D_x + D_y)^\alpha (y - x)^\beta, \\
P_3 &= \sum_{|\alpha + \beta| \leq m} c_{\alpha \beta} \left( x - \frac{D_y}{2} \right)^\alpha \left( x + \frac{D_y}{2} \right)^\beta, \\
P_4 &= \sum_{|\alpha + \beta| \leq m} c_{\alpha \beta} \left( y + \frac{D_x}{2} \right)^\alpha \left( \frac{D_x}{2} - y \right)^\beta.
\end{align*}
\]

**Proof.** It is an immediate consequence of Propositions 4.11, 4.12 and Theorems 4.9, 4.10. \(\square\)

5. Regularity of time-frequency representations in the Cohen class with kernel in $\mathcal{S}'$

In this section we extend the results of the preceding section to the case of representations in the Cohen class based on the transformation (3.7).

**Definition 5.1.** Given a kernel $\kappa \in \mathcal{S}'(\mathbb{R}^{2N})$, we define the operator $Q[u] = \kappa * \text{Wig}[u]$, for each $u \in \mathcal{S}(\mathbb{R}^{2N})$. An operator $Q$ is called a time-frequency representation in the Cohen class with kernel $\kappa$. 
We shall consider in particular kernels $\kappa(x, y)$ whose Fourier transform $\hat{\kappa}(\xi, \eta)$ is given by

$$\hat{\kappa}(\xi, \eta) = \exp \left( -i \sum_{j=1}^{N} p_j(\xi_j, \eta_j) \right),$$

where $p_j, j = 1, \ldots, N$ are polynomials in $\mathbb{R}^2$ of any order, with coefficients in $\mathbb{R}$.

Now consider the polynomial $p_j = p_j(s, t)$, for $s, t \in \mathbb{R}$; we indicate with

$$(\partial_1 p_j)(s, t) = \frac{\partial p_j}{\partial s}(s, t), \quad (\partial_2 p_j)(s, t) = \frac{\partial p_j}{\partial t}(s, t).$$

Then, for $j = 1, \ldots, N$ we define the operators

$$R_j = R_j(D_x, D_y) = (\partial_1 p_j)(D_{x_j}, D_{y_j}),$$

$$T_j = T_j(D_x, D_y) = (\partial_2 p_j)(D_{x_j}, D_{y_j}),$$

$$R_j^* = R_j^*(D_x, D_y) = (\partial_1 p_j)(D_{x_j} + D_{y_j}, y_j - x_j),$$

$$T_j^* = T_j^*(D_x, D_y) = (\partial_2 p_j)(D_{x_j} + D_{y_j}, y_j - x_j),$$

for $x, y \in \mathbb{R}^N$. Observe that $R_j$ and $T_j$ are partial differential operators with constant coefficients in $\mathbb{R}^{2N}$, while $R_j^*$ and $T_j^*$ are partial differential operators with polynomial coefficients in $\mathbb{R}^{2N}$. We then define the corresponding vectors of operators

$$R = (R_1, \ldots, R_N), \quad T = (T_1, \ldots, T_N),$$

$$R^* = (R_1^*, \ldots, R_N^*), \quad T^* = (T_1^*, \ldots, T_N^*).$$

**Remark 5.2.** By Proposition 4.6 we have that for every $u \in S(\mathbb{R}^N)$

$$R\text{Wig}[u] = \text{Wig}[R^*u], \quad \text{and} \quad T\text{Wig}[u] = \text{Wig}[T^*u],$$

where Wig applied to a vector is intended as the vector of Wig applied to the components, so that the equalities above are intended componentwise. Then, since $R$ and $T$ are vectors of operators with constant coefficients, by the properties of the convolution we also have

$$RQ[u] = \kappa \ast R\text{Wig}[u] = \kappa \ast \text{Wig}[R^*u] = Q[R^*u],$$

and analogously

$$TQ[u] = Q[T^*u].$$

**Lemma 5.3.** Let $R$, $T$ as before, $M_f$, $M_s$ as in Definition 4.1 and $\kappa$ as in (5.1). Then

$$M_f \kappa = R \kappa \quad \text{and} \quad M_s \kappa = T \kappa.$$

**Proof.** In order to prove the equality $M_f \kappa = R \kappa$ we have to show that for every $j = 1, \ldots, N$,

$$x_j \kappa(x, y) = (\partial_1 p_j)(D_{x_j}, D_{y_j}) \kappa(x, y).$$

Applying the Fourier transform to both sides, this in turn is equivalent to

$$i \partial_{\xi_j} \hat{\kappa}(\xi, \eta) = (\partial_1 p_j)(\xi_j, \eta_j) \hat{\kappa}(\xi, \eta),$$

and this last equality trivially follows from (5.1). The other relation $M_s \kappa = T \kappa$ can be proved in the same way. \qed
Proposition 5.4. Fix $u \in S(\mathbb{R}^{2N})$, and let $\kappa$ be the kernel defined by (5.1). Then for every $\alpha \in \mathbb{N}_0^N$ the following properties hold:

(1) $D^\alpha f Q[u] = Q[(D_f + D_s)^\alpha u]$;
(2) $D^\alpha s Q[u] = Q[(M_s - M_f)^\alpha u]$;
(3) $M^\alpha r Q[u] = Q[(\frac{M_s + M_r}{2} + R^*)^\alpha u]$;
(4) $M^\alpha s Q[u] = Q[(\frac{D_r - D_s}{2} + T^*)^\alpha u]$.

Proof. In the following the integrals are intended as the action of the distribution $\kappa$ when $\kappa$ is not a function.

(1) and (2) are trivial consequences of Proposition 4.3, since $D^\alpha f Q[u] = \kappa * D^\alpha f Wig[u]$ and $D^\alpha s Q[u] = \kappa * D^\alpha s Wig[u]$.

Concerning point (3) we first observe that the vector of operators $\frac{M_s + M_r}{2} + R^*$ satisfies the commutation relations (4.1), so it satisfies (4.2); this means that it is enough to prove the relations (4.1), so it satisfies (4.2); as before it is enough to prove the thesis for $\alpha = 1$, and the general case follows by induction. For $\alpha = e_j, j = 1, \ldots, N$, we get that

$$M^\alpha r Q[u](x, \xi) = \int_{\mathbb{R}^{2N}} x_j \kappa(t, s)Wig(x - t, \xi - s) dtds$$

$$= \int_{\mathbb{R}^{2N}} (x_j - t_j) \kappa(t, s)Wig(x - t, \xi - s) dtds$$

$$+ \int_{\mathbb{R}^{2N}} t_j \kappa(t, s)Wig(x - t, \xi - s) dtds$$

$$= \kappa * (M^\alpha r Wig[u]) + (M^\alpha r \kappa) * Wig[u].$$

Now we observe that, by Lemma 5.3, $M^\alpha r \kappa = R^\alpha \kappa$, and since $R^\alpha$ is an operator with constant coefficients we have that $(M^\alpha r \kappa) * Wig[u] = \kappa * R^\alpha Wig[u]$. Then, applying Proposition 4.3 and Remark 5.2 we get

$$M^\alpha r Q[u](x, \xi) = \kappa * Wig \left[ \left( \frac{M_s + M_r}{2} \right)^{e_j} u \right] + \kappa * Wig[(R^*)^{e_j} u]$$

$$= Q \left[ \left( \frac{M_s + M_r}{2} + R^* \right)^{e_j} u \right].$$

To prove (4) we first observe that the vector of operators $\frac{D_r - D_s}{2} + T^*$ satisfies the commutation relations (4.1), so it satisfies (4.2); as before it is enough to prove the thesis for $|\alpha| = 1$, and the general case follows by induction. For $\alpha = e_j, j = 1, \ldots, N$, we get that

$$M^\alpha s Q[u](x, \xi) = \int_{\mathbb{R}^{2N}} \xi_j \kappa(t, s)Wig(x - t, \xi - s) dtds$$

$$= \int_{\mathbb{R}^{2N}} (\xi_j - s_j) \kappa(t, s)Wig(x - t, \xi - s) dtds$$

$$+ \int_{\mathbb{R}^{2N}} s_j \kappa(t, s)Wig(x - t, \xi - s) dtds$$

$$= \kappa * (M^\alpha s Wig[u]) + (M^\alpha s \kappa) * Wig[u].$$
By Lemma 5.3 we have $M_s^e \kappa = T^e \kappa$, and since $T^e$ is an operator with constant coefficients we have that $(M_s^e \kappa \ast \mathrm{Wig}[u]) = \kappa \ast T^e \mathrm{Wig}[u]$. Then, applying Proposition 3.3 and Remark 5.2 we get

$$M_s^e Q[u](x, \xi) = \kappa \ast \mathrm{Wig} \left[ \left( \frac{D_f - D_s}{2} \right)^e u \right] + \kappa \ast \mathrm{Wig}[(T^e) u]$$

$$= Q \left[ \left( \frac{D_f - D_s}{2} + T^e \right)^e u \right].$$

\[\square\]

Remark 5.5. The following relations hold:

\begin{align}
Q[M_s^e u] &= \left( M_f - \frac{D_s}{2} - R \right)^\alpha Q[u], \quad Q[M_s^e u] = \left( M_f + \frac{D_s}{2} - R \right)^\alpha Q[u], \\
Q[D_s^e u] &= \left( \frac{D_f}{2} + M_s - T \right)^\alpha Q[u], \quad Q[D_s^e u] = \left( \frac{D_f}{2} - M_s + T \right)^\alpha Q[u];
\end{align}

indeed, from Proposition 5.4 with $\alpha = e_j$, $j = 1, \ldots, N$, Remark 5.2 and the linearity of $Q$, we get

$$D_s^e Q[u] = Q[D_s^e u] + Q[D_f^e u],$$

$$M_s^e Q[u] = \frac{1}{2} Q[M_s^e u] + \frac{1}{2} Q[M_f^e u] + R^e Q[u],$$

$$M_s^e Q[u] = \frac{1}{2} Q[D_s^e u] - \frac{1}{2} Q[D_f^e u] + T^e Q[u].$$

Then, combining these last relations we easily get (5.6) and (5.7) for $\alpha = e_j$; the general case follows from the fact that the four vectors of operators $(M_f - \frac{D_s}{2} - R), (M_f + \frac{D_s}{2} - R), (\frac{D_f}{2} - M_s - T)$ and $(\frac{D_f}{2} - M_s + T)$ satisfy the commutation relations (4.1), so they satisfy (4.2).

Remark 5.6. The reason for the particular choice of $\kappa$ as in (5.1), with each polynomial depending only on a single couple of variables $(\xi_j, \eta_j)$ is related to Proposition 5.4 and Remark 5.3, since this choice ensures us that all the vectors of operators that we consider in those results satisfy the commutation relation (4.1). It would be interesting to analyze the case when $\kappa$ is chosen in such a way that $\hat{\kappa}(\xi, \eta) = \exp(-ip(\xi, \eta))$ for a generic polynomial $p$ in $\mathbb{R}^{2N}$ with real coefficients. However, in this case it looks very difficult to have good formulas corresponding to the ones of Proposition 5.4.

Proposition 5.7. Let $B(x, y, D_x, D_y)$ be a linear partial differential operator with polynomial coefficients and let the kernel $\kappa \in \mathcal{S}'(\mathbb{R}^{2N})$ be defined by (5.1). Then for each $u \in \mathcal{S}(\mathbb{R}^{2N})$, the time-frequency representation $Q[w] = \kappa \ast \mathrm{Wig}[w]$ satisfies:

\begin{equation}
B(M_f, M_s, D_f, D_s)Q[u] = Q \left[ \overline{B}(M_f, M_s, D_f, D_s)u \right],
\end{equation}

where $\overline{B}$ is the linear partial differential operator with polynomial coefficients defined by

\begin{equation}
\overline{B}(M_f, M_s, D_f, D_f) = B \left( \frac{M_s + M_f}{2} + R, \frac{D_f - D_s}{2} + T, D_f + D_s, M_s - M_f \right).
\end{equation}
Proof. The proof follows immediately from Proposition 5.4 and the linearity of $Q$. \hfill \Box

Proposition 5.8. Let $B(x, y, D_x, D_y)$ be a linear partial differential operator with polynomial coefficients and let the kernel $\kappa \in S'(\mathbb{R}^{2N})$ be defined by (5.1). Then for each $u \in S(\mathbb{R}^{2N})$, the time-frequency representation $Q[u] = \kappa \ast Wig[u]$ satisfies:

\begin{equation}
Q[B(M_f, M_s, D_f, D_s)u] = \tilde{B}(M_f, M_s, D_f, D_s)Q[u],
\end{equation}

where $\tilde{B}$ is the linear partial differential operator with polynomial coefficients defined by

\begin{equation}
\tilde{B}(M_f, M_s, D_f, D_s) = B\left(M_f - \frac{D_s}{2} - R, M_s + \frac{D_s}{2} - R, D_f + M_s - T, \frac{D_f}{2} - M_s + T\right),
\end{equation}

Proof. The proof follows immediately from Remark 5.5 and the linearity of $Q$. \hfill \Box

Now we want to study the action of $Q$ on the spaces $S^\Sigma_{11}(\mathbb{R}^{2N})$.

Theorem 5.9. Fix the kernel $\kappa \in S'(\mathbb{R}^{2N})$ as in (5.1). Then the following properties hold:

1. $Q : S'(\mathbb{R}^{2N}) \rightarrow S'(\mathbb{R}^{2N})$,
2. $Q : S(\mathbb{R}^{2N}) \rightarrow S(\mathbb{R}^{2N})$,
3. $Q : (S^\Sigma_{11})(\mathbb{R}^{2N}) \rightarrow (S^\Sigma_{11})'(\mathbb{R}^{2N})$,
4. $Q : S^\Sigma_{11}(\mathbb{R}^{2N}) \rightarrow S^\Sigma_{11}(\mathbb{R}^{2N})$,

and in all the cases $Q$ is invertible.

Proof. The proof of (1) and (2) can be found in [3], in the case $N = 1$, and the proof works in the same way in higher dimension.

(3) Fix $u \in (S^\Sigma_{11})'(\mathbb{R}^{2N})$. We observe that $\mathcal{F}(Q[u]) = \hat{\kappa} \mathcal{F}(Wig[u]) \in (S^\Sigma_{\Sigma_1})'(\mathbb{R}^{2N})$, since $\hat{\kappa}$ has a polynomial growth and $\mathcal{F}(Wig[u]) \in (S^\Sigma_{\Sigma_1})'(\mathbb{R}^{2N})$ from Proposition 3.7 and Remark 2.6 extended to ultradistributions. Applying $\mathcal{F}^{-1}$ we get that $Q[u] \in (S^\Sigma_{\Sigma_1})'(\mathbb{R}^{2N})$ as desired.

Now we prove the invertibility of $Q$. The injectivity follows from the injectivity of the Wigner-like transform. To prove the surjectivity, fix $w \in (S^\Sigma_{11})'(\mathbb{R}^{2N})$. Then $\hat{w} \in (S^\Sigma_{\Sigma_1})'(\mathbb{R}^{2N})$. Since $1/\hat{\kappa}$ has still a polynomial growth, then also $\hat{w}/\hat{\kappa} \in (S^\Sigma_{\Sigma_1})'(\mathbb{R}^{2N})$. By the surjectivity of the Fourier transform there exists $v \in (S^\Sigma_{\Sigma_1})'(\mathbb{R}^{2N})$ such that $\hat{v} = \hat{w}/\hat{\kappa}$. By the surjectivity of the Wigner-like transform, $v = Wig[u]$ for some $u \in (S^\Sigma_{\Sigma_1})'(\mathbb{R}^{2N})$ and therefore

$\hat{w} = \hat{\kappa} \hat{v} = \hat{\kappa} \mathcal{F}(Wig[u]) = \mathcal{F}(\kappa \ast Wig[u]) = \mathcal{F}(Q[u])$

and by the injectivity of the Fourier transform $w = Q[u]$, for $u \in (S^\Sigma_{\Sigma_1})'(\mathbb{R}^{2N})$.

(4) Fix $u \in S^\Sigma_{11}(\mathbb{R}^{2N})$. We have that

$Q[u] = \kappa \ast Wig[u] = \mathcal{F}^{-1}(\hat{\kappa} \mathcal{F}(Wig[u])) \in S^\Sigma_{\Sigma_1}(\mathbb{R}^{2N})$

since $\hat{\kappa}$ has a polynomial growth and $\mathcal{F}(Wig[u]) \in S^\Sigma_{\Sigma_1}(\mathbb{R}^{2N})$ for $u \in S^\Sigma_{11}(\mathbb{R}^{2N})$. The invertibility can be proved as in the previous point. \hfill \Box
Remark 5.10. By the invertibility properties of Theorem 5.9 we have that if \( u \in (S^\Sigma_\Omega)'(\mathbb{R}^{2N}) \) and \( Q[u] \in S^{\Sigma_\Omega}_\Omega(\mathbb{R}^{2N}) \), then \( u \in S^{\Sigma_\Omega}_\Omega(\mathbb{R}^{2N}) \).

Theorem 5.11. Let \( B(x, y, D_x, D_y) \) be a linear partial differential operator with polynomial coefficients, and fix the kernel \( \kappa \in S'(\mathbb{R}^{2N}) \) as in (5.1). If \( B \) is \( S^\Sigma_\Omega \)-regular then \( \overline{B} \) is \( S^\Sigma_{\Omega_1} \)-regular.

Proof. Suppose that \( B \) is \( S^\Sigma_\Omega \)-regular. Fix \( u \in (S^\Sigma_{\Omega_1})'(\mathbb{R}^{2N}) \) and suppose that \( \overline{B}u \in S^\Sigma_{\Omega_1}(\mathbb{R}^{2N}) \).

From Proposition 5.7 we know that
\[
BQ[u] = Q[\overline{B}u],
\]
hence from Theorem 5.9 we get \( Q[\overline{B}u] \in S^\Sigma_{\Omega_1}(\mathbb{R}^{2N}) \). Moreover, again by Theorem 5.9 we have \( Q[u] \in (S^\Sigma_{\Omega_1})'(\mathbb{R}^{2N}) \). Since \( B \) is \( S^\Sigma_{\Omega_1} \)-regular, we then get that \( Q[u] \in S^\Sigma_{\Omega_1}(\mathbb{R}^{2N}) \). Finally by Remark 5.10 we obtain that \( u \in S^\Sigma_{\Omega_1}(\mathbb{R}^{2N}) \), and so \( \overline{B} \) is \( S^\Sigma_{\Omega_1} \)-regular. \( \square \)

Theorem 5.12. Let \( B(x, y, D_x, D_y) \) be a linear partial differential operator with polynomial coefficients, and fix the kernel \( \kappa \in S'(\mathbb{R}^{2N}) \) as in (5.1). If \( B \) is \( S^\Sigma_\Omega \)-regular then \( \overline{B} \) is \( S^\Sigma_{\Omega_1} \)-regular.

Proof. Suppose that \( B \) is \( S^\Sigma_\Omega \)-regular. Fix \( u \in (S^\Sigma_{\Omega_1})'(\mathbb{R}^{2N}) \) and suppose that \( \overline{B}u \in S^\Sigma_{\Omega_1}(\mathbb{R}^{2N}) \).

From Proposition 5.8 we know that for each \( w \in S(\mathbb{R}^{2N}) \)
\[
Q[Bw] = \overline{B}Q[w].
\]
Consider \( w = Q^{-1}[u] \); from Theorem 5.9 we have \( w \in (S^\Sigma_{\Omega_1})'(\mathbb{R}^{2N}) \). Hence we obtain that
\[
Q[Bw] = \overline{B}u,
\]
and so \( Q[Bw] \in S^\Sigma_{\Omega_1}(\mathbb{R}^{2N}) \). By Remark 5.11 we then have that \( Bw \in S^\Sigma_{\Omega_1}(\mathbb{R}^{2N}) \). Since \( B \) is \( S^\Sigma_{\Omega_1} \)-regular we then obtain that \( w = Q^{-1}[u] \in S^\Sigma_{\Omega_1}(\mathbb{R}^{2N}) \). Applying the operator \( Q \) we get from Theorem 5.9 that \( u \in S^\Sigma_{\Omega_1}(\mathbb{R}^{2N}) \), and so \( \overline{B} \) is \( S^\Sigma_{\Omega_1} \)-regular. \( \square \)

We can give a further generalization of the last results, by taking a kernel \( \kappa_1 \) of the following form; let \( \kappa \) be defined as in (5.1), and let \( q \in \mathbb{C}[\xi, \eta] \) be a polynomial that never vanishes on \( \mathbb{R}^{2N} \). We define \( \kappa_1 \) by
\[
\kappa_1(x, y) = q(\xi, \eta)\kappa(\xi, \eta).
\]
Then \( \kappa_1(x, y) = q(D_x, D_y)\kappa(x, y) \) and, by Proposition 1.6 we have
\[
Q_1[u] = \kappa_1 \ast Wig[u] = \kappa \ast (q(D_f, D_s)Wig[u]) = \kappa \ast Wig[Au] = Q[Au],
\]
where
\[
A(M_f, M_s, D_f, D_s) = q(D_f + D_s, M_s - M_f).
\]
We can give the following result.

Theorem 5.13. Fix the kernel \( \kappa_1 \in S'(\mathbb{R}^{2N}) \) as in (5.12), where \( \kappa \) is defined by (5.1). Writing \( Q_1[u] = \kappa_1 \ast Wig[u] \), we have the following properties:

1. \( Q_1 : S'(\mathbb{R}^{2N}) \to S'(\mathbb{R}^{2N}) \),
(2) \( Q_1 : \mathcal{S}(\mathbb{R}^{2N}) \to \mathcal{S}(\mathbb{R}^{2N}) \),
(3) \( Q_1 : (\mathcal{S}_\Omega^\Sigma)'(\mathbb{R}^{2N}) \to (\mathcal{S}_\Omega^\Sigma)'(\mathbb{R}^{2N}) \),
(4) \( Q_1 : \mathcal{S}_\Omega^\Sigma(\mathbb{R}^{2N}) \to \mathcal{S}_\Omega^\Sigma(\mathbb{R}^{2N}) \),

and in all cases \( Q_1 \) is invertible. Moreover, if \( u \in (\mathcal{S}_\Omega^\Sigma)'(\mathbb{R}^{2N}) \) and \( Q_1[u] \in \mathcal{S}_\Omega^\Sigma(\mathbb{R}^{2N}) \), then \( u \in \mathcal{S}_\Omega^\Sigma(\mathbb{R}^{2N}) \).

**Proof.** The proof is analogous to that of Theorem 5.9 and Remark 5.10, since \( \hat{\kappa}_1(\xi, \eta) = q(\xi, \eta) \hat{\kappa}(\xi, \eta) \) and \( q(\xi, \eta) \) never vanishes. \(\Box\)

**Theorem 5.14.** Fix the kernel \( \kappa_1 \in \mathcal{S}'(\mathbb{R}^{2N}) \) as in (5.12), where \( \kappa \) is defined by (5.1). Writing \( Q_1[u] = \kappa_1 \ast \text{Wig}[u] \) we have that the following formula holds for \( u \in \mathcal{S}(\mathbb{R}^{2N}) \):

\[
(5.15) \quad Q_1[Bu] = \widetilde{ABQ}[u],
\]

where \( A \) is the operator (5.14), and \( \widetilde{AB} \) is obtained by \( AB \) as in (5.11). Moreover \( B \) is \( \mathcal{S}_\Omega^\Sigma \)-regular if and only if \( \widetilde{AB} \) is \( \mathcal{S}_\Omega^\Sigma \)-regular.

**Proof.** The formula (5.15) follows from (5.13) and Proposition 5.8.

Now we suppose that \( B \) is \( \mathcal{S}_\Omega^\Sigma \)-regular and we prove that \( \widetilde{AB} \) is \( \mathcal{S}_\Omega^\Sigma \)-regular. Fix \( u \in (\mathcal{S}_\Omega^\Sigma)'(\mathbb{R}^{2N}) \) and suppose that \( \widetilde{AB}u \in \mathcal{S}_\Omega^\Sigma(\mathbb{R}^{2N}) \). By Theorem 5.9 there exists \( w \in (\mathcal{S}_\Omega^\Sigma)'(\mathbb{R}^{2N}) \) such that \( Q[w] = u \). By (5.15) we have that \( Q_1[Bu] = \widetilde{ABQ}[w] = \widetilde{AB}u \) and hence \( Bu \in \mathcal{S}_\Omega^\Sigma(\mathbb{R}^{2N}) \) from Theorem 5.13. Since \( B \) is \( \mathcal{S}_\Omega^\Sigma \)-regular, then \( u \in \mathcal{S}_\Omega^\Sigma(\mathbb{R}^{2N}) \). Applying \( Q \) we get that \( u = Q[w] \in \mathcal{S}_\Omega^\Sigma(\mathbb{R}^{2N}) \), and so \( AB \) is \( \mathcal{S}_\Omega^\Sigma \)-regular.

Reciprocally, we assume that \( \widetilde{AB} \) is \( \mathcal{S}_\Omega^\Sigma \)-regular and we prove that \( B \) is \( \mathcal{S}_\Omega^\Sigma \)-regular. Fix \( u \in (\mathcal{S}_\Omega^\Sigma)'(\mathbb{R}^{2N}) \) and suppose that \( Bu \in \mathcal{S}_\Omega^\Sigma(\mathbb{R}^{2N}) \). Then \( Q_1[Bu] \in \mathcal{S}_\Omega^\Sigma(\mathbb{R}^{2N}) \) by Theorem 5.13. Using formula (5.15) we obtain that \( \widetilde{ABQ}[u] = Q_1[Bu] \in \mathcal{S}_\Omega^\Sigma(\mathbb{R}^{2N}) \). Since \( Q[u] \in (\mathcal{S}_\Omega^\Sigma)'(\mathbb{R}^{2N}) \) and \( \widetilde{AB} \) is \( \mathcal{S}_\Omega^\Sigma \)-regular we get that \( Q[u] \in \mathcal{S}_\Omega^\Sigma(\mathbb{R}^{2N}) \). By Theorem 5.13 we conclude that \( u \in \mathcal{S}_\Omega^\Sigma(\mathbb{R}^{2N}) \), and so \( B \) is \( \mathcal{S}_\Omega^\Sigma \)-regular. \(\Box\)

**Remark 5.15.** In the particular case \( q \equiv 1 \) we have that \( A \) is the identity, and so Theorem 5.14 implies that a linear partial differential operator \( B \) with polynomial coefficients is \( \mathcal{S}_\Omega^\Sigma \)-regular if and only if \( \widetilde{B} \) is \( \mathcal{S}_\Omega^\Sigma \)-regular.

We conclude with some examples of application of Propositions 5.7 and 5.8. We have already observed in Propositions 4.11 and 4.12 that the operator with polynomial coefficients

\[
P(x, y, D_x, D_y) = p(x, y),
\]

resp.

\[
Q(x, y, D_x, D_y) = q(D_x, D_y),
\]

is \( \mathcal{S}_\Omega^\Sigma \)-regular if and only if \( p(x, y) \), resp. \( q(\xi, \eta) \), never vanishes. If we consider, as particular case, a kernel of the form (5.1) where we assume that the polynomials \( p_j \) are of the form

\[
p_j(\xi_j, \eta_j) = p_{j,1}(\xi_j) + p_{j,2}(\eta_j),
\]
for every \( j = 1, \ldots, N \), then the operators \( R_j = R_j(D_{x_j}) \) and \( T_j = T_j(D_{y_j}) \) defined in (5.2) and (5.3) can be chosen as arbitrary differential operators with constant real coefficients, of any order and without any other assumption on their symbols. Moreover, we have

\[
R_j^* = R_j(D_{x_j} + D_{y_j}) \quad \text{and} \quad T_j^* = T_j(y_j - x_j),
\]

again for arbitrary \( R_j \) and \( T_j \) with real coefficients. Now let

\[
p(z, \zeta) = \sum_{|\alpha + \beta| \leq m} c_{\alpha \beta} z^{\alpha} \zeta^{\beta}, \quad c_{\alpha \beta} \in \mathbb{C}, \quad z, \zeta \in \mathbb{R}^N,
\]

be a polynomial that never vanishes. Then, as in Corollary 4.13 from Propositions 5.7 and 5.8, we obtain that the following operators are \( \mathcal{S}^\Sigma_{\Omega} \)-regular:

\[
P_1 = \sum_{|\alpha + \beta| \leq m} c_{\alpha \beta} \left( \frac{x_1 + y_1}{2} + R_1(D_{x_1} + D_{y_1}) \right)^{\alpha_1} \cdots \left( \frac{x_N + y_N}{2} + R_N(D_{x_N} + D_{y_N}) \right)^{\alpha_N} \left( \frac{D_{x_1} - D_{y_1}}{2} + T_1(y_1 - x_1) \right)^{\beta_1} \cdots \left( \frac{D_{x_N} - D_{y_N}}{2} + T_N(y_N - x_N) \right)^{\beta_N};
\]

\[
P_2 = \sum_{|\alpha + \beta| \leq m} c_{\alpha \beta} \left( x_1 - \frac{D_{y_1}}{2} - R_1(D_{x_1}) \right)^{\alpha_1} \cdots \left( x_N - \frac{D_{y_N}}{2} - R_N(D_{x_N}) \right)^{\alpha_N} \left( x_1 - \frac{D_{y_1}}{2} - R_1(D_{x_1}) \right)^{\beta_1} \cdots \left( x_N - \frac{D_{y_N}}{2} - R_N(D_{x_N}) \right)^{\beta_N};
\]

\[
P_3 = \sum_{|\alpha + \beta| \leq m} c_{\alpha \beta} \left( \frac{D_{x_1}}{2} + y_1 - T_1(D_{y_1}) \right)^{\alpha_1} \cdots \left( \frac{D_{x_N}}{2} + y_N - T_N(D_{y_N}) \right)^{\alpha_N} \left( \frac{D_{x_1}}{2} + y_1 - T_1(D_{y_1}) \right)^{\beta_1} \cdots \left( \frac{D_{x_N}}{2} + y_N - T_N(D_{y_N}) \right)^{\beta_N}.
\]

Following the same procedure as in [3] we obtain that the twisted Laplacian (1.1), as well as the operators in \( \mathbb{R}^2 \)

\[
\left( x - \frac{1}{2} D_y + Q(D_x) \right)^2 + \left( y + \frac{1}{2} D_x + R(D_y) \right)^2
\]

and

\[
(x - D_y + Q(D_x))^2 + (y + R(D_y))^2,
\]

for arbitrary differential operators \( Q(D_x) \) and \( R(D_y) \) with real constant coefficients, are \( \mathcal{S}^{\sigma_1 \oplus \sigma_2}_{\omega_1 \oplus \omega_2} \)-regular, for every weight functions \( \omega_1, \omega_2, \sigma_1, \sigma_2 \).
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