Eigenvectors under a generic perturbation: Non-perturbative results from the random matrix approach
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Abstract – We consider eigenvectors of the Hamiltonian \( H_0 \) perturbed by a generic perturbation \( V \) modelled by a random matrix from the Gaussian Unitary Ensemble (GUE). Using the supersymmetry approach we derive analytical results for the statistics of the eigenvectors, which are non-perturbative in \( V \) and valid for an arbitrary deterministic \( H_0 \). Further we generalise them to the case of a random \( H_0 \), focusing, in particular, on the Rosenzweig-Porter model. Our analytical predictions are confirmed by numerical simulations.
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Introduction. – One of the basic problems in quantum mechanics is to find the eigenvectors of the Hamiltonian \( H_0 \) perturbed by another Hamiltonian \( V \). The standard approach to this problem is given by the perturbation theory, which allows us to construct the eigenvectors of

\[
H = H_0 + V
\]

as a power series in the matrix elements of \( V \). Normally the results of the perturbation theory are valid only if these matrix elements are sufficiently small compared to a typical level spacing of \( H_0 \). In many applications, this restriction is not fulfilled and one needs to look for non-perturbative solutions, which are usually available only for exactly solvable models.

In this work we consider a generic perturbation \( V \) modelled by a \( N \times N \) random matrix from the Gaussian Unitary Ensemble (GUE) with the variance \( \langle |V_{ij}|^2 \rangle = 1/N \) [1]. The Random Matrix Theory (RMT) has proven to provide a correct quantitative description of the universal features of complex quantum systems, including important examples such as chaotic and disordered systems [2]. Since we are interested in the eigenvectors of \( H \) relative to the eigenbasis of the unperturbed Hamiltonian, we assume that the \( N \times N \) matrix \( H_0 \) is diagonal with \( (H_0)_{ii} = d_i \). In the first part of the paper we consider \( d_i \) as non-random, deterministic energy levels, whose typical level spacing is of order \( 1/N \) (see footnote 1). Applying the supersymmetry technique [3] we derive non-perturbative analytical results for the local moments of the eigenvectors \( \langle |\psi_n|^{2q} \rangle \), which hold true for arbitrary \( d_i \) in the limit \( N \to \infty \). The Hamiltonians defined by eq. (1) with \( V \) represented by a random matrix and a non-random \( H_0 \) are known as random matrix models with external source and they have various applications in network models, telecommunication, neuroscience and other areas. Their spectral properties have been studied intensively for many years [4–13], however, we are not aware of any analytical results for their eigenvectors.

The interest to the properties of eigenvectors in the random matrix models has been renewed recently due to the new questions, which arose in the context of the Anderson and many-body localisation [14,15]. In particular, a lot of attention has been given to the existence of the non-ergodic delocalised states representing an intermediate phase between the localised and the extended phases of the Anderson transition [16–24]. Although one cannot expect that toy random matrix models, such as the one considered in this work, can capture all the features of the many-body localisation, they can provide a detailed quantitative description of some of the features, which might be not accessible for more realistic models.

In this context it is natural to consider \( H_0 \) to be random, so that \( d_i \) play the role of the on-site disorder, while \( V \) has the meaning of structural disorder. These two types of disorder are common to other models such as random regular graphs and believed to be essential for the many-body localization [18]. In the second part of the paper, we assume that \( d_i \) are uncorrelated Gaussian distributed

---

1 Our results below show that this scaling makes the two matrices \( H_0 \) and \( V \) to be of the same order in \( N \).
random variables, characterised by \( \langle d_i \rangle = 0 \) and \( \langle d_i^2 \rangle = \sigma^2 \). Using our results derived in the first part as a starting point, we are able to average over \( d_i \) and thus find closed analytical formulas for the statistics of the eigenvectors. In particular, they can be applied to the Rosenzweig-Porter model [25], for which \( \sigma \) scales with \( N \) in a non-trivial way \( \sigma^2 = N^{\gamma-1} \). We find that for \( 1 < \gamma < 2 \), the eigenvectors are non-ergodic and characterised by non-trivial fractal dimensions in agreement with the recent results from ref. [18].

The model with non-random \( H_0 \). – In order to calculate the moments of the eigenvectors of \( H = H_0 + V \) we employ the supersymmetry technique [3]. We have recently used the same method for finding the statistics of the eigenvectors of the random matrix \( WHW \), where \( H \) is a GUE matrix and \( W \) is a diagonal matrix with non-random diagonal elements [26]. It turns out that for the present problem one can follow exactly the same steps of the calculations and the only difference is in the dependence of the supersymmetric action on the diagonal matrix elements of \( H_0 \). For this reason, we refer the reader to ref. [26] for the details of the calculations and the notation is used. The matrix elements of Green’s functions at the energy \( E \pm i \epsilon \) can be written as an integral over the supermatrix \( Q \) with the action

\[
S[Q] = \frac{N}{2} \text{Str} Q^2 + \sum_{i=1}^{N} \text{Str} \ln [E - d_i - Q + i\epsilon A],
\]

where \( A = \text{diag}(1, 1, -1, -1) \). In the limit \( N \to \infty \) the integral is dominated by the saddle-points which satisfy the saddle-point equation

\[
Q = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{E - d_i - Q},
\]

whose solutions can be parametrised as follows:

\[
Q_{s.p.} = t 1 - i s T^{-1} A \Lambda T,
\]

where the matrix \( T^{-1} A T \) parametrises the saddle-point manifold in the absence of \( H_0 \) [3] and \( s \neq 0 \) and \( t \) are two real parameters satisfying the simultaneous equations

\[
t = \frac{1}{N} \sum_{i=1}^{N} \frac{E - t - d_i}{(E - t - d_i)^2 + s^2},
\]

\[
1 = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{(E - t - d_i)^2 + s^2}.
\]

Using the above results the integral over \( Q \) can be calculated and various physical quantities, which can be expressed through the Green’s functions can be found. In particular, the density of states turns out to be directly related to the parameter \( s \)

\[
\rho(E) = \frac{s}{\pi}.
\]

The local moments of the eigenvectors \( I_q(n) = \langle |\psi_n|^2 q \rangle \), where \( \psi_n \) refers to the \( n \)-th component of the eigenvector \( \psi \) and \( q \) is a positive integer, are given by

\[
I_q(n) = \frac{1}{N^q} \left[ \frac{1}{(E - t - d_n)^2 + s^2} \right]^q \Gamma(q + 1),
\]

where \( \Gamma(z) \) is the gamma function. It is easy to check that by setting all \( d_i = 0 \) we recover the GUE results. Indeed, in this case the system (5) can be easily solved giving \( s = \sqrt{1 - (E/2)^2} \) and \( t = E/2 \). Substituting this solution into eq. (6) and eq. (7) yields

\[
\rho^{\text{GUE}}(E) = \frac{1}{\pi} \sqrt{1 - (E/2)^2}, \quad I_q^{\text{GUE}}(n) = \frac{\Gamma(q + 1)}{N^q},
\]

which are the well-known results for the GUE matrices [1].

For \( H_0 \neq 0 \), eq. (7) implies that \( I_q(n) \) depends explicitly only on the corresponding matrix element \( d_n \) in a very simple way. At the same time, there is also an implicit dependence on all \( d_i \) through the global parameters \( s \) and \( t \) demonstrating that the result is non-perturbative.

The fact that \( I_q(n) \propto N^{-q} \) have the same scaling with \( N \) as the GUE result means that the eigenvectors, which are completely localised in the absence of the perturbation, become fully extended for any values of \( d_i \), i.e., for an arbitrary strength of the perturbation. Another manifestation of the same phenomenon is the fact that the perturbation mixes all the levels of \( H_0 \), as it follows form the expression for \( \rho(E) \). At the same time, the ratio \( I_q/I_q^{\text{GUE}} \) can be arbitrary large implying that the eigenvectors of \( H \) can be very different from the GUE eigenvectors. We return to this point in the next section.

Another way to interpret the result (7) is to consider \( H_0 \) as a perturbation of \( V \). Then the scaling with \( N \) of \( I_q(n) \) demonstrates that the eigenvectors remain extended at arbitrary perturbation, although the density of states can be drastically changed. Such robustness of the eigenvectors is similar to the universality of the two-point spectral correlation function studied previously for this model [5,6,9].

We test our analytical result (7) by the numerical simulations for the specific choice of \( d_i = -1 + \frac{1}{\sqrt{N}} (i - 1) \). Using the direct diagonalisation the moments were calculated for the eigenvectors, whose eigenvalues are close to \( E = 0 \). Figure 1 shows that the numerical results for \( q = 2 \) and \( q = 3 \) are in excellent agreement with the analytical predictions.

The model with random \( H_0 \). – Now we consider the case, where \( H_0 \) is random: we assume that \( d_i \) are independent Gaussian variables with \( \langle d_i \rangle = 0 \) and \( \langle d_i^2 \rangle = \sigma^2 \). The parameter \( \sigma \) controls the strength of the perturbation: the perturbation is weak (strong) at \( \sigma \gg 1 \) (\( \sigma \ll 1 \)). It turns out that the result of the previous section for non-random \( H_0 \) can be used as a convenient starting point for calculations in this case. Indeed, if \( d_i \) are random, then \( t \) and \( s \) become also random variables, which still can be determined by solving the system of the equations (5) for each
realisation of $d_i$. The structure of eqs. (5) suggests that $t$ and $s$ are self-averaging quantities, i.e., their deviations from their mean values vanish as $N \to \infty$. This assumption is confirmed by our numerical simulations. Therefore when we average (5) over the Gaussian distribution of $d_i$, we can replace $t$ and $s$ by their mean values:

$$\langle t \rangle = \left\langle \frac{E - \langle t \rangle - d}{(E - \langle t \rangle - d)^2 + \langle s \rangle^2} \right\rangle_d,$$

$$1 = \left\langle \frac{1}{(E - \langle t \rangle - d)^2 + \langle s \rangle^2} \right\rangle_d,$$

where we write $d$ instead of $d_i$, as all $d_i$ have the same probability distribution function. Using the Fourier transform of the Gaussian distribution function of $d$, we perform the averaging explicitly and obtain the following result:

$$\langle t \rangle = -i \sqrt{\frac{\pi}{8 \sigma}} e^{-\frac{(E - \langle t \rangle - i \langle s \rangle)^2}{2 \sigma^2}} F_+ \left( \frac{E - \langle t \rangle}{\sqrt{2} \sigma}, \frac{\langle s \rangle}{\sqrt{2} \sigma} \right),$$

$$1 = \sqrt{\frac{\pi}{8 \sigma}} e^{-\frac{(E - \langle t \rangle - i \langle s \rangle)^2}{2 \sigma^2}} F_- \left( \frac{E - \langle t \rangle}{\sqrt{2} \sigma}, \frac{\langle s \rangle}{\sqrt{2} \sigma} \right),$$

where erf(z) is the error function. Solving numerically this system of two equations one can find $\langle s \rangle$ and $\langle t \rangle$ and hence the density of states for any values of $E$ and $\sigma$:

$$\tilde{\rho}(E) = \frac{\langle s \rangle}{\pi},$$

where the different notation for the density of states is used in order to distinguish between the results of this section and the previous one.

In order to derive the expression for the moments we need to average eq. (7) over $d_i$ and replace $s$ and $t$ by their mean values. This can be done by differentiating $q - 1$ times eq. (10) and using the second equation of eqs. (11):

$$\hat{I}_q \equiv \sum_n I_q(n) = \frac{q}{N^{q-1}} \left[ -\frac{1}{2y} \frac{d}{dy} \right]^{q-1} G(y),$$

$$G(y) = \sqrt{\frac{\pi}{8 \sigma y}} e^{-\frac{(E - \langle t \rangle - i \langle s \rangle)^2}{2 \sigma^2}} F_+ \left( \frac{E - \langle t \rangle}{\sqrt{2} \sigma}, \frac{y}{\sqrt{2} \sigma} \right).$$

The derivatives can be evaluated explicitly for any positive integer $q$, however, the resulting expressions become quite cumbersome. The simplest one for $q = 2$ reads:

$$\hat{I}_2 = \frac{1}{N \langle s \rangle^2} \left[ 1 + \frac{1}{\sigma^2} + H(z) \right]_{z = \frac{E - \langle t \rangle - i \langle s \rangle}{\sigma}},$$

$$H(z) = i \sqrt{2} \frac{\langle s \rangle}{\sigma} z^* - i \frac{\pi}{2} \frac{E - \langle t \rangle}{\sigma^2} e^{-z^2} (1 - \text{erf}(iz)).$$

Let us analyse the above results in the two opposite limits $\sigma \to 0$ and $\sigma \to \infty$. In the limit $\sigma \to 0$, eqs. (11) can be simplified using the asymptotic expansion of erf(z) at $z \to \infty$:

$$\langle t \rangle \approx \frac{E - \langle t \rangle}{\langle s \rangle^2 + \langle s \rangle^2},$$

$$1 \approx (E - \langle t \rangle)^2 + \langle s \rangle^2.\quad (15)$$

Solving them we obtain

$$\langle t \rangle \approx \frac{E}{2}, \quad \langle s \rangle \approx \sqrt{1 - \frac{E^2}{4}}, \quad \tilde{\rho}(E) \approx \frac{1}{\pi \sqrt{2 \pi}} e^{-\frac{E^2}{2 \pi}}.\quad (16)$$

Thus, the density of states is given by the Wigner semi-circle, which is expected in the limit $H_0 \to 0$.

Now consider the opposite case $\sigma \to \infty$. Using the fact that $\langle s \rangle / \sigma$ is a small parameter, we can simplify eqs. (11) and find the approximate solution:

$$\langle t \rangle \approx \sqrt{\frac{\pi}{2 \sigma}} e^{-\frac{\pi}{2 \sigma^2}} \text{erf} \left( \frac{i E}{\sqrt{2} \sigma} \right),$$

$$\tilde{\rho}(E) \approx \frac{\langle s \rangle}{\pi} \approx \frac{1}{\sqrt{2 \pi \sigma}} e^{-\frac{E^2}{2 \sigma}}.\quad (17)$$

The density of states is Gaussian and determined solely by $H_0$, which is natural to expect in the limit $\sigma \to \infty$.

For general $\sigma$ the density of states interpolates between these two limiting cases. In fig. 2 we can see the transition from Wigner’s semi-circle law to the Gaussian distribution as we increase the value of $\sigma$. The numerical simulations confirm that the expression for $\tilde{\rho}(E)$ given by eqs. (11), (12) is valid for any value of $\sigma$.

Our formula for $\hat{I}_q$ can be also examined in the two limiting cases. For simplicity, we focus on $I_2$ given by eq. (14). In the limit $\sigma \to 0$, using the asymptotic expansion of erf(z) at $z \to \infty$, we recover the GUE result $I_2 \approx I_G^{\text{GUE}} = 1/N$, as expected. This result can be generalised to all values of $q$: $\hat{I}_q \approx I_q^{\text{GUE}}$, as $\sigma \to 0$.

In the opposite limit $\sigma \to \infty$, we obtain

$$\hat{I}_2 \approx \frac{2 a^2}{\pi N},$$

which is a less trivial outcome. Indeed, based on the result for the density of states, one could expect that $V$ becomes irrelevant in the limit $\sigma \to \infty$. This would imply that the moments are determined by the completely
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Fig. 2: (Colour online) The histograms for the density of states, for $\sigma = 0.4, 1, 10$, calculated for $N = 3000$ over 3000 realisations, are compared with the analytical predictions, calculated from eqs. (11), (12), represented by the solid lines.

Fig. 3: $\hat{I}_2$ calculated for the three different values of $\sigma = 0.4, 1, 10$ and for $N = 500$ to $N = 3000$. The symbols represent the numerical results and the solid lines represent eq. (14).

The Rosenzweig-Porter model. – The results of the previous section show that the eigenvectors of $H$ are always extended even at arbitrary large, but fixed $\sigma$. In order to make the appearance of non-extended states possible, one can allow for $\sigma$ to be $N$-dependent. More specifically we consider the Rosenzweig-Porter model, in which $\sigma^2 = N^{\gamma - 1}$. The spectral properties of this model were studied intensively in the past [27–30] and it was found that the two-point spectral correlation function undergoes a transition from the Wigner-Dyson to the Poisson form at $\gamma = 2$. Motivated by new developments in the many-body localisation, the statistical properties of the eigenvectors have been investigated in a recent paper by Kravtsov et al. [18]. One of the results of their work was the existence of a new phase transition at $\gamma = 1$ separating the ergodic ($\gamma < 1$) and non-ergodic ($1 < \gamma < 2$) states.

The ergodic states are similar to the GUE extended states and their moments have the $N^{-q}$ scaling with the system size. In contrast, the moments of the non-ergodic states are characterised by non-trivial fractal dimensions $D_q$:

$$\hat{I}_q \propto N^{-D_q(q-1)},$$

so that they have properties of the multi-fractal critical states typical for the Anderson transition [31]. At the same time, the two-point correlation function of the corresponding eigenvalues are given by the Wigner-Dyson result, which is a signature of the delocalised eigenvectors.

It turns out that the general formula for the moments of the eigenvectors derived in the previous section can be directly applied to the eigenvectors of the Rosenzweig-Porter model for $\gamma < 2$. If $\gamma < 1$, then $\sigma \to 0$ as $N \to \infty$, and then $\hat{I}_q \approx \hat{I}_{GUE}^q$, as was discussed above.

For $1 < \gamma < 2$, substituting $\sigma = N^{\gamma - 1}$ into eq. (14) and keeping only the leading in $N$ term we obtain

$$\hat{I}_2 \approx \frac{2}{\pi} N^{\gamma - 2},$$

which implies that $D_2 = 2 - \gamma$ in agreement with the result of ref. [18], which was derived using the perturbation theory supplemented by some heuristic arguments. Our result gives the prediction not only for the exponent of the power law, but also for the constant factor.
We can notice that the leading contributions to \( \tilde{I}_q \) come from the derivatives of the \( 1/y \) term in (13), therefore we can easily generalise the above result to other values of \( q \):

\[
\tilde{I}_q \approx \frac{q(2q - 3)!}{\pi^{q-1}} N^{(\gamma-2)(q-1)},
\]

(21)

confirming again the formula for \( D_q = 2 - \gamma \) for \( q > 1/2 \) from ref. [18].

For \( \gamma > 2 \), eq. (21) gives divergent moments signalling that our approach breaks down. In this case, \( V \) becomes a small perturbation compared to \( H_0 \) and hence the moments can be computed perturbatively using a different approach [18,32].

In fig. 4 we compare the results of the numerical simulations with eq. (13) for \( \sigma = N^{-2/3} \) and \( q = 2,3 \). We used the scaled Hamiltonian \( H/\sigma \) in the numerical calculations, because it has the same eigenvectors as \( H \), but its eigenvalues remain bounded in the limit \( N \to \infty \). The agreement between the numerical results and the analytical predictions is very good in both cases.

Conclusions. – We studied the eigenvectors of the diagonal \( N \times N \) matrix \( H_0 \) perturbed by a GUE matrix \( V \). We consider three different cases: i) \( H_0 \) is deterministic, ii) \( (H_0)_{ij} \) are Gaussian distributed with a constant variance \( \sigma^2 \), iii) \( (H_0)_{ij} \) are Gaussian distributed with the variance \( \sigma^2 = N^{\gamma-1} \). Employing the supersymmetry method we derived non-perturbative analytical results for the density of states and the moments of the eigenvectors, which are valid in the limit \( N \to \infty \).

In the first two cases, we found that the initially localised eigenvectors become delocalised at arbitrary weak perturbation. At the same time, the degree of their ergodicity can be parametrically smaller compared to the completely delocalised GUE eigenvectors. In the third case, the eigenvectors can be completely extended, localised or critical depending on the parameter \( \gamma \). In particular, for \( 1 < \gamma < 2 \), we found that the eigenvectors are non-ergodic and characterised by non-trivial fractal dimensions, in agreement with the recent results. After the completion of this work, we became aware of ref. [33] and ref. [34], in which the Green’s functions and the eigenvectors of the Rosenzweig-Porter model are investigated by different methods.
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