Self-induced cooling of optically bound pairs of atoms
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The light scattered by cold atoms induces mutual optical forces between them, which can result in bound states. We show the existence of a velocity-dependent force which damps or amplifies the stretching vibrational mode of the two-atom “molecule”, resulting in an increase or decrease of its internal energy. This velocity-dependent force acts on time scales much longer than the mode period, determining the stability of the bound state. Rotating molecules present an additional friction term, which could be used to compensate other heating effects such as the atomic recoil associated with spontaneous emission.

I. INTRODUCTION

The advent of the laser and the subsequent cooling techniques applied to atomic samples have been a fundamental tool to lower their temperature by many orders of magnitudes [1]. Eventually, temperatures can be reached where the Doppler effect has a negligible role, and coherences between the atoms can be preserved over the size of the sample. The Bose-Einstein condensation was a major step in this direction [2], which gave access to several new phases of matter, both for disordered systems and ordered systems (such as the Mott insulating phase when ultracold atoms are trapped into optical lattices [3]). Apart from sympathetic cooling [4], cooling techniques do not involve interactions between the atoms, but rather between the laser photons and independent atoms. The atoms are thus cooled independently, and the atomic sample is spatially confined by a quasi-harmonic potential.

Yet light-induced interactions between the atoms can be a powerful tool to create ordered systems [5]. A paradigmatic example of cooperation in cold atoms is the collective atomic recoil lasing [6] observed when a cold or ultracold atomic gas in an optical cavity is illuminated by an intense far-off-resonance laser beam, causing a self-induced density grating in the atomic sample. More generally, the optical dipole force on the atoms in a high-finesse optical cavity, together with the back-action of atomic motion onto the light field, gives rise to nonlinear collective dynamics and self-organization [6]. All these schemes with atoms in optical resonators rely on the creation of an optical lattices generated by the atoms.

In a similar fashion, it has recently been proposed to optically bind pairs of atoms confined in two dimensions by a stationary wave, where each atom remains at a multiple of the optical wavelength from the other [9]. This effect stems from the generation of a non–trivial potential landscape due to the interference between the trapping beams and the wave radiated by each atom (see Fig. 1). As for atoms trapped in a one-dimensional optical lattice, the distance between the atoms is a multiple of the optical wavelength, as is well-known from optical binding with dielectrics [10,11].

Nevertheless, differently from the optical binding of dielectrics which are immersed in a fluid to confine them [12–17], cold atoms are manipulated at ultralow pressure, so the surrounding medium can be considered to be vacuum. An important consequence pointed out in Ref. [9] is that since each atom exerts a central force on the other, the angular momentum is preserved, instead of being damped by viscous forces as for dielectrics in fluids [18]. Yet, despite the apparent simplicity of the problem – a two-dimensional two-body dynamics where both total momentum and total angular momentum are conserved – an additional effect of cooling or heating was reported, on time scales much longer than that needed for the two atoms to oscillate.

In this work, we investigate the coupling between the dipole dynamics and the center of mass dynamics to elucidate the slow change in temperature of the system. The dipole evolves on a time scale typically much shorter than the period of oscillation of the atoms center of mass in the optical potential, so a multiple scale analysis can be performed to identify the impact of one on the other. This allows us to characterize in detail the rate of change in energy of the bound state, and predict its long-term stability. We thus confirm that the light detuned positively from the atomic transition mainly results in only metastable (heating) bound states, whereas a positive detuning rather results in stable (cooling) bound states. In particular, the presence of angular momentum is shown to be associated to a more efficient cooling, like a viscous term in the radial direction which drives back the system close to the equilibrium point. This effect may be particularly important to counter detrimental effects such as atomic recoil or other heating mechanisms.
of Eqs. (1) and (2) can be cast in the relative coordinate frame $b = (\beta_1 - \beta_2)/2$, $\beta = (\beta_1 + \beta_2)/2$ and $q = k(r_1 - r_2)$. In polar coordinates $q = q(\cos \theta, \sin \theta)$ (where $q = kr$), one obtains

\begin{equation}
\dot{b} = -\frac{1}{2} \sin q - i \left( 2\delta - \frac{\cos q}{q} \right) b, \quad (3a)
\end{equation}

\begin{equation}
\dot{\beta} = -\left[ 1 + \sin q - i \left( 2\delta + \frac{\cos q}{q} \right) \right] \beta - \frac{\Omega}{\Gamma}, \quad (3b)
\end{equation}

\begin{equation}
\ddot{q} = \frac{4\omega_r}{\Gamma} \left[ \frac{4\Omega^2 \ell^2}{q^2} - \left( \frac{\sin q}{q} + \frac{\cos q}{q^2} \right) (|\beta|^2 - |b|^2) \right]. \quad (3c)
\end{equation}

where time has been renormalized by the atomic dipole lifetime $1/\Gamma$. Here $\ell = \sqrt{\omega_r \Gamma (L/\hbar \Omega)}$, where $L = (m/2)r^2\dot{\theta}$ is the total angular momentum, $\omega_r = \hbar k^2/2m$ is the recoil frequency and $\delta = \Delta/\Gamma$ the normalized detuning. Eq. (3d) describes the conservation of the angular momentum: Including stochastic effects such as random momentum kicks due to spontaneous emission would break this conservation law.

Eq. (3a) shows that $b$ decays to zero on the dipole timescale, so the two atomic dipoles become synchronized: $\beta_1 = \beta_2 = \beta$. After this short transient, the equations of motion reduce to:

\begin{equation}
\dot{\beta} = \left[ 1 + \sin q - i \left( 2\delta + \frac{\cos q}{q} \right) \right] \beta - \frac{\Omega}{\Gamma}, \quad (4a)
\end{equation}

\begin{equation}
\ddot{q} = \frac{4\omega_r}{\Gamma} \left[ \frac{4\Omega^2 \ell^2}{q^2} - \left( \frac{\sin q}{q} + \frac{\cos q}{q^2} \right) |\beta|^2 \right]. \quad (4b)
\end{equation}

In order to capture the features of the short-time dynamics, we first perform the adiabatic elimination of the dipole dynamics assuming that it is synchronized with the local field. The value of $\beta$ is obtained from Eq. (4a) assuming that $\beta = 0$ at any time; then, inserting this value in Eq. (4b) leads to:

\begin{equation}
\ddot{q} = \epsilon^2 \left[ \frac{\ell^2}{q^2} - w(q) \right], \quad (5)
\end{equation}

where we have introduced the “small” parameter

\begin{equation}
\epsilon = \frac{4\Omega}{\Gamma} \sqrt{\frac{\omega_r}{\Gamma}}, \quad (6)
\end{equation}

and the function:

\begin{equation}
w(q) = \frac{\sin q/q + \cos q/q^2}{(1 + \sin q/q)^2 + (2\delta + \cos q/q)^2}.
\end{equation}

Thus, in the adiabatic approximation, the dynamics of $q$ can be derived from a potential $V(q)$ given by:

\begin{equation}
V(q) = \epsilon^2 \int_0^{+\infty} \left( \frac{\ell^2}{q^2} - w(q) \right) dq. \quad (7)
\end{equation}

The potential landscape as a function of the angular momentum is presented in Fig. 2 where a succession of minima can be observed. For large distances $q$ between the
two atoms, the potential wells become increasingly shallow as the potential decreases as $-(\cos q)/q$ [10]. Furthermore, the centrifugal force opposes to the presence of low-$q$ potential minima, as can be observed for large values of the angular momentum $\ell$. The extrema $q_n$ of this potential are given by the equation:

$$q_n^3 w(q_n) = \ell^2.$$  (8)

so for small angular momentum $\ell$, the stable and unstable points are found at, respectively:

$$q_n^s \approx 2\pi n - \frac{1}{2\pi n} + \frac{\ell^2(1 + 4\delta^2)}{(2\pi n)^2},$$  (9a)

$$q_n^u \approx \pi(2n + 1) - \frac{1}{\pi(2n + 1)} + \frac{\ell^2(1 + 4\delta^2)}{\pi^2(2n + 1)^2}.$$  (9b)

The potential $V$ around these points can be approximated by

$$V(q) \approx \epsilon^2 \left[ \frac{\ell^2}{2q^2} - \frac{1}{1 + 4\delta^2} \frac{\cos q}{q} \right].$$  (10)

In particular, the potential barrier that a pair of atoms close to the point $q_n^u$ has to overcome is

$$U_n = V(q_n^u) - V(q_n^s) \approx \frac{\epsilon^2}{2\pi n(2n + 1)} \left[ \frac{1}{1 + 4\delta^2} - \frac{\ell^2}{4n(2n + 1)} \right],$$  (11)

which defines an admissible kinetic energy for the two particles, along the radial direction, to remain bound together. Hence, if the pair of atoms has initially a difference of radial velocities $\delta v$, it will form a bound state provided $m(\delta v/2)^2 < U_n$, or a free particles state otherwise. The system is insensitive to a velocity of the system center of mass, and difference of normal velocities correspond to the angular momentum $\ell$. Due to the integrable nature of Eq. (5), the bound state undergoes everlasting, with an amplitude which does not vary over time.

This long–term stability is in contrast to the results reported in Ref. [9], where either a slow cooling and heating of the bound system was observed by numerical integration of Eqs. (4). To explain these results, we show in the next section that the finite time needed for the dipole to equilibrate with the local field is responsible for introducing a dissipative force in Eq. (5).

### III. MULTISCALE ANALYSIS

In general, there is a clear separation of the time scales of dipole and of the bound state vibrational mode. For example, for the Rubidium atoms probed on a MHz transition with a low pump ($\Omega \ll \Gamma$) an oscillation of the bound state spans over hundreds of dipole lifetimes [9]. More generally, one can observe from Eq.(10) that if $\epsilon \ll 1$ and $\ell \epsilon \ll 1$, the vibrational mode will have a period much longer than the dipole relaxation time $1/\Gamma$.

This difference in time scales allows us to treat the finite time for the dipole equilibration as a correction to the adiabatic equation [10]. Let us introduce $g(t) = \exp[iq(t)/[iq(t)]]$ the kernel which appears in the dipole dynamics Eq.(4a), and which varies slowly as compared to the dipole lifetime. As derived in Appendix A, the first correction to the adiabatic approximation reads:

$$\beta(t) \approx -\frac{2i\Omega/\Gamma}{1 - 2i\delta + g(t)} - \frac{4i\Omega}{\Gamma^3} \left[ \frac{\dot{g}(t)}{1 - 2i\delta + g(t)} \right].$$  (12)

where the first right-hand term corresponds to the adiabatic contribution, for which $\beta(t)$ follows instantaneously the evolution of $g(t)$. The second one describes, at first order, the delay in the dipole response to the atomic motion, and is proportional to $\dot{q}$. Inserting the above equation into (14b) and keeping only the linear term in $\dot{q}$ leads to a non-conservative equation for the atoms motion:

$$\ddot{q} = -\frac{dV}{dq} - \epsilon^2 \lambda(q) \dot{q},$$  (13)

where $\lambda(q)$ is a “friction” coefficient which takes positive and negative value as $q$ oscillates:

$$\lambda(q) = -\frac{4w(q)}{(1 + \sin q)^2 + (2\delta + \cos q)^2} \left[ \frac{\cos q}{q^2} - \frac{\sin q}{q} \right].$$  (14)
From Eqs. [1] and [13] it becomes clear that $\dot{q}$ scales as $\epsilon$, so the deviation from the adiabatic dynamics of Eq. [15] occurs on a timescale $1/\epsilon$ longer than the oscillations of the bound state. The long-term consequences of the non-conservative term $\lambda(q)$ will depend on its average value over an oscillation, as we now show through a multiscale analysis.

The separation of the two timescales is realized introducing the time variables $u = et$, associated to the oscillation of the bound state, and $v = e^2 t$, over which the dynamics drifts from its adiabatic approximation. The distance $q(u,v)$ is now considered to depend independently on those two, with the chain rule:

$$\frac{d}{dt} = \epsilon \frac{\partial}{\partial u} + e^2 \frac{\partial}{\partial v}. \quad (15)$$

Applying the above rule to Eq. [13] leads to the multiscale equation:

$$\frac{\partial^2 q}{\partial u^2} - \frac{\ell^2}{q^3} + w(q) = -2\epsilon \frac{\partial^2 q}{\partial u \partial v} - \epsilon \lambda(q) \frac{\partial q}{\partial u}$$

$$- e^2 \frac{\partial^2 q}{\partial v^2} - e^2 \lambda(q) \frac{\partial q}{\partial v}. \quad (16)$$

The separation of the time scales is operated by considering the perturbation expansion $q = \sum_{n=0}^{\infty} \epsilon^n q(n)$ which results, at the zero order in $\epsilon$, in:

$$\frac{\partial^2 q(0)}{\partial u^2} = \frac{\ell^2}{q(0)^3} - w(q(0)). \quad (17)$$

It describes the adiabatic dynamics of $q(0)$, i.e., it is formally equivalent to Eq. [5]. It can be associated to the potential energy $V_1 = V(q(0))/\epsilon^2$ from Eq. [4], so that it admits the following energy as an integral of motion:

$$E(v) = \frac{1}{2} \left( \frac{\partial q(0)}{\partial u} \right)^2 + V_1(q(0)). \quad (18)$$

This energy of the bound state varies only over the slow time scale $v$, and this drift is captured by the next order equation resulting from Eq. [16], which contains the non-conservative contribution:

$$\frac{\partial^2 q(1)}{\partial u^2} + \left[ \frac{3\ell^2}{q^4(0)} + w'(q(0)) \right] q(1) = -2\epsilon \frac{\partial^2 q(0)}{\partial u \partial v} - \lambda(q(0)) \frac{\partial q(0)}{\partial u}. \quad (19)$$

In order to prevent the secular growth in $q(1)$, its right-hand term must vanish, a condition which reads:

$$\left[ \frac{\partial}{\partial v} + \lambda(q(0)) \right] \frac{\partial q(0)}{\partial u} = 0. \quad (19)$$

For a bound state, the energy definition [18] provides the expression:

$$\frac{\partial q(0)}{\partial u} = \pm \sqrt{2[E(v) - V_1(q(0))],} \quad (20)$$

which in turn leads to equation for the evolution of the energy $E(v)$:

$$\frac{dE}{dv} = -\lambda(q(1))[E(v) - V_1(q(0))] + \frac{dV_1}{dq(0)} \frac{\partial q(0)}{\partial v}. \quad (21)$$

The slow evolution of the bound state energy is captured by integrating Eq. [21] over a period $T$ of its oscillation:

$$T = 2 \int_{q_-}^{q_+} \frac{dq}{\sqrt{2[E(v) - V_1(q)]}}, \quad (22)$$

where $q_\pm$ correspond to the extrema of the position, at which $\partial q(0)/\partial u = 0$. These extrema slowly change over time, so they are actually functions of $v$. The averaging of Eq. [21] is realized dropping its last term as it cancels over an oscillation cycle, so one obtains

$$\frac{dE}{dv} = -\frac{1}{T} \int_{q_-}^{q_+} \lambda(q) \sqrt{2[E(v) - V_1(q)]} dq. \quad (23)$$

This equation describes the long-term evolution of the bound state energy, and predicts whether it is truly stable or only metastable.

The exact evolution of $E(v)$ requires a numerical integration, nonetheless its behavior close to the equilibrium point $q_n^s$, given by Eq. [6], can be captured by approximating the system as an harmonic oscillator. Introducing $q_n = q - q_n^s$ the relative oscillation, $\omega_n = \sqrt{V''(q_n^s)}$ its angular frequency and $E_n = E - V_1(q_n^s)$ the energy relative to the equilibrium point, one can write:

$$E(v) \approx V_1(q_n) + \tilde{E}_n(v) - \omega_n^2 q_n^2 \quad \text{and} \quad T = 2\pi/\omega_n. \quad (24a)$$

$$\lambda(q) \approx \lambda(q_n^s) + \lambda'(q_n^s) \tilde{q}_n + \lambda''(q_n^s) \tilde{q}_n^2 \quad \text{and} \quad \tilde{q}_n = q_n^s \pm \sqrt{2\tilde{E}_n(v)} / \omega_n \quad \text{(24b)}$$

$$q_\pm = q_n^s \pm \sqrt{2\tilde{E}_n(v)} / \omega_n \quad \text{(24c)}$$

and $T = 2\pi/\omega_n$. Inserting these equations into Eq. [23], one finds that the linear contribution $\lambda(q_n^s)$ of the friction term does not contribute due to the symmetry of the integral, and the remaining terms integrate as:

$$\frac{d\tilde{E}_n}{dv} = -\alpha_n \tilde{E}_n - \beta_n \tilde{E}_n^2 \quad \text{(25a)}$$

$$\alpha_n = \lambda(q_n^s) \quad \text{(25b)}$$

$$\beta_n = \frac{\lambda''(q_n^s)}{8\omega_n^2} \quad \text{(25c)}$$

The energy $\tilde{E}_n$ is associated to the oscillations of the pair of atoms in the potential well. Due to the conservation of the angular momentum, it is naturally associated to a variation of the angular velocity as well, but it can essentially be understood as energy in the vibrational mode of the cold molecule, which can either increase (heating) or decrease (cooling) in time. Eq. [25a] describes this slow drift, over a time scale $1/\epsilon$ longer than the oscillations of the bound state, and the next section is dedicated to the different relaxation regimes.
IV. STABILITY OF THE BOUND STATES

A. Stability regions

Let us first discuss the case of a bound state without angular momentum ($\ell = 0$), where the two atoms oscillate along a given direction. The equilibrium condition (8) shows that $w(q^s_n) = 0$, so the friction term (14) has no zero order contribution ($\lambda(q^s_n) = 0$) and only the quadratic term in the relaxation equation (25a) is present. Calling $E_i = E_n(0) > 0$ the initial energy relative to the equilibrium point $q^s_n$, and assuming that $E_i < U_n$ given by Eq. (11), the bound state energy will drift as

$$\dot{E}_n(v) = \frac{E_i}{1 + \beta_n E_i v}.$$  

(26)

Thus for $\beta_n > 0$ the bound state will approach the equilibrium point at an algebraic speed, and the system is in a cooling regime. The time for the energy to decrease to one half of its initial value is:

$$\tau_n^{(1/2)} = \frac{1}{e^{2|\beta_n|} E_i}.$$  

(27)

This behavior is illustrated in Fig. 3(a), where the distance between a pair of atoms in the cooling regime is shown to slowly decrease over time.

On the contrary, for $\beta_n < 0$ the atomic system is heating, and the bounded pair of atoms break up as its energy reaches the potential barrier $U_n$, provided by Eq. (11). The time for the pair of atoms to reach the escape energy is given by

$$\tau_n^{(esc)} = \frac{1}{e^{2|\beta_n|} E_i} \left( \frac{1}{E_i} - \frac{1}{U_n} \right).$$  

(28)

As depicted in Fig. 3(b), the atoms present larger and larger oscillations, until they separate and have quasi-ballistic trajectories. Finally, for $\beta_n = 0$, the analysis of higher-order contributions in the friction term is necessary to determine the stability of the bound state.

In presence of angular momentum ($\ell > 0$) the friction term has in general a constant contribution around the equilibrium ($\lambda(q^s_n) \neq 0$), in which case the evolution of the bound state energy reads

$$\dot{E}(v) = \frac{\alpha_n E_i e^{-\alpha_n v}}{\alpha_n + \beta_n E_i (1 - e^{-\alpha_n v})}.$$  

(29)

Thus if $\alpha_n > 0$ and $\alpha_n + \beta_n E_i > 0$, after a transient the energy $\dot{E}(v)$ decays exponentially fast to zero, at rate $\alpha_n$. The final bound state thus has angular momentum, but no motion in the vibrational mode, see Fig. 3(c). More generally, the half-life decay time of the energy is

$$\tau_n^{(1/2)} = \frac{1}{\epsilon^{2|\alpha_n|} \ln \left[ \frac{2\alpha_n + \beta_n E_i}{\alpha_n + \beta_n E_i} \right]}. $$  

(30)

Whereas if $\alpha_n < 0$ and $\beta_n > 0$, the system decreases exponentially fast, at rate $|\alpha_n|$ toward a bound state that possesses both angular momentum and energy in the vibrational mode: $\dot{E}(\infty) = |\alpha_n|/|\beta_n|$. This regime sustains everlasting oscillations.

The other case, with $\alpha_n > 0$ and $\beta_n < 0$ such that $\alpha_n < |\beta_n| E_i$, corresponds to a bound states which is only metastable, the lifetime of which is given by

$$\tau_n^{(esc)} = \frac{1}{\epsilon^{2|\alpha_n|} \ln \left[ \frac{|\beta_n| - \alpha_n/U_n}{|\beta_n| - \alpha_n/E_i} \right]}.$$  

(31)

Let us now provide an approximated expression of these stability parameters, by doing an expansion around the equilibrium points (29):

$$\omega_n^2 \approx \frac{1}{2\pi n(1 + 4\delta^2)},$$  

(32a)

$$\alpha_n \approx \frac{\ell^2}{8(\pi n)^4(1 + 4\delta^2)} \left[ 1 - \frac{2\ell^2(\delta + 1/4n)}{(\pi n)^2} \right],$$  

(32b)

$$\beta_n \approx -\frac{2}{\pi n(1 + 4\delta^2)^2} \left[ \delta + \frac{1 + \delta^2}{\pi n} \right].$$  

(32c)

Let us first discuss the case without angular momentum, where only the $\beta_n$ coefficient is relevant (see Eq. 29). In this case, under the condition

$$-\sqrt{\left(\frac{n\pi}{2}\right)^2} - 1 - \frac{n\pi}{2} \leq \delta \leq \sqrt{\left(\frac{n\pi}{2}\right)^2} - 1 - \frac{n\pi}{2},$$  

(33)

the $\beta_n$ coefficient is positive and the bound states are truly stable. Otherwise, $\beta_n$ is negative and the bound states are only metastable. The behavior of $\beta_n$ as a function of the detuning is illustrated in Fig. 3 where a range of negative detuning allows for stable bound states.

In presence of a small angular momentum (that is, such that $\alpha_n$ is positive), the system is stable over a larger range of detuning, since $\beta_n > -\alpha_n/E_i$ is now a sufficient condition to reach a cooling regime.

Note that while Eq. (29b) suggests that $\alpha_n$ becomes negative for large values of angular momentum, the approximated expressions (32) lose their validity, and the increase of $\ell$ actually suppresses successively the potential minima that are responsible for the bound states (see Fig. 3). A more detailed study of the high-$\ell$ regime will require different approximations than the ones performed here.

B. Cooling and heating time

Let us first comment that the energy in the vibrational mode $\dot{E}$ is a function of $v$, i.e., it scales with $1/\epsilon^2 \sim \Gamma^2/(\Omega^2 \epsilon^2)$. So $\epsilon$ is the fundamental parameter to control the time scales over which cooling and heating act. Then, a numerical study of the heating and cooling times reveal that it strongly depends on the detuning, see Fig. 5 for examples of this dependence for different values of the angular momentum. First, the heating time
FIG. 3. Dynamics of the interparticle distance \( q \) for a pair of atoms (a) without angular momentum (\( \ell = 0 \)) and in the cooling regime (\( \delta = -0.56 \)), (b) without angular momentum (\( \ell = 0 \)) and in the heating regime (\( \delta = 0 \)), and (c) with angular momentum (\( \ell = 0.5 \)) and in the cooling regime (\( \delta = -0.5 \)). The other parameters are \( E_i = 0.02 \) and \( \epsilon = 0.1 \). The black curves correspond to the theoretical predictions of Eqs. (24c), (26) and (29), where \( \omega_1, \alpha_1 \) and \( \beta_1 \) are given by Eqs. (32a)-(32c).

FIG. 4. Stability coefficients \( \alpha_n \) and \( \beta_n \) as calculated from Eqs. (25b)-(25c) ('exact'), and from Eqs. (32b)-(32c) ('approx'). Simulations realized for \( \epsilon = 0.1 \) and \( \ell = 0.1 \).

presents a minimum (which means the heating rate is maximum) very close to resonance (\( \delta \approx 0.15\Gamma \)); this is somehow expected from scattering of light very close to the atomic resonance, where the radiation pressure force dominates over the dipolar force. Instead, the cooling is most efficient for light slightly detuned to the red, with a maximum that depends significantly on the angular momentum. In both heating and cooling regimes, the rates decrease going farther away from resonance, where light-atom coupling is less efficient. For a given \( \epsilon \) and initial energy \( E_i \), the barrier potential \( U_n \) of the bound state decreases with the detuning (see Eq. (11)), so there is no more bound state at large detuning (see vertical dotted lines in Fig. 5).

Interestingly, the heating rate is not very sensitive to the angular momentum, but the cooling rate is. From \( \ell = 0 \) to \( \ell = 0.15 \), a factor \( \sim 10 \) is gained on the cooling rate of the bound state. This highlights that the angular momentum of the system increases the stability of the system, possibly counteracting other heating effects.

A stability diagram is presented in Fig. 5 for \( \ell = 0.1 \), showing the heating and cooling times as a function of the detuning and of the parameter \( \epsilon \). A larger pump strength enhances in atom-light coupling, and thus results in a higher rate of change in the energy of the bound state, just like working close to resonance.

V. DISCUSSION AND CONCLUSIONS

To summarize, we have shown that the optical binding of two atoms in the vacuum and confined in a plane, is affected by a non–conservative force able to cool or heat the system. This force arises from the non–adiabatic reaction of the atomic dipole to the change of field as the distance between the atoms change. This force is strongly position–dependent but, when averaged over an oscillation of the pair of atoms, it effectively results in a slow heating or cooling of the system. It may thus either lead the atom to escape the influence of each other, typically
FIG. 6. Heating and cooling times as a function of the detuning $\delta$ and the parameter $\epsilon$, for $\ell=0.1$. The negative detuning part ($\delta \lesssim -0.21$) corresponds to the cooling regime (blue colormap), whereas the positive detuning part ($\delta \gtrsim -0.21$) stands for the heating regime. The black vertical line marks the separation between the two regimes, and the white area corresponds to unbound states ($E_i > U_n$). Simulations realized for $E_i = 2.10^{-4}$ and $n = 1$, using Eqs. (30–32).

for positive detuning, or rather drive them toward the local potential minimum, in general for negative detuning.

The cooling properties discussed in this work are of particular importance if one considers additional effects that may result in some heating. For example, stochastic effects in the atoms motion, associated to the atomic recoil that comes with the spontaneous emission, generate an extra noise term in the dynamical equations. In this context, the cooling effect due to the atom–atom inter-

action could be able to counter such stochastic heating.

A more qualitative discussion on the crucial role of angular momentum to achieve cooling can be realized by analyzing further Eq. (25a). The $\beta_n$ coefficient, which does not involve angular momentum at first order, is associated to a quadratic dependence in $\tilde{E}$, so it is efficient only when the system is significantly afar from the stable point. On the contrary, the $\alpha_n$ term, which scales directly with $\ell^2$, appears in a term linear with $\tilde{E}$. Hence, it acts as a “friction” term, and is most efficient at keeping the system very close to the equilibrium point.

One may also consider the possibility of optically bind larger clouds of atoms. For example, in the case of atoms confined in a plane, crystallization is expected to occur due to the optical potential generated on each atom by its neighbours, with potential minima around the multiple of an optical wavelength [13]. In this case the many–atom effect may significantly alter the cooling properties of the system, as new oscillations modes appear in the system. In this context, the angular momentum may be a powerful tool to tune the stability properties of the system, but also to modify the spatial period of the crystal, and possibly its lattice structure.
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Appendix A: Analysis of the adiabatic approximation

In order to discuss the adiabatic approximation, let’s integrate Eq. (1a) from 0 to $t$ with $\beta(0) = 0$:

$$\beta(t) = -i \frac{\Omega}{\Gamma} \int_0^t dt' \exp \left\{ -\frac{1}{2} (1 - 2i \delta) t' - \frac{1}{2} \int_0^{t'} g(t - t' + t'')dt'' \right\}$$

(A1)

where

$$g(t) = \frac{\exp[iq(t)]}{iq(t)}$$

(A2)

Let assume that $g(t)$ varies slowly with respect to the term $(1 - 2i \delta) t'$. However, we consider the first order deviation of $g(t)$, in order to go beyond the usual adiabatic approximation, expanding $g(t - t' + t'')$ in the integral of Eq. (A1) up to the first order in its Taylor series:

$$\int_0^{t'} g(t - t' + t'')dt'' \approx g(t)t' - \hat{g}(t) \int_0^{t'} (t' - t'')dt'' = g(t)t' - \frac{1}{2} \hat{g}(t) t'^2.$$  

(A3)

The first term of Eq. (A3) corresponds to the usual adiabatic approximation, whereas the second term takes into account of the slow variation of $g$ due to the atomic motion in the confining potential. Since $g$ depends on the relative atomic position $q(t)$, then $\hat{g}$ is proportional to the relative atomic velocity.
Once inserted Eq. (A3) in Eq. (A1), it gives:

\[ \beta(t) \approx -i \frac{\Omega}{\Gamma} \int_0^\infty dt' \exp \left\{ -\frac{1}{2} \left[ 1 - 2i\delta + g(t) \right] t' + \frac{1}{4} \dot{g}(t) t'^2 \right\}, \]  

(A4)

where we have extended the integration upper limit to infinity, neglecting in this way the short initial transient. By expanding the small term proportional to \( \dot{g}(t) \) at the first order:

\[ \beta(t) = -i \frac{\Omega}{\Gamma} \int_0^\infty dt' \exp \left\{ -\frac{1}{2} \left[ 1 - 2i\delta + g(t) \right] t' \right\} \left[ 1 + \frac{2\dot{g}(t)}{1 - 2i\delta + g(t)} \right] \]  

(A5)

The first term of Eq. (A5) is the usual adiabatic approximation, whereas the second term corresponds to the correction due to the atomic displacement. It is similar to the Doppler effect in the optical molasses, with the difference that here the atomic displacement is not due to the thermal motion, but to the oscillation in the optical binding potential. Also we can say that in general this velocity-dependent force is due to the cooperative decay and light shift, depending on the distance between the atoms and induced by the laser. From Eq. (A5), we obtain

\[ \beta(t)^2 = \frac{4\Omega^2}{\Gamma^2} \frac{1}{D(q)} + \frac{16\Omega^2}{\Gamma^2} \frac{1}{D^3(q)} \left[ \text{Re} \dot{g}(t) D(q) - 2\text{Im} \dot{g}(t) (1 + \sin q/q)(2\delta + \cos q/q) \right]. \]  

(A6)

where

\[ \text{Re} \dot{g}(t) = \frac{d}{dq} \left( \frac{\sin q}{q} \right) \dot{q} = \left( \frac{\cos q}{q} - \frac{\sin q}{q^2} \right) \dot{q} \]  

(A7)

\[ \text{Im} \dot{g}(t) = -\frac{d}{dq} \left( \frac{\cos q}{q} \right) \dot{q} = \left( \frac{\sin q}{q} + \frac{\cos q}{q^2} \right) \dot{q}. \]  

(A8)

and \( D(q) = (1 + \sin q/q)^2 + (2\delta + \cos q/q)^2 \). Inserting Eqs. (A6)-(A8) in the force equation (4b), we obtain

\[ \ddot{q} = \frac{16\omega_r \Omega^2}{\Gamma^3} \left[ \frac{\ell^2}{q^3} - w(q) - \lambda(q) \dot{q} \right], \]  

(A9)

where

\[ w(q) = \frac{1}{D(q)} \left( \frac{\sin q}{q} + \frac{\cos q}{q^2} \right) \]  

(A10)

\[ \lambda(q) = -\frac{4w(q)}{D(q)} \left[ \frac{\cos q}{q} - \frac{\sin q}{q^2} - 2w(q) \left( 1 + \frac{\sin q}{q} \right) \left( 2\delta + \frac{\cos q}{q} \right) \right]. \]  
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