Consistent-Resolution Network for 3D Hand Shape Estimation from a Single RGB Image
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Abstract. We propose a novel method for 3D hand shape estimation from a single RGB image. Most exiting methods leverage a deep network to extract a low-resolution representation to estimate 3D coordinates, which always leads to the loss of spatial information. In contrast, we present a Consistent-Resolution Network (CRNet) to extract the same resolution representation as the original image, thus preserve more details about spatial information. Specifically, we introduce the recent high-resolution network (HRNet) to generate high-resolution feature maps, which can attain high-resolution representation of the original image. Then, we design a deconvolution module to recover this map to the size of the original image. Therefore, we can directly leverage this feature to learn the precise 2D shape and the depth map, and transfer them into 3D coordinates in the camera space. Through extensive experiments on a large real-world dataset FreiHAND, we show that our proposed method can predict precise and suitable 3D hand shape from a monocular view.

1. Introduction
3D human hand analysis, which is an extremely important research field in graphics communities and computer vision, has abundant applications in various fields, including VR/AR, human-machine interaction, and robotics [1, 2]. With the emergence of vast economical depth cameras, previous works mainly concentrated on estimating 3D hand pose from depth images [3-5]. Since depth cameras do not work under bright light and RGB cameras are more common, some latest researches start estimating sparse 3D hand joint locations from single RGB images but ignore dense 3D hand shape [6-10]. Compared with existing studies on 3D hand pose estimation, 3D hand shape is a more ample and comprehensive representation for image understanding.

However, due to the inherent depth ambiguity of the monocular setting, self-occlusions, varying hand shapes, and self-similarity, 3D hand shape estimation is very challenging, especially from a single RGB image. Various deep learning methods have approached these problems, but the performance of their results depends on the amount of the training data. Since the ground-truth annotation for 3D hand shape in real-world RGB images is extremely laborious and cumbersome, some works [6, 11] have adopted synthetic datasets for training. Nevertheless, models trained on synthetic images generalize poorly to real images on account of the domain gap [8], which causes...
distorted hand shape. Meanwhile, current deep learning methods [12, 13] utilize a deep network to extract a low-resolution representation to estimate 3D coordinates, which always leads to the loss of spatial information.

In this work, we propose a Consistent-Resolution Network (CRNet) to extract the same resolution representation as the original image, thus preserve more details about spatial information. Specifically, we introduce the recent high-resolution network (HRNet [14]) to generate high-resolution feature maps, which can attain high-resolution representation of the original image. Then, we design a deconvolution module to recover this map to the size of the original image. Therefore, we can directly leverage this feature to learn the precise 2D shape and the depth map, and transfer them into 3D coordinates in the camera space.

To validate the effectiveness of our proposed method, we conduct extensive experiments on a large real-world dataset FreiHAND [15], which consists of real images, various hand pose and shape, and hand-object interactions. Experimental results show that our proposed method can predict precise and suitable 3D hand shape from monocular.

2. Related Work
Now, we present the review for previous works on 3D hand shape estimation, consisting of based depth images and based RGB images.

2.1. 3D Hand Shape Estimation from Depth Images
Many works [12, 16-20] propose to estimate 3D hand shape form depth images due to the widespread commodity depth cameras. The previous methods [16-19] mainly fit a deformable hand model onto depth images with an iterative optimization. With the progress in deep learning, Malik et al. [12] proposed a first deep neural network for hand pose and shape estimation from a single depth image, which is a 2D CNN-based approach that estimates shapes directly from 2D depth maps. Recently, Malik et al. [20] proposed another structured weakly-supervised deep learning-based approach using a single depth image. However, the performance of these methods is restricted by the inherent drawbacks of depth sensors, which do not work under bright sunlight, have a high power consumption and people have to close to the sensor.

2.2. 3D Hand Shape Estimation from a Single RGB Image
Recently, researchers started to focus on 3D hand shape estimation from a single RGB image. Panteleris et al. [21] estimated 2D joint locations by fitting a 3D hand model which is controlled by 27 hand pose parameters. Therefore it is hard to be suitable for various hand shapes. Ref. [22] fitted a generic hand model to the predictions via an iterative optimization based approach, which is not time-efficient and requires hand-crafted energy functionals. Refs. [23, 24] proposed to regress the parameters of a deformable hand mesh model from the input image in an end-to-end manner. Ge et al. [13] directly regressed a hand shape using a GraphCNN, but a special dataset with ground truth and meshes is required, which is hard to construct. Although these works achieve appealing results, they almost extract a low-resolution representation to estimate 3D coordinates, which always leads to the loss of spatial information.

3. Methodology
As shown in figure 1, given an image, our CRNet can output the same resolution representation (i.e. feature map) as the original image, and predict accurate 3D vertexes based on the feature map. We introduce the well-known HRNet [12] as the backbone to obtain high-resolution representation, and design downsampling and upsampling modules to improve the computational efficiency. The learning for 3D hand shape is divided into two steps: (1) learning 2D vertexes and corresponding depth; (2) obtaining 3D vertexes in the camera space. In the following, we will introduce the pipeline of our CRNet in details, and show how it learns 3D hand shape from a single RGB image.
3.1. Consistent-Resolution Network (CRNet)

HRNet Backbone. HRNet (High-Resolution Network) [14] maintain high-resolution representation through the network forwarding process, rather than introducing an encoder-decoder framework. We believe that this representation is significant for accurate 3D hand shape estimation. Specifically, 3D hand shape estimation relies on 3D coordinates prediction of the hand, which requires accurate spatial information. The encoder-decoder framework will lose spatial information in the high-to-low resolution branch, but may not recover the information in the low-to-high resolution branch.

However, when the size of the image is too large, maintaining the same resolution representation as the original image will be time-consuming. Therefore, we use HRNet as the backbone network in our approach, but design a scaling module with HRNet to improve computational efficiency.

Scaling Module. We design this module to control the size of the feature map in HRNet backbone. Firstly, the input image will be passed to $\alpha$ convolutional layers with stride 2. Then, the downsampling rate of the feature map will be $2^\alpha$. Similarly, the feature map after HRNet will be passed to $\alpha$ deconvolutional layers with stride 2. Therefore, the size of the obtained feature map will be the same as the original image. Our proposed scaling module can ensure the HRNet backbone to do efficient computation. Note that the mentioned convolutional layer is a simple 3×3 kernel with stride 2, using the ReLU activation, of which is the transpose version of the deconvolutional layer.

3.2. CRNet for 3D Hand Shape Learning

Training. As shown in figure 1, the obtained consistent-resolution feature map will be passed to two 3x3 convolutional layers to predict 2D vertexes and depths, respectively. Note that the 2D vertexes and depths annotation can be computed from 3D vertexes annotation in camera space. Specifically, given the camera matrix

$$K = \begin{bmatrix} f_x & 0 & x_0 \\ 0 & f_y & y_0 \\ 0 & 0 & 1 \end{bmatrix} \quad (1)$$

and 3D vertexes $(x, y, z)$, we can compute 2D vertexes $(u, v)$ and the depth $d$:

$$u = f_x x + x_0 z \quad (2)$$

$$v = f_y y + y_0 z \quad (3)$$

$$d = z \quad (4)$$
They can be directly learned in our network. We use binary cross-entropy loss with sigmoid activation to learn 2D vertexes, and use smooth L1 loss to learn depth. The whole loss function of the network is:

$$L = \sum_{i=0}^{WH} 1_{y_i=1} \log(\sigma(x_i)) + 1_{y_i=0} \log(1 - \sigma(x_i)) + 1_{y_i=1} L_{smooth}(d_i, \hat{d}_i)$$

where $W$ and $H$ is the width and height of the feature map, respectively. $y_i$ is the label of i-th point in the feature map, where the ground-truth vertexes corresponds $y_i = 1$, otherwise $y_i = 0$. $\sigma(x_i)$ is the score with sigmoid activation of i-th point in the 2D vertexes prediction map. We can see that the learning of 2D vertexes uses the cross-entropy loss to train. $L_{smooth}$ denotes the smooth L1 loss, and $d_i, \hat{d}_i$ is the depth prediction, depth annotation, respectively. Once the 2D vertexes and the depth prediction maps are obtained, we can transfer them to 3D vertexes in the camera space, as we illustrate in follows.

**Inference.** During inference, we use CRNet to obtain feature maps of 2D vertexes and depths, and transfer them to 3D vertexes in the camera space. This is an inverse process of the annotation production during training. Specifically, given the 2D vertexes $(u, v)$ and the depth $d$, we can compute 3D vertexes $(x, y, z)$:

$$x = (u - x_0 d) / f_x$$  \hspace{1cm} (6) \\
y = (v - y_0 d) / f_y$$  \hspace{1cm} (7) \\
z = d$$  \hspace{1cm} (8)

**4. Experiments**

**4.1. Implementation Details**

**Dataset.** We evaluate our proposed method on the public RGB dataset FreiHAND [15], which was created with the multi-view setup, consisting of real images, various hand pose and shape, and hand-object interactions. FreiHAND is a large-scale real-world dataset containing 32560 samples with the ground truth of 778 hand shape vertexes. We randomly select 5000 samples as the evaluation set and report mesh error. The training samples were recorded with a green screen background allowing for background removal.

**Hyper-parameters.** We train our network in 60 epoches by Adam, with batch size 32 on 4 NVIDIA TITAN GPUs. Our CRNet needs to tune the hyper-parameter $\alpha$, which means the scaling factor of the original image (See Section 3.1). The inference speed is measured on a single TITAN X GPU.

**4.2. Results**

As shown in table 1, when the scaling module is not used ($\alpha = 0$), the network presents the slowest inference speed. By adding the convolutional and deconvolutional layers, the inference will be faster, with little loss in mesh error. But when the resolution of the feature map is too small ($\alpha = 3$), the mesh error will be obviously improved. Therefore, we recommend $\alpha = 2$ in training CRNet.

**Table 1.** The performance of CRNet in different settings.

| Metric | $\alpha = 0$ | $\alpha = 1$ | $\alpha = 2$ | $\alpha = 3$ |
|--------|-------------|-------------|-------------|-------------|
| Mesh error | 0.89 | 0.89 | 0.90 | 1.23 |
| Speed (ms) | 38.23 | 21.96 | 18.55 | 18.26 |
4.3. Visualization  
We show some quantitative results of 3D hand shape estimation with the ground-truth MANO shape in figure 2. As we can see, the proposed CRNet is able to predict accurate and reasonable 3D hand shape.

![Figure 2](image)  
*Figure 2. The visualization results of our proposed CRNet.*

5. Conclusion  
In this paper, we proposed the novel Consistent-Resolution Network (CRNet) for estimating 3D hand shape from a single RGB image. Our method adopts the High-Resolution Network (HRNet) as a backbone to maintain high-resolution representation. To improve computational efficiency, we design a scaling model, which inserts some convolutional layers before HRNet and inserts corresponding deconvolutional layers after HRNet. Hence, our CRNet extracts the same resolution representation as the original image, so that we can learn accurate 2D vertexes and depths of the hand, and convert them to 3D vertexes of the hand in the camera space. Experiments on FreiHAND validated the effectiveness of our proposed method.
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