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Background: There has been a growing concern among medical educators about the quality of medical graduates trained in various medical colleges in our country. Data based on the faculty and student perceptions of undergraduate curriculum indicate a need for laying more stress on practical skills during their training and assessment. The Objective Structured Clinical Examination (OSCE) is a reliable and an established and effective multistation test for the assessment of practical skills in an objective and a transparent manner. The aim of this article is to sensitize universities, examiners, organizers, and students across India to OSCE. Materials and Methods: We designed an assessment based on 22-station OSCE and administered it to 67 students during their final year, integrating all the domains of learning, that is higher order cognitive domain, psychomotor domain, and affective domain. Data analysis was done using SPSS version 15. Results: The OSCE was feasible to conduct and had high perceived construct validity. There was a significant correlation between the station score and total examination score for 19 stations. The reliability of this OSCE was 0.778. Both students and faculty members expressed a high degree of satisfaction with the format. Conclusion: Integrating a range of modalities into an OSCE in ophthalmology appears to represent a valid and reliable method of examination. The biggest limitation with this format was the direct expenditure of time and energy of those organizing an OSCE; therefore, sustaining the motivation of faculty might pose a challenge.
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There has been a growing concern among medical educators about the quality of medical graduates trained in various medical colleges in our country. Data based on the faculty and student perceptions of the undergraduate curriculum indicate a need for laying more stress on practical skills during their training and assessment.[10] It is a well-known fact that the way students learn is largely determined by the way they are assessed.[2] There is a need to rationalize the examination system by giving due emphasis on the “formative” or internal assessment, and supplementing the traditional long/short case examination with more valid and reliable instruments for the assessment of clinical skills like the Objective Structured Clinical Examination (OSCE) introduced in 1979 by Harden and Gleeson.[9] It allows for the actual demonstration of applied knowledge and skills rather than testing knowledge alone.[3,4] The opportunity for formative as well as summative feedback makes OSCE an excellent teaching tool as well.[6,7]

OSCE is a reliable and an established and effective multistation test for the assessment of practical skills in an objective and a transparent manner.[10] It provides an opportunity to test their attitude and communication skills as well. The clinical competence to be tested is broken down into specific skills, each of which can be tested at a time. The examination is organized in the form of several “stations” (usually 10-20, more stations, better the reliability), through which the candidates rotate. Each station focuses on testing a particular skill such as taking the history of a patient, performing examination of specific organ systems, interpretation of test results, management of patient, etc. A checklist is prepared by breaking the skill being tested into its essential steps and the precautions to be observed. Each step done well and each precaution observed gets the student a score, proportional to the importance of the step or the precaution, with provision for negative scoring in the case of an important omission or mistakes. The objectivity in assessment is achieved by having each component tested at one fixed station by the same examiner and having the student rotate through several such locations.[3] The stations on which the performance skills are tested (procedure stations) are “manned”, where the examiner matches the performance of the student with a checklist, and assigns scores. We can have 6–10 such stations. The answers at the “unmanned” stations are written in the answer sheet, and submitted at the end of the examination and matched against the checklist at the time of marking. Typically, a student spends 5 min within a station, which in practice means that approximately 10 students can be assessed in a period of 2 h.

We understand that OSCE is in a very nascent stage in India. It is one pattern of examination introduced in DNB (Diploma in National Board) few years back, at postgraduate qualifying examination (practical) level. It is not the pattern of examination at master’s and doctorate in ophthalmology level (namely, MS and MD in ophthalmology) at majority of universities in India. OSCE is not introduced at the undergraduate level in any subject in India in medical colleges as a qualifying examination. Undergraduate medical education is considered a continuum
leading to postgraduate training and ultimately medical practice. However, studies show a poor correlation between medical school performance and resident performance. It has also been pointed out that medical students are often told that they would learn certain skills when they became residents, but discovered once they became residents that they were expected to have them learned in the medical school. Considering this lacuna, we made an attempt to introduce OSCE in the ophthalmology department of our medical college for undergraduates as part of internal assessment with subsequent introduction in university examination with time and experience.

Materials and Methods

A comprehensive 22-station OSCE was administered to 67 final year medical students as the end-of-attachment assessment in ophthalmology.

The faculty experts reviewed the standard text book of Ophthalmology, and Graduate Medical Education Regulations 1997 based on which the most common tasks that students at their level of training are expected to perform, were listed by faculty consensus. We then defined the expected knowledge and skills for these tasks and based the OSCE on this list. Accordingly, we modified the clinical teaching for these students. They were informed early during the posting about this change in the examination pattern.

The stations were designed to test a variety of problem solving, technical, diagnostic, therapeutic, communication, examination, and history taking skills. Table 1 shows the contents of each station and the domains it tested. For instance, station 1 consisted of a healthy male to demonstrate steps of distant visual acuity testing on a Snellen chart, in a fixed order. Another station consisted of a healthy male playing the role of a son of a critically ill father. Students had to motivate him for eye donation of his father and educate him about myths and misconceptions about eye donation testing social and soft skills.

The class of 67 students was divided into 3 groups of 22, 22, and 23 students. Each group took the examination consecutively, with one group immediately following the other on the same day. An examiner at each station assessed the candidate’s performance with a prepared checklist. The checklist items were the ones that had been deemed by the expert faculty to be critical to a competent performance. At least three experts were consulted for finalizing each station. The number of checklist items ranged from 7 to 10. Some of the stations were evaluated by senior postgraduates in ophthalmology who were trained by the authors. This served the dual benefit of removing faculty bias if any, and also saved faculty time. The length of each station was 5 min. The feedback was obtained from students as well as the participating faculty.

Data analysis was done using SPSS version 15. Mean and SD scores for each station and for the examination overall were calculated. The reliability of the overall examination was examined by calculating Cronbach’s alpha, an internal consistency statistics. The correlation coefficient, a measure of station discrimination, was calculated by correlating station scores with overall test scores, using linear regression analysis. This added to the internal structure validity of the examination.

### Table 1: Characteristics of individual stations

| Station description | Domain tested | Score (%) Mean ± SD | R |
|---------------------|---------------|---------------------|---|
| Acute congestive glaucoma | History taking skills | 4.60 ± 1.32 | 0.539 |
| Sudden diminution of vision | History taking skills | 4.43 ± 1.20 | 0.542 |
| Cataract (real patient) | Physical examination skills | 4.19 ± 1.27 | 0.487 |
| Pterygium (real patient) | Physical examination skills | 4.46 ± 1.48 | 0.528 |
| Corneal ulcer (real patient) | Physical examination skills | 4.25 ± 1.34 | 0.492 |
| Lid swelling (real patient) | Physical examination skills | 3.82 ± 1.48 | 0.469 |
| Dacryocystitis (real patient) | Physical examination skills | 3.56 ± 1.53 | 0.610 |
| Motivation (eye donation) | Communication + education skills | 3.21 ± 1.16 | 0.526 |
| Distant visual acuity | Physical examination skills | 3.28 ± .98 | 0.568 |
| Digital tonometry | Procedural skills | 2.86 ± 1.07 | 0.493 |
| Instillation of eye drops | Procedural skills | 2.43 ± 1.53 | 0.432 |
| Asceptic technique | Procedural skills | 2.93 ± 1.78 | 0.464 |
| Swinging flash light | Procedural skills | 2.52 ± 1.61 | 0.387 |
| Placedo disc test | Procedural skills | 2.65 ± 1.40 | 0.401 |
| Ophthalmic bandaging | Procedural skills | 2.66 ± 1.36 | 0.401 |
| Acute red eye (case scenario) | Diagnostic skills | 1.79 ± 1.74 | 0.191 |
| Chemical burns (case scenario) | Management skills | 2.37 ± 1.43 | 0.305 |
| Ocular trauma (case scenario) | Management skills | 1.11 ± 1.66 | 0.058 |
| Eye model (anatomy) | Knowledge application | 2.99 ± 1.75 | 0.510 |
| Fungal corneal ulcer (photograph + case history) | Diagnostic skills | 2.25 ± 1.07 | 0.200 |
| Acute mucopurulent conjunctivitis | Therapeutic skills | 2.38 ± 1.60 | 0.277 |
| Advanced retinoblastoma | Counseling skills | 2.81 ± 1.42 | 0.487 |

R: Correlation coefficient, correlation of the station score to the overall test score, Stations 1–6 had a maximum score of 6, while stations 7–22 had maximum scores of 4. Data are taken from an objective structured clinical examination used as end-of-attachment examination for final year undergraduates in ophthalmology in year 2008.

Results

A total of 57 out of 67 students (85.07%) passed the OSCE (mean grade, >60%). The scoring pattern agreed upon for the undergraduates for an overall interpretation of their performance is shown in Table 2. A total of 40 out of 67 (59.7%) had an above 70 score, 17 (25.37%) had 60–69, and 10 (14.92%) had scores between 40 and 59. Significant correlations between the station score and total examination score were found for 19 of the 22 stations [Table 1]. The overall reliability of this OSCE
Table 2: Score interpretation and grading of the performance for competency level

| Score | Grade          | Interpretation                                      |
|-------|----------------|-----------------------------------------------------|
| >70   | Good           | Comfortable and familiar with the tasks expected to perform |
| 60–69 | Satisfactory   | Familiar with the tasks expected to perform Needs occasional checks/appraisal |
| 40–59 | Needs improvement | Needs supervision for some tasks, guidance for others Expected to improve by self-study |
| <40   | Unsatisfactory Performance | Needs to retake the test Needs remediation and close/constant supervision at work |

assessed by Cronbach's alpha was 0.778, which is very good for an end-of-attachment evaluation.

Though the OSCE format was new and everyone participated in an OSCE for the first time, the feedback indicated a high acceptance level and a good correlation between self-rating and actual performance. Almost all participants agreed that the format should be used for testing undergraduates regularly.

**Discussion**

This pilot study was clear in its purpose. It was meticulously planned and prepared in careful, systematic details. The objectives were defined, blueprinting was done, and adequate attention was paid to the response process. The response process is defined here as evidence of data integrity such that all sources of error associated with the test administration are controlled or eliminated to the maximum extent possible.

We introduced the OSCE as a component of our end-of-attachment examination after 1 month Ophthalmology attachment for final year medical students at our medical college, in the year 2008. We found, as have others, that this method of examining clinical skills is superior to the previously used oral examination in several ways and was preferred, compared with an oral examination, by both faculty members and students in our institution.

The OSCE has been shown to be an objective and a valid and reliable system for evaluating the clinical skills of students. All students are examined under the similar conditions with identical problems. This contributes to a high degree of standardization, which is one of the main pitfalls of other forms of the examination, such as the traditional oral examination. The strength of OSCE is the objectivity of the assessments obtained through the use of structured checklists. On the other hand, the direct expenditure of time of those organizing an OSCE and the financial costs involved in implementing an OSCE substantially exceed those associated with a more traditional oral examination. This is a major limiting factor in introducing this format.

An important feature of any examination process is the ability to reliably differentiate between performance levels of candidates. Reliability is an important aspect of an assessment's validity evidence. Reliability refers to the reproducibility of the scores on the assessment; a high score reliability indicates that if the test were to be repeated over time, examinees would receive about the same scores on retesting as they received the first time. Unless assessment scores are reliable and reproducible (as in an experiment), it is nearly impossible to interpret the meaning of those scores; thus, validity evidence is lacking. The overall reliability of the OSCE used was 0.78 but the lower level of reliability required when making pass–fail decisions is 0.80. As this OSCE was part of the end-of-attachment examination, Cronbach's alpha value of 0.78 can be considered good.

The student feedback was well taken by the faculty and improvements were planned for stations with low validity and internal consistency scores, so also for those found difficult or unclear by the students.

In conclusion, we believe that the OSCE we have implemented has contributed substantially to our ability to assess the clinical competence of students in an objective and a reliable and valid manner with a couple of limitations. OSCE tests clinical competence in bits and does not look at a patient in totality. To overcome this limitation, long cases may be combined with the OSCE. OSCE needs considerable time and effort to plan and organize. Therefore, to sustain the motivation of faculty might pose a challenge. OSCE will be an expensive preposition for an average of 100–150 students for examination in each batch. The cost may come down with the development of OSCE station banks and physical setting for the conduction of OSCE. As the same patient is seen by a large number of students, it may be harassing to the patient, compromising their cooperation. Though we have mentioned certain statistical associations, we concede that these were on small samples. Because of this limitation in our study, further studies are required to corroborate our findings.

It requires determination and zeal on the part of the faculty members to switch from the traditional method of examinations to the more rational, objective, and methodical OSCE for undergraduates, as well as postgraduates (MD/MS) in ophthalmology.
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