Leveraging high-resolution spatial features in mid-infrared spectroscopic imaging to classify tissue subtypes in ovarian cancer†
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Mid-infrared spectroscopic imaging (MIRSI) is an emerging class of label-free techniques being leveraged for digital histopathology. Optical photothermal infrared (O-PTIR) is based on vibrational absorbance imaging using a pump-probe architecture capable of a 10x enhancement in spatial resolution relative to FTIR imaging. This allows truly sub-cellular spectroscopic investigation of tissue at biochemically important fingerprint wavelengths. Modern histopathologic identification of ovarian cancer involves tissue staining followed by morphological pattern recognition. This process is time-consuming, subjective, and requires extensive expertise. In this paper, we present the first label-free automated histological classification of ovarian tissue sub-types using MIRSI. We demonstrate that enhanced resolution of sub-cellular features, combined with spectroscopic information, enables reliable classification (0.98 AUC) of ovarian cell sub-types. Moreover, we present statistically robust validation from 74 patient samples with over 60 million data points. This demonstrates that sub-cellular resolution from five wavenumbers is sufficient to outperform state-of-the-art diffraction-limited techniques from up to 374 different wavenumbers. O-PTIR also performs measurements in back-reflection geometry, opening the door to future in vivo studies on glass slides.

1 Introduction

Epithelial ovarian cancer is the leading cause of death among gynecological malignancies in the United States. Serous ovarian cancer, its most common subtype, is often diagnosed at late stage (III or IV) where 5-year survival is 51% and 29% respectively. Standard treatments involve surgery and at least six courses of chemotherapy containing platinum. Several novel compounds have been studied and approved over the past 20 years, however none substantially modify overall survival. The strongest prognostic factor remains complete eradication of neoplastic tissue through radical surgery. This is affected by (1) late diagnosis resulting in unresectable disease, and (2) unclear identification of neoplastic margins. Objective and early identification of neoplastic tissue is therefore essential for optimal surgical attempts.

Recent advances reveal the complex organization of the ovarian tumor microenvironment, highlighting inter-cellular pathways as potential treatment targets. New methods quantifying biomolecular characteristics reveal detailed structural and molecular changes that may reveal novel therapeutic targets. The current standard for ovarian cancer diagnosis uses contrast-inducing stains on biopsy sections followed by microscopic examination by a pathologist. Hematoxylin and eosin (H&E) is widely used to identify cellular and extracellular components. Epithelial carcinoma is the most common histologic type, accounting for about 90 percent of cancers of the ovary, fallopian tube, and peritoneum. In high-grade serous carcinoma (HGSC), a pathologist identifies a variety of architectural patterns including complex papillary, glandular, microcystic, and solid patterns. HGSC infiltrates, destroys, and/or replaces the normal stroma. Therefore, histological identification of cellular sub-types is an important step in ovarian cancer diagnosis and prognosis.

Inter-pathologist variability is an important challenge and grading schemes have been proposed to reduce this variability. However, these methods have only been successful in resource-rich hospitals with comprehensive training. Au...
Automated tissue classification into epithelium and stroma subtypes is challenging, and several techniques have been proposed. Most use H&E\cite{20,21} and immunohistochemical staining\cite{22} combined with machine learning (ML). Staining quality and variability can confound ML and lead to inconsistent results.\cite{17} Our goal is to perform label-free recognition of tissue sub-types without the use of chemical contrast agents. Moreover, we obtain intrinsic quantitative and repeatable biochemical measurements that are independent of operator tissue processing.

Spectroscopic techniques are used widely in chemical and biochemical analysis\cite{23} to identify molecules with excellent sensitivity and specificity. Vibrational spectroscopy is used routinely in the identification of organic biomolecules and commercial spectral libraries that identify\cite{24} over 260,000 spectra are now available.

Prior work on ovarian tissue analysis using label-free technologies has utilized spectroscopy without obtaining hyperspectral tissue images. For example, Raman spectroscopy\cite{25,27} and attenuated total reflection (ATR) FTIR spectroscopy\cite{28,29} have been used for the detection and diagnosis of ovarian cancer. MALDI imaging\cite{30} has also been used to analyze ovarian histotypes but is tissue destructive. Second-harmonic generation (SHG) has been used to identify collagen in stroma\cite{31,32} and multi-photon microscopy\cite{27} is used on murine tissue. Raman imaging has been used for ovarian cancer diagnosis and tissue analysis, often with added nanoparticles\cite{33,34} to obtain reliable signals. However, these techniques cannot provide classified images of ovarian tissue sub-types in an automated, label-free, quantitative, and non-destructive manner.

Mid-infrared spectroscopic imaging (MIRSI) can extract spectral and spatial information from tissue samples, without the need for staining or external contrast agents. It utilizes intrinsic biochemical information for identification and classification of tissue. Furthermore, the technology is non-destructive and the tissue can be used for independent analysis using complimentary technologies.\cite{35} Fourier transform infrared (FTIR) spectroscopic imaging, the best known MIRSI technology has been used successfully to classify cell subtypes in a variety of diseases including breast,\cite{40} lung,\cite{41} prostate,\cite{42} and colorectal\cite{43} cancers. We hypothesize that it is also useful to automatically segment and classify ovarian cancer tissue. HGSC is the marked cytologic atypia with prominent mitotic activity in ovarian tissue. The atypical nuclei are hyperchromatic with a threefold or greater variation in nuclear size, and tumor giant cells are common. The phosphate spectroscopic peaks (1080, 1201, 1236, 1262 cm\(^{-1}\)) corresponding to nucleic acids have a strong correlation to mitotic activity and spectroscopic imaging has been shown to recognize increases mitotic activity in a variety of cancers.\cite{44,45}

FTIR imaging provides a spatial resolution limited by the diffraction-limit of mid-infrared light (2.5 \(\mu\)m - 11 \(\mu\)m). Since typical cells are of 5 \(\mu\)m in size, FTIR imaging cannot provide subcellular information that is potentially important to tissue analysis. Recent MIRSI advances have resulted in the development of optical-Photothermal infrared (O-PTIR) imaging that overcome this resolution limitation. This technique combines a visible laser beam and a mid-infrared beam, in a pump-probe architecture and estimates the sample’s absorbance by measuring the change in intensity of the visible laser caused by the photothermal effect. Therefore the image resolution is determined by the wavelength of visible light (0.5 \(\mu\)m), which is much shorter than the wavelength of IR light incident on the sample, allowing 5x to 22x improvement in spatial resolution.\cite{46} The improved spatial resolution is comparable to the optical microscope image as demonstrated in Figure 1. This technology has been used previously for studying the chemistry of inorganic 2D pervoskite, and allowed us to understand the edge emission phenomenon in inorganic 2D pervoskite.\cite{47} O-PTIR has also been successfully used in ultrafast chemical imaging of live human ovarian cancer cells\cite{48} where high resolution is needed to analyze sub-cellular structures in a small sample. However, our work is the first large scale (74 cancer patient) study of clinical ovarian tissue biopsy samples each with a large sample areas (1 mm diameter each).

Conventional machine learning algorithms, including random forest classifiers (RF) and Bayesian classifiers, use per-pixel spectral data to classify tissue regions. These approaches do not involve the use of spatial information contained in the images. However, MIRSI provides spatial and spectroscopic information simultaneously and requires innovations in classification algorithms for optimal tissue segmentation. Convolutional neural networks (CNNs) are deep learning models that take advantage of the local spatial organization inside the images’ to compute their analysis. CNNs have previously demonstrated to be successful in analysing hyperspectral imaging\cite{49} and in mid-infrared spectroscopic tissue classification of breast cancer tissues\cite{50}. Traditional network structures consist of alternating convolution and pooling layers, followed by fully connected layers. In this work, we use CNNs to determine what effect the improved resolution of O-PTIR imaging has on tissue classification algorithms. We report the first application of the O-PTIR technology to tissue classification. Furthermore, IR spectroscopic imaging and CNNs have not previously been applied to tissue histology in ovarian cancer. Previous work in spectroscopic analysis of ovarian cancer has relied on point spectral data for identification of malignant tissue or categorization of cancer grading.\cite{51,52} To the best of our knowledge, this is also the first application of MIRSI to automated histopathologic classification of ovarian cancer tissue.

2 Materials and methods

A tissue microarray (TMA) consisting of ovarian tissue biopsies from different patients, obtained from Biomax US, Rockville, MD (TMA ID: BC11115c), and was imaged using O-PTIR spectroscopy. The dataset contained 100 cores from separate patients with cases of normal, hyperplastic, dysplastic, and malignant tumors tissues. The patient cohort was composed of women aged 29 to 69 years; ovarian tumor stages varied between stage I to stage IIIIC; histological subtypes included clear cell carcinoma, high-grade serous carcinoma, and Mucinous adenocarcinoma. The paraffin-embedded samples were deparaffinized be-
Two tissue cores from ovarian cancer patients is stained with H&E and presented in (a). Corresponding tissue images at $1664\,\text{cm}^{-1}$ from FT-IR is presented in (b) and data from O-PTIR is in (c). The figure demonstrates a good correspondence between H&E and spectroscopic imaging data. Moreover, the O-PTIR image has a significantly higher resolution and finer tissue details are visible in (c) relative to images in (b).

The data was collected using both FTIR and O-PTIR techniques from the eighty deparaffinized tissue biopsies. The corresponding adjacent histological section, stained with H&E, was examined by pathologist expert in the field of ovarian cancer. Cell types were identified from different disease stages. We trained a random forest classifier, Support Vector Machine (SVM), K-Nearest Neighbor (KNN) and a CNN model on each randomly selected pixels from left half of TMA and compared the accuracies of the models by testing it on left half of the TMA.

### 2.1 O-PTIR imaging

Photothermal microscopy obtains a measurement of sample absorbance by estimating the thermal expansion caused by absorption of infrared light using a co-localized visible laser beam. The visible and IR laser are incident on the sample collinearly as shown in Figure 2. The thermal expansion caused in the sample due to IR absorbance causes variation in the refractive index due to the photothermal effect. This change in refractive index is detected by measuring the change in intensity of the back-reflected green laser (visible laser) using a point detector. For the current experiment the optimal settings of 80 percent of maximum IR laser power and 40 percent of maximum green laser power with detector gain of 10x were used to get best signal to noise ratio (SNR) without burning the sample.

### 2.2 Improved Spatial Resolution

FTIR has been the standard spectroscopic imaging technique for characterizing the material's chemistry, while the H&E staining is the clinical gold standard in disease diagnosis. Both of these techniques have their deficiencies, with H&E staining being more qualitative and subjected to possible ambiguity in interpretation. While FTIR provides information from the full range of near and mid-infrared wavenumbers, it is bound by low spatial resolution caused by the diffraction limit. The new O-PTIR technique gets a much higher spatial resolution image comparable to that of the H&E stained image. Figure 3 demonstrates the increase in spatial resolution of O-PTIR image as compared to the FTIR image of the same cancer core and comparable to that of the stained image of the adjacent section of the corresponding cancer core. The spatial differences in different classes of cells are evident in O-PTIR image as shown in Figure 3.

![Fig. 2 Schematic of the optical path of IR and green laser (532 nm) in our O-PTIR instrument. A pulsed Quantum Cascade Laser (QCL) shown in (a) is the source of mid-IR light which acts as a pump causing photothermal expansion at sample. A Continuous Wave (CW) green laser shown in (b) is incident collinearly on the sample and acts as a probe beam. A dichroic mirror (c) combines the green and QCL light and focuses them on the sample (e) using a reflective Cassagrain objective (d). The modulation in intensity of the green light (f) that is scattered back from the sample enables measurement of IR absorbance of the sample.](image)

![Fig. 3 Spatial differences between different cell types in FT-IR image on the left, H & E image in the center and O-PTIR image on the right. Cropped regions around pixels from the same core in FT-IR and O-PTIR images collected at $1650\,\text{cm}^{-1}$.](image)
2.3 Data acquisition

FTIR chemical images for the HD dataset of the TMA were acquired using an Agilent Stingray imaging system consisting of a 680-IR spectrometer connected to a 620-IR imaging microscope with a numerical aperture of 0.62. We performed the imaging of each core in the TMA at 16 co-additions in transmission mode. The spectral resolution was 8 cm\(^{-1}\) with a pixel size of 1.1 \(\mu m\) and a truncated spectral range of 902 cm\(^{-1}\) to 3892 cm\(^{-1}\). We collected the background scan at 128 co-additions and ratioed to the single beam data to remove spectral contributions from the substrate, atmosphere, and globar source.

The O-PTIR dataset was acquired with a Photothermal microarray (8×8) shown at band 1664 cm\(^{-1}\). Date from 70 ovarian cancer patients is shown. The biochemical variations in tissue are evident from differences in color in the figure. Spectral bands provide biochemical information, which, in combination with machine learning enable tissue-subtype identification and disease diagnosis.

2.4 Feature Selection

Since the O-PTIR signal is detected using a point detector, the time taken to collect an image of a single core varies between 90 to 100 minutes per wavenumber. Hence collecting the full image of core at all wavenumbers in 900 cm\(^{-1}\) to 1900 cm\(^{-1}\) at 2 cm\(^{-1}\) spacing will take approximately 32 to 35 days. To reduce the time of imaging, we need to collect fewer band images with important biochemical information. These wavenumbers are determined by analyzing FTIR spectra of ovarian tissue to determine absorbance peaks corresponding to major functional groups. Based on this analysis we decided to acquire O-PTIR data at wavenumbers 1162 cm\(^{-1}\), 1234 cm\(^{-1}\), 1396 cm\(^{-1}\), 1540 cm\(^{-1}\), and 1661 cm\(^{-1}\) (Figure 5), which correspond biochemically to glycogen, amide III, nucleic acids and lipids, amide II, and amide I, respectively.

We used an Aperio Scanscope system to acquire the Light microscope images of the whole slide’s H&E chemically stained sections.

![O-PTIR microarray](image)

Fig. 4 O-PTIR microarray (8×8) shown at band 1664 cm\(^{-1}\). Date from 70 ovarian cancer patients is shown. The biochemical variations in tissue are evident from differences in color in the figure. Spectral bands provide biochemical information, which, in combination with machine learning enable tissue-subtype identification and disease diagnosis.

![Absorption spectrum](image)

Fig. 5 The figure shows absorption spectrum of ovarian tissue collected using O-PTIR technique. The spectrum shows the IR absorption values (Y-axis) for the wavenumbers (X-axis) in the fingerprint region. The marked peaks on the spectrum correspond to biochemically relevant functional groups of glycogen at 1162 cm\(^{-1}\), amide III at 1234 cm\(^{-1}\), nucleic acids and lipids at 1396 cm\(^{-1}\), amide II at 1540 cm\(^{-1}\), and amide I at 1661 cm\(^{-1}\).

2.5 Data pre-processing

The standard preprocessing steps used in FTIR are not used in O-PTIR because the data collected in FTIR is a direct measurement of IR absorption by the sample ratioed to the incident source power while raw data obtained from O-PTIR is an indirect measure of absorption of the IR wavenumber by the sample using a visible laser. Since the power emitted by QCL is not uniform over all the wavenumbers, the background spectra is collected with 10 co-additions to measure the power of different wavenumbers in QCL. The raw data is then normalized with the power spectra value corresponding to its wavenumber from the background spectra. The range of values of raw O-PTIR signal typically vary between 0 mV to 1.5 mV for the current set of parameters mentioned. But there are always few outlier pixels which give very high signal which could be happening due to high reflectivity of green laser from those pixels. This leads to different range of O-PTIR signal values in different cores of TMA. Normalizing all the bands with Amide I band (1664 cm\(^{-1}\)) will bring the range between 0 and 1 for all the cores significantly reducing the variation in range caused by those few outlying pixels.
Note that some tissue biopsies are missing because of the collected data was bad and larger areas of epithelium and stroma were intermixed so much that presence of subtypes of stroma or other cells being present in annotations is causing errors.

2.6 Data annotation

The tissue cores were labeled by two pathologists on adjacent tissue slices stained with H&E as stroma or epithelium. The provided H&E annotations were used to annotate O-PTIR data by manually aligning the chemically stained annotated image with IR images. To generate training and testing data sets, the left half of TMA was used for training and the right half of the TMA was used for testing to maximize the variety of tissue the classifiers were exposed to while maintaining independent training and testing sets.

2.7 Classification Models

As a baseline comparison, an SVM classifier is trained on 10000 randomly selected pixels from training dataset summarized in Table 1. 10,000 samples per class are used to train the classifier to balance the number of samples for each class. Similarly, we trained a random forest classifier with 100 trees using 10,000 samples per class. The inputs to the classifiers were five element vectors containing the IR absorption values at each pixel and the corresponding pixel label. Further increasing the number of samples per class did not show any significant increases in the overall accuracy of these classifiers.

We designed a CNN model based on structure and hyperparameters which have demonstrated success in breast cancer histology. As inputs to the networks, we cropped a $32 \times 32$ region around the center pixel in O-PTIR data to leverage the local spatial information. The base network structure used consists of a convolution layer with 32-feature maps, followed by a $2 \times 2$ max-pooling layer, followed by a convolution layer with 32-feature maps and another convolution layer with 64-feature maps, then ends with a fully connected layer with 64 nodes and a softmax layer to output classification probabilities. The network for O-PTIR data contains an extra 32-feature convolution layer and $2 \times 2$ max pooling layer before the 64-feature convolution layers to adjust the larger input size, ensuring that the feature size in the final layers are equivalent in both models (Figure 6).

2.8 Hyperparameters

We chose the following hyperparameters for the Random Forest model: The random forest classifier is trained on 10000 randomly selected pixels from training dataset summarized in Table 1, with 100 trees. The inputs to the classifiers were five element vectors containing the IR absorption values at each pixel and the corresponding pixel label.

We chose the following hyperparameters for the CNN model:

1. **Optimization**: The Adam optimizer was used.

2. **Dropout**: The networks had a dropout layer before the fully connected layer with a keep probability of 0.5. This layer aids regularization and prevents overfitting by randomly disabling nodes in the first and last layers in training. Dropout layer were included before the softmax layer and before the first 64-feature convolution layer.

3. **Non-linearity**: Rectified Linear Unit (relu) activation function is used as activation function for each layer.

4. **Weight initialization**: The initial weights of keras layers are initialized using Randomnormal class from the built-in initializer in the module. This initializer generates tensors with a normal distribution with mean at 0.0 and standard deviation of 0.05.

5. **Batch Size**: The networks trained with a batch size of 128 images.

6. **Epochs**: The networks were trained for 8 epochs. Data were randomly shuffled between epochs.

2.9 Implementation

All data pre-processing was performed using our open-source Slproc software, implemented in C++ and CUDA. Training and testing was performed in Python using open-source software packages. The CNNs were implemented in python with the Keras library, built on TensorFlow. Random forest classifiers and accuracy scores were computed using the Scikit-learn library. The experiments were run on a NVIDIA Tesla K40m GPU.

3 Results

Considering our primary goal to leverage improved spatial resolution in O-PTIR imaging to classify cell types in O-PTIR images, we used overall accuracy (OA) and receiver operating characteristic (ROC) curves as evaluation metrics. The overall accuracy (OA) would be useful for both binary, and multi-class classification as it represents the percentage of pixels that were mapped correctly to the appropriate class. The ROC curves delineate the correlation between specificity and sensitivity to ascertain acceptable false
positive and true positive indicators. We tested classification algorithms such as RF and SVM, which are spectral-based, and CNN classifier which uses spectral and spatial features on the O-PTIR data. The overall accuracy of these classifiers is compared in Table 2 to evaluate the highest performing classifier. CNN outperforms RF and SVM classifiers in terms of overall and classwise accuracy.

The per class accuracy values and the overall accuracy obtained after classification of testing dataset is summarized in Table 2. The ROC curves and AUC values for all the classifiers and datasets used is shown in Figure 8, where it can be seen that CNN overcomes SVM and RF in AUC values for all the datasets. The overall accuracy with CNN shows a very high improvement of approximately 40-50% in comparison with RF and SVM. The low overall accuracy scores for RF (53.21%) and SVM (45.57%) can be attributed to using spectral information from only 5 wavenumbers instead of all the wavenumbers in the spectrum from 900-1900. Meanwhile the high overall accuracy achieved by CNN (94.61%) is due to utilization of both spectral and spatial features.

Table 1 The table shows the number of pixels available for training and testing from O-PTIR data, separated by class. Testing and training sets were built by splitting the entire TMA in half and assigning one half to each set. To prevent class bias in training, equivalent numbers of pixels were selected from each class, 10,000 per class in random forest classifiers and, in CNNs, 400,000 pixels per class from O-PTIR data.

| Class   | Training | Testing |
|---------|----------|---------|
| Epithelium | 22,766,257 | 19,249,625 |
| Stroma   | 11,001,575  | 8,719,719   |
| Total    | 33,767,832  | 27,969,344 |

Table 2 Accuracy scores of random forest models by data type across 80 experiments, trained with 10,000 randomly selected samples per class and in CNNs, 400,000 pixels per class. The random forest classifier is much less accurate than the CNN, likely because the increased resolution allows an increase in within-class spectral diversity, making classification more difficult without use of spatial features.

| Class   | SVM         | Random Forest | CNN         |
|---------|-------------|---------------|-------------|
| Epithelium | 80.31 ± 0.18 | 60.18 ± 0.29  | 95.33 ± 1.52 |
| Stroma   | 29.84 ± 0.26 | 44.27 ± 0.21  | 93.00 ± 1.97 |
| Total    | 45.57 ± 0.3  | 53.21 ± 0.05  | 94.61 ± 0.82 |

The classification model obtained from CNN was used to classify the entire TMA of ovarian tissue punches and not only the annotated areas. Figure 7 shows the classification results which are consistent with the H&E stained image dataset. The results show that epithelium and stroma are well classified using the CNN classifier and the distinction in these classes is comparable to that of the visible stained images. In order to quantify the efficiency of different classifiers, we used Area Under the Curve (AUC) and Receiver Operating Characteristic plot (ROC) curves as metrics. The CNN classifier demonstrates high value with AUC of 0.98 and 0.58 for the RF classifier and the visual representation of ROC is demonstrated in Figure 8.

We calculated the ratio of Stroma to Stroma and Epithelium and plotted it against the stage of cancer as shown in Figure 9. Since the stage of cancer is qualitative, we assigned a quantitative variable, and the curve is fitted using non-linear regression to observe the trend in the ratio as a function of the stage of cancer which can be observed from the plot in figure 8 (a). The plot in figure 8 (b) shows the trendline with error bands for each stage, demonstrating the dramatic reduction of stroma during the early stages of cancer relative to normal healthy tissue.

All data pre-processing was performed using our open-source S1proc software[55], implemented in C++ and CUDA. Training and testing was performed in Python using open-source software packages. The CNNs were implemented in python with the Keras library[56] built on TensorFlow[57]. Random forest and SVM classifiers and accuracy scores were computed using the Scikit-learn library[58]. The CNN classifier’s performance was calculated by testing the classifiers on ten different sets of randomly selected training pixels and averaging the overall accuracy run on a NVIDIA Tesla K40m GPU.

4 Discussion

FTIR imaging captures an absorption spectrum across a range of wavenumbers at each point, while O-PTIR allows us to obtain high-resolution absorption images of the sample at discrete wavenumbers. O-PTIR techniques also require more time to scan equivalent areas relative to FTIR, limiting the amount of data that can be reasonably collected. The effect of the improvement in resolution on tissue classification has not yet been studied. The classification accuracy of the CNN model (< 90%-94%) demon-
strate that ovarian cancer tissue can be classified using spectral and spatial data. While this result has been found in other tissue types, this work extends the technique’s application to ovarian tissue. The improvement seen in CNNs over random forest classifiers demonstrates that the spatial data hidden in the images contains essential information about the tissue type. CNNs take advantage of this information by extracting spectral-spatial features characteristic of tissue types in the area surrounding a pixel, thus achieving improved accuracy. Additionally, as the accuracy of random forest classifiers trained on O-PTIR data is much lower than CNN, the greater resolution in O-PTIR imaging likely causes an increase in within-class spectral diversity, meaning the classes are broader and more difficult for a non-spatial model to distinguish. This effect is overcome by the convolutional models, which use spatial features in classification. The comparison of networks trained on O-PTIR data demonstrated a statistically significant improvement in classification accuracy. Therefore, this work shows that the higher resolution of O-PTIR imaging provides additional spectral information, which aids in tissue classification. This result is promising for using IR spectroscopic imaging techniques with improved resolution in refining the accuracy of tissue classification algorithms.

There are multiple ways of improving classification accuracy, and the quality of Annotations has a significant effect on training and testing the accuracy of networks. By improving the accuracy of our epithelial and stromal tissue annotations, network performance would likely improve. Additionally, as annotations are drawn on adjacent tissue sections and manually aligned, there is an inherent error in the ground truth classes, decreasing classifier performance. We also selected five wavenumbers from the mid-infrared spectrum to image with the O-PTIR system and similarly limited the FTIR data to the same wavenumbers as O-PTIR data collection is time-intensive, and the time required to image is directly proportional to the number of wavenumbers. Additional spectral information to distinguish tissue classes could be achieved by adding additional IR wavenumbers to the data. Our method for wavenumber selection was based on tissue qualities and spectral appearance. More rigorous methods for selection which analyze the deterministic power of a wavenumber could contribute to classification improvement. Further research is necessary for optimal wavenumber selection for O-PTIR imaging.

The effect of improved spatial resolution may be more profound when considering other tissue types in classification, such as blood, adipocytes, or myofibroblasts. Designing classifiers with these tissue types could provide more insight into the magnitude of improvement afforded by additional resolution. Further investigation is necessary in these areas to more fully explore the benefits of O-PTIR spectroscopic imaging.

Stroma to Epithelium ratio is used as one of the important clinical markers to determine the stage of cancer, and from Figure 9 we can demonstrate that there is a significant decrease in the stroma percentage as there is the progression in stages of cancer relative to normal healthy tissue. The Stroma ratio is evaluated per core for each stage of cancer after the CNN model has done complete classification on the entire core. Since CNN output is seen as probabilities, we set a threshold of 80 percent to determine whether a given pixel belongs to epithelium or stroma and calculated the ratio of stroma to the epithelium and stroma pixels while marking the pixels with probabilities less than 80 percent as other class which could correspond to the presence of necrotic tissue, lymphocytes and blood vessels in the tissue.
5 Conclusion

The introduction of the O-PTIR spectroscopic imaging technique has significantly improved spatial resolution over the FTIR imaging technique. It is thus essential to consider whether this improvement is consequential in the application. This study is the first analysis of the effect of resolution improvement in IR spectroscopic image data in classification of human tissue to the best of our knowledge. O-PTIR imaging with CNN classification can provide a meaningful improvement in computational and quantitative histopathology, and preliminary results in ovarian tissue histopathology using infrared spectroscopy are promising. This project demonstrates the utility of O-PTIR in ovarian tissue analysis and opens the door for further ovarian cancer studies using O-PTIR.
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