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Abstract—We propose and examine two optimal (0, 1)-matrix completion problems with majorization ordered objectives. They elevate the seminal study by Gale and Ryser from feasibility to optimality in partial order programming (POP), referring to optimization with partially ordered objectives. We showcase their applications in electric vehicle charging, portfolio optimization, and secure data storage. Solving such integer POP (iPOP) problems is challenging because of the possible non-comparability among objective values and the integer requirements. Nevertheless, we prove the essential uniqueness of all optimal objective values and identify two particular ones for each of the two inherently symmetric iPOP problems. Furthermore, for every optimal objective value, we decompose the construction of an associated optimal (0, 1)-matrix into a series of sorting processes, respectively agreeing with the rule of thumb “peak shaving” or “valley filling.” We show that the resulting algorithms have linear time complexities and verify their empirical efficiency via numerical simulations compared to the standard order-preserving method for POP.
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I. INTRODUCTION

Zero-one matrix completion plays a prominent role in many areas like network construction [1], experimental block design [2], bidimensional election [3], discrete tomography [4], and indivisible resource allocation [5]. This line of research originates from the class of (0, 1)-matrices with specified row and column sums, namely

\[
[a_{ij}] \in \{0, 1\}^{m \times n} \quad \sum_{j=1}^{n} a_{ij} = r_i, \quad \sum_{i=1}^{m} a_{ij} = c_j,
\]

(1)

where \(r_i\) and \(c_j\) are respectively the prescribed line sums of the \(i\)th row and \(j\)th column for the \(m\) rows and \(n\) columns.
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Gale [6] and Ryser [7] independently derived an inequality under the majorization order to characterize the existence of a matrix satisfying (1). After that, there have been a number of extensions in the literature [5], [8]–[11]. Most of them focus on completing matrices that belong to a subset of the mentioned matrix class, e.g., prescribing zeros/ones in certain positions [12]–[17] and imposing structural constraints [18]–[20]. See a more detailed discussion in Section II.

However, in practice, we often wonder which completion is better. This fact motivates us to take the study of (0, 1)-matrix completion from feasibility to optimality. In this work, we aim to find a \((0, 1)\)-matrix \([a_{ij}] \in \{0, 1\}^{m \times n}\) to optimize the flatness of

\[
d = \left[ \sum_{i=1}^{m} a_{i1} \sum_{i=1}^{m} a_{i2} \cdots \sum_{i=1}^{m} a_{in} \right]',
\]

subject to \(\sum_{j=1}^{n} a_{ij} = r_i\), where \(r \in \mathbb{R}^m\) prescribes the row sums and \(d \in \mathbb{R}^n\) is a given reference vector to the column sums of the optimized \((0, 1)\)-matrix.

The flatness objective comes from electric vehicle (EV) charging, where we require the smoothest remaining supply or aggregated load profile to ease the supply/demand balance. Other applications include portfolio optimization [21] and secure data storage [22], where the flatness of the objective vector reflects the risk level of a portfolio of assets or the security level of a distributed data storage service.

Mathematically, we can apply the majorization order to measure the flatness of a vector [23]–[25]. This practice is because majorization describes how evenly a quantity is dispersed in a vector and has been popular in measuring statistical dispersion [26] or economic disparity [27]. Meanwhile, the majorization inequality in the Gale-Ryser theorem motivates us to study optimal (0, 1)-matrix completion with majorization ordered objectives [6], [7]. Then, we complement the existing studies by using majorization to evaluate the performance of matrix completion (optimality), in addition to characterizing the existence of particular matrices (feasibility).

To the best of our knowledge, we are the first to study optimal (0, 1)-matrix completion problems with vector-valued objectives ordered by majorization. The majorization ordered objectives bring unique challenges. Unlike other partial order programming (POP) problems, the optimization under majorization suffers from the question of whether the optimal objective value is unique or not because the attainable objectives are partially ordered rather than totally ordered, and two objective values may not be comparable. Even worse, the integer
constraints lead to integer POP (iPOP) and further complicate the optimal matrix completion. Overall, it is challenging to find one of the optimal solutions to an iPOP problem, not to mention all of them. Nevertheless, we propose and address two iPOP problems under majorization, elevating the study in [6], [7] and generalizing several results in [5], [28], [29].

We show that all the optimal objective values for each proposed iPOP problem are essentially unique in the sense that they are rearrangements of each other. Although not every rearrangement of an optimal objective value is attainable, we identify two particular ones characterized by the order of elements in the objective value or the corresponding column sum vector. After that, we propose a “peak-shaving” or “valley-filling” approach to every optimal objective value for each iPOP problem. Notably, the resulting algorithms decompose the construction of an associated optimal (0, 1)-matrix into a series of sorting processes. Specifically, they sequentially construct the rows of the optimal (0, 1)-matrix respectively by decreasing the largest elements or increasing the smallest ones of a vector; agreeing with the rule of thumb “peak shaving” or “valley filling.” This fact provides a fine-grained perspective on the inherent symmetry of the two iPOP problems. More importantly, the algorithms can avoid round-off errors, have linear time complexities, and are thus more useful in large-scale matrix completion instances with many rows/columns than conceivable alternatives, as substantiated by simulations.

From a historical perspective, our approach inherits the merits of the Ryser-like algorithms, which are generally designed to construct (0, 1)-matrices with given row/column sums and can help check their existence numerically [30], [31], Section 3]. From this point of view, our partially ordered objectives and algorithms jointly answer the intriguing question: which (0, 1)-matrix does a Ryser-like algorithm return? This observation coincides with the study of another question: which return? This observation coincides with the study of another question: which.

A. (0, 1)-Matrix Completion

Most results in the literature generalize the seminal Gale-Ryser works [6], [7] by focusing on the matrix feasibility problem with additional or modified constraints. A typical practice is to prescribe certain zeros in addition to given row/column sums. For example, the work [12] considers a fixed zero block.

We characterize the essential uniqueness of all optimal objective values and identify two particular ones of interesting features for each proposed iPOP problem in Section IV. Meanwhile, we relate our iPOP to optimization over lattices [36].

We respectively develop a “peak-shaving” and a “valley-filling” algorithm in Section V to construct an optimal (0, 1)-matrix associated with an arbitrary optimal objective value for each of the two iPOP problem. The algorithms are efficient and insightful, e.g., having linear time complexities and uncovering the inherent symmetry of the two problems.

We verify the efficiency of our approach compared to the order-preserving scalarization in Section VI. Moreover, we present natural extensions of the two iPOP problems, further showing the strength of our solution method.

In Section II, we introduce the related work and preliminaries. In Section VII, we conclude this paper and show future directions. For fluency, we defer most proofs to the Appendix.

Our study of iPOP can be traced back to the conference paper [37], touching the uniqueness of optimal objective values and an optimal solution algorithm for one iPOP problem (see Problem 4 herein) without proofs. This paper completes the study of the iPOP problem and complements it with an additional one (see Problem 2). We derive the main results for the additional problem and unravel the inherent symmetry of the two iPOP problems. We also augment the study of attainable and feasible sets by characterizing particular (optimal) objective values and solutions. We further prove that our approach can find all optimal objective values instead of one and add extensive comparisons to conventional methods.

Notation: Let $\mathbb{N}$ denote the index set $\{1, \ldots, n\}$, for $n \in \mathbb{N}$. Let 0 or 1 respectively denote a vector of all zero or one elements. Let $e_i$ be a (0, 1)-vector of all zero elements except the ith one. Each of 0, 1, and $e_i$ has a compatible dimension. For an index sequence $(1, \ldots, m)$, a permutation $\sigma : m \to m$ is a bijective function which rearranges the original sequence. Given $x = [x_1 \cdots x_n]'$, we denote its nonincreasing rearrangement by $x^\downarrow = [x_1' \cdots x_n']'$, where $x_1' \geq \cdots \geq x_n'$. Also, define $\mathbb{R}^+ = \{x^+ | x \in \mathbb{R}^n\}$ and $\mathbb{N}^+ = \{x^+ | x \in \mathbb{N}^n\}$. For two vectors of the same length, $x$ and $y$, let $x + y$ and $x - y$ denote the elementwise addition and subtraction, respectively. The Hölder 1-norm of $x \in \mathbb{R}^n$ is denoted by $\|x\|_1$, which sums the absolute values of all the elements in $x$, namely, $\|x\|_1 = \sum_{i=1}^{n} |x_i|$. The indicator function $\mathbb{1}(\cdot)$ maps an assertion to one if it is true and zero otherwise. For a matrix $A = [a_{ij}] \in \mathbb{R}^{m \times n}$, its transpose is denoted by $A'$, while its ith row and jth column are respectively specified by $a_{i*} \in \mathbb{R}^1 \times \mathbb{N}$ and $a_{*j} \in \mathbb{R}^m$. The vectorization of a matrix $A$, denoted by vec$(A)$, is the $mn$-dimensional vector obtained by stacking the columns of $A$: vec$(A) = [a_{11}' \ a_{12}' \cdots a_{mn}'].$
The Fulkerson-Chen-Anstee theorem addresses the case where each column has at most one prefixed zero [16–18]. Our previous results involve the cases where unassigned positions form a staircase [13], a banded [15], or even an arbitrary pattern [5]. By further requiring no two consecutive 1’s in every column, the authors of [8] derived an existence condition with a series of majorization inequalities, including the single one in the Gale-Ryser theorem. Moreover, the two papers [9], [10] examine the case with bounded row/column sums, instead of exact ones, while the paper [11] studies (0, 1)-matrices with given row and column sums modulo k. Unlike these existing results, our work extends the feasibility study by Gale and Ryser to the challenging yet useful optimization study – POP.

We note that several (0, 1)-matrix feasibility problems [18–20] are relevant to graph realization, laying the foundation for control-related applications like network generation, controllability, and synchronization [38–40]. We envision that the advanced optimization study will provide a more innovative perspective on these applications than the feasibility study.

B. Partial Order Programming

A binary relation \( \preceq \) on a set \( S \) is a partial order if it is 1) reflexive: \( x \preceq x \), 2) transitive: \( x \preceq y \) and \( y \preceq z \) imply \( x \preceq z \), and 3) antisymmetric: \( x \preceq y \) and \( y \preceq x \) imply \( x = y \), for all \( x, y, z \in S \). Unlike in a total order, two elements in a partially ordered set, or a poset \((S, \preceq)\) may not always be comparable (neither \( x \preceq y \) nor \( y \preceq x \)). Here is a typical poset \((\mathbb{R}^n, \preceq)\): for \( x, y \in \mathbb{R}^n \), we write \( x \preceq y \) if \( x \) has no more than \( y \) in the elementwise order, if \( x_i \leq y_i \), for all \( i \in \mathbb{I} \).

POP refers to optimization problems whose objectives are partially ordered; moreover, the optima to a POP problem are those that no other can majorize and may not be unique. An earlier study of POP is vector optimization [41, Section 4.7], where the objective values that are optimal under a cone-induced partial order are usually non-unique and form a Pareto frontier. Another example is the classic stable matching problem originally studied by Gale and Shapley [42]. While the seminal Gale-Shapley algorithm can find one stable matching, Knuth and other researchers further described all stable matchings by a partial order and pinpointed the optimality of the classic algorithm under the partial order, namely, it generates the (unique) optimal one (the best for all women or all men) [43]. Analogously, we uplift the seminal works of Gale and Ryser to POP problems with the majorization order.

C. Majorization

Definition 1. Given \( x, y \in \mathbb{R}^n \), we write

1) \( x \prec_w y \), saying that \( x \) is weakly submajorized by \( y \), if \( \sum_{i=1}^{k} x[i] \leq \sum_{i=1}^{k} y[i] \), for all \( k \in \mathbb{N} \);

2) \( x \sim_w y \), saying that \( x \) is weakly supermajorized by \( y \), if \( \sum_{i=k}^{n} x[i] \geq \sum_{i=k}^{n} y[i] \), for all \( k \in \mathbb{N} \);

3) \( x \prec y \), saying that \( x \) is majorized by \( y \), if \( x \prec_w y \) and \( x \prec_w y \) together.

Majorization is a powerful tool in many applications. Apart from the existence of a (0, 1)-matrix with given line sums [6], [7], researchers use majorization to characterize the existence of a series of pairwise disjoint partial transversals [44], the conditions for a set of polynomials to be the invariant polynomials of a linear time-invariant system with state feedback [45, 46], Section 4.2, the convergence analysis of distributed Kalman filtering [47], the networked stabilizability [48, 49], and optimal strategies for remote estimation [50, 51]. Our work, which uses majorization to evaluate the objective values of optimal \((0, 1)\)-matrix completion, facilitates the generalization of majorization inequalities to POP with majorization ordered objectives. Particularly, there are two studies [52] and [28] dealing with optimization via majorization. The former concerns a combinatorial problem whose solution set is a poset of nonnegative integer vectors with a given sum, ordered by majorization. Meanwhile, the latter examines a class of optimization problems whose optimization criterion is given by two majorization inequalities. Later, we shall show that we are essentially studying optimization over a majorization ordered poset with majorization ordered objectives and generalize the study of [28].

Strictly speaking, majorization is just a preorder on \( \mathbb{R}^n \), not respecting antisymmetry. However, we can bridge the gap by defining the following equivalence relation and canonical set.

Definition 2. For \( x, y \in \mathbb{R}^n \), we say \( x \) is equivalent to \( y \), writing \( x \sim y \), if \( x \prec y \) and \( y \prec x \). For a subset \( X \) of \( \mathbb{R}^n \), we define its canonical set as \( X_c = \{ x \mid x \in X \} \).

We see that \( x \sim y \) if and only if \( x^i = y^i \), or in other words, they are rearrangements of each other. We see that majorization is a partial order in a canonical set.

III. Problem Formulation and Applications

In this section, we shall propose two optimal \((0, 1)\)-matrix completion problems with majorization ordered objectives from EV charging [13], [15], [53]. They generalize the seminal study by Gale and Ryser from feasibility to optimality in iPOP. We also present two illustrative applications.

A. From EV Charging to Optimal \((0, 1)\)-Matrix Completion

Consider a finite time horizon evenly segmented into \( n \) time slots, while the charging rates of EVs are uniform at one unit per time slot. There come \( m \) EVs, the \( i \)-th of which requires to be charged in \( r_i \) out of \( n \) slots, for \( i \in m \), and we call \( r \in \mathbb{N}^m \) the duration profile as in [53]. Then, a coordination of the EVs can be denoted by an \( m \times n \) \((0, 1)\)-matrix \( A \), where \( a_{ij} = 1 \) means that the \( i \)-th EV gets charged at time slot \( j \) and we require \( \|a_{i:}\|_1 = r_i \), for all \( i \in m \), to fully charge the EVs. The coordination matrix is usually not unique and we aim to find the best one in a reasonable sense. Next, we present two optimality criteria separately for the optimal EV coordination, leading to two optimal \((0, 1)\)-matrix completion problems.

In the first case, we have the supply profile \( c \in \mathbb{N}^n \), where \( c_j \) denotes the number of available electrical energy units at time slot \( j \), for all \( j \in \mathbb{N} \). We aim at a flat remaining supply profile (i.e., the difference between the supply profile \( c \) and the column sum vector of a coordination matrix). Therefore, given \( c \in \mathbb{N}^n \) and \( r \in \mathbb{N}^m \), we formulate the first optimal \((0, 1)\)-matrix completion problem as
is nonempty if and only if respectively. The Gale-Ryser theorem states that \( A \) \( \{ r \} \) row and column sum vectors are 

\[
\begin{align*}
\text{minimize}_A & \quad c - \sum_{i=1}^{m} a_i' , \\
\text{subject to} & \quad A \in \{0,1\}^{m \times n} ; \| a_r \|_1 = r_i , \forall i \in m ; \\
& \quad \| a_j \|_1 \leq c_j , \forall j \in n .
\end{align*}
\]

By writing minimize \( c \), we aim to find a minimal element or the set of minimal elements among attainable objective values.

In the following, we clarify why we expect a flat remaining supply profile and obtain a more compact form of the above iPOP problem. To this end, we review several useful concepts and the Gale-Ryser theorem \[24, \text{Section 7}\].

Definition 3. The partition conjugate of a vector \( x \in \mathbb{N}^n \) is a vector \( x^* \), whose \( j \)th element is the number of elements no less than \( j \) in \( x \), namely, 

\[
x_j^* = \sum_{i=1}^{n} 1( x_i \geq j).
\]

We see \( x_j^* = 0 \) if \( j > x[1] \). By adjusting the number of zeros, we give \( x^* \) a required dimension that is no less than \( x[1] \).

In Fig. 1 we graphically illustrate the partition conjugate, which relates to a Young diagram \[54\] consisting of a collection of left-justified cells of equal size. Moreover, the number of cells in each row corresponds to each element of \( x \), while that of each column corresponds to each element of \( x^* \).

Let \( A(r, x) \) denote the set of \( m \times n \) \( (0,1) \)-matrices whose row and column sum vectors are \( r \in \mathbb{N}^m \) and \( x \in \mathbb{N}^n \), respectively. The Gale-Ryser theorem states that \( A(r, x) \) is nonempty if and only if \( x \prec r^* \) \[6, 7\], suggesting that \( \{ r \mid A(r, y) \neq \emptyset \} \subseteq \{ r \mid A(r, x) \neq \emptyset \} \) for \( x, y \in \mathbb{N}^n \) and \( x \prec y \). Thus, requiring the remaining supply profile to be flat enables us to accommodate more new EVs \[15, 53\].

More interestingly, this requirement also suggests charging the EVs at the slots with more supplies (lower prices), consistent with the “peak-shaving” behavior in smart grids \[55\], which will be made more clear later.

In addition, the Gale-Ryser theorem implies that \( x \in \mathbb{N}^n \) is the column sum vector of a coordination matrix if and only if \( x \prec r^* \). Hence, the optimal remaining supply profiles are the minimal elements of \( \{ c - x \mid x \in \mathbb{N}^n , x \prec r^* , \text{ and } x \leq c \} \) under majorization. Then, we can reformulate Problem (2) as

\[
\begin{align*}
\text{minimize}_x & \quad c - x , \\
\text{subject to} & \quad x \in \mathbb{N}^n , x \prec r^* , \text{ and } x \leq c .
\end{align*}
\]

In the second case, we consider base loads like road lamps, consuming \( b_j \in \mathbb{N} \) units of electrical energy at slot \( j \), for all \( j \in n \). We aim to coordinate the EV charging so that the combined power consumption of the base loads and EVs is as smooth as possible for the following reasons \[55-59\]. First, peaks in demand increase the infrastructure costs by requiring additional generators and ramping capacities. Second, a fluctuating load may aggravate emission costs, voltage deviations, and power losses. Finally, the changes in demands over time usually intensify undesirable market volatility. Also, we show that majorization can properly evaluate the smoothness level of the power consumption from two aspects. First, the smaller a vector is under majorization, the smaller the variance of the vector is \[24, \text{Section 1.C}\]. Second, using majorization as a measure of smoothness generalizes the valley-filling behavior, whose core is shifting coordinated loads like EV charging to time slots with lower existing load and higher network capacity \[55\]. Thus, given \( b \in \mathbb{N}^n \) and \( r \in \mathbb{N}^m \), we formulate the second optimal \( (0,1) \)-matrix completion problem as

\[
\begin{align*}
\text{minimize}_A & \quad b + \sum_{i=1}^{m} a_i' , \\
\text{subject to} & \quad A \in \{0,1\}^{m \times n} ; \| a_r \|_1 = r_i , \forall i \in m .
\end{align*}
\]

Note that in the above formulation, we do not enforce inequality constraints on the column sums as in Problem (2).

By the Gale-Ryser theorem, we note that the smoothest combined consumption profiles correspond to the minimal elements of \( \{ b + x \mid x \in \mathbb{N}^n \) and \( x \prec r^* \} \) under majorization. Similarly, we can reformulate the above iPOP problem into a more compact form:

\[
\begin{align*}
\text{minimize}_x & \quad b + x , \\
\text{subject to} & \quad x \in \mathbb{N}^n \text{ and } x \prec r^* .
\end{align*}
\]

So far, we have formulated the two iPOP problems of our interest. We assume \( b, c \in \mathbb{N}^n \) unless specified otherwise, respectively called a base and a ceiling vector. We do not assume the order of elements in the row sum vector \( r \).

The two iPOP problems seem to be symmetric in terms of elementwise addition and subtraction (see the objectives of Problems (3) and (5)), so we shall study them synchronously and wonder whether there are dual properties between them in later sections. Particularly, we prove the essential uniqueness of optimal objective values, which facilitates finding all the optimal solutions.

Moreover, we propose a specialized approach to each proposed optimal \( (0,1) \)-matrix completion problem with majorization ordered objectives, agreeing with the rule of thumb “peak-shaving” or “valley-filling.” The resulting algorithms provide a fine-grained perspective on the inherent symmetry of the two iPOP problems.

B. More Illustrative Applications

There are many applications of the proposed problems in the literature, e.g., load assignment in crossbar switches \[28\] and biological sequence analysis \[29\]. Next, we present two more, which directly lead to the compact reformulations (namely, Problems (3) and (5)). This fact corroborates the significance of our study beyond optimal matrix completion.

1) Portfolio optimization. A broker sells \( n \) kinds of assets, which are functional substitutes of each other. The ceiling vector \( c \) discloses the original asset inventory of the broker. An investor asks for a portfolio of assets given his/her risk tolerance. Denote the portfolio by \( x \), where \( x_k \) is the quantity of the \( k \)th asset in this portfolio. The broker partitions the available assets into two parts, \( x \) and \( c - x \), so that the risk tolerance of the investor is satisfied and the broker undertakes
as little risk from the remaining assets as possible [21]. The proverb says that you should not put all your eggs in one basket. Following this idea, we quantitatively describe the risk tolerance as, at most, how many bad assets the broker/investor is willing to possess in the case that there are \( k \) kinds of assets (bad assets) suffering deep losses, for all \( k \in \mathbb{N} [60], [61] \). In the worst case, the kinds of bad assets are exactly those reserved/bought the most by the broker/investor. Thus, the investor’s risk tolerance can be described by a threshold vector \( r^{\star} \), while the risk of the remaining assets corresponds to \( c - x \). Clearly, the broker requires to solve Problem (3).

2) Secure data storage. A direct way to keep a confidential file safe is to break it into distinct data centers [22], [23], [62]. Assume that there are \( n \) data centers, and the current loads of these data centers are described by a base vector \( b \). In the first step, we properly encrypt a confidential file in such a way that the total information is divided into several pieces of data and each piece contains almost the same amount of information. Then, we separate these data pieces into the \( n \) data centers, saying there are \( x_{k} \) pieces stored in the \( k \)th center. The security requirement of the data scattering for the file can be described by a threshold vector \( r^{\star} \), which reveals at most how many pieces of data from the file can be exposed, for all \( k \in \mathbb{N} \), provided that \( k \) data centers are attacked. Apart from fulfilling the security requirement, the storage service provider should balance the loads of the \( n \) data centers. In other words, it expects that the storage profile \( x \) is majorized by the security threshold vector \( t \) and the combined load profile \( b + x \) is as smooth as possible. Thus, such a secure data storage problem can be mathematically formulated as Problem (5).

IV. Uniqueness of Optimal Objective Values

The optimal objective value of a POP problem is usually not unique, and it is challenging to identify all the optimal objective values for an iPOP. We show, in this section, that the optimal objective values for each proposed iPOP problem are essentially unique in the sense that they are rearrangements of each other. Note that not all rearrangements of an optimal objective value are attainable; nevertheless, we identify two particular ones of interesting properties for each iPOP problem by analyzing the attainable and feasible sets defined later. These results lay the foundations for the next section, where we develop an efficient and insightful approach, either generating an arbitrary optimal objective value or justifying the infeasibility of the iPOP problem.

A. Attainable Sets and Essential Uniqueness

Throughout this subsection, we assume Problems (2) and (4) are feasible. We respectively denote the sets of the column sum vectors of feasible \((0, 1)\)-matrices in Problems (2) and (4) by

\[
\mathcal{X}^{\oplus} = \{ x \in \mathbb{N}^{n} \mid A \in \{0, 1\}^{m \times n}; \|a_{i}\|_{1} = r_{i}, \forall i \in m; x_{j} = \|a_{j}\|_{1} \leq c_{j}, \forall j \in n \} \quad \text{and} \quad \mathcal{X}^{\ominus} = \{ x \in \mathbb{N}^{n} \mid A \in \{0, 1\}^{m \times n}; \|a_{i}\|_{1} = r_{i}, \forall i \in m; x_{j} = \|a_{j}\|_{1}, \forall j \in n \},
\]

amounting to the feasible sets of Problems (3) and (5).

Moreover, we respectively denote the attainable sets of Problems (2) and (4) by

\[
\mathcal{V}^{\oplus} = \{ c - x \mid x \in \mathcal{X}^{\oplus} \} \quad \text{and} \quad \mathcal{V}^{\ominus} = \{ b + x \mid x \in \mathcal{X}^{\ominus} \}.
\]

Accordingly, their canonical attainable sets are respectively

\[
\mathcal{V}_{c}^{\ominus} = \{ (c - x)^{\downarrow} \mid x \in \mathcal{X}^{\oplus} \} \quad \text{and} \quad \mathcal{V}_{b}^{\ominus} = \{ (b + x)^{\downarrow} \mid x \in \mathcal{X}^{\ominus} \}.
\]

Before proceeding, we first examine the relationship between the attainable and canonical attainable sets. Then, we derive Proposition 1, which implies the existence of a particular optimal objective value regarding the order of elements.

**Proposition 1.** Suppose \( b, c \in \mathbb{N}_{+}^{n} \).

1) If \( v \in \mathcal{V}_{c}^{\ominus} \), then \( v^{\downarrow} \in \mathcal{V}_{c}^{\ominus} \).
2) If \( v \in \mathcal{V}_{b}^{\ominus} \), then \( v^{\downarrow} \in \mathcal{V}_{b}^{\ominus} \).

**Proof.** Proposition 1, proven in Appendix B, states that \( \mathcal{V}_{c}^{\ominus} \subseteq \mathcal{V}^{\ominus} \) and \( \mathcal{V}_{b}^{\ominus} \subseteq \mathcal{V}^{\ominus} \), when \( b, c \in \mathbb{N}_{+}^{n} \). Such inclusion relations suggest that there exists a particular optimal objective value whose elements have the same order as those of \( b \) in Problem (1) or \( c \) in Problem (2). Since \( b, c \in \mathbb{N}_{+}^{n} \), the particular optimal objective value is in its nonincreasing rearrangement.

Before characterizing the essential uniqueness of optimal objective values, let us clarify several concepts. Note that the attainable sets are preordered by majorization, while the canonical attainable sets are partially ordered by majorization.

In a preordered set or poset, we differentiate a minimal element from a least one due to the possible non-comparability. Formally, an element is said to be minimal if it does not majorize another in the preordered set or poset; moreover, it is said to be a least element if all others in the set majorize it. The maximal or greatest element is defined similarly. The least element in a preordered set or a poset may not exist.

Recall that the minimal elements of \( \mathcal{V}^{\oplus} \) (or \( \mathcal{V}^{\ominus} \)) constitute the optimal objective values of Problem (2) (or Problem (4)). We wonder whether the optimal objective values are the least elements of the corresponding attainable set. The following theorem answers this critical question affirmatively.

**Theorem 1.** If \( u \) and \( v \) are minimal in \( (\mathcal{V}^{\oplus}, \prec) \), then they are the least elements of \( (\mathcal{V}^{\ominus}, \prec) \) and \( u \sim v \). The same is true if we replace \( \mathcal{V}^{\oplus} \) with \( \mathcal{V}^{\ominus} \).

**Proof.** Theorem 1 proven in Appendix C pinpoints that all the optimal objective values of each iPOP problem are essentially unique because they share the same non-increasing rearrangement. In general, not all rearrangements of an optimal objective value are attainable. Combining Proposition 1 and Theorem 1 we obtain the following theorem.

**Theorem 2.** The least element of \( (\mathcal{V}_{c}^{\ominus}, \prec) \) or \( (\mathcal{V}_{b}^{\ominus}, \prec) \) exists, respectively. Moreover, it is an optimal objective value of Problem (2) or Problem (4) when \( b, c \in \mathbb{N}_{+}^{n} \).
Theorem 2 explicitly clarifies that the particular optimal objective value mentioned before is the least element of the canonical set for Problem (2) or Problem (4) when \(b, c \in \mathbb{N}_0^n\).

Note that the least element in \((V^\oplus_1, \prec)\) or \((V^\odot_1, \prec)\) is unique and solely determined by the setup \((c, r)\) or \((b, r)\), respectively. Motivated by this fact, we respectively define a “subtraction” operation and an “addition” operation.

Definition 4. The least elements of \((V^\oplus_1, \prec)\) and \((V^\odot_1, \prec)\) are defined as \(c \ominus r\) and \(b \oplus r\), respectively.

We observe that \(c \ominus r\) or \(b \oplus r\) is well-defined if Problem (2) or Problem (4) is feasible. The two operations will facilitate the interpretations of our solution approach in the next section.

B. Feasible Sets and Lattices

This subsection is for the feasible sets of our iPOP problems and analyzing their structural properties. These results give us more insights into our iPOP problems and benefit future studies. Notably, we prove that our iPOP problems belong to the optimization over a lattice that has attracted attention in system design [52] and code construction [63]. Meanwhile, we identify another particular optimal objective value, the elements in whose corresponding column sum vector respectively have the same order as those in \(c\) for Problem (2) or the reverse order as those in \(b\) for Problem (4). This fact shows that our iPOP problems usually have multiple optimal objective values, and it is challenging to identify them all. Nevertheless, we develop a solution approach in the next section to find all optimal objective values, including the two particular ones (See Proposition 1 before and Proposition 3 later). As a byproduct, the proposed algorithms also provide a numerical way to check the feasibility of the considered iPOP problems.

We see that Problem (2) or Problem (4) is always feasible. Next, let us study the feasibility of Problem (2) or Problem (3).

Proposition 2. Problem (2) or Problem (3) is feasible if and only if \(c <_{\text{w}} r^*\), or equivalently, \(r <_{\text{w}} c^*\).

By Proposition (2), Proposition 2 shows how the elementwise order influences a majorization ordered set involving nonnegative integers. It is essentially an analogy of an existing result involving real numbers (see Lemma 1 in Appendix A), which was originally reported in [24] Section 5.A. The proposition follows from the Gale-Ryser theorem and the adequacy theorem in [53] focusing on Problem (2). We give a more concise proof directly concerning Problem (3) in Appendix B.

Similar to before, we consider the canonical feasible sets of Problems (3) and (5), which are respectively

\[ X^\odot_1 = \{ x^\downarrow | x \in X^\odot \} \quad \text{and} \quad X^\oplus_1 = \{ x^\downarrow | x \in X^\oplus \}. \]

Furthermore, to characterize a particular feasible solution, we define \(X^\odot_1 = \{ x^\downarrow | x \in X^\odot \}\), where \(x^\downarrow\) denotes the nondecreasing rearrangement of \(x\). Note that there is a homomorphism between \(X^\odot_1\) and \(X^\oplus_1\). The proposition below, proven in Appendix C, shows that, to obtain an optimal solution, it suffices to consider the feasible solutions in the nonincreasing rearrangement for Problem (3) or nondecreasing rearrangement for Problem (5).

Proposition 3. Suppose \(b, c \in \mathbb{N}_0^n\).

1) If \(x \in X^\odot\), then \(x^\downarrow \in X^\odot\) and \(c - x^\downarrow < c - x\).
2) If \(x \in X^\oplus\), then \(x^\downarrow \in X^\oplus\) and \(b + x^\downarrow < b + x\).

By Proposition 3 we have \(X^\odot_1 \subseteq X^\odot\) and \(X^\oplus_1 \subseteq X^\oplus\), when \(b, c \in \mathbb{N}_0^n\). Accordingly, we conclude that there exists a particular optimal objective value, the elements in whose corresponding column sum vector respectively have the same order as those in \(c\) for Problem (2) or the reverse order as those in \(b\) for Problem (4). Such particular optimal objective value may not be unique, as exemplified in the next section.

Recall that \(X^\odot_1\) and \(X^\oplus_1\) are partially ordered by majorization. We next show that they have more subtle structures. To this end, let us clarify several necessary preliminaries.

For a poset \((S, \preceq)\) and a subset \(T\) of \(S\), we respectively use \(\inf_T S\) and \(\sup_T S\) to denote the infimum and supremum of \(T\) in \((S, \preceq)\). If \(T\) consists of only two elements, the infimum and supremum are, respectively, called the meet and join of the two elements. A poset is called a lattice if every pair of elements has a meet and a join [64]. Given a subset \(T\) of a set \(S\), we say that \(T\) is a sublattice of \(S\) under a partial order \(\preceq\) if \((S, \preceq)\) and \((T, \preceq)\) are both lattices, and for every pair of elements \(x, y \in T\), it holds that \(\sup_T \{x, y\} = \sup_S \{x, y\}\) and \(\inf_T \{x, y\} = \inf_S \{x, y\}\) [65]. According to the definition, a poset that is both a lattice and a subset of a larger lattice may not necessarily be a sublattice of the larger lattice, different from the concepts of linear subspaces and subgroups.

It is clear that majorization is a partial order on \(\mathbb{R}_n^+\). Neither \(\mathbb{R}_n^+\) nor \(\mathbb{N}_0^n\) is a lattice under majorization, but for \(\tau \in \mathbb{R}\), the set \(R_\tau = \{ x \in \mathbb{R}_n^+ | \sum_{i=1}^{n} x_i = \tau \}\) is proven to be a lattice under majorization [66]. A partition of a nonnegative integer \(\tau\) is a sequence of nonnegative integers whose sum is \(\tau\). For notational convenience, we define the partition set \(N_\tau = \{ x \in \mathbb{N}_0^n | \| x \|_1 = \tau \}\), and the majorization order regarding \(N_\tau\) is also known as the dominance order [67] Section 3. Although \((N_\tau, \prec)\) is a subset of \(R_\tau\) and a lattice [24] Section 5.E, it is not generally a sublattice of \((R_\tau, \prec)\) since the join of two distinct elements in \(N_\tau\) may be different from that in \(R_\tau\). For example, if \(x = [5 2 2 2]^{\top}\) and \(y = [4 3 3 1]^{\top}\), then we have \(\sup_{R_\tau} \{x, y\} = [5 3 2 1]^{\top}\) while \(\sup_{N_\tau} \{x, y\} = [5 2 5 2.5 2.5]^{\top}\). The meet and join of two distinct elements in \(R_\tau\) can be efficiently calculated by the methods in [66], while the methods for calculating those in \(N_\tau\) will be given later. Note that \(X^\odot_1\) and \(X^\oplus_1\) are subsets of \(N_\|x\|_1\), and we wonder whether they inherit the lattice structure from their common superset \(N_\|x\|_1\). See the answer in Proposition 4.

Proposition 4. The canonical feasible set \(X^\odot_1\) or \(X^\oplus_1\) with over two elements is a sublattice of \(N_\|x\|_1\) under majorization.

Proposition 4, proven in Appendix D, generalizes the result in [29] for a special case where \(n = 4\) and the elements of \(c\) are large enough. Its proof shows that obtaining \(\inf_{N_\tau} \{x, y\}\) is easier than \(\sup_{N_\tau} \{x, y\}\), since we derive the former from the minima of the corresponding leading partial sums of \(x^\downarrow\) and \(y^\downarrow\), while we cannot necessarily obtain the latter by the maxima accordingly. A similar phenomenon was observed for \(\inf_{R_\tau} \{x, y\}\) and \(\sup_{R_\tau} \{x, y\}\) [66]. From an optimization viewpoint, the reason is that the pointwise maximum of
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Proposition 3 and Proposition 4 together indicate that the two iPOP problems essentially amount to the optimization over lattices $X^\ominus$ and $X^+$ (homomorphic to $X^\ominus$). Many interesting results have been derived by virtue of optimization over a lattice [36, 52, 68] like constructing Huffman codes [63]. From this perspective, we can expect more potential applications of our iPOP problems that we may neglect herein.

When $b$ or $c$ equals $x1$, for a certain $x \in \mathbb{R}$, we conclude by Proposition 4 that the canonical attainable set of Problem (2) or Problem (4) is also a lattice under majorization. However, the sets $V^\ominus$ and $V^+$ are not lattices under majorization in general. We exemplify this observation in Appendix C. To a certain extent, this observation implies the challenge of solving the proposed problem by traditional methods for POP and calls for efficient specialized solution algorithms to be introduced.

V. “PEAK-SHAVING” AND “VALLEY-FILLING” SOLUTIONS

In this section, we propose a “peak-shaving” and “valley-filling” algorithm (see Algorithms 1 and 2) respectively for optimal solutions and objective values of Problem (2) and Problem (4) (see Theorem 3). Moreover, by carefully tackling ties, our approach can lead us to every optimal objective value (see Theorem 4). As a by-product, the “peak-shaving” algorithm can also be used to check the feasibility of Problem (2).

We note that Ryser’s algorithm is well-known to be efficient in constructing a (0, 1)-matrix with given row and column sums [31] Section 3]. It iteratively constructs an admissible matrix row by row or column by column, in a greedy manner. The two algorithms we develop inherit such merits of Ryser’s algorithm. Specifically, the peak-shaving algorithm sequentially constructs the rows of an optimal (0, 1)-matrix by decreasing largest elements of a vector; in contrast, the valley-filling one does so by increasing smallest elements. Thus, the two algorithms also provide a fine-grained perspective on the inherent symmetry of the two proposed iPOP problems.

**Theorem 3.** Given $b, c \in \mathbb{N}^n$ and $r \in \mathbb{N}^m$, Algorithm 1 and Algorithm 2 respectively generate optimal (0, 1)-matrices for Problem (2) and Problem (4) with the time complexity $O(mn)$. We defer the proof of Theorem 3 to Appendix D. Following is an immediate corollary. It shows that, like Ryser’s algorithms, Algorithm 1 either generates an admissible matrix or suggests the infeasibility of the considered matrix completion.

**Corollary 1.** Problem (2) is feasible if and only if the optimal objective value $\bar{c}$ generated by Algorithm 2 is elementwise nonnegative, namely $\bar{c} \geq 0$.

Algorithm 1 is easy to implement because it only involves operations like sorting and subtraction. It decomposes the related iPOP problem into a series of sorting processes, since the key operation of each iteration is to find a number of largest elements (Line 3 in Algorithm 1). We name it the peak-shaving algorithm because it iteratively subtracts ones from the columns with more remaining column sums (Line 4-5 in Algorithm 1 [55]). Correspondingly, we call Algorithm 2 the valley-filling algorithm because it adds ones to the columns with fewer aggregated column sums in each iteration.

In Algorithm 1 or Algorithm 2, we tackle ties randomly, following a uniform distribution. Thus, we may obtain different objective values when running the algorithm twice, though they are equivalent and both optimal. If we tackle ties by giving priority to the positions with larger or smaller indices respectively, we can obtain the particular optimal objective value in Proposition 1. Differently, if we give priority according to the current aggregated column sums, we can obtain a particular optimal objective value in Proposition 3. More interestingly, we find out that we can obtain all optimal objective values of Problem (2) or Problem (4) by enumerating all priority choices whenever encountering ties. We formally state this result as Theorem 4 and give the proof in Appendix D.

**Theorem 4.** Each least element in $(V^\ominus, \prec)$ or $(V^+, \prec)$ can respectively be the output of Algorithm 1 or Algorithm 2 with a positive probability.

The above theorem suggests an efficient way to obtain all optimal objective values. It remains to show how to find all the (0, 1)-matrices with given row and column sums. To our
delight, for every two matrices in \(A(r, x)\), one can be obtained from another by a series of simple operations, as proved in [7]. Thus, it is not much harder to obtain all the optimal \((0, 1)\)-matrices or objective values once we obtain one of them.

Another celebrating result is that, in either algorithm, we construct the matrices row by row, in order while the order in which we construct such rows does not matter, as indicated below.

**Proposition 5.** Replacing \(r_i\) with \(r_{\sigma(i)}\) for an arbitrary permutation \(\sigma\) does not change the optimality of the objective value and \((0, 1)\)-matrix obtained by Algorithm 1 or Algorithm 2.

We prove the above proposition in Appendix 1. We further interpret it with the two operations \(\ominus\) and \(\oplus\) as follows.

**Proposition 6.** Consider \(c \in \mathbb{N}^n\), and \(r, s \in \mathbb{N}^m\).

1) \((c \ominus r) \ominus s = (c \oplus s) \ominus r = c \ominus (r' \ominus s')\).

2) If \(c \prec^w r' \ominus s'\), then \((c \ominus r) \ominus s = (c \ominus r) \ominus s = c \ominus (r' \ominus s')\).

Thus, we can respectively delineate the decompositions in the peak-shaving and valley-filling algorithms by

\[c \ominus r = c \ominus r_1 \ominus \cdots \ominus r_m\]

and

\[b \ominus r = b \ominus r_1 \ominus \cdots \ominus r_m\].

These decompositions give a fine-grained perspective on the inherent symmetry of the two iPOP problems. Now, let us use three toy examples to illustrate the decompositions.

**Example 1.** Consider \(c = [7 \ 6 \ 5 \ 4 \ 4]'\) and \(r = [4 \ 4 \ 3 \ 1 \ 1]'\). We demonstrate Algorithm 1 in Fig. 2. Moreover, the particular optimal objective value in Proposition 2 is \(c \ominus r = [3 \ 3 \ 2 \ 2 \ 2]'\) and that in Proposition 3 can be \(c \ominus r = [3 \ 3 \ 2 \ 2 \ 2]', [3 \ 2 \ 3 \ 2 \ 3]', [2 \ 3 \ 3 \ 2 \ 3]'\), or \([2 \ 3 \ 2 \ 3 \ 3]'\).

**Example 2.** We illustrate Proposition 5 with the same \((c, r)\) as in Example 1. Given a permutation reversing the original order of rows, we show the resulting peak-shaving process in Fig. 3. Note that the objective values generated in Example 2 and this example are equivalent, agreeing with Proposition 5.

**Example 3.** Consider \(b = [8 \ 6 \ 5 \ 2 \ 2]'\) and \(r = [4 \ 3 \ 3 \ 2 \ 1]'\). We demonstrate Algorithm 2 in Fig. 4. Moreover, the particular optimal objective value in Proposition 2 is \(b \ominus f = [8 \ 8 \ 7 \ 7 \ 6]'\) and that in Proposition 3 can be \([8 \ 8 \ 7 \ 7 \ 6]'\) or \([8 \ 8 \ 7 \ 7 \ 6]'\).

As a by-product, the two algorithms uncover that the extra elementwise inequality in Problem 1 does not complicate the problem solving. Given this fact, we propose more generalized iPOP problems that can also be solved by our peak-shaving or valley-filling approach in Appendix VI. Furthermore, our results regarding these problems extend several existing results, e.g., Theorem 1 in [28] and Lemma 1 in [5].

VI. COMPARATIVE ANALYSIS AND GENERALIZATION

In this section, we shall show the efficiency of our “peak-shaving” or “valley-filling” approach in comparison with the traditional order-preserving scalarization method for the proposed iPOP problems. To this end, we also present natural extensions of our iPOP problems, further verifying the strength of our solution method.

A. ORDER-PRESERVING SCALARIZATION

As mentioned in the Introduction, the direct use of B&B may not work well for our iPOP problems. Thus, we take the order-preserving scalarization for POP as a benchmark. Real-valued functions are said to be order-preserving if they convert partially ordered elements into real numbers without changing the original orders. For the majorization order, such functions are called Schur-convex functions.

Although the problems after scalarization are integer programs, we can exactly solve them by a sequence of associated linear programs [32]. The reason lies in that the objective function is separable convex (i.e., the sum of convex functions over independent variables) and the constraints are linear, accompanied by a totally unimodular constraint matrix [69, Section 19]. Specifically, we first introduce an auxiliary variable \(p \in \mathbb{N}^n\) by \(p + \sum_{i=1}^{m} a_i = c\) and apply the sum-of-squares function that is strictly Schur-convex to the optimization objective. Then, we obtain a tractable integer program:
\[ \min_{p,A} \sum_{j=1}^{n} p_j^2 \]
subject to \[ A \in \{0, 1\}^{m \times n}; \quad p \in \mathbb{N}^n; \quad \|a_i\|_1 = r_i, \text{ for all } i \in m; \quad \|a_j\|_1 + p_j = c_j, \text{ for all } j \in n. \]

(6)

How to solve Problem (6) is out of our scope, and interested readers can refer to [35]. Note that it is harder to solve Problem (6) than a linear program with \((mn + n)\) variables.

**B. Comparison and Simulation**

Next, we detailly compare our specialized approach with the common order-preserving scalarization method. First, our approach reveals the essential uniqueness of all optimal objective values of each iPOP problem (see Theorem 1). However, we can hardly draw such a conclusion from the scalarization method. Second, Algorithms 1 and 2 agree with the rules of thumb “peak shaving” and “valley filling,” respectively. The two iPOP problems require \(c - x\) or \(b + x\) be as flat as possible by selecting \(x\). Our approach uncovers such a fact in both the final status of \(c - x\) or \(b + x\) and constructing each row of the associated optimal matrices. Third, our approach indicates the minor role of the elementwise inequality constraint \(x \leq c\) in finding an optimal solution, as shown in Algorithm 1. This fact justifies the symmetry of Problem (2) and Problem (4); moreover, it motivates us to study more generalized iPOP problems in Section VI-C extending certain results in [9] and [28]. Again, it is hard to make the symmetry characteristic and generalization clear by using the scalarization method.

Overall, from a theoretical perspective, we are in favor of our approach to Problems (2) and (4), since the former reveals the essential properties of the proposed iPOP problems and agrees with intuitive concepts of “peak shaving” and “valley filling.” From the computational perspective, it is easier to implement Algorithms 1 and 2 than the scalarization approach since our algorithms involve simple operations like sorting and subtraction/addition. This makes us suffer less from the curse of dimensionality. In addition, the scalarization approach involves real numbers, but our approach only deals with integers, avoiding round-off errors. Recall that Algorithms 1 and 2 both have the linear time complexity \(O(mn)\). In contrast to this, the scalarization approach is much harder than solving a linear program with \((mn + n)\) variables, and there is no linear programming solver that possesses a time complexity linear to the number of variables.

Bearing these theoretical strengths in mind, we further corroborate the computational efficacy by numerical simulations. Specifically, we compare the running time of Algorithms 1.
and with that of characterizing the feasibility of the relaxed versions of the scalarized problems, respectively, via MATLAB. We call the latter the reference algorithm, which is just one of the many steps in the scalarization method. Given setups \((c, r)\) and \((b, r)\), note that the column number \(n\) refers to the length of \(b\) or \(c\), while the row number \(m\) refers to that of \(r\) in the figures. The remaining data are randomly generated.

We display the simulation results on Algorithm 1 in Fig. 5. In Fig. 5a and Fig. 5c, we compare the peak-shaving algorithm with the reference algorithm. The two figures indicate that the former is much more efficient than the latter under the simplex and interior-point methods for different row or column numbers, because the former has shorter average running times and standard deviations. Moreover, by using a linear function to fit the relationship between the row number and the running time, we observe in Fig. 5b that we can use a linear function to properly fit the data labeled by circles in Fig. 5a. This observation means that the running time of Algorithm 1 grows linearly as the row number increases. Similarly, we show in Fig. 5d that we can use a linear model to fit the data labeled by circles in Fig. 5c, meaning that the running time of Algorithm 1 grows linearly as the column number increases. Such phenomena are consistent with Theorem 3.

C. Generalized iPOP problems

Given the inherent symmetry revealed by our approach, it is natural to examine two more generalized iPOP problems:

\[
\begin{align*}
\text{minimize} & \quad d - \sum_{i=1}^{m} a_{i r}, \\
\text{subject to} & \quad A \in \{0, 1\}^{m \times n}; \quad \|a_{i r}\|_1 = r_i, \forall i \in m; \\
& \quad \|a_{j r}\|_1 \leq c_j, \forall j \in n.
\end{align*}
\] (7)

We present the simulation results of Algorithm 2 in Fig. 6. In Fig. 6a and Fig. 6c, we compare the valley-filling algorithm with the reference algorithm. The two figures show that the former is much more efficient than the latter under both the simplex and interior-point methods, for different row or column numbers, because the former has shorter average running times and standard deviations. In Fig. 6b, we see that the data labeled by circles in Fig. 6a can be fitted by a linear function. This observation means that the running time of Algorithm 2 grows linearly as the row number increases. Similarly, in Fig. 6d, we see that the data labeled by circles in Fig. 6c can be fitted by a linear function. This means that the running time of Algorithm 2 grows linearly as the column number increases. Such phenomena are also consistent with Theorem 3.
minimize \( \sum_{i=1}^{m} a_i \),
subject to 
\( A \in \{0, 1\}^{m \times n}; \|a_i\|_1 = r_i, \forall i \in m; \)
\( \|a_i\|_1 \leq c_j, \forall j \in n. \)

where \( a, b, c \in \mathbb{N}^n \) and \( r \in \mathbb{N}^m \). Clearly, Problem (7) extends Problem (2) by allowing \( c \neq d \), and Problem (8) augments Problem (4) by adding inequality constraints \( \|a_i\|_1 \leq c_j \), for all \( j \in n \). Meanwhile, Problem (7) and Problem (8) coincide when \( b = -d \), because \( x < y \) if and only if \( -x < -y \).

According to the two developed optimal matrix-completion algorithms, we find out that the elementwise inequality constraint does not complicate the problem solving. Thus, we can conclude that our peak-shaving or valley-filling approach can also help solve Problem (7) and Problem (8). The corresponding algorithms almost remain the same with Algorithm 1 and Algorithm 2. Specifically, we still follow the rule of thumb “peak shaving” or “valley filling” to sequentially construct the rows. The difference lies in that if the column sum of the partial \((0, 1)\)-matrix reaches its bound specified by an element in \( c \), then we will not assign one to the intersection between this column and every future row such that the elementwise inequality constraint is satisfied. Moreover, We can use similar techniques to attain an optimal objective value if we change the objective from “minimize,” to “maximize,” for the maximal elements of the attainable objective values.

Furthermore, Problem (8) with \( b = 0 \) and \( r = 1 \) is a discrete version of the problem in Theorem 2 of [28]. This fact will be more clear if we rewrite Problem (8) in its equivalent compact formulation. Meanwhile, when our objective is to maximize \( x \) in terms of majorization, the problem relates to Theorem 1 in [28]. From this perspective, our results also generalize the study of [28] on load assignment in crossbar switches with output queuing. Last but not least, our results on Problem (8) cover Lemma 1 in [5], where we restrict \( r = 1 \). So far, we have shown that our iPOP problems extended existing studies by allowing general base, ceiling, and row sum vectors. These extensions also verify the advantages of our approach.

VII. CONCLUSIONS

In this paper, we propose and study two optimal \((0, 1)\)-matrix completion problems with majorization ordered objectives, whose compact formulations are optimization problems over majorization-ordered lattices. We show their applications in electric vehicle charging, portfolio optimization, and secure data storage. Interestingly, we prove that the optimal objective values of each proposed iPOP problem are essentially unique in the sense that they share the same nonincreasing rearrangement. We also identify two particular optimal objective values characterized by the order of the elements in the objective value or the corresponding column sum vector. Furthermore, we respectively propose a peak-shaving and valley-filling approach to obtain all optimal objective values and the associated optimal solutions for the two iPOP problems. Theoretical analysis and numerical simulations corroborate the strengths of our approach compared to the standard order-preservation scalarization method for POP.

In the future, a follow-up work is to advance the unstructured matrix completion with POP in this work to structured ones of staircase, banded, or even arbitrary patterns [5], [13], [15]–[18]. Also, we shall apply POP to more application scenarios that bring us more insightful analysis and efficient solution approaches. Moreover, it is interesting to study POP in an online fashion of real-time uncertainty.

APPENDIX

A. USEFUL DEFINITIONS AND LEMMAS

The following lemma comes from [24] Section 5.A] and will be useful in the proofs of our key results.

**Lemma 1.** For \( x, y \in \mathbb{R}^n \), the following are equivalent:
1) \( x \preceq y \);
2) There exists \( u \in \mathbb{R}^n \) with \( u \prec y \) and \( u \preceq x \);
3) There exists \( v \in \mathbb{R}^n \) with \( x \prec v \) and \( y \preceq v \).

Next, we define an operation that will be helpful in proving a critical lemma.

**Definition 5.** An adjacent swap of a vector \( x \) is an operation which exchanges two adjacent elements of \( x \). An adjacent swap is said to be positive if it brings the bigger element of the two exchanged elements forward; otherwise, it is negative.

The nonincreasing rearrangement of a vector can be obtained from the vector by a finite sequence of positive adjacent swaps, while the nondecreasing rearrangement can be obtained from it via a sequence of negative adjacent swaps. Such swap sequences for both cases may not necessarily be unique. With such observations, we are ready to state the following lemmas.

**Lemma 2.** For \( x, y \in \mathbb{R}^n \), if \( y \preceq x \), then \( y^\downarrow \preceq x^\downarrow \), and equivalently \( y^\uparrow \preceq x^\uparrow \).

**Proof.** We start with a simple case where \( n = 2 \) and assume \( x = x^\downarrow \). If \( y = y^\downarrow \), then \( y^\downarrow \preceq x^\downarrow \) clearly. Otherwise, \( y = \left[ y_{[2]} y_{[1]} \right]^\uparrow \). By \( y \preceq x \), we have \( y_{[2]} \leq x_{[2]} \leq x_{[1]} \) and \( y_{[2]} \leq x_{[1]} \leq x_{[2]} \). Thus, we prove the case with \( n = 2 \).

For a general \( n \), we again assume that \( x = x^\downarrow \). Select an arbitrary sequence of positive adjacent swaps which transforms \( x \) into \( y^\downarrow \). Applying the previous result for \( n = 2 \) to each adjacent swap in the process from \( y \) to \( y^\downarrow \), we see that the resultant rearrangement of \( y \) is always no greater than \( x \). Therefore, we have \( x^\downarrow \preceq y^\downarrow \). It follows that \( x^\uparrow \preceq y^\uparrow \).

**Lemma 3.** For \( x, y \in \mathbb{R}^n \), the following inequalities hold:
\[ x^\downarrow - y^\downarrow < x^\downarrow - y \quad \text{and} \quad x^\uparrow + y^\downarrow < x^\uparrow + y. \]

The following lemma will be a critical component to prove our key results.

**Lemma 4.** Consider nonnegative integer vectors \( x, y \in \mathbb{N}^n \) and two sequences of indices, namely, \((p_1, p_2, \ldots, p_r)\) and \((q_1, q_2, \ldots, q_r)\), such that \( p_i, q_i \leq n \) for \( i \in \mathbb{Z} \) and the indices in the same sequence are distinct from each other.
1) If $x < y$ and $p_1 \leq q_1, p_2 \leq q_2, \ldots, p_r \leq q_r$, then $w < z$, where $w = x^i - \sum_{t=1}^{r} e_{p_t}$ and $z = y^i - \sum_{t=1}^{r} e_{q_t}$.

2) If $x < y$ and $p_1 \geq q_1, p_2 \geq q_2, \ldots, p_r \geq q_r$, then $w < z$, where $w = x^i + \sum_{t=1}^{r} e_{p_t}$ and $z = y^i + \sum_{t=1}^{r} e_{q_t}$.

Proof. We start with a simple case of the first part, namely, for $x, y \in \mathbb{N}^n$ and $p, q \in \mathbb{N}$, if $x < y$ and $1 \leq p \leq q \leq n$, then it holds that $x^i - e_p < y^i - e_q$. To show this, let $\bar{p}$ denote the largest index such that $p_i = \bar{p}_i$. Similarly, let $\bar{q}$ denote the largest index such that $q_i = \bar{q}_i$. Clearly, $x^i - e_p \sim x^i - e_{\bar{p}}$ and $y^i - e_q \sim y^i - e_{\bar{q}}$. Thus, to show $x^i - e_p < y^i - e_q$, it is enough to show that $x^i - e_{\bar{p}} < y^i - e_{\bar{q}}$ when $x < y$ and $p \leq q$. For brevity, we use $w$ and $z$ to denote $x^i - e_{\bar{p}}$ and $y^i - e_{\bar{q}}$, respectively. Thus, we have $w = u^i$ and $z = v^i$.

For each $k < \min\{\bar{p}, \bar{q}\}$ or $k \geq \max\{\bar{p}, \bar{q}\}$, we have

$$\sum_{i=1}^{k} w_i = \sum_{i=1}^{k} x^i \leq \sum_{i=1}^{k} y^i = \sum_{i=1}^{k} z_i \quad \text{and} \quad \sum_{i=1}^{k} w_i = \sum_{i=1}^{k} x^i - 1 \leq \sum_{i=1}^{k} y^i - 1 = \sum_{i=1}^{k} z_i.$$ 

Moreover, the total sums of $w$ and $z$ are equal, since

$$\sum_{i=1}^{n} w_i = \sum_{i=1}^{n} x^i - \sum_{i=1}^{n} y^i = \sum_{i=1}^{n} z_i.$$ 

If $\bar{p} = \bar{q}$, then $w < z$. If $\bar{p} > \bar{q}$, for $\bar{p} \leq k < \bar{q}$, we have

$$\sum_{i=1}^{k} w_i = \sum_{i=1}^{k} x^i - 1 \leq \sum_{i=1}^{k} y^i = \sum_{i=1}^{k} z_i.$$ 

If $\bar{p} > \bar{q}$, then let $\bar{k}$ be the smallest index such that $\sum_{i=1}^{\bar{k}} w_i > \sum_{i=1}^{\bar{k}} z_i$, then we have $p \leq q \leq \bar{k} < \bar{p}$.

As $\sum_{i=1}^{\bar{k}} z_i = \sum_{i=1}^{\bar{k}} y^i - 1 \geq \sum_{i=1}^{\bar{k}} x^i - 1 = \sum_{i=1}^{\bar{k}} w_i - 1$, it follows that

$$\sum_{i=1}^{\bar{k}} x^i = \sum_{i=1}^{\bar{k}} y^i \quad \text{and} \quad x^{[\bar{p}]} = x^{[\bar{p}-1]} = \cdots = x^{[k]} \geq y^{[k]} \geq y^{[k+1]} \geq \cdots \geq y^{[\bar{p}]}.$$ 

Together with the assumption $\sum_{i=1}^{\bar{k}} w_i > \sum_{i=1}^{\bar{k}} z_i$, we achieve $\sum_{i=1}^{\bar{p}} w_i > \sum_{i=1}^{\bar{p}} z_i$, which is a contradiction. Thus, such a $\bar{k}$ never exists, which completes the proof of the first part with $\tau = 1$. Repeatedly applying this result, we can easily prove the first part with a general $\tau$. Moreover, the second part can be proven similarly.

B. Proof of Proposition 7

If $v \in \mathbb{V}^\oplus$, then $v \leq c = c^i$ and $c - v^i < t$. By Lemma 2 and Lemma 3, we show that $v^i \leq c$ and $c - v^i < c - v$, which implies $v^i \in \mathbb{V}^\oplus$. Next, if $v \in \mathbb{V}^\oplus$, then $v \geq b = b^i$ and $v - b^i < t$. It follows from Lemma 2 that $v^i \leq b$ and from Section 1.A that $b - v^i < t$. Moreover, by Lemma 3, we have $b^i - v^i < b^i - v^i < t$. For similar arguments, we have $v^i - b < t$. Thus, we conclude that $v^i \in \mathbb{V}^\oplus$ and complete the proof.

C. Proof of Theorem 1

We give the proof based on the optimal $(0, 1)$-matrix completion formulations, namely, Problem 2 and Problem 4.

First of all, we shall prove a conjecture that there always exists an element $w \in \mathbb{V}^\oplus$ such that $w \prec u$ and $w \prec v$ for any arbitrary pair of elements $u, v \in \mathbb{V}^\oplus$. We shall show this result by induction on $m$, which is the number of rows of a $(0, 1)$-matrix $A$.

If $m = 1$, let $a$ be $[1 \cdots 1 0 \cdots 0]^t \in \mathbb{X}^\oplus$. It follows from Lemma 4 that $w = c - a$ satisfies $w \prec u$ for every $u \in \mathbb{V}^\oplus$. By the hypothesis that the conjecture holds for $m \leq k - 1$, we will show that such a vector $w$ also exists when $m = k$.

Let $P$ and $Q$ be two different feasible $(0, 1)$-matrices in Problem 2 with the same size $k \times n$ and they respectively give $u = c - \sum_{i=1}^{k} p^i$ and $v = c - \sum_{i=1}^{k} q^i$. By hypothesis, there is a vector $\hat{w}$ and a $(k-1) \times n$ $(0, 1)$-matrix $A$ such that

$$\sum_{j=1}^{n} a_{ij} = r_i, \text{ for } 1 \leq i \leq k - 1; \quad \hat{w} \prec c - \sum_{i=1}^{k-1} p^i; \quad \hat{w} \prec c - \sum_{i=1}^{k-1} q^i.$$ 

We can obtain $u, v \in \mathbb{N}^n$ by deducting ones from $r_k$ distinct elements of a certain nonnegative vector which is no smaller than $\hat{w}$ in majorization, so there are at least $r_k$ elements larger than zero in $\hat{w}$. Specify the positions of the $r_k$ largest elements in $\hat{w}$. In the case of ties, pick them randomly such that exactly $r_k$ positions are identified. Then, define a $k \times n$ $(0, 1)$-matrix $\hat{A}$ as follows. The first $k-1$ rows of $\hat{A}$ are given by $A$, while there are $r_k$ ones in the last row of $\hat{A}$, appearing at the $r_k$ positions just identified. It follows from Lemma 4 that $w \prec u$ and $w \prec v$, where $w = c - \sum_{i=1}^{k} \hat{a}^i$. At this point, we have shown the proposed conjecture is true. Moreover, because $\mathbb{V}^\oplus$ has finite elements, we conclude that all the minimal elements of $\mathbb{V}^\oplus$ lie in the same equivalent class. By Proposition 1 we show that the canonical element of the equivalent class also belongs to $\mathbb{V}^\oplus$. Finally, by definition, these minimal elements are also least elements in the preordered set.

So far, we have proven the case regarding $\mathbb{V}^\oplus$, while the case regarding $\mathbb{V}^\ominus$ can be proven similarly, by Proposition 1 and Lemma 4. Thus, we complete the proof.

D. Proof of Proposition 2

Algorithm 3: Obtain $x \in \mathbb{N}^n$ with $x \prec t$ and $x \leq c$

Input: Two vectors $c \in \mathbb{N}^n$ and $t \in \mathbb{N}^n$ with $c \prec t$.

Output: A vector $x \in \mathbb{N}^n$ where $x \prec t$ and $x \leq c$.

1. Initialization: $x = c, k = n$;

2. repeat

3. Decrease $x_k$ such that one of the inequalities $\sum_{i=1}^{n} x_i = \sum_{i=1}^{n} t_i, j \in k$ is tight;

4. until $k = 0$;

The necessity follows from Lemma 1. Set $t = \tau$. To prove the sufficiency, we design Algorithm 3 to find an integer vector $x$ with $x \leq c$ and $x \prec t$. We prove its correctness as follows. First, we have $x_n \geq t_n \geq 0$ and $x \leq c$ when
implementing Algorithm 3. Second, since $c \preceq^w t$, we can always find an index $\hat{p}$ in each iteration of Algorithm 3. Moreover, for every new $k$, we see that
\[\sum_{i=k}^{n} x_i \geq \sum_{i=k}^{n} t_i, \quad \sum_{i=k+1}^{n} x_i = \sum_{i=k+1}^{n} t_i \quad \text{and} \quad \sum_{i=k+2}^{n} x_i \geq \sum_{i=k+2}^{n} t_i.\]
It follows that $x_k \geq t_k \geq t_{k+1} \geq x_{k+1}$. Therefore, the vector $x$ obtained by Algorithm 3 is in its nonincreasing form. Then, we conclude by Definition 1 that $x \preceq^w \mathbf{t}$. By simple algebra, we show that $c \preceq^w r^*$ if and only if $r \preceq^w c^*$, which completes the proof.

**E. Proof of Proposition 3**

If $x \in \mathcal{X}_n^\oplus$, then $x \prec t$ and $x \preceq c = c^\downarrow$. By Lemma 2 we have $x^\downarrow \prec t$ and $x^\downarrow \preceq c$, which implies $x^\downarrow \in \mathcal{X}_n^\oplus$. By Lemma 3 we prove $c - x^\downarrow \prec c - x$. Next, if $x \in \mathcal{X}_n^\oplus$, then $x^\downarrow \prec t$. According to Lemma 3 and $b = b^\downarrow$, we further have $b + x^\downarrow \preceq b + x$, which completes the proof.

**F. Proof of Proposition 4**

The part with $\mathcal{X}_n^\ominus$ follows from the transitivity of majorization and the definition of sublattice. Next, we prove the part with $\mathcal{X}_n^\ominus$. Set $t = r^*$. Given $x, y \in \mathcal{X}_n^\ominus$, it follows from the definition that $x \prec t$, $y \prec t$, $x \preceq y$, and $y \preceq c$. For notational convenience, we denote $\inf_{x,y} \{x, y\}$ by $z$. It follows from the transitivity that $z \prec t$. In what follows, we shall show that $z \preceq c$. First, for all $k \in \mathbb{N}$, we have
\[z_k = \min \left\{ \sum_{i=1}^{k} x[i], \sum_{i=1}^{k} y[i] \right\} - \min \left\{ \sum_{i=1}^{k-1} x[i], \sum_{i=1}^{k-1} y[i] \right\}.\]
If $\sum_{i=1}^{k-1} x[i] = \min \left\{ \sum_{i=1}^{k-1} x[i], \sum_{i=1}^{k-1} y[i] \right\}$, then we have
\[z_k = \min \left\{ \sum_{i=1}^{k} x[i], \sum_{i=1}^{k} y[i] \right\} - \sum_{i=1}^{k-1} x[i] \leq \sum_{i=1}^{k} x[i] - \sum_{i=1}^{k-1} x[i] = x[k].\]
Using a similar argument, for the other case, we can verify that $z_k \preceq y[k]$. Thus, we show that $z_k \preceq \max\{x[k], y[k]\} \preceq c_k$. It follows that $z \preceq c$. Therefore, we complete the proof.

**G. (\mathcal{V}_n^\oplus, \prec\) Are in General Not Lattices**

It suffices to prove the stated result by presenting two counterexamples, where $(\mathcal{V}_n^\oplus, \prec\)$ and $(\mathcal{V}_n^\ominus, \prec\)$ are not lattices.

**Example 4.** Consider a setup with $c = [8 6 6 6 4 4 4]^\uparrow$ and $t = [2 2 1 1 0 0 0]^\uparrow$. We first set $x \in \mathcal{X}_n^\oplus$ in order as
\[1 0 1 2 0 0 2', [2 0 0 1 0 2]', [2 0 0 2 0 1]'.\]
Then, we obtain four distinct elements $(u, v, w, z)$ in $\mathcal{V}_n^\oplus$, which are stated below:
\[[7 6 5 4 4 4 2]', [6 6 6 5 4 3 2]', [6 6 6 5 4 4 2]', [6 6 6 5 4 4 3 2]'\]
\[= \mathbb{R}^n_+ \setminus \mathbb{R}^n_{n+1}.\]
\[y \leq \max\{x[k], y[k]\} \leq c_k.\]
It follows from $x, y \in \mathbb{R}^n_+$ that $z_k \preceq \max\{x[k], y[k]\} \preceq c_k$. Hence, $z$ belongs to $\mathcal{X}_n^\ominus$. Thus, we complete the proof.

**Example 5.** Consider a setup with $b = [4 4 4 2 2 2 0]^\uparrow$ and $t = [2 2 1 1 0 0 0]^\uparrow$. We first set $x \in \mathcal{X}_n^\ominus$ in order as
\[2 0 0 2 1 0 1, 2 1 0 1 0 2', 2 0 0 1 1 0 2', 2 0 1 1 0 2'.\]
Then, we obtain four distinct elements $(u, v, w, z)$ in $\mathcal{V}_n^\ominus$, which are stated as follows:
\[[6 4 4 4 3 2 1]', [6 5 4 3 2 2 2]', [6 4 4 3 3 2 2]', [6 5 4 4 2 2 2]'\]
\[\in (\mathbb{N}_{i=1}^{t \ominus} \uparrow i, \ominus), \text{ the two elements, } u \text{ and } v \text{, cover a common vector } [6 4 4 4 2 2 2], \text{ which also covers } w \text{ and } z \text{ both. However, the common vector does not belong to the canonical attainable set } \mathcal{V}_n^\ominus, \text{ which implies } \mathcal{V}_n^\ominus \text{ is not a lattice under majorization.}\]

**H. Proof of Theorem 2**

Given $c \in \mathbb{R}^n_+$ and $r \in \mathbb{R}^m_+$, Algorithm 1 has a loop of $m$ iterations and the complexity of each iteration is $O(n)$. Thus, the complexity of Algorithm 1 is $O(mn)$. Similarly, for $b \in \mathbb{R}^n_+$ and $r \in \mathbb{R}^m_+$, the complexity of Algorithm 2 is $O(mn)$.
When $m = 1$, the correctness follows from Lemma 2 by the hypothesis that the algorithm is correct for $m \leq k$. We now move to $m = k + 1$. First, after the $k$th iteration of the second loop, we attain a minimal element $\mathbf{c}(k)$ of the following set:

$$
\{ \mathbf{c} - \mathbf{\hat{c}} \mid \mathbf{\hat{c}} \in \mathbb{N}^n, \mathbf{\hat{c}} \preceq \mathbf{c}, \text{ and } \mathbf{\hat{c}} \prec \left( [r_1, r_2, \ldots, r_k]^\top \right)^* \}.
$$

According to Proposition 1, the element $\mathbf{c}(k)$ is equivalent to all other minimal elements of the above set. Note that the threshold vector $\mathbf{t}$ can be obtained by adding ones to the $r_{k+1}$ largest elements of $[r_1, r_2, \ldots, r_k]^\top$. In particular, we choose elements with the smaller indices in the case of ties such that exactly $r_{k+1}$ elements are increased by one. Then, we can conclude by Lemma 2 that $\mathbf{c} - \mathbf{\hat{c}}(k+1) \preceq \mathbf{t}$.

It follows from the equivalence between Problem (3) and Problem (2) that each $\mathbf{x} \in \mathcal{X}^\ominus$ can be decomposed into $\mathbf{x} + \mathbf{y}$, where $\mathbf{x} \in \mathbb{N}^n$, $\mathbf{c} \preceq \mathbf{x}$, $\mathbf{\hat{x}} \prec [r_1, r_2, \ldots, r_k]^\top$, and $\mathbf{y}$ is a $(0,1)$-vector with exactly $r_{k+1}$ ones. Define $\mathbf{\hat{y}} \in \mathbb{N}^n$ as a $(0,1)$-vector with exactly $r_{k+1}$ ones appearing at positions of the $r_{k+1}$ largest elements in $\mathbf{c} - \mathbf{x}$. Thus, we have $\mathbf{x} + \mathbf{\hat{y}} \in \mathcal{X}^\ominus$. Furthermore, by Lemma 2 we conclude that $\mathbf{c} - \mathbf{\hat{x}} - \mathbf{\hat{y}} \preceq \mathbf{c} - \mathbf{\hat{x}} - \mathbf{y}$. To summarize, for every feasible matrix $A$ in Problem (2), we can find another feasible matrix $\hat{A}$ whose first $k$ rows are the same as those of $A$ and whose ones in the $(k + 1)$th row exactly appear in the positions corresponding to the $r_{k+1}$ largest elements of $\mathbf{c} - \mathbf{\hat{x}}$. Thus, the objective value of Problem (2) generated from $\hat{A}$ is no smaller than that generated from $B$. Based on the hypothesis for the case $m = k$ and Lemma 2, we conclude that Algorithm 1 gives a minimal element in $\mathcal{X}^\ominus$ for $m = k + 1$, which completes the proof.

### I. Proof of Theorem 1

It suffices to focus on Algorithm 1 and the part regarding Algorithm 2 follows from similar arguments. Specifically, we prove this theorem by transforming an optimal feasible solution $A$ into another $\hat{A}$ that can be obtained by Algorithm 1 and leads to the same optimal objective value $v$. If $A$ cannot be generated by Algorithm 1, we can find the smallest possible index $i \in m$ and two distinct indices, $p, q \in n$ such that

$$
a_{ip} = 0, a_{iq} = 1, \text{ and } c_p - \sum_{k=1}^{i-1} a_{kp} > c_q - \sum_{k=1}^{i-1} a_{kq}.
$$

By the optimality of $A$, we conclude that $v_p \leq v_q$; otherwise, we can reset $a_{ip} = 1$ and $a_{iq} = 0$ to obtain another attainable objective value $\hat{v}$ satisfying $\hat{v} \prec v$ and $\hat{v} \sim v$.

It follows that there exists an index $j \in m$ and $j > i$ such that $a_{jq} = 1$ and $a_{jq} = 0$. Then, we update the matrix $A$ by performing the following interchange on the associated $2 \times 2$ submatrix and keeping other elements unchanged.

| $i$ | $0$ | $\ldots$ | $1$ | $p$ | $\ldots$ | $q$ |
|-----|-----|---------|-----|-----|---------|-----|
| $j$ | $1$ | $\ldots$ | $0$ | $1$ | $\ldots$ | $1$ |

The new matrix is also an optimal solution and gives the same objective value. Repeat the above process and we finally obtain an admissible optimal matrix $\hat{A}$, which completes the proof.

### J. Proof of Proposition 2

We will prove the part with regard to Algorithm 1 while the claim regarding Algorithm 2 can be proven similarly. First, consider a simple case where $\sigma$ corresponds to an adjacent swap defined in Appendix A. Without loss of generality, we assume that $\sigma_p = p + 1$, $\sigma_{p+1} = p$, and $\sigma_j = j$, for $j = 1, 2, \ldots, p - 1, p + 2, \ldots, m$. Without the permutation $\sigma$, in the $p$th iteration of the second loop, the largest $r_p$ elements of $\mathbf{\hat{e}}^{p-1}$ are all decreased by one. In the next iteration, the largest $r_{p+1}$ elements of the newly obtained vector are reduced by one, which leads to $\mathbf{\hat{e}}^p$. However, with the permutation $\sigma$, we should exchange $r_p$ and $r_{p+1}$, which leads to $\mathbf{\hat{e}}^p$. By carefully analyzing the possible ties during the two processes, we observe that $\mathbf{\hat{e}}^1 \sim \mathbf{\hat{e}}^2$. In other words, the rearrangement of $\mathbf{\hat{e}}^{p+1}$ remains unchanged after the adjacent swap. Thus, the optimal objective value generated by Algorithm 1 remains equivalent as well.

Recall that each general permutation can be written as a composition of a sequence of adjacent swaps. Repeatedly applying the above analysis to each involved adjacent-swap permutation, we finally verify this proposition.
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