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Abstract. The powerful image generation capabilities of generative adversarial networks (GAN) bring great threats to applications related to images. Style transfer networks realize the style transform between image domains through which we can easily modify images like portraits and calligraphy. To eliminate the negative impact caused by the forged images, there emerged technical methods to detect forged images, which might trigger remedial actions afterwards but cannot prevent maliciously tampered content from spreading over network media. Therefore, some scholars put forward the idea of protecting images from hostile generative networks with adversarial attack. However, the initial random noise of adversarial perturbation cannot be effectively mapped to the output space. In order to improve the visual effect of adversarial attacks, this paper proposes an adversarial attack algorithm based on output diversification initialization (ODI) for CycleGAN. We firstly utilize output diversification initialization to find an effective starting point for the adversarial attack, and then we use Project Gradient Descent (PGD) to iteratively attack the style transfer network by modifying the adversarial loss function. Experimental results demonstrate that the introduction of ODI can effectively enlarge the distance between the adversarial output and the original output. It achieves better results in identifying the forged images generated by the targeted model, and does not significantly increase the disturbance, which can guarantee the normal use of original images.

1. Introduction
Artificial intelligence has brought many breakthrough outcomes, but the abuse of technology easily causes serious security problems. Generative Adversarial Network [1] is currently a popular model in the field of image generation. The game between generator and discriminator enables generator to produce very realistic images, which makes it applicable to many novel scenes, such as virtual fitting [2], style transfer [3]-[4], face image generation [5]-[6]. In the field of style transfer, a trained style transfer network can convert an ordinary photo into an art work like Van Gogh’s paintings, and can also manipulate on human faces. In other words, GAN has the ability to forge images, and might cause security and privacy issues when abused under some special conditions, exerting extremely bad impact on the society like Deepfakes [7].

In face of the threats caused by GAN forged images, the academic community is also trying to find various methods to limit the proliferation of deepfakes. Mccloskey et al. [8] distinguished fake images from real images by analysing the difference in colour processing between GAN and real cameras. However, the method of detecting fake images and videos through detection cannot directly prevent the harm to personal privacy caused by the forged content for the detected images or videos are most likely to have been spread on social platforms. Other studies have begun to consider how to affect the
GAN, such as using methods of poisoning attacks or adversarial attacks to make GAN cannot normally produce forged images. This type of method has a more direct effect and can protect personal images from malicious use by forged algorithms.

Adversarial attack uses adversarial examples to attack deep learning model and is mainly applied to the deep classification model. By adding adversarial perturbations that are imperceptible to the naked eye in the image, the deep classification model will produce incorrect classifications with high confidence. Accordingly, with regard to the abuse of GAN in deep forgery, it seems natural to consider extending adversarial example from deep classification models to GANs, which is currently a relatively new and less researched area. The main goal of adversarial attack is to construct adversarial examples to make GAN produce false forgery results. Aiming at controlling the distance between output image and original image, current researches mainly focus on adversarial example generation methods, such as gradient-based ones like FGSM [9], PGD [10] and other classic ones. However, the iterative starting point of the initialization commonly used in the generation is random, which sometimes produces a negative attack effect. [11] proposed an initialization method called Output Diversification Initialization (ODI), which initializes adversarial examples according to the distance in the output space. In the classification model, ODI can improve attack performance and provide a more diverse and effective iterative starting point. Consequently, this paper introduces this initialization method to improve the PGD-based adversarial example generation with CycleGAN as the target. We have conducted experiments on two measurement indicators to verify the effectiveness of our method. Results show that it can improve the success rate of the attack and produce outputs that is farther away from the original image.

2. Related Work

2.1. GAN-based style transfer algorithm

Generative adversarial networks are proposed by GoodFellow et al. [1] in 2014 and mainly used in the field of image generation. The discriminator $D$ and generator $G$ is used for adversarial training. The target loss functions of GAN are as follows:

$$
\min_G \max_D V(D,G) = E_{x \sim P_{data}(x)}[\log D(x)] + E_{z \sim P_{z}(z)}[\log(1 - D(G(z)))]
$$

The basic idea of GAN originates from the adversarial goals of generators and discriminators. The ultimate goal is to produce realistic images to deceive while the goal of $D$ is to distinguish real images from false images, and that of $G$ is to improve the quality of the generated images during adversarial training.

The target network CycleGAN [3] for adversarial attack in this paper belongs to the field of style transfer, which uses two styles of images for training, such as men and women, winter and summer, etc. The final trained model can complete the transfer between two image domains. Different from the classic GAN, CycleGAN uses a dual structure composed of two discriminators and two generators, and introduces a cycle consistency loss function, which ensures that the image is roughly equivalent to the original image during the style transfer process. The main innovation of CycleGAN is that it can complete the style transfer from the source domain to the target domain without establishing a paired mapping between training data.

On the basis of CycleGAN, several other corresponding networks have been proposed for style transfer tasks. StarGAN [12] proposed by Choi et al. uses only one generator to achieve style transfer between domains. CoGAN [13] shares the parameters of the last few layers of the two decoders, making the facial feature structures extracted by the network similar. XGAN [14] adopts the concept of Semantic Consistency, that is, to retain the image features during the style transfer process instead of retaining the image content, which avoids feature information loss during the style transfer process. In view that most style transfer networks adopt CycleGAN as their basic network structure, this paper chooses CycleGAN as the target model of the adversarial attack.
2.2. Adversarial Example

Adversarial examples refer to injecting artificially constructed perturbations into the input of the deep learning model, so that the deep learning model gives wrong output. It is firstly introduced by Szegedy et al. [15], who proposes the L-BFGS method to construct adversarial examples. For a particular classifier \( f \), the formula to solve the least disturbance \( \eta \) that makes the model classified as \( l' \) is as follows:

\[
\min c\|\eta\|_p + loss_f(x + \eta, l)
\]  

(2)

Where \( l \) is the original classification result, \( c \) is the hyperparameter, and the constraint conditions that the equation (2) must satisfy is:

\[
x + \eta \in [0,1]^m; f(x + \eta) = l'
\]  

(3)

The adversarial example constructed by the L-BFGS method is \( x' = x + \eta \). On this basis, the Fast Gradient Sign Method (FGSM) [9] is proposed, which reduces the complexity of the L-BFGS calculation process and can generate a large number of adversarial examples in a short time. Later, by constructing a clip function, Kurakin of Google Brain proposes the Basic Iterative Method [16] (BIM), which reduces the part of FGSM that has large changes to the input and achieves a good attack effect. The Projected Gradient Descent (PGD) method is a variant of BIM and is considered to be the most powerful first-order attack method. Therefore, we choose PGD as the basic attack method.

2.3. GAN-oriented adversarial attack

In response to the problems caused by the abuse of GAN in deepfakes, how to extend the adversarial attack from a classification model to a generative one has captured lots of attention. Dario et al. [19] discovered the extra-domain samples of the deep generative model for the first time, which proved that it is statistically indistinguishable from the set of real inputs, but it can make the generative model to produce completely different outputs. Shan et al. [20] started from the dataset required for model training, and added a cloak to the user's image to generate an adversarial dataset. [21] and [22] applied adversarial example generation methods to implement attacks on style transfer networks such as StarGAN and CycleGAN. Especially, [21] utilized PGD to achieve the adversarial attack on the CycleGAN model, which successfully prevented the normal style transfer of the model and produced a visually distorted output image. At present, this work is the first one to implement a complete adversarial attack against GAN, provide a concrete and feasible solution for future generations, and propose corresponding measurement indicators for qualitative comparisons of the attack results. Therefore, this paper attempts to improve the PGD method on the basis of the literature [21] to improve the attack effect of CycleGAN.

3. CycleGAN Adversarial Attack Method Based on Output Diversification Initialization

We introduce output diversification initializations to find a more reasonable and diverse initial starting point for the iterations of the PGD method, thereby improving the overall performance of adversarial attacks for CycleGAN. In this section, we first introduce how to generate initial iteration points for PGD by ODI, and then further explain how to perform adversarial attacks on target networks.

3.1. Output Diversification Initialization

For adversarial attacks on a classification model, the ODI is put forward to replace the random initialization method used in adversarial example generation which cannot guarantee effective output, and may cause the final output be close to the original input. Different from the classification models, the output of GANs are generated images and have more variability than classification labels, and the mechanism of GAN to generate images is more complicated than that of ordinary deep classification networks. Consequently, the negative impact that random initialization has on the effect of the adversarial attack will be more prominent than classification models. For this reason, we introduce ODI as an initialization method for constructing adversarial examples. It directly generates a starting point as far away as possible from the original input based on the distance of output space, and applies
the gradient-based method for iterations to ensure that the output image is certainly different from the
original image.

Suppose the input image is $x_{org}$, and a trained GAN generator model is $G$. We randomly select an
initialization direction, which is represented by the vector $w_d$. The size of $w_d$ is the same as the output
of $G$, which satisfies the uniform distribution in the interval $[-1, 1]$. According to the output of the
model and the direction vector, the perturbation vector is defined as follows:

$$v_{ODI}(x_{org}, G, w_d) = \left( \nabla_x \left( w_d^T G(x_{org}) \right) \right) \cdot \left( \left\| \nabla_x \left( w_d^T G(x_{org}) \right) \right\|_2 \right)^{-1}$$ (4)

Obviously, the initial perturbation vector contains the original image input and the vector
representing its direction, which can be regarded as the normalized gradient of the original output
projected on the direction vector. Therefore, we can use perturbation vector to find an attack starting
point far away from the initial image through a certain number of iterations. We measure the distance
between this starting point and the original output in the output space of the model, which mean to
maximize the following objective function:

$$w_d^T \left( G(x_k) - G(x_{org}) \right)$$ (5)

According to this objective function and the principle of gradient update, the corresponding
iterative formula is designed to update the original image:

$$x_{k+1} = Proj_{B(x_{org})} \left( x_k + \eta_{ODI}(v_{ODI}(x_k, G, w_d)) \right)$$ (6)

Where $B$ represents the set of perturbations that are allowed to be generated to ensure that the
updated image satisfies the requirements of the adversarial perturbation size, that is, $\| v_{ODI} \|_\infty \leq \varepsilon$,
and $\eta_{ODI}$ represents the step size. After several iterations, we can get an attack point which is further
away from the initial image, and the gradient adversarial example generation method is further used on
this attack point to iterate. In addition, $w_d$ will be resampled every time the experiment is restarted to
ensure the diversification of the attack results.

3.2. Adversarial Attack Method

We choose PGD to complete the attack on the style transfer network, and choose CycleGAN as the
main target network. In light of the basic definition of adversarial examples [15], the corresponding
adversarial example image $x_{adv}$ is constructed for the original image $x$ as follows:

$$x_{adv} = x + \eta$$

$$\max_{\eta} \mathcal{L}(G(x + \eta), r), \quad s.t. \| \eta \|_\infty \leq \varepsilon$$ (7)

Where $\eta$ represents the adversarial perturbation, $r = G(x)$ is the result of the original image being
tampered with, and $\mathcal{L}$ represents the image distance between the adversarial image and the original
image after being tampered with. With the perturbation $\eta$ that can maximize $\mathcal{L}$ to affect the output of
GAN, the output of the adversarial image after being tampered with can be more easily recognized as
a forged image.

The basic attack steps of PGD are as follows:

$$x_0^{adv} = x + noise$$

$$x_{n+1}^{adv} = clip \left( x_n^{adv} + \alpha \text{sign} \left( \nabla_x \mathcal{L}_{adv}(x_n^{adv}) \right) \right)$$ (8)

Where $noise$ represents an initial random noise, $n$ is the number of iterations, $\alpha$ is the adaptive step
size, $\nabla_x \mathcal{L}_{adv}$ is the gradient of the adversarial loss function, and the overall iteration result is
controlled by the clip function to a certain range.

In general, PGD obtains initial noise through random sampling, such as sampling in Gaussian
distribution, while the noise in this article is generated by ODI, which can obtain an attack starting
point that makes the attack effect more obvious. In addition, due to the matrix characteristics of the
image data, the $\text{sign}()$ function is removed in the calculation process, and the gradient of the anti-loss
function is directly used for iteration, which is beneficial to improve the diversity of anti-disturbance.
Thus, the basic iterative formula obtained above improvements is as follows:
The adversarial loss function should have the ability to measure the distance of the image. If the output image of the target network can be away from the original result as far as possible, the output will be more visually-distorted and the result of style transfer is more likely to be regarded as a fake image. Therefore, the basic form of the adversarial loss function is designed as follows:

\[
L_{adv}(x) = L(G(x_{adv})) - G(x)
\]

(10)

According to comparative experiments of [21], when performing PGD attacks against style transfer networks, taking \( L(x) = x^2 \) as a function of image distance can achieve better attack effects. Because norms such as \( \ell_2 \) and \( \ell_\infty \) have a weaker effect on the model output, and the higher-order functions will cause greater disturbance to the original image, which is not conducive to the use of the original image.

3.3. Overall Algorithm

The algorithm of adversarial attack is divided into two parts as a whole. First, using ODI to perform a certain number of iterations to adjust the original image to a more effective starting point, and then using PGD to perform an adversarial attack on the target model and to complete further iterations to generate an adversarial example image. The pseudo code is as follows.

**Algorithm 1. Adversarial Attack Method Based on Output Diversification Initialization**

| Input: Target image \( x \), Target network \( G \), Adversarial Loss Function \( L_{adv} \) | Output: Adversarial Image \( x_{adv} \) |
| --- | --- |
| Parameters: Iteration Numbers for ODI \( s_1 \), Iteration Numbers for PGD \( s_2 \), Step Size for ODI \( \eta_{ODI} \), Step Size for PGD \( \alpha \) |

1. Set \( w_d \sim U(-1,1) \), \( x_0 = x \)
2. for \( i \) in \( s_1 \)
3. \( v_{ODI} = v_{ODI}(x_i, G, w_d) \)
4. \( x_{i+1} = \text{Proj}_{B(x)}(x_i + \eta_{ODI}(v_{ODI}(x_i, G, w_d))) \)
5. End for
6. \( j = s_1 \)
7. for \( j \) in \( s_1 + s_2 \)
8. \( x_{j+1} = \text{clip}(x_j + \alpha \cdot \nabla_x L_{adv}(x_j)) \)
9. \( x_{adv} = x_{j+1} \)
10. End for

4. Experiments Analysis and Results

4.1. Dataset

We choose CelebFaces Attribute, abbreviated to CelebA, as the training dataset, which is openly provided by the Chinese University of Hong Kong and widely used in face-related computer vision training tasks such as face attribute identification training, face detection training and landmark marks, etc. It consists of 202,599 face photos from 10,177 celebrities with resolution of 178×218 pixels and provides feature markers including standard face frames, 5 facial feature point coordinates, and 40 attribute markers. Among them, the 40 attribute tags of the face include many face styles features, such as baldness, blond hair, etc., which are helpful for the training of the style transfer model.
4.2. Implementation Details
In pre-processing stage, we convert the image to the resolution of 224×224 pixels, normalize it and send it into the generator of CycleGAN in the form of RGB with three channels. In ODI stage, the direction vector is generated according to a uniform distribution, the number of iterations is 2, and the step size $\eta_{odi}$ is set to 0.02. In PGD attack stage, the iteration is continued on the basis of ODI, the number of iterations is 8, $\alpha$ is set to a quarter of $\eta_{odi}$, $\epsilon$ equals 0.2, and the final output data will be clipped to the range of $(-1,1)$. All experiments are done using Pytorch 1.2.0 and GeForce RTX 2080S, and the GPU memory is 8G.

4.3. Results
In this section, we first give the basic results of the experiment. Then, we conduct a quantitative analysis of the attack results by testing image distance and referring to the distortion scores given in the literature [21]. The comparison results demonstrates that the adversarial examples produced turn out to be more effective when the ODI is used for initialization. Finally, the adversarial perturbation generated by the ODI method is tested.

4.3.1. Result Case
Figure 1 illustrates the result of the adversarial attack performed by our method on CycleGAN with the first row displaying the original image, the second row is the output image of style transfer with the first row as the input, and the third one is the output after adding the adversarial example into the original image. According to the role of CycleGAN, we select four pre-trained models as target models for attack. They are: (a) Smile: style transfer between seriousness and smile; (b) Blond: style transfer between blonde hair and other hair colours; (c) Bald: style transfer between baldness and hair; (d) Glass: style transfer between wearing glasses and not wearing glasses. Comparing the third row with the second row of Figure 1, we can conclude that we successfully completed the adversarial attack on the image for the adversarial face with added perturbation can no longer be generated normally by the style transfer network. The image quality of the confrontational face after style transfer is so poor, that the naked eye can easily distinguish them from normal images.

In addition, we found that, though ODI decreases the randomness of the starting point by measuring the output space of target model, the results produced are different among multiple implementations of ODI since the random selection of $w_d$ ensures that the direction of each update is
different. Therefore, it is verified that ODI can not only generate diversified adversarial perturbations but also produce different attack results.

4.3.2. Image Distance Comparison
In order to give a more objective evaluation on the result of the adversarial attack against the generative model, we use the $L_2$ distance between images: $L_2 = \|G(x_{adv}) - G(x)\|_2$ as an indicator of the judgment. When $L_2 \geq 0.05$, the impact of the adversarial attack on the image is obvious for visual perception, i.e., the forged image content can be subjectively identified as a false image, which signifies a successful attack. This paper uses the CelebA to generate 20,000 images of style transfer for the four pre-training models, and conducts an attack test against these 80,000 images. We compare the average attack success rates of our method using ODI with that of PGD method using Gaussian random initialization as follows.

| Pretrained Model | PGD(Gaussian) | ODI-PGD |
|------------------|---------------|---------|
|                  | $L_2$ distance | Success Rate | $L_2$ distance | Success Rate |
| Smile            | 0.054         | 100     | 0.062         | 100          |
| Blond            | 0.077         | 100     | 0.080         | 100          |
| Bald             | 0.922         | 100     | 0.930         | 100          |
| Glass            | 0.056         | 100     | 0.060         | 100          |

As shown in Table 1, whether to initialize the noise using ODI or Gaussian distribution causes no difference in attack success rate. But the adversarial image generated by ODI is farther from the original output, which indicates that ODI has higher attack performance than random initialization and can cope with more demanding judgment conditions. Different from PGD method using Gaussian random initialization, our method performs iterations for the final output with a random direction vector. Even if the direction vector still guarantees the direction randomness of the perturbation generation, the result of ODI is more easily reflected in the output space, so it will get a better attack success rate than the original PGD.

4.3.3. Distortion Scores Comparison
In order to prove that ODI can bring a more effective starting point for the gradient-based adversarial example generation method, we introduce the distortion score [21] to measure the impact of the attack method on the output result. The measurement formula of the distortion score is as follows:

$$s_{dist} = \max\left(0, \log L(y_{adv} - y) \cdot \left(\log(L(x_{adv} - x))^{-1} - 1\right)\right)\quad (11)$$

Where $y_{adv}$ represents the adversarial output image, $y$ is the normal output image of the model, and $L(x) = x^2$ is taken as the distance measurement function. Distortion score represents the ratio between the adversarial perturbation and the output distance of the model, which is an evaluation of the overall attack effect of the method. The higher the distortion score is, the greater the impact of the added anti-disturbance has on the distance between the output images, and the better the effect of attack is.

We calculates the distortion scores of all images in each pre-training model and takes the average value. The comparative results are shown in Table 2:
Table 2. Distortion Scores Comparison

| Initialization Method | Distortion Scores |
|-----------------------|-------------------|
|                       | Smile  | Blond | Bald  | Glass |
| PGD(Gaussian)         | 0.16   | 0.16  | 0.20  | 0.14  |
| ODI-PGD               | 0.43   | 0.47  | 0.45  | 0.53  |

According to Table 2, the distortion score obtained by ODI is generally greater than the distortion score of random initializations. It can be seen that the ODI initialization method has a greater impact on the output of the model than random initialization. This is because the attack starting point obtained by ODI is farther away from the original image than the attack starting point obtained by random initialization. Therefore, it can produce visually more destructive fake images easy for the users to distinguish. Hence, the effectiveness and advantage of ODI over random initialization in attacks against GAN is verified.

4.3.4. Adversarial Perturbation Comparison

The above experiments show that the method in this paper can produce more diverse and more effective experimental results. In view that the main purpose of the adversarial attack on CycleGAN is to avoid its malicious tampering with the image, adversarial perturbation generated by the method should not affect the normal use of the image. ODI have a greater impact on the output of the model. In order to test whether the disturbance generated by the method in this paper is within a certain range, we compare the adversarial perturbation generated by our method with normal PGD, and calculate the perturbation with the $\ell^2$ norm.

Table 3. Adversarial Perturbation Comparison

| Pretrained Model | Norm of Perturbation |
|------------------|----------------------|
|                  | PGD(Gaussian) | ODI-PGD |
| Smile            | 0.081       | 0.075   |
| Blond            | 0.147       | 0.125   |
| Bald             | 0.143       | 0.119   |
| Glass            | 0.085       | 0.060   |

According to the experimental results, perturbations generated by our method satisfy the requirements of parameter setting $\varepsilon$, and its $\ell^2$ norm is not much different in the four pre-trained models compared with the randomly initialized PGD. It means that the introduction of ODI does not significantly increase the modification degree of original image, and the addition of perturbation is still invisible to the human eye. For the entire attack algorithm, ODI affects the model output of the style transfer network more effectively. The increase in the gap between the adversarial output and the original output is the main reason for the increase in the distortion score.

5. Conclusion

This paper proposes CycleGAN adversarial attack method based on output diversification initialization. We firstly use the output diversity initialization to generate noise disturbances and set the direction vector to ensure diversity. We iterate with the output of the model as the metric to generate effective and diverse attack starting points. Then we use PGD starting from the attack starting point and modify the adversarial loss function so as to complete the attack on the pre-trained model. Experiments show that extending the ODI-PGD method from the classification model to the style transfer generation model can improve the performance of the attack. Under the premise that the
disturbance size is not much different from the existing methods, the success rate of the attack is improved, the distance between the output result and the original image is enlarged, and a more effective and intuitive attack result is produced. The disadvantage is that this method currently targets fewer GAN models and is limited to gradient-based adversarial sample methods, the scope of which need to be extended in the follow-up.
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