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Abstract. Given any (forward) Brascamp–Lieb inequality on euclidean space, a famous theorem of Lieb guarantees that gaussian near-maximizers always exist. Recently, Barthe and Wolff used mass transportation techniques to establish a counterpart to Lieb’s theorem for all non-degenerate cases of the inverse Brascamp–Lieb inequality. Here we build on work of Chen–Dafnis–Paouris and employ heat-flow techniques to understand the inverse Brascamp–Lieb inequality for certain regularized input functions, in particular extending the Barthe–Wolff theorem to such a setting. Inspiration arose from work of Bennett, Carbery, Christ and Tao for the forward inequality, and we recover their generalized Lieb’s theorem using a clever limiting argument of Wolff. In fact, we use Wolff’s idea to deduce regularized inequalities in the broader framework of the forward-reverse Brascamp–Lieb inequality, in particular allowing us to recover the gaussian saturation property in this framework first obtained by Courtade, Cuff, Liu and Verdú.

1. Introduction

The main subject of this paper is the inverse Brascamp–Lieb inequality

\[ \int_{\mathbb{R}^n} e^{-\pi \langle x, Qx \rangle} \prod_{j=1}^{m} f_j(B_jx)^{c_j} \, dx \geq C \prod_{j=1}^{m} \left( \int_{\mathbb{R}^n} f_j \right)^{c_j} \]

associated with a self-adjoint linear transformation \( Q : \mathbb{R}^n \to \mathbb{R}^n \), and families of linear transformations \( B_j : \mathbb{R}^n \to \mathbb{R}^n \) and exponents \( c_j \in \mathbb{R} \). Largely thanks to recent work of Barthe–Wolff [14, 15] and Chen–Dafnis–Paouris [35], much is known about inverse Brascamp–Lieb inequalities for general input functions \( f_j \). For example, gaussian near-minimizers always exist for (1.1) in all non-degenerate situations; this was established in full generality in [15] (using mass transportation) and in certain special cases in [35] (using heat flow in the spirit of the work of Carlen–Lieb–Loss [34] and Bennett–Carbery–Christ–Tao [22] on the forward Brascamp–Lieb inequality). Such a result is a counterpart to Lieb’s famous theorem for the forward version of (1.1). In the present work, we investigate what happens when the input functions \( f_j \) are “regularized” in the sense that they coincide with the evolution of positive finite Borel measures under certain heat
equations, and our main result is a regularized version of the aforementioned theorem of Barthe and Wolff.

Our motivation to pursue this project arose from several directions. Firstly, a regularized version of the forward Brascamp–Lieb inequality was considered by Bennett–Carbery–Christ–Tao in [22] and, in particular, they were able to provide a completely new proof of Lieb’s theorem based on heat flow (see the forthcoming Theorem 2.3 for a version which incorporates a gaussian kernel). This approach to Lieb’s theorem was an important source of inspiration to us and we shall see that our analysis of (1.1) for regularized inputs will naturally yield the inverse version of Lieb’s theorem in full generality. In this sense, we follow Chen–Dafnis–Paouris [35] by adopting heat-flow techniques for the inverse inequality, extend their gaussian saturation result to full generality, and thus re-derive the gaussian saturation result of Barthe–Wolff [15] by heat-flow regularization. The special case considered in [35] is a certain “geometric” version of the inverse Brascamp–Lieb inequality (see Section 3 for further details) and the extension to the general case is far from straightforward.

More broadly speaking, the act of regularizing an inequality by restricting the input functions to a smaller subclass of sufficiently well-behaved functions is natural and ubiquitous. One potential benefit of doing so is to raise of possibility of establishing the existence of extremizers for the inequality amongst the restricted subclass, and in doing so may open up a fruitful approach to analyze the general form of the inequality. As we shall see more precisely later, this is the philosophy behind the aforementioned heat-flow proof of Lieb’s theorem in [22], where general input functions are treated as limits of solutions to heat equations at time zero.

Another virtue of restricting the inputs to regularized functions is that one may obtain an improved form of the inequality. Such a perspective is often taken up in fields such as convex geometry, differential geometry, probability and information theory, in which case the regularization is often described in terms of semi/uniform log-concavity and log-convexity. For example, a famous conjecture of Talagrand predicts that Markov’s inequality can be improved if one restricts to regularized functions; see, for example, [41]. This conjecture was originally stated for the discrete cube and as far as we are aware it is still an open problem in that form, but its analogue for gaussian space has been affirmatively solved by Eldan–Lee [41].

In differential geometry, one can use functional inequalities involving entropy in order to describe the curvature of a Riemannian manifold; this is based on fundamental work of Bakry–Emery and we refer the reader to the book by Bakry–Gentil–Ledoux [4] for more details. One example of such an inequality is the (local) log-Sobolev inequality on a weighted Riemannian manifold [4, Theorem 5.5.2]. More recently, several papers have highlighted the importance of improving the log-Sobolev inequality by restricting inputs to regularized functions, which can be regarded as a certain “curvature improvement”. As far as we are aware, the first example of this kind can be found in the work of Fathi–Indrei–Ledoux [15] where they improved the best constant for the log-Sobolev inequality under regularization in terms of the Poincaré constant. Along this line, very
recently Aishwarya–Rotem [1] established an improvement of the convexity of entropy under regularization in terms of uniform log-concavity, and related work can also be found in Eldan–Lehec–Shenfeld [22] and Bez–Nakamura–Tsuji [24]. Another important entropic inequality in information theory is the Shannon–Stam inequality, which is a special case of the entropic Brascamp–Lieb inequality (see Carlen–Lieb–Loss [31] and Carlen–Cordero–Erausquin [33]). Inspired by important work of Ball–Barthe–Naor [7] and Ball–Nguyen [8] on entropy jump inequalities, the stability problem for the Shannon–Stam inequality has recently attracted attention. In this direction, the regularized framework has played a role; for instance, Courtade–Fathi–Pananjady [38] and Eldan–Mikulincer [43] established stability estimates for the Shannon–Stam inequality for uniformly log-concave random variables.

In convex geometry, regularization appears in terms of the convexity of the boundary of a convex body. We mention the work of Schmuckenschlager [67] (see also Klartag–Milman [55]) where regularized convex bodies (2-uniformly convex bodies) were investigated and, in particular, Bourgain’s celebrated hyperplane conjecture for such convex bodies was established. Furthermore, the second author, together with Tsuji, pointed out a close link between the Brascamp–Lieb inequality and the volume product of a convex body [64, 65]. In particular, they developed ideas which arose out of consideration of the regularized Brascamp–Lieb inequality, and succeeded in confirming Mahler’s conjecture for certain regularized convex bodies (see [64]).

Finally we mention that a regularized version of the forward Brascamp–Lieb inequality of a different (rougher) nature has recently been obtained by Maldague [63] (see also Zorin-Kranich [71]), and has found applications to multilinear Kakeya-type inequalities and decoupling theory for the Fourier transform in work of Guo–Oh–Zhang–Zorin-Kranich [51]. The regularization in [63] has a rough cut-off instead of a gaussian weight factor and the input functions \( f_j \) are constant on cubes in the unit cube lattice.

Before presenting our main results in Section 2, to help set the scene we give an introduction and some background regarding Brascamp–Lieb inequalities. In line with the historical development of the subject, we begin with the forward Brascamp–Lieb inequality. After this, we discuss recent developments regarding the inverse inequality [1.1]. Finally, we introduce the so-called forward-reverse Brascamp–Lieb inequality which originated in Liu–Courtade–Cuff–Verdú [62] and whose theory was significantly developed in Courtade–Liu [39]. The forward-reverse Brascamp–Lieb framework encompasses both the forward and inverse Brascamp–Lieb inequalities as well as the reverse Brascamp–Lieb inequality due to Barthe [9, 10]. However, it is in fact the case that the gaussian saturation property for the inverse inequality [1.1] implies the gaussian saturation property for the forward-reverse Brascamp–Lieb inequality. This follows from a clever argument of Wolff (e.g. see [39, Section 4]), and we shall make use of Wolff’s idea to deduce regularized forward-reverse Brascamp–Lieb inequalities from our main result for regularized inverse Brascamp–Lieb inequalities (thus, for example, recovering regularized forward Brascamp–Lieb inequalities due to Bennett–Carbery–Christ–Tao [22]).
1.1. The forward Brascamp–Lieb inequality. Inequalities of the form

\[ \int_{\mathbb{R}^n} \prod_{j=1}^m f_j(B_j x)^{c_j} \, dx \leq C \prod_{j=1}^m \left( \int_{\mathbb{R}^n} f_j \right)^{c_j} \]

for integrable functions \( f_j : \mathbb{R}^{n_j} \to \mathbb{R}_+ \) are widely known as Brascamp–Lieb inequalities. Here, the linear transformations \( B_j : \mathbb{R}^n \to \mathbb{R}^{n_j} \) and positive exponents \( c_j \) are given, and the pair \((B, c)\) is referred to as a Brascamp–Lieb datum, where \( B = (B_j)_{j=1}^m \) and \( c = (c_j)_{j=1}^m \). The best (i.e. smallest) constant \( C \) is called the Brascamp–Lieb constant and is defined by

\[ F(B, c) = \sup_{f} BL(B, c; f) \in (0, \infty] \]

where

\[ BL(B, c; f) = \frac{\int_{\mathbb{R}^n} \prod_{j=1}^m f_j(B_j x)^{c_j} \, dx}{\prod_{j=1}^m \left( \int_{\mathbb{R}^{n_j}} f_j \right)^{c_j}} \]

is the Brascamp–Lieb functional, and the supremum is taken over measurable \( f_j : \mathbb{R}^{n_j} \to \mathbb{R}_+ \) such that \( \int_{\mathbb{R}^{n_j}} f_j \in (0, \infty) \).

The multilinear Hölder, Loomis–Whitney and Young convolution inequalities are standard examples of Brascamp–Lieb inequalities. From a historical perspective, the pursuit of the best constant for the Young convolution inequality was influential in the emergence of the Brascamp–Lieb inequality. Indeed, Beckner [16] and Brascamp–Lieb [32] independently identified that the best constant in non-boundary cases of the Young convolution inequality is attained (essentially uniquely so – see [32]) on certain isotropic centred gaussians, and the systematic study of the more general inequality (1.2) traces back to [32]. With the main focus of the current paper in mind, we also remark that Brascamp and Lieb in [32] considered the inverse form of the Young convolution inequality in which the direction of the inequality is reversed (and negative exponents \( c_j \) are admissible). They were able to obtain the best (i.e. largest) constant, a characterization of maximizers and, as a delightful application, were able to re-derive the Prékopa–Leindler inequality via a clever limiting argument.

Nowadays the theory of the Brascamp–Lieb inequality is well developed and finds applications across a vastly diverse range of fields. As but one example, we mention again the close link to multilinear Kakeya-type inequalities and decoupling theory for the Fourier transform, both of which have found staggering applications in the last 15 years to problems in harmonic analysis, geometric analysis, dispersive PDE, and number theory; see, for example [29, 30, 51, 52, 53]. Whilst it feels somewhat discourteous not to include details of other kinds of applications of the Brascamp–Lieb inequality (and its variants), there are a number of papers which already contain thorough discussions of this nature and we encourage the reader to try [19, 20, 40, 48, 70].

Unlike (non-boundary cases of) the Young convolution inequality, the classes of maximizers for the multilinear Hölder and Loomis–Whitney inequalities are of a wider nature. Nevertheless, it is the case that isotropic centred gaussians are amongst the maximizers for each of these inequalities and this naturally raises the question of whether this is a

\[ ^1 \text{We often add the term “forward” to clarify that we are referring to (1.2) rather than (1.1).} \]
general phenomenon for (1.2). Remarkably, Lieb [61] established that centred gaussian near maximizers always exist for (1.2). We state this result next, along with a “localized” version incorporating a centred gaussian weight factor. For this, we introduce a little more notation.

We extend the notion of Brascamp–Lieb datum to the triple \((B, c, \Omega)\), where \(\Omega : \mathbb{R}^n \to \mathbb{R}^n\) is a given self-adjoint transformation. Associated to such a datum is the Brascamp–Lieb constant

\[
F(B, c, \Omega) = \sup_{f} \text{BL}(B, c, \Omega; f) \in (0, \infty]
\]

which is given in terms of the Brascamp–Lieb functional

\[
\text{BL}(B, c, \Omega; f) = \frac{\int_{\mathbb{R}^n} e^{-\pi \langle x, \Omega x \rangle} \prod_{j=1}^{m} f_j(B_j x)^{c_j} \, dx}{\prod_{j=1}^{m} (\int_{\mathbb{R}^{n_j}} f_j)^{c_j}}.
\]

In the above, the supremum is taken over measurable \(f_j : \mathbb{R}^{n_j} \to \mathbb{R}^+\) such that \(\int_{\mathbb{R}^{n_j}} f_j \in (0, \infty)\). Also, associated to a positive definite transformation \(A\) on a given euclidean space, we define the (normalized) centred gaussian \(g_A\) by

\[
g_A(x) := (\det A)^{1/2} e^{-\pi \langle x, Ax \rangle}.
\]

On gaussian inputs \(f\) with \(f_j = g_{A_j}\) for each \(j = 1, \ldots, m\), we slightly abuse notation for the Brascamp–Lieb functional and write

\[
\text{BL}(B, c, \Omega; A) := \text{BL}(B, c, \Omega; f).
\]

**Theorem 1.1** (Lieb). Let \((B, c)\) be a Brascamp–Lieb datum. Then we have

\[
F(B, c) = \sup_{A} \text{BL}(B, c; A),
\]

where the supremum is taken over positive definite transformations \(A_j\). More generally

\[
F(B, c, \Omega) = \sup_{A} \text{BL}(B, c, \Omega; A)
\]

whenever \(\Omega : \mathbb{R}^n \to \mathbb{R}^n\) is positive semi-definite.

Lieb’s theorem above was proved in full generality in [61]. Earlier, Brascamp and Lieb [32] had established certain special cases including, for instance, rank-one linear transformations \(B_j\). A computation reveals that

\[
\text{BL}(B, c, \Omega; A) = \left(\frac{\prod_{j=1}^{m} (\det A_j)^{c_j}}{\det (\Omega + \sum_{j=1}^{m} c_j B_j^* A_j B_j)}\right)^{1/2}
\]

if \(\Omega + \sum_{j=1}^{m} c_j B_j^* A_j B_j\) is positive definite \((\text{BL}(B, c, \Omega; A) = \infty\) otherwise) and therefore Lieb’s theorem dramatically reduces the complexity of understanding the Brascamp–Lieb constant. For example, Lieb’s theorem played a pivotal role in the proof in [21] of the continuity of the Brascamp constant \(B \mapsto F(B, c)\) and consequently in recent developments in understanding nonlinear variants of the Brascamp–Lieb inequality in which the underlying transformations \(B_j\) are allowed to be nonlinear [20].

We end this very brief overview of the Brascamp–Lieb inequality (1.2) by stating a theorem from [22, 23] which provides a characterization of the finiteness of the Brascamp–Lieb constant (see also recent work of Gressman [50] for new perspectives in this direction).
Theorem 1.2 (Bennett–Carbery–Christ–Tao). Let \((B, c)\) be a Brascamp–Lieb datum. Then \(F(B, c)\) is finite if and only if
\[
\sum_{j=1}^{m} c_j n_j \quad (1.5)
\]
and
\[
\dim V \leq \sum_{j=1}^{m} c_j \dim B_j V \quad \text{for all subspaces } V \text{ of } \mathbb{R}^n. \quad (1.6)
\]

The above result along with Lieb’s theorem form two pillars in the theory of the Brascamp–Lieb inequality. The scaling condition (1.5) is easily shown to be necessary for the Brascamp–Lieb constant to be finite. Also, as further necessary conditions for finiteness, by considering \(V = \mathbb{R}^n\) and \(V = \bigcap_{j=1}^{m} \ker B_j\), one obtains from (1.5) and (1.6) that each \(B_j\) must be surjective and that \(\bigcap_{j=1}^{m} \ker B_j = \{0\}\); such data are usually referred to as non-degenerate.

Remark. Maldague’s regularized version of (1.2) quantifies the finiteness characterization in Theorem 1.2. In particular, it is shown in [63] that when the integral on the left-hand side of (1.2) is truncated to a ball of radius \(R > 0\) and the input functions are restricted to be constant on cubes in a lattice of size \(r \in (0, R)\), then the constant behaves like \(R^{\kappa r - \tilde{\kappa}}\), where \(\kappa = \sup_{V \subseteq \mathbb{R}^n} (\dim V - \sum_{j=1}^{m} c_j \dim B_j V)\) and \(\tilde{\kappa} = \kappa - (n - \sum_{j=1}^{m} c_j n_j)\).

1.2. The inverse Brascamp–Lieb inequality. For the inverse Brascamp–Lieb inequality (1.1), it is appropriate to introduce a different notion of non-degeneracy compared with the forward version of the inequality. The non-degeneracy condition was identified by Barthe–Wolff [15] and is as follows. Assume each \(B_j : \mathbb{R}^n \to \mathbb{R}^{n_j}\) is a surjection, and \(c\) is arranged so that
\[
c_1, \ldots, c_{m+} > 0 > c_{m+1}, \ldots, c_m
\]
for some \(0 \leq m_+ \leq m\), where we interpret the case \(m_+ = 0\) to mean that all of \(c_1, \ldots, c_m\) are negative. Correspondingly, we define the linear transformation \(B_+ : \mathbb{R}^n \to \mathbb{R}^{n_+}\) by
\[
B_+ x := (B_1 x, \ldots, B_{m+} x).
\]
Then, if we denote the number of positive eigenvalues of the self-adjoint transformation \(\Omega : \mathbb{R}^n \to \mathbb{R}^n\) by \(s^+(\Omega)\), the Brascamp–Lieb datum \((B, c, \Omega)\) is said to be non-degenerate if
\[
\Omega|_{\ker B_+} > 0 \quad \text{and} \quad n \geq s^+(\Omega) + \sum_{j=1}^{m_+} n_j \quad (1.7)
\]

\footnote{Strictly speaking, this terminology has already been used for the forward Brascamp–Lieb inequality where we imposed the condition \(c_j > 0\) for all \(j\). It would be more accurate to use terminology such as “inverse Brascamp–Lieb datum”, but it will always be clear from the context which notion of Brascamp–Lieb datum is being used.}
Here $Q|_{\ker B_+}$ is the restriction of $Q : \mathbb{R}^n \to \mathbb{R}^n$ to the subspace $\ker B_+$. Note that if $Q = 0$ then the non-degeneracy condition (1.7) is equivalent to fact that $B_+$ is a bijection; in other words,

\begin{equation}
\bigcap_{j=1}^{m_+} \ker B_j = \{0\} \quad \text{and} \quad \text{Im} B_+ = \bigoplus_{j=1}^{m_+} \mathbb{R}^{n_j}.
\end{equation}

Next, in analogy with the notation introduced above for the forward Brascamp–Lieb inequality, we define

$$I(B, c, Q) := \inf_{f} \text{BL}(B, c, Q; f)$$

to be the best (i.e. largest) constant for which (1.1) holds, where the infimum is taken over measurable $f_j : \mathbb{R}^{n_j} \to \mathbb{R}^+$ such that $\int_{\mathbb{R}^{n_j}} f_j \in (0, \infty)$. Strictly speaking, we are extending our definition of the Brascamp–Lieb functional $f \mapsto \text{BL}(B, c, Q; f)$ to the case of real exponents $c \subseteq \mathbb{R}^m$, which we do with the understanding that $0 \cdot \infty = 0$.

It is not immediately apparent that (1.7) is a natural non-degeneracy condition to impose and we refer the reader to the careful discussion in [15, Section 2] for the details. Here we simply extract from [15, Section 2] that $I(B, c, Q) = 0$ or $\infty$ when the non-degeneracy condition is dropped.

The following inverse version of Lieb’s theorem was proved in [15, Theorem 2.9].

**Theorem 1.3** (Barthe–Wolff). *For any non-degenerate Brascamp–Lieb datum $(B, c, Q)$, we have*

$$I(B, c, Q) = \inf_{A} \text{BL}(B, c, Q; A).$$

For completeness, we note that a counterpart to Theorem 1.2 regarding the strict positivity of $I(B, c, Q)$ was proved by Barthe–Wolff; see [15, Theorem 1.5] for the case $Q = 0$ and [15, Theorem 8.9] for the general case.

### 1.3. The forward-reverse Brascamp–Lieb inequality.

Next we introduce the broad class of inequalities first considered in [62] called *forward-reverse Brascamp–Lieb inequalities*. To do so, we fix linear transformations $T_j : E \to E(j)$, $j = 1, \ldots, J$, with $E(j) = \mathbb{R}^{n(j)}$ and where the base space is given by $E = \bigoplus_{i=1}^{I} E_i$ with $E_i = \mathbb{R}^{n_i}$, $i = 1, \ldots, I$. The collection of such linear transformations is written $T = (T_j)_{j=1}^{J}$, and also we introduce the notation $\pi_i$ for the orthogonal projection from $E$ to $E_i$. Finally, we fix two collections of positive real numbers $(d_i)_{i=1}^{I}$ and $(d(j))_{j=1}^{J}$, and write $d = ((d_i)_{i=1}^{I}, (d(j))_{j=1}^{J})$.

The forward-reverse Brascamp–Lieb inequality associated with the datum $(T, d)$ takes the form

\begin{equation}
\prod_{i=1}^{I} \left( \int_{E_i} f_i \right)^{d_i} \leq C \prod_{j=1}^{J} \left( \int_{E(j)} h_j \right)^{d(j)}
\end{equation}
for input functions $f_i : E_i \to \mathbb{R}_+$, $h_j : E(j) \to \mathbb{R}_+$ which satisfy

$$\prod_{i=1}^I f_i(x_i)^{d_i} \leq \prod_{j=1}^J h_j(T_jx)^{d(j)} \quad \text{for all } x \in E.$$  

(1.10)

As described in [39], this framework encompasses the forward, reverse and inverse forms of the Brascamp–Lieb inequality in the case where there is no gaussian kernel. For example, taking $I = 1$ and $d_1 = 1$, it is clear that the optimal choice in (1.10) is $f = \prod_{j=1}^J (h_j \circ T_j)^{d(j)}$, in which case (1.9) reduces to (1.2).

Also, Barthe’s reverse form of the Brascamp–Lieb inequality, originating in [10], corresponds to the case $J = 1$ and $d(1) = 1$. In other words, given linear mappings $B_i : \mathbb{R}^n \to \mathbb{R}^n$ and positive real numbers $d_i$, $i = 1, \ldots, I$, the reverse Brascamp–Lieb inequality takes the form

$$C \prod_{i=1}^I \left( \int_{\mathbb{R}^n} f_i \right)^{d_i} \leq \int_{\mathbb{R}^n} h_1$$

for functions satisfying

$$\prod_{i=1}^I f_i(x_i)^{d_i} \leq h_1 \left( \sum_{i=1}^I d_i B_i^* x_i \right) \quad \text{for } (x_1, \ldots, x_I) \in \oplus_{i=1}^I \mathbb{R}^{n_i}.$$  

(1.11)

(1.12)

As has been pointed out elsewhere, arguably it would be more natural to refer to inequalities of the form (1.11) as dual (rather than reverse) Brascamp–Lieb inequalities in light of the fact that

$$R(B, d)F(B, d) = 1,$$  

(1.13)

where $R(B, d)$ denotes the best (i.e. largest) constant $C$ such that (1.11) holds under (1.12). This remarkable fact was proved by Barthe in [10].

We also remark that the Prékopa–Leindler inequality is the special case of (1.11) with $C = 1$ obtained by taking $I = 2$, $B_1 = B_2 = \text{id}_{\mathbb{R}^n}$, and $d_1 + d_2 = 1$. From the Prékopa–Leindler inequality one can derive the famous Brunn–Minkowski inequality

$$\text{vol}_n(X + Y)^{1/n} \geq \text{vol}_n(X)^{1/n} + \text{vol}_n(Y)^{1/n}$$

for appropriate $X, Y \subseteq \mathbb{R}^n$. The stimulus to introduce the general form of the inequality (1.11) appears to have arisen from convex geometry and we refer the reader to [6, 10, 11] for further discussion and applications.

Finally, to deduce the inverse Brascamp–Lieb inequality, take a forward-reverse Brascamp–Lieb datum $(T, d)$ and set

$$h_{J+1}(x) = \prod_{i=1}^I f_i(x_i)^{d_i} \prod_{j=1}^J h_j(T_jx)^{-d(j)}.$$
Then (1.10) holds if we replace $J$ by $J+1$, take $T_{J+1}$ to be the identity transformation, and $d_{J+1} = 1$. The resulting inequality (1.9) reduces to the inverse Brascamp–Lieb inequality

$$
\prod_{i=1}^{l} \left( \int_{E_i} f_i \right)^{d_i} \prod_{j=1}^{J} \left( \int_{E(j)} h_j \right)^{-d(j)} \leq C \int_{E} \prod_{i=1}^{l} f_i(\pi_i x)^{d_i} \prod_{j=1}^{J} h_j(T_j x)^{-d(j)} dx.
$$

With the non-degeneracy condition in mind (i.e. $B_+$ is bijective), this framework is as general as the one presented in the previous section in the case of no gaussian kernel

The analogue of Lieb’s theorem holds in the setting of the forward-reverse Brascamp–Lieb inequality, as shown in [62, Theorem 2].

**Theorem 1.4** (Liu–Courtade–Cuff–Verdú). For any datum $(\mathbf{T}, \mathbf{d})$, if the input functions $f_i : E_i \to \mathbb{R}_+$, $h_j : E(j) \to \mathbb{R}_+$ satisfy (1.10), then they also satisfy (1.9) with constant $C$ given by

$$
\sup_{A_i > 0, A(j) > 0} \prod_{i=1}^{l} (\det A_i)^{-\frac{d_i}{2}} \prod_{j=1}^{J} (\det A(j))^{\frac{d(j)}{2}}.
$$

The proof of Theorem 1.4 in [62] rests on an equivalent entropic formulation of the forward-reverse Brascamp–Lieb inequality and ideas similar to those in Geng–Nair [49] and Lieb’s original proof of the gaussian saturation property for the forward Brascamp–Lieb inequality in [61]. A different proof of Theorem 1.4 was found by Courtade–Liu [39], again utilizing entropic duality, but incorporating ideas from Bennett–Carbery–Christ–Tao [22] and Lehec [59]. We also remark that [39] embarked on a systematic study of the forward-reverse Brascamp–Lieb inequality and, for example, established a characterization of the finiteness of the constant in the spirit of Theorem 1.2 (see [39, Theorem 1.27]) and extended Barthe’s duality relation (1.13) to all forward-reverse Brascamp–Lieb data (see [39, Theorem 1.3]).

**Remark.** Given the above discussion, it is clear that one may use Theorem 1.4 to deduce Theorem 1.3 in the case where there is no gaussian kernel. Surprisingly, the converse is true and this fact follows from a clever limiting argument due to Paweł Wolff which is explained in [39, Section 4.1]. In the presence of a gaussian kernel, as far as we are aware, a version of such an equivalence has not appeared in the literature (see [39, Section 4] for some partial results along these lines).

In the following section we state our main result – an extension of Theorem 1.3 to certain regularized input functions – and some consequences. For example, we can recover all versions of the gaussian saturation property stated above (i.e. Theorems 1.1, 1.3 and 1.4). In fact, we present a framework for the forward-reverse Brascamp–Lieb inequality which allows for gaussian kernels, and, in particular, we shall see that the gaussian saturation property in this framework is equivalent to that of Barthe–Wolff in Theorem 1.3. Despite this equivalence between forward-reverse and inverse Brascamp–Lieb inequalities,

---

3We also refer the reader to the Appendix for a more complete discussion along these lines.

4In the context of the forward Brascamp–Lieb inequality, duality with subadditivity of entropy can be found in [22] and [33].

5This framework was suggested to us by an anonymous referee to whom we are extremely grateful.
our heat-flow monotonicity approach seems best suited to the inverse Brascamp–Lieb inequality and so the inverse inequality should be regarded as the focal point of the paper. In fact, it is not at all clear to us whether one can expect a heat-flow monotonicity approach to succeed in the setting of the general forward-reverse Brascamp–Lieb inequality. Heat-flow arguments of a different nature have been successfully implemented in the case of the reverse Brascamp–Lieb inequality with geometric data – see Barthe–Cordero-Erausquin [12] (rank one transformations) and Barthe–Huet [13] (general rank transformations), as well as papers by Borell [26, 27, 28] which seem to have been a source of inspiration for [12] and [13]. For example, it is shown in [13, Theorem 4] that, for geometric data, the relation (1.12) is preserved if one replaces all functions with their evolution under classical heat flow \( e^{\Delta t} \) for all \( t > 0 \); the reverse Brascamp–Lieb inequality for geometric data then follows by taking a limit \( t \to \infty \). It would be very interesting to see if such an approach can be extended to general data in the forward-reverse framework, but it is certainly not clear to us whether such an approach can be profitable in proving, say, Theorem 2.2.

2. Main results

2.1. Regularized inverse Brascamp–Lieb inequalities. From now on, we denote the class of \( n \times n \) real and self-adjoint transformations by \( S(\mathbb{R}^n) \) and

\[
S_+(\mathbb{R}^n) := \{ A \in S(\mathbb{R}^n) : A > 0 \}
\]

for the subclass of positive definite transformations.

For \( G \in S_+(\mathbb{R}^n) \) consider the solution \( u : \mathbb{R}_+ \times \mathbb{R}^n \to \mathbb{R}_+ \) to the heat equation

\[
\partial_t u = \frac{1}{4\pi} \text{div} (G^{-1} \nabla u), \quad u(0) = \mu,
\]

where \( \mu \) is a positive finite Borel measure with non-zero mass. Then we call \( f(x) = u(1, x) \) as a type \( G \) function. Explicitly \( u(1, x) \) can be written in convolution form

\[
u(1, x) = g_G * \mu(x) = (\det G)^{1/2} \int_{\mathbb{R}^n} e^{-\frac{1}{\pi}(x-y,G(x-y))} d\mu(y).
\]

We consider the inverse Brascamp–Lieb inequality restricted to regularized input functions of this type, and thus we introduce the notation

\[
\mathcal{T}(G) := \{ g_G * \mu : \mu \text{ is a positive finite Borel measure with non-zero mass} \}.
\]

Note that the class \( \mathcal{T}(G) \) is clearly subset of the class of all non-negative and integrable functions, and its members are smooth and strictly positive. Also, it is not difficult to see that we have the nesting property

\[
G_1, G_2 \in S_+(\mathbb{R}^n), \quad G_1 \preceq G_2 \Rightarrow \mathcal{T}(G_1) \subseteq \mathcal{T}(G_2).
\]

It also formally makes sense\(^6\) to view

\[
\mathcal{T}(\infty) = \left\{ f : \mathbb{R}^n \to \mathbb{R}_+ : \int_{\mathbb{R}^n} f < \infty \right\}
\]

as the class of all inputs.

\(^6\)For example, we know that \( g_{\lambda \text{id}} \) converges to the Dirac delta supported at the origin as \( \lambda \to \infty \).
For each Brascamp–Lieb datum \((B, c, Q)\) and \(G = (G_j)_{j=1}^m\), with \(G_j \in S_+(\mathbb{R}^{n_j})\), we refer to \((B, c, Q, G)\) as a \textit{generalized Brascamp–Lieb datum} and define
\[
I(B, c, Q, G) := \inf_{f \in \mathcal{T}(G)} \text{BL}(B, c, Q; f)
\]
to be the best (i.e. largest) constant such that (1.1) holds for input functions \(f_j \in \mathcal{T}(G_j)\); accordingly, the notation \(f \in \mathcal{T}(G)\) means \(f_j \in \mathcal{T}(G_j)\) for each \(j = 1, \ldots, m\).

For generalized Brascamp–Lieb data \((B, c, Q, G)\), we add a further condition to the non-degeneracy condition (1.7). We shall say that \((B, c, Q, G)\) is non-degenerate if (1.7) holds and
\[
Q + \sum_{j=1}^{m_+} c_j B_j^* G_j B_j > 0.
\]

This appears to be a reasonable condition in the following sense. If \((B, c, Q)\) is non-degenerate (that is, (1.7) holds), then as discussed in the proof of [15, Proposition 2.2], there exists \(A_1, \ldots, A_{m_+} > 0\) such that
\[
Q + \sum_{j=1}^{m_+} c_j B_j^* A_j B_j > 0
\]
and hence \((B, c, Q, G)\) is non-degenerate whenever \(G_j \geq A_j\) for \(j = 1, \ldots, m_+\). From such considerations, our main result below recovers the Barthe–Wolff result in Theorem 1.3 as a limiting case; see the remark after Lemma 3.7 for further details. In addition, we note that \(\inf_{A \leq G} \text{BL}(B, c, Q; A) = \infty\) if (2.5) is not satisfied.

\textbf{Theorem 2.1.} For any non-degenerate generalized Brascamp–Lieb datum \((B, c, Q, G)\), we have
\[
I(B, c, Q, G) = \inf_{A \leq G} \text{BL}(B, c, Q; A).
\]

As we have already mentioned, we use a heat-flow approach to prove Theorem 2.1. This may be viewed as a significant extension of the analysis in [35] which handled a special class of Brascamp–Lieb data (so-called geometric data – see the discussion at the beginning of Section 3).

\section{2.2. Regularized forward-reverse Brascamp Lieb inequalities.} We shall see that Theorem 2.1 yields a gaussian saturation property for a regularized version of the forward-reverse Brascamp–Lieb inequality with gaussian kernels. To present this application, as far as possible, we use similar notation to that in Section 1.3.

We fix a collection of linear transformations \(T = (T_j)_{j=1}^J\). Here, \(T_j : E \to E(j), j = 1, \ldots, J,\) with \(E(j) = \mathbb{R}^{n(j)}\) and where the base space is given by \(E = \oplus_{i=0}^J E_i\) with \(E_i = \mathbb{R}^{n_i}, i = 0, 1, \ldots, J\). Next, we take two collections of positive real number \(d = ((d_i)_{i=1}^J, (d(j))_{j=1}^J)\). In addition, fix \(Q_L \in S_+(E_0), Q_R\) to be a positive semi-definite transformation on \(E\), and write \(Q = (Q_L, Q_R)\). Finally, we fix two collections

\footnote{When \(Q = 0\), we shall simply say that \((B, c, G)\) is a \textit{generalized Brascamp–Lieb datum}.}
of positive definite transformations \( \mathbf{G} = ((G_i)_{i=1}^l, (G(j))_{j=1}^f) \), where \( G_i \in S_+(E_i) \) and \( G(j) \in S_+(E(j)) \).

The datum \((\mathbf{T}, \mathbf{d}, Q, \mathbf{G})\) is said to be non-degenerate if

\[
E_0 \oplus \{0\} \oplus \cdots \oplus \{0\} \subseteq \ker Q_R, \quad \pi_0^* Q_L \pi_0 + \sum_{i=1}^l d_i \pi_i^* G_i \pi_i > Q_R \quad \text{on } E,
\]

where, as before, \( \pi_i \) denotes the orthogonal projection from \( E \) to \( E_i \). The second condition is reasonable since it is necessary for (2.9) below to hold with \( f_i = \gamma_{G_i}, h_j = \gamma_{G(j)} \), where \( \gamma_A(x) := e^{-\pi \langle x, Ax \rangle} \). In fact, if the second condition in (2.7) fails to be true, then there is no \( A_i \leq G_i, A(j) \leq G(j) \) satisfying (2.9) with \( f_i = \gamma_{A_i}, h_j = \gamma_{A(j)} \). Indeed, (2.9) with \( f_i = \gamma_{A_i}, h_j = \gamma_{A(j)} \) is equivalent to

\[
\pi_0^* Q_L \pi_0 + \sum_{i=1}^l d_i \pi_i^* A_i \pi_i \geq Q_R + \sum_{j=1}^f d(j) T_j^* A(j) T_j \quad \text{on } E,
\]

which in particular implies

\[
\pi_0^* Q_L \pi_0 + \sum_{i=1}^l d_i \pi_i^* A_i \pi_i > Q_R.
\]

Under such a non-degeneracy condition, we have the following generalization of Theorem 1.4.

**Theorem 2.2.** For any non-degenerate data \( \mathcal{D} = (\mathbf{T}, \mathbf{d}, Q, \mathbf{G}) \), we have the following. If \( f_i \in \mathcal{T}(G_i) \) and \( h_j \in \mathcal{T}(G(j)) \) satisfy

\[
e^{-\pi \langle \pi_0 x, Q_L \pi_0 x \rangle} \prod_{i=1}^l f_i(\pi_i x)^{d_i} \leq e^{-\pi \langle x, Q_R x \rangle} \prod_{j=1}^f h_j(T_j x)^{d(j)} \quad \text{for all } x \in E,
\]

then they also satisfy

\[
\prod_{i=1}^l \left( \int_{E_i} f_i \right)^{d_i} \leq \text{FR}(\mathcal{D}) \prod_{j=1}^f \left( \int_{E(j)} h_j \right)^{d(j)},
\]

where the constant is given by

\[
\text{FR}(\mathcal{D}) = \sup \left\{ \prod_{i=1}^l (\det A_i)^{-\frac{d_i}{2}} \prod_{j=1}^f (\det A(j))^{\frac{d(j)}{2}} : A_i \leq G_i, A(j) \leq G(j) \text{ s.t. (2.8)} \right\}.
\]

We shall deduce the above theorem from Theorem 2.1 by means of Wolff’s limiting argument alluded to at the end of Section 1. In fact, the theorems are equivalent and we shall prove this in the Appendix.

Capitalizing on the fact that the forward Brascamp–Lieb inequality is a special case of the forward-reverse Brascamp–Lieb inequality, we can quickly deduce the following generalized version of Lieb’s theorem.

\[\]
Theorem 2.3. For any generalized Brascamp–Lieb data \((B, c, Q, G)\) with \(c_j > 0\) for each \(j\), and positive semi-definite \(Q\), we have
\[
\sup_{f \in \mathcal{T}(G)} \text{BL}(B, c, Q; f) = \sup_{A \leq G} \text{BL}(B, c, Q; A).
\]

A limiting argument shows that Theorem 2.3 implies Theorem 1.1, so in this sense, we see that Lieb’s result is also a consequence of Theorem 2.1. Also, the case \(Q = 0\) was proved by Bennett–Carbery–Christ–Tao [22, Corollary 8.11] and we shall follow the approach taken in [22] in proving Theorem 2.1.

In a similar manner, one may also quickly obtain a regularized version of Barthe’s reverse Brascamp–Lieb inequality (1.11) from Theorem 2.2 (by taking \(J = 1\) and \(d(1) = 1\)).

Remark. Valdimarsson [68] obtained a regularized version of (1.11) in which the input functions took the form \(f_j(x) = \exp(-\pi(x, G_j^{-1}x) - H_j(x))\) with \(H_j\) a convex function (so-called “inverse class \(G_j\)”). This particular set-up appears to be independent from ours in Theorem 2.2. We remark that Valdimarsson’s setting of inverse class \(G_j\) input functions allowed him to extend the ideas of Barthe [10] and obtain a generalization of the duality relation (1.13) involving \(F(B, c, G)\). It is unclear to us whether a duality result is possible for the regularization we consider in Theorem 2.2 and it seems it may be natural to adapt the framework somehow to include inverse class \(G\) functions in some appropriate way.

In addition, a certain regularized version of the forward-reverse Brascamp–Lieb inequality (in its dual entropic representation) was considered by Liu–Courtade–Cuff–Verdú in [62, Section 4]. Again, we believe that this has no direct connection with the kind of regularization that we study in the present paper.

Organization. The remainder of the paper is primarily devoted to proving Theorem 2.1. Section 3 contains several preliminary observations, mostly related to the heat-flow monotonicity approach that we will use to prove Theorem 2.1. Although the main body of the proof of Theorem 2.1 is given in Section 5, the key heat-flow result needed for the proof has been isolated in Theorem 4.1 in Section 4; we take the opportunity to present this result in the form of a “closure property” for sub/supersolutions to certain heat equations and thus contribute to the emerging theory of such closure properties in, for example, [2, 17, 18]. After the proof of Theorem 2.1 in Section 5, in Section 6 we present some further applications and remarks. Finally, in the Appendix, we prove the equivalence between Theorems 2.1 and 2.2.

3. Preliminaries

It will be convenient to introduce the notation
\[
I_g(B, c, Q, G) = \inf_{A \leq G} \text{BL}(B, c, Q; A)
\]
for the best constant such that (1.11) holds for gaussian input functions \(f_j = g_{A_j}\) with \(A_j \leq G_j\) for each \(j\). When \(G = (\infty, \ldots, \infty)\) or \(Q = 0\) we simply omit from the above notation.
3.1. **Geometric data and a key linear algebraic lemma.** Before embarking on the full proof of Theorem 2.1 as a highly instructive preliminary first step, let us consider the so-called geometric case and, for simplicity, we set $\Omega = 0$ and $G = (\infty, \ldots, \infty)$. The geometric condition on the data is

\begin{equation}
B_j B_j^* = \text{id} \quad (j = 1, \ldots, m), \quad \text{and} \quad \sum_{j=1}^m c_j B_j^* B_j = \text{id}.
\end{equation}

In a such a case, it is clear that $\ker B_+ = \{0\}$ and it follows that the non-degeneracy condition (1.7) is equivalent to the surjectivity of $B_+$.

**Theorem 3.1.** Suppose the Brascamp–Lieb datum $(B, c)$ satisfies (3.1) and non-degenerate in the sense that $B_+$ is surjective. Then

$$I(B, c) = I_g(B, c) = BL(B, c; A) = 1,$$

where $A_j$ is the identity transformation on $\mathbb{R}^{n_j}$ for $j = 1, \ldots, m$.

Theorem 3.1 was proved in Barthe–Wolff [15, Theorem 4.7] based on a mass transportation argument. A very closely related result was established using heat flow by Chen–Dafnis–Paouris in [35, Theorem 2]; in particular, it was shown that

\begin{equation}
\int_{\mathbb{R}^n} \prod_{j=1}^m f_j(B_j x)^{c_j} \, dx \geq \prod_{j=1}^m \left( \int_{\mathbb{R}^{n_j}} f_j \right)^{c_j}
\end{equation}

holds under the assumption that $B_j B_j^* = \text{id}$ for each $j$, $n = \sum_{j=1}^m c_j n_j$ and

\begin{equation}
BB^* \geq C^{-1}
\end{equation}

hold, where $B = (B_1, \ldots, B_m) : \mathbb{R}^n \to \prod_{j=1}^m \mathbb{R}^{n_j}$, and

$$C := \text{diag}(c_1 \text{id}_{\mathbb{R}^{n_1}}, \ldots, c_m \text{id}_{\mathbb{R}^{n_m}}).$$

We refer the reader to [15, Section 4] for a precise clarification of how one may obtain [35, Theorem 2] from their work.

As observed in [35], assumption (3.3) is clearly equivalent to

\begin{equation}
\left| \sum_{j=1}^m c_j B_j^* v_j \right|^2 \geq \sum_{j=1}^m c_j |v_j|^2 \quad \text{for all } v_j \in \mathbb{R}^{n_j},
\end{equation}

and this fact was key to their heat-flow proof of (3.2). Here we exhibit a sketch proof of Theorem 3.1 following the heat flow argument used in [35] (which itself is based on similar heat flow proofs of the forward Brascamp–Lieb inequality in [22, 34, 69]), which will help to understand our argument in the case of more general non-degenerate Brascamp–Lieb data $(B, c, G, \Omega)$ in Section 5. The geometric case is particularly well suited to a heat-flow argument since gaussian maximizers always exist in such a case (in fact, as stated above, isotropic gaussians are maximizers). Including some details in the specific case of geometric data will also motivate the crucial linear algebraic result (a generalization of (3.4) in the forthcoming Lemma 3.2) which underpins the heat-flow argument in our proof of Theorem 2.1.
A heat-flow approach to Theorem 3.1 From (3.1), it is easy to check that
\[ \text{BL}(\mathcal{B}, \mathcal{C}; \mathcal{A}) = 1 \]
if each \( A_j \) is the identity transformation, so it suffices to prove (3.2) holds for sufficiently nice non-negative \( f_j \). (We remark that identifying a sufficiently nice class of test functions will be taken up in Section 3.4.) To this end, we define the quantity
\[ (3.5) \quad \Omega(t) := \int_{\mathbb{R}^n} U(t, x) \, dx, \]
where \( u_j : (0, \infty) \times \mathbb{R}^n \to (0, \infty) \) solves the heat equation
\[ (3.6) \quad \partial_t u_j = \Delta u_j, \quad u_j(0) = f_j \]
and \( U := \prod_{j=1}^m (u_j \circ B_j)^c \). Formally, we have
\[ \Omega(0) = \int_{\mathbb{R}^n} \prod_{j=1}^m f_j(B_j x)^c \, dx \]
\[ \lim_{t \to \infty} \Omega(t) = \prod_{j=1}^m \left( \int_{\mathbb{R}^n} f_j \right)^c, \]
where the argument for the limit at infinity made use of (3.1). Thus our aim is to show that \( \Omega \) is non-increasing in time. To this end, we note that
\[ \partial_t U(t, x) = U(t, x) \sum_{j=1}^m c_j \partial_t \log u_j(t, B_j x) \]
\[ = U(t, x) \sum_{j=1}^m c_j \left[ |v_j|^2 + \text{div}(v_j) \right](t, B_j x), \]
where \( v_j := \nabla \log u_j \). By the divergence theorem, it follows (at least formally) that
\[ \Omega'(t) = \int_{\mathbb{R}^n} U(t, x) \left[ \sum_{j=1}^m c_j |v_j(t, B_j x)|^2 - \left| \sum_{j=1}^m c_j B_j^* v_j(t, B_j x) \right|^2 \right] \, dx. \]
Thus, the argument above has reduced the proof of Theorem 3.1 to showing (3.4). This fact is a special case of Lemma 3.2 below (with \( A_j = \text{id} \) for each \( j = 1, \ldots, m \)); the general case in Lemma 3.2 will be crucial for the argument in Section 5 to prove Theorem 2.1. Before stating the lemma, we remark that in the case of the forward Brascamp–Lieb inequality with \( c_j > 0 \) for each \( j \), for geometric data \( (\mathcal{B}, \mathcal{C}) \) we have that (3.4) holds in reverse: to see this, if we define
\[ \mathcal{W} := \sum_{j=1}^m c_j B_j^* v_j, \]
then by the Cauchy–Schwarz inequality and the geometric condition \( \sum_{j=1}^{m} c_j B_j^* B_j = \text{id} \),
we get
\[
|w|^2 = \sum_{j=1}^{m} \langle \sqrt{c_j} B_j w, \sqrt{c_j} v_j \rangle \leq \left( \sum_{j=1}^{m} c_j |B_j w|^2 \right)^{1/2} \left( \sum_{j=1}^{m} c_j |v_j|^2 \right)^{1/2}
\]
which rearranges to give (3.4) in reverse. Interestingly, it was shown in [15] that one can obtain (3.4) from
\[
\sum_{j=1}^{m} c_j |v_j|^2 \leq |\sum_{j=1}^{m} c_j B_j^* v_j|^2 (c_j > 0); \text{ more generally, a proof along such lines was used to derive the more general inequality in (3.8) below.}
\]

**Lemma 3.2.** Suppose the Brascamp–Lieb datum \((B, c)\) is such that \(B_+\) is surjective, and \(A_j \in S_+(\mathbb{R}^n), j = 1, \ldots, m\), are such that the transformation \(M := \sum_{j=1}^{m} c_j B_j^* A_j B_j \) is positive definite. Let \(v_j \in \mathbb{R}^n\) for \(j = 1, \ldots, m\), and let \(x_\ast \in \mathbb{R}^n\) be any non-zero element of \(B_+^{-1}(A_1^{-1} v_1, \ldots, A_m^{-1} v_m)\). Then we have the identity
\[
\langle w, M^{-1} w \rangle - \sum_{j=1}^{m} c_j \langle v_j, A_j^{-1} v_j \rangle = \langle \mathbf{w}', M \mathbf{w}' \rangle + \sum_{j=m_++1}^{m} |c_j| \langle v'_j, A_j v'_j \rangle,
\]
where \(\mathbf{w} := \sum_{j=1}^{m} c_j B_j^* v_j, \) \(\mathbf{w}' := x_\ast - M^{-1} \mathbf{w} \), and \(v'_j := B_j x_\ast - A_j^{-1} v_j \) for \(j = m_++1, \ldots, m\). In particular, we have
\[
\sum_{j=1}^{m} c_j \langle v_j, A_j^{-1} v_j \rangle \leq \langle \mathbf{w}, M^{-1} \mathbf{w} \rangle
\]
for any \(v_j \in \mathbb{R}^n, j = 1, \ldots, m\).

Inequality (3.8) can be obtained directly from [15, Lemma 3.5]. Since the above result is pivotal to the proof of Theorem 2.1, we include our own brief justification.

**Proof of Lemma 3.2.** First note that
\[
B_j x_\ast = A_j^{-1} v_j \quad (1 \leq j \leq m_+)
\]
and with this in mind we will expand the right-hand side of (3.7). For \(j = m_++1, \ldots, m\), we have
\[
\langle v'_j, A_j v'_j \rangle = \langle B_j x_\ast, A_j B_j x_\ast \rangle - 2 \langle B_j x_\ast, v_j \rangle + \langle A_j^{-1} v_j, v_j \rangle
\]
and
\[
\langle \mathbf{w}', M \mathbf{w}' \rangle = \langle x_\ast, M x_\ast \rangle - 2 \langle x_\ast, \mathbf{w} \rangle + \langle M^{-1} \mathbf{w}, \mathbf{w} \rangle.
\]
So, if we set \( M_+ := \sum_{j=1}^m c_j B_j^* A_j B_j \), the right-hand side of (3.7) can be written \( I_a + I_b + I_c \) where

\[
I_a = \langle x_*, M_+ x_* \rangle,
\]

\[
I_b = -2 \langle x_*, w \rangle - 2 \sum_{j=m_+ + 1}^m |c_j| \langle B_j x_*, v_j \rangle,
\]

\[
I_c = \langle M^{-1} w, w \rangle + \sum_{j=m_+ + 1}^m |c_j| \langle A^{-1}_j v_j, v_j \rangle.
\]

From (3.9) we have

\[
I_a = \left\langle x_*, \sum_{j=1}^{m_+} c_j B_j^* v_j \right\rangle = \sum_{j=1}^{m_+} c_j \langle B_j x_*, v_j \rangle = \sum_{j=1}^{m_+} c_j \langle A^{-1}_j v_j, v_j \rangle
\]

and

\[
I_b = -2 \left\langle x_*, \sum_{j=1}^{m_+} c_j B_j^* v_j \right\rangle = -2 \sum_{j=1}^{m_+} c_j \langle B_j x_*, v_j \rangle = -2 \sum_{j=1}^{m_+} c_j \langle A^{-1}_j v_j, v_j \rangle.
\]

So, putting things together, \( I_a + I_b + I_c \) clearly coincides with the left-hand side of (3.7).

In order to make rigorous the formal considerations in our above sketch proof of Theorem 3.1, it is important to identify an appropriately nice class of functions \( f_j \) on which we may reduce matters. Similar considerations will also be necessary for our proof of Theorem 2.1 in Section 5 and the content of Section 3.4 below has been prepared primarily for this purpose.

3.2. A log-convexity estimate. Taking trace on both sides of the geometric condition \( \sum_{j=1}^m c_j B_j^* B_j = \text{id} \), we see that \( \sum_{j=1}^m c_j n_j = n \) follows. In fact, in the case \( G = (\infty, \ldots, \infty) \) and \( Q = 0 \), the condition \( \sum_{j=1}^m c_j n_j = n \) is easily seen to be necessary for the strict positivity of the inverse Brascamp–Lieb constant by standard scaling considerations. For general \( G \), such a scaling condition is no longer a requirement and it is natural to modify the quantity \( Q \) considered in (3.5) and mitigate for the loss of scaling by considering quantities of the form

\[
Q(t) = t^{-\alpha} \int_{\mathbb{R}^n} \prod_{j=1}^m u_j(t, B_j x) c_j \, dx,
\]

where \( \alpha := \frac{1}{2} (n - \sum_{j=1}^m c_j n_j) \). In such a case, the heat-flow monotonicity argument will make important use of the following log-convexity estimate.

**Lemma 3.3** (Log-convexity). Let \( G \in S_+(\mathbb{R}^n) \) and \( u : \mathbb{R}^n \to (0, \infty) \) be of type \( G \). Then

\[
D^2(\log u) \geq -2\pi G.
\]

Obviously \( D^2(\log g_G) = -2\pi G \) and thus Lemma 3.3 is equivalent to the log-convexity of the ratio \( u/g_G \). For a proof of Lemma 3.3 we refer the reader to [22, Lemma 8.6]. We
also remark that estimates of the type in Lemma 3.3 are also known as Li–Yau gradient estimates and hold much more generally in the framework of Riemannian manifolds; see [60].

3.3. The key decomposition of \( Q \). In order to handle the gaussian kernel, our proof of Theorem 2.1 is underpinned by the following decomposition of the transformation \( Q \) into positive and negative parts.

**Proposition 3.4 ([15]).** The transformation \( Q \in S(\mathbb{R}^n) \) satisfies (1.7) if and only if there exist linear surjections \( B_0 : \mathbb{R}^n \to \mathbb{R}^{n_0} \) and \( B_{m+1} : \mathbb{R}^n \to \mathbb{R}^{n_{m+1}} \), and \( Q_+ \in S_+((\mathbb{R}^{n_0})^*) \) and \( Q_- \in S_-(\mathbb{R}^{n_{m+1}}) \) such that

\[
Q = B_0^* Q_+ B_0 - B_{m+1}^* Q_- B_{m+1},
\]

the transformation \((B_0, B_+) : \mathbb{R}^n \to \bigoplus_{j=0}^{n_{m+1}} \mathbb{R}^{n_j} \) is bijective, and \( \ker B_+ \subseteq \ker B_{m+1} \).

The above decomposition is due to Barthe and Wolff and we refer the reader to [15, Lemma 3.1] for a proof. We note here that, assuming the non-degeneracy condition (1.7), Barthe and Wolff take \( B_0 \) to be the projection onto \( \ker B_+ \) and we understand that in the case \( \ker B_+ = \{0\} \) we have \( n_0 = 0 \) and (3.10) becomes \( Q = -B_{m+1}^* Q_- B_{m+1} \) (similarly when \( n_{m+1} = 0 \) we understand that \( Q = B_0^* Q_+ B_0 \)). As we shall see in the forthcoming proof of Theorem 2.1 the decisive scenario is when \( B_+ \) is bijective.

3.4. Nice classes of input functions. The main purpose of this remaining part of Section 3 is to identify appropriate classes of test functions which approximate general inputs and are sufficiently well behaved in order to facilitate, as far as possible, a proof of Theorem 2.1 which is free from burdensome technicalities.

**Definition 3.5.** The class \( N \) is defined to be those inputs \( f = (f_j)_{j=1}^m \) satisfying the conditions

\[
f_j(x_j) \leq C_f 1_{|x_j| \leq C_f} \quad (1 \leq j \leq m_+),
\]

\[
f_j(x_j) \geq C_f^{-1} (1 + |x_j|^2)^{-n_j} \quad (m_+ + 1 \leq j \leq m),
\]

for some constant \( C_f \in (0, \infty) \).

**Lemma 3.6.** For any nondegenerate Brascamp–Lieb datum \((B, c, Q)\), we have

\[
I(B, c, Q) = \inf_{f \in N} BL(B, c, Q; f).
\]

**Proof.** For \( N \geq 1 \) and an arbitrary input \( f = (f_j)_{j=1}^m \), define the input \( f^{(N)} \) by

\[
f_j^{(N)}(x_j) := \begin{cases} 
1_{|x_j| \leq N} f_j \quad & (1 \leq j \leq m_+), \\
N^{-1} (1 + |x_j|^2)^{-n_j} + f_j \quad & (m_+ + 1 \leq j \leq m).
\end{cases}
\]

Clearly \( f^{(N)} \in N \). Also, it is obvious that \( f_j^{(N)} \uparrow f_j \) for \( 1 \leq j \leq m_+ \) and \( f_j^{(N)} \downarrow f_j \) for \( m_+ + 1 \leq j \leq m \) as \( N \to \infty \). For \( 1 \leq j \leq m_+ \), an application of the monotone convergence
theorem shows $\int f_j^{(N)} \to \int f_j$. For $m_+ + 1 \leq j \leq m$, since $(1 + |x_j|^2)^{-n_j} \in L^1(\mathbb{R}^{n_j})$, we have
\[ \lim_{N \to \infty} \int_{\mathbb{R}^{n_j}} f_j^{(N)} = \lim_{N \to \infty} \frac{1}{N} \int_{\mathbb{R}^{n_j}} (1 + |x_j|^2)^{-n_j} dx_j + \int_{\mathbb{R}^{n_j}} f_j = \int_{\mathbb{R}^{n_j}} f_j. \]

Also, since $(f_j^{(N)})_{c_j} \uparrow f_j^{c_j}$ for each $j = 1, \ldots, m$, another application of the monotone convergence theorem gives
\[ \lim_{N \to \infty} \int_{\mathbb{R}^n} e^{-\pi(x,Qx)} \prod_{j=1}^m f_j^{(N)}(B_j x)^{c_j} dx = \int_{\mathbb{R}^n} e^{-\pi(x,Qx)} \prod_{j=1}^m f_j(B_j x)^{c_j} dx. \]

The above shows
\[ BL(B, c, Q; f) = \lim_{N \to \infty} BL(B, c, Q; f^{(N)}) \geq \inf_{f \in N} BL(B, c, Q; f). \]
and thus $I(B, c, Q) \geq \inf_{f \in N} BL(B, c, Q; f)$. The reverse inequality is trivial and thus we conclude the proof of the lemma.

Thanks to the previous approximation lemma, we can deduce the following result.

**Lemma 3.7.** If $(B, c, Q, G)$ is a non-degenerate generalized Brascamp–Lieb datum, then
\[ \lim_{\lambda \to \infty} I(B, c, Q, \lambda G) = I(B, c, Q), \quad \lim_{\lambda \to \infty} I_g(B, c, Q, \lambda G) = I_g(B, c, Q). \]

**Remark.** Lemma [3.7] allows us to show that Theorem 2.1 recovers Theorem 1.3 (and justifies the notation (2.3)). To deduce Theorem 1.3, we take $(B, c, Q)$ such that (1.7) holds and use [15, Proposition 2.2] to obtain the existence of $\lambda_0 > 0$ such that
\[ Q + \lambda_0 \sum_{j=1}^{m_+} c_j B_j^* B_j > 0. \]

Thus, setting $G_j := \lambda_0 \text{id}$ for each $j = 1, \ldots, m$, it follows that $(B, c, Q, \lambda G)$ is non-degenerate for all $\lambda \geq 1$. By using Lemma 3.7 and Theorem 2.1 we obtain
\[ I(B, c, Q) = \lim_{\lambda \to \infty} I(B, c, Q, \lambda G) = \lim_{\lambda \to \infty} I_g(B, c, Q, \lambda G) = I_g(B, c, Q) \]
and we recover Theorem 1.3.

**Proof of Lemma 3.7.** To see $\lim_{\lambda \to \infty} I(B, c, Q, \lambda G) = I(B, c, Q)$, it clearly suffices to show
\[ (3.13) \quad \lim_{\lambda \to \infty} I(B, c, Q, \lambda G) \leq I(B, c, Q). \]

To see this, we argue that
\[ \lim_{\lambda \to \infty} I(B, c, Q, \lambda G) \leq \lim_{\lambda \to \infty} BL(B, c, Q; g_{\lambda G} * f) = BL(B, c, Q; f) \]
for arbitrary $f \in N$ and use Lemma 3.6 thus it suffices to show
\[ (3.14) \quad \lim_{\lambda \to \infty} \int_{\mathbb{R}^n} e^{-\pi(x,Qx)} \prod_{j=1}^m g_{\lambda G_j} * f_j(B_j x)^{c_j} dx = \int_{\mathbb{R}^n} e^{-\pi(x,Qx)} \prod_{j=1}^m f_j(B_j x)^{c_j} dx. \]
To see this, we use the fact that \( f \in \mathcal{N} \) to get the bounds
\[
g_{\lambda G_j} \ast f_j(x_j) \leq C e^{-\pi (x_j, \frac{1}{\lambda G_j} x_j)} \quad (1 \leq j \leq m_+)
g_{\lambda G_j} \ast f_j(x_j) \geq C^{-1}(1 + |x_j|^2)^{-n_j} \quad (m_++1 \leq j \leq m)
\]
for all \( x_j \in \mathbb{R}^{n_j} \), and where \( C \in (0, \infty) \) is a constant depending on \( G_j \) and \( C_t \). Then
\[
e^{-\pi(x, Q_x)} \prod_{j=1}^m g_{\lambda G_j} \ast f_j(B_j x)^{c_j} \leq C e^{-\pi(x, (Q+\frac{1}{\lambda M_+} x))}(1 + |x|^2)^N
\]
for all \( x \in \mathbb{R}^n \), where \( M_+ := \sum_{j=1}^{m_+} c_j B_j^* G_j B_j \), \( N := \sum_{j=m_++1}^m |c_j| n_j \), and \( C \) is a finite constant depending on \( B, G \) and \( f \), but independent of \( \lambda \). Thanks to the non-degeneracy condition (2.3), it follows that \( Q + \frac{1}{\lambda} M_+ \) is positive definite for \( \lambda \geq 4 \). Hence we may apply the dominated convergence theorem to deduce (3.14).

Similarly, we can prove \( \lim_{\lambda \to \infty} I_g(B, c, Q, \lambda G) = I_g(B, c, Q) \).  
\[\square\]

Now we introduce \( G = (G_j)_{j=1}^m \), where \( G_j \in S_+(\mathbb{R}^{n_j}) \), and assume the generalized Brascamp–Lieb datum \( (B, c, G, Q) \) is non-degenerate. The following class of functions will play a prominent role in the heat flow proof of Theorem 2.1.

**Definition 3.8.** The class \( \mathcal{N}(G) \) is defined to be those inputs \( f = (f_j)_{j=1}^m \in \mathcal{I}(G) \) of the form \( f_j = g_{G_j} \ast h_j \) with \( h_j \in \mathcal{N} \), \( j = 1, \ldots, m \).

Regarding this function class, we first note that the following analogue of Lemma 3.9 holds.

**Lemma 3.9.** We have
\[
I(B, c, Q, G) = \inf_{f \in \mathcal{N}(G)} BL(B, c, Q; f).
\]

One can prove Lemma 3.9 in a similar manner to the proof of Lemma 3.6 and so we omit the details.

Although we considered isotropic heat flow (3.6) for geometric data, for more general data it will be appropriate to consider certain anisotropic heat flows. Associated with such flows, we have the following pointwise estimates whose role will be to make rigorous the forthcoming heat-flow proof of Theorem 2.1 for data such that gaussian maximizers exist.

**Lemma 3.10.** Let \( (B, c) \) be a Brascamp–Lieb datum. Suppose \( f \in \mathcal{N}(G) \) and \( A \leq G \). For each \( j = 1, \ldots, m \), suppose further that \( u_j : (1, \infty) \times \mathbb{R}^{n_j} \to (0, \infty) \) is a solution to the heat equation
\[
(3.15) \quad \partial_t u_j = \frac{1}{4\pi} \text{div} (A_j^{-1} \nabla u_j), \quad u_j(1, x_j) = f_j(x_j).
\]

Fix \( t > 1 \) and \( \varepsilon > 0 \). Then
\[
(3.16) \quad |\nabla \log u_j(t, B_j x)| \leq C_\ast(t)(1 + |x|^2)^{n_j} \quad (j = 1, \ldots, m),
\]
|∂t log u_j(t, B_j x)| \leq C_*(t)(1 + |x|^2)^{\max\{2, n_j\}} \quad (j = 1, \ldots, m), \tag{3.17}

and

\prod_{j=1}^m u_j(t, B_j x)^{c_j} \leq C_*(t, \varepsilon)(1 + |x|^2)^N e^{-(1-\varepsilon)\pi(x, t^{-1} M_+ x)} \tag{3.18}

for all \(x \in \mathbb{R}^n\). Here, \(M_+ := \sum_{j=1}^{m_+} c_j B_j^* A_j B_j\) and \(N := \sum_{j=m_++1}^m |c_j| n_j\). Also, \(C_*(t)\) denotes a strictly positive and finite constant which depends on \(t\), \(B, c, A, G, f\) and is locally uniformly bounded in \(t\), and \(C_*(t, \varepsilon)\) denotes such a constant which also depends on \(\varepsilon\).

**Proof.** Since \(f \in N(G)\), we may write \(f_j = g_{G_j} * h_j\), where \(h_j \in N\). For \(j \in \{1, \ldots, m_+\}\) we let \(R_j > 0\) be such that the support of \(h_j\) is contained in the ball of radius \(R_j\) with centre at the origin.

It is easily verified (using, say, the Fourier transform) that \(u_j\) can be explicitly written down as

\[ u_j(t, x_j) = g_{P_j(t)} * h_j(x_j), \tag{3.19} \]

where \(P_j(t) := (G_j^{-1} + (t - 1)A_j^{-1})^{-1}\).

First we prove (3.18). If \(j \in \{1, \ldots, m_+\}\), then one can easily check that

\[
\begin{align*}
  u_j(t, x_j) & = (\det P_j(t))^{1/2} \int_{\mathbb{R}^n_j} e^{-\pi(x_j - y_j, P_j(t)(x_j - y_j))} h_j(y_j) \, dy_j \\
  & \leq (\det P_j(t))^{1/2} \left( \int_{\mathbb{R}^n_j} h_j \right) e^{-(1-\varepsilon)\pi(x_j, P_j(t)x_j)}
\end{align*}
\]

for \(|x_j| \geq \frac{1}{\varepsilon t} \|P(t)^{1/2}\| \|P(t)^{-1/2}\| R_j\). It follows that

\[
  u_j(t, x_j) \leq C_*(t, \varepsilon) e^{-(1-\varepsilon)\pi(x_j, P_j(t)x_j)}
\]

for all \(x_j \in \mathbb{R}^{n_j}\). By assumption we have \(A_j \leq G_j\) and as a consequence \(P_j(t) \geq A_j / t\). Hence

\[
  u_j(t, x_j) \leq C_*(t, \varepsilon) e^{-(1-\varepsilon)\pi(x_j, t^{-1} A_j x_j)}
\]

for all \(x_j \in \mathbb{R}^{n_j}\).

For \(j \in \{m_++1, \ldots, m\}\), we have

\[
\begin{align*}
  u_j(t, x_j) & \geq \int_{\mathbb{R}^{n_j}} (1 + |x_j - P_j(t)^{-1/2} y_j|^2)^{-n_j} e^{-\pi |y_j|^2} \, dy_j \\
  & \geq C_* (t)^{-1} (1 + |x_j|^2)^{-n_j}
\end{align*}
\]

for all \(x_j \in \mathbb{R}^{n_j}\), where the second lower bound follows by restricting the domain of integration to \(|y_j| \leq \|P_j(t)^{-1/2}\|^{-1}\). From the above, we clearly obtain (3.18).
Next we check (3.16). For $j \in \{1, \ldots, m_+\}$, we use the compactness of the support of $h_j$ to obtain
\[
|\nabla u_j(t, x_j)| \leq 2\pi \|P_j(t)\| (\det P_j(t))^{1/2} \int_{\mathbb{R}^n_j} |x_j - y_j| e^{-\pi(x_j - y_j, P_j(t)(x_j - y_j))} h_j(y_j) \, dy_j
\]
for all $x_j \in \mathbb{R}^n_j$, and this clearly suffices for (3.16) for such $j$. For $j \in \{m_+ + 1, \ldots, m\}$, we use the fact that $P_j(t) > 0$ to obtain $|w_j| e^{-\pi(w_j, P_j(t)w_j)} \leq C_\star(t)$ for all $w_j \in \mathbb{R}^n_j$, and therefore $|\nabla u_j(t, x_j)| \leq C_\star(t)$ for all $x_j \in \mathbb{R}^n_j$. It follows that
\[
|\nabla \log u_j(t, x_j)| \leq C_\star(t) (1 + |x_j|^2)^{n_j}
\]
for all $x_j \in \mathbb{R}^n_j$.

Finally we note that one can essentially follow the above argument for (3.16) in order to show (3.17) and so we omit the details. $\square$

We shall also need the large time asymptotics of the solution to (3.15). From the explicit form of the solution (3.19) we easily see that
\[
\lim_{t \to \infty} t^{n_j/2} u_j(t, \sqrt{t}x_j) = \left( \int_{\mathbb{R}^n_j} f_j \right) g_{A_j}(x_j)
\]
for each $x_j \in \mathbb{R}^n_j$.

4. Closure properties of sub/supersolutions of heat equations

The heat-flow proof of Theorem 3.1 in the previous section rested on the non-increasingness of
\[
\Omega(t) = \int_{\mathbb{R}^n} U(t, x) \, dx,
\]
where $U$ is the “anisotropic geometric mean” given by
\[
U(t, x) = \prod_{j=1}^m (u_j \circ B_j)^{\varepsilon_j}
\]
and $u_j$ is a solution to the heat equation $\partial_t u_j = \Delta u_j$ with non-negative initial data. Although it is not immediate from the argument we presented in the previous section, one can show that $U$ satisfies $\partial_t U \leq \Delta U$; that is, $U$ is a subsolution of the corresponding heat equation. Formally at least, the monotonicity of $\Omega$ can be seen in this way since
\[
\Omega'(t) = \int_{\mathbb{R}^n} \partial_t U(t, x) \, dx \leq \int_{\mathbb{R}^n} \Delta U(t, x) \, dx = 0.
\]
In fact, in the case of geometric Brascamp–Lieb data, it is more generally true that if $u_j$ are non-negative subsolutions for $j = 1, \ldots, m_+$ and non-negative supersolutions for $j = m_+ + 1, \ldots, m$, then $\partial_t U \leq \Delta U$; in other words
\[
c_j (\partial_t u_j - \Delta u_j) \leq 0 \quad (j = 1, \ldots, m) \quad \Rightarrow \quad \partial_t U - \Delta U \leq 0.
\]
This observation is a kind of reverse counterpart to the observation, or “closure property”,
\[
\partial_t u_j - \Delta u_j \geq 0 \quad (j = 1, \ldots, m) \quad \Rightarrow \quad \partial_t U - \Delta U \geq 0
\]
recently presented in [18]; in the manner described above, the closure property (4.3) generates the forward version of the geometric Brascamp–Lieb inequality (i.e. $F(B, c) = 1$ for geometric Brascamp–Lieb data). The perspective taken in the article [18] is that it is natural to place oneself in the framework of sub/supersolutions to heat equations since collections of sub/supersolutions are closed under a wide variety of operations (and this is not the case for bona fide solutions). As a result, one is able to generate, in a systematic manner by combining various closure properties, monotone quantities which underpin a number of fundamental inequalities in geometric analysis and neighbouring fields.

In this section, we build on [18] and present a new closure property which generalizes (4.2) to general Brascamp–Lieb data; later we apply our closure property as a key step in our proof of Theorem 2.1.

For any Brascamp–Lieb datum $(B, c, Q)$ and gaussian input $A = (A_j)_{j=1}^m$, with $A_j \in S_+(\mathbb{R}^{n_j})$, we write

$$M(B, c; A) := \sum_{j=1}^m c_j B_j^* A_j B_j$$

and

$$\tilde{M}(B, c, Q; A) := M(B, c; A) + Q.$$

When there is no danger of any confusion, we shall often omit the dependence on the data and simply write $M(A)$ and $\tilde{M}(A)$ (sometimes we may also drop the dependence on $A$).

**Theorem 4.1.** Let $(B, c, G, Q)$ be a non-degenerate generalized Brascamp–Lieb datum and suppose $\tilde{M}(A)$ is positive definite. Assume further that

$$(4.4) c_j (A_j^{-1} - B_j \tilde{M}(A)^{-1} B_j^*) \leq 0$$

and

$$(4.5) (A_j^{-1} - B_j \tilde{M}(A)^{-1} B_j^*)(G_j - A_j) = 0$$

for $j = 1, \ldots, m$. Given $u_j : (1, \infty) \times \mathbb{R}^{n_j} \to (0, \infty)$ for $j = 1, \ldots, m$, let $U : (1, \infty) \times \mathbb{R}^n \to (0, \infty)$ be given by

$$U(t, x) := t^{-\alpha} \prod_{j=0}^{m+1} u_j(t, B_j x)^{c_j}.$$  

Here $\alpha := \frac{1}{4}(n - \sum_{j=0}^{m+1} c_j n_j)$, $c_0 = 1$, $c_{m+1} = -1$, and $u_0$ and $u_{m+1}$ are given by

$$\partial_t u_0 = \frac{1}{4\pi} \text{div}(Q_+^{-1} \nabla u_0), \quad u_0(1) = g_{Q_+},$$

$$\partial_t u_{m+1} = \frac{1}{4\pi} \text{div}(Q_-^{-1} \nabla u_{m+1}), \quad u_{m+1}(1) = g_{Q_-}.$$  

If

$$(4.6) c_j (\partial_t u_j - \frac{1}{4\pi} \text{div}(A_j^{-1} \nabla u_j)) \leq 0$$

and

$$D^2(\log u_j) \geq -\frac{2\pi G_j}{t}$$
for $j = 1, \ldots, m$, then
\begin{equation}
\partial_t U - \frac{1}{4\pi} \text{div}(\tilde{M}(A)^{-1}\nabla U) \leq 0.
\end{equation}

**Remarks.** (1) When we apply Theorem 4.1, $A$ will be such that the gaussian input $(g A_j)_{j=1}^m$ minimizes the inverse Brascamp–Lieb constant over all gaussian inputs of type $G$. For such a minimizer, we shall see (in Lemma 5.3) that conditions of the form (4.4) and (4.5) are satisfied.

(2) Suppose $u_j : (1, \infty) \times \mathbb{R}^n \to (0, \infty)$ is a solution to the heat equation
\[ \partial_t u_j = \frac{1}{4\pi} \text{div}(A_j^{-1}\nabla u_j), \quad u_j(1, x_j) = f_j(x_j), \]
where $f_j \in \mathcal{F}(G_j)$. Then we know from (3.19) that $u_j \in \mathcal{F}((G_j^{-1} + (t-1)A_j^{-1})^{-1})$. Thus, if $A_j \leq G_j$ then we have $u_j \in \mathcal{F}(t^{-1}G_j)$ and it follows from Lemma 3.3 that $D^2(\log u_j) \geq -2\pi t^{-1}G_j$. In this sense, the log-convexity component in the assumption (4.6) is reasonable. At the end of this subsection, we add a few further remarks on this.

(3) Theorem 4.1 is very much in the spirit of [18, Theorem 3.7] in which it is shown that $U$ is a supersolution in the case $Q = 0, c_j > 0$, and $A_j = G_j$ for each $j$; that is, in such a setting, if $A_j^{-1} - B_j M(A)^{-1}B_j^* \geq 0$ for each $j$, then we have $\partial_t U - \frac{1}{4\pi} \text{div}(M(A)^{-1}\nabla U) \geq 0$ under the assumption that
\[ \partial_t u_j - \frac{1}{4\pi} \text{div}(A_j^{-1}\nabla u_j) \geq 0 \quad \text{and} \quad D^2(\log u_j) \geq -\frac{2\pi A_j}{t}. \]
In fact, [18, Theorem 3.7] also provides the conclusion that $U$ obeys the log-convexity inequality
\[ D^2(\log U) \geq -\frac{2\pi M(A)}{2t}, \]
which can be easily deduced from the identity
\begin{equation}
D^2(\log U) = \sum_{j=1}^m c_j B_j^* D^2(\log u_j) B_j
\end{equation}
and the positivity of each $c_j$. In the setting of mixed signatures for the $c_j$ in Theorem 4.1, a closure property related to the log-convexity assumption seems less apparent.

**Proof of Theorem 4.1.** For simplicity, we write $\tilde{M} = \tilde{M}(A)$ in this proof. Let us denote $A_0 := Q_+$ and $A_{m+1} := Q_-$ in which case the decomposition (3.10) can be seen as $Q = c_0 B_0^* A_0 B_0 + c_{m+1} B_{m+1}^* A_{m+1} B_{m+1}$. By straightforward computations
\begin{equation}
\frac{\partial_t U}{U}(t, x) = -\frac{\alpha}{t} + \sum_{j=0}^{m+1} c_j \frac{\partial_t u_j}{u_j}(t, B_j x).
\end{equation}
Similarly, we have
\begin{equation}
\nabla U(t, x) = U(t, x) \sum_{j=0}^{m+1} c_j B_j^* v_j(t, B_j x),
\end{equation}
where $\mathbf{v}_j := \nabla \log u_j$, from which it follows that
\[
\frac{\text{div}(\tilde{M}^{-1}\nabla U)}{U}(t, x) = \sum_{j=0}^{m+1} c_j \text{div}(B_j \tilde{M}^{-1} B_j^* \mathbf{v}_j) + \langle \mathbf{w}, \tilde{M}^{-1} \mathbf{w} \rangle,
\]
where $\mathbf{w} := \sum_{j=0}^{m+1} c_j B_j^* \mathbf{v}_j$. Here, and in what follows, on the right-hand side we are suppressing the argument of the functions; precisely speaking, we should write $u_j(t, B_j x)$, $\mathbf{v}_j(t, B_j x)$ and $\mathbf{w}(t, x)$.

From (4.6) and definitions of $u_0, u_{m+1}$, we have that
\[
\partial_t U U(t, x) \leq -\frac{\alpha}{t} + \frac{1}{4\pi} \sum_{j=0}^{m+1} c_j \text{div}(A_j^{-1} \nabla u_j) \frac{u_j}{u_j} = -\frac{\alpha}{t} + \frac{1}{4\pi} \sum_{j=0}^{m+1} c_j \text{div}(A_j^{-1} \mathbf{v}_j) + \frac{1}{4\pi} \sum_{j=0}^{m+1} c_j \langle \mathbf{v}_j, A_j^{-1} \mathbf{v}_j \rangle \]
and therefore
\[
U^{-1} \left( \partial_t U - \frac{1}{4\pi} \text{div}(\tilde{M}^{-1} \nabla U) \right)(t, x) \leq \frac{1}{4\pi} (I + II),
\]
where
\[
I := -\langle \mathbf{w}, \tilde{M}^{-1} \mathbf{w} \rangle + \sum_{j=0}^{m+1} c_j \langle \mathbf{v}_j, A_j^{-1} \mathbf{v}_j \rangle
\]
\[
II := -\frac{4\pi \alpha}{t} + \sum_{j=0}^{m+1} c_j \text{div}((A_j^{-1} - B_j \tilde{M}^{-1} B_j^*) \mathbf{v}_j).
\]
Since $(B_0, B_+)$ is surjective from the non-degeneracy assumption, we know from (3.8) in Lemma 3.2 that $I \leq 0$. For $II$, we write
\[
II = -\frac{4\pi \alpha}{t} + \sum_{j=0}^{m+1} \text{tr}(c_j (A_j^{-1} - B_j \tilde{M}^{-1} B_j^*) D^2 \log u_j).
\]
From (4.4), (4.6) and (4.5), it follows that for $j = 1, \ldots, m$,
\[
\text{tr}(c_j (A_j^{-1} - B_j \tilde{M}^{-1} B_j^*) D^2 \log u_j) \leq -\frac{2\pi}{t} \text{tr}(c_j (A_j^{-1} - B_j \tilde{M}^{-1} B_j^*) G_j)
\]
\[
= -\frac{2\pi c_j}{t} \text{tr}((A_j^{-1} - B_j \tilde{M}^{-1} B_j^*) A_j)
\]
\[
= -\frac{2\pi c_j}{t} (n_j - \text{tr}(\tilde{M}^{-1} B_j^* A_j B_j)).
\]
On the other hand, for $j = 0, m+1$, from the explicit formula (3.19) we know that
\[
D^2(\log u_j) = -\frac{2\pi A_j}{t}.
\]
Hence, regardless of the sign of \( A_j^{-1} - B_j \tilde{M}^{-1} B_j^* \), we have that
\[
\text{tr}(c_j(A_j^{-1} - B_j \tilde{M}^{-1} B_j^*)D \log u_j) = - \frac{2\pi}{t} \text{tr}(c_j(A_j^{-1} - B_j \tilde{M}^{-1} B_j^*)A_j) = \frac{2\pi c_j}{t}(n_j - \text{tr}(\tilde{M}^{-1} B_j^* A_j B_j))
\]
for \( j = 0, m + 1 \). Therefore, from the definition of \( \tilde{M} \), we get
\[
II \leq - \frac{4\pi \alpha}{t} - \frac{2\pi}{t} \sum_{j=0}^{m+1} c_j(n_j - \text{tr}(\tilde{M}^{-1} B_j^* A_j B_j)) = 0. \]
\( \square \)

We end this subsection with two further observations related to Remarks (2) and (3) after the statement of Theorem 4.1. The first concerns the analogue of Theorem 4.1 for which \( c_j > 0 \) for all \( j = 1, \ldots, m \) (in which case we drop the non-degenerate condition and assume \( \Omega \geq 0 \), namely \( n_{m+1} = 0 \)). It is clear from the above proof (and (4.8)) that in such a case, if we assume
\[
A_j^{-1} - B_j \tilde{M}(A)^{-1} B_j^* \geq 0
\]
and (4.10), then
\[\begin{align*}
\partial_t u_j - \frac{1}{4\pi} \text{div}(A_j^{-1} \nabla u_j) &\geq 0 \quad \text{and} \quad D^2(\log u_j) \geq -\frac{2\pi G_j}{t} \\
for \quad j = 1, \ldots, m \implies
\partial_t U - \frac{1}{4\pi} \text{div}(\tilde{M}(A)^{-1} \nabla U) &\geq 0 \quad \text{and} \quad D^2(\log U) \geq -\frac{2\pi \tilde{M}(G)}{2t}.
\end{align*}\]
This observation extends [15, Theorem 3.7] to the setting \( A \leq G \) and \( \Omega \geq 0 \).

Our second observation here concerns the log-convexity assumption in (4.9), and we claim that it would be reasonable to assume
\[
D^2(\log u_j) \geq -2\pi(G_j^{-1} + (t-1)A_j^{-1})^{-1}.
\]
Indeed, as we have noted several times, solutions of the heat equation (4.15) with \( u_j(1, \cdot) \in \mathcal{T}(G_j) \) satisfy \( u_j(t, \cdot) \in \mathcal{T}((G_j)^{-1} + (t-1)A_j^{-1})^{-1} \), and hence (4.13) by Lemma 3.3. We claim that, when \( c_j > 0 \) for all \( j = 1, \ldots, m \), then (4.13) is also closed under the operation \((u_1, \ldots, u_m) \mapsto U \) in the sense that
\[
D^2(\log U) \geq -2\pi(\tilde{M}(G)^{-1} + (t-1)\tilde{M}(A)^{-1})^{-1}.
\]
To see this, following the notation in [54] we write
\[
X : Y := (X^{-1} + Y^{-1})^{-1}
\]
for the harmonic mean of the positive semi-definite transformations \( X \) and \( Y \), and note the fundamental facts (see, for example, [54, Corollary 3.1.6]):

(I) \( S^*(X : Y)S \leq (S^*XS) : (S^*YS) \).

(II) \( (X_1 : Y_1) + (X_2 : Y_2) \leq (X_1 + X_2) : (Y_1 + Y_2) \).
If we first use \(18\) and \(4.13\), we get
\[
D^2(\log U) \geq -2\pi \sum_{j=0}^{m} c_j B_j^* (G_j : A_{j,t}) B_j
\]
where \(c_0 = 1\), \(A_0 = G_0 = \Omega_+\) and \(A_{j,t} := (t - 1)^{-1} A_j\). However
\[
\left( \sum_{j=0}^{m} c_j B_j^* G_j B_j \right) : \left( \sum_{j=0}^{m} c_j B_j^* A_{j,t} B_j \right) \geq \sum_{j=0}^{m} (c_j B_j^* G_j B_j : c_j B_j^* A_{j,t} B_j)
= \sum_{j=0}^{m} c_j (B_j^* G_j B_j : B_j^* A_{j,t} B_j)
\geq \sum_{j=0}^{m} c_j B_j^* (G_j : A_{j,t}) B_j,
\]
where we have successively applied (II) (in an iterative way for sums of \(m\) transformations), linearity, and (I). This yields \(4.14\).

We incorporate the preceding observation into the following (independent) result in the spirit of \([18, \text{Theorem 3.7}].\)

**Theorem 4.2.** Let \((B, c)\) be a Brascamp–Lieb datum with \(c_j > 0\) for all \(j = 1, \ldots, m\) and \(\Omega = B_0^* \Omega_+ B_0 \geq 0\). Suppose \(A = (A_j)_{j=1}^m, G = (G_j)_{j=1}^m\), with \(A_j, G_j \in S_+ (\mathbb{R}^n)\), are such that \(\tilde{M}(A)\) and \(\tilde{M}(G)\) are positive definite. Assume further that
\[
A_j^{-1} - B_j \tilde{M}(A)^{-1} B_j^* \geq 0
\]
and
\[
(A_j^{-1} - B_j \tilde{M}(A)^{-1} B_j^*)(G_j - A_j) = 0
\]
for \(j = 1, \ldots, m\). Given \(u_j : (1, \infty) \times \mathbb{R}^n \to (0, \infty)\) for \(j = 1, \ldots, m\), let \(U : (1, \infty) \times \mathbb{R}^n \to (0, \infty)\) be given by
\[
U(t, x) := t^{-\alpha} \prod_{j=0}^{m} u_j(t, B_j x)^{c_j},
\]
where \(\alpha := \frac{1}{2} (n - \sum_{j=0}^{m} c_j n_j)\), \(c_0 = 1\), and \(u_0\) be as in Theorem 4.1. If
\[
\partial_t u_j \geq \frac{1}{4\pi} \text{div}(A_j^{-1} \nabla u_j) \quad \text{and} \quad D^2(\log u_j) \geq -2\pi (G_j^{-1} + (t - 1) A_j^{-1})^{-1}
\]
for \(j = 1, \ldots, m\), then
\[
\partial_t U \geq \frac{1}{4\pi} \text{div}(\tilde{M}(A)^{-1} \nabla U) \quad \text{and} \quad D^2(\log U) \geq -2\pi (\tilde{M}(G))^{-1} + (t - 1) \tilde{M}(A)^{-1} \]

5. **Proof Theorem 2.1**

The proof makes use of the key decomposition in Proposition 3.4.

**Section 5.1.** Inspired by ideas in \([22]\), we begin by establishing Theorem 2.1 in the so-called “gaussian extremizable” case (see Definition 5.1 below for the precise definition)
via a heat-flow monotonicity argument; see Theorem 5.2. At this stage, we appeal to Theorem 4.1.

Section 5.2. In order to effectively reduce to the gaussian extremizable case, we introduce the notion of “amplifying data” (Definition 5.4), for which gaussian extremizers always exist, and then complete the proof of Theorem 2.1 by showing that arbitrary non-degenerate Brascamp–Lieb data can be approximated in an appropriate sense by amplifying data.

Before beginning the proof of Theorem 2.1, we recall the notation

\[ M(B, \mathbf{c}; \mathbf{A}) := \sum_{j=1}^{m} c_j B_j^* A_j B_j \]

for any Brascamp–Lieb datum \((B, \mathbf{c})\) and input \(\mathbf{A} = (A_j)_{j=1}^{m} \in S_+(\mathbb{R}^n_j)\). We shall write \(\mathbf{A}_+ := (A_j)_{j=1}^{m^+} \) and \(\mathbf{A}_- := (A_j)_{j=m^+, 1}^{m^+} \), and similarly for \(\mathbf{c}_\pm\) and \(G_\pm\). Using this notation, for example, the non-degeneracy condition \((2.5)\) becomes

\[ M(B_+, \mathbf{c}_+; G_+) + \Omega > 0. \]

Also it is natural to introduce the class

\[ \Lambda(B, \mathbf{c}, \Omega) := \left\{ \mathbf{A} = (A_j)_{j=1}^{m} : A_j \in S_+(\mathbb{R}^n_j), M(B, \mathbf{c}; \mathbf{A}) + \Omega > 0 \right\}. \]

For example, by definition, we have \(\text{BL}(B, \mathbf{c}, \Omega; \mathbf{A}) < \infty\) if and only if \(\mathbf{A} \in \Lambda(B, \mathbf{c}, \Omega)\). Also we note that the non-degeneracy condition \((2.5)\) ensures that \(\Lambda(B, \mathbf{c}, \Omega)\) is non-empty; see [15, Proposition 2.2]. In fact, we have already used this observation in the remark after Lemma 3.7 in showing that Theorem 2.1 implies Theorem 1.3.

5.1. Gaussian extremizable data. First we introduce the definition of gaussian extremizable data and then proceed to show that Theorem 2.1 holds for such data.

Definition 5.1. (Gaussian extremizable data). The generalized Brascamp–Lieb datum \((B, \mathbf{c}, G, \Omega)\) is said to be gaussian extremizable if

\[ I_g(B, \mathbf{c}, \Omega, G) = \text{BL}(B, \mathbf{c}, \Omega; \mathbf{A}), \]

for some \(\mathbf{A} \in \Lambda(B, \mathbf{c}, \Omega)\) with \(\mathbf{A} \leq G\), and (with a slight abuse of terminology) we refer to such \(\mathbf{A}\) as a gaussian extremizer.

Theorem 5.2. Let \((B, \mathbf{c}, \Omega, G)\) be a non-degenerate generalized Brascamp–Lieb datum. Then the following are equivalent.

1. \((B, \mathbf{c}, \Omega, G)\) is gaussian extremizable.
2. There exists \(\mathbf{A} \in \Lambda(B, \mathbf{c}, \Omega)\) with \(\mathbf{A} \leq G\) satisfying \((4.4)\) and \((4.5)\) for \(j = 1, \ldots, m\).
3. There exists \(\mathbf{A} \in \Lambda(B, \mathbf{c}, \Omega)\) with \(\mathbf{A} \leq G\), such that

\[ I(B, \mathbf{c}, \Omega, G) = I_g(B, \mathbf{c}, \Omega, G) = \text{BL}(B, \mathbf{c}, \Omega; \mathbf{A}) \in (0, \infty). \]
The first thing to notice is that the implication (3) ⇒ (1) is just a consequence of the definition of gaussian extremizability. Also, the implication (1) ⇒ (2) is a consequence of the following.

**Lemma 5.3.** Suppose the non-degenerate generalized Brascamp–Lieb datum \((B, c, Q, G)\) is gaussian extremizable. Then for any gaussian extremizer \(A \in \Lambda(B, c, Q)\) with \(A \leq G\) we have

\[
\begin{align*}
(5.2) & \quad c_j(A_j^{-1} - B_j \tilde{M}^{-1} B_j^*) \leq 0 \\
(5.3) & \quad (A_j^{-1} - B_j \tilde{M}^{-1} B_j^*)(G_j - A_j) = 0
\end{align*}
\]

for all \(j = 1, \ldots, m\), where \(\tilde{M} := M(B, c; A) + Q\).

**Proof of Lemma 5.3.** We follow the basic strategy behind the argument in the proof of [22, Corollary 8.11] with certain minor simplifications. We also remark that \(\tilde{M} > 0\) since \(A \in \Lambda(B, c, Q)\).

The gaussian extremizability assumption implies

\[
\Phi(X) \geq \Phi(A) \quad \text{for all } X \leq G,
\]

where

\[
\Phi(X) := \sum_{j=1}^m c_j \log \det X_j - \log \det \left( \sum_{j=1}^m c_j B_j^* X_j B_j + Q \right).
\]

We also have the identity

\[
\frac{d}{d\varepsilon} \Phi(A_1, \ldots, A_j + \varepsilon D_j, \ldots, A_m)|_{\varepsilon=0^+} = c_j \text{tr} \left( (A_j^{-1} - B_j \tilde{M}^{-1} B_j^*) D_j \right) = \omega_j \frac{d}{d\varepsilon} \Phi(A_1, \ldots, A_j + \varepsilon N_j, \ldots, A_m)|_{\varepsilon=0^+} \geq 0.
\]

for any linear map \(D_j : \mathbb{R}^{n_j} \to \mathbb{R}^{n_j}\), which can easily be checked using the fact that \(\log \det(I + \varepsilon A) = (\text{tr} A) \varepsilon + O(\varepsilon^2)\).

Now we fix \(j \in \{1, \ldots, m\}\). Since \(A_j \leq G_j\), for arbitrary \(N_j \leq 0\) we clearly have

\[
0 < A_j + \varepsilon N_j \leq G_j \quad \text{for all sufficiently small } \varepsilon > 0.
\]

Thus it follows from (5.4) that

\[
\frac{d}{d\varepsilon} \Phi(A_1, \ldots, A_j + \varepsilon N_j, \ldots, A_m)|_{\varepsilon=0^+} \geq 0.
\]

From (5.5) we obtain

\[
\text{tr} \left( c_j(A_j^{-1} - B_j \tilde{M}^{-1} B_j^*) N_j \right) \geq 0 \quad \text{for all } N_j \leq 0
\]

and (5.2) follows.

To show (5.3), we write

\[
P_j := -c_j(A_j^{-1} - B_j \tilde{M}^{-1} B_j^*)
\]

\[
Q_j := G_j - A_j
\]
and we begin with the seemingly weaker claim

\[ \text{(5.8)} \quad \text{tr} \left( P_j Q_j \right) = 0. \]

To see (5.8), since \( Q_j \geq 0 \) we clearly have \( 0 < A_j + \varepsilon Q_j \leq G_j \) for all \( \varepsilon \in (0, 1) \).

Therefore, from (5.4) and (5.5) we have

\[ \text{tr} \left( P_j Q_j \right) \leq 0. \]

On the other hand, we may apply (5.7) with \( N_j = -Q_j \) to see

\[ \text{tr} \left( P_j Q_j \right) \geq 0 \]

and hence (5.8).

To obtain (5.3) from (5.8), we note that the cyclic property of the trace gives \( \text{tr} \left( R_j^* R_j \right) = 0 \), where \( R_j := P_1^1 / 2 j Q_1^1 / 2 j \).

This means \( R_j = 0 \) and hence \( P_j Q_j = P_1^1 / 2 j R_j Q_1^1 / 2 j = 0 \), concluding our proof of (5.3).

**Proof of Theorem 5.2.** With Lemma 5.3 in mind, to prove Theorem 5.2 it remains to show the implication (2) \( \Rightarrow \) (3), and thus we assume (2). Making use of the decomposition (3.10) of \( Q \), given an arbitrary \( A \in A(B, c, Q) \) with \( A \leq G \) satisfying (4.4) and (4.5), it suffices by Lemma 3.9 to show

\[ \text{(5.9)} \quad \int_{\mathbb{R}^n} \prod_{j=0}^{m+1} f_j(B_j x)^{c_j} \, dx \geq \text{BL}(B, c, Q; A) \prod_{j=1}^m \left( \int_{\mathbb{R}^n} f_j \right)^{c_j}, \]

for arbitrary \( f \in N(G) \), where \( c_0 = 1, c_{m+1} = -1 \), and

\[ f_0(x_0) := e^{-\pi(x_0, Q+ x_0)} \quad \text{and} \quad f_{m+1}(x_{m+1}) := e^{-\pi(x_{m+1}, Q- x_{m+1})}. \]

Our strategy is to use a heat-flow monotonicity argument and to set things up we regard the left-hand side of (5.9) as \( Q(1) \), where

\[ \text{(5.10)} \quad Q(t) := \int_{\mathbb{R}^n} U(t, x) \, dx \]

and

\[ U(t, x) := t^{-\alpha} \prod_{j=0}^{m+1} u_j(t, B_j x)^{c_j} \]

with

\[ \alpha := \frac{1}{2} \left( n - \sum_{j=0}^{m+1} c_j n_j \right). \]

Here, the function \( u_j \) satisfies the heat equation

\[ \text{(5.11)} \quad \partial_t u_j = \frac{1}{4\pi} \text{div} \left( A_j^{-1} \nabla u_j \right), \quad u_j(1, x_j) = f_j(x_j) \]

for \( j = 0, \ldots, m + 1 \), where

\[ A_0 := Q_+, \quad A_{m+1} := Q_. \]
In order to prove (5.9), it suffices to show that $Q$ given by (5.10) is non-increasing on $(1, \infty)$. Indeed, from the non-increasingness of $Q$ we may obtain

$$
\int_{\mathbb{R}^n} \prod_{j=0}^{m+1} f_j(B_j x)^{c_j} \, dx = Q(1) \geq \liminf_{t \to \infty} Q(t).
$$

Furthermore, by an elementary change of variables we may write

$$
Q(t) = \int_{\mathbb{R}^n} \prod_{j=0}^{m+1} \left( t^{n/2} u_j(t, \sqrt{t} B_j y) \right)^{c_j} \, dy
$$

and thus Fatou’s lemma and (3.20) imply

$$
\liminf_{t \to \infty} Q(t) \geq \int_{\mathbb{R}^n} \prod_{j=0}^{m+1} \left( \det A_j \right)^{1/2} e^{-\pi \langle B_j y, A_j B_j y \rangle} \left( \int_{\mathbb{R}^n_j} f_j \right)^{c_j} \, dy = \left( \prod_{j=1}^{m} \det A_j \right)^{1/2} \prod_{j=1}^{m} \left( \int_{\mathbb{R}^n_j} f_j \right)^{c_j}.
$$

In order to verify that $Q$ is non-increasing we shall make use of Theorem 4.1. Thanks to the assumption (2) we know that (4.4) and (4.5) are satisfied for $j = 1, \ldots, m$. Hence we deduce from Theorem 4.1 that $U$ satisfies

$$
\partial_t U \leq \frac{1}{4\pi} \text{div}(\tilde{M}^{-1} \nabla U)
$$

and we would like to rigorously argue along the lines of (4.1) in order to show that $Q$ is non-increasing. First, we justify the integration by parts step, and then show that one can interchange the time derivative and the integral.

Take $\varepsilon > 0$ sufficiently small (specified momentarily) and note the bound

$$
\prod_{j=1}^{m} u_j(t, B_j x)^{c_j} \leq C_*(t, \varepsilon)(1 + |x|^2)^N e^{- (1-\varepsilon) \pi \langle x, t^{-1} M_* x \rangle}
$$

given by (3.18) in Lemma 3.10 where $N := \sum_{j=m+1}^{m+1} |c_j| n_j$, $M_* := M(B_+, c_+, A_+)$, and $C_*(t, \varepsilon)$ is a constant depending on $t$, $B$, $c$, $A$, $G$, and $f$, which is locally uniformly bounded in $t$. Since

$$
\quad \quad u_j(t, x_j) = t^{-n/2} e^{-\pi \langle x_j, t^{-1} A_j x_j \rangle}
$$

for $j = 0, m + 1$ where we recall that $A_0 = Q_+, A_{m+1} = Q_-$, $c_0 = 1$, and $c_{m+1} = -1$, we have

$$
U(t, x) \leq C_*(t, \varepsilon)(1 + |x|^2)^N e^{- \pi \langle x, t^{-1} P(\varepsilon) x \rangle}
$$

with

$$
P(\varepsilon) := (1-\varepsilon) M_* + Q.
$$

Since $A \in \Lambda(B, c, Q)$ it follows that $M_* + Q > 0$ and thus $P(\varepsilon) > 0$ by choosing $\varepsilon > 0$ sufficiently small depending on $B$, $c$ and $A$; consequently, $U$ is rapidly decreasing in space.
locally uniformly in time. By (4.10) and (3.16) we have
\[ |\nabla U(t, x)| \leq C^\ast(t, \varepsilon) U(t, x) \sum_{j=0}^{m+1} |c_j| (1 + |x|)^{n_j} \]
and therefore \(|\nabla U(t, x)|\) is rapidly decreasing in space locally uniformly in time. Hence, from the divergence theorem we have
\[ \lim_{R \to \infty} \int_{|x| \leq R} \text{div}(\tilde{M}^{-1} \nabla U)(t, x) \, dx = 0 \]
for each fixed \(t > 1\).

In order to see that \(Q'(t) = \int \partial_t U(t, x) \, dx\), we use the identity (4.9) along with the bounds (3.17) and (5.12) to see that \(|\partial_t U(t, x)|\) is rapidly decreasing in space locally uniformly in time.

From the above, we have
\[ Q'(t) = \int_{\mathbb{R}^n} \partial_t U(t, x) \, dx \leq \frac{1}{4\pi} \int_{\mathbb{R}^n} \text{div}(\tilde{M}^{-1} \nabla U)(t, x) \, dx = 0 \]
and we have the desired monotonicity of \(Q\) on \((1, \infty)\). \(\square\)

Remarks. (1) One may establish Theorem 5.2 in a similar manner to our sketch proof of Theorem 3.1 in Section 3. The same line of reasoning was used in [22, Proposition 8.9] in the case of the forward Brascamp–Lieb inequality and their heat-flow argument was abstracted in [22, Lemma 2.6]. By proceeding via Theorem 4.1 we have kept our proof self contained, and, as explained in the previous section, we believe that the closure property in Theorem 4.1 is of wider independent interest.

(2) An inspection of the arguments in Section 5.1 reveals that the full strength of the non-degeneracy assumption (i.e. both (1.7) and (2.5)) was not required, and the condition (2.5) can be dropped at this stage. The condition (2.5) will, however, be important for the arguments in the forthcoming Section 5.2.

(3) One can make use of the above argument with Theorem 4.2 instead of Theorem 4.1 to derive the analogous statement to Theorem 5.2 for the forward Brascamp–Lieb inequality as follows. Let \(Q \geq 0, G = (G_j)_{j=1}^m\), with \(G_j \in S_+(\mathbb{R}^n)\), and the Brascamp–Lieb datum \((B, c)\) be non-degenerate in the sense of [22] (namely \(c_j > 0, B_j\) is surjective for all \(j = 1, \ldots, m\), and \(\bigcap_{j=1}^m \ker B_j = \{0\}\)). Then we have
\[ F(B, c, Q, G) = \text{BL}(B, c, Q; A) \]
for some \(A \leq G\) if and only if \(A\) satisfies
\[ A_j^{-1} - B_j \tilde{M}(A) B_j^\ast \geq 0, \quad (A_j^{-1} - B_j \tilde{M}(A) B_j^\ast)(G_j - A_j) = 0. \]

5.2. Approximation by amplifying data and the proof of Theorem 2.1 In the case of the forward Brascamp–Lieb inequality, in order to reduce to the gaussian-extremizable case, the argument in [22] naturally made use of so-called localized data, which means \(B_j = \text{id}\) and \(c_j = 1\) for some \(j \in \{1, \ldots, m\}\). In the framework of the inverse
inequality, and in particular when $B_+$ is bijective, the condition for localized data corresponds to the case $m_+ = 1$ and such a restrictive class of data cannot be expected to play an important role in reducing to the gaussian-extremizable case. Instead, we introduce the following notion.

**Definition 5.4** (Amplifying data). The generalized Brascamp–Lieb datum $(B, c, Q, G)$ is said to be *amplifying* if

$$B_j = \text{id}_{\mathbb{R}^n} \quad \text{and} \quad |c_j| > \max\{c_1, \ldots, c_{m_+}\} - 1$$

hold for some $j \in \{m_+ + 1, \ldots, m\}$.

The crucial properties of amplifying data is that they are gaussian extremizable and are able to approximate (in an appropriate sense) any non-degenerate data; we establish these facts in Lemmas 5.5 and 5.6 below.

**Lemma 5.5.** Suppose the non-degenerate generalized Brascamp–Lieb datum $(B, c, Q, G)$ is amplifying. Then $(B, c, Q, G)$ is gaussian extremizable and in particular, from Theorem 5.2 we have

$$I(B, c, Q, G) = I_g(B, c, Q, G).$$

**Proof.** Without loss of generality, we may assume

$$B_m = \text{id}_{\mathbb{R}^n} \quad \text{and} \quad |c_m| > \max\{c_1, \ldots, c_{m+}\} - 1.$$ 

In this proof, we suppress the dependence on $(B, c)$ and write

$$M(A) = \sum_{j=1}^{m} c_j B_j^* A_j B_j.$$

Our first simple but important remark is that

$$I_g(B, c, G, Q) < \infty. \quad (5.13)$$

To see this, first note that $B_m^* Q_+ B_0 + M(G_+) - B_{m+1}^* Q_- B_{m+1} > 0$ follows immediately from (2.5). Thus, if we consider $A \leq G$ such that $A_+ = G_+$ and the components of $A_-$ are chosen to be sufficiently small depending on $(B, c, Q, G)$, then

$$M(A) + Q = B_m^* Q_+ B_0 + M(A_+) - B_{m+1}^* Q_- B_{m+1} + M(A_-) > 0.$$ 

Hence we clearly have (5.13).

Next, by a continuous extension

$$I_g(B, c, G, Q) = \inf_{0 \leq A_j \leq G_j \atop j=1, \ldots, m} \text{BL}(B, c, Q; A)$$

and thus there exists $A^*$ such that $0 \leq A_j^* \leq G_j$ for $j = 1, \ldots, m$ and

$$I_g(B, c, G, Q) = \text{BL}(B, c, Q; A^*).$$

Our proof will be complete once we show that $A_j^* > 0$ for each $j = 1, \ldots, m$ and $A^* \in \Lambda(B, c, Q)$. The latter claim is easily dealt with since $A^* \notin \Lambda(B, c, Q)$ means $\text{BL}(B, c, Q; A^*) = \infty$ and this contradicts (5.13).
Our remaining goal is to show \( A_j^* > 0 \) for each \( j = 1, \ldots, m \). We suppose, for a contradiction, that \( \det A_j^* = 0 \) for some \( \ell \in \{1, \ldots, m\} \) and consider any \( A^{(c)} \leq G \) which converges to \( A^* \). We shall show that

\[
\lim_{\varepsilon \to 0} \text{BL}(B, c, Q; A^{(c)}) = \infty
\]

and thus contradict (5.13). In order to show (5.14), it clearly suffices to consider those \( \varepsilon > 0 \) such that \( M(A^{(c)}) + Q > 0 \) in which case we have

\[
\text{BL}(B, c, Q; A^{(c)}) = \prod_{j=1}^{m+} (\det A_j^{(c)})^c_j \prod_{k=m+1}^{m} (\det A_k^{(c)})^{-|c_k|} \frac{\det(M(A^{(c)}) + Q)}{\det(B_0^* Q + B_0 + M(A^{(c)}))} \prod_{j=1}^{m+} (\det A_j^{(c)})^{c_j},
\]

where \( C(G) \) is a positive constant depending only on \( G \). Here we have also used the fact determinant respects the ordering of semi-definite positive matrices. Since \( B_m = \text{id}_{\mathbb{R}^n} \) we have

\[
B_0^* Q + B_0 + M(A^{(c)+}) \geq |c_m| A^{(c)+}_m \geq M(A^{(c)}) + Q > 0
\]

and therefore \( \det(B_0^* Q + B_0 + M(A^{(c)})) \geq |c_m|^{n \det A^{(c)}_m} \). Also, the bijectivity of \((B_0, B_+)^n\) implies

\[
\det(B_0^* Q + B_0 + M(A^{(c)}_+)) = \det Q_+ \prod_{j=1}^{m+} c_j^{n_j} \det A_j^{(c)}.
\]

Therefore

\[
\text{BL}(B, c, Q; A^{(c)}) \geq C(c, G)(\det Q_+)^{-|c_m|-1} \prod_{j=1}^{m+} (\det A_j^{(c)})^{c_j-1-|c_m|}
\]

and hence, using that \( c_j - 1 - |c_m| \leq 0 \) for \( j = 1, \ldots, m_+ \), we have

\[
\text{BL}(B, c, Q; A^{(c)}) \geq C(c, G, Q_+)(\det A_1^{(c)})^{c_1-1-|c_m|}
\]

for appropriate positive constants \( C(c, g, G, Q_+) \). Since \( \det A^{(c)}_1 \to 0 \) and \( c_1 - 1 - |c_m| < 0 \) we obtain (5.14).

In the remaining case we have \( \det A_j^* = 0 \) with \( \ell \in \{m_+ + 1, \ldots, m\} \) and we may suppose \( \det A_j^* > 0 \) for each \( j \in \{1, \ldots, m_+\} \) (otherwise the above argument applies). In this case it is clear that \( \prod_{j=1}^{m_+} (\det A_j^{(c)})^c_j \geq C(A^*) \) for sufficiently small \( \varepsilon > 0 \) and appropriate positive constant \( C(A^*) \). Thus it is clear that the numerator in (5.15) tends to infinity as \( \varepsilon \) tends to zero. Also, \( \det(M(A^{(c)}) + Q) \leq 2\det(M(A^*) + Q) < \infty \) for all \( \varepsilon > 0 \) sufficiently small, and hence (5.14) trivially follows.

The following lemma ensures the approximation of arbitrary generalized Brascamp–Lieb datum by amplifying data.
Lemma 5.6. Suppose $(B, c, Q, G)$ is a non-degenerate generalized Brascamp–Lieb datum. Then, for any $c_+ > 0$ we have

\[(5.16) \quad I(B, c, Q, G) = \lim_{\lambda \downarrow 0} \lambda^{nc_+/2} I((B, \text{id}_{R^n}), (c, -c_+), Q, (G, \lambda \text{id}_{R^n}))\]

and

\[(5.17) \quad I_g(B, c, Q, G) = \lim_{\lambda \downarrow 0} \lambda^{nc_+/2} I_g((B, \text{id}_{R^n}), (c, -c_+), Q, (G, \lambda \text{id}_{R^n})).\]

Proof. For arbitrary $f \in N(G)$, since $(B_0, B_+)$ is bijective, we may apply the dominated convergence theorem to see

\[
\int_{\mathbb{R}^n} e^{-\pi x \cdot Qx} \prod_{j=1}^m f_j(B_j x)^{c_j} \, dx = \lim_{\lambda \downarrow 0} \int_{\mathbb{R}^n} e^{-\pi x \cdot Qx} \prod_{j=1}^m f_j(B_j x)^{c_j} e^{\pi c_+ (x, \lambda \text{id}_{R^n} x)} \, dx \\
= \lim_{\lambda \downarrow 0} \lambda^{nc_+/2} \int_{\mathbb{R}^n} e^{-\pi x \cdot Qx} \prod_{j=1}^m f_j(B_j x)^{c_j} g_{\lambda \text{id}_{R^n}}(x)^{-c_+} \, dx \\
\geq \lim_{\lambda \downarrow 0} \lambda^{nc_+/2} I((B, \text{id}_{R^n}), (c, -c_+), Q, (G, \lambda \text{id}_{R^n})) \prod_{j=1}^m \left( \int_{\mathbb{R}^n} f_j \right)^{c_j}
\]

which, thanks to Lemma \ref{lem:main}, shows

\[I(B, c, Q, G) \geq \lim_{\lambda \downarrow 0} \lambda^{nc_+/2} I((B, \text{id}_{R^n}), (c, -c_+), Q, (G, \lambda \text{id}_{R^n})).\]

In order to obtain the converse inequality, for any $\lambda > 0$ and any $(f, f_{m+1}) \in \mathcal{T}(G) \times \mathcal{T}(\lambda \text{id}_{R^n})$, we need to bound

\[
\int_{\mathbb{R}^n} e^{-\pi x \cdot Qx} \prod_{j=1}^m f_j(B_j x)^{c_j} f_{m+1}(x)^{-c_+} \, dx
\]

from below. Since $f_{m+1} \in \mathcal{T}(\lambda \text{id}_{R^n})$, we can write $f_{m+1} = g_{\lambda \text{id}_{R^n}} * d\mu_{m+1}$ for some positive and finite Borel measure $d\mu_{m+1}$ and so we have

\[f_{m+1}(x) = \lambda^{n/2} \int_{\mathbb{R}^n} e^{-\pi |x-y|^2} d\mu_{m+1}(y) \leq \lambda^{n/2} \int_{\mathbb{R}^n} f_{m+1}
\]

uniformly in $x$. This yields

\[
\int_{\mathbb{R}^n} e^{-\pi x \cdot Qx} \prod_{j=1}^m f_j(B_j x)^{c_j} f_{m+1}(x)^{-c_+} \, dx \\
\geq \lambda^{-nc_+/2} I(B, c, Q, G) \prod_{j=1}^m \left( \int_{\mathbb{R}^n} f_j \right)^{c_j} \left( \int_{\mathbb{R}^n} f_{m+1} \right)^{-c_+}
\]

which shows

\[I((B, \text{id}_{R^n}), (c, -c_+), Q, (G, \lambda \text{id}_{R^n})) \geq \lambda^{-nc_+/2} I(B, c, Q, G),\]

and we conclude (5.16). A similar argument yields (5.17). \hfill \Box
We are now in a position to remove the gaussian extremizability assumption in Theorem 5.2 and thus establish Theorem 2.1.

Proof of Theorem 2.1 Choose any $c_+ > 0$ such that $c_+ > \max\{c_1, \ldots, c_m\} - 1$. Then, for any $\lambda > 0$ it is clear that the augmented data $((B, id_{\mathbb{R}^n}), (c, -c_+), \Omega, (G, \lambda id_{\mathbb{R}^n}))$ is amplifying. Also, since $(B, id_{\mathbb{R}^n}) = B_+$ the augmented data is non-degenerate and hence we may apply Lemma 5.5 to give
\[ I((B, id_{\mathbb{R}^n}), (c, -c_+), \Omega, (G, \lambda id_{\mathbb{R}^n})) = I^*_g((B, id_{\mathbb{R}^n}), (c, -c_+), \Omega, (G, \lambda id_{\mathbb{R}^n})). \]

Multiplying both sides by $\lambda^{n+c_+}/2$ and taking the limit $\lambda \downarrow 0$, we obtain the desired conclusion from Lemma 5.6.

6. Further applications and remarks

6.1. Regularized forms of the Young convolution inequality. For $c \in \mathbb{R}$, we introduce the constant
\[ A_c := \left(\frac{|1 - c|^{1-c}}{|c|^c}\right)^{1/2}. \]
The sharp form of the forward and inverse Young convolution inequality on $\mathbb{R}$ may be expressed as
\begin{align*}
F(B, c) &= A_{c_0} A_{c_1} A_{c_2} \quad (c_0, c_1, c_2 \in (0, 1]) \quad (6.1) \\
I(B, c) &= A_{c_0} A_{c_1} A_{c_2} \quad (c_j < 0 \text{ for some } j, \text{ and } c_k \in [1, \infty) \text{ for } k \neq j) \quad (6.2)
\end{align*}
where, in both cases, the $c_j$ satisfy the scaling condition $c_0 + c_1 + c_2 = 2$, and $B_j : \mathbb{R}^2 \to \mathbb{R}$ are given by
\begin{align*}
B_0(x, y) &:= x, \quad B_1(x, y) := y, \quad B_2(x, y) := x - y.
\end{align*}
The forward version (6.1) was established independently by Beckner [16] and Brascamp–Lieb [32]. In the same paper, Brascamp–Lieb [32] established (6.2).

Under the scaling condition $c_0 + c_1 + c_2 = 2$, one has an invariance of extremizers under the isotropic rescaling $f_j \to f_j(R \cdot)$ and so it follows that one cannot hope to improve the constants in (6.1) and (6.2) even if one only considers $f_j$ of type $\frac{1}{\sigma_j}$ for any $\sigma_j > 0$. However, by considering such $f_j$, one may relax the scaling condition and below we present a result of this type. To state the result, we use the notation
\[ \tilde{A}_{c, \sigma} := \left(\frac{\sigma^{1-c}}{c}\right)^{1/2} \quad (c, \sigma > 0). \]

\[ \text{Strictly speaking, it was proved in [32] that the inequality } \|f_1 * f_2\|_{p_0} \geq A_{c_0} A_{c_1} A_{c_2} \|f_1\|_{p_1} \|f_2\|_{p_2} \text{ holds when } p_0, p_1, p_2 \in (0, 1], \text{ where } c_0 := \frac{1}{p_0} - \frac{1}{p_1} - \frac{1}{p_2} = \frac{1}{1 - \sigma_j}. \]

\[ \text{As observed in [13] Example 2.14, in dual form (6.2), it becomes apparent that there is a symmetry amongst } c_0, c_1, c_2, \text{ or equivalently, } p_0, p_1, p_2. \]
\[ \text{As clarified in [15] Example 2.14, the condition on the } c_j \text{ in (6.2) is necessary and corresponds to the bijectivity of } B_+ . \]

\[ \text{In this discussion, we use the notation } \frac{1}{\sigma_j} \text{ to facilitate a comparison with the related results in [17].} \]
Corollary 6.1. Let $B$ be given by (6.3). Given $c_0 < 1$ and $c_1, c_2 > 0$, suppose $\sigma_0, \sigma_1, \sigma_2 > 0$ satisfy
\begin{equation}
\frac{\sigma_0}{1 - c_0} = \frac{\sigma_1}{c_1} + \frac{\sigma_2}{c_2}
\end{equation}
and set $G = (\sigma_0^{-1}, \sigma_1^{-1}, \sigma_2^{-1})$.

(1) Suppose $c_0, c_1, c_2 \in (0, 1)$. Then
\begin{equation}
F(B, c, G) = \frac{\tilde{A}_{c_1, \sigma_1} \tilde{A}_{c_2, \sigma_2}}{A_{1 - c_0, \sigma_0}}
\end{equation}
holds if and only if
\begin{equation}
\frac{c_0(1 - c_0)}{\sigma_0} \geq \max \left\{ \frac{c_1(1 - c_1)}{\sigma_1}, \frac{c_2(1 - c_2)}{\sigma_2} \right\}.
\end{equation}

(2) Suppose $c_0 < 0, c_1, c_2 \in [1, \infty)$. Then
\begin{equation}
I(B, c, G) = \frac{\tilde{A}_{c_1, \sigma_1} \tilde{A}_{c_2, \sigma_2}}{A_{1 - c_0, \sigma_0}}
\end{equation}
holds if and only if
\begin{equation}
\frac{c_0(1 - c_0)}{\sigma_0} \leq \min \left\{ \frac{c_1(1 - c_1)}{\sigma_1}, \frac{c_2(1 - c_2)}{\sigma_2} \right\}.
\end{equation}

Remarks. (1) Although the relaxation of the scaling condition is not explicit in the above statement, one can show that, when $c_0, c_1, c_2 \in (0, 1)$, if (6.6) holds for some $\sigma_j > 0$ satisfying (6.4), then $c_0 + c_1 + c_2 \geq 2$ holds. Similarly, when $c_0 < 0, c_1, c_2 \in [1, \infty)$, it can be shown that if (6.8) holds for some $\sigma_j > 0$ satisfying (6.4), then $c_0 + c_1 + c_2 \leq 2$ holds.

(2) Sharp forms of Young convolution inequalities have been previously considered in [17] (not in the dual setting, but in terms of the norm inequality). In particular, it follows from [17, Corollary 7] that (6.5) holds under the condition (6.6). However, the condition in [17] is that
\begin{equation}
c_0 + c_1 + c_2 \geq 2
\end{equation}
and, for some $\alpha_1, \alpha_2 \in [0, 1],$
\begin{equation}
c_0 + \alpha_1 c_1 + \alpha_2 c_2 = 2 \quad \text{and} \quad c_1(1 - \alpha_1 c_1)\sigma_2 = c_2(1 - \alpha_2 c_2)\sigma_1.
\end{equation}
Although is not immediately obvious, one can show the equivalence of this condition with (6.6). The inverse inequality (6.7) under the relaxed scaling condition was not explicitly stated in [17], but the arguments there can be modified to show that (6.7) follows from (6.8).

(3) The meaning of (6.5) and (6.7) is that the regularized constants are attained “on the boundary”. In other words, for example, (6.7) is equivalent to
\begin{equation}
I(B, c, G) = BL(B, c; G).
\end{equation}
As one would expect, the proof will proceed via Theorem 5.2 and, essentially, our contribution in Corollary 6.1 is showing that the conditions for gaussian extremizability in
Theorem 5.2 can be equivalently expressed in the simple form (6.8) (and similarly for the forward inequality).

Proof of Corollary 6.1 We give the details for the inverse case (since the forward case is similar) and hence assume $c_0 < 0$, $c_1, c_2 \in [1, \infty)$. As remarked above, the goal is to show (6.9) is equivalent to (6.8).

From $c_0 < 0$, $c_1, c_2 \in [1, \infty)$ it is immediate that the non-degenerate condition (1.8) is satisfied for our datum and hence we may apply Theorem 5.2 to see that (6.9) holds if and only if

$$\Gamma_j(G) \leq 0 \quad (j = 1, 2),$$

where

$$\Gamma_j(a_0, a_1, a_2) := a_j^{-1} - \frac{\sum_{k=0,1,2; k\neq j} c_k a_k}{c_0 c_1 a_0 a_1 + c_0 c_2 a_0 a_2 + c_1 c_2 a_1 a_2}$$

for $a_0, a_1, a_2 > 0$. Indeed, a straightforward computation reveals that the condition (6.10) coincides with (4.4) (with $A = G$) for our datum.

From (6.4) it is easy to check that $\Gamma_0(G) = 0$ and thus it suffices to show that

$$\Gamma_j(G) \leq 0 \iff \frac{c_0 (1 - c_0)}{\sigma_0} \leq \frac{c_j (1 - c_j)}{\sigma_j}$$

for $j = 1, 2$. To see this for $j = 1$, first note that (6.4) yields

$$\frac{c_0 c_1}{\sigma_0 \sigma_1} + \frac{c_0 c_2}{\sigma_0 \sigma_2} + \frac{c_1 c_2}{\sigma_1 \sigma_2} = \frac{1}{1 - c_0 \sigma_0 \sigma_2}$$

and hence $\Gamma_1(G) \leq 0$ is equivalent to

$$\sigma_1 \leq (1 - c_0) \frac{\sigma_1 \sigma_2}{c_1 c_2} \left( \frac{c_0}{\sigma_0} + \frac{c_2}{\sigma_2} \right).$$

This, however, can be rearranged to $\frac{c_0 (1 - c_0)}{\sigma_0} \leq \frac{c_1 (1 - c_1)}{\sigma_1}$ by making use of (6.4). The equivalence (6.12) for $j = 2$ can be verified in the same manner and this completes our proof.

6.2. Regularized Prékopa–Leindler inequality. We begin by recalling the one dimensional Prékopa–Leindler inequality which states that if $c_1, c_2$ satisfy the scaling condition

$$c_1 + c_2 = 1,$$

then for all nonnegative $f_1, f_2 \in L^1(\mathbb{R})$,

$$\left( \int_{\mathbb{R}} f_1 \right)^{c_1} \left( \int_{\mathbb{R}} f_2 \right)^{c_2} \leq \int_{\mathbb{R}} \text{ess sup}_{x_1, x_2 \in \mathbb{R}} f_1(x_1)^{c_1} f_2(x_2)^{c_2} \, dx.$$

The necessity of the scaling condition (6.13) is an easy consequence of the scaling argument. As in the case for the Young convolution inequality, one might expect to salvage the Prékopa–Leindler inequality in a scale-free case $c_1 + c_2 \neq 1$ by restricting inputs to
regularized datum. For \(c_1, c_2 \in (0, 1)\) and \(\sigma_1, \sigma_2 > 0\), we define \(\text{PL}(c, (\sigma_1^{-1}, \sigma_2^{-1})) \in [0, \infty]\) to be the sharp constant for the inequality
\[
(6.15) \quad \left( \int_R f_1 \right)^{c_1} \left( \int_R f_2 \right)^{c_2} \leq C \int_R \operatorname{ess sup}_{x_1, x_2 \in \mathbb{R}} \frac{f_1(x_1)^{c_1} f_2(x_2)^{c_2}}{x_1^{c_1} x_2^{c_2}}\ dx,
\]
where \((f_1, f_2) \in \mathcal{J}(\sigma_1^{-1}) \times \mathcal{J}(\sigma_2^{-1})\). From Theorem 2.2, then we have that, regardless of \(c_1, c_2 \in (0, 1)\),
\[
(6.16) \quad \text{PL}(c, (\sigma_1^{-1}, \sigma_2^{-1})) = \left( \inf_{j=1,2} \Phi_c(a_1, a_2) \right)^{-1/2},
\]
where
\[
\Phi_c(a_1, a_2) := a_1 a_2 \left( \frac{c_1}{a_1} + \frac{c_2}{a_2} \right).
\]
Moreover one can show that \(\text{PL}(c, (\sigma_1^{-1}, \sigma_2^{-1})) < \infty\) as long as \(c_1 + c_2 < 1\) and \(\sigma_1, \sigma_2 > 0\).

Here we use (6.16) to identify the exact constant under certain conditions on \(\sigma_1, \sigma_2\).

**Corollary 6.2.** Let \(c_1, c_2 \in (0, 1)\) satisfy \(c_1 + c_2 < 1\). For \(\sigma_1, \sigma_2 > 0\), it holds that
\[
(6.17) \quad \text{PL}(c, (\sigma_1^{-1}, \sigma_2^{-1})) = \Phi_c(\sigma_1^{-1}, \sigma_2^{-1})^{-1/2} = \left( \frac{\sigma_1 c_1}{c_1 \sigma_1 + c_2 \sigma_2} \right)^{1/2}
\]
if and only if
\[
(6.18) \quad c_1 \sigma_1 + c_2 \sigma_2 \leq \min\{\sigma_1, \sigma_2\}.
\]

**Proof.** We begin with the sufficiency part. Observe that
\[
\partial_1 \Phi_c(a_1, a_2) = c_1 a_1^{-1} a_2^2 \left( \frac{1 - c_1}{a_1} + \frac{c_2}{a_2} \right), \quad \partial_2 \Phi_c(a_1, a_2) = c_2 a_1^{-1} a_2^{-1} \left( \frac{c_1}{a_1} \frac{1 - c_2}{a_2} \right)
\]
and hence
\[
\partial_1 \Phi_c(a_1, a_2) = \partial_2 \Phi_c(a_1, a_2) = 0 \iff c_1 + c_2 = 1.
\]
In particular, in the case \(c_1 + c_2 < 1\), there is no extremum on \(\{(a_1, a_2) : 0 < a_j < \sigma_j^{-1}\}\). Hence the minimum of \(\Phi_c(a_1, a_2)\) is attained on the boundary of \([0, \sigma_1^{-1}] \times [0, \sigma_2^{-1}]\).

Furthermore, since \(\Phi_c(a_1, a_2) \to \infty\) if either \(a_1 = 0\) or \(a_2 = 0\), we see that
\[
\inf_{0 < a_j < \sigma_j^{-1}} \Phi_c(a_1, a_2) = \min \left( \inf_{0 < a_j < \sigma_j^{-1}} \Phi_c(a_1, \sigma_2^{-1}), \inf_{0 < a_j < \sigma_2^{-1}} \Phi_c(\sigma_1^{-1}, a_2) \right).
\]
Hence it suffices to investigate \(\Phi_c(a_1, \sigma_2^{-1})\) and \(\Phi_c(\sigma_1^{-1}, a_2)\). For fixed \(\sigma_1^{-1}, \sigma_2^{-1} > 0\), we see from the formula of \(\partial_j \Phi_c\) that
\[
\partial_1 \Phi_c(\sigma_1^{-1}, a_2) = 0 \iff a_1 = a_1^* := \frac{1 - c_1}{c_2 \sigma_2}
\]
and similarly
\[
\partial_2 \Phi_c(\sigma_1^{-1}, a_2) = 0 \iff a_2 = a_2^* := \frac{1 - c_2}{c_1 \sigma_1}.
\]
Now we appeal to our assumption \(c_1 \sigma_1 + c_2 \sigma_2 \leq \min\{\sigma_1, \sigma_2\}\). In fact, from this we see that
\[
a_1^* \not\in [0, \sigma_1^{-1}], \quad a_2^* \not\in [0, \sigma_2^{-1}].
\]
Namely, $\Phi_c(a_1, \sigma_1^{-1})$ is monotone on $[0, \sigma_1^{-1}]$ and similarly $\Phi_c(\sigma_1^{-1}, a_2)$ is monotone on $[0, \sigma_2^{-1}]$. We conclude that
\[
\inf_{0<a_1<\sigma_1^{-1}} \Phi_c(a_1, \sigma_2^{-1}) = \Phi_c(\sigma_1^{-1}, \sigma_2^{-1}), \quad \inf_{0<a_2<\sigma_2^{-1}} \Phi_c(\sigma_1^{-1}, a_2) = \Phi_c(\sigma_1^{-1}, \sigma_2^{-1})
\]
which implies (6.17).

To show the necessity of (6.18), we define
\[
\Psi(a_1, a_2) := \log \Phi_c(a_1, a_2) = \sum_{j=1,2} c_j \log a_j + \log(c_1 a_1^{-1} + c_2 a_2^{-1}), \quad a_1, a_2 > 0.
\]
Then from the assumption (6.17) we see that
\[
\frac{d}{d\varepsilon} \Psi(\sigma_1^{-1} - \varepsilon, \sigma_2^{-1})|_{\varepsilon=0} := \lim_{\varepsilon \downarrow 0} \frac{1}{\varepsilon} (\Psi(\sigma_1^{-1} - \varepsilon, \sigma_2^{-1}) - \Psi(\sigma_1^{-1}, \sigma_2^{-1})) \geq 0.
\]
On the other hand, we have
\[
\frac{d}{d\varepsilon} \Psi(\sigma_1^{-1} - \varepsilon, \sigma_2^{-1})|_{\varepsilon=0} = -c_1 \sigma_1 + \sigma_1 - \frac{c_2}{c_1 \sigma_1^{-1} + c_2 \sigma_1^{-1}}
\]
and hence it follows that
\[
\frac{c_2}{c_1 \sigma_1^{-1} + c_2 \sigma_1^{-1}} - (1 - c_1) \sigma_1 \leq 0
\]
which yields $c_1 \sigma_1 + c_2 \sigma_2 \leq \sigma_1$. Similarly, by considering a perturbation in $a_2$, we can obtain $c_1 \sigma_1 + c_2 \sigma_2 \leq \sigma_2$. \hfill \Box

6.3. **Regularized forms of hypercontractivity inequalities.** We conclude this section with some remarks about the forward and inverse hypercontractivity inequalities of the form
\[
\|e^{s\xi} (F^{1/p})\|_{L^q(d\gamma)} \leq \left( \int_{\mathbb{R}} F \, d\gamma \right)^{1/p} \quad (p > 1, s > 0)
\]
for all nonnegative $F \in L^1(d\gamma)$, and
\[
\|e^{s\xi} (F^{1/p})\|_{L^q(d\gamma)} \geq \left( \int_{\mathbb{R}} F \, d\gamma \right)^{1/p} \quad (0 \neq p < 1, s > 0)
\]
for all positive $F \in L^1(d\gamma)$. Here, $(e^{s\xi})_{s>0}$ is the Ornstein–Uhlenbeck semigroup given by
\[
e^{s\xi} F(x) := \int_{\mathbb{R}} F(e^{-s}x + (1 - e^{-2s})^{1/2}y) \, d\gamma(y),
\]
where $\gamma$ is the density function of the standard normal distribution
\[
d\gamma(x) := g_{1/(2\pi)}(x) \, dx.
\]
Also, the exponents $p, q \in \mathbb{R}$ and $s > 0$ in (6.19) and (6.20) satisfy the relation
\[
e^{2s} = \frac{q - 1}{p - 1},
\]
and the constant 1 appearing in both inequalities is optimal. The forward inequality is due to Nelson \[66\] and the inverse inequality is due to Borell \[25\]; we refer the reader to, for example, \[4\] for further details about the importance of inequalities of this kind.
There are a number of ways to obtain (6.19) and (6.20), one of which is to write
\[\|e^{sL}(F^{1/p})\|_{L^q(dx)} = C\| (F_{1/(2\pi)})^{1/p} \ast g_s \|_{L^q(dx)}\]
where \(C\) is a constant and \(g_s\) is an isotropic gaussian (both explicitly computable). From this expression, one may obtain (6.19) and (6.20) from the sharp form of the forward and inverse Young convolution inequalities; see [16, Theorem 5]. Since one of the inputs is a fixed gaussian, the scale-invariance property of the Young convolution inequality for general inputs ceases to hold, and one may thus expect to improve the constant in (6.19) and (6.20) by restricting to inputs \(F\) which are regularized in an appropriate sense. One can obtain certain results of this type via Theorem 2.1 (and its forward counterpart) by using the representation
\[\|e^{sL}(F^{1/p})\|_{L^q(dx)} = C(p, s) \int_{\mathbb{R}^2} e^{-\pi \langle x, Qx \rangle} \prod_{j=1,2} f_j(B_j x)^{c_j} dx,\]
where
\[C(p, s) := (2\pi)^{\frac{1}{2} \left( \frac{1}{p} + \frac{1}{q} \right)} \left( 1 - e^{-2s} \right)^{-1/2},\]
\[c_1 := \frac{1}{p}, \quad c_2 = \frac{1}{q'}, \quad B_j(x_1, x_2) := x_j,\]
and
\[Q := \frac{1}{2\pi (1 - e^{-2s})} \begin{pmatrix}
1 - (1 - e^{-2s}) \frac{1}{p} & -e^{-s} \\
-e^{-s} & 1 - (1 - e^{-2s}) \frac{1}{q'}
\end{pmatrix},\]
\[f_1(x_1) := F(x_1) g_{1/(2\pi)}(x_1), \quad f_2(x_2) := \frac{\|e^{sL}(F^{1/p})\|_{L^q(dx)}}{\|e^{sL}(F^{1/p})\|_{L^q(dx)}} g_{1/(2\pi)}(x_2).\]

We refrain from explicitly stating such results here since stronger results have been obtained in collaboration with Hiroshi Tsuji in [24] and we refer the reader there for precise statements. For instance, we also proved that the best constant for the logarithmic Sobolev inequality and Talagrand’s inequality can be improved by restricting inputs to certain regularized functions.

We also remark that it would be natural to consider bounds on more general gaussian kernel operators and to investigate the extent to which these are quantitatively improved upon by heat-flow regularization. For instance, it is already interesting to consider the gaussian kernel above for \(p, q\) that do not satisfy (6.21). For such data, the non-degeneracy condition (1.7) fails to hold and moreover one cannot expect a nontrivial Brascamp–Lieb constant, see [15] and [64]. From similar reasoning, such data does not appear to fit into the framework of the forward-reverse Brascamp–Lieb inequality in Theorem 2.2. However, the second author and Tsuji [64, 65] very recently observed that one can recover the Brascamp–Lieb inequality associated to such data if one restricts the inputs \(f_1, f_2\) to be even functions, and moreover showed how such an improvement implies the functional Blaschke–Santaló inequality.\(^{11}\)

\(^{11}\)For further information regarding the functional Blaschke–Santaló inequality, we refer the reader to [3, 5, 30, 37, 44, 46, 47, 56, 57, 58]. For more detailed discussion about this new link to the volume product, including Mahler’s conjecture, we refer the interested reader to [64, 65].
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Appendix: On the equivalence between Theorems 2.1 and 2.2

Theorem 2.2 \Rightarrow Theorem 2.1

Fix a non-degenerate datum \((B, c, Q, G)\) in the sense of (1.7) and (2.5), where the \(B_i\) are mappings from \(\mathbb{R}^n\) to \(\mathbb{R}^{n_i}\), \(i = 1, \ldots, m\). To show Theorem 2.1, it suffices to show

\[
\int_{\mathbb{R}^n} e^{-\pi \langle x, Qx \rangle} \prod_{i=1}^{m_+} f_i(B_i x)^{c_i} \prod_{j=m_++1}^{m} h_j(B_j x)^{c_j} \, dx \geq \prod_{i=1}^{m_+} \left( \int_{\mathbb{R}^{n_i}} f_i \right)^{c_i} \prod_{j=m_++1}^{m} \left( \int_{\mathbb{R}^{n_j}} h_j \right)^{c_j}
\]

for \(f_i \in \mathcal{T}(G_i)\) and \(h_j \in \mathcal{T}(G_j)\), where

\[
I := \inf_{A_i \leq G_i, i = 1, \ldots, m} \frac{\prod_{i=1}^{m} (\det A_i)^{\frac{c_i}{2}}}{\det (\sum_{i=1}^{m} c_i B_i^* A_i B_i)}
\]

First we use Proposition 3.4 to decompose

\[
Q = B_0^* Q_+ B_0 - B_{m_+1}^* Q_- B_{m_+1}.
\]

Here, \(\Phi := (B_0, B^+) : \mathbb{R}^n \to E\) is bijective, where \(E := \mathbb{R}^{m_+} \oplus \mathbb{R}^{m_+} \oplus \mathbb{R}^n\). Also, \(\ker B_+ \subseteq \ker B_{m_+1}\), where \(Q_{\pm}\) are positive definite on \(\mathbb{R}^{n_0}\) and \(\mathbb{R}^{n_{m+1}}\) respectively. For reasons that will soon become apparent, we set

\[
Q_L := Q_+^* B_0^* Q_+ B_0, \quad Q_R := (\Phi^{-1})^* B_{m_+1}^* Q_- B_{m_+1} \Phi^{-1}.
\]

Clearly we have

\[
B_i \circ \Phi^{-1} = \pi_i, \quad i = 0, 1, \ldots, m_+
\]

and, with this in mind, we see that (2.5) implies (in fact, is equivalent to)

\[
(\Phi^{-1})^* \left( B_0^* Q_+ B_0 - B_{m_+1}^* Q_- B_{m_+1} + \sum_{i=1}^{m_+} c_i B_i^* G_i B_i \right) \Phi^{-1} > 0
\]

and hence also

\[
\pi_0^* Q_L \pi_0 - \sum_{i=1}^{m_+} c_i \pi_i^* G_i \pi_i > 0.
\]
With the non-degeneracy condition (2.7) in mind, at this point we also observe that

(6.25) \[ \mathbb{R}^n \oplus \{0\} \oplus \cdots \oplus \{0\} \subseteq \ker Q_R \]

holds. To see this, it clearly suffices to check \( B_+ \Phi^{-1}(x_0, 0, \ldots, 0) = 0 \). However,

\[
B_+ \Phi^{-1}(x_0, 0, \ldots, 0) = (B_1 \Phi^{-1}(x_0, 0, \ldots, 0), \ldots, B_{m+} \Phi^{-1}(x_0, 0, \ldots, 0))
\]

\[
= (\pi_1(x_0, 0, \ldots, 0), \ldots, \pi_{m+}(x_0, 0, \ldots, 0)) = 0
\]

and since \( \ker B_+ \subseteq \ker B_{m+1} \) we obtain the desired conclusion.

Next, given \( f_i \in \mathcal{T}(G_i), i = 1, \ldots, m_+ \) and \( h_j \in \mathcal{T}(G_j), j = m_+ + 1, \ldots, m \), we introduce the function \( h_{m+1} : E \to \mathbb{R}_+ \) by

\[
h_{m+1}(x) := e^{-\pi(x,Q_i \pi_0 x)} \prod_{i=1}^{m_+} f_i(B_i \circ \Phi^{-1}(x))^{c_i} \times e^{\pi(F^{-1}(x), B_{m+1}Q \ldots B_{m+1} \Phi^{-1}(x))} \prod_{j=m_+ + 1}^{m} h_j(B_j \circ \Phi^{-1}(x))^{c_j}.
\]

Setting \( T_j := B_j \circ \Phi^{-1} \) for \( j = m_+ + 1, \ldots, m \), and \( T_{m+1} = \text{id} \), we then have

\[
h_{m+1}(T_{m+1}x) = e^{-\pi(x,Q_j \pi_0 x)} \prod_{i=1}^{m_+} f_i(\pi_i x)^{c_i} \times e^{\pi(x,Q_{m_+})} \prod_{j=m_+ + 1}^{m} h_j(T_j x)^{c_j}
\]

thanks to (6.23). In particular, (2.2) holds for inputs \( (f_i)_{i=1}^{m_+} \) and \( (h_j)_{j=m_+ + 1}^{m} \), and exponents \( \mathbf{d} = ((c_i)_{i=1}^{m_+}, (-c_{m_+ + 1}, \ldots, -c_m, 1)) \). Therefore, we may apply Theorem 2.2 with

\[ \mathcal{D} = ((T_j)_{j=m_+ + 1}^{m}, \mathbf{d}, Q, ((G_i)_{i=1}^{m_+}, (G_{m_+ + 1}, \ldots, G_m, \infty))) \]

to see

(6.26) \[
\prod_{i=1}^{m_+} \left( \int_{\mathbb{R}} f_i \right)^{c_i} \prod_{j=m_+ + 1}^{m} \left( \int_{\mathbb{R}} h_j \right)^{c_j} \leq \text{FR}(\mathcal{D}) \int_E h_{m+1},
\]

where

\[ \text{FR}(\mathcal{D}) = \sup (\det A)^{\frac{1}{2}} \prod_{i=1}^{m} (\det A_i)^{-\frac{c_i}{2}} \]

and the supremum is taken over all \( A_i \leq G_i, i = 1, \ldots, m \), and \( A > 0 \) satisfying

(6.27) \[
\pi_0^Q \lambda_0 + \sum_{i=1}^{m_+} c_i \pi_i^* A_i \pi_i \geq Q_R + \sum_{j=m_+ + 1}^{m} (-c_j)T_j^* A_j T_j + A.
\]

Here we remark that, strictly speaking, we are using a variant of Theorem 2.2 which admits \( h_{m+1} \in \mathcal{T}(\infty) \). Such a result can be quickly obtained from Theorem 2.2 by a limiting argument, and this explains why the above matrix \( A \) is an arbitrary positive definite matrix. The non-degeneracy condition is not affected by this limiting argument, and we have already verified it above in (6.24) and (6.25).
Notice that $x_i = \pi_i(x_0, \ldots, x_{m+}) = B_i\Phi^{-1}(x_0, \ldots, x_{m+})$ from (6.23). Hence, by the change of variable $\Phi^{-1}(x_0, \ldots, x_{m+}) = y$, we see that
\[
\int_\mathbb{E} h_{m+1}(x_0, \ldots, x_{m+}) \, dx_0 \cdots dx_{m+} = \det \Phi \int_{\mathbb{R}^{m+}} e^{-\pi(y, B_i^* y_0, B_0 y)} e^{\pi(y, B_{m+1}^* y - B_{m+} y)} \prod_{i=1}^{m+} f_i(B_i y)^{c_i} \prod_{j=m+1}^{m} h_j(B_j y)^{c_j} \, dy.
\]
Hence, it follows from (6.26) that
\[
\int_{\mathbb{R}^{n}} e^{-\pi(x, Q x)} \prod_{i=1}^{m+} f_i(B_i y)^{c_i} \prod_{j=m+1}^{m} h_j(B_j y)^{c_j} \, dy 
\geq \text{FR}(\mathfrak{D})^{-1} \det \Phi^{-1} \prod_{i=1}^{m+} \left( \int_{\mathbb{R}^{m_i}} f_i \right)^{c_i} \prod_{j=m+1}^{m} \left( \int_{\mathbb{R}^{m_j}} h_j \right)^{c_j}.
\]
It remains to estimate \text{FR}(\mathfrak{D}). To this end, we note that (6.27) is equivalent to
\[
(\Phi^{-1})^* \left( Q + \sum_{i=1}^{m} c_i B_i^* A_i B_i \right) \Phi^{-1} \geq A
\]
and hence
\[
\det A \leq \frac{1}{(\det \Phi)^2} \det \left( Q + \sum_{i=1}^{m} c_i B_i^* A_i B_i \right).
\]
This shows that
\[
\text{FR}(\mathfrak{D}) \leq \frac{1}{\det \Phi} \sup_{i=1, \ldots, m} \det \left( Q + \sum_{i=1}^{m} c_i B_i^* A_i B_i \right) \prod_{i=1}^{m} \left( \det A_i \right)^{-\frac{c_i}{2}}
= \frac{1}{\det \Phi} \times \frac{1}{\Gamma}
\]
which concludes the proof of (6.22). \hfill \Box

**Theorem 2.1 \Rightarrow Theorem 2.2** We follow a limiting argument due to Wolff and presented in [39, Section 4]. First, let us show the following.

**Claim 6.3.** Suppose $\mathfrak{D} = (T, d, Q, G)$ is a generalized forward-reverse Brascamp–Lieb datum which is non-degenerate (notation from Section 2.2 will prevail). Consider the Brascamp–Lieb datum $(B, c, Q)$ defined by
\[
B := (\pi_1, \ldots, \pi_J, T_1, \ldots, T_J),
\]
\[
c := (d_1, \ldots, d_I, -d(1), \ldots, -d(J)),
\]
\[
Q := \pi_0^* Q_L \pi_0 - Q_R.
\]
If $f_i \in \mathcal{T}(G_i), h_j \in \mathcal{T}(G(j))$ and $\tilde{h} \in \mathcal{T}(\infty)$ satisfy
\[
e^{-\pi(x, Q \pi_0 x)} \prod_{i=1}^{I} f_i(\pi_i x)^{d_i} \leq e^{-\pi(x, Q_R x)} \prod_{j=1}^{J} h_j(T_j x)^{d(j)} \times \tilde{h}(x), \quad x \in E,
\]

(6.28)
then
\begin{equation}
I(\Omega) \prod_{i=1}^{I} \left( \int_{E_{i}} f_{i} \right) d_{i} \leq \prod_{j=1}^{J} \left( \int_{E_{(j)}} h_{j} \right) d_{(j)} \int_{E} \tilde{h},
\end{equation}
where
\begin{equation*}
I(\Omega) := \inf_{A_{i} \leq G_{i}} \inf_{A_{(j)} \leq G_{(j)}} \text{BL}(B, c_{t}, Q, ((A_{i})_{i=1}^{I}, (A_{(j)})_{j=1}^{J})).
\end{equation*}

\textbf{Proof of Claim 6.3} In order to apply Theorem 2.1, let us check the non-degenerate conditions (1.7) and (2.5). It is clear from the setup that $B_{+} = (\pi_{i})_{i=1}^{I}$ and thus the first condition in (2.7) implies $\text{ker } B_{+} \subseteq Q_{R}$. This means $Q x = \pi_{0}^{*} Q_{L} x$ whenever $x \in \text{ker } B_{+}$ which verifies the first condition in (1.7). Also, we note that $s^{+}(Q) \leq n_{0}$ and hence $s^{+}(Q) + \sum_{i=1}^{I} n_{i} \leq \dim E$; this ensures the remaining condition in (1.7). Finally, we observe that (2.5) is a direct consequence of the second condition in (2.7).

Now (6.28) clearly implies
\begin{equation*}
\int_{E} \tilde{h} \geq \int_{E} e^{-\pi(x,Q x)} \prod_{i=1}^{I} f_{i}(\pi_{i} x) d_{i} \prod_{j=1}^{J} h_{j}(T_{j} x)^{-d_{(j)}} dx
\end{equation*}
and an application of Theorem 2.1 with the datum $(B, c, Q, G)$ yields (6.29). \hfill \Box

Returning to the proof that Theorem 2.1 implies Theorem 2.2, we start by fixing a generalized forward-reverse Brascamp–Lieb datum $\Omega = (T, d, Q, G)$ which is non-degenerate. For each $t > 0$, we set
\begin{equation*}
d_{1,t} := 1 + td_{1}, \ldots, d_{I,t} := 1 + td_{I}, \quad d_{t}(1) := td(1), \ldots, d_{t}(J) := td(J)
\end{equation*}
and
\begin{equation*}
Q_{L,t} := tQ_{L}, \quad Q_{R,t} := tQ_{R},
\end{equation*}
and consider the family of forward-reverse Brascamp–Lieb data $\Omega_{t} = (T, d_{t}, Q_{t}, G)$. Since the original data $\Omega$ is non-degenerate, it is easy to verify that $\Omega_{t}$ is non-degenerate for each $t > 0$.

Now fix $f_{i} \in \mathcal{T}(G_{i}), h_{j} \in \mathcal{T}(G_{(j)})$ satisfying (2.24) and set
\begin{equation*}
\tilde{h}_{t}(x) := e^{-\pi_{0} x, Q_{L,t}, \pi_{0} x} \prod_{i=1}^{I} f_{i}(\pi_{i} x) d_{i,t} e^{\pi(x,Q_{R,t} x)} \prod_{j=1}^{J} h_{j}(T_{j} x)^{-d_{t}(j)} (x \in E).
\end{equation*}
By Claim 6.3
\begin{equation*}
I(\Omega_{t}) \prod_{i=1}^{I} \left( \int_{E_{i}} f_{i} \right) d_{i,t} \leq \prod_{j=1}^{J} \left( \int_{E_{(j)}} h_{j} \right) d_{t}(j) \int_{E} \tilde{h}_{t},
\end{equation*}
where
\begin{equation*}
I(\Omega_{t}) := \inf_{A_{i} \leq G_{i}} \inf_{A_{(j)} \leq G_{(j)}} \text{BL}(B, c_{t}, Q_{t}; ((A_{i})_{i=1}^{I}, (A_{(j)})_{j=1}^{J})).
\end{equation*}
Here, $B$ is exactly as in Claim 6.3 and
\begin{equation*}
c_{t} := (d_{t}(1), (d_{t}(j))_{j=1}^{J}), \quad Q_{t} := \pi_{0}^{*} Q_{L,t} \pi_{0} - Q_{R,t}.
\end{equation*}
Notice that (2.9) and the definition of the exponents \(d_{i,t}, d_{t}(j)\) yield

\[
\tilde{h}_t(x) = \prod_{i=1}^{I} f_i(x_i) \left( e^{-\pi \langle x_0, Q_L x_0 \rangle} \prod_{i=1}^{I} f_i(x_i) e^{\pi \langle x, Q_R x \rangle} \prod_{j=1}^{J} h_j(T_j x)^{-d(j)} \right)^t
\]

\[
\leq \prod_{i=1}^{I} f_i(x_i)
\]

and hence

\[
I(\mathcal{Q}_t) \prod_{i=1}^{I} \left( \int_{E_i} f_i \right)^{d_{i,t}} \leq \prod_{j=1}^{J} \left( \int_{E(j)} h_j \right)^{d_{t}(j)} \prod_{i=1}^{I} \int_{E_i} f_i.
\]

After rearranging terms and taking a limit, we obtain

\[
\prod_{i=1}^{I} \left( \int_{E_i} f_i \right)^{d_i} \leq \lim_{t \to \infty} \inf \left( I(\mathcal{Q}_t) \right)^{-\frac{1}{t}} \prod_{j=1}^{J} \left( \int_{E(j)} h_j \right)^{d_{t}(j)}
\]

and so it suffices to check

\[
\lim_{t \to \infty} \inf I(\mathcal{Q}_t)^{-\frac{1}{t}} \leq FR(\mathcal{Q}).
\]

To investigate \(I(\mathcal{Q}_t)^{-\frac{1}{t}}\), we compute

\[
\int_E e^{-\pi \langle x, Q \rangle} \prod_{i=1}^{I} \gamma_{A_i}(x_i)^{d_{i,t}} \prod_{j=1}^{J} \gamma_{A(j)}(T_j x)^{-d_{t}(j)} dx
\]

\[
= \int_E \exp \left( -\pi \langle x, (\pi_0^* Q_L \pi_0 + \sum_{i=1}^{I} d_i \pi_i^* A_i \pi_i - Q_R - \sum_{j=1}^{J} T_j^* A(j) T_j) x \rangle \right) dx
\]

\[
= \det \left( t \pi_0^* Q_L \pi_0 + \sum_{i=1}^{I} (1 + td_i) \pi_i^* A_i \pi_i - t Q_R - \sum_{j=1}^{J} T_j^* A(j) T_j \right)^{-\frac{1}{2}}
\]

if \(A_i, A(j)\) satisfy

\[
t \pi_0^* Q_L \pi_0 + \sum_{i=1}^{I} (1 + td_i) \pi_i^* A_i \pi_i - t Q_R - \sum_{j=1}^{J} t d(j) T_j^* A(j) T_j > 0,
\]

otherwise the integral coincides with \(+\infty\). Moreover, since we take \(t \to \infty\), we may restrict attention to \(A_i, A(j)\) satisfying

\[
\pi_0^* Q_L \pi_0 + \sum_{i=1}^{I} d_i \pi_i^* A_i \pi_i - Q_R - \sum_{j=1}^{J} d(j) T_j^* A(j) T_j \geq 0,
\]
which coincides with condition (2.8). With this in mind, and from the lower bound
\[ BL(B, c_i, Q_i; (A_j)^{i=1}_{j=1}, (A(j))^{j=1}_{j=1}) \]
\[
= I(E, e^{-\pi(x, Q(x))} \prod_{i=1}^I \gamma_{A_i}(x_i)^{d_i, i} \prod_{j=1}^J \gamma_{A(j)}(T_j x)^{-d_j(j)} dx \prod_{j=1}^J \left( \int_{E(j)} \gamma_{A(j)} \right)^{-d_j(j)}) \]
\[
\geq \det \left( t \pi_0 Q_L \pi_0 + \sum_{i=1}^I (1 + t d_i) \pi_i^A A_i \pi_i \right)^{-\frac{1}{2}} \prod_{i=1}^I \left( \det A_i \right)^{-\frac{1}{2}} \prod_{j=1}^J \left( \det A(j) \right)^{-\frac{1}{2}} \]
\[
= \left( t^{n_0} \det Q_L \prod_{i=1}^I (1 + t d_i) \pi_i^A A_i \pi_i \prod_{j=1}^J \left( \det A(j) \right)^{-\frac{1}{2}} \right)^{-\frac{1}{2}} \]
we see that
\[
\liminf_{t \to \infty} I(D_t)^{-\frac{1}{2}} \leq \liminf_{t \to \infty} \left( t^{n_0} \det Q_L \prod_{i=1}^I (1 + t d_i) \pi_i^A A_i \pi_i \prod_{j=1}^J \left( \det A(j) \right)^{-\frac{1}{2}} \right)^{-\frac{1}{2}} \]
which concludes the proof. \[ \square \]
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