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1 Introduction

Let $Q$ be a $d$-dimensional manifold (the space) endowed with the (all possibly time dependent) positive definite metric $a_t$, 1-form field $b_t$ and potential function $V(t,q)$ (all $C^r$, $r \geq 2$). On the classical spacetime $E = T \times Q$, $T$ connected interval of the real line, let $t$ be the time coordinate and let $e_0 = (t_0,q_0)$ and $e_1 = (t_1,q_1)$ be events, the latter in the future of the former i.e. $t_1 > t_0$.

Consider the classical mechanics action functional

$$S_{e_0,e_1}[q] = \int_{t_0}^{t_1} \left[ \frac{1}{2} a_t(\dot{q},\dot{q}) + b_t(\dot{q}) - V(t,q) \right] dt,$$

(1)

on the space $C^1_{e_0,e_1}$ of $C^1$ curves $q : [t_0,t_1] \to Q$ with fixed endpoints $q(t_0) = q_0$, $q(t_1) = q_1$. The $C^1$ stationary points are smoother than the Lagrangian (namely $C^{r+1}$, see [49, Theor. 1.2.4]), and by the Hamilton’s principle, they solve the Euler-Lagrange equation (see Eq. (31)) coming from the Lagrangian

$$L(t,q,v) = \frac{1}{2} a_t(v,v) + b_t(v) - V(t,q).$$

(2)

Historically this has proved to be one of the most important variational problems because the mechanical systems of particles subject to (possibly time dependent) holonomic constraints move according to Hamilton’s principle with a Lagrangian given by (2) (see [39]).

Brinkmann [10] (see also [27, 80, 90]) considered the most general $(d+1)+1$-spacetime $(M,g)$ admitting a covariantly constant lightlike vector field $n$. He proved that it is locally isometric to the spacetime $M := T \times Q \times \mathbb{R}$ with coordinates $(t,q,y)$, metric

$$g = a_t - dt \otimes (dy-b_t) - (dy-b_t) \otimes dt - 2V dt^2,$$

(3)

and time orientation given by the global timelike vector $W = -[V - \frac{1}{2}\partial_y + \partial_t$, $g(W,W) = -1$. The covariantly constant future directed lightlike vector is $n = \partial_y$. Indeed, $n$ is covariantly constant because, as the metric does not depend on $y$ the vector $n$ is Killing, that is $n_{\mu\nu} + n_{\nu\mu} = 0$, and since $dg(\cdot,n) = d(-dt) = 0$ we have $n_{\mu\nu} - n_{\nu\mu} = 0$.

Spacetimes of the form $T \times Q \times \mathbb{R}$, endowed with the metric (3), and generically denoted in the following as $(M,g)$, will be referred as generalized gravitational waves, Eisenhart’s spacetime or Brinkmann’s spacetimes. It is understood that these spacetimes don’t need to solve the Einstein equations nor the manifold needs to be four dimensional. This is just a terminology which recalls that gravitational wave solutions of the Einstein equations are special cases of the spacetimes considered here.
In the expression of the spacetime metric $a_t$, $b_t$ and $V$ are time dependent tensor fields of the same nature of the ingredients used to define the Lagrangian \cite{2}. Indeed, Eisenhart \cite{26} proved that the spacelike geodesics project to the stationary points of the associated classical Lagrangian problem. Similar connections were rediscovered from a different perspective by authors working on Newton-Cartan theory and on the Bargmann structures \cite{53,20,21}. In \cite{61} I proved that analogous results hold in the timelike and lightlike case. The lightlike case is the most convenient as it allows us to use methods from causality theory to attack problems of classical Lagrangian systems, and, conversely, one could use results on classical Lagrangian problems to infer the causal properties of the spacetimes of Brinkmann type. In \cite{61} I suggested that a dictionary could be built between the mathematics of Lagrangian mechanical systems, and the causality of generalized gravitational wave spacetimes. This work is meant to give a significative step in this direction.

As we just mentioned Brinkmann and other authors proved that every spacetime admitting a parallel null vector $n$ is locally isometric to a generalized gravitational wave. This result can be globally extended under the assumption that $(M,g)$ is a principal $(\mathbb{R},+)$ bundle, $\pi : M \to E$, the group action being given by the flow $\varphi_s$ generated by $n$, see \cite{61}. If $M$ is strongly causal the existence of such quotient manifold and smooth projection can be easily deduced from standard results from manifold theory \cite[Theor. 9.16]{54}.

The proof of the global isometry \cite{61}, obtained through the detailed construction of the coordinate system $(t,q,y)$, gives a lot of insight into the invariant properties of the mechanical system whose Lagrangian is given by Eq. \cite{11}. In particular the space $Q$ is constructed as the quotient of a complete vector field $v : E \to TE$ with the property $\,\text{d}t[v] = 1$ (a Newtonian flow or frame). To change the flow means to change the “body frame” with respect to which the natural motion described by the Lagrangian is observed. Such changes imply corresponding changes in the Lagrangian itself but not in the dynamics (Sect. 3.2). For simplicity, we shall assume that a choice of Newtonian flow has been made, and hence that the space $Q$ has been defined from the start.

With respect to other works in gravitational waves, e.g. \cite{23,24,25,32,33}, here we do not assume neither $\partial_t a_t = 0$ nor $b_t = 0$. Nevertheless, when it comes to consider the time independent case it is often natural to add the condition $b_t = 0$. Indeed, for a mechanical system subject to time independent constraints one has $b_t = 0$ (see \cite{39}).

There seems to be some confusion in the literature concerning the possible simplifications of the metric. Indeed, some simplifications might hold locally while failing globally. This is the case with the condition $b_t = 0$ as well as with the issue of rewriting the metric in Rosen coordinates, an interesting problem to which we shall later return (Sect. 3.3).

The Eisenhart metric takes its simplest and most symmetric form in the case of a free particle in Euclidean space: $Q = \mathbb{R}^d$, $a_{t,bc} = \delta_{bc}$, $b_c = 0$, for $a,b,c = 1 \ldots d$, and $V = \text{const}$. Remarkably, in this case the Eisenhart metric becomes the Minkowski metric.

The spacetimes admitting a covariantly constant null vector are important
because on the one hand they include the gravitational plane waves as the most physically interesting subfamily, and because, on the other hand, they provide exact classical backgrounds for string theory (vanishing of $\alpha'$ corrections). Thus, after some pioneering works [75, 22, 23], more recently the study of the causal aspects of these spacetimes has received considerable attention [45, 46, 32, 33]. The determination of the causal behavior of the spacetime is indeed important in order to determine the boundary of the spacetime, the knowledge of the boundary being fundamental for the study of some theoretical physics applications (AdS/CFT correspondence).

Among the questions that can be raised on the causal behavior of a spacetime, that as to whether the distinction property is satisfied is particularly important. Indeed, if distinction does not hold then the Geroch, Kronheimer and Penrose boundary construction cannot be applied. This problem will be reduced to the verification of a lower semi-continuity property for the mechanical least action [61] (Hamilton’s principal function) $S : \mathbb{E} \times \mathbb{E} \rightarrow [-\infty, +\infty]$ given by

$$S(\epsilon_0, \epsilon_1) = \inf_{q \in C_{t_0}^{t_1}} S_{\epsilon_0, \epsilon_1}[q], \quad \text{for} \ t_0 < t_1,$$

$$S(\epsilon_0, \epsilon_1) = 0, \quad \text{for} \ t_0 = t_1 \text{ and } q_0 = q_1,$$

$$S(\epsilon_0, \epsilon_1) = +\infty, \quad \text{elsewhere}.$$

Actually, we shall establish a formula (Eq. (21)) which connects the function $S$ with the Lorentzian distance of the spacetime. This result will provide the most clear evidence of the useful interplay between classical Lagrangian problems and spacetimes of Brinkmann type. More importantly, since most of the causality properties of a spacetime can be expressed in terms of the Lorentzian distance (see [4] and [62]) this result will suggest to reformulate them as condition on the least action $S$ alone, and then to infer those properties from the behavior of the metric coefficients $a_t, b_t, V$.

We refer the reader to [72] for most of the conventions used in this work. In particular, by $(C^k)$ spacetime we mean a connected, paracompact, Hausdorff, time-oriented Lorentzian $(C^k)$ manifold without boundary of arbitrary dimension $n \geq 2$ and signature $(-, +, \ldots, +)$. A tensor field over a manifold is smooth if its degree of differentiability is maximum compatibly with the degree of differentiability of the manifold. Thus, if the manifold is $C^k$, by smooth vector field we mean a $C^{k-1}$ vector field, namely one for which its components with respect to a coordinate basis are $C^{k-1}$. In this respect, the generalized gravitational wave spacetime $(M, g)$, which has been introduced in this section, is $C^{r+1}$ where the fields $a_t, b_t, V$, entering the spacetime metric and the Lagrangian are $C^r$. Thus the spacetime metric and the Lagrangian have the same degree of differentiability. Since we assume that $r \geq 2$ we can safely speak of Levi-Civita connection, and Riemann tensor.

The subset symbol $\subset$ is reflexive, thus $X \subset X$. The boundary of a subset $A$ of a topological space is denoted $\bar{A}$ or $\partial A$. Given two events, $x, y \in M$, with $x < y$ we mean that there is a future directed causal curve joining $x$ and $y$. 
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and we write \( x \leq y \) (also denoted \((x, y) \in J^+\)) if \( x < y \) or \( x = y \). If there is a timelike curve joining the events \( x \) and \( y \) we write \( x \ll y \) or \((x, y) \in I^+\). The horismos relation is the difference \( E^+ = J^+ \setminus I^+ \), and as it is well known \[80\], \((x, y) \in E^+\) if and only if there is an achronal lightlike geodesic connecting \( x \) to \( y \). As a matter of convention, the timelike, causal, or lightlike vectors are always non-zero vectors, and the curves of the corresponding causal types are always future oriented and regular. Lines are inextendible curves which maximize the Lorentzian distance between any pair of their points. Rays are defined analogously but are only required to be past or future inextendible.

### 1.1 Some relevant semi-time functions

On a spacetime a semi-time function, according to the terminology introduced by Seifert \[80\], is a function \( f : M \rightarrow \mathbb{R} \) that increases over every timelike curve \( x \ll y \Rightarrow f(x) < f(y) \). By continuity (i.e. by \( J^+ \subset \overline{I^+} \)), every semi-time function is non-decreasing over every causal curve, that is \( x \leq y \Rightarrow t(x) \leq t(y) \).

An important property of the spacetime \((M, g)\) is the presence of the semi-time function \( t : M \rightarrow \mathbb{R} \). If \( \gamma \) is a causal curve then \( dt(\gamma') = -g(n, \gamma') \geq 0 \) where the equality holds iff \( \gamma' \propto n \). In particular, since the integral lines of \( n \) are diffeomorphic to \( \mathbb{R} \) the spacetime is causal. It is often useful to regard the spacetime \( M \) as a principal bundle \( \pi : M \rightarrow E \) over the group \((\mathbb{R}, +)\) giving the translations generated by the parallel vector \( n \).

The hypersurfaces \( t = \text{const.} \), denoted \( \mathcal{N}_t \), are lightlike as \( dt[n] = -g(n, n) = 0 \), and totally geodesic. Indeed, if \( \eta \) is a geodesic with starting point in \( \mathcal{N}_t \) and there tangent to that hypersurface we have \( dt[\eta'] = -g(n, \eta') = \text{const} \), as \( n \) is covariantly constant. However, at the starting point \( g(n, \eta') = 0 \), thus \( t \) is constant over \( \eta \).

Under some additional conditions we can find other interesting semi-time functions. We recall that a time function is a continuous function which increases over every causal curve, that is \( x < y \Rightarrow t(x) < t(y) \). It is well known that a spacetime is stably causal if and only if it admits a time function \[6, 70\].

**Proposition 1.1.** Let \( B = \sup_E [V + \frac{1}{2}a_i^{-1}(b_i, b_i)] \) and suppose that \( B < +\infty \), then \( y + Bt \) is a semi-time function. Furthermore, if \( B' > B \) then \( y + B't \) is a time function. Thus, if \( B < +\infty \) then \((M, g)\) is stably causal.

**Proof.** Let \( \gamma : I \rightarrow M, \lambda \mapsto \gamma(\lambda) \), be a causal curve. If \( \gamma' \propto n \) at the considered event then clearly both functions have positive derivative at the event. Otherwise \( \gamma \) can be parametrized with respect to \( t \) in a neighborhood of the event and the casualty condition reads

\[
0 \leq -g(\dot{\gamma}, \dot{\gamma}) = 2[\dot{x} - L(t, q(t), \dot{q}(t))],
\]

which becomes

\[
\dot{y} \geq L(t, q(t), \dot{q}(t)) \geq -[V + \frac{1}{2}a_i^{-1}(b_i, b_i)] \geq -B,
\]

from which we get easily the desired conclusion. \( \square \)
1.2 Legendre transform as the musical isomorphism on the light cone

Let \( \pi_T : E \to T \) be the projection on the first factor of \( E = T \times Q \). Every (local) section \( \sigma : T \to E \) represent a motion on the classical spacetime \( E \). Its tangent vector has the form \( w = \frac{\partial}{\partial t} + \dot{q} \) where \( \dot{q} \in TQ \) is expressed in local coordinates as \( \dot{q}_k \partial/\partial q^k \). This example suggests to look in detail to tangent vectors \( w \in TE \) satisfying \( dt[w] = 1 \) as they can be written as \( w = \frac{\partial}{\partial t} + v \)

with \( v \in TQ \). In [61] I suggested to represent these vectors through their light lift on \( M \). In other words, if \( e = (t, q) \), \( w \in TE_e \), \( dt[w] = 1 \), \( y \in \mathbb{R} \), then there is one and only one tangent vector \( w^L \in TM(e, y) \) which is lightlike and such that \( \pi_*(w^L) = w \). This vector can be easily found by writing it as \( w^L = \frac{\partial}{\partial t} + v + \alpha n \), \( n = \partial_y \), and by fixing \( \alpha \) through the condition \( g(w^L, w^L) = 0 \). The result is

\[
(5) \quad w^L = \frac{\partial}{\partial t} + v + L(t, q, v) n.
\]

Let us now consider a slice \( N_t \subset M \) where the semi-time function \( t \) is constant. This slice can be regarded as a fiber bundle \( \pi : N_t \to Q_t, Q_t = \{ t \} \times Q \), with structure group \( (\mathbb{R}, +) \) generated by the action of the Killing field \( n \). A (abelian) connection \( \omega_t \) on \( N_t \) is a 1-form field satisfying the properties \( L_n \omega_t = 0 \), \( \omega_t(n) = 1 \) (see [50]), and it can be written \( \omega_t = dy - p_t \) where \( p_t \) is a 1-form field over \( Q_t \) (the minus potential).

This example suggests to consider at \( (t, q, y) \in N_t \), 1-forms of the form

\[
\omega = dy - p
\]

with \( p \in T^*Q_y \), that is, those 1-forms that satisfy \( \omega(n) = 1 \). As done above we represent them through the only 1-form on \( M \) which restrict to \( \omega \) on \( N_t \) and which is lightlike accordingly to the contravariant metric

\[
g^{-1} = a_t^{-1} - [\frac{\partial}{\partial t} - a_t^{-1}(\cdot, b_t)] \otimes \frac{\partial}{\partial y} - \frac{\partial}{\partial y} \otimes [\frac{\partial}{\partial t} - a_t^{-1}(\cdot, b_t)] + [2V + a_t^{-1}(b_t, b_t)](\frac{\partial}{\partial y})^2.
\]

(6)

This unique lightlike 1-form is

\[
(7) \quad \omega^L = dy - p + H(t, q, p) dt,
\]

where

\[
(8) \quad H(t, q, p) = \frac{1}{2} a_t^{-1}(p - b_t, p - b_t) + V(t, q),
\]

as it can be easily proved writing \( \omega^L = \omega + \alpha dt \) and by fixing \( \alpha \) through the condition \( g^{-1}(\omega^L, \omega^L) = 0 \). Clearly, \( H(t, q, p) \) is the Legendre transform of \( L(t, q, v) \), namely the Hamiltonian of the mechanical system on the base.
Remark 1.2. If we weaken the condition of being lightlike to that of being causal then we find
\[ \omega^C = dy - p + Fdt, \]
and the causality condition reads \( H(t, q, p) \leq F. \)

Given a lightlike vector \( w^L \) one can obtain a lightlike 1-form by using the musical isomorphism between \( TM \) and \( T^*M \) provided by the spacetime metric:
\[ (w^L)^\flat = g(\cdot, w^L). \]
Conversely, given a lightlike 1-form \( \omega^L \) we can obtain a corresponding lightlike vector again through the musical isomorphism
\[ (\omega^L)^\sharp = g^{-1}(\cdot, \omega^L). \]
It is now easy to check that
\[ -\left( \frac{\partial}{\partial t} + v + L(t, q, v) n \right)^\sharp = dy - p + H(t, q, p) dt \quad \text{where} \quad p = \frac{\partial L}{\partial v} = a_t v + b, \]
\[ -\left( dy - p + H(t, q, p) dt \right)^\sharp = \frac{\partial}{\partial t} + v + L(t, q, v) n \quad \text{where} \quad v = \frac{\partial H}{\partial p} = a_t^{-1} (p - b). \]

The previous results can be summarized as follows

**Theorem 1.3.** To every vector \( w \in TE \), \( dt[w] = 1 \), corresponds one and only one lightlike vector \( w^L \in TM \), \( x \in \pi^{-1}(e) \), such that \( \pi^*(w^L) = v \). This vector is future directed and given by Eq. (3).

To every 1-form \( \omega \in T^*N_t \), \( \omega(n) = 1 \), where \( N_t \) is a slice of constant time \( t \), there corresponds one and only one lightlike 1-form \( \omega^L \in T^*M \) such that the pullback of \( \omega^L \) to \( N_t \) under the inclusion \( N_t \hookrightarrow M \), coincides with \( \omega \) (i.e. \( \omega^L(V) = \omega(V) \) on every vector \( V \) tangent to \( N_t \)). This 1-form is given by Eq. (4).

The (minus) musical isomorphism restricted to the light cone, namely to lightlike vectors and lightlike 1-forms, acts a Legendre transformation for the components.

This result clarifies that the Lagrangian or the Hamiltonian point of views are essentially the same. In the former one works preferably on the spacetime tangent bundle, and in particular with the vectors tangent to the light cone, while in the latter one works preferably in the spacetime cotangent bundle, and in particular with the planes tangent to the light cone.

1.2.1 The Young-Fenchel inequality

The Young-Fenchel inequality has a simple spacetime interpretation. Given two future directed lightlike vectors \( v, w \), the scalar product satisfies \( g(v, w) \leq 0 \) with equality if and only if \( v \) and \( w \) are proportional (this statement can be easily proved in local Minkowski coordinates). Taking any lightlike vector of the form \( w^L \) and any 1-form of type \( \omega^L \) we have \( \omega^L(w^L) = g(\omega^L)^\sharp, w^L) = -g(-\omega^L)^\sharp, w^L) \geq 0 \), because \( -\omega^L)^\sharp \) is future directed. Taking into account the expressions for \( \omega^L \) and \( w^L \), the inequality reads
\[ L(t, q, v) + H(t, q, p) - p(v) \geq 0, \]
where the equality holds if and only if \( v^L \propto -(\omega^L)^\sharp \), which implies \( v^L = -(\omega^L)^\sharp \) that is \( v = \partial H/\partial p \).
1.2.2 The velocity potential

Through the musical isomorphism on the light cone (Legendre transform) we can pass from a section $p : Q \rightarrow T^*Q$ to a section $v : Q \rightarrow TQ$ and conversely. The 1-form fields which are exact $p(q) = df$, where $d$ is the exterior differentiation on $Q$, will have special relevance in connection with the Hamilton-Jacobi equation. In this case the velocity field will take the form

$$v = a_t^{-1}(df - b_t) = a_t^{-1}(D^t f - b_t)$$

where $D^t$ is the Levi-Civita covariant derivation compatible with $a_t$. We shall say that $f$ is the velocity potential for the field of velocities and we shall say that in this case the velocity field is vortex free at large. If $p(q)$ is only closed then we shall say that $v(q)$ is vortex free. Of course, if $Q$ is simply connected then any vortex free field of velocities is vortex free at large.

We shall prove that the solution to the Hamilton-Jacobi equation has indeed the physical meaning of a velocity potential, and that passing to the frame determined by the velocity field $v(q)$ we can remove completely the $b_t$ term from the Lagrangian (Theor. 3.13).

Locally, the condition of being vortex free is preserved in time. Indeed, more generally, the circulation $\int_\alpha p$ where $\alpha$ is a closed curve on $Q$ is preserved following the E.-L. solutions with initial condition given by the velocity field $v(q)$ defined on the image of $\alpha$. Indeed, this circulation invariant is known under the name of invariant integral of Poincaré-Cartan [1]. It must be observed that the solutions to the E.-L. equation with initial condition $v(q)$ might develop caustics. Thus, if $v$ is defined on the whole $Q_{t_0}$, even if the map $Q_{t_0} \rightarrow Q_t$ induced by the E.-L. flow were surjective, it could be non-injective. As a result a closed curve $\alpha(t)$ on $Q_t$ might be the image of an open curve on $Q_{t_0}$. As a consequence, even though the initial condition had vanishing circulation over every closed path, after some time this property might not hold anymore. This failure, and the subsequent fact that the velocity potential does not exist for all times, will be reflected by the generic impossibility of finding a $C^1$ solution to the Hamilton-Jacobi equation defined on the whole time axis.

1.3 The light lift and the action functional

A basic idea that I shall use is that of light lift [60, 71, 61]. It has been introduced in [60] for the case of spacelike dimensional reduction (which leads to the relativistic Lorentz force equation) and since then it has been used to solve problems of existence and multiplicity for stationary points of the charged particle action [71, 36]. It has been introduced in the lightlike dimensional reduction context of this work in [61] and then taken up again in [54].

In short, given a $C^1$ curve on the quotient manifold generated by the Killing vector, the classical spacetime $E$ in our case, one seeks the (unique in the present lightlike dimensional reduction case) $C^1$ lightlike curve (the light lift) that projects on it (Fig. 1).
Now, it happens that the extra-coordinate along the light lift is proportional to the action as calculated on the base curve, a fact which allows us to relate the stationary points of the geodesic functional on the full spacetime with the stationary points of the action on the base by means of a lightlike version of the more common timelike Fermat’s principle [51, 78]. The reader is referred to [61] for the proof of these results in the lightlike dimensional reduction case.

Lemma 1.4. Let $q : [t_0, t_1] \to Q$ be a $C^1$ curve of endpoints $q_0$ and $q_1$ and let $e(t) = (t, q(t))$, be the corresponding $C^1$ curve on $E$ then the curve

$$x(t) = (t, q(t), y_0 + S_{e_0, e(t)}[q_{[t_0, t]}])$$

(10)

gives the unique lightlike curve (the light lift) which projects on $e(t)$ and starts from $x_0 = (t_0, q_0, y_0)$. Conversely, every $C^1$ lightlike curve with tangent vector nowhere proportional to $n$ is the light lift of its ($C^1$) projection on the base $E$.

Note that, as claimed, the extra-coordinate of the light lift is related to the classical action functional. The origin of this result can be easily grasped by noting that any causal curve $\gamma$ which can be parametrized by $t$ satisfies (see Eq. (3))

$$-g(\dot{\gamma}, \dot{\gamma}) = 2[\dot{y} - L(t, q(t), \dot{q}(t))].$$

(11)

I recall a result obtained in [61] (see also Prop. 5.1). The correspondence holds also for minimizing curves (see corollary 2.8).

Theorem 1.5. Every lightlike geodesic of $(M, g)$ not coincident with a flow line of $n = \partial_y$, admits as affine parameter the function $t$, and for any such curve $x(t) = (t, q(t), y(t))$, the function $q(t)$ is a $C^{r+1}$ stationary point of functional
Analogous past versions hold.

(1) on $C^1_{e_0,e_1}$ for any pair $e_0,e_1$, $t_0 < t_1$, on the projection $e(t) = (t,q(t))$, and $x(t)$ is the light lift of $e(t)$, that is

$$y(t) = y_0 + S_{e_0,c(t)}[q||t_0,t||].$$

Conversely, given a stationary point $q(t)$ of functional (1) on $C^1_{e_0,e_1}$, the light lift $x(t) = (t,q(t),y_0+S_{e_0,c(t)}[q||t_0,t||])$ is an affinely parametrized lightlike geodesic of $(M,g)$ necessarily not coincident with a flow line of $n$.

In mathematical relativity a causal curve $\gamma : (a,b) \rightarrow M$ is future extendible if it admits a future endpoint $p$, namely $\lim_{s \rightarrow b} \gamma(s) = p$. We have therefore a notion of inextendibility for causal curves [43]. Fortunately, for causal geodesics the concept of geodesic inextendibility (that is maximality) coincides with that of inextendibility for causal curves [63, Lemma 8, Chap. 5].

An immediate consequence of the previous theorem is that the projection of a maximal (i.e. inextendible, in relativists’ terminology) lightlike geodesic not coincident with an integral line of $n$ is a maximal solution to the E.-L. equations, and conversely, the light lift of a maximal solution to the E.-L. equations is an inextendible lightlike geodesic not coincident with an integral line of $n$.

2 Relationship between Lorentzian distance and least action

As a first step we are going to study the causal relations on $(M,g)$. As we shall see the function $S$ will play a key role. It is convenient to introduce suitable causal relations on $E$, although $E$ is not a Lorentzian manifold. Let us define

$$I^+(e) = \{(t(e),+\infty) \times Q\},$$

$$J^+(e) = \{e\} \cup I^+(e),$$

$$E^+(e) = \{e\}.$$  \hspace{1cm} (12), (13), (14)

Thus $e_1 \in I^+(e_0)$ iff $t_1 > t_0$, $e_1 \in J^+(e_0)$ iff $t_1 > t_0$ or $e_1 = e_0$, and $e_1 \in E^+(e_0)$ iff $e_1 = e_0$. Observe that $I^+(e)$ is open while $J^+(e)$ is not closed.

Let us denote with $r_x$, the image of the future directed lightlike ray starting from $x \in M$ generated by the lightlike vector field $n$.

We have (see also [34, Prop. 4.3])

Lemma 2.1. For every $x_0 = (e_0,y_0) \in M$,

$$I^+(x_0) = \{x_1 : y_1 - y_0 > S(e_0,e_1) \text{ and } e_1 \in I^+(e_0)\},$$

$$J^+(x_0) \subset \{x_1 : y_1 - y_0 \geq S(e_0,e_1)\},$$

$$E^+(x_0) \subset r_{x_0} \cup \{x_1 : y_1 - y_0 = S(e_0,e_1)\}.$$  \hspace{1cm} (15), (16), (17)

Analogous past versions hold.

In [61] I required the stationary point to be $C^2$ but this condition can be removed since any $C^1$ stationary point is actually $C^{r+1}$ since both $L$ and $\partial_s L$ are $C^r$ [49, theorem 1.2.4].
Remark 2.2. Note that in Eq. (10) the set on the right-hand side is the same of \{x_1: y_1 - y_0 \geq S(e_0, e_1) \} because \( y_1 - y_0 \) is finite while for \( e_1 \notin J^+(e_0), S(e_0, e_1) = +\infty \).

Proof. If \( x_1 = (e_1, y_1) \in I^+(x_0) \) let \( x(t) \) be a \( C^1 \) timelike curve connecting \( x_0 \) to \( x_1 \). The function \( t \) can be taken as parameter because \( t \) is increasing over timelike curves, in particular \( t_1 > t_0 \) i.e. \( e_1 \in I^+(e_0) \). Thus \( x(t) = (t, q(t), y(t)) \), where \( e(t) = (t, q(t)) \) is the projected curve on \( E \). The condition of being timelike reads, see Eq. (11), \( \dot{y} > L \) from which it follows \( y_1 - y_0 > S_{e_0, e_1}[q] \geq S(e_0, e_1) \). Conversely, assume \( x_1 \) is such that \( y_1 - y_0 > S(e_0, e_1) \) and \( t_1 > t_0 \). Let \( e(t) = (t, q(t)) \) be any \( C^1 \) curve connecting \( e_0 \) and \( e_1 \) such that \( y_1 - y_0 > S_{e_0, e_1}[q] \geq S(e_0, e_1) \). Its light lift \( x(t) = (t, q(t), y_0 + S_{e_0, e_1}[q][t_0, t]) \) is a \( C^1 \) lightlike curve which connects \( x_0 \) to \((e_1, y_0 + S_{e_0, e_1}[q])\). Note that this point is in the same fiber of \( x_1 \) but in the past of it because \( y_1 > y_0 + S_{e_0, e_1}[q] \), thus composing the curve \( x(t) \) with a segment of the fiber one gets a causal curve joining \( x_0 \) to \( x_1 \) which is not a lightlike geodesic (otherwise it would be \( t_0 = t_1 \) thus \( x_1 \gg x_0 \).

If \( x_1 = (e_1, y_1) \in J^+(x_0) \) let \( x(t) \) be a \( C^1 \) causal curve \( \gamma \) connecting \( x_0 \) to \( x_1 \). If it is not a lightlike geodesic then \( x_1 \in I^+(x_0) \) and hence \( x_1 \) belong to the right-hand side of Eq. (15) which is included in the right-hand side of (16). If it is a lightlike geodesic then \( g(\gamma', n) = const. \leq 0 \). If this constant is zero then \( \gamma \) is necessarily a segment of the fiber starting from \( x_0 \). The whole ray starting from \( x_0 \) is included in the right-hand side of (16). If it is different from zero then \( dt[\gamma'] = -g(\gamma', n) > 0 \) thus \( t \) is an affine parameter. Let \( x(t) = (t, q(t), y(t)) \) be the curve \( \gamma \) parametrized with respect to \( t \). The condition of being causal reads, see Eq. (11), \( \dot{y} \geq L \) from which it follows \( y_1 - y_0 \geq S_{e_0, e_1}[q] \geq S(e_0, e_1) \). The last inclusion for \( E^+(x_0) = J^+(x_0)\backslash I^+(x_0) \) follows from the former equations. \( \square \)

2.1 Relationship between the l.s.c. of the action and the u.s.c. of the Lorentzian length

The relationship between the Lorentzian length functional \( l \) and the action functional \( S \) is given by the following maximization result

Theorem 2.3. Let \( x_1 \in J^+(x_0) \) and \( t_0 < t_1 \), thus in particular, \( y_1 - y_0 \geq S(e_0, e_1) \). Let \( e(t) = (t, q(t)) \) be a \( C^1 \) curve which is the projection of some \( C^1 \) causal curve connecting \( x_0 \) to \( x_1 \), then \( y_1 - y_0 \geq S_{e_0, e_1}[q] \). Among all the \( C^1 \) causal curves \( x(t) = (t, q(t), y(t)) \), connecting \( x_0 \) to \( x_1 \), which project on \( e(t) \), the causal curve \( \gamma(t) = (t, q(t), y(t)) \) with

\[
y(t) = y_0 + S_{e_0, e_1}[q][t_0, t] + \frac{t - t_0}{t_1 - t_0} (y_1 - y_0 - S_{e_0, e_1}[q])
\]

is the one and the only one that maximizes the Lorentzian length. The maximum is

\[
l(\gamma) = \{2(y_1 - y_0 - S_{e_0, e_1}[q])(t_1 - t_0)\}^{1/2}.
\]
Remark 2.4. Thus in particular Eq. (18) can be rewritten in the equivalent form

\[ y(t) = y_0 + S_{c_0, e(t)}[g] + \frac{l(\gamma)^2}{2(t - t_0)^2}(t - t_0). \]  

(20)

Proof. Let \( \eta(t) = (t, q(t), w(t)) \) be a \( C^1 \) causal curve connecting \( x_0 \) to \( x_1 \), then since it is causal by Eq. (11), \( \dot{w} \geq L \), and integrating, \( y_1 - y_0 \geq S_{c_0, e_1}[q] \).

The curve \( \gamma \) is causal because (use Eq. (14))

\[ -g(\dot{\gamma}, \dot{\gamma}) = \frac{2}{t_1 - t_0}(y_1 - y_0 - S_{c_0, e_1}[q]) \geq 0, \]

taking the square root and integrating one gets Eq. (19). If \( \tilde{\gamma} = (t, q(t), \tilde{y}(t)) \) is another \( C^1 \) timelike curve connecting \( x_0 \) to \( x_1 \) and projecting on \( e(t) \)

\[ -g(\dot{\gamma}, \dot{\gamma}) = \frac{2}{t_1 - t_0}(y_1 - y_0 - S_{c_0, e_1}[q]) = \frac{1}{t_1 - t_0} \int_{t_0}^{t_1} [-g(\dot{\gamma}, \dot{\gamma})] \mathrm{d}t. \]

Using the Cauchy-Schwarz inequality \( \int_{t_0}^{t_1} [-g(\dot{\gamma}, \dot{\gamma})] \mathrm{d}t \geq (t_1 - t_0)^{-1} l(\gamma)^2 \), replacing in the above equation, taking the square root and integrating \( l(\gamma) \geq l(\tilde{\gamma}) \), thus \( \gamma \) is longer than \( \tilde{\gamma} \). In order to prove the uniqueness note that the equality sign in \( l(\gamma) \geq l(\tilde{\gamma}) \) holds iff it holds in the Cauchy-Schwarz inequality which is the case iff \( g(\dot{\gamma}, \dot{\gamma}) = const. \), that is iff \( \tilde{y} - L = const. \) which once integrated, and using suitable boundary conditions, gives Eq. (18).

As it is well known the functional \( l \) is not lower semi-continuous on the set of connecting continuous causal curves with the \( C^0 \) topology. The reason is that in any neighborhood of the curve it is possible to find a curve which is lightlike and connects the same endpoints. Analogously, the functional \( S \) is not upper semi-continuous on the set of \( C^1 \) curves endowed with the \( C^0 \) topology. The reason is that in any neighborhood of a curve \( q \) one can always find a rapidly oscillating \( C^1 \) curve which makes the functional \( S \) arbitrarily large thanks to the contribution of the kinetic energy.

It is also known that the functional \( l \) is upper semi-continuous on the set of connecting continuous causal curves with the \( C^0 \) topology [11, 65]. Although we shall not use this result, we are going to prove that the functional \( S \) is lower semi-continuous. The proof will be based on the limit curve theorem in Lorentzian geometry. The notion of continuous causal curve is defined in [33], through local covex neighborhoods. That definition is equivalent to: a continuous curve which is locally Lipschitz (in some local chart, not any) with causal, future directed tangents (they exist almost everywhere) [72].

Theorem 2.5. Let \( e_0 = (t_0, q_0), e_1 = (t_1, q_1), t_0 < t_1 \). The functional \( S_{c_0, e_1}[q] \) is lower semi-continuous in the \( C^0 \) topology on the \( C^1 \) connecting curves \( q \). More precisely, let \( q : [t_0, t_1] \rightarrow Q \), be a \( C^1 \) connecting curve: \( q(t_0) = q_0, q(t_1) = q_1 \). For every \( \epsilon > 0 \) there is an open set \( O \subset Q \) containing the image of \( q(t) \) such that any \( C^1 \) curve \( q' : [t_0, t_1] \rightarrow Q \) whose image is contained in \( O \) satisfies \( S_{c_0, e_1}[q'] > S_{c_0, e_1}[q] - \epsilon \).
Proof. Let $K$ be a compact neighborhood of the image of $q(t)$. Let $h$ be a Riemannian metric on $Q$ such that for every $v \in TK$, $t \in [t_0, t_1]$, $h(v, v) \leq a_t(v, v)$. Let $O_n \subset K$ be the open set of points at $h$-distance less that $1/n$ from the compact $q([t_0, t_1])$. Suppose by contradiction that $S_{e_0, e_1}$ is not lower semi-continuous. There is an $\epsilon > 0$ and a sequence of connecting curves $q_n$, whose image is contained in $O_n$, such that $S_{e_0, e_1}[q_n] < S_{e_0, e_1}[q] - \epsilon$. Let $y_0 \in \mathbb{R}$; the light lifts $x_n(t)$ of $(t, q_n(t))$ starting from $x_0 = (t_0, y_0, y_0)$ are lightlike curves thus, by the limit curve theorem \cite{4, 65}, there is a continuous causal curve $\eta(\lambda)$ starting from $x_0$ which is either future inextendible or it reaches some point in $\pi^{-1}(e_1)$. This continuous causal curve projects necessarily on $\cap_n O_n$, namely on $q(I)$, where $I$ is some interval containing $t_0$ (possibly $I = \{t_0\}$). As a consequence, if it connects $x_0$ to $\pi^{-1}(e_1)$ then $I = [t_0, t_1]$, and the $y$ coordinate on the last point on $\pi^{-1}(e_1)$ is bounded from below by the $y$-coordinate of the last point of the light lift of $(t, q(t))$ (e.g. Theor. \ref{2.3}), that is $y_0 + S_{e_0, e_1}$. This is a contradiction with $S_{e_0, e_1}[q_n] < S_{e_0, e_1}[q] - \epsilon$ according to which its value should be no larger than $y_0 + S_{e_0, e_1}[q] - \epsilon$ (recall that by the limit curve theorem the convergence is uniform on compact subsets).

Let $V$ be an upper bound for $V(t, q)$ on $K$ and let $B^2$ be an upper bound of $h^{-1}(b_t, b_t)$ on $K$. The remaining possibility is that $t_1 \notin I$. In this case, as $\eta$ is inextendible the $y$ coordinate must be unbounded from above. In particular, there is some $\bar{t} \in [t_0, t_1)$ for which $(\bar{t}, q(\bar{t}), \bar{y})$ belongs to $\eta(\lambda)$, for $\bar{y} > y_0 + S_{e_0, e_1}[q] + (B^2 + V)(t_1 - t_0)$. We can find a sequence $\epsilon(n)$ which goes to $0$ as $n \to +\infty$ such that $y(x_n(\bar{t} + \epsilon(n))) > y_0 + S_{e_0, e_1}[q] + (B^2 + V)(t_1 - t_0)$.

For any given path (image of $q_n(t)$) the kinetic energy is minimized by that reparametrization which makes the speed constant (Cauchy-Schwarz inequality). As a consequence, for every $n$

$$
S_{e(\bar{t} + \epsilon(n)), e_1}[q_n] \geq \int_{\bar{t} + \epsilon(n)}^{t_1} \frac{1}{2} a_t(q_n, \dot{q}_n) + b_t(\dot{q}_n) - V(t, q_n(t))dt \\
\geq \int_{\bar{t} + \epsilon(n)}^{t_1} \frac{1}{2} h(q_n, \dot{q}_n) - B \sqrt{h(q_n, \dot{q}_n)} - V| dt \\
\geq \frac{(l_h[|q_n|[\bar{t} + \epsilon(n), t_1]])^2}{2(t_1 - \bar{t} - \epsilon(n))} - B l_h[|q_n|[\bar{t} + \epsilon(n), t_1]] - V(t_1 - \bar{t} - \epsilon(n)) \\
\geq - \left(\frac{B^2}{2} + V\right)(t_1 - \bar{t} - \epsilon(n)) \geq - \left(\frac{B^2}{2} + V\right)(t_1 - t_0)
$$

where $l_h$ is the Riemannian $h$-length. Finally, the last point of $x_n(t)$ has $y$-coordinate

$$y_0 + S_{e_0, e_1}[q_n] > \bar{y} - \epsilon/2 + S_{e(\bar{t} + \epsilon(n)), e_1}[q_n] \geq y_0 + S_{e_0, e_1}[q] - \epsilon/2,
$$
a contradiction. ∎

Remark 2.6. The family of $C^1$ connecting curves is somewhat small, as it is not preserved under limits. Nevertheless, the previous proof works also if this family
is replaced by those connecting curves on \( E \) which are projections of continuous causal curves. This is the family of continuous almost everywhere differentiable curves whose derivative is \( L^2 \) (the continuous causal curve is \( H^{1,2} \) and so is its projection by [11 Theor. 2.24]) where the role of \( \theta \) is played by the projection \( \pi \). This last family coincides with the most natural family of curves for the study of variational problems for which the Lagrangian is of classical type, i.e., quadratic in the velocities (see the discussion in [11 Chap. 2]). Nevertheless, the whole point of working on \((M, g)\) rather that \( E \) is that it makes it very easy to deal with limit curves, as only continuous or \( C^1 \) causal curves need to be considered. As the mathematics simplifies, the geometrical content becomes much more transparent.

We observe that the found inversion of properties, namely the fact that \( S \) is lower semi-continuous while \( l \) is upper semi-continuous, is reflected by the minus sign in front of \( S \) in Eq. (19).

### 2.2 Relation between least action and Lorentzian distance, and between Hamilton-Jacobi and eikonal equations

We are ready to establish the relation between the least action \( S \) and the Lorentzian distance \( d : M \times M \to [0, +\infty] \).

**Theorem 2.7.** Let \( x_0, x_1 \in M \), \( x_0 = (e_0, y_0) \), \( x_1 = (e_1, y_1) \) then if \( x_1 \in J^+(x_0) \),

\[
d(x_0, x_1) = \sqrt{2|y_1 - y_0 - S(e_0, e_1)|(t_1 - t_0)}.
\]

In particular, \( S(e_0, e_1) = -\infty \) iff \( d(x_0, x_1) = +\infty \).

**Proof.** If \( x_1 \in J^+(x_0) \) then \( y_1 - y_0 - S(e_0, e_1) \geq 0 \) and \( e_1 \in J^+(e_0) \) by lemma 2.1. Let us consider separately the cases \( y_1 - y_0 - S(e_0, e_1) = 0 \) and \( y_1 - y_0 - S(e_0, e_1) > 0 \). In the former case the right-hand side vanishes and by lemma 2.1 we have \( x_1 \notin I^+(x_0) \), thus \( d(x_0, x_1) = 0 \), i.e., in this case the formula is verified. In the latter case by lemma 2.1 \( x_1 \in I^+(x_0) \) and \( t_1 > t_0 \). Now, the Lorentzian distance is usually defined as the least-upper bound of the Lorentzian lengths of the causal connecting curves. Nevertheless, since \( x_1 \in I^+(x_0) \), and since every connecting causal curve which is not a lightlike geodesic (hence of length zero) can be replaced by a connecting timelike curve with no less Lorentzian length [55], the least-upper bound of the Lorentzian lengths can be taken over the connecting timelike curves. These curves can be parametrized by \( t \) and by theorem 2.3 the Lorentzian distance is the least-upper bound of the right-hand side of Eq. (19) over the set \( C_{\gamma_0, \gamma_1}^2 \), from which the thesis follows. Note that the proof works even if \( S(e_0, e_1) = -\infty \).

\[ \square \]

**Corollary 2.8.** Let \( \gamma(t) = (t, q(t), y(t)) \), \( t \in [t_0, t_1] \), be a \( C^1 \) causal curve projecting on \( e(t) = (t, q(t)) \). We have

\[
d(x_0, x_1)^2 - l(\gamma)^2 \geq 2\{S_{e_0, e_1}[q] - S(e_0, e_1)\}(t_1 - t_0).
\]

(22)
Moreover, the equality sign holds iff (i) or (ii), where (i): \( d(x_0, x_1) = -S(e_0, e_1) = +\infty \) and (ii): \( \gamma \) has extra-coordinate dependence

\[
y(t) = y_0 + S_{e_0,e(t)}[g][t_0,t] + c(t - t_0), \tag{23}
\]

for a suitable constant \( c \geq 0 \) (necessarily related to the length of \( \gamma \) by \( l(\gamma)^2 = c^2(t_1 - t_0)^2 \)). Finally, \( \gamma \) is Lorentzian distance maximizing iff (ii) and \( q \) is action minimizing.

**Proof.** The equation (22) as well as the study of the equality sign follows from theorems \([2,3]\) and \([2,7]\). The last statement is a trivial consequence of Eq. (22) if it is taken into account that \( S_{e_0,e_1}[g] - S(e_0, e_1) \geq 0 \).

**Corollary 2.9.** The function \( S \) is upper semi-continuous everywhere but on the diagonal of \( E \times E \) and satisfies the triangle inequality: for every \( e_0, e_1, e_2 \in E \)

\[
S(e_0, e_2) \leq S(e_0, e_1) + S(e_1, e_2),
\]

with the convention that \((+\infty) + (-\infty) = +\infty\).

**Proof.** The case in which some of the term equals \(+\infty\) it is readily verified considering the various sign cases for the time differences. Let us assume that all the terms are bounded from above and hence that \( e_1 \in J^+(e_0) \) and \( e_2 \in J^+(e_1) \).

Since the set of curves \( e(t) = (t, q(t)) \) which connect \( e_0 \) to \( e_2 \) contains the subset of curves passing through \( e_1 \) the triangle inequality is obvious (but note that it was important to define \( S(e_1, e_2) = 0 \) for \( e_1 = e_2 \)). The upper semi-continuity of \( S \) at \((e_0, e_1)\) with \( t_0 < t_1 \) is immediate from Eq. (21) and the lower semi-continuity of \( d \), it suffices to choose \( y_0 \) and \( y_1 \) so that \( x_0 = (e_0, y_0) \) and \( x_1 = (e_1, y_1) \) are chronologically related. The upper semi-continuity of \( S \) at \((e_0, e_1)\) with (i) \( t_1 < t_0 \) or with (ii) \( t_0 = t_1 \) and \( q_0 \neq q_1 \), follows from the fact that \( S(e_0, e_1) = +\infty \).

Eq. (21) establishes a relation between the Lorentzian distance and the least action that explains the many analogies between the two functions, from the continuity properties to the triangle inequalities.

Both functions satisfy suitable differential equations. In a distinguishing spacetime \( d(x_0, x) \) regarded as a function of \( x \) coincides with the local distance function \([4]\) because there is a neighborhood \( V \ni x_0 \) such that no causal curve starting from \( x_0 \) can return in \( V \) after escaping it \([43, 72]\). Moreover, this same local Lorentzian distance function satisfies in a neighborhood of \( x_0 \) the timelike eikonal equation \([28]\).

\[
g(\nabla d, \nabla d) + 1 = 0,
\]

while it is well known that locally \( S(e_0, e) \) regarded as a function of \( e = (t, q) \) satisfies the Hamilton-Jacobi equation\(^2\). Thanks to Eq. (21) they can be regarded as the same equation, indeed a calculation gives

\[
g(\nabla d, \nabla d) + 1 = \frac{2(t - t_0)^2}{d^2} [\frac{\partial S}{\partial t} + H(t, q, \frac{\partial S}{\partial q})]. \tag{24}
\]

\(^2\)For global existence results of solutions to the Hamilton-Jacobi equation see \([16]\).
3 $C^1$ solutions to the Hamilton-Jacobi equation and null hypersurfaces

Let $N$ be a $C^{r+1}$ spacetime. Let $S$ be a $C^k$ hypersurface in $N$, $1 \leq k \leq r$, namely the image of a co-dimension one embedded $C^k$ submanifold, $\phi : \phi^{-1}(S) \to N$, where $\phi$ is $C^k$.

**Remark 3.1.** For every $p \in S$ there is a neighborhood $V \ni p$ and a $C^k$ function $f : V \to \mathbb{R}$ such that $S \cap V = f^{-1}(0)$.

**Proof.** For every $p \in S$ we can find a neighborhood $U \subset N$ of $p$, and a smooth (i.e. $C^r$) nowhere vanishing vector field whose integral lines intersect $S \cap U$ only once. The flow $\varphi_t$ generated by this field is $C^r$ [54, Theor. 17.19], thus the map $(t, s) \mapsto \varphi_t \circ \phi(s)$ is $C^k$. By the implicit function theorem [57, Theor. 2.2, Chap. 7], the parameter $t$ of the integral lines of this field, with the zero value fixed on $S \cap U$, provides a $C^k$ function $f : V \to \mathbb{R}$, for some open set $V$, $p \in V \subset U$, such that $f^{-1}(0) = S \cap V$. \hfill $\square$

Since $k \geq 1$, the pushforward of the tangent space at $\phi^{-1}(p)$, namely the tangent space to $S$ at $p \in S$, is the kernel of the $C^{k-1}$ 1-form $df$. In particular any other 1-form on $T^*N_p$ with the same kernel is proportional to $df(p)$. The pullback $\phi^*g$ is a $C^{k-1}$ metric which is degenerate at $p$ if and only if $df$ is a lightlike 1-form at $p$ [43]. If this is the case for every $p \in S$, then $S$ is called $C^k$ null (or lightlike) hypersurface in $M$. The $C^{k-1}$ lightlike vector field on $V \cap S$ orthogonal to $df$ is $W = -g^{-1}(\cdot, df)$, and it is tangent to $S$ because $(df)(W) = -g^{-1}(df, df) = 0$. If needed we redefine the sign of $f$ so as to make $W$ future directed. Thus $g^{-1}(\cdot, df)$, dual to $df$, is past directed.

If $k \geq 2$ then $W$ is geodesic because, as $W_\mu dx^\mu = -df$, we have $W_\mu;\nu - W_\nu;\mu = 0$, from which we obtain $(\nabla_W W)_\mu = W_{\mu;\nu} W^\nu = W_{\nu;\mu} W^\nu = \frac{1}{2} (W^\nu W_\nu)_;\mu = 0$.

**Lemma 3.2.** Let $df$ be an exact $C^0$ 1-form defined on some open set $\pi^{-1}(V) \subset M$, $V \subset E$, where $(M, g)$, $M = E \times \mathbb{R}$, is a generalized gravitational wave spacetime, and assume that $df$ is a connection for the $(\mathbb{R}, +)$ bundle $\pi : \pi^{-1}(V) \to V$, namely $df(n) = 1$ and $\forall \Delta g \in \mathbb{R}$, $\varphi^*_\Delta df = df$ where $\varphi_\Delta$ is the flow of $n$, then

(a) $df$ is lightlike if and only if $f = y - u(t, q)$ for some $C^1$ function $u : V \to \mathbb{R}$, where $u$ satisfies the Hamilton-Jacobi equation: $\frac{\partial u}{\partial t} + H(t, q, \frac{\partial u}{\partial q}) = 0$,

(b) $df$ is causal if and only if $f = y - u(t, q)$ for some $C^1$ function $u : V \to \mathbb{R}$, where $u$ is a subsolution to the Hamilton-Jacobi equation: $\frac{\partial u}{\partial t} + H(t, q, \frac{\partial u}{\partial q}) \leq 0$.

**Proof.** The hypersurface $N_t \cap \pi^{-1}(V)$ is naturally included in $M$, and under the assumptions the pullback of $df$ under this inclusion is a connection for the $(\mathbb{R}, +)$ bundle $\pi : N_t \cap \pi^{-1}(V) \to V$.

Suppose that $df$ is lightlike. By theorem [13] $df$ reads $df = dy - p_t + H(t, q, p_t) dt$ for some time dependent 1-form field $p_t \in T^*Q$. Let $f = y -$
Suppose that $df$ is causal. By remark $\text{1}\text{.2}$ it takes the form $df = dy - p_t + F(t, q) dt$, where $F \geq H(t, q, p_t)$ for some time dependent 1-form field $p_t \in T^* Q$. Let $f = y - u(t, q, y)$, plugging this expression into the previous equation we obtain that $u$ is independent of $y$ and is a subsolution to the Hamilton-Jacobi equation. The converse is trivial by remark $\text{1}\text{.2}$.  

The next result clarifies the connection between lightlike hypersurfaces transverse to the flow of $n$ and the Hamilton-Jacobi equation.

**Theorem 3.3.** Let $V = I \times Q$, $I$ connected open subset of $T = \mathbb{R}$, and let $S$ be a $C^1$ hypersurface on $\pi^{-1}(V)$ which intersects each integral line of $n$ in $\pi^{-1}(V)$ once and only once and transversally. Then $S$ is the image of a map $(t, q) \to (t, q, u(t, q))$ for some $C^1$ function $u : V \to \mathbb{R}$. Moreover, $S$ is lightlike if and only if $u$ satisfies the Hamilton-Jacobi equation and has causal normals (i.e. with tangent spaces which are spacelike or lightlike) if and only if $u$ is a H.-J. subsolution.

Conversely, given a $C^1$ function $u : V \to \mathbb{R}$ its graph regarded as a subset of $M$ is a $C^1$ hypersurface which is lightlike if $u$ satisfies the Hamilton-Jacobi equation, while it has causal normals if $u$ is just a subsolution.

In the lightlike case $S$ is generated by inextendible achronal lightlike geodesics whose projections give maximal solution to the E.-L. equations on $V$ which are action-minimizing between any pair of points. These projections are the characteristics in the sense that they satisfy $p = \partial L/\partial \dot{q} = \partial u/\partial q$. Finally, $S$ is achronal and if $[t_0, t_1] \in I$, then

$$u(t_1, q_1) \leq \inf_{q, q(t_1) = q_1} [u(t_0, q(t_0)) + \int_{t_0}^{t_1} L(t, q(t), \dot{q}(t)) \, dt]$$

where the infimum is taken over the $C^1$ maps $q : [t_0, t_1] \to Q$, such that $q(t_1) = q_1$. The equality holds if and only if the characteristic passing through $(t_1, q_1)$ extends to the past up to time $t_0$, in which case the infimum is attained on that characteristic (this is the case if the E.-L. flow is complete on $[t_0, t_1]$).

In the previous statement it is understood that the properties of inextendibility and maximality are referred to the portion of spacetime comprised in the interval $I$. We remark that we do not assume neither that $Q$ is compact, nor that the E.-L. flow is complete.

**Proof.** For simplicity we give the proof with $V = E$. The map $\phi : \phi^{-1}(S) \to M$ defining the hypersurface is $C^1$ thus $\pi \circ \phi : S \to E$ is $C^1$ and locally invertible (with $C^1$ inverse) by transversality and the implicit function theorem. The inverse exists globally, thus $\pi \circ \phi$ provides a $C^1$ diffeomorphism. The $C^1$ map $\phi \circ (\pi \circ \phi)^{-1} : E \to M$ reads $(t, q) \to (t, q, u(t, q))$ for some $C^1$ map $u : E \to \mathbb{R}$.

The hypersurface $S \subset M$ has equation $y - u(t, q) = 0$, thus at any point its tangent plane is the kernel of the $C^0$ 1-form $d(y - u(t, q)) = dy - \frac{\partial u}{\partial t} dt - \frac{\partial u}{\partial q} dq$. 


From Eqs. (7) and (9) we find that this 1-form is lightlike if and only if \( u \) satisfies the Hamilton-Jacobi equation, and causal if and only if \( u \) is a H.-J. subsolution.

The claim “given a \( C^1 \) function \( u : V \to \mathbb{R} \) its graph regarded as a subset of \( M \) is a \( C^1 \) hypersurface which is lightlike if \( u \) satisfies the Hamilton-Jacobi equation, while it has causal normals if \( u \) is just a subsolution” is trivial given the fact that this graph has equation \( f = 0 \) with \( f = y - u(t,q) \) and given theorem 1.3 and remark 1.2.

Let us consider the lightlike case. Let \( p \in S \), and let \( \gamma : (a', c') \to S \), \( t \to \gamma(t), \gamma(b) = p, b \in (a', c') \) be a maximal integral curve passing through \( p \) of the the \( C^0 \) lightlike vector field \( W \) tangent to \( S \). Since \( W \) is transverse to the fibers and lightlike we have \( d W(W) = -g(W, n) > 0 \), thus the curve \( \gamma \) can be assumed to be parametrized with the semi-time function \( t \) so that \( \dot{\gamma} \propto W \) (since \( W \) is only \( C^0 \) and not necessarily Lipschitz we cannot use the uniqueness of the solution to the Cauchy problem, but we shall find in a moment that the curve, once parametrized with respect to \( t \), must be a geodesic and hence that it is uniquely determined).

Let us prove that \( \gamma \) is achronal, and hence that it is an inextendible lightlike geodesic (note that we do not assume that \( u \) is \( C^2 \)). We shall prove it by proving the achronality of \( S \).

Let us suppose by contradiction that there are two events \( \hat{p} = (a, \hat{q}, u(a, \hat{q})) \), and \( \hat{p} = (c, \hat{q}, u(c, \hat{q})) \) in \( S \) which are chronologically related. There is a \( C^1 \) timelike curve \( \sigma : [a, c] \to M \) joining \( \hat{p} \) with \( \hat{p} \). We can assume that \( \sigma \) is parametrized with \( t \) because, being a timelike curve, its tangent vector has negative scalar product with \( n = -g^{-1}(\cdot, dt) \).

Let \( \hat{\sigma} = \pi \circ \sigma \), and let us write \( \hat{\sigma}(t) = (t, q(t)) \). Since in Eq. (11), \(-g(\hat{\sigma}, \dot{\hat{\sigma}}) > 0\), we have \( u(c, \hat{q}) - u(a, \hat{q}) > \int_a^c L(t, q, \dot{q})dt \). However, since \( u \) satisfies the Hamilton-Jacobi equation

\[
\frac{d u}{d t} = \int_a^c \frac{\partial u}{\partial q}(q) - H(t, q, \frac{\partial u}{\partial q}) dt,
\]

thus by the Young-Fenchel inequality

\[
u(c, \hat{q}) - u(a, \hat{q}) - \int_a^c L(t, q, \dot{q})dt = \int_a^c \frac{\partial u}{\partial q}(q) - H(t, q, \frac{\partial u}{\partial q}) - L(t, q, \dot{q}) dt \leq 0.
\]

The contradiction proves that \( S \) is achronal and hence that \( \gamma \) is an achronal lightlike geodesic. Since \( \dot{\gamma} \) is lightlike it can be written \( \dot{\gamma} + v + L(t, q, v)n \), and the hyperplane orthogonal (and tangent) to it is the kernel of the 1-form (theorem 1.8) \( \alpha - (\frac{\partial}{\partial v} + v + L(t, q, v)n) = dy - p + H(t, q, p) \) where \( p = \partial L/\partial v \). But since \( S \) has equation \( y - u(t, q) = 0 \) this 1-form must coincide with \( d(y - u(t, q)) \) (as they have the same kernel and the same coefficient in \( dy \)) thus \( p = \partial u/\partial q \) on the projection of \( \gamma \), i.e. the projections are characteristics.

The fact that there can be only one inextendible lightlike geodesic passing through a point of an achronal hypersurface \( S \), can be easily proved showing that the presence of another geodesic, not coincident with the first one, would imply that \( S \) is not achronal (through a typical corner argument: recall that
any two events causally related but not chronologically related, are joined only by achronal lightlike geodesics).

For every $C^1$ map $q : [t_0, t_1] \to Q$, such that $q(t_1) = q_1$, and every $\epsilon > 0$, the event $(t_1, q_1, u(t_0, q(t_0)) + \int_{t_0}^{t_1} L(t, q(t), \dot{q}(t)) \, dt + \epsilon)$ stays in the chronological future of $(t_0, q_0, u(t_0, q(t_0)))$ (see Eq. (15) or (11)) and for $\epsilon = 0$ it stays in the causal future of $(t_0, q_0, u(t_0, q(t_0)))$ (consider the light lift of $(t, q(t))$). Since $S$ is achronal $u(t_1, q_1) \leq u(t_0, q(t_0)) + \int_{t_0}^{t_1} L(t, q(t), \dot{q}(t)) \, dt$. If the equality holds for some curve $q(t)$ ending at $q_1$, then its light lift gives a lightlike curve connecting $x_0 = (t_0, q_0, u(t_0, q(t_0)))$ to $x_1 = (t_1, q_1, u(t_1, q(t_1)))$, and since they belong to $S$ which is achronal, this light lift must be a lightlike generator of $S$ (otherwise take $x'_0 < x_0$ along the generator passing through $x_0$, and $x'_1 > x_1$ along the generator passing through $x_1$, then $x'_0 \not< x'_1$ which gives a contradiction). Conversely, if there is a characteristic $(t, q(t))$ connecting $(t_0, q_0)$ with $(t_1, q_1)$, then

$$u(t_1, q_1) - u(t_0, q_0) = \int_{(t, q(t))} \frac{\partial u}{\partial q}(q) - H(t, q, \frac{\partial u}{\partial q}) \, dt$$

$$= \int_{t_0}^{t_1} \frac{\partial u}{\partial q}(q) - L(t, q, \dot{q}) \, dt = \int_{t_0}^{t_1} L(t, q, \dot{q}) \, dt,$$

that is, the equality is attained on the characteristic.

**Proposition 3.4.** Let $V = I \times Q$, $I$ connected open subset of $T = \mathbb{R}$, and suppose that $u : V \to \mathbb{R}$ is a $C^1$ subsolution to the Hamilton-Jacobi equation, then the Hamilton’s principal function $S(e_0, e_1)$ is finite on $V^2$ whenever $t_0 < t_1$. In particular, $u(t_1, q_1) - u(t_0, q_0) \leq S(e_0, e_1)$.

**Proof.** Let $e(t) = (t, q(t))$ be a $(C^1)$ curve on the classical spacetime $V$ connecting $e_0 = (t_0, q_0)$ to $e_1 = (t_1, q_1)$. We have

$$u(t_1, q_1) - u(t_0, q_0) - \mathcal{S}_{e_0, e_1}[q] = \int_{t_0}^{t_1} \frac{\partial u}{\partial q}(q) + \frac{\partial u}{\partial t} - L(t, q, \dot{q}) \, dt.$$ 

Since $u$ is a subsolution $\frac{\partial u}{\partial q} \leq -H(t, q, \frac{\partial u}{\partial q})$, thus

$$u(t_1, q_1) - u(t_0, q_0) - \mathcal{S}_{e_0, e_1}[q] \leq \int_{t_0}^{t_1} \frac{\partial u}{\partial q}(q) - H(t, q, \frac{\partial u}{\partial q}) - L(t, q, \dot{q}) \, dt \leq 0.$$ 

Where for the last step we used the Young-Fenchel inequality. Taking the infimum of $u(t_1, q_1) - u(t_0, q_0) \leq \mathcal{S}_{e_0, e_1}[q]$ over all possible connecting curves, we obtain $u(t_1, q_1) - u(t_0, q_0) \leq S(e_0, e_1)$, thus $S(e_0, e_1) \neq -\infty$.

The next result clarifies that stable causality is a necessary condition on $(M, g)$ for the existence of a $C^1$ time-local solution to the Hamilton-Jacobi equation.
Theorem 3.5. Let $V = I \times Q$, $I$ connected open subset of $T = \mathbb{R}$, and suppose that $u : V \to \mathbb{R}$ is a $C^1$ subsolution to the Hamilton-Jacobi equation, then the function $f : M \to \mathbb{R}$ defined by $f(t, q, y) = y - u(t, q)$ is a $C^1$ semi-time function, which is a time function if and only if $u$ is a strict subsolution. Furthermore, suppose that $u$ is a $C^1$ subsolution, then for every constant $\alpha > 0$, the function $f + \alpha t$ is a $C^1$ time function with timelike gradient. As a consequence, the spacetime $\pi^{-1}(V)$ endowed with the induced metric, is a stably causal spacetime.

Suppose $V = E$. If additionally the E.-L. flow on $E$ is complete, (or, which is the same, $M$ is null geodesically complete (Theorem 5.3)), then $M$ is globally hyperbolic and on $V$ one can actually find a smooth (i.e. $C^{r+1}$) strict subsolution.

Proof. Let $u$ be a $C^1$ subsolution. The $C^0$ 1-form $df$ and hence the vector $W = -g^{-1}(\cdot, df) = -\nabla f$ is causal and timelike if and only if $u$ is a strict subsolution (Eqs. (7) and (9)). Moreover, $W$ is future directed because the scalar product with $n$ is -1 and hence negative. If $\gamma : I \to \pi^{-1}(V)$, $s \to \gamma(s)$, is a future directed causal curve then $\partial_s f = df(\gamma_s) = -g(W, \gamma_s) \geq 0$ which proves that $f$ is a semi-time function. The strict inequality holds if and only if $W$ is lightlike, that is $f$ is a time function if and only if $u$ is a strict subsolution.

Let $\alpha > 0$. We have $\partial_s (f + \alpha t) = (df + \alpha dt)(\gamma_s) = -g(W, \gamma_s) + \alpha dt(\gamma_s)$. The term $dt(\gamma_s)$ is non-negative because $t$ is a semi-time function, and the term $-g(W, \gamma_s)$ is strictly positive unless $\gamma_s \propto W$. However, since $df(n) = 1$, $W$ is not proportional to $n$, thus if $\gamma_s \propto W$ then $dt(\gamma_s) > 0$. We conclude that since $\partial_s (f + \alpha t) > 0$, the function $f + \alpha t$ is a $C^1$ time function with timelike gradient. The existence of such function implies that $\pi^{-1}(V)$ is stably causal.

Let us prove that if we have a $C^1$ subsolution on $E$ and if the E.-L. flow on $E$ is complete then $M$ is globally hyperbolic. The idea is to show that if $F = y - u(t, q) + \alpha t$ the set $F^{-1}(0)$, necessarily acausal as $F$ is a time function, is in fact a Cauchy hypersurface. Due to Property 6 we have just to show that every inextendible lightlike geodesic on $M$ intersects it. If the geodesic is an integral line of $n$ this is obvious. If it is not then $t$ provides an affine parameter which takes all the values in $\mathbb{R}$ and since $y - u(t, q)$ is a semi-time function the conclusion follows from continuity.

Every globally hyperbolic spacetime admits a smooth time function $T$ with timelike gradient. Since every Let $u(t, q)$ be the graph of its constant slice $T^{-1}(0)$. As every integral line of $n$ is causal it intersects $T^{-1}(0)$, thus $u(t, q)$ is finite. By theorem 5.3 (or Eqs. (7)-(9)) this is actually a strict subsolution as its normals are timelike.

3.1 The light cone as the Monge cone for the H.-J. equation

Let us consider a first order partial differential equation (PDE) on $\mathbb{R} \times Q$

$$F(t, q, a, b) = 0, \quad a = u_t, \quad b = u_q, \quad (25)$$
where \( F \) is a \( C^2 \) function with the property \( \partial_a F \neq 0 \). In the case of the H.-J. equation we have
\[
F = a + H(t, q, b).
\] (26)

Let \( y = u(t, q) \) be a solution to the PDE (25), and let \( (t_0, q_0, y_0) \) be a point on its graph, that is \( y_0 = u(t_0, q_0) \). The tangent plane to the graph is the kernel of the 1-form \( dy - b - adt \) where we regard \( b = \partial_q u \) as an element of \( T^*Q \). Furthermore, \( a \) and \( b \) are constrained at each point \( (t_0, q_0, y_0) \) as in Eq. (25). As the pair \((a, b)\) solving Eq. (25) varies, the tangent planes at \((t_0, q_0, y_0)\) envelope a cone which is called the Monge cone of the first-order PDE [15]. In our H.-J. case, with the Hamiltonian given by Eq. (8), the condition \( F = 0 \) implies that these planes are determined by the kernel of \( dy - b + H(t, q, b)dt \) and we already know, from the study of section 1.2 that they are tangent to the light cone of the Eisenhart’s metric at \((t_0, q_0, y_0)\). We conclude that the Monge cone coincides with the light cone for the spacetime \((M, g)\).

According to the theory of characteristics for the PDE (25), the Monge cone is tangent to the graph of any solution of the PDE. The tangent vector at a point of the graph which belongs to the intersection between the tangent plane to the graph and the Monge cone determines a special direction, whose integral lines are called the characteristics of the PDE solution. The method of characteristics inverts this development and builds the solution from the characteristics issued from the graph of the initial condition [15, 29].

It is clear that the developments of the previous section fits this general construction once the the light cone and the Monge cone are identified. Indeed, in the previous section we have found that the graph of a solution to the H.-J. equation is a lightlike hypersurface. The characteristics are the lightlike geodesics running on the lightlike hypersurface.

As we just mentioned, the method of characteristics allows us to convert the PDE into a system of ordinary differential equations (ODE). While the usual approach fixes a coordinate chart and works locally in some space \( \mathbb{R}^k \), we reduce here the PDE to an ODE which determines curves \( \Gamma : U \to T \times Q \times R \times T^*Q, \ U \subset T \). Each of them might be called characteristic strip. Its projection \( \gamma : U \to T \times Q \times R \) is the characteristic curve (which is tangent to the Monge cone) and the projection \( c : U \to T \times Q \) is the base characteristic [5]. We take advantage of the special form of the Lagrangian (Hamiltonian) to assign to \( Q \) a (time dependent) affine connection \( D^t \) induced from \( a_t \). It makes sense to take derivatives of tensor fields with this connection at any time. Using it the ODE for the curve \( t \to (t, q(t), y(t), p(t)) \) obtained with the method of characteristics [5] Eq. 8.3, Chap. I] reads
\[
\dot{t} = 1,
\] (27)
\[
\dot{q} = a_t^{-1}(q, p - b_t),
\] (28)
\[
\dot{y} = L(t, q, \dot{q}),
\] (29)
\[
\frac{D^t}{dt}p = (D^t b_t)(a_t^{-1}(q, p - b_t)) - \partial_q V.
\] (30)
It is understood that in last expression, if expressed in coordinate form, the contravariant index of $a_t^{-1}(\cdot, p - b_t)(q)$ is contracted with the covariant index of $b_t$ and not with that of $D^i$. Equations \[(28)\] and \[(30)\] are Hamilton’s equations, which joined together give the Euler-Lagrange equation
\[
a_t(\cdot, \frac{D}{dt} q) = F_i(\cdot, q) - (\partial_t a_i)(\cdot, q) - (\partial_t b + \partial_q V).
\] (31)

In this expression $F_i = db_i$, where $d$ is the exterior differentiation on $Q$ (thus $d$ does not differentiate with respect to the time dependence of $b_t$).

**Remark 3.6.** The whole section \[12\] and the above considerations could be easily generalized to the case in which the field coefficients entering the spacetime metric, $a_t$, $b_t$, $V$, depend also on the extra coordinate $y$. The dependence of the Lagrangian and Hamiltonian on these fields would not change. One would still recover that the Monge cone of the differential equation $u_t + H(t, q, u, u_t, u_q) = 0$ is $g$ and hence a Lorentzian cone. In this case the characteristics are still null geodesics but on the quotient $E$ the base characteristics are interpreted as solutions to a problem of control. Indeed, in this case Eq. \[(29)\] is no more decoupled with the other equations. We shall leave this interesting generalization for future work.

Let $Q_{t_0} = \{ t_0 \} \times Q$ and let $u_{t_0} : Q_{t_0} \to \mathbb{R}$ be a $C^2$ function. The subset of $T \times Q \times \mathbb{R} \times T^*Q$ given by $\mathcal{S}_0 = \{ (t_0, q, u_{t_0}(q), \partial_q u_{t_0}(q)) : q \in Q \}$ provides the initial condition for the ODE above. The method of characteristics consists in integrating the ODE and in proving that $y$, as a function of the base point, is a solution to the PDE, at least in some neighborhood of the initial base manifold $Q_{t_0}$. In this respect it is useful to note that the proof of existence and uniqueness works also non-locally provided: (i) the flow on $E$ obtained with the method of characteristics has non singular Jacobian, that is, provided one excludes focusing points; (ii) one localizes the solution in a region of $E$ that can be reached by the characteristics. More precisely, with the method of characteristics it is possible to prove the following theorem whose proof does not differ significantly from the standard ones \[12\] \[15\] \[12\] \[28\] \[5\]. Unfortunately, the given references do not formulate it with this degree of generality.

**Theorem 3.7.** Let $Q_{t_0} = \{ t_0 \} \times Q$ and let $u_{t_0} : Q_{t_0} \to \mathbb{R}$ be a $C^2$ function. Let $e_0 = (t_0, q_0) \in Q_{t_0}$ and let $\psi(t, q_0)$ be the base characteristic curve passing through $q_0$. There is an open neighborhood $W \subset E$, $W \supset Q_{t_0}$, with the property that for each $e_1 = (t_1, q_1) \in W$ there is one and only one $e_0 \in Q_{t_0}$ such that $e_1 = \psi(t_1, q_0)$ and the base characteristic connecting $e_0$ to $e_1$ is entirely contained in $W$. The map $\psi : (t, q_0) \to (t, q(t, q_0))$ is such that $q(t, q_0)$ is differentiable with respect to $q_0$ and of maximum rank (i.e. it is a local diffeomorphism). For every open set $V$ with these same properties there is a a unique $C^2$ function $u : V \to \mathbb{R}$ which solves the H.-J. equation with initial condition $u(t_0, q) = u_{t_0}(q)$. This function is obtainable with the method of characteristics.

We remark that $V$ does not need to be projectable on $T$, that is, it is not necessarily of the form $\pi_T^{-1}(\pi_T(V))$. For this reason, this theorem proves the
existence and uniqueness of solutions to the H.-J. equation only in a spacetime-local sense. Indeed, a time-local version would certainly require more assumptions for otherwise, according to theorem 3.5 any generalized gravitational wave spacetime \((M, g)\) would be stably causal, which is not true.

The next corollary clarifies the good local causal behavior of the spacetimes under study. (actually we could prove causal continuity using some later results).

**Corollary 3.8.** On \((M, g)\) every slice \(N_t\) admits a projectable neighborhood \(\pi^{-1}(V)\), \(Q_t \subset V \subset E\), which is stably causal.

**Proof.** Follows at once from theorem 3.5 and the fact that we can construct a \(C^2\) solution of the H.-J. equation over some open neighborhood \(V\) of \(Q_t\) using the method of characteristics.

**Corollary 3.9.** Under the assumption of theorem 3.7, if \(Q\) is compact then the \(C^2\) functions there cited are defined on projectable neighborhoods, that is \(u(t, q)\) solves the H.-J. equation time-locally.

**Proof.** Every point \(e \in Q_{t_0}\) is contained in a rectangular open set \(O(e) = (t(e), \hat{t}(e)) \times U(e), O(e) \subset V\), where \(U(e) \subset Q\) is an open set, \(t_0 \in (t(e), \hat{t}(e))\) and \(O(e) \subset V\). The compact set \(Q\) can be covered with a finite number of sets of the form \(U(e_i)\), then defined \(t = \max t(e_i)\) and \(\hat{t} = \min \hat{t}(e_i)\), we have that \(V' = \pi_T^{-1}((t, \hat{t})) \subset V\) is projectable.

**Remark 3.10.** Let us denote with \(C^{1, \text{Lip}}\) the space of differentiable functions with locally (uniformly) Lipschitz partial derivatives. The optimal version of theorem 3.7 is due to Severini [81], Wazewski [87, 88] and Digel [18]. It is obtained by replacing \(C^2\) for \(u_{t_0}\) and \(u\) with \(C^{1, \text{Lip}}\), and by assuming that on \(W\) the map \(\psi: (t, q_0) \to (t, q(t, q_0))\) is such that \(q(t, q_0)\) is a local (uniform) Lipomorphism for any given \(t\) (see also [42, 50, 74] and the references of [18]). Often this theorem is formulated with stronger assumptions in order to obtain time-local solutions [59]. It seems to this author that a relatively simple proof of this theorem could pass through the Lipschitz version of Frobenius theorem given by Simić [82].

### 3.2 Gauges, reference frames, and the geometrization of dynamics

In this work we have first introduced the Lagrangian problem, and then we have built a classical spacetime \(E = T \times Q, T = \mathbb{R}\), and an extended relativistic spacetime \(M = E \times \mathbb{R}\), as tools to study it. Nevertheless, we have mentioned that we can, in fact, follow a different path.

Indeed, we can start from a spacetimes \(M\) which admits a covariantly constant null vector \(n\) with open \(\mathbb{R}\) orbits, and in fact such that \(M\) is turned into an abelian \((\mathbb{R}, +)\) bundle over a quotient space \(E\). The space \(E\) is then interpreted as the classical spacetime, and on it one can naturally define a function \(t: E \to T\), defined through \(dt = -g(\cdot, n)\), which is interpreted as a classical time.
with its absolute simultaneity slices. A complete splitting of $E$, $\pi_Q : E \rightarrow Q$, $E \sim T \times Q$, is provided by a complete vector field $v : E \rightarrow TE$ such that $dt(v) = 1$ (the Newtonian flow). This field represents a flow, which defines a frame of reference, namely it specifies the motion of the points which we are going to regard as ‘at rest’ with respect to the frame. The diffeomorphism $E \sim T \times Q$ is thus not a natural one, in fact it depends, or better it defines, the frame chosen where $Q$ has to be interpreted as the “body space” or the “reference frame space”.

Figure 2: The flow on the base $E$ generates the splitting $E = \mathbb{R} \times Q$. The figure depicts the section $\Sigma : E \rightarrow M$, of the fiber bundle $\pi : M \rightarrow E$, and its slices $\Sigma_t : Q \rightarrow N_t$. The 1-forms $\omega_t = dy - b_t$ over $N_t$ are represented through their kernel.

This discussion clarifies that while the Lagrangian function depends on the choice of coordinates, namely in the way we split the trivial bundles $\pi : M \rightarrow E$ and $t : E \rightarrow T$, the dynamics, captured in the spacetime lightlike geodesics, is independent of such choice. Therefore, it is natural to investigate whether there are particularly simple choices for those splittings which simplify the dynamics. We shall devote this section to answer to this problem.

### 3.2.1 Change of gauge

The chosen splitting of the fiber bundle $\pi : M \rightarrow E$ will be referred to as a “gauge” and the change of splitting as a “change of gauge”. A change of gauge amounts to a redefinition of the coordinate $y$, namely there is a function
\( \alpha : E \to \mathbb{R} \) such that
\[
y' = y + \alpha(t, q), \tag{32}
\]
whereas the other coordinates are left unchanged: \( t' = t, q' = q \). Since our old coordinates of the form \((t, q, y)\) provided a \( C^{r+1} \) atlas, the new coordinates of the form \((t, q, y')\) provide a \( C^{r+1} \) atlas only if \( \alpha \) is \( C^{r+1} \), otherwise the new atlas is a \( C^k \) atlas, \( k < r + 1 \), where \( k \) is the degree of differentiability of \( \alpha \).

Under the above change of section the components of the spacetime metric change as follows
\[
a'_t = a_t, \tag{33}
\]
\[
b'_t = b_t + \partial_q \alpha, \tag{34}
\]
\[
V' = V - \partial_t \alpha. \tag{35}
\]
The Lagrangian changes by a ‘total differential’ (as expected, this change does not affect the action and hence the dynamics)
\[
L'(t, q, v) = L(t, q, v) + [\partial_q \alpha(v) + \partial_t \alpha] = L + \frac{d}{dt} \alpha. \tag{36}
\]
The Hamiltonian description changes as follows
\[
p' = p + \partial_q \alpha, \tag{37}
\]
\[
H'(t, q, p') = H(t, q, p' - \partial_q \alpha) - \partial_t \alpha. \tag{38}
\]

3.2.2 Change of reference frame

Coming to the bundle \( \pi : E \to T \), the chosen splitting will be referred to as “reference frame” or “observer” and the change of splitting as a “change of reference frame” or a “change of observer”. We remark that the splitting is induced by a projection \( \pi_Q : E \to Q \) on a quotient manifold, rather than by a section \( \sigma : T \to E \), because \( \pi : E \to T \) is not a principal bundle. To change splitting means to change projection \( \pi_{Q'} : E \to Q' \). Of course, \( Q \) and \( Q' \) are diffeomorphic, as for any \( t \in T \), \( Q \) is diffeomorphic to \( Q_t, Q' \) is diffeomorphic to \( Q'_t \) and \( Q_t = Q'_t \). On \( Q' \) we are given coordinate charts \( \{q^k\} \), and the time dependent coordinate transformation (diffeomorphism) \( \nu_t : Q' \to Q \) can be written
\[
q' = q'(t, q) = \nu_t^{-1}(q), \tag{39}
\]
whereas the other coordinates are left unchanged: \( y' = y, t' = t \). Let \( \hat{v}(t, q) \) be the velocity of the Newtonian flow associated to \( Q' \) as seen from \( Q \). That is, if we write the inverse map as \( q = q(t, q') = \nu_t(q') \), then \( \hat{v} = \partial q/\partial t \) (this is an element of \( TQ \), and by means of the diffeomorphism, it can be regarded as an element \( \nu_{t*}^{-1}\hat{v} \) of \( TQ' \)). This change modifies the fields entering the Lagrangian and the spacetime metric as follows
\[
a'_t = \nu_t^* a_t, \\
b'_t = \nu_t^* [b_t + a_t(\hat{v}, \hat{v})], \\
V' = \nu_t^*[V - \frac{1}{2}a_t(\hat{v}, \hat{v})].
\]
If the diffeomorphism (39) is $C^k$, $1 \leq k \leq r + 1$, then the new fields are $C^{k-1}$. The Lagrangian changes as follows

$$L'(t, q', v') = \nu_t^* [L(t, q, \nu_t v')],$$

and the Hamiltonian description changes as follows

$$p' = \nu_t^* [p + a_t (\cdot, \tilde{\nu})],$$

$$H'(t, q, p') = \nu_t^* [H(t, q, \nu_t^{-1} p - a_t (\cdot, \tilde{\nu})) - \frac{1}{2} a_t (\tilde{\nu}, \tilde{\nu})].$$

### 3.2.3 Geometrization of dynamics through $C^2$ solutions of the H.-J. equation

The existence of a solution to the Hamilton-Jacobi equation determines a distinguished section for the bundle $\pi : M \to E$, and the base characteristics provide a flow on $E$ which determines a projection $\pi_Q : E \to Q$, and hence a splitting of the bundle $\pi_T : E \to T$. In this section we wish to show that we can take advantage of these splittings to simplify the dynamics.

Let us first use the arbitrariness in the choice of gauge.

**Theorem 3.11.** Let $u : V \to \mathbb{R}$ be a $C^k$, $1 \leq k \leq r + 1$, solution of the H.-J. equation where $V \supset Q_{t_0}$ is an open set with the properties enumerated in theorem 3.7 (there is at least one such neighborhood). Let us redefine $y \to y' = y - u(t, q)$, then $a'_t = a_t$ and the new ($C^{k-1}$) Lagrangian takes the Mañé form

$$L'(t, q, v) = \frac{1}{2} a_t(v + b_t^q, v + b_t^p),$$

where $b_t^q = a_t^{-1} (\cdot, b_t^q)$. The Hamiltonian takes the form

$$H'(t, q, p') = \frac{1}{2} a_t^{-1} (p', p') - a_t^{-1} (p', b_t^q).$$

**Remark 3.12.** In the $k = 1$ case the Lagrangian $L'$ is only $C^0$ (but smooth in $v$). Nevertheless, the Lagrangian problem makes still sense since $L'$ being continuous is integrable, and the dynamics depends on the minimization of the action. One can therefore write the action as usual, express it in terms of the old Lagrangian, and show from there a number of results such as the $C^{r+1}$ nature of the stationary points.

**Proof.** We already know that under a change of gauge, $a'_t = a_t$. The change of gauge is $y' = y + \alpha(t, q)$ with $\alpha(t, q) = -u(t, q)$. We can rewrite equation (38) as

$$\frac{1}{2} a_t^{-1} (p' - b_t^q, p' - b_t^p) + V'(t, q) = H'(t, q, p') = H(t, q, p' + \partial_q u) + \partial_t u$$

$$= H(t, q, p' + \partial_q u) - H(t, q, \partial_q u).$$
Plugging $p' = 0$ into the equation we obtain the identity $\frac{1}{2}a_t^{-1}(b'_t, b'_t) + V' = 0$. Thus the new Lagrangian is

$$L'(t, q, v) = \frac{1}{2} a_t(v, v) + \frac{1}{2} a_t(b'^2_t, b'^2_t) = \frac{1}{2} a_t(v + b'^2_t, v + b'^2_t).$$

Equation (35) shows that $b'_t$ is $C^{k-1}$ thus $L'$ is $C^{k-1}$. The derivation of the Hamiltonian is straightforward.

It must be noted that an Hamiltonian of the form $H'$ admits the constant functions as solutions to the Hamilton-Jacobi equation. Indeed, the lightlike hypersurface of equation $y = u(t, q)$, under the change of coordinate, is determined by the new equation $y' = 0$.

The mentioned lightlike hypersurface is generated by lightlike lines which project into maximal solution to the E.-L. equations. The idea is to use this flow of characteristics as the reference frame. We expect that this choice could simplify the motion of particles ‘moving outside the flow’. This flow could be defined just in the neighborhood of a point $e \in E$ of interest, thus the same is true for the required solution to the H.-J. equation. For simplicity we give the proof of the next theorem in the case in which we have a solution of the H.-J. equation in a time-local sense, that is, defined over a whole connected open interval $I$ of the real line.

**Theorem 3.13.** Let $V = [t_0, t_1] \times Q$, and suppose that $u : V \rightarrow \mathbb{R}$ is a $C^k$, $2 \leq k \leq r + 1$, solution of the H.-J. equation. Suppose that the base characteristics induced on $V$ by $u$ are defined on the whole interval $[t_0, t_1]$ (this is assured if the E.-L. flow is complete on the interval, which in turn is the case if $Q$ is compact). Identify $Q_{t_0}$ with the body frame manifold $Q'$ of this (base) characteristic flow $\nu_t : Q' \rightarrow Q$. Then $\nu_t : Q' \rightarrow Q$ is a $C^{k-1}$ diffeomorphism (including the time dependence) and redefined

$$y' = y - u(t, q),$$

$$q' = \nu_t^{-1}(q),$$

the Lagrangian in the new variables reads

$$L'(t, q', v') = \frac{1}{2} a'_t(v', v').$$

where $a'_t$ is $C^{k-2}$. That is, the solutions of the E.-L. equations, as seen from the new frame, appear as geodesics on the new time dependent Riemannian geometry of metric $a'_t = \nu_t^* a_t$.

**Proof.** Let us identify $Q'$ with $Q_{t_0}$. The characteristics are solutions to the E.-L. equations, pass through every point of $V$, and establish a one to one correspondence between $Q_{t_0}$ and $Q_t$. Since $Q$ can be identified with any $Q_t$, this correspondence is the map $\nu_t : Q' \rightarrow Q$. This is a $C^{k-1}$ flow of equation $\dot{q} = a_t^{-1}(\cdot, \partial_u u - b_t)$, thus the map $\nu_t$ is $C^{k-1}$ (see [54, Thoer.17.19]) and mixed
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derivatives involving \( t \) exist and are continuous up to the \( k \)th order \[41,\ Chap. 5,\ Cor. 3.2\], that is, both \( \nu_t, \partial_t \nu_t : Q \to Q' \) are \( C^{k-1} \). The metric \( a_t' \) is therefore \( C^{k-2} \).

According to theorem \[3.7\] given any event \( e_0 \in E, e_0 = (t_0, q_0) \), by choosing a sufficiently smooth initial condition \( u_{t_0} \) it is indeed possible to find a \( C^2 \) solution \( u(t, q) \) of the H.-J. equation which is defined over a neighborhood of \( e_0 \). As a consequence, at any event \( e_0 \) we can observe the motion from the frame given by the characteristics of \( u \) to conclude that it locally looks like a geodesic motion in an time dependent geometry.

It must be stressed that, generically, the frame will be local in space unless we can find a time-local (rather than spacetime-local) \( C^2 \) solution to the H.-J. equation, and it will last only a finite time interval because the flow might develop caustics or some characteristic might go to infinity in a finite time (blow up).

### 3.2.4 Motion in a time dependent geometry

The previous section suggest to study the E.-L. equation for the Lagrangian \( L(t, q, v) = \frac{1}{2} a_t(v, v) \), that is (see Eq. 31),

\[
\frac{D^t}{dt} \dot{q} = -(a_t^{-1} \partial_t a_t)(\dot{q}),
\]

where \( D^t \) is the Levi-Civita connection for \( a_t \). A special case is that of a uniformly expanding or contracting geometry: \( a_t = s^2(t)a \), where \( s(t) > 0 \) is a scale factor and \( a \) is a Riemannian metric. In this case \( D^t \) is independent of time and coincides with the affine connection for \( a \). The equation of motion becomes

\[
\frac{D}{d\eta} \dot{q} = -2(\partial_t \ln s) \dot{q},
\]

and redefined \( \eta = \int_0^t \frac{dr}{s(r)} + \text{cnst.} \), we obtain

\[
\frac{D}{d\eta} \frac{dq}{d\eta} = 0.
\]

In other words, with respect to the comoving observer, the expansion of geometry can be removed with a redefinition of time. By using a convenient time parameter \( \eta \), the motion of neighboring particles which move outside the flow appears as geodesic (this result can also be understood rewriting the spacetime metric as \( g = s^2(a - \frac{dt}{s^2} \otimes dy - dy \otimes \frac{dt}{s^2}) \) and recalling that null geodesics get just reparametrized under conformal changes).

More generally, the right-hand side of Eq. (42) provides the acceleration induced from the dynamics of geometry, and in order to appreciate its effect one can choose coordinates \( q \) so at to diagonalize the metric \( a_t \) at the event \( e \) of interest. Once \( a_t \) is made Euclidean at \( e \) one can decompose the matrix \( (a_t^{-1} \partial_t a_t) \) in its antisymmetric, symmetric and traceless, proportional to the
identity, components where the latter represents the expansive term. One can work out the effect of each term. For instance, the antisymmetric part induces a kind of Coriolis force.

3.3 Local and global existence of Rosen coordinates

The subject of this work is the study of the manifold $M = T \times Q \times \mathbb{R}$ endowed with the Brinkmann’s (Eisenhart’s) metric

$$g = a_t - dt \otimes (dy - b_t) - (dy - b_t) \otimes dt - 2V dt^2. \quad (45)$$

A well known question is whether this spacetime metric can be rewritten, under a change of variables, in the simplified Rosen form

$$g = a'_t - dt \otimes dy' - dy' \otimes dt. \quad (46)$$

where $\partial_{y'}_{t,q'}$ is still the null Killing field $n = \partial_{y_{t,q}}$. It must be noted that under the assumption $\partial_y = \partial_{y'}$, the coordinate $t$ does not change because $dt = -g(\cdot, \partial_y) = -g(\cdot, \partial_{y'}) = dt'$, namely $t$ and $t'$ differ by an irrelevant additive constant. We shall speak of Rosen coordinates $(t, q', y')$, but we do not mean with this terminology that a single coordinate patch suffices to cover $Q$.

A proof that, at least locally, this simplification can indeed be accomplished can be found in [90, Chap. 10], [8], [40, Chap. 4], [19, Sect. 20.5], [84, Sect. 24.5]. These proofs are given under some additional assumptions on the Brinkmann form (four dimensionality, time independence of the space metric, flatness of the space metric, $b_t = 0$, quadratic dependence of $V(t, q)$ on $q$, etc.). These restriction arise naturally if one imposes the vacuum Einstein equations (which we do not impose). The mentioned proofs are quite technical. As we shall realize in a moment, this transformation problem is in fact quite geometrical although, to appreciate it, the general framework of this paper will be required.

Unfortunately, the fact that such local transformation can hardly be globalized is not so often mentioned. A relevant exception is Penrose [77]. He reminds us that Rosen showed that any non-flat vacuum metric of the form (46) necessarily encounters singularities when one attempts to extend the range of coordinates in order to obtain a geodesically complete spacetime. Unfortunately, Rosen interpreted it as evidence that gravitational plane waves do not exist in general relativity. It was later shown by Robinson [9] that these singularities are due to a mere coordinate effect and that in the four-dimensional case, vacuum metrics admit a global coordinate chart in which they take the form

$$g = \sum_{i=1}^{2} (dq_i)^2 - dt \otimes dy - dy \otimes dt - 2(\sum_{i=1}^{2} h_{ij}(t)q_iq_j) dt^2,$$

that is, they fall into the class of Brinkmann’s metrics studied in this work.

Let us return to our spacetimes $(M, g)$. We are going to show that the possibility of finding local (global) Rosen coordinates is equivalent to the possibility
of finding local (resp. global) solutions to the Hamilton-Jacobi equation. The existence of local solutions to the H.-J. equation is then assured by the method of characteristics.

**Theorem 3.14.** At any point $p \in M$, the spacetime $(M, g)$ admits $(C^{r-1})$ coordinates in a neighborhood of $p$ which allow us to rewrite $g$ in the Rosen form with a $C^{r-2}$ space metric.

The spacetime $(M, g)$ admits global (time-local at $t = t_0$) Rosen coordinates if and only if there is a global (resp. time-local at $t = t_0$) solution of the H.-J. equation with Hamiltonian whose base characteristics are complete (resp. defined on a common time interval neighborhood of $t_0$). (for the details on the differentiability properties see the proof)

**Proof.** Let $p = (t_0, q', y)$. Since the Lagrangian is $C^r$, $r \geq 2$, the flow $(t, q') \rightarrow (t, q(t, q'))$ induced by the base characteristics is $C^{r-1}$. We can always choose an initial condition $u_{t_0}$, $u_{t_0}(q') = y$, which is $C^r$ and prove that the obtained solution of the H.-J. equation is $C^r$ in a neighborhood of $(t, q')$. The new coordinate $y' = y - u(t, q)$ is therefore $C^r$ while the map $q(t, q')$ is $C^{r-1}$ together with its (local) inverse $q'(t, q)$. The fact that with this change the metric simplifies to the Rosen form follows from the spacetime-local version of theorem 3.13.

As for the last statement, we give the proof in the global case, the time-local case being analogous. Suppose that there are $C^1$ coordinates through which the metric can be written in Rosen form for some continuous metric coefficients. The hypersurface $N$ of equation $y' = 0$ is $C^1$, lightlike and transverse to $\partial y'_{t, q'} = n$. Let us look at this hypersurface using the original Brinkmann coordinates. According to theorem 3.3 there is a global $C^1$ solution of the H.-J. equation whose graph coincides with $N$. Using again the Rosen form, the base characteristics of this solution are the curves $q' = \text{const.}$ thus, by assumption, they are defined on the whole time axis.

Conversely, suppose that $u(t, q)$ is a $C^k$, $2 \leq k \leq r + 1$, solution of the H.-J. equation and that the base characteristics are complete. According to theorem 3.13 there are $C^{k-1}$ coordinates $y', q'$ which bring the metric in Rosen form.

\[\square\]

4 The causal hierarchy for spacetimes admitting a parallel null vector

We have already pointed out that the spacetime $(M, g)$ is causal. In this section we wish to establish the position of the generalized gravitational wave spacetime $(M, g)$ in the causal hierarchy of spacetimes \cite{43, 72}. We shall see that, at least for the lower levels, the spacetime is the more causally well behaved the better the continuity properties of the associated least action $S$. The identities $T^x(x) = J^x(x)$, $T^\tau = J^\tau$, will be used without further mention \cite{43, 72}. Since the causality results depend only on the conformal class of the metric, most of the results of this section will immediately extend to spacetimes which are conformal to those considered here.
A spacetime is non-total imprisoning if no future inextendible causal curve can be contained in a compact set. Replacing future with past gives an equivalent property [3 60]. Every distinguishing spacetime is non-total imprisoning and every non-total imprisoning spacetime is causal [60].

**Theorem 4.1.** The spacetime $(M, g)$ is non-total imprisoning.

**Proof.** Suppose, by contradiction, that there is a future (or past) inextendible causal curve contained in a compact set $C$, then, according to [60] Theor. 3.9], there is an inextendible achronal lightlike geodesic $\gamma$ entirely contained in $C$ with the property that, chosen $p \in \gamma$ and $q \in \gamma$ with $q < p$, the portion of $\gamma$ after $p$ accumulates on $q$, in particular $q \in J^+(x) \setminus \{p\}$. The geodesic $\gamma$ cannot coincide with an integral line of $n$ because $y$ is continuous and would increase along the curve. In the other cases $t$ provides an affine parameter for $\gamma$, it is $t(q) < t(p)$, and since $t$ is continuous and cannot decrease along a causal curve we find again that this case does not apply. The contradiction proves that $(M, g)$ is non-total imprisoning.

**Lemma 4.2.** For every $e_0, e_1 \in E$ we have

\[
\liminf_{e \to e_1} S(e_0, e) = S(e_0, e_1) \quad \text{or} \quad -\infty, \tag{47}
\]

\[
\liminf_{e \to e_0} S(e, e_1) = S(e_0, e_1) \quad \text{or} \quad -\infty, \tag{48}
\]

\[
\liminf_{(e, e') \to (e_0, e_1)} S(e, e') = S(e_0, e_1) \quad \text{or} \quad -\infty. \tag{49}
\]

Moreover,

\[
J^+ = \{(x_0, x_1) : y_1 - y_0 \geq \liminf_{(e, e') \to (e_0, e_1)} S(e, e')\}. \tag{50}
\]

For every $x_0 = (e_0, y_0) \in M$,

\[
J^+(x_0) = \{x_1 : y_1 - y_0 \geq \liminf_{e \to e_1} S(e_0, e)\}, \tag{51}
\]

\[
J^-(x_1) = \{x_0 : y_0 - y_1 \geq \liminf_{e \to e_0} S(e, e_1)\}. \tag{52}
\]

**Proof.** Proof of Eq. (51), the proof of Eq. (52) being analogous. Let us first prove the inclusion \( \{x_1 : y_1 - y_0 \geq \liminf_{e \to e_1} S(e_0, e)\} \subset J^+(x_0) \). Let $x_1$ be such that $y_1 \geq y_0 + \liminf_{e \to e_1} S(e_0, e)$ so that $\liminf_{e \to e_1} S(e_0, e) \neq +\infty$.

There are two cases, either $\liminf_{e \to e_1} S(e_0, e)$ is finite or it is $-\infty$. In the former case let $\epsilon > 0$ and let $U \ni e_1$ be an open set, then there is $\hat{e} \in U$ such that $S(e_0, \hat{e}) < \liminf_{e \to e_1} S(e_0, e) + \epsilon$. Note that we can assume $S(e_0, \hat{e}) \neq -\infty$ otherwise it would be, from the arbitrariness of $U$, $\liminf_{e \to e_1} S(e_0, e) = -\infty$. Since $\liminf_{e \to e_1} S(e_0, e) \neq +\infty$, we have that $S(e_0, \hat{e}) < +\infty$ and hence $\hat{t} > t_0$ or $\hat{e} = e_0$. We can assume that we can always choose $\hat{e} \neq e_0$ otherwise from the arbitrariness of $U$ and $\epsilon$, $e_0 = \hat{e} = e_1$ and taking the limit of the inequality, $S(e_0, \hat{e}) < \liminf_{e \to e_1} S(e_0, e) + \epsilon$, we get $0 = S(e_0, e_1) \leq \liminf_{e \to e_1} S(e_0, e)$, thus $y_1 \geq y_0$ and the points $(e_0, y_1)$ with $y_1 \geq y_0$ are included in $J^+(x_0)$. Thus
were a subsequence \( \hat{\mathcal{e}}_n \) such that 
\[ S(\mathcal{e}_0, \hat{\mathcal{e}}_n) \to -\infty \]
for all \( n \), \( \mathcal{e}_0 \) is left inextendible. Since \( S(\mathcal{e}_0, \hat{\mathcal{e}}_k) < +\infty \), \( t_n \to t_0 \) or \( \hat{\mathcal{e}}_n = \mathcal{e}_0 \). We can assume that the latter possibility does not apply for no value of \( n \) because if there were a subsequence \( \hat{\mathcal{e}}_k \) with that property \( S(\mathcal{e}_0, \hat{\mathcal{e}}_k) = S(\mathcal{e}_0, \mathcal{e}_0) = 0 \) and could not converge to \(-\infty\). By Eq. \((13)\) the points \( \hat{x}_n = (\hat{\mathcal{e}}_n, y_1) \) are such that for sufficiently large \( n \), \( \hat{x}_n \in I^+(x_0) \) but \( \hat{x}_n \to x_1 \), thus \( x_1 \in \overline{J^+(x_0)} = J^+(x_0) \).

For the converse, let \( x_1 \in J^+(x_0) = I^+(x_0) \). This means that there is a sequence of points \( \hat{x}_n \in I^+(x_0) \) such that \( \hat{x}_n \to x_1 \). By Eq. \((15)\) \( \hat{y}_n - y_0 > S(\mathcal{e}_0, \mathcal{e}_{n+1}) \), and since \( \mathcal{e}_n \to \mathcal{e}_1 \), \( \lim \inf_{n \to \infty} S(\mathcal{e}_0, \mathcal{e}_n) \leq y_1 - y_0 \) from which the thesis follows.

Proof of Eq. \((17)\), the proof of Eq. \((15)\) being analogous. Assume that \( \lim \inf_{\mathcal{e} \to \mathcal{e}_1} S(\mathcal{e}_0, \mathcal{e}) < S(\mathcal{e}_0, \mathcal{e}_1) \) (note that it can be \( S(\mathcal{e}_0, \mathcal{e}_1) = +\infty \)) then, given \( y_0 \), we can choose \( y' \) such that

\[
y_0 + \lim \inf_{\mathcal{e} \to \mathcal{e}_1} S(\mathcal{e}_0, \mathcal{e}) < y' < y_0 + S(\mathcal{e}_0, \mathcal{e}_1)
\]

thus defined \( x' = (e, y') \) and \( x_0 = (e, y_0) \) we have \( x' \in \overline{J^+(x_0)} \setminus J^+(x_0) \). By the limit curve theorem \([11, 15]\) there is a past inextendible lightlike ray \( \eta \) ending at \( x' \) such that \( \eta \subset \overline{J^+(x_0)} \). This null geodesic must belong to the null congruence generated by \( n \), otherwise taking \( \tilde{y} \) such that

\[
y_0 + \lim \inf_{\mathcal{e} \to \mathcal{e}_1} S(\mathcal{e}_0, \mathcal{e}) < \tilde{y} < y_0 + S(\mathcal{e}_0, \mathcal{e}_1)
\]

any point of \( \eta \setminus \{x'\} \) would be connected to \( \tilde{x} = (e_1, \tilde{y}) \) by a timelike curve and thus \( \tilde{x} \in I^+(x_0) \), a contradiction with Eq. \((13)\). Since \( \eta \) belongs to the congruence and it is past inextendible, every point of the form \( (e, y) \) with \( y \leq y' \) belongs to \( \overline{J^+(x_0)} \), and hence from Eq. \((21)\) we get \( \lim \inf_{\mathcal{e} \to \mathcal{e}_1} S(\mathcal{e}_0, \mathcal{e}) = -\infty \).

Proof of Eq. \((51)\). Let us first prove the inclusion

\[
\{(x_0, x_1) : y_1 - y_0 \geq \lim \inf_{(e,e') \to (\mathcal{e}_0, \mathcal{e}_1)} S(e, e')\} \subset \overline{J^+}.
\]

Let \( x_0, x_1 \), be such that \( y_1 \geq y_0 + \lim \inf_{(e,e') \to (\mathcal{e}_0, \mathcal{e}_1)} S(e, e') \) so that

\[
\lim \inf_{(e,e') \to (\mathcal{e}_0, \mathcal{e}_1)} S(e, e') \neq +\infty.
\]

There are two cases, either \( \lim \inf_{(e,e') \to (\mathcal{e}_0, \mathcal{e}_1)} S(e, e') \) is finite or it is \(-\infty\). In the former case let \( \epsilon > 0 \) and let \( U, V \), be open sets such that \( U \times V \supset (e_0, e_1) \), then there is \( (\hat{e}, \hat{e}') \in U \times V \) such that

\[
S(\hat{e}, \hat{e}') < \lim \inf_{(e,e') \to (\mathcal{e}_0, \mathcal{e}_1)} S(e, e') + \epsilon.
\]

Note that we can assume \( S(\hat{e}, \hat{e}') \neq -\infty \) otherwise it would be, from the arbitrariness of \( U \times V \), \( \lim \inf_{(e,e') \to (\mathcal{e}_0, \mathcal{e}_1)} S(e, e') = -\infty \). Since

\[
\lim \inf_{(e,e') \to (\mathcal{e}_0, \mathcal{e}_1)} S(e, e') \neq +\infty,
\]
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Lemma 4.3. If \( \liminf_{e \to e_0} S(e, 0, e) = -\infty \) and \( e_0 = e_1 \) is such that \( t_1' > t_1 \) and \( e_1' = e_1 \) under the strict inequality \( t_1 < t_1' \) we have the stronger conclusion \( S(e_0, e_1) = -\infty \). Analogously, if \( \liminf_{e \to e_0} S(e, e_1) = -\infty \) and \( e_0 = e_1 \) is such that \( t_1' \leq t_0 \) then \( \liminf_{e \to e_1} S(e, e_1) = -\infty \). Under the strict inequality \( t_1' < t_0 \) we have the stronger conclusion \( S(e_0, e_1') = -\infty \).

Proof. Let \( U \ni e_1 \) be an open set and let \( e \in U \), \( t(e) > t_1' \geq t_1 \), so that \( S(e_1, e) = +\infty \) and we can find \( \Delta y > S(e_1, e) \) such that for every \( y_1 \), \( (e, y_1) \)
\( \Delta y \in I^+((e_1, y_1)) \). Since \( \liminf_{e \to e_1} S(e_0, e) = -\infty \), for every \( y_1, (e_1, y_1) \in J^+((e_0, y_0)) \) and hence \( (e, y_1 + \Delta y) \in I^+((e_0, y_0)) \). Since \( y_1 \) is arbitrary, chosen any \( r \in \mathbb{R} \), \( (e, r) \in I^+((e_0, y_0)) \), and since \( U \) is arbitrary, \( (e_1', r) \in I^+((e_0, y_0)) \). From Eq. (15) we get \( \liminf_{e \to e_1'} S(e_0, e) = -\infty \).

If \( t_1 < t_1' \) then \( S(e_1, e_1') < +\infty \) and we can find \( \Delta y > S(e_1, e) \). For every \( y_1, (e_1', y_1 + \Delta y) \in I^+((e_1, y_1)) \) but \( (e_1, y_1) \in J^+((e_0, y_0)) \) thus \( (e_1', y_1 + \Delta y) \in I^+((e_0, y_0)) \) and from Eq. (15) and the arbitrariness of \( y_1 \) we get \( S(e_0, e_1') = -\infty \).

Lemma 4.4. If \( \liminf_{(\tilde{e}, \tilde{e}) \to (e_0, e_1)} S(\tilde{e}, \tilde{e}) = -\infty \) and \( (e_0', e_1') \) is such that \( t_0' \leq t_0 \) and \( t_1 \leq t_1' \) then \( \liminf_{(\tilde{e}, \tilde{e}) \to (e_0', e_1')} S(\tilde{e}, \tilde{e}) \) is such that \( t_0' \leq t_0 \) and \( t_1 < t_1' \) we have the stronger conclusion \( S(e_0', e_1') = -\infty \).

Proof. The assumption \( \liminf_{(\tilde{e}, \tilde{e}) \to (e_0, e_1)} S(\tilde{e}, \tilde{e}) = -\infty \) implies that \( t_0 \leq t_1 \). Let \( U, V \) be open sets, \( U \times V \supseteq (e_0', e_1') \) and let \( (\tilde{e}, \tilde{e}) \in U \times V \), such that \( t(\tilde{e}) < t_1 \) then \( t_0' \leq t_0 \) and \( t(\tilde{e}) > t_1 \geq t_1' \), so that \( \max(S(\tilde{e}, e_0'), S(e_1, \tilde{e})) < +\infty \) and we can find \( \Delta y > \max(S(\tilde{e}, e_0'), S(e_1, \tilde{e})) \) so that every \( \tilde{y}, \tilde{y} \in I^+((e_0, \tilde{y})) \) and \( (\tilde{e}, \tilde{y} + \Delta y) \in I^+((e_1, \tilde{y})) \). Since \( \liminf_{(\tilde{e}, \tilde{e}) \to (e_0, e_1)} S(e, e) = -\infty \), for every \( \tilde{y}, \tilde{y} \) and \( ((e_0, \tilde{y}), (e_1, \tilde{y})) \in J^+ \) and hence \( ((\tilde{e}, \tilde{y} - \Delta y), (\tilde{e}, \tilde{y} + \Delta y)) \in J^+ \). From the arbitrariness of \( \tilde{y} \) and \( \tilde{y} \) we have that for every \( \tilde{e}, \tilde{e} \in \mathbb{R} \), \( ((\tilde{e}, \tilde{e}), (\tilde{e}, \tilde{e})) \in J^+ \).

Since \( U \times V \) is arbitrary, \( ((e_0', e_0'), (e_1', e_1')) \in J^+ \) and from Eq. (15) we get the thesis.

For the last statement, since \( t_0' < t_0 \) and \( t_1 < t_1' \), we have \( e_0' \neq e_1' \) and there is a constant \( C < +\infty \) such that \( S(e_0', e_0) < C \) and \( S(e_1, e_1') < C \). Let \( (\tilde{e}_n, \tilde{e}_n) \to (e_0, e_1) \) be a sequence such that \( \lim S(\tilde{e}_n, \tilde{e}_n) \to -\infty \). Since \( S \) is upper semi-continuous outside the diagonal (corollary 2.9), we can assume \( S(e_0', \tilde{e}_n) < C \) and \( S(e_1, \tilde{e}_n') < C \). From the triangle inequality we get

\[
S(e_0', e_1') \leq S(e_0', \tilde{e}_n) + S(\tilde{e}_n, e_0) + S(e_0, e_1') \leq 2C + S(\tilde{e}_n, \tilde{e}_n),
\]

and thus \( S(e_0', e_1') = -\infty \).

An immediate consequence of lemmas 4.2 and 4.3 is

Proposition 4.5. If \( S(e_0, e_1) \) is finite for every \( e_0, e_1 \in E \) with \( t_0 < t_1 \) then \( S : E \times E \to (-\infty, +\infty] \) is (everywhere) lower semi-continuous.

Proof. If \( S \) were not lower semi-continuous at \( e_0, e_1 \) then \( \liminf_{(\tilde{e}, \tilde{e}) \to (e_0, e_1)} S(\tilde{e}, \tilde{e}) > S(e_0, e_1) \) which would imply \( t_0 \leq t_1 \) and, by lemma 4.2, \( \liminf_{(\tilde{e}, \tilde{e}) \to (e_0, e_1)} S(\tilde{e}, \tilde{e}) = -\infty \) and from lemma 4.3 would give for chosen \( e_0', e_1' \) with \( t_0' < t_0 \) and \( t_1' < t_1 \), \( S(e_0', e_1') = -\infty \), a contradiction.

4.1 Equivalence between stable and strong causality

It is well known that in a generic spacetime the relation \( J^+ \) is not transitive. Indeed, the smallest closed and transitive relation which contains \( J^+ \), denoted
$K^+$ by Sorkin and Woolgar [83], is particularly important. Seifert had also introduced a closed and transitive relation [79], denoted $J^+$, whose antisymmetry is equivalent to stable causality and hence to the existence of a time function $[44, 64]$. The equivalence between the antisymmetry of $K^+$, called $K$-causality, and stable causality has been recently established in [69], and will be central to establish the equivalence between strong causality and stable causality for generalized gravitational wave spacetimes.

Usually, $K^+$ does not identify with any simple relation constructed in terms of causal curves, but for causally simple spacetimes and a few other exceptions. Fortunately, in the case of generalized gravitational wave spacetimes considered in this work the next result holds.

**Theorem 4.6.** On the spacetime $(M, g)$ the relation $\overline{J^+}$ is transitive and thus coincident with $K^+$.

**Proof.** Let $(x_0, x_1) \in \overline{J^+}$ and $(x_1, x_2) \in \overline{J^+}$, so that $t_0 \leq t_1 \leq t_2$.

If $\lim \inf_{(e, e') \to (e_0, e_1)} S(e, e') = -\infty$ or $\lim \inf_{(e, e') \to (e_1, e_2)} S(e, e') = -\infty$ then by lemma 4.3 $\lim \inf_{(e, e') \to (e_0, e_2)} S(e, e') = -\infty$ and hence by Eq. (50), $(x_0, x_2) \in \overline{J^+}$. If, on the contrary, both liminf are finite then by lemma 4.2 they coincide respectively with $S(e_0, e_1)$ and $S(e_1, e_2)$ and hence

$$y_1 - y_0 \geq S(e_0, e_1),$$
$$y_2 - y_1 \geq S(e_1, e_2),$$

which, using the triangle inequality for $S$ give

$$y_2 - y_0 \geq S(e_0, e_1) + S(e_1, e_2) \geq S(e_0, e_2),$$

and hence by Eq. (50), $(x_0, x_2) \in \overline{J^+}$. \hfill \Box

The previous result simplifies considerably the causal ladder for generalized gravitational wave spacetimes. A strongly causal spacetime for which $\overline{J^+}$ is transitive is called *causally easy*. It has been proved [69] that causal continuity implies causal easiness which implies stable causality. Thus the previous theorem implies

**Theorem 4.7.** For the generalized gravitational wave spacetime $(M, g)$, strong causality and stable causality are equivalent (they are actually equivalent to causal easiness).

This result implies that the infinite causality levels that one may construct between strong causality and stable causality are actually all coincident for this type of spacetime.

It is therefore interesting to establish under which conditions strong causality holds.

**Theorem 4.8.** The spacetime $(M, g)$ is strongly causal at an event $x$ iff it is strongly causal at every other event $y$ on the same time slice (i.e. $t(y) = t(x)$) iff $S : E \times E \to [-\infty, +\infty]$ is lower semi-continuous at $(e_x, e_x)$. In particular strong causality holds iff $S$ is lower semi-continuous on the diagonal $\{(e, e) : e \in E\}$.  
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Proof. Assume that for some event $x$, \( \liminf_{(e,e') \to (e_x,e_x)} S(e,e') = -\infty \) and let $y$ be an event such that $t(y) = t(x)$. By lemma 4.3

\[
\liminf_{(e,e') \to (e_y,e_x)} S(e,e') = \liminf_{(e,e') \to (e_x,e_y)} S(e,e') = \liminf_{(e,e') \to (e_y,e_y)} S(e,e') = -\infty.
\]

Strong causality is violated at $p$ iff there is a point $q \in J^-(p)$, $q \neq p$, such that $(p,q) \in J^\pi$ (see [46, Lemma 4.16] or the proof of [63, Theorem 3.4]). By lemmas 4.2 and 4.3 strong causality is violated at $x$ if and only if \( \liminf_{(e,e') \to (e_x,e_x)} S(e,e') = -\infty \) (which, by Eq. (49), holds iff $S$ is not lower semi-continuous at $e_x$). Indeed, if the latter equality holds then $w = (e_x,y_x - 1)$ is such that $(w,x) \in J^+$, $w \neq x$ and $(x,w) \in J^\pi$. Conversely, if there is some $w$ with these properties then as $(w,x) \in J^+$, $t_w \leq t_x$, and since $(x,w) \in J^\pi$ and $t$ is continuous, $t_x \leq t_w$, so that they stay in the same time slice. Using again $(w,x) \in J^+$ it follows that $w$ stays in the past lightlike ray generated by $n$ that ends at $x$, so that $e_w = e_x$. Thus $(x,w) \in J^\pi$, $w \neq x$, and Eq. (50) together with $S(e_x,e_x) = 0$ implies that \( \liminf_{(e,e') \to (e_x,e_x)} S(e,e') = -\infty \).

\[\square\]

### 4.2 Distinguishing spacetimes

Let us recall [52, 67] that a spacetime is future distinguishing if $I^+(x) = I^+(y) \Rightarrow x = y$; past distinguishing if $I^-(x) = I^-(y) \Rightarrow x = y$; and weakly distinguishing if $I^+(x) = I^+(y)$ and $I^-(x) = I^-(y) \Rightarrow x = y$. The spacetime is distinguishing if it is both future and past distinguishing, namely if $I^+(x) = I^+(y)$ or $I^-(x) = I^-(y) \Rightarrow x = y$. Another useful characterization of future distinction is the fact that at the point $x$ there are arbitrarily small neighborhoods such that no causal curve issued from $x$ can escape and later reenter the neighborhood [43, 72]. Similar characterizations hold for past distinction and distinction (but not for weak distinction).

There are other useful characterizations. Let us recall that the relations $D^+_f = \{(x,y) : y \in I^+(x)\}$, $D^-_f = \{(x,y) : x \in I^-(x)\}$, and $D^+_f \cap D^-_p$ are transitive [63]. Moreover, $D^+_f (D^-_p)$ is antisymmetric iff the spacetime is future (resp. past) distinguishing, and $D$ is antisymmetric iff the spacetime is weakly distinguishing [63].

It is clear from lemma 4.1 that the chronological relation is determined by the least action $S$. The conformal structure follows also from the chronological relation and hence from $S$ provided the spacetime is distinguishing (Malament’s theorem [57], see [72, Prop. 3.13]). It is possible to completely characterize the distinction of the spacetime $(M,g)$ using the function $S$.

**Theorem 4.9.** The spacetime $(M,g)$ is future (resp. past) distinguishing at $x = (e_1,y_1)$ iff $S(e_1,\cdot)$ (resp. $S(\cdot,e_1)$) is lower semi-continuous at $e_1$.

**Proof.** Assume $(M,g)$ is not future distinguishing at $x = (t_x,q_x,y_x)$. Then there is $z = (t_z,q_z,\cdot)$ such that $I^+(x) = I^+(z)$ which implies $t_x = t_z$ because $t$ is a semi-time function. The violation of future distinction implies the existence of a sequence of timelike curves $\gamma_n$ of endpoints $x$ and $x_n$ such that $x_n \to x$,
and $z$ is an accumulation point for $\gamma_n$. By the limit curve theorem [4, 65], since the spacetime is chronological, there is a lightlike past ray ending at $x$ entirely contained in $\mathcal{I}^+(x)$. Necessarily this lightlike ray $r$ coincides with the portion of the fiber passing through $x$ which stays in the causal past of $x$. Indeed, if it were different, as $-g(n, r') = dt[r']$ is a positive constant, $t$ would be an affine parameter for $r$ and thus $r$ would contain points with $t < t_x$ which is impossible since no points of this kind can be contained in $\mathcal{I}^+(x)$. From Eq. (51) we get
\[ \liminf_{e \to e_x} S(e_x, e) = -\infty, \]
which violates lower semi-continuity as $S(e_x, e_x) = 0$.

Conversely, assume $S(e_x, \cdot)$ is not lower semi-continuous at $e_x$, then from lemma 4.2 it follows that the whole past lightlike ray $\eta$ generated by $n$ and ending at $x$ is contained in $\mathcal{J}^+(x)$. Take $w \in \eta \setminus \{x\}$ then as $(w, x) \in \mathcal{J}^+$ and $w \in \mathcal{J}^+(x)$ we have $\mathcal{I}^+(x) \neq \mathcal{I}^+(w)$, so that future distinction is violated at $x$. \hfill \Box

### 4.3 Reflectivity, causal continuity and independence of time

A spacetime is future reflective if $x \in \overline{\mathcal{I}^-(y)} \Rightarrow y \in \overline{\mathcal{I}^+(x)}$, past reflective if $x \in \overline{\mathcal{I}^-(y)} \Leftrightarrow y \in \overline{\mathcal{I}^+(x)}$ and reflective if it is both past and future reflective.

Equivalently [63], future reflectivity reads $D_f^+ = \overline{\mathcal{J}^+}$ and past reflectivity reads $D_p^+ = \overline{\mathcal{J}^+}$.

From Eqs. (51) and (52) we get

**Theorem 4.10.** The spacetime $(M, g)$ is future reflective iff for every $e_0, e_1 \in E$
\[ \liminf_{e \to e_1} S(e_0, e) \leq \liminf_{e \to e_0} S(e, e_1), \] (53)
and past reflective iff for every $e_0, e_1 \in E$
\[ \liminf_{e \to e_1} S(e_0, e) \geq \liminf_{e \to e_0} S(e, e_1). \] (54)

Moreover, in the former case
\[ \liminf_{e \to e_1} S(e_0, e) = \liminf_{(e, e') \to (e_0, e_1)} S(e, e'), \] (55)
while in the latter case
\[ \liminf_{e \to e_0} S(e, e_1) = \liminf_{(e, e') \to (e_0, e_1)} S(e, e'). \] (56)

An important case is that of autonomous Lagrangians

**Theorem 4.11.** If the Lagrangian $L(t, q, v)$ does not depend on time then the spacetime $(M, g)$ is reflective.
Proof. Let \( x_1 \in \overline{I^+(x_0)} \), \( x_1 = (t_1, q_1, y_1) \), and make a coordinate change change \( y' = y + Ct, \quad t' = t \), so that \( \partial_t y' = \partial_t y - C \partial_y \). From Eq. \( 8 \) it follows that this operation changes the Lagrangian by a constant and thus keeps it independent of time. With \( C = V(q_1) - 1/2 \), \( \partial_t y' \) is timelike at \( x_1 \). For this reason with no loss of generality we can assume that \( \partial_t \) is timelike at \( x_1 \). The sequence \( w_n = (\tau_n, q_1, y_1) \) with \( \tau_n > t_1 \) and \( \tau_n \to t_1 \) stays in the integral line of \( \partial_t \) passing through \( x_1 \), thus as \( \partial_t \) is timelike in a neighborhood of \( x_1 \), \( w_n \in I^+(x_1) \) and hence \( w_m \in I^+(x_0). \) Let \( \sigma_n = (t, q_n(t), y_n(t)) \), \( w_n = \sigma_n(\tau_n), \ y_n(\tau_n) = y_1, \ q_n(\tau_n) = q_1, \ \sigma_n : [t_0, \tau_n] \to M \) be a sequence of timelike curves starting from \( x_0 \) of final endpoints \( w_n \). Consider the curves \( \tilde{\sigma}_n(t) = (t, q_n(t-t_1 + \tau_n), y_n(t-t_1 + \tau_n)), \ \sigma : [t_0 + t_1 - \tau_n, t_1] \to M \) which are obtained translating \( \sigma_n \) backward under the flow of \( \partial_t \) by a parameter \( \tau_n - t_1 \). By construction the curves \( \tilde{\sigma}_n \) end at \( x_1 \) and start at \( (t_0 + t_1 - \tau_n, q_0, y_0) \) which converges to \( x_0 \) for \( \tau_n \to t_1 \). Finally, \( \tilde{\sigma}_n \) is timelike because the causal character of a vector is preserved under the action of the flow of a Killing field, and in our case \( \partial_t \) is Killing. We conclude that \( x_0 \in \overline{I^-(x_1)} \) and hence past reflectivity holds. The proof of the other direction is analogous.

A theorem by Clarke and Joshi \cite{MR557626} Prop. 3.1] states that every spacetime admitting a complete timelike Killing vector field is reflective. Their theorem is in a way connected to the above result. Indeed, one could hope to prove theorem \cite{MR557626} by showing that under independence of time for \( L \) the spacetime \( (M, g) \) admits a complete timelike Killing vector field. This alternative strategy seems to work only in particular cases. In fact note that while, under time independence, the vector \( \partial_t + k \partial_y \) is complete and Killing for any constant \( k \), it is not necessarily globally timelike (although it can be made timelike at some event for some \( k \)) unless the potential is bounded from below \cite[Theor. 2.8]{MR2509657}.

A spacetime which is distinguishing and reflective is called causally continuous. From theorems \cite{MR557626} and \cite{MR2509657} we obtain

**Theorem 4.12.** The spacetime \( (M, g) \) is causally continuous iff

\[
\liminf_{e \to e_1} S(e_0, e) = \liminf_{e \to e_0} S(e, e_1), \tag{57}
\]

and this quantity vanishes for \( e_0 = e_1 \).

**Remark 4.13.** Since under Eq. \( \text{(57)} \) the Eq. \( \text{(55)} \) holds, then \( S \), under the assumptions of theorem \cite{MR557626} is lower semi-continuous on the diagonal, which is equivalent to stable causality. This fact is consistent with the well known result that causal continuity implies stable causality.

**Corollary 4.14.** If \( S : E \times E \to [-\infty, +\infty] \) is lower semi-continuous then \( (M, g) \) is causally continuous.

**Proof.** If \( S \) is lower semi-continuous then

\[
\liminf_{e \to e_1} S(e_0, e) = S(e_0, e_1) = \liminf_{e \to e_0} S(e, e_1),
\]

and this quantity vanishes for \( e_0 = e_1 \), because by definition \( S(e, e) = 0 \).
Under reflectivity it is especially important to establish if a spacetime is distinguishing as this property would imply causal continuity. Fortunately, the next proposition shows that it is necessarily to check for distinction at just one point for every time slice (as it happens for strong causality, see theorem 4.8).

**Proposition 4.15.** Assume the spacetime \((M,g)\) is reflective. If \((M,g)\) is past or future distinguishing at an event \(x\) then it is past and future distinguishing at every other event \(y\) on the same time slice (i.e. \(t(y) = t(x)\)). Moreover, if this is not the case then the events in the time slice have the same chronological past and the same chronological future.

**Proof.** Assume that future distinction is violated at \(x\) and let us prove that past distinction is violated at \(y\) with \(t(y) = t(x)\). The violation of future distinction at \(x\) implies (see lemma 4.2 and theorem 4.9)

\[
\liminf_{\varepsilon \to e_x} S(e_x,e) = -\infty,
\]

thus by lemma 4.3

\[
\liminf_{\varepsilon \to e_y} S(e_x,e) = -\infty,
\] (58)

and using past reflectivity, that is Eq. (54),

\[
\liminf_{\varepsilon \to e_x} S(e,e_y) = -\infty,
\] (59)

and using again lemma 4.3

\[
\liminf_{\varepsilon \to e_y} S(e,e_y) = -\infty,
\]

which from lemma 4.2 and theorem 4.9 implies that past distinction is violated at \(y\). Analogously, if past distinction is violated at \(x\) then future distinction is violated at \(y\). As \(y\) is arbitrary and can be taken equal to \(x\), future distinction is violated at a point iff past distinction is violated at the point, from which the first statement follows. As for the last statement, the previous analysis shows that if future or past distinction is violated at a point then future distinction is violated at \(x\), and Eqs. 58 and 59 imply (i) \(y \in J^+(x)\) and (ii) \(x \in J^-(y)\). The analogous omitted part of proof gives (a) \(y \in J^-(x)\) and (b) \(x \in J^+(y)\) from (i) and (b) we get \(I^+(y) = I^+(x)\) and from (ii) and (a) we get \(I^-(x) = I^-(y)\).

**Corollary 4.16.** In the time independent case if past or future distinction holds at a point then distinction holds at every point.

**Proof.** If past or future distinction holds at \(x\) then it holds on the whole time slice passing through \(x\). As \(\partial_t\) is Killing (not necessarily timelike) every event is obtained from a point on the time slice of \(x\) by applying the the flow \(\phi_s\) of the Killing field \(\partial_t\). As the maps \(\phi_s\) are isometries one gets the thesis.
4.4 A partially time-independent case: subquadratic potentials

In this subsection we investigate the special case $\partial_t a_t = b_t = 0$, and obtain some useful result which improve those obtained in \[32\]. Further result will be given in the next sections, e.g. Theor. 4.23 and Cor. 4.29. The assumption $\partial_t a_t = b_t = 0$ will be explicitly stated wherever it is used.

**Definition 4.17.** We shall say that the functional $S_{\varepsilon_0, \varepsilon_1}$ is **coercive** at $(\varepsilon_0, \varepsilon_1)$ if given any sequence of $C^1$ curves $q_n : [t_0, t_1] \to Q$ such that $S_{\varepsilon_0, \varepsilon_1}[q_n]$ is bounded from above, the images $q_n([t_0, t_1])$ are all contained in a compact subset of $Q$. We shall say that the functional $S_{\varepsilon_0, \varepsilon_1}$ is **coercive** if it is coercive everywhere on $E \times E$.

**Definition 4.18.** Let $I$ be an interval of the real line, and let $(Q, a)$ be a Riemannian space. A potential $V(t, q)$ defined over $I \times Q$ is said to be **almost quadratic** if $V(t, q) \leq c_1 D(q_B, q)^2 + c_2$, **subquadratic** if $V(t, q) \leq c_1 o(D(q_B, q)^2) + c_2$, **superquadratic** if $V(t, q) \geq c_1 \omega(D(q_B, q)^2) + c_2$, where $q_B \in Q$, $c_1, c_2$, are positive constants, and $D(q_0, q)$ is the Riemannian distance calculated through $a$.

Clearly if $Q$ and $I$ are compact then $V$ is almost quadratic, and it cannot be neither subquadratic nor superquadratic.

It is understood that the little-$o$ and little-$\omega$ Landau notation used above refers to the limit $(t, q) \to +\infty$ on $\mathbb{R} \times Q$, with the Alexandrov one-point compactification topology for the point $+\infty$ (its open sets are the complements to compact sets). In particular, since $D$ is continuous, for fixed $q_B$, $D(q_B, q) \to +\infty$ implies $q \to +\infty$, but the converse holds if and only if $(Q, a)$ is complete (Hopf-Rinow theorem).

**Remark 4.19.** The reference point $q_B$ can be chosen arbitrarily because, if $q_B', q_B'' \in Q$ are any two points

$$c_1' D(q_B', q)^2 + c_2' \leq c_1' [D(q_B', q_B'') + D(q_B'', q)]^2 + c_2' \leq c_1'' D(q_B'', q)^2 + c_2''.$$  

where $c_1'' = c_1' + c_1'^2$ and $c_2'' = c_2' + 2D(q_B', q_B'')^2$.

The next result allows us to establish the lower semi-continuity of the least action, and hence to infer strong causality. According to a previous result this fact implies stable causality. The theorem rephrases and improves some results contained in \[52\] where the key role of the quadraticity of the potential was recognized.

**Theorem 4.20.** Let us consider the special case $\partial_t a_t = b_t = 0$. Suppose that for some compact time interval $I$ the potential $V(t, q)$ on $I \times Q$ is
(a) **Almost quadratic.** There is a constant \( \epsilon > 0 \) such that the least action 
\[ S(e_0, e_1), \] is finite on \( (I \times Q)^2 \) provided \( t_0 < t_1 < t_1 + \epsilon \) (as a consequence 
\( S \) is lower semi-continuous on the diagonal on \( (I \times Q)^2 \), see Theor. [3.9].) 
Moreover, under the same conditions on \( t_1 \), if \( (Q, a) \) is complete then 
\( S_{e_0, e_1} \) is coercive.

(b) **Subquadratic.** Same as (a) but we can take \( \epsilon = +\infty \).

(c) **Superquadratic.** Let \( \tilde{e} \in I \times Q \) be such that \( \tilde{e} \in \text{Int} I \). Then \( S(\tilde{e}, \cdot) \) and 
\( S(\cdot, \tilde{e}) \) are not lower semi-continuous at \( \tilde{e} \).

Proof. Let \( (e_0, e_1) \in (I \times Q)^2 \) with \( t_0 < t_1 \), and let us set \( q_B = q_0 \). Let 
\[ q : [t_0, t_1] \to Q \] be a \( C^1 \) curve connecting \( q_0 \) to \( q_1 \), and let \( \tilde{q} \) be a point on the 
image of \( q(t) \) with maximum distance from \( q_B \) (we recall that the Riemannian 
distance is continuous). For any given path (image of \( q(t) \) the kinetic energy is 
minimized by that reparametrization which makes the speed constant (Cauchy- 
Schwarz inequality)). As a consequence, the kinetic energy satisfies the lower bound

\[
T[q] = \int_{t_0}^{t_1} \frac{1}{2} a(q, \dot{q}) dt \geq \frac{1}{2} \| \dot{q} \|^2 \geq \frac{1}{2} \frac{[D(q_0, \tilde{q}) + D(\tilde{q}, q_1)]^2}{t_1 - t_0} \\
\geq \frac{[2D(q_B, \tilde{q}) - D(q_0, q_1)]^2}{t_1 - t_0},
\]

where \( l[q] \) is the Riemannian length of the path.

Proof of (a). For an almost quadratic potential we get

\[
S_{e_0, e_1}[q] \geq T[q] - \int_{t_0}^{t_1} V(t, q(t)) dt \geq T[q] - \int_{t_0}^{t_1} |c_1 D(q_B, q(t))^2 + c_2| dt \\
\geq T[q] - \int_{t_0}^{t_1} |c_1 D(q_B, \tilde{q})^2 + c_2| dt \\
\geq \frac{[2D(q_B, \tilde{q}) - D(q_0, q_1)]^2}{t_1 - t_0} - [c_1 D(q_B, \tilde{q})^2 + c_2](t_1 - t_0).
\]

If \( t_1 < t_0 + \epsilon \) with \( \epsilon < 2/\sqrt{c_1} \) then the right-hand side is bounded from below 
by a constant independent of \( \tilde{q} \) and hence of \( q(t) \). Taking the infimum over all 
paths connecting \( q_0 \) to \( q_1 \) we obtain that \( S(e_0, e_1) \neq -\infty \). Suppose \( (Q, a) \) is 
complete and let us make the same choice for \( \epsilon \). The last inequality proves that 
if \( S_{e_0, e_1}[q] < C \) for some constant \( R \), then \( D(q_B, \tilde{q}) < R(c_0, t_0, t_1, c_1, c_2) \), where 
the constant in the last equation does not depend on the curve \( q(t) \). Thus, as 
for every \( t \), \( D(q_B, q(t)) \leq D(q_B, \tilde{q}) \), all connecting curves are contained in a ball 
of radius \( R \), which is compact by the Hopf-Rinow theorem.

Proof of (b). Suppose that the potential is subquadratic. Let us observe that for each \( \delta > 0 \) there is some compact set \( K \subset Q \) such that \( V(t, q) \leq \delta c_1 D(q_B, q)^2 + c_2 \) for \( (t, q) \in I \times (Q \setminus K) \). Since over the compact \( I \times K \) the 
potential \( V(t, q) \) attains a maximum, there is a constant \( c_2^{(2)}(\delta) \) such that \( V(t, q) \leq
\[ \delta c_1 D(q_B, q)^2 + c_2'(\delta). \] Thus
\[
S_{e_0, e_1}[q] \geq T[q] - \int_{t_0}^{t_1} V(t, q(t))dt \geq T[q] - \int_{t_0}^{t_1} [\delta c_1 D(q_B, q(t))^2 + c_2'(\delta)]dt
\]
\[
\geq T[q] - \int_{t_0}^{t_1} [\delta c_1 D(q_B, \hat{q})^2 + c_2'(\delta)]dt
\]
\[
\geq \frac{[2D(q_B, \hat{q}) - D(q_0, q_1)]^2}{t_1 - t_0} - [\delta c_1 D(q_B, \hat{q})^2 + c_2'(\delta)](t_1 - t_0).
\]
Choosing \( \delta < \frac{4}{(t_1 - t_0)c_1} \) we obtain that the right-hand side is bounded from below by a constant independent of \( \hat{q} \) and hence of \( q(t) \). Taking the infimum over all paths connecting \( q_0 \) to \( q_1 \) we obtain that \( S(e_0, e_1) \neq -\infty \). Arguing as in (a) we also obtain that \( S_{e_0, e_1}[q] \) is coercive.

Proof of (c). Since the potential is superquadratic \( Q \) is non compact. Let \( q_B \in Q \) be any point, even if \( (Q, a) \) is not complete there is a small compact ball \( B \) of radius \( r \) centered at \( q_B \). Let us define \( t_0 \in \text{Int} I, \ e_0 = (t_0, q_B), \ e_1 = (t_0 + 3\epsilon, q_B) \) and let \( \epsilon > 0 \). We wish to prove that \( S(e_0, e_1(\epsilon)) \) goes to \( -\infty \) for \( \epsilon \to 0 \) (and hence \( e_1 \to e_0 \)), thus proving that \( S(e_0, \cdot) \) is not lower semi-continuous, the proof to the dual claim being analogous.

Let us observe that for each \( \delta \), such that \( 0 < \delta < c_1\epsilon^2/2 \) there is some compact set \( K \subset Q, q_B \in K, \) such that \( V(t, q) \geq \frac{1}{\delta} c_1 D(q_B, q)^2 + c_2 \) for \( (t, q) \in I \times (Q \setminus K) \). Let \( C \) be a lower bound for \( V(t, q) \) on the compact set \( I \times K \), then \( F := \min(C, c_2) \) is a lower bound for \( V(t, q) \) all over \( I \times Q \). Let us consider a curve \( q: [t_0, t_0 + 3\epsilon] \to Q \) such that for \( t \in [t_0, t_0 + \epsilon] \) the point \( q(t) \) starts from \( q_B \), moves at constant speed till it reaches a point \( \hat{q} \notin K \), there it stays at rest during the interval \( [t_0 + \epsilon, t_0 + 2\epsilon] \), and then it returns to \( q_B \) at constant speed along the initial path. Thus
\[
S(e_0, e_1) \leq S_{e_0, e_1}[q] \leq T[q] - \int_{t_0}^{t_0 + 3\epsilon} V(t, q(t))dt
\]
\[
\leq \frac{D(q_B, \hat{q})^2}{\epsilon} - \int_{t_0}^{t_0 + 2\epsilon} \frac{1}{\delta} c_1 D(q_B, q(t))^2 + c_2 dt - 2\epsilon F
\]
\[
\leq \frac{D(q_B, \hat{q})^2}{\epsilon} - \epsilon \left[ \frac{1}{\delta} c_1 D(q_B, \hat{q})^2 + c_2 \right] - 2\epsilon F
\]
\[
\leq -\frac{D(q_B, \hat{q})^2}{\epsilon} - \epsilon (c_2 + 2F) \leq -\frac{\epsilon^2}{\epsilon} - \epsilon (c_2 + 2F).
\]
This inequality proves that \( S(e_0, e_1(\epsilon)) \to -\infty \) for \( \epsilon \to 0 \).

\textbf{Corollary 4.21.} In the special case \( \partial_t a_t = b_t = 0 \), if the potential \( V(t, q) \) is almost quadratic then the spacetime is stably causal.

\textbf{Remark 4.22.} We stress that the previous result for the small family of gravitational plane waves was already known. In fact Ehrlich and Emch proved that for \( Q = \mathbb{R}^2, a_{ij} = \delta_{ij}, V(t, q) = f(t)(w^2 - z^2) + g(t) wz \) the spacetime is even
causally continuous [23, Theor. 6.9]. Similarly, Hubeny, Rangamani and Ross [47] showed that if $Q = \mathbb{R}^d$, $a_{ij} = \delta_{ij}$, $V(t, q) = A_{ij}(t)x^ix^j$, then the spacetime is stably causal. Contrary to these references we do not assume any symmetry, nor an exact quadratic dependence. These last authors claim [47] that a proof of the above corollary can be found in [32], but in this paper the authors do not mention stable causality, and prove just strong causality. In fact, we have seen that the above result depends on the recently proved equivalence between $K$-causality and stable causality [69, 70].

The following result improves [32, Prop. 2.1], because our superquadraticity condition is less restrictive, the Riemannian manifold $(Q, a)$ is not assumed complete, and $V(t, q)$ is not necessarily non-negative.

**Theorem 4.23.** Let us consider the special case $\partial_t a_t = b_t = 0$. If $V(t, q)$ is superquadratic for every $t \in I$, with $I \subset \mathbb{R}$ open interval, then $(M, g)$ is not distinguishing on any point of $\pi^{-1}(I \times Q)$.

**Proof.** It follows from Theorem 4.20 and Theorem 4.9.

**4.5 Global hyperbolicity and causal simplicity: from coercivity to Tonelli’s theorem**

A spacetime is causally simple if it is causal and $J^+ = J^+$ (see [72]). The level of causal simplicity has been characterized by the author in [61]. Here I provide a shorter proof of the following theorem taking advantage of the previous results.

**Theorem 4.24.** The spacetime $(M, g)$ is causally simple iff the following properties hold

(a) if $S(e_0, e_1)$, $t_0 < t_1$, is finite then the functional $S_{e_0, e_1}$ attains its infimum at a certain (non necessarily unique) $q(t) \in C^1_{e_0, e_1}$, i.e. $S_{e_0, e_1}[q] = S(e_0, e_1)$,

(b) $S$ is lower semi-continuous.

**Proof.** From Eq. (16) and (50) we have

$$\overline{\mathcal{J}^+ \setminus J^+} \supset \{(x_0, x_1) : \liminf_{(e, e') \to (e_0, e_1)} S(e, e') \leq y_1 - y_0 < S(e_0, e_1)\},$$

thus causal simplicity implies (b). Assume $S(e_0, e_1)$, $t_0 < t_1$, is finite and for any $y_0$ define $x_0 = (e_0, y_0)$ and $x_1 = (e_1, y_0 + S(e_0, e_1))$. By Eq. (50), $(x_0, x_1) \in \overline{\mathcal{J}^+} = J^+$. However, from Eq. (15) we infer $x_1 \notin I^+(x_0)$ thus $x_1 \in E^+(x_0)$ and there is an achronal lightlike geodesic $\gamma$ connecting $x_0$ to $x_1$ necessarily (because $t_1 > t_0$) with tangent vector nowhere parallel to $n$. Let $(t, q(t))$ be the $C^1$ curve projection of the geodesic $\gamma$ on $E$. By corollary 2.8 $S_{e_0, e_1}[q] = S(e_0, e_1)$ thus (a) holds.

For the converse, since by (b) $S$ is lower semi-continuous, Eq. (50) gives

$$\mathcal{J}^+ = \{(x_0, x_1) : y_1 - y_0 \geq S(e_0, e_1)\}.$$
Given \((x_0, x_1) \in \overline{J^+}\) we have by the previous equation, \(S(e_0, e_1) < +\infty\), thus either \(e_0 = e_1\) and hence \((x_0, x_1) \in J^+\) and we have finished, or \(t_0 < t_1\). In this last case by (a) there is some \(C^1\) curve \((t, q(t))\) which connects \(e_0\) to \(e_1\) and such that \(S_{e_0, e_1}[q] = S(e_0, e_1)\). Then the light lift \(\gamma(t) = (t, q(t), y_0 + S_{e_0, e(t)}[q][t_0, t])\) is a causal curve connecting \(x_0\) to \(x_1\), thus \(\overline{J^+} = J^+\).

In order to assure the existence of a minimizer for a variational problem it is common to add some coercivity assumption which guarantees that the minimizing sequence does not escape to infinity.

**Proposition 4.25.** Assume that \(S_{e_0, e_1}\) is coercive then the same is true for \(S_{e_0', e_1'}\) where \(e_0', e_1' \in E\) are any points such that \(e_0' \in J^+(e_0), e_1' \in J^-(e_1)\), \(t_0' < t_1\).

**Proof.** Let \(e_n' = (t, q_n(t))\), \(q_n' : [t_0', t_1'] \to Q\), be a sequence of \(C^1\) curves connecting \(e_0'\) to \(e_1'\), such that \(S_{e_n', e_1'}[q_n']\) is bounded from above by \(C \in \mathbb{R}\). Let \((t, \alpha(t))\) be a \(C^1\) curve which connects \(e_0\) to \(e_0'\) and \((t, \beta(t))\) be a \(C^1\) curve which connects \(e_1'\) to \(e_1\), then the curves \(q_n = \beta \circ q_n' \circ \alpha\) have an action functional bounded above by \(C + S_{e_0, e_0} [\alpha] + S_{e_1', e_1}[\beta]\) thus, by coercivity of \(S_{e_0, e_1}\), the curves \(q_n\) and hence the curves \(q_n'\) are all contained in a compact set.

**Proposition 4.26.** If \(S_{e_0, e_1}\), \(t_0 < t_1\), is coercive, then \(S(e_0, e_1)\) is finite.

**Proof.** Let \(q_n : [t_0, t_1] \to Q\) be a sequence such that \(\lim_{n \to +\infty} S_{e_0, e_1}[q_n] = S(e_0, e_1)\). Since \(t_0 < t_1\), we have that \(S(e_0, e_1) < +\infty\) and hence \(S_{e_0, e_1}[q_n]\) is bounded from above. By coercivity there is a compact \(K \subset Q\) such that the images of the curves \(q_n\) are all contained in \(K\), and hence the corresponding curves on \(E\), \(e_n(t) = (t, q_n(t))\), are all contained in the compact set \(\hat{K} = [t_0, t_1] \times K\). By compactness of \(\hat{K}\) and continuity of \(a_t, b_t\) and \(V(t, q)\) on \(\hat{K}\) we can find a \((C^0)\) space metric \(h : K \to T^*\hat{K} \otimes T^*\hat{K}\), such that \(h(v, v) < a_t(v, v)\) for every \(v \in TK\). Let \(B\) be an upper bound for \(\sqrt{h^{-1}(b_t, b_t)}\) on \(\hat{K}\), and let \(\nabla\) be an upper bound for \(V(t, q)\) in \(\hat{K}\). Using the Cauchy-Schwarz inequality \(|b_t(q)| \leq h^{-1/2}(b_t, b_t)\sqrt{h(q, q)}\), thus

\[
S_{e_0, e_1}[q_n] = \int_{t_0}^{t_1} \frac{1}{2}a_t(q_n, q_n) + b_t(q_n) - V(t, q_n(t))\,dt \\
\geq \int_{t_0}^{t_1} \frac{1}{2}h(q_n, q_n) - B\sqrt{h(q_n, q_n)} - \nabla\,dt \\
\geq \frac{1}{2}t_1 - t_0 - B t_n[q_n] - [V(t_1 - t_0)\sqrt{B^2 + \nabla}] \\
\geq (t_1 - t_0)(\frac{B^2}{2} + \nabla),
\]

where \(t_n[q_n]\) is the \(h\)-length of the path \(q_n\).

A spacetime is globally hyperbolic if it is causal and for every \(x_0, x_1 \in M\), \(J^+(x_0) \cap J^-(x_1)\) is compact \([7]\). Equivalently, global hyperbolicity can be defined as follows \([68]\) Corollary 3.3: a spacetime is globally hyperbolic if it is non-total imprisoning and for every \(x_0, x_1 \in M\), \(J^+(x_0) \cap J^-(x_1)\) is compact.
Theorem 4.27. The spacetime \((M, g)\) is globally hyperbolic iff for every \(\epsilon_0, \epsilon_1 \in E\), \(t_0 < t_1\), the functional \(S_{\epsilon_0, \epsilon_1}\) is coercive.

Proof. Assume \((M, g)\) is globally hyperbolic and let \(\epsilon_0, \epsilon_1 \in E\), \(t_0 < t_1\), so that \(S(\epsilon_0, \epsilon_1) < +\infty\). Choose any \(y_0 \in \mathbb{R}\) and define \(x_0 = (\epsilon_0, y_0)\).

Let \(\gamma_n(t) = (t, q_n(t))\) be \(C^1\) curves which connect \(\epsilon_0\) to \(\epsilon_1\) such that \(S_{\epsilon_0, \epsilon_1}[q_n] \leq C\) for some constant \(C\). The light lifts \(\gamma_n(t) = (t, q_n(t), y_0 + S_{\epsilon_0, \epsilon_1}[q_n(t)])\) are causal curves which connect \(x_0\) to \(w_n = (\epsilon_1, y_0 + S_{\epsilon_0, \epsilon_1}[q_n])\).

Choose \(y_1\) such that \(y_1 - y_0 > C > S(\epsilon_0, \epsilon_1)\), and define \(x_1 = (\epsilon_1, y_1)\) so that by Eq. (15), \(x_1 \in J^+(x_0)\). Since \(y_1 > y_0 + C \geq y_0 + S_{\epsilon_0, \epsilon_1}[y_0]\), we have \(w_n \in J^+(x_1)\) (the point \(x_1\) can be reached from \(w_n\) by moving forward along the fiber generated by \(n\)) thus the images of the curves \(\gamma_n\) are contained in the compact \(J^+(x_0) \cap J^-(x_1)\). The images of the curves \(\gamma_n\) are all contained in the compact \(\pi(J^+(x_0) \cap J^-(x_1))\), and finally if \(\pi_Q : E \to Q\) is the natural projection of the splitting \(E = T \times Q\), the images of the curves \(q_n\) are all contained in the compact \(\pi_Q(\pi(J^+(x_0) \cap J^-(x_1)))\), that is, \(S_{\epsilon_0, \epsilon_1}\) is coercive.

Let us prove the converse. From theorem 4.1 \((M, g)\) is non-total imprisoning (alternatively, from proposition 4.5 and the finiteness of \(S(\epsilon_0, \epsilon_1)\) for \(t_0 < t_1\), it follows that \(S\) is lower semi-continuous, in particular \((M, g)\) is strongly causal (theorem 4.8) and hence non-total imprisoning 43, 66). We have to show that for every \(x_0, x_1 \in M\), \(J^+(x_0) \cap J^-(x_1)\) is compact. Clearly, we can assume \(x_0 \ll x_1\), as the empty set is compact, thus \(t_0 < t_1\).

Let \(\gamma_n\) be a sequence of timelike curves connecting \(x_0\) to \(x_1\). Since the curves \(\gamma_n\) are timelike they can be parametrized by \(t\) as \(\gamma_n(t) = (t, q_n(t), y_n(t))\) for \(C^1\) functions \(q_n\) and \(y_n\). By theorem 2.3 we have \(S_{\epsilon_0, \epsilon_1}[q_n] \leq y_1 - y_0\), and by coercivity the images of the curves \(q_n\) are all contained in a compact set \(K \subset Q\).

By Prop. 4.26 \(S\) is finite, and by Prop. 4.7, \(S\) is lower semi-continuous. As \([t_0, t_1] \times K\) is compact the function \(S\) reaches a minimum there which must be finite since \(S \neq -\infty\) on this set. Thus there is a constant \(N < 0\) such that \(S(e, e') > N\) for \((e, e') \in ([t_0, t_1] \times K)^2\).

Since \(y_n(t) - y_0 \geq S_{\epsilon_0, \epsilon_n}(t) \geq S(\epsilon_0, \epsilon_n(t)) > N\) and \(y_1 - y_n(t) \geq S_{\epsilon_n, \epsilon_1}[q_n] \geq S(\epsilon_n, \epsilon_1(t), e_1) > N\) (for the first steps use theorem 2.3) we have that the curves \(\gamma_n\) are all contained in the compact set \([t_0, t_1] \times K \times [y_0 + N, y_1 - N]\). 

With this result we can now interpret the well known result “global hyperbolicity ⇒ causal simplicity” [4 Prop. 3.16] as a typical Tonelli’s type result for the existence of minimizers 11 where the typical ingredients for obtaining the existence of minimizers are: (a) the coercivity and (b) the lower semi-continuity of the action functional. Here, we do not need to mention the latter condition because of the special form of the Lagrangian.

Corollary 4.28. If for every \(\epsilon_0, \epsilon_1 \in E\), functional \(S_{\epsilon_0, \epsilon_1}\) is coercive then its infimum provided \(t_0 < t_1\).

It must be remarked that here the notion of coercivity is rather weak and we do not have to bother on the usual variational space of absolutely continuous curves as all our curves are \(C^1\) (minimizers being projection of geodesics are actually \(C^{r+1}\)).
Given our improved definition of subquadraticity the next result improves slightly that of [32].

**Corollary 4.29.** Let us consider the special case \( \partial_t a_t = b_t = 0 \). If \((Q,a)\) is complete and \(V(t,q)\) is subquadratic then \((M,g)\) is globally hyperbolic.

**Proof.** Follows at once from Theorem 4.20 and Theorem 4.27. \( \square \)

**Corollary 4.30.** If \(Q\) is compact then \((M,g)\) is globally hyperbolic.

**Proof.** Immediate, because the functional \(S_{e_0,e_1}\) is clearly coercive. \( \square \)

In this section we proved that the causality properties of the spacetime \((M,g)\) can be ultimately recast as properties of the least action \(S\) and the action functional \(S\). We have therefore reduced the problem of determining the causal type of a spacetime to a problem in mechanics. We can use here several well known result to establish if \(S\) is coercive. For instance, Tonelli’s superlinearity condition

\[ L(t,q,\dot{q}) \geq c_0 \dot{q}^m - c_1 \]

for constants \(m > 1, c_0 > 0, c_1 \geq 0\), assures coercivity. Unfortunately, this result is somewhat weak for our purposes because it can be used only if the energy potential is bounded from above. In this sense one needs a more accurate analysis, as that made in the \(\partial_t a_t = b_t = 0\) case, which takes advantage of the fact that \(L\) is not a general Lagrangian but one having the special dependence given by Eq. (2).

## 5 Completeness

The proof of the next result goes as in [61, Sect. 4.1] where the treatment is somehow more complicated by the presence of a conformal factor. We recall that the hypersurface \(N_t\) is made of the events \(x\) such that \(t(x) = t\), and it is a totally geodesic hypersurface. Notice that the geodesics of the next proposition can be spacelike.

**Proposition 5.1.** Every geodesic on \((M,g)\) not tangent to (in which case it would be entirely contained in) some totally geodesic submanifold \(N_t\), admits the function \(t\) as affine parameter and once so parametrized projects on a solution to the E-L equations.

**Proof.** Let \(\gamma\) be a geodesic not tangent to \(N_t\) for some (and hence every) \(t\), and let \(\gamma'\) be its tangent vector, then \(dt[\gamma'] = -g(\gamma',n) = \text{cnst.} \neq 0\) because \(n\) is covariantly constant, thus \(t\) is an affine parameter for \(\gamma\). In what follows we shall assume that \(\gamma\) is parametrized by \(t\). Given the interval \([t_0,t_1]\) the curve \(\gamma\) being a geodesic is a stationary point for the action (we denote with
a prime differentiation with respect to the generic parameter $\lambda$ and with a dot differentiation with respect to $t$)

$$I[\eta] = \frac{1}{2} \int_{\lambda_0}^{\lambda_1} g(\eta', \eta') \, d\lambda = \frac{1}{2} \int_{t_0}^{t_1} g(\dot{\eta}, \dot{\eta})(t') \, dt$$

$$= \int_{t_0}^{t_1} [L(t, q(t), \dot{q}(t)) - \dot{y}] (t') \, dt.$$ 

Here we have used the fact that, since $|d\gamma/\gamma| = \text{cnst.} > 0$ and $[t_0, t_1]$ is a compact set, the same is true for all the curves in a given $C^1$ variation provided the variation is sufficiently small. That is, we can assume that all the curves in the variation can be parametrized by $t$. The first variation of $I$ around $\gamma$ must vanish and this is true in particular for the variations such that for all the longitudinal curves the parametrization is such that $t' = 1$. Now, for every $C^1$ variation $(t, q(t, r))$ on the base around the projection of $\gamma = (t, q(t, 0), y(t))$ one has the $C^1$ variation of $\gamma$, $(t, q(t, r), y(t))$, that projects on it, thus the variation of

$$\int_{t_0}^{t_1} L(t, q(t), \dot{q}(t)) \, dt - y_1 + y_0$$

must vanish on the projection of $\gamma$, hence the thesis. 

Since $a_t$ is non-singular the Euler-Lagrange equations can be regarded as describing a flow on $TE$, the so-called Euler-Lagrange flow. We shall say that this flow is complete on $(t_0, t_1)$ if it is complete as a vector field in $T((t_0, t_1) \times Q)$, namely, if every every local solution to the E-L equations in the time interval $(t_0, t_1)$ can be extended to the whole interval. We shall say that the E-L flow is complete if it is complete on $\mathbb{R}$. Analogous definitions with a future or past attribute can be given but will not be considered here.

**Proposition 5.2.** Every geodesic $\lambda \to \gamma(\lambda)$ on $(M, g)$ tangent to (and hence contained in) some totally geodesic submanifold $N_t$, and not coincident with an integral line of $n$ is spacelike and projects under $\pi : M \to E$, on a geodesic $\lambda \to q(\lambda)$ of $(Q_t, a_t)$. Furthermore, the coordinate $y$ reads

$$y(\lambda) = y_0 + \int_{q(t_0, \lambda)}^{q(t_1, \lambda)} b_t + k \int_{q(t_0, \lambda)}^{q(t_1, \lambda)} d\lambda$$

where $d\lambda = \sqrt{a_t(\frac{dq}{d\lambda}, \frac{dq}{d\lambda})} \, d\lambda$ and $k \in \mathbb{R}$ is an arbitrary constant. Conversely, every geodesic on $(Q_t, a_t)$ lifted to a curve on $N_t$, using the previous expression for $y(\lambda)$, gives a spacelike geodesic.

**Proof.** The geodesic $\gamma$ is a stationary point of the action functional

$$I[\eta] = \frac{1}{2} \int_{\lambda_0}^{\lambda_1} g(\eta', \eta') \, d\lambda = \frac{1}{2} \int_{\lambda_0}^{\lambda_1} d\lambda [a_t \left( \frac{d\eta}{d\lambda}, \frac{d\eta}{d\lambda} \right) - 2 \frac{dt}{d\lambda} \frac{dy}{d\lambda} - b_t \left( \frac{d\eta}{d\lambda} \right)] - 2 V {\left( \frac{dt}{d\lambda} \right)}^2,$$
and since \( \gamma \) is contained in \( \mathcal{N}_t \) we already know that \( \frac{d\lambda}{d\lambda} = 0 \) on it. The variation with respect to \( q \) proves that the projection \( q(\lambda) \) is a geodesic on \((Q_t, a_t)\). It cannot degenerate into a fixed point since \( \gamma \) is not an integral line of \( n \). Thus, we have in particular \( \frac{dl}{d\lambda} = 1/k > 0 \) where \( k \) is a constant. The variation with respect \( t \) gives the equation \( \frac{d\lambda}{d\lambda} - b(t) \frac{d\lambda}{d\lambda} = \text{const} \), and redefining \( \lambda \) we can assume that this constant is equal to 1. The claims then follow easily.

Theorem 5.3. The E.-L. flow is complete iff the spacetime \((M, g)\) is null geodesically complete. In this case \((M, g)\) is causally geodesically complete.

Proof. The lightlike geodesic generated by \( n = \partial_y \) are complete because the coordinate \( y \) is an affine parameter and it takes values in \( \mathbb{R} \). The causal geodesics not generated by \( n \) admit \( t \) as affine parameter, project to solutions of the E.-L. equations and are complete if so are their projections. Indeed, any causal geodesic \( \gamma \) is a lift of its projection where the coordinate \( y \) has dependence (see Eq. (11)) \( y(t) = y_0 + \mathcal{S}_{\alpha_0, \beta_0}(q|_{t = t_0}) - \frac{\alpha(t)^2}{2}(t - t_0) \). Moreover, any solution of the E-L equations has a light lift which is a lightlike geodesic not coincident with a flow line of \( n \). These facts imply the the E.-L. flow is complete iff the spacetime \((M, g)\) is null geodesically complete, and that in this case \((M, g)\) is actually causally geodesically complete.

The last statement follows from propositions 5.1 and 5.2.

5.1 Space imprisonment and completeness

In the following \( I \subset \mathbb{R} \) is an interval of the time axis (not necessarily proper). For short, by solution \( q : I \to Q \) to Euler-Lagrange equations (ELE, Eq. (31)) we mean a curve which solves ELE and which is at least \( C^2 \), and hence \( C^{r+1} \), over \( J \).

Definition 5.4. A solution to ELE \( q : I \to Q \) is future (past) inextendible or maximal if no other solution \( q' : I' \to Q \) coinciding with \( q(t) \) on \( I \cap I' \) exists such that there is a \( t' \in I', t' > t \) (resp. \( t' < t \)) for any \( t \in I \). A solution which is both past and future inextendible is said to be inextendible.

The ELE satisfies the hypothesis of the Picard-Lindelöf theorem [17], thus joining the uniqueness properties of the solution with Zorn lemma, we obtain that through each point on \( TQ \) passes one and only one inextendible solution to the ELE. Note that if \( q(t) \) is future (past) inextendible then \( \sup \{ t : q(t) \notin I \} \) (resp. \( \inf \{ t : q(t) \notin I \} \)).

Definition 5.5. If \( I \) is not bounded from above (below) then we say that the solution to the ELE \( q : I \to Q \) is future (past) complete.

Definition 5.6. The dynamical system is \([t_0, t_1]-complete\) if every solution to the ELE, \( q : I \to Q \), such that \( I \cap [t_0, t_1] \neq \emptyset \), can be extended to \( I' \), \([t_0, t_1] \subseteq I' \).
The dynamical system is complete or singularity free if it is \([t_0, t_1]\)-complete for arbitrary \(t_0, t_1\).

**Definition 5.7.** If the inextendible solution to the ELE \(q : I \to Q\) has an image contained in a compact \(K\) for \(t > t_K\) \((t < t_K)\) then we say that \(q(t)\) is future (past) imprisoned.

**Definition 5.8.** The inextendible solution to the ELE \(q : I \to Q\) is said to be future (past) recurrent or partially imprisoned if there is a compact \(K\) such that no matter how large \(t < \bar{t} = \sup_t t\) there is a \(t' > t\) such that \(q(t') \in K\).

**Remark 5.9.** In the Alexandrov one-point compactification, a solution to the ELE is not future (past) imprisoned iff it has \(\{\infty\}\) as accumulation point in the future (past) time direction, and it is not future (past) recurrent if it has \(\{\infty\}\) as limit point in the future (past) time direction.

**Remark 5.10.** Although the inextendible solution to the ELE \(q : I \to Q\) is not future imprisoned there may well exist a compact \(K\) such that no matter how large \(t < \bar{t} = \sup_t t\), the curve returns in \(K\) for a suitable \(t' > t\). However, if \(q(t)\) is incomplete, this fact implies that the velocity must grow towards infinity as \(t \to \bar{t} < +\infty\).

**Lemma 5.11.** Let \(\bar{K} = \{t_0, \bar{t}\} \times K, K \subset Q\) a compact, and let \(B : \bar{K} \rightarrow T^*Q \otimes \cdots \otimes T^*Q\), be a continuous time dependent covariant tensor. Moreover, let \(h : \bar{Q} \rightarrow T^*Q \otimes T^*Q\) be a continuous time dependent metric tensor on \(Q\), then there is a constant \(C > 0\) such that for any \(q = (t, s) \in \bar{K}, v \in TQ_q\), it is \(B(q)v, \cdots, v) \leq C(h(q)v, v)^{m/2}\). In particular any pair of metrics \(h, h'\) of the above form is Lipschitz equivalent, that is, there are constant \(C, C' > 0\), such that for any \(e = (t, q) \in \bar{K}, v \in TQ_q\), it is \(\frac{1}{C}h'(v, v) \leq h(v, v) \leq C'h'(v, v)\).

**Proof.** For any point \(e = (t, q) \in \bar{K}\) consider the continuous function \(B(u, \cdots, u)\) on the the compact set made of unitary vectors \(u \in TQ_q, h(e)(u, u) = 1\). \(B(u, \cdots, u)\) reaches a maximum \(M\) and hence choosing \(C_e > M\), we have \(B(u, \cdots, u) < C_e\). By continuity the same inequality must hold, with the same \(C_e\), in an open neighborhood of \(e\). Thus since \([t_0, \bar{t}] \times K\) is compact there is a \(C\) such that for any \(e \in \bar{K}, v \in TQ_q\), it is \(B(v/\sqrt{h(v, v)}, \cdots, v/\sqrt{h(v, v)}) < C\) from which the thesis follows.

**Lemma 5.12.** If the future (past) inextendible solution \(q : I \to Q\) to ELE is future (past) incomplete then \(q : I \to Q\) is not future imprisoned (i.e. it escapes every compact). In particular if \(Q\) is compact every inextendible solution to ELE is complete. Finally, if the system is also autonomous then \(q(t)\) is not recurrent, that is it covers to the boundary \(\{\infty\}\) in the Alexandrov topology.

**Proof.** We give the proof in the future case, the past case being analogous. Let \(t_0 \in I, A^+ = [t_0, +\infty) \cap I\) and define \(q^+ = q|_{A^+}\), so that \(q(t)\) is future inextendible iff \(q^+(t)\) is future inextendible.
We mentioned that the integration of the ELE is equivalent to the integration of a time dependent Hamiltonian vector field $X$ on $T^*Q$, or equivalently to the integration of the field $(1, X)$ on $\mathbb{R} \times T^*Q$, see Eqs. (27, 28) and (30) that is, we can introduce a new time parameter $\tau$ and a new differential equation $\frac{dt}{d\tau} = 1$ to obtain a vector field independent of $t$ on a $(d + 2)$-dimensional manifold. Then Prop. 1.10, Chapt. 5] proves that if the closure of the image of $(q^+, \dot{q}^+) : A^+ \to TQ$ is compact then $I$ in not bounded from above.

Let us assume by contradiction that $\sup_t t = t < +\infty$ and there is a compact $K \subset Q$ and a $t_K \in [t_0, t)$, such that for $t > t_K$, $q^+(t) \in K$. The ELE (31) implies

$$\frac{d}{dt} a(t)(\dot{q}, \dot{q}) = -\{(\partial_t a)(\dot{q}, \dot{q}) + 2(\partial_\dot{q} b)(\dot{q}) + 2dV(\dot{q})\}. \quad (60)$$

Here $\partial_t a, \partial_\dot{q} b$ and $dV$ are continuous covariant time dependent tensor fields on $\overline{K}$ thus we can apply lemma 5.11 to obtain that a suitable constants $C_0, C_2 > 0$ exist such that

$$\left| \frac{d}{dt} a(t)(\dot{q}, \dot{q}) \right| \leq |(\partial_t a)(\dot{q}, \dot{q})| + 2|\partial_\dot{q} b(\dot{q})| + 2|dV(\dot{q})| \leq C_0 + C_2 a(t)(\dot{q}, \dot{q}).$$

Then

$$a(t)(\dot{q}, \dot{q}) \leq \frac{C_0}{C_2} (e^{C_0 C_2 (t - t_K)} - 1) + a(t_K)(\dot{q}, \dot{q}) e^{C_0 C_2 (t - t_K)}$$

which implies, since $t$ is bounded from above, that $a(\dot{q}, \dot{q})$ is bounded and hence that $(q^+, \dot{q}^+) : A^+ \to TQ$ can not escape every bounded set on $TQ$ in its domain of definition. The contradiction proves that $q^+(t)$ cannot be future imprisoned in a compact set (if $Q$ is compact the contradiction proves that no inextendible solution to ELE is future or past incomplete).

Let us show that for an autonomous system the future incomplete inextendible curve $q(t)$ cannot be recurrent. Of course this hypothesis makes sense only if $Q$ is not compact. Let $K$ be a compact set and assume that $q(t)$ returns to $K$ indefinitely. Since $Q$ is not compact we can find an open set $A$ of compact closure $\overline{A} \neq Q$ such that $K \subset A$. Let $h$ be a Riemannian metric on $Q$ and denote with $d_h$ the distance. Then $d_h(K, A^\infty) > \epsilon > 0$ being the distance between a compact and a disjoined closed set is positive. Note that $q(t)$ must leave indefinitely the compact $\overline{A}$ and then return indefinitely to $K \subset \overline{A}$ (which implies that $q(t)$ is recurrent also with respect to $\overline{A}$), thus the image of the curve inside $\overline{A}$ has infinite length as it goes from $K$ to $A^\infty$ and back indefinitely. Nevertheless, it does this oscillation in a finite time $\leq |\tilde{t} - t_0|$, a fact which implies that a sequence $t_n \to \tilde{t}$ must exist such that $h(\dot{q}(t_n), \dot{q}(t_n)) \to +\infty, q(t_n) \in \overline{A}$. But this result is in contradiction with the conservation of energy (as it follows from ELE)

$$\frac{1}{2} a(\dot{q}, \dot{q}) + V = E \quad (61)$$

which implies that on the compact $\overline{A}$, $a(\dot{q}, \dot{q}) < C > 0$ for a suitable constant $C$ and because of lemma 5.11 $h(\dot{q}(t_n), \dot{q}(t_n)) < C' > 0$.

Corollary 5.13. If $Q$ is compact then $(M, g)$ is geodesically complete.
Proof. If $Q$ is compact then $(Q, a_t)$ is complete for every $t$ by the Hopf-Rinow theorem. The E.-L. flow is complete by Lemma \ref{lem:6.12} thus, by Theorem \ref{thm:5.3} $(M, g)$ is geodesically complete.

**Definition 5.14.** A point $p \in Q$ is a future (past) endpoint for the curve $q : I \rightarrow Q$, if for every neighborhood $U$ of $q$, there is a $t(U) \in I$ such that for $t' \geq t$ (resp. $t' \leq t$), $q(t) \in U$.

**Proposition 5.15.** Let $q : I \rightarrow S$ be a future (past) inextendible and future (past) incomplete solution to the ELE, then it has no future (past) endpoint.

Proof. Indeed, if $p$ is a future endpoint then $q(t)$ is future imprisoned in the closure of a neighborhood of $p$, a contradiction with lemma \ref{lem:5.12}.

### 5.2 Completeness and least action finiteness implies coercivity

Suppose that coercivity fails at $(e_0, e_1)$, then there is some constant $K > 0$ and a sequence of $C^1$ curves $\alpha_n : [t_0, t_1] \rightarrow Q$, connecting $q_0$ to $q_1$, not all contained in a compact set such that $S_{e_0, e_1}[\alpha_n] \leq K$. From this fact it follows that $S(e_0, e_1) \leq K$. We define $C(e_0, e_1)$ to be the infimum of all the constants $K$ with such non coercivity property. If coercivity holds at $(e_0, e_1)$ then we set $C(e_0, e_1) = +\infty$. By construction $S(e_0, e_1) \leq C(e_0, e_1)$.

**Lemma 5.16.** Let $e_0, e_1 \in E$ with $t_0 < t_1$ be such that $S(e_0, e_1)$ is finite and assume that the least action $S$ is lower semi-continuous at $(e_0, e_1)$. Suppose that coercivity fails at $(e_0, e_1)$, then for every $y_0, y_1 \in \mathbb{R}$, such that $y_1 - y_0 = C(e_0, e_1)$ defined $x_0 = (e_0, y_0)$, $x_1 = (e_1, y_1)$, there is a past inextendible lightlike ray $\gamma^{x_1}$, ending at $x_1$ and contained in $J^+(x_0)$.

Proof. Since $S(e_0, e_1) \leq C(e_0, e_1)$ we have that $C$ is finite. Let $H_t$ be a sequence of compact sets $H_i \subset H_{i+1}$ such that $\bigcup_i H_i = Q$ and every compact set is contained in some $H_i$ (the existence of such a sequence characterizes the property of hemicomactness which is implied by the second countability and the local compactness of $Q$). Let $K_i > C$, $K_i \rightarrow C$, and take for each $i, a C^1$ curve $q_i(t)$ which is not entirely contained in the compact $H_i$ and is such that $S_{e_0, e_1}[q_i] \leq K_i$.

The $C^1$ curves $\epsilon_n(t) = (t, q_n(t))$ connect $e_0$ to $e_1$ and are such that

$$\liminf_n S_{e_0, e_1}[q_n] \leq C,$$

and the curves $q_n$ are not all contained in a compact set. Actually,

$$\liminf_n S_{e_0, e_1}[q_n] = C,$$

otherwise we could find a subsequence which escapes every compact and whose action is bounded by a constant smaller than $C$, in contradiction with the definition of $C$. The inequality $\limsup_n S_{e_0, e_1}[q_n] \leq C$ follows from $S_{e_0, e_1}[q_i] \leq K_i$, thus $\lim S_{e_0, e_1}[q_n] = C$. 
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The light lifts $\gamma_n(t) = (t, q_n(t), y_0 + S_{e_0, e_1}(t)[q_n(t)])$ are causal curves which connect $x_0$ to $w_n = (e_1, y_0 + S_{e_0, e_1}[q_n])$ and are not all contained in a compact set. Choose $y_1 = y_0 + C$ and define $x_1 = (e_1, y_1)$ so that $w_n \in J^+(x_0)$ and $w_n \to x_1$. Since the curves $\gamma_n$ are not all contained in a compact, by the limit curve theorem [65] there is some past inextendible continuous causal curve $\gamma^{x_1}$ to which some subsequence $\gamma_k$ converges uniformly on compact subsets (e.g. with respect to the parametrizations obtained from a complete Riemannian metric measuring the length of the curve from its future endpoint, see [65]).

Moreover, for every $y \in \gamma^{x_1}$, we have $y \in \overline{J^+(x_0)}$. Now note that if $\gamma^{x_1}$ were not achronal then there would be some $z \in \gamma^{x_1}$ such that $z \in I^-(x_1)$. It would be possible to find $w$, such that $z \ll w \ll x_1$ and to join $x_0$ to $x_1$ with a sequence of causal curves $\eta_n$ which follow $\gamma_n$ till they reach a neighborhood of $z$ in the past of $w$, pass through $w$ and take the same final timelike path from $w$ to $x_1$. Now observe that the curves $\gamma_k$ converge uniformly to $\gamma^{x_1}$ on compact subsets thus they escape every compact set before coming close to $z$, and so the same can be said of the sequence $\eta_n$. As their last timelike segment from $w$ to $x_1$ is independent of $n$ and timelike, they can be deformed to give a sequence $\beta_n = (t, r_n(t), s_n(t))$ of timelike curves with projections $r_n(t)$ escaping every compact and connecting $x_0$ with some point $x_1'$ before $x_1$ in the lightlike fiber of $e_1$. Integrating Eq. (11) we have $C = y_1 - y_0 > y_1' - y_0 \geq S_{e_0, e_1}[r_n]$. We have therefore shown that $C$ is not the infimum of all the constants with the above mentioned non coercivity property. This contradiction proves that $\gamma^{x_1}$ is achronal and hence a past lightlike ray.

Theorem 5.17. Let $e_0, e_1 \in E$ with $t_0 < t_1$ be such that $S(e_0, e_1)$ is finite. The E-L flow completeness on $(t_0, t_1)$ and the lower semi-continuity of the least action $S$ at $(e_0, e_1)$ implies the coercivity of $S_{e_0, e_1}$ and the fact that the infimum $S(e_0, e_1)$ is attained by some minimizer.

Proof. Assume by contradiction that $S_{e_0, e_1}$ is not coercive. From lemma 5.10 we infer the existence of a past lightlike ray $\gamma^{x_1}$ ending at $x_1$ and contained in $\overline{J^+(x_0)}$.

However, as $\gamma^{x_1} \subset \overline{J^+(x_0)}$ by Eq. (11) and the lower semi-continuity of $S$ it follows that $\gamma^{x_1}$ is nowhere tangent to $n$, thus, by proposition 5.1 it admits as affine parameter the function $t$ and hence the completeness and the past inextendibility imply that the affine parameter $t$ can take values smaller than $t_0$ which is impossible again by $\gamma^{x_1} \subset \overline{J^+(x_0)}$. The contradiction proves that $S_{e_0, e_1}$ is coercive.

We know that $S(e_0, e_1)$ is finite, $S$ is lower semi-continuous at $(e_0, e_1)$ and $S_{e_0, e_1}$ is coercive. Let $(t, q_n(t), y_0 + S_{e_0, e_1}(t)[q_n])$ be a sequence of $C^1$ curves which connect $e_0$ to $e_1$ and such that $S_{e_0, e_1}[q_n] \to \gamma_n(t) = (t, q_n(t))$. By coercivity the curves $q_n$ are all contained in a compact set $K \subset Q$. Let $y_0 \in \mathbb{R}$; the light lifts $\gamma_n(t) = (t, q_n(t), y_0 + S_{e_0, e_1}(t)[q_n])$ connect $x_0 = (e_0, y_0)$ to $z_n = (e_1, y_0 + S_{e_0, e_1}[q_n])$. Thus if $x_1 = (e_1, y_0 + S(e_0, e_1))$ we have as $y_0 + S_{e_0, e_1}[q_n] \geq y_0 + S(e_0, e_1)$ that $z_n \in J^+(x_1) \cap J^+(x_0)$ and $z_n \to x_1$. By the limit curve theorem [65] either there is a continuous causal curve joining
$x_0$ to $x_1$ or there is a past inextendible continuous causal curve $\gamma^{x_1}$ ending at $x_1$ and such that $\gamma^{x_1} \subset \overline{J^+(x_0)}$. Let us consider the latter case. The curve $\gamma^{x_1}$ must be achronal otherwise it would be possible to connect $x_0$ to $x_1$ with a timelike curve in contradiction with Eq. (15). Thus $\gamma^{x_1}$ is a past lightlike ray which by Eq. (51) and the lower semi-continuity of $S$ is nowhere tangent to $n$, thus, by proposition 5.11 it admits as affine parameter the function $t$ and hence the completeness and the past inextendibility implies that the affine parameter $t$ can take values smaller than $t_0$ which is impossible again by $\gamma^{x_1} \subset \overline{J^+(x_0)}$. The contradiction proves that the latter case does not apply and that there is a causal curve joining $x_0$ to $x_1$. Again, this curve must be achronal lightlike geodesic $\gamma(t) = (t, q(t), y(t))$, otherwise $x_0$ and $x_1$ would be connected by a timelike curve in contradiction with Eq. (15). Therefore, the curve $\gamma(t)$ is the light lift of $(t, q(t))$, thus $y_0 + S_{e_0, e_1}[q] = y_1 = y_0 + S(e_0, e_1)$ and hence the thesis.

5.3 Time independence: global hyperbolicity and Jacobi space metric completeness

Global hyperbolicity places some conditions on the completeness of the Jacobi metric obtained from $a$.

**Proposition 5.19.** Let us consider the time independent case (but possibly $b \neq 0$), and let us assume that $S_{e_0, e_1}[q]$ is coercive. Further, let us suppose that $\sup Q V < E < +\infty$ where $E$ is a constant. Then the Jacobi metric $(E - V)a$ is complete.

We remark that if $a$ is complete then $(E - V)a$ is complete as $E - V$ is positive and bounded from below. The theorem states only the completeness of $(E - V)a$.

**Proof.** If $Q$ is compact the conclusion follows from the Hopf-Rinow theorem, thus we can assume that $Q$ is non compact.

Let $t_0 \in \mathbb{R}$. We will proceed by contradiction. We are going to identify a point $q_0$ and a time $t_1 > t_0$ such that defined $e_0 = (t_0, q_0)$, $e_1 = (t_1, q_0)$ there is a sequence of piecewise $C^1$ curves $q_n$ which escape every compact and are such that $S_{e_0, e_1}[q_n] < I < +\infty$ (failure of coercivity). The sequence could be taken $C^1$ smoothing the corners. We shall choose the path of $q_n$ in such a way that it can be decomposed into two parts, the latter part being equal to the former part apart from the direction taken over it. As a consequence, the action functional term $\int_{q_n} b$ will cancel out and will play no role.

**Corollary 5.18.** If the E-L flow is complete and for every $e_0, e_1 \in E$, such that $t_0 < t_1$, we have that $S$ is finite, then $S_{e_0, e_1}$ is coercive and $(M, g)$ is globally hyperbolic.

**Proof.** The finiteness of $S$ implies its lower semi-continuity (Prop. 4.5), and lower semi-continuity, the finiteness and the completeness properties imply coercivity (Theor. 5.17) hence the thesis. 
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Let us come to the details of the proof. If \((E-V)a\) is not complete then there is some Jacobi-incomplete Jacobi-geodesic \(\sigma\) which escapes every compact set. Let us parametrize it by the \(a\)-arc-length parameter \(s\), so that \(\sigma : [0, b) \to Q\) is such that \(\sigma(s)\) escapes every compact set as \(s \to b\). It must be \(b < +\infty\), otherwise, as \((E-V)\) is bounded from below, \(\sigma\) would be Jacobi-complete.

Let \(q_0 = \sigma(0)\). We can suppose that \(V(q_0) = 0\), otherwise we can just redefine the potential (an operation which corresponds to a change of coordinate \(y' = y + Ct\) in the spacetime interpretation). Let \(B = \sup_Q V\) and let \(E > B\), we define \(t_1 = t_0 + 2 \int_0^{\sigma(s)} \frac{ds}{\sqrt{2(E-V(\sigma(s)))}}\). The integral on the right hand side is smaller than \(b/\sqrt{2(E-B)}\), thus the definition makes sense.

The increasing real function \(f_n : [t_0, \tau_n] \to \mathbb{R}, f_n(t_0) = 0\), is chosen so as to be a stationary point of the action functional \(\int [\frac{1}{2} f^2 - V(\sigma(f(t)))]dt\) with energy \(E\). The last instant \(\tau_n\) is fixed through the condition \(f_n(\tau_n) = b - 1/n\). Since by energy conservation \(\frac{1}{2} f_n^2 + V(\sigma(f(t))) = E\), we have \(\tau_n - t_0 = \int_{t_0}^{\tau_n} \frac{1}{\sqrt{2(E-V(\sigma(s)))}} ds \leq \frac{\tau_n - t_0}{2}\), that is \(\tau_n \leq (t_0 + t_1)/2\).

The curves \(q_n\) will have the form \(q_n(t) = \sigma(f_n(t))\) for \(t_0 \leq t \leq \tau_n\); \(q_n(t) = \sigma(f_n(\tau_n - t))\) for \(\tau_n \leq t \leq 2\tau_n\), and \(q_n(t) = q_0\) for \(2\tau_n \leq t \leq (t_0 + t_1)/2\). It should be noted that \(f^2 = a \frac{d}{dt} \sigma(f(t), \frac{d}{dt} \sigma(f(t))\) since \(\sigma\) is \(a\)-arc-length parametrized.

Over the last stationary segment the action functional gives a vanishing contribution. The contribution of the other two time intervals is the same, up to the terms \(\int f\) which cancel out, thus the sum equals

\[
2 \int_{t_0}^{\tau_n} (T - V) dt = -2E(\tau_n - t_0) + 4 \int_{t_0}^{\tau_n} T dt
\]

\[
= -2E(\tau_n - t_0) + 4 \int_{t_0}^{\tau_n} (E - V) dt = -2E(\tau_n - t_0) + 4 \int_{0}^{b} \frac{(E - V)}{\sqrt{2(E - V)}} ds
\]

\[
\leq 2 \int_{0}^{b} \sqrt{2(E - V)} ds - 2E(\tau_n - t_0) < I < +\infty
\]

by the definition of \(\sigma\), for some finite constant \(I(E)\) independent of \(n\).

\[\square\]

Remark 5.20. A Riemannian metric depending continuously on a parameter \(t\) can be incomplete for some value of the parameter and complete for all the other values. For instance, consider on \(\mathbb{R}\) the metric \(ds^2 = (1 + t^2 x^2)/(1 + x^2)^{3/2}dt^2\) which is incomplete only for \(t = 0\). For this reason in the previous proposition we have considered only the time independent case.
Figure 3: The causal ladder for the generalized gravitational wave spacetimes, and its connection with the properties of the action potential \( S \) and action functional \( S \). The spacetime is necessarily non-total imprisoning.
6 Some examples

The problem as to whether a distinguishing generalized gravitational wave has to be causally continuous proved to be complex and was left open by previous studies.

With theorem 4.7 we proved that for generalized gravitational wave spacetimes the levels of the causal ladder of spacetimes between strong causality and stable causality coincide. In this section we shall show that, nevertheless, distinction and strong causality differ and so that not all distinguishing generalized gravitational waves have to be reflective.

We shall give some remarkable examples which prove that causal simplicity differs from global hyperbolicity, and we shall also give new examples that distinction does not necessarily hold. Moreover, we shall show that gravitational plane waves are causally continuous but not causally simple, as a consequence of the mechanics of the classical harmonic oscillator.

We begin by noting that there are examples of generalized gravitational wave spacetimes which are globally hyperbolic. As observed in the introduction, Minkowski \((d + 1) + 1\) spacetime provides the simplest example. It corresponds to the dynamical system of a free particle moving in Euclidean space.

6.1 Causal simplicity differs from global hyperbolicity: Marchal-Chenciner’s theorem

The configuration of \(N\) point particles in the Euclidean 3-dimensional space \((E, \langle \rangle)\), is given by \(E^N\). Each point on the space is determined by an \(N\)-tuple \(q = (\vec{r}_1, \vec{r}_2, \ldots, \vec{r}_N)\). The non-collision configuration space \(Q \subset E^N\) is given by the \(N\)-tuples for which no two positions of the particles coincide, namely for all \(i \neq j\), \(\vec{r}_i \neq \vec{r}_j\).

Let us assign to each particle a mass \(m_j\). We endow \(TE^N\) with the “mass scalar product” \(a_t(v, w) = \sum_j m_j \langle \vec{v}_j, \vec{w}_j \rangle\) where \(v = (\vec{v}_1, \vec{v}_2, \ldots, \vec{v}_N)\) and analogously for \(w\). Let us introduce the Newtonian potential

\[
V = -\sum_{i < j} \frac{m_i m_j}{\|\vec{r}_i - \vec{r}_j\|}
\]

Finally, we set \(b_t = 0\) so that the Lagrangian \(\mathfrak{E}\) of the system is that of the Newtonian \(N\)-body problem.

Since \(V < 0\) the action functional is non-negative over every curve, which implies that the least action satisfies \(S(e_0, e_1) \geq 0\). By Prop. 4.5 \(S : E \times E \to (-\infty, +\infty)\) is lower semi-continuous.

We are going to prove that \(\mathcal{S}_{e_0, e_1}\) is not coercive for some \(e_0, e_1 \in E\), \(t_0 < t_1\), (thus \((M, g)\) is not globally hyperbolic) and that, provided \(S(e_0, e_1)\) is finite, there is a minimizer \(q : [t_0, t_1] \to Q\) (necessarily smooth).

As a matter of terminology, we remark that in works on the Newtonian \(N\)-body problem one can often find the statement that the action functional is coercive. The reason is that in this field the collision points are not regarded as
points a ‘infinity’. In our terminology the collision points \( E^N \setminus Q \) are outside \( Q \) and hence at infinity.

If we can find a sequence of curves \( q_n : [t_0, t_1] \to Q \) which escape every compact set (on \( Q \)) and keep the action bounded from above then the action functional is not coercive. It is well known that this possibility is realized in the Newtonian \( N \)-body problem because, as it was noted by Poincaré, for some \( e_0, e_1 \in E \), curves connecting \( e_0 \) and \( e_1 \) exist which are made of connected pieces satisfying Newton’s law which present singularities, and whose total action stay finite (thus the singularities are collisions otherwise the action would not stay finite, see von Zeipel theorem [89]). For instance, one could divide the masses in two groups, where the points inside the same group are placed at negligible distance to each other, and then consider the head-on collision of the two groups, i.e. the so called collision-ejection solution of the Kepler problem. It is then easy to construct the sequence \( q_n \) as a sequence converging to these collision curves.

Another method to prove that \((M, g)\) is not globally hyperbolic passes through Prop. 5.19. Indeed, it is easy to prove that the Jacobi metric for a positive energy fails to be complete because of the collisions.

It remains to prove that \( S(e_0, e_1) \) is attained by some (collision-free) minimizer. Remarkably, this problem has been recently solved in the affirmative by C. Marchal [58] and A. Chenciner [13] (see also [31] for a generalization). We conclude that the spacetime \( M = \mathbb{R} \times Q \times \mathbb{R} \) equipped with the metric

\[
g = \sum_j m_j (d\vec{r}_j^2) - dt \otimes dy - dy \otimes dt + 2 \sum_{i<j} \frac{m_i m_j}{||\vec{r}_i - \vec{r}_j||} \, dt^2,
\]

is causally simple but not globally hyperbolic. Furthermore, it is not hard to prove that since \( V \) is harmonic with respect to every variable \( \vec{r}_j \), the spacetime satisfies the vacuum Einstein equations on \( M \) (see e.g. [23], for the calculation of the Einstein tensor for a gravitational wave).

A simpler example can be obtained by considering the 2-body problem. Introduced the relative position \( \vec{r} = \vec{r}_2 - \vec{r}_1 \), the center of mass position \( \vec{r}_G = \frac{m_1 \vec{r}_1 + m_2 \vec{r}_2}{m_1 + m_2} \), the total mass \( M = m_1 + m_2 \), and the reduced mass \( \mu = m_1 m_2 / M \), the kinetic energy can be rewritten \( T = \frac{1}{2} M \vec{r}_G^2 + \frac{1}{2} \mu \vec{r}^2 \) and the potential \( V = -\frac{M \mu}{r} \). The mass metric can be rewritten \( m_1 d\vec{r}_1^2 + m_2 d\vec{r}_2^2 = M d\vec{r}_G^2 + \mu d\vec{r}^2 \). With no loss of generality, as the motion takes place on a plane, we can restrict ourselves to the planar case. As the total momentum \( M \vec{r}_G \) is conserved, the center of mass proceeds at constant velocity while the relative motion is determined by the minimization of the Lagrangian \( \frac{1}{2} \mu \vec{r}^2 + \frac{M \mu}{r} \) where \( \vec{r} = wi + zj \) is a planar vector.

We conclude that in this mechanical problem, as the space is \( Q = \mathbb{R}^2 \setminus \{(0,0)\} \), the corresponding spacetime \( M \) is 4-dimensional and endowed with the metric

\[
g = \mu (dw^2 + dz^2) - dt \otimes dy - dy \otimes dt + 2 \frac{\mu M}{\sqrt{w^2 + z^2}} \, dt^2.
\]
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Since Marchal’s theorem the minimizers of the 2-point action functional exist and are collisionless, we conclude, arguing as above, that \((M, g)\) is causally simple but not globally hyperbolic. However, the potential \(1/r\) is not harmonic in two dimensions, thus \(g\) does not solve the vacuum Einstein equations. Moreover, the metric cannot be made of Einstein type through multiplication by a conformal factor.

Fortunately, in a recent work [2] Barutello, Ferrario and Terracini proved, elaborating Marchal’s strategy, that for logarithmic potentials the action minimizing orbits are also collisionless. As a consequence, for \(Q = \mathbb{R}^2 \setminus \{(0, 0)\}\), and the same coordinates as above with \(r = \sqrt{w^2 + z^2}\), the metric
\[
g = \mu (dr^2 + r^2 d\theta^2) - dt \otimes dy - dy \otimes dt + 2\mu M \ln r \, dt^2.
\]
defines a very simple causally simple non-globally hyperbolic spacetime which satisfies the vacuum Einstein equations.

**Remark 6.1.** The previous metrics clarify the following point. One could lead to suspect that if, say, stable causality holds at an event \(x = (t, q, y)\), then the generic gravitational wave spacetime, restricted to a sufficiently small time interval \((t_0, t_1) \ni t\), should be globally hyperbolic. This belief is incorrect as for a given time \(t\), and for any \(r = \sqrt{w^2 + z^2}\) we can find a collision-ejection trajectory connecting two points at the same distance \(r\) from the central singularity. As the time needed in the collision goes to zero with \(r\) going to zero, we conclude that the collision-ejection can happen in a time smaller than \((t_1 - t)/2\) thus that no ‘sandwich’ portion of the above spacetime can be globally hyperbolic.

### 6.2 Causal continuity differs from causal simplicity: plane waves and harmonic oscillators

The simplest causally continuous but not causally simple example is given by \((M, g)\) where \(M\) is Minkowski 2+1 spacetime endowed with coordinate \(y, t, z\) and metric \(g = -2dydt + dz^2\) and where we have removed a lightlike geodesic generated by \(\partial_y\). It is not causally simple because condition (a) of Theorem 4.24 is not satisfied (while (b) holds true). It can be easily checked to be causally continuous.

We can also find an example of causally continuous spacetime which is not causally simple because condition (b) of Theorem 4.24 is not satisfied (while (a) holds true). Consider \(Q = \mathbb{R}, a_t = dq^2, b_t = 0, V(t, q) = \frac{1}{2}kq^2\). Let \((e_0, e_1)\) be such that \(t_1 < t_0 + \pi/\sqrt{k}\), then an application of the Poincaré-Dirichlet inequality gives that the action is bounded and hence lower semi-continuous (Prop. 4.5), and furthermore, it is easy to check that the minimum exists. If \(t_1 = t_0 + \pi/\sqrt{k}\), then the action is finite only for \(q_0 = q_1\) but is not lower semi-continuous there, and hence \(S(e_0, e_1) = -\infty\) whenever \(t_1 > t_0 + \pi/\sqrt{k}\) (Lemma 4.3 4.4). Thus in this case (b) does not hold but (a) holds.

Let us consider the plane fronted gravitational waves. For these spacetimes \(Q = \mathbb{R}^2\) has coordinates \((w, z)\), \(a_t\) is the usual Euclidean metric, \(b_t = 0, M = 59\)
\[ \mathbb{R} \times Q \times \mathbb{R}, \text{ and } V = \frac{1}{2} f(t)[w^2 - z^2] + h(t)wz, \text{ where } f, h : \mathbb{R} \to \mathbb{R} \text{ are arbitrary } C^2 \text{ functions. As a consequence, the spacetime metric is} \\
\[ g = [du^2 + dz^2] - dt \otimes dy - dy \otimes dt - \{f(t)[w^2 - z^2] + 2h(t)wz\}dt^2. \]

These spacetimes are vacuum solutions to the Einstein equations and it has been proved by Ehrlich and Emch [23, Prop. 5.12, Theor. 6.9] that for suitable choices of \( f \) and \( g \) they are causally continuous but not causally simple (with \( f = h = 0 \) we get Minkowski spacetime which is globally hyperbolic). Storically the first result on the causality properties of these solutions was obtained by Penrose who proved that for some choices of \( f \) and \( h \), they are not globally hyperbolic [75].

It is easy to visualize the lack of causal simplicity using the mechanical behavior on the quotient space. Let \( h = 0 \), let \( k > 0 \) be a constant and let \( f \) be such that \( f = k/2 \) on the interval \([0, 2\pi/\sqrt{k}]\), and arbitrary elsewhere. The Lagrangian of the mechanical problem on \( Q \) is

\[ L = \frac{1}{2}[w^2 + z^2] - \frac{k}{2}[w^2 - z^2]. \]

It is clear that the coordinates \( w \) and \( z \) are decoupled, and that the coordinate \( w \) represents the amplitude of an harmonic oscillator with period \( 2\pi/\sqrt{k} \). Let \( q_0 = q_1 = (0, 0), t_0 = 0, t_1 = \pi/\sqrt{k}. \) Let us consider the solutions \( q_A(t) = (A\sin(\sqrt{k}t), 0) \) of the E-L equation of the harmonic oscillator connecting \( e_0 \) with \( e_1 \). They are parametrized by the amplitude \( A \geq 0 \) and, as it is easy to check, the value of the action functional \( S_{e_0, e_1}[q_A] \) over such paths is zero and hence independent of the amplitude. On the spacetime this leads to the phenomenon of refocusing discovered by Penrose [75], namely the lightlike geodesics that correspond to the light lift of those solutions leave \( x_0 = (e_0, 0) \) and meet again at the event \( x_1 = (e_1, 0) \). These lightlike geodesics accumulate on the past lightlike ray generated by \( n \) ending at \( x_1 \) while no point of this ray different from \( x_1 \) is causally related to \( x_0 \). This fact implies that \( J^+(x_0) \) is not closed and hence that \((M, g)\) is not causally simple. Another way to put it is that \( S \) is not lower semi-continuous at \((e_0, e_1)\). Indeed,

\[ S_{e_0, (q_0, \frac{\pi}{\sqrt{k}})}[q_A] = \int_0^{2\pi/\sqrt{k}} \frac{1}{2}(w^2 - w'^2)dt = -\frac{A^2}{4}\sqrt{k}\sin(2\epsilon), \]

thus for \( A = 1/\epsilon \), we see that the limit \( \epsilon \to 0 \) does not give \( S_{e_0, e_1}[q_A](=0) \).

Coming to the positive results, let \( f = k \) everywhere and let \( h = 0 \). The spacetime is reflective as a consequence of the independence of time (see theorem 4.21). In order to prove causal continuity it suffice to prove strong causality, which, according to our characterization, follows from the lower semi-continuity of the action functional (Theor. 4.13) at \((e_0, e_0)\) (recall that by time independence strong causality at a time implies strong causality at any other time). It suffices to show that \( S(e_0', e_1') \) is bounded from below for some events such that \( t_0' < t_0, t_0 = t_1 < t_1' \). Thus let these events be \( e_0' = (t_0 - \epsilon, 0, 0) \) and \( e_1' = (t_0 + \epsilon, 0, 0) \),
with $2\epsilon < 1/\sqrt{k}$. Taking the integral over a curve $t \to (t, w(t), z(t))$ which starts from $e_0$ and returns to $e_1$, we have

$$\int L \, dt = \frac{1}{2} \int [z^2 + k z^2] \, dt + \frac{1}{2} \int [\dot{w}^2 - k \omega^2] \, dt \geq 0$$

because the former integral on the right-hand side is clearly non-negative, while the last integral is also non-negative because of the Dirichlet-Poincaré inequality,

$$\int_{t_0}^{t_f} w^2 \, dt \leq (t_f - t_0)^2 \int_{t_0}^{t_f} \dot{w}^2 \, dt.$$

### 6.3 Strong causality and distinction differ

Let $Q = \mathbb{R}$, $a_t = dq^2$, $b_t = 0$, and $V(t, q) = q^4 e^{-aq^2 t^2}$. We wish to show that distinction holds everywhere on $M$, but strong causality does not hold at any point of $\pi^{-1}(e, e) = (0, 0)$.

**Step 1. Strong causality does not hold everywhere**

For any positive integer $n$, let us consider the piecewise $C^1$ curve $q_n : [-\frac{1}{n}, \frac{1}{n}] \to Q$ given by

- $q_n(t) = \frac{8n^2}{a}(t + \frac{1}{n})$, $t \in [-\frac{1}{n}, -\frac{1}{2n}]$,
- $q_n(t) = -\frac{2}{at}$, $t \in [-\frac{1}{2n}, -\frac{1}{3n}]$,
- $q_n(t) = \frac{6n}{a}$, $t \in [-\frac{1}{3n}, +\frac{1}{3n}]$,
- $q_n(t) = \frac{2}{at}$, $t \in [\frac{1}{3n}, \frac{1}{2n}]$,
- $q_n(t) = \frac{8n^2}{a}(\frac{1}{n} - t)$, $t \in [\frac{1}{2n}, \frac{1}{n}]$.

The curve starts from $q = 0$ at time $-1/n$ and returns to the same point at time $1/n$. Let $\hat{e}_n = (-1/n, 0)$ and $\check{e}_n = (1/n, 0)$ be the starting and ending points of $e(t) = (t, q_n(t))$. We wish to prove that $\liminf_{n \to +\infty} S(\hat{e}_n, \check{e}_n) = -\infty$, that is $S$ is not lower semi-continuous at $(e, e)$.

Let us evaluate an upper bound for $S_{\hat{e}_n, \check{e}_n}[q_n]$. Since $q_n(t)$ starts from the origin, reaches the maximum distance $\frac{6n}{a^2}$, and comes back to the origin in a total time $2/n$, the kinetic term is bounded from above by $\frac{2}{3}(\frac{6n}{a^2})^2$.

The potential $V$ is positive, thus $\int V \, dt$ is bounded from below by its integral on a subset of its original domain, in particular by

$$\int_{-\frac{1}{n}}^{0} V(t, q(t)) \, dt + \int_{0}^{\frac{1}{n}} V(t, q(t)) \, dt = 2 \int_{-\frac{1}{n}}^{\frac{1}{n}} (\frac{2}{a})^4 \frac{1}{t^4} e^{-2} \, dt = \frac{2}{3} (\frac{2}{a})^4 e^{-2} (3n)^3 - (2n)^3].$$

We conclude that

$$S_{\hat{e}_n, \check{e}_n}[q_n] \leq 2n \left(\frac{6}{a^2} - \frac{10}{3} (\frac{2}{a})^4 e^{-2} n^3.\right)$$
As the right-hand goes to $-\infty$ for $n \to +\infty$, the desired conclusion follows.

**Step 2. Distinction holds**

We observe that $V(t, q)$, for fixed $t$ is given by $q^4$ for $t = 0$, while for $t \neq 0$ it reaches a maximum $V^*(t) = (\frac{2}{a})^4 e^{-2} \frac{4}{t}$ at $q^*(t) := \frac{2}{a} \sqrt{t}$ and $-q^*(t)$. Moreover, for given $q$, $V(t, q)$ decreases on $[0, +\infty)$ and increases on $(-\infty, 0]$.

Let $t \neq 0$, and let us consider the point $e_0 = (t_0, q_0)$. There is some small compact interval $I$, $t_0 \in I$, $0 \notin I$, such that there are $m, \epsilon > 0$, with the property that for every $t \in I$ and $q \in \mathbb{R}$, $V(t, q) \leq m + \frac{\epsilon}{2} q^2$. By Theorem 4.18 and 4.20 point (a), the spacetime is strongly causal at $x_0$.

Let us consider the event $\hat{e} = (0, \hat{q})$ in the time slice $Q_0$. Let $q_n : [0, 1/n) \to Q$, $q_n(0) = \hat{q}$, $q_n(1/n) \to \hat{q}$ for $n \to +\infty$. We wish to prove that $S_{e, (1/n, q_n(1/n))}[q_n]$ is bounded from below by a constant $C$ independent of $n$ and $q_n(t)$, for that would imply by Lemma 4.2 Eq. (47) that $S(\hat{e}, \cdot)$ is lower semi-continuous at $\hat{e}$.

Let us set $\theta_n = 1$ if $q_n(t)$ intersects $q^*(t)$ at a certain time $\bar{t}_n \in [0, 1/n)$, and $\theta_n = 0$, $\bar{t}_n = 1/n$, if they do not intersect. Moreover, let $\bar{t}_n \in [0, t_n]$ be the time of the maximum distance of $q_n(t)$ from $q = 0$, as it is reached in the interval $[0, \bar{t}_n]$, and set $\bar{q}_n = q_n(\bar{t}_n)$. We have

$$\frac{1}{2} \int_0^{1/n} \bar{q}_n^2 dt \geq \frac{1}{2} \int_0^{\bar{t}_n} \bar{q}_n^2 dt \geq \frac{(\bar{q}_n - \hat{q})^2}{2\bar{t}_n}.$$  

Observe that for $t \in [0, \bar{t}_n]$ we have $q_n(t) \leq \bar{q}_n = q(\bar{t}_n) \leq q^*(\bar{t}_n)$, and $V(t, \cdot)$ increases on $[0, q^*(t)]$, thus

$$\int_0^{1/n} V(t, q_n(t)) dt = \int_0^{\bar{t}_n} V(t, q_n(t)) dt + \theta_n \int_{\bar{t}_n}^{1/n} V(t, q_n(t)) dt$$

$$\leq \int_0^{\bar{t}_n} V(t, \bar{q}_n) dt + \theta_n \int_{\bar{t}_n}^{1/n} V^*(t) dt$$

$$\leq \int_0^{+\infty} V(t, \bar{q}_n) dt + e^{\frac{-2}{a}} \bar{q}_n^4 \theta_n \frac{1}{t_n^3} - n^3$$

$$\leq \frac{1}{2} \sqrt{\pi} a |\bar{q}_n|^3 + e^{\frac{-2}{a}} \bar{q}_n^4 \theta_n \frac{1}{t_n^3} - n^3.$$  

The action functional is bounded by

$$S_{e, (1/n)}[q_n] \geq \frac{(\bar{q}_n - \hat{q})^2}{2\bar{t}_n} - \frac{1}{2} \sqrt{\pi} a |\bar{q}_n|^3 - e^{\frac{-2}{a}} \bar{q}_n^4 \theta_n \frac{1}{t_n^3} + n^3 \theta_n e^{\frac{-2}{a}} \bar{q}_n^4$$

$$\geq \left[ a - \frac{1}{2} \sqrt{\pi} a - \frac{2 e^{\frac{-2}{a}}}{3 a} \right] |\bar{q}_n|^3 - \frac{a}{2} \hat{q} \bar{q}_n^2 + \frac{a}{4} \bar{q}_n^4 \bar{q}_n + n^3 \theta_n e^{\frac{-2}{a}} \bar{q}_n^4$$

where we used $|\bar{q}_n| \leq q^*(\bar{t}_n) = \frac{2}{a} \frac{1}{\bar{t}_n}$. Let us take $a$ sufficiently large in such a way that, $\frac{a}{2} - \frac{1}{4} \sqrt{\pi} a - \frac{2 e^{\frac{-2}{a}}}{3 a} > 0$, then the right-hand side, which we regard as a function of $(\bar{q}_n, \theta_n)$ and hence of $q(t)$, is bounded from below.
6.4 Distinction does not necessarily hold

Flores and Sánchez [32] and Hubeny, Rangamani and Ross [46, 47, 48] have observed that spacetimes of Brinkmann type do not need to be distinguishing. The simplest example, according to Theorem 4.23, is obtained for a time-independent Euclidean metric $a_t (Q = \mathbb{R})$, $b_t = 0$, and a potential $V(t, q)$ which grows faster than quadratically, e.g. $V(t, q) = kq^4$, where $k$ is a constant.

There are other interesting examples of spacetimes belonging to the class considered in this work which are not distinguishing. Using our characterization in terms of the lower-semicontinuity of the partial least action, it is not difficult to check if a spacetime is distinguishing or not. For instance, the choice $a_{t,ij} = \delta_{ij}$, $i = 1, 2$, $b_t = f(\sqrt{q_1^2 + q_2^2}) (q_1 dq_2 - q_2 dq_1)$, $V = 0$, is distinguishing if $f(r)$ stays bounded and non-distinguishing if $f(r) \to +\infty$ as $r \to +\infty$.
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