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Abstract

Artificial Neural Networks (NNWs) are appealing functions to substitute high dimensional and non-linear history-dependent problems in computational mechanics since they offer the possibility to drastically reduce the computational time. This feature has recently been exploited in the context of multi-scale simulations, in which the NNWs serve as surrogate model of micro-scale finite element resolutions. Nevertheless, in the literature, mainly the macro-stress-macro-strain response of the meso-scale boundary value problem was considered and the micro-structure information could not be recovered in a so-called localization step. In this work, we develop Recurrent Neural Networks (RNNs) as surrogates of the RVE response while being able to recover the evolution of the local micro-structure state variables for complex loading scenarios. The main difficulty is the high dimensionality of the RNNs output which consists in the internal state variable distribution in the micro-structure. We thus propose and compare several surrogate models based on a dimensionality reduction: i) direct RNN modeling with implicit NNW dimensionality reduction, ii) RNN with PCA dimensionality reduction, and iii) RNN with PCA dimensionality reduction and dimensionality break down, i.e. the use of several RNNs instead of a single one. Besides, we optimize the sequential training strategy of the latter surrogate for GPU usage in order to speed
up the process. Finally, through RNN modeling of the principal components coefficients, the connection between the physical state variables and the hidden variables of the RNN is revealed, and exploited in order to select the hyper-parameters of the RNN-based surrogate models in their design stage.
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1. Introduction

![Artificial neuron](image)

(a)

![Artificial Neural Network](image)

(b)

Figure 1: (a) An artificial neuron; (b) An artificial Neural Network with the weights $w_{kj}$ and biases $w_{0j}$ defining the weights matrix $W$ of the feed-forward neural network.

With the rapid development of data science in the recent years, Artificial Neural Networks (NNWs) have increasingly attracted attention in the field of computational mechanics, especially in the cases of complex material behavior and/or when intensive computation is required like in multi-scale analyses. A NNW is actually a network of artificial neurons, which perform a weighted sum operation on the $d$ input values $(w_0 + \sum_{k=1}^dw_kx_k)$ in order to produce an output value through an activation function of the weighted sum.
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\[ f(w_0 + \sum_{k=1}^{d} w_k x_k), \] see Fig. 1(a). The most commonly used architecture is the feed-forward neural network in which the information moves only along the forward direction, from the input nodes and to the output nodes via \( N - 1 \) hidden layers, see Fig. 1(b). The weights \( w^i_{kj} \), with \( i = 1, \ldots, N; \ k = 1, \ldots, n_{i-1} \) and \( j = 1, \ldots, n_i \), where \( n_{i-1} \) and \( n_i \) are respectively the numbers of entries and outputs of layer \( i \), and biases \( w^i_{0j} \), with \( i = 1, \ldots, N \) and \( j = 1, \ldots, n_i \), see the notations in Fig. 1(b), are obtained through the so-called training of the NNW. The weights \( w^i_{kj} \) and biases \( w^i_{0j} \) define the weights matrix \( W \) of the feed-forward neural network.

NNWs can be regarded as a general non-linear mapping with high computational efficiency. In computational mechanics, computationally expensive physical based modeling can be substituted by efficient NNWs to accelerate the numerical analyses, such as non-linear history-dependent evolution laws like visco-plasticity [1], cyclic plasticity [2], constitutive laws of interface [3, 4] or constitutive laws of non-linear material behaviors [5–8]. In [9], NNWs were adopted to substitute complex material homogenization constitutive laws to accelerate the massive micro-mechanics modelings involved in Bayesian inference. In [10] NNWs served as a surrogate for an elasto-plastic material model for parameters identification. NNW was also adopted as a surrogate of the damaged-elastic response of meso-scale volumes of bones in [11].

\[ \text{Figure 2: Recurrent Neural Network, with hidden variables passing through the input series; } W_x, W_y \text{ and } W_h \text{ are the weights matrix related to the linear operations on the input vector } x, \text{ output vector } y \text{ and hidden variables } h, \text{ respectively. In the recurrent neural network, the operations at step } t \text{ use the hidden variables evaluated at step } t - 1. \]

In a large variety of engineering and industrial fields, multi-scale methods [12, 13] were
extensively developed as an alternative to the direct one-scale analyses of structures made of heterogeneous materials. Among the existing different multi-scale methods, the multi-scale analysis based on computational homogenization, which is usually called FE² analysis [14–17], is the most versatile method. However, the tremendous demand in numerical resources in terms of time and memory limits the applicability of the FE² multi-scale simulations to reduced size problems. In order to improve the computational efficiency, feed-forward neural networks have been used as surrogate models in FE² analyses, either by approximating the strain energy density surfaces as suggested in [18, 19], the stress-strain responses as achieved in [20–22], or functions of both the current stress and the plastic dissipation density [7]. Although NNWs have been shown to be reliable surrogate models in elasticity and in non-linear elasticity [18], when it comes to irreversible behaviors the loading history plays an important role in RVE response involving more difficulties both in the NNW architecture definition and in its training. Some state variables are needed to account for the loading history at the meso-scale level, i.e. on the RVE, and serve as a part of the input, beside the strain variables. In [21], state variables were defined for the decision of loading/unloading and a feed-forward network was used to extract meso-scale resolution for multi-scale failure analyses, but only 1D loading conditions were considered at the macro-scale. In [22], meso-scale plastic strains were used as state variables and were updated at each loading step through an empirical model or in combination with another feed-forward neural network. Free energy and dissipation rate were represented by feed-forward NNWs in [23] in order to obtain a thermo-dynamically consistent surrogate of an elasto-plastic law, but the method was not applied in the context of multi-scale analysis. We refer to the recent review by [24] for a critical comparison in the context of composite materials. Besides, the computational efficiency of the NNWs paves the way to stochastic multi-scale resolutions as they can be used to build stochastic surrogate models which account for uncertainties in the micro-structure. Three-dimensional deep convolution neural networks (3D-CNN) have been trained in [25]
using a database consisting of spherical inclusion micro-structure images and of the predicted homogenized elasticity tensors obtained by computational homogenization. In the context of non-linear electrical conduction, a hybrid neural-network-interpolation was developed in [26] by interpolating database obtained at given volume fractions, allowing uncertainties related to non-homogeneous distributions of volume fractions to be accounted for at the higher scale.

Instead of using feed-forward networks to reproduce state variables at each numerical time step, a special kind of NNWs, i.e. Recurrent Neural Networks (RNNs), can be considered. The idea behind RNNs is to make use of sequential information: RNNs are called recurrent because they perform the same task on every step input of a sequence, with the output being dependent on the previous evaluations. A typical illustration of RNNs is presented in Fig. 2, in which $x$ and $y$ are respectively the input and output variables and $h$ are called hidden variables. The hidden variables are comparable to the state variables in history-dependent constitutive laws, and capture information about what has been calculated so far. When using RNNs to substitute computational homogenization, the difficulty inherent to the definition of history-dependent state variables at the meso-scale can be avoided, and the historical variables can be extracted automatically during the RNNs training with sequential data. In [27], Long Short Term Memory networks (LSTMs) were used to study cyclic loading of elasto-visco-plastic micro-structures. In [28], RNNs were used to predict the inside and boundary history-dependent responses of sub-structures. RNNs with Gated Recurrent Unit (GRU) were used as surrogate models for the history-dependent response of RVEs in [29, 30]. In the context of FE$^2$ multi-scale simulations, LSTM was used to substitute finite element resolution of the meso-scale Boundary Value Problem (BVP) in [31] for infinitesimal strain problem. In [32], a GRU-based RNN has been used as an accurate surrogate of the meso-scale BVP during FE$^2$ multi-scale simulations in a finite strain setting. The training of these RNNs requires a synthetic database which covers enough pos-
sible loading history paths. The generation of this database thus requires to introduce some stochasticity in the loading paths, either under the form of Gaussian process as suggested in [29], cubic-spline interpolations as conducted in [30], or more generally under the form of a random walk process as developed in [32].

In [31, 32], only the homogenized strain and stress were collected from direct finite element resolutions on RVEs in order to conduct the RNN training, while the micro-scale physical information arising at the level of the RVEs was discarded. In this context the RNN could only serve as a surrogate of the stress-strain response of the RVE and the micro-structure information could not be recovered in a so-called localization step. However, this information, which was kept in the state variables during the direct finite element analyses of the RVEs, is of interest when conducting multi-scale analyses since it brings insight on the micro-structure loading condition. For example it can be used for posterior estimation of the structure integrity in the following cases: i) Predicting the damage initiation at the design stage with the aim of preventing/delaying it, in which case fast methods can be favored to a complex detailed analysis; This is of particular interest for engineered micro-structures such as lattices; ii) Obtaining a first estimation of the life of composite materials; indeed, in the case of polymeric materials, the initiation stage takes most the fatigue life as discussed in [33, 34], and approximations of the life can be obtained using fatigue failure criteria based on stress tensor invariants [35]; although such models can handle neither complex loading conditions nor progressive failure, see the discussion in [34], they can be used for a first estimation, while a progressive failure analysis would require the enrichment of the micro-scale model.

In this work, it is intended to develop a RNN as surrogate of the RVE response while being able to recover the evolution of the local micro-structure state variables along with the macro stress-strain history.

The application of NNWs in computational mechanics seems simple at a first look since
NNWs serve as versatile non-linear mapping black boxes without any physical interpretations. Theoretically speaking, a NNW should be able to approximate any multi-dimensional non-linear function accurately under the conditions that its structure is properly designed and that it has been adequately trained, which implies to have enough data. However, because of the shortage of physical interpretation, the design of a NNW structure is not always straightforward for given mechanical problems. The structure of a NNW includes the depth (layers of neurons), width (number of neurons on each layer), and number of hidden variables for the RNNs in particular. In general, for a simple mechanical problem, in terms of non-linearity and number of state variables, a simple NNW structure should be adopted to limit the number of learnable parameters and avoid the issue of over-fitting. Fig. 3 illustrates the problem of using a NNW with high flexibility to fit a simple linear function. This kind of over-fitting can be alleviated by using a high weight decay parameter. However, in order to substitute a complex high dimensional non-linear mapping, a NNW needs to be enough flexible, which means that the NNW needs to be deep and/or wide enough with an increasing number of learnable parameters. It is convenient to start a structure design from an existing NNW structure which was proved to be accurate for a physical model of similar complexity. If the reference NNW structure is not available, for simple and low dimensional problems, a trial and error approach, which involves progressively increasing the depth and width of the NNW, is feasible, since the training of a simple
NNW, in terms of depth and width, can be fast. However, this trial and error approach is not always applicable for NNWs with an enormous number of learnable parameters, which is often the case for high dimensional and non-linear problems. It is even more difficult for history-dependent problems which will involve RNNs of high dimensional hidden variables and sequential training data. In order to train a NNW with a huge number of learnable parameters, not only a huge amount of training data is required, but the requirement of computer memory is also high. Because of limited computational resources in practice, this will lead to a heavy and slow training process. This will be the case when considering the evolution of the state variables in computational homogenization, which is a typical high dimensional and non-linear history-dependent problem. Dimensionality reduction is always an option when dealing with high dimensional problems. In fact, it is possible, as it will be shown, to use NNWs for non-linear dimensionality reduction since the dimensionality of the hidden variables of a RNN could be much lower than the one of the final output. Nevertheless this will remain computationally expensive to apply a trial and error approach to determine the required number of hidden variables in a RNN because of the high dimensionality of the final output.

Principal components analysis (PCA) [36], as a classical technique for dimensionality reduction, is usually called Proper Orthogonal Decomposition (POD) in the applications of computational mechanics [37]. PCA provides the best linear dimensionality reduction to high-dimensional observations. However, PCA is less efficient for data dimensionality reduction than some non-linear dimensionality reduction algorithms, such as kernel PCA, locally linear embedding, Laplacian eigen-maps and iso-maps. Nevertheless, the reconstruction of data from reduced dimensionality into its original dimensionality can be carried out easily by PCA, which it is not always the case for non-linear dimensionality reduction. PCA has been used in some NNWs based surrogate models [38–40].

In the present work, because the aim is to develop a surrogate of a RVE response, not only
of the macro stress-strain history but also of the evolution of the local micro-structure state variables, the number of output variables is high. Besides, since the synthetic database consists of the state variables evolution of the micro-structure subjected to random walk processes [32], the resulting patterns of state variables are various and the required PCA reduced dimensionality of the state variables is still quite high. In order to overcome the limitation of computational resource and accelerate the trial and error approach of the RNNs structure design, the outputs with PCA reduced dimensionality are further broken down into a few groups, and the evolution of each output group is substituted by an independent RNN. In this work, the mapping of RVE macro-strain to the state variables, i.e. the localization step of the multi-scale analysis, is successively obtained by three RNNs based surrogate models.

- Surrogate I: Direct RNN modeling without dimensionality reduction on the output;
- Surrogate II: RNN modeling with PCA dimensionality reduction on the output;
- Surrogate III: RNN modeling with PCA dimensionality reduction and break down on the output.

The dimensionality break down consists in splitting the observation output into groups of smaller dimensionality before submitting them to different independent neural networks for training. As a result, the neural networks have a smaller output dimensionality, which eases their training and improves their efficiency. However, it is not possible to divide the original output data without reducing the accuracy of the independent different neural networks since the output data are correlated to some extent. By applying a PCA process beforehand, the correlations among the output data is removed and then dimensionality break down can be carried out in a more accurate way.

In this study, the considered micro-structure is a continuous fiber reinforced elastoplastic matrix material, and the studied 2D RVE contains several randomly arranged fibers. The
equivalent plastic strain distributions in the RVE are adopted as studied state variables for the comparison of the three surrogate models. In general, linear dimensionality reduction like PCA is shown to be less efficient than the non-linear one constructed using NNWs. However, PCA remains useful to extract the amount of reduced information that ought to be represented for the surrogate model to be accurate. The RNNs structure can then be designed by considering this reduced information, which allows speeding up the trial and error approach inherent to a NNW design, since this could be carried out on a problem of lower dimensionality. In particular, the number of RNN hidden variables can be estimated by training and evaluating a RNN with a unique output, which is obtained from PCA and dimensionality break down. During the training process of the RNNs of high dimensional hidden variables, the problem arising due to the limitation of computational resources is also pointed out and a solution based on mini-batches is suggested.

The paper is organized as follows. Section 2 summarizes the homogenization-based multi-scale framework with a particular attention paid to the role of the state variables at both scales. The design of the three different surrogate models of the state variables distribution with dimensionality reduction is presented in Section 3. The strategy used to generate the synthetic database using random walk processes is then described in Section 4. Finally, the different developed surrogate models are studied by reconstructing the distributions of the equivalent plastic strain and of the equivalent von Mises stress\textsuperscript{1} in the RVE for different loading scenarios in Section 5. An efficient design methodology of the RNN structure is also proposed from the drawn observations.

2. State variables in FE\textsuperscript{2}

The notation FE\textsuperscript{2} refers to multi-scale simulations with finite-element analyses being carried out concurrently at both the meso-scale and the macro-scale. In this context, the

\textsuperscript{1}Rigorously speaking, the von Mises stress is not a state variable of the constitutive behavior at the micro-structural level but it can be handled as such for the distribution reconstruction purpose.
BVPs needed to be solved using the finite-element method at the two scales are connected by a specially defined scale-transition according to the Hill-Mandel condition. In this section, we restrict ourselves to the case of finite-strain mechanics and introduce the studied problem through a brief summary of FE\textsuperscript{2}. The notations used in this manuscript are summarized in Appendix A.

2.1. The BVPs at the two scales and the scale-transition

2.1.1. Definition of the macro-scale BVP

Assuming no dynamical effects, the macro-scale linear momentum equation of the body $\Omega$ stated in its reference configuration reads

$$
P_M(X) \cdot \nabla_0 + b_M = 0 \quad \forall X \in \Omega,
$$

where the subscript “M” refers to the values at the macro-scale, $P_M$ is the first Piola-Kirchhoff stress tensor, $\nabla_0$ is the gradient operator with respect to the reference configuration, and $b_M$ is the load per unit reference volume. The boundary conditions read

$$
U_M(X) = \bar{u}_M \quad \forall X \in \partial_D \Omega, \text{ and}
$$

$$
P_M(X) \cdot n_M = \bar{t}_M \quad \forall X \in \partial_N \Omega,
$$

where $\bar{t}_M$ is the surface traction, per unit reference surface, on the Neumann boundary $\partial_N \Omega$, $n_M$ is the outward unit normal in the reference configuration, and $\bar{u}_M$ is the constrained displacement on the Dirichlet boundary $\partial_D \Omega$.

As a difference with the use of traditional constitutive laws in a single-scale problem, the BVP is completed by casting the relation between the macro-scale stress tensor $P_M$ and the
deformation gradient $F_M = U_M \otimes \nabla_0$, through state variables $Z_M$, into the resolution of a meso-scale BVP via a scale-transition. As it will be discussed in Section 2.2, in the context of FE$^2$ multi-scale simulation, the state variables $Z_M (X, \tau) \in [0, t]$ arise from the definition and resolution of the meso-scale BVP defined at the macro-scale material points $X \in \Omega$.

2.1.2. Definition of the meso-scale BVP

The meso-scale BVP is usually defined on Representative Volume Elements (RVEs), which are parallelepiped (rectangular in 2D) domain $\omega (X)$ in the reference configuration, with planar boundary faces $\partial \omega$, and defined at the macro-scale material points $X \in \Omega$. It is assumed that the classical continuum mechanics equations hold and that the time for a stress wave to propagate in the meso-scale volume element remains negligible. Considering the material points $x \in \omega$, in the absence of dynamical effects, the equilibrium equations read

$$P_m \cdot \nabla_0 = 0 \quad \forall x \in \omega ,$$

$$P_m \cdot n_m = t_m \quad \forall x \in \partial \omega ,$$

where the subscript “m” refers to the local value at the micro-scale, and $t_m$ is the surface traction, per unit reference surface, on the boundary $\partial \omega$ of outward unit normal $n_m$ in the reference configuration.

The micro-scale problem is completed by the local constitutive laws of the different
material phases at a given time \( t \) and material point \( \mathbf{x} \), which are written as

\[
P_m(\mathbf{x}, t) = P_m(F_m(\mathbf{x}, t); Z_m(\mathbf{x}, \tau), \tau \in [0, t]),
\]

(7)

where \( F_m(\mathbf{x}) = U_m \otimes \nabla_0 \) is the micro-scale deformation gradient tensor evaluated in terms of the micro-scale displacement \( U_m \), and \( Z_m \) is a set of state variables tracking history-dependent processes.

2.1.3. The scale-transition

The scale-transition connects the macro-scale deformation gradient \( F_M \) and stress tensor \( P_M \) to the averages of the micro-scale deformation gradient tensor \( F_m(\mathbf{x}) \) and of stress tensor \( P_m(\mathbf{x}) \) over the meso-scale volume element \( \omega \). In the context of homogenization theories one thus has\(^2\)

\[
F_M(X, t) = \frac{1}{V(\omega)} \int_{\omega} F_m(\mathbf{x}, t) d\omega, \text{ and}
\]

(8)

\[
P_M(X, t) = \frac{1}{V(\omega)} \int_{\omega} P_m(\mathbf{x}, t) d\omega.
\]

(9)

The requirement of energy consistency between the different scales, which corresponds to the Hill-Mandel condition, reads

\[
P_M : \delta F_M = \frac{1}{V(\omega)} \int_{\omega} P_m : \delta F_m d\omega.
\]

(10)

The solution of the meso-scale BVP (5-6) needs to satisfy Eqs. (8) and (10). These

\(^2\)As pointed out by Michel et al. [41], these relations require particular attention when voids are present and intersect the volume boundary. If the domain \( \omega = \omega_S \cup \omega_V \) is the union of the solid domain \( \omega_S \) and of the voids domain \( \omega_V \), one has \( F_M = \frac{1}{V(\omega)} \int_{\omega_S \cup \omega_V} F_m d\omega \). When applying the Gauss theorem on both \( \omega_V \) and \( \omega_S \), since their respective surface normals on solid/void interfaces are in opposite direction, and since the surface normal on the intersection of voids with the boundary is in the same direction as the normal to the surface \( \partial \omega \) the expression simplifies in \( F_M = \frac{1}{V(\omega)} \int_{\partial \omega} U_m \otimes n_m d\partial \omega \), and similarly for the stress averaging equation.
constraints are enforced by applying specially defined boundary conditions on the RVEs. In this work, the Periodic Boundary Conditions (PBCs) are adopted and the detailed implementation of the homogenization process with PBCs can be found in [42]. The way of applying periodic boundary conditions on non periodic micro-structures can be found in [43, 44].

2.2. The role of the state variables in a FE² resolution

In general, the macro-scale constitutive equation (4) in a FE² framework is a finite element analysis which computes the meso-scale responses, i.e. the first Piola-Kirchhoff stress tensor \( P_M \) and the fourth order macro-scale material tensor \( C_M = \frac{\partial P_M}{\partial F_M} \) of a given RVE under prescribed \( F_M \). The resolution of the constrained micro-scale finite element problem is called computational homogenization and follows the different steps:

- A finite element discretization of a chosen RVE represents the micro-structure of the heterogeneous material.

- From the macro-scale deformation gradient tensor \( F_M \), the micro-scale finite element problem is formulated in its weak form under certain boundary conditions satisfying Eqs. (8) and (10) such as PBCs.

- This micro-scale finite element problem is solved by considering the micro-scale phases constitutive models (7); iterations are needed for the non-linear cases.

- The extraction of the meso-scale response includes the homogenized first Piola-Kirchhoff stress tensor \( P_M = \frac{1}{V(\omega)} \sum_e \int_{\omega_e} P_m d\omega_e \) and the fourth order macro-scale material tensor \( C_M \) required to perform the Newton-Raphson iterations of the macro-scale analysis. The evaluation of \( C_M \) directly results from the RVE finite element resolution following a constraint elimination method [42].
From the above process, it can be seen that the traditional state variables are not used at the macro-scale. However, the deformation history of a macro-scale material point corresponds to the one of a RVE, and is recorded by the set of state variables of the meso-scale volume element. Comparing the constitutive laws at the macro-scale and at the micro-scale, Eqs. (4) and (7), yields,

\[ Z_M(X, t) = \{ Z_m(x, t) : x \in \omega(X) \} , \]  

(11)

where the notation \( \{ \bullet : x \in \omega(X) \} \) refers to the set of local data defined at all material points of the meso-scale volume element \( \omega(X) \) associated to the macro-scale material point \( X \). In this context \( Z_M(X, t) \) is not seen as a classical state variable of a constitutive model: its definition results from the FE\(^2\) formalism.

It has been shown that RNNs can provide an accurate history-dependent non-linear mapping from \( F_M \) to \( P_M \) in [32], in which case the hidden variables \( h_t \) of the RNN play the role of \( Z_M(X, t) \) –the hidden variables \( h_t \) are actually a reduced order version of the state variables but without physical interpretation. In that case, the information kept in the state variables during the training data generation is discarded by the surrogate model. However, beside the macro-scale stress-strain history \( F_M(t) - P_M(t) \), the information provided by the state variables distribution resulting from a direct finite element analysis of the RVE is of interest when conducting multi-scale analyses since it brings insight on the micro-structure loading condition and can be used to assess failure or fatigue. The history-dependent non-linear mapping from \( F_M(t) \) to \( Z_M(t) \) should thus also be recovered by the surrogate model.

3. Data-driven surrogate modeling

In this section, Recurrent Neural Networks (RNNs) and some basic data operations related to the Principal Component Analysis (PCA) are briefly recalled. The effectiveness of
the PCA being limited by its global linearity, the use of NNWs for non-linear dimensionality reduction is also discussed. Then a data-driven based surrogate model is proposed for the history-dependent non-linear mapping from $F_M$ to $Z_M$. We note that the data-driven based surrogate model for the history-dependent non-linear mapping from $F_M$ to $P_M$ was previously developed in [32]. Finally, the training strategy using GPU resources is briefly explained.

3.1. The Recurrent Neural Networks (RNNs)

RNNs have a ‘memory’ defined through the hidden variables, $h_t$, which allows them to trace the input history. Long Short Term Memory networks (LSTMs) are ones of those kinds of specially designed RNNs and are now widely used in a large variety of problems. As a variation of the LSTM, the Gated Recurrent Unit (GRU) has been chosen as surrogate for the direct finite element analysis on RVEs in [32]. The typical functional character of GRU is illustrated by the block of GRU unit in Fig. 4. In the GRU unit, the previous hidden variables information and the current input need to pass through the so-called reset and update gates, which are respectively used to decide how much of the past information can be forgotten and how much of the past information needs to be passed along for the future use, see the detail provided in Appendix B. Two feed-forward NNWs are then respectively
added in the paths of input and output of the GRU, see NNW\textsubscript{I} and NNW\textsubscript{O} in Fig. 4. These NNWs make the model more flexible than a single GRU unit so that it can be adapted to complex problems. The output vector \( x_i' \) of the first feed-forward NNW\textsubscript{I} acts as input of the GRU and the GRU output vector \( y_i' \), which also corresponds to the updated hidden variables vector \( h_t \), constitutes the input of the second feed-forward NNW\textsubscript{O}. This architecture was used to construct the surrogate model for the history-dependent non-linear mapping from \( \mathbf{F}_M \) to \( \mathbf{P}_M \) in [32].

In order for the NNWs to become surrogate models, their learnable parameters have to be identified by training them using a database. To this end, a loss function is defined to measure the difference between the predicted output \( \hat{y}(x) \) and observation output \( y(x) \) of the training database for the same input \( x \). In this work we consider as a loss function the Mean Square Error (MSE), which reads for an output of dimensionality \( n \),

\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2. \tag{12}
\]

A back-propagation algorithm is used to conduct the deep learning of the NNWs, and it iteratively updates the learnable parameters, or weights, in order to minimize the loss function MSE. However, before performing the training of NNWs, all the input and observation output features must be standardized. If not, the NNWs will not be well trained because the input/output features may not have the same scale, and the input of activation functions might be out of their active range. Normalization by feature is used in this work: for each input and observation output feature, noted with \( \chi \), a simple linear operation is performed, and reads

\[
\chi = \frac{(\chi - \chi_\mu)}{\chi_s}, \tag{13}
\]

with

\[
\chi_\mu = \frac{(\chi_{\text{min}} + \chi_{\text{max}})}{2} \quad \text{and} \quad \chi_s = \frac{(\chi_{\text{max}} - \chi_{\text{min}})}{2}. \tag{14}
\]
where $\chi_{\text{max}}$ and $\chi_{\text{min}}$ are the maximum and minimum values of this feature among all the available data, so that the normalized features $\chi$ are mapped to the range $[-1, 1]$; the notation $\bullet$ holds for normalized values. Since all the used basic training operations of the NNWs, such as computation and optimization of the loss function, update of weights of NNWs, etc. are all provided by the PyTorch library [45], they are not detailed in this paper.

For the RNN designed in Fig. 4, the learnable parameters are divided in three parts which include a GRU together with two feed-forward NNWs, NNW$_I$ and NNW$_O$. The number of learnable parameters depends on the adopted number of layers and the dimensionality of each part. In general, for a feed-forward network, the learnable parameters include the weights $w_{ij}$ and biases $w_{0j}$ defining the weights matrix $W$, see notations in Fig. 1. In that case, the number of learnable parameters between two neural layers of the feed-forward neural networks NNW$_I$ and NNW$_O$ is

$$N_{\text{NNW}}^{i,i+1} = (n_i + 1) \times n_{i+1}, \tag{15}$$

where $n_i$ and $n_{i+1}$ are the dimensionalities of the two sequential neural layers $i$ and $i + 1$. The number of learnable parameters in a GRU of one layer reads,

$$N_{\text{GRU}} = 3n_h \times (n_h + n_I + 2), \tag{16}$$

where $n_h$ and $n_I$ are respectively the dimensionalities of hidden variables and input of the GRU. Following Eqs. (15-16), for the RNN presented in Fig. 4, with low input and high output dimensionalities, the total number of learnable parameters is dominated by the number of hidden variables, $n_h$, of the GRU and by the number of outputs of the NNW$_O$. The architecture presented in Fig. 4 was used in [32] to construct the surrogate model for the history-dependent non-linear mapping from $\mathbf{F}_M$ to $\mathbf{P}_M$. Such an architecture can be used herein in order to construct the surrogate model for the history-dependent non-linear map-
ping from $F_M$ to $Z_M$. However, because of the increase in the output dimensionality in that case, and since the complexity of the state variables evolution implies the use of a higher number of hidden variables $n_h$, the number of learnable parameters increases drastically.

3.2. Principal Component Analysis (PCA)

Principal components analysis (PCA) [36] is a classical and one of the most popular techniques for dimensionality reduction. It provides the best linear approximations to given high-dimensional observations. Considering data $a$ with a high-dimensionality $d$, the goal of the PCA is to find a linear subspace of lower dimensionality $p$ ($p \leq d$), such that the maximum variance is retained in this lower-dimensional space. In other words, PCA reduces the dimensionality of the data, while minimizing the loss of information which comes from the variation.

We define the data matrix $A = [a_1 - a_\mu \ a_2 - a_\mu \ \ldots \ a_n - a_\mu] \in \mathbb{R}^{d \times n}$, in which the mean vector $a_\mu$ is introduced for $A$ to be row-wise zero-mean, and the square matrix $M = AA^T \in \mathbb{R}^{d \times d}$. The $d$ eigenvalues of $M$ are denoted in a descending order as $\Lambda_1 \geq \Lambda_2 \geq \ldots \geq \Lambda_d$, and their corresponding eigenvectors, which are called the “Principal Components”, as $v_1, v_2, \ldots, v_d$. A criterion is then defined to retain only some components of interest, such as

$$1.0 - \sum_{i=1}^{p} \frac{\Lambda_i}{\sum_{k=1}^{d} \Lambda_k} \leq \delta \quad \text{with} \quad p \leq d,$$

(17)

where $\delta$, a small value close to zero, controls the accuracy of the dimensionality reduction -- e.g. if we set $\delta = 0$ either we keep the original dimensionality $p = d$ or $M$ has at least one zero eigen value and $p < d$. Finally we define

$$V = [v_1 \ v_2 \ \ldots \ v_p]_{d \times p},$$

(18)
and the dimensionally reduced data matrix \( B \in \mathbb{R}^{p \times n} \)

\[
B = V^T A. \tag{19}
\]

The data can be reconstructed from the following relation

\[
\hat{A}_{d \times n} = VB. \tag{20}
\]

Finally the approximate data \([\hat{a}_1 \hat{a}_2 \ldots \hat{a}_n]\) are obtained by adding the mean \(a_\mu\) to the columns of \(\hat{A}_{d \times n}\).

The effectiveness of the PCA is limited by its global linearity. A series of non-linear dimensionality reduction algorithms, which can be cast as general kernel PCA, have thus been developed, such as kernel PCA, locally linear embedding, Laplacian eigen-maps and iso-maps. Although these methods are efficient for data dimensionality reduction, because of the non-linear dimensionality reduction methods, the reconstruction of data in its original dimensionality is not a trivial task and can even sometimes be impossible. The use of NNWs for non-linear dimensionality reduction is now discussed.

3.3. Dimensionality reduction by Feed-forward Neural Network (NNW)

Low dimensional representation of high dimensional state variables in a RVE can also be constructed through NNWs. NNWs applied to dimensionality reduction define a function \( F : a \rightarrow b \rightarrow \hat{a} \), see Fig. 5(a), in which \( a = [a_1, a_2, \ldots, a_d] \), where \( \bullet \) is used to indicate the approximation. Because of the bottleneck shaped NNW, lower-dimensional data \( b = [b_1, b_2, \ldots, b_p], (p < d) \), can be extracted at the central \( m^{th} \) layer of the NNW.

Based on a given set of data \( A = \{a_1, a_2, \ldots, a_n\} \), supervised learning refers to training the weights \( w^i_{kj}, (i = 1, \ldots, N; k = 1, \ldots, n_{i-1}, j = 1, \ldots, n_i, n_0 = n_N = d \text{ and } n_m = p) \) and biases \( w^0_{ij}, (i = 1, \ldots, N \text{ and } j = 1, \ldots, n_i, n_0 = n_N = d \text{ and } n_m = p) \), see the
notations in Fig. 5(a), and making the NNW being able to map the input $a$ to $b$ and then back to $\hat{a}$, an approximation of $a$. After training, the first $m$ layers of the NNW, $a \rightarrow b$, are used for dimensionality reduction and the remaining $N - m$ layers, $b \rightarrow \hat{a}$, for data reconstruction. This nonlinear dimensionality reduction is similar to the concept of autoencoder [46]. In Section 3.4.2, the hidden variables of RNNs will be used as the lower dimensional data and, therefore, only the data reconstruction part depicted in Fig. 5(b) needs to be trained.

3.4. Design of several surrogate models for state variables

3.4.1. Input and output variables definition

Since the resolution of the meso-scale BVP respects the frame indifference, rigid rotation modes can be eliminated by using the macro-scale Green-Lagrange strain tensor $E_M$ as input, instead of using the deformation gradient $F_M$. Hence, the mapping from $F_M$ to $Z_M$ becomes a mapping from $F_M$ to $E_M$ first through

$$E_M = \frac{1}{2} (F_M^T \cdot F_M - I) , \quad (21)$$
and then from \( \mathbf{E}_M \) to \( \mathbf{Z}_M \). Therefore, we use the strain measure \( \mathbf{E}_M \) as the input of RNN and the state variables of the meso-scale volume element \( \mathbf{Z}_M \) for output. Particularly for 2D RVE under plane strain condition, we have \( \mathbf{x}_t = \{E_{MXX}(t), E_{MYY}(t), E_{MYX}(t)\} \), and \( \mathbf{y}_t = \mathbf{Z}_M(t) = \{Z_m(x, t) : x \in \omega(\mathbf{X})\} \), see notations in Fig. 4. We note that the output \( \mathbf{y}_t \) corresponds to the spatial distribution of the RVE state variables.

### 3.4.2. Surrogate I: RNN for state variables without dimensionality reduction

It is possible to use the hidden variables of the RNN architecture depicted in Fig. 4 as a low order dimensional representation of the high dimensional state variables. Since the hidden variables are generated automatically during the supervised training, there is no need to carry out a separate order reduction process with NNW, see Section 3.3. A feed-forward NNW for output, see Fig. 4, with an input dimensionality “\( p \)” lower than the output dimensionality “\( d \)” is adopted to perform the data reconstruction and is detailed in Fig. 5(b).

![Figure 6: Data-driven surrogate model I without dimensionality reduction](image)

The corresponding data-driven modeling process is presented in Fig. 6 with its training and on-line phases.

- The training phase includes the training data generation and preparation and the RNN training itself. The training data are collected from direct finite element simulations
conducted on the RVE, as detailed in the next Section 4. The input data, i.e. the Green-Lagrange strain $E_M$ tensor, are normalized by feature, “N.1”, with Eq. (13). For the observation output data, $Z_M$, a normalization by feature, “N.2”, is also applied before using them during the training. Finally, the RNN is trained with the normalized Green-Lagrange strain $E_M$ as input and $Z_M$ as observation output.

- In the on-line phase, the NNW is used as a surrogate. The input Green-Lagrange strain $E_M$, is first normalized by feature, “N.1” (using bounds $\chi_{\text{min}}$ and $\chi_{\text{max}}$ determined during the training stage), before being sent to the trained RNN. Then, the output of the RNN, $\hat{Z}_M$, goes through the inverse operations of normalization “N.2” to yield the sought state variables, $\hat{Z}_M$, where $\hat{\cdot}$ is used to indicate the approximations provided by the surrogate model.

Because the feed-forward neural network NNW$_O$ has a high dimensionality in all the layers, the number of learnable parameters that have to be trained increases dramatically, see Eq. (15), and not only the requirement of computer memory, but also the amount of training data needed to avoid over-fitting, become critical. These will lead to a heavy training process even on a computer cluster. The high demand of computational resources can be relieved by reducing the dimensionality of the output.

3.4.3. Surrogate II: RNN for state variables with dimensionality reduction

In this process, an extra PCA operation is applied on the state variables, see Fig. 7.

- For the training phase, a PCA is performed on the observation output data, $Z_M$, in order to obtain its low dimensional representation, $\xi_M$. The low dimensional data, $\xi_M$, is then normalized by feature, “N.2”, yielding $\xi_M$, before being used for training. Then, the RNN is trained with the normalized Green-Lagrange strain $E_M$ as input and $\xi_M$ as observation output.
In the on-line phase, the trained RNN is used as a surrogate. The output of the RNN, $\hat{\xi}_M$, goes through, in sequence, the inverse operations of normalization ("N.2") and PCA to yield the desired state variables, $\hat{Z}_M$.

3.4.4. Surrogate III: RNN for state variables with dimensionality reduction and break down

Based on the PCA dimensionality reduction of the output, the RNN training task can be further relieved by considering a dimensionality break down. The high dimensional output is divided into $Q$ groups, and one RNN is defined per group to reproduce only a part of the total output. Accordingly, the data flow structure of RNNs presented in Fig. 8(a) is adopted. The outputs $y = \xi_M$ to be split correspond to the PCA low dimensional data, $\xi_M$, having been normalized by feature. Considering that the first $p$ eigen-values have been retained by the PCA, the dimensionality of $\xi_M$ is also $p$. This outputs vector is then split into $Q$ sub-vectors either evenly, as in Fig. 8(b), or unevenly. In this work we opt for an event split following the order of the $p$ retained eigen-values $\Lambda_1 \geq \Lambda_2 \geq \ldots \geq \Lambda_p \geq \ldots \geq \Lambda_d$. Considering that the normalized coefficients vector $\xi_{\Sigma M}$ follows the same order, the $Q$ reduced dimensionality outputs $y^q$, with $q = 1, \ldots, Q$ gather the components $(q-1)k+1$ to $qk$ of the original outputs vector, i.e. $y^q = [\xi_{(q-1)k+1}^{\Sigma M}, \ldots, \xi_{qk}^{\Sigma M}]$, where $k = p/Q$ is the dimensionality
of the Q outputs vectors after dimensionality break down. In Fig. 8(b), each block of “RNN_q”, q = 1, 2, ..., Q, has the structure presented in Fig. 4, and is independent of the other RNNs. Therefore, they can be trained separately and the low dimensional output of each RNN leads to a reduced number of learnable parameters in its respective feed-forward network NNWO.

3.5. RNNs training with mini-batches using graphics processing unit (GPU)

The training data of RNNs are sequential data and as a result it is impossible to use the whole synthetic database at once for training. Therefore, the training data are divided into
a number of mini-batches, and the RNNs are trained with data shifting among these mini-batches. The number of sequences in each mini-batch depends on the sequence length and dimensionality, and on the accessible computer memory. For large scale RNNs, the training can be accelerated using GPUs as they can process multiple computations simultaneously. In that case, the mini-batch size is constrained by the memory of the GPU instead of the CPU memory.

The training flow chart is given in Fig. 9.

- Practically, the data in each mini-batch are randomly picked from the training database, and the number of mini-batches $N$ is normally set with a high value such as a few thousands.

- The training epoch for each mini-batch, $n$—epoch, is set with a value within 10 to avoid over-fitting because of the small dataset.

- The training process presented in Section 3.1 is applicable for all the RNNs presented in Section 3.4. If the dimensionality break down is used, the model $\text{RNN}_q$ ($q = 1, \ldots, Q$) is only loaded at index $q$ of the loop, during its training stage, and saved afterward.
because the parameters of each RNN$_q$ take a lot of memory. Since the creation of the random mini-batches from a large database is more time consuming than loading and saving each RNN$_q$ model, a given mini-batch is used to train all the RNN$_q$ models, with the outputs being split accordingly to the RNNs.

We note

- It appeared that the creation of the random mini-batches is quite time consuming, especially for high dimensional training data for which the synthetic database may take tens of Gigabyte. In this case, it would be better to reload the database before the shift of mini-batch instead of keeping it in memory continuously and the “go to Step 2" in Fig. 9 would be replaced by “go to Step 1”.

- The applicable size of mini-batches can be increased in the case of dimensionality break down, which means that the number of mini-batches, $N$, can be reduced. Because of the reduction in the number of mini-batches and since the training using GPU with small $n$—epoch is fast, the training time is not necessarily longer than the training of the RNN using full dimensional output of PCA despite the fact that the dimensionality break down results in more RNNs to be trained.

4. Synthetic database generation for training and testing of the RNNs

In [32] and in Section 3, we have designed RNNs which provide history-dependent non-linear mappings, respectively, from $E_M(t)$ to $S_M(t) = F_M^{-1}(t) \cdot P_M(t)$, the macro-scale second Piola-Kirchhoff stress tensor from which $P_M(t)$ can be directly deduced, and from $E_M(t)$ to $Z_M(t)$, the state variables. Once trained these RNNs constitute surrogate models of a meso-scale BVP in FE$^2$ analyses, to replace costly micro-scale finite element simulations. In this section, the generation of the synthetic dataset required for the training and testing of the RNNs, which has already been detailed in [32] in the context of the non-linear mapping
$E_M(t)$ to $S_M(t)$, is reframed here in the context of the non-linear mapping $E_M(t)$ to $Z_M(t)$ for completeness. The training and use in multi-scale simulations of the surrogate models acting as non-linear mappings from $E_M(t)$ to $S_M(t)$ and from $E_M(t)$ to $Z_M(t)$ are then briefly explained.

4.1. Data collection from micro-scale finite element simulations

The training and test data are generated by solving the meso-scale BVP on a RVE controlled by the history of $E_M$. Since $E_M$ cannot be used directly to define the boundary condition on the RVE, the right stretch tensor $U_M$ is used instead of $E_M$:

- Firstly, $F_M$ has a unique decomposition which reads,

$$F_M = R_M \cdot U_M,$$  \hspace{1cm} (22)

where $R_M$ is the rotation tensor, which can be defined arbitrarily because of the frame indifference of the meso-scale BVP. Therefore, $R_M = I$ for no rotation is used for simplicity.

- Secondly, $E_M$ is obtained from

$$E_M = \frac{1}{2} (U_M^2 - I).$$  \hspace{1cm} (23)

For a given $U_M$, we can constrain the meso-scale BVP deformation according to $F_M$ computed by Eq. (22) and we can obtain the input of the RNN, $E_M$, through Eq. (23). The state variables of the meso-scale volume element, $Z_M$, are then collected from each resolved meso-scale BVP by considering the state variables distribution $\{Z_m(x, t) : x \in \omega(X)\}$ of the RVE $\omega$ and serve as observation output of the RNN.
4.2. Random loading paths

The loading history-dependency of the RNNs arises from their architecture and their training requires using sequential data. Considering the involved dimensionality of $U_M$ and the variety of possible loading/unloading paths in a multi-scale simulation, using proportional loading paths is not an optimal choice to cover all the possible changes of loading directions. Therefore, random loading paths, which have been shown to be efficient in [32], are adopted to generate a sequential synthetic database of $U_M(t)$.

A loading path is defined by a sequence of right stretch tensors, such as \( \{U_{M0}, U_{M1}, \ldots, U_{MN}\} \), where \( U_{M0} = I \) is the starting stage of the loading process. Random increments of loading, \( \Delta U_{Mn} = U_{Mn} - U_{Mn-1} \), are then generated and permit the loading path to be changed in any possible direction at each increment. As a symmetric second-order tensor, each increment \( \Delta U_M \) has its spectral decomposition form expressed by its eigenvalues and eigenvectors as,

\[
\Delta U_{Mn} = \Delta \lambda_1 n_1 \otimes n_1 + \Delta \lambda_2 n_2 \otimes n_2 + \Delta \lambda_3 n_3 \otimes n_3 ,
\]

where the eigenvectors \( n_1, n_2, \) and \( n_3 \) control the direction of the loading path increment, and the eigenvalues \( \Delta \lambda_1, \Delta \lambda_2, \) and \( \Delta \lambda_3 \) control the increment size. The increment of loading, \( \Delta U_{Mn} \), is obtained through randomly generated orthogonal vectors \( n_1, n_2, \) and \( n_3, \) and three eigenvalues which satisfy \( \sqrt{\Delta \lambda_1^2 + \Delta \lambda_2^2 + \Delta \lambda_3^2} \leq \Delta R \), where \( \Delta R \) is a defined upper bound of the increment size. Practically, \( \Delta \lambda_1^2, \Delta \lambda_2^2, \) and \( \Delta \lambda_3^2 \) can be easily generated by a random split of a random variable \( R \in (0, R^2) \), or \( R \in (R_{\text{min}}^2, R^2) \) in order to avoid tiny steps, see [32] for more details. Because of this way of generating the deformation increment, a wide range of loading step sizes is considered when generating the random loading paths. We note that during the RVE resolution, for a given \( \Delta U_{Mn} \), sub-steps may be needed to guarantee the numerical convergence of the meso-scale BVP resolution.
The random walk or path generation process is terminated when the eigenvalues of \( U_{MN} \) reach \( \max_i \{|\lambda_i|\} > R_{\text{max}} \), where \( R_{\text{max}} \) is a given critical value characterizing the training range of the surrogates. In this work, we consider 2D loading cases with \( \Delta R = 5 \times 10^{-3} \) and \( R_{\text{max}} = 0.1 \) when generating the loading paths. Beside thousands of simulations following a random loading path, hundreds of proportional loading paths are also used to increase the coverage of loading paths in the strain space when training the RNNs. The proportional cyclic loading paths are created by considering a random loading direction and several random reversal points.

For each random loading path, there is a succession of volume dilatations and compressions –depending on the sign of the trace of \( E_M \)– during the sequential loading, while for each cyclic loading path, there is a reversal in the volume dilatation or compression during the unloading/reverse loading stage. The amplitude of the dilatation or compression varies for each generated path.

4.3. Pre-trimming and data padding/trimming

![Figure 10: Trimming of a sequence when observation data are out of range: (a) Original sequence with observation data component \( l \) within the critical value \( y_{\text{crit}} \) up to index \( k \); and (b) Trimmed sequence so that observation data component \( l \) remains always within the critical value \( y_{\text{crit}} \).](image)

Since random loading paths are applied on the RVEs, this could yield some extreme
values for the considered state variables, such as local equivalent plastic strain higher than 20 in the RVE. On the one hand, such extreme values are not physical, and on the other hand, this occurs only for a few training sequences, whose state variables evolve in such an extreme range that the data covering this extreme range are not enough to train a NNW within this range. Therefore, a pre-trimming is applied on the sequential data, to remove the subsequent steps in each sequence when an element of a considered state variables vector reaches a critical value, \( y_{\text{crit}} \), as illustrated in Fig. 10.
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Figure 11: Padding and trimming of a sequence in order to reach the targeted length: (a) Original sequence of size \( n + 1 \); (b) Padding at the beginning of the sequence by repeating the entry number 0 \( m_1 \) times and the last entry number \( n \) \( m_2 \) times in order to reach a sequence of length \( n + 1 + m_1 + m_2 \); and (c) Trimming of the sequence by removing the last \( m \) entries to reach a length \( n + 1 - m \).

RNNs are typically able to take in variable size inputs, but training data of the same sequential length will usually be used to feed the RNNs in batches to speed up the training process. However, the lengths of the training data sequences obtained by a random walk process are different from each other, either because a random walk process is terminated when a critical strain measure is reached as discussed in Section 4.2 or because a sequence is pre-trimmed according to a critical value of state variable as discussed here above. In order
to use batches to train the RNNs, it is needed to ensure that each sequence within the input database is of equal size. Therefore, both zero padding at the beginning and repeatedly adding the last element at their end are used for short sequences, while long sequences are trimmed from their end, see Fig. 11.

4.4. Use of the surrogate models in multi-scale analyses

In [32] the authors have developed a surrogate model of the history-dependent non-linear mapping from $E_M$ to $S_M$ by training a recurrent neural network whose architecture is depicted in Fig. 4. This surrogate model is used on-line during multi-scale simulations allowing accelerating the resolution process.

In Section 3, we have developed a similar recurrent neural network, possibly enhanced by dimensionality reduction, to act as a surrogate model for the history-dependent non-linear mapping from $E_M$ to $Z_M$, the micro-scale state variables distribution.

Both surrogate models are trained off-line, and once trained can be used to conduct multi-scale simulations. Their use is however different. On the one hand, the surrogate model of the history-dependent non-linear mapping from $E_M(X, t)$ to $S_M(X, t)$ has to be used on-line at each macro-scale material point $X \in \Omega$ during the multi-scale process since there exists a strong non-linear coupling between the two scales, see the application example in [32]. On the other hand, the history-dependent non-linear mapping from $E_M(X, t)$ to $Z_M(X, t)$ can be used a posteriori from the recorded strain history $E_M(X, t)$ at one macro-scale material point $X \in \Omega$ since this does not affect the homogenized material response. Also it is usually not meaningful to recover micro-scale state variables distributions at all macro-scale material points $X \in \Omega$, but only in regions of interest such as stress concentration ones.

5. Application on a composite RVE

In this section, the finite element simulations performed on a composite RVE to provide the training and testing database of the history-dependent non-linear mapping from
$\mathbf{E}_M(\mathbf{X}, t)$ to $\mathbf{Z}_M(\mathbf{X}, t)$ are first described. The considered state variables and their surrogate modeling are then specified. The dimensionality reduction method presented in Section 3.2 is then applied and the error measure that can be used to compare the different surrogate models of the micro-scale state variables distribution is defined. The accuracy and performance of the different surrogate models developed in Section 3.4 are then studied by reconstructing the distributions of the equivalent plastic strain $\gamma = \{\gamma(x) : x \in \Omega\}$ and of the equivalent von Mises stress $\tau_{eq} = \{\tau_{eq}(x) : x \in \Omega\}$ in the RVE $\Omega$ for different loading scenarios. Finally, an efficient design methodology of the RNN structure is proposed from the drawn observations.

5.1. Micro-scale simulations

![Finite element mesh of the micro-structure volume element of dimensions 0.02mm x 0.02mm used to build the database.](image)

The 2D RVE made of a continuous fiber reinforced elasto-plastic matrix material shown in Fig. 12 is adopted for the micro-scale simulations. The volume fraction of fiber is 39.9%.

We generate a total of 6954 loading paths to build the training database: the training data includes 6457 random and 497 cyclic loading paths. We additionally generate a total of 1551 loading paths to build the testing database: the testing data includes 1252 random and 299 cyclic loading paths.
5.1.1. Fiber

The fibers obey a hyperelastic law based on the elastic potential

\[ \psi_{\text{fib}}(C) = \frac{K_{\text{fib}}}{2} \ln^2 J + \frac{\mu_{\text{fib}}}{4} (\ln C)^{\text{dev}} : (\ln C)^{\text{dev}}, \]  

(25)

where \( J = \det F \) is the Jacobian, \( C = F^T \cdot F \) is the right Cauchy strain tensor, \((\bullet)^{\text{dev}}\) denotes the deviatoric part of a second-order tensor \( \bullet \), \( K_{\text{fib}} \) and \( \mu_{\text{fib}} \) are the material constants. In this section the subscript “m” referring to the micro-scale is omitted for conciseness. The stress tensor is deduced as

\[ P = \frac{\partial \psi_{\text{fib}}(F)}{\partial F} = K_{\text{fib}} F^{-T} \ln J + F^{-T} \cdot \left[ \mu_{\text{fib}} \ln C^{\text{dev}} \right]. \]  

(26)

5.1.2. Matrix

The matrix obeys a finite strain \( J_2 \)-elasto-plastic material model [47]. The elastic potential energy is defined by

\[ \psi_{\text{mat}}(C^e) = \frac{K_{\text{mat}}}{2} \ln^2 J + \frac{\mu_{\text{mat}}}{4} (\ln C^e)^{\text{dev}} : (\ln C^e)^{\text{dev}}, \]  

(27)

where \( C^e = F^e \cdot F^e \), and \( K_{\text{mat}} \) and \( \mu_{\text{mat}} \) are material constants. In this section the subscript “m” referring to the micro-scale is omitted for conciseness. The deformation gradient \( F \) is decomposed into a reversible elastic part \( F^e \) and an irreversible plastic part \( F^p \) such that \( F = F^e \cdot F^p \). The first Piola–Kirchhoff stress tensor \( P \) thus reads

\[ P = \frac{\partial \psi_{\text{mat}}(F,F^p)}{\partial F} = K_{\text{mat}} F^{-T} \ln J + F^e \cdot \left[ \mu_{\text{mat}} C^{-1} \cdot (\ln C^e)^{\text{dev}} \right] \cdot F^{-T}. \]  

(28)

The plastic part \( F^p \) of the deformation gradient is obtained through a \( J_2 \)-plastic flow expressed in terms of the Kirchhoff stress. The Kirchhoff stress \( \kappa = P \cdot F^T \) is first computed
by Eq. (28) as

$$\kappa = K_{\text{mat}} \ln J I + F^e : [\mu_{\text{mat}} C^{e-1} \cdot (\ln C^e)^{\text{dev}}] \cdot F^{eT},$$

(29)

and the equivalent von Mises stress is calculated through

$$\tau_{\text{eq}} = \sqrt{\frac{3}{2} \kappa^{\text{dev}} : \kappa^{\text{dev}}}.$$

The von Mises stress criterion finally reads

$$f = \tau_{\text{eq}} - \tau^0_y - R(\gamma) \leq 0,$$

(30)

where \( f \) is the yield surface, \( \tau^0_y \) is the initial yield stress, \( \gamma \) is the equivalent plastic strain and \( R(\gamma) = Y [1 - \exp(-k\gamma)] \) is the isotropic hardening stress, with \( Y \) and \( k \) being the material constants. The evolution of \( F^p \) is determined by the normal plastic flow, as

$$\dot{F}^p = \dot{\gamma} N \cdot F^p,$$

(31)

where \( N \) is the plastic normal, see [47] for more details.

Finally, the material properties used in this work correspond to the ones used in [32, 48] and are reported in Table 1.

| Table 1: Material properties for fiber and matrix. |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Fiber \( K_{\text{fib}} \) [GPa] | Fiber \( \mu_{\text{fib}} \) [GPa] | Matrix \( K_{\text{mat}} \) [GPa] | Matrix \( \mu_{\text{mat}} \) [GPa] | \( \sigma_y \) [MPa] | \( Y \) [MPa] | \( k \) [-] |
| 16.67 | 12.50 | 2.50 | 1.15 | 100 | 20 | 30 |

5.2. Considered state variables: Equivalent plastic strain and von Mises stress

The distributions of the equivalent plastic strains, \( \gamma \), and of the von Mises stresses, \( \tau_{\text{eq}} \), see Eq. (30), within the RVE are chosen to represent respectively a monotonic increasing state variable and a non monotonic state variable. This allows assessing the accuracy of the surrogate models for these two different behaviors. Besides, as described in the introduction,
the surrogate models can be used for posterior estimation of the structure integrity, in which case the plastic strain is relevant when predicting the damage initiation, or to obtain an estimation of the life of the composite material, in which case fatigue failure criteria based on stress tensor invariants such as the von Mises stress can be used \[35\], hence motivating the study of the latter. The dimensionality of each state variable corresponds to the number of Gauss points of the RVE finite element discretization. Second-order triangular elements with three Gauss points are used in the direct simulations. However, to be consistent with their visualization in the post-process, the averaged equivalent plastic strains, $\gamma$, and von Mises stresses, $\tau_{eq}$, of each element in the RVE are retained, although the method can readily be applied when considering the values at all the Gauss points. Besides, since the fibers are purely elastic, the value of $\gamma$ is irrelevant in this phase. Therefore, for the RVE presented in Fig. 12, we eventually have as selected state variables $Z_M$:

- $\gamma = [\gamma_1, \gamma_2, \ldots, \gamma_{d_\gamma}]$ with $d_\gamma = 1607$;
- $\tau_{eq} = [\tau_{eq1}, \tau_{eq2}, \ldots, \tau_{eq_{d\tau}}]$ with $d_\tau = 2237$.

The training and test data are thus collected from the direct finite element simulations on the RVE in a time sequential form, with

- input $x_t = \{E_{M1}, E_{M2}, \ldots, E_{Mt}\}$, and
- observation output $y_t$ the union of $\{\gamma_1, \gamma_2, \ldots, \gamma_t\}$ and $\{\tau_{eq1}, \tau_{eq2}, \ldots, \tau_{eqt}\}$.

5.3. PCA order reductions on $\gamma$ and $\tau_{eq}$

The linear order reduction process PCA described in Section 3.2 is applied on $\gamma$ and $\tau_{eq}$. Since each loading path has about hundreds to thousands of steps and since we have more than 6000 loading paths in the training database, there are nearly 1,000,000 samples of $\gamma$ and $\tau_{eq}$ available for the PCA process. To be practical, only 1% of the samples are randomly picked to perform the PCA.
The coefficients of eigen-value for the principal components and the residual fractional eigen-value, see Eq. (17), are plotted as function of the reduced dimensionality $p$ in Fig. 13 for both the equivalent plastic strain $\gamma$ and the von Mises stress $\tau_{eq}$. From Fig. 13(a) it can be seen that the coefficients of eigen-value decrease fast for the first tens of principal components and then the decrease becomes slower. This is due to the realistic pattern of the micro-structure and the fact that it is subjected to various loading paths generated by random walk processes. As a result, many possible deformation modes exist and cannot be accurately represented by a couple of eigen-modes. Fig. 13(b) provides a relative error measure of the reconstructed data from reduced dimensionality when conducting an inverse PCA. If a rather low relative error is demanded, the reduced dimensionality $p$ will have to be high enough, especially for $\tau_{eq}$.

5.4. Mean Square Error (MSE) and relative error measure

The error of NNWs is normally evaluated by the Mean Square Error (MSE) (12). Since MSE is an absolute error defined on normalized data, its value depends on not only the accuracy of the NNWs, but also on the applied normalization. Therefore, in our application, it is more meaningful to use a relative error instead of the MSE when we compare the errors of
different surrogate models, see Section 3.4, in particular because some surrogate models use a PCA and others not. Indeed, when considering the surrogate model II, see Section 3.4.3, a PCA is applied on the observations to train the RNN, see Fig. 7. Therefore, the outputs of RNNs, $\xi$, correspond to normalized reduced dimensionality data of PCA, each of them having a different weight on the data of original dimensionality during the reconstruction of the state variables $Z_M$. It would thus make no sense to compare the MSE of the RNN of the surrogate model II with the MSE of the RNN of the surrogate model I described in Section 3.4.2 and illustrated in Fig. 6 which has as output directly the normalized state variables $Z_M$ obtained through a normalization by feature on the state variables $Z_M$.

However, it is not straightforward to convert MSE to a relative error as presented in Fig. 13(b). Therefore, the normalized state variables, $Z_M$, are chosen as the reference or target output for error evaluation of the three proposed surrogate models developed in Section 3.4. In the cases of the surrogate models II and III, the RNNs predictions are first converted through inverse PCA to their original dimensionality (the dimensionality of the state variables), and the MSE loss is thus computed between the surrogate predictions and the normalized reference data (or observations). The MSE of the PCA is defined as the error between the normalized original data and their reconstructions following the inverse PCA. Therefore the relative error and MSE of PCA are associated through the reduced dimensionality $p$, which can serve as an intuitive connection to quantify the error of the surrogate model.

5.5. Surrogate model of the equivalent plastic strain distribution $\gamma$

The training dataset includes 6457 random and 497 cyclic loading paths. All the training sequences are pre-trimmed with $\gamma_{\text{crit}} = 6.0$, see Section 4.3. Then, a group of training sequences of length 800 is obtained by either padding or trimming the original ones. A second group of training sequences of length 1200 is obtained by either padding or trimming
Table 2: Hyper-parameters of RNNs to reconstruct the equivalent plastic strain distribution $\gamma$. The notation $(n_0, \ldots, n_i, \ldots, n_N)$ holds for the number of input nodes $n_0$, of nodes $n_i$ in hidden layer $i$ and of output nodes $n_N$ – with the output nodes of a neural network holding as input nodes of the subsequent one and not being duplicated.

| Model       | NNW$_I$ | hidden variables dimensionality $n_h$ | NNW$_O$  |
|-------------|---------|--------------------------------------|----------|
| Surrogate I | (3, 70) | 100                                  | (800, 1607) |
|            | (3, 70) | 200                                  | (800, 1607) |
|            | (3, 70) | 400                                  | (800, 1607) |
| Surrogate II| (3, 70) | 100                                  | (800, 180) |
|            | (3, 70) | 200                                  | (800, 180) |
|            | (3, 70) | 400                                  | (800, 180) |
| Surrogate III*| (3, 70) | 100                                  | (100, 10) ** |
|            | (3, 70) | 200                                  | (100, 10) ** |
|            | (3, 70) | 400                                  | (100, 10) ** |

* We have $Q = 18$ RNN$_q$, each one having the structure reported in the columns;
** $Q = 18$, and only RNN$_q$ with $q = 1, 2, \ldots, 9, 10$ are trained and the RNN step is not applied for $q = 11, 12, \ldots, 18$;
*** $Q = 18$, and RNN$_q$ with $q = 1, 2, \ldots, 18$ are trained.

the original sequences longer than 800. The training mini-batches, see Section 3.5, are drawn from the groups of the two different lengths (some being thus repeated) randomly.

In order to compare the proposed surrogate models and to study the effects of models hyper-parameters, such as the dimensionality of the hidden variables, a series of surrogate models have been trained. Following Section 3.4, the processes without dimensionality reduction, with PCA dimensionality reduction and with PCA dimensionality reduction and dimensionality break down are denoted as “Surrogate I”, “Surrogate II” and “Surrogate III”, respectively. The “Leaky ReLU” activation function $f(\chi) = \max(0, \chi) + \frac{\min(0, \chi)}{100}$ is chosen in the feed-forward NNWs, with no activation function applied on the input layer of NNW$_I$ and on the output layer of NNW$_O$. The initial value of hidden variables, $h_0 = -1.0$, is used for the first input of a sequence. One GRU layer is used in all the RNNs, see the details of the GRU layer in Appendix B.

The considered hyper-parameters of the series of RNNs for the three presented surrogate models are detailed in Table 2. We note that for the surrogate model III, described
in Section 3.4.4 and illustrated in Fig. 8(b), not all the RNN\(_q\) have to be trained. Indeed when the number of hidden variables is limited, only the first few coefficients of the principal components can be accurately represented and training the remaining RNNs does not improve the accuracy as it will be shown in the next Section 5.5.1. In that case the RNN is not applied on the output of the groups \(q = 11, 12, \ldots, 18\) for a number of hidden variables \(n_h = 100\) or \(n_h = 200\).

### 5.5.1. The effect of the hidden variables dimensionality and surrogate models comparison

![Graphs showing the effect of hidden variables dimensionality and surrogate models comparison](image)

Figure 14: The MSEs of the equivalent plastic strain field, \(\gamma\), obtained by the three surrogate models on the training data. The MSE obtained with a PCA dimensionality reduction is also provided in Fig. 14 as a reference.

The MSEs of the proposed Surrogates are evaluated with all the available training data, and plotted in Fig. 14. The MSE obtained with a PCA dimensionality reduction is also
provided in Fig. 14 as a reference.

For the Surrogates II and III, the maximum value of $p = 180$ is used during the PCA dimensionality reduction. Since the RNNs of these surrogate models predict the coefficients of the principal components, all the results of reduced dimensionality lower than 180 can be extracted. For Surrogate III with $n_h = 100$ and 200, only a part of RNNs are trained to show the effect of the hidden variables number on the MSE. In general, Fig. 14 shows that the MSE decreases with an increasing number of hidden variables for all the three surrogate models.

For a constant number of hidden variables in the GRUs, Surrogate I gives a much lower error than Surrogate II, see Figs. 14(a) and 14(b). This shows that the non-linear dimensionality reduction arising with the Surrogate I during the training is superior to the linear one of the PCA. As a result, in order to reach the same error, more hidden variables will be required with Surrogate II than with Surrogate I. The poor results of Surrogate II can be explained by the use of PCA in combination with the GRU. PCA reduces the full dimensional variables into the coefficients of the principal components, and each of the coefficients has a different weight in the original variable. When RNNs are trained with these coefficients as observation output, all the elements of the output share the same hidden variables and are treated equally. As a result, although the coefficients of the few first principal components are more important, their importance cannot be discriminated during the training of RNNs, except if an extra treatment is applied to put an emphasize on some elements of the output, which is the case with the dimensionality break down of Surrogate III. Indeed, Fig. 14(c) shows that Surrogate III has the lowest MSE among the three models for the same number of hidden variables. As explained, with Surrogates I and II, more outputs share the same hidden variables than with Surrogate III. However, since each group of outputs of Surrogate III has its own hidden variables, in total, more hidden variables are used with Surrogate III.

Since the RNNs of Surrogates II and III are used to predict the coefficients of principal
components, the lower limit of Surrogates II and III MSE is the reference MSE from PCA; this limit would be reached if the evolution of the principal components coefficients were perfectly predicted. Although in Fig. 14(c), the synergistic effect of the errors from PCA and RNNs leads for low $p$ to a MSE slightly lower than that of PCA, the MSEs of Surrogate III agree well with that of PCA at low value of $p$, and diverge from that of PCA when $p$ is beyond a value $\text{“} p_c \text{”}$; this $\text{“} p_c \text{”}$ value increases along with the number of hidden variables. On the one hand, we can say that more principal components coefficients can be better predicted by the RNNs of Surrogate III because of the increase of hidden variables number. On the other hand, when using Surrogate III, Fig. 14(c) shows that when the reduced dimensionality $p$ increases, in order to take benefit from the accuracy gain in the PCA, the number of hidden variables should increase to capture the evolution of the coefficients of the principal components. Therefore, we can conclude that the use of PCA in a surrogate model does not reduce drastically the number of hidden variables in the RNNs required to reach a given accuracy. Having said that, we note that for $p > p_c$, MSE of Surrogate III keeps decreasing with the increase of $p$ although the error is larger than that of the PCA. This means that, although the RNNs predictions are not accurate for the coefficients of principal components higher than $p_c$, the evolution trends of those coefficients are still predicted. Besides, the PCA can reduce the scale of the output feed-forward networks, $\text{NNW}_O$, which can be important for problems with high dimensional output. According to the number of learnable parameters in Eqs. (15) and (16), the PCA dimensionality reduction will become less effective for complex physical processes, in which a large number of hidden variables are needed.

Finally, in Fig. 14(d), the dashed lines corresponding to the MSEs of Surrogate I with respectively 100, 200 and 400 hidden variables cross the PCA reference line at $p \approx p_c$. Therefore it appears that the Surrogates I and III have a similar accuracy when using the same number of hidden variables. So the evolution of the coefficients of the principal
components that can be accurately represented with Surrogate III depends strongly on the number of hidden variables.

Although there are a few RNNs needed to be trained for Surrogate III, their training is still computational efficient when the training scheme in Fig. 9 is used as compared to the training of Surrogate I when targeting a comparable MSE. With one GPU of 14 Gbit memory, the training of Surrogate III with $n_h = 400$ for each RNN$_q$, see Table 2, takes around 48 hours, while the training of Surrogate I with $n_h = 400$ takes around 108 hours. Besides, Surrogate III is also more flexible than the other two processes: its RNNs, the independent RNN$_q$, can have different structures, in terms of hidden variables number and also number of outputs. Finally Surrogate II is not recommended, since for a comparable accuracy, the required number of hidden variables will increase drastically.

5.5.2. Principal modes of PCA and physical information: the connection between the physical state and the RNN hidden variables

A further study on the principal components of output data reveals the connection between the hidden variables and the physical information. The principal components, $v_i$, ($i = 1, \ldots, p$), obtained from PCA can be visualized in a finite element discretization and are called principal modes in their visualization forms. A few principal modes are presented in Fig. 15, where the index "$i$" of a mode corresponds to the principal component "$v_i$".

In Fig. 15, the first few modes show quite regular patterns which can be clearly divided into a few regions, while a pattern fragmentation can be seen in the higher modes, such as modes 120 and 170. The regular patterns contain more homogenized physical information than the fragmented patterns, which have much more detailed physical information. Therefore, to trace the evolution of the coefficients of low modes, such as modes 1 and 5, less hidden variables are required in the RNNs than for the higher modes. This can be explained by the fact that if we want to replace these modes by some variables, such as using a simple
Figure 15: The eigen-modes of the equivalent plastic strain field, \( \gamma \), obtained from PCA.

dimensionality reduction method–clustering, it is expected that the higher modes need much more variables than the lower modes.

5.5.3. Predictions of \( \gamma \) on the testing data

The accuracy of the trained surrogate models with 400 hidden variables is now assessed with the testing data, which include 1252 random and 299 cyclic loading paths. The surrogate models MSEs on the testing data are presented in Table 3. As expected, the MSEs on testing data are higher than on the training data. As observed during training, for a given number of hidden variables, the least accurate model, in terms of MSE, is the Surrogate II and the most accurate one is the Surrogate III.

A few randomly picked loading paths, which include five random and five cyclic paths,
Table 3: MSE of the three surrogate models on testing data; all the RNNs use \( n_h = 400 \), and \( h_0 = -1.0 \).

| Model         | NNW \(_I\) | NNW \(_O\) | MSE   |
|---------------|------------|------------|-------|
| Surrogate I   | (3, 70)    | (800, 1607)| 0.00066 |
| Surrogate II  | (3, 70)    | (800, 180) | 0.00153 |
| Surrogate III | (3, 70)    | (100, 10)*| 0.00047 |

\* \( Q = 18 \), and RNN\(_q\) with \( q = 1, 2, \ldots, 18 \) are trained.

Figure 16: Examples of loading paths of the testing data: (a) Random loading paths, and (b) Cyclic loading paths.

see Figs. 16(a) and 16(b), are used to compare and verify the predictions of the proposed models. The evolution of the maximum equivalent plastic strains in the RVE, at each loading step, predicted by the surrogate models are plotted in Fig. 17 and compared to the ones obtained with the direct finite element simulations. Good agreements can be seen between the predictions of the surrogate models and the direct finite element results when the maximum equivalent plastic strains are moderate, \( \gamma_{\text{max}} < 3 \). Therefore, the high MSEs of the surrogate models predictions on the testing data may be due to insufficient training data with high value of \( \gamma \).

The distributions of the equivalent plastic strains \( \gamma \) within the RVE are also compared at different loading steps/configurations. Three loading steps/configurations are marked on the random and cyclic testing paths in Fig. 18. Their corresponding equivalent plastic strain
fields $\gamma$ within the RVE are presented in Figs. 19-21. The results of the direct finite element simulations and the reconstructions obtained with the three surrogate models are illustrated. Since the predictions of the surrogate models are not bounded and could even be negative in some elements, some elements predicted negative values of the order of 0.0001-0.001 and...
Figure 18: Three loading paths –two cyclic and one random– of the testing data with picked loading steps, or configurations, marked with a star “⋆”.

Figure 19: Distributions of the equivalent plastic strain in the RVE at loading point “1”, see Fig. 18: (a) From finite element simulations; and (b, c), (d, e) and (f, g) Respectively using Surrogates I, II and III. Errors are in terms of absolute values.

these negative values were set to zero in Figs. 19-21. The three considered configurations correspond to three totally different plastic strain distributions predicted by the direct finite
Figure 20: Distributions of the equivalent plastic strain in the RVE at loading point “2”, see Fig. 18: (a) From finite element simulations; and (b, c), (d, e) and (f, g) Respectively using Surrogates I, II and III. Errors are in terms of absolute values.

Finite element simulations, see Figs. 19(a)-21(a). These three different patterns of the equivalent plastic strain fields $\gamma$ are all well predicted by the three surrogate models. The error with Surrogate III remains limited to around 5% of the maximum value. This is due to the fact that the distribution patterns are dominated by the first few principal components of the state variable field reduction, so that even the least accurate surrogate model can recover the pattern. Because of the use of a dimensionality reduction for the Surrogate II and Surrogate III, the larger errors can be found in locations which do not correspond to the maximum plastic strain, see e.g. Figs. 19(e) and 19(g).
Figure 21: Distributions of the equivalent plastic strain in RVE at loading point “3”, see Fig. 18: (a) From finite element simulations; and (b, c), (d, e) and (f, g) Respectively using Surrogates I, II and III. Errors are in terms of absolute values.

5.6. Surrogate model of the von Mises stress distribution $\tau_{eq}$

From the analysis conducted in Section 5.5 it appears that there is no need to try arbitrarily different numbers of hidden variables when training the RNNs of Surrogates I or III. Indeed, according to the desired relative error, the required PCA reduced dimensionality $p$ can be determined from Fig. 13(b). Therefore, using a dimensionality break down, the trial and error approach can be carried out on a RNN with only one output, $\xi_{\tau_p}$, which is the coefficient of principal component $\mathbf{\xi}_{\tau_p}$, yielding the required number of hidden variables of the RNNs. As soon as the number of hidden variables is sufficient for this 1D RNN, it is also sufficient for all the RNNs of the Surrogates I and III. We discard Surrogate II in this application because of its poor efficiency.

In this application, $\tau_{eq}$ is considered and 0.01 is used as the desired relative error. Ac-
According to Fig. 13(b), this error corresponds to \( p \approx 60 \). Therefore, the normalized coefficient of the principal component \( \nu_{60} \), \( \xi_{60} \), is used as the unique output of a RNN when performing the trial and error approach of its design. This trial and error approach is summarized as follows:

- The constant NNW: (3, 70) and NNW: (30, 1) are used. The trial and error approach starts from \( n_h = 100 \);
- The RNN is trained for 5000 epochs after which we check whether the evolution of \( \xi_{\nu_{60}} \) can be qualitatively captured by this RNN;
- If the trained RNN is not accurate enough, we increase \( n_h \) by 100 and start a new RNN training up to reaching the required MSE.

![Graph (a)](image1)
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Figure 22: Evolution of \( \xi_{\nu_{60}} \) reached for \( n_h = 600 \) in the trial and error approach of the surrogate model design. The training is stopped after 5000 epochs.

The same loading sequences as in the case of the equivalent plastic strain, see Section 5.5, are used for training and testing in this case. The trial and error approach yields that \( n_h = 600 \) is needed in order to capture the evolution trends of \( \xi_{\nu_{60}} \), and two examples are shown in Fig. 22. It needs to be noticed that the RNN predictions are not really accurate with respect to the finite element results, because the training is stopped after 5000 epochs. When considering surrogate models with PCA dimensionality reduction, since more than 60
Surrogates I and III with \( n_h = 600 \) are adopted to reconstruct the evolution of the equivalent von Mises stress \( \tau_{eq} \) in the RVE. Their structures are presented in Table 4. The obtained MSEs on the training data are plotted in Fig. 23, together with the PCA MSE as a reference. As expected, the MSEs obtained by surrogate models I and III with \( p = 180 \) are below the MSE of PCA at \( p = 60 \). The MSEs of the surrogate models on the testing data are reported in Table 4 and are lower than on the training data. Since the training data of the von Mises stress has a much wider range than for the equivalent plastic strain, large principal components will be used, the accuracy requirement of \( \xi^{\tau_{60}} \) could be relaxed during the trial and error approach.

Table 4: Hyper-parameters of RNNs of Surrogates I and III to reconstruct the von Mises stress distribution \( \tau_{eq} \). All RNNs use \( n_h = 600 \), and \( h_0 = -1.0 \). The notation \((n_0, \ldots, n_i, \ldots, n_N)\) holds for the number of input nodes \( n_0 \), of nodes \( n_i \) in hidden layer \( i \) and of output nodes \( n_N \) – with the output nodes of a neural network holding as input nodes of the subsequent one and not being duplicated.

| Model       | NNW_1 | NNW_O | MSE on testing data |
|-------------|-------|-------|---------------------|
| Surrogate I | (3, 70)| (1200, 2237) | 0.00204             |
| Surrogate III | (3, 70) | (200, 20)* | 0.00174             |

* PCA with \( p = 180 \) and dimensionality break down with \( Q = 9 \) (RNN_\( q \) with \( q = 1, 2, \ldots, 9 \) are trained).

Figure 23: The MSEs of the equivalent von Mises stress field, \( \tau_{eq} \), obtained by the surrogate models I and III on training data. The MSE obtained with a PCA dimensionality reduction is also provided as a reference.
and small values are part of the trained data, while they were exceptional in the equivalent plastic strain distribution. Hence the difference in MSE of the equivalent plastic strain which was smaller with the training data than with the testing data is no longer observed with the von Mises stress distribution, which confirms the origin of this error pointed out in Section 5.5.3.

Figure 24: Evolution of the maximum equivalent von Mises stress in the RVE at each loading step: (a) and (c) For random loading paths; and (b) and (d) For cyclic loading paths.

Using the loading paths depicted in Figs. 16(a) and 16(b), the evolution of the maximum equivalent von Mises stress in the RVE at each loading step predicted by the surrogate models is compared to the direct finite element simulation results in Fig. 24. Although Surrogate III required a training of 48 hours while Surrogate I required a training longer than 96 hours, Surrogate III provides better predictions, as already observed for the equivalent plastic strain evolution. The distributions of the equivalent von Mises stress $\tau_{\text{eq}}$ within the RVE
reconstructed by the Surrogates I and III are compared with the direct finite element results in Figs. 25-27, for the loading steps/configurations marked in Fig. 18. It can be seen that the different stress distribution patterns can be predicted with Surrogate III, the latter giving more accurate predictions than Surrogate I. The larger errors can be found in locations of stress concentration arising within one element, see e.g. Fig. 26(e).

6. Conclusions

In order to accelerate the time consuming numerical analysis process of finite element simulations, we use Artificial Neural Networks to substitute to high dimensional and non-linear history-dependent problems in computational mechanics. Recurrent Neural Networks, in particular Gated Recurrent Units, are adopted to construct surrogate models in this
context. In a previous work, homogenized strain and stress were collected from direct finite element resolutions on RVEs in order to conduct the surrogate training and to construct a surrogate model of a meso-scale BVP in multi-scale simulations. Since only the macro-stress-macro-strain response of the RVE were considered, the micro-structure information could not be recovered in a so-called localization step. In this work, we develop RNNs as surrogates of the RVE response while being able to recover the evolution of the local micro-structure state variables. Considering the high dimensionality of the micro-structure state variables and the limitation of computing resources, three surrogates models are proposed, i) direct RNN modeling with implicit NNW dimensionality reduction, ii) RNN with PCA dimensionality reduction, and iii) RNN with PCA dimensionality reduction and dimensionality break down. The three surrogate models are compared through a case study on the equivalent plastic
On the one hand, it appears that the direct use of RNN with PCA dimensionality reduction is not a wise choice for complex non-linear history-dependent problems, since more hidden variables will be required to reach the same accuracy. Nevertheless, with the aim of using GPU instead of CPU in order to speed-up the training process, since the use of GPU is limited by its memory, using PCA dimensionality reduction is appealing when followed by a dimensionality break down so that a RNN of large size can be substituted by a few smaller RNNs. We then develop an ad hoc training process for GPU so that the training time of this surrogate model is reduced compared to the surrogate models embedding a larger RNN, while the accuracy remains comparable.

On the other hand, the architecture of the RNN involves several hyper-parameters to be
defined, which can be time consuming for the user if a trial and error approach is conducted on the full surrogate. Through RNN modeling of the principal components coefficients, the connection between physical state variables and hidden variables of GRU is revealed, and exploited to accelerate the design of the RNN-based surrogate models. Indeed, for a targeted error, PCA dimensionality reduction and break down allow performing the trial and error approach of the RNN design on a RNN with a single output: one principal component coefficient. This accelerated trial and error approach is then applied to design a surrogate model of the evolution of the local micro-structure state variables and is shown to yield accurate predictions.

In this work, we have limited ourselves to 2D problems, with in-plane loading. Although the methodology is general and can be used for 3D problems, because of the increase in the input dimensionality, i.e. strain tensor size from 3 components to 6 components, it is expected that a larger number of generated loading paths would be necessary to train the surrogates, and that the neural network might require more layers or nodes in order to remain accurate. The increase in time required to generate the loading paths, on the one hand because of the use of 3D finite element meshes and on the other hand because of the requirement to cover a larger strain space, can be handled by using a computer cluster since this step is fully scalable. Another difficulty lies in the increase in the dimensionality of the output variables, i.e. the history of the distributions of the state variables, for which the dimensionality reduction methods studied in the paper will become even more meaningful.
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Appendix A. Notations

Appendix A.1. Tensors

- We use italic fonts \( a \) to denote 0-order tensors or scalars, bold italic fonts \( \mathbf{a} \) to denote first-order tensors, roman bold fonts \( \mathbf{A} \) to denote second-order tensors, and blackboard fonts \( \mathbb{C} \) to denote fourth-order tensors.

- The inner product \( \cdot \) and double inner product \( : \) between two tensors of order \( m \) and \( n \) yield tensors of order, respectively, \( m + n - 2 \) (if \( m + n \geq 2 \)) and \( m + n - 4 \) (if \( m + n \geq 4 \)). The dyadic product \( \otimes \) between two tensors of order \( m \) and \( n \) yields a tensors or order \( m + n \).

- The superscript “dev” refers to the deviatoric part of a second order tensor: \( \mathbf{\cdot}^{\text{dev}} = \mathbf{\cdot} - \frac{1}{3} \text{tr}(\mathbf{\cdot}) \), where the notation “tr” refers to the trace \( \text{tr}(\mathbf{\cdot}) = \mathbf{I} : \mathbf{\cdot} \) with \( \mathbf{I} \) the second-order identity tensor.

- The subscripts “M” and “m” refer respectively to the macro- and micro-scales.

Appendix A.2. Vectors and matrices

- A vector in \( \mathbb{R}^n \) is represented by bold italic fonts \( \mathbf{a} \) and constructed following the notation \( \mathbf{a} = [a_1, \ldots, a_n] \).

- A matrix in \( \mathbb{R}^{m \times n} \) is represented by a bold roman fonts \( \mathbf{A} \) and constructed following the notation \( \mathbf{A} = [\mathbf{a}_1 \ a_2 \ \ldots \ a_n]_{m \times n} \) with \( A_{ij} \) the \( i^{\text{th}} \) component of \( \mathbf{a}_j \).
Appendix A.3. Operations on tensors, vectors and matrices

- A set or sequence of tensors, vectors, or matrices is represented by \( \{ \bullet : \text{condition} \} \) or \( \{ \bullet_1, \bullet_2, \ldots \} \).

- Normalized forms of tensors, vectors, or matrices are represented by \( \bullet \).

- Approximations by surrogate or dimensionality reduction of tensors, vectors, or matrices are represented by \( \hat{\bullet} \).

Appendix B. Detail on the GRU

Figure B.28: Detailed GRU architecture with as trainable model parameters the weights matrices \( W_{n_U \times n_h}, W_{n_R \times n_h}, W_{n_h \times n_h}, W_{n_R \times n_h}, W_{n_U \times n_h} \) and bias vectors \( b_U, b_R, 1 \) and \( b_R, 2 \). The superscripts \( n_U \) and \( n_h \) refer respectively to the sizes of the input vector \( x' \) and of the hidden variables vector \( h \), the output vector \( y' \) has the same dimensionality \( n_h \). The subscripts \( x', h, R, U \) refer respectively to the input variables, hidden variables, and constructed Reset vector and Update vector.

The structure of the GRU presented in Fig. 4 is detailed in Fig. B.28, in which the operation symbols correspond to

- \([+]:\) the element-wise sum operator on two vectors, \( x \) and \( y \), of same size, \( i.e. \ r = x + y \);

- \([1−]:\) The element-wise operator on vector \( x \), \( i.e. \ r = 1 - x \);
• $\times$: The element-wise multiplication, or Hadamard product, on two vectors, $x$ and $y$, of same size, i.e. $r_i = x_i y_i$.

• $\sigma$: The non-linear activation sigmoid function, i.e.

$$
\sigma(x) = \frac{1}{1 + \exp(-x)},
$$

which returns values in the range 0 to 1;

• $\tanh$: The non-linear activation hyperbolic tangent function.

Three paths compose the GRU presented in Fig. B.28: the reset gate (Blue path), the update gate (Green path) and the combination of the outputs (Orange path), which are respectively summarized by

- The reset gate has as inputs the previous hidden state $h_{t-1}$ and the current input data $x'_t$, which corresponds to the output of the first feed-forward NNW, see Fig. 4. A Reset vector is obtained by applying a sigmoid function on the weighted sum vector of these two input vectors so that the values fall in the range 0 and 1. The Reset vector filters the less-important and more-important information for the subsequent steps. After having been multiplied by a trainable weight, the previous hidden state $h_{t-1}$ undergoes an element-wise multiplication with the Reset vector in order to decide which information is to be kept from the previous configuration together with the new inputs. Eventually, the non-linear activation $\tanh$ function is applied on the weighted sum of the current input $x'_t$ and of the last result, i.e. the element-wise multiplication of the Reset vector and of the previous hidden state $h_{t-1}$.

- The update gate has also as inputs the previous hidden state $h_{t-1}$ and the current input data $x'_t$. The Update vector is obtained by similar operations as the Reset vector, but using different weight matrices. The Update vector undergoes an element-wise
multiplication with the unweighted previous hidden state $h_{t-1}$ in order to determine how much of the past information stored in the previous hidden state needs to be retained for the subsequent steps.

- The outputs combination first applies an element-wise operation on the Update vector, and the results undergoes an element-wise multiplication with the unweighted output from the reset gate in order for the update gate to determine which portion of the new information should be stored in the hidden state. Finally, this last unweighted result is summed with an output of the update gate, i.e. the element-wise multiplication of the Update vector with the unweighted previous hidden state $h_{t-1}$, in order to provide the updated hidden state vector $h_t$ and the GRU output vector $y'_t = h_t$, which constitutes the input of the second feed-forward NNW, see Fig. 4.

All the weight matrices $W_\bullet$ and bias vectors $b_\bullet$ used in Fig. B.28 are updated when the entire network is trained through back-propagation.
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