RETURNING ARROWS FOR SELF-INJECTIVE ALGEBRAS
AND ARTIN-SCHelter REGULAR ALGEBRAS
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Abstract. In this paper, we discuss returning arrows with respect to the Nakayama translation appearing in the quivers of some important algebras when we construct extensions. When constructing twisted trivial extensions for a graded self-injective algebra, we show that the returning arrows appear in the quiver, that the complexity increases by 1 in Koszul cases, and the representation dimension also increases by 1 under certain additional conditions. By applying Koszul duality, for each Koszul Artin-Schelter regular algebra of global dimension $l$ and Gelfand-Kirillov dimension $c$, we construct a family of Koszul Artin-Schelter regular algebras of global dimension $l + 1$ and Gelfand-Kirillov dimension $c + 1$, among them one is central extension and one is $l + 1$-Calabi-Yau.

1. Introduction

Geiss, Leclerc and Schröer have shown that for certain rigid module $I_Q$ of the preprojective algebra associated to a Dynkin quiver $Q$, the quiver of the endomorphism algebra $\text{End}(I_Q)^{op}$ is obtained from the Auslander-Reiten quiver of a path algebra $kQ$ by inserting an extra arrow $x \to \tau x$ for each non-projective vertex $x$ along the Auslander-Reiten translation $\tau$ [10].

Similar phenomenon also appears in Iyama’s construction of $n$-complete algebras. By construction the cone of a $n$-complete algebra $\Lambda$, he gets a $n+1$-complete algebra $\Lambda'$ whose quiver is certain truncations of copies of the quivers of $\Lambda$ connected by new arrows [18]. For certain absolute $n$-complete algebras, we show in [17] that these quivers can be embedded into the McKay quivers of some Abelian groups and the connecting arrows can be explained as covering of the arrows of the type $x \to \tau x$ along the Nakayama translation $\tau$.

In fact, we have observed in [16] this phenomenon for the McKay quivers when embedding a finite subgroup $G$ of $\text{GL}(k^m)$ into the special linear group $\text{SL}(k^{m+1})$ in a some standard way, for an algebraically closed field $k$ of characteristic 0. The new McKay quiver is obtained from the old one by inserting arrows from $x$ to $\tau x$ for each vertex $x$, here $\tau$ is the Nakayama translation of the old McKay quiver(see [14]).

We call such new arrow from $x$ to $\tau x$ an returning arrow, since there are usually essential paths going from the vertex $\tau x$ to the vertex $x$ in the original quiver. The
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appearance of the returning arrows is usually accompanied by an increase of certain numerical invariants related to the dimensions.

In this paper we discuss the returning arrows appearing when we construct twisted trivial extension of a graded self-injective algebra and when we construct generalized twisted central extension (see Section 4), that is, the extension induced by the twisted trivial extension of its Yoneda algebra, of a Koszul Artin-Schelter regular algebra.

Self-injective algebras are important and well studied in representation theory of algebras, trivial extension relates to each finite dimensional algebra a self-injective (more precisely, a symmetric) one (see, for example, [4]). Artin-Schelter regular algebra is viewed as the homogeneous coordinate ring of a noncommutative analogue of projective space, and is studied extensively [1, 2, 3, 24, 25, 30]. Central extension, and more general, normal extension are two important construction for obtaining Artin-Schelter regular algebras with higher dimensions [24, 23]. In Koszul cases, it is known that self-injective algebra and Artin-Schelter regular algebra are dual one another [28, 26].

We prove in this paper a theorem on returning arrows for graded self-injective algebra Λ, that the quiver of a twisted trivial extension of Λ is obtained from the quiver of Λ by inserting an arrow from \( x \) to \( \tau x \) for each vertex \( x \) of the quiver of Λ, here \( \tau \) is the Nakayama translation of the quiver of Λ. We also describes the relations for twisted trivial extensions.

We discuss two important invariants, the complexity and the representation dimension, for the twisted trivial extensions of a Koszul self-injective algebra. We show that for a Koszul self-injective algebra, its twisted trivial extension is Koszul and prove that if the complexity Λ is \( c \), the complexity of its twisted trivial extension is \( c + 1 \). We also get lower bound for the representation dimension of the twisted trivial extension under \( F_{\text{g}} \) assumption for both algebras, using Bergh's theorem [6]. So under some stronger condition, we also shows that if the representation dimension of Λ is \( m \), the representation dimensions of a twisted trivial extension is \( m + 1 \).

We also present a Koszul Artin-Schelter regular algebra version of our theorem on returning arrows by applying Koszul duality. For each Koszul Artin-Schelter regular algebra \( \Gamma \) of global dimension \( l \) and Gelfand-Kirillov dimension \( c \), we obtain a family \( \{ \Gamma[\sigma] \mid \sigma \in \text{Aut} E(\Gamma) \} \) of Koszul Artin-Schelter regular algebra \( \Gamma \) of global dimension \( l + 1 \) and Gelfand-Kirillov dimension \( c + 1 \). We also single out a central extension and a Calabi-Yau algebra explicitly in this family.

The theorem on the returning arrows for graded self-injective algebras is proven in Section 2, the relations for the twisted trivial extensions are also discussed. In Section 3, we discuss two numerical invariants, complexity and representation dimension, of twisted trivial extensions of Koszul self-injective algebras. In Section 4, we apply Koszul duality and get a version of returning arrow theorem for Koszul Artin-Schelter regular algebras, we also discuss how to get a central extension and a Calabi-Yau algebra.
2. Returning Arrows for the Trivial Extensions

Let \( k \) be a field. A \( k \) algebra \( \Gamma \) is said to be a \textit{graded algebra} if \( \Gamma = \bigoplus_{i=0}^{\infty} \Gamma_i \) as vector spaces and satisfies the following conditions: (1) \( \Gamma \) is generated by \( \Gamma_0 \) and \( \Gamma_1 \), (2) \( \Gamma_0 = \bigoplus_{i=1}^{n} k e_i \), such that \( 1 = e_1 + \cdots + e_n \) is a decomposition of 1 as a sum of orthogonal primitive idempotents. So \( \Gamma_0 \) is a direct product of \( n \)-copies of \( k \), and \( \Gamma_s \Gamma_t = \Gamma_{t+s} \) for all \( s, t \geq 0 \). Modules are assume to be left modules throughout this paper, when not specialized.

Let \( \Lambda = \Lambda_0 + \Lambda_1 + \cdots + \Lambda_l \) be a finitely dimensional graded self-injective algebra. Let \( \mathbf{r} = \Lambda_1 + \Lambda_2 + \cdots + \Lambda_l \) be its radical. Recall that a bound quiver \( Q = (Q_0, Q_1, \rho) \) is a quiver with a set of relations, here \( Q_0 \) denotes the set of vertex, \( Q_1 \) denotes the set of arrows and \( \rho \) denotes a set of relations. Thus \( \rho \) is a set of linear combinations of paths of length larger or equal to 2. Write \( k(Q) = kQ/\langle \rho \rangle \), the quotient of the path algebra \( kQ \) by the ideal \( \langle \rho \rangle \) generated by \( \rho \), and call it the \textit{algebra given the bound quiver} \( Q \). A path in \( Q \) is called a bound path if its image in \( k(Q) \) is nonzero. Clearly, \( n = |Q_0| \) is the number of vertices of \( Q \). Assume that \( \Lambda \) is the algebra given by a bound quiver \( Q \), then \( 1 = \sum_{i=1}^{n} e_i \) is a sum of orthogonal primitive idempotents corresponding to the vertices of \( Q \). \( \Lambda_0 \) is a semisimple algebra and \( \Lambda_0 e_1, \ldots, \Lambda_0 e_n \) is a complete set of representatives of the isomorphic classes graded simple \( \Lambda \) modules concentrated at degree zero. \( \Lambda_1 \) is the vector space with \( Q_1 \) as a basis, and \( \Lambda_t \) is the vector space spanned by the paths of length \( t \).

A bound quiver \( Q = (Q_0, Q_1, \rho) \) is called \textit{homogeneous} provided that each of the paths appearing in a given linear combination of \( \rho \) has the same length. Clearly, \( k(Q) \) is a graded algebra if \( Q \) is a homogeneous bound quiver.

Fix an integer \( l \geq 1 \), a homogeneous bound quiver \( Q \) is said to be \textit{stable of Loewy length} \( l+1 \) if it satisfies the following conditions:

1. A permutation \( \tau \) is defined on of the vertex set of \( Q \);
2. The maximal bound paths of \( Q \) have the same length \( l \);
3. For each vertex \( i \), there is a maximal bound path from \( \tau i \) to \( i \), and there is no bound path of length \( l \) from \( \tau i \) to \( j \) for any \( j \neq i \);
4. Any two maximal bound paths starting at the same vertex are linearly dependent.

\( \tau \) is called the \textit{Nakayama translation} of the stable bound quiver \( Q \).

It is shown in \cite{17} that an algebra is a graded self-injective algebra of Loewy length \( l+1 \) if and only if it is given by a stable bound quiver of Loewy length \( l+1 \), and the Nakayama translation is induced by the Nakayama functor.

Recall that the trivial extension \( \Lambda \ltimes M \) of an algebra \( \Lambda \) by a \( \Lambda \)-bimodule \( M \) is the algebra defined on the vector spaces \( \Lambda \oplus M \) with the multiplication defined by

\[(a, x)(b, y) = (ab, ay + xb)\]

for \( a, b \in \Lambda \) and \( x, y \in M \). \( \Lambda \ltimes DA \) is called the trivial extension of \( \Lambda \).

Let \( \Lambda \) be a graded self-injective algebra of Loewy length \( l+1 \), let \( Q \) be its quiver with Nakayama translation \( \tau \). Choose a basis \( \mathcal{B} \) of \( \Lambda \) such that \( \mathcal{B}_t = \mathcal{B} \cap \Lambda_t \) is a basis of \( \Lambda_t \) consisting of bound paths of length \( t \). Write \( \mathcal{B}_t = \{ p_{t,j} | j = 1, \ldots, r_t = \dim_k \Lambda_t \} \). We have that \( \dim_k \Lambda_t = \dim_k \Lambda_0 \) is the number of the vertices of \( Q_\Lambda \).
For each vertex $i$, all the maximal bound paths ending at the vertex $i$ start at vertex $\tau_i$ and they are pairwise linear dependent. Write $p_{l,i}$ for the basic element which is a maximal bound path from $\tau_i$ to $i$. The dual basis $\mathcal{B}^* = \cup_q \mathcal{B}^*_q$ is a basis of $D\Lambda$. Denote by $\Lambda_i^*$ the space spanned by $\mathcal{B}^*_i$, then $D\Lambda = \Lambda_1^* + \cdots + \Lambda_0^*$.

$D\Lambda$ is generated by $\Lambda_1^*$ as a $\Lambda$-bimodule. Let $\Lambda = \Lambda \times D\Lambda$ be the trivial extension of $\Lambda$. As an algebra, $\Lambda$ is generated by $\Lambda_0$ and $\Lambda_1 + \Lambda_1^*$. Regarding elements in $\Lambda_1^*$ as degree one elements, $D\Lambda$ is a bimodule generated at degree 1. Let $\Lambda_0 = \Lambda_0$, $\Lambda_t = \Lambda_t + \Lambda_{t-1}^*$ for $t = 0, 1, \cdots, l - 1$ and $\Lambda_{l+1} = \Lambda_0^*$. We see

$$\Lambda = \Lambda_0 + \Lambda_1 + \cdots + \Lambda_l + \Lambda_{l+1}$$

is also a graded self-injective algebra.

Let $Q$ and $\tilde{Q}$ be the Gabriel quiver of $\Lambda$ and of $\tilde{\Lambda}$, respectively. We have the following lemma

**Lemma 2.1.** The quiver $\tilde{Q}$ is obtained from $Q$ by adding an arrow from $i$ to $\tau_i$ for each vertex $i$ of $Q$.

$\tilde{Q}$ is a stable translation quiver with Loewy length $l + 2$ and trivial Nakayama translation.

*Proof.* By definition, idempotents of $\Lambda$ and of $\tilde{\Lambda}$ are all in $\Lambda_0$, hence they are the same. Note $r\Lambda = (\Lambda_1 + \Lambda_t^*) + (\Lambda_2 + \Lambda_{t-1}^*) + \cdots + (\Lambda_l + \Lambda_{l-t}^*) + \Lambda_0^*$. We have $\tilde{\Lambda}/r\Lambda \cong \Lambda_0$ as semisimple algebras, so $Q$ and $\tilde{Q}$ have the same set of vertices.

On the other hand, $r\Lambda/r^2\Lambda \cong \Lambda_1 \oplus \Lambda_t^*$ as $\Lambda_0$ bimodules. The arrow set of $Q$ can be chosen as a subset of $\tilde{Q}$ since $\Lambda_1$ is a subspace of $\tilde{\Lambda}_1$, and the remaining arrows of $Q$ are afforded by a basis of $\Lambda_t^*$. Note that a maximal bound paths $p_{l,i}$ starting at vertex $\tau_i$ ends at $i$, so one gets that

$$e_j p_{l,i}^* e_i = \begin{cases} p_{l,i}^* & \text{if } j = \tau_i \\ 0 & \text{otherwise.} \end{cases}$$

This shows that $p_{l,i}^*$ affords an arrow from $i$ to $\tau_i$. Since maximal bound paths in $Q$ ending at $i$ are pairwise linearly dependent, there is only one such new arrow for each vertex.

Clearly $\tilde{\Lambda}$ has Loewy length $l + 2$. Since $\tilde{\Lambda}$ is symmetric, the Nakayama functor is identity. Hence the Nakayama translation is trivial. \qed

Regard $Q$ as a subquiver of $\tilde{Q}$, denote by $p_{t,i}$ the new arrow $p_{l,i}^*$ in $\tilde{Q}$ from $\tau_i$ to $i$. Now we discuss the relations for the trivial extension of a graded self-injective algebra.

**Lemma 2.2.** There is a map $\nu$ from $Q_1$ to $\cup_{i,j} e_j \Lambda_1 e_i$ such that $\nu(Q_1)$ is a basis of $\Lambda_1$, and there is a linear function $\eta_i$ on $e_i \Lambda_1 e_{\tau_i}$ for each vertex $i$ satisfying the following conditions:

1. $\eta_i(p) \neq 0$ if and only if $p$ is nonzero element in $e_i \Lambda_1 e_{\tau_i}$;
2. For any arrow $\beta : i \rightarrow j$, if $q$ is a bound path of length $l - 1$, and $\beta q \neq 0$, then $\eta_{\beta}(\beta q) = \eta_i(\nu(\beta))$. 


Proof. Since \( e_i \Lambda_i e_{ri} \) is one dimensional vector space, there is a linear function

\[ \eta_i : e_i \Lambda_i e_{ri} \rightarrow k \]

on \( e_i \Lambda_i e_{ri} \) such that for any \( z \in e_i \Lambda_i e_{ri} \), \( z = \eta_i(z)p_{i,i} \). For any arrow \( \beta : i \rightarrow j \), we have a pair \( B_{i,j} \) and \( B_{i,j} \) of non-degenerated bilinear forms on \( e_i \Lambda_i e_{ri} \) and \( e_j \Lambda_j e_i \), respectively, defined by

\[ B_{i,j}(x, y) = \eta_i(xy) \]

for \( x \in e_i \Lambda_i e_{ri} \), \( y \in e_j \Lambda_j e_i \), and \( y' \in e_j \Lambda_j e_i \). Thus \( e_i \Lambda_i e_{ri} \) is the dual space of \( e_j \Lambda_j e_i \), and \( e_j \Lambda_j e_i \) is a dual space of \( e_i \Lambda_i e_{ri} \).

Let \( \beta_1, \ldots, \beta_m \) be the arrows from \( i \) to \( j \), then they form a basis of \( e_i \Lambda_i e_i \). Let \( \zeta_1, \ldots, \zeta_m \) be the dual basis of \( \beta_1, \ldots, \beta_m \) in \( e_i \Lambda_i e_{ri} \) and \( \gamma_1, \ldots, \gamma_m \) be the dual basis of \( \zeta_1, \ldots, \zeta_m \) in \( e_j \Lambda_j e_i \). The map \( \nu_{i,j} : \beta_t \rightarrow \gamma_t \) for \( t = 1, \ldots, m \) extends to a bijective linear map from \( e_i \Lambda_i e_i \) to \( e_j \Lambda_j e_i \). It is obvious that \( \eta_j(\beta q) = \eta_i(q \nu_{i,j}(\beta)) \) for all \( q \in e_i \Lambda_i e_{ri} \). Now for any \( \beta : i \rightarrow j \in Q_1 \), define \( \nu(\beta) = \nu_{i,j}(\beta) \), we get the desired map \( \nu \).

This \( \nu \) is, in fact, the Nakayama automorphism of \( \Lambda \) induced by the Nakayama functor on mod \( \Lambda \).

Fix a linear function \( \eta_i \) on \( e_i \Lambda_i e_{ri} \) for each vertex \( i \in Q_0 \). Then for each vertex \( i \), \( p_{i,i}^* = c_i \eta_i \) for some \( c_i \in k \), that is, the elements in the dual basis is just a multiple of \( \eta_i \) of the given linear function. We may assume that \( c_i = 1 \) for all \( i \) for the linear functions chosen in the proof of Lemma 2.2.

By definition, for a given maximal bound paths \( p_{i,j} \), and for any paths \( q_t, q'_t \) of length \( t \) and \( t' \), respectively, we have that

\[ p_{i,j}^*(q_t q'_t) = \begin{cases} a \quad \text{for } q_t q'_t = ap_{1,j} \text{ as bound paths} \\ 0 \quad \text{otherwise} \end{cases} \]

For any paths \( q_t, q''_t, q'_t \), \( p_{i,j}^* q''_t q'_t \) is defined by

\[ q''_t p_{1,j}^* q'_t(q_t) = p_{i,j}^*(q''_t q'_t q_t) \]

for any path \( q_t \). We clearly have that

\[ q''_t p_{1,i}^* q'_t u'_t p_{1,j}^* u''_t = 0 \]

for any paths \( q''_t, q'_t, u'_t, u''_t \), by the definition of the trivial extension.

**Lemma 2.3.** In the trivial extension \( \Lambda \times DA \) we have:

For any vertex \( i, j \),

\[ \alpha_j \alpha_i = 0. \]

For any \( \beta : i \rightarrow j \in Q_1 \),

\[ \alpha_j \beta - \nu(\beta) \alpha_i = 0. \]

**Proof.** We clearly have that \( \alpha_i \alpha_j = 0 \) for all \( i, j \), by the definition of the trivial extension, especially, \( \alpha_i \alpha_i = 0 \).

On the other hand, for any arrow \( \beta \) from \( i \) to \( j \), the linear functions \( \alpha_j \beta \) and \( \nu(\beta) \alpha_i \) are defined as follows:

\[ \alpha_j \beta(q) = p_{i,j}^* (\beta q) \quad \text{and} \quad \nu(\beta) \alpha_i(q) = p_{i,i}^* (q \nu(\beta)) \]
for any path $q$. So by Lemma 2.2 we have $\alpha_j \beta(q) = \nu(\beta) \alpha_i(q)$. Thus
$$\alpha_j \beta - \nu(\beta) \alpha_i = 0$$
for any arrow $\beta$ in from $i$ to $j$ $Q$.

Now we prove our first main theorem on returning arrows.

**Theorem 2.4.** Let $\Lambda$ be a graded self-injective algebra given by a bound quiver $Q = (Q, \rho)$. Let $\hat{\Lambda} = \Lambda \times DA$ be its trivial extension, and let $\hat{Q} = (\hat{Q}, \hat{\rho})$ be a bound quiver of $\hat{\Lambda}$. If $Q$ is a stable bound quiver of Loewy length $l + 1$ with the Nakayama translation $\tau = \tau_{\Lambda}$, then

1. $\hat{Q}$ is a stable translation quiver of Loewy length $l + 2$ with trivial Nakayama translation, and $\hat{Q}$ is obtained from $Q$ by adding an arrow $\alpha_i : i \to \tau i$ for each vertex $i \in Q_0$;
2. The relation can be taken as $\hat{\rho} = \rho \cup \rho'$ with
$$\rho' = \{ \alpha_i \alpha_i | i \in Q_0 \} \cup \{ \alpha_j \beta - \nu(\beta) \alpha_i | j \in Q_1 \}.$$

**Proof.** The first assertion follows from Lemma 2.1.

Now we prove that $\hat{\Lambda}$ is the algebra given by the bound quiver $(\hat{Q}, \hat{\rho})$ by proving that $k\hat{Q}/(\hat{\rho}) \simeq \Lambda \times DA$.

Note that $kQ \cap (\hat{\rho}) = (\rho)$, so $\Lambda \simeq kQ/(\rho)$ is a subalgebra of $k\hat{Q}/(\hat{\rho})$. Let $\phi : kQ/(\rho) \to \Lambda$ be an isomorphism. Then by Lemma 2.1 and 2.3, we can extend $\phi$ to an epimorphism $\phi' : k\hat{Q}/(\hat{\rho}) \to \Lambda \times DA$ by defining $\phi'(\alpha_i) = p_{i, i}^*$. We now prove that $\phi'$ is an isomorphism.

Note that for each bound path $p_{t, s} \in \mathfrak{B}$ from $j$ to $i$ of length $t$, there is a path $q_{t, s}$ from $\tau(i)$ to $j$ of length $l - t$, such that $p_{t, s} q_{t, s}$ is a maximal bound path. So we see that $p_{t, s} q_{t, s} = a_{i, s}^{-1} p_{t, i}$ in $\Lambda$ for some $0 \neq a_{t, s} \in k$. If $p_{t, s}^*$ is the corresponding basic elements in the dual basis $\mathfrak{B}^*$, then we have that $p_{t, s}^* = a_{s, t} q_{t, s} p_{i, t}^*$. Fix a $q_{t, s}$ for each $t, s$, the set $\mathfrak{B}' = \{ q_{t, s} p_{t, s} \in \mathfrak{B} \}$ is also a basis of $\Lambda$ (see [15]).

$kQ/(\rho)$ is a subalgebra of $k\hat{Q}/(\hat{\rho})$. Let $\mathfrak{B}' = \{ q_{t, s} \alpha_i | q_{t, s} \in k\hat{Q}/(\hat{\rho}) p_{t, s} \in \mathfrak{B} \}$, we prove that $\mathfrak{B} \cup \mathfrak{B}'$ spans $k\hat{Q}/(\hat{\rho})$. If all the arrows are in $Q$, then $p \in \Lambda$ and it is a linear combination of elements in $\mathfrak{B}$. Assume that $\gamma_x = \alpha_i$ is a new arrow for $s > 1$. If $\gamma_{x-1} = \alpha_j$ is also a new arrow, then $p = 0$ in $k\hat{Q}/(\hat{\rho})$ since $\alpha_i \alpha_j \in \hat{\rho}$. If $\gamma_{x-1} = \beta$ is an arrow from $j$ to $i$, then we have that $p = \gamma_r \cdots \gamma_s \gamma_{s-1} \cdots \gamma_1 = \gamma_r \cdots \gamma_{s+1} \nu(\beta) \alpha_j \gamma_{s-2} \cdots \gamma_1$ in $k\hat{Q}/(\hat{\rho})$ since $\alpha_i \beta - \nu(\beta) \alpha_j \in \hat{\rho}$. Note that $\nu(\beta)$ is a linear combinations of arrows in $Q$. Continue in this way, we eventually write $p = \gamma'_{r'} \cdots \gamma'_{s'} \alpha_{i'}$ for some $i' \in Q_0$, with $\gamma'_{r'}, \cdots, \gamma'_{s'}$ linear combinations of arrows in $Q$. As an element in $kQ/(\rho)$, $\gamma'_{r'} \cdots \gamma'_{s'}$ is written as a linear combination of elements in $\mathfrak{B}$. Thus $p$ is written as a linear combination of elements in $\mathfrak{B}'$. So we see $k\hat{Q}/(\hat{\rho})$ is spanned by $\mathfrak{B} \cup \mathfrak{B}'$ and
$$\dim_k k\hat{Q}/(\hat{\rho}) \leq |\mathfrak{B} \cup \mathfrak{B}'| = \dim_k \hat{\Lambda}.$$ Hence $k\hat{Q}/(\hat{\rho})$ is isomorphic to $\hat{\Lambda}$. \qed
Example 2.7. Note that $\tilde{\Lambda}$ is a symmetric algebra of Loewey length $m$ one vertex and degenerate associative bilinear form $(\ , \ )_{\varepsilon}$ on $\Lambda$. Define the twisted trivial extension $\tilde{\Lambda} = \Lambda \ltimes \Lambda^\sigma$ to be the trivial extension of $\Lambda$ by the twisted $\Lambda$-bimodule $DA^\sigma$. $\sigma$ restricts to an automorphism on $\Lambda_0$. It is easy to see that $\sigma$ induces an automorphism on the vertices of the quiver $Q$ which commutes with the Nakayama translation. So Lemma 2.1 and (1) of Theorem 2.4 remain true for such a twisted trivial extension.

Proposition 2.5. The quiver $\tilde{Q}^\sigma$ of $\tilde{\Lambda}^\sigma$ is $Q$.

So $\tilde{\Lambda} \simeq kQ/(\hat{\rho}^\sigma)$. We need to twist the relation $\hat{\rho}$ to get $\hat{\rho}^\sigma$. By (2) of Theorem 2.4, the following proposition follows easily.

Proposition 2.6. The relation $\hat{\rho}^\sigma$ of $\tilde{\Lambda}^\sigma$ can be taken as $\hat{\rho}^\sigma = \rho \cup \rho''$ with

$$\rho'' = \{\alpha_r\alpha_i | i \in Q_0\} \cup \{\alpha_j\beta - \nu\sigma^{-1}(\beta)\alpha_i|\beta : i \to j \in Q_1\}.$$  

Since $\Lambda$ is graded, the linear map $x \mapsto (-1)x$ on $\Lambda_1$ induces a graded automorphism $\varepsilon$ on $\Lambda$. Write $\varepsilon' = \varepsilon^{l+1}$, it sends $x \mapsto (-1)^{l+1}x$.

Example 2.7. Note that $\tilde{\Lambda}$ is a symmetric algebra of Loewey length $l+2$. The non-degenerate associative bilinear form $(\ , \ ) : \tilde{\Lambda} \times \tilde{\Lambda} \to k$ is induced by the composition of the multiplicative map with the projection to the socle. So $(x, y) = 0$ for any $x, y \in \tilde{\Lambda}$ with the degree $l+1$ component $(xy)_{l+1} = 0$. Let $\sigma = \varepsilon'$. For the induced non-degenerate associative bilinear form

$$(\ , \ )_\sigma : \tilde{\Lambda}^{\varepsilon'} \times \tilde{\Lambda}^{\varepsilon'} \to k$$

of $\tilde{\Lambda}^{\varepsilon'}$, we have that $(x', y') = (-1)^{st}(y', x')$ for $x' \in \tilde{\Lambda}_s^{\varepsilon'}, y' \in \tilde{\Lambda}_t^{\varepsilon'}$. This shows that $\tilde{\Lambda}^{\varepsilon'}$ is a graded symmetric algebra.

We remark that $\tilde{\Lambda}^{\varepsilon'} = \tilde{\Lambda}$ when $l$ is odd.

Example 2.8. Let $\sigma_0 = \varepsilon\nu$, then in $\tilde{\Lambda}^{\sigma_0}$, the new generators $\alpha_i$ satisfies the skew commutative relations $\alpha_j\beta + \beta\alpha_i$ for any arrow $\beta : i \to j$ in $Q$.

If $\Lambda$ is exterior algebra $\wedge V$ of an $m$-dimensional vector space, its quiver $Q$ has one vertex and $m$ loops $x_1, \ldots, x_m$. So the quiver $\tilde{Q}^{\sigma_0}$ has one more loop (the returning arrow) $x_{m+1}$ with additional relation $x_{m+1}^2 = x_{m+1}x_t + x_tx_{m+1}$ for $t = 1, \ldots, m$. So $\tilde{\Lambda}^{\sigma_0}$ is the exterior algebra of an $m+1$-dimensional vector space.

3. Complexity and Representation Dimension

Complexity and representation dimension are important numerical invariants for algebras. The complexity is the same as the Gelfand-Kirillov dimension of its Yoneda algebra, an Artin-Schelter regular algebra, when the algebra is Koszul self-injective.

The complexity $c(\{b_r\})$ of a sequence $\{b_r\}$ of positive numbers is the least non-negative number $d$ such that there exists $\lambda > 0$ with $c_r \leq \lambda \cdot r^{d-1}$ for almost all natural numbers $r$. Let $M$ be a $\Lambda$-module and

$$P^*(M) : \ldots \to P^r(M) \to \cdots \to P^0(M) \to M \to 0$$
be a minimal projective resolution of $M$ and let $\Omega^r M$ be the $r$th syzygy of $M$. Then complexity $c(M)$ of $M$ is defined as the complexity $c(\{\dim_k P^r\})$ of the sequence $\{\dim_k P^r\}_r$. Clearly, $c(M) = c(\{\dim_k \Omega^r M\})$.

The complexity $c(\Lambda)$ of the algebra $\Lambda$ is defined as the supremum of the complexities of finite generated $\Lambda$-modules.

We will prove the following theorem in this section.

**Theorem 3.1.** Let $\Lambda$ be a Koszul self-injective algebra and $\hat{\Lambda} = \Lambda \ltimes D\Lambda$ be the trivial extension of $\Lambda$. Then

$$c(\hat{\Lambda}) = c(\Lambda) + 1.$$  

Let $\Gamma = \bigoplus_{t=0}^{\infty} \Gamma_t$ be a graded algebra, recall the Yoneda algebra $E(\Gamma)$ of $\Gamma$ is the vector space $\prod_{t \geq 0} \text{Ext}_t^\Lambda(\Gamma_0, \Gamma_0)$ with Yoneda product as its multiplication. Let $\Lambda$ be a Koszul self-injective algebra of Loewy length $t$ and $\Omega$ be a Koszul algebra. Let $\Gamma = E(\Lambda) = \prod_{t \geq 0} \text{Ext}_t^\Lambda(\Lambda/r, \Lambda/r)$ be an Artin-Shelter regular algebra (\cite{20} \cite{26}) of global dimension $l$ and Gelfand-Kirillov dimension $c$ (\cite{13}). Both $\Lambda$ and $\Gamma$ have the same Gabriel quiver $Q$. Their relations span a pair of dual subspaces in the subspace of the path algebra $kQ$ spanned by the paths of length 2 (\cite{5} \cite{12}).

We first consider the Koszulity of trivial extensions.

**Lemma 3.2.** Let $\Lambda$ be a Koszul algebra and let $M$ be a $\Lambda$-bimodule which is projective as a left and as right $\Lambda$-modules, if $M$ is generated at degree 1, then the trivial extension $\Lambda \ltimes M$ is Koszul.

**Proof.** Write $\hat{\Lambda}^M = \Lambda \ltimes M$. For any $\Lambda$ module $L$, the $\hat{\Lambda}^M$ module $\hat{\Lambda}^M \otimes_\Lambda L = L + M \otimes_\Lambda L$ as $\Lambda$-module ($\oplus$ in this proof means a direct sum of $\Lambda$-modules). Let $N$ be a finite generated left $\Lambda$-module. Assume that

$$P^*(N) : \ldots \to P^r(N) \overset{f_r}{\to} \ldots \overset{f_1}{\to} P^0(N) \overset{f_0}{\to} N \to 0$$

is a minimal projective resolution of $N$ as a $\Lambda$-module. We have that $0 \to \Omega N \to P^0(N) \to N \to 0$ is the projective cover of $N$ as $\Lambda$-modules. So $\hat{\Lambda}^M \otimes_\Lambda P^0(N) \to N \to 0$ is the projective cover as $\Lambda \ltimes M$-modules, $\Omega N \otimes M \otimes P^0(N)$ is a $\hat{\Lambda}^M$-submodule of $\hat{\Lambda}^M \otimes_\Lambda P$, and we have a short exact sequences

$$0 \to \Omega N \oplus M \otimes P^0(N) \to (\hat{\Lambda}^M) \otimes_\Lambda P^0(N) \to N \to 0,$$

and $\Omega \hat{\Lambda}^M N \cong \Omega N \otimes M \otimes P^0(N)$. We also have a projective cover

$$P^1(N) \oplus (\hat{\Lambda}^M) \otimes_\Lambda M \otimes P^0(N) \to \Omega N + M \otimes P^0(N) \to 0$$

as $\hat{\Lambda}^M$-modules.

Assume that

$$\Omega^r_{\hat{\Lambda}^M} N = \Omega^r_\Lambda N \oplus \sum_{j=0}^{r-1} M^{\otimes \Lambda j+1} \otimes_\Lambda P_{r-1-j}$$

as $\Lambda$-modules, then its projective cover as $\hat{\Lambda}^M$ module is

$$\hat{\Lambda}^M \otimes_\Lambda \left( \sum_{j=0}^{r} M^{\otimes \Lambda j} \otimes_\Lambda P_{r-j} \right).$$
So we get a short exact sequence
\[ 0 \longrightarrow \Omega^{r+1}_\Lambda N \oplus \sum_{j=0}^r M^{\otimes \Lambda j+1} \otimes_\Lambda P_{r-j} \longrightarrow \tilde{P}^{r+1}(N) \longrightarrow \Omega^r_{\tilde{\Lambda}M} N \longrightarrow 0, \]
and \( \Omega^r_{\tilde{\Lambda}M} N = \Omega^{r+1}_\Lambda N \oplus \sum_{j=0}^r M^{\otimes \Lambda j+1} \otimes_\Lambda P_{r-j} \). Let
\[ \tilde{P}^r(N) = \tilde{\Lambda}^M \otimes_\Lambda \left( \sum_{j=0}^r M^{\otimes \Lambda j} \otimes_\Lambda P_{r-j} \right) \]
for the \( \Lambda \)-module \( \sum_{j=0}^r M^{\otimes \Lambda j} \otimes_\Lambda P_{r-j} \). It follows from induction that
\[ \tilde{P}^\bullet(N) : \ldots \longrightarrow \tilde{P}^r(N) \xrightarrow{f_r} \ldots \xrightarrow{f_1} \tilde{P}^0(N) \xrightarrow{f_0} N \longrightarrow 0 \]
is a projective resolution of \( N \) as a \( \tilde{\Lambda}^M \)-module.

By our assumption \( M \) is generated at degree 1, if \( P_t \) is generated at degree \( t \), then \( \tilde{P}^r(N) \) is generated at degree \( r \), for \( r = 0, 1, \ldots \).

This shows that if \( N \) is Koszul as a \( \Lambda \)-module, then it is also Koszul as a \( \Lambda \ltimes M \)-module. Especially, if \( \Lambda \) is a Koszul algebra, so is \( \Lambda \ltimes M \).

As a corollary, we have the following result.

**Corollary 3.3.** Let \( \Lambda \) be a Koszul self-injective algebra, and let \( \sigma \) be a graded automorphism of \( \Lambda \). Set the dual basic elements of the maximal paths of \( \Lambda \) as degree 1 generators of \( D \Lambda^\sigma \). Then the twisted trivial extension \( \tilde{\Lambda}^\sigma = \Lambda \ltimes D \Lambda^\sigma \) is a Koszul algebra.

**Proof.** Since \( \Lambda \) is self-injective, \( D \Lambda^\sigma \) is projective as left \( \Lambda \)-module and as right \( \Lambda \)-module. The corollary follows immediately from Lemma 3.2.

Let \( \Lambda \) be a graded algebra with quiver \( Q = (Q_0, Q_1) \), and let \( n = |Q_0| \). The Hilbert polynomial \( H(\Lambda, t) \) of \( \Lambda \) is defined as \( n \times n \)-matrix with entries in power series ring \( \mathbb{Z}[t] \):
\[ H(\Lambda, t) = \sum_i t^i \text{dim}_R(\Lambda_i). \]
This can also be regarded as a formal power series with coefficients in the ring of integral \( n \times n \) matrices. It follows from Theorem 2.11.1 of [5] that
\[ H(\Lambda, -t)H(\Gamma, t) = E, \]
where \( E \) is the \( n \times n \) identity matrix, if \( \Lambda \) is a Koszul algebra and \( \Gamma \) its Yoneda algebra. So we write
\[ H(\Gamma, t) = H(\Lambda, -t)^{-1}. \]
By the Koszul duality, we can relate \( H(\Gamma, t) = H(\Lambda, -t)^{-1} \) to the minimal projective resolution of the \( \Lambda \)-module \( \Lambda \).

**Proposition 3.4.** Let \( \Lambda \) be a finite dimensional Koszul algebra, and let \( H(\Lambda, t) \) be its Hilbert polynomial. Assume that
\[ H(\Lambda, -t)^{-1} = A_0 + A_1 t^1 + \cdots + A_r t^r + \cdots, \]
where $A_r$ are $n \times n$ integral matrices with nonnegative entries. If

$$P^r(i) : \ldots \to P^r(i) \to \cdots \to P^0(i) \to \Lambda_0 e_i \to 0$$

is a minimal projective resolution of $\Lambda_0 e_i$ and

$$P^r(i) \cong \bigoplus_j a_{ij}^{(r)} \Lambda e_j.$$

Then

$$A^r = (a_{ij}^{(r)}),$$

for $r = 0, 1, \ldots$.

**Proof.** Recall $\Gamma = E(\Lambda) = \bigoplus_{r \geq 0} \text{Ext}^r_{\Lambda}(\Lambda_0, \Lambda_0)$ is the Yoneda algebra. And $\Lambda \cong E(\Gamma)$. The homogeneous component of $\Gamma$ of degree $r$ is $\Gamma_r = \text{Ext}^r_{\Lambda}(\Lambda_0, \Lambda_0)$ and $\Gamma = \Gamma_0 + \Gamma_1 + \cdots$. Write $J = \Gamma_1 + \Gamma_2 + \cdots$, then $J^r = \Gamma_r + \Gamma_{r+1} + \cdots$, and $J_r/J_{r+1} \cong \Gamma_r$ as $\Gamma_0 = \Lambda_0$ bimodules. Since $\Lambda_0$ is semisimple, we have $\text{Ext}^r_{\Lambda}(\Lambda_0, \Lambda_0) \cong \text{Hom}_{\Lambda}((\Omega^r \Lambda_0, \Lambda_0) = \text{Hom}_{\Lambda}(P^r(\Lambda_0), \Lambda_0)$ for each $r \geq 0$.

By [12], $F = \prod_{l \geq 0} \text{Ext}^l_{\Lambda}(-, \Lambda/r)$ and $G = \prod_{l \geq 0} \text{Ext}^l_{\Gamma}(-, \Gamma/J)$ are duality between the categories of Koszul modules and degree 0 morphisms in $\text{mod } \Lambda$ and $\text{mod } \Gamma$. Identify the primitive idempotents of $\Lambda$ and $\Gamma$, we have that $F(\Lambda_0 e_i) = \Gamma e_i$ [12]. Let $\Omega M$ be the $r$th syzygy of the Koszul module $M$, and $P^r(M)$ be the $r$th term in the minimal projective resolution of $M$. For a Koszul $\Lambda$ module $M$, we have that $F(P^r(M)) = F(M) \cong F(M)$ by [12]. Now assume that $P^r(\Lambda e_i) = \bigoplus_j a_{ij}^{(r)} \Lambda e_j$.

Then

$$\Gamma_r e_i = F(P^r(\Lambda_0 e_i)) = \bigoplus_j a_{ij}^{(r)} \Gamma_0 e_j$$

and $\dim_k e_j \Gamma_r e_i = a_{ij}^{(r)}$. So by the definition of Hilbert polynomial, we get $A^r = (a_{ij}^{(r)})$, for $r = 0, 1, \ldots$. \hfill $\square$

For a matrix $A = (a_{ij})$, write $\|A\| = \sum_{i,j} a_{ij}$. Let $\Lambda$ be a Koszul self-injective algebra of Loewy length $l+1$, let $H(\Lambda, t)$ be its Hilbert polynomial. Write $H(\Lambda, -t)^{-1} = \sum_r A_r t^r$. Then by Proposition 3.4 all the matrices $A_r$ have nonnegative integral entries and we have the following proposition.

**Proposition 3.5.** The complexity of $\Lambda$ is exactly $c(\|A_r\|)$.

The following lemma is well known.

**Lemma 3.6.** For all $i,j \in Q_0$ and $r = 0, 1, \ldots, l$,

$$\dim_k e_i (D \Lambda_r) e_j = \dim_k D(e_j \Lambda_r e_i).$$

The following lemma is follows from the proof of Lemma 2.2 (see also Lemma 2.1 of [12]).

**Lemma 3.7.** For all $i,j \in Q_0$ and $r = 0, 1, \ldots, l$,

$$\dim_k e_i \Lambda_{1-r} e_j = \dim_k e_j \Lambda_r e_{1-i}.$$
Now define $P = (p_{i,j})$ to be the matrix with $p_{i,\tau_i} = 1$ for $1 \leq i \leq n$, and $p_{i,j} = 0$ for $j \neq \tau_i$. $P$ is a permutation matrix. We have the following theorem on the Hilbert polynomial of the trivial extension of a Koszul self-injective algebra.

**Theorem 3.8.** Assume that $\Lambda$ is a Koszul self-injective algebra, and let $\tilde{\Lambda} = \Lambda \ltimes D\Lambda$ be the trivial extension of $\Lambda$. Then

$$H(\tilde{\Lambda}, t) = H(\Lambda, t)(E + tP).$$

**Proof.** We have that $\Lambda = \Lambda_0 + \Lambda_1 + \cdots + \Lambda_l$ and $D\Lambda = \Lambda^*_0 + \Lambda^*_l - 1 + \cdots + \Lambda^*_0$. Thus

$$\tilde{\Lambda} = \Lambda \ltimes D\Lambda = \tilde{\Lambda}_0 + \tilde{\Lambda}_1 + \cdots + \tilde{\Lambda}_l,$$

where $\tilde{\Lambda}_0 = \Lambda_0$, $\tilde{\Lambda}_r = \Lambda_r + \Lambda^*_l - 1 - r$ for $r = 1, 2, \cdots, l$ and $\tilde{\Lambda}_{l+1} = \Lambda^*_0$. So the $i,j$ entry of $H(\tilde{\Lambda}, t)$ is:

$$H(\tilde{\Lambda}, t)_{i,j} = H(\Lambda, t)_{i,j} + t\left(\sum_{r=1}^{l} t^{r-1} \dim_k (e_i \Lambda^*_l - 1 - r, e_j) + t \dim_k (e_i \Lambda^*_l e_j)\right).$$

By Lemma 3.6 and 3.7,

$$\dim_k e_i \Lambda^*_l e_j = \dim_k D(e_j \Lambda_r e_i) = \dim_k e_j \Lambda_r e_i = \dim_k e_i \Lambda_{l-r} e_{r\tau}.$$

This shows that

$$H(\tilde{\Lambda}, t)_{i,j} = H(\Lambda, t)_{i,j} + t\left(\sum_{r=0}^{l} t^{r} \dim_k (e_i \Lambda_r e_j)\right) = (H(\Lambda, t)(E + tP))_{i,j}.$$ 

Hence $H(\tilde{\Lambda}, t) = H(\Lambda, t)(E + tP)$. \qed

The next lemma follows from Proposition 2.9 of [13] (see also Theorem 2.6 of [9]).

**Lemma 3.9.** Let $\Lambda$ be a Koszul self-injective algebra of complexity $d$. Then there are positive numbers $\lambda_1, \lambda_2$ such that

$$\lambda_1 t^{d-1} \leq \|A_r\| \leq \lambda_2 t^{d-1}$$

for almost all $r$.

**Lemma 3.10.** If $H(\Lambda, -t)^{-1} = A_0 + A_1 t^1 + \cdots + A_r t^r + \cdots$, where $A_r$ are $n \times n$ matrices with nonnegative entries. Then complexity of $\tilde{\Lambda}$ is

$$c(\tilde{\Lambda}) = c(\left\{\sum_{s=0}^{r} \|A_s\|\right\}_r).$$

**Proof.** Let

$$H(\tilde{\Lambda}, -t)^{-1} = \sum_{r=0}^{r} A_r t^r = A_0 + A_1 t^1 + A_2 t^2 + \cdots + A_r t^r + \cdots.$$ 

Since $(E - tP)^{-1} = (1 + t + tP + t^2 P^2 + \cdots)$, by Theorem 3.8, we get

$$H(\tilde{\Lambda}, -t)^{-1} = (E - tP)^{-1} H(\Lambda, -t)^{-1} = (1 + t + tP + t^2 P^2 + \cdots)(A_0 + A_1 t + A_2 t^2 + \cdots + A_r t^r + \cdots).$$
This shows that $A'_r = P r A_0 + P r^{-1} A_1 + \cdots + A_r$. Since $P$ is a permutation matrix, we have that $\|P^s A\| = \|A\|$ for any matrix $A$ and nonnegative integer $s$. So

$$\|A'_r\| = \|A_0 P^r\| + \|A_1 P^r^{-1}\| + \cdots + \|A_r\| = \|A_0\| + \|A_1\| + \cdots + \|A_r\|.$$  

This proves that

$$c(\tilde{\Lambda}) = c(\{ \sum_{s=1}^r \|A_s\| \}).$$

\[\square\]

**Proof of Theorem 3.1.** Since $c(\Lambda) = c(\{ \|A_r\| \}) = d$, so by Lemma 3.9, there are positive number $\lambda'$ and $\lambda$ and a positive integer $N$, such that

$$\lambda's^{d-1} \leq \|A_s\| \leq \lambda s^{d-1}$$

for $s > N$. Let $\sum_{s=1}^N \|A_s\| = h$. So

$$\sum_{s=1}^r \|A_s\| \leq h + \lambda \sum_{u=N+1}^r u^{d-1}) \sim O(r^d).$$

This shows that

$$c(\{ \sum_{r=1}^r \|A_r\| \}) \leq d + 1.$$

On the other hand,

$$\sum_{s=1}^r \|A_s\| \geq \sum_{s=1}^N \|A_s\| + \lambda_1 \sum_{s=N+1}^r r^{d-1}. $$

So by Lemma 3.9 there is $\lambda' > 0$, such that

$$\sum_{s=1}^r \|A_s\| \geq \lambda'r^d,$$

for sufficient large $r$. This proves that

$$c(\{ \sum_{s=1}^r \|A_s\| \}_r) \geq d + 1.$$

Hence

$$c(\tilde{\Lambda}) = c(\{ \sum_{s=1}^r \|A_s\| \}_r) = d + 1 = c(\Lambda) + 1.$$

\[\square\]

Let $\sigma$ be a graded automorphism of $\Lambda$, note that $\sigma$ induces a permutation on $Q_0$, denote as $\sigma$ too. It is easy to see that $\sigma$ commutes with the Nakayama translation $\tau$. Consider the twisted trivial extension $\tilde{\Lambda} = \Lambda \times DA^\sigma$. Then

$$\tilde{\Lambda}^\sigma = \Lambda \times DA^\sigma = \tilde{\Lambda}_0^\sigma + \tilde{\Lambda}_1^\sigma + \cdots + \tilde{\Lambda}_t^\sigma + \tilde{\Lambda}_{t+1}^\sigma.$$
where $\tilde{\Lambda}_0 = \Lambda_0$, $\tilde{\Lambda}_r = \Lambda_r + \Lambda_{t+1-r}^*$ for $r = 1, 2, \cdots, l$ and $\tilde{\Lambda}_{l+1} = \Lambda_{0}^*$. So we have that

$$H(\tilde{\Lambda}, t)_{i,j} = H(\Lambda, t)_{i,j} + t \left( \sum_{r=1}^{l} t'^{-1} \dim k(e_i \Lambda_{t+1-r}^* e_j) + t' \dim k(e_i \Lambda_{0}^* a_0 e_j) \right)$$

$$= H(\Lambda, t)_{i,j} + t \left( \sum_{r=1}^{l} t'^{-1} \dim k(e_i \Lambda_{t+1-r}^* e_j) + t' \dim k(e_i \Lambda_{0}^* \sigma(e_j)) \right)$$

$$= H(\Lambda, t)_{i,j} + t \left( \sum_{r=1}^{l} t'^{-1} \dim k(e_i \Lambda_{t+1-r}^* e_j) + t' \dim k(e_i \Lambda_{0}^* e_j) \right)$$

$$= H(\Lambda, t)_{i,j} + t \left( \sum_{r=0}^{l} t' \dim k(e_i \Lambda_{r+1}^* e_j) \right).$$

So we have the following twisted version of Theorem 3.8 and Theorem 3.1.

**Theorem 3.11.** Let $\sigma$ be a graded automorphism of Koszul self-injective algebra $\Lambda$, and let $\tilde{\Lambda} = \Lambda \ltimes D\Lambda^\sigma$ be the twisted trivial extension of $\Lambda$. Then

$$H(\tilde{\Lambda}, t) = H(\Lambda, t)(E + tP^\sigma),$$

where $P^\sigma = (p_{ij})$ is the permutation matrix with $p_{i, \tau \sigma i} = 1$ for $1 \leq i \leq n$, and $p_{i,j} = 0$ for $j \neq \tau \sigma i$.

**Theorem 3.12.** Let $\Lambda$ be a Koszul self-injective algebra and let $\sigma$ be a graded automorphism of $\Lambda$. Let $\tilde{\Lambda} = \Lambda \ltimes D\Lambda^\sigma$ be the twisted trivial extension of $\Lambda$. Then

$$c(\tilde{\Lambda}) = c(\Lambda) + 1.$$

Denote by the representation dimension of an algebra $\Lambda$. Recall that for a semisimple algebra $\Lambda$, repdim $\Lambda = 1$, and for a non-semisimple algebra $\Lambda$, repdim $\Lambda$ is the smallest number $d$ which can be realized as the global dimension of the endomorphism ring of a $\Lambda$-module $M$ which is both a generator and a cogenerator.

In [6], the following assumption is induced:

**Assumption (Fg).** There is a commutative Noetherian graded $k$ algebra $H = \bigoplus_{i=0}^{\infty} H_i$ of finite type satisfying the following:

1. For every finite generated $\Lambda$-module $M$, there is a graded ring homomorphism
   $$\phi_M : H \rightarrow \text{Ext}_\Lambda^*(M, M).$$

2. For each pair $(X, Y)$ of finite generated $\Lambda$-modules, the scalar actions from $H$ on $\text{Ext}_\Lambda^*(X, Y)$ via $\phi_X$ and $\phi_Y$ coincide, and $\text{Ext}_\Lambda^*(X, Y)$ is a finite generated $\Lambda$-module.

Bergh proves that $c(\Lambda) + 1 \leq \text{repdim} \Lambda$ for a self-injective algebra satisfying assumption Fg [6]. The following corollary follows immediately.

**Corollary 3.13.** Let $\Lambda$ be a Koszul self-injective algebra and $\tilde{\Lambda} = \Lambda \ltimes D\Lambda^\sigma$ be its twisted trivial extension. If $\tilde{\Lambda}$ satisfies the assumption Fg, and if the complexity of $\Lambda$ is $r$, then

$$\text{repdim} \tilde{\Lambda} \geq r + 2.$$
Corollary 3.14. Let $\Lambda$ be a Koszul self-injective algebra and $\tilde{\Lambda}^\sigma = \Lambda \ltimes D\Lambda^\sigma$ be its twisted trivial extension. Assume that both algebras satisfy the assumption $Fg$ of [6]. If the Loewy length of $\Lambda$ is $c(\Lambda) + 1$, then
\[
\text{repdim } \tilde{\Lambda}^\sigma = \text{repdim } \Lambda + 1.
\]

It is natural to conjecture that the representation dimension of a twisted trivial extension of a self-injective algebra increases by one in general.

Example 3.15. An exterior algebra of $m$-dimensional vector space is Koszul self-injective algebra of Loewy length $m + 1$. It has representation dimension $m + 1$ [28] and complexity $m$. Exterior algebra satisfies the assumption $Fg$. By Example 2.8 the exterior algebra of an $m + 1$-dimensional vector is isomorphic to a twisted trivial extension of an exterior algebra of its $m$-dimensional subspace. So Theorem 3.1 and Corollary 3.14 tell us how the complexities of the exterior algebras and the representation dimensions grow as the dimensions of the vector spaces grow.

4. Extensions of Koszul Artin-Schelter Regular Algebras

A graded algebra $\Gamma = \Gamma_0 + \Gamma_1 + \Gamma_2 + \cdots$ is called an Artin-Schelter regular algebra of dimension $l$ if the following conditions are satisfied for the positive integer $l$:

1. Each graded simple $\Gamma$-module has projective dimension $l$;
2. For each graded simple $\Gamma$-module $S$ and for $0 \leq t < l$, $\text{Ext}_\Gamma^t(S, \Gamma) = 0$;
3. $\{\text{Ext}_\Gamma^{\bullet}(S, \Gamma) | S$ graded simple $\Gamma$-module $\}$ is a complete set of graded simple $\Gamma^{op}$-modules.

Such algebra is also called general Auslander regular algebra in [11].

For a graded algebra $\Gamma = \Gamma_0 + \Gamma_1 + \Gamma_2 + \cdots$, its Yoneda algebra is the vector space $E(\Gamma) = \bigoplus_{i=1}^{\infty} \text{Ext}_\Gamma^i(\Gamma_0, \Gamma_0)$ with the multiplication defined by the Yoneda product. It is shown in [29] that for a Koszul Artin-Schelter regular algebra $\Gamma$ of global dimension $l$, its Yoneda algebra $\Lambda = E(\Gamma)$ is a Koszul self-injective algebra of Loewy length $l + 1$, and verse versa. The functors $F = \text{Ext}_\Gamma^\bullet(\cdot, \Gamma_0)$ and $G = \text{Ext}_\Gamma^\bullet(\cdot, \Lambda_0)$ are dualities between the Koszul modules of Artin-Schelter regular algebras $\Gamma$ and the Koszul self-injective algebras $\Lambda$ [12]. All the projective $\Lambda$-module have the same Loewy length, which is 1 plus the projective dimension of simple $\Gamma$-modules. So the Loewy length of $\Lambda$ is 1 plus the global dimension of $\Gamma$ [20]. We also know that for a Koszul $\Gamma$-module $M$, the Gelfand-Kirilov dimension of $M$ is the same as the complexity of the $\Lambda$-module $F(M)$ [13].

We have the following version of Theorem 3.1 for Koszul Artin-Schelter regular algebras:

Theorem 4.1. Let $\Gamma$ be a Koszul Artin-Schelter regular algebra of global dimensional $l$ and Gelfand-Kirilov dimension $c$, then $E(E(\Gamma) \ltimes DE(\Gamma)^\sigma)$ is a Koszul Artin-Schelter regular algebra of global dimensional $l + 1$ and Gelfand-Kirilov dimension $c + 1$.

Note that $E(\Gamma) \simeq (\Gamma^1)^{op}$ is just the opposite algebra of the quadratic dual of $\Gamma$. Assume that $\Gamma$ is given by the bound quiver $(Q, \theta)$, with relation set $\theta$, then $E(\Gamma)$
is given by the bound quiver \((Q, \rho)\), and we may take \(\rho\) as a basis of the dual space of the subspace spanned by \(\theta\) in the subspace of the path algebra \(kQ\) spanned by the paths of length 2. If \((Q, \rho)\) is a stable bound quiver of Loewy length \(l + 1\) with Nakayama translation \(\tau\), we also call \((Q, \theta)\) a stable bound quiver of Loewy length \(l + 1\) with Nakayama translation \(\tau\). We have the following version of Theorem 2.4, by taking the dual in Theorem 2.4, Proposition 2.6 and Theorem 3.12.

**Theorem 4.2.** Let \(\Gamma\) be a graded Artin-Schelter regular algebra given by a bound quiver \(Q = (Q, \theta)\). Let \(\tilde{\Gamma}^\sigma = E(E(\Gamma) \ltimes DE(\Gamma)^\sigma)\) for an automorphism \(\sigma\) of \(E(\Gamma)\), and let \(\tilde{Q}^\sigma = (\tilde{Q}, \tilde{\theta}^\sigma)\) be a bound quiver of \(\tilde{\Gamma}^\sigma\). If \(Q\) is a stable bound quiver of Loewy length \(l + 1\) with the Nakayama translation \(\tau = \tau_{E(\Gamma)}\), then

1. \((\tilde{Q}, \tilde{\theta}^\sigma)\) is a stable translation quiver of Loewy length \(l + 2\) with trivial Nakayama translation, and \(\tilde{Q}\) is obtained from \(Q\) by adding an arrow \(\alpha_i : i \to \tau i\) for each vertex \(i \in Q_0\);
2. The relation set \(\tilde{\theta}^\sigma\) can be taken as \(\tilde{\theta}^\sigma = \theta \cup \theta'\) with \(\theta' = \{\alpha_j \beta + v \sigma^{-1}(\beta) \alpha_i | \beta : i \to j \in Q_1\}\).
3. If the Gelfand-Kirillov dimension of \(\Gamma\) is \(c\), then the Gelfand-Kirillov dimension of \(\tilde{\Gamma}^\sigma\) is \(c + 1\).

Now assume that \(\Gamma\) is connected in the sense that \(\Gamma_0 = k\). Denote by \(\Gamma^e = \Gamma \otimes \Gamma^{op}\) the enveloping algebra. \(\Gamma\) is called a graded \(l\)-Calabi-Yau algebra [11] if the following conditions hold:

1. As a \(\Gamma^e\) module, \(\Gamma\) has a finitely generated projective resolution of finite length;
2. \(\text{Ext}_{\Gamma^e}^t(\Gamma, \Gamma^e) = 0\) for \(t \neq l\) and \(\text{Ext}_{\Gamma^e}^l(\Gamma, \Gamma^e) \simeq A\) as \(\Gamma^e\) modules.

Calabi-Yau algebra is an important class of Artin-Schelter regular algebras, and found applications in many fields of mathematics, such as Homological mirror symmetry [21], cluster algebras and cluster categories [19, 20], string theory [22], conformal field theory [8], and Donaldson-Thomas invariants on Calabi-Yau threefold in geometrical invariant theory [27, 31].

It is known that an Artin-Schelter regular algebra \(\Gamma\) is \(l\)-Calabi-Yau if and only if \(E(\Gamma)\) is graded symmetric (see Proposition 2.10 of [32]).

Now assume that \(\Gamma\) is connected. Write \(\tilde{\Gamma}^\sigma = E(E(\Gamma) \ltimes DE(\Gamma)^\sigma)\). The quiver of a connected graded algebra is a quiver with only one vertex and arrows are just loops. So Theorem 4.2 tells us that there is just one more loop \(y\) in the quiver \(\tilde{Q}\) of \(\tilde{\Gamma}^\sigma\).

Since \(\Gamma\) is Koszul of global dimension \(l\), \(E(\Gamma)\) has Loewy length \(l + 1\). Under the automorphism \(\varepsilon'\) on \(E(\Gamma)\), \(E(\Gamma) \ltimes DE(\Gamma)^{\varepsilon'}\) is graded symmetric by Example 2.7. The following Proposition follows from Proposition 2.10 of [32].

**Proposition 4.3.** If \(\Gamma\) is a connected Koszul Artin-Schelter regular algebra of dimension \(l\), then \(\tilde{\Gamma} = E(E(\Gamma) \ltimes DE(\Gamma)^{\varepsilon'})\) is a Koszul \(l + 1\)-Calabi-Yau algebra.
For $\sigma_0 = \varepsilon\nu$, the Yoneda algebra of $\tilde{\Gamma}^{\sigma_0}$ is described in Example 2.8. So the new generator $y$ satisfies the condition
\[ xy = yx \]
for any $x \in \Gamma$. Thus $\tilde{\Gamma}^{\sigma_0}$ is just the central extension of $\Gamma$. With $\Gamma[\sigma] = \tilde{\Gamma}^{\sigma_0}$, we have the following theorem.

**Theorem 4.4.** Let $\Gamma$ be a Koszul Artin-Schelter regular algebra of global dimensional $l$ and Gelfand-Kirilov dimension $c$, then we have a family $\{\Gamma[\sigma]|\sigma \in \text{Aut} E(\Gamma)\}$ of Koszul Artin-Schelter regular algebras of global dimensional $l+1$ and Gelfand-Kirilov dimension $c+1$ parameterized by the group $\text{Aut}_g(E(\Gamma))$ of the graded automorphisms of the Yoneda algebra of $\Gamma$.

If $\Gamma$ is connected then $\Gamma[\nu^{-1}\varepsilon^l]$ is $l+1$-Calabi-Yau and $\Gamma[1]$ is a central extension of $\Gamma$.

We call each algebra $\Gamma[\sigma]$ a generalized twisted central extension of $\Gamma$ with the twister $\sigma$, and call the Calabi-Yau one a Calabi-Yau extension.
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