An Attention-based Recurrent Neural Network for Resource Usage Prediction in Cloud Data Center
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Abstract. To manage the computing resources efficiency is crucial for the Cloud data centers (CDCs). By predicting the resource usages of certain virtual machine (VM), the workload could be balanced before the resource overusing occurs. In this paper, we propose an attention-based time series prediction model, which contains an encoder of input attention mechanism and a decoder of a temporal attention mechanism, to optimize the efficiency of cloud data center. Experiments on Alibaba CDC VM trace dataset demonstrates that our proposed methods can outperform the classic LSTM method, especially when the resource usage data is lack of relationship.

1. Introduction
In Cloud data centers (CDCs), high energy efficiency is achieved through flexible allocation of computing resources. Due to the dynamic changes of user behavior, it is a huge challenge to optimize the resource allocation according to the user's real-time demand for physical resources. Therefore, Cloud service providers (CSPs) can implement dynamic server consolidation by predicting various devices' usage of computing resources in the CDC. These devices range from virtual machines (VMs), containers to physical hosts.

Due to the diversity and complexity of business, the demands of various computing resources by VMs or containers fluctuate drastically over time and lacks obvious rules in CDC. At this time, traditional prediction methods, such as automatic regression, cannot accurately capture the workload changes of modern CDCs. When the information is related in time series, the recurrent neural network (RNN) has been proved to be able to predict the state information for a period of time in the future more accurately than traditional prediction methods in many situations. In CDC, changes of device's workload are obviously related in time sequence. In essence, it is a time series-based behavior.

Time series forecasting algorithms have been widely used in many fields, such as stock price forecasting, weather forecasting and action forecasting. Autoregressive moving average (ARMA)[1] mechanism has shown effectiveness in many real scenarios, but it lost the advantages when describing nonlinear relationships. In order to solve this problem, a model[2] that combines linear regression and wavelet neural network is proposed to predict the short-term future workload. However, this method faces the problem of large errors when predicting the workload for a long period of time in the future.
Kumar et al. [3] proposed a prediction model that integrates artificial neural networks and adaptive differential evolution algorithms. Compared with linear regression and backpropagation-based methods, this model exhibits higher accuracy. [4] proposed a cluster-based learning method to improve the accuracy of prediction, but this method is difficult to determine the appropriate learning rate. In [5], based on the $k$-NN method, the author proposes two cooperative filtering techniques to allow the workload prediction model to achieve better performance on multi-core systems.

![Figure 1. CPU trace of m_633.](image1.png)

![Figure 2. Memory trace of m_633.](image2.png)

![Figure 3. I/O trace of m_633.](image3.png)
Recurrent neural network (RNN) [6] emphasizes the connectivity of neurons between hidden layers in order to effectively deal with sequence problems by using historical memory in the neural network. In the past few years, RNN models have been used to solve the workload prediction problem in Cloud computing. Zhang et al. [7] proposed an RNN-based model to improve the accuracy of predicting workloads. Similarly, [8, 9] used a classic recurrent neural network structure to predict the workload of the cloud data center in the future. Analyzing the conclusions of the above research, it can be concluded that the recurrent neural network has a better performance in solving the prediction problem of short-term dependence. However, the research in [10, 11] shows that RNN cannot effectively guarantee the solution of long-term prediction problems. This is caused by the fact that traditional recurrent neural networks cannot solve the problem of gradient disappearance during training. When the distance between the information and the predicted value increases, the recurrent neural network will lose its ability to connect and use meaningful information. This problem is also known as the long-term dependency problem. In order to solve this problem, the improvement of recurrent neural network, long short-term memory network (LSTM) [6] appeared. Song et al. [12] used LSTM to predict the workload of the server, which is a great improvement compared to the method based on the traditional recurrent neural network proposed by them [13]. An LSTM model using correlation learning was developed to capture the relationship between different computing resource indicators and predict future workloads more accurately [14]. Compared with LSTM, GRU [15] can converge faster and has fewer parameters to set. Chen et al. [16] proposed a prediction method based on automatic decoder and GRU to predict the workload of VMs in cloud data centers. They first use the
sparse encoder to extract the features of historical data, and then make predictions based on the GRU model.

In summary, most of the existing RNN-based prediction methods are based on the traditional recurrent neural network structure, so it is difficult to avoid the problem of gradient disappearance, and it is unable to capture long-term memory dependence in historical workloads. In order to solve this problem, Bahdanau et al. [17] proposed an attention-based encoder-decoder network to select parts of hidden states through the time steps. Moreover, in a production environment, the usage of a certain resources by the VM is not independently related to the resource itself. For example, when a VM uses a CPU to perform computing tasks, it usually uses a large amount of memory to store intermediate data at the same time. Fig. 1–5 shows such a pattern, where the data comes from the trace of a VM (No. m_633) in the Alibaba Cloud data center. Fig. 1 shows the CPU usage of the VM, and Fig. 2 shows the memory usage of the VM. It can be seen that there is a strong correlation between the two. Fig.3–5 demonstrate the usages of disk I/O and network in/out of the VM, respectively. Therefore, it is worth considering to predict the CPU usage by using the trace of the VM’s use of multiple resources.

Based on this, this paper proposes a multi-level attention-based RNN to predict the amount of CPU resource used by the VMs in CDC. One time step is divided into two folds. First, by referring to the previous encoder hidden state, we extract the relevant driving series. Then, we select relevant encoder hidden states. Each fold is deployed with the attention mechanism. The above mentioned two attention models are integrated within an LSTM network and can adaptively select the most relevant input features as well as capture the long-term temporal dependencies in the time series. To evaluate the efficiency of the proposed model, we compare it with classic LSTM mechanism by using Alibaba CDC VM trace dataset [18].

2. Attention-based LSTM

In this section, first we introduce the used notation of the study, and then present attention-based LSTM time series workload prediction in CDC.

2.1. Notation and Problem Description

Given \( n \) driving series which presents \( n \) resource usage traces, i.e., \( X = (x^1, x^2, ..., x^n)^T = (x_1, x_2, ..., x_T) \), where \( T \) is the window size. We use \( x^k = (x^k_1, x^k_2, ..., x^k_T)^T \) to present a \( T \) length driving series and use \( x_t = (x^1_t, x^2_t, ..., x^n_t)^T \) to denote a vector of exogenous input series at time \( t \).

Given the previous values of the target series \( (y_1, y_2, ..., y_{T-1}) \) and the past and current values of \( n \) driving series \( (x_1, x_2, ..., x_T) \), our problem is to learn a nonlinear mapping to the current value of the target series \( y \): \( \hat{y}_t = F(y_1, y_2, ..., y_{T-1}, x_1, x_2, ..., x_T) \), where \( F(\cdot) \) is the target nonlinear mapping function.

2.2. Model

The leveraged attention-based mechanism is two-fold. In the encoder, an attention module is used to adaptively select the relevant series. Then in the decoder, the relevant encoder hidden states is selected via another attention module.

2.3. Encoder

For workload time series prediction, given the input workload sequence \( X = (x_1, x_2, ..., x_T) \), the encoder is to learn a mapping from \( x_t \) to \( h_t = f_1(h_{t-1}, x_t) \), where \( h_t \) is the hidden state of the encoder at time \( t \), and \( f_1 \) is a non-linear activation function. We use a GRU as a memory cell with the state \( s_t \) at time \( t \). Accessing it is controlled by three gates: forget gate \( f_t \), input gate \( i_t \) and output gate \( o_t \). The following describes the update of a GRU:
\[ f_t = \sigma(W_f[h_{t-1}; x_t] + b_f) \]
\[ i_t = \sigma(W_i[h_{t-1}; x_t] + b_i) \]
\[ o_t = \sigma(W_o[h_{t-1}; x_t] + b_o) \]
\[ s_t = f_t \odot s_{t-1} + i_t \odot \tanh(W_o[h_{t-1}; x_t] + b_s) \]
\[ h_t = o_t \odot \tanh(s_t), \]

where \([h_{t-1}; x_t]\) is the concatenation of the previous hidden state \(h_{t-1}\) and the current input \(x_t, W_f, W_i, W_o, b_f, b_i, b_o, b_s\) are learning parameters, \(\sigma\) is a logistic function, and \(\odot\) is an element-wise multiplication.

Given the \(k\)-th input driving series \(x^k = (x^k_1, x^k_2, ..., x^k_T)^T\), an input attention mechanism is constructed based on a deterministic attention model by referring the previous hidden and the cell states with \(e_t^k = v^k_d \tanh(W^k_d[h_{t-1}; s_{t-1}] + U^k_d x^k)\) and \(a_t^k = \frac{\exp(e^k_t)}{\sum_{i=1}^{n} \exp(e^k_i)}\), where \(v^k_d, W^k_d\) and \(U^k_d\) are learning parameters, \(a_t^k\) is the weight that measures the importance of the \(k\)-th input feature at time \(t\). With the weight, the driving series are extract with \(\tilde{x}_t^k = (a_t^1 x_t^1, a_t^2 x_t^2, ..., a_t^n x_t^n)^T\). We then update the hidden state at time \(t\) as \(h_t = f_1(h_{t-1}, \tilde{x}_t^k)\), where \(f_1\) is a GRU.

### 2.4. Decoder

To predict \(y_T\), we also use an attention mechanism in the decoder to select relevant encoder hidden states. The procedure is very similar to the encoder. First, we calculate the attention weight with \(l_t^i = v^i_d \tanh(W^i_d[d_{t-1}; c_{t-1}] + U^i_d h_t)\) and \(\beta^i_t = \frac{\exp(l^i_t)}{\sum_{j=1}^{T} \exp(l^j_t)}\), where \(v^i_d, W^i_d\) and \(U^i_d\) are learning parameters, \(\beta^i_t\) is the weight that measures the importance of \(i\)-th encoder hidden state. The context vector \(c_t = \sum_{i=1}^{T} \beta^i_t h_i\) is the weighted sum of all encoder hidden states. Then, all such vectors are combined with the given series \((y_1, y_2, ..., y_{T-1})\) as \(\hat{y}_{t-1} = w^T[y_{t-1}; c_{t-1}] + b\), where \([y_{t-1}; c_{t-1}]\) is a concatenation of \(y_{t-1}\) and \(c_{t-1}\), \(w\) and \(b\) map the concatenation to the decoder input's size. After this, we can obtain \(d_t = f_2(d_{t-1}, \hat{y}_{t-1})\), where \(f_2\) is a GRU. And then we have

\[ f_t' = \sigma(W_f'[d_{t-1}; \hat{y}_{t-1}] + b_f') \]
\[ i_t' = \sigma(W_i'[d_{t-1}; \hat{y}_{t-1}] + b_i') \]
\[ o_t' = \sigma(W_o'[d_{t-1}; \hat{y}_{t-1}] + b_o') \]
\[ s_t' = f_t' \odot s_{t-1}' + i_t' \odot \tanh(W_o'[d_{t-1}; \hat{y}_{t-1}] + b_s') \]
\[ d_t = o_t' \odot \tanh(s_t'). \]

### 2.5. Hence

\[ y_T = F(y_1, ..., y_{T-1}, x_1, ..., x_T) = v_T^W [d_T; c_T] + b_w \]
3. Evaluation

3.1. Dataset and Evaluation Metrics

we use Alibaba CDC dataset for empirical studies. This dataset contains the traces of 4,023 VMs in the Alibaba CDC. ALibaba CDC collected the usage of resources in every 5 minutes (a time slice) and the trace of a VM contains 60,000 time slices. Their usages of resources are roughly divided into three patterns. In pattern $a$, the resources are used periodically in long term and with sharp fluctuations in short term. An example is shown in Fig.6, and its corresponding index in Alibaba CDC dataset is $m_{1392}$. In pattern $b$, the resources are used periodically in long term and without sharp fluctuations in short term. An example is shown in Fig.7, and its corresponding index in Alibaba CDC dataset is $m_{225}$. Pattern $c$ is lack of regularity in the use of resources. An example is shown in Fig.8, and its corresponding index in Alibaba CDC dataset is $m_{3}$.

We compare the proposed attention-based method against the classic LSTM method. To measure the effectiveness of the two methods for CPU workload prediction, we use mean absolute error (MAE).
3.2. Results

We use the traces of \( m_{1392}, m_{225} \) and \( m_3 \) to evaluate the performance. In the experiment, the first 50\% data of certain VM's trace are leveraged for training, then 20\% of them are used as validation set. The last 30\% data (17,500) are used as the test set. Fig. 9, 10, 11 demonstrate the comparisons of the predictions results by our methods and the real traces of the VMs, respectively.

![Figure 9. Comparison of the predictions results by our methods and the real trace of pattern a.](image-url)
Figure 10. Comparison of the predictions results by our methods and the real trace of pattern b.

Figure 11. Comparison of the predictions results by our methods and the real trace of pattern c.

Table 1. Prediction MAE results ($\times 10^{-2}$%) over Alibaba CDC dataset (pattern a, pattern b, and pattern c)

|            | pattern a | pattern b | pattern c |
|------------|-----------|-----------|-----------|
| Our attention-based method | 1.58      | 0.66      | 3.63      |
| LSTM       | 1.81      | 0.97      | 7.51      |

In Table 1, we observe that the MAE of our proposed method is better than that of LSTM in all three patterns. For pattern a and pattern b, which present obvious periodical regularity, LSTM can capture the relationship between the past and the future to some extent. For pattern c, which is lack of obvious regularity, our attention-based prediction method shows its high effectiveness.

4. Conclusion

In this paper, we presented an attention-based time series prediction model, which contains an encoder of input attention mechanism and a decoder of a temporal attention mechanism, to optimize the efficiency of cloud data center. Experiments on Alibaba CDC VM trace dataset demonstrates that our
proposed methods can outperform LSTM method, especially when the resource usage data is lack of relationship.

This paper is focus on the prediction of CPU usage. In the future, our work can take the multiple resource usage prediction into consideration. CPU is no longer the only primary computing resource in today's CDC. The usage of memory, disk I/O, and network must be accurately predicted in the future.
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