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Predicting Characteristics Associated with Breast Cancer Survival Using Multiple Machine Learning Approaches
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Breast cancer is one of the most commonly diagnosed female disorders globally. Numerous studies have been conducted to predict survival markers, although the majority of these analyses were conducted using simple statistical techniques. In lieu of that, this research employed machine learning approaches to develop models for identifying and visualizing relevant prognostic indications of breast cancer survival rates. A comprehensive hospital-based breast cancer dataset was collected from the National Cancer Institute’s SEER Program’s November 2017 update, which offers population-based cancer statistics. The dataset included female patients diagnosed between 2006 and 2010 with infiltrating duct and lobular carcinoma breast cancer (SEER primary cites recode NOS histology codes 8522/3). The dataset included nine predictor factors and one predictor variable that were linked to the patients’ survival status (alive or dead). To identify important prognostic markers associated with breast cancer survival rates, prediction models were constructed using K-nearest neighbor (K-NN), decision tree (DT), gradient boosting (GB), random forest (RF), AdaBoost, logistic regression (LR), voting classifier, and support vector machine (SVM). All methods yielded close results in terms of model accuracy and calibration measures, with the lowest achieved from logistic regression (accuracy = 80.57 percent) and the greatest acquired from the random forest (accuracy = 94.64 percent). Notably, the multiple machine learning algorithms utilized in this research achieved high accuracy, suggesting that these approaches might be used as alternative prognostic tools in breast cancer survival studies, especially in the Asian area.

1. Introduction

Breast cancer has a high mortality rate. Breast cancer affects more than 1.5 million women worldwide each year, as per the World Health Organization [1]. Breast carcinoma is one of the most well-known kinds of cancer, having been first discovered in Egypt in approximately 1600 BC [2]. Tumors may be used to screen for breast cancer. Tumors are categorized as benign or malignant. To identify malignant neoplasms, physicians must use an active detection strategy. However, even with professionals, cancers are notoriously difficult to detect [3]. As a consequence, an automated technique is required for cancer detection. Numerous studies have tried to predict the survival of carcinoma in humans using machine learning methodologies, and they have also shown that these algorithms are more successful in diagnosing carcinoma [3]. Typically, a physician’s knowledge and ability are essential to ensure a patient’s detection precision [4]. This capacity, however, is perfected through years of seeing the detrimental effects of
various individuals and validating diagnoses. Despite this, there is no guarantee of reliability. Due to developments in processing technology, it is now very simple to collect and maintain large amounts of data, such as specialized databases of electronic patient information [5]. Without the help of a personal computer, it would be difficult to parse these enormous datasets, considerably more so while doing broad information examination. Also, an exact replica of genuine cancer might keep individuals from getting vital therapy. As a result, precisely diagnosing and arranging bosom disease into harmless and threatening subtypes is a significant subject of study. Somewhat recently, AI calculations have been broadly utilized to distinguish bosom diseases and derive different ideas from information designs. AI is well known for its application in disease classification and demonstration. It is a strategy for finding examples of obscure consistency in a wide scope of datasets. It contains an expansive assortment of strategies for uncovering rules, ideal models, and connections inside information groupings, as well as respect to making theories about these linkages that might be used to see recently covered information. Figure 1 illustrates the primary applications of machine learning in the medical field.

As a consequence, AI’s usage in healthcare contexts is quickly growing as a consequence of its predictive and classification capabilities, most notably in clinical analysis to define breast cancer, and it is now extensively utilized in biomedical research.

Breast cancer is still the most prevalent malady among Bangladeshi women. It has developed into a hidden weight, accounting for 69 percent of illness deaths in females [6]. Breast cancer has the greatest prevalence rate (19.3 per 100,000) among Bangladeshi females between the ages of 15 and 44 years [7] when compared to other types of illness. Between 2008 and 2010, cervical cancer was the second most common cancer in this group of women, with a prevalence rate of 12.4 per 100,000. The absence of infection awareness, lack of confidence in clinical decision-making, unethical screening procedures, and early metastatic misuse have all been linked to an increase in the frequency rate [8]. Additionally, patients are prevented from receiving cancer therapy due to a lack of financial resources, the infection’s social stigma, and their fear of the treatment. According to findings from research conducted by Bangladesh’s National Institute of Cancer Research and Hospital in 2010, breast cancer was responsible for 21% of all deaths among women aged 15 to 49. Bangladesh’s National Institute of Cancer and Research Hospital urges that bosom disease become a serious public health concern for the Bangladesh government. According to a study conducted in Bangladesh’s Khulna Division in 2007–2008, 87 percent of new cases of bosom illness were classified as stage III+, indicating that malignant development has spread to various body areas. Treatment options were limited and costly, even more so in low-income nations like Bangladesh. The main reason for this could be a lack of public awareness about early cancer screening, which is similar to the case in Bangladesh’s rural districts.

Already, specialists have dissected factors influencing bosom malignant growth endurance rates utilizing basic programming projects like Microsoft Excel, SPSS, and STATA [9–11]. These preprogrammed measurable devices are not particularly adaptable when it comes to tracking down new factors or delivering inventive and integrative outlines [12]. Because of the shortcomings of traditional factual examinations, various AI (ML) calculations have been widely used in this domain [13–20]. The choice tree approach is a managed learning method that pictures the results in an effectively interpretable tree structure, which is the basis for breaking down tremendous measures of information [21–24]. Breiman’s calculation, a subordinate of DT, is fit for working in both regulated and unaided modes and can deal with both consistent and straight-out information in order and relapse issues [25, 26]. Artificial neural networks have regularly been described as secret elements, demonstrating via preparing on information with known results and tuning loads for further developed expectations in situations with obscure results [27, 28]. Outrageous Boost is a parallelizable outfit of order and relapse trees that produces precise forecasts, is easy to utilize, and has beaten different calculations in different AI challenges [29]. Strategic relapse is based on Gaussian dispersion and is capable of dealing with various types of factors, such as nonstop, discrete, and dichotomous, without making any assumptions about their ordinariness [30, 31]. For regulated grouping, support vector machines are used. They work by defining the best choice limit for isolating main elements into specific groups and then forecasting the class of future perceptions based on this detachment limit [32].
the fact that AI strategies for bosom disease have been created and inspected before, factors like area, way of life, and open information might shift. We confirmed that it is indispensable to foster models for the Bangladeshi setting to learn the factors influencing bosom malignant growth patients’ endurance rates. In addition, it is very useful to execute variable choice utilizing AI approaches in the clinical area, where experts have an inclination for old-style factual strategies. The goal of this study is to use conventional AI approaches to develop interpretable prognostic models to uncover the primary characteristics that affect persons with heart disease’s survival rates in an Asian climate. The major goal of this study is to demonstrate how machine learning may be used to detect breast cancer features. The study’s most significant aspect is that we used a variety of well-known machine learning algorithms to achieve the best results. In our investigation, we used many well-known machine learning algorithms. The RF, DT, K-NN, SVM, voting classifier, GB classifier, AdaBoost classifier, and LR algorithms achieved 94.64 percent, 89.22 percent, 83.87 percent, 84.67 percent, 88.26 percent, 91.78 percent, 89.0 percent, and 80.57 percent accuracy, respectively. The accuracy percentage of the models utilized in this analysis is substantially higher than in earlier investigations, indicating that these models are more reliable. Several model evaluations have demonstrated their resilience, and the strategy may be extrapolated from the study.

According to research, the situation may improve if women can detect and cure breast cancer early. They must do so by accurately forecasting the disease’s development from a mild condition to breast cancer. Machine learning technology may aid in the early generation of correct forecasts. There are several machine learning systems, but unfortunately, their predictions are unreliable and inaccurate. They are also concerned about over- and underfitting. As a result, we developed a machine learning model to assist medical technicians in the early detection of cancer sickness. It will confirm and indicate whether or not an individual has breast cancer.

Our study’s key contribution, as previously stated, is that we used numerous machine learning models on a publically available dataset. Previously, the majority of research used a large model to predict breast cancer. However, we tested many different machine learning algorithms to predict breast cancer features and compared the results to earlier studies. The remainder of this work is organized as follows. Section 2 discusses the Method and Experiment Methodology, Section 3 discusses the Result Analysis, and Section 4 discusses the Conclusions.

2. Method and Experiment Methodology

This part includes a description of the dataset, a block diagram, a flow diagram, assessment matrices, and information on the techniques and materials utilized.

2.1. Dataset. This breast cancer patient database was compiled from the November 2017 update of the National Cancer Institute’s SEER Program, which provides population-based cancer statistics [33]. Female patients diagnosed with infiltrating duct and lobular carcinoma breast cancer (SEER primary cites recode NOS histology codes 8522/3) between 2006 and 2010 were included in the study. Patients with uncertain tumor size, patients with investigated regional LNs, patients with positive regional LNs, and patients with less than one month of survival were omitted; hence, 4024 patients were eventually included. The complete number of data in the “status” column of the dataset is shown in Figure 2.

The overall number of missing values in each column of the database is shown in Figure 3. Due to the absence of a missing value, the outcome has been displayed as zero.

2.2. Block Diagram of the System. The block diagram of the AI framework is displayed in Figure 4. The components that contribute to the expectation have been identified, and the model’s objective value has been established so that it can hypothesize. After that, the dataset was divided into equal portions for preparation and testing. The split was accomplished by random examination, which results in an unequal distribution of preparation and testing time.

Following that, two examinations were conducted, with an 80 percent preparation size and a 20% testing size. Following that, the pieces were scaled using guidelines. To facilitate comprehension, several histogram and scatterplot representations of the preparation split were created. Following that, the framework’s preparation begins.

2.3. Used Algorithms. Breast cancer is the most commonly detected disease in the medical field, and the incidence of diagnosis is increasing year after year. The SEER Breast Cancer Database was used to assess eight widely used machine learning algorithms for predicting breast cancer recurrence mortality rates.

(i) Random forest
(ii) Decision tree
(iii) K-nearest neighbor
(iv) Logistic regression
(v) Support vector machine
2.3.1. Random Forest Flowchart. Random forest is a technique for directed machine learning [34]. It makes a “forest” out of a group of carefully chosen trees that have been largely prepped for the “bagging” technique. The bagging strategy’s basic rationale is that mixing many learning models increases the final result. Random forest generates several alternative trees and combines them to get a more precise and dependable representation. It offers the benefit of tackling the arrangement and relapse problems that plague the majority of modern machine learning frameworks. One more striking component of the random forest methodology is that deciding the overall significance of everything in the estimate is so direct. Sklearn offers a remarkable mechanical assembly for assessing the meaning of a component by looking at how much pollution is decreased all throughout the backwoods by the tree communities that utilize it. Following planning, it works out this score for each brand name and changes the discoveries, fully intent on raising the outright importance. The adaptability of the random forest is one of its most charming elements. It can be used to find backslides and gather data, and the importance of good data is clear. Moreover, it is a valuable system since the default hyperparameters it utilizes frequently produce unequivocal assumptions. Because there are not many hyperparameters to begin with, understanding them is essential. Overfitting is a notable issue in AI, yet it seldom happens with the erratic arbitrary woodland classifier. The classifier will not overfit the model if there are sufficient trees in the backwoods. The random forest approach is made up of a progression of decision trees, every one of which is developed by utilizing a bootstrap test from a preparation set. The out-of-pack (OOB) test, which we will talk about later, is 33% of the preparation test that is saved for the end goal of testing. The dataset is then infused with one more case of randomization utilizing highlight packing, expanding its assortment while diminishing the relationship across choice trees. The strategy for anticipating differs as per the situation.

2.3.2. Decision Tree Flowchart. This review utilizes a decision tree classifier. This classifier [35] appears to recursively segment the model space. A prescient worldview acts as a guide between the characteristics of a thing and its qualities [36]. It routinely isolates every potential information result into bits. Each nonleaf hub relates to an element explored, each branch to the result of the trial, and each leaf hub to a judgment or order [36]. The root hub of the tree, which is at the very top, shows the most frequently utilized forecast model. A decision tree’s two hubs are the decision hub and the leaf hub. While leaf hubs are the consequence of those decisions and have no additional branches, decision hubs are utilized to settle on those choices and contain a few branches. The results of the tests or decisions are dependent upon the dataset’s properties. The decision tree is not difficult to grasp since it repeats the meanings that an individual goes through while settling on a certifiable choice. It could be extremely helpful in settling issues with direction. Think about all the doable answers to an issue. Cleaning information is not needed, however much it is with different strategies.

2.3.3. K-Nearest Neighbor. One of the most important AI calculations is the K-NN technique. It is dependent on the learning approach used. The K-NN method admits that the new case and previous cases are interchangeable and assigns the new case to a classification that is similar to the previous classifications. The K-NN calculation keeps up with every single accessible data point and arranges new information accordingly in view of its comparability with recently characterized information. This truly means that using the K-NN approach, new information might be quickly arranged into a distinct classification. The K-NN method can be used for relapsing and grouping, although it is most commonly employed for order difficulties. The K-NN method is nonparametric, which means it makes no assumptions about the data. It is now and then alluded to as a “sluggish student” calculation since it does not gain from the preparation set in a flash, but rather keeps up with and orders the data later. The K-NN approach only saves the information during the preparation stage, and when it gets new information, it sorts it into a class that is generally practically identical to the new information. This review uses the K-nearest neighbor classifier, which is one of the most frequently involved order calculations in AI [37]. The K-nearest neighbor procedure is a nonparametric technique for characterizing information. This classifier characterizes things as indicated by their proximity to “K” nearest neighbors. It is worried about the quick environmental elements of the thing, as opposed to the necessary information conveyance [38].

2.3.4. Logistic Regression. Logistic regression is one of the most frequently utilized AI calculations in the regulated learning approach [39]. It is an estimating approach that utilizes a gathering of free factors to expect an all-out subordinate variable. To estimate the result of a single dependent variable, a logistic regression is used. As a result, the end result should have a clear or discrete character. It very well
may be Yes or No, 0 or 1, valid or bogus, etc., but probabilistic qualities somewhere in the range of 0 and 1 are presented rather than exact qualities like 0 and 1. Calculated relapse and direct relapse are moderately comparative in their application. Straight regression is utilized to tackle relapse issues, while logistic regression is utilized to address arrangement hardships. Instead of fitting a relapse line, we utilize logistic regression to fit an “S” molded calculated work that predicts two most extreme qualities (0 or 1). The calculated capacity’s bend shows the likelihood of anything, for example, regardless of whether cells are harmful, or regardless of whether a mouse is fat contingent upon its weight. As a result of using both continuous and discrete datasets, calculated relapse is a common AI strategy. It can predict and group new information by using both datasets.

2.3.5. Support Vector Machine. A SVM model is a representation of events as points in space, separated by a substantial gap between examples of distinct classes [40]. Alongside direct arrangement, SVMs can achieve successful nonstraight characterization by verifiably planning their contributions to high-layered include spaces. Support vectors alone; we do not have to stress over different perceptions since the edge is determined utilizing the focuses closest to the hyperplane (support vectors), while calculated relapse characterizes the classifier across all places. Thus, SVM benefits from specific innate speedups.

2.3.6. Voting Classifier. A voting classifier is a kind of AI model that learns from a large number of models and predicts an outcome (class) based on the class that has the best chance of being chosen as the result [41]. It basically totals the consequences of every classifier that is taken care of in the democratic classifier and estimates the result class in view of the class with the biggest democratic greater part. In hard democratic, the extended outcome class is the one with the most votes, i.e., the class that had the highest likelihood of being predicted by all of the classifiers. Accept three classifiers as a starting point for predicting the result class (A, A, and B). As a result of the scenario, the majority of people predicted this. Subsequently, A will fill in as the last gauge. The resulting class in delicate democracy is the estimate in view of the normal distribution of the probabilities allotted to that class. Expect that given a contribution to three models, the forecast likelihood for class An is (0.30, 0.47, 0.53) and that for class B is (0.30, 0.47, 0.53) (0.20, 0.32, 0.40). Hence, with a normal of 0.4333 for class An and 0.3067 for class B, class An is clearly the champ since it had the best normal likelihood of arriving at the midpoint of every classifier.

2.3.7. Gradient Boosting Classifier. Gradient boosting is an AI approach that is regularly utilized for relapse and arrangement applications [42]. It creates an expectation model utilizing an ensemble of frail forecast models, most frequently choice trees. At the point when a choice tree fills in as the frail student, the resultant technique is alluded to as “slope-supported trees.” It regularly beats the arbitrary backwoods. A slope-help tree model is developed in a similar way as other supporting methodologies, but it contrasts in that it permits enhancement of any differentiable misfortune work.

2.3.8. AdaBoost Classifier. Boosting was invented in machine learning to address the issue of whether a collection of weak classifiers might be transformed into a strong classifier [43]. A poor learner or classifier is one that outperforms random guessing. Because it will be made up of a large number of weak classifiers, each of which is better than random, it will be resistant to overfitting. As a poor classifier, a simple threshold on a single feature is usually used. It is positive if the characteristic exceeds the anticipated value; otherwise, it is negative. AdaBoost is an acronym for “adaptive boosting,” a technique for converting weak learners or predictors into strong predictors in order to solve classification issues.

2.4. Matrices of Evaluation. Figure 5 depicts the confusion matrix. Machine learning classification models’ performance is measured using confusion matrices. To assess the performance of the models created, the confusion matrix was employed.
3. Result and Data Analysis

3.1. Visualization of Feature Selection. Figure 6 depicts the strategy to feature selection. The ability to understand how features are connected to one another is aided by feature selection.

As seen in Figure 6, the primary goal characteristic “status” is positively correlated with all other variables except the surviving months.

3.2. Accuracy of the Model

3.2.1. Random Forest. A random forest classifier’s classification report is shown in Figure 7.

Among all the other algorithms, it had the highest accuracy (94.64 percent). The random forest model can correctly identify 95% of the characteristics that are associated with breast cancer. A random forest classifier’s confusion matrix is shown in Figure 8.

There are 1291 correct guesses and 73 incorrect predictions in this example. This model predicted 642 data as 0 and 649 data as 1. So, this is its correct prediction. However, it also predicted 39 data points to be 0 and 34 data points to be 1. This is an absolutely wrong prediction.

3.2.2. Logistic Regression. Figure 9 demonstrates the classification report of the logistic regression classifier.

Here, logistic regression has achieved 81% accuracy. In this case, this model can correctly identify 81% of the characteristics that are associated with breast cancer.

Figure 10 shows the confusion matrix of the logistic regression classifier.

In this case, there are 1099 correct predictions and 265 erroneous predictions, respectively. This model predicted 572 data as 0 and 527 data as 1. So, this is its correct prediction. However, it also predicted 161 data points to be 0 and 104 data points to be 1. This is an absolutely wrong prediction. In this case, the number of wrong predictions is greater than the random forest. For this reason, the accuracy is less than that of the random forest algorithm.

3.2.3. Support Vector Machine. Figure 11 demonstrates the classification report of the support vector classifier.

Here, support vector machine has achieved 85% accuracy. In this case, this model can correctly identify 85% of the characteristics that are associated with breast cancer.

Figure 12 shows the confusion matrix of the support vector classifier.

There are 1155 correct predictions and 209 false guesses in this case. This model predicted 614 data as 0 and 541 data as 1. So, this is its correct prediction. However, it also predicted 147 data points to be 0 and 62 data points to be 1. This is an absolutely wrong prediction. In this case, the number of wrong predictions is greater than the random forest but lower than the logistic regression. For this reason, the accuracy is less than random forest but greater than logistic regression.

3.2.4. Voting Classifier. Figure 13 shows the classification result of the voting classifier.

The voting classifier model can correctly identify 88% of the characteristics that are associated with breast cancer. For this reason, the accuracy is 88%, which is better than logistic regression and support vector machine. A random forest classifier’s confusion matrix is shown in Figure 8.

The voting classifier’s confusion matrix is shown in Figure 14.

The number of correct forecasts is 1204 while the number of wrong guesses is 160. This model predicted 610 data as 0 and 594 data as 1. So, this is its correct prediction. However, it also predicted 94 data points to be 0 and 66 data points to be 1. This is an absolutely wrong prediction. In this case, the number of wrong predictions is greater than the random forest but lower than logistic regression and support vector machine. For this reason, the accuracy is less than random forest but greater than logistic regression and support vector machine.

3.2.5. Decision Tree Classifier. The classification result of the decision tree classifier is shown in Figure 15.

The decision tree classifier model can correctly identify 89% of the characteristics that are associated with breast cancer. For this reason, the accuracy is 89% which is better than LR, SVM, and voting classifier.

The decision tree classifier’s confusion matrix is shown in Figure 16.

The number of correct and false predictions in this case is 1217 and 147, respectively. This model predicted 595 data as 0 and 622 data as 1. So, this is its correct prediction. However, it also predicted 66 data points to be 0 and 81 data points to be 1. This is an absolutely wrong prediction. In this case, the number of wrong predictions is greater than the random forest but lower than logistic regression and support vector machine. For this reason, the accuracy is less than random forest but greater than logistic regression and support vector machine.
Figure 6: Visualization of feature selection.

Figure 7: Random forest classifier classification report.
3.2.6. Decision K-Nearest Neighbor Classifier. The K-nearest neighbor classifier’s classification result is shown in Figure 17.

The K-NN model can correctly identify 84% of the characteristics that are associated with breast cancer. For this reason, the accuracy is 84% which is better than with logistic regression.

The K-NN classifier’s confusion matrix is shown in Figure 18.
Figure 15: Decision tree classifier classification report.

Figure 16: Confusion matrix of decision tree classifier.

Figure 17: Classification report of K-NN classifier.

Figure 18: Confusion matrix of K-nearest neighbor classifier.

Figure 19: Classification report of gradient boosting classifier.

Figure 20: Gradient boosting classifier confusion matrix.

Figure 21: Classification result of AdaBoost classifier.

Figure 22: Confusion matrix of AdaBoost classifier.
3.2.7. Gradient Boosting Classifier. Figure 19 shows the classification result of the GB classifier.

The GB model can correctly identify 92% of the characteristics that are associated with breast cancer. As a result, the accuracy is 92 percent, which is higher than the accuracy of other techniques such as LR, SVM, voting classifier, and K-NN.

Figure 20 depicts the gradient boosting classifier’s confusion matrix.

Here, the number of correct predictions and false predictions is 1252 and 112, respectively. This model predicted 635 data as 0 and 617 data as 1. So, this is its correct prediction. However, it also predicted 71 data points to be 0 and 41 data points to be 1. This is an absolutely wrong prediction. In this case, the number of wrong predictions is greater than the random forest but lower than logistic regression. For this reason, the accuracy is less than random forest but greater than the logistic regression.

3.2.8. AdaBoost Classifier. The classification result of the AdaBoost classifier is shown in Figure 21.

The AdaBoost model can correctly identify 89% of the characteristics that are associated with breast cancer. For this reason, the accuracy is 89% which is equal to the decision tree classifier’s result.

The confusion matrix of the AdaBoost classifier is shown in Figure 22.

Here, the number of correct predictions and false predictions is 1214 and 150, respectively. This model predicted 621 data as 0 and 593 data as 1. So, this is its correct prediction. However, it also predicted 95 data points to be 0 and 55 data points to be 1. This is an absolutely wrong prediction. In this case, the number of wrong predictions is greater than the random forest.

3.3. Model Comparison. The models in Table 1 are compared to those in prior research articles. The table demonstrates unequivocally that random forest is the greatest model among the framework’s several models. It has a higher F1 score, is more precise, has a better evaluation, and has a larger zone under the bend.

According to Table 1, all of the methods have a good level of accuracy. The random forest approach, on the other hand, is a better option because it is more accurate. In this study, the RF method was 94% accurate. The voting classifier was only 87% accurate in [20]. Using the decision tree method, this article got 89.22 percent of the time right, while the authors of [26] got 73.2 percent of the time right.

4. Conclusion

This research used machine learning methods to analyze predictive markers for breast cancer survival. When compared to other algorithms, the random forest approach produced somewhat higher accuracy when evaluating models. In this research, RF, DT, K-NN, SVM, voting classifier, GB classifier, AdaBoost classifier, and LR algorithms achieved 94.64 percent, 89.22 percent, 83.87 percent, 84.67 percent, 88.26 percent, 91.78 percent, 89.0 percent, and 80.57 percent accuracy, respectively. Nonetheless, the accuracy of all the algorithms looked to be near. In this regard, this research established the model’s performance and significant factors affecting breast cancer patients’ survival rates, which may be used in clinical practice, especially in the Asian scenario. The accuracy % of the models used in this study is significantly greater than in previous research, implying that the models used in this study are more accurate. The random forest technique beats other approaches when cross-validation measures are used to predict breast cancer. The framework models could be improved in the future by adding a larger dataset and machine learning models like majority voting and bagging. This increases the framework’s reliability and enhances its presentation. By simply submitting MRI data, the machine learning framework may assist the general community in determining the risk of cancer in adult patients. Ideally, it will aid patients in obtaining early cancer treatment and reclaiming their lives.

Data Availability

The data used to support the findings of this study are freely available at https://http://ieeexplore.org/open-access/seer-breast-cancer-data.

Conflicts of Interest

The authors declare that they have no conflicts of interest to report regarding the present study.
Acknowledgments

This research was funded by the Deanship of Scientific Research at Taif University, Kingdom of Saudi Arabia, through Taif University Researchers Supporting Project Number TURSP-2020/265.

References

[1] M. A. Mohammed, B. Al-Khateeb, A. N. Rashid, D. A. Ibrahim, M. K. A. Ghanii, and S. A. Mostafa, "Neural network and multi-fractal dimension features for breast cancer classification from ultrasound images," Computers & Electrical Engineering, vol. 70, pp. 871–882, 2018.

[2] M. M. Y. Al-Hashimi and X. J. Wang, "Breast cancer in Iraq, incidence trends from 2000-2009," Asian Pacific Journal of Cancer Prevention, vol. 15, no. 1, pp. 281–286, 2014.

[3] B. M. Gayathri, C. P. Sumathi, and T. Santhanam, "Breast cancer diagnosis using machine learning algorithms–a survey," International Journal of Distributed and Parallel Systems (IJDPS), vol. 4, no. 3, pp. 105–112, 2013.

[4] P. Meesad and G. G. Yen, "Combined numerical and linguistic knowledge representation and its application to medical diagnosis," IEEE Transactions on Systems, Man, and Cybernetics-Part A: Systems and Humans, vol. 33, no. 2, pp. 206–222, 2003.

[5] S. A. Pavlopoulos and A. N. Delopoulos, "Designing and implementing the transition to a fully digital hospital," IEEE Transactions on Information Technology in Biomedicine, vol. 3, no. 1, pp. 6–19, 1999.

[6] International Agency for Research on Cancer, "GLOBOCAN 2008: cancer incidence and mortality worldwide," 2008, http://www.iarc.fr/en/media-centre/iarcnews/2010/globocan2008.php.

[7] A. F. Uddin, Z. J. Khan, J. Islam, and A. Mahmud, "Cancer care scenario in Bangladesh," South Asian Journal of Cancer, vol. 2, no. 2, pp. 102–104, 2013.

[8] A. D. Shrestha, D. Neupane, P. Vedsted, and P. Kallestrup, "Cervical cancer prevalence, incidence and mortality in low and middle income countries: a systematic review," Asian Pacific Journal of Cancer Prevention, vol. 19, no. 2, pp. 319–324, 2018.

[9] N. B. Pathy, H. M. Verkooijen, E. Y. Tan et al., "Trends in presentation, management and survival of patients with de novo metastatic breast cancer in a Southeast Asian setting," Scientific Reports, vol. 5, no. 1, article 16252, 2015.

[10] C. H. Yip, N. B. Pathy, C. S. Uiterwaal et al., "Factors affecting estrogen receptor status in a multiracial Asian country: an analysis of 3557 cases," Breast, vol. 20, pp. S60–S64, 2011.

[11] C. H. Ng, N. B. Pathy, N. A. Taib, G. F. Ho, K. S. Mun, A. Rhodes et al., "Do clinical features and survival of single hormone receptor positive breast cancers differ from double hormone receptor positive breast cancers?" Asian Pacific Journal of Cancer Prevention, vol. 15, no. 18, pp. 7959–7964, 2014.

[12] C. B. Pearce, R. Gunn, A. Ahmed, and C. D. Johnson, "Machine learning can improve prediction of severity in acute pancreatitis using admission values of APACHE II score and C-reactive protein," Pancreatology, vol. 6, no. 1-2, pp. 123–131, 2006.

[13] B. Eftekhar, K. Mohammad, H. E. Ardebili, M. Ghodsi, and E. Ketabchi, "Comparison of artificial neural network and logistic regression models for prediction of mortality in head trauma based on initial clinical data," BMC Medical Informatics and Decision Making, vol. 5, no. 1, p. 3, 2005.

[14] T. Verplancke, S. Van Looy, D. Benoit et al., "Support vector machine versus logistic regression modeling for prediction of hospital mortality in critically ill patients with haematological malignancies," BMC Medical Informatics and Decision Making, vol. 8, no. 1, p. 56, 2008.

[15] M. Khailia, S. Chakraborty, and M. Popescu, "Predicting disease risks from highly imbalanced data using random forest," BMC Medical Informatics and Decision Making, vol. 11, no. 1, p. 51, 2011.

[16] C. S. Son, B. K. Jang, S. T. Seo, M. S. Kim, and Y. N. Kim, "A hybrid decision support model to discover informative knowledge in diagnosing acute appendicitis," BMC Medical Informatics and Decision Making, vol. 12, no. 1, p. 17, 2012.

[17] P. Melillo, A. Orrico, M. Attanasio et al., "A pilot study for development of a novel tool for clinical decision making to identify fallers among ophthalmic patients," BMC Medical Informatics and Decision Making, vol. 15, no. S3, p. S6, 2015.

[18] Y. Chen, W. Cao, X. Gao, H. Ong, and T. Ji, "Predicting post-operative complications of head and neck squamous cell carcinoma in elderly patients using random forest algorithm model," BMC Medical Informatics and Decision Making, vol. 15, no. 1, p. 44, 2015.

[19] J. Wei, J. Wang, Y. Zhu, J. Sun, H. Xu, and M. Li, "Traditional Chinese medicine pharmacovigilance in signal detection: decision tree-based data classification," BMC Medical Informatics and Decision Making, vol. 18, no. 1, p. 19, 2018.

[20] M. Huber, C. Kurz, and R. Leidl, "Predicting patient-reported outcomes following hip and knee replacement surgery using supervised machine learning," BMC Medical Informatics and Decision Making, vol. 19, no. 1, p. 3, 2019.

[21] G. Sudhamathy, M. Thilagu, and G. Padmavathi, "Comparative analysis of R package classifiers using breast cancer dataset," International Journal of Engineering & Technology, vol. 8, pp. 2127–2136, 2016.

[22] W. Chen, X. Xie, J. Wang et al., "A comparative study of logistic model tree, random forest, and classification and regression tree models for spatial prediction of landslide susceptibility," Catena, vol. 151, pp. 147–160, 2017.

[23] D. Muchalinski, D. Siroky, J. He, and M. Kocher, "Comparing random forest with logistic regression for predicting class-imbalanced civil war onset data," Political Analysis, vol. 24, no. 1, pp. 87–103, 2016.

[24] Y. Dong, B. Du, L. Zhang, and S. Member, "Target detection based on random forest metric learning," IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing, vol. 8, no. 4, pp. 1830–1838, 2015.

[25] E. Mosca, R. Alfieri, I. Merelli, F. Viti, A. Calabria, and L. Milanesi, "A multilevel data integration resource for breast cancer study," BMC Systematic Biology, vol. 4, no. 1, p. 76, 2010.

[26] R. Genuer, J. M. Poggi, and C. Tuleau-Malot, "An R package for variable selection using random forests," The R Journal, vol. 7, no. 2, pp. 19–33, 2015.

[27] F. Amato, A. Lopez, E. M. Pena-mendez, P. Vanhara, and A. Hampl, "Artificial neural networks in medical diagnosis," Journal of Applied Biomedicine, vol. 11, no. 2, pp. 47–58, 2013.

[28] S. I. R. H. Atkins, J. L. Hayward, D. J. Klugman, and A. B. Wayte, "Treatment of early breast cancer: a report after ten
years of a clinical trial,” *British Medical Journal*, vol. 2, no. 5811, pp. 423–429, 1972.

[29] A. Pilafitis and J. Rubio, “The Higgs machine learning challenge,” *Journal of Physics: Conference Series*, vol. 664, no. 7, article 072015, 2015.

[30] A. Erener, A. Mutlu, and H. S. Düzgün, “A comparative study for landslide susceptibility mapping using GIS-based multi-criteria decision analysis (MCDA), logistic regression (LR) and association rule mining (ARM),” *Engineering Geology*, vol. 203, pp. 45–55, 2016.

[31] A. Decruyenaere, P. Decruyenaere, P. Peeters, F. Vermassen, T. Dhaene, and I. Couckuyt, “Prediction of delayed graft function after kidney transplantation: comparison between logistic regression and machine learning methods,” *BMC Medical Informatics and Decision Making*, vol. 15, no. 1, p. 83, 2015.

[32] M. D. Sacchet, G. Prasad, L. C. Foland-ross, P. M. Thompson, and I. H. Gotlib, “Support vector machine classification of major depressive disorder using diffusion-weighted neuroimaging and graph theory,” *Frontiers in Psychiatry*, vol. 6, no. 21, pp. 1–10, 2015.

[33] SEER, “Breast cancer dataset,” https://ieee-dataport.org/open-access/seer-breast-cancer-data.

[34] N. Donges, “A complete guide to the random forest algorithm,” https://builtin.com/data-science/random-forest-algorithm.

[35] M. A. Mohammed, M. K. A. Ghani, R. I. Hamed, and D. A. Ibrahim, “Analysis of an electronic methods for nasopharyngeal carcinoma: prevalence, diagnosis, challenges and technologies,” *Journal of Computational Science*, vol. 21, pp. 241–254, 2017.

[36] R. L. De Mántaras, “A distance-based attribute selection measure for decision tree induction,” *Machine Learning*, vol. 6, no. 1, pp. 81–92, 1991.

[37] F. Moreno-Seco, L. Micó, and J. Oncina, “A modification of the LAESA algorithm for approximated k -NN classification,” *Pattern Recognition Letters*, vol. 24, no. 1-3, pp. 47–53, 2003.

[38] M. A. Mohammed, M. K. A. Ghani, R. I. Hamed, and D. A. Ibrahim, “Review on nasopharyngeal carcinoma: concepts, methods of analysis, segmentation, classification, prediction and impact: a review of the research literature,” *Journal of Computational Science*, vol. 21, pp. 283–298, 2017.

[39] “Logistic regression in machine learning,” https://www.javatpoint.com/logistic-regression-in-machine-learning.

[40] “Support vector machine,” https://www.analyticsvidhya.com/blog/2021/10/support-vector-machinessvm-a-complete-guide-for-beginners/.

[41] “Voting classifier,” https://www.geeksforgeeks.org/ml-voting-classifier-using-sklearn/.

[42] “Gradient boosting,” https://en.wikipedia.org/wiki/Gradient_boosting#:%3A:text=Gradient%20boosting%20is%20a%20machine%20learning%20technique%20for%20ensemble%20of%20weak%20prediction%20models%20typically%20decision%20trees.

[43] “Adaboost classifier,” https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.AdaBoostClassifier.html.