Image-based autofocusing system for nonlinear optical microscopy with broad spectral tuning
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Abstract: We present an image-based autofocusing system applied in nonlinear microscopy and spectroscopy with a wide range of excitation wavelengths. The core of the developed autofocusing system consists of an adapted two-step procedure maximizing an image score with six different image scorings algorithms implemented to cover different types of focusing scenarios in automated regime for broad wavelength region. The developed approach is combined with an automated multi-axis alignmen procedure. We demonstrate the key abilities of the autofocusing procedure on different types of structures: single nanoparticles, nanowires and complex 3D nanostructures. Based on these experiments, we determine the optimal autofocusing algorithms for different types of structures and applications.
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1. Introduction

Modern optical microscopy techniques include big varieties of physical principles to characterize structures with resolutions ranging from hundreds of microns to tens of nanometers [1]. One of the biggest challenges in optical microscopy nowadays is the automation of the measurement and characterization process. Almost all components, such as light sources, shutters, lenses, mirrors, stages, detectors, etc., can be coupled with an electronic controller or driver to control them remotely. The automation improves the stability of the system, reproducibility of the measurement procedure, time efficiency and throughput since the quality of a measurement will not be impacted by the operator’s movement or state. Therefore, in the development of modern microscopy techniques, fully automated measurement systems will be one of the key ways to improve accuracy, reproducibility and statistics of the results [2].

Among different optical microscopy techniques, nonlinear microscopy has some unique features. When the excitation laser beam is focusing in a medium, high intensities induce a nonlinear polarization response with respect to the electric field. This leads to multiple photon processes including multiphoton absorption, sum frequency generation (SFG), second harmonic generation (SHG), and third harmonic generation (THG) etc [3–6]. The multiphoton process occurs only at a single, diffraction-limited spot where the photon flux is enough to cause the absorption (or scattering) of more than one photon. This enables to perform 3D imaging as the signal emanates from a single spot. For processes like SHG
multiple pump photons are combined into a single shorter wavelength signal photon. Compared to optical linear microscopy, the spatial resolution in nonlinear microscopy is higher as the wavelength of the photons is spectrally shifted. Additionally, the penetration depth is increased for materials and structures that absorb in the infrared regime.

Nonlinear (multiphoton) optical microscopy characterizations are usually applied in life sciences to study structural [7,8] and dynamical properties of different cells and proteins [9–12], but they also show a high potential in characterization of inorganic elements, such as semiconductors, metals, metamaterials, nanoparticles or nonlinear photonic components [13–19].

Another research field that employs methods of nonlinear optical characterization is nonlinear nanophotonics which studies the mechanisms of manipulating light at the nanoscale. The characterization methods in nonlinear nanophotonics require different approaches, such as the characterization of wavelength dependent resonances, emission enhancement or directionality of the generated nonlinear signals [20–24]. These types of studies require the recording of the nonlinear optical response over a broad range of wavelengths and polarizations of the incoming excitation laser beam. Current commercial multiphoton microscopes and corresponding software are not adapted for these types of measurements as they consist of achromatic objectives, adapted to certain precise wavelength ranges and adequate filters. Autofocusing systems are commonly used for routine measurements in life sciences, usually with attenuation, fluorescence or multiphoton imaging contrast. However, these systems do not allow to autofocus in a broad range of the laser excitation and collection wavelengths. That limits their application for nonlinear optical microscopy, especially in the fields of material analysis and nonlinear photonics structures characterization. The development of new approaches of automated focusing procedures will allow to overcome these limitations.

For an automated focusing procedure, there are many possible systems with various strategies and algorithms. Automated focusing procedures can be divided into two main classes: active/reflection-based or passive/image-based techniques. In the first category, active autofocusing systems measure the distance between a reference point near the sample and the objective with light or ultrasonic sound waves. For passive autofocusing systems a camera captures the signal at different sample or objective positions’ and evaluates the focused position with an image analysis algorithm. On the one hand, active/reflection-based techniques are faster and more direct because no images need to be taken, on the other hand, they are less accurate because the distance is measured with respect to a reference point (or reference plane), not the sample itself. Passive image-based systems rely on algorithms to determine if a sample is focused and, on a strategy, to find the best position of the focus. The focusing strategy governs the choice of images that are captured and given an image, the scoring algorithm returns a figure of merit called the focus score. This numerical value indicates the focus quality.

In our work, we present an image-based autofocusing system developed for high-resolution nonlinear optical microscopes. This system allows in a fully automated regime to characterize the nonlinear optical responses while sweeping the excitation laser wavelength, polarization power and position of the sample. To perform the autofocusing for a broad region of changing excitation parameters, we developed an autofocusing procedure with an image-based technique. This procedure includes a modified two-step hill-climbing strategy (coarse to finer search) with six different robust focusing algorithms also called focus measure functions. In our work we combined one strategy to maximize the focus score with the methods of multiphoton imaging microscopy. This approach allows to perform in a fast and reliable manner the nonlinear optical characterizations in a fully automated regime without any limitations to a specific wavelength region. We developed a software that allows to control all essential components such as laser, camera, stages for excitation and collection objectives, and stages to control the sample’s position. The autofocusing system is
incorporated in this software as a plug-in and allows to perform nonlinear optical characterization in a fully automated regime for different types of structures and in a fully automated regime for a broad range of wavelengths. Furthermore, we developed a procedure to control position of the sample by controlling the different stages (axes) to keep the sample focused and aligned with the laser beam during the entire measurement procedure. In the next sections, we describe the autofocusing procedure and demonstrate how we applied it to characterize different types of structures. We tested the developed autofocusing system for different excitation, specifically laser and white light excitation, and different types of signals, such as a transmitted laser beam, bright field image or a generated SHG signal. We demonstrate the abilities of the system by characterizing structures with different dimensions and geometry. The InGaN nanowires were used as an example of an elongated 1D structure, single barium titanate (BaTiO$_3$ or BTO) nanoparticles as an example of small single spot structures, layers of an epitaxially grown GaAs film and a woodpile photonic crystal structure, as an example of a layered structure with complex SHG signal. Our approach of the autofocusing can be easily adapted to different types of optical systems without limitations of wavelength range or contrast mechanism. The developed method can significantly reduce the duration measurements’ time and increase the quality as well as the reproducibility of the nonlinear optical characterizations in material science and other nonlinear photonics research areas.

2. Method

To demonstrate the abilities of the developed autofocusing system, we used a home-built nonlinear optical microscope with transmission and reflection measurement configurations. This setup is equipped with a tunable Ti:sapphire laser and with an optical parametric oscillator (OPO) system (wavelengths 700 – 1080 nm for laser region and 1080 – 1600 nm for the OPO region). Figure 1 presents the typical schematic of the home-built microscope [25–27], which was used to test the autofocusing procedure. The nonlinear microscope allows to perform the characterization with wide-field excitation in transmission regime, using a low magnification objective or lens to excite the studied structure.

The wide-field excitation principle has two advantages over the scanning system. It is significantly faster and allows to study wavelength interference effects inside the structure [28]. As shown in Fig. 1(a), the excitation laser beam passes firstly through the power and polarization control unit, then it is focused with the excitation objective on the sample. The nonlinear response generated by the sample is collected with an objective, filtered to remove the pump wavelength and finally recorded with a camera. The core part of the autofocusing system consists of controlling the position of the sample, the excitation and collection objectives. The excitation and collection objectives are placed on motorized translation stages that move in horizontal direction (along the optical axis) while the sample holder is mounted on translation stages moving in the plane perpendicular to the optical axis. Similarly, the nonlinear microscope can be built in a reflection configuration (Fig. 1(b)). The main difference here is that only one objective is required for excitation and collection. All controllers/drivers for the translation stages, camera and tunable sources are combined in one software environment. This software environment allows to tune the excitation wavelength, to reposition the objectives and the sample, and capture the corresponding nonlinear optical signal. All components for the autofocusing are combined in the software in one loop, that allows for all hardware devices to communicate with each other to perform the measurements with the procedure set by the operator.
2.1 Wavelength sweep

A key challenge during a wavelength sweep is to focus the excitation laser on the sample and maximize the collected SHG signal for each wavelength and, as the optics, especially the objectives, have a wavelength dependent focal distance. Our autofocus system in the automated regime adjusts the positions of the objectives distance between the objectives and the sample for each excitation wavelength during the wavelength sweep. This adjustment is performed at each wavelength until the signal is maximized. Figures 2(a) and 2(b) show images of the laser spot and corresponding focus scores (corresponding to the maximum pixel intensity of the image) at three different wavelengths (700, 800 and 900 nm) for various distances between the objectives. Figure 2(b) demonstrates the simultaneous change in excitation and collection translation stages’ position during the wavelength sweep to get the corresponding normalized focus score curves (here by the maximum pixel intensity) for each wavelength. When the wavelength is swept from 700 to 900 nm, the focused position shifts as indicated by the maximum in the focus score curve. Figure 2(c) illustrates the steps performed during the automated focusing procedure. Different positions during the autofocusing procedure are shown with purple dots in Fig. 2(c). After each wavelength change, the beam spot is focused by moving the objectives to the correct position.

Fig. 1. Schematic of the nonlinear optical microscope a) in transmission and b) in reflection. To switch from transmission to reflection, a beam splitter and a mirror are added. The focusing and collection is then performed with the same objective.
2.2 Autofocusing procedure

During the autofocusing procedure every image of the signal from the sample gets a focus score indicating the focus quality. There are many autofocusing algorithms, also called focus measure functions, to perform this task. In their work, Sun et al. group these algorithms in four categories: (1) derivative-based, (2) statistical, (3) histogram-based and (4) intuitive algorithms. Various authors compared and ranked focus measure functions of these
algorithms [29–32]. However, there is not one optimal algorithm for all possible configurations and focusing scenarios, as their performance depends on the specific situation, although some algorithms perform very well in multiple situations.

In our nonlinear optical microscope, we implemented six focus measure functions to cover a wide variety of different scenarios, for autofocusing on the different types of structures. These six focus measure functions algorithms are listed in Table 1. For more tuning in the autofocusing, a threshold $\theta$ can be set for the Brenner Gradient and the Image Power so that only terms bigger than $(i(x+2,y) - i(x,y))^2 > \theta$ and respectively $i(x,y) > \theta$ are taken in the summation, where $i(x,y)$ is the intensity at a given pixel. The threshold allows these methods to be used in a wider variety of focusing scenarios. We also evaluated the performance of other algorithms, for example the neighbor pixel difference algorithm (Squared Gradient), normalized Variance and Autocorrelation [33] algorithms, but they demonstrated a lower performance for our autofocusing method, both in terms of quality of results and speed. Therefore, we excluded these algorithms from further implementations. We have selected six different algorithms that demonstrated the best efficiency for different studies. The choice of the focusing criteria, is based on the sharpness of the image that we can see by eye or the shape of the focus curve, given by the optimal algorithm and threshold. That will give a focus score curve, in which the focused and non-focused positions can be clearly distinguished.

Regarding the convergence of the algorithms, the intensity of the SHG varies with the peak power and the pulse duration of the excitation, which depends on the alignment and the related material dispersion in the optical path. We implemented in our system different algorithms to be able to focus on different aspects of the signal in case of intensity fluctuations. For example, the Maximum Pixel Intensity algorithm will be affected the most by such fluctuation, while the Image Power of Brenner Gradient algorithms will allow to overcome this problem.

### Table 1. Description of the six implemented algorithms. $H$ and $W$ are the height and width of the image, $i(x, y)$ is the intensity at a given pixel, $\mu$ is the mean intensity of the image and $B$ is the measured background obtained by averaging the pixel intensity of the border pixels of the image. The algorithms can be categorized as statistical, derivative-based or intuitive algorithms.

| No. | Autofocusing Algorithms                                      | Category                      | Application                                                                 |
|-----|-------------------------------------------------------------|-------------------------------|-----------------------------------------------------------------------------|
| 1.  | Variance method [31,34]: $F_{\text{var}} = \frac{1}{HW} \sum_{x,y} (i(x,y) - \mu)^2$ | Statistical                   | The focused image has the strongest pixel intensity variations in comparison with a mean value |
| 2.  | Variance & edge filter                                     | Statistical and Derivative-based |                                                                             |
|     | Brenner Gradient [35]: $F_{\text{Bre}} = \sum_{x,y} ((i(x+2,y)-i(x,y))^2$, with threshold $(i(x+2,y)-i(x,y))^2 > \theta$ | Derivative-based              | The focused image possesses the sharpest contours.                          |
| 3.  | Image Power [36]: $F_{\text{pow}} = \sum_{x,y} i(x,y)^2$, with threshold $i(x,y)^2 > \theta$ | Intuitive                     |                                                                             |
| 4.  | Maximum Pixel Intensity $F_{\text{max}} = \max_{x,y} (i(x,y))$ | Intuitive                     | The focused image has the highest pixel intensities. Usually used to focus SHG signals. |
| 5.  | Total Intensity $F_{\text{tot}} = \sum_{x,y} (i(x,y) - B$ | Intuitive                     |                                                                             |
The autofocusing strategy, also called search algorithm, describes how the highest focus scores can be found. In their work Zhang et al. group these search algorithms in six different categories: (1) global search, (2) ruled-based search, (3) model-based search, (4) coarse to finer search, (5) curve-fitting-based methods and (6) machine-learning-based methods [37]. In our method, every time when the laser excitation wavelength is changed, the positions of the objectives and the sample need to be readjusted. Our autofocusing system in order to be precise and fast, uses a modified hill-climbing strategy, which belongs to the category of coarse to finer search. The autofocusing strategy steps are illustrated in Figs. 3-4. Figure 3 presents a schematic overview of the autofocusing strategy. During coarse focusing, the autofocusing system actively searches for the region where the image is focused by comparing three successive focus score values (three points comparison) as shown in Fig. 4(a). If the three measured focus scores indicate a maximum region, this region is evaluated more closely in the fine focusing step. In order not to incorrectly identify a local maximum as the region of interest, the autofocusing system performs the three points comparison with a running average of n points (n points average). As can be seen from Fig. 4(b), in order to autofocus at the correct position and to avoid falling in a local maximum, the user can select either big step sizes for coarse focusing with n = 0, or by averaging over many points with smaller steps which will correspond to big values of n. In our case, the value n = 3 was chosen as a tradeoff between going fast with big step sizes for coarse focusing and analyzing a bigger range during the fine focusing, or with smaller steps that will make the coarse focusing procedure much longer. This procedure of coarse focusing allows us to find a region where we have to perform the finer focusing with very small steps to distinguish the neighboring maxima that are very close to each other.

The parameter $\theta$ is a value between 0% to 100% defined only for the Brenner Gradient and Image Power, and it is a relative parameter to the maximum possible threshold. To define the value of $\theta$ the user does not need to know the signal intensity, the background noise, average or maximum pixel intensity. At the beginning, the threshold parameter $\theta$ is set to a default value, in our case 10% of the maximum possible threshold. Lower signal to noise ratios typically requires higher values for the threshold. The value can be experimentally optimized by observing the performance of the autofocusing system for different values.

![Schematic diagram of the autofocusing strategy.](image)

Fig. 3. Schematic representation of the autofocusing strategy. If the Brenner Gradient or the Image Power algorithms are selected, the maximum threshold $\theta$ is first calculated from several images around the starting point. The coarse focusing step is divided in several loops, focus score values are measured with defined coarse step intervals, $n$ consecutive values are averaged to reduce fluctuations (n points average) and three of these averages are compared to find the region of interest (three points comparison). In the fine focusing step, this region of interest is evaluated with finer step intervals and in the end, the stage is moved to the position with the maximum focus score.
We offer the possibility to select two different focus measure functions for the coarse and fine focusing. The focus score measured with the coarse algorithm should continuously increase as the image gets more and more focused. Since the autofocusing algorithm actively searches for a region of interest, this guarantees the first step to succeed even if the starting point is far from the final one, by continuing to move until the system will reach the correct region of interest. Concerning the fine focusing algorithm, the measured focus score curve should possess a global maximum that corresponds indeed to the desired final position. The coarse and fine focusing step size is defined by the user and depends on the depth of focus of the objectives. As an example, for the nonlinear microscope presented in Fig. 1, we advise to use a ratio of 1 to 10 for the two step sizes. For the position of the collection objective and the sample position we limit the fine focusing step size to the translation stage incremental step sizes which is 0.1 µm, while for the excitation lens we usually use 10 µm and 1 µm for the coarse and fine focusing step size. For other type of the nonlinear optical systems the steps for coarse and fine focusing can be adapted depending on the required task.

![Image](image-url)

Fig. 4. Schematic representation of the autofocusing strategy. a) During the coarse focusing step (star shaped markers), the global maximum is searched using the hill-climbing strategy. A wrong search direction (red points) is identified by checking for three consecutively lower focus scores. During the fine focusing step (square points), the region of interest around the identified global maximum is scanned to find the focused position. b) Averaging over n points during the coarse focusing step to smooth out the focus score curve, which ensures the global maximum (labeled “Corrected”) is found instead of a local one (labeled “Early”).

2.3 Multi-axis autofocusing

During the autofocusing procedure, the sample should be in the focal position for each wavelength change. To autofocus with multiple translational stages (axes), the same procedure as described in the previous sections is applied in a loop, repeatedly optimizing the positions of one stage after the other. This algorithm of multi-axis autofocusing is illustrated in Fig. 5 and it shows, how each axis is cyclically optimized after the other using the autofocus routine. The process is completed once the positions of all stages change is smaller than a given tolerance.

An example of recorded positions of four translation stages during a multi-axis focus is shown in Figs. 6(a)-(d). In this case, we analyzed the SHG signal generated from a single BTO nanoparticle for different wavelength excitations. The wavelength was swept from 780 to 1080 nm (forward, red) and from 1080 to 780 nm (backward, blue). The position of the stages was adjusted at each wavelength step to keep the signal focused. For the structures with sizes of hundreds nm (BTO nanoparticles with diameters of 200 nm) the shift in the objectives positions even for 100 nm will change the result signal significantly due to the drift of the structure from the focused laser spot. As we can see from the recorded positions for x and y axes, the multi-axis autofocusing method allows to reposition the structure inside the
excitation beam at each step of the wavelength sweep to keep the signal maximized. Another example of the recorded positions during the autofocusing procedure is presented in the Figs. 6(e) and 6(f), in which the positions of the excitation and collection objectives are recorded during the autofocusing of a 3D woodpile photonic crystal.

Fig. 5. Schematic of the multi-axis focus procedure. In each step, the position of the indicated axis is optimized using the autofocusing routine. The position of each stage is cyclically optimized until the change of position is smaller than a given tolerance.

Nanoparticle

Woodpile
Fig. 6. Wavelength sweep with multi-axis autofocusing performed every 10 nm a)-d) from 780 to 1080 nm (red) and from 1080 to 780 nm (blue) for a BTO nanoparticle and e)-f) from 1040 to 1590 nm (orange) and from 1590 to 1040 nm (green) for a woodpile structure. Position recorded for the translational stages for the BTO nanoparticle for the a) excitation objective, b) the collection objective, and c)-d) the sample in x- and y-direction. Position recorded for e) the excitation and f) the collection objective for the woodpile structure.

To demonstrate how the developed multi-axis autofocus method can be used to characterize different samples, we applied it to different categories of the structures. Depending on the ratio between the sizes of the excitation laser spot and the dimension of the studied structure, we can split the structures in four main categories: 0D, 1D, 2D and 3D. In our work, we experimentally tested it on the following structures: a spherical nanoparticle with sizes much smaller than the beam diameter (3-5 µm) as an example of a 0D structure, a long and thin nanowire as an illustration of a 1D structure, a layer of GaAs material to show how the autofocusing system will work for a 2D structure, and a photonic crystal as an example of a complex 3D structure. The number of stages that should be involved in the autofocusing procedure is given by the shape and morphology of the investigated structure. In the transmission mode of the setup, objectives with different magnification can be used for the excitation and the collection. This allows to achieve both wide-field excitation and high resolution in collection simultaneously. In reflection mode, the excitation and collection are usually performed with the same objective, which decreases the number of axes involved in the multi-axis autofocusing procedure. For the excitation, we used a focusing lens, that allows to perform wide focusing. The changes in the focused position during the wavelength sweep can be calculated with the equation for the wavelength dependency of the focal length of a thick lens [38]. The analytical solution could be used as a first step in the autofocusing procedure if the wavelength was swept with big steps.

Table 2 presents an overview of the axes (translational stages) that should be involved in the multi-axis autofocusing procedure depending on the type of structure. For instance, measuring 0D particles in transmission mode requires autofocusing by moving the collection and excitation objective plus the x and y position of the sample. In reflection mode, the excitation and collection are performed by the same objective. Also, in nanowire-like materials (1D), the motion of the x and y translational stages of the sample can be coupled to optimize the position perpendicular to the direction of the wire.

Table 2. Axes that are involved in the focusing procedure depending on the dimensionality (class) of the sample. In reflection mode, the collection and excitation are performed by the same objective. The axes $x$ and $y$ represent the position of the sample, $z_1$ and $z_2$ represent positions of excitation and collection objectives correspondently.

| Dimension          | Transmission | Reflection |
|--------------------|--------------|------------|
| 0D (nanoparticle)  | 4 axes ($x$, $y$, $z_1$, $z_2$) | 3 axes ($z_2$, $x$, $y$) |
| 1D (nanowire)      | 2-4 axes ($z_1$, $z_2$, and $x$ or $y$) | 2-3 axes ($z_2$, $x$, or $y$) |
| 2D (surface)       | 2 axes ($z_1$, $z_2$) | 1 axis ($z_2$) |
| 3D (bulk)          | 2 axes ($z_1$, $z_2$) | 1 axis ($z_2$) |

3. Experimental demonstration

The autofocusing system was tested in real conditions on samples with different geometries and dimensionalities. We demonstrate autofocusing for the nanowire under bright light illumination, under 800 nm laser beam and similarly with 400 nm SHG recorded. After that, we concentrate on focusing SHG from a nanoparticle, a layer and a woodpile structure. This show the capability of the developed system to work first with very different types of signals, and second with very different geometries and dimensions. To evaluate the performance of
autofocusing, the true focused position was first determined for each axis. The focused image in a first step, when the sample is placed in the system, can be determined manually based on the sharpness perceived by human eye and after that the position of the objectives and the sample can be set precisely from the final position returned by the algorithm. Images were recorded around this position for some axes (with 0.1 µm step size) and then the focus score was measured at each position with each algorithm. Since the focus score curves reflect the performance of the autofocusing system using the corresponding algorithm, we can discuss the quality for each algorithm independently from the parameters such as the start position or the coarse and fine step size. As mentioned in the previous section, on the one hand the focus score measured with the coarse algorithm should continuously increase as the image gets more and more focused, because this indicates the direction of the maximum region. On the other hand, the focus score curve measured with the fine focusing algorithm should reach a global maximum corresponding to the true focused position. Additionally, the sharpness of the maximum defines the uncertainty of the algorithm and the wings around the maximum the size of the search range.

3.1 Nanowire

We tested the autofocusing system on a 20 µm long InGaN nanowire \([39,40]\) with a hexagonal cross section of 500 nm high between two sides. Images were taken in transmission for three different situations: under bright light, under 800 nm laser beam and similarly with 400 nm SHG being recorded. In the first two situations, the excitation and collection objectives were moved simultaneously in the same direction by the same amount (equivalent to moving the sample along the optical axis) and in the last one, only the collection objective was moved around the focused position. The focus score curves for the images of the nanowire around the focused position for different autofocusing algorithms are shown in Fig. 7. In the first situation (see Fig. 7(a)), the intuitive algorithms (Maximum Pixel Intensity and Image Power) could not be used to focus as the calculated focus score was almost constant over the whole range of images, as can be seen from the difference between the true focused position and the one returned by the algorithm is indicated by an error arrow and a shaded region. These two algorithms were not suitable because all the captured light signal was coming from the transparent substrate. Similarly, the Image Power algorithm with very high thresholds (\(\theta > 90\%\)) returned a wrong focused position as the signal originated from a bright spot in the image. The Variance and Brenner Gradient (low threshold \(\theta\)) algorithms could not focus the image correctly. The focus score curve indicated indeed a broad and almost flat maximum. However, these algorithms could be used for coarse focusing (only) as the measured focus score curve possessed decreasing wings (offset > 2 µm) which indicated the focused region. The Variance & Edge and Brenner Gradient (high threshold \(\theta\)) algorithms returned a correct position. The measured focus score curve indicated a clear maximum that also corresponded to the true focused position. The calculated focus curve showed two other peaks that did not correspond to any sharp image. To avoid a fine focusing step around one local maximum only, the coarse focusing step was set to 10 µm.

Focus score curves and images of the nanowire under a laser spot are shown in Fig. 7(b). Two clear positions appeared focused on the camera, either a thin line or a thicker still sharp line. This is caused by the particular hexagonal cross section of the nanowire \([39,40]\), because the laser light can be focused either on the top facet or on the edges of the nanowire with hexagonal cross section. Only the Brenner Gradient algorithm was able to correctly identify the two positions. The two different threshold parameter values (20% and 50%) enable to focus on one or the other focused position of the nanowire, that correspond to the top and side facets of the nanowire. The other methods found neither of the two positions. Indeed, the Image Power and Variance algorithms returned a position in-between the two focused positions, as can be seen from the difference between the focused position and the one returned by the algorithm. This is indicated by an error arrow and a shaded region. They
could still be used in the coarse focusing step to find the region of interest. The Variance & Edge algorithm could return a position close to one of the true focused positions.

![Figure 7](image)

Fig. 7. Images and focus score curves calculated with different focus measure functions for the nanowire images around the focused position under a) bright light, b) under laser spot and c) under laser with SHG signal being captured. In the first situation, only the Brenner Gradient and the Variance & Edge filter algorithms were well suited for the autofocusing system. In the second one, only the Brenner Gradient algorithm could return the two focused positions. In the last situation, all algorithms are suitable for autofocusing. The colored vertical lines and frames indicate the true focused positions and the corresponding images. The difference between the true focused position and the one returned by the algorithm is indicated by an error arrow and a shaded region.

In the last situation, the SHG signal was detected but the focused position was difficult to evaluate by hand with the same precision as in the previous situations. All algorithms could maximize the SHG signal and return a focused position. In the focus score curve measured by the Brenner Gradient and Image Power algorithms (with high thresholds $\theta$), the maximum was sharper, indicating a position with higher precision that what was achieved manually. In summary, the Brenner gradient demonstrated high performances when autofocusing a nanowire in all three different situations.

### 3.2 Single nanoparticle and thin layer

The autofocusing system was tested on a BTO nanoparticle (radius around 100 nm) in transmission. Figure 8(a) demonstrates the performance of the autofocusing system. It shows SHG images captured with the excitation objective moved around the focused position and the focus score curves measured with the different focus measure functions. For this point-like structure, every algorithm could return the same correct focused position and the peak in the focus score curves were sharp. We note that, in case of drift, the nanoparticle can be repositioned in the laser beam center to maximize the SHG response for each wavelength, by using the multi-axis autofocusing on the $x$ and $y$ stages.

The system was also tested on an Al$_{0.2}$Ga$_{0.8}$As layer in reflection mode. Figure 8(b) shows SHG images captured with the objective moved around the true focused position. The Variance and Image Power algorithms returned a position with a high SHG signal, which was not the true focused position. This can be caused by the fact that the position of the objective cannot match the excitation at pump’s wavelength with the collection at SHG’s wavelength. The SHG signal was spread and collected for positions around the focused position. At the position with offset $-2 \mu$m (Fig. 8(b)), the total signal intensity was still high enough, that the Variance and Image Power algorithms returned a wrong focused position as indicated by an error arrow and a shaded region. Nevertheless, the other three algorithms returned the correct
focused position. The Brenner Gradient (with medium to high threshold $\theta$) algorithm showed the best performance as the focus score curve was not affected by the SHG signal measured at an offset of $-2 \mu m$.

![SHG images around the true focused position and the focus score curves calculated with different focus measure functions](image)

Fig. 8. The SHG images around the true focused position and the focus score curves calculated with different focus measure functions for a) a BTO nanoparticle in transmission. All the algorithms are suited to autofocus the signal. b) SHG images for an Al$_{0.5}$Ga$_{0.5}$As layer in reflection mode. The Variance and Image Power algorithms return a different position than the other methods, which appears to be incorrect upon visual inspection. The green vertical lines and frames indicate the focused positions and corresponding images. The difference between the true focused position and the one returned by the algorithm is indicated by an error arrow and a shaded region.

3.3 Woodpile structure

The autofocus system was tested on a complex structure, a 3D nonlinear photonic crystal with woodpile assembly structure. The sample was built up of single spherical nanoparticles which made it difficult structure to focus precisely. The SHG signal was captured in transmission mode. Images of the SHG signal were taken around the true focused position by varying the position of the excitation and then the collection objective. All algorithms were well suited to focus the sample, yet it was visually more difficult to evaluate the best excitation position. This was also visible in the focus score curve calculated by the focus measure functions, the maximum was not sharp. This photonic crystal has no localized or specific structure that could be focused on. Figure 9 demonstrates the ability of the developed autofocus system to focus complex 3D structured samples. It shows images of a woodpile structure (photonic crystal) around the focused position and the focus score curves calculated with different focus measure functions. Figure 9(a) shows the autofocus, when the excitation objective was moved, Fig. 9(b) shows images when the collection objective was moved. All algorithms were able to return the focused position, with much better precision in the second case, as expected as it was also clear to distinguish the focused image. For the case shown in Fig. 9(a), the focused position was difficult to determine by eye with a precision better than 5 $\mu m$. For the Maximum Pixel intensity and Image Power (with high threshold $\theta$) algorithms, the focus score curves possess a smaller maximum plateau region indicating a slightly better precision by focusing automatically.
Fig. 9. The SHG images of a woodpile photonic crystal structure around the true focused position and the focus score curves calculated with different focus measure functions. a) Either the excitation objective or b) the collection objective was moved. All algorithms were suited in both cases, yet it was more difficult to evaluate the best focused position in a). The green vertical lines and frames indicate the focused positions and corresponding images.

4. Conclusion

In this paper we demonstrated a two-step image-based autofocusing system for nonlinear optical microscopy with a broadband range of excitation wavelengths. We showed that with the adequate algorithms, the system was able to focus correctly in different scenarios on different types of sample geometries like nanowires, nanoparticles, layers or photonic crystals.

The key feature of the presented approach is the ability to autofocus for a broad range of excitation wavelengths. This feature was demonstrated for the focusing on the BTO nanoparticle, excited in the range 780 to 1080 nm, but we should notice that the developed system allows to autofocus for any other excitation wavelength ranges. The focusing procedure evaluates in general around 60 images (for the coarse and fine step). The main limitation of the autofocusing routine is the speed of the translation stage and the exposure time of the camera, which directly depends on the intensity of the signal. For typical structures, the autofocusing time can be estimated as 5 to 10 seconds for each wavelength, when the signal is very low the autofocus procedure takes maximally 30 seconds. The modified two-step hill-climbing strategy with six different robust algorithms (focus measure functions) allows to focus the excitation and collection objectives on structures with different geometries from single 0D nanoparticles to complex 3D photonic crystals. The experimental results presented in our paper allows to select the optimal algorithms for coarse and fine focusing depending on the geometry of the studying structure. On top of that, the multi-axis focusing procedure enables the automation of an entire measuring sequence so that it keeps several optical components aligned as well as the sample focused. The autofocusing approach developed in our work can be also implemented without significant changes to any other focusing device.
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