Simulating the Effects of Land Surface Characteristics on Planetary Boundary Layer Parameters for a Modeled Landfalling Tropical Cyclone
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Abstract: This study examined whether varying moisture availability and roughness length for the land surface under a simulated Tropical Cyclone (TC) could affect its production of precipitation. The TC moved over the heterogeneous land surface of the southeastern U.S. in the control simulation, while the other simulations featured homogeneous land surfaces that were wet rough, wet smooth, dry rough, and dry smooth. Results suggest that the near-surface atmosphere was modified by the changes to the land surface, where the wet cases have higher latent and lower sensible heat flux values, and rough cases exhibit higher values of friction velocity. The analysis of areal-averaged rain rates and the area receiving low and high rain rates shows that simulations having a moist land surface produce higher rain rates and larger areas of low rain rates in the TC’s inner core. The dry and rough land surfaces produced a higher coverage of high rain rates in the outer regions. Key differences among the simulations happened as the TC core moved over land, while the outer rainbands produced more rain when moving over the coastline. These findings support the assertion that the modifications of the land surface can influence precipitation production within a landfalling TC.
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1. Introduction

The warm core structures of tropical cyclones (TCs) are fueled by the latent heat flux from a warm sea surface. Although surface energy fluxes are key to TC genesis and intensification, researchers noted that evaporation occurring in the storm’s core cannot support the rain rates produced in the eyewall and outer rainbands [1]. The moisture that TCs utilize to produce copious amounts of precipitation mainly comes from the horizontal convergence of moisture within the planetary boundary layer (PBL) [2,3]. Much of this moisture is sourced from outside of the storm’s core. Rainfall production should increase with TC intensity due to the larger influx of moisture by the stronger low-level circulation as wind speed increases. During landfall, the decreased moisture availability and increased roughness length as air moves over the land surface are both unfavorable conditions which can reduce storm intensity and suppress rainfall. However, several researchers [4–6] have observed the intensification of TCs over a moist land surface.

Several studies have examined the effects of land surface conditions on TCs. A set of idealized studies [7–9] have shown that when a TC made landfall, the evaporation rate dropped dramatically because of the decreased moisture and increased roughness length over land. Therefore, the lower evaporation rate leads to a reduction in the latent heat fluxes required to fuel TCs. However, more recent studies have shown that with sufficient supply of latent energy, even with an increased surface roughness, a storm could still intensify over land [10–14]. Kimball’s [15] modeling study concluded that the increasing roughness length has a bigger impact on accelerating storm decay than decreasing moisture availability over
land. Meanwhile, cases with more moisture over land can lead to substantially higher rainfall accumulations as the storm moves through the area.

Land surface conditions have important linkages to convection, cloud formation, and the production of precipitation. The existing literature has investigated the impact of several land surface characteristics on the PBL, such as surface roughness [16,17], soil moisture [18–20], albedo [21,22], land use and land cover change [23], and spatial heterogeneities [24]. Previous studies [7–9,15] suggest that of these characteristics, moisture availability and roughness length have the most influence on TC structure, which will be the focus of the current study.

Land surface energy and moisture budgets can be expressed as follows [20]:

\[ R_N = Q_G + H + L(E + T) \]  
\[ P = E + T + RO + I \]

where \( R_N \) is the net radiative fluxes, \( Q_G \) is the soil heat flux, \( H \) is the sensible heat flux, \( L(E + T) \) is the latent heat fluxes, \( P \) represents precipitation, \( E \) is evaporation, \( T \) is transpiration, \( RO \) is run off, and \( I \) is infiltration. Equation (1) indicates that for the surface energy budget, net radiative fluxes depend on latent heat from evapotranspiration and turbulent sensible heat flux. Meanwhile, Equation (2) illustrates that precipitation is dependent on the evapotranspiration rates, which are dependent on the moisture content of the surface, when the other two variables are unchanged. Thus, changing the properties of the land surface to increase or decrease latent heat exchange affects both the energy and moisture budgets.

Sensible and latent heat values are strikingly different between bare soil and fully vegetated surfaces, and modeling studies have investigated how the PBL differs above these contrasting surfaces. Densely vegetated surfaces with moist soils can act as a catalyst in the hydrological cycle, creating positive feedback and enhancing precipitation recycling due to enhanced moisture availability [23,25]. The results of a study that replaced dry cropland with irrigated cropland in the lower Mississippi River alluvial valley show that increases in moisture availability led to decreases in sensible and increases in latent heat fluxes, with decreases in surface temperature and increases in dew point [26]. Moreover, heat fluxes are also highly correlated with the drag coefficient which is positively related to roughness length [27,28]. In this sense, with unchanged atmospheric conditions, the two major properties of land surface, roughness length (mainly determined by vegetation type), and moisture availability (determined by both vegetation and soil type) can significantly change the surface energy and moisture budgets by altering the fluxes of heat, moisture, and momentum within the PBL, which will influence precipitation [29,30].

Several previous studies excluded synoptic-scale forcing when examining the relationship between land surface conditions and cumulus activities [24,26,31,32]. However, a few studies have evaluated how the land surface conditions can affect PBL conditions under synoptic-scale forcing. Yang et al. [33] examined the sensitivity of the rainfall distribution in a synoptic storm system over an urban area and concluded that even under conditions of strong large-scale forcing, urbanization, which decreases land surface moisture and increases roughness length, can still alter the local distribution of heavy rainfall. A sensitivity study of atmospheric response to roughness length examined three frontal events and found that stronger events were associated with smaller, yet still detectable, deviations in latent/sensible heat fluxes and PBL height caused by changing roughness length [17]. Thus, even under synoptic-scale forcing, changes in land surface conditions could induce differences in boundary layer energy fluxes and precipitation production.

Most previous studies that explored the relationship between land surface conditions and TC structures utilized idealized simulations, which means that the model configuration contained numerous simplifications. These simplifications included but were not limited to a fixed land surface temperature, approximation of the Coriolis parameter, and the exclusion of a steering flow [7–9,14]. One notable exception is [15], which included a relatively weak steering flow, variable Coriolis parameter, and time-evolving land surface
temperature. However, other factors, which had been previously shown to influence TC structure, such as the shape of the coastline [34], and the time of day that landfall occurs [35,36], realistic steering flow [37–39], realistic terrain [40], and non-prescribed sea surface temperatures (SSTs) [41,42] were not included in these cases. As a result, it is still unclear how land surface characteristics can influence the structure of TCs in a realistic setting that includes all of the factors mentioned above.

Hence, the goal of this study is to determine whether changing the land surface characteristics (i.e., roughness length and moisture availability) produces detectable changes in properties related to cumulus activities in the PBL and rainfall production in a landfalling TC. We utilize the Weather Research and Forecasting (WRF) model to perform multiple simulations of a TC that made landfall over Florida and South Carolina with realistic atmospheric and oceanic conditions over a modified land surface. After performing a control simulation with the actual land surface properties, four additional simulations are performed with homogeneous land cover and soil type representing high and low roughness length and high and low moisture availability. Before investigating changes to the PBL, we compare track, translation speed, intensity, and size among the simulations and to observational records of Atlantic basin TCs to ensure that the simulated outputs are realistic. To verify that our modifications to the land surface made the expected changes to the PBL, we examine conditions before the outer edge of the TC reaches the study area. We then examine the PBL conditions while the TCs pass over the study region. Finally, we measure differences in the precipitation hourly rates to relate the alteration of the PBL to rainfall production within the TC.

2. Materials and Methods

2.1. Nature Run and Case Selection

A “nature run” is a component of an observing system simulation experiment (OSSE), which is mainly used to generate simulated meteorological observations that can be input into weather forecast models, such as WRF, to assess the potential impact of additional observations, new observing systems, or new data assimilation schemes to improve numerical weather forecasts. A global nature run previously generated by the European Center for Medium range Weather Forecasting (ECMWF) used a free-running simulation with seasonal forcing and prescribed surface boundary conditions for 13 months over 2005–2006 [43,44], which is called the Joint OSSE Nature Run (JONR). After this simulation, [45] and [46] downscaled two TCs from JONR, using WRF 3.1.1 and 3.4.1 accordingly, and called them the hurricane nature run 1 and 2 (HNR1 and HNR2). The HNR2 made landfalls over Hispaniola, Cuba, and the southeast United States (Figure 1), which is used in this study. HNR2 has three nested domains, where the 1st domain is fixed and the 2nd and 3rd domains are vortex-tracking moving nests. The temporal resolutions are 30-min, 30-min, and 5-min, and domains consist of 480 × 360, 360 × 360, and 480 × 480 grid cells, respectively. The grid spacing of the HNR2 is 9 km, 3 km, and 1 km. In the situation of HNR2, the coastlines, topography, and land-use fields are well represented at 9 km.

The simulation period of HNR2 is from 1200 UTC 20 August to 1200 UTC 28 August 2005. The TC starts as a tropical wave over the northeast Caribbean Sea and makes its first landfall over Hispaniola. The storm moves further west and intensifies between Haiti and Cuba into a tropical storm at approximately 0600 UTC 23 August. Its second landfall occurs over Cuba as a tropical storm and then it turns towards the northeast. The warm waters of the Gulf of Mexico and low vertical wind shear contribute to the intensification of this TC to a Category 2 hurricane with a maximum sustained wind speed of 44 m s$^{-1}$ at 1200 UTC 25 August. It makes its third landfall over the western coast of Florida near Tampa as a Category 1 hurricane. The time of landfall is 0600 UTC 26 August, and the maximum sustained wind speed is 34 m s$^{-1}$. However, the center moves quickly back to water and a second Florida landfall occurs six hours later at Cedar Key. Even though there are two consecutive landfalls, we use the first landfall to compare with other cases as the eyewall continues to interact with the land surface between these two landfalls. Due to the land surface interaction,
the storm quickly drops below hurricane intensity around 1200 UTC 26 August, moves northeast, and makes its fifth landfall around 1200 UTC 27 August over South Carolina as a tropical storm. This study focuses on the Florida and the South Carolina landfalls since at least half of the storm moves over land in both locations.

Figure 1. HNR2 track (Control Case) with blue shading indicating the period that the storm is a hurricane, and land use types (USGS) as well as a gridded pattern showing the land area within 150 km buffer from the track over the U.S. The dates indicate storm location at 0000 UTC each day.

The TC in the Control case moves over several land cover types during its life (Figure 1). Many studies employ a 500 km radius from the storm center to define the outer boundary of a TC [47–49] and use the 100–150 km radius to define the inner core [50,51]. In this study, we use a distance of 500 km to define the outer edge of the storm. In the meantime, 150 km is used to distinguish the inner core from the outer region because HNR2 has a slightly larger eye (50 km) than found in the climatological study of Atlantic Basin TCs by [52]. The average roughness length is approximately 32.3 cm for the area within a 500 km radius and 30.2 cm within a 150 km radius. As roughness lengths can be >200 cm in a city center with high-rise buildings, yet be 0.02 cm over open water, this is a relatively smooth surface. As for soil moisture, the major soil type within both radii is loamy sand (more than 90%), which has a moisture availability of about 42%. This is a relatively high value considering that peat has 50% while coarse sand has 5% total available water.

2.2. Model Description and Experiment Design

In this research, the Weather Research and Forecasting–Advanced Research WRF 3.4.1 (WRF–ARW 3.4.1) is used to simulate the TC. This is the same model used to simulate the original HNR2 with the modification to surface layer drag coefficient based on WRF 3.1.1 by [46]. In our study, as in [46], a series of eight-day simulations is conducted with the outermost domain resolution of 9 km, and two vortex-tracking moving nests are set up with 3 km and 1 km grid spacing. All domains are initialized at 1200 UTC 20 August and end 8 days later at 1200 UTC 28 August. The global model JONR provides the initial and boundary conditions. A two-way interaction occurs between domains. There are 60 vertical levels, with the top pressure of 50 mb. WRF 6-class double-moment microphysics [53] is used as the microphysics scheme. For the radiation physics, RRTM-G shortwave and
longwave radiation [54] is used. Additionally, the Kain-Fritsch cumulus scheme [55,56] is used on the outer grid (domain 1 only), the YSU planetary boundary layer scheme [57,58] is employed, and the Noah land surface model [59] is deployed on all domains. The physics and parameterizations we use are identical from the original HNR2 [46], where multiple schemes were tested and the current combination had shown to be the optimal choice. Moreover, a “nudging” process of large-scale fields to the global model is opened on domain 1 (9 km) with a specified 24-h time scale, to adjust the WRF model fields of horizontal velocity, temperature, and humidity for each 24-h time period [46]. We primarily report results from domain 2 (3 km), which has a better spatial resolution than domain 1, and the cumulus processes are not parameterized. The conditions occurring prior to the storm’s arrival are taken from domain 1 as domain 2 is centered on the storm and does not cover Florida prior to 0000 UTC 25 August. Meanwhile, domain 3 is opened to better resolve the core structure, but since its extent does not cover the whole storm, we do not report results from this domain.

After running the simulation with the actual land surface, we conduct four experiments based on the WRF set-ups described above. The land surface of the entire United States is modified to a homogeneous setup featuring one vegetation type and one soil type. This is realized by modifying the major vegetation and soil type in the input files of domain 1. Noting that the topography is not changed for all simulations, the averaged elevation within the 150 km buffer of the storm track is around 30 m. The WRF Land Surface Model defines the roughness length and moisture availability respectively according to the soil and vegetation type that are defined. We use two vegetation types, wetland and broadleaf forest, which have roughness lengths of 15 cm and 50 cm, respectively. Wetland and broadleaf are chosen because other than the dramatic difference they have in roughness lengths, all other parameters that can influence the near-surface atmosphere, such as leaf area index, albedo, emission, etc. are quite similar. We include two soil types of bedrock and water to represent moisture availability with 0% and 100%. Table 1 shows how roughness length and moisture availability varied among the four cases to produce conditions of Dry Smooth (DS), Wet Smooth (WS), Dry Rough (DR), and Wet Rough (WR).

| Experiment Name       | Vegetation/Land Use Type | Roughness Length (cm) | Soil Type   | Moisture Availability |
|-----------------------|--------------------------|-----------------------|-------------|-----------------------|
| Dry Smooth (DS)       | Wetland                  | 15                    | Bedrock (dry) | 0%                    |
| Wet Smooth (WS)       | Wetland                  | 15                    | Water (moist) | 100%                  |
| Dry Rough (DR)        | Broadleaf Forest         | 50                    | Bedrock     | 0%                    |
| Wet Rough (WR)        | Broadleaf Forest         | 50                    | Water       | 100%                  |

2.3. Model Output Verification and Variables Comparison

The test cases are compared with the Control case first to ensure that key storm properties (track, intensity, and size) are similar to one another, and all cases are compared to actual TCs in the Atlantic Basin. The storm track is calculated based on the location of the minimum central pressure at the surface every 30-min. Distances from each case to the Control case are computed at each timestep and evaluated through the calculation of RMSE for the whole time series. Landfall locations and times are also compared. The intensities are evaluated by calculating RMSE relative to the Control case using both minimum central pressure at the surface and maximum sustained wind speed at 10 m. We also compare the translation speed among all simulations. Next, storm size is represented by the radius of gale-force winds (17.5 m s\(^{-1}\)), damaging force winds (25.7 m s\(^{-1}\)), hurricane-force winds (32.9 m s\(^{-1}\)), and maximum winds and outmost closed isobar (1007 mb), which are calculated and compared with [52]’s study of the sizes of Atlantic Basin TCs. Lastly, the environmental moisture profile, which is represented by total precipitable water (TPW) (direct outputs from the WRF model), defined as the total depth of water in a column of the atmosphere, is examined. Total precipitable water is examined to ensure the synoptic
environments are consistent for all simulations, so that any differences in precipitation would not be due to variations in moisture above the PBL. Though changes are made in land surface characteristics, we still expect a realistic TC structure that is comparable with actual Atlantic Basin hurricanes as the TC spins up 3000 km away from the modified land surface.

To investigate the contribution of different land surface characteristics to the PBL, variations in three PBL variables related to precipitation production are examined before and during interaction with the storm. Time series of latent heat flux (LHF), sensible heat flux (SHF), and friction velocity (FV) near the surface, which are three variables directly available from the WRF output, are calculated by averaging values over land within the 150 km of the TC track for the periods before and during interaction with the storm. The periods are separated by the time that the radius of gale-force winds started to interact with U.S. mainland (around 0000 UTC 25 August). Data available every 30 min are examined 0000 UTC 22 August to 2300 UTC 24 August, which is prior to the storm’s interaction with the land surface. We refer to this period as time before storm (TBS). The three-day period when the storm is interacting with the land surface from 0000 UTC 25 August to 2300 UTC 27 August is termed time during storm (TDS). Figure 2 shows the region where the storm center is located during these two periods.
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**Figure 2.** All storm tracks after leaving Cuba and location of maximum intensity, first U.S. landfall and positions each 0000 UTC from 25 August to 0000 UTC 28 August.

As changes in land surface characteristics affect heat fluxes (LHF and SHF) and vertical momentum profile (FV), precipitation patterns should also vary among the simulations when the storm interacts with the modified land. To evaluate precipitation, we first examine rain rates and rainfall areas generated by each storm, as these are common techniques employed in the existing literature, e.g., [15]. We use the 500 and 150-km regions, where the
area of the latter is entirely included in the 500-km region, yet only occupies less than 10% of it, as in the previous analyses [60,61] to account for precipitation generated by the whole storm and its inner core. We calculate hourly precipitation accumulation by subtracting the storm total precipitation each hour from the adjacent hour. Next, we examine separately the average accumulation within each radius for cells having non-zero values, and the area covered by two thresholds of accumulation. To represent lighter rainfall, we calculate the area occupied by accumulations $\geq 0.5 \text{ mm h}^{-1}$, which usually corresponds with stratiform rainfall [62,63]. We then analyze regions with accumulations $\geq 10 \text{ mm h}^{-1}$ where convective rainfalls are likely to occur [64,65]. The analysis includes precipitation accumulations every hour from 0000 UTC 25 August to 0000 UTC 28 August which, unlike the PBL analyses, does not account for whether the grid cell is over land or water.

2.4. Statistical Methods

To statistically compare the values produced in our study, we first run Shapiro–Wilk normality tests [66]. For data that follow a normal distribution, one-way ANOVA tests whether there are significant differences among all cases, then a set of independent sample t-tests are used to identify which pairs are different. If the results show that data do not follow a normal distribution, we use a Kruskal–Wallis test [67] by rank, which is a non-parametric alternative to the one-way ANOVA test and extends the two-samples Wilcoxon test in the situation where there are more than two groups. In both the t-tests and Kruskal–Wallis tests, the null hypothesis is that there is no difference among cases. The null hypothesis is rejected if the $p$-value of the test result is <0.05, meaning that statistically significant differences exist among the cases. When the null hypothesis of a Kruskal–Wallis test gets rejected, a Mann Whitney $U$ test [68], which is the non-parametric equivalent of t-tests for paired data, is performed to determine which specific cases are different from one-another. In this test, the null hypothesis is that there is no difference in the medians between the pairs. Again, we reject the null hypothesis if the $p$-value is <0.05. In these instances, we report which group contains the larger median value to help interpret the results. As a selection of 0.05 $p$-value is a subjective way to determine whether important differences exist among the simulations [69], we report $p$-values for all tests.

3. Results

3.1. Model Output Validation

3.1.1. Storm Tracks

We begin by comparing the positions of the storm circulation centers. Figure 2 shows the similarity in the tracks of all five simulations after the storms’ centers move offshore of Cuba. It also depicts the storm locations at the time when each case reaches its maximum intensity. Out of all simulations, Control and WS cases have the most similar tracks (Figure 3a) with the smallest RMSE of 18.52 km. The two dry cases are the most dissimilar to the Control run, with RMSE values approximating 63 km each. In between the dry and WS cases, the WR case has a RMSE of 44.51 km and its path is more similar to those of the dry cases beginning 1800 UTC 24 August (Figure 2). These differences are all relatively small when compared with values ranging from 50 km to 150 km in other studies, e.g., [70,71].

When comparing the locations of Florida landfalls, the Control and WS simulations made landfall approximately 65 to 125 km north of the other three cases. These values are larger than the distance comparisons made at the same time-steps (Figure 3a), because landfalls occur at slightly different times among the cases. The DS case crosses Florida at the southernmost location. All simulations make landfalls within a nine-hour window from 2100 UTC 25 August (DR case) to 0600 UTC 26 August (Control/WS case). After crossing the peninsula, the five simulations leave Florida and move over the North Atlantic Ocean around 0000 UTC 27 August. Next, all simulations make another landfall over South Carolina. For this event, the Control and WS cases make landfalls around Georgetown, where the other three cases make landfall near Myrtle Beach, approximately 100 km northeast of Georgetown. Even though the five simulations do not make landfall at the
same locations, the three-hour time range of these landfalls from 1000 UTC (WS Case) to 1300 UTC (DR Case) 27 August is less than for the Florida landfalls.

Figure 3. (a) Distance of storm center from that of the Control case of all four experiments; (b) Time series of translation speed (m s$^{-1}$) of all cases with a grey box showing the range of Florida landfall times and purple box showing the range of South Carolina landfall times.

Figure 3b shows the translation speed among the five simulations. A set of t-tests (results not shown) did not find large differences between cases in translation speed, similar to previous modeling studies of landfalling hurricanes [7,8,15,72]. The translation speed of these storms ranges 5 to 10 m s$^{-1}$. According to [73], the average speed for their observed Atlantic Basin TCs near landfall is 5.2 m s$^{-1}$, and our results are also on par with [74], who found a mean motion of 6 m s$^{-1}$, and a range of 2 to 14 m s$^{-1}$, in their study of 10 hurricanes from 1982 to 1992.

3.1.2. Storm Intensity

The minimum central pressure at the surface and maximum one-minute sustained wind speed at 10 m (Figure 4) are utilized to compare storm intensity for the period 0000 UTC 23 August, the approximate time the storm reached TS intensity, to 0000 UTC 28 August. We stop at 0000 UTC 28 August because during the last 12 h of the simulation, domain 2 touches the northern boundary of domain 1. All five simulations start as a disturbance around 1200 UTC 20 August. After the land interaction with Cuba, all simulations experience a period of intensification before the third landfall, which is over Florida. Storms have very similar intensity until 0600 UTC 25 August, when the edges of three storms start to have land interaction. After that point, we see differences in rate of intensification and timing of peak intensities. Both smooth cases achieve lower minimum central pressures of 968 mb compared to the Control run (972 mb), while the two rough cases remain approximately 5 mb higher than the Control case. All cases decay while moving across Florida and all centers move back over water by 0000 UTC 27 August. The majority of the differences in intensity happened from 25 to 27 August (Figure 4), which is also the period in which the storms most interact with the modified land surface. Among the four experiments, WS case has the lowest RMSE from the Control case in both minimum central pressure (1.6 mb) and maximum sustained wind speed (2.2 m s$^{-1}$). For the other cases, DS case has a slightly larger RMSE than WS with the values of 3.5 mb and 3.0 m s$^{-1}$. The two rough cases have similar RMSEs that were the highest values of 4.5 mb and 3.2 m s$^{-1}$. This is consistent with the results of [15], who found that cases with a higher roughness length reduce the surface wind speed more than in lower roughness length cases. Kimball [15] concluded that compared with roughness length, moisture availability does not play as strong of a role in the decay process. Our results are similar in that with identical roughness length, higher moisture availability cases did not show a large difference in either minimum central pressure or maximum one-minute sustained wind speed compared to the less moist cases.
Figure 4. Time series of minimum central pressure (mb) and maximum wind speed (m s$^{-1}$) for all simulations with grey box spanning the Florida landfall times and purple box spanning South Carolina landfall times.

The five simulations attain their highest wind speed from 1200 UTC 25 August to 0300 UTC 26 August. Both smooth cases maintain Category 2 status with maximum sustained wind speed of 45 m s$^{-1}$ for four hours longer than the Control run, and the two rough cases only reach Category 1 intensity as their highest sustained wind speed is 38 m s$^{-1}$. DS case reaches maximum intensity first while the Control and WS cases reach maximum intensity last. Even though the five runs reach maximum intensities at slightly different times, they reach maximum intensity at a similar latitude no farther than 75 km from land (Figure 2). Moreover, all of the cases reached maximum intensity within 6 h of their landfall.

3.1.3. Storm Size

It is important to verify that the sizes of the simulated hurricanes are comparable to real TCs in the Atlantic basin to validate the general structure of these simulations. We examine the radius of gale-force winds (R17), damaging force winds (R26), hurricane-force winds (R33), maximum winds (RMW), and outer closed isobar (ROCI) among the five simulations every 3 h during the 30-h period after leaving Cuba, but before the Florida landfall (Figure 5). We limit analysis to this period as after this time, a large part of the storm moves over land, causing an abrupt decrease in wind speed. There is little difference in mean values among all five simulations according to a series of t-tests (results not shown here) for the size metrics. The statistical distribution of all five radii were compared with those reported by [52], which explored statistical properties of size parameters using a dataset spanning 1988–2002 for North Atlantic TCs. Results from the set of t-tests (Table 2) show that, other than R26, the other radii are similar to those in the observational study.
Figure 5. Three-hourly wind radii for critical wind speeds (R17, R26, R33, and RMW) and ROCI of all simulations for the 15-h period before landfall to landfall time.

Table 2. Comparison of moments of the four TC size parameters (ROCI, R17, R26, R33, and RMW) among five simulations with climatology [52] with p-values from t-tests. Values from the previous study are in parentheses and the p-value < 0.05 is in bold font.

| Moments | R17   | R26   | R33   | RMW   | ROCI   |
|---------|-------|-------|-------|-------|--------|
| Mean    | 229 (222) | 95 (141) | 75 (92) | 63 (65) | 379 (352) |
| Std. dev| 23 (104) | 10 (68) | 10 (47) | 17 (36) | 43 (122) |
| No. of record | 50 (2708) | 50 (1737) | 21 (1071) | 50 (3161) | 50 (3389) |
| p-value | 0.63 | <0.01 | 0.10 | 0.70 | 0.12 |

3.1.4. Environmental Moisture

It is also important to verify that all simulations moved through environments with similar distributions of moisture above the boundary layer, so that any differences we detect in the near-land atmosphere among cases are induced by the changes of land surface characteristics instead of synoptic-scale environmental moisture differences. To achieve this goal, we examine the TPW, which has been employed to characterize the environment surrounding TCs in several previous studies [75–77]. On average, Atlantic basin TCs encounter TPW ranging from 40 mm to 70 mm [75]. Kim et al. [76] found that TCs approaching Florida’s Gulf coastline tend to encounter TPW values of 50 mm on their right sides, but values could be as low as 35 mm on the left side if a frontal system was interacting with the storm. Figure 6 depicts the spatiotemporal patterns of the five
simulations using a Hovmöller diagram, which shows the azimuthal averaged TPW extent out to 900 km from the storm center from 0000 UTC of 25 August to 0000 UTC to 28 August. The highest moisture (over 70 mm) covers the region 0–120 km from the center for all cases. Moreover, TPW outside 360 km decreases from 50 mm to 40 mm over time, which agrees with the fact that the storm is moving northward into the mid-latitudes where drier environments (40–45 mm) normally exist [78]. Overall, the TPW plots reveal reasonable spatial patterns for all cases, and that the synoptic scale environmental moisture content is similar for all cases.

Figure 6. Hovmöller diagram showing TPW averaged around the storm from 25 August to 28 August for (a) DS case; (b) WS case; (c) DR case; (d) WR case; (e) Control case.
3.2. PBL Variables

3.2.1. PBL Properties before Interaction with the Storm

According to previous studies e.g., [20,23,25,26], in the absence of synoptic-scale forcing (vertical wind speed at 500 mb less than 5 ms$^{-1}$), land surface evapotranspiration rates are a predominant factor in variations in the near-land atmosphere. Figure 7a,c,e illustrates the trends for LHF, SHF, and FV over land within 150 km from the eventual storm track during the time before the storm (TBS). There is a cycle of increasing values through late morning and decreasing values through early evening, mirroring the diurnal cycle in incoming solar radiation. On 25 August, sunrise occurs at 1105 UTC for Tampa, Florida and sunset occurs at 2358 UTC. Values are much lower and little variability exists among the cases when solar radiation is absent. In addition to performing a Kruskal–Wallis test on values for all times, we also test times 1100—0000 UTC that encompass daylight hours.

![Figure 7](image-url)

Figure 7. Time-series of PBL variables (a) LHF and (c) SHF and (e) FV within 150 km of the eventual storm track during the time before interaction with the storm (0000 UTC 21 August to 2300 UTC 24 August); (b) LHF (d) SHF and (f) FV over land within 150 km of the storm center during storm passage over the U.S. (0000 UTC 25 August to 2300 UTC August).

Due to the similarity of values during the night, minimal differences exist among TBS values when all times are considered (Table 3). However, values during the day yield larger differences and thus paired tests are conducted (Table 4). As expected, the Control and Wet cases yield higher latent heat flux values, while the dry cases yield higher sensible heat values. Peak values of LHF for wet and the Control cases are >140 W m$^{-2}$ than those for dry cases. On the other hand, the SHF values for dry cases nearly double those for the Control and wet cases when all cases peak at 1700 UTC (1:00 pm LST). In terms of FV, the
rough cases have the highest values, while WS and Control produce the lowest values. The DS values are closer to the rough cases than WS or Control.

Table 3. Kruskal–Wallis test $p$-values for TBS and TDS when all hours ($n = 142$) and daylight hours ($n = 81$) are considered, bold signifies $p$-value $< 0.05$.

| Period and Timing | LHF $p$-Value | SHF $p$-Value | FV $p$-Value |
|-------------------|---------------|---------------|--------------|
| TBS All           | 0.11          | 0.99          | 0.43         |
| TBS Day           | $< 0.01$      | $< 0.01$      | 0.02         |
| TDS All           | $< 0.01$      | $< 0.01$      | $< 0.01$     |
| TDS Day           | $< 0.01$      | $< 0.01$      | $< 0.01$     |

Table 4. Results of pairwise comparisons of cases for TBS daytime hours. Bold signifies $p$-value $< 0.05$ and those cells include the case with the higher median value of the pair.

| Case               | LHF $p$-Value Higher Case | SHF $p$-Value Higher Case | FV $p$-Value Higher Case |
|--------------------|----------------------------|----------------------------|--------------------------|
| Control vs. WS     | 0.74                       | 0.83                       | 0.21                     |
| Control vs. WR     | 0.98                       | 0.86                       | 0.53                     |
| Control vs. DS     | $< 0.01$ CNT               | $< 0.01$ DS                | 0.22                     |
| Control vs. DR     | $< 0.01$ CNT               | $< 0.01$ DR                | 0.02 DR                  |
| WS vs. WR          | 0.72                       | 0.69                       | $< 0.01$ WR              |
| WS vs. DS          | $< 0.01$ WS                | $< 0.01$ DS                | 0.01 DS                  |
| WS vs. DR          | $< 0.01$ WS                | $< 0.01$ DR                | $< 0.01$ DR              |
| WR vs. DS          | $< 0.01$ WR                | $< 0.01$ DR                | 0.48                     |
| WR vs. DR          | $< 0.01$ WR                | $< 0.01$ DR                | 0.69                     |
| DS vs. DR          | 0.73                       | 0.78                       | 0.27                     |

3.2.2. PBL Properties during Interaction with the Storm

The previous section confirmed that in the absence of synoptic-scale forcing, the near-surface atmospheric variables had values that differed according to the modified land surface characteristics. Next, we examine conditions over land areas within 150 km of the storm track while winds are at least gale-force (TDS). Overall, we can still identify differences between the cases, but the magnitudes are smaller compared with TBS as expected for LHF and SHF (Figure 7b,d) and larger for FV (Figure 7f). Among the three days, 25 August contains the highest values in both variables. This result can be explained by the fact that the storms are reaching their maximum intensity, so there are increases in the wind speed which have a positive influence on these variables. Moreover, the land is located on the right side of the storm during 25 August whereas for the next two days, the land is mainly located on the left side of the storm (Figure 2), especially after 1200 UTC 26 August. As TCs in the northern hemisphere have stronger wind on the right side of the storm, the wind speed should be even lower over land 26 and 27 August, compared with 25 August. Although less pronounced, the diurnal cycle is still visible for LHF and SHF. The maximum value of LHF is 385 W m$^{-2}$ for TBS compared with 307 W m$^{-2}$ for TDS and maximum value for SHF is 365 W m$^{-2}$ for TBS and only 70 W m$^{-2}$ for TDS. The change in the magnitude of these heat fluxes can be accounted for by two primary processes. First, the cloud cover of the TC reduces the incoming solar radiation, which reduces the overall incoming heat energy. Second, strong winds associated with the TC throughout the PBL promote mixing so that conditions at surface are different than in a more quiescent environment. The higher wind speeds lead to higher values of FV [79] and as the TC center approaches land in the simulations, this leads to an increase in for FV in all cases.

Though the magnitudes of the heat fluxes are reduced, differences still exist between cases regardless of whether all times or daylight times are examined (Table 3). As the pairwise comparisons produce similar results when all or just daylight times are compared,
we present results for the daylight tests in Table 5 to be directly comparable with Table 4 for TBS. Although the Control and two wet cases are very similar, both SHF and LHF show differences between wet cases and dry cases that are significant at the 95% confidence level, echoing the findings for TBS. The one difference for TDS compared to TBS is that the \( p \)-values are larger in tests for which the null hypothesis cannot be rejected. Thus, we assert that our modification of the land surface affects heat fluxes in the PBL despite the stronger synoptic-scale flow and mixing that occur during a TC. However, there is little difference between smooth and rough cases with same moisture level. This can be caused by the mixed influence of increased roughness length, which can increase the surface exchange coefficient that positively influences the heat fluxes terms. In the meantime, the increased friction may greatly reduce the surface wind speed, which can reduce the heat fluxes.

Table 5. As in Table 4 for TDS.

| Case      | LHF \( p \)-Value Higher Case | SHF \( p \)-Value Higher Case | FV \( p \)-Value Higher Case |
|-----------|-------------------------------|-------------------------------|-----------------------------|
| Control vs. WS | 0.46                          | 0.09                          | 0.34                        |
| Control vs. WR | 0.90                          | 0.13                          | <0.01 WR                    |
| Control vs. DS | <0.01 CNT                     | <0.01 DS                      | <0.01 DS                    |
| Control vs. DR | <0.01 CNT                     | <0.01 DR                      | <0.01 DR                    |
| WS vs. DR    | 0.53                          | 0.88                          | <0.01 WR                    |
| WS vs. DS    | <0.01 WS                      | 0.03 DS                       | 0.02 DS                     |
| WS vs. DR    | <0.01 WS                      | <0.01 DR                      | 0.02 WR                     |
| WR vs. DR    | <0.01 WR                      | <0.01 DR                      | 0.10                        |
| DS vs. DR    | 0.48                          | 0.13                          | <0.01 DR                    |

Friction velocity is another fundamental parameter in several processes of the PBL, especially those linked to the vertical transport of momentum, or turbulence generation, which helps lift extra LHF and SHF into the storm from the land. Values of FV increase for TDS as compared to TBS, and the increased mixing can help explain why the diurnal cycle is less pronounced for LHF and SHF during the TC’s passage. Increased FV values occur at night as well as in the day during storm passage, while a more pronounced diurnal variation occurs TBS. The higher FV values for TDS also allow more variation to occur among the cases, and we find that the null hypothesis can be rejected with 95% confidence in eight comparisons as opposed to four in the TBS. The rough cases still have the highest median values for FV (1.39 m s\(^{-1}\) for DR and 1.36 m s\(^{-1}\) for WR), but they are more distant from the values in Control (1.25 m s\(^{-1}\)) and WS (1.27 m s\(^{-1}\)) cases than TBS, and the DS case which has the third highest median (1.33 m s\(^{-1}\)) and is dissimilar to all other cases. The one test whose results change when all hours are considered for TDS is the comparison for WS and DS cases; there, the null hypothesis cannot be rejected based on a \( p \)-value of 0.29. This implies that WS and DS are more similar in the absence of solar radiation. A consistent result across all times and both periods is that WS and Control cases have similar values for LHF, SHF, and FV. This result supports our hypothesis that WS and Control cases have the most similar results, which we base on comparisons to actual values for different vegetation and soil moisture types. Recall that the average moisture availability for the Control case is 42%, and roughness length is 30.2 cm. Given that their tracks are also the most similar, we hypothesize that the precipitation patterns for WS and Control will also be similar. As for the WR case, it does not show consistently higher values in LHF than the other two wet cases. This can be due to the mixed effects of increased upward momentum and decreased surface wind speed caused by increased roughness length. DS and DR cases are similar in SHF and LHF, while DR is more similar to WR in FV.

3.3. Precipitation Accumulation and Area

To place the precipitation analysis into spatial context, it should be noted that the Florida peninsula is < 250 km wide (Figure 1), meaning that most of the outer region is
over water at the time of landfall. Much of the rear of the storm is over the Gulf of Mexico, while the front of the storm is over the Atlantic Ocean. Much of the left front quadrant remains over land, however, and precipitation likely develops in the outer region due to convergence of moist air sourced from over the Atlantic Ocean along the coastlines of Georgia and South Carolina (Figure 8).

Figure 8. Accumulated-precipitation between 1100 UTC to 1200 UTC 26 August, with black circle indicating 500 km radius and blue circle indicating 150 km radius for (a) DS Case; (b) WS Case; (c) DR Case; (d) WR Case; and (e) Control Case. Circle is centered at the storm location at 1130 UTC 26 August.

We begin by examining areal-averaged precipitation accumulation values. Figure 9 shows the hourly precipitation accumulation for non-zero grid cells averaged over the area within 150 and 500 km from the storm center through our three-day window of interaction with the modified land surface. Hourly totals within both distances reach a relative peak between 0900 UTC to 1200 UTC 25 August near the times of TC maximum intensity prior to landfall, and accumulations decrease from that point until landfall. Precipitation in the larger radius is 2-4 mm h$^{-1}$ lower than that in the core. After Florida landfall, overall trends
in the inner core and outer region oppose one another over the next 24 h. The precipitation amount in the inner core decreases, particularly for the dry cases, while all cases exhibit a steady increase when the outer region is included. The slowing of winds (Figure 3) leading to less convergence could explain the decrease in the core, along with the fact that rainfall tends to spread outwards from the circulation center as a TC tracks inland [15]. This spreading would help increase precipitation in the outer region. Additionally, increased convergence occurs due to friction along the Georgia and South Carolina coasts, helping to increase precipitation in this area.

![Hourly precipitation accumulation](image)

Figure 9. Hourly precipitation accumulation averaged for the region within 150 km (dashed line) and 500 km of the storm center (solid line) for non-zero grid cells.

Moving forward, the accumulations in the outer region peak around 0000 UTC 27 August, and values are similar for the outer region in all cases as well as for the Control and wet cases of the inner core. Values decrease in both regions over the next 6–9 h, although values are now higher for the whole region than the inner core area and remain so for the rest of the day. The increasing trend for both distances from 0300—1800 UTC 27 August coincides with the landfall over South Carolina. Here, the increased friction on the left side of the storm and the ample moisture advecting into the right side of the storm from over the Atlantic Ocean likely combine to enhance precipitation.

Statistical tests show that mean accumulations differ when the inner core is considered, but are much more similar when the entire 500-km region is examined (Table 6). Thus, a set of paired tests compare values between cases for the 150 km region only (Table 7). The Control and two wet cases have similar accumulations, and accumulations are higher than those for the dry cases. The dry cases also have accumulations that are similar with each other. The higher values occur in the day after landfall (Figure 9) when the inner core has the most interaction with the modified land surface, suggesting that the modified land surface contributed to this peak, while values become more similar once the TC’s core moves over the Atlantic Ocean. Further evidence that our modified land surface could be influencing precipitation can be found when comparing these results to those for LHF during the storm’s passage. Nine out of ten tests produce similar results when comparing LHF (Table 5) and accumulations within the 150 km radius (Table 7). The one different result is that while the Control and WR cases have similar values for LHF, Control has higher precipitation accumulations than WR case, especially in the hours right after landfall. This can be explained by the fact that the Control case spends more time over water before landfall and thus reached a higher intensity, allowing it to evaporate more moisture to then be condensed into precipitation in the hours immediately following landfall.
Table 6. Kruskal–Wallis test p-values for average hourly precipitation accumulation (mm) of non-zero area and precipitation coverage (km²) for rain rates >0.5 mm h⁻¹ and >10 mm h⁻¹ within 150 km radius and 500 km radius for 25 August to 28 August (n = 71), bold p-value < 0.05.

| Distance from the Center | Accumulation Mean p-Value | Area > 0.5 mm h⁻¹ p-Value | Area > 10 mm h⁻¹ p-Value |
|-------------------------|---------------------------|---------------------------|-------------------------|
| 150 km                  | 0.02                      | <0.01                     | 0.04                    |
| 500 km                  | 0.57                      | 0.63                      | 0.01                    |

Table 7. Results of pairwise comparisons for hourly precipitation accumulation for inner core area within 150 km from 0000 UTC 25 August to 0000 UTC 28 August. Bold signifies p-value < 0.05 and those cells include the case with the higher median value of the pair.

| Case     | Accumulation Mean within 150 km Radius p-Value | Area > 0.5 mm h⁻¹ within 150 km Radius p-Value | Area > 10 mm h⁻¹ within 150 km Radius p-Value | Area > 10 mm h⁻¹ within 500 km Radius p-Value |
|----------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------------------------|
|          | Higher Case                                   | Higher Case                                   | Higher Case                                   | Higher Case                                   |
| Control vs. WS | 0.06                                                   | 0.93                                                   | 0.11                                                   | 0.32                                                   |
| Control vs. WR | 0.02 CNT                                           | <0.01 CNT                                           | 0.08                                                   | 0.33                                                   |
| Control vs. DS | 0.01 CNT                                           | <0.01 CNT                                           | 0.04 CNT                                           | 0.03 DS                                           |
| Control vs. DR | <0.01 CNT                                         | <0.01 CNT                                           | <0.01 CNT                                         | 0.02 DR                                         |
| WS vs. WR    | 0.05                                              | <0.01 WS                                            | 0.26                                                   | 0.04 WR                                           |
| WS vs. DS    | 0.05 CNT                                           | <0.01 CNT                                           | <0.01 CNT                                         | 0.02 DS                                         |
| WS vs. DR    | 0.02 WR                                           | 0.01 WS                                             | <0.01 WS                                          | <0.01 DR                                         |
| WR vs. DS    | 0.02 WR                                           | 0.01 WS                                             | 0.23                                                   | 0.31                                                   |
| WR vs. DR    | <0.01 WR                                          | 0.01 WR                                             | <0.01 WR                                          | 0.24                                                   |
| DS vs. DR    | 0.30                                              | 0.43                                                | 0.16                                                   | 0.90                                                   |

We now examine the time series of precipitation coverage for 0.5 mm h⁻¹ and 10 mm h⁻¹ thresholds for the 150 km and 500 km regions (Figure 10). For reference, 100% coverage for the 150 (500) km region equates to 70,650 (785,000) sq. km. We begin with the 0.5 mm h⁻¹ threshold where precipitation coverage seems to equate more with storm intensity for the inner region, while the diurnal cycle is more apparent in the outer region. An increasing trend occurs from 0000 UTC 25 August until landfall time in all cases within 150 km radius (Figure 10a), which coincides with storm intensification. After landfall, the areal coverages of all cases generally decreases until 28 August, which is also when the storm loses strength. These results support the observational study of [80] who found rainfall strength to be strongly related to TC intensity. For the 500 km radius (Figure 10b), there is a noticeable diurnal cycle, where growth starts around 0000 UTC and peaks around 1200 UTC. This can be explained by the fact that there is a lag between rain-field growth and increasing moisture from the surface during the previous 12 h [36]. It is around 1200 UTC when the LHF starts to increase due to increasing incoming solar radiation. As most of the 500 km region does not contain precipitation, the lack of cloud cover allows insolation to reach the land surface. On the other hand, most of the inner core is covered by precipitation, and therefore clouds reflect a significant portion of insolation, save for in the TC’s eye (Figure 8e). This is particularly true for the WS and Control cases with their corresponding higher coverage (Figure 10a) from landfall until the end of the study period. The high amount of cloud cover likely explains the lack of a pronounced diurnal cycle in the 150 km region.
Figure 10. Precipitation coverage in km² for (a) hourly accumulation greater or larger than 0.5 mm within 150 km radius, (b) 0.5 mm over 500 km radius, and (c) over 10 mm with 150 km radius (d) over 10 mm within 500 km radius.

From the 0.5 mm h⁻¹ threshold, more differences in areal coverage exist among the simulations within the 150 km than the 500 km radius, as shown in the Kruskal–Wallis tests (Table 6). Control and WS cases are similar (Table 7) and have higher median values when compared to the other three cases. These higher values occur during the 36 h after the Florida landfall (Figure 10a). The other three cases are similar to each other. Again, the fact that the largest differences occur after landfall when the core interacts with land provides support to the hypothesis that the modified land surface helped to produce differences in precipitation rather than the differences being due to random chance. It should be noted that the WR case is more different from the Control case in the current test than it was in the earlier test for rain accumulation (Table 6). The track of WR is closer to the two dry cases (RMSE values < 25 km) than Control and WS cases (RMSE values > 33 km) (Figure 2). The two dry and WR cases achieved maximum intensity and made landfall at similar times and locations as well. It is right after landfall that the WR case exhibits similar trends with the DR and DS cases (Figure 10a).

For the 10 mm h⁻¹ threshold, Control and wet cases again have higher values than the dry cases for the 150 km radius (Table 7). The largest differences compared to the other cases occur during 26 August (Figure 10c). All cases have their lowest values on 27 August when high rain rates move outwards. Interestingly, test results for 500 km radius show that dry and rough cases have higher medians than the Control and WS cases; this happens on 26–28 August (Figure 10d). These higher coverages occur due the increased roughness length, and therefore friction velocity for rough cases and the increased moisture gradient for the dry cases in the outer rainbands and along the coastline are seen in Figure 8.

4. Discussion and Conclusions

This paper illustrated the linkages among land surface conditions, PBL variables, and precipitation production in simulated landfalling hurricanes. The WRF model was run with data from the Hurricane Nature Run 2, which featured landfalls over Florida and South Carolina. Following the Control run that incorporated the actual heterogeneous land
surface, four additional simulations were performed after altering the moisture availability and roughness length of the land surface. These simulations featured homogeneous surfaces that were wet/rough, wet/smooth, dry/rough, and dry/smooth. We first compared our modeled storms to each other and other Atlantic Basin TCs to confirm that our TCs were realistic in track, intensity, and size. We then analyzed three PBL variables before and during the storm’s passage: latent heat flux, sensible heat flux, and friction velocity. At last, we examined hourly precipitation accumulations and the area of 0.5 mm hr\(^{-1}\) and 10 mm hr\(^{-1}\) accumulations within the storm’s core and over its entire circulation to determine how coverages of low and high rain rates evolved among the simulations as the TCs moved over land.

Before the storm interacted with modified land surface, wet (dry) cases had higher values for latent (sensible) heat fluxes\( (p > 0.05)\) in the daytime, while rough cases had higher values in FV than smooth cases as expected. While the storm moved over the modified land surface, statistically significant differences still existed in the medians of all of the three PBL variables, though the values of LHF and SHF were lower compared with before storm interaction, while FV had more variation due to the increased surface wind speed. These results agree well with previous studies\[20,24\] and suggest that the land surface condition was the dominant factor influencing the near surface atmosphere when surface winds were weak. In building on the work of\[17\], our results showed that during stronger synoptic-scale events, such as the passage of a TC, atmospheric response in heat fluxes was smaller, yet still detectable. Thus, it is also important to take land surface characteristics into consideration when forecasting precipitation under stronger synoptic forcing, as the land surface may still influence the PBL.

In terms of rainfall, differences were maximized among the simulations when activity within 150 km of the storm center was considered. When analyzing rainfall accumulation and area covered by lower and higher rain rates in this region, Control and WS simulations exhibited similarly high values, while values were lower for the dry cases. This approximates the results from the analysis of latent heat flux. The timing of the highest values as the storm cores moved over Florida suggests that the higher moisture availability in the control and wet simulations could have enhanced rainfall production. When examining areas receiving higher rain rates within 500 km of the storm center, a different result occurs, as the rough and dry cases exhibit the highest values. The higher values occurred when the TC outer rainbands interacted with the coastline. Near this boundary, the dry cases would have a greater moisture gradient than the moist cases, and friction velocity was higher for the rough cases than for the dry cases. Both situations could have enhanced rain rates and support the hypothesis that modifying the moisture availability and surface roughness can affect precipitation production in a landfalling TC.

There are two main limitations to this analysis. First, even though our study identified differences in the precipitation patterns of a landfalling TC in a realistic atmospheric setting, we modified land surface into an unrealistic homogenous surface. Thus, our results provide limited implications for strategies in managing land cover and land use to reduce extreme precipitation during TC passage. Thus, future research should examine more heterogeneous land surfaces. Second, HNR2 only passed over a 250 km-wide section of Florida and then moved along the coastline of Georgia and South Carolina, thus it remained near the oceanic source of latent heat. As a result, modifications to moisture availability by this land surface sensitivity analysis may not have played as important a role in changing the overall amount of the precipitation compared to what could have been observed had the storm moved directly inland. Thus, future studies should examine realistic conditions for TCs that move directly inland.

Finally, although comparing the precipitation coverage within the inner core and entire circulation separately provided useful insights of the rainfall distribution compared with the precipitation amount, this method averaged data over a large region which limits the ability to discern fine-scale differences. For example, the largest 10 mm hr\(^{-1}\) threshold rainfall areas are along the Georgia and South Carolina coastline, but the shape of the
largest area in the WR case is quite different from the WS case. In future studies, we will measure the spatial properties of the precipitation regions, such as the width of the rainfall swath and the tangential coverage around the storm center, to more accurately compare the simulation outputs.
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