Cooper Pair Induced Frustration and Nematicity of Two-Dimensional Magnetic Adatom Lattices
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We propose utilizing the Cooper pair to induce magnetic frustration in systems of two-dimensional (2D) magnetic adatom lattices on s-wave superconducting surfaces. The competition between singlet electron correlations and the RKKY coupling is shown to lead to a variety of hidden order states that break the point-group symmetry of the 2D adatom lattice at finite temperature. The phase diagram is constructed using a newly developed effective bond theory [M. Schecter et al., Phys. Rev. Lett. 119, 157202 (2017)], and exhibits broad regions of long-range vestigial nematic order.
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The interplay between magnetism and superconductivity has a long and rich history, sometimes yielding novel forms of matter with intertwined or competing orders. A striking example may occur for systems of magnetic adatoms exchange coupled to a superconducting surface [1–14], which could provide a route towards creating interfacial topological phases harboring Majorana bound states [5, 7, 9, 15–29].

While some theoretical studies have considered the topological superconducting phase diagram for a few hand-selected 2D magnetic configurations [30–32], little is known about the actual low temperature magnetic phase diagram. This problem is nontrivial due to the magnetic exchange frustration created by the competition between the Ruderman-Kittel-Kosuya-Yosida [33–35] (RKKY) coupling and the antiferromagnetic (AFM) coupling mediated by singlet Cooper pairs [36–40], see Fig. 1. While the magnitude of the Cooper pair contribution is small, scaling with the superconducting gap Δ, it is longer ranged than the RKKY component and can lead to an instability of a FM chain towards helimagnetism [40, 41].

For 2D adatom lattices, the helimagnetic wavevector Q is accompanied by a discrete set of symmetry-related wavevectors in the ground state manifold. This discrete symmetry is expressed through the exchange coupling bonds of the lattice and can be broken spontaneously by the spins at a finite temperature [42–44]. The remarkable possibility of breaking a discrete symmetry with degrees of freedom that have only a continuous local symmetry is one of the hallmark predictions of the “order by disorder” mechanism [42, 45, 46]. Here we investigate this phenomenon using a newly developed effective exchange bond theory [47], which generically predicts short-range helimagnetic states with long-range vestigial lattice-nematic order.

In particular, we construct the phase diagram of a square adatom lattice exchange coupled to a 3D superconductor in the plane of temperature T and adatom lattice constant a, using the effective exchange bond theory of Ref. [47]. We find broad regions of symmetry broken phases in the regime where the RKKY coupling is FM (tuned by the lattice constant a). The spin-spin correlation length ξ, while always finite for T > 0, exhibits a strong nonanalytic increase as the system enters the symmetry broken phase and is accompanied by anisotropic spin-spin correlations. Our results suggest that magnetic adatoms on superconducting surfaces provide a novel setting for the study of frustrated magnetism.

We describe the system of magnetic adatoms coupled to a 3D superconductor using the Bogoliubov-de Gennes Hamiltonian...
\[ H = \frac{1}{2} \sum_{k} \Psi_{k}^{\dagger} \left( \xi_{k} \tau_{z} + \Delta \tau_{x} \right) \Psi_{k} + \frac{1}{r} \int_{r} \Psi_{r}^{\dagger} \mathbf{S}_{r} \cdot \sigma \Psi_{r}, \]

where \( \xi(k) = k^{2} - \frac{k_{F}^{2}}{2m} \) and \( k_{F} \) is the Fermi momentum. The 4-component Nambu spinor \( \Psi = (\psi_{\uparrow}, \psi_{\downarrow}, \psi_{\uparrow}^{\dagger}, -\psi_{\downarrow}^{\dagger})^{T} \) is written in terms of electron annihilation (creation) operators \( \psi_{\sigma}(\psi_{\sigma}^{\dagger}) \) with spin projection \( \sigma \). Here \( \sigma_{i} \) and \( \tau_{i} \) are, respectively, Pauli matrices acting in the spin and particle-hole spaces. The spin lattice \( S_{r} = \sum_{r} \delta(r - r_{j})S_{j} \) is exchange coupled to electrons with strength \( J \).

In what follows we consider classical spins with unit norm \( |S_{j}|^2 = 1 \), while quantum spins at finite \( T \) can be treated within a classical-renormalized framework \([48, 49]\).

At sufficiently weak coupling \([40]\) the electrons may be integrated out to obtain an effective adatom Heisenberg Hamiltonian

\[ H_{S} = \frac{1}{2} \sum_{\langle i, j \rangle} I(r_{i} - r_{j}) S_{i} \cdot S_{j}. \]

The exchange coupling \( I(r) \) is given by \([39, 40]\)

\[ I(r) = \left[ \frac{v_{F}\cos(2k_{F}r)}{2\pi r} + \frac{(\Delta^{2} - 3\varepsilon^{2})\cos^{2}(k_{F}r)}{2|\varepsilon|} \right] \times \left( 1 - \frac{\varepsilon^{2}}{\Delta^{2}} \right) e^{-2r/\xi_{s}} \frac{2(k_{F}r)^{2}}{v_{F}^{2}}, \]

where \( v_{F} \) is the Fermi velocity and \( \xi_{s} = v_{F}/\Delta \) (\( \hbar = 1 \)) is the coherence length of the superconductor. In Eq. (3) \( \varepsilon \) is the energy of the subgap Yu-Shiba-Rusinov \([50-52]\) (YSR) states formed at each magnetic adatom and is parameterized by the coupling \( J \) through the relation \( \varepsilon = \pm \Delta \sqrt{\frac{J}{J_{c}}}, \) where \( \nu \) is the normal state density of states at the Fermi level. The YSR states play an important role in enhancing the Cooper pair contribution to the indirect exchange coupling \([39, 40]\), as explained below.

The first term in square brackets in Eq. (3) is the standard RKKY interaction \([33-35]\), while the remaining AFM terms arise from Cooper pairs that disfavor the pair-breaking effect of a polarized exchange field. The \( \Delta^{2}/|\varepsilon| \) term stems from virtual Cooper pair tunneling into a pair of YSR states \([39, 40]\) and is valid only for \( |\varepsilon| > \Delta/k_{F}a \), where Cooper pairs remain off-resonant with the YSR. As the YSR band approaches the Fermi level \( (\varepsilon \to 0) \), higher order spin-spin interactions become increasingly relevant. This leads to the breakdown of the Heisenberg Hamiltonian, Eq. (2), and the promotion of topological superconductivity in the YSR band \([40]\). We will not address this interesting regime for the 2D lattice here (for the 1D case see Ref. \([40]\)), and instead will consider the possible magnetic phases allowed by Eq. (2).

The classical spin ground state of Eq. (2) is determined by the minimum Fourier component \( Q \) of the exchange interaction, \( I_{Q} \). In the normal state \( (\Delta = 0) \), one finds from Eq. (3) a FM nearest neighbor RKKY coupling in the range \( n + 1/4 < k_{F}a/\pi < n + 3/4 \) with integer \( n \) and an AFM nearest neighbor RKKY coupling otherwise. This generally (although not always) leads to FM \((Q = 0)\) and AFM \((Q = (\pi, \pi))\) ground states for the corresponding range of lattice constants given above. In the case of FM order, turning on singlet superconducting correlations in the 3D electron gas generally leads to an instability towards helimagnetism due to the long-range superconducting correction in Eq. (3). For \( \Delta > 0 \) one finds the scaling near \( q = 0 \):

\[ I_{q} \sim \frac{E_{F} q^{2}}{(\xi_{s}^{2})^{2}} \log(qa), \]

the minimization of which leads to a finite value of the ground state wavevector amplitude \( Q_{q} \sim \sqrt{\frac{\Delta}{\xi^{2}}} \). This magnetic instability is similar to the Anderson-Suhl transition in 2D and 3D spin lattices \([37, 53]\) and results from the compromise between the shorter-range FM RKKY interaction and the longer-range AFM interaction mediated by Cooper pairs. Here, however, the finite codimension of the 3D superconductor with respect to the 2D spin lattice leads to a distinct scaling of \( Q \) with \( \Delta \) and negligible magnetic backaction on the SC order parameter \([41]\).

The direction of wavevector \( Q \) is constrained by energetics and the symmetry of the underlying adatom lattice. We generally find that \( Q \) tends to align along the high symmetry axes for the square lattice case. When this occurs, it implies a two-fold degenerate ground state manifold (excluding global spin rotations) spanned by \( Q_{1,2} \), which are associated with the states \( S_{\alpha} = u \cos \theta \cdot r_{\alpha} + v \sin \theta \cdot r_{\alpha} \) \([45]\), where \( u, v \) are orthonormal vectors and \( \alpha = 1, 2 \).

We now investigate the possibility of spontaneous point group symmetry breaking for the system defined by Eq. (2) using the effective exchange bond theory of Ref. \([47]\). This approach has the advantage of being relatively simple, and is capable of describing systems with arbitrary commensurate or incommensurate ground state wavevector \( Q \) manifolds in the thermodynamic limit. The effective exchange bonds are defined through the spin-spin correlation function \( \langle |S_{q}|^{2} = NT/(2K_{q}^{\text{eff}}) \), where \( N = 3 \) is the number of vector components of the Heisenberg spin \( S_{q} \) and \( (\ldots) \) denotes a thermal average. A central result of Ref. \([47]\) is that the exchange bonds may be determined self-consistently at leading order in \( 1/N \) by solving the following nonlinear bond equation

\[ K_{q}^{\text{eff}} = K_{q} + \frac{2}{N} \int_{P} \frac{1}{K_{q}^{\text{eff}} + P} \left( \int \frac{1}{K_{q}^{\text{eff}}} \right)^{-1}, \]

where \( \int_{q} \) denotes integration over the Brillouin zone, \( K_{q} = I_{q} - I_{\Omega} + \Omega \) and \( \Omega(T) > 0 \) must be chosen to satisfy the sum-rule \( \int_{q} N_{q}^{\text{NT}}(q) = 1 \), i.e. \( |S_{q}|^{2} = 1 \).

Point group symmetry breaking occurs through a spontaneous distortion of the effective exchange bonds, i.e. \( K_{q}^{\text{eff}} \). In the case of broken lattice-rotation symmetry,
this implies that spin correlations along orthogonal directions become distinct below a critical temperature \( T_c \), e.g. \( \langle S_i \cdot S_{i+x} \rangle \neq \langle S_i \cdot S_{i+y} \rangle \). The corresponding \( Z_2 \) order parameters can be defined as

\[
\sigma^{a(d)} = \int_q \langle |S_q|^2 \rangle f_q^{a(d)},
\]

where \( f_q^{a(d)} = (\cos q_x - \cos q_y)\{(\cos(q_x + q_y) - \cos(q_x - q_y)\} \). Although \( \sigma^{a(d)} \) both break rotation symmetry, they transform differently under mirror reflections as indicated by the form factors \( f_q^{a(d)} \).

We solve Eq. (4) numerically to construct the phase diagram of Eq. (2), which is presented in Fig. 2. We find broad regions of symmetry-broken phases, centered primarily around the sequence \( k_F a / \pi = n + 1/2 \), for integer \( n \) ( \( n = 2,3 \) shown in Fig. 2), where there is a FM RKKY coupling. The overall scale of the critical temperature decreases with increasing \( a \) in a power-law fashion, shown by the dashed line in Fig. 2, due to the algebraic decay of the indirect exchange coupling, Eq. (3). Near integer values of \( k_F a / \pi \) the nearest neighbor RKKY coupling is AFM, leading to regions of short-range AFM order without any symmetry breaking for all \( T > 0 \).

Within the symmetry broken regions of Fig. 2 there exists transitions of the ground state wavevector \( Q \) as a function of \( k_F a \), corresponding to a switch from axis to diagonal orientation or vice-versa [54]. Near such points the order parameters \( \sigma^a \) and \( \sigma^d \) compete, leading to a sequence of bicritical points with suppressed \( T_c \). For \( T < T_c \) this leads to first order transitions between \( \sigma^a \) and \( \sigma^d \) as a function of \( k_F a \), indicated by the vertical dashed lines in Fig. 2.

The real-space spin-spin correlation function can be analyzed by Fourier transforming \( N T / (2k_F^2 \xi) \). We show its typical spatial structure in Fig. 3 in the symmetry-broken phase \( T < T_c \). Apart from the anisotropic form of the correlations, \( \langle S_i \cdot S_{i+z} \rangle \neq \langle S_i \cdot S_{i+y} \rangle \), the asymptotics can be obtained by expanding \( \langle |S_q|^2 \rangle \), near \( Q_{1,2} \),

\[
\langle |S_q \mp Q_{1,2}|^2 \rangle \propto \frac{1}{q^2 + \xi_{1,2}^2}.
\]

If we expand near \( T_c \) we have, to linear order in \( \sigma \) (\( |\sigma| \ll 1 \), \( \xi_{1,2} \approx \xi(T_c)(1 \pm C\sigma) \), where \( C \) is a dimensionless number that depends on the microscopic parameters. Fourier transforming Eq. (6) leads to the asymptotic real-space correlation function

\[
\langle S_0 \cdot S_r \rangle \approx \sum_{\alpha=1,2} \frac{e^{-r/\xi_{\alpha}}}{\sqrt{r/\xi_{\alpha}}} \cos (Q_\alpha \cdot r).
\]

Although Eq. (7) has contributions from both \( Q_{1,2} \), only one of them is significant for \( T < T_c \). This is due to the nonanalytic growth of \( \sigma \) (and thus of \( \xi_1 \) or \( \xi_2 \)) across the critical point. As a result, Eq. (7) is essentially governed by a single correlation length \( \xi \) both above and below \( T_c \),

\[
\xi = \max (\xi_1, \xi_2).
\]

This behavior can be seen in Fig. 3 already for \( T \approx 0.8 T_c \), where \( \xi/a \approx 250 \). The nonanalytic growth of \( \xi \) below \( T_c \) results from its relation to the order parameter, as discussed above. This is seen in Fig 4 where we plot \( \sigma \) and \( \xi^{-1} \) as a function of \( T \) in the vicinity of \( T_c \). The strong decrease of \( \xi^{-1} \) with the onset of \( \sigma \) is evident.

For \( T \ll T_c \) the correlation length increases exponentially fast \( \xi \propto e^{\sigma T_c / T} \), as indicated in Fig. 4. The exponential dependence follows from the local constraint

\[
\sigma \propto e^{\sigma T_c / T}.
\]

FIG. 2. Phase diagram of Eq. (2) in the plane of temperature \( T \) and adatom lattice constant \( a \) for \( \Delta / E_F = 5 \times 10^{-3} \), \( \varepsilon / \Delta = 0.5 \). The red(blue) points indicate the critical temperature for the nematic order parameter \( \sigma^{a(d)} \) with axis mirror(diagonal) symmetry. The green points indicate a region of strong frustration where \( Q \) lies off the high symmetry axes, leading to nematic order without mirror symmetries, i.e. \( \sigma^a \neq 0, \sigma^d \neq 0 \).

FIG. 3. (Color online) Real space spin-spin correlation function in the symmetry broken phase \( \sigma^a \neq 0 \), i.e. \( \langle S_0 \cdot S_r \rangle \neq \langle S_0 \cdot S_\bot \rangle \). The asymptotic form of the correlator is given by Eq. (7). The parameters are \( \Delta / E_F = 5 \times 10^{-3} \), \( k_F a / \pi = 3.6 \), \( \varepsilon / \Delta = 0.5 \) and \( T_c / T_a = 0.83 \), with \( T_c / \Delta = 8.1 \times 10^{-3} \). The spin-spin correlation length is \( \xi/a \approx 250 \).
The wavevector $|\mathbf{q}|$ perpendicular magnetic field $B$ could be used to tune the wavevector $|\mathbf{Q}| \propto \sqrt{\Delta(B)}$ and critical temperature $T_c \propto |\mathbf{Q}|^2 \propto \Delta(B)$ \[47\]. Interestingly, this field tuning occurs through the suppression of the gap and is distinct from tuning via the (completely screened) adatom Zeeman field.
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Supplemental Material

Cooper Pair Induced Frustration and Nematicity of Two-Dimensional Magnetic Adatom Lattices

In this supplemental materials section we present some typical low free-energy spin configurations for the effective adatom spin Hamiltonian, Eqs. (2) and (3) in the main paper. The spin configurations are obtained using Monte Carlo simulations on a square lattice of size $L \times L$ with open boundary conditions. In all the results presented below we use $\epsilon/\Delta = 0.5$ and $\Delta/E_F = 5 \times 10^{-3}$, the same as in the Figs. 2-4 in the main paper.

Fig. S1 shows a single typical spin configuration obtained from the Monte Carlo simulation at $k_F a/\pi = 3.44$ at a low temperature. Each panel shows the spatial distribution of a single spin-component which takes values in the interval $[-1, 1]$ indicated by the colorscale. One can clearly see diagonal structures with a $Q = (+q, +q)$ consistent with the blue $\sigma^d \neq 0$ region in the phase diagram in Fig. 2 in the main paper. Although not so clearly visible, it also appears for this configuration that the spins lie predominantly in the yz-plane below the main diagonal of the lattice and changes into the xy-plane above the diagonal.

In Fig. S2 we have also plotted the spatial distributions of the local plaquette order parameters $\sigma^d_r$ and $\sigma^a_r$,

$$\sigma^d_r = \frac{1}{2} (S_{r+\hat{y}} \cdot S_{r+\hat{x}} - S_r \cdot S_{r+\hat{x}+\hat{y}}) \quad (S1)$$
$$\sigma^a_r = \frac{1}{2} (S_r \cdot S_{r+\hat{x}} - S_r \cdot S_{r+\hat{y}}) \quad (S2)$$

for the same spin configuration as in Fig. S1. These local plaquette order parameters Eqs. (S1),(S2) transform in the same way under lattice transformations as the order parameters in Eq. (5) in the main paper. The diagonal order parameter $\sigma^d$ develops a positive magnitude over a large area consistent with a $Q$ of the form $(+q, +q)$. At the very top (right) boundary it is also seen that $\sigma^a$ becomes non-zero which is a consequence of the open boundary condition.

For a slightly larger value of $k_F a$ at low $T$ one reaches a phase where the preferred $Q$ lies along the axes(red region in Fig. 2 in the main paper). Fig. S3 shows the spin components for a single typical low temperature spin configuration at $k_F a/\pi = 3.6$. In most of the lattice, except at the bottom on the right, there are vertical stripes with a $Q$-vector along the x-axis. One can clearly see the rapid modulation along the x-axis consistent with Fig. 3 in the main paper. At the bottom on the right side there is a small region with horizontal stripes. This region becomes more visible in the $\sigma^a$-order parameter plot for this configuration shown in Fig. S4. There the $\sigma^a$ order parameter is negative over most of the lattice consistent with vertical stripes, while it is positive in a smaller region at the bottom right. Such minority phase regions disappear as the temperature is lowered further(not shown). In contrast to Fig. S2 where there is no apparent spatial structure to the local plaquette order parameter $\sigma^d$, the $\sigma^a$ order parameter in Fig. S4 displays a clear spatial modulation indicative of the breaking of both rotational and translational symmetry.
FIG. S2. (color online) Spatial distribution for the two plaquette order parameters. $\sigma^d_r$ (left) and $\sigma^a_r$ (right) for the same spin configuration as in Fig. S1.

FIG. S3. (color online) Snapshot of a single spin configuration for $k_F a / \pi = 3.6$, $T / \Delta = 2.5 \times 10^{-3}$, $L = 69$. Each panel shows one spin-component: $S_x$ (left), $S_y$ (middle), and $S_z$ (right).

FIG. S4. (color online) Spatial distribution for the two local plaquette order parameters. $\sigma^d_r$ (left) and $\sigma^a_r$ (right) for the same spin configuration as in Fig. S3.
Description of the Monte Carlo method

The Monte Carlo algorithm employed here uses both standard Metropolis moves as well as overrelaxation moves. In a Monte Carlo move of either type a site is first selected at random. Then the effective site magnetic field from all other spins at the selected site is computed. The long-range nature of the interaction makes this computation costly in terms of computing time as all spins on the lattice must be visited. In the overrelaxation move, the spin is then rotated a random angle about the direction of this effective site magnetic field. As this rotation does not change the energy, it is always accepted. In the Metropolis accept/reject move, the spin is reflected about the plane which normal vector is the effective site magnetic field. A Monte Carlo sweep (MCS) contains \( N = L^2 \) Metropolis moves followed by another \( N \) overrelaxation moves. Typically \( 10^5 \) MCS are used to equilibrate the system before the spin configuration is recorded.

We have used open boundary conditions for two reasons. First it is the most relevant boundary condition for the experimental situation. Second it does not require any fine-tuning of the lattice size \( L \). For periodic boundary conditions the system size \( L \) must be chosen carefully to accommodate spirals with the lowest energy wavevector \( Q \) so as to avoid strains due to the boundary condition. This choice of lattice size is also made more difficult by the long-range form of the interaction which causes the value of \( Q \) to depend quite significantly on \( L \) for the parameters and system sizes chosen here.