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Abstract

Portfolio allocation and risk management make use of correlation matrices and heavily rely on the choice of a proper correlation matrix to be used. In this regard, one important question is related to the choice of the proper sample period to be used to estimate a stable correlation matrix. This paper addresses this question and proposes a new methodology to estimate the correlation matrix which doesn’t depend on the chosen sample period. This new methodology is based on tensor factorization techniques. In particular, combining and normalizing factor components, we build a correlation matrix which shows emerging structural dependency properties not affected by the sample period. To retrieve the factor components, we propose a new tensor decomposition (which we name Slice-Diagonal Tensor (SDT) factorization) and compare it to the two most used tensor decompositions, the Tucker and the PARAFAC. We have that the new factorization is more parsimonious than the Tucker decomposition and more flexible than the PARAFAC. Moreover, this methodology applied to both simulated and empirical data shows results which are robust to two non-parametric tests, namely Kruskal-Wallis and Kolmogorov-Smirnov tests. Since the resulting correlation matrix features stability and emerging structural dependency properties, it can be used as alternative to other correlation matrices type of measures, including the Person correlation.
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1 Introduction

Since the pioneering work by Markowitz [1], correlation matrices are ubiquitous in finance, both in academia and industry. Pearson correlation is the most used measure of association between stock returns [2, 3] because of its simple application and interpretation. However, many other types of correlation measures can be studied [4]. In fact, portfolio construction and risk management heavily rely on correlation matrices [5, 6, 7]. In particular, when the structural (not time dependent) features of the correlation matrix are necessary, i.e. financial contagion, cross-assets VaR forecasting and long term investments for which it is not possible to frequently rebalance the portfolio, estimating a representative correlation matrix becomes essential. Nevertheless, this has been proven to be difficult to achieve. The main problem which arises in this context is the selection of the appropriate sample period. Heuristic approaches to tackle the problem exist, e.g. taking very long samples, but all of them still rely on the sample period selected. The potential issue of these methodologies is that dependences can be netted out (or inflated) if samples with different market conditions are employed. For example, companies with similar supply chains are usually correlated (and they should be), but if we take a sample in which for a period of time one specific market factor (which affect only one
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of the two companies) has a huge downturn, the whole correlation can be destroyed even if it is caused by an exogenous, transient market factor. On the contrary, companies operating in very different markets, should be moderately or negatively correlated. However, if a financial crisis is in the sample, the correlation would be inflated even if their structural dependency is low or even negative. In the literature we can find different approaches in analysing correlation matrices and their stability. Some papers analyse the sample size necessary for the correlation matrix to stabilize while others test if in different periods the correlation matrix remains statistically similar. Moreover, it is clear from empirical evidence that correlation matrices change over time, and respond to market fluctuations. In particular, forecasting Value at Risk (VaR) for risk management across assets needs the correlation and covariance matrix to be as stable as possible, in order to be able to represent future risk and possible risk spillovers. Regarding portfolio construction and its analysis, it is well known that ex-ante optimal mean-variance efficient portfolio construction requires correlation and covariance structures to be stable over time. In fact, only if the dependency structure is inter-temporally invariant ex-post portfolio analysis gives insightful results. The necessity of having stable correlations for risk management and portfolio analysis is clear. In order to answer to this important question, in this paper we introduce a methodology based on tensor factorization. In particular, tensor decomposition is employed to factorize the 3rd order covariance tensor, formed by the time series of covariance matrices. To achieve this, there are different decompositions we can use to factorize a tensor. In this paper we propose a new factorization technique (which we name Slice-Diagonal Tensor (SDT) decomposition) and compare it to the two most important factorization methods, i.e. PARAFAC and Tucker decomposition. This new decomposition method represents, similarly to the Tucker decomposition, a more flexible version of the PARAFAC model, while being more parsimonious than it. This allows to handle huge-dimensional problems with fewer elements, which helps reducing over-fitting and highly correlated solutions. The tensor decomposition permits to factorize the covariance tensor into static and dynamic components. The static components represent the hidden, long-run, behaviour of the interdependences between stocks, while the dynamic component represents the time dependent structure in the latent space, which is a proxy of market variance dynamic. Combining the static components, we build a matrix that after being suitably normalized, represents a correlation matrix, which we name hidden correlation matrix (HCM). This methodology projects the interdependencies into a lower-dimensional space and hence it gives rise to a low-rank approximation of the true hidden correlation matrix. In addition, if one needs to forecast the correlation matrix at one specific time period in the future, it would need only to forecast the dynamic component instead of the whole correlation matrix. This makes the decomposition also a parsimonious way to forecast the full correlation matrix. To the best of our knowledge, this is the first time a structural correlation matrix is built instead of only tested for stability. To provide evidence of the structural dependencies of the hidden correlation matrix, we show, using both visual inspection and two statistical tests based on eigenvalue distributions, that the hidden correlation matrix dependency structure is statistically time invariant. This result shows that structural dependencies between stocks are retrieved by the top-down hidden correlation construction. Since this correlation matrix relies only weakly on the selected sample period, it is a good proxy for forecasting future correlations. This result unveils that hidden correlation matrix can be used as an alternative to the standard correlation matrix, in particular when long-run stability is required. The paper is structured as follows. Section 2 is devoted to the full methodology introduced in this paper to unveil the structural correlation matrix. We present all the steps necessary to go from the input covariance tensor to the output correlation matrix using the proposed SDT decomposition and alternative tensor factorizations. Sections 3 and 4 are dedicated to a simulation and an empirical application of the methods introduced in section 2 where we show the performances of the SDT decomposition compared to PARAFAC and Tucker and how the algorithmic procedure is able to

\[\text{During financial crisis, stocks tend to correlate since stock prices falls altogether.}\]
efficiently retrieve the structural correlation matrix when applied to data. Finally, section 5 concludes.

2 Hidden correlation construction

In this section, we explain the full methodology used to build the hidden correlation matrix (HCM). We start by introducing the tensor notation and the various factorizations, focusing on the proposed SDT decomposition. We then discuss model complexity and information criteria [27, 28, 29] employed to find the optimal number of components for each factorization technique. Finally, we show how to combine and normalize the factor components to produce the hidden correlation matrix, which is the final output of our algorithmic methodology.

2.1 Tensor decomposition

Tensors are a generalization of scalars, vectors and matrices and their order defines them [17, 19, 20]. The order of a tensor, which is the number of dimensions that characterises them, is also referred to as ways or modes. Scalars are 0-th order tensors, vectors are 1-st order tensors and matrices are 2-nd order tensors. Arrays with more than two dimensions are referred to as higher order tensors or just as tensors. Throughout this paper, the notation will follow the standard convention established in [19, 30, 20]: $x$ is a scalar, $\mathbf{x}$ is a vector, $\mathbf{X}$ is a matrix and $\mathcal{X}$ is a tensor. Figure 1 represents an example of a 3-rd order tensor with dimensions $I \times J \times K$.

![Illustration of a 3-rd order tensor of dimensions $I \times J \times K$.](image)

In the case of a covariance, correlation or network tensor, the first two dimensions would be dedicated to the dependency matrix, while the third dimension is related to the time component. In particular, for a covariance tensor composed of $M$ stocks and $T$ time stamps, we would have $I = J = M$ and $K = T$. A tensor, as in the case of factorization for matrices [31, 32], can be decomposed in smaller objects [20, 15, 19]. These objects contain information of a specific dimension of the 3-rd order tensor which in the case of a time series of matrices, representing correlations or covariances, are related to the the cross-sectional, static, dimensions and to the time dimension. More specifically, the first two factor matrices represent the static (long-run) interconnections between stocks, while the third factor component represents the dynamic factor of the market variance. The former, when combined, form a matrix that when normalized, represents the hidden correlation matrix. To factorize a tensor, there are different decompositions available from the statistical toolbox. We rely on the two most important factorization methods, i.e. PARAFAC [22, 23] and Tucker decomposition [24, 25, 26]. We briefly recall those decompositions in sections 2.2 and 2.3. Further, in section 2.4 we propose and explore a new factorization method which we name Slice-Diagonal Tensor (SDT) decomposition. This new factorization strategy is a trade-off between parsimony and feasibility. In particular, it represents a generalization of the PARAFAC model as well as a parsimonious version of the Tucker decomposition.
2.2 PARAFAC decomposition

PARAFAC decomposition was firstly introduced in psychometry by [22, 23] to study patients for which the variables of interest were observed at different occasions, generating a 3-rd order tensor in which the dimensions are respectively $I=$ individuals, $J=$ variables and $K=$ occasions. In this case, every resulting factor has information regarding the specific dimension and can be used to cluster patients through time or variables. Another field of research in which the PARAFAC decomposition was successfully used is chemometrics, where it has been used to model fluorescence excitation-emission data. The model was introduced in chemometrics by [33] and then further studied by [34, 15, 35, 36, 37]. Other applications include data mining [38, 39], text analysis and semantic networks [10, 41]. The PARAFAC decomposition generalizes the bilinear factor model to the multilinear case. Mathematically, it is based on the idea of rewriting a tensor as the sum of rank-one tensors. Take for example a 3-rd order tensor $\mathcal{X} \in \mathbb{R}^{I \times J \times K}$. We rewrite this tensor in terms of outer product as:

$$\mathcal{X} \approx \sum_{r=1}^{R} a_r \circ b_r \circ c_r,$$

where $R$ is a positive integer representing the number of components used in the decomposition and $a_r \in \mathbb{R}^I$, $b_r \in \mathbb{R}^J$ and $c_r \in \mathbb{R}^K$ are the vector components for $r = 1, \ldots, R$. A graphical representation of the PARAFAC decomposition of a 3-rd order tensor is illustrated in figure 2.

![Figure 2: PARAFAC decomposition of a 3-rd order tensor.](image)

PARAFAC decomposition has the advantage to be generally parsimonious and unique. However, this decomposition is not flexible and can fail to converge to a solution [19].

2.3 Tucker decomposition

The Tucker decomposition was theorized by Tucker in 1963 [24, 25, 26]. As the PARAFAC decomposition, it represents an extension of the bilinear factor analysis to the multilinear case. It is also referred to as $n$-mode PCA [42] and Higher-order SVD [43] for its correspondence to two-way PCA and SVD. The fields of application of the Tucker decomposition are numerous. To mention some, it is applied to signal processing [44], to problems in psychometrics [45] and chemical analysis [16]. Other applications in computer vision, image recognition, text analysis and optimization are also well documented in the literature [19, 46, 47]. For a 3-rd order tensor $\mathcal{X} \in \mathbb{R}^{I \times J \times K}$, the decomposition involving $P$, $Q$ and $R$ components in the first, second and in the third mode perspectively, takes the form of the $n$-mode product (defined in equation 14 of appendix A), i.e.:

$$\mathcal{X} \approx \mathcal{G} \times_1 A \times_2 B \times_3 C,$$

where $\mathcal{G} \in \mathbb{R}^{P \times Q \times R}$ is a core tensor containing weights of the relationship between the different dimensions of the tensor $\mathcal{X}$ and $A \in \mathbb{R}^{P \times I}$, $B \in \mathbb{R}^{Q \times J}$ and $C \in \mathbb{R}^{R \times K}$ are the factor matrices for each dimension. A graphical representation of the Tucker model for a 3-rd order tensor is shown in figure 3 below.
equation 2 can be rewritten in terms of the outer product as:

$$\mathcal{X} \approx \sum_{p=1}^{P} \sum_{q=1}^{Q} \sum_{r=1}^{R} g_{pqr} (a_p \circ b_q \circ c_r)$$

(3)

where $g_{pqr}$ is the $a$ core element and $a_p$, $b_q$ and $c_r$ are vector components. Equation 3 makes the comparison between the PARAFAC and Tucker models easier. It is possible to see that if $P = Q = R$ and the core tensor $\mathcal{G}$ is superdiagonal, i.e. $g_{pqr} \neq 0$ iff $p = q = r$, the two models are equivalent. This means that the PARAFAC can be seen as a special (constrained) case of the Tucker model. However, the higher flexibility embedded in the Tucker model comes at a cost. The Tucker model is generally less parsimonious than the PARAFAC model, unless we are dealing with a strongly dimension-asymmetric tensor. However, it is not generally the case since in addition to the PARAFAC model, the Tucker model has the core tensor to be estimated, which can be high-dimensional itself. Another issue concerning the Tucker model is the lack of uniqueness. It is in fact possible to modify the core tensor by some nonsingular matrices and apply the inverse of those matrices to the factor matrices without altering the fit of the model. The Tucker model is then said to be unique up to rotation of the components. As in the case of PARAFAC, the factors represent the information of each dimension of the original tensor in the latent space.

2.4 Slice-diagonal tensor decomposition

After introducing the two main tensor factorization methods, let us introduce here a new tensor decomposition method which represents a more flexible version of the PARAFAC model. Similarly to the Tucker decomposition, this methodology allows to impose different dimensions over each mode factors. Nevertheless, it differs from the Tucker version since it is characterized by a core tensor which is slice-diagonal. This means that the slices of the core tensor are diagonal matrices. Depending on the structure of the tensor and the application at hand, one would impose the diagonal constraint to the horizontal, lateral or frontal slice. For the application reported in this paper, we use frontal diagonal slices. This factorization, which we name Slice-diagonal tensor (SDT) decomposition, is more parsimonious and it embeds stronger uniqueness properties with respect to the Tucker model given less rotational freedom of the components. Indeed, the mathematical representation is equivalent to the Tucker decomposition, i.e.:

$$\mathcal{X} \approx A \times_1 A \times_2 B \times_3 C,$$

(4)

where $A \in \mathbb{R}^{P \times Q \times R}$ is a slice-diagonal core tensor with elements $\lambda_{pqr} \neq 0$ iff $p = q$ and $A \in \mathbb{R}^{P \times I}$, $B \in \mathbb{R}^{Q \times J}$ and $C \in \mathbb{R}^{R \times K}$ are the factor matrices. It is easy to see that when the third mode collapses to 1 and $P = Q$, this is equivalent to the SVD. A graphical representation of the SDT decomposition of a 3-rd order tensor is represented in figure 4.

---

\[\text{Definition of tensors slices can be found in appendix A.}\]
This new decomposition technique has several advantages. The first one is surely the parsimony of the model, which does not eliminate the flexibility of the Tucker model. To better understand this feature, it is necessary to analyse the number of elements to be estimated for each model in the case of a 3-rd order tensor. We analyse the model size related to PARAFAC, Tucker and SDT and rely on the notation used in equations \([1, 2, 3]\) for the dimensionality of the components. Table 1 below shows the model complexity of the three decompositions:

| Decomposition model | Number of free parameters |
|---------------------|---------------------------|
| PARAFAC             | \( R \times (I + J + K) \) |
| Tucker              | \((P \times I) + (Q \times J) + (R \times K) + (P \times Q \times R)\) |
| SDT                 | \((P \times I) + (Q \times J) + (R \times K) + (P \times R)\) |

Table 1: Number of free parameters to be estimated in each model

It is clear that the Tucker model, with exception of some rare circumstances, is the model with the highest number of elements to be estimated. Nevertheless, the flexibility given by the core tensor of this model increases the possibility to achieve a decomposition, which is not granted in the PARAFAC. In contrast, the SDT is more parsimonious than the Tucker decomposition since, as it is possible to notice from the table, the core tensor has only \((P \times R)\) terms instead of \((P \times Q \times R)\). The difference rapidly increases as \(Q\) increases. A second advantage is that the restrictions on the core tensor reduce the possible rotation of the components, improving uniqueness of the decomposition. A final advantage of this representation is achieved when we deal with skewed, asymmetric tensors, e.g. the bilateral trade matrix. In this context, the Tucker decomposition is unable to retrieve the full asymmetry in the bilateral exposures. This is because part of this asymmetry is incorporated on the core tensor off-diagonal values, while the remaining part is incorporated in the factor matrices. On this issue, [48] proposed the RESCAL decomposition which restricts the Tucker-2 model\(^3\) such that the factor matrices over the bilateral exposures are constrained to be equal so that the asymmetry is only reflected in the core tensor. However, the RESCAL considers the decomposition in a core tensor and the two factor matrices, while in our context we want to have the third, time dependent factor matrix. In contrast to RESCAL, the SDT decomposition, having a core tensor which is slice-diagonal, has only the variance weights on the core and any asymmetry in the data is embedded in the factor matrices. The factor components of the SDT decomposition, as for the other ones, are estimated via an optimization problem which minimizes the Frobenious norm of the error with respect to the data tensor \(X\) [19]. This optimization is a non-linear least square problem that cannot be solved with a simple operation. To solve this optimization, we rely on an iterative algorithm such as the Alternating least squares (ALS). ALS was introduced for PARAFAC by [23, 22] and for the Tucker decomposition by [49, 42]. This methodology solves the optimization problem by dividing it into small least squares

\(^3\)Tucker-2 decomposition is a Tucker factorization with only two factor matrices estimated and the remaining constrained to be the Identity matrix.
problems. This allows to solve the optimization for each factor separately, keeping the other ones constant at the previous iteration values. Then, it iterates alternating among all the factors until the algorithm converges or a maximum number of iterations is reached. The ALS has several applications and it is workhorse algorithm for Tensor factorization.

2.5 Model selection

Before discussing the application of the three different factorizations, a key topic that has to be discussed first is the choice of the number of factors to be used in the decompositions. In some circumstances, the number of components comes from a theoretical analysis, e.g. in Chemometrics. In absence of theoretical guidelines we rely on data-driven approaches for model selection. We use an Information Criterion (IC) to deduce the best model specification to use for each factorization. In particular, we mention among the information criteria, the Bayesian information criterion ($BIC$) [27], the Akaike information criterion ($AIC$) [28] and the corrected (for finite samples) Akaike information criterion ($AIC_C$) [29]. The $BIC$, $AIC$ and $AIC_C$ are computed as follows:

\[
BIC = u \ln \left( \frac{SSR}{u} \right) + w \ln(u) \tag{5}
\]

\[
AIC = u \ln \left( \frac{SSR}{u} \right) + 2w \tag{6}
\]

\[
AIC_C = u \ln \left( \frac{SSR}{u} \right) + 2w \left( \frac{u}{u - w - 1} \right) \tag{7}
\]

where $u$ is the number of data-points, $w$ is the number of estimated elements and $SSR$ are the sum of squared residual of the factorization. The $AIC$ is the one, among the information criteria discussed, which penalizes less non-parsimonious models while its correction, the $AIC_C$, penalizes much more over-parametrized models in case of small sample data. Finally, the $BIC$ penalizes more for the number of estimated elements compared to the Akaike information criteria. Other criteria have been proposed in the tensor decomposition literature. Among all, the DIFFIT criterion of [50] and the CONsistency CORe DIAgnostic (CONCORDIA or CORCONDIA) [51] for the PARAFAC decomposition are often used. In particular, the DIFFIT criterion computes the increase of the fit (the difference in fitting) for models with increasing total number of components. The one for which the relative increase with respect to the previous model specification is maximized is the chosen model. However, being an heuristic method to chose the number of components, for datasets for which few components are able to reproduce a great portion of the variability, the method severely under-parametrizes the factorizations. On the other end, CONCORDIA is a well suited criterion used for PARAFAC decomposition since this model is not nested, hence a model with $R$ factors is not equal a model with $R - 1$ factors plus 1 additional component. Therefore, without imposing any constraints, e.g. orthogonality over all the dimensions, the standard information criteria are not well suited. The idea behind of the CONCORDIA criterion comes from the relationship between PARAFAC and Tucker decomposition we mentioned in equation [3] for which the PARAFAC can be seen as a constrained Tucker with a superdiagonal core tensor. The criterion is computed as:

\[
CONCORDIA = 100 \left( 1 - \frac{\sum_{p=1}^P \sum_{q=1}^Q \sum_{r=1}^R (g_{pqr} - d_{pqr})^2}{\sum_{p=1}^P \sum_{q=1}^Q \sum_{r=1}^R d_{pqr}^2} \right) \tag{8}
\]

\[\text{A pseudocode of this procedure can be found in appendix B.}\]

\[\text{For models with the same complexity, e.g. a Tucker decomposition with components dimension 2,1,3 has the same total number of components as the 2,2,2 specification, only the one with maximum fit is taken into account.}\]
where $d_{pqr}$ is a super-diagonal tensor. If the core tensor $g_{pqr}$ is effectively superdiagonal, the CONCORDIA criterion is near to 100 while if model is over-parametrized or the PARAFAC is not the correct structure, it falls toward 0. The general practise is to take the higher number of components for which the CONCORDIA value is high (between 80 and 100). For the reasons aforementioned, we use the CONCORDIA criterion for the PARAFAC decomposition and the $BIC$ for Tucker and SDT decompositions.

2.6 Hidden Correlation matrix

After the decomposition is carried out, we build the hidden correlation matrix (HCM). The multilinear decomposition acts as a dynamic whitening of the correlation from market fluctuations. This procedure cleans the factor loading from any time specific behaviour, leaving only the long-run features of the links. Taking the decomposition induced by equation 4, we construct a matrix, which we call link matrix ($\Gamma$), representing the dependencies between stocks. The link matrix $\Gamma$ is computed as:

$$
\Gamma = A\tilde{\Lambda}B'
$$

where $A \in \mathbb{R}^{P \times I}$ and $B \in \mathbb{R}^{Q \times J}$ are the cross-sectional factor matrices and $\tilde{\Lambda} \in \mathbb{R}^{P \times Q}$ is the matricization of the core tensor $\Lambda$ of the SDT decomposition. In the specific case of correlation matrices (or other symmetric matrices), $P = Q$ and $I = J = M$, where $M$ is the number of stocks. The corresponding hidden correlation matrix $\Omega \in \mathbb{R}^{M \times M}$ is defined as the normalized version of $\Gamma$, in the same way of a covariance matrix, i.e.:

$$
\Omega = D^{-1}\Gamma D^{-1}
$$

where $D$ is a diagonal matrix defined as $D_{mm} = \sqrt{\Gamma_{mm}}$ for $m = 1, \ldots, M$. After the normalization, we have a a matrix with ones on the main diagonal and bounded values on the off-diagonal. However, to define a matrix as correlation matrix, it is not enough to have a symmetric matrix with bounded values between $-1$ and $+1$ and with all 1s on the main diagonal. A correlation matrix must fulfil an additional property, which is to be positive semi-definite. In this regard, [53] introduced a way to compute the closest correlation matrix given a symmetric matrix $W$ using a weighted Frobenius norm loss function and an alternating projection method. The optimization problem writes:

$$
\text{argmin}_Z \{\|W - Z\|_F: Z \text{ is a correlation matrix}\}
$$

where $W$ is the sample correlation matrix and $Z$ is the closest correlation matrix with respect to the Frobenious norm $\|\cdot\|_F$. In practical terms, the methodology minimizes the distance between $W$ and a generated correlation matrix $Z$, where $Z$ fulfils all the requirements of a correlation matrix. We refer to [53] for technical details on the numerical method implemented in the optimization procedure. To prevent the hidden correlation matrix to be ill posed, we compute the closest correlation matrix $\Theta$ from $\Omega$, i.e.:

$$
\text{argmin}_\Theta \{\|\Omega - \Theta\|_F: \Theta \text{ s a correlation matrix}\}
$$

and $\Theta$ will be the correlation matrix cleaned by time specific fluctuations. As explained in this section, the hidden correlation matrix is retrieved by following a precise methodology, which is reported in the schematic diagram below:

---

6Matricization definition and computation can be found in appendix C.

7One would use the $G$ core tensor if the Tucker decomposition is employed and an identity matrix of size $R \times R$ in case the PARAFAC is used.

8See appendix D for correlation matrix computation procedure in scalar and matrix form.
Input: 3-rd order Covariance tensor of size $M \times M \times T$

Tensor Factorization: SDT, Tucker or PARAFAC

Model selection using Information Criteria: BIC, AIC, DIFFIT or CONCORDIA

Combination of factor components and normalization

Output: Hidden (low-rank) correlation matrix of size $M \times M$

Having delineated the methodology’s pipeline, let us now run a simulation to test the full procedure.

3 Simulation study

In this section we numerically test the HCM construction procedure presented in the previous section. In particular, we show the results for the SDT decomposition and then compare it to Tucker and PARAFAC. To this end, we generate a Covariance tensor for which we know the structural correlation matrix and the time component. First of all, we compose a block-diagonal correlation matrix by generating blocks (of different size) from the Vine-Beta (VB) model proposed in [54]. The method samples partial correlations from a Beta distribution and then converts them to the correlation by using a recursive formula. A parameter $d$ can be used to tailor the strength of the correlations with small values of $d$ generating correlation near the $[-1, 1]$ boundaries. Compared to other correlation matrix simulations, the VB model permits to have very strong correlation structures. We proceed as follows:

1. Generate 5 blocks of dimensions 20, 10, 30, 15 and 25 using the VB model with $d = 0.2$;
2. Store the blocks on the diagonal of a $100 \times 100$ empty matrix that we name $E$;
3. Generate a $100 \times 100$ correlation matrix $S$ using the VB model with $d = 1$;
4. Form a new matrix $\Omega$ combining the previous two matrices as $\Omega = 0.9E + 0.1S$;
5. Generate a vector of variances $v$ and form the Covariance matrix $\Sigma = (\text{diag}(\sqrt{v})) \Omega (\text{diag}(\sqrt{v}))$;
6. Compute the SVD of $\Sigma$ and rewrite it with 10 factors resulting in $\Sigma_{SV,D}$;
7. Create a tensor $\mathcal{X}$ using the n-mode product between $\Sigma_{SV,D}$ and a time component.

Points 1-2 generate the block structure of the final correlation matrix while point 3 is used to fill the other entries of the correlation matrix $\Omega$.

Points 5-6 build the covariance matrix $\Sigma$ and its rank-reduced form using the SVD components. Finally, we generate the tensor $\mathcal{X}$ as the n-mode product between $\Sigma_{SV,D}$ and a time component (the VIX time series in our case) and we add to it a standard Gaussian noise tensor $\mathcal{V}$ of the same size. $\mathcal{X}$ is a 3-rd order tensor with dimensions $100 \times 100 \times 150$ which has 10 correlation factor components. We now proceed in running the HCM building methodology based on the SDT decomposition in order to assess the capabilities of such technique in retrieving the true correlation structure and time component.

In point 4 we used the combination 0.9-0.1 to build a matrix $\Omega$ having a strong block-diagonal structure and use the closest correlation algorithm [53] on $\Omega$ to ensure it fulfills all the requirement of a correlation matrix.

We have also run the same simulation changing the size and number of blocks, the parameter $d$ and the number of factors in the SVD in point 6. The results are equivalent to the ones reported.
3.1 Simulations results

Before evaluating the goodness of the decomposition, we need to establish which is the number of components to use for the SDT decomposition. The BIC shows a minimum value in correspondence of 10 correlation components, suggesting that the decomposition is able to correctly identify the number of components we used to construct the tensor. After the optimal number of components to use have been found, the SDT decomposition is carried over and this results in 4 components, i.e. the core tensor, the two cross-sectional factor matrices and the time dependent component. Regarding the latter, we report that it matches almost perfectly the VIX time series.

Finally, comparing the simulated correlation matrix $C$ with the hidden correlation matrix computed as in equation 12, we can see from figure 5 that the whole structure is recovered and the magnitude of the correlation preserved. This result shows that the tensor factorization can retrieve the structural (hidden) matrix. It is important to recall that, this methodology is based on the assumption that such a matrix exists and is stable over time. In fact, if the correlation matrix undergoes a structural change for which the correlations are permanently changed, this kind of procedure would not be optimal even if still preferable to the classic correlation matrix.

In order to test if the procedure is able to unveil the true correlation even in different samples, we need to analyse the methodology against different sample periods. To achieve this, we now proceed to apply the HCM procedure to two non-overlapping samples in order test if the ability to retrieve the correlation structure doesn’t change. We then report the same kind of results for the PARAFAC and Tucker decompositions for benchmark analysis.

Time dependency analysis

To test if the structural (hidden) correlation matrix can be retrieved with only a part of the sample, we subdivide the covariance tensor in two smaller tensors originating from non-overlapping samples. In particular, we split the tensor in the middle of the third dimension (time dimension), generating two covariance tensors of size $100 \times 100 \times 75$, which . In principle, we should retrieve the same correlation matrix since it is the one used to generate the full tensor. The computation of the BIC results in a minimum at 10 correlation components in both the samples, which is the number used to build then full

---

11Figure 19 in appendix E depicts the BIC for different numbers of correlation components.
12Figure 20 in appendix E shows the results of the comparison.
covariance tensor. In figure 6, we show the results of the two HCMs built over the two non-overlapping samples. We can easily see that the simulated correlation structure is retrieved in both the sample periods and that the HCMs are almost identical between themselves and the simulated correlation matrix. This results shows that if the assumption of the existence of the structural correlation matrix is fulfilled, the methodology is able to unveil it. For this reasons, the hidden correlation matrix is a feasible alternative to the standard correlation matrix. In particular, this matrix could be used to test risk management model and build portfolios.

Figure 6: Comparison between the simulated correlation matrix Ω used to construct the tensor and the hidden correlation matrix built over the two non-overlapping samples using the SDT decomposition. Colours go from blue to yellow in the range [-1, 1].

In the following subsection we compare the results just shown with the ones got using different decomposition techniques.

Model comparison

To make a benchmark analysis, we report here the results for the Tucker and PARAFAC decomposition approaches. Regarding the Tucker decomposition, the results are almost identical to the SDT. More precisely, the BIC is optimized at 10 components in both the sample periods as for the SDT.\footnote{We report the results in figure 21 in appendix E.}

\footnote{Figure related to the BIC for the Tucker model is shown in appendix E in figure 22.}
Figure 7: Comparison between the simulated correlation matrix $\Omega$ used to construct the tensor and the hidden correlation matrix built over the two non-overlapping samples using the Tucker decomposition. Colours go from blue to yellow in the range $[-1, 1]$.

In addition, as it is possible to notice from figure 7, also the hidden correlation matrices retrieved from this methodology are very similar. This is due to the fact that the Tucker decomposition has almost zero off-diagonal elements in each slice of the core tensor, making it numerically equivalent to the slice-diagonal core tensor of the SDT factorization. Regarding the PARAFAC decomposition, the results are slightly different. First of all, the maximum number of factors for which the decomposition has an admissible CONCORDIA criterion are 6 for the first factor and 5 for the second. The number of components selected by the CONCORDIA is almost half the number of true correlation components (10) and this is due to the fact that we are imposing the time dimension to have the same number of factors as the correlation dimensions. This makes the PARAFAC model much less robust since in this construction we have only one time factor and the other factors captured by the decomposition are noise.

Figure 8: Comparison between the simulated correlation matrix $\Omega$ used to construct the tensor and the hidden correlation matrix built over the two non-overlapping samples using the PARAFAC decomposition. Colours go from blue to yellow in the range $[-1, 1]$.

Regarding the hidden correlation matrices, as it is possible to notice from figure 8 the structure seems to be a good approximation of the true structure, even if the result is worse than the other two, more

\[\text{Figure related to the CONCORDIA criterion for the PARAFAC model is shown in appendix E in figure 23.}\]
flexible, decompositions. This simulation has shown that the procedure, under the assumption of the existence of a structural correlation matrix, is able to unveil it. It further gives us as result that the SDT has better performance with respect to the PARAFAC and identical performance with respect to the Tucker decomposition, even if it is more parsimonious. In the next section we use real data to construct a hidden correlation matrix and analyse its statistical properties.

4 Empirical application

In this section we use real financial data to build a covariance tensor from which we extrapolate the hidden correlation matrix following the procedure presented in section 2. We show the results concerning the SDT based procedure and comment on the other factorizations techniques. We firstly present the data used in the analysis and then the retrieved factors used to construct and analyse the hidden correlation matrix. In this case, unlike the simulation example of section 3, the correlation structure is not known in advance, so we assume the existence of an hidden correlation matrix which doesn’t depend on the sample and we run two non-parametric tests for the statistical equality of the spectrum of the HCM built over two non-overlapping sample periods in order to quantitatively asses this assumption.

4.1 Data

We use a subsample of intra-day stock prices (data is sampled at 5 minutes frequency) of the S&P100 from January 2005 up to June 2017. In particular, we use 65 out of the 100 available stocks since these stocks are observable throughout the entire sample period. With this data, we are able to build the covariance tensor (X), constructed concatenating the covariance matrices over time. We calculate every covariance matrix using one month of data so that we have twelve matrices per year. After the concatenation of all the covariance matrices, we have 3-rd order covariance tensor of dimension $65 \times 65 \times 150$ ($M \times M \times T$). Each element of the tensor contains the covariances between stocks and at time a specific time occasion.

4.2 Model selection

As shown in the previous section, the choice of the model complexity is fundamental. To choose the number of components we rely on the BIC of section 2.5 for the SDT and Tucker models and the CONCORDIA criterion for the PARAFAC decomposition. Figure 9 depicts the BIC criterion for the SDT decompositions. As it is possible to notice, the minimum value of the BIC is reached in correspondence to 8 correlation components.\footnote{A similar plot for the Tucker decomposition can be found in figure 24 in appendix E. Also for the Tucker decomposition, the optimal number of correlation components selected by the BIC is 8.}
Figure 9: Bayesian information criterion (BIC) for the number of correlation components of the Tucker and SDT decompositions. The plot shows a minimum for both the model at 8.

For the PARAFAC decomposition, the CONCORDIA criterion selects a 4 components specification. The minimum threshold of 80% is reached only for the 2 and 4 factors specifications (apart the trivial 1 factor PARAFAC). As the general procedure requires, we select the 4 factors specification since it is the one with the higher number of components. These results convert to a model complexity of 1198 for the SDT factorization, 1254 for the Tucker decomposition and 1120 for the PARAFAC. This model complexity reduction of the SDT, besides the clear advantage of a lower number of parameters to be estimated, increases the uniqueness properties of the decomposition. Instead, the motivation behind the PARAFAC having this huge number of parameters even for lower number of correlation factors is that it requires to have the same number of factors among all the dimensions, so we have also 4 time components, while for the Tucker and SDT decomposition we are able to set it to 1 since we are going to remove the market dynamic, which is one factor.

4.2.1 Dynamic component

In this subsection we analyse the Dynamic factor estimated with the 3 different decompositions. To better understand the behaviour of the dynamic components, we compare them with a volatility indicator. In particular, we compare the dynamic component of the covariance tensor with the Volatility index (VIX) of the S&P. The VIX index is provided by the Chicago Board Options Exchange (CBOE) and is frequently used as volatility benchmark. Figure 10 depicts the dynamic component of the three different decomposition techniques. We can easily notice that all the decompositions are capable of reproducing the volatility behaviour over time. It is worth to notice that Tucker and SDT are almost overlapping, showing that the lower number of free parameters did not change the fit of the model. There are only few small differences between PARAFAC, Tucker and the SDT decomposition but all of them are able to spot all the main volatility surges and its dynamic. This result empirically shows that the tensor decomposition can be used to disentangle spatial structures from their dynamic component. Furthermore, one could forecast the dynamic component (or use derivatives contracts to extract it) and then recombine it with the HCM to forecast a specific point in time correlation matrix.

\[17\] A plot showing the CONCORDIA for the application is depicted in figure 25 of appendix F.

\[18\] It is perfectly possible to generalize the method to \( R \geq 2 \) time factors, even if, in this specific financial application, would become difficult to justify.

\[19\] Since the VIX represents the volatility rather than the variance, we take the square root of the component.

\[20\] For the PARAFAC decomposition we sum the 4 time components.
Figure 10: Comparison between the implied volatility index and the dynamic factor of the different decompositions.

4.3 Hidden Correlation matrix

The static components represent the stock covariances in the latent space. These factors give information on the linkages between stocks and its magnitude. A high level of each factor loading implies a great effect on the specific component while the same direction is a proxy of the linkages. Stocks which are matched together (both in magnitude and direction) have similar behaviours. The HCM is precisely built on this characteristic of the components. The analysis of such components can unveil very important information regarding the structure of the correlation matrix we construct. In particular, if the first component strongly affects all the industries in the same direction and in an homogeneous way, this means that this factor is common to all the sectors and it is usually attributed to the market component. What we found in our analysis (reported in appendix G) is that the first factor component is homogeneous among all assets across the different decompositions, resulting in the need of a closer analysis when building the hidden correlation matrix, because the market factor can hide the true marginal dependencies between the stocks. For this reason, we firstly show the results with the market mode and then without the market mode. We now analyse the hidden correlation matrix constructed as described in section 2.6. We study two different features of this correlation matrix, i.e spatial and stability properties. Firstly, we study the capabilities of this matrix to cluster the stocks and secondly, whether this feature remains similar in two non-overlapping periods in order to test the decomposition’s ability to retrieve structural features from the data. Finally, we investigate such a relationship through the spectrum of the two HCMs. In particular, we study the distribution of the eigenvalues of the hidden correlation matrices of the two subsamples and perform a Kruskal-Wallis and Kolmogorov-Smirnov non-parametric tests to infer whether the two sets of eigenvalues come from the same distribution. If the two matrices have similar cluster structures and the tests fail to reject the null hypothesis of equal correlation matrix spectrum, we say that the HCM is empirically time invariant. It is not enough to have the same eigenvalues distribution since two matrices with no structural group features can still have the same spectrum. Indeed, the hidden correlation matrix should represent common features of the stocks. Figure 11 shows the Pearson correlation matrix, that we consider as a valuable comparison due to its widely usage in the financial community, against the HCM constructed with the SDT decomposition without removing the market factor. Observations need to be made here. First of all, the Pearson correlation matrix has almost no structure. In fact, correlations are very small even for close to diagonal elements (same industry stocks). On the con-
The clustering performance of the SDT decompositions improves considerably with respect to the Pearson correlation, even if, apart for some industries, a clear cut between sectorial groups is not evident. In particular, we note that stocks representing the Basic materials sector are clustered on the top left of the correlation matrix while the Financial industry in the bottom right of it. Other sectors appear to be more difficult to group in the middle of the matrix.

Figure 11: Comparison between the Pearson correlation matrix and the HCM built from the SDT decomposition. Black lines subdivide the correlation matrix in industry sectors, which are: Basic materials, Consumer goods, Services, Finance, Utilities, Technology, Industrial goods and Healthcare. Colours go from blue to yellow in the range \([0.2, 1]\), where 0.2 and 1 are the lowest and highest values of correlation empirically found.

However, as we mentioned in the previous subsection, the first component is related to the market mode. Since the results can be severely affected by this common factor, we built the hidden correlation matrix removing it. Results are shown in figure 12. It is possible to notice that removing the market factor, the HCM shows more clearly the sectorial groups while the Pearson correlation matrix does not benefit from this procedure and the sectors are not visible any more. These results show that the hidden correlation matrix has huge structural features which are not hidden or netted out from different market dynamics. To strengthen this claim we finally run the same procedure over two non-overlapping samples and analyse the results via both visual inspection and statistical tests.
Figure 12: Comparison between the Pearson correlation matrix and the HCM built from the SDT decomposition without the market mode. Black lines subdivide the correlation matrix in industry sectors, which are: Basic materials, Consumer goods, Services, Finance, Utilities, Technology, Industrial goods and Healthcare. Colours go from blue to yellow in the range [-1, 1], where -1 and 1 are the lowest and highest values of correlation empirically found.

4.3.1 Time dependency analysis

After the analysis of the structural features of the hidden correlation matrix, we study its behaviour over two non-overlapping sample periods. In particular, we split the tensor in two parts on the time dimension, generating two covariance tensors of dimension $65 \times 65 \times 75$. We fit the proposed SDT decomposition method to each tensor separately and build the two hidden correlation matrices. As it is possible to notice from figure 13, in both sample periods the number of correlation components for which the BIC is minimized is 6. This is a first sign that the same number of relevant features is preserved over time.

Figure 13: Bayesian information criterion (BIC) for the number of correlation components of the SDT decomposition over the two non-overlapping samples. The plot shows a minimum for both sample periods at 6.

As reported in the previous subsection, the market mode acts heavily on the correlation matrices. To eliminate this issue, we build both the Pearson and the hidden correlation matrix without the market mode to look at structural links which are not affected by this market. The results for the Person
and Hidden correlation matrices are shown in figures 14 and 15 respectively. The superiority of the hidden correlation matrix with respect to the Person correlation matrix is remarkable. In the latter, a structure emerges, while for the former it is even worsen and the correlations become negligible.

Figure 14: Comparison between the Pearson correlation matrices computed over two non-overlapping samples without the market mode. Black lines subdivide the correlation matrix in industry sectors, which are: Basic materials, Consumer goods, Services, Finance, Utilities, Technology, Industrial goods and Healthcare. Colours go from blue to yellow in the range [-1, 1], where -1 and 1 are the lowest and highest values of correlation empirically found.

The two sample HCMs have very similar structure and the same stocks clusters emerge. This a sign that a structural dependency matrix exists and that the proposed procedure is able to unveil it.

Figure 15: Comparison between the HCMs built with the SDT components over two non-overlapping samples without the market mode. Black lines subdivide the correlation matrix in industry sectors, which are: Basic materials, Consumer goods, Services, Finance, Utilities, Technology, Industrial goods and Healthcare. Colours go from blue to yellow in the range [-1, 1], where -1 and 1 are the lowest and highest values of correlation empirically found.

To quantitatively asses what we showed through the visual inspection of the structural features of the two HCMs, we test if that structure is statistically similar over the two samples in terms of spectral similarity. Spectral similarity is the concept for which two matrices have the same eigenvalues. To statistically test for this feature, we implement two difference in distribution tests for the spectrum of
the two HCMs. If the distribution of the eigenvalues of the two matrices are not statistically different, 
i.e. a test is not able to reject the null of equal distribution, we can say that we have empirically similar correlation matrices \[54, 57\]. In particular, we perform a Kruskal-Wallis test and a two-samples Kolmogorov-Smirnov non-parametric tests. The failure in rejecting the null hypothesis is in favour of the structure similarity of the matrices analysed. These tests, conceptually specify the following null and alternative hypothesis:

\[ H_0 : F(\lambda_{1,i}) - F(\lambda_{2,i}) = 0 \]
\[ H_1 : F(\lambda_{1,i}) - F(\lambda_{2,i}) \neq 0 \]

where \( F(\cdot) \) is the distribution of the data and \( \lambda_{j,i} \) are the eigenvalues \((i = 1, 2, \ldots, I)\) of the \( j \)-th hidden correlation matrix. Specification of the two tests can be found in \[55\]. Results are shown in Table 2. We can see that the null hypothesis cannot be rejected by both tests in both the cases in which the market mode is included or not, suggesting that the two sets of eigenvalues do come from the same distribution, even when a common factor, like the market mode, is removed.\[58\]

| Test                  | With Market mode | Without Market mode |
|-----------------------|------------------|---------------------|
| Kruskal-Wallis        | 0.9573           | 0.9351              |
| Kolmogorov-Smirnov    | 1.0000           | 0.9995              |

Table 2: Test of similarity between the hidden correlation matrices eigenvalues. Reported values are the p-value of the test.

This analysis shows that the HCM has both the necessary features to be denoted as a structural time invariant correlation matrix, i.e. a non-trivial clustering structure and the statistical equivalence of eigenvalue distributions of the HCMs built over non-overlapping sample periods. This result allows us to consider the hidden correlation matrix as a good substitute of the correlation matrix with enhanced clustering and long-term characteristics. In relation to the other decomposition techniques, we only report that the Tucker decomposition has almost identical results with respect to the SDT model, while the PARAFAC showed poor results in both sample periods.

5 Conclusion

In this paper, we proposed a way to construct a stable correlation matrix with emerging structural properties. In particular, we explored the factor components of the 3-rd order covariance tensor of the S&P100 with different decomposition techniques. We have proposed a new factorization technique, the SDT decomposition, which proved to have good performances with respect to the standard PARAFAC and Tucker decompositions. We showed via simulation that when a structural correlation matrix is present, we are able to unveil it from the tensor factorization. We then showed, using the that S&P100 covariance tensor, that the dynamic component of the three factorizations analysed is a proxy of the VIX, confirming the reliability of these decompositions in disentangling dynamic component from static, cross-sectional components. The latter components are then used to build a correlation matrix that we named hidden correlation matrix, which is weakly dependent to the sample period used to estimate it. We appreciated the fact that the hidden correlation matrix constructed over two non-overlapping samples showed a non-trivial clustering structure and statistical similarity of the eigenvalue

\[21\] Recall that this is due to the fact that besides having statistically equivalent spectrum distributions, they show a non trivial block structure resembling market sectors.

\[22\] We also run the tests using only the non-zero eigenvalues and the full rank specification, i.e. SDT decomposition with 65 correlation components. The results are qualitatively equal.
distributions. This makes this matrix a reliable proxy for the structural linkages between stocks. Such a matrix is readily applicable to portfolio construction when rebalancing is not possible and a structural dependence between stocks is necessary. Other possible applications are financial contagion, in which inferring the structural network from the data is fundamental, stress testing portfolios and forecasting cross-assets VaR for which the future dependencies should be as similar as possible to the current ones. In addition to these features, this approach results in being also a parsimonious tool to forecast the full correlation matrix in a future point in time since only the time factors have to be forecasted and then combined with the hidden correlation matrix.

In conclusion, besides the promising performance of the HCM presented in this paper, it is important to highlight again that the methodology developed is based on the assumption that a HCM exists. If the correlations structure changes permanently over time, the method is sub-optimal. However, the HCM would still be more robust than a standard Pearson correlation matrix over the full sample period.
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Appendices

A Tensor components and operations

As in matrix algebra, tensors can be evaluated in terms of their subparts, which in the matrix case are column and row vectors, while for tensor are called subarrays. Subarrays are defined as the result of fixing a subset of indexes of the tensor. Fixing all but two indexes, we get what are called slices. Slices are two-dimensional objects that are sections of the tensor. For a third order tensor $X$ we have that $X_{i,:}$ are horizontal slices, $X_{:,j}$ are lateral slices while $X_{:,k}$ are frontal slices. A graphical representation of slices is provided in figure 16 below:

![Example of a 3rd-order tensor slices](image)

Figure 16: Example of a 3rd-order tensor slices

On the contrary, fixing all but one index we get fibers. These objects are the higher order version of columns and rows of a matrix. For a third order tensor $X$ we have that $x_{:,jk}$ is a column fiber, $x_{i,:}$ is a row fiber while $x_{ij}$ is a tube fiber. figure 17 gives a graphical explanation of these objects.

![Example of a 3rd-order tensor modes fibers](image)

Figure 17: Example of a 3rd-order tensor modes fibers
B Estimation algorithm

Let’s write a general decomposition as \( F(\mathcal{X}) = \hat{\mathcal{X}} \), where \( F(\cdot) \) is one of the three decomposition under examination. The minimization problem can be written as:

\[
\min_{f_1, \ldots, f_n} \| \mathcal{X} - F(\mathcal{X}) \|_F,
\]

where \( f_1, \ldots, f_n \) are factors of the decomposition at hand. A sketch of the algorithm can be found below:

**Algorithm 1** Alternating least squares

1: Initialize by random generated factors \( f_1, f_2, \ldots, f_N \).
2: repeat
3: for \( i=1 \) to \( N \) do
4: \( \hat{f_i} = \arg\min_{f_i} \| \mathcal{X} - F(\mathcal{X})_{\{f_1, \ldots, f_{i-1}, f_{i+1}, \ldots, f_N\}} \|_F \)
5: end for
6: \( \varepsilon = \frac{\| \mathcal{X} - F(\mathcal{X})_{\{\hat{f}_1, \hat{f}_2, \ldots, \hat{f}_N\}} \|_F}{\| \mathcal{X} \|_F} \)
7: until \( \varepsilon < \alpha \) or Maximum iterations reached.
8: Return \( \hat{f}_1, \hat{f}_2, \ldots, \hat{f}_N \)

C Operations on tensors

Multilinear algebra operations have been deeply analysed in the last decade. Among all the papers focusing on the topic, [58, 59, 19, 43, 20, 60] are standard reference. Those papers show various operations involving tensors and matrices both formally and with examples. There are numerous operations which can be performed with tensors, but we present only the operations inherent to this work, i.e. matricization and \( n \)-mode product.

C.0.1 Matricization

The matricization of a tensor (also called unfolding) is the process of reshaping a tensor into a matrix. Take a tensor \( \mathcal{X} \) of size \( I_1 \times I_2 \times \cdots \times I_N \). Let the ordered sets \( \mathcal{R} = \{r_1, \ldots, r_L\} \) and \( \mathcal{C} = \{c_1, \ldots, c_M\} \) be a partitioning of \( N = \{1, 2, \ldots, N\} \). A matricized tensor is defined as:

\[
X_{\{\mathcal{R} \times \mathcal{C} : I_N\}} \in R^{J \times K}
\]

where

\[
J = \prod_{n \in \mathcal{R}} I_n, \quad K = \prod_{n \in \mathcal{C}} I_n.
\]

The set \( \mathcal{R} \) maps the specified modes of the tensor onto the rows of the resulting matrix, while \( \mathcal{C} \) on its columns. The special case in which the set \( \mathcal{R} \) is a singleton equal to \( n \) and \( \mathcal{C} = \{1, \ldots, n-1, n+1, \ldots, N\} \) is called \( n \)-mode matricization and it is defined as:

\[
X_{\{\mathcal{R} \times \mathcal{C} : I_N\}} \equiv X_{(n)}.
\]

In this case, the fibers of \( n \)-th mode are aligned as the columns of the resulting matrix.
C.0.2 \( n \)-mode product

The \( n \)-mode product of the tensor \( \mathcal{X} \) of size \( I_1 \times I_2 \cdots \times I_N \) with the matrix \( \mathbf{V} \) of size \( I_n \times J \) is denoted as

\[
\mathcal{Y} = \mathcal{X} \times_n \mathbf{V}
\]

where the resulting tensor \( \mathcal{Y} \) is of size \( I_1 \times \cdots \times I_{n-1} \times J \times I_{n+1} \times \cdots \times I_N \). This can be expressed in terms of matricized tensors as:

\[
\mathcal{Y} = \mathcal{X} \times_n \mathbf{V} \iff Y_{(n)} = XY_{(n)}.
\]

As in matrix algebra, the dimensions in which the operation is performed must commensurate and in the case more than one does, the dimension over which the operation need is performed must be specified.

C.1 Examples

Provided the definition of a tensor and of its sub-components, we provide some examples of these objects. Take as an example a tensor \( \mathcal{Y} \) of size 3 \( \times \) 4 \( \times \) 2:

![Figure 18: 3rd-order tensor \( \mathcal{Y} \) of size 3 \( \times \) 4 \( \times \) 2](image)

This tensor can be represented through slices or fibers. Among the different representations of a tensor, frontal slices are the most used ones since they make the comparison with matrices easier. The two frontal slices (or modes) of the tensor \( \mathcal{Y} \) are:

\[
X_{:,1} = \begin{pmatrix} 1 & 4 & 7 & 10 \\ 2 & 5 & 8 & 11 \\ 3 & 6 & 9 & 12 \end{pmatrix},
\]

\[
X_{:,2} = \begin{pmatrix} 13 & 16 & 19 & 22 \\ 14 & 17 & 20 & 23 \\ 15 & 18 & 21 & 24 \end{pmatrix},
\]

the four lateral slices of \( \mathcal{X} \) are:

\[
X_{1,:} = \begin{pmatrix} 1 & 13 \\ 5 & 17 \\ 9 & 21 \end{pmatrix},
\]

\[
X_{2,:} = \begin{pmatrix} 2 & 14 \\ 6 & 18 \\ 10 & 22 \end{pmatrix},
\]

\[
X_{3,:} = \begin{pmatrix} 3 & 15 \\ 7 & 19 \\ 11 & 23 \end{pmatrix},
\]

\[
X_{4,:} = \begin{pmatrix} 4 & 16 \\ 8 & 20 \\ 12 & 24 \end{pmatrix},
\]

while the three horizontal slices of \( \mathcal{X} \) are:

\[
X_{:,1} = \begin{pmatrix} 1 & 4 & 7 & 10 \\ 13 & 16 & 16 & 19 \end{pmatrix},
\]

\[
X_{:,2} = \begin{pmatrix} 2 & 5 & 8 & 11 \\ 14 & 17 & 20 & 23 \end{pmatrix},
\]

\[
X_{:,3} = \begin{pmatrix} 3 & 6 & 9 & 12 \\ 15 & 18 & 21 & 24 \end{pmatrix},
\]

Examples on fibers are numerous so we show only a few. A mode-1 fiber (column fiber) of the tensor \( \mathcal{X} \) can be given by:

\[
X_{(:,1,1)} = \begin{pmatrix} 1 & 2 \\ 3 \end{pmatrix}
\]

or

\[
X_{:,32} = \begin{pmatrix} 19 \\ 20 \\ 21 \end{pmatrix},
\]
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examples of mode-2 fibers (row fiber) are:

\[ X_{1:1} = ( 1 \ 4 \ 7 \ 10 ) \quad \text{or} \quad X_{4:2} = ( 15 \ 18 \ 21 \ 24 ), \]

while a mode-3 fiber (tube fiber) can be represented as:

\[ X_{11:} = ( 1 \ 13 ) \quad \text{or} \quad X_{32:} = ( 8 \ 20 ). \]

Defining a tensor in terms of its sub-components make the interpretation of the basic operations with tensors easier and in some circumstances makes some numerical computations more efficient.

C.2 Operations

Matricization

Take the tensor \( \mathcal{X} \) of figure 18, a general matricization as specified in section A, can be given by \( R = \{3,1\} \) and \( C = \{2\} \), then:

\[
X_{(\{3,1\} \times \{2\} : \{3,4,2\})} = \begin{pmatrix}
1 & 4 & 7 & 10 \\
13 & 16 & 19 & 22 \\
2 & 5 & 8 & 11 \\
14 & 17 & 20 & 23 \\
3 & 6 & 9 & 12 \\
15 & 18 & 21 & 24
\end{pmatrix}
\]

While the n-mode matricization (in the 1-st mode) of the tensor \( \mathcal{X} \) is given by:

\[
X_{(\{1\} \times \{2,3\} : 3 \times 4 \times 2)} = X_{(1)} = \tilde{X} = \begin{pmatrix}
1 & 4 & 7 & 10 & 13 & 16 & 19 & 22 \\
2 & 5 & 8 & 11 & 14 & 17 & 20 & 23 \\
3 & 6 & 9 & 12 & 15 & 18 & 21 & 24
\end{pmatrix}
\]

n-mode product

Take again the tensor \( \mathcal{X} \) of figure 18 and \( V = \begin{pmatrix} 1 & 2 & 3 \\ 4 & 5 & 6 \end{pmatrix} \). The product \( \mathcal{Y} = \mathcal{X} \times_1 V \) results in:

\[
Y_{:1} = \begin{pmatrix}
14 & 32 & 50 & 68 \\
32 & 77 & 122 & 167
\end{pmatrix}
\]

\[
Y_{:2} = \begin{pmatrix}
86 & 104 & 122 & 140 \\
212 & 257 & 302 & 347
\end{pmatrix}
\]

D Correlation

In financial economics, the reference measure of association is the Pearson correlation, which is a linear form of association between random variables, generally applied to stock log-returns. Log-returns of stock \( i \) at time \( t \) are defined as follows:

\[
r_{i,t} = \ln(P_{i,t}) - \ln(P_{i,t-1}), \quad (16)
\]

where \( P_{i,t} \) is the price of stock \( i \) at time \( t \).

Let \( \mathbb{E}[r_i] \) denote the expected value of the stock \( i \) log-returns. The variance of \( r_i \) is defined as:

\[
\text{Var}(r_i) = \sigma_{r_i}^2 = \mathbb{E}[(r_i - \mathbb{E}[r_i])^2] \quad (17)
\]
while the covariance between a pair of stocks $i$ and $j$ in terms of log-returns $r_i$ and $r_j$ is defined as:

$$\text{Cov}(r_i, r_j) = \sigma_{r_i,r_j} = [(r_i - \mathbb{E}[r_i])(r_j - \mathbb{E}[r_j])].$$

(18)

Given this formulation we can define the Pearson correlation coefficient between two stocks as:

$$\text{corr}(r_i, r_j) = \rho_{r_i,r_j} = \frac{\text{Cov}(r_i, r_j)}{\sqrt{\text{Var}(r_i)\text{Var}(r_j)}}.$$  

(19)

It is possible to rewrite the previous formulae in matrix form. In particular, let’s $e$ being a random vector containing the log-returns of several stocks, we can write (18) as:

$$\text{Var}(e) = \Sigma = \mathbb{E}[(e - \mathbb{E}[e])(e - \mathbb{E}[e])^\prime].$$

(20)

Now, let’s $\Omega$ be the correlation matrix associated to $\text{corr}(e)$ and $D$ a diagonal matrix such that $D_{kk} = \sqrt{\text{Var}(e_k)}$. We can then define the variance-covariance matrix $\Sigma$ as:

$$\Sigma = D\Omega D,$$

(21)

and

$$\Omega = D^{-1}\Sigma D^{-1}.$$  

(22)

Every entry of the $\Omega$ matrix is associated with the correlation between two random variables, i.e. $\Omega_{ij}$ is the correlation between $e_i$ and $e_j$. Despite its easiness of computation and interpretation, not all sample correlation matrices constructed via pairwise correlation are correlation matrices. In fact, to define a matrix as correlation matrix, it is not enough to have a symmetric matrix with bounded values between $-1$ and $+1$ and with all $1$s on the main diagonal. A correlation matrix must fulfill an additional property, which is to be positive semi-definite. All correlation matrices are positive semi-definite but not all sample correlation matrices are guaranteed to have this property. Take as an example the following matrix $O$:

$$O = \begin{bmatrix} 1 & -0.6 & 0.8 \\ -0.6 & 1 & 0.8 \\ 0.8 & 0.8 & 1 \end{bmatrix}.$$  

A positive semi-definite matrix has non-negative eigenvalues. Nevertheless, the three eigenvalues (in increasing order) of the matrix $A$ are -0.47, 1.60 and 1.87. This example provides evidence of a symmetric matrix, with values in the interval $[-1, +1]$ and values equal to 1 on the diagonal which is not a correlation matrix.
E Simulation results: Additional plots

Figure 19: The Bayesian information criterion (BIC) for the number of correlation components of the SDT decomposition. The plot shows a minimum at 10 components.

Figure 20: Dynamic component retrieved by the SDT decomposition against and the VIX time series used to construct the tensor.

As it is possible to notice from figure 20, the decomposition is able to identify almost perfectly the time component. In fact, is almost impossible to spot any difference.
In figure 21, we can see that according to the BIC, the number of components is in both sample periods is 10, the number used to build the covariance tensor.

We can see from figure 22 that the results related to the number of correlation factors found by the BIC for the Tucker decomposition are almost identical to the SDT approach.
Figure 23: The CONCORDIA criterion for the number of correlation components of the PARAFAC decomposition in the two samples. The plot shows optimal number of components at 6 and 5 in the two samples respectively.

F Application results: Additional plots

Figure 24: Bayesian information criterion (BIC) for the number of correlation components of the Tucker and SDT decompositions. The plot shows a minimum for both the model at 8.
As it is possible to notice from figure 25, the minimum threshold of 80% is reached only for 2 specifications (apart the trivial 1 factor PARAFAC). As the general procedure requires we select the 4 factors specification since it is the one with the higher number of components.

G Static components

In this appendix we analyse the static components which are represented by the hidden space induced by the stock returns covariances. Figure 26 depicts the 4 correlation components of the PARAFAC decomposition. As it is possible to notice from the plot, the first factor loading exhibit an high and homogeneous value for all the stocks across different industries, while the other factor, especially 3rd and 4th, depicts the heterogeneity across different market sectors.
Figure 26: The first 4 factor components of the PARAFAC decomposition. Different colours are associated to different industries, which are: Basic materials, Consumer goods, Services, Finance, Utilities, Technology, Industrial goods and Healthcare. Each sub-plot shows a factor component in increasing order from the top to the bottom.

With respect to the Tucker and SDT decompositions, we can notice from figures 27 and 28 that the 8 components are almost identical if not for imperceptible differences and the sign of the 4th component. For this reason we will group the comments together. It is clear to see that the first component strongly affects all the industries in the same direction and in an homogeneous way. This means that this factor is common to all the sectors and it is usually attributed to the market component. The other components show some sort of fingerprint of the different industries even if a clear-cut to disentangle the features of each industry, apart some exception, is complicated to set. However, the important information we have to take from this analysis is that the first factor component is homogeneous among all assets, and represents the market mode.

The same argument is valid for the first component of the PARAFAC decomposition.
Figure 27: The first 8 factor components of the Tucker decomposition. Different colours are associated to different industries, which are: Basic materials, Consumer goods, Services, Finance, Utilities, Technology, Industrial goods and Healthcare. Each sub-plot shows a factor component in increasing order from the top to the bottom.
Figure 28: The first 8 factor components of the SDT decomposition. Different colours are associated to different industries, which are: Basic materials, Consumer goods, Services, Finance, Utilities, Technology, Industrial goods and Healthcare. Each sub-plot shows a factor component in increasing order from the top to the bottom.