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ABSTRACT

The Robust Perron Cluster Analysis (PCCA+) has become a popular algorithm for coarse-graining transition matrices of nearly decomposable Markov chains with transition states. Though originally developed for reversible Markov chains, it has been shown previously that PCCA+ can also be applied to cluster non-reversible Markov chains. However, the algorithm was implemented by assuming the dominant (target) eigenvalues to be real numbers. Therefore, the generalized Robust Perron Cluster Analysis (G-PCCA+) has recently been developed. G-PCCA+ is based on real Schur vectors instead of eigenvectors and can therefore be used to also coarse-grain transition matrices with complex eigenvalues. In its current implementation, however, G-PCCA+ is computationally expensive, which limits its applicability to large matrix problems.

In this paper, we demonstrate that PCCA+ works in fact on any dominant invariant subspace of a nearly decomposable transition matrix, including both Schur vectors and eigenvectors. In particular, by separating the real and imaginary parts of complex eigenvectors, PCCA+ also works for transition matrices that have complex eigenvalues, including matrices with a circular transition pattern. We show that this separation maintains the invariant subspace, and that our version of the PCCA+ algorithm results in the same coarse-grained transition matrices as G-PCCA+, whereby PCCA+ is consistently faster in runtime than G-PCCA+. The analysis is performed in the Matlab programming language and codes are provided.

1. Introduction

In order to understand cellular biological processes (e.g., gene regulatory networks [1, 2], biomolecular dynamics [3, 4, 5]), we need to interpret their dynamics by identifying structural changes on a network scale. This can be challenging given that biological processes occur on several different time-scales [6]. The available data, however, often represent only the fast time-scale [7, 6]. The data describing such fast processes can originate from, for example, mathematical models (e.g., the chemical master equation [2]), biomolecular simulations [8], or laboratory experiments [5]. The data are usually characterized by a huge number of system states, \(N\), and stochastic state transitions with short kinetic distances (i.e., on fast time-scales) [9]. The underlying stochastic process can be described mathematically as a discrete-time Markov chain with a short lag-time and short-lived states (also known as microstates) [10].

The system states and transition rates can be summarized into a transition matrix \(P\), which allows to calculate the specific probability that the process, in its next step, switches from one particular state to another [11]. Upon specific system conditions and assumptions (e.g., thermodynamic equilibrium), and by analyzing the eigendecomposition of the matrix \(P\), we can furthermore obtain additional information about the system dynamics [12]. Such information includes, for example, the identification of metastable sets (also known as macrostates). Macrostates represent long-lived system states on the slow time-scale (i.e., with long kinetic distance) and are therefore defined as sub-sets of the state space, in which the system spends a long time before transitioning to the next macrostate [13]. By reducing the system from (possibly infinitely) many microstates to a few macrostates, it is easier to analyze the global process structure and to interpret and understand the system dynamics and the general transition behavior of the Markov chain on long times scales [10].

By using spectral clustering methods, one can identify the macrostates through the eigen-decomposition of the matrix \(P\) [13]. An eminent example of such a method is the robust Perron Cluster Analysis (PCCA+), which groups
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microstates into macrostates such that transitions between macrostates are slow, and transitions within them are fast [10]. The result is a coarse-grained system representation, also known as Markov State Model (MSM), that describes the system behavior on a long time-scale [6, 12, 8]. A MSM consists of a finite, discrete state space of size \( N \) and a coarse-grained transition probability matrix, \( P_c \), which contains the conditional probabilities for transitions between the \( n \times n \) metastable sub-sets (macrostates) of the system [6].

The PCCA+ method, as described in [10], works for both reversible and non-reversible Markov chains with real dominant eigenvalues, but it does not consider cases with complex eigenvalues. Complex eigenvalues, however, are common for transition matrices of non-reversible Markov chains, and characteristic for circular chains. Therefore, in 2018, the PCCA+ method was extended to the Generalized PCCA+ (G-PCCA+) method [13], which employs a real Schur-decomposition instead of an eigen-decomposition. G-PCCA+ includes two sub-routines, one for the calculation of the full Schur-decomposition and one for sorting the Schur-vectors [13]. As reported in [14], these two sub-routines are computationally ineffective for large eigenvalue problems in Matlab.

This caveat of G-PCCA+ has encouraged us to introduce a faster but equally accurate algorithm for coarse-graining large stochastic matrices with complex eigenvalues. The method we present in this article is the same as the original PCCA+ [10], with the exception of specific adjustments that allow an efficient application to complex-valued eigenvalue problems. To highlight these modifications and to distinguish the method from the original PCCA+ and the G-PCCA+ algorithms, we will refer to it as cPCCA+ throughout this article, where ‘c’ stands for ‘complex’. To demonstrate the efficiency of cPCCA+, we will compare its results and runtimes with those of G-PCCA+.

The article is organized in the following way. We start by reviewing the concepts of the original PCCA+ algorithm and the recently developed G-PCCA+ algorithm, before we introduce the specific modifications of cPCCA+. For cPCCA+, we show theoretically and illustrate with examples that the invariant sub-space condition holds for transition matrices with complex eigenvalues, including circular Markov chains. We compare the runtimes of cPCCA+ and G-PCCA+ for increasing state-space size for two cases, a circular transition matrix and the generator of a stochastic gene-regulatory network. Finally, we discuss the results and present a conclusion. The appendix contains additional figures.

2. The PCCA+ algorithms

Decomposable Markov chains have transition matrices which, upon re-ordering of states according to the partitions, are block-diagonal. The PCCA+ algorithm as a spectral clustering method exploits the fact that the dominant eigenvectors of such matrices, i.e. the eigenvectors corresponding to the multiple eigenvalue one (Perron eigenvalue), are constant on the blocks. In other words, if there are \( n_c \) blocks and the matrix \( X \) contains the \( n_c \) dominant eigenvectors, \( X = [X_1, \ldots, X_{n_c}] \), then the rows of \( X \) that belong to states in the same block are identical. In fact, each row of \( X \) represents one of the \( n_c \) corners of an \((n_c - 1)\)-dimensional simplex (the reduction by one dimension is possible because \( X \) contains the constant vector). This simplex structure gets only slightly perturbed if the Markov chain is only nearly decomposable and if transition states occur [10]. Once this simplex structure is identified, the rows of \( X \), i.e. the states of the Markov chain, can be assigned to each of the \( n_c \) simplex corners/clusters in terms of fuzzy membership values according to their location within the simplex. For example, the centroid of a simplex would be assigned with membership value \( 1/n_c \) to each of the \( n_c \) clusters. In mathematical terms, finding this simplex structure and the membership values corresponds to finding a linear transformation \( A \)

\[
X = X A, \quad A \in \mathbb{R}^{n \times n_c} \text{ non-singular}
\]

s.th. \( \chi_j \geq 0 \quad \forall i \in \{1, \ldots, N\}, j \in \{1, \ldots, n_c\} \) (positivity)

\( \sum_{j=1}^{n_c} \chi_j(i) = 1, \quad \forall i \in \{1, \ldots, N\} \) (partition of unity),

where \( \chi_j \in \mathbb{R} \) are the membership vectors. They assign every state \( i \in \{1, \ldots, N\} \) in the state space to a cluster \( j \in \{1, \ldots, n_c\} \) with a certain grade of membership [10, 15].

In the following, we assume that the eigenvectors satisfy an orthonormality relation

\[
X^T D^2 X = I
\]

with identity matrix \( I \) and diagonal matrix \( D = \text{diag}(w) \), whereby \( w \) is some density vector, i.e. \( w > 0 \) and \( w^T 1 = 1 \).
**Remark 1.** In the original implementation of PCCA+, \( w \) was chosen to be the stationary density, i.e., \( w^T P = w^T \). Since the stationary density is very sensitive for nearly uncoupled Markov chains, its computation can be numerically unstable and lead to errors in the orthonormalization of the eigenvectors. The following results, however, are valid for any diagonal matrix \( D \), in particular also for \( w = (1/N, \ldots, 1/N)^T \).

As shown in [16], the problem of finding the right simplex and hence a suitable transformation matrix \( A \) does not have a unique solution. Hence, an optimization criterion needs to be defined to make the problem well-posed. The objective function in PCCA+ is defined as

\[
 n_c \rightarrow \text{trace}(D^{-2} \chi^T D^2 \chi) \rightarrow \min, \tag{3}
\]

whereby \( D^2 = \text{diag}(\chi^T w) \). This optimization results in membership vectors \( \chi \) that are as close to characteristic vectors (vectors containing only entries 0 and 1) as possible.

For a given number of clusters \( n_c \), the PCCA+ routine consists of two steps. First it computes an initial guess based on a heuristic, the inner simplex algorithm. It then proceeds to optimize the objective using an optimization method, leading to a locally optimal clustering. As optimization method, the user can currently choose between the Nelder-Mead simplex method, the Gauss-Newton method, and the Levenberg-Marquardt method. If the number of clusters is not known in advance, one can maximize the so-called crispness, \( \text{trace}(D^{-2} \chi^T D^2 \chi)/n_C \in (0, 1]\) over \( n_c \) to find the optimal number of clusters. In practice one may fall back to the heuristic initial guess for finding the optimal cluster number first before running the whole optimization for that number. Note that the optimization method for the final cluster number can be chosen differently from the method used to find the optimal cluster number. Typically, the Nelder-Mead method, which is fast but less accurate, is used for finding the optimal cluster number, whereas the slower but more accurate Gauss-Newton method is used for the final optimization.

In [10, 13], it is shown that the invariant sub-space condition

\[
 PX = \Lambda X, \quad \text{with} \quad \Lambda \in \mathbb{C}^{n \times n_C} \tag{4}
\]

in combination with the linear transformation \( \chi = XA \) and the orthonormality relation ensures the existence of a coarse-grained propagator matrix that preserves the dominant eigenvalues and hence the time scale of the slow processes. This coarse-grained matrix is defined as

\[
 P_c := (\chi^T D^2 \chi)^{-1} \chi^T D^2 P \chi. \tag{5}
\]

In fact, it holds

\[
P_c = A^{-1} \Lambda A,
\]

and hence

\[
(P^T_c)^k \chi^T \eta = \chi^T (P^T)^k \eta,
\]

which means that the propagation of the projected density vector (left) commutes with the projection of the propagated density \( \eta \) (right).

Interestingly, any linear transformation of the invariant subspace \( X \) preserves both the invariant subspace condition as well as the property of the column vectors to be almost constant on the blocks of a nearly decomposable Markov chain (because identical rows in \( X \) will also be identical after a linear transformation). Hence, the invariant subspace \( X \) does not necessarily need to be spanned by the eigenvectors. Any other invariant subspace, e.g. the Schur vectors, could be used as well in PCCA+.

### 2.1. G-PCCA+ algorithm

In order to avoid complex-valued eigenvectors and eigenvalues, which might occur for non-reversible Markov chains, the authors in [13] suggest to work with the real Schur-decomposition of \( P \). The resulting algorithm is named generalized PCCA+ (G-PCCA+).

After rearranging the real Schur-matrix \( \Lambda \) with the method described in [14], such that the \( n_c \) Schur-values are close to the Perron root 1, the authors scale the corresponding Schur-vectors by \( D_{\mu}^{-1/2} \), where \( D_{\mu} \) is a diagonal matrix with an arbitrary density \( \mu \) on its diagonal. They show that the scaled Schur vectors satisfy both the invariant sub-space...
condition and orthogonality relation. G-PCCA+ then applies the original PCCA+ algorithm to the scaled Schur-vectors to solve the optimization problem (3) in order to find the transformation matrix \( A \). Finally, G-PCCA+ calculates the coarse-grained propagation matrix \( P_c \) identical to (5) as

\[
P_c = (X^T D_\mu^2 X)^{-1} X^T D_\mu^2 P X.
\]

(6)

If the dominant eigenvalues are real numbers and if PCCA+ uses the same density \( \mu \) for the orthonormalization of eigenvector as G-PCCA+, then the two methods should deliver the same result.

2.2. Complex-valued PCCA+ (cPCCA+)

Instead of using the Schur-decomposition to deal with complex eigenvectors, we suggest to simply separate the real and imaginary parts of the eigenvectors. To show that this complex-valued version of PCCA+ (cPCCA+) actually results in an appropriate clustering of the system states, we are left to proof that the invariant sub-space condition holds. The following theorem shows that the matrix containing the real and complex parts of the eigenvectors is in fact a linear transformation of the original eigenvector matrix \( X \), making it again an invariant subspace of \( P \).

**Theorem 1.** (Invariant sub-space condition for complex eigenvectors) Replacing a complex conjugate pair of eigenvectors in the eigenvector matrix by the real and imaginary parts of these eigenvectors leads to a matrix that spans the same invariant subspace as the original eigenvector matrix. 

**Proof of Theorem 1.** Let \( X \in \mathbb{C}^{N \times n} \) be the matrix of eigenvectors, and assume that columns \( k \) and \( k+1 \) contain a complex conjugate pair of eigenvectors \( x_k = a_k + b_k i \) and \( \bar{x}_k = a_k - b_k i \) with \( a_k, b_k \in \mathbb{R}^N \) and imaginary unit \( i \). By replacing the columns \( x_k \) and \( \bar{x}_k \) by \( a_k \) and \( b_k \), we obtain a new matrix \( \tilde{X} \).

We have to show that the matrix \( \tilde{X} \) can be obtained from \( X \) via a linear transformation, i.e., via multiplication with a regular matrix \( C \),

\[
\tilde{X} = X \cdot C.
\]

A transformation matrix \( C \in \mathbb{R}^{N \times N} \) that only acts on columns \( k \) and \( k+1 \) is the identity matrix with some additional \( 2 \times 2 \) block on the diagonal corresponding to rows and columns \( k \) and \( k+1 \):

\[
C = \begin{pmatrix}
1 & 0 & \ldots & 0 \\
0 & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots \\
c_1 & c_2 & \ddots & 1 \\
0 & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots \\
c_3 & c_4 & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots \\
\end{pmatrix}
\]

In terms of columns \( k \) and \( k+1 \), the system of equations \( \tilde{X} = X \cdot C \) reads

\[
\begin{bmatrix}
a_k & b_k \\
a_k + b_k i & a_k - b_k i
\end{bmatrix} = \begin{bmatrix}
a_k + b_k i & a_k - b_k i
\end{bmatrix} \times \begin{bmatrix}
c_1 & c_2 \\
c_3 & c_4
\end{bmatrix}.
\]

(7)

Hence, we have to find values for \( c_1, \ldots, c_4 \), such that

\[
c_1(a_k + b_k i) + c_2(a_k - b_k i) = a_k,
\]

\[
c_3(a_k + b_k i) + c_4(a_k - b_k i) = b_k.
\]

This system of equations has the unique solution \( c_1 = c_2 = \frac{1}{2} \) and \( c_3 = -\frac{1}{2} i = -c_4 \). Hence, the \( 2 \times 2 \) matrix formed by \( c_1 \) to \( c_4 \) and consequently \( C \) is regular. The linear combination \( X \cdot C \) is thus an invariant sub-space of \( P \) again. \( \square \)

Theorem 1 implies that the cPCCA+ algorithm is able to cluster states in a system with complex dominant eigenvalues. This allows us to conclude that G-PCCA+ and cPCCA+ are equivalent in the following sense:

**Corollary 1.** If \( P \) admits an eigen-decomposition, G-PCCA+ and cPCCA+ obtain the same solutions to the optimization problem.
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Figure 1: Weighted directed graph for the Markov chain in Example 1.

PROOF. Both algorithms solve the original PCCA+ problem (1-3) with different bases $X_1, X_2$ of the same subspace span$X_1 = $ span$X_2$. Thus there exists a regular matrix $B$ s.t. $X_1 = X_2B$. Then any solution to the objective function of the form $\chi = X_1A_1$ is also a solution of the form $\chi = X_2BA_1 = X_2A_2$ with $A_2 = BA_1$ and vice versa. □

Note that in practice we use only local optimization and hence the different representations and resulting initial guesses may lead to different local minima which, however, are also local minima to the respective other problem. We furthermore point out that there exist non-generic transition matrices $P$ which admit no complex eigen-decompositions but can still be handled by the Schur method [17].

In the following, we will consider examples for the case of (i) a nearly uncoupled Markov chain, and (ii) a Markov chain with circular transition pattern, and argue in both cases for the fulfillment of the invariant subspace condition.

2.2.1. Non-reversible, nearly uncoupled Markov chains

In Example 1, we consider the case of a small, non-reversible system with three metastable states and show that cPCCA+ clusters the states accordingly.

Example 1. Let $P \in \mathbb{R}^{6 \times 6}$ be the transition matrix for the Markov chain in Fig. 1:

$$P = \begin{bmatrix}
0.25 & 0.7 & 0 & 0 & 0 & 0.05 \\
0.70 & 0.29 & 0.01 & 0 & 0 & 0 \\
0 & 0.05 & 0.25 & 0.70 & 0 & 0 \\
0 & 0 & 0.70 & 0.29 & 0.01 & 0 \\
0 & 0 & 0 & 0.05 & 0.25 & 0.70 \\
0.01 & 0 & 0 & 0 & 0.70 & 0.29
\end{bmatrix}$$

This matrix has three eigenvalues close to one: $\lambda_1 = 1.0000, \lambda_2 = 0.9557 + 0.0177i, \lambda_3 = 0.9557 - 0.0177i$. Figure 2 shows the fuzzy clustering of the six states into three clusters according to the membership functions $\chi$ computed by cPCCA+. Each of the three colors (blue, red and yellow) represents a different cluster. The system states with values of $\chi$ near 1, are those that strongly belong to a specific cluster. The resulting coarse-grained transition matrix $P_c \in \mathbb{R}^{3 \times 3}$ in (10) has diagonal-entries close to unity, which indicates three strong metastable clusters.

$$P_c = \begin{bmatrix}
0.9705 & 0.0046 & 0.0250 \\
0.0250 & 0.9705 & 0.0046 \\
0.0046 & 0.0250 & 0.9705
\end{bmatrix}$$

This example illustrates that cPCCA+ can deal with non-reversible, stochastic matrices with dominant complex eigenvalues. In the next section, we consider circular transition patterns.
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Figure 2: Membership functions $\chi$ for Example 1: The functions show that the six system states are clustered into three distinct groups, each containing two states.

### 2.2.2. Circular Markov chains

In this sub-section, we make use of the unique structure of circular matrices. In Theorem 2, we show that the invariant sub-space condition holds for circular stochastic matrices, which implies that cPCCA+ can be applied to such matrix structures.

**Theorem 2.** (Invariant sub-space condition for circular transition matrices) Let $P \in \mathbb{R}^{(N \times n) \times (N \times n)}$ be a row-stochastic, circular matrix with the following structure,

$$P = \begin{bmatrix} 0 & X_1 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & X_{N-1} \\ X_N & 0 & \cdots & 0 \end{bmatrix},$$

where $X_k \in \mathbb{R}^{n \times n}$, $k = 1, \ldots, N$ are row stochastic sub-matrices. Then the matrix $P$ has $N$ eigenvalues $\lambda_1, \ldots, \lambda_N \in \mathbb{C}$ uniformly distributed on the unit circle,

$$\lambda_k = \exp((k - 1) \theta i) \text{ with } \theta = \frac{2\pi}{N}, \quad k = 1, \ldots, N.$$

The corresponding eigenvectors $V_k$, i.e., those satisfying $PV_k = \lambda_k V_k$ for $k = 1, \ldots, N$, are piece-wise constant on each block $X_k$.

**Proof of Theorem 2.** The eigenvectors $V_k$ corresponding to eigenvalues $\lambda_k$ can be written in a general form as

$$V_k^T = \begin{bmatrix} \lambda_k^1, \lambda_k^2, \ldots, \lambda_k^N \\ \lambda_k^1, \lambda_k^2, \ldots, \lambda_k^N \\ \vdots & \ddots & \ddots & \vdots \\ \lambda_k^1, \lambda_k^2, \ldots, \lambda_k^N \\ \lambda_k^1, \lambda_k^2, \ldots, \lambda_k^N \\ \lambda_k^1, \lambda_k^2, \ldots, \lambda_k^N \\ \lambda_k^1, \lambda_k^2, \ldots, \lambda_k^N \\ \lambda_k^1, \lambda_k^2, \ldots, \lambda_k^N \\ \lambda_k^1, \lambda_k^2, \ldots, \lambda_k^N \end{bmatrix}^T.$$

Noting that $\lambda_k \cdot \lambda_k^N = \lambda_k^{N+1} = \lambda_k$ and that the matrix $P$ shifts the process in clockwise direction to the next block, it holds, that

$$P \cdot V_k = \begin{bmatrix} \lambda_k^2, \lambda_k^3, \lambda_k^4, \ldots, \lambda_k^N \\ \lambda_k^2, \lambda_k^3, \lambda_k^4, \ldots, \lambda_k^N \\ \lambda_k^2, \lambda_k^3, \lambda_k^4, \ldots, \lambda_k^N \\ \lambda_k^2, \lambda_k^3, \lambda_k^4, \ldots, \lambda_k^N \\ \lambda_k^2, \lambda_k^3, \lambda_k^4, \ldots, \lambda_k^N \\ \lambda_k^2, \lambda_k^3, \lambda_k^4, \ldots, \lambda_k^N \\ \lambda_k^2, \lambda_k^3, \lambda_k^4, \ldots, \lambda_k^N \\ \lambda_k^2, \lambda_k^3, \lambda_k^4, \ldots, \lambda_k^N \\ \lambda_k^2, \lambda_k^3, \lambda_k^4, \ldots, \lambda_k^N \end{bmatrix}^T = \lambda_k \cdot V_k,$$

which proves the eigenvectors corresponding to eigenvalues on the unit circle are piecewise constant on the blocks. $\square$

Next, we demonstrate that cPCCA+ can still be applied to a non-reversible transition matrix $P \in \mathbb{R}^{9 \times 9}$ where the circular transition pattern is slightly perturbed. The matrix structure in Example 2 is taken from [13] (see Example 3.1 therein).

**Example 2.** We consider a stochastic matrix $P \in \mathbb{R}^{9 \times 9}$,

$$P = \begin{bmatrix} X & Y & 0 \\ 0 & X & Y \\ Y & 0 & X \end{bmatrix}.$$
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| Matrix entries for x and y: | Dominant eigenvalue type: |
|---------------------------|--------------------------|
| x = 0.9, y = 0.1          | Case (i)                 |
| x = 0.1, y = 0.9          | Case (ii)                |
|                           | Case (iii)               |
|                           | Case (iv)                |

Table 1
The four cases of matrix patterns in Example 2

Consisting of identical diagonal blocks \( X \in \mathbb{R}^{3 \times 3} \) with the structure

\[
X = \begin{bmatrix}
0 & x & 0 \\
0 & 0 & 1.0 \\
1.0 & 0 & 0
\end{bmatrix},
\]

(14)

and identical off-diagonal blocks \( Y \in \mathbb{R}^{3 \times 3} \) with the following pattern,

\[
Y = \begin{bmatrix}
y & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}.
\]

The \( 0 \in \mathbb{R}^{3 \times 3} \) represent zero block matrices.

The matrix \( P \) contains one block-diagonal pattern, formed by the \( X \) blocks in \( P \), and additionally two types of circular patterns, one within each \( X \) block and one formed by the \( Y \) blocks in \( P \). Whether one identifies the block-diagonal or the circular pattern depends on the values of \( x \in \mathbb{R} \) and \( y \in \mathbb{R} \), as well as on the eigenvalues that are considered as dominant (either the ones with largest magnitude or those with largest real part). In the following, we analyze the four different cases (i)-(iv), as presented in Table 1: We examine the eigenvalues, the membership functions \( \chi \), and the coarse-grained matrices \( P_c \) computed by cPCCA+ in each of the four cases.

**Case (i).** The three eigenvalues with largest magnitude are \( \lambda_1 = 1.0000 + 0i, \lambda_2 = -0.5000 + 0.8660i, \lambda_3 = -0.5000 - 0.8660i \). Figure 3 shows the clustering of the nine states into three clusters based on the \( \chi \) membership functions. The three clusters are characterized by sharing the same transition pattern: cluster 1 (blue - states 1, 6, 8) transitions to cluster 2 (red - states 2, 4, 9), cluster 2 transitions to cluster 3 (yellow - states 3, 5, 7), and cluster 3 transitions back to cluster 1. That means the symmetry in the transition graph is perfectly recovered. The resulting coarse-grained transition matrix reads

\[
P_c = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{bmatrix}.
\]

(15)

**Case (ii).** If we instead solve for the eigenvalues with largest (real) part, we obtain \( \lambda_1 = 1.0000 + 0i, \lambda_2 = 0.9483 + 0.0279i, \lambda_3 = 0.9483 - 0.0279i \), indicating that the Markov chain represents a nearly-uncoupled Markov chain. Figure 3 shows the clustering of the nine states into three clusters based on the \( \chi \) membership functions. The three clusters reflect the block diagonal structure that is visible in \( P \): cluster 1 includes states 1, 2, 3 (blue), cluster 2 includes states 4, 5, 6 (red), and cluster 3 includes states 7, 8, 9 (yellow). The resulting coarse-grained transition matrix has the form

\[
P_c = \begin{bmatrix}
0.9655 & 0.0333 & 0.0012 \\
0.0012 & 0.9655 & 0.0333 \\
0.0333 & 0.0012 & 0.9655
\end{bmatrix}.
\]

(16)

which reflects the decoupling of the chain into three nearly decoupled sub-chains and the perfect symmetry between the clusters. For \( x = 1 \) and \( y = 0 \), the decoupling would be complete and \( P_c \) would be the identity matrix with zero transition probabilities between the clusters.

**Case (iii).** For \( x = 0.1 \) and \( y = 0.9 \), i.e., an increased coupling between the sub-chains represented by \( X \), the three eigenvalues with largest magnitude are (upon permutation) \( \lambda_1 = 1.0000 + 0i, \lambda_2 = -0.5000 + 0.8660i, \lambda_3 = -0.5000 - 0.8660i \), indicating that there is a circular transition pattern. Figure 3 shows that cPCCA+ identifies the
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Case (i). $x = 0.9$, $y = 0.1$, largest magnitude eigenvalue
Three circulating clusters

Case (ii). $x = 0.9$, $y = 0.1$, largest (real) eigenvalue
Three block-group clusters

Case (iii). $x = 0.1$, $y = 0.9$, largest magnitude eigenvalue
Three circulating clusters

Case (iv). $x = 0.1$, $y = 0.9$, largest (real) eigenvalue
No multistability, hence no clear clustering

Figure 3: Example 2: Membership functions $\chi$ (left column) and transition networks (right column)

same circular transition pattern as in case (i), except that clusters 2 and 3 are permuted\(^1\). That means, cluster 1 (blue - states 1,6,8) transitions into cluster 3 (yellow - states 2,4,9), cluster 3 transitions into cluster 2 (red - states 3,5,7),

\(^1\)The clustering delivered by PCCA+ is unique up to a permutation of membership vectors.
and cluster 2 transitions back into cluster 1:

\[
P_c = \begin{bmatrix}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
\end{bmatrix}.
\] (17)

Case (iv). Applying cPCCA+ to Case (ii) specifying largest (real) eigenvalue, results in only one eigenvalue close to 1 (\(\lambda_{2,3} = 0.2954 \pm 0.1128i\)), i.e., there is no multi-stability. If we nevertheless enforce a clustering into three groups, then states 2, 5, and 8 form the centers of these three clusters, because the transition probabilities between these three states are very small. States 1, 4, and 7 are assigned to the three clusters with almost equal membership, indicating that they are transition states between the three clusters. Each of the states 3, 6, and 9 is assigned to one of the three clusters with a membership value > 0.5, which shows that they are stronger associated with the clusters than the states 1, 4, and 7. The coarse-grained transition matrix (for cluster order blue - red - yellow) has the form

\[
P_c = \begin{bmatrix}
0.5303 & 0.3000 & 0.1697 \\
0.1697 & 0.5303 & 0.3000 \\
0.3000 & 0.1697 & 0.5303 \\
\end{bmatrix}.
\] (18)

which underlines that the three clusters are only weakly decoupled.

Above, we have shown theoretically and numerically that the invariant sub-space condition holds for the cPCCA+ algorithm, when applied to non-reversible transition matrices with complex eigenvalues, including circuit stochastic matrices. These findings were supported by specific examples. In the following, we want to compare the numerical runtimes and clustering results of cPCCA+ and G-PCCA+ for two larger matrix examples.

3. Comparison of numerical runtimes

To compare the numerical runtimes and clustering results of cPCCA+ and G-PCCA+, we consider the cases of (1) a circular transition matrix (taken and adapted from [13]; see Example 3.2 therein), and (2) the infinitesimal generator of a stochastic, non-reversible gene-regulatory network, generated from the model in [18].

For both examples, we compare the computational elapse time (ET) for varying state-space sizes as well as the normed differences between the coarse-grained transition matrices \(P_c\) obtained from cPCCA+ and G-PCCA+, respectively. The ET was calculated with the \(\text{tic-toc}\) command in Matlab (version '9.7.0.1261785 (R2019b) Update 3'), and the normed differences were determined with the \(\text{norm(difference, } p)\) function in Matlab (version ‘9.7.0.1261785 (R2019b) Update 3’) with \(p \in \{1, 2, \infty\}\).

In the following, we present the generation process of the example matrices and the results of the comparison for the two cases.

1. Circular transition patterns with and without perturbations. In this case, we analyze circular matrices \(P\) with varying state-space size \(N\) for \(N = 30, 60, 90, 120\). To construct the matrices \(P\), we proceed similar to Example 3.2 in [13]: We start by creating three n-by-n random matrices A1, A2, and A3 using the Matlab-routine \(\text{rand(n,n)}\) (MATLAB version ‘9.7.0.1261785 (R2019b) Update 3’), and one n-by-n zero matrix Z, where \(n\) takes the values 10, 20, 30 and 40. A circular matrix structure is attained by defining another matrix C, via C:=\([Z,A1,Z];[Z,Z,A2];[A3,Z,Z]\], which varies in state-space size as specified above. Upon re-scaling, matrix C becomes stochastic and represents the non-perturbed circular matrices \(P\) to be analyzed. In order to create perturbed stochastic circular matrices \(P\), a random matrix containing entries between 0 and 0.1 is added to matrix C before it is re-scaled.

To account for variability in the random generation of the circular matrices and to estimate the mean and standard deviation of ETs and clustering results, we generate, for each matrix size \(N\) and each case (perturbed and non-perturbed), five different matrices \(P\) (according to the steps described above).

The results show that both in the non-perturbed case (Fig. 4) and in the perturbed case (Fig. A.1), cPCCA+ and G-PCCA+ are fast, but that cPCCA+ is consistently quicker.

We also see in Figures 5 (non-perturbed case) and A.2 (perturbed case) that the differences in the coarse-grained transition matrices are small, although it seems that the difference in the perturbed case increases with matrix size (Figure A.2).
2. **Stochastic gene-regulatory network.** We transformed the 2-dimensional deterministic macrophage polarization model described in [18] into a stochastic gene-regulatory network whose dynamic is described by the Chemical Master Equation (CME). We analyze the system on a finite state space of size $N^2$ for $N \in \{20, 40, 60, 80, 100\}$. For the considered parameter set, the system shows tri-stability.

Making use of the calculated ET for the cPCCA+ and G-PCCA+, we determine the procentual difference in ETs between these two methods, to which we fit a quadratic polynomial curve ($f(x) = ax^2 + bx + c$). This approach allows us to quantify a functional relationship between the runtimes of both methods. In addition, we aim to identify the G-PCCA+ sub-routine in which the algorithm spends most time. To this end, we determine ETs for different subroutines in the G-PCCA+ algorithm. These sub-routines are the minChi optimization routine, optimization procedures with methods 'nelder-mead' (optimization loop 1) and 'gauss-newton' (optimization loop 2), the Schur-decomposition routine, and the sorting of the real Schur-vectors.

As the state space increases, we observe a quadratic growth in the difference of ETs between cPCCA+ and G-PCCA+ (see Figures 6 and B.1), while the difference between the coarse-grained transition matrices remains small (see Figure 7).

In addition, we could allocate that the G-PCCA+ approach spends at least half of the total ET performing the Schur-decomposition and sorting the Schur-vectors (see Figure B.2), especially for large $N$.

4. Discussion

In this article, we have introduced a computationally efficient (fast and accurate) algorithm, named cPCCA+, for coarse-graining of large, non-reversible stochastic matrices in Matlab. cPCCA+ is equal to the original PCCA+ method by [10] but applies a separation of real and imaginary eigenvectors. We have justified the approach based on theoretical derivations and tested it on particular examples. We compared the results from cPCCA+ with the G-PCCA+ method by [13] on two large matrix examples. Based on the presented results, we could show that the cPCCA+ algorithm
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Figure 6: Elapse times (ET) of c-PCCA+ and G-PCCA+ for the stochastic gene-regulatory network matrix with increasing state space $N^2$.

Figure 7: Normed error differences in coarse-grained transition matrices $P_c$ calculated with cPCCA+ and G-PCCA+ for the stochastic gene-regulatory network with increasing state space $N^2$.

is faster, but that the results are equally accurate as the results of the G-PCCA+ algorithm, which was confirmed by Corollary 1.

The importance of the presented algorithm can be acknowledged by considering the stochastic nature of cellular phenotype switches. One prominent example are cancer cells in tumors, which exhibit a diverse phenotype spectrum, and whose transition patterns are assumed to follow a Markov model, see e.g., [19]. The original PCCA+ algorithm [10] has previously been proven valuable for the clustering of Markov chains that describe gene regulatory networks [1, 2], with its limitation to be only applicable to reversible systems. Our adaptations in cPCCA+ make it now possible to analyze more general systems of, e.g., gene regulatory networks that exhibit non-reversible transition patterns.

As demonstrated in this article, both the cPCCA+ and G-PCCA+ algorithm are suitable for dealing with cases of large non-reversible matrices in Matlab. However, cPCCA+ has been proven to overcome the computational burden that is attributable to the Schur-decomposition and the sorting of Schur-vectors in G-PCCA+.

While we have focused in this article on the PCCA+ algorithms for the Matlab programming language, we would like to point out that the G-PCCA+ algorithm is also implemented in the Python packages pyGPCCA [20] and cmdtools [21]. The latter introduces the Krylov-Schur-decomposition [22] from the PETSc / SLEPc library [23], which iteratively computes the leading Schur-vectors and therefore overcomes the computational costs of the direct solve and sort routine of the Matlab code.

5. Conclusion

Upon a separation of the real and imaginary parts of complex eigenvectors, cPCCA+ expands the original PCCA+ algorithm, and makes it applicable to large, non-reversible stochastic matrices, including circular transition matrices. Such matrices often occur in real-world applications, such as gene-regulatory networks. The algorithm is faster, but as accurate as the current state-of-the-art approach (e.g., the G-PCCA+ method). This makes cPCCA+ an efficient alternative to the G-PCCA+ algorithm in the Matlab programming language.
A. Additional figures for the perturbed circular matrix example (Section 3.1)

Figure A.1: Elapse Time (ET) of c-PCCA+ and G-PCCA+ for perturbed circular matrix. The figure shows an error bar plot with the mean and standard deviation of five ETs for each state space size $N$.

Figure A.2: Normed difference in coarse-grained transition matrices $P_c$ for five perturbed circular matrices per state space size $N$. 

| State space size $N$ | Elapse time (ET) in min (mean ± std) |
|----------------------|--------------------------------------|
| 30                   | 0.08 ± 0.00                          |
| 60                   | 0.06 ± 0.00                          |
| 90                   | 0.05 ± 0.00                          |
| 120                  | 0.04 ± 0.00                          |

Frank et al.: Preprint submitted to Elsevier
B. Additional figures for the gene-regulatory network example (Section 3.2)

Figure B.1: Quadratic polynomial curve fit to percental differences in ET between cPCCA+ and G-PCCA+ for the gene-regulatory network example for increasing state space $N^2$.

Figure B.2: Cumulative plot of elapse times (ET) for different sub-routines in G-PCCA+ for increasing state-space $N^2$. Sub-routines are: **minChi criterion**: Determines potential range of numbers of meta-stable states $n_c$; **SRSchur**: Schur-vectors are sorted/re-arranged with respect to their distance form the unit circle; **Optimization loop**: The optimization loop for finding the transformation matrix $A$ is a two-step process. In the first step, the algorithm uses the ‘nelder-mead’ optimization routine in order to find the optimal cluster number $n_c$ (Iteration 1). In the second step, the ‘gauss-newton’ routine is used to iteratively optimize $A$ for the optimal cluster number $n_c$ (Iteration 2). **Schur decomposition**: Schur decomposition calculates all Schur vectors of matrix $P$. For more information on the different sub-routines, see [8].
Data statement

The cPCCA+ Matlab codes for the examples 1 and 2 can be found on GitHub (https://github.com/sroeblitz/cPCCA). The G-PCCA+ Matlab code, as described in [8], was downloaded from GitHub (https://github.com/msmdev/gpcca) and adapted to our examples.
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