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Abstract

Computing the permanent of a matrix is a classical problem that attracted considerable interest since the work of Ryser (1963) and Valiant (1979). A trellis $T$ is an edge-labeled directed graph with the property that every vertex in $T$ has a well-defined depth; trellises were extensively studied in coding theory since the 1960s. In this work, we establish a connection between the two domains. We introduce the canonical trellis $T_n$, which represents the set of permutations in the symmetric group $S_n$, and show that the permanent of an arbitrary $n \times n$ matrix $A$ can be computed as a flow on this trellis. Under appropriate normalization, such trellis-based computation invokes slightly less additions and multiplications than the currently best known methods for exact computation of the permanent. Moreover, if the matrix $A$ has structure, the canonical trellis $T_n$ may become amenable to vertex merging, thereby significantly reducing the complexity of the computation. Herein, we consider the following special cases.

Repeated rows: Suppose $A$ has only $t < n$ distinct rows, where $t$ is a constant. This case is of importance in boson sampling. The best known method to compute $\text{per}(A)$ in this case, due to Clifford and Clifford (2020), has running time $O(n^{t+1})$. Merging vertices in $T_n$, we obtain a reduced trellis that improves upon this result of Clifford and Clifford by a factor of about $n/t$.

Order statistics: Using trellises, we compute the joint distribution of $t$ order statistics of $n$ independent, but not identically distributed, random variables $X_1, \ldots, X_n$ in time $O(n^{t+1})$. Previously, polynomial-time methods were known only for the case where $X_1, \ldots, X_n$ are drawn from at most two non-identical distributions. For this case, we reduce the time complexity from $O(n^{2t})$ to $O(n^{t+1})$.

Sparse matrices: Suppose that each entry in $A$ is nonzero with probability $d/n$, where $d$ is constant. We show that in this case, the canonical trellis $T_n$ can be pruned to exponentially fewer vertices. The resulting running time is $O(\phi^n)$, where $\phi$ is a constant strictly less than 2.

TSP distances: Intersecting the canonical trellis $T_n$ with another trellis that represents walks on a complete graph, we obtain a trellis that represents circular permutations. Using the latter trellis to solve the traveling salesperson problem recovers the well-known Held-Karp algorithm.

Notably, in all these cases, the reduced trellis can be obtained using the standard vertex-merging procedure that is well known in the theory of trellises. We expect that this merging procedure and other results from trellis theory can be applied to many more structured matrices of interest.
1. Introduction

Consider an $n \times n$ matrix $A = (a_{ij})_{1 \leq i,j \leq n}$ over a field. The permanent of $A$, denoted $\text{per}(A)$, is defined by the following expression:

$$\text{per}(A) \triangleq \sum_{\sigma \in S_n} \prod_{i=1}^{n} a_{i\sigma(i)}$$

(1)

where $S_n$ denotes the set of all permutations of $[n] \triangleq \{1,2,\ldots,n\}$. Permanents have numerous applications in combinatorial enumeration, discrete mathematics, and statistical physics. Recently, the study of permanent computation attracted much renewed interest due to its connection to boson sampling and the demonstration of the so-called quantum supremacy [1,9,10].

It is well known that exact evaluation of the permanent is computationally intractable. Specifically, Valiant [26] demonstrated in 1979 that computing the permanent of a $\{0,1\}$-matrix is $\#P$-complete. It is thus as difficult as any problem in $\text{NP}$. Indeed, it is this intractability that led Aaronson and Arkhipov [1] to propose boson sampling as an attainable experimental demonstration of quantum advantage. In general, both exact and approximate computation of permanents have been an active area of research since at least 1979.

In this work, we focus on exact methods for computing the permanent. Such methods are inherently exponential-time, at least for unstructured matrices. Straightforward evaluation of the expression in (1) requires $n!n$ arithmetic operations. This was improved upon by Ryser [21] in 1963, who showed that

$$\text{per}(A) = (-1)^n \sum_{S \subseteq [n]} (-1)^{|S|} \prod_{j=1}^{n} \sum_{i \in S} a_{ij}$$

(2)

where the outer sum is over all nonempty subsets $S$ of $[n]$. Ryser’s formula (2) is based on the principle of inclusion-exclusion, and its evaluation involves $O(n^22^n)$ arithmetic operations in Ryser’s original analysis [21]. Later, using Gray codes to represent the elements of $S \subseteq [n]$, Nijenhuis and Wilf [20] reduced this to $O(n^{2n-1})$. In 2010, Glynn [14] gave an alternative formula for computing the permanent, namely:

$$\text{per}(A) = \frac{1}{2^{n-1}} \left[ \sum_{\delta} \left( \prod_{k=1}^{n} \delta_k \right) \prod_{j=1}^{n} \sum_{i=1}^{n} \delta_i a_{ij} \right]$$

(3)

where the outer sum is over all $2^{n-1}$ vectors $\delta = (\delta_1,\delta_2,\ldots,\delta_n) \in \{+1,-1\}^n$ with $\delta_1 = +1$. Using Gray codes, the complexity of evaluating the Glynn formula (3) is also $O(n2^{n-1})$. For structured matrices, the complexity can be further reduced. For example, suppose that $A$ has only $t < n$ distinct rows, where $t$ is a constant, as is the case in boson sampling. For this case, it was shown by Clifford and Clifford [9,10] that the permanent can be computed in $O(n^{t+1})$ time. Another example of useful structure is sparsity. Here, under various sparsity assumptions, several papers [6,18,23] showed that the permanent can be computed in time $O(2n^2(2 - \epsilon)^n)$, where $\epsilon$ is some positive constant. While the methods of [6,9,10,18,23] and other papers are considerably faster for structured matrices, a key common ingredient in all of them is still either the Ryser formula (2) or the Glynn formula (3), or their variants.

1.1. Our contributions: Computing permanents on a trellis

In this paper, we propose a very different approach to exact permanent computation. Specifically, we use a graph structure called trellis to compute permanents. One advantage of this approach is that tools and results from the theory of trellises can be brought to bear on permanent computation, as discussed in what follows.
Trellis theory is a well-developed branch of coding theory. The trellis was invented by Forney [12] over 50 years ago to illustrate the Viterbi decoding algorithm [30] for convolutional codes. It has since been studied extensively by coding theorists; see [28] for a survey. Roughly speaking, a trellis $T$ is an edge-labeled directed graph where all paths between two distinguished vertices (called the root and the toor) have the same length $n$. Hence, if the edge labels come from an alphabet $\Sigma$, we can regard the set of paths from the root to the toor in $T$ as a code $C$ of length $n$ over $\Sigma$. We then say that $T$ represents $C$. Given a code $C$, one key objective is to find the minimal trellis for $C$ — that is, a trellis that represents $C$ with as few vertices and edges as possible. To this end, the authors of [17,27], introduced a vertex merging procedure that allows one to reduce the number of vertices in a trellis while maintaining the set of path labels. Furthermore, it is shown in [17,27] that this vertex merging procedure always results in the unique minimal trellis for $C$, provided $C$ belongs to a certain large class of codes known as rectangular codes.

Herein, we regard $S_n$, the set of permutations of $[n]$, as a code of length $n$ over the alphabet $[n]$. Although this code is clearly nonlinear, it turns out that it is rectangular. Thus we can use the vertex merging procedure of [17,27] to find the unique minimal trellis representation $T_n$ for $S_n$. We henceforth refer to $T_n$ as the canonical trellis. With this, the permanent of a general $n \times n$ matrix $A$ can be computed as the flow from the root to the toor on the canonical trellis, when its edges are re-labeled with the entries in $A$. To compute this flow, we use the Viterbi algorithm over the sum-product semiring (see [28, Chapter 3]).

The resulting computation requires $n(2^{n-1} - 1)$ multiplications and $(n - 2)2^{n-1} + 1$ additions. This is of the same order as the number of arithmetic operations required to evaluate the Ryser formula (2) or the Glynn formula (3). However, a more refined analysis, shows that the trellis-based approach is slightly better. Using a simple normalization, the number of multiplications in the Viterbi algorithm can be reduced to

$$n 2^{n-1} - \left\lfloor \frac{n}{2} \right\rfloor \left( \frac{n}{\lfloor n/2 \rfloor} \right) + n^2 - n = \left( n - \sqrt{2n/\pi} \right) 2^{n-1} + O(n^{-3/2} 2^n)$$

while the number of additions remains the same. In contrast, the best-known exact methods, namely those of Nijenhuis-Wilf [20] and Glynn [14], require $(n - 1)2^{n-1}$ multiplications and $(n + 1)2^{n-1} + O(n^2)$ additions (for quick reference, we summarize these and other complexity measures in Table 1). Thus the trellis-based approach introduced herein is slightly faster than any other known method for exactly computing the permanent of general matrices, albeit at the expense of exponential space complexity.

| Method                  | Number of multiplications | Number of additions |
|-------------------------|---------------------------|---------------------|
| Ryser [21]              | $2(n - 1)2^{n-1} - (n - 1)$ | $(n^2 - 2n + 2)2^{n-1} + n - 2$ |
| Ryser [21] with Gray code ordering | $(n - 1)2^n - (n - 1)$ | $2(n + 1)2^{n-1} - 2(n + 1)$ |
| Nijenhuis-Wilf [20]     | $(n - 1)2^{n-1}$          | $(n + 1)2^{n-1} + n^2 - 2n - 1$ |
| Glynn [14] with Gray code ordering | $(n - 1)2^{n-1}$ | $(n + 1)2^{n-1} + n^2 - 2n - 1$ |
| Canonical trellis        | $n 2^{n-1} - n$           | $(n - 2)2^{n-1} + 1$ |
| Trellis with normalization | $n 2^{n-1} - \left\lfloor \frac{n}{2} \right\rfloor \left( \frac{n}{\lfloor n/2 \rfloor} \right) + n^2 - n$ | $(n - 2)2^{n-1} + 1$ |

*Table 1*. Number of arithmetic operations required to compute the permanent of general $n \times n$ matrices

In addition to the slight improvement in time complexity, the trellis-based approach has other merits. First, computation on a trellis avoids the overflow problems that are characteristic of inclusion-exclusion formulae (see, for example, [20, Chapter 23, page 223] for a discussion). Second, and most importantly, whenever
In what follows, we consider several specific instances of this circumstance. We point out, however, that the general principle applies much more broadly: vertices in \( T_n \) can be merged whenever they are mergeable or pruned whenever they are nonessential (see Section 2 for the definition of these notions), thereby reducing the complexity of the permanent computation. We therefore expect that results from the theory of trellises can be applied to many more structured matrices of interest.

1.2. Our contributions: Structured matrices

We specifically consider trellis-based computation of the permanent in three different scenarios: matrices with repeated rows (boson sampling), computing joint distribution of \( t \) order statistics, and sparse matrices. In what follows, we formally state our contributions and compare with previously best known results.

1.2.1. Matrices with repeated rows

Suppose the \( n \times n \) matrix of interest has \( t < n \) distinct rows, where \( t \) is a constant. We further assume that these \( t \) distinct rows appear with multiplicities \( m_1, m_2, \ldots, m_t \). The task of computing the permanent of such a matrix arises in the context of boson sampling, as proposed in [1]. Clifford and Clifford [9,10] used generalized Gray codes to provide a faster method of evaluating a formula due to Shchesnovich [24, Appendix D]. The resulting computation requires

\[
(n - 1) \left( \prod_{i=1}^{t} (m_i + 1) - 1 \right) \text{ multiplications and } (n + 1) \left( \prod_{i=1}^{t} (m_i + 1) - 2 \right) \text{ additions}
\]  

(4)

In Section 3, we directly construct the minimal trellis for computing the permanent of matrices with repeated rows. This trellis has \( |V| = (m_1 + 1)(m_2 + 1) \cdots (m_t + 1) \) vertices and \( |E| \leq t|V| \) edges. The resulting computation requires at most \( t \prod_{i=1}^{t} (m_i + 1) \) multiplications and at most \( (t - 1) \prod_{i=1}^{t} (m_i + 1) \) additions. Thus, as compared to (4), computing the permanent on a trellis reduces the number of arithmetic operations by a factor of about \( n/t \). As a consequence, classical algorithms would be able to solve the exact boson sampling problem for system sizes beyond what was previously possible.

1.2.2. Order statistics

Suppose we have \( n \) independent, but not necessarily identical, real-valued random variables \( X_1, X_2, \ldots, X_n \). We draw one sample from each distribution and order them so that \( X_{(1)} \leq X_{(2)} \leq \cdots \leq X_{(n)} \). Further, let us fix \( t \) distinct integers \( r_1, r_2, \ldots, r_t \) with \( 1 \leq r_1 < r_2 < \cdots < r_t \leq n \) and \( t \) real values \( x_1, x_2, \ldots, x_t \) with \( x_1 \leq x_2 \leq \cdots \leq x_t \). Then the task of interest is to evaluate the joint probability \( \text{Prob} \left( \bigwedge_{\ell=1}^{t} X_{(r_\ell)} \leq x_\ell \right) \).

It is shown in [29] and [2–4] that this joint probability can be computed by the summing suitably scaled permanent functions. Assuming that \( t, r_1, r_2, \ldots, r_t \) and \( x_1, x_2, \ldots, x_t \) are given constants, the number of permanents in this summation is \( \Theta(n^t) \). However, to the best of our knowledge, polynomial-time algorithms are available only for the case where the \( n \) random variables are drawn from at most two distributions [13].

In contrast, we show herein that the joint distribution can be computed efficiently even if all \( n \) distributions are distinct. To this end, we first observe that each of the \( \Theta(n^t) \) permanent functions is evaluated on a matrix with at most \( t + 1 \) distinct rows. Now, if we naively invoke \( \Theta(n^t) \) times the computation of Section 3, which evaluates each permanent with complexity \( O(n^{t+1}) \), we obtain a running time of \( O(n^{2t+1}) \). However, we can do much better. Rather than of constructing \( \Theta(n^t) \) trellises, we merge all of them into
a single trellis with at most \(n^{t+1}\) vertices. We then use an appropriate modification of the Viterbi algorithm to evaluate the sum of \(\Theta(n^t)\) different flows, all at once, on the combined trellis. With this, we are able to compute the joint distribution using at most \((t+1)n^{t+1}\) multiplications and at most \((t+1)n^{t+1}\) additions.

### 1.2.3. Sparse matrices

Another form of matrix structure is sparsity. It is known that for matrices with few nonzero entries, the complexity of permanent computation can be reduced by an exponential factor. Over the past decade, this was shown in several papers [6,18,23] under various sparsity assumptions. The Ryser formula (2) is central to the analysis in all these papers. This formula expresses the permanent as the sum of \(2^n-1\) terms, and each of these terms corresponds to a set \(S\) of row indices. When the matrix \(A\) is sparse, many of these terms are zero. Specifically, let \(A = (a_{ij})_{1 \leq i,j \leq n}\) and define

\[
E \triangleq \left\{ S \subseteq [n] : \text{there exists } j \in [n] \text{ such that } a_{ij} = 0 \text{ for all } i \in S \right\}
\]

Clearly, those terms in (2) that correspond to \(S \in E\) need not be evaluated. Let \(F = 2^{\{n\}} \setminus E\) be the complement of \(E\), and fix an integer \(d < n\). With this notation, [6,18,23] establish the following bounds on \(|F|\).

- Servedio and Wan [23] showed that if the total number of nonzero entries in a matrix is at most \(dn\), then \(|F| \leq \phi_1^n\), where \(\phi_1 = 2 \left( 1 - 1/2^d \right)^{1/8d}\).
- Björklund, Husfeldt, Kaski, and Koivisto [6], showed that if a matrix has at most \(d\) nonzero entries in every row, then \(|F| \leq \phi_2^n\), where \(\phi_2 = (2^d - 1)^{1/d}\).
- Lundow and Markstörm [18] showed that if a matrix has at most \(d\) nonzero entries in every row and every column, then \(|F| \leq \phi_3^n\), where \(\phi_3 = (2^d - 1)^{1/d^2}2^{-1/d}\).

Consequently, for each of these methods, the number of multiplications required to compute the permanent is at most \((n-1)\phi^n\), where \(\phi \in \{\phi_1, \phi_2, \phi_3\}\). We omit the analysis of the number of additions. Such analysis would be quite involved since it depends on the size \(|S|\) of the row-index subsets \(S \in F\). A more serious problem with the approach of [6] is this: it is not clear how the subsets in \(F\) can be efficiently generated. In any case, we do not include the complexity of generating \(F\) in our comparisons (cf. Table 2).

| \(d\) | 2   | 3   | 4   | 5   | 6   | Number of multiplications |
|------|-----|-----|-----|-----|-----|--------------------------|
| \(\phi_1\) | 1.99195 | 1.99869 | 1.99976 | 1.99995 | 1.99999 | \((n-1)\phi_1^n\) |
| \(\phi_2\) | 1.73205 | 1.91293 | 1.96799 | 1.98734 | 1.99476 | \((n-1)\phi_2^n\) |
| \(\phi_3\) | 1.86121 | 1.97055 | 1.99195 | 1.99746 | 1.99913 | \((n-1)\phi_3^n\) |
| \(\phi_T\) | 1.86466 | 1.95021 | 1.98168 | 1.99326 | 1.99752 | \(d\phi_T^n\) |
| \(\phi_U\) | 1.40255 | 1.63691 | 1.77824 | 1.86430 | 1.91684 | \(d\phi_U^n\) |

Table 2. Number of multiplications required to compute the permanent of sparse matrices

The trellis-based approach avoids these issues. The key observation is that when the matrix \(A\) is sparse, most vertices in the canonical trellis \(T_n\) become non-essential, meaning that they do not lie on any path from the root to the toor. Such vertices (and all the edges incident upon them) can be pruned away without affecting the flow from the root to the toor and, hence, the permanent.
Formally, we relax the sparsity assumptions, adopting a probabilistic model instead. As before, fix an integer \( d < n \), and assume that the matrix \( A \) is randomly generated: each entry in \( A \) is nonzero with probability \( \frac{d}{n} \) and zero otherwise. For this model, we provide in Section 5 a simple method to prune the canonical trellis \( T_n \), and show that the resulting trellis has exponentially fewer vertices with high probability. We furthermore prove that the expected number of vertices in this trellis is at most

\[
U(n) \triangleq \sum_{j=0}^{n} \sum_{k=0}^{j} (-1)^k \binom{n}{j} \left( 1 - \frac{d}{n} \right)^k \left( 1 - \frac{d}{n} \right)^j \leq \left( 2 - e^{-d} \right)^n \tag{5}
\]

Though we do not have a closed-form expression for \( U(n) \), we compute an estimate of \( \phi_U \triangleq \lim_{n \to \infty} U(n)^{1/n} \) for all \( d \leq 6 \). The resulting constants \( \phi_U \) and \( \phi_T = 2 - e^{-d} \) are compared with \( \phi_1, \phi_2, \phi_3 \) in Table 2.

1.3. Computing permanent-like functions: Solving the TSP on a trellis

We show that trellises can be also used to compute certain “permanent-like” functions. Specifically, we consider the task of evaluating

\[
\text{per}^*(A) \triangleq \sum_{\sigma \in \mathcal{X}} \prod_{i=1}^{n} a_{i \sigma_i} \tag{6}
\]

where \( \mathcal{X} \) is a subset of the symmetric group \( S_n \), while the sum and product operations are over an arbitrary semiring \((S, \cdot, +)\). The fact that the Viterbi algorithm can be used to compute trellis flows\(^1\) over an arbitrary semiring is due to McEliece [19]. An important special case is the min-sum semiring, where \( + \) is the operation of taking the minimum and \( \cdot \) is the ordinary summation. If we furthermore take \( \mathcal{X} \) to be the set \( \mathcal{O}_n \)

\(^1\)In this paper, we use the term “flow” following McEliece [19], who gives an excellent exposition of the Viterbi algorithm on trellises. Trellis flows should not be confused with network flows, as the two are not exactly the same.
of circular permutations (a permutation is said to be circular if its cycle decomposition comprises exactly one cycle) of \([n]\), then (6) becomes

\[
\text{per}^*(A) = \min_{\sigma \in \Omega_n} \sum_{i=1}^{n} a_{\ell_i}
\]

(7)

Now, if \(A\) is the matrix of distances between \(n\) cities, then (7) is precisely the length of the shortest traveling salesman (TSP) tour visiting every city exactly once \([6,15]\).

The remaining problem is to find a trellis representation for the set \(\Omega_n\) of circular permutations. It turns out that such a trellis can be obtained as the intersection of the canonical trellis \(T_n\) with another natural trellis which represents walks on the complete graph connecting all the cities. We use well known results from trellis theory \([16,17]\) to compute the intersection of these trellises. Curiously, running the Viterbi algorithm over the min-sum semiring on this intersection trellis, we recover the Held-Karp algorithm \([15]\) which is the best-known exact method for solving the TSP.

2. Canonical trellis for permanent computation

In this section, we present the main ingredient in all our computations: the trellis. First, we formally define a trellis and describe how to compute the permanent with the Viterbi algorithm. Then we provide a canonical trellis that represents the set of all permutations, and show that the permanent computation on this trellis invokes slightly less multiplications and additions than the state-of-the-art methods.

A trellis \(T = (V, E, L)\) is an edge-labelled directed graph, where \(V\) is the set of vertices, \(E\) is the set of ordered pairs \((v, v') \in V \times V\), called edges, and \(L\) is the edge-labelling function. Specifically, \(L\) is a function that maps an edge \(e \in E\) to a symbol \(\sigma\) in \(\Sigma\), the label alphabet. In this work, the label alphabet \(\Sigma\) will be either \([n]\) or \(\mathbb{F}\), the field that our matrix \(A\) is defined upon.

The defining property of a trellis is that the set \(V\) of vertices can be partitioned into \(V_0, V_1, \ldots, V_n\) such that every edge \((v, v')\) begins at \(v \in V_{j-1}\) and terminates at \(v' \in V_j\) for some \(j \in [n]\). For most of this work, the subsets \(V_0\) and \(V_n\) are singletons, called the root and the toor, respectively. For each path \(p\) defined by its edge sequence \(e_1 e_2 \cdots e_t\), we associate the path with its label string \(L(p) \triangleq L(e_1) L(e_2) \cdots L(e_t) \in \Sigma^t\). Then for a given trellis \(T\), the multiset of all paths from the root to toor is denoted \(C(T)\) and we say that \(T\) is a trellis representation for the collection of words in \(C(T)\). Notation: we will use “\(+\)” to denote a multiset union of paths. For example, the collection of strings 00, 00, 11 will be written as \(2(00) + 11\).

Example 1. Set \(n = 3\). Consider the following trellis \(T\) with \(\Sigma = [n]\).

\[
\begin{array}{c}
1 \\
2 \\
3 \\
\\end{array}
\quad
\begin{array}{c}
12 \\
13 \\
21 \\
23 \\
31 \\
32 \\
123
\end{array}
\]

Here \(V_0 = \{\emptyset\}\), \(V_1 = \{1, 2, 3\}\), \(V_2 = \{12, 13, 21, 23, 31, 32\}\), and \(V_3 = \{123\}\). There are six paths from \(\emptyset\) to \(123\) and \(C(T) = \sum_{\sigma \in S_3} \sigma = S_3\). Hence we say that \(T\) is a trellis representation for \(S_3\).
Herein, we are interested in trellis representations for $S_n$, the set of all permutations, because we can use the Viterbi algorithm on such a trellis to compute the permanent of a matrix. The Viterbi algorithm is an application of the dynamic programming method pioneered by Bellman [5]. It was introduced by Viterbi [30] in 1967 to perform maximum-likelihood decoding of convolutional codes. Here, we describe the Viterbi algorithm in the context of permanents; a more general version of the algorithm is described in Section 6.

Consider an $n \times n$ matrix $A$, and suppose that $T = (V,E,L)$ is a trellis representation for $S_n$, with $V_0 = \{\text{root}\}$ and $V_n = \{\text{toor}\}$. Then, to compute the permanent of $A$, we do the following.

1. Relabel the edges with $A$, and call the labelling $L_A$. Specifically, if $e$ is an edge from $V_{j-1}$ to $V_j$ and $L(e) = i$, then set the label $L_A(e)$ to be $a_{ij}$. Call this new trellis $T(A)$.

2. Perform the Viterbi algorithm on $T(A)$. For each node $v \in V$, we assign a flow $\mu(v)$ that is computed in the following recursive manner:

   - Set $\mu(\text{root}) = 1$
   - for $j \in [n]$
     - for $v \in V_j$
       - set $\mu(v) = \sum_{(u,v) \in E} L_A(u,v) \mu(u)$

3. Then $\text{per}(A)$ is given by $\mu(\text{toor})$.

We refer to this procedure as trellis-based computation of the permanent. Its complexity can be explicitly measured by the following graph-theoretic quantities:

- number of multiplications = $|E| - \deg(\text{root})$, \hspace{1cm} (8)
- number of additions = $|E| - |V| + 1$, \hspace{1cm} (9)
- space = $\max \{|V_0|, |V_1|, \ldots, |V_n|\}$. \hspace{1cm} (10)

It follows from these expressions that in order to reduce the complexity, we need to find trellis representations for $S_n$ that use as few vertices and edges as possible. To do so, we look at vertex merging.

### 2.1. Minimal trellises and vertex mergeability

Consider some collection $\mathcal{X}$ of words of length $n$. One key objective in the study of trellises in coding theory is to find a “small” trellis $T$ so that $C(T) = \mathcal{X}$. Formally, we say that $T^* = (V^*, E^*, L^*)$ is a minimal trellis for $\mathcal{X}$ if the following holds:

for all other trellis representations $T = (V,E,L)$ of $\mathcal{X}$, we have $|V_j^*| \leq |V_j|$ for all $j = 0, 1, \ldots, n$.

There are examples of word collections that do not admit a minimal trellis representation. Nevertheless, if $\mathcal{X}$ obeys certain properties (cf. Definition 21), we have that $\mathcal{X}$ admits a unique minimal trellis representation. Moreover, there is a simple merging procedure that finds this trellis [17,27]. Here, by merging, we refer to a procedure that reduces the number of vertices and edges in the trellis while preserving the set of length-$n$ paths in the trellis (henceforth, unless stated otherwise, a “set of paths” also refers to a multiset of paths).

Now, to define our merging procedure, we need to identify when two vertices can be merged. To this end, we study certain local properties of a vertex and introduce the notions of “past” and “future” of a vertex. Specifically, for a vertex $v$ in the trellis, we define the following sets:

- $\mathcal{P}(v) \triangleq$ multiset of all label strings of the paths from the root to $v$,
- $\mathcal{F}(v) \triangleq$ multiset of all label strings of the paths from $v$ to the toor.

We refer to $\mathcal{P}(v)$ and $\mathcal{F}(v)$ as the past and future of $v$ respectively.
**Definition 1.** Two distinct $v, v' \in V$ are said to be **mergeable** if
\[
P(v)F(v) + P(v')F(v') = P(v)F(v') + P(v')F(v).
\]

Next, we describe the **merging process.** Suppose that $v$ and $v'$ are two mergeable vertices in $T$ and we want to merge them. We first observe that (11) implies that $v$ and $v'$ belong to some $V_j$ for some $j$. In the new trellis $T^*$, we set the vertex set $V^*$ to be $V \setminus \{v, v'\} \cup \{v^*\}$. For the edge set $E^*$, we keep an edge $(w, w') \in E$ and its labels as long as $w \neq v, w \neq v', w' \neq v$ and $w' \neq v'$.

- If both $(w, v)$ and $(w, v')$ are edges, we include the edge $(w, v^*)$ with its label being $L^*(w, v^*) = L(w, v) + L(w, v')$. If $(v, w)$ or $(v, v') \in E$, we include the edge $(w, v^*)$ with $L^*(w, v^*) = L(w, v)$ or $L^*(w, v^*) = L(w, v')$, respectively.
- If both $(v, w)$ and $(v', w)$ are edges, we include the edge $(v^*, w)$ with the edge-label $L^*(v^*, w) = (L(v, w) + L(v', w))/2$. If $(v, w)$ or $(v', w) \in E$, we include the edge $(v^*, w)$ with $L^*(v^*, w) = L(v, w)/2$ or $L^*(v^*, w) = L(v', w)/2$, respectively.

Note that we abuse notation by “adding” symbols in $\Sigma$ and also “multiplying” these symbols by rational scalars. We can justify these operations if we regard the multiset of label strings as elements in the semigroup algebra $\mathbb{Q}[\Sigma^+]$. The technicalities of these justifications are deferred to Appendix A, where we also prove the following result of interest.

**Proposition 2.** Suppose that $v$ and $v'$ are two mergeable vertices in $T$. If $T^*$ is the trellis obtained from merging $v$ and $v'$, then $C(T^*) = C(T)$.

**Example 2.** Consider again the trellis $T$ with $C(T) = S_3$. After merging, we obtain the trellis on the left, which we call $T_3$.

On the right is $T_3(A)$ where we relabel the edges in $T_3$ using the entries of $A$. This example can be generalized and henceforth, this trellis is referred to as the canonical trellis representation for $A$.

**Definition 3** (Canonical Trellis). Fix $n$. Then the **canonical permutation trellis** $T_n$ is defined as follows.

- (Vertices) For $0 \leq j \leq n$, define $V_j$ to be the set of all $j$-subsets of $[n]$. Hence, $|V_j| = \binom{n}{j}$. So, $V = \bigcup_{j=0}^{n} V_j$ is the power set of $[n]$ and $|V| = 2^n$.
- (Edges) For $j \in [n]$, we consider a pair $(u, v) \in V_{j-1} \times V_j$. Recall that $u$ and $v$ are $(j-1)$- and $j$-subsets, respectively. We have that $(u, v)$ is an edge if and only if $|v \setminus u| = 1$.
- (Edge Labels) For an edge $(u, v)$, we have that $v \in V_j$ for some $j \in [n]$. Also, since $v \setminus u$ is a singleton, we set $i \in [n]$ such that $v \setminus u = \{i\}$. Then $L(u, v) = i$.

The canonical trellis for $A$ is given by $T_n(A)$.
It turns out that no two vertices in $T_n$ are mergeable and, in fact, $T_n$ is the minimal trellis. The proof is a straightforward application of trellis theory and is therefore deferred to Appendix B.

**Proposition 4.** $T_n$ is the minimal trellis for the set of all permutations $S_n$.

Next, we determine the number of operations incurred when we use $T_n(A)$ to compute $\text{per}(A)$.

**Theorem 5.** Let $T_n(A) = (V, E, L)$. Then $|V| = 2^n$ and $|E| = n2^{n-1}$. Therefore, $\text{per}(A)$ can be computed using $n2^{n-1} - n$ multiplications and $(n - 2)2^{n-1} + 1$ additions with $(\frac{n}{n/2})$ space.

**Proof.** The complexity measures follow directly from (8), (9), and (10). Hence, it suffices to derive the graph-theoretic properties. The size of $V$ and the quantity $\max\{|V_j| : j \in [n]\}$ follow directly from the definition. For the number of edges, observe that the outdegree of a vertex in $V_j$ is $n - j$ for $0 \leq j \leq n - 1$. Therefore, we have that $|E| = \sum_{j=0}^{n-1} (n - j)\binom{n}{j} = \sum_{j=1}^{n} j\binom{n}{j} = n2^{n-1}$.

Therefore, the number of arithmetic operations required by the permanent computation on $T_n(A)$ is of the same order as that required to evaluate the Ryser formula (2) or the Glynn formula (3).

**Remark 3.** In a study of codes with local permutation constraints, Sayir and Sarwar [22] proposed the use of $T_n$ to compute the permanent of a matrix. Our work herein is independent from [22]. In this work, we provide a detailed analysis of the number of arithmetic operations and also show that $T_n$ is the minimal trellis. Crucially, in the later sections, we use the merging procedure and other trellis manipulation techniques to dramatically reduce the number of arithmetic operations for certain structured matrices.

**Remark 4.** The definition of mergeability and the merging procedure described in this section are slightly different from the ones given in [17,27]. This is because in the latter work, the authors are interested in preserving the set of paths without accounting for the multiplicities. In contrast, we are required to preserve the multiplicity for each path and hence, we provide a slightly different definition. As mentioned earlier, the correctness of the procedure is proved in Appendix A. We also remark that the merging procedure mimics the construction of ordered binary decision diagrams (BDDs) for Boolean functions (see [7,8] for a survey).

### 2.2. Reducing complexity via trellis normalization

We propose a simple normalization technique that further reduces the number of multiplications. Let us fix $t \in [n]$ and normalize the $t$-th column of $A$. Specifically, we consider the matrix $A|_t$ such that its $(i,j)$-th entry is $a_{ij}/a_{it}$. Therefore, the $t$-th column of $A|_t$ consists of all ones\(^2\). Crucially, when we run the Viterbi algorithm on the corresponding trellis $T_n(A|_t)$, we need not perform any multiplications to evaluate $\mu(v)$ for all $v \in V_t$. This is so because for all $v \in V_t$, we have $\mu(v) = \sum_{(u,v) \in E} \mu(u)$. Furthermore, we recover the permanent of the original matrix $A$ by using the fact that

$$\text{per}(A) = \left(\prod_{i=1}^{n} a_{it}\right) \text{per}(A|_t)$$

Let us analyse the number of multiplications. First, to normalize the matrix and obtain $A|_t$, we need $n(n - 1)$ multiplications (recall that the $t$-th column is all ones by construction). Next, we look at the number of multiplications in the trellis-based computation. The number of edges from $V_{t-1}$ to $V_t$ is $(n - t + 1)\binom{n}{t-1}$,

\(^2\)Here, we assume that $a_{it} \neq 0$ for all $i \in [n]$. In Remark 5, we describe how to define the normalized matrix when some entries in the $t$-th column is zero.
and thus we save this quantity of multiplications when using the normalized matrix $A|_t$. In other words, the number of multiplications needed to compute the flow on $T_n (A|_t)$ is $n2^{n-1} - n - (n - t + 1)(n-1)$. Finally, we multiply per $(A|_t)_i$ by $a_{it}$ for all $i \in [n]$, and this involves another $n$ multiplications. Therefore, in total, the number of multiplications is $n2^{n-1} - (n - t + 1)(n-1) + n^2 - n$.

If we choose $t = \lfloor n/2 \rfloor + 1$, we obtain the following theorem.

**Theorem 6.** Let $t = \lfloor n/2 \rfloor + 1$. Then computing $\text{per}(A)$ on the trellis $T_n (A|_t)$ invokes

$$ n2^{n-1} - \lfloor n/2 \rfloor \left( \begin{array}{c} n \\ \lfloor n/2 \rfloor \end{array} \right) + n^2 - n \text{ multiplications and } (n - 2)2^{n-1} + 1 \text{ additions.} $$

We compare our trellis based approach with the state-of-the-art methods of computing the permanent. In Table 1, we provide the exact number of operations required for Ryser’s formula and its variants. The careful derivation of the number of additions and multiplications is provided in Appendix C. From the the table, we see that the best known prior work uses exactly

$$ M(n) \triangleq (n - 1)2^{n-1} \text{ multiplications and } A(n) \triangleq (n + 1)2^{n-1} + n^2 - 2n - 1 \text{ additions.} $$

In contrast, the trellis based method uses $(n - 2)2^{n-1} + 1$ additions which is strictly less than $A(n)$ for all $n$. Combining the trellis based method with normalization techniques of this subsection, the number of multiplications is $n2^{n-1} - \lfloor n/2 \rfloor \left( \begin{array}{c} n \\ \lfloor n/2 \rfloor \end{array} \right) + n^2 - n$. This quantity is strictly less than $M(n)$ for $n \geq 7$.

**Remark 5.** When $a_{it} = 0$ for some values of $i \in [n]$, our trellis normalization techniques remain applicable. Specifically, we consider the matrix $A|_t$ whose $(i, j)$-th entry is $a_{ij}/a_{it}$ for all $i$ with $a_{it} \neq 0$. Then we have that the $(i, t)$-th entry of $A|_t$ is zero if $a_{it} = 0$ and is one if $a_{it} \neq 0$. Then we proceed as before to compute per $(A|_t)$ and we multiply the resulting flow by $\prod_{i \in [n]} a_{it} \neq 0$ to recover per $(A)$. It is straightforward to see that the number of multiplications and additions are bounded above by the values given in Theorem 6.

### 3. Matrices with repeated rows

In this section, we compute the permanent for matrices with repeated rows: we assume that $A$ has $t < n$ distinct rows and these rows appear with multiplicities $m_1, m_2, \ldots, m_t$. Specifically, we say that $A$ is a repeated-row matrix of type $m = m_1 m_2 \ldots m_t$ with rows $a_1, a_2, \ldots, a_t$ if the row vector $a_\ell = (a_{i, \ell})_{i \in [n]}$ appears exactly $m_\ell$ times for each $\ell \in [t]$. Without loss of generality, we assume that $A$ is of the following form:

$$ A = \left[ \begin{array}{c} \vdots \\ a_1 \\ \vdots \\ \vdots \\ a_2 \\ \vdots \\ \vdots \\ a_t \\ \vdots \end{array} \right] m_1 = \left[ \begin{array}{c} a_{11} \\ \vdots \\ a_{1n} \\ a_{11} \\ \vdots \\ a_{1n} \\ a_{21} \\ \vdots \\ a_{2n} \\ \vdots \\ \vdots \end{array} \right] m_2 = \left[ \begin{array}{c} a_{11} \\ \vdots \\ a_{1n} \\ a_{11} \\ \vdots \\ a_{1n} \\ a_{21} \\ \vdots \\ a_{2n} \\ \vdots \\ \vdots \end{array} \right] m_3 = \left[ \begin{array}{c} a_{11} \\ \vdots \\ a_{1n} \\ a_{11} \\ \vdots \\ a_{1n} \\ a_{21} \\ \vdots \\ a_{2n} \\ \vdots \\ \vdots \end{array} \right] m_4 ...$$
Applying the merging procedure to $\mathcal{T}_n(A)$ in the preceding section, we can reduce the number of vertices and edges to quantities polynomial in $n$ (when $t$ is constant). Indeed, for the part $V_1$, the vertices in $V_{11} = \{1, 2, \ldots, m_1\}$ can be merged into one vertex as the past $P(v) = a_{11}$ for all $v$ in $V_{11}$. Similarly, the vertices in $V_{21} = \{m_1 + 1, m_1 + 2, \ldots, m_1 + m_2\}$ can be merged into a single vertex. Hence, for the vertices in $V_1$, we can merge these $n$ vertices into $t$ new vertices. Repeating this process for $V_2, V_3, \ldots, V_{n-1}$, we can reduce the number of vertices from $2^n$ to a quantity less than $n^t$, while the number of edges can be reduced from $n^{2n-1}$ to less than $t n^t$. Specifically, we obtain the following trellis (up to certain scaling).

**Definition 7** (Trellis for Repeated-Row Matrices). Fix $n$ and let $A$ be a repeated-row matrix of type $m = m_1 m_2 \ldots m_t$ with rows $a_1, a_2, \ldots, a_t$. The trellis $\mathcal{T}(A, m)$ is defined as follows:

- (Vertices) Define $V \triangleq \{\lambda = (\lambda_\ell)_{\ell \in [t]} : 0 < \lambda_\ell < m_\ell$ for $\ell \in [t]\}$. Hence, $|V| = \prod_{\ell=1}^t (m_\ell + 1)$. For $0 \leq j \leq n$, define $V_j = \{\lambda \in V : \lambda_1 + \lambda_2 + \cdots + \lambda_t = j\}$. In other words, the vertices in $V_j$ consists of all integer-valued $t$-tuples whose entries sum to $j$.

- (Edges) For $j \in [n]$, we consider a pair $(\mu, \lambda) \in V_{j-1} \times V_j$. We place an edge $(\mu, \lambda)$ in $E$ if and only if there exists a unique $\ell^*$ such that $\lambda_{\ell^*} = \mu_{\ell^*} + 1$ and $\lambda_{\ell^*} = \mu_{\ell^*}$ whenever $\ell \neq \ell^*$.

- (Edge Labels) For an edge $(\mu, \lambda)$, we have a unique $\ell^*$ such that the above condition hold. We then set the edge label $L(u, v)$ to be $a_{\ell^*}$.

**Example 6.** Let $n = 6$ and $m = (1, 2, 3)$. Suppose that $A$ is a repeated-row matrix of type $m$ with rows $a_1, a_2, \ldots, a_t$. Then its corresponding trellis $\mathcal{T}(A, m)$ is as follows. Here, we use colors to denote the labels. For an edge from $V_{j-1}$ to $V_j$, the label of the edge is $a_{1j}$ if it is red, $a_{2j}$ if it is green, and $a_{3j}$ if it is blue.

![Trellis Diagram]

If we perform the Viterbi algorithm on this trellis, we have that $\mu(\text{toor}) = \mu(123)$ to be the sum of 60 monomials of the form $\prod_{\ell \in [6]} a_{\ell j}$ with $\ell_j \in [3]$. Even though $\mu(\text{toor})$ does not correspond to $\text{per}(A)$ (which is the summand of 720 monomials), we can recover the permanent by multiplying $\mu(\text{toor})$ with the scalar $m_1! m_2! m_3! = 1! 2! 3! = 12$. We also note that the trellis $\mathcal{T}(A, m)$ has 24 vertices, while the canonical trellis $\mathcal{T}_3$ has $2^6 = 64$ vertices.

More generally, we have the following theorem which states that the flow $\mu$ at any vertex gives the permanent of some submatrix up to a certain scalar.
Theorem 8. Let $A$ be a repeated-row matrix of type $m = m_1 m_2 \ldots m_t$ with rows $a_1, a_2, \ldots, a_t$. Suppose that the Viterbi algorithm on $T(A, m)$ yields the flow $\mu(\lambda)$ for each $\lambda \in V \setminus \{0\}$. If we set $j = \sum_{\ell=1}^{t} \lambda_{\ell}$ and $c_{\ell} = (a_{1\ell}, a_{2\ell}, \ldots, a_{t\ell})$ for $\ell \in [t]$, then $\text{per}(C(\lambda)) = \lambda_1! \lambda_2! \cdots \lambda_t! \mu(\lambda)$, where $C(\lambda)$ is a repeated-row matrix of type $\lambda$ with rows $c_1, c_2, \ldots, c_t$. Therefore, $\text{per}(A) = \text{per}(C(m)) = m_1! m_2! \cdots m_t! \mu(\text{toor}).$

Proof. We prove using induction on $j$. When $j = 1$ and $\lambda$ has one on its $\ell$-th entry ($\ell \in [t]$), we have that $C(\lambda)$ is the matrix $(a_{1\ell})$ and we can easily verify that $\text{per}(C(\lambda)) = a_{1\ell} = 1! \mu(\lambda)$.

Next, we assume that the hypothesis is true for some $j$ with $1 \leq j \leq n$ and we prove the hypothesis for $j + 1$. Consider $\lambda$ with $\sum_{\ell=1}^{t} \lambda_{\ell} = j + 1$. For convenience, we show that $\text{per}(C(\lambda)) = \lambda_1! \lambda_2! \cdots \lambda_t! \mu(\lambda)$ for the case where all entries $\lambda$ are strictly positive. The proof can extend easily to the case where some entry (or entries) is zero.

For $\ell \in [t]$, let $\mu_{\ell} = (\lambda_1, \ldots, \lambda_{\ell-1}, \lambda_{\ell} - 1, \lambda_{\ell+1}, \lambda_{t}).$ Then $C(\mu_{\ell})$ is a repeated-row $j \times j$ matrix of type $\mu_{\ell}$ and can be obtained from $C(\lambda)$ by removing the row $b_{\ell}$ and the $(j + 1)$-th column. Using the Laplace expansion formula for permanents and the induction hypothesis, we have that

$$\text{per}(C(\lambda)) = \sum_{\ell=1}^{t} \lambda_{\ell} a_{\ell,j+1} \text{per}(C(\mu_{\ell}))$$

$$= \sum_{\ell=1}^{t} \lambda_{\ell} (\lambda_1! \cdots \lambda_{\ell-1}! (\lambda_{\ell} - 1)! \lambda_{\ell+1}! \cdots \lambda_t!) a_{\ell,j+1} \mu(\mu_{\ell})$$

$$= \lambda_1! \lambda_2! \cdots \lambda_t! \sum_{\ell=1}^{t} a_{\ell,j+1} \mu(\mu_{\ell})$$

It follows from the Viterbi algorithm that $\mu(\lambda) = \sum_{\ell=1}^{t} a_{\ell,j+1} \mu(\mu_{\ell})$, completing the induction proof.

Now, when $A$ is appropriately defined, it turns out that the scaled permanent value at each vertex corresponds to a certain probability event studied in order statistics. We describe this formally in the next section where we combine many of such trellises into one trellis with roughly the same number of vertices. To end this section, we state explicitly the complexity measures of the trellis for repeated-row matrices.

Theorem 9. Let $A$ be a repeated-row matrix of type $m = m_1 m_2 \ldots m_t$ with rows $a_1, a_2, \ldots, a_t$. Further let $T(A, m) = (V, E, L)$ be the trellis constructed in Definition 7. Then

$$|V| = \prod_{\ell=1}^{t} (m_{\ell} + 1) \quad \text{and} \quad |E| \leq \prod_{\ell=1}^{t} (m_{\ell} + 1)$$

Therefore $\text{per}(A)$ can be computed using at most $t (m_1 + 1)(m_2 + 1) \cdots (m_t + 1)$ multiplications and at most $(t - 1)(m_1 + 1)(m_2 + 1) \cdots (m_t + 1)$ additions.

Proof. The size of $V$ follows directly from Definition 7. For the number of edges, since each vertex in $V$ has degree at most $t$, we have that $|E| \leq t|V|$. The complexity measures then follow from (8) and (9).

As before, we compare the trellis-based approach with the best known exact method of computing permanents for repeated-row matrices. This method is due to Clifford-Clifford [10] and it is based on the following inclusion-exclusion formula:

$$\text{per}(A) = (-1)^n \sum_{r_1=0}^{m_1} \cdots \sum_{r_t=0}^{m_t} (-1)^{r_1 + \cdots + r_t} \left( \prod_{\ell=1}^{t} \binom{m_{\ell}}{r_{\ell}} \right) \prod_{\ell=1}^{t} \sum_{j=1}^{m_{\ell}} r_{\ell} a_{\ell j}$$ (12)}
We have that (12) invokes \((n - 1) \left[ \prod_{\ell=1}^{t} (m_{\ell} + 1) - 1 \right]\) multiplications and \((n + 1) \left[ \prod_{\ell=1}^{t} (m_{\ell} + 1) - 2 \right]\) additions. We defer the detailed derivation of this to Appendix C. Observe that the number of arithmetic operations is reduced by a factor of about \(n/t\) when we use the trellis \(T(A, m)\) to compute the permanent.

4. Order statistics

In this section, we adapt the trellis defined in Definition 7 to efficiently compute a certain joint probability distribution in order statistics.

Formally, suppose that we have \(n\) independent real-valued random variables \(X_1, X_2, \ldots, X_n\). We draw one sample from each population distribution and order them so that \(X_{(1)} \leq X_{(2)} \leq \ldots \leq X_{(n)}\). Fix \(t\) distinct integers with \(1 \leq r_1 < r_2 < \ldots < r_t \leq n\) and \(t\) real values with \(x_1 \leq x_2 \leq \cdots x_t\). We have the following formula [4,29]:

\[
\text{Prob}\left(\bigwedge_{\ell=1}^{t} X_{(r_\ell)} \leq x_\ell\right) = \sum_{i=t}^{n} \sum_{i_{t-1} = r_1}^{i_t} \cdots \sum_{i_1 = r_1}^{i_t} F(i_1, i_2, \ldots, i_t),
\]

where\(F(i_1, i_2, \ldots, i_t) = \frac{\text{per}(B(i_1, i_2, \ldots, i_t))}{i_1! (i_2 - i_1)! \cdots (i_t - i_{t-1})! (n - i_t)!} \). \hspace{1cm} (13)

Here, \(B(i_1, i_2, \ldots, i_t)\) is a matrix whose rows are obtained from one of the following \(t + 1\) possibilities: \(b_1, b_2, \ldots, b_{t+1}\). For \(\ell \in [t+1]\), the row vector \(b_\ell = (b_{\ell j})_{j \in [n]}\) is defined by the population distributions and the values \(x_1, x_2, \ldots, x_t\). Specifically,

\[
b_{\ell j} = \begin{cases} 
\text{Prob}(X_j < x_1) & \text{if } \ell = 1, \\
\text{Prob}(x_{\ell-1} < X_j \leq x_\ell) & \text{if } 2 \leq \ell \leq t, \\
\text{Prob}(X_j > x_t) & \text{if } \ell = t + 1.
\end{cases}
\]

The multiplicities of each row or the type of \(B(i_1, i_2, \ldots, i_t)\) is determined by the \(i_\ell\)'s. Specifically, set \(m_1 = i_1, m_{t+1} = n - i_t\) and \(m_\ell = i_\ell - i_{\ell-1}\) for \(2 \leq \ell \leq t\). Then \(B(i_1, i_2, \ldots, i_t)\) is a repeated-row matrix of type \(m = (m_\ell)_{\ell \in [t+1]}\) with \(b_1, b_2, \ldots, b_{t+1}\).

Prior to this work, for fixed \(t\), polynomial-time methods to compute (13) were only known when the random variables \(X_1, X_2, \ldots, X_n\) were drawn from at most two variables [13]. Now, since \(B(i_1, i_2, \ldots, i_t)\) has at most \(t + 1\) distinct rows, we can apply either Clifford-Clifford or the trellis-based method to compute each permanent in \(O(n^{t+2})\) or \(O(n^{t+1})\) time, respectively. However, as there are \(\Theta(n^t)\) permanents in the formula (13), this naive approach has running time \(O(n^{2t+2})\) (Clifford-Clifford) or \(O(n^{2t+1})\) (trellis-based).

Now, if we apply our merging technique to all the trellises constructed, it turns out that we are able to compute (13) with only one trellis that has at most \(n^{t+1}\) vertices! Specifically, the trellis is defined below.

**Definition 10 (Trellis for Order Statistics).** Given \(n\) population distributions and \(x_1, x_2, \ldots, x_t\), we define the row vectors \(b_1, b_2, \ldots, b_{t+1}\) as above. We also have a \(t\)-tuple \(r = (r_\ell)_{\ell \in [t]}\). The trellis \(T^o(B, r)\), is defined as follows:

- **(Vertices)** Define \(V \triangleq \{ \lambda = (\lambda_\ell)_{\ell \in [t+1]} : 0 \leq \lambda_\ell \leq n - r_{\ell-1} \text{ for } \ell \in [t+1] \}\), where we set \(r_0 = 0\). Hence, \(|V| = \prod_{\ell=1}^{t+1} (n - r_{\ell-1} + 1) \leq n^{t+1}\). As before, for \(0 \leq j \leq n\), define \(V_j = \{ \lambda \in V : \lambda_1 + \lambda_2 + \cdots + \lambda_{t+1} = j \}\).

- **(Edges)** For \(j \in [n]\), we consider a pair \((\mu, \lambda) \in V_{j-1} \times V_j\). We place an edge \((\mu, \lambda)\) in \(E\) if and only if there exists a unique \(\ell^*\) such that \(\lambda_{\ell^*} = \mu_{\ell^*} + 1\) and \(\lambda_\ell = \mu_\ell\) whenever \(\ell \neq \ell^*\).
• (Edge Labels) For an edge \((\mu, \lambda)\), we have a unique \(\ell^*\) such that the above condition hold. We then set the edge label \(L(u, v)\) to be \(a_{\ell^*j}\).

If we run the Viterbi algorithm on the trellis for ordered statistics \(T^o(B, r)\), it follows from Theorem 8 that the flow \(\mu(\lambda)\) of the vertex \(\lambda\) in \(V_n\) is \(F(i_1, i_2, \ldots, i_t)\) where \(i_\ell = \sum_{s=1}^\ell \lambda_s\) for \(\ell \in [t]\). To compute \(\text{Prob}\left(\bigwedge_{\ell=1}^t X(\ell) \leq x_\ell\right)\), we consider the set of vertices \(V(r) = \{\lambda \in V_n : \sum_{s=1}^\ell \lambda_s \geq r_\ell \text{ for all } \ell \in [t]\}\) and add the flows of these vertices. That is, we have that \(\text{Prob}\left(\bigwedge_{\ell=1}^t X(\ell) \leq x_\ell\right) = \sum_{\lambda \in V(r)} \mu(\lambda)\). In this final step, we need at most \(|V|\) additions, and we summarize our discussion with the following theorem.

**Theorem 11.** Given \(n\) population distributions and \(x_1, x_2, \ldots, x_t\), we define the row vectors \(b_1, b_2, \ldots, b_{t+1}\) as above. We also have a \(t\)-tuple \(r = (r_\ell)_{\ell \in [t]}\). Then the joint probability in (13) can be computed with at most \((t+1)\prod_{\ell=1}^{t+1} (n - r_{\ell-1} + 1)\) multiplications and at most \((t+1)\prod_{\ell=1}^{t+1} (n - r_{\ell-1} + 1)\) \(n^{t+1}\) additions.

5. Sparse matrices

In this section, we consider sparse matrices, or, matrices with few nonzero entries. Specifically, we fix an integer \(d < n\) and set \(p = d/n\) and \(q = 1 - p\). We consider a random \(n \times n\)-matrix \(A\) where each entry is nonzero with probability \(p\) and zero with probability \(q\). In other words, \(A\) has on average \(d\) nonzero entries in each row and column. As most entries in \(A\) are zero, we observe that most vertices in the canonical trellis \(T_n\) are non-essential, meaning that they do not lie on any path from the root to the toor. Such vertices (and all edges incident to them) can be pruned away without affecting the flow from the root to the toor. In the following, we formally describe this pruning procedure.

**Definition 12** (Sparse Trellis). Let \(A\) be an \(n \times n\) matrix. Then the sparse trellis \(T_n^s(A) = (V, E, L)\) is defined to be the trellis resulting from the following construction.

1. Set \(V_0 = \{\emptyset\}\) for \(j \in [n]\)
2. For \(u \in V_{j-1}\)
   - For \(i \in \{\ell \in [n] : a_{ij} \neq 0, \ell \notin u\}\)
     - Set \(v \leftarrow u \cup \{i\}\)
     - Add \(v\) to \(V_j\)
     - Add the edge \((u, v)\) to \(E\) with label \(L(u, v) \leftarrow a_{ij}\)

As before, to evaluate the trellis complexity, we estimate the expected number of vertices and edges in \(T_n^s(A)\). First, we observe that the degree of each vertex in \(V_{j-1}\) is at most the number of nonzero entries in column \(j\) of \(A\) for \(j \in [n]\). Since the expected number of nonzero entries in column is \(d\), we have that expected number of edges is at most \(d\) times the expected number of vertices. Therefore, it remains to provide an upper bound on the expected number of vertices.

**Lemma 13.** Let \(d \leq n\) and set \(q = 1 - d/n\). Define \(U(n)\) as in (5). Then the expected number of vertices in \(T_n^s(A)\) is at most \(U(n) \leq \phi_T^n\), where \(\phi_T = 2 - e^{-d}\).

Before we provide the proof of Lemma 13, we use it with (8) and (9) to obtain upper bounds on the number of multiplications and additions. Observe that the estimate in the following theorem demonstrates that the trellis-based approach provides an exponential speedup of Ryser’s formula when the matrix is sparse.
Theorem 14. Fix $d < n$ and set $p = d/n$ and $q = 1 - p$. Let $A$ be a random $n \times n$ matrix $A$ where each entry is nonzero with probability $p$ and zero with probability $q$. Let $U(n)$ be as defined in (5). Then computing $\text{per}(A)$ on $T^n(A)$, on average, invokes at most $dU(n) \leq d\phi_T^n$ multiplications and at most $(d - 1)U(n) \leq (d - 1)\phi_T^n$ additions.

For the rest of this section, we prove Lemma 13. To this end, we have the following characterization of when a vertex appears in the trellis $T^n(A)$.

Proposition 15. Let $A$ be an $n \times n$ matrix. Suppose that $v$ be a nonempty $j$-subset of $[n]$. We consider the $j \times j$ submatrix $A(v)$ whose columns are those indexed by $[j]$ and rows are those indexed by $v$. Then $v$ is a vertex in $T^n(A)$ if and only if $\text{per}(A(v))$ is nonzero.

Hence, we proceed to estimate the probability of when a random $j \times j$ matrix has a nonzero permanent. Specifically, let $A$ be a random $j \times j$ matrix and we consider the following random events.

- $A_j = \text{event where } \text{per}(A) \text{ is non-zero},$
- $B_j = \text{event where all rows and columns in } A \text{ are non-zero},$
- $C_j = \text{event where all columns in } A \text{ are non-zero}.$

Here, a row (or a column) is nonzero if it contains some nonzero entry. Now, the event $A_j$ implies the event $B_j$, which in turn implies the event $C_j$. Hence, $\text{Prob}(A_j) \leq \text{Prob}(B_j) \leq \text{Prob}(C_j)$ and our task is to determine the probabilities of the latter two events.

Now, for the event $B_j$, we observe that for any $k$-subset $I$ of the rows, the probability that the rows in $I$ are nonzero is $q^k \sum_{\ell=0}^{j-k} \binom{j-k}{\ell} p^\ell q^{j-k-\ell} = (q^k - q^j)^I$. Then using the principle of inclusion-exclusion, we have that $\text{Prob}(B_j) = \sum_{k=0}^{j} (-1)^k \binom{j}{k} (q^k - q^j)^I$. On the other hand, for the event $C_j$, we simply have that $\text{Prob}(C_j) = (1 - q^j)^I$.

Finally, we proceed to complete the proof of Lemma 13. So, for each $j$-subset $v$, the probability that $v$ is a vertex in the trellis is $\text{Prob}(A_j)$. Hence, the expected number of vertices in $V_j$ is $\binom{n}{j} \text{Prob}(A_j)$ and by linearity of expectation, the expected number of vertices in the entire trellis is $1 + \sum_{j=1}^{n} \binom{n}{j} \text{Prob}(A_j)$. Using the event $B_j$, the expected number of vertices is at most $1 + \sum_{j=1}^{n} \binom{n}{j} \sum_{k=0}^{j} (-1)^k \binom{n}{j} \binom{j}{k} (q^k - q^j)^I$, which is $U(n)$. Using the event $C_j$, we have that $U(n)$ is at most

$$\sum_{j=0}^{n} \binom{n}{j} (1 - q^j)^j \leq \sum_{j=0}^{n} \binom{n}{j} (1 - q^n)^j = (1 - q^n)^n \leq (2 - e^{-d})^n.$$ 

This completes the proof of Lemma 13.

Remark 7. Our analysis follows that in Erdős and Renyi’s seminal paper [11]. In the paper, Erdős and Renyi provided the conditions for a random matrix to have a nonzero permanent with high probability. In [11], the inclusion-exclusion formula for event $B_j$ was determined and used to estimate event $A_j$ (see also Stanley [25]). However, as we were unable to obtain a closed formula for $U(n)$, we turn to event $C_j$ to obtain the expression $\phi_T$.

As mentioned in Section 1.2.3, similar exponential speedup of the Ryser’s formula was achieved by a few authors [6, 18, 23]. In the same section, we also discussed the sparsity assumptions of the various works. In Table 2, we compare the number of multiplications and observe that the value of $\phi_T$ is smaller than $\phi_1$ and $\phi_3$ but larger than $\phi_2$ for most values of $d$. Nevertheless, if we numerically compute the value
\[ \phi_U = \lim_{n \to \infty} U(n)^{1/n}, \] we see that the value of \( \phi_U \) is significantly less than \( \phi_1, \phi_2, \phi_3 \). Indeed, for the case \( d = 3 \) and for matrix dimensions up to 50, we plot the number of multiplications for the various methods in Figure 1 and we observe that the expected number of multiplications for the trellis-based method is exponentially smaller than the state-of-the-art methods.

### 6. Traveling salesperson problem

In this section, we extend the Viterbi algorithm to compute functions that resemble the permanent. Specifically, we study the traveling salesperson problem (TSP). Applying standard trellis manipulation techniques to the canonical permutation trellis, we obtain a trellis that represents the collection of TSP tours. Interestingly, using the trellis to solve the TSP instance recovers the Held-Karp algorithm [15] – the best known exact method for solving TSP.

Formally, we consider \( n \) cities represented by \( [n] \) and let \( D = (d_{ij})_{1 \leq i,j \leq n} \) be a distance matrix\(^3\) with \( d_{ij} \) being the distance from City \( i \) to City \( j \). We define a travelling salesperson (TSP) tour to be a string \( x = x_1 x_2 x_3 \cdots x_n x_{n+1} \) of length \( n + 1 \) such that \( x_1 = x_{n+1} = 1 \) and \( x_2 x_3 \cdots x_n \) is a permutation over \( \{2,3,\ldots,n\} \). The length of a TSP tour \( x \) is given by the sum \( \ell(x) = \sum_{i \in [n]} d_{x_i x_{i+1}} \) and the TSP problem is to determine \( \min \{ \ell(x) : x \text{ is a TSP tour} \} \).

Let \( TSP(n) \) denote the set of all TSP tours for \( n \) cities. To simplify our exposition, we consider the case \( n = 4 \). Modifying the canonical trellis defined in Definition 3 for the alphabet \( \{2,3,4\} \), we obtain the following trellis \( T \) that represents the code \( TSP(n) \). Here, we use colors to represent the labels. Black, red, green, and blue edges are labeled 1, 2, 3, and 4, respectively.

![Trellis Diagram](image)

Hence, given a distance matrix \( D \), it remains to relabel the paths from root to toor so that the sum of edge distances corresponds to the length of the TSP tour. Unfortunately, this turns out to be not possible. For example, if we consider the TSP tour 12341, its fourth edge traverses from \( \{2,3\} \) to \( \{2,3,4\} \) in the trellis and its distance should correspond to \( d_{34} \). However, if we consider the TSP tour 13241, its fourth edge also traverses from \( \{2,3\} \) to \( \{2,3,4\} \) in the trellis and now, we require this distance to be \( d_{24} \). Hence, it is not possible to relabel the edges in the trellis \( T \) with distances so that the lengths of all TSP tours are consistent.

To resolve this problem, we consider another collection of words \( \mathcal{W} = \{ x \in [4]^5 : x_1 = x_5 = 1, x_2, x_3, x_4 \in \{2,3,4\}, x_2 \neq x_3, x_3 \neq x_4 \} \). In other words, if we consider a complete graph on \( [5] \), then \( \mathcal{W} \) is the set of all walks starting and ending at 1 and whose intermediate vertices belong to \( \{2,3,4\} \). Then the trellis \( T' \) below that represents the set of these walks \( \mathcal{W} \). Moreover, the trellis \( T' \) admits a relabeling such that its path lengths corresponds to the distance matrix. Here, the label colors are as before.

---

\(^3\)Here, we set \( d_{ii} = 0 \) for \( i \in [n] \).
Then using $D$, we simply relabel the edge $(i, j)$ with $i, j \in [4]$ with the distance $d_{ij}$. We observe that the length of any path in the relabeled $\mathcal{T}'$ can be obtained from the sum of all the edge labels. The question is then: how do we “combine” the trellises $\mathcal{T}$ and $\mathcal{T}'$?

To do so, we turn to trellis theory and look at the intersection of the two trellises. The intersection of two trellises is first described in [17] and later formally introduced and studied in [16].

**Definition 16.** Let $\mathcal{T} = (V, E, L)$ and $\mathcal{T}' = (V', E', L')$ be two trellises of the same length $n$ and the same label alphabet $\Sigma$. The **intersection trellis** $\mathcal{T} \cap \mathcal{T}' = (V^*, E^*, L^*)$ of $\mathcal{T}$ and $\mathcal{T}'$ is defined as follows.

- (Vertices) For $0 \leq j \leq n$, we set $V^*_j = V_j \times V'_j$.

- (Edges) For $j \in [n]$, we consider a pair $((u, u'), (v, v')) \in V^*_{j-1} \times V^*_j$. We have that $((u, u'), (v, v'))$ is an edge if and only if $(u, v) \in E$, $(u', v') \in E'$ and $L(u, v) = L'(u', v')$.

- (Edge Labels) For any edge $((u, u'), (v, v'))$ in $E^*$, we have that $(u, v)$ and $(u', v')$ are both edges in $\mathcal{T}$ and $\mathcal{T}'$, respectively, and $L(u, v) = L(u', v')$. Then we set $L^*((u, u'), (v, v')) = L(u, v)$.

**Theorem 17.** Let $\mathcal{T} = (V, E, L)$ and $\mathcal{T}' = (V', E', L')$ be two trellises of the same length $n$ and the same label alphabet $\Sigma$. Then $C(\mathcal{T}) \cap C(\mathcal{T}') = C(\mathcal{T} \cap \mathcal{T}')$.

**Example 8.** Consider the trellises $\mathcal{T}$ and $\mathcal{T}'$ as before. Then $\mathcal{T} \cap \mathcal{T}'$ is the following trellis which represents $TSP(4)$. Here, we omitted the vertex (root, root).

Given a distance matrix $D$, we relabel the edges in $\mathcal{T} \cap \mathcal{T}'$ in the following manner: for the edge $((u, i), (v, j))$ where $u, v \subseteq \{2, 3, 4\}$ and $i, j \in [4]$, we label this edge with the distance $d_{ij}$. Then with this relabeling, we can verify that the TSP tours 12341 and 13241 has lengths $d_{12} + d_{23} + d_{34} + d_{41}$ and $d_{13} + d_{32} + d_{24} + d_{41}$, respectively. This is as desired.
Proceeding for general $n$, we obtain the following trellis that solves a TSP instance exactly.

**Definition 18** (Trellis for Traveling Salesperson Problem). Consider $n$ cities represented by $[n]$. Let $D = (d_{ij})_{1 \leq i, j \leq n}$ be a distance matrix with $d_{ij}$ being the distance from City $i$ to City $j$. The trellis $\mathcal{T}_{TSP}(D)$, is defined as follows:

- (Vertices) For $2 \leq j \leq n$, let $V_j \triangleq \{(S, v) : S \subseteq \{2, 3, \ldots, n\}, |S| = j + 1, v \in S\}$. Define $V_1 = \{(\emptyset, 1)\}$ and $V_{n+1} = \{(\text{toor}, 1)\}$.

- (Edges) For $j \in [n]$, we consider a pair $((S_1, u), (S_2, v)) \in V_{j-1} \times V_j$ with $|S_1| = j$ and $|S_2| = j + 1$. We place an edge $((S_1, u), (S_2, v))$ in $E$ if and only if $S_2 \setminus S_1 = \{v\}$. We also include $(((\{2, 3, \ldots, n\}, i), (\text{toor}, 1))$ in $E$ for all $i \in \{2, 3, \ldots, n\}$.

- (Edge Labels) For an edge $((S, i), (S', j))$, we label it with $d_{ij}$.

To compute the length of the shortest TSP tour, we modify the Viterbi algorithm described in Section 2 and apply it on the trellis $\mathcal{T}_{TSP}(D)$.

For each vertex $v \in V$, we assign a flow $\mu(v)$ that is computed in the following recursive manner.

\[
\text{Set } \mu((\emptyset, 1)) = 0.
\]

for $j \in \{2, 3, \ldots, n + 1\}$

\[
\text{for } v \in V_j \\
\quad \text{Set } \mu(v) = \min_{(u, \nu) \in E} L(u, v) + \mu(u)
\]

Then the length of a shortest TSP tour is given by $\mu((\text{toor}, 1))$. As in the previous sections, we can use the sizes of $V$ and $E$ to provide explicit numbers of comparisons and additions in this computation.

**Proposition 19.** Let $D$ be an $n \times n$ distance matrix that defines a TSP instance. Let $\mathcal{T}_{TSP}(D) = (V, E, L)$ be the trellis constructed in Definition 16. Then $|V| = (n - 1)2^{n-2} + 2$ and $|E| = (n - 1)(n - 2)2^{n-3} + 2(n - 1)$ additions and $|E| - |V| + 1 = (n - 1)(n - 4)2^{n-3} + (2n - 3)$ comparisons.

Running the Viterbi algorithm on the trellis $\mathcal{T}_{TSP}(D)$ recovers the well-known Held-Karp dynamic program for TSPs [15]. In their seminal paper, Held and Karp also counted the number of additions and comparisons. While the number of additions corresponds to our derivation in Proposition 19, the number of comparisons given in [15] is incorrect and instead corresponds to the number given in Proposition 19.

As discussed in Section 1.3, this section illustrates that trellises can be used to compute certain “permanent-like” functions (cf. (6)). Specifically, given a distance matrix $D$, we construct the trellis $\mathcal{T}_{TSP}(D)$ and then the Viterbi algorithm yields the flow value:

\[
\min_{x \in TSP(n)} \sum_{i=1}^{n} d_{x_i, x_{i+1}} = \min_{\sigma \in \mathcal{O}_n} \sum_{i=1}^{n} d_{\sigma(i), \sigma(i+1)}
\]

which solves the TSP problem. Notably, we achieve this by intersecting the canonical permutation trellis $T_n$ with another natural trellis. Even though we did not improve on the state-of-the-art, we expect that similar tools can be applied to other problems in order to obtain trellises for other permanent-like functions.

**Acknowledgements**

The authors would like to thank Fedor Petrov and the other contributors at mathoverflow.net for suggesting the proof of the inequality given in Lemma 13.
A. Merging is correct

In this appendix, we demonstrate that the merging procedure described in Section 2 is correct. Formally, suppose that two vertices \( v, v' \in T \) are mergeable according to (11) and that \( T^* \) is the trellis obtained by merging \( v \) and \( v' \). Then in Proposition 2, we are required to show that \( C(T) = C(T^*) \).

To this end, for the label alphabet \( \Sigma \), we consider the collection of all nonempty strings of finite length \( \Sigma^+ \). Then under the usual binary operation of string concatenation, the set \( \Sigma^+ \) forms a semigroup. We next consider the field of rational numbers \( \mathbb{Q} \) and the semigroup algebra \( \mathbb{Q}[\Sigma^+] \). That is, \( \mathbb{Q}[\Sigma^+] \) is the set of all formal expressions
\[
\sum_{\sigma \in \Sigma^+} a_\sigma \sigma, \text{ where } a_\sigma \in \mathbb{Q}.
\]
Here, \( a_\sigma \) is assume to be zero for all but a finite set of \( \sigma \)'s. In other words, the sum is defined only for a finite subset of \( \Sigma^+ \).

Then it is a standard exercise to show that the following algebraic properties hold. Let \( a \in \mathbb{Q} \) and \( \rho, \sigma, \tau \in \mathbb{Q}[\Sigma^+] \). First, the associative law applies: \( \rho(\sigma \tau) = (\rho \sigma) \tau \) and \( a(\sigma \tau) = a(\sigma \tau) \). Next, the distributive law applies: \( \rho(\sigma + \tau) = \rho \sigma + \rho \tau \) and \( a(\sigma + \tau) = a \sigma + a \tau \).

Now, for any trellis \( T \), since \( C(T) \) is a multiset of strings, we can regard it as an element in \( \mathbb{Q}[\Sigma^+] \) and we can perform the algebraic operations according to the above laws. We are now ready to prove Proposition 2.

Proof of Proposition 2. First, for convenience, we extend the domain of \( L \) from \( E \) to the set of \( V \times V \). Specifically, we set \( L(u, u') = 0 \) if \( (u, u') \) is not an edge. Then any path that passes through the zero label is assigned to the zero element in \( \mathbb{Q}[\Sigma^+] \) and we see that \( C(T) \) is preserved. Also, the merging rule can be simplified as such:

- \( L^*(w, w') = L(w, w') \) if \( w \neq v, w' \neq v, w \neq v', \) and \( w' \neq v' \),
- \( L^*(w, v^*) = L(w, v) + L(w, v') \), and
- \( L^*(v^*, w) = (L(v, w') + L(v', w')) / 2 \).

Next, we observe that a path \( p \) in \( T \) belongs to \( T^* \) if and only if both \( v \) and \( v' \) are not on the path \( p \). Hence, to show that \( C(T) = C(T^*) \), it suffices to show that the paths through the merged node \( v^* \) in \( T^* \) is the sum of the paths through \( v \) and \( v' \) in \( T \). In other words, \( \mathcal{P}(v^*) \mathcal{F}(v^*) = \mathcal{P}(v) \mathcal{F}(v) + \mathcal{P}(v') \mathcal{F}(v') \). Indeed,
\[
2 \mathcal{P}(v^*) \mathcal{F}(v^*) = 2 \left( \sum_u \mathcal{P}(u) L(u, v^*) \right) \left( \sum_w L(v^*, w) \mathcal{F}(w) \right)
= 2 \left( \sum_u \mathcal{P}(u) (L(u, v) + L(u, v')) \right) \left( \sum_w \frac{1}{2} (L(v, w) + L(v', w)) \mathcal{F}(w) \right)
= \left( \sum_u \mathcal{P}(u) L(u, v) \right) \left( \sum_w L(v, w) \mathcal{F}(w) \right) + \left( \sum_u \mathcal{P}(u) L(u, v') \right) \left( \sum_w L(v', w) \mathcal{F}(w) \right)
= \mathcal{P}(v) \mathcal{F}(v) + \mathcal{P}(v') \mathcal{F}(v) + \mathcal{P}(v) \mathcal{F}(v') + \mathcal{P}(v') \mathcal{F}(v')
= 2 \mathcal{P}(v) \mathcal{F}(v) + 2 \mathcal{P}(v') \mathcal{F}(v').
\]
Here, the penultimate equality follows from the mergeability condition (11). Dividing both sides by two, we obtained the desired equation. □

B. Minimal trellises

In this section, we prove the minimality of the trellis $T_n$ (Proposition 4). To this end, we require the notion of a biproper trellis and a rectangular code.

**Definition 20.** A trellis is *proper* if the edges leaving any node are labeled distinctly, while a trellis is *co-proper* if the edges entering any node are labeled distinctly. A trellis is *biproper* if it is both proper and co-proper.

**Definition 21.** Let $C$ be a collection of words over $\Sigma$ of the same length. Then $C$ is a *rectangular code* if it has the following property:

$$ac, ad, bc \in C \text{ implies that } bd \in C.$$

Under certain mild conditions, Vardy and Kschischang demonstrated the following key result that establishes the equivalence of biproper and minimal trellises [27].

**Theorem 22** (Vardy, Kschischang [27]). Let $T$ be a trellis such that $C(T)$ is a rectangular code. Then $T$ is minimal if and only if $T$ is biproper.

Recall that the canonical permutation trellis $T_n$ is a trellis representation for the set of permutations $S_n$. Following Theorem 22, to establish the minimality of $T_n$, it suffices to show that $S_n$ is rectangular and that $T_n$ is biproper. Before we proceed with the proof, we note that Kschischang has proved that $S_n$ is rectangular [17]. Specifically, he showed that $S_n$ belongs to a subclass of rectangular codes, known as maximal fixed-cost codes. To keep our exposition self-contained, we directly prove that $S_n$ is rectangular without defining the class of maximal fixed-cost codes.

**Proof of Proposition 4.** We first demonstrate that $S_n$ is rectangular. Suppose that $ac$, $ad$, and $bc$ be words belonging to $S_n$. Then set $X$ to be the set of symbols in $D$, that is, $X \triangleq \{\sigma : \sigma \in e\}$. Since $ac$ and $bc$ are both permutations, the set of symbols in $a$ is equal to the set of symbols in $b$ and corresponds to $[n] \setminus X$. Now, since $bc$ is a permutation, we have that the set of symbols in $c$ is $X$. Therefore, we conclude that $bc$ is a permutation, establishing that $S_n$ is rectangular.

Next, we show that $T_n$ is biproper. Let $v$ be a node in $T_n$ with $|v| = j$. Then $v$ has $n - j$ outgoing edges that are distinctly labeled by the $n - j$ symbols in $[n] \setminus v$. Therefore, $T_n$ is proper. On the other hand, there are $j$ edges entering $v$ and they are distinctly labeled by the $j$ symbols in $v$. So, $T_n$ is co-proper, as desired. □

C. Arithmetic complexity of Ryser formula and its variants

In this appendix, we provide a detailed derivation of the exact number of additions and multiplies for the various permanent formulae given in this paper (specifically, Table 1 and Section 3). Similar analysis that estimates these numbers has appeared in earlier works [14,20]. Here, we present a careful derivation for the exact number of additions and multiplications. For convenience, we replicate the Ryser’s formula here.

$$\text{per}(A) = (-1)^n \sum_{S \subseteq [n], S \neq \emptyset} (-1)^{|S|} \prod_{j=1}^{n} \sum_{i \in S} a_{ij}. \quad (14)$$
In this formula (2), we have $2^n - 1$ summands and each summand involves a product of $n$ terms. Hence, the total number of multiplications for Ryser’s formula is simply $(n - 1)(2^n - 1)$.

Next, we derive the number of additions using a naive approach. For any nonempty subset $S$ of size $k$, we need $(k - 1)$ additions to compute the term $\sum_{i \in S} a_{ij}$ for each $j \in [n]$. Therefore, the total number of such additions is $\sum_{k=1}^{n} n(k - 1) \binom{n}{k} = n(n - 2)2^{n-1} + n$. Finally, we need to add these $2^n - 1$ terms together and thus, the total number of additions is $(n^2 - 2n + 2)2^{n-1} + n - 2$.

Later, Nijenhuis and Wilf [20] used Gray codes to reduce the number of additions by a factor of $n$. Specifically, the nonempty subsets of $\{1, 2, \ldots, n\}$ can be arranged in the order $S_1, S_2, \ldots, S_{2^n-1}$ such that $|S_1| = 1$ and $|S_j \setminus S_{j-1}| = 1$ or $|S_j - S_{j-1}| = 1$ for $j \geq 2$. Then we use $n$ “sums” to store the value $\sum_{i \in S} a_{ij}$ for each $j$ and update these sums according to the order $S_1, S_2, \ldots, S_{2^n-1}$. Since there are only $n$ additions in each step, the total number of additions is $(n + 1)(2^n - 2)$ (this includes the final addition of the $2^n - 1$ summands).

We summarize this discussion in Table 1. In the table, we also include the exact number of arithmetic operations for Nijenhuis-Wilf and Glynn’s formulae, whose derivations appear in the following subsections.

### C.1. Nijenhuis-Wilf formula

Nijenhuis and Wilf [20, Chapter 23] proposed the following formula to compute permanents. For $j \in [n]$, let $C_j = -\frac{1}{2} \sum_{i=2}^{n} a_{ij}$. In other words, $C_j$ is the “negative half” of the sum of entries in column $j$.

$$\text{per}(A) = (-1)^n 2 \sum_{S \subseteq [n-1]} (-1)^{|S|} \prod_{j=1}^{n} (C_j + \sum_{i \in S} a_{ij}).$$

(15)

Since the formula (15) involves $2^{n-1}$ summands, we require $2^{n-1}(n - 1)$ multiplies to compute.

As for the number of additions, we used a Gray order and arrange the subsets $S_1, S_2, \ldots, S_{2^n-1}$ as before so that “neighboring subsets” differ in only one element. For $S_1$, we choose it to be the empty subset and we need to compute $C_j$ for $j \in [n]$, invoking $n(n - 1)$ additions. Then, for each subsequent subset, we add $n$ numbers to current $n$ “sum’s”. Hence, the number of additions is $n$ for the subsequent subsets. Finally, we have another $2^{n-1} - 1$ additions to add the products. Therefore, the total number of additions is $(n + 1)(2^n - 1) + n(n - 1)$.

### C.2. Glynn’s formula

Let $\Delta(n)$ denote the set of vectors over $\pm 1$ of length $n$ starting with 1. Using a certain polarization identity, Glynn proposed the following formula to compute permanents [14].

$$\text{per}(A) = (1/2^{n-1}) \sum_{\delta \in \Delta(n)} \left( \prod_{k=1}^{n} \delta_k \right) \prod_{j=1}^{n} \sum_{i=1}^{n} \delta_i a_{ij}.$$  

(16)

As with the Nijenhuis-Wilf formula, Glynn’s formula (16) involves $2^{n-1}$ summands and hence, requires $2^{n-1}(n - 1)$ multiplies to compute.

As for the number of additions, we order the sequences in $\Delta(n)$ using a Gray order: $\delta_1, \delta_2, \ldots, \delta_{2^{n-1}}$. That is, the Hamming distance between $\delta_i$ and $\delta_{i+1}$ is exactly one for $i \in [2^{n-1} - 1]$. Then performing the same analysis as Nijenhuis-Wilf, we have that the number of additions is $(n + 1)(2^{n-1} - 1) + n(n - 1)$. 
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C.3. Clifford-Clifford formula

Here, we assume that the matrix has repeated rows. Specifically, we assume that \( A \) is a repeated-row matrix of type \( m \) with rows \( a_1, a_2, \ldots, a_t \) (see Section 3).

Methods to compute permanents for repeated-row matrices have been studied for the application of Boson Sampling. The following formula appeared in [24, Appendix D] and using generalized Gray codes, Clifford and Clifford (2020) provided a faster method to evaluate the formula.

Let \( R(m) = \{ r \in \mathbb{Z}^t \setminus \{0\} : 0 \leq r_\ell \leq m_\ell, \ell \in [t] \} \). Then we can rewrite (12) as follow.

\[
\text{per}(A) = (-1)^n \sum_{r \in R(m)} (-1)^{r_1 + \cdots + r_t} \left( \prod_{\ell=1}^t \binom{m_\ell}{r_\ell} \right) \prod_{j=1}^n \sum_{\ell=1}^m r_\ell a_{\ell j}
\]

Since \( |R_m| = [(m_1 + 1)(m_2 + 1) \cdots (m_t + 1) - 1] \), we have that the number of multiplies is \( (n - 1)[(m_1 + 1)(m_2 + 1) \cdots (m_t + 1) - 1] \).

As before, we can arrange the vectors in \( R(m) \) in a generalized Gray code order: \( r_1, r_2, \ldots \). That is, the norm between consecutive vectors is one, i.e. \( |r_i - r_{i+1}| = 1 \) for all \( i \). Then performing the same analysis as before, we have that the total number of additions is \( (n + 1)(|R_m| - 1) = (n + 1)[(m_1 + 1)(m_2 + 1) \cdots (m_t + 1) - 2] \).
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