Horizontal spreading of planetary debris accreted by white dwarfs
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ABSTRACT

White dwarfs with metal-polluted atmospheres have been studied widely in the context of the accretion of rocky debris from evolved planetary systems. One open question is the geometry of accretion and how material arrives and mixes in the white dwarf surface layers. Using the three-dimensional (3D) radiation hydrodynamics code CO5BOLD, we present the first transport coefficients in degenerate star atmospheres that describe the advection–diffusion of a passive scalar across the surface plane. We couple newly derived horizontal diffusion coefficients with previously published vertical diffusion coefficients to provide theoretical constraints on surface spreading of metals in white dwarfs. Our grid of 3D simulations probes the vast majority of the parameter space of convective white dwarfs, with pure-hydrogen atmospheres in the effective temperature range of 6000–18 000 K and pure-helium atmospheres in the range of 12 000–34 000 K. Our results suggest that warm hydrogen-rich atmospheres (DA; \( \gtrsim 13 000 \) K) and helium-rich atmospheres (DB and DBA; \( \gtrsim 30 000 \) K) are unable to efficiently spread the accreted metals across their surface, regardless of the time dependence of accretion. This result may be at odds with the current non-detection of surface abundance variations in white dwarfs with debris discs. For cooler hydrogen- and helium-rich atmospheres, we predict a largely homogeneous distribution of metals across the surface within a vertical diffusion time-scale. This is typically less than 0.1 per cent of disc lifetime estimates, a quantity that is revisited in this paper using the overshoot results. These results have relevance for studies of the bulk composition of evolved planetary systems and models of accretion disc physics.
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1 INTRODUCTION

It is now accepted that 25–50 per cent of all white dwarfs show clear evidence of metal pollution in their surface layers (Zuckerman et al. 2010; Koester, Gänside & Farihi 2014; Farihi et al. 2016). For most of these objects, the unequivocal origin of this material is the evolved planetary system hosted by the white dwarf (Jura 2003; Zuckerman et al. 2007; Gänside et al. 2012, 2019; Vanderburg et al. 2015; Harrison, Bonsor & Madhusudhan 2018; Manser et al. 2019; Xu et al. 2019; Bonsor et al. 2020; Vanderbosch et al. 2020). The canonical model is that a circumstellar disc born of one or many tidally disrupted planetesimals is able to constantly feed planetary material onto the white dwarf surface (Jura 2003). These metals disappear from the observable layers at rates defined by the sinking time-scale (Koester 2009). In accretion–diffusion equilibrium, the atmospheric abundances remain constant and decrease once accretion stops (Dupuis et al. 1992). Other models suggest that direct impacts of asteroids on star-grazing orbits may provide a small percentage (\(~1–2\) per cent) of photospheric metal pollution (Wyatt et al. 2014; Brown, Veras & Gänside 2017). In all cases, surviving planets are required to gravitationally scatter asteroids and minor planets on to the central regions (Debes & Sigurdsson 2002; Debes, Walsh & Stark 2012; Veras 2016).

There have been significant theoretical efforts focused on accretion on to white dwarfs. Of particular importance, Wyatt et al. (2014) provided a theoretical constraint on the size of particles reaching the white dwarf surface and Turner & Wyatt (2020) found that the single-body tidal disruption assumption is invalid in over 20 per cent of cases. Regarding the geometric configuration of accretion, Metzger, Rafikov & Bochkarev (2012) provided a comprehensive discussion regarding models of discs, finding that magnetic fields as weak as 0.1–1 kG at the white dwarf surface can affect the accreted material,
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potentially directing it towards the poles. A predicted outcome of this pole-on accretion is the production of X-rays. This is a detection yet to be made for metal-polluted white dwarfs (Farihi et al. 2018).

Accretion in cataclysmic variables (CVs) is a more mature field than that of metal-polluted white dwarfs. For weakly magnetic CVs, there are models that favour near-spherical deposition (Patterson & Raymond 1985) for low accretion rates ($M < 10^{16}$ g s$^{-1}$) and equatorial deposition (Piro & Bildsten 2004) for high accretion rates ($M > 10^{16}$ g s$^{-1}$). The regime of metal-polluted white dwarfs, where the accretion rates are many orders of magnitude lower ($M \sim 10^9$ g s$^{-1}$; see e.g. Farihi et al. 2016), has, however, not been widely explored.

The sinking time-scales of trace elements through white dwarf atmospheres have received, and continue to receive, considerable attention (Schatzman 1945; Paquette et al. 1986a, b; Dupuis et al. 1992; Koester 2009; Bauer & Bildsten 2019; Cunningham et al. 2019; Heinonen et al. 2020; Koester, Kepler & Irwin 2020). White dwarfs develop convective atmospheres and envelopes below 18 000 K (hydrogen rich; Cunningham et al. 2019) or 40–60 000 K (helium rich; Bergeron et al. 2011; Cukanovaite et al. 2019). In the accretion–diffusion model (Dupuis et al. 1992; Koester 2009), it is normally assumed that for white dwarfs with a convective atmosphere, the observed spectroscopic abundance is distributed homogeneously throughout the mixed region, in the vertical and horizontal directions.

Rapid convective mixing in the vertical (or radial) direction is well justified given the shallow convection zones restricted to the hydrogen or helium envelopes (depth of 0.1–100 km) and short turnover time-scales ($t_c$) in the range of 0.1–1 000 s (Van Groote et al. 2012). On the other hand, the geometric extent of convection zones in the horizontal (or surface plane, or azimuthal) directions can be many orders of magnitude larger, with a typical white dwarf circumference ($2\pi R_{\text{WD}}$) of ~ 50 000 km. Thus, the assumption that convection is able to evenly distribute metals over the entire stellar surface is less obvious, especially if the metals sink vertically before they are able to spread. A deviation from this assumption could impact the measured photospheric abundances and hence the accretion rates and accreted masses at these systems. A heterogeneous distribution of surface metals may also produce variations in the spectroscopic observed variability could provide a constraint on the distribution of metals at the surface. However, no variations in metal line strength have been robustly identified in G29–38 (Debes & López-Morales 2008; Reach et al. 2009), nor in any other white dwarf so far (Wilson et al. 2019).

We revisit the question of sinking versus lateral spreading with three-dimensional (3D) radiation hydrodynamics (RHD) that has recently led to a better understanding of the convective atmospheres of white dwarfs (Tremblay et al. 2013a; Kupka, Zaauwinger & Montgomery 2018) and enhanced numerical techniques for characterizing the advective transport of material (Cunningham et al. 2019). In particular, we have recently shown that convective overshoot can increase the sinking times in hydrogen-atmosphere white dwarfs by two orders of magnitude. This will directly impact any conclusion about the balance of sinking times and lateral spreading times.

In Section 2, we describe our numerical approach to the problem. In Section 3, we present results from our 3D model atmosphere simulations. Sections 4 and 5 focus on the implications of our results on the white dwarf population and finally we provide conclusions in Section 6.

2 NUMERICAL SET-UP

Our approach is to model the transport of trace metals across the white dwarf surface as an effective diffusion process. This requires the local diffusion coefficient describing mixing in the radial and angular directions. With a vertical extent of less than 10 km, a white dwarf convection zone is typically much less than 1% of the stellar radius, and thus we can simplify the problem to mixing in the radial and horizontal, or surface plane, directions. In the next two sections, we describe first the derivation of the effective diffusion coefficients and secondly the incorporation of these diffusion coefficients into a model describing the surface spreading.

2.1 Diffusion coefficients

We present the first 3D RHD CO$^5$BOLD (Freytag et al. 2012) simulations designed to directly study the horizontal spreading of trace material in the surface layers of white dwarf stars. Our simulations were developed by taking well-relaxed models from two existing grids, adding tracer densities to quantify the horizontal advection–diffusion and running these as a new set of simulations. A grid of deep, RHD simulations for the surface hydrogen convection zones of white dwarfs in the effective temperature range of 11 400–18 000 K was presented in Cunningham et al. (2019, hereafter CU19). Earlier, Tremblay et al. (2013a) developed a grid of RHD simulations for the surface convection zones of cooler DA white dwarfs with effective temperatures between 6 000 and 13 500 K. Here, we combine both grids such that the full parameter space of convective DA white dwarfs is probed: from when convective instabilities initially arise at 18 000 K down to when the convection zone is sufficiently deep that it couples with the degenerate core. For comparison, we show some key physical properties of both grids in Fig. 1. The model grid from CU19 is shown in blue and the model grid from Tremblay et al. (2013a, c) is shown in orange. The horizontal diffusion coefficients derived from the evolution of a tracer density are used to confirm that the diffusion coefficient can be computed from mean 3D parameters – an output of the simulations – providing a computational advantage. The tracer-density experiments were limited to pure-hydrogen models only, but the parametrization using mean 3D properties allowed us to exploit the grid of 3D DB (pure-helium) convection zone models from Cukanovaite et al. (2019) – spanning effective temperatures of 12 000–34 000 K and surface gravities (log $g$) of 7.5–9.0 – to derive horizontal diffusion coefficients for pure-helium atmospheres.

The CO$^5$BOLD simulations presented here, and those previously published, were performed on a Cartesian grid using the box-in-a-star set-up with periodic side boundary conditions, an open top boundary and bottom boundary that is either closed or open to convective flows but always open to radiative flux. The horizontal diffusion coefficients were derived using a tracer density to study the local flows in 3D RHD simulations and via mean 3D parameters from relaxed simulations. The length-scale over which the horizontal diffusion coefficient is calculated is typically an order of magnitude less than the extent of the simulation box and thus the presence of periodic horizontal boundaries is not expected to influence the determination of the horizontal diffusion coefficient. To test this hypothesis, in Section 3.1 we perform a convergence test with a simulation domain four times larger in area.
The uncertainty in diffusion in the $x$-dimension, $D_x$, can be calculated as

$$2 \log_{10}(\sigma_x^* (x, t)) = \log_{10}(t) + \log_{10}(2D_x),$$  

where $\sigma_x^*$ is the density-weighted standard deviation of the tracers, which is defined as

$$\sigma_x^* = \left( \frac{n_x}{n_x - 1} \sum_x (\rho(x)(x - \langle x^* \rangle)^2) / \sum_x \rho(x) \right)^{1/2},$$  

where $n_x$ is the number of cells in the $x$-dimension, $\rho(x)$ is the tracer-density mean averaged across the $y$- and $z$-dimensions, and $\langle x^* \rangle$ is the density-weighted mean $x$-position of the tracer density given by

$$\langle x^* \rangle = \frac{\sum_x x \rho(x)}{\sum_x \rho(x)}.$$

The initial condition for each independent slab of tracer density added at $x = x_i$ is defined as

$$\rho(x) = \begin{cases} 10^6 \text{ cm}^{-3}, & \text{where } x = x_i, \\ 10^{-6} \text{ cm}^{-3}, & \text{where } x \neq x_i. \end{cases}$$

As the tracer density, $\rho$, is a passive scalar, the actual number densities only bare relevance to the precision of the numerical reconstruction schemes and rounding errors. The initial positions, $x_i$, are chosen to evenly sample the full horizontal extent of the simulation box in the $x$-dimension. This procedure is repeated in the $y$-dimension such that an alternative component to the horizontal diffusion coefficient, $D_y$, is found by placing slabs of a passive scalar density in the $x$-$z$ plane. As it is not expected that the horizontal diffusion coefficient should vary across the $x$- and $y$-dimensions, the final diffusion coefficient is computed as a mean across all slabs, such that

$$D_{\text{out}} = \frac{1}{S_x + S_y} \left( \sum_{i=1}^{S_x} D_{i,x} + \sum_{j=1}^{S_y} D_{y,j} \right),$$

where $S_x$ and $S_y$ are the number of slabs added in the $x$- and $y$-dimensions, respectively. The standard deviation around this mean quantity (equation 5) is chosen to represent the error attributed to each horizontal diffusion coefficient. The results of these computations are considered in Section 3.1 and compared to the well-known one-dimensional (1D) estimation of the diffusion coefficient. We note that this procedure ultimately provides a single diffusion coefficient describing transport in the surface plane. This omits any radial dependence of the diffusion coefficient, and precludes any differential rotation effects.

In 1D mixing-length theory, the local approximation of the diffusion coefficient is typically given (e.g. Zahn 1991; Ventura et al. 1998) as

$$D = \frac{1}{3}l_c v_{\text{conv}},$$

where $l_c$ is a characteristic convective length-scale and $v_{\text{conv}}$ is the mean convective velocity. Pressure scale height, $H_p$, has often been proposed to be a suitable choice of characteristic mixing length.

Here, we explore the validity of this approximation by comparing this expression to results from tracer-density evolution in the convection zone of white dwarfs at nine effective temperatures spanning the full range of convective DA white dwarfs: 6000–18 000 K. The vertical diffusion coefficients for 11 400–18 000 K were presented in CU19. In Section 3, we present the results of these experiments, providing the first horizontal diffusion coefficients derived from multidimensional simulations in white dwarfs.
2.2 Simulating surface transport

Here, we introduce the method by which we model the global transport of metals across the surface of the white dwarf. We begin by taking the limiting case of a delta function accretion, both in the temporal and spatial domains. Physically, this effectively represents the collision of an asteroid with the surface of the white dwarf. Modelling the surface of the white dwarf as a ring allows us to exploit the well-known diffusion equation

$$u(r, t) = \nabla \left( D \nabla u(r, t) \right).$$

Here, $u(r, t)$ is the local concentration of some scalar that, in our case, represents the accreted heavy elements and $D$ is the diffusion coefficient. As a preliminary scenario, we consider the situation that metals are not permitted to sink out of the observable layers. This assumption allows for a simple analytical form of position-dependent abundance to be written down. We also assume throughout this study that the diffusion coefficient is independent of the position across the surface. In this case, with only surface (horizontal) transport and a delta function accretion the local concentration can be written as

$$\frac{\partial u}{\partial t} = (D_{\text{surf}}) \frac{\partial^2 u}{\partial x^2}.$$  \hspace{1cm} (8)

where $x$ corresponds to the position along the circumference of the white dwarf and $D_{\text{surf}}$ is the diffusion coefficient describing the effectiveness of material transport in the plane of the surface. This diffusion coefficient is assumed to have no depth dependence for the time being.

For spatial domain, $x$, contained in interval $[-L, L]$ and with initial and boundary conditions

$$u(x, 0) = \delta(x)$$  \hspace{1cm} (9)

$$u(-L, t) = u(L, t)$$  \hspace{1cm} (10)

$$u_x(-L, t) = u_x(L, t),$$  \hspace{1cm} (11)

where $u_x$ denotes the derivative of $u$ with respect to $x$, we can write the analytical solution to the heat equation as

$$u(x, t) = \frac{1}{2L} \sum_{n=1}^{\infty} \cos\left( \frac{n\pi}{L} x \right) e^{-\left( \frac{n\pi}{L} \right)^2 D t}. $$ \hspace{1cm} (12)

This study is focused on deriving theoretical constraints on the timescales over which one may or may not expect to observe variability at a single spatially unresolved white dwarf. As a measure of the homogeneity at the white dwarf surface, we define the contrast, $\Delta z$, between the origin ($x = 0$) and an arbitrary point on the surface ($x = x_i$) to be

$$\Delta z(x_i, t) = \frac{u(x_i, t)}{u(0, t)}. $$ \hspace{1cm} (13)

The circumferential positions that will be used to quantify the timescales of interest throughout this study will be the opposite side of the white dwarf ($x = \pi R_{\text{WD}}$) and a quarter of a circumference ($x = \pi R_{\text{WD}}/2$). Fig. 2 shows the solution to equation (8) for the evolution of a delta function scalar on a circular ring of radius $R_{\text{WD}}$. This serves as a demonstration of the simple global transport model we employ to estimate the spreading time-scales.

We now go on to present the diffusion coefficients derived from our grid of 3D models. We then implement these diffusion coefficients into the simple model outlined previously for simulating surface transport. This is followed by a presentation of the results from a model that accounts for the sinking of material and depth dependence of the diffusion coefficient, though for narrative clarity we introduce that second model as part of the discussion in Section 3.2.2.

3 RESULTS

3.1 Diffusion coefficients

The horizontal diffusion coefficients, $D_{\text{surf}}$, derived from tracer-density evolution with nine simulations between 6000 and 15 000 K are shown in Fig. 3. The tracer experiments were carried out with slabs of tracer density initially placed in the $y$–$z$ and $x$–$z$ planes, allowing us to follow the diffusion process in the horizontal $x$ and $y$ directions, respectively. Each slab probes the entire vertical extent of the simulation box and does not allow for an explicit depth dependence of $D_{\text{surf}}$, instead providing a vertically averaged horizontal diffusion coefficient. The final horizontal diffusion coefficient (and associated error) is computed as the mean (and standard deviation) of the horizontal diffusion coefficient derived for each slab.

The pink points in Fig. 3 represent the mean horizontal diffusion coefficient throughout the entire box. For the closed-bottom simulations ($\geq 12 000$ K), the mean horizontal diffusion coefficient includes a contribution from the non-mixing layers beneath the convective and overshoot region. We account for this contribution by limiting the maximum amplitude of the tracer-density distributions (see Fig. 4), effectively removing the vertical layers with no or very little mixing. The purple circles in Fig. 3 show the horizontal diffusion coefficient when only accounting for the regions where the tracer density is 10 per cent or lower than the maximum initial value. The
Figure 3. Effective horizontal diffusion coefficients derived from tracer-density evolution with nine pure-hydrogen CO5BOLD simulations (filled circles) between 6000 and 15 000 K at log g = 8.0 with grey opacities. The tracer distribution is averaged over all depths of a simulation. Models with $T_{\text{eff}} \geq 12 000$ K have closed bottom boundaries, as opposed to the cooler models with open bottom boundaries. For the closed-bottom simulations, the tracer density in the stable lower layers serves to reduce the effective diffusion coefficient by averaging over layers outside of the convectively mixed region. To mitigate this effect, we employ a clipping procedure at $<100$, $<10$, and $<0.01$ per cent of the initial maximum tracer density in pink (i.e. no clipping), purple, and cyan, respectively (see Fig. 4). A lower clipping value corresponds to probing increasingly fast and rare local diffusion events within the resolved simulation. The cyan line, representing the fastest diffusing layers or resolved diffusion events, can be considered a robust upper limit on the horizontal diffusion coefficient for passive scalars. The purple line corresponds to our best estimate of a mean diffusion coefficient across the accessible convectively mixed layers. The black solid line shows the analytical approximation of the local diffusion coefficient given by equation (15). The black dashed line shows an alternative analytical prescription for the diffusion coefficient where the length-scale is chosen to be the characteristic granule size, rather than the pressure scale height.

Figure 4. A selection of mean tracer densities, $\rho_t(x)$, in the $x$-dimension, averaged over the vertical ($z$) and other horizontal ($y$) dimension, for a simulation at 13 500 K and log g = 8.0, and in the time interval $t = 0$ s (dotted) and $t = 0.1$ s (solid). The profiles are shown both linearly (top panel) and logarithmically (bottom panel) for clarity. To remove the contribution of the (non-diffusing) stable lower layers from the mean tracer densities, the distributions are clipped at $<10$ per cent (purple) and $<0.01$ per cent (cyan) of the initial maximum density as described in the text. These colours correspond to the lines shown in Fig. 3. The boundary conditions in the $x$-dimension are parallel such that the tracer density ($\rho_t$) satisfies $\rho_t(0) = \rho_t(L)$, for $L = 7.5$ km. The apparent gap at $x = 3.5$ km is a consequence of plotting only a subset of the 28 tracer density slabs included in this simulation. This omission is for clarity only, and the horizontal diffusion coefficient of each slab is not expected to vary significantly.

arbitrary value of 10 per cent is used to crudely separate the parts of the tracer slab in the deep, non-diffusing layers from those in the shallow, rapidly diffusing layers. A more robust, but computationally demanding, approach would be to follow the trajectories of individual tracer particles, preserving the depth dependence of the horizontal diffusion coefficient. A major limitation with this approach, however, is the large range of advective time-scales spanned by a single simulation box, where the vertical diffusion coefficient was found in CU19 to vary by up to seven orders of magnitude. This crude clipping procedure is thus adopted to disentangle the contributions of horizontal diffusion at different depths, without doing the detailed path integration. The distributions resulting from a clipping value of 10 per cent are shown in purple in Fig. 4.

To investigate whether this clipping procedure negatively impacts our derived diffusion coefficients, we consider its behaviour in the open-bottom and closed-bottom simulations, respectively. The clipping procedure should not alter the open-bottom simulations because the entire simulation domain is contained within the fast-moving photospheric layers. The closed-bottom simulations are those that possess the deep, slowly diffusing layers, the contribution of which we seek to remove from the derived horizontal diffusion coefficients. We see in Fig. 3 that the open-bottom simulations ($T_{\text{eff}} < 11 000$ K) are barely affected by this clipping value of 10 per cent. On the contrary, the closed-bottom simulations ($T_{\text{eff}} > 11 000$ K) exhibit an increase in the diffusion coefficient of 0.2–0.5 dex.

By extending this approach, it is possible to provide an upper limit on the horizontal diffusion coefficient. We probe the most rapidly diffusing layers by considering only the lowest 0.01 per cent of each tracer-density distribution, corresponding to the wings of the tracer densities (see Fig. 4). Given that convective velocities peak just below the photosphere (Tremblay et al. 2015a), it is likely that these are the layers being described by this diffusion coefficient (cyan on Fig. 3). In fact, this case is well represented by

$$D_{\text{aut}} = \frac{1}{3} \frac{d_{\text{gran}}}{\sqrt{v_x^2 + v_y^2}}, \quad (14)$$

as shown by a dashed black curve in Fig. 3, where the characteristic length is half the characteristic granule size, $d_{\text{gran}}$, defined from the emergent intensity. The granule size corresponds most directly to the characteristic size of convective flows in the photosphere (Tremblay et al. 2013b), suggesting that the equation captures the mixing capabilities of the uppermost surface layers. We could not clearly establish the reason for the factor of $\frac{1}{2}$ to the granule size compared to the 1D diffusion equation of (6), but this could be because granule size is a two-dimensional (2D) representation of a 3D process, or that in the definition of granule size a single granule is composed of both a downdraft and an updraft.

The photosphere only contains a small amount of mass compared to the full convection zone, hence equation (14) is unlikely to be a good representation of the overall horizontal mixing of accreted debris in the convection zone. To represent this process, we use instead, as described above, the clipped estimate where the tracer density is 10 per cent or lower than the maximum initial value. By construction of our models (Tremblay et al. 2013a), this corresponds to mixing in surface layers above Rosseland optical depth $\tau_R \leq 1000$. This case is best described by

$$D_{\text{aut}} = \frac{1}{3} \frac{H_{\text{p}}}{\tau_R} \frac{1}{\sqrt{v_x^2 + v_y^2}}, \quad (15)$$

which is shown by a solid black curve in Fig. 3. The characteristic length $H_{\text{p}}$ is the actual pressure scale height that corresponds to the geometrical distance between the photosphere ($\tau_R = 1$) and
the layer below where the pressure drops by a factor \( e \). It is not clear whether the factor of \( H_p^{\text{real}}/2 \) in equation (15), when compared to equation (6), has a fundamental physical justification, as here the diffusion process corresponds to an average over a range of convective layers.

For open-bottom simulations with \( T_{\text{eff}} < 12 \ 000 \ K \), equation (15) may still represent an upper limit on the efficiency of the overall diffusion of accreted material across the stellar surface. The reason is that the lower portions of the convection zones, which are not included in open-bottom simulations, have lower convective velocities and are possibly less efficient to mix material. While this would not necessarily delay the process of achieving a fully homogeneous surface composition across the stellar disc, the actual absolute metal abundances could vary on longer time-scales, as the bottom of the convective zone is still adjusting. A lower limit on horizontal diffusion could possibly rely on using the pressure scale height at the bottom of the convection zone in equation (6).

We provide the results of the tracer-density evolution experiments in Table 1 where one can find the mean horizontal diffusion coefficient in the mixed layers (purple circles in Fig. 3) as \( \log D_{\text{surf}}^{\text{max}} \). We also provide the upper limits (corresponding to the photosphere) on the diffusion coefficient at each effective temperature as \( \log D_{\text{surf}}^{\text{max}} \).

To test the convergence of our results, we also performed a direct tracer experiment on a simulation with twice the spatial extent in the \( x \) and \( y \) dimensions. From CU19, we adapted the simulation C1-2 that was identical in set-up to simulation C1 from the same study – with \( T_{\text{eff}} = 13 \ 500 \ K \), \( \log g = 8.0 \), and box size of \( 150^3 \) – except that the \( x \) and \( y \) dimensions each extended to 15 km, rather than 7.5 km. The results of direct tracer experiments for this simulation are shown in Fig. 3 with open triangles. We find the results of this simulation (C1-2) to be in reasonable agreement with the one with a lesser spatial extent (C1). The minimum diffusion coefficient (pink), which includes the slowest diffusing layers, is in excellent agreement, while the most physical estimate for the diffusion coefficient (\( D_{\text{surf}} \), purple), after the removal of the contribution from the overshoot layers, agrees to within a standard deviation.

By way of comparison to previous studies, Montgomery et al. (2008) derived a horizontal diffusion coefficient of \( 1.5 \times 10^{10} \text{ cm}^2 \text{s}^{-1} \) for the metal-polluted white dwarf G29–38 using white dwarf evolutionary models and stellar parameters constrained by observations. The derived parameters for this star are \( T_{\text{eff}} = 11 \ 400 \ K \) and \( \log g = 8.02 \) (Gentile Fusillo et al. 2019) and using these we can compare the horizontal diffusion coefficient of Montgomery et al. (2008) to those shown in Fig. 3. We see that it is in reasonable agreement with our predicted maximum value \( D_{\text{surf}}^{\text{max}} \) (blue) corresponding to the photosphere. However, it is about an order of magnitude larger than our adopted coefficient (purple) considering mixing over the entire convection zone.

Table 2 contains the diffusion coefficients derived analytically using equations (14) and (15) from mean 3D properties for the grid of the warmer (\( >11 \ 400 \ K \)) convective pure-hydrogen atmospheres at \( \log g = 8.0 \) presented in CU19. These quantities correspond to the black solid and dashed line shown in Fig. 3. In the same table and Fig. 5, we show the same quantities for the grid of cooler (\( <13 \ 000 \ K \)) convective DAs from Tremblay et al. (2013a) for \( \log g = 7.0–9.0 \). The two grids have an overlap in effective temperature between 11 400 and 13 000 K at \( \log g = 8.0 \). In this region, we include only the values for the warmer grid (i.e. that from CU19). We find that the diffusion coefficients where the grids overlap agree to within 0.06 dex, well within the estimated uncertainty of 0.1 dex. We also present the diffusion coefficients across the grid of helium-rich models with \( \log (\text{H}/\text{He}) = −10.0 \) published by Cukanov et al. (2019). These are given in Table 3 and Fig. 6.

### 3.2 Surface spreading

In the following, we consider two idealized geometries of accretion. First, we examine instantaneous accretion on to a point source. In nature, this could arise from, for instance, the direct impact of an asteroid. Probabilistic arguments suggest that this scenario could provide of the order of 1–2 per cent of metals in white dwarfs. None the less, it allows for a highly idealized problem set-up and bears relevance for the decreasing phase at the end of any steady-state accretion.

Secondly, we consider the more likely scenario of continuous accretion on to a point. This would correspond to the canonical model of debris from a disc constantly feeding the white dwarf surface. Both models can be scaled to account for equatorial accretion, rather than accretion on to a spot. If the white dwarf possesses a sufficiently strong magnetic field, material may be channelled towards the poles (Metzger et al. 2012). This scenario is well described by our second model, where material is constantly fed to two spots, rather than one. We revisit the importance of magnetic fields regarding the delivery of material to the surface in Section 4.3 and the impact of magnetic fields on convective instabilities in Section 4.1.1. In the following, we focus our modelling on the transport of material due to convective motions after it arrives at the surface.

#### 3.2.1 Instantaneous accretion

We begin by considering the evolution of a system whereby a large quantity of a passive scalar is instantaneously delivered either to a point on the white dwarf surface or equatorially, e.g. from an accretion disc.

In the first model, to account for the large range of timescales involved, we consider the spreading and sinking to be governed by two independent, 1D equations. One governs the horizontal spreading of material and assumes that the passive scalar concentration is restricted to the convection zone. The other
Table 2. Diffusion coefficients defined by equation (15) for pure-hydrogen DA white dwarf atmospheres. Computed using mean 3D quantities from a grid of cool DAs (less than 13,000 K) from Tremblay et al. (2013a), except for those with 11,600 K ≤ $T_{\text{eff}}$ ≤ 18,000 K and log $g$ = 8.0, which were computed using the grid of deep simulations from CU19. The simulations leading to the results in this table utilized a non-grey opacity scheme for the radiative transfer. We also show the upper limit on the diffusion coefficient (corresponding to the photospheric layers) defined by equation (14). The real effective temperature of a simulation can stabilize at a slightly different effective temperature to the desired value. To represent this, we include the quantity $\Delta(T)$ such that the true effective temperature is given by $T_{\text{eff}} + \Delta(T)$. An explicit error is not available for these results, but we note that typical statistical errors from the direct diffusion experiments (Table 1) were of the order of $\sigma (\log D_{\text{surf}}) \approx$ 0.1. An additional source of uncertainty arises in Fig. 3 from the imperfect fit of the directly derived diffusion coefficients to those computed from physical parameters. We find that at the warmest end of the grid the difference is as large as 0.2 and 0.4 dex for $D_{\text{surf}}$ and $D_{\text{surf}}^{\text{max}}$, respectively.

| $T_{\text{eff}}$ (K) | log $g$ (cm s$^{-2}$) | $\Delta(T)$ (K) | log $D_{\text{surf}}$ (cm$^2$ s$^{-1}$) | log $D_{\text{surf}}^{\text{max}}$ (cm$^2$ s$^{-1}$) |
|----------------------|----------------------|------------------|----------------------|----------------------|
| 7000                 | 7.00                 | +46              | 9.38                 | 9.88                 |
| 8000                 | 7.00                 | +27              | 9.63                 | 10.19                |
| 9000                 | 7.00                 | +25              | 9.88                 | 10.47                |
| 9500                 | 7.00                 | +21              | 10.03                | 10.64                |
| 10,000               | 7.00                 | +18              | 10.25                | 10.88                |
| 10,500               | 7.00                 | +40              | 10.45                | 11.13                |
| 11,000               | 7.00                 | +40              | 10.40                | 11.09                |
| 11,500               | 7.00                 | +1               | 10.24                | 10.80                |
| 12,000               | 7.00                 | +1               | 10.14                | 10.64                |
| 12,500               | 7.00                 | +1               | 9.93                 | 10.40                |
| 13,000               | 7.00                 | +3               | 9.79                 | 10.30                |
| 6000                 | 7.50                 | +65              | 8.42                 | 8.83                 |
| 7000                 | 7.50                 | +33              | 8.78                 | 9.22                 |
| 8000                 | 7.50                 | +17              | 9.02                 | 9.55                 |
| 9000                 | 7.50                 | +15              | 9.24                 | 9.84                 |
| 9500                 | 7.50                 | +49              | 9.37                 | 9.98                 |
| 10,000               | 7.50                 | +7               | 9.53                 | 10.15                |
| 10,500               | 7.50                 | +0               | 9.71                 | 10.37                |
| 11,000               | 7.50                 | −62              | 9.87                 | 10.39                |
| 11,500               | 7.50                 | −2               | 9.95                 | 10.70                |
| 12,000               | 7.50                 | −1               | 9.87                 | 10.55                |
| 12,500               | 7.50                 | +0               | 9.76                 | 10.32                |
| 13,000               | 7.50                 | +2               | 9.67                 | 10.18                |
| 6000                 | 8.00                 | −3               | 7.82                 | 8.28                 |
| 7000                 | 8.00                 | +11              | 8.16                 | 8.60                 |
| 8000                 | 8.00                 | +34              | 8.41                 | 8.91                 |
| 9000                 | 8.00                 | +36              | 8.63                 | 9.22                 |
| 9500                 | 8.00                 | +18              | 8.73                 | 9.32                 |
| 10,000               | 8.00                 | +25              | 8.85                 | 9.46                 |
| 10,500               | 8.00                 | +32              | 9.01                 | 9.65                 |
| 11,000               | 8.00                 | +5               | 9.15                 | 9.81                 |
| 11,500               | 8.00                 | +29              | 9.33                 | 10.02                |
| 11,600               | 8.00                 | +41              | 9.37                 | 10.09                |
| 12,000               | 8.00                 | +8               | 9.45                 | 10.16                |
| 12,500               | 8.00                 | +9               | 9.42                 | 10.16                |

Equation relaxes the massless assumption, allowing the accreted material to sink via microscopic diffusion processes, i.e., gravitational settling. Clearly, this problem set-up is a strong simplification but it allows for a simple analytical formulation of the problem. The analytical approach refers to the problem set-up outlined in Section 2.2.

Fig. 7 shows the time required, $t_{\text{cover}}$, for the metal abundance at the white dwarf surface to homogenize. From black to grey, this is shown for increasing levels of homogeneity, namely contrasts of $\Delta Z = 0.001, 0.1, 0.37, and 0.99$. The vertical diffusion (sinking) times from Koester et al. (2020) are shown in dotted purple for eight elements across the full effective temperature range. The mean sinking time arising from the model of convective overshoot (CU19) is shown in green for effective temperatures between 11,400 and 18,000 K. For comparison, our updated estimate of a typical disc lifetime is shown in dashed blue, with the associated error (see Section 4.1.5). We find moderate dependence on whether the accretion is spot-like or equatorial from this model. The expected behaviour that equatorial homogenization faster is recovered, but the difference is no more than a factor of 3.

We introduce in Fig. 8 the ratio of the spreading time, $t_{\text{cover}}$, and the sinking time, $t_{\text{sink}}$. This dimensionless quantity is a metric by which we will assess the capability of a white dwarf envelope to efficiently spread material. One can consider that when this ratio is below unity we will assess the capability of a white dwarf envelope to efficiently spread material. One can consider that when this ratio is below unity the surface layers are able to spread material out quicker than it sinks. In this figure, we show the $t_{\text{cover}}/t_{\text{sink}}$ ratio for $t_{\text{cover}}$ corresponding to $\Delta Z = 1/e \approx 0.37$, i.e., chemical abundance variations of less than a factor of $\approx 3$. 
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Figure 5. Horizontal diffusion coefficients for pure-hydrogen white dwarf models defined using mean 3D values derived from the grid of models presented in Tremblay et al. (2013a). Diffusion coefficients are derived using equation (15) (circles, solid lines) and equation (14) (plusses, dotted lines). The latter represents photospheric diffusion that serves as an upper limit on the horizontal diffusion coefficient, $D_{\text{surf}}$. The mean error on the diffusion coefficients derived from direct diffusion experiments (Table 1) was found to be $\sigma(\log D_{\text{surf}}) = 0.1$, which we adopt as an estimate for the error on points shown in this figure. The surface gravity ($\log g$) of each line pair is shown in the corresponding colour. All values shown here are displayed in Table 2.

3.2.2 Continuous accretion

So far, we have considered the scenario that the accreted metals arrive in a small region on the surface at one instant in time. This would correspond to a direct-impact-type scenario and is considered one of the least likely sources of accretion at white dwarfs (Wyatt et al. 2014). We have also required that the metals remain confined to the surface when modelling the spreading. We now relax these criteria and go on to consider the scenario in which a white dwarf accretes for a prolonged period with constant accretion rate. This would represent the stable accretion of material from a debris disc.

To model the behaviour of the metals at the surface of the white dwarf in such a system, we adopt a two-zone model. In this model, the horizontal diffusion coefficient, $D_{\text{surf}}$, is confined to some upper region and a lower adjacent region has a drift velocity in the vertical direction, $v_{\text{drift}}$. This describes the physical scenario of a trace concentration being removed from a mixed region at the surface with a drift velocity in the vertical direction defined at the base of said region.

The equation describing the evolution of this scenario is as follows:

$$\frac{\partial u}{\partial t} = (D_{\text{surf}}) \nabla^2 u - v_{\text{drift}} \frac{\partial u}{\partial z},$$

where $u = u(x, y, z, t)$ is the concentration of a passive scalar depending on depth, surface position, and time. Once this system has reached a steady state, the equation reduces to

$$(D_{\text{surf}}) \nabla^2 u = v_{\text{drift}} \frac{\partial u}{\partial z},$$

For a constant flux delivered to $x = y = 0$, this equation has the analytical solution of the form

$$u(x, y, z) \propto z^{-1/2} \exp \left( -\frac{(x + y)^2}{A z} \frac{v_{\text{drift}}}{D_{\text{surf}}} \right),$$

where $A = 8$ in 3D and $A = 4$ in 2D ($y = 0$), $z$ is the vertical extent of the surface zone, $v_{\text{drift}}$ is the vertical diffusion velocity at the base of the surface zone and $x$ is the horizontal extent of the surface. We are interested in the global spreading properties that for a spot would require $x = y = \pi R_{\text{WD}}$ and for an equatorial belt would require $x = y = \pi R_{\text{WD}}/2$. Thus, in the case of a white dwarf with equatorial accretion, for convection to be efficient at spreading before material...
sinks requires
\[
\frac{(\pi R_{WD}/2)^2 v_{\text{drift}}}{4 z_{cvz} D_{\text{surf}}} \lesssim 1,
\]
where \(z_{cvz}\) is the depth of the convection zone and \(v_{\text{drift}}\) represents a characteristic velocity for the settling of a trace amount of metal out of the convection zone. This can also be written as
\[
\frac{t_{\text{spread}}}{t_{\text{sink}}} \lesssim 1,
\]
where the transport time-scales are estimated as
\[
t_{\text{spread}} = \frac{(\pi R_{WD}/2)^2}{4 D_{\text{surf}}},
\]
\[
t_{\text{sink}} = \frac{z_{cvz} v_{\text{drift}}}{D_{\text{surf}}}.
\]
For the drift velocity, we adopt the vertical diffusion velocity at the base of the mixed region. Fig. 9 shows the diffusion velocity for O, Mg, Si, Ca, and Fe computed at the lower Schwarzschild boundary (pink-dotted) and at the base of the overshoot region (purple-solid) taken from the diffusion calculations of Koester et al. (2020) and overshoot determination of CU19, respectively. As was shown by the latter, convective instabilities arise at 18 000 K. In the radiative regime (\(T_{\text{eff}} > 18 000\) K), diffusion velocities are given at an optical depth (\(\tau_R\)) of \(\sim 1\). We caution that none of these models include the effects of radiative levitation and thermohaline mixing that may become important in the radiative regime (Chayer, Fontaine & Wesemael 1995a; Chayer et al. 1995b; Bauer & Bildsten 2018).

We plot the left-hand side of equation (19) in Fig. 10 in grey circles and we include the results with (solid) and without (open) overshoot. We also reproduce the results for instantaneous accretion (see Fig. 8) in purple, again with (solid) and without (dotted) overshoot. We find that the two models make almost entirely overlapping predictions on the ability of a white dwarf to homogenize its surface within a diffusion time-scale.

The models we have presented highlight the horizontal mixing capabilities across the full range of convective H-atmosphere white dwarfs. In Figs 3 and 5 and Table 2, we provide the horizontal diffusion coefficients for all convective pure-H atmosphere white dwarfs with surface gravities (\(\log g\)) of 7.0–9.0. For brevity, in this study we have only compared those at \(\log g = 8.0\) with vertical diffusion coefficients (Figs 7, 8, and 10), as the results are similar for other surface gravities but with a small shift in effective temperature. The effect of trace metals in H-rich model atmosphere calculations is very small or negligible; hence, our results directly apply to DAZ white dwarfs. We now go on to consider the surface spreading behaviour in helium-atmosphere white dwarfs.
Figure 8. The ratio of the spreading and sinking time-scales, $t_{\text{cover}}$ and $t_{\text{sink}}$, is shown here in purple across the range of effective temperatures considered in this study for H-rich atmospheres with $\log g = 8.0$. As with Fig. 7, the top and bottom panels correspond to accretion on to a spot and accretion on to the equator, respectively. The red horizontal line indicates where the time-scales are equal. Dotted lines correspond to the 1D vertical diffusion times of Koester et al. (2020), while thick solid lines are the results of CU19 taking into account convective overshoot. The spreading time-scale is defined for a maximum abundance contrast of $\Delta Z = 0.37 \approx 1/e$.

Figure 9. Vertical diffusion velocities for O, Mg, Si, Ca, and Fe defined at the base of the mixed region for H-rich atmospheres with $\log g = 8.0$. Diffusion velocities at the lower Schwarzschild boundary (CVZ) are taken from updated tables of Koester et al. (2020), while thick solid lines are the results of CU19 taking into account convective overshoot. The spreading time-scale is defined for a maximum abundance contrast of $\Delta Z = 0.37 \approx 1/e$.

Figure 10. Comparison of two models, instantaneous accretion (purple lines) and continuous accretion (grey circles), in the comparison of spreading and sinking time-scales for H-rich atmospheres at $\log g = 8.0$. The instantaneous accretion model is shown where the vertical sinking velocity, $v_{\text{drift}}$, is either given by the 1D mixing length theory results of Koester et al. (2020) or from the 3D overshoot results of CU19 (see Fig. 9) in dotted or solid, respectively. The spreading time-scale is defined for a maximum surface abundance contrast of $\Delta Z = 0.37$ from equatorial accretion (reproduced from lower panel; Fig. 8). The latter model – continuous accretion – is expressed by the left-hand side of equation (19) as a mean across the elements O, Mg, Si, Ca, and Fe. The overshoot and no overshoot description of the continuous accretion case is indicated by filled and open circles, respectively.

3.2.3 Surface spreading in He-atmosphere white dwarfs

Approximately half of the known polluted white dwarfs have helium-rich atmospheres (Farihi et al. 2016). In this section, we repeat some of the procedures detailed in the previous sections to provide a picture of the mixing capabilities of He-atmosphere white dwarfs as they cool. The lower panel of Fig. 11 shows the ratio of the spreading and sinking times for our 3D grids of pure-He (pink) and pure-H (green) model atmospheres. A 3D correction for convective overshoot is not readily accessible for the DBs – requiring an overshoot study similar to CU19 for the early convective DBs. This is outside the scope of this work, where we instead adopt an arbitrary overshoot correction of one pressure scale height of additional mixing below the lower Schwarzschild boundary. A comparison of the solid and dotted pink lines in Fig. 11 shows that this assumption does not significantly impact the results of the pure-He models. Given that the majority of metal-polluted DBs have effective temperatures less than 25 000 K, this figure suggests that metal-polluted DBs are far more likely to be homogeneously mixed within a diffusion time-scale. While there are no 3D simulations of helium-rich atmospheres cooler than 12 000 K (DC, DZ, and DQ white dwarfs), diffusion time-scales calculated from 1D model atmospheres suggest that $t_{\text{spread}}/t_{\text{sink}}$ plateaus at values in the range of $10^{-2}$–$10^{-3}$, depending on trace hydrogen and metal abundances.

4 APPLICATION TO WHITE DWARF POPULATION

For any white dwarf, the numerical solution of equation (16), using the horizontal diffusion coefficients presented in this paper
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to observe photometric or spectral variability in a white dwarf, we need to consider the amplitude, periodicity, and total duration of a predicted contrast, which depend on further physical variables. In addition to (1) the white dwarf atmospheric parameters (spreading and sinking times), we must also consider (2) the geometry of accretion, (3) the instantaneous accretion rate, (4) the duration of the event (e.g. the disc lifetime combined with the sinking time), and (5) the white dwarf rotation period and inclination with respect to the line of sight. Fortunately, some of these quantities are observationally or theoretically constrained and limiting cases are sometimes sufficient when considering the white dwarf population as a whole.

4.1 Variables

4.1.1 Accretion geometry

To predict the time evolution of surface inhomogeneities on white dwarfs, one should consider the initial distribution of metals on to the white dwarf surface, whether that be a spot or multiple spots as seen in the Shoemaker–Levy 9 disruption and accretion of an asteroid on to Jupiter (Brown et al. 2017), a stable accretion disc funnelling material either to an equatorial belt or to the poles (Wyatt et al. 2014; Farhi et al. 2018), or a near-homogeneous (spherical) deposition. We emphasize that we obtain a trivial result if accretion is fully spherical, in which case the surface is homogeneous and diffusion is only of relevance in the radial direction, where 3D convective effects nevertheless still play a role. We will consider the relevance and motivation for each of these scenarios in the following.

4.1.2 Direct impacts

To understand how prevalent direct impacts are as a source of observed metal pollution, one must consider the likelihood of an asteroid colliding directly with the white dwarf surface. A key input to this problem is whether an asteroid can survive the tidal forces as it approaches the white dwarf. This can be quantified with the Roche radius that describes the distance at which a substellar body, held together by its own self-gravity, will succumb to the tidal forces of the white dwarf and tidally disrupt. From Veras et al. (2017), the Roche radius for a white dwarf can be written (equation 1 of Bear & Soker 2013) as

$$R = 0.65 R_\odot C \left( \frac{M_{\text{WD}}}{0.6 M_\odot} \right)^{1/3} \left( \frac{\rho}{3 \text{ g cm}^{-3}} \right)^{-1/3},$$

where \( \rho \) is the density of the substellar body and \( C = 1.3–2.9 \) accounts for additional variables not explicitly included here such as strength and shape.

If a given substellar body is assumed to be a strengthless rubble pile, the Roche radius is typically \( R_{\text{Roche}} \sim 100 R_{\text{WD}} \). This implies that direct impacts are unlikely to contribute more than 1–2 per cent of metal pollution at white dwarfs (Wyatt et al. 2014). If the substellar body has internal strength, however, the Roche radius is decreased (Veras 2016) and such high-strength objects can survive many passes within the rubble pile Roche radius of the white dwarf. For instance, the planetesimal observed at SDSS J1228+1040 (Manser et al. 2019) lies at 0.73 \( R_\odot \), which is 25 per cent within what is typically considered the white dwarf’s rubble pile Roche radius. The existence of such a system provides evidence that solid bodies can exist within the Roche radius, and thus direct impacts cannot be ruled out as unphysical. However, the frequency of metal pollution in white dwarfs with short sinking times (i.e. hydrogen-rich DAZ white dwarfs) strongly supports a model of (continuous) accretion from a long-lasting source, such as an accretion disc.
4.1.3 Accretion discs

If a substellar body comes within a Roche radius and does not result in a direct impact, it most likely suffered tidal disruption, forming a disc of dust and gas. There is significant evidence that the bulk of metal pollution at white dwarfs arrives this way. For one, warm DAZs have sinking time-scales of the order of days to years, so the likelihood of observing them is low, unless the source of material has longevity. Furthermore, the observed frequency of IR excess due to dust at metal-polluted white dwarfs confirms the importance of this scenario (Rocchetto et al. 2015). Once a disc is formed, it is likely to accrete (quasi-)continuously driven by drag forces (Rafikov 2011; Metzger et al. 2012). This provides the ongoing source of material at white dwarfs, but constraints on where the material arrives on the stellar surface are inexistent.

It has been shown that magnetic fields are likely to play an important role in the trajectory of material between the disc and the white dwarf surface. The Alfvén radius describes the distance at which the magnetospheric and disc stresses equalize, allowing a surface magnetic field to dynamically alter the trajectory of in-falling material. If the surface magnetic field is dipolar, the Alfvén radius for a gas disc accreting on to a white dwarf can be written (Ghosh & Lamb 1978) as

$$R_A \approx \left( \frac{3B_{\text{WD}}^2 R_{\text{WD}}^6}{2M \sqrt{GM_{\text{WD}}}} \right)^{2/7}, \quad (24)$$

where $B_{\text{WD}}$ is the surface field strength and $M$ is the accretion rate. For a white dwarf with mass $M_{\text{WD}} = 0.6M_\odot$ and radius $R_{\text{WD}} = 9.0 \times 10^8\text{ cm}$, this becomes

$$\approx 0.52 R_\odot \left( \frac{B_{\text{WD}}}{1\text{ kG}} \right)^{4/7} \left( \frac{M}{10^{16}\text{ g s}^{-1}} \right)^{-2/7}. \quad (25)$$

If the Alfvén radius is smaller than the white dwarf radius ($R_A < R_{\text{WD}}$), then accretion from a disc is most likely to land in an equatorial belt on the white dwarf surface. On the other hand, if $R_A > R_{\text{WD}}$, then any material within the Alfvén radius, and external to the white dwarf, is likely to be magnetically driven, i.e. towards the magnetic poles. Metzger et al. (2012) showed that fields as weak as 0.1–1 kG were sufficient to affect the flow of gas near the sublimation radius around white dwarfs. The authors pointed out two caveats to this prediction. First, current observations constrain the total surface magnetic field, of which the dipole may only be a minor component, and secondly, debris in actively accreting systems could be diamagnetically screened, essentially exposed to systematically lower magnetic fields.

Another geometric possibility is accretion through multiple mis-aligned discs/rings, only a fraction of which are within our line of sight. Asteroids scattered to the Roche radius are highly unlikely to all be in the same plane. In fact, they could easily vary in inclination. Mustill et al. (2018) showed that the orbital inclinations of bodies as they cross the Roche limit are roughly isotropic. While we have only modest constraints on the accretion geometry at metal-polluted white dwarfs, a comparison can be drawn with a better studied class of accreting white dwarf system, CVs.

4.1.4 Analogy to accretion on CVs

The hypothesis of magnetically driven accretion is observationally confirmed for the highly magnetic CVs (polars) such as AM Herculis (Gänsicke et al. 2001; Schwope et al. 2020). However, although they provide the closest, well-studied analogy to debris-accreting white dwarfs, it is important to understand that the range of accretion rates of $10^7$–$10^{11}\text{ g s}^{-1}$ estimated for metal-polluted white dwarfs (Fig. 12) is 5–10 orders of magnitude lower than that observed in CVs.

In the equatorial accretion belt scenario, material is slowed down from Keplerian velocities in the inner disc to the rotation velocity of the white dwarf. Since the free-fall velocity for a white dwarf is $\sim 1000\text{ km s}^{-1}$, compared to rotational velocities of the order of 1–10 km s$^{-1}$, that must involve significant shear, turbulence, shocks, and mixing above the white dwarf atmosphere. For CVs, Patterson & Raymond (1985) found that if the accretion rate is sufficiently high ($M > 10^{16}\text{ g s}^{-1}$) the accretion disc may survive all the way down to the white dwarf surface. For lower accretion rates ($M < 10^{16}\text{ g s}^{-1}$), still orders of magnitude above the range observed for metal-polluted white dwarfs, they found that the disc was likely to evaporate before reaching the white dwarf surface, forming a more diffusive equatorial belt, or even a spherical shroud, covering much larger latitudes. A theoretical study by Meyer & Meyer-Hofmeister (1994) considered the accretion disc around dwarf novae. They found that a siphon flow is capable of evaporating some of the inner disc, leading to a hole between the white dwarf surface and the inner disc. These studies support the idea of close-to-spherical accretion for CVs with low accretion rates ($M < 10^{16}\text{ g s}^{-1}$). However, Piro & Bildsten (2004) found the mixing region to be relatively small and restricted to less than 1 deg of the equator.

Figure 12. Accretion rates (top panel) and lower limit on the accreted mass (bottom panel) for a sample of 19 H-rich DAZ (open, black) and 11 DBZ/DZ (solid, blue) white dwarfs with a detected IR excess from Farihi et al. (2016). The overshoot correction for the DAZs is shown (solid, black), and connected to the no-overshoot case with dotted green lines for clarity.
4.1.5 Modelling disc lifetimes

With enhanced mixing from convective overshoot (CU19), our new diffusion models can be used to revisit and update a known issue with metal accretion rates and duty cycles across the population of all polluted white dwarfs, especially the distinct behaviour of H-rich versus He-rich atmospheres. It has been known for some time that, all else being equal, if identical calculations are made for instantaneous accretion rates on to known DAZ stars and known DBZ or similar He-rich stars, there is a sizable gap between the two inferred rates for each subpopulation (Girven et al. 2012). Based on the new results presented in this work and in CU19, these accretion rate inferences and their implications are updated.

H-atmosphere white dwarfs permit instantaneous accretion rate inferences based on their relatively short diffusion time-scales, which reduce the full evolutionary accretion behaviour to a simple equation (Jura et al. 2009, equation 1). This is not the case for He-dominated atmospheres because their sinking time-scales are sufficiently long that the full differential equation is not immediately solvable without a knowledge of the full history. Nevertheless the same, simple equation can be applied to better understand the population as a whole, and to put both H- and He-atmosphere stars on to the same footing (Farihi, Jura & Zuckerman 2009). Previous work has shown that when this is done carefully with the most up-to-date models at the time, and assuming the same fractional representation of metal abundance by primary atmospheric constituent, there is a notable difference where some of the He-atmosphere stars exhibit accretion rates that are orders of magnitude larger than the largest H-atmosphere accretion rates (Girven et al. 2012).

Assuming that the accretion rate is constant and that the accretion and diffusion (atmospheric settling) processes have reached a steady state, the rate of accretion can be estimated following Koester (2009) as

\[ M_t = \sum_i X_i M_{cvz} \tau_i, \]  

(26)

where \( X_i \) is the atmospheric abundance of element \( i \), \( M_{cvz} \) is the mass of the convectively mixed surface layers, and \( \tau_i \) is the diffusion time-scale at the base of the mixed region. It must be kept in mind that these are not true accretion rates, but an average over the past sinking time-scale, where the calculation simply takes the mass of metals currently in the mixing layer and divides by a characteristic sinking time-scale. Nevertheless, they are informative in at least two ways. The first is in the numerator of this calculation, which represents the total mass of metals currently within the outer, visible and well-mixed layers of the star. The difference between the H- and He-atmosphere stars indicates that metals continue to accumulate far longer than a typical sinking time-scale for H-atmosphere white dwarfs, and this difference has been used to calculate a typical disc lifetime (Girven et al. 2012). Specifically, if one takes the larger mass of metals that can be inferred within He-atmosphere stars, and divides by the instantaneous accretion rate inferences for H-atmosphere stars, the outcome has dimensions of time, which can be interpreted as a disc lifetime, if the accretion rate is constant over a typical He-atmosphere sinking time-scale.

The second difference is in the accretion rates themselves. When the ongoing accretion rates for H-atmosphere stars are compared with the time-averaged accretion rates for He-atmosphere stars, there is a similar, stark difference, and the only hypothesis in the literature suggests this is likely due to highly variable accretion rates (Farihi et al. 2012). The idea is straightforward: Only modest accretion rates are seen to be ongoing currently via H-rich white dwarfs, but over a typical, Myr time-scale for metal diffusion in He-rich white dwarfs, there have been high-rate bursts that are not yet witnessed as ongoing. This result implies that the empirical disc lifetime estimates made from these calculations are uncertain at best, but it does provide a constraint on the duty cycle of high- and modest-rate accretion for the population of white dwarfs as a whole, from which further tests might be made.

In Fig. 12, the new model calculations provide updated accretion rates and accreted masses for white dwarfs with confirmed IR excess. It is most noteworthy that they corroborate the previous findings discussed above; that is, there remains a gap between the time-averaged accretion rates for H-atmosphere stars and the instantaneous accretion rates for H-atmosphere stars. Table 4 provides the mean accretion rates for DAZ stars and accreted masses for DBZ stars with confirmed IR excess, values which we will use in the following discussion regarding disc lifetimes.

Girven et al. (2012) derived a crude estimate for the lifetime of a disc of disrupted planetesimals around a white dwarf to be

\[ t_{disc} \sim \frac{\langle M_{DBZ/DBZ, disc} \rangle}{\langle M_{DAZ, disc} \rangle}, \]

(27)

where \( \langle M_{DAZ, disc} \rangle \) is the mean inferred accretion rate at warm polluted hydrogen-rich DAZ stars and \( \langle M_{DBZ/DBZ, disc} \rangle \) is the mean mass of metals enclosed in He-rich (DBZ and DZ) white dwarf convection zones, with both quantities derived from a sample of white dwarfs with confirmed IR excess. As discussed before, this calculation assumed a Jura-like disc model and a constant accretion rate over the full sinking time-scale. In these calculations, it is estimated that Ca makes up to 1.6 per cent of the accreted material, a value characteristic of the bulk Earth abundance. Girven et al. (2012) found for the 13 DAZ white dwarfs with IR excess confirmed with Spitzer the mean accretion rate to be \( \langle M_{DAZ, disc} \rangle = 9.7 \times 10^6 \text{ g s}^{-1} \). The average total accreted mass for the eight DBZ/DZ stars with confirmed IR excess was found to be \( \langle M_{DBZ/DZ, disc} \rangle = 4.1 \times 10^{22} \text{ g} \). The accretion rates and accreted masses span orders of magnitude in range (see Fig. 12), and thus the authors favoured a logarithmic mean, such that the mean accretion rate in the DAZ stars was found to be \( \langle \log M_{DAZ, disc} \rangle = 8.8 \text{ g s}^{-1} \) and mean total accreted mass in the DBZ/DZ stars \( \langle \log M_{DBZ/DZ, disc} \rangle = 21.9 \text{ g} \). This led to a disc lifetime estimate of \( \langle t_{disc} \rangle = 5.6 \pm 1.1 \text{ yr} \).

We revisit this disc lifetime estimate using the same set of assumptions as in the Girven et al. (2012) study and repeat the same analysis with the now slightly larger sample of metal-polluted white dwarfs that exhibit IR excess (Farihi et al. 2016). This comprises 19 hydrogen-rich DAZ stars and 11 DBZ/DZ stars, with the accreted masses and accretion rates shown in Fig. 12. We consider two definitions of the DAZ accretion rates. One with the base of the mixed region defined at the lower Schwarzschild boundary, akin to standard 1D accretion–diffusion calculations. Secondly, we include the overshoot correction of CU19.

In the no-overshoot picture, we find the mean accretion rate in the DAZ stars to be \( \langle \log M_{DAZ, disc} \rangle = 8.6 \text{ g s}^{-1} \) and mean total accreted mass in the DBZ/DZ stars \( \langle \log M_{DBZ/DZ, disc} \rangle = 22.4 \text{ g} \). This gives rise to a disc lifetime estimate of \( \langle t_{disc} \rangle = 6.3 \pm 1.4 \text{ yr} \). We find that the new observed sample with the updated sinking times from Koester et al. (2014) supports a longer disc lifetime (Myr) than the earlier estimate of Girven et al. (2012). Without overshoot, the disc lifetime estimate has increased by almost an order of magnitude, though due to the large uncertainties in this calculation the two estimates are still consistent.

The inclusion of convective overshoot in the analysis yields a disc lifetime estimate that is just 0.2 dex shorter than its non-overshoot lifetime estimate.
counterpart. This is a direct consequence of the fact including an overshoot correction to the DAZ stars increases their mean accretion rate by 0.2 dex to \((\log M_{\text{DAZ, disc}}) = 8.8 \, \text{g s}^{-1}\). This relatively small 3D correction is in part because a third of the DAZ stars in the sample have effective temperatures above 18 000 K for which there is no overshoot correction. For white dwarfs with \(T_{\text{eff}} < 11 400\,\text{K}\), we use the correction applied to the coolest end of the overshoot grid. The mean total accreted mass of the DBZ/DZ stars is also expected to increase with the inclusion of convective overshoot but detailed modelling of this mixing process in helium-atmosphere white dwarfs is beyond the scope of this work. We therefore propose a disc lifetime estimate of \(t_{\text{disc}} = 6.1 \pm 1.4\,\text{yr}\). Whether or not the accretion–diffusion calculations include convective overshoot, both sets of models support the hypothesis of highly variable accretion rates over the Myr time-scales that are typical for metal diffusion in He-atmosphere stars. Although the difference is now smaller with the CU19 overshoot models, the likelihood of catching a high-rate burst in the future, in real time, may be possible with an increasingly large sample of DAZ spectra via large and ongoing surveys. Furthermore, these high-rate bursts of accretion should be accompanied by higher rates of X-ray production and might be detectable (Farihi et al. 2012) by surveys such as eRosita.

### 4.2 Predicting variability

Identifying the parameter space of metal-polluted white dwarfs most likely to exhibit spectral variability would be of great advantage for observational campaigns. The parameter space is defined by many independent variables including, but not limited to, vertical sinking time-scale, horizontal spreading time-scale, disc lifetime, and accretion geometry. Given the number of independent variables, we split our discussion based on white dwarf temperature and spectral type, which are readily available observational quantities.

#### 4.2.1 Cool H-atmosphere white dwarfs

Below 10 000 K, H-atmosphere white dwarfs have relatively large convection zones and long sinking time-scales. For instance, metals will stay visible for at least 10 kyr at 7000 K, but it could be 2–3 orders of magnitude longer when considering the disc lifetime and phase of decreasing abundance. Fig. 10 shows that convection is efficient at spreading metals across the surface in this regime, under any accretion geometry or whether it is instantaneous or continuous. Indeed, the time to homogenize the surface such that global variations are less than 50 per cent takes only \(\sim 1000\,\text{yr}\). Thus, surface variations could only be observed during the increasing, non-steady phase of accretion, which is less than 0.1 per cent of the disc lifetime. Thus, the probability of finding a heterogeneous surface is very low.

#### 4.2.2 Warm H-atmosphere white dwarfs

Above 13 000 K, a DA white dwarf will have a convection zone that is relatively small in radius and mass \((\log M_{\text{cvz}}/M_{\text{WD}} \lesssim -14)\) with maximum convective velocities of the order of 1 km s\(^{-1}\). Fig. 10 shows that such a star is unable to effectively homogenize its surface, regardless of whether accretion is instantaneous or continuous over a disc lifetime. The reason for this behaviour is that any metals accreted do not have enough time to travel across the stellar surface before they diffuse out of the convection zone. For temperatures above 18 000 K, no convective instabilities are expected to develop in DA white dwarf atmospheres; i.e. those are so-called radiative atmospheres. Thus, our improved convective model is not directly relevant. In this regime, thermohaline instabilities may be the dominant form of surface mixing (Bauer & Bildsten 2019). These instabilities have similar sizes and time-scales compared to convection in the vertical direction, but it is unlikely they contribute significant spreading in the horizontal direction (Garau 2018); hence, we expect spreading times in warm radiative white dwarfs to be similar to those of warm convective objects. As a consequence, it is unlikely that thermohaline mixing can lead to significantly more homogeneous stellar surfaces than predicted in this work.

If the accretion rate is variable in time, additional variations are expected over the sinking time, which – in the case of white dwarfs above 13 000 K – is of the order of days to months (see Fig. 7). Radiative levitation must also be considered when predicting such temporal abundance variations. Overall, we predict that all DAZ white dwarfs above 13 000 K are expected to show surface inhomogeneity. The only known physical mechanism that would be able to prevent this outcome is near-spherical accretion geometry.

### 4.2.3 H-atmospheres at intermediate temperatures

We see in Fig. 10 that the inclusion of convective overshoot makes a considerable impact on the homogenizing efficacy of the surface layers. Because overshoot has no impact on the horizontal diffusion coefficient, one can explain this as a direct consequence of the longer sinking times that result from including overshoot in the modelling (because the base of the mixed region is in deeper, slower diffusing layers). Furthermore, solving equation (16) for continuous accretion

| \(\langle \log M_{\text{DAZ, disc}} \rangle \) (g s\(^{-1}\)) | \(\langle \log M_{\text{DBZ/DZ, disc}} \rangle \) (g) | Overshoot? | \(N_{\text{DAZ}}\) | \(N_{\text{DBZ}}\) |
|---|---|---|---|---|
| Girven et al. (2012) | 8.8 ± 0.4 | 21.9 ± 1.1 | ×× | 13 | 8 |
| This work | 8.6 ± 0.5 | 22.4 ± 1.4 | ×× | 19 | 11 |
| 8.8 ± 0.5 | 22.4 ± 1.4 | ✓× | 19 | 11 |
should in principle include the depth dependence of the horizontal diffusion coefficient (Fig. 5), which is likely to result in a relatively complex surface abundance profile with extended low-abundance tails corresponding to the faster photosphere spreading. Therefore, it is difficult to predict a firm outcome for hydrogen-dominated DA white dwarfs in the range of 10 000–13 000 K.

We note that this temperature range corresponds to the quickest spreading time, with variations expected to smear out within 100 yr (see Fig. 7). This is a direct consequence of the diffusion coefficient experiencing a maximum at this temperature (i.e. the log \( g = 8.0 \) track of Fig. 5), which is directly tied to this being the peak in convective velocities. However, this is somewhat balanced out by the relatively short sinking time-scales of the order of 1–100 yr.

4.2.4 Helium-rich atmospheres

Convective instabilities in white dwarf surface layers are driven by the opacity of the dominant atmospheric constituents. For DAs, the hydrogen opacity is maximal around 12 000 K, whereas for DBs the helium opacity peaks around 28 000 K. One might thus expect a similarity between the two evolutionary tracks, offset by \( \approx 16 000 \) K. An examination of Fig. 11 reveals such behaviour. We see that DB white dwarfs with effective temperatures cooler than \( \approx 30 000 \) K are very efficient at moving accreted metals across the surface and that they are likely to be fully mixed within one diffusion time-scale, similarly to cool H-atmosphere white dwarfs below 10 000 K as discussed above. Since very few DBZ white dwarfs are known to have temperatures above \( \approx 30 000 \) K (Kepler et al. 2019), this scenario applies for the vast majority of known DBZ and DZ white dwarfs.

4.3 Magnetic white dwarfs

We have discussed previously that global magnetic fields may influence the accretion of planetary material from a debris disc at metal-polluted white dwarfs. We now consider the behaviour of magnetic fields in relation to the local white dwarf atmospheric layers. The impact of magnetic fields on the stellar structure can be estimated from the plasma-\( \beta \) parameter

\[
\beta = \frac{8 \pi P}{B_{WD}^2},
\]

where \( P \) is the thermal pressure and \( B_{WD} \) is the average magnetic field strength at the surface. It was found from 3D magnetohydrodynamic simulations (Tremblay et al. 2015b) and observations (Gentile Fusillo et al. 2018) that a value of \( \beta < 1 \) will inhibit convective energy transfer in the white dwarf atmosphere. Setting plasma-\( \beta = 1 \) can therefore provide an indication of the critical magnetic field

\[
B_{crit} = (8 \pi P[\tau_R = 1])^{1/2},
\]

required to heavily damp convective flux in the atmosphere. Fig. 13 shows the critical magnetic field for white dwarfs with a surface gravity of \( \log g = 8.0 \). Magnetic fields larger than this critical value, corresponding to \( 2–100 \) kG in DA and DB white dwarfs, and 0.1–1 MG in DC/DZ stars, will therefore inhibit convective energy transfer in the atmosphere. As a consequence, both surface spreading and sinking of metals are likely to have different time-scales. We emphasize that the lack of significant convective energy transfer does not necessarily imply that mixing is inhibited. In fact, Tremblay et al. (2015b) demonstrated that for a pure-H atmosphere white dwarf at 10 000 K with an average field of 5 kG, convective velocities were of similar amplitude to the non-magnetic case even though convective energy transfer was largely suppressed. Furthermore, Alfvén waves may contribute to additional mixing processes. In many of the limiting cases we have discussed so far, such as cool DAZ and DZ white dwarfs, changing the diffusion coefficients by even one order of magnitude would not necessarily make surface spreading slower than sinking times, nor result in any inhomogeneity.

Magnetic fields are also likely to influence debris disc formation and geometry of accretion. It has been shown that the Alfvén radius, \( R_A \), of a white dwarf with surface field strengths of \( B > 1 \) kG lies near or outside the typical Roche limit for accretion rates of \( M < 10^{10} \) g s\(^{-1} \) (Farhi et al. 2018). In such a configuration, it is highly likely that accreted gas is redirected along magnetic field lines, towards the poles. It was also shown that magnetic fields as weak as \( B = 1 \) G have an Alfvén radius larger than the white dwarf radius for accretion rates up to \( M < 10^{16} \) g s\(^{-1} \). There is, however, no observational evidence of white dwarfs with magnetic fields weaker than \( \approx 1 \) kG or any prediction that global magnetic fields in the range of 1–1000 G could remain stable throughout white dwarf evolution including after the onset of convection.

Given that magnetic fields can affect both accretion flows and atmospheric convection, we briefly consider four regimes of interest. As a reference, Fig. 14 shows Alfvén radius, \( R_A \), as per equation (25), as a function of gas accretion rate, \( \dot{M} \), for various fixed strengths of dipolar surface magnetic fields, including the critical field \( B_{crit} \) as per equation (29).

(i) \( R_A < R_{WD} \) and \( B_{WD} < B_{crit} \) – surface magnetic fields have no impact on accretion flows or convection. Accretion is likely to be equatorial or spherical with convective surface spreading unimpeded. This could be the case for weakly magnetic white dwarfs or systems with high accretion rates. This is currently the default scenario for most metal-polluted white dwarfs with no measurable magnetic fields.

Figure 13. Magnetic field strength, \( B_{crit} \), required to produce a plasma-\( \beta = 1 \) at the photosphere (\( \tau_R = 1 \)) of a white dwarf as a function of effective temperature. The values are computed with equation (29) which, by setting plasma-\( \beta = 1 \) in equation (28), estimates where the magnetic fields suppress convective energy transfer. The results are shown here for pure-hydrogen (green) and pure-helium (pink) atmosphere white dwarfs with surface gravities of \( \log g = 8.0 \). We have employed 1D model atmospheres with a mixing-length parametrization of \( ML^2/\alpha = 0.8 \) for pure-hydrogen and \( ML^2/\alpha = 1.25 \) for pure-helium composition.
spectroscopic variations on the rotational period. A spectroscopic and photometric analysis of 27 pulsating ZZ Ceti white dwarfs allowed Hermes et al. (2017a) to constrain the rotation of single white dwarfs with masses between 0.51 and 0.73 M\(_\odot\). They found that a mean period of 35 ± 28 h could explain the rotational separation of pulsation frequencies.

Low-level (few percent) photometric variations have been detected in non-pulsating white dwarfs and attributed to surface inhomogeneities that rotate in and out of view (Brinkworth et al. 2004; Klic et al. 2015; Maoz, Mazeh & McQuillan 2015; Hermes et al. 2017b). By combining kepler photometry with Hubble Space Telescope (HST) ultraviolet (UV) spectroscopy for seven white dwarfs, Hallakoun et al. (2018) tested the hypothesis that low-level variations in the photometry could be attributed to an accretion hotspot or inhomogeneous distribution of metals across the white dwarf surface. No such correlation could be claimed although their observations did not allow us to rule out the hypothesis either. In contrast, photometric variability has been linked to magnetic white dwarfs (Brinkworth et al. 2013; Lawrie et al. 2013; Gänsicke et al. 2020; Reding et al. 2020). In those cases, the light intensity is thought to be inhomogeneous across the stellar surface, e.g. due to an uneven temperature distribution from a yet unexplained physical mechanism related to stellar magnetism (Tremblay et al. 2015b). As a consequence, photometric variability cannot yet be uniquely linked to evolved planetary systems.

The metal-rich DAZ white dwarf GD 394 was observed to exhibit a 25 percent modulation in its extreme ultraviolet (EUV) flux on a period of 1.15 d (Dupuis et al. 2000). The hypothesis that this variability was due to an accretion spot was tested by Wilson et al. (2019) with time-resolved HST UV spectroscopy. They found no evidence for variations in flux, inferred accretion rate, and radial velocity over the observed period. Wilson, Hermes & Gänsicke (2020) reported a 0.12 percent flux variation in optical photometric observations from the Transiting Exoplanet Survey Satellite, with a period consistent with that observed by Dupuis et al. (2000). They concluded that the observed variations may be explainable by a spot with an enhanced metal abundance, interaction with an orbiting planet, or a magnetically induced hotspot, but that more observations would be needed to confirm any of these three hypotheses.

The variability of accretion rates on to white dwarfs has also been studied. It was claimed that G29–38 showed evidence of a variable accretion rate based on a variation in the calcium line strength (von Hippel & Thompson 2007). However, by revisiting the observations Debes & López-Morales (2008) found no evidence for variation on time-scales of days to years. Vanderbosch et al. (2020) have recently detected marginal calcium line variability at white dwarf ZTF J013906.17+524536.89 with transiting debris. However, they conclude that the spectroscopic variability is likely related to circumstellar debris transiting along the line of sight rather than photospheric variations. All in all, there is no robust evidence of surface metal heterogeneities at white dwarfs. This is in contrast with magnetic chemically peculiar main-sequence stars where inhomogeneities are routinely detected (see e.g. Sikora et al. 2019).

Although variations due to surface heterogeneities at white dwarfs have not yet been observed, variability of gas discs around white dwarfs is well established (Manser et al. 2020). In the majority of cases, the gaseous components of debris discs exhibit variations on the time-scale of years to decades (Wilson et al. 2015; Manser et al. 2016a, b; Dennihy et al. 2018). Studies of dusty debris disc variability at white dwarfs have also been performed (Swan, Farihi & Wilson 2019; Rogers et al. 2020). For a sample of white dwarfs with IR

5 DISCUSSION

One feasible way to constrain heterogeneities in the distribution of metals on a white dwarf surface is to look for photometric or
excess due to dust, Rogers et al. (2020) found no evidence of near-infrared $K$-band variability above the 10 per cent level for 32 objects with optical magnitudes smaller than 18. The upper limit on variation from the inferred dust disc was found to be 1.3 per cent for objects brighter than magnitude 16. In contrast, Swan et al. (2019) used archival data from the Wide-field Infrared Survey Explorer at redder near-infrared wavelengths to show that 69 per cent of the 35 white dwarfs with IR excess due to dust show infrared variations more significant than 3σ. This provides important information on disc evolution and replenishment (Jura et al. 2009; Rafikov 2011; Metzger et al. 2012; Kenyon & Bromley 2017a, b), although there is no confirmed causal connection between disc variability and accretion rate variability and geometry.

5.1 Spectral line shapes

For any white dwarf with heterogeneous surface metal abundances, the spectral intensity must be calculated at each point of the surface and then integrated over the stellar disc, taking into account centre-to-limb variations. All regions without metals will contribute nothing to the equivalent width of a given metal line. Therefore, the maximum depth of a metal line with respect to the continuum flux is roughly proportional to the fraction of the surface covered by metals. In other words, if metals are fully confined to, e.g. 10 per cent of the surface, the flux decrement in any metal line should not be much larger than 10 per cent, with the exact maximum value depending on the region of accretion, inclination, and centre-to-limb coefficient. Therefore, the presence of deep or saturated photospheric metal lines in any white dwarf spectrum could be sufficient to rule out any significant surface inhomogeneities. We test this assumption using one example in the following section.

5.1.1 SDSS 1043+085

We consider in detail the expected manifestation of heterogeneity in surface metal abundances with an analysis of the metal-polluted DAZ white dwarf SDSS J104341.53+085558.2 (hereafter SDSS 1043+085). This star has an observed IR excess due to dust and it has been shown that disc-borne gas emission lines of the Ca II triplet are variable on a time-scale of 9 yr (Gänsicke, Marsh & Southworth 2007; Brinkworth et al. 2012).

For this experiment, we use high-resolution UV spectroscopic observations of SDSS 1043+085. These were taken over two orbits with the HST Cosmic Origins Spectrograph (COS; Green et al. 2012) on 2015 April 27 as part of the GO programme 13700 (Melis & Dufour 2017). These observations utilized the G130M grating, with a central wavelength of 1291 Å, for a total exposure time of 5105 s. For any white dwarf with heterogeneous surface metal abundances, the spectral intensity must be calculated at each point of the surface and then integrated over the stellar disc, taking into account centre-to-limb variations. All regions without metals will contribute nothing to the equivalent width of a given metal line. Therefore, the maximum depth of a metal line with respect to the continuum flux is roughly proportional to the fraction of the surface covered by metals. In other words, if metals are fully confined to, e.g. 10 per cent of the surface, the flux decrement in any metal line should not be much larger than 10 per cent, with the exact maximum value depending on the region of accretion, inclination, and centre-to-limb coefficient. Therefore, the presence of deep or saturated photospheric metal lines in any white dwarf spectrum could be sufficient to rule out any significant surface inhomogeneities. We test this assumption using one example in the following section.

![Figure 15. Spectroscopic observations of SDSS 1043+085 taken with HST/COS 130M grating shown in black. The grey noisy line indicates the observational error on the flux measurement. Shown in red is the synthetic spectrum with best-fitting parameters: $T_{\text{eff}} = 16\,536^{+76}_{-70}$ K, log $g = 7.90^{+0.04}_{-0.03}$, $\Pi = 5.98^{+0.02}_{-0.05}$ mas, and reddening $E(B - V) = 0.026 \pm 0.003$ mag. This fit was made around the Ly $\alpha$ feature, centred at 1216 Å, using an MCMC to find best-fitting parameters for effective temperature, surface gravity, parallax, and reddening. The 1σ, 2σ, and 3σ tolerances on the derived parameters are shown in Fig. A1. The vertical grey shaded regions indicate wavelengths that were masked during the fitting procedure.](https://academic.oup.com/mnras/article/503/2/1646/6155041)

| $T_{\text{eff}}$ (K) | log $g$ (cgs) | $\Pi$ (mas) | $E(B - V)$ (mag) |
|---------------------|-------------|-----------|----------------|
| $16\,536^{+76}_{-70}$ | 7.90$^{+0.04}_{-0.03}$ | 5.98$^{+0.02}_{-0.05}$ | 0.026 $\pm$ 0.003 |

The second step of our fitting procedure was to deduce the silicon abundance. Fixing the parameters derived above, an MCMC fit of the Si II resonance doublet found a best-fitting abundance of log [Si/H] = −5.27 ± 0.02. We exclude all other metal lines for the purposes of this experiment. Fig. 16 shows the spectroscopic data from $HST$/COS (blue) and the synthetic spectrum (black) with parameters adopted from Table 5 and the best-fitting Si abundance.

In order to test the hypothesis that metals may be heterogeneously distributed, we also show various synthetic spectra assuming that the majority of metals are concentrated in a concentric circle on the visible stellar surface. The radius, $r$, of this circle is defined in the 2D plane projection and thus must lie in the range of $R_{\text{WD}} \geq r > 0$. To conserve the total amount of metals, the metallicity of the central
Figure 16. Spectroscopic observations of the Si ii resonance doublet of SDSS 1043+085 taken with HST/COS shown in blue. The black curve shows the synthetic spectrum assuming that the metals are distributed homogeneously across the surface. The purple-to-yellow lines show synthetic spectra if the same amounts of metals are restricted to a central spot of a given radius. The radius refers to that of a circle in the 2D projection of the stellar surface, such that the radius of the spot lies in the range of $0 < r \leq R_{WD}$. The radii (0.1, 0.3, 0.5, 0.7, 0.8, 0.9, and 1.0$R_{WD}$) of the spots are given in the panels and correspond to surface areas ($A$) of 0.01, 0.09, 0.25, 0.49, 0.64, 0.81, and 1.00$A_{WD}$, where $A_{WD}$ refers to the visible surface area of the white dwarf in the 2D plane projection. The metal abundance of a given spot, $Z$, is scaled inversely with the area using equation (30) and the spot metallicity fraction, $Z$, is given in brackets, next to the radius. Panels A–D vary only in the fixed background abundance ($Z_b$) of 0.0001, 0.01, 0.1, or 0.5. The top panel shows the spatial extent of each spot with enhanced metals, where the colours correspond to those of the synthetic spectra in the other panels. The observed spectrum (blue) has been smoothed using a Hann window function of size $N = 5$, which made use of the Python package PyAstronomy (Czesla et al. 2019). The error bars shown (light blue) are the (non-smoothed) instrumental errors provided with the HST/COS spectrum.
5.2 Constraining accretion with X-rays

The geometry of accretion has so far received little attention in the context of the low accretion rates of metal-polluted white dwarfs. Further work is therefore necessary to understand whether the accretion process itself can be a source of mixing. Nevertheless, large enough accretion rates may lead to observational signatures such as X-ray fluxes, which is a promising method to test the accretion geometry in white dwarfs.

Farihi et al. (2018) presented X-ray observations of several metal-polluted white dwarfs, including WD 1145+017 and G29−38. A reanalysis of XMM–Newton observations of G29−38 led to a new upper limit on the accretion rate based on the non-detection. Their X-ray model production invoked a magnetically driven, pole-on accretion geometry. From optical spectropolarimetry, they constrained the upper limit on the magnetic field of G29−38 to be $B = 0.7 \pm 0.5\,\text{kG}$. Based on the non-detection, their X-ray accretion model found an upper limit on the accretion rate of G29−38 to be $M = (1-6) \times 10^{-8}\,\text{g}\,\text{s}^{-1}$, consistent with the accretion rate of $M = 6.5 \times 10^{-8}\,\text{g}\,\text{s}^{-1}$ inferred from spectroscopic abundances (Xu et al. 2014). The effective temperature of G29−38 is $\approx 11\,400\,\text{K}$ and the critical magnetic field for heavily damped convective flux in a DA white dwarf at this temperature is $B_{\text{crit}} \approx 3.5\,\text{kG}$. These parameters place G29−38 securely in scenario (ii) from Section 4.3, where $\rho_A > R_{\text{WD}}$ and $B_{\text{WD}} < B_{\text{crit}}$, implying that the lateral spreading due to convection should be well described by the results presented in this work. An examination of Fig. 10 shows that the spreading and sinking time-scales are comparable for a DA white dwarf at $11\,400\,\text{K}$ and thus metal abundances may be expected to vary by a factor of $\sim 3$ across the surface.

An upper limit on the total X-ray flux at the Earth was calculated, from G29−38, to be $F_X = 9.7 \times 10^{-15}\,\text{erg}\,\text{cm}^{-2}\,\text{s}^{-1}$ (Farihi et al. 2018). The plasma parameters adopted for their calculation included a plasma temperature of $kT = 4\,\text{keV}$ and a composition equivalent to that of the Sun. Accounting for interstellar absorption and the passband of XMM–Newton, they found an upper limit on the flux to be $F_X = 8.0 \times 10^{-15}\,\text{erg}\,\text{cm}^{-2}\,\text{s}^{-1}$. In Fig. 17, we show an estimate for the at-Earth X-ray flux from all DAZs in the Spitzer sample. This crude estimate is found by scaling the results from Farihi et al. (2018) by the inferred accretion rate and Gaia-DR2-measured parallax such that

$$F_X \approx F_{G29} \left( \frac{M}{M_{G29}} \right) \left( \frac{\sigma}{\sigma_{G29}} \right)^{-2},$$

where $\sigma$ is the parallax and the subscript G29 denotes the derived parameters for G29−38.

CU19 demonstrated that the inclusion of convective overshoot in the modelling of debris accretion increases the inferred accretion rate by up to an order of magnitude. A similar hypothesis was also made by Bauer & Bildsten (2019), who claimed that the inclusion of thermohaline mixing could increase the accretion rates. For comparison with the X-ray fluxes shown in the figure, the EPIC detector on XMM–Newton may be sufficiently sensitive to detect a soft X-ray flux (0.5–2 keV) of $\gtrsim 10^{-15}\,\text{erg}\,\text{s}^{-1}\,\text{cm}^{-2}$ with exposures in excess of $\gtrsim 300\,\text{ks}$ (see fig. 3; Watson et al. 2001). And according to the Chandra Proposers’ Observatory Guide, the point source sensitivity of the ACIS instrument on the Chandra X-ray Observatory is $4 \times 10^{-15}\,\text{erg}\,\text{s}^{-1}\,\text{cm}^{-2}$, for an exposure time of 104 ks in the 0.4–6.0 keV energy band. Thus, current and future X-ray detecting facilities could allow the accretion rates at G29−38 and a handful

---

1https://cxc.harvard.edu/proposer/POG/html/chap6.html
We have demonstrated that hydrogen-rich DAZ white dwarfs above 13 000 K are predicted to show metal lines only in the regions of the stellar surface close to where accretion occurred. In contrast, UV observations of warm DA white dwarfs where strong and saturated metal lines are observed suggest rather homogeneous metal coverage at the surface. This discrepancy can only be explained by a near-spherical geometry of accretion or a yet unknown surface mixing process that would be several orders of magnitude faster than convective mixing. We have also provided a crude estimate of disc lifetimes around white dwarfs based on 3D RHD stellar atmosphere models, assuming a Jura-like disc and constant accretion rate, to be log (t_{disc}/yr) = 6.1 ± 1.4. This is only slightly increased compared to previous studies because the calculation depended on updated atmospheric models and a larger sample of polluted white dwarfs.
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APPENDIX A: SDSS 1043+085 PARAMETER FITTING
Figure A1. Corner plot for the MCMC leading to the best-fitting parameters given in Table 5. The MCMC was performed using emcee (Foreman-Mackey et al. 2013) to fit the Ly $\alpha$ feature centred at 1216 Å. Strong spectral lines were masked from the fitting routine. Masked wavelengths are shown in Fig. 15 with grey shaded regions. This figure was made using the corner package (Foreman-Mackey 2016).
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