Research Article

Improved ECG-Derived Respiration Using Empirical Wavelet Transform and Kernel Principal Component Analysis

Shuxin Zhuang, Fenlan Li, Zhemin Zhuang, Wenbin Rao, Alex Noel Joseph Raj, and Vijayarajan Rajangam

1Key Laboratory of Digital Signal and Image Processing of Guangdong Province, Shantou, Guangdong, China
2Department of Electronic Engineering, Shantou University, Shantou, Guangdong, China
3Centre for Healthcare Advancement, Innovation and Research, VIT, Chennai, Tamil Nadu, India

Correspondence should be addressed to Alex Noel Joseph Raj; jalexnoel@stu.edu.cn

Received 14 June 2021; Revised 11 September 2021; Accepted 29 September 2021; Published 15 October 2021

Academic Editor: José Alfredo Hernández-Pérez

Copyright © 2021 Shuxin Zhuang et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Many methods have been developed to derive respiration signals from electrocardiograms (ECGs). However, traditional methods have two main issues: (1) focusing on certain specific morphological characteristics and (2) not considering the nonlinear relationship between ECGs and respiration. In this paper, an improved ECG-derived respiration (EDR) based on empirical wavelet transform (EWT) and kernel principal component analysis (KPCA) is proposed. To tackle the first problem, EWT is introduced to decompose the ECG signal to extract the low-frequency part. To tackle the second issue, KPCA and preimaging are introduced to capture the nonlinear relationship between ECGs and respiration. The parameter selection of the radial basis function kernel in KPCA is also improved, ensuring accuracy and a reduction in computational cost. The correlation coefficient and amplitude square coherence coefficient are used as metrics to carry out quantitative and qualitative comparisons with three traditional EDR algorithms. The results show that the proposed method performs better than the traditional EDR algorithms in obtaining single-lead-EDR signals.

1. Introduction

Respiratory signals are important physiological signals commonly used in clinical monitoring. They are used in the detection of sleep apnoea and in stress tests; moreover, they play an important role in the clinical diagnosis of diseases [1]. Respiratory signal detection methods can be divided into two main categories. The first is to detect the airflow from the human nose, and the second is to detect thoracic deformation or the change in thoracic impedance caused by respiration [2]. Both methods require additional sensors and may interfere with natural breathing.

The idea of soft sensors is a one of the solutions to overcome the issues of detecting respiratory signals. Soft sensor is an inferential model that uses easily accessible variables to estimate the variables, which are difficult to be obtained. At present, soft sensors have been widely adopted in industrial processes [3]. The Luenberger observer [4] used state differential equations, with which the dynamic behavior of the bioprocess is described with a mechanistic model. Yan et al. [5] proposed a framework of data driven soft sensor modeling based on semisupervised regression to estimate the total Kjeldahl nitrogen in a wastewater treatment process.

Obtaining respiratory signals from the ECG is a typical application of soft sensor in the medical field. The ECG signal is obtained noninvasively using a few electrodes and recorded conveniently without interfering natural breath. Respiration affects ECG signals mainly through mechanical interactions and respiratory sinus arrhythmia (RSA) [6]. Mechanical interaction is caused by the displacement of the electrodes relative to the heart and the change in thoracic impedance caused by variations in lung volume [7]. RSA is caused by breath-induced changes in the autonomic nervous system, which in turn causes changes in the heart rate. Heart rate increases during inspiration and decreases during
expiration [8]. Respiration affects the heart rate and ECG in the aforementioned two ways, and such a signal modulation phenomenon forms the theoretical basis for obtaining respiratory signals from ECGs, called ECG-derived respiratory signals.

Owing to the advantages of the EDR algorithm, scientists have conducted multiple studies in this field. Most EDR methods are divided into two categories [9]. One is the EDR method based on the morphological characteristics of the ECG signal. The other is by directly processing the ECG signal. Vargas-Luna et al. [10] obtained the EDR signals through the R peak amplitude of ECG signals. Bailón et al. [11] proposed an EDR method based on singular value decomposition of the intervals between the R peaks of ECG signals. Chazal et al. [12] obtained EDR signals by calculating the area under the QRS complexes. The EDR methods are based on a single morphological characteristic that provides a rather unsatisfactory accuracy and robustness. Nemati et al. [13] proposed a data fusion method for estimating respiratory frequency based on Kalman filtering, which involves many other physiological signals, and only the respiratory rate can be obtained. Widjaja et al. [14] used kernel principal component analysis to calculate the QRS complexes in the ECG signal and considered the eigenvector as the EDR signal. This method performs well but requires manual deletion of ectopic QRS complexes that involve considerable calculations.

To resolve the limitations of the existing methods and realize an accurate and fully automatic EDR signal obtaining method, an improved EDR algorithm based on EWT and KPCA is proposed. The ECG signal is decomposed to obtain the low-frequency component. Multiple signal decomposition methods, such as wavelet approaches or empirical mode decomposition (EMD) [15], are available at present. However, the disadvantages of this method cannot be ignored. Traditional adaptive wavelet approaches often use prescribe scale subdivision scheme, which is hard to achieve an ideal adaptability. For example, the wavelet packets used a constant prescribe ratio, leading to a limited adaptability. The Brushlet method [16] decomposed the signal on Fourier spectrum, and it is also based on a prescribe subdivisions. EMD shows an ideal adaptability, but its main issue is that it lacks mathematical theory. EWT incorporates the advantages of the above two methods. It not only has rigid mathematical basis but also can decompose signal adaptively.

After using EWT to decompose the ECG signal into five modes, three modes with the lowest frequency are selected to form a new signal. Meanwhile, the R peak positions are determined using the Pan–Tompkins algorithm to help locating the QRS complexes. Then, the new signal is sampled based on the position of the QRS complexes. However, a few ectopic samples are captured during sampling. To address this challenge, a method based on variance is introduced during sampling procedure. (3) The selection of RBF kernel parameters in KPCA algorithm is improved to reduce the computational requirement.

The remaining sections of this paper are organized as follows. In Section 2, the EDR algorithm based on EWT and KPCA is described in detail. In Section 3, the proposed method is compared with three traditional EDR algorithms. The qualitative and quantitative experimental results are presented. The results are discussed in Section 4, and conclusions are presented in Section 5.

2. Methodology

The EDR method proposed in this study is divided into two parts and shown in Figure 1. Part 1 involves the decomposition of the ECG signal based on EWT. The ECG signal is decomposed into five modes with different spectral sizes based on EWT; three modes with the lowest frequencies are selected to form a new signal. Part 2 describes the steps for obtaining the EDR signal based on the KPCA. First, the Pan–Tompkins algorithm is used to find the R peaks of the ECG signal, and then the QRS complexes are located. Second, the new signal formed by the three modes is sampled based on the locations of the QRS complexes, while some ectopic samples are deleted automatically. These samples serve as the input matrix for KPCA. Third, the input matrix is mapped to a higher-dimensional space through KPCA. The eigenvalues and eigenvectors of the kernel matrix are calculated. Finally, the eigenvector corresponding to the maximum eigenvalue is selected for preimaging to obtain the EDR signal.

2.1. Decomposition of ECG Signal Based on EWT. In general, the human respiratory rate is approximately 0.1–0.5 Hz. To extract the modes with a low-frequency ECG signal completely and adaptively, EWT is used to decompose the ECG signal. The low-frequency modes are reconstructed to form a new signal.

EWT is a mode decomposition algorithm proposed by Gilles [18]. The main concept is to extract the different modes of a signal by designing an appropriate wavelet filter bank, including a low-pass filter and several band-pass filters. The low-pass filter is used to extract the approximate component, and the band-pass filter is used to extract the component details. The number of decomposed modes is selected adaptively in the traditional EWT algorithm. Different ECG signals may be decomposed into different
numbers of modes, which affects the following calculation. To unify the number of decomposed modes while ensuring the performance of EWT, the number of decomposed modes is set to five based on the experiments. The specific steps to implement the EWT algorithm are as follows:

1. The local maxima in the spectrum of the ECG signal $f(t)$ are obtained and sorted out in decreasing order after normalization. Next, the first six local maxima are selected, and the boundaries of each mode $\omega_n (n = 1, 2, \ldots, 5)$ are defined as the center of two consecutive maxima.

2. After determining the boundaries, the empirical scaling function $\phi_n (\omega)$ and empirical wavelet $\psi_n (\omega)$ are constructed using the Littlewood–Paley–Meyer wavelet [19]. Here, $\phi_n (\omega)$ and $\psi_n (\omega)$ are expressed as

$$\phi_n (\omega) = \begin{cases} 1, & |\omega| \leq \omega_n (1 - \gamma), \\ \cos \left( \frac{\pi}{2} \beta \left( \frac{1}{2 \tau_n} (|\omega| - \omega_n + \tau_n) \right) \right), & (1 - \gamma) |\omega| \leq (1 + \gamma), \\ 0, & \text{otherwise}, \end{cases}$$

and

$$\psi_n (\omega) = \begin{cases} 1, & (1 + \gamma) \omega_n \leq |\omega| \leq (1 - \gamma) \omega_n + 1, \\ \cos \left( \frac{\pi}{2} \beta \left( \frac{1}{2 \tau_n} (|\omega| - \omega_n + \tau_n + 1) \right) \right), & (1 - \gamma) \omega_n + 1 \leq |\omega| \leq (1 + \gamma) \omega_n + 1, \\ \sin \left( \frac{\pi}{2} \beta \left( \frac{1}{2 \tau_n} (|\omega| - \omega_n - \tau_n) \right) \right), & (1 - \gamma) \omega_n \leq |\omega| \leq (1 + \gamma) \omega_n, \\ 0, & \text{otherwise}, \end{cases}$$

where $\tau_n = y \omega_n n (0 < y < 1)$. Here, $\beta(x)$ should satisfy the following condition:

$$\beta(x) = \begin{cases} 1 & \text{if } x \leq 0 \text{ and } \beta(x) + \beta(1 - x) = 1, \\ 0 & \text{if } x \geq 0, \end{cases} \quad \forall x \in [0, 1].$$

Since numerical functions satisfy the above condition, we choose $\beta(x) = x^4 (35 - 84x + 70x^2 - 20x^3)$ according to [18].

The different modes of $f(t)$ are obtained by $\phi_n (\omega)$ and $\psi_n (\omega)$. The detail coefficient $W_f^n (n, t)$ and approximate coefficient $W_f^0 (0, t)$ are defined as
\[ W(f) = X_0, \phi_1 = \left( \int f(\omega) \phi_1(\omega) \right)^\vee, \]

\[ W(f) = X_0, \phi_1 = \left( \int f(\omega) \phi_1(\omega) \right)^\vee, \]

where \( \wedge \) and \( \vee \) refer to the Fourier transform and its inverse transform. From equations (1)–(5), the empirical mode \( f_k(t) \) can be obtained as

\[ f_k(t) = W(f) = X_0, \phi_1 = \left( \int f(\omega) \phi_1(\omega) \right)^\vee, \]

(6)

After the three steps of processing, the ECG signal is decomposed into five modes. Figure 2 shows the results of the time domain and frequency domain of a 10 s ECG signal after EWT.

As shown in Figure 2(b), the spectra of the five modes are sorted out in increasing order. To extract the low-frequency part of \( f(t) \) completely and adaptively, the first three modes are selected to form a new signal. The new signal \( f_j(t) \) is shown in Figure 3.

Figure 3 shows that \( f_j(t) \) only preserves the low-frequency part and abandons the high-frequency part of \( f(t) \), which prevents the influence of high-frequency noise on subsequent calculations. Here, \( f_j(t) \) serves as the input for the following KPCA algorithm.

2.2. EDR Signal Acquisition Based on KPCA. KPCA is a generalization, proposed by Scholkopf et al. [20], of principal component analysis in high-dimensional feature space. In KPCA, the data are mapped to a high-dimensional feature space that is nonlinear to the input space. Using KPCA, the EDR acquisition algorithm can describe the nonlinear interaction between the ECG signals and respiratory signals. The steps of KPCA in the proposed method are described in detail in this section.

Before performing the KPCA algorithm, the input matrix \( X \) should be determined. The evaluation of \( X \) consists of the following steps:

(1) The first step is detection of \( R \) peaks: the positions of all the \( R \) peaks in \( f(t) \) are obtained using the Pan–Tompkins algorithm [21], denoted as \( X_R = \{ x_i \}_{1=1}^R \). The parameter \( n \) is the number of \( R \) peaks in \( f(t) \). The Pan–Tompkins results are shown in Figure 4.

(2) The second step is sampling of the signal \( f_j(t) \): after the detection of the \( R \) peaks, a fixed window is selected to sample the signal \( f_j(t) \). In this study, \( x_i \) is regarded as the window center, and \( f_j(t) \) is sampled in the range of 40 ms before and after \( x_i \). Then, the samples are used to construct the matrix \( X' \) with dimensions \( m \times n \), where \( m \) is the length of the fixed window and \( n \) is the number of \( R \) peaks. Because the sampling interval of the ECG signal in this study is 4 ms, the value of \( m \) is fixed at 21.

(3) The third step is deletion of ectopic samples: as shown in Figure 5(a), there might be some ectopic samples in \( X' \) that affect the accuracy of subsequent calculations. Therefore, an adaptive method based on variance is proposed to delete ectopic samples automatically. The specific steps are as follows:

(1) First, \( [a_i]_{i=1}^n \) is denoted as the result of sampling, and \( X' \) can be written as \( X' = [a_1, a_2, \ldots, a_n] \). The average sample is defined as

\[ a_{\text{mean}} = \frac{1}{n} \sum_{i=1}^n a_i, \]

(7)

(2) The matrix \( Y \) is defined as

\[ Y = [a_1 - a_{\text{mean}}, \ldots, a_n - a_{\text{mean}}], \]

and the variance of each column vector in \( Y \) is calculated. The results are expressed by the vector \( V = (v_1, v_2, \ldots, v_n) \).

(3) It is assumed that the ectopic samples are \( a_p \) and the normal samples are \( a_q \). and in the equation, the condition, \( v_p \gg v_q \), is satisfied. The ectopic samples are removed according to this property, and an input matrix \( X \) without ectopic samples is obtained.

The outline of the matrix \( X \) is shown in Figure 5(b). After the input matrix \( X \) is determined, KPCA is introduced. The essence of KPCA is to solve the following equation:

\[ \lambda \nu = CV, \]

(8)

where \( \lambda \) and \( \nu \) are the eigenvalues and eigenvectors of matrix \( C \), respectively. Here, \( X = [x_1, x_2, \ldots, x_r] \), where \( r \) is the number of samples in \( X \), and an implicit nonlinear mapping is defined as \( \varphi \). Then, the mapped data of \( x_i \) in the high-dimensional feature space \( F \) can be defined as \( \varphi(x_i) \). In equation (8), \( C \) is the covariance matrix of \( \varphi(x_i) \), which is defined as

\[ C = \frac{1}{n} \sum_{j=1}^r \varphi(x_j) \varphi(x_j)^T. \]

(9)

Equation (8) is equivalent to the following equation:

\[ \lambda (\varphi(x_k) * \nu) = (\varphi(x_k) * CV), \quad k = 1, 2, \ldots, n. \]

(10)

When \( v = \sum_{i=1}^n a_i \varphi(x_i) \) and the RBF is introduced as the kernel function \( k(x, y) \),

\[ k(x, y) = e^{-(x-y)^2/2\sigma^2}. \]

(11)

After the kernel function is determined, equation (10) can be written as

\[ r \lambda a = K a. \]

(12)
Figure 2: ECG signal of 10 s in time and frequency domains: (a) ECG signal and the corresponding Fourier spectrum, in which the red dotted line in the spectrum graph is the boundary of different modes, and the green boxes represent the high-frequency noise and (b) the five modes of EWT in time and frequency domains.

Figure 3: Distribution of $f_s(t)$ in time and frequency domains.
where \( \alpha \) is the vector constituted by parameter \( \alpha_i \) and \( K \) is the kernel matrix corresponding to \( k(x, y) \). To extract the principal component, the projection of a test point \( \varphi(x) \) on the eigenvector \( V_k \) is calculated using

\[
\left( \psi^k \ast \varphi(x) \right) = \sum_{i=1}^{\alpha_i} \alpha_i \varphi(x_i) \varphi(x).
\]

(13)

The aforementioned computation is carried out in the high-dimensional feature space \( F \), whereas the construction of the EDR signal is based on the first eigenvector of the input space. The eigenvalues and eigenvectors obtained in \( F \) cannot be directly used for constructing the EDR signal. To solve this problem, a limited number of eigenvectors can be used to find approximations of the data in the input space. This process is called ‘preimaging’ [22]. Therefore, the first eigenvector of the input space is reconstructed by preimaging the first eigenvector of \( F \). The EDR signal can be obtained by performing cubic spline interpolation on the reconstructed first eigenvector of the input space.

During the process of KPCA, the parameter \( \sigma^2 \) must be carefully selected so that KPCA can deliver a better performance. First, \( \sigma^2 \) is roughly determined as \( \text{var}(z) \), which is denoted as \( \tilde{\sigma}^2 = \text{var}(z) \). Parameter \( z \) represents the vector transformed by \( X \). Then, \( \sigma^2 \) is further tuned in the range, \((0, \tilde{\sigma}^2 \times 100)\), with a step of \( \sigma^2/10 \). The steps are as follows [14]:

1. KPCA is applied to the range \((0, \tilde{\sigma}^2 \times 100)\) for \( \sigma^2 \) to obtain the eigenvalues denoted as \( y = (y_1, y_2, \ldots, y_i) \)
2. Here, \( d = y_1 - (y_2 + \cdots + y_i) \) and is calculated for each \( \sigma^2 \). Then, \( \sigma^2 \) is selected, which achieves the maximum \( d \)

Although the aforementioned method can determine the appropriate \( \sigma^2 \), it requires high computational effort because the eigenvalues of the kernel matrix are calculated for each \( \sigma^2 \). However, \( d \) reaches its maximum early and decreases monotonically thereafter, as shown in Figure 6(a). Thus, the calculation of the monotonically decreasing part is redundant. Therefore, in this study, \( d \) is determined when the

![Figure 4: Results of Pan–Tompkins algorithm (the red circles are the locations of the R peaks).](image)

![Figure 5: Outline of (a) X' and (b) X: the abscissa is the length of the fixed window.](image)
aforementioned two steps are done. When \( d \) reaches its maximum, the selection process of \( \sigma^2 \) is terminated, as shown in Figure 6(b), and the \( \sigma^2 \) corresponding to the maximum of \( d \) is selected for subsequent calculations. Figure 6 shows an example of a curve graph of \( d \). As shown in the figure, if not terminated at the maximum \( d \), the algorithm calculates the eigenvalues of the kernel matrix 1000 times. If terminated at the maximum \( d \), only 180 calculations are required. In this way, not only the accuracy of \( \sigma^2 \) is ensured, but also the computational effort is reduced.

### 3. Results

In this section, the proposed EDR methods are compared with three traditional EDR methods, including KPCA-based [14], R-peaks-interval-based [23], and R-peaks-amplitude-based [24] EDR methods. The experimental results and the metrics of morphological similarity are presented to evaluate the performance of the aforementioned EDR methods.

#### 3.1. Material

The ECG signals and reference RESP signals were provided by the Fantasia database and Shantou Institute of Ultrasonic Instruments Co., Ltd. (SIUI). The Fantasia database [25] was collected from healthy subjects in a supine posture at a sampling rate of 250 Hz.

#### 3.2. Morphological Similarity Metrics

To measure quantitatively, the morphological similarity between the EDR signal and the reference respiratory signal, the correlation coefficient (C) and magnitude squared coherence coefficient (MSC) were introduced [24]. C is expressed as

\[
C = \frac{1}{(m - 1)^2} \sum_{k=1}^{m} \left( R_{\text{ref}}[k] - \bar{R}_{\text{EDR}}[k] \right) \left( R_{\text{EDR}}[k + n] - \bar{R}_{\text{EDR}}(k + n) \right) \sum_{k=1}^{m} \left( R_{\text{EDR}}[k] - \bar{R}_{\text{EDR}}[k] \right)^2
\]

where \( m \) is the length of the EDR signal and \( \bar{R}_{\text{ref}} \) and \( \bar{R}_{\text{EDR}} \) represent the reference RESP and EDR signals, respectively. The MSC is defined as

\[
\text{MSC}_{xy}(f) = \frac{P_{xy}(f)}{P_{xx}(f)P_{yy}(f)},
\]

where \( P_{xx}(f) \) and \( P_{yy}(f) \) represent the power spectral densities of \( x \) and \( y \), respectively, and \( P_{xy} \) is the cross-power spectral densities of \( x \) and \( y \). The spectra were calculated using Welch’s method, a periodic Hamming window, and an overlap of 50%.

#### 3.3. Experimental Results

To compare the proposed method to the three traditional EDR methods in an intuitive manner, some of the experimental results are presented in this section.

As shown in Figure 7, the EDR signal obtained by the algorithm in this study has a competitive similarity to the reference respiratory signal. As Figures 7(f) and 7(g) show, the proposed method performs well in extracting some of the RESP signals with poor quality.

Figure 8 shows that the proposed method performs better than the three traditional EDR methods. In addition, the proposed method achieves a better performance than the three traditional EDR methods in extracting poor-quality RESP signals. Figure 8(d) shows that the proposed method maintains a relatively high morphological similarity with the poor-quality RESP signals. However, the EDR signals obtained by the three traditional EDR methods differ significantly from the reference RESP signals in terms of morphology.

In addition to the aforementioned qualitative comparison results, the performances of the proposed method and three traditional EDR methods were evaluated using C and MSC.

Figure 9 shows the experimental results of the four EDR methods based on the Fantasia database and SIUI. The box plots in Figure 9 specify the median values and interquartile ranges (IQRs). As shown in Figure 8 and Table 1, the EDR methods based on a single morphology characteristic of the ECG signal (RR-interval-based and RPA-based EDR algorithm) show poor results for C and MSC; they also have the disadvantage of poor robustness. Although the KPCA-based EDR method is good, there is still a gap between it and the proposed method in terms of accuracy and robustness. In general, the proposed method is superior to the three traditional EDR methods.

To measure the performance of the proposed method for different age groups, young (21–34 years old) and elderly (68–85 years old) subjects are chosen for the experiment. The experimental results are shown in Figure 10.

As shown in different age groups, methods based on single ECG signal morphological characteristics have the disadvantages of poor robustness and low accuracy. The proposed method exhibits better performance in samples of different ages.

### 4. Discussion

#### 4.1. Preprocessing

In this study, the ECG signal was decomposed into five different modes, and the three modes with low frequencies were selected to construct a new signal for EDR signal acquisition. No denoising algorithm is introduced in the proposed method. This is because the RESP signal with a relatively low frequency causes a baseline drift to the ECG signal. The correction of baseline drift by the denoising algorithm affects the extraction of the RESP signal to a certain extent. The influence of high-frequency noises is
Figure 6: Curve graphs of $d$: (a) applying KPCA to the range $(0, \sigma^2 \times 100)$ without terminating at the maximum of $d$ and (b) terminating at the maximum of $d$.

Figure 7: Continued.
alsomitigatedbecausethethreemodeswithlowerfrequency
are chosen for subsequent calculation, as mentioned in
Section 2.1.

4.2. πT_he Effect of the Number of the Extracted Modes. In this
paper, EWT is introduced to adaptively decompose the ECG
signal into 5 modes, and low-frequency modes are reconstructed
form a new signal. In this section, we carried out experiments
on the effect of the number of modes extracted from EWT. Here,
30 ECG signals with a length of 10 s were randomly selected and
are decomposed into 4, 5, and 6 modes, respectively. C and MSC
are introduced to evaluate the performance. The results are
presented in Figure 11, revealing the better performance when
the number of modes extracted from EWT is 5.

4.3. Computational Effort. In general, EDR methods in-
volving KPCA are computationally intensive. To evaluate the
extra computational effort of the proposed method with
respect to the three traditional EDR methods, the compu-
tation time is recorded. Because all the mentioned EDR
methods must locate the R peak through the Pan–Tompkins
algorithm, the time required by the PTK algorithm is
deducted. This experiment is based on Intel Core i7-9750H
2.60 GHz and runs on MATLAB 2018A. Five ECG signals
with a length of 10 s are randomly selected from the Fantasia
database for five tests. The results show that the average
computation time of the proposed method and the EDR
algorithm based on KPCA, R peaks-interval, and RPA is
0.161 s, 0.312 s, 0.006 s, and 0.013 s, respectively. The data
reveal that the EDR method based on the morphological
characteristics of ECG signals has a higher computational
speed than the EDR method using KPCA, but at the expense
of accuracy and robustness. There are two main reasons for
this difference in computational complexity:

(1) The EDR algorithms based on the morphological
characteristics of ECG signals only process the
specific characteristics (such as R wave amplitude

Figure 7: Comparison of the EDR signal obtained by the proposed method and the reference RESP signal. In each picture, the subplot above
is the EDR signal, and the subplot below is the reference RESP signal.
and R wave interval) of each cardiac cycle, while the EDR algorithm using KPCA should process the entire QRS complex of each cardiac cycle. There is a huge gap in the amount of data to be processed by the two methods.

(2) KPCA algorithm is complex. In addition, repeated calculation is required when choosing the parameter δ of RBF kernel function. It is found through experiments that in traditional KPCA-based EDR algorithm, the computational time of searching for appropriate parameter δ accounts for more than 90% of the total computational time of KPCA.

In the proposed method, the average computation time of the KPCA part is only 0.074 s owing to the mechanism of determining parameter d, whereas the average time required to compute the KPCA part in the traditional KPCA-based EDR algorithm is 0.267 s. The time saving rate reached 72.3%, which significantly reduces the computational effort.

**Figure 8:** Performance of the proposed method compared with those of the KPCA-based, R-peaks-interval-based (RR interval), and R-peaks-amplitude-based (RPA) EDR methods.
Figure 9: Comparison between the proposed method and three traditional EDR methods: (a) correlation coefficients and (b) magnitude squared coherence coefficients.

Table 1: C, MSC, and IQR of the four EDR methods.

| Method | EWT + KPCA | KPCA | RR interval | RPA |
|--------|------------|------|-------------|-----|
| C      | 0.730      | 0.600| 0.439       | 0.485|
| IQR (C)| 0.685–0.808| 0.706–0.498| 0.6130–0.267| 0.311–0.665|
| MSC    | 0.784      | 0.680| 0.516       | 0.655|
| IQR (MSC)| 0.755–0.897| 0.626–0.782| 0.657–0.400| 0.504–0.780|

Figure 10: Continued.
5. Conclusions

The proposed EDR method based on EWT and KPCA shows good performance than the traditional EDR methods in the extraction of EDR signals from single-lead-ECG signals. The ECG signal is decomposed into five different modes through the EWT, and a new signal is formed by constructing the three components with a low frequency. Then, the new signal is sampled to form the input matrix based on the location of the QRS complex, and an ectopic sample removal method is used to delete the ectopic samples. Subsequently, KPCA is used to obtain the eigenvectors and eigenvalues. Finally, the EDR signal can be obtained by processing the results using preimaging and cubic spline interpolation. After the selection method of the parameters of the RBF kernel in KPCA is improved, the computation time is significantly reduced, alleviating the problem of high computational effort in the EDR method with KPCA to a certain extent. Experimental results show that the proposed method performs better than the three traditional EDR methods and is suitable for monitoring respiration through single-lead-ECG signals without additional sensors.

Data Availability

Part of the data used in this paper can be found in the website https://physionet.org/about/database/, and the other part is the data provided by the SIUI, which is not open to the public because it involves privacy.

Conflicts of Interest

The authors declare that there are no conflicts of interest regarding the publication of this study.
Acknowledgments

The authors would like to thank Mr. Bin Li of the Shantou Institute of Ultrasonic Instruments Co., Ltd. (SIUI) for his contributions to the data and professional suggestions. This work was supported by the Basic and Applied Basic Research Foundation of Guangdong Province (Grant no. 2020B1515120061), National Natural Science Foundation of China (Grant no. 82071992), the Guangdong Province 2020B1515120061, National Natural Science Foundation of Guangdong Province (Grant no. 82071992), and National Key R&D Program of China (Grant no. 2020YFC0122103).

References

[1] H. Singh, R. K. Tripathy, and R. B. Pachori, “Detection of sleep apnea from heart beat interval and ECG derived respiration signals using sliding mode singular spectrum analysis,” Digital Signal Processing, vol. 104, 2020.

[2] H. Sharma and K. K. Sharma, “ECG-derived respiration based on iterated Hilbert transform and Hilbert vibration decomposition,” Australasian Physical and Engineering Sciences in Medicine, vol. 41, no. 2, pp. 429–443, 2018.

[3] S. Guo, X. Zhang, Y. Du, Y. Zheng, and Z. Cao, “Path planning of coastal ships based on optimized DQN reward function,” Journal of Marine Science and Engineering, vol. 9, no. 2, p. 210, 2021.

[4] D. Krömer and R. King, “A hybird approach for bioprocess state estimation using NIR spectroscopy and a sigma-point Kalman filter,” Journal of Process Control, vol. 82, pp. 91–104, 2019.

[5] W. Yan, P. Guo, Y. Tian, and J. Gao, “A framework and modeling method of data-driven soft sensors based on semisupervised Gaussian regression,” Industrial and Engineering Chemistry Research, vol. 55, no. 27, pp. 7394–7401, 2016.

[6] T. Jin, H. Ding, H. Xia, and J. Bao, “Reliability index and Asian barrier option pricing formulas of the uncertain fractional first-hitting time model with Caputo type,” Chaos, Solitons and Fractals, vol. 142, Article ID 110409, 2020.

[7] M. Deviaine, I. D. Castro, P. Borzee et al., “Capacitively-coupled ECG and respiration for the unobtrusive detection of sleep apnea,” Physiological Measurement, vol. 42, 2021.

[8] A. Zarei and B. M. Asl, “Automatic classification of apnea and normal subjects using new features extracted from HRV and ECG-derived respiration signals,” Biomedical Signal Processing and Control, vol. 59, 2020.

[9] W. Deng, S. Shang, X. Cai et al., “Quantum differential evolution with cooperative coevolution framework and hybrid mutation strategy for large scale optimization,” Knowledge-Base Systems, vol. 224, Article ID 107080, 2021.

[10] J. L. Vargas-Luna, W. Mayr, and J. A. Cortés-Ramirez, “Amplitude modulation approach for real-time algorithms of ECG-derived respiration,” Revista Mexicana de Ingeniería Biomédica, vol. 35, pp. 53–69, 2014.

[11] R. Baiłón, L. Sornmo, and P. Laguna, “A robust method for ECG-based estimation of the respiratory frequency during stress testing,” IEEE Transactions on Biomedical Engineering, vol. 53, no. 7, pp. 1273–1285, 2006.

[12] P. De Chazal, C. Heneghan, E. Sheridan, R. Reilly, P. Nolan, and M. O’Malley, “Automated processing of the single-lead electrocardiogram for the detection of obstructive sleep apnoea,” IEEE Transactions on Biomedical Engineering, vol. 50, no. 6, pp. 686–696, 2003.

[13] S. Nemati, A. Malhotra, and G. D. Clifford, “Data fusion for improved respiration rate estimation,” EURASIP Journal on Applied Signal Processing, vol. 2010, Article ID 926305, 2010.

[14] D. Widjaja, C. Varon, A. Dorado, J. A. K. Suykens, and S. Van Huffel, “Application of kernel principal component analysis for single-lead-ECG-derived respiration,” IEEE Transactions on Biomedical Engineering, vol. 59, no. 4, pp. 1169–1176, 2012.

[15] T. Jin, X. Yang, H. Xia, and H. Ding, “Reliability index and option pricing formulas of the first-hitting time model based on the uncertain fractional-order differential equation with caputo type,” Fractals, vol. 29, no. 1, Article ID 2150012, 2021.

[16] F. G. Meyer and R. R. Coifman, “Brushlets: a tool for directional image analysis and image compression,” Applied and Computational Harmonic Analysis, vol. 4, no. 2, pp. 147–187, 1997.

[17] W. Deng, J. Xu, X.-Z. Gao, and H. J. I. T. O.S. Zhao, “An enhanced MSIQE algorithm with novel multiple strategies for global optimization problems,” IEEE Transactions on Systems, Man, and Cybernetics: Systems, 2020.

[18] J. Gilles, “Empirical wavelet transform,” IEEE Transactions on Signal Processing, vol. 61, no. 16, pp. 3999–4010, 2013.

[19] I. Daubechies, Ten Lectures on Wavelets, SIAM, Philadelphia, PA, USA, 1992.

[20] B. Schölkopf, A. Smola, and K.-R. Müller, “Nonlinear component analysis as a kernel eigenvalue problem,” Neural Computation, vol. 10, no. 5, pp. 1299–1319, 1998.

[21] K. K. Kim and A. rana, “Cardiac disease detection using modified PanTompkins algorithm,” Journal of Sensor Science and Technology, vol. 26, pp. 13–16, 2019.

[22] A. García-González, A. Huerta, S. Zlotnik, and P. J. A. P. A. Díez, “A kernel principal component analysis (kPCA) digest with a new backward mapping (pre-image reconstruction) strategy,” Research Square, 2020, https://arxiv.org/abs/2001.01958.

[23] N. Sadr and P. de Chazal, “A comparison of three ECG-derived respiration methods for sleep apnoea detection,” Biomedical Physics and Engineering Express, vol. 5, no. 2, Article ID 025027, 2019.

[24] C. Varon, J. Morales, J. Lázaro et al., “A comparative study of ECG-derived respiration in ambulatory monitoring using the single-lead ECG,” Scientific Reports, vol. 10, pp. 1–14, 2020.

[25] N. Iyengar, C. K. Peng, R. Morin, A. L. Goldberger, and L. A. Lipsitz, “Age-related alterations in the fractal scaling of cardiac interbeat interval dynamics,” American Journal of Physiology-Regulatory, Integrative and Comparative Physiology, vol. 271, no. 4, pp. R1078–R1084, 1996.