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Abstract—In this work, we propose a novel framework shape back-projection for computationally efficient point cloud processing in a probabilistic manner. The primary component of the technique is shape histogram and a back-projection procedure. The technique measures similarity between 3D surfaces, by analyzing their geometrical properties. It is analogous to color back-projection which measures similarity between images, simply by looking at their color distributions. In the overall process, first, shape histogram of a sample surface (e.g. planar) is computed, which captures the profile of surface normals around a point in form of a probability distribution. Later, the histogram is back-projected onto a test surface and a likelihood score is obtained. The score depicts that how likely a point in the test surface behaves similar to the sample surface, geometrically. Shape back-projection finds its application in binary surface classification, high curvature edge detection in unorganized point cloud, automated point cloud labeling for 3D-CNNs (convolutional neural network) etc. The algorithm can also be used for real-time robotic operations such as autonomous object picking in warehouse automation, ground plane extraction for autonomous vehicles and can be deployed easily on computationally limited platforms (UAVs).

I. INTRODUCTION

Accurate depth sensing and its efficient processing is crucial for a robotic system to reliably perform tasks such as object pick, place or autonomous navigation. The depth data is acquired by the depth sensors and is commonly known as point clouds. The current depth sensors can provide millions of point cloud data in near real time. However, processing them, in general, requires huge computing power. Hence, driven by the significance of the depth information, in this paper, we focus on exploring local geometrical properties of a point cloud such that multiple tasks in the area of 3D perception can be reasoned by computing only once.

Typically, a point cloud is either organized or unorganized. An organized cloud is represented as a 2D matrix in which each location corresponds to a 3D point similar to a pixel in an image. Such clouds offers straightforward use of the 2D image processing techniques (e.g. edge detection) and facilitates fast nearest neighbor computations. On the other hand, unorganized clouds are simply a collection of 3D points which does not convey any spatial or structural connectivity. These clouds are often represented in form of kD-trees [1] or Octrees [2] which facilitate efficient (but slower then organized) nearest neighbor search [3] as well as reduced memory storage. Most common sources of organized point cloud are stereo cameras, Time-of-Flight cameras such as Microsoft Kinect, Intel real sense, IDS-Ensenso etc. Whereas, the LIDAR [4] sensors are a major source of unorganized point clouds. Due to long range and high accuracy, they are preferred in autonomous driving and navigation [5], [6], warehouse automation, robotic object manipulation and other industrial applications.

In order to advance the state-of-art in the above areas, several worldwide robotic challenges have been hosted previously such as Amazon Picking Challenge, 2015 and 2016, Amazon Robotics Challenge, 2017 for warehouse automation, MBZIRC, DARPA humanoid [7] and autonomous driving [8] challenges. Interestingly, all of them have a large technological overlap between them which primarily includes object detection and segmentation of images and point clouds, edge detection (2D or 3D), object pose estimation, 3D model fitting for robot grasping.

The state-of-art (SOA) algorithms for object detection [9], [10], [11], [12], [13], [14], [15] in images are based on Convolutional Neural Network (CNN) architectures [16], [17], [18]. The CNNs have also been employed in 3D perception, such as point cloud segmentation [19], semantic 3D scene completion [20], and 3D object segmentation [21]. These variants of CNNs are known as 3D-CNNs. The 3D-CNNs require huge amount of labeled point cloud data which comes at a cost of specialized softwares and exhaustive manual efforts. Despite the accuracies, their computational and memory intensive nature limits their scope for real time applications [22], [23] on limited computing platforms such as Unmanned Aerial Vehicles (UAVs).

As an alternative, traditional feature matching [24], [25]
and consensus based model fitting [26] methods are preferred. The former involve computing of handcrafted features based on local geometrical information of a model point cloud and matching them with the features computed for a target point cloud. The feature matching procedure is a compute intensive task and its performance is severely deteriorated even for minor 3D surface variations between the model and the target. Inconsistent depth data is the primary reason for this which often results in inaccurate feature estimation and matching.

On the other hand, the consensus based methods of RANSAC [27], LMedS [28] are a primary choice to fit primitive shapes (e.g. plane, cylinder or sphere) into point clouds. These methods perform iterative random sampling of the input points and estimates model parameters (plane coefficients, cylinder or sphere radii). However, sampling and the estimation process becomes computationally inefficient when a large number of points are irrelevant to the model to be fit. In case of multiple model instances, the algorithm is iterated exactly equal to number of instances, which in some applications, is not known beforehand. Moreover, their capabilities to only deal with primitive shapes, limit their applicability in real world scenarios, because many objects are often complex shaped, i.e. neither a plane nor a cylinder.

Furthermore, robust edge detection in the point clouds is quite important for various robotic applications. It can be achieved in the organized point clouds (depth images) simply by using the techniques of edge detection in RGB images. Whereas, unorganized cloud needs special treatment. Such cases are generally occurs when a raw organized point cloud undergoes noise removal preprocessing operations and loses its spatial and structural connectivity (unorganized cloud). Sometimes, the depth sensors (LIDARs) directly provides unorganized point cloud data. Due to the lost spatial relations, edge detection in unorganized point clouds becomes quite challenging and have gained only a little attention [29]. The approach is based on Eigen value analysis with all results reported only for synthetic data.

In this paper, we propose a novel probabilistic framework Shape Back-projection which addresses all of the above limitations in a non-iterative manner. The most crucial part of the algorithm is shape histograms which encodes the 3D information in such a way that it can be utilized for a number of applications while avoiding complex computations. We experimentally demonstrate that, shape back-projection can be deployed independently for the tasks of point cloud classification, edge detection, especially in the unorganized clouds. Unlike consensus based methods, the proposed algorithm can deal with any number of instances, without manual specification. The algorithm also outperforms a recent algorithm [29] of edge detection in unorganized point clouds. Moreover, the algorithm can also be effective to facilitate automated labeling of 3D point cloud data, required for 3D-CNNs

In the following sections, first, we lay a preliminary ground on which the whole idea is based (Sec. II). Then, we discuss core of the algorithm (Sec. III). At the end, we report comprehensive experimental analysis (Sec. IV) and discuss the primary applications of shape back-projection.

II. PRELIMINARIES

A. Color Histograms

Color histogram is a discretization of a color space such as (Red, Green, Blue), (Hue, Saturation, Value), etc and represents a frequency distribution over the pixel colors in an image. Each component of a color space is referred as a channel. Let \( C \) be a \( k \)-bin color histogram to be computed over a single color channel. First, a bin-id (Eq. 1) for a pixel is obtained and the corresponding bin value is incremented by one. This process is repeated for all or only a desired set of pixels. The obtained frequency distribution \( C \) is then normalized \( (C_n) \) with the number of pixels which participated in the histogram computation. The normalization step essentially scales all the bin values to sum them up-to one so that it can follow the properties of a valid probability density function. Fig. 2b shows single channel normalized histograms of H, S, V components of a sample image (Fig. 2a).

\[
\text{bin-id} = \left\lfloor \frac{\text{color}}{k} \right\rfloor
\]  

(1)

B. Color Back-projection

Back-projection [30] is a technique to identify test data patterns, behaving almost similar to that of a given distribution. In the context of images, color histograms are back-projected to localize color patterns similar to a given color histogram. In the first step of back-projection, normalized color histogram of the pixels of interest in a sample image is computed (object pixels in Fig. 2a). Later, for each pixel in a test image (Fig. 2c), \( bin-id \) is obtained and assigned a score (Eq. 2) equal to the value of bin-id in the color histogram. The score is referred as back-projection likelihood which depicts that how likely a pixel in the test image belongs to the object in the sample image.

\[
P(\text{pixel} = \text{color} \mid C_n) = C_n(\text{bin-id})
\]  

(2)

In general, hue component of the HSV color space is preferred for color back-projection because it carries the chrominance information about a pixel-color. However, the selection of color component may vary from application to application. Color back-projection has been explored previously in various applications such as real time object tracking in images using Mean-Shift [31], Cam-Shift [32].
III. SHAPE BACK-PROJECTION

Shape back-projection is inspired by color back-projection and comprises of shape-histogram analogous to a color histogram. By back-projecting the shape histograms onto 3D surfaces, points of a particular interest can be obtained in a probabilistic manner, similar to obtaining pixels of interest in the color back-projection process.

A. Shape Histograms

A shape histogram has been designed by carefully observing the geometrical properties of 3D surfaces such as normals, and curvature. To understand this, consider a planar and a curved surface (S) as shown in Fig. 3a and 3c. Let \( p_i, p_j \in S \) be a point and its neighbor respectively and \( n_i, n_j \) be their normals. For each \( (p_i, p_j) \) pair, we define an angle \( \alpha_{ij} \) between \( n_i \) and \( n_j \). An individual \( \alpha_{ij} \) does not convey much information, however, the \( \alpha_{ij}s \) for all neighbors of \( p_i \) governs the behavior of local surface variations around \( p_i \). By the visual inspection of Fig. 3b and 3d, it can be inferred that larger the \( \alpha \), more is the surface curved around \( p_i \). Based on this fact, we exploit the information contained in the \( \alpha_{ij}s \) which we call Inter Normal Angle Difference (INAD). We parameterize INAD as a mean and standard deviation \((\mu, \sigma)\) value pair of the \( \alpha_{ij}s \) for each \( p_i \). The INAD pair essentially captures a Gaussian distribution \( \mathcal{N}(\mu, \sigma^2) \) of curvature around \( p_i \) which is given by Eq. 3, 4.

\[
\mu_i = \frac{1}{N} \sum_{j=1}^{N} \alpha_{ij} \tag{3}
\]

\[
\sigma_i = \sqrt{\frac{1}{N} \sum_{j=1}^{N} (\alpha_{ij} - \mu_i)^2} \tag{4}
\]

Further, in order to obtain the shape histogram of a given surface, firstly, INAD for each \( p_i \in S \) is computed. Later, a cumulative distribution of these INAD pairs is obtained in a way similar to that of color histogram computation. It is important to note that the INAD is composed of two values: \( \mu, \sigma \). Thus, a shape histogram is simply two dimensional and to accommodate this, the Eq. 4 can be rewritten as Eq. 5 where, \( k_\mu, k_\sigma \) are the number of bins in the \( \mu \) and \( \sigma \) axis.

\[
bin-id_{\mu_i} = \left\lfloor \frac{\mu_i}{k_\mu} \right\rfloor, \quad bin-id_{\sigma_i} = \left\lfloor \frac{\sigma_i}{k_\sigma} \right\rfloor \tag{5}
\]

Next, the obtained cumulative distribution is normalized by dividing it with the maximum value in the distribution. The normalized cumulative distribution is termed as a shape-histogram. Fig. 3e-3h depicts the shape histogram of a synthetically generated planar and a curved surface for different values of neighborhood search radii \( r \).

The INAD computations are entirely based on surface normals. Therefore, noisy normals can severely affect the shape histograms. Most of the noise comes directly from the depth sensors which is aggregated with the approximate solutions errors, introduced by the normal estimation process. Hence, it becomes necessary to deal with the case of noisy normals. Ideally, it would be impossible to obtain 100% noise free normals. Thus, we employ a noise cancellation procedure based on simple statistical outlier removal technique. Before discussing the noise cancellation procedure, we briefly introduce the normal estimation process below.

1) Normal Estimation: Let \( p_i \) be any point in \( \mathbb{R}^3 \) and \( N \subset S \) be the set of all neighboring points around \( P \) in a spherical region of radii \( r \). A covariance matrix \( (C) \) in \( \mathbb{R}^3 \) is computed from a point set \( P \cup N \) and decomposed into Eigen vectors. The matrix \( C \) essentially captures the spatial behavior (variance or spread) of neighboring points around \( p_i \) and an Eigen vector quantifies both the direction and amount of spread. In general, a surface has minimal spread in a direction normal to it. Therefore, the Eigen vector having lowest Eigen value can be taken as an approximation to the normal at \( p_i \). The above methodology is the most simple and fastest approximation of normals and its practical implementations are publicly available in the Point Cloud Library (PCL) [33].

2) Noise Removal: After the normal estimation process, \( \alpha_{ij}s \) for each \( p_i \) are computed using inverse cosine rule. At this stage, we assume that some of the \( \alpha_{ij}s \) may be noisy. To filter such values, we perform statistical outlier rejection operation on \( \alpha_{ij}s \). This step eliminates noisy normals up to a great extent, leading to consistent normals in the output. The mathematical treatment of the operation is given by Eq. 6. Here, \( c \) is referred as an outlier rate which controls the number of outliers in the output. Decision for a point to be an outlier or inlier is given by Eq. 6.

\[
p_j = \begin{cases} 
  \text{Inlier}, & \text{if } |\alpha_{ij} - \mu_i| \leq c \\
  \text{Outlier}, & \text{Otherwise}
\end{cases} \tag{6}
\]

The filtered \( \alpha_{ij}s \) are now plugged into Eq. 3, 4 in order
to compute the new values of \( \mu_i \) and \( \sigma_i \) which collectively represents INAD at \( p_i \). It must be noted that any point \( p_j \in N \) marked as an outlier is not included into computation of \( \mu_i \) and \( \sigma_i \). Fig. 3c and 3e shows shape histogram computed for a planar and a curved surface.

B. Shape Histogram Back-projection

Shape histogram back-projection is functionally analogous to the color histogram back-projection. In this case, the back-projection likelihood score depicts that: “how likely a point in a test surface is following geometrical properties similar to that of represented by the shape histogram of a sample surface”. The mathematical expression for such a likelihood is given in Eq.[7] where \( S_s \) and \( SH \) refers to a sample surface and its shape histogram respectively.

\[
P(p_t \in S_s | SH, r) = SH(bin-id_{\mu}, bin-id_{\sigma}) \tag{7}
\]

In order to back-project a shape histogram, first the INAD for each point in a test surface \( S_t \) is computed (Eq.[3][4]). The INAD is then used to obtain \( bin-id_{\mu} \) and \( bin-id_{\sigma} \) which are then plugged into Eq.[7] to obtain the likelihood.

Fig.4 shows examples of the shape back-projection procedure. The column-1 represents the case where shape histograms of a planar and a curved surface \( (S_s) \) are back-projected onto a test surface \( (S_t) \), having three orthogonal planes. It can be noticed that the likelihood obtained is higher (●) when both \( S_s \) and \( S_t \) belong to similar kind of surfaces (planar-planar). Whereas, it is lower (●) when \( S_s \) and \( S_t \) are of different kinds (curved-planar). Similarly, the column-2 represents the case when shape histogram of the planar and curved sample surfaces is back-projected onto a curved test surface \( S_t \).

In the performance of shape back-projection, the neighborhood search radii \( r \) is a crucial parameter. The variations in the values of \( r \) lead to different utilities of shape back-projection, which we have experimentally demonstrated in the following section.

IV. Experiments

In this section, we provide quantitative and qualitative results of Shape Back-projection. The experimental evaluation is done by varying the values of parameters such as number of histograms bins \( (k) \), neighbor search radii \( (r) \). In order to evaluate the algorithm against noise and demonstrate its real world usefulness, we choose publicly available point cloud dataset [33] containing 108 organized point clouds, acquired by Microsoft Kinect sensor. Each cloud contains a clutter of household objects placed on top of a table. The clouds are deliberately converted into unorganized format. Due to the unavailability of ground truths for the purpose of binary surface classification and edge detection, we manually generate them using CloudCompare [34]. All the experiments are performed only on a i7-6850-K CPU and 64GB RAM. It must be noticed that shape-histograms does not represent any feature e.g.[24], [25], therefore we have limited our discussion only to variations in hyper-parameters of shape-histograms and its utilities.

A. Varying “r”

The INAD score for a point depends on the number of the spatial neighbors, which in turn is governed by \( r \). Fig. 3c, 3h shows shape histograms of Fig. 3a and 3c for varying \( r \). It can be seen that as \( r \) is increased, the peak in the shape histogram of a planer surface doesn’t change whereas it shifts towards higher bins for the case of a curved surface. Thus, we make an important observation that the value of \( r \) essentially captures the information about the curvature at a point. We exploit the observation and show that by computing shape histogram of a surface only once, we can use it for different purposes as given below.

1) Binary Surface Classification: Surface segmentation is a most fundamental operation which is required in order to segregate points with similar geometrical properties into different clusters. In this direction, the learning based [21], [19] approaches exists, however, they require tremendous amounts of data and GPUs for their operations. Here, we demonstrate that shape back-projection can achieve high accuracies for binary surface classification merely on a CPU.

The 3D surfaces can be broadly classified into two categories i.e. planar and curved (non-planar). We can say that if a point is more likely to be on a planar surface, it will be less likely to be on a curved surface and vice-versa. Therefore if we have shape histogram of a planar surface, the Eq. [8] holds.

\[
P(p \in S_{planar}|SH, r) + P(p \in S_{curved}|SH, r) = 1 \tag{8}
\]

To verify this, we compute shape histogram of a planar surface and back-project onto the real 3D scenes as shown in column-(1) Fig. 5. Corresponding color coded likelihoods \( P(p \in S_{planar}|SH, r) \) and \( P(p \in S_{curved}|SH, r) \) are shown in column-(2, 3) Fig. 5. The likelihood score proves the validity of Eq. [8] qualitatively. The Table I depicts the precision, recall, F1 and mIoU [35] scores to assess the binary classification quality. These values are heavily dependent on the quality of the ground truth which we have manually generated. The planar class have high precision and high recall values. Whereas, high recall and relatively low precision for curved surfaces can be accounted by the misclassification of planar points as well as inaccurate ground truths near the high curvature edges. Despite the relatively low precisions for the curved surfaces, the qualitative analysis of binary classification (Fig. 5 column-2, 5) is quite pleasant.
2) Edge Detection in Unorganized Point Clouds: We target this task as a utility of shape back-projection by employing two facts: first, the INAD captures the amount of curvature at a point and second, the edges have high curvature as compared to a plane. Therefore, we reduce $r$ to a smaller value ($\sim 6\, \text{mm}$) and then back-project the shape histogram of a planar surface onto the 3D scenes as shown in column-1 Fig. 5. Since, the edges are also curved regions in a cloud, therefore, the Eq. 8 can be rewritten as given below.

$$P(p \in S_{\text{plane}} | SH, r) + P(p \in S_{\text{edge}} | SH, r) = 1 \quad (9)$$

Table II shows the precision, recall and the F$_1$-Score for edge detection using shape back-projection and a recent method [29]. It can be inferred that the recent method performs well for synthetic data which they have reported in their paper, however, performs quite inferior on real data. This is where, the shape back-projection marks its importance to reliably deal with real data. Fig. 5 column-(6-7) shows the color coded edge likelihood $P(p \in S_{\text{edge}} | SH, r)$ corresponding to the clouds in column-(1). It can be seen that the predicted edges appears quite similar to the ground truth.

B. Number of Bins ($k_{\mu}, k_{\sigma}$) and its Effect on Noise

To study the effect of noise, we don’t rely on adding noise in the synthetic point clouds as performed in [29], instead the chosen point clouds fulfills the purpose, as they are full of random noise and inconsistence depth measurements. Table II depicts the precision, recall and $F_1$ measure for high curvature edge detection in the real point clouds data well as a synthetic cloud (Fig. 6). It is noticeable that the best $F_1$ (in blue) on real data is obtained with higher number of bins while for the synthetic point cloud, it is achieved with lower number of bins. It happens because noisy point cloud contains local surface variations which can not be represented for small values of $k$. On the other hand, high values of $k$ accurately encodes such information and does not let the noise hamper the underlying geometrical information. Hence, the shape histograms inherently deals with surface noise which is desirable for many practical applications.

C. Timing Analysis and Point Cloud Density

The INAD score heavily relies on number of nearest neighbors ($k$-NNs) which depends on the cloud density. In general, the real point cloud data is noisy and posses non-uniform density. Therefore, rather changing the radii, timing analysis is performed by explicitly varying the number of nearest neighbors in a synthetic point cloud (Fig. 6). Table III shows the INAD computing performance for a single point with different number of nearest neighbors. On a scale, 10 and 500 neighbors roughly corresponds to a radii of $0.005 \, \text{m}$ and $0.03 \, \text{m}$ on surface of resolution $0.001 \, \text{m}$. The method is quite fast even on single thread. This enables shape back-projection to be deployed on computationally limited platforms. The speeds can be increased several times by taking advantage of multi-threading and GPUs, if available.

D. Rotation and Translation Invariancy

Shape back-projection exploits local geometrical properties. In this process, the INAD score for a point is computed using surface normals which are in turn computed locally and invariant to 3D affine transformation. Therefore, the INAD score and the shape histograms remain rotational and translational invariant.
E. A Promising Alternative to Model Consensus

Consider the point cloud in the Fig.5 row-3. In order to extract all the cylindrical items from the cloud, model consensus needs to be deployed iteratively and number of cylinders (instances) must be known beforehand. On the other hand, binary surface classification using shape back-projection can classify all instances without requiring to have the total number of instances apriori and can also deal with variety of shapes, unlike model consensus which are primitive only. Table IV shows the precision, recall and F-score of shape back-projection and RANSAC to extract all cylinders in the the cloud-Id 33 (Fig.5, row-3).

V. Practical Applications

1) Warehouse Automation: A large number of novel items arrive in the warehouses on a daily basis. Dealing with such items becomes a major challenge because not every item can be included in the dataset of the learning based perception algorithms. In such cases, the binary surface classification using shape back-projection can be utilized in order to segregate items in the cluttered containers on the basis of their 3D shape and the segregated items then can be sent to different destinations for further processing.

2) Suction Grasp Location Estimation: Through our participation in the Amazon challenges APC’16 and ARC’17, we have realized that the centroid based approach [36] is not suitable for suction based grasping in the presence of partial occlusions, and especially when a smaller object lies on top of a larger object. As a solution, shape-histogram of a planar or curved surface (depending on the target object shape) is back-projected onto the point cloud of a target object. Then, an adaptive mean-shift operation is performed on the back-projection likelihood and its convergence point is chosen as the suction grasp location (Fig.7). This strategy is quite fast, effective and also eliminate a need of time consuming 6D pose estimation such as Super4PCS [37].

3) Automated data labeling for 3D-CNNs: In order to train 3D-CNNs for the task of surface classification, a huge amount of data is required. Manual labeling of 3D point clouds is quite exhaustive and challenging as compared to images and requires specialized softwares. Hence, shape back-projection can be deployed to segment specific kind of surfaces from a 3D scene and its output can be used to generate ground truths. For example, the outputs of algorithm in Fig.4 can be used to generate dataset to train a 3D CNN for purpose of surface segmentation and to detect edges.

VI. Conclusion

In this work, we have presented a novel algorithm of shape back-projection in 3D scenes. Its inspiration lies in the working of color back-projection which obtains color similarity between two images by analyzing their color histograms. Here, we have developed a novel shape histogram, by means of which, a probabilistic measure of similarity between two 3D point clouds can be obtained. The utility of the shape back-projection ranges from warehouse automation to automated labeled data generation for 3D-CNNs. The existing feature based 3D object detection methods can also be benefitted by extracting salient points using shape back-projection. The algorithm is robust and a computationally efficient alternative to the SOA algorithms for the above purposes. Therefore, it can be easily deployed on computationally limited platforms (UAVs) for complex tasks of object manipulation.
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### TABLE I: Performance analysis of binary surface classification

| Scene-Id | Method | $k_{\text{pr}} 	imes k_{\text{sr}}$ | Precision | Recall | F1  | mIoU | Method | Precision | Recall | F1  | mIoU |
|----------|--------|-------------------------------|-----------|--------|-----|------|--------|-----------|--------|-----|------|
| 4        | S.B.   | $10 \times 10$                | 0.98      | 0.97   | 0.96| 0.66| S.B.   | 0.99     | 0.93   | 0.94| 0.55|
| 20       | S.B.   | $20 \times 20$                | 0.95      | 0.95   | 0.93| 0.67| RANSAC | 0.99     | 0.93   | 0.94| 0.55|
| 33       | S.B.   | $10 \times 10$                | 0.95      | 0.96   | 0.95| 0.70| S.B.   | 0.99     | 0.93   | 0.94| 0.55|
| 44       | S.B.   | $10 \times 10$                | 0.98      | 0.96   | 0.97| 0.71| S.B.   | 0.99     | 0.93   | 0.94| 0.55|

### TABLE II: Performance analysis of high curvature edge detection, S.B. refers to Shape Back-projection

| Scene-Id | Method | $k_{\text{pr}} 	imes k_{\text{sr}}$ | Precision | Recall | F1 | mIoU | Method | Precision | Recall | F1 | mIoU |
|----------|--------|-------------------------------|-----------|--------|----|-----|--------|-----------|--------|----|-----|
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| 33       | S.B.   | $10 \times 10$                | 0.95      | 0.96   | 0.95| 0.70| S.B.   | 0.99     | 0.93   | 0.94| 0.55|
| 44       | S.B.   | $10 \times 10$                | 0.98      | 0.96   | 0.97| 0.71| S.B.   | 0.99     | 0.93   | 0.94| 0.55|

### TABLE III: Timing analysis of INAD computations per point

| $k$-NNs | 10 | 100 | 200 | 300 | 400 | 500 |
|---------|----|-----|-----|-----|-----|-----|
| Time (μS) | 4.2 | 23.1 | 45.5 | 67.6 | 87.5 | 100.7 |

### TABLE IV: Performance analysis for multi-instance cylinder extraction

| Method | Recall | F1  | mIoU |
|--------|--------|-----|------|
| S.B.   | 0.66   | 0.97| 0.79|
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