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ABSTRACT. The extended cyclic reduction algorithm developed by Swartrauber in 1974 was used to solve the block-tridiagonal linear system. The paper fills in the gap of theoretical results concerning the zeros of matrix polynomial $B_r^{(r)}$ with respect to a tridiagonal matrix which are computed by Newton’s method in the extended cyclic reduction algorithm. Meanwhile, the forward error analysis of the extended cyclic reduction algorithm for solving the block-tridiagonal system is studied. To achieve the two aims, the critical point is to find out that the zeros of matrix polynomial $B_r^{(r)}$ are eigenvalues of a principal submatrix of the coefficient matrix.

I. INTRODUCTION

Tridiagonal and block-tridiagonal systems play a fundamental role in matrix computation related to scientific and engineering problems, which particularly occur in approximation of the finite difference method for the Poisson equation. Among many algorithms to solve such systems, there are two basic techniques of the direct methods which are computationally very fast and require a minimum of storage:

- Fast Fourier transform, which relies on the knowledge of a certain set of trigonometric eigenvectors.
- Cyclic reduction, which relies on the simple block tridiagonal structure of the coefficient matrix.

Cyclic reduction is an algorithm invented by Golub and Hockney in the mid 1960s for solving linear systems resulting from the finite difference method for the Poisson equation over a rectangle. Since then it received much attention for its very nice computational features and had a great development [2, 4, 6, 8, 14, 16, 15, 1]. Among the algorithms related by Golub, it is one of the most versatile and powerful ever created [1]. Afterwards Swartrauber extended the cyclic reduction method to linear systems related to the discretization of separable elliptic equations with Dirichlet, Neumann, or periodic boundary conditions [16], which is the so-called extended cyclic reduction (ECR) algorithm. The ECR algorithm has been adopted by FISHPACK which is an efficient FORTRAN subprograms for the solution of separable elliptic partial differential equations by Adams, Swartrauber and Sweet [19]. The ECR algorithm for the discrete system resulting from separable elliptic equations was noted in classic book [20] by Saad.

Of particular interests are direct methods for linear systems with the block-tridiagonal matrices resulting from Legendre-Galerkin spectral methods for the constant-coefficient elliptic equations. A direct approach by the matrix diagonalization method [11] which was based on the spectral decomposition of matrices was presented for the Legendre-Galerkin approximation of the two and three dimensional Helmholtz equations by Shen in [18], whose complexity is of $O(N^{d+1})$, where
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$d = 2, 3$ and $N$ is the cutoff number of the polynomial expansion in each direction. A fast direct two-dimensional Poisson solver, the complexity of which is better than that of the algorithm based on the matrix diagonalization method, was constructed by further exploring the matrix structures of the Legendre-Galerkin spectral discretization combined with the ECR algorithm [17], whose complexity is of $O(N^2 \log_2 N)$. Recently, it was extended to fast solve the three-dimensional Poisson equation in [8], whose complexity is of $O(N^3 (\log_2 N)^2)$. As mentioned above, direct methods based on cyclic reduction yield a quasi-optimal complexity for the systems related to the Legendre-Galerkin spectral discretization. To the best of our knowledge, no related theoretical analysis has been given about the ECR algorithm and this paper is to focus on it.

Cyclic reduction for the block-tridiagonal system described in Section 2 proceeds by first eliminating half of the variables simultaneously, then half of the remainder, and so on. This process is continued until a system with a single unknown vector is obtained. In the implementation, each step generates a block-tridiagonal system with the matrices $I, 2I - (A^{(r)})^2, I$, where $I$ is the identity matrix and the matrix $A^{(r)} = P_{2r}(A)$ is a polynomial of degree not greater than $2^r$ with respect to $A$. Actually, the matrix in $r$-th reduction step is

$$A^{(r+1)} = 2I - (A^{(r)})^2,$$

which indicates the polynomial $P_{2^r}(x)$ satisfies the following recurrence relation

$$P_1(x) = x, \quad P_{2^{r+1}}(x) = 2 - P_{2^r}^2(x).$$

This together with the property of the Chebyshev polynomials $T_n(t)$ leads to

$$P_{2^r}(x) = -2T_{2^r}(-\frac{x}{2}), \quad r \geq 0.$$  

Since the zeros of Chebyshev polynomials are available explicitly, the matrix polynomial $A^{(r)}$ of matrix $A$ can be expressed in a factorized form directly as is shown in (2.7). By contrast, in the implementation of the ECR algorithm, each step generates a block-tridiagonal system with matrices $A_i^{(r)}, B_i^{(r)}, C_i^{(r)}$ (see (3.10) below) which are polynomials of the tridiagonal matrix $B$. Since matrices $A_i^{(r)}, B_i^{(r)}, C_i^{(r)}$ fill rapidly as $r$ increases, and consequently storage requirements of computation become excessive. Instead of storing these matrices, it is to store the zeros of the corresponding polynomials that represent them. But the explicit expressions of these zeros are not available like the cyclic reduction [16].

It is observed from numerical experiments that Newton’s method is globally convergent only if the zeros of matrix polynomial $B_i^{(r)}$ are real and simple. However, a theoretical proof is missing in literatures. Thus the first aim of this article is to prove the zeros of matrix polynomial $B_i^{(r)}$ are real and simple so that the algorithm is stable and globally convergent in theory. Here and throughout this paper, the zeros of a matrix polynomial with respect to some matrices mean the zeros of the corresponding scalar valued polynomial that represents it. The second aim is to give the forward error analysis of the ECR algorithm for the block-tridiagonal system. For this purpose, the block-tridiagonal system is rewritten in the tensor product formulation $(B \otimes I + I \otimes \mathcal{R}_n) X = Y$, which is presented in Section 3. And two basic assumptions are made: (1) Both $B$ and $\mathcal{R}_n$ are symmetric positive definite tridiagonal matrices, and all subdiagonal entries of $\mathcal{R}_n$ are non-zero. (2) The eigenvalues of $B$ and $\mathcal{R}_n$ satisfy

$$\lambda_{\text{max}}(\mathcal{R}_n) \leq \max_{1 \leq i \leq n} |b_i| \pm (|a_i| + |a_{i+1}|) \leq 1, \quad \lambda_{\text{min}}(\mathcal{R}_n) \geq u^{1-\epsilon},$$

$$\lambda_{\text{max}}(B) \leq 1, \quad \lambda_{\text{min}}(B) \geq u^{1-\epsilon},$$

where $\epsilon$ is a small positive number.
where $0 < \epsilon < 1$, $u$ is the unit roundoff. Under the two assumptions, the forward error analysis of the ECR algorithm in the reduction phase and the back-substitution phase is given.

The main contributions of this paper are of three folds:

(i) It is proved that the zeros of matrix polynomial $B_i^{(r)}$ are real and simple which fills in the gap of theoretical results.

(ii) It is found out that the matrix polynomial $B_i^{(r)}$ corresponds to the eigenpolynomial of a principal submatrix of $-R_n$ which is the critical point of the theoretical analysis throughout the paper. Thanks to this conclusion, the method of bisection (MOB) for the eigenvalues of a symmetric tridiagonal matrix can be applied to compute the zeros of $B_i^{(r)}$, the computational cost and accuracy of which are quantitatively estimated.

(iii) A technical setup is given to arrange the zeros of $B_i^{(r)}$ and $B_i^{(r-1)}B_i^{(r-1)}$ in pairs as shown in (3.23) for the convenience of the forward error analysis. Note that it is unclear how to arrange them in original paper [16].

It is emphasized that the main finding that the matrix polynomial $B_i^{(r)}$ corresponds to the eigen-polynomial of a principal submatrix of $-R_n$ (see Theorem 3.1 below) is the key ingredient of the theoretical analysis of this work.

The rest of the paper is organized as followings. In section 2, cyclic reduction for solving the block-tridiagonal system is described. In section 3, a brief description of the ECR algorithm is presented and the main theorem is given. Section 4 presents the forward error analysis of the ECR algorithm in the reduction phase and the back-substitution phase.

2. CYCLIC REDUCTION

For readers’ convenience, the algorithm of cyclic reduction [22, 4, 21] is described here for solving block-tridiagonal systems that arise from discretizing the Poisson equation imposed on some rectangular domains by the finite difference method, which is of the form

\[
\begin{bmatrix}
  A & I \\
  I & A \\
  & & \ddots \\
  & & & I & A \\
  & & & I & A
\end{bmatrix}
\begin{bmatrix}
  u_1 \\
  u_2 \\
  \vdots \\
  \vdots \\
  u_n
\end{bmatrix}
= 
\begin{bmatrix}
  g_1 \\
  g_2 \\
  \vdots \\
  \vdots \\
  g_n
\end{bmatrix},
\]

(2.1)

in which $u_i, g_i \in \mathbb{R}^m$, $i = 1, 2, \ldots, n$, $I \in \mathbb{R}^{m \times m}$ is the identity matrix with positive integers $m$ and $n$, and the matrix $A \in \mathbb{R}^{m \times m}$ is as follows

\[
A = 
\begin{bmatrix}
  -4 & 1 \\
  1 & -4 & 1 \\
  & \ddots & \ddots \\
  & 1 & -4 & 1 \\
  1 & -4 & & \\
  & & 1 & -4
\end{bmatrix}.
\]
The basic operation in cyclic reduction is the simultaneous elimination of unknown vectors whose indices are odd. For the system (2.1), the corresponding elimination can be done by matrix multiplications as follows. Let $n = 2^{k+1} - 1$ and consider the following three consecutive equations

\[
\begin{align*}
 u_{2j-2} + Au_{2j-1} + u_{2j} &= g_{2j-1}, \\
 u_{2j-1} + Au_{2j} + u_{2j+1} &= g_{2j}, \\
 u_{2j} + Au_{2j+1} + u_{2j+2} &= g_{2j+1}.
\end{align*}
\]

In order to eliminate $u_{2j-1}$ and $u_{2j+1}$, we multiply the second equation above with $-A$ and add all three equations. This leads to the following new equation

\[
 u_{2j-2} + (2I - A^2)u_{2j} + u_{2j+2} = g_{2j-1} - A g_{2j} + g_{2j+1}.
\]  
(2.2)

Let $A^{(0)} = A$ and $g_j^{(0)} = g_j$, and define recursively

\[
\begin{align*}
 A^{(r+1)} &= 2I - (A^{(r)})^2, \\
 g_j^{(r+1)} &= g_j^{(r)} - A^{(r)}g_{2j}^{(r)} + g_{2j+1}^{(r)}, \quad j = 1, \ldots, 2^{k+1-r} - 1.
\end{align*}
\]  
(2.3) (2.4)

Thus after $r$ reduction steps the remaining system of equations is of the size $(2^{k+1-r} - 1) \times (2^{k+1-r} - 1)$, which reads

\[
 u_{(j-1)2^r} + A^{(r)}u_{j2^r} + u_{(j+1)2^r} = g_j^{(r)}, \quad j = 1, \ldots, 2^{k+1-r} - 1,
\]  
(2.5)

here $u_0 = u_{n+1} = 0$. After $k$ reduction steps, the system with respect to one unknown vector $u_{2k}$ is obtained as follows

\[
 A^{(k)}u_{2k} = g_1^{(k)},
\]  
(2.6)

where $A^{(k)}$ and $g_1^{(k)}$ are computed from (2.3) and (2.4), respectively. After determining $u_{2k}$ a back-substitution is performed in which equation (2.5) is recursively solved for $u_{2j}$ while $u_{(j-1)2^r}$ and $u_{(j+1)2^r}$ are known from the predecessor level.

In equation (2.6) and the back-substitution phase, the system of equations with the matrices $A^{(r)}$ must be solved. Furthermore the transforming on the righthand side (2.4) needs matrix-vector multiplications with $A^{(r)}$. It follows from (2.3) that $A^{(r)} = P_{2^r}(A)$ is a polynomial of matrix $A$ of degree $2^r$ and is connected to the Chebyshev polynomials $T_i(t)$ as follows

\[
P_{2^r}(x) = -2T_{2^r}(-\frac{x}{2}), \quad r \geq 0.
\]

The zeros of $P_{2^r}(x)$ are as follows

\[
\lambda_i^{(r)} = -2\cos\left(\frac{2i}{2^r+1} \pi\right), \quad i = 1, 2, \ldots, 2^r.
\]

Since for $r \geq 1$ the leading coefficient of $P_{2^r}(x)$ is $-1$, there holds the following factorization

\[
P_{2^r}(x) = -\prod_{i=1}^{2^r} (x - \lambda_i^{(k)}).
\]  
(2.7)

Thus the matrices $A^{(r)}$ defined in equation (2.3) can be expressed as

\[
 A^{(r)} = -\prod_{i=1}^{2^r} (A - \lambda_i^{(k)} I).
\]
The extended cyclic reduction (ECR) algorithm [16] by Swarztrauber is used to solve the following more general block-tridiagonal system

\[
\begin{pmatrix}
  B_1 & C_1 \\
  A_2 & B_2 & C_2 \\
  & \ddots & \ddots & \ddots \\
  A_{n-1} & B_{n-1} & C_{n-1} & \ddots & \ddots \\
  & & A_{n} & B_{n} & \ddots \\
\end{pmatrix}
\begin{pmatrix}
  x_1 \\
  x_2 \\
  \vdots \\
  x_n
\end{pmatrix}
= \begin{pmatrix}
  y_1 \\
  y_2 \\
  \vdots \\
  y_n
\end{pmatrix},
\]  

(3.1)

where \( n = 2^k - 1 \) with some positive integer \( k \), and \( x_i, y_i \in \mathbb{R}^m, i = 1, 2, \ldots, n \). The matrices \( A_i, B_i, C_i \) in (3.1) are of order \( m \) and of the form

\[
A_i = a_i I, \quad B_i = B + b_i I, \quad C_i = c_i I,
\]

(3.2)

where \( a_i, b_i \) and \( c_i \) are scalars, and \( B \in \mathbb{R}^{m \times m} \) is a tridiagonal matrix. The system (3.1) can be rewritten in the tensor product formulation as follows

\[
(B \otimes I + I \otimes \mathcal{R}_n) X = Y,
\]

(3.3)

where \( X = (x_1^T, x_2^T, \ldots, x_n^T)^T \), \( Y = (y_1^T, y_2^T, \ldots, y_n^T)^T \) and

\[
\mathcal{R}_n = \begin{pmatrix}
  b_1 & c_1 & & \\
  a_2 & b_2 & c_2 & \\
  & \ddots & \ddots & \\
  & & a_{n-1} & b_{n-1} & c_{n-1} \\
  & & & a_n & b_n
\end{pmatrix}.
\]

(3.4)

3.1. Brief overview and implementation of the algorithm. For the sake of completeness, a brief overview and some implementation issues of the ECR algorithm are described in this subsection. We follow the notation in [16].

The procedure begins with the reduction phase of the ECR algorithm. In the reduction phase, the even rows of the system (3.1) are eliminated at each step, and a reduced system with respect to the odd unknowns is obtained. The size of the resulting system is about half of the original system. After \( O(\log_2 n) \) steps we get one equation with one unknown vector, and after solving it there follows a back substitution phase during which the rest of the unknown vectors are computed. This is used as a basis for developing a fast algorithm. The first system resulting from (3.1) is of block order \( 2^{k-1} - 1 \) with respect to the unknown vectors \( x_2, x_4, \ldots, x_{2^k-2} \) by eliminating the unknown vectors \( x_{i-1} \) and \( x_{i+1} \) in the three block equations corresponding to block rows \( i - 1, i \) and \( i + 1 \) of (3.1). Then one obtains the first system

\[
A_i^{(1)} x_{i-2} + B_i^{(1)} x_i + C_i^{(1)} x_{i+2} = y_i^{(1)}, \quad i = 2, 4, \ldots, 2^k - 2,
\]

here

\[
A_i^{(1)} = A_i B_{i+1} A_{i-1},
\]

\[
B_i^{(1)} = A_i B_{i+1} C_{i-1} - B_{i-1} B_{i+1} B_{i} + C_i B_{i-1} A_{i+1},
\]

\[
C_i^{(1)} = C_i B_{i-1} C_{i+1},
\]
This system is also block tridiagonal and the process above can be applied to it. Then one obtains the next system with respect to $2^{k-2} - 1$ unknown vectors $x_1, x_8, \ldots, x_{2^{k-4}}$. What follows is the general reduction process which will now be described. Let $a_1 = c_n = 0$ and for $i = 1, 2, \cdots, n$, define

$$y_i^{(1)} = A_i B_{i+1} y_{i-1} - B_{i-1} B_{i+1} y_i + C_i B_{i-1} y_{i+1}.$$  

Let $D_i^{(r+1)} = B_{i-2^{r-1}}^{(r)} B_{i+2^{r-1}}^{(r)}$, for $r = 0, 1, \cdots, k-2$ and $i = 2^{r+1}, 2 \cdot 2^{r+1}, \cdots, (2^{k-1} - 1) \cdot 2^r$, define recursively

$$A_i^{(r+1)} = (D_i^{(r+1)})^{-1} A_i^{(r)} B_{i+2^{r+1}}^{(r)} A_{i-2^{r+1}}^{(r)},$$

$$B_i^{(r+1)} = (D_i^{(r+1)})^{-1} (A_i^{(r)} B_{i+2^{r+1}}^{(r)} C_{i-2^{r+1}}^{(r)} - B_{i-2^{r+1}}^{(r)} B_{i+2^{r+1}}^{(r)} + C_i^{(r)} B_{i-2^{r+1}}^{(r)} A_{i+2^{r+1}}^{(r)}),$$

$$C_i^{(r+1)} = (D_i^{(r+1)})^{-1} C_i^{(r)} B_{i+2^{r+1}}^{(r)} C_{i-2^{r+1}}^{(r)},$$

$$y_i^{(r+1)} = (D_i^{(r+1)})^{-1} (A_i^{(r)} B_{i+2^{r+1}}^{(r)} y_{i-2^{r+1}} - B_{i-2^{r+1}}^{(r)} B_{i+2^{r+1}}^{(r)} y_i + B_i^{(r)} C_i^{(r)} y_{i+2^{r+1}}).$$

With $x_0 = x_{2^{r+1}} = 0$, for $r = 0, 1, \cdots, k-2$, it yields a block tridiagonal system as follows

$$A_i^{(r)} x_{i-2^{r+1}} + B_i^{(r)} x_i + C_i^{(r)} x_{i+2^{r+1}} = y_i^{(r)}, \quad i = 2^{r+1}, 2 \cdot 2^{r+1}, \cdots, (2^{k-1} - 1) \cdot 2^r. \hspace{1cm} (3.10)$$

Finally, for $r = k-1$, it arrives at the system only with respect to the unknown vector $x_{2^{k-1}}$,

$$B_{2^{k-1}}^{(k-1)} x_{2^{k-1}} = y_{2^{k-1}}^{(k-1)}. \hspace{1cm} (3.11)$$

The back-substitution phase is initiated by solving (3.11) for unknown vector $x_{2^{k-1}}$ and then proceeding backward using (3.10). For $r = k-2, k-3, \cdots, 0$, and $i = 2^r, 3 \cdot 2^r, 5 \cdot 2^r, \cdots, (2^{k-1} - 1) \cdot 2^r$, it leads to

$$x_i = (B_i^{(r)})^{-1} (y_i^{(r)} - A_i^{(r)} x_{i-2^r} - C_i^{(r)} x_{i+2^r}). \hspace{1cm} (3.12)$$

The unknown vectors $x_{i-2^r}$ and $x_{i+2^r}$ on the right of (3.12) are known from a predecessor step in the back-substitution.

It was proved in [16] that $D_i^{(r+1)}$ is a common factor of the matrices $A_i^{(r+1)}, B_i^{(r+1)}$ and $C_i^{(r+1)}$ defined in (3.6), (3.7) and (3.8), respectively. As a result, it follows from (3.5) and (3.6) − (3.8) that all the matrices $A_i^{(r)}, B_i^{(r)}, C_i^{(r)}$ are polynomials of matrix $B$. Furthermore, the matrices $A_i^{(r)}$ and $C_i^{(r)}$ can be expressed as follows (see [16]):

$$A_i^{(r)} = \alpha_i^{(r)} B_{i+2^{r-1}}^{(r-1)}, \quad \alpha_i^{(r)} = \prod_{j=1}^i a_j,$$

$$C_i^{(r)} = \gamma_i^{(r)} B_{i-2^{r-1}}^{(r-1)}, \quad \gamma_i^{(r)} = \prod_{j=1}^{i+2^{r-1} - 1} c_j,$$

for $r = 0, 1, \cdots, k-1$ and $i = 2^{r+1}, 2 \cdot 2^{r+1}, \cdots, (2^{k-1} - 1) \cdot 2^r$, here $B_i^{(-1)} = I$.

With the expression of $A_i^{(r)}$ in (3.13) and $C_i^{(r)}$ in (3.14), it is convenient to rewrite the ECR
algorithm in terms of \( B_i^{(r)} \), which avoids the computation and storage of \( A_i^{(r)} \) and \( C_i^{(r)} \). Hence, the preprocessing stage only consists of computing the zeros of matrix polynomial \( B_i^{(r)} \) with respect to \( B \) as shown in (3.16). This results in the ECR algorithm [16] which contains the following three phases:

(0) Preprocessing phase. Instead of storing the matrices, it is to compute by Newton’s method and store the zeros of matrix polynomial \( B_i^{(r)} \) that represent them, where the matrix \( B_i^{(r)} \) can be rewritten as follows

\[
B_i^{(-1)} = I, \quad B_i^{(0)} = B_i, \quad i = 1, 2, \ldots, n. \tag{3.15}
\]

and

\[
B_i^{(r)} = (D_i^{(r)})^{-1} \left( \alpha_i^{(r-1)} \gamma_i^{(r-1)} B_i^{(r-2)} B_i^{(r-2)} B_i^{(r-1)} - B_i^{(r-1)} B_i^{(r-1)} B_i^{(r-2)} + \alpha_i^{(r-1)} \gamma_i^{(r-1)} B_i^{(r-2)} B_i^{(r-2)} B_i^{(r-1)} \right), \tag{3.16}
\]

where \( D_i^{(r)} = B_i^{(r-2)} B_i^{(r-2)} B_i^{(r-2)} \) and

\[
\alpha_i^{(0)} = 0, \quad \alpha_i^{(0)} = a_i, \quad i = 2, 3, \ldots, n, \quad (\alpha_i^{(r)}) = \alpha_i^{(r-1)} \gamma_i^{(r-1)}, \quad \gamma_i^{(0)} = 0, \quad \gamma_i^{(0)} = c_i-1, \quad i = 2, 3, \ldots, n, \quad (\gamma_i^{(r)}) = \gamma_i^{(r-1)} \gamma_i^{(r-1)} \gamma_i^{(r-1)},
\]

for \( r = 1, 2, \ldots, k - 1 \) and \( i = 2^r, 2^r, \ldots, (2^k - r - 1) \cdot 2^r \).

(1) Reduction phase. Let \( p_i^{(0)} = y_i, \quad i = 1, 2, \ldots, n \). It is to compute \( p_i^{(r+1)} \) for \( r = 0, 1, \ldots, k - 2 \) and \( i = 2^r+1, 2 \cdot 2^r+1, \ldots, (2^k - r - 1) \cdot 2^r+1 \) by

\[
p_i^{(r+1)} = \alpha_i^{(r)} (B_i^{(r-1)})^{-1} q_i^{(r)} + \gamma_i^{(r)} (B_i^{(r-1)})^{-1} q_i^{(r)} - p_i^{(r)}, \tag{3.17}
\]

where

\[
q_i^{(r)} = (B_i^{(r)})^{-1} B_i^{(r-1)} B_i^{(r-1)} p_i^{(r)} \tag{3.18}
\]

(2) Back-substitution phase. With \( x_0 = x_{n+1} = 0 \), it is to compute \( x_i \) for \( r = k - 1, k - 2, \ldots, 0 \) and \( i = 2^r, 3 \cdot 2^r, \ldots, (2^k - r - 1) \cdot 2^r \) by

\[
x_i = (B_i^{(r)})^{-1} B_i^{(r-1)} B_i^{(r-1)} - \alpha_i^{(r)} (B_i^{(r-1)})^{-1} x_{i-2^r} - \gamma_i^{(r)} (B_i^{(r-1)})^{-1} x_{i+2^r}. \tag{3.19}
\]

There are two aspects for the implementation details of the ECR algorithm as follows:

1. In the preprocessing phase, the matrix polynomial \( B_i^{(r)} \) of degree \( 2^r+1 - 1 \) is expressed in a factored form by using polynomials of degree one due to the fact that its zeros computed by Newton’s method are stored. In this way, the resulting method is satisfactory for high degree polynomials. However, it is difficult to get a quantitative estimation of the computational cost and accuracy. And the error is accumulated as the parameter \( r \) increases, since the computation of the zeros of \( B_i^{(r)} \) by Newton’s method directly using (3.16) depends on the zeros of \( B_i^{(r-2)}, B_i^{(r-2)} B_i^{(r-2)} B_i^{(r-2)} B_i^{(r-1)}, B_i^{(r-2)} B_i^{(r-1)}, B_i^{(r-1)}, B_i^{(r-2)} B_i^{(r-1)}, \) and \( B_i^{(r-2)} B_i^{(r-1)} \).

2. In the reduction phase, to ensure a stable computing of vector \( q_i^{(r)} \), the formulation in (3.18) will not be directly used. It is necessary to multiply \( p_i^{(r)} \) alternately by the inverse of a factor
of $B_i^{(r)}$ and by a factor of $B_i^{(r-1)}B_i^{(r-1)}$. That is, $q_i^{(r)}$ is obtained by first defining $z_0 = p_i^{(r)}$ and computing $z_j$ recursively by solving the following linear systems

$$(B - \theta_j I)z_{j+1} = (B - \phi_j I)z_j, \quad j = 1, 2, \cdots, 2^r+1 - 2,$$

(3.20)

where $\theta_j$ is a zero of $B_i^{(r)}$ and $\phi_j$ is a zero of $B_i^{(r-1)}B_i^{(r-1)}$. Then $q_i^{(r)}$ is given by $(B - \theta_{2^r+1-1} I)^{-1}z_{2^r+1-1}$. The implementation of (3.20) is carried out through defining $\delta_{j+1}$ by

$$z_{j+1} = \delta_{j+1} + z_j.$$  

(3.21)

Then substituting (3.21) into (3.20), one obtains

$$(B - \theta_j I)\delta_{j+1} = (\theta_j - \phi_j)z_j.$$  

(3.22)

After $\delta_{j+1}$ has been obtained from (3.22), $z_{j+1}$ can be got from (3.21). In this way, all matrix multiplications in (3.18) can be avoided. Here $\theta_j$ and $\phi_j$ are selected so that $\max_j |\theta_j - \phi_j|$ is as small as possible so that the roundoff error will not grow. Such a technique is also used to compute a term like $\alpha_i^{(r)}(B_{i-2^r-1}^{(r-1)})^{-1}q_i^{(r)}$ in (3.17), since it is not possible to avoid repeated multiplications by the inverse of factors of $B_i^{(r-1)}$ which results in error. The technique utilized in the reduction phase should also be used in the implementation of the back-substitution phase in (3.19). It is noteworthy that it is unclear how to select $\theta_j$ and $\phi_j$ from the paper [16]. The improvements we make corresponding to the problems above are as follows:

1. Thanks to the finding that the zeros of matrix polynomial $B_i^{(r)}$ are the eigenvalues of a principal submatrix of $-\mathcal{R}_n$, the MOB method for the eigenvalues of a symmetric tridiagonal matrix is applied to compute the zeros of $B_i^{(r)}$, the computational cost and accuracy of which are quantitatively estimated. And the accumulation of the error will not occur since the recurrence relation (3.16) is not used.

2. In the forthcoming theoretical analysis (see Theorem 4.4 and Theorem 4.5), we choose $\theta_j$ and $\phi_j$ in pairs in order after arranging the zeros from the largest one to the smallest one, that is,

$$\theta_j = \mu_{j+1}, \quad \phi_j = \lambda_j, \quad j = 1, 2, \cdots, 2^r+1 - 2,$$

(3.23)

where $\{\mu_i\}_{i=1}^{2^r+1-1}$ are the zeros of matrix polynomial $B_i^{(r)}$ such that $0 > \mu_1 > \mu_2 > \cdots > \mu_{2^r+1-1}$, and $\{\lambda_i\}_{i=1}^{2^r+1-2}$ are the zeros of the corresponding polynomial of matrix $B_{i-2^r-1}^{(r-1)}B_{i+2^r-1}^{(r-1)}$ such that $0 > \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{2^r+1-2}$. It is proved in Theorem 4.4 and Theorem 4.5 that the algorithm with such an arrangement is stable.

3.2. Results on the matrix polynomial $B_i^{(r)}$. This subsection will prove the matrix polynomial $B_i^{(r)}$ corresponds to the eigenpolynomial of a principal submatrix of $-\mathcal{R}_n$. To this end, we first introduce the following notation.

For $\mathcal{R}_n \in \mathbb{R}^{n \times n}$ in (3.4) and $2 \leq k \leq n$, define

$$\mathcal{F}_k := \mathcal{R}_n([1 : k; 1 : k]),$$

$$\mathcal{L}_k := \mathcal{R}_n([2 : k; 2 : k]),$$

that is, $\mathcal{F}_k$ is the matrix formed from the first $k$ rows and $k$ columns of $\mathcal{R}_n$, and $\mathcal{L}_k$ is the matrix formed from the second row to the $k$th row and the second column to the $k$th column of $\mathcal{R}_n$. 

Lemma 3.1. It holds that
\[
\det(\mathcal{F}_{n-1})\det(\mathcal{L}_n) - \det(\mathcal{F}_n)\det(\mathcal{L}_{n-1}) = \prod_{i=1}^{n-1} a_i + 1 c_i. \tag{3.24}
\]

Proof. The proof will now proceed by induction on the order of matrix \(\mathcal{R}_n\). If \(n = 3\), the direct computation leads to
\[
det\left( \begin{bmatrix} b_1 & c_1 \\ a_2 & b_2 \end{bmatrix} \right) \cdot det\left( \begin{bmatrix} b_2 & c_2 \\ a_3 & b_3 \end{bmatrix} \right) - b_2 \cdot det\left( \begin{bmatrix} b_1 & c_1 & 0 \\ a_2 & b_2 & c_2 \\ 0 & a_3 & b_3 \end{bmatrix} \right) = a_2 c_1 a_3 c_2.
\]

Assume (3.24) holds for \(n = t - 1\), that is
\[
det(\mathcal{F}_{t-2})\det(\mathcal{L}_{t-1}) - det(\mathcal{F}_{t-1})\det(\mathcal{L}_{t-2}) = \prod_{i=1}^{t-2} a_i + 1 c_i.
\]

Let
\[
\hat{c}_1 = (c_1, 0, \ldots, 0) \in \mathbb{R}^{t-2}, \quad \hat{c}_{t-1} = (0, \ldots, 0, c_{t-1})^T \in \mathbb{R}^{t-2},
\]
\[
\hat{a}_t = (0, \ldots, 0, a_t) \in \mathbb{R}^{t-2}, \quad \hat{a}_2 = (a_2, 0, \ldots, 0)^T \in \mathbb{R}^{t-2},
\]

and
\[
A_1 = \begin{bmatrix} b_1 & \hat{c}_1 \\ \hat{a}_2 & \mathcal{L}_{t-1} \end{bmatrix}, \quad A_4 = \begin{bmatrix} \mathcal{L}_{t-1} - \hat{c}_{t-1} \\ \hat{a}_t & b_t \end{bmatrix}, \quad A_5 = \begin{bmatrix} b_t & 0 \\ 0 & \mathcal{L}_{t-1} \end{bmatrix},
\]
\[
A_3 = \begin{bmatrix} 0 & 0 \\ \hat{c}_{t-1} & 0 \end{bmatrix}, \quad A_{22} = \begin{bmatrix} 0 & 0 \\ 0 & \hat{a}_t \end{bmatrix}, \quad A_{33} = \begin{bmatrix} 0 & 0 \\ 0 & \hat{c}_{t-1} \end{bmatrix},
\]
\[
A_{45} = \begin{bmatrix} \mathcal{L}_{t-1} & 0 \\ \hat{a}_t & b_t \end{bmatrix}, \quad A_{55} = \begin{bmatrix} \mathcal{L}_{t-1} & 0 \\ 0 & b_t \end{bmatrix}, \quad A_2 = \begin{bmatrix} 0 & \hat{a}_t \\ 0 & 0 \end{bmatrix}.
\]

For \(n = t\), it follows that
\[
det(\mathcal{F}_{t-1})\det(\mathcal{L}_t) - det(\mathcal{F}_t)\det(\mathcal{L}_{t-1}) = det(\begin{bmatrix} A_1 & 0 \\ 0 & A_4 \end{bmatrix}) - det(\begin{bmatrix} A_1 & A_3 \\ A_2 & A_5 \end{bmatrix})
\]
\[
= det(\begin{bmatrix} A_1 & 0 \\ 0 & A_4 \end{bmatrix}) - det(\begin{bmatrix} A_1 & A_{33} \\ 0 & A_{45} \end{bmatrix}) + det(\begin{bmatrix} A_1 & A_{33} \\ 0 & A_{45} \end{bmatrix}) - det(\begin{bmatrix} A_1 & A_{33} \\ A_{22} & A_{55} \end{bmatrix}).
\]

Moreover, it gets from the property of the determinant of matrices that
\[
det(\begin{bmatrix} A_1 & 0 \\ 0 & A_4 \end{bmatrix}) - det(\begin{bmatrix} A_1 & A_{33} \\ 0 & A_{45} \end{bmatrix})
\]
\[
= det(\begin{bmatrix} b_1 & \hat{c}_1 & 0 & 0 \\ \hat{a}_2 & \mathcal{L}_{t-1} & 0 & -\hat{c}_{t-1} \\ 0 & 0 & \mathcal{L}_{t-1} & \hat{c}_{t-1} \\ 0 & 0 & \hat{a}_t & 0 \end{bmatrix}) = -a_t c_{t-1} \det(\mathcal{L}_{t-2}) \det(\mathcal{F}_{t-1}),
\]
Similarly, it holds that

$$
\det\left(\begin{bmatrix}
A_1 & A_{33} \\
0 & A_{45}
\end{bmatrix}\right) - \det\left(\begin{bmatrix}
A_1 & A_{33} \\
A_{22} & A_{55}
\end{bmatrix}\right) = \det\left(\begin{bmatrix}
b_1 & \tilde{c}_1 & 0 & 0 \\
\tilde{a}_2 & L_{t-1} & 0 & \tilde{c}_{t-1} \\
0 & 0 & L_{t-1} & 0 \\
0 & -\tilde{a}_t & \tilde{a}_t & 0
\end{bmatrix}\right) = a_{t-1}\det(L_{t-1}) \det(F_{t-2}).
$$

Since $F_{t-1} \in \mathbb{R}^{(t-1) \times (t-1)}$, it follows from the induction assumption that

$$
\det(L_{t-1}) \det(F_{t-2}) - \det(L_{t-2}) \det(F_{t-1}) = \prod_{i=1}^{t-2} a_{i+1}c_i.
$$

This leads to

$$
\det(F_{t-1})\det(L_{t}) - \det(F_{t})\det(L_{t-1}) = a_{t-1}\prod_{i=1}^{t-2} a_{i+1}c_i = \prod_{i=1}^{t-1} a_{i+1}c_i,
$$

which proves the conclusion (3.24).

Lemma 3.1 plays an important role in the proof of the theorem below.

**Theorem 3.1.** Define

$$
\mathcal{R}_i^{(r)} := -\mathcal{R}_n\left([i-(2^r-1):i+(2^r-1);i-(2^r-1):i+(2^r-1)]\right),
$$

for $r = 0, 1, \cdots, k-1$ and $i = 2^r, 2 \cdot 2^r, \cdots, (2^k-r-1) \cdot 2^r$. Let $f_i^{(r)}(x)$ be the eigenpolynomial of matrix $\mathcal{R}_i^{(r)}$, i.e.,

$$
f_i^{(r)}(x) = \det\left(xI - \mathcal{R}_i^{(r)}\right).
$$

Then it holds that

$$
B_i^{(r)} = (-1)^r f_i^{(r)}(B).
$$

**Proof.** We prove the theorem by induction on $r$. In view of (3.15) and $\mathcal{R}_i^{(0)} = -[b_i], i = 1, 2, \cdots, n$, it is obvious that (3.25) holds for $r = 0$. For $r = 1$,

$$
\mathcal{R}_i^{(1)} = -\begin{bmatrix}
b_{i-1} & c_{i-1} & 0 \\
a_i & b_i & c_i \\
0 & a_{i+1} & b_{i+1}
\end{bmatrix}, \quad i = 2, 4, \cdots, n-1.
$$

It follows that

$$
f_i^{(1)}(x) = \det\left(xI - \mathcal{R}_i^{(1)}\right) = \det\left(\begin{bmatrix}
x + b_{i-1} & c_{i-1} & 0 \\
a_i & x + b_i & c_i \\
0 & a_{i+1} & x + b_{i+1}
\end{bmatrix}\right)
$$

$$
= (x + b_{i-1})(x + b_i)(x + b_{i+1}) - a_{i+1}c_i(x + b_{i-1}) - a_i c_{i-1}(x + b_{i+1}),
$$

which indicates $B_i^{(1)} = -f_i^{(1)}(B)$, where $B_i^{(1)}$ is the polynomial of tridiagonal matrix $B$ as shown in (3.16) with $r = 1$. Assume (3.25) holds for $r \leq t - 1$. Next, we turn to the case $r = t$. 

In view of (3.16), it holds the following identity

\[
L := \det \left( xI - R_i^{(t)} \right) \det \left( xI - R_{i+2^{t-2}}^{(t-2)} \right) \det \left( xI - R_{i+2^{t-2}}^{(t-2)} \right)
= \det \left( xI - \begin{bmatrix}
R_{i+2^{t-2}}^{(t-1)} & 0 & -\tilde{c}_i \\
0 & R_{i+2^{t-2}}^{(t-2)} & 0 \\
-\tilde{a}_i & 0 & -b_i & -\tilde{c}_i \\
0 & R_{i+2^{t-2}}^{(t-2)} & 0 \\
-\tilde{a}_{i+1} & 0 & R_{i+2^{t-2}}^{(t-1)}
\end{bmatrix} \right)
= f_{i+2^{t-2}}^{(t-1)}(x) f_{i+2^{t-2}}^{(t-1)}(x) \det \left( xI - \begin{bmatrix}
R_{i+2^{t-2}}^{(t-2)} & 0 \\
0 & -b_i & 0 \\
0 & R_{i+2^{t-2}}^{(t-2)}
\end{bmatrix} \right)
- a_i c_{i-1} f_{i+2^{t-2}}^{(t-1)}(x) f_{i+2^{t-2}}^{(t-2)}(x) f_{i+2^{t-2}}^{(t-2)}(x) \det \left( xI - \hat{R}_{i+2^{t-2}}^{(t-1)} \right)
- a_i c_{i-1} f_{i+2^{t-2}}^{(t-1)}(x) f_{i+2^{t-2}}^{(t-2)}(x) f_{i+2^{t-2}}^{(t-2)}(x) \det \left( xI - \hat{R}_{i+2^{t-2}}^{(t-1)} \right),
\tag{3.26}
\]

where
\[
\tilde{a}_i = (0, \cdots, 0, a_i) \in \mathbb{R}^{2^{t-1}}, \quad \tilde{c}_{i-1} = (0, \cdots, 0, c_{i-1})^T \in \mathbb{R}^{2^{t-1}},
\]
\[
\tilde{c}_i = (c_i, 0, \cdots, 0) \in \mathbb{R}^{2^{t-1}}, \quad \tilde{a}_{i+1} = (a_{i+1}, 0, \cdots, 0)^T \in \mathbb{R}^{2^{t-1}},
\]
\[
\hat{R}_{i+2^{t-2}}^{(t-1)} := -R_n([i - 2^{t-1}: i - 2^t + 1: i - 2]),
\hat{R}_{i+2^{t-2}}^{(t-1)} := -R_n([i + 2: i + 2^t - 1: i + 2: i + 2^t - 1]).
\]

Note that

\[
\det \left( xI - \begin{bmatrix}
R_{i+2^{t-2}}^{(t-2)} & 0 \\
0 & -b_i & 0 \\
0 & R_{i+2^{t-2}}^{(t-2)}
\end{bmatrix} \right) = f_i^{(t-1)}(x) + a_i c_{i-1} \det \left( xI - \hat{R}_{i+2^{t-2}}^{(t-2)} \right) f_{i+2^{t-2}}^{(t-2)}(x)
+ a_i c_i \det \left( xI - \hat{R}_{i+2^{t-2}}^{(t-2)} \right) f_{i+2^{t-2}}^{(t-2)}(x).
\tag{3.27}
\]

A substitution of (3.27) into (3.26) leads to

\[
L = f_{i+2^{t-2}}^{(t-1)}(x) f_{i+2^{t-2}}^{(t-1)}(x) f_i^{(t-1)}(x)
+ a_i c_{i-1} f_{i+2^{t-2}}^{(t-1)}(x) f_{i+2^{t-2}}^{(t-2)}(x) \left( f_{i+2^{t-2}}^{(t-1)} \det \left( xI - \hat{R}_{i+2^{t-2}}^{(t-2)} \right) \right) f_{i+2^{t-2}}^{(t-2)}(x) \det \left( xI - \hat{R}_{i+2^{t-2}}^{(t-1)} \right)
+ a_i c_i f_{i+2^{t-2}}^{(t-1)}(x) f_{i+2^{t-2}}^{(t-2)}(x) \left( f_{i+2^{t-2}}^{(t-1)} \det \left( xI - \hat{R}_{i+2^{t-2}}^{(t-2)} \right) \right) f_{i+2^{t-2}}^{(t-2)}(x) \det \left( xI - \hat{R}_{i+2^{t-2}}^{(t-1)} \right).
\]

Furthermore, it will be verified that

\[
f_{i+2^{t-2}}^{(t-1)} \det \left( xI - \hat{R}_{i+2^{t-2}}^{(t-2)} \right) - f_{i+2^{t-2}}^{(t-2)} \det \left( xI - \hat{R}_{i+2^{t-1}}^{(t-1)} \right) = -f_{i+2^{t-2}}^{(t-2)} \prod_{j=i-2^{t-1}}^{i-2} a_j c_j.
\tag{3.28}
\]
zeros of matrix polynomial $B\in\mathbb{R}^{n\times n}$ are real and simple. In what follows, a theoretical analysis is given to show that the zeros are real and simple from numerical experiments. However, a theoretical proof is missing in literatures. In [16], the zeros of matrix polynomial $B_i^{(r)}$ is naturally a polynomial of the tridiagonal matrix $B$ and $\hat{B}_i^{(r)}$ shown in (3.7) contains the factor $B_i^{(r-2)}B_i^{(r-2)}$.

4. Forward Error Analysis of the Extended Cyclic Reduction Algorithm

In this section, forward error analysis of the ECR algorithm for the linear algebraic system (3.1) is presented.

4.1. Zeros of matrix polynomial $B_i^{(r)}$. In [16], the zeros of matrix polynomial $B_i^{(r)}$ of matrix $B$ are computed by Newton’s method. It is observed that Newton’s method therein is globally convergent only if the zeros are real and simple from numerical experiments. However, a theoretical proof is missing in literatures. In what follows, a theoretical analysis is given to show that the zeros are real and simple.

A combination of Theorem 3.1 and the following lemma arrives at the conclusion about the zeros of matrix polynomial $B_i^{(r)}$.

Lemma 4.1 ([13]). Let $H\in\mathbb{R}^{n\times n}$ be the arrowhead matrix of the form

$$H = \begin{bmatrix} \alpha & z^T \\ z & D \end{bmatrix},$$

where

$$z = (z_2, z_3, \cdots, z_n)^T, \quad z_j \neq 0, \quad j = 2, 3, \cdots, n,$$

$$D = \text{diag}(d_2, d_3, \cdots, d_n), \quad d_2 < d_3 < \cdots < d_n.$$  

Assume the eigenvalues of $H$ are in the order $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n$. Then it holds that

$$\lambda_1 < d_2 < \lambda_2 < \cdots < \lambda_{n-1} < d_n < \lambda_n.$$

Theorem 4.1. The zeros of matrix polynomial $B_i^{(r)}$ are real and simple.

Proof. Due to the fact that $\mathcal{R}_i^{(r)}$ is a real symmetric negative definite matrix, it yields that the zeros of $B_i^{(r)}$ are real. In what follows, we prove the eigenvalues of any principal submatrix of $\mathcal{R}_n$ are simple based on an induction argument. This shows that the zeros of $B_i^{(r)}$ are simple.
It is obvious that the eigenvalue of any principal submatrix of order one of $\mathcal{R}_n$ is simple. Any principal submatrix of order two of form \[
\begin{bmatrix}
 b_i & a_{i+1} \\
 a_{i+1} & b_{i+1}
\end{bmatrix}
\] has two eigenvalues $\lambda_1$ and $\lambda_2(\lambda_1 \leq \lambda_2)$ satisfying $\lambda_1 < b_{i+1} < \lambda_2$ due to Lemma 4.1. Assume eigenvalues of any principal submatrix of order $t-1$ of $\mathcal{R}_n$ are simple, then eigenvalues of principal submatrix of order $t$ will be investigated.

Denote a principal submatrix of order $t$ of $\mathcal{R}_n$ by

\[
T_{t} = \begin{bmatrix}
 b_i & a_{i+1} & \cdots & a_{i+t-2} & b_{i+t-1} \\
 a_{i+1} & b_{i+1} & a_{i+2} & \cdots & \cdots & a_{i+t-2} \\
 \vdots & \vdots & \ddots & \ddots & \ddots & \ddots \\
 a_{i+t-2} & b_{i+t-2} & a_{i+t-1} & \cdots & \cdots & \cdots \\
 a_{i+t-1} & b_{i+t-1}
\end{bmatrix}, \quad i \geq 1, \quad i + t \leq n.
\]

Note that $T_{t} = \begin{bmatrix}
 b_i \\
 a_{i+1} \\
 \vdots \\
 a_{i+t-2} \\
 a_{i+t-1}
\end{bmatrix} \begin{bmatrix}
 \tilde{\alpha}_{t+1}^T \\
 T_{t-1}
\end{bmatrix}$, where $\tilde{\alpha}_{t+1} = (a_{i+1}, 0, \ldots, 0)^T \in \mathbb{R}^{t-1}$, $T_{t-1}$ is the principal submatrix of order $t-1$ of $\mathcal{R}_n$. Since $T_{t-1}$ is a symmetric matrix, there exists the following orthogonal decomposition

\[
T_{t-1}V = VD,
\]

where $V$ is an orthogonal matrix, $D = \text{diag}(d_2, d_3, \ldots, d_t)$. It follows from the inductive hypothesis that there are $t - 1$ distinct eigenvalues for matrix $T_{t-1}$ and $0 < d_2 < d_3 < \ldots < d_t$. Let $v_j$ be the $j$-th column of matrix $V$, it holds that

\[
T_{t-1}v_j = d_j v_j, \quad j = 2, 3, \ldots, t.
\]

It is straightforward to see that the first component of vector $v_j$ is non-zero. Then the first row of matrix $V$ is also non-zero. Thanks to (4.2), it holds that

\[
T_{t} = \begin{bmatrix}
 1 & 0 \\
 0 & V
\end{bmatrix} \begin{bmatrix}
 b_i & \tilde{\alpha}_{t+1}^T V \\
 V^T \tilde{\alpha}_{t+1} & D
\end{bmatrix} \begin{bmatrix}
 1 & 0 \\
 0 & V^T
\end{bmatrix}.
\]

Note that all components of vector $\tilde{\alpha}_{t+1}^T V$ are non-zero, it gets from Lemma 4.1 that the eigenvalues of matrix $T_{t}$ are simple. Finally, this implies that the zeros of $B_i^{(r)}$ are simple.

Thanks to the fact that the zeros of matrix polynomial $B_i^{(r)}$ correspond to the eigenvalues of a principal submatrix of $-\mathcal{R}_n$, the method of bisection (MOB) [7] for the eigenvalues of a symmetric tridiagonal matrix is applied to compute the zeros of $B_i^{(r)}$, the computation complexity of which is of order $O(n^2)$ for computing all the eigenvalues of a matrix of order $n$. In addition, the following error estimate was proved in [7],

\[
\varepsilon = \max |\lambda_j - \tilde{\lambda}_j| \leq \frac{15}{2} \kappa \cdot \max_{1 \leq i \leq n} |b_i| + \left( |a_i| + |a_{i+1}| \right), \quad a_1 = 0, a_{n+1} = 0,
\]

where $\lambda_j$ and $\tilde{\lambda}_j$ are the $j$th exact and approximate eigenvalues by the MOB, respectively, $b_i$ and $a_i$ are diagonal elements and subdiagonal elements ($a_i \neq 0$ for $i \neq 1$) of the symmetric tridiagonal matrix of order $n$, respectively, $\kappa$ is a preassigned tolerance and is set to be the unit roundoff $\varepsilon$ in this paper. In what follows, the zeros of $B_i^{(r)}$ and $B_{i-2r-1}^{(r-1)} B_{i+2r-1}^{(r-1)}$ are investigated.
Lemma 4.2. Let \( \{ \mu_i \}_{i=1}^{2^{r+1}-1} \) be the zeros of \( B^{(r)}_i \) such that \( 0 > \mu_1 > \mu_2 > \ldots > \mu_{2^{r+1}-1} \), and \( \{ \lambda_i \}_{i=1}^{2^{r+1}-2} \) be the zeros of \( B^{(r-1)}_{i+2^{r}-1}B^{(r-1)}_{i+2^{r}-1} \) such that \( 0 > \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_{2^{r+1}-2} \), it holds that
\[
\frac{|\mu_{\ell+1} - \mu_\ell|}{|\mu_{\ell+1}|} + \frac{|\mu_\ell|}{|\mu_{\ell+1}|} < 1, \quad \ell = 1, 2, \ldots, 2^{r+1} - 2.
\]

Proof. It follows from the Sturm sequence property \([12]\) that \( |\lambda_\ell| > |\mu_\ell| \). Then it yields that
\[
1 = \frac{|\mu_{\ell+1} - \lambda_\ell|}{|\mu_{\ell+1}|} + \frac{|\lambda_\ell|}{|\mu_{\ell+1}|} > \frac{|\mu_{\ell+1} - \lambda_\ell|}{|\mu_{\ell+1}|} + \frac{|\mu_\ell|}{|\mu_{\ell+1}|}, \quad \ell = 1, 2, \ldots, 2^{r+1} - 2,
\]
which ends the proof. \( \blacksquare \)

4.2. Forward error analysis of Gaussian elimination for solving a tridiagonal system. In this subsection, the forward error analysis of Gaussian elimination for solving a tridiagonal system is given, since the ECR algorithm is based on the computation of linear systems with the symmetric tridiagonal matrix.

The following componentwise backward error analysis result is useful in the round-off error analysis. Throughout this paper, the unit roundoff \( u \) is assumed to be sufficiently small.

Lemma 4.3 \([10] \text{Theorem 3.2}\). If a tridiagonal matrix \( A \) is symmetric positive definite, then Gaussian elimination for solving \( Ax = b \) succeeds and the computed solution \( \hat{x} \) satisfies
\[
(A + G)\hat{x} = b, \quad (4.3)
\]
\[
|G| \leq g(u)|A|, \quad g(u) := \frac{4u + 3u^2 + u^3}{1 - u}, \quad (4.4)
\]
where the backward error matrix \( G \) is small componentwise relative to \( A \), the absolute value operation \( |\cdot| \) and the matrix inequality are interpreted componentwise.

Applying the standard perturbation theory to \((4.19)\), one obtains the following forward error bound.

Lemma 4.4. Let \( A \) be a symmetric positive definite tridiagonal matrix. Assume that the computed solution \( \hat{x} \) of the system \( Ax = b \) by Gaussian elimination satisfies
\[
(A + G)\hat{x} = b. \quad (4.5)
\]
Then it holds that
\[
\|x - \hat{x}\|_2 \leq \xi(A, u)\|x\|_2, \quad \xi(A, u) := \frac{g(u)\kappa_2(A)}{1 - g(u)\kappa_2(A)}, \quad (4.6)
\]
where \( \kappa_2(A) = \|A\|_2\|A^{-1}\|_2 \) is the condition number of \( A \).

Proof. Since \( A \) is a symmetric positive definite tridiagonal matrix, it is routine to show by induction that the spectral set of \( A \) is equal to that of \( |A| \). Together with \((4.20)\), it yields that
\[
\|G\|_2 \leq g(u)\|A\|_2.
\]
Note that \( A \) is nonsingular and \( G \) is sufficiently small so that \( A + G \) is invertible. Therefore,
\[
\|(I + A^{-1}G)^{-1}\|_2 \leq \frac{1}{1 - \|A\|_2\|G\|_2}.
\]
Then it follows from \((4.5)\) that
\[
\|x - \hat{x}\|_2 \leq \|(I + A^{-1}G)^{-1}\|_2\|A^{-1}\|_2\|G\|_2\|x\|_2.
\]
We first resort to the conclusion (4.7). It follows from Lemma 4.4 that the computed solution satisfies

\[ \| x - \tilde{x} \|_2 \leq Q(A, \alpha, u) \| x \|_2, \]

where

\[ Q(A, \alpha, u) := \frac{g(u) (\lambda_{\max}(A) + |\alpha| + \varepsilon)(\lambda_{\min}(A) + |\alpha|)/\lambda_{\min}(A) + |\alpha| - \varepsilon)}{(\lambda_{\min}(A) + |\alpha| - \varepsilon) - g(u)(\lambda_{\max}(A) + |\alpha| + \varepsilon)} \]

(4.8)

Furthermore, if \( \tilde{b} \) is an approximation of \( b \) such that \( \| \tilde{b} - b \|_2 \leq \delta \) with the tolerance \( \delta \), then the computed solution \( \tilde{x} \) of the system \( (A - \alpha I)\tilde{x} = \tilde{b} \) by Gaussian elimination satisfies that

\[ \| x - \tilde{x} \|_2 \leq Q(A, \alpha, u) \| b \|_2 + \frac{(1 + Q(A, \alpha, u)) \delta}{\lambda_{\min}(A) + |\alpha|}. \]

(4.9)

**Proof.** We first resort to the conclusion (4.7). It follows from Lemma 4.4 that the computed solution \( \tilde{x} \) of the system \( (A - \alpha I)\tilde{x} = \tilde{b} \) by Gaussian elimination satisfies

\[ \| x - \tilde{x} \|_2 \leq Q(A, \alpha, u) \| x \|_2. \]

Moreover, it is derived from the perturbation theory of matrices that the exact solution \( x \) of the system \( (A - \alpha I)x = b \) satisfies

\[ \| x - \tilde{x} \|_2 \leq \varepsilon \| (A - \alpha I)^{-1} \|_2 \| x \|_2. \]

Further, it holds that

\[ \| \tilde{x} \|_2 \leq (1 + \varepsilon \| (A - \alpha I)^{-1} \|_2) \| x \|_2. \]

A combination of the above estimates leads to

\[ \| x - \tilde{x} \|_2 \leq \left[ \varepsilon \| (A - \alpha I)^{-1} \|_2 + \xi(A - \alpha I, u)(1 + \varepsilon \| (A - \alpha I)^{-1} \|_2) \right] \| x \|_2. \]

(4.10)

It follows from the fact that \( A \) is a symmetric positive definite matrix and \( \alpha < 0, |\alpha| - \varepsilon < \varepsilon \) that

\[ \| A - \alpha I \|_2 = \lambda_{\max}(A) + |\tilde{\alpha}| \leq \lambda_{\max}(A) + |\alpha| + \varepsilon, \]

(4.11)

and

\[ \| (A - \alpha I)^{-1} \|_2 \leq \frac{1}{\lambda_{\min}(A) + |\alpha| - \varepsilon}. \]

(4.12)

which leads to

\[ \kappa_2(A - \alpha I) \leq \frac{\lambda_{\max}(A) + |\alpha| + \varepsilon}{\lambda_{\min}(A) + |\alpha| - \varepsilon}. \]

As a result,

\[ \xi(A - \alpha I, u) \leq \frac{g(u) (\lambda_{\max}(A) + |\alpha| + \varepsilon)}{\lambda_{\min}(A) + |\alpha| - \varepsilon - g(u)(\lambda_{\max}(A) + |\alpha| + \varepsilon)}. \]

(4.13)
This together with (4.21) leads to the conclusion (4.7).

Then we turn to the conclusion (4.9). It follows from Lemma 4.4 that the computed solution \( \hat{x} \) of the system \((A - \alpha I)x^* = \tilde{b}\) by Gaussian elimination satisfies
\[
\|\hat{x} - x^*\|_2 \leq Q(A, \alpha, u)\|x^*\|_2. \tag{4.14}
\]

A combination of \((A - \alpha I)x^* = \tilde{b}\), \((A - \alpha I)x = b\) and \(\|\tilde{b} - b\|_2 \leq \delta\) leads to
\[
\|x - x^*\|_2 \leq \frac{\delta}{\lambda_{\text{min}}(A) + |\alpha|}, \quad \|x^*\|_2 \leq \frac{\delta + \|b\|_2}{\lambda_{\text{min}}(A) + |\alpha|}. \tag{4.15}
\]

Together with the triangle inequality, (4.14) and (4.15), one obtains that
\[
\|x - \hat{x}\|_2 \leq Q(A, \alpha, u)\|x^*\|_2 + \frac{\delta}{\lambda_{\text{min}}(A) + |\alpha|} \leq Q(A, \alpha, u)\|b\|_2 + \frac{(1 + Q(A, \alpha, u))\delta}{\lambda_{\text{min}}(A) + |\alpha|}.
\]

The proof is completed. \(\blacksquare\)

### 4.3. Forward error analysis of the feasible ECR algorithm.

In this subsection, the forward error analysis of the feasible ECR algorithm for the linear system \((3.3)\) will be studied under the following conditions:

1. Both \(B\) and \(R_n\) are symmetric positive definite tridiagonal matrices, and all subdiagonal entries of \(R_n\) are non-zero.
2. The eigenvalues of \(B\) and \(R_n\) satisfy
\[
\lambda_{\text{max}}(R_n) \leq \max_{1 \leq i \leq n} |b_i| + (|a_i| + |a_{i+1}|) \leq 1, \quad \lambda_{\text{min}}(R_n) \geq u^{1-\epsilon},
\]
\[
\lambda_{\text{max}}(B) \leq 1, \quad \lambda_{\text{min}}(B) \geq u^{1-\epsilon},
\]
where \(0 < \epsilon < 1\). Without loss of generality, we take \(\epsilon = \frac{1}{2}\).

The above conditions are reasonable and essential in the following senses:

1. The symmetry requirement of matrix \(R_n\) can be relaxed. Actually, for the non-symmetry tridiagonal matrix \(R_n\) in \((3.3)\), if \(a_{i+1}c_i > 0, i = 1, 2, \cdots, n - 1\), then there exists a diagonal matrix \(D = \text{diag}\{d_1, d_2, \cdots, d_n\}\), here
\[
d_1 = 1, \quad d_j = \sqrt{\frac{a_j}{c_{j-1}}}d_{j-1}, \quad j = 2, 3, \cdots, n,
\]
such that \(D^{-1}R_nD\) is the symmetric tridiagonal matrix and all subdiagonal entries are non-zero. It follows from the Sturm sequence property \([12]\) that the eigenvalues of any principal submatrix of \(R_n\) are simple, which implies that the zeros of matrix polynomial \(B_i^{(r)}\) are simple.

2. By the condition (2) and Lemma 4.4 it holds that
\[
\xi(B, u) := \frac{g(u)\kappa_2(B)}{1 - g(u)\kappa_2(B)} < 5\sqrt{u}, \tag{4.16}
\]
which guarantees that the round-off error is small enough after one step of Gaussian elimination for solving the tridiagonal linear system \(Bx = b\).
3. Let $\mu$ be one zero of matrix polynomial $B_i^{(r)}$, and $\tilde{\mu}$ be an approximation of $\mu$ computed by the MOB such that $|\mu - \tilde{\mu}| < \varepsilon = \frac{15}{2}u$. The ECR algorithm is based on the computation of tridiagonal linear systems of the form $(B - \mu I)x = b$. Assume that $\tilde{x}$ is the computed solution of the system $(B - \tilde{\mu} I)\tilde{x} = b$ by Gaussian elimination. By Theorem 4.2, one obtains that

$$\|x - \tilde{x}\|_2 \leq Q(B, \mu, u)\|x\|_2,$$

here $Q(B, \mu, u)$ is defined in (4.8). It follows from the condition (2) that

$$2\sqrt{u} < \lambda_{\text{min}}(B) + |\mu|,$$

which leads to

$$\varepsilon < \frac{15}{4} \sqrt{u}(\lambda_{\text{min}}(B) + |\mu|).$$

This together with $g(u) = \frac{4u + 3u^2 + u^3}{1 - u}$ yields that

$$\frac{3.8\varepsilon}{15\sqrt{u}} < \lambda_{\text{min}}(B) + |\mu| - g(u)(\lambda_{\text{max}}(B) + |\mu|).$$

Therefore, it holds that

$$\frac{g(u)(\lambda_{\text{max}}(B) + |\mu| + \varepsilon)}{(\lambda_{\text{min}}(B) + |\mu| - \varepsilon) - g(u)(\lambda_{\text{max}}(B) + |\mu| + \varepsilon)} < \frac{(1 + 8\sqrt{u})g(u)(\lambda_{\text{max}}(B) + |\mu|)}{(\lambda_{\text{min}}(B) + |\mu|) - g(u)(\lambda_{\text{max}}(B) + |\mu|)},$$

and

$$\frac{\varepsilon}{\lambda_{\text{min}}(B) + |\mu| - \varepsilon} < \frac{3.75}{1 - 3.75\sqrt{u}} \frac{\lambda_{\text{max}}(B) + |\mu|}{\lambda_{\text{min}}(B) + |\mu|}.$$

Finally, it follows from (4.16), (4.7) and $\xi(B - \mu I, u) = \frac{g(u)\kappa_2(B - \mu I)}{1 - g(u)\kappa_2(B - \mu I)}$ that

$$Q(B, \mu, u) < \frac{1 + 8\sqrt{u} + 3.75}{1 - 3.75\sqrt{u}} \xi(B - \mu I, u) < 5 \xi(B - \mu I, u),$$

(4.17)

which guarantees that the round-off error is still small enough after one step of Gaussian elimination for solving $(B - \mu I)x = b$.

Let $\mu$ and $\lambda$ be one zero of matrix polynomials $B_i^{(r)}$ and $B'_{i-2^{r-1}} B'_{i+2^{r-1}}$, respectively. Let $\tilde{\mu} < 0$ and $\tilde{\lambda} < 0$ be an approximation of negative parameters $\mu$ and $\lambda$ such that $|\tilde{\mu} - \mu| < \varepsilon$ and $|\tilde{\lambda} - \lambda| < \varepsilon$ with the tolerance $\varepsilon = \frac{15}{2}u$, $\tilde{b}$ be an approximation of $b$ such that $\|b - \tilde{b}\|_2 \leq \delta < \|b\|_2$ with the tolerance $\delta$.

**Theorem 4.3.** Assume that $x$ is the exact solution of the system $(B - \mu I)x = (B - \lambda I)b$, and $\tilde{x}$ is the computed solution of the system $(B - \tilde{\mu} I)\tilde{x} = (B - \tilde{\lambda} I)b$ by Gaussian elimination. Then it holds that

$$\|\tilde{x} - x\|_2 \leq \frac{|\mu - \lambda| + |\mu|}{|\mu|} \delta + 77u \frac{\|b\|_2}{|\mu|}.$$

(4.18)

**Proof.** The system $(B - \mu I)x = (B - \lambda I)b$ is solved by the following two steps:

**Step 1.** It is to compute $y$ by the system $(B - \mu I)y = (\mu - \lambda)b$,

**Step 2.** It is to compute $x$ by $x = y + b$. 

In Step 1, for the computed right-hand side \( \tilde{r} \) effected by the roundoff error of floating-point, it follows from \(|\tilde{\mu} - \mu| < \varepsilon, |\tilde{\lambda} - \lambda| < \varepsilon \) and \( \|b - \tilde{b}\|_2 \leq \delta < \|b\|_2 \) that
\[
\|\tilde{r} - (\mu - \lambda)b\|_2 \leq \mathcal{B}(\mu, \lambda, b, u),
\]
where
\[
\mathcal{B}(\mu, \lambda, b, u) = (|\mu - \lambda| + 2\varepsilon)(\delta + (\|b\|_2 + \delta)u) + 2\varepsilon\|b\|_2.
\]
By Lemma 4.4, the computed solution \( \tilde{y} \) of the system \((B - \tilde{\mu}I)\tilde{y} = \tilde{r} \) satisfies
\[
\|\tilde{y} - \tilde{y}\|_2 \leq \varepsilon\|B - \tilde{\mu}I, u\|\tilde{y}\|_2.
\]  
(4.19)
Together with \((B - \mu I)y = (\mu - \lambda)b\) and \(|\tilde{\mu} - \mu| < \varepsilon\), one obtains that
\[
\|\tilde{y} - y\|_2 \leq \|(B - \tilde{\mu}I)^{-1}\|_2\left(\mathcal{B}(\mu, \lambda, b, u) + \varepsilon\|y\|_2\right),
\]
which implies
\[
\|\tilde{y}\|_2 \leq (1 + \varepsilon)\|(B - \tilde{\mu}I)^{-1}\|_2\|y\|_2 + \|(B - \tilde{\mu}I)^{-1}\|_2\mathcal{B}(\mu, \lambda, b, u).
\]  
(4.20)
In Step 2, for the computed solution \( \tilde{x} \) effected by the roundoff error of floating-point, it holds that
\[
\|\tilde{x} - x\|_2 \leq \|\tilde{y} - \tilde{y}\|_2 + \|\tilde{y} - y\|_2 + u\|\tilde{y}\|_2 + u\|\tilde{b}\|_2 + \delta.
\]  
(4.22)
Furthermore, a combination of (4.19), (4.20) and (4.21) yields
\[
\|\tilde{y} - \tilde{y}\|_2 + \|\tilde{y} - y\|_2 + u\|\tilde{y}\|_2
\leq \left[ u + (1 + u)\varepsilon\|(B - \tilde{\mu}I, u)\|\|y\|_2 + \|(B - \tilde{\mu}I)^{-1}\|_2\mathcal{B}(\mu, \lambda, b, u) + \varepsilon\|y\|_2 \right]
\leq \left[ u + (1 + u)\varepsilon\|(B - \tilde{\mu}I, u)\|\|y\|_2 + \varepsilon\|y\|_2 \right]
+ \left[ u + (1 + u)\varepsilon\|(B - \tilde{\mu}I, u) + 1\|\|(B - \tilde{\mu}I)^{-1}\|_2\|y\|_2 \right]
\leq \left[ (1 + u)\varepsilon\|y\|_2 \right]
\leq \left[ (1 + u)\varepsilon\|y\|_2 \right]
\leq \frac{|\mu - \lambda|}{\lambda_{\text{min}}(B)} + |\mu|\left( u + (1 + u)\varepsilon\|y\|_2 \right)\|b\|_2,
\]
and
\[
\left[ u + (1 + \varepsilon)(B - \tilde{\mu}I, u) + \varepsilon\|B - \tilde{\mu}I\|_2\|B(\mu, \lambda, b, u) \right]
\leq (1 + u)(1 + \varepsilon)(B - \tilde{\mu}I, u)\|(B - \tilde{\mu}I)^{-1}\|_2\mathcal{B}(\mu, \lambda, b, u)
\leq (1 + u)\mathcal{B}(\mu, \lambda, b, u)\frac{1 + \varepsilon}{\lambda_{\text{min}}(B) + |\mu| + \varepsilon}.
\]
If the matrix \( B \) satisfies conditions (1) and (2), it follows from (4.16) and (4.17) that
\[
\varepsilon(B - \mu I, u) = \frac{g(u)\kappa_2(B - \mu I)}{1 - g(u)\kappa_2(B - \mu I)} < \frac{2g(u)}{|\mu|},
\]
\[
\mathcal{B}(\mu, \lambda, b, u) < 5\varepsilon(B - \mu I, u) < 25\sqrt{u} < 0.25,
\]
where \( u \) is sufficiently small such as \( u < 10^{-4} \). And it gets from \( \varepsilon = \frac{15}{2}u \) that
\[
\lambda_{\text{min}}(B) - \varepsilon - g(u)(\lambda_{\text{max}}(B) + |\mu| + \varepsilon) > 0,
\]
As a result,
\[
\frac{|\mu - \lambda|}{\lambda_{\min}(B) + |\mu|} \left[ u + (1 + u) Q(B, \mu, u) \right] \|b\|_2
\]
\[
< \frac{|\mu - \lambda|}{|\mu|} \left[ \left| 10g(u) \right| + 1.25u \right] \|b\|_2 < \frac{41u}{|\mu|} + 1.25u \|b\|_2,
\]
and
\[
\frac{(1 + u) B(\mu, \lambda, b, u)}{\lambda_{\min}(B) + |\mu| - \varepsilon - g(u)(\lambda_{\max}(B) + |\mu| + \varepsilon)}
\]
\[
< \frac{|\mu - \lambda|}{|\mu|} \delta + 2u \|b\|_2 + \|30u \| \|b\|_2 + (1 + u) \delta
\]
\[
< \frac{|\mu - \lambda|}{|\mu|} + 1 \delta + \frac{77u}{|\mu|} \|b\|_2.
\]

The proof is completed. □

In the reduction phase and the back-substitution phase of the ECR algorithm, both implementations involve solving two typical problems of the following form. Take the reduction phase as an example,

(1) for \( r = 0, 1, \ldots, k - 2 \) and \( i = 2^r + 1, 2 \cdot 2^r + 1, \ldots, (2^{k-r-1} - 1) \cdot 2^r + 1 \), compute
\[
(B_i^{(r)})^{-1} B_i^{(r-1)} P_i^{(r)}.
\]

(2) for \( r = 0, 1, \ldots, k - 2 \) and \( i = 2^r, 2 \cdot 2^r + 1, \ldots, (2^{k-r-1} - 1) \cdot 2^r + 1 \), compute
\[
\alpha_i^{(r)} \left( B_i^{(r-1)} P_i^{(r)} \right)^{-1} q_{i-2^r}, \quad \alpha_i^{(r)} = \prod_{j=i-2^r+1}^{i} a_j.
\]

The implementation details of these typical problems have been introduced in Section 3.1. The following theorems indicate the implementation process in this way is stable and the error is controlled.

Let \( \{\mu_i\}_{i=1}^{2^r+1-1} \) be the zeros of matrix polynomial \( B_i^{(r)} \) such that \( 0 < \mu_1 > \mu_2 > \ldots > \mu_{2^{r+1}-1} \), \( \{\mu_i\}_{i=1}^{2^r+1-1} \) computed by the MOB be their corresponding approximations such that \( |\mu_i - \mu_i| < \varepsilon \) with the tolerance \( \varepsilon = \frac{15}{2} u \). Let \( \{\lambda_i\}_{i=1}^{2^{r+1}-2} \) be the zeros of matrix polynomial \( B_i^{(r-1)} B_i^{(r-1)} P_i^{(r-1)} \) such that \( 0 > \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_{2^r+1-2} \), \( \{\lambda_i\}_{i=1}^{2^{r+1}-2} \) computed by the MOB be
their corresponding approximations such that \( |\bar{\lambda}_i - \lambda_i| < \varepsilon, \bar{b} \) be an approximation of \( b \) such that \( \|\bar{b} - b\|_2 < \delta \) with the tolerance \( \delta \).

**Theorem 4.4.** Let \( x_1 = b \), compute \( x_{2r+1-1} \) by recursively solving the following linear systems

\[
(B - \mu_{\ell+1}I)x_{\ell+1} = (B - \lambda_\ell I)x_\ell, \quad \ell = 1, 2, \ldots, 2r+1-2.
\]

Assume that the computed solution \( \bar{x}_{2r+1-1} \) holds that

\[
\|\bar{x}_{2r+1-1} - x_{2r+1-1}\|_2 \leq \frac{\mu_{2r+1-1}}{|\mu_1|} (\delta + 27u \mathcal{C}_1(B_1^{(r)})\|b\|_2),
\]

where \( \mathcal{C}_1(B_1^{(r)}) = \sum_{i=1}^{2r+1-2} \frac{1}{|\mu_{i+1}|} \).

**Proof.** Applying the conclusion of Theorem 4.3 to systems (4.23) repeatedly, one obtains that

\[
\|\bar{x}_{2r+1-1} - x_{2r+1-1}\|_2 < \sum_{\ell=1}^{2r+1-2} \left[ \frac{77u}{|\mu_{\ell+1}|} \|x_\ell\|_2 \cdot \prod_{j=\ell+1}^{2r+1-2} \left( 1 + \frac{|\mu_{j+1} - \lambda_j|}{|\mu_{j+1}|} \right) \right]
\]

\[
+ \delta \cdot \prod_{\ell=1}^{2r+1-2} \left( 1 + \frac{|\mu_{j+1} - \lambda_j|}{|\mu_{j+1}|} \right).
\]

It follows from the fact \( (B - \mu_{\ell+1}I)x_{\ell+1} = (B - \lambda_\ell I)x_\ell = (B - \mu_{\ell+1}I)x_\ell + (\mu_{\ell+1} - \lambda_\ell)x_\ell \) that

\[
\|x_{\ell+1}\|_2 \leq \|x_\ell\|_2 + \frac{|\mu_{\ell+1} - \lambda_\ell|}{\lambda_{\text{min}}(B) + |\mu_{\ell+1}|} \|x_\ell\|_2 \leq \prod_{j=1}^{\ell} \left( 1 + \frac{|\mu_{j+1} - \lambda_j|}{|\mu_{j+1}|} \right) \|x_1\|_2.
\]

In addition, by Lemma 4.2, it holds that

\[
\prod_{\ell=1}^{2r+1-2} \left( 1 + \frac{|\mu_{j+1} - \lambda_j|}{|\mu_{j+1}|} \right) \leq \prod_{\ell=1}^{2r+1-2} \frac{|\mu_{\ell+1}|}{|\mu_{\ell}|} = \frac{|u_{2r+1-1}|}{|\mu_1|}.
\]

Substituting (4.26) and (4.27) into (4.25) leads to the conclusion (4.24).

**Remark 4.1.** In the reduction phase of the ECR algorithm, to ensure a stable computing of vector \( q_i \), the strategy used is to multiply alternately by the inverse of a factor of \( B_i^{(r)} \) and by a factor \( B_{i-2r-1}^{(r-1)} B_{i+2r-1}^{(r-1)} \). Since the degree of the corresponding polynomial of matrix \( B_i^{(r)} \) is one greater than that of the corresponding polynomial of matrix \( B_{i-2r-1}^{(r-1)} B_{i+2r-1}^{(r-1)} \), we leave aside the factor \( (B - \mu_1) \) of \( B_i^{(r)} \). Whether it is the best option or not, it is a feasible choice because of its stability and is convenient for our theoretical analysis herein.

Let \( \{\xi_i\}_{i=1}^{2r-1} \) be the zeros of matrix polynomial \( B_{i-2r-1}^{(r-1)} \) such that \( 0 > \xi_1 \geq \xi_2 \geq \ldots \geq \xi_{2r-1} \), \( \{\tilde{\xi}_i\}_{i=1}^{2r-1} \) computed by the MOB method be their corresponding approximations such that \( |\tilde{\xi}_i - \xi_i| < \varepsilon \) with the tolerance \( \varepsilon = \frac{u}{2} - \bar{b} \) be an approximation of \( b \) such that \( \|\bar{b} - b\|_2 < \delta \).

**Theorem 4.5.** Let \( x_0 = b \), compute \( x_{2r-1} \) by recursively solving the following linear systems

\[
(B - \xi_2^{(r)} I)x_j = a_i - 2r+j : x_{j-1}, \quad j = 1, 2, \ldots, 2r - 1.
\]

Assume that the computed solution \( \bar{x}_{2r-1} \) holds that

\[
\|\bar{x}_{2r-1} - x_{2r-1}\|_2 < C_2(B_{1-2r-1}^{(r-1)})(\delta + 41u \mathcal{C}_3(B_{1-2r-1}^{(r-1)})\|b\|_2),
\]

where \( C_2(B_{1-2r-1}^{(r-1)}) = \prod_{j=1}^{2r-1} \frac{|a_{i,j}|}{|\xi_j|} \) and \( \mathcal{C}_3(B_{1-2r-1}^{(r-1)}) = \sum_{j=1}^{2r-1} \frac{1}{|\xi_j|} \).
Proof. Applying the conclusion (4.9) of Theorem 4.2 to systems (4.28) repeatedly, one obtains that
\[
\|x_{2r-1} - \hat{x}_{2r-1}\|_2 \leq \sum_{\ell=1}^{2r-1} \left( \prod_{j=\ell+1}^{2r-1} \left( 1 + \frac{41u}{|\xi_{2r-j}|} \frac{|a_{i-2^r+j}|}{\lambda_{\min}(B) + |\xi_{2r-j}|} \right) \right) \frac{41u}{|\xi_{2r-\ell}|} \|x_{\ell}\|_2 + \delta \prod_{j=1}^{2r-1} \left( \frac{41u}{|\xi_{2r-j}|} \frac{|a_{i-2^r+j}|}{\lambda_{\min}(B) + |\xi_{2r-j}|} \right).
\]
Moreover, for 1 \leq j \leq 2^r - 1, it holds that
\[
\frac{1 + \frac{41u}{|\xi_{2r-j}|}}{\lambda_{\min}(B) + |\xi_{2r-j}|} = \frac{1}{\xi_{2r-j}} \frac{41u + |\xi_{2r-j}|}{\lambda_{\min}(B) + |\xi_{2r-j}|} < \frac{1}{|\xi_{2r-j}|},
\]
which implies
\[
\|x_{2r-1} - \hat{x}_{2r-1}\|_2 \leq \sum_{\ell=1}^{2r-1} \left( \prod_{j=\ell+1}^{2r-1} \left( 1 + \frac{|a_{i-2^r+j}|}{\lambda_{\min}(B) + |\xi_{2r-j}|} \right) \right) \frac{41u}{|\xi_{2r-\ell}|} \|x_{\ell}\|_2 + \delta \prod_{j=1}^{2r-1} \frac{|a_{i-2^r+j}|}{|\xi_{2r-j}|}.
\]
It follows from \((B - \xi_{2r-\ell}I)x_\ell = a_{i-2^r+\ell} \cdot x_{\ell-1}\) that
\[
\|x_{\ell}\|_2 \leq \frac{|a_{i-2^r+\ell}|}{\lambda_{\min}(B) + |\xi_{2r-\ell}|} \|x_{\ell-1}\|_2 \leq \left( \prod_{j=1}^{\ell} \frac{|a_{i-2^r+j}|}{|\xi_{2r-j}|} \right) \|b\|_2.
\]
Finally, substituting (4.31) into (4.30) leads to the conclusion (4.29).

Remark 4.2. To make a comparison, the backward error of the column principal element Gaussian elimination method for the linear system with the matrix \(B_i^{(r)}\) is investigated. As is shown in Lemma 4.5 below, the upper bound of the backward error is much larger than that of the forward error of recursively solving the tridiagonal linear systems with the factor of \(B_i^{(r)}\) in Theorem 4.4 and (4.28) in Theorem 4.5.

Lemma 4.5 (P67, [23]). Let \(A \in \mathbb{R}^{n \times n}\) be a nonsingular matrix and \(1.01n u \leq 0.01\). The computed solution \(\hat{x}\) of the linear system \(Ax = b\) by the column principal element Gaussian elimination method satisfies that

\[ (A + \delta A)\hat{x} = b. \]

Then it holds that
\[ \frac{\|\delta A\|_\infty}{\|A\|_\infty} \leq 4.09n^3 \rho u. \]

It has been proved that \(\rho \leq 2^{n-1}\) in theory and the upper bound \(2^{n-1}\) can be reached.

4.4. The ECR algorithm for special systems. It is to use the ECR algorithm for linear systems resulting from the Legendre spectral-Galerkin method for the Poisson equation on a square domain.

Let \(b_j\) and \(a_j\) be diagonal entries and subdiagonal entries \((j = 1, 2, \ldots, n, a_1 = 0 \text{ and } a_{n+1} = 0)\) of the following symmetric tridiagonal matrix \(M_i(i = 1, 2)\) of order \(n\), respectively,

(1) for matrix \(M_1\), \(b_i = \frac{2}{(4i-3)(4i+1)}, \quad a_{i+1} = \frac{-1}{\sqrt{(4i+3)(4i-1)(4i+1)}}, \quad i = 1, 2, \ldots, n,\)

(2) for matrix \(M_2\), \(b_i = \frac{2}{(4i-1)(4i+3)}, \quad a_{i+1} = \frac{-1}{\sqrt{(4i+5)(4i+1)(4i+3)}}, \quad i = 1, 2, \ldots, n.\)
It is obvious that conditions (1) and (2) in Section 4.3 hold for $M_1$ and $M_2$. In what follows, $C_1$ in Theorem 4.4 and $C_2, C_3$ in Theorem 4.5 are investigated. For this purpose, the DETGTRI algorithm [9] is presented which is an efficient computational method for evaluating the determinant of a tridiagonal matrix of order $n$ with only cost $O(n)$.

To compute the determinant of a tridiagonal matrix of order $n$ such as $R_n$ shown in (3.4), it is proceeded as follows:

Step 1. Introduce an additional $n$-dimensional vector $g = (g_1, g_2, \cdots, g_n)$ by

$$
g_i = \begin{cases} 
    b_1, & \text{if } i = 1, \\
    b_i - \frac{a_i c_i}{g_i-1}, & \text{if } i = 2, 3, \cdots, n.
\end{cases}
$$

(4.32)

Use (4.32) to compute the $n$ components of the vector $g$. If $g_i = 0$ for any $i \leq n$, set $g_i = x$ ($x$ is just a symbolic name) and continue to compute $g_{i+1}, g_{i+2}, \cdots, g_n$ in terms of $x$ by using (4.32).

Step 2. The product $\prod_{i=1}^{n} g_i$ (this product is a polynomial in $x$) evaluated at $x = 0$ is equal to the determinant of the tridiagonal matrix $R_n$.

Note that the product $\prod_{i=1}^{n} g_i$ is the exact determinant of a tridiagonal matrix in theory.

Theorem 4.6. Given any principal submatrix of the symmetric tridiagonal matrix $M_i(i = 1, 2)$ as follows

$$
R_{r-t+1} = \begin{bmatrix}
    b_t & a_{t+1} & \cdots & a_{t+r-2} \\
    a_{t+1} & b_{t+1} & \cdots & \cdots \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{r-1} & b_{r-1} & a_r & b_r
\end{bmatrix}, \quad r - t + 1 \geq 3.
$$

Let $a_i = b_i$. If $\frac{b_{k+1}}{|a_{k+1}|} - \frac{|a_{k+1}|}{|a_k|} > 1$ for $k = t, t+1, \cdots, r-1$, it holds that

$$
b_t \prod_{i=t+1}^{r} |a_i| < \det(R_{r-t+1}).
$$

Proof. According to the DETGTRI algorithm, the vector $g = (g_t, g_{t+1}, \cdots, g_r)$ reads

$$
g_i = \begin{cases} 
    b_t, & \text{if } i = t, \\
    b_i - \frac{a_i c_i}{g_i-1}, & \text{if } i = t+1, t+2, \cdots, r.
\end{cases}
$$

We will prove $g_k \geq |a_k|$ for $k = t, t+1, \cdots, r$ by induction on $k$ under the following condition

$$
\frac{b_{k+1}}{|a_{k+1}|} - \frac{|a_{k+1}|}{|a_k|} > 1.
$$

(4.33)

It is obvious that $g_k = a_k$ for $k = t$. For $k = t+1$, it follows from (4.33) that

$$
\frac{g_{t+1}}{|a_{t+1}|} = \frac{b_{t+1}}{|a_{t+1}|} - \frac{|a_{t+1}|}{g_t} > 1,
$$

which leads to $g_{t+1} > |a_{t+1}|$. Assume $g_k \geq |a_k|$, together with (4.33), it holds for $k + 1$ that

$$
\frac{g_{k+1}}{|a_{k+1}|} = \frac{b_{k+1}}{|a_{k+1}|} - \frac{|a_{k+1}|}{g_k} \geq \frac{b_{k+1}}{|a_{k+1}|} - \frac{|a_{k+1}|}{|a_k|} > 1,
$$

(4.34)

which means $g_{k+1} > |a_{k+1}|$. Thus, $g_k \geq |a_k|$ holds for all $k = t, t+1, \cdots, r$.

From the definition of $g_k$ and (4.32), we get

$$
|g_{k+1}| = |b_{k+1} - \frac{a_{k+1} c_{k+1}}{g_k}| = |b_{k+1}| - \frac{|a_{k+1}| |c_{k+1}|}{|g_k|} \geq |b_{k+1}| - |a_{k+1}|.
$$

(4.35)

Thus, $g_{k+1} > |a_{k+1}|$, and (4.34) is obtained.

Therefore, $g_{k+1} > |a_{k+1}|$ holds for all $k = t, t+1, \cdots, r$. This completes the proof of the theorem.
which proves the conclusion \( g_k \geq |a_k| \) for \( k = t, t + 1, \ldots, r \). As a result,

\[
\det(R_{t-t+1}) = \prod_{i=t}^{r} g_i > b_t \prod_{i=t+1}^{r} |a_i|.
\]

The proof is completed. \( \blacksquare \)

For matrices \( M_1 \) and \( M_2 \), \( C_1(B^{(r)}_i) \) in Theorem 4.4, \( C_2(B^{(r-1)}_{i-2r-1}) \) and \( C_3(B^{(r-1)}_{i-2r-1}) \) in Theorem 4.5 are evaluated as follows:

1. For \( M_1, r = 1, 2, \ldots, k - 1, i = j \cdot 2^r, j = 1, 2, \ldots, 2^{k-r-1}, \)

\[
C_1(B^{(r)}_i) < \frac{2^{r+1} - 2}{|\lambda_{\min}(-\mathcal{R}^{(r)}_i)|}, \quad C_3(B^{(r-1)}_{i-2r-1}) < \frac{2^{r} - 1}{|\lambda_{\min}(-\mathcal{R}^{(r-1)}_{i-2r-1})|}.
\]

It is easy to check that for any principal submatrix \( R_{t-t+1} \) of \( M_1 \), it holds that

\[
\det(R_{t-t+1}) > \begin{cases} 
  b_t \cdot \prod_{i=t+1}^{\ell} |a_i|/1.1, & \text{if } t = 1, \ell = 3, \\
  b_t \cdot \prod_{i=t+1}^{\ell} |a_i|, & \text{else},
\end{cases}
\]

which leads to

\[
C_2(B^{(r-1)}_{i-2r-1}) < \frac{1.1}{|b_{i-2r+1}|}, \quad b_{i-2r+1} = \frac{2}{(4i - 2^{r+2} + 1)(4i - 2^{r+2} + 5)},
\]

where \( b_{i-2r+1} \) is the element in the first row and the first column of matrix \( -\mathcal{R}^{(r-1)}_{i-2r-1} \).

2. For \( M_2, r = 1, 2, \ldots, k - 1, i = j \cdot 2^r, j = 1, 2, \ldots, 2^{k-r-1}, \)

\[
C_1(B^{(r)}_i) < \frac{2^{r+1} - 2}{|\lambda_{\min}(-\mathcal{R}^{(r)}_i)|}, \quad C_3(B^{(r-1)}_{i-2r-1}) < \frac{2^{r} - 1}{|\lambda_{\min}(-\mathcal{R}^{(r-1)}_{i-2r-1})|}.
\]

It is easy to verify that \( \frac{b_{k+1}}{|a_{k+1}|} < \frac{|a_{k+1}|}{|a_k|} > 1 \) for \( k = 1, 2, \ldots, n \). Then it follows from Theorem 4.6 that for any principal submatrix \( R_{t-t+1} \) of \( M_2 \),

\[
\det(R_{t-t+1}) > b_t \cdot \prod_{i=t+1}^{\ell} |a_i|,
\]

which leads to

\[
C_2(B^{(r-1)}_{i-2r-1}) < \frac{1}{|b_{i-2r+1}|}, \quad b_{i-2r+1} = \frac{2}{(4i - 2^{r+2} + 3)(4i - 2^{r+2} + 7)},
\]

where \( b_{i-2r+1} \) is the element in the first row and the first column of matrix \( -\mathcal{R}^{(r-1)}_{i-2r-1} \).

**APPENDIX A. THE PROOF OF (3.28) AND (3.29)**

We first prove (3.28). Let

\[
\hat{a}_{i-2t-1} = (0, \cdots, 0, a_{i-2t-1}) \in \mathbb{R}^{2^{t-1}-1}, \\
\hat{c}_{i-2t-1} = (c_{i-2t-1}, 0, \cdots, 0) \in \mathbb{R}^{2^{t-1}-1},
\]

\[
\hat{c}_{i-2t-1+1} = (0, \cdots, 0, c_{i-2t-1+1})^T \in \mathbb{R}^{2^{t-1}-1},
\]

\[
\hat{a}_{i-2t-1+1} = (a_{i-2t-1+1}, 0, \cdots, 0)^T \in \mathbb{R}^{2^{t-1}-1},
\]
and
\[ A_1 = \begin{bmatrix} xI - \mathcal{R}_{i-3}^{(t-2)} & \mathcal{R}_{i-2}^{(t-1)} \\ \mathcal{A}_{i-2} & x + \mathcal{B}_{i-2} \end{bmatrix}, \quad A_2 = \begin{bmatrix} 0 & \mathcal{A}_{i-2}^{(t-1)} \\ 0 & 0 \end{bmatrix}, \quad A_3 = \begin{bmatrix} 0 & 0 \\ \mathcal{C}_{i-2} & 0 \end{bmatrix}, \quad A_4 = \begin{bmatrix} xI - \mathcal{R}_{i-2}^{(t-2)} \\ 0 \\ 0 \end{bmatrix}, \quad A_5 = \begin{bmatrix} xI - \mathcal{R}_{i-2}^{(t-2)} & 0 \\ 0 & xI - \mathcal{R}_{i-2}^{(t-2)} \end{bmatrix}, \quad A_{22} = \begin{bmatrix} 0 & 0 \\ 0 & \mathcal{A}_{i-2}^{(t-1)} \end{bmatrix}, \quad A_{33} = \begin{bmatrix} 0 & 0 \\ 0 & \mathcal{C}_{i-2} \end{bmatrix}. \]

By interchanging rows and columns of a matrix, it yields
\[ f_{i-2}^{(t-1)}(x)\det\left(xI - \mathcal{R}_{i-2}^{(t-2)}\right) - f_{i-2}^{(t-2)}(x)\det\left(xI - \mathcal{R}_{i-2}^{(t-1)}\right) = \det\left( \begin{bmatrix} A_1 & A_3 \\ A_2 & A_4 \end{bmatrix} \right) - \det\left( \begin{bmatrix} A_1 & A_3 \\ A_2 & A_5 \end{bmatrix} \right) = \det\left( \begin{bmatrix} A_1 & A_3 \\ A_2 & A_4 \end{bmatrix} \right) - \det\left( \begin{bmatrix} A_1 & A_3 \\ A_2 & A_4 \end{bmatrix} \right), \]

Furthermore, one obtains that
\[ \det\left( \begin{bmatrix} A_1 & A_3 \\ A_2 & A_4 \end{bmatrix} \right) - \det\left( \begin{bmatrix} A_1 & A_3 \\ A_2 & A_4 \end{bmatrix} \right) = \det\left( \begin{bmatrix} A_1 & A_3 \\ A_2 & A_4 \end{bmatrix} \right) + \det\left( \begin{bmatrix} A_1 & A_3 \\ A_2 & A_4 \end{bmatrix} \right) - \det\left( \begin{bmatrix} A_1 & A_3 \\ A_2 & A_4 \end{bmatrix} \right), \]

\[ = a_{i-2}^{(t-1)}c_{i-2}^{(t-1)}f_{i-3}^{(t-2)}(x)\det\left(xI - \mathcal{R}_{i-2}^{(t-2)}\right) - \det\left(xI - \mathcal{R}_{i-2}^{(t-1)}\right), \]

where
\[ \mathcal{R}_{i-2}^{(t-2)} = -\mathcal{R}_n([i - 2^{t-1} : i - 2; i - 2^{t-1} : i - 2]). \]

Then it follows from Lemma 3.1 that
\[ \det\left(xI - \mathcal{R}_{i-2}^{(t-2)}\right) \det\left(xI - \mathcal{R}_{i-2}^{(t-2)}\right) - \det\left(xI - \mathcal{R}_{i-2}^{(t-2)}\right) \det\left(xI - \mathcal{R}_{i-2}^{(t-2)}\right) = - \prod_{j=i-2}^{i-2} a_{j+1}c_j. \]
As a result,
\[
\det \left( xI - \mathcal{R}_{i-2}^{(t-1)} \right) \det \left( xI - \mathcal{R}_{i-2}^{(t-2)} \right) - \det \left( xI - \mathcal{R}_{i-2}^{(t-1)} \right) \det \left( xI - \mathcal{R}_{i-2}^{(t-2)} \right)
\]
\[= -\det \left( xI - \mathcal{R}_{i-2}^{(t-2)} \right) \prod_{j=i-2}^{i-1} a_{j+1} c_j,
\]
which proves \(3.28\). Similar process leads to the conclusion below
\[
\det \left( xI - \mathcal{R}_{i+2}^{(t-1)} \right) \det \left( xI - \mathcal{R}_{i+2}^{(t-2)} \right) - \det \left( xI - \mathcal{R}_{i+2}^{(t-1)} \right) \det \left( xI - \mathcal{R}_{i+2}^{(t-2)} \right)
\]
\[= -\det \left( xI - \mathcal{R}_{i+2}^{(t-2)} \right) \prod_{j=i+1}^{i+2} a_{j-1} c_j,
\]
which proves \(3.29\).
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