Design requirements to improve laparoscopy via XR
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ABSTRACT
Laparoscopic surgery has the advantage of avoiding large open incisions and thereby decreasing blood loss, pain, and discomfort to patients. However, on the other side, it is hampered by restricted workspace, ambiguous communication, and surgeon fatigue caused by non-ergonomic head positioning. We aimed to identify critical problems and suggest design requirements and solutions. We used user and task analysis methods to learn about practices performed in an operating room by observing surgeons in their working environment to understand how they performed tasks and achieved their intended goals. Drawing on observations and analysis from recorded laparoscopic surgeries, we have identified several constraints and design requirements to propose potential solutions to address the issues. Surgeons operate in a dimly lit environment, surrounded by monitors, and communicate through verbal commands and pointing gestures. Therefore, performing user and task analysis allowed us to understand the existing problems in laparoscopy better while identifying several communication constraints and design requirements, which a solution has to follow to address those problems. Our contributions include identifying design requirements for laparoscopy surgery through a user and task analysis. These requirements propose design solutions towards improved surgeons’ comfort and make the surgical procedure less laborious.

Index Terms: Human-centered computing—Visualization—Visualization design and evaluation methods

1 INTRODUCTION
Laparoscopy - a minimally invasive surgical approach to the abdomen and pelvis - allows all types of resectional, staging and diagnostic procedures, especially when ultrasounds, CT scans and MRI scans cannot provide enough clinical information. Compared to open surgery, its major benefits are smaller and fewer incisions, with less tissue damage and pain following the operation, which in turn results in lower demands for analgesics and shorter hospital stays inducing a faster recovery time. However, Laparoscopic surgery affords diminished tactile feedback and also the loss of direct visual contact with organs, as surgeons rely on an endoscopic camera, which captures and feeds images onto a display [2]. This results in limited and restrictive experience compared to open surgery, as the surgeon dexterity and haptic feedback are reduced by the laparoscopic rigid instruments [1][2].

Furthermore, it presents other challenges that can induce surgeon discomfort by non-ergonomic positioning and hamper the surgical workflow. A paramount problem in minimally invasive surgery is hand-eye coordination, as surgeons have to look at screens placed outside the field of operation, which results in discomfort [1], affecting the surgeon efficiency due to a visual-motor axis disconnection. One cannot look simultaneously at their instruments, hands and surgical field. To become proficient, high level training and experience is required to adapt to this condition, as extra mental effort must be applied [12]. In addition, almost all these display screens are limited in sense that they do not support techniques to improve visual collaboration with the rest of the surgical team [5].

Walczak et al. [26] evaluated whether the positioning of the monitor has an impact on laparoscopic performance. Results show the time taken to perform the task was shorter when the screen was placed downwards, which corresponded to the position participants most preferred. This position allows users to flex the head at 15 to 45 degrees below eye level, which is the most comfortable position, as looking down improves eye lens accommodation and reduces eye weariness and headaches. [14] also evaluated the effect of the monitor, conducting a study to determine whether wearing a head-mounted display (HMD) improves task performance, or at least reduces muscle fatigue, comparing it in an operating scenario against the use of a traditional monitor. While the HMD made for smoother motion, but performance in general was not clearly superior.

Batmaz et al. [1] compared visualisation, direct vision, 2D fish-eye, undistorted and 3D stereoscopic views, and studied their performance effects on a laparoscopic training exercise where subjects were to place a small object in the centre of five targets, in a specific position. The results show that 3D stereoscopic imaging does not have any performance edge over 2D, with objects being selectively coloured, facilitating depth perception. However, straight ahead monitor positioning did show performance benefits, as subjects took less time to perform the tasks as they felt less neck strain and more comfort. Prescher et al. [24] also assessed 3D viewing, and conducted a study to determine whether stereoscopic 3D displays with glasses improved performance in trainees. The 3D display seemingly reduced the time taken to complete the test as well as the number of dropped objects, while being generally preferred by subjects.

Kihara et al. [10] developed a virtual reality (VR) system for use in real-world operation, combining a HMD with a 3D endoscope to provide the surgeon with high quality imaging right in front of him. The 3D HMD gives the feel of an open surgery and allows the visualization of content regardless of head position, while direct vision is allowed by lowering the angle of sight. Finally, [7] worked on a mixed reality headset which integrates the image from the laparoscopic camera, a navigation system and diagnostic imaging, complemented by an audio feedback system. VR can be successfully used for laparoscopic training curriculum as it not only helps to reduce the physical and mental workload on surgeons but also
improves their surgical performance in operation theaters. It can also be used to train surgeons to cope with other technical problems encountered during surgery simultaneously [9].

Unlike previous work, we aim to identify potential design challenges in laparoscopic procedures and suggest design requirements to approach these problems. In this paper, we present a study on the conditions in which the laparoscopic surgeons perform their tasks. We analyze areas of improvement and contribute design requirements to approach these issues.

2 Method

We conduct our work according to the methodology used by [17]. The examples presented in this paper come from the Champalimaud Foundation in Lisbon, PT [27]. At that site, we observed laparoscopic surgeries on one of the Foundation’s surgical rooms and talked to surgeons before and after the procedures, who explained what was about to happen or what took place. Also, during the surgery, nurses provided insight into the several stages of the surgery, or what was happening at that time. We also had the opportunity to ask questions of the surgeons at appropriate moments during the surgery. Besides that, we video recorded for further analysis in addition to our field notes. A total of five (5) laparoscopic surgeries were observed for a total of approximately 10 hours.

The observed cases included the surgical team is composed of mostly male members, with only one female surgeon in it, and their ages range from 34 to 42 years of age. During surgery, there are at least six people involved in the procedure: A head surgeon, who coordinates the entire procedure, 1 or 2 assistant surgeons, who mostly observe but also participate in parts of the surgery, a nurse solely responsible for passing the surgeons tools they may require throughout the operation, an anesthetist keeping track of the patient’s vital signs, a nurse supporting the anesthetist and a circulating nurse. Additionally, a senior surgeon may come in and serve as an advisor, providing insight and making remarks about what is being seen on camera.

We collected images and videos using smartphones and tablets, as well as the notes made during the observations. The inductive bottom-up approach to data analysis was used in which the authors analyzed their field notes and videos. The findings and the discussion are presented in the subsequent section.

3 Results and Discussion

Performing user and task analysis allowed us to better understand the existing problems in the procedure of laparoscopy, while identifying several constraints and design requirements, which a solution has to follow in order to address those problems. For the following, we will discuss the design requirements identified through the analysis. Problems, statements, requirements, and the proposed design solutions are also summarized in Table 1.

3.1 Following display

Laparoscopy is an intensive process, not just mentally but physically as well. The procedure is already very demanding in itself due to surgeons having to expend extra mental effort thanks to a lack of hand-eye coordination that is caused by indirect visualization (Fig. 1). That effort extends to the physical plane when we consider that they have look at the screen all the time, which places a continuous strain on their necks. Laparoscopy currently faces the glaring problem of monitor positioning. During surgery, screens are usually placed far away and at an uncomfortable angle, causing neck and eye strain over the course of a surgery, especially if it drags for longer periods of time. Given this, it was important to allow the surgeons some freedom in how they want to see the video, and then the video, while visible, should follow user head movements so users do not have to reposition it in the augmented space, should they feel the need to assume another posture with the neck.

The surgeons have to look at screens placed outside the field of operation, which results in discomfort [1], affecting the surgeon’s efficiency due to a disconnect between the visual and motor axis, because the surgeon cannot look at the instruments or hands and the field of surgery simultaneously. To be successful, more training is required to adapt to this condition, as extra mental effort must be applied [12]. In addition, almost all display screens are limited in sense that they do not support techniques to improve communication and visual collaboration with the rest of the surgical team [45].

Muratore et al. [21] suggest for the future, the ideal display system would be a 3D high definition image HMD, citing the comfort of looking at the endoscopic image in any preferred head position, improving ergonomics and reducing neck strain. The use of an HMD is also seen as beneficial in the sense that it alleviates equipment clutter in the operating room. It is further noted the usefulness of individualized image manipulation features like zooming, which allows each surgeon to see the endoscopic video in the way they find most comfortable. Also, the works of [10, 14, 26] seem to support the usage of a HMD for laparoscopic surgery, with the video following the user’s head movements. With this, users can assume their preferred head position instead of being forced to look sideways in order to see the video.

3.2 Hands-free interaction

From our field observations, we noticed that surgeons place down their tools to perform some secondary tasks, which interrupts the procedure (Fig. 2). We suggest that projects avoid this type of situation, with a completely hands-free approach, using both head gaze and foot movement as sources of input.

Other studies [21, 13] looked at using head movements, and gaze to select targets, especially when the content follows head movements [6]. A more elaborate approach takes the form of the eye gaze and foot browsing, which was well-received by users, but may not transition well onto the surgical operating field: these controls would have to be displayed continuously and right in front of the user, unlike in the presented works, which could be distracting for users, but more importantly, it would take valuable space from the HMD’s already limited field of view. In terms of feet, two different approaches emerge: using a foot pedal as a means to activate a selected control [7] and using foot movement to select and activate controls [20]. After comparing the two, we conclude using foot movement would be a more flexible choice, as it does not rely on extra hardware that is situated in a given position in space.

3.3 Patient data image browser and foot browsing

Consulting patient data intra-operatively, such as MRIs and computed tomographies, may be unfeasible. On the one hand, the data are extensive and may require some time to identify the required set. On the other, surgeons must abandon the operating table to sit at a computer and browse the desired images. The surgeon then gives directions on where to look and when to stop while an assistant handles the computer. Surgeons usually do not browse the images themselves when sterilized. Instead, each interaction with non-sterile equipment such as the keyboard and mouse would entail a new sterilization procedure, wasting additional resources. This has been discussed in [8, 13, 22]. This is a design opportunity for AR as discussed in [28].

In the work of [21], the authors emphasize the importance of the HMD, stating preoperative imaging could be individually manipulated through its use, as well as grant surgeons extra comfort by allowing them to see the laparoscopic image regardless of head positioning. Hands-free interaction is again considered, with the suggestion of using foot pedals instead. Also discussed is the issue of paradoxical imaging, which occurs when the camera faces the surgeon, causing movements with the tool to appear inverted compared to the hand movements. However, in an interview with the
| Problem Statements | Design Requirements | Design Solution |
|--------------------|---------------------|----------------|
| Visualizing the laparoscopic video during extended periods of time is exhausting for the neck. | The solution should allow the user to adopt more comfortable neck postures instead of forcing the user to look to the side to see what the other surgeons are seeing. | Following display: The laparoscopic video follows user head movement, so users can look around and assume a neck posture that is more comfortable for them. |
| Current interactions surgeons have, such as pointing or consulting patient data, require them to let go of their tools, which interrupts the procedure. | Surgeons should have hands-free interactions in order to operate in an uninterrupted fashion. | Hands-free interaction: Every interaction is either done with the head or using the feet. |
| Browsing patient data interoperatively takes too long because it requires to call in an assistant, who browses the images for the surgeon. | Users should be able to look at patient data by themselves, without interrupting and adding extra time to the surgery. | Patient data image browser: users can look to the side and browse magnetic resonance images from the patient. |
| Users may have to move around the patient in order to adopt better positions to hold their tools. | Interaction using the foot should not rely on pedals, as these would need to be moved around to cope with user movement. | Foot browsing: Users can use the foot to navigate the patient images, rotating it on its heel to change images faster or slower. |
| Pointing is unclear and ambiguous: different users have different interpretations of where a surgeon is pointing at. | Users should be able to point precisely and understand where other users are pointing at, regardless of position in the operating room. | Pointing reticle: users can place a reticle on both laparoscopic video and patient images, controlling it with head motion. This cursor is visible on other users’ headsets. |
| Surgeons operate in a crowded area, as they are usually very close together. | Augmented space should present information close to the surgeon to prevent it from appearing intersected with a colleague. | Close quarters: Positioning of interface elements is no further than at an elbow’s reach. |

Figure 1: All doctors look to the same screen and, sometimes, this means having to assume an uncomfortable position. Visualizing the laparoscopic video during extended periods of time is exhausting for the neck.

Figure 2: Surgeons can’t look at their hands, thus losing hand-eye coordination.

surgeons of the Champalimaud Foundation, this did not appear to be an issue, since the surgeon can move around the operating table, which ensures the camera always faces the opposite direction. This freedom to move around also impacts the practicality of using foot pedals to ensure hands-free interaction, as the authors suggest, as the surgeon would have to either have the same pedals on multiple sides, or move the pedals around. In this case, exploring foot movement, as proposed by [20], could be more useful.

3.4 Pointing reticle and close quarters

Although they are close quarters, surgeons also currently face problems in communication. In fact, according to the inquired surgeons, just as they complain about difficulty in maintaining proper posture, so do they complain about not being able to let other surgeons know what part of the video they are pointing at, or to understand what others are pointing at as well. Several works have approached this by looking at proxemics [18] and embodied vision [19].

The instructor can point at the screen for the other surgeons to understand what anatomical structure he/she is referring to and use gestures for others to understand the motion of the tools better and envision cutting lines. Sometimes, pointing can also be done with the tools themselves, but even though it may be effective, it is not always correct because if both hands are occupied, it implies letting go of a structure to point with the tool or asking someone else to hold it. Additionally, pointing from a distance with the hand is ambiguous at best, as there is no clear way to tell where precisely a surgeon is pointing at, as can be seen in Fig. 3.

For Prescher et al. [23], the impact of the pointer in a real operating scenario may be lessened because target selection is not random but rather contextual, meaning that the following targets may be located through the description of what is being displayed on-screen. Also, the pointer is embedded in the laparoscope. Thus, the camera must be displaced to move the pointer, causing the view plane to change and forcing the surgeon to readjust to the new perspective, losing perceived depth. Therefore, it would be more useful if the cursor moved independently of the camera, controlled via gestures or head tracking for a hands-free approach, as suggested by 3D interactions performed above a table [15][16].
We map out the sequence of activities surgeons go through and the where a surgeon is pointing at.
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4 Conclusion

This paper presents the requirements and design solutions for laparoscopy through a user and task analysis. During a task analysis, we map out the sequence of activities surgeons go through and the actions required to achieve that goal. Drawing on observations and analysis of video recordings of laparoscopic surgeries, we identify several constraints and design requirements, which a solution will have to follow in order to address those problems. These requirements propose to inform the design solutions towards improved surgeons’ comfort and make the surgical procedure less laborious.
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