Towards Rumors Detection Framework for Social Media

Hadeer Sanaa  
Faculty of Graduate Studies for Statistical Research  
Cairo University  
Giza, Egypt

Nagy Ramadan  
Faculty of Graduate Studies for Statistical Research  
Cairo University  
Giza, Egypt

Hesham A. Hefny  
Faculty of Graduate Studies for Statistical Research  
Cairo University  
Giza, Egypt

ABSTRACT
A Rumor is considered as unverified pieces of information circulating, that arise in the context of uncertainty, with negative impact, and falsely attributes. Unfortunately, terribly damaging form of communication are the results of rumors. Rumors spread on social media with no exception, and only serve to amplify the negative effects on people and businesses. This paper aims to present literature related to rumor detection on social network and try to find a link on how human behavior is affected by it. Therefore, it surveys the rumors detection frameworks, algorithms, and computational techniques that help in detecting and blocking rumors from spreading on social media. Also, attributes that may identify and describe a rumor and human behavior towards rumors are gathered, unified, and arranged in an integrated recommended list. This list of attributes may be the guide for detecting and capturing rumors with their changeable inconstant form. As a result, from this trial a proposed framework is presented to offer an idea for dealing with human behavior on rumors. This model presents open issues and forwarded ideas to provide an insight for future work in the area of building Rumor-Human Behavior computational models.

General Terms  
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1. INTRODUCTION
Rumors are defined as unverified and instrumentally relevant information statements in circulation that arise in the context of ambiguity, danger or potential threat, and that function to help people make sense and manage risk [1]. The spreading of unsubstantiated rumors, whether intentional or unintentional, could have serious consequences; the World Economic Forum has listed massive digital. Many researchers argued that rumors can cause a lot of crises [2, 3, and 4]. Therefore, rumor could not only be a diffusion process of information, but also a process of explanation and comment. This process is characterized by anonymity, timeliness, bursting, repeatability, and irritation.

On the other hand, every time user socializes on social networks, a lot of information is left behind. This information is a good indicator on their attitude that could describe their behavior and relationship [5]. This information could be collected and analyzed to enable exploring crowd behavior and human interactions rather than using the traditional survey-based methodology or the traditional simulation base methodology. From this side; human behavior analysis, trend is born as it is the quantifying of human movements, interactions and behaviors. Studying people interaction shows behavior between them in different status such as: the places of works, lives, eat, hang out [1], obesity levels, reproductive fitness, health characteristics [6], political affiliations [7], college choices, usage behavior, happiness and emotions [8], propaganda level and rumors [9] and so one.

However, it was found that almost all recent works in rumors have a shortage in dealing with rumor phenomenon on social media; rumors nature yields certain requirements for handling them. Firstly, rumors vary accordingly with their content, type, nature and orientation. This means that rumors never have constant form or category. Secondly, as time passes different techniques for handling rumors changes with the evolution of rumor natures which may not be applicable for next rumors. Finally, the prediction of crowd behavior upon these rumors is a complex and challenged process but, it is highly demanded, since many unexpected, different and dependent events may occur, i.e. rumors may influence general opinion or affect marketing issues.

In this research, a survey is presented on literatures studied of rumors and human behavior detection methods. Algorithms, methods, and computational techniques are studied stating a proposed advantages and disadvantages for each. Then a proposed model is presented so that it may enhance some of the proposed disadvantages. Also integrating human behavior in research is useful as it may help for finding link towards computing human behavior towards rumors. Studying human behavior on rumors is big issue need to be considered for better understanding rumors effects and predict these effects on the environment.

This paper is organized into four main sections, section 2 presents general background on rumors definitions, rumors and social media, types of rumors, and rumors effects on human behavior. Followed by section 3 that introduces the related. Then section 4 that presents the proposed framework that gives an idea for enhancing the proposed disadvantages found in related works. Finally, the section 5 conclusions are exposed.

2. BACKGROUND
Rumors have many forms, phases, identification phases, and techniques for studying on social media. Generally, there are many aspects for measuring and dealing with rumors. In this section a trial of general definition and explanations is presented to give a general overview of rumors.

2.1 Rumors and Social Media:
Any unverified type of claim about any event, sent from one person to another over social media are considered to be a rumor. It could appear after an incident, or problem of public concern. In [10], the authors defined rumor as a story or
statement in general circulation without confirmation or certainty to facts. While in [11], a story or a statement whose truth value is unverified or deliberately false is considered as rumor.

Social media has the power to make any information, whether being it true or false, to go viral, reaching and affecting millions. Nowadays, the discovery of social network services has led the public to spread rumors at the fastest rate. For that, social media are considered to be rapid in transferring unverified statements that could be dangerous for human and affect his behavior [12].

2.2 Effect of Rumors on Human Behavior

Generally, rumors could influence badly on human behavior causing troubles and dangers for people. Rumors could affect psychological stages of people [11] in which it makes them act in harmful ways, therefore it so important to take this into consideration. Usually, some rumors are used for monitoring public opinions and events on social media events [13]. These events could be gossips of political views or a campaign strategy to slander political opponents [14] that would attract people to transmit lies rather than search for the truth. Therefore, rumors play important role in affecting the psychological states and attitude of the crowd. Also, sometimes subjective rumors are created systematically so that it can capture information about users’ behavior, actions, opinion and predict their reactions.

3. RELATED WORKS

An intensive survey on related and recent works has been done in many aspects of rumors and human behavior on social media for capturing methods and techniques to be measured. Finally, advantages and disadvantages are mentioned with a discussion on proposed ideas and purposes.

In [15], the authors perform questionnaire gathering information to discuss the reasons behind the spreading of misinformation. They depend on Uses and Gratifications theory from literature to build the questionnaire for students in Singapore University with respect to taking varies in Gender and ages for testing. The study found that the reasons behind are the ability to spark conversations, self-expression and socializing motivations. Finally, they concluded that women are reported as a higher prevalence of sharing misinformation.

Studies [16,17] are extendable as the authors discovered the credibility behind words and phrases which indicate whether an event is highly trusted or less. A corpus called CREDBANK adapted which were created from a large dataset of 1,377 social media varied event distributed over 66 million twitter messages with their credibility level of crowd sourced annotation. Then they built a statistical model (regression technique) to predict perceived credibility from language using CREDBANK to merge the linguistically knowledge data. The linguistic strategies used are corresponding to credibility assessment that were built on lexical and computational insights by using predictors from the language indicates perceived credibility level such as Modality (individual attitude), Subjectivity, Evidentially (reliability of reported information), negation, anxiety, positive and negative emotions … The CREDBANK corpus was detailed explained in [16].

In [18], the authors relying on the idea of finding signature text phrases used to express skepticism in claims by few peoples whom rarely express anything else. As this could be an indicator of rumor existence or recasting the problem by searching for entire clusters in topics have disputed posts. This method uses the enquiry behavior of users on social media sensors as its clusters and extract only tweets statement that contain enquiry patterns (the signal tweets). Then they defined set of signal tweets using a definite set of regular expressions with identified features of signal clusters that can be used to effectively rank the clusters by their likelihood of containing a disputed factual claim.

In [19], the authors presented an Analysis and Early Detection of Rumors in a Post Disaster Scenario. They work on Identification of rumor tweets at early stage in the aftermath of a disaster is the focus of their work. They found that their rumor detection technique is able to find out rumors at early stages, even before contradicting or interrogating posts are posted. They plan to evaluate the performance of their proposed model for other types of disaster scenarios.

In [20], the authors explore if spreading rumors of user decision- making process on social media help in early detecting rumors. They analyze what factors could stimulate most in detecting and debunking the truthfulness of rumors. They proposed intensive detailed features including psychology theories for efficient results. They studied the level of rumor truth according to the responses of every user and why they spread rumors psychologically. Also, they introduced a new Reddit rumor dataset with a new truth level as rumors arranged in five categories: “False”, “Mostly False”, “True”, “Mostly True”, and “Half True”. Then they proved that the proposed approach can detect the truthfulness of rumors efficiently.

In [21], the authors introduced a research on Arabic news credibility on twitter through enhanced model using hybrid features. A data set of 800 Arabic news that are manually labeled is collected from Twitter. Three different classification techniques were applied (Decision tree, support vector machine (SVM) and Naive Bayesian (NB). For model training and testing, 5-fold cross validations were performed and performance diagnostics were calculated. Results indicate that decision tree achieves TRP higher than SVM by around 2% and 7% than NB, also FPR almost 9% lower than SVM and 10% lower than NB.

In [22], the authors provided taxonomy of the Web’s false information ecosystem, and comprise various types of false information, actors, and their motives. They reported a comprehensive overview of existing research on the false information ecosystem by identifying several lines of work: 1) how the public perceives false information; 2) understanding the propagation of false information; 3) detecting and containing false information on the Web; and 4) false information on the political stage.

In [23], the authors resorted on activity rate method and active node theory for studying rumor network topology on spreading rumor and rumor impact rate. Their model enhances and use method found in literature disease spreading model. They found that the threshold of rumor spreading can be reformatted by the mean of active node. This is done after executing mean-field method. Dynamics of rumors are analyzed and validated by numerical simulation on both homogeneous and heterogeneous network. They concluded that the network topology and node activity influence on size and transmission speed of rumors. In [24], the authors resorted on theoretical model for minimizing rumors spread. They depended on independent cascade (IC) model which is one model of influence minimization theory that operates on graphical network. Then they applied a proposed Immunization algorithm on synthetic network of data and
results are compared using heuristic metrics.

In [25], the authors proposed a computational approach for examining the roots and spreading patterns of fake news: Evolution tree analysis. The research tries to improve the flow of quality information and combating fake news on social media depends on study of "Evolution tree analysis". The findings were: 1-Fake news was mostly generated by accounts from ordinary users, but they often included a link to non-credible news websites. 2-One important effort to minimize the impact of fake news such as literacy education, bot control, and fact-checking. 3-The researchers have identified more than 100 websites that create and promote fake stories regularly (Shao, Ciampaglia, Flammini, & Menczer, 2016). 4-To combat fake news, it is essential to identify the origins and spreading patterns of fake stories on social media. 5-breadth, depth, and degree are terms of "Evolution tree analysis" study. This study observed that tweets about real and fake news showed different evolution patterns. The research should expand the focus further by examining other misinformation contexts and analyzing a larger scale dataset.

In [26] the authors concerned on prediction of people that will become a target of gun violence. This is done by considering the gun violence modeling it as an epidemic that might transfer between individual via social interaction. They treat the diffusion gunshot violence as an epidemiological process that propagates on social networks. They incorporate social contagion model with a predictive model for modeling this social media epidemic. They argued that, although the wide use of spatial approaches to discuss this problem and interpersonal relationship related to gang activity and drugs as the reason behind the gun shot, but the statistical models can conceptualize the violence and capture it transmitting between neighborhoods which could be caught.

In [27], the authors present a dynamic behavior analysis via structured rank minimization. They tried to learn the dynamic human behavior under real-world conditions by employing structured rank minimization. A robustness and effectiveness results of this approach was developed to outperform dynamic behavior analysis to tasks such as (i) conflict intensity prediction, (ii) prediction of valence and arousal, and (iii) tracklet matching. A framework for dynamic behavior analysis in real-world conditions was developed in this paper. It employs a novel structured rank minimization method to learn a low-complexity system from time-varying data.

In [28], the authors present a human behavior classification using local field potential (LFP) signals. It just experiments to present a human behavior classification using local field potential (LFP) signals recorded from sub-thalamic nuclei (STN). Using all LFPs with the proposed hierarchical approach improves the classification performance. Moreover, the synchronization-based method reduces the computational burden considerably while the classification performance remains relatively unchanged. The LFPs signals contain useful information for recognizing human behavior. This can be a precursor for designing the next generation of closed-loop DBS systems.

In [29], the authors used varied set of social media ground truth data from Facebook, Twitter and YouTube to perform a comparative analysis of computational personality recognition methods with the aid of Big Five or Five Factor personality model. Given that this model embraces five traits: Openness, Conscientiousness, Extroversion, Agreeableness, and Emotional Stability Knowledge of an individual's personality. This model enables understanding and classifying personality to make useful predictions about interests and user behaviors across social media so that it can improve and used in recommender systems.

In [30], the authors built a system to capture user behavior that defines clusters of similar users using a similarity graph (nodes and weighted edges). The system examines the click streams similarity between users using metrics to build similarity graphs capturing user’s behavioral patterns. They resorted on hierarchical clustering approach to define the most strong.

In [31], the authors introduce a generic computational model for capturing the dynamics in social networking. This is done using the contagion principle with the incorporation of continuous time dimension to model the dynamics. Also, this study explores the combination of three models for social network evolution that help in analyzing and predicting human behavior in social situations. The three models are: 1) The contagion principle which tells that person's opinion, beliefs or emotions will be transmitted to a large extend as this person interacts with others. 2) The homophily principle which tells that, the opinions or beliefs or emotions similarity of persons’ states affects the strength of the connection between them. 3) The “more becomes more” principle is the phenomenon that if someone is popular then he will become more popular as time goes by.

The following table summarizes the pros and cons of the previous work which were explained in this section.

| Table 1. Pros and cons of related work |
|---------------------------------------|
| Ref. | Pros. | Cons. |
| [15] | Studying human behavior is attended and reasons behind misinformation spreads are studied for effective psychological feature. | Proposed solutions are not automated. |
| [16, 17] | Resorted on theoretical linguistics computation, measurements, and automating factuality judgments. | Ignoring dynamics and syntactic constructions behind phrases as well as evaluation measurements aren't satisfied. |
| [18] | They use an unsupervised technique for clustering users enquiring. | Tool introduces cannot assess rumor veracity and the process used aren't fully automated. |
| [19] | Choosing features done in a systematic way and rumors are detected in real time post-disaster situations. | No generality in events, the model tested on one crisis type. |
| [20] | Newly-created dataset with new truth levels is built and using psychological theories and social science for features extraction. | Disappearance of practical experiments and implementation steps as well as cannot capture the changing characteristics of rumor. |
| [21] | Hybrid model of three machine learning techniques is built for best result and Arabic | Neither the chosen features are enough nor done in a systematic way and human attitudes are |
| Reference | Statement | Note |
|-----------|-----------|------|
| [22]      | Fulfill method presented for identifying false information dynamics as propagation, detection, user perception, and containment. | No considerations for the psychological side and human behavior action on the study taxonomy that presented. |
| [24]      | The use of effective scalable algorithms and technique to limit influence cascade over social networks. | Rumors time propagation factor is ignored and the reasons behind nodes influences are not taken. |
| [25]      | Critical elements (origin, time, hierarchy...) for information spread over social media are considered. | Accurate results are not found as well as linguistic perspectives aren't exploited in studying information sharing and the absences of generality. |
| [26]      | Using contagion theory for human behavior detection of tendencies side. | Individual data collected are being lacked in many features. Depending only on a single behavioral tie and co-offending. |
| [27]      | Automatic analysis and dynamic modeling for human behavior are introduced and the data set used includes different fields, context, interaction scenarios and recording conditions. | Psychological information behind human are ignored. |
| [28]      | Human brain signals by deep brain stimulation (DBS) systems are incorporated in classification. Reality manner for real time behavior recognition is introduced. | Physical transmitted features are accurate, but changes may happen in other situations for the same user. |
| [29]      | Personality types from contents are introduced with multivariate regression techniques. Exploiting large amount of linguistic and emotional features. | Model expansions from another source with the training example, are not satisfied. |
| [30]      | Applying an unsupervised learning technique, for automatic learning human behavior model from trusted navigation click path dataset. | Depend only on navigation path is not inadequate for predicting human behavior. |
| [31]      | Integrating three computational models, concerned on dynamics over time by human actions. | Absence of optimization algorithms for the complexity measurements of presenting a hybrid computational model. |

### 4. RUMORS ATTRIBUTES EXTRACTION

Generally, it was found that most scholars relay on models' structure that are constructed from two phases: training methods and attributes engineering method as shown in figure1. Training method is done by different techniques such as natural language processing, supervised classification or hybridization between two or more methods. The second phase is the attribute engineering process that is the essential and a basic stage in the overall issue. Attributes may take many forms and can be expressed by many shapes; however, this research proposed an integrated fulfill list of attributes categorized by domains. This list is presented in table2 which it is believed that it is the most powerful attribute that will be applicable for rumor dynamical changeable form.

### 5. PROPOSED FRAMEWORK

This research proposes an innovative idea to present a framework for dealing with rumors dynamical form and human behavior reaction on them. Studying human behavior towards rumor is done by exploiting all possible and available attributes that will give the accurate results. A flowchart is presented in figure 2 to express the idea of the research, noted that rumors attributes are stated in table 2.
Fig 1: Techniques used in models’ construction

Table 2. Rumor Attributes

| Attributes     | Sub Attributes                                                                 | Models and algorithms     | Ref.       |   |
|----------------|--------------------------------------------------------------------------------|---------------------------|------------|---|
| 1 Language     | • Accent  
• Formatters  
• Location  
• NLP (Analysis, Semantics, Vectorization) | NLP algorithms            | [32], [33] |   |
| 2 Scope        | Category and Dynamics                                                        |                           |            |   |
| 3 Propagation  | • Diffusion Influence (Source, Audience, Interactions, Time)  
• Chain-Reaction (path & temporal properties, Model, Nodes)  
• Spreading (Speed, Direction) | SIR model  
Tipping Model  
Independent Cascade Model  
Linear Threshold Model | [34], [35], [36], [37], [38] |   |
| 4 Range        | • Model (open, closed, bounded)  
• Diameter (Expansion distance)  
• Domain (Time, Scope) | SpikeM time-series - Pair |                       |   |
| 5 Sentiment    | • Polarity (Positive, Negative, Neutral) | NLP algorithms | [39], [40], [41] |   |
|                | • Biasing & Tagging                                                          |                           | [42], [43], [44] |   |
| 6 Personality  | • Traits (Big five)                                                          |                           | [45], [46] |   |
| 7 Behavior     | • Users meta data (Language, Location, Account creation time)  
• Social actions (Interaction, reaction, Effects)  
• Temporal similarity (Online acting patterns) | Machine Learning algorithms | [32], [41], [44], [49], [50], [51] |   |
| 8 Crowd        | • Mass (control)  
• Purpose (Analysis)  
• Social Proof |                           |            |   |

The Independent Cascade (IC) Model
Time-aware Diffusion Models
In-degree Centrality, Eigenvector Centrality

References:
[32], [33], [34], [35], [36], [37], [38], [39], [40], [41], [42], [43], [44], [45], [46], [47], [48], [49], [50], [51]
### Broadcasting

- Distribution (Temporal Similarity, Path, Network)
- Nodes (Transmitter, Receivers)
- Channels (Campaigns, Bots-like signature or Human-like signature)

| The Independent Cascade (IC) Model | [44], [52], [53] |
|------------------------------------|------------------|
| The Linear Threshold (LT) Model    |                  |
| Time-aware Diffusion Models        |                  |

### Graph

- Social (Relation, Interaction)
- Nodes (Type, Mode)
- Edges (Path, Flow, Grouping)
- Network (Flow, Polymerization)

| Push and pull strategy Independent Cascade (IC) Model | [36], [37], [44], [47], [48], [53] |
|------------------------------------------------------|-----------------------------------|
| Linear Threshold (LT) Model                          | In-degree, Eigenvector Centrality |

The flowchart will execute as following:

1. After initiation and stratifications, data such social graphs, sender nodes, nodes metadata, demographic data, keywords, and events time is collected by choosing an appropriate API and inputted in the system.
2. First phase: in the first phase the gathered data must be prepared and preprocessed to be transferred into suitable form for further processing.
3. Preprocessing is first done by filtering and analyzing data. Data are cleaned and filtered by removing noise, redundant and inconsistent data.
4. Then, classifying data according to similar clusters with a single format and one data source.
5. Then, data is wrapping and transformed by adding certain labels and attributes, aggregating, normalizing, labelling and framing it.
6. Second phase is processing the prepared data by monitoring, finding, and extracting attributes corresponding to each data frames.
7. Assign appropriate weight for each extracted attribute.
8. Find and calculate formulas assigned for each data attributes extracted from previous step and get the result scores.
9. For each calculated attribute formula, range the calculated scores for identifying the level of veracity.
10. Integrate all the calculated ranged scores, and sum up each for obtaining the overall global score.
11. Print the result reports.
12. Put rules and thresholds for taking the decision on approving the data to be rumor or not.

### Conclusion

This paper presents an innovative idea in steps that may help to build an integrated framework for rumors confrontation. A full survey has been made in recent techniques and computational models of rumors and human behavior field with a proposed advantages and disadvantages for each. It was found that the processes of human behavior detection and rumor identification cannot be split as both processes affect each other directly or indirectly. Also, it was found that rumor detection frameworks are constructed by supervised machine learning techniques learned from manual labeled data and a defined list of attributes, which have deficiencies need to be improved. Number of recommendations are proposed such as a list of 11 domain attributes, each are stated with number of sub-attributes for describing and calculating them accurately. As well as, a proposed framework is given and presented in flowchart for calculating formulas and scores that can range and assess data depending on above recommended attributes and sub-attributes. The framework skeleton is presented in which it may arrange ideas, express general steps and help in constructing integrated executable system for deterring rumors.

### Future Work

The proposed framework is willing to be turned into the practical environment and enter the real world.
Executing it and putting it into practical work is the first target, as well as applying experiments and testing phases. Also, it is planned to consider the detection of rumor origin. This issue is a challenge as it is difficult to find the users who started the rumor and their intentions. This issue reveals another challenge point, that is the detection of new rumors in real-time stage. It is a complicated process to detect rumor before its spread as well as knowing the causer in real-time stage is a big deal.
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