Beyond Visual Field of View: Perceiving 3D Environment with Echoes and Vision
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Abstract

This paper focuses on perceiving and navigating 3D environments using echoes and RGB image. In particular, we perform depth estimation by fusing RGB image with echoes, received from multiple orientations. Unlike previous works, we go beyond the field of view of the RGB image and estimate dense depth maps for substantially larger parts of the environment. Moreover, we study to leverage echoes and visual observations for robot navigation. We show that the echoes provide holistic information about the 3D structures complementing the visual observations. We compare the proposed methods against recent baselines using two sets of realistic 3D environments: Replica and Matterport3D.

1. Introduction

The structure of a 3D environment is commonly inferred using RGB images or active depth sensors [4, 16]. While they provide detailed information, the observations are usually limited to a small field of view (FoV). This limitation can be compensated by installing multiple cameras or physically moving the device. However, such procedure requires processing multiple images, which might be unnecessarily heavy for completing the required tasks (e.g., navigation).

Recent works [8, 11, 14, 17, 21] have shown that jointly utilizing the audio-visual observations can substantially enhance the spatial reasoning of physical space. However, these methods mostly focus on enhancing the prediction in the same area as the RGB covers. One advantage of echoes is that echoes naturally have a wider “field of view” than the RGB observation. Instead of focusing on inside the RGB FoV, one can benefit most from outside the RGB FoV when leveraging echoes. These motivate us to study utilizing echo information to go beyond the RGB FoV and to extend the prediction for wider FoV.

In summary, our key contributions include i) an end-to-end neural network that learns to take advantage of echoes received from multiple orientations and RGB image for better depth estimation; ii) leveraging echoes to extend depth prediction over RGB FoV; iii) introducing a novel Point-
of 6 blocks of \{Conv, Transpose, BatchNorm, ReLU\} and a following \{Conv, Transpose, Sigmoid\} for projecting features into one channel depth prediction within range \([0, 1]\).

### 2.2. Depth Estimation from Echoes and RGB

**Estimating depth maps beyond the visual FoV**: The architecture in Fig. 1 fuses the echoes into RGB for predicting a wide FoV depth. The vision encoder consists of five \(Conv\) layers. Each layer is followed by a \(BatchNorm\) and \(ReLU\). We tile the encoded echo feature vector to match the spatial dimension of visual features and then concatenate the echo and visual feature maps along the channel dimension to pass to the depth decoder.

Given an RGB image with FoV \(\theta\), e.g., 120\(^\circ\), we augment an input RGB image of a smaller FoV \(\theta'\) by masking an “unseen” region from two sides of this full RGB image as zeros. The new \(width'\) corresponding to the FoV \(\theta'\) is computed through,

\[
width' = width \ast \tan(\frac{\theta' \ast \pi}{360\circ}) / \tan(\frac{\theta \ast \pi}{360\circ}),
\]

where the \(width\) represents the original RGB width corresponding to an entire FoV \(\theta\). The computed \(width'\) corresponds to a specific smaller FoV \(\theta' \in (0, \theta]\). Note that we only consider the FoV changes in horizon.

**Extending depth prediction to completely unseen areas**: Predicting to extend the RGB neighborhood FoV potentially benefit from the visual similarity and extension of environmental surfaces. One might be interested in using the information from completely unseen areas to predict a depth map, for instance, predicting the “front” depth using the RGB from “left”, “right”, or “back” side. Thus, we study a more extreme case, that is, to predict the depth at the forward orientation when giving echoes and RGB image from a total side or opposite direction. Note that there is no overlap among the RGB observations (FoV 90\(^\circ\)).

### 3. Navigating Using Echoes and RGB

We introduce PointGoal echo navigation (Fig. 2) to directly use echoes to perceive the spatial cues of physical space for 3D navigation. Moreover, we take advantage of audio-visual learning by fusing echoes to visual observations for better embodied 3D navigation.

![Figure 2. The architecture of the PointGoal echo navigation.](image)

Table 1. Comparing depth estimation performance inside RGB FoV between our proposed models and baseline methods using Replica [20] and Matterport3D [3] datasets.

| Dataset      | Method                  | rmse | rel | log10 | \(\delta_{1.25}\) | \(\delta_{1.25}\) |
|--------------|-------------------------|------|-----|-------|-------------------|-------------------|
|平均值[11]    |平均值[11]               | 1.070| 0.791| 0.230 | 0.235             | 0.509             |
| Echo2Depth[11]|Echo2Depth[11]          | 0.969| 0.753| 0.204 | 0.441             | 0.631             |
| RGB2Depth[11]|RGB2Depth[11]           | 0.374| 0.202| 0.076 | 0.749             | 0.883             |
| VisualEchoes[11]|VisualEchoes[11]      | 0.346| 0.172| 0.068 | 0.798             | 0.905             |
| Materials[17]   |Materials[17]            | 0.249| 0.118| 0.046 | 0.869             | 0.943             |
| Our(Echoes)      |Our(Echoes)             | 0.797| 0.534| 0.171 | 0.544             | 0.708             |
| Our(Echoes+RGB)  |Our(Echoes+RGB)         | 0.294| 0.166| 0.060 | 0.814             | 0.912             |
| MP3D        |Average[11]              | 1.913| 0.714| 0.237 | 0.264             | 0.538             |
| Echo2Depth[11]|Echo2Depth[11]          | 1.778| 0.507| 0.192 | 0.464             | 0.642             |
| RGB2Depth[11]|RGB2Depth[11]           | 1.090| 0.260| 0.111 | 0.592             | 0.802             |
| VisualEchoes[11]|VisualEchoes[11]      | 0.998| 0.193| 0.083 | 0.711             | 0.878             |
| Materials[17]   |Materials[17]            | 0.950| 0.175| 0.079 | 0.733             | 0.886             |
| Our(Echoes)      |Our(Echoes)             | 1.535| 0.465| 0.184 | 0.476             | 0.664             |
| Our(Echoes+RGB)  |Our(Echoes+RGB)         | 0.777| 0.161| 0.069 | 0.775             | 0.874             |

3.1. PointGoal Echo Navigation Task Setup

We introduce PointGoal echo navigation that employs binaural echoes for embodied 3D navigation. Given a point goal defined by a displacement vector \((\Delta_x, \Delta_y)\) relative to the starting position of the agent, the task of PointGoal echo navigation is to let the agent navigate to the point goal by keeping receiving binaural echoes while moving. Note that there is no map of the scene available to the agent. The agent needs to avoid obstacles, navigate, and reach the target goal by perceiving spatial cues using sensory input. The sensory inputs are GPS and binaural echoes. An idealized GPS sensor [4, 12, 15, 18] offers the relative location of the target goal. To emit the omnidirectional sweep signal and receive the binaural echoes, we emulate one speaker and a microphone array (four pairs microphones) on the agent. The navigation actions consist of four actuations: \(MoveForward\), \(TurnLeft\), \(TurnRight\), and \(Stop\).

3.2. Echo Navigation Network

We introduce echoes as the agent input and study a policy for mapping the sensory input to agent actions by adopting deep reinforcement learning with Proximal Policy Optimization (PPO) [19].

In Fig. 2, the echo encoder is a convolutional neural network that stacks three \(Conv\) layers following \(ReLU\) operations. We apply STFT on top of the received binaural echo responses \(e_i^{1,3}\) to compute the binaural echo spectrograms \(E_i^{1,3}\) as the input of the echo encoder \(f_{echo}\). The \(e_i^{1,3}\) and \(E_i^{1,3}\) indicate, at time step \(t\), the binaural echo response and its spectrograms of the agent at location \(i\) with orientation \(j\). The following \(Flatten\) and \(Fully connected\) layers map the echo features into a feature vector of size 512 \(\times 1\), which
preserves the room geometry and agent’s position. We also study to better navigate with audio-visual learning by leveraging echoes to visual observations. A neural network with three Conv layers and a Fully connected layer (each layer follows with a ReLU operation) is applied to process the visual observation (not visible in Fig. 2).

The echo features \( f_{\text{echo}}(E_{t}^{i,j}) \) carry important spatial information and make the agent aware of its position and the room geometry, which is beneficial for the agent to execute an action towards the point goal. The Gated Recurrent Unit (GRU) \([7, 9]\) module takes as input the concatenation of the echo feature vector \( f_{\text{echo}}(E_{t}^{i,j}) \) and the given GPS displacement vector \( \Delta \) to recursively process each symbol while maintaining its internal hidden state \( h \). The following is a reinforcement learning policy equipped with an actor-critic architecture. It produces a probability distribution \( \pi(A_{t}|o_{t}) \) over possible actions by operating on the predicted agent state \( o_{t} \) from the GRU module,

\[
s_{t} = \text{Cat}(f_{\text{echo}}(E_{t}^{i,j}), \Delta),
\]

\[
o_{t}, h_{t} = f_{\text{gru}}(s_{t}, h_{t-1})
\]

where the Cat, \( f_{\text{echo}} \), and \( f_{\text{gru}} \) denote concatenation, echo encoder, and GRU operation, respectively. \( A_{t} \) represents the candidate actions from the action space. We sample an action \( o_{t} \) from \( A_{t} \) according to the policy’s predicted probability distribution.

4. Experiments

We evaluate the proposed methods using depth estimation and robot navigation. We report the depth prediction with standard metrics of root mean squared error (RMSE), mean relative error (REL), mean log10 error (log10), and the thresholded accuracy of \( \{\delta_{1,25}, \delta_{1,25^2}, \delta_{1,25^3}\} \) \([10, 13]\).

For navigation, we evaluate with the success rate normalized by inverse path length (SPL) \([1]\).

4.1. Datasets

SoundSpaces \([5]\) is a realistic acoustic simulation platform that augments the Habitat simulator \([18]\). Habitat is an open-source 3D simulator that supports fast rendering for multiple datasets on RGB, depth, and semantics. SoundSpaces enables audio rendering based on geometrical acoustic simulations for two sets of publicly available 3D environments Replica \([20]\) and Matterport3D \([3]\). Replica is a dataset with 3D meshes from real-world scans of 18 scenes ranging in area from 9.5 to 141.5 \( m^2 \). The Matterport3D dataset consists of 85 large environments ranging from 53.1 to 2921.3 \( m^2 \), which are real-world indoor environments with 3D meshes and image scans.

4.2. Depth Estimation from Echoes and RGB

Comparison with state-of-the-art: We start by comparing our models against competitive baselines of Average \([11]\), Echo2Depth \([11]\), RGB2Depth \([11]\), VisualEchoes \([11]\), and Materials \([17]\) to estimate the depth inside RGB FoV (90°) in Table 1. We adopt the same experimental setup as \([11, 17]\). We find that combining echoes received from multiple orientations achieves better results than using one pair alone. Our method that combines echoes received from four orientations performs better than Echo2Depth \([11]\) with a large margin. With the presence of target orientation RGB image, our proposed approach achieves an improvement of 15.0% (Replica) and 22.1% (Matterport3D) over VisualEchoes \([11]\). Furthermore, we observe that the method Materials \([17]\) performs the best on Replica dataset while only attaining similar results as VisualEchoes \([11]\) on Matterport3D. This may explain that the material cues brought from the pretrained material approach \([2]\) have a dominant impact on depth prediction on Replica. However, for large Matterport3D environment scenes, its influence declines. Remarkably, our model achieves state-of-the-art results on Matterport3D dataset, overwhelming Materials \([17]\) around 18.2% on RMSE. It is worth noting that the Materials \([17]\) model has 316.9M parameters in comparison to our 21.7M. These indicate that our proposed methods better perceive the geometrical information of 3D environments.

Combining echoes with RGB to estimate a wide FoV depth: We examine our model in Fig. 1 (w/o and w/ echoes) for depth extension (FoV 120°) using echoes and RGB (FoV \( \in \{15^\circ, 30^\circ, 45^\circ, 60^\circ, 75^\circ, 90^\circ, 105^\circ, 120^\circ\} \)). We observe from Fig. 3 that associating echoes outperforms the counterpart results (w/o echoes) over all the FoVs. Especially for Replica, the improvement gets smaller when increasing the RGB FoV. Thus, expanding RGB FoV to apply to echoes does not bring large performance gain. This shows that the echo serves as a strong spatial cue when it goes to the region where RGB is unavailable. Interestingly, when enlarging the RGB FoV for Matterport3D, the model using echoes receives a relatively stable improvement over the RGB-based model. It is likely because the Matterport3D contains large 3D environment scenes, and the RGB cap-
tures important geometric structures for large scenes.

**Leveraging echoes and RGB to predict depth of completely unseen areas:** It is a more challenging problem when there is no overlap between the input RGB and target depth. Fig. 4 visualizes the depth prediction metrics for using echoes and the RGB images from sideways (“left” and “right”) and “back”. The input RGB and predicted depth are of FoV 90°. The similarity and extension of the visual surfaces between the forward and backward RGB images is comparatively very low. This is disclosed by the worse performance of the “back” blue bars compared to the “left” and “right”. The model using echoes alone (dashed black line) performs better than using the RGB image (blue bars). We also experiment with the depth estimation of target orientation using RGB images from the three rest orientations. For instance, we use the RGB images from the “left”, “right”, and “back” sides to predict the front depth. Its result is shown as the dashed green line in Fig. 4, which indicates that investing in additional cameras can bring performance gain but increase substantial computing complexity.

Fusing echoes into the RGB (red bars) attains superior improvements. For all metrics, the red bars surpass the rest methods by a large margin. These reflect the efficacy of fusing echoes into RGB for exploiting the geometrical information. Specifically, we observe that, after fusing echoes into RGB, the performance differences among “left”, “right”, and “back” get smaller for all the metrics. This is interesting because it suggests that the echoes capture complementary spatial information for each orientation, showing echoes contain robust geometrical cues when going outside the RGB FoV.

4.3. Navigating Using Echoes and RGB

We consider three visual sensing learning based baselines which predict action using GPS sensor together with the visual input of no visual observation, raw RGB image, and depth image. Similar to [4, 6, 12, 15, 18], agents are allowed a time horizon of 500 actions for all tasks. Table 2 summarizes the navigation performance of SPL in comparison with baselines using the test environments from Replica and Matterport3D. We observe that adding RGB sensor improves the results over the blind (only GPS) option.

Compared to the results of using visual sensory input, the performance of directly utilizing echoes (Replica: 0.547 and Matterport3D: 0.474) stands between the results of applying RGB and depth. It reveals that the PointGoal echo navigation captures more vital spatial cues than the PointGoal RGB navigation. These findings may result from i) the fact that echoes naturally capture a holistic understanding of the 3D environment, thus have great spatial perception of the physical space; and ii) perceiving geometrical information of 3D environment to predict an agent action towards a point goal is technically a coarse-grained classification task for which echoes are a strong cue already.

In Table 2, combing echoes with the visual sensory input further improves the result, which indicates the efficacy of audio-visual learning. The strong geometric structure contained in echoes and depth makes the method of Echoes+Depth-90° outperform Echoes and Echoes+RGB-90°. In order to verify whether the models benefit from the holistic understanding of the environment by echoes, we enlarge the FoV of input depth to fuse with echoes for navigation. When increasing the depth FoV from 90° to 120°, the improvement gain of Echoes+Depth-120° over Depth-120° is smaller than the experiments using FoV 90°. This reflects our observation from depth estimation in Fig. 3, 4 and suggests echoes can perceive strong geometrical cues when going outside the visual FoV.

5. Conclusion

Our work sheds light on utilizing echoes to extend geometrical understanding of physical space over visual observations. We leverage echoes to RGB for predicting depth of a substantially large FoV. Besides, we introduce PointGoal echo navigation, which outperforms PointGoal RGB navigation. Leveraging echoes to visual observation further improves performance.
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