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Abstract
We prove quantitative estimates on the parabolic Green function and the stationary invariant measure in the context of stochastic homogenization of elliptic equations in nondivergence form. We consequently obtain a quenched, local CLT for the corresponding diffusion process and a quantitative ergodicity estimate for the environmental process. Each of these results are characterized by deterministic (in terms of the environment) estimates which are valid above a random, “minimal” length scale, the stochastic moments of which we estimate sharply.
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1. Introduction
1.1 Motivation and informal summary of the main results
We consider the large-scale behavior of solutions of the nondivergence form elliptic equation

\[- \text{tr}(A(x)D^2u) = 0 \quad \text{in } U \subseteq \mathbb{R}^d,\]  

(1.1)
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and its parabolic counterpart, namely

\[ \hat{c}_t u - \text{tr}(A(x) D^2 u) = 0 \quad \text{in } U_T \subseteq \mathbb{R} \times \mathbb{R}^d, \tag{1.2} \]

where \( U_T := (0,T] \times U \). Here \( \text{tr}(M) \) denotes the trace of a \( d \times d \) matrix \( M \), the spatial gradient of a real-valued function \( u \) is denoted by \( Du \), and \( D^2 u \) is the Hessian of \( u \). The coefficient field \( A(x) \) is a \( \mathbb{Z}^d \)-stationary random field taking values in the symmetric matrices satisfying, for given constants \( 0 < \lambda \leq \Lambda < \infty \), the uniform ellipticity condition

\[ \lambda I_d \leq A(x) \leq \Lambda I_d, \quad x \in \mathbb{R}^d, \tag{1.3} \]

and, for some exponent \( \alpha_0 \in (0,1] \) and constant \( K_0 \in [1,\infty) \), the uniform Hölder continuity condition

\[ [A]_{C^{0,\alpha_0}(\mathbb{R}^d)} := \sup_{x,y \in \mathbb{R}^d, x \neq y} \frac{|A(x) - A(y)|}{|x - y|^{\alpha_0}} \leq K_0. \tag{1.4} \]

We will suppose that the law of \( A(\cdot) \) satisfies a strong quantitative decorrelation condition: namely a finite range of dependence.

The equations (1.1) and (1.2) arise in the study of diffusion processes in \( \mathbb{R}^d \) in a random environment. Consider a stochastic process \( \{X_t\} \) evolving according to the SDE

\[ dX_t = \sigma(X_t) \, dW_t \tag{1.5} \]

where \( \{W_t\}_{t \geq 0} \) is a Brownian motion and \( \sigma : \mathbb{R}^d \to \mathbb{R}^{d \times d} \) is a given Hölder continuous function satisfying the uniform nondegeneracy condition

\[ \lambda I_d \leq \frac{1}{2} \sigma \sigma^t \leq \Lambda I_d \quad \text{in } \mathbb{R}^d. \]

If we set \( A(x) := \frac{1}{2} \sigma(x) \sigma^t(x) \), then the infinitesimal generator of the Markov process \( \{X_t\} \) is precisely the operator \( \varphi \mapsto \text{tr}(A(x) D^2 \varphi) \), and the parabolic equation (1.2) is the backward Kolmogorov equation. If \( \sigma \) is itself a stationary random field, then \( \{X_t\} \) is a “diffusion in a random environment” and the study of its large-scale behavior is essentially equivalent to that of the large-scale behavior of solutions of (1.2), which lies in the realm of stochastic homogenization.

Note that the diffusion (1.5) is not reversible, in general. The infinitesimal generator of a reversible diffusion process is a divergence form elliptic operator. The homogenization theory for divergence form equations, though in some ways analogous, is necessarily completely separate from the nondivergence form case.

The classical qualitative result of stochastic homogenization in the nondivergence form setting was proved more than forty years ago [18, 20]. It roughly states that, on an event of \( \mathbb{P} \)-probability one, solutions of (1.1) and (1.2) converge in the large-scale limit to solutions of the homogenized equations, in which the coefficient \( A(x) \) is replaced by a constant, deterministic matrix \( \bar{A} \). This result can be equivalently formulated in terms of the corresponding Markov process \( \{X_t\} \) as the statement that, on an event of \( \mathbb{P} \)-probability one, the rescaled process \( X_t^\varepsilon := \varepsilon X_t/\varepsilon^2 \) converges in law as \( \varepsilon \to 0 \) to a Brownian motion with covariance matrix \( 2\bar{A} \).
In this paper we are interested in quantitative homogenization estimates. That is, we are interested in the speed of convergence of homogenization. Of particular interest is upper bounds on the size of the (random) minimal length scale on which one begins to see the effects of homogenization.

Quantitative homogenization can be proved by considering the unique (up to normalization) stationary invariant measure $\mu$, which can be written as $d\mu(x) = m(x)dx$. The density function $m$ belongs to $L^1_{\text{loc}}$ and solves the forward Kolmogorov equation (independent of the time variable), which formally is the "doubly divergence form" equation

$$-\sum_{i,j=1}^d \partial_{x_i} \partial_{x_j} \left(A_{ij}(x)m(x)\right) = 0.$$ \hfill (1.6)

Note that this invariant measure has no explicit form or representation formula. Under a qualitative ergodicity assumption, the effective matrix $\bar{A}$ can be identified as the ensemble average of $mA$, and the ergodic theorem then implies that

$$m(\bar{z}) \to 1 \quad \text{and} \quad m(\bar{z})A(\bar{z}) \to \bar{A} \quad \text{as} \quad \varepsilon \to 0, \ \text{weakly in} \ L^1_{\text{loc}}, \ \mathbb{P}-\text{a.s.} \ (1.7)$$

This pair of weak limits implies homogenization by purely deterministic, PDE arguments. In probabilistic terms, one can use (1.7) to prove the quenched CLT for the process $X^\varepsilon_t$ directly by applying the martingale CLT and then observing that, thanks to (1.7), the quadratic variation of this process is averaging to $2\bar{A}$.

The main point of this paper is to obtain quantitative estimates on the ergodicity of the invariant measure $m$, under the assumption that $A$ has a finite range of dependence, and to thereby obtain a quantitative rate of convergence for the weak limits in (1.7). What we prove is that $m$ decorrelates at least at an algebraic rate, and this translates into an algebraic rate of convergence for the weak limits in (1.7). We do not obtain the optimal decay exponents for these estimates, as we are instead focused on optimal stochastic integrability bounds. That is, we sharply bound the probability of large $O(1)$-type deviations, but do not sharply estimate the size of the typical fluctuation. The study of optimal rates of convergence for (1.7) will be the subject of future work, which we expect to use the present work as a starting point for a renormalization-type argument.

The proof of our main results are based on the close connection between the stationary invariant measure and the parabolic Green function $P(t, x, y)$ for the Kolmogorov equations. As a function of $(t, x)$, for each $y \in \mathbb{R}^d$, the Green function $P(\cdot, \cdot, y)$ is the solution of

$$\begin{align*}
\begin{cases}
\partial_t P(\cdot, \cdot, y) - \text{tr}(A D^2 P(\cdot, \cdot, y)) = 0 & \quad \text{in} \ (0, \infty) \times \mathbb{R}^d, \\
P(0, \cdot, y) = \delta(\cdot - y) & \quad \text{on} \ \mathbb{R}^d.
\end{cases}
\end{align*}$$ \hfill (1.8)

Since (1.2) is in nondivergence form, the equation does not preserve mass. However, since the equation is homogenizing on large scales to a constant-coefficient equation—which does preserve mass—and the Krylov-Safonov estimate guarantees that $P(t, \cdot, y)$ must "spread out" for large times $t$, we should expect that $P(t, \cdot, y)$ has an asymptotic mass as $t \to \infty$. If we denote this mass by $m(y)$, then it turns out that $d\mu(x) = m(x)dx$ is the unique stationary invariant measure. That is, we can characterize the invariant measure in terms
of the limiting mass of the parabolic Green function. Indeed, one of our first main results (Theorem 1.2) asserts that $P(t, \cdot, y)$ converges asymptotically as $t \to \infty$ to $m(y)\overline{P}(t, \cdot, y)$, where $\overline{P}$ is the parabolic Green function of the homogenized equation,

$$
\begin{align*}
\begin{cases}
\partial_t \overline{P}(-, \cdot, - y) - \text{tr}(\overline{A}D^2 \overline{P}(-, \cdot, - y)) = 0 & \text{in } (0, \infty) \times \mathbb{R}^d, \\
\overline{P}(0, \cdot, y) = \delta(-, \cdot, - y) & \text{on } \mathbb{R}^d.
\end{cases}
\end{align*}
(1.9)
$$

We expect that quantitative homogenization estimates for the parabolic Green function imply quantitative estimates on the invariant measure $\mu$. Our strategy is to use the quantitative estimates proved in [4], which provide algebraic rates of homogenization with optimal stochastic integrability (in terms of solutions of Dirichlet and Cauchy-Dirichlet problems), to obtain bounds for the speed of homogenization for the parabolic Green function. We then use the above identification to obtain quantitative estimates for the limits in (1.7): see Theorem 1.4. Consequently, we obtain a large-scale regularity estimate for solutions of (1.6) which implies a quenched Liouville-type result for the stationary invariant measure (see Theorem 1.5).

In our last result, we quantify the ergodicity for the so-called environmental process, also known as the “environment from the point of view of the particle.” We let $\{X_t\}$ denote the Feller diffusion process whose generator is the operator $L$, where $Lu = \text{tr}(A D^2 u)$, and such that $X_0 = 0$. Note that $\{X_t\}$ is the solution of the SDE

$$
dX_t = \sigma(X_t) dW_t \quad (1.10)
$$

where $\sigma(x) := \sqrt{2A(x)}$ and $\{W_t\}$ is a Brownian motion on $\mathbb{R}^d$. We let $\mathcal{P}$ denote the probability measure associated to $\{X_t\}$. We are interested in ergodic properties of the process $A(X_t)$. It is well-known that

$$
\frac{1}{t} \int_0^t A(X_s) ds \to \bar{A}, \quad \text{as } t \to \infty, \quad \mathbb{P} \otimes \mathbb{P}\text{-a.s.} \quad (1.11)
$$

We introduce a martingale argument which transforms quantitative estimates for the limits in (1.7) into a quantitative rate for the limit (1.11). This results in the statement of Theorem 1.6, below.

### 1.2 Statement of the main results

Throughout the paper, we fix a spatial dimension $d \in \mathbb{N}$ with $d \geq 2$, ellipticity constants $\lambda, \Lambda \in (0, \infty)$ with $\lambda \leq \Lambda$, a Hölder exponent $\alpha_0 \in (0,1]$ and $K_0 \in [1, \infty)$. We let $\mathcal{S}^d$ denote the set of $d \times d$ symmetric matrices. We define the set $\Omega$ by

$$
\Omega := \left\{ A : \mathbb{R}^d \to \mathcal{S}^d \text{ satisfies } (1.3) \text{ and } (1.4) \right\}.
$$

For every Borel subset $U \subseteq \mathbb{R}^d$, we define the $\sigma$-algebra $\mathcal{F}(U)$ by

$$
\mathcal{F}(U) := \text{ the } \sigma\text{-algebra generated by } \{ A \mapsto A(x) : x \in U \},
$$

and we denote the largest of these by $\mathcal{F} := \mathcal{F}(\mathbb{R}^d)$. 
The law of the coefficient field \( \mathbf{A}(\cdot) \) is prescribed by a probability measure \( \mathbb{P} \) on \( (\Omega, \mathcal{F}) \). The assumptions on \( \mathbb{P} \) are twofold: it is stationary with respect to \( \mathbb{Z}^d \) translations, and has a unit range of dependence. Precisely, if we denote the act of translation by \( y \in \mathbb{R}^d \) by the operator \( \tau_y : \Omega \to \Omega \), where

\[
\tau_y A := A(\cdot + y),
\]
and extend \( \tau_y \) to events \( E \in \mathcal{F} \) in the obvious way, then the \( \mathbb{Z}^d \)-stationarity assumption is

\[
\mathbb{P} = \mathbb{P} \circ \tau_z, \quad \forall z \in \mathbb{Z}^d.
\] (1.12)

The unit range of dependence assumption is

\[
\text{for all Borel subsets } U, V \subseteq \mathbb{R}^d \text{ with } \text{dist}(U, V) \geq 1, \quad \mathcal{F}(U) \text{ and } \mathcal{F}(V) \text{ are } \mathbb{P} \text{-independent.} \quad (1.13)
\]

The hypothesis (1.13) is a stronger, quantitative form of the classical qualitative ergodicity assumption, which is that translation-invariant events must have probability either zero or one. We use the notation \( \mathcal{X} = \mathcal{O}_p(C) \) to mean that

\[
\mathbb{E}[\exp((C^{-1}\mathcal{X})^p)] \leq 2.
\]

We denote triadic cubes by

\[
\square_n := \left(-\frac{1}{2}3^n, \frac{1}{2}3^n\right)^d \quad \text{and} \quad \square_n(x) := 3^n \left[3^{-n}x + \frac{1}{2}\right] + \square_n, \quad x \in \mathbb{R}^d.
\]

The ball centered at \( x \) of radius \( r \) is denoted by \( B_r(x) \) and the parabolic cylinder \( Q_r(t, x) := (t - r^2, t] \times B_r(x) \). When \( x \) or \( (x, t) \) are the origin, we simply refer to these as \( B_r \) and \( Q_r \), respectively. We reserve the notation for \( f \in L^p(U) \) with \( |U| < \infty \),

\[
\|f\|_{L^p(U)} := \left( \int_{U} |f|^p \right)^{\frac{1}{p}} = |U|^{-\frac{1}{p}}\|f\|_{L^p(U)} \quad \text{and} \quad (f)_U := \int_{U} f.
\]

For a Radon measure \( \nu \), we use the notation

\[
|\nu|(U) := \|\nu\|_{\text{TV}(U)},
\]

where \( \| \cdot \|_{\text{TV}(U)} \) is the total variation norm.

Our first main result is a quenched, local CLT for solutions of (1.2) with an explicit rate. We consider initial data \( v_0 \) which lies below a Gaussian, and we show that the solution must converge to a multiple of the homogenized heat kernel in the large-time limit, with a quantitative rate. Like most of our results, the estimate itself is deterministic—there are no random quantities on the right side of (1.16) or (1.17)—but they are restricted to times \( t \) such that \( \sqrt{t} \) is larger than a certain minimal scale \( \mathcal{Y} \), which we bound sharply in (1.14).

**Theorem 1.1** (Quantitative local CLT). Let \( p \in (0, d) \). There exist \( \gamma(d, \lambda, \Lambda, p) \in (0, 1] \), \( C(d, \lambda, \Lambda) \in [1, \infty) \), and a random variable \( \mathcal{Y} \) satisfying

\[
\mathcal{Y} = \mathcal{O}_p(C), \quad (1.14)
\]
such that, for every $R \geq \mathcal{Y}$ and solution $v$ of the initial-value problem
\[
\begin{cases}
    \partial_t v - \text{tr}(AD^2v) = 0 & \text{in } (0, \infty) \times \mathbb{R}^d, \\
    v(0, x) = v_0 & \text{on } \mathbb{R}^d,
\end{cases}
\]
with initial data satisfying, for $M \geq 0$, the bound
\[
|v_0(x)| \leq MR^{-d} \exp\left(-\frac{|x|^2}{R^2}\right),
\]
there exists a random variable $c[v_0]$ satisfying, for every $t \geq R^2$,
\[
|v(t, x) - c[v_0]P(t, x)| \leq CM\left(\frac{t}{R^2}\right)^{-\gamma} t^{-\frac{d}{2}} \exp\left(-\frac{|x|^2}{Ct}\right).
\]
If we assume moreover that $v_0 \in C^{0, \sigma}(B_R)$ for some $\sigma \in (0, 1)$, then there exists $\gamma = \gamma(\lambda, \Lambda, d, \sigma) \in (0, 1)$ and $C(\lambda, \Lambda, d, \sigma) \in [1, \infty)$ so that
\[
|c[v_0] - \int_{\mathbb{R}^d} v_0(x) \, dx| \leq CM\left(1 + M^{-1}R^{d+\sigma}[v_0]_{C^{0, \sigma}(B_R)}\right)R^{-\gamma}.
\]

The previous result may be applied to the parabolic Green function itself, resulting in the following statement.

**Theorem 1.2** (Parabolic Green function estimates). Let $p \in (0, d)$. There exist an exponent $\gamma(d, \lambda, \Lambda, p) \in (0, 1)$, a constant $C(d, \lambda, \Lambda) \in [1, \infty)$, and a random variable $\mathcal{Y} = \mathcal{O}_p(C)$, and, for every $y \in \Box_0$, a positive random variable $m(y)$ such that, for every $t \geq \mathcal{Y}^2$ and $x \in \mathbb{R}^d$,
\[
|P(t, x, y) - m(y)P(t, x - y)| \leq Cm(y)\left(\frac{t}{\mathcal{Y}^2}\right)^{-\gamma} t^{-\frac{d}{2}} \exp\left(-\frac{|x - y|^2}{Ct}\right).
\]

By stationarity, the statement of Theorem 1.2 holds for any $y \in \mathbb{R}^d$, with the estimate (1.18) valid with $\tau_{[y]} := \mathcal{Y}[\tau_{[y]}]$ in place of $\mathcal{Y}$, where $[x]$ denotes the nearest element of $\mathbb{Z}^d$ to $x$. As previously mentioned, the function $y \mapsto m(y)$ appearing in Theorem 1.2 turns out to be the unique $\mathbb{Z}^d$–stationary invariant measure with ensemble mean equal to one. By an *invariant measure* $m$ in an open subset $U \subseteq \mathbb{R}^d$, we mean a solution of the adjoint equation, which is formally written in coordinates as
\[
- \sum_{i,j=1}^d \partial_{x_i} \partial_{x_j} (A_{ij}m) = 0 \quad \text{in } U.
\]
Of course, the equation is interpreted in the weak sense: precisely, a Radon measure $\mu$ is an invariant measure in $U$ if
\[
\int_U \text{tr}(A(x)D^2\varphi(x)) \, d\mu(x) = 0, \quad \forall \varphi \in C^\infty_c(U).
\]
The $\mathbb{Z}^d$-stationarity of $m$ is inherited from the stationarity of $A$. The invariance of $m$ is evident from the invariance of the functional $c[\cdot]$ in Theorem 1.1 under the flow, and the fact that Theorem 1.2 and linearity imply that

$$c[v_0] = \int_{\mathbb{R}^d} v_0(x)m(x) \, dx.$$  

A proof of this is given below in (5.1).

As we will discover from the proof of Theorem 1.2, the invariant measure satisfies the following pointwise upper and lower bounds: for some exponents $q, \delta > 0$ depending only on $(d, \lambda, \Lambda)$, and a constant $C$ depending additionally on $(\alpha_0, K_0)$ in addition to $(d, \lambda, \Lambda)$,

$$\inf_{B_y} m \geq C^{-1} \mathcal{V}^{-q} \quad \text{and} \quad \sup_{B_y} m \leq CY^{d-1-\delta}. \quad (1.21)$$

We emphasize that solutions of the adjoint equation (1.19) do not satisfy a scale-invariant Harnack inequality, nor do they possess scale-invariant $L^\infty$ upper bounds or lower bounds. The best integrability estimate for a solution $m$ of (1.19) which is valid on arbitrarily large scales and for every coefficient field $A(x)$ is with respect to $L^{d^1+\delta}$: see Proposition A.1 and Remark A.2 for the counterexample. It is only on small scales—scales on which the coefficients are quantitatively continuous—that we can appeal to better, pointwise estimates.

In the proof of (1.21) (which appears in Section 5.1), we start with the deterministic estimate on the scale $r = \mathcal{V}$ by (1.17), which says essentially that $\|m\|_{L^1(B_y)} \leq 2$. We can then use the deterministic, scale-invariant $L^{d/(d-1)}$ estimate to obtain $\|m\|_{L^{d/(d-1)}(B_{y/2})} \leq C$. Applying Hölder’s inequality, we then obtain, after giving up a volume factor, a bound of the type

$$\sup_{x \in B_{y/4}} \|m\|_{L^1(B(x))} \leq CY^{d-1-\delta}.$$  

Now that we have an anchoring estimate on the unit scale, we are free to use the quantitative continuity of the coefficients assumed in (1.4) to upgrade to pointwise estimates, and we arrive at $\|m\|_{L^\infty(B_{1/2}(x))} \leq CY^{d-1-\delta}$ for each $x \in B_y$. The lower bound is argued similarly.

As a corollary of Theorem 1.2, we obtain the following Nash-Aronson type estimate on large scales. We note that, unlike in the divergence form setting, such estimates are not true, in general, in the nondivergence form case. This estimate is therefore necessarily probabilistic, owing its validity to the fact that the equation is homogenizing on large scales.

**Corollary 1.3.** Let $p \in (0, d)$. There exist constants $c(d, \lambda, \Lambda) \in (0, \infty)$ and $C(d, \lambda, \Lambda) \in [1, \infty)$, and a random variable $\mathcal{V}$ satisfying $\mathcal{V} = \mathcal{O}_p(C)$ such that, for every $y \in \mathbb{R}^d$, for $m$ as defined in Theorem 1.2, and $t \geq \tau[y] \mathcal{V}^2$,

$$cm(y)t^{-\frac{d}{2}}\exp\left(-\frac{|x-y|^2}{ct}\right) \leq P(t, x, y) \leq Cm(y)t^{-\frac{d}{2}}\exp\left(-\frac{|x-y|^2}{Ct}\right). \quad (1.22)$$

We remark that the bounds (1.18) and (1.22) can be integrated in time to obtain a similar bound on the elliptic Green function. Note that the bounds (1.21) may be inserted into (1.22), if desired, but the latter is actually much more precise as stated.

The statement of Theorem 1.2 also implies quantitative information about the rate of convergence of the weak limits in (1.7).
Theorem 1.4. Let $p \in (0, d)$. There exist $\gamma(d, \lambda, \alpha_0, K_0, p) \in (0, 1)$, $C(d, \lambda, \alpha) \in [1, \infty)$, and a random variable $\mathcal{Y}$ with $\mathcal{Y} = \mathcal{O}_p(C)$, such that for every $R \geq \mathcal{Y}$, for $m$ as defined in Theorem 1.2,

$$\left| \int_{\mathbb{R}^d} m(x) \, dx - 1 \right| + \left| \int_{\mathbb{R}^d} m(x) A(x) \, dx - \bar{A} \right| \leq CR^{-\gamma}. \quad (1.23)$$

Consequently, for every $\varepsilon \in (0, 1]$ with $\varepsilon^{-1} \geq \mathcal{Y}$, there exists $\gamma'(d, \lambda, \alpha_0, K_0, p) \in (0, 1)$ such that

$$\| m(x) - 1 \|_{W^{-\gamma',1}(\mathbb{R}^d)} + \| (mA)(x) - \bar{A} \|_{W^{-\gamma',1}(\mathbb{R}^d)} \leq C\varepsilon^{\gamma'} \quad (1.24)$$

The Green function bounds in Theorem 1.2 can be used to directly prove bounds on $(m-1)$ in Theorem 1.4. The bounds on $mA$ are proved by combining Green function estimates with bounds on the stationary approximate correctors (introduced below in (3.29)) which are implicit in [4].

Our next main result is a large-scale $C^{0,1}$-type estimate for invariant measures. The estimate says that an arbitrary solution of the “doubly divergence form” adjoint equation in a finite ball can be approximated by a constant multiple of the unique stationary invariant measure in a smaller ball, in the same way as a Lipschitz function can be approximated by a constant. This is why we call it a “$C^{0,1}$-type estimate.” The estimate is only valid on balls above a certain random scale, which is why we call it a “large-scale” regularity estimate.

Theorem 1.5 (Large-scale $C^{0,1}$-regularity of invariant measures). Let $p \in (0, d)$. There exists $\delta_0(p, d, \lambda, \alpha) \in (0, \frac{1}{2}]$ and, for every $\delta \in (0, \delta_0]$, constants $\beta(\delta, p, d, \lambda, \alpha) \in (0, \frac{1}{2}]$ and $C(\delta, p, d, \lambda, \alpha) < \infty$ and a random variable $\mathcal{X}$ satisfying $\mathcal{X} = \mathcal{O}_p(C)$ such that, for every $R \geq \mathcal{X}$ and invariant measure $\nu$ in $B_R$, there exists $k \in \mathbb{R}$ such that, for every $r \in [\mathcal{X}, R]$, we have the estimate

$$\frac{|\nu - k\mu|(B_r)}{|B_r|} \leq C\frac{r}{R} \left( \frac{|\nu \ast \eta_{R^{-1-d}}(B_R)|}{|B_R|} + CR^{-\beta} \frac{|\nu|(B_R)}{|B_R|} \right), \quad (1.25)$$

where $\eta_R = R^{-d} \eta(|/R|$ is the standard mollifier. In particular, for $r \in [\mathcal{X}, R]$,

$$\frac{|\nu - k\mu|(B_r)}{|B_r|} \leq C\frac{r}{R} \frac{|\nu|(B_R)}{|B_R|}. \quad (1.26)$$

Theorem 1.5 can be viewed as a quantitative Liouville-type result. By taking $R \to \infty$ in (1.26), we see that, for any coefficient field for which $\mathcal{X} < \infty$, the measure $d\mu = m(x) \, dx$ is the unique solution of the invariant measure equation with volume-normalized total variation in $B_R$ growing like $o(R)$. This is a much stronger, quenched version of uniqueness for the invariant measure.

The proof of Theorem 1.5 is based on an iteration argument originating in [5], which introduced the large-scale regularity in stochastic homogenization in the context of divergence form equations. The idea is to borrow the improved regularity of the homogenized equation. This requires the approximation of a general invariant measure by an $A$-harmonic function, which relies on Theorem 1.2. What is new here is that this approximation must be in a weak sense—we compare mollifications of the invariant measure to harmonic functions—and then
upgrade using a weak-to-strong norm estimate for invariant measures (see Lemma 5.2 and Lemma 5.3 respectively).

Theorem 1.5 says that any invariant measure on a finite cube can be approximated, near the center of the cube, by a multiple of \( m(x) \, dx \). But this can be turned around: \( m \) can be approximated by an invariant measure defined on a finite cube. This idea can be used to localize \( m(x) \), by showing that it can be approximated by a sequence of fields having finite ranges of dependence, and thereby obtaining quantitative ergodicity for \( m(x) \). Note that the idea that “large-scale regularity gives decorrelation” lies at the heart of the theory of stochastic homogenization for divergence form equations [2].

Previously, Deuschel and Guo [10] proved a uniform H"older type estimate for solutions of (1.6). By dualizing the Krylov-Safonov estimate, they obtained a \( C^0,\delta \)-type estimate for the ratio of a solution with another positive solution.

We turn to the statement of our final result, in which we give a quantitative bound of the ergodicity of the environmental process. As described above, we let \( \{X_t\} \) denote the Feller diffusion process whose generator is \( L \), where \( Lu = \text{tr}(AD^2u) \), which satisfies (1.10), and we denote the law of \( X_t \) by \( P \).

**Theorem 1.6.** Let \( \xi \in (0, 1) \) and \( p \in (0, d\xi) \). There exist \( \gamma = \gamma(d, \lambda, \alpha_0, K_0, p) \in (0, 1) \) and \( C(d, \lambda, \alpha_0, K_0, p, \xi) \in (0, \infty) \), and a random variable \( \mathcal{Y} \) (depending on the environment but not the trajectories) with \( \mathcal{Y} = O_p(C) \) such that, for every \( T \geq \mathcal{Y}^2 \), and \( \eta \geq CT^{-\gamma} \),

\[
P \left[ \left| \frac{1}{T} \int_0^T A(X_s) \, ds - \bar{A} \right| \geq \eta \right] \leq C \exp \left( -\frac{\eta^2 T^{1-\xi}}{C} \right).
\]

(1.27)

Theorem 1.6 result quantifies the speed of convergence of the \( P \)-almost sure limit (1.11). Indeed, taking \( \eta = CT^{-\gamma} \) in the conclusion yields

\[
P \left[ \left| \frac{1}{T} \int_0^T A(X_s) \, ds - \bar{A} \right| \geq CT^{-\gamma} \right] \leq C \exp \left( -\frac{T^{1-\xi-2\gamma}}{C} \right).
\]

Note that the estimate (1.27) is *quenched* in the sense that it depends on the environment \( A(\cdot) \) only through the random variable \( \mathcal{Y} \), which specifies the smallest scale at which the estimate is valid.

We obtain Theorem 1.6 in Section 6 as a consequence of the estimates in Theorem 1.4 via a martingale argument. A similar statement to that of Theorem 1.6 was proved previously in the discrete case [14], which is basically equivalent to an estimate like (1.27) except with a right-hand side which is \( O(T^{-\delta}) \) for a small \( \delta > 0 \) instead of the exponential bound.

### 1.3 Relation to previous works in the literature

Stochastic homogenization for elliptic equations in nondivergence form was first studied by Papanicolaou and Varadhan [18] and Yurinskii [20]. In [18, 20], it was observed, using the fact that the underlying diffusion is a martingale, that homogenization reduces to proving an ergodic theorem for the so-called *environment from the point of view of the particle*. It is therefore sufficient to construct a stationary invariant measure for this process.
The first quantitative homogenization results were proved by Yurinskiǐ [19, 21], who obtained algebraic convergence rates for linear equations in dimensions five and larger, and sub-algebraic (logarithmic-type) estimates in dimensions less than five. Several decades later, Caffarelli and Souganidis [9] obtained sub-algebraic homogenization estimates in all dimensions for linear and nonlinear equations. An algebraic error estimate was finally obtained in the work of Armstrong and Smart [4] and subsequently extended to the parabolic case by Lin and Smart [17]. The arguments in this paper are strongly based on [4].

The estimates of [4] imply certain large-scale regularity estimates ($C^{1,1}$-estimates above a random scale) which, under special assumptions, can be used to obtain optimal homogenization estimates. This was demonstrated in Armstrong and Lin [3], who proved optimal bounds on the stationary approximate correctors. Estimates of a similar kind were subsequently proved in a very recent paper of Guo and Tran [15]. In particular, they proved a version of Theorem 1.6 which is optimal in the scaling of $T$ (but qualitative in stochastic integrability, and this result is restricted to the discrete lattice under iid assumptions in dimensions $d \geq 3$). The situation with concentration inequalities is analogous to the divergence form setting (see for instance [13, 1]): a small algebraic rate of homogenization implies a large-scale regularity theory, which can then be combined with concentration inequalities (like a spectral gap inequality), under the assumption that such an inequality is valid, to obtain estimates which are optimal in the scaling of the error. The downsides of using this “short cut” are that (1) it requires a spectral gap-type of assumption (which can be hard to check) and (2), one obtains estimates which are sub-optimal in terms of stochastic integrability. An alternative approach based on renormalization arguments has been developed for equations in divergence form (see [1]) which does not suffer these downsides. The estimates in this paper are the first step to a renormalization theory for equations in nondivergence form, which would be expected to yield optimal estimates.

In probabilistic language, the homogenization of equations (1.1) and (1.2) is equivalent to an invariance principle for the diffusion satisfying (1.5). There is a similar correspondence between invariance principles for so-called “balanced” random walks in random environments on the lattice and discrete, finite-difference versions of the PDEs (1.1) and (1.2). The homogenization of the latter can be studied by methods completely analogous to the continuum case, essentially because homogenization is about large scales and is indifferent to the precise microstructure. Thus, in analogy with [18], Lawler [16] established the invariance principle for balanced random walks in random environment under a uniform ellipticity assumption, and Guo, Peterson and Tran [14] adapted the arguments of [4] to the lattice, proving an algebraic convergence rate. They also consequently obtained quantitative estimates which are similar to, but weaker than, our Theorems 1.2 and 1.6. Berger and Deuschel [8] and Berger, Cohen, Deuschel, and Guo [7] obtained qualitative homogenization results for the case of degenerate diffusions satisfying the condition of genuine $d$-dimensionality [8, Definition 2]. We expect the methods in this paper to be robust to these more general assumptions.
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2. Some deterministic estimates for nondivergence form equations

We collect several deterministic estimates which will be useful throughout the paper. We establish pointwise, deterministic bounds for the solution of the equation

$$\begin{cases}
\partial_t v - \text{tr}(\mathbf{A}D^2 v) = 0 & \text{in } (0, \infty) \times \mathbb{R}^d, \\
v(0, x) = v_0(x) & \text{on } \mathbb{R}^d,
\end{cases}$$

for initial data $v_0 \in L^\infty(\mathbb{R}^d)$. The bounds in this section make no use of the stationarity or unit range of dependence assumptions, and they are valid for every fixed $\mathbf{A} \in \Omega$.

We begin by recalling the classical interior Krylov-Safonov estimate. Let $v$ solve

$$\partial_t v - \text{tr}(\mathbf{A}D^2 v) = 0 \quad \text{in } Q_r(t_0, 0).$$

There exists $C = C(\lambda, \Lambda, d) > 0$ and $\sigma = \sigma(\lambda, \Lambda, d) \in (0, 1)$ so that

$$\rho^\sigma[v]_{C^{0,\sigma}(Q_r(t_0, 0))} \leq C \|v\|_{L^\infty(Q_r(t_0, 0))},$$

where $C^{0,\sigma}$ is the standard parabolic Hölder semi-norm,

$$[v]_{C^{0,\sigma}(Q_r(t_0, 0))} := \sup_{(t,x) \neq (y,s) \in Q_r(t_0, 0)} \frac{|v(t, x) - v(y, s)|}{(|x - y| + |t - s|^{1/2})^\sigma}.$$

We next state a short corollary of this estimate, which will be helpful throughout the rest of the paper.

**Lemma 2.1.** Let $v$ denote the solution of

$$\partial_t v - \text{tr}(\mathbf{A}D^2 v) = 0 \quad \text{in } (0, \infty) \times \mathbb{R}^d.$$

There exists $C = C(\lambda, \Lambda, d) \in [1, \infty)$ and $\sigma = \sigma(\lambda, \Lambda, d) \in (0, 1)$ so that for every $r_1 \geq r$, for every $t_0 \geq r^2$,

$$r_1^\sigma[v(t_0, \cdot)]_{C^{0,\sigma}(B_{r_1})} \leq C \left( \frac{r_1}{r} \right)^\sigma \|v\|_{L^\infty([t_0 - r^2, t_0] \times B_{r_1})}.$$

**Proof.** Without loss of generality, we let $t_0 = r^2$, as the argument for any $t_0 \geq r^2$ can be achieved by a time shift. We begin by noting that

$$\partial_t v - \text{tr}(\mathbf{A}D^2 v) = 0 \quad \text{in } Q_r(r^2, 0),$$

so by the Krylov-Safonov estimate (2.2), there exists $C = C(\lambda, \Lambda, d) \in [1, \infty)$ and $\sigma = \sigma(\lambda, \Lambda, d) \in (0, 1)$ so that

$$r^\sigma[v(r^2, \cdot)]_{C^{0,\sigma}(B_{r^2})} \leq C \|v\|_{L^\infty(Q_r(r^2, 0))} \leq C \|v\|_{L^\infty([0,r^2] \times B_{r^2})}.$$
This holds true for any $Q_r(r^2, x)$, and hence,
\[
 r^\sigma [v(r^2, \cdot)]_{C^0, \sigma(B_{r^2})} = r^\sigma \sup_{x \neq y \in B_{r^2}} \frac{|v(r^2, x) - v(r^2, y)|}{|x - y|^\sigma} \\
 \leq r^\sigma \sup_{x \neq y \in B_{r^2}, |x - y| \leq r/2} \frac{|v(r^2, x) - v(r^2, y)|}{|x - y|^\sigma} + r^\sigma \sup_{x \neq y \in B_{r^2}, |x - y| > r/2} \frac{|v(r^2, x) - v(r^2, y)|}{|x - y|^\sigma} \\
 \leq C \|v\|_{L^\infty((0, r^2] \times B_{r^2})} + 2 \|v(r^2, \cdot)\|_{L^\infty((0, r^2] \times B_{r^2})}.
\]

Multiplying by $(r_1 r^{-1})^\sigma$ implies the result. \qed

We next discuss estimates on the parabolic Green function, which we denote by $P = P(t, x, y)$. We recall the following result which can be found in Friedman [11], establishing the existence and uniqueness of $P$ and giving Gaussian-type estimates (these are useful in practice only for small times $t$ on the order of the length scale on which the coefficients vary).

**Proposition 2.2.** [11, Theorem 11, Chapter 1, Section VI] There exists a unique Parabolic Green function $P : (0, \infty) \times \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ solving (1.8). Furthermore, for every $T \in [0, \infty)$, there exist constants $C = C(\lambda, \Lambda, d, \alpha_0, K, T) \in [1, \infty)$ and $B = B(\lambda, \Lambda, d, \alpha_0, K, T) \in [1, \infty)$ such that, for every $x, y \in \mathbb{R}^d$ and $t \in (0, T)$,
\[
 0 < P(t, x, y) \leq Ct^{-\frac{d}{2}} \exp \left( -\frac{|x - y|^2}{Bt} \right).
\]

We next observe that we can construct a family of sub/supersolutions to (2.1):

**Lemma 2.3.** Consider the equation
\[
 \tilde{\partial}_t v - \text{tr}(A D^2 v) = 0 \quad \text{in} \quad (0, \infty) \times \mathbb{R}^d,
\]
and for every $\kappa, \theta \in (0, \infty)$ let $f_{\kappa, \theta}$ be the function defined by
\[
 f_{\kappa, \theta}(t, x) = t^{-\kappa} \exp \left( -\frac{|x|^2}{\theta t} \right).
\]

Then $f_{\kappa, \theta}$ is a supersolution of (2.3) for every $\theta \in [4\Lambda, \infty)$ and $\kappa \in [0, 2\lambda d \theta^{-1}]$, and $f_{\kappa, \theta}$ is a subsolution of (2.3) for every $\theta \in (0, 4\Lambda)$ and $\kappa \in [2\Lambda d \theta^{-1}, \infty]$.

**Proof.** By the uniform ellipticity assumption (1.3),
\[
 \tilde{\partial}_t f_{\kappa, \theta} - \text{tr}(A D^2 f_{\kappa, \theta}) = f_{\kappa, \theta} \left( \frac{|x|^2}{\theta t^2} + \frac{2 \text{tr}(A) - \kappa \theta}{\theta t} - \frac{4\langle A x, x \rangle}{\theta^2 t^2} \right) \\
 \geq f_{\kappa, \theta} \left( \frac{|x|^2}{\theta t^2} + \frac{2\lambda d - \kappa \theta}{\theta t} - \frac{4\Lambda |x|^2}{\theta^2 t^2} \right).
\]

Therefore, after choosing $\theta \in [4\Lambda, \infty)$ and $\kappa \in [0, 2\lambda d \theta^{-1}]$, we obtain that $f_{\kappa, \theta}$ is a supersolution of (2.3). The analogous argument establishes that $f_{\kappa, \theta}$ is a subsolution of (2.3) for every $\theta \in (0, 4\Lambda)$ and $\kappa \in [2\Lambda d \theta^{-1}, \infty]$. \qed
We may now use this family of sub/supersolutions to obtain sub-optimal bounds on the parabolic Green function for large times \( t \geq 1 \).

**Proposition 2.4.** There exists \( C, c, B, b, \kappa, \overline{\kappa} \in [1, \infty) \), all depending on \( \lambda, \Lambda, d, \alpha_0, K_0 \) such that for \( P \) as in Proposition 2.2, every \( x, y \in \mathbb{R}^d \) and \( t \in [1, \infty) \),

\[
ct^{-\kappa} \exp\left( -\frac{|x-y|^2}{bt} \right) \leq P(t, x, y) \leq Ct^{-\overline{\kappa}} \exp\left( -\frac{|x-y|^2}{Bt} \right). \tag{2.4}
\]

**Proof.** Let \( C, B \in (0, \infty) \) be the constants from Proposition 2.2 corresponding to \( T = 1 \): we have that, for every \( x, y \in \mathbb{R}^d \) and \( t \in (0, 1] \),

\[
0 \leq P(t, x, y) \leq C t^{-\frac{d}{2}} \exp\left( -\frac{|x-y|^2}{Bt} \right). \tag{2.5}
\]

We will now extend this estimate to a global in time estimate using the supersolution constructed in Lemma 2.3, at the potential cost of decreasing the constants. Let \( C = c_* \), \( B = B \vee 4\Lambda \), and \( \overline{\kappa} = 2\lambda dB^{-1} \). From this choice, we have that, for every \( x, y \in \mathbb{R}^d \),

\[
C f_{\overline{\kappa}, B}(1, x-y) \geq C \exp\left( -\frac{|x-y|^2}{B} \right).
\]

The upper bound in (2.4) is then a consequence of Lemma 2.3 and the comparison principle. It remains to establish the lower bound.

It follows from Friedman [11, Corollary 1 of Theorem 5’, Appendix I] that there exists \( c, b \in (0, \infty) \) such that, for every \( x, y \in \mathbb{R}^d \),

\[
P(1, x, y) \geq c \exp\left( -\frac{|x-y|^2}{b} \right).
\]

Let \( b = b \wedge 4\lambda \) and \( \kappa = 2\Lambda db^{-1} \). We then have that, for every \( x, y \in \mathbb{R}^d \),

\[
c f_{\kappa, b}(1, x-y) \leq c \exp\left( -\frac{|x-y|^2}{b} \right).
\]

The proof of the lower bound in (2.4) is then a consequence of Lemma 2.3 and the comparison principle. \( \square \)

3. Some quantitative homogenization estimates

In this section, we collect several homogenization results which will be used throughout the sequel. Most of these results can be viewed as corollaries of [4].

We first collect some definitions and results from [4]. For \( A \in \Omega, U \subseteq \mathbb{R}^d, M \in \mathcal{S}^d, \) and \( \ell \in \mathbb{R}, \) we recall the quantities

\[
S(U, A(M + \cdot), \ell) = \{ u \in C(U) : -\text{tr}(A(M + D^2 u)) \geq \ell \text{ in } U \},
\]
and
\[
\mu(U, A(M + \cdot), \ell) := \frac{1}{|U|} \sup \{ |\partial \Gamma_u(U)| : u \in S(U, A(M + \cdot), \ell) \},
\]
where \( \Gamma_u \) is the convex envelope of \( u \), \( \partial \Gamma_u \) is the subdifferential, and \( |U| \) denotes the Lebesgue measure of \( U \). We similarly define
\[
\mu_s(U, A, M, \ell) := \frac{1}{|U|} \sup \{ |\partial \Gamma_u(U)| : - \text{tr}(A(M + D^2u)) \leq \ell \text{ in } U \}
\]
\[
= \frac{1}{|U|} \sup \{ |\partial \Gamma_u(U)| : \text{tr}(A(-M + D^2(-u))) \leq \ell \}
\]
\[
= \frac{1}{|U|} \sup \{ |\partial \Gamma_u(U)| : u \in S(U, (A(-M + \cdot), -\ell) \}.
\]

We recall the following result from [4].

**Corollary 3.1** ([4, Corollary 2.10]). For every \( p \in (0, d) \), there exist \( c = c(\lambda, \Lambda, d) \in (0, 1] \), \( C(\lambda, \Lambda, d) \in [1, \infty) \), and \( \gamma(\lambda, \Lambda, d) \in (0, 1) \) such that for all \( m \in \mathbb{N} \), for all \( \nu \geq 1 \),
\[
\mathbb{P}[\mu(\square_m, A(M + \cdot), - \text{tr}(\tilde{A}M)) \geq CM^{d3^{-m\gamma(d-p)\nu}] \leq \exp(-cv3^{mp}),
\]
and
\[
\mathbb{P}[\mu_s(\square_m, A(M + \cdot), - \text{tr}(\tilde{A}M)) \geq CM^{d3^{-m\gamma(d-p)\nu}] \leq \exp(-cv3^{mp}).
\]

We now rewrite Corollary 3.1 in a convenient fashion for future applications. Let
\[
\mathcal{Y}_m(A) := \max_{1 \leq i,j \leq d} \left\{ \mu(\square_m, A(e_i \otimes e_j + \cdot), -\tilde{A}_{ij})^{1/2}, \mu^*(\square_m, A(e_i \otimes e_j + \cdot), -\tilde{A}_{ij})^{1/2} \right\}.
\]

Define \( \beta := \gamma(d-p) \), for \( \gamma \) as in Corollary 3.1. Let \( q' := p + \frac{d-p}{3}, q := p + \frac{d-p}{2} \), so that \( p < q' < q < d \). By Corollary 3.1, since \( q \in (0, d) \), for every \( \nu \geq 1 \),
\[
\mathbb{P}\left[ \mathcal{Y}_m(A) \geq C3^{-\frac{mq\beta}{p}} \right] \leq \exp\left(-cv3^{mq\beta} \right).
\]

Replacing \( \nu \rightarrow \nu + 1 \), this implies that for every \( \nu \geq 0 \),
\[
\mathbb{P}\left[ 3^{\frac{mq\beta}{p}} \mathcal{Y}_m(A) - C \geq C\nu \right] \leq C \exp(-c3^{\frac{mq\beta}{p}}(\nu + 1)) \leq C \exp(-c3^{\frac{mq\beta}{p}}(\nu)).
\]

We next replace \( \nu \rightarrow c3^{-mq'\nu} \) to obtain, for every \( \nu \geq 1 \),
\[
\mathbb{P}\left[ \sup_m 3^{mq'(3^{\frac{mq'}{p}} - \beta) \mathcal{Y}_m(A) - C}_+ \geq \nu \right] \leq C \sum_{m \in \mathbb{N}} \exp(-c3^{mq'(\frac{q'}{p} - 1)\nu}) \leq C \sum_{m \in \mathbb{N}} \exp(-c3^{mq'(\frac{d-p}{2p})\nu}) \leq \mathcal{X}_p := \sup_m 3^{mq'(3^{\frac{mq'}{p}} - \beta) \mathcal{Y}_m(A) - C}_+.
\]

Next, we define
\[
\mathcal{X}_p := \sup_m 3^{mq'(3^{\frac{mq'}{p}} - \beta) \mathcal{Y}_m(A) - C}_+.
\]
Integrating $(3.1)$ implies that $E[\exp(\mathcal{X}_p)] \leq C$. This implies that for all $m \in \mathbb{N}$,

$$\max_{1 \leq i,j \leq d} \{ \mu(\square_m, A(e_i \otimes e_j + \cdot), -\mathbf{A}_{ij})^{\frac{1}{2}}, \mu^*(\square_m, A(e_i \otimes e_j + \cdot), -\mathbf{A}_{ij})^{\frac{1}{2}} \}$$

$$\leq C(3^{-mq^q}\mathcal{X}_p + 1)3^{-\frac{mq^q}{p}}. \quad (3.3)$$

We can think of $\mathcal{X}_p$ as a “minimal scale”, because for $3^{mq^q} \geq \mathcal{X}_p$, the right hand side of the above expression decays algebraically.

Finally, we recall that by [4, Lemma 2.1], there exists $C = C(d, \lambda, \Lambda) \in [1, \infty)$ such that, for every supersolution $u \in S(\square_m, A, \ell)$,

$$\inf_{\square_m} u \leq \inf_{\square_m(x)} u + C3^{2m}\mu(\square_m, A, \ell)^{\frac{1}{2}}, \quad (3.4)$$

and we have a similar estimate for $\mu^*(\square_m, A, \ell)$ from below.

It is useful to work with a slightly augmented minimal scale, which has the property that the minimal scale defined by (3.2) and (3.3) is sufficiently small an entire mesoscopic subgrid. We formalizing this in the following remark.

**Remark 3.2.** If $\mathcal{X}_p$ is the minimal scale given in (3.2), we will typically define $\mathcal{Y}_p := \mathcal{X}_p^{\frac{1}{p}}$ so that $\mathcal{Y}_p = \mathcal{O}_p(C)$. For every $k \in \mathbb{N}$, we introduce the enlarged minimal scale

$$\tilde{\mathcal{Y}}_{k,p} := \sup \left\{ 3^m : \sup_{z \in \mathbb{Z}^d \cap \square_{km}} \tau_z \mathcal{Y}_p > 3^m \right\}.$$ 

It is easy to check by a union bound that $\tilde{\mathcal{Y}}_{k,p} = \mathcal{O}_p(C')$ for a new constant $C' > C$. Therefore, we freely replace $\mathcal{Y}_p$ by $\tilde{\mathcal{Y}}_{k,p}$ in any argument.

### 3.1 Estimates for the Cauchy-Dirichlet problem

We prove a homogenization error estimate for the Cauchy-Dirichlet problem for (1.2). Let $U_T := (0, T] \times U$ for $U \subseteq \mathbb{R}^d$. Let $u^\varepsilon$ solve

$$\begin{cases}
\partial_t u^\varepsilon - \text{tr}(A^\varepsilon D^2 u^\varepsilon) = 0 & \text{in } U_T, \\
u^\varepsilon = g & \text{on } \partial_p U_T,
\end{cases} \quad (3.5)$$

where $A^\varepsilon = A(\cdot/\varepsilon)$, and $\bar{u}$ solve

$$\begin{cases}
\partial_t \bar{u} - \text{tr}(\bar{A} D^2 \bar{u}) = 0 & \text{in } U_T, \\
\bar{u} = g & \text{on } \partial_p U_T,
\end{cases} \quad (3.6)$$

where $g \in C^{0,1}(\partial_p U_T)$ is a fixed Lipschitz function. The following statement is an estimate for the homogenization error of the Cauchy-Dirichlet problem, which exhibits an algebraic-type decay.
Theorem 3.3 (Error Estimate for the Cauchy-Dirichlet Problem). For every $p \in (0, d)$, there exists $\beta(\lambda, \Lambda, d, p) \in (0, 1)$, $C(\lambda, \Lambda, d, p, U_T) \in [1, \infty)$, and a random variable $Y_p$ satisfying $Y_p = O_p(C)$ such that, for every $g \in C^{0,1}(\partial_p U_T)$ and $\varepsilon \in (0, Y_p^{-1})$, if $u^\varepsilon$ and $\overline{u}$ are the solutions of (3.5) and (3.6), respectively, then
\[ \|u^\varepsilon - \overline{u}\|_{L^\infty(U_T)} \leq C\|g\|_{C^{0,1}(\partial_p U_T)}\varepsilon^{\beta}. \] (3.7)

For each $m \in \mathbb{R}$, we introduce the approximate Dirichlet correctors defined by $\phi^m_{ij}(\cdot)$ for
\[ \begin{cases} -\text{tr}(A(e_i \otimes e_j + D^2\phi^m_{ij})) = -\overline{A}_{ij} & \text{in } \square_m, \\ \phi^m_{ij} = 0 & \text{on } \partial \square_m. \end{cases} \]

(3.8)

Observe that by linearity,
\[ \phi^m(x; M) = \sum_{i,j=1}^d M_{ij}\phi^m_{ij}(x). \]

In particular, by (3.4) and (3.3), we have
\[ \sup_{\square_m(x)} 3^{-2m} |\phi^m_{ij}| \leq C(3^{-m\sigma} X_p + 1)^{3^{-m\sigma} \beta}. \] (3.9)

We next show that the approximate Dirichlet correctors always control the homogenization error.

Lemma 3.4. Let $U \subseteq \square_0$ be a bounded Lipschitz domain. Let $u, v$ satisfy
\[ \begin{cases} u_t - \text{tr}(\overline{A}D^2u) = 0 = v_t - \text{tr}(A D^2v) & \text{in } U_T, \\ u = v = g & \text{on } \partial_p U_T, \end{cases} \] (3.10)

with $\|g\|_{C^{0,1}(\partial_p U_T)} \leq M_0$. There exists $\sigma(\lambda, \Lambda, d) \in (0, 1)$ and $C(\lambda, \Lambda, d) \in [1, \infty)$ such that
\[ \|u - v\|_{L^\infty(U_T)} \leq C M_0 \left( \sup_{1 \leq i, j \leq d} \|\phi^0_{ij}\|_{L^\infty(\square_0)} \right)^{\sigma/11}. \]

Proof. Throughout the proof, we will allow $c, C$ to vary line-by-line, depending only on $(\lambda, \Lambda, d)$. We may, without loss of generality, assume that $M_0 = 1$, and hence $\|u\|_{L^\infty(U_T)} \leq 1$. Let $\alpha$ be given by
\[ \alpha := \max_{U_T}(u - v), \] (3.11)

We will assume that $\alpha > 0$, since if $\alpha < 0$, then we can argue analogously by reversing the roles of $u$ and $v$. 
Without loss of generality, we may assume, that for any \( K > 0 \), we can replace \( v \) by \( \tilde{v} \) solving
\[
\begin{cases}
\tilde{v}_t - \text{tr}(AD^2\tilde{v}) = K\alpha & \text{in } U_T, \\
\tilde{v} = v & \text{on } \partial_p U_T,
\end{cases}
\]
(3.12)
since by the parabolic Alexandrov-Bakelman-Pucci estimate, there exists \( C = C(\lambda, \Lambda, d) \in [1, \infty) \) so that
\[
|\tilde{v} - v| \leq CK\alpha,
\]
for which we still have
\[
\max(u - \tilde{v}) \geq \max(u - v) - |v - \tilde{v}| \geq (1 - CK)\alpha > 0,
\]
for \( K(\lambda, \Lambda, d) \) sufficiently small. We henceforth set \( v \) to be \( \tilde{v} \) solving (3.12).

The Krylov-Safonov estimates and the Lipschitz continuity of \( u, v \) on the parabolic boundary imply
\[
\|u\|_{C^{0,\sigma}(U_T)} + \|v\|_{C^{0,\sigma}(U_T)} \leq C.
\]
Since \( u = v \) on \( \partial_p U_T \),
\[
|u(t, x) - v(t, x)| \leq C(d_p[(t, x), \partial_p U_T])^{\sigma},
\]
(3.13)
for the parabolic distance \( d_p[(t, x), (s, y)] := |x - y| + |t - s|^{1/2} \).

Choose \( (t_0, x_0) \in U_T \) so that \( \max_{U_T}(u - v) = u(t_0, x_0) - v(t_0, x_0) = \alpha \). By (3.13), we must have that
\[
d_p[(t_0, x_0), \partial_p U_T] \geq c\alpha^{1/\sigma}.
\]
Therefore, interior estimates for caloric functions yield, for every \( k \in \mathbb{N} \) and \( r \leq r_0 := c\alpha^{1/\sigma} \), with \( c \) to be chosen,
\[
\|D^k u\|_{L^\infty(Q_r(t_0, x_0))} \leq \frac{C^k k!}{r^k} \|u\|_{L^\infty(U_T)} \leq \frac{C^k k!}{r^k}.
\]
(3.14)
Let \( p \) denote the second-order Taylor polynomial (in the parabolic sense) for \( u \) centered at \( (t_0, x_0) \). Then
\[
\partial_t p - \text{tr}(\tilde{A}D^2 p) = 0,
\]
(3.15)
and hence, for every \( r \leq r_0 \), by (3.14),
\[
\|u - p\|_{L^\infty(Q_r(t_0, x_0))} \leq C\alpha^{-3/\sigma} r^3.
\]
Let \( q(t, x) := p(t, x) - c_0\alpha|x - x_0|^2 \) for \( c_0 \) to be chosen, and then define \( Q \) by
\[
Q(t, x) := q(t, x) + \sum_{i,j=1}^d (\partial_{x_i} \partial_{x_j} q) \phi_{ij}^0(x).
\]
Thus, by (3.8) and (3.15), that
\[ \hat{c}_t Q - \text{tr}(A D^2 Q) = \hat{c}_t p - \text{tr} \left( A \left( D^2 p - 2c_0 \alpha I_d + \sum_{i,j=1}^d (\hat{c}_{x_i} \hat{c}_{x_j} q) D^2 \phi_{ij}^0 \right) \right) \]
\[ = \hat{c}_t p - \text{tr} \left( A \left( D^2 p - 2c_0 \alpha I_d + \sum_{i,j=1}^d (\hat{c}_{x_i} \hat{c}_{x_j} p - 2c_0 \alpha I_d) D^2 \phi_{ij}^0 \right) \right) \]
\[ = \hat{c}_t p - \text{tr}(\Lambda (D^2 p - 2c_0 \alpha I_d)) \]
\[ \leq 2\Lambda d c_0 \alpha \leq K \alpha, \]
for \( c_0(\lambda, \Lambda, d) \) sufficiently small, chosen in terms of \( K = K(\lambda, \Lambda, d) \).
Observe moreover that
\[ (v - q)(t_0, x_0) = (v - u)(t_0, x_0) \leq (v - u)(t, x) \]
\[ \leq (v - p)(t, x) + \| u - p \|_{L^\infty(Q_r(t_0, x_0))} \]
\[ = (v - q)(t, x) - c_0 \alpha |x - x_0|^2 + C \alpha^{-3/\sigma} r^3. \]
Thus, by (3.14),
\[ (v - Q)(t_0, x_0) \leq (v - Q)(t, x) - c_0 \alpha |x - x_0|^2 \]
\[ + C \alpha^{-3/\sigma} r^3 + C \sup_{1 \leq i, j \leq d} \left( \frac{1}{r^2} + c_0 \alpha \right) \| \phi_{ij}^0 \|_{L^\infty(\square_0)}, \]
This implies that for all \( (t, x) \in \hat{c}_p Q_r(t_0, x_0) \), by definition of \( r_0 = c \alpha^{1/\sigma} \),
\[ (v - Q)(t_0, x_0) \leq (v - Q)(t, x) - c_0 \alpha r^2 + C \alpha^{-3/\sigma} r^3 + C \sup_{1 \leq i, j \leq d} \alpha^{-2/\sigma} \| \phi_{ij}^0 \|_{L^\infty(\square_0)}. \]
If
\[ C \alpha^{-3/\sigma} r^3 + C \sup_{1 \leq i, j \leq d} \alpha^{-2/\sigma} \| \phi_{ij}^0 \|_{L^\infty(\square_0)} < c_0 \alpha r^2, \]
then \( v - Q \) achieves a strict local minimum in \( Q_r(t_0, x_0) \), and this contradicts the minimum principle. Therefore, we must instead have
\[ C \alpha^{-3/\sigma} r^3 + C \sup_{1 \leq i, j \leq d} \alpha^{-2/\sigma} \| \phi_{ij}^0 \|_{L^\infty(\square_0)} \geq c_0 \alpha r^2, \]
and hence, for \( r \leq c \alpha^{1+3/\sigma} \),
\[ \sup_{1 \leq i, j \leq d} \alpha^{-2/\sigma} \| \phi_{ij}^0 \|_{L^\infty(\square_0)} \geq c_0 \alpha r^2 - C \alpha^{-3/\sigma} r^3 \geq \frac{c_0}{2} \alpha r^2, \]
where \( c \) is chosen in terms of \( C \) and \( c_0 \) in the final inequality. Setting \( r := c \alpha^{1+3/\sigma} \), we obtain
\[ \sup_{1 \leq i, j \leq d} \| \phi_{ij}^0 \|_{L^\infty(\square_0)} \geq \frac{c_0}{2} \alpha^{1+2/\sigma+2+6/\sigma} = c \alpha^{3+8/\sigma} \geq c \alpha^{11/\sigma}. \]
This completes the proof. \( \square \)
Equipped with this result, we are now ready to prove Theorem 3.3.

**Proof of Theorem 3.3.** Fix $p \in (0, d)$ and $\|g\|_{C^{0,1}(\partial_p U_T)} = M_0$. Assume, without loss of generality, that $U_T \subseteq Q_1$ and $M_0 = 1$. We will show that there exists $\beta = \beta(\lambda, \Lambda, d, p) \in (0, 1)$ and $C = C(\lambda, \Lambda, d) \in [1, \infty)$ so that

$$\max_{\overline{U_T}}(\bar{u} - u^\varepsilon) \leq C(1 + X_p \varepsilon^p)\varepsilon^\beta. \quad (3.16)$$

An analogous argument, reversing the roles of $u^\varepsilon$ and $\bar{u}$, yields the opposite inequality.

Fix $\varepsilon \in (0, 1)$, and let $\sigma = \sigma(\lambda, \Lambda, d) \in (0, 1)$ as in Lemma 3.4. Recall the definitions of $\beta$ and $p < q' < q < d$ from (3.9). We now apply Lemma 3.4 with $A^\varepsilon(\cdot) := A(\cdot/\varepsilon)$. This yields that

$$\|u^\varepsilon - \bar{u}\|_{L^\infty(U_T)} \leq C\left(\sup_{1 \leq i, j \leq d} \|\phi^0_{ij}(\cdot/\varepsilon)\|_{L^\infty(\Box_0)}\right)^{\sigma/11}.$$ 

Letting $\varepsilon = 3^{-\frac{mq'}{p}}$, we have

$$\|u^\varepsilon - \bar{u}\|_{L^\infty(U_T)} \leq C\left(\sup_{1 \leq i, j \leq d} \left\|3^{-\frac{mq'}{p}} \phi^0_{ij}(\cdot/\varepsilon)\right\|_{L^\infty(\Box_{mq'})}\right)^{\sigma/11}.$$ 

By (3.9), this implies

$$\|u^\varepsilon - \bar{u}\|_{L^\infty(U_T)} \leq C(3^{-mq}\lambda_p + 1)^\sigma 3^{-\frac{mq'}{p} \beta^\sigma} = C(1 + \varepsilon^p \lambda_p)^\sigma \varepsilon^\beta \varepsilon^\frac{p}{d},$$

Letting $\Upsilon_p := \lambda_p^{1/p}$, if $\varepsilon \in (0, \Upsilon_p^{-1}]$,

$$\max_{\overline{U_T}}(\bar{u} - u^\varepsilon) \leq C\varepsilon^\beta,$$

up to redefining $\beta = \beta(\lambda, \Lambda, d, p)$, which completes the proof of (3.7). \qed

For quantitative homogenization results, it is not necessary and moreover inconvenient to represent the scale separation by means of the artificial parameter $\varepsilon > 0$. We therefore restate Theorem 3.3 without this scaling, so that the microscopic scale is of order one and the macroscopic scale is large, as follows. Observe that if $\bar{u}^\varepsilon$ is a solution of

$$\begin{cases}
\partial_t \bar{u}^\varepsilon - \text{tr}(\overline{A} D^2 \bar{u}^\varepsilon) = 0 & \text{in } Q_{1/\varepsilon}, \\
\bar{u}^\varepsilon(0, x) = g(x) & \text{on } \partial_p Q_{1/\varepsilon},
\end{cases}$$

and $\bar{u}_\varepsilon$ is a solution of

$$\begin{cases}
\partial_t \bar{u}_\varepsilon - \text{tr}(\overline{A} D^2 \bar{u}_\varepsilon) = 0 & \text{in } Q_{1/\varepsilon}, \\
\bar{u}_\varepsilon(0, x) = g(x) & \text{on } \partial_p Q_{1/\varepsilon},
\end{cases}$$

then for every $p \in (0, d)$, there exists constants $\beta = \beta(\lambda, \Lambda, d, p) \in (0, 1)$, $C = C(\lambda, \Lambda, d, p) \in [1, \infty)$, and a random variable $\Upsilon_p$ with $\Upsilon_p = O_p(C)$ such that for every $\varepsilon \in (0, \Upsilon_p^{-1}]$,

$$\|\varepsilon^2(\bar{u}^\varepsilon - \bar{u}_\varepsilon)\|_{L^\infty(Q_{1/\varepsilon})} \leq C\varepsilon^2 \|g\|_{C^{0,1}(Q_{1/\varepsilon})}\varepsilon^\beta$$

$$= C\varepsilon^2 \|g\|_{L^\infty(Q_{1/\varepsilon})} + \varepsilon^2 \varepsilon^{-1}[g]_{C^{0,1}(Q_{1/\varepsilon})}\varepsilon^\beta.$$
Therefore, we have
\[
\| (\bar{u}_\varepsilon - \tilde{u}_\varepsilon) \|_{L^\infty(Q_{1/\varepsilon})} \leq C \left( \| g \|_{L^\infty(Q_{1/\varepsilon})} + \varepsilon^{-1} [g]_{C^0,1(Q_{1/\varepsilon})} \right) \varepsilon^{\beta}. \quad (3.17)
\]

We next show that we may allow initial data Hölder continuous with any exponent \( \sigma \in (0, 1] \). We state our result for a specific domain which will be useful in the following section, however this argument can be adapted to an arbitrary Cauchy-Dirichlet problem.

**Lemma 3.5.** Fix \( p \in (0, d) \). Let \( \sigma \in (0, 1] \), and \( \beta = \beta(\lambda, \Lambda, d, p) \in (0, 1] \) and \( \mathcal{Y}_p \) be as in Theorem 3.3. There exists \( C = C(\lambda, \Lambda, d, p) \in [1, \infty) \) such that for every \( \theta \in \left( 0, \frac{\beta}{2(1-\beta)} \right) \), for any \( r \geq \mathcal{Y}_p \), for \( u \) the solution of
\[
\begin{aligned}
&\begin{cases}
\partial_t u - \text{tr}(A D^2 u) = 0 & \text{in } Q_{r^{1+\theta}}, \\
u(t, x) = 0 & \text{on } (0, r^{2+2\theta}] \times \partial B_{r^{1+\theta}}, \\
u(0, x) = u_0(x) & \text{on } B_{r^{1+\theta}},
\end{cases}
\end{aligned}
\]
and \( \bar{u} \) the solution of
\[
\begin{aligned}
&\begin{cases}
\partial_t \bar{u} - \text{tr}(A D^2 \bar{u}) = 0 & \text{in } Q_{r^{1+\theta}}, \\
\bar{u}(t, x) = 0 & \text{on } (0, r^{2+2\theta}] \times \partial B_{r^{1+\theta}}, \\
\bar{u}(0, x) = u_0(x) & \text{on } B_{r^{1+\theta}},
\end{cases}
\end{aligned}
\]
with \( \text{supp}(u_0) \subseteq B_r \) and \( u_0 \in C^{0,\sigma}(B_r) \), we have that
\[
\| u - \bar{u} \|_{L^\infty(Q_{r^{1+\theta}})} \leq C \left( \| u_0 \|_{L^\infty(B_r)} + r^{\sigma} [u_0]_{C^{0,\sigma}(B_r)} \right) r^{-\frac{\sigma}{2}}.
\]

**Proof.** We consider the mollification given by
\[
\bar{u}_0(x) := (u_0 \ast \eta_{r^{1-\alpha}})(x),
\]
for some \( \alpha \in (0, 1) \) to be chosen, and \( \eta_{r^{1-\alpha}}(x) := r^{(\alpha-1)d} \eta(r^{\alpha-1} x) \), where \( \eta \) is the standard mollifier. Extend \( u_0 \) and \( \bar{u}_0 \) by 0 to all of \( \mathbb{R}^d \) so that \( \bar{u}_0 \in C^{0,1}(\mathbb{R}^d) \) and \( \text{supp}(\bar{u}_0) \subseteq \overline{B_{r+r^{1-\alpha}}} := B_{r^{1+\theta}} \). Let \( u_\alpha \) solve
\[
\begin{aligned}
&\begin{cases}
\partial_t u_\alpha - \text{tr}(A D^2 u_\alpha) = 0 & \text{in } Q_{r^{1+\theta}}, \\
u(t, x) = 0 & \text{on } (0, r^{2+2\theta}] \times \partial B_{r^{1+\theta}}, \\
u(0, x) = \bar{u}_0(x) & \text{on } B_{r^{1+\theta}},
\end{cases}
\end{aligned}
\]
and \( \bar{u}_\alpha \) solve
\[
\begin{aligned}
&\begin{cases}
\partial_t \bar{u}_\alpha - \text{tr}(A D^2 \bar{u}_\alpha) = 0 & \text{in } Q_{r^{1+\theta}}, \\
\bar{u}_\alpha(t, x) = 0 & \text{on } (0, r^{2+2\theta}] \times \partial B_{r^{1+\theta}}, \\
\bar{u}_\alpha(0, x) = \bar{u}_0(x) & \text{on } B_{r^{1+\theta}}.
\end{cases}
\end{aligned}
\]
Then Theorem 3.3, specifically (3.17), with \( \varepsilon := \bar{r}^{-1(1+\theta)} \), yields that since \( \bar{r}^{1+\theta} > r \geq \mathcal{Y}_p \),
\[
\| u_\alpha - \bar{u}_\alpha \|_{L^\infty(Q_{r^{1+\theta}})} \leq C \left( \| \bar{u}_0 \|_{L^\infty(B_{r^{1+\theta}})} + \bar{r}^{(1+\theta)} [\bar{u}_0]_{C^{0,1}(B_{r^{1+\theta}})} \right) \bar{r}^{-1(1+\theta)} \beta \quad (3.18)
\]

\[
= C \left( \| \bar{u}_0 \|_{L^\infty(B_r)} + \bar{r}^{(1+\theta)} [\bar{u}_0]_{C^{0,1}(B_r)} \right) \bar{r}^{-1(1+\theta)} \beta,
\]
where we used that supp($\tilde{u}_0$) $\subseteq$ $B_\tau$. We also have that

$$\|u_0 - \tilde{u}_0\|_{L^\infty(\mathbb{R}^d)} \leq \sup_{x \in \mathbb{R}^d} \int_{\mathbb{R}^d} |u_0(x) - u_0(x - y)|\eta_{1-\alpha}(y) \, dy$$

$$= \sup_{x \in \mathbb{R}^d} \int_{B_{1-\alpha}} |u_0(x) - u_0(x - y)|\eta_{1-\alpha}(y) \, dy$$

$$\leq [u_0]_{C^0,\sigma(B_\tau)} r^{\sigma(1-\alpha)}$$

$$= r^{-\sigma\alpha} r^\sigma [u_0]_{C^0,\sigma(B_\tau)}.$$

By the maximum principle, this implies

$$\|u_\alpha - \tilde{u}\|_{L^\infty(Q_{r+\theta})} + \|\tilde{u}_\alpha - \tilde{u}\|_{L^\infty(Q_{r+\theta})} \leq 2r^{-\sigma\alpha} r^\sigma [u_0]_{C^0,\sigma(B_\tau)}.$$  \hspace{1cm} (3.19)

Moreover, since $D\eta$ has mean 0,

$$|D\tilde{u}_0(x)| \leq \left| \int_{\mathbb{R}^d} u_0(y) D\eta_{1-\alpha}(x - y) \, dy \right| = \left| \int_{B_{1-\alpha}(x)} (u_0(y) - u_0(x)) D\eta_{1-\alpha}(x - y) \, dy \right|$$

$$\leq r^{\sigma(1-\alpha)} [u_0]_{C^0,\sigma(B_\tau)} \int \left| D\eta_{1-\alpha}(x - y) \right| \, dy$$

$$\leq C r^{(1-\alpha)(\sigma-1)} [u_0]_{C^0,\sigma(B_\tau)}$$

$$= C r^{-\alpha-1-\alpha} r^\sigma [u_0]_{C^0,\sigma(B_\tau)},$$

which implies

$$[\tilde{u}_0]_{C^{0,1}(B_\tau)} \leq C r^{\alpha(1-\sigma)-1} r^\sigma [u_0]_{C^0,\sigma(B_\tau)}.$$  \hspace{1cm} (3.20)

We now combine (3.18), (3.19), and (3.20) to conclude that

$$\|u - \tilde{u}\|_{L^\infty(Q_{r+\theta})} \leq 2r^{-\sigma\alpha} r^\sigma [u_0]_{C^0,\sigma(B_\tau)}$$

$$+ C \left( \|u_0\|_{L^\infty(B_\tau)} + \tilde{r}^{(1+\theta)} C r^{\alpha(1-\sigma)-1} r^\sigma [u_0]_{C^0,\sigma(B_\tau)} \right) \tilde{r}^{-(1+\theta)\beta}.$$

Using that $1 < \mathcal{Y}_p \leq r < \tilde{r} \leq 2r$, we may simplify this to argue that

$$\|u - \tilde{u}\|_{L^\infty(Q_{r+\theta})}$$

$$\leq 2r^{-\sigma\alpha} r^\sigma [u_0]_{C^0,\sigma(B_\tau)} + C \left( \|u_0\|_{L^\infty(B_\tau)} + \tilde{r}^{(1+\theta)} C r^{\alpha(1-\sigma)-1} r^\sigma [u_0]_{C^0,\sigma(B_\tau)} \right) \tilde{r}^{-(1+\theta)\beta}$$

$$= 2r^{-\sigma\alpha} r^\sigma [u_0]_{C^0,\sigma(B_\tau)} + C \left( \|u_0\|_{L^\infty(B_\tau)} + C r^{\theta + \alpha(1-\sigma)} \tilde{r}^\sigma [u_0]_{C^0,\sigma(B_\tau)} \right) \tilde{r}^{-(1+\theta)\beta}.$$

Now choose $\alpha := (1 + \theta)\beta - \theta$. Note that $\alpha \in (0,1)$ since $\theta < \frac{\beta}{2(1-\beta)}$. Thus

$$-\sigma\alpha = \theta + \alpha(1-\sigma) - (1+\theta)\beta,$$

and hence, we may rewrite

$$\|u - \tilde{u}\|_{L^\infty(Q_{r+\theta})} \leq C \left( \|u_0\|_{L^\infty(B_\tau)} + \tilde{r}^{\theta + \alpha(1-\sigma)} r^\sigma [u_0]_{C^0,\sigma(B_\tau)} \right) \tilde{r}^{-(1+\theta)\beta}.$$
Since $\theta \in \left(0, \frac{\beta}{2(1-\beta)}\right)$,
\[
\theta + \alpha(1 - \sigma) - (1 + \theta)\beta = -\alpha\sigma = -\beta\sigma + \sigma(1 - \beta) \leq \frac{-\beta\sigma}{2}
\]
and this yields
\[
\|u - \bar{u}\|_{L^8(Q_{r+\theta})} \leq C\left(\|u_0\|_{L^8(B_r)} + r^\sigma[u_0]_{C^{0,\sigma}(B_r)}\right)r^{-\frac{\beta\sigma}{2}}.
\]
This completes the proof. \(\square\)

3.2 Estimates for the Cauchy problem

Our next result in this section allows us to compare solutions of the heterogeneous Cauchy problem with solutions of the homogenized Cauchy problem, using Lemma 3.5 and deterministic estimates from Section 2.

**Proposition 3.6.** Let $\sigma \in (0, 1)$, $v_0 \in C^{0,\sigma}(B_r)$, and let $v$ and $\bar{v}$ solve
\[
\begin{align*}
\hat{c}_t v - \text{tr}(\mathbf{A}D^2 v) &= 0 \quad \text{in } (0, \infty) \times \mathbb{R}^d, \\
v(0, \cdot) &= v_0 \quad \text{on } \mathbb{R}^d,
\end{align*}
\]
and
\[
\begin{align*}
\hat{c}_t \bar{v} - \text{tr}(\bar{\mathbf{A}}D^2 \bar{v}) &= 0 \quad \text{in } (0, \infty) \times \mathbb{R}^d, \\
\bar{v}(0, \cdot) &= v_0 \quad \text{on } \mathbb{R}^d.
\end{align*}
\]
Fix $p \in (0, d)$ and let $\beta(\lambda, \Lambda, d, p) \in (0, 1]$ and $\mathcal{Y}_p$ be as in Theorem 3.3. There exist $C = C(\lambda, \Lambda, d, p) > 0$ and $\Sigma = \Sigma(\lambda, \Lambda, d) > 0$ such that, for any $\theta \in \left(0, \frac{\beta}{2(1-\beta)}\right)$, and for any $r \geq \mathcal{Y}_p \vee \Sigma$,
\[
\|v - \bar{v}\|_{L^8(Q_{r^2+\theta}) \times \mathbb{R}^d)} \leq C\left(\|v_0\|_{L^8(B_r)} + r^\sigma[v_0]_{C^{0,\sigma}(B_r)}\right)r^{-\frac{\beta\sigma}{2}} + 2 \sup_{|x| \geq 2^{-1}r} |v_0(x)|.
\]

**Proof.** Fix $p \in (0, d)$. We introduce a smooth bump function
\[
\rho_r(x) := \begin{cases} 
1 & \text{if } |x| \leq \frac{1}{2}r, \\
2\left(1 - \frac{|x|}{r}\right) & \text{if } \frac{1}{2}r < |x| \leq r, \\
0 & \text{if } |x| > r.
\end{cases}
\tag{3.21}
\]
By linearity of the equation, we define $v = v_e + v_i$ into its exterior part
\[
\begin{align*}
\hat{c}_t v_e - \text{tr}(\mathbf{A}D^2 v_e) &= 0 \quad \text{in } (0, \infty) \times \mathbb{R}^d, \\
v_e(0, \cdot) &= (1 - \rho_r)v_0 \quad \text{on } \mathbb{R}^d,
\end{align*}
\tag{3.22}
\]
and the interior part
\[
\begin{align*}
\hat{c}_t v_i - \text{tr}(\mathbf{A}D^2 v_i) &= 0 \quad \text{in } (0, \infty) \times \mathbb{R}^d, \\
v_i(0, \cdot) &= \rho_r v_0 \quad \text{on } \mathbb{R}^d,
\end{align*}
\tag{3.23}
\]
and we perform the analogous decomposition of $\tilde{v} = \tilde{v}_e + \tilde{v}_i$. As a consequence of the maximum principle and the definition of $\rho_r$,

$$\|v_e\|_{L^\infty([0,\infty) \times \mathbb{R}^d)} + \|\tilde{v}_e\|_{L^\infty([0,\infty) \times \mathbb{R}^d)} \leq 2 \sup_{\|x\| \geq 2^{-1+\theta} r} |v_0(x)|. \quad (3.24)$$

To estimate $v_i$ and $\tilde{v}_i$, we first note that by the same computation as in Lemma 2.3,

$$|v_i(t,x)| + |\tilde{v}_i(t,x)| \leq 2\|\rho_r v_0\|_{L^\infty(B_r)} \exp\left(-\frac{|x|^2 - r^2}{4\Lambda t}\right).$$

Therefore, for every $r \geq \Sigma = \Sigma(\lambda, \Lambda, d)$ and $t \in (0, r^{2+\theta}]$,

$$\sup_{\|x\| \geq r^{1+\theta}} (|v_i(t,x)| + |\tilde{v}_i(t,x)|) \leq 2\|\rho_r v_0\|_{L^\infty(B_r)} \exp\left(-\frac{r^{2+2\theta} - r^2}{4\Lambda t}\right) \leq C\|v_0\|_{L^\infty(B_r)} \exp\left(-\frac{r^{2\theta} - 1}{4d\Lambda}\right) \leq \|v_0\|_{L^\infty(B_r)} r^{-\frac{\alpha}{2}}, \quad (3.25)$$

where $\Sigma$ is chosen sufficiently large to make the last inequality hold.

Let $Q^\theta_r := (0, r^{2+\theta}] \times B_{r^{1+\theta}}$. Let $u_i$ denote the solution of the Cauchy-Dirichlet problem

$$\begin{cases}
\partial_t u_i - \text{tr}(A D^2 u_i) = 0 & \text{in } Q^\theta_r, \\
u_i(t,x) = 0 & \text{on } (0, r^{2+\theta}] \times \partial B_{r^{1+\theta}}, \\
u_i(0, \cdot) = \rho_r v_0 & \text{on } B_{r^{1+\theta}},
\end{cases} \quad (3.26)$$

and let $\tilde{u}_i$ denote the solution to the identical Cauchy-Dirichlet problem (3.26) defined with the homogenized coefficient $A$. By (3.24), the comparison principle yields

$$\|v_i - u_i\|_{L^\infty(Q^\theta_r)} + \|\tilde{v}_i - \tilde{u}_i\|_{L^\infty(Q^\theta_r)} \leq 2\|v_0\|_{L^\infty(B_r)} r^{-\frac{\alpha}{2}}. \quad (3.27)$$

We next apply Lemma 3.5, to conclude that since $r \geq \mathcal{Y}_p$,

$$\|u_i - \tilde{u}_i\|_{L^\infty(Q_r^{1+\theta})} \leq C\left(\|\rho_r v_0\|_{L^\infty(B_r)} + r^\sigma [\rho_r v_0]_{C^{0,\sigma}(B_r)}\right) r^{-\frac{\alpha}{2}}. \quad (3.28)$$

We now estimate the Hölder norm of $\rho_r v_0$, using the definition of $\rho_r$ in (3.21) to obtain

$$r^\sigma [\rho_r v_0]_{C^{0,\sigma}(B_r)} \leq r^\sigma \|\rho_r v_0\|_{L^\infty(B_r)} v_0]_{C^{0,\sigma}(B_r)} + r^\sigma [\rho_r]_{C^{0,\sigma}(B_r)} \|v_0\|_{L^\infty(B_r)} \leq r^\sigma [v_0]_{C^{0,\sigma}(B_r)} + 2\|v_0\|_{L^\infty(B_r)}.$$

This implies

$$\|u_i - \tilde{u}_i\|_{L^\infty(Q_r^{1+\theta})} \leq C\left(\|v_0\|_{L^\infty(B_r)} + r^\sigma [v_0]_{C^{0,\sigma}(B_r)}\right) r^{-\frac{\alpha}{2}}. \quad (3.28)$$

Combining (3.25), (3.27), (3.28), and the triangle inequality yields

$$\|v_i - \tilde{v}_i\|_{L^\infty([0,r^{2+\theta}] \times \mathbb{R}^d)} = \max \left\{\|v_i - \tilde{v}_i\|_{L^\infty(Q^\theta_r)}, \sup_{(0,r^{2+\theta}] \times (B_r^{1+\theta})} |v_i - \tilde{v}_i| \right\}$$

$$= C\left(\|v_0\|_{L^\infty(B_r)} + r^\sigma [v_0]_{C^{0,\sigma}(B_r)}\right) r^{-\frac{\alpha}{2}}.$$

The result now follows from the previous display, (3.24) and the triangle inequality. \qed
3.3 Estimates on stationary approximate correctors

For every \( \delta > 0 \), let us define the stationary approximate correctors

\[
\delta^2 w_{ij}^\delta - \text{tr}(A(e_i \otimes e_j + D^2 w_{ij}^\delta)) = 0 \quad \text{in} \quad \mathbb{R}^d,
\]

for \( 1 \leq i, j \leq d \).

**Proposition 3.7.** Fix \( p \in (0,d) \). There exists \( \beta(\lambda, \Lambda, d, p) \in (0,1], C(\lambda, \Lambda, d, p) \in [1, \infty) \), and a random variable \( \mathcal{Y}_p \) satisfying \( \mathcal{Y}_p = O_p(C) \) such that, for every \( \delta \in (0, \mathcal{Y}_p^{-1}] \),

\[
\sup_{x \in B_{1/2} \cap \mathbb{R}^d} |\tilde{A}_{ij} - \delta^2 w_{ij}^\delta(x)| \leq C \delta^\beta.
\]

**Proof.** We recall that, by the Krylov-Safonov estimate,

\[
\|\delta^2 w_{ij}^\delta\|_{L^\infty(\mathbb{R}^d)} + \delta^{-\sigma} \left[ \delta^2 w_{ij}^\delta \right]_{C^0,r(B_{2/3})} \leq C.
\]

Let us recall the classical argument (which can be found for example in [3]). Since the stationary approximate correctors \( \|\delta^2 w_{ij}^\delta\|_{L^\infty(\mathbb{R}^d)} \leq C \) for \( C = C(\lambda, \Lambda, d) \), letting \( v_{ij}^\delta(x) := \frac{1}{2} x \cdot (e_i \otimes e_j)x + w_{ij}^\delta(x) \), we observe that

\[
\delta^2 \text{osc}_{B_{2/3}} v_{ij}^\delta \leq \delta^2 \text{osc}_{B_{2/3}} \frac{1}{2} x \cdot (e_i \otimes e_j)x + \delta^2 \text{osc}_{B_{2/3}} w_{ij}^\delta \leq C,
\]

and hence by the Krylov-Safonov estimates, since

\[-\text{tr}(A D^2 \tilde{v}_{ij}^\delta) = -\delta^2 w_{ij}^\delta \quad \text{in} \quad \mathbb{R}^d,
\]

we have

\[
\delta^{-\sigma} [\delta^2 v_{ij}^\delta]_{C^0,r(B_{2/3})} \leq C.
\]

By another triangle inequality, we may conclude (3.31).

We now suppose that there exists \( \alpha > 0 \) such that

\[
\inf_{x \in \mathcal{D}_m} (\delta^2 w_{ij}^\delta(x) - \tilde{A}_{ij}) = -\alpha.
\]

An analogous argument can be made if \( \sup_{x \in \mathcal{D}_m} (\delta^2 w_{ij}^\delta(x) - \tilde{A}_{ij}) = \alpha \). By (3.29) and (3.31), this implies that on \( \mathcal{D}_m \), for \( 3^m \leq C^{-1}(\frac{a}{2})^{1/\sigma} \frac{1}{\delta} \),

\[-\text{tr}(A(e_i \otimes e_j + D^2 w_{ij}^\delta)) = -\delta^2 w_{ij}^\delta \geq -\tilde{A}_{ij} - C \delta^\sigma 3^m \alpha + \alpha \geq -\tilde{A}_{ij} + \frac{\alpha}{2}.
\]

Now we consider the function \( \tilde{v}_{ij}^\delta(x) := \tilde{w}_{ij}^\delta(x) - \frac{\alpha}{2} (3^m - |x|^2) + C \frac{\alpha}{2} \). Then \( \tilde{v}_{ij}^\delta \) solves

\[-\text{tr}(A(e_i \otimes e_j + D^2 \tilde{v}_{ij}^\delta)) \geq -\tilde{A}_{ij} \quad \text{in} \quad \mathcal{D}_m,
\]

with \( \tilde{v}_{ij}^\delta \geq 0 \) on \( \mathcal{D}_m \). By (3.4), this implies that

\[(\sup_{\mathcal{D}_m} -\tilde{v}_{ij}^\delta)^d \leq C 3^{2md} \mu(\mathcal{D}_m, A(e_i \otimes e_j + \cdot) - \tilde{A}_{ij}),\]
and hence comparing to $-\tilde{r}^\delta_{ij}(0)$, we have
\[
\sup_{x \in \mathbb{D}_m} (\tilde{A}_{ij} - \delta^2 \tilde{w}^\delta_{ij}(x)) = \alpha \leq (\mu(\mathbb{D}_m, A(e_i \otimes e_j + \cdot, -\tilde{A}_{ij})))^{1/2}.
\]
Thus, by (3.3), we have
\[
\sup_{x \in \mathbb{D}_m} |\tilde{A}_{ij} - \delta^2 \tilde{w}^\delta_{ij}(x)| \leq C(3^{-mq'p'} + 1)^{1/2} \delta,
\]
where we need $\delta \leq 3^{-m\left(\frac{p}{2}\right)}$. In particular, if $\delta = 3^{-mq'p'}$, then, for all $\delta^{-1} \geq \mathcal{Y}_p := \chi^\frac{1}{2}$,
\[
\sup_{x \in B_{\delta^{-1/p'}}} |\tilde{A}_{ij} - \delta^2 \tilde{w}^\delta_{ij}(x)| \leq C\delta^\beta,
\]
where we recall that $\frac{p}{q} = \frac{p}{p+(d-p)/\beta}$. By the same argument as in Remark 3.2 (a union bound), we conclude that for some $\mathcal{Y}_p = O_p(C)$, for any $\delta \in (0, \mathcal{Y}_p]$, (3.30) holds. \qed

4. Convergence of the parabolic Green function

Before proving Theorem 1.1, we first observe the following result for solutions of the homogenized Cauchy problem with initial data mean-zero and bounded above by a Gaussian.

**Lemma 4.1.** Suppose that $w$ is a solution of the initial-value problem
\[
\begin{aligned}
\frac{\partial w}{\partial t} - \text{tr}(\tilde{A} D^2 w) &= 0 \quad \text{in} \ (0, \infty) \times \mathbb{R}^d, \\
 w(0, \cdot) &= w_0 \quad \text{on} \ \mathbb{R}^d,
\end{aligned}
\]
with the initial condition satisfying, for some $s \in (0, \infty),
\[
\int_{\mathbb{R}^d} w_0(x) \, dx = 0 \quad \text{and} \quad |w_0(x)| \leq M s^{-\frac{d}{2}} \exp\left(-\frac{|x|^2}{s}\right).
\]
Then there exists $C = C(\Lambda, d) \in [1, \infty)$ such that, for every $t \geq 0$ and $x \in \mathbb{R}^d$,
\[
|w(t, x)| \leq CM s^{\frac{d}{2}} t^{-\frac{d+1}{2}} \exp\left(-\frac{|x|^2}{16t}\right).
\]

**Proof.** Up to an affine change of coordinates, we may assume without loss of generality that $\tilde{A}$ is the identity matrix, and that its Green function $P(t, x)$ is the heat kernel. We first observe that, since $w_0$ has mean-zero, for every $(t, x) \in (0, \infty) \times \mathbb{R}^d$,
\[
w(t, x) = \int_{\mathbb{R}^d} w_0(y) P(t, x - y) \, dy = \int_{\mathbb{R}^d} w_0(y) (P(t, x - y) - P(t, x)) \, dy
\]
\[
= t^{-\frac{d+1}{2}} \int_{\mathbb{R}^d} \int_0^1 w_0(y) \frac{(x - ry) \cdot y}{t^2} \exp\left(-\frac{|x - ry|^2}{4t}\right) \, dr \, dy.
\]
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The assumptions on \( w_0 \) and the fact that there exists \( c \in (0, \infty) \) such that \( r \exp(-r^2) \leq c \exp(-2^{-1}r^2) \) imply that

\[
|w(t, x)| \leq Mt^{-d+1} \int_{\mathbb{R}^d} \int_0^1 s^{-d} |y| \frac{|x - ry|}{t^\frac{d}{2}} \exp \left( -\frac{|y|^2}{s} - \frac{|x - ry|^2}{4t} \right)
\]

\[
\leq CMt^{-d+1} \int_{\mathbb{R}^d} \int_0^1 s^{-d} |y| \exp \left( -\frac{|y|^2}{s} - \frac{|x - ry|^2}{8t} \right)
\]

\[
= CMt^{-d+1} \int_{\mathbb{R}^d} \int_0^1 s^{-d} |y| \exp \left( -\frac{|y|^2}{s} + \frac{x \cdot ry}{4t} - \frac{r^2|y|^2}{8t} \right).
\]

After using Young’s inequality to write

\[
|x \cdot ry| \leq \frac{|x|^2}{4} + r^2|y|^2,
\]

we have

\[
|w(t, x)| \leq CMt^{-d+1} \exp \left( -\frac{|x|^2}{16t} \right) \int_{\mathbb{R}^d} s^{-d} |y| \exp \left( -\frac{|y|^2}{s} + \frac{|y|^2}{8t} \right).
\]

Therefore, for every \( t \geq s \), for \( c \in (0, \infty) \) depending on \( d \),

\[
|w(t, x)| \leq CMt^{-d+1} \exp \left( -\frac{|x|^2}{16t} \right) \int_{\mathbb{R}^d} s^{-d} |y| \exp \left( -\frac{7|y|^2}{8s} \right) \leq CMs^{\frac{d}{2}} t^{-d+1} \exp \left( -\frac{|x|^2}{16t} \right),
\]

which completes the proof. \( \square \)

Equipped with this result, we are now ready to prove Theorem 1.1.

**Proof of Theorem 1.1.** Fix \( p \in (0, d) \) and for ease of notation, let \( \mathcal{Y}_p = \mathcal{Y} \) throughout the rest of the proof. Let \( \gamma := \frac{d\sigma}{8} + \frac{1}{4} \), for \( \beta \) as in Theorem 3.3 and \( \sigma = \sigma(\lambda, \Lambda, d) \in (0, 1) \) the exponent from the Krylov-Safonov estimate. We will fix constants \( \Sigma, \theta, K, A_1 \in [1, \infty) \) and \( A_0 \in (0, 1] \) to be determined below. Just to clarify that these undetermined constants will be not be chosen in a circular way, we mention that \( A_1 \) will be chosen first to be very large, depending only on \( (d, \lambda, \Lambda) \); we choose \( A_0 \) very small and \( \theta \) very large, each depending on \( (A_1, d, \lambda, \Lambda) \); the constant \( K \) is chosen, to be very large depending on \( (A_0, A_1, d, \lambda, \Lambda) \); finally, \( \Sigma \) is chosen last, and depends on the previous constants.

Define

\[
c_t[v_0] := \int_{\mathbb{R}^d} v(t, x) \, dx.
\]

The proof will be based on an induction argument in time. We fix a constant \( R \) as in the statement of the theorem, with \( R \geq \Sigma \vee \mathcal{Y} \).

**Step 1.** We make some crude estimates on \( v \) which will serve as the base case in our induction argument. By the exact same computation as in Lemma 2.3, for all \( t \in (0, \infty) \) and \( x \in \mathbb{R}^d \),

\[
|v(t, x)| \leq MR^{-d} \exp \left( -\frac{|x|^2}{4\Lambda(t + R^2)} \right).
\]
In particular, (4.4) implies that for all \( s \in [R^2, KR^2] \),
\[
|c_s[v_0]| \leq \int_{\mathbb{R}^d} MR^{-d} \exp \left( -\frac{|x|^2}{4\Lambda(K + 1)R^2} \right) dx = (4\pi\Lambda(K + 1))^{\frac{d}{2}} M. \tag{4.5}
\]

Moreover, for every \( s \in [R^2, KR^2] \),
\[
|v(s, x) - c_s[v_0]\mathcal{P}(s, x - y)|
\leq |v(s, x)| + |c_s[v_0]|\mathcal{P}(s, x - y)
\leq MR^{-d} \exp \left( -\frac{|x|^2}{4\Lambda(s + R^2)} \right) + \left( \frac{\Lambda(K + 1)}{\lambda} \right)^{\frac{d}{2}} Ms^{-\frac{d}{2}} \exp \left( -\frac{|x|^2}{4\Lambda s} \right)
\leq 2 \left( \frac{\Lambda(K + 1)}{\lambda} \right)^{\frac{d}{4}} Ms^{-\frac{d}{4}} \exp \left( -\frac{|x|^2}{A_1 s} \right), \tag{4.6}
\]
provided that \( A_1 \geq 8\Lambda \).

**Step 2.** The induction setup. Our induction hypothesis asserts that, for some time \( t_0 \geq KR^2 \), we have, for every \( s \in [R^2, t_0] \),
\[
|c_s[v_0]| \leq (4\pi\Lambda(K + 1))^{\frac{d}{2} + 1} M \prod_{j=0}^{\infty} \left( 1 + K^{-\gamma j} \right) \tag{4.7}
\]
and
\[
|v(s, x) - c_s[v_0]\mathcal{P}(s, x)| \leq 2 \left( \frac{\Lambda(K + 1)}{\lambda} \right)^{\frac{d}{4} + 1} M \left( \frac{s}{R^2} \right)^{-\gamma} s^{-\frac{d}{4}} \exp \left( -\frac{|x|^2}{A_1 s} \right). \tag{4.8}
\]

Observe that the induction hypothesis is valid for \( t_0 = KR^2 \) in (4.5) and (4.6) respectively.

We will show that the validity of these statements for \( t_0 \) implies their validity for \( Kt_0 \), where \( K \geq 10 \) is a large constant to be determined. To that end, select \( t \in [t_0, Kt_0] \) and set \( s := K^{-1}t \in [K^{-1}t_0, t_0] \).

We approximate \( v - c_s[v_0]\mathcal{P} \) by the solution \( Q(\cdot; s) \) of the initial-value problem
\[
\begin{aligned}
\dot{Q}(\cdot; t; s) - \text{tr}(\mathbf{A}D^2Q(\cdot; t; s)) &= 0 \quad \text{in } (s, \infty) \times \mathbb{R}^d, \\
Q(s; \cdot; s) &= v(s, \cdot) - c_s[v_0]\mathcal{P}(s, \cdot) \quad \text{on } \mathbb{R}^d.
\end{aligned}
\]

We also let \( \tilde{Q}(\cdot; s) \) be the solution of the homogenized problem
\[
\begin{aligned}
\dot{\tilde{Q}}(\cdot; t; s) - \text{tr}(\tilde{\mathbf{A}}D^2\tilde{Q}(\cdot; t; s)) &= 0 \quad \text{in } (s, \infty) \times \mathbb{R}^d, \\
\tilde{Q}(s; \cdot; s) &= v(s, \cdot) - c_s[v_0]\mathcal{P}(s, \cdot) \quad \text{on } \mathbb{R}^d.
\end{aligned}
\]

By the triangle inequality,
\[
|v(t, x) - c_s[v_0]\mathcal{P}(t, x)|
\leq |v(t, x) - Q(t, x; s) - c_s[v_0]\mathcal{P}(t, x)| + |Q(t, x; s) - \tilde{Q}(t, x; s)| + |\tilde{Q}(t, x; s)|. \tag{4.9}
\]
Step 3. We estimate the last term on the right side of (4.9). The claim is
\[
|\tilde{Q}(t, x; s)| \leq CK^\frac{d}{2} + 1 MA_1^\frac{d+1}{2} \left( \frac{t}{R^2} \right)^{-\gamma} \left( \frac{t}{s} \right)^{-\gamma + \frac{d}{2}} \left( \frac{t - s}{t - s} \right)^{\frac{d+1}{2}} t^{-\frac{d}{2}} \exp \left( -\frac{|x|^2}{16A_1 t} \right). \tag{4.10}
\]
Observe that, by definition of $c_s[v_0]$, the initial condition $v(s, x) - c_s[v_0]P(s, x)$ in the PDE for $\tilde{Q}(:, s)$ has zero mean. In view of (4.8), an application of Lemma 4.1 yields, for every $t \geq (A_1 + 1)s$,
\[
|\tilde{Q}(t, x; s)| \leq CK^\frac{d}{2} + 1 MA_1^\frac{d+1}{2} \left( \frac{s}{R^2} \right)^{-\gamma} s^\frac{1}{2} (t - s)^{-\frac{d+1}{2}} t^{-\frac{d}{2}} \exp \left( -\frac{|x|^2}{16A_1 (t - s)} \right).
\]
We next compute
\[
\left( \frac{s}{R^2} \right)^{-\gamma} s^\frac{1}{2} (t - s)^{-\frac{d+1}{2}} \exp \left( -\frac{|x|^2}{16A_1 (t - s)} \right) t^{-\frac{d}{2}}.
\]
Combining this with the above display yields (4.10).

Step 4. We estimate the second term on the right side (4.9). The precise claim is that
\[
|\tilde{Q}(t, x; s) - Q(t, x; s)| \leq CK^\frac{d}{2} + 1 M \left( \frac{t}{R^2} \right)^{-\gamma} \left( \frac{t}{s} \right)^{-\gamma + \frac{d}{2}} \left( \frac{\theta t}{s} \right) t^{-\gamma} t^{-\frac{d}{2}} \exp \left( -\frac{|x|^2}{A_1 t} \right). \tag{4.11}
\]
Here we apply Proposition 3.6 with $r = \sqrt{\theta t \log t}$. Since $t \geq Ks \geq R^2 \geq \mathcal{Y}^2$, this implies that $\sqrt{\theta t \log t} \geq \mathcal{Y}$. This, and the fact that $\frac{\beta d}{\gamma} \geq 4\gamma$, yields
\[
\|\tilde{Q}(\cdot, \cdot; s) - Q(\cdot, \cdot; s)\|_{L^\infty([2^{-1}, t] \times \mathbb{R}^d)} \leq C \left( \|v(s, \cdot) - c_s[v_0]P(s, \cdot)\|_{L^\infty(B_{\sqrt{\theta t \log t}})} + (\theta t \log t)^\frac{\gamma}{2} \|v(s, \cdot) - c_s[v_0]P(s, \cdot)\|_{C^{0, \alpha}(B_{\sqrt{\theta t \log t}})} \right) (\theta t \log t)^{-4\gamma}
\]
\[+ 2 \sup_{|x| \geq 2^{-1}\sqrt{\theta t \log t}} |v(s, x) - c_s[v_0]P(s, x)|. \tag{4.12}
\]
We next invoke (4.8) to argue that since $t \geq Ks \geq s$,
\[
\sup_{|x| \geq 2^{-1}\sqrt{\theta t \log t}} |v(s, x) - c_s[v_0]P(s, x)| \leq CK^\frac{d}{2} + 1 M \left( \frac{s}{R^2} \right)^{-\gamma} s^{-\frac{d}{2}} \exp \left( -\frac{\theta t \log t}{4A_1 s} \right)
\]
\[\leq CK^\frac{d}{2} + 1 M \left( \frac{s}{R^2} \right)^{-\gamma} s^{-\frac{d}{2}} t^{-\frac{\beta}{4\gamma}}, \]
and we will choose $\theta := 12A_1 \gamma$, allowing us to conclude that
\[
\sup_{|x| \geq 2^{-1}\sqrt{\theta t \log t}} |v(s, x) - c_s[v_0]P(s, x)| \leq CK^\frac{d}{2} + 1 M \left( \frac{s}{R^2} \right)^{-\gamma} s^{-\frac{d}{2}} t^{-3\gamma}. \tag{4.13}
\]
This is the second main term in the right hand side of (4.12), and we turn now to first term. By (4.8),
\[
\|v(s, \cdot) - c_s[v_0]P(s, \cdot)\|_{L^\infty(B_{\sqrt{\theta t \log t}})} \leq CK^\frac{d}{2} + 1 M \left( \frac{s}{R^2} \right)^{-\gamma} s^{-\frac{d}{2}}, \tag{4.14}
\]
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and moreover, by (4.7) and (4.8), we obtain
\[ \|v\|_{L^\infty([2^{-1}s,s] \times B_{\sqrt{s}})} \leq CK^{\frac{d}{2}+1} M s^{-\frac{d}{2}}. \]  
(4.15)

We next apply Lemma 2.1 with \( r_1 = \sqrt{t \log t} \) and \( r = \sqrt{s} \), to obtain, in view of (4.15),
\[ (\theta t \log t)\frac{s}{2} \|v(s, \cdot)\|_{C^{0,\sigma}(B_{\sqrt{s}})} \leq C \left( \frac{\theta t \log t}{s} \right)^{\frac{s}{2}} \|v\|_{L^\infty([2^{-1}s,s] \times B_{\sqrt{s}})} \leq CK^{\frac{d}{2}+1} M \left( \frac{\theta t \log t}{s} \right)^{\frac{s}{2}} s^{-\frac{d}{2}}. \]

Moreover, by (4.7),
\[ c_s[v_0](\theta t \log t)\frac{s}{2} \|P(s, \cdot)\|_{C^{0,\sigma}(B_{\sqrt{s}})} \leq c_s[v_0](\theta t \log t)\frac{s}{2} \|P(s, \cdot)\|_{C^{0,1}(B_{\sqrt{s}})} \leq C c_s[v_0](\theta t \log t)s^{-\frac{d}{2}-1} \leq CK^{\frac{d}{2}+1} M \left( \frac{\theta t \log t}{s} \right)s^{-\frac{d}{2}}. \]

Combining the previous two displays yields
\[ (\theta t \log t)\frac{s}{2} \|v(s, \cdot) - c_s[v_0]P(s, \cdot)\|_{C^{0,\sigma}(B_{\sqrt{s}})} \leq CK^{\frac{d}{2}+1} M \left( \frac{\theta t \log t}{s} \right)s^{-\frac{d}{2}}. \]  
(4.16)

Finally, inserting (4.13), (4.14), and (4.17) into (4.12) yields
\[ \|\bar{Q}(\cdot, \cdot; s) - Q(\cdot, \cdot; s)\|_{L^\infty([2^{-1}t,t] \times \mathbb{R}^d)} \leq CK^{\frac{d}{2}} M \left( \frac{\theta t \log t}{s} \right)s^{-\frac{d}{2}} (\theta t \log t)^{-4\gamma + CK^{\frac{d}{2}}} M \left( \frac{s}{R^2} \right)^{-s^{-\frac{d}{2}}} t^{-3\gamma}. \]

Now choosing the deterministic lower bound \( \Sigma \) on \( R \) to be sufficiently large, we have that for \( t \geq s \geq \Sigma \),
\[ (\log t)^{1-4\gamma} \leq t^\gamma, \]
and this implies
\[ \|\bar{Q}(\cdot, \cdot; s) - Q(\cdot, \cdot; s)\|_{L^\infty([t/2,t] \times \mathbb{R}^d)} \leq CK^{\frac{d}{2}+1} M \left[ \left( \frac{\theta t}{s} \right)^{1-4\gamma} \left( \frac{\theta t}{s} \right)^{-4\gamma} \right] t^{-3\gamma}s^{-\frac{d}{2}} \]  
(4.18)

Now we use this to argue that for \( |x| \leq A_0 \sqrt{t \log t} \), since \( R \geq \Sigma \), for \( t \geq Ks \geq R^{-2}s \),
\[ |\bar{Q}(t, x; s) - Q(t, x; s)| \leq CK^{\frac{d}{2}+1} M \left[ \left( \frac{\theta t}{s} \right)^{1-4\gamma} \left( \frac{\theta t}{s} \right)^{-4\gamma} \right] t^{-2\gamma} s^{-\frac{d}{2}} \exp \left( -\frac{|x|^2}{A_1 t} \right) \exp \left( \frac{A_0^2 \log t}{A_1} \right) \]  
(4.19)

\[ = CK^{\frac{d}{2}+1} M \left[ \left( \frac{\theta t}{s} \right)^{1-4\gamma} \left( \frac{\theta t}{s} \right)^{-4\gamma} \right] t^{-2\gamma} s^{-\frac{d}{2}} \exp \left( -\frac{|x|^2}{A_1 t} \right) t^{\frac{\gamma}{A_1}} \]  
\[ \leq CK^{\frac{d}{2}+1} M \left( \frac{s}{R^2} \right)^{-\gamma} \left( \frac{\theta t}{s} \right)^{1-4\gamma} \left( \frac{\theta t}{s} \right)^{-4\gamma} t^{-2\gamma} s^{-\frac{d}{2}} \exp \left( -\frac{|x|^2}{A_1 t} \right) t^{\frac{\gamma}{A_1}}. \]
We now choose \( A_0 := (A_1 \gamma)^\frac{1}{2} \) so that \( A_1^{-1} A_0^2 = \gamma \), which implies that, for \( |x| \leq A_0 \sqrt{t \log t} \) and \( t \geq Ks \),

\[
|Q(t, x; s) - Q(t, x; s)| \leq CK^{\frac{d+1}{2}} M \left( \frac{s}{R^2} \right)^{-\gamma} \left( \frac{\theta t}{s} \right) t^{-\gamma} s^{-\frac{d}{2}} \exp \left( -\frac{|x|^2}{A_1 t} \right) \\
= CK^{\frac{d+1}{2}} M \left( \frac{t}{R^2} \right)^{-\gamma} \left( \frac{t}{s} \right)^{\gamma + \frac{d}{2}} \left( \frac{\theta t}{s} \right) t^{-\gamma} t^{-\frac{d}{2}} \exp \left( -\frac{|x|^2}{A_1 t} \right). \quad (4.20)
\]

This is the bulk estimate. For the tails, we estimate, for \( |x| \geq A_0 \sqrt{t \log t} \), using (4.8), uniform ellipticity, and the comparison principle,

\[
|Q(t, x; s)| \leq 2 \left( \frac{\Lambda(K + 1)}{\lambda} \right)^{\frac{d+1}{2}} M \left( \frac{s}{R^2} \right)^{-\gamma} s^{-\frac{d}{2}} \int_{\mathbb{R}^d} \exp \left( -\frac{|z|^2}{A_1 s} - \frac{|x-z|^2}{4 \Lambda(t-s)} \right) dz \\
= CK^{\frac{d+1}{2}} M \left( \frac{s}{R^2} \right)^{-\gamma} s^{-\frac{d}{2}} \int_{\mathbb{R}^d} \exp \left( -\frac{|z|^2}{A_1 s} - \frac{|x-z|^2}{8 \Lambda(t-s)} \right) \frac{|x-z|^2}{8 \Lambda(t-s)} dz.
\]

We next observe that, for sufficiently large \( A_1 \), depending on \((d, \lambda, \Lambda)\), for all \( t \geq Ks \),

\[
\frac{|z|^2}{A_1 s} + \frac{|x-z|^2}{8 \Lambda(t-s)} \geq \frac{K|x|^2}{2 A_1 t}.
\]

Therefore we obtain, for \( |x| \geq A_0 \sqrt{t \log t} \),

\[
|Q(t, x; s)| \leq CK^{\frac{d+1}{2}} M \left( \frac{s}{R^2} \right)^{-\gamma} s^{-\frac{d}{2}} \exp \left( -K \frac{|x|^2}{2 A_1 t} \right) \int_{\mathbb{R}^d} \exp \left( -\frac{|x|^2}{8 \Lambda(t-s)} \right) dz \\
\leq CK^{\frac{d+1}{2}} M \left( \frac{s}{R^2} \right)^{-\gamma} s^{-\frac{d}{2}} \exp \left( -\frac{K |x|^2}{2 A_1 t} \right) \\
\leq CK^{\frac{d+1}{2}} M \left( \frac{s}{R^2} \right)^{-\gamma} s^{-\frac{d}{2}} \exp \left( -\frac{A_1^2(K-2)}{2 A_1} \log t \right) \exp \left( -\frac{|x|^2}{A_1 t} \right) \\
= CK^{\frac{d+1}{2}} M \left( \frac{s}{R^2} \right)^{-\gamma} s^{-\frac{d}{2}} \exp \left( -\frac{A_1^2(K-2)}{2 A_1} \log t \right) \exp \left( -\frac{|x|^2}{A_1 t} \right),
\]

where in the penultimate line we used the condition that \( |x| \geq A_0 \sqrt{t \log t} \). If we require that \( K \) be sufficiently large that \( A_1^2(K-2)/(2 A_1) \geq d + 2 \gamma \), then we obtain

\[
|Q(t, x; s)| \leq CK^{\frac{d+1}{2}} M \left( \frac{s}{R^2} \right)^{-\gamma} s^{-\frac{d}{2}} t^{-\frac{d}{2} - 2 \gamma} \exp \left( -\frac{|x|^2}{A_1 t} \right) \\
\leq CK^{\frac{d+1}{2}} M \left( \frac{t}{R^2} \right)^{-\gamma} \left( \frac{t}{s} \right)^{\gamma} t^{-\gamma} t^{-\frac{d}{2}} \exp \left( -\frac{|x|^2}{A_1 t} \right).
\]

An estimate for \( \bar{Q} \) can obtained in the same way. We therefore obtain, for every \( |x| \geq A_0 \sqrt{t \log t} \),

\[
|\bar{Q}(t, x; s) - Q(t, x; s)| \leq |\bar{Q}(t, x; s)| + |Q(t, x; s)| \\
\leq CK^{\frac{d+1}{2}} M \left( \frac{t}{R^2} \right)^{-\gamma} \left( \frac{t}{s} \right)^{\gamma} t^{-\gamma} t^{-\frac{d}{2}} \exp \left( -\frac{|x|^2}{A_1 t} \right), \quad (4.21)
\]
by choosing \( K(d, \lambda, \Lambda) \) sufficiently large. Combining (4.20) and (4.21), we obtain (4.11).

**Step 5.** We estimate the first term on the right side of (4.9). The claim is that

\[
|v(t, x) - Q(t, x; s) - c_s[v_0]\overline{P}(t, x)|
\leq CK^{\frac{d}{2}+1}M\left(\frac{t}{R^2}\right)^{-\gamma}\left(\frac{t}{s}\right)^{\gamma + \frac{d}{2}}\left(\frac{\theta t}{s}\right)^{t-\gamma} t^{-\frac{d}{2}} \exp\left(-\frac{|x|^2}{A_1t}\right). \tag{4.22}
\]

The function \( v - Q(\cdot, \cdot; s) \) satisfies the heterogeneous equation with initial data (at time \( s \)) equal to \( c_s[v_0]\overline{P}(s, x) \). Observe that, by choice of \( A_1 \),

\[
|c_s[v_0]\overline{P}(s, x)| \leq CK^{\frac{d}{2}+1}Ms^{-\frac{d}{2}} \exp\left(-\frac{|x|^2}{A_1s}\right). \tag{4.23}
\]

This implies that the initial condition is bounded above by (almost) the same right hand side as (4.8), and we can obtain (4.22) by an identical analysis as above. Indeed an application of Proposition 3.6, using identical choices of \( A_0, \theta \) as before, implies that

\[
\|v - Q(\cdot; s) - c_s[v_0]\overline{P}\|_{L^\infty([2^{-11}t,t] \times \mathbb{R}^d)} \leq CK^{\frac{d}{2}+1}M\left(\frac{s}{R^2}\right)^{-\gamma}\left(\frac{s}{t}\right) t^{-\gamma - 2\gamma s^{-\frac{d}{2}}}.
\]

Now using that \( t \geq Ks \geq sR^{-2} \), we have

\[
\|v - Q(\cdot; s) - c_s[v_0]\overline{P}\|_{L^\infty([2^{-11}t,t] \times \mathbb{R}^d)} \leq CK^{\frac{d}{2}+1}M\left(\frac{s}{R^2}\right)^{-\gamma}\left(\frac{s}{t}\right) t^{-2\gamma s^{-\frac{d}{2}}}.
\]

An identical analysis as in Step 4, starting from (4.19) allows us to conclude (4.22) for \( |x| \leq A_0\sqrt{\log t} \). For the tail, we note that an identical analysis to that of Step 4 yields that by deterministic tail bounds,

\[
|v(t, x) - Q(t, x; s)| + |c_s[v_0]\overline{P}(t, x)| \leq CK^{\frac{d}{2}+1}Ms^{-\frac{d}{2}}t^{-\frac{d}{2} - 2\gamma} \exp\left(-\frac{|x|^2}{A_1t}\right).
\]

Using again that \( t \geq sR^{-2} \), we obtain that for \( |x| \geq A_0\sqrt{\log t} \),

\[
|v(t, x) - Q(t, x; s)| + |c_s[v_0]\overline{P}(t, x)| \leq CK^{\frac{d}{2}+1}M\left(\frac{t}{R^2}\right)^{-\gamma}\left(\frac{t}{s}\right) \gamma^{-\frac{d}{2}} \exp\left(-\frac{|x|^2}{A_1t}\right),
\]

and this implies (4.22) holds everywhere.

**Step 6.** The verification of the induction. Combining (4.9), (4.10), (4.11) and (4.22) yields

\[
|v(t, x) - c_s[v_0]\overline{P}(t, x)|
\leq CK^{\frac{d}{2}+1}M\left(\frac{t}{R^2}\right)^{-\gamma}\left[ A_1^{\frac{d+1}{2}}\left(\frac{t}{s}\right)^{-\frac{1}{2} + \gamma} \gamma^{\frac{d+1}{2}} + \left(\frac{t}{s}\right)^{\gamma + \frac{d}{2}} \left(\frac{\theta t}{s}\right)^{t-\gamma} \right] t^{-\frac{d}{2}} \exp\left(-\frac{|x|^2}{A_1t}\right).
\]

Choosing now \( t = Ks \) and simplifying, we obtain

\[
|v(Ks, x) - c_s[v_0]\overline{P}(Ks, x)|
\leq CK^{\frac{d}{2}}M\left(\frac{Ks}{R^2}\right)^{-\gamma}\left( A_1^{\frac{d+1}{2}}K^{-\frac{1}{2} + \gamma} + K^{\gamma + \frac{d}{2}}K\theta(Ks)^{-\gamma} \right)(Ks)^{-\frac{d}{2}} \exp\left(-\frac{|x|^2}{A_1(Ks)}\right). \tag{4.24}
\]
This implies, via integration,

\[ |c_{Ks}[v_0] - c_s[v_0]| \leq CK^\frac{d}{2} M \left( \frac{Ks}{R^2} \right)^{-\gamma} \left( A_1^\frac{d+1}{2} K^{-\frac{1}{4} + \gamma} + K^{1 + \frac{d}{4}} \theta_s^{-\gamma} \right). \tag{4.25} \]

Combining (4.24) and (4.25), we obtain

\[ |v(Ks, x) - c_{Ks}[v_0]| \leq |v(Ks, x) - c_s[v_0]| + |c_s[v_0] - c_{Ks}[v_0]| \leq CK^\frac{d}{2} M \left( \frac{Ks}{R^2} \right)^{-\gamma} \left( A_1^\frac{d+1}{2} K^{-\frac{1}{4} + \gamma} + K^{1 + \frac{d}{4}} \theta_s^{-\gamma} \right) \exp \left( -\frac{|x|^2}{A_1(Ks)} \right). \]

Since \( \gamma < \frac{1}{4} < \frac{d}{2} \), choosing \( K \) sufficiently large in terms of \( C, A_1 \), and then choosing \( s \geq \Sigma \) deterministic, we obtain

\[ |v(Ks, x) - c_{Ks}[v_0]| \leq 2 \left( \frac{\Lambda(K + 1)}{\lambda} \right)^\frac{d}{2} M \left( \frac{Ks}{R^2} \right)^{-\gamma} \exp \left( -\frac{|x|^2}{A_1(Ks)} \right), \]

and this is (4.8) evaluated at time \( Ks \). We also clearly have by (4.25) that, for \( \Sigma \) and \( K \) sufficiently large,

\[ |c_{Ks}[v_0] - c_s[v_0]| \leq (4\pi \Lambda(K + 1))^{\frac{d}{2}}(K + 1)^{\frac{d}{2} + 1} M \left( \frac{Ks}{R^2} \right)^{-\gamma}. \tag{4.26} \]

Since \( s \in [R^2, KR^2] \), the bound (4.5) and the prior estimates imply

\[ |c_{Ks}[v_0]| \leq (4\pi \Lambda(K + 1))^{\frac{d}{2}} M \left( 1 + \left( \frac{Ks}{R^2} \right)^{-\gamma} \right) \leq (4\pi \Lambda(K + 1))^{\frac{d}{2}} M \prod_{j=1}^\infty (1 + K^{-j\gamma}), \]

and this verifies (4.7).

**Step 7.** The conclusion. For every \( t > 0 \), let \( j_0 = \lfloor \log_K(t/s) \rfloor \) (so \( t \geq K^{j_0}s \)) for some \( s \in [R^2, KR^2] \). This implies that \( j_0 \geq \log_K(t/KR^2) \), and hence (4.26) yields

\[ |c_{x_0}[v_0] - c_t[v_0]| \leq \sum_{j=j_0}^\infty |c_{K^{j+1}s}[v_0] - c_{Kjs}[v_0]| \leq (4\pi \Lambda(K + 1))^{\frac{d}{2}} M \left( 1 + \left( \frac{Ks}{R^2} \right)^{-\gamma} \right) \leq CM \left( \frac{t}{KR^2} \right)^{-\gamma}. \tag{4.27} \]

We next define \( c[v_0] := c_{x_0}[v_0] = \lim_{t \to \infty} c_t[v_0] < \infty \). This implies

\[ |v(t, x) - c[v_0]| \leq |v(t, x) - c_t[v_0]| \leq |v(t, x) - c_t[v_0]| \leq \frac{\Lambda}{\lambda} (K + 1)^{\frac{d}{2} + 1} M \left( \frac{t}{R^2} \right)^{-\gamma} t^{-\frac{d}{4}} \exp \left( -\frac{|x|^2}{A_1 t} \right) + CM \left( \frac{t}{KR^2} \right)^{-\gamma} t^{-\frac{d}{4}} \exp \left( -\frac{|x|^2}{A_1 t} \right) \leq CM \left( \frac{t}{R^2} \right)^{-\gamma} t^{-\frac{d}{4}} \exp \left( -\frac{|x|^2}{A_1 t} \right). \]
This is (1.16).

**Step 8.** In order to prove (1.17), we note that for every \( t \geq 0 \),

\[
\left| \int_{\mathbb{R}^d} v_0(x) \, dx - c[v_0] \right| \leq \left| \int_{\mathbb{R}^d} \left( v_0(x) - v(t, x) \right) \, dx \right| + |c[v_0] - c[v_0]|. \tag{4.28}
\]

For \( \theta \in (0, 1) \) to be chosen, letting \( t = R^{2+\theta} \) in (4.27), we have

\[
|c[v_0] - c_{R^{2+\theta}}[v_0]| \leq CMR^{-\theta\gamma}. \tag{4.29}
\]

We next claim that

\[
\max_{t \in [0, R^{2+\theta}]} \left| \int_{\mathbb{R}^d} \left( v_0(x) - v(t, x) \right) \, dx \right| \leq CM \left( 1 + M^{-1} R^{d+\sigma}[v_0]_{C^{0,\sigma}(B_R)} \right) R^{-\gamma}. \tag{4.30}
\]

Let \( \bar{v} \) solve

\[
\begin{aligned}
\partial_t \bar{v} - \text{tr}(A D^2 \bar{v}) &= 0 \quad \text{in } (0, \infty) \times \mathbb{R}^d, \\
\bar{v}(0, \cdot) &= v_0(\cdot) \quad \text{on } \mathbb{R}^d.
\end{aligned}
\]

Without loss of generality, we redefine \( \sigma \) to be the minimum of the exponent from the Hölder exponent of the initial data and \( \sigma(\lambda, \Lambda, d) \) from the Krylov Safonov estimate. Proposition 3.6 yields that, for \( R \geq \mathcal{Y} \),

\[
\begin{aligned}
\|v - \bar{v}\|_{L^\infty([0, R^{2+\theta}] \times \mathbb{R}^d)} &\leq C \left( \|v_0\|_{L^\infty(B_R)} + R^\sigma[v_0]_{C^{0,\sigma}(B_R)} \right) R^{-\frac{\sigma}{2}} + 2 \sup_{|x| \geq 2^{-1} R} |v_0(x)| \\
&\leq C \left( \|v_0\|_{L^\infty(B_R)} + R^\sigma[v_0]_{C^{0,\sigma}(B_R)} \right) R^{-\frac{\sigma}{2}}.
\end{aligned}
\]

In particular,

\[
\|v - \bar{v}\|_{L^\infty([0, R^{2+\theta}] \times B_{R^{1+\theta}})} \leq CM \left( 1 + M^{-1} R^{d+\sigma}[v_0]_{C^{0,\sigma}(B_R)} \right) R^{-d} R^{-\frac{\sigma}{2}}.
\]

Furthermore, by (4.4), with \( R \geq \Sigma \) deterministic,

\[
\max_{t \in [0, R^{2+\theta}]} \int_{|x| \geq R^{1+\theta}} (|v(t, x)| + |\bar{v}(t, x)|) \, dx \leq CM \int_{|x| \geq R^{1+\theta}} R^{-d} \exp \left( -\frac{|x|^2}{4\Lambda R^{2+\theta}} \right) \leq CM R^{-\frac{\sigma}{2}}.
\]

Combining the above two displays yields that

\[
\max_{t \in [0, R^{2+\theta}]} \left| \int_{\mathbb{R}^d} \left( v(t, x) - \bar{v}(t, x) \right) \, dx \right| \leq \max_{t \in [0, R^{2+\theta}]} \int_{|x| \geq R^{1+\theta}} (|v(t, x)| + |\bar{v}(t, x)|) \, dx \\
+ \|v - \bar{v}\|_{L^\infty([0, R^{2+\theta}] \times B_{R^{1+\theta}})} CR^{d(1+\theta)} \\
\leq CM \left( 1 + M^{-1} R^{d+\sigma}[v_0]_{C^{0,\sigma}(B_R)} \right) R^{d\theta} R^{-\frac{\sigma}{2}}.
\]
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Choosing $\theta := \frac{\partial \sigma}{\partial \sigma}$ yields

$$
\max_{t \in [0, R^{2+\varepsilon}]} \left| \int_{\mathbb{R}^d} (v(t,x) - \bar{v}(t,x)) \, dx \right| \leq CM \left( 1 + M^{-1} R^{d+\sigma} \right) R^{-\gamma}.
$$

Since $\bar{v}$ solves a constant coefficient PDE and preserves mass, this verifies (4.30), after redefining $\gamma$. Combining (4.30), (4.29) into (4.28) yields (1.17).

We next show that Theorem 1.2 follows as an easy consequence of Theorem 1.1.

**Proof of Theorem 1.2.** We fix $p \in (0, d)$ and let $\mathcal{Y} = \mathcal{Y}_p$ from Theorem 1.1. Fix $y \in \Box_0$.

We begin by verifying the hypotheses of Theorem 1.1. By Proposition 2.4, we recall that there exists $c, C, \kappa, b$ and $B$ such that, for every $t \geq 1$,

$$
c t^{-\frac{\kappa}{2}} \exp \left( -\frac{|x|^2}{bt} \right) \leq P(t,x,y) \leq C t^{-\kappa} \exp \left( -\frac{|x|^2}{Bt} \right).
$$

Let $R := \mathcal{Y} \vee \Sigma$, where $\Sigma = \Sigma(\lambda, \Lambda, d, \alpha_0, K_0)$ is deterministic. Define

$$
M := R^d \| P(R^2, \cdot, y) \|_{L^\infty(\mathbb{R}^d)}.
$$

Observe that by (4.31), we must have

$$
c R^{d-2\kappa} \leq M \leq CR^{d-\kappa}.
$$

We claim that there exists $C = C(\lambda, \Lambda, d, \alpha_0, K_0) \in [1, \infty)$ so that

$$
R^d P(3R^2, x, y) \leq CM \exp \left( -\frac{|x|^2}{3BR^2 \log R} \right).
$$

First, observe that the maximum principle yields that

$$
R^d \| P(3R^2, \cdot, y) \|_{L^\infty(\mathbb{R}^d)} \leq M.
$$

If $|x| \leq R \sqrt{6B \log(R)(\kappa - \gamma)}$, if $C \geq e^{6(\kappa-\gamma)}$, then (4.34) holds. If, on the other hand, $|x| \geq R \sqrt{6B \log(R)(\kappa - \gamma)}$, then by (4.31) and (4.33),

$$
R^d P(3R^2, x, y) \leq CR^{d-\kappa} \exp \left( -\frac{|x|^2}{3BR^2} \right) = CR^{d-2\kappa} R^{2(\kappa-\gamma)} \exp \left( -\frac{|x|^2}{3BR^2} \right)
\leq CM \exp \left( -\frac{|x|^2}{BR^2 \log R} \right).
$$

This proves (4.34). Theorem 1.1, starting at time $3R^2$, now yields the existence of $m(y) \in (0, \infty)$, with

$$
m(y) := \lim_{t \to \infty} \int_{\mathbb{R}^d} P(t,x,y) \, dx, \quad (4.35)
$$
such that, for every time $t \geq 2R^2 \log R \geq 3R^2 + R^2 \log R$,
\[ |P(t, x, y) - m(y)\mathcal{P}(t, x)| \leq C M(\log R)^{\frac{3}{2}} \left( \frac{t}{R^2 \log R} \right)^{-\gamma} t^{-\frac{d}{2}} \exp \left( -\frac{|x|^2}{C t} \right). \] (4.36)

For $s \in (0, \infty)$, define $c_s := \int_{\mathbb{R}^d} P(s, x, y) \, dx$. We next claim that
\[ M \leq C_{3R^2}. \] (4.37)

Observe that by (4.31), since
\[ \lim_{|x| \to \infty} R^d P(R^2, x, y) \leq \lim_{|x| \to \infty} C R^d R^{-\gamma} \exp \left( -\frac{|x|^2}{BR^2} \right) = 0 < M, \]
there exists $\tilde{x}$ so that
\[ M = R^d P(R^2, \tilde{x}, y). \]
We now apply the parabolic Harnack inequality in $Q_R(R^2, \tilde{x})$, to conclude that
\[ M = R^d P(R^2, \tilde{x}, y) = \sup_{x \in B_R(\tilde{x})} R^d P(R^2, x, y) \leq C \inf_{x \in B_R(\tilde{x})} R^d P(3R^2, x, y). \]
Hence
\[ c_{3R^2} \geq \int_{|x| \leq R} P(3R^2, x, y) \, dx \geq C \left( \inf_{x \in B_R} P(3R^2, x, y) \right) R^d \geq CM. \]
This implies (4.37).

Observe that at time $t = 3R^2$, we can apply the Krylov-Safonov estimates (Lemma 2.1) with $r_1 = R \sqrt{\log R}$ and $t_0 = 3R^2$, $r = (\sqrt{2})^{-1} R$, and the definition of $M$ to obtain
\begin{align*}
(&R \sqrt{\log R})^\sigma [P(3R^2, \cdot, y)]_{C^{0, \sigma} (B_{R \sqrt{\log R}})} \\
\leq C \log R)^{\frac{3}{2}} \|P(\cdot, \cdot, y)\|_{L^\infty([\frac{3}{4}R^2, 3R^2] \times B_{R \sqrt{\log R}})} \\
\leq C \log R)^{\frac{3}{2}} \|P(R^2, \cdot, y)\|_{L^\infty(\mathbb{R}^d)} = C \log R)^{\frac{3}{2}} MR^{-d}.
\end{align*}
The prior display, (1.17), and (4.37) yield
\[ |m(y) - c_{3R^2}| \leq C M(\log R)^{\frac{3}{2}} (1 + (\log R)^{\frac{3}{2}}) R^{-\gamma} \leq C c_{3R^2}(\log R)^{\frac{d+\sigma}{2}} R^{-\gamma}. \] (4.38)
Hence, by (4.38) and (4.37), we get
\[ m(y) \geq c_{3R^2}(1 - C (\log R)^{\frac{d+\sigma}{2}} R^{-\gamma}) \geq \frac{1}{2} c_{3R^2} \geq cM. \] (4.39)
This yields that for $t \geq 2R^2 \log R$,
\[ |P(t, x, y) - m(y)\mathcal{P}(t, x)| \leq C m(y)(\log R)^{\frac{3}{2}} \left( \frac{t}{R^2 \log R} \right)^{-\gamma} t^{-\frac{d}{2}} \exp \left( -\frac{|x|^2}{C t} \right). \]
Defining $\tilde{y} = \mathcal{Y}(\log \mathcal{Y})^{-\frac{1}{d}} t^{\frac{1}{2}}$, we observe that $\tilde{y} = O_q(C)$ for any $q < p < d$, and we may simplify this statement to the statement that
\[ |P(t, x, y) - m(y)\mathcal{P}(t, x)| \leq C m(y) \left( \frac{t}{\tilde{y}^2} \right)^{-\gamma} t^{-\frac{d}{2}} \exp \left( -\frac{|x|^2}{C t} \right), \]
and since $y \in \mathcal{O}_0$, this proves (1.18). \[ \square \]
5. Estimates of the stationary invariant measure

5.1 Existence and uniqueness of the stationary invariant measure

We show that the results of the previous section imply the existence and uniqueness of a stationary invariant measure, up to multiplication by a constant.

For existence, we note that the mapping $v_0 \mapsto c[v_0]$ given by Theorem 1.1 is a linear functional on $C^{0,\sigma}_c(\mathbb{R}^d)$. In view of Theorem 1.2 and linearity, using the Green function formula, with $m$ as in the statement of the theorem, we have for any $v_0$ satisfying (1.15),

$$c[v_0] = \lim_{t \to \infty} \int \int P(t, x, y)v_0(y) \, dy \, dx = \int_{\mathbb{R}^d} m(y)v_0(y) \, dy.$$  \hfill (5.1)

By (1.17), $\int_{\mathbb{R}^d} m(y)v_0(y) \, dy$ is finite for every $v_0$ with $R^d[v_0]_{Co,\sigma(B_R)} < \infty$ satisfying (1.15). The $\mathbb{Z}^d$-stationarity of $m$ is immediate from that of the parabolic Green function.

We next check that $m$ is the density of a measure satisfying (1.20). Select $\varphi \in C^\infty_c(\mathbb{R}^d)$ and let $v$ be the solution of the initial value problem

$$\begin{cases}
\partial_tv - \text{tr}(AD^2v) = 0 & \text{in } (0, \infty) \times \mathbb{R}^d, \\
v(0, \cdot) = \varphi & \text{on } \mathbb{R}^d.
\end{cases}
$$

It is clear from the statement of Theorem 1.1 that the functional $c[\cdot]$ is invariant under the parabolic flow; that is,

$$c[\varphi] = c[v(t, \cdot)], \quad \forall t \in (0, \infty).$$

Therefore, by (5.1), and since $\varphi \in C^\infty_c(\mathbb{R}^d)$, for every $t \in (0, \infty),

$$0 = \partial_t \int_{\mathbb{R}^d} m(y)v(t, y) \, dy = \int_{\mathbb{R}^d} m(y)\varphi(t, y) \, dy = \int_{\mathbb{R}^d} m(y)\text{tr}(AD^2v(t, y)) \, dy.$$

Sending $t \downarrow 0$ yields

$$\int_{\mathbb{R}^d} m(y)\text{tr}(AD^2\varphi(y)) \, dy = 0,$$

which completes the proof of (1.20) for $\mu$ with $d\mu = m(x) \, dx$. It follows from deterministic regularity estimates—see Proposition A.4 in the appendix—that $m \in L^\infty_{\text{loc}}(\mathbb{R}^d)$. In fact, we have by our assumption (1.4) that $m \in C^{0,\alpha_0}_{\text{loc}}(\mathbb{R}^d)$.

Turning to the question of uniqueness, suppose that $\mu$ is another invariant measure which is $\mathbb{Z}^d$-stationary and satisfies $E[|\mu|(\Box_0)] < \infty$. Then we have that the quantity

$$\int_{\mathbb{R}^d} P(t, x, y) \, d\mu(x)$$

is $\mathbb{P}$-a.s. defined for all $(t, y) \in (0, \infty) \times \mathbb{R}^d$. Using the invariance of the measure, we have

$$\partial_t \int_{\mathbb{R}^d} P(t, x, y) \, d\mu(x) = 0.$$
By a corollary of the ergodic theorem, since $\mu$ is stationary, then

$$
\lim_{t \to \infty} \int_{\mathbb{R}^d} P(t, x, y) \, d\mu(x) = \mathbb{P} \lim_{t \to \infty} \int_{\mathbb{R}^d} P(t, x, y) \, dx = \mathbb{P} \mu(y).
$$

The proof of the first equality follows essentially the same argument as the argument found at the end of Section 5.2 (the proof of (1.24)), using the Hölder continuity of $P(t, \cdot, y)$, and we refer the reader to that argument for more details. Thus

$$
d\mu(y) = \lim_{t \to 0} \int_{\mathbb{R}^d} P(t, x, y) \, d\mu(x) = \lim_{t \to \infty} \int_{\mathbb{R}^d} P(t, x, y) \, d\mu(x) = \mathbb{P} \mu(y).
$$

This concludes the proof of uniqueness, and note that we will prove an even stronger uniqueness statement in Section 5.3.

We next prove the pointwise estimates on $m$. Consider a cutoff function $\varphi \in C_c^\infty(\mathbb{R}^d)$ satisfying

$$
1_{B_R} \leq \varphi \leq 1_{B_{2R}} \quad \text{and} \quad \|D\varphi\|_{L^\infty} \leq 2R^{-1}.
$$

Owing to Theorem 1.1, we have that, for every $R \geq \mathcal{Y}$,

$$
\int_{B_R} m(y) \, dy \leq \int_{B_{2R}} \varphi(y)m(y) \, dy \leq c[\varphi] \leq CR^d + CR^{d-\gamma}.
$$

That is, for every $R \geq \mathcal{Y}$,

$$
\|m\|_{L^1(B_R)} \leq C. \quad (5.2)
$$

We may next apply Proposition A.1, which we note is a scale-invariant estimate, to obtain the existence of an exponent $\delta(d, \lambda, \Lambda) > 0$ such that, for every $R \geq \mathcal{Y}$,

$$
\|m\|_{L^{2(d-\delta)}(B_{R/2})} \leq C. \quad (5.3)
$$

Note that the constant $C$ in (5.3) depends only on $(d, \lambda, \Lambda)$ and not on $(\alpha_0, K_0)$. By Hölder’s inequality, this implies that, for some exponent $\delta(d, \lambda, \Lambda) > 0$, which is not the same $\delta$ as above, but can be computed in terms of it,

$$
\sup_{x \in B_{R/4}} \|m\|_{L^1(x+\mathbb{R}^d)} \leq CR^{d-1-\delta}.
$$

Appealing now to Proposition A.4 yields, for every $R \geq \mathcal{Y}$,

$$
\|m\|_{L^\infty(B_{R/4})} \leq CR^{d-1-\delta},
$$

with the constant $C$ now depending additionally on $(\alpha_0, K_0)$ in (1.4), as well as on $(d, \lambda, \Lambda)$. In particular, for every $s \in (0, d)$, we have the estimate

$$
\mathbb{P}[\|m\|_{L^\infty(B_{R/4})} > CR^{d-1-\delta}] \leq \exp(-cR^s).
$$
5.2 Proof of Theorem 1.4

We will now see that the assertions of Theorem 1.4 for \( m \) and \( Am \) are a simple consequence of Theorem 1.1 and Theorem 1.2.

Proof of the estimate for the first term in (1.23). Select \( \varphi \in C^\infty_c(\mathbb{R}^d) \) satisfying
\[
R^{-d}1_{R \cap 0} \leq \varphi \leq R^{-d}1_{R(1+R^{-\alpha})\cap 0} \quad \text{and} \quad \|D\varphi\|_{L^\infty} \leq 2R^{-d-1+\alpha},
\]
for \( \alpha \in (0, 1) \) to be defined. Applying Theorem 1.1, for \( R \geq \mathcal{Y} \), we deduce that
\[
|c[\varphi] - 1| \leq |c[\varphi] - \int \varphi(x) \, dx| + CR^{-\alpha} \leq C(1 + R^\alpha)R^{-\gamma} + CR^{-\alpha} \leq CR^{\alpha-\gamma} + CR^{-\alpha}.
\]
Also, using (5.3), for \( R \geq \mathcal{Y}_p \), for any \( q \in [1, \frac{d}{d-1}] \),
\[
\int_{R(1+R^{-\alpha})\cap 0 \setminus R\cap 0} \varphi(x)m(x) \, dx \leq R^{-\frac{d}{p}}\|R(1+R^{-\alpha})\cap 0 \setminus R\cap 0\|^\frac{1}{p}\|m\|_{L^q(2R\cap 0)} \leq CR^{-\frac{\alpha}{p}}.
\]
From these, it follows from (5.1) that
\[
\left| \int_{R\cap 0} m(x) \, dx - 1 \right| \leq |c[\varphi] - 1| + \int_{R(1+R^{-\alpha})\cap 0 \setminus R\cap 0} \varphi(x)m(x) \, dx \leq CR^{\alpha-\gamma} + CR^{-\frac{\alpha}{q}}.
\]
Taking \( \alpha \leq \frac{\gamma}{2} \) sufficiently small, depending only on \((d, \lambda, \Lambda)\), both of the exponents of \( R \) on the right side are negative. After relabeling \( \gamma \), we have shown that, for \( R \geq \mathcal{Y} \),
\[
\left| \int_{R\cap 0} m(x) \, dx - 1 \right| \leq CR^{-\gamma},
\]
and this is the first half of (1.23). \( \square \)

We next give a quantitative rate of convergence for spatial averages of \( mA \) to \( \bar{A} \). Observe that, as a consequence of the ergodic theorem, this proof in fact demonstrates the relation,
\[
\bar{A}_{ij} = \mathbb{E} \left[ \int_{\cap 0} A_{ij}m \, dx \right].
\]
We will use the stationary approximate correctors defined in (3.29).

Proof of the estimate for the second term in (1.23). Let \( p \in (0, d) \), let \( p < p' < 2p \wedge d \), and let \( \mathcal{Y}_{p'} \) denote the random variable defined simultaneously in Theorem 1.1 and in Proposition 3.7. In the latter case, this says that, for every \( \mathcal{Y} \in [0, \mathcal{Y}_{p'}^{-1}] \),
\[
\sup_{x \in B_{d-2022}} |\bar{A}_{ij} - \delta^2w_{ij}^\delta(x)| \leq C\delta^\beta.
\]
For every \( \delta, R \in (0, \infty) \) let \( w_{ij}^{\delta,R} \) denote the solution
\[
\delta^2w_{ij}^{\delta,R} - \text{tr}(AD^2w_{ij}^{\delta,R}) = 1_{B_R}A_{ij} \quad \text{in} \quad \mathbb{R}^d,
\]
for every \( \delta, R \in (0, \infty) \) let \( w_{ij}^{\delta,R} \) denote the solution
\[
\delta^2w_{ij}^{\delta,R} - \text{tr}(AD^2w_{ij}^{\delta,R}) = 1_{B_R}A_{ij} \quad \text{in} \quad \mathbb{R}^d,
\]
and
where, for \( v_{ij}^R \) the solution of
\[
\begin{cases}
\dot{v}_{ij}^R - tr(\mathbf{A} D^2 v_{ij}^R) = 0 & \text{in} \ (0, \infty) \times \mathbb{R}^d, \\
v_{ij}^R(0, \cdot) = \mathbf{1}_{BR} \Lambda_{ij} & \text{on} \ \mathbb{R}^d,
\end{cases}
\]
we have the identity
\[
d^2 w_{ij}^R(x) = d^2 \int_0^\infty \exp(-s d^2) v_{ij}^R(s, x) \, ds. \tag{5.6}
\]
Observe that the function \( R^{-d} v_{ij}^R \) also solves the same PDE with the initial condition \( R^{-d} \Lambda_{ij} \), which satisfies the hypotheses of Theorem 1.1. Combined with (5.1), this implies there exists a constant \( C = C(\lambda, \Lambda, d) \in [1, \infty) \) such that for \( R \geq \mathcal{Y}_{\theta'} \),
\[
\begin{align*}
\left| R^{-d} \int_{\mathbb{R}^d} \delta^2 w_{ij}^R \, dx - \int_{BR} \Lambda_{ij} m \, dx \right| \\
= \left| \int_{\mathbb{R}^d} \delta^2 \int_0^\infty \exp(-s d^2) \left( R^{-d} v_{ij}^R(s, x) - c[R^{-d} \Lambda_{ij}] T(s, x) \right) \, ds \, dx \right| \\
\leq C d^2 R^{2+\frac{2}{p'}} + d^2 \int_{R^{2+\frac{2}{p'}}} C \left( \frac{\delta}{R^2} \right)^{-\gamma} \, ds \leq C d^2 R^{2+\frac{2}{p'}}.
\end{align*}
\tag{5.7}
\]
We now estimate
\[
R^{-d} \int_{\mathbb{R}^d} \delta^2 w_{ij}^R \, dx = R^{-d} \int_{BR} \delta^2 w_{ij}^R \, dx + R^{-d} \int_{BR^c} \delta^2 w_{ij}^R \, dx. \tag{5.8}
\]
Recall that by Proposition 2.4 and (5.6), for some \( C \in (0, \infty) \), for every \( \theta' \in (0, 1) \),
\[
\sup_{x \in BR^c} \left| w_{ij}^R(x) - \bar{\Lambda}_{ij} \right| \leq C \left( \exp(-\delta^{-2\theta'}) + \exp\left( -\frac{\delta^{2+2\theta} R^{2\theta}}{2\Lambda} \right) \right).
\]
Fix \( \delta^{-1} = R^{1+\frac{\theta}{1+\theta'}} = R^{1+\frac{\theta-\theta'}{1+\theta'}} \) with \( 0 < \theta' < \theta < 1 \) so that \( \frac{\theta-\theta'}{1+\theta'} > \frac{\theta'}{1+\theta'} \). To treat the first term on the right-hand side of (5.8), by (5.5), and the choice of constants, there exists \( C \in (0, \infty), \gamma = \gamma(\lambda, \Lambda, d, p) \in (0, 1) \), such that, for all \( R \geq \mathcal{Y}_{\theta'} \),
\[
\left| R^{-d} \int_{BR^c} \delta^2 w_{ij}^R \, dx - \bar{\Lambda}_{ij} \right| \leq CR^{-\gamma}. \tag{5.9}
\]
Moreover, it follows from Proposition 2.4 that, for every \( |x| \geq R + R^\theta \) and \( \varepsilon \in (0, 1) \),
\[
\left| \delta^2 w_{ij}^\delta(x) \right| \leq C \left( \exp(-\delta^2 (|x| - R)^{2-\varepsilon}) + \exp\left( -\frac{|x| - R}{} \right) \right).
\]
We observe that \( \frac{\theta'}{p'} = \frac{2\theta}{1+\theta} + \theta > 0 \), which guarantees that there exists \( \gamma' \in (0, 1) \) and \( C, C' \in (0, \infty) \) such that, for every \( |x| \geq R + R^\theta \),
\[
\left| \delta^2 w_{ij}^\delta(x) \right| \leq C \exp(-C'(|x| - R)^{\gamma'}). \tag{5.10}
\]
We then have from the choice of constants that, for every $R \geq \mathcal{Y}_{\rho'}$, the second term on the right-hand side of (5.8) satisfies, for some $C \in (0, \infty)$,

$$
|R^{-d} \int_{\mathbb{R}^d \setminus B_{R-R^\theta}} \delta^2 w_{ij}^R \, dx| \leq CR^{\theta-1}. \tag{5.10}
$$

After returning to (5.8), the claim follows from the choice of constants and (5.7), (5.9), and (5.10), that for $R \geq \mathcal{Y}_{\rho'}$,

$$
\left| \int_{B_R} A_{ij} m \, dx - \bar{A}_{ij} \right| \leq CR^{-\gamma}.
$$

This completes the proof.

To prove the bounds for $m^x$ in (1.24), we need the following simple multiscale lemma. We put a slash in our sums to denote averaging; that is, if $S$ is any finite set, then

$$
\sum_{x \in S} f(x) := \frac{1}{|S|} \sum_{x \in S} f(x).
$$

**Lemma 5.1.** For every $\alpha \in (0, 1]$, there exists a constant $C(\alpha, d) < \infty$ such that, for every $f \in L^1(\square_0)$,

$$
\|f - (f)_{\square_0}\|_{W^{-\alpha, 1}(\square_0)} \leq C \sum_{n=-\infty}^0 3^n \sum_{z \in 3^n \mathbb{Z}^d \cap \square_0} \left| \int_{z+\square_n} (f(x) - (f)_{\square_0}) \, dx \right|.
$$

**Proof.** Let $f \in L^1(\square_0)$ with $(f)_{\square_0} = 0$. Consider a test function $\phi \in C^{0, \alpha}(\square_0)$ with $\|\phi\|_{C^{0, \alpha}(\square_0)} \leq 1$. Let $\mathcal{I}_n := 3^n \mathbb{Z}^d \cap \square_0$. Then for every integer $n \leq -1$, for every $z \in \mathcal{I}_{n+1}$,

$$
\int_{z+\square_{n+1}} f(x)(\phi(x) - \phi(z)) \, dx = \sum_{y \in \mathcal{I}_n \cap (z+\square_{n+1})} \int_{y+\square_n} f(x)(\phi(x) - \phi(y)) \, dx
$$

$$
+ \sum_{y \in \mathcal{I}_n \cap (z+\square_{n+1})} (\phi(y) - \phi(z)) \int_{y+\square_n} f(x) \, dx.
$$

Since $|y-z| \leq \sqrt{d} 3^{n+1}$, we can bound the second term using the regularity of $\phi$ to conclude that

$$
\sum_{y \in \mathcal{I}_n \cap (z+\square_{n+1})} (\phi(y) - \phi(z)) \int_{y+\square_n} f(x) \, dx \leq (\sqrt{d} 3^{n+1})^{\alpha} |\square_n| \sum_{y \in \mathcal{I}_n \cap (z+\square_{n+1})} \left| \int_{y+\square_n} f(x) \, dx \right|
$$

$$
= C 3^n |\square_n| \sum_{y \in \mathcal{I}_n \cap (z+\square_{n+1})} \left| \int_{y+\square_n} f(x) \, dx \right|.
$$
Combining the above and summing over \( z \in \mathcal{I}_{n+1} \), we have
\[
\sum_{z \in \mathcal{I}_{n+1}} \int_{z + \Box_n} f(x)(\phi(x) - \phi(z)) \, dx \\
\leq \sum_{y \in \mathcal{I}_n} \int_{y + \Box_n} f(x)(\phi(x) - \phi(y)) \, dx + C 3^{n \alpha} |\Box_n| \sum_{y \in \mathcal{I}_n} \left| \int_{y + \Box_n} f(x) \, dx \right| \\
= \sum_{y \in \mathcal{I}_n} \int_{y + \Box_n} f(x)(\phi(x) - \phi(y)) \, dx + C 3^{n \alpha} \sum_{y \in \mathcal{I}_n} \left| \int_{y + \Box_n} f(x) \, dx \right|.
\]
Observe that by the Lebesgue differentiation theorem,
\[
\lim_{n \to -\infty} 3^{n \alpha} \sum_{y \in \mathcal{I}_n} \left| \int_{y + \Box_n} f(x) \, dx \right| = \lim_{n \to -\infty} 3^{n \alpha} (f)_{\Box_0} = 0.
\]
We now iterate this in \( n \), so for \( z \in \Box_0 \),
\[
\int_{\Box_0} f(x)(\phi(x) - \phi(z)) \, dx \leq \sum_{n = -\infty}^{0} C 3^{n \alpha} \sum_{y \in \mathcal{I}_n} \left| \int_{y + \Box_n} f(x) \, dx \right|.
\]
Finally, since \((f)_{\Box_0} = 0\), this is equivalent to the claim. \( \square \)

**Proof of the estimate (1.24).** We prove the first half of (1.24). For \( \gamma \in (0, 1) \) to be chosen, we express
\[
\|m^\varepsilon - 1\|_{W^{-1, \frac{q}{2}}(\Box_0)} \leq \|m^\varepsilon - (m^\varepsilon)_{\Box_0}\|_{W^{-1, \frac{q}{2}}(\Box_0)} + |(m^\varepsilon)_{\Box_0} - 1|,
\]
and by an application of Lemma 5.1, and for any \( N < 0 \),
\[
\|m^\varepsilon - 1\|_{W^{-1, \frac{q}{2}}(\Box_0)} \leq \sum_{n = -\infty}^{N} C 3^{n \alpha} \sum_{y \in \mathcal{I}_n} \left| \int_{y + \Box_n} (m^\varepsilon(x) - (m^\varepsilon)_{\Box_0}) \, dx \right| \\
+ \sum_{n = N}^{0} C 3^{n \alpha} \sum_{y \in \mathcal{I}_n} \left| \int_{y + \Box_n} (m^\varepsilon(x) - (m^\varepsilon)_{\Box_0}) \, dx \right| + |(m^\varepsilon)_{\Box_0} - 1|.
\]
Fix \( q \in (0, d) \) and let \( p = q + \frac{d-q}{2} > q \). Let \( \tilde{\mathcal{Y}} := \mathscr{Y}^\varepsilon_p \) for \( \mathscr{Y}_p \) as in Remark 3.2, with \( \varepsilon^{-1} \geq \tilde{\mathcal{Y}} \). Observe that \( \tilde{\mathcal{Y}} = \mathcal{O}_q(C) \). Let \( N < 0 \) so that \( \varepsilon = 3^{p-q}N \), and this entails that \( 3^{N+1} = 3^{p-q}N = \varepsilon^{-\frac{d}{p}} \geq \mathcal{Y}_p \), so there exists \( \gamma = \gamma(\lambda, \Lambda, d, p) \) such that for each \( n \in [N, 0] \), by (5.4),
\[
\sum_{y \in \mathcal{I}_n} \left| \int_{y + \Box_n} (m^\varepsilon(x) - (m^\varepsilon)_{\Box_0}) \, dx \right| \leq C 3^{n \varepsilon^{-\gamma}} \leq C 3^{3^{-n}N^\gamma}.
\]
Furthermore, by (5.3), for \( n \leq N \),
\[
\sum_{y \in \mathcal{I}_n} \left| \int_{y + \Box_n} (m^\varepsilon(x) - (m^\varepsilon)_{\Box_0}) \, dx \right| \leq \|m^\varepsilon\|_{L^1(\Box_0)} + |(m^\varepsilon)_{\Box_0}| \leq C.
\]
Therefore,
\[
\|m^\varepsilon - 1\|_{W^{-1,2}((0))} \leq \sum_{n=-\infty}^{\infty} C^3 n^2 + C |N| 3^{\frac{n}{p^q}} N^N \leq C 3^{\frac{n}{p^q}} N^N = C^{\frac{q}{p^q}} N^N.
\]
The second half of (1.24) follows from an identical analysis, replaying \(m^\varepsilon\) by \(A_\varepsilon m^\varepsilon\).

5.3 Large-scale regularity for invariant measures

In Section 5.1, we proved the uniqueness of \(m\) with respect to the class of stationary weak solutions of the equation (1.19). This is a fairly weak uniqueness criterion. In particular, we do not know if the invariant measure is unique in a quenched sense; i.e., if \(m\) is unique for any particular realization of the coefficients. We will now show that it is indeed unique, for \(\mathbb{P}\)-almost every realization of the coefficients.

In fact, we will show more, namely a quantitative version of this uniqueness statement which says that any weak solution of (1.19) in a (large) domain must be close, on smaller subsets of this domain, in a quantitative sense, to a multiple of \(m\). This takes the form of a “large-scale \(C^{0,1}\) estimate” for solutions of (1.19).

**Lemma 5.2** (Harmonic approximation). Let \(\delta \in (0, \frac{1}{8}]\) and \(p \in (0, d)\). Let \(R \geq 1\) and \(\nu\) be a measure with support in \(B_{2R}\) which satisfies (1.20) with \(U = B_{2R}\). Let \(\{\eta_r\}_{r>0}\) denote the standard mollifier. Define, for every \(r \in [0, R]\),
\[
N_r(x) := (\eta_r * \nu)(x) := \int_{\mathbb{R}^d} \eta_r(x-y) \, d\nu(y), \quad x \in \mathbb{R}^d.
\]
Then there exist constants \(C = C(\delta, d, \lambda, \Lambda) \in [1, \infty]\), and \(\alpha = \alpha(\lambda, \Lambda, d, p) \in (0, 1)\) and a random variable \(X\) with \(X = O_p(C)\) such that, for every \(r \in [X, R^{1-\delta}]\), we have the estimate
\[
\|\text{tr}(\tilde{A} D^2 N_r)\|_{L^\infty(B_R)} \leq C R^{-d - 2 - \alpha} |\nu|(B_{2R}).
\]

**Proof.** Define, for every \(r, t \in (0, \infty)\) and \(x \in \mathbb{R}^d\),
\[
v_r(t, x) := \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \eta_r(x-z) P(t, y, z) \, dz \, d\nu(y) = \int_{\mathbb{R}^d} (\eta_r * P(t, y, \cdot))(x) \, d\nu(y),
\]
and
\[
w_r(t, x) := \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \eta_r(x-z) \overline{P}(t, y, z) \, dz \, d\nu(y) = (N_r * \overline{P}(t, \cdot))(x).
\]
It is clear that \(w_r\) is a solution of the homogenized equation:
\[
\partial_t w_r - \text{tr}(\tilde{A} D^2 w_r) = 0 \quad \text{in} \quad (0, \infty) \times \mathbb{R}^d.
\]
Observe that \(w_r(0, \cdot) = N_r\). Our proof strategy is broken into the following three steps:

1. Show that \(\partial_t v_r\) is small, using that \(\nu\) is an invariant measure;
2. Show that \(v_r - w_r\) is small, using homogenization error estimates;
3. Deduce that \( \text{tr}(\mathbf{A}D^2 w_r) \) is small, using interpolation and crude control on \( \partial_t^2 (v_r - w_r) \).

Step 1. We use the assumption that \( \nu \) is an invariant measure to obtain a bound on \( \partial_t v_r \), at least for \( x \in B_R \) and \( t \) not too large. The precise claim is that, for every \( \delta \in (0, \frac{1}{2}] \), there exist \( C < \infty \) and \( c > 0 \), depending on \( (\delta, d, \lambda, \Lambda) \) such that, for every \( r \leq R^{1-\delta} \), we have the estimate

\[
\sup_{k \in \{1, 2\}} \|\partial_t^k v_r\|_{L^\infty([0,r^2] \times B_R)} \leq C \exp\left(-cR^{2\delta}\right) |\nu|_r(B_{2R}).
\]  

(5.16)

To see why this should be so, observe that \( v_r(t, x) \) is the integral of the product of \( \nu \) and a solution of the heterogeneous equation and thus

\[
\partial_t v_r(t, x) := \int_{\mathbb{R}^d} \partial_t \left[ \int_{\mathbb{R}^d} \eta_r(x - z) P(t, y, z) \, dz \right] \, d\nu(y)
\]

\[
= \int_{\mathbb{R}^d} \text{tr}\left( \mathbf{A}D_y^2 \left[ \int_{\mathbb{R}^d} \eta_r(x - z) P(t, y, z) \, dz \right] \right) \, d\nu(y).
\]

If the term under the \( D_y^2 \) had compact support in \( B_{2R} \), then this expression would be identically zero, since \( \nu \) is an invariant measure. While this is unfortunately not the case, it is still nearly true for \( x \in B_R, r \ll R \) and \( t = r^2 \), due to the decay of the parabolic Green function. Indeed, if \( x \in B_R \), then the integrand vanishes unless \( z \in B_r(x) \subseteq B_{R+r} \) and thus, for \( y \) near \( \partial B_{2R} \), the factor \( P(t, y, z) \) must be very small if \( t^2 \ll R \). To obtain a precise estimate from this idea, we select a cutoff function \( \chi \in C^\infty_c(B_{2R}) \) satisfying

\[
1_{B_{4R/3}} \leq \chi \leq 1_{B_{3R/2}}, \quad \|D_k^\chi\|_{L^\infty(B_{2R})} \leq C_k R^{-k}, \quad \forall k \in \{1, 2\},
\]  

(5.17)

and compute

\[
\partial_t v_r(t, x) = \int_{\mathbb{R}^d} \text{tr}\left( \mathbf{A}D_y^2 \left[ (1 - \chi(y)) \int_{\mathbb{R}^d} \eta_r(x - z) P(t, y, z) \, dz \right] \right) \, d\nu(y),
\]  

(5.18)

where we used that, since \( \nu \) is an invariant measure in \( B_{2R} \) and \( \chi \) has compact support in \( B_{2R} \),

\[
\int_{\mathbb{R}^d} \text{tr}\left( \mathbf{A}D_y^2 \left[ \chi(y) \int_{\mathbb{R}^d} \eta_r(x - z) P(t, y, z) \, dz \right] \right) \, d\nu(y) = 0.
\]

Using (5.17), we have that

\[
\sup_{y \in \mathbb{R}^d} \left| D_y^2 \left[ (1 - \chi(y)) \int_{\mathbb{R}^d} \eta_r(x - z) P(t, y, z) \, dz \right] \right|
\]

\[
\leq C \sup_{k \in \{0, 1, 2\}} \frac{1}{R^{2-k}} \sup_{|y| > 4R/3} \left| D_y^k \left[ \int_{\mathbb{R}^d} \eta_r(x - z) P(t, y, z) \, dz \right] \right|.
\]

We next estimate the term on the right side using the quenched bounds for the Green function of Proposition 2.4 and then \( C^2 \)-Schauder estimates on the unit scale to get similar bounds for the derivatives. The latter are used very crudely in this context—we lose powers of the scale separation—but we can easily afford this because we have an exponential term.
in our favor which overwhelms everything. We estimate, for every \( r \leq R^{1-\delta}, \ x \in B_R, \) and \( t < r^2, \)
\[
\sup_{|y|>4R/3} \left| D_y^k \left[ \int_{\mathbb{R}^d} \eta_\rho(x-z) P(t,y,z) \, dz \right] \right| \leq C r^{-k} \exp \left( -\frac{R^2}{t^2} \right) \leq C r^{-k} \exp \left( -c R^{2\beta} \right),
\]
where the constants \( c \) and \( C \) depend on \( \delta \) in addition to \( (d, \lambda, \Lambda). \) This completes the proof of (5.16) for \( k = 1. \) For \( k = 2, \) we differentiate (5.18) again in \( t \) and use that \( \partial_t P \) is another solution of the parabolic equation, which therefore has \( C^2 \) estimates on the unit scale. This kicks up more powers of \( r \) which can be absorbed by the exponential.

Step 2. We apply the homogenization error estimate to obtain a bound on \( v_r - w_r. \) Let \( \mathcal{X} = \mathcal{Y}_p \) as defined in Remark 3.2. The precise claim is that, for every \( r \geq \mathcal{X}, \)
\[
\|v_r - w_r\|_{L^\infty([0,r^2] \times B_R)} \leq C r^{-d-\alpha} |\nu|(B_{2R}). \tag{5.19}
\]
We begin by subtracting (5.14) from (5.13) to obtain
\[
(v_r - w_r)(t,x) = \int_{\mathbb{R}^d} \left[ \int_{\mathbb{R}^d} \eta_\rho(x-z) \left( P(t,y,z) - \mathcal{P}(t,y-z) \right) \, dz \right] d\nu(y).
\]
The term in brackets is the difference of the Cauchy problems for the heterogenous and homogenized equations, starting with initial data \( \eta_\rho(\cdot-x), \) evaluated at the point \( (t,y). \)
Applying Proposition 3.6 yields, for \( x \in B_R \) and \( r \geq \mathcal{X}, \)
\[
\sup_{(t,y) \in [0,r^2] \times B_{2R}} \left| \int_{\mathbb{R}^d} \eta_\rho(x-z) \left( P(t,y,z) - \mathcal{P}(t,y-z) \right) \, dz \right| \leq C r^{-d-\alpha}.
\]
The combination of the previous displays yields (5.19).

Step 3. Interpolation and conclusion. Using (5.16) and (5.19), we have, for every \( x \in B_R, \)
\[
\|\partial_t^\alpha w_r\|_{L^\infty([0,r^2] \times B_R)} \leq \|\partial_t (w_r - v_r)\|_{L^\infty([0,r^2] \times B_R)} + C \exp \left( -c R^{2\delta} \right) |\nu|(B_{2R}) \leq \|w_r - v_r\|_{L^\infty([0,r^2] \times B_R)}^{\frac{1}{2}} \|\partial_t^\alpha w_r\|_{L^\infty([0,r^2] \times B_R)}^{\frac{1}{2}} + C \exp \left( -c R^{2\delta} \right) |\nu|(B_{2R}) \leq C r^{-d-\alpha/2} |\nu|(B_{2R}) + C \exp \left( -c R^{2\delta} \right) |\nu|(B_{2R}).
\]
Recalling (5.15), we use estimates on caloric functions to substitute
\[
\|\partial_t^\alpha w_r\|_{L^\infty([0,r^2] \times B_R)} \leq C r^{-d-\alpha} |\nu|(B_{2R}),
\]
and we obtain
\[
\|\partial_t^\alpha w_r\|_{L^\infty([0,r^2] \times B_R)} \leq C r^{-d-\alpha/2} |\nu|(B_{2R}).
\]
In view of (5.15) and the fact that \( w_r(0, \cdot) = N_r, \) the proof of (5.12) is now complete, upon redefining \( \alpha. \)
\]
We next show that, up to a small error, we can recover the small-scale behavior of the invariant measure from its large-scale spatial averages. Note that this estimate is already enough to imply a quenched quantitative uniqueness of the invariant measure.
Lemma 5.3 (Weak-to-strong estimate). Let $\delta \in (0, \frac{1}{2}]$ and $p \in (0, d)$. Let $R \geq 1$ and $\nu$ be a measure with support in $B_{2R}$ which satisfies (1.20) with $U = B_{2R}$ and has density $N \in L^1(B_{2R})$. Let $\{\eta_r\}_{r>0}$ denote the standard mollifier. Let $N_r$ be defined as in (5.11). Then there exist constants $C(\delta, d, \Lambda, \alpha) \in [1, \infty)$ and $\alpha = \alpha(\Lambda, d, p) \in (0, 1)$, and a random variable $X$ with $X = \mathcal{C}_p(C)$ such that, for every $r \in [X, R^{-1-\delta}]$ and $x \in B_R$,

$$|N(x) - m(x)N_r(x)| \leq C(m(x) + 1)r^{-d-\alpha}|\nu|(B_{2R}) \quad (5.20)$$

and, consequently,

$$R^{-d}|\nu|(B_R) \leq C\|\nu \ast \eta_r\|_{L^1(B_{5R/2})} + Cr^{-d-\alpha}|\nu|(B_{2R}). \quad (5.21)$$

Proof. By the hypotheses, we may write $d\nu(x) = N(x)\,dx$ for some $N \in L^1(B_{2R})$. Define

$$v(t, x) := \int_{\mathbb{R}^d} P(t, y, x)\,d\nu(y) = \int_{\mathbb{R}^d} P(t, y, x)N(y)\,dy$$

and

$$v_r(t, x) := \int_{\mathbb{R}^d} P(t, y, x)N_r(y)\,dy.$$

By an argument similar to Step 1 of the proof of Lemma 5.2 (specifically (5.16)), we have that, for every $t \in [0, R^{2(1-\delta)}]$,

$$\|v(t, \cdot)\|_{L^\infty(B_R)} \leq C\exp(-cR^{3\delta/2})|\nu|(B_{2R}).$$

Therefore, for every $t \in [0, R^{2(1-\delta)}]$,

$$|v(t, x) - N(x)| = |v(t, x) - v(0, x)| \leq Ct\exp(-cR^{3\delta/2})|\nu|(B_{2R}) \leq C\exp(-cR^6)|\nu|(B_{2R}).$$

We observe next using the Krylov-Safonov Hölder estimate that, for $\sigma = \sigma(\Lambda, d, p) \in (0, 1)$, for $t \in [r^2, R^{2(1-\delta)}]$, by Corollary 1.3,

$$|v(t, x) - v_r(t, x)| = \left|\int_{\mathbb{R}^d} (P(t, \cdot, x) - P(t, \cdot, x) \ast \eta_r)(y)\,d\nu(y)\right| \leq Cm(x)r^{-\sigma}t^{-\frac{d}{2}}|\nu|(B_{2R}).$$

We deduce that

$$|N(x) - v_r(r^2, x)| \leq Cm(x)r^{-d-\sigma}|\nu|(B_{2R}) + C\exp(-cR^6)|\nu|(B_{2R}).$$

In particular,

$$|N(x) - \int_{\mathbb{R}^d} P(r^2, y, x)N_r(y)\,dy| \leq C(m(x) + 1)r^{-d-\alpha}|\nu|(B_{2R}). \quad (5.22)$$

We next use (5.22), Corollary 1.3, the first half of (1.24), and (5.2), to get, for every $r \in [X', R^{-1-\delta}]$,

$$|\nu|(B_R) = \|N\|_{L^1(B_R)}$$

$$\leq \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} P(r^2, y, x)N_r(y)\,dy\,dx + Cr^{-d-\sigma}|\nu|(B_{2R})\int_{\mathbb{R}^d} (1 + m(x))\,dx$$

$$\leq Cr^{-d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} m(x)\exp\left(-\frac{|x - y|^2}{C\gamma^2}\right)|N_r(y)|\,dy\,dx + CR^d r^{-d-\sigma}|\nu|(B_{2R})$$

$$\leq C\|N_r\|_{L^1(B_{5R/2})} + CR^d r^{-d-\sigma}|\nu|(B_{2R}).$$
This yields (5.21) for \( \alpha = \sigma \).

To obtain (5.20), it suffices by (5.22) to show that, for every \( x \in B_R \),

\[
|N_r(x)m(x) - \int_{\mathbb{R}^d} P(r^2, y, x)N_r(y) \, dy| \leq C(m(x) + 1)r^{-d-\alpha}|\nu|(B_{2R}). \tag{5.23}
\]

Fix another small exponent \( \theta > 0 \) to be selected below, \( x \in B_R \), and let \( h_r \in C^\infty(B_{r+\theta}) \) be the solution of

\[
\begin{aligned}
- \text{tr}(\mathbf{A}D^2 h_r) &= 0 \quad \text{in } B_{r+\theta}(x), \\
\lambda h_r &= N_r \quad \text{on } \partial B_{r+\theta}(x).
\end{aligned}
\]

By (5.12), if \( r^{1+\theta} \leq R \), then

\[
\|h_r - N_r\|_{L^\infty(B_{r+\theta})} \leq C r^{-d-2-\alpha+2(1+\theta)}|\nu|(B_{2R}) \leq C r^{-d-\alpha/2}|\nu|(B_{2R}), \tag{5.24}
\]

if we choose \( \theta < \alpha/4 \). We then compute

\[
N_r(x)m(x) - \int_{\mathbb{R}^d} P(r^2, y, x)N_r(y) \, dy
= (N_r(x) - h_r(x))m(x) + \int_{\mathbb{R}^d} P(r^2, y, x)(h_r(y) - N_r(y)) \, dy
- \int_{\mathbb{R}^d} (P(r^2, y, x) - m(x)\mathcal{P}(r^2, y - x))h_r(y) \, dy
+ m(x)(h_r(x) - \int_{\mathbb{R}^d} \mathcal{P}(r^2, y - x)h_r(y) \, dy).
\]

Each of the four terms on the right side be bounded from above by at most \( m(x) \) times the right side of (5.24). The first two terms are controlled by (5.24), with the second term also using (1.22), the third by (1.18) and the bound that \( \|N_r\|_{L^\infty(\mathbb{R}^d)} \leq r^{-d}\|N\|_{L^1(\mathbb{R}^d)} \), and the last term using the mean value property for \( h_r \) and by chopping the tails of the heat kernel \( \mathcal{P}(r^2, y - x) \) for \( |y - x| > r^{1+\theta} \) (which is necessary because \( h_r \) is only harmonic in \( B_{r+\theta}(x) \), not all of \( \mathbb{R}^d \)). As a result, we get (5.23) and the proof is now complete.

We have shown in Lemma 5.2 that, on sufficiently large scales, the invariant measure \( \nu \) is close (in a weak sense) to a harmonic function. We will next use this property to deduce large-scale regularity for our invariant measures.

**Proof of Theorem 1.5.** We perform an iteration down the scales, following [5]. Here we adapt the argument presented in [2, Section 3.2].

Let \( d\mu(x) = m(x) \, dx \) be the unique stationary invariant measure constructed in Section 5.1. We select another invariant measure \( d\nu(x) = N(x) \, dx \) with density \( N \in L^1(B_{2R}) \). We let \( \alpha(\lambda, \Lambda, d, p) > 0 \) denote the minimum of the two exponents in the statements of Lemmas 5.2 and 5.3.

Fix parameters \( \delta, \theta \in (0, \frac{1}{2}) \) and \( r_0 \in \left[ \chi^{1/(1-\delta)}, \frac{1}{4}R \right] \) to be selected below. Let \( \ell_p \) denote, for \( p \in \mathbb{R}^d \), the affine function \( \ell_p(x) := p \cdot x \). Define

\[
M := \sup_{r \in [r_0, R/4]} \frac{1}{r}\|\nu - k_r\mu \ast \eta_r^{1-\delta}\|_{L^1(B_{4r})},
\]
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where $k_r$ is selected to be the constant $c$ which minimizes $\| (\nu - c\mu) \ast \eta_{r^{-\delta}} \|_{L^1(B_r)}$. Note that the triangle inequality and the optimality of $k_r$ imply

$$|k_{r/4}| \leq C \|\nu \ast \eta_{(R/4)^{-\delta}}\|_{L^1(B_r)} \leq C |\nu|(B_R)$$

and, for every $r, s \in [r_0, \frac{1}{4} R]$ with $s \leq r$,

$$|k_r - k_s| \leq C \left( \frac{r}{s} \right)^{d} M_r. \quad (5.25)$$

We monitor, at each scale $r$, the analogue of the so-called *excess* given by

$$E(r) := \frac{1}{r} \inf_{\nu \in \mathbb{R}^d} \| (\nu - k_r \mu) \ast \eta_{r^{-\delta}} - \ell_p \|_{L^1(B_r)}. \quad (5.26)$$

**Step 1.** Application of the weak-to-strong estimate. We claim that there exists an exponent $\delta_0(\lambda, \Lambda, d, p) \in (0, \frac{1}{2})$ and $\beta(\lambda, \Lambda, d, p) \in (0, 1)$ such that for every $\delta \in (0, \delta_0]$ and $r \in [r_0, \frac{1}{4} R]$,

$$|\nu - k_r \mu|(B_r) \leq C M r^{d+1} + CR^{-\beta \log \frac{R}{r}} |\nu|(B_R). \quad (5.26)$$

By Lemma 5.3 (specifically (5.21)) for every $r \in [r_0, \frac{1}{4} R]$,

$$|\nu - k_r \mu|(B_r) \leq C M r^{d+1} + C_{r^d - \alpha}(1+\delta) |\nu - k_r \mu|(B_{2r}) \leq C M r^{d+1} + C r^{-\alpha/2} |\nu - k_r \mu|(B_{2r}),$$

provided that $\delta \leq \frac{\alpha}{2d}$. Using also (5.25), we get

$$|\nu - k_r \mu|(B_r) \leq C M r^{d+1} + C r^{-\alpha/2} |\nu - k_{2r} \mu|(B_{2r}).$$

Iterating this yields (5.26) for $\beta = \alpha$.

**Step 2.** The excess decay iteration. We claim that there exists $\delta_0(\lambda, \Lambda, d, p) \in (0, \frac{1}{2})$ and, for each $\delta \in (0, \delta_0]$, an exponent $\beta(\delta, \lambda, \Lambda, d, p) \in (0, \frac{1}{2})$ such that, for every $r \in [r_0, \frac{1}{4} R]$,

$$E(r) \leq C \left( \frac{r}{R} \right)^{\beta} \frac{1}{R} \|\nu \ast \eta_{r^{-\delta}}\|_{L^1(B_r)} + CM r^{-\beta} + C r^{-d+\beta} R^{-\beta \log \frac{R}{r}} |\nu|(B_R). \quad (5.27)$$

We proceed by harmonic approximation, borrowing the regularity from the homogenized equation. According to Lemma 5.2, for every $r \in [\lambda^{1/(1-\delta)}, R]$ there exists an $\mathbf{A}$-harmonic function $h_r$ which satisfies,

$$\| (\nu - k_r \mu) \ast \eta_{r^{-\delta}} - h_r\|_{L^1(B_r)} \leq C r^{-d-\frac{\alpha}{2}} |\nu - k_r \mu|(B_{2r})$$

$$\leq C r^{-d+\frac{\alpha}{2}} |\nu - k_r \mu|(B_{2r}),$$

$$\leq C M r^{1-\frac{\alpha}{2}} + C r^{-d+\frac{\alpha}{2}} R^{-\beta \log \frac{R}{r}} |\nu|(B_R),$$

where the second inequality is valid after we impose the condition $\delta \leq \frac{\alpha}{4d+8}$, and the last inequality is a consequence of (5.26).
By (5.20), we also have, for every \( r \geq s \geq r_0 \),
\[
\left\| (\nu - k_r \mu) * (\eta_{a^{1-\delta}} - \eta_{r^{1-\delta}}) \right\|_{L^1(B_s)} \\
\leq \int_{B_s} \int_{\mathbb{R}^d} (\nu - k_r \mu) * \eta_r(y)(\eta_{a^{1-\delta}} - \eta_{r^{1-\delta}})(x-y) \, dy \, dx \\
+ C r^{-d-\alpha} |\nu - k_r \mu| (B_{2r}) \int_{B_s} (m(x) + 1) \, dx.
\]
\[
\leq \int_{B_s} \int_{\mathbb{R}^d} (\nu - k_r \mu) * \eta_r(x)(\eta_{a^{1-\delta}} - \eta_{r^{1-\delta}})(x-y) \, dy \, dx \\
+ \int_{B_s} \int_{\mathbb{R}^d} |(\nu - k_r \mu)(\eta_r - (\nu - k_r \mu)*\eta_r)(y)(\eta_{a^{1-\delta}} + \eta_{r^{1-\delta}})(x-y) \, dy \, dx \\
+ C r^{-d-\alpha} |\nu - k_r \mu| (B_{2r}).
\]
\
\leq C s^{-d-\alpha(1-\delta)} |\nu - k_r \mu| (B_{2r}) + C s^{-d-\alpha} |\nu - k_r \mu| (B_{2r}) + C r^{-d-\alpha} |\nu - k_r \mu| (B_{2r}),
\]
where we have used Young’s inequality for convolutions and the first half of (1.23) to control both of the first terms, as well as the Lipschitz continuity of \( \eta_r \) for the second. In view of (5.26), if we impose the restriction \( s \geq r^{1-\delta} \) and redefine \( \beta \) to be a new, smaller exponent (which may depend also on \( \delta \)), then we get
\[
\frac{1}{r} \left\| (\nu - k_r \mu) * (\eta_{a^{1-\delta}} - \eta_{r^{1-\delta}}) \right\|_{L^1(B_s)} \leq CM r^{-\beta} + C r^{-d-1-\beta} R^{-\beta \log \frac{R}{r}} |\nu|(B_R) .
\]

By the triangle inequality, the above displays, and (5.26), we obtain, for every \( r \geq s \geq s^{1-\delta} \vee r_0 \),
\[
E(s) \leq \frac{1}{s} \inf_{p \in \mathbb{R}^d} \left\| h_r - \ell_p \right\|_{L^1(B_s)} + \frac{1}{s} \left\| (\nu - k_r \mu) * \eta_{a^{1-\delta}} - h_r \right\|_{L^1(B_s)} \\
+ \frac{1}{s} \left\| (\nu - k_r \mu) * \eta_{a^{1-\delta}} - (\nu - k_r \mu) * \eta_{r^{1-\delta}} \right\|_{L^1(B_s)} \\
\leq \frac{1}{s} \inf_{p \in \mathbb{R}^d} \left\| h_r - \ell_p \right\|_{L^1(B_s)} + CM \left( \frac{r}{s} \right) r^{-\beta} + C \left( \frac{r}{s} \right) r^{-d-\beta} R^{-\beta \log \frac{R}{r}} |\nu|(B_R) .
\]

Using the \( C_1,1 \) regularity of \( \tilde{A} \)-harmonic functions, for \( s < \frac{1}{2} r \), we have
\[
\frac{1}{s} \inf_{p \in \mathbb{R}^d} \left\| h_r - \ell_p \right\|_{L^1(B_s)} \leq C \left( \frac{s}{r} \right) \frac{1}{r} \inf_{p \in \mathbb{R}^d} \left\| h_r - \ell_p \right\|_{L^1(B_r)} .
\]

Combining the previous two displays, we get
\[
E(s) \leq C \left( \frac{s}{r} \right) E(r) + CM \left( \frac{s}{r} \right) r^{-\beta} + C \left( \frac{s}{r} \right) S^{-d-\beta} R^{-\beta \log \frac{R}{r}} |\nu|(B_R) .
\]

Taking \( s := \theta r \) for \( \theta \in (0, \frac{1}{2}] \) sufficiently small (this requires \( r \geq C \) since we have also imposed \( s \geq r^{1-\delta} \) above, and we can ensure it is satisfied by requiring \( r_0 \geq C \) depending only on \( (d, \lambda, \Lambda) \), we obtain
\[
E(\theta r) \leq \frac{1}{2} E(r) + CM r^{-\beta} + C r^{-d-\beta} R^{-\beta \log \frac{R}{r}} |\nu|(B_R) .
\]
Iterating this inequality gives, after possibly shrinking $\beta$,

$$E(r) \leq C \left( \frac{r}{R} \right)^\beta E(R) + C M r^{-\beta} + C r^{-1-d-\beta} R^{-\beta \log \frac{R}{r}} |\nu|(B_R), \quad \forall r \in \left[ \lambda^{1/(1-\delta)}, \frac{1}{4} R \right].$$

From this we obtain (5.27).

**Step 3.** Control of the slopes. Let $p_r \in \mathbb{R}^d$ denote the unique slope $p$ which minimizes $\|h_r - \ell_{p_r}\|_{L^1(B_r)}$. We claim that

$$\sup_{r \in [r_0, \frac{1}{4} R]} |p_r| \leq C \frac{M r}{R} + C M r^{-\beta} + C r^{-1-d-\beta} |\nu|(B_R). \quad (5.29)$$

By (5.25), which implies

$$|k_r - k_{\theta^r}| \leq C M r, \quad \forall r \in [r_0, \frac{1}{4} R], \quad (5.30)$$

and the first half of (1.23), we obtain

$$\frac{1}{r} \| (k_r - k_{\theta^r}) \mu \ast (\eta_{1-\delta} - \eta_{(\theta^r)^{1-\delta}}) \|_{L^1(B_r)} \leq C M r^{-\beta}. \quad (5.31)$$

Using the triangle inequality again with the help of (5.27), (5.28) and (5.31), we get

$$|p_r - p_{\theta^r}| = \frac{1}{r} \| \ell_{p_r} - \ell_{p_{\theta^r}} \|_{L^1(B_r)} \leq C \left( E(r) + E(\theta r) \right) + \frac{1}{r} \| (\nu - k_r \mu) \ast (\eta_{1-\delta} - \eta_{(\theta^r)^{1-\delta}}) \|_{L^1(B_r)}$$

$$+ \frac{1}{r} \| (k_r - k_{\theta^r}) \mu \ast (\eta_{1-\delta} - \eta_{(\theta^r)^{1-\delta}}) \|_{L^1(B_r)} \leq C \left( \frac{r}{R} \right)^\beta \frac{1}{R} \| \nu \ast \eta_{1-\delta} \|_{L^1(B_r)} + C M r^{-\beta} + C r^{-1-d-\beta} R^{-\beta \log \frac{R}{r}} |\nu|(B_R).$$

Summing over the scales yields, for every $k$ such that $\theta^k R \geq r_0$,

$$|p_{\theta^k R}| \leq |p_R| + \sum_{j=0}^{k-1} |p_{\theta^j R} - p_{\theta^{j+1} R}|$$

$$\leq |p_R| + C \frac{M r}{R} + C M r^{-\beta} + C r^{-1-d-\beta} |\nu|(B_R).$$

Using also that

$$|p_R| \leq C \frac{M r}{R} \| \nu \ast \eta_{1-\delta} \|_{L^1(B_r)},$$

which follows by the triangle inequality and optimality of $p_R$, we obtain (5.29).

**Step 4.** The conclusion. By the triangle inequality,

$$\frac{1}{r} \| (\nu - k_r \mu) \ast \eta_{1-\delta} \|_{L^1(B_r)} \leq \frac{1}{r} \| \ell_{p_r} \|_{L^1(B_r)} + \frac{1}{r} \| (\nu - k_r \mu) \ast \eta_{1-\delta} - \ell_{p_r} \|_{L^1(B_r)}$$

$$= |p_r| + E(r).$$
Using (5.27), (5.29) and the prior display, we obtain, for every \( r_0 \in [\mathcal{X}^{1/(1-\delta)}, \frac{1}{4} R] \),
\[
M = \sup_{r \in [r_0, R]} \frac{1}{r} \| (\nu - k_\tau \mu) * \eta_{r_1-\delta} \|_{L^1(\mathcal{B}_r)}
\leq \frac{C}{R} \| \nu * \eta_{r_1-\delta} \|_{L^1(\mathcal{B}_R)} + C M r_0^{-\beta} + C R^{-1-d-\beta} |\nu| (B_R).
\] (5.32)
Taking \( r_0 := \max\{\mathcal{X}^{1/(1-\delta)}, C\} \) for a sufficiently large constant \( C \), we can absorb the second term on the right side, to obtain
\[
M \leq \frac{C}{R} \| \nu * \eta_{r_1-\delta} \|_{L^1(\mathcal{B}_R)} + C R^{-1-d-\beta} |\nu| (B_R).
\] (5.33)
Using (5.25), we can replace the \( k_\tau \)'s by \( k := k_{r_0} \) in (5.32), to obtain the inequality
\[
\sup_{r \in [r_0, R]} \frac{1}{r} \| (\nu - k \mu) * \eta_{r_1-\delta} \|_{L^1(\mathcal{B}_r)} \leq \frac{C}{R} \| \nu * \eta_{r_1-\delta} \|_{L^1(\mathcal{B}_R)} + C R^{-1-d-\beta} |\nu| (B_R).
\]
Finally, in view of (5.26) and (5.33), we deduce that
\[
r^{-d} |\nu - k \mu| (B_{2r}) \leq \frac{C r}{R} \| \nu * \eta_{r_1-\delta} \|_{L^1(\mathcal{B}_R)} + \frac{C r}{R} R^{-d-\beta} |\nu| (B_R).
\]
The proof is now complete. \( \Box \)

6. Quantitative ergodicity for the environmental process

In this section we give the proof of Theorem 1.6.

Proof of Theorem 1.6. Let \( \xi \in (0, 1) \), let \( p \in (0, \xi d) \), and let \( i, j \in \{1, \ldots, d\} \). We define the process
\[
Z_t := \int_0^t (A_{ij}(X_s) - \bar{A}_{ij}) \, ds,
\]
and let \( \mathcal{G}_t \) denote the standard filtration associated to \( \{X_t\} \). For a fixed \( T \in (0, \infty) \), we will decompose \( Z_T \) into a martingale part and an error part. Precisely, for \( K \in \mathbb{N} \) to be fixed later, let \( \tau = T/K \) and let \( \{M_k\}_{k=0}^K \) be the discrete martingale defined by \( M_0 = 0 \) and, for every \( k \in \{0, \ldots, K - 1\} \),
\[
M_{k+1} = M_k + \int_{k \tau}^{(k+1) \tau} A_{ij}(X_s) \, ds - \mathbb{E} \left[ \int_{k \tau}^{(k+1) \tau} A_{ij}(X_s) \, ds \mid \mathcal{G}_k \right]
= \int_0^{(k+1) \tau} A_{ij}(X_s) \, ds - \sum_{n=0}^k \mathbb{E} \left[ \int_{n \tau}^{(n+1) \tau} A_{ij}(X_s) \, ds \mid \mathcal{G}_n \right],
\]
and let \( \{E_k\}_{k=0}^K \) be the error terms defined by
\[
E_{k+1} = \sum_{n=0}^k \left( \mathbb{E} \left[ \int_{n \tau}^{(n+1) \tau} A_{ij}(X_s) \, ds \mid \mathcal{G}_n \right] - \tau \bar{A}_{ij} \right).
\]
for which we have that
\[ Z_T = M_K + \mathcal{E}_K. \]  
(6.1)

We will treat the martingale term using Azuma’s inequality. Precisely, since for every
\[ k \in \{0, \ldots, K-1\}, \]
\[ |M_{k+1} - M_k| \leq 2\Lambda \tau, \]
it follows from Azuma’s inequality and the fact that \( M_0 = 0 \) that, for every \( \eta \in (0, \infty) \), by
definition of \( \tau \),
\[ P[ |M_K| \geq \eta T] \leq \exp \left( -\frac{\eta^2 T^2}{8\Lambda^2 K \tau^2} \right) = \exp \left( -\frac{\eta^2 T}{8\Lambda^2 \tau} \right). \]
(6.2)

This completes the analysis of the martingale term.

To treat the error term, we first observe the identity, for every \( n \in \{0, \ldots, K-1\} \) and \( s \in [n\tau, (n+1)\tau] \),
\[ E \left[ \int_{n\tau}^{(n+1)\tau} A_{ij}(X_s)\,ds \bigg| \mathcal{G}_{n\tau} \right] = \int_{n\tau}^{(n+1)\tau} \int_{\mathbb{R}^d} P(s-n\tau, X_{n\tau}, y) A_{ij}(y)\,dy\,ds, \]
and hence \( \mathcal{E}_{k+1} \) can be re-expressed as
\[ \mathcal{E}_{k+1} = \sum_{n=0}^{k} \left[ \int_{n\tau}^{n\tau+T^\beta} \left( \int_{\mathbb{R}^d} P(s-n\tau, X_{n\tau}, y) A_{ij}(y)\,dy - \bar{A}_{ij} \right)\,ds \right. \]
\[ + \left. \int_{n\tau+T^\beta}^{(n+1)\tau} \left( \int_{\mathbb{R}^d} P(s-n\tau, X_{n\tau}, y) A_{ij}(y)\,dy - \bar{A}_{ij} \right)\,ds \right]. \]

We observe using the boundedness of \( A \) and \( \bar{A} \) that the first term is controlled by
\[ \sum_{n=0}^{k} \int_{n\tau}^{n\tau+T^\beta} \left( \int_{\mathbb{R}^d} P(s-n\tau, X_{n\tau}, y) A_{ij}(y)\,dy - \bar{A}_{ij} \right)\,ds \leq 2k\Lambda T^\beta, \]
which implies, by definition of \( \tau \),
\[ T^{-1}\mathcal{E}_K \leq \sum_{n=0}^{K-1} \left( \tau^{-1} \int_{n\tau+T^\beta}^{n\tau+T^\beta+\tau} \left( \int_{\mathbb{R}^d} P(s-n\tau, X_{n\tau}, y) A_{ij}(y)\,dy - \bar{A}_{ij} \right)\,ds \right) + 2K\Lambda T^{\beta-1}. \]
(6.3)

We will now fix the choice of constants. Let \( \beta = (p+\delta\xi)/2d \in (p/d, \xi) \), let \( \beta' = \xi \), let \( p' = p/\beta \), and let \( K = \lfloor T^{1-\beta'} \rfloor \) so that \( 3^{-1}T^{\beta'} \leq \tau \leq 3T^{\beta'} \). For \( \gamma \in (0, \infty) \) and \( C \in [1, \infty) \), let \( \mathcal{Y}_{p'} = O_p(C) \) be the random variable chosen to be sufficiently large (as in Remark 3.2), which guarantees that for \( T^{\beta} \geq \mathcal{Y}_{p'}^2 \), the estimates from Theorem 1.2 and Theorem 1.4 hold everywhere in the cube with side length \( \Lambda T^{\beta} \). We henceforth restrict to the event that \( T^{\beta} \geq \mathcal{Y}_{p'}^2 \), where we observe by definition of \( p, p' \), and \( \beta \) that \( \mathcal{Y}_{p'}^{\beta-1} = O_p(C) \).
To estimate, the second term, we will form the decomposition, for \( X^* \): \( X^* := \max_{0 \leq t \leq T} |X_t| \),

\[
\int_{n\tau + T^\beta}^{(n+1)\tau} \left( \int_{\mathbb{R}^d} P(s - n\tau, X_{n\tau}, y) A_{ij}(y) dy - \bar{A}_{ij} \right) ds \tag{6.4}
\]

\[
= \int_{n\tau + T^\beta}^{(n+1)\tau} \left( \int_{\mathbb{R}^d} P(s - j\tau, X_{n\tau}, y) 1_{\{X^*_j > \frac{1}{2} T^2\}} A_{ij}(y) dy \right) ds \\
+ \int_{n\tau + T^\beta}^{(n+1)\tau} \left( \int_{B_{T^2}} P(s - n\tau, X_{n\tau}, y) 1_{\{X^*_n \leq \frac{1}{2} T^2\}} A_{ij}(y) dy - \bar{A}_{ij} \right) ds \\
+ \int_{n\tau + T^\beta}^{(n+1)\tau} \left( \int_{\mathbb{R}^d \setminus B_{T^2}} P(s - n\tau, X_{n\tau}, y) 1_{\{X^*_n \leq \frac{1}{2} T^2\}} A_{ij}(y) dy \right) ds.
\]

It follows from the boundedness of \( A \) and Proposition 2.4 that the first term on the righthand side of (6.4) satisfies

\[
P \left[ \sum_{n=0}^{K-1} \int_{n\tau + T^\beta}^{(n+1)\tau} \left| \int_{\mathbb{R}^d} P(s - n\tau, X_{n\tau}, y) 1_{\{X^*_n > \frac{1}{2} T^2\}} A_{ij}(y) dy \right| ds \neq 0 \right] \\
\leq \Lambda P \left[ X^*_\tau \geq \frac{1}{2} T^2 \right] \leq \Lambda \exp \left( -\frac{T^3}{8\Lambda} \right). \tag{6.5}
\]

For the third term of (6.4), the boundedness of \( A \), Proposition 2.4, and \( s - n\tau \geq T^\beta \) yield that there exists \( C = \frac{C}{\Lambda, \Lambda, d, a_0, K_0} \in [1, \infty) \) such that

\[
\int_{n\tau + T^\beta}^{(n+1)\tau} \left( \int_{\mathbb{R}^d \setminus B_{T^2}} P(s - n\tau, X_{n\tau}, y) 1_{\{X^*_n \leq \frac{1}{2} T^2\}} A_{ij}(y) dy \right) ds \leq C \Lambda (\tau - T^\beta) \exp \left( -\frac{T^3}{C} \right). \tag{6.6}
\]

To control the second term on the righthand side of (6.4), we form the decomposition

\[
\int_{B_{T^2}} P(s - n\tau, X_{n\tau}, y) 1_{\{X^*_n \leq \frac{1}{2} T^2\}} A_{ij}(y) dy \\
= \int_{B_{T^2}} m(y) P(s - n\tau, X_{n\tau}, y) 1_{\{X^*_n \leq \frac{1}{2} T^2\}} A_{ij}(y) dy \\
+ \int_{B_{T^2}} (P(s - n\tau, X_{n\tau}, y) - m(y) P(s - n\tau, X_{n\tau}, y)) 1_{\{X^*_n \leq \frac{1}{2} T^2\}} A_{ij}(y) dy.
\]

Theorem 1.2, Proposition A.4, and the boundedness of \( A \) yield that, for \( Y^2_{p'} \leq T^\beta \leq (s - n\tau) \),

\[
\left| \int_{B_{T^2}} (P(s - n\tau, X_{n\tau}, y) - m(y) P(s - n\tau, X_{n\tau}, y)) 1_{\{X^*_n \leq \frac{1}{2} T^2\}} A_{ij}(y) dy \right| \\
\leq C \int_{\mathbb{R}^d} (s - n\tau)^{\frac{d}{2}} \left( \frac{s - n\tau}{Y^2_{p'}} \right)^{-\gamma} \right) m(y) \exp \left( -\frac{|X_{n\tau} - y|^2}{C(s - n\tau)} \right) dy \leq CY^2_{p'} (s - n\tau)^{-\gamma}
\]
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and hence
\[
\int_{n^\tau + T^\beta}^{(n+1)^\tau} \left( \int_{B_{r_2}} P(s - n^\tau, X_{n^\tau}, y) 1_{\{X_{n^\tau} \leq \frac{1}{2} T^2\}} A_{ij}(y) \, dy - \tilde{A}_{ij} \right) \, ds \\
\leq C \int_{n^\tau + T^\beta}^{(n+1)^\tau} \int_{B_{r_2}} \mathcal{P}(s - n^\tau, X_{n^\tau}, y) 1_{\{X_{n^\tau} \leq \frac{1}{2} T^2\}} (m(y) A_{ij}(y) - \tilde{A}_{ij}) \, dy \, ds + \frac{C}{1 - \gamma} \mathcal{V}_{\rho'}^{2\gamma} T^{1-\gamma}.
\]

An application of Theorem 1.4, a dyadic approximation of the heat kernel, and Proposition A.4 yield that, for some \( \theta \in (0, 1) \),
\[
\left| \int_{n^\tau + T^\beta}^{(n+1)^\tau} \int_{B_{r_2}} \mathcal{P}(s - n^\tau, X_{n^\tau}, y) 1_{\{X_{n^\tau} \leq \frac{1}{2} T^2\}} (m(y) A_{ij}(y) - \tilde{A}_{ij}) \, dy \, ds \right| \\
\leq C \int_{n^\tau + T^\beta}^{(n+1)^\tau} \left( (s - n^\tau)^{-\frac{\gamma}{2}} + C \Lambda \exp \left( -\frac{(s - n^\tau)^\theta}{C} \right) \right) \, ds \\
\leq \frac{C}{1 - \gamma/2} T^{1-\frac{\gamma}{2}} + C \Lambda \exp \left( -\frac{T^{\beta \theta}}{C} \right).
\]

Combining the last two displays, we have
\[
\int_{n^\tau + T^\beta}^{(n+1)^\tau} \left( \int_{B_{r_2}} P(s - n^\tau, X_{n^\tau}, y) 1_{\{X_{n^\tau} \leq \frac{1}{2} T^2\}} A_{ij}(y) \, dy - \tilde{A}_{ij} \right) \, ds \\
\leq C T^{1-\frac{\gamma}{2}} + C \Lambda \exp \left( -\frac{T^{\beta \theta}}{C} \right) + \frac{C}{1 - \gamma} \mathcal{V}_{\rho'}^{2\gamma} T^{1-\gamma}. \quad (6.7)
\]

Returning to (6.4), we have from (6.6) and (6.7) that
\[
\int_{n^\tau + T^\beta}^{(n+1)^\tau} \left( \int_{\mathbb{R}^d} P(s - n^\tau, X_{n^\tau}, y) A_{ij}(y) \, dy - \tilde{A}_{ij} \right) \, ds \\
\leq \int_{n^\tau + T^\beta}^{(n+1)^\tau} \left( \int_{\mathbb{R}^d} P(s - n^\tau, X_{n^\tau}, y) 1_{\{X_{n^\tau} \geq \frac{1}{2} T^2\}} A_{ij}(y) \, dy \right) \, ds \\
+ C \Lambda (\tau - T^\beta) \exp \left( -\frac{T^3}{C} \right) + \frac{C}{1 - \gamma/2} T^{1-\frac{\gamma}{2}} + C \Lambda \exp \left( -\frac{T^{\beta \theta}}{C} \right) + \frac{C}{1 - \gamma} \mathcal{V}_{\rho'}^{2\gamma} T^{1-\gamma}.
\]

Returning to (6.3), we have
\[
T^{-1} \mathcal{E}_K \leq \sum_{n=0}^{K-1} \left[ \tau^{-1} \int_{n^\tau + T^\beta}^{(n+1)^\tau} \left( \int_{\mathbb{R}^d} P(s - n^\tau, X_{n^\tau}, y) 1_{\{X_{n^\tau} \geq \frac{1}{2} T^2\}} A_{ij}(y) \, dy \right) \, ds \right] \\
+ K \left( \frac{C}{1 - \gamma/2} T^{1-\frac{\gamma}{2}} + C \Lambda \exp \left( -\frac{T^{\beta \theta}}{C} \right) + \frac{C}{1 - \gamma} \mathcal{V}_{k_{\rho'}}^{2\gamma} T^{1-\gamma} + 2 \Lambda T^{\beta - 1} \right).
\]

from which, on the event \( \mathcal{V}_{\rho'}^{2} \leq T^\beta \), since \( \tau \geq 3^{-1} T^{\beta'} \), for a deterministic \( C \in (0, \infty) \),
\[
T^{-1} \mathcal{E}_K \leq \sum_{n=0}^{K-1} \left[ \tau^{-1} \int_{n^\tau + T^\beta}^{(n+1)^\tau} \left( \int_{\mathbb{R}^d} P(s - n^\tau, X_{n^\tau}, y) 1_{\{X_{n^\tau} \geq \frac{1}{2} T^2\}} A_{ij}(y) \, dy \right) \, ds \right] \\
+ CK T^{-(\beta' - \beta)\gamma}. \quad (6.8)
\]
It then follows from (6.1), (6.2), (6.5), (6.8), and $|K - T^{1-\beta'}| \leq 1$ that, for every $\eta \in (2CT^{(\beta-\beta')/(1-\gamma)}, \infty)$,

$$\mathbb{P}[T^{-1}|Z_T| \geq \eta] \leq \mathbb{P}[|M_K| \geq 2^{-1}\eta T]$$

$$+ \mathbb{P}\left[\sum_{n=0}^{K-1} T^{-1} \int_{t_n}^{(n+1)t_n} \left| P(s-n\tau, X_{n\tau}, y) 1_{\{X_{n\tau} \geq \frac{1}{2}T^2\}} A_{ij}(y) \right| ds \neq 0 \right]$$

$$\leq \Lambda \exp\left(-\frac{T^3}{8\Lambda}\right) + \exp\left(-\frac{\eta^2 T^{1-\xi}}{32\Lambda^2}\right).$$

We then conclude that, for every for every $\eta \geq 2CT^{\frac{\delta}{d}}$,

$$\mathbb{P}[T^{-1}|Z_T| \geq \eta] \leq (1 + \Lambda) \exp\left(-\frac{\eta^2 T^{1-\xi}}{32\Lambda^2}\right),$$

where for large $\eta$ we are using the boundedness of the random variable $T^{-1}Z_T$ to account for the first term on the righthand side of (6.9). This completes the proof. \(\square\)

A. Deterministic estimates on the adjoint equation

In this appendix, we prove deterministic estimates on the adjoint equation

$$L^* m := -\sum_{i,j=1}^d \partial_i \partial_j (A_{ij} m) = 0.$$  \hspace{1cm} (A.1)

The estimates we consider here are purely deterministic. That is, we do not assume that here $A$ is a random field, or consider statistical properties of solutions. We are interested only in the PDE theory for weak solutions of (A.2). Most of the results we present here have not, to our knowledge, appeared in the literature before. Some of them are folklore-type results (perhaps well-known to a few experts); others are not very difficult to extrapolate from known results but have nonetheless not to our knowledge been written down.

Writing (A.1) in the way we have above makes it appear that $m$ is a scalar function, but we actually first formulate weak solutions for general Radon measures. If $U \subseteq \mathbb{R}^d$ is a domain and $\mu$ is a Radon measure on $U$, then we say that $\mu$ is a weak solution of (A.1) in $U$ if

$$-\int_U A_{ij}(x) \partial_i \partial_j \varphi(x) d\mu(x) = 0, \quad \forall \varphi \in C_c^\infty(U).$$ \hspace{1cm} (A.2)

Of course, (A.2) is equivalent to the statement obtained by replacing the condition $\varphi \in C_c^\infty(U)$ with $\varphi \in C_c^2(U)$. If $\mu$ happens to have a locally integrable density $m$, then we also say that $m$ is a weak solution of (A.1) if $\mu$ is.

In the following proposition, we show that a nonnegative Radon measures satisfying (A.2) must have a density in $L^{d/(d-1)}$ with a corresponding estimate which does not depend on the modulus of continuity of $A$. This kind of $L^{d/(d-1)}$ estimate for the “doubly divergence form” adjoint equation goes back to the work of Bauman [6]. The exponent $d/(d-1)$ is expected to appear since it is the Hölder dual exponent to $d$, which arises
in the ABP inequality for nondivergence form equations. However, in that work and in all
the subsequent works of which we are aware, the constants appearing in localized versions
of this estimate depended on the modulus of continuity of the coefficients and the estimate
is therefore not scale-invariant. This is because a cutoff function creates a term that re-
quires gradient estimates to control, and gradient estimates are typically valid only if the
coefficients are continuous. Note that estimates which depend on the modulus of continuity
are essentially useless at large scales, even if the coefficients are smooth.

We present here a scale-invariant estimate with constants depending only on
\( p, d, \lambda, \Lambda, q \), which was shown to us by Guido De Philippis, who has graciousl-
y agreed to allow us to
include it here. The argument is a variant of the original argument of Bauman [6], but
dualizes the estimates for the Monge-Ampère equation (the ABP inequality) rather than
the Calderón-Zygmund estimates.

Since the estimate we get is scale-invariant, we actually get a slightly better integrability
exponent than \( d/(d - 1) \), thanks to the Gehring lemma. This cannot be improved further:
see Remark A.2 below.

**Proposition A.1.** Let \( A : B_r \rightarrow \mathcal{S}^d \) be continuous and satisfy (1.3) and consider a non-
negative Radon measure \( \mu \) on \( B_r \) satisfying

\[
- \int_{B_r} A_{ij}(x) \partial_i \partial_j \varphi(x) \mu(x) = 0, \quad \forall \varphi \in C_c^\infty(B_r).
\]  

(A.3)

Then there exist \( \delta(d, \lambda, \Lambda) > 0 \) and \( C(d, \lambda, \Lambda) < \infty \) and a function \( m \in L^{d/(d - 1) + \delta}_{\text{loc}}(B_r) \) satisfying

\[
d\mu(x) = m(x) \, dx
\]

and

\[
\| m \|_{L^{d/(d - 1) + \delta}(B_r)} \leq \frac{C \mu(B_r)}{|B_r|}.
\]  

(A.4)

*Proof.* By the Gehring lemma (see [2, Lemma C.4]), it suffices to prove the statement of
the proposition for \( \delta = 0 \). That is, we want to show that \( \mu \) has a density \( m \) which satisfies,
for a constant \( C(d, \lambda, \Lambda) < \infty \), the estimate

\[
\| m \|_{L^d(B_{1/2})} \leq \frac{C \mu(B_r)}{|B_r|^d} = C \| m \|_{L^1(B_r)}.
\]  

(A.5)

By scaling, we may assume \( r = 1 \).

Fix \( f \in C_c^\infty(B_{1/2}) \) with \( f \geq 0 \) and let \( v \in C^\infty(B_4) \) satisfy the following Dirichlet problem
for the Monge-Ampère equation:

\[
\begin{cases}
\det D^2 v = f^d & \text{in } B_4, \\
v = 0 & \text{on } \partial B_4.
\end{cases}
\]

Then \( v \in C^2(B_4) \) is convex, and we have, for a constant \( C(d) < \infty \), the estimate

\[
\| v \|_{L^\infty(B_4)} + \| Dv \|_{L^\infty(B_4)} \leq C \| f^d \|_{L^1(B_4)}^{1/d} = C \| f \|_{L^d(B_{1/2})}.
\]  
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Select a cutoff $\zeta \in C^\infty_c(B_1)$ satisfying $1_{B_{1/2}} \leq \zeta \leq 1_{B_{3/4}}$ and $\|D^j \zeta\|_{L^\infty(B_1)} \leq 10$ for $j \in \{1, 2\}$. Using the arithmetic-geometric mean inequality, and the fact that $v$ is convex, we have

$$
\int_{B_1} f(x) \, d\mu(x) = \int_{B_1} \zeta(x) f(x) \, d\mu(x)
= \int_{B_1} \zeta(x) (\det(D^2 v(x)))^{1/d} \, d\mu(x)
\leq \frac{1}{d} \int_{B_1} \zeta(x) \Delta v(x) \, d\mu(x) \leq \frac{1}{\lambda d} \int_{B_1} \zeta(x) A_{ij}(x) \partial_i \partial_j v(x) \, d\mu(x).
$$

We next use the identity

$$
\zeta A_{ij}(x) \partial_i \partial_j v = A_{ij}(x) \partial_i \partial_j (\zeta v) - v A_{ij}(x) \partial_i \partial_j \zeta - 2 A_{ij}(x) \partial_i v \partial_j \zeta
$$

and the assumption that $\mu$ is an invariant measure, i.e. (A.3), to compute

$$
\int_{B_1} \zeta(x) A_{ij}(x) \partial_i \partial_j v(x) \, d\mu(x)
= -\int_{B_1} (v(x) A_{ij}(x) \partial_i \partial_j \zeta(x) - 2 A_{ij}(x) \partial_i v \partial_j \zeta(x)) \, d\mu(x)
\leq (C\|v\|_{L^\infty(B_1)} \|D^2 \zeta\|_{L^\infty(B_1)} + C\|Dv\|_{L^\infty(B_1)} \|D\zeta\|_{L^\infty(B_1)}) \mu(B_1)
\leq C\mu(B_1) \|f\|_{L^d(B_{1/2})}.
$$

We have shown that, for every $f \in C^\infty_c(B_{1/2})$ with $f \geq 0$,

$$
\int_{B_1} f(x) \, d\mu(x) \leq C\mu(B_1) \|f\|_{L^d(B_{1/2})}.
$$

Therefore, by density, $f \mapsto \int_{B_1} f(x) \, d\mu(x)$ can be extended to a bounded linear functional on $L^d(B_{1/2})$ and it therefore follows by the representation theorem that $\mu|_{B_{1/2}}$ is given by a density belonging to $L^{d/(d-1)}(B_{1/2})$, which, if we denote it by $m$, satisfies (A.5). The result follows.

**Remark A.2.** We claim that Proposition A.1 cannot be improved, in the sense that, for any $q > \frac{d}{d-1}$ and $K < \infty$, there exists $A : B_1 \to S^d$ which is continuous and uniformly elliptic and a function $m \in L^\frac{d}{d-1}(B_1)$ satisfying

$$
L^* m = 0 \quad \text{in } B_1,
$$

such that

$$
\|m\|_{L^q(B_1)} > K \|m\|_{L^1(B_1)}. \quad \text{(A.7)}
$$

For instance, let us consider

$$
A(x) = \lambda \left( I_d - \frac{x \otimes x}{|x|^2} \right) + \Lambda \frac{x \otimes x}{|x|^2}. \quad \text{(A.8)}
$$
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Then, by a direct computation, we find that the function
\[ m(x) := |x|^{-\gamma}, \quad \gamma := (d - 1) \frac{\Lambda - \lambda}{\Lambda}, \]
satisfies, for every \( j \in \{1, \ldots, d\}, \)
\[ \sum_{i=1}^{d} \partial_i(A_{ij}m(x)) = 0. \]
In particular, \( L^* m = 0 \). Note that, for any \( q > \frac{d}{d-1} \),
\[ m \notin L^q(B_1) \iff \frac{\lambda}{\Lambda} < 1 - \frac{d}{q(d-1)}. \]
Now, this coefficient field \( A(x) \) that we have defined in (A.8) is not continuous at the origin. However, this can be fixed by mollifying \( A \) very slightly, to make it qualitatively continuous. This will only change \( m \) slightly, and by slowly removing the mollification we can get an example satisfying (A.7) for any choice of \( K \). (The positive homogeneity just makes it easier to compute.)

If we allow ourselves to use the continuity of the coefficients \( A(x) \) in a quantitative way, then we can improve the integrability of the invariant measure to \( L^q \) for every \( q \in (1, \infty) \). This is obtained by an argument following Bauman [6], the main difference is that rather than proving (A.11) for \( q = 1 \), we prove it for all \( q \in [1, d) \) allowing us to bootstrap the integrability exponent.

**Proposition A.3.** Let \( A : B_r \to S^d \) be continuous and satisfy (1.3) and \( m \in L^1(B_{2r}) \) be a weak solution of the equation
\[ L^* m := -\sum_{i,j=1}^{d} \partial_i \partial_j(A_{ij}m) = 0 \quad \text{in } B_{2r}. \] (A.9)
Then
\[ m \in \bigcap_{q \in [1, \infty)} L^q(B_r) \]
and, for each \( q \in [1, \infty) \), there exists a constant \( C < \infty \) which depends on \( q \) and the modulus of continuity of \( A \), in addition to \((d, \lambda, \Lambda)\), such that
\[ \|m\|_{L^q(B_r)} \leq C \|m\|_{L^1(B_{2r})}. \] (A.10)

**Proof.** Fix \( q \in (1, d) \) and let \( q^* := \frac{dq}{d-q} \). We will prove the estimate
\[ \|m\|_{L^{q^*}(B_r)} \leq C \|m\|_{L^q(B_{2r})}, \] (A.11)
for a constant \( C < \infty \) depending on \((q, d, \lambda, \Lambda)\) in addition to the modulus of continuity of \( A \). Arguing by duality, we will demonstrate the bound (A.11) by showing that, for every \( f \in L^{p^*}(B_r) \) with \( p := \frac{q}{q-1} \) and \( p^* := \frac{pd}{d+p} = \frac{q^*}{q^*-1} \), we have
\[ \left| \int_{B_r} m f \, dx \right| \leq C \|m\|_{L^q(B_{2r})} \|f\|_{L^{p^*}(B_{2r})}. \] (A.12)
To that end, we select \( f \in C^\infty_c(B_r) \) and consider the solution \( u \) of the problem

\[
\begin{aligned}
Lu := -\text{tr}(\mathbf{A}D^2u) &= f & \text{in } B_{2r}, \\
u &= 0 & \text{on } \partial B_{2r}.
\end{aligned}
\]

Since \( p_* \in (1, \infty) \), the classical Calderón-Zygmund \( W^{2,p_*} \) estimates (see for instance [12, Theorem 9.11]) imply that \( u \in W^{2,p_*}(B_{2r}) \) and we have the estimate

\[
\|D^2u\|_{L^{p_*}(B_{2r})} \leq C\|f\|_{L^{p_*}(B_{2r})} \leq C\|f\|_{L^{p_*}(B_r)}.
\]

By the Sobolev inequality, we deduce that \( u \in W^{1,p}(B_r) \) and, moreover, we have the estimate

\[
\|u\|_{L^p(B_r)} + r\|Du\|_{L^p(B_r)} \leq Cr^2\|f\|_{L^{p_*}(B_r)}.
\]

Select a cutoff function \( \zeta \in C^\infty_c(B_{2r}) \) which satisfies

\[
1_{B_r} \leq \zeta \leq 1_{B_{3r}/2} \quad \text{and} \quad \|D^k\zeta\|_{L^\infty(B_{2r})} \leq Cr^{-k}, \quad \forall k \in \{1, 2\}.
\]

Using (A.9), the identity (A.6) above, and Hölder’s inequality, we find

\[
\begin{aligned}
\int_{B_r} mf \, dx &= \int_{B_{2r}} m\zeta A_{ij}\partial_i\partial_ju \, dx \\
&= -\int_{B_{2r}} \left(u(x)A_{ij}(x)\partial_i\partial_j\zeta(x) - 2A_{ij}(x)\partial_iu(x)\partial_j\zeta(x)\right)m \, dx \\
&\leq \left(C\|u\|_{L^p(B_{2r})}\|D^2\zeta\|_{L^\infty(B_{2r})} + C\|Du\|_{L^p(B_{2r})}\|D\zeta\|_{L^\infty(B_{2r})}\right)\|m\|_{L^p(B_{2r})} \\
&\leq C\|m\|_{L^q(B_{2r})}\|f\|_{L^{p_*}(B_r)}.
\end{aligned}
\]

By density, we obtain (A.12) and this completes the proof of (A.11).

The statement of the proposition now follows from (A.11), Proposition A.1, and a simple covering argument.

To go beyond \( m \in \bigcap_{q \in [1, \infty]} L^q \) and obtain local pointwise boundedness of an adjoint solution \( m \), we need to assume more than just the continuity of \( \mathbf{A} \). We need Hölder continuity (or at least a Dini-type modulus) so as to implement a harmonic approximation scheme, and sum over the scales. This is in complete analogy to the classical Schauder estimates.

**Proposition A.4.** Let \( \alpha \in (0, 1] \) and \( \mathbf{A} : B_r \to \mathcal{S}^d \) belong to \( C^{0,\alpha}(B_r; \mathcal{S}^d) \). Let \( m \in L^1(B_{2r}) \) be a weak solution of the equation

\[
L^*m := -\sum_{i,j=1}^d \partial_i\partial_j(A_{ij}m) = 0 \quad \text{in } B_{2r}. \tag{A.13}
\]

Then \( m \in C^{0,\alpha}(B_r) \) and there exists \( C(\alpha, d, \lambda, \Lambda) \in [1, \infty) \) such that

\[
\|m\|_{L^\infty(B_r)} + r^\alpha[m]_{C^{0,\alpha}(B_r)} \leq Cr^\alpha[\mathbf{A}]_{C^{0,\alpha}(B_r)}\|m\|_{L^1(B_{2r})}. \tag{A.14}
\]
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Proof. By a change of variables, we may suppose without loss of generality that \( A(0) = I_d \), and also that \( r = 1 \). Let \( \{ \eta_\delta \}_{\delta > 0} \) be the standard mollifier; we will be using that it is radial. We will argue that
\[
|m * \eta_{2\delta}(0) - m * \eta_\delta(0)| \leq C\delta^\alpha [A]_{C^{0,0}(B_1)} \|m\|_{L^1(B_{2\delta})}, \quad \forall \delta \in (0, 1/2).
\] (A.15)
This yields
\[
\|D^2 w_\delta\|_{L^\infty(\mathbb{R}^d)} \leq \|\eta_{2\delta} - \eta_\delta\|_{L^\infty(\mathbb{R}^d)} + \delta^\beta [\eta_{2\delta} - \eta_\delta]_{C^{0,\alpha}(\mathbb{R}^d)} = C\delta^{-d}.
\] (A.16)

For each \( \delta < 1/2 \), we may test \( w_\delta \in C^\infty_c(B_{2\delta}) \subseteq C^\infty_c(B_1) \) in the weak formulation of the adjoint equation, (A.16), to obtain
\[
|m * \eta_{2\delta}(0) - m * \eta_\delta(0)| = \left| \int_{B_{2\delta}} (\eta_{2\delta}(x) - \eta_\delta(x)) m(x) \, dx \right|
\[
= \left| \int_{B_{2\delta}} \Delta w_\delta(x) m(x) \, dx \right|
\[
= \left| \int_{B_{2\delta}} (\Delta w_\delta(x) - \text{tr}(A(x)D^2 w_\delta(x))) m(x) \, dx \right|
\[
\leq C \|m\|_{L^1(B_{2\delta})} \|A - I_d\|_{L^\infty(B_{2\delta})} \|D^2 w_\delta\|_{L^\infty(B_{2\delta})}
\[
\leq C[A]_{C^{0,0}(B_1)} \delta^\alpha C\delta^{-d} \|m\|_{L^1(B_{2\delta})}.
\]

This yields (A.15).

The estimate (A.15) implies the proposition. To see this, note that it implies that \( \{m * \eta_{2^{-n}\delta}(0)\}_{n \in \mathbb{N}} \) is Cauchy and so if 0 is a Lebesgue point for \( m \), then \( m(0) = \lim_{n \to \infty} m * \eta_{2^{-n}\delta}(0) \). Otherwise, we may redefine \( m(0) \). Summing (A.15) over the scales, we obtain
\[
\|m - m(0)\|_{L^1(B_{\delta})} \leq C\delta^\alpha [A]_{C^{0,0}(B_1)} \|m\|_{L^1(B_1)}, \quad \forall \delta \in (0, 1/2).
\]

By translation, we obtain
\[
\sup_{x \in B_1} \|m - m(x)\|_{L^1(B_{\delta}(x))} \leq C\delta^\alpha [A]_{C^{0,0}(B_2)} \|m\|_{L^1(B_2)}, \quad \forall \delta \in (0, 1/2).
\]

The result now follows from Campanato’s characterization of Hölder spaces. \( \square \)

Note that higher regularity (\( C^1 \) and beyond) for the adjoint equation can be obtained in the case that the coefficients \( A \) are also at least \( C^{1,\alpha} \). But this is classical, because we can write the equation in divergence form and apply Schauder estimates for divergence form equations.

\(^{1}\)Alternatively, just write down the Green function formula and read the estimates off.
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