A Pulse Generator with Poisson-Exponential Distribution for Emulation of Radioactive Decay Events
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Abstract—We present an FPGA-synthesizable version of a pseudo-random pulse generator that can be used to emulate radioactive source activity. It is intended for debugging real-time digital pulse processing applications, beyond the capabilities of periodic generators. The proposed module delivers a discrete random sequence that follows the Poisson inter-arrival distribution. Operation is based on a barrel-shifted maximal-length linear feedback shift register, operating as uniform random number generator, followed by an implementation of the Bernoulli trial to emulate exponential inter-arrival times. Due to its simple design, it can operate at high clock frequencies, providing a minimum time between events of two FPGA clock cycles operating at full-speed. A small footprint Verilog module is proposed for embedding in digital processors. Attainable performance and required resources are calculated. Additionally, it is shown how digital output pulses can be width-modulated to generate, with minimum conditioning, the analog signals present in a spectroscopy detection chain.

Index Terms—random events; nuclear spectroscopy.

I. INTRODUCTION

Non-periodic behavior of nuclear radiation detectors can be challenging for a digital instrumentation system. Nowadays, sophisticated digital pulse processors (DPP) are broadly applied to pulse shape discrimination, pulse height analysis and time-to-digital conversion techniques. Since those systems and algorithms are becoming more complex, it is useful to have a precise emulation of the detection system that can be used for debugging, reducing the risk of radioactive source use. But in order to be useful, the emulator must statistically conform the behavior of real experimental data.

DPPs are designed with a processing throughput equivalent to the average rate of interesting events. However, as they are independently emitted, two consecutive events have a certain probability to arrive very close, or very far, to each other. This situation is hard to reproduce with a periodic signal generator. If a periodic high-frequency signal is used to emulate two close events, the DPP will not be able to handle the unreal data rate. Some commercial generators can produce programmable pulse trains, which may be useful to test some states, but they can’t reproduce all race conditions that can occur during run-time. In certain circumstances the behavior of an electronic system may be dependent on the timing of events, producing a bug when events do not happen in the expected sequence. These situations may be rare and may arise after a long time of operating conditions.

With that issue in mind, a digital circuit that emulates the behavior of a radioactive source is proposed. Low resource FPGA implementation enables standalone operation or embedding in complex DPP systems. Besides its practical applications in debugging, it can be useful for the calibration of nuclear instruments and for teaching purposes, as it can emulate any kind of Poisson arrival in real-time.

In the next section a fast digital method for emulating inter-arrival times is proposed. As the design depends on a uniform random number generator (URNG) for operation, in the following section an efficient implementation is presented and compared with an alternative often cited in literature. In the last section some additional features that broaden the application field are included, like output conditioning to emulate analog spectroscopy signals and pulse-width modulation to emulate detector geometry.

II. EMULATING POISSON INTER-ARRIVAL TIMES

It is well known that the number of decay events per second from a radioactive source can be modeled as a Poisson process [1], [2]. A Poisson process is a stochastic counting process that expresses the probability of a given number of events occurring in a fixed interval of time, if these events occur with a constant average rate and independently of the time since the last event. The Poisson distribution arises in connection with the Poisson processes. A discrete random variable $X$ is said to have a Poisson distribution with parameter $\lambda > 0$, if, for $k = 0, 1, 2, \ldots$, the probability mass function of $X$ is given by

$$f(k; \lambda) = \frac{(\lambda t)^k e^{-\lambda t}}{k!}$$

For a given $t \geq 0$, the probability distribution of the process is a Poisson distribution with parameter $\lambda t$. Here $\lambda > 0$ is called the rate of the Poisson process. The expected value of a Poisson-distributed random variable is equal to $\lambda t$ and so is its variance. Under these circumstances the probability of an occurrence in a time interval is proportional to the length of the time interval, the occurrences are distributed uniformly on any interval and the probability of simultaneous occurrences equals zero. It can be shown that the time between each pair of consecutive events has an exponential distribution with parameter $\lambda$ and each of these inter-arrival times is assumed to
be independent of other inter-arrival times. Probability density function results

\[ f(\lambda; x) = \lambda e^{-\lambda t} \]  

(2)

In a digital generator, in order to emulate Poisson inter-arrival behavior, exponential values can be generated by inverse transform sampling [3], [4],

\[ t = -\frac{1}{\lambda} \log(U) \]  

(3)

where \( U \) is a uniform random variable in [0,1] and \( \lambda \) is the mean of the exponential [5], [6]. In this way the time until next event can be calculated. However, if outcome results in a time smaller that the time required for the calculation, the event will be lost. A minimum inter-arrival time is imposed by eq. 3 calculation, limiting the capabilities of the generator. In order to solve that problem, multiple inter-arrival times could be calculated at average rate and buffered. This would require a large memory to guarantee a low enough probability of emptying it at run time.

A more inexpensive way to reproduce the required behavior is to implement a hardware simulation of the actual emission process. That can be accomplished by running the Bernoulli trial [7] at high speed. This random experiment is characterized by only one parameter \( p \), which represents the probability to have a success. The simplest way to obtain a Bernoulli outcome is by generating a uniform pseudo-random number \( U \) in the range [0,1] and then comparing it with the parameter \( p \). Finally, if \( U < p \), then a success event is obtained. In order to reproduce Poisson behavior and be applicable to our case, the following conditions must be met:

1) Time must be sliced in short intervals where only one event can occur.
2) Probability of event in an interval must be small and independent of previous events.

Given \( N \) intervals per second and \( p \) probability of event in that interval, the rate of the generator results

\[ \lambda = Np \]  

(4)

This is a form of random variate generation that transforms a uniform random sequence to produce a sequence with the exponential distribution. The shorter the interval of the simulation, the closer two independent events can be generated, resulting in a better time resolution of the pulse generator. Within that interval, a uniform pseudo-random number must be generated and Bernoulli trial run, what in practice results much faster and less resource consuming than calculations required for eq. 3. The proposal is to design a synchronous digital circuit that runs the trial once every clock cycle at full FPGA speed. To speedup the whole operation, the circuit can be split in two stages, as shown in Fig.1. The figure presents a layout where the uniform random number generator can be replaced in order to test two possibilities that will be presented in the next section. Both stages are pipelined implying a two cycle operation with a throughput of one possibility of event per cycle, resulting a minimum inter-arrival time of one clock cycle (two clock cycles for non-retriggerable output).

As any bit sequence of the URNG is equally probable, the trial test can be improved using a \( 2^n \)-ones mask generated by \( n \)-bit RATE register. Output is true (event is generated) if last \( n \) bits of the random number equal the mask (i.e. are all one). Registered output \( A \) is one cycle width. Fig. II presents a Verilog section of code that implements this feature. Note that \( (1 \ll n) - 1 \) is a simple syntax for a \( n \)-ones mask.

The number of bits of random number \( U \) determines the lowest rate of the generator. In this case 32 bits were selected. A 32-bit pattern will occur, in average, once every 2\(^{32}\) cycles, what is approximately 10 seconds when running at 400 MHz clock frequency. If a lower event rate is required, the number of bits of \( U \) can be increased.

For experiments that require long-term debugging, the period of the URNG must be long enough to guarantee non repeatability. Running at 400 MHz, a one day period would require at least a \( 2^{45} \)-cycles period length. Therefore, a 64-bit period was implemented in order to consider the generator as non periodic for all practical purposes.

The highest rate of the generator could be as high as clock frequency (one bit mask), but in this case the output would become periodic. In order to preserve Poisson behavior, \( \lambda \) must be much smaller than the number of intervals per second. A minimum mask of 7-bit guarantees two orders of magnitude in this relation and still provides Poisson output rate as high as 3 MHz when operating at 400 MHz. It must be noted that the output rate is logarithmic with the number of bits of the mask, providing 32 different rate options.
III. SINGLE CYCLE UNIFORM RANDOM NUMBER GENERATORS

In order to be able to run the Bernoulli trial at fast speed in one cycle, a 32-bit uniformly distributed random number $U$ must be generated in one clock cycle. Considering the hardware simplicity of the Bernoulli trial, the URNG will become responsible for the speed limit the pipeline can reach. We propose a fast URNG based on applying the barrel-shifting technique to a Maximum Length Linear Feedback Shift Register (ML-LFSR). Our alternative will be compared with an FPGA implementation of a maximally equidistributed combined Tausworthe random number generator.

A linear-feedback shift register (LFSR) [8] is a shift register whose input bit is a linear function (usually XOR) of its previous state. If well designed, they can produce a sequence of bits which appears random with a very long cycle. The initial value of the LFSR is called the seed and, because the operation of the register is deterministic, the stream of values produced by the register is completely determined by its current (or previous) state. Likewise, because the register has a finite number of possible states, it must eventually enter a repeating cycle. A maximum length LFSR (ML-LFSR) [9] generates a pseudo-random binary sequence that is also periodic, but reproduces every binary sequence (except the zero vector) that can be represented by the shift registers (i.e., for length-$m$ registers they produce a sequence of length $2^m-1$). As a consequence, ML-LFSRs have a continuous uniform distribution.

In practice, a ML-LFSR can be shifted in one clock cycle, but in that case it will only provide one pseudo-random bit at a time. In order to generate a 32-bit random number, either 32 clock cycles would be required or 32 parallel generators must be implemented, as in [10]. Our proposal is to design a barrel-shifted LFSR that can generate 32 pseudo-random bits in one clock cycles. For that to be possible, a ML-LFSR whall taps bigger than 32 is required. In our case a 96-bit implementation was selected (taps 96, 94, 49, 47), which is barrel-shifted 32 times in one cycle. Fig. III provides a register-level Verilog implementation of the proposed generator. The last 32 bits of the LFSR provide our 32-bit random output. The remaining 64 bits provide a $2^{64}$ period length, suitable for long term experiments. Given tap distribution, number of simultaneous shifts could be increased up to 46, reducing the output rate to one event every two days with a period length of a month.

In order to compare the performance and required resources of our URNG, a maximally equidistributed combined Tausworthe random number generator [11] was implemented as proposed in [12]. Tausworthe generators are a kind of multiplicative recursive generators that allow an easy and fast single cycle implementation. They have good statistical properties when they are combined. Fig. III gives a Verilog version of the C code proposed in the reference. Registers S0, S1 and S2 must be initialized to any nonzero values. The generator has a period length of approximately $2^{98}$ cycles. It requires three 32-bit registers for internal operation and a fourth one to store the 32-bit combined random number, 32 more registers than required for our generator.

IV. IMPLEMENTATION

Both stages of the Poisson generator were designed as a synthesizable register-transfer level (RTL) core, coded in Verilog hardware description language. A development platform for Altera FPGA was used to test its performance. Terasic DE0 kit [13] includes speed grade 6 Cyclone III 3C16 FPGA [14] with several peripherals and memory.

| FPGA RESOURCES REQUIRED FOR IMPLEMENTATION OF THE GENERATOR |
|-------------------------------------------------------------|
| LC: ALTERA LOGIC CELLS, REG: registers, LUT: lookup tables. |
| $f_{max}$ | LC | Reg | LUT |
|------------|----|-----|-----|
| Tausworthe  | 428.6 MHz | 128 | 128 | 96 |
| Bernoulli Trial | 69 | 1 | 69 |
| Total | 197 | 129 | 163  |
| LFSR | 462.3 MHz | 97 | 96 | 45 |
| Bernoulli Trial | 69 | 1 | 69 |
| Total | 161 | 97 | 109 |

The Verilog model of the two-stage pipelined generator was compiled using Quartus II (32-bit) version 13.1.0 Web Edition. Table I summarizes the resources required for implementation of both pipeline stages, for two different URNG options. One of four on-chip phase-locked loop modules (PLL) was used to clock the generator. The PLL was programmed using Altera
VII Latin American Symposium on Circuits and Systems (LASCAS) 2016

IEEE Catalog Number CFP16LAS-ART

V. SHAPING THE OUTPUT AND EMULATING CORRELATED EVENTS

In order to broaden the application spectrum of the generator, several additional features are proposed. Besides dealing with timing situations, these features can help to more accurately emulate the behavior of a real detector and associated front-end electronics.

An analog output stage, as proposed in Fig. 5, is an implementation of a simple pulse shaping network for spectroscopy. A charge sensitive preamplifier for the short digital input pulse (output B) is followed by a CR-RC shaping amplifier without baseline restoration (output C) that produces a pseudo-gaussian pulse with amplitude proportional to pulse energy. Maxim 4477 is a dual wideband, low-noise, low-distortion operational amplifier suitable for this application. The first stage feedback resistor value must be calculated to prevent pileup saturation at high output rates. Fig. 6 (right) shows how a spectroscopy system can be tested in different stages with the analog outputs of the pulse generator.

Fig. 5. Analog circuit required to emulate the behavior of pulse shaping front-end electronics. Input A receives a short digital pulse from the FPGA. Output B emulates the output of a charge sensitive preamplifier and output C provides a pseudo-gaussian shaping of the preamplifier pulses.

Additionally, a simple pulse-width modulation technique can be used to emulate different trajectories or interactions between radiation and detector. Different pulse energies can be produced assigning a random width of more than one clock cycle to the pulse. Once integrated and shaped by the amplifiers, quantized-amplitude pulses can be used to test multi-channel analyzers and digital pulse processors. This technique is schematized in Fig. 6 (left). Note that widening the output pulse degrades timing resolution.

Finally, it is worth mentioning that several generators can be combined in order to emulate more elaborate situations, as correlated events. For that purpose seeds can be externally generated and stored if repetition of the sequence is required.
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