An Orographic-Drag Parametrization Scheme Including Orographic Anisotropy for All Flow Directions
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Abstract Orographic drag is an essential process for numerical weather predictions in complex terrain regions, which depends on the inflow direction. In this study, we define the orographic asymmetry vector (OAV) for a coarse grid as the normalized vector between the grid's center point and its center of mass, and the orographic asymmetry in a flow direction—which describes the inclination direction and the extent of the subgrid terrain—is calculated as the projection of OAV on this direction. Calculations of the effective orographic length (OL) and the model grid length \( \lambda \) are extended to all flow directions. A new orographic drag scheme, which considers the effect of orographic anisotropy in all directions, is then developed based on the OAV projection and the extended OL and \( \lambda \) for any given direction. Sensitivity tests of the orographic drag under the new scheme are conducted using a 5 m/s vertically uniform wind along different directions for four coarse grid points in typical mountain regions. The new scheme is shown to provide a more continuous transition of the orographic parameters and the resulting stress as a function of flow direction than piecewise transition of schemes with only eight directions. The predicted momentum flux profile of the new scheme is compared with mountain-wave simulations obtained from the integrated modeling system IAP-WRF (Institute of Atmospheric Physics-Weather Research and Forecasting Model) for the Rocky Mountain. The new scheme is shown to predict an overall narrower stress scatter about the reference simulation than the old scheme.

Plain Language Summary The orographic drag exerted by the Earth surface on the atmospheric flow is an essential process for numerical weather predictions and depends on the flow direction. Including the effect of the orographic drag in all directions is important for improving weather forecasts and climate prediction. In this study, we refine the derivation method of the subgrid topographic parameters and develop a new orographic drag scheme considering anisotropy in all directions for weather and climate models. It is shown that the new scheme yields a more continuous transition of the orographic parameters and the resulted drag as a function of flow direction than the transition obtained from the standard scheme with only eight directions, and the new scheme exhibits an overall better performance than this old scheme.

1. Introduction

The orographic drag exerted by the Earth surface on the atmospheric flow plays an important role in the general circulation of the atmosphere, and the inclusion of the effects of orographic drag in numerical weather prediction and climate models is crucial for successful weather and climate predictions (e.g., Palmer et al., 1986; Miller et al., 1989; Kim et al., 2003). Subgrid-scale orographic drag parametrizations (SOPs) that describe the vertical transport of momentum induced by subgrid-scale orography on large-scale flow include representations of the following three processes: gravity wave drag (GWD), low-level wave breaking (LLWB), and flow blocking drag (FBD) (Kim & Doyle, 2005; Lott & Miller, 1997; Zadra et al., 2003). GWD is generated by flow over mountains, which in turn generates vertical propagating waves that produce drag at upper levels when breaking. The LLWB and trapped lee waves downstream can enhance the drag in the lower troposphere. The FBD is forced by flow blocked on the mountain flanks or flowing around the mountain under upstream stable conditions, providing drag near the surface, where the blocking occurs. All three
processes are strongly related to the orientation of the terrain. Initially, studies about SOPs focused mainly on parameterizing the effects of the GWD using the two-dimensional (2-D) gravity wave theory for an idealized mountain (e.g., Boer et al., 1984; McFarlane, 1987). This theory is based on the assumption of an isotropic terrain and neglects the three-dimensional (3-D) spreading of the mountain waves and the low level flow that goes around the mountain below the FBD separation line (Gregory et al., 1998; Lott & Miller, 1997; Nappo & Chimonas, 1992), thereby leading to excessive drag for all flow directions that is commonly alleviated by imposing an upper limit to the drag (Miller et al., 1989; Palmer et al., 1986). Another potential adverse impact of this assumption is the bias it can generate on orographic precipitation, which has been shown to be highly sensitive to the inflow wind direction (Hughes et al., 2014; Neiman et al., 2011; Nuss & Miller, 2001; Picard & Mass, 2017).

With regard to the incorporation of the orographic anisotropy into the orographic drag schemes for SOPs under a 3-D framework, two types of schemes exist depending on the treatment of orographic specification. The first type assumes an elliptical shape of the orography based on an analytical function with several parameters to be derived using the subgrid orographic height data. The “best fit” elliptical shape is used to derive the relevant anisotropic parameters in the flow direction used to derive the orographic drag (Baines & Palmer, 1990; Lott & Miller, 1997; Phillips, 1984; Scinocca & McFarlane, 2000). This inherently assumes a symmetrical terrain shape on the windward and leeward side of the mountain in the inflow direction and hinders the input of high order details of the terrain shape specification into the orographic parameter derivation. The second type, on the other hand, derives the anisotropic parameters in bulk form, and hence does not require an a priori assumption of the terrain shape (Kim & Doyle, 2005; Hong et al., 2008; Choi & Hong, 2015). This brings more flexibility in introducing the higher-order moments of the mountain shape—such as orographic asymmetry—for the determination of the nonlinear orographic drag in the inflow direction (Kim & Doyle, 2005; Hong et al., 2008; Choi & Hong, 2015). However, the representation of orographic anisotropy in this line of treatment is restricted only to eight representative directions. This is due to the fact that partitioning of a coarse grid for orographic parameter derivation is relatively straightforward at the specific angles defined by multiples of π/4 (e.g., ±0°, ±45°, ±90°, ±135°; see, for example, Figures 2 and 6 in Kim & Doyle, 2005) but not as easy for other angles. Consequently, this treatment may induce sudden jumps in the values of the orographic statistics with small changes in the wind direction, which introduces potential bias in weather and climate prediction as discussed in Kim and Doyle (2005).

In this study, we generalize the representation of orographic parameters and develop a new subgrid orographic drag scheme that includes orographic anisotropy for all flow directions. This scheme is validated against high-resolution mesoscale simulations. The paper is organized as follows: Section 2 describes the subgrid orographic drag scheme; section 3 presents its sensitivity to the derived parameters and section 4 presents preliminary validation against high-resolution mesoscale simulation. Lastly, a summary and conclusions are provided in section 5.

2. Subgrid Orographic Parametrization

2.1. Orographic Asymmetry, Effective Orographic Length, and Model Grid Length

In the original scheme of Kim and Doyle (2005), the direction-related parameters orographic asymmetry (OA), effective orographic length (OL), model grid length λ, and the derived orographic direction (OD) were applied in eight representative flow directions. This may cause a sudden jump near the boundary of neighboring directions (Kim & Doyle, 2005). In this study, we build on the derivation method of the parameters so they can be derived in all flow directions according to the procedure described below.

2.1.1. Orographic Asymmetry

OA describes the inclination extent of the subgrid terrain in the windward direction. In Kim and Doyle (2005), the subgrid orography in a model grid-box was separated into upstream and downstream sides, and the OA was derived as the ratio between the number of points in the upstream and downstream regions that were higher than the grid box average.

Revisiting the original definition of the OA by Kim and Arakawa (1995), we find that the original skewness parameter in a 2-D space is a scalar value defined as the distance between the model’s center grid point and the mode, normalized by the standard deviation of the scale in the given inflow direction [Appendix B in Kim & Arakawa, 1995]. If viewing the OA as the normalized distance between two
Figure 1. Schematic map of the orographic asymmetry (OA) under an idealized topography. The direction vector depicts the OA inclination vector defined as the normalized vector between the model’s center grid point and the “center of mass” of the subgrid mountain heights. The x and y axes represent the west-to-east and south-to-north directions, respectively.

points, the concept of this parameter can be easily generalized from 2-D to 3-D space. The scalar value in the 2-D space is then turned to a vector value in the 3-D space. This “OA inclination vector (OAV)” then describes the overall inclination direction and rate of change of the subgrid topography in the 3-D space. The OA value in the given inflow direction is then derived as the projection of the OAV onto this direction. Through this way, the method can easily be applied to all flow directions. An idealized example of the OAV is depicted in Figure 1. The idealized topography is a symmetric topography about the ~60° direction from the east. In the cross section of the 60° slice, an inflow that blows from the southwest to the northeast direction would encounter a mountain that leans to the downstream side; thus, having a negative OA in this direction. For wind directions other than along the ~60° axis, however, the relief inclination is not as steep, and the OA is derived only as the projection of the OAV on this direction.

The derivation of the OAV is determined from the position of the model’s center grid point and the mode. In a model grid, the position of the model’s center grid point is fixed, and the problem falls only on the mode determination. Here, the original relative position of the mode defined in Kim and Arakawa (1995) is modified as

$$\text{Mode} = \sum_{j=1}^{N_B} x_j h_j / \sum_{j=1}^{N_B} h_j,$$  \hspace{1cm} (1)

where $x_j$ and $h_j$ are the x coordinate value and the height value of the high-resolution subgrid topography in the coarse grid, respectively. $N_B$ denotes the total number of subgrid topography points in the coarse grid. Through this derivation, we view the height as being similar to the density when determining the mass center position, and thus the mode represents the “center of mass” of the subgrid mountain heights. Prior to calculation of the OAV, points lower than the grid mean average height are masked in order to retain only the mountain structure. Under this new formula, the OA is conceptualized as the vector between the model grid’s center point and the grid’s center of mass normalized by the standard deviation of the scale.

Derivation of the OA in the commonly used Lat-Lon grid is not straightforward since calculation of the “center of mass” coordinate is written in the Cartesian coordinate form Baron (2004). For a more general derivation of the OA, we first show the mode and the OAV under the 3-D absolute Cartesian Coordinate (the z axis in this coordinate is aligned along the Earth’s axis of rotation, and the origin is at the center of the Earth; Nair et al., 2005) and then transform the vectors onto Lat-Lon grid. The derivation of the OA during this process is seen as the normalized vector between two points on the Earth’s sphere in 3-D space. It is worthwhile noting that for map projections (such as the Mercator projection) that are commonly used in regional models, the OA can be seen as the normalized vector between two points on the 2-D projected plane, and thus only the $(x,y)$ coordinates are needed to derive the OA.

The absolute Cartesian coordinates of the mode are shown as follows:

$$\begin{align*}
X_{\text{mode}} &= \frac{\sum_{i=1}^{N_B} x_i h_i}{\sum_{i=1}^{N_B} h_i}, \\
Y_{\text{mode}} &= \frac{\sum_{i=1}^{N_B} y_i h_i}{\sum_{i=1}^{N_B} h_i}, \\
Z_{\text{mode}} &= \frac{\sum_{i=1}^{N_B} z_i h_i}{\sum_{i=1}^{N_B} h_i}.
\end{align*}$$  \hspace{1cm} (2)

where $X_{\text{mode}}, Y_{\text{mode}}, Z_{\text{mode}}$ are the absolute Cartesian coordinates of the center of mass on the global sphere, respectively, and $x_i, y_i, z_i, h_i$ are the absolute Cartesian coordinates and height of the fine-resolution grids, respectively. The absolute Cartesian coordinates $x_i, y_i, z_i$ can be derived from the correspondent grid point
latitude and longitude using equation (24) in Nair et al. (2005). The OAV under the absolute Cartesian coordinate is then derived by the following formula:

\[
\begin{align*}
OA_x &= \frac{X - X_{\text{mode}}}{\delta_x}, \\
OA_y &= \frac{Y - Y_{\text{mode}}}{\delta_y}, \\
OA_z &= \frac{Z - Z_{\text{mode}}}{\delta_z},
\end{align*}
\]

where \(X, Y, Z\) are the coordinate of the model center grid point on the sphere, and \(\delta_x, \delta_y, \delta_z\) are the standard deviation of the distance scale in the \(x, y, z\) directions of the absolute Cartesian coordinate, respectively.

The OAV is then transformed onto Lat-Lon coordinate following:

\[
\begin{align*}
OA_{\text{lat}} &= OA_x \cos(\varphi_{\text{lat}}) \cos(\lambda_{\text{lon}}) + OA_y \cos(\varphi_{\text{lat}}) \sin(\lambda_{\text{lon}}) - OA_z \sin(\varphi_{\text{lat}}), \\
OA_{\text{lon}} &= -OA_x \sin(\lambda_{\text{lon}}) + OA_y \cos(\lambda_{\text{lon}}),
\end{align*}
\]

where \(OA_{\text{lat}}, OA_{\text{lon}}\) are the OA value in the latitudinal and longitudinal direction, respectively, and \(\lambda_{\text{lon}}\) and \(\varphi_{\text{lat}}\) are the corresponding latitude and longitude radius value of the coarse grid center. The OA value \(OA_\theta\) along the wind direction \(\theta\) is derived as a point dot product of unit direction vector \((\cos \vartheta, \sin \vartheta)\) and OA vector \((OA_{\text{lon}}, OA_{\text{lat}})\) as follows:

\[
OA_\theta = (\cos \vartheta, \sin \vartheta) \cdot (OA_{\text{lon}}, OA_{\text{lat}}) = OA_{\text{lon}} \cos \vartheta + OA_{\text{lat}} \sin \vartheta.
\]

Under this scheme, the OA value is therefore derived as a continuous function of the inflow direction \(\theta\).

**2.1.2. Effective Orographic Length**

The OL estimates the bulk volume of the subgrid-scale orography associated with the nonlinearity of the flow in the low-level wind direction. The original 2-D definition of OL given in the Kim and Arakawa (1995) scheme is the fractional width of the area covered by subgrid orography higher than the critical height in the flow direction (e.g., \(\sum L_i / \Delta x\), where \(L_i\) is the fractional width of the subgrid topographic heights and \(\Delta x\) is the domain interval). The 3-D generalization of OL given by Kim and Doyle (2005) is modified here to estimate the fractional area of the subgrid topographic heights that exceed the critical height in the center half of the grid box area. The derivation of OL in 3-D space using this definition in the eight representative directions is quite simple since it is quite easy to evenly separate the center half areas in these directions [Figure 6 in Kim & Doyle, 2005]. When deriving for other directions, however, the main problem is turned into determining the positions of two parallel boundary lines with respect to the given direction that would effectively occupy the center half area of the coarse grid (Figure 2a). We thus derive the OL for all directions by first determining the position of the two parallel boundary lines (e.g., the position of four points intersecting the grid box), and then the fractional area that exceeds the critical height (Figure 2).

The typical expression for points on a plane is \(x \cos \vartheta - y \sin \vartheta = C\), where \(C\) is a constant number to be determined, and \((x,y)\) are the coordinates of a given point (Bronshtein & Semendyayev, 1973). The above expression can be used to represent a line on a plane once \(\vartheta\) and \(C\) are given. For a given \(\vartheta\), the points (determined by \(C\)) between the two parallel lines (determined by the given \(C_1\) and \(C_2\)) can be decided by \(\min(C_1, C_2) < C < \max(C_1, C_2)\). The derivation of OL is thus the following transformed formula:

\[
OL_\vartheta = N^w / N^T,
\]

and

\[
\begin{align*}
N^w &= \text{num}(h > h_c), & \min(C_1, C_2) < C < \max(C_1, C_2), \\
N^T &= \text{num}(h), & \min(C_1, C_2) < C < \max(C_1, C_2)
\end{align*}
\]

where \(OL_\vartheta\) is the OL in the inflow direction \(\vartheta\), \(h\) is the subgrid topographic height, and \(h_c\) is the coarse grid critical height. In Kim and Arakawa (1995), \(h_c\) was derived following \(h_c = 1.116.2 - 0.8786 \bar{h}\), where \(\bar{h}\) is the
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standard deviation of the subgrid topographic heights. In this study, however, we use the definition of Kim and Doyle (2005), where \( h_c \) is approximated by the mean grid height. \( C_1 \) and \( C_2 \) are the corresponding \( C \) values for the two parallel boundary lines. Determining \( C_1 \) and \( C_2 \) can be roughly divided into three categories depending on the angle: when two boundaries intersect the left and right sides of the grid (Figure 2b); when two boundaries intersect four sides of the grid (Figure 2c); and when two boundaries intersect the upper and lower sides of the grid (Figure 2d). These conditions are summarized in the following (see Appendix A for details of the derivation):

\[
\begin{align*}
\text{if } \theta &< 45^\circ, \\
C_1 &= \pm 0.25 \cos \theta, \\
C_2 &= \pm 0.25 \sin \theta
\end{align*}
\]

\[
\delta \in \left[ 0^\circ, \arctan \left( \frac{a}{2b} \right) \right] \cup \left[ 180^\circ - \arctan \left( \frac{a}{2b} \right), 180^\circ \right]
\]

\[
\begin{align*}
\text{if } 45^\circ &\leq \theta < 90^\circ, \\
C_1 &= \pm 0.25 \cos \theta, \\
C_2 &= \pm 0.25 \sin \theta - \sqrt{0.25 \sin (2\theta)}
\end{align*}
\]

\[
\delta \in \left[ \arctan \left( \frac{a}{2b} \right), \arctan \left( \frac{2a}{b} \right) \right] \cup \left[ 180^\circ - \arctan \left( \frac{2a}{b} \right), 180^\circ - \arctan \left( \frac{a}{2b} \right) \right]
\]

(7)

where \( a \) and \( b \) are the meridional and zonal grid lengths, shown in Figure 2. For angles greater than 180° (or in the third and fourth quadrants), the OL is the same as the OL modulo \( \pi \), that is,

\[
OL_\theta = OL_\theta (\theta - 180^\circ), \quad 180^\circ < \theta < 360^\circ.
\]

(8)

Figure 2. Schematic map of (a) the evolution of the effective orographic length (OL) and (b–d) the derivation of the OL as a function of \( \theta \). \( \theta \) is the inflow direction, \( a \) and \( b \) are the meridional and zonal grid lengths, respectively, \( n \) is the number of the small grid on the two parallel boundaries in the coarse grid, and \( l \) is the nongrid length of the small rectangle in panels (b) and (d). In panel (c), \( k \) is the side length of the triangle near the inflow direction. The dashed lines in (a) are parallel boundaries to the inflow direction in increments of \( \delta \). The dashed lines in (b) and (d) are reference lines parallel to the grid lines. The shaded area denotes the center half area in the grid box. The center black point denotes the grid center point (0,0) in the grid box.
2.1.3. Model Grid Length $\lambda_\theta$

In Kim and Doyle (2005), the model grid length $\lambda_\theta$ was derived in the zonal, meridional, and diagonal directions. In this study, we extend the derivation of $\lambda_\theta$ for all directions. For directions in the first quadrant, the derivation is categorized into two cases (Figures 3a and 3b) depending on the value of the angle:

$$
\lambda_\theta = \begin{cases}
\frac{b}{\cos \theta}, & \theta \in [0^\circ, \arctan \left(\frac{a}{b}\right)] \\
\frac{a}{\sin \theta}, & \theta \in \left[\arctan \left(\frac{a}{b}\right), 90^\circ\right]
\end{cases}
$$

The $\lambda_\theta$ value in the second quadrant can be derived using symmetric patterns, and those in the third and fourth quadrants are the same as their counterpart in the first and second quadrants minus 180°:

$$
\lambda_\theta = \begin{cases}
\lambda_\theta(180^\circ - \theta), & \theta \in [90^\circ, 180^\circ] \\
\lambda_\theta(\theta - 180^\circ), & \theta \in [180^\circ, 270^\circ] \\
\lambda_\theta(360^\circ - \theta), & \theta \in [270^\circ, 360^\circ]
\end{cases}
$$

This method allows representative model grid length to be obtained in the inflow direction, which provides a smooth transition of $\lambda_\theta$ from one direction to another.

2.2. General Framework

The scheme devised in this study (hereafter referred as “new scheme”) uses a SOP based on Kim and Arakawa (1995), which includes the effects of the GWD and the drag due to LLWB and nonhydrostatic wave trapping. The gravity wave stress ($\tau$) at the reference level $h_{\text{ref}}$ (determined as $\max(2\bar{h}, h_{\text{pbl}})$ following Koo et al. (2018), where $h_{\text{pbl}}$ is the planetary boundary layer height), as follows:

$$
\tau_{\text{GWD}} = \rho_0 E \frac{m G}{\lambda_{\text{eff}}} \left(\frac{|U_0|}{N_0}\right)^3
$$

with

$$
E = (OA_\theta + 2) C_E Fr_0/F_r,
$$

$$
m = (1 + OL_\theta)^{OA_\theta+1},
$$

and

$$
G = \frac{Fr_0^2}{Fr_0^2 + C_G OC^{-1}};
$$

where $\rho_0$ is the low-level density, and $E$ is the enhancement factor representing the nonlinear enhancement of drag due to the LLWB. This factor is controlled by the OA, which represents the shape and location of the subgrid-scale orography relative to the grid and the inverse Froude number for the reference level $Fr_0 = \frac{h_{\text{pbl}} N_0^2}{U_0}$ (normalized by the critical inverse Froude number $Fr_c=1$). The parameter $m$ is the number of subgrid-scale orography, and $\lambda_{\text{eff}}$ is the model effective grid length and can be used as a tunable parameter. $G$ is an asymptotic function that provides a smooth transition between the nonblocking and blocking cases and includes the effects of sharpness of the mountain through orographic convexity (OC)—a parameter that represents the sharpness of the mountain and corresponds to the vertical orographic aspect ratio (calculated by $OC=\frac{1}{N_0 h_{\text{pbl}}} \sum_{j=1}^{N_0} (h_j - \bar{h})^4$, where $h$ denotes the average of the subgrid topography in the coarse grids). $U_0$ is the horizontal wind speed projected to the direction of the low-level wind, and $N_0$ is the Brunt-Vaisala frequency. The coefficients $C_E$ and $C_G$ are set to 0.8 and 0.5, respectively, based on the mesoscale simulation.
results from Kim and Arakawa (1995). Subscript $\delta$ denotes the direction-related parameter in the low-level wind direction, and subscript $o$ denotes the low-level average between the surface and the reference level $h_{\text{ref}}$. $Fr_0$ is calculated according to equation (4) in Kim and Doyle (2005) as follows:

$$Fr_0 = OD* N_i h_{\text{ref}} / U_0.$$

and OD is derived as the ratio between the crosswind effective orographic length (OLP) and the along-wind OL, (e.g., $OD = OLP_o / OL_o$).

The FBD effects are also included in the new scheme. The FBD stress is estimated as follows:

$$\tau_{\text{FBD}} = \frac{1}{2} F \rho C_d \Delta^x \Delta^y \Delta^z |OLP_o| h B |U_0|^2.$$

where $\Delta^x$, $\Delta^y$, and $\Delta^z$ are the grid box area, $C_d$ is the bulk drag coefficient defined by $C_d = \max(2 - 1/OD, 0)$, $\Delta^x$ is the grid length in the crosswind direction, and $h_B$ is the height of the blocked layer.

The vertical stress profile above the reference level is determined according to linear instability theory (Lindzen, 1981), and the nonlinear resonant LLWB is adjusted according to the Scorer parameter (Kim & Arakawa, 1995; Kim & Doyle, 2005).

The minimum Richardson number for a layer is defined by

$$Ri_m = R_i \left(1 - Fr_d\right) / \left(1 + \sqrt{R_i Fr_d}\right)^2.$$

where $R_i$ is the mean Richardson number $R_i = N_i^2 / (U_i)^2$, $N_i$ and $U_i$ are the Brunt-Vaisala frequency and vertical wind shear for the $i$th level, respectively, and $i$ denotes the vertical layer index that decreases with height. The inverse Froude number for the $i$th level is $Fr_d = h_d N_i / U_i$, where $h_d$ is the vertical displacement. A model layer is considered unstable if the minimum Richardson number $Ri_m$ is less than its critical number, that is, if $Ri_m < Ri_c$. The critical Richardson number $Ri_c$ is typically 0.25 according to linear stability theory (Howard, 1961; Miles, 1961). It was, however, shown that a stratified shear flow can be unstable when $Ri_c$ is of order unity in some observations and nonlinear cases (Abarbanel & Holm, 1986; Wood, 1969). Therefore, in the later sections, we set the value of $Ri_m$ following Lott and Miller (1997), so as to provide a better upper-level momentum profile. The vertical displacement $h_d$ is expressed by combining the expressions derived by Palmer et al. (1986) and Pierrehumbert (1986) as follows:

$$(h_d)_i = (\Delta_x \tau_{i+1}) / (m \rho N_i U_i).$$

The expression for the critical value of the vertical displacement $(h_d)_c$ is derived from the following equation:

$$(h_d)_c = (U_i / N_i) \left\{2^* \left(2 + 1 / \sqrt{R_i}\right) 1/2 - 2^* \left(2 + 1 / \sqrt{R_i}\right)\right\}.$$

The vertical stress profile is determined from the previous equations according to the following steps:

1. Calculate $\tau_{\text{GWDB}}$ using equation (11).
2. Assuming constant stress in the vertical direction, calculate the vertical displacement height $h_d$ using equation (15).
3. The layer stability is checked for the derived vertical profile in step 2 by evaluating $Ri_m$ using equation (14) where if $Ri_m \geq Ri_c$, $\tau_{\text{GWDB}}$ is unchanged for the upper model layer, while if $Ri_m < Ri_c$, the vertical displacement for the upper layer is replaced by the critical vertical displacement $(h_d)_c$ from equation (16).
4. $\tau_i$ for the upper layer is calculated from equation (15) using replaced $(h_d)_c$.

For drag at altitudes greater than the interface height $h_{\text{int}}$ (defined as the level where $Ri$ first decreases with height above the reference level), and which meets the $Ri$ criterion set in a model layer, linear instability theory is applied to the profile; for drag at altitudes greater than $h_{\text{ref}}$ and lower than $h_{\text{int}}$, however, the gravity wave stress $\tau_i$ is adjusted under the following method:
\[
\frac{\tau_i}{\tau_{i+1}} = \min\left(C_l l_i^2 / l_{i+1}^2, 1\right),
\]

(17)

where \(C_l\) is an adjustment parameter and we currently set \(C_l = 1\), and \(l_i^2\) is the Scorer parameter for layer \(i\), which can be approximated by \(l_i^2 \approx N_i^2 / U_i^2\).

### 3. Sensitivity of the Scheme to Resolution of the Inflow Direction

The sensitivity of the scheme to the resolution of the inflow direction’s orographic parameter is investigated under the following design: An idealized vertically uniform 5 m/s wind of varying direction that covers the whole 360° on the 1.4° × 1.4° grid is used as input condition for the parametrization scheme for a comparison experiment. The first set uses the new scheme with direction-related parameters (OA, OL, \(\lambda\)) for only eight representative directions (e.g., ±0°, ±45°, ±90°, ±135°, 8x scheme), and the other set uses the direction-related parameters for all the directions (ALLDIR scheme). Both experiments separately consist of 360 members. As a preliminary examination, four grid points were chosen in three mountain ranges to examine the behavior of the reference level GWD and the FBD stress as a function of inflow direction, and the subgrid topography of the coarse grid (1.4° × 1.4°) for the four grid points is shown in Figure 4.

The grid points are taken from the Tibetan Plateau (28°N, 93°E), (31°N, 80°E) (Figures 4a and 4b), the Andes (12°S, 73°E) (Figure 4c), and the Rocky Mountain (40°N, 105°W) (Figure 4d). We compare the direction-related parameters (OA, OL, \(\lambda\)) with the GWD and the FBD stress (calculated by equations (11) and (13)) from both experiments. In this study, we set the model effective grid length \(\lambda_{\text{eff}}\) as triple the value of the root sum square of the model grid length \(\lambda\) in the along-wind and cross-wind directions as it demonstrated good agreement in the comparison between the parameterization scheme and the reference simulation discussed later in section 4.

Figure 4. Representative subgrid topography for four coarse (1.4°× 1.4°) grid points in (a, b) the southern boundary of Tibetan Plateau (28°N, 93°E), (31°N, 80°E), (c) the eastern boundary of the Andes (12°S, 73°E), and (d) the eastern flank of the Rocky Mountain (40°N, 105°W). The x and y axes represent the west-to-east and south-to-north directions, respectively, which have been scaled to (−0.7, 0.7), and the z axis denotes the height of the topography (m). The vector represents the OA inclination vector of the subgrid topography.
The first point is a typical high-altitude point at the southeastern boundary of the Tibetan Plateau. The high mountains in this subgrid topography are mainly located in the northwestern part of the coarse grid, and thus, the orientation follows a transition from high-to-low along a northwest-southeast axis (Figure 4a). This orientation is nicely captured by the OAV, with the vector pointing toward the southeast. As a result, the OA derived from the 8x scheme (black line in Figure 5a, first row) and the ALLDIR (red line in Figure 5a, first row) both show high values in the southeast direction and low values in the northwest direction. The difference between the two schemes, however, lies in that the 8x scheme only exhibits eight-section piecewise transitions in the 360° range while the ALLDIR scheme shows a more continuous transition. The derived OA values of the two schemes thus coincide along the original representative 8x directions, but generally exhibit normalized differences as high as 0.5 in the middle directions (MDs) of two nearby representative directions (e.g., ±22.5°, ±67.5°, ±112.5°, ±157.5°). These directions are indeed farthest from the 8x directions, and therefore, commonly present the largest difference with those 8x directions.

With regard to the OL/OLP, the highest mountains in this grid locate in the northwestern edge, and thus, the OL derived from the two schemes both exhibit a higher value in the northwest and southeast direction (and the OLP with a 90° shift). Similar to the OA, the OL/OLP is most similar in the 8x directions and most different in the MDs. The highest normal difference between the two schemes’ OL/OLP derived is ~0.1, and the ALLDIR scheme results generally exhibit a larger variability and more continuous transition than those of the 8x scheme (Figure 5a second row). The OD is also similar to that of the OL/OLP, and its variability generally follows that of the OLP (Figure 5a, third row). The results for the model effective grid length λe are similar to those of OA, OL, and OD, except that the variability is generally lower than that of OA, and thus, may cause minor differences in the stress comparing to other parameters (Figure 5a, fourth row). As a result of the large variability of the 8x direction OA as the wind direction changes, the predicted stress tends to show an overall large value in the southeast direction, and a low value in the northwest direction (Figure 5a, fifth row). In some cases, however, high values of the OA are offset by low values of the OD for the GWD and OLP for the FBD that resulted in both stress values tending to local low values. The stress determined by the ALLDIR scheme tends to show a more continuous transition, and the largest difference between the two schemes for the GWD occurs in the range 157.5°–180°, where large differences in OA exist. The approximation using the nearby 180° parameters would cause an overestimation of the OD, and thus, of the GWD. As for the FBD, the largest difference occurs near −67.5° to −90°, which is caused by overall large OLP and OA differences. Using the −90° parameters would cause an underestimation of the OLP and thus of the resulting FBD. The misestimation of the stress is as high as ±0.1 N/m², which is approximately 30–40% of the value of the stress calculated with the 8x scheme.

The second point is in the western part of the southern boundary of the Tibetan Plateau (31°N, 80°E) (Figure 4b). The orientation of the subgrid topography generally follows a transition from high-to-low along the north-south axis, which is also captured by the OAV. The parameters are overall relatively similar to those of the first site, except for the lower variability of OA, and higher values of OL (Figure 5b). The largest difference in GWD and FBD between the two schemes are seen in the −112.5° to −135° range, as a result of the large OD and OLP differences. The resulting difference in the stress is as high as 0.05 and 0.1 N/m² for the GWD and the FBD, respectively, or approximately 30% and 25% of the value calculated by the 8x scheme, respectively. The results at the third and fourth points generally exhibit similar behaviors as those of the aforementioned two points (Figures 5c and 5d), and the largest difference between the two schemes also vary between 25% and 30%. Overall, compared to the 8x scheme, the ALLDIR scheme tends to show a more continuous transition, and the largest difference between the stress predicted by the two schemes ranges between 25% and 40% of the stress calculated by the old scheme.

To sketch a global map of the summed orographic stresses at the surface (GWD + FBD) and the differences between the two schemes, the two schemes are incorporated into the Institute of Atmospheric Physics-Atmospheric Global Climate Model (IAP-AGCM) version 4 (Zhang et al., 2013). This model is the atmospheric component of the Chinese Academy of Sciences-Earth System Model (CAS-ESM). We initialize the IAP-AGCM with the real-time synoptic condition at 00 UTC 15 January 2012 using the European Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis ERA-Interim and run the model for 2 days. The resultant atmospheric condition (00 UTC 17 January 2015) is then used as input to the two schemes to simulate the orographic stress. It is shown that differences between the two schemes occur not only in idealized conditions but also for conditions that resemble reality (Figure 6). The distribution of the ALLDIR shows
Figure 5. Subgrid topography parameters OA, OL, and OD, the model effective grid length $\lambda_{\text{eff}}$, and the orographic drag (GWD, FBD) as a function of inflow direction for the same four coarse (1.4° × 1.4°) grid points presented in Figure 4, namely in (a, b) the southern boundary of Tibetan Plateau, (c) the eastern boundary of the Andes, and (d) the eastern flank of the Rocky Mountain.
overall large values in the main mountainous regions of the globe, such as the southern boundary of the Tibetan Plateau, eastern flank of the Rocky Mountain, Chersky Range (northeastern Siberia), the Alps, and the northern and southern bounds of the Andes (Figure 6a), along with Greenland and Antarctica. All these areas are regions with high topographic variations, and about 25–40% differences in the total stress (GWD + FBD) are seen (Figure 6b).

All in all, the new scheme provides a more continuous variation of the derived topographic parameters than the simple piecewise transition of the 8x scheme. The largest difference occurring within the MDs range can be as high as 25–40% of the calculated stresses by the 8x scheme.

4. Evaluation of the Scheme

In this section, the performance of the scheme is evaluated in terms of its predicted surface stress and vertical momentum flux profile. Since only a limited amount of vertical momentum flux and surface stress observations are available, we use mesoscale mountain wave simulations similar to those of Kim and Doyle (2005) as reference. The ALLDIR scheme, along with the original scheme in Kim and Doyle (2005) (ORIG scheme), and the 8x scheme are compared with these reference simulations.

4.1. Mesoscale Model IAP-WRF

For the explicit simulations of mountain waves, we use the integrated modeling system IAP-Weather Research and Forecasting Model (IAP-WRF). IAP-AGCM version 4 (Zhang et al., 2013) undertakes the large-scale circulation simulations and generates the initial and lateral conditions for the system's
mesoscale model WRF (version 3.2), which is used for regional high-resolution simulations. The coupling process between WRF and the IAP-AGCM is similar to what was depicted in He et al. (2013) where the WRF is initialized based on and forced by the atmospheric fields from the IAP-AGCM. The third-order Runge-Kutta time integration scheme is used for the WRF to integrate the equations in WRF. In the WRF physics, we use the WSM five-class microphysics scheme (Hong et al., 2004), and the Grell and Devenyi ensemble cumulus convection scheme (Grell & Devenyi, 2002). For turbulent processes, we use the (improved Mellor-Yamada) Nakanishi and Niino level 2.5 PBL scheme (Nakanishi & Niino, 2004). This scheme is a prognostic turbulence scheme similar to that used by Kim and Arakawa (1995) and Kim and Doyle (2005). The use of this scheme is essential since the GWD has to work together with the turbulence process to fully develop the gravity wave breaking process and thus the proper development of mountain waves with large amplitude (Kim & Doyle, 2005). For the land surface processes, we use the Monin-Obukhov surface layer scheme and the five-layer thermal diffusion scheme (Grell et al., 1994). The lateral boundary conditions of the WRF were produced by the IAP-AGCM, which was initialized everyday with the initial conditions ECMWF reanalysis ERA-Interim from December 1998 to January 1999 and December 2000 to January 2001 (Dee et al., 2011). The Rocky Mountain in Colorado, USA, which is renowned for frequent occurrences of strong downslope windstorms in its lee, is used as the simulation domain for mountain wave events. In WRF, nested-grid boundary conditions that are formulated using a one-way-interaction approach are used, with a horizontal resolution of each nested mesh equal to one third of the parent grid mesh. The innermost nested-grid domain of the model spans latitudes from 38.5° to 41.5°N and longitudes of 108° to 114°W (Figure 7) with the horizontal resolution of 2,000 m (174 × 174 grid points) and the vertical resolution varies with 60 levels between 50 m at the surface to ~700 m at the top, which extends up to 25 hPa (~24 km). Lastly, 1-2-1 smoothing is applied to the topography to ensure model stability. Following Kim and Doyle (2005), we perform the “dry” integration (relative humidity set to 1%). To retain only the dynamical response of the mountain waves to perform a meaningful comparison, the surface heat-exchange coefficient is set to zero to suppress surface energy transfer and radiative forcing is not allowed. The integrations are hourly output for each initialized day, and only simulations after 3 hr are used for comparison.

The topographical parameters as a function of wind direction for the innermost domain is shown in Figure 8. The comparison is between the ORIG scheme, 8x scheme and the ALLDIR scheme. For the 8x scheme and the ALLDIR scheme, we use the method introduced in this paper, with the difference that for the 8x scheme, the parameter used for a specific angle is approximated by the topographic parameter of the closest angle in the eight representative directions. The ORIG scheme follows the setting of Kim and Doyle (2005) where OA = c(Nu − Nd)/(Nu + Nd), with c = 1, Nu and Nd being the number of points higher than the grid mean in the upstream and downstream area, respectively. The OL calculation follows equation (3) in that paper; λθ is set to the same value as that of the 8x scheme (which approximates the λθ in the inflow direction by the nearby angle in the eight representative direction).

The OA estimated from the ORIG scheme exhibits smaller values than those of the 8x scheme (Figure 8a). This is not surprising since our new method is consistent with c = 3, as indicated in the footnote of Kim and Doyle (2005), while for the ORIG scheme we only use c = 1 here. The results for the OL show strong similarities between ORIG and ALLDIR since the new method is equivalent to the ORIG method in the east and west direction. The diagonal wind direction presents small differences in the approximation of the area that cross the critical heights (Figure 8b). Lastly, the model effective grid length λeff is set as triple the value of the root sum square of the model grid length λθ in the along-wind and cross-wind directions as it has shown good agreement in the comparison between the parameterization scheme and the reference simulation.
4.2. Dry Mountain Wave Simulations

The simulated cases chosen to illustrate the results are shown as follows:

(a) Case A simulation (08 UTC 12 January 1999). The low-level wind direction is 23.8° from the east direction at the mountain crest level. It generally goes along the direction of largest orographic asymmetry (Figure 8a) and tends to induce strong downslope windstorms (Figures 7 and 9a). A strong LLWB is evident in the vertical cross section of the wind profile, and isentropy that first occurs around 3–8 km over the steep lee-side slope of the highest peak, subsequently forms a lee wave breaking region that extends to the edge of the domain. This is clearly shown by the steepened isentrope in the lee of the mountain crest (Figure 9a). This downslope windstorm is accompanied by decelerated flow in the wave breaking region (shown by light blue colors).

(b) Case B simulation (20 UTC 13 January 2001). The low-level wind is −24.8° from the east direction at the mountain crest level. Unlike the topography of case A, the asymmetry of the mountain relief in this direction is smaller as the topography in the windward of the mountain is higher (Figure 7), and thus, presents a smaller OA (Figure 8a). Compared with the case A where there is a larger and wider wave-breaking region, the wave-breaking in case B is more centered in the lee (Figure 9b).

(c) Case C simulation (18 UTC 3 January 1999). The low-level wind direction is −67.2° from the east direction. Unlike the former two cases, the wind generally goes along mountain ridge and does not go across the largest ridge of the Rocky Mountain that is apt for strong windstorm (Figures 7

Figure 8. Orographic parameter as a function of inflow direction for the inner simulation domain of IAP-WRF shown in Figure 7. The parameters are (a) OA, (b) OL, (c) OLP, and (d) model effective grid length $\lambda_{eff}$ (km), respectively. The green, red, and blue lines denote the parameter derived using the ORIG, the ALLDIR, and the $8x$ scheme, respectively.
Figure 9. Vertical cross sections showing contours of potential temperature (K, contour lines) and inflow wind (m s$^{-1}$, color shades) simulated by IAP-WRF along the lines in the direction of the inflow and across the domain center: (a) Case A, (b) Case B, and (c) Case C. The low-level flow is from left to right along (a) 23.8° – 24.8°, and (c) – 67.2°.
Figure 10. Profiles of the domain-averaged (a) Brunt-Vaisala frequency \((N, s^{-1})\), and (b) horizontal wind projected on to the direction of the low-level wind average \((m/s)\) for Case A (blue line), Case B (red line), and Case C (green line). The profiles are simulated by IAP-WRF.

Figure 11. Profiles of vertical flux of the horizontal momentum for the simulated (black line) case, and for the ORIG (blue), ALLDIR (red), and 8x direction schemes for (a) Case A (blue line), (b) Case B (red line), and (c) Case C (green line). The sign of the momentum flux is reversed following the convention of the parameterization schemes. (d–f) Profiles of minimum Richardson number for Cases A, B, and C, respectively. The color code is identical to panels (a–c). The horizontal lines in (a–c) represent the reference level, and the two dashed lines in (d–f) represent Richardson number of 0.25 and 1.
and 8a). Consequently, the wave breaking in this case is generally weaker and more linear than in cases A and B, as potential temperature perturbation only exists at the mountain peak and none in the lee (Figure 9c).

4.2 Offline Evaluation of the New Scheme Using Mesoscale Simulations

We evaluate the new scheme following Kim and Doyle (2005) using the mesoscale simulations according to the following steps:

1. The horizontal directions of the simulated winds are domain-averaged over the depth of the surface to the height $\theta h$.
2. The zonal, meridional and vertical components of the simulated winds are decomposed into their area mean (overbar) and deviation (prime) from the mean. The horizontal and vertical wind deviations are high-pass filtered using the 2-D discrete Fourier transform (DFT) spatial filtering method described by Kruse and Smith (2015). The deviation fields are first transformed to spectral space using DFT, multiplied by a response function with the filter coefficients, and then inversed to produce filtered fields in physical space. A cutoff length of $L = 200$ km is used to remove the larger-scale variations in these fields that would obscure the gravity wave perturbations.
3. The horizontal momentum fluxes are calculated at each point, projected to the averaged low-level wind direction, then area-averaged and vertically interpolated to large-scale pressure levels of the IAP-AGCM to obtain the explicitly simulated momentum flux profile ($\rho u'w'$).
4. The area-averaged and vertically interpolated simulated variables, and the orographic statistics calculated from the topography used in the simulations are applied to the three schemes (following Broad, 1996 and Kim & Doyle, 2005) to obtain the parameterized momentum flux profile ($\rho u'w'_p$).
5. The parameterized momentum flux profile ($\rho u'w'_p$) is compared with the explicitly simulated momentum flux profile ($\rho u'w'$).
6. Below the reference level, the total parametrized surface stress (GWD plus FBD) is compared with that from the stress due to explicitly simulated surface pressure (computed following Smith et al., 2006), both of which are linearly interpolated in the vertical direction and connected to the flux profile at the reference level (Kim & Doyle, 2005; Lane et al., 2000; Webster et al., 2003).

### Table 1

**Summary of Parameters and Results of the A, B, and C Case-Studies of Mountain Wave Simulations Run With IAP-WRF**

| Parameter                                      | Case A (08 UTC 12 January 1999) | Case B (20 UTC 13 January 2001) | Case C (18 UTC 3 January 1999) |
|------------------------------------------------|---------------------------------|---------------------------------|--------------------------------|
| Low-level wind angle from east (°)             | 23.8                            | –24.8                           | –67.2                          |
| $U_0 (m s^{-1})$                               | 7.17                            | 10.5                            | 10.83                          |
| $N_0 (s^{-1})$                                 | $1.27 \times 10^{-2}$           | $1.03 \times 10^{-2}$           | $1.49 \times 10^{-2}$          |
| $h_{\text{ref}}$                               | 4,410                           | 4,332                           | 4,263                          |
| $h_{\text{int}}$                               | 11,084                          | 6,878                           | 8,822                          |
| $h_B$                                          | 3,458                           | 3,185                           | 3,377                          |

**Scheme**

| Parameter                                      | OR IG 8x ALLDIR OR IG 8x ALLDIR OR IG 8x ALLDIR OR IG 8x ALLDIR |
|------------------------------------------------|---------------------------------------------------------------|
| OA                                             | 0.28 0.48 0.45 0.11 0.01 0.17 0.1 0.01 –0.17                 |
| OL                                             | 0.52 0.59 0.54 0.48 0.53 0.50 0.48 0.54 0.69                |
| OLP                                            | 0.48 0.54 0.68 0.52 0.59 0.70 0.52 0.58 0.54                |
| OD                                             | 0.93 0.91 1.26 1.07 1.09 1.40 1.07 1.09 0.7                |
| Fr0                                            | 1.93 1.89 2.62 1.23 1.26 1.61 1.7 1.75 1.12               |
| $\Delta_x$ (km)                               | 492 492 380 492 492 383 492 492 378                       |
| $\Delta_p$ (km)                               | 492 492 380 492 492 383 492 492 378                       |
| $m$                                            | 1.71 1.98 1.87 1.55 1.54 1.61 1.55 1.54 1.54               |
| $E$                                           | 3.59 3.97 6.49 2.09 2.02 2.72 2.81 2.67 1.85              |
| $\lambda_{\text{eff}}$ (km)                   | 2,088 2,088 1,614 2,088 2,088 1,626 2,088 2,088 1,602   |

*Note.* The mean height of the grid is 2,535 m, $\theta h$ is 584 m, OC is 2.12 for the three cases. See text for details of the other parameters.
The parameterized flux profiles were shown to be sensitive to the choice of critical Richardson number in Kim and Doyle (2005). In the current study, the vertical stress profiles are tested under $Ri_c = 1$ following Lott and Miller (1997) as this value is known to provide better results at the upper level, although choosing $Ri_c = 0.25$ or $Ri_c = 0.5$ would still yield a reasonable agreement.

Case A is first evaluated, where the low-level wind is in the 23.8° direction. Figure 10 shows the domain-averaged profiles of buoyancy frequency and projected wind. The atmospheric static stability (Figure 10a) first decreases with height in the lower part of the domain (4 to 8 km), with a minimum value at 8 km. Above this height, stability increases to a high value of ~0.022 at 13 km, and then varies between 0.017 to 0.022 between 13 and 24 km. The projected wind structure forms an approximate two-layered structure which is typically seen in strong resonant waves conditions, with a positive shear up to about 14 km and a negative shear above that (Figure 10b). The resulting $Ri_m$ diagnosed by the three schemes is thus two-layer structured, with potential wave-breaking region in the lower (~3–5 km) and upper (16–24 km) parts (Figure 11d). The simulated vertical stress profile for Case A (Figure 11a) depicts a surface stress of about 0.47 N/m², and a reference level stress of about 0.13 N/m². The profile encounters the LLWB at the lower part at around 5–7 km, and then encounters an overall decreasing but wavy structure from near 7 to 16 km, and then decreases to 0 around 24 km height. The wavy structure may be due to small-scale noise in the pointwise calculation of the momentum flux, which was also noted by Kruse and Smith (2015). The strong low-level nonlinearity associated with this case is diagnosed by the ORIG and 8x scheme (e.g., 1.93
and 1.89; See Table 1), while the ALLDIR scheme depicts an even higher nonlinearity ($F_{r0} = 2.62$) as a result of its higher OD. This adjustment of the OD for the ALLDIR scheme helps to nearly double the value of the enhancement factor $E$ compared with the other two schemes (Table 1). Thus, it yields a nearly double value of the reference level GWD (Figure 11a, red line) that pushes the surface stress closer to that of the reference simulation, thus alleviating potential underestimation of the surface stress (Figure 11a). In the upper level, the higher GWD in the ALLDIR profile also results in an overall lower $R_{im}$ (Figure 11d), and higher decrease in magnitude in the lower part of the profile that partly mimics the reference simulation (Figure 11a), which the other two schemes do not show.

Next, we evaluate case B, where the low-level wind is in the $−24.8°$ direction. The wind structure and the atmospheric stability is similar to that of case A except for a low-level near-constant wind from the surface to about 7 km height, and an overall lower wind speed (Figure 10b). The low-level inverse Froude Number $F_{r0}$ diagnosed by the ORIG scheme and the 8x scheme depicts a fairly nonlinear flow (1.07 and 1.09, Table 1), while the ALLDIR scheme depicts a strong nonlinear flow (1.61, Table 1) through the adjustment of OD. This led to a higher enhancement factor (2.72) for ALLDIR than that of the other two schemes (2.09 and 2.02), and thus a higher reference level GWD, which is closer to that of the reference simulation (Figure 11b). The increase in reference level GWD is associated with the ALLDIR surface stress being
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using linear correlation, the goodness of fit (defined as the quotient of the regression sum of squares divided by the total sum of squares), and the $F$ ratio (defined as the quotient of the mean square due to the regression divided by the mean square error) (Wilks, 2006) shown in Figures 13a–13e. For practically every comparison, the ALLDIR scheme tends to perform better. This indicates the potential benefit in further considering the 3-D anisotropy of the subgrid terrain in the GWD and FBD schemes. Note that while the reference GWD and the weighted vertical average stress of the three schemes tend to show good correspondence with the reference simulation, the surface pressure stress tends to show higher uncertainty and a potential underestimation. Since the reference level GWD predicted by the three schemes exhibits a closer agreement to the reference simulation, this indicates potential underestimation of the FBD for the three schemes. It might be tempting to retune the $C_d$ to pull the surface stress higher. However, this may lead to the overestimation of the surface stress for the few points that are equal to or higher than the reference simulation’s stress. Therefore, the FBD is currently kept as it is, but the improvement of the FBD estimate is a subject which merits further study.

4.3. Flow Regime Diagram

Another measure of the overall behavior of the drag parameterization schemes is the “regime diagram” mentioned by Kim and Doyle (2005). This serves to check the relationship among the various sources of drag caused by the subgrid-scale orography (such as GWD due to hydrostatic waves, LLWB, trapped lee waves, internal wave reflections, and FBD due to low-level flow blocking) considered with the drag parameterizations. In this section, we follow Kim and Doyle (2005) and plot the low-level stress normalized by its linear counterpart ($k_2 N_0^2 U_0 D_0^2$ with $k = 8 \times 10^{-6}$, following McFarlane, 1987) as a function of the inverse Froude number divided by OD. The ALLDIR scheme is then compared with the values obtained by the ORIG scheme (note that the 8x scheme results are not shown since they yield similar results to that of the ORIG scheme). As shown in Figure 14, while ORIG yields a two-group scatter that corresponds to the high and low values of OD, the ALLDIR scheme tends to show a large scattering, with values all well within the bound of the ORIG scheme. This is not surprising since the application of the parameters to all directions would
allow a larger range of OD than that of the four values in the ORIG scheme. Another trait to note is that despite the higher scattering, the ALLDIR scheme shows a dominance of GWD in low Fr₀/OD state, and comparable contribution of the GWD and FBD under high Fr₀/OD state like that of the ORIG scheme.

5. Conclusions and Discussion

The present study introduced a new orographic drag parameterization that considers orographic anisotropy for all flow directions. This was done by refining the direction-related parameters as follows: An OAV was first defined for a coarse grid as the normalized vector between the grid center point and the center of mass in the grid, from which the OA in a given flow direction was derived as the projection of the OAV in this direction; the OL for a direction was calculated as the percentage of the areal coverage that exceeds the mean grid height in the half area along the given flow directions; and the calculation of the model grid length \( \lambda \) was extended to all directions. Sensitivity tests of the orographic drag were conducted under the new scheme using a 5 m/s vertically uniform wind along different directions at four coarse grid points in typical mountain regions. The new (ALLDIR) scheme is shown to provide a more continuous transition of the derived topographic parameters than the simple piecewise transition of the 8x scheme, where the largest difference that occurs within the MDs range can be as high as 25–40% of the calculated stress by the scheme with only eight directions. Global simulation initialized with realistic initial conditions showed that these differences exist in some of the major mountain regions. The predicted stress and momentum flux profile by the various schemes were compared with the realistic mountain-wave simulations run under the integrated modeling system IAP-WRF over the Rocky Mountain for 4 months of daily simulations initialized with realistic initial conditions. It was shown that the new scheme predicted an overall narrower scatter about the reference level stress, surface stress and weighted vertical average stress than the simple piecewise transition of the 8x scheme, where the largest difference that occurs within the MDs range can be as high as 25–40% of the calculated stress by the scheme with only eight directions. Global simulation initialized with realistic initial conditions showed that these differences exist in some of the major mountain regions. The predicted stress and momentum flux profile by the various schemes were compared with the realistic mountain-wave simulations run under the integrated modeling system IAP-WRF over the Rocky Mountain for 4 months of daily simulations initialized with realistic initial conditions. It was shown that the new scheme predicted an overall narrower scatter about the reference level stress, surface stress and weighted vertical average stress than the old scheme, with a higher value of linear correlation, goodness of fit, and the \( F \) ratio, thus indicating its potential benefit over the other two schemes.

Aside from the improvements brought by the new scheme, issues remain to be investigated in future studies. First, the new scheme follows the original scheme in that it only treats drag divergence and does not provide means for treating drag convergence (Kim & Arakawa, 1995). In addition, the scheme’s performance in the large-scale model needs further evaluation.

Appendix A: Determination of C for the Two Parallel Moving Boundaries

Determination of C for the two parallel moving boundaries can be divided into three cases depending on the angle: when two boundaries intersect the left and right sides of the grid (Figure 2b); when two boundaries intersect four sides of the grid, respectively (Figure 2c); and when two boundaries intersect the upper and lower sides of the grid (Figure 2d).

When two boundaries intersect the left and right side of the grid, the area within the two boundaries equals the area of the two triangles plus the two small rectangles (Figure 2b). Thus, \( 0.5ab = 2b \cdot l + b^2 \tan \theta \), where \( l \) is the length of the small rectangle in Figure 2b, and \( l = 0.25a - 0.5b \tan \theta \). Setting the center of the grid box as (0,0), the coordinate of the two points on the boundaries are \((-0.5b,-0.5a+l), (-0.5b,0.5a-l-b\tan \theta)\), and thus:

\[
C_1, C_2 = \mp 0.25 \cos \theta \tag{A1}
\]

When two boundaries intersect four sides of the grid (Figure 2c), the two small triangles’ area equal the middle area, thus, \( 0.5ab = k^2 \cdot \tan \theta \), where \( k \) is the length of the triangle near the \( \theta \), and \( k = \sqrt{0.5ab/\tan \theta} \). The coordinate of the two points are \((-0.5b, 0.5a-k \cdot \tan \theta), (0.5b-k,-0.5a)\), and thus,

\[
C_1, C_2 = \mp \left(0.5b \sin \theta + 0.5a \cos \theta - \sqrt{0.25a b \sin(2\theta)} \right) \tag{A2}
\]

When two boundaries intersect the upper and lower sides of the grid (Figure 2d), the case is similar to the first condition, except that the side lengths are switched, thus, \( 0.5ab = 2a \cdot l + a^2 \tan \theta \), \( l = 0.25b - 0.5a \cdot \tan \theta \). The two points are \((-0.5b+l+a/\tan \theta, 0.5a), (0.5b-l, 0.5a)\), and thus,
Acknowledgments
We thank Li Dong, Kim Young-Joon, and Xu Zhou for providing useful advice in experimental design to evaluate the scheme. We also thank Michael Toy for helpful discussions on the scheme. We thank the two anonymous reviewers for their constructive comments on improving this manuscript. Kangjun Chen was also helpful for finding a repository for data storage. This research was supported by Grant 2016YFB0208000 from the National Major Research High Performance Computing Program of China and Grant 41806034 from the National Science Foundation of China. Additional support was provided by the Biological and Environmental Research Division in the Office of Sciences of the U.S. Department of Energy (DOE), and by the National Science Foundation of Stony Brook University. The anonymous reviewers for their comments. We thank the two anonymous reviewers for their constructive comments on improving this manuscript. Kangjun Chen was also helpful for finding a repository for data storage. This research was supported by Grant 2016YFB0208000 from the National Major Research High Performance Computing Program of China and Grant 41806034 from the National Science Foundation of China. Additional support was provided by the Biological and Environmental Research Division in the Office of Sciences of the U.S. Department of Energy (DOE), and by the National Science Foundation of Stony Brook University. The ERA-Interim data can be found at this site (https://apps.ecmwf.int/datasets/). Interim data can be found at this site (https://apps.ecmwf.int/datasets/).

References

Abaranel, H. D. I., & Holm, D. D. (1986). Nonlinear stability analysis of stratified fluid equilibria. Philosophical Transactions of the Royal Society of London. Series A, Mathematical and Physical Sciences, 318(1543), 349–409.

Baines, P. G. and Palmer, T. N. (1990). Rationale for a new physically based parametrization of subgrid scale orographic effects. Tech. Memo. 169. European Centre for Medium-Range Weather Forecasts.

Baron, Margaret E. (2004) [1969], The origins of the infinitesimal calculus, Dover Publisher Publications, ISBN 978-0-486-49544-6.

Boer, G. J., McFarlane, N. A., Laprise, R., Henderson, J. D., & Blanchet, J. P. (1984). The Canadian Climate Centre spectral atmospheric general circulation model. Atmosphere-Ocean, 22(4), 397–429. https://doi.org/10.1080/07055901984.969208

Broad, A. S. (1996). High-resolution numerical-model integrations to validate gravitywave drag-parameterization schemes: A case study. Quarterly Journal of the Royal Meteorological Society, 122, 1625–1663.

Bronshstein, I. N., & Semendyayev, K. A. (1973). Analytic geometry. In Bronshtein, I. N., & Semendyayev, K. A. (1973). Analytic geometry. In A guide book to mathematics (Chap. 3, pp. 235–276). New York, NY: Springer.

Choi, H.-J., & Hong, S.-Y. (2015). An updated subgrid orographic parameterization for global atmospheric forecast models. Journal of Geophysical Research: Atmospheres, 120, 12,445–12,457. https://doi.org/10.1002/2015JD024230

Dee, D. P., Uppala, S. M., Simmons, A. J., Berrisford, P., Poli, P., Kobayashi, S., et al. (2011). The ERA-Interim reanalysis: Configuration and performance of the data assimilation system. Quarterly Journal of the Royal Meteorological Society, 137(656), 553–597. https://doi.org/10.1002/qj.828

Gregory, D., Shuttus, G. J., & Mitchell, J. R. (1998). A new gravity-wave-drag scheme incorporating anisotropic orography and low-level wave breaking: Impact upon the climate of the UK Meteorological Office Unified Model. Quarterly Journal of the Royal Meteorological Society, 124, 463–493.

Grell, G. A., & Devenyi, D. (2002). A generalized approach to parameterizing convection combining ensemble and data assimilation techniques. Geophysical Research Letters, 29(14), 1693. https://doi.org/10.1029/2002GL015311

Grell, G. A., Dudhia, J., & Durran, D. R. (1994). A description of the fifth-generation Penn State/NCAR Mesoscale Model (MM5), NCAR Tech. Note NCA/TN-398 + STR, pp. 121, the National Center for Atmospheric Research, Boulder, Colo.

He, J., Zhang, M., Lin, W., Colle, B., Liu, P., & Vogelmann, A. M. (2013). The WRF nested within the CESM: Simulations of a midlatitude cyclone over the Southern Great Plains. Journal of Advances in Modeling Earth Systems, 5, 611–622. https://doi.org/10.1002/2013JAM1.20042

Hong, S.-Y., Choi, J., Chang, E. C., Park, H., & Kim, Y. J. (2008). Lower tropospheric enhancement of gravity wave drag in a global spectral atmospheric forecast model. Weather and Forecasting, 23(3), 523–531. https://doi.org/10.1175/2007WAF2007303.1

Hong, S.-Y., Dudhia, J., & Chen, S.-H. (2004). A revised approach to ice microphysical processes for the bulk parameterization of clouds and precipitation. Monthly Weather Review, 132, 103–120.

Howard, L. N. (1961). Note on a paper of John W. Miles. Journal of Fluid Mechanics, 10, 509–512.

Hughes, M., Mahoney, K. M., Neiman, P. J., Moore, B. J., Alexander, M., & Ralph, F. M. (2014). The landfall and inland penetration of a producing atmospheric river in Arizona. Part II: Sensitivity of modeled precipitation to terrain height and atmospheric river orientation. Journal of Hydrometeorology, 15(5), 1954–1974. https://doi.org/10.1175/JHM-D-13-0176.1

Kim, Y.-J., & Arakawa, A. (1995). Improvement of orographic gravity wave parameterization using a mesoscale gravity-wave model. Journal of the Atmospheric Sciences, 52, 875–1902.

Kim, Y.-J., & Doyle, J. D. (2005). Extension of an orographic-drag parameterization scheme to incorporate orographic anisotropy and flow blocking. Quarterly Journal of the Royal Meteorological Society, 131, 1893–1921.

Kim, Y.-J., Eckermann, S. D., & Chun, H.-Y. (2003). An overview of the past, present and future of gravity-wave drag parameterization for numerical climate and weather prediction models. Atmosphere-Ocean, 41(1), 65–98. https://doi.org/10.3137/ao.410105

Koo, M.-S., Choi, H.-J., & Han, J.-Y. (2018). A parameterization of turbulent-scale and mesoscale orographic drag in a global atmospheric model. Journal of Geophysical Research: Atmospheres, 123, 8400–8417. https://doi.org/10.1029/2017JD028176

Kruse, C. G., & Smith, R. B. (2015). Gravity wave diagnostics and characteristics in mesoscale fields. Journal of the Atmospheric Sciences, 72, 4372–4392. https://doi.org/10.1175/JAS-D-15-0079.1

Lane, T. P., Reeder, M. J., Morton, B. R., & Clark, T. L. (2000). Observations and numerical modeling of mountain waves over the Southern Alps of New Zealand. Quarterly Journal of the Royal Meteorological Society, 126(569), 2765–2788. https://doi.org/10.1002/qj.49712656909

Lindzen, R. S. (1981). Turbulence and stress owing to gravity wave and tidal break-down. Journal of Geophysical Research, 86, 9707–9714.

Lott, F., & Miller, M. J. (1997). A new subgrid-scale orographic drag parameterization: Its formulation and testing. Quarterly Journal of the Royal Meteorological Society, 123, 101–127.

McFarlane, N. A. (1987). The effect of orographically excited gravity-wave drag on the general circulation of the lower stratosphere and troposphere. Journal of the Atmospheric Sciences, 44, 1775–1800.

Miles, J. W. (1961). On the stability of heterogeneous shear flows. Journal of Fluid Mechanics, 10, 496–508.

Miller, M. J., Palmer, T. N., & Swinbank, R. (1989). Parametrization and influence of subgrid-scale orography in general circulation and numerical weather prediction models. Meteorology and Atmospheric Physics, 40, 84. https://doi.org/10.1007/BF01027469

Nair, R. D., Thomas, S. J., & Loft, R. D. (2005). A discontinuous Galerkin transport scheme on the cubed sphere. Monthly Weather Review, 133(8–14), 828), 2005.

Nakanishi, M., & Niino, H. (2004). An improved Mellor–Yamada level-3 model with condensation physics: Its design and verification. Boundary-Layer Meteorology, 112, 1–31.

Nappo, C. I., & Chimonas, G. (1992). Wave interaction between the ground surface and a boundary layer critical level. Journal of the Atmospheric Sciences, 49, 1075–1091.

Neiman, P. J., Schick, L. J., Ralph, F. M., Hughes, M., & Wick, G. A. (2011). Flooding in western Washington: The connection to atmospheric rivers. Journal of Hydrometeorology, 12(6), 1337–1358. https://doi.org/10.1175/2011JHM1358.1

Nuss, W. A., & Miller, D. K. (2001). Mesoscale predictability under various synoptic regimes. Nonlinear Processes in Geophysics, 8, 429–438. https://doi.org/10.5194/npg-8-429-2001

Palmer, T. N., Shuttus, G. J., & Swinbank, R. (1986). Alleviation of a systematic westerly bias in general circulation and numerical weather prediction models through an orographic gravity-wave drag parameterization. Quarterly Journal of the Royal Meteorological Society, 112, 1001–1039.
Phillips, D. S. (1984). Analytical surface pressure and drag for linear hydrostatic flow over three-dimensional elliptical mountains. *Journal of the Atmospheric Sciences*, 41, 1073–1084.

Picard, L., & Mass, C. (2017). The sensitivity of orographic precipitation to flow direction: An idealized modeling approach. *Journal of Hydrometeorology*, 18, 1673–1688. https://doi.org/10.1175/JHM-D-16-0209.1

Pierrehumbert, R. T. (1986) An essay on the parameterization of orographic wave drag. Proceedings of Seminar/Workshop on Observation, Theory, and Modelling of Orographic Effects. European Centre for Medium Range Weather Forecasts, Reading, United Kingdom, ECMWF, 251–282.

Scinocca, J. F., & McFarlane, N. A. (2000). The parametrization of drag induced by stratified flow over anisotropic orography. *Quarterly Journal of the Royal Meteorological Society*, 126, 2353–2393.

Smith, S. A., Doyle, J. D., Brown, A. R., & Webster, S. (2006). Sensitivity of resolved mountain drag to model resolution for MAP case-studies. *Quarterly Journal of the Royal Meteorological Society*, 132(618), 1467–1487. https://doi.org/10.1256/qj.05.67

Webster, S., Brown, A. R., Cameron, D. R., & P.Jones, C. (2003). Improvements to the representation of orography in the Met Office Unified Model. *Quarterly Journal of the Royal Meteorological Society*, 129(591), 1989–2010. https://doi.org/10.1256/qj.02.133

Wilks, D. (2006). *Statistical methods in the atmospheric sciences*, (2nd ed. p. 627). Burlington, Mass: Academic Press.

Wood, J. D. (1969). On Richardson’s number as a criterion for laminar-turbulent laminar transition in the ocean and atmosphere. *Radio Science*, 4, 1289–1298.

Zadra, A., Roch, M., Laroche, S., & Charron, M. (2003). The subgrid-scale orographic blocking parameterization of the GEM model. *Atmosphere-Ocean*, 41, 155–170.

Zhang, H., Zhang, M., & Zeng, Q. (2013). Sensitivity of simulated climate to two atmospheric models: Interpretation of differences between dry models and moist models. *Monthly Weather Review*, 141, 1558–1576. https://doi.org/10.1175/MWR-D-11-00367.1