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I. ABSTRACT

During the design process of an autonomous underwater vehicle (AUV), the pressure vessel has a critical role. The pressure vessel contains dry electronics, power sources, and other sensors that cannot be flooded. A traditional design approach for a pressure vessel design involves running multiple Finite Element Analysis (FEA) based simulations and optimizing the design to find the best suitable design which meets the requirement. Running these FEAs are computationally very costly for any optimization process and it becomes difficult to run even hundreds of evaluation. In such a case, a better approach is the surrogate design with the goal of replacing FEA-based prediction with some learning-based regressor. Once the surrogate is trained for a class of problem, then the learned response surface can be used to analyze the stress effect without running the FEA for that class of problem. The challenge of creating a surrogate for a class of problems is data generation. Since the process is computationally costly, it is not possible to densely sample the design space and the learning response surface on sparse data set becomes difficult. During experimentation, we observed that a Deep Learning-based surrogate outperforms other regression models on such sparse data. In the present work, we are utilizing the Deep Learning-based model to replace the costly finite element analysis-based simulation process. By creating the surrogate we speed up the prediction on the other design much faster than direct Finite element Analysis. We also compared our DL-based surrogate with other classical Machine Learning (ML) based regression models (random forest and Gradient Boost regressor). We observed on the sparser data, the DL-based surrogate performs much better than other regression models. Code of training and data can be found at https://github.com/vardhah/FEAsurrogate.

II. INTRODUCTION

Design problems in the engineering and scientific community are an ongoing challenge and in most cases, these design problems include the complex relationship between design parameters. Design space exploration is a process to understand the effect of design variables on the performance metrics and analyze the complex relationship between these variables on the performance metrics. The process usually involves successive sampling in the design space and analyzing the performance metric to find a promising design point or subspace which satisfies all the constraints and meets the necessary performance requirement. Learning these nonlinear hyper-planes about the relationship between input design variables and performance metrics is the role of a human design engineer. For this purpose, the design engineer evaluates/simulates the design space at various samples and tries to create a response surface in his mind. This response surface is further used in the future to find the design for a given performance metric. Generally, Humans are not very good at learning a nonlinear complex manifold. However, Machine Learning models have a proven record of automatic feature extraction and learning highly non-linear behavior. Learning these hyperplanes using these learning models can assist human designers to find a good design in the highly complex nonlinear relationships. However creating an ML-based nonlinear manifold for a class of problems involves multiple issues: first, generating enough samples is difficult in a high dimension design problem. Second, the approximation error of trained models converges to acceptable error only with a large amount of data, which is often difficult and expensive to obtain for complex simulation models, such as FEA. Raissi et al. proposed physics-informed ML approaches by encoding known physics-based invariant and constraints to the learning process which make learning possible with less data. However, deriving any Physics-based ML for general discretized models, such as finite element models has not got any practical success.

In the present work, our goal is to design an ML-based surrogate for the FEA process for sub-sea pressure vessels. For a given design space, the aim is to create a data-driven learning-based surrogate model for the simulation process. The benefit of creating a surrogate is parallel faster evaluation of other design points by a trained model, and it will speed up the whole design decision process. These surrogates are then can be used for the outer optimization loop. By automatically designing models from data the paradigm of model-driven engineering is shifting from rather than utilizing the existing models and running optimization in an outer loop to first designing a model from generated data and then running
optimization on learning models.

In conclusion, we want to share two results:

- With a very handful of generated data, our learning model is able to predict test data with high accuracy of approx 92%.
- We tested the accuracy of our deep learning architecture-based trained model in comparison to other classical regression models - random forest-based regression model and gradient boost-based regression model. We observed significant higher accuracy of our model in comparison to both models.

The remainder of this paper is organized as follows: Section 2 formally defines a problem statement. In Section 3, we present our experiments and will evaluate the results. Section 4 discusses related work. We will conclude in Section 5 with a brief discussion of future work.

III. PROBLEM FORMULATION

The pressure vessel is a critical component in modern-day Unmanned Underwater vehicle, Remotely operated Vehicles, etc. It is designed to withstand the sub-sea hydro-static pressure conditions while remaining watertight and contains power sources, electronic and other sensors that cannot be flooded. For this purpose, FEA-based simulation is conducted to measure the maximum induced stress in a design subject to the subsea pressurized environment. The simulation consists of multiple steps - CAD modeling, body meshing, and numerical solution of FEA to get the stress distribution. The measured maximum static stress is compared with the yield strength of the material to check the integrity of the pressure vessel during operation. This process is repeated until an optimal design that can withstand the sub-sea pressure is found.

In this work, our goal is to learn a surrogate model for this entire simulation process for a large class of problems. Since each simulation is computationally very costly (∼202 sec/simulation on a 20 core CPU), it is not possible to run many simulations and generate the dense data. The motivation for learning a surrogate is the ability to interpolate or predict the numerical simulator’s output at a very low cost using trainable models. Once trained the surrogate can replace the numerical simulators for outer loop optimization operations. The expected benefit is the ability to design the pressure vessel on a given requirement at a very small computational time for a range of problems. The class of problem is defined by the design space (which are parameters that can be changed for changing the design and environmental conditions). For learning a surrogate, we first create a design space. Our design space consists of the maximum depth of the sea, which decides the maximum applied sub-sea pressure on the pressure vessel. Most pressure vessels have a circular cylindrical shell with two hemisphere end caps configuration, justified by its benefits as balanced structural integrity, homeostatic balance, and better internal volume. This cylindrical pressure vessel is parameterized by 3 parameters (length of cylinder, radius of end-cap, thickness of vessel). Accordingly, the design space consist of 4 variable space ($D_{sea}$, $L_v$, $Th_v$, $R_{end}$) (refer figure 1).

In this paper, we are interested in designing a range of pressure vessels that can work between range 0-6000 meters of sea depth. The material used to design the vessel is Aluminium alloy (Al6061-T6) which is the most commonly used material for pressure vessel design.

![Fig. 1: FEA Analysis and Surrogate modeling process](image)

The training process of the ML model starts with the collection of simulated data ($D_{simulated}$). The simulation involves the design of CAD geometry based on design parameters, the meshing of CAD designs, application of desired hydrostatic pressure on an external surface of design, and then numerical solution using finite element analysis. Once the FEA simulation converges, the maximum Von-mises stress is measured (refer figure 1). After collection of training data, we split it into train data ($D_{train}$) and test data ($D_{test}$). Let $DS$ be a bounded subspace of $\mathbb{R}^d$, i.e., $DS \subset \mathbb{R}^d$ and it is represented by an set of $n$ samples. $d$ is the number of input parameters that describes the relevant system properties. The training data is $D_{train} = (X, Y^*)$, where $X$ and $Y^*$ are the collection of all $x_i$ (input samples to the simulator) and $y^*_i$ (corresponding simulation’s output). The role of a simulator is to map the input space to the solution space. i.e. $\text{Sim} : X \rightarrow Y$. Accordingly, the surrogate modeling problem is the conditioning of a parametric model ($h$) on $D_{train}$ to find its parameters ($\theta$) such that: $h(x, \theta|D_{train}) = y$, $\forall x \in DS : y \approx y^*$ where $y^*$ represents the ground truth.

IV. EXPERIMENTATION SETUP

A. Our Deep Neural Networks

A deep neural network is an interconnected network of elementary computation units called neurons. Multilayered neural networks are one of the most powerful learning algorithms, in which these neurons are organized in layers. Neurons in the previous layer are connected to neurons at the next layer. Our NN architecture is a multilayered NN with 9 layers. Our network has four major constituents- fully connected layer (linear+ReLU), dropout layer, skip connections, and output layer. The input layer is the concatenation of the normalized vector of design variables and sub-sea pressure ($[D_{sea}, L_v, Th_v, R_{end}]$). The fully connected layer (linear+ReLU) consists of linear weights and biases with the commonly used nonlinear activation function ReLU (Rectified Linear Unit [3]) defined by $f(x) = max(x, 0)$. All the neurons in previous layer are connected to every neuron in current layer. Two dropout layers are added in between these.
fully connected layer for regularisation and to prevent overfitting with a dropout factor of 0.2. The output of the FEA simulation is a scalar value $s \in \mathbb{R}$, so our choice of output layer is a linear fully connected layer. Last important feature is the skip connection, which is a residual network added for smooth learning and to handle vanishing gradient or exploding gradient [4].

The overall architecture is represented in figure 2. The network has given the input in a batch of $n$ with each sample vector size is 4. The network has total 9 layers with six fully connected nonlinear layers, two dropout layers (dropout factor=0.2), and one fully connected linear output layer. The number of parameters in our architecture is 22,993. A large network(22,993 parameters) in comparison with the small data size(8000 training data points) raises concerns about overfitting. The drop-out layer and cross-validation-based early stopping are used to counter this in our regression model.

![Fig. 2: Deep Neural Network architecture](image)

**B. Training setup**

We divide the collected data(11311 data points) randomly into a training sample containing 8000 FEA evaluations and a testing sample containing the remaining 3311 evaluations. Due to the unavailability of large data, to increase the performance of prediction, we trained a family of base deep learning networks as it has been seen to be more accurate than individual classifiers [5]. For this purpose, we used 5-fold cross-validation and trained one base deep neural network on each fold dataset. We further divided each fold dataset into the training dataset (90%) and the validation dataset(10%). The prediction of the individual trained networks was then averaged out to obtain the final values of the maximum Von-mises stress on a given design(refer figure 3). After experimenting with different loss functions and learning rates, we found that L1 loss performed better than other losses with a learning rate of 0.001. We used Adam [6] optimizer with Xavier initialization for training the model.

![Cross Validation 1](image) ![Cross Validation 5](image)
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**Fig. 3: Ensemble of learning models**

**C. Other ML models:**

Apart from our deep learning-based learning model, we also trained the decision trees-based model to predict the maximum Vonmises stress. Most popular decision trees based predictive model random forest and Gradient boost regressor is trained which are considered the best classification and regression models and most popular predictive analytic techniques among practitioners, due to being relatively straightforward to build and understand, as well as handling both nominal and continuous inputs [7]. We trained 100 different decision trees and tuned their depth, number of trees, and split criteria to get the most accurate model.

**D. Evaluation metrics**

To assess the quality of prediction, we used following common statistics:

1) average residual, $\Delta Z = (V_{truth} - V_{predicted})/V_{truth}$ per sample

2) the accuracy, percentage of number of samples whose residual is within acceptable error of 10% i.e $|\Delta Z| < 0.10$.

![Fig. 4: Ensemble of learning models](image)
Table I. Key performance metrics

| Model            | Accuracy | Residual | Outlier | Deviation |
|------------------|----------|----------|---------|-----------|
| Deep ensemble    | 92.20%   | 0.045    | 48      | 118.67    |
| Random Forest    | 72.27%   | 0.13     | 164     | 141.23    |
| Gradient Boost   | 47.47%   | 0.21     | 157     | 132.60    |

3) $\eta$: the number of outlier, $|\Delta Z| > 0.50$, number of samples who which prediction has high error.

4) the standard deviation, $(\sigma)$ of prediction.

Here, $V_{\text{truth}}$ and $V_{\text{predicted}}$ are the real label and the predicted outcome of the trained regression models. For comparison purposes, apart from our model we also trained other regression models i.e. Random forest regression model and Gradient Boosting for the regression model. Models have been developed and trained using SKlearn, PyTorch, and XGBoost (extreme gradient boosting) python libraries. Code and data can be found here.

V. Results on Model Performance Metrics

The model selection process is to find the best balance between model fit and complexity. For regression modeling, the quantitative performance metrics are residual/mean absolute error (MAE) and root mean squared error (RMSE)/standard deviation. We also have other evaluation metrics- accuracy and outlier which are defined earlier. The lower the MAE/residual, the more precise the model is. The accuracy metrics give us the statistics about how many samples are with an acceptable level of accuracy. The standard deviation estimates the average proportion of the variation in the response around the mean. The outlier in prediction provides insight into how many large error samples are in the prediction, which gives a better picture of the distribution of deviation. Table II shows the performance metrics on all three trained models on the test data set. All three models are trained on the same 8000 training data set and tested on the 3311 test data set. Our DNN model performed at significantly higher accuracy (92%) in comparison to other models - Random forest (72%) and Gradient boost regressor (47 %). Our trained model also has one-third less number of outliers than the Random forest and Gradient Boost models. In all the metrics our model performs better than Random forest and Gradient Boost based regressors.

VI. Related Work

AI has the ability to automatically extract features and learn a surrogate model using training data. Its applications are extensive ranging from the operation of systems \cite{7,9} to the design of systems \cite{10}. The FEA-based surrogate is nowadays gaining popularity and has application in biomechanical problems, like stress analysis of the aorta \cite{11,12}, and the biomechanical behavior of human soft tissue \cite{13}. Liang et al. \cite{11} developed patient-specific models of the stress distribution of the aorta using as input the FEA data and directly outputting the stress distribution. Madani et al. \cite{12} developed an FEA-based surrogate model to predict real-time the maximum von Mises stress magnitude with an average error of less than 10%. They could estimate the aortic wall stress distribution in patients affected by atherosclerosis without the need of highly trained specialists, therefore allowing quick clinical analysis of the patient health.

VII. Conclusion

In this work, we showed that by using AI and especially deep learning, we can approximate the FEA behavior with great accuracy on a large class of pressure vessel design problems and can bypass the computationally costly Finite element analysis-based numerical methods. This dataset and model can be used for initial design evaluation for real-world applications. The trained model and the dataset is available to public access and can be used by sub-sea pressure vessel designer for finding initial good designs. We also showed that our trained model has much superior accuracy than other regression models. Since the average simulation time per simulation is 3 minutes, we are still generating some more data and the future extension of this work would be adding some more data to make this model much more accurate. Another future work is integrating this surrogate model with optimization tools and bypassing the FEA numerical simulator from the loop. The expected benefit would be almost no optimization time for a requirement. These designs can again verified with FEA based numerical process.
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