Limits to the Evaluation of the Accuracy of Continuous Glucose Monitoring Systems by Clinical Trials
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Abstract: Systems for continuous glucose monitoring (CGM) are evolving quickly, and the data obtained are expected to become the basis for clinical decisions for many patients with diabetes in the near future. However, this requires that their analytical accuracy is sufficient. This accuracy is usually determined with clinical studies by comparing the data obtained by the given CGM system with blood glucose (BG) point measurements made with a so-called reference method. The latter is assumed to indicate the correct value of the target quantity. Unfortunately, due to the nature of the clinical trials and the approach used, such a comparison is subject to several effects which may lead to misleading results. While some reasons for the differences between the values obtained with CGM and BG point measurements are relatively well-known (e.g., measurement in different body compartments), others related to the clinical study protocols are less visible, but also quite important. In this review, we present a general picture of the topic as well as tools which allow to correct or at least to estimate the uncertainty of measures of CGM system performance.
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1. Introduction

1.1. Background

Diabetes is a chronic disease with high prevalence and incidence, characterized by a malfunctioning of the physiologic glucose/insulin metabolism, mainly due to a lack of sufficient endogenous insulin secretion (type 1 diabetes, t1d) and/or to the loss of insulin sensitivity of the respective tissues in the human body (type 2 diabetes, t2d).

The standard therapy for t1d and later stages of t2d consists of replacing or adding insulin by subcutaneous administration to keep the blood glucose (BG) concentration within a range known to be best both for reducing the risk of developing long-term diabetes-related complications and avoiding acute complications such as hypoglycemic events.

Against this background, correct and rapid measurements or even predictions of BG values [1] are a key factor to ensuring a good clinical outcome. Unsurprisingly, a huge number of devices have been proposed to measure glucose, in particular systems for the self-monitoring of blood glucose (SMBG), which are usually based on enzymatic reactions with glucose in a small sample of capillary blood
extracted from a finger tip (see [2] for an overview on the current market). A number of non-invasive glucose monitoring approaches have also been proposed, but none of these was able to reach true market maturity.

The main alternative to SMBG is continuous glucose monitoring (CGM), which is based on the measurement of the glucose concentration in the interstitial fluid around the tip of a needle-like glucose sensor inserted in the subcutaneous adipose tissue, mainly in the abdominal region. While a CGM sensor can remain in place for several days, a SMBG requires a small capillary blood sample each time (i.e., pinching one finger). As a consequence, CGM provides glucose measurements at a much higher sampling frequency (e.g., every 5 min) compared to SMBG (typically a few times a day).

Since the sampling time is considerably smaller than the time constants of the glucose metabolism, CGM helps users to avoid missing important events (in particular, hypoglycemic episodes), and even allows some prediction of impending critical situations. CGM systems can also be used to design novel algorithms for diabetes therapy, such as the artificial pancreas (AP). CGM has become increasingly popular over the past couple of years, and is expected to become even more widespread in the near future—that is, it might become the standard for glucose monitoring within 10 years (if costs can be reduced massively).

However, using CGM data as the primary basis for therapeutic decisions is not trivial. Indeed, CGM measures the glucose concentration in the interstitial fluid and not in the blood, as SMBG does. Of course, both glucose concentrations are closely related by a diffusion process, and CGM readings can be calibrated to correspond to the equivalent SMBG values under steady state values, but larger differences arise when glucose levels are rapidly changing, in which cases changes the BG values exhibit time differences on the order of 5 to 10 min [3].

1.2. Challenges of the Performance Assessment of CGM Systems

Ever since the early days of CGM technology development, the adequate performance assessment of CGM systems has been a question of concern (e.g., [4]). As with most sensors, an evaluation of the performance of CGM systems under repeatable conditions by so called in vitro tests is possible and widely done. However, it turns out that the results of in vitro tests do not reflect the real in vivo behavior of CGM systems for their intended use, as a number of patient-specific factors influence this massively. These cannot be reproduced under in vitro settings.

Therefore, the evaluation of CGM systems must be done by clinical trials. In these trials, CGM readings are compared to reference BG measurements obtained for the same patients at the same time. The key problem with this approach is that there is no practically feasible way to know the “real” glucose concentration in the interstitial tissue around the CGM sensor (in other words, to assess the “true” accuracy of the sensor in terms of the correct measurement of the glucose concentration it is exposed to). Therefore, performance assessment of CGM devices is usually done by comparison with SMBG point measurements (e.g., [5]).

There are a multitude of CGM performance measures, such as precision absolute relative deviation (PARD) [6] or the percentage of points in different areas of a continuous glucose error grid analysis (CG-EGA) [7] (or in the Clarke [8] or consensus error grid analysis [9]). However, over the past couple of years, an accuracy metric called the mean (sometimes median is used instead of mean; in this paper, we use the mean value) average relative deviation (MARD) has become popular, and is by far the measure used most often to characterize the analytical performance of CGM systems [5,10–26].

The MARD is based on the comparison between paired measurements of a given CGM system and a reference method for BG measurements which is implicitly assumed to be “true”. MARD is computed as the sample mean value of the absolute relative differences (ARDs) between the measurements of the CGM system and the corresponding BG values measured by the reference measurement device at the same time. Of course, ARDs can only be computed for those points in time when reference BG measurements are available.
This metric has many advantages, first among which is the simplicity, but the MARD can be misleading for several reasons (e.g., [27, 28]), mainly related to the limits of the clinical study protocols—some of which, such as the small number of patients, are inherent. Indeed, an assessment based on clinical tests will reflect not only the “true” accuracy, but also several other factors independent of it and strongly related to the design of the clinical study. In fact, the enormous progress which has recently been made in improving the “true” accuracy of CGM devices is expected to make its assessment by clinical studies less significant, as the computed MARD value will reflect more the conditions under which it was determined rather than its true value.

Unsurprisingly, a number of studies with CGM systems have been published in which significantly different MARD values have been reported for the very same CGM system (e.g., compare the MARD values for the Abbott FreeStyle Libre published in [21, 23, 25]; see also Table 2 in [29]). Accuracy measured in clinical settings may be quite different from accuracy observed under at-home conditions [14, 22].

This paper is concerned with detailing these effects and with providing either a way to improve the assessment (e.g., by correcting for some influencing factors—for this purpose a weighted MARD, the so-called WMARD, will be suggested) or least by providing a quantitative estimate of the impact of other factors, proposing a “quality index” which essentially mirrors the reliability of the estimated precision.

1.3. Structure and Operation of a CGM Sensor

Today, a multitude of technologies which allow for an estimation of the BG concentration at a high sampling rate are known and therefore enable patients and physicians to gain insight into the glucose dynamics in the human body. These technologies are usually summarized under the term “CGM”, and typically consist of three elements: a sensor is used to measure some physical quantity that is somehow related to the glucose concentration, a transmitter sends the electric signals measured by the sensor which are then post-processed (filtered, etc.) and stored on a receiver unit, which is equipped with a screen for displaying the measured data and visualizing the glucose dynamics. The main differences between different CGM systems are found in the technology used for the glucose measurement and the physical quantity that is measured. A concise overview of different CGM systems can be found in [30–32].

By far the most mature CGM technology is the minimally invasive technique of using a needle-shaped glucose sensor filament which is inserted through the skin into the subcutaneous tissue and which remains there for 7 to 14 days. The CGM measures the glucose concentration in the interstitial fluid surrounding the sensor filament—the so-called interstitial glucose (IG) concentration, which lags behind BG by several minutes. In this paper, the term “CGM” always refers to this type of technology for measuring the glucose concentration.

Usually, the current measured by the glucose sensor can be assumed to be an affine function of the glucose concentration in the interstitial fluid. This allows for a simple calibration procedure of the glucose sensor of the CGM system by using corresponding SMBG values [33, 34]. However, sensor sensitivity (i.e., the change in measured current as a function of a change in the glucose concentration, in nA/(mg/dL)) is not always the same for one sensor design, but is influenced by many other factors including the sensor insertion site, the insertion technique, the production date, etc. Additionally, the sensor sensitivity after insertion is also not constant, but changes over time. This is mainly due to the reaction of the body to the local trauma induced by inserting the sensor filament into the subcutaneous tissue. The body’s immune system tries to close the local wound caused by the sensor and starts to encapsulate it, which typically results in a loss of sensor sensitivity over time. This process is commonly known as “biofouling”. The level of biofouling can be reduced by using a suitable biocompatible sensor membrane, but it can never be fully eliminated. Most of the change in sensor sensitivity typically happens within the first 24 h of sensor use (“run-in phase”), after which point the change in sensitivity over time is usually lower (see also [35]).
Because the change in sensor sensitivity over time not only depends strongly on the properties of the sensor, but also on those of the patient and the sensor insertion site, the CGM current signal must be (re-)calibrated in vivo several times during the sensor’s life time (typically one to two times a day). This is usually done using finger prick SMBG measurements (typically every 12 h) in order to obtain estimates of the sensor sensitivity. Over the years, a multitude of advanced methods for CGM calibration have been proposed (e.g., [35–41]).

2. Materials and Methods

2.1. Study Data

The analysis presented in this paper is based on data from a recent clinical study performed at the Institute of Diabetes Technology, Ulm, Germany [15]. The main goal of this clinical trial was to compare the performance of three CGM systems from three different manufacturers in a head-to-head study. During the trial, twelve subjects with t1d spent seven days under in-patient conditions. During this time, each of them wore six CGM systems in parallel: two FreeStyle Navigator™ by Abbott Diabetes Care, Alameda, CA, USA (in the following referred to as CGM1), two Guardian™ REAL-Time by Medtronic MiniMed, Northridge, CA, USA (in the following referred to as CGM2), and two DexCom™ Seven® Plus by DexCom, San Diego, CA, USA (in the following referred to as CGM3). It should be mentioned that all three systems were slightly outdated by the current standards at the time of writing. However, this should not affect the generalizability of the results presented in this paper.

The recording with all CGM systems started in the morning of the first day of the clinical trial. Each individual wore all CGM systems for a specified time until removal as recommended by the corresponding manufacturer. The individuals therefore ended up wearing CGM1 for five clinical days, CGM2 for six clinical days, and CGM3 for seven clinical days. All CGM systems were calibrated regularly according to the corresponding manufacturer recommendations. Calibrations were performed using SMBG point measurements with CGM2’s built-in BG meter as reference device (= capillary blood). During the entire study period, all CGM signals were recorded, together with regular BG measurements by means of SMBG (using the built-in BG monitoring meters of CGM2; at least one per hour during the daytime and one during the night). Furthermore, venous blood samples were taken at specified times in parallel to SMBG and were analyzed regarding the plasma glucose concentration by means of a laboratory glucose analyzer, YSI 2300 START Plus, Yellow Springs, OH, USA (YSI) [42].

In accordance with the recommendations from [43], on days 2 and 5 of the study, glucose excursions were induced by serving fast-absorbing meals with high carbohydrate content and by delaying the subcutaneous insulin injections by 15 min, leading to considerable temporary peaks in the BG profiles. Furthermore, the injected insulin doses were increased by 15% compared to the recommended values, often leading to a subsequent hypoglycemia.

In order to be able to exactly quantify the effects of the different influencing factors on the MARD performance measure, it is helpful to have reliable BG values available at any point in time. However, SMBG cannot be measured as frequently. Therefore, an estimate of the continuous BG profiles based on SMBG and CGM data was computed using a method proposed by [44].

2.2. Problem Statement

MARD is defined as

\[
ARD_k = 100\% \cdot \frac{|y_{CGM}(t_k) - y_{ref}(t_k)|}{y_{ref}(t_k)},
\]

\[
MARD = \frac{1}{N_{ref}} \sum_{k=1}^{N_{ref}} ARD_k,
\]

where

\[
y_{CGM}(t_k)
\]

represents the CGM measurement at time \( t_k \), \( y_{ref}(t_k) \) is the reference measurement at the same time, and \( N_{ref} \) is the number of reference measurements used in the calculation.
where \( y_{CGM} \) is the value measured by the CGM system, \( y_{ref} \) is the value measured by the reference measurement device at time \( t_k \), where \( t_k, k \in \{1, 2, \ldots, N_{ref}\} \) are the times when reference measurements are available. In this paper, SMBG values are taken as reference (i.e., \( y_{ref} \) corresponds to the capillary BG concentration). In other works, venous BG is used instead (e.g., [19]).

Computation of MARD according to Equation (2) is straightforward. Note, however, that all measured values are affected by errors. That is, the measured glucose values consist of the true IG (for CGM) and BG values (for SMBG) with some additive distortions, as follows:

\[
y_{CGM}(t_k) = IG(t_k) + w_{CGM}(t_k), \quad (3)
\]
\[
y_{ref}(t_k) = BG(t_k) + v_{ref}(t_k). \quad (4)
\]

Therefore, Equation (1) for calculating the \( k \)-th ARD value can be rewritten as

\[
ARD_k = 100 \% \cdot \frac{\left| y_{CGM}(t_k) - y_{ref}(t_k) \right|}{y_{ref}(t_k)} = 100 \% \cdot \frac{\left| IG(t_k) + w_{CGM}(t_k) - BG(t_k) - v_{ref}(t_k) \right|}{BG(t_k) + v_{ref}(t_k)}, \quad (5)
\]

with \( w_{CGM} \) the CGM measurement error and \( v_{ref} \) the error in the reference measurements. As a consequence, ARD is a stochastic variable, and every MARD value computed with a limited number of samples will approximate the “true” one within some confidence limits.

The purpose of this paper is to understand the factors that determine the disturbances \( w_{CGM} \) and \( v_{ref} \) and to estimate their impact (together with the impact of the small number of samples) on the confidence of the MARD estimation.

2.3. Problem Analysis

The most important factors influencing the MARD value—besides the measurement accuracy of the glucose sensor itself—are either of physiological nature or related to the study protocol (see also [27,28]).

Among the physiological aspects, two are dominant. The so-called “biofouling” (i.e., tissue changes near the insertion point) leads to changes of the sensor sensitivity, especially in the first day. This change can partially be compensated by calibration (and/or a mean curve for the expected sensitivity change over time), but will regardless result in a difference between the CGM measurements and BG. Since the extent of this effect differs between different CGM devices, it is considered in this paper as part of the CGM performance and will not be further discussed in the following. The second physiological aspect is due to the fact that changes in the BG and IG do not occur simultaneously, but there is a time delay between the two compartments which is due to physiology.

The key factors related to the study design are the choice of the reference quantity to be used as proxy of the real BG, the number of samples, and their distribution.

2.3.1. Time Delay

The most widely accepted model for BG-to-IG dynamics is the simple two-compartment diffusion model [45]:

\[
\tau \frac{d}{dt} IG(t) = -IG(t) + BG(t).
\]

In this model, \( \tau \) corresponds to the physiological time delay, which was reported to be roughly 11 min [46].

The fact that IG lags behind BG creates a certain difficulty for BG control (for cases where CGM is used for insulin dosing as in an AP system, see [47]), but also for CGM calibration [48]. Therefore, CGM systems should be calibrated during periods with relatively constant BG concentration. As far as MARD is concerned, time lag can be tackled by compensating for this lag by means of a prediction
algorithm, using the predicted instead of the actually measured CGM signal [49]. This is part of many CGM processing algorithms.

The effect of the time lag between BG and IG is evident in Figure 1. The plot shows a data segment (red curve) in a CGM profile, and also the BG point measurements collected during the same time period. Both capillary BG measurements by means of SMBG (stars) as well as venous BG measurements by means of YSI (dots) are shown. The CGM signal lagged behind the SMBG measurements, but followed the BG profile well. It must be mentioned that the time delay between both signals was also caused by additional factors, such as time required for the measurement and filters used (see [49,50]).

Figure 1. An illustration of the difference between the continuous glucose monitoring (CGM) profile, capillary blood glucose (BG) concentration measured with a BG meter (SMBG), and venous BG concentration measured with the YSI 2300 START Plus laboratory glucose analyser (YSI) (data from [15]).

2.3.2. Choice of the Reference Method for Glucose Measurement

In Figure 1 a negative bias in the SMBG measurements can be seen as compared to the more accurate YSI values. Since the CGM data were calibrated with the SMBG measurement results, it also displays glucose values that were (most likely) lower than the actual BG values (see [51] for the clinical implications of this effect). Using YSI (or other laboratory glucose analyzers—e.g., [52]) data as a reference quantity for the performance assessment would therefore lead to somewhat different MARD values than using SMBG values, even though the CGM system is the same (see [53] for details on this effect). However, not only a bias in the reference measurements impacts MARD. Random measurement noise in the reference measurements also leads to significantly higher MARD values (see Section 3.2.1).
2.3.3. Number of Samples

Since the measurement errors in the CGM and the reference measurements are stochastic in nature, MARD itself becomes a stochastic quantity. As can be expected, since MARD is an average of stochastic quantities, the amplitude of the stochastic portion of MARD will decrease with an increasing number of paired measurements. For a number of measurement points tending towards infinity, MARD is expected to converge towards a fixed value. On the other hand, the fewer paired measurements that are taken, the bigger will be the resulting uncertainty of MARD (see also Section 3.2.1).

2.3.4. Distribution of Paired Measurement Points

The measurement errors of CGM are influenced by the glycemic range, with higher errors in the hypoglycemic and possibly also the hyperglycemic range [54]. Furthermore, the accuracy of BG meters that are used for the reference measurements is also significantly affected by the glucose concentration [55]. The amount of paired points measured in the different glycemic ranges will therefore have a direct impact on the resulting MARD value (see Section 3.2.2).

2.4. Composition of the Total MARD Error

So, the “true” sensor MARD (in the following referred to as $MARD_0$) would have to be obtained under the following conditions:

\[
MARD_0 = E \{MARD\} = \lim_{p \to P_{ref}} \lim_{\tau \to 0} \lim_{v_{ref} \to 0} \lim_{N_{ref} \to \infty} \frac{100 \%}{N_{ref}} \sum_{k=1}^{N_{ref}} \frac{|IG(t_k) + w_{CGM}(t_k) - BG(t_k) - v_{ref}(t_k)|}{BG(t_k) + v_{ref}(t_k)}
\]

(7)

with $N_{ref}$, the number of reference measurements approaching infinity, $v_{ref}$, the error in the reference measurements going towards 0, the (physiological) time delay $\tau$ between BG and IG going towards 0, and the distribution of paired reference measurements $p$ corresponding to some predefined standardized reference distribution $P_{ref}$. $MARD_0$ corresponds to the expected value of MARD under these ideal conditions. The intermediary steps where only some of these criteria are met will be referred to as $MARD_1$, $MARD_2$, and $MARD_3$, whereas the MARD obtained in the actual clinical trial will be denoted $MARD_{real}$.

Under real-life conditions, the criteria necessary to obtain $MARD_0$ are impossible to meet. Deviations from those ideal conditions will result in MARD values that are significantly different from $MARD_0$. Whereas some of the factors influencing MARD only lead to a stochastic effect which results in an uncertainty in MARD (limited number of paired reference measurements, distribution of paired measurement points), others cause a significant increase in MARD (error in the reference measurement, physiological CGM time delays). In the following formula, it is shown how each of these factors leads to an increase in the uncertainty of MARD (expressed as the standard deviation of MARD, SD $\{MARD\}$) and possibly also an increase in the expected value of MARD ($E \{MARD\}$):

\[
MARD_0 = E \{MARD_1\} \leq E \{MARD_2\} \leq E \{MARD_3\} \leq E \{MARD_{real}\},
\]

(8)

\[
0 = SD \{MARD_0\} \leq SD \{MARD_1\} \leq SD \{MARD_2\} \leq SD \{MARD_3\} \leq SD \{MARD_{real}\}.
\]

(9)

Whereas each of the influencing factors is expected to increase SD $\{MARD\}$, only the error in the reference measurements and the physiological CGM time delay lead to an increase in the expected value $E \{MARD\}$. This is also visualized in Figure 2.
3. Results and Discussion

3.1. Limits of the Perfect Glucose Sensor: Estimation of the Target Value under Perfect Conditions

As mentioned previously, there is a significant delay between IG and BG caused by the time needed for glucose to diffuse from one compartment to the other. So, even if a CGM system perfectly measures IG without any errors or additional time delays and the reference measurement device perfectly measures BG, still, due to dynamical changes in the glucose value, ARD values different from 0 would result. Consequently, MARD not only depends on the CGM system’s performance and the study design, but ARD values larger than 0 are also unavoidable due to physiological reasons.

It should be mentioned that by means of smart post-processing algorithms, the effect of CGM time delays can potentially be significantly reduced or almost eliminated (e.g., the smart sensor concept [37]). Modern CGM systems have a much smaller time delay than older devices, with values that are typically lower than the physiological time delay (e.g., [56–58]).

In order to simulate a CGM system performance assessment under ideal conditions, an in silico study was performed using the continuous BG traces calculated with the approach from [44] based on the clinical data from trial [15] (see Section 2). For this evaluation, it was assumed that the sensor measured IG without any consideration of measurement noise, bad CGM calibrations, or other effects. Furthermore, the reference measurements were assumed to correspond to the BG concentration without any measurement errors. Based on the continuous BG traces, the corresponding IG traces were calculated using the two-compartment diffusion model, Equation (6), with different values of $\tau$. The MARD was then calculated using all points along the glucose trajectories, thus having a very high number of paired measurements. The resulting MARD values as a function of the time delay value $\tau$ can be seen in Figure 3. The black line shows the average MARD of all 12 patients of the dataset, whereas the red-colored area displays the variation of MARD values between patients (minimum and maximum MARD). The physiological time delay alone (roughly 11 min [46]) resulted in MARD values on the order of 4%. The MARD values were different for different patients, because of their difference in glycemic variability: A higher level of glycemic variability (i.e., also higher glucose rate-of-change, ROC) results in larger differences between BG and IG (see also [59] for this effect).

Figure 2. Effect of influencing factors on expected value and uncertainty (expressed through standard deviation) of mean average relative deviation (MARD).
3.2. Testing CGM Sensors under Real Conditions

3.2.1. Impact of Statistical Errors

In this subsection, only the effect of the number of reference measurements $N_{\text{ref}}$ and the error in the reference measurements $v_{\text{ref}}$ on MARD are studied. Parts of these results have already been presented in [28]. Comparisons are made with respect to $MARD_2$ (i.e., the MARD for $N_{\text{ref}} \to \infty$ and for $v_{\text{ref}} \to 0$). This value was estimated for the data from [15] by using the continuous BG traces calculated using the method from [44] for obtaining the reference measurements. It is assumed here that the BG distribution corresponded to the representative one ($p = p_{\text{ref}}$, see Section 3.2.2 for details). Furthermore, the effect of the CGM time delays are not considered separately in this subsection (see Section 3.1 for more details on this topic).

Effects in Terms of Confidence

In order to correctly use MARD values, the study-related uncertainty should be considered. The current subsection demonstrates how this uncertainty of MARD can be estimated by means of confidence intervals (see [60] for the mathematical background). The confidence interval (CI) of MARD indicates the range around the computed value in which the real value will lie with a given probability. For example, a 95% CI means the range around the computed value within which the “true” MARD—the one which corresponds to the accuracy of the device—will lie, with a probability $\gamma$ of 95%. In all following explanations and results, a CI $\gamma = 95\%$ will be used. However, it should be noted that a CI of 95% is very common, but somewhat arbitrary. Using larger values of confidence would yield similar results as the ones presented in this subsection, albeit with wider intervals.

Effect of Number of Paired Measurements ($N_{\text{ref}}$)

A key factor which affects the estimation of MARD is the number of paired points used. As already stated, MARD is a stochastic quantity. With an increasing number of paired points, the stochastic portion of MARD tends towards 0, as already shown phenomenologically in [27].

For the results displayed here, the data from [15] and the estimates for the continuous BG traces (see Section 2) were used. The continuous BG traces allow a reference value to be assigned to each CGM measurement. If all these points are used, the best approximation of the “real” MARD in terms

Figure 3. Effect of magnitude of time delay between IG and BG on MARD for a perfect CGM system tested under ideal conditions. Black line: mean MARD (mean over 12 patients from data); red area: possible MARDs based on different BG dynamics of patients (borders correspond to patients with min/max glycemic variability).
of number of paired points can be computed. Since the estimates of the continuous BG traces are used, the error in the reference measurement system can be neglected in these computations. The resulting MARD values for $N_{\text{ref}} \to \infty$ therefore corresponded to $MARD_2$ and were lower than the MARD values stated in [15]. For example, for CGM2 a $MARD_2$ of 10.1% was calculated, whereas in [15] a MARD of 12.1% is stated.

The effect of using fewer paired points was simulated as in [27] by randomly dropping some paired points in a Monte Carlo simulation. The results are shown in Figure 4 for CGM system CGM2 and a CI with $\gamma = 0.95$. As expected, the width of the CI is proportional to $1/\sqrt{N_{\text{ref}}}$. This finding can also be justified from a mathematical point of view, because it is well-known that the variance of the sample mean decreases proportionally to $1/N_{\text{ref}}$; see [61,62]. The proportionality factor is CGM system-specific, with lower values for systems with a higher measurement performance. For the hypothetical case of the number of reference measurements approaching infinity, the CI would converge to one single point (i.e., $MARD_2$ in our case).

![Figure 4](image-url)

**Figure 4.** Impact of the number of paired points on the uncertainty of MARD for an illustrative CGM system (CGM2, the Guardian™ REAL-Time unit): upper and lower bounds of the confidence interval (CI) with probability $\gamma = 0.95$. The constant line represents the value to which it would converge for $N_{\text{ref}}$ towards infinity.

**Effect of Errors in Reference Measurements ($\nu_{\text{ref}}$)**

As explained previously, the limited accuracy of the reference measurements can have a strong impact on MARD, especially if BG meters and not laboratory analyzers are used during the performance assessment of CGM systems. In order to study this effect, Monte Carlo simulations using the computed continuous BG profiles for dataset [15] perturbed by random noise were performed. The error of the reference measurement device was assumed to be uncorrelated and Gaussian (mean error: 0%, accuracy error – expressed by the CI, $\gamma = 0.95$: $\sigma_{\text{err}_{\text{ref}}}$).

The effect of this error on the ARD can be computed by extending Equation (1) as follows:

$$ARD_i = 100% \cdot \frac{|y_{\text{CGM}}(t_i) - y_{\text{ref}}(t_i) \cdot (1 + e_i)|}{y_{\text{ref}}(t_i) \cdot (1 + e_i)},$$

$$e_i \sim \mathcal{N}(0, \sigma_{\text{err}_{\text{ref}}}/1.96).$$ (10)

If the same reference measurement device is used for calibrating the CGM system and for drawing the paired reference measurements for the performance assessment (as is the case for the dataset used in this paper), only the stochastic part of the reference measurement error is expected
to influence the MARD, but not the bias, since the same bias as in the reference measurements is also expected to be present in the CGM signals. Therefore, the effect of a bias in the reference measurements was not considered throughout this paper (see [53] for the effect on MARD of using different BG meters for calibrating the CGM and for drawing the paired reference measurements for the performance assessment, and see [51] for an overview of the clinical impact of a bias in the reference point measurements used for calibrating the CGM).

Figure 5 shows the results of the Monte Carlo simulation for the illustrative CGM system CGM2. Notice that an increase of the error of the reference measurements did slightly increase the uncertainty (seen by the thickness of the red line), but primarily increased the value of MARD. This increase in MARD was proportional to \( \text{err}^2_{\text{ref}} \), with a proportionality constant that depends on the value of \( \text{MARD}_2 \), with larger values of \( \text{MARD}_2 \) leading to a smaller proportionality constant. That is, the error in the reference measurements is more important for CGM sensors with a high measurement performance. Roughly speaking, the MARD computed from a clinical study is the sum of the MARD of the CGM system and of the MARD of the reference system. With the continuous improvement of CGM systems, a MARD value computed from the data of a clinical study in which SMBG devices were used as reference may turn out to be more of an evaluation of the accuracy of the SMBG device rather than of the CGM system. It should furthermore be noticed that the results shown in Figure 5 were obtained using the entire vector of paired points. For a lower number of reference points, this width would be larger.

Figure 5. Effect of the relative error in the reference measurements on MARD for an illustrative CGM system (CGM2, CI, \( \gamma = 0.95 \)). The width of the line indicates the CI, the distance to the \( \text{MARD}_2 \) (black dashed line) reflects the error introduced by the error in the reference measurements.

Combined Effect of Number and Uncertainty of Reference Measurements (\( N_{\text{ref}} \) and \( v_{\text{ref}} \))

In practice, both effects discussed so far (the limited number of paired points and the limited accuracy of the reference measurements) appear jointly. This has been tested in Monte Carlo simulations using the dataset from [15] and the estimates of the continuous BG traces. An example for the resulting distribution of MARDs as a function of both quantities is shown in Figure 6 for CGM2. Analyses have shown that the MARD values in each point \((N_{\text{ref},i}, v_{\text{ref},i})\) followed a Gaussian distribution with mean value \( \text{MARD}_2 + \Delta\text{MARD} \) and standard deviation \( \sigma_{\text{MARD}} \). Based on an analysis
of the entire dataset, it was found that offset $\Delta_{\text{MARD}}$ and standard deviation $\sigma_{\text{MARD}}$ could be computed according to the following formulas:

$$
\Delta_{\text{MARD}} [\%] = a \cdot (err_{\text{ref}} [\%])^2,
$$

$$
\sigma_{\text{MARD}} [\%] = \frac{b + c \cdot (err_{\text{ref}} [\%])}{\sqrt{N_{\text{ref}}}},
$$

$$
a [\%^{-1}] = 0.01244 - 0.00037 \cdot MARD_2 [\%],
$$

$$
b [\%] = 51.6178 - 7.7553 \cdot MARD_2 [\%] + 0.3569 \cdot (MARD_2 [\%])^2,
$$

$$
c [\%^{-1}] = 0.0037.
$$

It should be noted that the correlations in Equations (13) to (15) were derived for a $MARD_2$ range between 10% and 16%. For $MARD_2$ values outside this range, the values might not be appropriate.

![Figure 6](image-url)

**Figure 6.** Confidence region of the MARD on the y-axis depending on the number of paired measurement points (see color code in the insert) and accuracy of the reference measurement system on the x-axis $MARD$ for an illustrative CGM device (CGM2, CI, $\gamma = 0.95$; black line: $MARD_2$, purple line: MARD for number of paired points towards infinity).

**Tackling MARD Uncertainty: Giving Bounds for MARD**

$N_{\text{ref}}$ and $v_{\text{ref}}$ are the main variables that can be easily controlled in the study design phase of clinical trials designed for assessing CGM performance. As can be seen earlier in this subsection, they have a huge impact on the reliability of the resulting MARD values. Therefore, $N_{\text{ref}}$ and $v_{\text{ref}}$ should be controlled in order to obtain MARD values that actually reflect CGM performance. In order to facilitate this, the so-called MARD reliability index (MRI) was introduced in [28]. The MRI is defined as the width of the symmetrical CI around $MARD_2$ (in %) that includes $\gamma = 95$% of MARD values:
with \( p(MARD) \) the probability density function (PDF) of MARD values. MRI thus corresponds to an upper bound for the estimate of error in MARD as from a clinical trial (taking into account the effect of number and uncertainty of reference measurements). An illustration of MRI can also be seen in Figure 7 below. For the case of a very high accuracy of the reference measurement system, the probability of obtaining a given value of MARD is centered around \( MARD_2 \)—the value corresponding to a very high number of measurements. This is shown on the left side of Figure 7. Increasing the number of paired points will narrow the PDF. An infinite number of paired points would of course deliver exactly \( MARD_2 \). Adding the effect of the error of the reference system leads to the solid curve on the right side of Figure 7. Note that this curve is no longer centered around \( MARD_2 \), but is displaced by the average value of the error of the reference system towards higher MARD values (\( \mu_{MARD} \) in Figure 7).

As explained earlier in this subsection, the uncertainty in MARD not only depends on \( N_{\text{ref}} \) and \( v_{\text{ref}} \), but is also influenced by the CGM performance itself. This also becomes evident for the results shown in Figure 8. In this figure, the MRI is shown for CGM2 (plot A) and CGM3 (plot B) of dataset [15] as computed based on the results of the Monte Carlo simulations presented earlier in this subsection. It can be seen how the effects of number and uncertainty of reference measurements look different for the two devices: whereas for CGM2 (with a relatively good measurement performance) the choice of the reference method is very important, for CGM3 (with an inferior measurement performance) a sufficiently high number of paired points is more important.

In order to determine the value of MRI as a function of \( N_{\text{ref}} \) and \( v_{\text{ref}} \), several plots like the ones in Figure 8 are supplied in [28], each for a different value of \( MARD_2 \). Alternatively, MRI can also be computed by numerically solving the following equation:

\[
0.95 = \frac{1}{2} \cdot \left[ \text{erf} \left( \frac{MRI - \Delta MARD}{\sqrt{2} \cdot \sigma^2_{MARD}} \right) - \text{erf} \left( \frac{-MRI - \Delta MARD}{\sqrt{2} \cdot \sigma^2_{MARD}} \right) \right],
\]

with \( \Delta MARD \) and \( \sigma^2_{MARD} \) computed as a function of \( N_{\text{ref}}, v_{\text{ref}} \), and \( MARD_2 \) according to Equations (11)–(15).

---

**Figure 7.** Combined effect of number of paired measurements and accuracy of the reference measurements on the uncertainty of MARD, here expressed by MARD reliability index (MRI). PDF: probability density function.
3.2.2. CGM System Performance and BG Range

CGM System Performance Differs between BG Ranges

It was shown in [27] that, besides the number and accuracy of the reference measurements, the distribution function of the reference measurements also has a huge impact on the calculated MARD. As already mentioned, this is because the CGM system accuracy and SMBG accuracy depend on the BG range, with typically a lower accuracy in the hypoglycemic range (e.g., [54,55]). The effect of the BG range on CGM system performance can also be seen by the separate MARD values given in [15] for the hypoglycemic range, the hyperglycemic range, and the safe target range (euglycemic range). In order to better illustrate this effect, the relationship between ARD and BG values is shown in more detail for the three CGM devices from dataset [15] as a histogram plot in Figure 9 below. It can be seen that for CGM1 the ARD values were maximum in the hypoglycemic range and decreased continuously with increasing BG values, whereas for CGM2 and CGM3 there was a minimum in the euglycemic range and another increase when changing to the hyperglycemic range.

Additionally, aside from the distribution of paired measurement points as a function of BG range, the distribution of points in time might also have an impact on MARD values. For many CGM systems, ARDs are higher on the first days of use of the CGM system (e.g., [24]), as well as possibly towards the end of intended sensor lifetime (e.g., [15]). Furthermore, it is known that the estimate of the CGM
sensitivity is best at the time of a calibration measurement, whereas afterwards the mismatch between estimated and true sensor sensitivity starts to increase over time \cite{56}, possibly leading to higher ARD values. However, by defining a uniform sampling in time of the paired measurement points in the study protocol, this effect should be minor. Therefore, it is not further considered in this paper.

Correcting for the Distribution of Points

In order to make the values of MARD comparable between studies, the distribution of the BG values in these studies should ideally be the same. Therefore, it is useful to define some kind of reference distribution, which serves as a standard reference for different clinical studies. From a clinical point of view, it is useful to define this reference distribution not arbitrarily, but in a way that is physiologically meaningful or typical for patients. Studies with a large number of patients have shown that the measurement data of the average patient is log-normally distributed. Therefore, it is proposed here to compute MARD using data that follow a well-defined reference BG distribution which is log-normally distributed. However, in practice, the obtained data from a real clinical trial will not have exactly this reference distribution. Therefore, a procedure is proposed in the current section that counteracts deviations from the reference distribution, which corrects the MARD value by weighing the data. The result of this computation is a weighted MARD (WMARD), which gives better comparability than MARD for results from different clinical trials, even if the distribution of BG values differs between these studies.

The WMARD can be defined by

$$WMARD = \frac{1}{W} \sum_{i=1}^{N} w_i \frac{|x_i - r_i|}{|r_i|}, \quad (18)$$

with weights $w_i$ and $W = \sum_{i=1}^{N} w_i$. Here, $x_i$ is the measured CGM value and $r_i$ is the measured SMBG reference value. In order to shape the actual distribution $p(r)$ of BG values towards the well-defined reference distribution $p_{\text{ref}}(r)$, the weights $w_i$ need to be computed as

$$w_i = \frac{p_{\text{ref}}(r_i)}{p(r_i)}. \quad (19)$$

This is also illustrated in Figure 10.

![Figure 10. How to calculate WMARD based on the distribution $p$ of reference BG values from clinical trial and reference distribution $p_{\text{ref}}$.](image)
For the definition of the reference distribution, it is proposed here to use a log-normally distributed function. For comparability of MARD between studies, the specific distribution does not need to be log-normally distributed; a fixed arbitrary distribution would be sufficient. However, from a clinical point of view, it is meaningful to normalize towards a typical distribution which is representative for an average patient, in order to avoid misleading MARD values. Therefore it is suggested to use the following parametrization of the reference distribution, which is based on data from [15]:

\[
p_{\text{ref}}(x) = \frac{1}{k} \frac{1}{\sqrt{2\pi\sigma x}} \exp\left(-\frac{(\ln(x) - \mu)^2}{2\sigma^2}\right), \quad 0 \leq x \leq u,
\]

with the following parameters:

\[
\mu = 4.9165, \quad \sigma = 0.3832, \quad u = 450 \text{ mg/dL},
\]

\[
k = \int_0^u \frac{1}{\sqrt{2\pi\sigma x}} \exp\left(-\frac{(\ln(x) - \mu)^2}{2\sigma^2}\right) \, dx.
\]

This distribution is also shown in Figure 11.

Another fact that needs to be discussed is that the actual BG distribution of the clinical trial must be estimated from the data in order to compute the weights. Since the WMARD also depends on the estimate \(p(BG)\) of this distribution, and \(p(BG)\) depends on the way in which it is estimated, it is also useful to specify how \(p\) should be estimated in order to improve comparability. Several ways of estimating variable distribution based on data can be found in the literature [63], the most popular being:

- histogram-based estimation, and
- kernel density estimation.

The simplest and most straightforward approach to distribution estimation is using a histogram. However, this approach has several well-known drawbacks that can influence the distribution estimate and therefore MARD significantly, such as:

- The bin size needs to be chosen wisely (according to number of data points).
- The histogram shape is substantially dependent on the position of the bin centers.
Due to these shortcomings, another approach called kernel density estimation (KDE) has been proposed [64], which is especially useful for estimating smooth, continuous distributions (as is also the case for a log-normal distribution). In order to reduce the degrees of freedom when using KDE to a minimum (to avoid different parameterizations for different studies that once again reduce comparability), it is suggested to use the following empirically-obtained parameters for the KDE:

- use of normally-distributed (Gaussian) kernel functions.
- bandwidth (standard deviation) of $\sigma = 10 \text{ mg/dL}$.

Note that for the computation of the weights $w_i$, a division by $p(r_i)$ needs to be performed, which leads to a problem when this value is 0. This can be the case when in some BG regions no BG reference values have been measured within the clinical trial. The situation is illustrated in Figure 12, where the red lines represent regions with no data. In other words, if some BG regions are lacking data or have only a small number of points, a reconstruction is not possible or not reliable due to very high weights $w_i$ which result in a high uncertainty. This leads to an inaccurate value of the WMARD. To avoid this problem, it is suggested that in the study design it must be guaranteed that a sufficiently high amount of data points exist in each region. From empirical observation, the following suggestions are proposed:

- Between 70 mg/dL and 350 mg/dL in the measurement data of the reference sensor:
  - no gap larger than 10 mg/dL should exist in the data between 70 mg/dL and 200 mg/dL.
  - no gap larger than 20 mg/dL should exist in the data between 200 mg/dL and 350 mg/dL.
- more than 1\% (and at least two points) of the data points exist in the hypoglycemic region below 70 mg/dL.
- more than 0.5\% (and at least two points) of the data points exist in the hyperglycemic region above 350 mg/dL.

![Figure 12. Illustration of a problem occurring if not all BG ranges are covered in the clinical data. Red lines represent regions with no data.](image-url)

In order to show the effectiveness of WMARD compared to MARD when dealing with different study distributions, a simulation example was set up based on the data of [15]. Monte Carlo simulations were used in order to show that WMARD is very insensitive to the distribution of BG points (as long as all BG ranges are covered with a sufficiently high number of points), whereas MARD for the same sensor can differ significantly because of differences in distribution of BG points. The simulation study was performed as follows:

- The complete data set ($N$ data pairs) of all sensors was used to select a subset with $N/2$ data points randomly within a Monte Carlo experiment (with 5000 repetitions).
In each experiment, the MARD and WMARD were computed using the subset. The simulation was carried out for two cases:

- the subset was selected in such a way that the reference data had a log-normal distribution, and
- the subset was selected in such a way that the reference sensor data had a uniform-like distribution.

The “true” MARD value (denoted $MARD^*$) was computed using the complete data set with $N$ data pairs and this resulted in the value $MARD^* = 16.1788\%$. It can be seen from the results that WMARD was hardly affected by the distribution of the paired points, whereas for the standard MARD, significant differences occurred for the different distribution functions.

The results are shown in Figure 13 and Table 1.

![Figure 13](image)

**Figure 13.** Simulation study: comparison between MARD and weighted MARD (WMARD) distributions when using different BG distributions.

**Table 1.** Simulation study: Comparison of mean values of MARD and WMARD for the two distributions.

| Distribution      | Mean Value of MARD | WMARD |
|-------------------|--------------------|-------|
| Log-normal        | 16.1734\%          | 16.1738\% |
| Uniform-like      | 16.8195\%          | 16.1752\% |

4. Conclusions

Assessing the performance of CGM systems is not a straightforward task. Nevertheless, it is very important to be able to draw conclusions regarding the performance of specific CGM systems. If physicians must choose between different alternatives, they want to recommend the best option for a CGM system to their patients. Similarly, patients themselves want to be able to take measurement performance into account when deciding on which CGM system to use. On a larger scale, health care insurance agencies need to make decisions about which CGM systems to reimburse and which ones not, and for doing so need to consider CGM system performance as one of the most important aspects. Aside from this economic dimension, CGM system performance is of course also important for other
decisions that are more clinical in nature. For example, regulators (and manufacturers) need to determine whether or not a CGM system is suitable for non-adjunct use (i.e., to use the CGM system data also for insulin dosing decisions).

MARD is the most widely-used measure to assess the measurement quality of CGM systems. Its main advantage is its simplicity, since it condenses the entire complex information about CGM system measurement performance in one single number, which makes it easy to grasp. However, condensing this into one single number does not happen without any loss of information, and therefore the interpretation of MARD becomes more difficult than it seems at first glance. It is important to understand that the MARD value not only depends on the quality of the CGM system, but is also influenced significantly by the clinical protocol of the trial during which the CGM system performance was assessed.

This paper presents a way to estimate the uncertainty in MARD stemming from the impact of the clinical protocol. The MRI introduced for this purpose offers a simple way to estimate how reliable published MARD values are. Again, it is a single number, like MARD, but conveys complementary information which is very important to avoid comparing things that cannot be practically compared. Additionally, this paper introduces the WMARD as a tool to minimize the impact of the distribution of paired measurement points (percentage in hypoglycemic, hyperglycemic, euglycemic range) on MARD. It does so by associating weights with each ARD value in order to end up with a MARD that is representative of a pre-defined reference distribution. WMARD thus partially eliminates the effect of the distribution of the paired measurement points.

The tools presented in this paper help with the interpretation of clinical trial results in terms of MARD, but of course, they do not eliminate the need for a unified clinical trial design for the assessment of CGM performance. It would be highly desirable to have a guideline for clinical studies for the assessment of CGM system performance which would be followed more frequently than guideline POCT05-A [43]. Additionally, it should not be forgotten that MARD does not reflect the very reason for the existence of CGM systems (i.e., frequent measurements). MARD thus needs to be complemented by other quantities designed for this purpose, such as PARD [6].

Regarding the clinical trial design and the analysis of published data concerning the measurement performance of CGM systems, the following conclusions can be drawn based on the data presented in this paper, especially if MARD is to be used as a performance measure:

- The number of paired measurements should be appropriately high in order to reduce the uncertainty in the average results.
- The accuracy of the reference measurement device should be significantly higher than the accuracy of the CGM system. This can be done by using either highly accurate laboratory glucose analyzers for the assessment of venous BG or a high-quality BG meter for assessing the capillary BG concentration. Since modern BG meters are factory calibrated in order display a value that is indicative of venous BG, it should not actually matter whether venous or capillary BG is used as reference quantity (in the case of a comparable accuracy, of course). However, it must be considered that BG meters might have a poor measurement performance in the case of, for example, hypoxemia or anemia. This should be taken into account in the inclusion and exclusion criteria when recruiting the study population for the clinical trial.
- The same reference measurement device should be used for both calibrating the CGM system and drawing the reference BG measurements.
- An overall MARD should never be the only source for interpretation of CGM accuracy. Instead, an overall MARD should be analyzed together with additional information, such as MARD values for different glucose ranges, as well as for different days of sensor use, distribution of MARD values over all analyzed CGM systems in the trial, percentage of large measurement errors, etc.
- If the performance of two CGM systems of different manufacturers have to be compared, this should ideally be done based on data from a head-to-head assessment. In case such data is not available, it would at least be recommendable to compare WMARD values from different studies and to take the MRI into account as well.
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Abbreviations
The following abbreviations are used in this manuscript:

| Abbreviation | Description                                      |
|--------------|--------------------------------------------------|
| AP           | artificial pancreas                             |
| ARD          | absolute relative difference                    |
| BG           | blood glucose                                   |
| CG-EGA       | continuous glucose error grid analysis          |
| CGM          | continuous glucose monitoring                    |
| CI           | confidence interval                              |
| IG           | interstitial glucose                             |
| KDE          | kernel density estimation                        |
| MARD         | mean absolute relative deviation                |
| MD           | medical doctor                                  |
| MRI          | MARD Reliability Index                          |
| PARD         | precision absolute relative deviation           |
| PDF          | probability density function                     |
| ROC          | rate-of-change                                  |
| SMBG         | self monitoring of blood glucose                |
| t1d          | type 1 diabetes                                  |
| t2d          | type 2 diabetes                                  |
| WMARD        | weighted MARD                                    |
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