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Performing qubit gate operations as quickly as possible can be important to minimize the effects of decoherence. For resonant gates, this requires applying a strong ac drive. However, strong driving can present control challenges by causing leakage to levels that lie outside the qubit subspace. Strong driving can also present theoretical challenges because preferred tools such as the rotating wave approximation can break down, resulting in complex dynamics that are difficult to control. Here we analyze resonant $X$ rotations of a silicon quantum double dot hybrid qubit within a dressed-state formalism, obtaining results beyond the rotating wave approximation. We obtain analytic formulas for the optimum driving frequency and the Rabi frequency, which both are affected by leakage, we show that they can be suppressed to the point that gate fidelities above 99.99% are possible, in the absence of decoherence. Hence decoherence mechanisms, rather than strong-driving effects, should represent the limiting factor for resonant-gate fidelities in quantum dot hybrid qubits.

I. INTRODUCTION

Microwaves have emerged as a key tool for manipulating quantum dot qubits via electron spin resonance [1–3], electric-dipole spin resonance [4–7], or resonantly driven gates in charge qubits [8], singlet-triplet qubits [9], exchange-only qubits [10], and quantum dot hybrid qubits [11, 12]. By adapting techniques used on atomic and superconducting qubits [13], such gates provide flexibility, for example, via phase control of the rotation axes. Microwave driving can also protect against low-frequency charge noise [14, 15], which is a dominant source of dephasing in quantum dot qubits [16]. Moreover, ac driving allows us to continually center the tuning at an optimal working point or sweet spot [17], which provides additional noise protection [8, 10, 11, 18].

To improve gate fidelities further, we must perform the gates quickly and accurately, suggesting that we employ large ac driving amplitudes. Since quantum dots are highly tunable, it is typically easy to enter the strong driving regime, where the Rabi frequency approaches the resonant frequency. Under such conditions, it has long been known that complicated dynamics can occur (e.g., fast beating), and that the resonant frequency can become a function of the driving amplitude (the Bloch-Siegert shift [19, 20]). Both effects arise from the counter-rotating term that is present in a harmonic, oscillatory driving field, but which is ignored in the rotating wave approximation (RWA) [21]. Additionally, if nonqubit leakage states are present, they may be excited through strong driving [22]. While such fast beating and leakage effects are coherent, they can present challenges for qubit control and ultimately reduce the quantum gate fidelity.

Here, we theoretically study strong driving effects in quantum dot hybrid qubits [23–27], and we propose methods for improving the gate fidelity while maintaining high gate speeds. In this system, there is a nearby leakage state, and we show that both fast oscillations and leakage can be suppressed by employing simple, shaped microwave pulse envelopes [22, 28, 29]. Moreover, we show that the requirements for pulse shaping are not strict, and that the resulting gate fidelities can be greater than 99.99% for gate times shorter than 1 ns. Although we do not consider decoherence effects in this work, our results suggest that decoherence, not control errors, should remain the leading challenge for gate fidelities in the foreseeable future.

Several methods have been developed for moving beyond the RWA and characterizing the Bloch-Siegert shift. For a system like a double dot coherently coupled to a microwave resonator [30, 33], it is essential to use a dressed-state model [34] in which the qubit electron(s) and the resonator photon(s) are both treated quantum mechanically [35–39]. If, instead, the quantum dot is driven via a classical field, one may employ either a semiclassical [40, 41, 42] or a fully quantum model. Both approaches are capable of describing corrections to the RWA, and have been used to describe strong driving in superconducting qubit systems [43–46]. When the qubit is driven through an energy level anticrossing, it is common to analyze the dynamics [47] using Landau-Zener-Stückelberg (LZS) theory [48, 49]; this is also a preferred method for investigating other strong-driving effects such as multiphoton resonances [51, 53]. For the quantum dot hybrid qubit, it is common to perform gate operations away from the level anticrossing [11], suggesting that LZS theory may not be optimal for describing these dynamics. Moreover, LZS theory does not typically incorporate leakage states. Here, we therefore develop a dressed-state model of a strongly driven quantum dot hybrid qubit. Our approach allows us to treat strong driving effects perturbatively, up to arbitrary order in the driving strength,
and it allows us to derive simple analytical formulas for the qubit dynamics. The formalism naturally describes the oscillations caused by counter-rotating terms as well as leakage. Our analytical results indicate that the amplitude of the fast oscillations in the qubit dynamics is proportional to the driving amplitude, to leading order, suggesting a direct trade-off between fast operations and gate errors. We go on to show that pulse shaping greatly ameliorates these trade-offs. Our numerical simulations of qubit dynamics allow us to validate our analytical formulas, and enable us to compare the fidelities of several different gating methods, including pulse shaping.

The paper is organized as follows. We first introduce our system, the microwave-driven silicon double quantum dot hybrid qubit, in Sec. II. We also outline our calculation method based on a dressed-state formalism. In Sec. III, we apply this method to the quantum dot hybrid qubit and describe the results. In Sec. IV, we consider several pulse-shaping protocols, and describe their effect on the gate fidelity. Our main conclusions are presented in Sec. V. Several appendices contain the technical details of our analysis.

II. QUANTUM DOT HYBRID QUBIT

Here, we review our theoretical model for the quantum dot hybrid qubit in the absence of decoherence from the environment. The qubit is comprised of three electrons in a double quantum dot with total spin quantum numbers $S = 1/2$ and $S_z = -1/2$. For the operating regime of interest, we consider the three-dimensional (3D) basis $|S\rangle \equiv |↓S\rangle$, $|T\rangle \equiv \sqrt{1/3}|↓T_0\rangle - \sqrt{2/3}|↑T_--\rangle$, and $|S\prime\rangle \equiv |S4\rangle$, where $|↓\rangle$ denotes a dot with one electron, and $|S\rangle = (|↑↓\rangle - |↓↑\rangle)/\sqrt{2}$, $|T_0\rangle = (|↑↑\rangle + |↓↓\rangle)/\sqrt{2}$, and $|T_--\rangle = |↓↓\rangle$ denote the spin states of dots with two electrons.

In this basis, the Hamiltonian is given by

$$
H = \begin{pmatrix}
-\frac{\varepsilon}{2} & 0 & \Delta_1 \\
0 & -\frac{\varepsilon}{2} + E_{ST} & -\Delta_2 \\
\Delta_1 & -\Delta_2 & \frac{\varepsilon}{2}
\end{pmatrix},
$$

where $\varepsilon$ is the detuning between the dots, $E_{ST}$ is the singlet-triplet energy splitting of the doubly occupied dot, and $\Delta_1$ ($\Delta_2$) are the tunnel couplings between the states $|S\rangle$ and $|\cdot S\rangle$ ($|T\rangle$) [55]. The two lowest energy states $|0\rangle$ and $|1\rangle$ comprise the qubit, while the high-energy state $|L\rangle$ is a leakage state.

In the absence of driving, a Schrieffer-Wolf transformation can be used to write an effective two-state Hamiltonian for the system, as described in Appendix A. Some typical energy level diagrams obtained using this method are plotted with white dashed lines in Fig. 1(c). For experimental applications, we are often interested in the “far-detuned” regime, $\varepsilon \gg E_{ST}$, $\Delta_1$, $\Delta_2$, where the quantum dot hybrid qubit has a spin-like character. In that case, we make use of the small parameters $E_{ST}/\varepsilon$, $\Delta_1/\varepsilon$, and $\Delta_2/\varepsilon$ to obtain simpler expressions for the transformation that diagonalizes $H$, as described in the Appendix.

For large detunings, the charge configuration of the double dot is approximately given by $(1,2)$, which refers to the occupations of the left and right dots, respectively, and the energy splitting between $|0\rangle$ and $|1\rangle$ is nearly independent of the detuning over an extended detuning range. Since “sweet spots” are protected from energy fluctuations and dephasing caused by charge noise, thus enabling long coherence times [14–25]. The width of the sweet spot is maximized when $\Delta_1 \approx \Delta_2 \approx 0.7E_{ST}$, since then the energy level anticrossings are closely spaced and the level repulsions induced by the tunnel couplings are nearly equal [18]. Here, we focus on this optimal regime for the control parameters.

A. Time-Dependent Hamiltonian: The Semiclassical Approach

We consider two different schemes for ac driving [55], as indicated in Figs. 1(a) and (b). In the first scheme, we modulate the tunnel couplings, $\Delta_i = \Delta_i^0 + r_i\varepsilon_{ac}(t)$, where $i = 1, 2$. The ac drive, $\varepsilon_{ac}$, is achieved by applying a microwave voltage signal to one of the top gates [31]. It is reasonable to assume that the ac signal drives both $\Delta_1$ and $\Delta_2$, although they may be affected differently, which we take into account through the variable $r_i$. In the second scheme, we modulate the detuning, $\varepsilon = \varepsilon_0 + \varepsilon_{ac}(t)$. To simplify the discussion later, it is convenient to express all the driving functions as $u(t) = A\cos(2\pi ft)$, where $u = \Delta_{ac}$ or $\varepsilon_{ac}$, $A$ is the respective driving amplitude, and $f$ is the driving frequency.

Up to this point, our qubit Hamiltonian can be viewed as semiclassical, since the driving occurs through a time-dependent control parameter. The resulting Hamiltonian is given by

$$
H_{\text{semi}} = H_0 + V \cos(2\pi ft),
$$

where $H_0$ is obtained from Eq. (1) when $A = 0$, and $V$ represents a driving term, which is proportional to $A$. Note here that $H_0$ and $V$ are both $3 \times 3$ matrices, $H_0$ is constant, and the form of $V$ depends on which control parameter is driven.
FIG. 1. Control of a quantum dot hybrid qubit. (a), (b) Double quantum dots with three electrons, depicted here in their (1, 2) charge configurations. In this arrangement, the low-lying energy levels, depicted in the right-hand dots, correspond to singlet-like (|S⟩) and triplet-like (|T⟩) spin states, where S and T refer to the two-electron dots [23, 24]. The (2, 1) charge configuration has only one low-lying energy level (|S⟩), as depicted in the left-hand dots. (a) illustrates control of the tunnel couplings Δ₁ and Δ₂, between |S⟩, and |S⟩ or |T⟩, respectively. (b) illustrates control of the detuning parameter ε, corresponding to the energy difference between the left and right quantum dots. The parameters Δ₁, Δ₂, and ε are all controlled by voltages applied to the double-dot top gates [11]. Resonant gates are implemented by adding an ac drive to either the tunnel couplings or the detuning. (c) A typical energy level diagram for the quantum dot hybrid qubit, as a function of ε, obtained by diagonalizing Eq. (1), using parameter values $E_{ST}/\hbar = 12$ GHz and $\Delta_1 = \Delta_2 = 0.7E_{ST}$ [25]. Here, the lowest two levels (red and blue) correspond to the qubit subspace, while the highest level (green) corresponds to a leakage state. The effective two-level system of the qubit, derived in Eq. (A6), is indicated by white dashed lines that overlay the qubit levels.

At this point, it is tempting to apply the analytical block-diagonalization procedure to $H_0$ described in Appendix A to construct an effective, time-dependent 2D Hamiltonian for the qubit subspace, and then study the dynamical evolution within this subspace. This procedure is useful in the limit of small driving (for example, Fig. 1(c) shows the energy levels of the undriven system are well-described by the result of this analysis), but in the presence of strong driving it is flawed, because the unitary transformation that block-diagonalizes $H_0$ does not block-diagonalize $V$. Indeed, the leakage state, which lies outside the qubit subspace, plays an essential role in the dynamical evolution which cannot be modeled as a simple effective exchange interaction between the qubit levels. Such leakage dynamics can be ignored in the weak-driving regime, but not the strong-driving regime.

B. Dressed-State Hamiltonian: The Quantum Approach

While it is possible to analyze the semiclassical Hamiltonian [2] with time-periodic driving using Floquet theory [21, 34, 60], here we take the alternate approach of describing the electromagnetic field quantum mechanically. Such methods were originally developed to describe the resonant interactions between atoms and photons, for example, in the form of laser or microwave driving fields [21, 34, 60, 61].

We now develop a dressed-state formalism to describe the microwave driving of the quantum dot hybrid qubit. The first step is to note that our semiclassical expression for the Hamiltonian in Eq. (2) does not explicitly include a photonic driving field. We now introduce such a photon field in its second quantized form: $H_{ph} = I_{dot} \otimes (\hbar a^\dagger a)$. Here, $I_{dot}$ is the identity matrix acting on the double dot, $\hbar$ is the microwave driving frequency, and $a^\dagger$ and $a$ are photon creation and annihilation operators. Note that $I_{dot}$ has the same dimensionality as the dot Hamiltonian $H_0$, and is 3D for the quantum dot hybrid qubit. The dot Hamiltonian can similarly be written as $H_{dot} = H_0 \otimes I_{ph}$, where we express $H_0 = \text{diag}[E_0, E_1, E_L]$ in the quantum dot hybrid qubit eigenbasis $\{|i\rangle\}$ ($i = 0, 1, L$). It is convenient to expand the uncoupled Hamiltonians in terms of the “bare-state” basis $\{|i, n\rangle = |i\rangle \otimes |n\rangle\}$, where $|n\rangle$ represents a single-mode photon number state of occupation $n = 0, 1, 2, \ldots$. (Here, we assume that all photons have the same frequency $f$, and only one photon polarization couples to the detuning parameter.)

In Eq. (2), the $V$ matrix describes the coupling between the semiclassical driving field and the quantum dot. For a quantum Hamiltonian, the ac coupling occurs through a single mode of the electric field, whose quantum field operator is given by $21, 62$

$$\mathbf{E}_x \propto (a^\dagger + a).$$

The $V$ matrix should therefore be replaced by the coupling term $V_{\text{int}} = V_{\text{dot}} \otimes (a^\dagger + a)$, where $V_{\text{dot}}$ is a $3 \times 3$ matrix acting on the quantum dot hybrid qubit. It is important to note that the characteristic photon state of a semiclassical driving field is not the number state $|n\rangle$, but rather the coherent state $|\alpha\rangle$, defined as the eigenstate of the annihilation operator, $a|\alpha\rangle = e^{-i2\pi p_0} a_0 |\alpha\rangle$, where
yielding [21]

$$|\alpha(t)\rangle = e^{-|\alpha|^2/2} \sum_{n=0}^{\infty} e^{-i2\pi n \beta} \frac{\alpha^n}{\sqrt{n!}} |n\rangle.$$  \hfill (4)

The average photon occupation of the coherent state, $N$, is given by the expectation value

$$N = \langle \alpha | \hat{N} | \alpha \rangle = \langle \alpha | a^\dagger a | \alpha \rangle = |\alpha_0|^2.$$  \hfill (5)

Similarly, we can determine $V_{\text{dot}}$ from the semiclassical correspondence principle [21],

$$V \cos(2\pi ft) = \langle \alpha | V_{\text{int}} | \alpha \rangle.$$  \hfill (6)

As discussed in Appendix B, this correspondence reduces to $V_{\text{dot}} = V/2\sqrt{N}$.

The full quantum Hamiltonian is now given by

$$\hat{H}_{\text{QM}} = \hat{H}_{\text{dot}} + \hat{H}_{\text{ph}} + V_{\text{int}}.$$  \hfill (7)

A typical energy spectrum for $\hat{H}_{\text{dot}} + \hat{H}_{\text{ph}}$, is shown in Fig. 2. For the case of a quantum dot hybrid qubit, we see that the energy levels divide into manifolds comprised of three levels, which are separated from other manifolds by the energy $hf$. When the qubit is driven near its resonance condition, $hf \approx E_1 - E_0$, the bare states $|0, n+1\rangle$ and $|1, n\rangle$ are nearly degenerate and comprise two of the three levels in the manifold labeled $g_n$. If $k$ is the value for which $|E_L - E_1 - khf| < hf/2$, then the leakage state $|L, n-k\rangle$ is the third member of $g_n$. The manifold structure is periodic, and in the absence of interactions ($V_{\text{int}} = 0$), the 3D Hamiltonian for manifold $g_n$ takes the form

$$\hat{H}_n = \hat{H}_{\text{block}} + nhf,$$  \hfill (8)

where $\hat{H}_{\text{block}} = \hat{H}_0 + hf(|0\rangle\langle 0| - |k\rangle\langle k|) |L\rangle\langle L|)$ is independent of $n$. The interaction term couples bare states that differ by one photon,

$$\langle i, n | V_{\text{int}} | j, m \rangle = \frac{V_{ij}}{2} (\delta_{i, m+1} + \delta_{i, m-1}),$$  \hfill (9)

yielding hybridized states known as “dressed” states, where $V_{ij}$ are elements of the matrix $V$, as defined in Appendix C.

We exploit the manifold structure in Fig. 2 by diagonalizing $\hat{H}_{\text{QM}}$ into 3D blocks via a Schrieffer-Wolff unitary transformation [33]. The full, transformed Hamiltonian, described in Appendix C, then reduces to a tensor product of the form

$$\tilde{H}_{\text{QM}} = \otimes_n (\hat{H}_{\text{block}} + nhf),$$  \hfill (10)

where $\hat{H}_{\text{block}}$ is also independent of $n$. At lowest order in this perturbation theory, we find that $\hat{H}_{\text{block}} = \hat{H}_{\text{block}} + (V_{ij}|0\rangle\langle 1| + \text{h.c.})$ as expected; the leading corrections to $\hat{H}_{\text{block}}$ occur at order $O[(A/hf)^2]$. However, the block structure of Eq. (10) extends to all orders, allowing us to obtain simple analytical estimates for the time-evolution operator $\tilde{U}_{\text{QM}}(t)$. Finally, we project the solution back onto the 3D qubit subspace via the semiclassical correspondence,

$$U_{\text{semi}} = \langle \alpha(t) | \tilde{U}_{\text{QM}} | \alpha(0) \rangle.$$  \hfill (11)

We note here that $\tilde{U}_{\text{QM}}$ evolves the full system, including both dot and photon states.

There are several benefits to using a fully quantum Hamiltonian, as we have done here. First, the time-varying driving term in the semiclassical Hamiltonian is replaced by a constant coupling to a photon field, allowing us to solve an effectively static Hamiltonian in the bare-state basis set. The price we pay for this convenience is a greatly expanded Hilbert space. The second advantage of using quantized fields is the intuition provided: the elementary processes of absorption and emission of photons can be readily identified.

C. Strong Driving

The textbook description of spin resonance is obtained in the weak-driving limit [62], where $f_{\text{Rabi}} \ll f$, and $f_{\text{Rabi}} \propto A$ is the Rabi frequency. In that case, $\hat{H}_{\text{semi}}$ can be solved by transforming to the rotating frame and applying the RWA in which we drop the “counter-rotating” term. The RWA is equivalent to the lowest-order term of the dressed-state perturbation theory, and its dynamics correspond to smooth circular trajectories on the Bloch sphere. For quantum dot qubits however, it is often desirable to work in the strong driving regime $f_{\text{Rabi}} \sim f$ to minimize the effects of decoherence. In this regime, the qubit dynamics are not smooth; they exhibit additional fast oscillations and other complicated behavior, as discussed below. The RWA therefore breaks down and the semiclassical approach becomes cumbersome.
Corrections to the RWA can be obtained straightforwardly within the dressed-state formalism by retaining higher-order terms in the perturbation expansion. These corrections are manifested as renormalizations of (i) the resonance frequency (i.e., the Bloch-Siegert shift), and (ii) the Rabi frequency and gate period. Such effects are well known for the case of a simple two-level system with a transverse drive. In Appendix C we reproduce those results using the dressed state methods outlined above. For a quantum dot hybrid qubit, which is the main focus of this paper, strong driving can also cause additional strong-driving effects, such as occupation of the leakage state, as discussed below.

III. EVOLUTION OF A QUANTUM DOT HYBRID QUBIT UNDER STRONG DRIVING

We now explore the dynamics of the quantum dot hybrid qubit using two different methods. First, we perform numerical simulations of the full Hamiltonian given in Eq. (2). Next, we obtain analytical estimates based on the dressed-state theory, which are derived in Appendix C and summarized below. In both cases, the ac drive is applied to the tunnel coupling \( \Delta_{\text{ac}} \). We then obtain solutions of the form

\[
|\psi(t)\rangle = c_0(t)|0\rangle + c_1(t)|1\rangle + c_L(t)|L\rangle,
\]

and compare the results in Figs. 3(a) and (b). Detuning driving is also considered in Appendix D with some results shown in Fig. 3(c).

A. Numerical Simulations

In Figs. 3(a) and (b) we plot typical oscillations results obtained numerically under strong driving, with a ratio of Rabi to qubit frequencies of about 0.08, for the initial state \( c_0(0) = 1 \). The dominant feature observed in Fig. 3(a) is a slow sinusoidal envelope reflecting the expected Rabi oscillations. Modulating this smooth behavior, we also observe fast oscillations, which are typical of strong driving. The fast oscillations have two sources. The first is the counter-rotating term in the drive, that are neglected within the RWA. The second source of oscillations is leakage. Fig. 3(b) shows the time-varying occupation of the leakage state, which is directly reflected as reduced occupation of the qubit states.

Strong driving also has other significant effects on the dynamical evolution. As shown in Fig. 3(c), these include corrections to the RWA for both the resonant and Rabi frequencies. In the simulations, we determine the resonant frequency \( f_{\text{res}} \) by minimizing the Rabi frequency \( f_{\text{Rabi}} \) for a fixed driving amplitude \( A \). The resonant and Rabi frequencies are related by the standard relation

\[
f_{\text{Rabi}} = \sqrt{(f - f_{\text{res}})^2 + (V_{01}/h)^2},
\]

which is also derived in Eq. (B20). (As noted in Appendix C, holding \( A \) constant is equivalent to holding \( V_{01} \) constant here.) One could alternatively try to identify \( f_{\text{res}} \) by maximizing the oscillation visibility. Strong driving causes errors in this procedure, however, because the fast oscillating terms also contribute to the visibility at frequencies away from \( f_{\text{res}} \).

B. Analytical Estimates

In Appendix C, we derive the time-evolution operator for the quantum dot hybrid qubit using the dressed state method, up to order \( O(\Delta/\hbar f)^2 \) in the perturbation expansion. We demonstrate the accuracy of this approach in Fig. 3(a) by plotting the analytical results directly on top of the numerical results. The analytical derivations appear to capture all the fast-oscillating features associated with strong driving. Even higher accuracy can be achieved by retaining higher orders in the expansion.

The dressed-state theory provides insight into the origins of the fast oscillations, which are caused by couplings between bare states, due to the interaction term, \( \dot{V}_{\text{int}} \). For example, leakage is caused by the hybridization of qubit and leakage states, with mixing coefficients of order \( O(\Delta/\hbar f) \). Fast oscillations also arise from the counter-rotating terms in \( \dot{V}_{\text{int}} \), which hybridize bare states in different \( g_n \) manifolds. The effects of the leakage and counter-rotating terms become prominent in the strong-driving regime, as observed in Figs. 3(a) and (b), and discussed in Appendix C. To reduce control errors in quantum dot hybrid qubits, it is necessary to suppress the fast oscillations via pulse shaping, as described in Sec. IV.

A secondary effect of the counter-rotating terms has already been noted in Fig. 3(c), where the resonant frequency differs from the bare qubit energy splitting and becomes a function of the driving amplitude. This Bloch-Siegert shift arises at order \( O(\Delta/\hbar f)^2 \) in the perturbation expansion. In Appendix C we derive its form as

\[
h f_{\text{res}} = h f_0 + \frac{V_{01}^2}{4(E_1 - E_0)} + \frac{V_{0L}^2}{4(E_L - E_0)} - \frac{V_{1L}^2}{4(E_L - E_0)} + \frac{V_{0L}^2}{4(E_L + E_0)} - \frac{V_{1L}^2}{4(E_L + E_0) - 2E_1}.
\]

Here, \( f_0 = (E_1 - E_0)/\hbar \) is the bare resonant frequency, consistent with the RWA, and \( f_{\text{res}} \) is the renormalized frequency, including the Bloch-Siegert shift. Written in terms of the \( V_{ij} \), the couplings between states \( |0\rangle \), \( |1\rangle \), and \( |L\rangle \) induced by the driving, Eq. (14) is valid for either detuning or tunnel coupling driving. Explicit forms for the \( V_{ij} \) for detuning and tunnel coupling driving are given in Appendix C. In Fig. 3(c), we plot our analytical estimates for \( f_{\text{res}} \) for the case of detuning driving, keeping terms up to order \( O(\Delta/\hbar f)^4 \). The dressed-state theory describes the resonant frequency shifts with very high accuracy.
It is interesting to compare the Bloch-Siegert shift of the quantum dot hybrid qubit, in Eq. (14), with that of a simple, transversely driven two-level system. The latter is derived in Appendix C and Ref. [21], giving

$$h f_{\text{res}} = h f_0 + \frac{V_{01}^2}{4(E_1 - E_0)}. \quad (15)$$

In this case, the only correction to the RWA comes from the counter-rotating term. The additional terms in Eq. (14) are therefore caused by leakage, as apparent from their functional forms. For both types of corrections, the energy shift amounts to a dynamical repulsion between the qubit energy levels, which grows with the driving amplitude.

The Rabi frequency is also renormalized under strong driving. The leading-order expression for the Rabi frequency, Eq. (13), is consistent with the RWA, and reduces to $h f_{\text{Rabi}} = V_{01}$ at resonance. We can go beyond this level of approximation to obtain corrections to $f_{\text{Rabi}}$ at $O((A/hf)^2)$, which are plotted in Fig. 3(c), and which account for the small splitting between our numerical results and the RWA prediction. The derivation of these higher order corrections is tedious but straightforward, and is not reported here.

Fast oscillations due to strong driving are typically not taken into account when implementing gate operations, resulting in potential control errors. In principle, these errors could be suppressed to arbitrary order by including appropriate corrections to the resonant frequency and accounting for the more complicated dynamics shown in Fig. 3. In practice this is impractical, particularly since the fast oscillation frequency is rather high ($\gtrsim 10$ GHz). We can estimate the control errors that would occur if the Rabi oscillations were assumed to be smooth and sinusoidal, as in the RWA. If we explicitly consider an $X_\pi$ gate acting on the initial state $c_0(0) = 1$, with gate period $t_g$, then the ideal final state (without control errors) would be $c_0(t_g) = 0$. Any deviation of $c_0(t_g)$ from zero therefore characterizes the control error. (Note that this represents a state fidelity calculation; in Sec. [IV B] we compute the full process fidelity for such an $X_\pi$ gate.) For simplicity here, we consider the far-detuned regime, $\varepsilon \gg E_{\text{ST}}$, as is typical for experiments. Using the result of Eq. (C23), we find that the control error for this process therefore scales as $|c_0(t_g)|^2 \sim (A\Delta/E_{\text{ST}})^2$ for tunnel coupling driving, or $(A\Delta^2/\varepsilon^2 E_{\text{ST}})^2$ for detuning driving, where $\Delta = \Delta_{1,2}$ represents a typical tunnel coupling.

These scaling estimates suggest that control errors due to strong driving could potentially be suppressed by reducing the driving amplitude $A$. Unfortunately, this is not possible when gate times $t_g$ are held constant to avoid errors caused by decoherence. To see this, we note from Appendix C that $t_g \propto \varepsilon/A$ for tunnel coupling driving, or $\varepsilon^2/A$ for detuning driving, so $|c_0(t_g)|^2 \propto t_g^{-2}$ in both cases. Hence, if $t_g$ is held constant, it is impossible to
independently suppress $|c_0(t_g)|^2$.

To summarize this section, a dressed-state formalism may be used to enhance quantum gate fidelities by providing corrections to the resonant and Rabi frequencies. However, fast oscillations cannot be avoided by the gating schemes discussed so far, causing potential control errors. In the following section, we show that pulse shaping can ameliorate this problem.

IV. SUPPRESSING FAST OSCILLATIONS VIA PULSE SHAPING

In Sec. [III], we showed that strong driving induces fast oscillations, making it difficult to control qubit gate operations. We also showed that it is impossible to suppress fast oscillations by simply reducing the driving amplitude while holding $t_g$ fixed. Here, we show that simple pulse shapes can improve the gate fidelity significantly. In particular, we consider a scheme where $t_g$ is held fixed, but the driving amplitude is turned on and off smoothly, at the beginning and end of the gate pulse.

The benefits of using continuous, nonsingular pulse shapes are twofold. First, as shown in Fig. 4(a), singular pulses generate Fourier spectra with broad peaks and increased weight at high frequencies, causing unwanted leakage. [For simplicity, no ac drive was included in Fig. 4(b); when driven, the central peak splits into two peaks, centered at the frequencies $\pm f$.] The specific shape of the pulse determines the spectral density at high frequencies, but both of the continuous pulses in the figure exhibit significantly lower density at high frequencies than the rectangular pulse, which was implicitly assumed in Sec. III. The second benefit of a continuous pulse is that it suppresses fast oscillations at the beginning and end of a gate (near $t = 0$ and $t_g$), where the control errors occur. This is because the amplitude of the fast oscillations is proportional to the pulse envelope $A(t)$. As $A(t)$ goes to zero near the end points of the pulse, the amplitude of the fast oscillations also vanishes. Below, we show that these simple modifications of the pulse shape yield significant improvements in the gate fidelity.

A. Pulse Shapes

In our simulations, we consider several different pulse envelopes $A(t)$. Here, $A(t)$ corresponds to one of the experimentally tunable parameters, such that $A(t) \cos(2\pi ft) = \{\varepsilon(t) \text{ or } \Delta(t)\}$. Because the Rabi frequency is determined by $V_{01}$, as specified in Appendix C, and since $V_{01} \propto A$, it is convenient to treat $V_{01}(t)$ as the tunable parameter in the following discussion. When performed on resonance, each of the pulse shapes yields a rotation about the $\hat{x}$ axis. The total angle of rotation $\theta$ is approximately given by the relation $\theta = \int_0^{t_g} (V_{01}/\hbar)dt$. Here, we specifically consider $X_{\pi/2}$ rotations, with pulses normalized to have the same gate time $t_g$. (We also consider $X_{\pi/2}$ rotations in Appendix E, obtaining qualitatively similar results.) We then compare the pulse shapes by computing their gate fidelities as a function of $t_g$. Note that for continuous pulse envelopes, the Hamiltonian at different times does not commute with itself, so the relation between $t_g$ and $\theta$ given above is inexact. In our simulations, however, it is a very good approximation, yielding gates with high fidelities. The three pulse shapes shown in Fig. 4 are defined as follows.

1. The rectangular pulse is defined as

$$V_{01} = \hbar /2t_g,$$

where $0 \leq t \leq t_g$, and zero otherwise. Since $V_{01}(t)$ is piecewise constant here, we are able to apply the dressed-state formalism to obtain analytic corrections to the resonant and Rabi frequencies, as discussed in Sec. III.B.

2. A truncated Gaussian pulse has recently been employed for leakage suppression [28]. Its form is given by

$$V_{01} = \frac{\hbar}{2\sqrt{2\pi\sigma^2}} \exp\left(-\frac{(t-t_g)^2}{2\sigma^2}\right) - \exp\left[-\frac{t_g^2}{8\sigma^2}\right],$$

where $0 \leq t \leq t_g$.

3. A Gaussian pulse.

When $0 \leq t \leq t_g$, and zero otherwise. The pulse has a characteristic width of $2\sigma$ when $\sigma \ll t_g$, and it has no discontinuities. An example is shown in Fig. 4. Since $V_{01}$ is continuous in time, its high-frequency spectrum has a lower density than the rectangular pulse. However, since $dV_{01}/dt$ is discontinuous at the endpoints of the pulse, we expect to observe more spectral weight at high frequencies than for a pulse with a continuous second derivative. (This discontinuity is suppressed when $\sigma \ll t_g$.)
3. A “smoothed” rectangular pulse is obtained by replacing the singular steps with sinusoids \( \sin^2 \) \( \frac{\pi}{2} \) \( t_{g} \) \( t_{g} \). An example is shown in Fig. 4. Since this pulse is completely smooth, it has less spectral weight at high frequencies than either of the previous shapes. Moreover, since the pulse is nearly rectangular, the renormalized resonant and Rabi frequencies obtained from the dressed-state theory should be accurate over most of the gate duration.

B. Simulations of Gate Fidelities

In this section, we compute the process fidelity for quantum gates obtained using the pulse shapes shown in Fig. 4. We consider scenarios with or without the dressed-state corrections for strong driving. Our results for \( X_{\pi} \) rotations based on tunnel coupling driving are plotted in Fig. 5. Additional results for detuning driving and \( X_{\pi/2} \) rotations are reported in Appendices D and E, respectively.

We first perform dynamical gate simulations by solving the time-dependent Schrödinger equation \( \dot{\psi}(t) = -i \hbar \hat{H}_{\text{semil.}} \psi(t) \). Here \( \rho(t) \) is a 3x3 density matrix describing both the logical and leakage states. Following Ref. [64], if \( \rho_{0} \) represents the initial density matrix before a gate operation, and \( \mathcal{E} \) represents the final density matrix after the gate operation, then the initial and final density matrices can be related by the process matrix \( \chi \) via

\[
\mathcal{E} = \sum_{m,n} E_{m} \rho_{0} E_{n}^{\dagger} \chi_{mn},
\]

where \( \{E_{m}\} \) is a basis for the vector space of \( 3 \times 3 \) matrices. The process fidelity is then defined as \( F = \text{Tr}[\chi_{\text{sim}}]^{2} \), where \( \chi_{\text{sim}} \) is the actual process matrix for the simulations, including strong-driving effects, and \( \chi_{\text{ideal}} \) describes the ideal rotation. Since \( \chi_{\text{ideal}} \) does not involve the leakage channel, it is easy to show that \( \text{Tr}[\chi_{\text{sim}}]^{2} \) also does not contain any information about leakage processes in \( \chi_{\text{sim}} \); to compute \( F \), it is therefore sufficient to project \( \rho_{0} \) and \( \mathcal{E} \) onto the 2D logical subspace and solve for \( \chi \) matrices that are 4 \times 4. In this case, we choose \( E_{m} \) from the Pauli basis \( \{I, \sigma_{x}, -i \sigma_{y}, \sigma_{z}\} \) and follow the standard procedure for computing \( F \).
Typical simulation results for an $X_{\pi}$ gate are shown in Figs. (a) and (b) as a function of time $t$, between $t = 0$ and the final gate time, given by $t_g = 1$ ns in these simulations. The initial state is given by Eq. (12) with $c_0(0) = 1$, $c_1(0) = c_2(0) = 0$. Two simulation results are shown. The first (black curve) uses a conventional rectangular pulse shape, while the second (red curve) assumes identical parameters for a smoothed rectangular pulse. The key difference between the two evolutions can be seen in the upper inset of Fig. (a), where the fast oscillations of the smoothed pulse are strongly suppressed at times $t = 0$ and $t_g$, compared to the rectangular pulse. In Fig. (b), we see that the smooth pulse suppresses leakage oscillations over the entire gate period, but especially near the endpoints. As explained in Appendix [C], this is because the leakage probability depends quadratically on the pulse envelope, $|c_i|^2 \sim A^2(t)$. As $A(t)$ approaches zero near its endpoints, the amplitude of the leakage oscillations also vanishes. This perfect cancellation is a consequence of noise-free evolution, since leakage is then fully coherent. When noise is present, the cancellation effect is imperfect, and the leakage state becomes slowly occupied over time, even when using a continuous pulse shape; such behavior is outside the scope of the present analysis, however.

To compute the fidelity $F$, the process matrices $\chi_{\text{sim}}$ and $\chi_{\text{ideal}}$ should both be expressed in the same reference frame. Here, $\chi_{\text{sim}}$ is computed in the lab frame, while $\chi_{\text{ideal}}$ is defined in the frame rotating at the driving frequency. The latter must therefore be transformed back to the lab frame. However, the driving frequency $f$ is not necessarily resonant, depending on the approximations used to calculate $\tilde{f}_{\text{res}}$, and this must be incorporated into our definition of $\chi_{\text{ideal}}$. For example, if we consider the ideal rotation $X_{\pi} = -i\sigma_x$ in the rotating frame, the corresponding transformation in the lab frame is given by

$$U_{\text{ideal}} = \begin{pmatrix} 0 & -ie^{-i\tilde{E}_0 t_g/\hbar} \\ -ie^{-i\tilde{E}_1 t_g/\hbar} & 0 \end{pmatrix}$$

(20)

where $\tilde{E}_0$ and $\tilde{E}_1$ are dynamically renormalized qubit energies in some approximation scheme. In our simulations, we adopt two different approximations for $\tilde{E}_0$ and $\tilde{E}_1$. First, we consider the RWA, for which $\tilde{E}_0 = E_0$, $\tilde{E}_1 = E_1$, and $\tilde{f}_{\text{res}} = E_1 - E_0$. Alternatively, we include the dressed-state corrections, defined as $\tilde{E}_0 = E_0 + \beta_0$, $\tilde{E}_1 = E_1 + \beta_1$, and $\tilde{f}_{\text{res}} = E_1 - E_0 + \beta_1 - \beta_0$, where $\beta_0$ and $\beta_1$ represent the Bloch-Siegert shifts (see Appendix [C]).

The resulting process infidelities for $X_{\pi}$ gates are shown in Fig. (c) as a function of the gate time. (Note that infidelity $= 1 - \text{fidelity}$. Here we compare the effectiveness of the various scenarios considered in this work. First, note that the downward trend of the curves is explained by the fact that shorter gate times require stronger driving, which results in worse fidelities. Second, by comparing the results for rectangular pulses (the two black curves), we see that those fidelities are not particularly improved by including Bloch-Siegert corrections to the resonance frequency, despite the fact that the corrections were derived specifically for rectangular pulses. This indicates that control errors caused by fast oscillations and leakage are the dominant sources of error for this pulse shape. This is confirmed by comparing the two other pulse shapes, which generally exhibit higher fidelities, even without including dynamical corrections.

Comparing the truncated Gaussian and smoothed rectangular pulse shapes, we see that the latter yields slightly better fidelities in the absence of strong-driving corrections. When Bloch-Siegert corrections are included, however, the smoothed rectangular pulse yields significantly better results, reflecting the fact that the dynamical corrections were derived specifically for rectangular pulses. The Gaussian pulse fidelity also improves when we include frequency corrections. Comparing all these results, we find that the smoothed rectangular pulse with the normalized driving frequency yields the best fidelity, with $1 - F \lesssim 10^{-4}$ for a 1 ns gate.

The simulations in Fig. correspond to $X_{\pi}$ rotations with the ac drive applied to the tunnel coupling. To show that similar results hold for other gate conditions, we have performed additional simulations, which we now summarize. First, we consider gates with the ac drive applied to the detuning parameter, as described in Appendix [D] and Fig. (c). In this case, we find that the fidelities are generally worse than for tunnel coupling driving. To understand this, we recall our previous estimate that gate times should scale as $t_g \propto \varepsilon/A$ for tunnel coupling driving, or $\varepsilon^2/A$ for detuning driving. In the latter case, holding $t_g$ fixed in the large-detuning limit requires a much larger driving amplitude $A$, yielding lower gate fidelities due to strong driving effects. Second, we consider $X_{\pi/2}$ rotations for both tunnel coupling and detuning driving, as described in Appendix [E]. The resulting fidelities are slightly better than for $X_{\pi}$ rotations. This is also easy to understand, because for fixed gate times, an $X_{\pi/2}$ gate requires approximately half the driving amplitude of an $X_{\pi}$ gate, yielding a higher gate fidelity.

In practice, gate errors depend on an interplay between fast oscillations and environmental noise. As noted in Sec. III B in the absence of noise, strong driving effects could potentially beameliorated through a detailed knowledge of the evolution, but detuning shifts from environmental noise will change the gate speed and positions of oscillation peaks, so high fidelity can be achieved reliably only if the amplitude of the fast oscillations is suppressed. To characterize this effect and the ability of shaped pulses to suppress it, we have performed simulations that include quasistatic noise in the detuning parameter. The lower inset of Fig. (a) shows the results of such simulations for the same parameters as the main panel. Here we plot the gate infidelity as a function of the standard deviation $\sigma_\varepsilon$ of a uniformly distributed detuning noise with zero mean. For low noise levels, the smoothed rectangular pulse suppresses leakage errors, as consistent with our previous discussion. As the noise increases, the
smooth pulse shape is still able to suppress errors caused by fast oscillations. Interestingly, the gate fidelity for sharp rectangular pulses seems to improve with noise. We attribute this to a beating effect caused by the fast oscillations. We note that high-frequency noise can also harm qubit coherence under ac driving \[14\]; however, we do not explore this problem here.

V. CONCLUSIONS

The need for fast gates in quantum dot qubits, including quantum dot hybrid qubits, necessitates the use of strong driving. We have shown here that the fast oscillations can be fully understood using a dressed-state theoretical formalism. In principle, these fast oscillations could present a challenge for accurate control, resulting in gating errors. However, we have shown that fast oscillations, as well as leakage, can be largely suppressed by shaping the pulse envelopes. To lowest order, the key to successful pulse shaping is not the precise shapes of the envelopes, but rather their smooth features, which suggests that they could be very simple to implement experimentally.

The most important effect of strong driving on gate fidelities is the dynamical shift of the resonance frequency caused by the counter-rotating term. In experiments, this Bloch-Siegert shift can be characterized empirically by sweeping the driving frequency at fixed microwave power and identifying the minimum Rabi frequency. Here, we have used the same empirical method to analyze our simulations. We have also predicted the Bloch-Siegert shift analytically by applying a dressed-state perturbation theory. We have used the latter approach here to analyze the unitary evolution of a quantum dot hybrid qubit and estimate the upper bound on the gate fidelity for X rotations. By performing simulations that include pulse shaping but no decoherence, we predict that fast, high-fidelity gates should be attainable under strong driving, with gate times less than 1 ns, and gate errors below 0.01%. Moreover, we predict that applying the microwave drive to the tunnel coupling rather than the detuning should improve the gate fidelity, since the latter requires a larger driving amplitude to achieve the same gate speed in the large-detuning regime. For the decoherence rates observed in recent experiments \[11\], we therefore expect that environmental noise, not gating errors, should remain the dominant challenge for quantum dot hybrid qubits in the foreseeable future.

Finally, we point out that the dressed-state theory was developed here in the context of quantum dot hybrid qubits. However, we have also presented the formalism in a more general form in Appendix B so that it may be applied to other physical systems \[43, 67\]. For example, in Appendix B2 we obtain results for the case of a simple two-level system.
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Appendix A: Effective Two-level Hamiltonian

In this Appendix, we derive an effective 2D Hamiltonian to describe the logical states of the quantum dot hybrid qubit, starting from the full 3D Hamiltonian in Eq. \[1\]. The approximations are accurate over the entire range of detuning values and provide a useful starting point for analyzing adiabatic energy splittings and dc pulsed gates. However, the reduced Hamiltonian cannot be used to describe ac resonant gates in the strong driving regime, as discussed below.

We begin with the 3D quantum dot hybrid qubit Hamiltonian expressed in the basis set \{|\cdot S\}, |\cdot T\}, |S\cdot\rangle\}, as given in Eq. \[1\]. The transformation proceeds in two steps. First, we consider the limit \(\Delta_1 \rightarrow 0\), with no restrictions on \(\Delta_2\). Hamiltonian \[1\] then diagonalizes into two blocks. It can be further diagonalized into eigenstates \{|a\}, |b\}, |c\}\} via the unitary transformation

\[
U_\text{3D} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \sqrt{E_L + E_{ST} + \varepsilon} & \sqrt{E_L + E_{ST} - \varepsilon} \\ 0 & \sqrt{E_L - E_{ST} + \varepsilon} & -\sqrt{E_L - E_{ST} - \varepsilon} \end{pmatrix},
\]

where

\[
E_L = \sqrt{4\Delta_2^2 + (E_{ST} - \varepsilon)^2},
\]

is the energy splitting between \(|b\) and \(|c\). Expressing the full Hamiltonian, with \(\Delta_1 \neq 0\), in the \{|a\}, |b\}, |c\}\} basis yields

\[
\mathcal{H} = \begin{pmatrix} -\varepsilon & \Delta_1 \sqrt{E_L + E_{ST} + \varepsilon} & \Delta_1 \sqrt{E_L - E_{ST} + \varepsilon} \\ \Delta_1 \sqrt{E_L + E_{ST} - \varepsilon} & -\varepsilon & \Delta_1 \sqrt{E_L - E_{ST} - \varepsilon} \\ -\Delta_1 \sqrt{E_L + E_{ST} + \varepsilon} & \Delta_1 \sqrt{E_L - E_{ST} + \varepsilon} & \varepsilon \end{pmatrix}.
\]

In the second step, we apply a Schrieffer-Wolff transformation \(U_{SW}\) to approximately block-diagonalize Eq. \[A3\] into its logical and leakage subspaces \[63\]. Here the logical space corresponds to the lowest two states in Fig. 1c. To leading order, the new logical basis is given by

}\[
\]
and the effective 2D Hamiltonian in this basis is given by

$$
\hat{H}_{\text{eff}} \approx \begin{pmatrix}
-\frac{\varepsilon}{2} - \frac{\Delta_1^2 (E_L - E_{ST} + \varepsilon)}{E_L (E_L + E_{ST} + \varepsilon)} & \frac{\Delta_1 \sqrt{E_L + E_{ST} - \varepsilon}}{\sqrt{2E_L}} \\
\frac{\Delta_1 \sqrt{E_L + E_{ST} - \varepsilon}}{\sqrt{2E_L}} & -\frac{\Delta_1^2 (E_L - E_{ST} + \varepsilon)}{E_L (E_L + E_{ST} + \varepsilon)} + \frac{2\Delta_1 \Delta_2}{E_L (E_L + E_{ST} + \varepsilon)}
\end{pmatrix}. 
$$  (A6)

Equation (A6) can be diagonalized to provide a faithful representation of the static energy levels of the logical states, as shown in Fig. 1(c). Moreover, the Schrieffer-Wolff transformation can be performed to higher orders to achieve even better accuracy. It is therefore tempting to replace Eq. (1) by (A6) in the remainder of our analysis. However, this procedure is only appropriate for a time-independent Hamiltonian. In contrast, the transformation matrices \(U_d\) and \(U_{SW}\) used to derive \(\hat{H}_{\text{eff}}\) are themselves functions of the driving parameters \(\varepsilon, \Delta_1,\) and \(\Delta_2,\) and are therefore time-dependent. In this case, the full transformation is given by \(\hat{U} = U_{SW} U_d,\) and the time-dependent Hamiltonian in the transformed frame is given by

$$\hat{H}_{\text{eff}} = \hat{U}^\dagger \hat{H} \hat{U} - \frac{i}{\hbar} \frac{d}{dt} \hat{U}. \quad \text{(A7)}$$

The final term in this equation is directly proportional to the driving amplitude, and cannot be neglected in the strong-driving regime. Moreover, this driving term includes coupling between the logical and leakage states. As a result, the 2D description of the dynamics of \(\hat{H}_{\text{eff}}\) is necessarily incomplete, and applicable only in the weak-driving regime. To move beyond this approach, we develop a dressed-state theory in Appendix B, extending the full 3D Hilbert space to include microwave photons. The formalism provides a means for including strong-driving effects perturbatively and consistently, as discussed in the main text.

### Appendix B: Dressed-State Formalism

In this Appendix, we provide details on our dressed-state approach for solving the time evolution of a driven qubit. We first outline the formalism. We then apply the formalism to a simple example: a transversely driven two-level system. We note that similar calculation can also be performed using Floquet theory [20] [57] [59].

1. Solution Procedure

The dressed-state method is described briefly in the main text. For completeness, we summarize the solution procedure here.

a. Diagonalize the semiclassical Hamiltonian with no driving term, yielding the adiabatic eigenbasis \(\{\ket{i}\} = \{\ket{0}, \ket{1}, \ket{L}, \ldots\}\), comprised of the two logical states, and all other accessible leakage states. The resulting diagonal Hamiltonian is defined as \(\hat{H}_0\). Evaluate the ac driving matrix \(V\) in the same basis. Extend the semiclassical Hamiltonian to include photons, as in Eq. (7). Evaluate this fully quantum Hamiltonian \(\hat{H}_{\text{QM}}\) in the basis \(\{\ket{i, n}\}\), where \(n\) refers to the number of single-mode photons of energy \(\hbar \varepsilon\).

b. Identify the nearly degenerate manifolds \(g_n\) of dimension \(d = \dim(\hat{H}_0)\) within the fully quantum Hamiltonian, as sketched in Fig. 2. Block diagonalize \(\hat{H}_{\text{QM}}\) by applying a Schrieffer-Wolff transformation to desired order [63], as in Eq. (10). This yields a \(d\)-dimensional Hamiltonian \(\hat{H}_n = \hat{H}_\text{block} + nh\varepsilon\) corresponding to the perturbed manifold \(g_n\), formed within the perturbed basis set \(\{\ket{i, n}\}\). Here \(\hat{H}_\text{block}\) is independent of the photon number.

c. Construct the \(d\)-dimensional time-evolution operator \(\hat{U}_n(t)\) for manifold \(g_n\). Since \(\hat{H}_\text{block}\) is independent of \(n\), the time-evolution operators are also identical for each manifold, except for the phase factors \(e^{-in\varepsilon_0 t}\).

d. Transform the time-evolution operator back to the original basis \(\{\ket{i, n}\}\), yielding \(\hat{U}_{\text{QM}}(t)\). The correspondence between the quantum and semiclassical evolution operators is finally given by

$$\hat{U}_{\text{semi}}(t) = \langle \alpha(t) | \hat{U}_{\text{QM}} | \alpha(0) \rangle, \quad \text{B1}$$

where \(\alpha\) is the coherent state defined in Eq. (4). \(\hat{U}_{\text{semi}}\) describes the full dynamics of the gate operation in the basis \(\{\ket{0}, \ket{1}, \ket{L}, \ldots\}\).
2. Example: Two-level System With Transverse Drive

In this section, we demonstrate the dressed-state formalism by applying it to a simple two-level system. To take an example, we consider a charge qubit with constant tunnel coupling $\Delta$ and detuning parameter $\varepsilon$. The ac drive $\varepsilon_{ac} = -2A\cos(2\pi ft)$ is applied to the detuning parameter. (Here, the prefactor $-2$ is adopted for notational convenience.) We assume that $\varepsilon$ has average value of $\bar{\varepsilon} = 0$, similar to Ref. [3], corresponding to the "sweet spot" of the charge qubit. In the left-right basis $\{|L\rangle, |R\rangle\}$, the double-dot Hamiltonian is given by

$$\mathcal{H}_{L,R} = \left(\frac{-\varepsilon_{ac}/2}{\Delta}\frac{\Delta}{\varepsilon_{ac}/2}\right).$$

(B2)

Note that there are no leakage states in this example. We now discuss each step of the dressed-state formalism, following the labelling scheme given above.

a. Quantum Hamiltonian

We first diagonalize the undriven ($A = 0$) Hamiltonian by transforming to the basis $\{|0\rangle = (|L\rangle - |R\rangle)/\sqrt{2}\}$. The resulting semiclassical Hamiltonian is given by

$$\mathcal{H}_{\text{semi}} = \mathcal{H}_0 + V\cos(2\pi ft),$$

(B3)

where $\mathcal{H}_0 = -\Delta \sigma_x$. Here, the driving term $V = A \sigma_x$ is transverse, and we identify the qubit energy levels as $E_0 = -\Delta$ and $E_1 = +\Delta$.

Next, we extend the quantum dot Hamiltonian to include photons, writing $\mathcal{H}_{QM} = \mathcal{H}_{dot} + \mathcal{H}_{ph} + \mathcal{V}_{\text{int}}$. Here, the uncoupled dot Hamiltonian is given by $\mathcal{H}_{dot} = \sum_{i=0,1} E_i |i\rangle \langle i| \otimes \mathcal{I}_{ph}$, the uncoupled photon Hamiltonian is given by $\mathcal{H}_{ph} = I_{dot} \otimes \hbar f a^d a$, and the interaction term is defined as $\mathcal{V}_{\text{int}} = V_{dot} \otimes (a^d + a)$. We determine the relation between $V_{dot}$ and $V$ through the semiclassical correspondence principle of Eq. (6):

$$\langle \alpha | \mathcal{V}_{\text{int}} | \alpha \rangle = V_{dot} (\alpha_0^* e^{i2\pi ft} + \alpha_0 e^{-i2\pi ft})$$

$$= 2|\alpha_0|^2 V_{dot} \cos(2\pi ft + \phi),$$

where we use the definitions $a|\alpha\rangle = e^{-i2\pi ft/\alpha_0^*} |\alpha\rangle$ and $\alpha_0 = |\alpha_0|^2 e^{-i\phi}$. Note here that the phase $\phi$ determines the phase of the driving term in Eq. (B3), which in turn determines the rotation axis of the resonant gate operation in the $x$-$y$ plane. In experimental settings, by convention, we define $\phi = 0$ at the first application of a resonant gate, which corresponds to an X-rotation. In subsequent applications of the resonant gate, the phase $\phi$ can be modified to add other rotation axes in the $x$-$y$ plane. Henceforth in this work, we will set $\phi = 0$ for simplicity, so that $\alpha_0 = |\alpha_0|$. Finally then, using Eq. (6), we make the identification $V_{dot} = V/2\sqrt{N}$. Since $N = \langle \alpha | a^d a | \alpha \rangle$, we then have

$$\langle \alpha | \mathcal{H}_{QM} | \alpha \rangle = \mathcal{H}_{\text{semi}} + N\hbar f.$$

(B4)

Finally, we evaluate $\mathcal{H}_{QM}$ in the $\{|i, n\rangle\}$ basis. To simplify the calculation, we note that coherent states involve a superposition of many photon number states, $\langle n\rangle$: however the predominant modes occur in the range $n \in [N - \Delta N, N + \Delta N]$, where $\Delta N/N \ll 1$. We can show that this range is indeed very narrow by noting from Eqs. (4) and (5) that the probability of being in a state $|n\rangle$ is given by

$$P(n) = |\langle n | \alpha \rangle|^2 = e^{-N} \frac{N^n}{n!},$$

(B5)

corresponding to a Poisson distribution with a peak at $n = N$, and a width $\Delta N$ defined by

$$(\Delta N)^2 = \langle \alpha | (N - \bar{\alpha})^2 | \alpha \rangle = N.$$

(B6)

The limit $N \gg 1$ is appropriate for gate-driven fields, yielding $\Delta N/N = 1/\sqrt{N} \ll 1$. We may therefore simplify the following calculations by replacing $n \rightarrow N$.

In this way, we obtain

$$\langle i, m | V_{dot} a^d | j, n \rangle = \langle j, m | V_{dot} \sqrt{n+1} | i, n + 1 \rangle$$

$$\simeq \langle j | V_{dot} | j \rangle |\alpha_0|^2 \delta_{m,n+1}$$

$$= \frac{V_{ij}}{2} \delta_{m,n+1},$$

(B7)

and similarly,

$$\langle i, m | V_{dot} a | j, n \rangle \simeq \frac{V_{ij}}{2} \delta_{m,n-1}.$$

(B8)

The individual terms in $\mathcal{H}_{QM}$ can then be expressed as

$$\langle i, n | \mathcal{H}_{dot} | j, m \rangle = E_i \delta_{i,j} \delta_{n,m},$$

(B9)

$$\langle i, n | \mathcal{H}_{ph} | j, m \rangle = n\hbar f \delta_{i,j} \delta_{n,m},$$

(B10)

$$\langle i, n | \mathcal{V}_{\text{int}} | j, m \rangle = \frac{V_{ij}}{2} (\delta_{n,m+1} + \delta_{n,m-1}).$$

(B11)

Equations (B9) to (B11) describe a band matrix with "tri-block-diagonal" form. These general results apply to any driven two-level system, and do not depend specifically on the control parameter being driven. For the case of a transversely driven Hamiltonian, as described above, we have $V_{01} = V_{10} = A$ and $V_{00} = V_{11} = 0$.

To summarize this subsection, we have extended the semiclassical Hamiltonian of Eq. (2) to a full quantum model given by Eq. (7) for the two-level system spanned by $i = 0, 1$. Although $\mathcal{H}_{QM}$ is infinite-dimensional, it is instructive to write out a small portion of the full matrix. For the basis states $S = \{|0, n - 1\rangle, |1, n - 1\rangle, |0, n\rangle, |1, n\rangle, |0, n + 1\rangle, |1, n + 1\rangle\}$, we have
Here we see that the Hamiltonian is sparse, since the $V_{\text{int}}$ only changes the photon number by one: $\langle i, n | H_{\text{QM}} | j, m \rangle = 0$ when $| n - m | \geq 2$. As noted above, we are mainly interested in the portion of $H_{\text{QM}}$ with $n \approx N$.

b. Block Diagonalization of the Dressed-State Hamiltonian

In this step, we first identify the nearly degenerate $g_n$ manifolds of $H_{\text{QM}}$, as illustrated in Fig. 2 whose widths and separations are defined as $E_{\text{intra}}$ and $E_{\text{inter}}$. We assume the system is driven near its single-photon resonance condition, defined as $h \gamma \simeq E_1 - E_0$. The appropriate choice is $g_n = \{0, n, n + 1\}, \{1, n\}$, where

$$\langle E_1 + nhf \rangle - (E_0 + (n + 1)hf) \rangle < E_{\text{intra}}, \quad n \neq m.$$  

(B13)

while

$$\langle E_1 + nhf \rangle - (E_0 + (m + 1)hf) \rangle > E_{\text{inter}}, \quad n \neq m.$$  

(B14)

with $E_{\text{inter}} = hf - E_{\text{intra}}$.

The term $V_{\text{int}}$ provides the coupling between different $g_n$ manifolds, as indicated in Eq. (B12). We now block diagonalize $H_{\text{QM}}$ into the perturbed manifolds $\tilde{g}_n = \{0, n, n + 1\}, \{1, n\}$ using the Schrieffer-Wolff decomposition method [63-70]. To second order in the small parameter $A/hf$, we obtain Eq. (10), with

$$\tilde{H}_n = \tilde{H}_{\text{block}} + nhf = \begin{pmatrix} E_0 + (n + 1)hf - \beta & A/2 \\ A/2 & E_1 + nhf + \beta \end{pmatrix}.$$  

(B15)

and

$$|0, n + 1\rangle = |0, n + 1\rangle - \gamma |1, n + 2\rangle,$$  

(B16)

$$|\hat{1}, n\rangle = |1, n\rangle + \gamma |0, n - 1\rangle.$$  

(B17)

At this level of approximation, the energy level shifts due to strong driving are given by $\pm \beta$, where $\beta = (A/2)^2(E_1 - E_0 + hf)^{-1}$, and the manifold hybridization factor is given by $\gamma = (A/2)(E_1 - E_0 + hf)^{-1}$. These represent leading order corrections to the RWA: additional corrections can be obtained, if desired, by applying the Schrieffer-Wolff approximation to higher orders.

Resonance occurs when the diagonal elements of $\tilde{H}_n$ are equal: $(\tilde{H}_n)_{00} = (\tilde{H}_n)_{11}$. Hence,

$$\tilde{h}_f\gamma = E_1 - E_0 + 2\beta,$$  

(B18)

where $hf_0 = E_1 - E_0$ is the bare resonant frequency, and we identify $2\beta$ as the Bloch-Siegert shift. As is well known [19, 21], the energy denominator in $\beta$ is given approximately by $2hf$. Here, the factor of 2 occurs because the term arises from the counter-rotating term in the drive.

c. Time Evolution of Manifold $\tilde{g}_n$

Since $\tilde{H}_{\text{block}}$ is time-independent and the manifolds are decoupled, the evolution operator for manifold $\tilde{g}_n$ is simply given by

$$\tilde{U}_n(t) = \exp \left[ -\frac{i}{\hbar} (\tilde{H}_{\text{block}} + nhf) t \right] = \exp \left[ -\frac{i}{\hbar} \left( E_0 + hf + E_1 + nhf \right) t \right] \times [\cos(\pi f_{\text{Rabi}} t) - i \sin(\pi f_{\text{Rabi}} t)(\sigma_z + \sigma_x)]/2,$$  

(B19)

where

$$f_{\text{Rabi}} = \frac{2}{\hbar} \sqrt{\frac{(E_0 + hf) - E_1 - \beta}{E_1 - E_0 - \beta}} + \frac{A}{2}.$$  

(B20)

and the Pauli operators $\sigma_z$ and $\sigma_x$ refer specifically to the $\tilde{g}_n$ manifold, whose basis states are given by Eqs. (B16) and (B17). Note that when the qubit is driven resonantly at $f = f_{\text{res}}$, the Rabi frequency reduces to $hf_{\text{Rabi}} = A$, representing the standard Rabi result. Hence, the Rabi frequency does not acquire any strong-driving corrections at this level of approximation.

d. Semi-classical Evolution Operator

We now evaluate the evolution operator in the bare-state basis, $\{i, n\}$. We proceed by inverting Eqs. (B16) and (B17) and assuming resonant driving, yielding
\[ \tilde{U}_{\text{QM}}|0, n + 1\rangle = \tilde{U}_{\text{QM}}(|0, n + 1\rangle + \gamma |\bar{1}, n + 2\rangle) = \tilde{U}_n|0, n + 1\rangle + \gamma \tilde{U}_{n+2}|\bar{1}, n + 2\rangle \]

\[ = e^{-\frac{\pi}{4} \left( \frac{E_0 + h f_{\text{res}} E_1}{2} + nh f_{\text{res}} \right)t} \cos(\Omega t/2)|0, n + 1\rangle - i \sin(\Omega t/2)|\bar{1}, n + 2\rangle \]

\[ + \gamma e^{-\frac{\pi}{4} \left( \frac{E_0 + h f_{\text{res}} E_1}{2} + (n+2)h f_{\text{res}} \right)t} \cos(\Omega t/2)|\bar{1}, n + 2\rangle - i \sin(\Omega t/2)|0, n + 3\rangle \]

\[ = e^{-\frac{\pi}{4} \left( \frac{E_0 + h f_{\text{res}} E_1}{2} + nh f_{\text{res}} \right)t} \cos(\Omega t/2)|0, n + 1\rangle - i \gamma e^{-i4\pi f_{\text{res}}t} \sin(\Omega t/2)|0, n + 3\rangle \]

where \( \Omega = 2\pi f_{\text{Rabi}} \). Similarly,

\[ \tilde{U}_{\text{QM}}|1, n\rangle = e^{-\frac{\pi}{4} \left( \frac{E_0 + h f_{\text{res}} E_1}{2} + nh f_{\text{res}} \right)t} \cos(\Omega t/2)|1, n\rangle - i \gamma e^{-i4\pi f_{\text{res}}t} \sin(\Omega t/2)|1, n + 2\rangle \]  

In Eqs. (B23) and (B24), we note that if the system is initially in a state with a fixed photon number, then over time it will diffuse into many different photon states. However, we now show that if the initial state is a coherent state, then it will remain in the same time-evolved state. (Indeed, coherent states are designed to have this property for large \( N \), due to their correspondence to classical fields \[21\].)

The coherent state at \( t = 0 \) can be written as

\[ |\alpha(t = 0)\rangle = \sum_n c_n |n\rangle \]  

(B25)

where from Eq. (4), we have

\[ c_n = e^{-N/2} \sqrt{N^n / n!} . \]  

(B26)

Here again, we have chosen the phase of \( \alpha_0 \) such that \( \phi = 0 \). In the bare-state basis, the time-evolution operator can be expressed in the general form

\[ \tilde{U}_{\text{QM}}(t)|i, n\rangle = e^{-i2\pi \beta} \sum_{j, m} B_{ij, m}|j, n + m\rangle . \]  

(B27)

For the current example, the tensor \( B_{ij, m} \), corresponding to Eqs. (B23) and (B24), is

\[ B_{00,0} = e^{-\frac{\pi}{4} \left( \frac{E_0 + h f_{\text{res}} E_1}{2} \right)t} \cos(\Omega t/2), \]

\[ B_{00,-2} = -ie^{-\frac{\pi}{4} \left( \frac{E_0 + h f_{\text{res}} E_1}{2} \right)t} \gamma \sin(\Omega t/2), \]

\[ B_{00,2} = -ie^{-\frac{\pi}{4} \left( \frac{E_0 + h f_{\text{res}} E_1}{2} \right)t} \gamma e^{-i4\pi f_{\text{res}}t} \sin(\Omega t/2), \]

\[ B_{01,-1} = -ie^{-\frac{\pi}{4} \left( \frac{E_0 + h f_{\text{res}} E_1}{2} \right)t} \gamma \sin(\Omega t/2), \]

\[ B_{01,1} = -ie^{-\frac{\pi}{4} \left( \frac{E_0 + h f_{\text{res}} E_1}{2} \right)t} \gamma (1 - e^{-i4\pi f_{\text{res}}t}) \cos(\Omega t/2), \]

\[ B_{10,-1} = -ie^{-\frac{\pi}{4} \left( \frac{E_0 + h f_{\text{res}} E_1}{2} \right)t} \gamma (1 - e^{-i4\pi f_{\text{res}}t}) \cos(\Omega t/2), \]

\[ B_{10,1} = -ie^{-\frac{\pi}{4} \left( \frac{E_0 + h f_{\text{res}} E_1}{2} \right)t} \gamma \sin(\Omega t/2), \]

\[ B_{11,0} = e^{-\frac{\pi}{4} \left( \frac{E_0 + h f_{\text{res}} E_1}{2} \right)t} \cos(\Omega t/2), \]

\[ B_{11,-2} = ie^{-\frac{\pi}{4} \left( \frac{E_0 + h f_{\text{res}} E_1}{2} \right)t} \gamma e^{i4\pi f_{\text{res}}t} \sin(\Omega t/2), \]

\[ B_{11,2} = ie^{-\frac{\pi}{4} \left( \frac{E_0 + h f_{\text{res}} E_1}{2} \right)t} \gamma \sin(\Omega t/2). \]

Using Eqs. (4) and (11), it is now easy to show that the semiclassical time evolution is given by

\[ U_{\text{semi}}|i\rangle = (\alpha(t)|\tilde{U}_{\text{QM}}|i, \alpha(0)\rangle) \]

\[ = \sum_{n, m, j} |c_n|^2 |\frac{c_{n+m}}{c_n}| e^{i2\pi m f_{\text{res}}t} B_{ij, m}|j\rangle . \]  

(B28)

Using Stirling’s approximation and Eq. (B26), it is also easy to show that

\[ \left| \frac{c_{n+m}}{c_n} \right| \simeq \exp \left[ -\frac{m^2 + 2m(n - N)}{4N} \right] \simeq 1, \]  

(B29)

where we have taken \( n \simeq N \) and \( m \ll N \). Finally, noting that \( \sum |c_n|^2 = 1 \), we obtain

\[ U_{\text{semi}}|i\rangle = \sum_{m, j} e^{i2\pi m f_{\text{res}}t} B_{ij, m}|j\rangle . \]  

(B30)
Finally, we obtain the time evolution of the transversely driven two-level system, driven on resonance:

\[ U_{\text{semi}}(0) = \]
\[ \cos(\Omega t/2)|0\rangle - i \sin(\Omega t/2)e^{-i\bar{f}_{\text{res}}t}|1\rangle - 2\gamma [\cos(\Omega t/2) \sin(2\pi \bar{f}_{\text{res}} t)|1\rangle + \sin(\Omega t/2) \cos(2\pi \bar{f}_{\text{res}} t)e^{-i\bar{f}_{\text{res}}t}|0\rangle], \tag{B31} \]
\[ U_{\text{semi}}(1) = \]
\[ e^{-i\bar{f}_{\text{res}}t} \left( \cos(\Omega t/2)|1\rangle - i \sin(\Omega t/2)e^{i\bar{f}_{\text{res}}t}|0\rangle - 2\gamma [\cos(\Omega t/2) \sin(2\pi \bar{f}_{\text{res}} t)|0\rangle - \sin(\Omega t/2) \cos(2\pi \bar{f}_{\text{res}} t)e^{i\bar{f}_{\text{res}}t}|1\rangle \right), \tag{B32} \]

where we have dropped an overall phase term. For each of these equations, the first line corresponds to the standard Rabi solution, while the second and third lines represent strong-driving corrections. If we assume that the system is initially prepared in its ground state \( |0\rangle \), this yields the following leading-order results for the probability evolution:

\[ P_0(t) = |c_0(t)|^2 = \cos^2(\Omega t/2) - \gamma \sin(\Omega t) \sin(4\pi \bar{f}_{\text{res}} t), \tag{B33} \]
\[ P_1(t) = |c_1(t)|^2 = \sin^2(\Omega t/2) + \gamma \sin(\Omega t) \sin(4\pi \bar{f}_{\text{res}} t). \tag{B34} \]

Here, we observe the emergence of fast oscillations with frequency \( 2\bar{f}_{\text{res}} \) and amplitude given by \( \gamma \sin(\Omega t) \propto A \). Together with the renormalization of \( \bar{f}_{\text{res}} \) by the Bloch-Siegert shift, these represent the main effects of the counter-rotating term on the evolution of the two-level system.

Figure 6 shows a comparison of our analytical results, obtained above, and the corresponding numerical simulations of the evolution of a two-level system with a transverse drive. We see that the analytical results provide an excellent description of the dynamics, including strong-driving effects. To summarize: the main (slow) oscillations in Fig. 6 represent the conventional Rabi results. The fine structure is due to the counter-rotating terms, which are dropped in the RWA, but which can have a strong effect on the gate fidelity when the drive is strong. In principle, the dressed-state method captures all strong driving effects if we keep all the terms in \( H_{\text{QM}} \); however we can obtain corrections at increasing orders of approximation by block-diagonalizing larger subsets of the full dressed-state Hamiltonian, or by including higher-order terms that arise in the block-diagonalization procedure. Finally, we note that the results obtained here were simplified under the assumption of resonant driving; however, more general, non-resonant results can also be obtained in the same manner.

Appendix C: Dressed State Analysis of the Quantum Dot Hybrid Qubit

We now provide the details of our main results for quantum dot hybrid qubits, which were summarized in Sec. III B of the main text. We first derive expressions for the driving matrix \( V \) in the large-detuning regime. We then derive the time-evolution operator \( U_{\text{semi}} \) at lowest order (RWA) and next-lowest order in the expansion parameter \( \hbar A/\epsilon \), using the formalism described in Sec. III B and Appendix C. As before, \( A \) is the driving amplitude and \( \hbar f \) is the energy spacing between the triplet manifolds. Since analytical results are difficult to obtain, except in special cases, we focus below on the large-detuning limit. However, we note that the simulations reported in this paper do not involve such approximations and are exact, up to numerical accuracy.

1. Driving Matrix in the Large-detuning Regime

   a. Tunnel Coupling Driving

As consistent with Eq. (1), in the basis \( \{|S\}, |T\}, |S\rangle \}, \) the time-dependent, semi-classical Hamiltonian with tunnel coupling driving is given by

\[ H = \begin{pmatrix}
-\frac{\epsilon}{2} & 0 & \Delta_1(t) \\
0 & -\frac{\epsilon}{2} + E_{\text{ST}} & -\Delta_2(t) \\
\Delta_1(t) & -\Delta_2(t) & \frac{\epsilon}{2}
\end{pmatrix}, \tag{C1}
\]

where \( \Delta_i(t) = \Delta_{i0} + r_i \Delta_{ac}(t) \) for \( i = 1, 2 \) and \( \Delta_{ac}(t) = A \cos(2\pi ft) \). We now consider the far-detuned limit \( \epsilon \gg \Delta_1, \Delta_2, E_{\text{ST}} \) and diagonalize the undriven Hamiltonian \( H_{\text{0}} \) up to leading order in the small parameter
\( \Delta_i/\varepsilon \), yielding the eigenbasis \( \{|0\}, |1\}, |L\} \) and the corresponding energies

\[
E_0 \simeq -\frac{\varepsilon}{2} - \frac{\Delta_1^2}{\varepsilon}, \quad (C2)
\]
\[
E_1 \simeq -\frac{\varepsilon}{2} + E_{ST} - \frac{\Delta_2^2}{\varepsilon - E_{ST}}, \quad (C3)
\]
\[
E_L \simeq \frac{\varepsilon}{2} + \frac{\Delta_1^2}{\varepsilon} + \frac{\Delta_2^2}{\varepsilon - E_{ST}}, \quad (C4)
\]

which are consistent with Eq. \( \text{(A6)} \) in the appropriate limit. We then evaluate the driving term in this basis, obtaining \( \mathcal{H} = \mathcal{H}_0 + V \cos(2\pi ft) \), where

\[
V \simeq A \begin{pmatrix}
\frac{-2\Delta_1 r_1}{\varepsilon} + \frac{\Delta_2 r_2}{\varepsilon - E_{ST}} & \frac{\Delta_1 r_1}{\varepsilon} + \frac{\Delta_2 r_2}{\varepsilon - E_{ST}} \\
\frac{\Delta_1 r_1}{\varepsilon} - \frac{\Delta_2 r_2}{\varepsilon} & \frac{\Delta_1 r_1}{\varepsilon} - \frac{\Delta_2 r_2}{\varepsilon - E_{ST}}
\end{pmatrix}.
\]

\[\text{(C5)}\]

In particular, we see that \( V_0 \simeq A |\Delta_1 r_1/\varepsilon + \Delta_2 r_2/(\varepsilon - E_{ST})| \), which gives the leading order (RWA) expression for the Rabi frequency, \( \hbar \Omega = V_0 \), when the qubit is driven on resonance, as consistent with Eq. \( \text{(B3)} \).

**b. Detuning Driving**

Similarly, in the basis \( \{|S\}, |T\}, |S\rangle \), the semiclassical Hamiltonian for detuning driving is given by

\[
\mathcal{H} = \begin{pmatrix}
-\frac{\varepsilon + \varepsilon_c(t)}{2} & 0 & 0 \\
0 & -\frac{\varepsilon + \varepsilon_c(t)}{2} + E_{ST} & 0 \\
0 & 0 & -\frac{\varepsilon + \varepsilon_c(t)}{2} - E_{ST}
\end{pmatrix}, \quad (C6)
\]

where \( \varepsilon_c(t) = A \cos(2\pi ft) \). Again assuming the far-detuned limit, we obtain the Hamiltonian \( \mathcal{H} = \mathcal{H}_0 + V \cos(2\pi ft) \) in the \( \{|0\}, |1\}, |L\} \) basis, with energies given by Eqs. \( \text{(C2)} - \text{(C4)} \), and

\[
V \simeq \begin{pmatrix}
-\frac{1}{2} + \frac{\Delta_1^2}{\varepsilon} & -\frac{\Delta_1 \Delta_2}{\varepsilon (\varepsilon - E_{ST})} & -\frac{\Delta_1}{\varepsilon} \\
-\frac{\Delta_1 \Delta_2}{\varepsilon (\varepsilon - E_{ST})} & -\frac{1}{2} + \frac{\Delta_2^2}{\varepsilon (\varepsilon - E_{ST})} & \frac{\Delta_2}{\varepsilon} \\
-\frac{\Delta_1}{\varepsilon} & \frac{\Delta_2}{\varepsilon} & -\frac{1}{2} - \frac{\Delta_1^2}{\varepsilon (\varepsilon - E_{ST})}
\end{pmatrix}.
\]

\[\text{(C7)}\]

In this case, we see that \( V_0 \simeq -A \Delta_1 \Delta_2/\varepsilon (\varepsilon - E_{ST}) \).

**2. Lowest-Order Results**

We now derive the lowest-order (RWA) results for the quantum dot hybrid qubit, assuming \( \varepsilon > 2.5 E_{ST} \). In this regime, we have \( E_1 - E_0 \simeq E_{ST} \) and \( E_L - E_0 \simeq \varepsilon \). Note that the driving matrix \( V \) is not specified here – it can describe tunnel coupling driving \( \text{[Eq. (C5)]} \), detuning driving \( \text{[Eq. (C7)]} \), or even a combination of the two.

Following our prescription in Appendix \( \text{B1} \) for constructing dressed states in a three-level system, we obtain results that are lowest-order in \( A/\hbar f \) for the perturbed Hamiltonian \( \tilde{\mathcal{H}}_n \), which acts on the manifold \( \tilde{\mathcal{G}}_n = \{|0\}, |1\}, |L\}; \). The corresponding block Hamiltonian is given by

\[
\hat{\mathcal{H}}_{\text{block}} = \begin{pmatrix}
E_0 + hf & V_{01}/2 & 0 \\
V_{01}/2 & E_1 & 0 \\
0 & 0 & E_L - khf
\end{pmatrix}.
\]

\[\text{(C8)}\]

At this level of approximation, we obtain \( E_{hf}^0 = E_1 - E_0 \) for the RWA resonance frequency and \( E_{hf}^{\text{Rabi}} = V_{01} = \hbar \Omega \) for the Rabi frequency.

In principle, the evolution operator for an arbitrary driving frequency \( f = f_0 \); then the evolution operator in the basis \( \{|0\}, |1\}, |L\} \) is given by

\[
U_{\text{semi}} = \begin{pmatrix}
e^{-\frac{i}{\hbar}E_{0t}\cos(\Omega t/2)} & -ie^{-\frac{i}{\hbar}E_0 t}\sin(\Omega t/2) & 0 \\
-ie^{-\frac{i}{\hbar}E_1 t}\sin(\Omega t/2) & e^{-\frac{i}{\hbar}E_1 t}\cos(\Omega t/2) & 0 \\
0 & 0 & e^{-\frac{i}{\hbar}E_L t}
\end{pmatrix}.
\]

\[\text{(C9)}\]

We note that this operator includes no coupling to the leakage state. There are two reasons for this decoupling. First, since \( \varepsilon > 2.5 E_{ST} \), we must have \( \hbar k \geq 2 \); however \( V_{\text{int}} \) only couples states that differ by one photon. Second, the hybridization of dot states is unimportant at this level of approximation. As a result, the leakage state in Eq. \( \text{(C9)} \) remains decoupled for all times. (This is not true for \( \varepsilon < 2.5 E_{ST} \), however.) Within the logical subspace \( \{|0\}, |1\} \), Eq. \( \text{(C9)} \) thus describes the conventional Rabi result, and does not include any strong-driving corrections.

**3. Second-Order Results**

We now present next-order results for the quantum dot hybrid qubit, assuming \( \varepsilon > 3.5 E_{ST} \). At this order, we obtain

\[
\hat{\mathcal{H}}_{\text{block}} = \begin{pmatrix}
E_0 + hf + \beta_0 & V_{01}/2 & 0 \\
V_{01}/2 & E_1 + \beta_1 & 0 \\
0 & 0 & E_L - khf + \beta_L
\end{pmatrix},
\]

\[\text{(C10)}\]
are the Bloch-Siegert shifts. The resonant driving frequency is now given by \( h_{\text{res}} = E_1 + \beta_1 - E_0 - \beta_0 \), while the Rabi oscillation frequency is still given by \( h_{\text{Rabi}} = V_{01} = h\Omega \).

At this order, the perturbed manifold is given by

\[
\begin{align*}
|\tilde{0}, n+1\rangle &= |0, n+1\rangle + \frac{V_{00}}{2hf}\langle 0, n\rangle - \frac{V_{00}}{2hf}\langle 0, n+2\rangle - \frac{V_{01}}{2(E_1 - E_0 + hf)}|1, n+1\rangle \tag{C14} \\
&- \frac{V_{0L}}{2(E_1 - E_0 - hf)}|L, n\rangle - \frac{V_{0L}}{2(E_1 - E_0 + hf)}|L, n+2\rangle \\
|\tilde{1}, n\rangle &= |1, n\rangle + \frac{V_{01}}{2(E_1 - E_0 + hf)}|0, n-1\rangle + \frac{V_{11}}{2hf}|1, n-1\rangle - \frac{V_{11}}{2hf}|1, n+1\rangle \tag{C15} \\
&- \frac{V_{1L}}{2(E_1 - E_1 - hf)}|L, n-1\rangle - \frac{V_{1L}}{2(E_1 - E_1 + hf)}|L, n+1\rangle \\
|\tilde{L}, n-k\rangle &= |L, n-k\rangle + \frac{V_{0L}}{2(E_1 - E_0 + hf)}|0, n-k-1\rangle + \frac{V_{0L}}{2(E_1 - E_0 - hf)}|0, n-k+1\rangle \\
&+ \frac{V_{1L}}{2(E_1 - E_1 + hf)}|1, n-k-1\rangle + \frac{V_{1L}}{2(E_1 - E_1 - hf)}|1, n-k+1\rangle - \frac{V_{LL}}{2hf}|L, n-k-1\rangle - \frac{V_{LL}}{2hf}|L, n-k+1\rangle \tag{C16}
\end{align*}
\]

Again, for simplicity, we assume resonant driving at \( f = \tilde{f}_{\text{res}} \). The matrix elements of \( U_{\text{semi}} \) are then given by

\[
\begin{align*}
(U_{\text{semi}})_{00} &= e^{-\frac{i}{\hbar} (E_0 + \beta_0)t} \cos(\Omega t/2) - i \frac{V_{00} \sin(2\pi \tilde{f}_{\text{res}} t) e^{-\frac{i}{\hbar} (E_0 + \beta_0)t}}{E_1 - E_0 + hf_0} \cos(\Omega t/2) \\
&- i \frac{V_{01} \cos(2\pi \tilde{f}_{\text{res}} t) e^{-\frac{i}{\hbar} (E_1 + \beta_1)t}}{E_1 - E_0 + hf_0} \sin(\Omega t/2), \\
(U_{\text{semi}})_{10} &= -ie^{-\frac{i}{\hbar} (E_1 + \beta_1)t} \sin(\Omega t/2) - \frac{V_{11} \sin(2\pi \tilde{f}_{\text{res}} t) e^{-\frac{i}{\hbar} (E_1 + \beta_1)t}}{h f_0} \sin(\Omega t/2) \\
&- i \frac{V_{01} \sin(2\pi \tilde{f}_{\text{res}} t) e^{-\frac{i}{\hbar} (E_1 + \beta_1)t}}{E_1 - E_0 + hf_0} \cos(\Omega t/2), \\
(U_{\text{semi}})_{01} &= -ie^{-\frac{i}{\hbar} (E_0 + \beta_0)t} \sin(\Omega t/2) - \frac{V_{00} \sin(2\pi \tilde{f}_{\text{res}} t) e^{-\frac{i}{\hbar} (E_0 + \beta_0)t}}{h f_0} \sin(\Omega t/2) \\
&- i \frac{V_{01} \sin(2\pi \tilde{f}_{\text{res}} t) e^{-\frac{i}{\hbar} (E_1 + \beta_1)t}}{E_1 - E_0 + hf_0} \cos(\Omega t/2), \tag{C19} \\
(U_{\text{semi}})_{11} &= e^{-\frac{i}{\hbar} (E_1 + \beta_1)t} \cos(\Omega t/2) - \frac{V_{11} \sin(2\pi \tilde{f}_{\text{res}} t) e^{-\frac{i}{\hbar} (E_1 + \beta_1)t}}{h f_0} \sin(\Omega t/2) \\
&+ i \frac{V_{01} \cos(2\pi \tilde{f}_{\text{res}} t) e^{-\frac{i}{\hbar} (E_0 + \beta_0)t}}{E_1 - E_0 + hf_0} \sin(\Omega t/2). \tag{C20}
\end{align*}
\]
corresponding to the evolution within the logical subspace, \{0\}, \{1\}. The leakage state evolves according to

\[
(U_{\text{semi}})_{L0} = \left(\frac{V_{0L}e^{i2\pi f_{\text{res}}t}}{2(E_0 - E_L - h_f_0)} + \frac{V_{L0}e^{-i2\pi f_{\text{res}}t}}{2(E_0 - E_L + h_f_0)}\right) e^{-\frac{i}{\hbar}(E_0 + \beta t)\cos(\Omega t/2)} - i\left(\frac{V_{0L}e^{i2\pi f_{\text{res}}t}}{2(E_1 - E_L - h_f_0)} + \frac{V_{L0}e^{-i2\pi f_{\text{res}}t}}{2(E_1 - E_L + h_f_0)}\right) e^{-\frac{i}{\hbar}(E_1 + \beta t)\sin(\Omega t/2)} + \left(\frac{V_{0L}}{2(-E_0 + E_L + h_f_0)} + \frac{V_{L0}}{2(-E_0 + E_L - h_f_0)}\right) e^{-\frac{i}{\hbar}(E_L + \beta L t)},
\]

\[
(U_{\text{semi}})_{L1} = -i\left(\frac{V_{0L}e^{i2\pi f_{\text{res}}t}}{2(E_0 - E_L - h_f_0)} + \frac{V_{L0}e^{-i2\pi f_{\text{res}}t}}{2(E_0 - E_L + h_f_0)}\right) e^{-\frac{i}{\hbar}(E_0 + \beta t)\sin(\Omega t/2)} + \left(\frac{V_{0L}}{2(E_1 - E_L - h_f_0)} + \frac{V_{L0}}{2(E_1 - E_L + h_f_0)}\right) e^{-\frac{i}{\hbar}(E_1 + \beta t)\cos(\Omega t/2)} + \left(\frac{V_{0L}}{2(-E_1 + E_L + h_f_0)} + \frac{V_{L0}}{2(-E_1 + E_L - h_f_0)}\right) e^{-\frac{i}{\hbar}(E_L + \beta L t)}. \tag{C21}
\]

For brevity here, we have omitted the terms \((U_{\text{semi}})_{0L}, (U_{\text{semi}})_{0L}, (U_{\text{semi}})_{LL}\), since they play a relatively minor role when the qubit is initialized into the logical subspace.

We can visualize these results more clearly by considering a qubit initialized into state \(0\). In this case, to lowest order in \(A\), the solution for the probabilities of being in the qubit states, \(P_0\) and \(P_1\), are given by

\[
P_0 = |c_0|^2 = \cos^2(\Omega t/2) \tag{C23}
\]

\[
- \frac{V_{01}}{2(E_1 - E_0 + h_f_0)} \sin(\Omega t) \sin(4\pi f_{\text{res}}t),
\]

\[
P_1 = |c_1|^2 = \sin^2(\Omega t/2) \tag{C24}
\]

\[
+ \frac{V_{01}}{2(E_1 - E_0 - h_f_0)} \sin(\Omega t) \sin(4\pi f_{\text{res}}t).
\]

The solution for the leakage state, \(P_L\), is oscillatory and proportional to \(A^2\); however, its form is rather complicated and we omit it here for brevity. Similar to Eqs. (B33) and (B34) for the two-level system, we again observe Rabi oscillations at frequency \(\Omega/2\pi\), which are modulated by fast oscillations of frequency \(2f_{\text{res}}\), originating from the counter-rotating term. We note that fast oscillations of \(P_0\) and \(P_1\) at leakage frequencies, \(f = (E_L - E_0)/\hbar, (E_L - E_1)/\hbar\), only arise at \(O[A^2]\), and are therefore much smaller. If the leakage state becomes appreciably occupied however, such oscillations would also be observed with amplitudes of \(O[A]\). Probability oscillations calculated in this way are plotted in Fig. 3(a), keeping corrections up to higher order in \(A\). We see that the analytical results from our dressed-state theory are generally quite accurate. As before, we also note that although the results here were obtained for the special case of resonant driving, the general evolution operator corresponding to arbitrary frequencies can also be derived by the same method.

From Eqs. (C21) and (C22), we see that oscillations of \(P_L\) occur at relatively high frequencies corresponding to leakage, as consistent with the results observed in Fig. 3(b). This behavior can be traced back to the hybridization of leakage and logical states in Eq. (C16), since there are no direct couplings between leakage and logical states in Eq. (C10). Here, the evolution of the leakage state is fully coherent, since noise is not included in the model.
Appendix D: Detuning Driving

In Figs. 3 and 4 of the main text, we plot results based on tunnel coupling driving. In this Appendix, we perform simulations using detuning driving. The calculations use the control parameters \( E_{ST}/\hbar = 12 \) GHz and \( \{\epsilon, \Delta_1, \Delta_2\} = \{6, 0.7, 0.7\} E_{ST} \), which are the same as those used in Fig. 5(c), and correspond to the large-detuning regime that is commonly used in experiments, since it affords partial protection against charge noise [23]. Here, we use the same pulse shapes defined in Eqs. (16–18). However, the pulse amplitudes are chosen to keep the gate times fixed for all the different simulations. As before, we perform the simulations with or without strong-driving corrections for \( f_{\text{Rabi}} \) and \( f_{\text{lin}} \). The resulting process fidelities for \( X_\pi \) gates are plotted in Fig. 7.

The overall trends in Fig. 7 are similar to those observed in Fig. 5(c). However there are at least two important differences, which can both be attributed to the same physics: (1) the detuning driving fidelities are typically lower (i.e., the infidelities are higher), compared to tunnel coupling driving at comparable gate times, (2) the order of the strong-driving corrections needed to achieve high-fidelity gates is higher for detuning driving \( O((A/\hbar f)^4) \), compared to tunnel coupling driving \( O((A/\hbar f)^2) \). Both of these effects arise from the fact that the Rabi frequency scales as \((\Delta_{1,2}/\epsilon)^2\) for detuning driving, while it scales as \((\Delta_{1,2}/\epsilon)\) for tunnel coupling driving. In the large-detuning regime, detuning driving therefore causes much slower gates for the same driving amplitude. Since gate times are held fixed in our simulations, detuning driving therefore requires us to apply larger driving amplitudes \( A \) to compensate for the gate speeds. In turn, the stronger drive introduces gate errors and reduces the fidelity. Similarly, higher-order correction terms have a stronger effect in Fig. 7 due to the stronger drive.

In conclusion, for the different detuning-driving scenarios shown in Fig. 4 we find that only smoothed rectangular pulses with strong-driving corrections provide gates with relatively high fidelities at short gate times. For a gate time of 1 ns in these simulations, the observed fidelity is better than 99%, while for a gate time of 2 ns, the fidelity improves to 99.99%.

Appendix E: \( X_{\pi/2} \) gates

In this Appendix, we perform simulations to determine whether the specific choice of gate operations can affect the fidelity results. In contrast with all other simulations up to this point, we now investigate the process fidelity of \( X_{\pi/2} \) gates. We also consider tunnel coupling driving as well as detuning driving.

For \( X_{\pi/2} \) gates, the ideal evolution operator can be expressed in the lab frame as

\[
U_{\text{ideal}} = \left( \frac{1}{\sqrt{2}} e^{-i\tilde{E}_0 t_g} - \frac{1}{\sqrt{2}} e^{-i\tilde{E}_1 t_g} \right),
\]

where \( \{\tilde{E}_0, \tilde{E}_1\} = \{E_0, E_1\} \) in the RWA approximation, and \( \{\tilde{E}_0, \tilde{E}_1\} = \{E_0 + \beta_0, E_1 + \beta_1\} \) if we include strong-driving corrections. As consistent with our previous simulations, the Bloch-Siegert shifts (\( \beta_0 \) and \( \beta_1 \)) and the modified resonance and Rabi frequencies include correction terms up to \( O((A/\hbar f)^2) \) for tunnel coupling driving, or \( O((A/\hbar f)^4) \) for detuning driving.

The results of these \( X_{\pi/2} \) simulations are shown in Fig. 8. The general trends are similar to those observed in Figs. 5(c) and 7 for \( X_\pi \) gates. Overall, we see that fidelities are improved for \( X_{\pi/2} \) gates, which can be explained by the fact that, for the same driving amplitude \( A \), an \( X_{\pi/2} \) gate should take about half as long as an \( X_\pi \) gate. Hence, for a fixed gate time \( t_g \), the \( X_{\pi/2} \) gate requires a smaller driving amplitude, which in turn improves its fidelity. To conclude, we find that \( X_{\pi/2} \) gates with \( t_g = 1 \) ns and fidelities \( > 99.99\% \) can be achieved using a variety of schemes for tunnel coupling driving, but still require smoothed rectangular pulses with high-order strong-driving corrections for detuning driving.

[1] F. H. L. Koppens, C. Buizert, K. J. Tielrooij, I. T. Vink, K. C. Nowack, T. Meunier, L. P. Kouwenhoven, and L. M. K. Vandersypen, “Driven coherent oscillations of a single electron spin in a quantum dot,” Nature 442, 766–771 (2006).

[2] F. H. L. Koppens, K. C. Nowack, and L. M. K. Vandersypen, “Spin echo of a single electron spin in a quantum dot,” Phys. Rev. Lett. 100, 236802 (2008).

[3] M. Veldhorst, J. C. C. Hwang, C. H. Yang, A. W. Leenstra, B. de Ronde, J. P. Dehollain, J. T. Muhonen, F. E.
quantum calculation of the higher order terms in the bloch-siegert shift,” J. Phys. B 6, L214 (1973)

L. Childress, A. S. Sorensen, and M. D. Lukin, “Mesoscopic cavity quantum electrodynamics with quantum dots,” Phys. Rev. A 69, 042302 (2004)

Guido Burkard and Atac Imamoglu, “Ultra-long-distance interaction between spin qubits,” Phys. Rev. B 74, 041307 (2006)

Mircea Trif, Vitaly N. Golovach, and Daniel Loss, “Spin dynamics in inas nanowire quantum dots coupled to a transmission line,” Phys. Rev. B 77, 045434 (2008)

Xuedong Hu, Yu-Xi Liu, and Franco Nori, “Strong coupling of a spin qubit to a superconducting stripline cavity,” Phys. Rev. B 86, 035314 (2012)

J. M. Taylor and M. D. Lukin, “Cavity quantum electrodynamics with semiconductor double-dot molecules on a chip,” arXiv:cond-mat/0605144v1

Yang Song, J. P. Kestner, Xin Wang, and S. Das Sarma, “Fast control of semiconductor qubits beyond the rotating wave approximation,” Phys. Rev. A 94, 012321 (2016).

Zhiguo Lü and Hang Zheng, “Effects of counter-rotating interaction on driven tunneling dynamics: Coherent destruction of tunneling and Bloch-Siegert shift,” Phys. Rev. A 86, 023851 (2012)

Zhiguo Lü, Yiyong Yan, Hsi-Sheng Goan, and Hang Zheng, “Bias-modulated dynamics of a strongly driven two-level system,” Phys. Rev. A 93, 033803 (2016).

William D. Oliver, Yang Yu, Janice C. Lee, Karl K. Berggren, Leonid S. Levitov, and Terry P. Orlando, “Mach-Zehnder interferometry in a strongly driven superconducting qubit,” Science 310, 1653 (2005)

C. M. Wilson, T. Duty, F. Persson, M. Sandberg, G. Johansson, and P. Delsing, “Coherence times of dressed states of a superconducting qubit under extreme driving,” Phys. Rev. Lett. 98, 257003 (2007)

P. Forn-Díaz, J. Lisenfeld, D. Marcos, J. J. García-Ripoll, E. Solano, C. J. P. M. Harmans, and J. E. Mooij, “Observation of the bloch-siegert shift in a qubit-oscillator system in the ultrastrong coupling regime,” Phys. Rev. Lett. 105, 237001 (2010)

Jani Tuorila, Matti Silveri, Mika Sillanpää, Erkki Thuneberg, Yuriy Makhlkin, and Pertti Hakonen, “Starck effect and generalized Bloch-Siegert shift in a strongly driven two-level system,” Phys. Rev. Lett. 105, 257003 (2010)

S. N. Shevchenko, S. Ashhab, and Franco Nori, “Landau–Zener–Stückelberg interferometry,” Phys. Rep. 492, 1–30 (2010)

L. Landau, Phys. Z. Sowjetunion 2, 46 (1932).

C. Zener, Proc. R. Soc. Lond. A 137, 696 (1932).

E. C. G. Stückelberg, Helv. Phys. Acta 5, 369 (1932).

E. A. Laird, C. Barthel, E. I. Rashba, C. M. Marcus, M. P. Hanson, and A. C. Gossard, “A new mechanism of electric dipole spin resonance: hyperfine coupling in quantum dots,” Semicond. Sci. Techn. 24, 064004 (2009)

S. Nadji-Perge, V. S. Friberg, J. W. G. van den Berg, K. Zuo, S. R. Plissard, E. P. A. M. Bakkers, S. M. Frolov, and L. P. Kouwenhoven, “Spectroscopy of spin-orbit quantum bits in indium antimonide nanowires,” Phys. Rev. Lett. 108, 166801 (2012)

J. Stehlík, M. D. Schroer, M. Z. Malik, M. H. Degani, and J. R. Petta, “Extreme harmonic generation in electrically driven spin resonance,” Phys. Rev. Lett. 112, 227601 (2014)

P. Scarlino, E. Kawakami, D. R. Ward, D. E. Savage, M. G. Lagally, Mark Friesen, S. N. Coppersmith, M. A. Eriksson, and L. M. K. Vandersypen, “Second-harmonic coherent driving of a spin qubit in a Si/SiGe quantum dot,” Phys. Rev. Lett. 115, 106802 (2015)

Teck Seng Koh, S. N. Coppersmith, and Mark Friesen, “High-fidelity gates in quantum dot spin qubits,” Proc. Nat. Acad. Sci. 110, 19695–19700 (2013)

Milena Grifoni and Peter Hänggi, “Driven quantum tunneling,” Physics Reports 304, 229–354 (1999)

Y. Zur, M. H. Levitt, and S. Vega, “Multiphoton NMR spectroscopy on a spin system with I=1/2,” Journal of Chemical Physics 78, 5293–5310 (1983)

Tak-San Ho and Shih-I Chu, “Semiclassical many-mode Floquet theory. II. Non-linear multiphoton dynamics of a two-level system in a strong bichromatic field,” Journal of Physics B 17, 2101 (1984)

P. K. Aravind and J. O. Hirschfelder, “Two-state systems in semiclassical and quantized fields,” The Journal of Physical Chemistry 88, 4788–4801 (1984)

Claude Cohen-Tannoudji and Serge Reynaud, “Dressed-atom description of resonance fluorescence and absorption spectra of a multi-level atom in an intense laser beam,” J. Phys. B 10, 345–363 (1977).

J. Dalibard and C. Cohen-Tannoudji, “Dressed-atom approach to atomic motion in laser light: the dipole force revisited,” J. Opt. Soc. Amer. A, 2, 1707 (1985).

C. C. Gerry and P. L. Knight, Introductory Quantum Optics (Cambridge University Press, Cambridge, 2005).

Roland Winkler, Spin-Orbit Coupling Effects in Two-Dimensional Electron and Hole System, Springer Tracts in Modern Physics, Vol. 191 (Springer, Berlin, 2003).

Michael A. Nielsen and Isaac L. Chuang, Quantum Computation and Quantum Information, 10th Anniversary ed. (Cambridge University Press, Cambridge, 2010).

Chunqing Deng, Jean-Luc Orgiazi, Feiruo Shen, Sahel Ashhab, and Adrian Lupascu, “Observation of Floquet states in a strongly driven artificial atom,” Phys. Rev. Lett. 115, 133601 (2015).

Chunqing Deng, Feiruo Shen, Sahel Ashhab, and Adrian Lupascu, “Dynamics of a two-level system under strong driving: Quantum-gate optimization based on Floquet theory,” Phys. Rev. A 94, 032323 (2016).

G. D. Fuchs, V. V. Dobrovitski, D. M. Toyli, F. J. Here-mans, and D. A. Awschalom, “Gigahertz dynamics of a strongly driven single quantum spin,” Science 326, 1520–1522 (2009).

A. Barfuss, J. Teissier, E. Neu, A. Nunnenkamp, and P. Maletinsky, “Strong mechanical driving of a single electron spin,” Nature Phys. 11, 820–824 (2015).

Arne Laucht, Stephanie Simmons, Rachhon Kalra, Guilherme Tosi, Juan P. Dehollain, Juha T. Muhonen, Solomon Freer, Fay E. Hudson, Kohei M. Itoh, David N. Jamieson, Jeffrey C. McCallum, Andrew S. Dzurak, and Andrea Morello, “Breaking the rotating wave approximation for a strongly driven charged single-electron spin,” Phys. Rev. B 94, 161302 (2016).

Since typical gate times are given by $t_g \sim 1/f_{Rabi} \sim A^{-1}$, if we want to include corrections in $U_{semi}(t)$ up to $O((A/h)^{k+1})$, then $\delta_{block}$ should include corrections up to $O((A/h)^k)$ and the hybridized dressed states should include corrections up to $O((A/h)^k)$. 

Since typical gate times are given by $t_g \sim 1/f_{Rabi} \sim A^{-1}$, if we want to include corrections in $U_{semi}(t)$ up to $O((A/h)^{k+1})$, then $\delta_{block}$ should include corrections up to $O((A/h)^k)$ and the hybridized dressed states should include corrections up to $O((A/h)^k)$. 

Since typical gate times are given by $t_g \sim 1/f_{Rabi} \sim A^{-1}$, if we want to include corrections in $U_{semi}(t)$ up to $O((A/h)^{k+1})$, then $\delta_{block}$ should include corrections up to $O((A/h)^k)$ and the hybridized dressed states should include corrections up to $O((A/h)^k)$. 

Since typical gate times are given by $t_g \sim 1/f_{Rabi} \sim A^{-1}$, if we want to include corrections in $U_{semi}(t)$ up to $O((A/h)^{k+1})$, then $\delta_{block}$ should include corrections up to $O((A/h)^k)$ and the hybridized dressed states should include corrections up to $O((A/h)^k)$. 

Since typical gate times are given by $t_g \sim 1/f_{Rabi} \sim A^{-1}$, if we want to include corrections in $U_{semi}(t)$ up to $O((A/h)^{k+1})$, then $\delta_{block}$ should include corrections up to $O((A/h)^k)$ and the hybridized dressed states should include corrections up to $O((A/h)^k)$.
When strong driving corrections are used to compute $f_{\text{Rabi}}$, the pulse amplitudes must be rescaled to maintain a fixed gate time.