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Abstract—In this letter, we present a framework for combining deep learning-based road detection, particle filters, and model predictive control (MPC) to drive aggressively using only a monocular camera, IMU, and wheel speed sensors. This framework uses deep convolutional neural networks combined with LSTMs to learn a local cost map representation of the track in front of the vehicle. A particle filter uses this dynamic observation model to localize in a schematic map, and MPC is used to drive aggressively using this particle filter based state estimate. We show extensive real world testing results and demonstrate reliable operation of the vehicle at the friction limits on a complex dirt track. We reach speeds above 27 m/h (12 m/s) on a dirt track with a 105 ft (32 m) long straight using our 1:5 scale test vehicle.

Index Terms—Deep learning in robotics and automation, autonomous vehicle navigation, localization, computer vision for transportation.

I. INTRODUCTION

We address the challenging task of aggressive driving—autonomous control of a ground vehicle operating close to the limits of handling, often with high sideslip angles, as is required in rally racing (and possibly for collision avoidance). We build on our recent work on aggressive driving [1], [2], using the open source 1:5 scale AutoRally platform described in [3]. Much of our prior work relies on high-quality GPS for global position estimation and localization relative to a known map, which limits its applicability by requiring expensive sensors and excluding GPS-denied areas. An exception is [4], which presents a vision-based (i.e. non-GPS) driving solution based on regressing a local cost map from monocular camera images which is then used directly for model predictive control (MPC). However, treating each input frame separately leads to a very challenging learning problem. This stems from the limited field of view and low vantage point of a camera mounted on a ground vehicle, which makes it difficult to generate cost maps that extend sufficiently far in front of the vehicle, given the high speed of travel. Our solution to the limitations of single frame cost map prediction is to incorporate recurrence in the form of an LSTM model, making it possible to exploit the temporal continuity of the track via the structure of the on-board camera video. Figure 3 illustrates both the difficulty of predicting a high quality cost map from a single image under challenging conditions, and the significant improvement that arises from incorporating recurrence into the model. The single-frame cost map predictions shown in the second column are significantly less accurate than the cost maps produced by the LSTM model (third column), which is described in Section III-A.

Our second innovation is the development of a particle filter estimator for the vehicle state which treats the generated cost maps as a sequence of measurements. This is in contrast to directly controlling the vehicle from the local cost maps, as was done in [4]. Instead, our architecture incorporates two dynamic measurement processes: an LSTM that processes onboard video to estimate the evolving cost map, and a particle filter which estimates state for the model predictive control algorithm. A benefit of this approach is that the vision-derived cost maps can be combined in a principled way with other sensors, such as an IMU and wheel speed encoders. This approach also naturally decouples the state estimator and controller, which can leverage mature, well-understood technologies such as particle filters and MPC, from the video-based deep neural network model (i.e. LSTM) which provides “black box” estimates of the cost map. Thus the vehicle state provides an interpretable and useful latent representation which is helpful in diagnosing issues with the cost map predictor. This is in contrast to standard end-to-end approaches to learning control [5], which typically lack such informative intermediate latent representations.
In summary, this letter introduces an alternative approach to autonomous high-speed driving in which a local cost map generator in the form of a video-based LSTM is used as the measurement process for a particle filter state estimator. This allows us to obtain a global position estimate against a schematic map without the use of GPS. Moreover, the recurrent visual models are able to take advantage of the temporal structure of on-board video, improving the accuracy of cost map prediction. We make the following contributions:

- An encoder-decoder deep learning architecture utilizing an LSTM which improves performance over single frame networks by incorporating temporal information.
- A GPU-based particle filter state estimator which can take the output of this dynamic observation model and smooth it using IMU and wheel speeds. This allows localization in real time against a schematic track map.
- Repeatable performance at the limits of the system’s capability using only monocular cameras for localization. We are able to repeatedly beat the best single lap performed by an experienced human test driver who provided all of the system identification data.

II. RELATED WORK

Several approaches have been taken to the problem of aggressive autonomous driving. In [6], an analytic approach is explored. The performance limits of a vehicle are pushed using a simple model-based feedback controller and extensive pre-planning to follow a racing line around a track. More recently, [7] showed the benefits of model predictive control on a 1:10 scale vehicle following waypoints through a challenging obstacle course. However, these approaches all rely on highly accurate position from an external source such as GPS or motion capture.

Portions of the solution that we propose have been studied in isolation. There is a great deal of literature about localizing from camera images. One successful approach is found in the Simultaneous Localization And Mapping (SLAM) literature. Methods such as [8], [9] use whole image matching and keypoints while inferring and leveraging the 3d structure of the scene. These systems typically provide position relative to a generated map and could be suitable for our use case. However, these methods fall short in close to the ground, monocular, high dynamic and vibrating video such as we have. Another approach that doesn’t require explicit estimation of 3D scene geometry is to directly regress the position from camera images. Works such as [10] and more recently [11] show promise. However, they do not have the fine-grained accuracy that we require in order to drive aggressively in a tightly constrained track. Semantic segmentation methods such as [12] and [13] may be used to obtain drivable regions in the image as our method does. However, these tend to be computationally heavy and require a planar projection or depth data to transform to the cost map representation we use.

Autonomous driving and control as an end-to-end learning problem is an active area of research. Prior work on deep learning and model predictive control includes end-to-end methods [5], [14], [15] and encoder-decoder architectures [16], [17] to perform predictive control using raw observations. In [5] an MPC controller is used as a teacher to train a Convolutional Neural Network that maps raw observations such as wheel speed, acceleration, and images directly to throttle and steering. While it elegantly encompasses the entire system as a single learning problem, it has severe drawbacks. When errors occur, there is very little ability to probe the reasons for the failure. Because this solution is not modular, it must be re-learned if any part of the system changes. Because of the modularity of our system, if for example the vehicle changes, we can simply swap out the dynamics model. End-to-end imitation learning methods are also inherently limited by their teacher. However, our system is able to handily outperform the best lap from the training set.

Some of the most related work comes in direct affordance based control. In [18], a recurrent learning system is used to estimate liquid volumes as an affordance from video. However, they learn most of the required dynamics, including state propagation, and control with a simple PID controller. Our system has much more stringent control requirements, necessitating more accurate state estimation. In [19], lane affordances are directly inferred and fed to a simple lane tracking controller. However, this work does not address the aggressive driving regime.

Additional closely related work shows the integration of particle filtering and vision based observations in [20]. More recent work such as [21] show more modern results of other filtering methods. They show good performance with the addition of lane markings, but do not utilize learning to help with the vision.
portion of the problem, and do not address the particular problems of the aggressive driving regime.

III. DEEP NEURAL NETWORKS FOR LOCALIZATION

At the highest level, planning often takes place on a schematic map. We define a schematic map as a map containing only drivable surface information, such as a street map or in our case a race track layout. This is a very different representation than the sparse descriptor maps or 3-D reconstructions used for SLAM based localization. In this work, we utilize a metric map generated by surveying the centerline of our race track. A distance transform of this centerline results in the schematic map shown in Fig. 5.

Instead of using an existing whole image or key point based SLAM system, the monocular camera images are used as the input to a convolutional neural network in order to directly regress the free space in front of the vehicle. Key point based localization on the AutoRally system is difficult due to the low vantage point, short stereo camera baseline, and many self-similar textures in the environment. Our track surface is dirt and the track barriers are black, resulting in very few useful features within range of our stereo cameras suitable for key point SLAM. Additionally, the on-board cameras are subject to high amplitude vibrations during fast, aggressive driving, this breaks many SLAM algorithms that assume a low acceleration motion model.

We use a particle filter to combine the proprioceptive IMU and wheel speed sensors with the deep neural network cost map sensor. This allows us to fully utilize all available information to drive aggressively without the aid of external localization. In addition, we create a new neural network architecture that can be trained recurrently and utilizes temporal information to resolve difficult or ambiguous visual situations. This improves the accuracy of the cost map prediction network over the single frame case, and greatly improves performance on difficult and ambiguous cases.

The full aggressive driving system (see Fig. 2) has three main components. First, a CNN is used to predict local cost maps from monocular input images. Second is the particle filter. It takes as input IMU measurements (linear accelerations and angular velocities), vehicle wheel speed measurements, and local cost map estimates from the cost map neural network. The IMU measurements are used to propagate the state forward, and particles are weighted using wheel speed and difference between cost map predictions and our surveyed cost map. Third is the AutoRally vehicle. This vehicle has all of the onboard computation and sensing needed to implement this approach and is capable of high speed, aggressive driving.

A. CNN Track Detection Module

We use a CNN to generate a cost map style overhead projection of the track in front of the vehicle from a monocular image stream. Our CNN architecture is constrained to run in real time on the low power Nvidia GTX1050 GPU available on our platform, along with the model predictive controller and particle filter. The CNN directly produces a dense cost map in the egocentric frame, with the current vehicle position at the bottom center of the image. We compare three different neural network architectures as shown in Fig. 4.

This work is an extension of our prior work in [4]. In that work, we used a fully convolutional neural network composed entirely of convolutions and dilated convolutions, referred to hereafter as the flat network. In this work, we utilize an encoder-decoder architecture. Since the input image is reduced to a small hidden state, we can easily add recurrence to the network to take advantage of temporal information and resolve some cases which are ambiguous in the single frame case. We compare the encoder-decoder and recurrently trained encoder-decoder cases to highlight this performance improvement.

Additionally, the fully convolutional network constrains the output cost map size to match the input image size or an integer multiple of it. However, the encoder-decoder architecture can have arbitrarily shaped output cost maps. We use this ability to further optimize the output of the network to the particle filter.
where the L1 error $MAE$ at input image $U_i$ is a function of the CNN parameterized by $\theta$. This CNN is also a function of the previous hidden state $S_{t-1}$. The error is the difference between the estimated cost map $\hat{I}$ and true cost map $I$ summed over all pixels $u,v$ in the image.

L1 loss is utilized over L2 loss due to its outlier rejection. Because it is minimizing posterior expectation of the median instead of the mean, it is less sensitive to outliers in our dataset. However, the L1 loss is less stable during training and tends to fall into a local minima where the dataset median is predicted regardless of the input, making hyper-parameter tuning more difficult. During training, recurrent networks often required weight initialization from single-frame trained networks in order to converge. All networks were trained as in [4]. Training accuracy is reported for the train set, and test set accuracy is used to determine when to stop training. Validation accuracy is reported using the held-out data from the on-policy particle filter runs.

In order to train the recurrent networks, the hidden state needs to be initialized. We initialize the hidden state to zero and allow the network to burn in for some number of frames without penalizing its output. We found that allowing the network to run for 8 frames without penalizing its output, and then accumulate training error for the next 8 frames produced the best results, for a total of 16 input images seen per training sample. We found that training over longer sequences did not significantly improve testing accuracy or final particle filter performance, and made training more time consuming and more prone to getting stuck in local minima. The network was also fairly invariant to the length of time given to burn-in.

### B. Particle Filter

Particle filters are a class of recursive Bayesian filters which attempt to approximate the state distribution with a set of samples (particles). They have the advantage of being able to handle non-linear dynamics and non-linear measurement models. In this work we use a standard sequential importance resampling (SIR) particle filter. The state-space for the particle filter consists of the following 5 variables: position in the map coordinate frame $(p_x, p_y)$, heading $(\psi)$, and body frame forward and lateral velocity $(v_x, v_y)$. The model predictive controller additionally uses roll information and heading derivative information, however these are passed directly from the IMU to the controller. The basic building blocks to the particle filtering implementation are a measurement model and a motion model:

1) Measurement Model: The two sensors we use to navigate are wheel speed sensors and a video stream from a monocular camera. The wheel speed sensors output a velocity estimate based on the rotation rate and diameter of the wheel, let $W$ denote the averaged velocity estimate of the two front wheels, then the wheel speed measurement model is:

$$ p(W|\mathbf{x}_j) = \frac{1}{\sqrt{2\pi}\sigma^2} \exp\left(-\frac{1}{2\sigma} (|v_j^w| - W)^2\right), \sigma = 2.5 \quad (2) $$

1 We do not use the back wheels since they slip significantly when accelerating.

### TABLE I

|       | Flat | ED | ED-R | ED-S | ED-R-S |
|-------|------|----|------|------|--------|
| Train | 94.66 | 93.66 | 96.48 | 92.59 | 96.09  |
| Val   | 92.29 | 91.64 | 92.54 | 88.13 | 89.64  |

ED: Encoder Decoder, R: Recurrent, S: 40x36 output.

### TABLE II

| Dataset | Flat | ED | ED-S | ED-R | ED-R-S |
|---------|------|----|------|------|--------|
| ED      | 1.21 | 1.12 | 1.01 | 1.19 | 1.0    |
| ED-S    | 1.27 | 1.19 | 1.02 | 1.11 | 1.07   |
| Flat    | 1.04 | 0.937 | 0.918 | 0.979 | 0.894  |
| ED-R    | 1.08 | 0.985 | 1.05 | 1.01 | 1.05   |
| ED-R-S  | 1.17 | 1.01 | 0.879 | 1.09 | 1.09   |
| ED-Iodo | 1.22 | 0.91 | 1.45 | 1.06 | 1.05   |
| ED-S-Iodo | 0.92 | 0.86 | 0.87 | 0.88 | 0.84   |
| ED-R-S-Iodo | 0.93 | 0.96 | 0.81 | 1.06 | 0.80   |
| Average | 1.11 | 1.00 | 1.00 | 1.05 | 0.97   |

### TABLE III

| Dataset | Flat | ED | ED-S | ED-R | ED-R-S |
|---------|------|----|------|------|--------|
| ED      | 1.18 | 1.03 | 1.06 | 0.954 | 1.04   |
| ED-S    | 1.15 | 1.03 | NA   | 0.779 | 0.99   |
| Flat    | 0.981 | 0.904 | 0.812 | NA   | 0.854  |
| ED-R    | 1.11 | 1.12 | 0.91 | 0.823 | 0.986  |
| ED-R-S  | 0.92 | 0.86 | 0.87 | 1.08 | 1.19   |
| ED-Iodo | 1.05 | 1.02 | 1.23 | 1.46 | 1.04   |
| ED-S-Iodo | 0.96 | 0.90 | 1.11 | 0.61 | 0.84   |
| ED-R-S-Iodo | 0.93 | 0.91 | 0.97 | 0.62 | 0.85   |
| Average | 1.05 | 0.99 | 1.02 | 0.90 | 0.97   |

ED: Encoder Decoder, R: Recurrent, S: 40x36 output, NA: failed to initialize on policy

Previously, the output of the network was set to an area of 10.6 m wide by 8.5 m high (160 × 128 at 15 pixels per meter). However, this size is optimized for direct planning and control on the output cost map. The particle filter uses a 5 m wide by 7 m high crop of this output to achieve optimal performance. By using the ability of the encoder-decoder to output arbitrarily shaped cost maps, we can directly output a 5 m × 7 m image (40 × 56 pixels) at 8 pixels per meter. This size was empirically determined to be optimal for the particle filter. We find that this significantly increases the performance of the particle filter as shown in Tables II and III.

Using these two network architectures, we are able to maintain low latency and a frame rate of 60 Hz (full camera frame rate). Input images come directly from a PointGrey Flea3 color camera operating at 1280 × 1024 resolution. These images are down-sampled to 160 × 128 and the images are mean subtracted and divided by the standard deviation from the training dataset. During training, the cost map output is trained to minimize the L1 distance to the pre-computed ground truth cost maps obtained from GPS data:

$$ MAE(\theta, U_i) = \sum_{(u,v)} |I_{u,v} - \hat{I}_{u,v}(\theta, U_i, S_{t-1})| $$  \quad (1)
Where $x_j$ denotes the state of the $j_{th}$ particle and $v_j$ is the forward velocity.

The other sensor that the AutoRally has is a monocular camera, which provides input images to a convolutional neural network that outputs a prediction of the local track. This prediction can be used by the particle filter to localize the vehicle in a global schematic map via the following two-step procedure:

i) Each particle uses its current position and heading to select the local slice of the global map corresponding to the area the neural network would be making a prediction for if the vehicle were in that location.

ii) The local slice of the global map is compared to the actual output of the neural network, and the output of the comparison is fed into a probability distribution.

This procedure is visualized in Fig. 5. In this work, we use mean absolute error in order to compare the images, and feed the error into an exponential distribution. The measurement model for the monocular image stream is then:

$$I_{NN} = I(\theta, U_t, S_{t-1})$$

$$p(I_{NN} | x_j) = \lambda \exp \left(-\frac{\lambda}{N} \sum_{n=0}^{N-1} \left| M_{local}(u, v) - I_{NN}(u, v) \right| \right)$$

where $x_j$ denotes the state of the $j_{th}$ particle, $M_{local}$ is the associated local slice of the global map, and $I_{NN}$ is the output from the neural network described in Eq. (1). Note that $I_{NN}$ is a function of the current image and the LSTM recurrent state. The combined measurement model is then:

$$p(o_t | x_j') = p(I_{NN} | x_j') p(W | x_j').$$

2) Motion Model: The motion model for the AutoRally is based on an Inertial-Measurement-Unit (IMU) which outputs accelerations ($a_x, a_y, a_z$) and angular velocities ($\alpha_x, \alpha_y, \alpha_z$). These are combined with standard equations for the motion of a rigid body in order to create the following noisy motion model:

$$dp_x = (v_x \cos(\psi) - v_y \sin(\psi)) \, dt$$
$$dp_y = (v_x \sin(\psi) + v_y \cos(\psi)) \, dt$$
$$d\psi = a_z \, dt + \sigma_v \, dw$$
$$dv_x = a_x \, dt + \sigma_{v_x} \, dw, \quad dv_y = a_y \, dt + \sigma_{v_y} \, dw$$

where $\sigma_v = 0.275$ and $\sigma_{v_x} = \sigma_{v_y} = 0.75$.

In our particle filter implementation, the stochastic motion model propagates forward at 200 Hz with standard Euler-Maruyama integration, measurements are processed at 20 Hz, and particle re-sampling occurs at 5 Hz. All of the motion and measurement models are implemented as CUDA Kernels on the GPU, which is necessary since every measurement update requires computing the difference between two images (the local image patches are $35 \times 25$ pixels). It is possible to run both the measurement and re-sampling loop at faster rates, however doing so did not lead to improved performance and other processes (the controller and LSTM) also require GPU resources. We used 6400 particles, and computed the final state estimate as the mean of the particles.

IV. AUTO Rally PLATFORM AND MPPI CONTROLLER

A. AutoRally

In order to test the performance of these algorithms in a real racing scenario, we utilize the AutoRally [3] platform. This robot is based on a 1:5 scale RC chassis capable of speeds of nearly 60mph. It has a desktop-class Intel i7 processor and Nvidia GTX 1050 GPU for processing. IMU, GPS, and wheel speed sensors are used, as well as images captured from an on-board Point Grey camera. This allows all computation to be performed in real time onboard the vehicle. All software runs using the Robot Operating System (ROS). Particle filter and MPPI code is written in CUDA, and CNN forward inference is done using a custom ROS wrapper around TensorFlow [22].

B. MPPI

Model Predictive Path Integral Control (MPPI) is a stochastic model predictive control (MPC) method designed to work with non-linear dynamics, and non-convex cost objectives. It has been shown to work well in practice applied to AutoRally platform up to and beyond the friction limits of the vehicle [1].

MPPI works by sampling and evaluating thousands of control sequences, and then computes the control input as a cost weighted average over the sampled controls. In order to evaluate a control sequences, predicted vehicle state is propagated forward in state space using the system dynamics, and each resultant trajectory is evaluated according to a cost function. As in [1], we use a neural network model to learn the dynamics. Real time execution of MPPI on AutoRally is enabled by the onboard Nvidia GPU.

We only use a running cost function in this letter (no terminal cost). The running cost that we use for generating driving behaviors from MPPI has the form

$$q(x) = w \cdot \left( C_M(p_x, p_y), h(v_x, v_y), 0.9^T I, \left( \frac{v_x}{v_y} \right)^2 \right).$$

The first cost term, $C_M(p_x, p_y)$, is the positional cost of being at the position $(p_x, p_y)$. This positional cost is obtained from the cost map when the map is in use, and directly from the output of the neural network in the case of mapless driving. The second term is a cost for achieving a desired speed $v_y$, the function $h$ denotes the metric used in the cost computation. There are two different modes of driving that we use in our experiments. The first is slow/medium speed driving where the speed target actually describes the speed we want the vehicle to achieve, in this case $h$ is the squared difference. The second mode is high speed driving, where the speed target is set to a value above what is physically possible for the vehicle to obtain (25 m/s in our case). In the second mode we use the absolute value instead of the squared difference. This was done because the absolute value has a constant gradient magnitude (wherever it exists), which enables the target speed to be set arbitrarily high without creating an exploding gradient problem. Note that even though MPPI is a gradient free algorithm, it is still sensitive to gradient magnitudes since trajectories are weighted relative to one another. The third term in the cost is a time-decaying
indicates which is turned on if the track-cost, roll angle, or heading velocity are too high. The final term in the cost is a penalty on the slip angle of the vehicle.

The weighting vector, \( w \), is set to \([200, 4.25, 10000, 10] \) when the speed cost is set as the squared difference, and \([200, 15, 10000, 10] \) when using the absolute difference.

V. EXPERIMENTAL RESULTS

All experimental results are collected using our 1:5 scale AutoRally vehicle at the Georgia Tech Autonomous Racing Facility track 2, shown in Fig. 6. This challenging track includes turns of varying radius including a 180 degree hairpin and S curve, and a long straight section. All results presented in this letter are the vehicle driving autonomously using the camera for localization. The monocular color camera, IMU, and wheel speed sensors are the only sensors used except for the direct CNN map usage case, where vehicle velocities are derived from GPS.

A. CNN Training

We compare our recurrent encoder decoder architecture to two different single frame networks using the training objective (L1 pixel error), dataset particle filter recovered position error, and on-policy driving performance using the MPPI controller. We compare the performance for both the fully trained and leave-one-direction-out case.

Because the recurrent architecture was trained over sequences of data, the network was able to learn several interesting temporal patterns in the input data. It learned to smooth the cost map prediction from frame to frame, so output does not jitter as much as the single frame network. It also learns to integrate information over multiple frames in areas where it is difficult to see where the track goes, such as Fig. 3. This allows the LSTM to produce much better results in difficult or ambiguous areas that cannot be easily interpreted in a single image.

Training data was gathered during the course of normal vehicle testing at the Georgia Tech Autonomous Racing Facility over the course of approximately one year, shown in Fig. 6. Because this system has the ability to learn from any data, on or off policy, we utilize data collected from various experiments. In total, we collect approximately 90k samples. These samples are broken into about 75k training samples and 15k testing samples. The testing samples are taken as full held-out contiguous runs to allow recurrent network testing. In addition to the testing samples, we report validation error on a corpus of data that includes 5 test runs performed during experimentation for this letter and not used in either the training or testing sets.

All samples are labeled with ground truth position and orientation from our RTK-GPS and IMU state estimation, which is typically accurate to several centimeters. Because the GPS is not completely reliable, part of the process of collecting training and testing samples is ensuring GPS based pose is sufficiently accurate during a run for use as ground truth. This ground truth pose is used to automatically label the images with local cost maps from a pre-surveyed track map.

For training, testing, and validation accuracy, we report the average per-pixel frame accuracy as:

\[
A_k = 1 - \frac{1}{N} \sum_{(u,v)} |I_{u,v} - \hat{I}_{u,v}| \tag{5}
\]

where \( N \) is the number of pixels per image and \( I_{u,v} \) is a normalized pixel value in the range 0–1. For accuracy over sequences, each neural network computes an output per frame (with the hidden state propagated through the entire sequence for recurrent networks), and final accuracy reported as the mean per-frame accuracy.

Average training and validation accuracy for the networks is shown in Table I. Since there is no straightforward way to normalize these results for map scale and the number of pixels available, the accuracy is not directly comparable between three large networks and the small \((40 \times 56 \text{ output})\) networks. The LSTM networks achieve significantly better validation error due to learning to integrate information temporally before producing a result. It is apparent from Fig. 3 that this is at least partially due to the networks ability to integrate information over time and correctly identify visually challenging frames. Single frame networks are not able to identify the track in these challenging cases.

B. Particle Filter

Localization performance of the particle filter, as well as real-world performance of the full system, was measured by driving the vehicle at a 6 m/s target speed for 3 laps using each of 5 neural networks (approximately 100 seconds of driving for each condition). These 5 networks are trained in 2 different ways. First, using all available data. This includes clockwise and counterclockwise training data from 7 days of testing. Second, we perform leave-one-direction-out (lodo) testing by training neural networks on only the subset of data where the vehicle is traveling clockwise. All testing and validation is then performed with the vehicle traveling in the opposite, counter-clockwise, direction. Average position error is reported for both the on-policy case where the vehicle is driven using the pose estimate and the off-policy case where the filter is run off-line on recorded data and the error is calculated.

1) Full Dataset Training: In the full training case, all network architectures were able to successfully drive the vehicle in the on-policy condition. The network errors are summarized in Table II. The small recurrent encoder-decoder achieved the best average position error when tested against recorded data for all 8 3-lap on policy runs. It significantly out-performs the
non-recurrent encoder-decoder, demonstrating the benefits of recurrence. Figure 7 shows the position error as a function of ground truth track position. We can see that the error for the recurrent network tends to be concentrated in shorter sections of the track, and that there are some track sections that are difficult for all networks.

2) Leave One Direction Out: We find, in the leave-one-direction-out case, that the encoder-decoder and recurrent encoder-decoder networks are better able to generalize to this new environment and maintain a sufficiently accurate pose than the flat network, as demonstrated in Table III. In the on-policy case, the flat network and the large recurrent encoder-decoder were unable to maintain an accurate pose, and caused the vehicle to crash into a barrier before completing 3 laps. Both small output networks and the large non-recurrent encoder-decoder were able to successfully drive the vehicle at a 6 m/s target speed for 3 laps. In the off-policy case, the particle filter using the flat network failed to initially converge in 2 of 5 cases. The small recurrent encoder-decoder successfully initialized the particle filter and tracked pose through all datasets, with the encoder decoder networks achieving lower overall error than the flat network.

C. Direct Driving

In order to test these methods against previous work, we allow MPPI to plan directly on the output of each image as described in [4]. Both small networks, that output $5 \times 7$ m regions, were unstable using this method and crashed almost immediately. This is due to the output image size being too narrow for the network to plan a reasonable path on. The summary of lap times for the other methods are show in Table IV. However, due to being able to plan for a longer time horizon, the particle filter method achieved shorter lap times over all tested architectures.

D. Performance Limits

In order to test the limits of our localization system, we tasked MPPI with traversing the track as quickly as possible. Using this method, we set a lap time of $27.9 \text{ s at 12.2 m/s (27.3 mph)}$ top speed. Figure 8 shows that the algorithm is able to reliably perform 5 laps while sustaining high speeds and high slip angles. For comparison, our previous best published lap time at this track is $32 \text{ s at 8.5 m/s maximum speed}$, and the best lap in all training data is $29.4 \text{ s at 10.4 m/s}$. This method is able to consistently push the limits of the vehicle and execute aggressive maneuvers using only a monocular camera, IMU, and wheel speed sensors.
VI. CONCLUSION

In this work, we demonstrate a system capable of repeatable aggressive driving on a complex dirt test track using only monocular vision, IMU, and wheel speed measurements. It combines neural network cost map regression from a monocular camera, particle filter based state estimation, and model predictive control running in real time on a rugged, high speed autonomous system. We demonstrate CNN system performance improvement using LSTMs to learn to integrate temporal information. We demonstrate the ability of a particle filter to integrate this information with IMU and wheel speed sensors and produce a high-rate, high accuracy state estimate. We demonstrate the ability of our encoder-decoder network to generalize to traversing the track in a direction it has not seen before by performing leave on direction out experiments on both datasets and on the physical system. Finally, we demonstrate the full system performing at the limits of handling of our platform by executing high speed laps at our test track using only monocular vision for position information.

This work demonstrates the advantages of combining model predictive control with state estimation and learned perception. Where states are well understood, in the case of vehicle pose estimation, we use traditional pose estimation and model predictive control (with vehicle dynamics prediction from control inputs still being learned). The perception system still contains useful state information, but the exact structure of this state is less well understood. Therefore, an LSTM neural network model is the correct tool to model these video input images.

REFERENCES

[1] G. Williams et al., “Information theoretic MPC for model-based reinforcement learning,” in Proc. Int. Conf. Robot. Automat., 2017, pp. 1714–1721.
[2] G. Williams, P. Drews, B. Goldfain, J. M. Rehg, and E. A. Theodorou, “Aggressive driving with model predictive path integral control,” in Proc. IEEE Int. Conf. Robot. Automat., May 2016, pp. 1433–1440.
[3] B. Goldfain et al., “Autorally open platform for aggressive autonomous driving,” IEEE Control Syst. Mag., vol. 39, no. 1, pp. 26–55, 2019.
[4] P. Drews, G. Williams, B. Goldfain, E. A. Theodorou, and J. M. Rehg, “Aggressive deep driving: Combining convolutional neural networks and model predictive control,” in Proc. 1st Annu. Conf. Robot Learn., Nov. 13–15, 2017, vol. 78, pp. 133–142. [Online]. Available: http://proceedings.mlr.press/v78/drews17a.html
[5] Y. Pan et al., “Agile autonomous driving using end-to-end deep imitation learning,” in Proc. Robot., Sci. Syst., Pittsburgh, PA, USA, Jun. 2018.
[6] J. Funke et al., “Up to the limits: Autonomous audi TTS,” in Proc. IEEE Intell. Veh. Symp., Jun. 2012, pp. 541–547.
[7] N. Keivan and G. Sibley, “Realtime simulation-in-the-loop control for agile ground vehicles,” in Proc. Conf. Towards Auton. Robot. Syst., 2013, pp. 276–287.
[8] J. Engel, T. Schöps, and D. Cremers, “LSD-SLAM: Large-scale direct monocular SLAM,” in Proc. Eur. Conf. Comput. Vis., 2014, pp. 834–849.
[9] R. Mur-Artal, J. M. M. Montiel, and J. D. Tardos, “ORB-SLAM: A versatile and accurate monocular SLAM system,” IEEE Trans. Robot., vol. 31, no. 5, pp. 1147–1163, Oct. 2015.
[10] J. Hays and A. A. Efros, “Im2gps: Estimating geographic information from a single image,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2008, pp. 1–8.
[11] A. Kendall and R. Cipolla, “Modelling uncertainty in deep learning for camera relocalization,” in Proc. Int. Conf. Robot. Automat., 2016, pp. 4762–4769.
[12] P. Arbeláez, B. Hariharan, C. Gu, S. Gupta, L. Bourdev, and J. Malik, “Semantic segmentation using regions and parts,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2012, pp. 3378–3385.
[13] J. Long, E. Shelhamer, and T. Darrell, “Fully convolutional networks for semantic segmentation,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2015, pp. 3431–3440.
[14] M. Bojarski et al., “End to end learning for self-driving cars,” arXiv:1604.07316, 2016.
[15] T. Zhang, G. Kahn, S. Levine, and P. Abbeel, “Learning deep control policies for autonomous aerial vehicles with MPC-guided policy search,” in Proc. IEEE Int. Conf. Robot. Automat., May 2016, pp. 528–535.
[16] I. Lenz, R. A. Knepper, and A. Saxena, “DeepMPC: Learning deep latent features for model predictive control,” in Proc. Robot., Sci., Syst., Rome, Italy, 2015.
[17] N. Wahlström, T. B. Schn, and M. P. Deisenroth, “Learning deep dynamical models from image pixels,” in Proc. 17th IFAC Symp. Syst. Identification, Beijing, China, Oct. 19–21, 2015.
[18] C. Schenck and D. Fox, “Visual closed-loop control for pouring liquids,” in Proc. IEEE Int. Conf. Robot. Automat., May 2017, pp. 2629–2636.
[19] C. Chen, A. Seff, A. Kornhauser, and J. Xiao, “DeepDriving: Learning affordance for direct perception in autonomous driving,” in Proc. Proc. Int. Conf. Robot. Automat., 2015, pp. 2722–2730.
[20] I. Miller and M. Campbell, “Particle filtering for map-aided localization in sparse GPS environments,” in Proc. IEEE Int. Conf. Robot. Automat., May 2008, pp. 1834–1841.
[21] C. Rose, J. Britt, J. Allen, and D. Bevly, “An integrated vehicle navigation system utilizing lane-detection and lateral position estimation systems in difficult environments for GPS,” IEEE Trans. Intell. Transp. Syst., vol. 15, no. 6, pp. 2615–2629, Dec. 2014.
[22] M. Abadi et al., “TensorFlow: Large-scale machine learning on heterogeneous systems,” 2015. [Online]. Available: http://tensorflow.org/