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Abstract

Modern black-box predictive models are often accompanied by weak performance guarantees that only hold asymptotically in the size of the dataset or require strong parametric assumptions. In response to this, split conformal prediction represents a promising avenue to obtain finite-sample guarantees under minimal distribution-free assumptions. Although prediction set validity most often concerns marginal coverage, we explore the related but different guarantee of tolerance regions, reformulating known results in the language of nested prediction sets and extending on the duality between marginal coverage and tolerance regions. Furthermore, we highlight the connection between split conformal prediction and classical tolerance predictors developed in the 1940s, as well as recent developments in distribution-free risk control. One result that transfers from classical tolerance predictors is that the coverage of a prediction set based on order statistics, conditional on the calibration set, is a random variable stochastically dominating the Beta distribution. We demonstrate the empirical effectiveness of our findings on synthetic and real datasets using a popular split conformal prediction procedure called conformalized quantile regression (CQR).
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1 Introduction

Black-box predictive models have become popular tools in the advent of large datasets and cheap computing resources. However, the predictive performance of these models is usually subject to weak statistical guarantees that only hold asymptotically in the size of the dataset or require strong parametric assumptions on the data generating process. Both might be unrealistic in practice, therefore the deployment of black-box predictive models is challenging in contexts where safety is key, such as medicine.

A particular line of research aiming to improve this situation is called post-hoc calibration. Consider an arbitrary black-box predictor fitted on a proper training set, where the base predictor is black-box in the sense that we do not seek to understand or modify its behaviour, but instead wrap it into a larger post-hoc calibration algorithm. The purpose of such an algorithm is to calibrate the base predictor so that it satisfies some rigorous statistical guarantees under minimal assumptions. We specifically consider finite-sample guarantees while making no assumptions on the distribution of the underlying data, entering the field of distribution-free predictive inference.

Conformal prediction is a general framework to construct prediction sets that satisfy some distribution-free finite-sample guarantee under the assumption of iid data [1, 2]. The widely studied adaptation focused on in this thesis is called split conformal prediction [3, 4]. For a gentle introduction into conformal prediction we refer to [5] and for a more technical tutorial to [6]. Conformal prediction has been applied in various contexts, such as drug discovery [7], image classification [8], natural language processing [9–11] and voting during the 2020 US presidential election [12]. Although traditionally conformal prediction starts with the definition of a non-conformity score, we follow an alternative but equivalent interpretation leveraging nested prediction sets [13].

Given the base predictor and a calibration set \( \{(X_i, Y_i)\}_{i=1}^n \), we are interested in predicting the label \( Y_{n+1} \) corresponding to a new feature \( X_{n+1} \), while quantifying the corresponding prediction uncertainty. Simply put, the split conformal prediction algorithm inputs the base predictor and the calibration set and outputs a prediction set \( \hat{S}_\lambda(X_{n+1}) \) that contains \( Y_{n+1} \) with some distribution-free finite-sample guarantee of certainty. Note \( \hat{S}_\lambda(X_{n+1}) \) is indexed by a random variable \( \hat{\lambda} \in \Lambda \) that determines the size of the set, where \( \Lambda \subset \mathbb{R} \cup \{\pm \infty\} \) is some closed set.

The most commonly used finite-sample guarantee in distribution-free predictive inference is that of marginal coverage, guaranteeing that a prediction set \( S_\lambda(X_{n+1}) \) contains \( Y_{n+1} \) with a pre-specified confidence level \( 1 - \alpha \in (0, 1) \) on average over the iid sample \( \{(X_i, Y_i)\}_{i=1}^{n+1} \). It is a well-known result what value of \( \hat{\lambda} \) yields marginal coverage in split conformal prediction [3, 4]. The guarantee of a tolerance region\(^1\) slightly differs from marginal coverage, taking explicitly into account that the calibration set is random and thus that the coverage of \( S_\lambda(X_{n+1}) \), conditional on the calibration set, is a random variable. \( S_\lambda(X_{n+1}) \) is an \((\epsilon, \delta)\)-tolerance region if it contains at least a pre-specified proportion \( 1 - \epsilon \in (0, 1) \) of the label population \( \mathcal{Y} \) with at least a pre-specified probability \( 1 - \delta \in (0, 1) \) over the calibration data, see Section 2.3 for a formal definition. The con-

\(^1\)Also known as training conditional validity [14] or probably approximately correct (PAC) coverage [15–17], the latter notion arising from statistical learning theory [18].
nection between marginal coverage and tolerance regions in the context of split conformal prediction is considered in [14].

While conformal prediction has been pioneered in roughly the last two decades, procedures to construct tolerance regions based on order statistics have been studied extensively since the 1940s [19–27]. For a concise treatment we refer to [28] and for a more recent review to [29]. [14] first studied the connection between these ‘classical tolerance predictors’ and split conformal prediction, stating the property of prediction set validity in the traditional statistical language of classical tolerance predictors and interpreting split conformal prediction as a ‘conditional’ version of the classical tolerance predictors proposed in [19, 21].

Exploring the more recent past, [30–32] introduced procedures to obtain finite-sample guarantees using a more general notion of statistical error than the probability of miscoverage, motivated by examples where miscoverage is not the natural notion of error. These ‘distribution-free risk control’ algorithms open new avenues for post-hoc calibration, most notably by calibrating a base predictor leveraging upper confidence bounds on the unknown underlying risk function [31] or through multiple hypothesis testing [32], in the latter case moving into the direction of decision-making. Although the procedures are similar to split conformal prediction, they rely on entirely different proof techniques and the relation to split conformal prediction is not obvious.

1.1 Summary and Outline

This thesis reviews split conformal prediction, classical tolerance predictors and distribution-free risk control within the language of nested prediction sets, and explores the connections between these procedures. Although no new methodology is proposed, we present several novel insights.

First, we reformulate known results regarding tolerance regions in the context of split conformal prediction in the language of nested prediction sets, specifying the value of \( \hat{\lambda} \) that results in an \((\epsilon, \delta)\)-tolerance region. Furthermore, we expand on the duality between marginal coverage and tolerance regions, showing that a split conformal prediction set that satisfies marginal coverage is an \((\epsilon, \delta)\)-tolerance region for certain \( \epsilon, \delta \), and conversely, that a split conformal \((\epsilon, \delta)\)-tolerance region automatically satisfies marginal coverage for certain \( \alpha \). This is an extension of [14, Proposition 2a-2b], which only covers the former relation.

Second, we elaborate on the crucial role of order statistics in the connection between classical tolerance predictors and split conformal prediction. In particular, we prove that the coverage of a split conformal prediction set, conditional on the calibration set, is a random variable stochastically dominating the Beta distribution. To the best of our knowledge, this result has only been hinted at in [14] and mentioned without proof in [5] for label populations following a continuous distribution on \( \mathcal{Y} \). Interestingly, this analytical distribution provides an alternative proof technique to obtain marginal coverage and tolerance regions in split conformal prediction.

Third, our focus with regard to distribution-free risk control lies in getting a better understanding of its relation to split conformal prediction. We show that conformal risk control
(CRC) [30] yields identical prediction sets to split conformal prediction for risks equal to the expectation of the 0-1 loss when the objective of interest is marginal coverage, although CRC applies more general to any bounded monotone risk function. Furthermore, upper confidence bound (UCB) calibration [31] obtains identical prediction sets to split conformal prediction for risks equal to the expectation of the 0-1 loss when the objective of interest is tolerance regions, although UCB calibration applies more general to any monotone risk function. In turn, learn then test (LTT) [32] generalizes UCB calibration and thus split conformal prediction to any risk function.

Finally, we verify our theoretical results by demonstrating how conformalized quantile regression (CQR) [33] can produce prediction sets with valid coverage, using quantile random forest (QRF) [34] as a base predictor. We apply CQR to synthetic and real datasets identical to the datasets used in [33] and demonstrate that any base predictor can be calibrated to produce valid prediction sets using split conformal prediction, independent of the accuracy of the base predictor.

Section 2 introduces notation and a brief outline of distribution-free predictive inference, as well as a formal definition of several finite-sample guarantees. Subsequently, Section 3 proceeds to a brief overview of the split conformal prediction procedure to obtain marginal coverage and tolerance regions, illustrated by CQR. This is followed by Section 4, highlighting the connection between classical tolerance predictors and split conformal prediction. Afterwards, Section 5 discusses distribution-free risk control, in particular the procedures proposed in [30–32]. Section 6 empirically verifies the earlier theoretical results through a case study of CQR. Finally, Section 7 concludes and discusses further research suggestions.

2 Distribution-Free Finite-Sample Guarantees

First, Section 2.1 provides a brief overview of distribution-free predictive inference and introduces some notation. Subsequently, Section 2.2 defines marginal coverage, Section 2.3 defines tolerance regions and Section 2.4 generalizes these guarantees to a more general notion of statistical error.

2.1 Distribution-Free Predictive Inference

Consider an arbitrary base predictor fitted on a proper training set. We focus on post-hoc calibration throughout this thesis, such that we assume the proper training set and thus the base predictor to be fixed. In fact, the post-hoc calibration algorithms we discuss produce valid prediction sets for any given base predictor. As such, all finite-sample guarantees and corresponding probability statements throughout this thesis are conditional on the proper training set.

The calibration set \( \{(X_i, Y_i)\}_{i=1}^n \) of size \( n \) consists of feature vectors \( X_i \in \mathcal{X} \) and labels \( Y_i \in \mathcal{Y} \) drawn from a population \( \mathcal{X} \times \mathcal{Y} \). In general, the optimal split choice between proper training and calibration set depends on the accuracy of the base predictor, e.g. more complex procedures may require a larger proper training set. However, we do not pursue the optimal split choice in this thesis and assume an equal split.
The base predictor and calibration set are leveraged by some post-hoc calibration method to construct a prediction set\(^2\) \(S_\lambda(X_{n+1})\) that contains the label \(Y_{n+1} \in \mathcal{Y}\) corresponding to a new feature \(X_{n+1} \in \mathcal{X}\) with some pre-specified guarantee of certainty. Technically, \(S_\lambda : \mathcal{X} \to \mathcal{Y}'\) is a set-valued random function that maps a feature vector \(X_{n+1} \in \mathcal{X}\) to a set-valued prediction in some space of sets \(\mathcal{Y}'\), e.g. \(\mathcal{Y}' = 2^\mathcal{Y}\). Since \(S_\lambda(X_{n+1})\) is random, we essentially train a functional estimator on the calibration set, but for simplicity we refer to \(S_\lambda(X_{n+1})\) as a prediction set.

The prediction set \(S_\lambda(X_{n+1})\) is indexed by a parameter \(\lambda \in \Lambda\) that determines the size of the set, where \(\Lambda \subseteq \mathbb{R} \cup \{\pm \infty\}\) is some closed set. This gives rise to a sequence of nested prediction sets \(\{S_\lambda(X_{n+1})\}_{\lambda \in \Lambda}\), which is fixed conditional on the proper training set. The sets are nested in the sense that larger values of \(\lambda\) lead to larger prediction sets, i.e.

\[
\forall \lambda_1 \leq \lambda_2 \in \Lambda \implies S_{\lambda_1}(x) \subseteq S_{\lambda_2}(x) \quad \forall x \in \mathcal{X}.
\] (2.1)

Furthermore, the sequence is such that \(S_{\inf \Lambda} = \emptyset\) and \(S_{\sup \Lambda} = \mathcal{Y}\). This nested interpretation of prediction sets is inspired by [13].

The key objective in distribution-free predictive inference is to infer \(\hat{\lambda}\), the smallest value of \(\lambda\) such that \(S_{\hat{\lambda}}(X_{n+1})\) contains \(Y_{n+1}\) with some finite-sample guarantee under minimal distribution-free assumptions. The value of \(\hat{\lambda}\) is random through its dependence on the calibration set. We outline several finite-sample guarantees below.

The underlying assumption often used in distribution-free predictive inference is that the calibration set \(\{(X_i, Y_i)\}_{i=1}^n\) together with the new observation \((X_{n+1}, Y_{n+1})\) is iid or exchangeable. We limit ourselves to iid data in this thesis, although many results discussed hold for exchangeable data as well. There are numerous recent advancements in extending conformal prediction beyond exchangeability, for example regarding covariate shift [35–37], label shift [38], distribution shift [39, 40] and non-exchangeable data such as slowly-changing time-series [41]. These have various applications regarding e.g. causal inference [42–44], survival analysis [45], private prediction sets [46], the design problem [47], spatial data [48], dependent data [49–51] and off-policy evaluation [52].

### 2.2 Marginal Coverage

Perhaps the most basic finite-sample guarantee in distribution-free predictive inference is marginal coverage. A prediction set \(S_{\hat{\lambda}}(X_{n+1})\) with marginal coverage at significance level \(\alpha \in (0, 1)\) contains the new label \(Y_{n+1}\) with confidence level \(1 - \alpha\), on average over the randomness of the data.

**Definition 1 (Marginal Coverage).** A prediction set \(S_{\hat{\lambda}}(X_{n+1})\) satisfies marginal coverage\(^3\) with significance level \(\alpha \in (0, 1)\) if

\[
P[Y_{n+1} \in S_{\hat{\lambda}}(X_{n+1})] \geq 1 - \alpha,\] (2.2)

for any sample size \(n\) and any distribution on \(\mathcal{X} \times \mathcal{Y}\).

\(^2\)Called ‘prediction interval’ or ‘prediction region’ in regression problems with respectively a one- or multi-dimensional population. Furthermore, we would like to point out the difference with the terms ‘confidence set/interval/region’, which pertain to population parameters.

\(^3\)Equivalently called ‘\(\alpha\)-tolerance predictor’ [1] or ‘\(1 - \alpha\) expectation tolerance region’ [53].
Remark 2.1. Marginal coverage holds for any $n$ and is thus a finite-sample guarantee. Furthermore, the result holds for all distributions on $\mathcal{X} \times \mathcal{Y}$ and is thus distribution-free.

Remark 2.2. The probability holds marginally over the calibration set $\{(X_i, Y_i)\}_{i=1}^n$ and the new observation $(X_{n+1}, Y_{n+1})$. This means that marginal coverage guarantees coverage on average over all data $\{(X_i, Y_i)\}_{i=1}^{n+1}$.

We would like to point out the difference with the related but much stronger property of conditional coverage. While marginal coverage specifies a confidence level on average over all $X_{n+1} \in \mathcal{X}$, conditional coverage specifies a confidence level for each $X_{n+1} \in \mathcal{X}$.

This can be formalized as

$$
P\left[ Y_{n+1} \in S_\lambda(X_{n+1}) \mid X_{n+1} = x \right] \geq 1 - \alpha, \quad (2.3)$$

for almost all $x \in \mathcal{X}$, any sample size $n$ and any distribution on $\mathcal{X} \times \mathcal{Y}$. However, in regression problems conditional coverage is impossible to achieve by finite prediction sets without additional assumptions [14, 54]. Under certain conditions, conditional coverage does hold asymptotically [3]. Furthermore, there have been efforts for conditional coverage to approximately hold across regions of the feature space [8, 33, 55–59].

Similarly, class conditional coverage specifies a confidence level for subsets (‘classes’) of the label space $\mathcal{Y}$, such that coverage is approximately balanced across $\mathcal{Y}$. Various authors have demonstrated procedures to achieve (approximate) class conditional coverage [60–64]. Although (class) conditional coverage is of great practical importance in many applications, it is outside of the scope of this thesis.

2.3 Tolerance Regions

Marginal coverage holds on average over the calibration set $\{(X_i, Y_i)\}_{i=1}^n$ and the new observation $(X_{n+1}, Y_{n+1})$. The key idea here is that the calibration set is a finite subset of the population and thus a random quantity, such that not all calibration sets yield coverage exactly equal to $1 - \alpha$. The finite-sample guarantee of a tolerance region\footnote{We can distinguish between a ‘tolerance interval’ and ‘tolerance region’ when the population is respectively one- or multi-dimensional. We use the term tolerance region to address both.} is related to that of marginal coverage, but bounds the probability of a non-representative calibration set. A prediction set is a tolerance region if it is expected to contain at least a pre-specified proportion of the sampled population with a pre-specified probability.

Definition 2 ((\(\epsilon, \delta\))-Tolerance Region). Let $\epsilon, \delta \in (0, 1)$. A prediction set $S_\lambda(X_{n+1})$ is an $(\epsilon, \delta)$-tolerance region\footnote{Equivalently called ‘(\(\epsilon, \delta\))-validity’ [14], ‘probably approximately correct’ (PAC) [17], ‘(\(\epsilon, \delta\))-tolerance predictor’ [1], ‘1 - \delta tolerance region for a proportion 1 - \epsilon’ [53], or ‘(1 - \epsilon)-content tolerance region at confidence 1 - \delta’ [65].} if

$$
P\left[ P\left[ Y_{n+1} \in S_\lambda(X_{n+1}) \mid \{(X_i, Y_i)\}_{i=1}^n \right] \geq 1 - \epsilon \right] \geq 1 - \delta, \quad (2.4)$$

for any sample size $n$ and any distribution on $\mathcal{X} \times \mathcal{Y}$. 

An \((\epsilon, \delta)\)-tolerance region automatically satisfies marginal coverage at significance level \(\epsilon + \delta - \epsilon \delta\). This is apparent by writing the coverage probability of \(S_{\hat{\lambda}}(X_{n+1})\) as

\[
\mathbb{P}[Y_{n+1} \in S_{\hat{\lambda}}(X_{n+1})] = \mathbb{E}\left[\mathbb{P}[Y_{n+1} \in S_{\lambda}(X_{n+1}) \mid \{(X_i, Y_i)\}_{i=1}^n]\right] \\
\geq (1 - \epsilon)\mathbb{P}[Y_{n+1} \in S_{\lambda}(X_{n+1}) \mid \{(X_i, Y_i)\}_{i=1}^n] \geq 1 - \epsilon
\]

by subsequently applying the Law of Total Expectation, Markov’s Inequality and the definition of an \((\epsilon, \delta)\)-tolerance region. This lower bound on marginal coverage for \((\epsilon, \delta)\)-tolerance regions holds for any post-hoc calibration procedure to choose \(\hat{\lambda}\). In the case of split conformal prediction, we show a tighter bound in Section 3.3.

### 2.4 Risk Control

Recently, [30–32] introduced finite-sample guarantees using a more general notion of statistical error than the coverage probability conditional on the calibration set, motivated by applications where the natural notion of error is not the rate of miscoverage. The objective is to control a risk \(R : \Lambda \rightarrow \mathbb{R}\), corresponding to a prediction set \(S_{\lambda}(X_{n+1})\), where a higher risk indicates \(S_{\lambda}(X_{n+1})\) provides worse predictions of \(Y_{n+1}\). If the sequence of nested prediction sets \(\{S_{\lambda}(X_{n+1})\}_{\lambda \in \Lambda}\) is fixed, then the risk is a deterministic function of \(\lambda\) alone. The risk corresponding to \(\hat{\lambda}\) is dependent on the calibration set and thus random.

The notion of marginal risk control (MRC) provides explicit bounds on \(R(\hat{\lambda})\) on average over the data \(\{(X_i, Y_i)\}_{i=1}^{n+1}\), similar to marginal coverage. To the best of our knowledge, MRC has only appeared under the name of conformal risk control (CRC) [30], with the restriction that \(R(\lambda)\) is the expectation of a bounded nested one-dimensional loss function. In turn, the notion of a risk controlling prediction (RCP) [31, 32] provides a related but slightly different guarantee, similar to the notion of a tolerance region.

**Definition 3 (Marginal Risk Control).** A prediction set \(S_{\lambda}(X_{n+1})\) satisfies marginal risk control (MRC) at upper bound level \(\alpha < +\infty\) if

\[
\mathbb{E}[R(\hat{\lambda})] \leq \alpha,
\]

for any sample size \(n\) and any distribution on \(\mathcal{X} \times \mathcal{Y}\).

**Remark 2.3.** If \(R(\hat{\lambda}) = \mathbb{E}[L(Y_{n+1}, S_{\lambda}(X_{n+1})) \mid \{(X_i, Y_i)\}_{i=1}^n]\), where \(L : \mathcal{Y} \times \mathcal{Y} \rightarrow (-\infty, B]\) is a bounded nested loss function for some \(B < +\infty\), then this corresponds to the conformal risk control (CRC) guarantee mentioned in [30].

**Definition 4 ((\(\epsilon, \delta\))-Risk Controlling Prediction).** Let \(\epsilon, \delta \in (0, 1)\). A prediction set \(S_{\lambda}(X_{n+1})\) is an \((\epsilon, \delta)\)-risk controlling prediction (RCP) if

\[
\mathbb{P}[R(\hat{\lambda}) \leq \epsilon] \geq 1 - \delta,
\]

for any sample size \(n\) and any distribution on \(\mathcal{X} \times \mathcal{Y}\).
Remark 2.4. If \( R(\hat{\lambda}) = \mathbb{E}\left[L(Y_{n+1}, S_{\hat{\lambda}}(X_{n+1})) \mid \{(X_i, Y_i)\}_{i=1}^n\right] \), where \( L: \mathcal{Y} \times \mathcal{Y} \to \mathbb{R}_{\geq 0} \) is a nested loss function, then this corresponds to the \((\epsilon, \delta)\)-risk controlling prediction set (RCPS) guarantee mentioned in [31].

Remark 2.5. The parameters \( \alpha \) in MRC and \( \epsilon \) in an \((\epsilon, \delta)\)-RCP do not necessarily represent a probability as in the case of marginal coverage and tolerance regions. Their magnitude depends upon the scale of the risk function.

Oftentimes we take the risk to be the expectation of a continuous nested loss function \( L: \mathcal{Y} \times \mathcal{Y}' \to \mathbb{R}_{\geq 0} \), but risk control is not limited to this particular case or even one-dimensional risks. The loss function is nested in a sense that larger prediction sets lead to smaller losses, i.e. for arbitrary \( x \in \mathcal{X}, y \in \mathcal{Y} \),

\[
\forall \lambda_1 \leq \lambda_2 \in \Lambda \Rightarrow S_{\lambda_1}(x) \subseteq S_{\lambda_2}(x) \Rightarrow L(y, S_{\lambda_1}(x)) \geq L(y, S_{\lambda_2}(x)). \tag{2.8}
\]

We can recover the familiar notion of coverage, conditional on the calibration set, by specifying the risk as the conditional expectation of the 0-1 loss, i.e.

\[
R_{0-1}(\hat{\lambda}) = \mathbb{E}\left[\mathbb{1}\{Y_{n+1} \notin S_{\hat{\lambda}}(X_{n+1})\} \mid \{(X_i, Y_i)\}_{i=1}^n\right] = 1 - \mathbb{P}[Y_{n+1} \in S_{\hat{\lambda}}(X_{n+1}) \mid \{(X_i, Y_i)\}_{i=1}^n]. \tag{2.9}
\]

For risks as in Eq. (2.9), MRC reduces to marginal coverage and an \((\epsilon, \delta)\)-RCP reduces to an \((\epsilon, \delta)\)-tolerance region.

3 Conformal Prediction

Section 3.1 introduces split conformal prediction and specifically the nested set interpretation of split conformal prediction. Afterwards, Section 3.2 and Section 3.3 show how to construct split conformal prediction sets that result in marginal coverage and tolerance regions respectively. Finally, Section 3.4 demonstrates a specific split conformal regression procedure called conformalized quantile regression (CQR).

3.1 Split Conformal Prediction

Conformal prediction is a general framework to construct prediction sets that satisfy some distribution-free finite-sample guarantee under the assumption of iid data. The original specification is called full conformal prediction [1, 2]. A more computationally efficient and widely studied adaptation that splits the available data into a proper training and calibration set is split conformal prediction\(^6\) [3, 4]. However, a clear separation of the available data implies that the calibration set is not used to fit the base predictor and similarly, the proper training set is not used in post-hoc calibration. Several alternatives exist that address this issue, including cross conformal prediction [66], jackknife+ [67] and out-of-bag conformal [68–71]. However, we do not engage with these recent developments.

The traditional definition of split conformal prediction starts with a non-conformity score \( r: \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \), fully determining the conformal prediction procedure. The non-conformity score measures how well an observation \((x, y)\) conforms to the proper training

\(^6\)Originally called ‘inductive conformal prediction’ [4].
set, where larger values indicate less conformity. Recently, [13] proposed an alternative but equivalent view of conformal prediction that starts with the sequence of nested prediction sets \( \{S_\lambda(X_{n+1})\}_{\lambda \in \Lambda} \), from which the non-conformity score function \( r(x, y) \) follows naturally. We follow this nested interpretation here.

The nested sequence of prediction sets \( \{S_\lambda(X_{n+1})\}_{\lambda \in \Lambda} \) is constructed through the base predictor and considered fixed. However, there are various design choices for the sequence similar to the choice of non-conformity score in the traditional definition of conformal prediction. [13, Table 1] contains several examples of \( \{S_\lambda(X_{n+1})\}_{\lambda \in \Lambda} \) in various settings and both adaptive and symmetric expansions around the base predictor. From the sequence of prediction sets follows the non-conformity score function

\[
r(x, y) := \inf\{\lambda \in \Lambda : y \in S_\lambda(x)\},
\]

i.e. the smallest \( \lambda \) such that \( y \) is included in \( S_\lambda(x) \).

Now consider the fresh iid calibration set \( \{(X_i, Y_i)\}_{i=1}^n \). We are interested in \( \hat{\lambda}_{\text{split}} \), the smallest value of \( \lambda \) such that the split conformal prediction set \( S_{\hat{\lambda}_{\text{split}}}(X_{n+1}) \) satisfies some distribution-free finite-sample guarantee. Using the non-conformity score function,

\[
S_{\hat{\lambda}_{\text{split}}}(X_{n+1}) = \{y \in \mathcal{Y} : r(X_{n+1}, y) \leq \hat{\lambda}_{\text{split}}\},
\]

such that \( \hat{\lambda}_{\text{split}} \) can be interpreted as an upper bound on the score function.

### 3.2 Marginal Coverage and Split Conformal Prediction

We are interested in the value of \( \hat{\lambda}_{\text{split}} \) that results in marginal coverage at significance level \( \alpha \in (0, 1) \). To this regard, we take a closer look at the non-conformity score function (Eq. (3.1)). The set of non-conformity scores corresponding to the calibration set is \( \{r_i\}_{i=1}^n \), where \( r_i := r(X_i, Y_i) \).

For a pre-specified significance level \( \alpha \in (0, 1) \), we identify the quantile

\[
\hat{Q}(\alpha) := \frac{1}{n} \left\lceil (1 - \alpha)(n + 1) \right\rceil \text{-th quantile of } \{r_i\}_{i=1}^n,
\]

which is close to the \( (1 - \alpha) \)-th quantile with a slight finite-sample correction. We can equivalently define \( \hat{Q}(\alpha) \) using order statistics as \( \hat{Q}(\alpha) = Q_r([1 - (1 - \alpha)(n + 1)]] \), i.e. the \( \left\lceil (1 - \alpha)(n + 1) \right\rceil \)-th largest element of \( \{r_i\}_{i=1}^n \). This will become relevant in Section 4.

The proposition below, originally shown by [3, 4], summarizes that \( \hat{\lambda}_{\text{split}} = \hat{Q}(\alpha) \) results in marginal coverage at significance level \( \alpha \). The key idea behind this result is that if the sample \( \{(X_i, Y_i)\}_{i=1}^{n+1} \) is iid, then the rank of the non-conformity score \( r_{n+1} \) among \( r_1, \ldots, r_n, r_{n+1} \) is uniform over the set \( \{1, \ldots, n + 1\} \).

**Proposition 1.** Suppose the sample \( \{(X_i, Y_i)\}_{i=1}^{n+1} \) is iid. Then the split conformal prediction set \( S_{\hat{\lambda}_{\text{split}}}(X_{n+1}) \) (Eq. (3.2)) with \( \hat{\lambda}_{\text{split}} = \hat{Q}(\alpha) \) (Eq. (3.3)) satisfies marginal coverage with significance level \( \alpha \in (0, 1) \), i.e.

\[
P[Y_{n+1} \in S_{\hat{\lambda}_{\text{split}}}(X_{n+1})] \geq 1 - \alpha.
\]

\[8\]
Moreover, if the non-conformity scores are almost surely distinct, then the split conformal prediction set is nearly perfectly calibrated, i.e.
\[
\mathbb{P}[Y_{n+1} \in \mathcal{S}_{\hat{\lambda}^{\text{split}}}(X_{n+1})] \leq 1 - \alpha + \frac{1}{n+1}.
\]  

\textbf{Proof.} See Appendix A.1. \hfill \Box

\textbf{Remark 3.1.} No assumptions are made on the distribution of the proper training set, such that it does not need to come from the same distribution as the rest of the data. Furthermore, the result holds both conditional and unconditional on the proper training set, the former implying that split conformal prediction is able to calibrate \textit{any given} base predictor.

\subsection{3.3 Tolerance Regions and Split Conformal Prediction}

Instead of marginal coverage, suppose we are interested in the value of \(\hat{\lambda}^{\text{split}}\) that results in an \((\epsilon, \delta)\)-tolerance region at significance level \(\epsilon, \delta \in (0, 1)\). First, we introduce some notation. Throughout this thesis, \(\text{Bin}(k; m, p)\) denotes the Binomial cumulative distribution function with \(m \geq 1\) trials and success probability \(p \in (0, 1)\), evaluated at a certain number of successes \(0 \leq k \leq m\). For pre-specified \(\epsilon, \delta \in (0, 1)\), we identify the quantile

\[
\hat{P}(\epsilon, \delta) := \left(1 - \frac{1}{n} \sup \left\{ k : \text{Bin}(k; n, \epsilon) \leq \delta \right\}\right) \text{-th quantile of } \{r_i\}_{i=1}^n.
\]  

We can equivalently define \(\hat{P}(\epsilon, \delta)\) using order statistics as \(\hat{P}(\epsilon, \delta) = r_{n - \sup \{k : \text{Bin}(k; n, \epsilon) \leq \delta\}}\), i.e. the \(\left(n - \sup \{k : \text{Bin}(k; n, \epsilon) \leq \delta\}\right)\)-th largest element of \(\{r_i\}_{i=1}^n\). This will become relevant in Section 4. In practice, a numerical method is needed to invert the Binomial distribution. We include tables with conventional values of \(\epsilon, \delta\) and \(n\) in Appendix B.

Proposition 2 below summarizes that \(\hat{\lambda}^{\text{split}} = \hat{P}(\epsilon, \delta)\) results in an \((\epsilon, \delta)\)-tolerance region for iid data. To provide some intuition, the split conformal prediction set \(\mathcal{S}_{\hat{\lambda}^{\text{split}}}(X_i)\) does not cover the label \(Y_i\) if and only if \(r(X_i, Y_i) > \hat{\lambda}^{\text{split}}\). If the sample \(\{(X_i, Y_i)\}_{i=1}^{n+1}\) is iid, then choosing \(\hat{\lambda}^{\text{split}}\) based on the calibration set corresponds to the success probability of \(n\) independent Bernoulli trials \(r(X_i, Y_i) > \hat{\lambda}^{\text{split}}\) and thus a Binomial distribution. See the proof of Proposition 3 for more details.

\textbf{Proposition 2.} Let \(\epsilon, \delta \in (0, 1)\) and suppose the sample \(\{(X_i, Y_i)\}_{i=1}^{n+1}\) is iid. Then the split conformal prediction set \(\mathcal{S}_{\hat{\lambda}^{\text{split}}}(X_{n+1})\) (Eq. (3.2)) with \(\hat{\lambda}^{\text{split}} = \hat{P}(\epsilon, \delta)\) (Eq. (3.6)) is an \((\epsilon, \delta)\)-tolerance region, i.e.

\[
\mathbb{P}\left[\mathbb{P}[Y_{n+1} \in \mathcal{S}_{\hat{\lambda}^{\text{split}}}(X_{n+1}) \mid \{(X_i, Y_i)\}_{i=1}^n] \geq 1 - \epsilon\right] \geq 1 - \delta.
\]  

Moreover, if the non-conformity scores are almost surely distinct, then \(\mathcal{S}_{\hat{\lambda}^{\text{split}}}(X_{n+1})\) is an \((\epsilon, \delta)\)-tolerance region if and only if \(\hat{\lambda}^{\text{split}}\) is at least \(\hat{P}(\epsilon, \delta)\).

\textbf{Proof.} See Appendix A.2. \hfill \Box
As mentioned in Section 2.3, tolerance regions and marginal coverage are closely related. In particular for split conformal prediction, a prediction set that satisfies marginal coverage at level $\alpha$ automatically implies an $(\epsilon, \delta)$-tolerance region for certain $\epsilon, \delta$. Conversely, an $(\epsilon, \delta)$-tolerance region automatically implies marginal coverage at a certain significance level $\alpha$. This is summarized in the proposition below, providing an extension on [14, Proposition 2a-2b], which only covers the former relation.

**Proposition 3.** Let $\alpha, \epsilon, \delta \in (0, 1)$ and suppose the sample $\{(X_i, Y_i)\}_{i=1}^{n+1}$ is iid.

(i) The split conformal prediction set $S_{\hat{\lambda}_{\text{split}}}(X_{n+1})$ (Eq. (3.2)) with $\hat{\lambda}_{\text{split}} = \hat{Q}(\alpha)$ (Eq. (3.3)) is an $(\epsilon, \delta)$-tolerance region if

$$\delta \geq \text{Bin}\left(\lceil \alpha(n + 1) - 1 \rceil; n, \epsilon\right), \quad (3.8)$$

or equivalently

$$\epsilon \geq \inf\{ p : \text{Bin}\left(\lceil \alpha(n + 1) - 1 \rceil; n, p\right) \leq \delta\}. \quad (3.9)$$

Moreover, if the non-conformity scores are almost surely distinct, then the above becomes an ‘if and only if’ statement.

(ii) The split conformal prediction set $S_{\hat{\lambda}_{\text{split}}}(X_{n+1})$ (Eq. (3.2)) with $\hat{\lambda}_{\text{split}} = \hat{P}(\epsilon, \delta)$ (Eq. (3.6)) satisfies marginal coverage at confidence level equal to

$$\mathbb{P}[Y_{n+1} \in S_{\hat{\lambda}_{\text{split}}}(X_{n+1})] \geq 1 - \frac{1}{n+1} \left(\sup \{ k : \text{Bin}(k; n, \epsilon) \leq \delta\} + 1 \right) \quad (3.10)$$

Moreover, if the non-conformity scores are almost surely distinct, then the split conformal prediction set is nearly perfectly calibrated, i.e.

$$\mathbb{P}[Y_{n+1} \in S_{\hat{\lambda}_{\text{split}}}(X_{n+1})] \leq 1 - \frac{1}{n+1} \left(\sup \{ k : \text{Bin}(k; n, \epsilon) \leq \delta\} \right). \quad (3.11)$$

**Proof.** See Appendix A.3.

### 3.4 Conformalized Quantile Regression

To illustrate the split conformal prediction algorithm, we provide an example for regression, i.e. $\mathcal{Y} = \mathbb{R}$. Recently, quantile regression [72] has proven to be an efficient choice of base predictor for split conformal prediction in the context of heteroskedastic data, coined conformalized quantile regression (CQR) [33]. The nested interpretation of CQR given below is inspired by [13].

First, we consider the base predictor. For a pre-specified $\alpha \in (0, 1)$, estimation of the conditional quantile functions $q_{\alpha/2}(\cdot)$ and $q_{1-\alpha/2}(\cdot)$ on the proper training set yields estimates $\hat{q}_{\alpha/2}(\cdot)$ and $\hat{q}_{1-\alpha/2}(\cdot)$ respectively. For simplicity, we assume $\hat{q}_{\alpha/2}(x) \leq \hat{q}_{1-\alpha/2}(x)$ for all $x \in \mathcal{X}$ to avoid the quantile crossing problem [73]. Under certain conditions, the conditional quantile estimators are known to be consistent [74, 75], such that the interval $[\hat{q}_{\alpha/2}(\cdot), \hat{q}_{1-\alpha/2}(\cdot)]$ asymptotically satisfies the desired coverage of $1 - \alpha$. However, this is not guaranteed in finite samples.
To achieve valid coverage in finite-samples, we turn to split conformal prediction. Consider a symmetric increase or reduction around the base predictor to construct the sequence of nested prediction sets \( \{S_\lambda(X_{n+1})\}_{\lambda \in \Lambda} \), i.e. for a specific \( \lambda \in \Lambda \subset \mathbb{R} \cup \{\pm \infty\} \) we have

\[
S_\lambda(x) = [q_{\alpha/2}(x) - \lambda, q_{1-\alpha/2}(x) + \lambda].
\]

(3.12)

Note that larger \( \lambda \) lead to larger prediction sets under the assumption made earlier that \( q_{\alpha/2}(x) \leq q_{1-\alpha/2}(x) \) for all \( x \in \mathcal{X} \). Now the non-conformity score (Eq. (3.1)) becomes

\[
r(x, y) = \inf\{\lambda \in \mathbb{R} : y \in S_\lambda(x)\}
= \inf\{\lambda \in \mathbb{R} : q_{\alpha/2}(x) - \lambda \leq y \leq q_{1-\alpha/2}(x) + \lambda\}
\]

(3.13)
i.e. the smallest \( \lambda \) such that \( y \) is contained in \( S_\lambda(x) \). We can interpret the score function as follows. If \( y \) lies outside the interval \( [q_{\alpha/2}(x), q_{1-\alpha/2}(x)] \), then the score \( r(x, y) \) is positive to account for undercoverage. If \( y \) lies correctly inside the interval \( [q_{\alpha/2}(x), q_{1-\alpha/2}(x)] \), then the score \( r(x, y) \) is non-positive to account for overcoverage.

The set of non-conformity scores \( \{r_i\}_{i=1}^n \) corresponding to the calibration set satisfies \( r_i := r(X_i, Y_i) = \max\{q_{\alpha/2}(X_i) - Y_i, Y_i - q_{1-\alpha/2}(X_i)\} \). For a pre-specified significance level \( \alpha \in (0, 1) \) and \( \hat{\lambda}_{\text{CQR}} = \hat{Q}(\alpha) \), the resulting CQR prediction set is

\[
S_{\hat{\lambda}_{\text{split}}}(X_{n+1}) = [q_{\alpha/2}(X_{n+1}) - \hat{Q}(\alpha), q_{1-\alpha/2}(X_{n+1}) + \hat{Q}(\alpha)].
\]

(3.14)

By Proposition 1, we know that if the sample \( \{(X_i, Y_i)\}_{i=1}^n \) is iid, then the above CQR prediction set satisfies marginal coverage at level \( \alpha \). By Proposition 2, we know that if we replace \( \hat{Q}(\alpha) \) with \( \hat{P}(\epsilon, \delta) \) in Eq. (3.14), then the CQR prediction set is an \((\epsilon, \delta)\)-tolerance region. By Proposition 3, we know that specifying \( \alpha \) results in a tolerance region for certain \( \epsilon, \delta \) and vice versa, specifying \( \epsilon, \delta \) results in marginal coverage for a certain \( \alpha \).

## 4 Distribution of Coverage

This section focuses on the probability of coverage of a new label \( Y_{n+1} \), conditional on the calibration set, corresponding to a split conformal prediction set \( S_{\hat{\lambda}_{\text{split}}}(X_{n+1}) \). In particular, the distribution of this random variable and its relation to classical tolerance predictors of the 1940s. This shows an alternative perspective to the results in Section 3. We would like to point out that Section 4.3 and Section 4.4 are a generalization of the results in [5, Section 3.1-3.2], removing the assumption of almost surely distinct non-conformity scores.

Section 4.1 starts with a historic overview of the rich literature regarding classical tolerance predictors. Then, Section 4.2 outlines the simplest of these predictors and the analytical distribution of the coverage probability of the resulting prediction set. Subsequently, Section 4.3 connects classical tolerance predictors and the analytical distribution of the coverage probability to split conformal prediction. Finally, Section 4.4 extends on the analytical results in the setting of a finite test set.
4.1 Classical Tolerance Predictors

While conformal prediction has been pioneered by Vladimir Vovk and colleagues in roughly the last two decades [1, 2], the first important paper on classical tolerance predictors was written by Wilks in 1941 [19] and the theory further extended throughout the 1940s and early 1950s. Wilks constructed classical tolerance predictors for a continuous univariate population, which was extended to the discontinuous case by [21]. We provide more details on these tolerance predictors in Section 4.2. More than half a century later, [14, Appendix A] showed how to interpret split conformal prediction as a ‘conditional’ version of these classical tolerance predictors. We extend on this in Section 4.3.

The early work on classical tolerance predictors was mainly devoted to the construction of ‘distribution-free’ tolerance predictors. Distribution-free in this context means that the distribution of the coverage of the tolerance predictor, conditional on the observed sample, is independent of the distribution of the sampled population. Distribution-free tolerance predictors are based on order statistics, using the key result from [19] that given a sample from a continuous univariate distribution, the coverage of an interval bounded by an order statistic on each side has a distribution dependent only on those particular order statistics and thus independent of the sampled population. We expand on this in Section 4.2.

Wilks’ classical tolerance predictors were extended to multivariate populations by Wald in 1943 [20]. In turn, Tukey provided an important generalization to tolerance predictors of any general shape in 1947 [22]. The assumption of a continuous population was then removed by [23, 24] and the setting of distribution-free tolerance predictors further extended by [25–27]. Interestingly, [1, p. 257] showed that Tukey’s classical tolerance predictors can be interpreted as a special case of full conformal prediction [1, 2] (not split conformal prediction).

4.2 Simple Tolerance Predictors of Order Statistics

To introduce some intuition behind classical tolerance predictors, we outline Wilks’ classical tolerance predictor [19] for a continuous univariate population on \( \mathbb{R} \) here in full detail. This special case is contained in the more general result including discontinuous univariate populations in [21]. Proposition 4 shows the analytical distribution of the probability of coverage of a tolerance region based on order statistics for a univariate population, given the observed sample. This includes the discontinuous case, but we defer the proof to [21, p. 192].

Let the feature space \( \mathcal{X} \) be a one-element set and suppose a sample \( \{Y_i\}_{i=1}^n \) of \( n \) independent labels \( Y_i \in \mathcal{Y} \) is taken from a continuous univariate distribution \( F_Y \). Ordering the \( Y_i \) in ascending order yields a sample of order statistics \( \{Y_{(i)}\}_{i=1}^n \) such that \( Y_{(1)} < \cdots < Y_{(n)} \).

In addition, define \( Y_{(0)} := -\infty \) and \( Y_{(n+1)} := +\infty \). Note that the \( Y_{(i)} \) are almost surely distinct since we are sampling from a continuous population and thus \( \mathbb{P}[Y_{(i)} = Y_{(j)}] = 0 \) for all \( i, j \).

Wilks’ procedure simply consists of constructing the prediction interval \( Y_{(r)} \leq Y_{n+1} \leq Y_{(s)} \) for some \( 0 \leq r < s \leq n+1 \) based on the sample of order statistics, while choosing \( r \) and \( s \) such that \( Y_{(r)} \leq Y_{n+1} \leq Y_{(s)} \) is an \( (\epsilon, \delta) \)-tolerance region. For simplicity, we exclude the case that both \( r = 0 \) and \( s = n + 1 \), since a new label \( Y_{n+1} \) is contained
in the interval \([Y_0, Y_{n+1}] = (-\infty, +\infty)\) almost surely and the prediction interval is non-informative.

Let Beta\((\theta; m, k)\) denote the regularized incomplete Beta function with \(\theta \in (0, 1)\) and parameters \(m, k > 0\). The prediction interval \(Y_r \leq Y_{n+1} \leq Y_s\) is almost surely and the prediction interval is non-informative.

\[
\text{Beta}(1 - \epsilon; s - r, n - s + r + 1) \leq \delta. \quad (4.1)
\]

This follows directly from the following result on the distribution of the coverage probability, conditional on the calibration set, showing that it is independent of the distribution of the sampled population and that it equals a random variable stochastically dominating a Beta distribution, with equality if the \(Y_i\) are almost surely distinct.

**Proposition 4** (Distribution of Coverage for Univariate Populations). Let \(\{Y_i\}_{i=1}^{n+1}\) be iid from a univariate population. Then, for \(0 \leq r < s \leq n + 1\), the probability of coverage of the prediction interval \(Y_r \leq Y_{n+1} \leq Y_s\), conditional on the observed sample, satisfies

\[
\mathbb{P}[Y_r \leq Y_{n+1} \leq Y_s \mid \{Y_i\}_{i=1}^n] \geq Z, \quad (4.2)
\]

where

\[
Z \sim \text{Beta}(s - r, n - s + r + 1), \quad (4.3)
\]

with equality if the \(Y_i\) are almost surely distinct.

**Proof.** See Appendix A.4.

### 4.3 Distribution of Coverage for Split Conformal Prediction

Now we relate the analytical distribution of coverage for a univariate population to split conformal prediction, leveraging the idea mentioned in [14, Appendix A] to interpret split conformal prediction as a ‘conditional’ version of Wilks’ classical tolerance predictor for a univariate population. Recall the set of non-conformity scores corresponding to the calibration set \(\{r_i\}_{i=1}^n\), where \(r_i = r(X_i, Y_i)\). If the sample \(\{(X_i, Y_i)\}_{i=1}^{n+1}\) is iid, then the non-conformity scores can be interpreted as an iid sample from a univariate population and we can formulate a prediction set based on order statistics similar to Section 4.2.

The set of order statistics corresponding to the non-conformity scores is \(\{r_i\}_{i=1}^n\) such that \(r_{(1)} \leq \cdots \leq r_{(n)}\). We further define \(r_{(0)} := -\infty\) and \(r_{(n+1)} := +\infty\). Now consider the prediction interval \([r_{(0)}, r_{((1-\alpha)(n+1))}]\) and recall that \(\hat{Q}(\alpha) = r_{((1-\alpha)(n+1))}\). Then we can write the split conformal prediction set \(\mathcal{S}_{\text{split}}(X_{n+1})\) (Eq. (3.2)) with \(\hat{Q}_{\text{split}} = \hat{Q}(\alpha)\) (Eq. (3.3)) equivalently as

\[
\mathcal{S}_{\text{split}}(X_{n+1}) = \{y \in \mathcal{Y} : -\infty < r(X_{n+1}, y) \leq r_{((1-\alpha)(n+1))}\}. \quad (4.4)
\]

From Proposition 4 we know that the probability of coverage of the prediction interval \(-\infty < r(X_{n+1}, Y_{n+1}) \leq r_{((1-\alpha)(n+1))}\), conditional on the observed scores \(\{r_i\}_{i=1}^n\), is a random variable stochastically dominating a Beta distribution, with equality if the non-conformity scores are almost surely distinct. This gives the following result for the distribution of the probability of coverage, conditional on the calibration set, corresponding to the split conformal prediction set \(\mathcal{S}_{\text{split}}(X_{n+1})\).
**Proposition 5** (Distribution of Coverage). Let $\alpha \in (0, 1)$ and suppose the sample $\{(X_i, Y_i)\}_{i=1}^{n+1}$ is iid. Then the probability of coverage of the split conformal prediction set $S_{\lambda_{\text{split}}}^{\hat{\lambda}_{\text{split}}} (X_{n+1})$ (Eq. (3.2)) with $\hat{\lambda}_{\text{split}} = \hat{Q}(\alpha)$ (Eq. (3.3)), conditional on the calibration set, satisfies

$$
P[Y_{n+1} \in S_{\lambda_{\text{split}}}^{\hat{\lambda}_{\text{split}}} (X_{n+1}) \mid \{(X_i, Y_i)\}_{i=1}^{n}] \geq Z, \tag{4.5}$$

where

$$Z \sim \text{Beta}([1 - \alpha)(n + 1)], [\alpha(n + 1)]), \tag{4.6}$$

with equality if the non-conformity scores are almost surely distinct.

**Proof.** See Appendix A.5. \qed

**Remark 4.1.** If instead $\hat{\lambda}_{\text{split}} = \hat{P}(\epsilon, \delta)$ (Eq. (3.6)), then under the same assumptions as Proposition 5, the split conformal prediction set $S_{\lambda_{\text{split}}}^{\hat{\lambda}_{\text{split}}} (X_{n+1})$ satisfies Eq. (4.5) where

$$Z \sim \text{Beta}\left(n - \sup\{k : \text{Bin}(k; n, \epsilon) \leq \delta\}, \sup\{k : \text{Bin}(k; n, \epsilon) \leq \delta\} + 1\right). \tag{4.7}$$

This becomes apparent by observing that $\hat{P}(\epsilon, \delta)$ equals $\hat{Q}(\alpha)$ for all $\alpha$ in the interval

$$\frac{1}{n+1}\left(\sup\{k : \text{Bin}(k; n, \epsilon) \leq \delta\} + 1\right) \leq \alpha < \frac{1}{n+1}\left(\sup\{k : \text{Bin}(k; n, \epsilon) \leq \delta\} + 2\right), \tag{4.8}$$

and thus in particular the smallest value in this interval. Note that the strict inequality follows from the ceiling function in $\hat{Q}(\alpha)$.

An interesting property of Proposition 5 is that it contains Proposition 1, Proposition 2 and Proposition 3, providing an alternative, although more elaborate, proof technique using results from classical tolerance predictors. For completeness, we prove all three earlier results using conventional arguments in respectively Appendix A.1, Appendix A.2 and Appendix A.3. Below, we show Proposition 5 contains Proposition 1 and part (i) of Proposition 3. Similar arguments apply to derive Proposition 2 and part (ii) of Proposition 3 by first considering Remark 4.1.

First, we show Proposition 5 contains Proposition 1. Note that the mean of $Z \sim \text{Beta}([1 - \alpha)(n + 1)], [\alpha(n + 1)]$ for a pre-specified $\alpha \in (0, 1)$ satisfies

$$1 - \alpha \leq \mathbb{E}[Z] = 1 - \frac{\alpha(n + 1)}{n + 1} \leq 1 - \alpha + \frac{1}{n + 1}. \tag{4.9}$$

Taking expectations in Eq. (4.5) yields

$$\mathbb{E}\left[P[Y_{n+1} \in S_{\lambda_{\text{split}}}^{\hat{\lambda}_{\text{split}}} (X_{n+1}) \mid \{(X_i, Y_i)\}_{i=1}^{n}] \right] \geq \mathbb{E}[Z] \geq 1 - \alpha, \tag{4.10}$$

i.e. the marginal coverage of $S_{\lambda_{\text{split}}}^{\hat{\lambda}_{\text{split}}} (X_{n+1})$ is at least $1 - \alpha$, obtaining the first part of Proposition 1. If the non-conformity scores are almost surely distinct, then $S_{\lambda_{\text{split}}}^{\hat{\lambda}_{\text{split}}} (X_{n+1})$ has marginal coverage satisfying the bounds in Eq. (4.9), thus obtaining the second part of Proposition 1.
Second, we show Proposition 5 contains part (i) of Proposition 3. From Proposition 5 directly follows that $S_{\lambda_{\text{split}}}(X_{n+1})$ with $\lambda_{\text{split}} = \hat{Q}(\alpha)$ is an $(\epsilon, \delta)$-tolerance region if
\[
\text{Beta}(1 - \epsilon; [(1 - \alpha)(n + 1)], [\alpha(n + 1)]) \leq \delta, \tag{4.11}
\]
where we remind the reader that $\text{Beta}(p; m, k)$ denotes the regularized incomplete Beta function with $p \in (0, 1)$ and parameters $m, k > 0$. This is equivalent to the condition on $\delta$ in part (i) in Proposition 3 by considering the well-known result from probability theory that for all $k, m \in \mathbb{N}$ where $k \leq m$, and all $p \in (0, 1)$,
\[
\text{Beta}(1 - p; m + 1 - k, k) = \text{Bin}(k - 1; m, p), \tag{4.12}
\]
referring to [14, p. 22] for a simple proof. If the non-conformity scores are almost surely distinct, then Proposition 5 implies that $S_{\lambda_{\text{split}}}(X_{n+1})$ is an $(\epsilon, \delta)$-tolerance region if and only if Eq. (4.11) holds, thus obtaining the last part of part (i) of Proposition 3.

### 4.4 Distribution of Empirical Coverage

In practice, we use a finite test set to estimate $\mathbb{P}[Y_{n+1} \in S_{\lambda_{\text{split}}}(X_{n+1}) \mid \{(X_i, Y_i)\}_{i=1}^{n}]$, the probability of coverage of a split conformal prediction set, conditional on the calibration set. Say we have access to a finite iid test set $\{(X_i, Y_i)\}_{i=n+1}^{n+n_{\text{test}}}$ of size $n_{\text{test}}$. Consider $R$ random splits of the available $n + n_{\text{test}}$ datapoints $\{(X_i, Y_i)\}_{i=1}^{n+n_{\text{test}}}$ into a calibration and test set. For $j = 1, \ldots, R$, this yields a calibration set $\{(X_{i,j}, Y_{i,j})\}_{i=1}^{n}$ and a test set $\{(X_{i,j}, Y_{i,j})\}_{i=n+1}^{n+n_{\text{test}}}$. Choosing $\lambda_{\text{split},j}$ based on the calibration set, we subsequently calculate the empirical coverage on the test set $C_j$ according to
\[
C_j := \frac{1}{n_{\text{test}}} \sum_{i=n+1}^{n+n_{\text{test}}} 1\{Y_{i,j} \in S_{\lambda_{\text{split},j}}(X_{i,j})\}, \quad j = 1, \ldots, R. \tag{4.13}
\]

Given the calibration set and iid data, $C_j$ is a consistent estimator for the probability of coverage, conditional on the calibration set, by the Law of Large Numbers. Its distribution is Binomial since $C_j$ is the average of indicator functions. Unconditional on the calibration set, the mean of the Binomial distribution is a random variable, following a Beta distribution by Proposition 5. Therefore, the empirical coverage $C_j$ is a Beta-Binomial random variable, as summarized in Proposition 6. As a general rule of thumb, a small number of test points $n_{\text{test}}$ increases the variance of the empirical coverage $C_j$ and as such, the variance of $C_j$ will be larger than the Beta distribution specified in Proposition 5.

**Proposition 6 (Distribution of Empirical Coverage).** Let $\alpha \in (0, 1), j = 1, \ldots, R$ and suppose the sample $\{(X_i, Y_i)\}_{i=1}^{n+n_{\text{test}}}$ is iid. Then the empirical coverage $C_j$ of the split conformal prediction set $S_{\lambda_{\text{split},j}}(\cdot)$ (Eq. (3.2)) with $\lambda_{\text{split},j} = \hat{Q}_j(\alpha)$ (Eq. (3.3)) satisfies
\[
C_j := \frac{1}{n_{\text{test}}} \sum_{i=n+1}^{n+n_{\text{test}}} 1\{Y_{i,j} \in S_{\lambda_{\text{split},j}}(X_{i,j})\} \sim \frac{1}{n_{\text{test}}} \text{Bin}(n_{\text{test}}, \mu), \tag{4.14}
\]
where
\[
\mu \geq Z \quad \text{and} \quad Z \sim \text{Beta}([(1 - \alpha)(n + 1)], [\alpha(n + 1)]), \tag{4.15}
\]
with equality if the non-conformity scores are almost surely distinct.
Remark 4.2. If the non-conformity scores are almost surely distinct, we write
\[ C_j \sim \frac{1}{n_{\text{test}}} \text{BetaBin}(n_{\text{test}}, [(1 - \alpha)(n + 1)], [\alpha(n + 1)]), \]  
(4.16)
where \( \text{BetaBin}(\ell, m, k) \) is a Beta-Binomial distribution with \( \ell, m, k \in \mathbb{N} \) positive integers.

Remark 4.3. The statistic \( \overline{C} = \frac{1}{R} \sum_{j=1}^{R} C_j \) is an estimate of the marginal coverage of \( S_{\lambda_{\text{split}}}(\cdot) \). The distribution of \( \overline{C} \) does not have a closed form solution, but since \( \overline{C} \) is a random variable stochastically dominating the average of \( R \) independent Beta-Binomial random variables, it satisfies
\[ \mathbb{E}[\overline{C}] = \mathbb{E}[C_j] \geq 1 - \frac{\alpha(n + 1)}{n + 1}, \]
\[ \mathbb{V}[\overline{C}] = \frac{\mathbb{V}[C_j]}{R} \geq \frac{\alpha(n + 1) [(1 - \alpha)(n + 1)] (n + n_{\text{test}} + 1)}{R n_{\text{test}} (n + 1)^2 (n + 2)} = \mathcal{O}\left(\frac{1}{R \min\{n, n_{\text{test}}\}}\right), \]  
(4.17)
with equality if the non-conformity scores are almost surely distinct. Since \( \mathbb{V}[\overline{C}] \to 0 \) as \( R \to \infty \), we have for large \( R \) that \( \overline{C} \) is approximately at least \( 1 - \alpha \). Furthermore, if the non-conformity scores are almost surely distinct, then approximately \( 1 - \alpha \leq \overline{C} \leq 1 - \alpha + \frac{1}{n + 1} \).

Remark 4.4. The statistic \( \hat{\delta} \) given by
\[ \hat{\delta} := \frac{1}{R} \sum_{j=1}^{R} \mathbb{1}\{C_j \leq \text{Beta}(\epsilon; [(1 - \alpha)(n + 1)], [\alpha(n + 1)])\} \]  
(4.18)

is a biased estimate of the parameter \( \delta \) since the finite number of test points \( n_{\text{test}} \) increases the variance of the empirical coverage \( C_j \). A better estimate for \( \hat{\delta} \) is
\[ \overline{\delta} := \frac{1}{R} \sum_{j=1}^{R} \mathbb{1}\{C_j \leq \frac{1}{n_{\text{test}}} \text{BetaBin}(\epsilon; n_{\text{test}}, [(1 - \alpha)(n + 1)], [\alpha(n + 1)])\}. \]  
(4.19)

Then approximately \( \overline{\delta} \leq \hat{\delta} \) in practice with equality if the non-conformity scores are almost surely distinct.

5 Distribution-Free Risk Control

This section shows how new procedures in distribution-free risk control contain split conformal prediction as a special case. Section 5.1 discusses conformal risk control (CRC) [30], Section 5.2 considers upper confidence bound (UCB) calibration [31] and finally Section 5.3 studies learn then test (LTT) [32]. The focus of this section is to get a better understanding of distribution-free risk control, and in particular its relation to split conformal prediction.
5.1 Conformal Risk Control

[30] extended split conformal prediction to conformal risk control (CRC), producing prediction sets that satisfy the MRC (Definition 3) finite-sample guarantee for a subset of risks (Remark 2.3) under the similar assumption of iid data. This includes marginal coverage as a special case for risk functions as in Eq. (2.9). Below, we provide a brief outline of CRC and how it produces identical prediction sets to split conformal prediction if the target guarantee is marginal coverage.

Similar to split conformal prediction, CRC starts with the sequence of nested prediction sets \( \{S_\lambda(X_{n+1})\}_{\lambda \in \Lambda} \), constructed from a given base predictor. The sequence is considered fixed and identical in both CRC and split conformal prediction. The key objective is \( \hat{\lambda}_{\text{CRC}} \), the smallest value of \( \lambda \) such that the prediction set \( S_{\hat{\lambda}_{\text{CRC}}}(X_{n+1}) \) satisfies MRC with significance level \( \alpha \in (-\infty, B] \), under the assumption of an iid sample \( \{(X_i, Y_i)\}_{i=1}^{n+1} \).

CRC applies to bounded monotone risk functions \( R: \Lambda \to (-\infty, B] \) of the form
\[
R(\lambda) = \mathbb{E}[L(Y_{n+1}, S_\lambda(X_{n+1}))],
\]
where \( L: \mathcal{Y} \times \mathcal{Y}' \to (-\infty, B] \) is a bounded nested loss function for some \( B < +\infty \). The loss function is nested (‘monotone’) in the sense of Eq. (2.8). Note that the risk is a deterministic function of \( \lambda \), but the risk corresponding to \( \hat{\lambda}_{\text{CRC}} \) is dependent on the calibration set and thus random.

Consider the iid collection of non-increasing random functions \( \ell_i: \Lambda \to (-\infty, B] \) for \( i = 1, \ldots, n+1 \), where \( \ell_i(\lambda) := L(Y_i, S_\lambda(X_i)) \). Furthermore, write the empirical risk function on the calibration set as \( \hat{R}(\lambda) := \frac{1}{n} \sum_{i=1}^{n} \ell_i(\lambda) \), i.e. the average loss of a prediction set \( S_\lambda(\cdot) \) on the calibration set. Then [30] shows that given the calibration set, \( \hat{\lambda}_{\text{CRC}} \) is
\[
\hat{\lambda}_{\text{CRC}} := \inf \{ \lambda \in \Lambda : \frac{n}{n+1} \hat{R}(\lambda) + \frac{B}{n+1} \leq \alpha \},
\]
such that \( S_{\hat{\lambda}_{\text{CRC}}}(X_{n+1}) \) satisfies MRC with significance level \( \alpha \in (-\infty, B] \). Furthermore, if the \( \ell_i \) are iid from a continuous distribution, then the expected loss is not too conservative, i.e.
\[
\alpha - \frac{2B}{n+1} \leq \mathbb{E}[R(\hat{R}_{\text{CRC}})] \leq \alpha,
\]
In split conformal prediction, we are interested in the conditional probability that a new label \( Y_{n+1} \) is contained in the prediction set \( S_\lambda(X_{n+1}) \). The corresponding risk is the expectation of the 0-1 loss, i.e.
\[
R_{0-1}(\lambda) = \mathbb{E}\left[\mathbb{I}\{Y_{n+1} \not\in S_\lambda(X_{n+1})\}\right] = \mathbb{E}\left[\mathbb{I}\{r(X_{n+1}, Y_{n+1}) > \lambda\}\right],
\]
where the last equality involving the random score function \( r(X, Y) \) (Eq. (3.1)) follows from the fact that \( Y_{n+1} \in S_\lambda(X_{n+1}) \) if and only if \( r(X_{n+1}, Y_{n+1}) \) is at most \( \lambda \) (Eq. (3.2)). A higher risk indicates a higher probability that \( Y_{n+1} \) is not contained in \( S_\lambda(X_{n+1}) \).
The 0-1 loss satisfies the above monotonicity requirement and is bounded by $B = 1$. Furthermore, the MRC guarantee reduces to marginal coverage at significance level $\alpha \in (0, 1)$. The empirical risk $\hat{R}_{0-1}(\lambda)$ is the miscoverage rate of a prediction set $S_{\lambda}(X_{n+1})$ on the calibration set. Now we can write Eq. (5.2) for risks as in Eq. (5.4) as

$$\hat{\lambda}_{CRC} = \inf \{ \lambda \in \Lambda : \frac{1}{n+1} \sum_{i=1}^{n} \mathbb{1}\{r(X_i, Y_i) > \lambda\} + \frac{1}{n+1} \leq \alpha \}$$

$$= \inf \{ \lambda \in \Lambda : \sum_{i=1}^{n} \mathbb{1}\{r(X_i, Y_i) \leq \lambda\} \geq (1 - \alpha)(n+1) \}$$

(5.5)

$$= \inf \{ \lambda \in \Lambda : \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}\{r(X_i, Y_i) \leq \lambda\} \geq \frac{1}{n}[(1 - \alpha)(n+1)] \}$$

$$= \hat{Q}(\alpha).$$

This is identical to the value of $\lambda_{\text{split}}$ specified in Eq. (3.3) which results in marginal coverage. Informally, CRC can be summarized as below. That is, for risks as in Eq. (5.4) using the 0-1 loss, CRC obtains $\hat{\lambda}_{CRC} = \hat{Q}(\alpha)$ such that the corresponding prediction set satisfies marginal coverage at significance level $\alpha$. Split conformal prediction simply relates to the bottom line.

CRC : bounded monotone risks $\rightarrow$ $\hat{\lambda}_{CRC} \rightarrow$ MRC

0-1 loss $\rightarrow$ $\hat{Q}(\alpha) \rightarrow$ marginal coverage

Finally, if the random functions $\ell_i$ are iid from a continuous distribution, the lower bound in Eq. (5.3) holds. [30] shows that the $\ell_i$ are iid if and only if the random score function $r(X, Y)$ follows a continuous distribution. The resulting lower bound in Eq. (5.3) is not as tight as the lower bound presented in Proposition 1. This is an inconsistency of CRC theory with the known results for split conformal prediction and an interesting direction for future research.

5.2 Upper Confidence Bound Calibration

[31] proposed a procedure called upper confidence bound (UCB) calibration to calibrate prediction sets to obtain an $(\epsilon, \delta)$-RCP (Definition 4) for a subset of risks (Remark 2.4) under the similar assumption of iid data. This includes the construction of an $(\epsilon, \delta)$-tolerance region as a special case for risk functions as in Eq. (2.9). In this section, we describe the procedure and show that the tolerance regions obtained through UCB calibration are identical to those obtained through split conformal prediction.

Similar to split conformal prediction, UCB calibration starts with the sequence of nested prediction sets $\{S_{\lambda}(X_{n+1})\}_{\lambda \in \Lambda}$. The objective of interest is $\hat{\lambda}_{UCB}$, the smallest value of $\lambda$ such that the prediction set $S_{\lambda_{UCB}}(X_{n+1})$ is an $(\epsilon, \delta)$-RCP. UCB calibration applies to any monotone risk function $R : \hat{\Lambda} \rightarrow \mathbb{R}$. However, to make the connection to split conformal prediction clear, we define the risk function as the expectation of a continuous loss function, i.e.

$$R(\lambda) = \mathbb{E}[L(Y_{n+1}, S_{\lambda}(X_{n+1}))],$$

(5.6)
where $L : \mathcal{Y} \times \mathcal{Y}^r \to \mathbb{R}_{\geq 0}$ is a nested non-negative loss function. The loss function is nested (‘monotone’) in the sense of Eq. (2.8). Again, note that the risk is a deterministic function of $\lambda$, but the risk corresponding to $\hat{\lambda}_{UCB}$ is dependent on the calibration set and thus random.

A key assumption in UCB calibration is that we have access to a pointwise data-dependent UCB $\hat{R}^+(\lambda)$ for the risk $R(\lambda)$, such that for a pre-specified $\delta \in (0, 1)$,

$$\mathbb{P}[R(\lambda) \leq \hat{R}^+(\lambda)] \geq 1 - \delta, \quad \forall \lambda \in \Lambda.$$  

(5.7)

In practice, we do not have access to the risk function $R(\lambda)$ and instead construct the UCB based on the empirical risk $\hat{R}(\lambda) := \frac{1}{n} \sum_{i=1}^{n} \ell_i(\lambda)$, where the $\ell_i$ are defined as in Section 5.1. The empirical risk is the average loss of a prediction set $S(\cdot)$ on the calibration set.

By searching over the space $\Lambda$, [31] shows that the target $\hat{\lambda}_{UCB}$ satisfies

$$\hat{\lambda}_{UCB} := \inf \{ \lambda \in \Lambda : \epsilon \geq \hat{R}^+(\lambda'), \forall \lambda' \geq \lambda \},$$

(5.8)

i.e. the smallest value of $\lambda$ such that the risk function $R(\lambda')$ is upper bounded by $\epsilon$ for all $\lambda' \geq \hat{\lambda}_{UCB}$. In other words, that the risk $R(\hat{\lambda}_{UCB})$ is at most $\epsilon$ with probability at least $1 - \delta$ and thus that $S_{\hat{\lambda}_{UCB}}(X_{n+1})$ an $(\epsilon, \delta)$-RCP.

In split conformal prediction, the risk function of interest is $R_{0-1}(\lambda)$ as defined in Eq. (5.4). This risk satisfies the above monotonicity requirement. Furthermore, for this risk the $(\epsilon, \delta)$-RCP guarantee reduces to an $(\epsilon, \delta)$-tolerance region. Now the empirical risk on the calibration set becomes

$$\hat{R}_{0-1}(\lambda) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}\{r(X_i, Y_i) > \lambda\}.$$  

(5.9)

[31] introduced the Hoeffding-Bentkus (HB) UCB for bounded loss functions, which is a combination of Hoeffding’s inequality [76] and Bentkus’ inequality [77]. In the case of the 0-1 loss, the Bentkus bound improved by a factor $e$ is the most precise and should always be used. The intuition behind this is that for a fixed $\lambda$ and an iid sample, each $\ell_i$ is an independent Bernoulli trial such that the empirical risk $\hat{R}(\lambda)$ is the mean of a Binomial random variable. The Bentkus bound for the empirical risk on the calibration set becomes

$$\hat{R}_{0-1}^+(\lambda) = \inf \{ p : \text{Bin}(n\hat{R}_{0-1}(\lambda); n, p) \leq \delta \}.$$  

(5.10)

Substituting $\hat{R}_{0-1}^+(\lambda)$ in the definition of $\hat{\lambda}_{UCB}$ yields

$$\hat{\lambda}_{UCB} = \inf \{ \lambda \in \Lambda : \epsilon \geq \inf \{ p : \text{Bin}(n\hat{R}_{0-1}(\lambda); n, p) \leq \delta \} \}$$

$$= \inf \{ \lambda \in \Lambda : \hat{R}_{0-1}(\lambda) \leq \frac{1}{n} \sup \{ k : \text{Bin}(k; n, \epsilon) \leq \delta \} \}$$

$$= \left(1 - \frac{1}{n} \sup \{ k : \text{Bin}(k; n, \epsilon) \leq \delta \} \right) - \text{th quantile of } \{r_i\}_{i=1}^{n}$$

$$= \hat{P}(\epsilon, \delta),$$

(5.11)
where we inverted the Binomial distribution for \( \hat{R}_{0-1}(\lambda) \) in the second step and used
the definition of the non-conformity score function (Eq. (3.1)) in the final step. This is identical to the value of \( \lambda_{\text{split}} \)
that result in an \((\epsilon, \delta)\)-tolerance region, see Proposition 2.

Informally, UCB calibration can be summarized as below. That is, for risks as in Eq. (5.4)
using the 0-1 loss, UCB calibration obtains \( \lambda_{\text{UCB}} = \hat{P}(\epsilon, \delta) \) such that the corresponding
prediction set is an \((\epsilon, \delta)\)-tolerance region. Split conformal prediction simply relates to
the bottom line.

\[
\text{UCB} : \text{monotone risks} \rightarrow \lambda_{\text{UCB}} \rightarrow (\epsilon, \delta) - \text{RCP}
\]

\[
0 - 1 \text{ loss} \rightarrow \hat{P}(\epsilon, \delta) \rightarrow (\epsilon, \delta) - \text{tolerance region}
\]

### 5.3 Learn Then Test

[32] generalized UCB calibration to allow for a more general notion of statistical error
than only monotonic risk functions, coined learn then test (LTT). To this extend, the
problem of risk control is recast as a multiple testing problem, linking distribution-free
predictive inference to the rich literature on multiple hypothesis testing. Here, we provide
a very brief introduction and highlight the connection to UCB calibration and thus split
conformal prediction.

Although the LTT framework is designed to be able to control multiple risks simultaneously,
for the purposes of this thesis we restrict ourselves to a one-dimensional risk. The goal of LTT is to find a set \( \hat{\Lambda}_{\text{LTT}} \subseteq \Lambda_{\text{LTT}} \) such that for all \( \lambda \in \hat{\Lambda}_{\text{LTT}}, S_{\lambda}(X_{n+1}) \) is an
\((\epsilon, \delta)\)-RCP. An important difference with UCB calibration is that the LTT procedure requires a discrete grid \( \Lambda_{\text{LTT}} = \{\lambda_1, \ldots, \lambda_N\} \), such that if \( \Lambda_{\text{LTT}} \) is not already discrete, it
must be discretized.

First, each \( \lambda_j \in \Lambda_{\text{LTT}} = \{\lambda_1, \ldots, \lambda_N\} \) is associated with a null hypothesis
\[
\mathcal{H}_j : R(\lambda_j) > \epsilon.
\]

Rejecting \( \mathcal{H}_j \) corresponds to selecting \( \lambda_j \) as a point such that \( S_{\lambda_j}(X_{n+1}) \) is an \((\epsilon, \delta)\)-RCP.
For each \( \mathcal{H}_j \), a finite-sample valid \( p \)-value is calculated using an UCB, for example the HB bound for bounded losses introduced in [31], \( p_j \) is a valid \( p \)-value for \( \mathcal{H}_j \) if and only if \( p_j \)
has a distribution that stochastically dominates the standard uniform distribution \( U[0, 1] \),
i.e. for all \( u \in [0, 1], P[p_j \leq u] \leq u \).

Many nearby \( p \)-values are often highly dependent, since the same calibration set is used
to estimate them. The challenge is to reject as many \( \mathcal{H}_j \) as possible, while limiting the
false positive rate by a pre-specified level \( \delta \in (0, 1) \). To do so, the familywise-error rate (FWER) [78]
needs to be controlled. An FWER controlling algorithm is such that
even for the largest value in \( \hat{\Lambda}_{\text{LTT}} \), the corresponding prediction set \( S_{\sup \lambda \in \hat{\Lambda}_{\text{LTT}}}(X_{n+1}) \) is an
\((\epsilon, \delta)\)-RCP. The simplest example is the Bonferroni correction [79, 80], yielding
\( \hat{\Lambda}_{\text{LTT}} = \{\lambda_j : p_j < \frac{\delta}{|\hat{\Lambda}_{\text{LTT}}|}\} \).

A refinement of the Bonferroni correction is called fixed sequence testing [32, 78], leveraging the dependency of \( p \)-values for nearby \( \lambda \) and the corresponding smoothness with \( \lambda \). In other words, oftentimes hypotheses are rejected in clusters of nearby \( \lambda \). ‘Fixed
sequence’ refers to the prior ordering of $\lambda$ roughly from most likely to least likely to be rejected. Testing the sequence using $p_j \leq \delta$ until the first rejection yields a set of all hypotheses rejected so far. [32] shows that such an algorithm is guaranteed to control the FWER. The intuition behind the improvement compared to the Bonferroni correction is that the goal is not to reject as many hypotheses as possible, therefore limiting the multiplicity correction.

In the case of split conformal prediction, we have a monotonic non-increasing risk function as in Eq. (5.4). Using a closed discrete set $\Lambda_{LTT} \subset \mathbb{R} \cup \{\pm\}$, we can use fixed sequence testing with the reverse natural ordering to obtain $\hat{\Lambda}_{LTT}$, starting at $\sup \Lambda_{LTT}$ and proceeding to $\inf \Lambda_{LTT}$. In combination with the exact $p$-values in Eq. (5.10), this results in essentially the same procedure as UCB calibration. One minor difference is that UCB calibration allows for a continuous space $\Lambda$, such that $\hat{\Lambda}_{LTT}$ might not contain $\hat{\lambda}_{UCB}$, although this difference is negligible for a finely grained grid.

6 Experiments

This section empirically validates the theoretical results in Section 3 and Section 4 in the context of regression, using conformalized quantile regression (CQR) [33] in combination with a quantile random forest (QRF) [34] base predictor. Section 6.1 outlines the procedures and hyper-parameter tuning. Subsequently, Section 6.2 benchmarks the tolerance regions produced by CQR against QRF without conformalization on a synthetic dataset. Then, Section 6.3 shows CQR correctly calibrates any QRF base predictor on synthetic data as well as 4 real datasets. For all experiments mentioned in this thesis, we make extensive use of the codebase provided by [33].

6.1 Conformalized Quantile Random Forests

We refer the reader back to Section 3.4 for an outline of CQR, which is conveniently implemented in the package-style codebase provided with [33]. In the experiments below we use a QRF base predictor, implemented in the package sklearn. The hyper-parameters of the QRF base predictor are the package defaults, except that we set the number of trees to 100 and the minimum number of leaves required at a node to 40. The quantile crossing problem cannot affect QRFs [33].

[33] showed that this combination of base predictor and split conformal procedure is one of the top performing methods among standard and locally adaptive versions of split conformal prediction. However, we would like to remind the reader that the focus of this thesis is on prediction set validity, not efficiency. The prediction set size is highly dependent on the accuracy of the base predictor, but for computational reasons we operate a relatively small random forest. Therefore, the resulting prediction intervals might not be optimal in terms of size. Using a different base predictor or a thorough tuning process of hyper-parameters might result in smaller intervals, while preserving the finite-sample coverage guarantee.

7https://github.com/yromano/cqr
Following [33], we tune the nominal quantiles of the QRF base predictor using cross-validation. In other words, we select the nominal quantiles that result in the shortest prediction intervals after calibration averaged over 10 folds of the proper training set, such that the target coverage of the base predictor is not exactly $1 - \alpha$. This is because quantile regression is often too conservative, resulting in unnecessarily wide prediction intervals. Tuning the nominal quantiles of the base predictor does not invalidate the finite-sample coverage guarantee, but it might result in shorter intervals.

For the sake of comparison, we include a QRF without conformalization as a baseline predictor in Section 6.2. Since QRF does not require a calibration set, we use the calibration set as additional training data. To ensure a fair comparison, the hyper-parameters are identical to the QRF base predictor in CQR, except that the nominal quantiles are fixed to $q_{\alpha/2}$ and $q_{1-\alpha/2}$. QRF without conformalization has asymptotic coverage of $1 - \alpha$, but does not have a finite-sample coverage guarantee.

Throughout this thesis, the target tolerance region is fixed at $\epsilon = \delta = 0.1$. The full training set is consistently split into a proper training and calibration set of equal size. Given the size of the calibration set $n$, we obtain a target significance level $\alpha$ for marginal coverage through Proposition 3. The focus of the experiments lies on demonstrating prediction set validity, i.e. showing that the fitted prediction sets are $(\epsilon, \delta)$-tolerance regions and satisfy marginal coverage at significance level $\alpha$. To this extend, we use the statistics $\overline{C}$ (Remark 4.3) and $\overline{d}$ (Remark 4.4) as estimators of the parameters $1 - \alpha$ and $\delta$. We use $R = 1000$ trials in all experiments.

### 6.2 Synthetic Example

We start with simulated heteroskedastic data with outliers, identical to the synthetic example in [33]. Although [33] presented this example to illustrate the importance of adaptivity in conformal prediction, we focus on demonstrating prediction set validity in the context of tolerance regions.

The data consists of iid uni-variate features $X_i$ from a uniform distribution $U[1, 5]$. The corresponding labels $Y_i$ are sampled as

$$Y_i \sim \text{Pois} (\sin^2 (X_i) + 0.1) + 0.03X_i \gamma_{1,i} + 251 \{U_i < 0.01\} \gamma_{2,i},$$  \hspace{1cm} (6.1)

where the $\gamma_{1,i}, \gamma_{2,i} \sim \mathcal{N}(0, 1)$ are iid standard normal noise and the $U_i \sim U[0, 1]$ are iid standard uniform. Note that the last term creates a few but large outliers.

We generate a proper training set of size $n_{\text{train}} = 1000$ and a calibration set of size $n = 1000$. Furthermore, we generate a test set of size $n_{\text{test}} = 5000$. Given $\epsilon = \delta = 0.1$ and the size of the calibration set $n$, Proposition 3 yields that a CQR prediction set with $\lambda_{\text{CQR}} = 0.913\%$-th quantile of the set of non-conformity scores $\{r_{i}\}_{i=1}^{n}$ yields an $(0.1, 0.1)$-tolerance region. Furthermore, it has marginal coverage of $91.21\%$ ($\alpha = 0.0879$).

Fig. 1a visualises the test set on the full range of the label population $\mathcal{Y}$ and Fig. 1b shows the test set on a ‘zoomed in’ subsection of $\mathcal{Y}$. We observe clear heteroskedasticity and several large outliers. Furthermore, Fig. 1b shows one instance of the CQR prediction
interval and corresponding QRF predicted quantiles. To provide some intuition, the absolute difference between one of the predicted quantiles and the CQR prediction set equals $\lambda_{CQR}$. The QRF base predictor without calibration achieves empirical coverage of 83.98% on the test set. Note that this is intentionally lower than $1 - \alpha$, since the nominal quantiles of the base predictor are tuned using cross-validation. Interestingly, the algorithm selects nominal quantiles below the nominal level, because the QRF base predictor seems to be too conservative. The CQR prediction interval achieves empirical coverage of 92.26%, well above the target level, with an average interval length of 2.09. Notice in Fig. 1b how the length of constructed interval varies with $X$, reflecting adaptivity of the CQR prediction interval.

(a) Full range scatterplot of test data.  
(b) CQR Prediction Interval

Figure 1: Test data visualization and CQR prediction interval.

To validate CQR does in fact produce the correct $(\epsilon, \delta)$-tolerance region, we repeat the above procedure for $R = 1000$ trials. That is, we generate a proper training, calibration and test set $R$ times and construct prediction sets using CQR. For each trial, we record the empirical coverage of the CQR prediction set on the test set and the average length of the CQR prediction interval. For the sake of comparison, we fit a QRF without conformalization on a combined proper training and calibration set and similarly record the empirical coverage and average interval length.

Fig. 2a shows a histogram of the empirical coverage on the test set after $R$ trials. In addition, Fig. 2a contains a Beta($[(1 - \alpha)(n + 1)], [\alpha(n + 1)]$) and BetaBin($n_{test}, [(1 - \alpha)(n + 1)], [\alpha(n + 1)]$) distribution. For $n_{test} = 5000$, the Beta-Binomial distribution is very close to the Beta distribution. We observe that the CQR empirical coverage coincides with the Beta-Binomial distribution, as the theory in Proposition 6 suggests. We observe that QRF without conformalization tends to undercover. This is unsurprising, since QRF does not have a finite-sample coverage guarantee, and demonstrates the importance of the post-hoc calibration.

Fig. 2b shows a histogram of the average interval lengths after $R$ trials. We observe that generally, CQR yields shorter interval lengths than QRF. This is likely due to the tuning of the nominal quantiles of the base predictor in CQR, which might result in shorter prediction intervals. In addition, the base predictor occasionally overcovers, which is mitigated by the signed conformity scores of Eq. (3.13).

The above observations are confirmed by the statistics displayed in Table 1. The average
empirical coverage $\overline{C}$ after $R$ trials is very close to the target $1 - \alpha$ for CQR, while QRF without conformalization undercovers. As expected, $\overline{\delta}$ is close to 10% for CQR, while QRF is unsurprisingly not able to control $\delta$. The average interval length is a bit more than 8% shorter in CQR than QRF.

| Method | $n_{\text{train}}$ | $n$ | $n_{\text{val}}$ | $1 - \alpha$ (%) | $\overline{C}$ (%) | $\delta$ (%) | $\overline{\delta}$ (%) | Avg. Length |
|--------|-----------------|-----|----------------|-------------------|-------------------|-------------|----------------|-------------|
| CQR    | 1000            | 1000| 5000           | 91.21             | 91.22             | 10.00       | 9.70            | 2.15        |
| QRF    | 2000            | 0   | 5000           | 91.21             | 90.23             | 10.00       | 33.20           | 2.34        |

Table 1: Statistics corresponding to Fig. 2 for the experiment on synthetic data of CQR versus QRF without conformalization. $R = 1000$ trials. See Remark 4.3 and Remark 4.4 for the definition of $\overline{C}$ and $\overline{\delta}$.

An important detail in the setup of the above experiments is that for each of $R$ trials, a new base predictor is fit on the proper training set. As such, Table 1 demonstrates that the CQR prediction sets are $(\epsilon, \delta)$-tolerance regions on average over the proper training set, i.e. unconditional on the base predictor. However, the theoretical results in this thesis hold conditional on the proper training set and thus for any base predictor. In the following section we demonstrate on synthetic and real data that CQR produces valid prediction sets for any base predictor, not only on average.

### 6.3 Calibrating a Given Base Predictor

We construct tolerance regions by conformalizing 10 QRF base predictors on synthetic data as well as 4 popular benchmark datasets for regression, namely bike-sharing (bike) [81], Tennessee’s student teacher achievement ratio (star) [82], community and crimes (community) [83] and concrete compressive strength (concrete) [84]. Note that this is a subset of the 11 benchmark datasets used in [33], excluding large datasets for computational reasons. We do not benchmark against QRF without conformalization, since the focus here is to demonstrate post-hoc calibration for any base predictor using CQR.
Throughout the 10 runs, we randomly reserve 40% of the available data for the proper training set to train a QRF base predictor. The remaining data is randomly split $R = 1000$ times into a calibration set of size equal to 40% of the total data and a test set equal to 20% of the total data. The features are standardized to have zero mean and unit variance using sample means and variance computed on the proper training set. The labels are rescaled by dividing by the mean absolute value of the labels in the proper training set. For each trial, the same base predictor is calibrated on a new calibration set and subsequently validated on the test set. This makes a total of 10 runs of $R = 1000$ trials on 5 datasets for a total of 50000 experiments.

Fig. 3 shows histograms of empirical coverage and average interval lengths of $R$ trials for one base predictor. We observe that for each dataset, the histogram of empirical coverage coincides with the plotted $\text{BetaBin}(n_{\text{test}}, [(1 - \alpha)(n + 1)], [\alpha(n + 1)])$ distribution. For small values of $n_{\text{test}}$, the $\text{BetaBin}$ distribution is clearly distinct from the plotted $\text{Beta}([(1 - \alpha)(n + 1)], [\alpha(n + 1)])$ distribution. The histograms confirm that CQR correctly controls the empirical coverage on each dataset, even in the case of real data where the assumption of iid data is never fully satisfied.

Table 2 reports relevant statistics to Fig. 3 on average over 10 base predictors. We observe that the average empirical coverage on each dataset is very close to the target coverage. Furthermore, $\delta$ is reasonably close to 10% in most cases, showing CQR produces valid tolerance regions. The prediction sets for the bike and community datasets are too conservative, possibly because the iid assumption is not fully satisfied.

Finally, we obtain reasonably small interval lengths for most datasets when comparing to the baseline interval length set in [33]. However, the average interval length for the bike and concrete datasets have almost doubled as compared to [33]. This might be due to the difference in base predictor and hyper-parameter tuning, but in the case of concrete also partly due to a higher target coverage, as the difference with the fixed $\alpha = 0.1$ used in [33] is almost 2%.

| Dataset  | p | $n_{\text{train}}$ | n  | $n_{\text{val}}$ | $1 - \alpha$ (%) | $\overline{C}$ (%) | $\delta$ (%) | $\overline{\delta}$ (%) | Avg. Length |
|----------|---|-------------------|----|-------------------|-----------------|-----------------|-------------|-----------------|------------|
| synthetic| 1 | 1000              | 1000| 5000              | 91.21           | 91.22           | 10.00       | 9.78            | 2.18       |
| bike     | 18| 4354             | 4354| 2178             | 90.59           | 90.65           | 7.75        | 1.13            |            |
| star     | 39| 864              | 864 | 433              | 91.33           | 91.35           | 10.00       | 10.16           | 0.18       |
| community| 100| 797           | 797 | 400              | 91.35           | 91.50           | 10.00       | 7.79            | 1.61       |
| concrete | 8 | 412              | 412 | 206              | 92.01           | 92.04           | 10.00       | 10.80           | 1.05       |

Table 2: Conformalizing 10 QRF base predictors each with $R = 1000$ trials on a synthetic dataset and 4 real datasets to obtain $(0.1, 0.1)$-tolerance regions. See Remark 4.3 and Remark 4.4 for the definition of $\overline{C}$ and $\overline{\delta}$. See Fig. 3 for a histogram of the empirical coverage of 1 base predictor.

### 7 Conclusion

In this thesis, we study marginal coverage and tolerance regions in the context of split conformal prediction, classical tolerance predictors and distribution-free risk control.
though marginal coverage is a widely studied finite-sample guarantee, it is often not the objective of interest in practice. Meanwhile, tolerance regions have received an increasing amount of interest in recent years. We reformulate tolerance regions in the context of split conformal prediction, that have been studied by [14], in the language of nested prediction sets of [13]. Furthermore, we extend on the duality between the two finite-sample guarantees, showing that a prediction set that satisfies marginal coverage is an $(\epsilon, \delta)$-tolerance region for certain values of $\epsilon, \delta$, and that a split conformal tolerance region automatically satisfies marginal coverage for certain $\alpha$. How tolerance regions relate to other finite-sample guarantees, such as (class) conditional coverage, is an open question.
Furthermore, [14] connected split conformal prediction to the rich literature on classical
tolerance predictors, in particular by interpreting split conformal prediction as a ‘condi-
tional version’ of the procedures in [19, 21]. That is, if the sample \( \{(X_i, Y_i)\}_{i=1}^{n+1} \) is iid,
then the non-conformity scores in split conformal prediction can be interpreted as an iid
sample from a univariate population so that we can formulate a split conformal prediction
set based on univariate order statistics. Drawing from this connection, we prove that the
distribution of coverage of a split conformal prediction set, conditional on the calibration
set, stochastically dominates the Beta distribution. Whether a similar analytical distribu-
tion based on order statistics can be formulated in distribution-free risk control is an
interesting direction for future research.

In the context of distribution-free risk control, we demonstrate that split conformal pre-
diction sets satisfying marginal coverage are contained as a special case in CRC [30] for
risks equal to the expectation of the 0-1 loss. Furthermore, for these risks the prediction
sets obtained through UCB calibration [31] are identical to the tolerance regions obtained
through split conformal prediction. Finally, LTT [32] yields identical prediction sets to
UCB calibration and thus split conformal prediction for risks equal to the expectation of
the 0-1 loss, i.e. when the objective of interest is tolerance regions. Therefore, in ap-
plications where the natural notion of error is miscoverage, we see no reason to prefer
any of the above algorithms over split conformal prediction. An unexplored avenue in
distribution-free risk control is the relation of conformal risk control to upper confidence
bound calibration and whether a unified procedure is able to generalize split conformal
prediction with respect to both marginal coverage and tolerance regions. In other words,
whether and in what ways Proposition 3 generalizes to monotone risk functions.

Finally, we obtain empirical results in line with theory through a case study of CQR
on synthetic and real datasets, identical to the datasets used in [33]. We demonstrate
that we are able to strictly control the coverage of a prediction set so that we obtain an
\((\epsilon, \delta)\)-tolerance region, while the prediction set sizes roughly coincide with the baseline
set in [33]. Although a more complex base predictor and tuning process might improve
efficiency, our experiments illustrate prediction set validity independent of the accuracy
of the base predictor. Combining split conformal prediction with efficient base predictors
in various contexts is a research direction of great practical importance.
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A Proofs

A.1 Proposition 1

Proof. See the proof of [33, Theorem 1]. To address some notational differences, \( n \) denotes the size of the full training set, \( \mathcal{I}_1 \) and \( \mathcal{I}_2 \) denote the set of indices of respectively the proper training and calibration set, \( C(X_{n+1}) \) denotes \( \mathcal{S}_{\lambda_{\text{split}}}(X_{n+1}) \), the \( E_i \) denote the conformity scores \( r_i \) and \( Q_{1-\alpha}(E, \mathcal{I}_2) \) denotes \( \hat{\lambda}_{\text{split}} = \hat{Q}(\alpha) \). Finally, note that the result also holds under the weaker assumption of exchangeability and both conditional and unconditional on the proper training set. This concludes the proof.

□

A.2 Proposition 2

Proof. We proof Proposition 2 as a corollary of Proposition 3. Note that \( \hat{P}(\epsilon, \delta) \) equals \( \hat{Q}(\alpha) \) if and only if

\[
\frac{1}{n+1} \left( \sup \{ k : \text{Bin}(k; n, \epsilon) \leq \delta \} + 1 \right) < \frac{1}{n+1} \left( \sup \{ k : \text{Bin}(k; n, \epsilon) \leq \delta \} + 2 \right),
\]

(A.1)

where the strict inequality follows from the ceiling function in \( \hat{Q}(\alpha) \). For all \( \alpha \) in this interval, substitution into Eq. (3.8) yields

\[
\delta \geq \text{Bin}(\sup \{ k : \text{Bin}(k; n, \epsilon) \leq \delta \}; n, \epsilon)
\]

(A.2)

which holds arbitrarily for all \( \epsilon, \delta, n \). Then by Proposition 3, the split conformal prediction set \( \mathcal{S}_{\lambda_{\text{split}}}(X_{n+1}) \) (Eq. (3.2)) with \( \hat{\lambda}_{\text{split}} = \hat{P}(\epsilon, \delta) \) (Eq. (3.6)) is an \((\epsilon, \delta)\)-tolerance region. If the non-conformity scores are almost surely distinct, then Eq. (3.8) is a necessary and sufficient condition for \( \mathcal{S}_{\lambda_{\text{split}}}(X_{n+1}) \) with \( \hat{\lambda}_{\text{split}} = \hat{Q}(\alpha) \) to be an \((\epsilon, \delta)\)-tolerance region. As Eq. (3.8) arbitrarily holds for all \( \epsilon, \delta, n \) for \( \hat{\lambda}_{\text{split}} = \hat{P}(\epsilon, \delta) \), we obtain the last part of Proposition 2.

□

A.3 Proposition 3

Proof. First we show part (i). This proof is an adaptation of the proof of [14, Proposition 2a-2b]. Define

\[
r^* := \sup \left\{ r : \mathbb{P}[r(X_{n+1}, Y_{n+1}) > r \mid \{(X_i, Y_i)\}_{i=1}^n] > \epsilon \right\}.
\]

(A.3)

as the largest value of the score function such that the probability of observing a score larger than \( r^* \) given the calibration set is larger than \( \epsilon \). Further define

\[
\epsilon' := \mathbb{P}[r(X_{n+1}, Y_{n+1}) > r^* \mid \{(X_i, Y_i)\}_{i=1}^n],
\]

\[
\epsilon'' := \mathbb{P}[r(X_{n+1}, Y_{n+1}) \geq r^* \mid \{(X_i, Y_i)\}_{i=1}^n].
\]

(A.4)
We must have $\epsilon' \leq \epsilon \leq \epsilon''$ with equality if and only if the random score function $r(X, Y)$ (Eq. (3.1)) follows a continuous distribution.

For both $\epsilon' = \epsilon$ and $\epsilon' < \epsilon$, the probability of miscoverage conditional on the calibration set is greater than $\epsilon$ if and only if $\tilde{Q}(\alpha) < r^*$. Recall that $\tilde{Q}(\alpha) = r((1(\alpha);(n+1)))$, i.e. the $\left((1 - \alpha)(n + 1)\right)$-th largest element of $\{r_i\}_{i=1}^n$. Then $\tilde{Q}(\alpha) < r^*$ if and only if at most $\left\lfloor\alpha(n + 1) - 1\right\rfloor$ points in the calibration set $\{(X_i, Y_i)\}_{i=1}^n$ are such that $r(X_i, Y_i) \geq r^*$. Since the sample is iid, the probability of at most $\left\lfloor\alpha(n + 1) - 1\right\rfloor$ miscoverage conditional on the calibration set is

$\Pr\left[ B'' \leq \left\lfloor\alpha(n + 1) - 1\right\rfloor \right] \leq \Pr\left[ B \leq \left\lfloor\alpha(n + 1) - 1\right\rfloor \right], \tag{A.5}$

where $B'' \sim \text{Bin}(n, \epsilon'')$ and $B \sim \text{Bin}(n, \epsilon)$ follow a Binomial distribution with $n$ trials and success probability $\epsilon''$ and $\epsilon$ respectively. The inequality follows from the property that for fixed $k$ and $m$, the Binomial cumulative distribution function $\text{Bin}(k; m, p)$ is decreasing in the success probability $p$. See [14] (p.6) for a straightforward proof of this Binomial property.

We know that $S_{\lambda_{\text{split}}}(X_{n+1})$ is an $(\epsilon, \delta)$-tolerance region if

$\delta \geq \Pr\left[ r(X_{n+1}, Y_{n+1}) > \tilde{Q}(\alpha) \mid \{(X_i, Y_i)\}_{i=1}^n \right] > \epsilon. \tag{A.6}$

Using Eq. (A.5), we know that Eq. (A.6) holds if (not only if)

$\delta \geq \Pr\left[ B \leq \left\lfloor\alpha(n + 1) - 1\right\rfloor \right] = \text{Bin}(\left\lfloor\alpha(n + 1) - 1\right\rfloor; n, \epsilon), \tag{A.7}$

which shows that the split conformal prediction set $S_{\lambda_{\text{split}}}(X_{n+1})$ is an $(\epsilon, \delta)$-tolerance region if condition Eq. (3.8) holds. Eq. (3.9) follow directly by inverting the Binomial distribution in Eq. (3.8) with respect to $\epsilon$.

For the last part of part (i), assume that the non-conformity scores are almost surely distinct, i.e. that the random score function $r(X, Y)$ (Eq. (3.1)) follows a continuous distribution. Then it must hold that $\epsilon' = \epsilon = \epsilon''$ and thus that $\Pr\left[ B'' \leq \left\lfloor\alpha(n + 1) - 1\right\rfloor \right] = \Pr\left[ B \leq \left\lfloor\alpha(n + 1) - 1\right\rfloor \right]$ in Eq. (A.5). In turn, this implies that Eq. (A.6) holds if and only if Eq. (A.7) holds.

Now we proof part (ii). Note that $\tilde{P}(\epsilon, \delta)$ equals $\tilde{Q}(\alpha)$ if and only if

$\frac{1}{n+1} \left( \sup \left\{ k : \text{Bin}(k; n, \epsilon) \leq \delta \right\} + 1 \right) \leq \alpha < \frac{1}{n+1} \left( \sup \left\{ k : \text{Bin}(k; n, \epsilon) \leq \delta \right\} + 2 \right), \tag{A.8}$

where the strict inequality follows from the ceiling function in $\tilde{Q}(\alpha)$. Due to this ceiling function, any $\alpha$ in the above interval results in the same quantile of $\{r_i\}_{i=1}^n$. To obtain the highest marginal coverage, Proposition 1 can be applied where $\lambda_{\text{split}} = \tilde{Q}(\alpha)$ and

$\alpha = \frac{1}{n+1} \left( \sup \left\{ k : \text{Bin}(k; n, \epsilon) \leq \delta \right\} + 1 \right), \tag{A.9}$

i.e. the smallest value of $\alpha$ in the interval above. This results in part (ii).

This concludes the proof. \qed
A.4 Proposition 4

Proof. To avoid handling ties, this proof only concerns univariate populations following a continuous distribution \( F_Y \), i.e. we proof that for \( 0 \leq r < s \leq n + 1 \),

\[
\mathbb{P}[Y(r) \leq Y_{n+1} \leq Y(s) \mid \{Y_i\}_{i=1}^n] \sim \text{Beta}(s-r, n-s + r + 1). \quad (A.10)
\]

For the discontinuous case, we refer to [21, p. 192]. In particular, they proof that

\[
\mathbb{P}[Y(r) \leq Y_{n+1} \leq Y(s) \mid \{Y_i\}_{i=1}^n] \geq \mathbb{P}[Y(r) < Y_{n+1} < Y(s) \mid \{Y_i\}_{i=1}^n], \quad (A.11)
\]

which clearly reduces to Eq. (A.10) if the \( Y_i \) are almost surely distinct. The proof below is adapted from [29, Chapter 8].

By a probability integral transform, if \( \{Y_i\}_{i=1}^n \) is an iid sample from a univariate population following a continuous distribution \( F_Y \), then \( \{U_i\}_{i=1}^n \) with \( U_i := F_Y(Y_i) \) is a sample from a standard uniform distribution \( U[0, 1] \). Furthermore, if \( \{Y(i)\}_{i=1}^n \) is the set of order statistics corresponding to the sample \( \{Y_i\}_{i=1}^n \), then \( \{U(i)\}_{i=1}^n \) with \( U(i) := F_Y(Y(i)) \) is the set of order statistics corresponding to the sample \( \{U_i\}_{i=1}^n \). Note that the \( Y(i) \) and \( U(i) \) are almost surely distinct since we are sampling from a continuous distribution.

For the \( r \)-th order statistic \( U(r) \), \( 1 \leq r \leq n \), we can combine the well-known pdf of an order statistic with the standard uniform distribution for the sample \( \{U_i\}_{i=1}^n \) to obtain \( U(r) \sim \text{Beta}(r, n-r+1) \). For the joint pdf of two order statistics \( (U(r), U(s)) \), \( 1 \leq r < s \leq n \), we have pdf

\[
\int_{U(r)} f_{U(r), U(s)}(x, y) = cx^{r-1}(y-x)^{s-r-1}(1-y)^{n-s}, \quad 0 < x < y < 1, \quad (A.12)
\]

where \( c = \frac{\Gamma(n+1)}{\Gamma(r)\Gamma(s-r)\Gamma(n-s+1)} \) is a normalizing constant. We refer to [29] (p. 210-211) for a straightforward proof of this joint pdf.

Now consider the prediction interval \( Y(r) \leq Y_{n+1} \leq Y(s) \) for \( 0 \leq r < s \leq n + 1 \). We define \( Y(0) := -\infty \) and \( Y(n+1) := +\infty \) such that \( U(0) := F_Y(Y(0)) = 0 \) and \( U(n+1) := F_Y(Y(n+1)) = 1 \). The conditional probability that a new label \( Y_{n+1} \sim F_Y \) is contained in \( [Y(r), Y(s)] \) equals

\[
\mathbb{P}[Y(r) \leq Y_{n+1} \leq Y(s) \mid \{Y_i\}_{i=1}^n] = F_Y(Y(s)) - F_Y(Y(r)) = U(s) - U(r) \quad (A.13)
\]

We recognize four cases. First, for \( r = 0 \) and \( s = n + 1 \), \( Y_{n+1} \) is contained in \( [Y(r), Y(s)] \) almost surely, but we ignore this non-informative boundary case.

Second, for \( r = 0 \) and \( s < n + 1 \), the pdf of \( U(s) \) yields

\[
\mathbb{P}[-\infty < Y_{n+1} \leq Y(s) \mid \{Y_i\}_{i=1}^n] = U(s) \sim \text{Beta}(s, n-s+1). \quad (A.14)
\]

Third, for \( r > 0 \) and \( s = n + 1 \) we similarly write

\[
\mathbb{P}[Y(r) \leq Y_{n+1} < +\infty \mid \{Y_i\}_{i=1}^n] = 1 - U(r) \sim \text{Beta}(n-r+1, r). \quad (A.15)
\]

Finally, for \( 0 < r < s < n + 1 \), we retrieve the pdf of \( U(s) - U(r) \) through the joint pdf of \( (U(r), U(s)) \). Write \( V = U(s) - U(r) \) and \( W = U(s) \) with inverse transformation
\[ U_{(r)} = W - V \text{ and } U_{(s)} = W \text{ for } 0 < V < W < 1. \] Note that the Jacobian of the transformation is one. The joint pdf of \( (V, W) \) is
\[
f_{V,W}(v, w) = c(w - v)^{r-1}v^{s-r-1}(1 - w)^{n-s}, \quad 0 < v < w < 1. \tag{A.16}
\]
To integrate out \( W \) consider the transformation \( w = v + t(1 - v) \) for \( 0 < t < 1 \). This yields \( w - v = t(1 - v), 1 - w = (1 - v)(1 - t) \) and \( dw = (1 - v)dt \). Then the marginal pdf of \( V \) becomes
\[
f_V(v) = cv^{s-r-1}\int_0^1 (1 - v)^{r-1}t^{r-1}(1 - v)^{n-s}t^{n-s}(1 - v)dt = \Gamma(n + 1)\Gamma(s - r)\Gamma(n - s + r + 1) v^{s-r-1}(1 - v)^{n-s+r}, \quad 0 < v < 1,
\]
by recognizing a Beta\( (r, n - s + 1) \) distribution and substituting \( c = \frac{\Gamma(n + 1)}{\Gamma(r)\Gamma(s - r)\Gamma(n - s + 1)}. \)
Clearly, \( V = U_{(s)} - U_{(r)} \sim \text{Beta}(s - r, n - s + r + 1) \) conditional on the sample \( \{Y_i\}_{i=1}^n \). This concludes the proof.

\[\square\]

A.5 Proposition 5

Proof. If the sample \( \{(X_i, Y_i)\}_{i=1}^{n+1} \) is iid, then the non-conformity scores \( \{r_i\}_{i=1}^n \) are iid as well, conditional on the proper training set. Consider the interval \( \left[ r_{((1 - \alpha)(n + 1))}, r_{((1 - \alpha)(n + 1))} \right] = (-\infty, r_{((1 - \alpha)(n + 1))}] \). Then by Proposition 4 we have
\[
\Pr[r(X_{n+1}, Y_{n+1}) \in (-\infty, r_{((1 - \alpha)(n + 1))}) \mid \{r_i\}_{i=1}^n \geq Z, \tag{A.18}
\]
where \( Z \sim \text{Beta}(\lfloor (1 - \alpha)(n + 1) \rfloor, \lfloor \alpha(n + 1) \rfloor) \), with equality if the \( r_i \) are almost surely distinct.

For any \( (X_{n+1}, Y_{n+1}) \in \mathcal{X} \times \mathcal{Y} \), Eq. (4.4) shows that \( Y_{n+1} \in S_{\hat{\lambda}}\text{split}(X_{n+1}) \) if and only if \( r(X_{n+1}, Y_{n+1}) \in (-\infty, r_{((1 - \alpha)(n + 1))}) \). Then Eq. (4.5) follows directly from Eq. (A.18) with equality if the non-conformity scores are almost surely distinct. This concludes the proof.

\[\square\]

A.6 Proposition 6

Proof. This is an adaptation of [5, Section 3.2]. Conditional on the calibration set, the value of \( \hat{\lambda}_{\text{split}, j} = Q_j(\alpha) \) and thus the prediction set \( S_{\hat{\lambda}}\text{split}(\cdot) \) is fixed. Then assuming the sample \( \{(X_{i,j}, Y_{i,j})\}_{i=1}^{n+\text{test}} \) is iid, the empirical coverage \( C_j \) is the average of \( n_{\text{test}} \) iid indicator random variables and thus \( C_j \sim \frac{1}{n_{\text{test}}} \text{Bin}(n_{\text{test}}, \mu) \). The conditional mean \( \mu \) of \( C_j \) is
\[
\mu = \mathbb{E}[C_j \mid \{(X_{i,j}, Y_{i,j})\}_{i=1}^n] = \mathbb{P}[Y_{n+1} \in S_{\hat{\lambda}}\text{split}(X_{n+1}) \mid \{(X_i, Y_i)\}_{i=1}^n], \tag{A.19}
\]
which by Proposition 5 we know stochastically dominates the random variable \( Z \), with equality \( \mu = Z \) if the non-conformity scores are almost surely distinct. This concludes the proof.

\[\square\]
## B Computational Tables

### Table 3: Solution to \( \sup \{ k : \text{Bin}(k; n, \epsilon) \leq \delta \} \) for pre-specified \( \epsilon, \delta \in (0, 1) \) and a calibration set of size \( n \).

| \( \delta \) | \( \epsilon : 10\% \) | 5\% | 1\% | 0.5\% | 0.1\% |
|---|---|---|---|---|---|
| 10\% | 5 | 1 | 0 | 0 | 0 |
| 5\% | 4 | 1 | 0 | 0 | 0 |
| 1\% | 3 | 0 | 0 | 0 | 0 |
| 0.5\% | 2 | 0 | 0 | 0 | 0 |
| 0.1\% | 1 | 0 | 0 | 0 | 0 |

| \( \delta \) | \( \epsilon : 10\% \) | 5\% | 1\% | 0.5\% | 0.1\% |
|---|---|---|---|---|---|
| 10\% | 961 | 471 | 86 | 40 | 5 |
| 5\% | 950 | 463 | 83 | 38 | 4 |
| 1\% | 930 | 449 | 77 | 33 | 2 |
| 0.5\% | 922 | 444 | 74 | 32 | 2 |
| 0.1\% | 907 | 433 | 70 | 29 | 1 |

### Table 4: Smallest significance level \( \epsilon \in (0, 1) \) (%), rounded up to 4 digits, that satisfies \( \epsilon \geq \inf \{ p : \text{Bin}(\lfloor \alpha(n + 1) - 1 \rfloor; n, p) \leq \delta \} \) for pre-specified \( \alpha, \delta \in (0, 1) \) and a calibration set of size \( n \).

| \( \delta \) | \( \alpha : 10\% \) | 5\% | 1\% | 0.5\% | 0.1\% | \( \alpha : 10\% \) | 5\% | 1\% | 0.5\% | 0.1\% |
|---|---|---|---|---|---|---|---|---|---|---|
| 10\% | 13.8351 | 7.8347 | 2.2762 | 0.0000 | 0.0000 | 11.2203 | 5.8942 | 1.4169 | 0.7977 | 0.2299 |
| 5\% | 15.1795 | 8.9196 | 2.9513 | 0.0000 | 0.0000 | 11.5924 | 6.1758 | 1.5652 | 0.9129 | 0.2991 |
| 1\% | 17.8746 | 11.1704 | 4.5007 | 0.0000 | 0.0000 | 12.3092 | 6.7257 | 1.8691 | 1.1560 | 0.4594 |
| 0.5\% | 18.9152 | 12.0632 | 5.1604 | 0.0000 | 0.0000 | 12.5776 | 6.9342 | 1.9888 | 1.2540 | 0.5284 |
| 0.1\% | 21.1465 | 14.0165 | 6.6745 | 0.0000 | 0.0000 | 13.1413 | 7.3760 | 2.2503 | 1.4714 | 0.6883 |

| \( \delta \) | \( \alpha : 10\% \) | 5\% | 1\% | 0.5\% | 0.1\% | \( \alpha : 10\% \) | 5\% | 1\% | 0.5\% | 0.1\% |
|---|---|---|---|---|---|---|---|---|---|---|
| 10\% | 10.3850 | 5.2806 | 1.1293 | 0.5921 | 0.1420 | 10.1216 | 5.0884 | 1.0405 | 0.5287 | 0.1130 |
| 5\% | 10.4968 | 5.3629 | 1.1689 | 0.6213 | 0.1569 | 10.1563 | 5.1138 | 1.0522 | 0.5372 | 0.1169 |
| 1\% | 10.7085 | 5.5196 | 1.2456 | 0.6783 | 0.1877 | 10.2217 | 5.1616 | 1.0746 | 0.5533 | 0.1247 |
| 0.5\% | 10.7865 | 5.5776 | 1.2744 | 0.7001 | 0.1998 | 10.2457 | 5.1791 | 1.0828 | 0.5593 | 0.1276 |
| 0.1\% | 10.9486 | 5.6985 | 1.3353 | 0.7462 | 0.2264 | 10.2953 | 5.2154 | 1.1000 | 0.5717 | 0.1337 |