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Abstract

Permutation tests are widely used in statistics, providing a finite-sample guarantee on the type I error rate whenever the distribution of the samples under the null hypothesis is invariant to some rearrangement. Despite its increasing popularity and empirical success, theoretical properties of the permutation test, especially its power, have not been fully explored beyond simple cases. In this paper, we attempt to fill this gap by presenting a general non-asymptotic framework for analyzing the power of the permutation test. The utility of our proposed framework is illustrated in the context of two-sample and independence testing under both discrete and continuous settings. In each setting, we introduce permutation tests based on $U$-statistics and study their minimax performance. We also develop exponential concentration bounds for permuted $U$-statistics based on a novel coupling idea, which may be of independent interest. Building on these exponential bounds, we introduce permutation tests which are adaptive to unknown smoothness parameters without losing much power. The proposed framework is further illustrated using more sophisticated test statistics including weighted $U$-statistics for multinomial testing and Gaussian kernel-based statistics for density testing. Finally, we provide some simulation results that further justify the permutation approach.

1 Introduction

A permutation test is a nonparametric approach to hypothesis testing routinely used in a variety of scientific and engineering applications (e.g. Pesarin and Salmaso, 2010). The permutation test constructs the resampling distribution of a test statistic by permuting the labels of the observations. The resampling distribution, also called the permutation distribution, serves as a reference from which to assess the significance of the observed test statistic. A key property of the permutation test is that it provides exact control of the type I error rate for any test statistic whenever the labels are exchangeable under the null hypothesis (e.g. Hoeffding, 1952). Due to this attractive non-asymptotic property, the permutation test has received considerable attention and has been applied to a wide range of statistical tasks including testing independence, two-sample testing, change point detection, clustering, classification, principal component analysis (see Anderson and Robinson, 2001; Kirch and Steinebach, 2006; Park et al., 2009; Ojala and Garriga, 2010; Zhou et al., 2018).

Once the type I error is controlled, the next concern is the type II error or equivalently the power of the resulting test. Despite its increasing popularity and empirical success, the power of the permutation test has yet to be fully understood. A major challenge in this regard is to control
its random critical value that has an unknown distribution. While some progress has been made as we review in Section 1.2, our understanding of the permutation approach is still far from complete, especially in finite-sample scenarios. The purpose of this paper is to attempt to fill this gap by developing a general framework for analyzing the non-asymptotic type II error of the permutation test and to demonstrate its efficacy from a minimax point of view.

1.1 Alternative approaches and their limitations

We first review a couple of other testing procedures and highlight the advantages of the permutation method. One common approach to determining the critical value of a test is based on the asymptotic null distribution of a test statistic. The validity of a test whose rejection region is calibrated using this asymptotic null distribution is well-studied in the classical regime where the number of parameters is held fixed and the sample size goes to infinity. However, it is no longer trivial to justify this asymptotic approach in a complex, high-dimensional setting where numerous parameters can interact in a non-trivial way and strongly influence the behavior of the test statistic. In such a case, the limiting null distribution is perhaps intractable without imposing stringent assumptions. To illustrate the challenge clearly, we consider the two-sample $U$-statistic $U_{n_1, n_2}$ defined later in Proposition 4.3 for multinomial testing. Here we compute $U_{n_1, n_2}$ based on samples from the multinomial distribution with uniform probabilities. To approximate the null distribution of $U_{n_1, n_2}$, we perform 1000 Monte-Carlo simulations for each bin size $d \in \{5, 100, 10000\}$ while fixing the sample sizes as $n_1 = n_2 = 100$. From the histograms in Figure 1, we see that the shape of the null distribution heavily depends on the number of bins $d$ (and more generally on the probabilities of the null multinomial distribution). In particular, the null distribution tends to be more symmetric and sparser as $d$ increases. Since the underlying structure of the distribution is unknown beforehand, Figure 1 emphasizes difficulties of approximating the null distribution over different regimes. This in turn has led statisticians to impose stringent assumptions under which test statistics have simple, tractable limiting distributions. However, as noted in Balakrishnan and Wasserman (2018), this can exclude many high-dimensional cases when – despite having non-normal null distributions – carefully designed tests can have high (minimax) power. We also note that the asymptotic approach does not have any finite sample guarantee, which is also true for other data-driven methods including bootstrapping (Efron and Tibshirani, 1994) and subsampling (Politis et al., 1999). In sharp contrast, the permutation approach provides a valid test for any test statistic in any sample size under minimal assumptions. Furthermore, as we shall see, one can achieve minimax power through the permutation test even when a nice limiting null distribution is not available.

Another approach, that is commonly used in theoretical computer science, is based on concentration inequalities (e.g. Chan et al., 2014; Acharya et al., 2014; Bhattacharyya and Valiant, 2015; Diakonikolas and Kane, 2016; Canonne et al., 2018). In this approach the threshold of a test is determined using a tail bound of the test statistic under the null hypothesis. Then, owing to the non-asymptotic nature of the concentration bound, the resulting test can control the type I error rate in finite samples. This non-asymptotic approach is more robust to distributional assumptions than the previous asymptotic approach but comes with different challenges. For instance the resulting test tends to be too conservative as it depends on a loose tail bound. A more serious problem is that the threshold often relies on unspecified constants and even unknown parameters. By contrast, the permutation approach is entirely data-dependent and tightly controls the type I error rate.
1.2 Challenges in power analysis and related work

Having motivated the importance of the permutation approach, we now review the previous studies on permutation tests and also discuss challenges. The large sample power of the permutation test has been investigated by a number of authors including Hoeffding (1952); Robinson (1973); Albers et al. (1976); Bickel and van Zwet (1978). The main result in this line of research indicates that the permutation distribution of a certain test statistic (e.g. Student’s t-statistic and F-statistic) approximates its null distribution in large sample scenarios. Moreover this approximation is valid under both the null and local alternatives, which then guarantees that the permutation test is asymptotically as powerful as the test based on the asymptotic null distribution. In addition to these findings, power comparisons between permutation and bootstrap tests have been made by Romano (1989); Janssen and Pauls (2003); Janssen (2005) and among others. However these power analyses, which rely heavily on classical asymptotic theory, are not easily generalized to more complex settings. In particular, they often require that alternate distributions satisfy certain regularity conditions under which the asymptotic power function is analytically tractable. Due to such restrictions, the focus has been on a limited class of test statistics applied to a relatively small set of distributions. Furthermore, most previous studies have studied the pointwise, instead of uniform, power that holds for any fixed sequence of alternatives but not uniformly over the class of alternatives.

Recently, there has been another line of research studying the power of the permutation test from a non-asymptotic point of view (e.g. Albert, 2015, 2019; Kim et al., 2018, 2019). This framework, based on a concentration bound for a permuted test statistic, allows us to study the power in more general and complex settings than the asymptotic approach at the expense of being less precise (mainly in terms of constant factors). The main challenge in the non-asymptotic analysis, however, is to control the random critical value of the test. The distribution of this random critical value is in general difficult to study due to the non-i.i.d. structure of the permuted test statistic. Several attempts have been made to overcome such difficulty focusing on linear-type statistics (Albert, 2019), regressor-based statistics (Kim et al., 2019), the Cramér–von Mises statistic (Kim et al.,...
and maximum-type kernel-based statistics (Kim, 2019). Our work contributes to this line of research by developing some general tools for studying the finite-sample performance of permutation tests with a specific focus on degenerate $U$-statistics.

Concurrent with our work, and independently, Berrett et al. (2020) also develop results for the permutation test based on a degenerate $U$-statistic. While focusing on independence testing, Berrett et al. (2020) prove that one cannot hope to have a valid independence test that is uniformly powerful over alternatives in the $L_2$ distance. The authors then impose Sobolev-type smoothness conditions as well as boundedness conditions on density functions under which the proposed permutation test is minimax rate optimal in the $L_2$ distance\(^1\).

Finally, we also note that the robustness of permutation tests to violations of the exchangeability condition has been investigated by Romano (1990); Chung and Romano (2013); Pauly et al. (2015); Chung and Romano (2016); DiCiccio and Romano (2017).

### 1.3 Overview of our results

In this paper we take the non-asymptotic point of view as in Albert (2015) and establish general results to shed light on the power of permutation tests under a variety of scenarios. To concretely demonstrate our results, we focus on two canonical testing problems: 1) two-sample testing and 2) independence testing, for which the permutation approach rigorously controls the type I error rate (Section 2 for specific settings). These topics have been explored by a number of researchers across diverse fields including statistics and computer science and several optimal tests have been proposed in the minimax sense (e.g. Chan et al., 2014; Bhattacharya and Valiant, 2015; Diakonikolas and Kane, 2016; Arias-Castro et al., 2018). Nevertheless the existing optimal tests are mostly of theoretical interest, depending on loose or practically infeasible critical values. Motivated by this gap between theory and practice, the primary goal of this study is to introduce permutation tests that tightly control the type I error rate and have the same optimality guarantee as the existing optimal tests.

We summarize the major contributions of this paper and contrast them with the previous studies as follows:

- **Two moments method** (Lemma 3.1). Leveraging the quantile approach introduced by Fromont et al. (2013) (see Section 3 for details), we first present a general sufficient condition under which the permutation test has non-trivial power. This condition only involves the first two moments of a test statistic, hence called the **two moments method**. To make this general condition more concrete, we consider degenerate $U$-statistics for two-sample testing and independence testing, respectively, and provide simple moment conditions that ensure that the resulting permutation test has non-trivial power for each testing problem. We then illustrate the efficacy of our results with concrete examples.

- **Multinomial testing** (Proposition 4.3 and Proposition 5.3). One example that we focus on is multinomial testing in the $\ell_2$ distance. Chan et al. (2014) study the multinomial two-sample problem in the $\ell_2$ distance but with some unnecessary conditions (e.g. equal sample size, Poisson sampling, known squared norms etc). We remove these conditions and

\(^1\)Throughout this paper, we distinguish the $L_p$ distance from the $\ell_p$ distance — the former is defined with respect to Lebesgue measure and the latter is defined with respect to the counting measure.
propose a permutation test that is minimax rate optimal for the two-sample problem. Similarly we introduce a minimax optimal test for independence testing in the \( \ell_2 \) distance based on the permutation procedure.

- **Density testing (Proposition 4.6 and Proposition 5.6).** Another example that we focus on is density testing for Hölder classes. Building on the work of Ingster (1987), the two-sample problem for Hölder densities has been recently studied by Arias-Castro et al. (2018) and the authors propose an optimal test in the minimax sense. However their test depends on a loose critical value and also assumes equal sample sizes. We propose an alternative test based on the permutation procedure without such restrictions and show that it achieves the same minimax optimality. We also contribute to the literature by presenting an optimal permutation test for independence testing over Hölder classes.

- **Combinatorial concentration inequalities (Theorem 6.1, Theorem 6.2 and Theorem 6.3).** Although our two moments method is general, it might be sub-optimal in terms of the dependence on a nominal level \( \alpha \). Focusing on degenerate \( U \)-statistics, we improve the dependence on \( \alpha \) from polynomial to logarithmic with some extra assumptions. To do so, we develop combinatorial concentration inequalities inspired by the symmetrization trick (Dümbgen, 1998) and Hoeffding’s average (Hoeffding, 1963). We apply the developed inequalities to introduce adaptive tests to unknown smoothness parameters at the cost of \( \log \log n \) factor. In contrast to the previous studies (e.g. Chatterjee, 2007; Bercu et al., 2015; Albert, 2019) that are restricted to simple linear statistics, the proposed combinatorial inequalities are broadly applicable to the class of degenerate \( U \)-statistics. These results have potential applications beyond the problems considered in this paper (e.g. providing concentration inequalities under sampling without replacement).

In addition to the testing problems mentioned above, we also contribute to multinomial testing problems in the \( \ell_1 \) distance (e.g. Chan et al., 2014; Bhattacharya and Valiant, 2015; Diakonikolas and Kane, 2016). First we revisit the chi-square test for multinomial two-sample testing considered in Chan et al. (2014) and show that the test based on the same test statistic but calibrated by the permutation procedure is also minimax rate optimal under Poisson sampling (Theorem 8.1). Next, motivated by the flattening idea in Diakonikolas and Kane (2016), we introduce permutation tests based on weighted \( U \)-statistics and prove their minimax rate optimality for multinomial testing in the \( \ell_1 \) distance (Proposition 8.2 and Proposition 8.3). Lastly, building on the recent work of Meynaoui et al. (2019), we analyze the permutation tests based on the maximum mean discrepancy (Gretton et al., 2012) and the Hilbert–Schmidt independence criterion (Gretton et al., 2005) for two-sample and independence testing, respectively, and illustrate their performance over certain Sobolev-type smooth function classes.

### 1.4 Outline of the paper

The remainder of the paper is organized as follows. Section 2 describes the problem setting and provides some background on the permutation procedure and minimax optimality. In Section 3, we give a general condition based on the first two moments of a test statistic under which the permutation test has non-trivial power. We concretely illustrate this condition using degenerate \( U \)-statistics for two-sample testing in Section 4 and for independence testing in Section 5. Section 6 is devoted to combinatorial concentration bounds for permuted \( U \)-statistics. Building on these
results, we propose adaptive tests to unknown smoothness parameters in Section 7. The proposed framework is further demonstrated using more sophisticated statistics in Section 8. We present some simulation results that justify the permutation approach in Section 9 before concluding the paper in Section 10. Additional results including concentration bounds for permuted linear statistics and the proofs omitted from the main text are provided in the appendices.

**Notation.** We use the notation $X \overset{d}{=} Y$ to denote that $X$ and $Y$ have the same distribution. The set of all possible permutations of $\{1, \ldots, n\}$ is denoted by $\Pi_n$. For two deterministic sequences $a_n$ and $b_n$, we write $a_n \asymp b_n$ if $a_n/b_n$ is bounded away from zero and $\infty$ for large $n$. For integers $p,q$ such that $1 \leq q \leq p$, we let $(p)_q = p(p - 1)\cdots(p - q + 1)$. We use $\mathbb{I}_q^p$ to denote the set of all $q$-tuples drawn without replacement from the set $\{1, \ldots, p\}$. $C,C_1,C_2,\ldots,$ refer to positive absolute constants whose values may differ in different parts of the paper. We denote a constant that might depend on fixed parameters $\theta_1,\theta_2,\theta_3,\ldots$ by $C(\theta_1,\theta_2,\theta_3,\ldots)$. Given positive integers $p$ and $q$, we define $S_p := \{1, \ldots, p\}$ and similarly $S_{p,q} := \{1, \ldots, p\} \times \{1, \ldots, q\}$.

## 2 Background

We start by formulating the problem of interest. Let $\mathcal{P}_0$ and $\mathcal{P}_1$ be two disjoint sets of distributions (or pairs of distributions) on a common measurable space. We are interested in testing whether the underlying data generating distributions belong to $\mathcal{P}_0$ or $\mathcal{P}_1$ based on mutually independent samples $X_n := \{X_1, \ldots, X_n\}$. Two specific examples of $\mathcal{P}_0$ and $\mathcal{P}_1$ are:

1. **Two-sample testing.** Let $(P_Y,P_Z)$ be a pair of distributions that belongs to a certain family of pairs of distributions $\mathcal{P}$. Suppose we observe $Y_{n_1} := \{Y_1, \ldots, Y_{n_1}\} \overset{i.i.d.}{\sim} P_Y$ and, independently, $Z_{n_2} := \{Z_1, \ldots, Z_{n_2}\} \overset{i.i.d.}{\sim} P_Z$ and denote the pooled samples by $X_n := Y_{n_1} \cup Z_{n_2}$. Given the samples, two-sample testing is concerned with distinguishing the hypotheses:

$$H_0 : P_Y = P_Z \quad \text{versus} \quad H_1 : \delta(P_Y,P_Z) \geq \epsilon_{n_1,n_2},$$

where $\delta(P_Y,P_Z)$ is a certain distance between $P_Y$ and $P_Z$ and $\epsilon_{n_1,n_2} > 0$. In this case, $\mathcal{P}_0$ is the set of $(P_Y,P_Z) \in \mathcal{P}$ such that $P_Y = P_Z$, whereas $\mathcal{P}_1 := \mathcal{P}_1(\epsilon_{n_1,n_2})$ is another set of $(P_Y,P_Z) \in \mathcal{P}$ such that $\delta(P_Y,P_Z) \geq \epsilon_{n_1,n_2}$.

2. **Independence testing.** Let $P_{YZ}$ be a joint distribution of $Y$ and $Z$ that belongs to a certain family of distributions $\mathcal{P}$. Let $P_{Y\cdot Z}$ denote the product of their marginal distributions. Suppose we observe $X_n := ((Y_1,Z_1),\ldots,(Y_n,Z_n)) \overset{i.i.d.}{\sim} P_{YZ}$. Given the samples, the hypotheses for testing independence are

$$H_0 : P_{YZ} = P_Y \cdot P_Z \quad \text{versus} \quad H_1 : \delta(P_{YZ},P_Y \cdot P_Z) \geq \epsilon_n,$$

where $\delta(P_{YZ},P_Y \cdot P_Z)$ is a certain distance between $P_{YZ}$ and $P_Y P_Z$ and $\epsilon_n > 0$. In this case, $\mathcal{P}_0$ is the set of $P_{YZ} \in \mathcal{P}$ such that $P_{YZ} = P_Y P_Z$, whereas $\mathcal{P}_1 := \mathcal{P}_1(\epsilon_n)$ is another set of $P_{YZ} \in \mathcal{P}$ such that $\delta(P_{YZ},P_Y \cdot P_Z) \geq \epsilon_n$.

Let us consider a generic test statistic $T_n := T_n(X_n)$, which is designed to distinguish between the null and alternative hypotheses based on $X_n$. Given a critical value $c_n$ and pre-specified constants.
\[ \alpha \in (0,1) \text{ and } \beta \in (0,1-\alpha), \] 

the problem of interest is to find sufficient conditions on \( P_0 \) and \( P_1 \) under which the type I and II errors of the test \( I(T_n > c_n) \) are uniformly bounded as

\[ \begin{align*}
\text{Type I error:} & \quad \sup_{P \in P_0} P(T_n > c_n) \leq \alpha, \\
\text{Type II error:} & \quad \sup_{P \in P_1} P(T_n \leq c_n) \leq \beta.
\end{align*} \] (1)

Our goal is to control these uniform (rather than pointwise) errors based on data-dependent critical values determined by the permutation procedure.

### 2.1 Permutation procedure

This section briefly overviews the permutation procedure and its well-known theoretical properties, referring readers to Lehmann and Romano (2006); Pesarin and Salmaso (2010) for more details.

Let us begin with some notation. Given a permutation \( \pi := (\pi_1, \ldots, \pi_n) \in \Pi_n \), we denote the permuted version of \( X_n \) by \( X_{\pi n} \), that is, \( X_{\pi n} := \{X_{\pi 1}, \ldots, X_{\pi n}\} \). For the case of independence testing, \( X_{\pi n} \) is defined by permuting the second variable \( Z \), i.e. \( X_{\pi n} := \{(Y_1, Z_{\pi 1}), \ldots, (Y_n, Z_{\pi n})\} \).

We write \( T_{\pi n} := T_n(X_{\pi n}) \) to denote the test statistic computed based on \( X_{\pi n} \). Let \( F_{T_{\pi n}}(t) \) be the permutation distribution function of \( T_{\pi n} \) defined as

\[ F_{T_{\pi n}}(t) := M_n^{-1} \sum_{\pi \in \Pi_n} 1\{T_n(X_{\pi n}) \leq t\}. \]

Here \( M_n \) denotes the cardinality of \( \Pi_n \). We write the \( 1-\alpha \) quantile of \( F_{T_{\pi n}} \) by \( c_{1-\alpha,n} \) defined as

\[ c_{1-\alpha,n} := \inf \{ t : F_{T_{\pi n}}(t) \geq 1-\alpha \}. \] (2)

Given the quantile \( c_{1-\alpha,n} \), the permutation test rejects the null hypothesis when \( T_n > c_{1-\alpha,n} \). This choice of the critical value provides finite-sample type I error control under the permutation-invariant assumption (or exchangeability). In more detail, the distribution of \( X_n \) is said to be permutation invariant if \( X_n \) and \( X_{\pi n} \) have the same distribution whenever the null hypothesis is true. This permutation-invariance holds for two-sample and independence testing problems. When permutation-invariance holds, it is well-known that the permutation test \( I(T_n > c_{1-\alpha,n}) \) has level \( \alpha \), and by randomizing the test function we can also ensure it has size \( \alpha \) (see e.g. Hoeffding, 1952; Lehmann and Romano, 2006; Hemerik and Goeman, 2018).

**Remark 2.1** (Computational aspects). Exact calculation of the critical value \( (2) \) is computationally prohibitive except for small sample sizes. Therefore it is common practice to use Monte-Carlo simulations to approximate the critical value (e.g. Romano and Wolf, 2005). We note that this approximation error can be made arbitrary small by taking a sufficiently large number of Monte-Carlo samples. This argument may be formally justified using the Dvoretzky-Kiefer-Wolfowitz inequality (Dvoretzky et al., 1956). Hence, while we focus on the exact permutation procedure, all of our results can be extended, in a straightforward manner, to its Monte-Carlo counterpart with a sufficiently large number of Monte-Carlo samples.

### 2.2 Minimax optimality

A complementary aim of this paper is to show that the sufficient conditions for the error bounds in \( (1) \) are indeed necessary in some applications. We approach this problem from the minimax
perspective pioneered by Ingster (1987), and further developed in subsequent works (Ingster and Suslina, 2003; Ingster, 1993; Baraud, 2002; Lepski and Spokoiny, 1999). Let us define a test \( \phi \), which is a Borel measurable map, \( \phi : \mathcal{X}_n \mapsto \{0, 1\} \). For a class of null distributions \( \mathcal{P}_0 \), we denote the set of all level \( \alpha \) tests by

\[
\Phi_{n, \alpha} := \left\{ \phi : \sup_{P \in \mathcal{P}_0} \mathbb{P}_P^{(n)} (\phi = 1) \leq \alpha \right\}.
\]

Consider a class of alternative distributions \( \mathcal{P}_1(\epsilon_n) \) associated with a positive sequence \( \epsilon_n \). Two specific examples of this class of interest are \( \mathcal{P}_1(\epsilon_n) := \{ (P_Y, P_Z) \in \mathcal{P} : \delta(P_Y, P_Z) \geq \epsilon_{n,1}, \epsilon_{n,2} \} \) for two-sample testing and \( \mathcal{P}_1(\epsilon_n) := \{ P_{YZ} \in \mathcal{P} : \delta(P_{YZ}, P_Y P_Z) \geq \epsilon_n \} \) for independence testing. Given \( \mathcal{P}_1(\epsilon_n) \), the maximum type II error of a test \( \phi \in \Phi_{n, \alpha} \) is

\[
R_{n, \epsilon_n}(\phi) := \sup_{P \in \mathcal{P}_1(\epsilon_n)} \mathbb{P}_P^{(n)} (\phi = 0),
\]

and the minimax risk is defined as

\[
R_{n, \epsilon_n}^\dagger := \inf_{\phi \in \Phi_{n, \alpha}} R_{n, \epsilon_n}(\phi).
\]

The minimax risk is frequently investigated via the minimum separation (or the critical radius), which is the smallest \( \epsilon_n \) such that type II error becomes non-trivial. Formally, for some fixed \( \beta \in (0, 1 - \alpha) \), the minimum separation is defined as

\[
\epsilon_{n}^\dagger := \inf \left\{ \epsilon_n : R_{n, \epsilon_n}^\dagger \leq \beta \right\}.
\]

A test \( \phi \in \Phi_{n, \alpha} \) is called minimax rate optimal if \( R_{n, \epsilon_n}(\phi) \leq \beta \) for some \( \epsilon_n \approx \epsilon_{n}^\dagger \). With this background in place, we now focus on showing the minimax rate optimality of permutation tests in various settings.

### 3 A general strategy with first two moments

In this section, we discuss a general strategy for studying the testing errors of a permutation test based on the first two moments of a test statistic. As mentioned earlier, the permutation test is level \( \alpha \) as long as permutation-invariance holds under the null hypothesis. Therefore we focus on the type II error rate and provide sufficient conditions under which the error bounds given in (1) are fulfilled. Previous approaches to non-asymptotic minimax power analysis, reviewed in Section 1.1, use a non-random critical value, often derived through upper bounds on the mean and variance of the test statistic under the null, and thus do not directly apply to the permutation test. To bridge the gap, we consider a deterministic quantile value that serves as a proxy for the permutation threshold \( c_{1-\alpha,n} \). More precisely, let \( q_{1-\gamma,n} \) be the \( 1 - \gamma \) quantile of the distribution of the random critical value \( c_{1-\alpha,n} \). Then by splitting the cases into \( \{ c_{1-\alpha,n} \leq q_{1-\gamma,n} \} \) and \( \{ c_{1-\alpha,n} > q_{1-\gamma,n} \} \) and using the definition of the quantile, it can be shown that the type II error of the permutation test is less than or equal to

\[
\sup_{P \in \mathcal{P}_1} \mathbb{P}_P (T_n \leq c_{1-\alpha,n}) \leq \sup_{P \in \mathcal{P}_1} \mathbb{P}_P (T_n \leq q_{1-\gamma,n}) + \gamma.
\]
Consequently, if one succeeds in showing that \( \sup_{P \in \mathcal{P}_1} P(T_n \leq q_{1-\gamma,n}) \leq \gamma' \) with \( \gamma' \) such that \( \gamma' + \gamma \leq \beta \), then the type II error of the permutation test is bounded by \( \beta \) as desired. This quantile approach to dealing with a random threshold is not new and has been considered by Fromont et al. (2013) to study the power of a kernel-based test via a wild bootstrap method. In the next lemma, we build on this quantile approach and study the testing errors of the permutation test based on an arbitrary test statistic.

Here and hereafter, we denote the expectation and variance of \( T_{\pi n} \) with respect to the permutation distribution by \( \mathbb{E}_{\pi}[T_{\pi n}|X_n] \) and \( \text{Var}_{\pi}[T_{\pi n}|X_n] \), respectively.

**Lemma 3.1** (Two moments method). Suppose that for each permutation \( \pi \in \Pi_n \), \( T_n \) and \( T_{\pi n} \) have the same distribution under the null hypothesis. Given pre-specified error rates \( \alpha \in (0,1) \) and \( \beta \in (1-\alpha) \), assume that for any \( P \in \mathcal{P}_1 \),

\[
\mathbb{E}_P[T_n] \geq \mathbb{E}_P[\mathbb{E}_\pi\{T_{\pi n}|X_n\}] + \sqrt{\frac{3\text{Var}_P[\mathbb{E}_\pi\{T_{\pi n}|X_n\}]}{\beta}} + \sqrt{\frac{3\mathbb{E}_P[\text{Var}_\pi\{T_{\pi n}|X_n\}]}{\beta}} + \sqrt{\frac{3\mathbb{E}_P[\text{Var}_\pi\{T_{\pi n}|X_n\}]}{\alpha\beta}}.
\]

(3)

Then the permutation test \( \mathbb{1}(T_n > c_{1-\alpha,n}) \) controls the type I and II error rates as in (1).

The proof of this general statement follows by simple set algebra along with Markov and Chebychev’s inequalities. The details can be found in Appendix D. At a high-level, the sufficient condition (3) roughly says that if the expected value of \( T_n \) (say, signal) is much larger than the expected value of the permuted statistic \( T_{\pi n} \) (say, baseline) as well as the variances of \( T_n \) and \( T_{\pi n} \) (say, noise), then the permutation test will have non-trivial power. We provide an illustration of Lemma 3.1 in Figure 2. Suppose further that \( T_{\pi n} \) is centered at zero under the permutation law, i.e. \( \mathbb{E}_\pi[T_{\pi n}|X_n] = 0 \). Then a modification of the proof of Lemma 3.1 yields a simpler condition with improved constant factors. We show that if,

\[
\mathbb{E}_P[T_n] \geq \sqrt{\frac{2\text{Var}_P[T_n]}{\beta}} + \sqrt{\frac{2\mathbb{E}_P[\text{Var}_\pi\{T_{\pi n}|X_n\}]}{\alpha\beta}},
\]

(4)

then the permutation test has type II error at most \( \beta \). In the following sections, we demonstrate the two moments method (Lemma 3.1) based on degenerate \( U \)-statistics for two-sample and independence testing.

### 4 The two moments method for two-sample testing

This section illustrates the two moments method given in Lemma 3.1 for two-sample testing. By focusing on a \( U \)-statistic, we first present a general condition that ensures that the type I and II error rates of the permutation test are uniformly controlled (Theorem 4.1). We then turn to more specific cases of two-sample testing for multinomial distributions and Hölder densities.

Let \( g(x, y) \) be a bivariate function, which is symmetric in its arguments, i.e. \( g(x, y) = g(y, x) \). Based on this bivariate function, let us define a kernel for a two-sample \( U \)-statistic

\[
h_{ts}(y_1, y_2; z_1, z_2) := g(y_1, y_2) + g(z_1, z_2) - g(y_1, z_2) - g(y_2, z_1),
\]

(5)
Figure 2: An illustration of Lemma 3.1. The lemma describes that the major components that determine the power of a permutation test are the mean and the variance of the alternative distribution as well as the permutation distribution. In particular, if the mean of the alternative distribution is sufficiently larger than the other components (on average since the permutation distribution is random), then the permutation test succeeds to reject the null with high probability.

and write the corresponding $U$-statistic as

$$U_{n_1,n_2} := \frac{1}{(n_1)(2)(n_2)(2)} \sum_{(i_1,i_2)\in I_2^{n_1}} \sum_{(j_1,j_2)\in I_2^{n_2}} h_{ts}(Y_{i_1}, Y_{i_2}; Z_{j_1}, Z_{j_2}).$$

Depending on the choice of kernel $h_{ts}$, the $U$-statistic includes frequently used two-sample test statistics in the literature such as the maximum mean discrepancy (Gretton et al., 2012) and the energy statistic (Baringhaus and Franz, 2004; Székely and Rizzo, 2004). From the basic properties of $U$-statistics (e.g. Lee, 1990), it is readily seen that $U_{n_1,n_2}$ is an unbiased estimator of $\mathbb{E}_P[h_{ts}(Y_1, Y_2; Z_1, Z_2)]$. To describe the main result of this section, let us write the symmetrized kernel by

$$\tilde{h}_{ts}(y_1, y_2; z_1, z_2) := \frac{1}{2!2!} \sum_{(i_1,i_2)\in I_2^2} \sum_{(j_1,j_2)\in I_2^2} h_{ts}(y_{i_1}, y_{i_2}; z_{j_1}, z_{j_2}),$$

and define $\psi_{Y,1}(P), \psi_{Z,1}(P)$ and $\psi_{YZ,2}(P)$ by

$$\psi_{Y,1}(P) := \text{Var}_P[\mathbb{E}_P\{h_{ts}(Y_1, Y_2; Z_1, Z_2)|Y_1]\},$$

$$\psi_{Z,1}(P) := \text{Var}_P[\mathbb{E}_P\{h_{ts}(Y_1, Y_2; Z_1, Z_2)|Z_1\}],$$

$$\psi_{YZ,2}(P) := \max\{\mathbb{E}_P[g^2(Y_1, Y_2)], \mathbb{E}_P[g^2(Y_1, Z_1)], \mathbb{E}_P[g^2(Z_1, Z_2)]\}.$$

As will be clearer in the sequel $\psi_{Y,1}(P), \psi_{Z,1}(P)$ and $\psi_{YZ,2}(P)$ are key quantities which we use to upper bound the variance of $U_{n_1,n_2}$. By leveraging Lemma 3.1, the next theorem presents a sufficient condition that guarantees that the type II error rate of the permutation test based on $U_{n_1,n_2}$ is uniformly bounded by $\beta$. 


Theorem 4.1 (Two-sample U-statistic). Suppose that there is a sufficiently large constant $C > 0$ such that
\[
E_P[U_{n1,n2}] \geq C \max \left\{ \frac{\psi_{Y,1}(P)}{\beta n_1}, \frac{\psi_{Z,1}(P)}{\beta n_2}, \frac{\psi_{YZ,2}(P)}{\alpha \beta} \left( \frac{1}{n_1} + \frac{1}{n_2} \right)^2 \right\},
\]
for all $P \in P_1$. Then the type II error of the permutation test over $P_1$ is uniformly bounded by $\beta$, that is
\[
\sup_{P \in P_1} \mathbb{P}_P\left(U_{n1,n2} \leq c_{1-a,n1,n2}\right) \leq \beta.
\]

Remark 4.2.

- This result, applicable broadly to degenerate U-statistics of the form in (6), simplifies the application of Lemma 3.1. The main difficulty in directly applying Lemma 3.1 is that the sufficient condition depends on the conditional variance of the statistic under the permutation distribution which can be challenging to upper bound. On the other hand, the sufficient condition of this theorem only depends on the quantities in (8) which do not depend on the permutation distribution.

- The main technical effort in establishing this result is in showing (11), which upper bounds the conditional variance of the test statistic under the permutation distribution, as a function of the quantity $\psi_{YZ,2}(P)$ defined in (8).

Proof Sketch. Let us give a high-level idea of the proof, while the details are deferred to Appendix E. First, by the linearity of expectation, it can be verified that the mean of the permuted U-statistic $U_{\pi n_1,n2}$ is zero. Therefore it suffices to check condition (4). By the well-known variance formula of a two-sample U-statistic (e.g. page 38 of Lee, 1990), we prove in Appendix E that
\[
\text{Var}_P[U_{n1,n2}] \leq C_1 \frac{\psi_{Y,1}(P)}{n_1} + C_2 \frac{\psi_{Z,1}(P)}{n_2} + C_3 \psi_{YZ,2}(P) \left( \frac{1}{n_1} + \frac{1}{n_2} \right)^2,
\]
and this result can be used to bound the first term of condition (4). It is worth pointing out that the variance behaves differently under the null and alternative hypotheses. In particular, $\psi_{Y,1}$ and $\psi_{Z,1}$ are zero under the null hypothesis. Hence, in the null case, the third term dominates the variance of $U_{n1,n2}$ where we note that $\psi_{YZ,2}$ is a convenient upper bound for the variance of kernel $h_{ts}$. Intuitively, the permuted U-statistic $U_{\pi n_1,n2}$ behaves similarly to $U_{n1,n2}$ computed based on samples from a certain null distribution (say a mixture of $P_Y$ and $P_Z$). This implies that the variance of $U_{\pi n_1,n2}$ is also dominated by the third term in the upper bound (10). Having this intuition in mind, we use the symmetric structure of kernel $h_{ts}$ and prove that
\[
\mathbb{E}_P[\text{Var}_P(T^n_{X_n})] \leq C_4 \psi_{YZ,2}(P) \left( \frac{1}{n_1} + \frac{1}{n_2} \right)^2,
\]
which is one of our key technical contributions. Based on the previous two bounds in (10) and (11), we then complete the proof by verifying the sufficient condition (4). \(\square\)

The next two subsections focus on multinomial distributions and Hölder densities and give explicit expressions for condition (9). We also demonstrate minimax optimality of permutation tests under the given scenarios.
4.1 Two-sample testing for multinomials

Let $p_Y$ and $p_Z$ be multinomial distributions on a discrete domain $S_d := \{1, \ldots, d\}$. Throughout this subsection, we consider the kernel $h_{ts}(y_1, y_2; z_1, z_2)$ in (5) defined with the following bivariate function:

$$g_{\text{Multi}}(x, y) := \sum_{k=1}^{d} \mathbb{1}(x = k) \mathbb{1}(y = k). \quad (12)$$

It is straightforward to see that the resulting $U$-statistic (6) is an unbiased estimator of $\|p_Y - p_Z\|_2^2$. Let us denote the maximum between the squared $\ell_2$ norms of $p_Y$ and $p_Z$ by

$$b(1) := \max \{\|p_Y\|_2^2, \|p_Z\|_2^2\}. \quad (13)$$

Building on Theorem 4.1, the next result establishes a guarantee on the testing errors of the permutation test under the two-sample multinomial setting.

**Proposition 4.3** (Multinomial two-sample testing in $\ell_2$ distance). Let $\mathcal{P}_{\text{Multi}}^{(d)}$ be the set of pairs of multinomial distributions defined on $S_d$. Let $\mathcal{P}_0 = \{(p_Y, p_Z) \in \mathcal{P}_{\text{Multi}}^{(d)} : p_Y = p_Z\}$ and $\mathcal{P}_1(\epsilon_{n_1, n_2}) = \{(p_Y, p_Z) \in \mathcal{P}_{\text{Multi}}^{(d)} : \|p_Y - p_Z\|_2 \geq \epsilon_{n_1, n_2}\}$ where

$$\epsilon_{n_1, n_2} \geq C \frac{b(1)^{1/4}}{\alpha^{1/4} \beta^{1/2}} \left( \frac{1}{n_1} + \frac{1}{n_2} \right)^{1/2},$$

for a sufficiently large $C > 0$. Consider the two-sample $U$-statistic $U_{n_1, n_2}$ defined with the bivariate function $g_{\text{Multi}}$ given in (12). Then the type I and II error rates of the resulting permutation test are uniformly bounded over the classes $\mathcal{P}_0$ and $\mathcal{P}_1$ as in (1).

**Proof Sketch.** We outline the proof of the result, while the details can be found in Appendix F. Given the reduction in Theorem 4.1 the remaining technical effort is to show that there exist constants $C_1, C_2, C_3 > 0$ such that

$$\psi_{Y,1}(P) \leq C_1 \sqrt{b(1)} \|p_Y - p_Z\|_2^2,$$

$$\psi_{Z,1}(P) \leq C_2 \sqrt{b(1)} \|p_Y - p_Z\|_2^2,$$

$$\psi_{YZ,2}(P) \leq C_3 b(1). \quad (14)$$

We note that the $U$-statistic with kernel in (12) is similar (although not identical) to the statistic proposed by Chan et al. (2014) for the case when the sample-sizes are equal, and they derive similar bounds on the variance of their test statistic. These bounds together with Theorem 4.1 imply that if there exists a sufficiently large $C_4 > 0$ such that

$$\|p_Y - p_Z\|_2^2 \geq \frac{C_4}{\alpha^{1/2} \beta} \left( \frac{1}{n_1} + \frac{1}{n_2} \right), \quad (15)$$

then the permutation test based on $U_{n_1, n_2}$ has non-trivial power as claimed. \qed
For the balanced case where \( n_1 = n_2 \), Chan et al. (2014) prove that no test can have uniform power if \( \epsilon_{n_1,n_2} \) is of lower order than \( n_1^{-1/2} \). Hence the permutation test in Proposition 4.3 is minimax rate optimal in this balanced setting. The next proposition extends this result to the case of unequal sample sizes and shows that the permutation test is still optimal even for the unbalanced case.

**Proposition 4.4 (Minimum separation for two-sample multinomial testing).** Consider the two-sample testing problem within the class of multinomial distributions \( \mathcal{P}_{\text{Multi}}^{(d)} \) where the null hypothesis and the alternative hypothesis are \( H_0 : p_Y = p_Z \) and \( H_1 : \|p_Y - p_Z\|_2 \geq \epsilon_{n_1,n_2} \). Under this setting and \( n_1 \leq n_2 \), the minimum separation satisfies \( \epsilon_{n_1,n_2} \approx b_{(1)}^{1/4} n_1^{-1/2} \).

**Remark 4.5 (\( \ell_1 - \) versus \( \ell_2 \)-closeness testing).** We note that the minimum separation strongly depends on the choice of metrics. As shown in Bhattacharya and Valiant (2015) and Diakonikolas and Kane (2016), the minimum separation rate for two-sample testing in the \( \ell_1 \) distance is \( \max\{d^{1/4} n_2^{-1/2}, d^{1/4} n_1^{-1/2}\} \) for \( n_1 \leq n_2 \). This rate, in contrast to \( b_{(1)}^{1/4} n_1^{-1/2} \), illustrates that the difficulty of \( \ell_1 \)-closeness testing depends not only on the smaller sample size \( n_1 \) but also on the larger sample size \( n_2 \). In Section 8.2, we provide a permutation test that is minimax rate optimal in the \( \ell_1 \) distance.

**Proof Sketch.** We prove Proposition 4.4 indirectly by finding the minimum separation for one-sample multinomial testing. The goal of the one-sample problem is to test whether one set of samples is drawn from a known multinomial distribution. Intuitively the one-sample problem is no harder than the two-sample problem as the former can always be transformed into the latter by drawing another set of samples from the known distribution. This intuition was formalized by Arias-Castro et al. (2018) in which they showed that the minimax risk of the one-sample problem is no larger than that of the two-sample problem (see their Lemma 1). We prove in Appendix G that the minimum separation for the one-sample problem is of order \( b_{(1)}^{1/4} n_1^{-1/2} \) and it thus follows that \( b_{(1)}^{1/4} n_1^{-1/2} \lesssim \epsilon_{n_1,n_2} \). The proof is completed by comparing this lower bound with the upper bound established in Proposition 4.3.

### 4.2 Two-sample testing for Hölder densities

We next focus on testing for the equality between two density functions under Hölder’s regularity condition. Adopting the notation used in Arias-Castro et al. (2018), let \( \mathcal{H}_s^d(L) \) be the class of functions \( f : [0,1]^d \to \mathbb{R} \) such that

1. \( |f^{(|s|)}(x) - f^{(|s|)}(x')| \leq L\|x - x'\|^{s - |s|}, \quad \forall x, x' \in [0,1]^d, \)
2. \( \|f^{(s')}\|_{\infty} \leq L \) for each \( s' \in \{1, \ldots, |s|\} \),

where \( f^{(|s|)} \) denotes the \( |s| \)-order derivative of \( f \). Let us write the \( L_2 \) norm of \( f \in \mathcal{H}_s^d(L) \) by \( \|f\|_{L_2}^2 := \int f^2(x)dx \). By letting \( f_Y \) and \( f_Z \) be the density functions of \( P_Y \) and \( P_Z \) with respect to Lebesgue measure, we define the set of \( (P_Y, P_Z) \), denoted by \( \mathcal{P}_{\text{Holder}}^{(d,s)} \), such that both \( f_Y \) and \( f_Z \) belong to \( \mathcal{H}_s^d(L) \). For this Hölder density class \( \mathcal{P}_{\text{Holder}}^{(d,s)} \) and \( n_1 \leq n_2 \), Arias-Castro et al. (2018)
establish that for testing $H_0 : f_Y = f_Z$ against $H_1 : \|f_Y - f_Z\|_{L^2} \geq \epsilon_{n_1,n_2}$, the minimum separation rate satisfies
\[ \epsilon_{n_1,n_2}^* \asymp n_1^{-2s/(4s+d)}. \] (16)

We note that this optimal testing rate is faster than the $n^{-s/(2s+d)}$ rate for estimating a Hölder density in the $L^2$ loss (see for instance Tsybakov, 2009). It is further shown in Arias-Castro et al. (2018) that the optimal rate (16) is achieved by the unnormalized chi-square test but with a somewhat loose threshold. Although they recommend a critical value calibrated by permutation in practice, it is unknown whether the resulting test has the same theoretical guarantees. We also note that their testing procedure discards $n_2 - n_1$ observations to balance the sample sizes, which may lead to a less powerful test in practice. Motivated by these limitations, we propose an alternative test for Hölder densities, building on the multinomial permutation test in Proposition 4.3. To implement the multinomial test for continuous data, we first need to discretize the support $[0,1]^d$. We follow the same strategy in for instance Ingster (1987); Arias-Castro et al. (2018); Balakrishnan and Wasserman (2019) and consider bins of equal sizes that partition $[0,1]^d$. In particular, each bin size is set to $\kappa^{-1}(1)$ where $\kappa(1) := [n_1^{2/(4s+d)}]$. We then apply the multinomial test in Proposition 4.3 based on the discretized data and have the following theoretical guarantees for density testing.

**Proposition 4.6** (Two-sample testing for Hölder densities). Consider the multinomial test considered in Proposition 4.3 based on the equal-sized binned data described above. For a sufficiently large $C(s,d,L) > 0$, consider $\epsilon_{n_1,n_2}$ such that
\[ \epsilon_{n_1,n_2} \geq \frac{C(s,d,L)}{\alpha^{1/4}\beta^{1/2}} \left( \frac{1}{n_1} + \frac{1}{n_2} \right)^{2s/(s+d)}. \]

Then for testing $P_0 = \{(P_Y,P_Z) \in P_{\text{Hölder}}^{(d,s)} : f_Y = f_Z\}$ against $P_1 = \{(P_Y,P_Z) \in P_{\text{Hölder}}^{(d,s)} : \|f_Y - f_Z\|_{L^2} \geq \epsilon_{n_1,n_2}\}$, the type I and II error rates of the resulting permutation test are uniformly controlled as in (1).

The proof of this result uses Proposition 4.3 along with careful analysis of the approximation errors from discretization, building on the analysis of Ingster (2000); Arias-Castro et al. (2018). The details can be found in Appendix II. We remark that type I error control of the multinomial test follows clearly by the permutation principle, which is not affected by discretization. From the minimum separation rate given in (16), it is clear that the proposed test is minimax rate optimal for two-sample testing within Hölder class and it works for both equal and unequal sample sizes without discarding the data. However it is also important to note that the proposed test as well as the test introduced by Arias-Castro et al. (2018) depend on knowledge of the smoothness parameter $s$, which is perhaps unrealistic in practice. To address this issue, Arias-Castro et al. (2018) build upon the work of Ingster (2000) and propose a Bonferroni-type testing procedure that adapts to this unknown parameter at the cost of $\log n$ factor. In Section 7, we improve this logarithmic cost to an iterated logarithmic factor, leveraging combinatorial concentration inequalities developed in Section 6.

5 The two moments method for independence testing

In this section we present analogous results to those in Section 4 for independence testing. We start by introducing a $U$-statistic for independence testing and establish a general condition under
which the permutation test based on the $U$-statistic controls the type I and II error rates (Theorem 5.1). We then move on to more specific cases of testing for multinomials and Hölder densities in Section 5.1 and Section 5.2, respectively.

Let us consider two bivariate functions $g_Y(y_1, y_2)$ and $g_Z(z_1, z_2)$, which are symmetric in their arguments. Define a product kernel associated with $g_Y(y_1, y_2)$ and $g_Z(z_1, z_2)$ by

$$h_{in}\{(y_1, z_1), (y_2, z_2), (y_3, z_3), (y_4, z_4)\} := \{g_Y(y_1, y_2) + g_Y(y_3, y_4) - g_Y(y_1, y_3) - g_Y(y_2, y_4)\}.$$  \hfill (17)

For simplicity, we may also write $h_{in}\{(y_1, z_1), (y_2, z_2), (y_3, z_3), (y_4, z_4)\}$ as $h_{in}(x_1, x_2, x_3, x_4)$. Given this fourth order kernel, consider a $U$-statistic defined by

$$U_n := \frac{1}{n(4)} \sum_{(i_1, i_2, i_3, i_4) \in I_4^4} h_{in}(x_{i_1}, x_{i_2}, x_{i_3}, x_{i_4}).$$  \hfill (18)

Again, by the unbiasedness property of $U$-statistics (e.g. Lee, 1990), it is clear that $U_n$ is an unbiased estimator of $\mathbb{E}_P[h_{in}(X_1, X_2, X_3, X_4)]$. Depending on the choice of kernel $h_{in}$, the considered $U$-statistic covers numerous test statistics for independence testing including the Hilbert–Schmidt Independence Criterion (HSIC) (Gretton et al., 2005) and distance covariance (Székely et al., 2007).

Let $\overline{h}_{in}(x_1, x_2, x_3, x_4)$ be the symmetrized version of $h_{in}(x_1, x_2, x_3, x_4)$ given by

$$\overline{h}_{in}(x_1, x_2, x_3, x_4) := \frac{1}{4!} \sum_{(i_1, i_2, i_3, i_4) \in I_4^4} h_{in}(x_{i_1}, x_{i_2}, x_{i_3}, x_{i_4}).$$

In a similar fashion to $\psi_{Y_1}(P), \psi_{Z_1}(P)$ and $\psi_{YZ_2}(P)$, we define $\psi'_1(P)$ and $\psi'_2(P)$ by

$$\psi'_1(P) := \text{Var}_P[\mathbb{E}_P[\overline{h}_{in}(X_1, X_2, X_3, X_4)|X_1]],$$

$$\psi'_2(P) := \max \left\{\mathbb{E}_P[g_Y^2(Y_1, Y_2)g_Z^2(Z_1, Z_2)], \mathbb{E}_P[g_Y^2(Y_1, Y_2)g_Z^2(Z_1, Z_3)], \mathbb{E}_P[g_Y^2(Y_1, Y_2)g_Z^2(Z_2, Z_4)]\right\}.$$ \hfill (19)

The following theorem studies the type II error of the permutation test based on $U_n$.

**Theorem 5.1 (U-statistic for independence testing).** Suppose that there is a sufficiently large constant $C > 0$ such that

$$\mathbb{E}_P[U_n] \geq C \max \left\{\frac{\psi'_1(P)}{\beta n}, \frac{\psi'_2(P)}{\alpha \beta n^2}\right\},$$

for all $P \in \mathcal{P}_1$. Then the type II error of the permutation test over $\mathcal{P}_1$ is uniformly bounded by $\beta$, that is

$$\sup_{P \in \mathcal{P}_1} \mathbb{P}_P^{(\alpha)}(U_n \leq c_{1-\alpha, n}) \leq \beta.$$ 

**Remark 5.2.** Analogous to Theorem 4.1, for degenerate $U$-statistics of the form (18), this result simplifies the application of Lemma 3.1 by reducing the sufficient condition to only depend on the quantities in (19). Importantly, these quantities do not depend on the permutation distribution of the test statistic.
Proof Sketch. The proof of Theorem 5.1 proceeds similarly as the proof of Theorem 4.1. Here we present a brief overview of the proof, while the details can be found in Appendix I. First of all, the permuted $U$-statistic $U_{\pi}^n$ is centered and it suffices to verify the simplified condition (4). To this end, based on the explicit variance formula of a $U$-statistic (e.g. page 12 of Lee, 1990), we prove that

$$\text{Var}_P[U_n] \leq C_1 \frac{\psi_1'(P)}{n} + C_2 \frac{\psi_2'(P)}{n^2}.$$  \hspace{1cm} (20)

Analogous to the case of the two-sample $U$-statistic, the variance of $U_n$ behaves differently under the null and alternative hypotheses. In particular, under the null hypothesis, $\psi_1'(P)$ becomes zero and thus the second term dominates the upper bound (20). Since the permuted $U$-statistic $U_{\pi}^n$ mimics the behavior of $U_n$ under the null, the variance of $U_{\pi}^n$ is expected to be similarly bounded. We make this statement precise by proving the following result:

$$\mathbb{E}_P[\text{Var}_\pi\{U_{\pi}^n | X_n\}] \leq C_3 \frac{\psi_2'(P)}{n^2}.$$ \hspace{1cm} (21)

Again, this part of the proof heavily relies on the symmetric structure of kernel $h_{in}$ and the details are deferred to Appendix I. Now by combining the established bounds (20) and (21) together with the sufficient condition (4), we can conclude Theorem 5.1.

In the following subsections, we illustrate Theorem 5.1 in the context of testing multinomial distributions and Hölder densities.

5.1 Independence testing for multinomials

We begin with the case of multinomial distributions. Let $p_{YZ}$ denote a multinomial distribution on a product domain $S_{d_1,d_2} := \{1, \ldots, d_1\} \times \{1, \ldots, d_2\}$ and $p_Y$ and $p_Z$ be its marginal distributions. Let us recall the kernel $h_{in}(x_1, x_2, x_3, x_4)$ in (17) and define it with the following bivariate functions:

$$g_{\text{Multi}, Y}(y_1, y_2) := \sum_{k=1}^{d_1} \mathbb{I}(y_1 = k) \mathbb{I}(y_2 = k) \quad \text{ and}$$

$$g_{\text{Multi}, Z}(z_1, z_2) := \sum_{k=1}^{d_2} \mathbb{I}(z_1 = k) \mathbb{I}(z_2 = k).$$ \hspace{1cm} (22)

In this case, the expectation of the $U$-statistic is $4\|p_{YZ} - p_Y p_Z\|_2^2$. Analogous to the term $b_{(1)}$ in the two-sample case, let us define

$$b_{(2)} := \max\{\|p_{YZ}\|_2^2, \|p_Y p_Z\|_2^2\}. \hspace{1cm} (23)$$

Building on Theorem 5.1, the next result establishes a guarantee on the testing errors of the permutation test for multinomial independence testing.

**Proposition 5.3** (Multinomial independence testing in $\ell_2$ distance). Let $\mathcal{P}_{\text{Multi}}^{(d_1,d_2)}$ be the set of multinomial distributions defined on $S_{d_1,d_2}$. Let $\mathcal{P}_0 = \{p_{YZ} \in \mathcal{P}_{\text{Multi}}^{(d_1,d_2)} : p_{YZ} = p_Y p_Z\}$ and $\mathcal{P}_1(\epsilon_n) = \{p_{YZ} \in \mathcal{P}_{\text{Multi}}^{(d_1,d_2)} : \|p_{YZ} - p_Y p_Z\|_2 \geq \epsilon_n\}$ where

$$\epsilon_n \geq C \frac{b_{(2)}^{1/4}}{\alpha^{1/4} \beta^{1/2} n^{1/2}},$$

where

$$C \geq \frac{1}{\alpha^{1/4} \beta^{1/2} n^{1/2}}.$$
for a sufficiently large $C > 0$. Consider the $U$-statistic $U_n$ in (18) defined with the bivariate functions $g_{\text{Multi,Y}}$ and $g_{\text{Multi,Z}}$ given in (22). Then, over the classes $\mathcal{P}_0$ and $\mathcal{P}_1$, the type I and II errors of the resulting permutation test are uniformly bounded as in (1).

**Proof Sketch.** We outline the proof of the result, while the details can be found in Appendix J. In the proof, we prove that there exist constants $C_1, C_2 > 0$ such that

$$
\psi_1'(P) \leq C_1 \sqrt{b(2)} \| p_{YZ} - p_{Y} p_{Z} \|_2^2,
$$

$$
\psi_2'(P) \leq C_2 b(2).
$$

These bounds combined with Theorem 5.1 yields that if there exists a sufficiently large $C_3 > 0$ such that

$$
\| p_{YZ} - p_{Y} p_{Z} \|_2^2 \geq C_3 \alpha^{1/2} \beta \sqrt{b(2)} \frac{1}{n},
$$

then the type II error of the permutation test can be controlled by $\beta$ as desired.

The next proposition asserts that the minimum separation rate for independence testing in the $\ell_2$ distance is $\epsilon \approx b_1^{1/4} n^{-1/2}$. This implies that the permutation test based on $U_n$ in Proposition 5.3 is minimax rate optimal in this scenario.

**Proposition 5.4** (Minimum separation for multinomial independence testing). Consider the independence testing problem within the class of multinomial distributions $\mathcal{P}_{\text{Multi}}^{(d_1,d_2)}$ where the null hypothesis and the alternative hypothesis are $H_0 : p_{YZ} = p_Y p_Z$ and $H_1 : \| p_{YZ} - p_Y p_Z \|_2 \geq \epsilon_n$. Under this setting, the minimum separation satisfies $\epsilon \approx b_1^{1/4} n^{-1/2}$.

The proof of Proposition 5.4 is based on the standard lower bound technique of Ingster (1987) using a uniform mixture of alternative distributions. However, we remark that care is needed in order to ensure that alternative distributions are proper (normalized) multinomial distributions. To this end, we carefully perturb the uniform null distribution to generate a mixture of dependent alternative distributions, and use the property of negative association to deal with the dependency induced in ensuring the resulting distributions are normalized. The details can be found in Appendix K. In the next subsection, we turn our attention to the class of Hölder densities and provide similar results of Section 4.2 for independence testing.

### 5.2 Independence testing for Hölder densities

Turning to the case of Hölder densities, we leverage the previous multinomial result and establish the minimax rate for independence testing under the Hölder’s regularity condition. As in Section 4.2, we restrict our attention to functions $f : [0,1]^{d_1+d_2} \to \mathbb{R}$ that satisfy

1. $|f^{(s)}(x) - f^{(s)}(x')| \leq L \| x - x' \|^{s-[s]}$, $\forall x, x' \in [0,1]^{d_1+d_2}$,

2. $\| f^{(s')} \|_{\infty} \leq L$ for each $s' \in \{1, \ldots, [s]\}$. 
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Let us write $\mathcal{H}_{d_1+d_2}(L)$ to denote the class of such functions. We further introduce the class of joint distributions, denoted by $\mathcal{P}_{\text{H"older}}^{(d_1+d_2,s)}$, defined as follows. Let $f_Y Z$ and $f_Y f_Z$ be the densities of $P_Y Z$ and $P_Y P_Z$ with respect to Lebesgue measure. Then $\mathcal{P}_{\text{H"older}}^{(d_1+d_2,s)}$ is defined as the set of joint distributions $P_Y Z$ such that both the joint density and the product density, $f_Y Z$ and $f_Y f_Z$, belong to $\mathcal{H}_{d_1+d_2}(L)$. Consider partitions of $[0,1]^{d_1+d_2}$ into bins of equal size and set the bin size to be $\kappa^{-1}_2$ where $\kappa_2^{-1} = \lceil n^{2/(4s+d_1+d_2)} \rceil$. Based on these equal-sized partitions, one may apply the multinomial test for independence provided in Proposition 5.3. Despite discretization, the resulting test has valid level $\alpha$ due to the permutation principle and has the following theoretical guarantees for density testing over $\mathcal{P}_{\text{H"older}}^{(d_1+d_2,s)}$.

**Proposition 5.5** (Independence testing for Hölder densities). Consider the multinomial independence test considered in Proposition 5.3 based on the binned data described above. For a sufficiently large $C(s,d_1,d_2,L) > 0$, consider $\epsilon_n$ defined by

$$
\epsilon_n \geq C(s,d_1,d_2,L) \left( \frac{1}{n} \right)^{\frac{d_2}{s+d_1+d_2}}.
$$

Then for testing $\mathcal{P}_0 = \{P_Y Z \in \mathcal{P}_{\text{H"older}}^{(d_1+d_2,s)} : f_Y Z = f_Y f_Z\}$ against $\mathcal{P}_1 = \{P_Y Z \in \mathcal{P}_{\text{H"older}}^{(d_1+d_2,s)} : \|f_Y Z - f_Y f_Z\|_{L_2} \geq \epsilon_n\}$, the type I and II errors of the resulting permutation test are uniformly controlled as in (1).

The proof of the above result follows similarly to the proof of Proposition 4.6 and can be found in Appendix L. Indeed, as shown in the next proposition, the proposed binning-based independence test is minimax rate optimal for the Hölder class density functions. That is, no test can have uniform power when the separation rate $\epsilon_n$ is of order smaller than $n^{-2s/(4s+d_1+d_2)}$.

**Proposition 5.6** (Minimum separation for independence testing in Hölder class). Consider the independence testing problem within the class $\mathcal{P}_{\text{H"older}}^{(d_1+d_2,s)}$ in which the null hypothesis and the alternative hypothesis are $H_0 : f_Y Z = f_Y f_Z$ and $H_1 : \|f_Y Z - f_Y f_Z\|_{L_2} \geq \epsilon_n$. Under this setting, the minimum separation satisfies $\epsilon_n^\dagger \asymp n^{-2s/(4s+d_1+d_2)}$.

The proof of Proposition 5.6 is again based on the standard lower bound technique by Ingster (1987) and deferred to Appendix M. We note that the independence test in Proposition 5.5 hinges on the assumption that the smoothness parameter $s$ is known. To avoid this assumption, we introduce an adaptive test to this smoothness parameter at the cost of log log $n$ factor in Section 7. A building block for this adaptive result is combinatorial concentration inequalities developed in the next section.

### 6 Combinatorial concentration inequalities

Although the two moments method is broadly applicable, it may not yield sharp results when an extremely small significance level $\alpha$ is of interest (say, $\alpha$ shrinks to zero as $n$ increases). In particular, the sufficient condition (3) given by the two moments method has a polynomial dependency on $\alpha$. In this section, we develop exponential concentration inequalities for permuted $U$-statistics that allow us to improve this polynomial dependency. To this end, we introduce a novel strategy to couple a permuted $U$-statistic with i.i.d. Bernoulli or Rademacher random variables, inspired by the symmetrization trick (Duembgen, 1998) and Hoeffding’s average (Hoeffding, 1963).
Coupling with i.i.d. random variables. The core idea of our approach is fairly general and based on the following simple observation. Given a random permutation \( \pi \) uniformly distributed over \( \Pi_n \), we randomly switch the order within \((\pi_{2i-1}, \pi_{2i})\) for \( i = 1, 2, \ldots, [n/2] \). We denote the resulting permutation by \( \pi' \). It is clear that \( \pi \) and \( \pi' \) are dependent but identically distributed. The point of introducing this extra permutation \( \pi' \) is that we are now able to associate \( \pi' \) with i.i.d. Bernoulli random variables without changing the distribution. To be more specific, let \( \delta_1, \ldots, \delta_{[n/2]} \) be i.i.d. Bernoulli random variables with success probability 1/2. Then \((\pi'_{2i-1}, \pi'_{2i})\) can be written as

\[
(\pi'_{2i-1}, \pi'_{2i}) = (\delta_i \pi_{2i-1} + (1 - \delta_i) \pi_{2i}, (1 - \delta_i) \pi_{2i-1} + \delta_i \pi_{2i}) \quad \text{for} \quad i = 1, 2, \ldots, [n/2].
\]

Given that it is easier to work with i.i.d. samples than permutations, the alternative representation of introducing this extra permutation \( \pi \) gives a nice way to investigate a general permuted statistic. The next subsections provide concrete demonstrations of this coupling approach based on degenerate \( U \)-statistics.

6.1 Degenerate two-sample \( U \)-statistics

We start with the two-sample \( U \)-statistic in (6). Our strategy is outlined as follows. First, motivated by Hoeffding’s average (Hoeffding, 1963), we express the permuted \( U \)-statistic as the average of more tractable statistics. We then link these tractable statistics to quadratic forms of i.i.d. Rademacher random variables based on the coupling idea described before. Finally we apply existing concentration bounds for quadratic forms of i.i.d. random variables to obtain the result in Theorem 6.1.

Let us denote the permuted \( U \)-statistic associated with \( \pi \in \Pi_n \) by

\[
U_{n_1,n_2}^{\pi} := \frac{1}{(n_1)(2)(n_2)(2)} \sum_{(i, j, i') \in \Pi_n^1} \sum_{(j', j) \in \Pi_n^2} h_{ts}(X_{\pi_{i_1}}, X_{\pi_{i_2}}; X_{\pi_{j_1+j_1}}, X_{\pi_{j_2+j_2}}).
\] (26)

By assuming \( n_1 \leq n_2 \), let \( L := \{\ell_1, \ldots, \ell_{n_1}\} \) be a \( n_1 \)-tuple uniformly drawn without replacement from \( \{1, \ldots, n_2\} \). Given \( L \), we introduce another test statistic

\[
\tilde{U}_{n_1,n_2}^{\pi,L} := \frac{1}{(n_1)(2)} \sum_{(k_1, k_2) \in \Pi_n^1} h_{ts}(X_{\pi_{k_1}}, X_{\pi_{k_2}}; X_{\pi_{\ell_{k_1}+\ell_{k_1}}}, X_{\pi_{\ell_{k_2}+\ell_{k_2}}}).
\]

By treating \( L \) as a random quantity, \( U_{n_1,n_2}^{\pi} \) can be viewed as the expected value of \( \tilde{U}_{n_1,n_2}^{\pi,L} \) with respect to \( L \) (conditional on other random variables), that is,

\[
U_{n_1,n_2}^{\pi} = \mathbb{E}_L[\tilde{U}_{n_1,n_2}^{\pi,L}|X_n, \pi].
\] (27)

The idea of expressing a \( U \)-statistic as the average of more tractable statistics dates back to Hoeffding (1963). The reason for introducing \( \tilde{U}_{n_1,n_2}^{\pi,L} \) is to connect \( U_{n_1,n_2}^{\pi} \) with a Rademacher chaos. Recall that \( \pi = (\pi_1, \ldots, \pi_n) \) is uniformly distributed over all possible permutations of \( \{1, \ldots, n\} \). Therefore, as explained earlier, the distribution of \( \tilde{U}_{n_1,n_2}^{\pi,L} \) does not change even if we randomly switch the order between \( X_{\pi_k} \) and \( X_{\pi_{\ell_k}+\ell_k} \) for \( k \in \{1, \ldots, n_1\} \). More formally, recall that \( \delta_1, \ldots, \delta_{n_1} \) are i.i.d. Bernoulli random variables with success probability 1/2. For \( k = 1, \ldots, n_1 \), define

\[
\bar{X}_{\pi_k} := \delta_k X_{\pi_k} + (1 - \delta_k) X_{\pi_{\ell_k}+\ell_k} \quad \text{and} \quad \bar{X}_{\pi_{\ell_k}+\ell_k} := (1 - \delta_k) X_{\pi_k} + \delta_k X_{\pi_{\ell_k}+\ell_k}.
\] (28)
Then it can be seen that $\tilde{U}_{n_1, n_2}^{\pi, \delta}$ is equal in distribution to
\[
\tilde{U}_{n_1, n_2}^{\pi, \delta} := \frac{1}{(n_1)(2)} \sum_{(k_1, k_2) \in \mathbb{I}_2^{n_1}} h_{ts}(\tilde{X}_{\pi, k_1}^{n_1}, \tilde{X}_{\pi, k_2}^{n_1}, \tilde{X}_{\pi, n_i + k_1}^{n_1}, \tilde{X}_{\pi, n_i + k_2}^{n_1}).
\]
In other words, we link $\tilde{U}_{n_1, n_2}^{\pi, \delta}$ to i.i.d. Bernoulli random variables, which are easier to work with. Furthermore, by the symmetry of $g(x, y)$ in its arguments and letting $\zeta_1, \ldots, \zeta_n$ be i.i.d. Rademacher random variables, one can observe that $\tilde{U}_{n_1, n_2}^{\pi, \delta}$ is equal in distribution to the following Rademacher chaos:
\[
\tilde{U}_{n_1, n_2}^{\pi, \zeta} := \frac{1}{(n_1)(2)} \sum_{(k_1, k_2) \in \mathbb{I}_2^{n_1}} \zeta_{k_1} \zeta_{k_2} h_{ts}(X_{\pi, k_1}^{n_1}, X_{\pi, k_2}^{n_1}, X_{\pi, n_i + k_1}^{n_1}, X_{\pi, n_i + k_2}^{n_1}).
\]
Consequently, we observe that $\tilde{U}_{n_1, n_2}^{\pi, \delta}$ and $\tilde{U}_{n_1, n_2}^{\pi, \zeta}$ are equal in distribution, i.e.
\[
\tilde{U}_{n_1, n_2}^{\pi, \delta} \overset{d}{=} \tilde{U}_{n_1, n_2}^{\pi, \zeta}.
\]  
(29)
We now have all the ingredients ready for obtaining an exponential bound for $U_{n_1, n_2}^{\pi}$. By the Chernoff bound (e.g. Boucheron et al., 2013), for any $\lambda > 0$,
\[
\mathbb{P}_\pi \left( U_{n_1, n_2}^{\pi} > t | \mathcal{X}_n \right) \leq e^{-\lambda t \mathbb{E}_\pi \left[ \exp \left( \lambda U_{n_1, n_2}^{\pi} \right) \right]} | \mathcal{X}_n |
\]
\[
\leq e^{-\lambda t \mathbb{E}_\pi \left[ \exp \left( \lambda \tilde{U}_{n_1, n_2}^{\pi, \delta} \right) \right]} | \mathcal{X}_n |
\]
\[
\overset{(i)}{=} e^{-\lambda t \mathbb{E}_\pi \left[ \exp \left( \lambda \tilde{U}_{n_1, n_2}^{\pi, \zeta} \right) \right]} | \mathcal{X}_n |
\]
\[
\overset{(ii)}{=} e^{-\lambda t \mathbb{E}_\pi \left[ \exp \left( \lambda \tilde{U}_{n_1, n_2}^{\pi, \zeta} \right) \right]} | \mathcal{X}_n |
\]
where step (i) uses Jensen’s inequality together with (27) and step (ii) holds from (29). Finally, conditional on $\pi$ and $L$, we can associate the last equation with the moment generating function of a quadratic form of i.i.d. Rademacher random variables. This quadratic form has been well-studied in the literature through a decoupling argument (e.g. Chapter 6 of Vershynin, 2018), which leads to the following theorem. The remainder of the proof of Theorem 6.1 can be found in Section N.

**Theorem 6.1** (Concentration of $U_{n_1, n_2}^{\pi}$.)* Consider the permuted two-sample U-statistic $U_{n_1, n_2}^{\pi}$ (26) and define
\[
\Sigma_{n_1, n_2}^2 := \frac{1}{n_1^2(n_1 - 1)^2} \sup_{\pi \in \Pi_n} \left\{ \sum_{(i_1, i_2) \in \mathbb{I}_1^{n_1}} g^2(X_{\pi, i_1}^{n_1}, X_{\pi, i_2}^{n_1}) \right\}.
\]
Then, for every $t > 0$ and some constant $C > 0$, we have
\[
\mathbb{P}_\pi \left( U_{n_1, n_2}^{\pi} \geq t | \mathcal{X}_n \right) \leq \exp \left\{ - C \min \left( \frac{t^2}{\Sigma_{n_1, n_2}^2}, \frac{t}{\Sigma_{n_1, n_2}^2} \right) \right\}.
\]
In our application, it is convenient to have an upper bound for $\Sigma_{n_1, n_2}^2$ without involving the supremum operator. One trivial bound, suitable for our purpose, is given by
\[
\Sigma_{n_1, n_2}^2 \leq \frac{1}{n_1^2(n_1 - 1)^2} \sum_{(i_1, i_2) \in \mathbb{I}_1^{n_2}} g^2(X_{i_1}, X_{i_2}).
\]  
(31)
The next subsection presents an analogous result for degenerate U-statistics in the context of independence testing.
6.2 Degenerate \(U\)-statistics for independence testing

Let us recall the \(U\)-statistic for independence testing in (18) and denote the permuted version by

\[
U_n^\pi := \frac{1}{n(4)} \sum_{(i_1,i_2,i_3,i_4) \in I^4_n} h_{\text{in}} \{ (Y_{i_1}, Z_{\pi_{i_1}}), (Y_{i_2}, Z_{\pi_{i_2}}), (Y_{i_3}, Z_{\pi_{i_3}}), (Y_{i_4}, Z_{\pi_{i_4}}) \}. \tag{32}
\]

We follow a similar strategy taken in the previous subsection to obtain an exponential bound for \(U_n^\pi\). To this end, we first introduce some notation. Let \(L := \{ \ell_1, \ldots, \ell_{n/2} \}\) be a \([n/2]\)-tuple uniformly sampled without replacement from \(\{1, \ldots, n\}\) and similarly \(L' := \{ \ell'_1, \ldots, \ell'_{n/2} \}\) be another \([n/2]\)-tuple uniformly sampled without replacement from \(\{1, \ldots, n\}\) \(\setminus L\). By construction, \(L\) and \(L'\) are disjoint. Given \(L\) and \(L'\), we define another test statistic \(\tilde{U}_n^{\pi,L,L'}\) as

\[
\tilde{U}_n^{\pi,L,L'} := \frac{1}{\lfloor n/2 \rfloor(2)} \sum_{(i_1,i_2) \in I_{2}^{\lfloor n/2 \rfloor}} h_{\text{in}} \{ (Y_{\ell_{i_1}}, Z_{\pi_{\ell_{i_1}}}), (Y_{\ell_{i_2}}, Z_{\pi_{\ell_{i_2}}}), (Y_{\ell'_{i_2}}, Z_{\pi_{\ell'_{i_2}}}), (Y_{\ell'_{i_1}}, Z_{\pi_{\ell'_{i_1}}}) \}.
\]

By treating \(L\) and \(L'\) as random quantities, \(U_n^\pi\) can be viewed as the expected value of \(\tilde{U}_n^{\pi,L,L'}\) with respect to \(L\) and \(L'\), i.e.

\[
U_n^\pi = \mathbb{E}_{L,L'}[\tilde{U}_n^{\pi,L,L'} | \mathcal{X}_n, \pi]. \tag{33}
\]

From the same reasoning as before, the distribution of \(\tilde{U}_n^{\pi,L,L'}\) does not change even if we randomly switch the order between \(Z_{\pi_{\ell_k}}\) and \(Z_{\pi'_{\ell_k}}\) for \(k = 1, \ldots, [n/2]\), which allows us to introduce i.i.d. Bernoulli random variables with success probability 1/2. By the symmetry of \(g_Y(y_1, y_2)\) and \(g_Z(z_1, z_2)\), we may further observe that \(\tilde{U}_n^{\pi,L,L'}\) is equal in distribution to

\[
\tilde{U}_n^{\pi,L,L',\zeta} := \frac{1}{\lfloor n/2 \rfloor(2)} \sum_{(i_1,i_2) \in I_{2}^{\lfloor n/2 \rfloor}} \zeta_{i_1} \zeta_{i_2} \times h_{\text{in}} \{ (Y_{\ell_{i_1}}, Z_{\pi_{\ell_{i_1}}}), (Y_{\ell_{i_2}}, Z_{\pi_{\ell_{i_2}}}), (Y_{\ell'_{i_2}}, Z_{\pi'_{\ell_{i_2}}}), (Y_{\ell'_{i_1}}, Z_{\pi'_{\ell_{i_1}}}) \}. \tag{34}
\]

Thus, based on the alternative expression of \(U_n^\pi\) in (33) along with the relationship \(\tilde{U}_n^{\pi,L,L'} \overset{d}{=} \tilde{U}_n^{\pi,L,L',\zeta}\), we can establish a similar exponential tail bound as in Theorem 6.1 for \(U_n^\pi\) as follows.

**Theorem 6.2** (Concentration I of \(U_n^\pi\)). Consider the permuted \(U\)-statistic \(U_n^\pi\) (32) and define

\[
\Sigma_n^2 := \frac{1}{n^2(n-1)^2} \sup_{\pi \in \Pi_n} \left\{ \sum_{(i_1,i_2) \in I^2_n} g_Y^2(Y_{i_1}, Y_{i_2}) g_Z^2(Z_{\pi_{i_1}}, Z_{\pi_{i_2}}) \right\}. \tag{35}
\]

Then, for every \(t > 0\) and some constant \(C > 0\), we have

\[
\mathbb{P}_\pi \left( U_n^\pi \geq t \mid \mathcal{X}_n \right) \leq \exp \left\{ -C \min \left( \frac{t^2}{\Sigma_n^2}, \frac{t}{\sum_n} \right) \right\}.
\]
We omit the proof of the result as it follows exactly the same line of the proof of Theorem 6.1. Similar to the upper bound (31), Hölder’s inequality yields two convenient bounds for $\Sigma^2_n$ as

$$
\Sigma^2_n \leq \frac{1}{n^2(n-1)^2} \|g_Z\|_\infty \sum_{(i_1,i_2) \in \mathcal{I}_2^n} g^2_Y(Y_{i_1}, Y_{i_2})
$$

and

$$
\Sigma^2_n \leq \frac{1}{n^2(n-1)^2} \left( \sum_{(i_1,i_2) \in \mathcal{I}_2^n} g^4_Y(Y_{i_1}, Y_{i_2}) \right)^{1/2} \left( \sum_{(i_1,i_2) \in \mathcal{I}_2^n} g^2_Z(Z_{i_1}, Z_{i_2}) \right)^{1/2}.
$$

At the end of this subsection, we provide an application of Theorem 6.2 to a dependent Rademacher chaos.

**A refined version.** Although Theorem 6.2 presents a fairly strong exponential concentration of $U_n^\pi$, it may lead to a sub-optimal result for independence testing. Indeed, for the minimax result, we want to obtain a similar bound but by replacing the supremum with the average over $\pi \in \Pi_n$ in (35). To this end, we borrow decoupling ideas from Duembgen (1998) and De la Pena and Giné (1999) and present a refined concentration inequality in Theorem 6.3. The proposed bound (38) can be viewed as Bernstein-type inequality in a sense that it contains the variance term $\Lambda_n$ (not depending on the supremum) and maximum term $M_n$ defined as

$$
\Lambda_n := \frac{1}{n^4} \sum_{1 \leq i_1,i_2 \leq n} \sum_{1 \leq j_1,j_2 \leq n} g^2_Y(Y_{i_1}, Y_{i_2})g^2_Z(Z_{j_1}, Z_{j_2})
$$

and

$$
M_n := \max_{1 \leq i_1,i_2,j_1,j_2 \leq n} |g_Y(Y_{i_1}, Y_{i_2})g_Z(Z_{j_1}, Z_{j_2})|.
$$

In particular, the revised inequality would be sharper than the one in Theorem 6.2 especially when $\Lambda_n$ is much smaller than $n\Sigma_n$.

**Theorem 6.3 (Concentration II of $U_n^\pi$).** Consider the permuted $U$-statistic $U_n^\pi$ (32) and recall $\Lambda_n$ and $M_n$ from (37). Then, for every $t > 0$ and some constant $C_1, C_2 > 0$, we have

$$
P_\pi(U_n^\pi \geq t | \mathcal{X}_n) \leq C_1 \exp \left\{ - C_2 \min \left( \frac{nt}{\Lambda_n}, \frac{n t^{2/3}}{M_n^{3/2}} \right) \right\}.
$$

**Proof Sketch.** Here we sketch the proof of the result while the details are deferred to Appendix P. Let $\psi(\cdot)$ be a nondecreasing convex function on $[0, \infty)$ and $\Psi(x) = \psi(|x|)$. Based on the equality in (33), Jensen’s inequality yields

$$
\mathbb{E}_\pi[\Psi(\lambda U_n^\pi)|\mathcal{X}_n] \leq \mathbb{E}_{\pi,L,L',\zeta}[\Psi(\lambda \tilde{U}_n^\pi L,L',\zeta)|\mathcal{X}_n],
$$

where $\tilde{U}_n^\pi L,L',\zeta$ can be recalled from (34). Let $\pi'$ be i.i.d. copy of permutation $\pi$. Then, by letting $m = \lfloor n/2 \rfloor$ and observing that (i) $\{\zeta_i\}_{i=1}^m \overset{d}{=} \{\zeta_i n+m\}_{i=1}^m$ and (ii) $\{L,L'\} \overset{d}{=} \{\pi_1', \ldots, \pi_{2m}'\}$, we have

$$
\tilde{U}_n^\pi L,L',\zeta \overset{d}{=} \tilde{U}_n^\pi \pi' L',\zeta := \frac{1}{m(2)} \sum_{(i_1,i_2) \in \mathcal{I}_2^m} \zeta_{i_1} \zeta_{i_2} \zeta_{i_1+m} \zeta_{i_2+m} \times
$$

$$
\left( h_{\text{in}}(Y_{\pi_1'}, Z_{\pi_{i_1}}), (Y_{\pi_2'}, Z_{\pi_{i_1}}), (Y_{\pi_{i_2}'+m}, Z_{\pi_{i_1}+m}), (Y_{\pi_{i_2}''+m}, Z_{\pi_{i_1}'+m}), (Y_{\pi_{i_1}'+m}, Z_{\pi_{i_1}'+m}) \right).
$$
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Next denote the decoupled version of $\pi$ by $\tilde{\pi} := (\tilde{\pi}_1, \ldots, \tilde{\pi}_n)$ whose components are independent and identically distributed as $\pi_1$. Let $\tilde{\pi}'$ be i.i.d. copy of $\tilde{\pi}$. Building on the decoupling idea of Duembgen (1998), our proof proceeds by replacing $\pi, \pi'$ in $\tilde{\Upsilon}_{\pi, \pi'}$, $\zeta$ with $\tilde{\pi}, \tilde{\pi}'$. If this decoupling step succeeds, then we can view the corresponding $U$-statistic as a second order degenerate $U$-statistic of i.i.d. random variables (conditional on $X_n$). We are then able to apply concentration inequalities for degenerate $U$-statistics in De la Pena and Giné (1999) to finish the proof.

**Dependent Rademacher chaos.** To illustrate the efficacy of Theorem 6.2, let us consider a Rademacher chaos under sampling without replacement, which has been recently studied by Hodara and Reynaud-Bouret (2019). To describe the problem, let $\tilde{\zeta}_1, \ldots, \tilde{\zeta}_n$ be dependent Rademacher random variables such that $\sum_{i=1}^n \tilde{\zeta}_i = 0$ where $n$ is assumed to be even. For real numbers $\{a_{i,j}\}_{i,j=1}^n$, the Rademacher chaos under sampling without replacement is given by

$$T_{\text{Rad}} := \sum_{(i_1, i_2) \in \mathcal{I}_2^2} \tilde{\zeta}_{i_1} \tilde{\zeta}_{i_2} a_{i_1, i_2}.$$ 

Hodara and Reynaud-Bouret (2019) present two exponential concentration inequalities for $T_{\text{Rad}}$ based on the coupling argument introduced by Chung and Romano (2013). Intuitively, $T_{\text{Rad}}$ should behave like i.i.d. Rademacher chaos, replacing $\{\tilde{\zeta}_i\}_{i=1}^n$ with $\{\zeta_i\}_{i=1}^n$, at least in the large sample size. Both of their results, however, do not fully recover a well-known concentration bound for i.i.d. Rademacher chaos (e.g. Corollary 3.2.6 of De la Pena and Giné, 1999); namely,

$$\mathbb{P}\left\{ \left| \sum_{(i_1, i_2) \in \mathcal{I}_2^2} \tilde{\zeta}_{i_1} \tilde{\zeta}_{i_2} (a_{i_1, i_2} - \bar{a}) \right| \geq t \right\} \leq 2 \exp\left\{ \frac{C}{A_n^2} \right\},$$

where $A_n^2 := \sum_{(i_1, i_2) \in \mathcal{I}_2^2} a_{i_1, i_2}^2$. In the next corollary, we leverage Theorem 6.2 and present an alternative tail bound for $T_{\text{Rad}}$ that precisely captures the tail bound (39) for large $t$. Note that, unlike i.i.d. Rademacher chaos, $T_{\text{Rad}}$ has a non-zero expectation. Hence we construct a tail bound for the chaos statistic centered by $\bar{a} := n^{-1} \sum_{(i_1, i_2) \in \mathcal{I}_2^2} a_{i_1, i_2}$. The proof of the result can be found in Appendix O.

**Corollary 6.4** (Dependent Rademacher chaos). *For every $t > 0$ and some constant $C > 0$, the dependent Rademacher chaos is concentrated as*

$$\mathbb{P}\left\{ \left| \sum_{(i_1, i_2) \in \mathcal{I}_2^2} \tilde{\zeta}_{i_1} \tilde{\zeta}_{i_2} (a_{i_1, i_2} - \bar{a}) \right| \geq t \right\} \leq 2 \exp\left\{ -C \min\left( \frac{t^2}{A_n^2}, \frac{t}{A_n} \right) \right\}.$$  

The next section studies adaptive tests based on the combinatorial concentration bounds provided in this section.

### 7 Adaptive tests

In this section, we revisit two-sample testing and independence testing for Hölder densities considered in Section 4.2 and Section 5.5, respectively. As mentioned earlier, minimax optimality of the multinomial tests for Hölder densities depends on an unknown smoothness parameter (see Proposition 4.6 and Proposition 5.6). The aim of this section is to introduce adaptive permutation tests to this unknown parameter at the expense of an iterated logarithm factor. To this end, we generally
follow the Bonferroni-type approach in Ingster (2000) combined with the exponential concentration bounds in Section 6.2. Here and hereafter, we restrict our attention to the nominal level $\alpha$ less than $e^{-1} \approx 0.368$, for which $\log(1/\alpha)$ is larger than $\sqrt{\log(1/\alpha)}$, to simplify our results.

Two-sample testing. Let us start with the two-sample problem. Without loss of generality, assume that $n_1 \leq n_2$ and consider a set of integers such that $K := \{2^j : j = 1, \ldots, \gamma_{\max}\}$ where

$$
\gamma_{\max} := \left\lceil \frac{2}{d} \log_2 \left( \frac{n_1}{\log \log n_1} \right) \right\rceil.
$$

For each $\kappa \in K$, we denote by $\phi_{\kappa, \alpha/\gamma_{\max}} := 1(U_{n_1,n_2} > c_{1-\alpha/\gamma_{\max}},n)$, the multinomial two-sample test in Proposition 4.6 with the bin size $\kappa^{-1}$. We note that the type I error of an individual test is controlled at $\alpha/\gamma_{\max}$ instead of $\alpha$. By taking the maximum of the resulting tests, we introduce an adaptive test for two-sample testing as follows:

$$
\phi_{\text{adapt}} := \max_{\kappa \in K} \phi_{\kappa, \alpha/\gamma_{\max}}.
$$

This adaptive test does not require knowledge on the smoothness parameter. We describe this result in the following proposition.

Proposition 7.1 (Adaptive two-sample test). Consider the same problem setting in Proposition 4.6 with an additional assumption that $n_1 \asymp n_2$. For a sufficiently large $C(s,d,L,\alpha,\beta) > 0$, consider $\epsilon_{n_1,n_2}$ such that

$$
\epsilon_{n_1,n_2} \geq C(s,d,L,\alpha,\beta) \left( \log \log n_1 \frac{n}{n_1} \right)^{\frac{2s}{4s+d}}.
$$

Then for testing $P_0 = \{(P_Y, P_Z) \in \mathcal{P}_{\text{holder}}^{(d,s)} : f_Y = f_Z\}$ against $P_1 = \{(P_Y, P_Z) \in \mathcal{P}_{\text{holder}}^{(d,s)} : \|f_Y - f_Z\|_{L_2} \geq \epsilon_{n_1,n_2}\}$, the type I and II errors of the adaptive test $\phi_{\text{adapt}}$ are uniformly controlled as in (1).

The test we propose is adaptive to an unknown smoothness parameter, but we pay a price of a factor of $(\log \log n_1)^{2s/(4s+d)}$ in the scaling of the critical radius. By the results of Ingster (2000), we would expect the price for adaptation to scale as $\sqrt{\log \log n_1}^{2s/(4s+d)}$, and we hope to develop a more precise understanding of this gap in future work.

Type I error control of the adaptive test is trivial via the union bound. The proof of the type II error control is an application of Theorem 6.1 and can be found in Appendix Q. We note that the assumption $n_1 \asymp n_2$ is necessary to apply the concentration result in Theorem 6.1, and it remains an open question whether the same result can be established without $n_1 \asymp n_2$.

Independence testing. Let us now turn to the independence testing problem. Similarly as before, we define a set of integers by $K^\dagger := \{2^j : j = 1, \ldots, \gamma_{\max}^\dagger\}$ where

$$
\gamma_{\max}^\dagger := \left\lceil \frac{2}{d_1 + d_2} \log_2 \left( \frac{n}{\log \log n} \right) \right\rceil.
$$

For each $\kappa \in K^\dagger$, we use the notation $\phi_{\kappa, \alpha/\gamma_{\max}^\dagger} := 1(U_n > c_{1-\alpha/\gamma_{\max}^\dagger},n)$ to denote the multinomial independence test in Proposition 5.6 with the bin size $\kappa^{-1}$. Again we note that the type I error
of an individual test is controlled at $\alpha/\gamma^\ast_{\max}$ instead of $\alpha$. We then introduce an adaptive test for independence testing by taking the maximum of individual tests as

$$\phi^\ast_{\text{adapt}} := \max_{\kappa \in K} \phi^\ast_{\kappa, \alpha/\gamma^\ast_{\max}}.$$ 

As in the two-sample case, the adaptive test does not depend on the smoothness parameter. In addition, when densities are smooth enough such that $4s > d_1 + d_2$, the adaptive test is minimax rate optimal up to an iterated logarithm factor as shown in the next proposition.

**Proposition 7.2** (Adaptive independence test). Consider the same problem setting in Proposition 5.5 and suppose that $4s > d_1 + d_2$. For a sufficiently large $C(s, d_1, d_2, L, \alpha, \beta) > 0$, consider $\epsilon_n$ such that

$$\epsilon_n \geq C(s, d_1, d_2, L, \alpha, \beta) \left( \frac{\log \log n}{n} \right)^{\frac{2s}{4s + d_1 + d_2}}.$$ 

Then for testing $\mathcal{P}_0 = \{ P_{YZ} \in \mathcal{P}^{(d_1 + d_2, s)}_{\text{Hölder}} : f_{YZ} = f_Y f_Z \}$ against $\mathcal{P}_1 = \{ P_{YZ} \in \mathcal{P}^{(d_1 + d_2, s)}_{\text{Hölder}} : \|f_{YZ} - f_Y f_Z\|_{L_2} \geq \epsilon_n \}$, the type I and II errors of the resulting permutation test are uniformly controlled as in (1).

The proof of this result relies on Theorem 6.3 and is similar to that of Proposition 7.1. The details can be found in Appendix Q. The restriction $4s > d_1 + d_2$ is imposed to guarantee that the first term $nt \Lambda_n^{-1}$ is smaller than the second term $nt^{2/3} M_n^{-3/2}$ in the tail bound (38) with high probability. Although it seems difficult, we believe that this restriction can be dropped with a more careful analysis. Alternatively one can convert independence testing to two-sample testing via sample-splitting (see Section 8.3 for details) and then apply the adaptive two-sample test in Proposition 7.1. The resulting test has the same theoretical guarantee as in Proposition 7.2 without this restriction. However the sample-splitting approach should be considered with caution as it only uses a fraction of the data, which may result in a loss of power in practice.

**Remark 7.3** (Comparison to the two moments method). While the exponential inequalities in Section 6 lead to the adaptivity at the cost of log log $n$ factor, they are limited to degenerate $U$-statistics and require additional assumptions such as $n_1 \asymp n_2$ and $4s > d_1 + d_2$ to yield minimax rates. On the other hand, the two moments method is applicable beyond $U$-statistics and yields minimax rates without these extra assumptions. However we highlight that this generality comes at the cost of log $n$ factor rather than log log $n$ to obtain the same adaptivity results.

### 8 Further applications

In this section, we further investigate the power performance of permutation tests under different problem settings. One specific problem that we focus on is testing for multinomial distributions in the $\ell_1$ distance. The $\ell_1$ distance has an intuitive interpretation in terms of the total variation distance and has been considered as a metric for multinomial distribution testing (see e.g. Paninski, 2008; Chan et al., 2014; Diakonikolas and Kane, 2016; Balakrishnan and Wasserman, 2019, and also references therein). Unlike the previous work, we approach this problem using the permutation procedure and study its minimax rate optimality in the $\ell_1$ distance. We also consider the problem of testing for continuous distributions and demonstrate the performance of the permutation tests based on reproducing kernel-based test statistics in Section 8.4 and Section 8.5.
8.1 Two-sample testing under Poisson sampling with equal sample sizes

Let \( p_Y \) and \( p_Z \) be multinomial distributions defined on \( S_d \). Suppose that we observe samples from Poisson distributions as \( \{Y_{1,k}, \ldots, Y_{n,k}\} \overset{i.i.d.}{\sim} \text{Poisson}\{p_Y(k)\} \) and \( \{Z_{1,k}, \ldots, Z_{n,k}\} \overset{i.i.d.}{\sim} \text{Poisson}\{p_Z(k)\} \) for each \( k \in \{1, \ldots, d\} \). Assume that all these samples are mutually independent. Let us write \( V_k := \sum_{i=1}^n Y_{i,k} \) and \( W_k := \sum_{i=1}^n Z_{i,k} \) where \( V_k \) and \( W_k \) have Poisson distributions with parameters \( np_Y(k) \) and \( np_Z(k) \), respectively. Under this distributional assumption, Chan et al. (2014) consider a centered chi-square test statistic given by

\[
T_{\chi^2} := \sum_{k=1}^d \frac{(V_k - W_k)^2 - V_k - W_k}{V_k + W_k} 1(V_k + W_k > 0). \tag{40}
\]

Based on this statistic, they show that if one rejects the null \( H_0 : p_Y = p_Z \) when \( T_{\chi^2} \) is greater than \( C\sqrt{\min\{n, d\}} \) for some constant \( C \), then the resulting test is minimax rate optimal for the class of alternatives determined by the \( \ell_1 \) distance. In particular, the minimax rate is shown to be

\[
\epsilon_n^* \asymp \max \left\{ \frac{d^{1/2}}{n^{3/4}}, \frac{d^{1/4}}{n^{1/2}} \right\}. \tag{41}
\]

However, in their test, the choice of \( C \) is implicit and based on a loose concentration inequality. Here, by letting \( \{X_{i,k}\}_{i=1}^{2n} \) be the pooled samples of \( \{Y_{i,k}\}_{i=1}^n \) and \( \{Z_{i,k}\}_{i=1}^n \), we instead determine the critical value via the permutation procedure. In this setting the permuted test statistic is

\[
T_{\chi^2}^\pi := \sum_{k=1}^d \frac{(\sum_{i=1}^n X_{i,k} - \sum_{i=1}^n X_{i+n,k})^2 - V_k - W_k}{V_k + W_k} 1(V_k + W_k > 0). \tag{42}
\]

The next theorem shows that the resulting permutation test is also minimax rate optimal.

**Theorem 8.1** (Two-sample testing under Poisson sampling). Consider the distributional setting described above. For a sufficiently large \( C > 0 \), let us consider a positive sequence \( \epsilon_n \) such that

\[
\epsilon_n \geq \frac{C}{\beta} \sqrt{\log\left(\frac{1}{\alpha}\right)} \cdot \max \left\{ \frac{d^{1/2}}{n^{3/4}}, \frac{d^{1/4}}{n^{1/2}} \right\}.
\]

Then for testing \( \mathcal{P}_0 = \{(p_Y, p_Z) : p_Y = p_Z\} \) against \( \mathcal{P}_1 = \{(p_Y, p_Z) : \|p_Y - p_Z\|_1 \geq \epsilon_n\} \), the type I and II errors of the permutation test based on \( T_{\chi^2} \) are uniformly controlled as in (1).

It is worth noting that \( \sqrt{\log(1/\alpha)} \) factor in Theorem 8.1 is a consequence of applying the exponential concentration inequality in Section 6. We also note that this logarithmic factor cannot be obtained by the technique used in Chan et al. (2014) which only bounds the mean and variance of the test statistic. On the other hand, the dependency on \( \beta \) may be sub-optimal and may be improved via a more sophisticated analysis. We leave this direction to future work.

8.2 Two-sample testing via sample-splitting

Although the chi-square two-sample test in Theorem 8.1 is simple and comes with a theoretical guarantee of minimax optimality, it is only valid in the setting of equal sample sizes. The goal
of this subsection is to provide an alternative permutation test via sample-splitting which is min-
imax rate optimal regardless of the sample size ratio. When the two sample sizes are different, 
Bhattacharya and Valiant (2015) modify the chi-square statistic (40) and propose an optimal test 
but with the additional assumption that $\epsilon_{n_1,n_2} \geq d^{-1/12}$. Diakonikolas and Kane (2016) remove 
this extra assumption and introduce another test with the same statistical guarantee. Their test is 
based on the flattening idea that artificially transforms the probability distributions to be roughly 
uniform. The same idea is considered in Canonne et al. (2018) for conditional independence test-
ing. Despite their optimality, neither Bhattacharya and Valiant (2015) nor Diakonikolas and Kane 
(2016) presents a concrete way of choosing the critical value that leads to a level $\alpha$ test. Here we 
address this issue based on the permutation procedure.

Suppose that we observe $Y_{2n_1}$ and $Z_{2n_2}$ samples from two multinomial distributions $p_Y$ and 
$p_Z$ defined on $\mathbb{S}_d$, respectively. Without loss of generality, we assume that $n_1 \leq n_2$. Let us define 
m := $\min\{n_2,d\}$ and denote data-dependent weights, computed based on $\{Z_{n_2+1},\ldots,Z_{n_2+m}\}$, by 
$$w_k := \frac{1}{2d} + \frac{1}{2m} \sum_{i=1}^{m} I(Z_{i+n_2} = k) \quad \text{for } k = 1,\ldots,d.$$ 

Under the given scenario, we consider the two-sample $U$-statistic (6) defined with the following 
bivariate function:

$$g_{\text{Multi},w}(x, y) := \sum_{k=1}^{d} w_k^{-1} I(x = k) I(y = k). \quad (42)$$

We emphasize that the considered $U$-statistic is evaluated based on the first $n_1$ observations from 
each group, i.e. $\mathcal{X}_{2n_1}^{\text{split}} := \{Y_1,\ldots,Y_{n_1},Z_1,\ldots,Z_{n_1}\}$, which are clearly independent of weights 
$\{w_1,\ldots,w_d\}$. Let us denote the $U$-statistic computed in this way by $U_{n_1,n_2}^{\text{split}}$. Let us consider 
the critical value of a permutation test obtained by permuting the labels within $\mathcal{X}_{2n_1}^{\text{split}}$. Then the 
resulting permutation test via sample-splitting has the following theoretical guarantee.

**Proposition 8.2** (Multinomial two-sample testing in the $\ell_1$ distance). Let $\mathcal{P}_{\text{Multi}}^{(d)}$ be the set of 
pairs of multinomial distributions defined on $\mathbb{S}_d$. Let $\mathcal{P}_0 = \{(p_Y,p_Z) \in \mathcal{P}_{\text{Multi}}^{(d)} : p_Y = p_Z\}$ and 
$\mathcal{P}_1(\epsilon_{n_1,n_2}) = \{(p_Y,p_Z) \in \mathcal{P}_{\text{Multi}}^{(d)} : \|p_Y - p_Z\|_1 \geq \epsilon_{n_1,n_2}\}$ where 
$$\epsilon_{n_1,n_2} \geq \frac{C}{3^{3/4}} \sqrt{\log \left( \frac{1}{\alpha} \right)} \cdot \max \left\{ \frac{d^{1/2}}{n_1^{1/2} n_2^{1/4}}, \frac{d^{1/4}}{n_1^{1/2}} \right\}, \quad (43)$$

for a sufficiently large $C > 0$. Consider the two-sample $U$-statistic $U_{n_1,n_2}^{\text{split}}$ described above. Then, 
over the classes $\mathcal{P}_0$ and $\mathcal{P}_1$, the type I and II errors of the resulting permutation test via sample-
splitting are uniformly bounded as in (1).

**Proof Sketch.** The proof of this result can be found in Appendix T. To sketch the proof, con-
ditional on weights $w_1,\ldots,w_d$, the problem of interest is essentially the same as that of Proposi-
tion 4.3. One difference is that $U_{n_1,n_2}^{\text{split}}$ is not an unbiased estimator of $\|p_Y - p_Z\|_1$. However, by 
noting that $\sum_{k=1}^{d} w_i = 1$, one can lower bound the expected value in terms of the $\ell_1$ distance by
Cauchy-Schwarz inequality as

\[
\mathbb{E}_P[U_{n_1,n_2}^{\text{split}}(w_1, \ldots, w_n)] = \sum_{k=1}^{d} \frac{(p_Y(k) - p_Z(k))^2}{w_k} \geq \|p_Y - p_Z\|_1^2.
\]

The conditional variance can be similarly bounded as in Proposition 4.3 and we use Theorem 6.1 to study the critical value of the permutation test. Finally, we remove the randomness from the weights \(w_1, \ldots, w_d\) via Markov’s inequality to complete the proof.

The results of Bhattacharya and Valiant (2015) and Diakonikolas and Kane (2016) show that the minimum separation for \(\ell_1\)-closeness testing satisfies

\[
\epsilon_{n_1,n_2}^\dagger \asymp \max \left\{ \frac{d^{1/2}}{n_2^{1/4} n_1^{1/2}}, \frac{d^{1/4}}{n_1^{1/2}} \right\}.
\]

This means that the proposed permutation test is minimax rate optimal for multinomial testing in the \(\ell_1\) distance. On the other hand the procedure depends on sample-splitting which may result in a loss of practical power. Indeed all of the previous approaches (Acharya et al., 2014; Bhattacharya and Valiant, 2015; Diakonikolas and Kane, 2016) also depend on sample-splitting, which leaves the important question as to whether it is possible to obtain the same minimax guarantee without sample-splitting.

8.3 Independence testing via sample-splitting

We now turn to independence testing for multinomial distributions in the \(\ell_1\) distance. To take full advantage of the two-sample test developed in the previous subsection, we follow the idea of Diakonikolas and Kane (2016) in which the independence testing problem is converted into the two-sample problem as follows. Suppose that we observe \(X_{3n}\) samples from a joint multinomial distribution \(p_{YZ}\) on \(S_{d_1,d_2}\). We then take the first one-third of the data and denote it by \(\tilde{Y}_n := \{(Y_1, Z_1), \ldots, (Y_n, Z_n)\}\). Using the remaining data, we define another set of samples \(\tilde{Z}_n := \{(Y_{n+1}, Z_{2n+1}), \ldots, (Y_{2n}, Z_{3n})\}\). By construction, it is clear that \(\tilde{Y}_n\) consists of samples from the joint distribution \(p_{YZ}\) whereas \(\tilde{Z}_n\) consists of samples from the product distribution \(p_Y p_Z\). In other words, we have a fresh dataset \(\tilde{X}_n := \tilde{Y}_n \cup \tilde{Z}_n\) for two-sample testing. It is interesting to mention, however, that the direct application of the two-sample test in Proposition 8.2 to \(\tilde{X}_n\) does not guarantee optimality. In particular, by replacing \(d\) with \(d_1 d_2\) and letting \(n_1 = n_2 = n\) in condition (43), we see that the permutation test has power when \(\epsilon_{n_1,n_2}\) is sufficiently larger than \(\max \{d_1^{1/2} d_2^{1/2} n^{-3/4}, d_1^{1/4} d_2^{1/4} n^{-1/2}\}\), whereas by assuming \(d_1 \leq d_2\), the minimum separation for independence testing in the \(\ell_1\) distance (Diakonikolas and Kane, 2016) is given by

\[
\epsilon_{n}^\dagger \asymp \max \left\{ \frac{d_1^{1/4} d_2^{1/2}}{n^{3/4}}, \frac{d_1^{1/4} d_2^{1/4}}{n^{1/2}} \right\}.
\]

The main reason is that, unlike the original two-sample problem where two distributions can be arbitrary different, we have further restriction that the marginal distributions of \(p_{YZ}\) are the same as those of \(p_Y p_Z\). Therefore we need to consider a more refined weight function for independence
In this subsection we switch gears to continuous distributions and focus on the two-sample
8.4 Gaussian MMD
same minimax guarantee without sample-splitting.
practice. An interesting direction of future work is therefore to see whether one can obtain the
sample-splitting is mainly for technical convenience and it might result in a loss of efficiency in
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above. Then, over the classes
\[ \mathcal{C} _{\lambda} := \min \{ n/2, d_1 \} \] and \( m_2 := \min \{ n/2, d_2 \} \) and we assume \( n \) is even. Notice that by
construction, the given product weights are independent of the first half of \( \tilde{X} _n \), denoted by \( \tilde{X} _{n/2} ^{\text{split}} \).
Similarly as before, we use \( \tilde{X} _{n/2} ^{\text{split}} \) to compute the two-sample \( U \)-statistic (6) defined with the
following bivariate function:
\[
g_{\text{Multi},w} ^{\ast} \{ (x_1, y_1), (x_2, y_2) \} := \sum _{k_1 = 1} ^{d_1} \sum _{k_2 = 1} ^{d_2} w _{k_1,k_2} ^{-1} \mathbb{I} (x_1 = k_1, y_1 = k_2) \mathbb{I} (x_2 = k_1, y_2 = k_2),
\]
and denote the resulting test statistic by \( U _{n_1,n_2} ^{\text{split} \ast} \). The critical value is determined by permuting the
labels within \( \tilde{X} _{n/2} ^{\text{split}} \) and the resulting test has the following theoretical guarantee.

**Proposition 8.3** (Multinomial independence testing in \( \ell _1 \) distance). Let \( \mathcal{P} _{\text{Multi}} ^{(d_1,d_2)} \) be the set of
multinomial distributions defined on \( S _{d_1,d_2} \). Let \( \mathcal{P} _0 = \{ pYZ \in \mathcal{P} _{\text{Multi}} ^{(d_1,d_2)} : pYZ = pYPZ \} \) and \( \mathcal{P} _1 (\epsilon _n) = \{ pYZ \in \mathcal{P} _{\text{Multi}} ^{(d_1,d_2)} : \| pYZ - pYPZ \| _2 \geq \epsilon _n \} \) where
\[
\epsilon _n \geq \frac{C}{\beta ^{3/4} \sqrt{\log \left( \frac{1}{\alpha} \right)}} \cdot \max \left\{ \frac{d_1 ^{1/4} d_2 ^{1/2}}{n ^{3/4}}, \frac{d_1 ^{1/4} d_2 ^{1/2}}{n ^{1/2}} \right\},
\]
for a sufficiently large \( C > 0 \) and \( d_1 \leq d_2 \). Consider the two-sample \( U \)-statistic \( U _{n_1,n_2} ^{\text{split} \ast} \) described
above. Then, over the classes \( \mathcal{P} _0 \) and \( \mathcal{P} _1 \), the type I and II errors of the resulting permutation test
via sample-splitting are uniformly bounded as in (1).

The proof of this result follows similarly as that of Proposition 8.2 with a slight modification
due to different kinds of weights. The details are deferred to Appendix U. We note again that
sample-splitting is mainly for technical convenience and it might result in a loss of efficiency in
practice. An interesting direction of future work is therefore to see whether one can obtain the
same minimax guarantee without sample-splitting.

### 8.4 Gaussian MMD

In this subsection we switch gears to continuous distributions and focus on the two-sample \( U \)-statistic with a Gaussian kernel. For \( x, y \in \mathbb{R} ^d \) and \( \lambda _1, \ldots, \lambda _d > 0 \), the Gaussian kernel is defined by
\[
g_{\text{Gau}} (x, y) := K _{\lambda _1, \ldots, \lambda _d, d} (x - y) = \frac{1}{(2\pi)^{d/2} \lambda _1 \cdots \lambda _d} \exp \left\{ -\frac{1}{2} \sum _{i=1} ^d \frac{(x_i - y_i) ^2}{\lambda _i ^2} \right\}.
\] (44)
The two-sample \( U \)-statistic defined with this Gaussian kernel is known as the Gaussian maximum
mean discrepancy (MMD) statistic due to Gretton et al. (2012) and is also related to the test
statistic considered in Anderson et al. (1994). The Gaussian MMD statistic has a nice property that its expectation becomes zero if and only if $P_Y = P_Z$. Given the $U$-statistic with the Gaussian kernel, we want to find a sufficient condition under which the resulting permutation test has non-trivial power against alternatives determined with respect to the $L_2$ distance. In detail, by letting $f_Y$ and $f_Z$ be the density functions of $P_Y$ and $P_Z$ with respect to Lebesgue measure, consider the set of paired distributions $(P_Y, P_Z)$ such that the infinity norms of their densities are uniformly bounded, i.e. $\max\{\|f_Y\|_\infty, \|f_Z\|_\infty\} \leq M_{f,d} < \infty$. We denote such a set by $P_\infty^d$. Then for the class of alternatives $P_1(\epsilon_{n_1,n_2}) = \{(P_Y, P_Z) \in P_\infty^d : \|f_Y - f_Z\|_{L_2} \geq \epsilon_{n_1,n_2}\}$, the following proposition gives a sufficient condition on $\epsilon_{n_1,n_2}$ under which the permutation-based MMD test has non-trivial power. It is worth noting that a similar result exists in Fromont et al. (2013) where they study the two-sample problem for Poisson processes using a wild bootstrap method. The next proposition differs from their result in three different ways: (1) we consider the usual i.i.d. sampling scheme, (2) we do not assume that $n_1$ and $n_2$ are the same and (3) we use the permutation procedure, which is more generally applicable than the wild bootstrap procedure.

**Proposition 8.4** (Gaussian MMD). Consider the permutation test based on the two-sample $U$-statistic $U_{n_1,n_2}$ with the Gaussian kernel where we assume $\prod_{i=1}^d \lambda_i \leq 1$ and $n_1 \sim n_2$. For a sufficiently large $C(M_{f,d}, d) > 0$, consider $\epsilon_{n_1,n_2}$ such that

$$
\epsilon_{n_1,n_2}^2 \geq \|f_Y - f_Z\|_{L_2}^2 + \frac{1}{\beta \sqrt{\lambda_1 \cdots \lambda_d}} \log \left( \frac{1}{\alpha} \right) \cdot \left( \frac{1}{n_1} + \frac{1}{n_2} \right),
$$

where * is the convolution operator with respect to Lebesgue measure. Then for testing $P_0 = \{(P_Y, P_Z) \in P_\infty^d : f_Y = f_Z\}$ against $P_1 = \{(P_Y, P_Z) \in P_\infty^d : \|f_Y - f_Z\|_{L_2} \geq \epsilon_{n_1,n_2}\}$, the type I and II errors of the resulting permutation test are uniformly controlled as in (1).

The proof of this result is based on the exponential concentration inequality in Theorem 6.1 and the details are deferred to Appendix V. One can remove the assumption that $n_1 \sim n_2$ using the two moment method in Theorem 4.1 but in this case, the result relies on a polynomial dependence on $\alpha$. The first term on the right-hand side of condition (45) can be interpreted as a bias term, which measures a difference between the $L_2$ distance and the Gaussian MMD. The second term is related to the variance of the test statistic. We note that there is a certain trade-off between the bias and the variance, depending on the choice of tuning parameters $\{\lambda_i\}_{i=1}^d$. To make the bias term more explicit, we make some regularity conditions on densities, following Fromont et al. (2013) and Meynaoui et al. (2019), and discuss the optimal choice of $\{\lambda_i\}_{i=1}^d$ under each condition.

**Example 8.5** (Sobolev ball). For $s, R > 0$, the Sobolev ball $S^s_d(R)$ is defined as

$$
S^s_d(R) := \left\{ q : \mathbb{R}^d \to \mathbb{R} / q \in L^1(\mathbb{R}^d) \cap L^2(\mathbb{R}^d), \int_{\mathbb{R}^d} \|u\|^{2s} \widehat{q}(u)^2 du \leq (2\pi)^d R^2 \right\},
$$

where $\widehat{q}$ is the Fourier transform of $q$, i.e. $\widehat{q}(u) := \int_{\mathbb{R}^d} q(x)e^{i(x,u)} dx$ and $\langle x, u \rangle$ is the scalar product in $\mathbb{R}^d$. Suppose that $f_Y - f_Z \in S^s_d(R)$ where $s \in (0, 2]$. Then following Lemma 3 of Meynaoui et al. (2019), it can be seen that the bias term is bounded by

$$
\|f_Y - f_Z\|_{L_2}^2 + \langle f_Y - f_Z \rangle \leq C(R, s, d) \sum_{k=1}^d \lambda_k^{2s}.
$$
Now we further upper bound the right-hand side of condition (45) using the above result and then optimize it over $\lambda_1, \ldots, \lambda_d$. This can be done by putting $\lambda_1 = \cdots = \lambda_d = (n_1^{-1} + n_2^{-1})^{2/(4s+d)}$, which in turn yields

$$
\epsilon_{n_1,n_2} \geq C(M_{f,d}, R, s, d, \alpha, \beta) \left( \frac{1}{n_1} + \frac{1}{n_2} \right)^{\frac{2s}{4s+d}}.
$$

(46)

In other words, Proposition 8.4 holds over the Sobolev ball as long as condition (46) is satisfied.

By leveraging the minimax lower bound result in Meynaoui et al. (2019) and the proof of Proposition 4.4, it is straightforward to prove that the minimum separation rate for two-sample testing over the Sobolev ball is $n_1^{-2s/(4s+d)}$ for $n_1 \leq n_2$. This means that the permutation-based MMD test is minimax rate optimal over the Sobolev ball. In the next example, we consider an anisotropic Nikol’skii-Besov ball that can have different regularity conditions over $\mathbb{R}^d$.

**Example 8.6** (Nikol’skii-Besov ball). For $s := (s_1, \ldots, s_d) \in (0, \infty)^d$ and $R > 0$, the anisotropic Nikol’skii-Besov ball $N^{s}_{2,d}(R)$ defined by

$$
N^{s}_{2,d}(R) := \left\{ q : \mathbb{R}^d \to \mathbb{R} \middle| q \text{ has continuous partial derivatives } D_i^{[s_i]} \text{ of order } [s_i] \right. \\
\text{ with respect to } u_i \text{ and for all } i = 1, \ldots, d, u_1, \ldots, u_d, v \in \mathbb{R}, \\
\left. \| D_i^{[s_i]} q(u_1, \ldots, u_i + v, \ldots, u_d) - D_i^{[s_i]} q(u_1, \ldots, u_d) \|_{L_2} \leq R |v|^{s_i - [s_i]} \right\}.
$$

Suppose that $f_Y - f_Z \in N^{s}_{2,d}(R)$ where $s \in (0, 2]^d$. Then similarly to Lemma 4 of Meynaoui et al. (2019), it can be shown that the bias term is bounded by

$$
\| (f_Y - f_Z) - (f_Y - f_Z) * K_{\lambda,d} \|_{L_2}^2 \leq C(R, s, d) \sum_{k=1}^{d} \lambda_k^{2s_k}.
$$

Again we further upper bound the right-hand side of condition (45) using the above result and then minimize it over $\lambda_1, \ldots, \lambda_d$. Letting $n = \sum_{k=1}^{d} s_k^{-1}$, the minimum (up to a constant factor) can be achieved when $\lambda_k = (n_1^{-1} + n_2^{-1})^{2n/(s_k(1+\eta))}$ for $k = 1, \ldots, d$, which yields

$$
\epsilon_{n_1,n_2} \geq C(M_{f,d}, R, s, d, \alpha, \beta) \left( \frac{1}{n_1} + \frac{1}{n_2} \right)^{\frac{2n}{4s+d}}.
$$

(47)

Therefore we are guaranteed that Proposition 8.4 holds over the Nikol’skii-Besov ball as long as condition (47) is satisfied.

### 8.5 Gaussian HSIC

We now focus on independence testing for continuous distributions. In particular we study the performance of the permutation test using the $U$-statistic (18) defined with Gaussian kernels. For $y_1, y_2 \in \mathbb{R}^{d_1}$, $z_1, z_2 \in \mathbb{R}^{d_2}$ and $\lambda_1, \ldots, \lambda_{d_1}, \gamma_1, \ldots, \gamma_{d_2} > 0$, let us recall the definition of a Gaussian kernel (44) and similarly write

$$
g_{\text{Gau,Y}}(y_1, y_2) := K_{\lambda_1, \ldots, \lambda_{d_1}}(y_1 - y_2) \quad \text{and} \quad g_{\text{Gau,Z}}(z_1, z_2) := K_{\gamma_1, \ldots, \gamma_{d_2}}(z_1 - z_2).
$$

(48)
The $U$-statistic (18) defined with these Gaussian kernels is known as the Hilbert–Schmidt independence criterion (HSIC) statistic (Gretton et al., 2005). As in the case of the Gaussian MMD, it is well-known that the expected value of the Gaussian HSIC statistic becomes zero if and only if $P_{YZ} = P_Y P_Z$. Using this property, the resulting test can be consistent against any fixed alternative. Meynaoui et al. (2019) consider the same statistic and study the power of a HSIC-based test over Sobolev and Nikol’skii-Besov balls. It is important to note, however, that the critical value of their test is calculated based on the (theoretical) null distribution of the test statistic, which is unknown in general. The aim of this subsection is to extend their results to the permutation test that does not require knowledge of the null distribution. To describe the main result, let us write the density functions of $P_{YZ}$ and $P_Y P_Z$ with respect to Lebesgue measure by $f_{YZ}$ and $f_Y f_Z$.

As in Section 8.4, we use $\mathcal{P}_{\infty}^{d_1,d_2}$ to denote the set of distributions $P_{YZ}$ whose joint and product densities are uniformly bounded, i.e. $\max\{\|f_{YZ}\|_\infty, \|f_Y f_Z\|_\infty\} \leq M_{f,d_1,d_2} < \infty$. Then the following proposition presents a theoretical guarantee for the permutation-based HSIC test.

**Proposition 8.7** (Gaussian HSIC). Consider the permutation test based on the $U$-statistic $U_n$ with the Gaussian kernels (48) where we assume $\prod_{i=1}^{d_1} \lambda_i \leq 1$ and $\prod_{i=1}^{d_2} \gamma_i \leq 1$. For a sufficiently large $C(M_{f,d_1,d_2}, d_1, d_2) > 0$, consider $\epsilon_n$ such that

$$
\epsilon_n^2 \geq \| (f_{YZ} - f_Y f_Z) - (f_Y f_Z - f_Y f_Z) * (K_{\lambda,d_1} K_{\gamma,d_2}) \|_{L_2}^2
+ \frac{C(M_{f,d_1,d_2}, d_1, d_2)}{n^{1/2} \beta n \sqrt{\lambda_1 \cdots \lambda_{d_1} \gamma_1 \cdots \gamma_{d_2}}},
$$

where $*$ is the convolution operator with respect to Lebesgue measure. Then for testing $\mathcal{P}_0 = \{P_{YZ} \in \mathcal{P}_{\infty}^{d_1,d_2} : f_{YZ} = f_Y f_Z\}$ against $\mathcal{P}_1 = \{P_{YZ} \in \mathcal{P}_{\infty}^{d_1,d_2} : \|f_{YZ} - f_Y f_Z\|_{L_2} \geq \epsilon_n\}$, the type I and II errors of the resulting permutation test are uniformly controlled as in (1).

The proof of this result is based on the two moments method in Proposition 5.1. We omit the proof of this result since it is very similar to that of Proposition 8.4 and Theorem 1 of Meynaoui et al. (2019). As before, the first term on the right-hand side of condition (49) can be viewed as a bias, which measures a difference between the $L_2$ distance and the Gaussian HSIC. To make this bias term more tractable, we now consider Sobolev and Nikol’skii-Besov balls and further illustrate Proposition 8.7. The following two examples correspond Corollary 2 and Corollary 3 of Meynaoui et al. (2019) but based on the permutation test.

**Example 8.8** (Sobolev ball). Recall the definition of the Sobolev ball from Example 8.5 and assume that $f_{YZ} - f_Y f_Z \in S^s_{d_1+d_2}(R)$ where $s \in (0,2]$. Then from Lemma 3 of Meynaoui et al. (2019), the bias term in condition (49) can be bounded by

$$
\| (f_{YZ} - f_Y f_Z) - (f_Y f_Z - f_Y f_Z) * (K_{\lambda,d_1} K_{\gamma,d_2}) \|_{L_2} \leq C(R, s, d_1, d_2) \left\{ \sum_{i=1}^{d_1} \lambda_i^{2s} + \sum_{j=1}^{d_2} \gamma_j^{2s} \right\}.
$$

For each $i \in \{1, \ldots, d_1\}$ and $j \in \{1, \ldots, d_2\}$, we choose $\lambda_i = \gamma_j = n^{-2/(4s+d_1+d_2)}$ such that the lower bound of $\epsilon_n$ in condition (49) is minimized. Then by plugging these parameters, it can be seen that Proposition 8.7 holds as long as $\epsilon_n \geq C(M_{f,d_1,d_2}, s, R, d_1, d_2, \alpha, \beta)n^{-\frac{2}{4s+d_1+d_2}}$. Furthermore, this rate matches with the lower bound given in Meynaoui et al. (2019).
Independence testing and the simulation settings are described below.

For this purpose, we focus on the problems of multinomial two-sample and study, we demonstrate the sensitivity of the latter approach to the choice of constants in terms of even unknown parameters which raises the issue of practicality. In the first part of the simulation seriously it is often the case that this threshold depends on a number of unspecified constants or bounds. The latter tests are typically conservative as they depend on a loose threshold. More

This section provides empirical results to further justify the permutation approach. As emphasized before, the most significant feature of the permutation test is that it tightly controls the type I error rate for any sample size. This is in sharp contrast to non-asymptotic tests based on concentration bounds. The latter tests are typically conservative as they depend on a loose threshold. More seriously it is often the case that this threshold depends on a number of unspecified constants or even unknown parameters which raises the issue of practicality. In the first part of the simulation study, we demonstrate the sensitivity of the latter approach to the choice of constants in terms of type I error control. For this purpose, we focus on the problems of multinomial two-sample and independence testing and the simulation settings are described below.

1. Two-sample testing. We consider various power law multinomial distributions under the two-sample null hypothesis. Specifically the probability of each bin is defined to be \( p_Y(k) = p_Z(k) \propto k^\gamma \) for \( k \in \{1, \ldots, d\} \) and \( \gamma \in \{0.2, \ldots, 1.6\} \). We let the sample sizes be \( n_1 = n_2 = 50 \) and the bin size be \( d = 50 \). Following Chan et al. (2014) and Diakonikolas and Kane (2016), we use the threshold \( C\|p_Y\|_2 \) for some constant \( C \) and reject the null when \( U_{n_1, n_2} > C\|p_Y\|_2 \) where \( U_{n_1, n_2} \) is the U-statistic considered in Proposition 4.3.

2. Independence testing. We again consider power law multinomial distributions under the independence null hypothesis. In particular the probability of each bin is defined to be \( p_{YZ}(k_1, k_2) = p_Y(k_1)p_Z(k_2) \propto k_1^\gamma k_2^\gamma \) for \( k_1, k_2 \in \{1, \ldots, d\} \) and \( \gamma \in \{0.2, \ldots, 1.6\} \). We let the sample size be \( n = 100 \) and the bin sizes be \( d_1 = d_2 = 20 \). Similarly as before, we use the threshold \( C\|p_Yp_Z\|_2 \) for some constant \( C \) and reject the null when \( U_n > C\|p_Yp_Z\|_2 \) where \( U_n \) is the U-statistic considered in Proposition 5.3.
Figure 3: Type I error rates of the tests based on concentration bounds by varying constant $C$ in their thresholds. Here we approximated the type I error rates via Monte-Carlo simulations under different power law distributions with parameter $\gamma$. The results show that the error rates vary considerably depending on the choice of $C$.

The simulations were repeated 2000 times to approximate the type I error rate of the tests as a function of $C$. The results are presented in Figure 3. One notable aspect of the results is that, in both two-sample and independence cases, the error rates are fairly stable over different null scenarios for each fixed $C$. However these error rates vary a lot over different $C$, which clearly shows the sensitivity of the non-asymptotic approach to the choice of $C$. Furthermore it should be emphasized that both tests are not practical as they depend on unknown parameters $\|p_Y\|_2$ and $\|p_Yp_Z\|_2$, respectively.

It has been demonstrated by several authors (e.g. Hoeffding, 1952) that the permutation distribution of a test statistic mimics the underlying null distribution of the same test statistic in low-dimensional settings. In the next simulation, we provide empirical evidence that the same conclusion still holds in high-dimensional settings. This may further imply that the power of the permutation test approximates that of the theoretical test based on the null distribution of the test statistic. To illustrate, we focus on the two-sample $U$-statistic for multinomial testing in Proposition 4.3 and consider two different scenarios as follows.

1. **Uniform law under the null.** We simulate $n_1 = n_2 = 200$ samples from the uniform multinomial distributions under the null such that $p_Y(k) = p_Z(k) = 1/d$ for $k = 1, \ldots, d$ where $d \in \{5, 100, 1000\}$. Conditional on these samples, we compute the permutation distribution of the test statistic. On the other hand, the null distribution of the test statistic is estimated based on $n_1 = n_2 = 200$ samples from the uniform distribution by running a Monte-Carlo simulation with 2000 repetitions.

2. **Power law under the alternative.** In order to argue that the power of the permutation test is similar to that of the theoretical test, we need to study the behavior of the permutation distribution under the alternative. For this reason, we simulate $n_1 = 200$ samples from the
Figure 4: Q-Q plots between the null distribution and the permutation distribution of the two-sample $U$-statistic. The quantiles of the two distributions approximately lie on the straight line $y = x$ in all cases, which demonstrates the similarity of the two distributions. Here we rescaled the test statistic by an appropriate constant for display purpose only.

uniform distribution $p_Y(k) = 1/d$ and $n_2 = 200$ samples from the power law distribution $p_Z(k) \propto k$ for $k = 1, \ldots, d$ where $d \in \{5, 100, 1000\}$. Conditional on these samples, we compute the permutation distribution of the test statistic. On the other hand, the null distribution of the test statistic is estimated based on $n_1 = n_2 = 200$ samples from the mixture distribution $1/2 \times p_Y + 1/2 \times p_Z$ with 2000 repetitions.

In the simulation study, due to the computational difficulty of considering all possible permutations, we approximated the original permutation distribution using the Monte-Carlo method. Nevertheless the difference between the original permutation distribution and its Monte-Carlo counterpart can be made arbitrary small uniformly over the entire real line, which can be shown by using Dvoretzky-Kiefer-Wolfowitz inequality (Dvoretzky et al., 1956). In our simulations, we randomly sampled 2000 permutations from the entire permutations, based on which we computed the empirical distribution of the permuted test statistic.

We recall from Figure 1 that the null distribution of the test statistic changes a lot depending on the size of $d$. In particular, it tends to be skewed to the right (similar to a $\chi^2$ distribution) when $d$ is small and tends to be symmetric (similar to a normal distribution) when $d$ is large. Also note that the null distribution tends to be more discrete when $d$ is large relative to the sample size. In
Figure 4, we present the Q-Q plots of the null and (approximate) permutation distributions. It is apparent from the figure that the quantiles of these two distributions approximately lie along the straight line $y = x$ in all the scenarios. In other words, the permutation distribution closely follows the null distribution, regardless of the size of $d$, from which we conjecture that the null distribution and the permutation distribution might have the same even in high-dimensional settings.

10 Discussion

In this work we presented a general framework for analyzing the type II error rate of the permutation test based on the first two moments of the test statistic. We illustrated the utility of the proposed framework in the context of two-sample testing and independence testing in both discrete and continuous cases. In particular, we introduced the permutation tests based on degenerate $U$-statistics and explored their minimax optimality for multinomial testing as well as density testing. To improve a polynomial dependency on the nominal level $\alpha$, we developed exponential concentration inequalities for permuted $U$-statistics based on an idea that links permutations to i.i.d. Bernoulli random variables. The utility of the exponential bounds was highlighted by introducing adaptive tests to unknown parameters and also providing a concentration bound for Rademacher chaos under sampling without replacement.

Our work motivates several lines of future directions. First, while this paper considered the problem of unconditional independence testing, it would be interesting to extend our results to the problem of conditional independence testing. When the conditional variable is discrete, one can apply unconditional independence tests within categories and combine them, in a suitable way, to test for conditional independence. When the conditional variable is continuous, however, this strategy does not work and this has led several authors to use “local permutation” heuristics (see for instance Doran et al., 2014; Fukumizu et al., 2008; Neykov et al., 2019). In contrast to the two-sample and independence testing problems we have considered in our paper, even justifying the type I error control of these methods is not straightforward. Second, based on the coupling idea in Section 6, further work can be done to develop combinatorial concentration inequalities for other statistics. It would also be interesting to see whether one can obtain tighter concentration bounds, especially for $U^n$ in (32). Finally, identifying settings in which we can improve the dependence on the type II error rate $\beta$ for the two-moment method is another interesting direction for future research.
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A Overview of Appendix

In this supplementary material, we provide some additional results and the technical proofs omitted in the main text. The remainder of this material is organized as follows.

- In Appendix B, we develop exponential inequalities for permuted linear statistics, building on the concept of negative association.
- In Appendix C, we provide the result that improves Theorem 4.1 based on the exponential bound in Theorem 6.1 with an extra assumption that $n_1 \asymp n_2$.
- The proof of Lemma 3.1 on the two moments method is provided in Appendix D.
- The proofs of the results on two-sample testing in Section 4 are presented in Appendix E, F, G and H.
- The proofs of the results on independence testing in Section 5 are presented in Appendix I, J, K, L and M.
- The proofs of the results on combinatorial concentration inequalities in Section 6 are presented in Appendix O and P.
- The proofs of the results on adaptive tests in Section 7 are presented in Appendix Q and R.
- The proofs of the results on multinomial tests and Gaussian kernel tests in Section 8 are presented in Appendix S, T, U and V.

B Exponential inequalities for permuted linear statistics

Suppose that $X_n = \{(Y_1, Z_1), \ldots, (Y_n, Z_n)\}$ is a set of bivariate random variables where $Y_i \in \mathbb{R}$ and $Z_i \in \mathbb{R}$. Following the convention, let us write the sample means of $Y$ and $Z$ by $\overline{Y} := n^{-1} \sum_{i=1}^{n} Y_i$ and $\overline{Z} := n^{-1} \sum_{i=1}^{n} Z_i$, respectively. The sample covariance, which measures a linear relationship between $Y$ and $Z$, is given by

$$L_n := \frac{1}{n} \sum_{i=1}^{n} (Y_i - \overline{Y})(Z_i - \overline{Z}).$$
We also call $L_n$ as a linear statistic as opposed to quadratic statistics or degenerate $U$-statistics considered in the main text. Let us denote the permuted linear statistic, associated with a permutation $\pi$ of $\{1, \ldots, n\}$, by

$$L_n^\pi = \frac{1}{n} \sum_{i=1}^{n} (Y_i - \overline{Y})(Z_{\pi_i} - \overline{Z}).$$

In this section, we provide two exponential concentration bounds for $L_n^\pi$ conditional on $X_n$; namely Hoeffding-type inequality (Proposition B.2) and Bernstein-type inequality (Proposition B.3). These results have potential applications in studying the power of the permutation test based on $L_n$ and also concentration inequalities for sampling without replacement. We describe the second application in more detail in Appendix B.1 after we develop the results.

**Related work and negative association.** We should note that the same problem has been considered by several authors using Stein’s method (Chatterjee, 2007), a martingale method (Chapter 4.2 of Bercu et al., 2015) and Talagrand’s inequality (Albert, 2019). In fact they consider a more general linear statistic which has the form of $\sum_{i=1}^{n} d_{i,j}$ where $\{d_{i,j}\}_{i,j=1}^{n}$ is an arbitrary bivariate sequence. Thus their statistic includes $L_n$ as a special case by letting $d_{i,\pi_i} = (Y_i - \overline{Y})(Z_{\pi_i} - \overline{Z})$. However their proofs are quite involved at the expense of being more general. Here we provide a much simpler proof with sharper constant factors by taking advantage of the decomposability of $d_{i,j}$. To this end, we utilize the concept of negative association (e.g. Joag-Dev and Proschan, 1983; Dubhashi and Ranjan, 1998), defined as follows.

**Definition B.1 (Negative association).** Random variables $X_1, \ldots, X_n$ are negatively associated (NA) if for every two disjoint index sets $I, J \subseteq \{1, \ldots, n\}$,

$$\mathbb{E}[f(X_i, i \in I)g(X_j, j \in J)] \leq \mathbb{E}[f(X_i, i \in I)]\mathbb{E}[g(X_j, j \in J)]$$

for all functions $f : \mathbb{R}^{|I|} \mapsto \mathbb{R}$ and $g : \mathbb{R}^{|J|} \mapsto \mathbb{R}$ that are both non-decreasing or both non-increasing.

Let us state several useful facts about negatively associated random variables that we shall leverage to prove the main results of this section. The proofs of the given facts can be found in Joag-Dev and Proschan (1983) and Dubhashi and Ranjan (1998).

- **Fact 1.** Let $\{x_1, \ldots, x_n\}$ be a set of $n$ real values. Suppose that $\{X_1, \ldots, X_n\}$ are random variables with the probability such that

$$\mathbb{P}(X_1 = x_{\pi_1}, \ldots, X_n = x_{\pi_n}) = \frac{1}{n!}$$

for any permutation $\pi$ of $\{1, \ldots, n\}$.

Then $\{X_1, \ldots, X_n\}$ are negatively associated.

- **Fact 2.** Let $\{X_1, \ldots, X_n\}$ be negatively associated. Let $I_1, \ldots, I_k \subseteq \{1, \ldots, n\}$ be disjoint index sets, for some positive integer $k$. For $j \in \{1, \ldots, n\}$, let $h_j : \mathbb{R}^{|I_j|} \mapsto \mathbb{R}$ be functions that are all non-decreasing or all non-increasing and define $Y_j = h_j(X_i, i \in I_j)$. Then $\{Y_1, \ldots, Y_k\}$ are also negatively associated.

- **Fact 3.** Let $\{X_1, \ldots, X_n\}$ be negatively associated. Then for any non-decreasing functions $f_i, i \in \{1, \ldots, n\}$, we have that

$$\mathbb{E}\left[\prod_{i=1}^{n} f_i(X_i)\right] \leq \prod_{i=1}^{n} \mathbb{E}[f_i(X_i)].$$

(50)
Description of the main idea. Notice that $L^n_\pi$ is a function of non-i.i.d. random variables for which standard techniques relying on i.i.d. assumptions do not work directly. We avoid this difficulty by connecting $L^n_\pi$ with negatively associated random variables and then applying Chernoff bound combined with the inequality (50). The details are as follows. For notational simplicity, let us denote

$$\{a_1, \ldots, a_n\} = \{Y_1 - \bar{Y}, \ldots, Y_n - \bar{Y}\} \quad \text{and}$$

$$\{b_{\pi_1}, \ldots, b_{\pi_n}\} = \{Z_{\pi_1} - \bar{Z}, \ldots, Z_{\pi_n} - \bar{Z}\}.$$ 

To proceed, we make several important observations.

- **Observation 1.** First, since $\{b_{\pi_1}, \ldots, b_{\pi_n}\}$ has a permutation distribution, we can use Fact 1 and conclude that $\{b_{\pi_1}, \ldots, b_{\pi_n}\}$ are negatively associated.

- **Observation 2.** Second, let $I_+$ be the set of indices such that $a_i > 0$ and similarly $I_-$ be the set of indices such that $a_i < 0$. Since $h_i(X_i, i \in I_+) = a_iX_i$ is non-decreasing function and $h_i(X_i, i \in I_-) = a_iX_i$ is non-increasing functions, it can be seen that $\{a_ib_{\pi_i}\}_{i \in I_+}$ and $\{a_ib_{\pi_i}\}_{i \in I_-}$ are negatively associated by Fact 2. Using this notation, the linear statistic can be written as

$$L^n_\pi = \frac{1}{n} \sum_{i \in I_+} a_i b_{\pi_i} + \frac{1}{n} \sum_{i \in I_-} a_i b_{\pi_i}.$$ 

It can be easily seen that $E_{\pi}[b_{\pi_i}|X_n] = 0$ for each $i$ and thus $E_{\pi}[L^n_\pi|X_n] = 0$ by linearity of expectation. Hence, for $\lambda > 0$, applying the Chernoff bound yields

$$\mathbb{P}_{\pi}(L^n_\pi \geq t|X_n)$$

$$\leq e^{-\lambda t} E_{\pi} \left[ \exp \left( \lambda n^{-1} \sum_{i \in I_+} a_ib_{\pi_i} + \lambda n^{-1} \sum_{i \in I_-} a_ib_{\pi_i} \right) | X_n \right]$$

$$\leq \frac{e^{-\lambda t}}{2} E_{\pi} \left[ \exp \left( 2\lambda n^{-1} \sum_{i \in I_+} a_ib_{\pi_i} \right) | X_n \right] + \frac{e^{-\lambda t}}{2} E_{\pi} \left[ \exp \left( 2\lambda n^{-1} \sum_{i \in I_-} a_ib_{\pi_i} \right) | X_n \right]$$

$$:= (I) + (II),$$

where the last inequality uses the elementary inequality $xy \leq x^2/2 + y^2/2$.

- **Observation 3.** Third, based on fact that $\{a_ib_{\pi_i}\}_{i \in I_+}$ and $\{a_ib_{\pi_i}\}_{i \in I_-}$ are negatively associated, we may apply Fact 3 to have that

$$(I) \leq \frac{e^{-\lambda t}}{2} \prod_{i \in I_+} E_{\tilde{b}_i} \left[ \exp \left( 2\lambda n^{-1} a_i \tilde{b}_i \right) | X_n \right] = \frac{e^{-\lambda t}}{2} \prod_{i = 1}^n E_{\tilde{b}_i} \left[ \exp \left( 2\lambda n^{-1} a_i \tilde{b}_i \right) | X_n \right]$$

and

$$(II) \leq \frac{e^{-\lambda t}}{2} \prod_{i \in I_-} E_{\tilde{b}_i} \left[ \exp \left( 2\lambda n^{-1} a_i \tilde{b}_i \right) | X_n \right] = \frac{e^{-\lambda t}}{2} \prod_{i = 1}^n E_{\tilde{b}_i} \left[ \exp \left( -2\lambda n^{-1} a_i \tilde{b}_i \right) | X_n \right],$$

where $\tilde{b}_1, \ldots, \tilde{b}_n$ are i.i.d. random variables uniformly distributed over $\{b_1, \ldots, b_n\}$. Here $a_i^+$ and $a_i^-$ represent $a_i^+ = a_i \mathbb{I}(a_i \geq 0)$ and $a_i^- = -a_i \mathbb{I}(a_i \leq 0)$ respectively.
With these upper bounds for (I) and (II) in place, we are now ready to present the main results of this section. The first one is a Hoeffding-type bound which provides a sharper constant factor than Duembgen (1998).

**Proposition B.2** (Hoeffding-type bound). Let us define $a_{\text{range}} := Y_n - Y_1$ and $b_{\text{range}} := Z_n - Z_1$. Then

$$\mathbb{P}_\pi(L_n^\pi \geq t|\mathcal{X}_n) \leq \exp \left[ - \max \left\{ \frac{n^2t^2}{a_{\text{range}}^2 \sum_{i=1}^n b_i^2}, \frac{n^2t^2}{b_{\text{range}}^2 \sum_{i=1}^n a_i^2} \right\} \right].$$

**Proof.** The proof directly follows by applying Hoeffding’s lemma (Hoeffding, 1963), which states that when $Z$ has zero mean and $a \leq Z \leq b$,

$$\mathbb{E}[e^{\lambda Z}] \leq e^{\lambda^2(b-a)^2/8}.$$

Notice that Hoeffding’s lemma yields

$$\prod_{i=1}^n \mathbb{E}_b[e^{(2\lambda n^{-1}a_i^+ b_i)} | \mathcal{X}_n] \leq \exp \left\{ \frac{\lambda^2 b_{\text{range}}^2}{2n^2} \sum_{i=1}^n (a_i^+)^2 \right\} \leq \exp \left\{ \frac{\lambda^2 b_{\text{range}}^2}{2n^2} \sum_{i=1}^n a_i^2 \right\} \quad \text{and}$$

$$\prod_{i=1}^n \mathbb{E}_b[e^{(2\lambda n^{-1}a_i^- b_i)} | \mathcal{X}_n] \leq \exp \left\{ \frac{\lambda^2 b_{\text{range}}^2}{2n^2} \sum_{i=1}^n (a_i^-)^2 \right\} \leq \exp \left\{ \frac{\lambda^2 b_{\text{range}}^2}{2n^2} \sum_{i=1}^n a_i^2 \right\}.$$

Thus combining the above with the upper bounds for (I) and (II) in (51) yields

$$\mathbb{P}_\pi(L_n^\pi \geq t|\mathcal{X}_n) \leq \exp \left\{ -\lambda t + \frac{\lambda^2 b_{\text{range}}^2}{2n^2} \sum_{i=1}^n a_i^2 \right\}.$$  

By optimizing over $\lambda$ on the right-hand side, we obtain that

$$\mathbb{P}_\pi(L_n^\pi \geq t|\mathcal{X}_n) \leq \exp \left\{ -\frac{n^2t^2}{b_{\text{range}}^2 \sum_{i=1}^n a_i^2} \right\}. \quad (52)$$

Since $\sum_{i=1}^n a_{\pi_i} b_i$ and $\sum_{i=1}^n a_i b_{\pi_i}$ have the same permutation distribution, it also holds that

$$\mathbb{P}_\pi(L_n^\pi \geq t|\mathcal{X}_n) \leq \exp \left\{ -\frac{n^2t^2}{a_{\text{range}}^2 \sum_{i=1}^n b_i^2} \right\}. \quad (53)$$

Then putting together these two bounds (52) and (53) gives the desired result. \hfill $\square$

Note that Proposition B.2 depends on the variance of either $\{a_i\}_{i=1}^n$ or $\{b_i\}_{i=1}^n$. In the next proposition, we provide a Bernstein-type bound which depends on the variance of the bivariate sequence $\{a_i b_j\}_{i,j=1}^n$. Similar results can be found in Bercu et al. (2015) and Albert (2019) but in terms of constants, the bound below is much shaper than the previous ones.

**Proposition B.3** (Bernstein-type bound). Based on the same notation in Proposition B.2, a Bernstein-type bound is provided by

$$\mathbb{P}_\pi(L_n^\pi \geq t|\mathcal{X}_n) \leq \exp \left\{ -\frac{nt^2}{2n^{-2} \sum_{i,j=1}^n a_i^2 b_j^2 + \frac{2}{3} t \max_{1 \leq i,j \leq n} |a_i b_j|} \right\}.$$
Proof. Once we have the upper bounds for (I) and (II) in (51), the remainder of the proof is routine. First it is straightforward to verify that for \(|Z| \leq c\), \(E[Z] = 0\) and \(E[Z^2] = \sigma^2\), we have that

\[
E[e^{\lambda Z}] = 1 + \sum_{k=2}^{\infty} \frac{E[(\lambda Z)^k]}{k!} \leq 1 + \frac{\sigma^2}{c^2} \sum_{k=2}^{\infty} \frac{\lambda^k}{k!} \leq \exp\left\{ \frac{\sigma^2}{c^2} \left( e^{\lambda c} - 1 - \lambda c \right) \right\}.
\]

Let us write \(\hat{\sigma}_i^2 = n^{-1}a_i^2 \sum_{j=1}^n b_i^2\) and \(M = n^{-1} \max_{1 \leq i,j \leq n} |a_i b_j|\). Then based on the above inequality, we can obtain that

\[
\prod_{i=1}^n E_{\hat{b}_i}[\exp (2\lambda n^{-1}a_i^2 \hat{b}_i) | X_n] \leq \exp\left\{ \frac{\sum_{i=1}^n \hat{\sigma}_i^2}{M^2} \left( e^{\lambda M} - 1 - \lambda M \right) \right\}
\]

and

\[
\prod_{i=1}^n E_{\hat{b}_i}[\exp (2\lambda n^{-1}a_i^2 \hat{b}_i) | X_n] \leq \exp\left\{ \frac{\sum_{i=1}^n \hat{\sigma}_i^2}{M^2} \left( e^{\lambda M} - 1 - \lambda M \right) \right\}.
\]

Combining these two upper bounds with the result in (51) yields

\[
\mathbb{P}_\pi (L_n^\pi \geq t | X_n) \leq e^{-M} \exp\left\{ \frac{\sum_{i=1}^n \hat{\sigma}_i^2}{M^2} \left( e^{\lambda M} - 1 - \lambda M \right) \right\}.
\]

By optimizing the right-hand side in terms of \(\lambda\), we obtain a Bennett-type inequality

\[
\mathbb{P}_\pi (L_n^\pi \geq t | X_n) \leq \exp\left\{ - \frac{\sum_{i=1}^n \hat{\sigma}_i^2}{M^2} h\left( \frac{tM}{\sum_{i=1}^n \hat{\sigma}_i^2} \right) \right\},
\]

where \(h(x) = (1+x) \log(1+x) - x\). Then the result follows by noting that \(h(x) \geq x^2/(2+2x/3)\).

In the next subsection, we apply our results to derive concentration inequalities for sampling without replacement.

### B.1 Concentration inequalities for sampling without replacement

To establish the explicit connection to sampling without replacement, we focus on the case where \(Z_i\) is binary, say \(Z_i \in \{-a, a\}\). Then the linear statistic \(L_n\) is related to the unscaled two-sample \(t\)-statistic. More specifically, let us write \(n_1 = \sum_{i=1}^n 1(Z_i = a)\) and \(n_2 = \sum_{i=1}^n 1(Z_i = -a)\). Additionally we use the notation \(\overline{Y}_1 = n_1^{-1} \sum_{i=1}^n Y_i 1(Z_i = a)\) and \(\overline{Y}_2 = n_2^{-1} \sum_{i=1}^n Y_i 1(Z_i = -a)\). Then some algebra shows that the sample covariance \(L_n\) is exactly the form of

\[
L_n = 2a \frac{n_1 n_2}{n^2} (\overline{Y}_1 - \overline{Y}_2).
\]

Without loss of generality, we assume \(a = 1\), i.e. \(Z_i \in \{-1, 1\}\). Then Proposition B.2 gives a concentration inequality for the unscaled \(t\)-statistic as

\[
\mathbb{P}_\pi\left\{ \frac{2n_1 n_2}{n^2} (\overline{Y}_{1, \pi} - \overline{Y}_{2, \pi}) \geq t | X_n \right\} \leq \mathbb{P}_\pi\left\{ (\overline{Y}_{1, \pi} - \overline{Y}_{2, \pi}) \geq \frac{tn}{2n_1 n_2} | X_n \right\}
\]

\[
\leq \exp\left\{ - \frac{n^2 t^2}{4 \sum_{i=1}^n (Y_i - \overline{Y})^2} \right\},
\]
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where $\overline{Y}_{1,\pi} = n_1^{-1} \sum_{i=1}^{n} Y_{\pi_i} \mathbb{I}(Z_i = 1)$ and $\overline{Y}_{2,\pi} = n_2^{-1} \sum_{i=1}^{n} Y_{\pi_i} \mathbb{I}(Z_i = -1)$. This implies that

$$
P_{\pi} \left( \overline{Y}_{1,\pi} - \overline{Y}_{2,\pi} \geq t \big| X_n \right) \leq \exp \left( -\frac{n_1^2 n_2^2 t^2}{n^3 \hat{\sigma}_{\text{lin}}^2} \right),$$

where $\hat{\sigma}_{\text{lin}}^2 = n^{-1} \sum_{i=1}^{n} (Z_i - \bar{Z})^2$. By symmetry, it also holds that

$$
P_{\pi} \left( |\overline{Y}_{1,\pi} - \overline{Y}_{2,\pi}| \geq t \big| X_n \right) \leq 2 \exp \left( -\frac{n_1^2 n_2^2 t^2}{n^3 \hat{\sigma}_{\text{lin}}^2} \right).$$

Let us denote the sample mean of the entire samples by $\overline{Y} = n^{-1} \sum_{i=1}^{n} Y_i$. Then using the exact relationship

$$|\overline{Y}_{1,\pi} - \overline{Y}_{2,\pi}| = \frac{n}{n_2} |\overline{Y}_{1,\pi} - \overline{Y}|,$$

the above inequality is equivalent to

$$P_{\pi} \left( |\overline{Y}_{1,\pi} - \overline{Y}| \geq t \big| X_n \right) \leq 2 \exp \left( -\frac{n_1^2 t^2}{n_2 \hat{\sigma}_{\text{lin}}^2} \right).$$

Notice that $\overline{Y}_{1,\pi}$ is the sample mean of $n_1$ observations sampled without replacement from $\{Y_1, \ldots, Y_n\}$. This implies that the permutation law of the sample mean is equivalent to the probability law under sampling without replacement. The same result (including the constant factor) exists in Massart (1986) (see Lemma 3.1 therein). However, the result given there only holds when $n = n_1 \times m$ where $m$ is a positive integer whereas our result does not require such restriction.

**An improvement via Bernstein-type bound.** Although the tail bound (55) is simple depending only on the variance term $\hat{\sigma}_{\text{lin}}^2$, it may not be effective when $n_1$ is much smaller than $n$ (e.g. $n_1^2 / n \to 0$ as $n_1 \to \infty$). In such case, Proposition B.3 gives a tighter bound. More specifically, following the same steps as before, Proposition B.3 presents a concentration inequality for the two-sample (unscaled) $t$-statistic as

$$P_{\pi} (L_n^\pi \geq t \big| X_n) = P_{\pi} \left\{ (\overline{Y}_{1,\pi} - \overline{Y}_{2,\pi}) \geq \frac{tn_2^2}{2n_1n_2} \big| X_n \right\}$$

$$\leq \exp \left( -\frac{m^2}{8 \frac{n_1 n_2 \hat{\sigma}_{\text{lin}}^2}{n^3} + \frac{4}{3} t \cdot \max \left( \frac{n_1}{m}, \frac{n_2}{m} \right) \cdot M_Z \right),$$

where $M_Z := \max_{1 \leq i \leq n} |Z_i - \bar{Z}|$. Furthermore, using the relationship (54) and by symmetry,

$$P_{\pi} \left( |\overline{Y}_{1,\pi} - \overline{Y}| \geq t \big| X_n \right) \leq 2 \exp \left( -\frac{12n_1 t^2}{24 \frac{n_2 \hat{\sigma}_{\text{lin}}^2}{n} + 8 \frac{n_2}{n} M_Z t} \right),$$

where we assumed $n_1 \leq n_2$.

**Remark B.4.** We remark that the bounds in (55) and (56) are byproducts of more general bounds and are not necessary the sharpest ones in the context of sampling without replacement. We refer to Bardenet and Maillard (2015) and among others for some recent developments of concentration bounds for sampling without replacement.
C Improved version of Theorem 4.1

In this section, we improve the result of Theorem 4.1 based on the exponential bound in Theorem 6.1. In particular we replace the dependency on $\alpha^{-1}$ there with $\log(1/\alpha)$ by adding an extra assumption that $n_1 \asymp n_2$ as follows.

**Lemma C.1** (Two-sample U-statistic). For $0 < \alpha < e^{-1}$, suppose that there is a sufficiently large constant $C > 0$ such that

$$\mathbb{E}_P[U_{n_1,n_2}] \geq C \max \left\{ \sqrt{\frac{\psi_{Y,1}(P)}{\beta n_1}}, \sqrt{\frac{\psi_{Z,1}(P)}{\beta n_2}}, \sqrt{\frac{\psi_{YZ,2}(P)}{\beta}} \log \left( \frac{1}{\alpha} \right) \cdot \left( \frac{1}{n_1} + \frac{1}{n_2} \right) \right\},$$

(57)

for all $P \in \mathcal{P}_1 \subset \mathcal{P}_{hts}$. Then under the assumptions that $n_1 \asymp n_2$, the type II error of the permutation test over $\mathcal{P}_1$ is uniformly bounded by $\beta$, that is

$$\sup_{P \in \mathcal{P}_1} \mathbb{P}_P(U_{n_1,n_2} \leq c_{1-\alpha,n_1,n_2}) \leq \beta.$$

**Proof.** To prove the above lemma, we employ the quantile approach described in Section 3 (see also Fromont et al., 2013). More specifically we let $q_{1-\beta/2,n}$ denote the quantile of the permutation critical value $c_{1-\alpha,n}$ of $U_{n_1,n_2}$. Then as shown in the proof of Lemma 3.1, if

$$\mathbb{E}_P[U_{n_1,n_2}] \geq q_{1-\beta/2,n} + \sqrt{\frac{2\text{Var}_P[U_{n_1,n_2}]}{\beta}},$$

then the type II error of the permutation test is controlled as

$$\sup_{P \in \mathcal{P}_1} \mathbb{P}_P(U_{n_1,n_2} \leq c_{1-\alpha,n}) \leq \sup_{P \in \mathcal{P}_1} \mathbb{P}_P(U_{n_1,n_2} \leq q_{1-\beta/2,n}) + \sup_{P \in \mathcal{P}_1} \mathbb{P}_P(q_{1-\beta/2,n} < c_{1-\alpha,n}) \leq \beta.$$

Therefore it is enough to verify that the right-hand side of (57) is lower bounded by $q_{1-\beta/2,n} + \sqrt{2\text{Var}_P[U_{n_1,n_2}]/\beta}$. As shown in the proof of Theorem 4.1, the variance is bounded by

$$\text{Var}_P[U_{n_1,n_2}] \leq C_1 \frac{\psi_{Y,1}(P)}{n_1} + C_2 \frac{\psi_{Z,1}(P)}{n_2} + C_3 \psi_{YZ,2}(P) \left( \frac{1}{n_1} + \frac{1}{n_2} \right)^2.$$

(58)

Moving onto an upper bound for $q_{1-\beta/2,n}$, let us denote

$$\Sigma^\dagger_{n_1,n_2} := \frac{1}{n_1^2(n_1 - 1)^2} \sum_{(i_1,i_2) \in [n_1]^2} g^2(X_{i_1}, X_{i_2}).$$

From Theorem 6.1 together with the trivial bound (31), we know that $c_{1-\alpha,n}$ is bounded by

$$c_{1-\alpha,n} \leq \max \left\{ \sqrt{\frac{\Sigma^\dagger_{n_1,n_2}}{C_4}} \log \left( \frac{1}{\alpha} \right), \frac{\Sigma^\dagger_{n_1,n_2}}{C_4} \log \left( \frac{1}{\alpha} \right) \right\} \leq C_5 \Sigma^\dagger_{n_1,n_2} \log \left( \frac{1}{\alpha} \right),$$

(59)
where the last inequality uses the assumption that $\alpha < e^{-1}$. Now applying Markov’s inequality yields

$$P_P \left( \Sigma_{n_1,n_2}^\dagger \geq t \right) \leq \frac{\mathbb{E}_P[\Sigma_{n_1,n_2}^\dagger]}{t^2} \leq C_6 \frac{\psi_{YZ,2}(P)}{t^2 n_1^2}.$$ 

By setting the right-hand side to be $\beta/2$, we can find an upper bound for the $1 - \beta/2$ quantile of $\Sigma_{n_1,n_2}^\dagger$. Combining this observation with inequality (59) yields

$$q_{1-\beta/2,n} \leq C_7 \frac{\beta}{\beta^{1/2}} \log \left( \frac{1}{\alpha} \right) \frac{\sqrt{\psi_{YZ,2}(P)}}{n_1}.$$

Therefore, from the above bound and (58),

$$q_{1-\beta/2,n} + \sqrt{\frac{2 \text{Var}_P[U_{n_1,n_2}]}{\beta}} \leq C \sqrt{\max \left\{ \frac{\psi_{Y,1}(P)}{\beta n_1}, \frac{\psi_{Z,1}(P)}{\beta n_2}, \frac{\psi_{YZ,2}(P)}{\beta} \log^2 \left( \frac{1}{\alpha} \right) \cdot \left( \frac{1}{n_1} + \frac{1}{n_2} \right)^2 \right\}}.$$

This completes the proof of Lemma C.1. \(\square\)

D Proof of Lemma 3.1

As discussed in the main text, the key difficulty of studying the type II error of the permutation test lies in the fact that its critical value is data-dependent and thereby random. Our strategy to overcome this problem is to bound the random critical value by a quantile value with high probability (see also Fromont et al., 2013). We split the proof of Lemma 3.1 into three steps. In the first step, we present a sufficient condition under which the type II error of the test with a non-random cutoff value is small. In the second step, we provide a non-random upper bound for the permutation critical value, which holds with high probability. In the last step, we combine the results and complete the proof.

**Step 1.** For a given $P \in \mathcal{P}_1$, let $\omega(P)$ be any constant depending on $P$ such that

$$\mathbb{E}_P[T_n] \geq \omega(P) + \sqrt{\frac{3 \text{Var}_P[T_n]}{\beta}}.$$ (60)

Based on such $\omega(P)$, we define a test $\mathbb{1}\{T_n > \omega(P)\}$, which controls the type II error by $\beta/3$. To see this, let us apply Chebyshev’s inequality

$$\frac{\beta}{3} \geq P_P \left( |T_n - \mathbb{E}_P[T_n]| \geq \sqrt{3 \beta^{-1} \text{Var}_P[T_n]} \right) \geq P_P \left( -T_n + \mathbb{E}_P[T_n] \geq \sqrt{3 \beta^{-1} \text{Var}_P[T_n]} \right) \geq P_P(\omega(P) \geq T_n),$$

where the last inequality uses the condition of $\omega(P)$ in (60). In other words, the type II error of the test $\mathbb{1}\{T_n > \omega(P)\}$ is less than or equal to $\beta/3$ as desired.
Step 2. In this step, we provide an upper bound for \( c_{1-\alpha,n} \), which may hold with high probability. First, applying Chebyshev’s inequality yields

\[
\mathbb{P}_\pi \left( T_n^\pi - \mathbb{E}_{\pi}[T_n^\pi | \mathcal{X}_n] \right) \geq \sqrt{\alpha^{-1}\text{Var}_{\pi}[T_n^\pi | \mathcal{X}_n] | \mathcal{X}_n} \leq \alpha.
\]

Therefore, by the definition of the quantile, we see that \( c_{1-\alpha,n} \) satisfies

\[
c_{1-\alpha,n} \leq \mathbb{E}_{\pi}[T_n^\pi | \mathcal{X}_n] + \sqrt{\alpha^{-1}\text{Var}_{\pi}[T_n^\pi | \mathcal{X}_n]}.
\]  

(61)

Note that the two terms on the right-hand side are random variables depending on \( \mathcal{X}_n \). In order to use the result from the first step, we want to further upper bound these two terms by some constants. To this end, let us define two good events:

\[
\mathcal{A}_1 := \left\{ \mathbb{E}_{\pi}[T_n^\pi | \mathcal{X}_n] < \mathbb{E}_P[\mathbb{E}_{\pi}\{T_n^\pi | \mathcal{X}_n\}] + \sqrt{3\beta^{-1}\text{Var}_P[\mathbb{E}_{\pi}\{T_n^\pi | \mathcal{X}_n\}]} \right\},
\]

\[
\mathcal{A}_2 := \left\{ \sqrt{\alpha^{-1}\text{Var}_{\pi}[T_n^\pi | \mathcal{X}_n]} < \sqrt{3\alpha^{-1}\beta^{-1}\mathbb{E}_P[\text{Var}_{\pi}\{T_n^\pi | \mathcal{X}_n\}]} \right\}.
\]

Then by applying Markov and Chebyshev’s inequalities, it is straightforward to see that

\[
\mathbb{P}_P(\mathcal{A}_1^c) \leq \beta/3 \quad \text{and} \quad \mathbb{P}_P(\mathcal{A}_2^c) \leq \beta/3.
\]

(62)

Step 3. Here, building on the first two steps, we conclude the result. We begin by upper bounding the type II error of the permutation test as

\[
\mathbb{P}_P(T_n \leq c_{1-\alpha,n}) = \mathbb{P}_P(T_n \leq c_{1-\alpha,n}, \mathcal{A}_1 \cup \mathcal{A}_2) + \mathbb{P}_P(T_n \leq c_{1-\alpha,n}, \mathcal{A}_1^c \cap \mathcal{A}_2^c)
\]

\[
\leq \mathbb{P}_P(T_n \leq \omega'(P)) + \mathbb{P}_P(\mathcal{A}_1^c \cap \mathcal{A}_2^c),
\]

where, for simplicity, we write

\[
\omega'(P) := \mathbb{E}_P[\mathbb{E}_{\pi}\{T_n^\pi | \mathcal{X}_n\}] + \sqrt{3\beta^{-1}\text{Var}_P[\mathbb{E}_{\pi}\{T_n^\pi | \mathcal{X}_n\}]} + \sqrt{3\alpha^{-1}\beta^{-1}\mathbb{E}_P[\text{Var}_{\pi}\{T_n^\pi | \mathcal{X}_n\}]}.
\]

One may check that the type II error of \( \mathbb{I}\{T_n > \omega'(P)\} \) is controlled by \( \beta/3 \) as long as \( \omega'(P) + \sqrt{3\text{Var}_P[T_n^\pi] / \beta} \leq \mathbb{E}_P[T_n^\pi] \) from the inequality (60) in Step 1. However, this sufficient condition is ensured by condition (3) of Lemma 3.1. Furthermore, the probability of the intersection of the two bad events \( \mathcal{A}_1^c \cap \mathcal{A}_2^c \) is also bounded by \( 2\beta/3 \) due to the concentration results in (62). Hence, by taking the supremum over \( P \in \mathcal{P}_1 \), we may conclude that

\[
\sup_{P \in \mathcal{P}_1} \mathbb{P}_P(T_n \leq c_{1-\alpha,n}) \leq \beta.
\]

This completes the proof of Lemma 3.1.

E Proof of Theorem 4.1

We proceed the proof by verifying the sufficient condition in Lemma 3.1. We first verify that the expectation of \( U_{n_1,n_2}^\pi \) is zero under the permutation law. Let us recall the permuted \( U \)-statistic \( U_{n_1,n_2}^\pi \) in (26). In fact, by the linearity of expectation, it suffices to prove

\[
\mathbb{E}_{\pi}[h_{ts}(X_{\pi_1}, X_{\pi_2}; X_{\pi_{n_1+1}}, X_{\pi_{n_1+2}}) | \mathcal{X}_n] = 0.
\]
This is clearly the case by recalling the definition of kernel $h_{ts}$ in (5) and noting that the expectation $E_{\pi}[g(X_{\tau_i}, X_{\tau_j})|X_n]$ is invariant to the choice of $(i, j) \in I_2$, which leads to $E_{\pi}[U_{n_1,n_2}^\pi|X_n] = 0$. Therefore we only need to verify the simplified condition (4) under the given assumptions in Theorem 4.1.

The rest of the proof is divided into two parts. In each part, we prove the following conditions separately,

$$E_P[U_{n_1,n_2}] \geq 2\sqrt{\frac{2\text{Var}_P[U_{n_1,n_2}]}{\beta}} \quad \text{and} \quad (63)$$

$$E_P[U_{n_1,n_2}] \geq 2\sqrt{\frac{2\text{E}_P[\text{Var}_\pi\{U_{n_1,n_2}^\pi|X_n\}]}{\alpha \beta}}. \quad (64)$$

We then complete the proof of Theorem 4.1 by noting that (63) and (64) imply the simplified condition (4).

**Part 1. Verification of condition (63):** In this part, we verify condition (63). To do so, we state the explicit variance formula of a two-sample $U$-statistic (e.g. page 38 of Lee, 1990). Following the notation of Lee (1990), we let $\tilde{\sigma}_{i,j}^2$ denote the variance of a conditional expectation given as

$$\tilde{\sigma}_{i,j}^2 = \text{Var}_P[\mathbb{E}_P\{h_{ts}(y_1, \ldots, y_i, Y_{i+1}, \ldots, Y_2; z_1, \ldots, z_j, Z_{j+1}, \ldots, Z_2)\}] \quad \text{for} \quad 0 \leq i, j \leq 2.$$

Then the variance of $U_{n_1,n_2}$ is given by

$$\text{Var}_P[U_{n_1,n_2}] = \sum_{i=0}^{2} \sum_{j=0}^{2} \binom{2}{i} \binom{2}{j} \binom{n_1-2}{2-i} \binom{n_2-2}{2-j} \binom{n_1}{2}^{-1} \binom{n_2}{2}^{-1} \tilde{\sigma}_{i,j}^2. \quad (65)$$

By the law of total variance, one may see that $\tilde{\sigma}_{i,j}^2 \leq \tilde{\sigma}_{2,2}^2$ for all $0 \leq i, j \leq 2$. This leads to an upper bound for $\text{Var}_P[U_{n_1,n_2}]$ as

$$\text{Var}_P[U_{n_1,n_2}] \leq C_1 \frac{\tilde{\sigma}_{1,0}^2}{n_1} + C_2 \frac{\tilde{\sigma}_{0,1}^2}{n_2} + C_3 \left( \frac{1}{n_1} + \frac{1}{n_2} \right)^2 \tilde{\sigma}_{2,2}^2.$$

Now applying Jensen’s inequality, repeatedly, yields

$$\tilde{\sigma}_{2,2}^2 \leq \text{E}_P[h_{ts}^2(Y_1, Y_2; Z_1, Z_2)] \leq \text{E}_P[h_{ts}^2(Y_1, Y_2; Z_1, Z_2)] \leq C_4 \psi_{Y,Z,2}(P).$$

Then by noting that $\tilde{\sigma}_{1,0}^2$ and $\tilde{\sigma}_{0,1}^2$ correspond to the notation $\psi_{Y,1}(P)$ and $\psi_{Z,1}(P)$, respectively,

$$\text{Var}_P[U_{n_1,n_2}] \leq C_1 \frac{\psi_{Y,1}(P)}{n_1} + C_2 \frac{\psi_{Z,1}(P)}{n_2} + C_3 \left( \frac{1}{n_1} + \frac{1}{n_2} \right)^2 \psi_{Y,Z,2}(P).$$

Hence condition (63) is satisfied by taking the constant $C$ in Theorem 4.1 sufficiently large.
Part 2. Verification of condition (64): In this part, we verify condition (64). Intuitively, the permutated $U$-statistic behaves similarly as the unconditional $U$-statistic under a certain null model. This means that the variance of $U_{n_1, n_2}$ should have a similar convergence rate as $(n_1^{-1} + n_2^{-1})^2 \psi_{Y Z_2}(P)$ since $\psi_{Y,1}(P)$ and $\psi_{Z,1}(P)$ are zero under the null hypothesis. We now prove that this intuition is indeed correct. Since $U_{n_1, n_2}$ is centered under the permutation law, it is enough to study $E_P[E_x[(U_{n_1, n_2})^2] | X_n]]$. Let us write a set of indices $I_{total} := \{(i_1, i_2, j_1, j_2) \in \mathbb{N}_+ : (i_1, i_2) \in I_{n_1}^2, (j_1, j_2) \in I_{n_2}^2, (i_1', i_2') \in I_{n_1}^2, (j_1', j_2') \in I_{n_2}^2 \}$ and define $I_A = \{(i_1, i_2, j_1, j_2) \in I_{total} : \# \{(i_1, i_2, j_1, j_2) \cap \{i_1', i_2', j_1', j_2'\} \leq 1\}$ and $I_A^c = \{(i_1, i_2, j_1, j_2) \in I_{total} : \# \{(i_1, i_2, j_1, j_2) \cap \{i_1', i_2', j_1', j_2'\} > 1\}$. Here $\#\{B\}$ denotes the cardinality of a set $B$. Then it is clear that $I_{total} = I_A \cup I_A^c$. Based on this notation and the linearity of expectation,

$$
E_x[(U_{n_1, n_2})^2] | X_n] = \frac{1}{(n_1)^2 (n_2)^2} \sum_{(i_1, ..., j_2) \in I_{total}} E_x[h_{ts}(X_{\pi_1}, X_{\pi_2}; X_{\pi_{n_1+j_1}}, X_{\pi_{n_1+j_2}}) \times h_{ts}(X_{\pi_1'}, X_{\pi_2'}; X_{\pi_{n_1+j_1}'}, X_{\pi_{n_1+j_2}'}) | X_n]
$$

$$
= (I) + (II),
$$

where

$$(I) := \frac{1}{(n_1)^2 (n_2)^2} \sum_{(i_1, ..., j_2) \in I_A} E_x[h_{ts}(X_{\pi_1}, X_{\pi_2}; X_{\pi_{n_1+j_1}}, X_{\pi_{n_1+j_2}}) \times h_{ts}(X_{\pi_1'}, X_{\pi_2'}; X_{\pi_{n_1+j_1}'}, X_{\pi_{n_1+j_2}'}) | X_n],$$

$$(II) := \frac{1}{(n_1)^2 (n_2)^2} \sum_{(i_1, ..., j_2) \in I_A^c} E_x[h_{ts}(X_{\pi_1}, X_{\pi_2}; X_{\pi_{n_1+j_1}}, X_{\pi_{n_1+j_2}}) \times h_{ts}(X_{\pi_1'}, X_{\pi_2'}; X_{\pi_{n_1+j_1}'}, X_{\pi_{n_1+j_2}'}) | X_n].$$

We now claim that the first term $(I) = 0$. This is the key observation that makes the upper bound for the variance of the permutated $U$-statistic depend on $(n_1^{-1} + n_2^{-1})^2$ rather than a slower rate $(n_1^{-1} + n_2^{-1})^{-1}$. First consider the case where $\# \{(i_1, i_2, j_1, j_2) \cap \{i_1', i_2', j_1', j_2'\} = 0\}$, that is, all indices are distinct. Let us focus on the summands of $(I)$. By symmetry, we may assume the set of indices $(i_1, i_2, n_1 + j_1, n_1 + j_2, i_1', i_2', n_1 + j_1', n_1 + j_2')$ to be $(1, ..., 8)$ and observe that

$$
E_x[h_{ts}(X_{\pi_1}, X_{\pi_2}; X_{\pi_3}, X_{\pi_4}) h_{ts}(X_{\pi_5}, X_{\pi_6}; X_{\pi_7}, X_{\pi_8}) | X_n]
$$

$$
= \sum_{i=1}^{8} \sum_{j=1}^{8} E_x[h_{ts}(X_{\pi_i}, X_{\pi_j}; X_{\pi_3}, X_{\pi_4}) h_{ts}(X_{\pi_5}, X_{\pi_6}; X_{\pi_7}, X_{\pi_8}) | X_n]
$$

$$
= - \sum_{i=1}^{8} \sum_{j=1}^{8} E_x[h_{ts}(X_{\pi_i}, X_{\pi_j}; X_{\pi_3}, X_{\pi_4}) h_{ts}(X_{\pi_5}, X_{\pi_6}; X_{\pi_7}, X_{\pi_8}) | X_n]
$$

$$
= 0,
$$

where $(i)$ holds since the distribution of the product kernels does not change even after $\pi_1$ and $\pi_3$ are switched and $(ii)$ uses the fact that $h_{ts}(y_1, y_2; z_1, z_2) = -h_{ts}(z_1, y_2; y_1, z_2)$. $(iii)$ follows directly by comparing the first line and the third line of the equations. Next consider the case
where \#\{i_1, i_2, j_1, j_2\} \cap \{i'_1, i'_2, j'_1, j'_2\} = 1. Without loss of generality, assume that \(i_1 = i'_1\). In this case, by symmetry again, we have
\[
E_\pi \left[ h_{ts}(X_{\pi_1}, X_{\pi_2}; X_{\pi_3}, X_{\pi_4}) h_{ts}(X_{\pi_5}, X_{\pi_6}; X_{\pi_7}) | X_n \right]
\]
\[
\overset{(i)}{=} E_\pi \left[ h_{ts}(X_{\pi_1}, X_{\pi_4}; X_{\pi_3}, X_{\pi_2}) h_{ts}(X_{\pi_5}, X_{\pi_6}; X_{\pi_7}) | X_n \right]
\]
\[
\overset{(ii)}{=} -E_\pi \left[ h_{ts}(X_{\pi_1}, X_{\pi_2}; X_{\pi_3}, X_{\pi_4}) h_{ts}(X_{\pi_5}, X_{\pi_6}; X_{\pi_7}) | X_n \right]
\]
\[
\overset{(iii)}{=} 0,
\]
where (i) follows by the same reasoning for (i) and (ii) holds since \(h_{ts}(y_1, y_2; z_1, z_2) = -h_{ts}(y_1, z_2; y_1, y_2)\). Then (iii) is obvious by comparing the first line and the third line of the equations. Hence, for any choice of indices \((i_1, \ldots, i'_2) \in l_A\), the summands of (I) becomes zero, which leads to \((I) = 0\).

Now turning to the second term \((II)\), for any \(1 \leq i_1 \neq i_2, i_3 \neq i_4 \leq n\), we have
\[
\left| E_P \left[ E_\pi \left\{ g(X_{\pi_{i_1}}, X_{\pi_{i_2}}) g(X_{\pi_{i_3}}, X_{\pi_{i_4}}) | X_n \right\} \right] \right|
\]
\[
\overset{(i)}{=} \left| E_\pi \left[ E_P \left\{ g(X_{\pi_{i_1}}, X_{\pi_{i_2}}) g(X_{\pi_{i_3}}, X_{\pi_{i_4}}) | \pi_{i_1}, \ldots, \pi_{i_4} \right\} \right] \right|
\]
\[
\overset{(ii)}{\leq} \frac{1}{2} E_\pi \left[ E_P \left\{ g^2(X_{\pi_{i_1}}, X_{\pi_{i_2}}) | \pi_{i_1}, \pi_{i_2} \right\} \right] + \frac{1}{2} E_\pi \left[ E_P \left\{ g^2(X_{\pi_{i_3}}, X_{\pi_{i_4}}) | \pi_{i_3}, \pi_{i_4} \right\} \right]
\]
\[
\overset{(iii)}{\leq} \psi_{YZ,2}(P),
\]
where (i) uses the law of total expectation, (ii) uses the basic inequality \(xy \leq x^2/2 + y^2/2\) and (iii) clearly holds by recalling the definition of \(\psi_{YZ,2}(P)\). Using this observation, it is not difficult to see that for any \((i_1, \ldots, i'_2) \in l_{total}\),
\[
\left| E_\pi \left[ h_{ts}(X_{\pi_{i_1}}, X_{\pi_{i_2}}; X_{\pi_{n_1+j_1}}, X_{\pi_{n_1+j_2}}) h_{ts}(X_{\pi_{i'_1}}, X_{\pi_{i'_2}}; X_{\pi_{n_1+j'_1}}, X_{\pi_{n_1+j'_2}}) | X_n \right] \right| \leq C_5 \psi_{YZ,2}(P).
\]
Therefore, by counting the number of elements in \(l_A^{c}\),
\[
E_P \left[ \text{Var}_\pi \left\{ U_{n_1, n_2}^{\pi} | X_n \right\} \right] = E_P[(II)] \leq C_5 \psi_{YZ,2}(P) \times \frac{1}{(n_1^2)(n_2^2)} \sum_{(i_1, \ldots, j'_2) \in l_A^{c}} 1
\]
\[
\leq C_6 \psi_{YZ,2}(P) \left( \frac{1}{n_1} + \frac{1}{n_2} \right)^2.
\]
Hence condition (64) is satisfied by taking the constant \(C\) in Theorem 4.1 sufficiently large. This completes the proof of Theorem 4.1.

\section*{F. Proof of Proposition 4.3}

As discussed in the main text, we start proving that the three inequalities in (14) are fulfilled. Focusing on the first one, we want to show that
\[
\psi_{Y,1}(P) \leq C_1 \sqrt{b(1)} \| p_Y - p_Z \|_2
\]
for some \(C_1 > 0\).
By denoting the $k$th component of $p_Y$ and $p_Z$ by $p_Y(k)$ and $p_Z(k)$, respectively, note that

$$
E_P[\mathcal{H}_P(Y_1, Y_2; Z_1, Z_2)|Y_1] = \sum_{k=1}^d [\mathbb{1}(Y_1 = k) - p_Z(k)][p_Y(k) - p_Z(k)]
$$

and so $\psi_{Y,1}(P)$, which is the variance of the above expression, becomes

$$
\psi_{Y,1}(P) = E_P\left[\left(\sum_{k=1}^d [\mathbb{1}(Y_1 = k) - p_Y(k)][p_Y(k) - p_Z(k)]\right)^2\right].
$$

Furthermore, observe that

$$
\psi_{Y,1}(P) \leq 2E_P\left[\left(\sum_{k=1}^d \mathbb{1}(Y_1 = k)[p_Y(k) - p_Z(k)]\right)^2\right] + 2\left(\sum_{k=1}^d p_Y(k)[p_Y(k) - p_Z(k)]\right)^2
$$

$$
= 2\sum_{k=1}^d p_Y(k)[p_Y(k) - p_Z(k)]^2 + 2\left(\sum_{k=1}^d p_Y(k)[p_Y(k) - p_Z(k)]\right)^2
$$

$$
\leq 2\sqrt{\sum_{k=1}^d p_Y^2(k)}\sqrt{\sum_{k=1}^d [p_Y(k) - p_Z(k)]^4} + 2\sum_{k=1}^d p_Y^2(k)\sum_{k=1}^d [p_Y(k) - p_Z(k)]^2
$$

$$
\leq 4\sqrt{b_{(4)}}\|p_Y - p_Z\|_2^2,
$$

where (i) is based on $(x + y)^2 \leq 2x^2 + 2y^2$, (ii) uses Cauchy-Schwarz inequality and (iii) uses the monotonicity of $\ell_p$ norm (specifically, $\ell_4 \leq \ell_2$) as well as the fact that $\|p_Y\|_2^2 \leq \|p_Y\|_2$. By symmetry, we can also have that

$$
\psi_{Z,1}(P) \leq 4\sqrt{b_{(4)}}\|p_Y - p_Z\|_2^2.
$$

Now focusing on the third line of the claim (14), recall that

$$
\psi_{Y,Z,2}(P) := \max\{E_P[g_{\text{Multi}}^2(Y_1, Y_2)], E_P[g_{\text{Multi}}^2(Y_1, Z_1)], E_P[g_{\text{Multi}}^2(Z_1, Z_2)]\}
$$

and by noting that $g_{\text{Multi}}(x, y)$ is either one or zero,

$$
E_P[g_{\text{Multi}}^2(Y_1, Y_2)] = \sum_{k=1}^d p_Y^2(k),
$$

$$
E_P[g_{\text{Multi}}^2(Y_1, Z_1)] = \sum_{k=1}^d p_Y(k)p_Z(k) \leq \frac{1}{2}\sum_{k=1}^d p_Y^2(k) + \frac{1}{2}\sum_{k=1}^d p_Z^2(k),
$$

and

$$
E_P[g_{\text{Multi}}^2(Z_1, Z_2)] = \sum_{k=1}^d p_Z^2(k)
$$
where the last inequality uses \( xy \leq x^2/2 + y^2/2 \). This clearly shows that \( \psi_{YZ,2} \leq b_{(1)} \), which confirms the claim (14). Since the expectation of \( U_{n_1,n_2} \) is \( \|p_Y - p_Z\|_2^2 \), one may see that

\[
E_P[U_{n_1,n_2}] \geq \epsilon_{n_1,n_2}^2 \geq C_1 \sqrt{b_{(1)}} \left( \frac{1}{n_1} + \frac{1}{n_2} \right) \geq C_2 \max \left\{ \frac{\psi_{Y,1}(P)}{\beta n_1}, \frac{\psi_{Z,1}(P)}{\beta n_2}, \frac{\psi_{YZ,2}(P)}{\alpha \beta} \left( \frac{1}{n_1} + \frac{1}{n_2} \right)^2 \right\}.
\]

Now we apply Theorem 4.1 and finish the proof of Proposition 4.3.

\[ \text{G Proof of Proposition 4.4} \]

We first note that Proposition 4.3 establishes an upper bound for the minimum separation as \( \epsilon_{n_1,n_2} \leq b_{(1)} n_1^{-1/2} \) where \( n_1 \leq n_2 \). Hence once we identify a lower bound such that \( \epsilon_{n_1,n_2} \geq b_{(1)} n_1^{-1/2} \), the proof is completed. As briefly explained in the main text, our strategy to prove this result is to consider the one-sample problem, which is conceptually easier than the two-sample problem, and establish the matching lower bound. In the one-sample problem, we assume that \( p_Z \) is known and observe \( n_1 \) samples from the other distribution \( p_Y \). Based on these \( n_1 \) samples, we want to test whether \( p_Y = p_Z \) or \( \|p_Y - p_Z\|_2 \geq \epsilon_{n_1} \). As formalized by Arias-Castro et al. (2018) (see their Lemma 1), the one-sample problem can be viewed as a special case of the two-sample problem where one of the sample sizes is taken to be infinite and thus the minimum separation for the one-sample problem is always smaller than or equal to that for the two-sample problem. This means that if the minimum separation for the one-sample problem, denoted by \( \epsilon_{n_1} \), satisfies \( \epsilon_{n_1} \geq b_{(1)} n_1^{-1/2} \), then we also have that \( \epsilon_{n_1,n_2} \geq b_{(1)} n_1^{-1/2} \). In the end, it suffices to verify \( \epsilon_{n_1} \geq b_{(1)} n_1^{-1/2} \) to complete the proof. We show this result based on the standard lower bound technique due to Ingster (1987, 1993).

- \text{Ingster’s method for the lower bound.} Let us recall from Section 2.2 that the minimax type II error is given by

\[
R_{n,\epsilon_n} := \inf_{\phi \in \mathcal{G}_{n,\alpha}} \sup_{P \in P_1(\epsilon_n)} \mathbb{P}_P(\phi = 0).
\]

For \( P_1, \ldots, P_N \in P_1(\epsilon_n) \), define a mixture distribution \( Q \) given by

\[
Q(A) = \frac{1}{N} \sum_{i=1}^{N} P_i^n(A).
\]

Given \( n \) i.i.d. observations \( X_1, \ldots, X_n \), we denote the likelihood ratio between \( Q \) and the null distribution \( P_0 \) by

\[
L_n = \frac{dQ}{dP_0^n} = \frac{1}{N} \sum_{i=1}^{N} \prod_{j=1}^{n} \frac{p_i(X_j)}{p_0(X_j)}.
\]

Then one can relate the variance of the likelihood ratio to the minimax type II error as follows.
Lemma G.1 (Lower bound). Let $0 < \beta < 1 - \alpha$. If
\[ \mathbb{E}_{P_0}[L_n^2] \leq 1 + 4(1 - \alpha - \beta)^2, \]
then $R^\dagger_{n,\epsilon} \geq \beta$.

Proof. We present the proof of this result only for completeness. Note that $P_n \leq P_0(\phi = 1) \leq \alpha$ for $\phi \in \Phi_{n,\alpha}$. Thus
\[ R^\dagger_{n,\epsilon} \geq \inf_{\phi \in \Phi_{n,\alpha}} P_Q(\phi = 0) = \inf_{\phi \in \Phi_{n,\alpha}} \left[ P_0(\phi = 0) + P_Q(\phi = 0) - P_0(\phi = 0) \right] \]
\[ \geq 1 - \alpha + \inf_{\phi \in \Phi_{n,\alpha}} \left[ P_Q(\phi = 0) - P_0(\phi = 0) \right] \]
\[ \geq 1 - \alpha - \sup_{A} |P_Q(A) - P_0(A)| \]
\[ = 1 - \alpha - \frac{1}{2} \|Q - P_0^n\|_1. \]
where (i) uses the fact that $P_0^n(\phi = 1) \leq \alpha$, (ii) follows by taking the supremum over all measurable sets, (iii) uses the alternative expression for the total variation distance in terms of $L_1$-distance. The result then follows by noting that
\[ \|Q - P_0^n\|_1 = \mathbb{E}_{P_0}[|L_n(X_1, \ldots, X_n) - 1|] \leq \sqrt{\mathbb{E}_{P_0}[L_n^2(X_1, \ldots, X_n)] - 1}. \]
This proves Lemma G.1. \qed

Next we apply this method to find a lower bound for $\epsilon_{n,1}^\dagger$. To apply Lemma G.1, we first construct $Q$ and $P_0$.

- **Construction of $Q$ and $P_0$.** Suppose that $p_Z$ is the uniform distribution over $S_d$, that is $p_Z(k) = 1/d$ for $k = 1, \ldots, d$. Let $\zeta = \{\zeta_1, \ldots, \zeta_d\}$ be dependent Rademacher random variables uniformly distributed over $\{-1, 1\}^d$ such that $\sum_{i=1}^d \zeta_i = 0$ where $d$ is assumed to be even. More formally we define such a set by
\[ \mathcal{M}_d := \{x \in \{-1, 1\}^d : \sum_{i=1}^d x_i = 0\}. \tag{66} \]
If $d$ is odd, then we set $\zeta_d = 0$ and the proof follows similarly. Given $\zeta \in \mathcal{M}_d$, let us define a distribution $p_\zeta$ as
\[ p_\zeta(k) := p_Z(k) + \delta \sum_{i=1}^d \zeta_i \mathbb{1}(k = i), \]
where $\delta$ is specified later but $\delta \leq 1/d$. There are $N$ such distributions where $N$ is the cardinality of $\mathcal{M}_d$ and we denote them by $p_{\zeta(1)}, \ldots, p_{\zeta(N)}$. By construction we make three observations. First
$p_\zeta$ is a proper distribution as each component $p_\zeta(k)$ is non-negative and $\sum_{k=1}^d p_\zeta(k) = 1$. Second the $\ell_2$ distance between $p_\zeta$ and $p_Z$ is

$$\|p_\zeta - p_Z\|_2 = \delta \sqrt{d}. \quad (67)$$

Third we see that $b(1) = \max\{\|p_Z\|_2^2, \|p_\zeta\|_2^2\}$ is lower and upper bounded by

$$\frac{1}{d} \leq b(1) \leq \frac{2}{d}, \quad (68)$$

which can be verified based on Cauchy-Schwarz inequality and the fact that $\delta \leq 1/d$. Finally we denote the uniform mixture of $p_\zeta(1), \ldots, p_\zeta(N)$ by

$$Q := \frac{1}{N} \sum_{i=1}^N p_\zeta(i)$$

and let $P_0 = p_Z$. Having $Q$ and $P_0$ at hand, we are now ready to compute the expected value of the squared likelihood ratio.

- **Calculation of $\mathbb{E}_{P_0}[L_n^2]$.** For each $\zeta(i) \in \mathcal{M}_d$ and $i = 1, \ldots, N$, let us denote the components of $\tilde{\zeta}(i)$ by $\{\tilde{\zeta}_1(i), \ldots, \tilde{\zeta}_d(i)\}$. Based on this notation as well as the definition of $Q$ and $P_0$, the squared likelihood ratio $L_n^2$ can be written as

$$L_n^2 = \frac{1}{N^2} \sum_{i_1=1}^N \sum_{i_2=1}^N \prod_{j=1}^{n_1} \frac{p_\zeta(i_1)(X_j)p_\zeta(i_2)(X_j)}{p_0(X_j)p_0(X_j)}$$

$$= \frac{1}{N^2} \sum_{i_1=1}^N \sum_{i_2=1}^N \prod_{j=1}^{n_1} \frac{1/d + \delta \sum_{k=1}^d \tilde{\zeta}_{k(i_1)} \mathbb{1}(X_j = k)}{1/d^2} \left\{1/d + \delta \sum_{k=1}^d \tilde{\zeta}_{k(i_2)} \mathbb{1}(X_j = k)\right\}.$$

Now by taking the expectation under $P_0$, it can be seen that

$$\mathbb{E}_{P_0}[L_n^2] = \frac{1}{N^2} \sum_{i_1=1}^N \sum_{i_2=1}^N \left(1 + d\delta^2 \sum_{k=1}^d \tilde{\zeta}_{k(i_1)} \tilde{\zeta}_{k(i_2)}\right)^{n_1}$$

$$\leq \frac{1}{N^2} \sum_{i_1=1}^N \sum_{i_2=1}^N \exp \left(n_1 d\delta^2 \sum_{k=1}^d \tilde{\zeta}_{k(i_1)} \tilde{\zeta}_{k(i_2)}\right),$$

where the inequality uses $1 + x \leq e^x$ for all $x \in \mathbb{R}$. By letting $\tilde{\zeta}^*$ be i.i.d. copy of $\tilde{\zeta}$, we may see that

$$\frac{1}{N^2} \sum_{i_1=1}^N \sum_{i_2=1}^N \exp \left(n_1 d\delta^2 \sum_{k=1}^d \tilde{\zeta}_{k(i_1)} \tilde{\zeta}_{k(i_2)}\right) = \mathbb{E}_{\tilde{\zeta}, \tilde{\zeta}^*} \left[\exp \left(n_1 d\delta^2 \langle \tilde{\zeta}, \tilde{\zeta}^* \rangle\right)\right].$$
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Moreover \( \{\zeta_1, \ldots, \zeta_d\} \) are negatively associated (Dubhashi and Ranjan, 1998). Hence applying Lemma 2 of Dubhashi and Ranjan (1998) yields
\[
E_{\bar{P}_0}[L_2^2] \leq \mathbb{E}_{\bar{\zeta}, \bar{\zeta}^*} \left[ \exp \left( n_1 d \delta^2 \langle \bar{\zeta}, \bar{\zeta}^* \rangle \right) \right] \\
\leq \prod_{i=1}^d \mathbb{E}_{\bar{\zeta}_i, \bar{\zeta}^*_i} \left[ \exp \left( n_1 d \delta^2 \bar{\zeta}_i \bar{\zeta}^*_i \right) \right] = \prod_{i=1}^d \cosh(n_1 d \delta^2) \\
\leq \prod_{i=1}^d e^{n_1^2 d^2 \delta^4 / 2} = e^{n_1^2 d^3 \delta^4 / 2},
\]
where \((i)\) uses the inequality \( \cosh(x) \leq e^{x^2 / 2} \) for all \( x \in \mathbb{R} \).

- **Completion of the proof.** Based on this upper bound, we have from Lemma G.1 that if
\[
\delta \leq \frac{1}{\sqrt{n_1 d^{3/4}}} \left[ \log \left\{ 1 + 4(1 - \alpha - \beta)^2 \right\} \right]^{1/4}
\]
the minimax type II error is lower bounded by \( \beta \). Furthermore, based on the expression for the \( \ell_2 \) norm in (67) and the bound for \( b(1) \) in (68). The above condition is further implied by
\[
\epsilon_{n_1} \leq \frac{b^{1/4}(1)}{\sqrt{n_1}} \left[ \log \left\{ 1 + 4(1 - \alpha - \beta)^2 \right\} \right]^{1/4}.
\]
This completes the proof of Proposition 4.4.

## H Proof of Proposition 4.6

The proof of Proposition 4.6 is fairly straightforward based on Proposition 4.3 and Lemma 3 of Arias-Castro et al. (2018). For two vectors \( \mathbf{v} = (v_1, \ldots, v_d) \in \mathbb{R}^d \) and \( \mathbf{w} = (w_1, \ldots, w_d) \in \mathbb{R}^d \) where \( v_i \leq w_i \) for all \( i \), we borrow the notation from Arias-Castro et al. (2018) and denote the hyperrectangle by
\[
[\mathbf{v}, \mathbf{w}] = \prod_{i=1}^d [v_i, w_i].
\]
Recall that \( \kappa(1) = \left\lfloor n_1^{2/(4s+d)} \right\rfloor \) and define \( H_\ell := [(\ell - 1)/\kappa(1), \ell/\kappa(1)] \) where \( \ell \in \{1, 2, \ldots, \kappa(1)\} \),
\[
p_Y(\ell) := \int_{H_\ell} f_Y(t) dt \quad \text{and} \quad p_Z(\ell) := \int_{H_\ell} f_Z(t) dt.
\]
Since both \( f_Y \) and \( f_Z \) are in Hölder’s density class \( P^{(d,s)}_{\text{Hölder}} \) where \( \|f_Y\|_\infty \leq L \) and \( \|f_Z\|_\infty \leq L \), it is clear to see that
\[
p_Y(\ell) \leq \|f_Y\|_\infty \kappa^{-d}(1) \leq L \kappa^{-d}(1) \quad \text{and} \quad p_Z(\ell) \leq \|f_Z\|_\infty \kappa^{-d}(1) \leq L \kappa^{-d}(1) \quad \text{for all} \ \ell.
\]
This gives
\[ b_{(1)} = \max\{\|p_Y\|_2^2, \|p_Z\|_2^2\} \leq L\kappa_{(1)}^{-d}. \] (69)

Based on Lemma 3 of Arias-Castro et al. (2018), one can find a constant \( C_1 > 0 \) such that
\[ \|p_Y - p_Z\|_2^2 \geq C_1 \kappa_{(1)}^{-d/2} \epsilon_{n_1, n_2}^2, \] (70)
where \( \epsilon_{n_1, n_2} \) is the lower bound for \( \|f_Y - f_Z\|_{L_2} \). By combining (69) and (70), the condition of Proposition 4.3 is satisfied when
\[ \kappa_{(1)}^{-d/2} \epsilon_{n_1, n_2}^2 \geq C_2 L^{1/2} \kappa_{(1)}^{-d/2} \left( \frac{1}{n_1} + \frac{1}{n_2} \right). \]

Equivalently,
\[ \epsilon_{n_1, n_2} \geq C_3 \frac{L^{1/4} \kappa_{(1)}^{-d/4}}{\alpha^{1/2} \beta^{1/2}} \left( \frac{1}{n_1} + \frac{1}{n_2} \right)^{1/2}. \]

Since \( \kappa_{(1)} = [n_1^{2/(4s+d)}] \) and we assume \( n_1 \leq n_2 \), the above inequality is further implied by
\[ \epsilon_{n_1, n_2} \geq \frac{C_4}{\alpha^{1/2} \beta^{1/2}} \left( \frac{1}{n_1} + \frac{1}{n_2} \right)^{2s/4s+d}, \]
where \( C_4 \) is a constant that may depend on \( s, d, L \). This completes the proof of Proposition 4.6.

1 Proof of Theorem 5.1

The proof of Theorem 5.1 is similar to that of Theorem 4.1. First we verify that the permuted \( U \)-statistic \( U_n^\pi \), which can be recalled from (32), has zero expectation. By the linearity of expectation, the problem boils down to showing
\[ \mathbb{E}_\pi [h_{in} \{ (Y_1, Z_{\pi_1}), (Y_2, Z_{\pi_2}), (Y_3, Z_{\pi_3}), (Y_4, Z_{\pi_4}) \} | X_n] = 0. \]

Since \( Y_1, \ldots, Y_4 \) are constant under permutations, it further boils down to proving
\[ \mathbb{E}_\pi [g_Z(Z_{\pi_1}, Z_{\pi_2}) + g_Z(Z_{\pi_3}, Z_{\pi_4}) - g_Z(Z_{\pi_1}, Z_{\pi_3}) - g_Z(Z_{\pi_2}, Z_{\pi_4}) | X_n] = 0. \]

In fact, this equality is clear by noting that \( \mathbb{E}_\pi [g_Z(Z_{\pi_i}, Z_{\pi_j})] \) is invariant to the choice of \( (i, j) \in \mathbb{I}_3^2 \), which leads to \( \mathbb{E}_\pi [U_n^\pi | X_n] = 0. \) Therefore we can focus on the simplified condition (4) to proceed.

The rest of the proof is split into two parts. In each part, we prove the following conditions separately,
\[ \mathbb{E}_P [U_n] \geq 2 \sqrt{\frac{2 \text{Var}_\pi [U_n]}{\beta}} \quad \text{and} \]
\[ \mathbb{E}_P [U_n] \geq 2 \sqrt{\frac{2 \text{Var}_\pi \{ U_n^\pi | X_n \}}{\alpha \beta}}. \] (71) (72)

We then complete the proof of Theorem 5.1 by noting that (71) and (72) imply the simplified condition (4).
Part 1. Verification of condition (71): This part verifies condition (71). The main ingredient of this part of the proof is the explicit variance formula of a $U$-statistic (e.g. page 12 of Lee, 1990). Following the notation of Lee (1990), we define $\tilde{\sigma}_i^2$ to be the variance of the conditional expectation by

$$\tilde{\sigma}_i^2 := \text{Var}_P[\mathbb{E}_P\{\bar{h}_\text{in}(x_1, \ldots, x_i, X_{i+1}, \ldots, X_4)\} \quad \text{for} \quad 1 \leq i \leq 4.$$ 

Then the variance of $U_n$ is given by

$$\text{Var}_P[U_n] = \sum_{i=1}^{4} \binom{4}{i} \binom{n-4}{4-i} \binom{n}{4}^{-1} \tilde{\sigma}_i^2.$$ 

By the law of total variance, it can be seen that $\tilde{\sigma}_i^2 \leq \tilde{\sigma}_4^2$ for all $1 \leq i \leq 4$, which leads to an upper bound for $\text{Var}_P[U_n]$ as

$$\text{Var}_P[U_n] \leq C_1 \frac{\tilde{\sigma}_4^2}{n} + C_2 \frac{\tilde{\sigma}_4^2}{n^2}.$$ 

Now applying Jensen’s inequality, repeatedly, yields

$$\tilde{\sigma}_4^2 \leq \mathbb{E}_P[\bar{h}_\text{in}(X_1, X_2, X_3, X_4)] \leq C_3 \psi_2(P).$$ 

Then by noting that $\tilde{\sigma}_4^2$ corresponds to the notation $\psi_1(P)$, we have that

$$\text{Var}_P[U_{n_1, n_2}] \leq C_1 \frac{\psi_1(P)}{n} + C_2 \frac{\psi_2(P)}{n^2}.$$ 

Therefore condition (71) is satisfied by taking constant $C$ sufficiently large in Theorem 5.1.

Part 2. Verification of condition (72): This part verifies condition (72). As mentioned in the main text, the permuted $U$-statistic $U_n^\pi$ mimics the behavior of $U_n$ under the null hypothesis. Hence one can expect that the variance of $U_n^\pi$ is similarly bounded by $\psi_1(P)n^{-2}$ up to some constant as $\psi_1(P)$ becomes zero under the null hypothesis. To prove this statement, we first introduce some notation. Let us define a set of indices $J_{\text{total}} := \{(i_1, i_2, i_3, i_4) \in \mathbb{N}_+^4 : (i_1, i_2, i_3, i_4) \in \mathbb{N}_+^4, (i_1', i_2', i_3', i_4') \in \mathbb{N}_+^4 \}$. Let $J_A := \{(i_1, i_2, i_3, i_4, i_1', i_2', i_3', i_4') \in J_{\text{total}} : \#\{(i_1, i_2, i_3, i_4) \cap \{(i_1', i_2', i_3', i_4') \leq 1\} \} \text{ and let} J_{A^c} := \{(i_1, i_2, i_3, i_4, i_1', i_2', i_3', i_4') \in J_{\text{total}} : \#\{(i_1, i_2, i_3, i_4) \cap \{(i_1', i_2', i_3', i_4') > 1\} \} \}$. By construction, it is clear that $J_{\text{total}} = J_A \cup J_{A^c}$. To shorten the notation, we simply write

$$h_{\text{in}}(x_1, x_2, x_3, x_4) = h_{\text{in},Y}(y_1, y_2, y_3, y_4)h_{\text{in},Z}(z_1, z_2, z_3, z_4),$$

where $h_{\text{in},Y}(y_1, y_2, y_3, y_4) := g_Y(y_1, y_2) + g_Y(y_3, y_4) - g_Y(y_1, y_3) - g_Y(y_2, y_4)$ and $h_{\text{in},Z}(z_1, z_2, z_3, z_4) := g_Z(z_1, z_2) + g_Z(z_3, z_4) - g_Z(z_1, z_3) - g_Z(z_2, z_4)$. Since $U_n^\pi$ is centered, our interest is in bounding

$$\mathbb{E}_P[\mathbb{E}_P[(U_n^\pi)^2] | X_n]].$$

Focusing on the conditional expectation inside, observe that

$$\mathbb{E}_P[(U_n^\pi)^2] | X_n] = \frac{1}{n^2} \sum_{(i_1, \ldots, i_4) \in J_{\text{total}}} h_{\text{in},Y}(Y_{i_1}, Y_{i_2}, Y_{i_3}, Y_{i_4})h_{\text{in},Y}(Y_{i_1'}, Y_{i_2'}, Y_{i_3'}, Y_{i_4'}) \times \mathbb{E}_P[h_{\text{in},Z}(Z_{\pi_{i_1}}, Z_{\pi_{i_2}}, Z_{\pi_{i_3}}, Z_{\pi_{i_4}})h_{\text{in},Z}(Z_{\pi_{i_1'}}, Z_{\pi_{i_2'}}, Z_{\pi_{i_3'}}, Z_{\pi_{i_4'}}) | X_n]$$

$$= (I') + (II'),$$

59
where

\((I') := \frac{1}{n^2} \sum_{(i_1, \ldots, i'_4) \in J_A} h_{in,Y}(Y_{i_1}, Y_{i_2}, Y_{i_3}, Y_{i_4}) h_{in,Y}(Y_{i'_1}, Y_{i'_2}, Y_{i'_3}, Y_{i'_4})
\times \mathbb{E}_\pi [h_{in,Z}(Z_{\pi_{i_1}}, Z_{\pi_{i_2}}, Z_{\pi_{i_3}}, Z_{\pi_{i_4}}) h_{in,Z}(Z_{\pi_{i'_1}}, Z_{\pi_{i'_2}}, Z_{\pi_{i'_3}}, Z_{\pi_{i'_4}}) | \mathcal{X}_n],

(II') := \frac{1}{n^2} \sum_{(i_1, \ldots, i'_4) \in J_A^c} h_{in,Y}(Y_{i_1}, Y_{i_2}, Y_{i_3}, Y_{i_4}) h_{in,Y}(Y_{i'_1}, Y_{i'_2}, Y_{i'_3}, Y_{i'_4})
\times \mathbb{E}_\pi [h_{in,Z}(Z_{\pi_{i_1}}, Z_{\pi_{i_2}}, Z_{\pi_{i_3}}, Z_{\pi_{i_4}}) h_{in,Z}(Z_{\pi_{i'_1}}, Z_{\pi_{i'_2}}, Z_{\pi_{i'_3}}, Z_{\pi_{i'_4}}) | \mathcal{X}_n].

We now claim that the first term \((I') = 0\), which is critical to obtain a faster rate \(n^{-2}\) rather than \(n^{-1}\) in the bound (21). However we have already proved in the second part of the proof of Theorem 4.1 that

\[\mathbb{E}_\pi[h_{in,Z}(Z_{\pi_{i_1}}, Z_{\pi_{i_2}}, Z_{\pi_{i_3}}, Z_{\pi_{i_4}}) h_{in,Z}(Z_{\pi_{i'_1}}, Z_{\pi_{i'_2}}, Z_{\pi_{i'_3}}, Z_{\pi_{i'_4}}) | \mathcal{X}_n] = 0,\]

whenever \((i_1, \ldots, i'_4) \in J_A\). This concludes \((I') = 0\) and so \(\mathbb{E}_\pi[(U_n^\pi)^2 | \mathcal{X}_n] = (II')\). To bound \(\mathbb{E}_\pi[(II')]\), we make an observation that for any \(1 \leq i_1 \neq i_2, i'_1 \neq i'_2 \leq n,

\[|\mathbb{E}_\pi[g_Y(Y_{i_1}, Y_{i_2}) g_Y(Y_{i'_1}, Y_{i'_2}) \mathbb{E}_\pi\{g_Z(Z_{\pi_{i_1}}, Z_{\pi_{i_2}}) g_Z(Z_{\pi_{i'_1}}, Z_{\pi_{i'_2}}) | \pi]\}| \leq |\mathbb{E}_\pi[\mathbb{E}_\pi\{g_Y(Y_{i_1}, Y_{i_2}) g_Y(Y_{i'_1}, Y_{i'_2}) g_Z(Z_{\pi_{i_1}}, Z_{\pi_{i_2}}) | \pi]\}| + \frac{1}{2} \mathbb{E}_\pi[\mathbb{E}_\pi[\mathbb{E}_\pi\{g_Y(Y_{i_1}, Y_{i_2}) g_Z(Z_{\pi_{i_1}}, Z_{\pi_{i_2}}) | \pi]\}] \leq \psi_2'(P),\]

where \((i)\) uses the law of total expectation, \((ii)\) uses the basic inequality \(xy \leq x^2/2 + y^2/2\) and \((iii)\) follows by the definition of \(\psi_2'(P)\). Based on this observation, it is difficult to see that for any \((i_1, \ldots, i'_4) \in J_{\text{total}},\)

\[|\mathbb{E}_\pi[\mathbb{E}_\pi[h_{in}(X_{\pi_{i_1}}, X_{\pi_{i_2}}, X_{\pi_{i_3}}, X_{\pi_{i_4}}) h_{in}(X_{\pi_{i'_1}}, X_{\pi_{i'_2}}, X_{\pi_{i'_3}}, X_{\pi_{i'_4}}) | \mathcal{X}_n]|] \leq C_1 \psi_2'(P).\]

Therefore, by counting the number of elements in \(J_{A^c},\)

\[\mathbb{E}_\pi[\text{Var}_\pi(U_n^\pi | \mathcal{X}_n)] = \mathbb{E}_\pi[(II')] \leq C_2 \psi_2'(P) \frac{1}{n^2} \sum_{(i_1, \ldots, i'_4) \in J_{A^c}} 1 \leq C_3 \psi_2'(P) \frac{n^2}{n^2}.\]

Now by taking constant \(C\) in Theorem 5.1 sufficiently large, one may see that condition (72) is satisfied. This completes the proof of Theorem 5.1.
J Proof of Proposition 5.3

To prove Proposition 5.3, it suffices to verify that the two inequalities (24) hold. Then the result follows by Theorem 5.1. To start with the first inequality in (24), we want to upper bound \( \psi'(P) \) as \( \psi'(P) \leq C_1 \sqrt{b(2)} \| p_Y Z - p_Y p_Z \|_2^2 \). A little algebra shows that

\[
E_P[\mathcal{I}_{in}(X_1, X_2, X_3, X_4)|X_2, X_3, X_4] - 4 \| p_Y Z - p_Y p_Z \|_2^2
\]

\[
= 2 \sum_{k=1}^{d_1} \sum_{k'=1}^{d_2} \left[ \mathbb{I}(Y_1 = k) \mathbb{I}(Z_1 = k') - p_Y Z(k, k') \right] \left[ p_Y Z(k, k') - p_Y(k)p_Z(k') \right]
\]

\[
- 2 \sum_{k=1}^{d_1} \sum_{k'=1}^{d_2} \left[ \mathbb{I}(Y_1 = k) - p_Y(k) \right] p_Z(k') \left[ p_Y Z(k, k') - p_Y(k)p_Z(k') \right]
\]

\[
- 2 \sum_{k=1}^{d_1} \sum_{k'=1}^{d_2} \left[ \mathbb{I}(Z_1 = k') - p_Z(k') \right] p_Y(k) \left[ p_Y Z(k, k') - p_Y(k)p_Z(k') \right]
\]

\[
:= 2(I) - 2(II) - 2(III) \quad \text{(say)}.
\]

Then by recalling the definition of \( \psi'(P) \) in (19) and based on the elementary inequality \((x_1 + x_2 + x_3)^2 \leq 3x_1^2 + 3x_2^2 + 3x_3^2\), we have

\[
\psi'(P) \leq 12E_P[(I)\|_2^2 + 12E_P[(II)\|_2^2 + 12E_P[(III)\|_2^2.
\]

For convenience, we write \( \Delta_{k,k'} := p_Y Z(k, k') - p_Y(k)p_Z(k') \). Focusing on the first expectation in the above upper bound, the basic inequality \((x + y)^2 \leq x^2 / + y^2 / 2 \) gives

\[
E_P[(I)\|_2^2 \leq \frac{1}{2} \sum_{k=1}^{d_1} \sum_{k'=1}^{d_2} p_Y Z(k, k') \Delta_{k,k'}^2 + \frac{1}{2} \sum_{k=1}^{d_1} \sum_{k'=1}^{d_2} p_Y Z(k, k') \sum_{k=1}^{d_1} \sum_{k'=1}^{d_2} \Delta_{k,k'}^2
\]

\[
(\text{i}) \leq \frac{1}{2} \sum_{k=1}^{d_1} \sum_{k'=1}^{d_2} p_Y Z(k, k') \Delta_{k,k'}^2 + \frac{1}{2} \sum_{k=1}^{d_1} \sum_{k'=1}^{d_2} p_Y Z(k, k') \sum_{k=1}^{d_1} \sum_{k'=1}^{d_2} \Delta_{k,k'}^2
\]

\[
(\text{ii}) \leq \frac{1}{2} \sum_{k=1}^{d_1} \sum_{k'=1}^{d_2} p_Y Z(k, k') \sum_{k=1}^{d_1} \sum_{k'=1}^{d_2} \Delta_{k,k'}^2 + \frac{1}{2} \sum_{k=1}^{d_1} \sum_{k'=1}^{d_2} p_Y Z(k, k') \sum_{k=1}^{d_1} \sum_{k'=1}^{d_2} \Delta_{k,k'}^2
\]

\[
(\text{iii}) \leq \sqrt{b(2)} \| p_Y Z - p_Y p_Z \|_2^2,
\]

where (i) and (ii) use Cauchy-Schwarz inequality and the monotonicity of \( \ell_p \) norm (specifically, \( \ell_4 \leq \ell_2 \)). (iii) follows by the definition of \( b(2) \) in (23) and the fact that \( \| p_Y Z \|_2^2 \leq \| p_Y Z \|_2 \). Turning to the second term (II), one may see that

\[
E_P[(II)\|_2^2 \leq \frac{1}{2} \sum_{k=1}^{d_1} \sum_{k'=1}^{d_2} p_Y(k)p_Z(k') \Delta_{k,k'}^2 \]

\[
+ \frac{1}{2} \sum_{k=1}^{d_1} \sum_{k'=1}^{d_2} p_Y(k)p_Z(k') \Delta_{k,k'}^2 \]

\[
\| p_Y Z - p_Y p_Z \|_2^2 = \| p_Y Z - \|_2^2 \|
\]

\[
= \frac{1}{2}(II) + \frac{1}{2}(II) \quad \text{(say)}.
\]
Using the fact that \( \mathbb{I}(Y_1 = k_1)\mathbb{I}(Y_1 = k_2) = \mathbb{I}(Y_1 = k_1)\mathbb{I}(k_1 = k_2) \), we may upper bound \((II)_a\) by

\[
\mathbb{E}_P[(II)_a] = \sum_{k=1}^{d_1} p_Y(k) \left[ \sum_{k' = 1}^{d_2} p_Z(k') \Delta_{k,k'} \right]^2
\]

\[
\leq \sqrt{\sum_{k=1}^{d_1} p_Y^2(k)} \sqrt{\sum_{k' = 1}^{d_2} p_Z^2(k') \Delta_{k,k'}}^4
\]

\[
\leq \sqrt{\sum_{k=1}^{d_1} p_Y^2(k)} \left[ \sum_{k' = 1}^{d_2} p_Z^2(k') \Delta_{k,k'}^2 \right] \left[ \sum_{k' = 1}^{d_2} \Delta_{k,k'}^4 \right]^{1/2}
\]

\[
\leq \sqrt{b(2) \| p_Y Z - p_Y P Z \|^2},
\]

where both \((i)\) and \((ii)\) use Cauchy-Schwarz inequality, \((iii)\) uses \( \| p_Z \|^2 \leq \| p_Z \|_2 \) and \((iii)\) follows by the monotonicity of \( \ell_p \) norm (specifically, \( \ell_2 \leq \ell_1 \)) and the definition of \( b(2) \) in (23). The second term \((II)_b\) is bounded similarly by Cauchy-Schwarz inequality and \( \| p_Y \|^2 \leq \| p_Y \|_2 \) and \( \| p_Z \|^2 \leq \| p_Z \|_2 \).

In particular,

\[
\mathbb{E}_P[(II)_b] \leq \sum_{k=1}^{d_1} \sum_{k' = 1}^{d_2} p_Y^2(k) p_Z^2(k') \| p_Y Z - p_Y P Z \|^2 \leq \sqrt{b(2) \| p_Y Z - p_Y P Z \|^2}.
\]

By symmetric, \( \mathbb{E}_P[(III)^2] \) is also upper bounded by \( \sqrt{b(2) \| p_Y Z - p_Y P Z \|^2} \). Hence, putting things together, we have \( \psi_i'(P) \leq C_1 \sqrt{b(2) \| p_Y Z - p_Y P Z \|^2} \).

Next we show that the second inequality of (24), which is \( \psi_i'(P) \leq C_2 b(2) \), holds. By recalling the definition of \( \psi_i'(P) \) in (19) and noting that \( g_Y(Y_1, Y_2) = g_Y(Y_1, Y_2) \) and \( g_Z(Z_1, Z_2) = g_Z(Z_1, Z_2) \), we shall see that

\[
\mathbb{E}_P[g_Y(Y_1, Y_2) g_Z(Z_1, Z_2)] = \sum_{k=1}^{d_1} \sum_{k' = 1}^{d_2} p_Y^2(k) = b(2),
\]

\[
\mathbb{E}_P[g_Y(Y_1, Y_2) g_Z(Z_1, Z_3)] = \sum_{k=1}^{d_1} \sum_{k' = 1}^{d_2} p_Y Z(k, k') p_Y(k) p_Z(k')
\]

\[
\leq \frac{1}{2} \sum_{k=1}^{d_1} \sum_{k' = 1}^{d_2} p_Y Z(k, k') + \frac{1}{2} \sum_{k=1}^{d_1} \sum_{k' = 1}^{d_2} p_Y^2(k) p_Z^2(k') \leq b(2),
\]

\[
\mathbb{E}_P[g_Y(Y_1, Y_2) g_Z(Z_3, Z_4)] = \sum_{k=1}^{d_1} \sum_{k' = 1}^{d_2} p_Y^2(k) = b(2).
\]

Hence both conditions in (24) are satisfied under the assumption in Proposition 5.3. This concludes Proposition 5.3.
K Proof of Proposition 5.4

As in the proof of Proposition 4.4, we properly construct a mixture distribution \( Q \) and a null distribution \( P_0 \) and apply Lemma G.1 to prove the result. To start we consider \( P_0 \) to be the product of the uniform discrete distributions given by

\[
P_0(k_1, k_2) := p_Y(k_1)p_Z(k_2) = \frac{1}{d_1 d_2}
\]

for all \( k_1 = 1, \ldots, d_1 \) and \( k_2 = 1, \ldots, d_2 \).

Let \( \tilde{\zeta} = \{\tilde{\zeta}_1, \ldots, \tilde{\zeta}_{d_1}\} \) and \( \tilde{\xi} = \{\tilde{\xi}_1, \ldots, \tilde{\xi}_{d_2}\} \) be dependent Rademacher random variables uniformly distributed over \( M_{d_1} \) and \( M_{d_2} \), respectively, where \( M_{d_1} \) and \( M_{d_2} \) are hypercubes defined in (66). Assume that \( \tilde{\zeta} \) and \( \tilde{\xi} \) are independent. Let us denote the cardinality of \( M_{d_1} \) and \( M_{d_2} \) by \( N_1 \) and \( N_2 \), respectively. Given \( \tilde{\zeta} \in M_{d_1} \) and \( \tilde{\xi} \in M_{d_2} \), we define a distribution \( p_{\tilde{\zeta}, \tilde{\xi}} \) such that

\[
p_{\tilde{\zeta}, \tilde{\xi}}(k_1, k_2) := \frac{1}{d_1 d_2} + \delta \sum_{i_1=1}^{d_1} \sum_{i_2=1}^{d_2} \tilde{\zeta}_{i_1} \tilde{\xi}_{i_2} \mathbb{1}(k_1 = i_1) \mathbb{1}(k_2 = i_2),
\]

where \( \delta \leq 1/(d_1 d_2) \) and thus \( \|p_{\tilde{\zeta}, \tilde{\xi}}\|^2 \leq 2/(d_1 d_2) \). Since \( \tilde{\zeta} \in M_{d_1} \) and \( \tilde{\xi} \in M_{d_2} \), it is straightforward to check that

\[
\sum_{k_1=1}^{d_1} p_{\tilde{\zeta}, \tilde{\xi}}(k_1, k_2) = \frac{1}{d_2} + \delta \left( \sum_{i_1=1}^{d_1} \tilde{\zeta}_{i_1} \right) \times \left( \sum_{i_2=1}^{d_2} \tilde{\xi}_{i_2} \mathbb{1}(k_2 = i_2) \right) = \frac{1}{d_2},
\]

\[
\sum_{k_2=1}^{d_2} p_{\tilde{\zeta}, \tilde{\xi}}(k_1, k_2) = \frac{1}{d_1} + \delta \left( \sum_{i_1=1}^{d_1} \tilde{\zeta}_{i_1} \mathbb{1}(k_1 = i_1) \right) \times \left( \sum_{i_2=1}^{d_2} \tilde{\xi}_{i_2} \right) = \frac{1}{d_1} \quad \text{and}
\]

\[
\sum_{k_1=1}^{d_1} \sum_{k_2=1}^{d_2} p_{\tilde{\zeta}, \tilde{\xi}}(k_1, k_2) = 1.
\]

Therefore \( p_{\tilde{\zeta}, \tilde{\xi}} \) is a joint discrete distribution whose marginals are equivalent to those of the product distribution. Let us denote such distributions by \( p_{\tilde{\zeta}(1), \tilde{\xi}(1)}, \ldots, p_{\tilde{\zeta}(N_1), \tilde{\xi}(N_2)} \). We then consider the uniform mixture \( Q \) given by

\[
Q := \frac{1}{N_1 N_2} \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} p_{\tilde{\zeta}(i), \tilde{\xi}(j)}.
\]

Note that both \( \{\tilde{\zeta}_1, \ldots, \tilde{\zeta}_{d_1}\} \) and \( \{\tilde{\xi}_1, \ldots, \tilde{\xi}_{d_2}\} \) are negatively associated and these two sets are mutually independent by construction. Hence, following Proposition 7 of Dubhashi and Ranjan (1998), the pooled random variables \( \{\tilde{\zeta}_1, \ldots, \tilde{\zeta}_{d_1}, \tilde{\xi}_1, \ldots, \tilde{\xi}_{d_2}\} \) are also negatively associated. Having this observation at hand, the remaining steps are exactly the same as those in the proof of Proposition 4.4. This together with Proposition 5.3 completes the proof of Proposition 5.4.

L Proof of Proposition 5.5

The proof of Proposition 5.5 is based on Proposition 5.3 and similar to that of Proposition 4.6. By recalling the notation from Appendix H and \( \kappa(2) = \lceil n^2/(4d_1 + d_2) \rceil \), we define \( H_{\ell_Y} := \lfloor (\ell_Y - [\ell_Y - \kappa(2)] \rfloor \).
and \( H_{\ell_Y} := [(\ell_Y - 1)/\kappa(2), \ell_Y/\kappa(2)] \) where \( \ell_Y \in \{1, 2, \ldots, \kappa(2)\}^{d_1} \) and \( \ell_Y \in \{1, 2, \ldots, \kappa(2)\}^{d_2} \). Then we denote the joint and product discretized distributions by

\[
p_{YZ}(\ell_Y, \ell_Z) := \int_{H_{\ell_Y} \times H_{\ell_Z}} f_{YZ}(t_Y, t_Z) dt_Y dt_Z \quad \text{and} \quad p_{YPZ}(\ell_Y, \ell_Z) := \int_{H_{\ell_Y} \times H_{\ell_Z}} f_Y(t_Y) f_Z(t_Z) dt_Y dt_Z.
\]

Since both \( f_{YZ} \) and \( f_Y f_Z \) are in Hölder’s density class \( P^{(d_1 + d_2, s)}_{\text{Hölder}} \) where \( ||| f_Y f_Z |||_\infty \leq L \) and \( f_{YZ} \) is in \( \infty \), it is clear to see that

\[
p_{YZ}(\ell_Y, \ell_Z) \leq ||| f_{YZ} |||_\infty \kappa(2)^-(d_1 + d_2) \leq L \kappa(2)^-(d_1 + d_2) \quad \text{and} \quad p_{YPZ}(\ell_Y, \ell_Z) \leq ||| f_Y f_Z |||_\infty \kappa(2)^-(d_1 + d_2) \leq L \kappa(2)^-(d_1 + d_2) \quad \text{for all} \quad \ell_Y, \ell_Z.
\]

This leads to

\[
b(2) = \max\{||| p_{YZ} |||_2^2, ||| p_{YPZ} |||_2^2 \} \leq L \kappa(2)^-(d_1 + d_2). \tag{73}
\]

Furthermore, based on Lemma 3 of Arias-Castro et al. (2018), one can find a constant \( C_1 > 0 \) such that

\[
||| p_{YZ} - p_{YPZ} |||_2^2 \geq C_1 \kappa(2)^-(d_1 + d_2) \epsilon_n^2, \tag{74}
\]

where \( \epsilon_n \) is the lower bound for \( ||| f_{YZ} - f_Y f_Z |||_L \). By combining (73) and (74), the condition of Proposition 5.3 is satisfied when

\[
\kappa(2)^-(d_1 + d_2) \epsilon_n^2 \geq C_2 \frac{L^{1/2} \kappa(2)^-(d_1 + d_2)/2}{\alpha^{1/2} \beta n}.
\]

By putting \( \kappa(2) = [n^2/(4s + d_1 + d_2)] \) and rearranging the terms, the above inequality is equivalent to

\[
\epsilon_n \geq \frac{C_3}{\alpha^{1/4} \beta^{1/2} n} \left( \frac{1}{n} \right)^{\frac{2s}{s + d_1 + d_2}},
\]

where \( C_3 \) is a constant that may depend on \( s, d_1, d_2, L \). This completes the proof of Proposition 5.5.

### M Proof of Proposition 5.6

The proof of Proposition 5.6 is standard based on Ingster’s method in Lemma G.1. In particular we closely follow the proof of Theorem 1 in Arias-Castro et al. (2018) which builds on Ingster (1987). Let us start with the construction of a mixture distribution \( Q \) and a null distribution \( P_0 \). 
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• Construction of \(Q\) and \(P_0\). Let \(f_Y\) and \(f_Z\) be the uniform density functions on \([0,1]^{d_1}\) and \([0,1]^{d_2}\), respectively. Then the density function of the baseline product distribution \(P_0\) is defined by

\[
f_0(y, z) := f_Y(y)f_Z(z) = 1 \quad \text{for all } (y, z) \in [0,1]^{d_1+d_2}.
\]

We let \(\varphi_Y : \mathbb{R}^{d_1} \to \mathbb{R}\) and \(\varphi_Z : \mathbb{R}^{d_2} \to \mathbb{R}\) be infinitely differentiable functions supported on \([0,1]^{d_1}\) and \([0,1]^{d_2}\) respectively. Furthermore these two functions satisfy

\[
\int_{[0,1]^{d_1}} \varphi_Y(y) dy = \int_{[0,1]^{d_2}} \varphi_Z(z) dz = 0 \quad \text{and} \quad \int_{[0,1]^{d_1}} \varphi_Y^2(y) dy = \int_{[0,1]^{d_2}} \varphi_Z^2(z) dz = 1.
\]

For \(i \in \mathbb{Z}^{d_1}, j \in \mathbb{Z}^{d_2}\) and a positive integer \(\kappa\), we write \(\varphi_{Y,i}(x) = \kappa^{d_1/2}\varphi_Y(\kappa x - i + 1)\) and \(\varphi_{Z,j}(x) = \kappa^{d_2/2}\varphi_Z(\kappa x - j + 1)\) where \(\varphi_{Y,i}\) and \(\varphi_{Z,j}\) are supported on \([(i - 1)/\kappa, i/\kappa]\) and \([(j - 1)/\kappa, j/\kappa]\). By construction, it can be seen that

\[
\int_{[0,1]^{d_1}} \varphi_{Y,i}^2(y) dy = \int_{[0,1]^{d_2}} \varphi_{Z,j}^2(z) dz = 1,
\]

\[
\int_{[0,1]^{d_1}} \varphi_{Y,i}(y) dy = \int_{[0,1]^{d_2}} \varphi_{Z,j}(z) dz = 0 \quad \text{and}
\]

\[
\int_{[0,1]^{d_1}} \varphi_{Y,i}(y)\varphi_{Y,i}(y) dy = \int_{[0,1]^{d_2}} \varphi_{Z,j}(z)\varphi_{Z,j}(z) dz = 0,
\]

for \(i \neq i'\) and \(j \neq j'\). We denote by \(\zeta_k \in \{0,1\}\) an i.i.d. sequence of Rademacher variables where \(\zeta := (i, j) \in [\kappa]^{d_1+d_2}\). Now for \(\rho > 0\) specified later, let us define the density function of a mixture distribution \(Q\) by

\[
f_\zeta(y, z) := f_0(y, z) + \rho \sum_{k \in [\kappa]^{d_1+d_2}} \zeta_k \varphi_{Y,i}(y)\varphi_{Z,j}(z).
\]

By letting \(\rho\) such that \(\rho \kappa^{(d_1+d_2)/2}\|\varphi_{Y,Z}\|_\infty \leq 1\) where \(\varphi_{Y,Z}(y, z) := \varphi_Y(y)\varphi_Z(z)\), it is seen that \(f_\zeta\) is a proper density function supported on \([0,1]^{d_1+d_2}\) such that

\[
\int_{[0,1]^{d_1}} f_\zeta(y, z) dy = \int_{[0,1]^{d_2}} f_\zeta(y, z) dz = \int_{[0,1]^{d_1+d_2}} f_\zeta(y, z) dy dz = 1.
\]

Therefore \(f_\zeta\) has the same marginal distributions as the product distribution \(f_0\). Furthermore when \(\rho \kappa^{(d_1+d_2)/2+s} M/L \leq 1\) where \(M := \max \{4\|\varphi_{\{(s)\}}\|_\infty, 2\|\varphi_{\{(s)\}+1}\|_\infty\}\), it directly follows from the proof of Theorem 1 in Arias-Castro et al. (2018) that \(f_\zeta \in \mathcal{P}_{\text{Hölder}}^{(d_1+d_2,s)}\). Having these two densities \(f_0\) and \(f_\zeta\) such that

\[
\|f_\zeta - f_0\|^2_{L_2} = \rho^2 \kappa^{d_1+d_2} = \epsilon_n^2,
\]

we next compute \(\mathbb{E}_{P_0}[L_n^2]\).
• Calculation of $\mathbb{E}_{P_0}[L_n^2]$. By recalling that $f_0(y, z) = 1$ for $(y, z) \in [0, 1]^{d_1+d_2}$, let us start by writing $L_n^2$ as

$$L_n^2 = \frac{1}{2^{\kappa_1+d_2}} \sum_{\zeta, \zeta' \in \{-1, 1\}^{\kappa_1+d_2}} \prod_{i=1}^{n} f_\zeta(Y_i, Z_i) f_{\zeta'}(Y_i, Z_i).$$

We then use the orthonormal property of $\varphi_{Y,i}$ and $\varphi_{Z,j}$ to see that

$$\mathbb{E}_{P_0}[L_n^2] = \frac{1}{2^{\kappa_1+d_2}} \sum_{\zeta, \zeta' \in \{-1, 1\}^{\kappa_1+d_2}} \prod_{i=1}^{n} \mathbb{E}_0 \left[ 1 + \rho_2^2 \sum_{k \in [\kappa]} \zeta_k \zeta'_k (Y_i) \varphi_{Y,i}^2(Z_i) \right]$$

$$= \frac{1}{2^{\kappa_1+d_2}} \sum_{\zeta, \zeta' \in \{-1, 1\}^{\kappa_1+d_2}} \left[ 1 + \rho_2^2 \sum_{k \in [\kappa]} \zeta_k \zeta'_k \right]^{\kappa_1+d_2} \leq \mathbb{E}_{\zeta, \zeta'} \left[ e^{n\rho_2^2\langle \zeta, \zeta' \rangle} \right],$$

where the last inequality uses $(1 + x)^n \leq e^{nx}$. Based on the independence among the components of $\zeta$ and $\zeta'$, we further observe that

$$\mathbb{E}_{\zeta, \zeta'} \left[ e^{n\rho_2^2\langle \zeta, \zeta' \rangle} \right] = \left\{ \cosh(n\rho_2^2) \right\}^{\kappa_1+d_2} \leq \exp \left( \kappa_1^2 + \frac{n^2}{4} \rho_4^2 / 2 \right)$$

where the last inequality follows by $\cosh(x) \leq e^{x^2/2}$ for all $x \in \mathbb{R}$.

• Completion of the proof. We invoke Lemma G.1 to finish the proof. From the previous step, we know that

$$\mathbb{E}_{P_0}[L_n^2] \leq \exp \left( \kappa_1^2 + \frac{n^2}{4} \rho_4^2 / 2 \right).$$

Therefore the condition in Lemma G.1 is fulfilled when

$$\kappa_1^2 + \frac{n^2}{4} \rho_4^2 \leq 2 \log \{1 + 4(1 - \alpha - \beta)^2\}. $$

Now by setting $\kappa = \lfloor n^2/(4s+d_1+d_2) \rfloor$ and $\rho = cn^{-2(2s+d_1+d_2)/(4s+d_1+d_2)}$, the above condition is further implied by

$$c \leq 2 \log \{1 + 4(1 - \alpha - \beta)^2\}. $$

Previously we also use the assumptions that $\rho \kappa_1^2 \|\varphi_{Y,Z}\|_\infty \leq 1$ and $\rho \kappa_1^2 \|\varphi_{Y,Z}\|_\infty^2 M/L \leq 1$. These are satisfied by taking $c$ sufficiently small. This means that when

$$\epsilon_n \leq c e^{-2s/(4s+d_1+d_2)},$$

for a small $c > 0$, the minimax type II error is less than $\beta$. Therefore, combined with Proposition 5.5, we complete the proof of Proposition 5.6.
N Proof of Theorem 6.1

We continue the proof of Theorem 6.1 from the last line of (30). First we view $\tilde{U}_{\pi_1,n_2}^{\pi,L,\zeta}$ as a quadratic form of $\zeta$ conditional on $\pi$ and $L$. We then borrow the proof of Hanson–Wright inequality (see e.g. Rudelson and Vershynin, 2013; Vershynin, 2018) to proceed. To do so, let us denote $a_{k_1,k_2}(\pi,L) = h_{\pi_1}(X_{\pi_1,k_1}, X_{\pi_2,k_2}; X_{\pi_1+1,k_1}, X_{\pi_1+1,k_2})$ for $1 \leq k_1 \neq k_2 \leq n$ and $a_{k_1,k_2}(\pi,L) = 0$ for $1 \leq k_1 = k_2 \leq n$. Let $A_{\pi,L}$ be the $n \times n$ matrix whose elements are $a_{k_1,k_2}(\pi,L)$. By following the proof of Theorem 1.1 in Rudelson and Vershynin (2013), we can obtain
\[
e^{-\lambda t} E_{\pi,L,\zeta}[\exp(\lambda \tilde{U}_{\pi_1,n_2}^{\pi,L,\zeta} | \mathcal{X}_n)] \leq E_{\pi,L}[\exp(-\lambda t + C \lambda^2 \|A_{\pi,L}\|_{\text{op}}^2)],
\]
which holds for $0 \leq \lambda \leq c/\|A_{\pi,L}\|_{\text{op}}$. Here, $\|A_{\pi,L}\|_F$ and $\|A_{\pi,L}\|_{\text{op}}$ denote the Frobenius norm and the operator norm of $A_{\pi,L}$, respectively. By optimizing over $0 \leq \lambda \leq c/\|A_{\pi,L}\|_{\text{op}}$, we have that
\[
\mathbb{P}_\pi(U_{\pi_1,n_2}^{\pi} \geq t | \mathcal{X}_n) \leq E_{\pi,L} \left[ \exp \left\{ - C_1 \min \left( \frac{t^2}{\|A_{\pi,L}\|_F^2}, \frac{t}{\|A_{\pi,L}\|_{\text{op}}} \right) \right\} \right].
\]
The proof of Theorem 6.1 is completed by noting that $\|A_{\pi,L}\|_{\text{op}} \leq \|A_{\pi,L}\|_F \leq C_2 \Sigma_{n_1,n_2}$.

O Proof of Corollary 6.4

Note that the following equality holds:
\[
\sum_{(i,j) \in I_2^n} \tilde{\zeta}_i \tilde{\zeta}_j (a_{i,j} - \bar{a}) = \frac{1}{4(n-1)(n-2)} \sum_{(i_1,i_2,i_3,i_4) \in I_4^n} \left\{ (\tilde{\zeta}_{i_1} \tilde{\zeta}_{i_3} + \tilde{\zeta}_{i_2} \tilde{\zeta}_{i_4} - \tilde{\zeta}_{i_1} \tilde{\zeta}_{i_4} - \tilde{\zeta}_{i_2} \tilde{\zeta}_{i_3})(a_{i_1,i_3} + a_{i_2,i_4} - a_{i_1,i_4} - a_{i_2,i_3}) \right\},
\]
which can be verified by expanding the summation on the right-hand side. We also note that $\{\tilde{\zeta}_1, \ldots, \tilde{\zeta}_n\} \overset{d}{=} \{b_{i_1}, \ldots, b_{i_n}\}$ where $b_i = 1$ for $i = 1, \ldots, n/2$ and $b_i = -1$ for $i = n/2 + 1, \ldots, n$. Therefore, we can apply Theorem 6.2 with the bound of $\Sigma_0^2$ in (36). To be clear, $a_{i,j}$ does not need to be symmetric in its arguments. Theorem 6.2 still holds as long as $g_Z$ is symmetric ($g_Y$ is not necessarily symmetric), which is the case for this application. Alternatively, one can work with the symmetrized version of $a_{i,j}$, i.e. $\tilde{a}_{i,j} := (a_{i,j} + a_{j,i})/2$ by observing that $\bar{a} = \overline{\bar{a}} := n^{-1} \sum_{(i_1,i_2) \in I_2^n} \tilde{a}_{i_1,i_2}$ and
\[
\sum_{(i,j) \in I_2^n} \tilde{\zeta}_i \tilde{\zeta}_j (a_{i,j} - \bar{a}) = \sum_{(i,j) \in I_2^n} \tilde{\zeta}_i \tilde{\zeta}_j (\tilde{a}_{i,j} - \bar{a}).
\]
This completes the proof of Corollary 6.4.

P Proof of Theorem 6.3

Continuing our discussion from the main text, we prove Theorem 6.3 in two steps. In the first step, we replace two independent permutations $\pi$, $\pi'$ in $\tilde{U}_{\pi_1,n_2}^{\pi,L,\zeta}$ with their i.i.d. counterparts $\tilde{\pi}$, $\tilde{\pi}'$. Once this decoupling step is done, the resulting statistic can be viewed as a usual degenerate $U$-statistic of i.i.d. random variables conditional on $\mathcal{X}_n$. This means that we can apply the concentration
inequalities for degenerate $U$-statistics in De la Pena and Giné (1999) to finish the proof. This shall be done in the second step. For notational convenience, we write

\[ h_{\pi,\pi'}(i_1, i_2, i_1 + m, i_2 + m) \]

:= \left\{ \begin{array}{ll}
(Y_{\pi',1}, Z_{\pi_i1}), (Y_{\pi',2}, Z_{\pi_i2}), (Y_{\pi',1+m}, Z_{\pi_1+m}), (Y_{\pi',2+m}, Z_{\pi_2+m}) \right\},
\] (75)

throughout this proof.

1. Decoupling. We start with the decoupling part. Let $\tilde{U}_n^{\pi,\pi',\zeta}$ be defined similarly as $U_n^{\pi,\pi',\zeta}$ but with decoupled permutations $(\tilde{\pi}, \tilde{\pi}')$ instead of the original permutations $(\pi, \pi')$. Our goal here is to bound

\[ \mathbb{E}_{\pi,\pi',\zeta} \left( \lambda \tilde{U}_n^{\pi,\pi',\zeta} \right) \leq \mathbb{E}_{\tilde{\pi},\tilde{\pi}',\zeta} \left( \lambda (C_h \tilde{U}_n^{\pi,\pi',\zeta}) \right), \] (66)

where $c < C_n < C$ is some deterministic sequence depending on $n$ with some positive constants $c, C > 0$. The way how we associate the original statistic $U_n^{\pi,\pi',\zeta}$ with the decoupled counterpart $\tilde{U}_n^{\pi,\pi',\zeta}$ is as follows. First, we construct a random subset $K$ of $\{1, \ldots, n\}$ such that $\{\pi_i\}_{i \in K}$ and $\{\tilde{\pi}_i\}_{i \in K}$ have the same distribution so that two test statistics based on $\{\pi_i\}_{i \in K}$ and $\{\tilde{\pi}_i\}_{i \in K}$, respectively, shall have the same distribution. The remainder of the proof is devoted to replacing the subset of permutations $\{\pi_i\}_{i \in K}$ and $\{\tilde{\pi}_i\}_{i \in K}$ with the entire set of permutations $\{\pi_i\}_{i=1}^n$ and $\{\tilde{\pi}_i\}_{i=1}^n$. As far as we know, this idea was first employed by Duembgen (1998) to decouple the simple linear permuted statistic.

Let us make this decoupling idea more precise. To do so, we define $K$ to be a random subset of $\{1, \ldots, n\}$ independent of everything else except $\tilde{\pi}$. Specifically, we assume that the conditional distribution of $K$ given $\tilde{\pi}$ has the uniform distribution on the set of all $J \subseteq \{1, \ldots, n\}$ such that

\[ \{\tilde{\pi}_i : 1 \leq i \leq n\} = \{\pi_i : i \in J\} \quad \text{and} \quad |\{\tilde{\pi}_i : 1 \leq i \leq n\}| = |J|, \]

where $|A|$ denotes the cardinality of a set $A$. Then as noted in Duembgen (1998), $\{\pi_i\}_{i \in K} \overset{d}{=} \{\tilde{\pi}_i\}_{i \in K}$ follows. In the same way, define another random subset $K'$ of $\{1, \ldots, n\}$ only depending on $\tilde{\pi}'$ such that $\{\pi_i\}_{i \in K'} \overset{d}{=} \{\tilde{\pi}_i\}_{i \in K'}$; note that, by construction, $K$ and $K'$ are independent. Furthermore, we let $B_n(i_1, i_2, i_1 + m, i_2 + m)$ be the event such that all of $\{i_1, i_2, i_1 + m, i_2 + m\}$ are in the random subset $K$. Then, as $\{\pi_i\}_{i \in K} \overset{d}{=} \{\tilde{\pi}_i\}_{i \in K}$ and $\{\pi_i\}_{i \in K'} \overset{d}{=} \{\tilde{\pi}_i\}_{i \in K'}$, we may observe that

\[ \tilde{U}_n^{\pi,\pi',\zeta}(K, K') \overset{d}{=} \tilde{U}_n^{\tilde{\pi},\tilde{\pi}',\zeta}(K, K'), \] (77)
Next we calculate the probability of $B_{K,n}(i_1, i_2, i_1 + m, i_2 + m)$. By symmetry, we may assume that $i_1 = 1, i_2 = 2, i_1 + m = 3, i_2 + m = 4$. In fact, this probability is the same as the probability that all of the first four urns are not empty when one throws $n$ balls independently into $n$ urns (here, each urn is equally likely to be selected). Based on the inclusion–exclusion formula, this probability can be computed as

$$B_n := \mathbb{P}\{B_{K,n}(1, 2, 3, 4)\} = 1 - 4 \left(1 - \frac{1}{n}\right)^4 + 6 \left(1 - \frac{2}{n}\right)^4 - 4 \left(1 - \frac{3}{n}\right)^4 + \left(1 - \frac{4}{n}\right)^4.$$

Indeed, $B_n$ is monotone increasing for all $n \geq 4$. Hence we have that $\ell \leq B_n \leq u$ for any $n \geq 4$ where $\ell = 1 - 4(3/4)^4 + 6 (1/2)^4 - 4 (1/4)^4 = 0.09375$ and $u = 1 - 4e^{-1} + 6e^{-2} - 4e^{-3} + e^{-4} \approx 0.1597$. In the next step, we replace the subset of permutations $\{\pi_i\}_{i=1}^n$ with the entire set of permutations $\{\pi_i\}_{i=1}^n$ as follows:

$$\mathbb{E}_{\pi, \pi'} \left[ \Psi \left( \lambda \tilde{U}_{n}^{\pi, \pi', \zeta} \right) \right] \left| \mathcal{X}_n \right] \leq \mathbb{E}_{\pi, \pi', \zeta, K, K'} \left[ \Psi \left\{ B_n^{-\lambda} \tilde{U}_{n}^{\pi, \pi', \zeta} (K, K') \right\} \right] \left| \mathcal{X}_n \right] \leq \mathbb{E}_{\pi, \pi', \zeta} \left[ \Psi \left( B_n^{-\lambda} \tilde{U}_{n}^{\pi, \pi', \zeta} \right) \right] \left| \mathcal{X}_n \right],$$

where $(i)$ holds by Jensen’s inequality with $\mathbb{E}_{K, K'}[\tilde{U}_{n}^{\pi, \pi', \zeta}(K, K')] = B_n^{2} \tilde{U}_{n}^{\pi, \pi', \zeta}$, $(ii)$ is due to the relationship $(77)$ and $(iii)$ uses Jensen’s inequality again with

$$\tilde{U}_{n}^{\pi, \pi', \zeta}(K, K') = \mathbb{E}_{\zeta} \left[ \tilde{U}_{n}^{\pi, \pi', \zeta} \mid \{\zeta_i\}_{i=K}, \{\zeta_i\}_{i=K'}, K, K', \mathcal{X}_n, \pi, \pi' \right].$$

This proves the decoupling inequality in $(76)$.

2. Concentration. Having established the decoupled bound in $(76)$, we are now ready to obtain the main result of Theorem 6.3. This part of the proof is largely based on Chapter 4.1.3 of De la Pena and Giné (1999). Recall that

$$\tilde{U}_{n}^{\pi, \pi', \zeta} \overset{d}{=} \frac{1}{m(2)} \sum_{(i_1, i_2) \in \mathcal{V}^n} \zeta_{i_1} \zeta_{i_2} h_{\pi, \pi'}(i_1, i_2, i_1 + m, i_2 + m)$$

and $h_{\pi, \pi'}(i_1, i_2, i_1 + m, i_2 + m)$ is given in $(75)$. Let us write $Q_{i_1} = (Y_{\pi_{i_1}}, Z_{\pi_{i_1}})$, $(Y_{\pi_{i_1}+m}, Z_{\pi_{i_1}+m})$ and $Q_{i_2} = ((Y_{\pi_{i_2}}, Z_{\pi_{i_2}}), (Y_{\pi_{i_2}+m}, Z_{\pi_{i_2}+m}))$, which are random vectors with four main components. Note that $Q_{1}, \ldots, Q_{m}$ are independent and identically distributed conditional on $\mathcal{X}_n$. Define

$$h(Q_{i_1}, Q_{i_2}) := h_{\pi, \pi'}(i_1, i_2, i_1 + m, i_2 + m).$$

Then $\tilde{U}_{n}^{\pi, \pi', \zeta}$ can be viewed as a randomized $U$-statistic with the bivariate kernel $h(Q_{i_1}, Q_{i_2})$. To summarize, we have established that

$$\mathbb{E}_{\pi} \left[ \Psi (\lambda U_{n}^{\pi}) \right] \left| \mathcal{X}_n \right] \leq \mathbb{E}_{\zeta, Q} \left[ \Psi \left( B_n^{-\lambda} \frac{1}{m(2)} \sum_{(i_1, i_2) \in \mathcal{V}^n} \zeta_{i_1} \zeta_{i_2} h(Q_{i_1}, Q_{i_2}) \right) \right] \left| \mathcal{X}_n \right].$$
Here, by letting \( h^*(Q_{i_1}, Q_{i_2}) = h(Q_{i_1}, Q_{i_2})/2 + h(Q_{i_2}, Q_{i_1})/2 \), we may express the right-hand side of the above inequality with the symmetrized kernel as
\[
\mathbb{E}_{\zeta, Q} \left[ \Psi \left( B_n^{-2} \lambda \sum_{1 \leq i_1 < i_2 \leq m} \zeta_{i_1} \zeta_{i_2} h^*(Q_{i_1}, Q_{i_2}) \right) \right].
\]

The rest of the proof follows exactly the same line of that of Theorem 4.1.12 in De la Peña and Giné (1999) based on (i) Chernoff bound, (ii) convex modification, (iii) Bernstein’s inequality, (iv) hypercontractivity of Rademacher chaos variables and (v) Hoeffding’s average (Hoeffding, 1963). In the end, we obtain
\[
\mathbb{P}(nU_n^\pi \geq t | X_n) \leq C_1 \exp \left( -\lambda t^{2/3} + C_2 \lambda^3 A_n^2 + \frac{16C_2^2 A_n^2 M^2 \lambda^6}{n - (16/3)C_2 M^2 \lambda^3} \right),
\]
for \( n > (4/3)C_2 M^2 \lambda^3 \), which corresponds to Equation (4.1.27) of De la Peña and Giné (1999). We complete the proof of Theorem 6.3 by optimizing the right-hand side over \( \lambda \) as detailed in De la Peña and Giné (1999).

Q Proof of Proposition 7.1

The proof of this result is motivated by Ingster (2000); Arias-Castro et al. (2018) and follows similarly as theirs. First note that type I error control of the adaptive test is trivial by the union bound. Hence we focus on the type II error control. Note that by construction
\[
\left( \frac{n_1}{\log \log n_1} \right)^{2d/4+d} \leq 2^{\gamma_{\max}}.
\]

Therefore there exists an integer \( j \in \{1, \ldots, \gamma_{\max}\} \) such that
\[
2^{j-1} \left( \frac{n_1}{\log \log n_1} \right)^{2d/4+d} \leq 2^j.
\]

We take such \( j \) and define \( \kappa^* := 2^j \in \mathbb{K} \). In the rest of the proof, we show that under the given condition, \( \phi_{\kappa^*, \alpha/\gamma_{\max}} \) has the type II error at most \( \beta \). If this is the case, then the proof is completed since \( \mathbb{P}(\phi_{\text{adapt}} = 0) \leq \mathbb{P}(\phi_{\kappa^*, \alpha/\gamma_{\max}} = 0) \leq \beta \). To this end, let us start by improving Proposition 4.3 based on Lemma C.1. Using (14) and Lemma C.1, one can verify that Proposition 4.3 holds if
\[
\|p_Y - p_Z\|_2^2 \geq \frac{C}{\beta} \log \left( \frac{1}{\alpha} \right) \frac{\sqrt{b(1)}}{n_1},
\]
for some large constant \( C > 0 \) and \( n_1 \approx n_2 \). Hence the multinomial test \( \phi_{\kappa^*, \alpha/\gamma_{\max}} \) has the type II error at most \( \beta \) if condition (78) is fulfilled by replacing \( \alpha \) with \( \alpha/\gamma_{\max} \). Following the proof of Proposition 4.6 but with \( \kappa^* \) instead of \( \kappa_{(1)} \), we can see that
\[
\begin{align*}
b(1) &= \max\{\|p_Y\|^2_2, \|p_Z\|^2_2\} \leq L(\kappa^*)^{-d} \quad \text{and} \\
\|p_Y - p_Z\|_2^2 &\geq C_1(s, d, L)(\kappa^*)^{-d} n_1^n n_2^n.
\end{align*}
\]
Therefore condition (78) with $\alpha/\gamma_{\text{max}}$ is satisfied when

$$\epsilon_{n_1, n_2}^2 \geq C_2(s, d, L) \frac{L^{1/2} \kappa^* d/2}{\beta} \log \left( \frac{\gamma_{\text{max}}}{\alpha} \right) \frac{L_1/2}{n_1}. $$

Based on the definition of $\gamma_{\text{max}}$ and $\kappa^*$, the above inequality is further implied by

$$\epsilon_{n_1, n_2}^2 \geq C(s, d, L, \alpha, \beta) \left( \log \log \left( \frac{n_1}{n_1} \right) \right)^{s+2} n^{3/2} + d. $$

This completes the proof of Proposition 7.1.

**R Proof of Proposition 7.2**

The proof is almost identical to that of Proposition 7.1 once we establish the following lemma which is an improvement of Proposition 5.3.

**Lemma R.1** (Multinomial independence testing). Let $Y$ and $Z$ be multinomial random vectors in $S_{d'_1}$ and $S_{d'_2}$, respectively. Consider the multinomial problem setting in Proposition 5.3 with an additional assumption that $n \geq C_1 d'_1 d'_2$ for some positive constant $C_1 > 0$. Suppose that under the alternative hypothesis

$$\|p_{YZ} - p_Y p_Z\|_2 \geq C_2 \beta^{1/2} \frac{n_1}{n_1 \log \left( \frac{1}{\alpha} \right)} b_1/2 \sqrt{n_1},$$

for a sufficiently large $C_2 > 0$. Then the permutation test in Proposition 5.3 has the type II error at most $\beta$.

**Proof.** Following the proofs of Lemma C.1 and Proposition 5.3, we only need to show that the $1 - \beta/2$ quantile of the permutation critical value $c_{1-\alpha,n}$ of $U_n$, denoted by $q_{1-\beta/2,n}$, is bounded as

$$q_{1-\beta/2,n} \leq C_3 \frac{\log \left( \frac{1}{\alpha} \right)}{\beta} \frac{b_1/2}{n_1}. $$

To establish this result, we first use the concentration bound in Theorem 6.3 to have

$$c_{1-\alpha,n} \leq C_4 \max \left\{ \frac{\Lambda_n}{n} \log \left( \frac{1}{\alpha} \right), \frac{1}{n^{3/2}} \log \left( \frac{1}{\alpha} \right) \right\},$$

where we use the fact that $M_n \leq 1$ and $\alpha \leq 1/2$. Hence, by Markov’s inequality as in Lemma C.1, it can be seen that the quantile $q_{1-\beta/2,n}$ is bounded by

$$q_{1-\beta/2,n} \leq C_4 \max \left\{ \frac{\sqrt{2\mathbb{E}[\Lambda_n^2]}}{\beta^{1/2} n} \log \left( \frac{1}{\alpha} \right), \frac{1}{n^{3/2}} \log \left( \frac{1}{\alpha} \right) \right\}. $$

On the other hand, one can easily verify that

$$\mathbb{E}_P[\Lambda_n^2] = \frac{1}{n^2} \sum_{1 \leq i_1, i_2 \leq n} \sum_{1 \leq j_1, j_2 \leq n} \mathbb{E}[g_1^2(Y_{i_1}, Y_{i_2}) g_2^2(Z_{j_1}, Z_{j_2})] \leq b_2 + \frac{C_5}{n}. $$
Furthermore, Cauchy-Schwarz inequality shows that

\[ b_{(2)} = \max \{ \| p_Y Z \|_2, \| p_Y p_Z \|_2 \} \geq \frac{1}{d_1 d_2} \geq \frac{C_1}{n}, \]  

(80)

where the last inequality uses the assumption \( n \geq C_1 d_1 d_2 \). Therefore we have \( \mathbb{E}_P [A_n^2] \leq C_0 b_{(2)} \). This further implies that

\[ q_{1-\beta/2,n} \leq C_7 \max \left\{ \frac{\sqrt{2E[A_n^2]}}{\beta^{1/2} n}, \frac{1}{n^{3/2}} \log \left( \frac{1}{\alpha} \right) \right\} \]

\[ \leq \frac{C_8}{\beta} \log \left( \frac{1}{\alpha} \right) \frac{b_{(2)}^{1/2}}{n}, \]

where the last inequality uses \( \beta \leq \beta^{1/2} \) and \( n^{1/2} \geq C_1^{1/2} b_{(2)}^{-1/2} \) from the previous result (80). Hence the quantile is bounded as (79). This completes the proof of Lemma R.1. \( \square \)

Let us come back to the proof of Proposition 7.2. Since type I error control is trivial by the union bound, we only need to show the type II error control of the adaptive test. As in the proof of Proposition 7.1, we know that there exists an integer \( j \in \{ 1, \ldots, \gamma_{\text{max}}^* \} \) such that

\[ 2^{j-1} < \left( \frac{n}{\log \log n} \right)^{\frac{4s+1}{2}} \leq 2^j. \]  

(81)

We take such \( j \) and define \( \kappa^* := 2^j \in K^\dagger \). Since \( \mathbb{P}_P (\phi_{\text{adapt}}^{\dagger} = 0) \leq \mathbb{P}_P (\phi_{\kappa^*, \alpha/\gamma_{\text{max}}^*}^{\dagger} = 0) \), it suffices to show that the resulting multinomial test \( \phi_{\kappa^*, \alpha/\gamma_{\text{max}}^*}^{\dagger} \) controls the type II error by \( \beta \) under the given condition. To this end, we invoke Lemma R.1. Note that there are \( (\kappa^*)^{d_1+d_2} \) number of bins for \( \phi_{\kappa^*, \alpha/\gamma_{\text{max}}^*}^{\dagger} \), which is bounded by

\[ (\kappa^*)^{d_1+d_2} (i) \leq 2^{d_1+d_2} \left( \frac{n}{\log \log n} \right)^{\frac{2(d_1+d_2)}{4s+d_1+d_2}} \leq 2^{d_1+d_2} \left( \frac{n}{\log \log n} \right), \]

where \( (i) \) follows by the bound (81) and \( (ii) \) follows since \( 4s \geq d_1 + d_2 \). Thus the condition of Lemma R.1 is fulfilled as the number of bins is smaller than the sample size \( n \) up to a constant factor which depends on \( d_1 \) and \( d_2 \). From the proof of Proposition 5.5, we know that

\[ b_{(2)} = \max \{ \| p_Y Z \|_2, \| p_Y p_Z \|_2 \} \leq L(\kappa^*)^{-(d_1+d_2)} \]  

and

\[ \| p_Y Z - p_Y p_Z \|_2^2 \geq C_1 (s, L, d_1, d_2) (\kappa^*)^{-(d_1+d_2)} \epsilon_n^2, \]

where \( \epsilon_n \) is the lower bound for \( \| f_Y Z - f_Y f_Z \|_{L_2} \). Combining this observation with Lemma R.1 shows that \( \phi_{\kappa^*, \alpha/\gamma_{\text{max}}^*}^{\dagger} \) has non-trivial power when

\[ \epsilon_n^2 \geq \frac{C_3(s, L, d_1, d_2)}{\beta} \left( \log \frac{\gamma_{\text{max}}^*}{\alpha} \right) \left( \frac{L^{1/2} \cdot (\kappa^*)^{(d_1+d_2)/2}}{n} \right). \]

By the definition of \( \gamma_{\text{max}}^* \) and \( \kappa^* \), this inequality is further implied by

\[ \epsilon_n^2 \geq C_3(s, L, d_1, d_2) \left( \frac{\log n}{n} \right)^{\frac{4s}{4s+d_1+d_2}}. \]

This completes the proof of Proposition 7.2.
S. Proof of Theorem 8.1

We use the quantile approach described in Section 3 to prove the result (see also Fromont et al., 2013). More specifically we let $q_{1-\beta/2,n}$ denote the quantile of the permutation critical value $c_{1-\alpha,n}$ of $T_{\chi^2}$. Then as shown in the proof of Lemma 3.1, if

$$\mathbb{E}_P[T_{\chi^2}] \geq q_{1-\beta/2,n} + \sqrt{\frac{2\text{Var}_P[T_{\chi^2}]}{\beta}}, \quad (82)$$

then the type II error of the permutation test is controlled as

$$\sup_{P \in P_1} \mathbb{P}_P(T_{\chi^2} \leq c_{1-\alpha,n}) \leq \sup_{P \in P_1} \mathbb{P}_P(T_{\chi^2} \leq q_{1-\beta/2,n}) + \sup_{P \in P_1} \mathbb{P}_P(q_{1-\beta/2,n} < c_{1-\alpha,n}) \leq \beta.$$ 

Therefore we only need to show that the inequality (82) holds under the condition given in Theorem 8.1. Note that Chan et al. (2014) present a lower bound for $\mathbb{E}_P[T_{\chi^2}]$ as

$$\mathbb{E}_P[T_{\chi^2}] = \sum_{k=1}^d \frac{(\sum_{i=1}^n X_{\pi_{i,k}} - \sum_{i=1}^n X_{\pi_{i+n,k}})^2}{p_Y(k) + p_Z(k)} \left(1 - \frac{1 - e^{-n\{p_Y(k) + p_Z(k)\}}}{n\{p_Y(k) + p_Z(k)\}}\right) \geq \frac{n^2}{4d + 2n} ||p_Y - p_Z||^2_1, \quad (83)$$

and an upper bound for $\text{Var}_P[T_{\chi^2}]$ by

$$\text{Var}_P[T_{\chi^2}] \leq 2 \min\{n, d\} + 5n \sum_{k=1}^d \frac{(p_Y(k) - p_Z(k))^2}{p_Y(k) + p_Z(k)}. \quad (84)$$

In the rest of the proof, we show that for some constant $C_1 > 0,$

$$q_{1-\beta/2,n} \leq \frac{C_1}{\beta} \log \left(\frac{1}{\alpha}\right) \sqrt{\min\{n, d\}}. \quad (85)$$

Building on these three observations (83), (84) and (85), we can verify that the sufficient condition (82) is satisfied under the assumption made in Theorem 8.1. Although it can be done by following Chan et al. (2014), their proof may be too concise for some readers (also there is a typo in their algorithm in Section 2 — the critical value should be $C \sqrt{\min\{n, d\}}$ instead of $C \sqrt{n}$) and so we decide to give detailed explanations in Appendix S.3. Hence all we need to show is condition (85).

S.1 Verification of condition (85)

Recall the permuted chi-square statistic $T_{\chi^2}^\pi$ given as

$$T_{\chi^2}^\pi = \sum_{k=1}^d \frac{(\sum_{i=1}^n X_{\pi_{i,k}} - \sum_{i=1}^n X_{\pi_{i+n,k}})^2}{V_k + W_k} (V_k + W_k > 0).$$
For simplicity, let us write \( \omega_k := V_k + W_k \) for \( k = 1, \ldots, d \). Note that \( \omega_1, \ldots, \omega_d \) are permutation invariant and they should be constant under the permutation law. Having this observation in mind, we split the permuted statistic into two parts:

\[
T_{\chi^2} = \sum_{(i,j) \in I_2^d} \sum_{k=1}^d \frac{(X_{\pi_i,k} - X_{\pi_{i+n,k}})(X_{\pi_j,k} - X_{\pi_{j+n,k}})}{\omega_k} I(\omega_k > 0)
\]

\[
+ \sum_{i=1}^n \sum_{k=1}^d \frac{(X_{\pi_i,k} - X_{\pi_{i+n,k}})^2}{\omega_k} I(\omega_k > 0) - \sum_{k=1}^d I(\omega_k > 0)
\]

\[
= T_{\chi^2,a} + T_{\chi^2,b} \quad \text{(say)}.
\]

Let us first compute an upper bound for the \( 1 - \alpha \) critical value of \( T_{\chi^2} \). To do so, recall that \( \xi_1, \ldots, \xi_n \) are i.i.d. Rademacher random variables. From the same reasoning made in Section 6.1, one can see that \( T_{\xi, a}^{\pi} \) have the same distribution as

\[
\sum_{(i,j) \in I_2^d} \xi_i \xi_j \left[ \sum_{k=1}^d \frac{(X_{\pi_i,k} - X_{\pi_{i+n,k}})(X_{\pi_j,k} - X_{\pi_{j+n,k}})}{\omega_k} I(\omega_k > 0) \right].
\]

Then following the same line of the proof of Theorem 6.1 with the trivial bound in (31), we have that for any \( t > 0 \),

\[
P_\pi(T_{\chi^2,a} \geq t \mid \mathcal{X}_n) \leq \exp \left\{ -C_2 \min \left( \frac{t^2}{\Sigma_{n,\text{pois}}^2}, \frac{t}{\Sigma_{n,\text{pois}}} \right) \right\}, \quad (86)
\]

where

\[
\Sigma_{n,\text{pois}}^2 := \sum_{(i,j) \in I_2^n} \left\{ \sum_{k=1}^d \frac{X_{i,k}X_{j,k}}{\omega_k} I(\omega_k > 0) \right\}^2 \quad (87)
\]

and \( \{X_{1,k}, \ldots, X_{2n,k}\} := \{Y_{1,k}, \ldots, Y_{n,k}, Z_{1,k}, \ldots, Z_{n,k}\} \). Also note that

\[
T_{\chi^2,b}^{\pi} = \sum_{i=1}^n \sum_{k=1}^d \frac{(X_{\pi_i,k} - X_{\pi_{i+n,k}})^2}{\omega_k} I(\omega_k > 0) - \sum_{k=1}^d I(\omega_k > 0)
\]

\[
\leq \sum_{i=1}^{2n} \sum_{k=1}^d \frac{X_{i,k}^2}{\omega_k} I(\omega_k > 0) - \sum_{k=1}^d I(\omega_k > 0)
\]

\[
:= T_{\chi^2,b,\text{up}} \quad (88)
\]

where \( T_{\chi^2,b,\text{up}} \) is independent of \( \pi \). Furthermore, since each \( X_{i,k} \) can have a nonnegative integer and \( \omega_k = \sum_{i=1}^{2n} X_{i,k} \), it is clear that \( \sum_{i=1}^{2n} X_{i,k}^2 / \omega_k \geq 1 \) whenever \( \omega_k > 0 \). This means that \( T_{\chi^2,b,\text{up}} \) is nonnegative. Combining the results (86) and (88), for any \( t > 0 \),

\[
P_\pi(T_{\chi^2} \geq t + T_{\chi^2,b,\text{up}} \mid \mathcal{X}_n) \leq P_\pi(T_{\chi^2,a}^{\pi} \geq t \mid \mathcal{X}_n) \leq \exp \left\{ -C_3 \min \left( \frac{t^2}{\Sigma_{n,\text{pois}}^2}, \frac{t}{\Sigma_{n,\text{pois}}} \right) \right\}.
\]
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By setting the upper bound to be $\alpha$ and assuming $\alpha < e^{-1}$, it can be seen that

$$c_{1-\alpha,n} \leq C_4 \Sigma_{n, \text{pois}} \log\left(\frac{1}{\alpha}\right) + T_{\chi^2, b, \text{up}}.$$  

Let $q_{1-\beta/2,n}^*$ be the $1-\beta/2$ quantile of the above upper bound, which means that $q_{1-\beta/2,n} \leq q_{1-\beta/2,n}^*$. For now, we take the following two bounds for granted:

$$E_P[\Sigma_{n, \text{pois}}^2] \leq C_5 \min\{n, d\} \quad \text{and} \quad E_P[T_{\chi^2, b, \text{up}}] \leq C_6,$$ 

(89)

which are formally proved in Appendix S.2. Then by using Markov’s inequality, for any $t_1, t_2 > 0$ and $t = t_1 + t_2$,

$$\mathbb{P}_P[C_5 \Sigma_{n, \text{pois}} \log(\alpha^{-1}) + T_{\chi^2, b, \text{up}} \geq t] \leq \mathbb{P}_P[C_5 \Sigma_{n, \text{pois}} \log(\alpha^{-1}) \geq t_1] + \mathbb{P}_P[T_{\chi^2, b, \text{up}} \geq t_2] \leq C_0 \frac{E_P[\Sigma_{n, \text{pois}}^2] \{\log(\alpha^{-1})\}^2}{t_1^2} + C_7 \frac{E_P[T_{\chi^2, b, \text{up}}]}{t_2} \leq C_7 \frac{\min\{n, d\} \{\log(\alpha^{-1})\}^2}{t_1^2} + C_8 \frac{t_2}{t_2}.$$  

Then by setting the upper bound to be $\beta/2$, one may see that for sufficiently large $C_9 > 0$,

$$q_{1-\beta/2,n}^* \leq C_9 \frac{\beta^{1/2} \log\left(\frac{1}{\alpha}\right)}{\sqrt{\min\{n, d\}}} + C_{10},$$

which in turn shows that condition (85) is satisfied.

S.2 Verification of two bounds in (89)

This section proves the bounds in (89), namely, (a) $E_P[\Sigma_{n, \text{pois}}^2] \leq C_1 \min\{n, d\}$ and (b) $E_P[T_{\chi^2, b, \text{up}}] \leq C_2$.

- **Bound (a).** We start by proving $E_P[\Sigma_{n, \text{pois}}^2] \leq C_1 \min\{n, d\}$. By recalling the definition of $\Sigma_{n, \text{pois}}$ in (87), note that

$$\Sigma_{n, \text{pois}}^2 = \sum_{(i,j) \in \mathcal{I}_2} \left\{ \sum_{k=1}^d \frac{Y_{i,k} Y_{j,k} \mathbb{1}(\omega_k > 0)}{\omega_k} \right\}^2 + \sum_{(i,j) \in \mathcal{I}_2} \left\{ \sum_{k=1}^d \frac{Z_{i,k} Z_{j,k} \mathbb{1}(\omega_k > 0)}{\omega_k} \right\}^2 + 2 \sum_{1 \leq i,j \leq n} \left\{ \sum_{k=1}^d \frac{Y_{i,k} Z_{j,k} \mathbb{1}(\omega_k > 0)}{\omega_k} \right\}^2$$

$$:= \Sigma_{n,Y}^2 + \Sigma_{n,Z}^2 + 2\Sigma_{n,YZ}^2 \quad \text{(say)}.$$
Given $1 \leq i \neq j \leq n$, expand the first squared term as
\[
\left\{ \sum_{k=1}^{d} \frac{Y_{i,k}Y_{j,k}}{\omega_k} I(\omega_k > 0) \right\}^2 = \sum_{k=1}^{d} \omega_k^{-2} Y_{i,k}^2 Y_{j,k}^2 I(\omega_k > 0) + \sum_{(k_1,k_2) \in \mathcal{E}_2} \omega_{k_1}^{-1} \omega_{k_2}^{-1} Y_{i,k_1} Y_{j,k_1} Y_{i,k_2} Y_{j,k_2} I(\omega_{k_1} > 0) I(\omega_{k_2} > 0) = (I) + (II) \quad \text{(say)}.
\]

Let us first look at the expectation of $(I)$. Suppose that $Q_1, \ldots, Q_n$ are independent Poisson random variables with parameters $\lambda_1, \ldots, \lambda_n$, respectively. To calculate the above expectation, we use the fact that conditional on the event $\sum_{i=1}^{n} Q_i = N$, $(Q_1, \ldots, Q_n)$ has a multinomial distribution as
\[
(Q_1, \ldots, Q_n) \sim \text{Multinomial} \left( N, \left\{ \frac{\lambda_1}{\sum_{i=1}^{n} \lambda_i}, \ldots, \frac{\lambda_n}{\sum_{i=1}^{n} \lambda_i} \right\} \right).
\]

Therefore, conditioned on $\omega_k = N$, we observe that
\[
(Y_{i,k}, Y_{j,k}, \omega_k - Y_{i,k} - Y_{j,k}) \sim \text{Multinomial} \left( N, \left[ \frac{p_{Y}(k)}{n\{p_{Y}(k) + p_{Z}(k)\}}, \frac{p_{Y}(k)}{n\{p_{Y}(k) + p_{Z}(k)\}}, 1 - \frac{2p_{Y}(k)}{n\{p_{Y}(k) + p_{Z}(k)\}} \right] \right).
\]

Using this property and the moment generating function (MGF) of a multinomial distribution (see Appendix S.4),
\[
\mathbb{E}[Y_{i,k}^2 Y_{j,k}^2 | \omega_k = N] = N(N-1)(N-2)(N-3)\tilde{p}_{k,n}^2 + 2N(N-1)(N-2)\tilde{p}_{k,n}^3 + N(N-1)\tilde{p}_{k,n}^4,
\]
where
\[
\tilde{p}_{k,n} := \frac{p_{Y}(k)}{n\{p_{Y}(k) + p_{Z}(k)\}}.
\]

This gives
\[
\mathbb{E} \left[ Y_{i,k}^2 Y_{j,k}^2 \frac{1}{\omega_k^2} I(\omega_k > 0) \right] = \mathbb{E}_N \left[ Y_{i,k}^2 Y_{j,k}^2 \frac{1}{\omega_k^2} I(\omega_k > 0) \middle| \omega_k = N \right] \leq \mathbb{E}_N \left[ N^2 \tilde{p}_{k,n}^4 I(N > 0) \right] + 2\mathbb{E}_N \left[ N \tilde{p}_{k,n}^3 I(N > 0) \right] + \mathbb{E}_N \left[ \tilde{p}_{k,n}^2 I(N > 0) \right].
\]

By noting that $N \sim \text{Poisson}(n\{p_{Y}(k) + p_{Z}(k)\})$,
\[
\mathbb{E}_N \left[ N^2 \tilde{p}_{k,n}^4 I(N > 0) \right] = \tilde{p}_{k,n}^4 \mathbb{E}_N \left[ N^2 I(N > 0) \right] = \left( \frac{p_{Y}(k)}{n\{p_{Y}(k) + p_{Z}(k)\}} \right)^4 (n\{p_{Y}(k) + p_{Z}(k)\})^2 \quad + \quad \left( \frac{p_{Y}(k)}{n\{p_{Y}(k) + p_{Z}(k)\}} \right)^4 n\{p_{Y}(k) + p_{Z}(k)\}
\leq \frac{p_{Y}(k)^4}{(n\{p_{Y}(k) + p_{Z}(k)\})^2} + \frac{p_{Y}(k)^4}{(n\{p_{Y}(k) + p_{Z}(k)\})^3},
\]
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and

\[
\mathbb{E}_N [ N \tilde{p}_{k,n}^3 \mathbb{1}(N > 0) ] = \tilde{p}_{k,n}^3 \mathbb{E}_N [ N \mathbb{1}(N > 0) ] = \frac{p_Y(k)^3}{(n\{p_Y(k) + p_Z(k)\})^2},
\]

\[
\mathbb{E}_N [ \tilde{p}_{k,n}^2 \mathbb{1}(N > 0) ] = \tilde{p}_{k,n}^2 \mathbb{E}_N [ \mathbb{1}(N > 0) ] = \left( \frac{p_Y(k)}{n\{p_Y(k) + p_Z(k)\}} \right)^2 \times \left( 1 - e^{-n\{p_Y(k) + p_Z(k)\}} \right).
\]

Putting these together,

\[
\mathbb{E}[(I)] = \sum_{k=1}^{d} \mathbb{E} \left[ \frac{Y_{i,k}^2 Y_{j,k}^2}{\omega_k^2} \mathbb{1}(\omega_k > 0) \right]
\]

\[
\leq \sum_{k=1}^{d} \frac{p_Y(k)^4}{(n\{p_Y(k) + p_Z(k)\})^2} + \sum_{k=1}^{d} \frac{p_Y(k)^4}{(n\{p_Y(k) + p_Z(k)\})^3} + \sum_{k=1}^{d} \frac{p_Y(k)^3}{(n\{p_Y(k) + p_Z(k)\})^2}
\]

\[
+ \sum_{k=1}^{d} \left( \frac{p_Y(k)}{n\{p_Y(k) + p_Z(k)\}} \right)^2 \times \left( 1 - e^{-n\{p_Y(k) + p_Z(k)\}} \right)
\]

\[
\leq \frac{1}{n^2} + \frac{1}{n^3} + \frac{1}{n^2} + \frac{1}{n^2} \min\{d, 2n\},
\]

where the last inequality uses \(1 - e^{-x} \leq \min\{x, 1\}\).

Next moving onto the expected value of (II), the independence between Poisson random variables gives

\[
\mathbb{E} \left[ \frac{Y_{i,k_1} Y_{j,k_1} Y_{i,k_2} Y_{j,k_2}}{\omega_{k_1} \omega_{k_2}} \mathbb{1}(\omega_{k_1} > 0) \mathbb{1}(\omega_{k_2} > 0) \right]
\]

\[
= \mathbb{E} \left[ \frac{Y_{i,k_1} Y_{j,k_1}}{\omega_{k_1}} \mathbb{1}(\omega_{k_1} > 0) \right] \mathbb{E} \left[ \frac{Y_{i,k_2} Y_{j,k_2}}{\omega_{k_2}} \mathbb{1}(\omega_{k_2} > 0) \right].
\]

Again, \((Y_{i,k_1}, Y_{j,k_1}, \omega_{k_1} - Y_{i,k_1} - Y_{j,k_1})\) has a multinomial distribution conditional on \(\omega_{k_1} = N\). Based on this property, we have

\[
\mathbb{E}[Y_{i,k_1} Y_{j,k_1} | \omega_{k_1} = N] = N(N-1)\tilde{p}_{k_1,n}^2.
\]

Thus

\[
\mathbb{E} \left[ \frac{Y_{i,k_1} Y_{j,k_1}}{\omega_{k_1}} \mathbb{1}(\omega_{k_1} > 0) \right] = \mathbb{E}_N \left[ \mathbb{E} \left( \frac{Y_{i,k_1} Y_{j,k_1}}{\omega_{k_1}} \mathbb{1}(\omega_{k_1} > 0) \right| \omega_{k_1} = N \right]
\]

\[
= \tilde{p}_{k_1,n}^2 \mathbb{E}_N [(N-1) \mathbb{1}(N > 0)]
\]

\[
= \tilde{p}_{k_1,n}^2 \left[ n\{p_Y(k_1) + p_Z(k_1)\} - 1 + e^{-n\{p_Y(k_1) + p_Z(k_1)\}} \right]
\]

\[
\leq \frac{p_{k_1}^2(k_1)}{n\{p_Y(k_1) + p_Z(k_1)\}}.
\]

77
This gives
\[
\mathbb{E}[II] = \mathbb{E} \left[ \sum_{(k_1,k_2) \in i_2^d} \omega_{k_1}^{-1} \omega_{k_2}^{-1} Y_{i,k_1} Y_{j,k_1} Y_{i,k_2} Y_{j,k_2} \mathbb{I}(\omega_{k_1} > 0) \mathbb{I}(\omega_{k_2} > 0) \right]
\]
\[
\leq \left( \sum_{i_1=1}^{d} \frac{p_{i_1}^2}{n\{p_{i_1} + q_{i_1}\}} \right) \cdot \left( \sum_{i_2=1}^{d} \frac{p_{i_2}^2}{n\{p_{i_2} + q_{i_2}\}} \right) \leq \frac{1}{n^2}. \tag{91}
\]
Therefore based on (90) and (91), it is clear that \( \mathbb{E}_P[\Sigma_{n,Y}] \leq C_2 \min\{n,d\} \). The same analysis further shows that \( \mathbb{E}_P[\Sigma_{n,Z}] \leq C_3 \min\{n,d\} \) and \( \mathbb{E}_P[\Sigma_{n,Y,Z}] \leq C_4 \min\{n,d\} \), which leads to \( \mathbb{E}_P[\Sigma_{n,\text{pois}}] \leq C_1 \min\{n,d\} \) as desired.

- **Bound (b).** Next we prove that \( \mathbb{E}_P[T_{\chi^2,b,\text{up}}] \leq C_2 \). Recall that \( T_{\chi^2,b,\text{up}} \) is a nonnegative random variable defined in (88). Since \( \omega_k \sim \text{Poisson}(n\{p_Y(k) + p_Z(k)\}) \), the second term of \( T_{\chi^2,b,\text{up}} \) satisfies
\[
\sum_{k=1}^{d} \mathbb{E}[\mathbb{I}(\omega_k > 0)] = \sum_{k=1}^{d} (1 - e^{-n(p_Y(k) + p_Z(k))}).
\]
Next consider the first term of \( T_{\chi^2,b,\text{up}} \):
\[
\sum_{i=1}^{2n} \sum_{k=1}^{d} \frac{X_{i,k}^2}{\omega_k} \mathbb{I}(\omega_k > 0).
\]
Note that based on the moments of a multinomial distribution (see Appendix S.4), one can compute
\[
\mathbb{E} \left[ \frac{Y_{i,k}^2}{\omega_k} \mathbb{I}(\omega_k > 0) \right] = \mathbb{E}_N \left[ \mathbb{E} \left[ \frac{Y_{i,k}^2}{\omega_k} \mathbb{I}(\omega_k > 0) \bigg| \omega_k = N \right] \right] = \tilde{p}_{k,n}^2 \mathbb{E}_N [(N - 1) \mathbb{I}(N > 0)] + \tilde{p}_{k,n} \mathbb{E}_N [\mathbb{I}(N > 0)] = \tilde{p}_{k,n} \left( n\{p_Y(k) + p_Z(k)\} - 1 + e^{-n(p_Y(k) + p_Z(k))} \right) + \tilde{p}_{k,n} \left( 1 - e^{-n(p_Y(k) + p_Z(k))} \right).
\]
Similarly, one can compute
\[
\mathbb{E} \left[ \frac{Z_{i,k}^2}{\omega_k} \mathbb{I}(\omega_k > 0) \right] = \tilde{q}_{k,n} \left( n\{p_Y(k) + p_Z(k)\} - 1 + e^{-n(p_Y(k) + p_Z(k))} \right) + \tilde{q}_{k,n} \left( 1 - e^{-n(p_Y(k) + p_Z(k))} \right).
\]

Based on the definition of $\tilde{p}_{k,n}$ and $\tilde{q}_{k,n}$, we have the identity
\[
\sum_{i=1}^{n} \sum_{k=1}^{d} \tilde{p}_{k,n} \left( 1 - e^{-n(p_Y(k) + p_Z(k))} \right) + \sum_{i=1}^{n} \sum_{k=1}^{d} \tilde{q}_{k,n} \left( 1 - e^{-n(p_Y(k) + p_Z(k))} \right) = \sum_{k=1}^{d} \left( 1 - e^{-n(p_Y(k) + p_Z(k))} \right),
\]
which is the expected value of $\sum_{k=1}^{d} 1_{(\omega_k > 0)}$. Putting everything together,
\[
\mathbb{E} [T_{X^2,b,up}] = \sum_{i=1}^{2n} \sum_{k=1}^{d} \mathbb{E} \left[ \frac{X_{i,k}^2}{\omega_k} 1_{(\omega_k > 0)} \right] - \sum_{k=1}^{d} \mathbb{E} [1_{(\omega_k > 0)}] \\
\leq \sum_{i=1}^{n} \sum_{k=1}^{d} \frac{p_Y^2(k)}{n(p_Y(k) + p_Z(k))} + \sum_{i=1}^{n} \sum_{k=1}^{d} \frac{p_Z^2(k)}{n(p_Y(k) + p_Z(k))} \\
\leq 2.
\]
This proves the bound $\mathbb{E} [T_{X^2,b,up}] \leq C_2$.

**S.3 Details on verifying the sufficient condition (82)**

First assume that $n < d$. Then the variance (84) is dominated by the first term and thus condition (82) is fulfilled when
\[
\mathbb{E}_P[T_{X^2}] \overset{(i)}{=} \frac{n^2}{6d}\|p_Y - p_Z\|_1^2 \overset{(ii)}{=} \frac{n^2}{6d}\epsilon_n^2 \overset{(iii)}{=} \frac{C_2}{\beta^{1/2}} \log \left( \frac{1}{\alpha} \right) \sqrt{n} \\
\geq q_{1-\beta/2,n} + \sqrt{\frac{2\text{Var}_P[T_{X^2}]}{\beta}},
\]
where (i) follows by the bound (83), (ii) uses $\|p_Y - p_Z\|_1 \geq \epsilon_n$ and (iii) holds from the bounds (84) and (85) and the condition on $\epsilon_n$, i.e.
\[
\epsilon_n \geq \frac{C_3}{\beta^{1/2}} \sqrt{\log \left( \frac{1}{\alpha} \right) \frac{d^{1/2}}{n^{3/4}}},
\]
for some large constant $C_3 > 0$.

Next assume that $n \geq d$. For convenience, let us write
\[
\varphi_k := 1 - \frac{1 - e^{-np_Y(k) - np_Z(k)}}{np_Y(k) + np_Z(k)} \quad \text{for } k = 1, \ldots, d.
\]
We define $l_d := \{k \in \{1, \ldots, d\} : 2\varphi_k \geq 1\}$ and denote its complement by $l'_d$. Note that $np_Y(k) +
\[ np_Z(k) < 2 \text{ for } k \in \mathbb{I}_d \] and thus
\[ n \sum_{k=1}^{d} \frac{(p_Y(k) - p_Z(k))^2}{p_Y(k) + p_Z(k)} = n \sum_{k \in \mathbb{I}_d} \frac{(p_Y(k) - p_Z(k))^2}{p_Y(k) + p_Z(k)} + n \sum_{k \in \mathbb{I}_d} \frac{(p_Y(k) - p_Z(k))^2}{p_Y(k) + p_Z(k)} \]
\[ \leq n \sum_{k \in \mathbb{I}_d} \frac{(p_Y(k) - p_Z(k))^2}{p_Y(k) + p_Z(k)} + 2d. \]

Based on this observation with \( n \geq d \), the variance of \( T_{\chi^2} \) can be further bounded by
\[ \text{Var}_P[T_{\chi^2}] \leq 4d + 5n \sum_{k \in \mathbb{I}_d} \frac{(p_Y(k) - p_Z(k))^2}{p_Y(k) + p_Z(k)}. \tag{92} \]

Let us make one more observation that \( n^2 \|p_Y - p_Z\|^2 / (4d + 2n) \geq C_4 \beta^{-1} \) for some large constant \( C_4 > 0 \), which holds under the assumption on \( \epsilon_n \) in Theorem 8.1 and \( n \geq d \). Based on this, the expectation of \( T_{\chi^2} \) is bounded by
\[ \mathbb{E}_P[T_{\chi^2}] \geq \frac{1}{2} \mathbb{E}_P[T_{\chi^2}] + \frac{1}{2} \sqrt{\frac{C_4 n}{2 \beta} \sum_{k \in \mathbb{I}_d} \frac{(p_Y(k) - p_Z(k))^2}{p_Y(k) + p_Z(k)}} \]
\[ \geq \frac{n}{12} \|p_Y - p_Z\|^2 \tag{93} + \frac{1}{2} \sqrt{\frac{C_4 n}{2 \beta} \sum_{k \in \mathbb{I}_d} \frac{(p_Y(k) - p_Z(k))^2}{p_Y(k) + p_Z(k)}} \]
\[ \geq \frac{n \epsilon_n^2}{12} + \frac{1}{2} \sqrt{\frac{C_4 n}{2 \beta} \sum_{k \in \mathbb{I}_d} \frac{(p_Y(k) - p_Z(k))^2}{p_Y(k) + p_Z(k)}} \]
\[ \geq \frac{C_5}{\beta} \log \left( \frac{1}{\alpha} \right) d^{1/2} + \frac{1}{2} \sqrt{\frac{C_4 n}{2 \beta} \sum_{k \in \mathbb{I}_d} \frac{(p_Y(k) - p_Z(k))^2}{p_Y(k) + p_Z(k)}} \]
\[ \geq \frac{C_1}{\beta} \log \left( \frac{1}{\alpha} \right) d^{1/2} + \sqrt{\frac{8d}{\beta} + \frac{10n}{\beta} \sum_{k \in \mathbb{I}_d} \frac{(p_Y(k) - p_Z(k))^2}{p_Y(k) + p_Z(k)}} \]
\[ \geq q_{1-\beta/2,n} + \sqrt{\frac{2 \text{Var}_P[T_{\chi^2}]}{\beta}}, \]
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where (i) uses the lower bound (93), (ii) and (iii) follow by the bound (83) and \( \|py - pz\|_1 \geq \epsilon_n \), respectively, (iv) follows from the lower bound for \( \epsilon_n \) in the theorem statement, (v) holds by choosing \( C_4, C_5 \) large and lastly (vi) uses (85) and (92).

S.4 Multinomial Moments

This section collects some moments of a multinomial distribution that are used in the proof of Theorem 8.1. Suppose that \( X = (X_1, \ldots, X_d) \) has a multinomial distribution with the number of trials \( n \) and probabilities \( (p_1, \ldots, p_d) \). The MGF of \( X \) is given by

\[
M_X(t) = \left( \sum_{i=1}^{d} p_ie^{ti} \right)^n.
\]

We collect some of partial derivatives of the MGF.

\[
\frac{\partial}{\partial t_i} M_X(t) = n \left( \sum_{i=1}^{d} p_ie^{ti} \right)^{n-1} p_ie^{ti},
\]

\[
\frac{\partial^2}{\partial t_i \partial t_j} M_X(t) = n(n-1) \left( \sum_{i=1}^{d} p_ie^{ti} \right)^{n-2} p_ie^{ti}p_je^{tj},
\]

\[
\frac{\partial^2}{\partial t_i^2} M_X(t) = n(n-1) \left( \sum_{i=1}^{d} p_ie^{ti} \right)^{n-2} p_i^2e^{2ti} + n \left( \sum_{i=1}^{d} p_ie^{ti} \right)^{n-1} p_ie^{ti},
\]

\[
\frac{\partial^3}{\partial t_i^2 \partial t_j} M_X(t) = n(n-1)(n-2) \left( \sum_{i=1}^{d} p_ie^{ti} \right)^{n-3} p_i^2p_je^{2ti}e^{tj} + n(n-1) \left( \sum_{i=1}^{d} p_ie^{ti} \right)^{n-2} p_i p_je^{ti}e^{tj},
\]

\[
\frac{\partial^4}{\partial t_i^2 \partial t_j^2} M_X(t) = n(n-1)(n-2)(n-3) \left( \sum_{i=1}^{d} p_ie^{ti} \right)^{n-4} p_i^2p_j^2e^{2ti}e^{2tj} + n(n-1)(n-2) \left( \sum_{i=1}^{d} p_ie^{ti} \right)^{n-3} p_i^2p_je^{2ti}e^{tj} + n(n-1)(n-2) \left( \sum_{i=1}^{d} p_ie^{ti} \right)^{n-3} p_i p_j^2e^{ti}e^{2tj} + n(n-1) \left( \sum_{i=1}^{d} p_ie^{ti} \right)^{n-2} p_i p_je^{ti}e^{tj}.
\]
By setting $t = 0$, for $i \neq j$,
\[
\begin{align*}
\mathbb{E}[X_i] &= np_i, \\
\mathbb{E}[X_i^2] &= n(n-1)p_i^2 + np_i, \\
\mathbb{E}[X_iX_j] &= n(n-1)p_ip_j, \\
\mathbb{E}[X_i^2X_j] &= n(n-1)(n-2)p_i^2p_j + n(n-1)p_ip_j, \\
\mathbb{E}[X_i^2X_j^2] &= n(n-1)(n-2)(n-3)p_i^2p_j^2 + n(n-1)(n-2)p_i^2p_j
+ n(n-1)(n-2)p_ip_jp_j.
\end{align*}
\]

**T Proof of Proposition 8.2**

Recall that the test is carried out via sample-splitting and the critical value of the permutation test is obtained by permuting the labels within $X_{2n_2}^{\text{split}} = \{Y_1, \ldots, Y_{n_1}, Z_1, \ldots, Z_{n_2}\}$. Nevertheless, the distribution of the test statistic is invariant to any partial permutation under the null hypothesis. Based on this property, it can be shown that type I error control of the permutation test via sample-splitting is also guaranteed (see e.g. Theorem 15.2.1 of Lehmann and Romano, 2006). Hence we focus on the type II error control. Note that conditional on $w_1, \ldots, w_d$, the test statistic $U_{n_1,n_2}^{\text{split}}$ can be viewed as a $U$-statistic with kernel $g_{\text{Mult},w}(x,y)$ given in (42). Moreover this $U$-statistic is based on the two samples of equal size, which allows us to apply Lemma C.1. Based on this observation, we first study the performance of the test conditioning on $w_1, \ldots, w_d$. We then remove this conditioning part using Markov’s inequality and conclude the result.

- **Conditional Analysis.** In this part, we investigate the type II error of the permutation test conditional on $w_1, \ldots, w_d$. As noted earlier, $U_{n_1,n_2}^{\text{split}}$ can be viewed as a $U$-statistic and so we can apply Lemma C.1 to proceed. To do so, we need to lower bound the conditional expectation of $U_{n_1,n_2}^{\text{split}}$ and upper bound $\psi_{Y,1}(P)$, $\psi_{Z,1}(P)$ and $\psi_{YZ,2}(P)$. On the one hand, the conditional expectation of $U_{n_1,n_2}^{\text{split}}$ is lower bounded by the squared $\ell_1$ distance as

\[
\mathbb{E}_P[U_{n_1,n_2}^{\text{split}}|w_1, \ldots, w_n] = \sum_{k=1}^d \frac{[p_Y(k) - p_Z(k)]^2}{w_k} \geq \|p_Y - p_Z\|_1^2,
\]

where the inequality follows by Cauchy-Schwarz inequality and $\sum_{k=1}^d w_k = 1$. On the other hand, $\psi_{Y,1}(P)$, $\psi_{Z,1}(P)$ and $\psi_{YZ,2}(P)$ are upper bounded by

\[
\begin{align*}
\psi_{Y,1}(P) &\leq 4 \sqrt{\sum_{k=1}^d \frac{p_Y^2(k)}{w_k^2} \sum_{k=1}^d \frac{[p_Y(k) - p_Z(k)]^2}{w_k}} \\
\psi_{Z,1}(P) &\leq 4 \sqrt{\sum_{k=1}^d \frac{p_Z^2(k)}{w_k^2} \sum_{k=1}^d \frac{[p_Y(k) - p_Z(k)]^2}{w_k}} \\
\psi_{YZ,2}(P) &\leq \max \left\{ \sum_{k=1}^d \frac{p_Y^2(k)}{w_k^2}, \sum_{k=1}^d \frac{p_Z^2(k)}{w_k^2} \right\}.
\end{align*}
\]
The details of the derivations are presented in Section T.1. Further note that

\[ \sum_{k=1}^{d} \frac{p_Y^2(k)}{w_k^2} \leq 2 \sum_{k=1}^{d} \frac{[p_Y(k) - p_Z(k)]^2}{w_k^2} + 2 \sum_{k=1}^{d} \frac{p_Z^2(k)}{w_k^2}, \]

(95)

where (i) uses \((x + y)^2 \leq 2x^2 + 2y^2\) and (ii) follows since \(w_k \geq 1/(2d)\) for \(k = 1, \ldots, d\). For notational convenience, let us write

\[ \|p_Y - p_Z\|_w^2 := \sum_{k=1}^{d} \frac{[p_Y(k) - p_Z(k)]^2}{w_k} \]

and

\[ \|p_Z/w\|_2^2 := \sum_{k=1}^{d} \frac{p_Z^2(k)}{w_k^2}. \]

Having this notation in place, we see that the condition (57) in Lemma C.1 is fulfilled when

\[ \sqrt{\frac{\psi_{Y1}(P)}{\beta n_1}} \leq C_1 \|p_Y - p_Z\|_w^2, \]

\[ \sqrt{\frac{\psi_{Z1}(P)}{\beta n_1}} \leq C_2 \|p_Y - p_Z\|_w^2 \]

and

\[ \sqrt{\frac{\psi_{YZ2}(P)}{\beta}} \log \left( \frac{1}{\alpha} \right) \frac{1}{n_1} \leq C_3 \|p_Y - p_Z\|_w^2. \]

Based on the results in (94) and (95), it can be shown that these three inequalities are implied by

\[ \|p_Y - p_Z\|_w^2 \geq \frac{C_4}{\beta} \log \left( \frac{1}{\alpha} \right) \frac{\|p_Z/w\|_2}{n_1} \]

and

\[ \|p_Y - p_Z\|_w^2 \geq \frac{C_5}{\beta^2} \log^2 \left( \frac{1}{\alpha} \right) \frac{d}{n_1^2}. \]

Moreover, using the lower bound of the conditional expectation \(\|p_Y - p_Z\|^2_w \geq \|p_Y - p_Z\|^2_1 \geq \epsilon_{n_1, n_2}^2\) and the boundedness of \(\ell_1\) norm so that \(\epsilon_{n_1, n_2}^2 \leq 4\), the above two inequalities are further implied by

\[ \epsilon_{n_1, n_2}^2 \geq \frac{C_4}{\beta} \log \left( \frac{1}{\alpha} \right) \frac{\|p_Z/w\|_2}{n_1} \]

and

\[ \epsilon_{n_1, n_2}^2 \geq \frac{2\sqrt{C_5}}{\beta} \log \left( \frac{1}{\alpha} \right) \frac{d^{1/2}}{n_1}. \]
In other words, for a sufficiently large $C_6 > 0$, the type II error of the permutation test is at most $\beta$ when

$$
\epsilon_{n_1,n_2}^2 \geq \frac{C_6}{\beta} \log \left( \frac{1}{\alpha} \right) \max \left\{ \frac{\|p_Z/w\|_2}{n_1}, \frac{d^{1/2}}{n_1} \right\}.
$$

(96)

Note that the above condition is not deterministic as $w_1, \ldots, w_d$ are random variables. Next we remove this randomness.

- **Unconditioning** $w_1, \ldots, w_d$. Recall that $m = \min\{n_2, d\}$ and thus $w_k$ is clearly lower bounded by

$$
w_k = \frac{1}{2d} + \frac{1}{2m} \sum_{i=1}^{m} \mathbb{1}(Z_{i+n_2} = k) \geq \frac{1}{2d} \left[ 1 + \sum_{i=1}^{m} \mathbb{1}(Z_{i+n_2} = k) \right].
$$

Based on this bound, one can see that $\|p_Z/w\|_2^2$ has the expected value upper bounded by

$$
\mathbb{E}_P \left[ \sum_{k=1}^{d} \frac{p_Z^2(k)}{w^2_k} \right] \leq 4d^2 \sum_{k=1}^{d} \mathbb{E}_P \left[ \frac{p_Z^2(k)}{1 + \sum_{i=1}^{m} \mathbb{1}(Z_{i+n_2} = k)} \right] \leq 4d^2 \sum_{k=1}^{d} \frac{p_Z^2(k)}{(m+1)p_Z(k)} \leq \frac{4d^2}{m},
$$

where $(i)$ uses the fact that when $X \sim \text{Binomial}(n, p)$, we have

$$
\mathbb{E} \left[ \frac{1}{1 + X} \right] = \frac{1 - (1 - p)^{n+1}}{(n+1)p} \leq \frac{1}{(n+1)p}.
$$

(97)

See e.g. Canonne et al. (2018) for the proof. Using this upper bound of the expected value, Markov’s inequality yields

$$
\mathbb{P}_P \left( \sqrt{\sum_{k=1}^{d} \frac{p_Z^2(k)}{w^2_k}} \geq t \right) \leq \frac{1}{t^2} \mathbb{E} \left[ \sum_{k=1}^{d} \frac{p_Z^2(k)}{w^2_k} \right] \leq \frac{4d^2}{mt^2}.
$$

By letting the right-hand side be $\beta$ and $\mathcal{A}$ be the event such that $\mathcal{A} := \{\|p_Z/w\|_2 < 2d/\sqrt{m\beta}\}$, we know that $\mathbb{P}_P(\mathcal{A}) \geq 1 - \beta$. Under this good event $\mathcal{A}$, the sufficient condition (96) is fulfilled when

$$
\epsilon_{n_1,n_2}^2 \geq \frac{C_7}{\beta^{3/2}} \log \left( \frac{1}{\alpha} \right) \max \left\{ \frac{d}{\sqrt{m n_1}}, \frac{d^{1/2}}{n_1} \right\} \geq \frac{C_7}{\beta^{3/2}} \log \left( \frac{1}{\alpha} \right) \max \left\{ \frac{d}{n_1 \sqrt{n_2}}, \frac{d^{1/2}}{n_1} \right\}.
$$

(98)
• **Completion of the proof.** To complete the proof, let us denote the critical value of the permutation test by \( c_{1-n_1,n_2} \). Then the type II error of the permutation test is bounded by

\[
\mathbb{P}_P(U_{n_1,n_2}^{\text{split}} \leq c_{1-n_1,n_2}) = \mathbb{P}_P(U_{n_1,n_2}^{\text{split}} \leq c_{1-n_1,n_2}, A) + \mathbb{P}_P(U_{n_1,n_2}^{\text{split}} \leq c_{1-n_1,n_2}, A^c)
\]

\[
\leq \mathbb{P}_P(U_{n_1,n_2}^{\text{split}} \leq c_{1-n_1,n_2}, A) + \mathbb{P}_P(A^c).
\]

As shown before, the type II error under the event \( A \) is bounded by \( \beta \), which leads to \( \mathbb{P}_P(U_{n_1,n_2}^{\text{split}} \leq c_{1-n_1,n_2}, A) \leq \beta \). Also we have \( \mathbb{P}_P(A^c) \leq \beta \) proved by Markov’s inequality. Thus the unconditional type II error is bounded by \( 2\beta \). Notice that condition (98) is equivalent to condition (43) given in Proposition 8.2. Hence the proof is completed by letting \( 2\beta = \beta' \).

**T.1 Details on Equation (94)**

We start with bounding \( \psi_{Y,1}(P) \). Following the proof of Proposition 4.3, it can be seen that

\[
\psi_{Y,1}(P) = \mathbb{E}_P \left[ \left( \sum_{k=1}^{d} w_k^{-1} [\mathbb{1}(Y_1 = k) - p_Y(k)] [p_Y(k) - p_Z(k)] \right)^2 \right]_{w_1, \ldots, w_d}
\]

\[
\leq 2 \sum_{k=1}^{d} w_k^{-2} p_Y(k) [p_Y(k) - p_Z(k)]^2 + 2 \left( \sum_{k=1}^{d} w_k^{-1} p_Y(k) [p_Y(k) - p_Z(k)] \right)^2
\]

\[
:= 2(I) + 2(II).
\]

For the first term \( (I) \), we apply Cauchy-Schwarz inequality to have

\[
\sum_{k=1}^{d} w_k^{-2} p_Y(k) [p_Y(k) - p_Z(k)]^2 \leq \sqrt{\sum_{k=1}^{d} \frac{p_Y^2(k)}{w_k^2} \sum_{k=1}^{d} \frac{[p_Y(k) - p_Z(k)]^4}{w_k^2}}
\]

\[
\leq \sqrt{\sum_{k=1}^{d} \frac{p_Y^2(k)}{w_k^2} \sum_{k=1}^{d} \frac{[p_Y(k) - p_Z(k)]^2}{w_k}},
\]

where the second inequality follows by the monotonicity of \( \ell_p \) norm. For the second term \( (II) \), we apply Cauchy-Schwarz inequality repeatedly to have

\[
\left( \sum_{k=1}^{d} w_k^{-1} p_Y(k) [p_Y(k) - p_Z(k)] \right)^2 \leq \sum_{k=1}^{d} \frac{p_Y^2(k)}{w_k} \sum_{k=1}^{d} \frac{[p_Y(k) - p_Z(k)]^2}{w_k}
\]

\[
\leq \sqrt{\sum_{k=1}^{d} \frac{p_Y^2(k)}{w_k^2} \sum_{k=1}^{d} \frac{[p_Y(k) - p_Z(k)]^2}{w_k}}
\]

\[
\leq \sqrt{\sum_{k=1}^{d} \frac{p_Y^2(k)}{w_k} \sum_{k=1}^{d} \frac{[p_Y(k) - p_Z(k)]^2}{w_k}}.
\]
where (i) uses $\sum_{k=1}^{d} p_Y^2(k) \leq 1$. Combining the results yields

$$\psi_{Y,1}(P) \leq 4 \sqrt{\sum_{k=1}^{d} \frac{p_Y^2(k)}{w_k^2} \sum_{k=1}^{d} \frac{[p_Y(k) - p_Z(k)]^2}{w_k}}.$$

By symmetry, it similarly follows that

$$\psi_{Z,1}(P) \leq 4 \sqrt{\sum_{k=1}^{d} \frac{p_Z^2(k)}{w_k^2} \sum_{k=1}^{d} \frac{[p_Y(k) - p_Z(k)]^2}{w_k}}.$$

These establish the first two inequalities in (94). Next we find an upper bound for $\psi_{YZ,2}(P)$. By recalling the definition of $\psi_{YZ,2}(P)$, we have

$$\psi_{YZ,2}(P) := \max \{ \mathbb{E}_P[g_{\text{Multi},w}(Y_1, Y_2)|w_1, \ldots, w_d], \mathbb{E}_P[g_{\text{Multi},w}(Y_1, Z_1)|w_1, \ldots, w_d],$$

$$\mathbb{E}_P[g_{\text{Multi},w}(Z_1, Z_2)|w_1, \ldots, w_d] \}.$$ 

Moreover each conditional expected value is computed as

$$\mathbb{E}_P[g_{\text{Multi},w}(Y_1, Y_2)|w_1, \ldots, w_d] = \sum_{k=1}^{d} w_k^{-2} p_Y^2(k),$$

$$\mathbb{E}_P[g_{\text{Multi},w}(Z_1, Z_2)|w_1, \ldots, w_d] = \sum_{k=1}^{d} w_k^{-2} p_Z^2(k),$$

$$\mathbb{E}_P[g_{\text{Multi},w}(Y_1, Z_1)|w_1, \ldots, w_d] = \sum_{k=1}^{d} w_k^{-2} p_Y(k)p_Z(k)$$

$$\leq \frac{1}{2} \sum_{k=1}^{d} w_k^{-2} p_Y^2(k) + \frac{1}{2} \sum_{k=1}^{d} w_k^{-2} p_Z^2(k)$$

$$\leq \max \left\{ \sum_{k=1}^{d} w_k^{-2} p_Y^2(k), \sum_{k=1}^{d} w_k^{-2} p_Z^2(k) \right\}.$$ 

This leads to

$$\psi_{YZ,2}(P) \leq \max \left\{ \sum_{k=1}^{d} w_k^{-2} p_Y^2(k), \sum_{k=1}^{d} w_k^{-2} p_Z^2(k) \right\}.$$ 

### U Proof of Proposition 8.3

We note that the test statistic considered in Proposition 8.3 is essentially the same as that considered in Proposition 8.2 with different weights. Hence following the same line of the proof of
Proposition 8.2, we may arrive at the point (96) where the type II error of the considered permutation test is at most \( \beta \) when

\[
e_n^2 \geq \frac{C}{\beta} \log \left( \frac{1}{\alpha} \right) \max \left\{ \frac{\sum_{k_1=1}^{d_1} \sum_{k_2=1}^{d_2} p_Y^2(k) p_Z^2(k)}{w_{k_1,k_2}^2} \cdot \frac{1}{n} \cdot \frac{d_1^{1/2} d_2^{1/2}}{n} \right\}.
\] (99)

Similarly as before, let us remove the randomness from \( w_{1,1}, \ldots, w_{d_1,d_2} \) by applying Markov’s inequality. First recall that \( m_1 = \min\{n/2, d_1\} \) and \( m_2 = \min\{n/2, d_2\} \) and thus

\[
w_{k_1,k_2} = \left[ \frac{1}{2d_1} + \frac{1}{2m_1} \sum_{i=1}^{m_1} \mathbb{I}(Y_{3n/2+i} = k_1) \right] \times \left[ \frac{1}{2d_2} + \frac{1}{2m_2} \sum_{j=1}^{m_2} \mathbb{I}(Z_{5n/2+i} = k_2) \right]
\]

\[
\leq \frac{1}{4d_1 d_2} \left[ 1 + \sum_{i=1}^{m_1} \mathbb{I}(Y_{3n/2+i} = k_1) \right] \times \left[ 1 + \sum_{j=1}^{m_2} \mathbb{I}(Z_{5n/2+i} = k_2) \right].
\]

Based on this observation, we have

\[
\mathbb{E}_P \left[ \sum_{k_1=1}^{d_1} \sum_{k_2=1}^{d_2} \frac{p_Y^2(k) p_Z^2(k)}{w_{k_1,k_2}^2} \right]
\]

\[
\leq 16d_1^2 d_2^2 \sum_{k_1=1}^{d_1} \sum_{k_2=1}^{d_2} \mathbb{E}_P \left[ \frac{p_Y^2(k) p_Z^2(k)}{(1 + \sum_{i=1}^{m_1} \mathbb{I}(Y_{3n/2+i} = k_1))(1 + \sum_{j=1}^{m_2} \mathbb{I}(Z_{5n/2+i} = k_2))^2} \right]
\]

\[
\leq 16d_1^2 d_2^2 \sum_{k_1=1}^{d_1} \sum_{k_2=1}^{d_2} \mathbb{E}_P \left[ \frac{p_Y^2(k) p_Z^2(k)}{(1 + \sum_{i=1}^{m_1} \mathbb{I}(Y_{3n/2+i} = k_1))(1 + \sum_{j=1}^{m_2} \mathbb{I}(Z_{5n/2+i} = k_2))} \right]
\]

\[
\leq 16d_1^2 d_2^2 \sum_{k_1=1}^{d_1} \sum_{k_2=1}^{d_2} \frac{p_Y^2(k) p_Z^2(k)}{(m_1 + 1)(m_2 + 1)p_Y(k)p_Z(k)}
\]

\[
\leq \frac{16d_1^2 d_2^2}{(m_1 + 1)(m_2 + 1)},
\]

where \((i)\) uses the independence between \( \{Y_{3n/2+1, \ldots, Y_{3n/2+m_1}}\} \) and \( \{Z_{5n/2+1, \ldots, Z_{5n/2+m_2}}\} \) and also the inverse binomial moment in (97). Therefore Markov’s inequality yields

\[
\mathbb{P}_P \left( \sqrt{\sum_{k_1=1}^{d_1} \sum_{k_2=1}^{d_2} \frac{p_Y^2(k) p_Z^2(k)}{w_{k_1,k_2}^2}} \geq t \right) \leq \frac{1}{t^2} \mathbb{E}_P \left[ \sum_{k_1=1}^{d_1} \sum_{k_2=1}^{d_2} \frac{p_Y^2(k) p_Z^2(k)}{w_{k_1,k_2}^2} \right]
\]

\[
\leq \frac{16d_1^2 d_2^2}{t^2(m_1 + 1)(m_2 + 1)}.
\]

This implies that with probability at least \( 1 - \beta \), we have

\[
\sqrt{\sum_{k_1=1}^{d_1} \sum_{k_2=1}^{d_2} \frac{p_Y^2(k) p_Z^2(k)}{w_{k_1,k_2}^2}} \leq \frac{4d_1 d_2}{\sqrt{\beta(m_1 + 1)(m_2 + 1)}}.
\]

87
The structure of the proof is as follows. We first upper bound $\psi$ on the (theoretical) null distribution, we study the permutation test based on the MMD statistic. In contrast to Meynaoui et al. (2019) who use the critical value based on the previous results. Throughout the proof, we write the Gaussian kernel $K_{\lambda,d}$ can be recalled from (44). Then the upper bound of $\psi(Y_1(P))$ is further bounded by $\mathbb{E}_P[(\mathbb{E}_P[g_{\text{Gau}}(X_1, X_2)|X_1] - \mathbb{E}_P[g_{\text{Gau}}(X_1, Y_1)|X_1])^2] = \int_{\mathbb{R}^d} f_Y(x) [(f_Y - f_Z) * K_{\lambda,d}(x)]^2 dx \\ \leq \|f_Y\|_{\infty} \|f_Y - f_Z\|^2_{L_2}$. 

V Proof of Proposition 8.4

The proof of Proposition 8.4 is motivated by Meynaoui et al. (2019) who study the uniform separation rate for the HSIC test. In contrast to Meynaoui et al. (2019) who use the critical value based on the (theoretical) null distribution, we study the permutation test base on the MMD statistic. The structure of the proof is as follows. We first upper bound $\psi(Y_1(P))$, $\psi(Z_1(P))$ and $\psi(Y_2(P))$ to verify the sufficient condition given in Lemma C.1. We then provide a connection between the expected value of the MMD statistic and $L_2$ distance $\|f_Y - f_Z\|_{L_2}$. Finally, we conclude the proof based on the previous results. Throughout the proof, we write the Gaussian kernel $K_{\lambda_1,...,\lambda,d}(x-y)$ so as to simplify the notation.

- Verification of condition (57). In this part of the proof, we find upper bounds for $\psi(Y_1(P))$, $\psi(Z_1(P))$ and $\psi(Y_2(P))$. Let us start with $\psi(Y_1(P))$. Recall that $\psi(Y_1(P))$ is given as

$$\psi(Y_1(P)) = \text{Var}_P\{\mathbb{E}_P[\overline{h}_{ts}(Y_1, Y_2; Z_1, Z_2)|Y_1]\},$$

where $\overline{h}_{ts}$ is the symmetrized kernel (7). Using the definition, it is straightforward to see that

$$\psi(Y_1(P)) = \text{Var}_P\{\mathbb{E}_P[g_{\text{Gau}}(Y_1, Y_2)|Y_1] - \mathbb{E}_P[g_{\text{Gau}}(Y_1, Z_1)|Y_1]\}$$

$$\leq \text{Var}_P\{\mathbb{E}_P[g_{\text{Gau}}(Y_1, Y_2)|Y_1] - \mathbb{E}_P[g_{\text{Gau}}(Y_1, Z_1)|Y_1]\}^2.$$

Let us denote the convolution $f_Y - f_Z$ and $K_{\lambda,d}$ by

$$(f_Y - f_Z) * K_{\lambda,d}(x) = \int_{\mathbb{R}^d} [f_Y(t) - f_Z(t)] K_{\lambda,d}(x-t) dt,$$

where $K_{\lambda,d}$ can be recalled from (44). Then the upper bound of $\psi(Y_1(P))$ is further bounded by

$$\mathbb{E}_P[(\mathbb{E}_P[g_{\text{Gau}}(X_1, X_2)|X_1] - \mathbb{E}_P[g_{\text{Gau}}(X_1, Y_1)|X_1])^2] = \int_{\mathbb{R}^d} f_Y(x) [(f_Y - f_Z) * K_{\lambda,d}(x)]^2 dx$$

$$\leq \|f_Y\|_{\infty} \|f_Y - f_Z\|^2_{L_2}.$$
By symmetry, \( \psi_{Z,1}(P) \) can be similarly bounded. Thus

\[
\psi_{Y,1}(P) \leq \|f_Y\|_\infty \|f_Y - f_Z\|_{L_2}^2, \\
\psi_{Z,1}(P) \leq \|f_Z\|_\infty \|f_Y - f_Z\|_{L_2}^2.
\]

(Moving onto \( \psi_{YZ,2}(P) \), we need to compute \( \mathbb{E}_P[g_{\text{Gau}}^2(Y_1, Y_2)] \), \( \mathbb{E}_P[g_{\text{Gau}}^2(Z_1, Z_2)] \) and \( \mathbb{E}_P[g_{\text{Gau}}^2(Y_1, Z_1)] \). Note that

\[
K_{\lambda/d}(x) = \frac{1}{(4\pi)^{d/2} \lambda_1 \cdots \lambda_d} K_{\lambda/\sqrt{2},d}(x),
\]

where \( K_{\lambda/\sqrt{2},d}(x) \) is the Gaussian density function (44) with scale parameters \( \lambda_1/\sqrt{2}, \ldots, \lambda_d/\sqrt{2} \). Therefore it can be seen that

\[
\mathbb{E}_P[g_{\text{Gau}}^2(Y_1, Y_2)] = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} K_{\lambda,d}(y_1 - y_2) f_Y(y_1) f_Y(y_2) dy_1 dy_2
\]

\[
= \frac{1}{(4\pi)^{d/2} \lambda_1 \cdots \lambda_d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} K_{\lambda/\sqrt{2},d}(y_1 - y_2) f_Y(y_1) f_Y(y_2) dy_1 dy_2
\]

\[
\leq \frac{\|f_Y\|_\infty}{(4\pi)^{d/2} \lambda_1 \cdots \lambda_d} \int_{\mathbb{R}^d} \left[ \int_{\mathbb{R}^d} K_{\lambda/\sqrt{2},d}(y_1 - y_2) dy_1 \right] f_Y(y_2) dy_2
\]

\[
\leq \frac{M_{f,d}}{(4\pi)^{d/2} \lambda_1 \cdots \lambda_d},
\]

where \( \max\{\|f_Y\|_\infty, \|f_Z\|_\infty\} \leq M_{f,d} \). The other two terms \( \mathbb{E}_P[g_{\text{Gau}}^2(Z_1, Z_2)] \) and \( \mathbb{E}_P[g_{\text{Gau}}^2(Y_1, Z_1)] \) are similarly bounded. Thus we have

\[
\psi_{YZ,2}(P) \leq \frac{M_{f,d}}{(4\pi)^{d/2} \lambda_1 \cdots \lambda_d}.
\]

(101)

Given bounds (100) and (101), Lemma C.1 shows that the type II error of the considered permutation test is at most \( \beta \) when

\[
\mathbb{E}_P[U_{n_1,n_2}] \geq C_1(M_{f,d},d) \sqrt{\frac{\|f_Y - f_Z\|_{L_2}^2}{\beta}} \left( \frac{1}{n_1 + 1} + \frac{1}{n_2} \right)
\]

\[
+ \frac{C_2(M_{f,d},d)}{\sqrt{\lambda_1 \cdots \lambda_d} \sqrt{\beta}} \frac{1}{\sqrt{\beta}} \log \left( \frac{1}{\alpha} \right) \left( \frac{1}{n_1 + 1} + \frac{1}{n_2} \right).
\]

(102)

- Relating \( \mathbb{E}_P[U_{n_1,n_2}] \) to \( L_2 \) distance. Next we related the expected value of \( U_{n_1,n_2} \) to \( L_2 \) distance between \( f_Y \) and \( f_Z \). Based on the unbiasedness property of a \( U \)-statistic, one can easily
verify that

\[ \mathbb{E}_P[U_{n_1,n_2}] = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} K_{\lambda,d}(t_1 - t_2)[f_Y(t_1) - f_Z(t_1)][f_Y(t_2) - f_Z(t_2)]dt_1dt_2 \]

\[ = \int_{\mathbb{R}^d} [f_Y(t_2) - f_Z(t_2)](f_Y - f_Z) * K_{\lambda,d}(t_2)dt_2 \]

\[ = \frac{1}{2} \|f_Y - f_Z\|_{L_2}^2 + \frac{1}{2} \|f_Y - f_Z\|_{L_2}^2 \]

\[ = \frac{1}{2} \|f_Y - f_Z\|_{L_2}^2 - \frac{1}{2} \|f_Y - f_Z\|_{L_2}^2 * K_{\lambda,d}\|_{L_2}^2. \]

where the last equality uses the fact that \(2xy = x^2 + y^2 - (x - y)^2\).

**Completion of the proof.** We now combine the previous results (102) and (103) to conclude the result. To be more specific, based on equality (103), it is seen that condition (102) is equivalent to

\[ \|f_Y - f_Z\|_{L_2}^2 \geq \|f_Y - f_Z\|_{L_2}^2 - \|f_Y - f_Z\|_{L_2}^2 * K_{\lambda,d}\|_{L_2}^2 \]

\[ + C_3(M_{f,d},d) \sqrt{\frac{\|f_Y - f_Z\|_{L_2}^2}{\|f_Y - f_Z\|_{L_2}^2} \left( \frac{1}{n_1} + \frac{1}{n_2} \right)} \]

\[ + \frac{C_4(M_{f,d},d)}{\sqrt{\lambda_1 \cdots \lambda_d}} \frac{1}{\sqrt{\beta}} \log \left( \frac{1}{\alpha} \right) \left( \frac{1}{n_1} + \frac{1}{n_2} \right). \]

Based on the basic inequality \(\sqrt{xy} \leq x + y\) for \(x, y \geq 0\), we can upper bound the third line of the above equation as

\[ C_3(M_{f,d},d) \sqrt{\frac{\|f_Y - f_Z\|_{L_2}^2}{\|f_Y - f_Z\|_{L_2}^2} \left( \frac{1}{n_1} + \frac{1}{n_2} \right) \leq C_5(M_{f,d},d) \frac{1}{\beta} \left( \frac{1}{n_1} + \frac{1}{n_2} \right) \]

\[ + \|f_Y - f_Z\|_{L_2}^2 * K_{\lambda,d}\|_{L_2}^2. \]

Therefore the previous inequality (104) is implied by

\[ \epsilon_{n_1,n_2}^2 \geq \|f_Y - f_Z\|_{L_2}^2 - \|f_Y - f_Z\|_{L_2}^2 * K_{\lambda,d}\|_{L_2}^2 \]

\[ + \frac{C(M_{f,d},d)}{\beta \sqrt{\lambda_1 \cdots \lambda_d}} \log \left( \frac{1}{\alpha} \right) \cdot \left( \frac{1}{n_1} + \frac{1}{n_2} \right), \]

where we used the condition \(\prod_{i=1}^d \lambda_i \leq 1\). This completes the proof of Proposition 8.4.