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Abstract—In this paper, we consider a semi-deterministic wiretap channel where the main channel is noiseless and the eavesdropper’s channel is a binary erasure channel (BEC). We provide a lower bound for the achievable secrecy rates of polar and Reed-Muller codes and compare it to the second order coding rate for the semi-deterministic wiretap channel. To the best of our knowledge, this is the first work which demonstrates the secrecy performance of polar and Reed-Muller codes in short blocklengths. The results show that under a total variation secrecy metric, Reed-Muller codes can achieve secrecy rates very close to the second order approximation rate. On the other hand, we observe a significant gap between the lower bound for the achievable rates of polar codes and the the second order approximation rate for short blocklengths.

I. INTRODUCTION

Various physical layer security (PLS) technologies [1, 2] are currently being considered for inclusion in the security protocols of sixth generation systems. The interest in PLS concerns primarily massive scale Internet of things (IoT) networks, which have a very wide range of constraints (computational, power, delay, etc.); for such applications, the revision of the standard paradigm of static security controls is currently being discussed. In the general framework of quality of security (QoSec), in which different slices of future networks could be operating under different security levels [3], it is possible that looser confidentiality constraints could be set for low-end IoT slices, e.g., involving short packet delay constrained verticals. In this direction, the development of short blocklength wiretap code schemes emerges as a topic of potentially high practical impact.

In the seminal paper by Wyner in 1975 [4], it was established that keyless confidential communication between two legitimate parties, referred to as Alice and Bob, is possible in the presence of a passive adversary, referred to as Eve, at rates up to the channel’s secrecy capacity. Subsequent works characterized the secrecy capacity of more general wiretap models [5, 6]. Of notable interest is the recent contribution [7] in which non asymptotic information theoretic rates were derived, accounting jointly for reliability and secrecy constraints in finite blocklengths.

In terms of practical implementations, numerous proposals have appeared so far in the literature for long blocklengths. Secrecy capacity achieving coding schemes have been developed by employing low density parity check codes (LDPCs) [8], polar codes [9], and lattice codes [10]. We note in passing that some works employ Eve’s bit error rate or block error rate as a secrecy metric, albeit without any guarantee of statistical independence between the secret message and Eve’s observation.

To date, there are only a handful of works on coding for secrecy in short blocklengths. In these studies, the secrecy level is evaluated numerically [11, 12]; as a result these approaches cannot be extended to longer code lengths, e.g., for more than 32 bits. Finally, for completeness of presentation we note that in [13, 14] the properties of the best binary wiretap codes at the finite blocklength were investigated.

As a first step in the direction of bridging the existing literature gap, in this paper we analyse the secrecy rates of polar and Reed-Muller codes in semi-deterministic wiretap binary erasure channels (BEC) at short and medium blocklengths. Following [7], we consider the average total variation distance (TVD) as the secrecy metric and we derive two lower bounds on the achievable secrecy rate of these codes. To the best of our knowledge, this work is the first to analyse the secrecy performance of polar and Reed-Muller codes in short blocklengths.

The paper is organized as follows. In Section II we briefly review the construction of polar and Reed-Muller codes. In Section III we introduce the channel model and the secrecy metrics. In Section IV which is the main part of our contribution, we present our methodology to analyse the secrecy of codes. Next, in Section V we present numerical results for the lower bound of the achieved secrecy rates of codes for different blocklengths and compare them with the second order approximation rate. Finally, conclusions and open questions are discussed in Section VI.

II. NOTATION AND PRELIMINARIES

A. Notation

We use upper case letters to denote random variables (RVs), e.g., $M$ and $Z$ and lower case letters for specific realizations, e.g., $m$ and $z$. $P_Z$ denotes the probability distribution of $Z$ and $P_{MZ}$ the joint probability distribution of the pair $(M, Z)$. $I(M; Z)$, and $I(M; Z|Y)$ stand for mutual information and conditional mutual information, respectively. We denote by $M^n$ a row vector $(M_1, M_2, ..., M_n)$, and $M_i$ denotes the $i^{th}$ element of $M^n$. Moreover, $M^n_i$
denotes the subvector \( (M_i, M_{i+1}, \ldots, M_j) \). The cardinality of a finite set \( Z \) is denoted by \( |Z| \). Moreover, \( M_{i_1, \ldots, i_d} \) denotes \( [M_{i_1}, M_{i_2}, \ldots, M_{i_d}] \). Finally, for two probability measures \( P \) and \( Q \) on a set \( X \), the total variation distance (TVD) \( d(P, Q) \) is defined as follows
\[
d(P, Q) = \frac{1}{2} \sum_{x \in X} |P(x) - Q(x)|. \tag{1}
\]

B. Polar and Reed-Muller codes

Polar codes were introduced by Arikan [15], who proved that they achieve the capacity for symmetric binary-input channels with a low encoding and decoding complexity. In [9], Mahdavifar and Vardy proved that polar codes can asymptotically achieve the secrecy capacity for a wide range of wiretap channels, provided that the main channel and the eavesdropper’s channel are binary-input symmetric and that the eavesdropper’s channel is degraded with respect to the main channel. The generator matrix of polar codes with blocklength \( n = 2^m \) is defined as follows
\[
G_P = \left( \begin{array}{c} 1 \ 1 \end{array} \right)^\otimes_2^m,
\tag{2}
\]
where \( \otimes \) denotes Kronecker power [1].

On the other hand, Reed-Muller codes were introduced by Muller [17]. In [18], it was shown that Reed-Muller codes achieve the capacity of the BEC. Reed–Muller codes can be defined in different equivalent ways. For completeness, we define the generator matrix of Reed-Muller codes \( G_{RM} \).

For \( 1 \leq i \leq m \), let \( v_i \) be a \( 2^m \)-tuple over \( GF(2) \), generated by \( 2^i \) repetitions of a vector of length \( 2^m-1 \), in which the first half elements are 1 and the rest are 0, e.g.,
\[
v_i = \left[ \begin{array}{c} 1 \ldots \ 1 \ 0 \ldots \ 0 \ 1 \ldots \ 1 \ldots \ 0 \ 0 \ldots \ 0 \end{array} \right]_{2^m-1 \ 2^m-1 \ 2^m-1}.
\tag{3}
\]
Let \( v_0 \) be the all-ones \( 2^m \)-tuple over \( GF(2) \). We define the following Boolean product of two vectors \( a = [a_1, a_2, \ldots, a_n] \) and \( b = [b_1, b_2, \ldots, b_n] \), \( ab = [a_1b_1, a_2b_2, \ldots, a_nb_n] \), where “.” denotes the Boolean AND operation.

Using the above, the generator matrix \( G_{RM} \) of the Reed-Muller code is defined as follows [19]
\[
G_{RM} = \left( \begin{array}{c} v_1v_2\ldots v_{n-1}v_n \\ v_2\ldots v_{n-2}v_{n-1}v_n \\ \vdots \\ v_nv_1v_2v_m \\ v_m \vdots \\ v_1 \\ v_0 \end{array} \right).
\tag{4}
\]
The rows of \( G_{RM} \) are sorted by the Hamming weights. The first rows have the lowest Hamming weights and the last rows have the highest Hamming weights.

Given \( n \) channel uses of a binary input channel \( W : \{0, 1\} \rightarrow Z \), the bit-channel \( W(Z^n, U_{past}|U_1) \), is defined as the binary input channel that takes a single bit \( U_1 \) as input and the observation vector \( Z^n \) and the past inputs \( U_{past} \) as output. Arikan showed that as the blocklength asymptotically increases, the bit-channels \( W(Z^n, U_{past}|U_1) \) polarize, i.e., are either noiseless or completely noisy. Recently, Abbe and Ye connected Reed-Muller codes to polarization theory and showed that polarization of \( W(Z^n, U_{past}|U_1) \) also carries over to Reed-Muller codes [20]. We call the bit-channels which are almost noiseless the “good bit-channels” and the bit-channels which are almost completely noisy the “poor bit-channels”.

For the purpose of channel coding, polar codes select the rows of \( G_P \) such that the corresponding bit-channels have the lowest Bhattacharyya parameter (parsing the matrix \( G_P \) top-to-down), while the remaining bits are considered as frozen bits and fixed to zero. On the other hand, Reed-Muller codes select the last rows of \( G_{RM} \), i.e., the rows with the highest Hamming weights, to transmit information, and fix the remaining bits to zero.

III. System Model

We consider a semi-deterministic wiretap channel where the main channel is noiseless and the wiretap channel is a BEC with erasure probability \( p \) (Fig. 1). Alice encodes her message \( M^k \), drawn from a uniform distribution, into a binary codeword \( X^n \) such that Bob observes \( Y^n = X^n \) without error, while Eve observes \( Z^n \). Moreover, the code rate is defined as \( R = \frac{k}{n} \).

A. Coding scheme

In this paper we consider two wiretap coding schemes based on polar and Reed-Muller codes, following the approach in [9]. The information bits are sent through the poor bit-channels for Eve. The input vector \( U^n \) contains the message vector \( M^k \) and the remaining \( n-k \) bits are independent and identically distributed (i.i.d.) random bits with uniform distribution. Note that there are no frozen bits in the vector \( U^n \) as the direct channel is noiseless. The positions of the message bits \( U^n \) are different in polar and Reed-Muller codes; for polar codes we pick the \( k \) rows of \( G_P \) such that the corresponding bit-channels have highest Bhattacharyya parameter and for Reed-Muller codes we pick the first \( k \) rows of \( G_{RM} \), i.e., the rows with the lowest Hamming weights. The relation between the vector \( U^n \) and the codeword \( X^n \) is as follows
\[
X^n = U^nG,
\tag{5}
\]
where $G$ refers to the generator matrix $G_P$ or $G_{RM}$ respectively, based on the scheme we are employing. We write $i_j$ to denote the position of $M_j$ in $U^n$.

### B. Secrecy metric and theoretical limit

In this paper, similar to [2], we choose the average TVD as the secrecy metric under the secrecy condition

$$d(P_{M^*Z^n}, Q_{M}^{unif} P_{Z^n}) < \delta, \quad (6)$$

where $Q_{M}^{unif}$ denotes the uniform distribution on the set $\mathcal{M}$. In [2], the authors derive the complete characterization of the second-order secrecy rate for semi-deterministic wiretap channels as follows,

$$R(n, \delta) = C_s - \sqrt{\frac{V_s}{n}} Q^{-1}\left(\frac{\delta}{1-\epsilon}\right) + O\left(\frac{\log n}{n}\right), \quad (7)$$

where $\delta$ and $\epsilon$ refer to secrecy and reliability constraints, $C_s$ is the secrecy capacity, and $Q$ denotes the tail probability of the standard Gaussian distribution. Finally, $V_s$ is the conditional variance of the information density of $P_{XZ}$ defined as:

$$V_s = \sum_{x \in X} P_X(x) \left(\sum_{z \in Z} P_{Z|X}(z|x) \log^2 \frac{P_{Z|X}(z|x)}{P_Z(z)} - D(P_{Z|X=x}||P_Z)^2\right), \quad (8)$$

where $D(\cdot || \cdot)$ is the Kullback–Leibler divergence.

In the case in which Bob’s channel is noiseless and Eve’s channel is a BEC($p$), we have $C_s = p$. To calculate $V_s$, note that $D(P_{Z|X=x}||P_Z) = 1 - p$, so that from (8) we get that $V_s = p(1-p)$. In this paper we consider the perfect reliability scenario, i.e., $\epsilon = 0$.

#### IV. Secrecy Analysis of Polar and Reed-Muller Codes

In this section we derive an upper bound for the average TVD of the message $M^n$ and Eve’s channel observation $Z^n$ for general wiretap channels.

### A. General bounds for the average total variation distance

**Lemma 1.** (Bound 1) The following inequality holds

$$d(P_{M^*Z^n}, \frac{1}{2^k} P_{Z^n}) \leq \sum_{i=1}^{k} d(P_{M^*Z^n}, \frac{1}{2} P_{M^{i-1}Z^n}). \quad (9)$$

**Proof:**

$$\sum_{i=1}^{k} d(P_{M^*Z^n}, \frac{1}{2} P_{M^{i-1}Z^n})$$

$$= \frac{1}{2} \sum_{i=1}^{k} \sum_{m^{i-1},z^n} \left| P_{M^*Z^n}(m^i, z^n) - \frac{1}{2} P_{M^{i-1}Z^n}(m^{i-1}, z^n) \right|$$

$$= \frac{1}{2} \sum_{i=1}^{k} \sum_{m^{i-1},z^n} P_{M^{i-1}Z^n}(m^{i-1}) \left| P_{M^*Z^n}(m^i, z^n) - \frac{1}{2} P_{M^{i-1}Z^n}(m^{i-1}, z^n) \right|$$

where in (a) we combine all sums in a single sum and use the triangle inequality.

**Lemma 2.** The bit-channel $W(Z^n U_{i_1},...,U_{i_m}|U_{i_j})$ is degraded with respect to the bit-channel $W(Z^n U^{i_j-1}_{i_j}|U_{i_j})$.

**Proof:** The proof comes from the fact that the extra outputs of bit-channel $W(Z^n U^{i_j-1}_{i_j}|U_{i_j})$ can be just dismissed to obtain the bit-channel $W(Z^n U_{i_1},...,U_{i_j-1}|U_{i_j})$.

**Lemma 3.** If the channel $Q$ is degraded with respect to channel $W$ (Fig. 2), then $d(P_{XY}, P_{XZ}, P_{Y}) \geq d(P_{XZ}, P_{XZ}, P_{Y})$, where $Y$ and $Z$ are the outputs of channels $W$ and $Q$, respectively.

**Proof:**

$$d(P_{XZ}, P_{XZ}, P_{Y}) = \frac{1}{2} \sum_{x,z,y} \left| P_{XZ}(x,z) - P_X(x) P_Z(z) \right|$$

$$= \frac{1}{2} \sum_{x} P_X(x) \sum_{z} \left| P_{Z|X}(z|x) - P_Z(z) \right|$$

$$= \frac{1}{2} \sum_{x} P_X(x) \sum_{z} \left| P_{Z|Y}(z|y) \right| \left| P_{Y|X}(y|x) - P_Y(y) \right|$$

$$\leq \frac{1}{2} \sum_{x} P_X(x) \sum_{y} \sum_{z} P_{Z|Y}(z|y) \left| P_{Y|X}(y|x) - P_Y(y) \right|$$

$$= \frac{1}{2} \sum_{x} P_X(x) \sum_{y} \left| P_{Y|X}(y|x) - P_Y(y) \right|$$

$$= d(P_{XY}, P_{XZ}, P_{Y}). \quad (11)$$

2Without loss of generality, we can assume that $i_1 < i_2 < ... < i_k$. En
where in (a) we use the triangle inequality.

**Corollary 1.** The following inequality holds
\[
d(P_{U_{i_1},...,i_j}Z^n, P_{U_{i_1},...,i_j}Z^n) \leq d(P_{U_{i_1}^{j-1}Z^n, P_{U_{i_1}^{j-1}Z^n})
\]

**Proof.** The inequality can be easily shown using Lemma 2 and Lemma 3. □

**Corollary 2.** (Bound 2) The average TVD of \( M^k \) and \( Z^n \) is upper bounded by the sum of the average TVD of the input-output of bit-channel over the message bits \( M_i \).
\[
d(P_{M^kZ^n}, \frac{1}{2^n} P_{Z^n}) \leq \sum_{j=1}^{k} d(P_{U_{i_1}^{j-1}Z^n, \frac{1}{2^n} P_{U_{i_1}^{j-1}Z^n})
\]

**Proof.** The proof comes from Lemma 1 and Corollary 1. □

**B. Bounds on the TVD and leakage for the BEC**

In this section we specialize the previous bounds to the case of the BEC. First, we note the following property, which holds for any linear code [21].

**Fact 1.** If the channel \( W \) is a BEC, the bit channels \( W(Z^n, U^{j-1}|U_i) \) are also BECs.

**Lemma 4.** The average TVD of a BEC(\( \bar{p} \)) with uniform input \( X \) and output \( Y \), is \( d(P_{XY}, \frac{1}{2} P_Y) = \frac{1}{2}(1 - \bar{p}) = \frac{1}{2}I(X;Y) \).

The proof is straightforward and is omitted. The following Lemma was proven in [9, Lemma 15]:

**Lemma 5.** \( I(M^k; Z^n) = \sum_{j=1}^{k} I(U_{i_1}^{j-1}; Z^n | U_{i_1}^{j-1}) \leq \sum_{j=1}^{k} I(U_{i_1}^{j-1}; Z^n | U_{i_1}^{j-1}) \).

From the above Lemma and using Lemma 4, we observe that in the case of the BEC, the leakage is
\[
I(M^k; Z^n) = 2d(P_{Z^nU_{i_1}^{j-1}}, \frac{1}{2} P_{Z^nU_{i_1}^{j-1}}) \leq 2 \sum_{j=1}^{k} d(P_{Z^nU_{i_1}^{j-1}}, \frac{1}{2} P_{Z^nU_{i_1}^{j-1}}).
\]

To the best of our knowledge, there are no results available in the literature for the information-theoretic limits of secrecy rate in finite blocklengths considering the leakage as the secrecy metric. Therefore, in this work the average TVD is used as the secrecy metric.

**V. NUMERICAL RESULTS**

In this section we analyze the secrecy performance of polar and and Reed-Muller codes in BEC semi-deterministic wiretap channels in short and medium blocklengths using numerical simulations.
the second order approximation of achievable secrecy rate for the cases $\delta = 0.001$ and $\delta = 0.01$, respectively. We plot the lower bound on the secrecy rate for polar codes using bound 1 and bound 2. We calculate bound 1 by Monte-Carlo simulations and bound 2 by the closed form expression for the bit-channel capacity.

Although bound 1 is more accurate than bound 2 for polar codes, there are some advantages in using bound 2. In fact, using bound 2 we can find the lower bound on the secrecy rate for any value of $\delta$, while for very small values of $\delta$ ($\sim 10^{-15}$), Monte Carlo simulations are not feasible. Moreover, in the case of polar codes, some methods providing good approximations of the bit-channels $W(Z^nU_1^{-1}|U_e)$ for other channel models, are available in the literature [22]. Therefore it is possible to evaluate bound 2 for more general channel models. For Reed-Muller codes the two bounds give the same result, as all the messages are the first top rows of $G_{RM}$, so the two sides in Corollary 1 are equal. We plot the lower bound on the achievable secrecy rates of polar codes using bound 1 by Monte-Carlo simulations.

We observe that Reed-Muller codes show a promising performance in BEC semi-deterministic wiretap channels, specifically for blocklengths 256 and 512. For example at blocklength 256 and $\delta = 0.01$, the second order secrecy rate is approximately 0.329 bits per channel use and the lower bound on achievable secrecy rate of Reed-Muller codes is 0.3242 bits per channel use, i.e., less than 1.5% away from the second order approximation secrecy rate. On the other hand, there is a significant gap between the achievable rates of polar codes and the second order approximation secrecy rate. This observation verifies the results in [20], that Reed-Muller codes polarize faster than polar codes.

VI. CONCLUSIONS AND DISCUSSION

In this paper, we evaluated the short blocklength secrecy performance of polar and Reed-Muller codes for the BEC semi-deterministic wiretap channels, while the results can be extended to the case where the main channel is noisy. The interest in investigating the secrecy-reliability trade-off of codes is more general, particularly for the application of wiretap codes in IoT scenarios. The evaluation of the achievable secrecy rate (or good approximations) for other codes and more general wiretap models is a timely open problem. Understanding the properties of generator matrices for secrecy coding is fundamental for the design of good short blocklength wiretap codes.
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