Comparison of Missing Data Imputation Methods using the Framingham Heart study dataset
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Abstract—Cardiovascular disease (CVD) is a class of diseases that involve the heart or blood vessels and according to World Health Organization is the leading cause of death worldwide. EHR data regarding this case, as well as medical cases in general, contain missing values very frequently. The percentage of missingness may vary and is linked with instrument errors, manual data entry procedures, etc. Even though the missing rate is usually significant, in many cases the missing value imputation part is handled poorly either with case-deletion or with simple statistical approaches such as mode and median imputation. These methods are known to introduce significant bias, since they do not account for the relationships between the dataset’s variables. Within the medical framework, many datasets consist of lab tests or patient medical tests, where these relationships are present and strong. To address these limitations, in this paper we test and modify state-of-the-art missing value imputation methods based on Generative Adversarial Networks (GANs) and Autoencoders. The evaluation is accomplished for both the tasks of data imputation and post-imputation prediction. Regarding the imputation task, we achieve improvements of 0.20, 7.00% in normalised Root Mean Squared Error (RMSE) and Area Under the Receiver Operating Characteristic Curve (AUROC) respectively. In terms of the post-imputation prediction task, our models outperform the standard approaches by 2.50% in F1-score.

Index Terms—Cardiovascular disease prediction, Missing value imputation, Deep learning, Generative Adversarial Networks, Autoencoders

I. INTRODUCTION

Cardiovascular diseases (CVDs) cause the majority of deaths annually, taking millions of lives each year. CVD is a general term for conditions affecting the heart or blood vessels including coronary heart disease, cerebrovascular disease, heart valve disease and other conditions. Even though these types of diseases can be prevented, low and middle-income countries are vulnerable due to the lack of information and infrastructure [1].

Missing values is also a problem that occurs frequently within the clinical research framework. Missing data occurs when the values of the variables of interest are not measured or recorded for all subjects in the sample. Data can be missing for several reasons [2], including: (i) patient refusal to respond to specific questions, e.g., patient does not report data on income; (ii) loss of patient to follow-up; (iii) investigator or mechanical error, e.g., sphygmomanometer failure; and (iv) physicians not ordering certain investigations for some patients, e.g., cholesterol test not ordered for some patients. When it comes to this type of issue the majority of researches choose to either delete these missing values or impute them using simple approaches such as mean, mode imputation or KNN [3]. The deletion choice is highly problematic since it leads to a smaller dataset and a model that is not able to generalize well. Also, this approach frequently produces results and errors that may be small for the complete subset of data but in reality are optimistic. The imputation alternatives lead to a complete dataset but are too simple and thus impute values that are unrealistic. Concerning CVD patient level data, there usually is a strong correlation between the corresponding variables, e.g., systolic and diastolic blood pressure, which should be incorporated to the missing value imputation model. This is something that univariate statistical approaches and simple regression algorithms fail to compute leading to inaccurate results [4]. These correlations of course are present in most medical datasets where tests have been conducted for the same patient, lab measurements have been carried out for a specific task etc.

To address these limitations, in this paper we compare several methods of missing data imputation. Specifically, we propose two deep learning approaches based on Denoising Autoencoder (DAE) and Generative Adversarial Networks (GANs). The first approach is based on a DAE using kNN for pre-imitation. Using this model as baseline we implement various changes regarding both the architecture and the training process, which yield considerably more accurate results. In terms of the GAN approach, we also build upon the existing architecture making improvements concerning the specific case we study. To assess our models we use the Framingham heart study [5]. Finally, the proposed models are evaluated for both the imputation and post-imputation prediction tasks. We study the latter to explore whether the choice of more robust imputation methods will result in higher predictive performance or not. This is very important since prediction is usually the common goal of reasearchers and practitioners when applying machine learning techniques to EHR data.

Our main contributions can be summarized as follows:

- We extend and improve existing missing value imputation...
models based on DAEs and GANs.
- We thoroughly evaluate several missing value imputation methods for various missing rates.
- We prove that heart disease (and medical in general) EHR datasets require more sophisticated missing value imputation methods, especially when the missing rate is high.
- We show that robust deep learning methods can deal with both numerical and categorical data.
- We conduct post-imputation prediction and show that more accurate imputation leads to greater performance in the prediction task.

II. RELATED WORK

A. Missing Data Imputation in Healthcare

Approaches towards missing value imputation employing EHR data vary in the literature. There is not a single solution that fits all cases and usually researches select algorithms that perform better to the specific task. The key reasons behind choosing an imputation technique are the mechanism of missingness, the gap length of missing data, etc. [6].

The simplest way of dealing with this is deleting the records that contain at least one missing value and thus selecting a subset of the original dataset where there are no missing values [7]–[10]. The authors in [11] studied the case of obesity prediction with EHR data using common machine learning models such as random forest and LSTMs. When it comes to missing values, they dropped rows with missing or corrupt values, e.g., implausible dates. At the same time, they dropped columns where more than 50% of the entries were corrupt. Kwakye and Dadzie [12] studied the case of coronary heart disease using the Framingham heart study dataset, which is available at kaggle. Regarding the preprocessing steps, they chose to eliminate both missing and outlier data resulting in an undercomplete dataset.

Another popular but simple approach is the imputation based on mean, mode or zero imputation where each missing value is imputed by zero [13]. Guo et al. [14] developed a deep learning approach for the problem of heart failure prediction using synthetic EHR data. In their analysis, they chose to discard features with more than 50% of the entries missing and impute the rest using mean and most frequent values, e.g., implausible dates. At the same time, they dropped columns where more than 50% of the entries were corrupt.

Wang et al. [15] evaluated machine learning models for the problem of heart attack prediction using the Framingham heart study dataset and the Heart dataset for UCI Machine Learning Repository. When it comes to preprocessing and especially missing values, their approach was to impute using mean or median where the latter was preferred for features with skewed distributions.

Concerning categorical, missingness was dealt with the addition of an extra category for ‘missing’. KNN and MLP are two methods that have also been used to address this issue. Jerez et al. [16] applied missing data imputation methods to a real world breast cancer dataset with overall 5.61% percent of missingness. They utilized KNN, MLP, MICE, SOM, etc. algorithms for this problem. They found that the best performing method was KNN leading to a higher post imputation accuracy.

Recent advances in deep learning have produced state-of-the-art results modifying existing models to fit the missing value imputation framework. These advances, can be categorized as either discriminative or generative. Yoon et al. [17] modified the original GAN architecture and created GAIN. Results showed that it this approach surpasses robust imputation methods including an autoencoder based.

Regarding discriminative models, Aidos and Tomás [18] proposed an overcomplete DAE with KNN pre-imputation. Findings suggest that these methods outperform the standard ones and can handle high missing rates of up to 50%.

B. Related Work Review Findings

When it comes to works based on EHR data, we observe that many researchers do not give much emphasis on the missing value imputation part frequently choosing to drop these records. A very common approach also is to impute using simple methods such as mean, mode and KNN which are known to ignore complex relationships that define medical datasets. Concerning research using the framingham heart study we found no work that utilizes complex algorithms for the missing value imputation part even though the missingness in this dataset is significant. We also see that researchers do not evaluate imputation strategies by employing post-imputation prediction.

Therefore, our work differs significantly from the research works mentioned above, since we use state-of-the-art deep learning methods, make improvements regarding our case without loss of generality and additionally test our imputation methods for the prediction task.

III. PROBLEM STATEMENT

A. Missing value imputation

The missing value imputation problem results if features of a dataset have unobserved values. Consider a random variable $X = (X_1, X_2, ..., X_N) \in X^N$ where $X$ represents the space to which each sample belongs to and has a distribution of $P(X)$. Consider also a mask vector $M = (M_1, M_2, ..., M_N)$ where each $M_i$ takes values in $\{0, 1\}$ and $M_i = 1$ means the value is observed opposing to $M_i = 0$ which means the value is missing. Having $d$ instances of $X$ and $M$ we define a dataset $(\hat{X}^i, M^i)$ for $i = 0, 1, ..., d$. From this, $(\hat{X}^i, M^i)$ is derived substituting each feature $j$ connected to a sample $i$ if $M_{ij} = 0$ with a pre-imputation value (possibly random noise). In such a case, given a model $IMP$ our goal is to create an imputed dataset $\hat{X}^i = IMP(\hat{X}^i, M^i)$ for $i = 0, 1, ..., d$. Each imputed sample should be generated based on $P(X|\hat{X} = \hat{X}^i)$ since we want our imputed data to follow the original dataset’s distribution.

The result is a new dataset $\hat{X}$ where for each sample $i$ we have :

$$\hat{X}^i = X^i \odot M^i + (1 - M^i) \odot \hat{X}^i$$
B. Post-imputation prediction

Applying different missing value imputation algorithms $A_i$ for $i = 0, 1, \ldots, S$ to the original dataset $\mathcal{X}$ results in $S$ different datasets $\mathcal{D}_1, \mathcal{D}_2, \ldots, \mathcal{D}_S$. For each of these datasets we use a standard predictive method $P$ to predict the patient heart disease status (binary classification).

IV. DATASET

We use the publicly available Framingham heart dataset [5]. The Framingham Heart Study is a longitudinal cardiovascular cohort study consisting of medical, lab, and questionnaire events on 4,434 participants. Originally, the dataset consists of 39 variables but we only used 15 for the purpose of this study as seen in Table I. This subset has 8 numerical and 7 categorical where the latter are all binary. The dataset is also not complete with feature missingness varying from 0 to 13%.

| Feature      | Description                          | Type      | Missing |
|--------------|--------------------------------------|-----------|---------|
| Sex          | Male, Female                         | Categorical | 0       |
| Totchol      | Serum Total Cholesterol (mg/dL)       | Numerical | 409     |
| Age          | Age in years                         | Numerical | 0       |
| SysBP        | Systolic Blood Pressure (mmHg)       | Numerical | 0       |
| Cursmoke     | Current smoking at exam              | Categorical | 0     |
| Cigpday      | Number of cigarettes smoked each day | Numerical | 79      |
| Bmi          | Serum Total Cholesterol (mg/dL)      | Numerical | 52      |
| Diabetes     | Is Diabetic                          | Categorical | 0     |
| Bpmeds       | Use of Anti-hyp medication at exam   | Categorical | 52    |
| Heartrate    | Heart rate beats/min                 | Numerical | 6       |
| Glucose      | Casual serum glucose (mg/dL)         | Numerical | 1440    |
| Prevhyp      | Prevalent hypertension                | Categorical | 0     |
| Prevstrk     | Prevalent Stroke                     | Categorical | 0     |
| DiaBP        | Diastolic Blood Pressure (mmHg)      | Numerical | 0       |
| CVD          | Cardiovascular disease               | Categorical | 0     |

V. METHODS FOR MISSING DATA IMPUTATION

a) Simple: This model is the simple statistical approach of mode, mean imputation. We impute categorical missing values using the most frequent class and numerical variables using the mean obtained by the corresponding column.

b) k Nearest Neighbors (KNN): We employ KNN which imputes missing data considering the distance between the samples vectors in the dataset’s space. For each feature missing, it considers the K, which is equal to 5, closest samples using euclidean distance that have this feature observed and averages their values.

c) MissForest: We exploit the method proposed by [19].

d) Neighborhood aware autoencoder (NAA): This autoencoder model was proposed by [18], named neighborhood aware autoencoder (NAA). In this work, an overcomplete DAE was used for the problem of missing value imputation where the pre-imputation was done with KNN. The pre-imputation part is conducted for the whole dataset before model training using $k = 5$.

e) Improved neighborhood aware autoencoder (I-NAA): Based on the NAA approach, we make some improvements. Firstly, we empirically choose an undercomplete architecture with half the input size for the encoder’s output. Regarding the training process of autoencoders, consider a copy $D_{\text{copy}}$ of the original complete dataset $D$. First we introduce missingness to $D_{\text{copy}}$ and then replace these missing values with noise or in our case with KNN imputation resulting in $D_{\text{imputed}}$. Then batches of $D_{\text{imputed}}$ are fed iteratively to the network which must learn to map them to the corresponding batches of $D$. With constraints applied to the network the result of this process is that the autoencoder learns information about the relationships between the features.

However, if for the whole training process the train pre-imputed values of $D_{\text{imputed}}$ remain the same, the model may learn a mapping from these specific values to the actual ones and not the relationships between the features that define the dataset. Since our goal is both the latter and consideration of the local neighborhood, we change the pre-imputed values every $N$ epochs, where $N$ is empirically chosen. Specifically $N$ is equal to 10. Every 10 epochs, we still use KNN for pre-imputation but we change the value of $k$ (closest neighbors) to one that hasn’t been used before and is within certain $[B_1, B_2]$ bounds. We also create a custom loss function tailored to our dataset, namely RMSE for the numerical data and binary cross-entropy for the categorical.

f) GAIN: This model was proposed by [17] and is based on the original GAN architecture.

g) Improved Gain (I-GAIN): Based on GAIN approach, we propose some changes. Firstly, we add batch normalization both to the generator and the discriminator. Secondly, similar to the case of the autoencoder we pre-impute with KNN algorithm using different values of $k$ (number of neighbors) every $N$ epochs instead of random noise. We also utilize the same custom loss function as described in I-NAA. In addition, the authors in [17] proposed a simple 3 layer architecture for the Generator part, where each layer had the same number of
units. We replace this structure to one with 5 dense layers with an undercomplete autoencoder architecture since this model has proven to be effective in learning the dataset’s distribution.

VI. MISSING VALUE IMPUTATION

a) Experimental Setup: To evaluate our methods we first select a subset of the original dataset that has no missing values. From the original 11627 records, 9310 remain. We then introduce artificial missingness to this dataset for comparison against the complete one. This step is performed univariately for the whole dataset, i.e., for each feature we remove $X\%$ of the values in a univariate manner, where $X$ can be 10, 20, 30, 40, and 50. Thus, we end up with a dataset $D_{imputed}$ which has $X\%$ missingness for each feature. The mechanism behind the missing values introduction is MCAR [20]. To evaluate these models, we employ 5-fold cross validation and average the results between the 5 hold-out folds. The above procedure is repeated 10 times and the results are averaged. In total we train and evaluate each model $5 \times 10 = 50$ times.

b) Evaluation Metrics: The metrics we choose are RMSE for the continuous features and Area Under the Receiver Operating Characteristic Curve (AUROC) for the categorical. We use AUROC, since many categorical features are imbalanced, e.g., Diabetes has 8918 negative and 392 positive, and the former metric utilizes the probability of predictions.

c) Results: The results of our proposed methods mentioned in Section V are illustrated in Fig. 1 for the numerical features and in Fig. 2 for the categorical features.

Regarding the numerical features (Fig. 1), we observe that our introduced methods, namely I-NAA and I-GAIN, are the best performing approaches achieving the lowest RMSE scores for all missing rates. More specifically, I-NAA performs better than NAA for all missing rates, with the greatest difference observed at the missing rate of 10% accounting for 0.04. It is also noted that I-GAIN improves the performance of GAIN in terms of all missing rates achieving up to 0.06 lower RMSE for 30% missingness. We can also see that the proposed deep learning approaches outperform the standard ones, i.e., Simple and KNN, for all missing rates. We finally notice that MissForest obtains better performance than Simple and KNN, while it achieves lower performance than I-NAA, I-GAIN, and NAA.

In terms of the categorical features (Fig. 2), we observe that our introduced models, namely I-NAA and I-GAIN, yield the best AUROC results. Specifically, I-NAA outperforms NAA by 1.57-4.50%, while I-GAIN improves the performance of GAIN by 1.30-6.00%. We also notice that the deterioration of these methods with increasing high rate is slow and the performance is acceptable even for 50% missingness. We also observe that MissForest performs better than GAIN in most missing rates, but it performs worse than all the other deep learning approaches. In addition, we note that the standard approaches, i.e., Simple and KNN, perform poorly. To be more precise, the performance of KNN ranges from 55.50% to 73.50%, while the Simple model yields a constant AUROC of 50.00%, since it predicts only one class.

VII. POST-IMPUTATION PREDICTION

a) Experimental Setup: To further evaluate our models we conduct post-imputation prediction to see if better AUROC and RMSE scores also result in better performance for the prediction step. To do this for every model we save the complete, imputed dataset and perform a simple Random Forest to predict the CVD variable using 5-Fold cross validation and SMOTE for each fold’s training set (since the dataset is highly imbalanced).

b) Evaluation Metrics: For the post-imputation prediction task we use the F1-score.

c) Results: For each dataset produced by a missing value imputation method we perform post-imputation prediction with the results depicted in Fig. 3.

We observe that I-NAA and I-GAIN produce the best post-
imputation prediction F1-scores. More specifically, I-NAA is the best performing model outperforming the other approaches by 0.48-2.43%. We also notice that I-GAIN outperforms GAIN in the post-imputation task too by 0.60%. Moreover, MissForest produces the third best prediction F1-score accounting for 45.38%. Finally, we observe that the Simple approach is the worst performing one obtaining an F1-score of 44.10%.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we studied the case of missing value imputation in a cardiovascular disease dataset. We built upon existing deep learning architectures by introducing improvements fit to the specific case. We evaluated them for both imputation and post-imputation performance. Regarding the task of missing values imputation, we experimented with various missing rates and showed that the introduced approaches outperform the state-of-the-art ones reaching normalised RMSE and AUROC scores up to 0.095, 82.00% respectively. For the prediction task (post-imputation prediction), findings suggested that our introduced approaches achieved the best imputation F1-scores with a difference of 2.50% compared to other approaches.

In the future, we aim to evaluate our methods in more medical datasets. Moreover, since these methods are trained and tested on the same dataset, they have been essentially fit to a specific patient distribution. For this reason a model trained on Framingham could be used for missing value imputation on different heart disease data to assess cross-dataset performance.
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