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In Euclidean spaces, the empirical mean vector as an estimator of the population mean is known to have polynomial concentration unless a strong tail assumption is imposed on the underlying probability measure. The idea of median-of-means tournament has been considered as a way of overcoming the sub-optimality of the empirical mean vector. In this paper, to address the sub-optimal performance of the empirical mean in a more general setting, we consider general Polish spaces with a general metric, which are allowed to be non-compact and of infinite-dimension. We discuss the estimation of the associated population Fréchet mean, and for this we extend the existing notion of median-of-means to this general setting. We devise several new notions and inequalities associated with the geometry of the underlying metric, and using them we study the concentration properties of the extended notions of median-of-means as the estimators of the population Fréchet mean. We show that the new estimators achieve exponential concentration under only a second moment condition on the underlying distribution, while the empirical Fréchet mean has polynomial concentration. We focus our study on spaces with non-positive Alexandrov curvature since they afford slower rates of convergence than spaces with positive curvature. We note that this is the first work that derives non-asymptotic concentration inequalities for extended notions of the median-of-means in non-vector spaces with a general metric.
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1. Introduction

The notion of a Fréchet mean extends the definition of mean, as a center of probability distribution, to metric space settings. Given a Borel probability measure $P$ on a metric space $(M, d)$ and a functional $\eta : M \times M \rightarrow \mathbb{R}$, the Fréchet mean (or the barycenter)\textsuperscript{[22]} of $P$ is any $x^* \in M$ such that

$$x^* = \arg \min_{x \in M} \int_M \eta(x, y) \, dP(y).$$

(1)

This accords with the usual definition of the Euclidean mean for $M = \mathbb{R}^D$ when $\eta(x, y) = d(x, y)^2 = |x - y|^2$. In this paper, we consider the estimation of the Fréchet mean of a heavy-tailed distribution. Our goal is to find estimators that have better non-asymptotic accuracy than the empirical Fréchet mean,

$$x_n = \arg \min_{x \in M} \frac{1}{n} \sum_{i=1}^n \eta(x, X_i)$$

(2)

when $P$ is heavy-tailed on $M$. The $x_n$ is an $M$-estimator in a broad sense. The present work is an achievement of this goal for global non-positive curvature (NPC) spaces, also called CAT(0) or Hadamard spaces, that are of finite- or infinite-dimension.
Our coverage with NPC spaces is genuinely broad enough. It includes Hilbert spaces with Euclidean spaces as a special case, and various other types of metric spaces, some of which are listed below.

- A hyperbolic space $\mathcal{H}_D$ has constant non-positive sectional curvature, which results in rich geometrical features due to explicit expressions for the log and exp maps. The deviation of two geodesics in a hyperbolic space accelerates while drifting away from the origin, which allows a natural hierarchical structure in neural networks [24,50].
- The space $S^r_D$ of symmetric positive definite matrices has non-constant and non-positive sectional curvature, which appears frequently in diffusion tensor imaging [20,21]. The space $S^r_D$ is not only a Riemannian manifold, but also an Abelian Lie group with additional algebraic structure [3,38,46]. Thus, additive regression modeling is allowed for random elements taking values in $S^r_D$ [39].
- The Wasserstein space $\mathcal{P}_2(\mathbb{R})$ over $\mathbb{R}$ has vanishing Alexandrov curvature [30] and plays a fundamental role in optimal transport [53]. The Wasserstein space has rich applications in modern theories, such as change point detection [28], and Wasserstein regression [14,25,54].

Apart from the above-mentioned examples, there are other NPC spaces, such as phylogenetic trees [9,46], that are of great importance in applications.

A great deal of statistical inference is fundamentally based on the estimation of the Fréchet mean $x^*$. While classical statistics leaned toward the asymptotic behavior of estimators, the derivation of non-asymptotic probability bounds, called concentration or tail inequalities, has drawn increasing attention recently. For an estimator $\hat{x} = \hat{x}(X_1, \ldots, X_n)$ of $x^*$, concentration inequalities for $\hat{x}$ are given in the form of

$$
\mathbb{P}(d(\hat{x}, x^*) \leq r(n, \Delta)) \geq 1 - \Delta,
$$

where $r(n, \Delta)$ is the radius of concentration corresponding to a tail probability level $\Delta$ whose dependence on $n$ is typically determined by the metric-entropy of $M$. There have been only a few attempts to establish such concentration inequalities when $(M, d)$ is not a linear space, and all of them have been restricted to the empirical Fréchet mean $\hat{x} = x_n$, to the best of our knowledge. For $M = \mathbb{R}^D$, it is widely known that the empirical mean $x_n$ is sub-optimal achieving only polynomial concentration for heavy-tailed $P$ in the sense that $\Delta^{-1} = f(n, r(n, \Delta))$ for some $f$ with $f(n, r)$ for fixed $n$ being a polynomial function of $r$.

A solution to alleviating the sub-optimality of the empirical mean $x_n$ is to partition $\{X_1, \ldots, X_n\}$ into a certain number of blocks and then take a ‘median’ of the within-block sample means. This robustifies the empirical mean against heavy-tailed distribution while it inherits its efficiency for light-tailed distribution. The idea was first introduced by [44]. When $M = \mathbb{R}$, the resulting estimator, termed as median-of-means, achieves the concentration inequality (3) with $r(n, \Delta) = C \times n^{-1/2} \sqrt{\log(1/\Delta)}$ for some constant $C > 0$ [18]. The one-dimensional result was extended to $M = \mathbb{R}^D$ by [40] developing the idea of ‘median-of-means tournament’. The resulting estimator $\hat{x}$, also termed as median-of-means, was found to achieve a sub-Gaussian performance:

$$
\mathbb{P}
\left(
\|\hat{x} - x^*\| \leq C_1 \sqrt{\frac{\text{tr}(\Sigma_X)}{n}} + C_2 \sqrt{\frac{\|\Sigma_X\| \log(1/\Delta)}{n}}
\right) \geq 1 - \Delta
$$

for some constants $C_1, C_2 > 0$, where $\Sigma_X$ is the covariance matrix and $\| \cdot \|$ is the operator norm. The concentration property at (4) is what the empirical mean achieves when $X$ has a multivariate sub-Gaussian distribution, so the name sub-Gaussian performance. Both results establish exponential concentration in the sense that $\Delta^{-1} = f(n, r(n, \Delta))$ with $f(n, r)$ for fixed $n$ being an exponential function of $r$. There have been also proposed several other mean estimators satisfying (4) that can be computed.
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in linear time \((nD \log(1/\Delta))^O(1)\) by using the median-of-means principle, see \([15,17,27,36]\), and other related works on robust mean estimation, e.g. \([12,42]\).

All the aforementioned works, however, treated Euclidean spaces for \(\eta = d^2\) with extensive use of the associated inner product. Apart from the Euclidean cases, there are few works for infinite-dimensional \(M\), e.g. \([37]\) for a kernel-enriched domain and \([43]\) for a Banach space, both of which considered \(\eta = d^2\). We are also aware of \([29]\) that studied the case of arbitrary metric spaces. However, the latter work does not use the geometric features of the underlying metric space but assumes certain high-level conditions. The conditions include the existence of an estimator \(\hat{x}\) and a random distance \(\text{DIST}\) on \((M, d)\) such that \(P(d(\hat{x}, x^i) \leq \varepsilon) \geq 2/3\) for some \(\varepsilon > 0\) and \(P(d(x, y)/2 \leq \text{DIST}(x, y) \leq 2d(x, y)) \geq 8/9\) for all \(x, y \in M\). We highlight that the present work is the first to use the median-of-means principle without imposing strong assumptions such as in \([29]\) when \(M\) is a non-vector space. Our technical development is significantly different from the existing works in the literature. We note that there is no distribution on non-vector spaces corresponding to Gaussian or sub-Gaussian distribution on \(\mathbb{R}^D\), neither are available the notions of trace and operator norm, so that an analogue of the sub-Gaussian performance as at (4) for non-vector spaces does not seem to be possible. Nevertheless, we establish for our estimators exponential concentration in the sense that the inverse of ‘probability regret’ \(\Delta\) at (3) is an exponential function of the radius of concentration.

In this paper, we first extend the notion of median-of-means to general metric spaces \(M\). Then, we address the problem of robust estimation by taking into account the metric geometry of the underlying space. To this end, we use the \(CN\) (‘Courbure Négative’ in French), quadruple and variance inequalities, which are not well known in statistics, instead of the inner product. We show that, when \(M\) is an NPC space and \(\eta(x, y) = d(x, y)^\alpha\), the corresponding geometric-median-of-means estimator achieves exponential concentration for all \(\alpha \in (1, 2]\), under only the second moment condition \(\mathbb{E}d(x^*, X)^2 < +\infty\). In particular, for the treatment of the ‘bridging’ case where \(\alpha \in (1, 2]\), we introduce a further extended notion of the geometric-median-of-means, for which we devise generalized versions of the CN and variance inequalities. Our work is the first that provides concentration inequalities for median-of-means type estimators with explicit constants, when \(\eta\) is not necessarily \(d^2\) or \(M\) is a possibly infinite-dimensional non-vector space.

We work with (possibly non-compact) NPC spaces for the geometric-median-of-means estimators since the Fréchet mean \(x_n\) has poor performance in such spaces. In fact, the concentration properties of \(x_n\) depend heavily on the compactness and curvature of \(M\). For general Polish spaces, an exponential concentration inequality may be established with \(x_n\) if the space is compact \([2]\). For non-compact geodesic spaces, however, only polynomial concentration is possible with \(x_n\) unless a strong assumption on the tail of \(P\) is imposed. The latter was proved for Euclidean spaces, a special case of non-compact spaces \([12]\). As for the curvature of the underlying space, \(x_n\) has a poorer rate of convergence for \(M\) with non-positive curvature than with positive curvature (Sections 3 and 4.3). Curvature and compactness are related in the case where \(M\) is a Riemannian manifold. The Bonnet-Myers theorem states that, if the sectional curvature of a Riemannian manifold is bounded from below by \(\kappa > 0\), then \(\text{diam}(M) \leq \pi/\sqrt{\kappa}\) so that it is compact. To complement the existing works for \(x_n\), we demonstrate the polynomial concentration of \(x_n\), as well, for general Polish spaces in Section 3, and for NPC spaces as a specialization of the latter in Section 4. We note that there have been few works on non-asymptotic theory of \(x_n\) for non-Euclidean \(M\), although its asymptotic theory has been widely studied \([7,8,33,49]\). The work in Section 3 for the empirical Fréchet mean \(x_n\) paves our way for developing the main results in Section 5 for the geometric-median-of-means estimators.

Our treatment of NPC spaces relies on the metric geometry of the underlying space \(M\), rather than on the differential geometry of \(M\). Consequently, the radius of concentration \(r(n, \Delta)\) in the exponential inequalities in Section 5 does not involve any term related to the structure of the tangential vector space of \(M\), which corresponds to \(\Sigma_X\) in Lugosi \([40]\) when \(M = \mathbb{R}^D\). We find that assuming
$\mathbb{E} d(x^*, X)^2 < +\infty$ is enough to deduce the exponential concentration. The flexibility inherent in our framework thus allows our work to serve as the basic constituent for a wide range of principal methods for non-Euclidean data. In particular, the theoretical development achieved in this paper may be adapted to the robustification of various recent Fréchet regression techniques [14,25,39,47,54].

2. Assumptions

In this section, we present the main structures of the underlying metric, where we base our theory, and key assumptions on the entropy of the underlying space. The validity of the assumptions will be discussed in Section 4.

Let $(\mathcal{M}, d)$ be a separable and complete metric space (Polish space). Consider the set of all probability measures on $\mathcal{M}$ denoted by $\mathcal{P}(\mathcal{M})$. Let $\mathcal{P}$ be a probability measure with finite second moment, i.e.

$$\mathcal{P} \in \mathcal{P}_2(\mathcal{M}) := \left\{ P \in \mathcal{P}(\mathcal{M}) : \int_{\mathcal{M}} d(x, y)^2 d\mathcal{P}(y) < +\infty \text{ for some } x \in \mathcal{M} \right\}.$$  

We note that, if $\int_{\mathcal{M}} d(x, y)^2 d\mathcal{P}(y) < +\infty$ for some $x \in \mathcal{M}$, then it holds for all $x \in \mathcal{M}$. Let $\mathcal{P}$ be a probability measure on $\mathcal{M}$, and let $\mathcal{P}_n$ be its empirical probability measure. Then, the empirical Fréchet mean $x_n$ at (2) can be written as

$$x_n \in \arg \min_{x \in \mathcal{M}} \int_{\mathcal{M}} \eta(x, y) d\mathcal{P}_n(y).$$

To analyze the deviation of $x_n$ from $x^*$ by making use of the difference of their $\eta$-functional values, we introduce two assumptions, the first on $\eta : \mathcal{M} \times \mathcal{M} \to \mathbb{R}$ and the second on $\mathcal{P} \in \mathcal{P}_2(\mathcal{M})$:

(A1) Quadruple inequality: There is a nonnegative function $l : \mathcal{M} \times \mathcal{M} \to [0, +\infty)$, called growth function, such that, for any $y, z, p, q \in \mathcal{M}$,

$$l(y, z) = 0 \Leftrightarrow y = z,$$

$$\eta(y, p) - \eta(y, q) - \eta(z, p) + \eta(z, q) \leq 2l(y, z) \cdot d(p, q).$$

(A2) Variance inequality: There exist constants $K > 0$ and $\beta \in (0, 2)$ such that, for all $x \in \mathcal{M}$,

$$l(x, x)^2 \leq K \left( \int_{\mathcal{M}} (\eta(x, y) - \eta(x^*, y)) d\mathcal{P}(y) \right)^{\beta}.$$  

We note that (A1) and (A2) together imply the uniqueness of the Fréchet mean $x^*$.

Example 1. Consider the case where $\mathcal{M}$ is a Hilbert space $\mathcal{H}$ with an inner product $\langle \cdot, \cdot \rangle$ and $d(x, y) = ||x - y||$ for the induced norm $|| \cdot ||$ of $\langle \cdot, \cdot \rangle$. Let $\eta = d^2$. If $X$ has finite second moment, i.e. $\mathbb{E} d(x^*, X)^2 < +\infty$, then $x^* = \mathbb{E} X$ is the unique barycenter of $X$ in the sense of Bochner integration. Also, it holds that

$$\eta(y, p) - \eta(y, q) - \eta(z, p) + \eta(z, q)$$

$$= (2(y - q, q - p) + ||q - p||^2) - (2(z - q, q - p) + ||q - p||^2)$$

$$= 2(y - z, q - p)$$

$$\leq 2||y - z|| \cdot ||p - q||.$$
Thus, (A1) holds with \( l = d \), and (A2) does with equality holding always for all \( x \in \mathcal{M} \) with \( K = \beta = 1 \):

\[
\mathbb{E} \left( \eta(x, X) - \eta(x^*, X) \right) = \mathbb{E} \left( 2(x^* - X, x - x^*) + ||x - x^*||^2 \right) = ||x - x^*||^2. \]

For curved spaces, the inequality in (A2) may be satisfied, but with equality not holding always for all \( x \in \mathcal{M} \) in general, contrary to the Hilbertian case. Moreover, both \( x_n \) and \( x^* \) do not have a closed form expression for curved metric spaces although \( x_n \) has for Hilbert spaces. Therefore, in order to derive a concentration inequality for \( x_n \), we need an inequality that gives an upper bound to the discrepancy \( l(x_n, x^*) \) between \( x_n \) and \( x^* \). The variance inequality (A2) implies that \( l(x_n, x^*) \) can be controlled by the positive function \( \eta(x_n, \cdot) - \eta(x^*, \cdot) \), called the empirical excess risk of \( \eta \):

\[
l(x_n, x^*)^2 \leq K \left( \int_{\mathcal{M}} (\eta(x_n, y) - \eta(x^*, y)) \, dP(y) \right)^{\beta}. \]  

(5)

For the usual choice \( \eta = d^2 \), it turns out that (A1) and (A2) hold with \( l = d, K = \beta = 1 \) for general NPC spaces \( \mathcal{M} \), see Section 4.1 for details.

Bounding the right hand side of (5) with a high probability depends on the geometric properties of the class of functions \( \eta(x, \cdot) - \eta(x^*, \cdot) \) for \( x \in \mathcal{M} \). It turns out that the dependence is through the centered functional \( \eta_c \) defined by \( \eta_c(x, \cdot) = \eta(x, \cdot) - \int_{\mathcal{M}} \eta(x, y) \, dP(y) \). Put \( f_\eta(x, \cdot) = \eta_c(x, \cdot) - \eta_c(x^*, \cdot), x \in \mathcal{M} \).

**Definition 1.** For \( \delta \geq 0 \),

\[
\mathcal{M}_\eta(\delta) = \left\{ x \in \mathcal{M} : \int_{\mathcal{M}} (\eta(x, y) - \eta(x^*, y)) \, dP(y) \leq \delta \right\},
\]

\[
\mathcal{F}_\eta(\delta) = \{ f_\eta(x, \cdot) : x \in \mathcal{M}_\eta(\delta) \},
\]

\[
\sigma^2_\eta(\delta) = \sup \left\{ \int_{\mathcal{M}} f_\eta(x, y)^2 \, dP(y) : x \in \mathcal{M}_\eta(\delta) \right\}.
\]

**Example 2.** Consider the \( \eta \) and \( X \) in Example 1. Let \( \Sigma_X : \mathcal{H} \times \mathcal{H} \to \mathbb{R} \) be the covariance operator of \( X \) defined by \( \Sigma_X(x, y) = \mathbb{E} \left( (x, X - x^*) (y, X - x^*) \right) \) and \( \lambda_{\text{max}} \) be its largest eigenvalue. From Example 1, it is straightforward to see that \( \mathcal{M}_\eta(\delta) = B(x^*, \sqrt{\delta}) \) and \( \mathbb{E} \eta(x, X) = \text{tr}(\Sigma_X) + ||x - x^*||^2 \), where \( B(x, r) \) denotes the ball centered at \( x \) with radius \( r \), \( \text{tr}(\Sigma_X) = \sum_k \Sigma_X(e_k, e_k) \) and \( \{ e_k : k \geq 1 \} \) is an arbitrary orthonormal basis of \( \mathcal{H} \). Let \( || \cdot ||_{2,p} \) be defined by \( ||f||_{2,p} = \mathbb{E} f(X)^2 \). Then,

\[
\eta_c(x, y) = ||x - y||^2 - ||x - x^*||^2 - \text{tr}(\Sigma_X),
\]

\[
f_\eta(x, y) = 2(x - x^*, x^* - y),
\]

\[
||f_\eta(x, \cdot) - f_\eta(y, \cdot)||_{2,p}^2 = 4 \mathbb{E} \left( (x - y, X - x^*)^2 \right) = 4 \Sigma_X(x - y, x - y).
\]

Note that \( f_\eta(x, \cdot) : \mathcal{H} \to \mathbb{R} \) is an affine function and \( f_\eta(x^*, \cdot) = 0 \equiv f_\eta(\cdot, x^*) \). Also, from the Cauchy-Schwarz inequality, we have

\[
\sigma^2_\eta(\delta) = \sup \left\{ 4 \mathbb{E} ((x - x^*, X - x^*)^2) : x \in B(x^*, \sqrt{\delta}) \right\} = \sup \left\{ 4 \Sigma_X(x - x^*, x - x^*) : x \in B(x^*, \sqrt{\delta}) \right\} = 4 \delta : \lambda_{\text{max}}. \]
Under the assumptions (A1) and (A2), it holds that
\[ \sup_{x \in M_{\eta}(\delta)} f_{\eta}(x, y) = \sup_{x \in M_{\eta}(\delta)} \int_{M} (\eta(x, y) - \eta(x^*, y) - \eta(x, z) + \eta(x^*, z)) dP(z) \]
\[ \leq 2 \sup_{x \in M_{\eta}(\delta)} \int_{M} l(x, x^*) d(y, z) dP(z) \]
\[ \leq 2 \sqrt{K\delta^2} \int_{M} d(y, z) dP(z) =: H_{\delta, \eta}(y). \]

By definition \( H_{\delta, \eta} \) 

envelops the class \( F_{\eta}(\delta) \) of functions under the assumptions (A1) and (A2). Let \( \| \cdot \|_{2, P_n} \) be defined by
\[ \| f \|_{2, P_n}^2 = n^{-1} \sum_{i=1}^{n} f(X_i)^2, \quad f : M \to \mathbb{R}. \]

Note that \( \| \cdot \|_{2, P_n} \) is a pseudo metric. To analyze high probability concentration, toward zero, of the right hand side of (5), we consider the following assumption on the \( \| \cdot \|_{2, P_n} \)-metric entropy of \( M \).

(B1) Finite-dimensional \( M \): There are some constants \( A, D > 0 \) such that, for any \( \delta > 0 \) and \( n \in \mathbb{N} \),
\[ N(\tau H_{\delta, \eta} \|_{2, P_n}, F_{\eta}(\delta), \| \cdot \|_{2, P_n}) \leq \left( \frac{A}{\tau} \right)^D, \quad 0 < \tau \leq 1, \]

The constant \( D \) in the assumption (B1) is related to the index of VC(Vapnik-Červonenkis)-type class of functions, which appears frequently in M-estimation. According to the common definition [26], \( F_{\eta}(\delta) \) is of VC-type with respect to \( H_{\delta, \eta} \) if
\[ \sup_{Q \in \mathcal{P}(M)} N(\tau H_{\delta, \eta} \|_{2, Q}, F_{\eta}(\delta), \| \cdot \|_{2, Q}) \leq \left( \frac{A}{\tau} \right)^{D_{vc}} \tag{7} \]
for some constants \( A, D_{vc} > 0 \). The constant \( D_{vc} \), termed as VC index, may not equal the dimension of \( M \) in general, but is usually larger, and (7) implies (B1) with \( D = D_{vc} \), the latter being what we actually need in our framework. Because of the implication, \( F_{\eta}(\delta) \) with (B1) may be regarded as a weak VC-type class of functions, and \( D \) as a weak VC index. In Proposition 3 given later in Section 4 we show that (B1) holds with \( D = \dim(M) \) in the case where \( M \) is an NPC space with \( \dim(M) < +\infty \) and \( \eta = d^2 \).

For infinite-dimensional scenarios, we make the following assumption on the geometric complexity of \( M \).

(B2) Infinite-dimensional \( M \): There are some constants \( A, \zeta > 0 \) such that, for any \( \delta > 0 \) and \( n \in \mathbb{N} \),
\[ \log N(\tau H_{\delta, \eta} \|_{2, P_n}, F_{\eta}(\delta), \| \cdot \|_{2, P_n}) \leq \frac{A}{\tau^{2\zeta}}, \quad 0 < \tau \leq 1. \]

The constant \( \zeta \) describes how quickly the covering number grows as \( \tau \) decreases. For probability measures \( P \) with non-compact support, the complexity constant depends largely on the curvature of \( M \). Here and throughout the paper, ‘curvature’ means sectional curvature for Riemannian manifolds.
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and Alexandrov curvature for general metric spaces. When \( \eta = d^2 \), we get that \( \zeta = 1 \) for Hilbert spaces \( M \), \( \zeta \leq 1 \) for geodesic spaces with positive curvature, and \( \zeta \geq 1 \) for geodesic spaces with non-positive curvature, see Section 4.3. Based on this, we call \( \zeta \) the curvature complexity of \( M \).

3. Empirical Fréchet means

In this section, we present two theorems that establish polynomial concentration for empirical Fréchet means under the assumptions (A1), (A2), (B1) and (B2) in the case where \( M \) is a general Polish space. The theorems are used in developing exponential concentration for geometric-median-of-means estimators to be introduced in Section 5. Throughout this section, we assume that \( P \) has finite second moment, i.e., \( \sigma_X^2 := \mathbb{E} d(x, X)^2 < +\infty \).

**Theorem 1.** Assume (A1), (A2) and (B1), and let \( (K, \beta) \) and \( (A, D) \) be the constant pairs that appear in (A2) and (B1), respectively. Then, for all \( n \in \mathbb{N} \) and \( \Delta \in (0, 1) \),

\[
l(x_n, x^*) \leq C_\Delta \cdot \left( \frac{\sigma_X}{\sqrt{n}} \right)^{\frac{\beta}{2}}
\]

with probability at least \( 1 - \Delta \), where \( C_\Delta \) is given by

\[
C_\Delta = K^{\frac{1}{2+\mu}} \left\{ 32 \left( 24AD + \frac{2}{\Delta} \right) \right\}^{\frac{\mu}{2+\mu}}.
\]

In the case where \( M \) is an NPC space to be introduced in the next section, choosing \( \eta = d^2 \) gives \( l = d \) and \( K = \beta = 1 \), see Section 4.1. In this case, Theorem 1 provides an upper bound of order \( \sigma_X \sqrt{n\Delta} \) for \( d(x_n, x^*) \). Note that, in the trivial case where \( M = \mathbb{R}^D \) with \( d(x, y) = |x - y| \), an application of the Chebyshev inequality gives

\[
\mathbb{P} \left( |x_n - x^*| \leq \frac{\sigma_X}{\sqrt{n\Delta}} \right) \geq 1 - \Delta.
\]

Here and throughout this paper, \( | \cdot | \) denotes the Euclidean norm. The extra factor \( C_\Delta \) in Theorem 1 is a price we pay for the complexity of \( M \) to deal with general metric spaces. The following theorem is for infinite-dimensional scenarios with the assumption (B2).

**Theorem 2.** Assume (A1), (A2) and (B2), and let \( (K, \beta) \) and \( (A, \zeta) \) be the constant pairs that appear in (A2) and (B2), respectively. Then, there is a universal constant \( C_{A, \zeta} \) depending only on \( A > 0 \) and \( \zeta > 0 \) such that, for all \( n \in \mathbb{N} \) and \( \Delta \in (0, 1) \),

\[
l(x_n, x^*) \leq \begin{cases} 
K \frac{1}{2+\mu} \left( C_{A, \zeta} \cdot \frac{1}{n^{1/2}} \cdot \frac{\sigma_X}{\sqrt{\Delta}} \right)^{\frac{\mu}{2+\mu}}, & \text{if } 0 < \zeta < 1 \\
K \frac{1}{2+\mu} \left( C_{A, \zeta} \cdot \log n \cdot \frac{\sigma_X}{\sqrt{\Delta}} \right)^{\frac{\mu}{2+\mu}}, & \text{if } \zeta = 1 \\
K \frac{1}{2+\mu} \left( C_{A, \zeta} \cdot \frac{1}{n^{1/2\zeta}} \cdot \frac{\sigma_X}{\sqrt{\Delta}} \right)^{\frac{\mu}{2+\mu}}, & \text{if } \zeta > 1
\end{cases}
\]

with probability at least \( 1 - \Delta \).
An explicit form of the constant $C_{A,\zeta}$ in Theorem 2 may be found in the proof of the theorem in Appendix A.1. The theorem demonstrates that the consistency of the empirical Fréchet mean $x_n$ continues to hold for infinite-dimensional $(\mathcal{M}, d)$, but with slower rates of convergence to $x^*$ for increasing $n$ when $\zeta \geq 1$, compared to the finite-dimensional case in Theorem 1. It shows that, for infinite-dimensional geodesic spaces $\mathcal{M}$, decreasing the curvature of $\mathcal{M}$ results in slowing down the rate of convergence of $x_n$ to $x^*$ since the curvature complexity $\zeta$ gets larger as the curvature decreases. This implies that the rate is slower for $\mathcal{M}$ with non-positive curvature than with positive curvature. We note that, for the finite-dimensional case, the rate of convergence of $x_n$ does not depend on the curvature, as is shown in Theorem 1. The constant $A$ in $C_{A,\zeta}$, however, gets larger as the curvature of $\mathcal{M}$ decreases when $\mathcal{M}$ is a Riemannian manifold and $\eta = d^2$, see Section 4.3.

Theorems 1 and 2 reveal that the empirical Fréchet mean achieves only polynomial concentration speeds. In Section 5 we discuss in depth alternative estimators that have exponential speeds, basically replacing $\frac{1}{\Delta}$ by $\log \frac{1}{\Delta}$ in the concentration inequalities.

4. Consideration of assumptions

In this section, we discuss the validity of the assumptions (A1), (A2), (B1) and (B2) for non-positive curvature (NPC) spaces. We also derive generalized versions of the CN and variance inequalities.

**Definition 2.** A Polish space $(\mathcal{M}, d)$ is called an (global) NPC space if for any $x_0, x_1 \in \mathcal{M}$, there exists $y \in \mathcal{M}$ such that

$$d(z, y)^2 \leq \frac{1}{2}d(z, x_0)^2 + \frac{1}{2}d(z, x_1)^2 - \frac{1}{4}d(x_0, x_1)^2, \quad z \in \mathcal{M}.$$ 

**Example 3.** Any Hilbert space $(H, \langle \cdot, \cdot \rangle)$ is an NPC space: for any $x_0, x_1, z \in \mathcal{M}$

$$\frac{1}{2}d(z, x_0)^2 + \frac{1}{2}d(z, x_1)^2 - \frac{1}{4}d(x_0, x_1)^2 = \frac{1}{4} \left(2\|z - x_0\|^2 + 2\|z - x_1\|^2 - \|(z - x_0) - (z - x_1)\|^2\right)$$

$$= \frac{1}{4} \|(z - x_0) + (z - x_1)\|^2$$

$$= d \left(z, \frac{x_0 + x_1}{2}\right)^2. \quad \Box$$

Throughout this section, $\mathcal{M}$ is an NPC space. Also, when there is no confusion, with an abuse of terminology, ‘Riemannian manifold’ means a smooth, complete and connected finite-dimensional Riemannian manifold. By the Hopf-Rinow Theorem, such a Riemannian manifold is geodesically complete.

4.1. Common choice $\eta = d^2$

Let us first discuss some properties of NPC spaces when $\eta(x, y) = d(x, y)^2$. The geometry of metric measure spaces with non-positive curvature is mainly developed by Sturm [49]. Note that the existence and uniqueness of the Fréchet mean for any probability measure are guaranteed for such spaces.

We have seen in Example 1 that, for Hilbert spaces, the inner product structure allows us to easily verify (A1) and the equality in (A2) with $l = d$, $K = \beta = 1$. For curved spaces, however, $d(x, y)^2 - d(x^*, y)^2$ cannot be expressed nicely, thus our assumptions (A1) and (A2) may not be easy to check.
For example, for Riemannian manifolds $\mathcal{M}$, the relationship between the embedded distance $\| \log_p x - log_p y \|$ for $p, x, y \in \mathcal{M}$ and the original distance $d(x, y)$ depends considerably on the curvature, see Remark 1 below. Nevertheless, using the fact that the geodesic deviation accelerates as two geodesics move further away from the origin, one may prove the following inequalities for global NPC spaces $\mathcal{M}$, see [49] for details.

**CN inequality:** For any $y \in \mathcal{M}$ and for any geodesic $\gamma : [0, 1] \rightarrow \mathcal{M}$,
\[
d(\gamma_t, y)^2 \leq (1-t)d(\gamma_0, y)^2 + t d(\gamma_1, y)^2 - t(1-t)d(\gamma_0, \gamma_1)^2, \quad t \in [0, 1].
\]

**Quadruple inequality:** For any $y, z, p, q \in \mathcal{M}$,
\[
d(y, p)^2 - d(z, p)^2 - d(y, q)^2 + d(z, q)^2 \leq 2d(y, z)d(p, q).
\]

**Variance inequality:** For any $x \in \mathcal{M}$ and for any $P \in \mathcal{P}_2(\mathcal{M})$,
\[
d(x, x^*)^2 \leq \int_{\mathcal{M}} \left( d(x, y)^2 - d(x^*, y)^2 \right) dP(y).
\]

Here, ‘CN’ stands for Courbure Négative in French. Therefore, not only for Hilbert spaces but also for NPC spaces, our assumptions (A1) and (A2) are satisfied with $K = \beta = 1$, $l = d$ for the usual choice $\eta(x, y) = d(x, y)^2$.

**Remark 1.** We note that $\eta = d^2$ satisfies the Hamilton-Jacobi equation, see (14.29) in [53], and the homogeneous Taylor polynomial of order 4 for $\eta$ gives the following formula: for any $p \in \mathcal{M}$ and $v, w \in T_p \mathcal{M}$,
\[
d\left( \exp_p(tv), \exp_p(tw) \right)^2 = \|v - w\|^2 \cdot t^2 - \frac{1}{3} \text{Riem}(v, w, v) \cdot t^4 + O(t^5),
\]
where ‘Riem’ stands for the Riemannian curvature tensor.

### 4.2. Cases with $\eta = d^\alpha$

Here, we consider the choice $\eta = d^\alpha$, or equivalently $\eta = d_{\alpha}^2$, with $d_{\alpha} = d^{\alpha/2}$, for $\alpha \in (1, 2]$. We note that the Fréchet mean $x^*$ corresponding to $\alpha = 1$ is analogous to the conventional median for $\mathcal{M} = \mathbb{R}$, thus is often called Fréchet median. We exclude the case $\alpha = 1$ in our discussion, however, for the reason to be given shortly. We also note that $d_{\alpha}$ is a metric for $\alpha \in (1, 2]$, and is often called power transform metric. The associated Fréchet mean is called $\alpha$-power Fréchet mean. With a slight abuse of notation we continue to denote it by $x^*$ throughout this paper.

Fig. 1 illustrates the $\alpha$-power Fréchet means for several $\alpha \in [1, 2]$ when $\mathcal{M} = \mathbb{R}^2$, $d(x, y) = |x - y|$ and $P$ has the equal probability mass 1/3 at three points $a_1 = (0, h)$, $a_2 = (-\sqrt{3}, 0)$, $a_3 = (\sqrt{3}, 0)$. The right panel depicts $t$ in $x^* = (0, t)$ as a function of $h$. For $\alpha = 2$, $x^* = (a_1 + a_2 + a_3)/3 = (0, h/3)$ becomes most sensitive to the change of $a_1 = (0, h)$ from a certain point on the scale of $h$. For $\alpha = 1$, $x^* = \arg \min_{x \in \mathbb{R}^2} |x - a_1| + |x - a_2| + |x - a_3|$, known as the Fermat point, is invariant for $h \geq 1$. As the cases $\alpha = 1.1$ and $\alpha = 1.5$ demonstrate, $x^*$ for $\alpha \in (1, 2]$ is resistant to outlying $a_1 = (0, h)$ to a certain extent depending on $\alpha$: the smaller $\alpha$ is, the more it resists.

Fig. 1 also indicates that all $\alpha$-power Fréchet means for different values of $\alpha$ meet at $(0, 1)$ when $a_1 = (0, 3)$. This is not a coincidence. Proposition S.1 in the Supplementary Material shows that, if
Figure 1. The left panel depicts the positions of the $\alpha$-power Fréchet mean $x^\alpha$ and the three points $a_1, a_2, a_3$ having equal mass. The right panel shows the change of $x^\alpha$ as $a_1$ moves with $a_2$ and $a_3$ staying fixed, for $\alpha = 1/1.1/1.5/2$ (solid/dashed/dotted/dot-dashed).

The underlying probability measure $P$ is invariant under rotation around a point $z$, then $z$ is the unique $\alpha$-power Fréchet mean for all $\alpha \geq 1$.

The rates of convergence for $\alpha$-power Fréchet means are studied for NPC spaces with $\alpha \in [1,2]$ in Schötz [48]. In the latter work it is proved that the assumption (A1) holds with $I(y,z) = \alpha^2 \alpha^+ \alpha^{-1}$, for any $y, z, p, q \in M$,

$$d(y,p)^\alpha - d(z,p)^\alpha - d(y,q)^\alpha + d(z,q)^\alpha \leq \alpha 2^{-\alpha+1} d(y,z)^{\alpha-1} d(p,q), \quad \alpha \in [1,2]. \quad (8)$$

Moreover, according to Appendix E in Schötz [48], no growth function satisfying (A1) exists for $\alpha > 2$ and $0 < \alpha < 1$. For $\alpha = 1$, (8) implies (A1) with the growth function $I(y,z) = I(y \neq z)$, but with this the assumption (A2) makes no sense, so that Theorems 1 and 2 are not meaningful for $\eta = d$. For the case where $\alpha = 1$, Bačák [4] provided some results analogous to Theorems 1 and 2. Bačák [5,6] also introduced stochastic proximal point algorithms (PPA) to compute Fréchet medians in NPC spaces.

In the next two propositions we derive generalized CN and variance inequalities for $\alpha \in (1,2]$. Thus, the theorems in Section 3 remain valid for $\alpha$-power Fréchet means as well.

**Proposition 1 (Power transform CN inequality).** Let $\gamma: [0,1] \to M$ be a geodesic and $\alpha \in [1,2]$. Then, it holds that, for any $\delta \geq 0, t \in [0,1]$ and $z \in M$,

$$d(\gamma_t, z)^\alpha \leq (1 + \delta)^{1-\alpha/2} \left[ (1-t)^{\alpha/2} d(\gamma_0, z)^{\alpha} + t^{\alpha/2} d(\gamma_1, z)^{\alpha} \right]$$

$$- \delta^{1-\alpha/2} \left[ t(1-t) d(\gamma_0, \gamma_1)^2 \right]^{\alpha/2}.$$
way in the proof of the following proposition, and also in the proofs of the concentration inequalities
given in Theorems 6 and 7 later in Section 5.2.

To state the second proposition, for $\alpha > 0$ we let

$$
P_\alpha(M) := \{P \in \mathcal{P} : \int_M d(x,y)^\alpha dP(y) < +\infty \text{ for some } x \in M\}.
$$

For $P \in P_\alpha(M)$, define $F_\alpha(\cdot) = \int_M d(\cdot,y)^\alpha dP(y)$ and

$$
b_\alpha(x) = \sup_{t \in (0,1]} \frac{F_\alpha(\gamma_t^x) - \{t^{\alpha/2} + (1-t)^{\alpha/2}\} F_\alpha(x^*)}{t^{\alpha/2}d(x,x^*)^\alpha}, \quad x \in M \setminus \{x^*\},
$$

where $\gamma^x : [0,1] \to M$ is the geodesic from $x^*$ to $x$.

**Proposition 2 (Power transform variance inequality).** Let $\alpha \in [1, 2]$ and $P \in P_\alpha(M)$. If $b_\alpha(x) > 0$, then

$$
d(x,x^*)^\alpha \leq \frac{1}{b_\alpha(x)} \int_M (d(x,y)^\alpha - d(x^*,y)^\alpha) dP(y), \quad x \in M \setminus \{x^*\}.
$$

Therefore, if $B_\alpha := \inf_{x \in M \setminus \{x^*\}} b_\alpha(x) > 0$, then for any $x \in M$,

$$
d(x,x^*)^\alpha \leq \frac{1}{B_\alpha} \int_M (d(x,y)^\alpha - d(x^*,y)^\alpha) dP(y).
$$

Proposition 2 tells that, in order to establish the power transform variance inequality, it suffices to
check that, for all $x \in M \setminus \{x^*\}$, $F_\alpha(\gamma_t^x)$ gets apart from $(t^{\alpha/2} + (1-t)^{\alpha/2})F_\alpha(x^*)$ by more than a
positive constant multiple of $t^{\alpha/2}d(x,x^*)^\alpha$, at some point $\gamma_t^x$ along the geodesic from $x^*$ to $x$. Note that $F_\alpha(x^*) = \inf_{y \in M} F_\alpha(x)$ and $t^{\alpha/2} + (1-t)^{\alpha/2} \geq 1$ for all $t \in [0,1]$. For the common choice $\eta = d^2$, i.e. $\alpha = 2$, it follows from the (power transform) CN inequality that, for any $x \in M \setminus \{x^*\}$,

$$
b_2(x) = \sup_{t \in (0,1]} \frac{F_2(\gamma_t^x) - F_2(x^*)}{t \cdot d(x,x^*)^2} \geq \sup_{t \in (0,1]} \frac{t^2 \cdot d(x,x^*)^2}{t \cdot d(x,x^*)^2} = 1.
$$

Thus, we may take $B_2 = 1$ in this case and the proposition gives the usual variance inequality in Section 4.1. For $\eta = d^2$ with $\alpha \in (1, 2]$ in general, if $P \in P_\alpha(M)$ satisfies $B_\alpha > 0$, then (A1) and (A2) hold
with $l(y,z) = a^{2-\alpha+1}d(y,z)^{\alpha-1}$, $K = a^{2-2\alpha+2}B_\alpha^{2+2/\alpha}$ and $\beta = 2 - 2/\alpha \in (0,1]$. Thus, in this general
case as well, Theorems 1 and 2 hold under the entropy conditions (B1) and (B2), respectively. The
theorems give that

$$
P \left( d(x_n,x^*) \leq 64 \frac{K^{2\alpha/\alpha}}{a} \left( \frac{\log n}{\sqrt{n}} \right)^{1/(\alpha-1)} \cdot \left( 24\sqrt{AD} + \sqrt{\frac{2}{\Delta}} \right) \cdot \frac{\sigma x}{\sqrt{n}} \right) \geq 1 - \Delta
$$

for finite-dimensional NPC spaces $M$ and

$$
P \left( d(x_n,x^*) \leq 2 \frac{K^{\alpha/2}}{a} \left( \frac{\log n}{\sqrt{n}} \right)^{1/(\alpha-1)} \cdot C_{A,c} \cdot \rho_n \cdot \frac{\sigma x}{\sqrt{\Delta}} \right) \geq 1 - \Delta
$$

for infinite-dimensional cases, where $K_a = a^{2-2\alpha+2}B_\alpha^{2+2/\alpha}$ and $\rho_n = n^{-1/2}$ if $0 < \zeta < 1$; $n^{-1/2} \cdot \log n$
if $\zeta = 1$; $n^{-1/2\zeta}$ if $\zeta > 1$. Note that the concentration rates in terms of $\Delta$ and $n$ in (9) and (10) do not depend on $\alpha \in (1, 2]$. 

---
Remark 2. There are other choices of $\eta$, not of the form $d^\alpha$, that may be of interest in statistics. For example, one may be interested in $\eta(x, y) = L_\delta(d(x, y))$, where $L_\delta$ with $\delta > 0$ is the Huber loss defined by

$$L_\delta: [0, +\infty) \to [0, +\infty), \quad x \mapsto \begin{cases} x^2/2, & 0 \leq x \leq \delta \\ \delta \cdot (x - \delta/2), & x > \delta. \end{cases}$$

This choice shares with $\eta = d^\alpha$ for $\alpha \in [1, 2]$ the idea of combining the squared and absolute losses. Another example that may be of practical interest is the Kullback-Leibler divergence $[32]$, $\eta(\mu, \nu) = D_{KL}(\nu||\mu)$, when $(M, d) = (\mathcal{P}_2(\mathbb{R}), W_2)$. The latter is an example of asymmetric functional. However, it seems difficult to prove the basic inequalities in (A1) and (A2) for general $\eta$. In particular, we are not aware of any type of bound for $\eta(\gamma_1, z)$ along a geodesic $\gamma : [0, 1] \to M$ for general $\eta$, which we need for the proof of (A2). To the best of our knowledge, even the results for $\eta = d^\alpha$ we present in Propositions 1 and 2 are the first.

4.3. Metric entropy

VC-type classes appear frequently in the study of empirical processes. Our assumption (B1) on the complexity of $M$ in terms of the random entropy is crucial for the derivation of non-asymptotic concentration properties of $x_n$. It gives universal non-stochastic bounds to the random entropies $N(\tau, \mathcal{F}_\eta(\delta), \| \cdot \|_{2, p_n})$. The calculation of the (weak) VC index $D$ in (B1), i.e. the uniform control of the random covering numbers, is difficult in many cases (see Section 7.2 in [52]). A common technique to obtain $D$ is to exploit the combinatorial structure of the class of functions, provided that it is a VC subgraph class of functions, see [11,26,52] and references therein. However, with a more explicit assumption (B1') given below, which essentially characterizes the dimension of the underlying spaces, we may calculate directly the (weak) VC index without combinatorial notions of complexity such as shattering.

(B1') There are some constants $A_1, D_1 > 0$ such that, for any $\tau \in (0, r]$,

$$N(\tau, B(x^*, r), d) \leq \left( \frac{A_1 r}{\tau} \right)^{D_1}.$$

For a finite-dimensional normed space $M$, one may take $D_1 = \dim(M)$ irrespective of the underlying norm, since all norms in such a space are equivalent. On the contrary, $A_1$ depends on the choice of a metric $d$ and $A_1 = 3$ for the Euclidean norm when $M = \mathbb{R}^D$. In any case, (B1') is for finite-dimensional $M$ and thus the dependence of $A_1$ and $D_1$ on the metric $d$ does not need to be made explicit because the values of $A_1$ and $D_1$ do not affect the convergence rates in Theorem 1 of Section 3 and in Theorems 3 and 6 of Section 5 that are for finite-dimensional cases.

Proposition 3. Let $\eta = d^\alpha$ with $1 \leq \alpha \leq 2$. Assume (A2) and (B1'). Then (B1) holds with $A = A_1^{\alpha-1}$ and $D = D_1/(\alpha - 1)$:

$$N(\tau \| H_{\delta, \eta} \|_{2, p_n}, \mathcal{F}_\eta(\delta), \| \cdot \|_{2, p_n}) \leq \left( \frac{A_1}{\tau^{1/(\alpha-1)}} \right)^{D_1}, \quad 0 < \tau \leq 1.$$

In particular, when $\eta = d^2$ where (A2) is satisfied, (B1') alone implies (B1) with $A = A_4$ and $D = D_4$. 


Considering that the VC index \(D_{\text{vc}}\) introduced in Section 2 is usually larger than the dimension \(D_1\) of the underlying space \(M\), the second result in Proposition 3 is striking as it states that the (weak) VC index \(D\) equals \(D_1\) in our framework when \(\eta = d^2\). It is noteworthy that the right hand side of the inequality in Proposition 3 does not involve any term related to \(\delta\). This can be interpreted as that the growth of \(\|H_{\delta, \eta}\|_{2, p_n}\) counterbalances the increasing complexity of the class \(\mathcal{F}_\eta(\delta)\) as \(\delta\) gets larger.

When \(M\) is a Riemannian manifold and \(\eta = d^\alpha\) with \(\alpha \in (1, 2]\), the constant \(A\) in (B1) is indispensably related to the volume control problem, which is one of the fundamental problems in geometry. Indeed, the constant \(A_1\) in (B1') for a Riemannian manifold depends on how fast the volume of a ball grows as its radius increases, which relies on the sectional (or Ricci) curvature of \(M\). The Bishop-Günther inequality gives an upper bound to the volume change in terms of the sectional curvature, see Theorem 3.101 (ii) in [23]. For the reversed inequality, named as the Bishop-Gromov inequality, see [53]. Because of these inequalities, \(A_1\) thus \(A\) in (B1) becomes smaller as the curvature of \(M\) increases when \(\eta = d^\alpha\) with \(\alpha \in (1, 2]\).

Contrary to the case of finite-dimensional \(M\), a version of (B1') is not true in many cases of infinite-dimensional \(\bar{M}\). If \(\bar{M}\) is an infinite-dimensional normed space, then any closed ball is non-compact, so that there is some \(t_0 > 0\) such that \(\log N(\tau, B(x^*, r), d) = \infty\) for any \(\tau < t_0\). Therefore, the approach that mimics the finite-dimensional case does not work for infinite-dimensional \(\bar{M}\) in general. However, for separable Hilbert spaces we may calculate directly the explicit constants in the assumption (B2), \(A = 1/32\) and \(\zeta = 1\) as demonstrated in the following proposition.

**Proposition 4.** Let \(M\) be a Hilbert space and \(\eta = d^2\) with \(d(x, y) = \|x - y\|\). Then, for any probability measure \(P \in \mathcal{P}_2(M)\),

\[
\log N\left(\tau \|H_{\delta, \eta}\|_{2, p}, \mathcal{F}_\eta(\delta), \| \cdot \|_{2, p}\right) \leq \frac{1}{32\tau^2}, \quad 0 < \tau \leq 1.
\]

Furthermore, for the empirical measure \(P_n\), it holds that

\[
\log N\left(\tau \|H_{\delta, \eta}\|_{2, p_n}, \mathcal{F}_\eta(\delta), \| \cdot \|_{2, p_n}\right) \leq \frac{1}{32\tau^2}, \quad 0 < \tau \leq 1.
\]

Proposition 4 may be used to verify (B2) with \(\eta = d^2\) for Riemannian manifolds \((M, d)\). Note that \(d(x, y) \leq \|\log_{\bar{P}} x - \log_{\bar{P}} y\|\) for \(M\) with non-negative curvature, while \(d(x, y) \geq \|\log_{\bar{P}} x - \log_{\bar{P}} y\|\) for \(M\) with non-positive curvature, i.e. for Hadamard manifolds. By embedding \(M\) into the tangent space \(T_x \bar{M}\) and applying Proposition 4 to \(T_x \bar{M}\), one may argue that (B2) is satisfied with some \(\zeta \leq 1\) for Riemannian manifolds with non-negative curvature, and with some \(\zeta \geq 1\) for Hadamard manifolds. In fact, \(\zeta\) in (B2), termed as curvature complexity, can be made smaller as the curvature of \(M\) gets larger. The latter follows from the Toponogov comparison theorem: the larger the sectional curvature of an underlying space \(M\) is, the slower the acceleration of the deviation between two geodesics emanating from a single point.

### 4.4. Wasserstein space

For a separable Banach space \((X, \| \cdot \|)\), \(\mathcal{P}_2(X)\) is called Wasserstein space and can be written as

\[
\mathcal{P}_2(X) = \{\mu \in \mathcal{P}(X) : \int_X \|x\|^2 d\mu(x) < \infty\}.
\]
where $\mathcal{P}(X)$ denotes the set of all probability measures on $X$. The Wasserstein space $\mathcal{P}_2(X)$ is equipped with the Wasserstein distance

$$W_2(\mu, \nu) = \left( \inf_{\pi \in \Pi(\mu, \nu)} \int_{X \times X} ||x - y||^2 d\pi(x, y) \right)^{1/2}, \quad \mu, \nu \in \mathcal{P}_2(X)$$

where $\Pi(\mu, \nu)$ denotes the family of all probability measures on $M \times M$ with marginals $\mu$ and $\nu$.

The Wasserstein space $\mathcal{P}_2(X)$ for a general Banach space $X$ has non-negative Alexandrov curvature at any probability measure $\mu \in \mathcal{P}_2(X)$ that is absolutely continuous with respect to all non-degenerate Gaussian measures [2,45]. For $X = \mathbb{R}$, however, $\mathcal{P}_2(\mathbb{R})$ has vanishing Alexandrov curvature [30]. Thus, the latter is an NPC space, and (A1) and (A2) are satisfied with $K = \beta = 1$ and $l = W_2$ for the usual choice $\eta(\mu, \nu) = W_2(\mu, \nu)^2$, see Section 4.1. Even though $\mathcal{P}_2(\mathbb{R})$ is not compact, if we restrict ourselves to $M = \mathcal{P}_2([-B, B]) \subset \mathcal{P}_2(\mathbb{R})$ for $0 < B < \infty$, then $M$ is compact in $\mathcal{P}_2(\mathbb{R})$ (see Corollary 2.2.5 in [45]) with a finite diameter: $W_2(\mu, \nu) \leq 2B$ for all $\mu, \nu \in \mathcal{P}_2([-B, B])$. This implies that the Wasserstein ball $B(\mu^*, r) \subset \mathcal{P}_2(\mathbb{R})$ is way larger than $\mathcal{P}_2([-r/2, r/2])$, since the former set includes probability measures with non-compact support and there is no hope that one can prove (B2) for some $D_1 > 1$ due to Theorem A.1 in [10]:

$$N(\tau, \mathcal{P}_2([-B, B]), W_2) \leq \left( \frac{\sqrt{16eB}}{\tau} \right)^{8B/\tau}.$$ 

This would give (B2) for some $A, \zeta > 1/2$ that do not depend on $n$ as in the finite-dimensional case, see Subsection 2.2.4 of [45] or Appendix A of [10] for the explicit constants.

5. Geometric-median-of-means

For empirical Fréchet means in non-compact metric spaces, polynomial concentration, as we derived in Section 3, is the best one can achieve. In this section we introduce new estimators and we show that they have exponential concentration in general NPC spaces. The definitions of the estimators are for general metric spaces $(M, d)$ and functionals $\eta$.

Let the random sample $\{X_1, \ldots, X_n\}$ be partitioned into $k$ disjoint and independent blocks $B_1, \ldots, B_k$ of size $m \geq n/k$. For each $1 \leq j \leq k$, define

$$F_{n,j}(x) = \frac{1}{m} \sum_{X_i \in B_j} \eta(x, X_i).$$

When $M$ is a Hilbert space, one may interpret $F_{n,j}(a) < F_{n,j}(b)$ for two points $a, b \in M$ as that $a$ is 'closer' than $b$ to the 'center' of the $j$th block $B_j$. Indeed, in the case where $M = \mathbb{R}^D$ and $\eta(x, y) = ||x - y||^2$,

$$F_{n,j}(a) < F_{n,j}(b) \quad \text{if and only if} \quad |a - Z_j| < |b - Z_j|,$$

where $Z_j$ in general is the sample Fréchet mean of the block $B_j$ defined by

$$Z_j \in \arg\min_{x \in M} F_{n,j}(x).$$

More generally, when $M$ is a Hilbert space and $\eta(x, y) = ||x - y||^2$, then $F_{n,j}(a) < F_{n,j}(b)$ is equivalent to $||a - Z_j|| < ||b - Z_j||$. This follows from $F_{n,j}(x) = F_{n,j}(Z_j) + ||x - Z_j||^2$. 


Definition 3. For $a, b \in M$, we say that ‘$a$ defeats $b$’ if $F_{n,j}(a) \leq F_{n,j}(b)$ for more than $k/2$ blocks $B_j$. For $x \in M$, let

$$S_x = \{a \in M : a \text{ defeats } x\}, \quad r_x = \arg\min\{r > 0 : S_x \subset B(x,r)\}.$$ 

We call $S_x$ the ‘x-defeating region’ and $r_x$ the ‘x-defeating radius’. The new estimator $x_{MM}$ of $x^*$ is then defined by

$$x_{MM} \in \arg\min_{x \in M} r_x. \quad (13)$$

We call it ‘geometric-median-of-means’, or simply ‘median-of-means’ when there is no confusion.

Remark 3. We note that ‘$a$ defeats $b$’ if and only if $\text{median}\{F_{n,j}(a) - F_{n,j}(b) : 1 \leq j \leq k\} \leq 0$, see [34]. The minimum in (13) is always achieved, provided that $\eta : M \times M \to [0, +\infty)$ is continuous and for any $x \in M$, $\eta(x,y) \to +\infty$ as $d(x,y) \to +\infty$. For any $x \in M$, the x-defeating region $S_x$ is a closed and bounded subset of $M$ containing $x$, thus $r_x < +\infty$. This would entail that $x \mapsto r_x$ is a continuous function, and with the fact that $r_x \to +\infty$ as $\min\{d(x, X_1), \ldots, d(x, X_n)\} \to +\infty$, one may argue that the minimum of $r_x$ over $x \in M$ is attained at some point in $M$. By definition, $x$ defeats itself so that $x \in S_x$ for all $x \in M$. Also, ‘$a$ defeats $b$’ does not always imply ‘$b$ does not defeat $a$’. Both $a$ and $b$ can defeat each other, and if it happens then there exists at least one $j$ such that $F_{n,j}(a) > F_{n,j}(b)$. Furthermore, $r_x \leq r$ if and only if any point $a$ with $d(x,a) > r$ cannot defeat $x$ since

$$r_x = \max\{d(x,a) : a \in M \text{ defeats } x\}.$$ 

In the case where $M$ is a Euclidean space, the median-of-means may be interpreted in terms of Tukey depth, see [27].

In view of (12), our definition of ‘defeat’ is a natural extension of the notion introduced in [40] for $M = \mathbb{R}^D$: ‘$a$ defeats $b$’ if $|a - Z_j| \leq |b - Z_j|$ for more than $k/2$ blocks $B_j$. We note that, for curved metric spaces, the equivalence between $F_{n,j}(a) \leq F_{n,j}(b)$ and $d(a, Z_j) \leq d(b, Z_j)$ is no longer valid in general. Our definition in terms of $F_{n,j}(x)$ is preferable to the one based on $d(x,Z_j)$ since the latter needs the much more onerous computation of sample Fréchet means $Z_j$ for curved spaces. Our definition dispenses with the calculation of $Z_j$ in all competitions between two points in $M$.

Although $d(a, Z_j) \leq d(b, Z_j)$ is not equivalent to $F_{n,j}(a) \leq F_{n,j}(b)$ for curved spaces, one may roughly interpret ‘$a$ defeats $b$’ as that $a$ is closer to $b$ to the centers of more than half of the $k$ blocks, for $\eta = d^2$ with $a \in \{1, 2\}$. The idea of minimizing the radius of defeating region is that, if $x$ is far away from $x^*$, and thus from the block centers $Z_j$, then it is more likely that $x$ would be defeated by some point located far from $x$, i.e. $r_x$ would be large. Since $x_{MM}$ is determined by the ordering relation based on $F_{n,j}$ rather than by the magnitudes of $F_{n,j}$ themselves, it reflects the geometric structure of $\eta$ and inherits the characteristics of the Euclidean median of $Z_1, \ldots, Z_k$. Indeed, when $M = \mathbb{R}$ and $\eta(x,y) = |x - y|^2$, $x_{MM}$ in Definition 3 coincides with the usual sample median of $Z_1, \ldots, Z_k$.

To illustrate how $x_{MM}$ works, we simulated $n = 10,000$ data points from a bivariate distribution and chose $k = 5$ for the number of blocks. In Figure 2 we depicted them on $[-1,1]^2$ and also $Z_j$ (●) for $1 \leq j \leq 5$. The figure demonstrates that $r_x$, which is the radius of the smallest ball centered at $x = \Delta$, covering the ‘violet/sky-blue/blue’ regions, tends to decrease as $x \in M$ gets closer to the Fréchet mean $x^* = \Phi$. To see how sensitive $x_{MM}$ is to the change of data points, imagine that the data points in a single block changes completely to arbitrary values. This would change only one $F_{n,j}(\cdot)$ among the five, regardless how extreme the change of the data points is. Since the points $a$ in the violet and sky-blue regions, respectively, have $F_{n,j}(a) \leq F_{n,j}(\Delta)$ for 5 and 4 blocks with the original dataset, they
still defeat $x = \Delta$ with the modified dataset. From this one may infer that there would be no significant change in the ordering of $r_x$ across $x \in \mathcal{M}$. This consideration suggests that $x_{MM}$ is more robust than $x_n$ to large deviation of a few blocks, which results in $x_{MM}$ having stronger concentration than $x_n$, provided that the number of blocks ($k$) is sufficiently large. The latter has been evidenced for $\mathcal{M} = \mathbb{R}$ by [12,18] and for $\mathcal{M} = \mathbb{R}^D$ by [40].

In the next two subsections, we make precise the above heuristic discussion for NPC spaces with $\eta = d^{2 \alpha}$ for $\alpha \in (1, 2]$.

5.1. Common choice $\eta = d^2$

Let $X_1, \ldots, X_n$ be i.i.d. random elements taking values in an NPC space $(\mathcal{M}, d)$ with finite second moment. Here, we focus on the case $\eta = d^2$. The following theorem is essential for deriving an exponential concentration for $x_{MM}$ when $\mathcal{M}$ is of finite dimension.
Theorem 3. Assume (B1) with some constants $\Lambda, D > 0$. Let $\Delta \in (0,1)$ and $q \in (0,1/2)$. Let $k$ denote the number of blocks $\mathcal{B}_j$. If $k = \lfloor 1/(2q^2) \log(1/\Delta) \rfloor$, then it holds that, with probability at least $1 - \Delta$, $x^*$ defeats all $x \in \mathcal{M}$ with $d(x,x^*) > R_q$ but any such $x$ does not defeat $x^*$, where

$$R_q = C_q \sigma_X \sqrt{\frac{\log(1/\Delta)}{n}}, \quad C_q = \frac{32\sqrt{2}}{q} \left(24\sqrt{AD} + \frac{2}{\sqrt{1 - 2q}}\right).$$  \tag{14}

Let $\mathcal{E}$ denote an event where, for all $x$ with $d(x,x^*) > R_q$, $x^*$ defeats $x$ but $x$ does not defeat $x^*$. On $\mathcal{E} \cap \{d(x_{MM},x^*) > R_q\}$, one has $x^* \in S_{x_{MM}}$, which implies $S_{x_{MM}} \not\subseteq B(x_{MM}, R_q)$ so that $r_{x_{MM}} > R_q$. On $\mathcal{E}$, one also gets that $x \not\in S_{x^*}$ for all $x$ with $d(x,x^*) > R_q$, which implies $S_{x^*} \subseteq B(x^*, R_q)$ so that $r_{x^*} \leq R_q$ on $\mathcal{E}$. By the definition of $x_{MM}$, it holds that $r_{x_{MM}} \leq r_{x^*}$, however. This means that

$$\mathbb{P}(\mathcal{E} \cap \{d(x_{MM},x^*) > R_q\}) = 0.$$

The foregoing arguments give the following corollary of Theorem 3.

Corollary 1. Assume (B1) with some constants $\Lambda, D > 0$. Let $\Delta \in (0,1)$ and $q \in (0,1/2)$. Let $k$ denote the number of blocks $\mathcal{B}_j$. If $k = \lfloor 1/(2q^2) \log(1/\Delta) \rfloor$, then it holds that $d(x_{MM},x^*) \leq R_q$ with probability at least $1 - \Delta$, where $R_q$ is the constant defined at (14).

Remark 4. Note that the condition $\Delta \in [e^{-2q^2n}, 1)$ is latent in Theorem 3 and also in Theorems 4, 6 and 7 and Corollaries 1 to 4, since the number of blocks $k = \lfloor 1/(2q^2) \log(1/\Delta) \rfloor \leq n$. When $\mathcal{M} = \mathbb{R}$, it is known that one should impose $\Delta \in [\Delta_{\text{min}}, 1)$ for some $\Delta_{\text{min}} > 0$ to achieve a sub-Gaussian performance, see [18].

The constant factor $C_q$ in the radius of concentration $R_q$ depends on $q \in (0,1/2)$. Taking too small (large) $q$ close to 0 (1/2) leads to too large (small) number of blocks $k$, which results in inflating the constant $C_q$ and impairing the concentration property of $x_{MM}$. There is an optimal $q$ in the interval $(0,1/2)$ that minimizes $C_q$ since $C_q$ is a smooth function of $q \in (0,1/2)$ and diverges to $+\infty$ as $q$ approaches either to 0 or to 1/2. We note that $x_{MM}$ with too small $k$ is not much differentiated from the empirical Fréchet mean $x_n$, while with too large $k$ the block Fréchet means $Z_j$ would be scattered and thus there would be no guarantee that points $x$ close to $x^*$ have small $x^*$-defeating radius $r_{x^*}$.

The following theorem is for infinite-dimensional $\mathcal{M}$ and also gives an exponential concentration for $x_{MM}$.

Theorem 4. Assume (B2) with some constants $\Lambda > 0$ and $\zeta \geq 1$. Let $\Delta \in (0,1)$ and $q \in (0,1/2)$. Let $k$ denote the number of blocks $\mathcal{B}_j$. If $k = \lfloor 1/(2q^2) \log(1/\Delta) \rfloor$, then it holds that, with probability at least $1 - \Delta$, $x^*$ defeats all $x \in \mathcal{M}$ with $d(x,x^*) > R_q$ but any such $x$ does not defeat $x^*$, where

$$R_{q,\zeta} = \begin{cases} c_{q,1} \sigma_X \cdot \log n \cdot \sqrt{\frac{\log(1/\Delta)}{n}} & \text{if } \zeta = 1 \\ c_{q,\zeta} \sigma_X \cdot \left(\frac{\log(1/\Delta)}{n}\right)^{1/\zeta} & \text{if } \zeta > 1 \end{cases}$$  \tag{15}

where $c_{q,\zeta} = \frac{2C_{\Lambda,\zeta}}{q\sqrt{1 - 2q}}$, with $C_{\Lambda,\zeta}$ appearing in Theorem 2.
Corollary 2. Assume (B2) with some constants $A > 0$ and $\zeta \geq 1$. Let $\Delta \in (0, 1)$ and $q \in (0, 1/2)$. Let $k$ denote the number of blocks $B_j$. If $k = \lfloor 1/(2q^2) \log(1/\Delta) \rfloor$, then it holds that $d(x_{MM}, x^*) \leq R_{q, \zeta}$ with probability at least $1 - \Delta$, where $R_{q, \zeta}$ is the constant defined at (15).

As in the case of the empirical Fréchet mean $x_n$ for infinite-dimensional $M$, see (10), decreasing the curvature of $M$ (increasing $\zeta$) results in slowing down the rate of convergence of $x_{MM}$ to $x^*$. We can also make a similar remark for the dependence of the constant factor $c_{q, \zeta}$ on $q \in (0, 1/2)$ as in the discussion of Corollary 1. In the infinite-dimensional case, however, $c_{q, \zeta}$ is minimized at some point $q \in (0, 1/2)$.

We note that the constants $C_q$ and $c_{q, \zeta}$ in Theorems 3 and 4, respectively, may not be optimal. One might improve them by carefully sharpening of various inequalities in the proofs of the theorems. Rather than optimizing the constants, we focus on deriving exponential concentration. It is also noteworthy that our results do not involve terms such as $\text{tr}(|\Sigma_X|)$, as opposed to the radius of concentration derived by Lugosi [40] for the case $M = \mathbb{R}^D$, since we do not assume any differential structure for the underlying NPC space. The rates of concentration in Corollaries 1 and 2 are not optimal when $M$ is a Hilbert space unless $M = \mathbb{R}$. In the latter case, the optimal rate of concentration is known to be $O(\sqrt{\text{tr}(\Sigma_X)/n} + \|\Sigma_X\| \log(1/\Delta)/n)$ as in (4). It is noteworthy that $\sigma^2_{\zeta} = \text{tr}(\Sigma_X)$ when $M$ is a Hilbert space. However, metric spaces without a differential structure do not have an equivalent of the covariance matrix $\Sigma_X$ in general. Moreover, $\text{tr}(\Sigma_X)$ in [40] arises from the dual Sudakov inequality, which accounts for the covering number of a sphere $r \cdot S^{D-1}$ with respect to the norm $\|\cdot\|_2, p$ in terms of $r$ and $\text{tr}(\Sigma_X)$. The inequality is based on the linear structure of $\mathbb{R}^D$ and the fact that $\|\cdot\|_2, p$ is translation invariant, therefore it is no longer valid for non-vector spaces. Hence, even for Hadamard manifolds where a differential structure is available, it seems intractable to obtain an inequality that corresponds to the dual Sudakov inequality.

Now, we present a theorem that gives the breakdown point of $x_{MM}$. The breakdown point of an estimator is the smallest proportion of data corruption that can upset the estimator completely. It tells the level of resistance by an estimator against data corruption and is a popular measure of robustness in statistics. Let $X_n = \{X_1, \ldots, X_n\}$. For a configuration $\{i(1), \ldots, i(\ell)\} \subset \{1, 2, \ldots, n\}$, let $\tilde{X}_n(i(1), \ldots, i(\ell))$ denote the modification of $X_n$ for which $X_{i(j)}$ for $1 \leq j \leq \ell$ in $X_n$ are replaced by $\tilde{X}_{i(j)}$, respectively. For an estimator $\hat{x}$, the breakdown point of $\hat{x}$ is defined as

$$
\varepsilon_n^* := \frac{1}{n} \min \{ \ell : \text{there exists a dataset } X_n \text{ and a configuration } \{i(1), \ldots, i(\ell)\} \text{ such that } \sup_{\tilde{X}_{i(1)}, \ldots, \tilde{X}_{i(\ell)}} \{ d(\hat{x}(X_n), \hat{x}(\tilde{X}_n(i(1), \ldots, i(\ell)))) \} = \infty \}.
$$

For the above definition to make sense, we consider the case where $\text{diam}(M) = \infty$. The following theorem demonstrates that the breakdown point $\varepsilon_n^*$ of $x_{MM}$ for an NPC space $(M, d)$ equals that of the median-of-means tournament for $M = \mathbb{R}^D$.

Theorem 5. Let $(M, d)$ be an NPC space where $X_1, \ldots, X_n$ take values. Let $k$ denote the number of blocks $B_j$. Then, the breakdown point of $x_{MM}$ associated with $\eta = d^2$ is independent of partition $\{B_j : 1 \leq j \leq k\}$ and equals $\varepsilon_n^* = n^{-1} \cdot \lceil (k + 1)/2 \rceil$.

One may be interested in studying the concentration properties of geometric-median-of-means when some portion of the dataset are corrupted. This has been done by [16] for $M = \mathbb{R}^D$. Its extension to NPC spaces is a challenging topic for future study.
5.2. Cases with $\eta = d^\alpha$

Here, we consider a more general setting where $\eta = d^\alpha$ for $1 < \alpha \leq 2$. We note that the CN inequality in Section 4.1 plays an important role in establishing Theorems 3 and 4. For the general case with $\eta = d^\alpha$, we use the power transform CN inequality established in Proposition 1.

The general estimators are built on the following notion of 'defeat by fraction'. The definition applies not only to $\eta = d^\alpha$ but also to a general measurable function $\eta: \mathcal{M} \times \mathcal{M} \to \mathbb{R}$.

**Definition 4.** Let $\rho$ be a positive real number. For $a, b \in \mathcal{M}$, we say that 'a defeats b by fraction $\rho$' if $F_{n,j}(a) \leq \rho \cdot F_{n,j}(b)$ for more than $k/2$ blocks $\mathcal{B}_j$. For $x \in \mathcal{M}$, let

$$S_{\rho,x} = \{ a \in \mathcal{M} : a \text{ defeats } x \text{ by fraction } \rho \},$$

$$r_{\rho,x} = \min \{ r > 0 : S_{\rho,x} \subset B(x,r) \} = \max \{ d(x,a) : a \in \mathcal{M} \text{ defeats } x \text{ by fraction } \rho \}.$$  

We call $S_{\rho,x}$ the 'x-defeating-by-$\rho$ region' and $r_{\rho}$ the 'x-defeating-by-$\rho$ radius'. The estimator $x_{\rho,MM}$ of $x^*$ is then defined by

$$x_{\rho,MM} \in \arg \min_{x \in \mathcal{M}} r_{\rho,x}.$$  

We call it '$\rho$-geometric-median-of-means', or simply '$\rho$-median-of-means' if there is no confusion.

Clearly, the case $\rho = 1$ in the above definition coincides with Definition 3. By definition, for any $0 < \rho_1 < \rho_2$, if $a$ defeats $b$ by fraction $\rho_1$, then $a$ defeats $b$ by fraction $\rho_2$. Therefore, for any fixed $x \in \mathcal{M}$, the $x$-defeating-by-$\rho$ region $S_{\rho,x}$ increases as $\rho$ increases, and $\rho \mapsto r_{\rho,x}$ is a monotone increasing function.

For $0 < \rho < 1$, the $x$-defeating-by-$\rho$ region does not contain $x$ since $S_{\rho,x}$ collects those points in $\mathcal{M}$ that are 'strictly better' than $x$. If $\rho$ is too small, $S_{\rho,x}$ can be an empty set for some $x \in \mathcal{M}$, in which case $r_{\rho,x} = 0$. We note that the two events 'a defeats b by fraction $\rho$' and 'b defeats a by fraction $1/\rho$' do not complement each other, but either of the two always occurs. Both can occur simultaneously, and if so then there exists at least one $j$ such that $F_{n,j}(a) = \rho \cdot F_{n,j}(b)$. As in the case of $\rho = 1$, the minimum of $r_{\rho,x}$ over $x \in \mathcal{M}$ is attained at some point in $\mathcal{M}$ when $\eta: \mathcal{M} \times \mathcal{M} \to \mathbb{R}$ is continuous.

To state a generalization of Theorem 3 to the case $\eta = d^\alpha$, put

$$M_{\alpha,\rho} = \sup \left\{ \delta^{1-\alpha/2} t^{\alpha/2} (1-t)^{\alpha/2} : 0 < t < 1, \delta > 0, \frac{1 - (1 + \delta)^{1-\alpha/2} (1-t)^{\alpha/2}}{(1 + \delta)^{1-\alpha/2} t^{\alpha/2}} \leq \rho \right\}.$$  

Note that $M_{\alpha,\rho} = 1/4$ for $\alpha = 2$ and $\rho \leq 1$ since for any $0 < t < 1$ and $\delta > 0$,

$$\frac{1 - (1 + \delta)^{1-2/2} (1-t)^{2/2}}{(1 + \delta)^{1-2/2} t^{2/2}} = \frac{1 - (1 + \delta)^{1-2} (1-t)^{2}}{(1 + \delta)^{1-2} t^{2}} = \frac{1}{t} = 1.$$

However, for $0 < \alpha < 2$, we note that $t^{\alpha/2} + (1-t)^{\alpha/2} > 1$ for all $0 < t < 1$ and thus

$$\frac{1 - (1 + \delta)^{1-\alpha/2} (1-t)^{\alpha/2}}{(1 + \delta)^{1-\alpha/2} t^{\alpha/2}} < 1$$

for all $0 < t < 1$ and $\delta > 0$. Hence, taking $\rho \geq 1$ when $\eta = d^\alpha$ for $0 < \alpha < 2$, as (16) shows, would give $M_{\alpha,\rho} = \sup \emptyset = -\infty$. In fact, we find that the derivation of exponential concentration is intractable for
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Figure 3. The shapes of $M_{\alpha, \rho}$ (left) and $\log M_{\alpha, \rho}^{-1/\alpha}$ (right) as functions of $\rho$ for $\alpha = 1/1.1/1.5/2$ (solid/dashed/dotted/dot-dashed).

$x_{\rho, MM}$ with $\rho \geq 1$ when $1 < \alpha < 2$, which is why we introduce the new notions of ‘defeat by fraction’ and ‘$\rho$-geometric-median-of-means estimator’. Fig. 3 demonstrates the shapes of $M_{\alpha, \rho}$ as a function of $\rho$ for several choices of $\alpha$. It also depicts $M_{\alpha, \rho}^{-1/\alpha}$ on the log scale that appears in the constant factors in the concentration inequalities in the following theorems and corollaries.

**Theorem 6.** Assume (B1) with some constants $A, D > 0$ and that there exists a constant $B_\alpha > 0$ such that

$$d(x, x')^\alpha \leq \frac{1}{B_\alpha} \int_M (d(x, y)^\alpha - d(x^*, y)^\alpha) dP(y).$$

Let $\rho \in (0, 1)$ for $\alpha \in (1, 2)$ or $\rho = 1$ when $\alpha = 2$. Also, let $\Delta \in (0, 1)$ and $q \in (0, 1/2)$. Put $K_\alpha = \alpha^2 - 2\alpha + 2B_\alpha^{2+2/\alpha}$. Let $k$ denote the number of blocks $B_j$. If $k = \lceil 1/(2q^2) \log(1/\Delta) \rceil$, then it holds that, with probability at least $1 - \Delta$, $x'$ defeats by fraction $1/\rho$ all $x \in M$ with $d(x, x') > R_{q, \alpha, \rho}$ but any such $x$ does not defeat $x'$ by fraction $\rho$, where

$$R_{q, \alpha, \rho} = C_{q, \alpha, \rho} \sigma x \sqrt{\frac{\log(1/\Delta)}{n}},$$

$$C_{q, \alpha, \rho} = M_{\alpha, \rho}^{-1/\alpha} \frac{16\sqrt{2K_\alpha}}{q} \left(24\sqrt{AD} + \frac{2}{\sqrt{1 - 2q^2}}\right).$$

(18)

Recall that Proposition 2 gives a sufficient condition for the existence of $B_\alpha > 0$ such that (17) holds. Also, we note that (17) holds with $B_\alpha = 1$ when $\alpha = 2$, see Section 4.1. Thus, when $\alpha = 2$ and $M_{\alpha, \rho} = 1/4$, we have $K_\alpha = 1$ so that Theorem 6 with $\rho = 1$ reduces to Theorem 3. The following corollary may be derived from Theorem 6 as Corollary 1 is from Theorem 3.

**Corollary 3.** Assume the conditions and consider the ranges of $(\rho, \alpha), \Delta$ and $q$ in Theorem 6. Let $k$ denote the number of blocks $B_j$. If $k = \lceil 1/(2q^2) \log(1/\Delta) \rceil$, then it holds that $d(x_{\rho, MM}, x') \leq R_{q, \alpha, \rho}$ with probability at least $1 - \Delta$, where $R_{q, \alpha, \rho}$ is the constant defined at (18).

The constant factor $C_{q, \alpha, \rho}$ depends on $q$ and $\rho$. As in Corollary 1 for $x_{MM}$, it is minimized at some point $q \in (0, 1/2)$. The minimizing $q$ depends on $A$ and $D$, but is independent of $\alpha$ and $\rho$. As
for the dependence on \( \rho \), we note that \( \rho \in (0, 1) \mapsto C_{q, \alpha, \rho} \in (0, +\infty) \) is an increasing function when \( 1 < \alpha < 2 \), as is well illustrated by the right panel of Fig. 3. The increasing speed gets extremely fast as \( \rho \) approaches to 1. Since taking a smaller \( \rho \) shrinks the defeating regions \( S_{\rho, x} \), it results in having \( x_{\rho, MM} \) stay closer to \( x^* \), which explains the result that the radius of concentration \( R_{q, \alpha, \rho} \) gets smaller for smaller \( \rho \).

Below, we present versions of Theorem 6 and Corollary 3 when \( M \) is of infinite-dimension satisfying the entropy condition (B2). Again, when \( \alpha = 2 \), we have \( K_\alpha = 1 \) and \( M_{\alpha, \rho} = 1/4 \) so that Theorem 7 with \( \rho = 1 \) reduces to Theorem 4.

**Theorem 7.** Assume (B2) with some constants \( A > 0 \) and \( \zeta \geq 1 \) and that there exists a constant \( B_\alpha > 0 \) such that (17) holds. Consider the ranges of \((\rho, \alpha), \Delta \) and \( q \) in Theorem 6. Put \( K_\alpha = 2^{-2\alpha+2} B_\alpha^{-2+2/\alpha} \) and \( c_{q, \alpha, \rho, \zeta} \).

Let \( k \) denote the number of blocks \( B_j \). If \( k = \lceil 1/(2q^2) \log(1/\Delta) \rceil \), then it holds that, with probability at least \( 1 - \Delta \), \( x^* \) defeats by fraction \( 1/\rho \) all \( x \in M \) with \( d(x, x^*) > R_{q, \alpha, \rho} \) but any such \( x \) does not defeat \( x^* \) by fraction \( \rho \), where

\[
R_{q, \alpha, \rho, \zeta} = \begin{cases} 
\frac{c_{q, \alpha, \rho, 1} \cdot \log n \cdot \sigma_X \cdot \sqrt{\log \frac{1}{\Delta}}}{n^{1/2}} & \text{if } \zeta = 1 \\
\frac{c_{q, \alpha, \rho, \zeta} \cdot \frac{1}{n^{1/2}} \cdot \sigma_X \cdot \left( \log \frac{1}{\Delta} \right)^{1/2}}{1 - 2q} & \text{if } \zeta > 1,
\end{cases}
\]

(19)

and \( c_{q, \alpha, \rho, \zeta} = K_\alpha^{1/2} M_{\alpha, \rho}^{-1/\alpha} \cdot C_{A, \zeta} \cdot \frac{\Delta_\zeta}{q^\sqrt{1 - 2q}} \) is the constant that appears in Theorem 2.

**Corollary 4.** Assume the conditions and consider the ranges of \((\rho, \alpha), \Delta \) and \( q \) in Theorem 7. Let \( k \) denote the number of blocks \( B_j \). If \( k = \lceil 1/(2q^2) \log(1/\Delta) \rceil \), then it holds that \( d(x_{\rho, MM}, x^*) \leq R_{q, \alpha, \rho, \zeta} \) with probability at least \( 1 - \Delta \), where \( R_{q, \alpha, \rho, \zeta} \) is the constant defined at (19).

From (9) and (10) in Section 4.2 we have observed that the concentration rates for the empirical Fréchet mean \( x_n \) in terms of \( \Delta \) and \( n \) do not depend on \( \alpha \in (1, 2] \). This is also the case with the geometric-median-of-means estimators \( x_{MM} \) and \( x_{\rho, MM} \), which can be seen by comparing Corollaries 1 and 2 with Corollaries 3 and 4, respectively. The dependence pattern of the rate of convergence of \( x_{\rho, MM} \) on the curvature complexity \( \zeta \) is the same as \( x_n \) and \( x_{MM} \). Also, the dependence of \( c_{q, \alpha, \rho, \zeta} \) on \( \rho \) is the same as in the finite-dimensional case. For the dependence on \( q \), as in the case of \( x_{MM} \), the constant factor is minimized at some point \( q \in (0, 1/2] \).

**Remark 5.** For NPC spaces \( M \) with \( \eta = d^2 \), the curvature complexity \( \zeta \) is greater than or equal to 1 (Proposition 4). However, \( \zeta \) may be strictly less than 1 when \( \eta = d^\alpha \) with \( 1 < \alpha < 2 \). In the latter case, one may prove that the radius of concentration \( R_{q, \alpha, \rho, \zeta} \) in Theorem 7 is given by

\[
R_{q, \alpha, \rho, \zeta} = c_{q, \alpha, \rho, \zeta} \cdot \frac{1}{n^{1/2}} \cdot \sigma_X \cdot \sqrt{\log \frac{1}{\Delta}}, \quad 0 < \zeta < 1
\]

for the same constant \( c_{q, \alpha, \rho, \zeta} \) given at (19).
6. Concluding remarks

Our results can be applied to any NPC spaces of finite or infinite dimension, such as Hilbert spaces, hyperbolic spaces, manifolds of SPD matrices, and the Wasserstein space \( \mathcal{P}_2(\mathbb{R}) \), etc. Our work is an extensive generalization of previous works on the median-of-means method. It is the first attempt that extends the notion of median-of-means to a general class of metric spaces with a rich class of metrics, and derives exponential concentration for the extended notions of median-of-means in such a general setting. As we discussed in this paper, we stress that the sample Fréchet mean has poor concentration for non-compact or negatively curved spaces. For such spaces, our geometric-median-of-means estimators are efficient antidotes to the sample Fréchet mean.

For Euclidean or Hilbertian spaces \( M \), there is a large body of works that study sub-Gaussian mean estimators under only a second moment condition, see [27,40,41] and references therein. For general metric spaces, however, the definition of sub-Gaussianity itself is not available. It is a challenging future topic to generalize the notion of sub-Gaussian performance to more general metric spaces and investigate the concentration properties of the corresponding empirical Fréchet means with the extended notion of sub-Gaussianity.

We admit that there is an issue of algorithmic feasibility with the geometric-median-of-means estimator studied in our paper. The computational issue is also present in the Euclidean case for the median-of-means tournament estimator, see [40]. There are some alternative proposals that are equipped with an efficient algorithm. These include the geometric median of [43], Catoni-Giulini estimator of [13], the Hopkins’ estimator [27] and those in the follow-up studies by [15,17,36]. However, all these estimators are proposed and studied in the case where \( M \) is a Euclidean or a Banach space. In particular, the estimators studied in [15,17,27,36] combine the idea of semi-definite programming (SDP) and \( r \)-centrality (see [27] for definition), which requires an inner product structure for the underlying space. For some spaces that admit a tangential structure equipped with a bi-invariant metric, one may borrow the idea of Hopkins [27] to find a robust Fréchet mean estimator equipped with an efficient algorithm. For instance, if \( M = \mathbb{S}_D^\ast \), the space of symmetric positive-definite matrices, and it is endowed with the log-Euclidean metric, one might project the dataset onto the tangent at the identity \( I_D \) via the logarithmic map, compute the Hopkins’ estimator from the projected data, and then transform the result back to \( \mathbb{S}_D^\ast \) via the exponential map. It is straightforward to show that the resulting estimator of the Fréchet mean is consistent. However, this is not an estimator of our interest in this paper, and the special treatment would restrict the study to Riemannian manifolds. It is a challenging topic of study to develop an efficient algorithm for the geometric-median-of-means estimator in the general setting of NPC spaces.

Appendix A: Proofs of theorems

In the Appendix, we give the complete proofs of Theorems 1–7. The proofs of lemmas and Propositions 1–4 in Section 4, some of which are used in the proofs of Theorems, can be found in the Supplementary Material. Throughout the Appendix and the Supplementary Material, we often denote \( \int_S f(y) \, dQ(y) \) simply by \( Qf \) for a measurable space \( (S, \mathcal{B}) \), a probability measure \( Q \) on \( \mathcal{B} \) and a measurable function \( f : S \to \mathbb{R} \). For instance, \( Pf = \mathbb{E}(f(X)) \) and \( P_n f = n^{-1} \sum_{i=1}^n f(X_i) \). We also suppress the dependence on \( \eta \) of \( M_\eta(\delta) \) and other associated terms. All lemmas being referred to by ‘S.xx’ are those in the Supplementary Material.
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A.1. Proofs of theorems in Section 3

Proof of Theorem 1. Define $\delta_n = P(\eta(x_n, \cdot) - \eta(x^*, \cdot))$ and

$$
\phi_n(\delta) = \sup \{(P - P_n)(\eta(x, \cdot) - \eta(x^*, \cdot)) : x \in \mathcal{M}(\delta)\}
$$

for $\delta \geq 0$. Since $x_n$ is a minimizer of $P_n\eta(x, \cdot)$, it follows from the definition of $\phi_n$ that

$$
\delta_n \leq (P - P_n)(\eta(x_n, \cdot) - \eta(x^*, \cdot)) \leq \phi_n(\delta_n).
$$

Applying Lemmas S.1 and S.2 we get that, with probability at least $1 - (\Delta/2)$,

$$
\phi_n(\delta) \leq 4E\phi_n(\delta) + \frac{8\sqrt{n} \cdot \bar{r}(\delta)}{\sqrt{n}\Delta}.
$$

We first get an upper bound to $E\phi_n(\delta)$. Let $\{\varepsilon_i\}$ be a Rademacher sequence, i.e. random signs independent of $X_i$'s. Then, by the symmetrization of the associated empirical process (see [26]) we obtain

$$
E\phi_n(\delta) = 2E\left(\sup_{x \in \mathcal{M}(\delta)} n^{-1} \sum_{i=1}^{n} \varepsilon_i(\eta_c(x, X_i) - \eta_c(x^*, X_i))\right).
$$

One can easily check that the Rademacher empirical process $Z_f = \frac{1}{\sqrt{n}}\sum_{i=1}^{n} \varepsilon_i f(X_i)$ is $\sqrt{n}$-Lipschitz with respect to $\| \cdot \|_{2, P_n}$, conditionally on the $X_i$'s. It is also sub-Gaussian. To see this, we note that, for any $a_1, \ldots, a_n \in \mathbb{R}$,

$$
\mathbb{E}\left(\exp\left(\sum_{i=1}^{n} a_i \varepsilon_i\right)\right) = \prod_{i=1}^{n} \mathbb{E}e^{a_i \varepsilon_i} = \prod_{i=1}^{n} e^{a_i^2/2} \leq \prod_{i=1}^{n} e^{a_i^2/2} = \exp\left(\sum_{i=1}^{n} a_i^2/2\right),
$$

where the inequality follows from Taylor’s expansion. From this we get that, for any $f, g \in \mathcal{F}(\delta)$ and $\theta \in \mathbb{R}$,

$$
\mathbb{E}\left(e^{\theta(Y - \theta)\varepsilon} \mid X_1, \ldots, X_n\right) = \mathbb{E}\left(\exp\left(\frac{\theta}{\sqrt{n}} \sum_{i=1}^{n} \varepsilon_i(f - g)(X_i)\right) \mid X_1, \ldots, X_n\right)
$$

$$
\leq \exp\left(\frac{\theta^2}{2n} \sum_{i=1}^{n} (f(X_i) - g(X_i))^2\right)
$$

$$
= \exp\left(\frac{\theta^2}{2} \|f - g\|_{2, P_n}^2\right).
$$
Thus, \( Y_f \) satisfies the conditions of Lemma S.3 (see [2]). Applying Lemma S.3 with (B1) and using the inequalities for \( H_\delta \) given in Lemma S.2, we get

\[
\mathbb{E} \phi_n(\delta) \leq 2 \mathbb{E} \inf_{\epsilon \geq 0} \left( 2 \epsilon + \frac{12}{\sqrt{n}} \int_{\epsilon}^{\infty} \sqrt{\log N(u, \mathcal{F}(\delta), \| \cdot \|_{2,p_n})} \, du \right)
\]

\[
\leq 2 \mathbb{E} \inf_{\epsilon \geq 0} \left( 2 \epsilon + \frac{12}{\sqrt{n}} \int_{\epsilon}^{\| H_\delta \|_{2,p_n}} \sqrt{D \log \left( \frac{A \| H_\delta \|_{2,p_n}}{u} \right)} \, du \right)
\]

\[
= 2 \mathbb{E} \left( \| H_\delta \|_{2,p_n} \right) \cdot \inf_{\epsilon' \geq 0} \left( 2 \epsilon' + \frac{12}{\sqrt{n}} \int_{\epsilon'}^{1} \sqrt{D \log \left( \frac{A}{u} \right)} \, du \right)
\]

\[
\leq 48 \mathbb{E} \left( \| H_\delta \|_{2,p_n} \right) \cdot \sqrt{\frac{AD}{n}}
\]

\[
\leq 48 \bar{\sigma}(\delta) \sqrt{\frac{AD}{n}}.
\]

where in the third inequality we have used \( \log x \leq x - 1 \leq x \) for \( x > 0 \).

The inequalities (20) and (21) imply that, with probability at least 1 - (\( \Delta / 2 \)),

\[
\phi_n(\delta) \leq \bar{\sigma}(\delta) \left( 192 \sqrt{\frac{AD}{n}} + \frac{8 \sqrt{2}}{\sqrt{n\Delta}} \right)
\]

\[
\leq 32 \sqrt{\frac{K \sigma_X^2 \delta^2}{n}} \left( 24 \sqrt{AD} + \sqrt{\frac{2}{\Delta}} \right)
\]

\[
=: b_n(\delta, \Delta).
\]

Since \( \phi_n(\delta) \) is an increasing function and \( b_n(\delta, \Delta) \) is decreasing in \( \Delta \) for fixed \( \delta \), it follows from Theorem 4.3 in [31] that

\[
\delta_n \leq \phi_n(\delta_n) \leq b_n(\Delta) := \inf \left\{ \tau > 0 : \sup_{\delta \geq \tau} \delta^{-1} b_n \left( \delta, \Delta \tau \right) \leq 1 \right\}
\]

(22)

with probability at least 1 - \( \Delta \). Since \( \bar{\sigma}(\delta) / \delta \) is decreasing in \( \delta \) as \( \beta \in (0, 2) \),

\[
\sup_{\delta \geq \tau} \delta^{-1} b_n \left( \delta, \Delta \tau \right) = \frac{b_n(\tau, \Delta)}{\tau} = 32 \sqrt{\frac{K \sigma_X^2 \tau^{-2-\beta}}{n}} \left( 24 \sqrt{AD} + \sqrt{\frac{2}{\Delta}} \right).
\]

This gives

\[
b_n(\Delta) = \inf \left\{ \tau > 0 : 32 \sqrt{\frac{K \sigma_X^2 \tau^{-2-\beta}}{n}} \left( 24 \sqrt{AD} + \sqrt{\frac{2}{\Delta}} \right) \leq 1 \right\}
\]

(23)

\[
\leq \left( 32 \sqrt{\frac{K \sigma_X^2}{n}} \left( 24 \sqrt{AD} + \sqrt{\frac{2}{\Delta}} \right) \right)^{\frac{1}{2+\beta}}.
\]
Applying (23) to (22), we obtain that, with probability at least $1 - \Delta$,

$$l(x_n, \mathbf{x}^*) \leq \sqrt{K} \cdot \delta_n^{\beta/2}$$

\[
\leq K \frac{1}{\beta} \left\{ 32 \left( 24\sqrt{\Delta D} + \sqrt{\frac{2}{\Delta}} \frac{\sigma_X}{\sqrt{n}} \right) \right\}^{\beta/\beta_n}.
\]

This completes the proof of Theorem 1.

\[\square\]

**Proof of Theorem 2.** The proof is similar to that of Theorem 1 for the case of finite-dimensional $\mathcal{M}$. The difference is in the covering number $N(\mathcal{F}(\delta), \| \cdot \|_2, \mathcal{P}_n)$. We get

\[
\mathbb{E} \phi_n(\delta) \leq 2 \mathbb{E} \inf_{\varepsilon \geq 0} \left( 2\varepsilon + \frac{12}{\sqrt{n}} \int_{\varepsilon}^{\|H_\delta\|_2, \mathcal{P}_n} \sqrt{\frac{A\|H_\delta\|_{2, \mathcal{P}_n}}{u^{2\zeta}}} \, du \right)
\]

\[
= 4 \mathbb{E} (\|H_\delta\|_2, \mathcal{P}_n) \cdot \inf_{\varepsilon \geq 0} \left( \varepsilon + 6\sqrt{\frac{A}{n}} \int_{\varepsilon}^{1} u^{-\zeta} \, du \right)
\]

\[
\leq 4 \mathbb{E} (\|H_\delta\|_2, \mathcal{P}_n) \times \begin{cases} 
6\sqrt{\frac{A}{n}} & \text{if } 0 < \zeta < 1 \\
1 - \log \left( 6\sqrt{\frac{A}{n}} \right) & \text{if } \zeta = 1 \\
\frac{\zeta}{\zeta - 1} \left( 6\sqrt{\frac{A}{n}} \right)^{1/\zeta} & \text{if } \zeta > 1.
\end{cases}
\]

Therefore, $\phi_n(\delta_n) \leq b_n(\Delta)$ with probability at least $1 - \Delta$, now with

\[
b_n(\Delta) = \begin{cases} 
\left( 32 \sqrt{K\sigma^2_X} \left( 12 \frac{\sqrt{A}}{n} + \sqrt{\frac{2}{n\Delta}} \right) \right)^{\frac{2}{\beta_n}} & \text{if } 0 < \zeta < 1 \\
\left( 32 \sqrt{K\sigma^2_X} \left( 12 \frac{\sqrt{A}}{n} \left( 1 - \log \left( 6\sqrt{\frac{A}{n}} \right) \right) + \sqrt{\frac{2}{n\Delta}} \right) \right)^{\frac{2}{\beta_n}} & \text{if } \zeta = 1 \\
\left( 32 \sqrt{K\sigma^2_X} \left( \frac{2\zeta}{\zeta - 1} \left( 6\sqrt{\frac{A}{n}} \right)^{1/\zeta} + \sqrt{\frac{2}{n\Delta}} \right) \right)^{\frac{2}{\beta_n}} & \text{if } \zeta > 1.
\end{cases}
\]

This gives the theorem.

\[\square\]

**A.2. Proofs of theorems in Section 5**

Without loss of generality, we assume that $n = m \cdot k$, where $k$ is the number of blocks in splitting the sample and $m$ is the size of each block.
Proof of Theorem 3. Let $F(x) = \int_{\mathcal{M}} \eta(x, y) \, dP(y)$. By the definition of $x^*$ it holds that, for each block $B_j$,

$$F_{n,j}(x^*) - F_{n,j}(Z_j) \leq F_{n,j}(x^*) - F_{n,j}(Z_j) - F(x^*) + F(Z_j).$$

The right hand side has an upper bound that is analogous to $\phi_n(\delta_n)$ in the proof of Theorem 1, which is obtained by substituting the empirical measure corresponding to $B_j$ for $P_n$ and $Z_j$ for $x_n$. Thus, replacing $\Delta$ by $\frac{1}{2}$ and $n$ by $m = n/k$ with $K = \beta = 1$, we get from (22) and (23) that

$$\mathbb{P} \left( F_{n,j}(x^*) - F_{n,j}(Z_j) \leq \varepsilon_q^2 \right) \geq q + \frac{1}{2},$$

where

$$\varepsilon_q = 32 \sqrt{\frac{k \sigma^2}{n} \left( 24 \sqrt{AD} + \frac{2}{\sqrt{1-2q}} \right)}.$$  (25)

By the CN inequality in Section 4.1, we have

$$F_{n,j}(Z_j) \leq F_{n,j}(\gamma_{1/2}^x) \leq \frac{F_{n,j}(x)}{2} + \frac{F_{n,j}(x^*)}{2} - \frac{d(x^*, x)^2}{4}$$

$$\Leftrightarrow F_{n,j}(x) - F_{n,j}(Z_j) \geq -(F_{n,j}(x^*) - F_{n,j}(Z_j)) + \frac{d(x^*, x)^2}{2},$$

where $\gamma^x : [0, 1] \to \mathcal{M}$ is the geodesic with $\gamma_0^x = x^*$ and $\gamma_1^x = x$. Thus, denoting by $\mathcal{E}_{n,j}$ the event

$$F_{n,j}(x) > F_{n,j}(x^*) \quad \text{for all } x \in \mathcal{M} \text{ with } d(x, x^*) > 2\varepsilon_q,$$

we get from (24) that $\mathbb{P}(\mathcal{E}_{n,j}) \geq q + 1/2$ since $F_{n,j}(x^*) - F_{n,j}(Z_j) \leq \varepsilon_q^2$ implies

$$F_{n,j}(x) - F_{n,j}(Z_j) > -(F_{n,j}(x^*) - F_{n,j}(Z_j)) + 2\varepsilon_q^2 \geq F_{n,j}(x^*) - F_{n,j}(Z_j)$$

for all $x$ with $d(x, x^*) > 2\varepsilon_q$. By applying Hoeffding's inequality to $\sum_{j=1}^k I(\mathcal{E}_{n,j})$, we obtain

$$1 - \Delta \leq 1 - e^{-2\varepsilon_q^2 k}$$

$$\leq \mathbb{P} \left( \sum_{j=1}^k I(\mathcal{E}_{n,j}) > k/2 \right)$$

$$\leq \mathbb{P} \left( \sum_{j=1}^k I(F_{n,j}(x) > F_{n,j}(x^*)) > k/2 \text{ for all } x \in \mathcal{M} \text{ with } d(x, x^*) > 2\varepsilon_q \right).$$

This completes the proof of the theorem. \qed
Proof of Theorem 4. The proof is essentially the same as that of Theorem 3 except that we use Theorem 2 instead of Theorem 1. We obtain (24) now with

\[
\varepsilon_{q,\zeta} = \begin{cases} 
C_{A,1} \frac{\log(n/k)}{\sqrt{n/k}} \cdot \frac{\sigma_X}{\sqrt{(1-2q)/2}}, & \text{if } \zeta = 1 \\
C_{A,\zeta} \cdot (k/n)^{1/\zeta} \cdot \frac{\sigma_X}{\sqrt{(1-2q)/2}}, & \text{if } \zeta > 1.
\end{cases}
\]  

(26)

Since

\[
\frac{1}{\sqrt{2q}} \frac{\log n}{\sqrt{n}} \geq \frac{\log(n/k)}{\sqrt{n/k}},
\]

(27)

we get \( \varepsilon_{q,\zeta} \leq R_{q,\zeta}/2. \) The rest of the proof is the same as in the proof of Theorem 3.

Proof of Theorem 5. Fix a partition \( \{B_j : 1 \leq j \leq k\} \) of the original dataset \( X_n = \{X_1, \ldots, X_n\}. \) Let \( B_j = \{X_1, j \ldots, X_{m,j}\} \) for \( 1 \leq j \leq k. \) Choose a point \( O \in \mathcal{M} \) and let \( D_O = \max_{1 \leq i \leq n} d(O, X_i). \) We let \( \tilde{X}_i \) denote a corrupted value corresponding to \( X_i, \) and we write \( \tilde{A} \) instead of \( A \) if a term \( A \) involves corrupted values. For example, we write \( \tilde{F}_{n,j}(x) \) instead of \( F_{n,j}(x) \) when the \( j \)th block contains a corrupted value. In particular, we write in this proof \( \tilde{S}_x \) and \( \tilde{r}_x \) for each point \( x \in \mathcal{M} \) rather than \( S_x \) and \( r_x, \) respectively, since the defeating region and radius always depend on corrupted values. Put \( L := [(k + 1)/2]. \)

We first show that \( \varepsilon^*_n \leq L/n \) by contradiction. Suppose that it is false, i.e., \( \varepsilon^*_n > L/n. \) Then, for an arbitrary configuration \( \{j(1), \ldots, j(L)\} \subset \{1,2, \ldots, k\} \) with the corruption \( \tilde{X}_{1,1} = \tilde{X}_{1,2} = \cdots = \tilde{X}_{1,L} = \tilde{x}, \) there exists \( R > 0 \) such that \( \sup_{x \in \mathcal{M}} d(O, \tilde{X}_{MM}) < R. \) We may assume \( R > \sqrt{m - 1} \cdot D_O. \) Now, let \( \gamma : [0,1] \to \mathcal{M} \) be the geodesic connecting \( \gamma_0 = O \) and \( \gamma_1 = \tilde{x} \) with the length \( \tilde{D} := d(\tilde{x}, O) \) larger than \( R. \) For \( j = 1, \ldots, L, \) by the triangular inequality,

\[
m \cdot (\tilde{F}_{n,j}(\tilde{X}_{MM}) - \tilde{F}_{n,j}(\gamma_1)) \geq d(\tilde{x}, \tilde{X}_{MM})^2 - (1 - t)^2 \tilde{D}^2 - \sum_{i=2}^{m} d(\gamma_i, X_{ij})^2 \\
\geq (\tilde{D} - R)^2 - (1 - t)^2 \tilde{D}^2 - (m - 1)(t\tilde{D} + D_O)^2 \\
= (2t - m\tilde{t}^2)\tilde{D}^2 - 2(R + D_O(m - 1)t)\tilde{D} + (R^2 - (m - 1) \cdot D_O^2) \\
\geq (2t - m\tilde{t}^2)\tilde{D}^2 - 2(R + D_O(m - 1)t)\tilde{D}.
\]

This implies that for all \( t < 2/m, \) the point \( \gamma_t \) defeats \( \tilde{X}_{MM} \) whenever

\[
\tilde{D} \geq \frac{2(R + D_O(m - 1)t)}{2t - m\tilde{t}^2},
\]

so the defeating radius of \( \tilde{X}_{MM} \) satisfies \( \tilde{r}_{\tilde{X}_{MM}} \geq d(\gamma_t, \tilde{X}_{MM}). \) Therefore,

\[
\liminf_{D \to \infty} \frac{\tilde{r}_{\tilde{X}_{MM}}}{D} \geq \limsup_{D \to \infty} \frac{d(\gamma_t, \tilde{X}_{MM})}{D} = \liminf_{D \to \infty} \sup_{0 < t < 2/m} \frac{d(\gamma_t, O)}{D} = \frac{2}{m}.
\]  

(28)
Now, choose any \( x \in \mathcal{S}_{\hat{y}_{1/m}} (\neq \emptyset) \), i.e. \( x \) defeating \( \hat{y}_{1/m} \). Then, \( \exists \) at least one \( j_0 \in \{ j(1), \ldots, j(L) \} \) such that \( \hat{F}_{n,j_0}(x) \leq \hat{F}_{n,j_0}(\hat{y}_{1/m}) \). Due to the CN inequality,

\[
0 \leq m \cdot (\hat{F}_{n,j_0}(\hat{y}_{1/m}) - \hat{F}_{n,j_0}(x))
\]

\[
= d(\hat{y}_{1/m}, \hat{x})^2 - d(x, \hat{x})^2 + \sum_{i=2}^{m} \left( d(\hat{y}_{1/m}, X_{i,j_0})^2 - d(x, X_{i,j_0})^2 \right)
\]

\[
\leq \left( \frac{m-1}{m} \right)^2 \hat{D}^2 - d(x, \hat{x})^2
\]

\[
+ \sum_{i=2}^{m} \left( \frac{m-1}{m} d(O, X_{i,j_0})^2 + \frac{1}{m} d(\hat{x}, X_{i,j_0})^2 - \frac{m-1}{m^2} \hat{D}^2 - d(x, X_{i,j_0})^2 \right)
\]

Note that again by the CN inequality,

\[
d(x, \hat{y}_{1/m})^2 \leq \frac{m-1}{m} d(O, x)^2 + \frac{1}{m} d(x, \hat{x})^2 - \frac{m-1}{m^2} \hat{D}^2.
\]

Plugging this inequality into (29) and using the triangular inequality, we get

\[
0 \leq \frac{m-1}{m^2} \hat{D}^2 - m \cdot d(x, \hat{y}_{1/m})^2
\]

\[
+ \sum_{i=2}^{m} \left( \frac{m-1}{m} d(O, X_{i,j_0})^2 + \frac{1}{m} d(\hat{x}, X_{i,j_0})^2 - \frac{m-1}{m^2} \hat{D}^2 + d(O, x)^2 - d(x, X_{i,j_0})^2 \right)
\]

\[
\leq \frac{m-1}{m^2} \hat{D}^2 - m \cdot d(x, \hat{y}_{1/m})^2
\]

\[
+ (m-1) \left\{ \frac{m-1}{m} \hat{D}_O^2 + \frac{1}{m} (\hat{D} + D_O)^2 - \frac{m-1}{m^2} \hat{D}^2 + 2D_O \cdot d(O, x) - D_O^2 \right\}
\]

\[
\leq \frac{m-1}{m^2} \hat{D}^2 - m \cdot d(x, \hat{y}_{1/m})^2
\]

\[
+ (m-1) \left\{ \frac{m-1}{m} \hat{D}_O^2 + \frac{1}{m} (\hat{D} + D_O)^2 - \frac{m-1}{m^2} \hat{D}^2 + 2D_O \left( \frac{\hat{D}}{m} + d(x, \hat{y}_{1/m}) \right) - D_O^2 \right\}
\]

\[
= -m \cdot d(x, \hat{y}_{1/m})^2 + 2(m-1)D_O \cdot d(x, \hat{y}_{1/m}) + \frac{2(m-1)\hat{D}(\hat{D} + 2mD_O)}{m^2}.
\]

Therefore,

\[
d(x, \hat{y}_{1/m}) \leq \frac{m(m-1)D_O + \sqrt{m^2(m-1)^2\hat{D}_O^2 + 2m(m-1)\hat{D}(\hat{D} + 2mD_O)}}{m^2}.
\]

Since \( x \in \mathcal{S}_{\hat{y}_{1/m}} \) was chosen arbitrarily, we have

\[
\limsup_{\hat{D} \to \infty} \hat{F}_{\hat{y}_{1/m}} \leq \limsup_{\hat{D} \to \infty} \frac{m(m-1)D_O + \sqrt{m^2(m-1)^2\hat{D}_O^2 + 2m(m-1)\hat{D}(\hat{D} + 2mD_O)}}{m^2 \hat{D}}.
\]
\[ \frac{\sqrt{2}}{m} < \frac{2}{m}. \]

In view of (28), the above strict inequality is contradictory to the fact that \( \tilde{r}_{\tilde{x}_{MM}} \leq \tilde{r}_{\hat{f}_i/m} \) for all \( \tilde{D} \) from the definition of geometric-median-of-means.

Next, we show that

\[ \sup_{\tilde{x}_i(1), \ldots, \tilde{x}_i(s)} \max_{1 \leq j \leq J} \tilde{r}_{Z_j} < \infty, \]

where \( \sup_{s} \) denotes the supremum over all configurations of \( s \leq (L-1) \) arbitrary corruptions among \( \{X_1, \ldots, X_n\} \). We note that (30) implies \( e_n^* \geq L/n \). To prove (30), let \( s \leq L-1 \) be the number of corrupted \( \tilde{X}_i \) and think of a configuration of the indices of \( \tilde{X}_i \), say \( \{i(1), \ldots, i(s)\} \subset \{1, 2, \ldots, n\} \). The corrupted \( \tilde{X}_{i(1)}, \ldots, \tilde{X}_{i(s)} \) are scattered across the \( k \) blocks \( B_j, 1 \leq j \leq k \). Without loss of generality, let \( B_1, \ldots, B_J \) denote those blocks that do not contain any of the corrupted values. We note that \( J \leq k \) since \( s \leq L-1 \). We claim

\[ \sup_{\tilde{x}_i(1), \ldots, \tilde{x}_i(s)} d(O, \tilde{x}_{MM}) < \infty, \]

where \( d(O, \tilde{x}_{MM}) \) is the distance from the origin to the geometric-median-of-means. We note that (30) implies \( \epsilon_n \). To prove (30), let \( s \) be the number of corrupted \( \tilde{X}_i \) and think of a configuration of the indices of \( \tilde{X}_i \), say \( \{i(1), \ldots, i(s)\} \subset \{1, 2, \ldots, n\} \). The corrupted \( \tilde{X}_{i(1)}, \ldots, \tilde{X}_{i(s)} \) are scattered across the \( k \) blocks \( B_j, 1 \leq j \leq k \). Without loss of generality, let \( B_1, \ldots, B_J \) denote those blocks that do not contain any of the corrupted values. We note that \( J \leq k \) since \( s \leq L-1 \). We claim

\[ \sup_{\tilde{x}_i(1), \ldots, \tilde{x}_i(s)} \max_{1 \leq j \leq J} \tilde{r}_{Z_j} < \infty, \]

Then, by the definition of the geometric-median-of-means we get

\[ \sup_{\tilde{x}_i(1), \ldots, \tilde{x}_i(s)} \tilde{r}_{\tilde{x}_{MM}} < \infty. \]

Also, by the definition of \( x \)-defeating radius and since \( J \geq k/2 \), it holds that

\[ \tilde{r}_x \geq \text{rad}_x \left( \bigcap_{j=1}^{J} \{ y \in \mathcal{M} : F_{n,j}(y) \leq F_{n,j}(x) \} \right) \]

\[ \geq \text{rad}_x \left( \bigcap_{j=1}^{k} \{ y \in \mathcal{M} : F_{n,j}(y) \leq F_{n,j}(x) \} \right) \]

for all \( x \in \mathcal{M} \), where \( \text{rad}_x (A) \) stands for the radius of the smallest ball centered at \( x \) that covers \( A \). The right hand side of the second inequality in (33) depends solely on the original dataset \( \{X_1, \ldots, X_n\} \), independent of data corruption. Now, suppose that there exists \( s \leq L-1 \) and a configuration \( \{i(1), \ldots, i(s)\} \) such that

\[ \sup_{\tilde{x}_i(1), \ldots, \tilde{x}_i(s)} d(O, \tilde{x}_{MM}) = \infty. \]

Then, since the right hand side of the second inequality in (33) diverges to infinity as \( d(O,x) \to \infty \), we would obtain

\[ \sup_{\tilde{x}_i(1), \ldots, \tilde{x}_i(s)} \tilde{r}_{\tilde{x}_{MM}} = \infty, \]

which contradicts (32). This proves (30).

It remains to prove (31). Let \( 1 \leq j \leq J \) be fixed. Then, for any \( x \) that defeats \( Z_j \), there exists at least one un-corrupted block \( B_l (1 \leq l \leq J) \) such that \( F_{n,l}(x) \leq F_{n,l}(Z_j) \). Since \( J > k/2 \) and the number
of indices \(1 \leq l \leq k\) such that \(F_{n,j}(x) \leq F_{n,l}(Z_j)\) or \(\hat{F}_{n,j}(x) \leq \hat{F}_{n,l}(Z_j)\) is greater than \(k/2\). This implies that

\[
\tilde{r}_{Z_j} \leq \max_{x \in M} \{d(x, Z_j) : F_{n,l}(x) \leq F_{n,l}(Z_j)\ \text{for some} \ 1 \leq l \leq J\}
\]

\[
\leq \max_{x \in M} \left\{ \sqrt{F_{n,l}(x)} + \max_{X_i \in B_l} d(X_i, Z_j) : F_{n,l}(x) \leq F_{n,l}(Z_j)\ \text{for some} \ 1 \leq l \leq J\right\}
\]

\[
\leq \max_{1 \leq l \leq J} \left\{ \sqrt{F_{n,l}(Z_j)} + \max_{X_i \in B_l} d(X_i, Z_j)\right\}
\]

(34)

In (34), the second inequality follows from

\[
d(x, Z_j) \leq \frac{1}{m} \sum_{X_i \in B_l} (d(x, X_i) + d(X_i, Z_j)) \leq \sqrt{F_{n,l}(x)} + \max_{X_i \in B_l} d(X_i, Z_j).
\]

The right hand side of the last inequality in (34) depends solely on the original dataset \(\{X_1, \ldots, X_n\}\), independent of the configuration of \(\{i(1), \ldots, i(s)\}\) and the corrupted values \(\tilde{X}_{i(1)}, \ldots, \tilde{X}_{i(s)}\). This gives (31).

**Proof of Theorem 6.** First, we follow the lines leading to (24), now using (23) with \(K = K_\alpha\) and \(\beta = 2 - 2/\alpha\) instead of \(K = \beta = 1\). We may prove

\[
\mathbb{P} \left( F_{n,j}(x^*) - F_{n,j}(Z_j) \leq K_\alpha^{\alpha/2} \epsilon q^\alpha \right) \geq q + \frac{1}{2}, \tag{35}
\]

By integrating both sides of the inequality in Proposition 1 with respect to \(z\) for \(\gamma = \gamma^* : [0, 1] \rightarrow M\), we obtain that, for all \(0 \leq t \leq 1\) and \(\delta > 0\),

\[
(1 + \delta)^{-1/2} \left( (1 - t)^{\alpha/2} F_{n,j}(x^*) + t^{\alpha/2} F_{n,j}(x) \right) - F_{n,j}(\gamma_t^*) \geq \delta^{1-\alpha/2} \left( t(1-t)d(x,x^*)^2 \right)^{\alpha/2}.
\]

From the definition of \(Z_j\) and the above inequality, we get

\[
F_{n,j}(Z_j) \leq F_{n,j}(\gamma_t) \leq (1 + \delta)^{-1/2} \left( (1 - t)^{\alpha/2} F_{n,j}(x^*) + t^{\alpha/2} F_{n,j}(x) \right) - \delta^{1-\alpha/2} \left( t(1-t)d(x,x^*)^2 \right)^{\alpha/2}.
\]

This gives that, on the event where \(F_{n,j}(x^*) - F_{n,j}(Z_j) \leq K_\alpha^{\alpha/2} \epsilon q^\alpha\),

\[
(1 + \delta)^{-1/2} t^{\alpha/2} F_{n,j}(x) > \left( 1 - (1 + \delta)^{-1/2}(1 - t)^{\alpha/2} \right) F_{n,j}(x^*) + \left( \delta^{1-\alpha/2} t^{\alpha/2} (1 - t)^{\alpha/2} - M_{\alpha,\delta} \right) \cdot \frac{K_\alpha^{\alpha/2} \epsilon q^\alpha}{M_{\alpha,\delta}}.
\]
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or equivalently

\[ F_{n,j}(x) > \frac{1 - (1 + \delta)^{1-q}}{1 - q} \cdot F_{n,j}(x^*) + \frac{\delta^{1-q} t^2}{1 - q} \cdot \frac{M_{\alpha,\rho}}{\kappa_{\alpha}^{1/2} e_q^2} \]

for all \( x \in \mathcal{M} \) with \( d(x, x^*) > K_{\alpha}^{1/2} M_{\alpha,\rho}^{-1/\alpha} e_q \). Thus, from (35) and the definition of \( M_{\alpha,\rho} \), it follows that

\[ \mathbb{P} \left( F_{n,j}(x) > \rho \cdot F_{n,j}(x^*) \text{ for all } x \in \mathcal{M} \text{ with } d(x, x^*) > \frac{K_{\alpha}^{1/2} e_q}{M_{\alpha,\rho}^{1/\alpha}} \right) \geq q + \frac{1}{2}. \] (36)

Applying Hoeffding’s inequality as in the proof of Theorem 3 with (36), we may complete the proof of the theorem. \( \Box \)

**Proof of Theorem 7.** The proof is essentially the same as that of Theorem 6 except that we use the definition of \( e_{q,\zeta} \) at (26) instead of \( e_{q,\zeta} \) at (25). Using (27) we get \( K_{\alpha}^{1/2} M_{\alpha,\rho}^{-1/\alpha} e_{q,\zeta} \leq R_{q,\alpha,\rho,\zeta} \). \( \Box \)
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Supplementary Material to
‘Exponential Concentration for Geometric-Median-of-means
in Non-Positive Curvature Spaces’
by H. Yun and B. U. Park

In this Supplementary Material, we give an additional proposition and prove the propositions in the main paper.

S.1. Additional proposition

**Proposition S.1.** Let $P$ be a probability measure in $\mathbb{R}^D$ and $\eta(x, y) = \psi(|x - y|)$ where $\psi : [0, +\infty) \to \mathbb{R}$ is strictly increasing and convex. Assume that there exists $z \in \mathbb{R}^D$ such that

$$P(A) = P(Q(A - z) + z), \quad A \in \mathcal{B}(\mathbb{R}^D)$$

for an orthogonal matrix $Q \in \mathbb{R}^{D \times D}$ with $I + Q + \cdots + Q^{m-1} = 0$ for some integer $m \geq 2$. Then, $z$ is the unique Fréchet mean with respect to $\eta : \mathbb{R}^D \times \mathbb{R}^D \to \mathbb{R}$.

**Proof.** We write $d(x, y) = |x - y|$. Since $Q \in \mathbb{R}^{D \times D}$ is an orthogonal matrix, it holds that, for any $x, y \in \mathbb{R}^D$,

$$\sum_{j=0}^{m-1} d(x, Q^j y) = \sum_{j=0}^{m-1} d(Q^j x, Q^j y) = \cdots = \sum_{j=0}^{m-1} d(Q^{m-1} x, Q^j y). \quad (S.1)$$

By (S.1) and the subadditivity of the Euclidean norm, we get

$$\sum_{j=0}^{m-1} d(x, Q^j y) = \frac{1}{m} \sum_{l=0}^{m-1} \sum_{j=0}^{m-1} d(Q^j x, Q^j y) \geq \sum_{j=0}^{m-1} \left( \frac{1}{m} \sum_{l=0}^{m-1} Q^j x, Q^j y \right) = \sum_{j=0}^{m-1} d(0, Q^j y).$$

Now, by Jensen’s inequality,

$$\frac{1}{m} \sum_{j=0}^{m-1} \psi(d(x, Q^j y)) \geq \psi \left( \frac{1}{m} \sum_{j=0}^{m-1} d(x, Q^j y) \right) \geq \psi \left( \frac{1}{m} \sum_{j=0}^{m-1} d(0, Q^j y) \right)$$

and the equality holds if and only if $x = 0$. Considering translation, for any $x, y \in \mathbb{R}^D$,

$$\sum_{j=0}^{m-1} \psi \left( d(x, Q^j (y - z) + z) \right) \geq \sum_{j=0}^{m-1} \psi \left( d(z, Q^j (y - z) + z) \right)$$

and the equality holds if and only if $x = z$. Therefore,

$$\int_{\mathbb{R}^D} \eta(x, y) dP(y) = \frac{1}{m} \int_{\mathbb{R}^D} \sum_{j=0}^{m-1} \psi \left( d(x, Q^j (y - z) + z) \right) dP(y)$$
\[
\frac{1}{m} \int_{\mathbb{R}^D} \sum_{j=0}^{m-1} \psi \left( d(z, Q^j (y-z) + z) \right) dP(y) = \int_{\mathbb{R}^D} \eta(d(z, y)) dP(y)
\]

and the equality holds if and only if \( x = z \). \( \square \)

## S.2. Some lemmas

To provide an upper bound to the right hand side of (5) with high probability, we need a tail inequality for empirical processes. In our setup, \( \| \eta(x, \cdot) - \eta(x^*, \cdot) \|_\infty \) may be unbounded as \( x \) moves. Under some strong condition on the tail of \( P \), one may be able to obtain an exponential tail inequality, see [1, 51]. Since we assume only a finite second moment of \( P \), we use the following polynomial tail inequality.

### Lemma S.1 ([35]).

Let \( X_1, \ldots, X_n \) be i.i.d. copies of \( X \) taking values in a measurable space \( (S, \mathcal{B}) \) with probability measure \( P \), and let \( \mathcal{G} \) be a countable class of measurable functions \( f : S \to \mathbb{R} \) with \( \mathbb{E} f = 0 \). Put \( Z = \sup_{f \in \mathcal{G}} \| P f - P_n f \| \) and \( \sigma^2 = \sup_{f \in \mathcal{G}} P f^2 \). Assume that the envelope \( H \) of the class \( \mathcal{G} \) satisfies \( \mathbb{E}(H^p) \leq M^p \) for some \( p \geq 1 \) and \( M > 0 \). Then, for any \( \epsilon > 0 \), it holds that

\[
\mathbb{P} ( Z \geq 4 \mathbb{E}(Z) + \epsilon ) \leq \min_{1 \leq l \leq \beta} \frac{l \cdot \Gamma(l/2) \left( \sqrt{32/\pi} M \right)^l}{\epsilon^l}.
\]

If \( \mathbb{E}(H^2) \leq M^2 \), in particular, we get that, for any \( \Delta \in (0, 1) \),

\[
\mathbb{P} \left( Z \leq 4 \mathbb{E}(Z) + \frac{8M}{\sqrt{n} \Delta} \right) \geq 1 - \Delta.
\]

Below, we present two more lemmas for the proof of the theorems. Recall the definition of \( H_\delta \equiv H_{\delta, \eta} \) given at (6), which envelops \( F_\delta \equiv F_{\eta}(\delta) \).

### Lemma S.2. Let \( \eta : M \times M \to \mathbb{R} \) be a measurable function and \( X \) an \( M \)-valued random element with Fréchet mean \( x^* \) and covariance \( \sigma^2_X \). Let \( \delta > 0 \). Then, under the assumptions \( \text{(A1)} \) and \( \text{(A2)} \),

\[
\sigma(\delta) \leq \bar{\sigma}(\delta), \quad \mathbb{E}(H_\delta(X_1)^2) \leq \bar{\sigma}(\delta)^2, \quad \mathbb{E}(\|H_\delta\|_{L^2(P_n)}^2) \leq \bar{\sigma}(\delta)^2.
\]

where \( \bar{\sigma}(\delta) = 4K\sigma^2_X \delta^\beta \).

#### Proof. Recall the definition of \( H_\delta \) at (6). Then,

\[
\max \left\{ \sigma^2(\delta), \mathbb{E} H_\delta(X_1)^2 \right\} \leq 4K\delta^\beta \int_M \left( \int_M d(y, z) dP(z) \right)^2 dP(y)
\]

\[
\leq 4K\delta^\beta \int_M \int_M d(y, z)^2 dP(z) dP(y)
\]

\[
\leq 8K\delta^\beta \int_M \int_M \left( d(y, x^*)^2 + d(z, x^*)^2 \right) dP(z) dP(y)
\]

\[
= 16K\sigma^2_X \delta^\beta.
\]
Now, let $X'_1, \ldots, X'_n$ be an independent copy of $X_1, \ldots, X_n$. By the triangular inequality, it holds that

\[
\mathbb{E}\left(\left\|H_\delta\right\|_{P_n}^2\right) = \mathbb{E}\left(\frac{1}{n} \sum_{i=1}^{n} H_\delta(X_i)^2\right)
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} 4K\delta^\beta \mathbb{E}\left(\int_M d(X_i, z) \, dP(z)\right)^2
\]

\[
\leq \frac{4K\delta^\beta}{n} \sum_{i=1}^{n} \mathbb{E}\left(\int_M d(X_i, z)^2 \, dP(z)\right)
\]

\[
= \frac{4K\delta^\beta}{n} \sum_{i=1}^{n} \mathbb{E}\left(d(X_i, X'_i)^2\right)
\]

\[
= 4K\delta^\beta \mathbb{E}\left(d(X_1, X'_1)^2\right)
\]

\[
\leq 8K\delta^\beta \mathbb{E}\left(d(X_1, x)^2 + d(X'_1, x)^2\right)
\]

\[
= 16K\sigma_X^2 \delta^\beta.
\]

The following lemma provides an improved chaining bound for Gaussian processes. For a proof, see Theorem 5.31 in [52] or Lemma 5.1 in [2].

**Lemma S.3.** Let $(X_t)_{t \in \mathcal{F}}$ be a real-valued process indexed by a pseudo metric space $(\mathcal{F}, d)$ with the following properties: (i) there exists a countable subset $\mathcal{F}_0$ such that $X_t = \lim_{s \to t, s \in \mathcal{F}_0} X_s$ a.s. for any $t \in \mathcal{F}$; (ii) $X_t$ is sub-Gaussian, i.e.

\[
\log \mathbb{E}\left(e^{\theta (X_t - X_s)}\right) \leq \theta^2 d(s, t)^2 / 2
\]

for any $s, t \in \mathcal{F}$ and $\theta \in \mathbb{R}$; (iii) there exists a random variable $L$ such that $|X_s - X_t| \leq L d(s, t)$ a.s. for all $s, t \in \mathcal{F}$. Then, for any $S \subset \mathcal{F}$ and any $\varepsilon \geq 0$, it holds that

\[
\mathbb{E}\left(\sup_{t \in S} X_t\right) \leq 2\varepsilon \mathbb{E}(L) + 12 \int_{\varepsilon}^{+\infty} \sqrt{\log N(u, \mathcal{F}, d)} \, du.
\]

**S.3. Proofs of propositions in Section 4**

**Proof of Proposition 1.** Since $1/2 \leq \alpha/2 \leq 1$, we have $a^{\alpha/2} + b^{\alpha/2} \geq (a + b)^{\alpha/2}$ for any $a, b \geq 0$, so that

\[
(1 + \delta)^{1-\alpha/2} \left\{ (1-t)^{\alpha/2} d(z, \gamma_0)^\alpha + t^{\alpha/2} d(z, \gamma_1)^\alpha \right\} - d(z, \gamma_t)^\alpha
\]

\[
\geq (1 + \delta)^{1-\alpha/2} \left\{ (1-t)d(z, \gamma_0)^2 + td(z, \gamma_1)^2 \right\}^{\alpha/2} - d(z, \gamma_t)^\alpha. \tag{S.2}
\]

An application of Hölder’s inequality gives

\[
(\delta_1 + \delta_2)^{1-\alpha/2} (a_1 + a_2)^{\alpha/2} \geq \delta_1^{1-\alpha/2} a_1^{\alpha/2} + \delta_2^{1-\alpha/2} a_2^{\alpha/2}.
\]
for all $\delta_i, a_i \geq 0$ and $\alpha \in (0, 2)$. The above inequality also holds for $\alpha = 0$ and $2$. Applying the inequality with $\delta_1 = 1, \delta_2 = \delta, a_1 = d(z, \gamma_1)^2, a_1 + a_2 = (1 - t)d(z, \gamma_0)^2 + td(z, \gamma_1)^2$ to the right hand side of the inequality at (S.2), we get

\[
(1 + \delta)^{1-\alpha/2} \left( (1 - t)^{\alpha/2}d(z, \gamma_0)^\alpha + t^{\alpha/2}d(z, \gamma_1)^\alpha \right) - d(z, \gamma_1)^\alpha \\
\geq \delta^{1-\alpha/2} \left( (1 - t)d(z, \gamma_0)^2 + td(z, \gamma_1)^2 - d(z, \gamma_1)^2 \right)^{\alpha/2} \\
\geq \delta^{1-\alpha/2} \left( (1 - t)d(\gamma_0, \gamma_1)^2 \right)^{\alpha/2}.
\]

We note that $a_2 \geq 0$ and the last inequality follows from the CN inequality.

**Proof of Proposition 2.** For $x \in \mathcal{M} \setminus \{x^*\}$, we apply Proposition 1 to $\delta = 0$ and $\gamma$ being the geodesic $\gamma^x : [0, 1] \to \mathcal{M}$ with $\gamma_0^x = x^*$ and $\gamma_1^x = x$, and then integrate both sides of the inequality with respect to $\tau$. This gives

\[
(1 - t)^{\alpha/2}F_\alpha(x^*) + t^{\alpha/2}F_\alpha(x) - F_\alpha(\gamma^x_1) \geq 0 \tag{S.3}
\]

for any $0 \leq t \leq 1$. Take an arbitrary $\varepsilon > 0$. By the definition of $b_\alpha(x)$, it holds that, for any $x \in \mathcal{M} \setminus \{x^*\}$, there exists $t \equiv t(x) > 0$ such that

\[
F_\alpha(\gamma^x_1) - (t^{\alpha/2} + (1 - t)^{\alpha/2})F_\alpha(x^*) \geq (b_\alpha(x) - \varepsilon) t^{\alpha/2}d(x, x^*)^\alpha. \tag{S.4}
\]

From (S.3) and (S.4), it follows that

\[
t^{\alpha/2}(F_\alpha(x) - F_\alpha(x^*)) \geq (b_\alpha(x) - \varepsilon)t^{\alpha/2}d(x, x^*)^\alpha,
\]

so that $F_\alpha(x) - F_\alpha(x^*) \geq (b_\alpha(x) - \varepsilon)d(x, x^*)^\alpha$. Since $\varepsilon > 0$ was arbitrarily chosen, we have

\[
F_\alpha(x) - F_\alpha(x^*) \geq b_\alpha(x) \cdot d(x, x^*)^\alpha,
\]

which completes the proof of the proposition.

**Proof of Proposition 3.** Recall $H_\delta(y) = 2\sqrt{K\delta} \int_\mathcal{M} d(y, z) \, dP(z)$ from (6). Now, for $x, y \in \mathcal{M}(\delta)$,

\[
\|f(x, \cdot) - f(y, \cdot)\|_{L^2, P_n}^2
\]

\[
= \frac{1}{n} \sum_{i=1}^n (\eta_c(x, X_i) - \eta_c(y, X_i))^2
\]

\[
= \frac{1}{n} \sum_{i=1}^n \left( \int_\mathcal{M} (d(x, X_i)^\alpha - d(y, X_i)^\alpha - d(x, z)^\alpha + d(y, z)^\alpha) \, dP(z) \right)^2
\]

\[
\leq \frac{\alpha^2 e^{2-2\alpha/2}}{n} \cdot d(x, y)^{2\alpha-2} \sum_{i=1}^n \left( \int_\mathcal{M} d(X_i, z) \, dP(z) \right)^2
\]

\[
= \frac{\alpha^2 e^{2-2\alpha/2}}{K\delta^2} \cdot d(x, y)^{2\alpha-2} \|H_\delta\|_{L^2, P_n}^2.
\]
where the inequality follows from (8). Since $l(\cdot, \cdot) = a2^{-\alpha+1}d(\cdot, \cdot)^{\alpha-1}$ and $\beta = 2 - 2/\alpha$,

$$M(\delta) \subset B\left(x^*, \left(\frac{K\delta^\beta}{\alpha^2 2^{-2\alpha+2}}\right)^{\frac{1}{2(\alpha-1)}}\right).$$

Thus, it holds that

$$N\left(\|H_\delta\|_{2, P_n}, \mathcal{F}(\delta), \|\cdot\|_{2, P_n}\right) \leq N\left(\left(\frac{\tau^2 K\delta^\beta}{\alpha^2 2^{-2\alpha+2}}\right)^{\frac{1}{2(\alpha-1)}}, M(\delta), d\right) \leq N\left(\left(\frac{\tau^2 K\delta^\beta}{\alpha^2 2^{-2\alpha+2}}\right)^{\frac{1}{2(\alpha-1)}}, B\left(x^*, \left(\frac{K\delta^\beta}{\alpha^2 2^{-2\alpha+2}}\right)^{\frac{1}{2(\alpha-1)}}\right), d\right) \leq \left(\frac{A_1}{\tau^{1/(\alpha-1)}}\right)^{D_1}.$$

**Proof of Proposition 4.** Recall from Example 2 that $M(\delta) = B(x^*, \sqrt{\delta})$, $\|f(x, \cdot) - f(y, \cdot)\|_{2, P}^2 = 4\Sigma_X(x - y, x - y)$. Also, $\mathcal{F}(\delta) = \{2(x - x^*, x^* - \cdot) : x \in B(x^*, \sqrt{\delta})\}$ and $\sup_{x \in \mathcal{F}(\delta)} f(x, \cdot) = 2\sqrt{\delta}\|\cdot - x^*\|$ is the envelope of the class $\mathcal{F}(\delta)$. By Sudakov’s minorisation (see Theorem 2.4.12. in [26] and also [19] for the specified constant),

$$\log N\left(\tau, \mathcal{F}(\delta), \|\cdot\|_{2, P}\right) \leq \frac{1}{8} \frac{\left(\mathbb{E}g\left(\Sigma_X^{1/2}(g, g)\right)\right)^2}{\tau/\sqrt{\delta}} \leq \frac{\text{tr}(\Sigma_X)\delta}{8\tau^2}$$

where $g$ is a standard Gaussian random element taking values in $(\mathcal{H}, d)$. Since $\|H_\delta\|_{2, P}^2 = 4\delta \mathbb{E}\left(\langle X - x^*, X - x^*\rangle\right) = 4\delta \text{tr}(\Sigma_X)$, we have

$$\log N\left(\tau\|H_\delta\|_{2, P}, \mathcal{F}(\delta), \|\cdot\|_{2, P}\right) \leq \frac{1}{32\tau^2}$$

With the same machinery, one can also deduce the same result for the empirical measure $P_n$.  \qed