An inspection model of products and their input materials
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Consider an input material with a nonconforming probability that is used for the production of a product through a deteriorating process, which is initially maintained in an in-control state, but can randomly shift into an out-of-control state after some products are produced. To economically control the total quality-related cost for a given production lot, an optimal inspection policy for the products and their input materials is proposed. Furthermore, under the optimal inspection policy, a decision on the optimal production lot size is also incorporated. The unique properties and conditions that give the optimal production lot size are explored. Numerical examples are given to illustrate our proposed inspection and production model. The effects of the model’s parameter values, such as inspection error rate, unit inspection cost for the input material, unit inspection cost for the product, etc., on the optimal solution are investigated. Finally, some useful insights that should help industrial operations are presented.
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1. Introduction

Not only product quality, but also cost, is usually a major consideration when developing an order winning strategy for a company. However, high product quality always leads to a higher cost, and vice versa. Thus, the trade-off between the two above-mentioned business competitive factors is an important issue. When the products are produced by a deteriorating production system with a geometric shift distribution, in order to balance the set-up cost of production, the inventory holding cost and the product quality cost, Porteus (1986) uses a small lot size that is always smaller than the traditional economic production lot size. This reduces the number of nonconforming products, where the nonconforming products are produced once the process shifts into an out-of-control state. Later, Wang and Sheu (2003) extend Porteus’s (1986) model to allow for the process to have a general discrete shift distribution and some of the properties that relate to optimal production lot size were explored by them.

Regardless of the decision on the optimal production lot size, Raz, Herer, and Grosfeld-Nir (2000) develop an economic offline inspection and disposition policy for a given production lot size, where the process is assumed to have a geometric shift distribution. Two recursive equations are used by them to solve the problem of inspection and disposition. Sheu, Chen, Wang, and Shin (2003) further expanded on this in order to deal with the situation where two types of inspection errors exist in the Raz et al.’s (2000) model. However, in Sheu et al.’s (2003) model, they use process life with the property of memorylessness to develop their proposed model. However, the property of memorylessness does not hold when inspection errors are considered. In such cases, referring to Raz et al.’s (2000) concept, an extra index needs to be used to record the starting position of the discussed sub-batch when making the decision-related to inspection and disposition, and a modified model was proposed by Wang (2007). This model is different from that of Sheu et al. (2003) who investigated the effect of inspection errors on inspection and disposition policy. Tzimerman and Herer (2009) used product inspection results to infer the shift point in the production lot using a predetermined confidence level when inspection errors exist; specifically they used an entropy function to select which product should be inspected, the aim being to maximally decrease the entropy.

Lot sizing and product inspection, two separated product quality control mechanisms, have been integrated in previous studies. For example, the product inspection policy proposed by Djamaludin, Murthy, and Wilson (1994), where the products produced toward the end of the production lot should be inspected, is used by Wang and Sheu (2001). Similarly, Hu and Zong (2009) used these factors to integrate the policy of production planning and product inspection/reworking.

Nevertheless, product quality not only depends on the quality of the process but also on the quality of the input materials. Tagaras and Lee (1996) studied the effect of the nonconforming probability of the input materials on material inspection policy and vendor selection when the
purchase cost depends on the proportion of the nonconforming materials. Motivated by Tagaras Lee’s (1996) concept, Wang, Dohi, and Tsai (2010) propose a production and material inspection model where the input materials inspection policy and production lot size are determined simultaneously. However, the role of the product inspection policy in possibly reducing the quality-related cost is ignored. Therefore, in this paper, we integrate the inspection policy of the products and their input materials with the production lot size in a system where two types of inspection errors are considered.

The rest of this paper is organized as follows. Section 2 describes the proposed inspection and production model. The properties for the optimal inspection policy and of the production lot size are explored in Section 3. Numerical examples are given in Section 4 to illustrate our proposed model. Finally, some conclusions are made in Section 5.

2. The model of inspection and production

In this paper, it is assumed that an input material is used to produce a product through a deteriorating production system, where the process is maintained in an in-control state at the beginning of each production lot with a cost \( A > 0 \), and that it may randomly shift from an in-control state to an out-of-control state during production; furthermore, let \( \hat{F}(j) \) be the probability that the first \( j \) products are produced in an in-control state and \( F(j) = 1 - \hat{F}(j) \) be the probability that the process has shifted into an out-of-control state before or when the \( j \)th product is produced. Note that once the process shifts into an out-of-control state, it remains there until the end of the production lot. In addition, the input material is classified as nonconforming and conforming with probability \( p \) and \( 1 - p \), respectively. A product is conforming only when its input material is conforming and is produced in an in-control state; otherwise, a nonconforming product will be produced. Here, let \( B \) be the variable cost for producing a product including the cost of the input material, \( R' \) be the unit revenue of selling a conforming product and \( c_{ij} \) be the unit cost of selling a nonconforming product (i.e. unit warranty cost), where \( R' > B > 0 \).

To control the quality of the input materials and products, an unreliable inspection is considered to be performed with unit inspection cost \( c_0^I \) and \( c_1^I \) for an input material and a product, respectively; more precisely, let \( \alpha_0 \) (\( \alpha_1 \)) be the type I inspection error for an input material (a product), i.e. the probability of classifying a conforming input material (product) into a nonconforming material (product), and \( \beta_0 \) (\( \beta_1 \)) be the type II inspection error for an input material (product), i.e. the probability of classifying a nonconforming material (product) into a conforming material (product). Once an input material (or a product) has been inspected to be nonconforming, it will be replaced by a conforming material with unit cost \( c_0^N \) (or to be sold as a substandard product with a unit revenue \( s \), where \( R' > s \geq 0 \)).

3. Optimal inspection and production policy

Given a production lot with a size of \( n \), under an inspection policy \( (I_j,K_j) \) for \( j = 1, 2, \ldots, n \), the expected total revenue is given by

\[
\text{TER}(n) = \sum_{j=1}^{n} \text{ER}_j(I_j,K_j) - A - nB, \tag{1}
\]

where \( \text{ER}_j(I_j,K_j) \) is the expected revenue of the \( j \)th product when inspection policy \( (I_j,K_j) \) is used.

In the following text, we first fix the production lot size \( n \) and explore the optimal inspection policy \( (I_j^*,K_j^*) \) for \( j = 1, 2, \ldots, n \), which maximizes Equation (1). Then, the decision on the optimal production lot size \( (n^*) \) is incorporated.

3.1. Inspection process

The following indicator variables are denoted to express the status as to whether the \( j \)th product and its input materials have been inspected or not. Let \( I_j = 0 \) (or 1) represent the input material used to produce the \( j \)th product has not been inspected (or has been inspected) for \( j = 1, 2, \ldots, n \), and \( K_j = 0 \) (or 1) represent the \( j \)th product has not been inspected (or has been inspected) before selling to the market, for \( j = 1, 2, \ldots, n \).

Consider an input material is used to produce the \( j \)th product. When the input material is considered to be inspected, the resulting probability that the inspected material will be classified as conforming given that the input material is conforming or nonconforming, which are given by \( \theta_j^{\text{good}} = (1 - p)(1 - \alpha_0 I_j) \) and \( \theta_j^{\text{bad}} = p(\beta_0 I_j + 1 - I_j) \), respectively (also see Avinadav & Raz, 2003). This implies that the input material will be classified as nonconforming with probability \( \theta_j^I = 1 - \theta_j^{\text{good}} - \theta_j^{\text{bad}} \), or equivalent to

\[
\theta_j^I = [(1 - p)\alpha_0 + p(1 - \beta_0)] I_j. \tag{2}
\]

In this case, the “regarded” nonconforming material should be replaced with a conforming material with cost \( c_0^N \). Consequently, the probability that the \( j \)th product is produced using a conforming (or a nonconforming) material is given by \( \theta_j^{\text{good}} + \theta_j^I = 1 - \theta_j^{\text{bad}} \) (or \( \theta_j^{\text{bad}} \)).

The \( j \)th product will be sold when it is inspected to be conforming; however, its real quality may be conforming or nonconforming. Alternatively, it will be sold as a substandard product without incurring any warrant cost once it is inspected to be nonconforming. The related probabilities are obtained as follows.

The \( j \)th product will be sold when its real quality status is conforming if (i) it uses a conforming material for production (with probability \( \theta_j^{\text{good}} + \theta_j^I \) in an in-control state (with probability \( F(j) \)) and (ii) it is inspected to be conforming (i.e. not to commit the type I inspection error or un-inspected
with probability \(1 - \alpha_1 K_j\). Thus, the resulting probability is given by
\[
\phi_j^{\text{good}} = (\phi_j^{\text{good}} + \phi_j^{\text{bad}}) \tilde{F}(j)(1 - \alpha_1 K_j),
\]
or equivalently to
\[
\phi_j^{\text{good}} = [1 - p(\beta_0 I_j + 1 - I_j)] \tilde{F}(j)(1 - \alpha_1 K_j).
\]
On the other hand, the \(j\)th product will be sold when its real quality status is nonconforming if (i) it uses a nonconforming material to produce in an in-control or an out-of-control state (with probability \(\phi_j^{\text{bad}}\)), or it uses a conforming material to produce in an out-of-control state (with probability \((\phi_j^{\text{good}} + \phi_j^{\text{bad}})\tilde{F}(j)\), and (ii) it is inspected to be conforming (i.e. to commit the type II inspection error with probability \(\beta_1 K_j + 1 - \alpha_1 K_j\)). Consequently, the resulting probability is given by
\[
\phi_j^{\text{bad}} = [\phi_j^{\text{bad}} + (\phi_j^{\text{good}} + \phi_j^{\text{bad}}) \tilde{F}(j)](\beta_1 K_j + 1 - \alpha_1 K_j),
\]
or equivalently to
\[
\phi_j^{\text{bad}} = [p(\beta_0 I_j + 1 - I_j) \tilde{F}(j) + 1 - \tilde{F}(j)](\beta_1 K_j + 1 - \alpha_1 K_j).
\]
In addition, the \(j\)th product will be sold as a substandard, if it is inspected to be nonconforming no matter whether its real product quality is conforming or nonconforming, and the resulting probability is \(\phi_j = 1 - \phi_j^{\text{good}} - \phi_j^{\text{bad}}\). When the \(j\)th product whose input material is un-inspected, i.e. \(I_j = 0\), one has \(\phi_j = 0\). This means that one never replaces the input material of the \(j\)th product. Furthermore, if \((I_j, K_j) = (0,0)\), then one has both \(\phi_j = 0\) and \(\phi_j = 0\), and hence the \(j\)th product never be sold as substandard. Based on the above analysis, the expected revenue for the \(j\)th product can be explicitly expressed as follows, which depends on its inspection policy \((I_j, K_j)\):
\[
ER_j(I_j, K_j) = R' \phi_j^{\text{good}} - c_d \phi_j^{\text{bad}} + \phi_j s - c_0 \phi_j^{\text{good}} - c_0 I_j - c_1 K_j.
\]
Let \(R = R' - s > 0\) and \(c_d > c_
\]
Furthermore, using Equations (2), (4) and (6) in Equation (8) gives
\[
ER_j(I_j, K_j) = (1 - p)(R + c_d) \tilde{F}(j) - c_d + s(\tilde{F}(j) + c_d)p
\]
\[
= (1 - \beta_0) \tilde{F}(j) - c_0 [\alpha_0 (1 - p) + p(1 - \beta_0)]
\]
\[
- c_1 I_j(1 - p)[R \alpha_1 + c_d (1 - \beta_1)] \tilde{F}(j)
\]
\[
- c_d (1 - \beta_1) + c_1 K_j(p(1 - \beta_0)[R \alpha_1
\]
\[
+ c_d (1 - \beta_1) \tilde{F}(j)]I_j K_j.
\]

### 3.2. Optimal inspection policy

The optimal inspection policy for the \(j\)th product and its input material, \((I_j', K_j')\), can be obtained by comparing the following revenues that result from the four inspection policies, \((0,0), (1,0), (0,1)\) and \((1,1)\): ER, \(ER(I_j = 0, K_j = 0) = D_1 \tilde{F}(j) + E_1\), ER, \(ER(I_j = 1, K_j = 0) = D_2 \tilde{F}(j) + E_2\), ER, \(ER(I_j = 0, K_j = 1) = D_3 \tilde{F}(j) + E_3\) and ER, \(ER(I_j = 1, K_j = 1) = D_4 \tilde{F}(j) + E_4\), where \(D_1 = (1 - p)(R + c_d) > 0\), \(E_1 = -c_d + s\), \(D_2 = (1 - p \beta_0)(R + c_d) > 0\), \(E_2 = s - c_d - c_0 R [\alpha_0 (1 - p) + p(1 - \beta_0)] - c_1\), \(D_3 = (1 - p)(R(1 - \alpha_1) + c_d \beta_1) > 0\), \(E_3 = s - c_d - c_0 R (1 - \alpha_1) + c_d \beta_1\), \(D_4 = (1 - p \beta_0)(R(1 - \alpha_1) + c_d \beta_1) > 0\) and \(E_4 = s - c_0 \alpha_0 (1 - p) + p(1 - \beta_0) - c_1 - c_d \beta_1\).

Firstly, we investigate the case that the optimal inspection policy for the \(j\)th product is \((I_j', K_j') = (0,0)\). That is, we explore the conditions that \((I_j, K_j) = (0,0)\) dominates \((1,0), (0,1)\) and \((1,1)\).

If \((I_j, K_j) = (0,0)\) is superior to \((I_j, K_j) = (1,0)\), then from Equation (8) one needs the following condition to be hold:
\[
ER_j(I_j = 0, K_j = 0) \geq ER_j(I_j = 1, K_j = 0)
\]
\[
\Leftrightarrow \tilde{F}(j) \leq \frac{E_1 - E_2}{D_2 - D_1} = \frac{c_0 [\alpha_0 (1 - p) + p(1 - \beta_0)] + c_0}{(R + c_d)p(1 - \beta_0)}.
\]
Since \(\tilde{F}(j)\) decreases as \(j\) increases, one can conclude the following decision rule, namely decision rule 1 (DR 1): let
\[
j_1 = \arg \min_{j = 1, 2, \ldots} \left\{ j | \tilde{F}(j) \leq \frac{c_0 [\alpha_0 (1 - p) + p(1 - \beta_0)] + c_0}{(R + c_d)p(1 - \beta_0)} \right\}.
\]
Consider the \(j\)th product, if \(j \geq j_1\), then the inspection policy \((I_j, K_j) = (0,0)\) is superior to \((I_j, K_j) = (1,0)\). On the other hand, if \(j < j_1\), then \((I_j, K_j) = (1,0)\) is superior to \((I_j, K_j) = (0,0)\).

Next, the inspection policy \((I_j, K_j) = (0,0)\) is superior to \((I_j, K_j) = (0,1)\) if and only if \(ER_j(I_j = 0, K_j = 0) \geq ER_j(I_j = 0, K_j = 1)\). Using a similar approach to obtain DR 1, one can conclude decision rule 2; (DR 2): let
\[
j_2 = \arg \max_{j = 1, 2, \ldots} \left\{ j | \tilde{F}(j) \geq \frac{E_3 - E_1}{D_1 - D_3} = \frac{c_d (1 - \beta_1) - c_1}{(1 - p)[R \alpha_1 + c_d (1 - \beta_1)]} \right\}.
\]
For the \(j\)th product, if \(j \leq j_2\), then \((I_j, K_j) = (0,0)\) is better than \((I_j, K_j) = (0,1)\). On the other hand, if \(j > j_2\), then \((I_j, K_j) = (0,1)\) is superior to \((I_j, K_j) = (0,0)\). Note that when \(j_2\) does not exist to satisfy Equation (11), i.e. \((E_3 - E_1)/(D_1 - D_3) > 1 \Leftrightarrow p c_d (1 - \beta_1) > c_1 + (1 - p) R \alpha_1\), this means that the inspection policy \((I_j, K_j) = (0,0)\) never dominates \((I_j, K_j) = (0,1)\) for any \(j \geq 1\). In this case, one can set \(j_2 = 0\).
Again, the requirement that inspection policy \((I_j, K_j) = (0, 0)\) is superior to \((I_j, K_j) = (1, 1)\) is given by

\[
ER_j(I_j = 0, K_j = 0) \geq ER_j(I_j = 1, K_j = 1).
\]  

(12)

Case 1 If \(D_1 < D_4 \Leftrightarrow (R + c_d)p(1 - \beta_0) > [R\alpha_1 + c_d (1 - \beta_1)](1 - p\beta_0)\), then Equation (12) is equivalently to

\[
\tilde{F}(j) \leq \frac{E_1 - E_4}{D_4 - D_1} = \frac{c_d[\alpha_0(1 - p) + p(1 - \beta_0)] + c_0 + c_1 - c_d(1 - \beta_1)}{(R + c_d)p(1 - \beta_0) - [R\alpha_1 + c_d(1 - \beta_1)]}(1 - p\beta_0).
\]

(13)

This indicates that when the last inequality holds, the inspection policy \((I_j, K_j) = (0, 0)\) dominates \((I_j, K_j) = (1, 1)\). Utilizing the property that \(\tilde{F}(j)\) is decreasing when \(j\) is increasing, one has the following decision rule (DR 3-1): let

\[
j_{31} = \arg \min_{j = 1, 2, \ldots} \left\{j \mid \tilde{F}(j) \leq \frac{c_d[\alpha_0(1 - p) + p(1 - \beta_0)] + c_0 + c_1 - c_d(1 - \beta_1)}{(R + c_d)p(1 - \beta_0) - [R\alpha_1 + c_d(1 - \beta_1)]}(1 - p\beta_0)\right\}.
\]

(14)

For the \(j\)th product, when \(j \geq j_{31}\), the inspection policy \((I_j, K_j) = (0, 0)\) is superior to \((I_j, K_j) = (1, 1)\), and when \(j < j_{31}\), one has that \((I_j, K_j) = (1, 1)\) is superior to \((I_j, K_j) = (0, 0)\). Nevertheless, if \(E_4 > E_1 \Leftrightarrow c_d[\alpha_0(1 - p) + p(1 - \beta_0)] + c_0 + c_1 < c_d(1 - \beta_1)\), then Equation (13) never holds, i.e. \((I_j, K_j) = (0, 0)\) never dominates \((I_j, K_j) = (1, 1)\). In this case, one can set \(j_{31} = \infty\).

Case 2 If \(D_1 > D_4 \Leftrightarrow (R + c_d)p(1 - \beta_0) < [R\alpha_1 + c_d (1 - \beta_1)](1 - p\beta_0)\), then a similar approach to Case 1 can be used to obtain the decision rule (DR 3-2): let

\[
j_{32} = \arg \max_{j = 1, 2, \ldots} \left\{j \mid \tilde{F}(j) \geq \frac{c_d[\alpha_0(1 - p) + p(1 - \beta_0)] + c_0 + c_1 - c_d(1 - \beta_1)}{(R + c_d)p(1 - \beta_0) - [R\alpha_1 + c_d(1 - \beta_1)]}(1 - p\beta_0)\right\}.
\]

(15)

For the \(j\)th product, if \(j \leq j_{32}\), then \((I_j, K_j) = (0, 0)\) is better than \((I_j, K_j) = (1, 1)\). On the other hand, if \(j > j_{32}\), then \((I_j, K_j) = (1, 1)\) is better than \((I_j, K_j) = (0, 0)\). However, if \(c_d[\alpha_0(1 - p) + p(1 - \beta_0)] + c_0 + c_1 - c_d(1 - \beta_1) / ((R + c_d)p(1 - \beta_0) - [R\alpha_1 + c_d(1 - \beta_1)])(1 - p\beta_0) > 1\), then one can set \(j_{32} = 0\).

Case 3 If \(D_1 = D_4 \Leftrightarrow (R + c_d)p(1 - \beta_0) = [R\alpha_1 + c_d(1 - \beta_1)](1 - p\beta_0)\), then it is easy to obtain the optimal inspection policy for the \(j\)th product and its input material, namely decision rule 3-3; (DR 3-3): if \(c_d[\alpha_0(1 - p) + p(1 - \beta_0)] + c_0 + c_1 > c_d(1 - \beta_1)\), then \((I_j, K_j) = (0, 0)\) always dominates \((I_j, K_j) = (1, 1)\), and one can set \(j_{32} = \infty\) if DR 3-2 is adopted (alternatively, one can set \(j_{31} = 0\) if one wish to adopt DR 3-1); otherwise, \((I_j, K_j) = (1, 1)\) is superior to \((I_j, K_j) = (0, 0)\), and one can set \(j_{32} = 0\) when DR 2 is adopted (alternatively, one can adopt DR 3-1 by setting \(j_{31} = \infty\)).

Next, we investigated the case that \((I^*_j, K^*_j) = (1, 1)\). That is, we would like to know that when does \((I_j, K_j) = (1, 1)\) dominate \((1, 0)\) and \((0, 1)\). Note that the comparisons between \((1, 1)\) and \((0, 0)\) are given in DR 3.

For the \(j\)th product, the condition that the inspection policy \((I_j, K_j) = (1, 1)\) is superior to \((I_j, K_j) = (1, 0)\) is

\[
ER_j(I_j = 1, K_j = 1) \geq ER_j(I_j = 1, K_j = 0)
\]

\[
\Leftrightarrow \tilde{F}(j) \leq \frac{E_4 - E_2}{D_2 - D_4} = \frac{c_d(1 - \beta_1) - c_1^1}{(1 - p\beta_0)[R\alpha_1 + c_d(1 - \beta_1)]}.
\]

(16)

This reveals that, when Equation (15) holds, then \((I_j, K_j) = (1, 1)\) is better than \((I_j, K_j) = (1, 0)\). Furthermore, using the property that \(\tilde{F}(j)\) is decreasing when \(j\) increases, this gives the following decision rule (DR 4): let

\[
j_{4} = \arg \max_{j = 1, 2, \ldots} \left\{j \mid \tilde{F}(j) \leq \frac{c_d(1 - \beta_1) - c_1^1}{(1 - p\beta_0)[R\alpha_1 + c_d(1 - \beta_1)]}\right\}.
\]

(17)

For the \(j\)th product, if \(j \geq j_{4}\), then \((I_j, K_j) = (1, 1)\) is better than \((I_j, K_j) = (1, 0)\); otherwise, if \(j < j_{4}\), then \((I_j, K_j) = (1, 0)\) is better than \((I_j, K_j) = (1, 1)\). Note that if \(c_d(1 - \beta_1) < c_1^1\), then Equation (16) does not hold, which implies that \((I_j, K_j) = (1, 1)\) is never better than \((I_j, K_j) = (1, 0)\), and one can set \(j_{4} = \infty\).

Using a similar approach to DR 4, one can conclude the following decision rule (DR 5) when comparing two inspection policies, \((I_j, K_j) = (0, 1)\) and \((1, 1)\): let

\[
j_{5} = \arg \max_{j = 1, 2, \ldots} \left\{j \mid \tilde{F}(j) \geq \frac{E_3 - E_4}{D_3 - D_4} = \frac{c_0[p(1 - \beta_0) + (1 - p)\alpha_0] + c_1^0}{p(1 - \beta_0)[R(1 - \alpha_1) + c_d\beta_1]}\right\}.
\]

(18)

For the \(j\)th product, if \(j \leq j_{5}\), then \((I_j, K_j) = (1, 0)\) dominates \((I_j, K_j) = (0, 1)\), else if \(j > j_{5}\), then \((I_j, K_j) = (0, 1)\) dominates \((I_j, K_j) = (1, 1)\). However, if \((c_0[p(1 - \beta_0) + (1 - p)\alpha_0] + c_1^0)/(p(1 - \beta_0)[R(1 - \alpha_1) + c_d\beta_1]) > 1\), one sets \(j_{5} = 0\).

Finally, the comparisons between \((I_j, K_j) = (1, 0)\) and \((I_j, K_j) = (0, 1)\) can be analyzed as follows. It is easy to see that \((I_j, K_j) = (1, 0)\) is superior to \((I_j, K_j) = (0, 1)\) if and only if

\[
ER_j(I_j = 1, K_j = 0) \geq ER_j(I_j = 0, K_j = 1)
\]

\[
\Leftrightarrow \tilde{F}(j) \geq \frac{E_3 - E_2}{D_3 - D_2} = \frac{c_0[\alpha_0(1 - p) + p(1 - \beta_0)] + c_1^0 + c_d(1 - \beta_1) - c_1^1}{(R + c_d)p(1 - \beta_0) + (1 - p)[R\alpha_1 + c_d(1 - \beta_1)]}.
\]

Using the similar analysis to that used to obtain DR 1, the comparisons between \((I_j, K_j) = (1, 0)\) and \((I_j, K_j) = (0, 1)\).
can be concluded by the following decision rule (DR 6): let
\[
j^*_0 = \arg \max_{j=1,2, \ldots} \left\{ j \tilde{F}(j) = \frac{c_R^0 [c_0(1-p) + p(1-\beta_0)]}{(R + c_4)p(1-\beta_0) + (1-p)} \right\}.
\]
For the jth product, if \( j \leq j_0 \), then \((I^*_j, K^*_j) = (l, 0)\) dominates \((I_j, K_j) = (0, 1)\); otherwise, if \( j > j_0 \), then \((I^*_j, K^*_j) = (1, 0)\) dominates \((I_j, K_j) = (0, 1)\). Nevertheless, if \((Rax_1 + c_4(1-\beta_1)) > 1\), Proposition (18) never holds, which implies that \((I^*_j, K^*_j) = (1, 0)\) never dominates \((I_j, K_j) = (0, 1)\). In this case, one can set \( j_0 = 0 \).

Based on DRs 1–6, the following proposition is proposed to determine the optimal inspection policy for a given production lot size \( n \geq 1 \). The proofs are given in Appendix 1.

**Proposition 1** Let \( \delta = (Rax_1 + c_4(1-\beta_1)) / (R + c_4) \) and \( \lambda = \delta / (1 - (1 / \delta) \beta_0) \), where \( 0 \leq \delta \leq \lambda \leq 1 \).

(a) If \( p > \lambda \), we have
\[
(I^*_j, K^*_j) = \begin{cases} 
(1, 0) & \text{for } 1 \leq j \leq \min(j_1 - 1, j_4 - 1, j_0), \\
(1, 1) & \text{for } \min(j_1 - 1, j_4 - 1, j_0) < j < j_{31}, \\
(0, 0) & \text{for } j_{31} \leq j < \min(j_2, j_5, j_6), \\
(0, 1) & \text{for } \max(j_2, j_5, j_6) + 1 \leq j \leq n.
\end{cases}
\]

(b) If \( p < \lambda \), we have
\[
(I^*_j, K^*_j) = \begin{cases} 
(1, 0) & \text{for } 1 \leq j \leq \min(j_1 - 1, j_4 - 1, j_0), \\
(0, 0) & \text{for } \min(j_1 - 1, j_4 - 1, j_0) < j \leq j_3, \\
(1, 1) & \text{for } j_3 < j < \min(j_2, j_5, j_6), \\
(0, 1) & \text{for } \max(j_2, j_5, j_6) + 1 \leq j \leq n.
\end{cases}
\]

(c) If \( p = \lambda \) and \( c_R^0 + c_4^1 > c_4(1-\beta_1) - \frac{c_R^0 [c_0(1-p) + p(1-\beta_0)]}{(R + c_4)p(1-\beta_0) + (1-p)} \), then we have
\[
(I^*_j, K^*_j) = \begin{cases} 
(1, 0) & \text{for } 1 \leq j \leq \min(j_1 - 1, j_4 - 1, j_0), \\
(0, 0) & \text{for } \min(j_1 - 1, j_4 - 1, j_0) < j < \min(j_2, j_5, j_6) + 1, \\
(0, 1) & \text{for } \max(j_2, j_5, j_6) + 1 \leq j \leq n.
\end{cases}
\]

On the other hand, if \( c_R^0 + c_4^1 \leq c_4(1-\beta_1) - \frac{c_R^0 [c_0(1-p) + p(1-\beta_0)]}{(R + c_4)p(1-\beta_0) + (1-p)} \), then we have
\[
(I^*_j, K^*_j) = \begin{cases} 
(1, 0) & \text{for } 1 \leq j \leq \min(j_1 - 1, j_4 - 1, j_0), \\
(1, 1) & \text{for } \min(j_1 - 1, j_4 - 1, j_0) < j < \min(j_2, j_5, j_6) + 1, \\
(0, 1) & \text{for } \max(j_2, j_5, j_6) + 1 \leq j \leq n.
\end{cases}
\]

Propositions 1 shows that the input materials used for the products produced at the initial segment of the production lot should be inspected; on the other hand, the products produced at the tail segment of the production lot should also be inspected. The inspection policy that both the products and their input materials should be inspected or should not be inspected occurs for the products produced in middle part of the production lot. Note that when the input quality is perfect, i.e. \( p = 0 \), one has \( j_1 = 1 \) from DR 1, and hence the inspection policy of \((I^*_j, K^*_j) = (1, 0)\) is never optimal. On the other hand, when the unit product inspection cost is high, i.e. \( c_R(1-\beta_1) < c_4^1 \), one has \( j_2 = \infty \) from DR 2. In this case, one can see that the inspection policy \((I^*_j, K^*_j) = (0, 1)\) is never optimal.

**Remark 1** The lot-sizing model proposed by Porteus (1986) is adequate if the optimal inspection policy is \((I^*_j, K^*_j) = (0, 0)\) for \( j = 1, 2, \ldots, n \). One situation for such a case is when (see Proposition 1(b)) a perfect input material is used (i.e. \( p = 0 \)) and the expected resulting cost of both the product and its input material are inspected is less than the maximal cost savings for a nonconforming product that has been inspected, i.e. the inequality \( c_R^0 [c_0(1-p) + p(1-\beta_0)] + c_4^0 + c_4^1 < c_4(1-\beta_1) \) holds, which implies that \( j_2 = \infty \) (see DR 3-2).

### 3.3. Optimal production lot size

From Proposition 1(a), when \( p > \lambda \), under the optimal inspection policy, the expected total revenue for a production lot size \( n \geq 1 \) is given by
\[
\text{TER}(n) = \sum_{j=1}^{\min(j_1 - 1, j_4 - 1, j_0)} \text{ER}_j(I_j = 1, K_j = 0) \\
+ \sum_{j=\min(j_1 - 1, j_4 - 1, j_0) + 1}^{\max(j_2, j_5, j_6)} \text{ER}_j(I_j = 1, K_j = 1) \\
+ \sum_{j=\max(j_2, j_5, j_6) + 1}^{n} \text{ER}_j(I_j = 0, K_j = 0) \\
+ \sum_{j=\max(j_2, j_5, j_6) + 1}^{n} \text{ER}_j(I_j = 0, K_j = 1) - A - Bn.
\]
Equation (19) can be given explicitly as follows:

\[
\text{TER}(n) = \min(j_i - 1, j_k - 1, j_d) \sum_{j=1}^n [D_2 \bar{F}(j) + E_2] + \sum_{j=\min(j_i - 1, j_k - 1, j_d)+1}^{j_i-1} [D_4 \bar{F}(j) + E_4] \\
+ \sum_{j=j_i}^{j_k} [D_1 \bar{F}(j) + E_1] + \sum_{j=j_k}^{j_d} [D_3 \bar{F}(j) + E_3] - A - Bn. 
\]

(20)

For the other cases stated in Proposition 1(b) and 1(c), their associated expected total revenue are given in Appendix 2. The following proposition proposed the properties of the optimal production lot size \(n^*\) that maximizes the total revenue given in Equation (20), and the proofs are given in Appendix 3.

**PROPOSITION 2** If \(\text{ER}_1(I_1^*, K_1^*) < B\) (or \(\text{ER}_\infty(I_\infty^*, K_\infty^*) \geq B\)), then one has \(n^* = 1\) (or \(n^* = \infty\)), where \(\text{ER}_1(I_1^*, K_1^*) = \max\{E_1 < 0, E_1 + E_2 < 0, E_1 + E_3 < 0, E_1 + E_4 + E_5 < 0\}\). Otherwise, \(n^*\) can be uniquely determined by satisfying \(\text{ER}_n(I_n^*, K_n^*) \geq B\) and \(\text{ER}_{n+1}(I_{n+1}^*, K_{n+1}^*) < B\).

When the input nonconforming probability \(p\) increases, it is easy to see that \(D_i\) and \(E_i\) decreases for \(i = 1, 2, 3, 4\), and this implies that \(\text{ER}_n(I_n^*, K_n^*)\) decreases for \(j = 1, 2, \ldots\), which results in both an optimal production lot size \(n^*\) and a related expected total revenue that decreases (Proposition 2).

3.4. Special cases

Let \(\bar{F}(j) = q^j\), i.e. the process has a discrete Weibull shift distribution (see Nakagawa and Osaki (1975)). In this case, the \(j_i\) to \(j_d\) given in DRs 1-6, can be easily obtained. For example, if \(1 \geq (E_2 - E_1)/(D_1 - D_2) > 0\), then one has \(j_i = \lceil \ln((E_2 - E_1)/(D_1 - D_2))/\ln(q) \rceil \). Furthermore, when the process has a geometric shift distribution with a small shift rate, i.e. \(\gamma = 1\) and \(q \approx 1\), one can use the following approximation: \(q^j \approx 1 + x \ln(q) + (x \ln(q))^2/2\) (see, e.g. Porteus, 1986). In this case, one has

\[
\sum_{j=n+1}^{n} \bar{F}(j) \approx \frac{-(1 - q^j)q}{1 - q} - \left[\frac{q \ln(q)}{1 - q}\right]n - \left[\frac{q(\ln(q))^2}{2(1 - q)}\right]n^2. 
\]

(21)

Consider the case where \(1 \leq n \leq \min(j_1 - 1, j_4 - 1, j_6)\). Using Equation (21) in Equation (19) gives

\[
\text{TER}(n) = D_2 \left\{\frac{-(1 - q^j)q}{1 - q} - \left[\frac{q \ln(q)}{1 - q}\right]n - \left[\frac{q(\ln(q))^2}{2(1 - q)}\right]n^2\right\} + E_2 - A - Bn. 
\]

(22)

The first derivative with respect to \(n\) on Equation (22) is given by

\[
\frac{d\text{TER}(n)}{dn} = D_2 \left\{-\frac{q \ln(q)}{1 - q} - \frac{q(\ln(q))^2}{2(1 - q)}\right\}n - B. 
\]

(23)

In addition, since the second order of the derivative is negative, i.e.

\[
\frac{d^2\text{TER}(n)}{dn^2} = -D_2 \left[\frac{q(\ln(q))^2}{1 - q}\right]n < 0, 
\]

the root of Equation (23) attains a maximal revenue for Equation (22). One can obtain an approximate solution as follows:

\[
n^*_1 = \max\{1, \min\left\{\left[\frac{B(q - 1)}{D_2 q(\ln(q))^2 - 1/\ln(q)}\right], \right\}\min(j_1 - 1, j_4 - 1, j_6)\}, 
\]

where \([z]\) is a ceiling function of \(z\), which is the smallest integer that is greater or equal to \(z\). The solutions for the other cases are summarized in Appendix 4. Once all partial solutions \(n^*_1\) are obtained, the optimal solution can be obtained by selecting the one giving the largest revenue, i.e. \(\text{TER}(n^*) = \max_{i=1,2,\ldots} \{\text{TER}(n^*_i)\}\).

4. Numerical examples

In this section, the proposed integrated model for products and their input materials inspection policy in relation to production lot sizing is illustrated using the following parameter values: \(A = 50, B = 1.5, c_1^0 = 0.5, c_1^1 = 2.5, c_2^0 = 3, \alpha_0 = 0.15, \alpha_1 = 0.15, \beta_0 = 0.1, \beta_1 = 0.15, s = 0, R' = 10, c_2^* = 8\) and \(\bar{F}(j) = q^j\) with \(q = 0.99\) and \(\gamma = 1\) or \(1.3\). In addition, let \(\omega = p - \lambda\). When \(\omega > 0, \omega < 0\) or \(\omega = 0\), the optimal inspection policy corresponds to Proposition 1(a)-(c), respectively. For example, when \(q = 0.99\) and \(\gamma = 1\), one has \(\delta = 0.4611\) and \(\lambda = 0.4874\), which results in \(\omega = -6.5970\), and thus, the inspection policy given in Proposition 1(b) should be applied.

The effect of the nonconforming probability of the input materials on the optimal inspection policy and the optimal production lot size are summarized in Tables 1 and 2, where Tables 1 and 2 represent the cases where the process has a constant failure rate (i.e. \(\gamma = 1\)) or an increasing failure rate (i.e. \(\gamma = 1.3\)), respectively (Nakagawa & Osaki, 1975).
Table 1. The effect of $p$ on the optimal solution ($\gamma = 1$).

| $p$ | (1,0) | (0,0) | (1,1) | (0,1) | $n^*$ | TER($n^*$) | $\omega$ |
|-----|-------|-------|-------|-------|------|-----------|--------|
| 0   | 1–65  | 66–63 | 187.42| –8.30 |
| 0.1 | 1–31  | 32–54 | 115.31| –6.59 |
| 0.2 | 1–54  | 55–47 | 95.16 | –4.89 |
| 0.3 | 1–58  | 59–44 | 78.26 | –3.19 |
| 0.4 | 1–61  | 62–64 | 62.39 | –1.48 |
| 0.5 | 1–60  | 61–73 | 47.55 | 0.21  |
| 0.6 | 1–59  | 60–81 | 33.74 | 1.91  |
| 0.7 | 1–58  | 59–87 | 20.97 | 3.62  |
| 0.8 | 1–57  | 58–92 | 9.24  | 5.32  |
| 0.9 | 1–56  | 57–96 | 2.81  | 7.02  |
| 1   | 1–54  | 55–99 | –11.07| 8.73  |

Table 2. The effect of $p$ on the optimal solution ($\gamma = 1.3$).

| $p$ | (1,0) | (0,0) | (1,1) | (0,1) | $n^*$ | TER($n^*$) | $\omega$ |
|-----|-------|-------|-------|-------|------|-----------|--------|
| 0   | 1–24  | 25–24 | 52.54 | –8.30 |
| 0.1 | 1–14  | 15–21 | 24.33 | –6.59 |
| 0.2 | 1–21  | 22–19 | 16.36 | –4.89 |
| 0.3 | 1–22  | 23–18 | 9.42  | –3.19 |
| 0.4 | 1–23  | 24–23 | 2.81  | –1.48 |
| 0.5 | 1–23  | 24–28 | 16–3.46| 0.21  |
| 0.6 | 1–23  | 24–29 | 15–9.39| 1.91  |
| 0.7 | 1–22  | 23–32 | 32–14 | –14.97| 3.62  |
| 0.8 | 1–22  | 23–33 | 34–12 | –25.06| 5.32  |
| 0.9 | 1–22  | 23–34 | 35–11 | –29.54| 7.02  |
| 1   | 1–22  | 23–35 | 36–10 | –33.1| 8.73  |

From Tables 1 and 2, we have the following observations:

- When the nonconforming probability of the input materials ($p$) increases, both the optimal production lot size ($n^*$) and the optimal expected total revenue (TER($n^*$)) decrease. In addition, when the process has a worse reliability (i.e. $\gamma = 1.3$), a smaller lot size is required. This indicates that a smaller lot size is attractive not only when the process has a worse reliability (see, e.g. Wang & Sheu, 2001) but also when there is a larger nonconforming probability for the input material used.
- As expected, when the input quality is perfect (i.e. $p = 0$), one does not have to inspect any input materials within the optimal production lot size.
- When $p$ is small (here, $p = 0.1$), all the products within the optimal production lot size should not be inspected, but a partial inspection of the input materials is necessary, i.e. the input materials used for the products produced at the initial parts of the production lot should be inspected. The optimal inspection policy for the products and their input materials is depicted in Figure 1 for $\gamma = 1$ and in Figure 2 for $\gamma = 1.3$. Under the optimal inspection policy, the change in the expected total revenue with the different production lot sizes is depicted in Figure 3 for $\gamma = 1$ and Figure 4 for $\gamma = 1.3$, where $(l_j, k_j) = (1, 0)$, (0,0), (1,1) and (0,1) are denoted by “,” “,” “*” and “o,” respectively.
- When $p$ is large (here $p \geq 0.2$), the optimal inspection policy is $(I^*_j, K^*_j) = (1, 0)$ for $j = 1, 2, \ldots, n^*$. This indicates that all the input materials used within the optimal production lot size should be inspected, but all the products should not be inspected because a smaller lot size is used in order to keep the process with a high reliability while producing. Also note that when the nonconforming probability is very much worse, here $p \geq 0.3$ for $\gamma = 1$ and $p \geq 0.5$ for $\gamma = 1.3$, one should give up production since the expected total revenue is negative.

When $p = 0.1$ and $\gamma = 1$ (i.e. the process has a geometric shift distribution), the effects of the change of the two types...
Figure 3. The total revenue versus the production lot size when $\gamma = 1$ and $p = 0.1$. 

Figure 4. The total revenue versus the production lot size when $\gamma = 1.3$ and $p = 0.1$.

of inspection errors and the values of the model cost parameters on the optimal solution are given in Tables 3 and 4, respectively, where each time only one parameter value is changed and the other parameters values remain the same.

Table 3 shows that when an inspection error increases, both the optimal lot size and the total revenue are non-increasing. When the inspection errors of the input materials, $\alpha_0$ and/or $\beta_0$, increases, the range of inspection for the input materials dwindles (see the changes in the inspection policy (1,0)). On the other hand, when the inspection errors of the product, $\alpha_1$ and/or $\beta_1$, increases, the range of product inspection diminishes (see the changes in the inspection policy (0,1)).

Using Table 4, one can make the following observations.

- When the unit revenue $R'$ or the salvaged revenue $S$ increases, both the production lot size and total revenue increase. In addition, if $R'$ and/or $S$ becomes smaller, the no inspection policy for the products and their input materials become preferred, i.e. the range of (0,0) become larger.
- When the cost related to the input material increases, i.e. the replacement cost for a nonconforming material $c_0$ or the unit material inspection cost $c_i$, the total revenue decreases but the optimal production lot size remains unchanged. Furthermore, if $c_0$ and/or $c_i$ becomes larger, inspection of the input materials become unattractive, i.e. the range of (1,0) become smaller.

Table 3. The effects of the inspection errors on the optimal solution ($p = 0.1$ and $\gamma = 1$).

| $\alpha_0$ | $\beta_0$ | $\alpha_1$ | $\beta_1$ | (1,0) | (0,0) | (1,1) | $n^*$ | TER($n^*$) | $\omega$ |
|-----------|-----------|------------|------------|-------|-------|-------|-------|-----------|--------|
| 0         |           | 1–58       |            | 59–54 | 54    | 134.31| –6.59 |
| 0.05      |           | 1–55       |            | 56–54 | 54    | 127.07| –6.59 |
| 0.1       |           | 1–44       | 45–54      | 55–53 | 53    | 120.36| –6.59 |
| 0.15      |           | 1–31       | 32–54      | 55–53 | 53    | 115.31| –6.59 |
| 0.2       |           | 1–21       | 22–54      | 55–53 | 53    | 111.81| –6.59 |
| 0.05      |           | 1–39       | 40–54      | 55–53 | 53    | 119.60| –6.50 |
| 0.1       |           | 1–36       | 37–54      | 55–53 | 53    | 117.36| –6.54 |
| 0.15      |           | 1–31       | 32–54      | 55–53 | 53    | 115.31| –6.59 |
| 0.2       |           | 1–28       | 29–54      | 55–53 | 53    | 113.48| –6.64 |
| 0.05      |           | 1–31       | 32–35      | 36–65 | 65    | 126.34| –5.11 |
| 0.1       |           | 1–31       | 32–42      | 43–61 | 61    | 119.62| –5.60 |
| 0.15      |           | 1–31       | 32–47      | 48–56 | 56    | 116.03| –6.10 |
| 0.2       |           | 1–31       | 32–54      | 55–53 | 53    | 115.31| –6.59 |
| 0.05      |           | 1–31       | 32–60      | 61–53 | 53    | 115.31| –7.09 |
| 0.1       |           | 1–31       | 32–43      | 43–64 | 64    | 120.31| –7.78 |
| 0.15      |           | 1–31       | 32–47      | 48–59 | 59    | 117.17| –7.38 |
| 0.2       |           | 1–31       | 32–59      | 60–53 | 53    | 115.31| –6.20 |
Table 4. The effects of the various costs on the optimal solution \((p = 0.1 \text{ and } \gamma = 1)\).

| \(R'\) | \(s\) | \(c_{d}^{0}\) | \(c_{1}^{1}\) | \(c_{d}^{0}\) | \(c_{1}^{1}\) | \(n^{*}\) | \(\text{TER}(n^{*})\) | \(\omega\) |
|-------|-------|---------|---------|---------|---------|------|----------------|------|
| 5     |      | 1–45    |         | 46–      | 20      | −29.08| −6.30          |      |
| 10    | 1–31 | 32–54   | 55–53  | 115.31  | 6.59    |      |                 |      |
| 15    | 1–56 | 57–63   | 64–87  | 351.84  | 6.88    |      |                 |      |
| 20    | 1–72 |         | 73–114 | 647.14  | 7.18    |      |                 |      |
| 0     |      | 1–31    | 55–53  | 115.31  | 6.59    |      |                 |      |
| 2     |      | 1–31    | 32–37 | 38–75   | 131.92  | 7.98  |                 |      |
| 4     |      | 1–26    | 27–123| 198.36  | 9.36    |      |                 |      |
| 6     |      | 1–19    | 20–150| 337.08  | 10.75   |      |                 |      |
| 1.5   |      | 1–6     | 7–82  | 199.51  | 3.59    |      |                 |      |
| 2     |      | 1–20    | 21–82 | 148.76  | 5.09    |      |                 |      |
| 8     |      | 1–31    | 55–53  | 115.31  | 6.59    |      |                 |      |
| 10    |      | 1–40    | 41–49  | 93.92   | 8.10    |      |                 |      |
| 1.5   |      | 1–31    | 32–34 | 133.06  | 6.59    |      |                 |      |
| 2     |      | 1–31    | 32–44 | 119.01  | 6.59    |      |                 |      |
| 2.5   |      | 1–31    | 32–54 | 55–53   | 115.31  | 6.59  |                 |      |
| 3     |      | 1–31    | 32–67 | 53–53   | 115.31  | 6.59  |                 |      |
| 0.5   |      | 1–31    | 32–54 | 55–53   | 115.31  | 6.59  |                 |      |
| 1     |      | 1–54    | 55–53  | 108.81  | 6.59    |      |                 |      |
| 1.5   |      | 1–54    | 55–53  | 108.81  | 6.59    |      |                 |      |
| 2     |      | 1–54    | 55–53  | 108.81  | 6.59    |      |                 |      |
| 2     |      | 1–53    | 55–53  | 124.69  | 6.59    |      |                 |      |
| 3     |      | 1–31    | 32–54 | 55–53   | 115.31  | 6.59  |                 |      |
| 4     |      | 1–14    | 15–54 | 55–53   | 110.26  | 6.59  |                 |      |
| 5     |      | 1–54    | 55–53  | 108.81  | 6.59    |      |                 |      |

- On the other hand, when the cost related to the product increases (i.e. the unit nonconforming cost \(c_{d}^{0}\) or the unit product inspection cost \(c_{1}^{1}\)), both the optimal production lot size and the total revenue decrease. In addition, the inspection of the products becomes unattractive, i.e. the range of \((0,1)\) becomes smaller if there is a smaller unit nonconforming cost \(c_{d}^{0}\) or a larger unit product inspection cost \(c_{1}^{1}\).

5. Conclusions
In this paper, an integrated inspection and lot-sizing model is proposed. We first develop an optimal inspection policy that maximizes the expected total revenue for a given production lot size, where the inspection problem is to decide whether to inspect the \(j\)th product and its associated input material. From Proposition 1, one knows that the input materials should be inspected when they are used to produce products during the initial segment of the production lot, and that the products produced at the tail part of the production lot should also be inspected. However, for the middle part of the production lot, both the products and the input materials used should be either inspected or not inspected. In addition, we have explored the conditions related to the adequacy of using Porteus’s (1986) lot-sizing model, where both the products and their input materials are not inspected in a production lot. Under the optimal inspection policy, the optimal production lot size can be uniquely determined. In addition, we also explored the conditions for the optimal production lot size. When the process has a geometric shift distribution with a small shift rate, an approximated solution of the optimal production lot size is obtained as a closed-form expression. The illustrated numerical examples demonstrate that a smaller production lot size is required when the used input materials have a higher nonconforming probability and/or when the process has a worse reliability. In addition, when the nonconforming probability of the input material is small enough, one can ignore product inspection but one should still perform a partial inspection of the input materials used to produce the products during the initial part of the production lot.
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Appendix 1. A proof of Proposition 1(a)
From DRs 1, 4 and 6, we know that \((I^*_j, K^*_j) = (1, 0)\) for \(1 \leq j \leq \min(n_j - 1, j_1 - 1, j_2, j_3, j_4)\), and \((I^*_j, K^*_j) = (1, 0)\) is never optimal for \(\min(j_1 - 1, j_4 - 1, j_6, j) < j\). Similarly, from DRs 2, 5 and 6, we know that \((I^*_j, K^*_j) = (0, 1)\) for \(\max(j_2 + 1, j_5 + 1, j_6 + 1) \leq j < n\), and \((I^*_j, K^*_j) = (1, 0)\) is never optimal for \(j < \max(j_2 + 1, j_5 + 1, j_6 + 1)\). Also note that \(\min(j_1 - 1, j_4 - 1, j_6, j + 1)\) is either \(0, 1\) for \(j_3\). Furthermore, in DR 3-1, it is easy to see that
\[
(R + c_d)p(1 - \beta_0) > [R\alpha_1 + c_d(1 - \beta_1)](1 - p\beta_0) \Leftrightarrow p > \lambda.
\]
When \(p > \lambda\), we have \((I^*_j, K^*_j) = (0, 1)\) for \(j_3\leq j < \max(j_2 + 1, j_5 + 1, j_6 + 1)\) and \((I^*_j, K^*_j) = (1, 1)\) for \(\min(j_1 - 1, j_4 - 1, j_6, j + 1)\). A similar approach can be used for the remaining cases given in Proposition 1, which are omitted here.

Appendix 2
When \(p < \lambda\), one has
\[
\operatorname{TER}(n) = \min_{j_1 - 1, j_4 - 1, j_6} \sum_{j=1}^{n} [D_2 \tilde{F}(j) + E_2] + \sum_{j=j_2}^{j_3} [D_2 \tilde{F}(j) + E_1] + \max_{j=j_2}^{j_3+1} [D_2 \tilde{F}(j) + E_3] - A - Bn.
\]
When \(p = \lambda\), if \(c^0_R [\alpha_0(1 - p) + p(1 - \beta_0)] + c^0_d + c^1_d > c_d(1 - \beta_1)\), then one has
\[
\operatorname{TER}(n) = \min_{j_1 - 1, j_4 - 1, j_6} \sum_{j=1}^{n} [D_2 \tilde{F}(j) + E_2] + \sum_{j=j_2}^{j_3} [D_2 \tilde{F}(j) + E_1] + \max_{j=j_2}^{j_3+1} [D_2 \tilde{F}(j) + E_3] - A - Bn.
\]
Otherwise, if \(c^0_R [\alpha_0(1 - p) + p(1 - \beta_0)] + c^0_d + c^1_d \leq c_d(1 - \beta_1)\), then one has
\[
\operatorname{TER}(n) = \sum_{j=1}^{n} [D_2 \tilde{F}(j) + E_2] + \max_{j=j_2}^{j_3+1} [D_2 \tilde{F}(j) + E_3] - A - Bn.
\]

Appendix 3. A proof of Proposition 2
We first show that \(\operatorname{ER}_j(I^*_j, K^*_j)\) decreases when \(j\) increases. For a fixed inspection policy, \((0, 0), (1, 0), (0, 1)\) or \((1, 1)\), from Equation (9), it is easy to see that the \(j\)th product whose expected revenue decreases when \(j\) increases.

Suppose that \(I^*_j = x, K^*_j = y\) and \(I^*_{j+1} = x', K^*_{j+1} = y'\), where \(x, x', y, y' = 0 \text{ or } 1\), one has
\[
\operatorname{ER}_j(I^*_j = x, K^*_j = y) \geq \operatorname{ER}_{j+1}(I^*_{j+1} = x', K^*_{j+1} = y')
\]
This shows that \(\operatorname{ER}_j(I^*_j, K^*_j)\) is decreasing when \(j\) is increasing.

Now, we show the property of \(n^*\) as follows. It is easy to see that a local maximal solution should satisfy the following two inequalities:
\[
\operatorname{TER}(n) > \operatorname{TER}(n - 1) \Leftrightarrow \operatorname{ER}_n(I_n, K_n) > B
\]
and
\[
\operatorname{TER}(n) \geq \operatorname{TER}(n + 1) \Leftrightarrow \operatorname{ER}_{n+1}(I_{n+1}, K_{n+1}) \leq B.
\]

If \(\operatorname{ER}_1(I^*_1, K^*_1) < B\), then one has \(\operatorname{ER}_j(I^*_j, K^*_j) < B\) for \(j = 2, 3, \ldots\) This implies that \(\operatorname{TER}(n) = \operatorname{TER}(1) + \sum_{j=2}^{n} \operatorname{ER}_j(I^*_j, K^*_j) - B\) for \(j = 2, 3, \ldots\) and hence, \(\operatorname{TER}(n) > \operatorname{TER}(1)\). This shows that \(n^* = 1\).

On the other hand, when \(\operatorname{ER}_1(I^*_1, K^*_1) \geq B\) and \(\operatorname{ER}_{n+1}(I^*_n, K^*_n) < B\), since \(\operatorname{ER}_j(I^*_j, K^*_j)\) is decreasing in \(j\), Equation (A4) can be uniquely satisfied. Therefore, the solution to Equation (A4) is the unique optimal solution. In addition, when \(\operatorname{ER}_{n+1}(I^*_n, K^*_n) \geq B\), which implies that \(\operatorname{ER}_1(I^*_1, K^*_1) \geq B\), one has \(\operatorname{TER}(n + 1) - \operatorname{TER}(n) = \operatorname{ER}_{n+1}(I^*_n, K^*_n) - B > 0\) for \(n = 1, 2, 3, \ldots\). This indicates that \(n^* = \infty\).
Appendix 4

\[ p > \lambda \]
\[ n^*_1 = \max \left\{ \min \left[ \frac{B(q^{-1})}{D_q(\ln(q))^2} - \frac{1}{\ln(q)} \right], \min (j_1 - 1, j_4 - 1, j_6) \right\}, \quad 1 \leq n \leq \min (j_1 - 1, j_4 - 1, j_6). \]
\[ n^*_2 = \max \left\{ \min (j_1 - 1, j_4 - 1, j_6) + 1, \min \left[ \frac{B(q^{-1})}{D_q(\ln(q))^2} - \frac{1}{\ln(q)} \right], j_{31} - 1 \right\}, \quad \min (j_1 - 1, j_4 - 1, j_6) + 1 \leq n \leq j_{31} - 1. \]
\[ n^*_3 = \max \left\{ j_{31}, \min \left[ \frac{B(q^{-1})}{D_q(\ln(q))^2} - \frac{1}{\ln(q)} \right], \max (j_2, j_5, j_6) \right\}, \quad j_{31} \leq n \leq \max (j_2, j_5, j_6). \]
\[ n^*_4 = \max \left\{ \max (j_2, j_5, j_6) + 1, \min \left[ \frac{B(q^{-1})}{D_q(\ln(q))^2} - \frac{1}{\ln(q)} \right] \right\}, \quad \max (j_2, j_5, j_6) + 1 \leq n. \]

\[ p < \lambda \]
\[ n^*_1 = \max \left\{ \min \left[ \frac{B(q^{-1})}{D_q(\ln(q))^2} - \frac{1}{\ln(q)} \right], \min (j_1 - 1, j_4 - 1, j_6) \right\}, \quad l \leq n \leq \min (j_1 - 1, j_4 - 1, j_6). \]
\[ n^*_2 = \max \left\{ \min (j_1 - 1, j_4 - 1, j_6) + 1, \min \left[ \frac{B(q^{-1})}{D_q(\ln(q))^2} - \frac{1}{\ln(q)} \right], j_{32} \right\}, \quad \min (j_1 - 1, j_4 - 1, j_6) + 1 \leq n \leq j_{32}. \]
\[ n^*_3 = \max \left\{ j_{32} + 1, \min \left[ \frac{B(q^{-1})}{D_q(\ln(q))^2} - \frac{1}{\ln(q)} \right], \max (j_2, j_5, j_6) \right\}, \quad j_{32} + 1 \leq n \leq \max (j_2, j_5, j_6). \]
\[ n^*_4 = \max \left\{ \max (j_2, j_5, j_6) + 1, \min \left[ \frac{B(q^{-1})}{D_q(\ln(q))^2} - \frac{1}{\ln(q)} \right] \right\}, \quad \max (j_2, j_5, j_6) + 1 \leq n. \]

\[ p = \lambda \]
\[ n^*_1 = \max \left\{ \min \left[ \frac{B(q^{-1})}{D_q(\ln(q))^2} - \frac{1}{\ln(q)} \right], \min (j_1 - 1, j_4 - 1, j_6) \right\}, \quad 1 \leq n \leq \min (j_1 - 1, j_4 - 1, j_6). \]

If \( c^0_R [\alpha_0 (1 - p) + p (1 - \beta_0)] + c^0_2 + c^0_4 > c_d (1 - \beta_1), \) then
\[ n^*_2 = \max \left\{ \min (j_1 - 1, j_4 - 1, j_6) + 1, \min \left[ \frac{B(q^{-1})}{D_q(\ln(q))^2} - \frac{1}{\ln(q)} \right], \max (j_2, j_5, j_6) \right\}, \]
\[ \min (j_1 - 1, j_4 - 1, j_6) + 1 \leq n \leq \max (j_2, j_5, j_6). \]

If \( c^0_R [\alpha_0 (1 - p) + p (1 - \beta_0)] + c^0_2 + c^0_4 \leq c_d (1 - \beta_1), \) then
\[ n^*_2 = \max \left\{ \min (j_1 - 1, j_4 - 1, j_6) + 1, \min \left[ \frac{B(q^{-1})}{D_q(\ln(q))^2} - \frac{1}{\ln(q)} \right], \max (j_2, j_5, j_6) \right\}, \]
\[ \min (j_1 - 1, j_4 - 1, j_6) + 1 \leq n \leq \max (j_2, j_5, j_6). \]
\[ n^*_4 = \max \left\{ \max (j_2, j_5, j_6) + 1, \min \left[ \frac{B(q^{-1})}{D_q(\ln(q))^2} - \frac{1}{\ln(q)} \right] \right\}, \quad \max (j_2, j_5, j_6) + 1 \leq n. \]