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Abstract

In this paper we examine the extent to which the relationship between energy consumption and real GDP can be affected by an effective economic development policy based on industrialization. The Spanish Stabilization and Liberalization Plan of 1959 is regarded as a “natural experiment” that is especially interesting for our purposes. To explore long-run causality and possible changes in its direction, we have exploited statistical information for a long period (1900-2008). We applied a moving-window regression procedure based on the augmented vector autoregressive methodology of Toda and Yamamoto (1995). Causality results are highly sensitive to the industrialization process. For the sub-period preceding the development policy we consistently found greater support for the “conservation hypothesis”. This contrasts sharply with the set of results from the data belonging to the subsequent sub-period, where evidence is in favor of the “growth hypothesis”.
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1. Introduction

Nowadays, there is a growing interest in studying the relationship between energy consumption and economic growth, since knowledge about this issue may be particularly useful as a guide in formulating recommendations for energy and environmental policies. The aim of this paper is to contribute to this burning debate by empirically investigating whether (and, if so, in which direction) the causal relationship between primary energy use and economic growth can be affected by an accelerated industrialization. The successful policy reforms carried out following the Spanish Stabilization and Liberalization Plan (SLP) of 1959 constitute a “natural experiment” that is particularly interesting for our purposes. This development policy marked the end of an era that was characterized by a lack of productive resources and energy restrictions derived from the situation of autarky, and led the way toward a new period where economic openness and liberalization sharply favored an intense process of industrialization and technological modernization.

The direction of the relationship between energy consumption and economic growth can be established through a number of testable hypotheses from the Granger causality principle (Granger, 1969). Thus, the empirical results concerning the basic hypotheses regarding unidirectional causality can be straightforwardly interpreted from the standpoint of policy. These hypotheses are well known in the energy economics literature as the “conservation hypothesis” and the “growth hypothesis”. The fulfillment of the former is generally grounded on the existence of causality running from the real Gross Domestic Product (GDP) variable to the use of primary energy. Hence, it would be reasonable to think that policies aimed at preserving the environment by reducing energy consumption would have no notable impact on economic growth. The second of
these basic hypotheses would be supported by the causality from energy use to GDP, which would indicate that higher energy consumption would be a necessary condition to promote economic growth. Obviously, the existence of a bidirectional causality between both variables of interest is also possible, and would lead to compliance with the so-called “feedback hypothesis”. In this case, energy use and economic growth can be thought of as complements to each other. Finally, the non-existence of causality between energy consumption and GDP would provide support for the “neutrality hypothesis”, which means that neither conservative nor expansive measures of energy use would have a relevant effect on economic growth.

Since the seminal paper of Kraft and Kraft (1978), a large number of studies have been interested in testing the hypotheses described above by using aggregate data on primary energy consumption. As can be seen from a review of the literature on the topic, the empirical evidence on long-run causality is rather mixed, even when the same country is analyzed.¹ This apparent lack of consensus is also applicable to the Spanish case. To our knowledge, there are four papers that test the hypotheses using data information from the sixties. Thus, while the recent paper by Narayan and Popp (2012) finds that energy consumption causes real GDP, the results of Climent and Pardo (2007) and Fuinhas and Marques (2012) also support the existence of inverse causality. In contrast, in the paper by Chontanawat et al. (2008) causality is not found between the two variables when Spain is analyzed.

We can think that the existence of heterogeneity of the empirical results in the literature for the same country could reasonably be attributed, at least in part, to some difference in the periods analyzed. In particular, it can be hypothesized that the level of industrial

¹ For a survey of the literature on this topic see, for example, Odhiambo (2010), Ozturk (2010), Payne (2010a), and Payne (2010b).
development of a country is, to a greater or lesser extent, progressively changing over
time, and empirical results on the causality are sensitive to this sort of changes.
Furthermore, differences in results could be attributed to the lack of robustness of some
of the methodologies that are applied. On the one hand, this is likely to come from the
application of older techniques such as the standard causality methodologies of Granger
(1969) or Sims (1972) when time series are non-stationary, which can lead to spurious
results (Park and Phillips, 1989; Stock and Watson, 1989). On the other hand, it is likely
to come from the application of the Engle-Granger (1987) and Johansen and Juselius
(1990) methodologies by using small samples, which can be criticized on the grounds of
their low power to test for cointegration between variables (Zapata and Rambaldi, 1997;
Harris and Sollis, 2003).

The existing evidence, to our knowledge, offers no guidance on whether economic
progress achieved through a process of industrialization in a country can have any
significant effect on the relationship between energy and GDP. Instead of comparisons
of results throughout a period, many papers are more concerned with comparisons of
results across countries. This gap may be due to the fact that the sample time data used
for the variables of interest are limited to fairly recent periods that are, in general, too
short to allow an empirical answer to be obtained. Next, we exploit time series
information for Spain on a large sample period (1900-2008), which covers a sub-period
before and after the economic “miracle” resulting from the SLP of 1959. Thus, this time
sample will allow us to explore the extent to which an accelerated economic
development based on a rapid process of industrialization may affect the possible
causality between energy use and GDP. To do so, we will apply the augmented vector
autoregressive (VAR) methodology developed in Toda and Yamamoto (1995). The
econometric procedure takes into account the possibility of unit roots and avoids the
problems related to the power and size properties of cointegration tests. This methodology has been widely used in the last few years in the literature on this issue. The recent set of papers by Bowden and Payne (2010), Payne and Taylor (2010), Payne (2011a), Payne (2011b), and Payne (2012) are some interesting examples.

The rest of this work is organized as follows. In the next section we will start by focusing on the policy conditions in the first half of the twentieth century, and then go on to look at the main market-oriented reforms related with the SLP. In Section 3 we will describe both the data and the econometric methodology that were used. In Section 4 we present the results based on moving-window regressions with the aim of exploring possible changes in causality over time. Finally, in Section 5, we will discuss the main conclusions.

2. An overview of the period analyzed

The first part of the twentieth century was characterized by a low level of industrialization in which the local production of coal was, in practice, almost the only energy source used. The utilization of this energy source was promoted at this initial stage from 1914 onwards as a result of an increase in external demand deriving from the First World War. This fact gave a certain impulse to the process of industrialization, which was later interrupted by the Spanish Civil War (1936-1939). From then on, under the first two decades of the dictatorial mandate of General Francisco Franco, a high state of interventionism and an autarkic regime were established. One of the cornerstones of the interventionist policy was a plan for the generation of domestic energy resources based on the construction of dams and hydroelectric power plants. However, during this period of interventionism and international isolation, economic development was still relatively low compared to the rest of the neighboring European
countries, which led the country into a situation of considerable backwardness. The limitation on the amount of foreign currency as well as the administrative obstacles hindering the importation of productive inputs were seen as some of the major causes of bottlenecks curbing the possibilities to grow.

In 1959, given the domestic economic situation, the dictatorial government carried out a set of complementary policy measures for development called the SLP.\(^2\) The short-run objectives were the stabilization of domestic prices, the liberalization of domestic economic activities, and to boost foreign trade. Interestingly, the reduction of administrative obstacles hindering imports as well as achieving international convertibility of the local currency (peseta) were some of the essential measures applied to promote external trade. An exceptional increase in GDP and energy consumption took place a few years after the implementation of the development plan. Although the incorporation of new local energy sources played a relevant role (i.e., hydro and thermal power plants), the expansion of energy consumption was mainly sustained by the importation of petroleum products. Hence, according to data from the Spanish Ministry of Industry, Energy and Tourism, fuel oil imports increased six-fold in just fifteen years after the introduction of the SLP.

Following the implementation of the SLP, the real GDP grew significantly until 2008 (i.e., when the international economic crisis took place). With few exceptions, such as the short stage of stagnation of energy consumption derived from the world's second oil crisis in 1979, this economic growth was accompanied by a sharp rise in energy consumption. Next, we will explore whether there is a causal relationship between energy use and economic growth, as well as possible changes in each of the stages of the period of interest.

\(^2\) A more detailed discussion about political changes can be seen in Fernández-Navarrete (2005).
3. Data and methodology

We consider annual data on primary energy consumption and GDP in Spain covering the period from 1900 to 2008. On the one hand, the energy consumption is expressed in tons of oil equivalent. The primary energy consumption series consisted in the period up to 1972 and was obtained from Sudrià et al. (1995), while the data from 1973 to 2008 was taken from the Spanish Ministry of Industry, Energy and Tourism. On the other hand, GDP is expressed in Euros and in real terms (on the basis of 1995), in accordance with the variation in the domestic consumer price index. The real GDP variable up to 2000 was drawn from Prados de la Escosura (2003), while more recent data were collected from the Bank of Spain’s Statistical Bulletin (December, 2011). The evolution of both time series throughout the entire period is shown in Figure 1. As we can see, the extraordinary economic development that started in the early sixties, after the introduction of the SLP, is clearly reflected in the evolution of the real GDP series until the global crisis of 2008. It is also noteworthy that the strong growth of GDP from this time was accompanied by a remarkable growth of primary energy consumption.

[Insert Figure 1 here]

To analyze the long-run causality between the variables described above we employ the Toda and Yamamoto (1995) approach. This empirical procedure is based on an "augmented" VAR model, regardless of whether the variables are integrated or cointegrated, which guarantees the asymptotic distribution of the usual Wald statistic. Specifically, the procedure requires the estimation of a VAR in levels with a \((p + d_{\text{max}})\) order, where \(p\) is the optimal lag length and \(d_{\text{max}}\) represents the maximal order of integration that might occur in the process. Granger non-causality (1969) is then tested on the first \(p\) coefficient matrices by the standard Wald statistic (ignoring the last \(d_{\text{max}}\)
lagged vectors of the variables). Subsequently, the following bivariate VAR specification is considered:\footnote{As in other papers in the literature on this issue (e.g., Fuinhas and Marques, 2012), we acknowledge that some bias from omitted variables could result from the use of simple bivariate models. We are obviously limited to the availability of time series for the analyzed period. However, rather than improving the accuracy of the causality test for a given sub-period, it should be noted that we are more interested in the sensitivity of the results when faced with changes in the degree of industrialization.}

\[
y_t = \alpha + \beta t + \sum_{i=1}^{p+d_{\text{max}}} \gamma_i y_{t-i} + u_t
\]

where \( y_t = (\text{ec}_t, \text{gdp}_t)' \) is an \( nx1 \) vector of endogenous variables composed of the log of primary energy consumption and the log of GDP, respectively, and \( y_{t-i} \) is the corresponding lag term of order \( i \). Additionally, \( \gamma_i \) is the \((nxn)\) matrix of autoregressive coefficients of vector \( y_{t-i} \) for \( i = 1, 2, ..., p + d_{\text{max}} \); \( \alpha = (\alpha_{\text{ec}}, \alpha_{\text{gdp}}) \) is the \((nx1)\) intercept vector; and \( \beta = (\beta_{\text{ec}}, \beta_{\text{gdp}}) \) refers to the \((nx1)\) trend vector. Lastly, \( u_t = (u_{\text{ec}}, u_{\text{gdp}}) \) represents the \((nx1)\) vector of error terms, which is assumed to be a white-noise process.

4. Causality analysis

With the aim of identifying possible changes in causality throughout the period analyzed (1900-2008), we implemented moving-window OLS regressions based on Eq. (1). In the estimation process we have introduced an impulse dummy for the Civil War period (1936-39), and a trend dummy for the years following 1936. For each window, the optimal lag length \( (p) \) has been selected according to the Akaike Information Criterion (AIC), while the maximal order of integration \( (d_{\text{max}}) \) was obtained from the unit root tests proposed by Phillips and Perron (1988) (hereinafter: PP), and Elliott et al. (1996) (hereinafter: Dickey-Fuller GLS, DF-GLS). In Table 1 we provide the empirical
results for both unit root tests and long-run causality statistics by considering a window size of 40 observations.

[Insert Table 1 here]

Results from the PP and DF-GLS unit root tests indicate that the gdp variable is non-stationary in levels but it becomes stationary after taking the first differences (at the 0.01 level of significance). However, both unit root tests produce different results for the stationarity of ec in some cases. Note that Toda and Yamamoto’s (1995) causality approach is particularly suitable for application when the variables are integrated of different orders. Then, we are able to safely carry out the procedure after identifying that the maximum order of integration $d_{\text{max}}$ is 1 for all the windows.

With regard to the long-run causality test, the set of empirical results from the exploratory analysis can be straightforwardly divided into three well-differentiated groups. First, there are those derived from all moving-window regressions based on a sample from the sub-period 1900-1955. From this set of results we can clearly reject the null hypothesis that ec does not cause gdp at least at the 0.10 significance level. Second, empirical results derived from data coming from both this first sub-period and the later one are rather mixed (i.e., non-causality, causality from energy to GDP, and causality from GDP to energy consumption). Third, the empirical results become broadly consistent again when statistical information from the whole sub-period 1961-2008 is considered. However, in contrast to the first sub-period, we can now reject the null hypothesis that $gdp$ does not cause ec from all moving-window results at the 0.01 significance level.

Additionally, we now perform the Toda and Yamamoto approach (1995) on Eq. (1) by separating the total sample directly into the two sub-periods detected above: one before
the implementation of the SLP (1900-1955) and the other after (1961-2008). This empirical strategy will allow us to check the robustness of the general empirical outcome obtained previously.

Results of estimates from Eq. (1) for both sub-periods are reported in Table 2. According to the AIC and unit root tests, we can safely assume a VAR with 2 lags ($p = 1$ and $d_{\text{max}} = 1$) from 1900 to 1955 and a VAR with 5 lags ($p = 3$ and $d_{\text{max}} = 2$) from 1961 to 2008. Moreover, a battery of diagnostic tests indicates that such specifications present the desired econometric properties in both sub-periods. That is, the Jarque-Bera statistic confirms the normality of estimated residuals and the Ramsey RESET test indicates a correct functional form of the equation. We can also reject the presence of autoregressive conditional heteroskedasticity (ARCH) in the error terms. Furthermore, the Breusch-Godfrey LM test statistic suggests the absence of serial correlation, and the stability condition is satisfied, since there are no roots outside the unit circle as we can see in Figure 2.

[Insert Figure 2 here]

Consistently with the results from the moving-window approach, the causality tests from Table 2 for separated time periods suggest that before the SLP of 1959 the direction of causality runs from GDP to energy consumption. That is, in the first part of the last century, empirical evidence is broadly consistent with the “conservation hypothesis”. Causality results, however, change throughout the period under review. From the beginning of the sub-period characterized by an accelerated industrialization process to the present, the empirical evidence indicates that causality runs from energy consumption to GDP; that is, evidence of the “conservation hypothesis” clearly disappears in favor of the “growth hypothesis”.
5. Concluding remarks

In this paper we have empirically investigated the extent to which the causal relationship between primary energy use and economic growth can be affected by a substantial change in the growth of economic development based on a process of industrialization. To this end, we have exploited a large sample time period for Spanish energy use and GDP, which covers broad sub-periods for before and after the Stabilization and Liberalization Plan implemented in 1959. This constitutes a “natural experiment” for our purposes, since it implies the transition of an economy that was relatively stagnant and with little industrial development to a new situation of accelerated economic development sustained by export-oriented industrialization.

The Granger causality analysis used in our work is based on the augmented VAR methodology developed by Toda and Yamamoto (1995) in a moving-window framework. We found broad consistency of evidence in favor of the “conservation hypothesis” (i.e., unidirectional causality running from GDP to energy consumption) only when data information until 1955 was used. When the sample window corresponds to a mixture of data information from both sub-periods (i.e., before and after the economic reforms), results on causality are rather mixed. Finally, from data belonging to the sub-period after the economic development policy, we found consistent evidence in favor of the fulfillment of the “growth hypothesis” (i.e., causality runs from energy consumption to GDP).

Thus, our results suggest that, although the conservation energy policies are probably adequate in contexts with low economic growth and industrial stagnation, they may not be entirely appropriate in economies with an accelerated industry-based development,
Despite the possible beneficial effect on the environment. In these latter cases, in order to preserve the quality of the environment, we should alternatively consider the possibility of promoting the use of clean energy sources rather than trying to implement policies to reduce energy consumption. However, the existing evidence on the question under study is still too limited and, therefore, further studies need to be conducted to draw final conclusions. We expect that the availability of time data series for other regions which have also undergone an economic development “miracle” some time in their history will help us to improve the knowledge available on this question.
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Figure 1. Evolution of energy consumption and real GDP for Spain (1900-2008)

- Real GDP (millions of euro at 1995 prices, left axis)
- Total energy consumption (thousands tons of oil equivalent, right axis)

Figure 2. Stability conditions for VAR from Eq. (1)

a) Inverse roots of AR characteristic polynomial VAR(1+1) for sub-period (1900-1955)

b) Inverse roots of AR characteristic polynomial VAR(3+2) for sub-period (1961-2008)
Table 1. Results for unit root tests and long-run causality statistics

| Moving windows | AIC (p) | PP (α=10%) | DF-GLS (α=10%) | VAR (p + d_{max}) | Statistics for H_{0a}^{*}: gdp does not cause ec | Statistics for H_{0b}^{*}: ec does not cause gdp | Decision (α=10%) |
|----------------|--------|------------|----------------|----------------|-----------------------------------------------|-----------------------------------------------|-----------------|
| 1900 1940      | 2      | I(1) I(0) I(1) I(1) | 3                | 2.5            | [0.287]                                       | 12.5                                          | ** ec ← gdp     |
| 1901 1941      | 2      | I(1) I(0) I(1) I(1) | 3                | 3.16           | [0.206]                                       | 9.95                                          | ** ec ← gdp     |
| 1902 1942      | 2      | I(1) I(0) I(1) I(1) | 3                | 3.14           | [0.208]                                       | 8.9                                           | ** ec ← gdp     |
| 1903 1943      | 2      | I(1) I(0) I(1) I(1) | 3                | 3.2            | [0.202]                                       | 8.36                                          | ** ec ← gdp     |
| 1904 1944      | 1      | I(1) I(0) I(1) I(1) | 2                | 0.24           | [0.623]                                       | 4.88                                          | ** ec ← gdp     |
| 1905 1945      | 1      | I(1) I(0) I(1) I(1) | 2                | 0              | [0.988]                                       | 3.72                                          | * ec ← gdp      |
| 1906 1946      | 1      | I(1) I(1) I(1) I(1) | 2                | 0.01           | [0.912]                                       | 3.12                                          | * ec ← gdp      |
| 1907 1947      | 1      | I(1) I(0) I(1) I(1) | 2                | 0              | [0.956]                                       | 3.11                                          | * ec ← gdp      |
| 1908 1948      | 1      | I(1) I(0) I(1) I(1) | 2                | 0              | [0.956]                                       | 3.09                                          | * ec ← gdp      |
| 1909 1949      | 1      | I(1) I(0) I(1) I(1) | 2                | 0              | [0.975]                                       | 3.13                                          | * ec ← gdp      |
| 1910 1950      | 1      | I(1) I(0) I(1) I(1) | 2                | 0              | [0.965]                                       | 3.12                                          | * ec ← gdp      |
| 1911 1951      | 1      | I(1) I(0) I(1) I(1) | 2                | 0              | [0.953]                                       | 3.13                                          | * ec ← gdp      |
| 1912 1952      | 1      | I(1) I(1) I(1) I(1) | 2                | 0.02           | [0.881]                                       | 3.17                                          | * ec ← gdp      |
| 1913 1953      | 1      | I(1) I(1) I(1) I(0) | 2                | 0.1            | [0.748]                                       | 2.75                                          | * ec ← gdp      |
| 1914 1954      | 1      | I(1) I(1) I(1) I(1) | 2                | 0.22           | [0.636]                                       | 3.61                                          | * ec ← gdp      |
| 1915 1955      | 1      | I(1) I(1) I(1) I(1) | 2                | 0.18           | [0.671]                                       | 3.11                                          | * ec ← gdp      |
| 1916 1956      | 1      | I(1) I(1) I(1) I(1) | 2                | 0.25           | [0.620]                                       | 2.01                                          | -               |
| 1917 1957      | 1      | I(1) I(1) I(1) I(1) | 2                | 0.38           | [0.536]                                       | 1.98                                          | -               |
| 1918 1958      | 1      | I(1) I(1) I(1) I(1) | 2                | 0.1            | [0.754]                                       | 1.29                                          | -               |
| 1919 1959      | 1      | I(1) I(1) I(1) I(0) | 2                | 0.36           | [0.551]                                       | 0.84                                          | -               |
| 1920 1960      | 1      | I(1) I(1) I(1) I(0) | 2                | 0.17           | [0.680]                                       | 0.26                                          | -               |
| 1921 1961      | 1      | I(1) I(1) I(1) I(0) | 2                | 0.84           | [0.360]                                       | 0.2                                           | -               |
| 1922 1962      | 1      | I(1) I(1) I(1) I(0) | 2                | 1.49           | [0.223]                                       | 0.6                                           | -               |
| 1923 1963      | 1      | I(1) I(1) I(1) I(1) | 2                | 2.08           | [0.149]                                       | 1.29                                          | -               |
| 1924 1964      | 1      | I(1) I(1) I(1) I(1) | 2                | 2.15           | [0.142]                                       | 0.53                                          | -               |
| 1925 1965      | 1      | I(1) I(1) I(1) I(1) | 2                | 3.67           | [0.055]                                       | 0.33                                          | * ec → gdp      |
| 1926 1966      | 1      | I(1) I(1) I(1) I(1) | 2                | 3.27           | [0.070]                                       | 0.56                                          | * ec → gdp      |
| 1927 1967      | 1      | I(1) I(1) I(1) I(1) | 2                | 2.85           | [0.091]                                       | 2.34                                          | * ec → gdp      |
| 1928 1968      | 1      | I(1) I(1) I(1) I(1) | 2                | 1.04           | [0.307]                                       | 1.17                                          | -               |
| 1929 1969      | 2      | I(1) I(1) I(1) I(1) | 3                | 2.09           | [0.352]                                       | 1.62                                          | -               |
| 1930 1970      | 3      | I(1) I(1) I(1) I(1) | 4                | 3.91           | [0.271]                                       | 3.58                                          | -               |
| 1931 1971      | 3      | I(1) I(1) I(1) I(1) | 4                | 1.58           | [0.665]                                       | 2.27                                          | -               |
| 1932 1972      | 3      | I(1) I(1) I(1) I(1) | 4                | 2.38           | [0.497]                                       | 2.27                                          | -               |
| 1933 1973      | 3      | I(1) I(1) I(1) I(1) | 4                | 4.13           | [0.248]                                       | 1.97                                          | -               |
| 1934 1974      | 3      | I(1) I(1) I(1) I(1) | 4                | 4.44           | [0.218]                                       | 2.06                                          | -               |
| 1935 1975      | 3      | I(1) I(1) I(1) I(1) | 4                | 4.8            | [0.187]                                       | 1.47                                          | -               |
| 1936 1976      | 1      | I(1) I(1) I(1) I(1) | 2                | 0.06           | [0.805]                                       | 0.2                                           | -               |
| 1937 1977      | 3      | I(1) I(1) I(1) I(1) | 4                | 5.3            | [0.151]                                       | 0.47                                          | -               |
| 1938 1978      | 3      | I(1) I(1) I(1) I(1) | 4                | 4.68           | [0.196]                                       | 2.41                                          | -               |
| 1939 1979      | 1      | I(1) I(1) I(1) I(1) | 2                | 0.07           | [0.79]                                        | 0.21                                          | -               |
| 1940 1980      | 1      | I(1) I(1) I(1) I(1) | 2                | 0.07           | [0.789]                                       | 0.35                                          | -               |
| 1941 1981      | 3      | I(1) I(1) I(1) I(1) | 4                | 6.28           | [0.099]                                       | 1.52                                          | * ec → gdp      |
Table 1 (continued)

| Year1 | Year2 | I(1) | I(1) | I(1) | I(0) | Lags | d | α     |
|-------|-------|------|------|------|------|------|---|-------|
| 1942  | 1982  | 3    | I(1) | I(1) | I(1) | I(0) | 4 | 6.16  |
| 1943  | 1983  | 3    | I(1) | I(1) | I(1) | I(0) | 4 | 5.07  |
| 1944  | 1984  | 3    | I(1) | I(1) | I(1) | I(0) | 4 | 6.65  |
| 1945  | 1985  | 2    | I(1) | I(1) | I(1) | I(0) | 3 | 5.62  |
| 1946  | 1986  | 2    | I(1) | I(1) | I(1) | I(0) | 3 | 2.71  |
| 1947  | 1987  | 2    | I(1) | I(1) | I(1) | I(0) | 3 | 3.05  |
| 1948  | 1988  | 2    | I(1) | I(1) | I(1) | I(0) | 3 | 3.48  |
| 1949  | 1989  | 2    | I(1) | I(1) | I(1) | I(0) | 3 | 3.03  |
| 1950  | 1990  | 2    | I(1) | I(1) | I(1) | I(0) | 3 | 2.34  |
| 1951  | 1991  | 2    | I(1) | I(1) | I(1) | I(0) | 3 | 2.77  |
| 1952  | 1992  | 2    | I(1) | I(1) | I(1) | I(1) | 3 | 2.36  |
| 1953  | 1993  | 2    | I(1) | I(1) | I(1) | I(1) | 3 | 2.56  |
| 1954  | 1994  | 3    | I(1) | I(1) | I(1) | I(1) | 4 | 5.67  |
| 1955  | 1995  | 3    | I(1) | I(1) | I(1) | I(1) | 4 | 5.92  |
| 1956  | 1996  | 3    | I(1) | I(1) | I(1) | I(1) | 4 | 4.23  |
| 1957  | 1997  | 3    | I(1) | I(1) | I(1) | I(1) | 4 | 3.29  |
| 1958  | 1998  | 3    | I(1) | I(1) | I(1) | I(1) | 4 | 3.6   |
| 1959  | 1999  | 3    | I(1) | I(1) | I(1) | I(1) | 4 | 3.73  |
| 1960  | 2000  | 3    | I(1) | I(1) | I(1) | I(1) | 4 | 2.97  |
| 1961  | 2001  | 3    | I(1) | I(1) | I(1) | I(1) | 4 | 17.85 |
| 1962  | 2002  | 3    | I(1) | I(1) | I(1) | I(1) | 4 | 14.61 |
| 1963  | 2003  | 3    | I(1) | I(1) | I(1) | I(1) | 4 | 15.07 |
| 1964  | 2004  | 3    | I(1) | I(1) | I(1) | I(1) | 4 | 13.75 |
| 1965  | 2005  | 3    | I(1) | I(1) | I(1) | I(1) | 4 | 17.26 |
| 1966  | 2006  | 3    | I(1) | I(1) | I(1) | I(1) | 4 | 16.53 |
| 1967  | 2007  | 3    | I(1) | I(1) | I(1) | I(1) | 4 | 15.80 |
| 1968  | 2008  | 3    | I(1) | I(1) | I(1) | I(1) | 4 | 15.24 |

**Note:** PP and DF-GLS indicate the result of unit root tests proposed by Phillips and Perron (1988), and Elliott et al. (1996), respectively. In this regard, I(0) represents the non-rejection of the null hypothesis of stationarity of the series, whereas I(1) means that variable has one unit root. Lags refer to the optimal lag length according to AIC (p) plus the maximum integration order of the series (d_max). The p-values are in brackets and we use ***, ** and * to indicate the rejection of the null hypothesis of non-causality at the 1%, 5% and 10% significance levels (α), respectively. We account for the Spanish Civil War in estimations by incorporating an impulse dummy for the time period 1936-39 and a trend dummy for the years after 1936.
Table 2. Results for unit root tests and long-run causality statistics for separated sub-periods

|                      | First sub-period (1900-1955) | Second sub-period (1961-2008) |
|----------------------|------------------------------|-----------------------------|
|                      | ec  | gdp | ec  | gdp |
| **Unit root tests and lag length selection** |     |     |     |     |
| PP (α=10%)           | I(1)| I(1)| I(1)| I(2) |
| DF-GLS (α=10%)       | I(1)| I(1)| I(1)| I(2) |
| AIC (p)              |     | 1   |     | 3   |
| VAR (p + d_{max})    |     | 2   |     | 5   |
| **Long-run causality test** |     |     |     |     |
| Statistic for $H_0^2$: ec does not cause gdp | - | 0.04 [0.837] | - | 14.07*** |
| Statistic for $H_0^2$: gdp does not cause ec | 3.88** [0.049] | - | 1.24 [0.743] | - |
| Decision at 10% significance level | ec ← gdp | ec → gdp |
| **Diagnostic tests** |     |     |     |     |
| Ramsey’s RESET test  | 1.00 [0.403] | 0.640 [0.594] | 1.54 [0.223] | 0.740 [0.535] |
| ARCH LM test         | {1} 0.013 [0.908] | {1} 2.677 [0.102] | {1} 0.054 [0.816] | {1} 0.164 [0.685] |
|                      | {2} 0.036 [0.982] | {2} 3.379 [0.185] | {2} 0.324 [0.851] | {2} 0.153 [0.926] |
|                      |     |     |     |     |
| Breusch-Godfrey test | {1} 7.501 [0.112] | {1} 3.737 [0.443] | {1} 3.137 [0.535] | {1} 2.677 [0.867] |
|                      | {2} 2.660 [0.616] | {2} 3.267 [0.188] | {2} 5.477 [0.242] | {2} 3.024 [0.851] |
| Jarque-Bera test     | 0.8542 | 1.775 [0.777] |     |     |

The standard deviations are reported in parenthesis, whereas the p-values are in brackets. We use ‘***’, ‘**’ and ‘*’ to indicate the statistical significance and the rejection of the null hypothesis of non-causality at the 1%, 5% and 10% significance levels, respectively. We account for the Spanish Civil War in estimations by incorporating an impulse dummy for the time period 1936-39 and a trend dummy for the years after 1936.