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Abstract
Multi-objective optimization aims at finding trade-off solutions to conflicting objectives. These constitute the Pareto optimal set. In the context of expensive-to-evaluate functions, it is impossible and often non-informative to look for the entire set. As an end-user would typically prefer a certain part of the objective space, we modify the Bayesian multi-objective optimization algorithm which uses Gaussian Processes and works by maximizing the Expected Hypervolume Improvement, to focus the search in the preferred region. The cumulated effects of the Gaussian Processes and the targeting strategy lead to a particularly efficient convergence to the desired part of the Pareto set. To take advantage of parallel computing, a multi-point extension of the targeting criterion is proposed and analyzed.
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1 Introduction
Multi-objective optimization (MOO) aims at minimizing $m$ objectives simultaneously: $\min_{x \in X} (f_1(x), \ldots, f_m(x))$. As these objectives are generally competing, the optimal trade-off solutions known as the Pareto optimal set $\mathcal{P}_X$ are sought. These solutions are non-dominated: it is not possible to improve one objective without worsening another; $\forall x^* \in \mathcal{P}_X, \exists z \in X$ such that $f(z) < f(x^*)$ where “$<$” stands for Pareto domination. The
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image of $\mathcal{P}_X$ in the objective space is called the Pareto front, $\mathcal{P}_Y = \{f(x), x \in \mathcal{P}_X\}$. The Ideal and the Nadir points bound the Pareto front and are defined respectively as $\mathbf{I} = (\min_{y \in \mathcal{P}_Y} y_1, \ldots, \min_{y \in \mathcal{P}_Y} y_m)$ and $\mathbf{N} = (\max_{y \in \mathcal{P}_Y} y_1, \ldots, \max_{y \in \mathcal{P}_Y} y_m)$. More theory and concepts in multi-objective optimization can be found in [34, 41].

MOO algorithms aim at constructing the best approximation to $\mathcal{P}_Y$, called the empirical Pareto front (or approximation front) $\hat{\mathcal{P}}_Y$ which is made of non-dominated observations. The construction is of course iterative. The contribution of the sampled points is measured by different criteria, the ones based on the dominated hypervolume being state-of-the-art when searching for the entire Pareto front [5, 39, 54]. At the end of the search, $\hat{\mathcal{P}}_Y$ is delivered to a Decision Maker (DM) who will choose a solution.

However, when dealing with expensive computer codes, only a few designs $x$ can be evaluated. In Bayesian optimization, a surrogate for each objective, $Y_j(\cdot)$, is first fitted to an initial Design of Experiments (DoE) evaluated at $n$ locations, $\mathcal{D}_j^n := \{(x^{(1)}, f_j(x^{(1)})), \ldots, (x^{(n)}, f_j(x^{(n)}))\}$, using Gaussian Processes (GP) [28]. Classically, to contain the computational complexity, the metamodels $Y_j(\cdot)$ are assumed to be independent. In [43] dependent GPs have been considered without noticing significant benefits. Information given by $\mathbf{Y}(\cdot) := (Y_1(\cdot), \ldots, Y_m(\cdot))^\top$ is used to sequentially evaluate new promising inputs with the aim of reaching the Pareto front [14, 30, 31, 38, 39, 44]. It is now established, e.g. in [38], that the algorithms with embedded metamodels such as GPs call much more sparingly the objective functions than Multiobjective Evolutionary Algorithms without models do (typically NSGA-II, [12]).

As the Pareto set takes up a large part of the design space when many objectives are considered, it may be impossible to compute an accurate approximation to it within the restricted computational budget. Moreover, it may be irrelevant to provide the whole Pareto set because it contains many uninteresting solutions from the DM’s point of view.

In the current article, in addition to the GPs, we make use of an aspiration point [48]. This aspiration point can be implicitly defined as the center of the Pareto front [20] or a neutral point [48] or an extension of it [9, 52]. Alternatively, it can be given by the DM as a level to attain, and if possible, to improve. In terms of problem class, we consider any objective functions that yields a bounded Pareto front but no assumptions of convexity or continuity of the Pareto front is needed [36].

The contributions of this work are twofolds. First, in Section 2, we tailor a classical infill criterion used in Bayesian optimization to intensify the search towards the aspiration point. The new criterion is called mEI. The mEI criterion is one of the few Bayesian criteria with [17] and [51] that incorporates user preferences. In fact, it can be seen as a very particular instance of both criteria: it is equivalent to a Truncated EHI [51] with infinite lower bounds, and it is equivalent to a Weighted EHI [17] with an indicator weighting function of a part of the objective space. But, as we will explain in Sections 2.1 and 2.2, the mEI is much simpler to tune and compute.

Second, in Section 3, we propose and study a multi-point extension to this targeting criterion, named q-mEI. We also explain why a tempting alternative criterion to q-mEI is inappropriate for optimization. Numerical tests comparing the sequential and batch versions of the mEI algorithm with the Bayesian EHI and the well-known NSGA-II algorithms are reported.
2 Bayesian multi-objective optimization with sequential targeting

2.1 mEI: a new infill criterion for targeting parts of the objective space

Articulating preferences has already been addressed in multi-objective optimization, see for instance [4, 8, 13, 19, 45, 47]. In Bayesian multi-objective optimization fitted to costly objectives, new points are sequentially added by maximizing an infill criterion whose purpose is to guide the search towards the Pareto set. At each iteration \( t \), a new point \( x^{(t+1)} \) is selected and evaluated. \( x^{(t+1)} \) and \( f(x^{(t+1)}) \) are used to update the metamodels \( Y_j(\cdot) \).

The Expected Hypervolume Improvement (EHI, [14]) is a commonly employed multi-objective infill criterion. It chooses the input which maximizes the expected growth of the hypervolume dominated by \( \hat{P}_Y \) up to a reference point \( R \):

\[
x^{(t+1)} = \text{arg max}_{x \in X} \text{EHI}(x; R),
\]

where

\[
\text{EHI}(x; R) = \mathbb{E}[H(\hat{P}_Y \cup \{Y_j(x)\}; R) - H(\hat{P}_Y; R)]
\]

is the hypervolume indicator of the set \( A \) up to \( R \) [54]. Classically, \( R \) is taken beyond the observed Nadir, e.g. [39], in order to cover the entire front. As shown in the first row of Fig. 1 and already investigated in [1, 2, 16, 25], the choice of \( R \) has a great impact: the farther from the (empirical) Pareto front, the more the edges are emphasized.

Our approach targets specific parts of the Pareto front first by controlling the reference point \( R \). Indeed, the choice of \( R \) is instrumental in deciding the combination of objectives for which improvement occurs: \( I_R := \{y \in \mathbb{R}^n : y \preceq R\} \). Therefore \( R \) will be set at the aspiration point which can either be provided by the user or the Pareto front center (see next Section) is chosen as default. Second, we introduce the mEI (for multiplied Expected Improvements) criterion,

\[
m\text{EI}(x; R) := \prod_{j=1}^{m} \text{EI}_j(x; R_j),
\]

where \( \text{EI}_j(x; R_j) = \mathbb{E}[(R_j - Y_j(x))_+] \)

is the Expected Improvement below the threshold \( R_j \) of the GP \( Y_j(\cdot) \). Here, \((\cdot)_+\) denotes the positive part.

A large part of the motivation for using mEI is that it is an efficient proxy for the EHI criterion and that it is naturally designed for promoting \( I_R \). When the objectives are modeled by independent GPs and the reference point is not dominated by the empirical front, \( \hat{P}_Y \not\supseteq R \) (in the sense that no vector in \( \hat{P}_Y \) dominates \( R \)), one has \( \text{EHI}(\cdot; R) = m\text{EI}(\cdot; R) \).

The proof is straightforward and given in [20]. mEI is particularly appealing from a computational point of view. Indeed, EHI requires the computation of non-rectangular \( m \)-dimensional hypervolumes. Even though the development of efficient algorithms for computing the criterion to temper its computational burden is an active field of research [11, 46], especially in bi-objective [14, 15] and in three-objective problems [50], the complex-
Fig. 1 Comparison of the hypervolume improvement (top) and product of objective-wise improvements (bottom) with two objectives. EHI is the expected value of the hypervolume improvement and mEI is the expected value of the product of improvements over \( Y(\cdot) \) samples. On the left, the reference point (\( R \), red square) is dominated by the whole front. Contrarily to the product of improvements, the hypervolume improvement takes the empirical Pareto front (black) into account. In the middle, \( R \) is only dominated by two points. As both infill criteria equal zero when \( f_2 > 0.3 \), using this \( R \) will promote solutions with small \( f_2 \) values. On the right, the reference point is non-dominated and the two improvement functions are the same.

Ity grows exponentially with the number of objectives and of non-dominated points. When \( m > 3 \), expensive Monte-Carlo estimations are required to compute the EHI. An analytic expression of its gradient has been discovered recently and is limited to the bi-objective cases [49]. On the contrary, mEI and its gradient have a closed-form expression for any number of objectives, and the complexity grows only linearly in \( m \) and is independent of the number of non-dominated solutions. Thus, the mEI criterion can be efficiently maximized.

Figure 1 compares the hypervolume improvement and product of objective-wise improvements functions, whose expected values correspond to EHI and mEI, respectively, in a two-dimensional objective space. Contrarily to mEI, EHI takes the Pareto front into account. Both criteria are equivalent when \( R \) is non-dominated.

In our method, while mEI is a simple criterion, the emphasis is put on the management of the reference point. From now on, \( R \) will be the initial reference point and \( \hat{R} \) its update that controls the next iterates through \( x^{(t+1)} = \arg \max_{x \in X} \text{mEI}(x; \hat{R}) \). \( R \) expresses the initial goal of the search. Two situations occur. Either this goal can be reached, i.e. there are points of the true Pareto front that also belong to the improvement cone \( I^R \), in which case we want to find any of these performance points as fast as possible. Or the initial goal is too ambitious,
no point of the Pareto front dominates $\mathbf{R}$, in which case we set a new achievable goal and try to reach it rapidly: the updated goal is taken as the point belonging to the $\mathbf{R}$-Nadir line that is the closest to the true Pareto front; this goal is the intersection of $\mathbf{R}\mathbf{N}$ with $\mathcal{P}_y$ if it exists. If no initial $\mathbf{R}$ is given, the default goal is to find the center of the Pareto front which is the subject of the next Section.

$\hat{\mathbf{R}}$ is controlled to achieve this goal which means avoiding the two pitfalls of global optimization: too much search intensification in already sampled regions, and too much exploration of low potential regions. Excessive intensification is associated with $\hat{\mathbf{R}}$ dominated by already sampled points while superfluous exploration comes from a too ambitious $\hat{\mathbf{R}}$. A compromise is to take $\hat{\mathbf{R}}$ as illustrated in Fig. 2: if $\mathbf{R}$ dominates at least a point of the empirical Pareto front, $\hat{\mathbf{R}}$ is the point of the $\mathbf{R}$-estimated Nadir line that is the closest in Euclidean distance to a point of the empirical Pareto front; vice versa, if $\mathbf{R}$ is dominated by at least one calculated point, $\hat{\mathbf{R}}$ is the point of the estimated Ideal-$\mathbf{R}$ line that is the closest to the empirical Pareto front; finally, in more general cases where $\mathbf{R}$ is non-dominated, $\hat{\mathbf{R}}$ is set at the point of the broken line joining $\mathbf{I}$, $\mathbf{R}$ and $\hat{\mathbf{N}}$ that is the closest to $\hat{\mathbf{P}}_y$. In the rare cases where $\hat{\mathbf{R}}$ is dominated after the projection, it is moved on the $\mathbf{I}\mathbf{R}\hat{\mathbf{N}}$ segments towards $\mathbf{I}$ until it becomes non dominated. By construction $\hat{\mathbf{R}}$ is non-dominated which has a theoretical advantage: $m\mathbf{EI}(\mathbf{x}; \hat{\mathbf{R}})$ is equivalent to $\mathbf{EHI}(\mathbf{x}; \hat{\mathbf{R}})$. Thus, when comparing $m\mathbf{EI}$ to $\mathbf{EHI}$, note that the complexity of accounting for the empirical Pareto front is carried over from the criterion calculation to the location of the reference point.

Targeting a particular part of the Pareto front leads to a fast local convergence. Once $\hat{\mathbf{R}}$ is on the real Pareto front, the algorithm will dwell on non-improvable values (see left of Fig. 2. To adapt to $\hat{\mathcal{P}}_y$, the user-supplied $\mathbf{R}$ is updated to $\hat{\mathbf{R}}$. Left: $\mathbf{R}$ is too optimistic, it dominates some of the points of $\mathcal{P}_y$, and $\hat{\mathbf{R}}$ is the closest orthogonal projection of a non-dominated point onto $\mathbf{R}\mathbf{N}$. Right: the user-provided target has been attained and a more ambitious $\hat{\mathbf{R}}$ is used instead, the closest orthogonal projection of a point of $\hat{\mathcal{P}}_y$ onto $\mathbf{I}\mathbf{R}$.
To avoid wasting costly evaluations, the convergence has to be checked. To this aim, we estimate $p(y)$, the probability of dominating the objective vector $y$, simulating Pareto fronts through conditional GPs. Like the Vorob’ev deviation [35] used in [6], $p(y)(1 - p(y))$ is a measure of domination uncertainty, which tends to 0 as $p(y)$ tends to 0 or 1. We assume local convergence and stop the algorithm when the line-uncertainty, $\int_{\mathcal{L}} p(y)(1 - p(y))dy$, is small enough, where $\mathcal{L}$ is the broken line going from $\hat{I}$ to $R$ and $\hat{N}$, a line which crosses the empirical front. The convergence detection is described more thoroughly in [20]. A flow chart of this Bayesian targeting search is given in Algorithm 1. In the absence of preferences expressed through $R$, our default implementation uses the center of the front as target, $\hat{R} \equiv C$, which is the subject of the next Section.

### 2.2 Well-balanced solutions: the center of the Pareto front

In the same vein as [7] where the authors implicitly prefer knee points, we direct the search towards “well-balanced” solutions in the absence of explicitly provided preferences. Well-balanced solutions belong to the central part of the Pareto front, defined in the following paragraph, and have equilibrated trade-offs between the objectives.

**Definition** We define the center, $C$, of the Pareto front as the projection (intersection in case of a continuous front) of the closest non-dominated point on the Ideal-Nadir line (in the Euclidean objective space). An example of Pareto front center can be seen in Fig. 4. This center corresponds visually to an equilibrium among all objectives and is known in game theory as the Kalai-Smorodinsky solution with a disagreement point at the Nadir [29]. Using $C$ as default preference in Algorithm 1 is equivalent to providing any $R$ on the line between $I$ and $N$. In this case, the aspiration level before updating is the Ideal point, which is reasonable in the absence of other preference. The Pareto front center has the property of being insensitive to a linear scaling of the objectives in a bi-objective case. $C$ has also a low sensitivity to perturbations of the Ideal or the Nadir point: under mild regularity conditions on the Pareto front, $\frac{\partial C_i}{\partial I_j}$ and $\frac{\partial C_i}{\partial N_j} < 1$, $i, j = 1, \ldots, m$. Estimation As the Ideal and the Nadir of the empirical Pareto front will sometimes be weak substitutes for the real ones (leading to a biased estimated center), those two points have to be truly estimated. The probabilistic nature of the metamodels (GPs) allows to simulate possible responses of the objective functions. Conditional GP simulations are thus performed to create possible Pareto fronts, each of which defines a sample for $I$ and $N$. The estimated Ideal and Nadir are the medians of the samples. The intersection between the line $\hat{L}$ joining those points and the empirical Pareto front (or the projection if there is no intersection) is the estimated center $\hat{C}$. The same estimation methodology is applied when $R$ is provided to estimate $I$ and $N$ for computing $\hat{R}$.

---

1 Non-sensitivity to a linear scaling of the objectives is true when the Pareto front intersects the Ideal-Nadir line. Without intersection, exceptions may occur for $m \geq 3$. 
Other properties concerning the center of the Pareto front, and further details regarding the estimations of \( I \) and \( N \)'s are given in [20].

**Algorithm 1** The R/C-mEI Bayesian targeting Algorithm.

**Data:** Create and evaluate an initial DoE of \( n \) designs; Initialize \( m \) GPs \( Y_j(\cdot) \) for each objective \( f_j(\cdot), j = 1, \ldots, m \); \( t = n; \) line-uncertainty=+\( \infty \); budget;

**while** (line-uncertainty> \( \varepsilon \)) and \( (t \leq \text{budget}) \) do

- Estimate the Ideal and Nadir, \( \hat{I} \) and \( \hat{N} \);
- if \( R \) given; /* adapt \( \hat{R} \) to the current Pareto front */
  - Compute \( \hat{R} \) as the closest point from the broken line joining \( \hat{I}, \hat{R} \) and \( \hat{N} \) to \( \hat{P}_Y \);
- else /* no \( R \) given, default to center */
  - Estimate the center of the Pareto front \( \hat{C}, \hat{R} = \hat{C} \);

end

- \( x(t+1) = \arg \max_{x \in X} \text{mEI}(x; \hat{R}) \);
- evaluate \( f_j(x^{(t+1)}) \), update the GPs and \( \hat{P}_Y \);
- compute line-uncertainty\( (Y(\cdot), \hat{I}, \hat{N}) \);
- \( t = t + 1; \)

end

2.3 First illustrations: targeting with the mEI criterion

We apply the proposed methodology to the MetaNACA benchmark which is built from real-world airfoil aerodynamic data as described in [20]. The chosen version of the problem has \( d = 8 \) dimensions and \( m = 2 \) objectives, the negative lift and the drag, to be minimized. First, when no preferences are given, the center of the Pareto front is targeted. Figure 3 shows that, compared with standard techniques, the proposed methodology leads to a faster and a more precise convergence to the central part of the Pareto front at the cost of a narrower covering of the front. The results are plotted at the iteration which triggers the convergence criterion: only marginal gains would indeed be obtained by continuing to target the same region. Figure 4 indicates how \( R \) evolves to direct the search to the true center of the Pareto front, \( C \).

Now, we provide the reference point \( R = (-1.7, 0)^T \) to explicitly target the associated region \( I_R \). A sample convergence of the R-mEI algorithm is shown in Fig. 5 through the sampled \( f(x^{(t)}) \) and Fig. 6 gives the associated updated reference points \( \hat{R} \). It is seen that mEI\( (\cdot, \hat{R}) \) effectively guides the search towards the region of progress over \( R \). Upon closer inspection, it is seen that the points are not spread within \( I_R \) as they would be with EHI\( (\cdot, R) \) as the mEI criterion targets a single point on the Pareto front.

3 Targeted Bayesian multi-objective optimization by batch

In the context of costly objective functions, the temporal efficiency of Bayesian optimization algorithms can be improved by evaluating the functions in parallel on different computers (or on different cluster nodes). A batch version of these Bayesian algorithms
directly stems from replacing the infill criteria with their multi-point pendants: if \( q \) points are produced by the maximization of the infill criterion, the \( f(\cdot) \)’s can then be calculated in parallel. In some cases, there is a side benefit to the multi-point criterion in that it makes the algorithms more robust to inadequacies between the GPs and the true functions by spreading the points at each iteration while still complying with the infill criteria logic.

Fig. 3 Bi-objective optimization with the C-mEI algorithm (left). The initial approximation (black) has mainly been improved around the center. Compared with a standard EHI (right), the proposed methodology achieves convergence to the central part of the front. EHI considers more compromises between objectives, but cannot converge within the given budget (26 evaluations).

Fig. 4 Reference points \( R \) successively used for directing the search during the C-mEI run of Fig. 3. They lie close to the dashed Ideal-Nadir line (IN) and lead the algorithm to the center of the Pareto front (C).
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Fig. 5  Optimization run targeting an off-centered part of the Pareto front through $\mathbf{R}$. After 20 iterations, the Pareto front approximation has been improved in the left part, as specified by $\mathbf{R}$. The successive reference points $\hat{\mathbf{R}}$ used by mEI are shown in Fig. 6.

In a mono-objective setting, the multi-point Expected Improvement (q-EI) introduced in [42] searches an optimal batch of $q$ points, instead of looking for only one. In [23] it is defined as

$$q\text{-EI} (\{\mathbf{x}^{(t+1)}, \ldots, \mathbf{x}^{(t+q)}\}) = \mathbb{E}\left[ \max_{i=1,\ldots,q} (f_{\min} - Y(\mathbf{x}^{(t+i)}))_+ \right] = \mathbb{E}\left[ (f_{\min} - \min_{i=1,\ldots,q} Y(\mathbf{x}^{(t+i)}))_+ \right]$$

(3)

$\{\mathbf{x}^{(t+1)*}, \ldots, \mathbf{x}^{(t+q)*}\}$ maximizing (3) are $q$ promising points to evaluate simultaneously. It is clear from the q-EI criterion that the price to pay for multi-point infill criteria is an

Fig. 6  Reference points $\hat{\mathbf{R}}$ successively used for directing the search during the run of Fig. 5, where $\mathbf{R} = (-1.7, 0)^\top$ is provided. $\hat{\mathbf{R}}$ adjusts to the current approximation front to direct the algorithm in a region of the Pareto front that dominates $\mathbf{R}$.
increase in the dimension of the inner optimization loop that creates the next iterates. In Algorithm 1, the next iterate $x^{(t+1)}$ results from an optimization in $d$ dimensions, while in a $q$-points algorithm there are $d \times q$ unknowns.

The multi-point Expected Improvement has received some attention recently, see for instance [18, 21, 22, 26, 27], where the criterion is computed using Monte-Carlo simulations. It has been calculated in closed form for $q = 2$ in [23] and extended for any $q$ in [10]. An expression and a proxy for its gradient have then been calculated for efficiently maximizing it in $X^q$ [32, 33].

In the same spirit, we wish to extend the multi-objective mEI criterion so that it returns $q$ points to evaluate in parallel. In [24], several techniques have been proposed to obtain a batch of $q$ different locations where the functions of multi-objective problems can be evaluated in parallel. They either rely on the simultaneous execution of multi-objective searches with $q$ different goals (e.g., [13]), or on the simultaneous evaluation of $q$ points located on a surrogate of the Pareto front or finally on $q$ sequential steps of a multi-objective kriging believer strategy [23]. A problem involving q-EI’s with two objectives is presented in the Chapter 3 of [40] but the formulation is likely to have the same flaws as the mq-EI below, i.e., each point can optimize only a criterion. In the current work, we investigate a multi-objective criterion whose maximization yields $q$ points. The resulting strategy is therefore optimal with respect to the criterion.

### 3.1 A naive and a correct batch versions of the mEI

mEI being a product of EI’s, a first approach to extend the mEI criterion to a batch of $q$ points is to use the product of single-objective q-EI’s (called mq-EI for “multiplicative q-EI”) using $R_j$ instead of $\min_{i=1,...,t} f_j(x^{(i)})$ in (3):

$$
mq\text{-EI}((x^{(t+1)}, \ldots, x^{(t+q)}); R) = \prod_{j=1}^{m} \text{q-EI}_j((x^{(t+1)}, \ldots, x^{(t+q)}); R_j)
$$

$$
= \prod_{j=1}^{m} \mathbb{E}[\max_{i=1,\ldots,q} (R_j - Y_j(x^{(t+i)}))] = \mathbb{E}[\prod_{j=1}^{m} \max_{i=1,\ldots,q} (R_j - Y_j(x^{(t+i)}))]
$$

(4)

because the $Y_j(.)$’s are assumed independent. This criterion has however the drawback of not using a product of joint improvement in all objectives, as the max among the $q$ points is taken independently for each objective $j$ considered. This may lead to undesirable behaviors: the batch of $q$ optimal points using this criterion may be composed of optimal points w.r.t. each individual EI$_j$. For example with $m = 2$ and $q = 2$, a batch $\{x^{(1)*}, x^{(2)*}\}$ with promising $Y_1(x^{(1)*})$ and $Y_2(x^{(2)*})$ may be optimal, without taking $Y_2(x^{(1)*})$ and $Y_1(x^{(2)*})$ into account. $x^{(1)*}$ and $x^{(2)*}$ may not even dominate $R$ while scoring a high mq-EI. For these reasons, the mq-EI criterion breaks the coupling through $x$ between the functions, allocating marginally each point to an objective. mq-EI does not tackle multi-objective problems.

Following the definition of q-EI (3), a proper multi-point extension of mEI (1) is

$$
q\text{-mEI}((x^{(t+1)}, \ldots, x^{(t+q)}); R) = \mathbb{E} \left[ \max_{i=1,\ldots,q} \left( \prod_{j=1}^{m} (R_j - Y_j(x^{(t+i)})) \right) \right]
$$

(5)
3.2 Properties of both criteria

We now give some properties and bounds for both criteria.

**Proposition 1** When evaluated twice at the same design, mq-EI and qm-EI reduce to mEI: $mq\text{-EI}(x, \mathbf{x}; R) = q\text{-mEI}(x, \mathbf{x}; R) = m\text{EI}(\mathbf{x}; R)$.

**Proof** $mq\text{-EI}(x, \mathbf{x}; R) = \prod_{j=1}^{m} q\text{-EI}_{j}(x; R_j) = \prod_{j=1}^{m} \text{EI}_{j}(x; R_j) = m\text{EI}(\mathbf{x}; R)$.

$q\text{-mEI}(x, \mathbf{x}; R) = \mathbb{E}[\prod_{j=1}^{m} (R_j - Y_j(x))^+] = m\text{EI}(\mathbf{x}; R)$. \hfill \Box

**Proposition 2** When $\mathcal{P}_y \not\subseteq \mathcal{R}$, q-mEI calculated at two training points $\mathbf{x}$ and $\mathbf{x}'$ is null. q-mEI calculated at one training point and one new point $\mathbf{x}''$ reduces to mEI at the latter: $q\text{-mEI}(\mathbf{x}, \mathbf{x}'; R) = 0$, $q\text{-mEI}(\mathbf{x}, \mathbf{x}''; R) = m\text{EI}(\mathbf{x}''; R)$.

**Proof** As $\mathbf{x}$ and $\mathbf{x}'$ are training points, $Y(x)$ and $Y(x')$ are no longer random variables, and the expectation vanishes. Since $R$ is not dominated by the observed values $y = Y(x)$ and $y' = Y(x')$, $\prod_{j=1}^{m} (R_j - Y_j(x))^+ = \prod_{j=1}^{m} (R_j - Y_j(x'))^+ = 0$ and the same occurs with $y'$. Finally, $q\text{-mEI}((\mathbf{x}, \mathbf{x}'); R) = 0$.

In the case of one observed $\mathbf{x}$ and one unobserved $\mathbf{x}''$, $\prod_{j=1}^{m} (R_j - Y_j(x''))^+ \geq \prod_{j=1}^{m} (R_j - Y_j(x))^+ = 0$, and $q\text{-mEI}(\mathbf{x}, \mathbf{x}''; R) = \mathbb{E}[\prod_{j=1}^{m} (R_j - Y_j(x''))^+] = m\text{EI}(\mathbf{x}''; R)$.

Even though these properties seem obvious and mandatory for a multi-point infill criterion, they do not hold for mq-EI. To see this, let us consider a case with $m = 2$ objectives, $\mathcal{R}$ a non-dominated reference point, and $\mathbf{x}$ and $\mathbf{x}'$ two evaluated designs with responses $y = f(\mathbf{x}) = (y_1, y_2)^\top$, $y' = f(\mathbf{x}') = (y'_1, y'_2)^\top$, satisfying $y_1 < R_1 < y'_1$ and $y'_2 < R_2 < y_2$. By definition, $mq\text{-EI}((\mathbf{x}, \mathbf{x}'); R) = \prod_{j=1}^{2} \mathbb{E}[\max((R_j - y_j)^+, (R_j - y'_j)^+)] = (R_1 - y_1)(R_2 - y'_2) > 0$. Furthermore, $mq\text{-EI}((\mathbf{x}, \mathbf{x}''); R) = \prod_{j=1}^{2} \mathbb{E}[\max((R_j - y_j)^+, (R_j - y_j(x''))^+)] = m\text{EI}(\mathbf{x}''; R_2) \times \mathbb{E}[\max((R_1 - y_1), (R_1 - Y_1(x''))^+)] = m\text{EI}(\mathbf{x}'''; R_1) = m\text{EI}(\mathbf{x}'''; R)$.

Some bounds can also be computed. We assume $q \geq m$ which will usually be verified. Let us denote $x^{(j)*}$ the maximizers of EI$(\cdot; R_j)$ for $j = 1, \ldots, m$; $x^{(m+1)*}, \ldots, x^{(q)*}$ any other points and $x^*$ the maximizer of mEI$(\cdot, R)$. Then,

$$\max_{x^{(1)}, \ldots, x^{(q)}} mq\text{-EI}((x^{(1)}, \ldots, x^{(q)}); R) \geq \prod_{j=1}^{m} q\text{-EI}_{j}((x^{(1)*}, \ldots, x^{(m+1)*}, \ldots, x^{(q)*}); R_j) \geq \prod_{j=1}^{m} m\text{EI}(x^{(j)*}; R_j)$$

This inequality shows that mq-EI’s maximum value is greater than the product of expected improvement maxima, which shows that this criterion does not minimize $f_1, \ldots, f_m$ jointly. The last term can be further lower bounded, $\prod_{j=1}^{m} m\text{EI}(x^{(j)*}; R) \geq \prod_{j=1}^{m} m\text{EI}(x^*; R) = m\text{EI}(x^*; R)$.

For q-mEI, a trivial lower bound is the mEI maximum: $\max_{x^{(1)}, \ldots, x^{(q)}} q\text{-mEI}((x^{(1)}, \ldots, x^{(q)}); R) \geq \max_{x} m\text{EI}(x; R) = m\text{EI}(x^*; R)$.
These lower bounds indicate that more improvement is expected within the \( q \) steps than during a single mEI step.

### 3.3 Experiments with the batch targeting criteria

We now investigate the capabilities of the batch version of mEI. First, in Section 3.3.1, a comparison between q-mEI and mq-EI is made on the basis of two simple one-dimensional quadratic functions. This example illustrates why q-mEI is the correct multi-point extension of mEI. Then, in Section 3.3.2, the batch criterion q-mEI is compared with the sequential mEI for finding the Pareto front center using the physically meaningful functions of the MetaNACA test bed [20]. Finally, in Section 3.3.3, a larger comparison is carried out: it involves Bayesian algorithms with the mEI, q-mEI and EHI criteria plus the NSGA-II algorithm; an off-centered preference region is specified; analytical functions standard in the literature make this last test bed.

Note that in both Sections 3.3.2 and 3.3.3, parallel executions of the algorithms are simulated on sequential computers. As usual in Bayesian optimization, we assume that the computation time is mainly taken by the calls to the objective functions and there are sufficient computing resources so that the speed-up is close to \( q \). The term “wall-clock time” will therefore mean the number of calls to the objective functions divided by the batch size \( q \).

The q-mEI and mq-EI criteria of formula (5) and (4) are calculated by Monte Carlo simulation with \( N = 10,000 \) samples. To be more precise, q-mEI (5) at a candidate batch \( \{x^{(t+1)}, \ldots, x^{(t+q)}\} \) is computed by averaging over \( N \) conditional GPs \( \tilde{Y}_j^{(k)} \), which leads to the estimator

\[
\hat{\text{q-mEI}}(\{x^{(t+1)}, \ldots, x^{(t+q)}\}; R) = \frac{1}{N} \sum_{k=1}^{N} \max_{i=1,\ldots,q} \left( \prod_{j=1}^{m} (R_j - \tilde{Y}_j^{(k)}(x^{(t+i)}))_+ \right)
\]

Because the optimization of the criteria is carried out in a \( q \times d \) dimensional space and the gradients are not available, in the experiments the number of iterates evaluated simultaneously is restricted to \( q = 2 \) and 4.

#### 3.3.1 Comparison between mq-EI and q-mEI on quadratic functions

To compare q-mEI with mq-EI, we consider a simple example with \( d = 1, q = 2 \) and \( m = 2 \) quadratic objective functions:

\[
\min_{x \in [0,1]} (f_1(x), f_2(x))
\]

where \( f_1(x) = 0.6x^2 - 0.24x + 0.1 \) and \( f_2(x) = x^2 - 1.8x + 1 \), whose minima are respectively 0.2 and 0.9. The multi-objective optimality conditions [34] show that the Pareto set is \( \mathcal{P}_X = [0.2, 0.9] \) and the Pareto front \( \mathcal{P}_Y = \{y = (f_1(x), f_2(x))^T, x \in [0.2, 0.9]\} \). \( f_1 \) and \( f_2 \) are plotted in red in Fig. 7, both in the design space \( X = [0,1] \) and in the objective space. Two independent GPs, \( Y_1(\cdot) \) and \( Y_2(\cdot) \), are fitted to \( n = 3 \) data points, \( x^{(1)} = 0.05 \), \( x^{(2)} = 0.6 \) and \( x^{(3)} = 0.95 \). Figure 7 also shows the kriging predictors \( \hat{f}_1(x) \) and \( \hat{f}_2(x) \), as well as the empirical Pareto front.

Let us take the non-dominated reference point \( R = (0.15, 0.42)^T \) that we will use both with mq-EI and q-mEI. With that reference point, shown in green in Fig. 8, domination of \( R \) is achieved when \( x \in [0.42, 0.55] \).
In a first experiment, we fix $x^{(n+1)}$ (but it is not a training point, its objective values are handled through the GPs) and search for the $x^{(n+2)}$ maximizing mq-EI($\{x^{(n+1)}, x^{(n+2)}\} ; \mathbf{R}$) and q-mEI($\{x^{(n+1)}, x^{(n+2)}\} ; \mathbf{R}$). Besides illustrating the difference between q-mEI and mq-EI, this experiment may serve as an introduction to the asynchronous versions of the batch criteria [27] which are important in practical parallel implementations: as soon as one computing node becomes available, the $q$-points criteria are optimized with respect to 1 point while keeping the $q-1$ other points fixed at their currently running values. Two different settings are considered whose results are presented in Figs. 8 and 9.

In the first setting, $x^{(n+1)} = 0.2$ is a bad choice as it corresponds to an extreme point of the Pareto set and its future response will not dominate $\mathbf{R}$, an information already seen on
the GPs. q-mEI gives $x^{(n+2)} = 0.49$ which is very close to the (one-step) mEI maximizer, hence a relevant input as $f(x^{(n+2)})$ will dominate $R$. On the contrary, mq-EI separates the objectives. As $x^{(n+1)}$ is a good input for objective $f_1$, the criterion reaches its maximum when $x^{(n+2)} = 0.86$, which is a good input when considering $f_2$ alone. Figure 7 tells us that 0.86 is almost the minimizer of $\hat{f}_2(x)$. However, the original goal of dominating $R$ is not achieved.
In the second setting, $x^{(n+1)} = 0.46$ is a good point as its image will dominate $\mathbf{R}$. q-mEI leads to $x^{(n+2)} = 0.53$ whose image also dominates $\mathbf{R}$. Notice that as 0.46 is chosen for $x^{(n+1)}$, the point that jointly maximizes q-mEI with that first point is slightly larger than 0.48 (the mEI maximizer), and provides more diversity in $\mathcal{I}_\mathbf{R}$. The second input for maximizing mq-EI is $x^{(n+2)} = 0.83$, an input that is good only to minimize $f_2$ (it is almost the same as in the previous case) but $f(x^{(n+2)})$ does not dominate $\mathbf{R}$.

Now, we optimize directly mq-EI and q-mEI with respect to both inputs $x^{(n+1)}$ and $x^{(n+2)}$. The optimal batches are $\{0.43, 0.51\}$ for q-mEI and $\{0.26, 0.87\}$ for mq-EI. Figure 10

Fig. 9 Setting 2: $x^{(n+1)} = 0.46$ (blue triangle). Top: q-mEI($x^{(n+1)}, x$; $\mathbf{R}$) (left) and mq-EI($x^{(n+1)}, x$; $\mathbf{R}$) (right) criteria for the second input in the design space whose maximum is again achieved at different locations. Bottom: corresponding values for $f(x^{(n+2)})$. q-mEI provides an input whose image (pink) also dominates $\mathbf{R}$. On the contrary, mq-EI returns an input which concentrates on the minimization of the second objective (purple). The transparent triangles correspond to the kriging predictions at $x^{(n+2)}$. 
shows that these inputs lead to $\mathcal{I}_R$ with q-mEI. On the contrary, the images of mq-EI’s optimum are located at the boundaries of the Pareto front and none of them is in $\mathcal{I}_R$. Figure 10 further indicates that q-mEI is high when both inputs are in the part of the design space that leads to domination of $\mathbf{R}$ (gray box) contrarily to mq-EI, which is high when each input leads to the domination of one component of $\mathbf{R}$. Note that, even though both criteria
3.3.2 Batch targeting of the Pareto front center

We now compare the q-mEI with the sequential mEI and the (non targeting) EHI infill criteria. As in Section 2.3, the tests are performed with the MetaNACA benchmark \[20\] in \(d = 8\) dimensions and with \(m = 2\) objectives. No user-defined reference point is provided so the center of the Pareto front is targeted.

Figure 11 allows a graphical comparison of the effects of the sequential and batch mEI criteria at constant wall-clock time or constant number of calls to the objective functions. Recall that under our assumptions of costly objective functions, 2-mEI with \(2 \times 10\) iterations and mEI with 10 iterations roughly need the same wall-clock time. Similarly, 4-mEI with \(4 \times 5\) iterations and mEI fourth budget take the same time. On both rows of the Figure, it is seen that at the same wall-clock time, q-mEI’s approximations to the front center (left) are improved when compared to mEI’s (right). For an equal number of added points, 2-mEI and mEI provide equivalent approximations to the center, and 4-mEI is slightly degraded (but the}
time is divided by 4). At the same number of evaluations, the small deterioration of q-mEI’s results over those of mEI is explained as follows: when $q$ increases, the batch versions of the criterion affect resources (i.e., choose the $x$’s to be calculated) with increasingly incomplete information. Referring back to the right plot in Fig. 3 which corresponds to the same test case, one can remember the type of global yet incomplete convergence that is obtained with the EHI criterion.

Let us now turn to statistically more significant comparisons where runs are repeated. Two performance metrics are used. First, a restriction of the hypervolume indicator [54] to a central part, $I_w$, of the Pareto front: the hypervolume is computed up to the reference point $R_w := (1 - w)C + wN$, where $C$ is the center of the Pareto front, and $N$ its Nadir point. $w = 0.1$ means that the hypervolume is calculated only for the points that are in a small vicinity of $C$. Figures showing the part of $P_Y$ to which the indicator is restricted can be found in [20]. The second performance metric is the time to target. It corresponds to the number of function evaluations taken by an algorithm to dominate a user-defined reference point. Here, $R_w$ serves as reference.

Tables 1 and 2 report the averages and standard deviations of the performance metrics, the restricted hypervolume and the time to target, calculated over 10 independent runs. The columns “mEI” and “q-mEI” correspond to optimizations using the same number of evaluations, i.e., 20 and 50 for $d = 8$ and 22, respectively. The column “mEI, half budget” corresponds to runs stopped after 10 and 25 iterations for $d = 8$ and 22, hence with the same wall-clock time as 2-mEI. The same explanation holds for the “EHI” and “EHI, half budget” columns.

These empirical results indicate that at the same wall-clock time, q-mEI outperforms mEI in attainment time of $R_{0.1}$ (Table 2): even though mEI attains this central target after less function evaluations, q-mEI is able to perform $q$ (2 here) calls to $f(\cdot)$ during one iteration. The center of the Pareto front is therefore attained faster in wall-clock time with q-mEI than with mEI. Both criteria widely outperform EHI which, again, attempts to uncover the whole Pareto front but does not get as close to the true Pareto front’s center. Notice that at half the computational budget (that is to say, same wall-clock time than q-mEI), none of the EHI runs attains $I_{0.1}$ when $d = 8$ (10 iterations), and 3 EHI runs out of 10 do not attain $I_{0.1}$ when $d = 22$ (25 iterations).

In terms of Hypervolume Indicator in $I_{0.1}$ (Table 1), mEI behaves slightly better than EHI even though the aim of the former is a local attainment of the Pareto front, and not a maximal hypervolume in $I_{0.1}$. 2-mEI’s performance is not better than mEI at half the budget (which has same wall-clock time but twice less function evaluations). It however exhibits better results than EHI at the same number of iterations (EHI, half budget), and EHI at twice the temporal cost in the case $d = 8$. EHI outperforms 2-mEI when $d = 22$, but at the cost of 25 more iterations. This may be explained by a weaker estimation of the

---

**Table 1** Hypervolume indicator computed in $I_{0.1}$ for 2-mEI, mEI and EHI at identical number of evaluations and wall-clock times. Averages (std. deviation) over 10 runs

|        | 2-mEI   | mEI     | mEI, half budget | EHI     | EHI, half budget |
|--------|---------|---------|------------------|---------|------------------|
| $d = 8$| 0.087 (0.09) | 0.256 (0.09) | 0.134 (0.15) | 0.025 (0.04) | 0.134 (0.15) |
| $d = 22$| 0.128 (0.08) | 0.222 (0.12) | 0.139 (0.10) | 0.153 (0.09) | 0.079 (0.08) |

---

2In case of a linear Pareto front, $I_{0.1}$ corresponds to the 10% most central solutions
Table 2  Number of function evaluations required to dominate \( R_{0.1} \) for 2-mEI, mEI and EHI. Averages (std. deviation) over 10 runs. For 2-mEI, the wall-clock time is the number of evaluations divided by \( q = 2 \), while it is the same number for mEI and EHI.

|       | 2-mEI       | mEI        | EHI        |
|-------|-------------|------------|------------|
| \( d = 8 \) | 14 (5.6)    | 8.4 (5.4)  | 26.8 (2.6) |
| \( d = 22 \) | 6.4 (6.4)   | 6.3 (7.2)  | 21.4 (13.9)|

Pareto front center: we have noticed that with a broader central goal, \( I_{0.3} \), the Hypervolume indicator is slightly improved for 2-mEI in comparison with mEI, half budget (same wall-clock time): the mechanism of adding \( q \) points simultaneously spreads the points a bit more in the targeted region than mEI does. In this broader central part, the time to target also highlights q-mEI over mEI.

In this experiment, the practical performance of mEI and q-mEI is negatively biased in that, because these algorithms estimate the center position, they may drift and miss it. While such convergences would be of practical interest as they yield Pareto optimal solutions, certainly somewhat off-centered, they are counted as negative results. This bias will not be present in the following Section, where the targeted area is defined through a user-defined \( R \).

Last, notice that the standard deviation (in brackets) is slightly lower with the q-mEI than with the mEI, meaning that a more stable convergence to the center occurs. The standard deviations are quite large for these indicators because the part of the Pareto front that is considered (\( I_{0.1} \)) is very narrow; they are smaller in \( I_{0.3} \) for instance.

### 3.3.3 Batch targeting of a user-defined region

Last, let us analyze the ability of q-mEI to attain a region of the Pareto front defined through a reference point \( R \). Two popular analytical test functions for MOO are considered. The first is the ZDT3 [53] function which is represented in Fig. 12. The Pareto set and front of this bi-objective problem consist of five disconnected parts, and we target the second subfront by setting \( R \) to its Nadir, \( R = (0.258, 0.670)^\top \). In the \( d = 4 \) dimensional version of ZDT3 that we consider in the following experiments, less than 0.003% of the input space \( X = [0, 1]^d \) overshoots this target.

In the second experiment, we consider the P1 benchmark problem of [37] which is also plotted in Fig. 12. It has \( d = 2 \) dimensions, and we target the part of the objective space such that \( f_1(x) \leq 10 \) and \( f_2(x) \leq -23 \) by setting \( R = (10, -23)^\top \). This corresponds to approximately 0.9% of the design space, \( X = [0, 1]^2 \).

The sequential mEI is compared to q-mEI for batches of \( q = 2 \) and \( q = 4 \) iterates and to two state-of-the-art algorithms: EHI, the Bayesian method already discussed in Section 2, and the evolutionary multi-objective optimization algorithm NSGA-II [12].

In the ZDT3 problem, the Bayesian algorithms (q-mEI, mEI and EHI) start with an initial design of experiments of size \( n = 20 \) and are run for 20 additional iterations. Remember that during these 20 iterations, q-mEI enables to evaluate \( f(\cdot) \) \( 20 \times q \) times, against 20 function evaluations for mEI and EHI. For NSGA-II, a population of 20 individuals is used, and the results are shown after the second generation (i.e., after 20 additional function evaluations, the budget of mEI and EHI), and after 20 supplementary generations. This second comparison would only be fair if 20 computing nodes were available for evaluating the \( f(\cdot) \)’s in parallel, which is usually not the case. However, it will show the advantage of Bayesian
methods in terms of function evaluations (20 against 400), already pointed out in [38]. Runs of NSGA-II with different number of generations and population sizes have also been investigated but, since they do not change our conclusions and for the sake of brevity, they are not shown here.

For the P1 problem, the size of the initial design of experiments is \( n = 8 \), and the Bayesian algorithms are run for 12 iterations (i.e., 12 function evaluations for EHI and mEI and 24 or 48 evaluations for \( q = 2 \) or 4, respectively). NSGA-II is run for 12 generations with a population of 12 individuals, to enable runtime comparisons.

In order to compare the algorithms at a fixed budget, we do not stop the optimization once the local convergence criterion to the Pareto front is triggered, even though this situation frequently occurs in the mEI and q-mEI runs.

Seven metrics are used for comparison. The first one is the time to target, already employed in Section 3.3.2, which is the number of function evaluations required by an algorithm to dominate \( \mathbf{R} \). The second metric is the Hypervolume indicator [54] computed up to \( \mathcal{R} \): it restricts the indicator to the part of the Pareto front which dominates \( \mathbf{R} \). The third metric is the number of obtained solutions that dominated \( \mathbf{R} \), i.e., that are in the preferred region. The Euclidean distance to the second Pareto set \( \mathcal{P}_{X'} \) (calculated at \( \mathbf{x} \) as \( \min_{\mathbf{x}' \in \mathcal{P}_{X'}} \| \mathbf{x} - \mathbf{x}' \| \) where \( f(\mathbf{x}') \in \mathcal{P}_{Y_T} \) is the fourth metric, investigated to address the Pareto-optimality in the targeted region of the obtained designs. Last, as the motivation for targeting special parts of the Pareto is to converge more accurately towards some parts of the Pareto front, the Euclidean distance to the whole Pareto set \( \mathcal{P}_{X} \) is also compared. This metric allows to discuss distance to Pareto optimality. The pendants of the latter two indicators in the objective space are the Euclidean distance to the targeted Pareto front \( \mathcal{P}_{Y_T} \), and the distance to the whole Pareto front, \( \mathcal{P}_{Y} \), respectively. These metrics are averaged over 10 runs starting from different initializations, and their standard deviations shown in brackets.

The 8 compared alternatives are mEI, EHI, 2mEI, 2mEI_t, 4mEI, 4mEI_t, NSGA-II_1 and NSGA-II_20 (or NSGA-II_12 for the P1 problem). 2mEI and 4mEI correspond to the batch version of mEI using \( q = 2 \) or \( q = 4 \) simultaneous iterates and the same number of function evaluations as mEI (20 for ZDT3 or 12 for P1), hence for \( q \) times less iterations. The subscript \( t \) indicates that the criterion is compared for the same wall-clock time, i.e., the same number of iterations. NSGA-II_1 corresponds to two generations (\( 12 \times 1 = 12 \) or \( 20 \times 1 = 20 \) function evaluations) and NSGA-II_12 and NSGA-II_20 to fronts obtained after 12 or 20 generations respectively (\( 12 \times 12 = 144 \) or \( 20 \times 20 = 400 \) function evaluations).

These results confirm that mEI is able to attain a user-defined part of the Pareto front within a limited number of iterations. The time to attain the target is much smaller with
Table 3  Comparison of the different infill criteria and algorithms for the ZDT3 function, with respect to the five metrics. The results are averaged over 10 runs, and the standard deviation is shown in brackets. The number of function evaluations for each technique can be found in the row #f(⋅)

| Criterion | Sequential targeting | Batch targeting, \( q = 2 \) | Batch targeting, \( q = 4 \) | NSGA-II1 | NSGA-II20 |
|-----------|----------------------|-------------------------------|-------------------------------|---------|----------|
|           | mEI                  | 2mEI                         | 4mEI                         |         |          |
| #f(⋅)     | 20                   | 2×10                         | 4×5                          | 20      | 20×20    |
| Time to target | 4.2 (2.6)           | 6.3 (4.3)                     | 12.5 (6.6)                   | 314.5 (141.3) | 314.5 (141.3) |
| Hypervolume | 0.634 (0.078)       | 0.548 (0.201)                 | 0.621 (0.147)                | 0.424 (0.227) | 0.622 (0.088) | 0       | 0.248 (0.253) |
| Distance to \( P_{X,Y} \) | 0                  | 0.004 (0.013)                 | 0.006 (0.011)                | 0.006 (0.011) | 0.001 (0.003)  | 0.369 (0.092) | 0.300 (0.131) | 0.012 (0.010) |
| Distance to \( P_X \)   | 0                  | 0.004 (0.013)                 | 0.006 (0.011)                | 0.006 (0.011) | 0.001 (0.003)  | 0.770 (0.437) | 0.045 (0.045) | 0.045 (0.045) |
| Distance to \( P_Y \)   | 0                  | 0.002 (0.005)                 | 0.005 (0.011)                | 0.005 (0.011) | 0.001 (0.003)  | 0.638 (0.387) | 0.005 (0.002) | 0.005 (0.002) |
| Solutions ≺ \( R \) | 4.1 (1.8)           | 2.8 (1.0)                     | 1.5 (1.0)                    | 2.4 (1.0) | 0        | 4.2 (4.1) |
Table 4 Comparison of the different infill criteria and algorithms for the P1 function with respect to the five chosen metrics. The results are averaged over 10 runs, and the standard deviation is shown in brackets. The number of function evaluations for each technique can be found in the row \#f(·).

| Criterion                  | Sequential targeting | Batch targeting, \( q = 2 \) | Batch targeting, \( q = 4 \) | NSGA-II | NSGA-II1 | NSGA-II12 |
|----------------------------|----------------------|--------------------------------|--------------------------------|---------|----------|-----------|
| \#f(·)                     | 12                   | 2 × 6                          | 4 × 3                          | 12      | 12 × 12  |           |
| Time to target             | 4.6 (3.5)            | × 6.2 (4.4)                    | × 8 (6.4)                      | 73.1 (72.3) | 73.1 (72.3) |           |
| Hypervolume                | 0.620 (0.165)        | 0.163 (0.213)                  | 0.541 (0.199)                  | 0.459 (0.244) | 0.685 (0.085) | 0.043 (0.136) | 0.394 (0.295) |
| Distance to \( \mathcal{P}_X \) | 0                   | 0.023 (0.020)                  | 0.009 (0.020)                  | 0.025 (0.042) | 0        | 0.107 (0.079) | 0.017 (0.011) |
| Distance to \( \mathcal{P}_Y \) | 0                   | 0.002 (0.004)                  | 0.002 (0.004)                  | 0.005 (0.006) | 0        | 0.045 (0.050) | 0.001 (0.002) |
| Distance to \( \mathcal{P}_Z \) | 0                   | 0.98 (1.59)                    | 0.10 (0.27)                    | 0.71 (1.62) | 0        | 4.74 (3.52) | 0.25 (0.34) |
| Distance to \( \mathcal{P}_Y \) | 0                   | 0.03 (0.04)                    | 0.02 (0.03)                    | 0.03 (0.04) | 0        | 0.89 (1.29) | 0.01 (0.01) |
| Solutions \( \prec \mathbf{R} \) | 6.5 (2.5)            | 0.6 (0.7)                      | 5 (2.2)                        | 3.3 (1.6) | 13.6 (1.2) | 0.2 (0.6) | 2.8 (2.4) |


the targeting criteria than with the others. In the row “Time to target”, a ’×’ indicates that at least one run was not able to dominate \( R \). To be more precise, in the ZDT3 problem (Table 3), 7 EHI runs, 1 mEI run (after 5 iterations), all 10 NSGA-II runs and 3 NSGA-II20 runs have not reached \( R \). In the P1 problem (Table 4), 5 EHI runs, 1 mEI run (after 6 iterations), 1 mEI run (after 3 iterations), 9 NSGA-II1 runs and 2 NSGA-II12 runs were not able to reach \( R \). As q-mEI and NSGA-II have been run for more iterations than the budget prescribed in other experiments, the blue color indicates the true value of the indicator if these algorithms were run for more iterations than authorized, until attaining \( R \). For EHI, the red color indicates the Expected Runtime\(^3\) [3] to reach \( R \). In both experiments mEI takes the least function evaluations to attain \( R \). However, as q-mEI enables to evaluate \( q \) designs per iteration, 2mEI and 4mEI require fewer iterations (hence less wall-clock time) than mEI to dominate \( R \). At small number of iterations (e.g. 3 iterations for the 4mEI on the P1 benchmark, corresponding to 12 function evaluations), one 4mEI run out of 10 fails to reach \( R \), even though mEI with the same number of iterations always attains it. The other indicators confirm that q-mEI is worse than mEI at fixed number of function evaluations, but should be preferred at the same wall-clock time. Indeed, at the same number of function evaluations, q-mEI makes \( q \) times fewer metamodel updates to direct the search towards good parts of the design space.

In comparison with EHI, \( I_R \) is attained more consistently by q-mEI and mEI on both test functions, as confirmed by the larger hypervolume and the larger number of solutions that dominate \( R \). The standard deviations of these indicators is also smaller, which means that the results of q-mEI are more repetitive. Indeed some EHI runs converge to \( P_{Y_T} \) while other runs do not. The distance to \( P_{X_T} \) is also reduced (in fact, points belonging to \( P_{X_T} \) are found during each mEI and q-mEI run). However, the distance to \( P_X \) does not show any benefit of q-mEI and mEI here, since each run of EHI is also able to reach the Pareto front in some other part of it. The same conclusions are made when considering the distance to \( P_{Y_T} \) and the distance to \( P_Y \). Note that for mEI and q-mEI, the distance to \( P_Y \) equals the distance to \( P_{Y_T} \); the Pareto front has been attained the best in the targeted part.

These remarks also hold when comparing mEI and q-mEI with NSGA-II: \( I_R \) is attained more consistently by mEI, as proved by the Hypervolume indicator and the distance to \( P_{X_T} \). The distance to \( P_X \) is also smaller: mEI is able to produce Pareto optimal outcomes, which is not the case for NSGA-II even with a much higher number of function evaluations (400 against 20). More solutions dominating \( R \) are produced by NSGA-II, which is explained by the much larger number of function evaluations.

4 Conclusions and future work

In this paper, we have described an efficient infill criterion called mEI to guide a multi-objective Bayesian algorithm towards a non-dominated target. We have also singled out one such target by introducing the concept of Pareto front center. Numerical experiments have shown that targeting the center of the Pareto front is feasible within restricted budgets for which the approximation of the entire front would not be feasible. A multi-point extension to the mEI criterion has been proposed which opens the way to targeted Bayesian multi-objective optimization carried out in a parallel computing environment. At the same

\(^3\)A rough estimator for the Expected Runtime is \( \bar{T}_s/p_s \) where \( \bar{T}_s \) and \( p_s \) correspond to the runtime of successful runs and to the proportion of successful runs respectively.
temporal cost, $q$ times more experiments can be performed to attain the Pareto front. This criterion, called $q$-mEI, has been optimized for $q = 2$ and 4 batch sizes and is still computed using Monte-Carlo simulations. Experiments with an engineering test bed and standard test functions have confirmed that wall-clock time benefits are achievable with the multi-point infill criterion $q$-mEI.

mEI aims at rapidly reaching one point of the Pareto front and a test to detect this convergence has been described. A perspective to this work is to use an eventual remaining evaluation budget to broaden the search of the Pareto set. Besides, in the spirit of [10, 32, 33], it might be possible to derive an analytical expression for $q$-mEI and its gradient, an important perspective as it would allow to optimize it efficiently.
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