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Abstract Decisions are often postponed even when future profits are not expected to compensate for the losses. This is especially relevant for financial and entrepreneurial disinvestment choices, as investors often have a disposition to hold on to losing assets for too long. We use an experiment with real real-options to study one possible behavioral motivation. Studies in psychology suggest that individuals have different styles of handling the stress involved in making decisions. We find that participants’ styles of decision-making and risk aversion as well as the interaction of those can assist in predicting the likelihood that the participants will make investments and the timing of their disinvestment decisions. We also find the overall structure of the findings to be in line with a planner–doer model.
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1 Introduction

When an investment decision that has irreversible consequences can be postponed, it is often advisable to postpone it even when the expected net present value of immediate implementation is positive. If a business is losing, for example, disinvestment has positive net present value, but staying in business might, nevertheless, be rational, taking a real-options perspective (Titman 1985; Brennan and Schwartz 1985; McDonald and Siegel 1986; Dixit 1991; Dixit and Pindyck 1994; Weeds 2002). Disinvestment decisions, however, are often postponed beyond rational considerations, i.e., even when (the extent of) waiting is unlikely to be profitable (for experimental findings, see, e.g., Sandri et al. 2010; Musshoff et al. 2013). It is often argued that behavioral characteristics can explain some of this ‘holding-on-for-too-long tendency’ (Sandri et al. 2010; more generally: Thaler 1981; Akerlof 1991). But what exactly are those behavioral characteristics? This question is at the center of the current contribution.

The psychological motivations for postponement of decisions that economists have, so far, studied most frequently are procrastination and commitment to past decisions (Samuelson and Zeckhauser 1988; Burmeister and Schade 2007; Loewenstein and Prelec 1992; O’Donoghue and Rabin 1999, 2001; Angeletos et al. 2001; Ariely and Wertenbroch 2002; Gul and Pesendorfer 2004; Della Vigna and Malmendier 2004; Sivanathan et al. 2008; Post et al. 2008; Khavul et al. 2009). But those two are hardly of any relevance in the Sandri et al. (2010) setting that our study is building up upon, i.e., for multi-period disinvestment decisions. Procrastination is about the postponement of a certain task, whereas there is no actual task in Sandri et al. or our scenario. Even stretching the idea of a task to making decisions, this ‘task’ cannot be avoided via an avoidance of exit, due to the repetitive nature of the decision. The latter argument also applies to status quo tendencies that should ‘wash out’ over multiple periods. But what other behavioral tendencies could then be relevant, and are there any individual differences with respect to this postponement tendency that help to better understand such behavior?

Interestingly, Ameriks et al. (2007a, b) find, in a somewhat related situation, that individuals use similar decision-making processes when making economic and non-economic decisions. This finding suggests that using a psychological framework for identifying and studying styles of decision-making can assist in predicting economic outcomes. In this contribution, we take a step in that direction. We use a model developed by psychologists, the conflict theory of decision making (Janis and Mann 1977; Mann et al. 1997), to predict the behavior of participants in an economic lab game. The theory of decision-making assumes that the decisional conflict that precedes a decision engenders psychological stress. The theory further predicts that individuals differ in their styles of handling the stress. To test the predictions of this theory, we use a questionnaire that is based on Mann et al. (1997) to measure individuals’ propensities to be vigilant and to buck-pass (for details on these characteristics, see the next section). We also measure the participants risk

---

1 Even though their study is about procrastination that has just been argued to be irrelevant in our decision situation, their finding should be broad enough to also hold in our context.
aversion. Finally, we test the correlation between the interaction of vigilance, buck-passing, and risk-aversion to estimate the number of rounds that participants play in an investment/disinvestment experiment with real monetary-stakes in which postponing decisions is costly.

There is another theory that is relevant for our research. Specifically, we believe that behavior in our setting can be explained in terms of a planner–doer model. Those models are often used to study decision-making processes where agents make decisions that are inconsistent with payoff maximization. They are used, for example, to study savings decisions, the consumption of hedonic goods, the employment of commitment devices and of addiction (Thaler and Shefrin 1981; Frederic et al. 2002; Gul and Passendorfer 2004; Prelec and Bodner 2005; Fudenberg and Levine 2006).

Planner–doer models suggest that decision-making processes involve a long-term self, a planner, and many doers. Each doer exists for one period and is then replaced by another. The planner makes long-term plans and gains utility from the benefits accumulated over all periods. The doers, however, make the decisions, with each doer making decisions in the one period in which she exists, and her utility is affected only by the instantaneous costs and benefits. When the planner draws a strategy, therefore, she must take into account that the doers might implement decisions that differ from the ones she finds optimal. Because of this, as explicated in the next section, interactions between risk propensity and vigilance/buck-passing might become relevant in both investment and disinvestment decisions.

We get results that are largely consistent with our expectations, as will be shown and discussed throughout the paper. The rest of the paper is organized as follows. In Sect. 2, we introduce the conflict theory of decision-making and the two concepts which we are measuring, vigilance and buck-passing. We also relate these concepts to a planner–doer model. In Sect. 3, we describe the methodology and the data. In Sect. 4, we present the results. In Sect. 5, we briefly discuss our findings. We conclude in Sect. 6.

2 Buck-passing and vigilance according to the conflict theory of decision-making and in connection to a planner–doer model

As said, a central approach which we are building upon is Janis and Mann’s (1977) conflict theory of decision making, which we apply to predict individuals’ choices in an experimental setting. Quite generally, the theory supposes that individuals differ in their styles of handling the stress of making a decision (Loewenstein and Lerner 2003). Clearly, researchers working in the field of stress responses have rapidly accepted it as an interesting contribution (see Lazarus and Folkman 1984). It has inspired research into decision-making under threat-engendered stress (Keinan 1987). It has also inspired new decisional architectures in complex situations such as air traffic control (O’Hare 1992). Some studies have emphasized the role of stress

2 Another reason for the popularity of planner-doer models is that research in neurology has shown that they can be given interpretation in terms of neurological processes (Camerer, 2007).
in this model as a driver of distorting information and of triggering pre-programmed responses (Folger et al. 1997). Moreover, the Janis and Mann scale has been adapted in a slightly different context by Heredia et al. (2004).

Of the number of factors that Mann et al. (1977) discuss, we concentrate on vigilance and buck-passing because of their special relevance for our disinvestment scenario. We first describe the characteristics of vigilance as a general driver of behavior and then continue with buck-passing, followed by some general considerations on the relationship between the conflict theory of decision-making and the planner–doer model. Vigilance is an established concept in psychology, originating from human–machine interaction and first analyzed in World War II to better understand people’s continuous attention (and the breakdown of this ability) with visual cues, especially radar detection (Mackworth 1948). With respect to decision-making, more generally, individuals that are vigilant have the ability to handle the stress of decision-making well: they process all the available information and make decisions rationally (Janis and Mann 1977). Vigilant individuals, therefore, make decisions as soon as they receive information suggesting that a decision has to be taken.

Other individuals, however, have maladaptive styles of handling the stress. One of the most important maladaptive styles is buck-passing. Originating from political strategy (i.e., countries waiting for other countries to confront an aggressor), buck-passers find decision-making stressful and, consequently, they prefer to delegate decisions to others. Loneck and Kola (1989), for example, find that buck-passers abuse, for example, find it harder to choose among a set of alternatives. Fioretti (2009) find that buck-passers try to delegate tasks to others, and that, consequently, tasks are not handled over a long period. Thus, buck-passers do not only buck-pass tasks to others; when they cannot pass the buck to someone else, they delegate it to a future period. Indeed, according to Mann et al. (1997), a buck-pass is one, who, among other things, identifies with the statement: “I do not make decisions unless I really have to”.3

One method to identify individuals’ styles of decision-making is Mann et al.’s (1997) questionnaire-based test. This questionnaire has been used in a large number of papers, and it was found that the results are correlated with self-esteem, health, and more, in a way consistent with the prediction of Janis and Mann (1977). Gorodetzky et al. (2011), for example, use the Mann et al. (1997) questionnaire and report that stimulant use is correlated with maladaptive decision-making styles. Phillips and Reddie (2007) report that procrastination, as measured by the Mann et al. (1997) scale, is correlated with inefficient email use in the workplace. Mann et al. (1998) tested the Mann et al.’s (1997) questionnaire with participants from both Western and Eastern societies, and report that the results support the

3 Please note the difference between buck-passing and procrastination. Buck-passing individuals often postpone decisions, but they do it for a different motive than procrastinators. Consider the following example: an individual enters a shop and is given a choice between two brands. Both brands satisfy her tastes and both are on sale. A procrastinator will not hesitate before making a choice, because the choice does not involve inter-temporal preferences and there is no actual ‘task’ to be done. A buck-pass, on the other hand, would like somebody else to make the decision for her, and if there is no one to ask, she will usually decide to keep the status quo, i.e., not to buy (Shafrir et al., 1993).
hypothesis that the conflict model of decision-making is relevant to participants from both societies (see also: Engin 2006; Sirois 2007; Brown and Ng 2012). We use the relevant parts of Mann et al.’s (1997) questionnaire to get participants’ scores of vigilance and buck-passing.

Both vigilance and buck-passing are behavioral tendencies of both doers and planners. Planners have the same decision making style as the doers. Planners have to take into account the doers’ styles of decision making. Vigilant doers are not problematic from a planner’s perspective, especially when they are also risk averse, because risk averse vigilant doers make careful decisions. Buck-passing doers, on the other hand, especially those that are risk-taking, should evoke anticipatory actions by the planners, because they are likely to avoid making decisions, resulting in holding on too long. More details are provided in the predictions section.

3 Methodology and data

3.1 Experimental framework

To test participants’ propensities to delay decisions, we use an experiment that is based on the framework employed by Sandri et al. (2010). The Sandri et al.’s (2010) experiment is intended to test the predictions of real-options theory versus a general waiting tendency (called ‘psychological inertia,’ not further specified in their paper) with disinvestment decisions. It mimics the decisions of an entrepreneur that has to choose between disinvesting and keeping her business running.

In the experiment, a participant faces a series of stages; in each stage, she can choose between winning an uncertain prize and playing on in the next stage, or disinvesting and earning a certain prize. The theory of real-options suggests that participants should disinvest as soon as the prize for disinvestment is larger than the expected prize from playing on.

Sandri et al. (2010) find that participants respond to incentives when making disinvestment decisions, but, at the same time, they usually play on even when disinvestment is expected to be more profitable. Below, we extend the Sandri et al.’s (2010) framework in three ways.

First, we add an investment stage in which the participants have to decide whether to invest or to skip the game. This stage is intended to mimic the first step in a real-life investment decision: Entrepreneurs do not face a choice between continuing to keep their business running and disinvesting before they consider the possibilities and decide to invest. Second, whereas in Sandri et al. (2010), the participants played a number of games, in each of which they could earn identical prizes; in our settings, the possible prizes change between rounds. Thus, our experiment tests the robustness of the Sandri et al.’s (2010) results to changes in the prizes and in the variance of the prizes. Third, we add a questionnaire that tests the participants’ vigilance and buck-passing scores. This allows us to test the correlation between the participants’ scores and their decisions in the game.
3.2 Details of the experiment

3.2.1 Implementation

The experiment was fully computerized and conducted in a computer lab of a major German university.\textsuperscript{4} We conducted seven sessions. The number of participants in each session varied between 7 and 14. The total number of participants was 85. The participants were students and non-students that were recruited via the university’s website. All the sessions were conducted within 1 week.

In our baseline treatment, the compound-interest treatment, the settings were as follows. Each participant first read the instructions and then answered questions that tested her understanding. After a participant answered all the questions correctly, she played one practice game. The practice game was followed by six experiment games.

3.2.2 Basic game structure

All the games had an identical structure. We begin by describing the settings in one of the six games in some detail, followed by a description of the differences with the other five:

– The first stage of the game was an investment stage. In the investment stage, each participant learned the following: (a) that she receives 18,000 points as an initial endowment, and (b) that at the end of the experiment, she will receive one Euro for every 6000 points she earns.\textsuperscript{5}
– Second, each participant learned that she can invest 10,000 points. If a participant did not invest, she received a total of 36,531 points. This sum was composed of 10\% interest on the 10,000 points that were not invested by the participant, compounded over 11 rounds, plus the original 18,000 points.
– Third, each participant learned that if she invests, she will start a game that lasts up to 11 rounds.
– Fourth, she learned that each of the 11 rounds has an identical structure. Each round started with information about the round prize and the possible prizes in the following rounds. The round prize was the prize that a participant won with certainty if she played on. The prizes in the following rounds were either larger or smaller than the prize in the current round: With a 50\% chance, the round prizes increased by 200 points between consecutive rounds and with a 50\% chance, the prizes decreased by 200 points.

To simplify the presentation of the possible round prizes and the probability of earning each prize, in each round, the participants were presented with a figure depicting the possible prizes in each round left to play and the probability of earning each prize.

\textsuperscript{4} We used Z-Tree to program the experiment (Fischbacher, 2007).
\textsuperscript{5} At the time of the experiment, the average exchange rate was 1.42 US Dollars for 1 Euro.
For example, Figs. 1 and 2 depict the information presented to a participant in rounds 1 and 2, respectively. The information presented in Fig. 1 shows that if the participant chose to play on, she earned the first-round prize of 1000 points with certainty. The prize in the second round was either 800 or 1200 points, each with 50% probability. The probabilities of the possible prizes in all the other rounds are also depicted in the figure.

Figure 2 depicts the information revealed to the same participant after she chose to play on. The figure shows that the second-round prize was revealed to be 1200 points. The probability of winning each of the prizes in rounds 3, 4…11 was updated accordingly: for example, the probability of earning each of the prizes of 1400 and 1000 points in the third round changed to 50%. The prize of 600 points, on the other hand, is no longer shown, because the probability of earning it became zero.

In addition to information about the possible prizes, each participant was also given the following information. First, each participant was given information about the sum of the prizes which she already earned. This was composed of all the round prizes which she earned in the previous rounds, plus 10% interest on these sums, accumulated over all the rounds since earning them and until the 11th round.

Second, each participant was presented with information on the payoff she will receive if she disinvests rather than plays on. This payoff was composed of a disinvestment-prize of 11,000 together with all the sums earned up to the current
round plus 10% interest on the disinvestment-prize, accumulated over all the rounds left until the 11th round.

Finally, the participants learned that if they play on until the 11th round, then after they make their decision in that round, the game will end. In that case, they will earn all the sums which they accumulated up to that round plus the disinvestment-prize, but they will earn no interest on the disinvestment-prize.

Figure 3 depicts an example of the information presented to a participant in each of the rounds which she played. In the investment stage, the participant received information about the investment-cost, the disinvestment-prize, the first-round-prize and about the change in the prizes between consecutive rounds. The participant chose to invest.

In the first round, the participant learned that the prize she will earn (including interest) if she disinvests is 31,384 points. She also learned that if she plays on, she will earn 1000 points and then move to the second round. In the second round, she again learned about the prizes which she already won, about the disinvestment prize, she will earn if she disinvests, and that she will earn 800 points if she plays on. The disinvestment-prize, including interest, was smaller in this round (28,531 points) than in the first round, because by playing on in the first round, the participant lost one round of interest on the disinvestment-prize.

In the third round, the participant learned that if she plays on she will earn 600 points. At this stage, the participant decided to disinvest. She then learned that she earned a total of 38,415 points (this sum includes the difference between the initial endowment and the investment-cost).
We refer to a game with the parameters given above as low-variance-low-first-prize game. In low-variance-low-first-prize games, the investment-cost was 10,000 points, the first prize was 1000 points, disinvestment-prize was 11,000 points, and

Fig. 3 Information presented to a participant who played three rounds

3.2.3 Other games/treatments

We refer to a game with the parameters given above as low-variance-low-first-prize game. In low-variance-low-first-prize games, the investment-cost was 10,000 points, the first prize was 1000 points, disinvestment-prize was 11,000 points, and
the difference between the prizes in consecutive rounds, to which we refer as variance, was 200 points.

Because we wanted to test the robustness of our results to size effects, we let each participant play five more games. The games differed in their investment-costs, disinvestment-prizes, first-round-prizes, and variances. In low-variance-high-first-prize games, the investment-cost was 10,000 points, the first-round-prize was 1500 points, the variance was 200 points, and the disinvestment-prize was 11,000 points. In high-variance-low-first-prize games, the investment-cost was 15,000 points, the first-round-prize was 1000 points, the variance was 1000 points, and the disinvestment-prize was 16,000 points. In high-variance-high-first-prize games, the investment-cost was 15,000 points, the first-round-prize was 1500 points, the variance was 1000 points, and the disinvestment-prize was 16,000 points.

In addition, each participant played one extra-profit game and one losing game. There were two types of extra-profit games and two types of losing games. In extra-profit-low-variance games, the investment-cost was 10,000 points, the first-round-prize was 1000 points, the variance was 200 points, and the disinvestment-prize was 16,000 points. In extra-profit-high-variance games, the investment-cost was 10,000 points, the first-round-prize was 1000 points, the variance was 1000 points, and the disinvestment-prize was 16,000 points.

In losing-low-variance games, the investment-cost was 15,000 points, the first-round-prize was 1000 points, the variance was 200 points, and the disinvestment-prize was 11,000 points. In losing-high-variance games, the investment-cost was 15,000 points, the first-round-prize was 1000 points, the variance was 1000 points, and the disinvestment-prize was 11,000 points.

With these parameters, the optimal strategy in a losing game for a risk-neutral (and risk-averse) participant was not to invest. For all but participants with extreme values of risk aversion, it was optimal to invest in the extra-profit games. Thus, the losing games tested whether participants will avoid playing games with negative expected profits. The extra-profit games were for inducing very risk-averse participants to play at least one game.

About one quarter of the participants played an extra-profit-low-variance game together with a losing-low-variance game, about one quarter played an extra-profit-low-variance game together with a losing-high-variance game, about one quarter played an extra-profit-high-variance game together with a losing-low-variance game and the rest played an extra-profit-high-variance game together with a losing-high-variance game. For all the participants, the losing games were always the fifth games. The order of the other games was random.

Table 1 summarizes the parameters of the various games. The table also gives the trigger-prizes, the expected number of rounds, and the expected payoffs. The trigger-prizes are the smallest prizes that make a participant indifferent between playing on and disinvesting. We find their values by a backwards induction process that assumes that participants disinvest as soon as the expected payoffs from playing on become smaller than the disinvestment-prize.
Table 1 Games’ summary statistics

| Game                        | Cost  | Disinvestment-prize | First-prize | Variance | Quit if the round’s prize is smaller or equal to: | Round 1 | Round 2 | Round 3 | Round 4 |
|-----------------------------|-------|---------------------|-------------|----------|--------------------------------------------------|---------|---------|---------|---------|
| Low-variance-low-first-prize| 10,000| 11,000              | 1000        | 200      | 800                                              | 800     | 800     | 800     | 800     |
| Low-variance-high-first-prize| 10,000| 11,000              | 1500        | 200      | 1300                                             | 1300    | 1300    | 1300    | 1300    |
| High-variance-low-first-prize| 15,000| 16,000              | 1000        | 1000     | -1000                                           | -1000   | -1000   | -1000   | 0       |
| High-variance-high-first-prize| 15,000| 16,000              | 1500        | 1000     | 0                                                | 0       | 0       | 0       | 0       |
| Extra-profit-low-variance   | 10,000| 16,000              | 1000        | 200      | 1700                                             | 1700    | 1700    | 1700    | 1700    |
| Extra-profit-high-variance  | 10,000| 16,000              | 1000        | 1000     | 0                                                | 0       | 0       | 0       | 1000    |
| Lose-low-variance           | 15,000| 11,000              | 1000        | 200      | 1600                                             | 1600    | 1600    | 1600    | 1600    |
| Lose-high-variance          | 15,000| 11,000              | 1000        | 1000     | 2000                                             | 2000    | 2000    | 2000    | 2000    |

Quit if the round’s prize is smaller or equal to:

| Round 5 | Round 6 | Round 7 | Round 8 | Round 9 | Round 10 | Round 11 |
|---------|---------|---------|---------|---------|----------|----------|
| 800     | 800     | 800     | 800     | 800     | 1000     | 1200     | 4.41     | 40,571   |
| 1300    | 1300    | 1300    | 1300    | 1300    | 1500     | 1500     | 4.37     | 48,971   |
| 0       | 0       | 0       | 0       | 0       | 0        | 1000     | 5.84     | 44,489   |
| 0       | 0       | 0       | 0       | 1000    | 1000     | 1000     | 5.84     | 63,237   |
| 1700    | 1700    | 1700    | 1700    | 1700    | 1700     | 1700     | 0        | 67,181   |
| 1000    | 1000    | 1000    | 1000    | 2000    | 2000     | 2000     | 4.20     | 70,056   |
| 1600    | 1600    | 1600    | 1600    | 1600    | 1600     | 1600     | 0        | 45,797   |
| 2000    | 2000    | 2000    | 2000    | 2000    | 2000     | 2000     | 0        | 45,797   |

All values are given in points (6000 points = 1€)

The expected payoff in the first six rows is equal to the expected payoff from the game of a participant who starts the game and follows a real-options strategy. It is composed of the expected payoff from the game, minus the cost and plus the initial endowment of 18,000 points.

The expected payoff in the final two columns is equal to the payoff of a participant that skips the game which is equal to the initial endowment of 18,000 points plus the interest on the cost.
3.2.4 Expected exit period

The expected number of rounds is calculated in two steps. In the first step, we find for each round \( i \) the probability that this will be the first round in which the round-prize will drop below the trigger-prize, \( p_i \). In the second step, we calculate the expected number of rounds, \( E(X) \), as \( E(X) = \sum_i i \times p_i \). The expected payoffs are calculated by multiplying each payoff by the probability of earning it, conditional on the participant not disinvesting earlier, and summing the results.

All these parameters are calculated, assuming that participants play as predicted by the theory of real options. Consequently, these parameters are calculated under the assumption that the participants are risk-neutral. Musshoff et al. (2013) show that in our settings, risk-averse participants are expected to disinvest at earlier stages than risk-neutral participants. The results which we derive below are therefore conservative estimates of the differences between the participants’ disinvestment times and the disinvestment times implied by normative theory.

As a robustness check, we also had a decreasing-interest treatment to check the robustness of the results to framing effects. The settings in the decreasing-interest treatment are identical to those in the compound-interest treatment, except that in the decreasing-interest treatment, the participants were informed that the disinvestment-prize will decrease by 10% for each round which they choose to play.

The disinvestment-prize in the first round, however, was the same as the disinvestment-prize including interest in the first round of the compound-interest treatment. Thus, the compound-interest and the decreasing-interest treatments were normatively identical, but in the compound-interest treatment, the framing was of interest gains, whereas in the decreasing-interest treatment, the framing was of interest losses.

3.2.5 Measuring individual differences

After all the participants finished playing the six games, each participant completed a Holt and Laury (2002) test for risk aversion. The Holt and Laury (2002) is used in a plethora of economic experiments and uses a so-called ‘price-list’ schema. Respondents face, subsequently, several options to choose between a less risky and a riskier lottery. The respondents are first confronted with a choice where the high-risk option is quite unattractive and move, from stage to stage, to choices where the price of avoiding the risk becomes higher and higher.

The participants also completed a short questionnaire on their demographics and a test of their patterns of decision-making. The decision-making test was a German translation of the Mann et al.’s (1997) vigilance and the buck-passing scales.

Each of the two scales is composed of six statements such as “I try to find the disadvantages of all the alternatives” (vigilance scale) and “I do not make decisions unless I really have to” (buck-passing scale). For each of the 12 statements, each participant indicated how much she agrees or disagrees with the statement on a five-point scale that went from fully agree (2) to fully disagree (−2).

We find that the Cronbach alphas of both the buck-passing and the vigilance items are satisfactory and similar to those reported in Mann et al. (1997). The
Cronbach alpha for the vigilance scale in our sample is 0.85, compared to 0.80 in Mann et al. (1997). The Cronbach alpha for the buck-passing scale in our sample is 0.82, compared to 0.87 in Mann et al. (1997). We also find, as predicted, that the two scales are negatively correlated ($r = -0.17$, $p < 0.01$).

We use the average of each participant’s responses on the six buck-passing items as the participant’s buck-passing score. We use the average of each participant’s responses on the six vigilance items as the participant’s vigilance score.

After all the participants filled the buck-passing and vigilance tests, the computer picked one game at random and the participants were paid according to their payoffs in the selected game. The participants were also informed about their payoffs in the Holt and Laury (2002) test. Thus, the participants learned their payoffs only after they completed all the stages of the experiment. The experiment took about 45 min. The average payoff, including show-up fees, was 12.49 Euros with a maximum of 19.75 Euros.

Table 2 reports the participants’ summary statistics. The average age of the participants was 27.8. About 76% of them were students. Out of the students, about 14% study economics or business. The average vigilance score is 0.79 and the average buck-passing score is −0.59. We define a participant’s CRRA score as the CRRA coefficient that satisfies the participant’s pattern of choices in the Holt and Laury (2002) test. A negative score, therefore, indicates that a participant is risk-loving, zero indicates that she is risk-neutral, and a positive score indicates that the participant is risk-averse. The average CRRA score is 0.86, suggesting that most participants in our sample are risk-averse in the payoffs at stake.

---

**Table 2** Participants’ summary statistics

|                          |        |
|--------------------------|--------|
| % Men                    | 47.1%  |
| % Born in Germany        | 81.1%  |
| Average age              | 27.84 (SD: 7.646) |
| % Non students           | 23.6%  |
| % Business and economics students | 10.5% |
| CRRA index               | 0.86 (SD: 0.475) |
| Vigilance index          | 0.84 (SD: 0.737) |
| Buck-passing index       | −0.59 (SD: 0.789) |
| Number of participants   | 85     |

---

6 About 18% of the participants made more than one switch between the “safe” and the “risky” gambles in the Holt and Laury (2002) test. In these cases, we calculated the participants’ risk aversion according to the last switch from the safe to risky option that they made, thus giving these participants the maximum risk aversion score implied by their responses.
4 Predictions

Real options theory suggests that participants should disinvest as soon as the expected value of the future prizes drops below a certain threshold level (trigger-prize). Furthermore, Musshoff et al. (2013) show that risk-averse individuals should disinvest even earlier. This suggests that the predictions of real-option theory, which are based on an assumption of risk-neutrality, are higher bounds of the preferred timing of disinvestment of most individuals. Yet, the evidence on the tendency to postpone disinvestment decisions suggests that many individuals postpone disinvestment decisions even when staying is expected to lead to significant losses (Shefrin and Statman 1985; Samuelson and Zeckhauser 1988; DeTienne et al. 2008).

We hypothesize that styles of decision-making can be used to explain these findings on an individual level. Participants with high scores of buck-passing tend to hold on to losing assets even when they have information, suggesting that disinvestment is more profitable. Participants with high scores of vigilance, on the other hand, are likely to disinvest as soon as they realize that playing on is costly.

It may also be expected that when decisions are made under uncertainty, risk-averse individuals will prefer less risky payoffs over risky ones and hence, in our decision situation, exit earlier. It was found, however, that in settings similar to ours, risk aversion did not consistently predict early disinvestments. In Sandri et al. (2010), risk aversion did not predict disinvestment decisions, whereas in Musshoff et al. (2013), there was a correlation between risk aversion and the timing of disinvestments.

The conflict theory of decision-making, in conjunction with a planner-doer model, offers a possible explanation for these indecisive results. Doers may be seen as exhibiting bounded rationality and, consequently, doers may not always pay full attention to the information facing them. Rather, doers may pay more attention when the perceived stakes are high and less attention when the perceived stakes are low.

Risk-averse individuals tend to view stakes as high, because they are averse to even small losses. They, therefore, have greater incentives than risk-tolerant individuals to dedicate time and effort to studying the possible outcomes before making a decision. Thus, when individuals face a decision between continuing a status quo and disinvesting, risk-averse individuals are likely to dedicate more effort to processing all the available information. Risk-averse individuals are, therefore, more likely to find out that continuing the status quo is costly than risk-tolerant individuals. However, even if a participant realizes that disinvestment is preferable, disinvesting might be related to the doers’ decision-making style. Specifically, a buck-passing participant might keep on playing even when she knows she had better disinvest. Thus, the joint effect of low-risk aversion with buck-passing might have a strong effect on behavior: such doers both do not pay attention to the data before making decisions, and suffer stress when having to disinvest. Thus, for such doers, nothing ‘stands against’ staying in the game forever. On the other hand, a vigilant participant is likely to disinvest as a rational strategy even if she is not much risk
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averse, but the joint effect of risk aversion and vigilance should be very strong. Thus, we can expect that the correlation between risk aversion and the timing of disinvestment is a function of the interaction between risk aversion and the buck-passing/vigilance scores.

5 Results

5.1 Probability of skipping a game

In each of the six games that the participants played, the participants first decided whether they invest to play the game or not. Participants that did not invest received the capitalized investment-cost and continued to the next game. Participants that chose to invest paid the investment-cost and started the game.

We use the term skip to refer to the decision not to invest. Columns 1, 3, and 5 in Table 3 provide summary statistics on the likelihood that a game was skipped.

From the table, it seems that the order of the games did not affect the likelihood that participants skipped games. This is corroborated by statistical tests. The ANOVA $F$-statistics for the order of the games and for the interaction between the order of the games and the type of treatment are both statistically insignificant ($F = 0.61, p > 0.10$ and $F = 0.89, p > 0.10$, respectively). We, therefore, do not control for the order of the games in the regressions below.

It also seems from the table that participants were more likely to skip games in the compound-interest treatment. We, therefore, control for the type of treatment in the models we estimate below.

To estimate the probability that a participant skips a game, we estimate both linear probability models (LPM) and probit models. To control for the possibility that decisions made by the same participant are correlated, we cluster the standard errors at the participants’ level cluster the standard errors at the participants’ level.

The dependent variable is a dummy that equals 1 if a participant skipped a game and 0 if she invested to play the game. In column 1 (linear probability model) and column 3 (probit model), the only independent variables are the main variables of interest: the buck-passing and vigilance scores, the risk-aversion score based on the Holt and Laury procedure, and the interaction of the buck-passing and vigilance scores with the risk-aversion score. In addition, we also include a dummy that equals 1 if the trial is in the decreasing-interest treatment and 0 if the trial is in a compound-interest treatment. For simplicity, we focus on the results of the LPM model (column 1). The results of the probit model are qualitatively similar. It can be observed that the coefficient of the buck-passing index is positive ($\beta = 0.006, p < 0.09$) and marginally significant. Therefore, participants with high buck-passing scores are more likely to skip. The effect is economically significant. A one-standard-deviation increase in the buck-passing score is associated with an increase of 0.25% in the likelihood of skipping a game. This is a large effect, considering that only about 0.5% of the games were skipped.

The coefficients of the other variables are not statistically significant, but the results suggest that an increase in the risk-aversion scores might be associated with a
decrease in the likelihood of skipping games. To further test the results, we add in column 2 (LPM model) and 4 (probit model) further independent variables that control for the attributes of the games and for the participants’ characteristics. These include: the log of the investment-cost which is either 10,000 or 15,000 points, the log of the disinvestment-prize which is either 11,000 or 16,000 points, the log of the variance which is either 200 or 1000 points, the log of the first-prize which is either 1,000 or 1500 points, the maximum and minimum prizes which a participant could win in the game, the participants’ age, a man dummy that equals 1 if a participant is a man and 0 if the participant is a woman, a student dummy that equals 1 if a participant is a student and 0 otherwise and a German-born dummy that equals 1 if a participant was born in Germany and 0 otherwise.

| Type of game                      | Treatment                  | Compound interest | Negative interest | Total          |
|----------------------------------|----------------------------|-------------------|-------------------|----------------|
|                                  | % of skipped games | Number of rounds played | % of skipped games | Number of rounds played | % of skipped games | Number of rounds played |
| Low-variance-low-first-prize     | 0.0%          | 8.1               | 53                | 0.0%           | 7.9               | 43                | 0.0%           | 8.0               | 96               |
| Low-variance-high-first-prize    | 14.6%         | 5.9               | 41                | 0.0%           | 6.3               | 34                | 8.0%           | 6.08              | 75               |
| High-variance-low-first-prize    | 5.8%          | 7.23              | 34                | 0.0%           | 7.4               | 41                | 2.7%           | 7.32              | 75               |
| High-variance-high-first-prize   | 3.8%          | 5.9               | 45                | 0.0%           | 6.9               | 49                | 2.1%           | 6.4               | 94               |
| Extra-profit-low-variance        | 9.5%          | 7.0               | 21                | 0.0%           | 5.4               | 21                | 4.7%           | 6.2               | 43               |
| Extra-profit-high-variance       | 15.3%         | 6.1               | 26                | 0.0%           | 6.7               | 17                | 2.3%           | 6.3               | 42               |
| Lose-low-variance                | 10.5%         | 5.5               | 19                | 0.0%           | 8.6               | 19                | 5.3%           | 7.1               | 38               |
| Lose-high-variance               | 12.0%         | 6.7               | 25                | 0.0%           | 7.4               | 22                | 6.4%           | 7.0               | 47               |
| Total                            | 11.2%         | 6.7               | 264               | 0.0%           | 7.1               | 246               | 3.5%           | 7.0               | 510              |
We find again that an increase in the buck-passing score is associated with an increase in the likelihood of skipping games ($\beta = 0.007, p < 0.05$). In this specification, we also find that the coefficient of the interaction between the buck-passing score and the risk-aversion score is negative and marginally statistically significant ($\beta = -0.007, p < 0.08$). The coefficients cancel each other out ($\chi^2 = 0.03, p > 0.85$). Thus, it seems that the more risk-averse a buck-passer becomes, the more likely she is not to skip a game. In other words, more risk-aversion makes buck-passing participants more likely to play games. This is in line with our theorizing about the interplay between risk-aversion and buck-passing in the context of a planner-doer model. Planners should be less concerned with a buck-passing doer if she is at least risk-averse.

### 5.2 Rounds played until disinvesting

Participants that did not skip played a game that lasted until they disinvested, or until the 11th round. Real-options theory suggests that participants should disinvest as soon as the round-prizes drop below the trigger-prizes. As discussed above, risk aversion should encourage participants to disinvest even earlier (Musshoff et al. 2013), as risk-averse participants prefer certain payoffs over risky ones. Normative theory predicts, therefore, that participants should play, on average, relatively short games.

We expect, however, that styles of decision-making will affect the timing of disinvestment: Buck-passers would play even when they realize that playing on is costly, while vigilant participants play more efficiently (Janis and Mann 1977; Mann et al. 1997).

We use a Cox proportional hazard model to estimate the probability of disinvestment in each round, conditional on the participant not disinvesting earlier. We use the Cox hazard model, because it is a semi-parametric model. It allows us to estimate the probability of disinvestment without making assumptions about whether the probability of playing on increases or decreases with the number of rounds played.

In the Cox model, the regression coefficients exhibit the conditional effect of a change in a parameter on the probability that a participant will disinvest in a given round, given that the participant did not disinvest earlier. A positive coefficient suggests, therefore, that an increase in the variable increases the probability of disinvestment. To control for the possibility that decisions made by the same participant are correlated, we use random effects and cluster the results at the participants’ level.

In column 1, we include in the regression only the buck-passing and vigilance scores, the risk-aversion score, the interaction of the buck-passing and vigilance scores with the risk-aversion score, and a dummy for decreasing-interest treatments. The results are summarized in column 1 of Table 4.

We find that the coefficient of the buck-passing score is negative ($\beta = -0.200, p < 0.05$), suggesting that an increase in the buck-passing score is correlated with a smaller probability of disinvesting; i.e., the higher the buck-passing score, the higher the probability that a participant will play long games. This is ameliorated, however, by the risk-aversion score. The coefficient of the interaction between the buck-passing score and the risk-aversion score is positive.
|                                      | LPM          | LPM          | Probit      | Probit      |
|--------------------------------------|--------------|--------------|-------------|-------------|
|                                      | 1            | 2            | 3           | 4           |
| **Vigilance score**                  | 0.003        | 0.003        | 0.169       | 0.241       |
|                                      | (0.002)      | (0.002)      | (0.166)     | (0.201)     |
| **Buck-passing score**               | 0.006*       | 0.007**      | 0.320*      | 0.498*      |
|                                      | (0.003)      | (0.004)      | (0.200)     | (0.289)     |
| **Risk-aversion score**              | – 0.002      | – 0.002      | – 0.098     | – 0.106     |
|                                      | (0.003)      | (0.003)      | (0.256)     | (0.271)     |
| **Vigilance score \times risk-aversion score** | 0.000       | 0.001        | 0.063       | 0.015       |
|                                      | (0.003)      | (0.003)      | (0.241)     | (0.246)     |
| **Buck-passing score \times risk-aversion score** | – 0.006     | – 0.007*     | – 0.330     | – 0.536     |
|                                      | (0.004)      | (0.004)      | (0.288)     | (0.387)     |
| **Negative-interest treatment**      | – 0.014***   | – 0.013***   | – 4.503***  | – 37.119*** |
|                                      | (0.003)      | (0.003)      | (0.596)     | (2.674)     |
| **Ln(investment-cost)**              | 0.02*        | 2.163*       |             |             |
|                                      | (0.023)      | (1.186)      |             |             |
| **Ln(disinvestment-prize)**          | 0.016        |             | 1.478       |             |
|                                      | (0.011)      |              | (1.295)     |             |
| **Ln(Variance)**                     | – 0.008***   | – 100.984*** |             |             |
|                                      | (0.002)      | (3.515)      |             |             |
| **Ln(First-prize)**                  | – 0.019      | – 1.671      |             |             |
|                                      | (0.015)      | (1.305)      |             |             |
| **Ln(Age)**                          | 0.000        | 0.549        |             |             |
|                                      | (0.000)      | (0.606)      |             |             |
| **Men**                              | 0.005        | 0.395        |             |             |
|                                      | (0.003)      | (0.249)      |             |             |
| **Student**                          | 0.004        | 0.701*       |             |             |
|                                      | (0.004)      | (0.424)      |             |             |
| **German-born**                      | – 0.001      | – 0.007      |             |             |
|                                      | (0.005)      | (0.297)      |             |             |
| **Max 10\textsuperscript{th} round prize** | 0.000***   | 0.010***     |             |             |
|                                      | (0.000)      | (0.000)      |             |             |
| **Min 10\textsuperscript{th} round prize** | – 0.000*** | – 0.010***   |             |             |
|                                      | (0.000)      | (0.001)      |             |             |
| **Constant**                         | 0.012***     | – 0.191**    | 467.759     |             |
|                                      | (0.004)      | (0.096)      | (34.432)    |             |
| **Observations**                     | 3564         | 3564         | 3564        | 3564        |
| **\chi^2**                           | 21.2         | 32.0         | 2.85        | 5.7         |

Columns 1 and 2 give the results of linear probability model regressions. Columns 2 and 4 give the results of probit regressions. All regressions include random effects for participants. The standard errors (in parenthesis) are clustered at the participants’ level.

*p < 0.10, **p < 0.05, ***p < 0.001}
(β = 0.252, p < 0.06). Furthermore, the two coefficients cancel each other out (γ² = 0.64, p > 0.42). Thus, participants that have both high levels of both buck-passing scores and of risk-aversion do not play very differently than other participants, but participants that only have high buck-passing scores are more likely to play long, and probably too long, games. Hence, what is anticipated by the planners when deciding on whether or not to invest in playing a game is correct. Only in the case where low-risk aversion meets high buck-passing scores, games should be skipped.

The coefficients of the vigilance score and the interaction of the vigilance score with the risk-aversion score are both positive, suggesting that high level of vigilance is correlated with higher probability of disinvestment. The coefficients, however, are not statistically significant.

In addition, the coefficient of risk aversion is also positive and statistically significant (β = 0.324, p < 0.01). Thus, consistent with Musshof et al. (2013), high level of risk aversion is correlated with high probability of disinvestment.

To facilitate the interpretation of the results, Fig. 4 depicts the probability of disinvestment by round for two participants. The dashed line represents a participant that has the average values of all the variables. The solid line represents a participant that differs only by his buck-passing score. The buck-passing score of this participant is one standard deviation higher than the average. It can be seen that for each round, the probability that the participant with the high buck-passing score will disinvest is about 81% that of the participant with the average values.

In column 2, to test the robustness of the results, we add the same independent variables as in the second column of Table 5. The results remain almost unchanged.

Fig. 4 Probability of quitting by round. Figure based on the results reported in column 1 of Table 4
The buck-passing score is associated with lower probability of disinvestment ($\beta = -0.193, p < 0.07$), while the interaction of the buck-passing score and the risk-
aversion score is associated with higher probability of disinvestment ($\beta = 0.259, p < 0.07$). The two effects cancel each other out ($\chi^2 = 0.77, p > 0.38$).

### 5.3 Optimality of the number of rounds played

In the previous section, we show that participants with high scores of buck-passing are less likely to disinvest. This raises the question whether vigilance and buck-passing affect the optimality of the decisions that participants make.

We, therefore, define absolute-distance-from-optimality as our indicator of optimality. To measure the distance-from-optimality, we first find the optimal-number-of-rounds for each game by counting the number of rounds until the first round in which the round-prize is smaller than the trigger-prize. We then calculate the absolute-distance-from-optimality as the absolute difference between the number of rounds played and the optimal-number-of-rounds.

As an example for finding the distance from optimality, Fig. 5 depicts the decisions made by a participant in a low-variance-low-first-prize game. The thick line represents the round-prizes in each round and the dashed line represents the trigger-prizes. If the participant was following real-options theory, she should have disinvested in the sixth round, because that is the first round in which the round-prize dropped below the trigger-prize.

The participant, however, played until the tenth round. The participant’s distance-from-optimal is, therefore, $10 - 6 = 4$ rounds. For the entire sample, the average absolute-distance-from-optimality is 4.8 rounds, significantly greater than zero ($t = 116.6, p < 0.01$). A similar tendency to disinvest later than predicted by real-options theory in similar settings was also reported by Sandri et al. (2010) and Musshoff et al. (2013).

We use the distance from optimality as our proxy for optimal playing rather than the number of rounds played, because we look to control for the possibility that some participants played long games, because they had good draws rather than because they postponed disinvestments. In addition, we need to control for the

![Fig. 5 Example for a decision-situation faced by a participant (disinvesting in period 6 would be optimal)](image-url)
possibility that some participants disinvest early, because they have a preference for short games and, therefore, would have disinvested early even if the round-prizes were above the trigger-prizes.

Note that the distance-from-optimality that we calculate is a lower bound on the optimal normative difference between the number of rounds that participants should have played and the number of rounds that they actually played. This is because we derive the trigger-prizes under the assumption that participants are risk-neutral, whereas most of the participants in our sample are risk-averse. As Musshof et al. (2013) show, risk-averse participants prefer early resolution of uncertainty. Given that most of the participants play games that are longer than expected, the optimal number of rounds that we calculate is a conservative estimate of the actual distance from the participants’ optimal decision.

In column 1, we report the results of a regression that includes the buck-passing and vigilance scores, the risk-aversion score, the interaction of the buck-passing and vigilance scores with the risk-aversion score, and a dummy for decreasing-interest treatments. To control for the correlation between games played by the same participant, we add random effects and cluster the standard errors at the participants’ level. The results are summarized in column 1 of Table 6.

We find that the coefficient of the vigilance score is negative ($\beta = -0.475, p < 0.05$). Thus, vigilant participants seem to play more consistently with the predictions of real-options theory, as the distance between their actual decisions and the optimal ones is smaller.

An increase in the risk-aversion score is also correlated with a tendency to play more consistently with the predictions of real-options theory ($\beta = -1.361, p < 0.01$). This is an artefact, albeit a meaningful one. Normally, risk aversion should move away actual exit times from the optimal, risk-neutral ones. However, since respondents have an almost general tendency to exit too late, risk aversion reduces this tendency and moves actual exit times more towards the expected, risk-neutral ones. The coefficient of the buck-passing index is positive, thus suggesting that buck-passing participants postpone disinvestment even when disinvestment is optimal. The coefficient, however, is not statistically significant ($\beta = 0.387, p > 0.33$).

In column 2, we add the same controls as we added in column 2 of Tables 4 and 5. We find that adding controls does not significantly affect the coefficients of the vigilance score ($\beta = -0.482, p < 0.05$) or the risk-aversion score ($\beta = -1.395, p < 0.01$). The coefficient of the buck-passing score, however, becomes larger and marginally significant ($\beta = 0.562, p < 0.09$).

We, therefore, conclude that high scores of vigilance are correlated with playing more consistently with the predictions of real-options theory, whereas risk aversion seemingly has the same effect, but for different reasons (see above). High scores of buck-passing, on the other hand, are correlated with playing less consistently with the predictions of real-options theory. The differences between participants in buck-passing, vigilance, and risk aversion translate to significant differences in the payoffs. Participants with high scores of both vigilance and risk aversion earned, on average, 8.02 Euros from the game. Participants with high scores of buck-passing and low scores of risk aversion earned, on average, 17% less, 6.87 Euros. The differences are statistically significant ($z = 12.7, p < 0.01$, Mann–Whitney test).
5.4 Robustness checks

To check the robustness of the results, we conducted several additional tests:

A. Estimated the regressions of the likelihood of skipping a game using only observations from the compound-interest treatments (see: Appendix A).
B. Added several variables to the regressions of the likelihood of disinvestment and of the distance from optimality (see: Appendix B).
C. Removed observations of participants that made more than one switch between safe and risky bets in the Holt and Laury (2002) procedure (see: Appendix C).
D. Estimated the regressions using only observations from the first game of each participant, to remove any effects of learning (see: Appendix D).
E. The results of estimating the distance from optimality could have been affected by the decision to participate in the game. We, therefore, estimate a two-stage Heckman procedure to estimate the distance from optimality conditional on deciding to participate in the game (see: Appendix E).

We find that the results are robust to these additional testings.

6 Summary and brief discussion

Our findings are highly consistent with (a) the effects expected based on the conflict theory of decision-making (buck-passing and vigilance), (b) the expected effects of risk aversion, and (c) a planer-doer model.

Buck-passers, indeed, hold on for longer than others, vigilant players act more rationally than the rest, and risk-aversers exit earlier than the others. The effects of the interactions between risk aversion and buck-passing and between risk aversion and vigilance are quite persistent and play together very well. If someone is a buck-pass and has a low level of risk aversion, he becomes a ‘lousy’ doer and plays on for a very long time even if this behavior is, in fact, not advisable. This is, however, anticipated by some planners, that seem to ‘know’ their doers quite well, by skipping significantly more games in that constellation. This is a nice interplay between the conflict theory of decision-making and a planner–doer perspective.

7 Conclusions and implications

Above, we use a questionnaire that is based on the conflict theory of decision-making to study individuals’ attributes that are likely to be correlated with decision-making. The theory of decision-making suggests that making decisions is stressful because choosing one alternative implies giving up on the other alternatives (Janis and Mann 1977; Mann et al. 1997; Loewenstein and Lerner 2003). The theory also suggests that individuals differ in their ability to handle this stress, with some individuals making efficient decisions and some having maladaptive styles of handling the stress.
According to the theory, vigilant individuals are able to handle the stress well and make efficient decisions. Buck-passing individuals, on the other hand, find it difficult to handle the stress. Consequently, they tend to buck-pass the decision to someone else or to a later period.

The theory also suggests that risk-averse individuals are more likely than risk-tolerant individuals to collect information and process it. This is because the theory predicts that individuals that find the cost of making a false decision are large are more likely to process information than participants that view the cost as low.

We combine this theory with a planner–doer model, assuming that only the doers are affected by the stress of decision-making. Risk aversion might be important for both a planner and a doer, but perhaps doers, with their short-term perspective are more strongly affected. Nevertheless, we have evidence for all our theorizing, since risk aversion, buck-passing, vigilance, and the interplay of those have the expected effects.

Thus, our results suggest that the theory of decision-making can be used as a basis for predicting individuals’ choices. The results can also assist in identifying scenarios that are prone to postponement of decisions. This is particularly important in financial markets where investors that are affected by the disposition to hold losing assets too long can accumulate significant losses (Shefrin and Statman 1985; Odean 1998).

Furthermore, the results suggest that tendencies to postpone decisions are related to personality characteristics (individual decision-making styles). Indeed, our results are a first, small, but important step to better understand the impact of these styles of decision-making on the disposition to delay making decisions. Indeed, if stable individual styles play a prominent role in decision-making, knowledge and training might have only modest effects on individuals’ procrastination tendencies. It is left to study; however, the correlation between education and the style of decision-making, as some studies suggest that education and intelligence can affect economic decisions and outcomes (Blinder and Krueger 2004; Ameriks et al. 2007a, b).

In addition, it is necessary to specifically study the relationships between procrastination, buck-passing, vigilance, and the tendency to get committed to past decisions (Post et al. 2008, Khavul et al. 2009). Indeed, psychologists find that buck-passing traits are correlated with procrastination. It might, therefore, be that buck-passing, procrastination, and commitment to past decisions are all correlated and affected by overlapping personality traits. This requires an experimental scenario where all those tendencies are about equally important, an interesting task for future research.

Thus, an observed postponement of decisions might be the outcome of several traits. For example, in our settings, it is possible that identifying participants as vigilant also has the interpretation of them having low propensity to become committed to their past decisions. A better understanding of the correlations between different motives for delaying decisions can, therefore, assist in both predicting and minimizing the effects of instances in which individuals decide not to decide (Samuelson and Zeckhauser 1988).
Appendix A: regression of likelihood of skipping games, using data from compound-interest treatments

In the paper, we estimate the probability that a participant skips a game using the full set of observations. However, none of the participants skipped a game in the negative-interest treatment. As a robustness check, we therefore remove all the observations from the negative-interest treatment and leave only observations from the compound-interest treatment.

To estimate the probability that a participant skips a game, we estimate both linear probability models (LPM) and probit models. To control for the possibility that decisions made by the same participant are correlated, we augment the model with random-effects and cluster the standard errors at the participants’ level.

The dependent variable is a dummy that equals 1 if a participant skipped a game and 0 if she invested to play the game. In column 1 (linear probability model) and column 3 (probit model) the only independent variables are the main variables of interest: the buck-passing and vigilance scores, the risk aversion score based on the Holt and Laury (2002) procedure, and the interaction of the buck-passing and vigilance scores with the risk aversion score. For simplicity, we focus on the results of the LPM model (column 1). The results of the probit model are qualitatively similar. It can be observed that the coefficient of the buck-passing index is positive ($\beta = 0.005, p<0.09$) and marginally significant. Therefore, participants with high buck-passing scores are more likely to skip (Table 7).

The coefficients of the other variables are not statistically significant, but the results suggest that an increase in the risk-aversion scores might be associated with a decrease in the likelihood of skipping games. As a further test, in column 2 (LPM model) and 4 (probit model) we add independent variables that control for the attributes of the games and for the participants’ characteristics. These include: The log of the investment-cost which is either 10,000 or 15,000 points, the log of the disinvestment-prize which is either 11,000 or 16,000 points, the log of the variance which is either 200 or 1000 points, the log of the first-prize which is either 1000 or 1500 points, the maximum and minimum prizes a participant could win in the game, the participants’ age, a man dummy that equals 1 if a participant is a man and 0 if the participant is a woman, a student dummy that equals 1 if a participant is a student and 0 otherwise and a German-born dummy that equals 1 if a participant was born in Germany and 0 otherwise.

We find again that an increase in the buck-passing score is associated with an increase in the likelihood of skipping games ($\beta = 0.010, p<0.05$). Also, as we find...
|                                | 1                      | 2                      |
|--------------------------------|------------------------|------------------------|
| Vigilance score                | −0.475**               | −0.482**               |
|                                | (0.240)                | (0.237)                |
| Buck-passing score             | 0.387                  | 0.563*                 |
|                                | (0.359)                | (0.328)                |
| Risk-aversion score            | −1.361***              | −1.395***              |
|                                | (0.324)                | (0.337)                |
| Vigilance score × risk-aversion score | −0.002              | 0.013                  |
|                                | (0.353)                | (0.353)                |
| Buck-passing score × risk-aversion score | −0.557              | −0.066                 |
|                                | (0.413)                | (0.421)                |
| Negative-interest treatment    | −0.349                 | −0.322                 |
|                                | (0.306)                | (0.288)                |
| Ln(investment-cost)            |                        | 5.95***                |
|                                |                        | (1.252)                |
| Ln(disinvestment-prize)        |                        | −1.22*                 |
|                                |                        | (0.645)                |
| Ln(Variance)                   | 0.098                  |                        |
|                                | (0.173)                |                        |
| Ln(First-prize)                | −6.185                 |                        |
|                                | (1.410)                |                        |
| Ln(Age)                        | 1.350**                |                        |
|                                | (0.601)                |                        |
| Men                            |                        | 0.099                  |
|                                |                        | (0.298)                |
| Student                        | 0.073                  |                        |
|                                | (0.346)                |                        |
| German-born                    | −0.297                 |                        |
|                                | (0.386)                |                        |
| Max 10th round prize           | 0.000                  |                        |
|                                | (0.000)                |                        |
| Min 10th round prize           | 0.000***               |                        |
|                                | (0.000)                |                        |
| Constant                       | 6.124***               | 0.663                  |
|                                | (0.393)                | (5.900)                |
| Observations                   | 3564                   | 3564                   |
| $\chi^2$                      | 26.2                   | 226.9                  |

Notes: The results of a random-effects linear regression of the absolute distance (in terms of round) between a participant disinvestment decision and the timing as predicted by real-options theory. The standard errors (in parenthesis) are clustered at the participants’ level.

* $p < 0.10$, **$p < 0.05$, ***$p < 0.01$
Table 7 The likelihood that a participant skipped a game, observations from compound-interest treatments

|                           | LPM 1 | LPM 2 | Probit 3 | Probit 4 |
|---------------------------|-------|-------|----------|----------|
| Vigilance score           | 0.005 | 0.004 | 0.169    | 0.241    |
|                           | (0.005) | (0.005) | (0.167) | (0.201) |
| Buck-passing score        | 0.009* | 0.10*  | 0.320*   | 0.498*   |
|                           | (0.005) | (0.006) | (0.200) | (0.289) |
| Risk-aversion score       | −0.003 | −0.002 | −0.098   | −0.106   |
|                           | (0.008) | (0.007) | (0.257) | (0.271) |
| Vigilance score × risk aversion score | −0.001 | 0.003  | 0.063    | 0.015    |
|                           | (0.007) | (0.006) | (0.242) | (0.246) |
| Buck-passing score × risk aversion score | −0.010 | −0.011 | −0.330   | −0.536   |
|                           | (0.008) | (0.008) | (0.289) | (0.387) |
| Ln(investment cost)       | 0.049* |       | 2.163*   |          |
|                           | (0.027) |       | (1.186)  |          |
| Ln(disinvestment-prize)   | 0.032  |       | 1.478    |          |
|                           | (0.021) |       | (1.295)  |          |
| Ln(Variance)              | −0.017*** |   | −100.984*** |          |
|                           | (0.004) |       | (3.515)  |          |
| Ln(First-prize)           | −0.041 |       | −1.671   |          |
|                           | (0.032) |       | (1.305)  |          |
| Ln(Age)                   | 0.002  |       | 0.549    |          |
|                           | (0.013) |       | (0.606)  |          |
| Men                       | 0.010  |       | 0.395    |          |
|                           | (0.006) |       | (0.249)  |          |
| Student                   | 0.008  |       | 0.701*   |          |
|                           | (0.007) |       | (0.424)  |          |
| German-born               | 0.001  |       | −0.007   |          |
|                           | (0.008) |       | (0.297)  |          |
| Max 10th round prize      | 0.000*** |      | 0.010*** |          |
|                           | (0.000) |       | (0.000)  |          |
| Min 10th round prize      | −0.000*** |      | −0.010*** |          |
|                           | (0.000) |       | (0.001)  |          |
| Constant                  | 0.012  | −0.396** | −2.425*** | 467.759*** |
|                           | (0.008) | (0.192) | (0.247)  | (5.436)  |
| Observations              | 1793   | 1793   | 1793     |          |
| \(\chi^2\)               | 8.34   | 2.85   | 137.7    |          |

Columns 1 and 2 give the results of linear probability model regressions. Columns 2 and 4 give the results of probit regressions. All regressions include random effects for participants. The standard errors (in parenthesis) are clustered at the participants’ level.

\*p < 0.10, \**p < 0.05, \***p < 0.001.
Table 8  The likelihood of disinvestment

|                                | 1                     | 2                     |
|--------------------------------|-----------------------|-----------------------|
| Vigilance score                | 0.093                 | -0.490**              |
|                                | (0.108)               | (0.239)               |
| Buck-passing score             | -0.189*               | 0.571*                |
|                                | (0.108)               | (0.331)               |
| Risk-aversion score            | 0.323***              | -1.400***             |
|                                | (0.115)               | (0.340)               |
| Vigilance score × risk aversion| 0.103                 | 0.027                 |
|                                | (0.117)               | (0.358)               |
| Buck-passing score × risk aversion| 0.255*            | -0.658                |
|                                | (0.141)               | (0.423)               |
| Negative-interest treatment    | -0.235**              | -0.319                |
|                                | (0.107)               | (0.290)               |
| Ln(investment cost)            | 0.103                 | 5.982                 |
|                                | (0.332)               | (1.252)               |
| Ln(disinvestment-prize)        | -1.052                | -0.686                |
|                                | (2.089)               | (2.164)               |
| Ln(variance)                   | 0.155                 | -0.038                |
|                                | (0.158)               | (0.322)               |
| Ln(first-prize)                | 1.372                 | -7.004***             |
|                                | (1.412)               | (2.093)               |
| Ln(age)                        | -0.189                | 1.331**               |
|                                | (0.243)               | (0.603)               |
| Men                            | -0.009                | -0.114                |
|                                | (0.097)               | (0.299)               |
| Student                        | -0.032                | 0.088                 |
|                                | (0.130)               | (0.346)               |
| German-born                    | -0.093                | -0.292                |
|                                | (0.123)               | (0.392)               |
| Max 10th round prize           | 0.000                 | 0.000                 |
|                                | (0.000)               | (0.000)               |
| Min 10th round prize           | 0.000                 | 0.000***              |
|                                | (0.000)               | (0.000)               |
| Expected rounds to play        | -0.130                | 0.134                 |
|                                | (0.211)               | (0.211)               |
| Distance from trigger prize    | -0.000                | -0.000                |
|                                | (0.001)               | (0.000)               |
| Constant                       | 1.050                 |                       |
|                                | (8.826)               |                       |
| Observations                   | 3,510                 | 3,510                 |
| \(\chi^2\)                    | 47.3                  | 236.7                 |

Column 1 reports the results of a Cox proportional hazard model of the likelihood that a participant will disinvest. Column 2 reports the results of random effects regression of the distance from optimality. The dependent variable in this regression is the absolute distance from optimality, calculated as the absolute difference between the round in which a participant disinvested and the round in which he should have, according to real options theory. The standard errors (in parenthesis) are clustered at the participants’ level.

* \(p < 0.10\), ** \(p < 0.05\), *** \(p < 0.01\)
in the paper, the coefficient of the interaction between the buck-passing score and the risk-aversion score is negative, although it is not significant in this specification ($\beta = -0.010, p < 0.05$).

Appendix B: adding several additional variables to the regressions of the likelihood of disinvestment and the distance from optimality

In the paper, we use the same control variables in all the regressions. However, for the regressions of the likelihood of disinvestment (Table 5 in the paper) and the regression of the distance from optimality (Table 6 in the paper), there are several other control variables that may have explanatory power. In this section, we estimate these regressions again, after adding these control variables.

In column 1 of Table 8, we report the results of a Cox regression of the hazard of disinvestment in a given round. The dependent variable is the number of rounds until a participant disinvested. The main independent variables are the buck-passing and vigilance scores, the risk aversion score based on the Holt and Laury (2002) procedure, and the interaction of the buck-passing and vigilance scores with the risk aversion score. In addition, we also include the following controls: The log of the investment-cost which is either 10,000 or 15,000 points, the log of the disinvestment-prize which is either 11,000 or 16,000 points, the log of the variance which is either 200 or 1000 points, the log of the first-prize which is either 1000 or 1500 points, the maximum and minimum prizes a participant could win in the game, the participants’ age, a man dummy that equals 1 if a participant is a man and 0 if the participant is a woman, a student dummy that equals 1 if a participant is a student and 0 otherwise, a German-born dummy that equals 1 if a participant was born in Germany and 0 otherwise, the distance-to-trigger-prize which is the difference between the round prize and the trigger prize below which the participant should disinvest and the expected number of rounds the participant should have played if he would have followed real-option theory.

We find that adding the trigger-prizes and the expected number of rounds to the list of independent variables does not change the main results. We find that the coefficient of the buck-passing score is negative ($\beta = -0.189, p < 0.08$), suggesting that an increase in the buck-passing score is correlated with a smaller probability of disinvesting. In other words, the higher the of buck-passing score, the higher the probability that a participant will play long games. This is ameliorated, however, by the risk-aversion score. The coefficient of the interaction between the buck-passing score and the risk aversion score is positive ($\beta = 0.255, p < 0.08$). Furthermore, the two coefficients cancel each other out ($\chi^2 = 0.75, p > 0.39$). Thus, participants that have high levels of both the buck-passing score and the risk-aversion score do not play very differently than other participants, but participants that only have high buck-passing scores are more likely to play long, and probably too long, games.

In column 2, we report the results of a regression of the distance from optimality. The dependent variable is the absolute-distance-from-optimality. To measure the distance-from-optimality, we first find the optimal-number-of-rounds for each game.
by counting the number of rounds until the first round in which the round-prize was smaller than the trigger-prize. We then calculate the absolute-distance-from-optimality as the absolute difference between the number of rounds played and the optimal-number-of-rounds.

The independent variables are the same as in the regression of column 1. We find that the coefficient of the vigilance score is negative \( (\beta = -0.490, p < 0.04) \). Thus, vigilant participants seem to play more consistently with the predictions of real-options theory, as the distance between their decisions and the optimal ones is smaller.

An increase in the risk-aversion score is also correlated with a tendency to play more consistently with the predictions of real-options theory \( (\beta = -1.400, p < 0.01) \). The coefficient of the buck-passing index is positive, and marginally significant \( (\beta = 0.571, p > 0.09) \). It therefore seems buck-passing participants play less consistently with the predictions of real-options theory than other participants.

To summarize, participants with high scores of vigilance tend to disinvest closer to the round predicted by real-options theory. Participants with high levels of buck-passing, on the other hand, disinvest a large number of rounds away from the round predicted by real options theory. Combined with the results of the regression on the likelihood of disinvestment in a given round, we can say that they play less consistently because they tend to play games that are too long.

**Appendix C: estimating regressions after removing observations of participants that made more than one switch in the Holt and Laury (2002) procedure**

In the paper, we estimate the regressions using the full sample. However, some of the participants made more than one switch between safe and risky bets in the Holt and Laury (2002) procedure. This suggests that these participants either have problems with understanding the instructions, or that they make irrational decisions. To minimize the concern that participants that misunderstood instructions/made irrational decisions affect the results, we estimated the regressions after removing these participants from the sample.

The independent variables in all the regressions are the same. The main independent variables are the buck-passing and vigilance scores, the risk aversion score based on the Holt and Laury procedure, and the interaction of the buck-passing and vigilance scores with the risk aversion score. In addition, we also include the following controls: The log of the investment-cost which is either 10,000 or 15,000 points, the log of the disinvestment-prize which is either 11,000 or 16,000 points, the log of the variance which is either 200 or 1000 points, the log of the first-prize which is either 1000 or 1500 points, the maximum and minimum prizes a participant could win in the game, the participants’ age, a man dummy that equals 1 if a participant is a man and 0 if the participant is a woman, a student dummy that equals 1 if a participant is a student and 0 otherwise, and a German-born dummy that equals 1 if a participant was born in Germany and 0 otherwise.
Table 9   Regressions using data that does not include participants that made more than one switch in the Holt and Laury (2002) procedure

|                      | Column 1 | Column 2 | Column 3 |
|----------------------|----------|----------|----------|
| Vigilance score      | 0.000    | 0.020    | -0.240*  |
|                      | (0.002)  | (0.095)  | (0.130)  |
| Buck-passing score   | 0.007*   | -0.178*  | 0.657*   |
|                      | (0.004)  | (0.107)  | (0.339)  |
| Risk-aversion score  | -0.002   | 0.340**  | -1.415***|
|                      | (0.004)  | (0.142)  | (0.398)  |
| Vigilance score × risk aversion score | -0.002 | 0.303 | -0.775 |
|                      | (0.004)  | (0.264)  | (0.680)  |
| Buck-passing score × risk aversion score | -0.005 | 0.245* | -0.704 |
|                      | (0.004)  | (0.144)  | (0.480)  |
| Negative-interest treatment | -0.013*** | -0.265** | -0.265 |
|                      | (0.003)  | (0.116)  | (0.310)  |
| Ln(investment cost)  | 0.026*   | -0.153   | 5.304*** |
|                      | (0.014)  | (0.392)  | (1.437)  |
| Ln(disinvestment-prize) | 0.023* | 0.724 | -1.334* |
|                      | (0.014)  | (0.291)  | (0.746)  |
| Ln(first prize)      | -0.024   | 0.128    | -5.117   |
|                      | (0.018)  | (0.535)  | (1.678)  |
| Ln(variance)         | -0.008***| -0.026   | 0.092    |
|                      | (0.002)  | (0.075)  | (0.200)  |
| Ln(age)              | 0.003    | -0.145   | 1.202*   |
|                      | (0.007)  | (0.263)  | (0.688)  |
| Men                  | 0.004    | -0.028   | 0.144    |
|                      | (0.003)  | (0.110)  | (0.367)  |
| Student              | 0.007*   | 0.072    | -0.293   |
|                      | (0.004)  | (0.141)  | (0.392)  |
| German-born          | -0.003   | -0.113   | -0.498   |
|                      | (0.007)  | (0.151)  | (0.428)  |
| Max 10th round prize | 0.000*** | -0.000   | 0.000    |
|                      | (0.000)  | (0.000)  | (0.000)  |
| Min 10th round prize | -0.000***| -0.000   | 0.000*** |
|                      | (0.000)  | (0.000)  | (0.000)  |
| Constant             | -0.256** |         | 0.945    |
|                      | (0.110)  |         | (6.571)  |
| Observations         | 2,903    | 2,853    | 2,853    |
| \(\chi^2\)          | 40.0     | 33.9     | 176.4    |

Column 1 reports the results of a regression of the likelihood that a participant skipped a game. The dependent variable is a dummy variable that equals 1 if the participant skipped a game and 0 otherwise. Column 2 reports the results of a Cox hazard model that measures the hazard that a participant will disinvest in a given round. Column 3 reports the results of a regressions of the distance from optimality. The dependent variable is the absolute number of rounds a participant played more/less than predicted by real-options theory. The standard errors (in parenthesis) are clustered at the participants’ level.

*\(p < 0.10\), **\(p < 0.05\), ***\(p < 0.01\)
In column 1 of Table 9, we report the results of a regression of the likelihood that a participant skipped a game. The dependent variable is a dummy that equals 1 if the participant skipped a game and 0 if he invested to play the game. We estimate a random effects linear probability model, with robust standard errors, clustered at the participant level.

We find, as we find in the paper, that the buck-passing score is correlated with a higher probability of skipping games ($\beta = 0.007, p <0.06$). The coefficient of the interaction of the buck-passing score with the risk-aversion score is negative ($\beta = -0.005, p <0.16$), although it is not statistically significant. Thus, while participants with high scores of buck-passing are more likely to skip, an increase in their risk-aversion scores makes them more likely to invest in playing.

In column 2, we report the results of a Cox regression of the hazard of disinvestment in a given round. The dependent variable is the number of rounds until a participant disinvested.

We find that the coefficient of the buck-passing score is negative ($\beta = -0.178, p <0.10$), while the coefficient of the interaction between the buck-passing and the risk-aversion scores is positive ($\beta = 0.245, p <0.09$). In addition, the coefficient of the risk-aversion score is positive ($\beta = 0.340, p <0.02$).

Thus, for each round, participants with high score of buck-passing are less likely to disinvest. However, when a participant’s risk-aversion score increases, the likelihood that she disinvests increases.

In column 3, we report the results of a random effects linear regression of the distance from optimality. The dependent variable is the absolute-distance-from-optimality. To measure the distance-from-optimality, we first find the optimal-number-of-rounds for each game by counting the number of rounds until the first round in which the round-prize was smaller than the trigger-prize. We then calculate the absolute-distance-from-optimality as the absolute difference between the number of rounds played and the optimal-number-of-rounds. The standard errors are clustered at the participants’ level.

We find that the coefficient of the buck-passing index is positive ($\beta = 0.657, p <0.06$). The coefficients of the vigilance ($\beta = -0.240, p <0.10$) and the risk-aversion $\beta = -1.415, p <0.01$ scores, on the other hand, are negative. Thus, as we find in the paper, participants with high scores of buck-passing tend to play games that are too long. Consequently, they disinvest long after the round suggested by real-options theory. Participants with high scores of risk-aversion and of vigilance, on the other hand, tend to play more consistently with the predictions of real options theory than other participants.

Appendix D: estimating regressions using observations from the first game

Each participant played six games. In this section, we show that the results are not driven by experience. For this, we re-estimate the regressions we estimated in the paper, this time using data only from the first game that each participant played.
This should also alleviate the concern that our results were affected by the correlations between games played by the same participants.

The independent variables in all the regressions are the same. The main independent variables are the buck-passing and vigilance scores, the risk aversion score based on the Holt and Laury (2002) procedure, and the interaction of the buck-passing and vigilance scores with the risk aversion score. In addition, we also include the following controls: The log of the investment-cost which is either 10,000 or 15,000 points, the log of the disinvestment-prize which is either 11,000 or 16,000 points, the log of the variance which is either 200 or 1000 points, the log of the first-prize which is either 1000 or 1500 points, the maximum and minimum prizes a participant could win in the game, the participants’ age, a man dummy that equals 1 if a participant is a man and 0 if the participant is a woman, a student dummy that equals 1 if a participant is a student and 0 otherwise, and a German-born dummy that equals 1 if a participant was born in Germany and 0 otherwise.

In column 1, we report the results of a regression of the likelihood that a participant skipped a game. The dependent variable is a dummy that equals 1 if the participant skipped a game and 0 if he invested to play the game. We estimate a linear probability model, with robust standard errors.

We find that both the vigilance score ($\beta = 0.015, p < 0.07$) and buck-passing score ($\beta = 0.029, p < 0.10$) are correlated with an increase in the likelihood of skipping games. At the same time, the coefficients of the interactions of risk-aversion with vigilance ($\beta = -0.014, p < 0.09$) and with buck-passing ($\beta = -0.027, p < 0.12$) are negative.

Thus, in the first round that they play, it seems that participants with high levels of either buck-passing or vigilance are more likely to skip games. However, as they become more risk-averse, they are less likely to skip. Indeed, in both the case of vigilance ($F = 0.01, p > 0.92$) and buck-passing ($F = 0.04, p > 0.83$), the coefficient of the interaction with the risk-aversion score is not statistically different than the main effect.

In column 2, we estimate a regression of the hazard that a participant disinvests in a given round. The dependent variable is the round in which each participant disinvested. To estimate the hazard, we use a Cox model, and we use robust standard errors.

Consistent with the findings we report in the paper, the buck-passing score is correlated with a decrease in the likelihood that a participant disinvests in a given round ($\beta = -0.255, p > 0.29$). Vigilance is correlated with an increase in the likelihood that a participant disinvests in a given round ($\beta = 0.047, p > 0.80$). However, unlike what we find in the paper, when we use data only from the first game, the results are not statistically significant. This can probably be explained by the relatively small number of observations.

In column 3, we estimate a linear regression with robust standard errors of the distance from optimality (Table 10). The dependent variable is the absolute-distance-from-optimality. To measure the distance-from-optimality, we first find the optimal-number-of-rounds for each game by counting the number of rounds until the first round in which the round-prize was smaller than the trigger-prize. We then
Table 10  Estimations using data from the first game that each participant played

|                      | Column 1       | Column 2       | Column 3       |
|----------------------|----------------|----------------|----------------|
| Vigilance score      | 0.015*         | 0.047          | 0.122          |
|                      | (0.008)        | (0.192)        | (0.144)        |
| Buck-passing score   | 0.029*         | -0.255         | 0.438*         |
|                      | (0.017)        | (0.256)        | (0.224)        |
| Risk-aversion score  | -0.009         | 0.173          | -0.382**       |
|                      | (0.012)        | (0.251)        | (0.179)        |
| Vigilance score × risk aversion score | -0.014* | 0.183 | -0.937*** |
|                      | (0.008)        | (0.198)        | (0.204)        |
| Buck-passing score × risk aversion score | -0.027 | 0.097 | -0.358 |
|                      | (0.017)        | (0.333)        | (0.224)        |
| Negative-interest treatment | -0.021** | 0.013 | -0.409** |
|                      | (0.010)        | (0.213)        | (0.177)        |
| Ln(investment cost)  | -0.035         | 0.310          | -0.918         |
|                      | (0.048)        | (0.882)        | (0.606)        |
| Ln(disinvestment-prize) | 0.082* | -0.720 | 0.31 |
|                      | (0.049)        | (1.016)        | (0.734)        |
| Ln(variance)         | -0.011*        | -0.095         | 0.336          |
|                      | (0.006)        | (0.162)        | (0.119)        |
| Ln(age)              | 0.003          | -0.855         | 0.909          |
|                      | (0.016)        | (0.523)        | (0.374)        |
| Men                  | -0.007         | -0.080         | 0.244          |
|                      | (0.007)        | (0.233)        | (0.157)        |
| Student              | -0.009         | -0.226         | 0.225          |
|                      | (0.011)        | (0.267)        | (0.220)        |
| German-born          | 0.007          | 0.038          | -0.164         |
|                      | (0.005)        | (0.276)        | (0.219)        |
| Max 10th round prize | 0.000          | 0.000          | -0.000***      |
|                      | (0.000)        | (0.000)        | (0.000)        |
| Min 10th round prize | -0.000*        | 0.000          | 0.000**        |
|                      | (0.000)        | (0.000)        | (0.000)        |
| Constant             | -0.386         |                | -13.743**      |
|                      | (0.290)        |                | (5.533)        |
| Observations         | 629            | 623            | 623            |
| χ²                   |                | 9.97           |                |
| F                    | 0.29           | 12.67          |                |

Column 1 reports the results of a linear probability model regression of the likelihood that a participant skips a game. The dependent variable is a dummy that equals 1 if the participant skipped a game and 0 if she invested to play the game. Column 2 reports the results of a Cox proportional hazard model of the likelihood that a participant will disinvest. Column 3 reports the results of random effects regression of the distance from optimality. The dependent variable in this regression is the absolute distance from optimality, calculated as the absolute difference between the round in which a participant disinvested and the round in which he should have, according to real options theory. In parenthesis: robust standard errors

*p < 0.10, **p < 0.05, ***p < 0.01
calculate the absolute-distance-from-optimality as the absolute difference between the number of rounds played and the optimal-number-of-rounds.

We find that the buck-passing score is correlated with an increase in the distance from optimality ($\beta = 0.438, p < 0.06$). The coefficient of the interaction between the vigilance score and the risk-aversion score is negative ($\beta = -0.937, p < 0.01$). The coefficient of risk-aversion is also negative ($\beta = -0.382, p < 0.04$). The results therefore indicate that participants that have high scores of buck-passing tend to play too long. Consequently, the distance between the round in which they decide to disinvest and the round in which real-options theory predicts that they should invest is larger than for other participants. Risk-averse participants and, in particular, participants that have high scores of both risk-aversion and vigilance, tend to play more consistently with the predictions of real-options theory.

**Appendix E: Heckman two stage regression**

In the paper, we study the optimality of the timing of the disinvestment decision separately from the decision to invest in playing the game. In this section we check the two decisions simultaneously, using a Heckman two-stage procedure. In the first stage, we estimate the decision to invest in playing the game. The dependent variable in this stage is a play-game dummy that equals 1 if the participant invested in playing the game and 0 otherwise. The independent variables include: buck-passing and vigilance scores, the risk aversion score based on the Holt and Laury procedure, and the interaction of the buck-passing and vigilance scores with the risk aversion score, the log of the investment-cost which is either 10,000 or 15,000 points, the log of the disinvestment-prize which is either 11,000 or 16,000 points, the log of the variance which is either 200 or 1000 points, the log of the first-prize which is either 1000 or 1500 points, the maximum and minimum prizes a participant could win in the game, the participants’ age, a man dummy that equals 1 if a participant is a man and 0 if the participant is a woman, a student dummy that equals 1 if a participant is a student and 0 otherwise, and a German-born dummy that equals 1 if a participant was born in Germany and 0 otherwise.

The second stage is a regression of the distance from optimality. The dependent variable is the absolute-distance-from-optimality. To measure the distance-from-optimality, we first find the optimal-number-of-rounds for each game by counting the number of rounds until the first round in which the round-prize was smaller than the trigger-prize. We then calculate the absolute-distance-from-optimality as the absolute difference between the number of rounds played and the optimal-number-of-rounds.

The independent variables in the second stage regression are the same as in the first stage, plus the distance-to-trigger-prize which is the difference between the round prize and the trigger prize below which the participant should disinvest and the expected number of rounds the participant should have played if he would follow real-option theory.

The results are given in Table 11. The first column gives the results of the first stage regression of the likelihood that a participant plays a game. We find that the
### Table 11 Heckman two-stage regression of the distance from optimality contingent on playing the game

|                          | Column 1 | Column 2 |
|--------------------------|----------|----------|
| Vigilance score          | -0.286*  | -0.451** |
|                          | (0.154)  | (0.215)  |
| Buck-passing score       | -0.323   | 0.705**  |
|                          | (0.212)  | (0.327)  |
| Risk-aversion score      | 0.374**  | -1.330***|
|                          | (0.159)  | (0.314)  |
| Vigilance score \times risk aversion score | 0.265 | -0.053 |
|                          | (0.231)  | (0.306)  |
| Buck-passing score \times risk aversion score | 0.488** | -0.877** |
|                          | (0.239)  | (0.395)  |
| Negative-interest treatment | 0.357* | -0.482* |
|                          | (0.188)  | (0.268)  |
| Ln(investment cost)      | -0.323   | 5.688*** |
|                          | (0.636)  | (1.301)  |
| Ln(disinvestment-prize)  | -1.283   | -1.290   |
|                          | (0.623)  | (1.970)  |
| Ln(variance)             | 100.615*** | 0.245 |
|                          | (1.368)  | (0.327)  |
| Ln(first-prize)          | 0.968    | -5.893***|
|                          | (0.931)  | (1.922)  |
| Ln(age)                  | 0.202    | 1.020*   |
|                          | (0.489)  | (0.550)  |
| Men                      | -0.251   | -0.112   |
|                          | (0.182)  | (0.269)  |
| Student                  | -0.456*  | 0.145    |
|                          | (0.240)  | (0.535)  |
| German-born              | -0.389   | -0.226   |
|                          | (0.279)  | (0.360)  |
| Max 10th round prize     | -0.010***| 0.000    |
|                          | (0.000)  | (0.000)  |
| Min 10th round prize     | 0.010*** | 0.000*   |
|                          | (0.000)  | (0.000)  |
| Expected rounds to play  |         | 0.001    |
|                          |         | (0.203)  |
| Distance from trigger prize |       | 0.000    |
|                          |         | (0.000)  |
| Constant                 | -482.709*** | 2.277 |
|                          | (3.562)  | (8.389)  |
| Observations             | 3564     |          |
| $\chi^2$                | 381.2    |          |

Column 1 reports the results of a Cox proportional hazard model of the likelihood that a participant will disinvest. Column 2 reports the results of random effects regression of the distance from optimality. The dependent variable in this regression is the absolute distance from optimality, calculated as the absolute difference between the round in which a participant disinvested and the round in which he should have, according to real options theory. The standard errors (in parenthesis) are clustered at the participants’ level.

*p < 0.10, **p < 0.05, ***p < 0.01
vigilance ($\beta = -0.286, p < 0.07$) and buck-passing ($\beta = -0.323, p < 0.12$) scores are correlated with a lower probability of investment in playing a game. Risk-aversion, on the other hand ($\beta = 0.374, p < 0.01$), and the interaction of risk-aversion with the buck-passing score ($\beta = 0.488, p < 0.05$), are correlated with higher probability of investing in playing the game. Thus, counter to intuition, risk-aversion is correlated with higher probability of investing to participate in a risky game.

The results of the second stage regression are reported in column 2. We find that the vigilance score is correlated with smaller distance from the optimal timing of disinvestment ($\beta = -0.451, p < 0.04$). The buck-passing score is correlated with greater distance from the optimal timing of disinvestment ($\beta = 0.705, p < 0.04$). The risk-aversion score is correlated with smaller distance from the optimal timing of disinvestment ($\beta = -1.330, p < 0.01$). In addition, the coefficient of the interaction between the risk-aversion score and the buck-passing score is negative ($\beta = -0.877, p < 0.03$). Thus, although the buck-passing score is correlated with a tendency to play games that deviate significantly from the optimal decision, high scores of risk-aversion seem to ameliorate this result.

This might explain why participants with high buck-passing scores are more likely to decide not to take part in the game, as they know they are likely not to play optimally. Participants with high levels of risk-aversion, on the other hand, probably realize that their risk-aversion will deter them from playing unprofitably and, consequently, are more likely to play, even if they have high buck-passing scores.
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