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Abstract—Deep Neural Networks are being extensively used in communication systems and Automatic Modulation Classification (AMC) in particular. However, they are very susceptible to small adversarial perturbations that are carefully crafted to change the network decision. In this work, we build on knowledge distillation ideas and adversarial training in order to build more robust AMC systems. We first outline the importance of the quality of the training data in terms of accuracy and robustness of the model. We then propose to use the Maximum Likelihood function, which could solve the AMC problem in offline settings, to generate better training labels. Those labels teach the model to be uncertain in challenging conditions, which permits to increase the accuracy, as well as the robustness of the model when combined with adversarial training. Interestingly, we observe that this increase in performance transfers to online settings, where the Maximum Likelihood function cannot be used in practice. Overall, this work highlights the potential of learning to be uncertain in difficult scenarios, compared to directly removing label noise.
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I. INTRODUCTION

Communication systems often require the receiver to recognize the modulation scheme that has been used to encode the transmitted signals. The task is often referred to as Automatic Modulation Classification (AMC) and has applications ranging from detecting daily radio stations and managing spectrum resources, to eavesdropping and interfering with radio communications. The AMC task can be formulated as a Maximum likelihood (ML) estimation problem [1]–[3], by computing the maximum of the likelihood function of the received signal with all possible modulations. Even if this solution is Bayes-optimal, sub-optimal approximations are used in practice [2], [3] because ML requires prior knowledge of the channel characteristics and is computationally complex to solve in realtime.

Deep learning [4] has been proposed as a better solution for AMC as neural networks are relatively fast at inference time, adaptable to any channel characteristics, and their performance scales well with large quantities of data. Two classes of neural network architectures have been proposed for this task: Long Short-Term Memory networks (LSTMs) [5], [6] and Convolutional Neural Networks (CNNs) [7]–[9]. In particular, the authors in [10] use a model based on the ResNet architecture [11], that outperforms all other CNN architectures. Other works use neural architecture search [12]–[14] to trade off performance with computational speed. Even though neural networks currently represent the main and most effective method to tackle the AMC problem [10], they are very susceptible to adversarial perturbations, which compromises the security of the system against malicious attacks [9], [15]–[19].

Adversarial perturbations are carefully crafted but almost imperceptible disturbances that are added to the transmitted signal. These adversarial perturbations can be used as an effective way of jamming wireless communication systems as they require much less energy than normal attacks. Algorithms like Fast Gradient Signed Method (FGSM) [20] or Projected Gradient Descent (PGD) [21] can compute such perturbations by solving the following optimization problem:

$$\delta_i^* = \arg\max_{\delta_i} L(f_\theta(x_i + \delta_i), y_i) \quad \text{s.t.} \quad \|\delta_i\|_\infty \leq \varepsilon$$  \hspace{1cm} (1)

where $\delta_i^*$ is the adversarial perturbation added to the received signal $x_i$, $y_i$ is the one-hot-encoded vector of length K that encodes the modulation used, $L$ is the cross-entropy loss, $f_\theta$ is the neural network defined with weights $\theta$, and $\varepsilon$ is a fixed value that constrains the norm of the perturbation to be small and imperceptible. On the other hand, adversarial training [22], [23], randomized smoothing [23], [24] and Generative Adversarial Networks [25] have been shown to be effective in increasing the robustness of AMC models. But, in addition to being computationally costly, these defenses greatly reduce the accuracy of the model on clean data [26].

Some works from computer vision have tried to understand why networks are so susceptible to attacks, and label noise has been pointed to as one of the main causes [27]. Knowledge distillation [28]–[31] can reduce this effect by training a student model to match the outputs of a teacher model. While knowledge distillation has been used in AMC [32], some computer vision works [33]–[36] have shown that to achieve adversarial robustness, the outputs of the student model have to be matched on adversarial examples as well. And, to achieve a significant increase in robustness, both the teacher and the student models have to be trained adversarially [33], which can be very costly computationally.
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In this work, we build on the above observations and propose a new data-centric method to make neural networks more accurate and robust to adversarial attacks. We make the hypothesis that the information given by the original labels is limited, and does not encode the difference in uncertainty between low and high SNR signals. Therefore, we propose to bring better information to the model by distilling the theoretical class probabilities derived from the offline ML function estimation. We train a neural network on these computed probabilities to transfer the better performance of the ML function, and then use the resulting network for inference in online settings. Thus, not requiring priors only available in offline settings. Moreover, we believe our proposal is especially interesting when training robust models. Because adversarial training performance is quite dependent on the quality of the data, it benefits from the higher quality information given by these distilled probabilities.

We show experimentally that such knowledge distillation permits to achieve better accuracy and adversarial robustness, compared with using the original labels or removing label noise. Then, we show similar increases in performance when we combine this approach with adversarial training, where we train the model to match the distilled labels on adversarial examples. We highlight, that despite ML being limited to offline settings, we see a clear benefit in the resulting model even in online settings. We claim that helping the model be uncertain in challenging scenarios is a promising direction with relevance outside of AMC settings, further validating the intuition that the choice and the quality of the training data are highly influential on the adversarial robustness of the model.

II. FRAMEWORK

The communication system that characterizes the AMC task is shown in Figure 1 with the gray blocks. It is composed of the transmitter, the communication channel, and the receptor. The transmitter is composed of a modulator and a communication filter \( r'(x) \). The modulator uses a specific mapping to convert the data into a sequence of symbols. The symbols are upsampled and passed through the communication filter (e.g., root-raised cosine) to avoid inter-symbol interference (ISI). The signal is transmitted through the communication channel, which inevitably adds noise and distortion to the signal. The receptor is composed of another communication filter \( r(x) \), that downsamples and transforms the signal back into symbols, and the demodulator, which converts the symbols into data.

Automatically choosing the correct demodulator based on the signal received is the problem that AMC tries to solve. In practice, we distinguish between two scenarios: the coherent scenario, where we have complete knowledge of the system and it is only valid in offline settings; and the non-coherent scenario, where some or all of the channel and transmitter characteristics are unknown. The latter is generally used in online settings, as well as to test the model effectiveness in real conditions.

When training neural networks to perform well in AMC or any other task, one optimizes them to be as confident and accurate as possible on a given training set. In the case of AMC, that set is composed of the received signals and their corresponding labels describing the modulation used in the form of one hot encoded vectors. Our claim is that these labels are not good enough to train the model in the AMC task. The reason is that for noisier and heavily distorted signals, there is a non-negligible probability that the signal received was generated from a different modulation than the one we are enforcing the model to predict. Such cases are numerous when testing models in the AMC literature [37]. Therefore, we want train our model with better information so that it can express this uncertainty with less confident predictions. Luckily, in AMC, there is an analytical model that can give us the probability vectors needed to train the model: the ML function.

III. ML DISTILLATION FOR IMPROVED ACCURACY

A. Maximum likelihood function

In many tasks, it can be difficult or even impossible to estimate the true probability of a sample belonging to a particular class. However, in AMC, we can use the ML function to derive these probabilities. Due to the characteristics of ML, this is only computationally feasible in coherent scenarios, where we have prior knowledge of the channel conditions. Particularly, if we assume that the channel is gaussian with variance \( \sigma^2 \), and that we know the proper communication filter \( r'(\cdot) \) that matches the filter \( r'(\cdot) \) used in transmission, then the ML function is given by the following expression

\[
 f_i(r(x)) = \frac{1}{2\pi\sigma^2|\mathcal{M}_i|} \prod_{t=1}^{T} \sum_{j=1}^{|\mathcal{M}_i|} \exp \left( -\frac{\|r(x)_t - s_j\|^2}{2\sigma^2} \right) \tag{2}
\]

where \( f_i \) is the ML function for a given modulation \( M_i \), with \( |\mathcal{M}_i| \) number of states, \( T \) is the number of symbols, \( x \) is the received signal before the communication filter, \( r(x)_t \) is the \( t \)-th symbol received, and \( s_j \) is the symbol that corresponds to the state \( j \). Given a set of modulations, the probability of a modulation \( M_i \) would be \( p^{(i)}_{ML}(x) = \log(f_i(r(x)))/\sum_i \log(f_i(r(x))) \). Note that the ML function directly processes \( r(x)_t \) instead of \( x \), as shown in Figure 1.

The reason why ML is not used in practice is simple: they perform badly in non-coherent scenarios, where the channel or transmission filter parameters are unknown. Moreover, any small deviation from the real channel parameters has a major effect on the ML performance, which discards the
possibility of trying to estimate these parameters. Finally, incorporating the parameter uncertainty in the ML formulation makes it much more costly computationally, without being more performant than neural networks [3].

Based on these limitations, we propose a hybrid approach. We will use a neural network for inference, but we will train it with the probabilities computed offline with ML, to give the model this additional uncertainty information. Because Eq. (2) is limited to gaussian channels, we will remove the Rayleigh/Rician component of the channel when computing the ML probabilities. This is feasible when we consider that we have full knowledge of the channel conditions by generating the training samples ourselves. Moreover, after training the neural network, ML is no longer needed, so that our model can be used in non-coherent scenarios, which correspond to real communication systems.

B. Our proposed distillation

In the AMC literature, neural networks are generally trained with the standard training (ST) loss

\[
\text{ST} : \frac{1}{N} \sum_{i=1}^{N} \mathcal{L}(f_{\theta}(x_i), y_i)
\]

where \( N \) is the size of the training set.

However, our proposal is to provide the model with labels that better express the uncertainty of highly corrupted signals. Thus, using similar principles as knowledge distillation, we propose to match the neural network outputs with the output of ML in its corresponding coherent scenario.

\[
\text{ST}_{-}\text{ML} : \frac{1}{N} \sum_{i=1}^{N} \mathcal{L}(f_{\theta}(x_i), p_{\text{ML}}(r(x_i)))
\]

where \( p_{\text{ML}} \) gives the class probabilities from applying the ML function, and \( r \) is the function that uses the coupled receiver filter and downsamples the signal. Because \( r \) and \( p_{\text{ML}} \) are functions that depend on information that is not known in non-coherent scenarios, we propose to use this loss function only when training the network, where this information can be known.

The main downside of using this function is that, while the probabilities given by ML are optimal in the context of a coherent scenario, they differ from the real probabilities \( p^* \) that are conditional to the channel and communication filter distributions, \( H \). However, our hypothesis, which we test in Section V, is that training with \( p_{\text{ML}} \) is going to be a better match to the optimal probabilities \( p^* \) than the labels \( y \) themselves, which rather enforce full confidence on all samples, no matter how noisy they are. Mathematically, these probabilities are related by the following expression:

\[
p[m|x] = \sum_{i} p[m|x, H = h_i] \cdot p[H = h_i|x]
\]

where \( m \) is the vector of all modulations, \( h_i \) is one possible choice of channel and transmitter parameters. Thus, \( p[m|x] = p^* \) and \( p_{\text{ML}} = p[m|x, H = h_0] \). Based on this formulation, our model will match better \( p^* \) when the true communication parameters \( H = h_0 \) can be easily predicted from \( x \) (\( p[H = h_0|x] \approx 1 \)) or when the communication parameters do not affect that much the probabilities (\( p[m|x, H = h_i] \approx p_{\text{ML}}, \forall i \)).

IV. Robust model construction

Robust models offer more security against adversarial attacks, but they are also more interpretable, basing their decisions on sensible features for the AMC task, like the quadrature and in phase components of the symbols [22]. One of the most straightforward ways to improve the network robustness is to use the adversarial training (AT) loss function

\[
\text{AT} : \frac{1}{N} \sum_{i=1}^{N} \mathcal{L}(f_{\theta}(x_i'), y_i)
\]

where \( x_i' = x_i + \delta_i^* \) is a crafted adversarial signal that maximizes the cross-entropy loss of the neural network in the neighborhood of \( x_i \). Because the adversarial perturbation is dependent on the model weights, it has to be computed at each training iteration, typically using PGD.

Analogously to Eq. (4), we propose the following adversarial training loss, in which the original labels are replaced with the ML probabilities:

\[
\text{AT}_{-}\text{ML} : \frac{1}{N} \sum_{i=1}^{N} \mathcal{L}(f_{\theta}(x_i'), p_{\text{ML}}(r(x_i')))
\]

We highlight that the ML function assumes that the signal is distorted with gaussian noise, which is not accurate since the input was adversarially perturbed. However, during adversarial training the adversarial perturbation typically is very small, so we can make the assumption that the combination of the channel gaussian noise and the adversarial noise is approximately gaussian with energy \( \sigma^2 = \sigma^2 + \epsilon^2 \).

There is an additional limitation when we are working with adversarial signals. To compute the ML probabilities using Eq. (2), we have to remove the Rayleigh/Rician components of the signal. This is no longer possible, since the adversarial perturbation is constructed from the received signal, and thus, it has not passed through the communication channel. To overcome this limitation, we first remove the Rayleigh/Rician components of the signal, and then compute the adversarial example given by the ML function. Thus, for training the model on non-gaussian channels, instead of AT_{-}ML, we propose to use the following loss function

\[
\text{AT}_{-}\text{AML} : \frac{1}{N} \sum_{i=1}^{N} \mathcal{L}(f_{\theta}(x_i'), p_{\text{ML}}(r(g_i')))
\]

where \( g_i \) is the received signal after removing the Rayleigh/Rician components, and \( r(g_i') \) is a crafted adversarial signal that maximizes the cross-entropy loss of ML in the neighborhood of \( r(g_i) \).

V. Experiments

We propose to evaluate our proposal on scenarios with different levels of non-coherence in the wireless channel. This way, we can verify if the probabilities generated by ML in a
coherent scenario are useful to train the model even if it is tested on varying channel and transmitter conditions.

For all the experiments, we train the neural network to distinguish between the following digital modulations: BPSK, QPSK, 8/16/32/64/128/256-PSK, PM4, 16/32/64/128/256-QAM, GFSK, CPFSK, B-FM, DSB-AM, SSB-AM, and OQPSK [5], [6]. For the last six modulations, the ML formulation cannot be directly applied since they shift the signal frequency, phase or amplitude to represent different states, so we use the original labels $y$ on these cases. For all settings, we consider that the signal sampling frequency is 200KHz. We generate 234000 signals for training and 26000 for testing. The duration of the signal is set to 1024 samples, for consistency with other similar datasets [38]. For the network, we use the ResNet architecture proposed in [10], which trains fast and has great performance in AMC. We train the network for 100 epochs using SGD optimization with momentum 0.9 and learning rate 0.01, decaying exponentially at a rate of 0.95 per epoch. We use gradient clipping of size 5 and weight decay of 5e-4. When computing the adversarial perturbations for both training and testing the robustness of the network, we use PGD-7 [21] with $\varepsilon = 20$dB SPR (signal-to-perturbation ratio).

To better showcase the importance of the additional information incorporated by our proposed methods, we introduce two intermediate label noise reduction (LNR) methods: ST_LNR and AT_LNR, that use the ML probabilities to filter from the training all cases where the true label is incorrect. Thus, for ST_LNR, we use ST only on the $x_i$ signals that fulfill $\arg\max(y_i) = \arg\max(p_{ML}(r(x_i)))$; and for AT_LNR, we use AT only on the signals $x_i$ that fulfill $\arg\max(y_i) = \arg\max(p_{ML}(r(x'_i)))$.

For the first scenario, we consider a gaussian channel with varying levels of noise ranging from -6 to 18 dB SNR. For the transmitter, we use 8 samples per symbol and a root raised cosine filter with rolloff 0.35. Table I shows that the network is much more robust when we remove the label noise, both in the standard and adversarial training scenarios, as we would expect from previous intuitions. However, when using the ML probabilities, we get the biggest increase in performance, which underlines the benefit of learning with this additional uncertainty information.

For the second scenario, we additionally vary the transmitter settings. We consider either 2, 4, 8, or 16 samples per symbol and the rolloff of the filter can range from 0.15 to 0.45. Table II shows very similar results as the previous case. However, since there are more parameter configurations, the difference between $p_{ML}$ and $p^*$ increases, which reflects in the lower increase in performance between LNR and ML approaches.

For the third and final scenario, we use the transmitter settings of the first scenario, but we consider also Rician and Rayleigh channels with AWGN noise. Table III shows smaller improvements of our method compared to the two previous experimental cases. While the probabilities of ML are not discerning well the label noise, which shows in the lack of improvement for the LNR methods, they can still help the network as seen in the results of the ML methods. Furthermore, we demonstrate that it is important to compute the ML probabilities of the adversarial signal instead of the natural one by showing that our proposed AT_AML method performs significantly better than an alternative loss function, AT_NML, in which we compute the ML probabilities of the uncorrupted signal: $\frac{1}{N_N} \sum_{i=1}^{N_N} \mathcal{L}(f_\theta(x'_i), p_{ML}(r(g_i)))$

To sum up the results obtained over the different scenarios, we show that while removing label noise helps performance, incorporating the uncertainty information with our proposed methods lead to more accurate and robust models. Additionally, our results confirm previous intuitions that the loss in accuracy from AT is partly due to label noise [27].

| Method | Accuracy | Robustness |
|--------|----------|------------|
| ST     | 85.87 ± 0.02 | 20.56 ± 1.14 |
| ST_LNR | 86.34 ± 0.52 | 24.61 ± 1.09 |
| ST_ML  | 86.59 ± 0.32 | 27.30 ± 0.47 |
| AT     | 57.36 ± 3.12 | 54.71 ± 2.67 |
| AT_LNR | 64.50 ± 0.62 | 58.44 ± 0.60 |
| AT_ML  | 67.01 ± 1.04 | 59.44 ± 0.32 |

**TABLE I: Accuracy and robustness for the ResNet model when only varying the noise settings on a gaussian channel.**

| Method | Accuracy | Robustness |
|--------|----------|------------|
| ST     | 85.78 ± 0.10 | 20.56 ± 1.14 |
| ST_LNR | 86.21 ± 0.08 | 22.82 ± 0.88 |
| ST_ML  | 86.58 ± 0.22 | 24.08 ± 0.26 |
| AT     | 59.61 ± 6.44 | 55.35 ± 3.64 |
| AT_LNR | 65.03 ± 1.23 | 59.20 ± 1.34 |
| AT_ML  | 66.27 ± 1.72 | 59.74 ± 1.29 |

**TABLE II: Accuracy and robustness for the ResNet model when varying the noise level, the samples per symbol, and the transmitter communication filter on a gaussian channel.**

| Method | Accuracy | Robustness |
|--------|----------|------------|
| ST     | 78.34 ± 0.02 | 18.86 ± 1.83 |
| ST_LNR | 78.08 ± 0.04 | 18.97 ± 3.03 |
| ST_ML  | 78.40 ± 0.22 | 20.00 ± 1.61 |
| AT     | 50.74 ± 2.46 | 47.15 ± 2.53 |
| AT_LNR | 48.49 ± 0.46 | 45.62 ± 0.57 |
| AT_NML | 49.01 ± 0.13 | 45.07 ± 0.56 |
| AT_AML | 54.10 ± 0.57 | 46.94 ± 0.17 |

**TABLE III: Accuracy and robustness for the ResNet model when varying the channel properties and the level noise.**

**VI. CONCLUSION**

We highlight in this work the benefits of incorporating additional information provided by theoretical models like Maximum Likelihood when training neural networks. We believe that this is a crucial step to create networks that are more robust, which ensures higher trust in critical scenarios. We showed that networks are more robust when distilling the probabilities given by these mathematical models, even when they operate under different priors.

For future work, it could be interesting to explore other knowledge distillation losses and to use better ML functions that are adapted to Rayleigh or Rician channels, to improve the results in general cases that consider multiple types of channels.
