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Abstract—We consider the problem of recovering a continuous-time bandlimited signal from the discrete-time signal obtained from sampling it every $T_s$ seconds and reducing the result modulo $\Delta$, for some $\Delta > 0$. For $\Delta = \infty$ the celebrated Shannon-Nyquist sampling theorem guarantees that perfect recovery is possible provided that the sampling rate $1/T_s$ exceeds the so-called Nyquist rate. Recent work by Bhandari et al. has shown that for any $\Delta > 0$ perfect reconstruction is still possible if the sampling rate exceeds the Nyquist rate by a factor of $\pi e$. In this letter we improve upon this result and show that for finite energy signals, perfect recovery is possible for any $\Delta > 0$ and any sampling rate above the Nyquist rate. Thus, modulo folding does not degrade the signal, provided that the sampling rate exceeds the Nyquist rate. This claim is proved by establishing a connection between the recovery problem of a discrete-time signal from its modulo reduced version and the problem of predicting the next sample of a discrete-time signal from its past, and leveraging the fact that for a bandlimited signal the prediction error can be made arbitrarily small.

I. INTRODUCTION

The Shannon-Nyquist sampling theorem guarantees that any signal $x(t)$ whose Fourier transform is supported on $[-W, W]$ can be perfectly reconstructed from the discrete-time signal $x_n = x(nT_s)$ as long as $T_s < 1/2W$. However, in order to be digitally stored/processed, the signal $\{x_n\}$ must be further digitized, which is achieved by quantizing it to a set of finite bit-rate form of $\mathbb{R}^m$ represented by a scalar uniform quantizer. For a signal with bounded energy signals, perfect recovery is possible provided that the sampling rate $1/T_s$ exceeds the Nyquist rate by a factor of $\pi e$. Let

$$x_n = x(nT_s)$$

for all $n \in \mathbb{Z}$, the signal $\{x_n\}$ is invariably done via a scalar uniform quantizer. For a signal with bounded dynamic range, say $x_n \in (-2^m, 2^m)$ for all $n \in \mathbb{Z}$, the operation of an $R$-bit scalar uniform quantizer can be roughly described as that of writing the binary expansion of each sample as $x_n = -a_{n,0}2^m + \sum_{i=1}^{\infty} a_{n,i}2^{-i}$, and then discarding all but the $R$ most significant bits (MSBs), i.e., $x_n$ is represented by $a_{n,0}, a_{n,1}, \ldots, a_{n,R-1}$. Clearly, after this form of quantization, as well as any other finite bit-rate form of quantization, $x(t)$ can no longer be perfectly reconstructed.

Let $\{x_n^Q\}$ be the signal obtained by quantizing $\{x_n\}$ using an $R$-bit uniform quantizer, and $\{x_n^\text{res} = x_n - x_n^Q\}$ be the residual signal. Note that the signal $\{x_n^\text{res}\}$ corresponds to discarding the $R$ MSBs of each sample and keeping all the remaining least significant bits (LSBs). If one has to choose between reconstructing $\{x_n\}$ from either $\{x_n^Q\}$ or $\{x_n^\text{res}\}$, the intuitive choice will be $\{x_n^Q\}$. After all, $|x_n - x_n^Q| < 2^m \cdot 2^{-(R-1)}$, whereas $|x_n - x_n^\text{res}|$ can be as large as $2^m(1 - 2^{-R})$. However, somewhat surprisingly, this letter shows that the opposite is true, provided that $T_s < 1/2W$. In particular, we improve upon the recent results of Bhandari et al. and show that whenever the sampling frequency exceeds the Shannon-Nyquist frequency, for any $R \in \mathbb{N}$, the signal $\{x_n\}$ can be perfectly reconstructed from $\{x_n^\text{res}\}$.

To be more concrete, the setup we consider is that of sampling a modulo-reduced signal. For a given $\Delta > 0$, and a real number $x \in \mathbb{R}$, we define $x^\ast = [x] \mod \Delta$ as the unique number in $[-\frac{\Delta}{2}, \frac{\Delta}{2})$ such that $x - x^\ast \in \Delta \mathbb{Z}$. For a complex number $x = a + ib \in \mathbb{C}$, the modulo operation corresponds to reducing both the real and the imaginary parts modulo $\Delta$, i.e., $x^\ast = a^\ast + ib^\ast$. The signal $x^\ast(t)$ is obtained by modulo reducing $x(t)$ at all times, and the discrete-time signal $\{x_{n}^\ast = x^n(nT_s)\}$ is obtained by sampling $x^\ast(t)$ every $T_s$ seconds. Note that $x_{n}^\ast = x_n^\ast$ for all $n \in \mathbb{Z}$, where $\{x_n = x(nT_s)\}$. The question we address in this letter is under what conditions on $T_s$ and $\Delta$ it is possible to exactly recover $x(t)$ from $\{x_{n}^\ast\}$?

Our main result is that for all finite energy signals whose Fourier transform is supported on $[-W, W]$, and whose amplitude vanishes for $|t|$ large enough, perfect reconstruction is possible for any $\Delta > 0$ and any $T_s < \frac{\Delta}{2W}$. See Section II-D for the formal statement.

A. Related Work

In [1], it was shown that under essentially the same assumptions as above on the class of signals, perfect reconstruction is possible for any $\Delta > 0$ and any $T_s < \frac{\Delta}{2W}$. Thus, our results improve the sampling rate obtained in [1] by a factor of $\pi e$ samples per seconds. Clearly, the sampling rate $T_s < \frac{\Delta}{2W}$ found here is the best possible, since even without modulo reduction (alternatively, $\Delta = \infty$) this condition is required in order to guarantee perfect recovery within the considered class of signals.

The results of Bhandari et al. [1] had already sparked a lot of follow up work, see e.g. [2]–[8]. A closely related recent line of work is that of modulo ADCs [9]–[12], which are finite bit-rate ADCs that reduce their input signal modulo $\Delta$ prior to quantization. The main difference between the so-called unlimited sampling framework of [1] and the modulo ADC framework is that the former does not consider the effect of quantization noise added to the modulo reduced signal, whereas the latter explicitly studies the tradeoff between quantization rate and distortion after modulo reduction.

The setup considered in this letter falls within the framework of unlimited sampling. Namely, we are assuming $\{x_{n}^\ast\}$ is
available at perfect precision, and we are only interested in characterizing the optimal tradeoff between $T_s$ and $\Delta$ for which \{\(x_n\)\} (and consequently also \(x(t)\)) can be perfectly reconstructed despite the modulo folding. Our results indicate that modulo reduction per se, incurs no loss on our ability to reconstruct \(x(t)\), provided that the Shannon-Nyquist condition is satisfied. Therefore, the main question of interest is what can be gained from modulo folding in terms of quantization rate. The results in [9] show that for stationary Gaussian processes, oversampled modulo ADCs achieve rate-distortion tradeoff which is close to the information theoretic limits. Similar results were also obtained in [9] for spatially correlated processes.

Despite the differences between the unlimited sampling and modulo ADCs frameworks, the insights gained from developing recovery algorithms for oversampled modulo ADCs [9] turn out to also be suitable for recovery under the unlimited sampling framework. In particular, the recovery algorithm outlined below is inspired by that of [9] Section 3.

B. Recovery Through Prediction

Our main result may look somewhat absurd at first, as it seems that as we drive $\Delta$ to 0, we should end up with no information left. However, the result becomes very intuitive once a connection is established between the problem of modulo unwrapping of a discrete-time signal and the problem of predicting the next sample of a discrete-time signal from its past.

In particular, our algorithm for recovering \(\{x_n\}\) from \(\{x'_n\}\) is of a sequential nature. Since we assume \(|x(t)|\) is small for all large enough \(|t|\), there exists some negative integer \(N \in \mathbb{Z}\) such that \(|x_n| < \frac{\Delta}{2}\) for all \(n < N\), which implies that \(x'_n = x_n\) for all \(n < N\). Next, we would like to recover \(x_n\) for \(n = N\), which is no longer guaranteed to satisfy \(x'_n = x_n\). To this end, we first compute a linear predictor \(\hat{x}_n = \sum_{i=1}^{\infty} h_i x_{n-i}\) for \(x_n\) from the past samples, that are available to us unfolded. Then, we compute

\[ e^*_n = [x'_n - \hat{x}_n]^* = [x_n - \hat{x}_n]^*, \]

where \(e_n := x_n - \hat{x}_n\), and we have used the fact that the modulo operation is invariant to translation by integer multiples of $\Delta$, such that \([a + b]^* = [a + b]^*\) for any \(a,b \in \mathbb{C}\). Note that \(e^*_n = e_n\) if \(|e_n| < \frac{\Delta}{2}\), and in this case we can recover \(x_n\) as \(x_n = \hat{x}_n + e^*_n\). Thus, recovery of \(x_n\) is possible if the prediction error \(e_n = x_n - \hat{x}_n\) from its past is guaranteed to have magnitude smaller than \(\frac{\Delta}{2}\). Once we have recovered \(x_n\) correctly, we can use it for computing the predictor \(\hat{x}_{n+1}\) of \(x_{n+1}\) from its past, and repeat the same procedure. See Figure 1. Our procedure therefore succeeds in recovering \(\{x_n\}\) from \(\{x'_n\}\) provided that the prediction error process \(\{e_n = x_n - \hat{x}_n\}\) is bounded in magnitude by $\Delta/2$ for all \(n \in \mathbb{Z}\).

Now, to establish our main result, it remains to show that \(|e_n|\) can be made arbitrarily small at all times. This follows since the discrete-time process \(x_n\) is bandlimited, i.e., its discrete-time Fourier transform (DTFT) is supported on

\([-\gamma, \gamma]\), where $\gamma = W \cdot T_s < \frac{\Delta}{2}$. To see this, note that

\[ e_n = x_n - \sum_{i=1}^{\infty} h_i x_{n-i} = x_n \ast e_n, \]

where \(e_n = \delta_n - h_n\) is a monic filter, i.e., a causal filter with first tap equal to 1. Since the coefficients \(h_1, h_2, \ldots\) are not constrained, we are free to take \(\{e_n\}\) as any monic filter. In particular, for any $\epsilon > 0$, we may choose \(\{e_n\}\) to satisfy

\[ |C(f)|^2 = \left| \sum_{k=1}^{\infty} c_k e^{-i2\pi f k} \right|^2 \leq \epsilon \|f\| \leq \frac{\epsilon}{\frac{\Delta}{2}} \quad |f| \leq \gamma. \]

The existence of a monic filter with this frequency response is guaranteed by Paley-Wiener’s spectral factorization theorem [13], and the fact that $\int_{-\gamma/2}^{\gamma/2} |C(f)|^2 df = 0$. Now, since \(\{x_n\}\) has no spectral energy in \(|f| > \gamma\), we have that

\[ \|\{e_n\}\|^2 = \|\{x_n \ast e_n\}\|^2 = \epsilon \|\{x_n\}\|^2. \]  

Thus, if we take $\epsilon < \frac{\Delta^2}{4\gamma^2}$ we get that \(\|\{e_n\}\|^2 < \frac{\Delta}{2}\), and in particular \(\|e_n\| < \frac{\Delta}{2}\) for all \(n \in \mathbb{Z}\). The argument is made precise in Section II where the infinite length filter used above is replaced with a finite length one, whose coefficients are designed based on Chebyshev’s polynomials.

We note that the recovery algorithm proposed in [11] relied on Lth-order discrete differentiation of \(\{x'_n\}\) reduced modulo $\Delta$, which is equivalent to Lth-order discrete differentiation of \(\{x_n\}\) reduced modulo $\Delta$, followed by Lth order discrete integration. In a way, this is equivalent to taking the filter \(\{e_n\}\) above as \(C(Z) = (1 - Z^{-1})^L\) in the Z-domain. If the DTFT of \(\{x_n\}\) is supported on a frequency interval \([-f_0, f_0]\) for $0 < f_0 < 1/2$ small enough, the signal \(\{e_n \ast x_n\}\) will never exceed $\Delta/2$ even with this choice of \(\{e_n\}\), provided that $L$ is large enough. However, such choice of \(\{e_n\}\) does not guarantee correct reconstruction for $f_0$ arbitrarily close to 1/2, which is the reason for the loss of a constant factor in the required sampling rate reported in [11].

II. THE RECOVERY SCHEME

A. Setting and Notation

Throughout, we will use the following convention for the Fourier transform: for a signal \(x \in L^2(\mathbb{R}) \cap L^1(\mathbb{R})\), its Fourier transform is given by

\[ \mathcal{F}(x)(f) = \int_{\mathbb{R}} x(t) e^{-2\pi if t} dt, \]
with the inverse transform given by

\[
\mathcal{F}^{-1}(\hat{x})(t) = \int_{\mathbb{R}} \hat{x}(f)e^{2\pi ift} df,
\]

so that the extension \( \mathcal{F} : L^2(\mathbb{R}) \to L^2(\mathbb{R}) \) is an isometry in the sense of Hilbert spaces.

**Definition 1:** For \( W, E, T_0, \rho \in \mathbb{R}_+ \), the class of signals \( \mathcal{C}_{W,E,T_0,\rho} \) consists of all square-integrable, bandlimited signals \( x(t) \) of the form

\[
x(t) = \int_{-W}^{W} X(f)e^{2\pi ift} df
\]

for some \( X \in L^2(\mathbb{R}) \), such that \( ||x||_{L^2(\mathbb{R})}^2 \leq E \), and such that moreover the tails of \( x(t) \) can be explicitly controlled, in the sense that

\[
|x(t)| \leq |t|^{-\rho} \quad \text{when} \quad |t| \geq T_0.
\]

The last condition in the definition above might seem somewhat non-standard, but it is in fact not particularly strong: if, for example, the Fourier transform \( X \) is absolutely continuous, hence, weakly differentiable, integration by parts readily gives us that

\[
|x(t)| = \left| \frac{1}{2\pi i} \left[ X(W)e^{2\pi iW} - X(-W)e^{-2\pi iW} \right. \right.
\]

\[
\left. - \int_{-W}^{W} X'(f)e^{2\pi ift} df \right| \leq \frac{\|X'(W)\| + \|X'(-W)\| + \|X'\|_{L^1(-W,W)}}{2\pi|t|}.
\]

This is the case, for instance, when \( x \) is obtained by band-limiting a time-limited signal, that is,

\[
X(f) = \int_{-T}^{T} x_0(t)e^{-2\pi ift} dt
\]

for some \( x_0 \in L^2(\mathbb{R}) \). The only reason we limit ourselves to the class \( \mathcal{C}_{W,E,T_0,\rho} \), instead of considering simply the class of all band-limited signals with bounded energy, is that in order to use our suggested scheme, we need access to some samples where we know that the signal is sufficiently small. If, instead, we were guaranteed to be given sufficiently many consecutive unfolded samples of \( x \), we would have been able to reconstruct the signal without needing to assume any particular tail conditions whatsoever.

Let \( x \in \mathcal{C}_{W,E,T_0,\rho} \), and suppose that we observe all the samples \( x_n := x(n \cdot T_s) \), \( n \in \mathbb{Z} \) (2) where \( T_s > 0 \) is the sampling period. The celebrated Shannon-Nyquist sampling theorem guarantees, then, that \( x \) could be perfectly reconstructed from the sequence \( \{x_n\}_{n \in \mathbb{Z}} \), provided that \( \frac{1}{T_s} \) is greater than the so-called Nyquist rate \( 2W \).

We consider the case where instead of observing \( x_n \), we observe a modulo-reduced version of the samples \( \{x_n\}_{n \in \mathbb{Z}} \), and we would now like to reconstruct \( x(t) \). Assuming that \( T_s < \frac{1}{\Delta W} \), it would clearly suffice to simply recover the unfolded measurements \( \{x_n\}_{n \in \mathbb{Z}} \) from their modulo-reduced versions.

**B. The general recipe**

Suppose, for a moment, that \( x_0, \ldots, x_{L-1} \) were given to us, and we would now like to recover the proceeding samples \( x_L, x_{L+1}, \ldots \) from their modulo-reduced version. If we were able to find \( L \) numbers \( h_1, \ldots, h_L \) such that the sequence

\[
e_n := x_n - (h_1 x_{n-1} + \ldots + h_L x_{n-L})
\]

(3) is guaranteed to satisfy that for all \( n, |e_n| < \frac{\Delta}{2} \), then we could recover \( x_L, x_{L+1}, \ldots \), in a manner which we now describe. Since \( |e_n| < \frac{\Delta}{2} \), clearly, \( e_n^* = e_n \). Moreover, since the coefficient of \( x_n \) is an integer, we have

\[
e_n^* = [x_n^* - (h_1 x_{n-1} + \ldots + h_L x_{n-L})]^*,
\]

given \( x_n-1, \ldots, x_n-L \) and \( x_n^* \), we can compute \( e_n \). But then we can also compute \( x_n \) as

\[x_n = e_n + (h_1 x_{n-1} + \ldots + h_L x_{n-L}),\]

and therefore iteratively recover \( x_L, x_{L+1}, \ldots \).

What remains to be done, then, is:

1) Find a set of coefficients \( h_1, \ldots, h_L \), where \( L \) may depend on \( \Delta \), that guarantees that \( |e_n| < \frac{\Delta}{2} \) universally for any \( x \in \mathcal{C}_{W,E,T_0,\rho} \). Below, we specify a method based on Chebyshev polynomials for choosing \( h_1, \ldots, h_L \). This method guarantees that \( |e_n| < \frac{\Delta}{2} \) whenever \( T_s < \frac{1}{\Delta W} \), whereas the required filter length \( L \) grows as \( T_s \) gets closer to \( \frac{1}{\Delta W} \).

2) Find a negative integer \( N \) such that \( x^*_n = x_n \) for all \( n < N \). Indeed, by the Riemann-Lebesgue Lemma, \( \lim_{t \to \infty} x(t) = 0 \), so in particular we know that \( |x_n| < \frac{\Delta}{2} \) for all small enough \( n \). To give a quantitative bound for how far we need to go, we use the assumption on the tail behavior of \( x \in \mathcal{C}_{W,E,T_0,\rho} \); choosing \( N < -T_s^{-1} \max(T_0, (\Delta/2)^{-1/\rho}) \) would guarantee us that for all \( n < N \), we have \( |x_n| < \frac{\Delta}{2} \), hence also that \( x_n^* = x_n \).

**C. Background on Chebyshev polynomials**

The Chebyshev polynomials (of the first kind) are defined by the recursive formula,

\[
T_0(y) = 1,
\]

\[
T_1(y) = y,
\]

\[
T_K(y) = 2yT_{K-1}(y) - T_{K-2}(y).
\]

It is easy to see that for \( K \geq 1 \), the polynomial \( 2^{-K+1}T_K(y) \) has degree \( K \) and is monic. It is well-known that among all degree-\( K \) monic polynomials, it has the smallest maximal value on the interval \([−1,1]\) (for reference, see any textbook on approximation theory, e.g [14]). That maximum is given by

\[
\max_{y \in [-1,1]} |2^{-K+1}T_K(y)| = 2^{-K+1}.
\]

On any other interval \([a, b] \), we can easily construct a family of Chebyshev polynomials that take the least maximal value on that interval among all monic degree-\( K \) polynomials: the

\[1\text{In fact, the choice of coefficients } h_1, \ldots, h_L \text{ depends only on } W \text{ and } E, \text{ whereas the tail behavior dictated by } T_0 \text{ and } \rho \text{ is of no importance here.} \]
We can bound
\[ T_K^{[a,b]}(y) = 2 \left( \frac{b-a}{4} \right)^K . T_K \left( \frac{2}{b-a} (y-a) - 1 \right) \] (6)
is clearly the polynomial we need. Its maximal value on \([a,b]\) is given by
\[ \max_{y \in [a,b]} |T_K^{[a,b]}(y)| = 2 \left( \frac{b-a}{4} \right)^K . \]
Note that \( \max_{y \in [a,b]} |T_K^{[a,b]}(y)| \to 0 \) as \( K \to \infty \) if and only if \( b-a < 4 \). In the construction that follows, this condition will correspond exactly to the condition that \( T_s < \frac{1}{2\pi} \), that is, we’re sampling at a rate strictly above the Nyquist rate.

### D. Choosing the Coefficients

Denote by \( S : \mathbb{R}^2 \to \mathbb{R}^2 \) the backward-shift operator, that is,
\[ (Sx)_n = x_{n-1} . \]
Writing \( x \) in terms of the Fourier inversion formula, we have
\[ (Sx)_n = \frac{1}{2\pi} \int_{-\pi}^{\pi} X(f) e^{2\pi ifnT} \cdot \frac{e^{-2\pi ifT}}{2\pi} df , \]
hence for any Laurent polynomial \( p(z)^3 \) we have
\[ (p(S)x)_n = \frac{1}{2\pi} \int_{-\pi}^{\pi} X(f) e^{2\pi ifnT} \cdot p(e^{-2\pi ifT}) df . \]
Now, choose \( h_1, \ldots, h_{2K} \) to be given by the coefficients of the polynomial
\[ p_K(z) = z^{2K} \cdot T_K^{[2\cos(2\pi WT_s),2]} (z^2 + 1) \]
\[ = -h_{2K} z^{2K} - h_{2K-1} z^{2K-1} - \ldots - h_1 z + 1 . \] (7)

Well,
\[
\begin{align*}
|e_n| &= |x_n - (h_1 x_{n-1} + \ldots + h_{2K} x_{n-2K})| \\
&= |(p_K(S)x)_n| \\
&= \left| \frac{1}{2\pi} \int_{-\pi}^{\pi} X(f) e^{2\pi ifnT} \cdot p_K(e^{-2\pi ifT}) df \right| \\
&\leq \|X\|_{L^1(-W,W)} \cdot \max_{f \in [-W,W]} |p_K(e^{-2\pi ifT})| .
\end{align*}
\]
We can bound
\[
\begin{align*}
\|X\|_{L^1(-W,W)} &\leq \sqrt{2W} \|X\|_{L^2(-W,W)} \\
&= \sqrt{2W} \|x\|_{L^2(\mathbb{R})} \\
&\leq \sqrt{2WE} ,
\end{align*}
\]
and
\[
\begin{align*}
\max_{f \in [-W,W]} |p_K(e^{-2\pi ifT})| &= \max_{f \in [-W,W]} T_K^{[2\cos(2\pi WT_s),2]} (e^{-2\pi ifT} + e^{2\pi ifT}) \\
&= \max_{f \in [-W,W]} T_K^{[2\cos(2\pi WT_s),2]} (2 \cos(2\pi fT_s)) \\
&= \max_{y \in [2\cos(2\pi WT_s),2]} |T_K^{[2\cos(2\pi WT_s),2]}(y)| \\
&= 2 \left( \frac{2-2\cos(2\pi WT_s)}{4} \right)^K .
\end{align*}
\]
Note that whenever \( T_s < \frac{1}{2\pi} \), we have that \( 2\cos(2\pi WT_s) > -2 \), and so in that case the right-hand-side above tends to \( 0 \) as \( K \to \infty \). Thus, we readily obtain

**Proposition 1**: Choose any
\[
K > \frac{\log \left( \sqrt{32WE/\Delta} \right)}{\log \left( 1 - \cos(2\pi WT_s) \right)}
\] (8)
and let \( h_1, \ldots, h_{2K} \) be given by the coefficients of the polynomial
\[
p_K(z) = z^{2K} \cdot T_K^{[2\cos(2\pi WT_s),2]} (z^2 + 1) \\
= -h_{2K} z^{2K} - h_{2K-1} z^{2K-1} - \ldots - h_1 z + 1 .
\] (9)

Then for every \( x \in C_{W,E,T_0,\rho} \), the sequence
\[ e_n = x_n - (h_1 x_{n-1} + \ldots + h_{2K} x_{n-2K}) \]
satisfies that \( |e_n| < \frac{\Delta}{2} \) for all \( n \).

We summarize by stating our main result:

**Theorem 1**: Fix \( W, E, T_0, \rho \in \mathbb{R}_+ \) and any \( \Delta > 0 \). Then, any \( x \in C_{W,E,T_0,\rho} \) can be perfectly recovered from \( \{x^n(nT_s)\}_{n \in \mathbb{Z}} \) provided that \( T_s < \frac{1}{2\pi} \).

**Proof**: By Proposition 1 the procedure we described in Section II-B with \( h_1, \ldots, h_{2K} \) chosen as in (9) correctly recovers the unfolded samples \( \{x^n(nT_s)\}_{n \in \mathbb{Z}} \) from the folded samples \( \{x^n(nT_s)\}_{n \in \mathbb{Z}} \). Now, using the Shannon-Whittaker interpolation formula, see e.g. [15], we recover \( x \) at every point.

### III. DISCUSSION ON QUANTIZATION NOISE

The recovery algorithm described above, relies on filtering \( \{x_n\} \) using a monic filter \( \{c_n\} \) with vanishing magnitude for the in-band frequencies. By Paley-Wiener’s theorem, combined with Jensen’s inequality, it is easy to see that any such filter must have unbounded energy in the out-of-band frequencies (i.e., the high frequencies where \( \{x_n\} \) has no energy).

If the input to the recovery algorithm were \( \{[x_n + u_n]^*\} \) for some white process \( \{u_n\} \), instead of \( \{x_n^*\} \), we would therefore have that the result of convolving with \( \{c_n\} \) would no longer be restricted to \( [\frac{-\Delta}{2}, \frac{\Delta}{2}] \), due to the contribution of \( \{u_n * e_n\} \) in the out-of-band frequencies. Modeling the effect of quantization as an additive white noise, we see that the developed algorithm collapses in the presence of quantization noise. This is also the case for the reconstruction algorithm.
of $\Pi$, if the order of discrete derivative used there is large enough.

The remedy to this phenomenon is to judiciously balance the in-band energy of $\{c_n\}$ and its out-of-band energy, taking into account the effect of quantization noise, as done in [9] (see also [16]). However, taking the quantization noise into account yields a lower bound on the in-band energy of $\{c_n\}$, which in turn dictates that $\Delta$ can no longer be arbitrarily small. We conclude that it is essential to take into account quantization noise in oversampled systems.
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