A simple model of epidemic dynamics with memory effects
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We introduce a modified SIR model with memory for the dynamics of epidemic spreading in a constant population of individuals. Each individual is in one of the states susceptible (S), infected (I) or recovered (R). In the state R an individual is assumed to stay immune within a finite time interval. In the first part, we introduce a random life time or duration of immunity which is drawn from a certain probability density function. Once the time of immunity is elapsed an individual makes an instantaneous transition to the susceptible state. By introducing a random duration of immunity a memory effect is introduced into the process which crucially determines the epidemic dynamics. In the second part, we investigate the influence of the memory effect on the space-time dynamics of the epidemic spreading by implementing this approach into computer simulations and employ a multiple random walker’s model. If a susceptible walker meets an infectious one on the same site, then the susceptible one gets infected with a certain probability. The computer experiments allow us to identify relevant parameters for spread or extinction of an epidemic. In both parts, the finite duration of immunity causes persistent oscillations in the number of infected individuals with ongoing epidemic activity preventing the system from relaxation to a steady state solution. Such oscillatory behavior is supported by real-life observations and cannot be captured by standard SIR models.
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I. INTRODUCTION

The history of mathematical modelling in epidemic spread can be traced back to Daniel Bernoulli in 1760 [1]. However, it was much later by the seminal work of Kermack and McKendrick [2] that this field became a modern and active area of research. The basic approach they introduced is the so called ‘SIR model’ (S = susceptible, I = infected, R = recovered). It turned out that the dynamics of some infectious diseases such as measles, mumps, and rubella can be well captured in a non-linear dynamics framework such as SIR type models. For the most simple case of spatially homogeneous infection rates, several versions of SIR models have been introduced [3, 4]. Among the wide range of SIR type models we mention here a recent one based on continuous-time random walks [5] motivated from fractional dynamics with anomalous transport and diffusion effects [6–10] which may be important mechanisms in epidemic spreading.

It is unsurprising that the interest in this field has literally exploded in the recent years driven by the present pandemic Covid-19 context. Some related models can be found in the references [11, 12]. The application of general approaches introduced in epidemic modelling, especially those related to stochastic processes and dynamics indeed have turned out to be fruitful to open a wide new interdisciplinary area of research. These approaches...
were further enriched by the emergence of network science with pertinent applications in transportation processes on complex networks as models for human societies, online networks, transportation networks again have boosted this area as a vast interdisciplinary field. Many of these problems can be described as random walk on complex graphs for which an elaborated framework exists \[13,22\] among them various random walk models in complex biased graphs \[26,28\] to name but a few. 

Epidemic spreading in complex networks was studied in several works (and many others) \[29–31,33\], among them scale-free networks \[34\] and activity-driven adaptive temporal networks \[35\] including percolation effects in small-world networks \[36,37\]. A renormalization group model of the second COVID wave in Europe has been established \[38\].

Despite of the vast fund of sophisticated models, the variety of newly observed phenomena makes it more than ever desirable to develop sufficiently simple models containing a minimal set of parameters to allow identification of the relevant ones governing the epidemic dynamics. This aim was the main source of motivation for the present paper.

Our paper is organized in two principal parts. In the first part we introduce a modified SIR model by taking into account random duration (life times) of immunity following a prescribed probability density function (PDF). We consider here especially an Erlang PDF which contains two free parameters and turned out to be flexible enough to capture real-life situations consisting by two essential regimes: In one regime the recovery individuals enjoy all a similar time of immunity with a narrow immunity life time PDF. In the other regime the immunity life times are broadly scattered and may differ considerably from one to another recovered individual. For these two regimes the memory effect is studied. Contrary to the standard SIR model the so modified model exhibits an infinite set of fixed points with non-vanishing numbers of infected individuals. A local analysis shows the existence of oscillatory instabilities for certain fixed points, a behavior also known from delay-differential equations like the Hutchinson model \[32,40\]. The full nonlinear solution for these cases reveals the existence of limit cycles in the numbers of infected individuals. In these situations the epidemic activity never ends, thus herd immunity is not any more well defined. The epidemic dynamics then is characterized by recurrent diminution and outbreaks of the epidemic activity. The resulting persistent epidemic activity is in contrast to the standard SIR model where the disease exticts when herd immunity is reached.

In section IV we apply a multiple random walker’s model (see \[32,33\] for details and the references therein) with a constant population of SIR walkers (where each walker is in one of the states \(S, I, R\)) navigating independently on an undirected connected graph. We implement this approach into computer simulations and consider walks on small world 2D lattices where the following infection rule applies. If a susceptible walker meets an infectious one on the same node then the susceptible walker gets infected with a certain probability. Then we employ the same assumption on the occurrence of a random life time of immunity as in the first part and simulate this behavior by an Erlang PDF. We perform a series of computer experiments and identify pertinent parameters responsible for the spreading, oscillation, or extinction of the epidemic activity.

II. MODIFIED SIR MODEL WITH MEMORY

A. The standard SIR model

Let us briefly recall the standard SIR model \[2\]. This model considers a population of individuals where each individual is in one of the following three compartments: susceptible (S), infected (I), and recovered (= immune) (R). We use the notation \(s(t), j(t), r(t) \in [0, 1]\) for the fractions of susceptible, infectious and recovered individuals, respectively. Recovered individuals are assumed to be immune for a certain random time which will be specified hereafter. Neglecting all birth and death rates we have a constant population \(s(t) + j(t) + r(t) = 1\). The standard SIR model reads

\[
\begin{align*}
\frac{ds}{dt} &= -\beta j s \\
\frac{dj}{dt} &= \beta j s - \gamma j \\
\frac{dr}{dt} &= \gamma j,
\end{align*}
\]

where \(\beta\) denotes the infection rate and \(1/\gamma\) is the average time of being infectious or the time of healing. The basic reproduction number is related to \(\beta\) and \(\gamma\) as follows

\[R_0 = \frac{\beta}{\gamma}\]

and \(R_e = R_0 s\) indicates the effective reproduction number where \(R_e - 1\) measures the rate of new infections at time \(t\) generated by one case \(j = 1\) (see Eq. \([1]\)).

B. The extended model

Now we introduce a generalization of standard SIR where we maintain the assumption of a constant population \(s(t) + j(t) + r(t) = 1\). Contrary to the standard model, where the epidemic dynamics is characterized by the pathway of the transition \(S \rightarrow I \rightarrow R\) ending in a fixed point \(j = 0, s < 1/R_0\), we extend the model to allow an additional transition \(R \rightarrow S\), reflecting the often observed phenomenon of a finite life time of immunity starting after healing (or vaccination), see Fig. [1]
The balance of the recovered individuals can then be written as \( \frac{d}{dt} r(t) = b(t) - d(t) \),

where \( b(t) \) indicates the rate of individuals which (instantaneously) recover at time \( t \) i.e. making the transition \( I \rightarrow R \). The quantity \( d(t) \) stands for the rate of individuals (instantaneously) loosing their immunity at time \( t \) undertaking the transition \( R \rightarrow S \).

Now we connect this balance equation with a finite life time (duration) of immunity (sojourn time in state \( R \)) and introduce the causal probability density function (PDF) \( K(\tau) \) from which the finite time of immunity PDF is normalized,

\[
\int_{0}^{\infty} K(\tau) d\tau = 1. \tag{4}
\]

We will specify the PDF \( K(t) \) subsequently. To keep our model simple, we make the assumption that the birth rate of recovered individuals is given by \( b(t) = \gamma j(t) \), as in standard SIR, i.e. the transition rate \( I \rightarrow R \) is assumed to depend only on the value of \( j(t) \) at instant \( t \), i.e. without additional memory.

With these remarks we can now establish a modified set of SIR equations with memory where we rescale the time \( t \rightarrow \tau \) to arrive at the (dimensionless) form

\[
\begin{align*}
\frac{d}{d\tau} s(t) &= -R_0 s(t) j(t) + \int_{0}^{\infty} K(\tau) j(t - \tau) d\tau \tag{5a} \\
\frac{d}{d\tau} j(t) &= R_0 s(t) j(t) - j(t) \tag{5b} \\
\frac{d}{d\tau} r(t) &= j(t) - \int_{0}^{\infty} K(\tau) j(t - \tau) d\tau. \tag{5c}
\end{align*}
\]

We assume for the analysis to follow that these equations hold for all \( t \in \mathbb{R} \) for some prescribed values \( s, j, r \) at \( t = -\infty \).

### C. Stationary solutions and linear stability

The equations (5) have the following stationary solutions:

- (i) \( 0 \leq s_0 \leq 1, \ j_0 = 0 \),
- (ii) \( s_0 = 1/R_0, \ 0 \leq j_0 \leq 1 - s_0 \).

(i) corresponds to a healthy population with \( s_0 + r_0 = 1 \) which becomes unstable for \( R_0 = R_0 s_0 \geq 1 \) (outbreak of the epidemic).

Linearizing of Eqs. (5) with respect to the fixed point (ii),

\[
\dot{s} = s_0 + u e^{\lambda t}, \quad \dot{j} = j_0 + v e^{\lambda t}
\]

yields the solvability condition

\[
\lambda^2 + \varepsilon \lambda + \varepsilon \left(1 - \hat{K}(\lambda)\right) = 0 \tag{6}
\]

where we introduced the abbreviations

\[
\varepsilon = R_0 j_0, \quad \hat{K}(\lambda) = \int_{0}^{\infty} e^{-\lambda t} K(t) dt, \quad \Re\{\lambda\} \geq 0.
\]

Here, \( 0 \leq \varepsilon \leq R_0 - 1 \) serves as a bifurcation parameter, \( \hat{K}(\lambda) \) denotes the Laplace transform of the immunity life time PDF and \( \Re\{\cdot\} \) stands for the real part.

For an oscillatory (Hopf-) instability with \( \lambda = \pm i \omega \), Eq. (6) turns into

\[
\begin{align*}
\dot{f}_1 &= -\omega^2 + \varepsilon \left(1 - \hat{K}'(i\omega)\right) = 0, \quad f_2 = \omega - \hat{K}''(i\omega) = 0, \tag{7}
\end{align*}
\]

where \( \hat{K}' \), \( \hat{K}'' \) denote real and imaginary parts of \( \hat{K} \). At the onset of an oscillatory instability, the two conditions (7) have to be fulfilled simultaneously.
III. IMMUNITY LIFE TIME DISTRIBUTION

In this section we specify the PDF which governs the memory effect by the random life time of immunity of recovered individuals.

A. Erlang distribution

An interesting candidate which is able to capture a variety of behaviors is the so called Erlang distribution (also called gamma-distribution) which has the form

\[ K_{\alpha,\xi}(t) = \frac{\xi^\alpha t^{\alpha-1}}{\Gamma(\alpha)} e^{-\xi t}, \quad \alpha > 0, \quad \xi > 0, \quad t \geq 0, \quad (8) \]

where the index \( \alpha \) may take any positive (including non-integer) values and \( \Gamma(\alpha) \) denotes the Euler Gamma-function which recovers the standard factorial \( \Gamma(\alpha+1) = \alpha! \) when \( \alpha \in \mathbb{N}_0 \). For \( \alpha = 1 \) the Erlang distribution turns into an exponential distribution. The constant \( \xi^{-1} \) defines a characteristic time scale and has physical dimension of time. For \( \alpha \to 0^+ \) (\( \xi \) finite) we have the limit of a Dirac-\( \delta \) function \( K_{0+\xi}(t) = \delta(t) \) which also is taken for \( \alpha \) finite and \( \xi \to \infty \). For \( 0 < \alpha \leq 1 \) the Erlang distribution is completely monotonic (CM) with \( \frac{d}{dt} K_{\alpha,\xi}(t) < 0 \) and for \( \alpha < 1 \) weakly singular at \( t = 0 \). For \( \alpha > 1 \) the CM property breaks down and the Erlang PDF has a maximum at \( t_{\alpha,\xi} = \frac{\xi}{\alpha} \). The Erlang PDF has the Fourier (Laplace-) transform

\[ \hat{K}_{\alpha,\xi}(i\omega) = \int_{-\infty}^{\infty} e^{-i\omega t} \Theta(t) K_{\alpha,\xi}(t) dt = \frac{\xi^\alpha}{(\xi + i\omega)^\alpha}, \quad (9) \]

where \( \Theta(t) \) indicates the Heaviside unit step function which comes into play by causality. The Erlang PDF has a finite mean (expected life time of immunity) \( \langle t \rangle = \int_0^{\infty} t K_{\alpha,\xi}(t) = \frac{\xi}{\alpha} \), i.e. large \( \alpha \) and small \( \xi \) increase the duration of immunity of recovered individuals.

We point out that the standard SIR model is contained in our extended model as the limiting case when all recovered individuals have infinite life times of immunity (limit of eternal immunity \( \langle t \rangle \to \infty \)).

For \( K(\tau) = K_{\alpha,\xi}(t) \) given by the Erlang PDF (8), the system (7) becomes rather involved. A graphical solution is found plotting the zero lines of \( f_i \) for certain fixed values of \( \xi \) and \( \varepsilon \) in the \( \alpha-\omega \) plane and looking for their intersections, Fig. 2. For later use we point out the following feature of the Erlang PDF allowing a great flexibility to prescribe a globally sharp time of immunity \( t_0 \) or a broadly scattered distribution. The possibility to prescribe a sharp expected immunity life time \( \tau_0 \) is ensured by the limiting property \( \lim_{\xi \to \infty} K_{\xi \tau_0,\xi}(t) = \delta(t - \tau_0) \) (10) which is easily confirmed by performing this limit in its Fourier transform \( \hat{K}_{\xi \tau_0,\xi}(i\omega) = (1 + i\omega/\xi)^{-\xi \tau_0} \to e^{-i\omega \tau_0} \) yielding indeed the Fourier transform of the Dirac’s \( \delta \)-distribution (10). We consider this case more closely in subsequent section.

B. Delta-distribution

A case that can be evaluated straightforwardly is that of a \( \delta \)-distributed kernel \( K(t) = \delta(t - \tau_0) \) which is captured by the above limiting case (10) of the Erlang distribution.
The integrals in Eqs. (5) are then evaluated as
\[ \int_{0}^{\infty} K(\tau) j(t-\tau) d\tau = j(t-\tau_0) , \]
leading to a set of coupled delay-differential equations (see [41] for a general outline). Hence Eqs. (7) take the simple form
\[ -\omega^2 + \varepsilon (1 - \cos(\omega \tau_0)) = 0, \quad \omega + \sin(\omega \tau_0) = 0 . \]  
From there one determines (see Fig. 3)
\[ \omega = \sqrt{\varepsilon(2-\varepsilon)}, \quad \tau_0 = \frac{\pi + \arccos(1-\varepsilon)}{\omega} . \]
It is clear that also here an upper limit for \( \varepsilon \) exists.

C. Numerical solutions

We solved the fully nonlinear system (5) numerically applying a standard fourth order Runge-Kutta method [42]. It is sufficient to restrict on Eqs. (5a), (5b) since \( r \) decouples. We used the delta-kernel of Sec. III B. To evaluate the delay term \( j(t-\tau_0) \), the last \( n = \tau_0/\Delta t \) values of \( j \) are stored, where \( \Delta t \) denotes the Runge-Kutta time step.

Figure 4 shows the \( s-j \) phase plane. We fixed the basic reproduction number with \( R_0 = 1.5 \). As initial conditions we use a point \( s(0), j(0) \) somewhere in the phase plane and fix the past values of \( j \) according to
\[ j(t) = j(0), \quad -\tau_0 \leq t \leq 0 . \]
The value of \( \varepsilon \) is then computed from the initial value \( j(0) \) and if \( S(0) \) is close to \( 1/R_0 \) the frequency of the Hopf bifurcation corresponds to that shown in Fig. 3.

We chose a time step of \( \Delta t = 10^{-4} \), leading to more than \( 10^5 \) iterations per cycle. The fixed points from Sec. III C are marked in bold (blue), solid for ‘stable’, dashed for ‘unstable’. The horizontal dashed line marks the oscillatory instability computed in Sec. III B the vertical one is a monotonic instability. Due to the different local behaviors, the form of the trajectories depends strongly on the initial condition. For certain starting points, trajectories may end on a stable fixed point or on a limit cycle, born...
at the threshold computed in Fig. 5. However, also the size of the limit cycle depends on the initial values of \(j(0)\) and \(s(0)\). For larger values of \(j(0)\) the size of the cycle increases. Note that due to the restriction \(j + s + r = 1\), the trajectories must not leave the plane limited by the upper right black line.

IV. 2D MULTIPLE RANDOM WALKER’S APPROACH

In a previous paper we considered a population of \(Z\) random walkers (particles) to derive estimates for the basic reproduction number and to explore space-time patterns of the epidemic activity in computer simulations. Here we employ the same multiple random walker’s model, however, we take into account our above introduced memory effect by assuming a random finite life time of immunity drawn from an Erlang distribution. We also consider limiting cases of a Dirac \(\delta\)-distribution when the life time of immunity is identical for all recovered individuals.

A. The model

Recall the multiple random walker’s model where each walker performs independent jumps at times \(t = 1, 2, \ldots\) on a two-dimensional grid of \(N = L^2\) nodes. The positions of the walkers \(i = 1, \ldots, Z\) are indicated by

\[
1 \leq x^{(n)}_i \leq L, \quad 1 \leq y^{(n)}_i \leq L
\]

where \(x_i, y_i, L\) are integer numbers. Here, \(n\) denotes the time instants of the jumps. The walkers may jump according to

\[
x^{(n+1)}_i = x^{(n)}_i + \eta_x^{(n)}, \quad y^{(n+1)}_i = y^{(n)}_i + \eta_y^{(n)},
\]

with equally distributed random integer numbers \(\eta_x, \eta_y \in [-h, h]\) where we consider \(h \ll L\) in order to simulate a small-world network. For instance for \(h = 1\) only jumps up to the neighbor nodes are possible. Let \(s^{(n)}_i\) be an individual state variable characterizing the ‘state of health’ of walker \(i\). If walker \(i\) is infected at time \(n\), we put \(s^{(n)}_i = 1\). To describe gradual recovery effects, we assume a linear decrease in time

\[
s^{(n+1)}_i = s^{(n)}_i - \mu
\]

with \(1/\mu\) as a global characteristic relaxation time of healing. By choosing the time step \(\Delta t = 1\), \(s^{(n)}_i\) is synonym for \(s_i(n\Delta t) = s_i(n)\).

In the present model we assume for the sake of simplicity that \(\mu\) is a global quantity, i.e. identical for all \(Z\) walkers. In other words all infected walkers need the same characteristic time \(\tau_1 = (1 - s_1)/\mu\) from infection to full recovery (transition \(I \rightarrow R\), see Fig. 5).

We define individual \(i\) as infectious \(I\) at time \(t = n\) if \(1 \geq s^{(n)}_i > s_1\), (R) recovered (immune) if \(s_1 \geq s^{(n)}_i \geq 0\), and (S) susceptible if \(s^{(n)}_i < 0\). We depict this behavior of the individual health state variable \(s^{(n)}_i\) in Fig. 5.

For infection, the following rule applies. If an infected walker \(i\) and a susceptible one \(j\) meet at the same instant \(n\) on the same node, i.e.

\[
x^{(n)}_i = x^{(n)}_j, \quad y^{(n)}_i = y^{(n)}_j \quad \text{and} \quad s^{(n)}_i > s_1, s^{(n)}_j < 0,
\]

then walker \(i\) infects walker \(j\) with a given probability \(P\). In case of infection we reset its state variable \(s^{(n)}_j = 1\).

FIG. 5. Linear decrease of \(s_i(t)\) after infection at \(t = 0\) with the identical slope for all infected walkers. During immunity \((\tau_i \leq t \leq \tau_i + \Delta \tau_i)\), the slopes are individually distributed among the recovered walkers, according to the occurrence of random life time of immunity intervals in our case drawn from an Erlang PDF. Individuals \(i\) become again susceptible for \(s_i(t) < 0\).

FIG. 6. Scaled Erlang distributions for immunity time \(\Delta \tau = 1800\) and different values of \(\alpha\).

FIG. 7. Linear decrease of \(s_i(t)\) after infection at \(t = 0\) with the identical slope for all infected walkers. During immunity \((\tau_i \leq t \leq \tau_i + \Delta \tau_i)\), the slopes are individually distributed among the recovered walkers, according to the occurrence of random life time of immunity intervals in our case drawn from an Erlang PDF. Individuals \(i\) become again susceptible for \(s_i(t) < 0\).
As mentioned we allow here for individual life times of immunity following a PDF as introduced in Eq. 8. Then Eq. 13 takes the more general form, see Fig. 5:

\[ s_i^{(n+1)} \begin{cases} s_i^{(n)} - \mu, & \text{if } s_1 \leq s_i^{(n)} \leq 1 \\ s_i^{(n)} - \nu_i, & \text{if } s_i^{(n)} < s_1. \end{cases} \]  

(14)

The individual slopes are given as \( \nu_i = s_1 / \Delta \tau_1 \) (Fig. 5), where \( \Delta \tau_1 \) denotes the life time of the immune phase.

Let us now specify \( \Delta \tau_i \) drawn from an Erlang PDF \( K_{\alpha,\xi}(\Delta \tau) \) (see Eq. 8) as discussed in Sec. III A, Fig. 6. Then the values of \( s_1 \) and \( \mu \) can be computed from

\[ \mu = \frac{1}{\tau_1 + \langle \Delta \tau \rangle}, \quad s_1 = 1 - \mu \tau_1 \]  

(15)

where \( \tau_1 \) indicates the time of healing (assumed constant for all individuals) and

\[ \langle \Delta \tau \rangle = \int_0^\infty \tau K_{\alpha,\xi}(\tau) d\tau = \frac{\alpha}{\xi} \]  

(16)

being the expected (Erlang-) life time of immunity.

B. Numerical results

Here we show results on a \( N = 1500 \times 1500 \) grid with \( Z = 30000 \) walkers and \( \tau_1 = 600, \langle \Delta \tau \rangle = 1800 \). The parameters for the Erlang distribution are chosen as \( \alpha = 5 \) and with Eq. 16 \( \xi = 5/1800 \). The basic reproduction number can be estimated as (see [3] for details),

\[ R_0 = \rho P \tau_1, \]

where \( \rho = Z/N \approx 0.0133 \) is the average density (expected number of walkers on a node). As initial condition we assume for the first \( Z_I \) walkers being infectious,

\[ s_i^{(0)} = \eta_i, \quad i = 1, \ldots, Z_I, \]

where \( \eta_i \) are equally distributed random numbers between \( s_1 \) and 1. The other walkers are assumed to be healthy and susceptible,

\[ s_i^{(0)} = 0, \quad i = Z_I + 1, \ldots, Z. \]

For the initial positions, we assume (i) all infectious walkers are in the central position of the grid, and the other (susceptible) ones randomly distributed. (ii) all walkers are randomly distributed on the grid. For the maximum jump distance of the walkers we take \( h = 4 \).

Figure 7 shows a time series for (i) with \( Z_I = 2000 \). A dynamics similar to a wood fire can be recognized at smaller times. Then the distribution turns into a more and more random and homogeneous one as long as \( R_0 > 1 \). For smaller \( R_0 \) the disease extincts. For (ii), the same long time behavior is observed (last frame in Fig. 7). The mean number of infected walkers depends on the probability of infection \( P \) and therefore on \( R_0 \). This behavior is depicted in Fig. 8.

It is interesting to see that the effective basic reproduction number \( R_e \) fluctuates around a value of one, quite independently from the probability \( P \), see Fig. 9. We compute \( R_e \) directly from the simulations by counting the infections per particle and time step.

Another important fact is that the mean numbers of infectious and susceptible walkers do not asymptotically reach stationary values but rather oscillate around a mean value with a certain frequency (Fig. 10). As a consequence the epidemic activity never exhibits extinction at least for \( R_0 > 1 \). This is one of the main differences to the standard SIR model. The standard SIR dynamics where the epidemics always comes to an end (even for \( R_0 > 1 \)) is recovered in the limit \( \langle \Delta \tau \rangle \to \infty \) corresponding to infinite life time of immunity. The oscillatory behavior becomes even more pronounced if the width of the PDF becomes smaller, i.e. when many individuals have similar immunity life times. In the limit of a delta-function (all individuals have identical immu-
FIG. 9. Effective reproduction number over time for $P = 0.4$ (black), $P = 0.2$ (green).

FIG. 10. Mean relative number of infected walkers over time for $P = 0.4$ (black), $P = 0.2$ (green).

FIG. 11. The plot depicts the relative number $j(t)$ of infected walkers vs. $t$ with regular oscillations for a delta-kernel (identical immunity life times). $j(t)$ oscillates for an intermediate regime of $R_0$ (bold, red), where the infection dies out for large $R_0$ (thin) or $R_0 < 1$ (bold blue).

V. CONCLUSIONS

We proposed an extension of the standard SIR model that considers the memory effect introduced by a random finite immunity time after recovery from infection of the individuals. The immunity time is supposed to have a certain variation among the individuals and is described by a PDF, here the Erlang distribution. Contrary to the standard SIR model, where the disease extincts after one sweep of infection, in our case a regime of $R_0 > 1$ may exist with persistent limit cycles leading to a time-periodic behavior of the number of infectious and susceptible individuals. Depending on the basic reproduction number initial conditions. After a certain number of oscillations, the decrease of the relative number of infected individuals reaches almost extinction but then breaks out again in a certain location and the cycle begins anew. This behavior can be seen in Fig. 11. These oscillations exist only in a bounded region of $R_0$. For $R_0 < 1$, the disease dies out rapidly, for $R_0$ larger than a critical value that depends also on $(\Delta \tau)$ extinction is reached after a certain number of oscillations (Fig. 11). Qualitatively this is the same scenario found with our extended SIR model, where limit cycles only exist for $\epsilon$ below an upper limit.

On the other hand oscillatory behavior is supported by the time series of Covid-19 cases in Kenya for the year 2021, see Fig. 13 with recurrent outbreak of the epidemic activity. Although the observed amplitudes and periods are different to our model, at least qualitatively an oscillatory epidemic activity as obtained by our model seems to be supported by these real life data. Be reminded that such an oscillatory behavior cannot be captured by standard SIR models.
$R_0$, the oscillation amplitude of the infected particles can be rather small. For large $R_0$, the amplitudes may grow in such a way that a kind of “herd immunity” is reached at a certain time and the disease extincts.

In the second part we considered a multiple random walker’s model. It shows qualitatively the same memory effects: oscillating solutions in an intermediate range of $R_0$ whose amplitudes depend on $R_0$, but also on the special form of the PDF ruling the individual immunity time of the walkers. The memory effect induces oscillatory characteristics in the epidemic activity where the epidemic activity never ends. This outcome seems to be at least qualitatively supported by real-world situations (Fig. 13). Nevertheless, further quantitative modelling research is needed to confirm this observation.

Our model can be extended in different directions. The process of recovery, i.e. the duration of being ill (infected) can as well be assumed to be random and modeled by a memory term with another given PDF. On the other hand, spatial effects can be taken into account considering diffusion terms including space-fractional diffusion with long-range jumps and Lévy flights [6, 21, 26]. In this way, spatially localized structures as encountered in the random walker simulations may occur.

Further generalizations can be introduced by assuming variable infection probabilities when susceptible and infected walkers meet. The infection probabilities may vary among the individuals and may also depend on time. The interest of such a model is the possibility to capture effects of individually fluctuating virulence, vaccination or resilience to the disease.

[1] D. Bernoulli, 1760, Histoire de l’Acad. Roy. Sci. (Paris) avec M. des Math. et Phys., pp. 1–45.
[2] W.O. Kermack, A.G. McKendrick, A contribution to the mathematical theory of epidemics, Proc. Roy. Soc. A 115, 700–721 (1927).
[3] R. M. Anderson, and R. M. May, 1992, Infectious Diseases in Humans (Oxford University Press, Oxford).
[4] M. Martcheva, An Introduction to Mathematical Epidemiology, Springer, 2015 ISBN 978-1-4899-7612-3
[5] C. N. Angstmann, B. I. Henry, A. V. McGann, A fractional order recovery SIR model from a stochastic process. Bulletin of Mathematical Biology volume 78, pp. 468–499 (2016).
[6] R. Metzler, J. Klafter, The Random Walk’s Guide to Anomalous Diffusion : A Fractional Dynamics Approach, Phys. Rep 339, pp. 1-77 (2000).
[7] Barkai E, Metzler R, Klafter J, From continuous time random walks to the fractional Fokker-Planck equation. Phys Rev E 61(1):132 (2000)
[8] T. Sandev, R. Metzler, A. Chechkin, From Continuous Time Random Walks to the Generalized Diffusion Equation, Fract. Calc. Appl. Anal., Vol. 21, No 1 (2018), pp. 10-28. doi: 10.1515/fca-2018-0002
[9] T.M. Michelitsch, A.P. Riascos, Continuous time random walk and diffusion with generalized fractional Poisson process, Physica A 545 (2020) 123294
A. P. Riascos, T. M. Michelitsch, A. Pizarro-Medina, F. Arrigo and F. Durastante, Mittag-Leffler functions
D. Bianchi, M. Donatelli, F. Durastante, and M. Mazza,
M. Benzi, D. Bertaccini, F. Durastante, I. Simunec, Non-local random walks on heterogeneous networks with recurrent mobility patterns, Phys. Rev. E 102, 022306 (2020), doi: 10.1103/PhysRevE.102.022306.
D. J. Watts, S. H. Strogatz, Collective dynamics of 'small-world' networks. Nature. 393 (6684): 440–442 (1998).
R. Albert, A.-L. Barabási, 2002, Statistical mechanics of complex networks. Rev. Mod. Phys. 74, 47.
P. Van Mieghem, P., 2011, Graph Spectra for Complex Networks Cambridge University Press, Cambridge, England.
A.-L. Barabási, Network science (Cambridge University Press, Cambridge, 2016).
J. D. Noh and H. Rieger, Random walks on complex networks. Phys. Rev. Lett. 92, 118701 (2004).
P. Holme, Modern temporal network theory: a colloquium. Eur Phys J B. 2015; 88(9):234. doi: 10.1140/epjb/e2015-60657-4
M. E. J. Newman, Networks: An Introduction (Oxford University Press, Oxford, 2010).
B. D. Hughes, Random Walks and Random Environments: Vol. 1: Random Walks (Oxford University Press, USA, 1996).
T. Michelitsch, A. P. Riascos, B.A. Collet, A. Nowakowski, F. Nicolleau, Fractional Dynamics on Networks and Lattices, ISTE-Wiley March 2019, ISBN : 9781786301581.
A.P. Riascos, J.L. Mateos, Random walks on weighted networks due to human mobility, PLOS ONE 12(10): e0184532 (2017), https://doi.org/10.1371/journal.pone.0184532.
M. Benzi, D. Bertaccini, F. Durastante, I. Simunec, Non-local network dynamics via fractional graph Laplacians, Journal of Complex Networks (2020) Page 1 of 27 doi: 10.1093/comnet/cnab032
D. Bianchi, M. Donatelli, F. Durastante, and M. Mazza, Compatibility, Embedding and Regularization of Non-Local Random Walks on Graphs (2021), submitted. Preprint: arXiv:2101.00425 [math.NA].
F. Arrigo and F. Durastante, Mittag-Leffler functions and their applications in network science (2021), submitted. Preprint: arXiv:2103.12559 [math.NA].
A. P. Riascos, T. M. Michelitsch, A. Pizarro-Medina, Non-local biased random walks and fractional transport on directed networks, Phys. Rev. E 102, 022142 (2020).
T.M. Michelitsch, F. Polito, A.P. Riascos, Biased continuous-time random walks with Mittag–Leffler jumps, Fractal Fract. 2020, 4, 51; doi:10.3390/fractalfract4040051 arXiv:2010.00546}

[10] Michelitsch T.M., Riascos A.P., Generalized fractional Poisson process and related stochastic dynamics. Fract. Calc. Appl. Anal. 2020, 23, No 3, 656-693 (2020). [arXiv:1906.09704 (cond-mat.stat-mech)]
[11] V. Belik, T. Geisel, D. Brockmann, Recurrent host mobility in spatial epidemics: beyond reaction-diffusion, Eur. Phys. J. B 84, 579-587 (2011), doi: 10.1140/epjb/e2011-20485-2.
[12] L. Feng, Q. Zhao, C. Zhou, Epidemic spreading in heterogeneous networks with recurrent mobility patterns, Phys. Rev. E 102, 022306 (2020), doi: 10.1103/PhysRevE.102.022306.
[13] D.J. Watts, S.H. Strogatz, Collective dynamics of 'small-world' networks. Nature. 393 (6684): 440–442 (1998).
[14] R. Albert, A.-L. Barabási, 2002, Statistical mechanics of complex networks. Rev. Mod. Phys. 74, 47.
[15] P. Van Mieghem, P., 2011, Graph Spectra for Complex Networks Cambridge University Press, Cambridge, England.
[16] A.-L. Barabási, Network science (Cambridge University Press, Cambridge, 2016).
[17] J. D. Noh and H. Rieger, Random walks on complex networks. Phys. Rev. Lett. 92, 118701 (2004).
[18] P. Holme, Modern temporal network theory: a colloquium. Eur Phys J B. 2015; 88(9):234. doi: 10.1140/epjb/e2015-60657-4
[19] M. E. J. Newman, Networks: An Introduction (Oxford University Press, Oxford, 2010).
[20] B. D. Hughes, Random Walks and Random Environments: Vol. 1: Random Walks (Oxford University Press, USA, 1996).
[21] T. Michelitsch, A. P. Riascos, B.A. Collet, A. Nowakowski, F. Nicolleau, Fractional Dynamics on Networks and Lattices, ISTE-Wiley March 2019, ISBN : 9781786301581.
[22] A.P. Riascos, J.L. Mateos, Random walks on weighted networks due to human mobility, PLOS ONE 12(10): e0184532 (2017), https://doi.org/10.1371/journal.pone.0184532.
[23] M. Benzi, D. Bertaccini, F. Durastante, I. Simunec, Non-local network dynamics via fractional graph Laplacians, Journal of Complex Networks (2020) Page 1 of 27 doi: 10.1093/comnet/cnab032
[24] D. Bianchi, M. Donatelli, F. Durastante, and M. Mazza, Compatibility, Embedding and Regularization of Non-Local Random Walks on Graphs (2021), submitted. Preprint: arXiv:2101.00425 [math.NA].
[25] F. Arrigo and F. Durastante, Mittag-Leffler functions and their applications in network science (2021), submitted. Preprint: arXiv:2103.12559 [math.NA].
[26] A. P. Riascos, T. M. Michelitsch, A. Pizarro-Medina, Non-local biased random walks and fractional transport on directed networks, Phys. Rev. E 102, 022142 (2020).
[27] A.P. Riascos, J.L. Mateos, Random walks on weighted networks: a survey of local and non-local dynamics. Journal of Complex Networks 9(5), cnab032 (2021). doi: 10.1093/comnet/cnab032
[28] T.M. Michelitsch, F. Polito, A.P. Riascos, Biased continuous-time random walks with Mittag–Leffler jumps, Fractal Fract. 2020, 4, 51; doi:10.3390/fractalfract4040051 arXiv:2010.00546