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Abstract—Virtualized small cell networks (SCNs) integrated with mobile edge computing (MEC) is a promising paradigm to provide both wideband access and intensive computation economically for user equipments (UEs) in the scenario of multiple mobile virtual network operators and infrastructure providers. However, the model of offloading in this case is often of high complexity and lacks effective solution. In this paper, by jointly considering offloading, time slice and power allocation, we formulate the energy consumption reduction of the UEs in virtualized SCNs with MEC as a mixed integer nonlinear programming. Our aim is to minimize the total energy consumption of the UEs subject to minimum overall throughput of the network. To solve the problem efficiently, we convert it into a biconvex problem by adding auxiliary variable, which enables the derivation of an efficient iterative algorithm by two subproblems. Towards the first subproblem, we introduce local variables to handle the coupling constraint, and propose an alternating direction method of multipliers (ADMM)-based distributed algorithm, where the closed-form expressions of the optimal solutions in variables updating are derived. For the second subproblem, the closed-form expressions of the optimal solution is also derived. Finally, the effectiveness of the proposed algorithm is demonstrated by extensive simulations with different system configurations.
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I. INTRODUCTION

With the vigorous development of mobile Internet and Internet of Things [1], many innovative wireless data services are emerging, such as automatic driving, virtual reality, and mobile payment [2]. Accordingly, the mobile intelligent terminal gradually replaces the personal computer and becomes the main tool in everyday life. These trends pose great challenges to the conventional mobile cellular networks and cloud computing mode [3]. On one hand, the cell partition and spectrum usage of conventional cellular cannot satisfy the access of large number of mobile intelligent terminals. On the other hand, some services with high real-time requirements are very sensitive to latency, while the traditional cloud computing mode requires that the tasks be transferred to the cloud computing center. Since the center often locates in the core network, the returning of the computation results leads to large latency.

To handle the challenge of large capacity access, the future 5G [4], [5] will mainly adopts small cell networks (SCNs) [6], [7] to absorb large amounts of demands on wireless access. In SCNs, the macro base station (MBS) is mainly employed to cover the whole service area, while multiple small base stations (SBS) are deployed to increase the spatial multiplexing of spectrum, which can improve the spectral efficiency and network capacity. Moreover, because of the closer distance between the SBS and user equipment (UE), the energy consumption caused by distance loss is greatly reduced.

Meanwhile, mobile edge computing (MEC) [8] is a promising technique for enabling massive scale computing from the heavily loaded cellular network, and is being actively standardized by European telecommunications standards institute (ETSI) [9], [10]. Its main idea is to move the cloud computing platform from the core networks to the edge of wireless access network. The proposal of MEC brings the following benefits. Firstly, by deploying computing and storage platforms on the edge of access network, the returning of the computation results leads to large latency.

To some extent, since SBS can be considered as the edge of future 5G networks, it goes without saying that the advantages of both can be obtained by deploying MEC servers at SBSs. In fact, ETSI has extended MEC further from traditional MBS to the wireless edge devices including SBS, so as to improve network performance [10].
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However, deploying MEC servers on SBSs will inevitably lead to an increase in construction and operating expenses of the infrastructure providers (InPs). In recent years, following its success in reducing the operation and capital expenses, wireless virtualization [11] has been considered as the distinct feature of future 5G networks. The efficacy of wireless virtualization relies on decoupling the physical wireless network infrastructure and spectrum resources from the InPs, and abstracting them into various customized network slices. The slices are shared by multiple mobile virtualized network operators (MVNOs), so the innovative services can be deployed rapidly and flexibly with less costs [12], [13]. By introducing wireless virtualization to MEC aided SCNs, SBSs and MEC servers can be virtualized and shared among multiple MVNOs, so that the service deployment and operating costs of the InPs are greatly reduced.

To achieve a desirable tradeoff between user experience, energy consumption and operating costs in virtualized SCNs with MEC, the offloading problem should be well handled, which has critical impact on the above metrics. The concept of offloading [14] is utilized to address the resource allocation, task and UE association in mobile computing. By far, it is often formulated as a resource allocation problem and solved centrally by optimization theory. Although dedicated works have been done on this area, these results are not very suitable for the virtualized SCNs with MEC, because in this scenario, the model should includes multiple MVNOs, UEs and InPs, which indicates that the centralized solutions are inefficient because of high complexity and expense of overhead.

In this paper, we consider a virtualized SCN scenario, where each SBS is integrated with one MEC server, while these resources are virtualized into multiple slices to allocate among multiple UEs, MVNOs and InPs. We concentrate exclusively on the joint UE association, time slice and power optimization in a distributed manner, so as to minimize the energy consumption of the UEs effectively. The main contributions of the paper are summarized as follows.

- The minimization of energy consumption for all the UEs is formulated as a mixed integer nonlinear programming (MINLP), by taking both the task transmission and local computation into consideration. The formulation is flexible to handle offloading, time slice and power optimization among multiple UEs, MVNOs and InPs, subject to access capacity and minimum overall throughput constraints.
- To handle the formulated problem efficiently, it is converted into a biconvex problem by adding auxiliary variable. And then, an efficient iterative algorithm is proposed by decomposing the biconvex problem into two subproblems. For the first subproblem, local variables are introduced to handle the coupling constraint and convert the problem into the desired form, by which an alternating direction method of multipliers (ADMM)-based distributed algorithm is proposed.
- The closed-form expressions of the optimal solutions for the variables updating in each subproblems are derived, which are utilized to reduce the complexity of the proposed algorithm.
- Extensive simulations are conducted to evaluate the performance, convergence, and the complexity of the proposed algorithm by comparing with the other baseline algorithms.

The reminder of this paper is organized as follows. Section II concludes the related works. Section III presents the system model and problem formulation. To solve the formulated problem, we propose a distributed algorithm in Section IV. Simulation results and discussions are demonstrated in Section V. Finally, Section VI concludes this study.

II. RELATED WORKS

While reducing latency is a critical concern of offloading [16], [17], the high complexity makes the problem more intricate in multi-user scenario. In [18], the computation offloading in multi-channel wireless interference is formulated as the multi-user offloading game, and a distributed algorithm is proposed to achieve Nash equilibrium. To improve the transmission rate, the offloading in multiple-input multiple-output networks is studied in [19], in which the UE and the BS are equipped with multiple antennas. The radio and computation resources are jointed assigned according to the solution of the formulated optimization model. To reduce the complexity, the authors proposed a successive convex approximation, which can converge to the local optimal solution of the original problem. For the dynamic energy supply case, the offloading problem is addressed for the energy harvested UE in [20]. The proposed algorithm requires no statical information, so the overhead expense is greatly reduced. In [21], the offloading for the multiple-user is studied with time-division multiple access (TDMA) and orthogonal frequency division multiple access (OFDMA), respectively. To solve the mixed integer optimization for the OFDMA case, a sub optimal algorithm is proposed by transferring the OFDMA problem to the TDMA case, so that the energy consumption can be reduced based on the closed-form threshold. However, all these previous works consider the multi-user and single MEC server assumption, and do not involve the multi-user multi-MEC server scenario.

In fact, for the virtualized SCNs with MEC, the offloading problem has inherent high complexity due to the consideration of multiple users, multiple MEC servers and multiple InPs. Some existing works have made good attempt in this direction, for example, in [22] the authors investigated the task offloading problem in SCNs in the context of wireless virtualization and software defined network, in which the multi-MEC server is considered. To solve the task offloading problem efficiently, a scheme is proposed by dividing the formulated problem into two sub problems. However, its solution is based on the centralized optimization, while our method is on the basis of alternating direction method of multipliers (ADMM) algorithm in a distributed manner. Moreover, in [22], the objective is to minimize the latency, while in our study, the energy consumption is the optimized metric. In the context of ultra dense Internet of Things networks, the offloading problem for multi-MEC server is also investigated in [23]. To avoid the high complexity, game theory and greedy methods are utilized to solve the problem, and a two-tier game theoretic greedy
offloading algorithm is developed. The scheme still belongs to the processing in the centralized manner, and the solution is based on the heuristics, where as in our study, the proposed algorithm is in the distributed manner and on the basis of deterministic optimization theory. Tan et al. [24], [25] proposed an offloading strategy for the scenario of multiple users, multiple MEC servers, and multiple MVNOs in SCNs. To reduce the complexity, ADMM algorithm is adopted to solve the formulated mixed integer programming in the distributed manner. Differently, the optimization objective in [24], [25] is to maximize the difference between user rate and operating costs, where as our study mainly focus on the minimizing energy consumption of the UEs. In [26], [27], Guo et al. also investigated the energy consumption of the users in SCNs with MEC, and formulated the offloading decision, computation chip, and wireless channel allocation jointly as a MINLP. The proposed algorithm in [26], [27] solve the problem centrally, and is based on the heuristic methods, such as genetic algorithm and particle swarm optimization, where as our method provide a distributed way to obtain the optimal solution, which is mainly based on the closed form expression derived by Karush-Kuhn-Tucher (K. K. T.) contribution. For the distributed offloading in SCNs, Li et al. also investigated the energy consumption in [28]. They formulated the optimization objective as the weighted sum of energy and latency, and proposed a belief propagation algorithm to obtain the task allocation. Different from that, in our study, the distributed algorithm is on the basis of ADMM algorithm. Moreover, in [28] partial user associations are predetermined by the positional relationship, where as in our study, it is totally determined by the output of the proposed algorithm.

Table I summarizes the difference of the proposed algorithm from the existing works.

### III. SYSTEM MODEL AND PROBLEM FORMULATION

#### A. System Model

As depicted in Fig. 1, we consider the uplink of virtualized SCNs with MEC, which includes InP part, MVNO part, and wireless virtualization part. InP part consists of M InPs, and let \( M_{\text{InP}} = \{1, \ldots, M\} \) denote the set of all InPs. Each InP \( i \in M_{\text{InP}} \) owns one MBS and a set of SBSs \( S_i \). Each SBS \( j \in S_i \) is integrated with one MEC server. MVNO part includes \( N \) MVNOs, and let \( N_{\text{MVNO}} = \{1, \ldots, N\} \) denote the set of all MVNOs. Each MVNO \( n \in N_{\text{MVNO}} \) has a set of subscribed UEs \( U_n \). Each UE \( u \in U_n \) locates randomly in the area covered by the InPs, and subscribes its services from MVNO \( n \). We assume that all the SBSs and UEs are equipped with single antenna. Wireless virtualization part consists of the slicing of the SBSs and MEC servers owned by the InPs and the allocation of the slices among the MVNOs. Let \( t \) denote the uplink duration of each SBS, and we assume that all the SBSs are synchronized [25], [32]. At the beginning of each uplink duration, each UE has one task to be computed, which is split into two parts. One part is computed by UE itself, while the other part is transmitted through one SBS and computed by the corresponding MEC server. It is assumed that each UE can communicate to all the SBSs of the InPs, but it only offloads its task to a particular SBS and MEC server, which is selected by its MVNO. Each UE employs the time slices of the SBSs and the computation slices of MEC servers by its MVNO, while each MVNO pays the rents to the InPs for the utilization of their network resources.

#### B. Problem Formulation

The total energy consumption of each UE \( u \) is formulated as the sum of \( E_{u}^T \) and \( E_{u}^L \). \( E_{u}^T \) is the energy consumption from task transformation of UE \( u \). Denote \( a_{u,j} \) as the transmission time of UE \( u \) to SBS \( j \), and let \( x_{u,j} \) be the association for UE \( u \) and SBS \( j \), i.e., \( x_{u,j} = 1 \) when UE \( u \) is associated with SBS \( j \), otherwise, \( x_{u,j} = 0 \). Thus, \( E_{u}^T \) can be expressed as

\[
E_{u}^T = \sum_{i=1}^{M} \sum_{j \in S_i} P_{u} a_{u,j} x_{u,j},
\]

where \( P_{u} \) denotes the transmission power of UE \( u \). \( E_{u}^L \) represents the energy consumption from local computing of UE \( u \), which can be written as

\[
E_{u}^L = \left( R_u - \sum_{i=1}^{M} \sum_{j \in S_i} r_{u,j} a_{u,j} x_{u,j} \right) P_c,
\]

where \( P_c \) is the energy consumption per bit by local computing, and \( R_u \) is the initial data amount of its task. \( r_{u,j} \) denotes the channel rate from UE \( u \) to SBS \( j \), and can be expressed as

\[
r_{u,j} = B \log_2 \left( 1 + \frac{P_u h_{u,j}}{N_0 + I} \right),
\]

where \( B \) is the spectrum bandwidth, and \( h_{u,j} \) is the channel gain from UE \( u \) to SBS \( j \). Here, \( h_{u,j} = \frac{1}{d_{u,j}^2} \), where \( h \) is the

---

**Table I: Comparison with Existing Works**

| Work | [23] | [24] | [28] | [26, 25] | [26, 27] | Proposed |
|------|------|------|------|---------|---------|----------|
| Optimization objective | delay | delay & energy | delay & energy | user rate & operating cost | energy | energy |
| Controlled or Distributed | C | D | D | D | D | D |
| Heuristic or Deterministic | Deterministic | Heuristic | Deterministic, heuristic, greedy | Deterministic | Deterministic, heuristic, greedy, ADMM |
| Multiple MEC | Y | Y | Y | Y | Y | Y |
norm of zero-mean, independent, circular-symmetric complex
Gaussian random variable with variances 1, \( d_{u,j} \) is the distance from UE \( u \) to SBS \( j \), and \( \varphi \) is the path loss factor. \( N_0 \) is the power of the background noise, and \( I \) denotes the maximum tolerable interference level [33], [34]. Thus, the considered task offloading problem can be formulated as

\[
\begin{align*}
\text{(P1)} \quad & \min_{a_{u,j}, r_{u,j}, P_u} \quad \sum_{u=1}^{N} \sum_{j=1}^{S_i} (E_u^L + E_u^T) \\
\text{s.t.} \quad & 0 \leq P_u \leq P_{\text{max}}, \quad \forall u \in U, \forall n \in N_{\text{MVNO}}, \\
& \sum_{n=1}^{M} \sum_{u=1}^{U} \sum_{j=1}^{S_i} a_{u,j} r_{u,j} \geq R_T, \\
& \sum_{j=1}^{S_i} x_{u,j} = 1, \quad \forall u \in U, \forall n \in N_{\text{MVNO}}, \\
& \sum_{u=1}^{U} a_{u,j} \leq t, \quad \forall j \in S_i, \forall i \in M_{\text{InP}}, \\
& \sum_{i=1}^{U} a_{u,j} r_{u,j} \leq R_u, \quad \forall u \in U, \forall n \in N_{\text{MVNO}}, \\
& a_{u,j} \leq x_{u,j} t, \quad \forall u, j, \\
& x_{u,j} \in \{0, 1\}, \quad \forall u, j, \\
& a_{u,j} \geq 0, \quad \forall u, j.
\end{align*}
\]

Objective function (4) is to minimize the overall energy consumption for all the UEs by jointly optimizing the transmission slot variable \( a_{u,j} \), association variable \( x_{u,j} \), and power variable \( P_u \). Constraint (5) states the transmission power of each UE cannot exceed the maximum threshold \( P_{\text{max}} \) and is no less than 0. Constraint (6) guarantees that the minimum throughput of the wireless network is no less than the rate threshold \( R_T \). Constraint (7) indicates that each UE offloads its task to only one MEC server. Constraint (8) states that for each MEC server, its total reception duration should not exceed the uplink duration of the InPs. Constraint (9) indicates that for each UE, its offloaded data amount should not exceed the original task amount. Constraint (10) states that only when a MEC server is associated with a UE, can the corresponding transmission duration be non-zero, otherwise, it equals 0. Constraint (11) claims the range of the binary variables.

IV. PROBLEM SOLVING VIA DISTRIBUTED OPTIMIZATION

Since objective function (4) contains the product of binary variable \( x_{u,j} \) and log function of \( P_u \), it makes problem P1 combinatorial. Besides, due to constraint (6), each \( a_{u,j} \) and \( P_u \) are coupling together, which makes the problem indecomposable. These properties make the optimization of P1 computationally infeasible for large network and hard to provide useful insight. Inspired by the efficient methods of handling joint optimization to MINLP [25], [27], [29], [32], we introduce auxiliary variable to convert the original problem into a biconvex optimization [35] when discarding integer variable \( x_{u,j} \) and the involved constraints. And then, an alternate convex search [35]-based framework is proposed to exploit the convex substructure and solve the biconvex problem efficiently. In the proposed framework, the biconvex problem is decomposed into two subproblems with integer variable and constraints previously discarded. By iterating the optimal solutions of the two subproblems mutually, the optimized variables will converge, which is considered as the approximate solution of P1.

A. Biconvexity Transformation of Problem P1

When discarding \( x_{u,j} \) and the involved constraints, P1 can be converted to a biconvex problem equivalently. To show this, we introduce auxiliary variable \( y_{u,j} \), which denotes the slice of the uplink duration allocated to UE \( u \) by SBS \( j \). Note that \( a_{u,j} \) and \( y_{u,j} \) are the transmission time from UE \( u \) and SBS \( j \), respectively. If \( y_{u,j} < a_{u,j} \), partial transmission energy of UE \( u \) will be wasted since SBS \( j \) only allocates \( y_{u,j} \) to UE \( u \). If \( a_{u,j} > y_{u,j} \), partial slice will be idle and does not produce energy consumption, because UE \( u \) only transmits by length of \( a_{u,j} \). Hence, these two cases are excluded while our formulation focuses on case \( a_{u,j} = y_{u,j} \). Thus, the energy consumptions of all the UEs from task transmission and local computation can be expressed respectively as

\[
\begin{align*}
\text{(P2)} \quad & \min_{P_u, y_{u,j}, a_{u,j}} \quad \sum_{n=1}^{N} \sum_{i=1}^{M} \sum_{j=1}^{S_i} y_{u,j} P_u, \\
\text{s.t.} \quad & y_{u,j} = a_{u,j}, \quad \forall u, j, \\
& a_{u,j} \in \Phi_1, \quad \forall u, j, \quad y_{u,j} \in \Phi_2, \quad \forall u, j, \\
& P_u \in \Phi_3, \quad \forall u.
\end{align*}
\]

Thus, by discarding \( x_{u,j} \) and the involved constraints, P1 is rewritten as

\[
\begin{align*}
\text{(P2)} \quad & \min_{P_u, y_{u,j}, a_{u,j}} \quad f_1(y_{u,j}, P_u) + f_2(a_{u,j}, P_u) \\
\text{s.t.} \quad & y_{u,j} = a_{u,j}, \quad \forall u, j, \\
& a_{u,j} \in \Phi_1, \quad \forall u, j, \quad y_{u,j} \in \Phi_2, \quad \forall u, j, \\
& P_u \in \Phi_3, \quad \forall u.
\end{align*}
\]

where \( \Phi_d = \{P_u | 0 \leq P_u \leq P_{\text{max}}\} \),

\[
\Phi_1 = \left\{ y_{u,j} \mid y_{u,j} \geq 0 \quad \& \& \quad \sum_{k=1}^{N} \sum_{i \in U_k} y_{u,j} \leq t \right\},
\]

\[
\Phi_2 = \left\{ a_{u,j} \mid a_{u,j} \geq 0 \quad \& \& \quad \sum_{i \in S_i} a_{u,j} r_{u,j} \leq R_u \quad \& \& \quad \sum_{n=1}^{N} \sum_{u \in U} \sum_{j=1}^{S_i} a_{u,j} r_{u,j} \geq R_T \right\}.
\]

Note that with constraint (16), it is easy to derived that the objective function of P2 equals that of P1.

**Lemma 1:** Given \( P_u = \tilde{P}_u \in \Phi_3 \), problem P2 is convex in \( y_{u,j} \) and \( a_{u,j} \), respectively.

**Proof:** See Appendix A.
Lemma 2: Given $y_{u,j} = y_{u,j} \in \Phi_1$, problem P2 is convex in $P_u$.

Proof: See Appendix B.

Lemma 3: Given $a_{u,j} = a_{u,j} \in \Phi_2$, problem P2 is convex in $P_u$.

Proof: See Appendix C.

Proposition 1: Problem P2 is biconvex for $P_u \in \Phi_3$ and $y_{u,j} \in \Phi_1$, meanwhile, it is also biconvex for $P_u \in \Phi_3$ and $a_{u,j} \in \Phi_2$.

Proof: According to the definition of biconvex [35], a function $f(x,y): X \times Y \rightarrow \mathbb{R}$ is biconvex if and only if $f(x,y)$ is convex in $y$ given $x \in X$ and convex in $x$ given $y \in Y$. Combining Lemmas 1 and 2, it can be derived by the definition that P2 is biconvex for $P_u \in \Phi_3$ and $y_{u,j} \in \Phi_1$. Similarly, by combining Lemmas 1 and 3, it is also proved that P2 is biconvex for $P_u \in \Phi_3$ and $a_{u,j} \in \Phi_2$. Therefore, the Proposition is proved.

Since P2 is biconvex, a couple of methods [35] can be utilized to solve it efficiently. Here, we develop an alternate convex search [35]-based framework, which exploit the convex structure of the problem. The framework decomposes P2 into two subproblems by dividing the variables into $P_u$ and $(a_{u,j}, y_{u,j})$. The first sub problem is to optimize $(a_{u,j}, y_{u,j})$ under fixed transmission power $P_u$ via ADMM, where $a_{u,j}$ and the involved constraints are added in the iteration. The second one is to optimize $P_u$ under obtained $(a_{u,j}^*, y_{u,j}^*)$. The details are presented in the following subsections.

B. Solving $(a_{u,j}, y_{u,j})$ Under Fixed Transmission Power $P_u$ via ADMM

For any fixed $P_u$, P2 degenerates into the one of jointly optimizing $(a_{u,j}, y_{u,j})$ in $f_1(y_{u,j}) + f_2(a_{u,j})$ over constraint (16) and sets $\Phi_1$, $\Phi_2$. With Lemmas 1 and 2, it can be obtained that $\Phi_1$ and $\Phi_2$ are both convex sets while $f_1(y_{u,j}) + f_2(a_{u,j})$ and (16) are also convex. Hence, the degenerated problem can be solved efficiently via ADMM [15], which is well suited to distributed convex optimization. Note that objective function $f_1(y_{u,j}) + f_2(a_{u,j})$ and constraint (16) are compatible with the form of [15, eq. (3.1)] by taking $A = I$, $B = -I$ and $C = 0$. Therefore, to obtain the desired form, we retain $f_1(y_{u,j}) + f_2(a_{u,j})$ and constraint (16) while bring the remaining constraints into the follow-up, according to which the augmented Lagrange function can be expressed as

$$L_P(a_{u,j}, y_{u,j}, \lambda_{u,j}) = \sum_{n=1}^{N} \sum_{u \in U_n} \left(R_u - M \sum_{i=1}^{M} r_{u,j} a_{u,j}\right) P_c$$
$$+ \sum_{n=1}^{N} \sum_{u \in U_n} \sum_{j \in S_i} P_u y_{u,j}$$
$$+ \sum_{n=1}^{N} \sum_{u \in U_n} \sum_{j \in S_i} \lambda_{u,j} (a_{u,j} - y_{u,j})$$
$$+ \sum_{n=1}^{N} \sum_{u \in U_n} \sum_{j \in S_i} \frac{\rho}{2} (a_{u,j} - y_{u,j})^2,$$

where $\lambda_{u,j}$ are the Lagrange multipliers associated with constraint (16) and $\rho$ is penalty factor.

With (21) and ADMM procedure [15], the distributed optimization iteration can be expressed as follows. Starting by initializing $(y_{u,j}^{(0)}, a_{u,j}^{(0)}, \lambda_{u,j}^{(0)})$, $k = 0$, the solution of the $k$-th iteration $(y_{u,j}^{(k)}, a_{u,j}^{(k)}, \lambda_{u,j}^{(k)})$ is known, then the following three updating processes are utilized to obtain $(y_{u,j}^{(k+1)}, a_{u,j}^{(k+1)}, \lambda_{u,j}^{(k+1)})$.

a) Updating $a_{u,j}^{(k+1)}$: By solving augmented Lagrange function (21), $a_{u,j}^{(k+1)}$ is obtained with given $(y_{u,j}^{(k)}, \lambda_{u,j}^{(k)})$ as

$$\min_{a_{u,j}} L_P(a_{u,j}, y_{u,j}, \lambda_{u,j})$$
$$\text{s.t.} \quad a_{u,j} \in \Phi_2, \quad \forall u,j.$$

where $L_P(a_{u,j}, y_{u,j}, \lambda_{u,j}) = \sum_{n=1}^{N} \sum_{u \in U_n} \sum_{j=1}^{M} \sum_{S_i} [\frac{\rho}{2} (a_{u,j}^{(k)} - y_{u,j}^{(k)})^2 + \lambda_{u,j}^{(k)} (a_{u,j}^{(k)} - y_{u,j}^{(k)})].$ However, due to the coupling constraint (6) in $\Phi_2$, the above problem is indecomposable for each MVNO $n \in \mathcal{N}_{MVNO}$. To handle this issue, we introduce the local copy $a_n$ of the related global variable $a$ for each MVNO $n$. Note that $a_n = [\ldots, a_{u,j}, \ldots, a_{u,j}] \in \mathcal{N}_{MVNO}$. To handle this issue, we introduce the local copy $a_n$ of the related global variable $a$ for each MVNO $n$. Note that $a_n = [\ldots, a_{u,j}, \ldots, a_{u,j}] \in \mathcal{N}_{MVNO}$. To handle this issue, we introduce the local copy $a_n$ of the related global variable $a$ for each MVNO $n$. Note that $a_n = [\ldots, a_{u,j}, \ldots, a_{u,j}] \in \mathcal{N}_{MVNO}$. To handle this issue, we introduce the local copy $a_n$ of the related global variable $a$ for each MVNO $n$. Note that $a_n = [\ldots, a_{u,j}, \ldots, a_{u,j}] \in \mathcal{N}_{MVNO}$. To handle this issue, we introduce the local copy $a_n$ of the related global variable $a$ for each MVNO $n$. Note that $a_n = [\ldots, a_{u,j}, \ldots, a_{u,j}] \in \mathcal{N}_{MVNO}$.

B. Solving $(a_{u,j}, y_{u,j})$ Under Fixed Transmission Power $P_u$ via ADMM

$$L_P(a_{u,j}, y_{u,j}, \lambda_{u,j}) = \sum_{n=1}^{N} \sum_{u \in U_n} \left[R_u - M \sum_{i=1}^{M} r_{u,i} a_{u,i}\right] P_c$$
$$+ \sum_{n=1}^{N} \sum_{u \in U_n} \sum_{j \in S_i} P_u y_{u,j}$$
$$+ \sum_{n=1}^{N} \sum_{u \in U_n} \sum_{j \in S_i} \lambda_{u,j} (a_{u,j} - y_{u,j})$$
$$+ \sum_{n=1}^{N} \sum_{u \in U_n} \sum_{j \in S_i} \frac{\rho}{2} (a_{u,j} - y_{u,j})^2,$$
where \( \lambda_{n,u,j} \) are the Lagrange multipliers associated with constraint (27), \( \rho_0 \) is the corresponding penalty factor. It is easy to derive that the above problem is convex, so we launch an inner ADMM iteration to solve it as
\[
a_{n,u,j}^{(k+1)} = \arg \min_{a_{n,u,j}} L_{a_{n,u,j}, y_{u,j}^{(k)}}^{\rho} \left( a_{n,u,j}, y_{u,j}^{(k)} \right) + \frac{\rho_0}{2} \left( a_{n,u,j} - a_{u,j}^{(k)} \right)^2 ,
\]
where \( k' \) is the inner iteration index. Given an initial value \((a_{n,u,j}^{0}, a_{u,j}^{0}, \lambda_{n,u,j}^{0})\) and stop criterion, the inner iteration is employed to obtained \( a_{u,j}^{(k+1)} \).

It can be observed that (29) is untraceable, since problem (26) still belongs to MINLP. Thus, to solve it efficiently, we propose a procedure based on the traversal search to obtain the closed-form expression of the optimal solution. The idea behind the proposition is as follows. Firstly, \( x_{u,j} \) is fixed by utilizing the feature of constraint (7). Substituting fixed \( x_{u,j} \) into problem (26), it can be solved efficiently by the proposed proposition. After that, it moves to the next value of \( x_{u,j} \) through traversal search. Note that due to the proposed decomposition, the number of \( x_{u,j} \) has been reduced from \( \sum_{u \in U_n} \sum_{n \in N_{MVNO}} |U_n| \sum_{i \in i} \sum_{S_i} |S_i| \) to \( |U_n| \sum_{i \in i} \sum_{S_i} |S_i| \).

**Proposition 2:** For each \( u \in U_n, j \in S_i, i \in M_{\text{InP}} \), the optimal solution \( a_{u,j}^{*} \) for problem (26) can be obtained as
\[
a_{u,j}^{*} = \frac{\sum_{n=1}^{N} \sum_{u \in U_n} \sum_{i \in S_i} a_{n,u,j}^{*} \sum_{n \in N_{MVNO}} \sum_{i \in M_{\text{InP}}} U_n |S_i|}{\sum_{n=1}^{N} \sum_{u \in U_n} \sum_{i \in S_i}}.
\]

where
\[
a_{n,u,j}^{*} = \begin{cases} a_{n,u,j}^{*}, & j = \arg \min_{z \in S_i} \sum_{i \in M_{\text{InP}}} L_{a_{u,j}^{*}}^{\rho}(a_{n,u,j}), \\ 0, & \text{otherwise}. \end{cases}
\]

\( a_{n,u,j}^{*} \) is expressed at the top of next page, where
\[
h = \left( \lambda_{u,j}^{(k)} - \rho_0 a_{u,j}^{(k)} - r_{u, \rho} + \rho y_{u,j}^{(k)} \right) + \sum_{n=1}^{N} u \in U_n \sum_{i=1}^{M} S_i \lambda_{n,u,j}^{(k)} / \rho.
\]

**Proof:** See Appendix D.

The updating process of \( a_{u,j}^{(k+1)} \) is presented as Algorithm 1. The iteration stop criterion is
\[
\| \sum_{n=1}^{N} \sum_{u \in U_n} \sum_{i=1}^{M} S_i \sum_{i \in S_i} \left( a_{n,u,j}^{(k+1)} - a_{n,u,j}^{(k)} \right) \|^2 \leq \varepsilon_0 ,
\]
in which \( \varepsilon_0 \) is the tolerance for the primal and dual feasibility conditions in ADMM [15]. Note that in each iteration of Algorithm 1, each MVNO \( n \in N_{MVNO} \) updates \( a_{n,u,z}^{(k'+1)} \) and \( \lambda_{n,u,z}^{k'+1} \) independently, while a data center is employed to collect and exchange data for them.

b) Updating \( Y_{u,j}^{(k+1)} \): When \( a_{u,j}^{(k+1)} \) is obtained, \( Y_{u,j}^{(k+1)} \) is updated by solving the following problem.
\[
\begin{align*}
\min_{y_{u,j}} & \quad L_{a_{u,j}, \lambda_{u,j}}^{\rho} \left( y_{u,j}, a_{u,j}^{(k+1)}, \lambda_{u,j}^{(k)} \right) \\
= & \quad \frac{\rho}{2} \left( a_{u,j}^{(k+1)} - y_{u,j} \right)^2 + P y_{u,j} \\
& \quad + \frac{\rho}{2} y_{u,j}^2 + \lambda_{u,j}^{(k)} \left( a_{u,j}^{(k+1)} - y_{u,j} \right) \\
s.t. & \quad y_{u,j} \in \Phi_1, \quad \forall u, j.
\end{align*}
\]

Similarly, note that set \( \Phi_1 \) in (19) and the objective function (35) are decomposable for each InP \( i \in M_{\text{InP}} \). Thus, it is decomposed to multiple subproblems, which is solved by each InP individually. That is, for each SBS and MEC \( j \in S_i, \) InP \( i \) solves the following problem.
\[
\begin{align*}
\min_{y_{u,j}} & \quad L_{a_{u,j}, \lambda_{u,j}}^{\rho} \left( y_{u,j}, a_{u,j}^{(k+1)}, \lambda_{u,j}^{(k)} \right) \\
= & \quad \frac{\rho}{2} y_{u,j}^2 + \left( P u - \lambda_{u,j}^{(k)} - \rho a_{u,j}^{(k+1)} \right) y_{u,j} \\
\end{align*}
\]
s.t. \( y_{u,j} \geq 0, \forall u \in U\), \(\forall n \in N_{MVNO}, \forall j \in S_j, (37)\)
\[
\sum_{n=1}^{N} \sum_{u \in U_n} y_{u,j} \leq t, \forall j \in S_j. (38)
\]

Objective function (36) is obtained by decomposing (35) into \(M\) subproblems and removing the terms that do not contain variable \( y_{u,j} \). Constraints (37) and (38) come from the definition of set \( \Phi_1 \) in (19). To solve problem (36) efficiently, we propose a proposition to give out its optimal solution by the closed-form expression.

**Proposition 3:** For each \( j \in S_j \), the optimal solution of problem (36) are given in (39), shown at the bottom of this page, in which \( \gamma = \frac{(P_u - \rho a_{u,j}^{(k)} - \lambda u_{u,j}^{(k)}) y_{u,j}}{|w|} \), \( u = \{ u | P_u - \rho a_{u,j}^{(k)} - \lambda u_{u,j}^{(k)} < 0, u \in U_n, \forall n \in N_{MVNO} \} \).

*Proof:* It can be observed that objective function (36) is the sum of \( \sum_{k \in N_{MVNO}} U_k \) quadratic functions with respect to \( y_{u,j} \), which is convex. Meanwhile, constraints (37) and (38) are all linear constraints, which are also convex. Thus, the augmented lagrangian function of problem (36) can be expressed as
\[
L(y, \beta) = \sum_{k=1}^{N} \sum_{u \in U_k} \left[ \frac{P_u^2}{2} y_{u,j} + (P_u - \rho a_{u,j}^{(k)} - \lambda u_{u,j}^{(k)}) y_{u,j} \right] + \beta_1 \left( \sum_{k=1}^{N} \sum_{u \in U_k} y_{u,j} - t \right) - \sum_{k=1}^{N} \sum_{u \in U_k} \beta u y_{u,j},
\]
where \( \beta_1 \) and \( \beta_u \) are the Lagrange multipliers of constraints (38) and (37), respectively. By utilizing K. T. condition, the corresponding equation set (41)-(47) shown at the bottom of the next page, can be founded at the top of next page. This equation set is solved by the following discussion and derivation. Firstly, when \( P_u - \rho a_{u,j}^{(k)} - \lambda u_{u,j}^{(k)} > 0 \), since the terms \( \rho y_{u,j}^{*} \) and \( \beta_1 \) are all non-negative according to (41) and (48), it can be derived that \( \beta_u > 0 \) from (41). By substituting \( \beta_u > 0 \) into (44), it indicates that \( y_{u,j}^{*} = 0 \), which is the first case of \( y_{u,j} \) in (39). Secondly, when \( P_u - \rho a_{u,j}^{(k)} - \lambda u_{u,j}^{(k)} < 0 \), we assume \( y_{u,j}^{*} = 0 \). By substituting these into (41), it is obtained that \( \beta_1 > 0 \). By substituting \( \beta_1 > 0 \) into (44), there is \( \sum_{k=1}^{N} \sum_{u \in U_k} y_{u,j}^{*} - t = 0 \). This is contradicted with the assumption that \( y_{u,j}^{*} = 0 \), because in that case \( \sum_{k=1}^{N} \sum_{u \in U_k} y_{u,j}^{*} = 0 \). Thus, when \( P_u - \rho a_{u,j}^{(k)} - \lambda u_{u,j}^{(k)} < 0 \), there is \( y_{u,j}^{*} > 0 \). By substituting \( y_{u,j}^{*} > 0 \) into (45), it can be obtained that \( \beta_u = 0 \). Next, by substituting \( \beta_u = 0 \) into (41), \( y_{u,j}^{*} \) can be expressed as
\[
y_{u,j}^{*} = \frac{\rho (a_{u,j}^{(k)} - \lambda u_{u,j}^{(k)}) - P_u - \beta_1}{\rho}.
\]

On the other hand, by utilizing the derived first case of (39), (46) can be rewritten as
\[
\sum_{u \in w} y_{u,j}^{*} - t \leq 0,
\]
in which set \( w \) is defined in Proposition 3. By substituting (48) into (49), it indicates that when \( \sum_{u \in w} (\lambda u_{u,j}^{(k)} - P_u - \beta_1) > t \) holds, \( \beta_1 \) can be expressed as
\[
\beta_1 = \frac{t}{\rho} \sum_{u \in w} (P_u - \lambda u_{u,j}^{(k)} - \rho a_{u,j}^{(k)}) = \frac{t}{\rho} \beta u.
\]

By substituting (50) into (48), the second case of \( y_{u,j}^{*} \) in (39) is derived.

When \( \sum_{u \in w} (\lambda u_{u,j}^{(k)} + P u - a_{u,j}^{(k)} - \beta_1) < t \), together with (42), there is
\[
\sum_{u \in w} (\lambda u_{u,j}^{(k)} + P u - a_{u,j}^{(k)} - \beta_1) < t,
\]
By substituting (51) into (44), it can be derived that \( \beta_1 = 0 \). Thus, the third case of (39) is obtained by substituting this result into (50).
Algorithm 2 For Updating $y_{u,j}^{(k+1)}$

1: Input: $\lambda_{u,j}^{(k)}$, $a_{u,j}^{(k+1)}$, $P_u$, $t$, $\rho$, $\gamma = 0$, $w = 0$, $u \in U_n$, $n \in N_{\text{MVNO}}$, $j \in S_j$.
2: Iteration $k + 1$:
3: for $u = 1:|\sum_{n \in N_{\text{MVNO}}} U_m|$ do
4: if $P_u - \rho a_{u,j}^{(k+1)} - \lambda_{u,j}^{(k)} \geq 0$ then
5: $y_{u,j}^{(k+1)}$ = 0.
6: else
7: Update $w \leftarrow w + [u]$.
8: end if
9: end for
10: $\gamma \leftarrow (tP_u + \sum_{n \in U_n} (P_u - \rho a_{u,j}^{(k+1)} - \lambda_{u,j}^{(k)})) / |w|.$
11: for $u = 1:|w|$ do
12: if $\sum_{n \in U_n} (\lambda_{u,j}^{(k)} + \rho a_{u,j}^{(k+1)} - P_u) \leq \rho t$ then
13: $y_{u,j}^{(k+1)} = (\lambda_{u,j}^{(k)} + \rho a_{u,j}^{(k+1)} - P_u) / \rho$.
14: else
15: $y_{u,j}^{(k+1)} = (\lambda_{u,j}^{(k)} + \rho a_{u,j}^{(k+1)} - P_u - \gamma)$.
16: end if
17: end for
18: Output: $y_{u,j}^{(k+1)}$, $u \in U_n$, $n \in N_{\text{MVNO}}$.

When $\sum_{n \in U_n} (\lambda_{u,j}^{(k)} + \rho a_{u,j}^{(k+1)} - P_u) = t$ holds, by utilizing simultaneous equation (48) and (49), it also can be derived that $\beta_1 = 0$, and this case is also included in the third case of (39). Moreover, when $P_u - \rho a_{u,j}^{(k+1)} - \lambda_{u,j}^{(k)} = 0$, we assume that $y_{u,j}^{*} \neq 0$ and stop it into (45), there is $\beta_u = 0$. Then, (41) can be simplified as $\beta_1 = -\rho y_{u,j}^{*} < 0$, which is contradicted with (42). Hence, in this case, $y_{u,j}^{*} = 0$. We add this result into the first case of (39). Thus, Proposition 3 is proved.

The updating process of $y_{u,j}^{(k+1)}$ is presented as Algorithm 2, by which each InP $i \in M_{\text{InP}}$ can update $y_{u,j}^{(k+1)}$ for its own SBSs and MEC servers.

c) Updating $\lambda_{u,j}^{(k+1)}$: When $a_{u,j}^{(k+1)}$ and $y_{u,j}^{(k+1)}$ are obtained, according to the procedure of ADMM [15], $\lambda_{u,j}^{(k+1)}$ can be computed as

$\lambda_{u,j}^{(k+1)} = \lambda_{u,j}^{(k)} + \rho (a_{u,j}^{(k+1)} - y_{u,j}^{(k+1)})$. (52)

C. UE Power Optimization Under Fixed Offloading Association

For any fixed feasible offloading association $(a, y)$, problem P2 degenerates into

$$\min_{P_u} \sum_{n=1}^{N} \sum_{u \in U_n} [P_a y_n + P_s (R_u - B\log_2(1 + P_u h_u^a) a_u)]$$

s.t. $0 \leq P_u \leq P_{\text{max}}$, $\forall u \in U_n$, $\forall n \in N_{\text{MVNO}}$.

where $a_u = \sum_{i=1}^{M} \sum_{j \in S_i} a_{u,j} a_{u,j}^* h_{u,j}^*$ is the channel gain between UE $u$ and its associated SBS. Note that the objective function and the constraint are convex and decomposable for each $u \in U_n$. So each UE can optimize its power individually by K. K. T. condition, which can be expressed as

$$P_u = \left\{ \begin{array}{ll} \min \left\{ \frac{P_u B}{\ln 2} - \frac{N_{\text{MVNO}}}{h_{u,j}^*} + P_{\text{max}} \right\}, & \text{if } \frac{P_u B}{\ln 2} - \frac{N_{\text{MVNO}}}{h_{u,j}^*} \geq 0, \\
0, & \text{if } \frac{P_u B}{\ln 2} - \frac{N_{\text{MVNO}}}{h_{u,j}^*} < 0. \end{array} \right. $$

(53)

The closed-form (53) provides some insights for the system design. Firstly, when $P_u$ is large, $P_u^*$ will become large to minimize the total energy consumption, because in this case, energy consumption is serious by local computing. Secondly, when $h_{u,j}^*$ is small, $P_u^*$ will become small to avoid energy waste by bad channel.

Thus, the flow diagram of the proposed offloading algorithm is described as Algorithm 3, where the iteration stopping criterion in Step 6 is $||a^{(k+1)} - a^{(k+1)}||_2 \leq \varepsilon_1 \& \& ||a^{(k+1)} - a^{(k)}||_2 \leq \varepsilon_2$, in which $\varepsilon_1$ and $\varepsilon_2$ are the tolerances for the primal and dual feasibility conditions in ADMM [15]. Due to the distributed manner, the overhead expense of the proposed algorithm is slight. Firstly, according to the expression of (39), the updating process of InPs in Step 4 only depends on the iteration result from MVNOs, while it has no correlation to any UEs, so the channel state information (CSI) collection is avoided. Moreover, although the updating process in Step 2 requires CSI collection, the expense is still manageable, because for each MVNO, it only collects the CSIs from its own subscribers.
Algorithm 3 Distributed Algorithm for Offloading and Power Optimization.

1: **Initialization:** $k = 0$, $P_c$, $P_u$, $t$, $\rho$, $h_{u,j}$, $y_{u,j}$, $a_{u,j}$, $\lambda_{u,j}$.
2: **Step1:** Each MVNO $n$ collects $P_u$, $h_{u,j}$, $u \in U_n$, $t$, $\rho$.
   Each InP $i$ collects $P$, $t$, $\rho$. Both of them update $y_{u,j}^{(k)}$, $a_{u,j}^{(k)}$.
3: **Step2:** Each MVNO $n$ and the data run Algorithm 1 to update $a_{u,j}^{(k+1)}$, $u \in U_n$.
4: **Step3:** Each MVNO $n$ transmits $a_{u,j}^{(k+1)}$ to the involved InPs.
5: **Step4:** Each InP $i$ utilizes Algorithm 2 and the received $a_{u,j}^{(k+1)}$ to update $y_{u,j}^{(k+1)}$, $j \in S_i$. Then $\lambda_{u,j}^{(k+1)}$ is update by (52).
6: **Step5:** Each InP $i$ transmits $y_{u,j}^{(k+1)}$, $\lambda_{u,j}^{(k+1)}$, $j \in S_i$ to the involved MVNOs.
7: **Step6:** Each MVNO $n$ updates $P_u$ by (53). Then, the updated data is examined by the iteration stopping criterion.
   If it is satisfied, the iteration stops, and $a_{u,j}^{(k+1)}$ is allocated to the UEs for their association and offloading. Otherwise, $k \leftarrow k+1$, and the procedure returns to Step 2.

D. Complexity Analysis

The complexity of Algorithm 3 is mainly caused by the updating of $a_{u,j}^{(k)}$, $y_{u,j}^{(k)}$, $\lambda_{u,j}^{(k)}$, and $P_u^{(k)}$ in each iteration. Since the computation of $\lambda_{u,j}^{(k)}$ and $P_u^{(k)}$ depends on the closed-form expressions (52) and (53), the complexity mainly comes from Algorithm 1 in step 2 and Algorithm 2 in step 4.

For Algorithm 1, the complexity consists of two parts, one is traversal search on set $\{a_{u,n_u}\}$ for the maximum in (33), while the other one is the computation by (34) to obtain each element of $\{a_{u,n_u}\}$. For the first part, by taking bubble sort algorithm as an example, the complexity is proportional to the size of set $\{a_{u,n_u}\}$, which is $O(|\sum_{n_u \in NMVNO} U_n|^2 |\sum_{i \in MUP} S_i|^2)$. For the second part, since (34) is in closed-form, the complexity is $O(1)$, thus, the complexity of Algorithm 1 for all the UEs can be expressed as $O(|\sum_{n_u \in NMVNO} U_n| |\sum_{n \in NMVNO} U_n|^2 |\sum_{j \in MUP} S_i|^2) = O(1)$. For Algorithm 2, the complexity in each iteration is mainly caused by two loops. The first loop is to construct set $w$, and its complexity is $O(|\sum_{n \in NMVNO} U_n|)$. The complexity in the second loop is to compute the nonzero element of set $w$ with the closed-form (39), and the complexity is $O(|w|)$. Since $|w| \leq |\sum_{n \in NMVNO} U_n|$, the complexity of Algorithm 2 for all MEC servers can be bounded as $O(|\sum_{i \in MUP} S_i| |\sum_{n \in NMVNO} U_n|^2 |\sum_{j \in MUP} S_i|^2) \leq 2 |\sum_{i \in MUP} S_i||\sum_{n \in NMVNO} U_n| |\sum_{j \in MUP} S_i|^2)$. Finally, the complexity of step 6 for all UEs to optimize power $P_u$ is $O(|\sum_{i \in MUP} S_i| |\sum_{n \in NMVNO} U_n| |\sum_{j \in MUP} S_i|^2)$. Therefore, the complexity of the proposed algorithm can be approximately expressed as $O(2 |\sum_{n \in NMVNO} U_n|^2 |\sum_{i \in MUP} S_i|^2)$, which is the sum of the mentioned parts. Comparing with the original problems P1 and P2, which have the complexity of $O(2 |\sum_{n \in NMVNO} U_n|^2 |\sum_{i \in MUP} S_i|^2)$ due to the integer variable constraints (7) and (11), it can be observed that the proposed decompositions and derivations are effective to reduce the complexity.

V. Simulation Results

In this section, we evaluate the proposed algorithm through extensive simulation experiments. The results are divided into three parts: (i) We compare the proposed algorithm with several benchmark algorithms in terms of energy consumption per bit, which is defined as the ratio of overall energy consumption of all UEs and data amount of all tasks. The impacts of the number of MEC servers and UEs on the evaluated algorithms are also studied and analyzed. (ii) The convergence of the proposed algorithm is studied, in which the impacts of penalty factor $\rho$ are investigated. (iii) The complexity of the proposed algorithm is evaluated in terms of running time on the simulation platform. In the simulations, there are two InPs coexisting in an area of $500 \times 500$ m$^2$. Each InP owns one MBS and 10 SBSs. Each SBS is integrated with one MEC server. There are three MVNOs coexisting in the area, each of which has 20 subscription UEs. All the UEs and SBSs follow normal distribution in the area. The spectrum bandwidth $B = 10$ MHz. The uplink duration $t = 50$. The power of the background noise $N_0 = 10^{-9}$ W, while the interference threshold $I = 1.7 \times 10^{-9}$ W. For each UE $u$, the data amount of the task $R_u = 10$ M bits. The range of the transmission power $P_u = [0.6, 1.5]$ W. The energy consumption of local computing $P_c = 2 \times 10^{-8}$ J/bit. The overall throughput threshold $R_T = 80$ M bits. The penalty factor $\rho_s = 0.01$ for the loop in Algorithm 1. In the beginning of each iteration, the initial values $y_{u,j}^{(0)}$, $a_{u,j}^{(0)}$, and $a_{n_u,j}^{(0)}$ are randomly selected from 20 to 50. $\lambda_{u,j}^{(0)}$, $y_{u,j}^{(0)}$, and $\lambda_{u,j}^{(0)}$ are randomly selected from 1 to 2. $P_u^{(0)}$ is randomly selected from 1 to 1.5. The channel gain between each UE and SBS is modeled as the norm of zero-mean, independent, circular-symmetric complex Gaussian random variable with variances 1 while $\varphi = 1.9$. The iteration stopping thresholds $\varepsilon_0 = \varepsilon_1 = 0.01$ and $\varepsilon_2 = 0.001$.

All the simulations run on a MATLAB-based platform, in which the CPU is Intel i5-4210U and the capacity of the RAM is 8 GB. For fair evaluation, three baseline algorithms are also simulated and compared. The first one is the optimal solution, which is obtained by inputting problem P1 into CPLEX 12.5 [30]. Here, CPLEX is employed through YALMIP tool [31] in MATLAB environment. The second one is BP algorithm in [28] by setting $\alpha = 0$, $\beta = 1$ in its objective function. Moreover, to use the BP algorithm in this comparison, it is run at each MEC server while each MEC server only includes 3 UEs that have superior channel gains, so that the integer variables can be eliminated. The last one is the centralized solution in the convergence study, which is to optimize the two variables of problem P3 jointly by the dual ascent method [15]. For all the benchmarks, the transmission power is fixed to 1 W.

Fig. 2 illustrates the energy consumptions of the compared algorithms with respect to the number of iteration, in which each MVNO owns 20 UEs while each InP controls 10 SBSs. With various values of $\rho$, the proposed algorithm converges to the same value of energy consumption, which is only within 10% larger than the optimal solution. Due to the existence of the residuals and tolerances for the primal and dual feasibility condition [15], the proposed algorithm is always
inferior to the optimal solution, but the narrow gap shows its effectiveness in reducing the energy consumption of the UEs. In addition, although the proposed algorithm can converge to the same value with different $\rho$, the convergence speed varies. When $\rho = 0.01$, the proposed algorithm converges with almost 60 iterations, but when $\rho = 10$, it takes 160 iterations to converge, which indicates that the proposed algorithm takes less number of iterations with small values of $\rho$. Finally, the figure shows that the proposed algorithm outperforms the BP algorithm. Although both the two compared algorithms solve the problem in a distributed manner, some performance losses are introduced into the BP-based algorithm when utilizing greedy method to handle the integer variables. Different from that, through problem transformation and decomposition, the proposed algorithm solves the integer variables by traversal search in a small set, so the desirable tradeoff between performance and complexity can be achieved.

Then we evaluate the impacts of the number of UE on energy consumption. As shown in Fig. 3, the number of UE pre MVNO increases from 2 to 29, while the number of MEC servers pre InP is fixed as 10. For the proposed algorithm, $\rho = 0.1$ and the number of iteration is 90. We also simulate the metric of no offloading as the baseline. In general, all the compared schemes outperform the one of no offloading. However, when the number of UE pre MVNO is small, all the compared curves tend to be flat as the number of UE increases. In this case, since the access capacity of the MECs far exceeds the overall UE rates, all the UEs offload their total task volume to the MECs driven by throughput constraint (6) in the proposed algorithm, so the energy consumption per bit mainly depends on data transmission. On the other hand, when the number of UE pre MVNO exceeds 11 and keeps increasing, the metrics of all the compared schemes also increase. In the case, restrained by uplink duration, the overall UE rates exceeds the access capacity of the MECs, so more and more tasks are handled by local computing other than offloaded to MECs, which leads to higher energy consumption per bit.

Another performance about effect of the number of MEC servers on energy consumption is revealed in Fig. 4. In this comparison, the number of MEC servers pre InP increases from 1 to 24, while the one of UEs pre MVNO is fixed as 20. As shown in the figure, when the number of MEC servers pre InP is small, the metrics of all compared algorithms are close to that of no offloading. In fact, when there are few MEC servers in the networks, the advantage of offloading is restricted by servers capacity, and the vast majority of the tasks are finished by local computing, which leads to high energy consumption. As the number of MEC servers pre InP increases, energy consumption per bit keeps decline, while the gaps of the compared algorithms become obvious. The proposed algorithm is superior to BP scheme, and it is close to the optimal solution. In this case, servers capacity increases with the number of servers. More and more tasks are offloaded, so the proportion of tasks performed by local computing is becoming smaller and smaller, resulting in a decrease in energy consumption. Moreover, when the number of MEC servers exceeds 20, energy consumption per bit mainly depends on data transmission. This result indicates that when the network is configured with enough MEC servers, it is helpless to reduce energy consumption by adding more MEC servers.

In Fig. 5, we compare the cumulative distribution probability (CDF) of the proposed algorithm with various setting of penalty factor $\rho$. The centralized solution is also simulated as baseline. As depicted in Fig. 5, the proposed algorithm outperforms the baseline in convergence speed. Comparing with the centralized solution, the proposed algorithm only updates
one variable in one iteration mainly depending on the derived closed-form expression (34) and (39), so the proposed algorithm has lower complexity and converge faster. Furthermore, it indicates that when $\rho$ is smaller, the proposed algorithm converges with less iterations. The trend is consistent with the result in Fig. 2. From these experiments, it is also verified that the order of magnitudes of $\rho$ should approach the one of objective function to achieve desirable convergence.

Next, we examine the complexity of the proposed algorithm by average running time, which is measured by MATLAB commands tic and toc. We also utilize CPLEX 12.5 to solve problem P1 in MATLAB environment through YAMLP tool, which is compared as the baseline. Fig. 6 depicts the running time of the compared algorithms verses the number of UEs pre MVNO. In the simulation, the number of MEC servers pre InP is fixed to 10. It can be seen that the running time of the baseline increases exponentially as the number of UEs grows. This is caused by the integer variable $x_{u,j}$ in P1, the number of which equals the one of the UEs. It indicates that the complexity is mainly caused by the integer variables. Comparing with the baseline, the metric of the proposed algorithm increases slowly as the number of UEs grows. The result corresponds with the complexity analysis in Section IV, since the complexity of the proposed algorithm is cubic with respect to the number of UEs. Moreover, when $\rho = 0.1$, the proposed algorithm converges faster than that of 1. This is due to the number of iterations, because it requires less iterations when $\rho$ is small. Besides, because of the derived closed-form expressions

Fig. 4. Energy consumptions of the compared algorithms versus the number of MVNOs pre InP.

Fig. 5. Cumulative distribution probability of the proposed algorithm with various penalty factor $\rho$.

Fig. 6. Average running time of the compared algorithms verses the number of UEs pre MVNO.

Fig. 7. Average running time of the compared algorithms verses the number of MEC servers pre InP.
(34) and (39), the complexity is largely reduced. Hence, when \( \rho = 1 \), the additional running time caused by the iterations is not obvious comparing with the one when \( \rho = 0.1 \).

Another comparison about the relationship between complexity and the number of MEC servers is illustrated in Fig. 7. Here, the number of UEs pre MVNO is fixed as 20. Similarly, the metric of the optimal solution increases exponentially as the number of MEC servers grows. In fact, although the number of UEs is fixed, the combinations also increases as MEC servers grow, which is of high complexity. The proposed algorithm outperforms the baseline, while the slope of the time growth is smaller than that in Fig. 6. This result corresponds well with the complexity analysis in Section IV, because the complexity of the proposed algorithm is quadratic with respect to the number of MEC servers. Combining the results in Figs. 6 and 7, it verifies the effectiveness of the proposed decomposition and derivation in reducing the complexity of the problem.

VI. CONCLUSION

In this paper, we investigated the offloading problem for virtualized SCNs with MEC, which aims to minimize the energy consumption of all the UEs subject to minimum overall throughput of the network. The problem was formulated as a MINLP, which considered jointly offloading, time slice and power allocation among multiple UEs, MVNOs and InPs. To reduce the complexity, a distributed framework was developed, where the original problem was converted into a biconvex problem and decomposed into two subproblems. Towards the first subproblem, local variables were introduced to handle the coupling constraint, so that the problem was transformed into the desired form. Then an alternating direction method of multipliers (ADMM)-based algorithm is proposed to solve it efficiently. To reduce the complexity further, we derived the closed-form expressions of the optimal solutions for the variables updating of the both subproblems. Detailed simulations verified that the proposed algorithm can efficiently handle the network resource allocation and energy consumption minimization of the UEs with manageable complexity. Besides, the effectiveness of the proposed decomposition and derivation in complexity reduction were also confirmed. In future work, we will consider virtualization and MEC paradigm in Internet of Things to improve the energy efficiency.

APPENDIX A

PROOF OF LEMMA 1

For variable \( y_{u,j} \), by substituting \( P_u = \tilde{P}_u \) into (15), it can be simplified to the sum of series of linear function \( P_u y_{u,j} \), which is convex in \( y_{u,j} \). Besides, the involved feasible set \( \Phi_1 \) is also convex, since it is the union of two linear constraint of \( y_{u,j} \) by (19). Similarly, for variable \( a_{u,j} \), (15) can be simplified as the sum of series of linear function \( -\tilde{P}_u a_{u,j} \), while the involved feasible set \( \Phi_2 \) is also convex in \( a_{u,j} \) by (20), therefore, the Lemma is proved.

APPENDIX B

PROOF OF LEMMA 2

Similar to Lemma 1, for variable \( P_{u} \), (15) can be simplified as the sum of series of linear function \( y_{u,j} P_{u} \), while the involved feasible set \( \Phi_3 \) is affine. Therefore, the Lemma is proved.

APPENDIX B

PROOF OF LEMMA 3

For variable \( P_{u} \), (15) can be simplified as a affine function with terms \(-B \log_2(1 + \frac{P_{a_{u,j}}}{\alpha_{u,j}}) a_{u,j}\). Since the log function of \( P_{u} \) is concave, the negative one is convex. Hence, \( f_2(\tilde{a}_{u,j}, P_{u}) \) is convex in \( P_{u} \). Combining with the affine set \( \Phi_3 \), the Lemma is proved.

APPENDIX C

PROOF OF PROPOSITION 2

According to constraint (11), it can be deduced that for each \( u \in U_k \), the vector \([x_u,1, \ldots, x_u], [1,0, \ldots, 0] \sum_{i \in M_{u,n}} S_1] \in D \), in which \( D = \{ x_u | x_u = [0,1,0, \ldots, 0], x_u = 1, z = 1,2, \ldots, | \sum_{i \in M_{u,n}} S_1] \} \). We utilize traversal search in set \( D \) to fix binary variable \( x_{u,j} \), that is, for each \( x_u, \in D \), we set

\[
x_{u,j} = \begin{cases} 
0, & j \neq z, \\
1, & j = z.
\end{cases} \quad \text{and} \quad a_{n,u,j} = \begin{cases} 
0, & j \neq z, \\
1, & j = z.
\end{cases}
\]

(54)

After that, by substituting \( x_{u,j} \) and \( a_{n,u,j} \) back to problem (25), it can be simplified as

\[
\min_{a_{n,u,z}} L'_{\rho} \left( \begin{array}{l}
\lambda_{n,u,j}^\ast \lambda_{u,j} \\
\lambda_{n,u,z}^\ast \lambda_{u,z} \\
\lambda_{n,u,j}^\ast \lambda_{u,j} + \rho_s (a_{n,u,z} - a_{u,j})^2 + \rho_s (a_{n,u,z} - a_{u,j})^2 \\
\end{array} \right)
\]

s.t. \( a_{n,u,z} \in \Phi_2, \forall u, j \).

(55)

It can be observed that the objective function is convex, and the feasible set \( \Phi_2 \) is convex set, so the above problem is convex. By solving the corresponding K. K. T. conditions, \( a_{n,u,z}^\ast \) can be obtained as (38) for each \( x_u \in D \). After that, the set \( \{ L'_{\rho} (a_{n,u,z}^\ast) | z = 1, 2, \ldots, | \sum_{i \in M_{u,n}} S_1] \} \) can be obtained. Find the minimum of \( L'_{\rho} (a_{n,u,z}^\ast) \) and set the corresponding argument \( a_{n,u,z}^\ast \) as \( a_{n,u,j}^\ast \), while set the others to 0. This process can be expressed as (37). Thus, the solution \( a_{n,u,j}^{k+1} \) for step (33) is obtained. By substituting \( a_{n,u,j}^{k+1} \) into (34) and setting the derivation to 0, \( a_{u,j}^{k+1} \) can be derived as

\[
a_{u,j}^{k+1} = \frac{\sum_{n=1}^{N} \sum_{u \in U} \sum_{i=1}^{M} \sum_{j \in S_1} \left( \lambda_{n,u,j}^\ast \lambda_{u,j} + \frac{\lambda_{n,u,j}}{\rho_s} \right)}{| \sum_{u \in U} \sum_{n \in N_MV} U_n | | \sum_{i \in M_{u,n}} S_1 |}.
\]

(56)

By substituting ADMM dual variable relationship [15] \( a_{n,u,z}^{k+1} = \frac{\sum_{n=1}^{N} \sum_{u \in U} \sum_{i=1}^{M} \sum_{j \in S_1} \lambda_{n,u,j}^k}{\rho_s} \) into (60), \( a_{n,u,j}^{k+1} \) can be obtained like (36) in each iteration. When the iteration stops, by taking \( a_{n,u,j}^\ast = a_{n,u,j}^{k+1} \), (36) is obtained, and the proposition is proved.
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