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Abstract

In this paper, we propose a generic model transfer scheme to make Convolutional Neural Networks (CNNs) interpretable, while maintaining their high classification accuracy. We achieve this by building a differentiable decision forest on top of CNNs, which enjoys two characteristics: 1) During training, the tree hierarchies of the forest are learned in a top-down manner under the guidance from the category semantics embedded in the pre-trained CNN weights; 2) During inference, a single decision tree is dynamically selected from the forest for each input sample, enabling the transferred model to make sequential decisions corresponding to the attributes shared by semantically-similar categories, rather than directly performing flat classification. We name the transferred model deep Dynamic Sequential Decision Forest (dDSDF). Experimental results show that dDSDF not only achieves higher classification accuracy than its counterpart, i.e., the original CNN, but has much better interpretability, as qualitatively it has plausible hierarchies and quantitatively it leads to more precise saliency maps.

1 Introduction

In recent years, Convolutional Neural Networks (CNNs) \([18, 16, 32]\) have become the dominant models for vision recognition tasks, such as image classification, thanks to their powerful representation learning ability and outstanding performance. However, they are criticized for the lack of interpretability \([39]\). This drawback inevitably increases unpredictable risks when applying CNNs to real-world computer vision applications concerned with model reliability, such as medical image diagnosis and autonomous driving. The reason why CNNs are known as black box models is it is difficult for humans to understand their principle to make a prediction. For example, humans can naturally perform hierarchical classification with semantically-plausible sequential decisions, e.g., canine? → blue eyes? → Huskie, but CNNs only perform flat classification, impeding understanding their decisions.

On the contrary, decision trees \([3]\), which make sequential decisions during inference, were among the most popular machine learning models for various vision recognition tasks, given their simplicity and interpretability \([8, 36]\). In light of the complementary properties of decision trees to CNNs, a large amount of efforts have been made to combine these two worlds, with the purpose to build a better model which is able to provide both high performance and good interpretability. However, these attempts barely live up to expectation. They suffer from 1) sacrifice of interpretability due to pursuing high performance \([14, 30]\); 2) performance degradation due to imposing interpretability \([33, 1]\); 3) lack of generalizability, i.e., they are only designed for customized CNNs \([41]\).
To address these issues, we propose a novel scheme to combine CNNs and decision trees, which is a generic model transfer scheme, with the ability to make any CNNs interpretable while maintaining their high classification accuracy. Given a pre-trained CNN, we transfer it to an interpretable model by building a differentiable decision forest (tree ensemble) on top of it: Each tree split node is connected to a neuron of the last fully-connected layer of the CNN, and thus the decision made at each split node is determined by the output of its corresponding neuron. Intuitively, this model transfer scheme can guarantee high model accuracy, thanks to joint tree ensemble learning and representation learning of the CNN. To make the transferred model interpretable, we design two mechanisms for forest building: 1) A top-down hierarchy learning mechanism, which imposes interpretable semantics to the sequential decisions along the tree paths from the root to leaf nodes. Concretely, we design a criterion to form the correspondence between the split nodes and the neurons under the guidance from the category semantics embedded in the pre-trained weights of the CNN. This criterion leads to a hierarchy which implicitly clusters semantically-similar categories in a top-down manner, so that they can share the same decision path, from which some semantically-plausible attributes can be extracted to explain each decisions. 2) A dynamic tree ensemble thinning mechanism, which selects one single most representative tree for each input sample during inference, so that the ensemble can be interpreted. We name the transferred model deep Dynamic Sequential Decision Forest (dDSDF), as it dynamically queries a single tree predictor from the forest and makes sequential semantically-plausible decisions on top of deep networks. We further propose a decision-tree-based Class Activation Map (CAM) approach (as only one tree is selected for an input sample during inference), and show that dDSDF can generate more precise saliency maps than its counterpart, i.e., the original CNN, to explain its prediction.

Experimental results on several benchmark datasets, such as Cifar, tinyImageNet and ImageNet, verify the benefits of dDSDF: 1) it can achieve higher classification accuracy than its counterpart, i.e., the original CNN; 2) it has much better interpretability, since qualitatively it has a semantically-plausible hierarchy and quantitatively it leads to more precise saliency maps.

2 Related Work

In recent years, a large amount of efforts have been made to combine deep networks and decision trees for either higher performance or better interpretability.

2.1 Combination for Higher Performance

Building deep networks with tree-like architectures. By this strategy, a data sample only visit a fraction of neurons in networks. Ioannou et al. proposed Conditional Networks, in which data routers are introduced, represented as perceptrons, to send incoming data to a selected sub-branch. Tanno et al. proposed Adaptive Neural Trees, which additionally learns tree topologies by greedily searching three tree growing choices: splitting, keeping and deepening. Roy et al. proposed a CNN with tree structure, which is built by growing the CNN in a tree-like fashion, to deal with data with unseen classes. Murthy et al. presented a tree-like structured network model driven by the data. Starting from the root network node, this tree-like structured network model automatically builds a network that splits the hard examples into disjoint clusters of classes which would be handled by the subsequent expert networks. Xiong et al. proposed a conditional Convolutional Neural Network (c-CNN) to handle multimodal face recognition. In c-CNN, face samples of different modalities were passed along with modality-specific routes, gradually separated layer by layer and finally passed into different leaf nodes. This combination strategy suffers from enormous additional parameters compared to normal neural networks, since the data routers are often represented as another deep routing network. Besides, such models always require elaborate network designs for specific tasks, making them difficult to reuse and transfer.

Building decision trees on top of deep networks. This strategy defines the split functions of the tree according to the output of networks or neurons, which can be directly benefited from existing sophisticated deep networks. Bulò and Kontschieder presented randomized Multi-Layer Perceptrons (rMLP) as new split functions which are capable of learning non-linear, data-specific representations and taking advantage of them by finding optimal predictions for the emerging child nodes. By introducing rMLP, data representation and discriminative learning within randomized decision trees can be jointly tackled. However, representations were learned only locally at split node.
level and independently among split nodes. Kontschieder et al. [14] proposed deep Neural Decision Forests (dNDFs), which connect each split node to a neuron in a fully-connected (FC) layer of a deep network. A probabilistic split function is defined at each split node according to the output value of the corresponding neuron and a global loss function is defined on a tree. This ensures that the split node parameters and leaf node predictions can be learned jointly with the deep network. This combination strategy has a good property: It can jointly optimize network parameters, data space partition at split nodes and data distribution abstraction at leaf nodes. Thereby, a lot of works followed this line. Roy and Todorovic [25] represented each split function by a small CNN, and used this tree-based CNN for depth estimation. Chen et al. [5] extend dNDFs to deal with domain adaptation problems. Zhu et al. [43] proposed Deep Embedding Forest on the basis of dNDFs for deep text feature mining. Shen et al. [31, 29, 30] extended dNDFs to perform label distribution learning and regression by proposing Label Distribution Learning Forest (LDLF) and deep Regression Forest (dRF), respectively, and verified the effectiveness of LDLF and dRF on age estimation. Pan et al. [22] further introduced self-paced learning into dRF. Although these dNDF-based models achieved excellent prediction performance, the interpretability of decision trees was sacrificed. The reason is two-fold: 1) The correspondences between split nodes and neurons in dNDFs are randomly assigned, resulting in tree hierarchies without category semantics and unexplainable decisions during inference; 2) The forest sacrifices the intrinsic interpretability present in decision trees, since following the decision paths of the ensemble of trees becomes intractable. The proposed dDSDF addressed the first issue by explicitly learn the correspondence between split nodes and neurons, leading to sequential decisions corresponding to the attributes shared by semantically-similar categories; And it addressed the second issue by introducing the dynamic tree ensemble thinning mechanism, which selects one single most representative decision tree during inference for each input sample.

2.2 Combination for Better Interpretability

As a well-recognized interpretable model, leveraging decision trees to explain neural networks is intuitive. Frosst and Hinton [7] achieved this by distilling the knowledge acquired by a deep network into a soft decision tree. Hehn et al. [10] introduced a greedy tree structure construction scheme to build unbalance DNDFs with data-specific structures for better interpretability. However, the model obtained by this scheme only works on small-scale datasets, such as MNIST [19]. The scalability of the scheme is questionable, due to some GPU-unfriendly operations in tree structure construction. Zhang et al. [41] enforced a locality constraint onto CNN filters, so that each channel of the CNN is endowed with a specific part of an image. They then constructed a decision tree on top of the CNN and explained the principle of the CNN’s decision making by traversing the decision tree from top to bottom, forming a path from common parts of general categories to unique parts of a small number of samples. However, this model transfer scheme is only applicable to the customized CNN they designed, which limits its usage on general CNNs. Wan et al. [35] proposed Neural-Backed Decision Tree (NBDT), which transfers a CNN to a interpretable model by building a decision tree on top of the CNN. The decision tree is formed by performing agglomerative hierarchical clustering based on the category similarities embedded in pre-trained CNN weights, and can be fine-tuned with the CNN to enjoy the benefit of high performance. However, this clustering-based bottom-up tree construction scheme solely relies on pre-trained CNN weights, thus might not lead to human-understood hierarchy on a large dataset, e.g., ImageNet [27], without the pre-defined WordNet [20]. Unlike NBDT, the each tree in the proposed dDSDF is constructed in a top-down manner, enable us to consider the consistency between the category similarities and category-level statistical routing similarities from top to down in the constructed hierarchy.

3 Methodology

3.1 Problem Statement

Given a CNN model $C$ with pre-trained weights $\Theta$, whose input is an image $x \in \mathcal{X}$ and output is its category label $y \in \mathcal{Y} = \{1, 2, \ldots, C\}$, where $\mathcal{X}$ is image space and $C$ is the number of image categories, our goal is to transfer $C$ to a interpretable model $I$, without classification performance degradation. There is no agreement in the literature about the clear definition of model interpretability, but we can simply follow the description from [3] - interpretable models are desirable to have information providing qualitative understanding of the relationship between joint values of the input variables and the resulting predicted response value. Decision trees are commonly-accepted
interpretable models, since 1) the final decision made by a decision tree can be followed by a decision path, i.e., a sequential decision process; 2) each decision along the path is determined by interpretable feature selection, which is related to a semantically-plausible attribute. The transferred model $\mathcal{F}$ is desired to have these two properties. Next, we introduce how to achieve this by the proposal of deep Dynamic Sequential Decision Forest (dDSDF).

### 3.2 Model Overview

We transfer the CNN model $\mathcal{C}$ to an interpretable model $\mathcal{F}$ by building a differentiable decision forest \cite{14} (an ensemble of differentiable decision trees) on top of it, as shown in Fig. 1. Each tree split node is connected to a neuron of the last fully-connected (FC) layer of the CNN, and thus its decision function is determined by the output of the neuron. With the help of joint CNN and tree ensemble training, the transferred model $\mathcal{F}$ can achieve a high performance. However, the differentiable decision forest sacrifice the intrinsic interpretability present in decision trees, since 1) each tree in the differentiable decision forest is not interpretable, due to random feature selection during tree building; 2) the concurrent use of multiple trees in the ensemble reduces the interpretability \cite{34, 2}. To respectively address these two issues, we propose 1) a top-down hierarchy learning mechanism, which guides feature selection for each tree split node by the category semantics embedded in the pre-trained CNN weights $\Theta$, forming a semantically-plausible sequential decision process for each tree; 2) a dynamic tree selection module (TSM), following the spirit of dynamic tree ensemble thinning \cite{11, 34}, to select one single decision tree for each input sample, so that the ensemble can be interpreted. Next, we first introduce how to make a differentiable decision tree interpretable by top-down hierarchy learning, then describe the scheme to build the Dynamic Sequential Decision Forest $\mathcal{F}$ on top of the CNN $\mathcal{C}$.

![Figure 1: Deep Dynamic Sequential Decision Forest.](image)

### 3.3 Building Interpretable Differentiable Decision Tree

#### 3.3.1 Preliminary

A differentiable decision tree is a full binary tree, thus such a tree with depth $d$ has $N = 2^{d-1} - 1$ split nodes. To build such a tree on top of the CNN $\mathcal{C}$, we desire a one-to-one correspondence between the split nodes in the tree and the neurons in the last FC layer of the CNN $\mathcal{C}$, since we expect that the tree structure can represent a plausible category hierarchy. Towards this end, we replace the last FC layer (the layer for $C$-way classification) of the CNN $\mathcal{C}$ by a new one whose dimension is $N$, parameterized by $w$. Let $\mathcal{M} = \{m_1, m_2, \ldots, m_N\}$ denote the set of neurons in this new FC layer. Then, we build the differentiable decision tree with depth $d$ on the new FC layer: The tree consists of a set of split nodes $\mathcal{N} = \{n_1, n_2, \ldots, n_N\}$ and a set of leaf nodes $\mathcal{L} = \{\ell_1, \ell_2, \ldots, \ell_N\}$. Each leaf node $\ell \in \mathcal{L}$ holds a distribution $\pi_\ell = (\pi_{\ell_1}, \pi_{\ell_2}, \ldots, \pi_{\ell_C})$ over $Y$. Each split node $n \in \mathcal{N}$ defines a soft decision function $s_n(x; \Theta, w) : \mathcal{X} \rightarrow [0, 1]$ to determine the probability that a sample $x$ is routed to the left or right sub-tree. Then, the probability of sample $x$ reaching an arbitrary node $n$ is
where 1(·) is an indicator function and \( N_{n_l} \) and \( N_{n_r} \) denote the sets of nodes (including both split nodes and leaf nodes) held by the sub-trees rooted at the left and right children \( n_l \) and \( n_r \) of node \( n \), respectively. Finally, the output of the tree, i.e., the probability that the category label of \( x \) is \( y \) is obtained by

\[
\mathbb{P}[y|x, \Theta, \pi] = \sum_{\ell \in \mathcal{L}} \pi_{\ell y} \mu(\ell|x; \Theta, w),
\]

where \( \pi \) are the distributions hold by all the leaves. We can observe that the decision function \( s_n(x; \Theta, w) \) plays an important role in tree building. It is given by

\[
s_n(x; \Theta, w) = \sigma(\varphi(n)(x; \Theta, w)),
\]

where \( \sigma(\cdot) \) is a sigmoid function, \( f_m(\cdot; \cdot) \) is the output function of neuron \( m \) in the new FC layer, and \( \varphi(\cdot) : \{n_1, n_2, \ldots, n_N\} \rightarrow \{m_1, m_2, \ldots, m_N\} \) is an function to specify the correspondence between the split nodes and the neurons in the new FC layer, i.e., if split node \( n \) corresponds to neuron \( m \), then \( \varphi(n) = m \). In \([14, 30]\), \( \varphi(\cdot) \) is randomly assigned before tree building, and thus results in tree hierarchies without category semantics and unexplainable decisions during inference. Consequently, the key to building a interpretable differentiable decision tree is to learn the correspondence function \( \varphi(\cdot) \) to form a tree hierarchy which implicitly clusters semantically-similar categories, so that the sequential decision functions at split nodes along tree paths can correspond to the attributes shared by semantically-similar categories.

### 3.3.2 Top-down Hierarchy Learning

In this section, we describe how to learn the correspondence function \( \varphi(\cdot) \) to form a semantically-meaningful tree hierarchy in a top-down manner. Since our strategy is top-down, we first design a criterion function \( Q(m; o) \) to measure how well neuron \( m \) can capture category semantics to perform semantically-plausible splitting at the root node \( o \in \mathcal{N} \), then we generalize it to any split node \( n \in \mathcal{N} \). Intuitively, for a neuron \( m \), if its output feature \( f_m(\cdot; \cdot) \) is selected for the decision of the root node \( o \), i.e., \( \varphi(o) = m \), then we expect it can produce similar predictions for samples from semantically-similar categories, i.e., samples from semantically-similar categories are routed to the same sub-tree. Thus, we can define the criterion based on the consistency between category similarities and category-level statistical routing similarities.

Given two categories \( c_i, c_j \in \mathcal{Y} \), the category similarity \( \mathbb{S}(c_i, c_j) \) between these two can be measured by the similarity between the pre-trained weights \( \omega_{c_i}, \omega_{c_j} \) corresponding to these two categories in the original last FC layer (the layer for \( C \)-way classification) of the CNN \( \Theta \) [24][23],

\[
\mathbb{S}(c_i, c_j) = \phi(\omega_{c_i}, \omega_{c_j}),
\]

where \( \phi(\cdot, \cdot) \) is the Cosine similarity measure function. Then, we define the consistency for the two categories \( c_i, c_j \) according to the feature selection \( \varphi(o) = m \) by

\[
q_{i,j}(m) = \max(\mathbb{S}(c_i, c_j), 0) \prod_{c \in \{c_i, c_j\}} \left( \mathbb{E}_{x \in \{y=c\}} \left[ \sigma(f_m(x; \Theta, w)) \right] - \mathbb{E}_{x} \left[ \sigma(f_m(x; \Theta, w)) \right] \right),
\]

where \( \mathbb{E}[\cdot] \) is the mathematical expectation, to compute the statistical routing probability for a set of samples. Note that, we apply a Ramp function to the category similarity \( \mathbb{S}(c_i, c_j) \), since negative similarity means \( c_i \) and \( c_j \) are not semantically-similar, and thus we do not consider them. When the category similarity \( \mathbb{S}(c_i, c_j) \) is large, we encourage that the statistical routing probabilities for these two categories, i.e., \( \mathbb{E}_{x \in \{y=c_i\}} \left[ \sigma(f_m(x; \Theta, w)) \right] \) and \( \mathbb{E}_{x \in \{y=c_j\}} \left[ \sigma(f_m(x; \Theta, w)) \right] \), are either both larger or both less than the averaged statistical routing probabilities for all categories, i.e., \( \mathbb{E}_{x} \left[ \sigma(f_m(x; \Theta, w)) \right] \). Otherwise, \( q_{i,j}(m) \) becomes negative, which indicates that the output

\[1\] Although the parameter \( w \) of the new FC layer is randomly initialized and has not been optimized yet, the statistical routing probability computed based on \( w \) can still provide sufficient raw discrimination between categories, since the input CNN features of the new FC layer encodes category semantics. This is also coincident to what is found in \([6]\) - random features available at initialization provide sufficient raw material to represent high-accuracy functions for image classification. We will give an evidence later.
feature \( f_m(\cdot; \cdot) \) of neuron \( m \) is unable to cluster these two semantically-similar categories into the same sub-tree, and thus the neuron \( m \) should not be selected for the decision at the root node \( o \). Finally, the criterion function \( Q(m; o) \) for the root node \( o \) is given by

\[
Q(m; o) = \sum_{c_i, c_j \in \mathcal{Y}, c_i \neq c_j} q_{i,j}(m). \tag{6}
\]

The corresponding neuron \( \varphi(o) \) for the root node \( o \) is determined by

\[
\varphi(o) = \arg \max_{m \in \mathcal{M}} Q(m; o). \tag{7}
\]

Now, we generalize the criterion function \( Q(m; n) \) for any split node \( n \). Since the tree hierarchy performs soft data space splitting, the category distribution at a split node \( n \) at a deep level of the tree hierarchy is no longer uniform, i.e., the samples of some categories are routed into \( n \) with higher probabilities than those of others. Hence, these categories with higher probabilities should be taken into account more in the criterion function \( Q(m; n) \). Towards this end, we calculate a category significance distribution \( \lambda_n = (\lambda_n^{(1)}, \lambda_n^{(2)}, \ldots, \lambda_n^{(C)}) \) to represent the significance of each category at each split node \( n \). This calculation is performed recursively from top to down: At the root node \( o \), \( \lambda_o \) is uniform, i.e., \( \lambda_o^{(c)} = \frac{1}{C} \). Then, at its left child \( o_1 \) and the right child \( o_r \), the category significance distributions \( \lambda_{o_1} \) and \( \lambda_{o_r} \) are calculated by

\[
\lambda_{o_1}^{(c)} = \frac{1}{Z_{o_1}} \gamma^{-\beta_o^{(c)}} \lambda_o^{(c)}, \quad \lambda_{o_r}^{(c)} = \frac{1}{Z_{o_r}} \gamma^{-\beta_o^{(c)}} \lambda_o^{(c)}, \tag{8}
\]

where \( \beta_o^{(c)} = \mathbb{E}_{x \in \{ y = c \}} [\sigma(f_{\varphi(o)}(x; \Theta, w))] - \mathbb{E}_{x} [\sigma(f_{\varphi(o)}(x; \Theta, w))] \) is the bias between the statistical routing probability for category \( c \) and the averaged statistical routing probabilities for all categories, \( \gamma \) is a control parameter, and \( Z_{o_1} \) and \( Z_{o_r} \) are normalization factors, to ensure the summation of a category significance distribution is 1. Here we use control parameter \( \gamma \) powered with the bias \( \beta_o^{(c)} \) to adjust the significance of different categories. In this way, the categories with routing probabilities significantly deviating from the average prediction can obtain higher attention. Then, the categories with routing probabilities close to the average are paid less attention to during feature selection at \( o_1 \) and \( o_r \). This help prevent some categories being routing to an improper path at the beginning.

The category significance distribution \( \lambda_n \) of each split node \( n \) can be obtained by calculating Eq. 8 recursively. Then, we can adjust the criterion function \( Q(m; n) \) for a split node \( n \) by considering the category significance distribution at the split node \( n \):

\[
Q(m; n) = \sum_{c_i, c_j \in \mathcal{Y}, c_i \neq c_j} \lambda_n^{(c_i)} \lambda_n^{(c_j)} q_{i,j}(m). \tag{9}
\]

The corresponding neuron \( \varphi(n) \) for each split node \( n \in \mathcal{N} \) is determined based on this criterion function \( Q(m; n) \) recursively from top to down. The algorithm of this top-down tree hierarchy learning process is given in Algorithm 1.

**Algorithm 1** Top Down Tree Hierarchy Learning

1: **Input:** The set of neurons \( \mathcal{M} \) in the new FC layer, the set of split nodes \( \mathcal{N} \) in the tree
2: **Output:** The correspondence \( \varphi(\cdot) \) between \( \mathcal{N} \) and \( \mathcal{M} \)
3: Set an empty queue Q. Q.push(o). \( o \in \mathcal{N} \) is the root node.
4: **while** Q not empty **do**
5: \( n = \) Q.pop(), \( \varphi(n) = \arg \max_{m \in \mathcal{M}} Q(m; n), \mathcal{M} = \mathcal{M} \setminus \{m\} \)
6: **if** \( n \) has left and right children \( n_1 \) and \( n_r \) **then**
7: Calculate \( \lambda_{n_1} \) and \( \lambda_{n_r} \) by Eq. 8 Q.push(\( n_1 \)), Q.push(\( n_r \)).
8: **end if**
9: **end while**

### 3.3.3 Raw discrimination Provided by Statistical Routing Probabilities

As we described above, although the parameter \( w \) of the new FC layer is randomly initialized and has not been optimized yet, the statistical routing probability obtained based on \( w \) can still provide
raw discrimination between categories \[6\]. This is because the well pre-trained CNN provides linearly-separable features, so that images from similar categories are distributed closely in high dimensional feature space.

For a randomly initialized \(w\), it is a random hyper-plane in feature space. Each hyper-plane divides categories into left and right sides. The categories distributed closely are more likely to be divided into the same side by a random hyper-plane, so randomly initialized \(w\) can also extract the semantic affinity between categories. The criterion function \(Q(\cdot; \cdot)\) for a random hyper-plane (that is, a neuron), which essentially selects an optimal hyper-plane to split categories to both sides according to the semantic affinity, thus meet the requirements of interpretability. Through subsequent optimization, the hyper-plane is gradually adjusted to increase its confidence in splitting.

To demonstrate this, we visualize the statistical routing probability of each category given by the root node \(o\) of a tree in our dDSDF built on ImageNet in Fig. 2. Fig. 2 left and right show the statistical routing probabilities over categories computed by a randomly initialized \(w\) and a optimized \(w\), respectively. In Fig. 2 each blue point \((i, P_{c_i})\), where \(P_{c_i} = \mathbb{E}_{x \in \{x | y = c_i\}} [\sigma(f_o(x; \Theta, w))]\), represents the statistical routing probability of category \(c_i\) given by the root node \(o\).

![Figure 2: Statistical routing probabilities over categories computed by a randomly initialized \(w\) (left) and a optimized \(w\) (right), respectively.](image)

In ImageNet, categories with adjacent indexes often have similar semantics. For example, the first 398 categories are animals, the last 60 categories are plants, and the rest categories are artifacts. Since a good neuron should be able to assign similar statistical routing probabilities to similar categories, the blue points on the plane should distributed like a 1D blob structure, where the boundaries occurs at the significant change between category semantics, \(i.e.,\) animals \(\rightarrow\) artifacts and artifacts \(\rightarrow\) plants.

We visualize this 1D blob structure by a orange curve, which is calculated by averaging the statistical routing probabilities of 20 categories with adjacent indexes. It can be observed that the root node can split natural creations and artifacts well even with a randomly initialized \(w\), \(i.e.,\) the significant changes along the curve only between animals and artifacts and between artifacts and plants. After optimization, the confidence of the statistical routing probabilities become higher, closing to 1 or 0. The majority of the categories maintained their pre-optimization routing probabilities, except for a small number of dogs that are split into the artifact side because they often appeared together with the artifacts. This evidences that the discrimination of a randomly initialized neuron can be maintained and improved by optimization.

### 3.4 Deep Dynamic Sequential Decision Forest

A deep Dynamic Sequential Decision Forest (dDSDF) \(\mathcal{I}\) is an ensemble of interpretable differentiable decision trees (introduced in Sec. 3.3) built on top of the CNN \(\mathcal{C}\) with a dynamic tree selection module (TSM). The dynamic tree selection module is realized by a multi-layer perceptron (MLP) followed by a Softmax layer with \(T\) output units, where \(T\) is the number of the decision trees in the dDSDF. Thus, each output unit of the TSM provide the probability to select one tree in the forest.

During training, the output of the dDSDF, \(i.e.,\) the probability that the category label of \(x\) is \(y\) is obtained by a weighted average of tree outputs:

\[
\mathbb{P}_T[y|x, \Theta, W, \theta, \Pi] = \sum_{t=1}^{T} \alpha_t \mathbb{P}_T[y|x, \Theta, w^{(t)}, \pi^{(t)}], \quad (10)
\]
where $\alpha_t$ (s.t. $\sum_{t=1}^T \alpha_t = 1$) is the probability to select $t$-th tree provided by the TSM, $\theta$ is the parameter of the TSM, $P_T[y|x, \Theta, w^{(t)}(t^{(t)})]$ is the output of the $t$-th tree, $W = (w^{(t)}; t = 1, \ldots, T)$ and $\Pi = (\pi^{(t)}; t = 1, \ldots, T)$. The loss function for the dDSDF is defined as the negative log-likelihood:

$$L(\Theta, W, \theta, \Pi; x, y) = -\log (P_T[y|x, \Theta, W, \theta, \Pi]).$$

(11)

All the parameters, $\Theta$, $W$, $\theta$, $\Pi$, are jointly optimized by minimizing the above loss function. Following [31, 29, 30], we adopt an alternated optimization strategy: Fix $\Pi$, optimize $\Theta$, $W$, $\theta$ by Stochastic Gradient Descent; Fix $\Theta$, $W$, $\theta$, optimize $\Pi$ by Variational Bounding [13, 38].

During inference, we only select one tree with the highest probability given by the DTSM, i.e.,

$$t^* = \arg \max_t \alpha_t,$$

then the output of the dDSDF is

$$P_T[y|x, \Theta, W, \theta, \Pi] = P_T[y|x, \Theta, w^{(t^*)}(t^{(t^*)})].$$

(12)

## 4 Experimental Results

We verify our method in terms of classification performance and interpretability on several benchmark datasets, including both small-scale datasets, such as Cifar10 [15], Cifar100 [15] and TinyImageNet [17], and a large-scale dataset, i.e., ImageNet [27]. Since different datasets contain different numbers of categories and image samples, we build dDSDF with different tree numbers ($T$) and depths ($d$) for different datasets: $T = 5$, $d = 10$ for Cifar10 and Cifar100, $T = 10$, $d = 12$ for TinyImageNet and $T = 10$, $d = 14$ for ImageNet. The control parameter $\gamma = 10.0$ is set for all the experiments.

## 4.1 Implementation Detail

All the models, including our dDSDF and other competitors, used in the experiments are fine-tuned 200 epochs based on the pre-trained backbones. The starting learning rate is set as 0.1, and decay by 90% every 75 epochs. SGD with 0.9 momentum and 5e-4 weight decay is used as the optimizer. We use batch size of 256 on RTX3090 for all experiments.

The dynamic tree selection module (TSM) is a MLP composed of 3 fully connected layers. The first two fully connected layers with ReLU as the activation function reduce the dimension of input feature to $\frac{1}{4}$, and the third fully connected layer with sigmoid as the activation function outputs the routing probabilities to $T$ trees.

### Table 1: Classification performance on various datasets based on several backbones. R18, R50 and WR28x10 are short for ResNet18, ResNet50 and WideResNet28x10, respectively. We compare our dDSDF with the original neural network (NN) and two deep-decision-tree based methods, deep Neural Decision Forest (dNDF) [14] and Neural-Backed Decision Tree (NBDT) [35].

| Classification on small-scale datasets | Classification on ImageNet |
|--------------------------------------|----------------------------|
| Model | Backbone | Cifar10 | Cifar100 | TinyImageNet | Model | Backbone | Top1 |
| NN | R18 | 94.95 | 75.92 | 64.13 | NN | R50 | 76.13 |
| dNDF | R18 | 94.96 | 76.02 | 63.96 | dNDF | R50 | 76.298 |
| NBDT | R18 | 94.76 | 74.92 | 62.74 | dDSDF | R50 | 76.49 |
| dDSDF | R18 | 95.21 | 76.37 | 64.20 | dDSDF | R50 | 93.316 |

### 4.2 Classification

We report classification results based on various CNN backbones, including ResNet18 [9], ResNet50 [9] and WideResNet28x10 [40]. As the comparison shown in Table 1 dDSDF outperforms the original neural network (NN), based on all backbones. We also compare dDSDF with state-of-the-art deep-decision-tree based models, including dNDF [14] and NBDT [35]. dNDF is a forest-based model, which scarifies interpretability, while NDBT is a tree-based model, which retains interpretable properties, such as sequential decision, non-ensemble. We set the same tree number...
4.3 Interpretability

4.3.1 Qualitative Interpretability - Sequential Decision Explanation

To show the interpretability of dDSDF, we investigate whether it can provide interpretable sequential decisions during inference. Since trees in dDSDF perform soft decisions, we define a deterministic decision path based on the criterion $P(s^c)$. Let $P(n)$ denote the tree path from the root node to split node $n$, the deterministic decision path for category $c$ is $P(l^{(c)})$, where $l^{(c)} = \arg \max_{\ell \in \mathcal{L}} \hat{\mu}(\ell; \Theta, w)$, and $\hat{\mu}(\ell; \Theta, w) = \prod_{n \in \mathcal{N}} (s^c_n)^{1(\ell \in \mathcal{N}_n)} (1 - s^c_n)^{1(\ell \not\in \mathcal{N}_n)}$.

$d$ is the statistical routing probability at split node $n$ for samples from category $c$: $s^c_n = \mathbb{E}_{x \in \{x|y=c\}} [s^c_n(x; \Theta, w)]$. For two semantically-similar categories $c_i, c_j$, since they are clustered in the same sub-tree in a trained dDSDF, their deterministic decision paths $P(l^{(c_i)})$ and $P(l^{(c_j)})$ share some common split nodes. These split nodes should correspond to some common attributes of the two categories $c_i, c_j$, leading to this sequential decision process. We can specify a semantically-plausible attribute to each shared split node by taking the method proposed in NBDT [35], which makes hypothesis for attributes and verify them by out-of-distribution (OOD) samples. Following NBDT [35], we train a dDSDF with tree number ($T = 1$) and depth number ($d = 4$) on Cifar10 and take 10 OOD categories from Cifar100. The tree hierarchy and the semantically-plausible attribute of each node are shown in Fig.3 (left). The deterministic decision path $P(l^{(c)})$ for each OOD category $c$ is shown in Fig.3 (right). Note that, we truncate some deterministic decision paths at split nodes, if the statistical routing probability is close to 0.5. Specifically, for a deterministic decision path $P(l^{(c)})$, check each split node along it from the root node, if split node $e$ is the first one which satisfies $|s^e_n - 0.5| < \tau$, then define $e$ as the end-decision node of this deterministic decision path $P(l^{(c)})$ and truncate it to $P(e)$. Based on this hierarchy, we interpret the decision of our model for an input sample by a sequential decision process. Fig.4 shows the sequential decision processes for an elephant and a rocket given by our method.

![Figure 3: A Cifar10 hierarchy constructed by dDSDF.](image1)

![Figure 4: The sequential decision processes provided by dDSDF for OOD samples in Cifar100.](image2)

4.3.2 Quantitative Interpretability - Weakly Supervised Localization

The weakly supervised localization task, i.e., localizing objects in images using image-level category labels only, is commonly used to explain model predictions. The Class Activation Mapping (CAM) approaches [42, 28] are the de facto to perform this task, which generate saliency maps by identifying which pixels mostly affected a model’s prediction. Here, we propose a decision-tree-based CAM approach, as only one tree is selected in the dDSDF for an input sample during inference.

**Decision-tree-based CAM** First, we define the deterministic decision path $P(l^{(x)})$ for sample $x$, where $l^{(x)} = \arg \max_{\ell \in \mathcal{L}} \mu(\ell|x; \Theta, w)$. Similarly, we define the end-decision node $e$ for this define the deterministic decision path based on the criterion $|s_e(x; \Theta, w) - 0.5| < \tau$. Then use
Grad-CAM \cite{grad-cam} to compute the saliency map in terms of end-decision node $e$ as the saliency map $H$ generated by our dDSDF:

$$g_k = \frac{1}{Z} \sum_i \sum_j \frac{\partial \mu(e; \Theta, w)}{\partial A_{ij}^k}, H = \text{ReLU}\left(\sum_k g_k A_k\right),$$  \hspace{1cm} (13)

where $A_{ij}^k$ is the activation value at location $(i, j)$ on the $k$-th feature map of the last convolution layer of the CNN and $Z$ is the normalization factor.

Localization results  In this experiment, we set $\tau = 0.1$ and used the same experimental setting as the classification experiment to conduct weakly supervised localization on ImageNet. We use the same setup as Grad-CAM, which sets 15\% of the max intensity as the threshold to get a bounding box on $H$. We report top-1 and top-5 localization accuracies in Table 2 and compared our result with ResNet50 and dNDF. The saliency maps for ResNet50 and dNDF are generated by their category prediction $y_c$, i.e., $g_k^c = \frac{1}{Z} \sum_i \sum_j \frac{\partial y_c}{\partial A_{ij}^k}$. Fig. 5 shows the saliency maps obtained by dDSDF and ResNet50, and it shows dDSDF delivers more precise saliency maps.

4.4 Hyper-parameter Analysis

In this section, we analyze the hyper-parameters involved in our approach, to see how performance changes by varying them, including tree number ($T$), tree depth ($d$), the control parameter ($\gamma$) to compute category significance distributions, and the threshold ($\tau$) to select the end-decision node for CAM computation. We also discuss the importance of the category similarity $S(\cdot, \cdot)$. All experiments for hyper-parameter analysis use ResNet18 as the CNN backbone and are conducted on Cifar100, expect for $\tau$, which is discussed on ImageNet using ResNet50. Following the same experimental setting used for classification and localization, we use a dDSDF with $T = 5$ and $d = 10$ on Cifar100 and a dDSDF with $T = 10$ and $d = 14$ on ImageNet.

Tree Number and Tree Depth  We evaluate the performance change by varying tree number ($T$) and tree depth ($d$). The results are shown in Table 3. It can be observed that the performance of dDSDF improves significantly with the increase of tree depth. When the tree depth is small, ensemble of more trees can significantly improve the performance, while when the tree depth is large, the benefit of increasing the tree number is weakened.

Category Similarity  To show the importance of the category similarity $S(\cdot, \cdot)$ in building tree hierarchies, we build a dDSDF by setting $S(\cdot, \cdot) \equiv 1.0$, i.e., tree building does not rely on the category similarity. This leads to a significant performance drop, from 76.37\% to 63.81\% accuracy. In Fig. 6, “cosine” means using the cosine similarity as $S(\cdot, \cdot)$ and “constant” means setting $S(\cdot, \cdot) \equiv 1.0$. 
**Control Parameter** The control parameter $\gamma$ adjusts the significance of each category contributing to the criterion function $Q(\cdot; \cdot)$. To analyze how $\gamma$ influences classification performance, we train and evaluate a dDSDF on Cifar100. The result is shown in Fig. 6, $\gamma = 1$ means the category significance distributions are always uniform, which leads to performance degradation. A very large $\gamma$ forces the criterion function to only take a small number of categories in account, which also leads to a performance drop. Fig. 6 shows the classification accuracy under different $\gamma$.

![Figure 6: Performance change of dDSDF by varying hyper-parameters on Cifar100.](image)

**Threshold for End-decision Node Selection** Finally, we investigate how the localization performance changes on ImageNet by varying the threshold $\tau$. By decreasing $\tau$, the position of the end-decision node is changed from a shallow level of the tree to a deep level, and thus leads to different saliency maps. We report the localization results with different values of $\tau$ in Fig. 6, which shows the results are not very sensitive to $\tau$ in a certain range.

5 Limitation

![Figure 7: An ImageNet hierarchy constructed by dDSDF.](image)

We build tree hierarchies based on the semantics embedded in the pre-trained weights of the CNN, but such semantics might not consistent with the concepts of categories, especially on large-scale datasets containing a large number of categories. Fig. 7 shows the first 5 levels of the hierarchy constructed by dDSDF on ImageNet, according to the deterministic-decision-path based method (Sec. 4.3.1). Most of nodes can be specified with a semantically-plausible attribute, like node-1, which predicts if an object is an artifact, and node-3, which predicts if an object is a wild animal. So it is interesting to validate the semantics of these attributes. We achieve this by generating the saliency map of each corresponding split node by Eq. [13].

According to Fig. 7, the attributes assigned to node-31, node-4 and node-14 are "dog or not", "has strip structures or not" and "short or long foot", respectively. As shown in Fig. 8, the saliency maps generated at these three split nodes can roughly explain their corresponding attributes. From the top row to the bottom row of Fig. 8, we observe the saliency maps generated at node-31, node-4 and node-14 focus on faces of different varieties of dogs, zebra-like stripes and animal foot.
However, some nodes do not have such a clear attribute consistent with the concepts of categories. For example, cats are branched into the sub-tree of indoor objects by node-2 because cats usually show up indoors, and cabinets and buses are grouped together by node-9 because they both have columnar structures. There is still large room to improve for building a model with both high performance and good interpretability on large-scale datasets, which is worth exploring in the future.

Figure 8: Attribute visualization for split nodes.

6 Conclusion

We proposed a generic mode transfer scheme to make CNNs interpretable, while maintaining their high classification performance. We achieved this by the proposal of deep Dynamic Sequential Decision Forest. This forest enjoy two properties: 1) Each tree hierarchy in this forest is learned in a top-down manner under the guidance from the category semantics embedded in the pre-trained CNN weights; 2) A dynamical tree selection mechanism is introduced to select one single tree from the forest for each input sample during inference. These two properties enable the forest to make interpretable sequential decisions. Experimental results validated that dDSDF not only achieved higher classification accuracy than the original CNN, but had much better interpretability, both qualitatively and quantitatively.

References

[1] Stephan Alaniz and Zeynep Akata. XOC: explainable observer-classifier for explainable binary decisions. arXiv:1902.01780, 2019.

[2] Clément Bénard, Gérard Biau, Sébastien da Veiga, and Erwan Scornet. Interpretable random forests via rule extraction. In Proc. AISTATS, pages 937–945, 2021.

[3] Leo Breiman, J. H. Friedman, R. A. Olshen, and C. J. Stone. Classification and Regression Trees. Wadsworth, Monterey, CA, 1984.

[4] Samuel Rota Bulò and Peter Kontschieder. Neural decision forests for semantic image labelling. In Proc. CVPR, pages 81–88, 2014.

[5] Wei-Yu Chen, Tzu-Ming Harry Hsu, Yao-Hung Hubert Tsai, Yu-Chiang Frank Wang, and Ming-Syan Chen. Transfer neural trees for heterogeneous domain adaptation. In Proc. ECCV, volume 9909, pages 399–414, 2016.

[6] Jonathan Frankle, David J Schwab, and Ari S Morcos. Training batchnorm and only batchnorm: On the expressive power of random features in cnns. In Proc. ICLR, 2021.
[7] Nicholas Frosst and Geoffrey E. Hinton. Distilling a neural network into a soft decision tree. In *Proceedings of the First International Workshop on Comprehensibility and Explanation in AI and ML*, volume 2071, 2017.

[8] James Gareth, Daniela Witten, Trevor Hastie, and Robert Tibshirani. *An Introduction to Statistical Learning*. Springer, New York, 2015.

[9] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recognition. In *Proc. CVPR*, pages 770–778, 2016.

[10] Thomas M. Hehn, Julian F. P. Kooij, and Fred A. Hamprecht. End-to-end learning of decision trees and forests. *Int. J. Comput. Vis.*, 128(4):997–1011, 2020.

[11] Daniel Hernández-Lobato, Gonzalo Martínez-Muñoz, and Alberto Suárez. Statistical instance-based pruning in ensembles of independent classifiers. *IEEE Trans. Pattern Anal. Mach. Intell.*, 31(2):364–369, 2009.

[12] Yani Ioannou, Duncan P. Robertson, Darko Zikic, Peter Kontschieder, Jamie Shotton, Matthew Brown, and Antonio Criminisi. Decision forests, convolutional networks and the models in-between. *arXiv:1603.01250*, 2016.

[13] Michael I. Jordan, Zoubin Ghahramani, Tommi S. Jaakkola, and Lawrence K. Saul. An introduction to variational methods for graphical models. *Machine Learning*, 37(2):183–233, 1999.

[14] Peter Kontschieder, Madalina Fiterau, Antonio Criminisi, and Samuel Rota Bulò. Deep neural decision forests. In *Proc. ICCV*, pages 1467–1475, 2015.

[15] A. Krizhevsky and G. Hinton. Learning multiple layers of features from tiny images. *Master’s thesis, Department of Computer Science, University of Toronto*, 2009.

[16] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E. Hinton. Imagenet classification with deep convolutional neural networks. In *Proc. NIPS*, pages 1106–1114, 2012.

[17] Ya Le and Xuan Yang. Tiny imagenet visual recognition challenge. *CS 231N*, 2015.

[18] Yann LeCun, Bernhard E. Boser, John S. Denker, Donnie Henderson, Richard E. Howard, Wayne E. Hubbard, and Lawrence D. Jackel. Backpropagation applied to handwritten zip code recognition. *Neural Computation*, 1(4):541–551, 1989.

[19] Yann. Lecun, Léon. Bottou, Yoshua. Bengio, and Patrick Haffner. Gradient-based learning applied to document recognition. *Proceedings of the IEEE*, 86(11):2278–2324, 1998.

[20] George A. Miller. Wordnet: A lexical database for english. *Commun. ACM*, 38(11):39–41, 1995.

[21] Venkatesh N. Murthy, Vivek Singh, Terrence Chen, R. Manmatha, and Dorin Comaniciu. Deep decision network for multi-class image classification. In *Proc. CVPR*, pages 2240–2248, 2016.

[22] Lili Pan, Shijie Ai, Yazhou Ren, and Zenglin Xu. Self-paced deep regression forests with consideration on underrepresented examples. In *Proc. ECCV*, pages 271–287, 2020.

[23] Hang Qi, Matthew Brown, and David G. Lowe. Low-shot learning with imprinted weights. In *Proc. CVPR*, pages 5822–5830, 2018.

[24] Siyuan Qiao, Chenxi Liu, Wei Shen, and Alan L. Yuille. Few-shot image recognition by predicting parameters from activations. In *Proc. CVPR*, pages 7229–7238, 2018.

[25] Anirban Roy and Sinisa Todorovic. Monocular depth estimation using neural regression forest. In *Proc. CVPR*, pages 5506–5514, 2016.

[26] Deboleena Roy, Priyadarshini Panda, and Kaushik Roy. Tree-cnn: A hierarchical deep convolutional neural network for incremental learning. *Neural Networks*, 121:148–160, 2020.
[27] Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause, Sanjeev Satheesh, Sean Ma, Zhiheng Huang, Andrej Karpathy, Aditya Khosla, Michael Bernstein, Alexander C. Berg, and Li Fei-Fei. ImageNet Large Scale Visual Recognition Challenge. *International Journal of Computer Vision*, 115(3):211–252, 2015.

[28] Ramprasaath R. Selvaraju, Michael Cogswell, Abhishek Das, Ramakrishna Vedantam, Devi Parikh, and Dhruv Batra. Grad-cam: Visual explanations from deep networks via gradient-based localization. *International Journal of Computer Vision*, 128(2):336–359, 2020.

[29] Wei Shen, Yilu Guo, Yan Wang, Kai Zhao, Bo Wang, and Alan L. Yuille. Deep regression forests for age estimation. In *Proc. CVPR*, pages 2304–2313, 2018.

[30] Wei Shen, Yilu Guo, Yan Wang, Kai Zhao, Bo Wang, and Alan L. Yuille. Deep differentiable random forests for age estimation. *IEEE Trans. Pattern Anal. Mach. Intell.*, 43(2):404–419, 2021.

[31] Wei Shen, Kai Zhao, Yilu Guo, and Alan Yuille. Label distribution learning forests. In *Proc. NIPS*, pages 834–843, 2017.

[32] Karen Simonyan and Andrew Zisserman. Very deep convolutional networks for large-scale image recognition. In *Proc. ICLR*, 2015.

[33] Ryutaro Tanno, Kai Arulkumaran, Daniel C. Alexander, Antonio Criminisi, and Aditya V. Nori. Adaptive neural trees. In *Proc. ICML*, pages 6166–6175, 2019.

[34] Thibaut Vidal and Maximilian Schiffer. Born-again tree ensembles. In *Proc. ICML*, volume 119, pages 9743–9753, 2020.

[35] Alvin Wan, Lisa Dunlap, Daniel Ho, Jihan Yin, Scott Lee, Suzanne Petryk, Sarah Adel Bargal, and Joseph E. Gonzalez. Nbdt: Neural-backed decision tree. In *Proc. ICLR*, 2021.

[36] Xindong Wu, Vipin Kumar, J. Ross Quinlan, Joydeep Ghosh, Qiang Yang, Hiroshi Motoda, Geoffrey J. McLachlan, Angus F. M. Ng, Bing Liu, Philip S. Yu, Zhi-Hua Zhou, Michael S. Steinbach, David J. Hand, and Dan Steinberg. Top 10 algorithms in data mining. *Knowl. Inf. Syst.*, 14(1):1–37, 2008.

[37] Chao Xiong, Xiaowei Zhao, Danhang Tang, Jayashree Karlekar, Shuicheng Yan, and Tae-Kyun Kim. Conditional convolutional neural network for modality-aware face recognition. In *Proc. ICCV*, pages 3667–3675, 2015.

[38] Alan Yuille and Anand Rangarajan. The concave-convex procedure. *Neural Computation*, 15(4):915–936, 2003.

[39] Alan L. Yuille and Chenxi Liu. Deep nets: What have they ever done for vision? *International Journal of Computer Vision*, 129(3):781–802, 2021.

[40] Sergey Zagoruyko and Nikos Komodakis. Wide residual networks. In *Proc. BMVC*. BMVA Press, 2016.

[41] Quanshi Zhang, Yu Yang, Haotian Ma, and Ying Nian Wu. Interpreting cnns via decision trees. In *Proc. CVPR*, pages 6261–6270, 2019.

[42] Bolei Zhou, Aditya Khosla, Àgata Lapedriza, Aude Oliva, and Antonio Torralba. Learning deep features for discriminative localization. In *Proc. CVPR*, pages 2921–2929, 2016.

[43] Jie Zhu, Ying Shan, J. C. Mao, Dong Yu, Holakou Rahmanian, and Yi Zhang. Deep embedding forest: Forest-based serving with deep embedding features. In *Proc. KDD*, pages 1703–1711, 2017.