Estimating the thermal photon production rate using lattice QCD
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We present results for the photon emission rate determined from the transverse channel vector correlator at fixed spatial momentum using two flavors of dynamical Wilson fermions at $T \sim 250$ MeV. We estimate the transverse channel spectral function using the continuum extrapolated correlator by applying various fit ansätze with a smooth matching to the NLO perturbative result. We confront our estimate based on this channel with the latest results of our collaboration based on the difference of the transverse and longitudinal channels.
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1. Introduction

Characterizing the properties of the quark-gluon plasma (QGP) is an ongoing effort both experimentally and theoretically. From the experimental side, electromagnetic radiation has been considered as a clean probe of the QGP, because the interaction between the plasma and the photons is very weak due to the colorless nature of the latter. However, experimental difficulties arise because the photons and dileptons can be created via different mechanisms during the entire time evolution of an ultrarelativistic heavy ion collision and unravelling the different contributions is challenging. The largest contribution to the signal is coming from decay photons, i.e. from the decay of the final state hadrons. This contribution is subtracted from the total signal, and what remains is called the direct photons. A more detailed overview about the experimental situation can be found in Refs. [1, 2].

In Ref. [2], moreover, an unresolved discrepancy between the measured direct photon yield of the PHENIX collaboration (at BNL) [3] and the theoretical result is discussed. Results for the direct photon yield from two other collaborations have appeared since then, the data from the ALICE collaboration (at CERN) [4] – using a different experimental setup – are also somewhat larger than the theoretical result, but the results of the STAR collaboration [5] (also at BNL) are in good agreement with the theory. The various discrepancies (between the results reported by STAR and PHENIX or between PHENIX and theory) have not been resolved yet.

It is worth mentioning that the direct photon excess is in the transverse momentum range where the dominant contribution to direct photons comes from thermal photons, which are originating from the QGP and have a transverse momentum about a few hundred MeV - few GeV typically. The theoretical thermal photon yield used for comparison has been obtained assuming a weakly coupled plasma and a time evolution described by relativistic hydrodynamics. Basically, the thermal photon contribution is calculated by integrating the thermal photon rate over the entire spacetime volume.

In this contribution, we present an estimate of the thermal photon production rate using the transverse channel Euclidean correlator which has not been investigated yet on the lattice at finite temperature in this context.

The thermal photon rate can be expressed in terms of the vector channel spectral function, $\rho_V = -\rho_\mu^\mu$, as

$$\frac{d\Gamma_y(k)}{d^3k} = \frac{\alpha_{em}}{\pi^2} \rho_V(\omega = k, k) \frac{1}{e^{k/T} - 1} + \mathcal{O}(\alpha_{em}^2).$$

(1)

The spectral function of the electromagnetic current is defined as

$$\rho_{\mu\nu}(\omega, k) = \int d^4x e^{i(\omega t - kx)} \langle [J_{\mu}^{em}(x), J_{\nu}^{em}(0)\dagger] \rangle.$$

(2)

In Ref. [6], the following combination of the transverse and the longitudinal channel has been put forward

$$\rho(\omega, k, \lambda) = \left(\delta_{ij} - \frac{k_i k_j}{k^2}\right) \rho_{ij} + \lambda \left(\frac{k_i k_j}{k^2} \rho_{ij} - \rho_{00}\right) = 2\rho_T + \lambda\rho_L.$$

(3)

When $\lambda = 1$, this combination is identical to the vector channel spectral function. Choosing $\lambda = -2$, this combination gives the difference between the transverse and longitudinal channels,
which has been investigated in Refs. [6–8]. When \( \lambda = 0 \), the longitudinal contribution vanishes, and \( \rho(\omega, k, \lambda) \) is identical to (two times) the transverse channel contribution. These various channels, especially the ones corresponding to \( \lambda = -2 \) and \( \lambda = 0 \) have various advantageous properties [6] which may help in overcoming the spectral reconstruction problem. As regards the thermal photon emission rate, due to the Ward-identity

\[
\omega^2 \rho_{00}(\omega, k) = k_i k_j \rho_{ij}(\omega, k),
\]

the above defined combination, \( \rho(\omega, k, \lambda) \), is independent of \( \lambda \) at light-like kinematics, therefore one may substitute \( \rho_V \) in Eq. (1) by \( \rho(\omega = k, k, \lambda) \) using an arbitrary value of \( \lambda \). In this contribution, we present results using the transverse channel, i.e. using \( \lambda = 0 \).

2. Continuum extrapolation

We have generated four ensembles at the same temperature, about \( T = 250 \) MeV in the high temperature phase. We use \( N_f = 2 \) clover-improved dynamical Wilson fermions and the Wilson gauge action. The pion mass is around \( m_\pi \approx 270 \) MeV, and the lattice spacings are in the range of 0.033...0.066 fm. Instead of the electromagnetic current, we use the isovector vector current, which amounts to neglecting the disconnected contributions [8]. We measured the Euclidean correlators using both the local and the conserved discretizations for the currents both at source and sink, resulting in four different discretizations of the correlator. We normalized the correlators by the static susceptibility to avoid the need of renormalization. The two mixed discretizations are not independent, they can be transformed into each other using time reflections. Therefore, these have been averaged appropriately, resulting in a total of three different discretizations.

These discretized correlators then have been used to perform a simultaneous continuum extrapolation. More precisely, we carried out fits also by using only a single discretization as well as using multiple discretizations simultaneously and built histograms using the Akaike Information Criterion (AIC) weights of each fit. We also implemented multiplicative tree-level improvement of the lattice data, and carried out fits using the improved data as well. The median of the resulting histogram has been used as the continuum limit value in the later stages of the analysis.

3. Reconstruction by fitting and matching to perturbation theory

In this section, we introduce the strategy we followed for obtaining spectral information from the Euclidean correlator. The spectral decomposition formula,

\[
G_{\mu\nu}(x_0, k) = \int_0^{\infty} \frac{d\omega}{2\pi} \frac{\cosh[\omega(\beta/2 - x_0)]}{\sinh(\omega\beta/2)} \rho_{\mu\nu}(\omega, k)
\]

relates the Euclidean correlator, \( G_{\mu\nu}(x_0, k) \), measured on the lattice to our objective, the spectral function. Inverting this relation to calculate \( \rho_{\mu\nu} \) is a notoriously difficult, ill-posed problem. The method, with which we approached the question of extracting valuable information from the correlator was motivated by the analysis presented in Ref. [9]. There, the authors exploited perturbation theory results in the high-frequency regime and also to slightly constrain the fit ansätze for the infrared regime. We also assume the validity of perturbation theory in the UV regime down to a chosen value of frequency, \( \omega_0 \), which is called the matching frequency, and use the perturbative
spectral function in the large $\omega$ regime. For the infrared part, we use various fit ansätze, $\rho_{\text{fit}}(\omega)$. The full expression for the spectral function takes the form

$$
\rho(\omega) = \rho_{\text{fit}}(\omega)(1 - \Theta(\omega, \omega_0, \Delta)) + \rho_{\text{pert}}(\omega)\Theta(\omega, \omega_0, \Delta).
$$

To connect the IR and UV regimes smoothly, we use a smoothed Heaviside-function,

$$
\Theta(\omega, \omega_0, \Delta) = \frac{1}{2} \tanh\left(\frac{\omega - \omega_0}{\Delta}\right).
$$

For the perturbative part, we use the recent NLO calculation [10] complemented by the Landau-Pomeranchuk-Migdal resummation (LPM) [11, 12] to cure the singularity at the light-cone,

$$
\rho_{\text{pert}}(\omega) = \rho_{\text{NLO}}(\omega) + \rho_{\text{LPM}}(\omega).
$$

Concerning the fit functions for the IR part, we chose simple odd polynomial functional forms as well as a piecewise polynomial ansatz. The latter has been motivated by the IR behavior of $\rho_{\text{pert}}(\omega)$ and consists of two odd polynomials, one for $\omega < k$ and another for $\omega > k$. These are matched continuously at the light-cone. The fit parameters have been determined by $\chi^2$-minimization. For the fit procedure, in order to avoid singular behavior, we regularized the covariance matrix by multiplying the off-diagonal elements by 0.95. The $\chi^2$-minimization have been performed for each jackknife sample of the continuum correlator to estimate the statistical error.

4. Mock analysis

We have performed some mock tests using the perturbative spectral function, $\rho_{\text{pert}}$ as well as the spectral function of the $N = 4$ super Yang-Mills theory [17] as input, mock spectral functions. In these mock analyses we used a covariance matrix which has been rescaled from the continuum covariance matrix in such a way that the relative errors of the mock data are the same as those of the real lattice data. This rescaled covariance matrix has not only been used for the $\chi^2$-minimization, but also for the mock data generation. With these mock analyses, we tested whether using a polynomial or a piecewise polynomial ansatz can describe the input spectral functions well. Representative examples of these mock tests are illustrated in Figure 1.

![Figure 1: Mock test results for the momentum $k/T = \pi$ using the perturbative spectral function as input (left) or the spectral function of the $N = 4$ super Yang-Mills theory (right).](image)
As one can observe in Figure 1, the piecewise polynomial ansatz performs well in the case of the NLO+LPM spectral function, but it underestimates the true value of the spectral function in the case of the \( N = 4 \) super Yang-Mills theory, although the statistical errors are large in that case. The polynomial ansatz also returns spectral functions which are in the same ballpark as the input one, although it cannot describe well the dip at the light-cone in the case of the perturbative spectral function (Figure 1, left panel). There, at \( \omega = k \), it significantly overestimates the true value.

5. Results from the lattice

When applying these fit ansätze for the real continuum extrapolated lattice data, we made several variations of the parameters that may influence the outcome of the \( \chi^2 \)-minimization. Regarding the perturbative input, we used two different renormalization scales, \( \mu = 2\pi T \) and \( \mu = 3\pi T \). The perturbative static susceptibility has been calculated according to the formulae in Ref. [13]. For an unknown non-perturbative coefficient in the corresponding expression, we chose three values, one which has been originally estimated in Ref. [13] and two other values which differ by around 20% from this. We used two different matching frequencies, \( \omega_0/T = 10 \) and 12. For the width of the matching window, \( \Theta(\omega, \omega_0, \Delta) \), we used three values, \( \Delta/T = 1.6, 2.0 \) and 2.4. We used either two or three fit parameters, because we observed that allowing for more fit parameters would result in overfitting in some cases. The total number of available correlator data points was 9, but we also performed \( \chi^2 \)-minimization using only 8, 7 or 6 points.

The largest systematic uncertainty we observed was due to the different fit forms. A particular issue that arose when using the piecewise polynomial ansatz is that we observed fits with acceptable \( \chi^2/N_{\text{dof}} \) values (also with acceptable \( p \)-values) which have either a maximum or a minimum at the light-cone (Figure 2, left). Fit results with local maximum at the light-cone were more frequent when we allowed three free parameters for the fit, but some fits with two parameters also produced similar results. After assigning AIC weights to the various fits, we built a histogram for the effective diffusion constant,

\[
D_{\text{eff}}(k) = \frac{\rho(\omega = k, k, \lambda)}{4k} \frac{1}{\chi_s},
\]

which is the only non-kinematical factor in the expression of the thermal photon rate (c.f. Eq. (1)). Here, \( \chi_s = g_{00}(0, 0)/T \) is the static susceptibility, for which we used \( \chi_s/T^2 = 0.880(9)_{\text{stat}}(8)_{\text{sys}} \). A histogram of the fit results for a particular momentum, \( k/T = \pi \), can be seen in the right panel of Figure 2. Due to the large systematic uncertainty originating from the ambiguity of the fit function, however, the histogram method for estimating the errors of the effective diffusion constant is not applicable. The systematic uncertainty can be estimated roughly as the difference between the median values of the two disjoint histogram parts (Fig. 2, right panel).

Although the systematic uncertainty can be estimated only roughly, one can use the lattice results for \( T D_{\text{eff}} \) to provide an upper bound on the thermal photon rate. Since the piecewise polynomial ansatz can either have a dip-like minimum or a spike-like maximum at light-like kinematics, it can be sensitive to smaller as well as to larger values of the thermal photon rate. We do not expect additional features in the infrared range at this high temperature.

The results for \( T D_{\text{eff}} \) from the transverse channel using these ansätze are shown in Figure 3, left. There, in the case of the piecewise polynomial ansatz, the central values of the disjoint histogram
Figure 2: Left: Representative fit results using the piecewise polynomial ansatz at $k/T = \pi$. Right: Histogram of the effective diffusion coefficient based on the AIC weights of the fits.

Figure 3: The effective diffusion constant, $TD_{\text{eff}}$, obtained using the transverse channel correlator (left) or using the difference of the transverse and longitudinal channels (right). On the right panel, the weak-coupling prediction as well as the result from the $N = 4$ super Yang-Mills theory are also included.

parts are both illustrated with the dashed green line. The systematic uncertainty illustrated in the right panel of Figure 2 is the distance of these two curves. An upper bound estimate based on these fit results is included with a dashed black line to guide the eye.

Thus, interpreting our approach to obtain an upper bound estimate on the effective diffusion coefficient, we can compare our results obtained by analyzing the transverse channel to the results obtained from analyzing the difference of the transverse and longitudinal channels, performed earlier by our collaboration [8], see Figure 3, right. One can observe that the results are compatible with each other and also with the perturbative result, though some of the transverse channel results are larger at $k/T > \pi$. It is worth emphasizing that the analysis procedures were different in the two cases. For the analysis of the transverse channel, we performed fits for each different momentum separately and also used the perturbative result for the UV part, while for the T-L channel analysis, the available momenta have been sorted into three groups and simultaneous multiple momentum fits have been performed on these. More details on the T-L channel analysis can be found in Ref. [8]. Since the analysis of the T-L channel clearly favours $TD_{\text{eff}}$ to lie below 0.2 at $k/T \gtrsim 4$, requiring

\[ \rho T^2 \frac{\partial}{\partial \omega} \tanh \left( \frac{\beta \omega}{2} \right) \]

\[ \frac{\omega}{T} \]

\[ N_p = 2 \quad N_p = 3 \]
consistency of the two analyses suggests that the solutions with a local maximum of the transverse spectral function at the lightcone are disfavoured.

6. Conclusions

A non-perturbative calculation of the thermal photon emission rate may provide valuable input to resolve current discrepancies in direct photon yields observed between various experimental collaborations and between some collaborations and the theoretical prediction. In this work, we presented an estimate for the upper bound of the thermal photon emission rate using \( N_f = 2 \) \( O(a) \)-improved dynamical Wilson fermions. We used four ensembles at around \( 1.2 T_c \) with lattice spacings in the range 0.033...0.066 fm. We performed a simultaneous continuum extrapolation using three discretizations of Euclidean transverse correlators of the isovector vector currents. By utilizing the two-loop thermal perturbative spectral function for the UV regime, we performed fits for the IR part of the spectral function using the spectral decomposition formula. We assumed simple fit ansätze (polynomial and piecewise polynomial) for the infrared spectral function, which performed reasonably well in mock analyses. When analyzing the lattice data, we investigated various sources of systematics that could potentially affect the fit results and found that the largest contribution to the systematics comes from specifying the fit function. A reliable estimate of the systematic errors is hindered by this fact. However, we could estimate an upper bound for the effective diffusion constant or equivalently for the thermal photon emission rate. The obtained fit results are in agreement with a previous lattice determination using a different channel as well as with the weak-coupling predictions.
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