Using virtual data for training deep model for hand gesture recognition
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Abstract. Deep learning has shown real promise for the classification efficiency for hand gesture recognition problems. In this paper, the authors present experimental results for a deeply-trained model for hand gesture recognition through the use of hand images. The authors have trained two deep convolutional neural networks. The first architecture produces the hand position as a 2D-vector by input hand image. The second one predicts the hand gesture class for the input image. The first proposed architecture produces state of the art results with an accuracy rate of 89% and the second architecture with split input produces accuracy rate of 85.2%. In this paper, the authors also propose using virtual data for training a supervised deep model. Such technique is aimed to avoid using original labelled images in the training process. The interest of this method in data preparation is motivated by the need to overcome one of the main challenges of deep supervised learning: using a copious amount of labelled data during training.

1. Introduction
There has been a growing focus on improving interaction between humans and machines by allowing this to happen in a natural manner. One way to enable this natural interaction is to allow the machine to recognize the hand gesture of the user and to generate the appropriate response. Nowadays, the study on hand gesture recognition, in general, involved three aspects: gestures, chains of the gestures, multi-gestures, and interactions. Gesture refers to a static state which is about a certain position of the human hand such as a fist or an open palm. A chain generally consists of several sequential static gestures such as showing a square by open palm or circle by the fist. Multi-gesture consists of several gestures from different cameras. Interaction indicates a correlative action involving a person and an object such as touching. The overview process of handling these tasks consists of data preparation, feature extraction, hand gesture learning, and classification.

Various intelligent techniques have been used to perform hand gesture recognition such as hidden Markov models [1-3], support vector machines [4, 5] and neural networks [6, 7]. Deep convolutional neural networks (CNN) has shown real promise for the classification efficiency for hand gesture recognition problems [8-10]. In the recent years, many researchers have found different ways to solve the problems of gesture recognition with Kinect [11, 12]. The using of depth maps and Kinect technology in this paper are avoided and proposed deep model works with a data obtained from the web camera. Moreover, the two-phase deep architecture based on CNN is proposed. This model achieves a classification of thirty gestures of the human hand.

Deep learning uses a very deep layered network and a huge number of data, so preparing and labelling data are serious problems. To avoid a lack of labelled data, virtual datasets for training are used. It is significantly important not only in gesture recognition systems but also in such areas as
human pose estimation, emotion prediction and driverless cars. In this paper, a method of generating the virtual data is proposed. It’s based on constructing a 3D-model of human hand and immersion it in a virtual environment with additional information about data labels.

2. Overview of the hand gesture recognition system
The whole architecture of the system for gesture recognition is described in this section. The presented system (Figure 1) consists of the virtual dataset generator (DSG), the feature extraction module (FEM), the classification module (CM) and the model for high-level interpretation (HLM).

![Figure 1. An architecture of the system for hand gesture recognition.](image)

The feature extractor module is presented by the sequence of convolutional and pooling layers. The authors use a vgg16 model [13] without full connection layers. The classification problems are solved by two separate CMs. The first CM (FC1) consists of three fully-connected layers and it evaluates a three-component vector. This vector presents a hand orientation in 2D-space (the third coordinate is reserved for the future research). The second classification module (FC2) evaluates an output vector for prediction the class of hand gesture. Both CMs use the same feature extraction module.

In this paper, the real data for training purpose are not used. Instead, the using virtual datasets (training DS and testing DS) is proposed to solve one of the most significant challenges in deep learning. Therefore, in the framework of the research, it is important to develop the generator of datasets which is able to generate a huge number of training images with appropriate features.

3. Training the control system for hand gesture recognition

3.1. Datasets generation and labelling
The structure of the module for virtual data generation is shown in figure 2. The most complex stage of data preparation is a building 3D-models of the human hand.

![Figure 2. The structure of the virtual data generator.](image)

Three different 3D-models of the human hand in Blender have been created by using sculpture tool for the realistic view. In order to be able to control each finger position in automatic mode (application
for creating images realizes this stage), the virtual bones have been added in each 3D-model. The position of each finger can be changed by moving key points. In this way, it does not need to construct a 3D-model from scratch in order to obtain the image of new gesture: it is realised by adding a set of key points in the storage of key points. In order to provide a high level of generalization for CNN, the different backgrounds are used in 3D-scenes, as well different positions of camera view (that transformations were realized with OpenGL library). In fact, each item of the training dataset is a union of three elements: the coordinates of the key points; the background image, the coordinates of the camera position. In addition, the augmentation procedure is implemented during the training process.

3.2. Training deep model

Training process consists of two phases. The first phase is training CNN for hand orientation prediction, and the second one – training CNN for gesture class prediction. Training is performed on a single GeForce Titan graphics card. The main limit here is the device’s memory capacity as described training and testing datasets exceed a memory capability. The proposed model is evaluated on the dataset consisting of 630,000 data samples obtained from 3 different 3D-models of the human hand. For each model 30 different hand gestures have been created. Each of the gestures is represented by 7,000 snapshots summing up to 210,000 data samples per 3D-model. This would result in the transformation and storage of 630,000 data samples by the Tensorflow library during training for 100-on-1 cross-validation (based on samples not on models), including weights as well as the subsequent image transformation steps, which is more than the device can store during the training phase.

The number of data samples during training the deep model for hand orientation prediction is reduced to 2,000 samples per gesture, each randomly taken from the whole sample set. This still yields a training set of 180,000 hand poses – more than enough to validate the proposed approach. During training, the method of data augmentation presented in [14] has been implemented.

The resulting activations from the first convolution layer are depicted in Figure 3. The first 14 activation maps for one class (CLASS_PALM) of gesture are shown. Presented activation maps are obtained from the first pooling layer of the feature extraction module.

![Figure 3. The activation set for the first pooling layer.](image)

After training for 5,500 epochs the first model achieved its best performance producing an accuracy rate of 95.93% on the testing set. Further training with the same parameters seems to cause overfitting.

4. Experimental evaluation and results

The problem of hand segmentation is not considered in the framework of this research. In order to obtain an image of the hand from the camera in a real-time mode, the bounding rectangle is used (Figure 4).
Figure 4. Real time hand gesture recognition experiment.

Experiments were performed with web camera (with resolution 1024x768) and GeForce 750M graphics card (a low-performance laptop has been used as deployment platform). Python and Tensorflow have been used for prediction the hand signs. The output video frames are shown in Figure 4.

The evaluation of the proposed gesture recognition system has been implemented with two evaluation datasets: namely self-built virtual evaluation dataset (VED) and a self-built real evaluation dataset (RED). Dataset RED contains images of the human hand signs from the web camera. The VED was created by the same method as training and testing datasets. Table 1 illustrates parameters and the evaluation mean accuracy for both data sets.

| Images per class | Number of classes | Total number of images | Mean accuracy |
|------------------|-------------------|------------------------|---------------|
| VED 1000         | 30                | 30,000                 | 92.3%         |
| RED 100          | 10                | 1,000                  | 85.2%         |

The gap between accuracy evaluated on different validation sets is caused by different nature of real and virtual data. In spite of this, the proposed deep model demonstrates the high level of generalization ability. The comparison of the presented state-of-the-art results and the most famous investigations based on public data sets is a future work.

5. Conclusion and outlook

This paper implements the experiments of the hand gesture recognition based on the deep model with two classification modules and a shared feature extractor. The proposed hand gesture recognition system is able to predict 30 different hand poses in real-time mode. Such model can be used in different areas where the need for human-computer interaction or remote control by gestures is most urgent and acute. Experimental results show that the proposed deep model demonstrates a mean accuracy rate of 92.3% on a virtual validation data set and 85.2% on a real validation data set.

Future work will focus on the development of the event library for the hand gesture recognition. Such system will perform not just a classification task but regression: a virtual data generator can produce datasets for the training of the regression model. Additionally, future work will explore the transferability of this approach to problems of object recognition in such areas as a human pose estimation, driverless cars, and mobile robotics in order to prove its general applicability. The proposed results can easily be extended to other similar tasks allowing for improved performance of deep models under difficult circumstances, especially in the tasks with the lack of labelled data.
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