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ABSTRACT

In the future, with the advent of the Internet of Things (IoT), wireless sensors, and multiple 5G applications yet to be developed, an indoor room might be filled with 1000s of devices. These devices will have different Quality of Service (QoS) demands and resource constraints, such as mobility, hardware, and efficiency requirements. The THz band has a massive greenfield spectrum and is envisioned to cater to these dense-indoor deployments. However, THz has multiple caveats, such as high absorption rate, limited coverage range, low transmit power, sensitivity to mobility, and frequent outages, making it challenging to deploy. THz might compel networks to be dependent on additional infrastructure, which might not be profitable for network operators and can even result in inefficient resource utilization for devices demanding low to moderate data rates. Using distributed Device-to-Device (D2D) communication in the THz, we can cater to these ultra-dense low data rate type applications in a constrained resource situation. We propose a 2-Layered distributed D2D model, where devices use coordinated multi-agent reinforcement learning (MARL) to maximize efficiency and user coverage for dense-indoor deployment. We explore the choice of features required to train the algorithms and how it impacts the system efficiency. We show that densification and mobility in a network can be used to further the limited coverage range of THz devices, without the need for extra infrastructure or resources.
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1 INTRODUCTION

The International Telecommunication Union (ITU) 5G minimum performance requirement report suggests that 5G has to support nearly 1 million devices per km$^2$ outdoors and 1000s of devices per 100m$^2$ indoors, with ultra-low latency of nearly 1 ms, reliable communication with low Block Error Rate (BLER) of $10^{-5}$, and low energy consumption [1, 2]. Typical applications would range from the Internet of Things (IoT), ultra high definition streaming, dynamic monitoring, sensor networks, eHealth and body-centric applications, Augmented Reality (AR), Virtual Reality (VR), and other applications yet to be developed [3, 4]. Although 5G is at its nascent stage, it is likely that most of the aforementioned applications and its high demands may not be satisified by 5G alone.

In the future, the network will need to be more tactile, i.e., the network’s response time is ultra-low and can be perceived in real-time. The human-machine interaction and even machine-machine interactions could require response times < 1 ms. Further densification and heterogeneity of User Equipment (UEs) and Access Points (APs) will throttle the network and increase these response times. The network will also need to be efficient (both energy and spectrum) and smart while dividing resources among these dense UEs and APs. This increased complexity has compelled the industry, academia, and regulators to start thinking about Beyond 5G (B5G) applications [5, 6], which is focused on making the network faster, smarter, and more efficient.

One such promising technology is the THz band (275 GHz-10 THz) [5], which can provide a massive amount of greenfield contiguous spectrum, ultra-high-throughput of $\approx 1 Tbps$, reduced harmful interference, and secure type communication. These benefits were not naturally available in the traditional Radio Frequency (RF) and millimeter-Wave (mmWave) bands [2, 4, 5]. However, THz technology is still at a nascent stage. Given the high spreading, absorption, and penetration losses, communication in the THz spectrum is challenging. To compensate for the losses, devices will need higher antenna gain or narrower antenna beamwidth. Using the antenna gain analysis for static users proposed in [7], shows that even with the narrowest pencil-beams, there are distance and operating frequency limitations, which makes the THz very sensitive to use-cases, shown in Fig. 1. Moreover, narrower antenna beamwidth can result in frequent mobility induced outages and increased latency due to the constant need for beam alignment [8, 10]. Thus there is a need for methods that opportunistically communicate in the THz band.

1.1 Dense Deployment in THz

It is envisioned that, in the future, there will be a dense use-case for indoor devices, and a single user or an indoor robot can bear multiple devices or sensors at a time [2]. For example, a user/robot can have a phone, smartwatch, smart photonic wrist bands, VR glasses, smart clothes, implanted medical devices, and multiple other sensors. This explosion of indoor devices coupled with random small-scale mobility of the user [7] can overwhelm the indoor
APs. On the other hand, these devices might not require an ultra-
high data rate but need a bare minimum data rate of a few Mbps,
which can be satisfied by a small slice of the spectrum. Using the
lower frequency RF and mmWave bands for this dense deployment
is still not feasible due to multiple reasons, such as interference
issue, device scalability, need for complex multiple access schemes,
need for carrier aggregation, and lack of security. The THz spec-
trum has enough bandwidth to accommodate the dense deployment
of devices. For example, even the smallest frequency windows of
$1 \text{GHz}$, can effectively accommodate 1000’s of devices, such as Narrow
Band IoT (NB-IoT), Internet of Nano-Things (IoNT), Body Area
Network (BAN), Wireless Personal Area Network (WPAN), and
Wireless Sensor Network (WSN), by using simple Frequency Di-
vision Multiple Access (FDMA) scheme. In this paper we propose
the use-case of Ultra-Dense Low Data-rate (UDLD) applications for
the THz band.

Densification of devices will not only overwhelm the system,
but also can act as blockages for the THz signals. Besides high
mobility and frequent change in device orientation, i.e., small-scale
mobility [7], will lead to outages and lower coverage. However,
with opportunistic use of the THz band, scheduling, and efficient
resource allocation, multiple use-cases requiring a low data rate
for indoor devices can be satisfied [11]. Fig. 2 shows four types of
communications links for dense indoor networks in the higher fre-
quency bands. In type A, the users are at a direct line-of-sight (LoS)
with the AP, but the range is limited due to losses and presence
of blockages, as emphasized in Fig. 1. The devices, which are out
of the AP’s range (shown in yellow), will need additional infra-
structure to get coverage. It can be done either through, type B, i.e.,
intelligent reflecting surface (IRS) [12, 13], or type C, i.e., additional
APs deployed closer to the users [9, 14]. Both types B and C can
prove to be costly and inefficient for indoor UDLD use-cases. With
densification and increased random user mobility in the system the
infrastructure requirement for type B and C will be higher. On the
other hand, a fourth method, type D, i.e., Device-to-Device (D2D)
communication, can opportunistically cater to this dense deploy-
ment. Type D can increase the range of type A communication to
reach further in the room by relaying the signals. Moreover, there
will be devices which are within the AP’s range but are blocked by
objects, such as furniture or human body parts, or suffer frequent
outages due to small-scale mobility. Using dedicated infrastructure
(like, type B and C) for these use-cases might not be efficient, rather
type D communication can be used opportunistically to cater to
these devices, as shown in Fig. 2.

D2D communication has been widely studied in the RF and
mmWave bands [15][16], and there are multiple challenges associ-
ated with using it in the THz band. Due to limited signal coverage,
centralized D2D communication is challenging. Devices will require
a common channel in the lower RF bands to communicate with
the AP. Radios having the flexibility to sweep from GHz to THz
frequency are hard to manufacture and not a scalable solution for
the use-cases mentioned above. A distributed D2D approach is a
more viable solution. Nevertheless, in distributed D2D for dense
mobile networks, finding the optimal path will be complex, and
multi-hop communication will be inefficient and unreliable [17].
With proper scheduling [18–20], significant coverage can still be
achieved in the THz. In this paper, we propose the use of densifi-
cation and random user mobility to the network’s advantage to
improve the coverage range of a THz Access Point (THz-AP). Since
UDLD devices do not require a high throughput instead of the tra-
ditional allocation method of strongest signal strength, we focus on
opportunistic use and smart learning algorithms to predict resource
allocation in a distributed D2D. Instead of a multi-hop ad-hoc type
communication, we propose a 2-layered or 2-hop distributed D2D
approach for resource allocation and scheduling in the THz and
use coordinated multi-agent reinforcement learning (MARL) for
the device to efficiently allocate those resources.

1.2 Our contribution
The rest of the paper and the contribution is listed as follows:
- We propose a use-case for a dense indoor type deployment
in the THz, and show even with densification and random
user mobility in the environment the network can still maintain significant coverage for UDLD type applications.

- We propose a 2-layered distributed D2D approach that operates in a constrained resource environment (i.e., a single THz-AP, limited bandwidth, and limited antenna gain). The Layer 1 devices have direct access to the resources, i.e., a direct LOS to the AP. A selected number of devices from Layer 1 act as relays between the Layer 2 device and the THz-AP, explained in Section 2.1
- For efficient resource allocation instead of a central control or transmitting topological information, which will result in increased network load and latency, we allow the Layer 1 device or the agents to work in a coordinated manner. The agents independently explore the environment and make resource allocation decision, and improve their local decisions by coordinating or exchanging feedback from the AP, explained in Section 2.2
- To enable these agents to make efficient resource allocation they need detailed knowledge about the environment, such as exact location and mobility. However, many of the UDLD devices might not have such sophisticated hardware to obtain location information or can result in significant privacy risks. Thus, we propose two models: D2D Model 1, which uses the Layer 2 device location, and D2D Model 2, which uses number of neighboring agents, as its feature set. The proposed models and evaluation is explained in Sections 3 and 4 respectively.

2 SYSTEM MODEL

In this section, we develop the 2-Layer distributed D2D model using coordinated MARL to improve coverage in dense indoor THz.

2.1 Layer Model

Let us consider an indoor environment with few static blockages and a single THz-AP located at the center of the room as shown in Fig. 3. All the devices are mobile and follow a random way point model. Let the set of these Mobile Users (MUs) be denoted as \( M \). The devices that have a direct LOS to the THz-AP are considered as Layer 1 MUs denoted by the set \( M_F \) and the remaining devices are Layer 2 MUs denoted by the set \( M_S \), such that \( M_F \cap M_S = \emptyset \). The Layer 1 MUs can be considered as part of the type A links shown in Fig. 2. To extend the coverage range of type A communication and reach the devices in \( M_S \), we use D2D communication, which is type D.

The AP divides the resources equally among the Layer 1 MUs for the devices to independently operate. Thus the bandwidth for the \( i^{th} \) device is \( B_i = B/|M_F| \forall i \in M_F \), where \( B \) is the total available spectrum. Moreover, the achievable data rate for these users are dependent on the distance from the AP \( d_i \) and can be calculated through Equation (1), where \( P_t \) is the transmit power, \( G_t(\delta) \) and \( G_r(\delta) \) is the transmitter and receiver antenna gains respectively, \( \delta \) is the antenna beamwidth, \( L_A \) is the absorption loss, \( L_S \) is the spreading loss or Free Space Path Loss (FSPL), \( f_c \) is the operating frequency, and \( N_0 \) is the noise spectral density in dB/Hz. \( L_S \) can be calculated based on the frequency and distance, while for \( L_A \) we also need to consider the medium absorption coefficient, which is dependent on the relative humidity \( \rho \), and room temperature \( T \) [7]. Moreover, in a dense deployment interference can cause a significant reduction in signal strength. However, THz offers massive bandwidths, and with proper frequency allocation for UDLD devices, the interference can be ignored.

\[
R_i = B_i \log_2(1 + \frac{P_t \cdot G_t(\delta) \cdot G_r(\delta)}{L_A(f_c, d_i, \rho, T) \cdot L_S(f_c, d_i) + N_0 + B_i}) \quad (1)
\]

Now using D2D communication, the \( i^{th} \) Layer 1 MU can independently reach the \( j^{th} \) Layer 2 MU, where \( j \in M_S \). As shown in Fig. 3 not all Layer 1 MUs are considered as D2D Relays. The Layer 1 MUs, which are at the center of the room are not idle for becoming a D2D relay, due to high path loss. Rather the devices, which are at the edge of the THz-AP range are likely to be candidate for D2D Relay. Furthermore, some \( j^{th} \) Layer 2 MUs might have multiple links with some D2D Relay, which might lead to overhead and resource wastage. Thus, there exists (a) an optimal set of D2D Relay devices from the Layer 1 MUs, (b) and optimal links between the D2D Relay devices and Layer 2 MUs. The D2D Relay can either serve or not serve a device from Layer 2 MU, which is shown through the red and green links respectively in Fig. 3. A combination of the red and the green links that results in maximum coverage and minimum resource allocation can be considered as an optimal link. Due to the dynamic nature of the system the presence of the devices in the two layers will change and so will the optimal links. In a centralized approach the optimal D2D devices and its optimal links can be monitored at the cost of increased network load and resource utilization, which is not the case for distributed systems. For distributed systems, to maximize the system coverage, the choice of these links need to be opportunistic and can be predicted based on the system parameters. Let the set of the optimal links from Layer 1 MUs to Layer 2 MUs be \( M_R \subseteq \{M_F \times M_S\} \).

![Figure 3: A Dense-Indoor Environment with Layer 1 MU acting as relays for the Layer 2 MU. A Layer 1 MU opting in to serve a particular Layer 2 MU is shown in green and red otherwise.](image)
Although more red links (shown in Fig. 3) will result in lower reward function. Each agent learns its own policy while making cooperative setting involves homogeneous agents with a common action policies and help the new agents learn faster. With cooperative MARL, the agents can share their learned moving across these sets. Thus, a new agent will need to learn the similar tasks and learn faster [21, 22]. Furthermore, due to mobility extended to a multi-agent system where each agent comes with the environment and updating the policy based on the interaction learning. Reinforcement learning (RL) is a machine learning concept can be parameterized and redefined the states space \( M_2 \) for the system. Please note we know refer the Layer 1 MUs as \( M_1 \) set for the paper. Let us know we refer the Layer 1 MUs as agents for the rest of the paper.

To efficiently select the set \( M_2 \) for the system we use reinforcement learning. Reinforcement learning (RL) is a machine learning algorithm where an agent learns the optimal policy from interacting with the environment and updating the policy based on the rewards obtained for its state and action pair. This concept can be further extended to a multi-agent system where each agent comes up with its own local policy. Instead of fully independent operation of the agents we propose the use of coordinated MARL, where the agents interact with the THz-AP and share the experience about similar tasks and learn faster [21, 22]. Furthermore, due to mobility the sets \( M_F \) and \( M_S \) will be dynamic, and the devices will keep on moving across these sets. Thus, a new agent, will need to learn the system optimal policy from scratch and will require multiple samples. With cooperative MARL, the agents can share their learned policies and help the new agents learn faster.

Now each agent \( i \) at a time period \( t \) can independently take an action \( a_i(t) \) based on the state information \( s_i(t) \), where \( a \in A \) and \( s \in S \). The agent then receives the reward \( r_i(t) \) from the AP to update its local policy, as shown in Figure 4. Most of the cooperative setting involves homogeneous agents with a common reward function. Each agent learns its own policy while making sure that the global policy is maintained, as shown in Fig. 4 [21, 22]. In this problem the optimal local policy for each agent \( i \in M_F \) is \( M_{i_R} \subseteq \{1\} \times M_{S} \) and the global policy is constructing the set \( M_2 = \bigcup_{i=1}^{\mid M_F \mid} M_{i_R} \). Thus the action set \( A = \{0, 1\} \) consists of two options, either there exists a link from agent \( i \) to Layer 2 MU \( j \), i.e., 1 or the link does not exists, i.e., 0, as shown in Fig. 2 with the green and red lines respectively.

We use Q-learning algorithm for the agents to find the best action \( a^* \) given the state \( s(t) \). Based on the state action pair we can construct a Q-Table that keeps track of the best Q-value, i.e., the state action pair which returns the best reward. Let us define the Q value for the \( i^{th} \) agent as \( Q_i^{s,a}(t) \). The Q-table is updated at each time step as shown in Equation (2), where \( \alpha \) is the learning rate and \( \beta \) is the discount factor:

\[
Q_i^{s,a}(t) = Q_i^{s,a}(t)+ \\
\alpha \left( R_i(t) + \beta \max_a Q_i^{s,a}(t+1) - Q_i^{s,a}(t) \right) \quad (2)
\]

In this problem, the state space \( S \) can incorporate multiple environmental factors, such as location, mobility, neighbor information, and other resources. These factors will result in a huge number of states, and the Q-function can no longer be represented as a table. It will be challenging to implement MARL in such a scenario. Firstly, the sensors and devices will not have so much memory to process such a big table. Secondly, even if the agents have enough memory, the learning process will be slow and require many training data. Therefore, instead of a large table, we parameterize the state space, such that when an agent updates the parameter from its experience, the Q estimate for other parameters will also change. Let us parameterize and redefine the states space \( S \) for agents considering \( m \) environmental factors or features as \( \phi_i(s) \) where \( i \in M_F \) and \( k \in \{1, \cdots, m\} \). Let us redefine \( Q_i^{s,a}(t) \) as \( Q_i^{\phi_i(s),a}(t) \), shown in Equation (3), where, \( \phi_i(s) \) is a vector with all the features of size \( 1 \times (m+1) \) and \( \theta \) is the weight vector that keeps track of the changes in the Q-values for particular parameter and actions.

\[
Q_i^{\phi_i, a}(t) = \theta_0 + \theta_1 \phi_{i1}(s) + \cdots + \theta_m \phi_{im}(s) = \phi_i(s)^T \theta_i \quad (3)
\]

The weight vector \( \theta \) is of size \( (m+1) \times |A| \), where the 1 is for the bias. Therefore in a linear Q-function approximation the agents will be updating the \( \theta_i \) for the optimal policy as shown in Equation (4).

\[
\theta_i(t) = \theta_i(t)+ \\
\alpha \left( R_i(t) + \beta \max_a Q_i^{\phi_i,a}(t+1) - Q_i^{\phi_i,a}(t) \right) \phi_i(s) \quad (4)
\]

### 3 D2D-RELAY NODE SELECTION MODELS

In this section, we discuss the agents learning procedure and its interaction with the environment and the THz-AP for coordination.

#### 3.1 Agent Learning

The agents act as a bridge between the THz-AP and the Layer 2 devices, as shown in Fig. 5. The agents transmit data and learning parameters across the layers. Moreover, these agents also have the cognitive capacity to make smart decisions, which the relatively simple Layer 2 sensors cannot perform.

For the agents to efficiently update its \( \theta \) vector, it needs proper feedback from the system or rewards. In this problem, we use a private and public reward scheme for the agents to make optimal decisions. The private reward is a function of the throughput \( R_{ij} \).
between the agent \( i \) and device \( j \), which is based on the action. For an action \( a_i = 0 \) the agent gets 0 private reward. Otherwise, the reward is calculated using the Equation (1). The agents must learn how their individual actions impact the actions taken by other agents. Thus the agents are also provided with a public reward \( R_0 \), which is the system throughput, and it changes based on the collective actions considered by the agents. Both the rewards are normalized to a maximum achievable data rate of \( R^* \). An agent is provided a positive reward for its optimal action and negative rewards otherwise, which is tracked by the AP. Let \( c_j \) be a Boolean variable, which keeps track of Layer 2 coverage, where 1 means it is already covered by some agent \( i \). The AP updates this variable \( c_j \) based on the actions it receives back from the agents. A combination of \( a_i \) and \( c_j \) can result in four types of rewards, to balance under-coverage and over-coverage among agents, as shown in Equation (5).

For example, if an agent decides not to cover a Layer 2 device and the device has already been covered by some other agent, it will get a positive public reward. However, if that device was not covered the agent will get a negative public reward for under-coverage. Similarly, explanation for the agent, which considers \( a_i = 1 \).

\[
R = \begin{cases} 
(\overline{R}_j + R_0)/R^* & a_i = 1 & c_j = 0 \\
(\overline{R}_j - R_0)/R^* & a_i = 1 & c_j = 1 \\
R_0/R^* & a_i = 0 & c_j = 0 \\
R_0/R^* & \text{else} 
\end{cases}
\]  

Pseudocode for an agent learning from the environment is shown in Algorithm 1. A newly selected agent initializes generalized the Q function as 0, which builds up either through environment interaction or through policy update with the AP. At Line 4, the device checks for a minimum signal strength \( y_0 \) from the THz-AP. If there is no signal, then the device is a Layer 2 MU and waits for an agent to get coverage. Otherwise, the device can act as an agent. The agent iterates for devices in its proximity, i.e., \( \mathcal{M}_j \), and selects an action for each device based on \( \varepsilon \)-greedy-decay. In Line 7, the agent interacts with the environment and AP to obtain the next state information and the rewards respectively and keeps on updating its local policy \( \theta_i \).

In Line 10, the agents exchange their \( \theta_i \) values so that other agents can learn an optimal policy and the new agents can learn faster based on experience gathered from other agents [23, 24], as shown in Fig. 5. There are multiple ways to find the optimal policy among agents, for simplicity we consider the policy which gives the maximum reward, i.e., \( \theta^*(a) = \theta_p(a), \forall a \in \mathcal{A}, p = \text{argmax}_a (R_1, \cdots, R_n) \).

### 3.2 Feature Selection

In Section 2.2, we introduced that the agents’ states can be based on multiple environmental factors, such as location, mobility, neighbor information, and other resources. Many of these factors are challenging to achieve or depend on in a dynamic setting. For example, user location and mobility data can be effectively used to make optimal resource allocation. However, localization in higher frequency bands is still a challenge [25, 26]. Estimating distance devices will require either (a) accurate synchronization of the clocks between receivers and transmitters, (b) additional sophisticated hardware to send signals at different velocities, or (c) support from other APs to triangulate the location. Moreover, sharing information about other agents can lead to security and privacy concerns. Privacy is already a challenge due to the densification and ubiquity of IoT and sensors. Moreover, most future sensor devices might use eHealth and body-centric devices, which can cause privacy harm. For example, location information can be used to jam signals in the THz [27]. Nevertheless, an abstraction or anonymized version of this sensitive data can be shared among the agents through the AP. For example, instead of the exact distance, devices can share information like the number of devices in their vicinity. This kind of information, though abstract, can help the agent learn faster.

In D2D Model 1, we propose two factors, (a) distance from the agent to the device \( j \) in Layer 2, and (b) the coverage capacity of a device or the queue length. It might be challenging to expect such sophistication from devices, such as simple wrist bands, NB-IoT, or even body-centric devices. So we consider a second model, i.e., D2D Model 2, which uses (a) the number of neighboring agents within a distance \( d_0 \), which the AP can provide, and (b) the device queue length. We assume the maximum queue length for a device to be 5; however, it can be based on the hardware specifications, device capacity, or can be instantaneous based on the resource allocated.

### 4 EVALUATION

In this section, we evaluate our proposed D2D models for multiple user distribution.
4.1 Environment

We consider a constraint resource environment with a single AP along with static blockages in a room 10mX10m in dimension, as shown in Fig. 3. We assume the devices to be humans that are walking fast and move in a random way point model [7]. We also consider these devices as blockages and assume an average human shoulder width of 40cm as the width of the mobile blockages. All the devices can transmit at a maximum power of 0 dBm and have access to and limited antenna gain of 27 dBi or antenna beamwidth of 10°. We assume all the devices in the room can operate in a fixed frequency range 570 GHz to 580 GHz and can tune to smaller channels based on the frequency allocation, which is a based on the number of agents. Based on the antenna beamwidth and operating frequency all the THz devices in this simulation can have a maximum range of $d_0 = 3m$, as shown in Fig. 1. Thus, for a room size of 10mX10m a 2-hop D2D communication should be enough to reach all the devices in the room. However, the presence of static and mobile blockages requires the need for more hops, which can be mitigated through proper resource allocation and smart learning models. We define the total time for all the agents to establish links based on the layer model, transmit data, and update their respective policies as an episode. For the proposed learning models we assume $R^* = 10^6 bps,a = 0.01, \beta = 0.7, \text{ and } \epsilon = 0.5$. For an $e$-greedy-decay we assume that there is 10% decay for every $5^\text{th}$ episode.

4.2 Model Comparison

We compare our proposed models with two base cases: (a) Central, where the devices share the topological information with the THz-AP and perfect link allocation is maintained, and (b) No D2D, where the users can only be covered if it has a direct LoS with the THz-AP. The Central approach is the best case, and No D2D is the worst case in our setting. As shown in Fig. 6, for $N = 40$, the D2D Model 1 and Model 2 are almost close to the Central approach for all the episodes. The variations in the coverage value are due to the dynamic nature of the environments. Model 2 has slightly higher coverage compared to Model 1, which is due to the higher rewards, as shown in Fig. 7. For D2D Model 2, the deviation in rewards is lower compared to the D2D Model 1. This is due to the choice of the feature set. Obtaining information about the number of neighboring nodes helps agents avoid unnecessary negative rewards. As shown in Fig. 3, multiple agents try to cover the same Layer 2 device, which results in a negative public and private reward.

4.3 Summary

Since the system is dense and mobile, the coverage and rewards are opportunistic, and dependent on the cardinality of the sets $M_F$ and $M_S$. The number of agents is limited for a less dense and relatively static user set. Moreover, in a dense scenario, the devices will act as blockages, which again results in fewer agents, as shown in Fig. 8. If we compare Fig. 8 and 9, despite the lower number of agents, both the proposed D2D models can maintain higher system coverage. However, when densification is coupled with higher mobility, effective system coverage increases. It is only in the case of static users where the coverage is the least because, with higher mobility, the dynamics of the system and the link adjacencies change, creating multiple opportunities throughout the episode where the agents can perform D2D relaying even in a limited coverage scenario.

The model presented in this paper is based on a 2-Layered approach, which can be extended to a N-Layered model. However, it can be argued that increasing the layers might result in higher latency reduced coverage. Our approach constrained the cognitive load to Layer 1, but for an N-Layered model, all of the devices are required to have the processing capacity, which might be costly and inefficient. In our proposed MARL model, the optimal global policy for a particular action $a$ is updated based on the agent with the best reward for that action. Since the optimal link assignments are a function of other spatial parameters, a loose global policy update can lead to over-coverage and under-coverage for different agents. One solution is for agents to have weights between the local and global policy, where the weight can be learned using simple neural networks.

5 CONCLUSION

In this paper, we go beyond the traditional view of using THz for ultra-high-throughput to explore dense indoor deployment. We
Although mobility has its own set of challenges in THz, mobility is more opportunity-rich than challenge-rich, especially in a dense environment. However, with more mobility, there will be multiple opportunities throughout the time instance when D2D relaying is possible in a static environment, when the devices are not so mobile, there are fewer chances of efficient D2D communication. D2D-THz. In a static environment, when the devices are not so mobile, there are fewer chances of efficient D2D communication.

propose a 2-Layered distributed D2D communication for the UDLD type applications in the THz. We use MARL to assign connections between Layer 1 and Layer 2 devices efficiently. We also show that the choice of features for the learning algorithm is subject to hardware availability, privacy risks, and the quality demand. Although mobility has its own set of challenges in THz, mobility when coupled with densification, can help improve coverage in D2D-THz. In a static environment, when the devices are not so mobile, there are fewer chances of efficient D2D communication. However, with more mobility, there will be multiple opportunities throughout the time instance when D2D relaying is possible in a dense environment.
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