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HIGHLIGHTS

• We combine of hundreds of convergent beam electron diffraction (CBED) patterns to produce ‘digital’ large angle CBED (D-LACBED) patterns with angular range > 40 mrad.
• We compare this data with Bloch-wave simulations produced by code running on computing clusters.
• The large amount of data allows parameters to be refined independently and with unique solutions.
• Refinements of atomic coordinates in Al$_2$O$_3$ have sub-pm precision and accuracy.
• Isotropic Debye-Waller factor (DWF) refinements using an independent atom model (IAM) are precise and accurate for Cu over a range of temperatures.
• Isotropic IAM-DWFs for GaAs are less accurate. Agreement with X-ray data is even worse for Al$_2$O$_3$.
• Bonding models are necessary for accurate refinements of D-LACBED data.
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ABSTRACT: We use semi-automated data acquisition and processing to produce digital large angle CBED (D-LACBED) patterns. We demonstrate refinements of atomic coordinates and isotropic Debye-Waller factors for well-known materials using simulations produced with a neutral, spherical independent atom model. We find that atomic coordinate refinements in Al₂O₃ have sub-pm precision and accuracy. Isotropic DWFs are accurate for Cu, a simple fcc metal, but do not agree with X-ray measurements of GaAs or Al₂O₃. This indicates that models of bonding will be essential to fully interpret D-LACBED data.

1. INTRODUCTION

The unparalleled sensitivity of convergent beam electron diffraction (CBED) to the fine details of electron potential has been known for many years.[1] Despite this strong advantage, it has had limited on studies of electron density and is almost entirely unused for atom bonding and charge density analysis[2, 3]. One of the main reasons for this lack of use is the complexity introduced by multiple scattering, which requires significant modelling and/or simulation, in contrast to the direct access to structure factor amplitudes from methods where single scattering dominates, such as X-ray and neutron diffraction. Another significant barrier to its exploitation is the expertise required to collect good diffraction data from a transmission electron microscope (TEM), and indeed the paucity of data when collected manually. This makes it unattractive in comparison with the well-established and highly automated data acquisition and analysis offered by X-ray techniques. Here, we show that many of these difficulties in the use of electron diffraction can be reduced or eliminated using computer-controlled transmission electron microscopy (TEM) and the vastly increased computing power now widely available for simulations. The combination of hundreds of CBED patterns to produce ‘digital’ large angle CBED (D-LACBED) patterns has been described previously[4] We compare this data with simulations produced by code running on computing clusters,[5] allowing rapid and robust refinement of crystal potential. To examine the capabilities of the technique we perform refinements of atomic coordinates and isotropic Debye-Waller factors (DWFs) for well-known materials. We find that atomic coordinate refinements in Al₂O₃ are impressively accurate, to better than 1pm. Isotropic DWFs are accurate for Cu, a simple fcc metal, but do not agree with the best X-ray measurements of GaAs[6] that take into account bonding and anharmonicity. In Al₂O₃, DWF measurements are much larger than accepted values, almost certainly a result of ignoring charge transfer and bonding effects.

Elastic electron scattering is primarily sensitive to the electron potential and on experimental timescales one detects the time-averaged potential, commonly taken to be an incoherent sum over the atomic electron ‘cloud’ and the thermal vibrations of the atoms. Expressing the potential as a Fourier series allows the convolution of atomic electron density and atom position to be expressed as a product, i.e. using Fourier components of the form

\[ V_g = \frac{n^2}{2\pi m e \Omega} \sum_{j=1}^{n} f(s) j \exp \left( 2\pi i (g \cdot (r_j + \bar{u}_j)) \right) = \frac{n^2}{2\pi m e \Omega} F_g, \]  (1)

where \( V_g \) is the Fourier component of the potential for reciprocal lattice vector \( g \), \( h \) is Planck’s constant, \( m_0 \) the rest mass and \( e \) the charge of the electron, and \( \Omega \) the volume of the unit cell. The summation is over the \( n \) atoms in the unit cell with mean fractional coordinates \( r_j \) and time-averaged thermal displacements \( \bar{u}_j \). The scattering factor \( f_j \) may be viewed as the Fourier transform of the time-averaged position of the electrons in their orbitals around the nucleus of atom \( j \). This is a function of the scattering angle, commonly expressed by the parameter \( |s| = \sin \theta / \lambda \); if the atom is not spherically symmetric \( f_j \) depends upon both the magnitude and direction of \( s \). The sum in Eq. (1) is
commonly known as the electron structure factor $F_g$, in analogy with the X-ray structure factor. Nevertheless, for electrons multiple scattering ensures that diffracted intensities are not related in any simple way to the underlying structure factors, unlike X-ray diffraction where $|F_g|^2$ can be obtained directly from the intensity of a diffracted beam.

In an ideal experiment one would measure all Fourier components $V_g$ up to infinite $g$. In reality, of course, only a finite number of $g$-vectors can be sampled. A discontinuity in a Fourier series (such as abrupt truncation) produces oscillatory artefacts in the real space reconstruction of the crystal potential. Unfortunately, these artefacts are quite stubborn and a large number of Fourier components is required to reduce their amplitude, a problem known as the Gibbs phenomenon.[7] This problem can restrict X-ray diffraction,[3] but is even more serious for electron diffraction, which generally is very limited in the number of $g$-vectors that can be accurately sampled.[8] Most refinements based on electron diffraction to date have used a limited number of CBED patterns. The number of $g$-vectors accessible in a single CBED pattern is very limited indeed – only one or two diffracted beams can be set in the Bragg condition and dark field pattern centres[9] (see section 3.1) are rarely accessed. Despite this limitation, precise measurement of individual structure factors was demonstrated by Zuo and Spence in the 1980s[1, 10-14], and it has become common practice to measure a handful of the lowest-order structure factors – which are most sensitive to bonding effects – and use X-ray or neutron diffraction to supply hundreds or thousands of higher order structure factors to complete the picture.[1, 8, 15, 16] However, the combination of disparate data – i.e. from different samples and techniques – may introduce discontinuities in the Fourier series and thus artefacts in real space, which can be of the same magnitude as the bonding effects being sought.[17] Conversely, a theoretical model of the potential is not restricted in the same way and it is straightforward to use functions that are continuous and unbounded. An obvious way to avoid the Gibbs phenomenon is thus to fit experimental measurements to the underlying functions in Eq.1 rather than extracting individual Fourier components, i.e. the diffracted intensities predicted by a model are adjusted to fit experiment through variation of structural parameters.[18] We apply this approach here in a simplistic way, although it has been used with more sophistication and great success in X-ray and neutron diffraction for many years in studies of atomic bonding,[19] by modelling electron shells with pseudopotentials.[2] Currently, there is no equivalent framework for electron diffraction.

An additional complication for electron diffraction is the strong incoherent scattering of electrons channelled down columns of atoms, which requires modelling of electron-phonon interactions to be calculated correctly.[20] This becomes stronger at higher temperatures and electrons scattered in this way contribute to diffuse intensity both outside and under the Bragg scattered beams. Inelastic scattering due to plasmons[21] or Compton scattering[22] can also contribute to diffuse intensity and incoherence. Even worse, electrons scattered in this way may be subsequently Bragg diffracted, producing a strongly structured background that is difficult to subtract. For this reason, energy filtering is often seen as essential for accurate results,[8, 23] which adds yet another experimental complication and barrier to use.

If electron diffraction is to become a routine and widely applied technique that can compete with X-ray and neutron diffraction for structural refinement and bonding studies, both data collection and modelling/refinement must be rapid and straightforward. In our assessment of D-LACBED data here, we therefore compromise on experimental excellence and theoretical rigour in order to obtain measurements quickly and easily. We use a standard workhorse TEM as found in many labs, with no specialist hardware or add-ons such as an energy filter. We find that the results obtained can be sufficiently accurate and precise even without full account of the difficult issues outlined above. This is probably a result of the large amount of data collected.

Simulation of electron diffraction patterns using dynamical diffraction theory can be a time-consuming process. The two current methods in common use, multislice[24] and Bloch wave[25] usually take rather different approaches to the modelling of inelastic scattering. In both implementations, electron-electron scattering is usually neglected. Thermal vibrations are commonly modelled using a frozen phonon approach in multislice calculations, requiring multiple calculations of different configurations; the resulting simulation contains both diffuse and Bragg scattered intensities. Bloch wave simulations usually use the concept of an absorptive (imaginary) potential,[26] i.e. an
imaginary component to the scattering factor $i f^{'}_j$, attenuating the electron intensity in the Bragg scattered beams. Any subsequent scattering of these ‘absorbed’ electrons, e.g. back into Bragg scattered beams, is ignored.

Either method could be used to simulate D-LACBED patterns to compare with experimental data. Multislice calculations are suitable for programming with graphical processing unit (GPU) acceleration.[24] Bloch wave calculations require matrix inversion that is often beyond the memory capabilities of a GPU, but can be run efficiently on a cluster of central processing units (CPUs). For our data, with typically $10^6$ – $10^7$ pixels in a single dataset, it is not immediately apparent which method gives the best combination of speed and accuracy. In keeping with most previous CBED studies we calculate diffracted intensities with the Bloch wave method. We use message passing interface (MPI) parallelisation, typically using 200-400 cores to obtain high quality simulations in tens of seconds.

Revisiting equation (1) with the addition of an absorptive potential we have

$$V_g = \frac{\hbar^2}{2\pi m_{\text{eff}}} \sum_{j=1}^{n} (f(s)_j + if^{''}(s, \vec{u})_j) \exp(2\pi i \vec{g} \cdot (\vec{r}_j + \vec{u}_j)).$$  

(2)

where $f^{'}_j$ is generally a function both of $s$ and $\vec{u}_j$. Evaluation of Eq. (2) in the general case is not straightforward. Considerable simplifications can be made with the assumption of spherical atoms, in which case a scalar $s$ may be used, while the Einstein model of independent, harmonic thermal vibrations, allows $\vec{u}_j$ to be converted to an isotropic temperature factor $\exp(-B_s s^2)$, (i.e. the Fourier transform of the time-averaged position of the atom, as it moves about its mean position due to thermal vibrations) where the Debye-Waller factor $B = \vec{u}_j^2/16\pi^2$ is determined by the mean square thermal displacements $\vec{u}_j^2$, i.e.

$$V_g = \frac{\hbar^2}{2\pi m_{\text{eff}}} \sum_{j=1}^{n} (f(s)_j + if^{''}(s, B)_j) \exp(2\pi i \vec{g} \cdot \vec{r}_j) \exp(-B_s s^2).$$  

(3)

In this simplified framework, the absorptive potential $f^{'}_j$ due to thermal diffuse scattering may be calculated from a knowledge of $f(s)_j$ and $B_j$ with no free parameters using e.g. the Bird and King model.[26] If we use calculated scattering factors $f(s)_j$ the remaining parameters accessible to experiment are simply the coordinates $\vec{r}_j$ and Debye-Waller factor for each atom in the unit cell. Here we test the ability of D-LACBED to measure these parameters for simple well-known materials.

2. EXPERIMENTAL AND COMPUTATIONAL METHODS

Electron transparent specimens were prepared using standard methods, i.e. mechanical grinding and polishing followed by Ar$^+$ ion milling. Surface damage was minimised for the GaAs and Al$_2$O$_3$ specimens with a final low energy (2keV) mill for 15 minutes, while the Cu specimen was etched briefly in 1% Nital solution. Data were collected using a JEOL 2100 LaB$_6$ TEM operating at 200 kV equipped with a Gatan Orius SC600 camera. Prior to data collection, Digital Micrograph$^\text{TM}$ scripts were used to calibrate both beam displacement and image shift caused by spherical aberration of the pre-field and post-field objective lenses respectively. Data acquisition was performed with a third script that collected CBED patterns for many incident beam orientations, using the previous calibrations to apply compensating beam shifts to maintain the position of the electron beam on the specimen to an accuracy of ~1nm while doing so. Roughly ten CBED patterns were captured per second, each with a size of 672x668 pixels. The electron beam typically had a convergence angle $>1$ mrad focused to a probe of ~8nm FWHM on the specimen. Heating experiments were performed using a Gatan 952 double-tilt heating holder.

Processing of the acquired CBED data to obtain D-LACBED patterns suitable for comparison with simulation was performed as follows. Since we generally use relatively small convergence angles, the CBED discs are almost featureless and we simply extrapolate diffuse intensity from outside the discs to subtract the background. A 2D cubic spline was fit to the diffuse scattering between the discs and subtracted from each CBED pattern before using simple cut and paste, averaging where beams overlap, to assemble a set (typically between 20 and 200) of D-LACBED patterns.
Linear distortions in the patterns due to residual intermediate lens astigmatism and other lens aberrations were corrected using the known symmetry of the 000 pattern and/or comparison with simulations to measure any skew and stretch (typically <0.5%). With the large angles and small camera lengths used here (typically 200mm) higher-order Laue zone (HOLZ) lines have sub-pixel widths and are essentially invisible. Thus, the zero-order Laue zone (ZOLZ) symmetries of the collection of LACBED patterns were used to reduce noise by averaging. Finally, the patterns were rotated and cropped to be square, typically between 250 and 400 pixels, giving a useful experimental dataset of ~2x10^6 to ~3x10^6 measured intensities. The point spread function of the camera has a noticeable effect on the data. This (and any blurring of the data due to a lack of energy filtering) was accounted for by applying a Gaussian blur (typical radius 2.2 pixels) to the simulation in preference to application of a deconvolution to the experimental data.

Simulations were performed using standard Bloch-wave methods[24, 25] parallelised to run on a computing cluster.[5, 27, 28] For each pixel, the Bloch waves (‘strong beams’) used in the calculation were chosen according to their perturbation strength as defined by Zuo and Wieckemeier.[29] It was found that perturbative inclusion of ‘weak beams’, while much quicker to calculate, had almost negligible effects on the calculation and did not compensate for missing strong beams at the required accuracy. Absorptive potentials were calculated using the Bird and King method[26] with isotropic Debye-Waller factors and Kirkland scattering factors.[24] The simulation time T scales as the cube of the number of Bloch waves N included in the calculation. Timings were optimised by analysing differences in intensity for simulations with different N,[30] typically giving 100 < N < 400 for different datasets and T < 2 minutes using up to 280 cores for unbinned data and a single specimen thickness.

Zero-mean normalised cross-correlation[31] (ZNCC) was used to quantify the fit between experimental and simulated D-LACBED patterns. This has the advantage of being insensitive to background offsets and scaling, at the expense of sensitivity to lateral displacements. Thus, a small sub-pixel shift of the experimental data was generally required to obtain the best possible fit to simulation. Fits were obtained for each D-LACBED pattern individually, removing any dependence on relative intensities of different reflections. To give some resemblance to the R-factor commonly used to indicate experiment/simulation fit quality in structure solution methods the fit index for n experimental patterns x and simulated patterns y, each with N pixels is

\[ f = \sum_{j=1}^{N} \left( 1 - \sum_{i=1}^{N} \frac{(x_{i,j} - \bar{x}_j)(y_{i,j} - \bar{y}_j)}{\sigma_{x,j}\sigma_{y,j}N} \right) \]  

(4)

where the first sum is over all patterns and the second sum is the ZNCC: \( \bar{x}_j \) and \( \bar{y}_j \) are the means of the \( i^{th} \) experimental and simulated patterns respectively; \( x_{i,j} \) and \( y_{i,j} \) are their pixel values; \( \sigma_{x,j} \) and \( \sigma_{y,j} \) are their standard deviations. Equation (4) gives \( f = 0 \) for a perfect fit.

3. RESULTS

3.1 Copper.
The simplest possible test of the capabilities of D-LACBED would be a material that has a limited number of parameters that can be refined and conforms reasonably well to the assumptions of the theoretical model (i.e. spherical, neutral atoms that are well-described by calculated scattering factors, with harmonic thermal vibrations). Most monatomic metals fit this description and we choose copper here due to its ready availability. The atomic coordinates of this fcc crystal are fixed, leaving only Debye-Waller factor as a measurable parameter. We collected data from [001] and [114] zone axes as examples of relatively dense low-index diffraction patterns and more sparse mid-index patterns respectively. The small lattice parameter of Cu results in relatively large Bragg angles (e.g. \( 2\theta_{002} = 13.8 \) mrad), allowing large convergence angles without overlapping discs in the CBED pattern. We thus used a beam half-convergence angle
of 5.9 mrad, requiring only ~120 CBED patterns to produce D-LACBED data extending beyond 40 mrad. Figure 1 shows some of the D-LACBED patterns collected from Cu at room temperature (303 K) from the [001] and [114] zone axes. As defined by Buxton et al.[9], the centre of a dark field LACBED pattern is marked by a point of symmetry, which must be at least a 2-fold axis for diffraction in the zero-order Laue zone (ZOLZ). The symmetry may be higher; for example, the 220 and 440 patterns in Fig. 1 have ZOLZ symmetry mm2 and the pattern centre is marked by a bright point for both. Note that – since all patterns sample the same field of view, dictated by the camera and crystal orientation – all dark field pattern centres are displaced from the centre of the field of view towards the 000 pattern. The [001] zone axis has symmetry 4mm, meaning that although 25 complete D-LACBED patterns were collected there are only six unique types, i.e. 000, 200, 400, 220, 420 and 440. The [114] ZOLZ symmetry is mm2, giving five unique patterns from the thirteen displayed in Fig. 1b plus the 442-type reflection (not shown). Data similar to Fig. 1 was collected at 373K and then at temperature increments of 100K to a maximum of 753K.

It was found that optimised simulations required >210 Bloch waves for [001], but only >120 for [114] data.[30] The smaller number for [114] reflects the larger g-vectors present in the data, giving a more sparsely populated ZOLZ section through the reciprocal lattice and correspondingly fewer Bloch waves required. The 400x400 pixel simulations at a single thickness required 1 minute 10 sec for Cu [001] and 50 seconds for Cu [114] using 256 cores. The first step to compare with simulation is to obtain a good fit for the specimen thickness. Although this is a basic parameter required for any measurement, it can be problematic for conventional CBED due to the small size of the discs and limited data. This usually results in strong oscillations of fit parameter with specimen thickness[32, 33]. Conversely, the large amount of LACBED data gives a single, well-defined thickness that gives the best fit to the data (inset Fig. 1a).

Figure 1. Room temperature D-LACBED from Cu (a) Seven patterns from Cu [001], angular range 41.3 mrad. Inset shows the fit index for simulated patterns as a function of specimen thickness. (b) Thirteen patterns from Cu [114], angular range 44.2 mrad. All patterns are normalised for display here to the visible display range and have applied gamma 1.5 to allow features in darker parts of the image to be seen more easily.

The fit to simulation was refined by varying the isotropic Debye-Waller factor $B$. The plots in Fig. 2 shows the fit index (Eq. 4) for the different temperatures as a function of $B$. This demonstrates a well-behaved parameter space with a
single minimum; fit indices were typically below 5% but increased slightly for higher temperatures. Simple gradient-descent optimisation is sufficient to determine the best fit to experiment, typically requiring less than ten iterations to obtain a precision of 0.01 Å². Again, this is a significant improvement over CBED data, which often show many local minima[34]. Experimental 000 patterns and best fit simulations for the Cu [001] data are also shown in Fig. 2. The most obvious change with increasing temperature is the darkening of the bands running along <100> directions through the centre of the pattern. This is due to increased thermal scattering, which strongly affects the absorptive potential and gives increased absorption in orientations where strong channelling occurs. A subtler effect is also present, i.e. the weakening of sharp features such as the horizontal and vertical 400-type deficit lines with increasing temperature.

Figure 2. Upper: the experimental 000 D-LACBED patterns and best fit simulations at different temperatures for Cu [001]. Centre: fit indices $f$ (all patterns) for a range of simulations at each temperature. Lower: simulated 000 patterns (1) – (4) and the difference between them, where yellow shows a decrease, and blue an increase, in relative intensity with increasing Debye-Waller factor $B$.

Simulated 000 patterns at fixed specimen thickness with $B$ (1) to (4) are also shown in Fig. 2. The difference images beneath show the changes that affect the fit index $f$, i.e. variations in relative intensity when each pattern is normalised to the same range, rather than changes in absolute intensity. This is useful here since it corresponds to the normalised cross-correlation used to calculate the fit index (Eq. 4). These complicated fringe patterns exhibit both increases and decreases in relative intensity. Additionally, the 400-type deficit lines show a relative decrease in intensity at low $B$ that becomes a relative increase at higher $B$, showing an interplay between absorption and thermal effects. The initial darkening of the line is caused by absorptive scattering, which affects large g-vectors more readily than small ones at small values of $B$.[26] At higher temperatures however, these diffraction features become continuously weaker (brighter) as expected from Eq. (3). Cu [411] data shows similar behaviour (Fig. S2). Here the central dark lozenge is most affected by absorption and again fine linear features become less visible at higher temperatures.
The measured Debye-Waller factors for copper as a function of temperature are shown in Fig. 3, together with historical data collated by Shukler [35]. Excellent agreement is found, showing that D-LACBED data gives accurate temperature factors in this simple metal. Nevertheless, there is a small disagreement between measurements from the [001] and the [114] measurement, particularly at higher temperatures. It is well-known that the deviation of the data in Fig. 3 from a straight line is mainly due to anharmonic thermal vibrations, which become more significant at higher temperatures.[36] This cannot be captured by the single Debye-Waller factor, which only describes harmonic vibrations; attempts to fit experimental data from an anharmonic material using a Debye-Waller factor will effectively give slightly differing answers for different g-vectors. This can be used to advantage in measurements using the Mössbauer effect,[36] where comparison of Debye-Waller factors obtained with first and second order diffraction can be used to calculate anharmonic components. Such an approach is unlikely to be successful in the case of D-LACBED data, since dynamical diffraction mixes intensities between the different reflections (for example, in Fig. 1a the transfer of intensity from the 040 to the 420 and 440 patterns is quite clear). Here, the Debye-Waller factors are derived from a fit to all the D-LACBED patterns at a zone axis and are thus some kind of average measurement. Nevertheless, since the patterns all lie in the ZOLZ, the [001] and [114] D-LACBED data cover different parts of reciprocal space and it is perhaps not surprising that small differences in measured Debye-Waller factors appear when anharmonic thermal vibrations are known to be present.

3.2 Sapphire

Perhaps the most useful application of D-LACBED may be to refine atomic coordinates in materials that contain a large fraction of elements with low atomic number (which scatter electrons more strongly than X-rays[37]) or that are only available in nanoscale form, so that X-ray diffraction becomes difficult due to Scherrer broadening. Surprisingly, this does not appear to have been attempted with CBED refinements. A test material for this application must have some atomic coordinates that are not completely fixed by the crystal symmetry; here, we choose \( \alpha \)-Al\(_2\)O\(_3\) (space group R3c). In the hexagonal setting the Al atoms in the two-atom basis have coordinates \([0, 0, z_a]\), while O atoms have fractional coordinates \([x_o, 0, \frac{3}{4}]\), i.e. each atom has a single coordinate not fixed by the space group that can be refined experimentally. High-quality X-ray measurement[38] gives \( z_a = 0.352156(17) \) and \( x_o = 0.69364(7) \) at room temperature.

D-LACBED data were collected from the \([2\overline{2}1]\) zone axis, which has a smallest Bragg angle of \( 2\theta_{012} = 7.2 \) mrad at 200 kV. 961 CBED patterns were collected with a beam half-convergence of 1.7 mrad, giving D-LACBED data extending beyond 40 mrad. The reconstructed D-LACBED patterns had dimensions of 296 x 296 pixels. The ZOLZ has symmetry \( \text{mm}2 \), allowing the unique patterns to be displayed in one quadrant. Figure 4 (top left) shows 16 unique patterns.
taken at room temperature (29 °C). Refinement of atomic coordinates from this data gave $z_{\text{Al}} = 0.35246(5)$ and $x_{\text{O}} = 0.6932(1)$, i.e. a difference of 0.4 pm and 0.2 pm respectively from the X-ray values.\[30\] As shown in Fig. 4 bottom right, the data gives a unique best fit that is easily found using two-dimensional gradient descent. To illustrate the sensitivity of D-LACBED data to atomic coordinates we show the changes in the patterns using a form of normalised differential (Fig. 4 top right and bottom left) that is appropriate for our use of ZNCC as a fit index. (Intensity differences are calculated between simulations for small changes $\delta x_{\text{O}}$ and $\delta z_{\text{Al}}$. Each pattern’s mean is subtracted and intensity normalised to give a standard deviation of unity. The scales of $\delta I/\delta x_{\text{O}}$ and $\delta I/\delta z_{\text{Al}}$ in Fig. 4 are thus in units of standard deviation.) It is clear from these images that all patterns display strong sensitivity to sub-picometre atomic displacements of both atoms. Some regions in some patterns are very strongly affected with normalised differentials of almost 100 (often close to, or at, the pattern centre), while other regions are relatively insensitive. Importantly, the intricate changes intensity are quite different for the two parameters, which results in the ability to refine them essentially independent of each other.

![Figure 4](image-url)

**3.3 Gallium arsenide**

While the above examples indicate that accurate measurements are possible from D-LACBED data, it was found that refinement of DWFs for sapphire gave values of $B_{\text{Al}} = 0.15$ and $B_{\text{O}} = 0.44 \text{ Å}^2$, much larger than the X-ray values of $B_{\text{Al}} = 0.00327(6)$ and $B_{\text{O}} = 0.00387(6) \text{ Å}^2$ respectively.\[38\] These gross differences are probably a result of bonding and charge transfer effects, i.e. the failure of the neutral, independent atom model for $\text{Al}^{3+}$ and $\text{O}^{2-}$. We thus examine a material that has smaller, but still significant, bonding effects without the complication of any atomic coordinate refinement, i.e. GaAs. The smallest Bragg angle in the GaAs [110] pattern is $2\theta_{111} = 7.7 \text{ mrad}$ at 200 kV, requiring much smaller convergence angles than Cu to avoid overlapping discs in the CBED pattern. We used a beam half-convergence angle of 1.16 mrad and 1681 CBED patterns to produce D-LACBED data extending beyond 40 mrad. The reconstructed D-LACBED patterns had dimensions of 320x320 pixels. Figure 4 shows eighty-five patterns taken at room temperature (29 °C) and 200 °C. The vertical (110) mirror symmetry reduces the number of unique patterns to forty-nine.
Figure 5. Eighty-five D-LACBED patterns from [110] GaAs. Left: room temperature (29 °C). Right: 200 °C. Each pattern has an angular width of 46.2 mrad.

Optimising the fit between simulation and experiment for $B_{Ga}$ and $B_{As}$ using two-dimensional gradient descent gives a unique solution at $B_{Ga} = 0.83(2)$, $B_{As} = 0.68(2) \text{ Å}^2$ for the room temperature data with a fit $f = 4.61\%$ and $B_{Ga} = 1.01(2)$, $B_{As} = 0.80(2) \text{ Å}^2$ ($f = 4.96\%$) at 200 °C. The normalised differentials $\delta I/\delta B_{Ga}$ and $\delta I/\delta B_{As}$ for the central few D-LACBED patterns are shown in Figs. 6d and e (see also [30]). The influence of DWFs here on the ZNCC, while significant, is roughly two orders of magnitude smaller than the effect of atomic coordinates in the sapphire refinement. As observed for the above refinements, changes in the parameters $B_{Ga}$ and $B_{As}$ produce a complicated pattern of increases and decreases in intensity resulting in an effective independence of the fits shown in Figs. 6a and b. Typically, fewer than twenty iterations were required to find the best fit to a precision better than 0.01 Å$^2$. While the time to obtain a result is acceptable for this simple two-parameter problem, it is still quite long if more complex problems are to be tackled. Thus, we tested the reproducibility of the result using data binned by 2 (160x160 pixels) and binned by 4 (80x80 pixels), giving simulation times of ~22 seconds and ~12 seconds respectively using the same simulation conditions. These gave $B_{Ga} = 1.04$, $B_{As} = 0.78 \text{ Å}^2$ and $B_{Ga} = 1.11$, $B_{As} = 0.88 \text{ Å}^2$ respectively, i.e. an error of up to 10% for a reduction in time of roughly eight times.

Comparison of these results with literature values (Fig. 5c) shows considerably less agreement than was obtained in the case of Cu. The most accurate measurement of Debye-Waller factors in GaAs using X-ray diffraction gives $B_{Ga} = 0.622(3)$, $B_{As} = 0.483(5) \text{ Å}^2$ at room temperature.[6] It was noted in this X-ray study that both bonding effects (for small $\mathbf{g}$-vectors) and anharmonicity (for large $\mathbf{g}$-vectors) must be taken into account for an accurate measurement. Since we do not consider either of these effects here, it is perhaps not surprising that our measurement does not agree. Interestingly, all experimental measurements are clustered along a single trend line and our measurement is fairly close to another measurement made by electron diffraction.[23] Fig. 6f shows the difference between best-fit simulation and experiment at room temperature. We take the systematic nature of the residual intensity to indicate that refinement against parameters such as bonding and/or anharmonicity would produce a better fit.
Figure 6. a, b: fit index \( f \) (49 unique patterns) for [110] GaAs data at room temperature and 200°C as a function of \( B_{Ga} \) and \( B_{As} \). c: Experimental measurements of \( B_{Ga} \) and \( B_{As} \). Green and gray = X-ray diffraction[6, 39-45]; red = electron diffraction[23]; green = theory[46-49]. Unattributed measurements are those collated in ref. [6]. d, e: \( \delta I/\delta B_{Ga} \) and \( \delta I/\delta B_{As} \) in units of standard deviation. f: the residual between best-fit simulation and experiment, calculated in the same way as d and e. (See also [30]).

4. DISCUSSION

In principle, the interference effects giving rise to the complicated patterns seen in dynamical diffraction patterns can be used to obtain both the amplitude and phase of every diffracted beam[50] and much of the literature concerns the extraction of phase relationships by considering e.g. 3-beam diffraction,[28, 51, 52] or points with specific symmetries.[53] We do not consider such details here. The main point is that these studies show that there are specific regions in D-LACBED patterns that have intensities which are very strongly dependent upon the amplitude and phase of structure factors. This, together with a large amount of data, is sufficient for a ‘brute force’ minimisation approach to obtaining the best match between simulation and experiment. Nevertheless, it is clear that the multitude of special points in D-LACBED data[27] could be further exploited with a more intelligent approach.

Often, the goal of CBED studies has been to obtain information about \( f_j \), in particular structure factors that indicate deviations from spherical atomic symmetry.[8, 10, 16, 54] The examples here show that there is much to be gained by examining the other parameters that influence dynamical electron diffraction patterns. In particular, the ability to refine atomic coordinates to sub-picometre precision using nanoscale probes will have applications in many fields. Fig. 4 suggests that accuracy is a picometre or better, even when bonding is neglected.

Since both electron orbitals and thermal vibrations are averaged over the timescale of the measurement, it is not generally possible to separate their influence on the data. The presence of strong bonding effects is probably the reason for the incorrect measurement of Debye-Waller factors in \( \text{Al}_2\text{O}_3 \) and GaAs here. There are obvious opportunities to apply multipole modelling[2, 3] or Hirshfield refinement[55] methods to electron data.

Finally, it should be mentioned that almost every aspect of the work presented here can be improved. Control of the TEM through scripts on a third-party computer is relatively slow; we estimate that a hardware-synchronised system using a fast camera could collect data, similar to that shown here, in a second or two. The angular range of the data can be optimised; it is not clear at present how many (or how few) data is needed to allow an accurate refinement. Since all the data is essentially due to ZOLZ diffraction (although HOLZ lines can be seen in D-LACBED data of higher quality),[4] it is insensitive to atomic displacements along the electron beam direction. While this might restrict the
choice of zone axis in specific cases, more often the presence of symmetrically-equivalent atoms ensures that a component parallel to the beam for one atom is a perpendicular component for another. The zone axes used for the investigations here were dictated primarily by their ease of access in the specimens examined. Our simulations, although sufficiently rapid and accurate as deployed on a powerful cluster, do not include all aspects of the electron specimen interaction. Gradient descent may not be the most efficient algorithm to find the best fit to experiment for D-LACBED data and indeed there may be more sensitive ways to measure large changes in intensity in specific parts of a large dataset than ZNCC. Nevertheless, despite these deficiencies, it is clear that D-LACBED data can yield useful and interesting results that cannot be obtained with other scattering methods.

5. CONCLUSIONS
We have investigated the suitability of D-LACBED for structure refinement within the constraints of an independent atom model (IAM). We find that the large amount of data generally results in a unique best fit between experiment and simulation that is easily found by simple gradient descent. Refinement of Debye-Waller factors for a material that is well-described by the IAM, (i.e. copper) agrees with other measurements. This is not the case for Al₂O₃ or GaAs, almost certainly due to the lack of bonding and anharmonicity in our model. Refinement of atomic coordinates for Al₂O₃ is obtained, agreeing with literature values with sub-pm precision and accuracy.
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