Short-Term Load Forecasting Based on the CEEMDAN-Sample Entropy-BPNN-Transformer
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Abstract: Aiming at the problem that power load data are stochastic and that it is difficult to obtain accurate forecasting results by a single algorithm, in this paper, a combined forecasting method for short-term power load was proposed based on the Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEMDAN)-sample entropy (SE), the BP neural network (BPNN), and the Transformer model. Firstly, the power load data were decomposed into several power load subsequences with obvious complexity differences by using the CEEMDAN-SE. Then, BPNN and Transformer model were used to forecast the subsequences with low complexity and the subsequences with high complexity, respectively. Finally, the forecasting results of each subsequence were superimposed to obtain the final forecasting result. The simulation was taken from our proposed model and six forecasting models by using the load dataset from a certain area of Spain. The results showed that the MAPE of our proposed CEEMDAN-SE-BPNN-Transformer model was 1.1317%, while the RMSE was 304.40, which was better than the selected six forecasting models.
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1. Introduction

The stable operation and economic dispatch in the power system relies heavily on the accurate forecasting of future loads [1]. The types of load forecasting can be divided into three categories, namely Short-term forecasting, Mid-term forecasting and Long-term forecasting [2]. Short-term power load forecasting is mainly used to arrange power generation plans and help relevant departments to establish reasonable power dispatching plans. Loads are strongly stochastic, and there are numerous factors affecting their load characteristics [3]. With the development of society and social economy, the scale of the power grid is becoming larger and larger, the number of devices keeps increasing, and the collection frequency of a smart power grid system for load is also increasing, which provides a large number of high-quality data sets for a power load forecast and provides a data basis for the application of deep learning in a power grid [4].

Power load forecasting methods are mainly divided into three categories: first, forecasting methods based on traditional mathematical statistical models [5–8], such as time series method [5,6], multiple linear regression [7], etc. Power load data have the characteristics of non-stationarity and strong randomness, and it is difficult to obtain accurate forecasting results by using such methods to forecast it. Second, forecasting methods based on machine learning, such as support vector regression [9], long short-term memory network (LSTM) [10–12], etc. Compared with traditional forecasting methods, forecasting methods based on machine learning have strong fitting ability, so they have been widely used in power load forecasting and have achieved good results. Although the machine learning method has many advantages, in the actual load forecasting, it is difficult for machine learning to deeply extract its features for non-stationary time series data. In
addition, the authors in [13] point out that machine learning has the disadvantages of a
difficult selection of hyperparameters and a large consumption of computing resources.
Third, there are two methods of combined forecast: (1) using multiple algorithms to forecast
and then assigning weights to different algorithms [14] and (2) the method of decomposing
power load data firstly and then forecasting [15,16]; common data decomposition methods
include empirical mode decomposition (EMD) [15], wavelet decomposition [16], etc.
A kind of combined forecasting method uses multiple algorithms to forecast and then
obtain accurate forecast results through weight allocation. The authors in [17] established
a Prophet model and LSTM model to forecast the load, respectively, and then used the
least squares method to obtain a new model with different weight combinations of the two
methods and forecast the load. This type of combination method usually determines its
weight allocation according to a certain set of actual data, and can obtain well forecasting
results on the experimental load data, but it cannot guarantee that the forecasting accuracy
can also be effectively improved in other power load data.
Another kind of combined forecasting method is: first decompose the power load and
then forecast. This method fully excavates the data characteristics, decomposes the load
into several components, and then models and forecasts the components separately. Finally,
the forecasting results of each component are superimposed to obtain the final power load
forecasting results. The authors in [16] used wavelet decomposition to decompose the load
series and the ADF (augmented Dickey–Fuller) test was used to select the optimal number
of decomposition layers, then a second-order gray prediction model was used to forecast
each component, and finally, the final forecasting results were obtained by superimposing
the forecasting results of each component. Although wavelet decomposition can decompose
power load data, different forecasting effects can be obtained by selecting different basis
functions and decomposition layers, which makes this method a priori and increases
the difficulty of forecasting. The authors in [18], used the STL decomposition method
to decompose the time series of load data into three parts: trend, period and residual,
so as to reduce the interaction between different parts, modeling and forecasting these
three parts, respectively, to make the forecasting results more accurate. The STL method
can only decompose the data into three parts: trend, period, and residual. For complex
nonlinear power data, this method does not decompose the data thoroughly, making the
final forecasting result not ideal. The authors in [15] used an ensemble empirical mode
decomposition (EEMD) to decompose the raw power load data into different components
from high frequency to low frequency, and then used multiple linear regression (MLR) and
gated recurrent unit neural network (GRU) to forecast the low frequency subsequences
and high frequency subsequences, respectively, which improved the forecasting accuracy.
However, the disadvantage of this method was that the load data were decomposed
into 11 subsequences by EEMD, which greatly increased the calculation amount of the
forecasting model. The authors in [19] used EEMD to decompose power load data into
high-frequency components, low-frequency components and random components; then,
according to the different characteristics of each component, Least Squares Support Vector
Machine (LSSVM) with different kernel functions was used to forecast each component.
Finally, the final forecasting results of the power load were obtained by superimposing
the forecasting results of each component, which effectively improved the load forecasting
accuracy. However, the calculation scale of the decomposed forecasting model was too
large, and the model needs to be simplified. Therefore, in order to improve the forecasting
speed of the model, the model after decomposing the power data should be simplified as
much as possible.
In order to decompose the power load data thoroughly and simplify the forecasting
model after the data decomposition, this paper proposed a short-term power load forecast-
ing based on the Complete Ensemble Empirical Mode Decomposition with Adaptive Noise
(CEEMDAN)-sample entropy (SE) and the Back Propagation Neural Network (BPNN) and
Transformer model. This method transforms the non-stationary time series forecasting
problem with strong randomness into multiple and relatively stable time series forecasting
problems through the CEEMDAN algorithm, which fully excavates the information in the original power load data; at the same time, SE is used to analyze the complexity of stationary subsequences, and they are superimposed and recombined to form some new subsequences, thereby reducing computational complexity and model complexity. Finally, the BPNN with simple structure, and the Transformer model with strong nonlinear fitting ability are used to build a combined forecasting model. The Transformer model is used to deeply mine the intrinsic information of subsequences with high complexity.

By modeling and forecasting the power load data in a certain area of Spain, and comparing it with six methods, the results showed that the combined forecasting model proposed in this paper had high accuracy and low computational cost.

2. Combined Forecasting Model Based on the CEEMDAN-SE-SE-BPNN-Transformer

This paper combined the data decomposition algorithm with the BPNN and the Transformer model, and proposed a combined forecasting model based on the CEEMDAN-SE-BPNN-Transformer. The CEEMDAN-SE was used to decompose the power load into a series of subsequences with obvious differences in complexity, and then the BPNN and the Transformer model were used to model and forecast the subsequences with low and high complexity, respectively. The sequence forecast results were superimposed to obtain the final load forecast results. The flowchart of the proposed algorithm is shown in Figure 1.
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**Figure 1.** The flowchart of the CEEMDAN-SE-BPNN-Transformer Model.

Since the power load was affected by many factors, it was difficult for a single forecasting method to obtain accurate forecasting results. Therefore, the CEEMDAN algorithm was used to transform the nonlinear non-stationary time series forecasting problem into several stationary time series forecasting problems, and the complex power load was decomposed into a relatively simple sub-series. At the same time, the SE was used to analyze the
complexity of the decomposed stationary subsequences, and it was recombined to form some new subsequences, thereby reducing the amount of calculation and the complexity of the model. For subsequences with higher complexity, the Transformer model based on the attention mechanism can pay more attention, dig out the rules to the greatest extent, and obtain more accurate forecasting results; for subsequences with lower complexity, its periodicity is strong, so a simple-structured BPNN was used for forecast, thereby reducing the training time and avoiding the problem of consuming more resources.

3. Methods

3.1. Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEMDAN)

The Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEMDAN), as an improved method of EMD [15], overcomes the modal aliasing phenomenon of EMD, and also solves the problem of the white noise added in EEMD processing being difficult to remove, and its reconstruction error is very small. The main improvement of CEEMDAN is to add adaptive white noise to the original signal, use EMD to decompose, and average the decomposed components to obtain the final intrinsic mode functions (IMF). The steps of the CEEMDAN algorithm are as follows [20]:

Step 1: Add multiple positive and negative white noises to the original power load sequence \( x(t) \). The sequence after adding white noise is as follows:

\[
\begin{align*}
    x^+_\tau(t) &= x(t) + n^+_\tau(t) \\
    x^-_\tau(t) &= x(t) + n^-_\tau(t)
\end{align*}
\]

where, \( x(t) \) is the sequence of original power load, \( n^+_\tau(t) \) and \( n^-_\tau(t) \) are the positive and negative white noise added for the \( \tau \)-th time.

Step 2: Use the EMD algorithm to perform \( A \) times of modal decomposition on the two new sequences \( x^+_\tau(t) \) and \( x^-_\tau(t) \), and calculate the mean of the two components separately as follows:

\[
\begin{align*}
    f^- &= \frac{1}{A} \sum_{\tau=1}^{A} x^-_\tau \\
    f^+ &= \frac{1}{A} \sum_{\tau=1}^{A} x^+_\tau
\end{align*}
\]

Step 3: Take the mean of the above two components to obtain the final decomposition result. The steps of CEEMDAN can be summarized as follows:

\[
x(t) = \sum_{i=1}^{B} f_i(t) + r(t)
\]

3.2. Sample Entropy (SE)

Approximate entropy can measure the complexity of a sequence and only needs a small part of data in a sequence to obtain a result. However, approximate entropy has the disadvantages of poor consistency and easy deviation of calculated results. Therefore, in view of the shortcomings of approximate entropy, Richman [21] proposed the sample entropy theory in 2000. Compared with approximate entropy, sample entropy had better accuracy. The value of the sample entropy directly reflected the complexity of the sequence. The larger the sample entropy value, the more complex the sequence was, and vice versa. The sample entropy is represented by \( SE(n,\alpha,K) \), and it can be described as follows [22]:

\[
SE(n,\alpha) = \lim_{K \to \infty} \left\{ -\ln \left( \frac{R^{n+1}(\alpha)}{R^n(\alpha)} \right) \right\}
\]

where, \( K \) is the length of the time series, \( n \) is the dimension, \( \alpha \) is the similar tolerance, and \( R^{n+1}(\alpha) \) and \( R^n(\alpha) \) are the probability of the two time series matching \( n \) or \( n + 1 \) points at the
threshold value of $a$. When $K$ takes a finite value, the estimated sample entropy obtained by Equation (6) is:

$$SE(n, a, K) = -\ln\left[\frac{R^{n+1}(a)}{R^n(a)}\right]$$  \hspace{1cm} (7)

### 3.3. Back Propagation Neural Network (BPNN)

Back Propagation Neural Network (BPNN) [23] is a widely used forecasting method with simple structure and good generalization performance. Compared with SVR and Autoregressive Integrated Moving Average model (ARIMA), it can more accurately forecast the load with strong periodicity and smoothness. Therefore, BPNN is selected in this paper to forecast the subsequence with low complexity.

### 3.4. Transformer Model

For subsequences with high complexity, BPNN cannot obtain accurate forecasting results due to its simple structure, while the Transformer model based on an attention mechanism [24] has strong feature extraction ability and good fitting ability for subsequences with high complexity. For the time series with high complexity, the Transformer model will pay more attention, that is, compared with the time series with low complexity, the time series with high complexity will gain higher attention weight in the Transformer model, so the forecasting results will be more accurate. Therefore, this paper adopted the Transformer model to forecast the subsequences with high complexity of load.

In 2017, the Google team put forward a model completely based on an Attention-Transformer [24], which consisted of two parts: encoder and decoder. Its structure was more complex than Attention, and the Transformer model was widely used in various fields, such as natural language processing (NLP), machine translation, time series forecasting [25], question answering systems, text summarization, and speech recognition. The structure of the Transformer model [25] is shown in Figure 2.

![Figure 2. The structure of the Transformer Model.](image-url)

The Transformer model adopted in this paper is composed of encoder-decoder structure. The Transformer model introduced an attention mechanism in the encoder and decoder in order to have better feature extraction effects. The input layer mapped the input time series data into a $d_{model}$ dimensional vector through a fully connected network, and encoded sequential information in time series data by adding the input vector element-wise to the positional encoding vector by using position encoding with sine and cosine functions. The resulting vectors were fed into six encoder layers. Each encoder layer consisted of two sublayers: a self-attention sublayer and a fully-connected feed-forward sub-layer. To build a deeper model, residual connections were applied to each sub-layer, followed by a layer normalization. The encoder generated a $d_{model}$ dimensional vector to feed to the decoder.
The decoder used a decoder design similar to the structure of the original Transformer model [24]. The decoder consisted of an input layer, six identical decoder layers, and an output layer.

The Transformer model used a self-attention mechanism to learn the long-term relationship of different time steps [26]. The introduction of the attention mechanism was to solve the problem of information loss caused by too long information. Among them, the attention mechanism obtains the values \( V \in \mathbb{R}^{N \times d_{V}} \) according to the keys \( K \in \mathbb{R}^{N \times d_{attn}} \) and the queries \( Q \in \mathbb{R}^{N \times d_{attn}} \), as shown in the following equation:

\[
Q = XW_Q \\
K = XW_K \\
V = XW_V \\
\text{Attention}(Q, K, V) = A(Q, K)V
\]

where, \( X \) is the input sequence, \( W_Q, W_K, \) and \( W_V \) are the initialized queries, keys, and values, and \( A() \) is the normalization function in Formula (11), which can be expressed as follows:

\[
A(Q, K) = \text{Softmax}(QK^T / \sqrt{d_{attn}})
\]

In order to improve the learning ability of the standard attention mechanism, a multi-head attention mechanism was proposed in [23], which used different heads to represent the subspaces, as shown in Equation (13):

\[
\text{MultiHead}(Q, K, V) = [H_1, ..., H_{mH}]W_H
\]

\[
H_h = \text{Attention}(QW_Q^{(h)}, KW_k^{(h)}, VW_V^{(h)})
\]

where, \( W_K^{(h)} \in \mathbb{R}^{d_{model} \times d_{attn}}, W_Q^{(h)} \in \mathbb{R}^{d_{model} \times d_{attn}}, W_V^{(h)} \in \mathbb{R}^{d_{model} \times d_{V}} \) are parameter matrices for keys, queries, and values.

The Transformer model used the attention mechanism to mine the inherent laws of subsequences with high complexity, so that it can more accurately fit the subsequences with high complexity, realize accurate forecast of subsequences with high complexity, and improve the forecasting accuracy of load.

4. Experiments and Discussion

The commonly used evaluation indexes, MAPE and RMSE, were used to compare the forecasting results obtained by the algorithm proposed in this paper (CEEMDAN-SE-BPNN-Transformer) with Transformer, GRU, EEMD-SE-BPNN-Transformer, EEMD-GRU-MLR, CEEMDAN-SE-BPNN-GRU, and CEEMDAN-SE-BPNN-Transformer (unrecombined) algorithms, to prove the superiority of the proposed method in this paper.

4.1. Data Standardization

In order to better extract the internal characteristics of load data, z-score standardization is used to process the data. Its calculation formula is as follows:

\[
x_N = \frac{x - x_M}{x_{std}}
\]

where, \( x_N \) is the standardized value of load data, \( x \) is the value to be standardized of load data, \( x_M \) is the mean of the load data, and \( x_{std} \) is the standard deviation of the load data.

4.2. Power Load Data Decomposition and Complexity Analysis

We used the load data of a certain place in Spain from 1 January to 29 January 2016 as the training set, with a sampling interval of 1 h. The load data from a certain area of
Spain was retrieved from https://www.kaggle.com/nicholasjhana/datasets (accessed 20 February 2022). The testing set was the load data of 24 points on 30 January 2016. The load data are shown in Figure 3.

![Figure 3. The raw data of power load.](image)

It can be seen from Figure 3 that the original power data have the characteristics of strong randomness, and the ADF test shows that the sequence has a unit root, indicating that the sequence is a non-stationary sequence. Firstly, the standardized load data were decomposed by the CEEMDAN algorithm, and a total of 14 components were obtained from the decomposition. Since there were as many as 14 IMFs obtained by the CEEMDAN decomposition, if each component is directly modeled and forecasted, the amount of calculation will be greatly increased, and the accumulation of excessive component errors will lead to excessive errors in the final forecasting results. Therefore, we used the sample entropy to evaluate the complexity of each decomposed component, and recombined each component according to the value of sample entropy, and then modeled and forecasted the recombined subsequences. The sample entropy of each component is shown in Figure 4.

![Figure 4. Sample entropy of each component.](image)

It can be seen from Figure 4 that the sample entropy of the first eight IMFs were all greater than 0.1, indicating that these eight IMFs were highly complex; the sample entropy of the last six IMFs were all less than 0.1, indicating that these six IMFs were of low complexity. The sample entropy of IMF1, IMF2, and IMF3 were all greater than 1, indicating that the three IMFs had strong randomness. The ample entropy values between the two components IMF1 and IMF2 were close to each other, indicating that the probability of these two IMFs generating a new pattern was roughly the same, so these two components were superimposed to form a new subsequence, and the Transformer model was used to forecast this new sequence. There was a little difference in the sample entropy of IMF4 and IMF5, indicating that the probability of these two IMFs generating a new pattern was
roughly the same, so these two IMFs were superimposed to form a new subsequence, and the Transformer model was used to forecast this new sequence. The sample entropy of IMF9 and IMF10 was not much different, and the entropy value was relatively small, so the two IMFs were superimposed into a new subsequence. The sample entropy values of IMF11, IMF12, IMF13, and IMF14 were very close, and the sample entropy values were all less than 0.1. Therefore, IMF11, IMF12, IMF13, and IMF14 were superimposed into a new subsequence.

We forecasted the low-complexity subsequences using BPNN, SVR, and ARIMA, then analyzed the forecasting results. In order to better evaluate the forecast model, this paper adopted the root mean square error (RMSE) and the mean absolute percentage error (MAPE) as the evaluation indexes. The calculation formula of each evaluation index are as follows:

\[ e_{RMSE} = \sqrt{\frac{1}{m} \sum_{k=1}^{m} (x(k) - y(k))^2} \]  
\[ e_{MAPE} = \frac{1}{m} \sum_{k=1}^{m} \left( \frac{|x(k) - y(k)|}{x(k)} \right) \times 100\% \]  

where, \( y(k) \) and \( x(k) \) are the forecasting value and the true value at point \( k \), and \( m \) is the total number of samples.

The forecasting accuracy of each model on the low-complexity subsequences are shown in Table 1.

| Model | BPNN (RMSE/MW) | SVR (RMSE/MW) | ARIMA (RMSE/MW) |
|-------|----------------|---------------|-----------------|
|       | 10.3618        | 24.3162       | 34.9004         |
|       | 0.0305         | 0.0757        | 0.1225          |

From Table 1, it can be seen that the MAPE of the BP neural network on the low complexity subsequences was only 0.0305%, the RMSE was only 10.3618 MW, and the two errors were smaller than those of SVR and ARIMA. SVR was difficult to select a suitable kernel function; compared with it, the parameter adjustment of BPNN was relatively simple. Therefore, this showed that BPNN was more suitable for the forecast of subsequences with low complexity, and can accurately obtain the forecasting results.

The recombined results of each IMF and the forecasting models used are shown in Table 2.

| IMF    | NEW IMF | Forecasting Model |
|--------|---------|-------------------|
| 1, 2   | 1       | Transformer        |
| 3      | 2       | Transformer        |
| 4, 5   | 3       | Transformer        |
| 6, 7, 8| 4       | Transformer        |
| 9, 10  | 5       | BPNN               |
| 11, 12, 13, 14 | 6 | BPNN |

According to the recombined results in Table 2, the subsequences were modeled and forecasted respectively. Finally, the forecasting results of each sub-sequence were superimposed to obtain the final forecasting result of power load.

4.3. Comparative Analysis of Forecasting Results

After obtaining the forecasting results of the recombined subsequences, the final power load forecasting value was obtained by adding the forecasting results. The forecasting results are shown in Figures 5 and 6. In order to demonstrate the superiority of the
sample entropy-BPNN-Transformer, CSBT was compared with other several forecasting methods. In order to achieve the best forecasting effect of the model, the parameters of each subsequence in each model were adjusted according to the characteristics of the load subsequences and the forecasting condition during the forecasting process. The forecasting methods for comparison are shown below:

1. Load forecasting using the Transformer model.
2. Load forecasting using GRU model.
3. Use the EEMD algorithm to decompose the original load, and then use the sample entropy to analyze the complexity and recombine the components, and then use the BPNN and the Transformer model to forecast the subsequences with low complexity and the subsequences with high complexity, respectively, abbreviated as ESBT.
4. Use the EEMD algorithm to decompose the original load, and use the zero-crossing rate proposed in [13], as the basis for dividing high-frequency components and low-frequency components, and divide the decomposed sequence into high-frequency parts and low-frequency parts, then MLR and GRU are used to forecast the low-frequency parts and the high-frequency parts, respectively, abbreviated as EGM.
5. Use the CEEMDAN algorithm to decompose the original load, and then use the sample entropy to analyze the complexity and recombine the components, and then use the BPNN and the GRU model to forecast the subsequences with low complexity and the subsequences with high complexity, abbreviated as CSBG.
6. Use the CEEMDAN algorithm to decompose the power load data, and then use the sample entropy to analyze the complexity, and divide the components into subsequences with low complexity and high complexity, and then the BPNN and Transformer model are used to forecast the low complexity subsequences and high complexity subsequences, respectively, abbreviated as CSBT (unrecombined).

The detailed settings for BPNN tuning parameters are shown in Table 3.

**Table 3. The adopted parameters of BPNN.**

| Tuning Parameters       | Values   |
|-------------------------|----------|
| Number of layers        | 4        |
| Number of hidden layers | 2        |
| Activation function     | Sigmoid  |
| Learning Rate           | 0.0001   |

The detailed settings for the Transformer model’s tuning parameters are shown in Table 4.

**Table 4. The adopted parameters of the Transformer model.**

| Tuning Parameters             | Values   |
|-------------------------------|----------|
| Learning rate                 | 0.0001   |
| Dropout                       | 0.1      |
| Batch size                    | 24       |
| \(d_{\text{model}}\)         | 256      |
| Number of encoder layers      | 6        |
| Number of decoder layers      | 6        |
| Number of multi-head attention| 8        |

The comparison between the forecasting results of the proposed method, CSBT, and the three methods of Transformer, GRU, and ESBT is shown in Figure 5. The forecasting errors of the model proposed in this paper and several other comparative models are shown in Table 5.
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As can be seen from Figure 5, compared with the three methods of Transformer, GRU, and ESBT, the forecasting results of the proposed method was closer to the real load curve, and accurate forecasting results were obtained at the positions of the peaks and troughs. Compared with the two single forecasting methods of Transformer and GRU, the results obtained by the ESBT model were closer to the real values. ESBT used EEMD-sample entropy to decompose the data into several subsequences with low complexity and high complexity, and fully excavated the internal features of data. However, the white noise added by EEMD method during decomposition was difficult to remove. As a result, the reconstruction error was too large, therefore, the forecasting result error was too large. The method proposed in this paper used the CEEMDAN method to decompose data, with small reconstruction error and high accuracy of the final forecasting results.

Table 5. Comparison of forecasting errors of each model.

| Model                      | RMSE/MW | MAPE (%) |
|----------------------------|---------|----------|
| GRU                        | 1857.99 | 5.4547   |
| Transformer                | 1334.25 | 4.1312   |
| EGM                        | 1137.11 | 3.4130   |
| ESBT                       | 936.66  | 2.9513   |
| CSBG                       | 803.68  | 2.3840   |
| CSBT (unrecombined)        | 412.60  | 1.2958   |
| CSBT                       | 304.40  | 1.1317   |

As shown in Table 5, the RMSE of the proposed method in this paper was only 304.40 MW, which was 632.26 MW, 1029.85 MW, and 1553.59 MW less than ESBT, Transformer, and GRU methods, respectively. In addition, compared with the MAPE of ESBT, Transformer, and GRU, the MAPE of the proposed method was only 1.1317%. Therefore, compared with a single algorithm, the method of data decomposition and then forecast in this paper can effectively extract load data features and obtain more accurate forecasting results. This reflects the effectiveness of load decomposition in improving forecasting accuracy, and overcomes the defect that a single algorithm cannot effectively extract load features.

The comparison between the forecasting results of the method proposed in this paper (CSBT) and the three combined forecasting methods of EGM, CSBG, and CSBT (unrecombined) is shown in Figure 6.
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As shown in Figure 6, the forecasting results of the proposed model (CSBT) and the CSBT (unrecombined) method are more consistent with the real load data. The other two forecasting methods, EGM and CSBG, had generally obtained good forecasting results, but the error between the forecasting results of these two methods and the real load value was relatively large in some peaks and troughs. During the period from 3:00 to 7:00, as shown in Figure 6, the power load was in a trough state, and the method proposed in this paper (CSBT) can better forecast the change trend, while the forecasting results of the CSBG model and EGM model obviously had a large error with the actual load value. From the perspective of forecasting error, the RMSE of the method proposed in this paper was only 304.40 MW, and compared with the EGM and CSBG models, the RMSE was reduced by 832.71 MW and 499.28 MW, respectively. The MAPE of the EGM method was 3.4130%, the MAPE of the CSBG method was 2.3840%, and the MAPE of the method proposed in this paper was only 1.1317%. The proposed method in this paper chose the Transformer model to forecast the subsequences with high complexity, and it was seen that after decomposing the load data, compared with using GRU to forecast the subsequences with higher complexity, the Transformer model can learn its inherent law more deeply, extract its features in depth, and obtain accurate forecasting results. In addition, CEEMDAN is used for data decomposition in the forecasting method proposed in this paper, and its reconstruction error was small, therefore, the final forecasting result had high accuracy. In this paper, the sample entropy is used to evaluate the complexity of the IMFs, and the IMFs were recombined according to the entropy value to obtain 6 subsequences, and the 6 subsequences were modeled and forecasted, respectively. Compared with the direct forecasting of the 14 IMFs obtained by decomposition, 8 forecasting models were reduced, and the calculation scale was reduced while ensuring relatively high forecasting accuracy.

In order to further prove the superiority and effectiveness of the method proposed in this paper, we used the proposed method to forecast the load from 31 January 2016 to 4 February 2016 by rolling forecasting. That is, the load from 2 January to 30 January were used as the training data to forecast the load value on 31 January, and the load data from 3 January to 31 January were used as training data to forecast the load value on 1 February. The forecasting value from 31 January to 4 February was also obtained by this way, and the forecasting results are shown in Figure 7.
In this paper, the sample entropy is used to evaluate the complexity of the IMFs, and the SE was used to analyze the complexity of the decomposed stationary subsequences, and it was recombined to form some new subsequences, thereby reducing the amount of calculation and the complexity of the model. For subsequences with higher complexity, the Transformer model based on the attention mechanism paid more attention, dug out the rules to the greatest extent, and obtained more accurate forecasting results; for subsequences with lower complexity, its periodicity was strong, therefore, a simple-structured BPNN was used for forecasting, thereby reducing the training time and avoiding the problem of consuming more resources. The simulation results indicated that the CEEMDAN-SE-BPNN-Transformer forecasting model had a MAPE of 1.1317%, and an RMSE of 304.40, with an overall better forecasting performance than the comparative models.
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Abbreviations

ADF Augmented Dickey-Fuller
ARIMA Autoregressive Integrated Moving Average
BPNN Back Propagation Neural Network
CEEMDAN Complete Ensemble Empirical Mode Decomposition with Adaptive Noise
EEMD Ensemble Empirical Mode Decomposition
EMD Empirical Mode Decomposition
GRU Gated Recurrent Unit Neural Network
IMF Intrinsic Mode Functions
LSSVM Least Squares Support Vector Machine
LSTM Long Short-Term Memory
MAPE Mean Absolute Percentage Error
MLR Multiple Linear Regression
NLP Natural Language Processing
RMSE Root Mean Square Error
SE Sample Entropy
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