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Abstract—Graphics processing units (GPU) had evolved from a specialized hardware capable to render high quality graphics in games to a commodity hardware for effective processing blocks of data in a parallel schema. This evolution is particularly interesting for scientific groups, which traditionally use mainly CPU as a work horse, and now can profit of the arrival of GPU hardware to HPC clusters. This new GPU hardware promises a boost in peak performance, but it is not trivial to use. In this article a programming platform designed to promote a direct use of this specialized hardware is presented. This platform includes a visual editor of parallel data flows and it is oriented to the execution in distributed clusters with GPUs. Examples of application in two characteristic problems, Fast Fourier Transform and Image Compression, are also shown.

I. INTRODUCTION

The game industry saw in the 2000s the revolution of the programmable shaders. Programmable shaders insert specific code in the 3D graphics pipeline in order to have customized effects [1]. Initially programmable shaders allowed to change the pixels color, but soon they evolved to be able to modify also the geometry, and currently they have the flexibility to interact with almost all graphical elements, achieving the so called General-Purpose computing on graphics processing units (GPGPU).

The use of GPGPU allow developers to program general processing applications using graphics hardware. The game companies soon noticed the problem with the programmable shaders: the graphics are the objective of visual artists, but programming is a hard and time consuming process that is not taught in art academies. And programmers do not have the experience, nor the knowledge to get the best visual result programming customized effects with graphics hardware. The solution reached in the game industry was to develop powerful tools, easy to use for the artist but flexible enough to get all the results that a programmer can implement directly. These tools are based on a data-flow programming design that allows the visual artist to create special effects and display them on-screen during editing, exactly as they will appear along game execution. The tools include the possibility of directed edition showing immediately the effects of a proposed change, and also the intermediate state of data (as graphics primitives) in the workflow and so to understand the result of the change as a whole product or as a sum of transformations.

Scientific communities have increasing needs for processing large amounts of data as fast as possible [1]. Under this demand, they see GPGPU hardware with its high peak processing power as a valuable resource to handle for their workflows [2], but they are now in a similar situation to the the game industry with the programmable shaders: it is not trivial to program GPU resources for use in real applications. Efficient use of GPUs is difficult because although it is possible to use them in almost every kind of algorithms, only a few of them are executed more efficiently that in a CPU with a more general architecture. The input data needs to be sent from the CPU to the GPU and results returned back, but there is a limited memory bandwidth between both processors. Also the internal bus in a GPU is more powerful, but it has a different organization of memory caches and locations compared to a CPU, and programs need to take this organization into account to benefit. Also the GPU has the advantage of large parallelism thanks to hardware replication, but it has limited and strict pipelines limiting context switching between tasks without suffering performance degradation.

Data-flow programming is a paradigm that constructs applications as directed graphs [3] [4]. The vertex of the graphs are processes and the edges between vertexes define the input/output of such processes and the path the data should travel. The applications in this paradigm are defined changing the set of vertexes and creating the network of edges between them. Starting from a clever definition of vertexes and changing only the edges, it is possible to create many different applications under this paradigm.

The data-flow programming paradigm is close to the preferred work methodology used by scientific communities. They usually share the data from experimental sources and define scientific workflows to analyze that data. Scientific groups with better computing skills also share computational services to analyze data. However researchers do not usually apply the data-flow paradigm directly to program their applications, they rather compose them through successive filter and processing steps starting from the raw data obtained from the experimental setup.

However, there are several solutions to compose workflows in a scientific programming context, starting with the popular and powerful LabView software [5], the Kepler System [6], or others adapted to a Grid computational infrastructure [7].

The proposal presented here aims to use the data-flow...
paradigm starting at the basic level, constructing modules from a well defined set of processes, conceived as orthogonal components, including data parallelism, and that communicate between them to build applications.

This Distributed Programming Platform for Data Parallel Algorithms will also benefit of powerful visual tools like those between them to build applications. These tools will include a user friendly editor to program data-flow applications when the algorithm fits into a data parallelism paradigm, and also a service able to execute the resultant program flows in the most efficient way using computers with one or more GPUs.

The architecture explained in this paper is designed to allow the user to build the flow once and be able to execute it with different data sets and on different distributed computing hardware offering GPU resources.

II. IMPLEMENTATION

A. GPU Framework

The first step in the development of a Data-Parallel Platform is the selection of a GPGPU platform. Currently there are are two major platforms available: CUDA and OpenCL [9]. CUDA stands for Compute Unified Device Architecture, and it is a computing engine developed by Nvidia Corporation enabling access to Nvidia GPUs as a GPGPU platform [10]. OpenCL is an specification made by the Khronos Group, of an open standard for general purpose parallel programming [11]. Although both platforms are presented to use GPU hardware as GPGPU platforms, they also support manycore and multicore hardware, so they are able to execute code in both CPUs and GPUs, provided the corresponding driver.

CUDA offers higher quality libraries and also includes better development tools, like a debugger and an emulator. Applications in CUDA require less setup code, and the performance compares favorably with OpenCL [12].

Both platforms use the C language as their reference model, and have similar memory and concurrency characteristics, so converting programs between both platforms is not difficult.

On the other hand, OpenCL has a clear advantage over CUDA: while CUDA is designed to work with NVIDIA hardware, OpenCL, as an open standard, has already drivers implemented for NVIDIA, ATI and Intel hardware, both for GPUs and CPUs.

From the point of view of a potential user of the Data-Parallel Platform, this is the most relevant argument. In fact, potential users of the Data-Parallel Platform are not interested in the tools that the developers will use, nor in the setup details, but are critically concerned about availability of the platform for their existing hardware. Based on these arguments, OpenCL was selected as the platform to build the Data-Parallel Platform.

The Data-Parallel Platform uses OpenCL in two different ways. Firstly, the OpenCL software development kit is used to execute the program flows in the GPU hardware, including manycore and multicore hardware when available.

Secondly, the OpenCL C programming language is employed to codify the behavior inside the vertexes of the Data-Parallel Program graphs. As it will be shown below, there is a direct translation between the Data-Parallel Platform vertexes and OpenCL C source code. A simple example can be seen comparing middle and bottom sections in Table I.

This strategy can be seen as a complexity reduction of the access to GPU programming [13]: hand coding complexity for the final user is much reduced as OpenCL functions input and output parameters are limited. However it implies also a limitation on the complexity of the problem being coded, and addressed.

OpenCL support two execution models, data parallel and task parallel programming models. The Data-Parallel Platform will use only the data parallel programming model of OpenCL to offer data-flow programming to users. In this data parallel model, a sequence of instructions is applied to multiple elements in memory. Each one of these elements is called a work-item and the parallelism is achieved executing the sequence of instructions at the same time over all the work-items. In the Data-Parallel Platform a one-to-one bind between the work-item in memory and the kernel currently executed is established. In this way the input data-flow in a Data-Parallel program is split into chunks of work-items, then executed in parallel using OpenCL and finally the result is re-joined to compose the output data-flow.

B. The Data Parallel Model

The use of the data parallel model in OpenCL and the division in blocks of work-items requires that the Data-Parallel Programs are strictly Directed Acyclic Graphs (DAGs). This requirement avoids return edges, that would complicate the parallelism of blocks of elements if a vertex would have to
Fig. 1. Data-Parallel Platform workflow scheme. The graph shows the two different ways to use the Data-Parallel Platform: 1) As a library from a user application; 2) from the Data-Parallel Platform Editor, either running directly in the Data-Parallel Platform Server, or, in the future, as a job system.

wait for the output of a posterior vertex.

The Data-Parallel Platform is structured as several layers or components in order to allow the execution of Data-Parallel programs in different ways: direct execution, scheduled execution on a queue, or integrated in existing applications using a library. These different possibilities are represented in figure 1.

The most basic example would start with the creation of a Data-Parallel Program using the Data-Parallel Editor (see below), then selecting the input files to be processed, and finally executing the program in a Data-Parallel Server (also presented later).

The same Data-Parallel Program created using the editor can be executed by a program using the functions from the Data-Parallel Platform library. Execution using a queue system is being implemented under a wider scope, in a Distributed Data-Parallel Platform including a Data-Parallel Scheduler acting as a batch system for Data-Parallel Programs.

Fig. 2. The Visual Editor showing a basic Data-Parallel Program. The data flows from left to right with a floating number as input and a floating number as result.

the data flow between instances of the nodes. Nodes must be instantiated and arranged into a processing network.

Figure 2 shows how a Data-Parallel Program appears in the visual editor.

A Data-Parallel Program is a data-flow application created to be executed in the Data-Parallel Platform. Its main components are the following ones:

**Type** The available data types in the Data-Parallel Platform: OpenCL 1.0 data types are used, including scalar and vector data types.

**Input/Output Point** Points attached to vertexes in the Data-Parallel Programs. The set of points of a Node define the possible communication channels between instances of that node.

**Node** A node defines the behavior of the graph vertexes in a Data-Parallel Program. It is composed of a set of Input/Output points (at least one of each type) and a main program body coded using the OpenCL C Programming Language specification.

**Instance** An instance of a node is a vertex in the Data-Parallel Program. In the example shown in the previous figure 2 there are three instances of three different nodes.

**Arrow** An arrow is an edge between two instances or vertexes. Specifically, an arrow connects an output point of an instance with a compatible input point from a different instance. The points are compatible if they have the same base scalar type.

**Program** A Program is the directed acyclic graph of instances and arrows that can be executed in the Data-Parallel Platform. The diagram shown in figure 2 shows a basic Data-Parallel Program.

**Stream** A stream is a continuous flow of data with a de-
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The whole set of tools described here is being further developed under the name of the Skema Platform.

Blender is the free open source 3D content creation suite.
fined type and related to a free point of a Data-Parallel Program. The execution of a program requires one or more input streams and one or more output streams. The figure 3 describes the execution of a Data-Parallel program over an input stream to generate an output stream.

**Data-flow** The Data-flow is the set including the input stream and the output stream in a Data-Parallel Program execution.

Continuing with the editing process, once the nodes, instances and arrows between instances of a Data-Parallel Program are defined, all the corresponding information is exported to a JSON [14] file. This file stores this information in a format used in the execution of Data-Parallel programs, either for sending it to a Data-Parallel Server or for connecting to the Data-Parallel Platform Library. The Table II shows a basic example of exported information corresponding to the Data-Parallel Program described in Figure 2. The corresponding JSON file is used by the Data-Parallel Platform to execute the program flow.

**D. The Data-Parallel Server**

The Data-Parallel Server is the module in the platform that executes the Data-Parallel programs on an input data-flow to obtain an output data-flow. For that reason it is the only module that actually requires the OpenCL driver and also direct access to the associated hardware. The server is in charge of communicating the state of the OpenCL platform, the state of the GPGPU hardware and its characteristics, and also the running progress of Data-Parallel programs. It uses a simplified approach for external communication based on REST (Representational State Transfer) [15] with HTTP networking protocol and JSON documents as information exchange format. The Data-Parallel Server currently is not RESTful as not all the REST architectural elements are implemented, in particular the layered and cacheable properties, although it is planned to include these features when possible in future developments to improve its scalability.

The Data-Parallel Server executes the Data-Parallel Programs using a simple Run Protocol to connect with the clients. As shown in Figure 4 this protocol defines the order of the steps to execute a program over a data-flow: send the Data-Parallel Program to the server, initialize the execution of the program and finally send the input data-flow and receive back the output data-flow. It is important to notice that the first step could be skipped if the program is transferred previously. For this purpose, an unique ID can be associated with the JSON representation of the program, a program ID. This option may save a significant time if the same Data-Parallel Program is to be executed with different input streams.

**TABLE II**

| JSON format corresponding to a Data-Parallel program. This basic example corresponds to the program previously shown in figure 2 composed of three nodes and three instances, and the corresponding data-flow between instances composed of three edges. |

```json
"kernels":{
  "adder":{
    "body": "*int i=get_global_id(0); z[i]=x[i]+y[i];",
    "io":{
      "x": {"data": "float", "type": "InputPoint"},
      "y": {"data": "float", "type": "InputPoint"},
      "z": {"data": "float", "type": "OutputPoint"}
    }
  },
  "rot":{
    "body": "*int i=get_global_id(0); x[i]=z[i].x; y[i]=z[i].y;",
    "io":{
      "x": {"data": "float", "type": "InputPoint"},
      "y": {"data": "float", "type": "OutputPoint"},
      "z": {"data": "float", "type": "InputPoint"}
    }
  }
},
"nodes":{
  "fan":{
    "body": "int i=get_global_id(0); x[i]=z[i].x; y[i]=z[i].y;",
    "io":{
      "x": {"data": "float", "type": "InputPoint"},
      "y": {"data": "float", "type": "OutputPoint"}
    }
  },
  "adder":{
    "body": "*int i=get_global_id(0); z[i]=x[i]+y[i];",
    "io":{
      "x": {"data": "float", "type": "InputPoint"},
      "y": {"data": "float", "type": "InputPoint"},
      "z": {"data": "float", "type": "OutputPoint"}
    }
  }
},
"arrows":{
  "output": [{"x": 0, "y": 1}, {"x": 2, "y": 3}],
  "input": [{"x": 1, "y": 2}, {"x": 3, "y": 4}]
}
```

Fig. 4. Distributed Run Protocol. Client starts a running instance in the server, to execute the desired program, using a web API in http with JSON as data language; once the instance is created, the client sends and receives data from the server via the TCP protocol.
III. EXAMPLES

In order to show the capabilities of our Data-Parallel Platform two working examples are presented below. The first example computes the discrete Fourier transform using the Cooley-Tukey algorithm. The second example is a simple lossy image compression application using a visual vector quantization of blocks.

Both examples were tested in a server node running the Data-Parallel Server and a desktop computer running the client programs. The server node was a Megware Computer solution equipped with an Intel Xeon X5550 2.66GHz Quad Core processor and 4GB memory. It had four NVIDIA Tesla C1060 GPUs installed.

The desktop computer was an HP Proliant ML330 G6. Both computers are interconnected using a Gigabit Ethernet LAN.

A. Discrete Fourier Transform Example

The discrete Fourier transform (DFT) is a mathematical transform of a signal between discrete domains used for Fourier analysis. The DFT is widely used in signal processing, to analyze the frequencies of a signal, data compression eliminating frequencies with less information in a signal, polynomial multiplication and convolutions. All these applications depend upon an efficient calculation of this transformation, so it is a good example to test the speedup of this DFT using the Data-Parallel Platform on GPU hardware.

The Cooley-Tukey [16] algorithm was used to implement the Fast Fourier Transform. This algorithm, one of the most used in DFT, recursively calculates a DFT of N elements using two DFT of sizes N1 and N2 having N = N1 · N2. When N is highly composite 5 the DFT computation time can be reduced from O(N^2) to O(N · log N). In particular, the radix-2 Cooley-Tukey algorithm was used, where the decimation of the DFT is done with two interleaved DFT of size N/2 in each recursive step.

Using this radix-2 decimation, the computation of the last k steps can be sent to the Data-Parallel Platform Server, parallelizing the calculus of a large number of DFT of size 2^k. The 2^k DFT is computed in a simple Program Node and the DFT flow is the input flow of the Data-Parallel Program.

Figure 5 presents the result of executing the Data-Parallel Program with a flow of DFT with sizes 2, 4 and 8 and the execution of the same data with a CPU implementation of the Cooley-Tukey algorithm for the same sizes. The time increase is linear in both implementations, as it should be, but it can be seen that the Data-Parallel Program is approximately five times faster, although it has to send the data over the local network to the Data-Parallel Server.

The Data-Parallel Program has also a remarkable advantage over the full CPU implementation. While the Data Parallel platform is executing the DFT calculations, the CPU usage in the local computer is only around 10% and corresponding to I/O time; in contrast the CPU implementation requires ∼ 90% CPU usage.

B. A second example: Image Block Compression

The purpose of image compression is to represent images using less data in order to save storage costs or transmission time. A raw image, without compression, can be quite large, usually up to several megabytes, and compression can reduce the file size very significantly. The image data can be compressed in such way that the exact original data can be recovered from the compressed data, or losing information in the image data but reaching better compression rates.

Lossy compression is usually based on techniques that remove details that humans do not notice. In this example a lossy image compression has been implemented using the Data-Parallel platform and employing well known methods. The first method used is the conversion of red-green-blue image data to a chrome-luminance representation, followed by color sub-sampling to scale 1/4 the from the full size using the fact that the human eye is more sensitive towards light intensity variation than color variation 6. The second method applied, explained in references [17] [18], divides the image luminance in blocks of 4x4 pixels, and determines a code book of N representative mean blocks. With this code book image blocks are encoded, using intensity deviation, instead of using the full information of the 16 pixels.

The implemented algorithm uses the following five steps:
1) Convert to Chrome + Luminance representation
2) Downscale Chrome layer
3) Calculate Directional Derivative of Luminance
4) Apply k-means for calculate codebook
5) Compress Luminance in blocks

Steps 1, 2 and 3 are calculated in the Data-Parallel Platform, while the creation of the code book (step 4) is made in the CPU with the returned data. Once the code book is created,
the information is sent back to the GPU to calculate the compressed data.

The compression is noticeable, as can be seen in Figure 6, both in quality and in the reduction factor, but the objective with this example is to show how the Data-Parallel Platform can be used to build a working application. The sections of the program executed in the GPU were created using the visual editor, and during the execution of the image compression this work was distributed on a running Data-Parallel Server using the Data-Parallel Library.

IV. CONCLUSIONS AND OUTLOOK

A Data-Parallel Platform has been designed supporting the use of GPGPU on clusters allowing to access to the power of GPUs as a service, with the advantages this means for the implementation of work-flows and schedulers. Difficulties of GPGPU programming are reduced thanks to a clear programming model using the OpenCL platform and modeling the problems using DAGs, and offering a visual editor tool for final users powerful enough to exploit the GPGPU syntax.

There is an increasing trend to use GPUs specialized processors as common building blocks of supercomputers. China’s Tianhe-1A supercomputer achieved in October 2010 the number one in the TOP500 ranking using graphics chips, and in the march 2011 3 of the top 5 supercomputers were using mixed architectures with both CPUs and GPUs. Although the increase in performance thanks to the use of GPUs seems very high, with up to a 20x factor, GPUs require specialized programmation, and the lack of advanced programmation tools and languages with limited features is a problem.

The Data-Parallel Platform presented does not aim to be the best tool for performance, and it’s not yet fully completed to offer all the characteristics planned, but it is a solution prepared to allow distributed computing with GPGPU hardware.

Many improvements will be required to make it a production tool. For example, regarding performance of program executions, the gap when using a cascade of instances due to inefficient movement of data between them, has to be solved.

Graph theory must be revisited in order to further optimize the Data-Parallel Programs. In particular to understand how to split a Data-Parallel Program into several concurrent flows. There is also the possibility of include characteristics of other distributed solutions in the Data-Parallel Platform, like high availability, large scalability or Map/Reduce technologies.

Also the design of a job system for Data-Parallel Programs running on Data-Parallel servers, as part of a Distributed Data-Parallel Platform, will allow a better scale of applications and a better use of GPGPU resources, especially in computer clusters with GPU hardware.
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