A CPG-Based Agile and Versatile Locomotion Framework with Proximal Symmetry Loss Function
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\textbf{Abstract}—Humanoid robots are made to resemble humans but their locomotion abilities are far from ours in terms of agility and versatility. When humans walk on complex terrains, or face external disturbances, they combine a set of strategies, unconsciously and efficiently, to regain stability. This paper tackles the problem of developing a robust omnidirectional walking framework, which is able to generate versatile and agile locomotion on complex terrains. The Linear Inverted Pendulum Model and Central Pattern Generator concepts are used to develop a closed-loop walk engine, which is then combined with a reinforcement learning module. This module learns to regulate the walk engine parameters adaptively, and generates residuals to adjust the robot's target joint positions (residual physics). Additionally, we propose a proximal symmetry loss function to increase the sample efficiency of the Proximal Policy Optimization algorithm, by leveraging model symmetries and the trust region concept. The effectiveness of the proposed framework was demonstrated and evaluated across a set of challenging simulation scenarios. The robot was able to generalize what it learned in unforeseen circumstances, displayed human-like locomotion skills, even in the presence of noise and external pushes.

\textbf{Index Terms}—Humanoid and Bipedal Locomotion, Reinforcement Learning

\section*{I. INTRODUCTION}

VERSATILITY is a coveted feature when designing humanoid robots. Their shape allows them to be extremely resourceful in our daily-life environments without the necessity of adjusting the surroundings. According to this distinctive property, humanoid robots have a wide range of applications, from working in factories to helping elderly people. Despite a significant effort from the research community, their capabilities are still far from ours, particularly, in terms of speed, stability and safety. People expect humanoid robots to walk robustly over any type of terrain and be able to recover from external perturbations.

Many researchers have conducted studies to find solutions for this problem. These studies deal mostly with developing robust walking frameworks and can be categorized into four major categories: \textit{model-based}, \textit{model-free}, \textit{Central Pattern Generator (CPG)-based} and \textit{hybrid} frameworks. \textit{Model-based} frameworks have been designed by considering the physical dynamics model of the systems, but uncertainties often affect their performance and prevent them from achieving an optimal performance. \textit{Model-free} frameworks are based on machine learning (ML) algorithms like reinforcement learning (RL). These approaches are trial intensive and need a considerable amount of samples that cause many falls. Consequently, they cannot be used directly on real robots. \textit{CPG-based} frameworks have been inspired by nature and designed based on neuro-physiological studies on animals. In these approaches, a set of oscillators are coupled together in a specific manner to generate rhythmic locomotion. Their greatest strengths are their flexibility, adaptability and computational efficiency. On the other side, the difficulties in adjusting the parameters of the oscillator and adapting sensory information are their worst weaknesses. \textit{Hybrid} frameworks combine the aforementioned approaches to leverage their different capabilities.

In this paper, we propose an omnidirectional hybrid walking framework that is able to generate versatile and agile locomotion on complex terrains, even in the presence of noise and external pushes. Specifically, we use the Linear Inverted Pendulum Model (LIPM)\textsuperscript{1} concept to couple a set of Partial Fourier Series (PFS) oscillators in order to design a closed-loop CPG-ZMP-based walk engine. This engine is then combined with an extension of the Proximal Policy Optimization (PPO) algorithm\textsuperscript{2} that leverages model symmetries to learn model-free skills and tune the parameters of the walk engine adaptively. We apply this approach to the COMAN\textsuperscript{3} humanoid robot in order to learn residual physics — a term originally used by Zeng et al.\textsuperscript{4}. In this strategy, residuals are the difference between the parameters computed by the analytical walk engine and the optimal parameters, which we seek to estimate through reinforcement learning.

One of the most recognizable features of humans and bilateral animals is their approximate symmetry with respect to the sagittal plane. Humanoid robots, as the name implies, share some fundamental biomechanical characteristics with humans, including symmetry, which is usually assumed to be exact during simulation. In general, model minimization is conceptually straightforward when dealing with symmetries. However, in practice, there are several techniques to leverage this property in order to increase the sample efficiency or improve the learned behavior. Most of them fall under spatial symmetry and, to a lesser extent, temporal symmetry. The latter concerns invariability under temporal transformation, such as scaling or inversion. On the other side, techniques based on spatial symmetry are more common, and can be split into diverse areas, as described in the following paragraphs.
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A. Relabeling states and actions

The first spatial symmetry technique consists in relabeling states and actions, allowing the permutation of roles between elements of the same type. As an example, consider a simple robot with 3 rigid body parts (a fixed torso and two arms) that has to hit a ball that is thrown into the air. The state of the robot is composed of three variables, indicating the relative position of each leg and the ball, in relation to the torso. An action is composed of two variables, to control the position of each arm. If the robot learns how to hit the ball with the right arm, we can easily transpose that knowledge to the left arm by switching both arms in the state and actions spaces of the robot (without forgetting to mirror all relative positions, horizontally). This is a low-level approach that can be implemented directly on the simulator and requires no changes to the optimization algorithm.

B. Data augmentation

Data augmentation is widely used in RL to improve sample efficiency and stability, being one of its main precursors the experience replay method introduced by Lin [5]. In the scope of this work, data augmentation consists in artificially creating samples by applying a symmetric transformation to actually experienced samples. Using the last example, consider that, for 5 seconds, the robot was waving with the right arm and poking a ball with the left arm. As far as the RL algorithm knows, the robot also spent 5 seconds doing the symmetric action (where the roles of both arms were switched). In the end, there are 10 seconds of useful experience that can be used for learning. In theory, the algorithm learns the same actions with both arms, and there is no dominant arm. In practice, this is not guaranteed in typical implementations of RL optimization algorithms due to the asymmetric bias introduced in the beginning of the optimization, when initializing the parameters of the policy.

C. Symmetric Networks

Symmetric networks comprise the third subdivision of spatial symmetry. These solutions enforce symmetry constraints directly on the policy, by modifying the network architecture. This approach is very robust in applications where symmetry is an intrinsic characteristic of optimal solutions. For example, given an optimal ball throwing technique with the right hand and assuming perfect model symmetry, we can automatically infer the optimal technique for the left hand by applying a reflection transformation. However, this equivalence cannot be assumed for a cyclic task, like bipedal walking, where the optimality of each step cannot be assessed individually. It is therefore unclear whether a perfectly symmetrical gait is preferable or not. Additionally, unbalanced gait patterns (within reason) can be perceived as unimpaired or normal [6].

D. Symmetry Loss Function

In an optimization problem, a loss function represents the cost associated with an event. The objective is to find the best solution by minimizing that cost. As an example, if a robot is learning how to maintain its equilibrium, the more times it falls, the higher the cost. Analogously, when learning symmetric tasks, the degree of asymmetry in the robot’s actions can also be seen as a cost. In a reinforcement learning problem, this strategy may be confused with reward shaping. However, from the perspective of the optimization algorithm, there is a crucial difference. The reward is a simple scalar value, whereas the cost function can be used to steer the optimization in the right direction, by yielding a gradient (which indicates the direction in which the algorithm’s parameters should be changed). A loss function constitutes a flexible way of incorporating symmetry in an optimization problem. It allows more freedom at both design time and runtime than any of the other methods. However, it gives no guarantee of symmetry, like the relabeling technique or symmetric networks.

Concerning problems which do not necessarily benefit from perfect symmetry, the symmetry loss function is the most advantageous approach because it allows the user to define exactly how important symmetry is in the policy, at any given moment during learning. Moreover, it does not get stuck in neutral states (see Section II-A3) and it is more computationally efficient than data augmentation, especially when dealing with large sample batches. However, powerful policy optimization algorithms such as PPO [2] cannot take full advantage of existing solutions. To close this gap, we propose a new loss function called Proximal Symmetry Loss, which attempts to leverage the trust region concept that characterizes the Proximal Policy Optimization algorithm.

Our contribution is twofold. First, the development of a hybrid walking framework that connects a closed-loop CPG-ZMP walk engine with a reinforcement learning module that learns residual physics. Secondly, the improvement of sample efficiency and natural looking behaviors, by extending PPO with a novel symmetry loss function.

II. Preliminaries

The problem of learning on top of a CPG-ZMP walk engine can be described as a Markov Decision Process (MDP) – a tuple \((S, A, \Psi, p, r)\), with a set of states \(S\), a set of actions \(A\), a set of possible state-action pairs \(\Psi \subseteq S \times A\), a transition function \(p(s, a, s') : \Psi \times S \rightarrow [0, 1]\), and a reward function \(r(s, a) : \Psi \rightarrow \mathbb{R}\).

Model reduction allows the exploitation of redundant or symmetric features. To this end, Ravindran and Barto [7] proposed a mathematical formalism to describe MDP homomorphisms — a transformation that groups equivalent states and actions. An MDP homomorphism \(h\) from \(M = (S, A, \Psi, p, r)\) to \(\bar{M} = (\bar{S}, \bar{A}, \bar{\Psi}, \bar{p}, \bar{r})\) can be defined as a surjection \(h : \Psi \rightarrow \bar{\Psi}\), which is itself defined by a tuple of surjections \(\{f, \{g_s|s \in S\}\}\). In other words, equivalent state-action pairs in \(\bar{M}\) are mapped by \(h\) to the same abstract state-action pair in \(M\). For \((s, a) \in \Psi\), the surjective function \(h((s, a)) = (f(s), g_s(a))\), where \(f : S \rightarrow \bar{S}\) and \(g_s : A_s \rightarrow \bar{A}_{f(s)}\) for \(s \in S\), satisfies:
performing action\(a\) scenario because the probability of ending in a stable state by aforementioned, the contributions can be majorly subdivided since this assumption is unrealistic in real world systems, temporal symmetry, time inversion requires the application. This section starts by presenting specific techniques to leverage symmetries in MDPs, followed by a review of some application. This means that symmetries can be defined in a single MDP, \(M\). As an example, consider a symmetric humanoid robot that moves objects [14], the walking gait of several humanoid models [15] and a quadruped with more than one humanoid models [15] and a quadruped with more than one plane of symmetry [16], among others [8], [17]. This approach is computationally inefficient for large sample batches.

\[ p(f(s), g_s(a), f(s')) = \sum_{s' \in \mathcal{S}} p(s, a, s''), \quad \forall s, s' \in \mathcal{S}, a \in A_s, \quad (1) \]

\[ \forall s, s' \in \mathcal{S}, a \in A_s, \quad (2) \]

where \(B\) is a partition of \(\mathcal{S}\) into equivalence classes, and \([s']_B\) denotes the block of partition \(B\) to which state \(s'\) belongs.

MDP symmetries constitute a specialization of the described framework, where \(f\) and \(g_s, s \in \mathcal{S}\) are bijective functions and, consequently, the homomorphism \(h = \langle f, \{g_s \mid s \in \mathcal{S}\} \rangle\) from \(M\) to \(\bar{M}\) is an isomorphism. Additionally, since symmetries can be characterized as MDP isomorphisms from and to the same MDP, they are automorphisms, which simplifies the homomorphism conditions [11] and [2].

\[ p(f(s), g_s(a), f(s')) = p(s, a, s'), \quad \forall s, s' \in \mathcal{S}, a \in A_s, \quad (3) \]

\[ r(f(s), g_s(a)) = r(s, a), \quad \forall s \in \mathcal{S}, a \in A_s, \quad (4) \]

This means that symmetries can be defined in a single MDP, \(M\). As an example, consider a symmetric humanoid robot learning how to walk forward. If the robot is leaning to the left side (state \(s\)), it may attempt to move its left foot (action \(a\)) so that the projection of its center of mass lies inside its base of support, ending in a stable state \(s'\). In this case, \(f(s)\) would correspond to leaning to the right side, \(g_s(a)\) would be moving the right foot, and \(f(s')\) would be a stable state symmetric to \(s'\) with respect to the robot’s sagittal plane. Note that it is possible that \(s' = f(s')\). Equation (3) holds in this scenario because the probability of ending in a stable state by performing action \(a\) in \(s\) is the same as performing \(g_s(a)\) in \(f(s')\). As for (4), it also holds, since the reward in both cases should be the same, otherwise it would contain an asymmetry bias.

III. RELATED WORK

Several solutions have been proposed in the literature to combine a model-based or a CPG-based walk engine with machine learning (ML) algorithms to generate robust locomotion. This section starts by presenting specific techniques to leverage symmetries in MDPs, followed by a review of some recent works concerning the development of hybrid walking frameworks.

A. Symmetries in MDPs

Following the overview about symmetries in MDPs presented in Section I we delve into specific techniques, as well as their strengths and weaknesses. In the context of temporal symmetry, time inversion requires the application to be characterized as a conservative system with no loss of mechanical energy (e.g. due to friction), such as a frictionless pendulum, which Agostini and Celaya [8] control through RL. Since this assumption is unrealistic in real world systems, this approach is not desirable. Regarding spatial symmetry, as aforementioned, the contributions can be majorly subdivided into:

1) Relabeling states and actions: Surovik et al. [9] combine this technique with reflection transformations to swap frame-dependent values, such as lateral rotation, to effectively reduce the state volume of a tensegrity robot. However, this same idea can be applied to biped models in an intuitive way. If, instead of left and right, we think of “stance” and “non-stance” leg, we can relabel the physical legs every half cycle to obtain a symmetric controller [10], [11]. Peng et al. [12] apply this relabeling method at fixed intervals of 0.5 s, forcing the gait cycle to have a fixed period. This idea is simple to implement but it restricts the gait dynamics, hindering fast recoveries from unexpected external forces. In all cases, the policy is constrained by some analytical symmetry switch, whether it is based on time or behavioral pattern.

2) Data augmentation: In symmetry oriented solutions, data augmentation can be used with model-based [13] or model-free RL algorithms, although the scope of this work is limited to the latter alternative. Examples of successful applications of this technique include a real dual-armed humanoid robot that moves objects [14], the walking gait of several humanoid models [15] and a quadruped with more than one plane of symmetry [16], among others [8], [17]. This approach is computationally inefficient for large sample batches.

3) Symmetric Network: Concerning humanoid models, Abdolhosseini et al. [15] introduced a symmetric network architecture that forces perfect symmetry. This method guarantees that if states and actions are symmetrically normalized, the behavior has no asymmetrical bias. However, as the authors acknowledge, neutral states are inescapable, i.e., a symmetrical policy \(\pi(s) = g_{f(s)}(\pi(f(s))), \forall s \in \mathcal{S}\) applied to a symmetrical state \(s = f(s)\) cannot yield asymmetrical states unless the environment introduces its own bias. Pol et al. [18] generalize this approach to additional problems by introducing MDP homomorphic networks, which can be automatically constructed by stacking equivariant layers through a numerical algorithm. The equivariance constraints (under a group of reflections or rotations) are applied to the policy and value networks. This family of solutions lacks the ability to control the symmetry enforcement at runtime and the ability to symmetrize asymmetrical models.

4) Symmetry Loss function: Mahajan and Tulabandhula [19] proposed an automated symmetry detection process and a method of incorporating that knowledge in the Q-learning algorithm [20]. A soft constraint was presented as an additional loss for the Q-function approximator, \(\mathbb{E}_t[(Q_{\theta}(f(s), g_s(a)) - Q_{\theta}(s, a))^2]\), where \(\theta\) is the parameter vector of \(Q\), and the expectation \(\mathbb{E}_t\) indicates the empirical average over a batch of samples. Yu et al. [21] transpose this idea to policy gradients by fusing a new curriculum learning method with an homologous loss function, \(\sum_i \| (\pi_{\theta}(s_i) - g_{f(s_i)}(\pi_{\theta}(f(s_i)))) \|^2\). The authors present very good results when both approaches are used simultaneously. However, without the learning curriculum, the symmetry loss has no significant impact in the learned policy.

B. Combination of Model-Based and ML

Yang et al. [22] proposed a stabilizer framework based on deep reinforcement learning (DRL) to acquire motor skills
for push recovery in humanoid robots. Their framework is composed of two layers that are connected hierarchically. The high-level layer generates target joint angles and the low-level layer is responsible for tracking these angles using a set of PD controllers. In their approach, a high-level planner and feedback control were integrated as a single coherent policy network by designing a specific reward function based on traditional push recovery strategies. The reward function was composed of six distinctive terms that are added together with different weights. They conducted a set of simulations using a simulated NASA Valkyrie robot to validate the performance of their approach. The results showed that the robot learns to deal with different types of disturbances to regain its stability.

Koryakovskiy et al. [23] argued that learning from scratch approaches are not applicable on real robots due to involving many trials with exploratory actions. To circumvent this problem, they combined RL with a model-based control using two different approaches to compensate model-plant mismatches. The first approach consisted in learning a compensatory control action that minimizes the same performance measure as a nominal controller. The second approach was designed to learn a compensatory signal from the difference between an actual transition and a predicted transition by the internal model (MPML). Using a set of simulations, they showed that MPML is not only twice as fast, but it also exhibits no deviating behaviors. Moreover, they tested MPML using a real robot named Leo in a squat scenario. The results showed that MPML successfully realizes squatting by learning the compensation signal.

Ahn et al. [24] formulated humanoid locomotion as a novel Markov Decision Process (MDP) for safe and data-efficient learning, aided by a dynamic balancing model. Specifically, they proposed a structured footstep planner by combining a time-to-velocity-reversal planner based on LIPM with a neural network and a safety mechanism. In their structure, the planner generates achievable sub-optimal guidance, and then the neural network is used to maximize the long-term reward. The safety controller takes into account the capturability concept to facilitate safe exploration. To evaluate the performance of their method, they carried out a series of simulations using two different simulated robots. The results showed that their method can generate various types of walking, including turning and walking on irregular terrains robustly.

C. Combination of CPG-Based and ML

Tran et al. [25] proposed a perturbation rejection based on reinforcement learning on top of a CPG walking generator. Specifically, they combined a self-organizing map with a Q-learning algorithm to automatically detect and select appropriate reactions to regain the stability during the swing phase. The effectiveness of their approach has been validated by simulations and real robot experiments using a NAO robot. The results showed that their approach was only able to reject perturbations when the robot was performing stable repetitive movements before being pushed.

Wang et al. [26] developed a framework for adaptive walking of humanoid robots based on Matsuoka’s CPG. Their framework was composed of three main stages including feature processing, neural network (NN) learning, and signal filtering. Particularly, the first stage transforms Matsuoka’s CPG outputs into a normalized limit cycle which will be combined with sensory feedback using a three-layer NN to generate a set of rhythmic signals for walking. In the last stage, they used a first-order low-pass filter to avoid discontinuity in the output of the NN. The performance of their method has been validated through a set of simulations and experiments using a NAO robot. The results showed that their framework was able to generate adaptive walking on fixed and inclined terrains based on sensory feedback.

Van der Noot et al. [27] developed a bio-inspired controller for biped locomotion. Their controller utilizes virtual muscles driven by reflexes and a central pattern generator to produce human-like and energy efficient locomotion. In their structure, the controller generates torque references for all the joints based on the biped’s state. Additionally, the user can provide high-level commands as linear or quadratic functions. They deployed their framework on a simulated COMAN and showed a robust and human-like walking.

The combination of CPG (or model-based) and ML is not limited to biped robots. This approach has been applied to many types of robots, from quadrupeds [28], [29] to snakes [30] to generate bio-inspired and robust locomotion for traversing complex environments.

IV. ARCHITECTURE

An overview of the proposed architecture is depicted in Fig. 1. The highlighted boxes correspond to functional modules, while the white boxes represent data that is exchanged between them. This framework is composed of three main components: the physics simulator, the walk engine and the residuals. The employed simulator was PyBullet [31], which is based on the open-source Bullet Physics Engine. PyBullet is responsible for simulating the interaction of the COMAN robot with the environment and produce information about the robot’s joints and sensors for the walk engine and residuals, as well as its position.
and orientation for the high-level controller. Based on this information, the high-level controller generates a new target position and orientation, according to the restrictions of the user and the current scenario, and outputs \( q_x, q_y \) and \( q_\theta \) in the robot’s local reference frame. Then, the residuals module uses those values along with the robot’s observations and the cycle phase (which is initialized to zero), and generates parameters for the walk engine, including control commands for the step size \( w_x, w_y \) and step rotation \( w_\theta \), the target center of mass (COM) height, the duration of a step, and PD gains. At the same time it also outputs target joint position residuals, which go through a low-pass filter.

Finally, the walk engine generates a set of trajectories based on CPG and analytical control approaches according to the parameters dictated by the residuals module, and the robot’s observations. Then, the target joint positions are calculated by an inverse kinematics method and added to the position residuals. The result is fed to the physics simulator, which advances one time step. During the reinforcement learning stage, the residuals module is optimized using PPO and a proximal symmetry loss. In the testing phase, a static snapshot of the best policy is employed instead.

V. WALK ENGINE

In this section, the problem of generating a walking gait will be addressed by presenting a modular walk engine based on the combination of LIPM with CPG. In this walk engine, a state machine is designed to control the overall gait and to generate walking reference trajectories. These are obtained by arranging a set of Partial Fourier Series (PFS) oscillators and combining them with a set of controllers to stabilize the robot.

A. Walking State Machine

Due to the symmetric and periodic nature of humanoid locomotion, it can be represented by a state machine which is composed of five distinct states: Idle, Init Single Support, Single Support, Init Double Support, and Double Support. In this state machine, a timer is assigned to each state and, normally, a transition will occur once the timer is over. Moreover, in some situations, such as when the robot should immediately place its foot down, the state transition can be issued by specific controllers. In the Idle state, the robot is standing and waiting for a new walking command (\( W = [w_x, w_y, w_z, w_\theta, w_\phi, w_\theta] \) which contains length, width, height, rotation and duration of the next stride, respectively. The system transits to Init Single Support once the new command is received. It should be noted that the new command is always passed through a first-order lag filter to ensure a smooth update. In this state, all the reference trajectories will be generated based on the filtered command. Then, the robot shifts its COM towards the first support foot to be ready to lift its swing foot. Afterward, the system will automatically transit to Single Support and the robot tracks the generated references to move its swing leg towards the next support foot position. Then, in Init Double Support, both feet are adjusted to be in contact with the floor. Finally, during Double Support, the robot shifts its COM towards the next support foot and, at the end of this state, the state will transition to Init Single Support if another step is needed, or Idle, otherwise. It should be noted that the new command is applied just at the beginning of Init Single Support.

B. Walking Reference Trajectories

To generate walking reference trajectories, a set of footsteps (\( f_i = [f_{ix} f_{iy}]^T, i \in \mathbb{N} \)) are computed according to the input stride’s parameters (\( W \)) and the current feet configuration. Then, the LIPM concept is used to model the overall dynamics of a humanoid robot using a differential equation:

\[
\ddot{c} = \omega_0^2(c - p),
\]

where \( c = [c_x c_y]^T \) denotes the position of the COM, \( p = [p_x p_y]^T \) is the position of the ZMP and \( \omega_0 = \sqrt{\frac{g}{c_z}} \) represents the natural frequency of the pendulum, where \( q \) and \( c_z \) are the gravity constant and the vertical position of the COM, respectively.

According to the LIPM, motion equations in sagittal and frontal planes are equal and independent. Additionally, since the walking gait is symmetric, the reference trajectories can be generated just for one side and then applied to both sides with a half-period phase shift. Accordingly, a set of PFS oscillators are arranged to generate walking reference trajectories based on LIPM in the sagittal plane. A PFS oscillator can be modeled as follows:

\[
f(t, N, A, \phi, \beta) = \sum_{n=0}^{N} A_n \sin(n\beta t + \phi_n), \quad \forall t \in \mathbb{R},
\]

where \( t \) denotes the time, \( N \) is the number of frequencies, \( \beta \) is the angular velocity, and \( A = [A_0, A_1, ..., A_n] \) and \( \phi = [\phi_0, \phi_1, ..., \phi_n] \) represent the amplitude and phase of the \( n^{th} \) term, respectively. In our target framework, four PFS oscillators are used to generate feet trajectories (\( X, Y, Z, \theta \)) in Cartesian space, and one is used to generate the arm’s trajectory \( (A) \) in the \( x \)-axis direction. We considered that \( c_x = f(t, N, B, \phi, \beta) \), and by plugging it into (5), the ZMP trajectory is obtained:

\[
p_x = \sum_{n=0}^{N} B_n(1 + (\frac{n\beta}{\omega_0})^2) \sin(n\beta t + \phi_n).
\]

This equation is the core of our walk engine and shows that the COM and ZMP have the same frequencies and phase shift, but different amplitudes. This information gives us a clue to configure the oscillators and tune their parameters. The first parameter that should be configured is the number of frequencies, which is generally selected based on the oscillator’s objective. For instance, the \( Z \) trajectory can be generated just by one term, but another term can be added to absorb the shock during the landing phase of the swing foot. After determining the number of frequencies for each oscillator, along with the planned foot steps are used to determine the remaining parameters, by solving nonlinear curve-fitting problems using least-squares. Fig. 2 shows the outputs of the oscillators for an example walking scenario (\( v_x = 0.2 \text{ m/s}, v_y = 0.05 \text{ m/s} \) and \( v_\theta = 0.0 \text{ rad/s} \)).
state and $\Phi$ where $C^{\ast} : \mathbb{R}^{2} \to \mathbb{R}$ is the controller gain that should be tuned by $\Phi$.

C. Walking Stabilizer

The walking trajectories generated by the presented feed-forward walk engine do not take into consideration the state of the robot and the environment, not being robust enough to cancel the effect of uncertainties (e.g. external disturbances). To deal with this problem, we designed a set of PD controllers to stabilize the robot, based on the state of its torso, obtained through an inertial sensor. These controllers stabilize the robot by adjusting the torso, the ankles, the arms, and the hip joints, and can be formulated as follows:

$$\dot{\Phi} - \dot{\Phi}_d = -K_{\Phi}(\Phi - \Phi_d),$$

(8)

where $\Phi = [\Phi_{roll} \; \Phi_{pitch}]^T$ and $\Phi$ are the orientation and the angular velocity of the torso, $\Phi_d$ represents the desired state and $K_{\Phi}$ is the controller gain that should be tuned by an expert.

VI. Symmetry Loss Function

A symmetry loss function computes a value that we seek to minimize in order to obtain a symmetric behavior. Formally, if the robot performs action $a \in A_s$ in state $s \in S$, it should also perform the symmetric action $g_s(a)$ in the symmetric state $f(s)$. Since symmetry is not always the main objective while learning a new behavior, a good symmetry objective function should allow asymmetric exploration in favor of a better policy.

To understand the effect of the proposed loss function, we must analyze the most common implementation of PPO, where the policy and value networks do not share parameters. The PPO’s objective $L^{PPO}$ can then be expressed as:

$$L^{PPO}(\theta, \omega) = \mathbb{E}_t \left[ L^C_t(\theta) - L^F_t(\omega) + cH(\theta) \right],$$

(9)

with $L^C_t(\theta) = \min \left( r_t(\theta)A_t, (1 + \text{sgn}(\hat{A}_t))\epsilon\hat{A}_t \right)$,

(10)

and $r_t(\theta) = \frac{\pi_\theta(a_t \mid s_t)}{\pi_{\theta,d}(a_t \mid s_t)}$.

(11)

where the stochastic policy $\pi_\theta$ is parameterized by $\theta$ and the value function by $\omega$. $\pi_{\theta,d}$ is a copy of the policy before each update, $\hat{A}_t$ is the estimator of the advantage function, $L^F_t$ is a squared error loss to update the value function, $c$ is a clipping parameter, $\epsilon$ is a coefficient and $H$ is the policy’s distribution entropy. The expectation $\mathbb{E}_t$ indicates the empirical average over a finite batch of samples. The main objective of this algorithm is to keep the policy update within a trust region, preventing greedy updates that can be detrimental to learning.

This behavior is formalized in the surrogate objective $L^C_t$, as depicted in Fig. 3 for a single time step.

Since the gradient $\nabla L^{PPO}(\theta, \omega)$ with respect to $\theta$ ignores $L^F_t(\omega)$, and $c$ can typically be zeroed without negative impact, it is enough to analyze the merge of (10) with an arbitrary symmetry loss $L^S_t$:

$$L^{PPO+S}(\theta) = \mathbb{E}_t \left[ L^C_t(\theta) - L^S_t(\theta) \right].$$

(12)

Within $L^C_t$, the value of the ratio $r_t$ before the update is 1. During the update, considering all the mini-batches and epochs before switching again to the sample acquisition stage, the ratio tends to remain near 1, or at least in the same order of magnitude. The advantage estimate $\hat{A}_t$, under the most popular implementations of PPO [32], [33], has a mean of 0, because each advantage estimates batch is z-score normalized. However, when computing the gradient, since we are considering only a mini-batch, the mean is not exactly zero. In practice, for the problem formalized in this work, $L^C_t$ ranges from $-1.8 \times 10^{-2}$ to $-1.0 \times 10^{-2}$. It is important to retain that this value has a low order of magnitude and is relatively stable.

A. Mirror Symmetry Loss

The mirror symmetry loss function proposed by Yu et al. [21] $w \cdot \sum_i ||(\pi_\theta(s_i) - \delta f(s_i)(\pi_\theta(f(s_i))))||^2$, where $w$ is a weight factor, computes the square error between the mean action taken by the stochastic policy before and after the symmetric transformation. On the one hand, this means that after crossing a certain asymmetry threshold, the loss dominates the policy gradient. On the other hand, if that threshold
is crossed to the symmetric side, the symmetry loss loses influence in the policy update. Therefore, \( w \) does not dictate the weight of the symmetry loss in a consistent way, when computing the gradient, but rather the position of the symmetry threshold. Moreover, since the square error is based on actions, instead of probabilities, the weight of the symmetry loss is also dependent on the action space.

## B. Proximal Symmetry Loss

To harmonize the effect of the symmetry loss, we propose the proximal symmetry loss function

\[
L^{PSL}(θ) = -w \cdot \hat{E}_t\left[\min(x_t(θ), 1 + \epsilon)\right],
\]

where \( w \) is a weight factor, \( \epsilon \) is a clipping parameter shared with \( L^{PPO} \), and \( x_t(θ) \) is a symmetry probability ratio. The idea behind this equation is to leverage the trust region concept that PPO (Proximal Policy Optimization) uses to iteratively reduce the model’s asymmetry, hence the name "Proximal Symmetry Loss". In this sense, \( L^{PSL} \) is comparable to \( L^{PSL} \), with the trust region defined by the same clipping parameter \( ϵ \), although there are two main differences. First, \( L^{PSL} \) does not need an advantage estimator to define the direction of the update, since the objective of this loss is to always increase or maintain symmetry. Note that, if beneficial to the policy, the RL algorithm may still choose to decrease symmetry, as \( L^C(θ) \) may be prioritized over \( L^{PSL}(θ) \) in \( L^C(θ) \). Secondly, the symmetry probability ratio is analogous to \( \theta \) but there are some distinctions:

\[
x_t(θ) = \min\left(\frac{π_θ(a'_t \mid f(s_t)), π_θ_{old}(a'_t \mid s_t)}{π_θ_{old}(a'_t \mid f(s_t))}\right), \quad \text{(14)}
\]

\[
\text{where } π_θ(\cdot \mid s) \text{ and } π_θ_{old}(\cdot \mid s) \text{ represent probability distributions during, and before the update, respectively. } π_θ_{old}(s \mid σ = 0) \text{ denotes the deterministic action chosen by the policy for state } s, \text{ before the update, if the standard deviation } σ \text{ of the stochastic policy’s distribution was zero. In other words, the resulting action is given by the mean of the policy's distribution. The only term that is not constant during a policy update is } π_θ(a'_t \mid f(s_t)), \text{ and only } θ \text{ is being optimized. Note that } θ_{old} \text{ is constant because it represents the policy’s parameters before the update.}
\]

To provide an intuitive view of \( x(θ) \) for a single time step, consider a simplified function \( x'(θ) \), where \( π_θ_{old}(a \mid s) \) is ignored, such that \( x'(θ) = \frac{π_θ(a' \mid f(s))}{π_θ_{old}(a' \mid f(s))} \). Additionally, hereinafter, when referring to the relative conditional probability of the sampled action \( a \) or the symmetric action \( a' \), the pre-condition state \( s \) and \( f(s) \), respectively, are implicit. Ultimately, the role of \( x'(θ) \) is to increase the relative probability of the symmetric action \( a' \). In comparison with \( (11) \) there are 3 important distinctions:

- The symmetric state \( f(s) \) may never occur in the learning process. In fact, considering a continuous state space, the probability of \( f(s) \) ever occurring during training is zero.
- The symmetric action \( a' \) is not obtained from the sampled action \( a \). During training, the PPO algorithm runs the stochastic policy \( π_θ_{old} \) in the provided environment to create a batch of data. This means that every action was sampled from a probability distribution with non-zero variance. Computing the symmetric action based on these samples would not only add unnecessary variance to the symmetry loss, but the final policy updates would also produce a bias in the final deterministic policy. Therefore, the artificial samples \( a'_t \) are created by applying a symmetric transformation to the mean of probability distribution \( π_θ_{old} \), given the sampled states \( s_t \). Note that this does not affect exploration. If, for a given time step in the future, state \( f(s) \) is reached, where \( s \) is the current state, the action would still be stochastic.
- The restriction to stop motivating a probability increase is based on symmetry. PPO’s ratio \( r_t(θ) \) was naturally limited by the advantage estimate, i.e., if the advantage estimate was positive, the gradient would incentivize a probability increase for a certain action in a given state, and the opposite would happen for a negative estimate. Similarly, \( x(θ) \) needs to stop motivating a probability increase, when the symmetric action is as likely or more likely than the sampled action. This requirement explains the introduction of \( π_θ_{old}(a_t \mid s_t) \) in \( (13) \). Consider a new ratio \( z_t(θ) = \frac{π_θ(a_t \mid s_t)}{π_θ_{old}(a_t \mid s_t)} \), which is positive when the sampled action is more likely than the symmetric action, given states \( s_t \) and \( f(s_t) \), and negative otherwise. Additionally, note that \( (14) \) can be rewritten as \( x_t(θ) = \min(x'_t(θ), z_t(θ)) \). In conclusion, the gradient of \( x_t(θ) \) is positive as long as \( x'_t < z_t \). The impact of this behavior in the proximal symmetry loss will be examined later.

At this point, it is possible to examine how the proximal symmetry loss behaves in different circumstances. Fig. 4 describes this behavior for a single time step, where \( z \) can be in one of 3 possible groups:

- The most common scenario is when \( z \geq 1 + \epsilon \) (see Fig. 4 right plot), since the sampled action is usually more likely than the symmetric action. In this case, the behavior of \( L^{PSL} \) is analogous to the behavior of PPO’s surrogate objective function \( L^C \) (see Fig. 3 left plot). As in the original algorithm, the idea is to keep the symmetry update within a trust region, preventing greedy updates that can be detrimental to learning. Policy updates can...
still exceed the trust region, as there is no hard limit, but there is no explicit incentive for that outcome. Also, the gradient is constant, whether the relative probability of the symmetric action is high or low, i.e., whether the actual policy is currently symmetric or not. In this way, the influence of the proposed loss is harmonized with PPO, and \( w \) carries an intuitive meaning.

- A less common scenario is when \( z < 1 + \epsilon \). In this case, if \( z < 1 \) (see Fig. 4 left plot), the symmetric action is more likely than the sampled action, and there is no incentive to change it, unless this relation changes.
- If \( 1 \leq z < 1 + \epsilon \) (see Fig. 4 middle plot), there is still an incentive to increase the relative probability of the symmetric action, but the trust region is smaller.

However, the described behavior raises another question: why is the relative probability of the symmetric action never decreased? Assuming that policy \( \pi_\theta \) follows a normal distribution with a reasonable variance, it is safe to assume that when dealing with asymmetric behaviors, \( z \) can easily reach values with an order of magnitude of 100 or more. In practice, this means that the symmetric action will probably never be chosen in the near future, and PPO will not have a chance to evaluate it. Therefore, it makes sense to increase the relative probability of the symmetric action until it is at least as likely as the sampled action. When this happens, the action space region in the vicinity of the symmetric action has a plausible chance of being chosen by the policy, and be evaluated by PPO. In conclusion, not deliberately decreasing the probability of the symmetric action is a design choice to favor asymmetric exploration over perfect symmetry, unless the user has explicitly considered symmetry in the reward function. This decision simplifies the proximal symmetry loss and reduces its interference in training when the policy is already symmetric.

Within \( x_{t,i}(\theta) \), the term \( \pi_{\theta,old}(a_{t,i} \mid s_t) \) plays a similar role to the implicit symmetry threshold in the loss proposed by Yu et al. [21]. The difference is that the threshold is now dynamic, as it depends on the standard deviation \( \sigma \) of the stochastic policy \( \pi_\theta \). Without this restriction, the symmetry loss would motivate the reduction of \( \sigma \) to the point where exploration is halted, and numerical instability arises in the probability computations. This approach guarantees that the loss will not work against PPO, i.e., it will converge at a stable rate, dictated by \( w \), whether the policy has an initially strong asymmetrical bias or not. After that bias is reduced to a certain point, the symmetry loss will reduce its influence, allowing exploration, and promoting algorithmic stability.

### C. Generalized Proximal Symmetry Loss

The proposed proximal symmetry loss function can be extended to an arbitrary number of symmetries with minimal changes. Equations (13), (14) and (15) can be rewritten as:

\[
L^{PSL}(\theta) = -w \cdot \hat{E}_{t,i} \left[ \min(x_{t,i}(\theta), 1 + \epsilon) \right],
\]

with

\[
x_{t,i}(\theta) = \frac{\min \left( \pi_\theta(a_{t,i}' \mid f_i(s_t)), \pi_{\theta,old}(a_{t,i} \mid s_t) \right)}{\pi_{\theta,old}(a_{t,i}' \mid f_i(s_t))},
\]

and

\[
a_{t,i}' = g_{s,i}(\pi_{\theta,old}(s_t \mid \sigma = 0)),
\]

where the expectation \( \hat{E}_{t,i} \) indicates the empirical average over a finite batch of samples, such that each sample is characterized by a total of \( N \) symmetries, and \( i \in \{1, 2, 3, ..., N\} \).

Likewise, functions \( f_i(s) \) and \( g_{s,i}(a) \) apply symmetry transformation \( i \) to state \( s \), and \( s \)-dependent action \( a \).

### VII. Simulated Scenarios

Four scenarios were designed to test the walking capabilities of the COMAN humanoid robot in harsh conditions (see Fig. 5). They are ordered by increasing difficulty: flat surface (a); uneven terrain with 2 cm perturbations (b); tilting platform that rotates autonomously, following a random pattern with a 4.5-degree maximum tilt (c); two islands scenario that combines uneven terrain (1 cm perturbations), a constant 3-degree slope, and unstable seesaws between both islands with a 4-degree maximum tilt (d).

The agent was optimized in scenario (b) without prior knowledge of the terrain. The optimization encompassed all the outputs of the residuals block in Fig. 1 target joint positions, step size \( w_x \), \( w_y \) and rotation \( w_\theta \), target COM, step duration and PD gains. The other three scenarios were designed to assess the ability of the framework to generalize to new conditions, and compare its raw performance against a baseline.

The robot is initially placed in the center of the map, except in (d), where it is placed on the left island. Then, the high-level controller (see Fig. 1) generates a new objective, composed of a 2D position \( (x, y) \) and a desired final orientation \( \theta \). Each new objective is generated randomly, such that the new position is no farther than 5 m from the robot’s current position. In scenario (c), this position is restricted to the platform’s surface, while in (d), it is restricted to the two islands and three seesaws. Additionally, in the latter scenario, every position in a straight line that connects two consecutive objectives must follow the same restrictions. The idea is to allow the robot to use the shortest path to the next objective without falling to
TABLE I
RESULTS COMPARISON FOR EACH SIMULATED SCENARIOS

| Force  | \(t(s)\) | \(r/t\) | \(t(s)\) | \(r/t\) | \(t(s)\) | \(r/t\) | \(t(s)\) | \(r/t\) |
|--------|----------|--------|----------|--------|----------|--------|----------|--------|
| Baseline |          |        |          |        |          |        |          |        |
| 0N     | 158      | 0.46   | -        | -      | -        | -      | -        | -      |
| 300N   | 25       | 0.42   | -        | -      | -        | -      | -        | -      |
| Best   |          |        |          |        |          |        |          |        |
| Model  |          |        |          |        |          |        |          |        |
| 0N     | 976      | 0.94   | 520      | 0.84   | 35       | 0.64   | 55       | 0.50   |
| 300N   | 332      | 0.90   | 97       | 0.79   | 15       | 0.25   | 29       | 0.45   |
| 400N   | 55       | 0.86   | 29       | 0.74   | 12       | 0.28   | 20       | 0.41   |

The robot learns to maximize its speed, stability and accuracy in order to efficiently conquer each objective. The agent is rewarded when the robot reduces its distance to the objective and vice versa:

\[ R_t = k_1(d_{t-1} - d_t) + k_2(\alpha_{t-1} - \alpha_t), \quad (19) \]

where \(d_t\) is the linear distance between robot and objective, in meters, \(\alpha_t\) is the angular distance, in radians, and \(k_1 = 2\) and \(k_2 = 3.5\) are proportional constants defined empirically. Each objective has a conquer time of 1.5 s, i.e., the robot must be within a small area (less than 15 cm from the target position) for 1.5 s for the high-level controller to generate a new objective. This approach intends to motivate a stable walking-in-place behavior. Otherwise, the robot is always rushing to the next objective, without mastering the subtler skills. An episode ends when the robot falls or after a maximum period of 1000 s, although the latter restriction was not applied during the learning stage. To get a higher reward, the agent must learn to maximize its speed, stability and accuracy in order to efficiently conquer each objective.

In the testing stage, in addition to the terrain conditions, an external force was applied to the robot at fixed intervals of 4 seconds, in a random direction parallel to the ground, with a constant duration of 25 ms. The applied force magnitude was initially set to 300 N, and it was then increased to 400 N. Moreover, a relative noise value was added to all observations, ranging from \(-10\%\) to \(+10\%\), i.e., each observation was multiplied by a random number between 0.9 and 1.1, sampled from a continuous uniform distribution at every time step.

A. Proximal Symmetry Loss

To evaluate the sample efficiency of the different symmetry loss functions, the reinforcement learning algorithm was executed with three different batch configurations, corresponding to the three plots in Fig. 6. All optimizations ran for 100 million time steps, using 8 threads. Analyzing the first plot, on the top, there are 12 dotted lines, which show the evolution of the average reward per episode for 12 optimization runs, with a batch size per thread of 16k samples: 4 for PPO (green), 4 for our extension PPO+PSL (blue), and 4 for the symmetry mirror loss extension proposed by Yu et al. [21] (red). There are also 3 solid lines that follow the same color association and represent the mean of the corresponding 4 runs. The middle and bottom plots are equivalent to the top plot, except for the number of samples per batch.

This experiment confirms the intuitive notion that leveraging symmetry knowledge brings an added value to each sample. For 16k samples per batch, the performance of every approach is very similar, and above that size, it drops in the same proportion. It must be noted that the performance drops, not because of excessive samples, but because the number of updates is reduced for the same 100 million time steps. This constitutes a trade-off between number of updates and information per update. However, after a while, adding samples to a batch yields no benefit. So, each approach has a certain optimal balance. For our learning scenario, the PPO+PSL approach works best with approximately 8k samples per batch. However, the optimal batch size for PPO and PPO+PSL seems to be around 16k samples. The difference is especially evident in the bottom plot, where each batch has only 4k samples.

This experiment confirms the intuitive notion that leveraging symmetry knowledge brings an added value to each sample. For 16k samples per batch, the performance of every approach is very similar, and above that size, it drops in the same proportion. It must be noted that the performance drops, not because of excessive samples, but because the number of updates is reduced for the same 100 million time steps. This constitutes a trade-off between number of updates and information per update. However, after a while, adding samples to a batch yields no benefit. So, each approach has a certain optimal balance. For our learning scenario, the PPO+PSL approach works best with approximately 8k samples per batch. However, the optimal batch size for PPO and PPO+PSL seems to be around 16k samples. The difference is especially evident in the bottom plot, where each batch has only 4k samples. As the optimizations converge to a global optimum, the reward grows indefinitely, since the episodes have no time limitation during learning. Therefore, this analysis is only focused on sample efficiency, not on comparing the quality of the final solution after a plateau is reached.

IX. CONCLUSION

In this paper, we presented a hybrid walking framework by coupling a closed-loop CPG-ZMP walk engine with a DRL...
algorithm to combine the potential of both approaches. First, a feed-forward CPG-based walk engine was designed based on the LIPM and a set of PFS oscillators. Then, a walking stabilizer was formulated as a set of PD controllers, which were tuned by an expert to have a closed-loop CPG-ZMP walk engine. Additionally, we optimized a policy to adaptively update the walk engine parameters and to generate the steering commands, as well as residual joint position targets which complement the walk engine with model-free skills. This hybrid framework aims at generating robust, versatile and agile omnidirectional walking gaits by exploring the full potential of the robot, taking advantage of the analytical solution’s consistency and the flexibility of residual learning. Moreover, a proximal symmetry loss function was proposed to increase the sample efficiency of PPO by leveraging MDP symmetries. To assess the performance of the overall framework, four simulation scenarios were designed. The robot was trained in only one of the scenarios. However, it was able to generalize its knowledge in unforeseen circumstances, displaying very interesting skills, which can be visualized at https://youtu.be/mpGYdo_P1Mo
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