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Abstract

Electroencephalogram (EEG) is an important diagnostic test that physicians use to record brain activity and detect seizures by monitoring the signals. There have been several attempts to detect seizures and abnormalities in EEG signals with modern deep learning models to reduce the clinical burden. However, they cannot be fairly compared against each other as they were tested in distinct experimental settings. Also, some of them are not trained in real-time seizure detection tasks, making it hard for on-device applications. In this work, for the first time, we extensively compare multiple state-of-the-art models and signal feature extractors in a real-time seizure detection framework suitable for real-world application, using various evaluation metrics including a new one we propose to evaluate more practical aspects of seizure detection models.

1. Dataset and Code Availability

The data used for our work can be found from the Temple University Hospital (TUH) EEG Seizure Corpus (TUSZ) dataset V1.5.2 (https://isip.piconepress.com/projects/tuh_eeg/html/downloads.shtml). Our code is available at https://github.com/AITRICS/EEG_real_time_seizure_detection.

2. Introduction

Epilepsy is a neurologic disorder characterized by epileptic seizures (Fisher et al., 2014) and the precise frequency and type of seizures of the patient should be identified in order to diagnose epilepsy. This affects the decisions of pharmacological treatment, dietary therapy, and surgical treatment (Scheffer et al., 2017). In this process, electroencephalogram (EEG) is an essential diagnostic tool for seizure detection. Inpatient video-EEG recording is a routine diagnostic method for capturing seizure events for deciding proper future treatment. However, many of the event onsets are prone to be missed on-site as clinicians cannot always be present by the patient, and they cannot rewind the whole 24-hour video to find out the...
actual onset (Nordli Jr, 2006). Family members of a patient can press a button to denote the onset of the seizure event, but non-experts (i.e., family member) can make false positive or false negative decision.

In order to accurately detect seizures for prompt intervention, we need an on-site seizure detector that can be used while EEG is being recorded. This task can, in theory, be done by a well-trained neurologist where they routinely scan the recorded EEG signals to find out the characteristic signal for the potential diagnoses. This manual process, however, can take up to several hours, making it labor-intensive as well as untimely. To improve the timeliness of the seizure detection and reduce the burden of clinicians, we need a machine that accurately detects the seizure signal in real-time to help physicians diagnose and prescribe.

Due to the need of an accurate seizure detector, several hospital-based research organizations released public benchmark datasets (Obaid and Picone, 2016; Shah et al., 2018; Shoeb, 2009; Goldberger et al., 2000; Andrezjak et al., 2001) for the seizure detection task. There have been several attempts to detect seizure and abnormalities with these public EEG signal datasets using deep neural network models (Acharya et al., 2018; Roy et al., 2019b; Mohsenvand et al., 2020; Golmohammadi et al., 2017; Akbarian and Erfanian, 2020; Zabih et al., 2015). More recent works have focused on multi-class seizure detection (Sriraaam et al., 2019; Daoud and Bayoumi, 2019; Ahmmed-Aristizabal et al., 2020; Priyasad et al., 2021; Jia et al., 2022), and real-time seizure detection (Shawki et al., 2020; Bomela et al., 2020; Thyagachandran et al., 2020; Fan and Chou, 2018). Although previous studies have explored multiple model architectures for seizure detection, we cannot fairly compare each of the model as they used distinct experimental settings and evaluation metrics. Also, not all the studies adopted the real-time seizure detection tasks, limiting the practicality of the models.

In this paper, for the first time, we present and compare the performance of various state-of-the-art models and feature extraction strategies under the same experimental setting of real-time binary seizure detection (Figure 1). We performed the seizure (ictal) onset detection task, where the model receives EEG signal and detects whether the patient is currently in ictal phase or not, given that the entire process from feature extraction to detection must be completed within the stride time of the sliding window in order to guarantee real-time process. We also proposed margin-based evaluation metric, which is an evaluation metric providing more useful information to physicians by assessing whether a model detects seizure events within the margin from the seizure onset and offset. Our work thus presents a comprehensive summary of various models’ performance under a strictly practical and realistic setting, such that researchers and practitioners can directly refer to our study for deploying their own models in practice, or use our study as a benchmark for developing a new seizure detection model in the future.

3. Background and Related Work

3.1. Signal Feature Extractor

Signal processing and frequency extraction are useful tools for extracting features from raw signal, which has been used for preprocessing speech signal or biomedical signals (Electrocardiogram (ECG), Heart sound, or EEG signal). One of the popular feature extractors for medical signals is Short Time Fourier Transform (STFT) (Sejdić et al., 2009; Springer et al., 2015; Sriraam et al., 2019), which applies a sequence of Fast Fourier transforms (FFT) to signals using a sliding window. Some of the previous works used specific frequency bands out of extracted important frequency features (e.g., delta wave (0-4 Hz), theta wave (4-8 Hz), or alpha wave (8-12 Hz)) that are related to brain activity (Parvez and Paul, 2014; Liu et al., 2019). Other seizure detection models (Shawki et al., 2020; Thyagachandran et al., 2020; Golmohammadi et al., 2019) used linear scale filter bank on STFT output matrix, which is called Linear frequency cepstral coefficients (LFCC). A recent work (Priyasad et al., 2021) utilized SincNet (Ravanelli and Bengio, 2018) filters onto channel-wise one dimensional signal input for seizure detection task. SincNet extracts signal features with Convolutional Neural Networks (CNN) Sinc function filters, without traditional feature extracion methods. As recent deep learning architectures such as CNN provide flexible and powerful feature extraction, recent works presented high performing deep learning models using raw signal without feature extraction in various tasks including speech recognition (Wav2vec2.0 (Baevski et al., 2020)) and EEG seizure detection task (Roy et al., 2019b; Mohsenvand et al., 2020)). Mohsenvand et al. (2020) downsampled the raw input signal to multiple frequencies to extract more diverse feature information. We extracted signal features from EEG input with these diverse signal feature extraction methods.
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Figure 1: **Real-Time Seizure Detection with CNN (+LSTM) models.** We downsample the EEG signal and extract features (Figure 2). The models detect whether ictal/non-ictal signal appears within the 4-second sliding window input. We present an example case with a Raw EEG signal but other signal feature extractors can also be applied to the pipeline.

(Figure 2) that were frequently used for biomedical signal or speech processing.

### 3.2. Seizure Detection

Recent studies introduced deep neural network models to binary and multi-class EEG seizure detection and classification. In this paper, we are focusing on binary seizure detection for simpler setting. A simple seizure detector with CNN was proposed to detect seizure (Andrzejak et al., 2001; Acharya et al., 2018; Yuan et al., 2018b). Other works used Long Short Term Memory (LSTM) Hochreiter and Schmidhuber (1997) based architectures to capture temporal dependencies. Golmohammadi et al. (2017) compared Gated Recurrent Unit (GRU) and LSTM for real-time binary seizure detection. Another work encoded the graph theoretic relationship between EEG leads into features to detect seizure onset time (Akbarian and Erfanian, 2020; Zabihi et al., 2015) on CHB-MIT dataset (Shoeb, 2009; Goldberger et al., 2000). Extending binary detection models, there has been recent attempts to classify multiple seizure types using CNN architecture (Asif et al., 2020; Sriraam et al., 2019; Daoud and Bayoumi, 2019; Ahmedt-Aristizabal et al., 2020; Priyasad et al., 2021; Jia et al., 2022), including AlexNet (Krizhevsky et al., 2012; Sriraam et al., 2019), ResNet (He et al., 2016), DenseNet (Huang et al., 2017), and MobileNetV3 (Howard et al., 2019). Some of the works detected abnormal signals in input EEG signal (Roy et al., 2019b; Mohsenvand et al., 2020). Rather than classifying the signal segment to single or multiple seizure types, Daoud and Bayoumi (2019) predicted seizure events before it occurs. However, many of the previous models cannot be applied for real-time seizure detection because they are trained to detect seizure events on the whole EEG signal.

### 3.3. Real-Time Seizure Detector

More recent works focused on building real-time seizure detectors, using various experimental settings. Channel-wise LSTM was used in combination with LFCC as feature extractor (Shawki et al., 2020), and Time Delay Neural Networks (TDNN) with LSTM using LFCC (Thyagachandran et al., 2020) was applied on Temple University Hospital (TUH) dataset (Obeid and Picone, 2016), one of the public benchmark EEG dataset for seizure detection task. Some of the real-time seizure detectors are inappropriate for clinical use as they are slow detector. Shawki et al. (2020) achieved computation speed of 1.81 seconds per 1 second sliding window with CPU processor, which is too slow for real-time processing. Another work (Bomela et al., 2020) did not report the latency of a detector. Also some used small-scale CHB-MIT dataset that includes EEG signal of only 25 patients (Fan and Chou, 2018; Wang et al., 2018).

### 3.4. Evaluation Metric for Seizure Detection

The performance of a model on EEG seizure detection can be measured by evaluating how well a model detected seizure events compared to the event label. Therefore, the evaluation metric should be valid for
Scoring the performance of a model based on the event is called term-based scoring, and metrics evaluating per channel and per unit window is called the epoch-based method. Any-Overlap (OVLP) (Wilson et al., 2003; Gotman et al., 1997) is a term-based scoring method that measures True Positive (TP) by counting the overlapping seizure detection hypothesis and label. OVLP is thus more permissive, outputs high sensitivity as it only considers the event-based scoring, not considering the duration of the event. Time-Aligned Event Scoring (TAES) improves this method by weighting the amount of overlap between label and model prediction. These two methods assess the model prediction within the whole signal, which is not suitable for real-time seizure detection task. Epoch-Based Sampling (EPOCH) (Baldassano et al., 2016) provides a more relevant metric for the real-time seizure detection, which measures the overlap between label and prediction within a unit time window (that is a data point within an epoch), per EEG channel. In this work, we propose a new metric called MARGIN which evaluates the detection performance of the seizure detection model within onset/offset margin.

4. Methods

4.1. Dataset

We used the public benchmark dataset, the Temple University Hospital EEG Seizure Data Corpus (V1.5.2) (Obeid and Picone, 2016) (TUH v 1.5.2), which contains the largest number of seizure types and patient instances. We provide better experimental setting with the largest dataset as some of the prior works used private datasets (Daoud and Bayoumi, 2019) and small-scale public datasets (Akbarian and Erfanian, 2020; Fan and Chou, 2018; Zabih et al., 2015) which makes it difficult to reproduce and generalize the results.

The number of EEG signal types and patient number are summarized in Table 1 and Appendix Table 5. Among total 7,034 signal streaks from 642 patients, there were total 304 patients with 3,047 signal streaks which each includes one or more seizure episode (Patients group in Table 1). The dataset also included 338 patients in Normal Control group, which is the group without any seizure events. There were total 1,838 normal signals from Normal Control, and 2,149 normal signals from Patients group. We have 589 subjects in the training dataset and 51 subjects in the development dataset (640 subjects), which we divide into validation (25 subjects) and test set (26 subjects) according to patient instances. In order to prevent dataset shift, we randomly sample signal types within a batch so that each batch contains equal number of signal type (Table 1, Appendix Figure 5). Additional details of the dataset, including slight modification from the original TUH 1.5.2 open data, can be found in Appendix Section A.1.

The original EEG signal data was uniformly resampled with the sampling rate of 200 Hz to standardize the sampling rate of all signals (Section 4.3 6) for more detail). We sampled the EEG signals from the leads listed in Figure 6 for different types of EEG montage (Unipolar, Transverse Bipolar Montage). We simply subtracted the voltage between Unipolar leads to acquire Bipolar montage signal data, following Bipolar lead info from SeizureNet (Asif et al., 2020) (Appendix Figure 6, Table (a)).

| Signal Types              | Sample No. (Train/Val/Test) |
|---------------------------|-----------------------------|
| Non-ictal (Patients)      | 44,599 / 9,221 / 6,907      |
| Non-ictal (Normal Control)| 37,017 / 1,051 / 822        |
| Ictal, Non-ictal Signal   | 3,636 / 636 / 541           |
| Ictal                     | 3,671 / 964 / 456           |

Table 1: Dataset Organization. The number of signal types in the whole dataset after slicing the whole signal segment into 30 second signal segments.

4.2. Real-Time Seizure Detection

The real-time seizure detector explained in Figure 1 can be directly used for clinical setting, where the model receives signal input of 4 seconds window on-device every 1 second (i.e. window shift length). Thus, we would want a model to process each window within the shift length (1 second). We prepare each downsampled dataset into the size of window...
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Figure 2: **Signal Feature Extractors** and input preprocessing. Upon downsampling EEG signal with 200Hz, the input undergoes one of the signal feature extractors and fed into the first CNN2D layer designed for each extractors. C: number of EEG signal channels, T_window: length of one sliding window, K: Kernel size, F: Frequency bands, S: Stride length (4 seconds), and slid the window with 1 second window shift length. We found the optimal window length by considering processing speed, and optimal shift length by considering the performance (Appendix Section B.2).

After preparing EEG input, we extracted features with signal feature extractors (Section 4.3, Table 3), and fed the extracted signal into each model (Section 4.4) to obtain the detected output. The models were mainly evaluated with EPOCH metric and MARGIN as it provides per-window evaluation (EPOCH) and measures practicality of the model as real-time seizure detector (MARGIN); we also explored other evaluation metrics on all 15 models (Appendix Table 13).

4.3. **Signal Feature Extractor**

We explore six different signal feature extraction techniques to generate input data for CNN and LSTM combined models (Figure 2). All six methods affect the final performance of a model, and each has different processing speed and feature representation (Table 3). Note that different types of first CNN2D block was applied to the output of each feature extractor, which is described in detail in each section below. For more detailed information on signal feature extractor (Section A.2), CNN1D input (Figure 7), experimental result with various models (Table 13), please see Appendix.

1) **Raw:** Downsampled raw EEG signal (without feature extraction) passed to a CNN2D block with kernel shape $1 \times 51$ with stride $1 \times 4$. 
2) **SincNet** (Ravanelli and Bengio, 2018): We performed time-domain convolution between the input EEG signal and SincNet filters in the first CNN2D layer to preserve more information from the input signal frequency. We used 7 distinct SincNet bands with trainable frequency band range with the stride of 2. CNN2D block with kernel shape $7 \times 21$ with stride of $7 \times 2$ was applied to channel-wise 2D input.

3) **Short Time Fourier Transform (STFT):** Fast Fourier Transform (FFT) was applied with sliding window of frame length 0.125 seconds and frame shift length (hop length or overlapping size) across 50% of frame length, following the Hann window function (Oppenheim, 1999). The extracted feature represents information from both frequency and temporal domain. STFT can be also further processed with various steps, such as Frequency Bands and LFCC.

4) **Frequency Bands:** STFT was applied to extract frequency time features over 7 frequency bands: 1–4, 4–8, 8–12, 12–30, 30–70, 70–100 Hz. Features on each band is then averaged over a signal. We follow the parameters from Liu et al. (2019) and Mirowski et al. (2009), which used predefined frequency ranges. We applied the same CNN2D block from SincNet: kernel shape $7 \times 21$ with stride of $7 \times 2$.

5) **Linear frequency cepstral coefficients (LFCC):** We used 0.3 seconds window length and 0.15 seconds window shift length to generate 8 absolute LFCC features out of the feature extractor, following setup from Shawki et al. (2020).

6) **Downsampled Raw (50, 100, 200Hz):** We resampled the original 200Hz raw signal data to 100Hz and 50Hz raw signals. The three differently sampled signals (50, 100, and 200 Hz) are then fed to CNN block separately and concatenated for further training. Sampling rates of 50, 100, 200Hz are enough to represent the features as it is more than twice the characteristic frequency range of seizure signals (0.5-25 Hz) (Shoeb, 2009). Furthermore, anti-aliased and downsampled signal does not improve the performance of our model (Table 18).

4.4. Models

We extensively searched over 15 architectures for real-time seizure onset detection on both Unipolar (Appendix Table 11) and Bipolar (Table 2) montage. We also measured the model size (Appendix Table 7) and inference speed on CPU and GPU to analyze the feasibility of each model as the real time detector (Appendix section A.4, Table 2). Details on the parameters and architectures of each model are summarized in Appendix Section A.3, B.1, and Figure 3.

4.4.1. **CNN2D with LSTM**

CNN2D with LSTM consists of three parts: CNN encoder for feature extraction, Recurrent Neural Network (RNN) module for temporal feature representation, and classifier (Figure 1). After signal feature extraction, we applied CNN2D layer with 1D kernel ($\text{filters} \times \text{number of channels} \times \text{timestep}$) so that this shape filter is applied to each EEG channel separately, such that we can preserve channel-wise information within EEG signal. This also brings a model the faster feature extraction compared to the computation-heavier model with multiple channel-wise 1D CNN kernels (Priyasad et al., 2021; Mohsenvand et al., 2020). We tested the following five different CNN2D + LSTM models where CNN2D layer is followed by 2D adaptive average pooling module with RNN models, and then classifier block (Figure 3).

1) **CNN2D+LSTM:** As mentioned above, channel-wise CNN2D layer and LSTM are used for both channel-wise signal shape feature and temporal feature for CNN2D+LSTM model.

2) **CNN2D+BLSTM:** Same model architecture with 1) but alternatively with Bidirectional Long Short-Term Memory (BLSTM) in RNN module for temporal feature representation.

3) **ResNet-short+LSTM:** CNN2D+LSTM model where CNN blocks are from ResNet model (He et al., 2016) helping a model learn both simple and rather complex shape for each seizure type with flexible gradient flow through skip connections.

4) **ResNet-short+Dilation+LSTM:** Almost same model architecture with 3) but three parallel Dilated Convolution (dilation of $1 \times 1, 1 \times 2, 1 \times 4$) was used in the first CNN2D block. The three outputs of the Dilated Convolution blocks are then concatenated and forwarded to CNN blocks from ResNet model as in 3). We expect the three dilated convolution would enable CNN block to receive diverse range of signals, which is similar to down-sampled raw (Mohsenvand et al., 2020) but with higher temporal resolution as the filter is shared across temporal axis. The more dilation the kernel has, the wider range of lower frequency signals the CNN model receives.

5) **MobileNetV3-short+LSTM:** We used MobileNetV3 (Howard et al. 2019) which is designed
to perform on par with other CNN models but with small size, available for the off-line portable device. In this model, MobileNetV3 CNN blocks are used for feature extraction and connected to LSTM layers.

4.4.2. CNN1D with LSTM

CNN1D with LSTM models follow the same structure as CNN2D + LSTM models (CNN, RNN, followed by Classifier layer) but with CNN1D block. Unlike previous EEG seizure type classification models (Priyasad et al., 2021; Mohsenvand et al., 2020) which used multiple channel-wise CNN1D modules, our model does not have channel-wise CNN encoder. Our model rather has a CNN1D encoder with the filter size following the number of channels × timestep in order to increase the speed for real-time seizure detection.

6) CNN1D+LSTM: This model consists of a CNN 1D feature extraction block, followed by 1D adaptive average pooling module, LSTM layers, and classifier block (Figure 7).

7) CNN1D+BLSTM: Same model architecture with 6) but with BLSTM instead of LSTM layer.

4.4.3. Benchmark Models

We adopted the original architecture of six different benchmark models frequently used for EEG seizure detection, abnormality detection, and seizure classification (Jia et al., 2022; Ahmedt-Aristizabal et al., 2020; Roy et al., 2019a; Priyasad et al., 2021; Asif et al., 2020; Srima et al., 2019; Roy et al., 2019b; Thyagachandran et al., 2020).

8) ResNet18 (He et al., 2016): We used ResNet18 among all ResNet variations for its small model size and suitable for real time detection.

9) MobileNetV3 (Howard et al., 2019): CNN model with squeeze-and-excite block after expansion layer, designed to perform well on mobile devices.

10) AlexNet (Krizhevsky et al., 2012): One of the early CNN architecture revolutionized CNN by using ReLU, dropout, overlapping pooling, and data augmentation which are now easily found in many CNN architectures.

11) DenseNet (Huang et al., 2017): CNN model that connects feature map of every layer with the ones with following layers, and concatenate them.

12) ChronoNet (Roy et al., 2019b): This model uses a CNN1D layer parallelized with various kernels, which is then connected to GRU.

13) TDNN with LSTM (Thyagachandran et al., 2020): A combination of Time Delay Neural Networks (TDNN) and LSTM. TDNN layer performs temporal convolution by convolving each channel-wise EEG signal segment across timestep; LSTM layer then combines the channel-wise contextual representation to model sequence information. TDNN is commonly used for signal detection (EEG person
identification (Kumar et al., 2019), voice activity detection, anomaly heart sound detection).

4.4.4. Feature Transformers

14) **Feature Transformer**: The model captures similarity between signals via self-attention on the channel-wise CNN features (Appendix Figure 9). Unlike previous works using attention module (Priyasad et al., 2021; Yuan et al., 2018b,a) that calculate importance of each EEG channel, we can extract the relationship between the channels from the measured channel-to-channel similarity.

15) **Guided Feature Transformer**: The model considers the neighboring connection between all pairs of EEG leads by simply multiplying the channel adjacency mask (channel relation mask) to the self attention map (Appendix Figure 9). Examples of adjacent EEG leads with C3 are summarized in Appendix Figure 6, where we denote neighboring leads to be connected in Unipolar montage and directly used the connection between leads in Bipolar montage.

4.5. Evaluation Metrics

We calculate the binary classification performance (*e.g.* AUROC, AUPRC) of the models on the test dataset, using four different methods to determine correct and incorrect classifications (Figure 4). To evaluate sensitivity (True Positive Rate, TPR) and specificity (True Negative Rate, TNR) using OVL, TAES, EPOCH and onset/offset accuracy of MARGIN, we measured values over the whole EEG signal data of a patient where the model is trained with sliding window. In addition to four evaluation metrics introduced below, we measured the onset latency, which is the average latency from the label onset to hypothesis onset.

1) **Any-Overlap (OVL)**: OVL provides sensitivity permissive metric which measures whether the prediction overlaps with the label.

2) **Time-Aligned Event Scoring (TAES)**: TAES measures the amount of overlap between seizure label and prediction, by calculating the portion of correctly predicted among total duration of seizure label.

3) **Epoch-Based Sampling (EPOCH)**: EPOCH outputs a summary score per each unit window, which evaluates the accuracy of prediction by comparing with the ground truth label. Each epoch contains the preprocessed EEG signals within a fixed time window.

4) **Margin-Based Boundary Evaluation (MARGIN)**: We propose a new evaluation metric for EEG seizure detection task. MARGIN evaluates whether a model has detected the seizure within a fixed margin (3 seconds, 5 seconds) before and after the onset / offset time of seizure. Thus, a model with higher MARGIN accuracy would more accurately detect the onset and offset of seizure event, thus would help prompt clinical intervention. MARGIN also compensates for the inherent measurement error in scalp EEG signal, as the signal itself is an indirect measure of neural activity. Because of this uncertainty in the measured signal, actual seizure can often be initiated earlier than the onset diagnosed by physicians. We thus give the model a safety margin to take into account situation where a model detects a seizure event before the onset.

5. Results

In this section, we report comparative experimental result on 15 model architectures (Table 2, Appendix Table 11), 6 signal feature extractors (Table 3), and 4 evaluation metrics (Table 4). We first evaluate the performance and speed of 15 models (Table 2) to find out the most favorable model for the real-time seizure detection task. We used the raw input feature as only the raw input showed the fastest processing speed on both CPU and GPU (Table 3), among all the other signal feature extractors. As model evaluation only used raw signal, we explored other well-known signal feature extractors so as to achieve a better performance given the CNN2D+LSTM model. We also explored four different evaluation metrics previously used for EEG detection task, as Table 2 only reports EPOCH and MARGIN. We used CNN2D+LSTM among the 15 models for comparing signal feature extractors and evaluation metrics as this model provided accurate predictions as well as fast inference speed. We also provide the same set of experiments with ResNet-short+LSTM, which achieved the highest performance on raw EEG signals with acceptable real-time seizure detection inference speed (Table 2), for cross-reference (Table 15, 16, 17).

5.1. Real-Time Seizure Detection

We compare the performance of real-time binary seizure detectors on both bipolar (Table 2) and unipolar lead (Appendix Table 11) EEG signal datasets. We used a window size of 4 seconds and a shift
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Figure 4: Evaluation Methods on example raw EEG signal. OVLP, TAES, MARGIN evaluates the model on the whole raw signal. OVLP outputs whether the hypothesis overlaps with the label, and TAES outputs the duration of how much hypothesis overlaps with label. MARGIN evaluates whether the onset/offset of event hypothesis is within set margin window. EPOCH outputs evaluation on hypothesis based on each window. Then final TP is measured by counting the number of windows where the model hypothesis was correct, divided by the total number of windows within each batch. TP - True Positive; FN - False Negative.

Table 2: Result of real-time seizure detection on raw bipolar TUH EEG dataset trained with each architecture, averaged over 5 runs. Please see Appendix section A.4 for CPU and GPU settings. We report TPR, TNR, and measured MARGIN when TNR is above 0.95.

| Methods                      | AUROC ± | AUPRC ± | TPR ±  | TNR ±  | MARGIN(5sec) | CPU/GPU Speed (sec) |
|------------------------------|---------|---------|--------|--------|--------------|---------------------|
| CNN2D + LSTM                 | 0.89 ±  | 0.88 ±  | 0.81 ± | 0.83 ±  | 0.56 / 0.51    | 0.079 / 0.004       |
| CNN2D + BLSTM                | 0.87 ±  | 0.86 ±  | 0.76 ± | 0.85 ±  | 0.57 / 0.64    | 0.224 / 0.005       |
| ResNet-short + LSTM          | 0.92 ±  | 0.91 ±  | 0.85 ± | 0.85 ±  | 0.62 / 0.65    | 0.941 / 0.013       |
| ResNet-short + Dilation + LSTM| 0.91 ±  | 0.90 ±  | 0.83 ± | 0.83 ±  | 0.58 / 0.61    | 0.662 / 0.031       |
| MobileNetV3-short + LSTM     | 0.89 ±  | 0.87 ±  | 0.78 ± | 0.78 ±  | 0.53 / 0.59    | 0.266 / 0.009       |
| CNN1D + LSTM                 | 0.80 ±  | 0.79 ±  | 0.69 ± | 0.75 ±  | 0.33 / 0.4     | 0.069 / 0.003       |
| CNN1D + BLSTM                | 0.80 ±  | 0.78 ±  | 0.73 ± | 0.71 ±  | 0.35 / 0.58    | 0.021 / 0.004       |
| ResNet18                     | 0.81 ±  | 0.78 ±  | 0.75 ± | 0.75 ±  | 0.3 / 0.34     | 1.446 / 0.040       |
| MobileNetV3                  | 0.85 ±  | 0.83 ±  | 0.77 ± | 0.76 ±  | 0.47 / 0.55    | 2.588 / 0.055       |
| AlexNet                      | 0.83 ±  | 0.81 ±  | 0.80 ± | 0.81 ±  | 0.56 / 0.64    | 0.079 / 0.015       |
| DenseNet                     | 0.82 ±  | 0.79 ±  | 0.78 ± | 0.73 ±  | 0.37 / 0.45    | 0.356 / 0.043       |
| ChronoNet                    | 0.59 ±  | 0.57 ±  | 0.58 ± | 0.56 ±  | 0.2 / 0.34     | 0.0136 / 0.0061     |
| TDNN + LSTM                  | 0.86 ±  | 0.78 ±  | 0.72 ± | 0.73 ±  | 0.39 / 0.47    | 3.49 / 0.24         |
| Feature Transformer          | 0.6 ±   | 0.6 ±   | 0.46 ± | 0.72 ±  | 0.08 / 0.13    | 0.1231 / 0.0074     |
| Guided Feature Transformer   | 0.82 ±  | 0.81 ±  | 0.7 ±  | 0.8 ±  | 0.49 / 0.55    | 0.1046 / 0.0072     |

ResNet-short+LSTM and ResNet-short + Dilation + LSTM both showed the best performance among various models (Table 2). ResNet-short+LSTM performed better than the ResNet18 model as the LSTM module can capture the temporal dependency of the input signal. However, the processing speed on CPU exceeds or similar to the shift length (1 second for the experiments in Table 2) indicating that larger models are relatively slow.

Compared to CNN1D+LSTM, CNN2D+LSTM showed better performance as it considers independently extracted channel-wise feature information.
ChronoNet (Roy et al., 2019b) performed the worst probably because we used the raw signal and did not follow the feature extractor (LFCC) from the original paper for fair comparison. Also, the model was originally designed for detecting abnormal signals (seizure or abnormal noisy signals) which is rather easier task compared to seizure detection. Feature Transformer also showed severely poor performance but gained significant performance increase after we applied the channel adjacency mask \( \text{(i.e. Guided Feature Transformer).} \) Thus, channel relation mask helps the model factor in similarity between channels on top of attention scaling, so that model can capture a seizure signal spreading out to the neighborhood leads.

Model performance on the Unipolar dataset showed similar trends as in the Bipolar dataset (Appendix Table 11), although models suffered slight decrease in performance compared to the Bipolar dataset. This might be generally because Bipolar montage is effective in localizing and lateralizing seizure (Beniczky and Schomer, 2020).

CNN2D + LSTM model performed on par with ResNet18 based models, and was fast enough to meet the real-time constraint \( \text{(i.e. a model must process each window within shift length)} \) (Table 2). Taking into account the trade-offs between model size (Appendix Table 7) and performance, we used CNN2D+LSTM model for further evaluation on bipolar dataset with various evaluation methods (Table 4), window size (Appendix Table 8), shift size (Appendix Table 9), signal feature extractors (Appendix Table 3), and seizure-type binary detection (Appendix Table 12).

5.2. Seizure Detection with various signal processing methods

We compared the performance and speed of traditionally and frequently used signal processing methods (Table 3). Frequency Bands and STFT showed better performance compared to raw feature extraction, and SincNet (Ravanelli and Bengio, 2018) showed the worst performance among all feature extractors. The raw signal showed the fastest CPU/GPU processing speed with CNN2D+LSTM, and showed similar or better MARGIN and TAES performance compared to frequency bands and STFT with both CNN2D+LSTM and Resnet-short+LSTM models (Appendix Table 14, 17). We used raw data for data preparation as this provides original data without any information loss, and maintains fast processing speed suitable to be used in conjunction with EEG test in clinical setting.

5.3. Seizure Detection Evaluation Metrics

We then evaluated the binary seizure detection with CNN2D+LSTM and Resnet-short+LSTM using various evaluation methods (Table 4, 14, 17). Sensitivity (TPR) measured with OVLP was the highest among all evaluation metric as it is more permissive in terms of sensitivity than other evaluation metrics (Ziyabari et al., 2017).

We also present our novel seizure evaluation method MARGIN (seizure boundary detection) on onset/offset considering margin from the onset/offset time. Our example patient signal streak shows that MARGIN provides additional assessment on the reliability of a model whether the real-time detection output near the onset/offset of seizure is trustworthy or not (Figure 4).

In this sample patient EEG trajectory (Figure 4) and from the result (Table 4), OVLP showed high performance as it provides loose evaluation on the overlapping signal duration between ground truth and prediction. On the other hand, TAES provides stricter result as it considers overlapping time between label and hypothesis. Onset latency itself could not also be a favorable metric for real-time seizure event detection as we need to further consider the total length of seizure events (Appendix Table 6) which is is not possible to be done real-time.

EPOCH presents evaluation result on every windows, temporally detecting unreliable prediction of a model. We used EPOCH for other experiments as it has been used in previous literature and provides the strict, per epoch evaluation. EPOCH might be of concern if the dataset contains subjects presenting with long and short seizure events (Ziyabari et al., 2017), as it weigh long seizure events heavily. We thus provide additional metric more useful for seizure onset detection (MARGIN).

6. Conclusion

We provide a comprehensive analysis of the experimental settings on binary EEG seizure detection task for future benchmarking. While each existing models were successful in detecting seizures, the tasks cannot be compared against each other as the tasks were distinctly designed and tested. We set a standard real-time seizure detection task to fairly compare each
Table 3: Real-time seizure detection on bipolar TUH EEG dataset trained with each different signal process feature extractor on CNN2D + LSTM, averaged over 5 runs. Please see Appendix section A.4 for CPU and GPU settings. Detailed results can be found in Appendix Table 14.

| Methods               | AUROC    | AUPRC    | TPR      | TNR      | MARGIN(5sec) | CPU/GPU Speed (sec) |
|-----------------------|----------|----------|----------|----------|--------------|---------------------|
| Raw                   | 0.89 ± 0.01 | 0.88 ± 0.01 | 0.81 ± 0.03 | 0.83 ± 0.03 | 0.56 / 0.51    | 0.079 / 0.004       |
| SincNet               | 0.83 ± 0.01 | 0.81 ± 0.02 | 0.72 ± 0.03 | 0.78 ± 0.01 | 0.5 / 0.52    | 0.293 / 0.017      |
| **STFT**              | **0.91 ± 0.01** | **0.90 ± 0.01** | **0.85 ± 0.03** | **0.82 ± 0.03** | **0.55 / 0.59** | **0.538 / 0.167**   |
| **Frequency Bands**   | **0.92 ± 0.01** | **0.91 ± 0.01** | **0.85 ± 0.02** | **0.83 ± 0.01** | **0.56 / 0.57** | **0.131 / 0.254**   |
| LFCC                  | 0.86 ± 0.03 | 0.84 ± 0.024 | 0.73 ± 0.07 | 0.84 ± 0.03 | 0.52 / 0.51 | **0.051 / 0.301** |
| Downsampled Raw       | 0.88 ± 0.02 | 0.87 ± 0.02 | 0.78 ± 0.04 | 0.83 ± 0.03 | 0.53 / 0.55 | 0.143 / 0.006      |

Table 4: Exploration on four evaluation methods on real-time seizure detection with CNN2D+LSTM, average over 5 runs. We selected TPR, TNR and FAs/24hours that maximizes TPR + TNR, and selected MARGIN and Onset Latency when TNR is above 0.95.

| Metrics    | AUROC    | AUPRC    | TPR      | TNR      | FAs / 24 hrs | Acc(Onset, Offset) | Time(Sec) |
|------------|----------|----------|----------|----------|-------------|---------------------|-----------|
| **CNN2D+LSTM** |          |          |          |          |             |                     |           |
| OVLP       | -        | -        | 0.75     | 0.82     | 47.06       | -                   | -         |
| TAES       | -        | -        | 0.33     | 1.0      | 1.03        | -                   | -         |
| EPOCH      | 0.89     | 0.88     | 0.81     | 0.83     | -           | 0.41, 0.5           | -         |
| MARGIN(3sec) | -       | -        | -        | -        | -           | 0.56, 0.51          | -         |
| MARGIN(5sec) | -       | -        | -        | -        | -           | 0.56, 0.51          | 10.55     |
| Onset Latency | -       | -        | -        | -        | -           | -                   |           |

models and experimental settings. We validate models on real-time binary seizure detection tasks with raw sampled signal under the constraint that each window signal is processed within shift length. This work could be extended to multi-class seizure classification tasks and localization of seizure onset with the help of attention modules. Our extensive research would help researchers initiate research in EEG based seizure detection tasks.
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Appendix A. Detailed information on Experimental Setting

A.1. Dataset

We slightly modified the given TUH V1.5.2 data in order to detect each seizure types with ample number of signals. We merged the original Tonic Seizure (TNSZ) and Tonic-Clonic Seizure (TCSZ) in TUH-EEG Corpus according to 2017 ILAE guideline (Scheffer et al., 2017). Also, we removed Myoclonic Seizure (MYSZ) seizure type data since there are only two patients, and transferred one SPSZ patient and one TNSZ patient data to test data from original TUH train data in order to allow all train, validation, and test set to have equal number of patient data for each type of seizure.

Normal signals in TUH dataset includes when a patient presents with Eye Movement (EYEM), Chewing (CHEW), Shivering (SHIV), muscle artifact (MUSC), Electrode Pop (ELPP), and Electrostatic Artifact (ELST). Among 7,034 of seizure signals, 583 in Focal Non-Specific seizure (FNSZ) class, 1,836 signal streaks in Generalized Seizure (GNSZ), 52 in Simple Partial Seizure (SPSZ), 367 in Complex Partial Seizure (CPSZ), 99 in Absence Seizure (ABSZ), 62 in Tonic Seizure (TNSZ), and 48 in Tonic Clonic Seizure (TCSZ) (Table 5).

Based on the original label from the original EEG, we re-defined the label for each input window. If a signal window contains ictal period of more than the length of window shift length, we set the signal window is ictal, and nonictal, otherwise.

We also summarize the length of the seizure events for each seizure types in Table 6. Background noise (normal signal types) showed the longest event duration, and absence seizure showed the shortest event length. Tonic Clonic Seizure showed the longest event duration among all seizure types.

A.2. Signal Feature Extractor

1) **Raw** 64 × 1 × 51 CNN2D filter is convolved to the raw input signal with 20 channels and 800 data points across the time dimension for channel-wise feature extraction.

2) **SincNet** We used 7 distinct SincNet filters of size 1 × 80 to extract information from each signal frequency. Once the SincNet filters are convoluted with input EEG signal, the output size becomes 7 × 20 × 400, 7 different frequency information of length 400 for all 20 channels. It is then flattened to 1 × 140 × 400 so that every 7 row corresponds to 7 different frequencies per each channel. We designed the first CNN layer for SincNet to have the filter size of 64 × 7 × 21 and stride size 7 × 2 for channel-wise feature extraction.

3) **Frequency bands** The output of frequency bands is 20 × 7 × 100, 7 averaged frequency bands of length 100 for each channel. This output is flattened to 1 × 140 × 100 so that every 7 row corresponds to frequency band information for each channel. We used the first CNN layer with filter size 64 × 7 × 21 and stride size 7 × 2 for channel-wise convolution.

4) **STFT** Output of STFT (20 × 100 × 100) includes information of 100 frequencies of length 100 for all 20 channels. The output is flattened to size 1 × 2,000 × 100 so that every row holds information about 100 frequencies per each channel. We also used
Table 5: Construction of Temple University Hospital v 1.5.2 Dataset

| Type                      | Patient No. | Seizure Events | Seizure Events (Train set) | Seizure Events (Development set) |
|---------------------------|-------------|----------------|----------------------------|----------------------------------|
| Focal Non-Specific        | 150         | 1,836          | 1,536                      | 300                              |
| Generalized Non-Specific  | 81          | 583            | 409                        | 174                              |
| Simple Partial Seizure    | 3           | 52             | 49                         | 3                                |
| Complex Partial Seizure   | 41          | 367            | 283                        | 84                               |
| Absence Seizure           | 12          | 99             | 50                         | 49                               |
| Tonic Seizure             | 3           | 62             | 18                         | 44                               |
| Tonic Clonic Seizure      | 14          | 48             | 30                         | 18                               |

Figure 6: Lead Information for TUH Dataset We summarize the channels in unipolar and bipolar montage (left figure and Table (a) Unipolar / Bipolar Montage). We used the neighborhood leads for Unipolar Montage and interconnected Bipolar channels to generate adjacency matrix in Guided Feature Transformer (Figure 9). Table (b) exemplifies the channel pairs with C3 for Unipolar and Bipolar Montage, respectively.

Table 6: Average length of seizure events within EEG signals of each seizure types.

| Type                  | Seizure Event (sec)      |
|-----------------------|--------------------------|
| Background            | 357.36 ± 384.29          |
| Focal Non-Specific    | 65.98 ± 143.55           |
| Generalized Non-Specific | 102.43 ± 265.18       |
| Simple Partial Seizure| 41.27 ± 19.81            |
| Complex Partial Seizure| 98.97 ± 112.39          |
| Absence Seizure       | 8.61 ± 5.34              |
| Tonic Seizure         | 19.41 ± 9.30             |
| Tonic Clonic Seizure  | 115.59 ± 327.95          |

CNN layer with filter size $64 \times 100 \times 3$ and stride $100 \times 1$ for channel-wise convolution.

5) LFCC Output of LFCC ($20 \times 8 \times 27$) includes information of 8 size frequency domain for all 20 channels. The output is flattened to size $1 \times 160 \times 27$ so that every row holds information about 8 frequencies per each channel. We also used CNN layer with filter size $64 \times 8 \times 21$ and stride $8 \times 2$ for channel-wise convolution.

6) Down-sampled The 800 data points of raw data is re-sampled in 200, 100, 50Hz then converted to size of 800, 400, and 200 data points samples. Each sample goes to different stride size CNN2D modules (stride size of 1x4, 1x2, 1x1) and outputs of the three CNN2D modules are concatenated to size $64 \times 20 \times 200$. We additionally implement and compare experiments of Down-sampled feature extraction with and without anti-aliasing filter (bandpass filter) (Table 18). The anti-aliasing filter does not improve the performance of our model.
A.3. Model Architectures

We summarized the CNN1D architecture (Figure 7), ResNet and MobileNetV3 based CNN2D+LSTM models (ResNet-short+LSTM, ResNet-short+Dilation+LSTM, and MobileNetV3-short+LSTM model, Figure 8), and feature transformers (Figure 9).

**CNN1D+LSTM** (Figure 7): Upon feature extraction, the feature passes CNN1D layers and MaxPool layer, LSTM layer and then linear layer for binary classification.

**ResNet/MobileNetV3-based CNN2D+LSTM** (Figure 8): ResNet_short+LSTM and ResNet_short+Dilation+LSTM models both have ResNet blocks from the original ResNet18 encoder which feed output to LSTM and linear classifier. ResNet_short+Dilation+LSTM model additionally have dilation and concatenation before ResNet block. MobileNet_short+LSTM layer have Inverted Residual blocks from original MobileNetV3 architecture, which also feeds the output into LSTM and linear classifier.

**Feature Transformer, Guided Feature Transformer** (Figure 9): The EEG input signal first passes the CNN filter and then positional encoding was to time dimension and then passed to transformer encoder (Vaswani et al., 2017). In Guided Feature Transformer, the channel adjacency matrix is multiplied element-wise to the softmax output of key query of multi-head self attention layer to calculate the similarity between connected channels. Transformer encoder output then passes through average pooling, LSTM, and linear classifier layer for seizure binary detection.

A.4. Model Speed

GPU and CPU speed were measured with Titan Xp and Intel(R) Xeon(R) CPU E5-2640 v4 @ 2.40GHz. We measured both inference and learning time of each signal feature extraction methods with CNN2D+LSTM model on raw signal. The inference time was calculated per each sliding window on one CPU, where we measured the total time it took to infer a 30 second input signal segment. We report the total time divided by the number of windows (4 second window, 26 windows) within the whole 30 second signal.

1) **CPU Processing Speed**: CPU speed is the time it takes for a model to process one sliding window using only one CPU with batch size 1. This is the realistic model evaluation in a hospital where the EEG data from one patient is processed by one microprocessor.

2) **GPU Processing Speed**: GPU speed is the time it takes for a model to process one sliding window using one GPU with the support of 5 CPUs.

Appendix B. Supplementary Results

B.1. Model Size

We summarize the model size according to each model (Table 7). Chrononet and TDNN + LSTM are the two smallest models; AlexNet is the biggest model, followed by the ResNet based model. The sizes of the models were all measured using torchinfo API.
B.2. Seizure Detection with Multiple Window Size and Shift Length

We evaluate the performance of CNN2D+LSTM and ResNet-short+LSTM using various input window size (1, 2, 4, 6, 7, 8, 10, 12 sec) (Table 8, 15) and window shift length (1, 2, 3, 4, 5 sec) (Table 9, 16). The model performs similar regardless of the window size, and we got the best performance with the largest window size (12 second). With increased window size, we can utilize more information within the input signal but at the same time, the processing speed decreases gradually (increasing processing time in Table 8) and also might be inconvenient to users as they have to wait for the device to gather information for the time equivalent to the window size. Also, wider window size decreases the temporal resolution of the seizure detection alarm raised by the real-time seizure detector as the model detects the seizure only after it acquires the signal within the full window. We used the 4 second window setting for other experiments as this setting shows the second-best performance and still includes some input signal information than shorter window settings.

The model showed worse performance as the shift size increases. As shift length increases model process speed increases, but a model can provide more inference results by shifting the window every second. We used the best performing shift length (1 second)
Real-Time Seizure Detection using EEG

Figure 9: Architecture of Feature Transformer and Guided Transformer. Feature Transformer and Guided Transformer shares same architecture, but the channel adjacency matrix is multiplied to the key and query output of multi-head self attention module in Guided Transformer transformer encoder.

Table 7: Model Configurations. Model parameter size measured with torchinfo API.

| Methods                  | Parameter Size (MB) |
|--------------------------|---------------------|
| CNN2D + LSTM             | 6.16                |
| CNN2D + BLSTM            | 6.16                |
| ResNet-short + LSTM      | 15.75               |
| ResNet-short + Dilation + LSTM | 15.75               |
| MobileNetV3-short + LSTM | 5.44                |
| CNN1D + LSTM             | 6.41                |
| CNN1D + BLSTM            | 7.99                |
| ResNet18                 | 20.82               |
| MobileNetV3              | 16.54               |
| AlexNet                  | 127.86              |
| DenseNet                 | 4.84                |
| ChronoNet                | 0.5                 |
| TDNN + LSTM              | 2.67                |
| Feature Transformer + LSTM | 5.6                 |
| Guided Transformer + LSTM | 5.6                 |

Table 8: Real-time seizure detection with different window size on bipolar TUH EEG dataset trained with CNN2D+LSTM, averaged over 5 runs. The CPU speed setting and meaning are explained in A.4

| Window (sec) | AUROC (±) | AUPRC (±) | Process (sec) |
|--------------|-----------|-----------|---------------|
| 1            | 0.87 ± 0.02 | 0.86 ± 0.02 | 0.0364        |
| 2            | 0.88 ± 0.02 | 0.87 ± 0.02 | 0.0665        |
| 4            | 0.89 ± 0.01 | 0.88 ± 0.01 | 0.079         |
| 6            | 0.89 ± 0.02 | 0.88 ± 0.02 | 0.1243        |
| 7            | 0.88 ± 0.02 | 0.87 ± 0.02 | 0.1305        |
| 8            | 0.88 ± 0.02 | 0.87 ± 0.02 | 0.1222        |
| 10           | 0.89 ± 0.01 | 0.87 ± 0.01 | 0.2441        |
| 12           | 0.90 ± 0.01 | 0.88 ± 0.01 | 0.2616        |

B.3. Model Speed

for our final setting as it can utilize and learn more windows than any other setting, closer to a real-world setting, and provides the highest performance.

The batch size of EEG training input might affect the processing speed of each model. As batch size increases, the processing time of each STFT based sig-
Table 9: Real-time seizure detection with different window shift length on bipolar TUH EEG dataset trained with CNN2D+LSTM with fixed 4 second sliding window, averaged over 5 runs.

| Shift Length (sec) | AUROC  | AUPRC  |
|-------------------|--------|--------|
| 1                 | 0.89 ± 0.01 | 0.88 ± 0.01 |
| 2                 | 0.87 ± 0.05  | 0.86 ± 0.04  |
| 3                 | 0.86 ± 0.04  | 0.86 ± 0.04  |
| 4                 | 0.85 ± 0.04  | 0.84 ± 0.04  |
| 5                 | 0.84 ± 0.05  | 0.84 ± 0.05  |

B.4. Real-time Seizure Detection on Unipolar EEG lead

We trained 15 models on raw Unipolar EEG dataset and report the test result in Table 11. Training on Unipolar dataset showed similar trends as Bipolar dataset, where ResNet-short variant of CNN2D+LSTM model showed the best performance and CNN2D+LSTM showed performance on par with ResNet based CNN2D+LSTM models.

B.5. Seizure Type Binary Detection

We report the binary detector model inference result with each seizure type binary detection task, on two different signal feature extractor settings (Table 12). The binary seizure type detection with CNN2D+LSTM model showed that the model performed well with AUC over 0.9 on detecting most seizure types (Table 12) except Tonic-Clonic Seizure task. Tonic-Clonic Seizure (TCSZ) detection task showed the AUROC of 0.84 (Table 12) which is lower than binary seizure detection performance of CNN2D+LSTM (Table 2). TCSZ detection task showed better performance with other frequency bands (Table 12, Frequency Bands row), as extracted signal features might capture the slowly evolving TCSZ better than the raw input.

B.6. Seizure Evaluation Metric

We present seizure detector evaluation metric with multiple models (Table 13, 14, 17), which can further be used as the reference value for future studies.
Table 10: Computation speed (sec) per one 4 seconds size window of CNN2D + LSTM (RAW) as base model, Resnet-short + LSTM (RAW) as deeper neural network model and CNN2D + LSTM (Frequency Based) as more complex signal feature extraction method model according to input batch size.

| Model (Feature)                  | GPU/CPU          | 1    | 4    | 8    | 16   | 32   | 64   |
|----------------------------------|------------------|------|------|------|------|------|------|
| CNN2D + LSTM (Raw)               | 1 CPU            | 0.0792 | 0.3031 | 0.571 | 1.1527 | 2.27 | 4.4862 |
|                                  | 1 GPU + 5 CPUs   | 0.0036 | 0.0028 | 0.0026 | 0.0034 | 0.0043 | 0.0069 |
| ResNet-short + LSTM (Raw)        | 1 CPU            | 0.941 | 4.0771 | 7.741 | 16.4739 | 33.2041 | 67.0107 |
|                                  | 1 GPU + 5 CPUs   | 0.013 | 0.0049 | 0.0056 | 0.0077 | 0.013 | 0.0213 |
| CNN2D + LSTM (Frequency Bands)   | 1 CPU            | 0.131 | 0.3403 | 0.6433 | 1.2804 | 2.4279 | 4.9421 |
|                                  | 1 GPU + 5 CPUs   | 0.0106 | 0.0344 | 0.0687 | 0.1354 | 0.254 | 0.6481 |

Table 11: Result of real-time seizure detection on raw Unipolar TUH EEG dataset trained with each architecture, averaged over 5 runs.

| Methods                          | AUROC ± | AUPRC ± | TPR ±  | TNR ±  |
|----------------------------------|---------|---------|--------|--------|
| CNN2D + LSTM                     | 0.84 ± 0.01 | 0.83 ± 0.01 | 0.71 ± 0.05 | 0.82 ± 0.05 |
| CNN2D + BLSTM                    | 0.86 ± 0.03 | 0.85 ± 0.03 | 0.75 ± 0.03 | 0.81 ± 0.03 |
| ResNet-short + LSTM              | 0.86 ± 0.01 | 0.85 ± 0.02 | 0.77 ± 0.02 | 0.8 ± 0.03 |
| ResNet-short + Dilation + LSTM   | 0.88 ± 0.01 | 0.87 ± 0.01 | 0.79 ± 0.01 | 0.8 ± 0.03 |
| MobileNetV3 + LSTM               | 0.87 ± 0.01 | 0.85 ± 0.01 | 0.82 ± 0.01 | 0.75 ± 0.01 |
| CNN1D + LSTM                     | 0.8 ± 0.02  | 0.79 ± 0.03 | 0.66 ± 0.04 | 0.78 ± 0.04 |
| CNN1D + BLSTM                    | 0.78 ± 0.03 | 0.76 ± 0.03 | 0.71 ± 0.03 | 0.71 ± 0.03 |
| ResNet18                         | 0.83 ± 0.01 | 0.80 ± 0.02 | 0.73 ± 0.03 | 0.77 ± 0.04 |
| MobileNetV3                      | 0.85 ± 0.01 | 0.84 ± 0.01 | 0.78 ± 0.02 | 0.77 ± 0.05 |
| AlexNet                          | 0.82 ± 0.02 | 0.81 ± 0.02 | 0.69 ± 0.05 | 0.83 ± 0.02 |
| DenseNet                         | 0.82 ± 0.02 | 0.79 ± 0.03 | 0.72 ± 0.04 | 0.77 ± 0.04 |
| ChronoNet                        | 0.63 ± 0.02 | 0.61 ± 0.02 | 0.63 ± 0.08 | 0.56 ± 0.08 |
| TDNN + LSTM                      | 0.70 ± 0.02 | 0.69 ± 0.02 | 0.56 ± 0.07 | 0.74 ± 0.04 |
| Feature Transformer              | 0.51 ± 0.02 | 0.51 ± 0.01 | 0.28 ± 0.24 | 0.75 ± 0.21 |
| Guided Feature Transformer       | 0.81 ± 0.01 | 0.8 ± 0.01  | 0.69 ± 0.03 | 0.81 ± 0.02 |
Table 12: **Seizure type-wise performance** of our real-time seizure detectors on raw bipolar TUH EEG V1.5.2 dataset. The results were averaged over 5 runs.

| Model (Feature Extractor) | Seizure Type                   | AUROC    | AUPRC    | TPR    | TNR    |
|----------------------------|--------------------------------|----------|----------|--------|--------|
| CNN2D + LSTM (Raw)         | Generalize Seizure             | 0.95 ± 0.01 | 0.94 ± 0.01 | 0.83 ± 0.03 | 0.90 ± 0.03 |
|                            | Focal Non-Specific Seizure     | 0.90 ± 0.00 | 0.88 ± 0.01 | 0.84 ± 0.04 | 0.81 ± 0.03 |
|                            | Simple Partial Seizure         | 0.94 ± 0.04 | 0.89 ± 0.08 | 0.91 ± 0.03 | 0.83 ± 0.07 |
|                            | Complex Partial Seizure        | 0.95 ± 0.02 | 0.95 ± 0.02 | 0.83 ± 0.04 | 0.94 ± 0.02 |
|                            | Absence Seizure                | 0.92 ± 0.02 | 0.90 ± 0.01 | 0.80 ± 0.04 | 0.95 ± 0.03 |
|                            | Tonic Seizure                  | 0.92 ± 0.04 | 0.79 ± 0.09 | **0.92 ± 0.06** | 0.84 ± 0.07 |
|                            | Tonic-Clonic Seizure           | 0.84 ± 0.06 | 0.78 ± 0.07 | 0.85 ± 0.05 | 0.74 ± 0.11 |
| Resnet-short + LSTM (Raw)  | Generalize Seizure             | 0.95 ± 0.01 | 0.94 ± 0.00 | 0.87 ± 0.03 | 0.90 ± 0.02 |
|                            | Focal Non-Specific Seizure     | 0.86 ± 0.01 | 0.83 ± 0.02 | 0.85 ± 0.05 | 0.72 ± 0.05 |
|                            | Simple Partial Seizure         | 0.80 ± 0.17 | 0.78 ± 0.16 | 0.81 ± 0.19 | 0.79 ± 0.31 |
|                            | Complex Partial Seizure        | 0.94 ± 0.01 | 0.92 ± 0.03 | 0.90 ± 0.03 | 0.86 ± 0.02 |
|                            | Absence Seizure                | 0.92 ± 0.02 | 0.90 ± 0.02 | 0.78 ± 0.02 | **0.97 ± 0.01** |
|                            | Tonic Seizure                  | **0.98 ± 0.01** | 0.92 ± 0.03 | **0.99 ± 0.01** | 0.91 ± 0.02 |
|                            | Tonic-Clonic Seizure           | 0.87 ± 0.08 | 0.83 ± 0.07 | 0.95 ± 0.02 | 0.77 ± 0.12 |
Table 13: Exploration on four evaluation methods on real-time seizure detection with various models. We evaluate TPR, TNR and FAs/24hours that maximizes TPR + TNR, and measured MARGIN and Latency when TNR is above 0.95.

| Metrics | AUROC | AUPRC | TPR | TNR | FAs / 24 hours | Acc(Onset / Offset) | Time(Sec) |
|---------|-------|-------|-----|-----|----------------|---------------------|-----------|
| CNN2D + BLSTM | | | | | | | |
| OVLP | - | - | 0.7 | 0.86 | 47.18 | - | - |
| TNR | - | - | 0.3 | 1.0 | 2.06 | - | - |
| EPOCH | 0.87 | 0.86 | 0.76 | 0.85 | - | - | - |
| MARGIN(3sec) | - | - | - | - | 0.44 / 0.58 | - | - |
| MARGIN(5sec) | - | - | - | - | 0.57 / 0.64 | - | - |
| Onset Latency | - | - | - | - | 13.69 | - | - |
| ResNet-short + LSTM | | | | | | | |
| OVLP | - | - | 0.62 | 0.89 | 35.7 | - | - |
| TNR | - | - | 0.3 | 1.0 | 2.06 | - | - |
| EPOCH | 0.92 | 0.91 | 0.83 | 0.85 | - | - | - |
| MARGIN(3sec) | - | - | - | - | 0.49 / 0.58 | - | - |
| MARGIN(5sec) | - | - | - | - | 0.62 / 0.65 | - | 15.23 |
| Onset Latency | - | - | - | - | 7.76 | - | - |
| MobileNetV3 + LSTM | | | | | | | |
| OVLP | - | - | 0.55 | 0.94 | 16.73 | - | - |
| TNR | - | - | 0 | 0 | 2.61 | - | - |
| EPOCH | 0.89 | 0.87 | 0.83 | 0.78 | - | - | - |
| MARGIN(3sec) | - | - | - | - | 0.44 / 0.51 | - | - |
| MARGIN(5sec) | - | - | - | - | 0.53 / 0.59 | - | - |
| Onset Latency | - | - | - | - | 43.64 | - | - |
| CNN1D + LSTM | | | | | | | |
| OVLP | - | - | 1.0 | 0.51 | 76.19 | - | - |
| TNR | - | - | 0.21 | 0.99 | 4.71 | - | - |
| EPOCH | 0.8 | 0.79 | 0.73 | 0.71 | - | - | - |
| MARGIN(3sec) | - | - | - | - | 0.24 / 0.35 | - | - |
| MARGIN(5sec) | - | - | - | - | 0.33 / 0.4 | - | - |
| Onset Latency | - | - | - | - | 42.84 | - | - |
| ResNet18 | | | | | | | |
| OVLP | - | - | 0.86 | 0.43 | 739.24 | - | - |
| TNR | - | - | 0.23 | 0.99 | 2.1 | - | - |
| EPOCH | 0.81 | 0.78 | 0.75 | 0.75 | - | - | - |
| MARGIN(3sec) | - | - | - | - | 0.24 / 0.28 | - | - |
| MARGIN(5sec) | - | - | - | - | 0.30 / 0.34 | - | - |
| Onset Latency | - | - | - | - | 20.99 | - | - |
| MobileNetV3 | | | | | | | |
| OVLP | - | - | 0.86 | 0.43 | 739.24 | - | - |
| TNR | - | - | 0.23 | 0.99 | 2.1 | - | - |
| EPOCH | 0.81 | 0.78 | 0.75 | 0.75 | - | - | - |
| MARGIN(3sec) | - | - | - | - | 0.24 / 0.28 | - | - |
| MARGIN(5sec) | - | - | - | - | 0.30 / 0.34 | - | - |
| Onset Latency | - | - | - | - | 42.84 | - | - |
| CNN1D + BLSTM | | | | | | | |
| OVLP | - | - | 1.0 | 0.51 | 76.19 | - | - |
| TNR | - | - | 0.21 | 0.99 | 4.71 | - | - |
| EPOCH | 0.8 | 0.79 | 0.73 | 0.71 | - | - | - |
| MARGIN(3sec) | - | - | - | - | 0.24 / 0.35 | - | - |
| MARGIN(5sec) | - | - | - | - | 0.33 / 0.42 | - | - |
| Onset Latency | - | - | - | - | 43.64 | - | - |
| DenseNet | | | | | | | |
| OVLP | - | - | 0.86 | 0.43 | 739.24 | - | - |
| TNR | - | - | 0.23 | 0.99 | 2.1 | - | - |
| EPOCH | 0.81 | 0.78 | 0.75 | 0.75 | - | - | - |
| MARGIN(3sec) | - | - | - | - | 0.24 / 0.28 | - | - |
| MARGIN(5sec) | - | - | - | - | 0.30 / 0.34 | - | - |
| Onset Latency | - | - | - | - | 20.99 | - | - |
| ChronoNet | | | | | | | |
| OVLP | - | - | 1.0 | 0.51 | 76.19 | - | - |
| TNR | - | - | 0.21 | 0.99 | 4.71 | - | - |
| EPOCH | 0.8 | 0.79 | 0.73 | 0.71 | - | - | - |
| MARGIN(3sec) | - | - | - | - | 0.24 / 0.35 | - | - |
| MARGIN(5sec) | - | - | - | - | 0.33 / 0.42 | - | - |
| Onset Latency | - | - | - | - | 43.64 | - | - |
| TDNN+LSTM | | | | | | | |
| OVLP | - | - | 1.0 | 0.51 | 76.19 | - | - |
| TNR | - | - | 0.21 | 0.99 | 4.71 | - | - |
| EPOCH | 0.8 | 0.79 | 0.73 | 0.71 | - | - | - |
| MARGIN(3sec) | - | - | - | - | 0.24 / 0.35 | - | - |
| MARGIN(5sec) | - | - | - | - | 0.33 / 0.42 | - | - |
| Onset Latency | - | - | - | - | 42.84 | - | - |
| Feature Transformer | | | | | | | |
| OVLP | - | - | 0.86 | 0.43 | 739.24 | - | - |
| TNR | - | - | 0.23 | 0.99 | 2.1 | - | - |
| EPOCH | 0.81 | 0.78 | 0.75 | 0.75 | - | - | - |
| MARGIN(3sec) | - | - | - | - | 0.24 / 0.28 | - | - |
| MARGIN(5sec) | - | - | - | - | 0.30 / 0.34 | - | - |
| Onset Latency | - | - | - | - | 20.99 | - | - |
| Guided Feature Transformer | | | | | | | |
| OVLP | - | - | 0.86 | 0.43 | 739.24 | - | - |
| TNR | - | - | 0.23 | 0.99 | 2.1 | - | - |
| EPOCH | 0.81 | 0.78 | 0.75 | 0.75 | - | - | - |
| MARGIN(3sec) | - | - | - | - | 0.24 / 0.28 | - | - |
| MARGIN(5sec) | - | - | - | - | 0.30 / 0.34 | - | - |
| Onset Latency | - | - | - | - | 20.99 | - | - |
Table 14: Exploration on four evaluation methods on real-time seizure detection trained with each different signal process feature extractor on CNN2D + LSTM. We evaluate TPR, TNR and FAs/24hours that maximizes TPR + TNR, and measured MARGIN and Latency when TNR is above 0.95.

| Feature Extraction | Metrics | AUROC | AUPRC | TPR | TNR | FAs / 24 hrs | Acc(Onset, Offset) | Time(Sec) |
|--------------------|---------|-------|-------|-----|-----|--------------|-------------------|-----------|
| Raw                | OVLKP   | -     | -     | 0.75 | 0.82 | 47.06       | -                 | -         |
|                    | TAESP   | -     | -     | 0.33 | 1.0  | 1.03        | -                 | -         |
|                    | EPOCH   | 0.89  | 0.88  | 0.81 | 0.83 | -           | -                 | -         |
|                    | MARGIN(3sec) | - | - | - | - | 0.41, 0.5 | - | - |
|                    | MARGIN(5sec) | - | - | - | - | 0.56, 0.51 | - | - |
|                    | Onset Latency | - | - | - | - | - | 10.55 | - |
| Sincnet            | OVLKP   | -     | -     | 1.0  | 0.52 | 79.33       | -                 | -         |
|                    | TAESP   | -     | -     | 0.2  | 0.99 | 3.83        | -                 | -         |
|                    | EPOCH   | 0.83  | 0.81  | 0.72 | 0.78 | -           | -                 | -         |
|                    | MARGIN(3sec) | - | - | - | - | 0.42, 0.45 | - | - |
|                    | MARGIN(5sec) | - | - | - | - | 0.5, 0.52 | - | - |
|                    | Onset Latency | - | - | - | - | - | 15.46 | - |
| STFT               | OVLKP   | -     | -     | 0.67 | 0.9  | 34.13       | -                 | -         |
|                    | TAESP   | -     | -     | 0.29 | 0.99 | 4.3         | -                 | -         |
|                    | EPOCH   | 0.91  | 0.90  | 0.85 | 0.82 | -           | -                 | -         |
|                    | MARGIN(3sec) | - | - | - | - | 0.39, 0.52 | - | - |
|                    | MARGIN(5sec) | - | - | - | - | 0.55, 0.59 | - | - |
|                    | Onset Latency | - | - | - | - | - | 2.39 | - |
| Frequency Bands    | OVLKP   | -     | -     | 0.7  | 0.88 | 41.28       | -                 | -         |
|                    | TAESP   | -     | -     | 0.3  | 1.0  | 0.87        | -                 | -         |
|                    | EPOCH   | 0.92  | 0.91  | 0.85 | 0.83 | -           | -                 | -         |
|                    | MARGIN(3sec) | - | - | - | - | 0.44, 0.48 | - | - |
|                    | MARGIN(5sec) | - | - | - | - | 0.56, 0.57 | - | - |
|                    | Onset Latency | - | - | - | - | - | 8.35 | - |
| Downsampled        | OVLKP   | -     | -     | 0.63 | 0.87 | 42.94       | -                 | -         |
|                    | TAESP   | -     | -     | 0.26 | 0.99 | 4.81        | -                 | -         |
|                    | EPOCH   | 0.88  | 0.87  | 0.78 | 0.83 | -           | -                 | -         |
|                    | MARGIN(3sec) | - | - | - | - | 0.45, 0.45 | - | - |
|                    | MARGIN(5sec) | - | - | - | - | 0.53, 0.55 | - | - |
|                    | Onset Latency | - | - | - | - | - | 11.52 | - |
| LFCC               | OVLKP   | -     | -     | 0.66 | 0.85 | 62.75       | -                 | -         |
|                    | TAESP   | -     | -     | 0.26 | 0.99 | 4.81        | -                 | -         |
|                    | EPOCH   | 0.86  | 0.84  | 0.73 | 0.84 | -           | -                 | -         |
|                    | MARGIN(3sec) | - | - | - | - | 0.41, 0.44 | - | - |
|                    | MARGIN(5sec) | - | - | - | - | 0.52, 0.51 | - | - |
|                    | Onset Latency | - | - | - | - | - | 11.52 | - |
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Table 15: Real-time seizure detection with different window size on bipolar TUH EEG dataset trained with Resnet-short+LSTM, averaged over 5 runs. The CPU speed setting and meaning are explained in A.4

| Window (sec) | AUROC     | AUPRC     | Process (sec) |
|-------------|-----------|-----------|---------------|
| 1           | 0.89 ± 0.01 | 0.88 ± 0.01 | **0.2423**    |
| 2           | 0.9 ± 0.01  | 0.86 ± 0.06  | **0.5178**    |
| 4           | 0.92 ± 0.00 | 0.91 ± 0.00  | **0.941**     |
| 6           | 0.9 ± 0.01  | 0.9 ± 0.01   | 1.2196        |
| 7           | 0.91 ± 0.01 | 0.9 ± 0.01   | 1.3012        |
| 8           | 0.9 ± 0.02  | 0.9 ± 0.00   | 1.3785        |
| 10          | 0.93 ± 0.01 | 0.92 ± 0.01  | 1.9242        |
| 12          | 0.92 ± 0.01 | 0.91 ± 0.01  | 2.0114        |

Table 16: Real-time seizure detection with different window shift length on bipolar TUH EEG dataset trained with Resnet-short+LSTM with fixed 4 second sliding window, averaged over 5 runs.

| Shift Length (sec) | AUROC     | AUPRC     |
|--------------------|-----------|-----------|
| 1                  | **0.92 ± 0.00** | **0.91 ± 0.00** |
| 2                  | 0.9 ± 0.02  | 0.89 ± 0.02  |
| 3                  | 0.9 ± 0.01  | 0.89 ± 0.01  |
| 4                  | 0.89 ± 0.02 | 0.88 ± 0.02  |
| 5                  | 0.9 ± 0.01  | 0.89 ± 0.01  |
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Table 17: Exploration on four evaluation methods on real-time seizure detection trained with each different signal process feature extractor on Resnet-Short + LSTM. We evaluate TPR, TNR and FAs/24hours that maximizes TPR + TNR, and measured MARGIN and Latency when TNR is above 0.95.

| Feature Extraction | Metrics | AUROC | AUPRC | TPR  | TNR  | FAs / 24 hrs | Acc(Onset, Offset) | Time(Sec) |
|--------------------|---------|-------|-------|------|------|-------------|-------------------|-----------|
| **Raw**            | OVLP    | -     | -     | 0.75 | 0.84 | 64.9        | -                 | -         |
|                     | TAES    | -     | -     | 0.4  | 1.0  | 1.68        | -                 | -         |
|                     | EPOCH   | 0.92  | 0.91  | 0.83 | 0.85 | -           | -                 | -         |
|                     | MARGIN(3sec) | -    | -     | -    | -    | 0.49 / 0.58 | -                 | -         |
|                     | MARGIN(5sec) | -    | -     | -    | -    | 0.62 / 0.65 | -                 | -         |
|                     | Onset Latency | - | -    | -    | -    | 15.23       | -                 | -         |
| **Sincnet**        | OVLP    | -     | -     | 1.0  | 0.52 | 81.14       | -                 | -         |
|                     | TAES    | -     | -     | 0.33 | 0.99 | 4.87        | -                 | -         |
|                     | EPOCH   | 0.86  | 0.76  | 0.74 | 0.81 | -           | -                 | -         |
|                     | MARGIN(3sec) | -    | -     | -    | -    | 0.38, 0.45  | -                 | -         |
|                     | MARGIN(5sec) | -    | -     | -    | -    | 0.51, 0.57  | -                 | -         |
|                     | Onset Latency | - | -    | -    | -    | 24.77       | -                 | -         |
| **STFT**           | OVLP    | -     | -     | 0.85 | 0.713| 161.6       | -                 | -         |
|                     | TAES    | -     | -     | 0.37 | 1.0  | 1.39        | -                 | -         |
|                     | EPOCH   | 0.91  | 0.8   | 0.85 | 0.83 | -           | -                 | -         |
|                     | MARGIN(3sec) | -    | -     | -    | -    | 0.35, 0.48  | -                 | -         |
|                     | MARGIN(5sec) | -    | -     | -    | -    | 0.45, 0.52  | -                 | -         |
|                     | Onset Latency | - | -    | -    | -    | 8.19        | -                 | -         |
| **Frequency Bands**| OVLP    | -     | -     | 0.74 | 0.83 | 81.57       | -                 | -         |
|                     | TAES    | -     | -     | 0.41 | 1.0  | 2.65        | -                 | -         |
|                     | EPOCH   | 0.92  | 0.87  | 0.85 | 0.87 | -           | -                 | -         |
|                     | MARGIN(3sec) | -    | -     | -    | -    | 0.38, 0.45  | -                 | -         |
|                     | MARGIN(5sec) | -    | -     | -    | -    | 0.51, 0.57  | -                 | -         |
|                     | Onset Latency | - | -    | -    | -    | 10.8        | -                 | -         |
| **Downsampled**    | OVLP    | -     | -     | 0.75 | 0.67 | 184.68      | -                 | -         |
|                     | TAES    | -     | -     | 0.3  | 0.99 | 4.74        | -                 | -         |
|                     | EPOCH   | 0.92  | 0.84  | 0.8  | 0.88 | -           | -                 | -         |
|                     | MARGIN(3sec) | -    | -     | -    | -    | 0.43, 0.48  | -                 | -         |
|                     | MARGIN(5sec) | -    | -     | -    | -    | 0.52, 0.55  | -                 | -         |
|                     | Onset Latency | - | -    | -    | -    | 3.96        | -                 | -         |
| **LFCC**           | OVLP    | -     | -     | 0.75 | 0.67 | 184.68      | -                 | -         |
|                     | TAES    | -     | -     | 0.3  | 0.99 | 4.74        | -                 | -         |
|                     | EPOCH   | 0.92  | 0.84  | 0.8  | 0.88 | -           | -                 | -         |
|                     | MARGIN(3sec) | -    | -     | -    | -    | 0.43, 0.48  | -                 | -         |
|                     | MARGIN(5sec) | -    | -     | -    | -    | 0.52, 0.55  | -                 | -         |
|                     | Onset Latency | - | -    | -    | -    | 13          | -                 | -         |

Table 18: Evaluation on anti-aliasing effect: 0 to 100Hz Band-pass filtering is applied before down-sampling feature extraction on raw bipolar TUH EEG V1.5.2 dataset to see the effect of anti-aliasing on performance. The results were averaged over 5 runs.

| Feature Extraction | Model Type      | AUROC | AUPRC | TPR  | TNR  |
|--------------------|-----------------|-------|-------|------|------|
| **Downsampled**    | CNN2D+LSTM      | 0.88  | ± 0.04| 0.87 | ± 0.04|
|                    | ResNet-short + LSTM | 0.91  | ± 0.00| 0.9  | ± 0.00|
| **after bandpass filter** | CNN2D+LSTM      | 0.88  | ± 0.02| 0.87 | ± 0.02|
|                    | ResNet-short + LSTM | 0.92  | ± 0.01| 0.87 | ± 0.02|

26