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Abstract

Neuro-symbolic representations have proved effective in learning structure information in vision and language. In this paper, we propose a new model architecture for learning multi-modal neuro-symbolic representations for video captioning. Our approach uses a dictionary learning-based method of learning relations between videos and their paired text descriptions. We refer to these relations as relative roles and leverage them to make each token role-aware using attention. This results in a more structured and interpretable architecture that incorporates modality-specific inductive biases for the captioning task. Intuitively, the model is able to learn spatial, temporal, and cross-modal relations in a given pair of video and text. The disentanglement achieved by our proposal gives the model more capacity to capture multi-modal structures which result in captions with higher quality for videos. Our experiments on two established video captioning datasets verifies the effectiveness of the proposed approach based on automatic metrics. We further conduct a human evaluation to measure the grounding and relevance of the generated captions and observe consistent improvement for the proposed model. The codes and trained models can be found at https://github.com/hassanhub/R3Transformer.

1. Introduction

Generating natural language sentences grounded in a given context, experience or modality (e.g., grounded in vision) is of great importance and presents unique challenges \cite{9, 24, 25, 49}. From the initial works on image captioning (generating sentences grounded in a given scene) \cite{72, 76, 21} to more modern works that leverage object detectors and neural scene graphs \cite{4, 36, 77} and large scale transformer based pretraining \cite{64, 17, 38, 80}, the common goal is to learn a unified semantic representation that captures the information from both modalities. Learning such representations is even more challenging for video captioning given the complicated nature of videos and changing dynamics among entities and their interactions over time \cite{62, 34, 2}. Significant gains reported in the literature for image or video captioning systems usually come from a combination of the following components: (i) a better vision backbone, for example the evolution from Scale-Invariant Feature Transform (SIFT) \cite{41} to pretrained Convolutional Neural Networks (CNNs) on ImageNet, to object detectors and neural scene graphs \cite{35} (ii) a better language backbone, for
example the evolution from bag of words, to Long Short-Term Memory (LSTM) to Bidirectional Encoder Representations from Transformers (BERT) and Generative Pre-trained Transformers (GPT-(1-2-3)) [18, 51, 52, 10] (iii) an effective alignment mechanism, for example from an attention mechanism originally proposed for machine translation [6] and leveraged for image captioning [76], to self attention used in Transformers on the top text tokens (e.g., words or subwords) and visual tokens (e.g., object features).

In this work we study the effect of a specific inductive bias for video captioning. The intuition comes from the fact that for every given dataset there are a set of objects and actions that carry the most important information required to complete the task. For example, in the cooking domain important objects are usually the ingredients and the actions are predicates like ‘frying’ or ‘boiling’. In other domains however the set of salient objects and actions can be quite different and pretrained vision backbones might not offer enough coverage for object types or action types. We want to leverage the most universal representation so that we do not need to pretrain a separate object detector for every video domain and at the same time to be able to disentangle the actions from entities in the model for the given domain. We hypothesized (and later verified through experiments) that this type of disentanglement will improve the performance and result in a more interpretable representation.

To achieve this we propose to leverage an inductive bias that forces the model to learn a set of discrete roles through vector quantization that represent the types of interaction among visual tokens. This is fundamentally based on and inspired from the inductive bias introduced in Tensor Product Representations (TPRs) [59] in natural language processing where the hypothesis is that the grammar and semantics of a language should be decomposed and ideally represented separately.

The proposed video captioning model includes the three common components of all captioning systems, a vision backbone for which we use voxels as our visual tokens, a language backbone for which we use transformers and variants of them, and an alignment mechanism for which we use both self attention and proposed relative role representations. Our contributions in this work are:

- Introducing an inductive bias that forces the model to discretize (using vector quantization) the set of concepts (roles) it leverages for performing the video captioning task.
- Proposing a role-aware attention mechanism which helps to identify important roles to focus on while generating captions.
- Performing analysis on the learned roles and identifying that in many cases they are attracted to particular predicates.

2. Related Works

The pioneering methods for video captioning mainly exploit templates [26, 32, 54]. In [32], the authors build a hierarchy of actions and translate the detected human action into natural language texts based on syntactic rules. [26] extends the hierarchy to a more semantic one to enable the description of arbitrary activities based on zero-shot recognition. In [54], the authors exploited a conditional random field (CRF) to model the relationships between different components of video inputs, and formulate video captioning as a machine translation problem.

In the light of deep learning techniques, many methods use a sequence-to-sequence architecture for video captioning [71, 70, 47, 75]. In [70], the authors use a convolutional neural network (CNN) to extract the features of video frames and then feed them to a deep recurrent neural network for step-by-step caption generation. As an extension, S2VT [70] uses LSTMs [27] on the decoder side and the encoder side as well. To emphasize the different importance of video frames, Yao et al. further proposed a temporal attention mechanism to attend to different temporal regions for each word generation [78]. Besides the required coherence between a video and sentence, LSTM-E further adds another constraint to ensure relevance between them [47]. In this work, the authors also augment the video features with 3D CNNs [66]. A follow-up work fuses three modalities — frame, motion and audio — to further strengthen the visual representations [75]. Along this line, many works improve video captioning by either designing a better visual encoder [16, 40, 12, 1, 15] or language decoder [79, 50, 73]. Of particular interest are [28, 63] which combine a sequence-to-sequence model with old-fashioned template methods for model grounding video caption generation.

Inspired by the success of the transformer [68] and BERT [19] in the language community recently, an increasing number of works resort to a transformer-based architecture for video captioning. In [83], the authors proposed an end-to-end dense video captioning method with a masked transformer. Similarly, [14] replaces the transitional RNNs with transformers on both the encoder and decoder sides, while [37] proposes a memory-augmented recurrent transformer for generating more coherent dense video captions. All these works still train the models on a specific dataset. In [61], the authors proposed VideoBert and demonstrated that pretraining a video-language representation on a large-scale dataset can significantly boost the video captioning performance. Similar findings are also discussed in some following works such as UniVL [42] and ActBert [84].

In this work, we also use a transformer-based architecture. However, our model is built upon TPRs [59, 60, 55, 43, 23, 46, 45, 13, 44] recently introduced into deep learning. TPRs have a specific structure that can disentangle grammar
from semantics in language. However, the original TPRs do
not explicitly encode the inter-token relationships and thus
neglect the interplay between different parts of videos, e.g.,
the interactions between two persons. In this paper, we fur-
ther propose a new module to explicitly model the interac-
tions which proves to be particularly effective in the video
captioning task.

3. Methodology

This section introduces the proposed method and covers
its various components as depicted in Figure 2 and Figure 3.
The proposed architecture consists of two modules, special
relativity, and general relativity. Each module will be de-
scribed in detail and the proposed architecture for video
captioning that leverages these modules will be presented
afterwards.

3.1. Special Relativity

The intuition behind this element is extracting relativity
in a sequence of tokens (unimodal) or across tokens from a
pair of sequences (cross-modal). The term “relativity” here
refers to the very intuition of extracting the relation between
a current token and its context (the rest of the tokens from
either the same modality or another one). We refer to this
relation as the token’s role in the whole sequence and de-
sign this element in a way that specifically discovers a pre-
specified number of roles and assigns them to that very to-
ken, hence we name it special relativity. In order to achieve
this, we first map inputs to a space called relativity space
and then learn discrete latent variables to represent each to-
kern by their role in the sequence as presented in Figure 2.

3.1.1 Relativity Space

The special relativity block gets a sequence of tokens as
input and adds a specific positional embedding to the to-
kerns at each position. It then attends on the context of
each token and extracts the relative representation consid-
ering these fine-grained positional embeddings. We pro-
pose to leverage spatio-temporal representations (voxels)
for a given video segment as we believe spatial information
plays an important role and should not be neglected through
average pooling. Hence, the proposed method includes a
modality-specific positional encoding and learns spatial po-
nitional embeddings as well. For the visual tokens coming
from video, spatio-temporal positions are encoded as:

\[
E(t, x_0, y_0, x_1, y_1) = \sum_{i} e_i^{RC} + e_i^{RS} + e_i^{Q, K, V}
\]

\[
C_y = \frac{y_0 + y_1}{2}, C_x = \frac{x_0 + x_1}{2}, \quad L_y = |y_1 - y_0|, L_x = |x_1 - x_0|
\]

\[ \sum_{i} e_i \quad (2) \]

where:

\[ N^2 \] represents maximum number of spatial buckets (think
of an \( N \times N \) grid). \( \text{Equation 1} \) divides the frame at time
\( t \) into \( N \times N \) regions and encodes a bounding box in the
frame (represented by \([x_0, y_0, x_1, y_1]\)) by assigning its cen-
ter and shape to \( N \) possible buckets at each dimension. Sim-
ilarly, temporal locations are assigned to \( T \) possible buck-
et. Finally, each bucket is represented by a learnable vector
e_i \in \mathbb{R}^{d_{model}} within an embedding lookup, hence we have
three learnable embedding matrices \( E^T, E^{RC} \), and \( E^{RS} \)
for temporal, region center and region size, respectively. On
the other side, in text, we only use temporal location embed-
ning lookup and only learn the first term of Eq.1 separately
and dedicated for text specifically. These representations
are calculated once throughout the model and are fed into
each special relativity layer.

In order to calculate relativity, the model attends to the
context of each token using a conventional multi-head at-
tention \cite{68}. Inspired by the Encoder-Decoder architecture

![Figure 2. An illustration of Special Relativity module. This mod-
ule tries to assign a relative role (predicate) to each token (subject)
with respect to its surrounding context (objects).](image)
Figure 3. Our proposed Multi-Head Attention layer for extracting Relative Role Representations (R3)

[68], we propose self-relativity and cross-relativity, where in the former we find unimodal relativity representations for each token and in the latter we incorporate grounding into the realm of relativity. Assume we are feeding $Q_{in}, K_{in},$ and $V_{in}$ as inputs to the proposed layer, then the multi-head relativity is calculated for each head as follows:

$$Q_h^S = Q_{in}^h W_h^h,$$
$$K_h^S = K_{in}^h W_h^k,$$
$$V_h^S = V_{in}^h W_h^v,$$

(3)

Per-head relativity of the given tokens is calculated as:

$$X_h^S = softmax(Q_h^K K_h^K T) V_h^S$$

(4)

where $d_k$ represents the dimension of the relativity and is used as a normalization factor in the Softmax function for more robust representations with respect to variance [68]. $X_h^S$ represents the per-head relativity for the given input tokens.

### 3.1.2 Discrete Latent Variables

Once we have the representations in relativity space, the next step is learning a set of discrete latent variables, which is referred as roles that will be learned during training. The intuition behind using discrete latent variables is to quantify the relativity space as a resemblance to a finite set of objects, subjects, and predicates in each modality. As we explain later, this concept can be extended to cross-modal relations similarly. In order to quantify the relativity space, we utilize a nearest neighbor lookup and backpropagate the gradient by straight-through estimation [8]. We first define a latent embedding space $E \in \mathbb{R}^{K \times d_k}$, where $K$ is the size of the latent variable space. Equivalently, it could be seen as a $K$-way categorical representation [67]. Given a vector in the relativity space, $x^h \in \mathbb{R}^{d_k}$, the discrete latent variables $z_q^h$ are calculated as follows:

$$z_q^h(x^h) = e_n : n = \arg \max_j e_j^T x^h$$

(5)

This means that the posterior categorical distribution $q(z|x)$ probabilities are defined as:

$$q(z = n|x) = \begin{cases} 1 & \text{for } n = \arg \max_j e_j^T x^h, \\ 0 & \text{otherwise} \end{cases}$$

More specifically, we choose a deterministic approach for calculating latent variables, however more sophisticated non-deterministic categorical reparameterizations can be utilized to better model uncertainties [29]. We leave such approaches for future studies.

As shown in Equation 5, vector quantization is performed per-head and each head chooses from a shared pool of dictionary words $e_j$. Hence, the resulting concatenated vector, $z_q^H$, has $K^H$ number of possibilities in the quantized space. We tried per-head separate dictionary similar to [5], but did not observe any improvements in our final results. Moreover, we normalize vectors $x^h$ and $e_j$ before quantization to avoid variance biases during training. Using the inner product instead of euclidean distance in Equation 5 enables us to perform dictionary lookup more efficiently on GPUs while achieving similar results.

Since Equation 5 is not differentiable with respect to $x^h$, following [67] we use straight-through estimation, where the quantized vector $(z_q^h)$ is fed to the next layers during the forward pass while the gradients are calculated with respect to continuous vectors $(x^h)$ during the backward pass. This can be achieved by re-writing Equation 5 as:

$$z_q^h(x^h) = sg(e_n - x^h) + x^h : n = \arg \max_j e_j^T x^h$$

(6)

where $sg$ stands for StopGradient, an implementation terminology, that cuts the flow of gradients from that point during backward pass. Finally, we add commitment loss and dictionary loss terms to final model loss to ease the training [67]:

$$\mathcal{L}_Q = \|sg(x^h) - e_n\|_2^2 + \beta \|sg(e_n) - x^h\|_2^2$$

(7)

Since this constraint is only applied on the chosen dictionary word, $e_n$, and not other words in the dictionary (at each backward pass), we observed that applying dropout on the
dictionary lookup similarities \((e^{xj}_j.x^h)\) makes model training more robust. This basically reduces the affect of initialization bias and avoids the model from propagating gradient only over a few chosen dictionary words repeatedly.

### 3.2. General Relativity

This module performs a multi-head attention on the input sequence and scales them by attention scores. The intuition behind using this module is contextualizing both uni-modal and cross-modal representations. In contrast to Special Relativity, we put no constraint on this module, hence assuming that this module extracts the general context in input sequences and Special Relativity further garnishes those information by special relative roles. We utilize the best architecture explored in [53], where \(Q\), \(K\), and \(V\) are calculated using Equation 3 (with different learnable weights) while the per-head representations are modulated by a relative positional bias as follows:

\[
X^h_G = \text{Softmax}(Q^h_G K^T_G + b^h)V^h_G \tag{8}
\]

where \(b^h\) is a learnable bias lookup which maps a finite set of buckets to a scalar bias. These buckets are calculated based on the relative distance of the tokens in \(Q^h_G\) and \(K^G\) or the “key-query” offsets [57]. We utilize one bias lookup for encoder and two for decoder. Each of these are only calculated in the first layers and are propagated through the rest of the layers. We refer to [53] for more details and the benefit of these choices.

### 3.3. Relative Role Representations (R3)

Figure 3 shows our proposed architecture that utilizes representations from Special Relativity and General Relativity modules. We utilize a Hadamard product as an estimation of Tensor product [55] to garnish general representations with special relative representations and achieve a TP representation as below:

\[
R^h = X^h_S \odot X^h_G \tag{9}
\]

where \(R^h\) is the per-head relative role-aware representation. The per-head representations are later merged in to one space and are followed by a linear mapping to form the final multi-head attention output, \(R\). We call our multi-head attention module R3-MHA and build Transformer encoder and decoder layers similar to [68]. For the rest of the paper, we refer to our proposed architecture as R3-Transformer and call the baseline (General Relativity-only MHA) Transformer.

### 4. Experiments

This section describes the experimental setup and how the proposed method is evaluated on two established video captioning datasets, including justifications for the choices made. Please note that each model was trained from scratch on the given dataset, there was no vision-language pretraining and each model was trained using the same captioning loss. Through our experiments the goal was to answer the following questions:

- Does the proposed architecture perform better than Transformers for video captioning?
- Is the performance improvement observed across different domains?
- What type of information is stored in the learned roles?
- Does the model generate better captions in the eyes of human evaluators?

#### 4.1. Datasets

##### 4.1.1 YouCook2

This dataset contains 2000 videos gathered from YouTube and includes 89 different recipes for cooking [81]. The overall duration is 176 hours with an average of 5.26 minutes per video. Each video is divided into multiple segments, and each segment is annotated with a text description (caption) without any other context (e.g., previous segments). The overall number of segments is 14k, and each segment has an average duration of 30 seconds and 10 tokens. Following [58], we split the data into 1,261 training videos and 439 test videos. This results in 9,776 training segments (video-text pairs) and 3,369 test segments.

Even though the segments have an average of 30 seconds and 10 tokens, given the histogram of these variables across all samples (shown in Appendix A.2), we pad each segment to a maximum of 50 seconds and 50 tokens (zero pad if shorter, clip if longer).

##### 4.1.2 ActivityNet Captions

The ActivityNet Captions dataset [33] includes 100k dense natural language descriptions of 20k videos from the original ActivityNet dataset [11], summing to an overall duration of 849 hours. Similar to YouCook2, this dataset has multiple segments per video. However, the descriptions for each segment considers the context from previous segments in addition to a precise timing annotation for each segment, which is the main reason that this dataset is used for dense captioning. Each segment has an average of 36 seconds and 20 tokens. We choose a maximum length of 100 seconds for video frames and 50 tokens for text descriptions (see Appendix A.2), and use ground-truth segmentation annotations without any context from previous segments in our experiments.
| Method               | Dataset   | B@1 | B@2 | B@3 | B@4 | METEOR | ROUGE  | CIDEr | SPICE |
|---------------------|-----------|-----|-----|-----|-----|--------|--------|-------|-------|
| Bi-LSTM [82]        | -         | -   | -   | 0.87| 8.15| -      | -      | -     | -     |
| EMT [83]            | -         | -   | -   | 4.38| 11.55| 27.44  | 38.00  | -     | -     |
| UniVL [42]          | YouCook II| 25.73| 13.55| 7.35| 4.09| 10.01  | 27.24  | 45.89 | 13.12 |
| Transformer [53]    |           | 24.30| 12.24| 6.23| 3.37| 9.43   | 26.19  | 41.68 | 13.20 |
| R3-Transformer (ours)|          | 25.74| 13.67| 7.61| 4.50| 10.19  | 28.17  | 50.22 | 14.45 |
| LSTM-VT [70]        | ActivityNet| 18.22| 7.43 | 3.24| 1.24| 6.56   | -      | 14.86 | -     |
| S2VT [71]           |           | 20.35| 8.99 | 4.60| 2.62| 7.85   | -      | 24.25 | -     |
| DCEV [34]           |           | 20.74| 9.29 | 4.76| 2.75| 8.14   | -      | 23.43 | -     |
| Transformer [53]    |           | 21.28| 9.86 | 5.23| 3.06| 8.66   | 18.94  | 41.72 | 10.87 |
| R3-Transformer (ours)|          | 23.53| 11.65| 6.54| 4.01| 9.78   | 20.42  | 29.68 | 13.20 |

Table 1. Captioning performance comparison among different methods trained on the YouCook II and ActivityNet datasets. All methods were trained from scratch and no multimodal pre-training was performed before the video captioning training task. Our results on ActivityNet are segment-based, which means no previous segments or captions were participating in generating future captions.

4.2. Experimental Setup

4.2.1 Feature Representations

We normalize all video clips to 32 fps, resize the frames to 124 on their smaller dimension, and apply a central crop of $112 \times 112$ on the resulting clips. In order to extract video features, we first prepare our own video backbone by fine-tuning a SlowFast-50 network [22] on the Kinetics-400 dataset [30] with the same pre-processing approach. The video model uses $\alpha = 8$, $\tau = 8$, hence each clip fed to the network has a duration of 64 frames. Instead of using the classification features of SlowFast, we apply a temporal pooling with kernel and stride size of 4 on the temporal dimension of 3D feature maps from the Slow pathway. Similarly, we apply a temporal pooling on the outputs of the Fast pathway, but multiply the pooling kernel and stride size of $\tau$ to have a feature map with the same dimensionality as the Slow pathway. We then concatenate these features and apply a spatial average pooling with kernel size of 2 with valid padding to form an overall 3D feature representation of size $2 \times 3 \times 3 \times 2304$ per clip. This feature corresponds to 9 regions across 2 seconds of video content and overall it results in 18 tokens. We studied different sampling rates and features and found these parameters to be the ones that deliver the best results on validation splits. On the text side, we use a pre-trained T5 tokenizer which tokenizes each sentence to wordpiece tokens with special tokens including "<s/>" (eos), "<pad>"", and "<mask>". Beginning of sentence (bos) is coded with the "<pad>" token. We use a pre-trained embedding lookup trained for T5-base [53] and fine-tune it in our experiments. T5-tokenizer is based on the Huggingface implementation of T5 [74] and performs WordPiece tokenization [56] for a given string.

4.2.2 Training and Evaluation

We implemented our models from scratch in Tensorflow 2.3, while borrowing SlowFast implementation logic from [20], and Transformer from [74].

Training loss function is defined as a combination of VQ loss and causal conditional masked language modeling as follows:

$$\mathcal{L}(\theta) = -E_{t \sim \pi} \log p_{\theta}(t_{i} | t_{<i}, \hat{t}, v) + \mathcal{L}_Q \quad (10)$$

where the left term is the cross-entropy loss defined based on the probability distribution from the text decoder. This can be seen as a next word prediction task given a masked text ($\hat{t}$) conditioned on video ($v$), hence a combination of conditional masked language modeling and language reconstruction. We tried alternative optimization of these two tasks but found no gain in final results. We trained our model using Adam optimizer [31] with a fixed learning rate, since warmup and decay provided no gain in our experiments. We found that each dataset requires its own training parameters for an efficient performance, hence we conducted an extensive ablation study and found best combination of parameters for each dataset. Please refer to A.2 for more details. Evaluation is performed by first calculating the encoder states for a given video and then autoregressively generating the caption using the decoder conditioned on the video states. We use the implementation in [74] with no repetition penalty, length penalty, or early stopping. We cap the maximum length of the generated captions to 50 tokens (same as the training maximum length). We found a greedy decoding giving the best results (based on automatic captioning metrics).

4.3. Results

4.3.1 Sentence Generation Automatic Evaluation

For a thorough quantitative evaluation of the models, we utilize 8 established automatic evaluation metrics, BLEU (1-4) [48], METEOR [7], ROUGE [39], CIDEr [69], and SPICE [3]. Results on YouCook II and ActivityNet are presented in Table 1. For both datasets results using our implementation of the Transformer (T5) [53] for video captioning are also reported which is used as our baseline. Our proposed
model, R3-Transformer consistently outperforms the baseline Transformer on both datasets. We also observe similar trend when comparing R3-Transformer with state-of-the-art methods. Please note that since we do not perform any language-vision pretraining, we only compare our model to train-from-scratch settings. Overall, these results provide evidence that the proposed model’s performance improvement is generalizable across different domains.

### 4.3.2 Analysis of Learned Relative Roles

To further analyze the nature of information captured by learned relative roles, which we refer as roles for simplicity from now on, we conducted an experiment where the following probability is computed across all samples of the evaluation set:

$$\max_k p(\text{role } k \text{ was selected} | \text{word } w \text{ was generated})$$  \hspace{1cm} (11)

It represents for each given word how many times the same role has been selected. Results on the full evaluation set of YouCook II are presented in Figure 4.

These results suggest that most of the time the learned roles are attracted to actions and predicates. This is consistent with our initial intuition for modelling where we leveraged the relationships among roles and also among visual tokens (voxels). To make sure this phenomenon is not happening because of the actions/predicates having higher frequency in evaluation set, we performed a frequency analysis that is presented in Figure 5.

Frequency analysis results in Figure 5 shows that the observation of the learned roles attracted to predicates is not due to the fact that they are more frequent words in the evaluation set and most probably is due to the specific way the proposed architecture is leveraging the semantic structure of the training data.

### 4.3.3 Further analysis based on predicates

The main intuition behind the special relativity module is inducing a bias in the model towards the relative role that each token has with respect to its surrounding context. As we saw in section 4.3.2, these roles turn to be mostly visual actions, which serves as important information in generating a caption. In this section, we investigate whether predicates, which also are among the learned roles, significantly contribute to the proposed model’s performance. For this experiment we use a standard tagger [65] to find Part Of Speech (POS) tags for all the ground truth captions in the YouCook II dataset. This will produce a POS tag per word in each caption, e.g., if the given word is a noun, verb, determiner, etc. We then merge different verb categories in the output of tagger to one category and refer to all of them as . We count the number of predicates per ground truth caption and sort the captions based on the number of predicates found by POS tagger. Based on predicate counts, we con-
struct four subsets of evaluation set where we have at least 1, 2, 3, and 4 predicates in each set. The evaluation sets with a greater number of predicates are more challenging as they are usually longer captions with a more complex nature. Automatic evaluation is performed on each of the four evaluation sets separately. For each of the four sets, we then measure the normalized improvement percentage over the conventional Transformer. Figure 6 shows the improvement for each set, and as expected, the number of predicates in captions has a strong correlation with the amount of improvement that we gain over the baseline Transformer. This further verifies that R3-Transformer performs better in utilizing the role predicate as a strong inductive bias in learning how to caption a video. This argument becomes more evident when we look at the word-level accuracy (BLEU metric) improvement, which are significantly larger compared to other metrics.

Given two captions A and B, we asked the annotators to choose from the following options:

- Caption A is much better than caption B
- Caption A is slightly better than caption B
- Caption B is slightly better than caption A
- Caption B is much better than caption A

Figure 4.4 shows the results of this comparative analysis. For the video segments in ActivityNet dataset, human annotators preferred the captions generated by Transformer 31% of the time whereas they preferred the captions generated by R3-Transformer 69% of the time. For video segments in the YouCookII dataset, human annotators preferred the captions generated by Transformer 46.5% of the time whereas they preferred the captions generated by R3-Transformer 53.5% of the time. For more details about human evaluation refer to A.1.

5. Conclusion

In this work we proposed the use of a specific type of neuro-symbolic structure for video captioning. Our intuition was based on the assumption that for each given dataset there are limited number of predicates (roles) that should be disentangled from the rest of learned representations in the model. To achieve this we designed both a visual encoder and textual decoder to leverage the relationships among visual tokens (voxels), among words and among each other. We then used these relationships to define an attention mechanism over the roles in our model’s dictionary look up. Through experiments on two video captioning datasets from different domains, we made the case for better performance of the proposed model. Human evaluations were also conducted on both datasets and the results verified the improvement in generated captions’ quality. Our preliminary analysis on learned roles showed that most of the time they are attracted to predicates and action words.
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