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ABSTRACT

In this series of papers, we study the structure of the atomic-to-molecular transition in the giant atomic-molecular complexes that are the repositories of most molecular gas in galaxies, with the ultimate goal of attaining a better understanding of what determines galaxies’ molecular content. Here we derive an approximate analytic solution for the structure of a photodissociation region (PDR) in a cloud of finite size that is bathed in an external dissociating radiation field. Our solution extends previous work, which with few exceptions has been restricted to a one-dimensional treatment of the radiation field. We show that our analytic results compare favorably to exact numerical calculations in the one-dimensional limit. However, our more general geometry provides a more realistic representation than a semi-infinite slab for atomic-molecular complexes exposed to the interstellar radiation field, particularly in environments such as low-metallicity dwarf galaxies, where the curvature and finite size of the atomic envelope cannot be neglected. For clouds that are at least 20% molecular, we obtain analytic expressions for the molecular fraction in terms of properties of the gas and radiation field that are accurate to tens of percent, while for clouds of lower molecular content we obtain upper limits. As a side benefit, our analysis helps to clarify when self-shielding is the dominant process in H$_2$ formation, and under what circumstances shielding by dust makes a significant contribution.

Subject headings: ISM: clouds — ISM: molecules — molecular processes — radiative transfer

1. INTRODUCTION

In galaxies such as the Milky Way, where atomic and molecular phases of the interstellar medium (ISM) coexist, molecular clouds represent the inner parts of atomic-molecular complexes (Elmegreen & Elmegreen 1987). The bulk of the volume of the ISM is filled with far-ultraviolet (FUV) photons capable of dissociating hydrogen molecules, and this radiation field keeps the majority of the gas atomic. Gas that is predominantly molecular is found only in dense regions where a combination of shielding by dust grains and self-shielding by hydrogen molecules excludes the interstellar FUV field. These molecular regions are bounded by a photodissociation region (PDR) in which the gas is predominantly atomic (Hollenbach & Tielens 1999 and references therein).

To date, most work on the structure of PDRs has been limited to one-dimensional geometries, including unidirectional or bidirectional beams of radiation impinging on semi-infinite slabs or purely radial radiation fields striking the surfaces of spheres (e.g., Federman et al. 1979; van Dishoeck & Black 1986; Black & van Dishoeck 1987; Sternberg 1988; Elmegreen 1993; Draine & Bertoldi 1996; Hollenbach & Tielens 1999; Browning et al. 2003; Allen et al. 2004). For these one-dimensional problems, the literature contains both detailed numerical solutions and analytic approximations for the problem of radiative transfer and H$_2$ formation-dissociation equilibrium. These approaches yield good results for PDRs that are thin compared to the cloud as a whole or that are in close proximity to hot stars whose radiation and winds have compressed the PDR into a slablike geometry. Many nearby well-studied PDRs, such as the Orion bar, fall into this latter category. However, the one-dimensional approximation is much less appropriate for giant clouds that are being dissociated by the combined starlight of many distinct stars and star clusters, particularly when the atomic region constitutes a significant fraction of the total cloud volume. The problem is especially severe in galaxies with low metallicities and interstellar pressures, where the predominantly molecular parts of cloud complexes generally constitute a small part of the total mass and volume (e.g., Blitz & Rosolowsky 2006). In this case, one cannot neglect either the curvature of the PDR or the finite size of the molecular region, and a higher dimensional approach is preferable. Previous work in one dimension is therefore of limited use for the problem on which we focus: determining the atomic and molecular content of galaxies on large scales, under the combined effects of all the sources of dissociating radiation in that galaxy.

Considerably less work has focused on higher dimensional geometries, since these require a treatment of the angular dependence of the radiation field and its variation with position inside a cloud. As a result, all treatments of two- or three-dimensional radiation fields to date are purely numerical. Neufeld & Spaans (1996) consider spherical clouds, and Spaans & Neufeld (1997) allow arbitrary geometries, but their method applies only in
translucent clouds and involves an approximate numerical integration of the transfer equation. Similarly, Liszt & Lucas (2000) and Liszt (2002) present models for PDRs in spherical clouds involving angular integration over the radiation field in radial bins, coupled with a relaxation method to determine the $H_2$ abundance at each radius. Neither of these approaches yields a simple analytic estimate of the size of the PDR or the molecular region, nor do they provide any insight into the dimensionless numbers that can be used to characterize the problem of PDR structure. Such estimates, and the accompanying physical insights, would allow modeling of clouds over a wide range of galactic environments without the need for a complex and numerically costly radiative transfer calculation to cover each case.

Our goal in this work is to revisit the problem of determining the size of a PDR in a finite cloud embedded in a multidimensional radiation field, and to derive analytic approximations for the structure of a PDR that will yield gross yet observable quantities such as the total atomic hydrogen column around a molecular region and the fraction of a cloud’s volume in the atomic and molecular phases. As part of this work, we determine the important dimensionless numbers that characterize the problem, and we provide a rough classification of PDRs based on them. The model we develop is capable of spanning the range from galaxies where the gas in atomic-molecular complexes is predominantly molecular and for which a slab treatment is appropriate, to dwarf galaxies where only a tiny fraction of the ISM is in the molecular phase. In Paper II (Krumholz et al. 2008), we will provide a more detailed application of the results derived here to the problem of determining the atomic-to-molecular ratios in galaxies. Before moving on, we note that our focus on an analytic solution with a multidimensional radiation field, characterized by a few dimensionless numbers, has a price: our approach to the chemical and thermal physics of PDRs is significantly simpler than much previous work. We do not account for factors such as the temperature dependence of rate coefficients or $H_2$ dissociation by cosmic rays. Our work is therefore less suited to making detailed predictions of the structures of individual PDRs than it is to making predictions for galactic-scale trends in atomic and molecular content.

We approach the problem of finite clouds by idealizing to the case of a spherical cloud embedded in an isotropic radiation field, since this allows us to explore the effects of finite cloud size and curvature while at the same time keeping the problem simple enough to admit an approximate analytic solution. Our approach is as follows. In § 2, we state the formal problem and introduce some physical approximations that are independent of geometry. In § 3, we derive an approximate analytic solution to the one-dimensional semi-infinite slab case, which allows us to demonstrate the underlying physical principles of our approach. In this section, we also compare to a grid of numerical solutions and show that our approach produces good agreement. Then in § 4, we extend our approach to handle the case of a spherical cloud embedded in an isotropic radiation field. Finally, we summarize and draw conclusions in § 5.

2. THE FORMAL PROBLEM

Consider a region of hydrogen gas where the number density of hydrogen nuclei is $n$, mixed with dust that has a cross section to radiation of frequency $\nu$ of $\sigma_{d,\nu}$ per $H$ nucleus. The hydrogen is a mix of atoms and molecules, with a fraction $f_{H_1}$ of the nuclei in the form of $H_1$ and a fraction $f_{H_2} = 1 - f_{H_1}$, in the form of $H_2$. We consider frequencies $\nu$ that fall within the Lyman-Werner (LW) band from $\nu_1 = c/1120$ Å to $\nu_2 = c/912$ Å, such that photons of that frequency can be resonantly absorbed by hydrogen molecules.

The equation of radiative transfer for a beam of radiation in direction $\hat{e}$ passing through this gas is

\[
\dot{\nu} \cdot \nabla I_\nu = -n \left( \frac{1}{2} f_{H_1} \sigma_{H_1,\nu} + \sigma_{d,\nu} \right) I_\nu, \tag{1}
\]

where $I_\nu$ is the radiation intensity at frequency $\nu$, and $\sigma_{d,\nu}$ is the cross section for absorption of radiation at frequency $\nu$ by a molecule of hydrogen. The value of $\sigma_{d,\nu}$ may change with position as the fraction of $H_2$ molecules in different quantum states changes. The total fraction of the gas in the molecular phase is determined by the balance between the rate of $H_2$ formation and dissociation,

\[
f_{H_2} n^2 R = \frac{f_{H_1}}{2} \int d\Omega \int_{\nu_1}^{\nu_2} d\nu \frac{I_\nu}{h\nu} \sigma_{H_2,\nu} f_{\text{diss},\nu}, \tag{2}
\]

where $R$ is the rate coefficient for formation of $H_2$ molecules on dust grain surfaces, and $f_{\text{diss},\nu}$ is the fraction of absorptions at frequency $\nu$ that yield dissociation of the $H_2$ molecule rather than decay back to a bound state.

Note that we do not include a source term in the transfer equation (eq. [1]), because although most FUV photons absorbed by $H_2$ molecules do decay through a vibrational ladder via photon emission, the photons released in this process do not fall into the LW band. Thus, the transfer equation we have written is only valid for frequencies in the LW band. We have also neglected scattering of FUV photons by dust grains. Since scattering is highly forward peaked at FUV wavelengths (e.g., Roberge et al. 1981), this approximation is reasonable as long as we take $\sigma_{d,\nu}$ to be the absorption cross section, not the total cross section. We also omitted $H_2$ dissociation mechanisms other than LW photons, such as cosmic-ray collisions and chemical reactions. These are significant only in nearly fully molecular regions where no significant numbers of LW photons are present.

Equations (1) and (2), together with the atomic and dust physics that specify $\sigma_{H_1,\nu}$ and $\sigma_{d,\nu}$, and a boundary condition that specifies $I_\nu$ on all rays entering the surface of a cloud, fully determine $I_\nu$ and $f_{H_2}$ at all positions. We cannot solve them exactly, but we can obtain an approximation that exposes the basic physical outlines of the solution. We begin by making two standard approximations, following Draine & Bertoldi (1996), to simplify the atomic physics.

First, it is convenient to simplify the transfer equation (eq. [1]) by dividing by $h\nu$ to transform from intensity to photon number, and then by integrating over frequency in the LW band. In so doing, we can exploit the fact that for realistic dust, $\sigma_{d,\nu}$ is nearly independent of frequency in the LW band (Draine & Bertoldi 1996); we can therefore replace $\sigma_{d,\nu}$ with a constant value $\sigma_d$. This gives

\[
\dot{\nu} \cdot \nabla I_\nu^* = -n \sigma_d I_\nu^* - \frac{1}{2} f_{H_1} \int d\nu \sigma_{H_1,\nu} I_\nu^*, \tag{3}
\]

where $I_\nu^* = I_\nu/(h\nu)$ is the photon number intensity, i.e., the number of photons per unit time per unit area per unit solid angle per unit frequency that cross a given surface, and $I_\nu^* = \int_{\nu_1}^{\nu_2} d\nu I_\nu^*$ is the photon number intensity integrated over the LW band.

Second, we note that $f_{\text{diss},\nu}$ varies only weakly when integrated over frequency and over position within a PDR. Draine & Bertoldi (1996) show that over the width of a PDR, it stays roughly within
the range 0.1–0.2. Its value in free space depends on the assumed radiation spectrum; Draine & Bertoldi (1996) find $f_{\text{diss}} = 0.12$ in free space for their fiducial choice, while Browning et al. (2003) suggest $f_{\text{diss}} = 0.11$ as a typical value. For simplicity, we adopt a constant value $f_{\text{diss},\nu} = f_{\text{diss}} = 0.1$ and take this constant out of the integral, reducing the dissociation equation to

$$f_{\text{H}_1} n^2 R = \frac{f_{\text{H}_1} f_{\text{diss}}}{2} n \int d\Omega \int_{\nu_1}^{\nu_2} d\nu I_\nu \sigma_{\text{H}_1,\nu}. \quad (4)$$

It is convenient at this point to produce a combined transfer-dissociation equation from equations (3) and (4). If we integrate equation (3) over solid angle $d\Omega$, we obtain

$$\nabla \cdot F^* = -n \sigma_d E^* - \frac{1}{2} f_{\text{H}_1} n \int d\Omega \int_{\nu_1}^{\nu_2} d\nu \sigma_{\text{H}_1,\nu} I_\nu. \quad (5)$$

where

$$E^* = \frac{1}{c} \int d\Omega I^*, \quad (6)$$

$$F^* = \frac{1}{d\Omega} \hat{\theta} \epsilon I^*. \quad (7)$$

are respectively the photon number density and photon number flux integrated over the LW band. We can then use equation (4) to substitute for the last term, yielding the combined transfer-dissociation equation

$$\nabla \cdot F^* = -n \sigma_d E^* - \frac{f_{\text{H}_1} n^2 R}{f_{\text{diss}}}. \quad (8)$$

3. SOLUTION IN ONE DIMENSION

3.1. Analytic Solution

We start by giving an approximate analytic solution to this formal problem for unidirectional radiation impinging on a one-dimensional semi-infinite slab in order to illustrate the physical principles behind our approach. Consider a region of gas of density $n$ filling the half-space $z > 0$ and subjected to a dissociating radiation field of photon number intensity $I^* = 4\pi J_\nu^0 \delta(\hat{\theta} - \hat{z})$ that fills the half-space $z < 0$, where $J_\nu^0$ is the angle-averaged intensity in free space. The corresponding free-space photon number density is $E^*_0 = 4\pi J_\nu^0 / c$, and the magnitude of the free-space photon flux is $F^*_0 = c E^*_0$. For simplicity, we neglect the (relatively weak) temperature dependence of $R$.

Since the radiation intensity everywhere at all $z$ remains proportional to $\delta(\hat{\theta} - \hat{z})$, it immediately follows that

$$F^* = F^*_0 \hat{z} = c E^*_0 \hat{z} \quad (9)$$

at all points, and that the combined transfer-dissociation equation reduces to

$$\frac{dF^*}{dz} = -n \sigma_d F^* - \frac{f_{\text{H}_1} n^2 R}{f_{\text{diss}}}, \quad (10)$$

subject to the boundary condition that $F^* = F^*_0$ at $z = 0$. Since numerical calculations show that the transition from predominantly atomic gas to predominantly molecular gas in a PDR generally occurs in a thin band bounded by much larger regions in which the gas is either predominantly atomic or predominantly molecular, we can obtain a good approximation to the exact solution by treating $f_{\text{H}_1}$ as having a constant value near unity over the bulk of the PDR, and then dropping to zero as a step function once the fully molecular surface is reached. For constant $f_{\text{H}_1} = 1$, we can nondimensionalize equation (10) to

$$\frac{dF}{d\tau} = -F - \frac{1}{\chi}, \quad (11)$$

where $F = F^* / (F^*_0)$ is the fraction of the free-space flux remaining, $\tau = n \sigma_d z$ is the dust optical depth from the slab surface, and

$$\chi = \frac{f_{\text{diss}}}{{\sigma_d E_0^*}} R. \quad (12)$$

Equation (11) has the exact solution

$$F(\tau) = \frac{1}{\chi} \left( e^{-(\tau - \tau_{\text{H}_1})} - 1 \right), \quad (13)$$

where

$$\tau_{\text{H}_1} = \ln(1 + \chi) \quad (14)$$

is the depth at which the flux goes to zero, which we take to be the optical depth through the $\text{H}_1$ region. Of course, in reality the flux should never go to zero exactly. That it does in our solution is an artifact of our choice to treat $f_{\text{H}_1}$ as constant. Nonetheless, provided the transition from $f_{\text{H}_1} \approx 1$ to $f_{\text{H}_1} \approx 0$ is sharp, $\tau_{\text{H}_1} \approx \tau_{\text{H}_1}^0 / (n \sigma_d)$ should be a good approximation of the depth at which the gas becomes predominantly molecular. Also note that our parameter $\chi$ is very similar to the $\alpha_G$ parameter of Sternberg (1988).

The dimensionless parameter $\chi / f_{\text{H}_1}$ is the ratio of the two terms on the right-hand side of equation (10), with $F^*$ set equal to its value $4\pi J_\nu^0$ at the slab edge. This makes its physical meaning clear: $\chi / f_{\text{H}_1}$ represents the ratio of the absorption rate of LW photons by dust grains to the absorption rate by $\text{H}_2$ molecules for a parcel of gas exposed to the unattenuated free-space radiation field. If the gas at the edge of free space is predominantly atomic, as is the case, for example, at the edge of an atomic-molecular complex, then $f_{\text{H}_1} \approx 1$, and this ratio is simply given by $\chi$. For $\chi > 1$, absorptions by dust grains dominate, while for $\chi < 1$ absorptions by $\text{H}_2$ molecules dominate.

For a giant molecular cloud in the Milky Way and its outer atomic envelope, typical values of the number density, dust cross section, and $\text{H}_2$ formation rate coefficient are $n \sim 30$ cm$^{-3}$, $\sigma_d \sim 10^{-21}$ cm$^2$, and $R \sim 3 \times 10^{-11}$ cm$^{-1}$ s$^{-1}$, respectively (Draine & Bertoldi 1996). Using the Draine (1978) functional form for the local FUV radiation energy density as a function of wavelength,

$$\lambda E_\lambda = 6.84 \times 10^{-14} \lambda_\lambda^{-5} \times \left( 31.016 \lambda_\lambda^{-2} - 49.913 \lambda_\lambda + 19.897 \right) \text{erg cm}^{-3}, \quad (15)$$

the free-space photon number density from 912 to 1120 Å is $E_\nu^0 = 7.5 \times 10^{-4}$ cm$^{-3}$. For an $\text{H}_2$ molecule in the ground state, this corresponds to a free-space dissociation rate of $3.24 \times 10^{-11}$ s$^{-1}$. (In principle, for a slab computation we should divide the observed value of $E_\nu^0$ by 2 to account for the fact that one can only see half the sky at the surface of an opaque cloud, but we do not do so here because in § 4 we will account for this effect self-consistently.) Thus, for Milky Way conditions not near a local strong source of FUV, a $\chi$ of order a few might be typical. Thus, in the Milky Way dust shielding is marginally significant in determining the structure of atomic-molecular complexes.

3.2. The Two-Zone Approximation

We can integrate the transfer-dissociation equation (eq. [8]) directly in one dimension because, due to the constant angular
distribution of the radiation, there is a trivial relationship between $E^*$ and $F^*$. In multiple dimensions, however, there is no simple relationship between the two, because the angular distribution of the radiation intensity is not constant with position inside a cloud. To overcome this problem, we adopt what we call the “two-zone approximation”. When the photon number density $E^*$ is large, the first term on the right-hand side of equation (8), which represents absorptions of photons by dust grains, is much larger than the second term, which represents absorptions by H$_2$ molecules. This makes intuitive sense: in regions where many dissociating photons are present, the molecular fraction will be very low, so there will be few H$_2$ molecules available to absorb LW photons, and most photons will be absorbed by dust. In regions where $E^*$ is small, the number of molecules will increase, and for any appreciable number of molecules these will dominate the absorption rate.

In the two-zone approximation, we divide the cloud into a zone where dust absorption dominates and a zone where molecular absorption dominates. In the dust-dominated region, we drop the molecular absorption term in the radiative transfer or transfer-dissociation equations (eqs. [3] or [8]), and approximate the opacity as having a constant value $n_\text{d} a$. In the zone where molecular absorptions dominate, we drop the dust absorption term in equation (8) and approximate the molecular absorption term by $\dot{n}^2 R/\dot{n}_\text{diss}$, where $\dot{n} > 1$ is a constant of order unity (whose precise value we determine below), which we include to account for the fact that some LW photons will be absorbed by dust grains even in the molecule-dominated region. We define a boundary between these two zones by the condition that the dust and molecular absorption terms be equal, which is satisfied when

$$\frac{E^*}{E^*_0} = \frac{\dot{n} a}{\dot{n}_\text{diss}} = \frac{1}{\psi} \quad (16)$$

where we have set $f_{\text{H}_1} = 1$, because at the point of equality the molecular fraction is $\ll 1$; for convenience, we have defined the modified dust-to-molecular absorption ratio $\psi = \chi/\dot{n} a$. With this approximation, the one-dimensional non-dimensionalized transfer-dissociation equation becomes

$$\frac{d\mathcal{F}}{d\tau} = - \left\{ \begin{array}{ll} \mathcal{F}, & \mathcal{F} > 1/\psi, \\ 1/\psi, & \mathcal{F} < 1/\psi. \end{array} \right. \quad (17)$$

We shall see in § 4 how the two-zone approximation enables us to solve the problem in the spherical case. First, however, we examine the solution in the one-dimensional case. If $\psi < 1$, then $\mathcal{F} < 1/\psi$ is satisfied everywhere, and equation (17) has the trivial solution

$$\mathcal{F} = \frac{\psi - \tau}{\psi}. \quad (18)$$

The flux goes to zero at a depth $\tau_{\text{H}_1} = \psi$. If $\psi > 1$, the solution is

$$\mathcal{F} = \left\{ \begin{array}{ll} e^{-\tau}, & \tau < \tau_d, \\ \psi^{-1} (\tau_{\text{H}_1} - \tau)/(\tau_{\text{H}_1} - \tau_d), & \tau > \tau_d, \end{array} \right. \quad (19)$$

where

$$\tau_d = \ln \psi, \quad (20)$$

$$\tau_{\text{H}_1} = 1 + \ln \psi. \quad (21)$$

Here, $\tau_d$ represents the dust depth into the slab at which the absorption begins to be dominated by H$_2$ molecules, while $\tau_{\text{H}_1}$ is the optical depth at which we expect a transition from mostly atomic to mostly molecular gas. Combining the two cases, we have

$$\tau_{\text{H}_1} = \left\{ \begin{array}{ll} \psi, & \psi < 1, \\ 1 + \ln \psi, & \psi > 1. \end{array} \right. \quad (22)$$

We now turn to the question of determining the constant $\phi$. Physically, we expect to have $\phi \rightarrow 1$ for $\chi < 1$, because in that case dust absorptions contribute negligibly throughout the cloud. For $\chi >> 1$, we expect $\phi$ to asymptotically approach a value greater than unity, accounting for the contribution of dust to absorptions even in the molecule-dominated region. A comparison of the limiting behavior of the analytic solution (eq. [14]) with the two-zone approximation (eq. [22]) confirms this physical argument, and suggests that the appropriate limiting behavior is $\phi \rightarrow 1$ as $\chi \rightarrow 0$ and $\phi \rightarrow e$ as $\chi \rightarrow \infty$. We therefore adopt

$$\phi = \frac{2.5 + \chi e}{2.5 + \chi}, \quad (23)$$

which has the correct limiting behavior, and where the value 2.5 is chosen to optimize agreement between the two-zone approximation and the analytic solution in the intermediate-$\chi$ region.

### 3.3. Comparison to Numerical Calculations

Before using the two-zone approximation to compute the case of a finite cloud with an isotropic radiation field, we check its accuracy for the one-dimensional case by comparing it to detailed numerical calculations made using the Browning et al. (2003) H$_2$ formation and radiative transfer code. We refer readers to that paper for a full description of the physics included in this calculation, but a brief summary is that the code numerically integrates the frequency-dependent equation of radiative transfer for a unidirectional beam of radiation incident on an isothermal, constant-density slab of gas mixed with dust. The transfer equation is coupled to a statistical equilibrium calculation that determines the populations of H atoms and a large number of rotational and vibrational levels of the H$_2$ molecule that are excited by LW-band photons in each computational cell. The output of this calculation is the fraction of H nuclei in molecules as a function of depth within the cloud. The code we use here differs from that described in Browning et al. (2003) only in that the earlier version accounted for dust grain absorptions of LW photons by modifying the photodissociation rate with the method of van Dishoeck & Black (1986), whereas the version we use here computes radiation attenuation by dust grains directly from the radiative transfer equation.

For the models presented here, we use a density and temperature of $n = 5000$ cm$^{-3}$ and $T = 90$ K. These values are chosen purely for computational convenience and have no significant impact on the results. The incident radiation field is a unidirectional beam of photons uniformly distributed in frequency over the wavelength range 912–1120 Å. The frequency-dependent photon flux in this beam is $F_{\nu}^\text{p}$, so $E_\nu = F_{\nu}^\text{p} (\nu_2 - \nu_1)/c$ and $J_\nu = F_{\nu}^\text{p} (\nu_2 - \nu_1)/(4\pi)$. We adopt a dust extinction curve following the functional form of Cardelli et al. (1989) scaled to give a dust cross section per H nucleus at 1000 Å of $\sigma = \sigma_{\text{d, MW}} Z'/Z$, where $Z'$ is the metallicity relative to solar, and we take $\sigma_{\text{d, MW}} = 6.0 \times 10^{-22}$ cm$^2$ or $2.0 \times 10^{-21}$ cm$^2$ to be two fiducial dust opacities for the Milky Way. These two values of $\sigma_{\text{d, MW}}$ correspond to the estimated attenuation cross sections at 1000 Å estimated by Draine & Bertoldi (1996) for dense and diffuse clouds in the Milky Way, respectively. We adopt a rate coefficient for H$_2$ formation on grain surfaces of $R = R_{\text{MW}} Z'$, where $R_{\text{MW}} = 3 \times 10^{-17}$ Z' cm$^{-3}$ s$^{-1}$ is our fiducial Milky Way value (Wolfire...
We do our computations for a grid of models running from \( F_i^a = 10^{-7} \) to \( 10^{-3} \) photons cm\(^{-2}\) s\(^{-1}\) Hz\(^{-1}\) in nine steps of 0.5 dex, from \( Z^\prime = 10^{-2} \) to \( 10^{0.5} \) in six steps of 0.5 dex, and for the two values of \( \sigma_{d,MW} \) mentioned above. These values \( F_i^a \) are significantly higher than what is typical in the Milky Way, but are chosen so that, in conjunction with our choice of \( n \), the ratio \( E_0'/n \) that appears in \( \chi \) is within the typical Milky Way range. With this parameterization,

\[
\chi = 0.75(\sigma_{d,MW,-21}/R_{MW})(E_0'/n_2) \\
= 4.07\sigma_{d,MW,-21}F_{i,-5},
\]

where \( \sigma_{d,MW,-21} = \sigma_{d,MW}/10^{-21} \) cm\(^2\) is the Milky Way 1000 Å dust absorption opacity normalized to \( 10^{-21} \) cm\(^2\), \( E_0' = E_0/7.5 \times 10^{-4} \) cm\(^{-3}\) is the free-space dissociating photon number density normalized to the Milky Way value, \( n_2 = n/100 \) cm\(^{-3}\) is the number density of hydrogen nuclei in units of 100 cm\(^{-3}\), and \( F_{i,-5} = F_i/10^{-5} \) photons cm\(^{-2}\) s\(^{-1}\) Hz\(^{-1}\). Thus, the calculation covers a broad range of parameters from strongly dust dominated to strongly molecule dominated, thereby bracketing the real Milky Way value of \( \chi \approx 1 \). Note that \( \chi \) is independent of \( Z' \) because for the parameterization we have chosen, the \( Z' \)-dependences of \( \sigma_{d} \) and \( R \) cancel out. Since we predict that the dust optical depth through the PDR, \( \tau_{H2} = n\sigma_{d,H2} \), depends only on \( \chi \) and \( \chi \) in turn depends only on the ratio \( \sigma_{d}/R \), \( \tau_{H2} \) should be independent of \( Z \). Since we use a range of \( 10^{0.5} \) in \( Z' \), our numerical calculations represent a strong test of this prediction.

Figure 1 shows \( f_{H2} \) versus depth within a cloud as computed numerically for a sample of our input parameters, overlaid with the corresponding locations of the atomic-to-molecular transition, as calculated via the two-zone approximation. As the figure shows, the two-zone approximation does a very good job of reproducing the location of this transition over an extremely broad range of parameters.

To quantify the quality of the approximation, we must define a fiducial measure for the depth of the \( H_2 \) region in the numerical calculations, since in these runs \( f_{H2} \) approaches but never reaches unity. The most reasonable measure is

\[
N_{H2} = \int_0^\infty dz f_{H2} n_H,
\]

the total \( H_2 \) column integrated through the cloud. Since the radiation field is attenuated exponentially or faster, and \( f_{H2} \) is proportional to radiation intensity in the region where \( f_{H2} \approx 1 \), this integral is guaranteed to converge. In the limit where the transition from \( H_2 \) to \( H_2 \) is sharp, it approaches the total gas column up to the transition point. In practice, we cannot continue the numerical integration to \( z = \infty \), so we truncate the integral at the value of \( z \) where \( f_{H2} = 5 \times 10^{-3} \); using \( f_{H2} = 10^{-2} \) instead changes the value by less than 8% for all our runs, and by less than 2% for all runs with \( \chi > 0.1 \), so our evaluation of the integral should be accurate to this level.

We plot the dust opacity through this hydrogen column, \( N_{H2} f_i \sigma_{d,i} \), and the corresponding value \( \tau_{H2} \), predicted by the two-zone approximation, in Figure 2. As the figure shows, the two-zone approximation recovers the numerically computed \( H_2 \) column to better than 50% accuracy over almost a five-decade range in \( \chi \). The error in the two-zone approximation is generally comparable to, or smaller than, the spread between models with different dust opacities but the same value of \( \chi \).

The error in our approximation is largest at small \( \chi \), and examination of Figure 1 suggests the reason why: by evaluating the equations with \( f_{H2} = 1 \) inside the PDR, we have assumed that the transition from atomic to molecular is sharp. This is true for \( \chi \approx 1 \) or greater, but begins to fail for \( \chi \ll 1 \). In our runs with \( \chi \geq 1 \), typically 95% of the gas is atomic in the region where \( f_{H2} > 0.5 \); even at the depth where \( f_{H2} \) drops to \( 5 \times 10^{-3} \), more than half the gas column above that point is atomic. This indicates a very sharp atomic-molecular transition, so our approximation that \( f_{H2} = 1 \) until the gas is almost entirely molecular is a good one. For \( \chi \approx 0.01 \), on the other hand, roughly 80% of the gas at \( f_{H2} < 0.5 \) is atomic, and \( H_2 \) contributes only 10% of the total gas column above \( f_{H2} = 5 \times 10^{-3} \). The transition from atomic to molecular is therefore much more gradual, and our accuracy suffers as a result.

Nonetheless, we note that \( \chi < 1 \) does not appear to be physically realized in normal galactic environments. For Milky Way molecular clouds, \( \chi \approx 1 \) or greater, and reducing \( \chi \) to 0.01 would require some combination of reducing the interstellar radiation field and increasing the atomic gas density by a factor of 100. Such a combination of very high atomic ISM density and very low radiation field is generally not observed. We conclude that, for realistic physical parameters, and given that these parameters (such as \( \sigma_{d} \) and \( R \)) are themselves uncertain at a factor of a few levels (e.g., Wolfire et al. 2008), the error in the two-zone approximation is unlikely to be the dominant one.

4. SOLUTION FOR SPHERICAL CLOUDS

We now extend the two-zone approximation to a spherical cloud of radius \( R \) embedded in a uniform, isotropic radiation field of angle-averaged intensity \( J_0^y \) (note that this radiation field has the same LW photon number density as the unidirectional radiation field considered in § 3, so it gives the same dissociation rate in
free space. Figure 3 illustrates the basic geometry of the problem and our approximation: we consider the dust-dominated region to run from radius \( r = r_d \) to \( r = R \), and the molecular self-shielding region to run from \( r = r_{HI} \) to \( r = r_d \). For convenience, we introduce the dimensionless position variables \( x = r/R \) and \( y = 1 - x \), and we define the dust optical depths from the surface to \( r_d \) and to \( r_{HI} \) as \( \tau_d \) and \( \tau_{HI} \), respectively.

In §§ 4.1 and 4.2, we develop the basic equations that describe the two-zone approximation for clouds with and without dust opacity—dominated envelopes. We then explore three limiting cases of these equations. We consider the behavior at the boundary between the presence and absence of a dust-dominated zone in § 4.3, and we explore several interesting limits in § 4.4. We then give a numerical solution and an analytic approximation to it in § 4.5. In § 4.6, we compare our solution for a finite cloud to the standard slab approximation to determine when the slab approximation is valid and when it fails. In § 4.7, we address the level of uncertainty introduced by the approximations we make in the spherical case. Finally, in § 4.8 we present some example calculations using our analytic approximation.

4.1. Clouds with Dust-dominated Zones

First we consider the case where \( \psi \) is large enough for there to be a dust-dominated zone in the outer part of the cloud, where molecular self-shielding is negligible, i.e., \( r_d < R \). The transfer equation in this region becomes

\[
\hat{e} \cdot \nabla I^* = -n \sigma_d I^*,
\]

which for rays originating at the cloud surface and staying entirely within the dust-dominated region has the trivial solution

\[
I^*(x, \mu) = \exp \left( -\tau_{HI} \xi \right) I_0^*,
\]

where \( \tau_{HI} = n \sigma_d R \) is the center-to-edge dust optical depth of the cloud,

\[
\xi = \left( \sqrt{1 - x^2} + x^2 \mu^2 - \mu \right),
\]

and \( \mu = \cos \theta = -\hat{e} \cdot \hat{r} \). This solution applies for \( \mu > 0 \). On the other hand, if \( \mu < \mu_{HI} \), where

\[
\mu_{HI} \equiv \sqrt{1 - \left( \frac{x_{HI}}{x_d} \right)^2},
\]

then the ray passes through a part of the cloud that is fully molecular. Since the fully molecular region will be extremely opaque, \( I^*(x, \mu) = 0 \) to good approximation along these rays. Finally, rays for which \( 0 < \mu > \mu_{HI} \) pass through the region where the opacity is dominated by molecules rather than dust, but where the gas is not yet fully molecular. Again, we use the approximation that the transition from a low molecular fraction to fully molecular is sharp, so that over most of this region, the molecular fraction is not vastly larger than it is at the region’s edge. This is consistent with numerical solutions of the problem (e.g., Fig. 1), which show that the atomic fraction \( f_{HI} \) is nearly constant through the bulk of the PDR and rises from its free-space value to unity over a small region. This means that the opacity is not much greater than its value of \( \sigma_d \) at the outer edge of the molecule-dominated region. We therefore approximate that the optical depth along these rays is the same as it is for those in the dust-dominated region, \( \tau_{d,HI} \). This approximation is perhaps the least certain part of our calculation, and we quantify the level

Fig. 2.—Top: Dust opacity \( N_{HI} \sigma_d \) through the numerically determined H i column as a function of \( \chi \). The values of \( Z' \) and \( \sigma_d, \text{MW, } -21 \) for each calculation are indicated by the various symbols. This is compared to the optical depth \( \tau_{HI} \), computed from the two-zone approximation (eq. [22]; thin solid line) and computed using the analytic solution (eq. [14]; thick dashed line). Bottom: Error in the two-zone approximation, defined as error = \( N_{HI} \sigma_d / \tau_{HI} - 1 \); the dotted line indicates zero error.

Fig. 3.—Illustration of the two-zone approximation in spherical geometry.
of uncertainty that it produces in § 4.7. Combining these three regions, we have an approximate intensity

$$I'(x, \mu) = \begin{cases} \exp(-\tau R)I_0^d, & \mu > \mu_{H_2}, \\ 0, & \mu < \mu_{H_2}. \end{cases}$$  

(31)

The location of $x_d$, the crossover point from dust- to molecule-dominated absorption, is defined by the condition that $E^*/E_0^d = 1/\psi$ (eq. [16]). For convenience, we define the function $\eta_0$ by

$$\frac{E^*(x_d)}{E_0^d} = \eta_0(x_d, x_{H_2}; \tau_R) = \frac{1}{2} \int_{\mu_{H_2}}^{1} d\mu \exp(-\tau_R \xi_d),$$  

(32)

where $\xi_d = \xi(x_d)$. We show that $\eta_0$ can be evaluated in terms of exponential integrals in Appendix A. The first equation for the two-zone approximation is therefore

$$\eta_0(x_d, x_{H_2}; \tau_R) = \frac{1}{\psi}. $$  

(33)

Inside $x_d$, we drop the dust opacity term, so that the combined transfer-dissociation equation (eq. [8]) becomes

$$\frac{1}{r^2} \frac{d}{dr} (r^2 F^*) = \frac{\phi n^2 R}{f_{\text{diss}}},$$  

(34)

where we have again assumed that $f_{H_2} \approx 1$ outside the fully molecular region, and for convenience we have inverted the sign by defining $F^* = -F^*$. The solution is

$$F^* = \frac{\tau_R}{3\psi} \left[ 1 - \left( \frac{X_{H_2}}{X_d} \right)^3 \right] F_0^d.$$  

(35)

where we have chosen the constant of integration by requiring that $F^* = 0$ at $x = x_{H_2}$. To determine $x_{H_2}$ from the boundary conditions, however, we must determine the flux at some other location. Thus, we evaluate the flux $F^*$ at $x_d$ by integrating the intensity over solid angle using equation (31). For convenience, we define the function $\eta_1$ by

$$\frac{E^*(x_d)}{E_0^d} = \eta_1(x_d, x_{H_2}; \tau_R) = \frac{1}{2} \int_{\mu_{H_2}}^{1} d\mu \mu \exp(-\tau_R \xi_d).$$  

(36)

As with $\eta_0$, in Appendix A we evaluate $\eta_1$ in terms of exponential integrals. Combining equation (36) with (35) gives an implicit equation for $x_{H_2}$:

$$\eta_1(x_d, x_{H_2}; \tau_R) = \frac{\tau_R x_d}{3\psi} \left[ 1 - \left( \frac{x_{H_2}}{x_d} \right)^3 \right].$$  

(37)

Together, equations (33) and (37) constitute two equations for the two unknowns $x_d$ and $x_{H_2}$, and thus fully determine the location of the transition from predominantly atomic to predominantly molecular in the two-zone approximation.

4.2. Clouds without Dust-dominated Zones

Now consider the case where $\psi$ is small enough for there to be only one zone, because even gas at the edge of the cloud is sufficiently molecular for absorptions by molecules to outnumber those by dust grains. In this case, equation (35) applies throughout the cloud, so we must fix $x_{H_2}$ directly from the boundary conditions. To do so, we need to know the flux $F^*(1)$ at the cloud surface. This is not simply $F_0^d = cE_0^d$, as in the case of a unidirectional radiation field; for an isotropic radiation field in free space, $F^*$ vanishes, and $F^*(1)$ is nonzero only because rays passing through the cloud do not carry the same intensity as rays that do not pass through it, preventing the integral over angle from vanishing. Thus, for a sufficiently transparent cloud, $F^*(1)$ approaches zero, its value in free space. Conversely, at the surface of a cloud that is opaque and extremely large, $F^*(1) = F_0^d/4$. The factor of 1/4 relative to the unidirectional case arises because half the solid angle is blocked by an opaque object (providing one factor of 1/2), and because in the part of the sky that is not blocked the radiation is isotropic, and one must average over all the directions in which photons are traveling to find the fraction of that motion in the $-\hat{\mathbf{r}}$ direction (providing another factor of 1/2).

The problem of determining the intensity is exactly the same as in § 4.1. At the surface of the cloud, rays at angles $\mu > 0$ do not pass through the cloud and therefore contribute the unattenuated free-space intensity $I_0^d$. Those with $\mu < \mu_{H_2} = -(1 - x_{H_2})^{1/2}$ pass through the fully molecular region and therefore contribute zero intensity. For rays at angles $\mu_{H_2} < \mu < 0$, we make the same approximation as in § 4.1, that the molecular absorption rate per unit distance that a photon travels is roughly constant until one approaches the sharp transition from atomic to molecular. Thus, the molecular opacity-dominated part of the PDR has a constant effective opacity, which we can determine by computing its value at the cloud surface. For convenience, we characterize this opacity via an effective cross section per H nucleus $\sigma_e$. By examining the transfer-dissociation equation (eq. [8]), it is clear that for $f_{H_2} \approx 1$ this opacity is

$$\sigma_e = \frac{\phi n R}{f_{\text{diss}} c E^*(1)}. $$  

(38)

With this approximation, the transfer equation through the region outside where the gas becomes fully molecular is simply equation (27), with $\sigma_e$ replaced by $\sigma_e$, and the solution for the intensity along each ray is given by equation (31), with $\tau_R$ replaced by $\tau_{\epsilon R} = (\sigma_e/\psi)_{\epsilon R}$. The photon number density and flux at the cloud surface are therefore given by

$$\frac{E^*(1)}{E_0^d} = \eta_0(1, x_{H_2}; \tau_{\epsilon R}),$$  

(39)

$$\frac{F^*(1)}{F_0^d} = \eta_1(1, x_{H_2}; \tau_{\epsilon R}).$$  

(40)

With these arguments, evaluating equations (A11) and (A12) shows that $\eta_0$ and $\eta_1$ reduce to

$$\eta_0(1, x_{H_2}; \tau_{\epsilon R}) = \frac{1 - e^{2\mu_{H_2} \tau_{\epsilon R}}}{4\tau_{\epsilon R}} + \frac{1}{2},$$  

(41)

$$\eta_1(1, x_{H_2}; \tau_{\epsilon R}) = \frac{(1 - 2\mu_{H_2} \tau_{\epsilon R})e^{2\mu_{H_2} \tau_{\epsilon R}} - 1}{8\tau_{\epsilon R}^2} + \frac{1}{4}. $$  

(42)

Using these values of $E^*(1)$ and $F^*(1)$ in equations (38) and (35), we find

$$\frac{1 - e^{2\mu_{H_2} \tau_{\epsilon R}}}{4\tau_{\epsilon R}} + \frac{1}{2} = \frac{\tau_R}{\psi \tau_{\epsilon R}},$$  

(43)

$$\frac{(1 - 2\mu_{H_2} \tau_{\epsilon R})e^{2\mu_{H_2} \tau_{\epsilon R}} - 1}{8\tau_{\epsilon R}^2} + \frac{1}{4} = \frac{\tau_R}{3\psi} \left(1 - x_{H_2}^3\right). $$  

(44)
We therefore again have two equations and two unknowns, with the unknowns in this case being $\tau_R$ and $x_{H_2}$. Note that in this case, $\mu_{H_2}$ can be isolated in the first equation to give

$$\mu_{H_2} = \frac{1}{2\tau_R} \ln \left( 1 + 2\tau_R - \frac{4\tau_R}{\psi} \right). \quad (45)$$

Together with the relation between $\mu_{H_2}$ and $x_{H_2}$ (eq. [30]), this reduces the problem to a single nonlinear equation, which is convenient for numerical solution. However, the two-equation form is more convenient for an analytic approach.

At this point, it is worth making a few remarks about the behavior of equations (43) and (44). First, equation (43) implies that $\tau_R(\psi/\tau_R) > 1/2$, so the argument of the logarithm in equation (45) is always less than unity, and $\mu_{H_2}$ is negative. Second, in all of these equations $\tau_R$ and $\psi$ appear only in the combination $\tau_R/\psi$, so values of $x_{H_2}$ and $\tau_R$ must be constant on lines of constant $\tau_R/\psi$.

Finally, note that in § 4.5 we give an approximate analytic solution to equations (43) and (44).

4.3. The Dust-dominated Zone Boundary

We first identify the boundary between the presence and absence of a dust-dominated region. In the case of a perfectly beamed radiation field impinging on a semi-infinite planar slab, which we treated in § 3, this is $\psi = 1$. The result is more complex in the case of an isotropic radiation field and a cloud of finite size.

The boundary between the two cases is defined by the condition that $x_d = 1$ or $\tau_d = \tau_R$, i.e., that the crossover between dust-dominated and molecule-dominated absorptions occurs at the cloud surface, or equivalently that the dust and molecular effective opacities at the cloud surface be equal. It is immediately obvious that equations (33) and (37) become identical to equations (43) and (44) in this limit. If we set $\tau_d = \tau_R$, then equations (45) and (46) define a curve in the $(\tau_R, \psi)$ plane that corresponds to the point where the dust-dominated layer disappears. Above the curve, the radiation field is strong enough for the outer part of the cloud to be dust opacity dominated, while below it, molecular opacity dominates throughout. Along the bounding curve,

$$x_{H_2} = \sqrt{1 - \frac{1}{4\tau_R} \left[ \ln \left( 1 + 2\tau_R - \frac{4\tau_R}{\psi} \right) \right]^2}. \quad (46)$$

We show the curve at which the dust-dominated layer vanishes, and the value of $x_{H_2}$ along the curve, in Figure 4.

That along this curve $\psi \to 1$ for $\tau_R \ll 1$ and $\psi \to 2$ for $\tau_R \gg 1$ makes intuitive sense. If $\tau_R \ll 1$, the dust optical depth through the cloud is tiny, and so the radiation field has its unattenuated, free-space value regardless of position in the cloud. Thus, the condition that dust shielding and molecular shielding contribute equally at the cloud surface ($x_d = 1$) can only be fulfilled if they are equal or nearly equal in free space, which is simply a requirement that $\psi = 1$. Similarly, if $\tau_R \gg 1$, then the cloud is effectively a semi-infinite slab whose curvature is negligible. In this case, the radiation field at the cloud surface only receives contributions from rays with $\mu > 0$, i.e., from those that never pass through the cloud; rays with $\mu < 0$ are infinitely attenuated. Thus, the radiation field has exactly half its free-space value, the molecular fraction has double its free-space value, and the condition that dust shielding and molecular shielding be equal reduces to the requirement that $\psi = 2$.

These considerations suggest that a function that interpolates between these two limiting behaviors is likely to produce a good approximation. Numerical experimentation shows that the curve

$$\psi \approx \frac{1.4 + 2\tau_R}{1.4 + \tau_R} \quad (47)$$

reproduces the true value of $\psi$ along the curve $x_d = 1$, $\tau_d = \tau_R$ to better than 3% for all $\tau_R$. We show this approximate solution with the thick dashed curve in Figure 4.

4.4. Limiting Cases

We can better understand the behavior of PDRs in finite clouds by exploring several limiting cases of our equations, which correspond to clouds that are very large or very small, and to radiation fields that are very strong or very weak.

Case 1: Strong Radiation Fields.—The first limit we consider is one in which the radiation field is so strong that there is no fully molecular core, so $x_{H_2} = 0$. It is easy to verify that if there is no dust-dominated region, such that equations (43) and (44) apply, then there are no finite values of $\psi$ and $\tau_R$ such that $x_{H_2} = 0$. (However, see § 4.7, where we show that this behavior is probably not physical.) On the other hand, if there is a dust-dominated region, equations (33) and (37) apply, and $x_{H_2} = 0$ can be reached at finite $\psi$ and $\tau_R$. This becomes clear if we note that $x_{H_2} = 0$ implies that $\mu_{H_2} = -1$ (following eq. [30]), and equation (37) then admits the solution $x_d = x_{H_2}(0; \tau_R) = 0$. Since $x_d = 0$, it immediately follows that $x_{H_2} = 1$ and $\tau_d(0; \tau_R) = \tau_R$. Equation (33) then gives $\psi = e^{2\tau_R}$. The physical meaning of this solution is that $\psi = e^{2\tau_R}$ is the critical curve along which $x_{H_2} = x_d = 0$; at this value of $\psi$ or larger, the radiation field is too intense for a fully molecular core to exist. We plot the critical curve in Figure 4. In Appendix B, we solve equations (33) and (37) perturbatively in the vicinity of the critical curve and show that near the strong-radiation boundary the solution is

$$x_d = \left[ \frac{6}{\tau_R(\tau_R + 2)} \left( \frac{e^{\tau_R}}{\psi} - 1 \right) \right]^{1/2}, \quad (48)$$

$$x_{H_2} = \left[ \frac{1536}{25\tau_R(\tau_R + 2)^4} \left( \frac{e^{\tau_R}}{\psi} - 1 \right) \right]^{5/4}. \quad (49)$$

This solution obviously only applies for $e^{2\tau_R} \geq \psi$. 

**Fig. 4.**—The thin black curves show the boundaries in the $(\tau_R, \psi)$ plane at which $x_d = 1$, $\tau_d = \tau_R$, and $x_{H_2} = 0$, as indicated by the text accompanying each curve. The thick dashed curve shows our approximation to the $x_d = 1$ curve (eq. [47]). The asterisks along the curve for $x_d = 1$ mark the points at which $x_{H_2} = 0.1, 0.3, 0.5, 0.7$, and 0.9, as indicated.
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Case 2: Small Clouds.—Before analyzing this case, we warn that in § 4.7 we show that our solution in this case should be regarded as giving an upper limit on the molecular fraction rather than a direct estimate. However, it is still useful to consider this case, both in order to derive upper limits and to provide expressions that can be incorporated into approximations in parts of parameter space where our method does provide estimates rather than upper limits. We have shown that for \( \psi > 1 \), there is a finite value of \( \tau_R \) at which the fully molecular core vanishes, and conversely that if \( \psi < 1 \) there is no finite \( \tau_R \) for which \( x_{H_2} = 0 \). However, one can easily verify that when there is no dust-dominated zone (\( \psi < 1 \)) and equations (43) and (44) apply, \( x_{H_2} \to 0 \) as \( \tau_R \to 0 \). Physically, this corresponds to the case of a cloud that is so small that its dust is optically thin to LW photons. In Appendix C, we show that in this limit the solution may be approximated by

\[
\frac{\tau_{eR}}{\psi} = \frac{\tau_R}{\psi} + \frac{\tau_R^2}{2\psi^2} + \frac{\tau_R^3}{4\psi^3} + \frac{\tau_R^4}{60\psi^4},
\]

\[
x_{H_2} = \frac{\tau_R}{\sqrt{3}} + \frac{2\sqrt{3}\tau_R^2}{5\psi^2}.
\]

Note that by definition \( \tau_{eR}/\tau_R = [E_0^*E^*(1)]/\psi \), so equation (50) is effectively a series expansion for the photon number density at the cloud surface: \( E^*(1) = E_0^*[1 - \tau_R^{-2}(2\psi + \ldots)] \). Thus, the leading-order approximation reduces to the statement that a small cloud blocks no radiation in any direction, and so \( E^*(1) = E_0^* \), the unattenuated value. The next-order correction accounts for the small fraction of photons that are blocked at the cloud surface.

Case 3: Large Clouds.—Our final limiting case is that of a cloud so large that the transition from atomic to molecular gas occurs in a thin layer at the cloud surface, so that the cloud’s curvature is negligible. Before proceeding, we note that this case is not the same as the case of a one-dimensional slab subject to a unidirectional beam of radiation, which we analyzed in § 3. The difference is that here the radiation field is isotropic, so it has an angular dependence that can vary with depth within the cloud. For this reason, the large-cloud limit with an isotropic radiation field is a two-dimensional problem, even if the cloud is a semi-infinite slab. To analyze this case, we perform a series expansion around the limit \( \tau_R \to \infty \), but with a finite \( \eta_{H_2}\tau_R \), so that there is a finite optical depth to the molecular region. If \( \psi > 2 \), then a dust-dominated zone exists, and we solve this problem by starting from equations (A11) and (A12), and series expanding \( \eta_0 \) and \( \eta_1 \) to first order in \( \tau_R^{-1} \). Doing so gives

\[
\eta_0(x_d, x_{H_2}; \tau_R) = \frac{E_2(\tau_d)}{2} + \frac{e^{-\tau_d} + \tau_d E_2(\tau_d)}{4\tau_R},
\]

\[
\eta_1(x_d, x_{H_2}; \tau_R) = \frac{E_3(\tau_d)}{2} + \frac{\tau_d E_3(\tau_d)}{2\tau_R},
\]

where \( \tau_d = y_d\tau_R \). Equation (33) therefore becomes

\[
\frac{1}{\psi} = \frac{E_2(\tau_d)}{2} + \frac{e^{-\tau_d} + \tau_d E_2(\tau_d)}{4\tau_R},
\]

(54)

to first order in \( \tau_R^{-1} \), which is straightforward to solve numerically in order to determine \( \tau_d \) for a given \( \psi \) and \( \tau_R \). Alternatively, one may obtain a purely analytic expression by dropping the \( 1/\tau_R \) correction term. In this case, the equation becomes \( E_2(\tau_d) = 1/2\psi \), which has the approximate solution

\[
\tau_d \approx 0.83 \ln (0.2\psi + 0.6);
\]

(55)

this expression is accurate to better than 2% for \( 2 \leq \psi \leq 100 \). Since \( x_d = 1 - \tau_d/\tau_R \), this fixes \( x_d \). Similarly, once \( \tau_d \) is known, it is straightforward to solve equation (37) to first order in \( \tau_R^{-1} \) to obtain

\[
x_{H_2} = 1 - \left[ \frac{\psi + 2E_3(\tau_d)}{2E_3(\tau_d)} \right] \tau_R^{-1}.
\]

(56)

For \( \psi < 2 \), there is no dust-dominated zone, and we must instead solve equations (43) and (44) in the limit \( \tau_R \to \infty \). We note that for a very large cloud \( E^*(1) = E_0^*/2 \), because the cloud blocks half the sky, and it therefore follows immediately from the definition of \( \sigma_e \) (eq. [38]) that

\[
\frac{\tau_{eR}}{\psi} = \frac{2\tau_R}{\psi},
\]

(57)

i.e., that the effective molecular opacity is a factor of 2 larger than its free-space value because the radiation intensity at the cloud surface has half its free-space value. Similarly, the flux is \( F^*(1) = F_0^*/4 \) because half the sky is blocked, and the radiation direction is random over the other half. Using this boundary condition to integrate the one-dimensional transfer-dissociation equation (eq. [10]) with \( \sigma_d = 0 \) and with the molecular absorption rate multiplied by \( \phi \), we have

\[
x_{H_2} = 1 - \frac{\psi}{4\tau_R}.
\]

(58)

We verify that these intuitive arguments in fact give the correct leading-order terms in the series expansion in Appendix C. Thus, we have the limiting solution to first order in \( \tau_R^{-1} \) for both \( \psi < 2 \) and \( \psi > 2 \). We illustrate this solution for \( \tau_R \to \infty \) in Figure 5.

4.5. Numerical Solution and Analytic Approximation

We now proceed with a numerical treatment of the general case. We solve equations (33) and (37), or (43) and (44), on a grid of
points in the $(\tau_R, \psi)$ plane, and plot the results in Figure 6. In addition to plotting $x_{H_2}$ and either $x_d$ or $\tau_R/\tau_{nd}$, we also show two derived quantities of interest. The first is the dust optical depth to the molecular transition along a radial trajectory, $\tau_{H_1} = nR(1 - x_{H_2})\sigma_d$. We may think of this as the H i "shielding column" times the dust cross section. The second is $x_{H_3}$, which is the fraction of the cloud’s volume that is within the predominantly molecular region.

The general behavior of these curves can be understood intuitively. If one fixes the cloud density $n$ and dust opacity $\sigma_d$, then as the cloud radius increases, so does $\tau_R$, and for a fixed external radiation field $\psi$, the molecular transition moves outward, but the H i column to that transition approaches a constant value. Similarly, at fixed cloud size and hence fixed $\tau_R$, increasing the external illumination $\psi$ raises the amount of atomic hydrogen that is required to shield the molecules. Thus, $x_{H_2}$ drops when $\psi$ increases at fixed $\tau_R$.

These curves also enable us to determine under what circumstances dust makes a significant contribution to shielding the gas, a subject that has been discussed considerably in the literature (e.g., van Dishoeck & Black 1986; Draine & Bertoldi 1996). To evaluate the importance of dust, we consider how the molecular and atomic volumes change as $\sigma_d \to 0$. In terms of our parameters, this amounts to taking the limit as $\chi \to 0$ and $\tau_R \to 0$, but the ratio $\chi/\tau_R$ remains constant. Graphically, this is equivalent to sliding toward the lower right of Figure 6, along a trajectory that is close to a line of slope unity (although it is not precisely a line of slope unity because of the slight nonlinearity of the relationship between $\psi$ and $\chi$). In Figure 7, we plot the factor by which dust shielding changes the radius of the molecular zone or decreases the radial path length—whichever is larger—through the atomic zone. As the figure shows, dust shielding changes the radius of the molecular zone by a factor of $\sim 2$ only when $\psi$ is of order unity or larger, or when $\tau_R$ is very large, which is about what one might expect. Dust shielding can affect the size of the molecular region even if there is no dust-dominated zone, because we have allowed for dust absorptions even in the molecular shielding region. However, the effect is at most tens of percent. A larger change is possible only if the radiation field is intense enough to create a.
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**Figure 6.—** Contours showing the solution as a function of $\tau_R$ and $\psi$ for the structure of the PDR in the two-zone approximation. The values shown are $x_{H_2}$ (top left), $x_d$ or $\tau_R/\tau_{nd}$ (top right), $\tau_{H_1}$ (bottom left), and $x_{H_3}$ (bottom right). Hatched regions are those in which there is no primarily molecular part of the cloud. Dotted lines indicate the boundaries between the presence and absence of dust-dominated zones. In the top right panel, the contours above the dotted line indicate the value of $x_d$, while those below it show the value of $\tau_R/\tau_{nd}$; on the dotted line, both of these quantities are exactly 1.0. We caution that the contours for $x_{H_2} = 0.1$, $x_{H_3} = 0.3$, and $x_{H_3} = 0.1$ should be regarded as upper limits on $x_{H_2}$, not precise estimates; see the discussion in § 4.7.

**Figure 7.—** Contours showing the factor by which dust shielding changes the atomic or molecular volume at a given $(\tau_R, \psi)$. The quantity plotted is $\max \{x_{H_2}/x_{H_2, nd}, (1 - x_{H_2, nd})/(1 - x_{H_2})\}$, where the subscript "nd" indicates the value with no dust shielding in the limit, i.e., in the limit $\sigma_d \to 0$. The quantity plotted is therefore the fractional amount by which dust shielding increases the radius of the molecular zone or decreases the radial path length through the atomic zone, whichever is larger.
dust-dominated zone (i.e., $\psi \approx 1$) or if the cloud is so large (i.e., $\tau_R \gg 1$) that even weak dust shielding becomes significant because it attenuates the radiation exponentially rather than in a power-law fashion as molecules do.

We can deduce approximate analytic fitting formulae for $x_{\text{H}_2}$ by interpolating between the solutions for the limiting cases. The following fitting formulae are reasonably accurate and can be evaluated with no numerical iteration:

$$x_{\text{H}_2} \approx \begin{cases} \frac{\psi^4 x_\ell + (3\tau_R)^4 x_\ell}{\psi^4 + (3\tau_R)^4}, & \psi < 1, \\ \max(x_\ell, x_i), & 1 < \psi < \psi_b, \\ (x_\ell^{-3/2} + x_i^{-3/2})^{-2/3}, & \psi_b < \psi < 2, \\ (x_\ell^{-3} + x_i^{-3})^{-1/3}, & 2 < \psi < e^{\tau_b}, \\ 0, & e^{\tau_b} < \psi, \end{cases} \quad (59)$$

where $\psi_b = (1.4 + 2\tau_R)/(1.4 + \tau_R)$ is the approximate value of $\psi$ at the boundary between the existence and nonexistence of a zone of dust-dominated opacity,

$$x_\ell = \begin{cases} \left( \frac{\tau_R}{\sqrt{3}\psi} + \frac{2\sqrt{3}\tau_R}{5\psi^2} \right)^2, & \psi < 1, \\ \frac{1 - \frac{1}{4\tau_b} \left[ \ln \left( \frac{1 + 2\tau_b - 4\rho}{\psi} \right) \right]^2}{\frac{1536}{25\tau_b(\tau_b + 2)^3}}^{1/2}, & 1 < \psi < \psi_b, \quad (60) \\ e^{-\psi}, & \psi_b < \psi \end{cases}$$

is the approximate value of $x_{\text{H}_2}$ in the strong-radiation (for $\psi > 1$) or small-cloud (for $\psi < 1$) limits (note that we only evaluate $x_\ell$ when $\psi < e^{\tau_b}$), and

$$x_i = \begin{cases} \left( \max\left(1 - \frac{\psi}{4\tau_R}, 0\right) \right)^2, & \psi < \psi_b, \\ \frac{1 - \frac{1}{4\tau_b} \left[ \ln \left( \frac{1 + 2\tau_b - 4\rho}{\psi} \right) \right]^2}{\frac{1536}{25\tau_b(\tau_b + 2)^3}}^{1/2}, & \psi_b < \psi < 2, \\ \frac{1 - \left( \tau_d + \frac{\psi e^{-\tau_d}}{4 + 2\tau_R} \right)}{\tau_R}^2, & 2 < \psi \end{cases} \quad (61)$$

is the approximate value of $x_{\text{H}_2}$ in the large-cloud limit. Here, $\tau_d = R_2^{-1} \left( \frac{2}{\psi} \right) \approx 0.83 \ln(0.2\psi + 0.6) \quad (62)$

is the approximate optical depth to the dust-molecular opacity crossover in the large-cloud limit in the case where dust shielding is important, the quantity

$$\tau_b \approx 1.4 \frac{\psi - 1}{2 - \psi} \quad (63)$$

is the value of $\tau_R$ at the dust–no dust boundary for a given $\psi$, and for convenience we have used the approximation $E_2(x) \approx e^{-x}/(2 + x)$. Note that these approximations can fail if one is very near the dust–no dust boundary, because the approximation $\tau_d \approx 1.4(\psi - 1)/(2 - \psi)$ is insufficiently accurate; in this case, one may still use the approximate expressions by replacing $\tau_b$ with a more accurate value of $\tau_R$ on the dust–no dust boundary, computed as described in § 4.3.

Figure 8 shows the error in our analytic approximation as a function of $\tau_R$ and $\psi$, where we define the error as $|x_{\text{H}_2} - x_{\text{H}_2,\text{approx}}|/\max(x_{\text{H}_2}, 1 - x_{\text{H}_2})$, and where $x_{\text{H}_2}$ is the solution obtained by numerically solving the appropriate equations. As the plot shows, the fitting formulae are generally good to the ~10% level, which is as good as the two-zone approximation itself. The maximum error over the range $0.1 < \tau_R < 100$ and $0.1 < \psi < 100$ is 24%, and occurs near $\tau_R = 1.8$, $\psi = 1.9$.

We can also obtain an even simpler approximation formula if we specialize to the case where there is no or almost no dust-dominated zone and $x_{\text{H}_2} \geq 0.5$, which we will show in Paper II to be the most common case in nearby galaxies. Consider equation (44), which describes the surface flux for the case of no dust. The two terms on the left-hand side represent the contributions to the flux from rays that do and do not pass through the cloud, respectively. If the cloud has a significant molecular core (i.e., if $x_{\text{H}_2} \geq 0.5$), then only for a small range of angles do rays pass through the cloud but not strike the opaque molecular core, and thus the first term on the left-hand side is small in comparison to the second. For convenience, we define

$$\delta = \frac{1 - (1 - 2\mu_{\text{H}_2}\tau_R \delta) e^{2\mu_{\text{H}_2}\tau_R \delta}}{2\tau_R^2}, \quad (64)$$

which enables us to rewrite equation (44) as

$$x_{\text{H}_2}^3 = 1 - \frac{3\psi}{4\tau_R^2 (1 - \delta)} \approx 1 - \frac{3\psi}{4\tau_R^2} \left( \frac{1}{1 + \delta} \right), \quad (65)$$

where $\delta$ is a small, positive number. Now consider how $\delta$ varies with $\tau_R$. We show in § 4.4 that for either small or large $\tau_R$, to first order $\tau_R \propto \tau_R/\psi$. If we consider the series of expansion of $\delta$, this implies that $\delta$ approaches a constant at small $\tau_R$, and varies as $\psi^2/\tau_R^2$ for large $\tau_R$. To generate our approximation, we adopt an intermediate scaling

$$\delta \approx \frac{\psi}{\tau_R}, \quad (66)$$
where $a$ is a constant chosen to optimize the approximation. This gives

$$\chi_{HI} \approx 1 - \frac{3\psi}{4(\tau_R + a\psi)}.$$  \hfill (67)

For the choice $a = 0.2$, equation (67) agrees with the numerical solution to equations (33) and (37) or equations (43) and (44) to better than 15% whenever $\psi < 3$, and equation (67) gives $\chi_{HI} > 0.1$. A corresponding approximate formula for the optical depth through the atomic layer is

$$\tau_{HI} \approx \frac{\tau_R\psi}{4\tau_R - a'\psi},$$  \hfill (68)

where $a' = (3/2) - 4a$. For $a = 0.2$, this expression agrees with the numerical solution to better than 15% for $\psi < 3$ whenever equation (67) gives $\chi_{HI} > 0.1$.

### 4.6. Comparison to the One-dimensional Case

Now that we have solved the spherical case, we are in a position to compare to the case of a one-dimensional beam of radiation striking an infinite slab, often treated in the literature. This will allow us to determine when this approximation yields reasonably accurate results and when it gives significantly different results. Figure 9 shows a comparison between our solution with isotropic radiation and varying cloud sizes versus the most common approximation in the literature: an infinite cloud and a beam of radiation whose photon number density is half the free-space value. In the calculations for finite clouds and isotropic radiation, we end each curve at the value of $\psi$ for which the fully molecular region vanishes. For the beam-linear radiation and infinite-cloud case, we use the analytic solution described in § 3.1.

As the plot shows, when $\tau_R \ll \psi$, the one-dimensional slab approximation can produce estimates of the depth of the dust shielding layer significantly different from those of our higher dimensional approach. The difference becomes larger as we consider smaller clouds. For $\tau_R > 1$, the slab approximation generally underestimates the depth of the atomic layer by tens of percent, primarily because it neglects the photodissociation affected by nonradial rays. Even for a cloud that is infinitely large ($\tau_R = \infty$), this difference between an isotropic radiation field and a beamed one can be significant at moderate $\psi$, because even though there are no rays reaching a given position from the “back side” of the cloud ($\mu < 0$), when the radiation field is isotropic there are still nonradial rays that raise the photodissociation rate at a given position above what it would be in a purely beamed radiation field of lesser intensity.

For $\tau_R < 1$, the sign of the error depends on $\psi$. When the radiation field is weak, the slab approximation also underestimates the depth of the atomic layer for the same reason as it does when $\tau_R > 1$. When the radiation field becomes strong, however, the sign of the error reverses, although as we discuss in § 4.7, our fiducial model is of limited accuracy for small $\tau_R$ and large $\psi$.

Physically, clouds of a wide range of sizes and densities are of course present in the ISM. For the atomic envelopes of giant molecular clouds in the Milky Way, a typical density is $n \sim 30$ cm$^{-3}$, and a typical dust cross section is $10^{-21}$ cm$^2$, so that even 10 pc of path provides an optical depth of about 1. Since these envelopes are a few tens of pc in size, a typical envelope might have a $\tau_R$ of a few, in which case the slab treatment underestimates the true size of the envelope at the tens of percent level. In low-metallicity galaxies with low molecular fractions, however, the error is likely to be much worse, because $\tau_R$ will be significantly smaller.

### 4.7. Uncertainties in Spherical Geometry

We have shown that in the case of a one-dimensional beam of radiation impinging on a slab, the two-zone approximation is capable of determining the neutral hydrogen shielding column to better than ~50% accuracy. This characterizes the level of error imposed by most of our physical assumptions. However, in spherical geometry we have an additional uncertainty, imposed by the fact that we must assign an effective optical depth to rays that pass at arbitrary angles through the region where molecular shielding dominates, but where the gas is not yet fully molecular. In particular, rays from the “back side” of our cloud, those with $\mu < 0$, contribute to the energy density and flux throughout the cloud. Such rays are absent in the case of an infinite planar cloud, because rays with $\mu < 0$ pass through the fully molecular region and are therefore infinitely attenuated.

In this section, we seek to determine how much additional uncertainty is introduced into our calculations in spherical geometry by this complication. To do so, we note that in our treatment above we assume that the opacity in the molecular shielding region will be roughly equal to that at its surface, i.e., that it does not rise sharply until one is very close to the transition to fully molecular gas. This represents a minimum attenuation along $\mu < 0$ rays. To check the importance of that assumption, we consider an extreme assumption in the opposite direction: that all rays with $\mu < 0$ are infinitely attenuated.
unphysical, since if it were true, then the transition to the fully molecular region would occur as soon as self-shielding began to dominate over dust shielding. However, it provides a worst case with which we can compare our fiducial model as a way of characterizing our uncertainty. Since, as we shall see, the value of \( x_{\text{H}_2} \) that we obtain by making this assumption is always smaller than what we obtain for the fiducial case, we may regard the fiducial case as giving an upper limit on \( x_{\text{H}_2} \), and the case we calculate here as giving a lower limit.

If we take the intensity along rays with \( \mu < 0 \) to be zero, this is equivalent to replacing \( \eta_0(x_d, x_{\text{H}_2}; \tau_R) \) with \( \eta_0(x_d, x_d; \tau_R) \) in the equations derived in \( \S \) 4.1 and 4.2, and similarly for \( \eta_1 \). Doing this and simplifying gives

\[
\eta_0(x_d, x_d; \tau_R) = \frac{1}{\psi}, \tag{69}
\]

\[
\eta_1(x_d, x_d; \tau_R) = \frac{\tau_R x_d}{3 \psi} \left[ 1 - \left( \frac{x_{\text{H}_2}}{x_d} \right)^3 \right] \tag{70}
\]

for \( \psi > 2 \) (when dust shielding is significant) and

\[
x_{\text{H}_2} = \left( 1 - \frac{3\psi}{4\tau_R} \right)^{1/3} \tag{71}
\]

for \( \psi < 2 \) (when dust shielding is not significant). Note that in the case when dust shielding is negligible it is possible to solve the equations analytically, which we have done to obtain equation (71). It is immediately obvious from this equation that the fully molecular region vanishes in the region \( 4\tau_R/3 < \psi < 2 \).

We plot the solutions to equations (69)–(71) in the \((\tau_R, \psi)\) plane in Figure 10, and we show the difference between this solution and our fiducial one in Figure 11.

As the plots show, the difference between the two models is negligibly small over most of parameter space; there is a significant difference only in the region roughly bounded by the curves \( \psi \leq e^{x_H}, \psi \geq 4\tau_R/3, \) and \( \psi \leq 2 \). Alternatively, we can phrase these constraints in terms of values of \( x_{\text{H}_2}^3 \). This is particularly useful for \( \psi < 1 \), where the contours of both constant \( x_{\text{H}_2} \) and constant uncertainty are straight lines, corresponding to fixed \( \psi/\tau_R \). The 10%, 50%, and 100% uncertainty contours in \( x_{\text{H}_2}^3 \), shown in Figure 11 (right), correspond to values of \( x_{\text{H}_2}^3 = 0.47, 0.28, \) and 0.20, respectively, as computed using our fiducial model. Since we have already established that the two-zone approximation is uncertain at the tens of percent level, the geometric uncertainty is probably only dominant when \( \psi / \tau_R \) is less than about 1/4. If \( \psi \geq 1 \), the errors at a given value of \( x_{\text{H}_2}^3 \) are considerably smaller, so the geometric uncertainty is not important except for clouds with very small molecular fractions. At such molecular fractions, one should interpret our fiducial case as giving only an upper limit on the molecular content of a cloud.

The significant geometric uncertainty for such clouds is not surprising, since these clouds are near the limit of having no molecules at all. For them, any change in our physical assumptions that increases or reduces the amount of shielding by even a small amount produces a significant change in the results. Indeed, our fiducial calculation shows some unphysical behavior in this regime, in that we find that for \( \psi < 1 \), there is no finite value of \( \tau_R \) for which the fully molecular region vanishes and the cloud remains atomic throughout. This seems unlikely, given that for a chosen value of \( \psi \) and very large \( \tau_R \), the thickness of the atomic region approaches a finite value; one would expect that clouds much smaller than this should be atomic throughout, regardless of their shape. Indeed, under the assumption of infinite attenuation for backside rays that we make in this section, the molecular core always vanishes at some finite value of \( \tau_R \) for any finite \( \psi \).
Fortunately, as we discuss in § 4.8, for realistic parameters describing giant atomic-molecular complexes, we generally have $\psi \gtrsim 1$, $\tau_R \gtrsim 1$, and, as we show in § 4.8, $x_{H_2} \gtrsim 0.5$; in this part of parameter space, the uncertainty introduced by the $\mu < 0$ rays in spherical geometry is $\lesssim 10\%$.

### 4.8. Example Calculations

Here, we provide examples that illustrate the use of our analytic approximations for PDR structure. Since these calculations are intended to be illustrative rather than to analyze real situations (which we will discuss in Paper II), we choose parameters to yield examples that span the possible combinations of parameters without worrying how well they agree with observations. As a first case, consider a “typical” Milky Way cloud, with $\sigma_d = 1.1 \times 10^{-21}$ cm$^2$, $n = 30$ cm$^{-3}$, $R = 3 \times 10^{-17}$ cm$^3$ s$^{-1}$, and $cE_0 = 10^6$ cm$^{-2}$ s$^{-1}$. Note that we have used a value of $E_0$ somewhat larger than the solar neighborhood value because most molecular clouds are closer to the galactic center, where the radiation field is more intense. This combination of parameters gives $\chi = f_{\text{dust}} \sigma_d c E_0 / (nR) = 12.2$ and $\psi = \chi (2.5 + \chi) / (2.5 + \chi s) = 6.3$. Now consider a giant molecular cloud complex with a radius $R = 50$ pc, which gives $\tau_R = n \sigma_d R = 4.64$. Since $\psi > 2$, this cloud has a significant dust-shielding zone, and since $\psi < e^3$, it also has a fully molecular core, as we expect. Using the approximation equations (59)–(61) for this case, we find $\tau_d = 0.52$, $x_t = 0.74$, $x_s = 14.1$, and an approximate value of $x_{H_2} \approx 0.74$. Note that although $x_{H_2}$ is strictly less than unity, it is possible for $x_t$ to be larger than unity, because we only retained a finite number of terms in the series expansion used to generate it. However, due to the way $x_t$ and $x_s$ are combined, our approximate expression for $x_{H_2}$ is always less than unity. A numerical solution for these parameters gives $x_{H_2} = 0.70$. Such a cloud is $34\%$ molecular by volume, and is shielded by an atomic column that is $15$ pc deep and has a column density of $N_{H_1} = 1.4 \times 10^{21}$ cm$^{-2}$ from the edge of the cloud to the edge of the molecular zone.

Now consider moving this cloud to a point farther out in the Galaxy, where the ambient FUV radiation field is weaker, so that all cloud parameters remain the same, but now $cE_0 = 2 \times 10^7$ cm$^{-2}$ s$^{-1}$, a factor of $5$ below our previous value. In this case, we have the same $\tau_R$, but $\chi = 2.44$ and $\psi = 1.43$. For this $\tau_R$, we have $\psi_{H_2} = 1.40$ (slightly smaller than $\psi$), so this cloud just barely has a dust-dominated zone. Evaluating equations (59)–(61), we have $x_t = 0.87$ and $x_s = 95$, which gives an approximate value of $x_{H_2} \approx 0.87$; the numerical solution is $x_{H_2} = 0.92$. Thus, moving the cloud to this reduced-radiation environment raises the molecular volume fraction to $77\%$ and reduces the H$^+$ shielding column to a layer $4$ pc deep containing a column of $N_{H_1} = 3.7 \times 10^{20}$ cm$^{-2}$ hydrogen atoms. If the cloud were slightly denser, $n = 40$ cm$^{-3}$ instead of $30$, then $\tau_R$ would increase from $4.64$ to $6.18$, and $\psi$ would decrease from $1.43$ to $1.11$. Since $\psi_{H_2} = 1.82$ in this case, the cloud would be dominated by molecular absorption throughout. Evaluating the approximation equations gives $x_t = 0.95$, $x_s = 0.35$, and $x_{H_2} \approx 0.95$; the numerical solution is $x_{H_2} = 0.95$. Thus, the increase in density would slightly increase the molecular volume to $87\%$ and the column density through the shielding layer to $N_{H_1} = 5.2 \times 10^{20}$ cm$^{-2}$.

Finally, we consider a cloud in a low-pressure dwarf galaxy with a very low star formation rate, such that the cloud has lower density and metallicity than a Milky Way cloud ($n = 10$ cm$^{-3}$, $\sigma_d = 2.2 \times 10^{-22}$, and $R = 6 \times 10^{-17}$) and is exposed to a lower level of radiation ($cE_0 = 10^6$ cm$^{-2}$ s$^{-1}$). We keep the cloud radius unchanged. This cloud has $\tau_R = 0.31$ and $\psi = 0.29$, which from our approximate formulae gives $x_t = 0.77$, $x_s = 1.4$, and $x_{H_2} \approx 0.77$. The numerical solution is $x_{H_2} = 0.73$. This cloud would be $38\%$ molecular by volume, and would have a shielding layer of $N_{H_1} = 4.2 \times 10^{20}$ cm$^{-2}$, $14$ pc deep.

### 5. SUMMARY AND CONCLUSION

In this paper, we develop an approximate analytic solution to the problem of determining the size of the PDR that bounds a cloud of gas embedded in a dissociating background radiation field. This is a reasonable approximation to the problem of finding the location of the transition between the atomic envelope and the molecular core in a giant atomic-molecular cloud complex, such as those which contain the bulk of the molecular gas in the Milky Way.

We show that the location of the transition is determined by two dimensionless parameters. These are $\tau_R$, the dust optical depth through the cloud, and $\chi$, the ratio of the rate at which dissociating photons are absorbed by dust grains to the rate at which they are absorbed by H$_2$ molecules in the absence of any shielding. We may intuitively think of these parameters as characterizing the size of the cloud and the intensity of the radiation field to which it is subjected. Within this parameter space, we identify two critical curves that define the boundaries at which a fully molecular region in the cloud center appears and at which dust shielding begins to contribute significantly to the shielding of H$_2$ molecules. We develop the equations that determine the sizes of the molecular and atomic regions in this parameter space, and we provide an approximate analytic solution for them.
We find that for clouds with lower molecular content. Using this formalism, we and provide upper limits on the molecular content at this accuracy for clouds with lower molecular content. Using this formalism, we find that $\chi \sim 1$ for typical giant atomic-molecular complexes in the Milky Way, which indicates that dust shielding and self-shielding each make contributions of order unity to determining the location of the atomic-molecular transition.

Our work shows that the procedure of determining the structure of PDRs by treating them as semi-infinite slabs illuminated by unidirectional beams of dissociating radiation is a reasonable approximation for extremely opaque clouds, but that it fails badly for small clouds or weak-radiation fields, i.e., in cases where the transition from atomic to molecular is sufficiently far inside the cloud that the cloud’s curvature cannot reasonably be neglected. In such cases, the slab approximation can either overestimate or underestimate the size of the atomic layer by factors of order unity, depending on the particular parameters of the cloud and the ambient radiation field.

The development of an analytic model for the structure of the atomic envelopes of finite molecular clouds opens up the possibility of developing a more general theory of the atomic-to-molecular ratio in galaxies. In a galaxy, the mean interstellar radiation field and the conditions in the atomic portion of the ISM are determined by the star formation rate, which determines the abundance of young, hot stars. In turn, the star formation rate depends on the fraction of the ISM in that galaxy that is in molecular form and therefore available for star formation. At some level, therefore, star formation in galaxies must be a self-regulating process, with the formation and dissociation of molecular clouds representing one step in that regulation. Developing a simple model for how the molecular fraction in a cloud is determined by its properties and those of the ambient radiation field represents a step toward a complete theory of the star formation rate. In future work, we plan to develop this theory further by applying the model demonstrated here to molecular clouds in galaxies.
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APPENDIX A

EVALUATION OF $\eta_0$ AND $\eta_1$

Here, we evaluate the two functions

$$\eta_0(x_d, x_{H_2}; \tau_R) = \frac{1}{2} \int_{\mu_{H_2}}^{1} d\mu \exp(-\tau_R \xi), \quad (A1)$$

$$\eta_1(x_d, x_{H_2}; \tau_R) = \frac{1}{2} \int_{\mu_{H_2}}^{1} d\mu \mu \exp(-\tau_R \xi). \quad (A2)$$

To evaluate the integrals, we change the variable of integration from $\mu$ to $\xi$. Using the definition of $\xi$ (eq. [29]), we find that

$$\mu = \frac{(1-x_d)(1+x_d) - \xi^2}{2x_d \xi} \quad (A3)$$

and

$$\frac{d\mu}{d\xi} = -\frac{(1-x_d)(1+x_d) + \xi^2}{2x_d \xi^2}. \quad (A4)$$

Making the change of variable, we find that

$$\eta_0(x_d, x_{H_2}; \tau_R) = -\frac{1}{4x_d} \left[ \int_{\xi_{H_2}}^{1-x_d} d\xi \exp(-\xi \tau_R) + (1-x_d)(1+x_d) \int_{\xi_{H_2}}^{1-x_d} d\xi \xi^{-2} \exp(-\xi \tau_R) \right], \quad (A5)$$

$$\eta_1(x_d, x_{H_2}; \tau_R) = \frac{1}{8x_d} \left[ \int_{\xi_{H_2}}^{1-x_d} d\xi \xi \exp(-\xi \tau_R) - (1-x_d)^2(1+x_d)^2 \int_{\xi_{H_2}}^{1-x_d} d\xi \xi^{-3} \exp(-\xi \tau_R) \right], \quad (A6)$$

where

$$\xi_{H_2} \equiv \xi(x_d, \mu_{H_2}) = \sqrt{1-x_d^2 + x_d^2 \mu_{H_2}^2 - x_d \mu_{H_2}}. \quad (A7)$$
Of these integrals, the first one for \( \eta_0 \) may be evaluated directly, while the first one for \( \eta_1 \) may be evaluated by parts. The second integral on each line may be evaluated via the identity

\[
\int_{a_0}^{a_1} dx x^n e^{-ax} = \int_{a_0}^\infty dx x^n e^{-ax} - \int_{a_1}^\infty dx x^n e^{-ax}
\]

\[
= x_0^{-n} \int_{1}^{\infty} du u^{-n} e^{-a_0 u} - x_1^{-n} \int_{1}^{\infty} dv v^{-n} e^{-a_1 v}.
\]

where \( x_0, x_1 \) are the limits of the integral.

\[
= x_0^{-n} e^{-a_0 x_0} - x_1^{-n} e^{-a_1 x_1}.
\]

where in the second step we make the change of variables \( u = x/x_0 \) and \( v = x/x_1 \), and \( E_n(x) \) is the exponential integral function of order \( n \) defined by \( E_n(x) = \int_{1}^{\infty} t^{-n} e^{-tx} dt \). Using this identity gives

\[
\eta_0(x_d, x_{H_I}; \tau_R) = \frac{1}{4x_d} \left\{ \frac{e^{-x_d \tau_R} - e^{-\zeta_{H_I} \tau_R}}{\tau_R} + (1 + x_d) \left[ E_2(y_d \tau_R) - \frac{y_d}{\zeta_{H_I}} E_2(\zeta_{H_I} \tau_R) \right] \right\},
\]

\[
\eta_1(x_d, x_{H_I}; \tau_R) = \frac{1}{8x_d^2} \left\{ \left( 1 + \frac{\zeta_{H_I} \tau_R}{\zeta_{H_I} \tau_R} \right) e^{-\zeta_{H_I} \tau_R} - (1 + y_d \tau_R) e^{-y_d \tau_R} \right\} + (1 + x_d)^2 \left[ E_3(y_d \tau_R) - \frac{y_d^2}{\zeta_{H_I}} E_3(\zeta_{H_I} \tau_R) \right],
\]

where \( y_d \equiv 1 - x_d \). Note that exponential integrals obey the recurrence relation \( nE_{n+1}(x) = e^{-x} - xE_n(x) \), so alternatively we could have written these in terms of \( E_1(x) \) or the classical exponential integral \( EI(x) = -E_1(-x) \).

**APPENDIX B**

**SOLUTION BY SERIES EXPANSION IN THE STRONG-RADIATION LIMIT**

Here, we solve equations (33) and (37) in the strong-radiation limit, i.e., \( x_{H_I} \ll 1, \ x_d \ll 1, \) and \( \mu_{H_I} + 1 \ll 1 \), by means of series expansion. Let \( \beta = x_d/\tau_R \) and \( \gamma = 1 + \mu_{H_I} \). Then we have

\[
e^{-\gamma \xi} = e^{-\tau} \left[ 1 + \mu\beta + \left( \frac{1}{2\tau_R} + \frac{\tau_R + 1}{2\tau_R} \mu^2 \right) \beta^2 + \left( \frac{1}{2\tau_R} \mu + \frac{\tau_R - 3}{6\tau_R} \mu^3 \right) \beta^3 + O(\beta^4) \right].
\]

Note that we have retained terms out to order \( \beta^3 \). We shall see below that this is required for a consistent solution. Using this expansion in the integrals

\[
\eta_0(x_d, x_{H_I}; \tau_R) = \frac{1}{2} \int_{\gamma-1}^{1} d\mu \ e^{-\gamma \xi},
\]

\[
\eta_1(x_d, x_{H_I}; \tau_R) = \frac{1}{2} \int_{\gamma-1}^{1} d\mu \ \mu e^{\gamma \xi},
\]

and expanding in powers of \( \gamma \), we find

\[
\eta_0(x_d, x_{H_I}; \tau_R) = \frac{e^{-\gamma \tau}}{2} \left[ 2 - \gamma + \gamma \beta + \frac{\tau_R + 2}{3\tau_R} \beta^2 + O(\beta^4) + O(\gamma^2) \right],
\]

\[
\eta_1(x_d, x_{H_I}; \tau_R) = \frac{e^{-\gamma \tau}}{2} \left[ \frac{2}{3} \beta + \gamma - \gamma \beta + \frac{\tau_R + 2}{15} \beta^3 + O(\beta^4) + O(\gamma^2) \right].
\]

If we similarly expand the right-hand sides of equations (33) and (37) in powers of \( \beta \) and \( \gamma \), we obtain the two equations

\[
\frac{e^{-\gamma \tau}}{2} \left[ 2 - \gamma + \gamma \beta + \frac{\tau_R + 2}{3\tau_R} \beta^2 \right] = \frac{1}{\psi} + O(\beta^4) + O(\gamma^2) + O(\gamma^2),
\]

\[
\frac{e^{-\gamma \tau}}{2} \left[ \frac{2}{3} \beta + \gamma - \gamma \beta + \frac{\tau_R + 2}{15} \beta^3 \right] = \frac{\beta}{3\psi} + O(\beta^4) + O(\gamma^2) + O(\gamma^2).
\]

If we combine these two equations by eliminating the common factor \( e^{\gamma \tau}/\psi \), we obtain an equation for the relationship between \( \beta \) and \( \gamma \):

\[
-\frac{\gamma}{2} + \frac{\gamma \beta}{2} + \frac{\tau_R + 2}{6\tau_R} \beta^2 = \left( \frac{\gamma}{\beta} \right) + \frac{3}{2} \gamma + \frac{\tau_R + 2}{10\tau_R} \beta^2 + O(\beta^4) + O(\gamma^2) + O(\gamma^2).
\]
The only way for this equation to have a consistent solution in which the orders on both sides balance is if $\gamma$ is of order $\beta^3$. In this case, the leading order on both sides is $\beta^2$ (an order we retained only by performing the expansion in eq. [B1] to order $\beta^3$), and balancing the leading-order terms gives

$$\gamma = \frac{2\tau_R + 4}{45\tau_R} \beta^3.$$  \hspace{1cm} (B9)

Since we now know the order of all terms, we can solve equation (B6) to leading order to obtain

$$x_d = \frac{\beta}{\tau_R} = \left[ \frac{6}{\tau_R(\tau_R + 2)} \left( \frac{e^{\gamma / \psi}}{\psi} - 1 \right) \right]^{1/2}.$$  \hspace{1cm} (B10)

Similarly, we know that

$$\left( \frac{x_{H_2}}{x_d} \right)^2 = 1 - \mu_{H_2}^2 = 2\gamma + O(\gamma^2).$$  \hspace{1cm} (B11)

Substituting equation (B9) for $\gamma$ and equation (B10) for $x_d$ and rearranging, we obtain to leading order

$$x_{H_2} = \left[ \frac{1536}{25\tau_R(\tau_R + 2)} \right]^{1/4} \left( \frac{e^{\gamma / \psi}}{\psi} - 1 \right)^{5/4}.$$  \hspace{1cm} (B12)

### APPENDIX C

**SOLUTION BY SERIES EXPANSION IN THE LARGE- AND SMALL-CLOUD LIMITS**

Here we solve equations (43) and (44) by series expansion in the limits $\tau_R \to 0$ and $\tau_R \to \infty$. We approach this problem by defining $\beta = \tau_R/\tau_R$, so that with some rearrangement the equations are

$$1 - e^{2\beta_{H_2}^2 \tau_R} + 2\beta_{H_2} \tau_R - \frac{4}{\psi} \tau_R = 0, \quad \hspace{1cm} (C1)$$

$$\left(1 - 2\beta_{H_2} \tau_R\right) e^{2\beta_{H_2}^2 \tau_R} - 1 + 2\beta^2 \tau_R^2 - \frac{8}{3\psi} \beta^2 \tau_R^3 \left[1 - (1 - \mu_{H_2}^2)^{3/2}\right] = 0. \quad \hspace{1cm} (C2)$$

For the case $\tau_R \to 0$, we then let

$$\beta = \beta_0 + \beta_1 \tau_R + \beta_2 \tau_R^2 + \ldots, \quad \hspace{1cm} (C3)$$

$$\mu_{H_2} = \mu_0 + \mu_1 \tau_R + \mu_2 \tau_R^2 + \ldots. \quad \hspace{1cm} (C4)$$

Expanding equations (C1) and (C2) to leading order in $\tau_R$ and rearranging gives

$$2\beta_0 (1 - \mu_0) - \frac{4}{\psi} = 0, \quad \hspace{1cm} (C5)$$

$$2\beta_0^2 (1 - \mu_0^2) = 0, \quad \hspace{1cm} (C6)$$

which has the solution $\mu_0 = -1, \beta_0 = 1/\psi$. Using these values and continuing the expansion to the next order, we obtain

$$-2\beta_1 + \frac{1 + \mu_1 \psi}{\psi^2} = 0, \quad \hspace{1cm} (C7)$$

$$\frac{4\mu_1}{\psi^2} = 0, \quad \hspace{1cm} (C8)$$

so $\mu_1 = 0$ and $\beta_1 = 1/(2\psi^2)$. Continuing to one more order, we have

$$4\beta_2 - \frac{2 + 6\beta_2 \psi^2}{3\psi^3} = 0, \quad \hspace{1cm} (C9)$$

$$-1 + 6\mu_2 \psi^2 = 0, \quad \hspace{1cm} (C10)$$
so \( \mu_2 = 1/(6\psi^2) \) and \( \beta_2 = 1/(4\psi^3) \). It improves the accuracy of the approximation for \( x_{H_2} \) significantly at small \( \psi \) to include one more order, so we do so:

\[
4\beta_3 + \frac{1}{3\psi^4} - \frac{2}{\psi} \mu_3 = 0,
\]

\[
\frac{4}{\psi^2} \mu_3 - \frac{8}{5\psi^5} = 0,
\]

giving \( \mu_3 = 2/(5\psi^3) \) and \( \beta_3 = 7/(60\psi^4) \). Therefore, to order \( \tau_R^4 \) we have

\[
\frac{\tau_e}{\tau_R} = \frac{1}{\psi} + \frac{\tau_R}{2\psi^2} + \frac{\tau_R^2}{4\psi^3} + \frac{7\tau_R^3}{60\psi^4},
\]

\[
\mu_{H_2} = -1 + \frac{\tau_R^2}{6\psi^2} + \frac{2\tau_R^3}{5\psi^3},
\]

\[
x_{H_2} = \sqrt{1 - \mu_{H_2}^2} = \frac{\tau_R}{\sqrt{3}} + \frac{2\sqrt{3}\tau_R^2}{5\psi^2}.
\]

For the case \( \tau_R \to \infty \), we let

\[
\beta = \beta_0 + \beta_{-1/2}\tau_{-1/2} + \beta_{-1}\tau_{-1} + \ldots,
\]

\[
\mu_{H_2} = \mu_0 + \mu_{-1/2}\tau_{-1/2} + \mu_{-1}\tau_{-1} + \ldots,
\]

and if we expand equations (C1) and (C2) in powers of \( \tau_R^{-1} \), then the leading-order equations are

\[
2\beta_0 - \frac{4}{\psi} = 0,
\]

\[
-\frac{8}{3\psi} \left[ 1 - (1 - \mu_0^2)^{3/2} \right] = 0.
\]

Therefore, \( \beta_0 = 2/\psi \) and \( \mu_0 = 0 \). Continuing the expansion to the next order,

\[
2\beta_{-1/2} = 0,
\]

\[
-\frac{16}{\psi^2} \mu_{-1/2}^2 + \frac{8}{\psi^3} = 0,
\]

so \( \beta_{-1/2} = 0 \) and \( \mu_{-1/2} = -\sqrt{\psi/2} \). Continuing one more order,

\[
1 + 2\beta_{-1} = 0,
\]

\[
\frac{16\sqrt{2}}{\psi^5/2} \mu_{-1} = 0,
\]

so \( \beta_{-1} = -1/2 \) and \( \mu_{-1} = 0 \). Thus, to order \( \tau_R^{-1} \) in the limit \( \tau_R \to \infty \), we have

\[
\frac{\tau_e}{\tau_R} = \frac{2}{\psi},
\]

\[
\mu_{H_2} = -\sqrt{2\tau_R}.
\]

\[
x_{H_2} = 1 - \frac{\psi}{4\tau_R}.
\]
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