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Abstract

We outline emerging opportunities and challenges to enhance the utility of AI for scientific discovery. The distinct goals of AI for industry versus the goals of AI for science create tension between identifying patterns in data versus discovering patterns in the world from data. If we address the fundamental challenges associated with “bridging the gap” between domain-driven scientific models and data-driven AI learning machines, then we expect that these AI models can transform hypothesis generation, scientific discovery, and the scientific process itself.

1 Introduction

Today, in science and engineering, the means by which we obtain hypotheses and models is taken for granted: it is human intuition—informed and constrained by data and deep domain knowledge. In contrast, in Machine Learning (ML) and Artificial Intelligence (AI), one uses learning machines, e.g., Support Vector Machines, Deep Neural Networks, and other related data-driven AI models. These methods enable astounding predictive performance in a relatively domain-agnostic manner in computer vision, natural language processing, and certain related areas. Despite these remarkable predictive successes and its increasing impact on science, AI has not yet had the kind of transformative impact on science that it has had on society more generally. More generally, we have seen AI alter the fabric of society, with the creation of new industries, markets, and business models, leading to seismic shifts in our democracy and the democratic process itself. Not all of these changes are necessarily welcome, but they are profound. They are indicative of the arrival of a technology as momentous as calculus, the steam engine, statistics, and the electronic computer. The question before us is “Will science be as changed and as unrecognizable after the widespread integration of AI as it was after the arrival and adoption of the electronic computer?” We believe so. Our goal here is to outline some of the fundamental challenges in AI research that are needed to accelerate this transformation.

There have been and will continue to be predictive successes for AI in science: in biology, AI algorithms are used to predict biomolecular structures and to guide the bioengineering process; in materials science, we are beginning to see benefit from AI-designed materials; in climate science, AI is used to reduce uncertainty in the prediction of future climate scenarios; in cosmology, AI is used to conduct simulations of unprecedented scale of the early universe; in neuroscience, AI is critical to processing massive volumes of anatomical connectomics data; and AI is increasingly used for challenges such as drug design and the management of cultivated ecosystems in precision agriculture. More interestingly, decision-support utilities and self-driving labs—wherein hypotheses are formulated, tested, and refined by AI agents—may herald a coming revolution. The most important feature of the self-driving lab paradigm is not the acceleration of the tedious processes of discovery. It is the translation of insights obtained from data by an AI model into scientifically interpretable hypotheses that can be tested—and ultimately understood. These nascent systems aim to do more than predict what will happen, they attempt to offer insight into how or why.

The disproportionate impact of AI on society versus AI on science stems, in large part, from differences between goals in science—which typically aim to understand natural or engineered phenomena and processes in the world—and goals in industry—which typically aim to solve specific problems and achieve positive return-on-business-investment. These differences lead to different guiding theories and practices, different questions being asked of AI models, differences in whether AI models are treated in a black-box or white-box manner, and differences in whether AI models are simply “reproducing the phenomena” or whether they are capturing properties of the world. As a result of this, many AI methods develop by industry predict what will happen, but they offer little insight into how or why. Obtaining this insight is the goal of science. The gap between understanding what happens and understanding how and why it happens is a major impediment to realizing the full potential of AI in many scientific domains. To deliver on the promise of AI for science, we need a science of AI: we must develop methods to extract novel, testable hypotheses directly from data-driven AI models. These AI-enabled hypotheses can then be tested in the same way that any other scientific hypothesis is tested.

In this overview, we outline emerging opportunities and challenges to enhance the utility of AI for scientific discovery. The distinct goals of AI for industry versus the goals of AI for science create tension.

---

1 We frame much of our discussion in terms of AI, but it could equivalently be framed in terms of ML, as there is little consensus on the terms and domain boundaries in this area.
between identifying patterns in data versus discovering patterns in the world from data. If we address the fundamental challenges associated with “bridging the gap” between domain-driven scientific models and data-driven AI learning machines, then we expect that these AI models can transform hypothesis generation, scientific discovery, and the scientific process itself.

2 Scientific first-principles models and data-driven statistical or AI models

In science, we aim to understand the world. Thus, given the increasing importance of AI models in the scientific process, we begin with a question:

What does it mean to “understand” a model or to “obtain understanding from” a model—AI or otherwise?

The answer to this question depends on who we ask and how they were trained.

For many data scientists and ML practitioners, “understanding” can only be given meaning in terms of the ability of a model to make high-quality predictions on unseen data. In this case, there is a methodology that AI model developers typically adopt: split the data into two (or three, if a validation set is used) groups; train on the first group; measure performance on the second group; adjust model architecture and hyperparameter values in light of the results; and iterate [19, 84, 45]. This type of approach—which tries to obtain high-quality prediction on the data that have been generated, but which typically does not engage in counterfactual reasoning about that data—is the primary means by which AI models are developed, trained, and deployed in many of the most high-profile industrial applications.

Statisticians and statistical data scientists and practicing domain scientists, however, tend to have somewhat different views. Statisticians rarely, if ever, think of statistical models or AI models (e.g., Support Vector Machines, Random forests, Boosted Ensembles, and Deep Neural Networks) as representing first-principles, in the sense usually attributed by practicing domain scientists to scientific models. George Box famously summarized this way of thinking when he said “All models are wrong, but some are useful” [22], which Bickel and Doksum heralded as the “guiding principle of modern statistics” [16]. Practicing domain scientists, however, would say that Newtonian mechanics is “wrong” in a very different way than Ptolemaic and Copernican mechanics were “wrong.” The latter involved fitting epicycles, and is regarded as a canonical example of “curve fitting,” which in its time yielded excellent predictions, but little understanding of why the world functions as it does. Newtonian mechanics involved a minimum of assumptions and a large body of falsifiable predictions, and has been shown to remain valid well beyond its original domain of applicability. It is regarded as a canonical example of a first-principles scientific model, grounded in a few deep principles, inductively arrived at from data, from which deep understanding about the world is obtained.

For statisticians, understanding arises from the interrogation of fitted models, i.e., not simply evaluating models by the quality of their predictions on training/testing data, but by examining the models themselves—both for understanding the models themselves, and for understanding the world that those models are modeling. This interrogation typically (but not necessarily, as we discuss below) involves hypothetical or counterfactual reasoning applied to data representations, i.e., to models themselves and not just to model outputs, and it provides a way to discern when a statistical model is not appropriate to use. This interrogation also often points toward hypotheses about mechanisms—mechanisms which, by their nature, also may well remain valid well beyond the data used for their discovery. Statistical interrogation techniques include inference, hypothesis testing, uncertainty quantification, and the derivation of confidence regions—all foundational procedures throughout data science. For example, to assess the impacts of parameters or covariates in linear models, we often make use of confidence regions, Bayes factors, p-values, q-values, and measures of effect size. We are not advocating for or against these measures, and there are important subtleties in their use that are often ignored in practice. We are simply pointing to their existence and, for better or for worse, the practical purposes they serve in scientific research, as it is practiced today. In more complex statistical models, non-parametric approaches such as permutation tests, stability analysis, and other measures serve similar roles [120, 121, 23, 55]. Importantly, each interrogation method used to obtain such understanding from a fitted model is dependent on the ability to go beyond model predictions, to access directly and to reason quantitatively about the data representation constructed during model fitting.
Figure 1: Overview of cumulative improvement of tools and technologies. Top: the cycle of scientific discovery—where statistical methods and/or counterfactual reasoning and hypothesis testing are used to refine hypotheses and, ultimately, yield understanding and knowledge. Bottom: the timelines of innovation in scientific and statistical tools for hypothesis discovery and refinement. Change-points in our capacity for understanding the world are highlighted, from top to bottom and left to right: the innovation of calculus that led to the (inexpensive) computability of celestial mechanics; the arrival of electronic computers and associated numerical methods that led to modeling complex and realistic scientific systems; and, most recently, new data generation instruments and associated advanced computation that have resulted in the aggregation of data on transformative scales. In parallel with these foundational advancements in the scientific method, we have advancements in statistics (rightmost column)—new tools for modeling the processes by which we can learn about the world. The dawn of statistical reasoning formalized the process of hypothesis testing, and it provided a language with which to discuss confidence, uncertainty, and measures of association. Computers enabled the modeling of far more complex processes with statistical rigor—nonparametric statistics gave rise to powerful ML methods, such as Random Forests. Now, in the era of vast datasets, data-driven AI technologies (bottom right), first designed in the previous century, enable the modeling of systems of previously intractable complexity. The challenge before us concerns the extent to which these data-driven AI technologies can co-mingle with statistical reasoning to transform the scientific method as thoroughly and completely as did calculus and the electronic computer.
For practicing domain scientists, understanding also arises from the interrogation of fitted models, albeit in a somewhat different way. The scientific method provides a well-established approach for humans to learn from data: observe the world by collecting data, form hypotheses and make falsifiable predictions, test these predictions by collecting new data via controlled experiments, and iterate. This approach, as well as related scientific methods applied to observational data, also provides a way to know when a scientific model is not a reliable phenomenological representation. Throughout the years, decades, and centuries, many different tools—analytical, computational, and data-driven—have been and continue to be used to aid this process. Figure 1 provides an overview. Within the last few centuries, analytical theory and other mathematical tools have been used to provide clarity and precision. Within the last few decades, computational tools have become available to extend dramatically the capabilities of pencil-and-paper human “computers” to work with more complex and realistic models. Within the last few years, data-driven tools themselves are increasingly used as integral components of the process of scientific discovery. Regardless of whether analytical, computational, or data-driven tools dominate the discussion, to obtain scientific insight, these tools must be used within the context of the scientific method to formulate and evaluate testable hypotheses with controlled experiments. This methodology is very mature for analytical theory and computational techniques [6], but it is much less developed when it comes to using data-driven AI models to obtain scientific insight.

In both cases, statistical data science and domain science, obtaining understanding about the world from a model requires going beyond making high-quality predictions on unseen data to asking counterfactual statistical questions and/or making and evaluating falsifiable predictions. In the same way that traditional statistical models can be analyzed during the process of inference (deciding which model features are likely to be significant and estimating parameter values) or uncertainty quantification (measuring trust in learned effect sizes), we look to future state-of-the-art AI models for the same capabilities. Statisticians often begin this process by attempting to describe a “minimal model” that explains a system’s behavior in terms of as small a collection of parameters as possible (under some regularized objective, e.g., via the Lasso, Bayes Information Criterion, etc.). Seeking such a minimal model can produce hypotheses that relate tractable collections of parameters to outcomes—and the twin processes of inference and uncertainty quantification can be used to rank or prioritize those hypotheses for subsequent experimentation as part of the cycle of scientific discovery. The property of minimality is at the core of first-principle models: it aims to describe system behavior in terms of testable mechanisms and nothing else. Accurate mechanistic or physical models are intrinsically minimal—they include only the parameters that modulate system behavior: the principles from which \( F = ma \) can be derived contain no extraneous or redundant information or parameters.

While there are important differences between recently popular AI methods and traditional statistical methods, popular AI learning machines share far more in common with traditional statistical models than with first-principles models from domain science [88, 123]. This is in large part because of disparate scientific versus industry applications of state-of-the-art AI and with the differing goals of science versus industry; see Figure 2 for an overview. This creates a challenge for domain scientists—e.g., biologists, chemists, physicists—who want to extract knowledge from AI models that have been fit to data from that scientific domain. How then can AI models be extended to incorporate the same kinds of interrogation that drives hypothesis discovery and guides hypothesis testing and experimental design in domain sciences? To answer this question, we begin with a discussion to build some common vocabulary across disciplines.

### 3 Generalization versus extrapolation

Achieving scientific understanding from data-driven AI models embedded in a scientific workflow requires access to data and data representations in order to discover patterns—not just in the data, but ultimately in the world. This consists of at least two components:

1. The capacity to learn models from data that lead to testable hypotheses—potentially about data that are very different than the original data used to train the models.

2. The capacity to recognize and learn from “interesting” outliers—which might simply be errors or which might be the harbinger of new science.
Figure 2: Scientific versus industry applications of state-of-the-art AI. Both involve data collection and model fitting, but the intended use of those data-driven AI models is fundamentally different: scientific models aim to enable understanding of the world; while industry models must perform well for industry goals. How these models iteratively interact with data is also very different: the use of scientific models leads to new hypotheses, which leads to new experiments, which leads to new data; while the use of industry models leads to products that generate more data, which in turn leads to the development of models that are more performant, which leads to more data. Much of the recent innovation in state-of-the-art AI methodology has been driven by industry goals.
Importantly, while both components are central to the scientific method, neither is a priority *per se* for current-generation AI algorithms, which have developed principally outside the realm of science, in internet, social media, and related areas of industry.\(^2\) For example, AI models are used in industry to build deployable systems, e.g., an image classification system or a text sentiment analysis system or an ad placement system, but those systems are not probed, as a matter of course, to formulate and test hypotheses about why the AI system works, or which patterns it has learned. An AI model in the context of these industrial applications is useful if it performs well and if it can be integrated into an automated system that leads to a competitive advantage (e.g., as measured by profit-based metrics).

Similarly, there are always outliers, but in industry outliers in the data are usually not of interest in and of themselves. They typically represent data to be cleaned or risks to be hedged, e.g., to avoid poor system performance or to avoid bad publicity. In contrast, in science such outliers may constitute the first hint of unanticipated observations and new scientific insights, e.g., that a theory is in some way insufficient or overreaching and should be reconsidered. For instance, deviations in Newtonian predictions has led to insights about the world: deviations in the orbit of Uranus led to the discovery of Neptune; and deviations in the orbit of Mercury let to the confirmation of general relativity. The treatment of outliers, and what we attempt to learn from them, differs fundamentally between many industrial applications and typical scientific use cases.

Scientists expect a good model—both first-principles models as well as phenomenological or semi-empirical models built upon first-principles models—to be applicable well outside the narrow domain of the data used for model construction and fitting. In science, this notion is known as extrapolation. In AI research, this often corresponds to what is called transfer learning.\(^1\) This notion is critically different than (even if it is colloquially similar to) the more narrow notion of generalization\(^5\) (which is central to ML theory underlying AI methods). Figure\(^4\) illustrates this difference.

Generalization is a key theoretical concept that drives the development of AI models\(^1\)\(^9\)\(^84\). Generalization accuracy is usually assessed by splitting a given data set into two or more pieces, e.g., a training set and a testing set; and training an AI model on one half and testing or evaluating (with precision, recall, etc.) that model on the other half. Thus, model fitting consists of optimizing performance on data that are the “same” (in expectation, or on average, i.e., up to the training-testing split) as the data on which the model was fitted. How an AI model performs on a very “different” dataset, or how it performs on data that could have been generated but were not, does not enter into either the construction or the evaluation of the model.

Extrapolation is a very different notion. The assessment of a model’s capacity for extrapolation requires the use of counterfactual reasoning, e.g., statistical hypothesis testing or controlled scientific experiments, to make claims about data that were not, or could not, be collected. Essentially, the difference between generalization and extrapolation concerns whether AI models are discovering patterns within the data, or discovering patterns from the data that extrapolate to the world, and then to new data generated from different scenarios. The example of Copernican mechanics versus Newtonian mechanics is apt here: both fitted models are capable of performing well, but fitted epicycles failed spectacularly when new data were generated (unless still more and more epicycles were added), whereas the principles of Newtonian mechanics extrapolated broadly—far beyond the domain in which they were discovered.

In the current absence of a statistical or scientific methodology to evaluate, validate, and understand AI models, these models—when applied outside the narrow domain of the dataset on which they were trained, which is the typical use case—may extrapolate well, but they may extrapolate very poorly. There is no guarantee either way, and there is little practical theory to guide users of these models. Alternately, they may also be brittle and lack robustness, leading to serious and even catastrophic errors. This has long been known, e.g., in robust statistics and in many domain sciences, but it has received renewed attention recently even within AI research. For example, this lack of robustness lies at the root of the existence of adversarial attacks on fitted AI models\(^7\), where one can construct imperceptible (to the human) perturbations of natural images that are classified completely differently, and other forms of adversarial AI\(^4\)\(^1\). For industrial AI, this lack of robustness is a major practical concern. For scientific AI, this matters even more, as AI models increasingly act as the lens through which we view data. A lack of robustness affects the veracity and scope of conclusions we draw from models about the world.

\(^2\)By “industry,” we tend to mean internet, social media, and related industries that have driven much of the recent developments in AI methods. Certainly, other industries are increasingly using AI methods. We expect that the approaches we advocate will be particularly relevant for them.
Figure 3: Generalization versus extrapolation. Given a model trained on a subset or subpopulation of a larger set or total population, how that model performs can be characterized in at least two ways: generalization and extrapolation. Generalization (top right) refers to the model’s ability to perform well on data that are equivalent (up to random training-testing splits) to the data on which it was trained. Extrapolation (bottom right) refers to the model’s ability to perform well on data that are fundamentally different than the data on which it was trained (e.g., data from different subpopulations than the training set). The minimization of “generalization error” is the standard by which the predictive accuracy of AI algorithms is often (i.e., almost always) judged, and it is achieved through fitting methodologies (e.g., gradient ascent, bagging, cross validation) that help the model learn properties of the training data. Extrapolation, the transferability of a model to data that is fundamentally different than that on which it was trained, is achieved through scientific counterfactual methodologies, which help the model to learn properties of the world.
4 Explainability versus interpretability

Visually compelling examples of these issues have been highlighted recently by the “explainable AI” community, or XAI as DARPA has coined the term [101], which has focused on a few key areas: saliency maps [3]; relevance attribution [82, 108]; filter selection and compression [2], etc. These methods identify and rank regions of the data (by highlighting pixels, usually in images or video segments in computer vision use cases) that have a large impact on the model’s final decision. Related methods that have been proposed to advance the application of AI models in science include “Intensive PCA” [90], which maps input-output relationships in Neural Networks to an explorable space, akin to PCA, and Uniform Manifold Approximation and Projection (UMAP) [80], which has been used to extract structures between inputs and outputs of Neural Networks [29]. As with other methods of regression diagnostics [30], these methods can be useful: they may aid in exploratory data analysis; and they may reduce the workload of the human in the loop [96], e.g., when examining many radiological images or a huge number of astronomical images. However, these methods are developed by determining properties of the data responsible for good prediction accuracy, e.g., pixels with large gradient values during the training process—not via scientific or statistical counterfactual analysis. Thus, the “explanation” is fundamentally about the model and the internal mechanics of the model, and not about the world and properties of the world that generated the data.

Said another way, a key difference between AI for science and AI for industry, as outlined in Figure 2, has to do with “explainability” of AI models versus “interpretability” of AI models. These two terms are often used interchangeably and inconsistently. More important than the specific terms is the underlying concepts they try to capture. While superficially similar, the underlying concepts are fundamentally very different. The difference lies in the distinction between identifying patterns in the data/model (hence, ML-style generalization) versus discovering patterns in the world from data/model (hence, scientific extrapolation, or ML-style transfer learning). Explainability, as with XAI more generally, concerns how well the internal mechanics of a specific AI model can be explained in human terms, i.e., how an AI model works. Interpretability concerns how well properties of the world, e.g., cause and effect, can be observed and discovered and understood, when using that AI model as a lens on the the natural or artificial system that generated that data, i.e., why an AI model works, in terms of properties of the world. Much of the work that is branded as “explainable AI” does not—and fundamentally cannot—provide this latter sort of description, except incidentally. Hence, explainability in itself is insufficient. To endow a model with both explainability and interpretability, as is commonly of interest in science, one must go beyond the specific data and specific model to engage in counterfactual reasoning. Importantly, this is how scientists vet models—the process by which a “model” becomes or evolves into a “theory.”

Partly in response to these and related shortcomings, some of the AI community has suggested that it may be desirable to decouple feature importance from representation learning [97, 92, 106]. For scientific inquiry, however, this decoupling is only useful if the result is human-comprehensible and interpretable (as defined herein). If model inputs have semantic meaning in terms of the domain from which the data are drawn, and if we are interested principally or exclusively in their marginal effects, then such measures of importance may be of preeminent value. As when leading eigenvectors can be interpreted in terms of properties of the domain from which the data are drawn, however, this fortuitous situation arises not just due to the model, but also due to how the data are generated and preprocessed [46, 75, 34]. If, on the other hand, individual features have strong effects only on finer-scale local properties, as in the context of complex or higher-order dependencies, then such representations may be of little value.

Consider the case of precision medicine, where one is often interested in understanding the relationship between an individual’s genetics and their likely response to specific therapeutic interventions [100]. When genes function independently, or additively, then marginal effects are often sufficient to formulate counterfactual hypotheses about system behavior. However, when gene functions depend in detail on broader genetic background, as in so-called complex traits (e.g., susceptibility to cardiovascular disease) [57], then it becomes essential to model gene interactions (and, often, also gene-environment interactions) to predict phenotypes [12]. In this setting, the capacity of a model to extrapolate beyond the population on which it is trained depends on its completeness, particularly with respect to higher-order genetic and environmental interactions, that may manifest only in specific subpopulations [20].

---

3Here, the term “marginal” is used in the statistical sense, e.g., the impacts of individual model parameters on global properties such as the overall averages or variances.
The same reasoning applies to the identification of interesting outliers, where rigorous uncertainty quantification is essential if one wants to obtain scientific insight. In this setting, we need to understand the space in which data have been embedded (typically implicitly) by an AI model. How we define outliers and how we measure their significance depends in detail on the metric we use to assess the “distance” between observations, e.g., between a new observation and those present in the training set [71]. In addition to surprising individual observations, it is also important to consider “outliers in density”—collections of observations that, taken together, constitute an unexpected preponderance of data in a given region, e.g., with respect to past observations or an underlying model. The assessment of outliers in density requires density estimation—and therefore an embedding, just as with individual observations. Traditional statistical models such as linear regression models deal with the embedding problem directly and explicitly. Under a linear model fitted by ordinary least squares (which induces a Euclidean metric structure on the data), it is straightforward to identify data points that should be viewed with caution, or interest—outliers. Indeed, statistical measures of leverage, influence, and confidence are available to inform and quantify our uncertainty [30]. For much more complex models, such as state-of-the-art Neural Networks, the structure imposed on the data by the model is far less obvious, and traditional metrics may not be appropriate. These challenges constitute a barrier to the integration of AI algorithms with scientific pipelines—a barrier we must overcome if we are to have trustworthy measures of confidence and uncertainty for AI models.

In spite of all of these challenges, it is increasingly clear that AI models can be capable of such extrapolation and of enabling novel scientific insight—potentially in ways quite different than traditional theoretical and computational methodologies. AlphaFold provides perhaps the most prominent example [27, 61, 111]. More generally, recent work on Deep Hidden Physics models enables the extrapolation of system dynamics directly from observations [93]. Similarly, in some areas of climate and environmental and materials science, AI models out-perform state-of-the-art physics-based models designed by domain scientists [95, 99, 64]. These and other results are strongly suggestive of the potential for data-driven AI methodologies to transform scientific inquiry and even science itself, potentially in a way analogous to and as transformative as the electronic computer did over the last few generations. To deliver on this promise, however, the components, principles, and interactions captured by these AI models, and how they interact with broader domain-specific methodologies and constraints, must be understood better. These models currently remain largely opaque, in part since they are remarkably complex, but also since they have thus far been driven by generalization and industrial goals, rather than extrapolation and scientific goals. The capacity to understand data representations and principles learned by AI models constitutes a tantalizing prospect—and grand challenge—with the potential for significant impacts on scientific discovery and the origination of novel theory.

5 Learning representations and decision functions

There are by now examples of AI methods discovering physical conservation laws and dynamics from observational data alone. For example, recent work [73] used symbolic regression on a small number of semantically meaningful covariates to discover equations that describe system behavior. In this example, all variables had semantic meaning. A more challenging class of problems involve features that lack intrinsic semantic meaning—think image or video data, or scientific data in which the semantics are less well-understood. In this setting, semantics must be discovered—which is itself a scientific goal.

To illustrate this distinction, imagine attempting to learn the ideal gas law, given only the trajectories of a very large number of particles over time. This system has a vast number of degrees of freedom, and it is not clear what are the primitive scientific concepts. Can an AI algorithm discover emergent parameters like Pressure and Temperature that determine the behavior of the system at equilibrium? Can it learn $PV = nRT$ from the observation of particle trajectories alone? This problem is non-trivial because the input data, particle trajectories in this case, have little or no direct semantic relationship to the “control” variables, $P$ and $V$ in this case, and they must be discovered—along with the physics that govern their relationships. The recent success of AlphaFold in predicting protein structure from primary amino acid sequence has been hailed as one of the most important accomplishments in science in the past half century [27, 61, 111]. The relationships between primary sequence and 3D molecular structure are non-obvious, hence the significance of the problem and achievement. This work built on a large body of domain science, but it also involved the use of non-trivial AI methodology. Thus, in some sense, these AI algorithms are already learning...
\[ f = h \circ g \]

| f = h \circ g | g | h |
|-------------|---|---|
| Linear Regression (LR) with \( \ell_1 \) regularization | sparse binary vector along with a dot product that specifies the support | weighted sum of the non-zero support |
| Support Vector Machine (SVM) for classification | kernel function | learned separating hyperplane |
| Random Forest (RF) | ensemble of estimates across all splits in trees prior to final splits that give rise to leaf nodes | ensemblization across leaf nodes |
| Feed-forward Neural Network (NN) | all layers of the network prior to the final | final prediction layer |

Table 1: Several popular AI models \( f \), and one example for each decomposition of \( f \) into \( f = h \circ g \).

“emergent” system features not previously known. We can ask: can we learn new principles that govern protein structure through the interrogation of the AlphaFold model? Does the AlphaFold model have hidden within it knowledge about protein structure that humans, at present, lack? If so, how can we extract that knowledge in a scientifically meaningful non-anecdotal way?

It is helpful to consider another example where there is a clear need to discover as-yet-unknown system controls. In neuroscience, we can now observe neurons firing together and individually \[116\], and we can simulate the behavior of large groups of neurons arranged into super-structures like cortical columns \[103\]. However, we do not yet know the correct “resolution” at which to study (real, not artificial) neural information processing in living systems as complex as vertebrate brains. Should we be studying individual neurons, cortical columns, or other levels of spatial organization? How does lateral information transfer within a cortical layer integrate brain regions? Can the interrogation of successful predictive models, AI or otherwise, help to crack the codes through which brains compute \[57\]?

Here, too, there is not a clear connection, if any, between the input data and the scientific control parameters and primitive scientific concepts. In each of these examples, we lack knowledge of the relevant scale at which the system should be studied—scale has to be learned, along with the semantics and governing principles relevant to that (or those) scale(s).

To make these distinctions concrete, recall that an AI model can be viewed as a function \( f \) that takes as input some data \( x \) and returns as output a decision or response \( y \). Then, \( f \) can be viewed as a composition of two functions,

\[ y = f(x) \quad \text{with} \quad f = h \circ g \quad \text{and} \quad g : \mathcal{M} \rightarrow \mathcal{N}, \tag{1} \]

where \( f \) is the overall model, \( g \) computes the model’s data representation, \( h \) computes the decision/response, and the composition \( h \circ g \) indicates that \( g(\cdot) \) is applied to \( x \), and then \( h(\cdot) \) is applied to \( g(x) \). The sets \( \mathcal{M} \) and \( \mathcal{N} \) can be subspaces, other subsets of high-dimensional Euclidean spaces, or other metric or ultra-metric spaces. Often, but not always, it holds that \( \dim(\mathcal{N}) \ll \dim(\mathcal{M}) \). The function \( g \) typically depends on many parameters and hyperparameters that are adjusted during the model fitting process. It is well-known in AI that “representations are important” and that different AI models \( f \) and different decompositions of a given AI model \( f \) into components \( g \) and \( h \) provide different, complementary views on the data \[14\]. In this way, \( g \) encodes the patterns learned by the AI model, and \( h \) encodes the map that links these patterns to outcomes in the world, \( y \). For example, with a 20-layer Feed-Forward Neural Network, it may be useful to choose \( g \) to consist of all layers except the last decision layer; or it may be useful to choose \( g \) to consist of initial convolutional layers, and to study the data representation computed up to that point; or it may be useful to further disaggregate both \( h \) and \( g \) more finely. Of course, the formal decomposition given in Eqn. (1) is always possible, as \( g \) can be trivially chosen to be the identity, in which case \( h = f \). Table 1 provides several non-trivial natural examples. What concerns us here is not the representations themselves, but instead how the representations are evaluated and used in the broader scientific pipeline.

Assume that we have obtained an AI model \( f \), decomposed as \( f = h \circ g \), that achieves good predictive performance on a specific task. For example, it may predict whether an individual is sick or healthy, or whether a star is old or young, or whether a protein folds into a given 3D structure. How such a model is used in industry differs significantly from how such a model is used in science. Recall that Figure 2 outlines
these two very different approaches.

If one wants to use $f$ to build automated decision systems to be used in an industrial or commercial system, then a common modus operandi is the following: develop many such models, each of which is slightly different and makes slightly different errors; and then use a set of techniques known as ensemble methods to combine these models into a single model that is of higher predictive quality than any single model [19, 35, 47, 14]. These may then be put into industrial pipelines optimized to deliver business value, and they can be continuously improved with new data as they are deployed. Conformal prediction techniques now make it possible to obtain accurate prediction intervals (measures of uncertainty) in such settings under only the assumption of access to statistically exchangeable observations [11]. In this case, where we only need to know what an AI model $f$ has learned from data, it is often sufficient to access and analyze $f$ in a black-box manner, and it is often accepted that this model is completely non-understandable—neither explainable nor interpretable. Even when one has access to a decomposition of $f$ into $g$ and $h$, one typically does not engage in counterfactual reasoning because there is no perceived need. That is, one rarely interrogates the model to discover or test underlying, potentially causal, relationships.

If, on the other hand, one wants to use $f$ to obtain scientific insight, then simply training $f$ and examining the predictions of $f$ are not sufficient. We require steps after model fitting to extract the drivers, controls, and mechanisms that give rise to system behaviors. We need to embed AI model development into the life cycle of scientific discovery, in a form that enables counterfactual reasoning, and the generation and testing of hypotheses about mechanisms. To accomplish this, we need to understand representations and parameterizations discovered by $g$, as well as their meaning, encoded by $h$, in terms of principles from domain science. The structure of representations learned in $g$ can reveal potentially causal factors, and the action of $h$ on these factors maps their relationships to outcomes.

6 Structure extraction from learned representations

To bridge the gap between current, state-of-the-art data-driven AI models and first-principle scientific models, we need to understand (scientifically) the types of structures that AI models can identify in data. As an example, when working with statistical models based on well-defined objective functions, the statistics community has aimed to discover patterns and build domain understanding by enforcing sparsity, e.g., via regularization in those models [52, 118]. This regularization may be explicit, as with LASSO-based methods [109], or it may be implicit, as with CUR-like methods [75, 87, 34]. Low-rankness, sparsity, low-rank plus sparse—these are all common modeling assumptions. Conversely, when working with models based on less well-defined objectives, techniques have emerged that aim to extract from those models features that are explicitly low-dimensional, e.g., filter selection [67, 51, 48] or model order reduction and distillation [54]. These techniques use (typically non-counterfactual) methodologies to determine important parts of an already-trained model; and they also proceed from the presumption that models with fewer parameters, e.g., minimal models, are sufficient to explain or understand the behavior of the systems they approximate. In general, traditional statistical theory suggests that whenever it is possible to fit accurate predictive models from finite datasets, it must be possible to describe the system in terms of some sort of low-dimensional representations [70, 13].

This makes sense, as truly high-dimensional systems are challenging to work with: high-dimensional dynamical systems tend to exhibit chaotic behavior [58, 110, 8]; distances and angles concentrate in high-dimensional spaces [5]; expander graphs exhibit poor isoperimetric and inferential properties [56]; and small amounts of noisy connections short-circuit fine-scale local structure in informatics graphs [69]. Similarly, it is challenging when model complexity and quantity/quality of data diverge together: linear regression when the number of data points $n$ and number of features $p$ are large and comparable [72]; informatics graphs when the number of edges is large and comparable to the number of nodes [60]; probabilistic graphical models in the thermodynamic limit [81]; and state-of-the-art AI models in computer vision and natural language processing with a huge number of parameters trained on large quantities of data [13]. In aggregate, we take these findings to indicate two things: first, that an AI model that exhibits good predictive accuracy (in particular when coupled with good extrapolation behavior) must be learning, at least approximately, perhaps very approximately, some sort of parsimonious model; and second, that existing methodological machinery (including both statistical approaches and the traditional scientific method) is typically insufficient to identify
and learn from that parsimonious model in a scientifically useful way.

Overall, we see the trajectory of innovation in statistics and AI modeling as an arc proceeding from simple, well-defined models (which conform to our \textit{a priori} prejudice that interpretable models should be explicitly and globally low-dimensional, depending on only a small number of parameters) towards increasingly complex models (which may not be analyzable with traditional statistical theory). These more complex models may be intrinsically, but not explicitly, locally low-dimensional. Alternatively, these more complex models may, in some sense, couple locally low-dimensional structures into larger more complex intermediate-scale structures, that themselves do \textit{not} aggregate well into a global structure that is easy to analyze.

A taxonomy of models and structures, visualized in Figure 4A and B, is helpful.

\textbf{Global Sparsity:} A model that exhibits \textit{exact global sparsity} depends only on a small subset of all possible parameters. Examples include sparse linear regression and sparse generalized linear models (e.g., with $\ell_0$ or $\ell_1$ regularization). Explicitly interpretable statistical models usually fall into this category \cite{25,75,21,34}, as do exactly low-rank models, stochastic blockmodels with a constant number of clusters, etc. Many other models exhibit \textit{approximate global sparsity}, in the sense that the model depends primarily on a small subset of its parameters but also weakly on many other parameters. We think of these models as perturbative approximations of globally sparse models. Ridge regression, which shrinks but does not zero-out small effects, provides a canonical example. Other examples include ridge-regularized low-rank models, mean-field stochastic blockmodels, and manifold-based methods that have been popular in ML.

\textbf{Local Sparsity:} A model that exhibits \textit{exact local sparsity} can be viewed as consisting of piecewise low-dimensional models. Here, for any sufficiently small neighborhood around an observation, the model is low-dimensional, meaning that all variation is confined to a relatively small “intrinsic dimension” within a (potentially) much higher-dimensional “ambient” space. Importantly, however, such models may lack global sparsity, as described above, especially when there exist sufficiently many locally sparse neighborhoods. Cancer biology provides a good example: nearly 4\% of human genes have been implicated as causal mutations across cancer types \cite{104}—yet, in any given patient, only a handful of genes are relevant \cite{104,40}. Hence, an interpretable model of oncogenesis will be locally sparse, but not globally sparse, with a total intrinsic dimension $\geq 700$ (4\% of human genes). Multivariate Adaptive Regression Splines provide an example of a model explicitly designed to exhibit exact local sparsity \cite{39}; most boosted models and models based on fitting decision trees fall into this category as well; as do models implicitly-defined by strongly local spectral methods \cite{76}. For many other models, which exhibit \textit{approximate local sparsity}, for any sufficiently small neighborhood around an observation, the model is approximately low-dimensional, in some meaningful sense.

\textbf{Intermediate-scale structure:} A model of data has \textit{intermediate-scale structure} if it cannot meaningfully or usefully be formulated as a perturbative approximation of a purely local model or a purely global model. For example, a model that exhibits \textit{approximate} local sparsity may also exhibit non-trivial intermediate-scale structure that might also be of interest. Recent theoretical and empirical work suggests that state-of-the-art Neural Networks, i.e., the AI models implicitly defined by state-of-the-art deep learning procedures, fall into this category \cite{77,79}. These models have millions or billions of parameters, and they learn representations of data that are—at least very approximately—locally low-dimensional. However, these representations are then composed in complex ways that lead both to very high predictive quality as well as to recalcitrance to traditional global statistical theory and local data modeling methods.

The key point is that for models with intermediate-scale structure, around any given observation, the predictive model may admit a low-dimensional representation that is nearly equivalent in both its learned representation, $g$, and the predictive performance of its decision function, $h$; while at the same time these locally low-dimensional representations do \textit{not} aggregate meaningfully into a low-dimensional representation of the form $f(x) = h \circ g$ for the entire dataset. For example, if we view a traditional model with exact global sparsity as function $f(x) = h(g(x_{i_1}, \ldots, x_{i_n}))$, with $i_1, \ldots, i_n \in \{1, \ldots, N\}$ and $1 \leq n \ll N$, then we can
formalize this notion of locality as:

\[
f(x) = \begin{cases} 
    h_1(g_1(x)); & x \in U_1 \subset \mathbb{X} \\
    \vdots \\
    h_m(g_m(x)); & x \in U_m \subset \mathbb{X} 
\end{cases}
\]  

(2)

with \( x \in \mathbb{X} \) and \( g_i : \mathbb{X} \to \mathbb{R}^{n_i} \) and \( 1 \leq n_1, \ldots, n_m \ll N \), where we have \( N \) features for each observation and the subsets \( U_i \) define non-overlapping neighborhoods in \( \mathbb{X} \), the domain of \( f \) (though lower-dimensional projections may overlap). This model is local in the sense that each neighborhood \( U_i \) defines a sub-model \( h_i(g_i(x)) \) that specifies the behavior of \( f(x) \) in this region; however, the properties of the data and/or how the model (and hyperparameters, training protocols, etc.) interacts with the data mean that this information does not aggregate into a model with approximate global sparsity.

Most statistical theory, in particular counterfactual methods for inference, hypothesis testing, and confidence intervals, focuses on models with exact or approximate global sparsity. Methods to identify exact or approximate local sparsity can sometimes also be analyzed with similar theory, subject to being “locally-biased” in some way \[76, 69\]. However, the results for these locally-biased models tend to be much more brittle, since the locally-low dimensional structures are embedded in much higher-dimensional ambient spaces. The intermediate-scale regime is particularly relevant for extracting insight about the world from AI models—precisely because multiple layers, each consisting of element-wise nonlinear transformations of the data, enable one to extract the local, then intermediate-scale, then more global features that provide high-quality prediction ability \[77, 79\]. If all models are wrong but some are useful, then of course there may be no need for taxonomizing models with this intermediate-scale category. The same holds true if we are simply interested in evaluating the predictive success of a model and obtaining high-quality prediction/generalization or other forms of non-scientific understanding. However, if we aim to extract domain insight from our models, using statistical and/or scientific counterfactual methods to enable extrapolation, then it is restrictive to work only with models that can be treated with existing analytical theory as perturbative approximations of models with global or local sparsity structure.

To understand (scientifically, as we used the term) an AI model requires having the ability to explore the drivers of its predictive performance—to extract local structures \( f_j(x) = h_j(g_j(x)) \), for \( j \in \{1, \ldots, m\} \) (such as those we visualize in Figure 4A and B), and to ask counterfactual questions of the local models \( f_j \) and/or their decompositions into \( h_j \) and \( g_j \). Importantly, this can certainly be done when treating \( f \) globally and/or as a black box. Many systems studied by scientists are black box in this sense. However, in that case, one should only hope to obtain very coarse insight, akin to what is revealed by the leading singular vectors of data matrices, or to the main effects in an additive statistical model. When one is interested in finer-scale insight, as with the analysis of the drivers of complex genetic traits of interest in precision medicine, working with local models, \( f_j \) and their decompositions, \( h_j \) and \( g_j \), is essential.

The grand challenge here involves going beyond working with purely global or purely local models, where traditional theoretical and computational methodologies are well-developed. It requires understanding how local models interact, and learning what AI models have learned about the intermediate-scale regime, where local structures couple together in complex, data-driven ways to enable high-quality prediction. This is the regime where traditional analytical theory and traditional computational approaches perform poorly; but it is also the regime where data-plus-computation have led to state-of-the-art AI models, especially in computer vision and natural language processing applications. It is a grand challenge since these models enable very high-quality prediction, and thus good generalization, but they do not necessarily enable good extrapolation, e.g., since they can be very brittle to data perturbation or model misspecification. They do not currently stand up to the scrutiny of counterfactual analysis, which involves reasoning about data that were not observed, and hypotheses about properties of the world that have not been seen. If we address this grand challenge, then we can go beyond traditional statistical counterfactual techniques—widely-used for global sparsity and local sparsity—to develop scientific counterfactual techniques appropriate for intermediate-scale structure in AI models that are not meaningfully perturbative approximations of purely global models or local models.
Figure 4: Intermediate scale structure in state-of-the-art AI models, and an historical analogy to physics.

(A) Structures that AI models can identify in data.
Figure 4: Traditional statistical models (e.g., linear regression, generalized linear or additive models), as well as some early ML models (e.g., support vector machines, stochastic block models), enforce exact or approximate global sparsity (top left). Decision trees, random forests, and a variety of boosted ensembles may lack explicit penalized regularization; yet they produce models that are either exactly or approximately locally sparse (top right). The theoretical properties of these and other local (or locally-biased) methods is not nearly as well understood as that of more common global methods, but we are seeing the beginnings of theory \[76, 15\]. By contrast, we understand vanishingly little about the types of structures learned by state-of-the-art AI models. (B) The top row of B illustrates examples of formal definitions of global and local sparsity; and observe that it remains unclear how best to define the types of intermediate-scale structures learned by state-of-the-art AI models \[77, 79\]. The lower row of B illustrates the types of support learned by global and local and more realistic state-of-the-art AI models. The abscissa corresponds to the parameters of model, with lighter (white) pixels indicating important (non-zero) parameters; and the ordinate corresponds to the observations used to train the model—or alternatively to observations in held-out test data used to evaluate the model. (C) Historical analogy to physics and the electronic computer. Analytical theory was successful at predicting the behavior of matter in solid and gas phases, but it failed to perform well for liquids. New computational methodologies were developed to simulate the behavior of liquids, and eventually other more complex states of matter. This led to computationally-driven surrogate models that approximate otherwise intractable physics and that are now widely used in science and engineering.

7 Data-driven surrogates to extract scientific insight

To address this grand challenge, we need what we will call “surrogate models,” in particular scientifically-validated or counterfactually-validated surrogate models. In our view, an explanation that is useful for scientific or non-scientific goals is itself a model, albeit a simpler one. Such a “surrogate model” is simply a model of a model. A surrogate model may be simpler than its corresponding full model in the sense that it is smaller and computations on it are less expensive. Examples of such computationally-motivated surrogates include coresets in computational geometry \[4\] and sketches in randomized numerical linear algebra \[36\]. Alternatively, a surrogate model may be easier to understand, reason about, or perform counterfactual analysis upon, even if this means sacrificing ideals such as rigorous theory or accepting reduced predictive performance.

We propose that the development of scientifically-validated surrogates for state-of-the-art AI models is needed to meet the needs of data-driven or AI-enabled science. If AI models provide a “lens” through which we view data, then these surrogate models will enable us to discover what these AI models have learned. Scientifically-validated surrogates are much more than a smaller model that closely matches the AI model’s learned responses on a given dataset. Matching a response is not equivalent to matching the mechanism by which that response was achieved. This is the essential point when considering the potential for extrapolation, when posing counterfactual questions, and when pushing forward science. This is the key difference between surrogate models in general and surrogate models of scientific value.

For surrogate models of scientific value, we are at least as interested in the properties of an AI model itself as we are in its predictive performance, and we want to use the AI model to formulate testable hypotheses about the processes generating the data and the processes driving predictive performance. To know which counterfactuals to pose, it is important to have access to both the learned representation, \(g_j\), and the decision function, \(h_j\), that relates those representations to observable outcomes in the world. Studying data representations in the \(g_j\) can reveal emergent system properties or controls that may themselves constitute discoveries; and understanding how these patterns interrelate through the application of \(h_j\) can provide insight into system behaviors. Operationally, we aim to enable domain scientists to identify, test, and validate the properties of surrogate models, and their representations and decisions, thereby enabling the integration of data-driven AI models into the life-cycle of discovery in domain science, just as computational methodologies are fundamentally interwoven today.

As a concrete example of a simple surrogate model and the AI model from which it could have been derived, consider how a Random Forest can be fitted to predict the area of a rectangle from data consisting the lengths of sides, \(s_1\) and \(s_2\), and areas, \(A\), of rectangles. In this setting, the Random Forest will learn to approximate the response \(A = s_1 s_2\)—at least within the domain of the training/testing data. Of course, when
new data are provided, e.g., with longer/shorter side lengths than present in the training set, errors can be
enormous (in this case, because Random Forests extrapolate with flat estimates of conditional expectations).
If, however, via scientific counterfactual methods, one is able to develop a surrogate that captures the idea, or
“mechanism,” that area is equal to the product of the lengths of the sides—a minimal first-principles model—
then one expects the resulting surrogate to extrapolate to very different data far better than the original
Random Forest model from which it was extracted. This is importantly different than “model distillation,”
as the term is used currently in AI. Typically, distillation aims to achieve similar prediction/generalization
quality with a much smaller model, but it does not explicitly seek interpretability or explainability, as we use
the terms [54]. Developing technologies for scientifically validating surrogate models, in the presence of noise
and complex local structure, e.g., for models that exhibit approximate local sparsity and/or intermediate-
scale structure, is precisely the grand challenge we champion.

History can serve as a guide. The notion of a scientifically-validated surrogate model is not peculiar to
bridging the gap between data-driven AI models and first-principles scientific models. Recall Dirac’s famous
claim in 1929: “The fundamental laws necessary for the mathematical treatment of a large part of physics
and the whole of chemistry are thus completely known, and the difficulty lies only in the fact that application
of these laws leads to equations that are too complex to be solved.” This promise started to be delivered upon
only with the development of surrogate models—Hartree-Fock models, correlated electron models, general
energy models, etc. These computationally-driven surrogate models, often called model chemistries, provide
an approximate but well-defined theory that is consistent with—but not derived from—the underlying quan-
tum mechanics. They are scientifically validated, by scientific counterfactual methodologies, and their raison
d’etre is to provide qualitative interpretation of and predictive capability for chemical phenomenon [89].
These and related methods now form the basis for semi-empirical quantum chemistry, molecular mechanics
simulations, and a large body of scientific and engineering work in solid state physics, chemical physics, and
biophysics/biochemistry, including protein structure analysis, and drug discovery and design.

Understanding the context for the development of those surrogate models in computationally-enabled
science will help to illuminate the path forward for the development of surrogate models for data-driven
AI-enabled science. Of course, in chemical physics, we had understanding, but not efficient computability,
and for AI models, we have efficient computability, but not understanding—the directions are reversed, but
the bridge is the same: interpretable and explainable surrogate models. Around and soon after the time
of Dirac’s claim (see Figure 4C), analytical theory performed relatively-well for solid-state physics systems
(which could be treated as an approximation of an ideal lattice) as well as for gas-state physical systems
(which could be treated as an approximation of an ideal gas). However, analytical theory largely failed for
liquid-state systems (which are not meaningfully perturbative approximations of either of those analytically
tractable cases) as well as for soft condensed matter and other much more complex chemical systems. This,
coupled with the availability of newly inexpensive electronic computers, opened the door to fundamental
developments in Monte Carlo, Markov Chain Monte Carlo, and Molecular Dynamics. These developments,
of course, have become much more widely applicable, and they are now the building blocks to solve a wide
range of very practical scientific and engineering problems.

Revisiting Figure 4, we believe that we are in an analogous situation. We are told, e.g., that we are on the
verge of general Artificial Intelligence, etc., etc, if only we had more data or more computation. Currently,
both traditional statistical theory as well as computationally-driven mathematical theory (e.g., theory for
bootstrap methods or numerical simulation) perform reasonably well in relatively simple situations: with
data that may be viewed as a perturbative approximation of some global or local statistical sparsity structure;
or with a well-defined partial differential equation in a well-defined geometry, representing a physical model
of the world. However, both perform much more poorly when confronted with state-of-the-art AI models,
which themselves are strongly-coupled learning machines, with properties depending strongly on the input
data. Simply asking for bigger, faster, better computers will not solve this problem.

The time is ripe for the prioritization of the development of data-driven scientifically-validated surrogate
models of state-of-the-art AI models. In a manner analogous to how model chemistries are consistent with
the principles of quantum mechanics, but capture chemical phenomenon in a quantitative way, these data-
driven surrogate models will be consistent with the principles of statistical learning theory, and will capture,
in detail, the behavior of the AI algorithms on which they are based. They will be validated and evaluated
by scientific counterfactual methods, not simply by proving a theorem or evaluating performance on training
and testing data. We expect that they too will be useful as building blocks for a broad range of very practical
scientific and engineering problems.

To obtain from fitted AI models interpretable and explainable surrogates that are more amenable to scientific methods for hypothesis discovery will require the iterative feedback provided by hypothesis formation, experimentation, and testing, and refinement. An encouraging (and hopefully illustrative) example comes from recent work using symbolic regression to extract physical principles from the data representation learned by a Graph Neural Network during training [32]. There, the model’s internal data representation, \( g \), was used to discover important system parameters—along with the structures of their interactions—and these parameters were fed into an algorithm to generate simple, low-dimensional equations that mimicked the decision function, \( h \), of the Neural Network. Remarkably, the learned symbolic models often extrapolated better than the network from which they were derived—as we expect with first principles models. We highlight this example for it’s methodology: patterns discovered by an AI algorithm become hypotheses, which are organized and prioritized through symbolic regression into testable models. This methodology goes beyond work on physics informed ML and physics informed Neural Networks [93, 94, 24, 63], work learning some fairly complex physics directly from low-dimensional data [113, 73], and work showing that AI models can out-perform state-of-the-art physics-based models designed with deep domain knowledge [95, 99].

Importantly, this methodology also highlights how popular approaches to decoding Neural Networks are auxiliary or orthogonal to the task of learning scientifically-useful surrogates. For example, saliency maps highlight specific features, but not their interactions, and they are not validated counterfactually. In our notation, they provide some insight into the representation function, \( g \), but they do not directly link \( g \) to the decision rule \( h \)—they aim to provide the “what” but not the “how.” As such, they do not yet enable the discovery of first-principles understanding [3, 62]; and, in the absence of a counterfactual methodology, there is little reason to believe such maps are faithful, reliable, or informative representations of the world from which the data were derived [53, 14]. In a scientific sense, their insights are not testable—and it is precisely the derivation of testable surrogate models that will lead to transformative advancements in science.

8 Next steps

Next steps will require the development of counterfactually-validated surrogate models for data-driven AI-enabled science that are as useful as model chemistries have been for computationally-enabled science. This will require novel mathematical and statistical methods as well as a deep coupling between these theoretical techniques and scientific domain knowledge. However, outside of a few prototypical special cases, methods for extracting data representations and developing data-driven surrogate models do not exist, and few existing research programs are prioritizing their development. Domain sciences tend to focus on domain science, treating essential enabling algorithmic and statistical methodologies as an afterthought. To develop AI methods that will further scientific knowledge, we must develop methods to extract novel, testable hypotheses directly from data-driven AI models, including prioritizing the following:

- Surrogate models derived from AI models: theory and methods for the extraction of first-principle data representations (surrogate models) from AI models that make explicit both the model’s data representation (\( g \)) and its decision process (\( h \)).
- Statistical analysis of surrogate models: statistical tests and metrics to enable hypothesis discovery and refinement, and the identification of interesting outliers.
- Scientific analysis and scientific validation of surrogate models: strategies for counterfactual reasoning and experimental design—as a means to close the loop.

Progress on these directions will enable domain scientists to identify emergent system properties that govern behavior, captured by an AI model’s internal data representation, \( g \), and linked to system outputs through the learned decision function, \( h \), in a scientifically falsifiable way. The recent DOE AI Town Hall report identified a need for the creation of surrogate models for deep learning architectures as one of the essential capabilities that must be developed for the advancement of AI research in the next decade [105]. In our view, developing procedures to obtain mechanistic insights from AI algorithms should be a top priority for the statistics and applied mathematics communities more generally [121, 83, 65, 105].
As always, advancements will be driven by use-cases that give rise to the vanguard. As an example, in synthetic biology, the optimization of cell metabolism for bioproduction poses an enormous engineering challenge: to co-opt and jointly optimize the behavior of many thousands of metabolic processes that give rise to cell fitness to produce compounds that convey no survival benefit to the host on which they are imposed. Traditional synthetic biology approaches involve ad hoc engineering practices predicated on human intuition, which lead to enormously long development times [91]. Recently, high-throughput experimentation combined with the careful curation of data has enabled the AI-automation of some design tasks [122]. However, uncertainty analysis remains challenging, leading to surprising model failures [91]. In addition, we lack the capacity to interrogate these fitted AI models to discover the emergent properties of cell metabolism that underlie predictive accuracy, e.g., in a manner analogous to how we interrogate complex models of protein structure that were developed with molecular dynamics and Monte Carlo techniques.

If we accomplish this, then surrogate modeling strategies such as we propose have the potential to reveal new principles that govern cell metabolism—new knowledge about how cells achieve dynamic homeostasis, learned by applying scientific methodologies to AI models and learning machines. To make this concrete, a hypothetical surrogate model for an AI model fitted to predict cell bioproduction from cell genetics might look as follows: a representation function, \( g \), that links collections of genetic variants to metabolic fluxes for specific pathways; and a decision function, \( h \), that maps interactions between metabolic fluxes or pathways to production levels of the target bioproduct. Such knowledge has eluded us in the study of individual metabolic pathways; and, to achieve robust control, it is essential to understand how the system works together, as a whole. In this and many other cases, the disconnect between predictive power and the generation of new fundamental hypotheses about how the world works resides in our failure to learn from AI models themselves. Useful data-driven surrogate models should enable us to learn from AI models and to formulate scientific questions such that AI models—and their surrogates—can help us find the answers.

9 Looking forward

Any technology can be used for good or for ill. However, models that are amenable to interrogation and interpretation have obvious advantages in increasingly-important societal applications, e.g., with “ethical AI,” going well beyond scientific and industry applications we have been discussing [98]. A sobering reminder of the importance of this comes from the introduction of AI models into the criminal justice system, particularly for the prediction of the likelihood of recidivism, where blindly following the recommendations of AI models has already come under fire for providing potentially socially-biased predictions [49]. The cost of being wrong here is enormous—lasting or irreparable damage to lives and livelihoods. At present, solutions to understanding or measuring bias rely on humans in the loop, e.g., through crowdsourcing [115]. Human interpretable and explainable surrogates for data-driven AI models, as we propose, would permit more systematic analysis within social scientific frameworks, enabling the assurance of fairness using the same statistical frameworks we bring to bear in the justice system as it stands today.

Similarly, medical institutes are trialing AI models within their diagnostic, prognostic, and therapeutic recommendation systems [85]. Here too, the cost of being wrong is far higher than for industry applications such as targeted advertising. Even within industrial applications, the recent failure of Amazon’s AI-based decision support system for human resources and hiring practices underscores an important point: the lack of human understanding of how the AI model was making decisions made it impossible to repair, and the project was scrapped entirely [33]. Similar problems occurred to Microsoft [119, 68], Apple [1], and Google [10], among others. DARPA’s Competency Aware Machine Learning (CAML) program seeks to provide uncertainty estimates, to develop learning machines that “know when they don’t know,” for these and other applications. So far, this program has focused on building learning machines that attempt to learn their own competency, or confidence, during model training. However, absent theoretical foundations and counterfactual methodologies such as those we have been advocating, there is little reason to trust their estimates of uncertainty any more than to trust their predictions.

Scientifically-validated surrogate models, on the other hand, provide a framework which is largely orthogonal to the traditional methodology for AI model training. As such, they provide the potential to identify and isolate vulnerabilities (e.g., due to Simpson’s paradox [117, 17, 78]) and to place measures of uncertainty for AI models on the more firm theoretical foundations already available for traditional statistical models.
and first-principles scientific models. This points to a ubiquitous challenge in data science: data are, by their nature, retrospective. The correlations leveraged for predictive accuracy may be falsely suggestive of causative mechanisms. This issue needs to be explored further in the context of AI decision support systems. Such capabilities would address many potential concerns surrounding applications of AI, e.g., judicial procedures [9], performance metrics for self-driving cars [38], drug discovery and prioritization [102], medical diagnostics [89], and many more.

Certainly, the way in which data scientists and domain scientists interact with AI models will change in profound ways as we go forward. Assume, for the moment, that the community is successful in developing the methods necessary to achieve what we have outlined. We will have enabled domain scientists to develop and test hypotheses, extract insight, and use modern, data-driven AI models to obtain scientific understanding in a way that is as seamlessly integrated into the cycle of scientific discovery as the computer and computational methodologies. This advancement has the potential to be as transformative in the 21st century as statistics was at the dawn of the 20th century and as computer-aided simulation and modeling was at mid-20th century. The relationships and patterns discovered through the application and analysis of AI models have the potential to become a discerning lens through which we view data, and thus through which we understand our world. If we are successful, science in the 21st century will be defined by our capacity to learn from learning machines.
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