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Abstract The study here is concerned with a thin solid body passing through a boundary layer or channel flow and interacting with the flow. Relevant new features from modelling, analysis and computation are presented along with comparisons. Three scenarios of such fluid-body interactive evolution in two-dimensional settings are considered in turn, namely a long body translating upstream or downstream, a long body with little or no translation and a short body with or without translation. The main progress and findings concern predictions of the time taken by the body to traverse the flow and impact upon the underlying wall, the delicate behaviour at the onset of impact, the dependence on parameters such as the initial conditions and the mass and shape of the body, and the influence of streamwise translation of the body in the surrounding fluid flow.
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1 Introduction

The background for the present work mainly concerns aircraft flight safety [1–4] in the presence of ice-crystal impacts, ice-lump and other particle impacts, and storms. Bodies (particles) of various sizes approach the aircraft surface at many different angles and, in the case of ice crystals, can adhere partially or fully to the surface and thereby have an adverse effect on the aerodynamics. The shapes of such bodies vary enormously as well. Industrial interest lies in pursuing relatively fast, reliable, versatile means to predict representative body trajectories including the passage through the external boundary layer on the vehicle. Internal flows such as channel flow are also of concern because of the potential application for bodies entering an engine intake. Road vehicles and ships face similar hazards in the presence of impacts. There are also possible biomedical and environmental applications as well as interests in sports and industrial cleaning.

Previous work of relevance includes analytical studies of dynamic fluid-body interaction for a variety of body lengths, shapes and positions [5–9], although not all possible lengths, shapes or positions are necessarily significant.
The typical Reynolds number of real interest is large. A feature common to the recent investigations in [8–14] for boundary layer and channel flows and to the study herein is that the fluid-flow vorticity is non-zero, contrasting with the cases considered in [5–7]. Moreover interactions between a body and the surrounding fluid flow near a solid fixed wall are generally quite different from the well-known interplay provoked by a bump on a wall in view of, first, the presence of a gap between the body and the wall; second, the subtle adjustments of flow near the upstream and downstream ends of the body and third, the increased number of substantial flow regions that become present. Other background work includes direct numerical simulations, various types of modelling and experiments in [15–24].

This paper addresses for the most part the interactive effects associated with a thin body that is free to move in a boundary layer. The channel-flow scenario tends to be similar as we shall see. Special attention is given analytically to the effects of streamwise upstream or downstream translation of the body, corresponding to varying the angle of incidence of the body passing through the boundary layer. Inviscid and viscous influences are to be described, and we note the interest also in flow separations at the wall or on the body surface. The flow predictions here which are based on asymptotic arguments are used to determine the major forces acting on a body and, hence, deduce the scaled lift and moment, denoted $C_L$ and $C_M$, respectively, in order to derive the body motion. The latter motion in turn alters the fluid motion via two-way coupling. As in previous works, only thin bodies at small incidence are investigated in the present study, but, on the other hand, links with practical application in terms of numerical prediction are discussed and identified by [8,11,12], while there is an interesting potential complementarity between simulations, analysis and asymptotic reasoning.

The novelties in the current study predominantly surround the effects of streamwise translation of the body, the influence of incident vorticity and fluid viscosity, and the behaviour at impact. The progress to be highlighted, relative to previous work of relevance, concerns quantification of the above (translation, vorticity, viscosity, impact) together with enlargement of understanding on the effects of different body lengths, shapes and positions as well as a comparison between reduced-equation modelling and direct numerical simulations.

We consider a rigid body moving in the boundary layer of a much larger body or airfoil, and model the flow as two-dimensional and incompressible. Non-dimensional variables are taken throughout and are defined by $\hat{x}, \hat{y} = \tilde{l}(x, y), (\hat{u}, \hat{v}) = \hat{U}(u, v), \hat{p} = \hat{\rho}_F \hat{U}^2 \hat{p}, \hat{\ell} = \tilde{l}/\hat{U}$, where $\hat{\cdot}$ represents a dimensional quantity and $\tilde{l}$ is the boundary-layer length, $\hat{U}$ is a typical boundary-layer velocity and $\hat{\rho}_F$ is the constant fluid density. Here, $(x, y)$ are Cartesian coordinates, $t$ is time, $(u(x, y, t), v(x, y, t))$ are the corresponding components of the fluid velocity vector field, $p(x, y, t)$ is the pressure field of the fluid. This leads to the non-dimensional incompressible Navier–Stokes equations:

$$\nabla \cdot \mathbf{u} = 0, \quad \mathbf{u}_t + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla p + \frac{1}{\text{Re}} \nabla^2 \mathbf{u},$$  \hspace{1cm} (1.1)

where Re is the Reynolds number of the flow, $\text{Re} = \hat{U}\tilde{l}/\hat{v}$ and $\hat{v}$ is the kinematic viscosity of the fluid.

We also have the boundary conditions of (1) no slip at $y = 0$ (the wall) and at $y = f^\pm$, where $y = f^\pm(x, t)$ are the curves of the upper (+) and lower (−) surfaces of the body and (2) a pressure condition at the trailing edge of the body, inter alia. The condition at the body’s trailing edge is in effect the Kutta condition ensuring that the velocity is finite at the trailing edge, at $x = L$ (where $L$ is the body length since we choose the leading edge to be at $x = 0$).

The assumption of the Kutta condition at the trailing edge appears justifiable in most of the modelling here despite it being a sensitive issue in unsteady and viscous-fluid flows as described in [25,26]. Although the fluid-body interactions being analysed are unsteady, the flows themselves are quasi-steady and so the Kutta condition applies generally for a thin body at least in the absence of separation [26]. In addition, agreement is found with the results of direct numerical simulations where no such trailing edge condition is imposed, both for separating and non-separating flows. The reason for the quasi-steadiness here is that the body is taken to be significantly heavier than the fluid, as in the example of an ice particle passing through air, and the dynamic movement of the body dictates the evolution.

The layout of the paper is as follows. Section 2 describes the motion of a thin heavy body passing through, and interacting with, a boundary layer; the body is long compared with the boundary-layer thickness, and the body is translating upstream or downstream relative to the wall. The modelling and nonlinear analysis in this section are
founded on predominantly inviscid rotational flow of the fluid. Various incidence angles are considered, and impact of the body on to the wall is found to arise in many cases. Then Sect. 3 considers the non-translating situation where considerable viscous/inviscid interplay occurs even for a very thin long body. Linear and nonlinear responses are notable in that configuration. This is followed by Sect. 4 which is on the nonlinear fluid-body interaction taking place when a short body is initially positioned very close to the wall whether in a boundary layer or channel flow. Impacts of the body on the wall can again occur. Conclusions are given in Sect. 5 together with the prime connections between the previous sections.

2 Thin heavy body translating in a boundary layer

We focus on the region of fluid flow between the wall and the lower surface of the body, $0 \leq y \leq f^-(x, t)$, motivated by the fact that the pressure above the body is identically zero at leading order (by identification with the local free-stream). See Fig. 1. We will assume that $\text{Re} \gg 1$ and that the body is thin such that its non-dimensional thickness is $O(\Delta = \text{Re}^{-1/2})$ for a given boundary-layer thickness $\Delta$. The length of the body is taken to be much smaller than the boundary layer length but much larger than its thickness; so the non-dimensional body length $L$ satisfies $\Delta \ll L \ll 1$. We use the rescaled coordinates $x = LX$, $y = \Delta Y$, $t = \sigma T$, where $\sigma$ is the time scale of body motion. Incompressibility also enforces $v(x, y, t) = (\Delta/L)V(X, Y, T)$. Defining $\varepsilon = L/\sigma$, Eq. (1.1) becomes

$$u_X + V_Y = 0, \quad \varepsilon u_T + uu_X + Vu_Y = -p_X, \quad 0 = -p_Y,$$

(2.1)

to leading order, and hence, the pressure $p = p(X, T)$ is independent of $Y$. The boundary conditions are

$$V(X, 0, T) = 0, \quad V(X, F(X, T), T) = \varepsilon u_T + uF_X, \quad p(1, T) = 0,$$

(2.2)

with $f^-(x, t) = \Delta F(X, T)$. In order for the Kutta condition on $p(1, T)$ to be enforced, we require, by virtue of upstream influence, the existence of a short Euler region surrounding the leading edge, in which the pressure and velocity change dramatically. The flow can be modelled as steady in this region [27,28], so governed by the nonlinear Euler equations, and Bernoulli’s theorem holds there. Letting $u = u_0(Y)$ be the incoming unidirectional velocity profile but now measured relative to the translational velocity of the body, the incoming velocity can be related to the post-Euler velocity by $u_0(Y_0)^2/2 = u(0^+, Y, T)^2/2 + p(0^+, Y, T)$, where $Y_0$ is the $Y$-coordinate of the relevant streamline in the pre-Euler region. Given $u_0(0) = -u_c$, we consider first the negative-$u_c$ scenario.

We also have the equations of motion of the body. The body centre of mass is at a distance $\Delta h(t) = \hat{I}\Delta h(t)$ from the $x$-axis and the angle that its chord line makes with that axis is $(\Delta/L)\theta$. We allow the body to have arbitrary shape, with underbody shape given by $Y = F_u(X)$. Since we have taken the angle to be small, the equation of the underbody curve for each time is

$$Y = F(X, T) = F_u(X) + h(T) + (X - \beta)\theta(T),$$

(2.3)

where $\beta$ is the $X$-coordinate of the centre of mass. To determine the body motion equations, we neglect gravity and note that the main force driving the body motion is the pressure force due to the fluid. Then, in our non-dimensional, scaled coordinates,

$$Mh_{TT} = \int_0^1 p \, dX, \quad I\theta_{TT} = \int_0^1 (X - \beta)p \, dX,$$

(2.4)

where $M = \Delta \hat{M}/(L\sigma^2 \hat{\rho}_F \hat{L}^2)$ and $I = \Delta \hat{I}/(L^3 \sigma^2 \hat{\rho}_F \hat{L}^4)$ are the scaled non-dimensional mass and moment of inertia of the body. Here, $\hat{M}$ and $\hat{I}$ are their dimensional equivalents, given by $\hat{M} = \hat{\rho}_B \hat{L}^2 \Delta$ and $\hat{I} = \hat{\rho}_B \hat{L}^4 \Delta$, where $\hat{\rho}_B$ is the constant density of the body. We may then find the body motion time scale since we expect the terms in (2.4) to remain of order unity, which yields $\varepsilon \sim L(\Delta \hat{M}/\hat{L}^2 \hat{\rho}_F)^{-1/2} = (L/\Delta) (\hat{\rho}_F/\hat{\rho}_B)^{1/2}$. Thus, $\varepsilon \ll 1$ provided we take the assumption that $\hat{\rho}_F/\hat{\rho}_B \ll (\Delta/L)^2$. For an ice particle in air, the density ratio is around $10^{-3}$; hence, there
exists a range of aspect ratios for which this assumption is reasonable. This reduces the fluid flow to quasi-steady form for at least a substantial part of the flow evolution, due to (2.1). We are left with the system:

$$u_X + V_Y = 0, \quad uu_X + Vu_Y = -p_X,$$

subject to

$$V(X, 0, T) = 0, \quad V(X, F(X, T), T) = u F_X, \quad p(1, T) = 0,$$

for the fluid, with $F$ given by (2.3), and Eq. (2.4) for the body. Since the flow is quasi-steady, Bernoulli’s theorem now holds for the whole flow; hence also,

$$\frac{1}{2}u_0(Y(0^-))^2 = \frac{1}{2}u(Y(0^+), T)^2 + p(0^+, T) = \frac{1}{2}u(X, Y(X), T)^2 + p(X, T),$$

on a streamline given by $Y = Y(X)$. Dependence on $T$ is implicit. Here $M, I, u_0(Y)$ and $F_a(X)$ are treated as given, and we intend to solve for the behaviour of the body, i.e. $h$ and $\theta$.

2.1 First temporal stage

To solve for $h$ and $\theta$ in (2.4), we require a relation between the pressure $p$ and the moving underbody shape $F(X, T)$. Note first that the $Y$ coordinate at an arbitrary point is related to the corresponding coordinate at $X = 1$ on its streamline via

$$\frac{dY}{dY_1} = \left(\frac{d\psi/dY}{d\psi/dY_1}\right) = \frac{u(X, Y_1)}{u(X, Y)}.$$  

We will, for the purposes of this study, assume exclusively forward flow such that $u \geq 0$ everywhere, and hence, every streamline passes through both the pre-Euler region and through the position $X = 1$. From (2.7), we have that $u_0(Y_0) = u(1, Y_1)$, where $Y_0$ is the $Y$-coordinate of a given streamline in the pre-Euler region, and thus, by (2.8), $dY_0/dY_1 = 1$. Since $Y_0$ and $Y_1$ are both zero at the wall, $Y_0 = Y_1$ and thus, the velocity profile at the trailing edge is identical to the incoming velocity profile, $u(1, Y) = u_0(Y)$. The equivalent relation for an arbitrary point $(X, Y)$ is $dY/dY_1 = u_0(Y_1)/u(X, Y) = u_0(Y_1)/(u_0(Y_1)^2 - 2p(X))^{1/2}$. Choosing the streamline along the underside of the body, we obtain the pressure–shape relation

$$F(X, T) = \int_0^{F(1, T)} \frac{u_0(a)}{(u_0(a)^2 - 2p(X, T))^{1/2}} da.$$  

Fig. 1 Diagram showing the set-up for Sect. 2: a thin body translates with speed $u_c$ in the boundary layer of a much larger body, which acts as a stationary wall. The distance of the body’s centre of mass (CoM) from the $x$-axis is $h$ and the angle its chord line makes with that axis is $\theta$. The incoming velocity profile (due to the motion of the larger body) is $u = u_0(y)$.
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Fig. 2 Numerical solutions of $h$ and $\theta$ for a body with $M = 1$, $I = 0.2$ are shown in solid blue, with incoming flow profile $u_0 = 2 - \exp(-Y)$. Initial conditions were $h(0) = 1$, $\theta(0) = 0.2$, $h_T(0) = -0.1$, $\theta_T(0) = 0$. The dashed red curves vary as $(T_0 - T)^{4/5}$ with the end points fixed to match the corresponding $h$ or $\theta$ value there.

Fig. 3 A diagram showing the outer and inner regions described in Sect. 2.2. The solid lines show the body undercurve and the wall, while the dashed line shows a streamline which begins in the left outer region at $(0, Y_0)$, passes through the inner region (a small area surrounding the contact point $X = X_0$), and ends at $(1, Y_1)$ in the right outer region. Integration along such a streamline leads to an extra term in the Bernoulli equation because velocity is large enough in the inner region to make an $O(1)$ contribution to velocity potential.

Coupling this to the body motion equations allows them to be solved numerically. The results given in Fig. 2 show that the body will clash with (impact on) the wall in finite time (given suitable initial conditions). The asymptotic dependency of $h$ and $\theta$ on time can be determined by first assuming that $F(X, T) = O(T_0 - T)^N$, $N > 0$ as the clash is approached, in the $X$ range $X = X_0 + O(T_0 - T)^{N/2}$, with the clash occurring at some $(X_0, T_0)$. From (2.9), $p \sim F^{-2}$ as $F \to 0$, and so $p = O((T_0 - T)^{-2N})$. The body motion equations, thus, yield $N = 4/5$. This value shows very good agreement with numerical results for the behaviour of $h$ and $\theta$ in the limit of a clash (see Fig. 2), and the results suggest little dependency on the incoming profile.

2.2 Second temporal stage

At the end of the first stage, the body speed $h_T = O(T_0 - T)^{-1/5}$ tends to infinity, and thus, we anticipate the need for a second time stage. There is now an inner region, given by $X - X_0 = O(T_0 - T)^{2/5}$, and an outer region where $X - X_0$ is $O(1)$. See Fig. 3. Defining the order-unity time coordinate $s = (T - T_0)/\tau$ for the unknown time scale $\tau$, the rescaled variables for the inner region, informed by the results of Sect. 2.1, are $\tau^{2/5}\hat{\xi} = X - X_0$, $\tau^{4/5}\eta = Y$, $\tau^{4/5}\hat{u} = u$, $\tau^{-2/5}\hat{v} = V$, $\tau^{-8/5}\tilde{p}(\xi, s) = p$, $\tau^{4/5}\phi(\xi, s) = F(X, T)$, $\tau^{4/5}(\hat{h}, \hat{\theta}) = (h - h_0, \theta - \theta_0)$. Hence,
we find the new governing equations

\[ \ddot{u} u_\xi = - \ddot{p}_\xi, \quad \dot{u}_\xi + \dot{v}_\eta = 0, \]  

(2.10)

and boundary conditions

\[ \ddot{v} = 0 \text{ at } \eta = 0, \quad \dot{v} = \ddot{u} \phi_\xi \text{ at } \eta = \phi(\xi, t), \quad \ddot{u}, \ddot{v}, \ddot{p} \to 0 \text{ as } \xi \to \pm \infty. \]  

(2.11)

The time derivatives have coefficient \( \varepsilon \tau^{1/5} \) and so remain small for the current time scale. The horizontal velocity \( \ddot{u} \) is effectively independent of \( \eta \) because the vorticity \( -u_Y \) is conserved to leading order on streamlines (by the vorticity equation), and so must remain \( O(1) \) in the inner region as in the outer region, leading to \( \ddot{u}_\eta = O(\tau^{8/5}) \). Hence, \( \ddot{u} \) and \( \ddot{p} \) are expressible in terms of the volume flux \( q(s) \),

\[ \ddot{u} = \frac{q(s)}{\phi(\xi, s)}, \quad \ddot{p} = -\frac{1}{2} \frac{q(s)^2}{\phi(\xi, s)^2}. \]  

(2.12)

The underbody curve in the inner region can be approximated as \( \phi(\xi, s) = \alpha \xi^2 / 2 + \tilde{h}(s) + (X_0 - \beta \tilde{\theta})(s) \), where we have defined \( \alpha = F''_E(X_0) \).

In the outer region, the velocity and pressure are of order unity. The \( V u_Y \) term is not negligible here; so instead we rewrite the \( X \)-momentum equation in (2.1) in the form \( u \cdot \nabla (u^2/2 + p) = -\varepsilon \tau^{-1} u u_t \) which becomes

\[ \left( \frac{1}{2} u^2 + p \right)_{s'} = -\varepsilon \tau^{-1} \int_{s'_1}^{s'_2} u u_t \ ds' = -\varepsilon \tau^{-1} \int_{X(s'_1)}^{X(s'_2)} u_t \ dX, \]  

where we have used \( ds' = dX/u \). Here, \( s' \) parameterises streamlines. If we integrate from the left outer region to the right outer region, i.e. over the inner region, the integral on the RHS (right-hand side) of (2.13) is dominated by this inner contribution, which is of \( O(1) \) for \( \tau = \varepsilon^{5/7} \), thus determining the present time scale.

Then integrating from 0 to some point on the left gives

\[ \frac{1}{2} u_L^2 / 2 + p_L = \frac{1}{2} u_0(Y_0)^2, \]  

(2.14)

where \( u_L \) and \( p_L \) are the \( u \) and \( p \) values at the chosen point in the left region, with streamlines coming from \( Y = Y_0 \) in the pre-Euler region, while integrating from 0 to some point on the right gives

\[ \frac{1}{2} u_R^2 + p_R = \frac{1}{2} u_0(Y_0)^2 - \int_{-\infty}^{\infty} \ddot{u}_s \ d\xi, \]  

(2.15)

with \( u_R \) and \( p_R \) defined analogously to \( u_L \) and \( p_L \). In particular, \( u(1, Y_1, t)^2 / 2 = u_0(Y_0)^2 / 2 - \int_{-\infty}^{\infty} \ddot{u}_s \ d\xi \). Recall that from (2.10), \( \ddot{u} \) is known in terms of \( \phi \) and the volume flux \( q(s) \). The system can be closed as follows. Let \( F_E(s) \) be the \( Y \) value of the continuation of the body streamline into the pre-Euler region. Then,

\[ q(s) = \int_0^{F_E(s)} u_0(Y_0) \ dY_0. \]  

(2.16)

Using the modified Bernoulli relation (2.15) and integrating \( dY_1 / dY_0 = u_0(Y_0)/u_1(Y_1) \) from the wall to the body, we have

\[ F(1, s) = \int_0^{F_E(s)} \frac{u_0(Y_0)}{\left[ u_0(Y_0)^2 - 2 \int_{-\infty}^{\infty} \ddot{u}_s \ d\xi \right]^{1/2}} dY_0. \]  

(2.17)

The coupled system of (2.17) with (2.16) amounts to an ODE for \( q \) for each \( h \) and \( \theta \). Then (2.12) yields a pressure-shape relation which, coupled with (2.4), can then be solved numerically (as in the previous section). The results of the numerical integration are shown in Fig. 4. As \( s \to 0 \), \( \int_{-\infty}^{\infty} \ddot{u}_s \ d\xi \) cannot become large or else the integral becomes complex (we can rule out large negative values of the integral as this would correspond to small inner velocity but large outer velocity which contradicts volume flux conservation). Assuming \( \phi(\xi, s) = O(|s|^N) \) as
The numerical solutions of $\tilde{h}$ and $\tilde{\theta}$ for a body with $M = 1$, $I = 0.2$ and incoming profile $u_0 = 2 - \exp(-Y)$ are shown in solid blue. For initial conditions, we took $\tilde{h}$, $\tilde{\theta}$ large (10 and $-10$ respectively) and $\tilde{h}_s$, $\tilde{\theta}_s$ small to match with the first stage. The dashed red curves vary as $|s|^{4/5}$ with the starting points fixed to match the initial conditions, and the dot-dashed yellow curves vary as $|s|$ with the end points similarly fixed.

$s \to 0$ for $\xi = O(|s|^{N_1/2})$ and setting these large terms to zero at leading order shows that $q = O(|s|^{N_1/2})$. This leads to the conclusion that $N_1$ must be 1 by considering the body motion equations. This value is confirmed by numerical results (see Fig. 4). The body now collides with finite impact speed. This is in line with the result of [6] which investigates a similar scenario in the absence of incoming vorticity, and overall the present work indicates that the qualitative behaviour of the body in the event of impact is largely independent of the detailed incoming flow profile, even if certain features depend on the details.

3 Body with small or zero translation

Here, we reconsider the boundary-layer setting, followed by the channel-flow setting, but with little or no streamwise translation of the body taking place. The smallness of such translation leads to a distinct kind of interaction between the thin-body motion and the fluid motion including substantial viscous and inviscid effects. Steady flow is addressed at the start but with unsteady properties being discussed in a final subsection. The length of the body here lies between that of the typical viscous development of the oncoming boundary layer or channel flow and the conventional viscous-inviscid interactive length (namely triple-deck [9] for a boundary layer and 1/7th power of the Reynolds number [12] for a channel flow).

For a boundary layer, the typical viscous development length is $O(1)$ since the boundary-layer thickness increases or decreases substantially on that length scale. By contrast, the conventional viscous-inviscid interactive length $L_p$ is $O(Re^{-3/8})$ because of the triple-deck structure. This scale is due to the pressure in a viscous near-wall sublayer (lower deck) being of order $L_p^{2/3}$ while the pressure just outside the boundary layer (upper deck) is of order $Re^{-1/2}L_p^{-2/3}$, implying that the two interact when $L_p$ is as in the previous sentence. For a channel flow where the Reynolds number based on channel width and characteristic oncoming flow speed is $R_2$ say a similar argument holds but founded on the lateral pressure gradient becoming significant and this yields a length scale of $O(R_2^{1/7})$ much greater than the channel width of unity in non-dimensional terms. See background in [29–35].

3.1 Boundary-layer setting

The body length $L_1$ and the body thickness $H_1$ are assumed to be in the range $Re^{-3/8} \ll L_1 \ll 1$, $H_1 = O(Re^{-1/2}L_1^{1/3})$, corresponding, respectively, to lying between the development and interactive lengths described...
in the previous paragraph and to being comparable with the representative viscous thickness. The main governing equations of concern [9] then describe the flow solution in the nonlinear wall layer where the expansion
\[ (u, \psi, p) = (L_1^{1/3}U, \text{Re}^{-1/2}L_1^{2/3}\Psi, L_1^{2/3}P) + \ldots \] (3.1)
applies in (1.1), leading to the interactive viscous-inviscid system
\[ U = \Psi_{Y_1}, \quad V = -\Psi_{X_1}, \quad UU_{X_1} + VU_{Y_1} = -P_{X_1} + U_{Y_1}Y_1. \] (3.2a, 3.2b)

Here, \( X_1 \) is scaled on \( L_1, Y_1 \) on \( \text{Re}^{-1/2}L_1^{1/3} \) and the unknown pressure \( P \) is independent of \( Y_1 \). Further, we take the body as non-translating for now and the oncoming velocity profile \( u_0(Y) \) in the boundary layer as having slope \( du_0/dY = \lambda \) at the wall where \( \lambda \) is a given positive constant and again \( Y \) is scaled on \( \text{Re}^{-1/2} \). The appropriate boundary conditions (see also Sect. 2) for the interval \( 0 < X_1 < 1 \) are then
\[ U = V = 0 \quad \text{at} \quad Y_1 = 0, \] (3.3a)
\[ U \sim \lambda(Y_1 + K(T_1) - F_u(X_1) - h_1(T_1) - (X_1 - \frac{1}{2}) \theta_1(T_1)) \quad \text{as} \quad Y_1 \to \infty, \] (3.3b)
Kutta condition at \( X_1 = 1^- \). (3.3c)

These represent in turn the no-slip requirement at the wall, the matching requirement with the core region between the wall layer and the body where inviscid properties hold, and the requirements at the trailing edge where \( P, P_{X_1} \) must vanish. The function \( F_u \) is the prescribed shape of the underbody, while \( K(T_1) \) is an unknown mass flux factor to be determined and time \( (T_1) \) dependence is highlighted in readiness for Sect. 3.3, with \( h_1, \theta_1 \) denoting the lateral displacement and rotation angle, respectively. The factor \( K(T_1) \) is needed because we do not know in advance how much fluid will pass under the body and how much over it. A nonlinear problem similar to that of (3.2)–(3.3) is addressed in [10]. Jumps in the pressure and velocity across the leading edge station similar to those described in the previous section are also involved in the present configuration.

A linearised solution for small \( O(\hat{\epsilon}) \) values of \( h_1, \theta_1, F_u \) is now sought, where \( \hat{\epsilon} \) denotes the typical size of the initial displacement, rotation and corresponding velocities as well as the underbody shape function. Thus, we have the expressions
\[ (U, \Psi, P) = \left(\lambda Y_1, \frac{1}{2}\lambda Y_1^2, 0\right) + \hat{\epsilon}(U_1, \Psi_1, P_1) + O(\hat{\epsilon}^2), \] (3.4)
producing on substitution into (3.2)–(3.3) a linear system with \( K \) of \( O(\hat{\epsilon}) \). Proceeding as in [9, 12] we take an \( X_1 \)-wise Fourier transform of the linearised version of (3.2a), (3.2b), apply the conditions (3.3a), (3.3b) to the solution and then invert the transform. In consequence, we find for the flat-plate case of zero \( F_u \) that the pressure solution takes the form
\[ P_1 = -\gamma \left(a_0X_1^{-2/3} + 6\left(h_1 - K - \frac{1}{2}\theta_1\right)X_1^{1/3} + \frac{3}{2}\theta_1X_1^{4/3}\right), \] (3.5)
where \( \gamma \) is a known positive constant and \( a_0 \) is an unknown function of \( T_1 \). The condition (3.3c) has considerable effect here as it requires both \( P_1 = 0 \) and \( P_{1X_1} = 0 \) at \( X_1 = 1^- \). Hence from (3.5) we obtain the relations
\[ h_1 - K = -\theta_1, \quad a_0 = \frac{9}{2}\theta_1 \] (3.6)
determining the relative mass flux in the gap and the amount of upstream influence in terms of the angle \( \theta_1 \); a plot of the pressure (3.5) is presented in Fig. 5. It follows also that there is significant growth of the flow perturbations as the leading edge is approached. This growth is provoked by the trailing edge requirements, and it implies there is more subtle interaction close to the leading edge through triple-deck and Euler regions.

The Euler problem takes a linear form, namely
\[ u_0(Y)\nabla^2\hat{\psi} = u_0''(Y)\hat{\psi}. \] (3.7a)
The boundary conditions of tangential flow at the solid surfaces, assuming there is no significant separation [5–14], are

\[ \hat{\psi} = 0 \quad \text{at} \quad Y = 0 \quad \text{and (for x>0)} \quad \hat{\psi} = 1 \quad \text{at} \quad Y = w, \]  

(3.7b)

where \( w(T_1) \) acts as a given positive constant. The form (3.7a, 3.7b) coupled with appropriate far-field conditions represents a rather basic problem. A conformal mapping \( \pi z/w = -\log(z_2) + z_2/2 + \log(2) - 1 + i\pi \) can be used to transform the flow region \( z = x_1 + iY \) to an upper half plane \( z_2 = x_2 + iy_2 \). For the example of a body relatively close to the wall, such that \( w \) is small, the oncoming velocity profile is \( u_0(Y) = \lambda Y \) to leading order and the solution of (3.7a), (3.7b) is

\[ \hat{\psi} = 1 - \frac{1}{\pi} \tan^{-1} \left( \frac{y_2}{x_2} \right) \]  

(3.8)

locally. Here, (3.8) produces a pressure variation decaying like the inverse of distance from the origin. On the other hand, there is an outer region where the complete profile \( u_0(Y) \) has influence and so may adjust the pressure variation. The far field beyond that needs further consideration.

### 3.2 Channel flow setting

As stated at the start of this section, similar reasoning holds for flow in a channel of unit width [5–9,12], where the expansion parameter is the Reynolds number \( R_2 \) based on the channel width, while the non-dimensional body length \( L_2 \) and width \( H_2 \) satisfy \( R_2^{1/7} \ll L_2 \ll R_2 \), \( H_2 = O(R_2^{-1/3}L_2^{1/3}) \). The governing equations in the linearised scenario are identical with those leading to (3.5) and so the behaviour (3.6) holds exactly [9,12].

Closer to the leading edge, however, the channel flow has a viscous-inviscid interaction over the streamwise length scale \( R_2^{1/7} \), with pressure and velocity jumps across that edge. The smoothing-out of the \( X_1^{-2/3} \) effect appearing in (3.5) occurs over this length scale because of the action of the lateral pressure gradient \( \partial p/\partial y \) as in [12,34,35]. Given the eigenfunction behaviour of displacement upstream of the leading edge and the comparative smallness of displacement immediately thereafter, the scaled pressure downstream is given by the formula [12]:

\[ P_2 = -\gamma \kappa a_0 X_2^{1/3} \int_0^\infty \exp(-\kappa X_2 v)(1 + v)^{-2/3} \, dv, \]  

(3.9)
The constant $\kappa$ is defined just after (3.9) where $\kappa$ is a known positive constant. Specifically $\kappa = (6A_i'(0)/J)^{3/7} \lambda^{5/7}$ with $J$ being the integral of $u_0^2(Y)$ with respect to $Y$ across the channel from 0 to 1 and the positive constant $\lambda$ being the scaled wall shear stress of the incident velocity profile $u_0(Y)$; here $\lambda = 1$ in the case $u_0(Y) = Y(1 - Y)$ of oncoming Poiseuille flow. The pressure $p_2$ is finite at $X_2 = 0^+$ and decays like $X_2^{-2/3}$ as $X_2 \to \infty$ downstream, consistent with (3.5). See Fig. 6. (A similar smoothing-out takes place in the case of the boundary layer.) The earlier-mentioned jumps across the leading edge are smoothed out by an Euler region in which (3.7a), (3.7b) hold along with

\[ \hat{\psi} = 0 \quad \text{at} \quad Y = 1, \quad \text{as} \quad x_1 \to -\infty, \quad \text{as} \quad x_1 \to \infty. \]  

Here, $x_1$ is now identical with $x$, while (3.10b), (3.10c) provide consistency with (3.7b), (3.10a) and boundedness in the far field. Moreover $\hat{\psi}$, $\hat{p}$ denote the main perturbations which can be as large as the order $R_2^{-2/7}$ for the limit case where $L_2$ tends to $O(R_1^{1/7})$ and $\hat{\epsilon}$ tends nominally to $O(1)$, with $\hat{p}$ given by

\[ \hat{p} = u_0'(Y) \hat{\psi} - u_0(Y) \hat{\psi}_Y. \]  

Here, $\hat{p} \to 0$ exponentially in the far field, thus, allowing a match with the pressure over the longer $R_2^{1/7}$ scale, and $\hat{p} \to 0$ at each of the channel walls, where there is a significant inviscid sublayer. The sublayer width $O(R_2^{-2/7})$ and length $O(1)$ join the upstream and downstream parts of the viscous-inviscid interactive solution mentioned above. The sublayer velocity profiles far upstream and downstream are different from each other since the flow solution in the Euler region allows a difference in displacement because of (3.10c) but the integral connection between the two profiles is similar to that described in the Sect. 2, and hence, the jumps in pressure and displacement are determined. These jumps match with those of [12] in the linearised case.

A computational solution of the Euler problem (3.7a), (3.7b), (3.10a)–(3.10c) is presented in Fig. 7. This includes plots of the pressures $\hat{p}$ acting on the body, with $p_{\text{ABOVE}}$, $p_{\text{BELOW}}$ denoting $\hat{p}$ evaluated at $Y$ equal to $w^+$, $w^-$ in turn. A significant property here is that this pressure $\hat{p}$ acting locally to the leading edge gives a contribution to the lift $C_L$ which can be as large as the order $R_2^{-2/7}$ for the limit case, thereby outweighing the contribution of order $R_2^{-2/3} L_2^{5/3}$ (approximately) from the remainder of the body, for a range of body lengths. This is abetted by
Fig. 7  Scaled solution in the Euler region. Here, \( w = 1/3 \). a Pressure responses \( \hat{p} \) on the top and under surfaces of the body written \( p_{\text{ABOVE}} \) and \( p_{\text{BELOW}} \) for clarity. b Stream function profiles

the moment \( C_M \) likewise being susceptible to domination by \( \hat{p} \) rather than by the pressure effects from elsewhere on the body surface.

3.3 Free movement of the body

Concerning the evolution of the fluid flow and body motion when the body is free to move, the scaled lift \( C_L \) and moment \( C_M \) clearly play crucial roles because of the relevant body-balance equations which are as in (2.4) essentially.

In channel flow, the dominant contributions to the lift and moment can stem from the vicinity of the leading edge by virtue of the pressure in (3.10d). This reaction is such that when the body inclination \( \theta_1 \) is positive, then due to the viscous effect on mass flux, the corresponding \( C_M \) turns out to be positive. Thus, in Fig. 7 where the normalised flux is unity, the pressure perturbation \( \hat{p} \) is positive on top but negative underneath the body and so yields a positive moment (and negative lift) on the body, an aspect which makes physical sense. Hence, the angular acceleration is positive owing to (2.4). It follows that the fluid–body interaction here is unstable over the present time scale.
Fig. 8 Sketch of the body situated near the wall within uniform-shear flow parallel to the wall with the typical gap width. a Zero wall velocity relative to the body. b Positive wall velocity relative to the body. c Negative wall velocity relative to the body.

In the boundary–layer setting, a similar phenomenon may well arise. This is not fully clear as yet because of the nature of the Euler region and the necessity of matching with the viscous-inviscid solution over the $Re^{-3/8}$ length scale upstream and downstream. The flow structures for the boundary-layer and channel-flow cases are fairly similar, but the exponential decay of pressure found in the channel-flow setting is unlikely to apply for the boundary layer, while algebraic decay as mentioned in Sect. 3.1 leads to a divergent integral for the local lift and moment. This in turn suggests that the surface pressure on the remainder of the body plays a pivotal part in the evolution.

Altogether we can expect the overall fluid-body interaction for boundary layers, wall jets and pipe or channel flows to be linearly unstable over the time scale of interest. This makes physical sense in the context of flow at high Reynolds number past a thin body at incidence although we note that the novel time scale is that of the body motion rather than that of a high-frequency instability for instance. The work tends to confirm a trend towards a blockage effect even though viscosity is included; nevertheless stabilising measures are possible as described by [9,11]. As far as body translation is concerned, we can also expect a match with the properties in Sect. 2 when the present streamwise body speed is increased from zero to a size $\gg L_1^{1/3}$ (see (3.1)) as discussed in [8,10] for the boundary-layer setting and likewise for the channel flow.

4 Near-wall body with or without translation

This section concerns an elliptical body near the wall where uniform-shear flow is present with an incident velocity gradient $\hat{\lambda}$, as in [11,13] where a flat-plate configuration is studied. The local Reynolds number is $R$. Direct numerical solutions of the Navier–Stokes equations are described below for the elliptical body being on the verge of impact. The major axis of the elliptical body is 1 and the minor axis is 0.1.
The body is translating upstream or downstream relative to the wall at a velocity comparable with the flow velocity $u$ such that $u_w$ (the given wall velocity relative to the body) is generally of order unity. The translational velocity of the body relative to the wall may be zero (Fig. 8a), positive (Fig. 8b), or negative (Fig. 8c). The body’s location is fixed at a normal distance from the wall with the leading edge gap denoted $\beta_1$ and trailing edge gap $\beta_2$. The task is to solve numerically the system in (1.1) with $R$ replacing $Re$ and zero time dependence. The boundary conditions are:

\begin{align}
&u = u_w, \quad v = 0 \quad \text{at} \quad y = 0, \\
&u = v = 0 \quad \text{at} \quad y = f^+(x), f^-(x), \\
&u \sim y + u_w, \quad v \to 0, \quad p \to 0 \quad \text{in the far field}.
\end{align}

(4.1) (4.2) (4.3)

Thus, (4.1) imposes the conditions of no relative slip at the wall, while (4.2) represents the no-slip requirement on the respective upper and lower surfaces $f^+, f^-$ of the body. Here, (4.3) applies at large distances, including the incident shear effect far upstream and downstream.

Similar to the method outlined in [13], direct numerical simulations were carried out in OpenFOAM version 1812 using the built in solver `simpleFoam` to calculate the fluid flow about the body [36,37].
Fig. 10 Velocity profiles underneath and on top of the body taken at various points for \( u_w = -0.1 \). Flow reversal becomes more prominent further along the body as the leading edge gap \( \beta_1 \) decreases. An eddy is also forming ahead of the leading edge in most cases. Top row, left: \( \beta_1 = 0.1 \) and \( \beta_2 = 0.2 \). Top row, right: \( \beta_1 = 0.05 \) and \( \beta_2 = 0.15 \). Bottom row, left: \( \beta_1 = 0.1 \) and \( \beta_2 = 0.15 \). Bottom row, right \( \beta_1 = 0.05 \) and \( \beta_2 = 0.1 \) (right).

4.1 Numerical results

Eight different scenarios are studied here in which the leading edge gap is varied (\( \beta_1 = 0.1 \) and 0.05), the trailing edge gap varied relative to \( \beta_1 \) (\( \beta_2 = \beta_1 + 0.1 \) and \( \beta_2 = \beta_1 + 0.05 \)) and \( u_w \) is either positive or negative (\( u_w = 0.1 \) and -0.1). For each case, the local Reynolds number \( R \) is 10.

Velocity profiles across the body are presented in Figs. 9 and 10. In Fig. 9, where \( u_w = 0.1 \), for \( \beta_1 = 0.1 \) (the first column), there is no flow reversal. However, as \( \beta_1 \) decreases, flow reversal is seen in both \( \beta_2 \) cases in the gap between the body and the wall, close to the trailing edge. This separation is induced by the closing of the gap between the wall and body which begins to cut off the mass flux beneath the body. For decreased inclination (\( \beta_2 = \beta_1 + 0.05 \)), reversal is also seen at a second location close to the leading edge. With the reduced inclination the location of the smallest gap moves towards the centre of the body and, due to the body’s elliptical shape, also decreases in size. The incoming flow is thus squeezed by the diminishing gap and begins to turn when the gap becomes insufficiently wide along the curve of the body, starting to cut off the fluid flux below the body.

For \( u_w = -0.1 \), the velocity profiles in Fig. 10 are markedly different. Concerning when flow reversal occurs in these scenarios, note that the free-stream velocity has \( u \leq 0 \) for \( y \leq 0.1 \) and \( u > 0 \) for \( y > 0.1 \). Starting with the top left plot, the leading edge of the body is stationed at the cusp of the change in velocity direction, \( \beta_1 = 0.1 \). For \( \beta_2 = \beta_1 + 0.1 \), flow separation is seen under the body, close to the trailing edge with the velocity remaining...
negative for values of $y > 0.1$. As $\beta_1$ decreases (top, right), flow reversal of a different nature is seen at several points under the body with the velocity becoming positive for $y \leq 0.1$ and ahead of the body (above the leading edge). Thus, eddies are forming at the leading and trailing edges. A similar trend is seen for the $\beta_2 = \beta_1 \pm 0.05$ cases. The notable differences are that slight flow reversal exists ahead of the body even for larger $\beta_1$ (bottom, left) and that with decreasing $\beta_1$, there is flow reversal at the leading edge both above and below (with the velocity becoming positive in the gap).

To examine the system further, plots for the wall pressure are presented in Fig. 11 for $u_w = 0.1$ and Fig. 12 for $u_w = -0.1$. Qualitatively, the results are remarkably similar (up to a difference in sign), and several features stand out. Concerning flow separation, the magnitude and sign of the pressure gradient are important. In Figs. 11 and 12, there is an initial localised jump in pressure towards the leading edge, producing an adverse pressure gradient (given the velocity direction), which indicates the possibility of flow reversal ahead of the body. After this jump, the pressure gradient becomes favourable, until around the body mid-point where it becomes adverse once again, continuing through to the trailing edge and levelling out as the far field is approached. These results show that as the leading edge of the body becomes closer to the wall (right-hand columns), the amplitudes in pressure are far greater than the equivalent larger gap scenarios (left-hand columns), indicating an increased likelihood of flow reversal with the body’s proximity to the wall. Likewise, in the scenarios with decreased inclination (bottom rows), the magnitudes of the gradients are larger throughout the domain than their increased inclination counterparts; hence, the onset of flow reversal is more likely in both the upstream and downstream regions for the less inclined bodies.
These results are consistent with the dynamics and trends previously seen in Figs. 9 and 10 and in the analysis elsewhere in the paper. They also help to establish a trend in the expected dynamics as the gap size and inclination change.

4.2 Comments

In Sect. 4.1, the effect of distance between the body and the wall has been of chief concern as impact is neared. The increased likelihood of the occurrence of significant flow reversal beneath the body (with decreased wall gap) and ahead of the body (for decreased inclination) is notable. The position and magnitude of the separation are highly dependent on the inclination of the body, with a more parallel formation producing significant reversal ahead of and behind the body. It is expected that the results of [13] concerning the effects (on upstream influence and separation) of different Reynolds numbers and different magnitudes of wall velocities for a flat plate will also hold in this scenario. Agreement with reduced-system analysis for a flat plate is found in [14].

The reduced-system analysis also applies when the ellipse is sufficiently close to the wall for large Reynolds numbers, with the interactive boundary-layer equations (3.2a, 3.2b) again describing the flow around the body. Unsteadiness due to the ellipse motion leads to the response in Fig. 13 obtained from numerical time marching. Flow reversals near the leading and trailing edges appear eventually, with the underbody shear changing sign. The results point to a mid-chord impact different from those observed for a flat body [13,14]. The latest-time plot in
Fig. 13 Asymptotic result for large Reynolds numbers with an elliptical body, showing a body movement and b scaled shear stress $\tau_b$ on the underbody; the tentative latest-time result in (b) at time 0.9 is shown dotted.

Fig. 13b is tentative because of the severe numerical challenge near termination, which accentuates the desirability of further analysis.

5 Final discussion and conclusions

The present study has largely been on the analysis and related computation of dynamic fluid–body interactions taking place in a boundary layer. Aspects of channel flow have also been addressed. The work has accommodated in particular the influence of the substantial vorticity present in the oncoming flow, whether for comparatively long bodies as in Sects. 2, 3 or for a shorter body as discussed in Sect. 4. In all cases, the evolution of the system is due mostly to the dynamic movement of the body and this makes physical sense in the setting of a body passing through air, for example, since it corresponds to the density of the body being much larger than that of the surrounding fluid. Among other connections between the cases studied are the features that the predominant forces acting on the bodies are from the fluid-flow pressures and that both the so-called Euler region and the trailing edge conditions
associated with the ends of the body play considerable parts in determining the interactive motion. Clashing, i.e. impact on the wall, occurs commonly in the configurations of Sects. 2, 4 and admits interesting short-time analysis.

The main progress and findings here are the clashes (along with associated properties) and accompanying analyses, the typical time scales to impact, the dependence on parameters such as those governing body mass and shape as well as initial conditions, the dependence also on the streamwise translation of the body relative to the solid wall and the basis provided for further progress.

Discussing certain details of the cases examined in Sects. 2–4 in turn, we observe that the typical body in Sect. 2 has a lateral span which is an order-unity portion of the boundary layer or channel flow whereas the body in Sect. 3 spans only a small portion in the middle and the body of Sect. 4 spans only a relatively thin near-wall layer. These differences are associated firstly with inviscid interaction taking place in the first case, as distinct from viscous–inviscid interaction in the other two cases, and secondly with the important effects of streamwise translation of the body, the match between translating and non-translating scenarios having been described in [8]. The working for the long body of Sect. 2 is focussed on there being an upstream movement of the body relative to the wall, but in principle, the non-translating case is also covered formally by means of a change in square-root choice whenever flow reversal occurs [10] and a similar comment holds in the presence of downstream movements of the body. Alternatively, when viscous forces enter the reckoning, as found in Sect. 3, a thinner body positioned in the middle of the boundary layer or channel is able to provoke nonlinear viscous–inviscid interactions especially at the wall, including flow separations, when the translation is zero or sufficiently small. Likewise a comparatively thin and short body much closer to the wall can induce nonlinear separating flow through viscous–inviscid effects according to Sect. 4; related work is in [13,14] for thin straight bodies.

Significant issues that arise include the fact that if the body is long enough, then nonlinear viscous–inviscid interaction fills the whole boundary-layer width or channel because of the scaling arguments given in Sects. 2, 3. This represents an intriguing situation. Furthermore in Sect. 3 the property that for channel flow, the dominant pressure force is dependent on the lateral positioning of the body near its leading edge supplements the suggestion in [9]. Effects of lateral positioning are in fact evident for all the boundary-layer configurations of Sects. 2–4, with in particular three main positions of the leading edge in the long body case of Sect. 3 corresponding to the three regions of the triple-deck structure. The Euler region in a sense plays a much more significant part in Sect. 3 than in Sect. 2, despite being nonlinear in the latter but only linear in the former. Body shape can also be very important in many cases. Practical implications are discussed fully in references [8,11–14].

The above issues and further ones lead to some suggested future studies. These include the following in summary: continued examination of reversed flow and separation [10,14]; the question of what happens after impact; the influence of fluid-body interaction on boundary-layer transition [8,9]; three-dimensional interactions based on extending the two-dimensional ones already studied; laminar and turbulent flow modelling; the influence of flexibility due to droplets and elastic surfaces; the extension to many-body problems [5,7]; the applications to other areas of interest such as in biomedicine and the environment.
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