Koszul duality via suspending Lefschetz fibrations

Yin Li

Abstract

Let $M$ be a Liouville 6-manifold which is the smooth fiber of a Lefschetz fibration on $\mathbb{C}^4$ constructed by suspending a Lefschetz fibration on $\mathbb{C}^3$. We prove that for many examples including stabilizations of Milnor fibers of hypersurface cusp singularities, the compact Fukaya category $\mathcal{F}(M)$ and the wrapped Fukaya category $\mathcal{W}(M)$ are related through $A_\infty$-Koszul duality, by identifying them with cyclic and Calabi–Yau completions of the same quiver algebra. This implies the split-generation of the compact Fukaya category $\mathcal{F}(M)$ by vanishing cycles. Moreover, new examples of Liouville manifolds which admit quasi-dilations in the sense of Seidel–Solomon are obtained.

1. Introduction

1.1. Background

Let $M$ be a Liouville manifold obtained by attaching a cylindrical end $\mathbb{R}_+ \times V$ to a Liouville domain $M^{in}$, where $V = \partial M^{in}$ is the contact boundary. Fix some coefficient field $\mathbb{K}$ to work with. Associated to $M$ there are two versions of Fukaya categories: the compact Fukaya category $\mathcal{F}(M)$ and the wrapped Fukaya category $\mathcal{W}(M)$. Under the assumption that $c_1(M) = 0$, they are $\mathbb{Z}$-graded $A_\infty$-categories.

Recall that the objects of $\mathcal{F}(M)$ are oriented, $Spin$, closed exact Lagrangian submanifolds $L \subset M$ with vanishing Maslov class (when $\text{char}(\mathbb{K}) = 2$, the orientable and $Spin$ assumptions on $L$ can be removed). Let $L_1, \ldots, L_r$ be a finite collection of objects in $\mathcal{F}(M)$, using compactly supported Hamiltonian perturbations, one can always achieve that these Lagrangian submanifolds are intersecting transversally, so that the Floer cochain complexes $\mathcal{C}^\ast(L_i, L_j)$ are well defined. The $A_\infty$-relations on the chain level have been established rigorously by Seidel in [54], which makes $\mathcal{F}(M)$ a well-defined $A_\infty$-category.

Since $M$ is non-compact, it is also natural to take into account certain non-compact Lagrangian submanifolds of $M$, and define an $A_\infty$-category $\mathcal{W}(M)$ which has possibly infinite-dimensional morphism spaces given by the wrapped Floer cochain complexes $\mathcal{C}^\ast W(L_i, L_j)$. To be concrete, the non-compact Lagrangian submanifolds which are allowed as objects of $\mathcal{W}(M)$ are those which are modeled on a cone $\mathbb{R}_+ \times \Lambda$ over the cylindrical end $\mathbb{R}_+ \times V$, where $\Lambda \subset V$ is a closed Legendrian submanifold. The $A_\infty$-structure on $\mathcal{W}(M)$ can be defined either using a linear Hamiltonian function together with the telescope construction [5] or a quadratic Hamiltonian function with some appropriate rescalings of the Liouville flow [1].

When $M = T^*Q$ is the cotangent bundle of a compact smooth manifold $Q$, the $A_\infty$-categories $\mathcal{F}(M)$ and $\mathcal{W}(M)$ have topological interpretations, whose most refined versions are due to
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Abouzaid [2, 3]. Denote by $\mathcal{F}_M$ and $\mathcal{W}_M$ the $A_\infty$-algebras $CF^*(Q,Q)$ and $CW^*(T^*_qQ,T^*_qQ)$, respectively, we have the following quasi-isomorphisms:

$$\mathcal{F}_M \cong C^*(Q;\mathbb{K}); \mathcal{W}_M \cong C_{--}(\Omega_qQ;\mathbb{K}),$$

(1)

where $C^*(Q;\mathbb{K})$ is the dg algebra of singular cochains on $Q$ and $C_{--}(\Omega_qQ;\mathbb{K})$ is the dg algebra of chains on the based loop space $\Omega_qQ$.

A useful topological tool of studying the dg algebras $C^*(Q;\mathbb{K})$ and $C_{--}(\Omega_qQ;\mathbb{K})$ is Adams’ cobar construction [7, 8]. Recall that there are natural augmentations

$$\varepsilon_F : C^*(Q;\mathbb{K}) \to \mathbb{K}, \varepsilon_W : C_{--}(\Omega_qQ;\mathbb{K}) \to \mathbb{K},$$

(2)

which make $C^*(Q;\mathbb{K})$ and $C_{--}(\Omega_qQ;\mathbb{K})$ into augmented dg algebras, where $\varepsilon_F$ is induced by the inclusion $pt \to Q$ of a point, and $\varepsilon_W$ comes from the trivial local system $\pi_1(Q,pt) \to \mathbb{K}$. It follows from the Eilenberg–Moore equivalence that

$$R\text{Hom}_{C_{--}(\Omega_qQ;\mathbb{K})}(\mathbb{K},\mathbb{K}) \cong C^*(Q;\mathbb{K}).$$

(3)

If we further assume that $Q$ is simply connected, it follows from Adams’ cobar construction that there is another quasi-isomorphism

$$R\text{Hom}_{C^*(Q;\mathbb{K})}(\mathbb{K},\mathbb{K}) \cong C_{--}(\Omega_qQ;\mathbb{K}),$$

(4)

namely $C^*(Q;\mathbb{K})$ and $C_{--}(\Omega_qQ;\mathbb{K})$ are Koszul dual as dg algebras.

Generalizations of the above Koszul duality in the context of symplectic topology have been obtained by Etné–Lekili [24] and Ekholm–Lekili [22]. More specifically, they considered symplectic manifolds $M$ which are plumbings of cotangent bundles $T^*Q_v$ of simply connected manifolds $Q_v$ according a tree $T = (T_0,T_1)$, where $T_0$ is the set of vertices, and $T_1$ is the set of edges. Denote by

$$\mathcal{F}_M := \bigoplus_{v,w \in T_0} CF^*(Q_v,Q_w)$$

(5)

the endomorphism algebra of the zero sections $Q_v \subset T^*Q_v, Q_w \subset T^*Q_w$ in the compact Fukaya category $\mathcal{F}(M)$, and by

$$\mathcal{W}_M := \bigoplus_{v,w \in T_0} CW^*(L_v,L_w)$$

(6)

the endomorphism algebra of cotangent fibers $L_v = T^*_vQ_v, L_w = T^*_wQ_w$ in the wrapped Fukaya category $\mathcal{W}(M)$. Up to quasi-isomorphism, these are strictly unital $A_\infty$-algebras over the semisimple ring $\mathbb{k} := \bigoplus_{v \in T_0} \mathbb{K}e_v$, where $e_v$ is an idempotent in $CF^0(Q_v,Q_v)$ or $CW^0(L_v,L_v)$.

Note that $\mathcal{F}_M$ and $\mathcal{W}_M$ are equipped with augmentations $\varepsilon_F : \mathcal{F}_M \to \mathbb{k}$ and $\varepsilon_W : \mathcal{W}_M \to \mathbb{k}$, where $\varepsilon_F$ is defined by projecting to $\mathbb{k} \cong \mathcal{F}_M^0$, while $\varepsilon_W$ is induced from the exact Lagrangian filling $(\bigcup_{v \in T_0} Q_v) \cap D^{2n}$ of the Legendrian submanifold $(\bigcup_{v \in T_0} Q_v) \cap \partial D^{2n} \subset (S^{2n-1},\xi_{std})$. In [22, 24] it is proved that there are quasi-isomorphisms

$$R\text{Hom}_{\mathcal{W}_M}(\mathbb{k},\mathbb{k}) \cong \mathcal{F}_M, R\text{Hom}_{\mathcal{F}_M}(\mathbb{k},\mathbb{k}) \cong \mathcal{W}_M$$

(7)

when

- $\dim_{\mathbb{K}}(M) = 4$ and $M$ is a plumbing of $T^*S^2$ with $T = A_n$ or $D_n$ and $\text{char}(\mathbb{K}) \neq 2$;
- $\dim_{\mathbb{K}}(M) \geq 6$ and $M$ is a plumbing of $T^*Q_v$ according to any tree $T$, with each $Q_v$ being simply connected.

**Conventions.**

- In this paper, we will need to deal with a dg or $A_\infty$-algebra $\mathcal{A}$ which is bigraded, namely $\mathcal{A} = \bigoplus_{i,j} \mathcal{A}^{i,j}$ as a $k$-bimodule, and the differential or $A_\infty$-operations changes only the first
grading $i$ (see Section 2.4). In general, the Koszul dual $R\text{Hom}_A(k, k)$ of $A$ regarded as a singly graded $A_\infty$-algebra with respect to the total grading $i + j$ differs from the Koszul dual of $A$ regarded as a bigraded $A_\infty$-algebra. The latter case is the viewpoint taken in [44]. As an example, consider $A = \mathbb{K}[x]/(x^2)$ with $|x| = (0, 1)$. In the first case, $R\text{Hom}_A(k, k)$ is isomorphic to the ring of formal power series $\mathbb{K}[[y]]$ with $|y| = 0$, while in the second case one gets the polynomial ring $\mathbb{K}[y]$ with $|y| = (1, -1)$. In order to distinguish between these two situations, we will keep the notation $R\text{Hom}_A(k, k)$ for the singly graded Koszul dual of $A$, and use $E(A)$ to stand for the bigraded Koszul dual.

- We will always regard $k$ as a left $F_M$-module. One can equivalently view $k$ as a right $F_M$-module, so that in the second formula of (7) above becomes $R\text{Hom}_{F_M}(k, k) \cong W_M^{op}$.

However, we should remark that the Liouville manifolds which satisfy the Koszul duality (7) form only a very restrictive class. Known counterexamples include cotangent bundles of most of the non-simply connected manifolds and their plumbings, and plumbings of $T^*S^2$ according to a non-Dynkin tree [25]. The common feature of these counterexamples is that the degree 0 part of the symplectic cohomology $SH^*(M)$ is infinite-dimensional. Since homological mirror symmetry predicts the ring isomorphism $SH^0(M) \cong H^0(M^\vee, \mathcal{O}_{M^\vee})$ when the mirror $M^\vee$ of $M$ is a smooth algebraic variety, many examples of Liouville manifolds with infinite-dimensional $SH^0(M)$ arise from mirror symmetry. For example, the works of Gross–Hacking–Keel [32] and Abouzaid–Auroux–Katzarkov [4] suggest that the $A_\infty$-algebras $F_M$ and $W_M$ are not Koszul dual when $M$ is a log Calabi–Yau surface or an affine conic bundle over $(\mathbb{C}^*)^{n-1}$. In the case when $M$ is the complement of an anticanonical divisor in some smooth projective variety, see [29, 47] for computations of $SH^0(M)$ using Morse–Bott spectral sequences. In general, the $A_\infty$-algebras $F_M$ and $W_M$ will mean the endomorphism algebras of a set of split-generators in the compact and wrapped Fukaya categories, respectively.

Because of this, Koszul duality between the Fukaya $A_\infty$-algebras $F_M$ and $W_M$ should impose restrictions on the behavior of symplectic cohomology, so that it has ‘tempered growth’. Several theories of similar flavor have already appeared in symplectic topology. For instance, Seidel and Solomon [61, 62] introduced the notion of a dilation (or more generally, a quasi-dilation) as a distinguished cohomology class in $SH^1(M)$, and showed that there is no exact Lagrangian $K(\pi, 1)$ in a Liouville manifold which carries a dilation. From a more algebraic viewpoint, the existence of a quasi-dilation in $SH^1(M)$ corresponds under the closed-open string map to the existence of a dilating $\mathbb{C}^*$-action on the Fukaya category $F(M)$ defined over $\mathbb{K} = \mathbb{C}$ (see [60, 61]).

Let

$$\{f(z_1, \ldots, z_n) = 0\} \subset \mathbb{C}^n \quad (8)$$

be any affine hypersurface with an isolated singularity at the origin. Denote by $M_f$ the Milnor fiber associated to $f$, and by $M_f^\sigma$ its stabilization, which a smooth fiber of the Lefschetz fibration

$$\tilde{f} + w^2 : \mathbb{C}^{n+1} \to \mathbb{C}, \quad (9)$$

where by $\tilde{f}$ we mean a morsification of $f$. There is the following theorem due to Seidel, which shows that the required tempered behavior of symplectic cohomology can be achieved by iterated applications of stabilizations.

**Theorem 1.1** (Seidel [59, 61]). Any Milnor fiber $M_f^\sigma$ obtained by double stabilization admits a quasi-dilation, and any Milnor fiber $M_f^{\sigma\sigma}$ obtained by triple stabilization admits a dilation.
One of the purposes of this paper is to show that suspending Lefschetz fibration is also a useful tool in producing new examples of Liouville manifolds whose Fukaya categories are related by $A_{\infty}$-Koszul duality.

Let $\mathbb{K}$ be any field and let

$$\pi : E \to \mathbb{C}$$

be an exact symplectic Lefschetz fibration on some $(2n - 2)$-dimensional Liouville manifold $E$ with its smooth fiber given by the Liouville manifold $M$, where $n > 2$. Associated to $\pi$ there is a directed $A_{\infty}$-category $A(\pi)$ over $\mathbb{K}$, whose objects are objects of the compact Fukaya category $\mathcal{F}(E)$ together with the Lefschetz thimbles of $\pi$, and the morphism space $CF^*(\Delta_i, \Delta_j)$ between two thimbles $\Delta_i$ and $\Delta_j$, if non-trivial, is defined using a Hamiltonian perturbation which is small at infinity (see [54]). Consider the suspension of $\pi$, which is a Lefschetz fibration

$$\pi^\sigma : E \times \mathbb{C} \to \mathbb{C}$$

defined by $\pi + w^2$, where $w$ is the holomorphic coordinate on the second factor $\mathbb{C}$. A smooth fiber of $\pi^\sigma$ is a Liouville manifold $M^\sigma$. Denote by $\mathcal{V}(M^\sigma) \subset \mathcal{F}(M^\sigma)$ the full $A_{\infty}$-subcategory formed by the Lagrangian spheres $V_i^{\sigma} \subset M^\sigma$ which are double branched covers of the Lefschetz thimbles $\Delta_i \subset E$ of $\pi$. One can further apply the suspension construction to $\pi^\sigma$, which produces a Lefschetz fibration $\pi^{\sigma\sigma} : E \times \mathbb{C}^2 \to \mathbb{C}$. It is proved by Seidel in [56] that we have the following quasi-isomorphism between $A_{\infty}$-categories

$$\mathcal{V}(M^{\sigma\sigma}) \cong A(\pi) \oplus A(\pi)^\vee[-n],$$

(12)

where the $A_{\infty}$-structure on the right-hand side is the trivial extension of that on $A(\pi)$ (see Section 3.1). Equivalently, (12) can be expressed in terms of endomorphisms algebras, namely

$$\mathcal{V}_M^{\sigma\sigma} \cong A_x \oplus A_y^\vee[-n],$$

where

$$\mathcal{V}_M^{\sigma\sigma} := \bigoplus_{i,j} CF^{\sigma}(V_i^{\sigma\sigma}, V_j^{\sigma\sigma})$$

and

$$A_x := \bigoplus_{i,j} CF^{\sigma}(\Delta_i, \Delta_j).$$

(13)

In algebraic terms, the $A_{\infty}$-algebra $\mathcal{V}_M^{\sigma\sigma}$ is the cyclic completion of the directed $A_{\infty}$-algebra $A_\pi$ in the sense of Segal [52]. There is also a Koszul dual construction, due to Keller [39], called Calabi–Yau completion (see Section 2.3). When applied to $A_\pi$, it produces an $n$-Calabi–Yau algebra $\Pi_n(A_\pi)$ in the sense of Ginzburg [30]. Therefore, to prove Koszul duality between the $A_{\infty}$-algebras $\mathcal{V}_M^{\sigma\sigma}$ and $W_M^{\sigma\sigma}$, it suffices to identify $W_M^{\sigma\sigma}$ with the $n$-Calabi–Yau completion $\Pi_n(A_\pi)$. As remarked above, this has already been achieved in the case when $M^{\sigma\sigma}$ is the Milnor fiber associated to a simple singularity and $\dim_{\mathbb{K}}(M^{\sigma\sigma}) \geq 6$, in which case $\Pi_n(A_\pi)$ is the Ginzburg algebra associated to a quiver with trivial potential. One of the purposes of this paper is to study some interesting symplectic manifolds whose wrapped Fukaya categories are described by quivers with non-trivial potentials.

1.2. Main result

In this paper, we consider the symplectic 6-manifolds $M_{p,q,r} \subset \mathbb{C}^4$ which are Milnor fibers associated to the isolated singularities

$$x^p + y^q + z^r + \lambda xyz + w^2 = 0,$$

(14)

where

$$\frac{1}{p} + \frac{1}{q} + \frac{1}{r} \leq 1.$$

(15)

The constant $\lambda \in \mathbb{C}$ above is allowed to take all but finitely many values (see [37] for details). To be explicit, we will take in this paper $\lambda = 1$ when $\frac{1}{p} + \frac{1}{q} + \frac{1}{r} < 1$, and $\lambda = 0$ when
\[ \frac{1}{p} + \frac{1}{q} + \frac{1}{r} = 1. \] Changing the value of \( \lambda \) will not change the symplectic structure on \( M_{p,q,r} \) up to exact symplectomorphism.

Note that the above manifolds are stabilizations of the Milnor fibers \( T_{p,q,r} \subset \mathbb{C}^3 \) associated to the non-simple isolated singularity of modality one

\[ t_{p,q,r}(x, y, z) := x^p + y^q + z^r + \lambda xyz = 0 \] studied by Keating in [37, 38]. Equivalently, they can be realized as smooth fibers of the suspension of the Lefschetz fibration \( \tilde{t}_{p,q,r} : \mathbb{C}^3 \to \mathbb{C} \), with \( \tilde{t}_{p,q,r} \) being a morsification of \( t_{p,q,r} \).

The endomorphism algebra of the directed \( A_\infty \)-category \( \mathcal{A}(\tilde{t}_{p,q,r}) \) will be denoted by \( \mathcal{A}_{p,q,r} \).

In fact, our main result (Theorem 1.2) and its applications hold in the more general case when \( p \geq 2, q \geq 2 \) and \( r \geq 2 \), and we can always take \( \lambda = 1 \) for these triples \((p, q, r) = (k, 2, 2), (3, 3, 2), (4, 3, 2), (5, 3, 2)\), where \( k \geq 2 \). The corresponding Weinstein manifolds \( M_{p,q,r} \) are no longer Milnor fibers associated to any isolated singularity, but still share a lot of properties similar to Milnor fibers, for example, they are homotopy equivalent to wedges of Lagrangian spheres.

For this reason, these Weinstein manifolds are called generalized Milnor fibers (see [37] for a detailed discussion of their symplectic topology).

Unless otherwise stated, we shall impose \( p \geq 2, q \geq 2, r \geq 2 \) as our standing assumptions when referring to the Weinstein manifolds \( M_{p,q,r} \). In particular, this applies to our main result (Theorem 1.2) and its applications (Corollaries 1.1–1.3). In fact, \( M_{p,q,r} \) is a well-defined Stein manifold whenever \( p, q, r \) are non-negative, and Koszul duality holds when \( p \geq 1, q \geq 1, r \geq 1 \).

See also Section 7.4 for a brief discussion for other triples \((p, q, r)\).

Before stating our main theorem, recall that any Weinstein domain \( M^{in} \) can be constructed by attaching critical handles to a subcritical Weinstein domain \( M^{in}_0 \) along a disjoint union of Legendrian spheres in \( \partial M^{in}_0 \). In our case, it turns out that the handlebody decomposition of \( M_{p,q,r} \) is pretty simple in the sense that there are no subcritical handles involved (cf. Section 5.3), so that we can take \( M^{in}_0 = D^5 \) and apply Legendrian surgery along the link \( \Lambda_{p,q,r} \subset (S^5, \xi_{std}) \) in the standard contact 5-sphere, which is a disjoint union of standard unknotted \( S^2 \). Denote by \( CE(\Lambda_{p,q,r}) \) the Chekanov–Eliashberg dg algebra associated to \( \Lambda_{p,q,r} \) (see Section 7.3 for its definition), and let

\[ \mathcal{W}_{p,q,r} := \bigoplus_{1 \leq i \leq p+q+r-1} CW^*(L_i, L_j) \] be the endomorphism algebra of Lagrangian cocores of the critical handles. It is announced in Bourgeois–Ekholm–Eliashberg [12] (see also [22] for a sketch of proof) that there is a quasi-isomorphism between the Chekanov–Eliashberg algebra and the wrapped Fukaya \( A_\infty \)-algebra of Lagrangian cocores, which when adapted to our case implies the quasi-isomorphism:

\[ \mathcal{W}_{p,q,r} \cong CE(\Lambda_{p,q,r}). \] (18)

We should emphasize at this point that the quasi-isomorphism (18) is crucial to all of our applications of Theorem 1.2 in this paper. More specifically, all the corollaries stated in Section 1.3 depend on the results claimed in [12].

With the notations fixed as above, the main result proved in this paper can be stated as follows.

**Theorem 1.2.** Let \( \mathbb{K} \) be any field, and set \( k := \bigoplus_{1 \leq i \leq p+q+r-1} \mathbb{K} e_i \). There is a quasi-isomorphism between dg algebras over \( k \):

\[ CE(\Lambda_{p,q,r}) \cong \Pi_3(\mathcal{A}_{p,q,r}). \] (19)
We remark that the 3-Calabi–Yau completion $\Pi_3(A_{p,q,r})$ is quasi-isomorphic to the Ginzburg dg algebra $G_{p,q,r}$ associated to a quiver $Q_{p,q,r}$ with non-trivial potential $w_{p,q,r}$ (see Section 2.3). As far as we know, this gives the first set of Liouville manifolds whose wrapped Fukaya categories can be identified with a Ginzburg dg algebra defined by a quiver with a non-trivial potential.

It seems to be appropriate to say here a few words about the method we use to prove Theorem 1.2. In order to get the Legendrian frontal description of the Milnor fibers $M_{p,q,r}$, we start with a Lefschetz fibration on $T_{p,q,r}$ constructed by Keating in [38], whose smooth fiber is symplectomorphic to a 3-punctured torus. This fibration induces naturally a Lefschetz fibration on the stabilization $M_{p,q,r}$, whose smooth fiber is symplectomorphic to a four-dimensional $D_4$ Milnor fiber. Using an algorithm due to Casals–Murphy [13], this Lefschetz fibration on $M_{p,q,r}$ can then be translated to produce a Legendrian frontal description of $M_{p,q,r}$ which involves both 2-handles and 3-handles. After a standard procedure of handle cancellations and Reidemeister moves, we can simplify the front diagram so as to obtain the attaching link $\Lambda_{p,q,r} \subset S^5$ for $M_{p,q,r}$. In order to compute the Chekanov–Eliashberg algebra $CE(\Lambda_{p,q,r})$, we use the cellular model introduced by Rutherford–Sullivan [49, 50] for Legendrian surfaces. This enables us to simplify the analysis of Morse flow trees and compute $CE(\Lambda_{p,q,r})$ over $\mathbb{Z}/2$. To get a computation of $CE(\Lambda_{p,q,r})$ over any field $\mathbb{K}$, we appeal to the result of Karlsson [35, 36] on the orientation data of Morse flow trees.

### 1.3. Applications

Denote by

$$V_{p,q,r} := \bigoplus_{1 \leq i \leq p+q+r-1} CF^*(V_i, V_j)$$

the endomorphism algebra in the compact Fukaya category $\mathcal{F}(M_{p,q,r})$ of a basis of vanishing cycles $V_1, \ldots, V_{p+q+r-1} \subset M_{p,q,r}$. To be specific, we assume that the basis of vanishing cycles is chosen so that $V_i$ is disjoint from the Lagrangian cocore $L_j$ in (17) when $i \neq j$, and $V_i$ intersects $L_i$ transversely at a unique point. Since $M_{p,q,r}$ is the smooth fiber of a Lefschetz fibration on $\mathbb{C}^4$ obtained by suspending $\tilde{t}_{p,q,r} : \mathbb{C}^3 \to \mathbb{C}$ once instead of twice, it is in general not clear whether $V_{p,q,r}$ is a trivial extension of the directed $A_\infty$-algebra $A_{p,q,r}$, see Lemma 3.1$^\dagger$. However, combining Theorem 1.2 with [22, Theorem 4], we obtain the following formality result of $A_\infty$-algebras.

**Corollary 1.1.** There is a quasi-isomorphism

$$V_{p,q,r} \cong A_{p,q,r} \oplus A_{p,q,r}^\vee[-3].$$

In particular, the Fukaya $A_\infty$-algebra $V_{p,q,r}$ is formal.

The detailed proof of the above corollary is given in Section 3.3. Note that when $r = 2$, $M_{p,q,2}$ can be regarded as the smooth fiber of the double suspension of the Lefschetz fibration on $\mathbb{C}^2$ defined by the morsification of

$$(x^{p-2} - y^2)(x^2 - \lambda y^{q-2}),$$

see [37, Section 2.2.5]. In this case, the formality of $V_{p,q,2}$ follows from a result of Seidel [56]. We will give a brief sketch of his argument in Section 3.1, and the fact that $M_{p,q,r}$ being a double suspension is necessary for his formality theorem is also explained in detail there.

$^\dagger$The author is grateful to Ailsa Keating for pointing out this.
As a consequence of Theorem 1.2 and Corollary 1.1, we have quasi-isomorphisms
\[ \text{RHom}_{V_{p,q,r}}(k, k) \cong CE(\Lambda_{p,q,r}), \text{RHom}_{CE(\Lambda_{p,q,r})}(k, k) \cong V_{p,q,r} \] (23)
between \( \mathbb{Z} \)-graded \( A_\infty \)-algebras. This follows from a version Koszul duality between the Calabi–Yau completion and its corresponding cyclic completion, which is explained in Section 2.4. In fact, it can be proved that the Fukaya category \( \mathcal{F}(M_{p,q,r}) \) is generated by vanishing cycles (see Corollary 1.2).

Remark. It is worthy to compare the approach that we adopt in this paper to understand the wrapped Fukaya category with the dictionary of Seidel ([55, Section 6]), which describes the wrapped Fukaya category \( \mathcal{W}(M) \) of the total space of a Lefschetz fibration \( \pi : M \to \mathbb{C} \) as the result of a categorical localization. More precisely, one can form from the \( A_\infty \)-algebras \( A_\pi \) and \( V_F \) a curved \( A_\infty \)-algebra
\[ D_M := A_\pi \oplus tV_F[[t]] \] (24)
with curvature \( \mu^0_D = t \cdot \text{id}, \text{id} \in D^0 \cong k \), where \( F \) is the smooth fiber of \( \pi \), and \( t \) is a formal variable of degree 2. It is conjectured by Seidel in [55] and proved by Ganatra–Maydanskiy in [12, Appendix] that we have a quasi-isomorphism
\[ \mathcal{W}_M \cong T(\overline{D}_M[1])^\vee, \] (25)
which expresses the linear dual of the wrapped Fukaya \( A_\infty \)-algebra as a tensor coalgebra, where \( \overline{D}_M \cong D_M / D^0_M \). Therefore, in order to show that \( \mathcal{W}_M \) is the \( A_\infty \)-Koszul dual of \( V_M \), it suffices to identify \( D_M \) with the \( A_\infty \)-algebra \( V_M \) with vanishing curvature. The simplest case when \( M \) is a four-dimensional \( A_n \) Milnor fiber has been treated in detail by Pomerleano in [48, Section 9].

It is reasonable to expect that the Koszul duality (23) can be applied to understand the symplectic topologies of the Weinstein 6-manifolds \( M_{p,q,r} \). As an application of the Koszul duality functor introduced in [10], we have the following split-generation result of the compact Fukaya categories of \( M_{p,q,r} \).

**Corollary 1.2.** The Fukaya category of closed exact Lagrangian submanifolds \( \mathcal{F}(M_{p,q,r}) \) is split-generated by vanishing cycles.

This will be proved in Section 4.1. Note that when \( \frac{1}{p} + \frac{1}{q} + \frac{1}{r} = 1 \), the Milnor fiber \( M_{p,q,r} \) can be defined by a quasi-homogeneous polynomial with weights \( p, q, r, 2 \), and
\[ \frac{1}{p} + \frac{1}{q} + \frac{1}{r} + \frac{1}{2} = \frac{3}{2} \neq 1, \] (26)
therefore the split-generation of \( \mathcal{F}(M_{p,q,r}) \) by vanishing cycles follows from a theorem of Seidel [53, 61].

For earlier results concerning the generation of the compact Fukaya categories of plumbings (see [6]). In general, not much is known about the compact Fukaya category of a Liouville manifold, despite the fact that significant effort has been devoted to understand the wrapped Fukaya category of a Weinstein manifold [12, 27, 28].

Our next application ties Koszul duality between Fukaya \( A_\infty \)-algebras up with categorical dynamics in the sense of Seidel [61]. Let \( M \) be a Liouville manifold, recall that according to Seidel–Solomon [62], a quasi-dilation is a pair \( (b, h) \in SH^1(M) \times SH^0(M) \) such that under the action of the BV (Batalin-Vilkovisky) operator \( \Delta : SH^*(M) \to SH^{*-1}(M) \), it satisfies
\[ \Delta(hb) = h. \] (27)
A proof of the following fact is given in Section 4.2.
Corollary 1.3. The Liouville manifold $M_{p,q,r}$ admits a quasi-dilation over any field $\mathbb{K}$.

As we have remarked above, $M_{p,q,2}$ is Liouville isomorphic to an affine conic bundle over $\mathbb{C}^2$, therefore the existence of a quasi-dilation follows from an iterative application of the Lefschetz fibration argument due to Seidel–Solomon (see [61, Lecture 19]).

2. Non-commutative symplectic geometry

We collect here some basic algebraic concepts and facts concerning the non-commutative geometry of a symplectic Calabi–Yau manifold. They will be used later to study the commutative geometry of a Liouville manifold. Let $\mathbb{K}$ be any field.

2.1. Calabi–Yau algebras

Let $A$ be a $\mathbb{Z}$-graded $A_\infty$-algebra, denote by $A^e$ the tensor algebra $A \otimes A^{op}$. For any $A$-bimodule $M$, define its derived dual in the derived category $D^{mod}(A^e)$ of $A$-bimodules to be

$$M^\vee := R\text{Hom}_{A^e}(M, A^e).$$

$A$ is said to be an $n$-Calabi–Yau algebra if there is a non-degenerate class $\eta \in HH_{-d}(A, A)$, inducing a (self-dual) quasi-isomorphism

$$A^\vee[n] \cong A$$

between $A$-bimodules.

In this paper, we will be mainly dealing with 3-Calabi–Yau algebras. An important class of 3-Calabi–Yau dg algebras are given by quivers with potentials, originally introduced by Ginzburg in [30]. Let $Q = (Q_0, Q_1)$ be a finite quiver with the set of vertices $Q_0$ and the set of arrows $Q_1$. By definition, a potential on $Q$ is an element $w \in \mathbb{K}Q/[\mathbb{K}Q, \mathbb{K}Q]$ in the space of all cyclic paths in $Q$. The Ginzburg algebra $G(Q, w)$ associated to $(Q, w)$ is the dg algebra freely generated over $\mathbb{K}$ by

- the arrows $a \in Q_1$ with $\deg(a) = 0$;
- the opposite arrows $a^*$ of $a$ with $\deg(a^*) = -1$;
- loops $z_v$ for every vertex $v \in Q_0$, with $\deg(z_v) = -2$.

The differential $d$ on $G(Q, w)$ is defined to be

$$da = 0, da^* = \partial \bar{w} \frac{\partial}{\partial a}, d \left( \sum_{v \in Q_0} z_v \right) = \sum_{a \in Q_1} [a, a^*]$$

on the set of generators, where $\bar{w}$ is the sum of all cyclic permutations of $w$, and $\partial \bar{w}$ is the circular derivative introduced by Kontsevich, which is by definition

$$\partial \bar{w} = \sum_{v = vu} vu.$$  

One can then extend $d$ to a differential on the whole algebra $G(Q, w)$ by graded Leibniz rule. Note that $G(Q, w)$ can be regarded as a dg algebra over $k = \bigoplus_{v \in Q_0} \mathbb{K}e_v$, with its $k$-bimodule structure induced from the path algebra $\mathbb{K}Q$ of the extended quiver $\tilde{Q}$, which is obtained by adjoining opposite arrows $a^*$ and loops $z_v$ to the original quiver $Q$. 


In the terminology of the work by Cohen–Ganatra \cite{18}, a Calabi–Yau algebra in the above sense is called a smooth 3-Calabi–Yau algebra, meaning that the Calabi–Yau structure \( \eta \in \text{HH}^{-3}(A, A) \) admits a lift in the negative cyclic homology \( HC^{-3}(A, A) \). The Koszul dual notion, which is a chain level refinement of Poincaré duality between Floer cohomologies, is referred to as a compact 3-Calabi–Yau algebra. To give an example, start again with the quiver with potential \((Q, w)\). Without generality, we can assume \( w \) to be reduced, namely there is no summand in \( w \) which is a cycle in \( Q \) with length less than 3. Consider the \( \mathbb{Z} \)-graded \( A_{\infty} \)-algebra \( B(Q, w) \), which as a graded \( k \)-module is given by

\[
B(Q, w) := \bigoplus_{i,j \in Q_0} \mathbb{K}^{\delta_{ij}} \oplus V_{ij}^\vee [-1] \oplus V_{ji}^\vee [-2] \oplus \mathbb{K}^{\delta_{ij}} [-3],
\]

where \( V_{ij} \) is the (trivially graded) vector space with basis consisting of the arrows in \( Q_1 \) which start from the vertex \( i \) and end at the vertex \( j \), and \( V_{ji} \) is the vector space generated by the opposite of the arrows in \( V_{ij} \). The \( A_{\infty} \)-operations \( \mu^k_B : B(Q, w)^{\otimes k} \to B(Q, w)[2 - k] \)

are defined explicitly by

\[
\mu^k_B(g^1, \ldots, g^\vee_k) = (-1)^{(k-1)|g^1|} \delta_{k,1} |g^1| + \cdots + |g^\vee_k| + |g^\vee_{k+1}| \sum_g \text{Coeff}_{g_k \ldots g_1}(dg) \cdot g^\vee,
\]

where the sum on the right-hand side above is taken over all the generators of the Ginzburg algebra \( G(Q, w) \), and \( \text{Coeff}_{g_k \ldots g_1}(dg) \) is the coefficient of \( g_k \ldots g_1 \) in the differential of \( g \) in \( G(Q, w) \), which is determined by the potential \( w \). Moreover, the grading of \( g^\vee \) is given by \( |g^\vee| = 1 - \deg(g) \) in the \( A_{\infty} \)-algebra \( B(Q, w) \).

Consider the pairing \( \langle \cdot, \cdot \rangle \) on the vector space generated by the degree 0 and degree 1 generators of \( G(Q, w) \), which satisfies

- \( \langle g_i, g_j \rangle = -(-1)^{|g_i| |g_j|} \langle g_j, g_i \rangle \);
- \( \langle g_i, g_j \rangle = 0 \) unless \( t(g_i) = h(g_j) \) and \( t(g_j) = h(g_i) \), where \( h(g) \) and \( t(g) \) are, respectively, the head and tail of an arrow or opposite arrow \( g \);
- the matrix with entries given by \( \langle g_i, g_j \rangle \) is invertible.

Let \( \langle \cdot, \cdot \rangle \) be the dual pairing of \( \langle \cdot, \cdot \rangle \), in this way we get a non-degenerate pairing

\[
\langle \cdot, \cdot \rangle_B : B(Q, w) \times B(Q, w) \to \mathbb{K}[-3]
\]

defined by

\[
\langle g^\vee_1, g^\vee_2 \rangle_B = (-1)^{|g^\vee_1|} \langle g^\vee_1, g^\vee_2 \rangle.
\]

Using the definition of \( \mu^k_B \), one can verify that

\[
\langle \mu^k_B(g^\vee_1, \ldots, g^\vee_k), g^\vee_0 \rangle_B = (-1)^{|g^\vee_1| + \cdots + |g^\vee_k|} \langle g_0, \ldots, g_1^\vee \rangle_B \mu^k_B(g^\vee_{k-1}, \ldots, g^\vee_0), g^\vee_k \rangle_B,
\]

which shows that \( B(Q, w) \) is a cyclic \( A_{\infty} \)-algebra with respect to the pairing \( \langle \cdot, \cdot \rangle_B \).

We refer the readers to \cite{18} for the precise definition of a compact Calabi–Yau structure. When \( \text{char}(\mathbb{K}) = 0 \), any cyclic \( A_{\infty} \)-algebra \( B \) over \( \mathbb{K} \) carries a canonical compact Calabi–Yau structure, and a compact Calabi–Yau structure on any \( A_{\infty} \)-algebra \( B \) determines a quasi-isomorphism between \( B \) and a cyclic \( A_{\infty} \)-algebra \( B' \). When \( \text{char}(\mathbb{K}) \neq 0 \), the notions of a cyclic \( A_{\infty} \)-algebra and a compact Calabi–Yau \( A_{\infty} \)-algebra in general differ from each other. Since we shall be mainly dealing with \( A_{\infty} \)-algebras arising from quivers with potentials in this paper, we will not distinguish between these two notions.
2.2. Cyclic completions

We recall the construction of the cyclic completion of an $A_\infty$-algebra from [52]. This is nothing else but the chain level refinement of trivial extensions of (graded) associative algebras.

Let $k$ be a semisimple ring which is a direct sum of a finite number of copies of the field $K$. Suppose that $A$ is a $\mathbb{Z}$-graded $A_\infty$-algebra over $k$, with $\mu^k_A: A^\otimes k \to A[2-k]$ being its structure maps, then one can associate to $A$ another $A_\infty$-algebra $\mathcal{B}$ which as an $A$-bimodule is given by

$$A \oplus A^\vee[-n],$$

where $A^\vee[-n]$ is the dual diagonal $A$-bimodule defined by (28), whose bimodule operations will be denoted by

$$\mu^s_{A^\vee[-n]}: A^\otimes s \otimes A^\vee[-n] \otimes A^\otimes r \to A^\vee[1-r-s-n].$$

The $A_\infty$-operations

$$\mu^k_{\mathcal{B}}: \mathcal{B}^\otimes k \to \mathcal{B}[2-k]$$

on the trivial extension are then defined to be the direct sum of $\mu^k_A$ with $\mu^i_{A^\vee[-n]}$. More precisely,

$$\mu^k_{\mathcal{B}}((a_k, a_1^\vee), \ldots, (a_1, a_1^\vee)) := \left( \mu^k_A(a_k, \ldots, a_1), \sum_{i=1}^k (-1)^{|a_1|+\ldots+|a_{i-1}|+r-2i} \mu^{|i-1|/2}_{A^\vee[-n]}(a_k, \ldots, a_{i+1}, a_1^\vee, a_{i-1}, \ldots, a_1) \right),$$

where $a_j \in A$ and $a_j^\vee \in A^\vee[-n]$.

The $A_\infty$-algebra $\mathcal{B}$ defined above is called the $n$-cyclic completion of $A$. In many cases, the $A_\infty$-structure $\mu^k_{\mathcal{B}}$ on $\mathcal{B}$ defined above is cyclic and extends the (usually) non-cyclic $A_\infty$-structure $\mu^k_A$ on $A$. The following is an example.

Let $\mathcal{A} \cong \mathbb{K}\overrightarrow{Q}/\overrightarrow{T}$ be a finite-dimensional graded associative algebra over $\mathbb{K}$ defined by a quiver $\overrightarrow{Q} = (\overrightarrow{Q}_0, \overrightarrow{Q}_1)$ with the set of vertices $\overrightarrow{Q}_0$ and the set of arrows $\overrightarrow{Q}_1$, together with a two-sided ideal $\overrightarrow{T} \subset \mathbb{K}(\overrightarrow{Q})^\otimes 2$ generated by quadratic relations (so in particular the $A_\infty$-structure on $\mathcal{A}$ is formal). In this case, the 3-cyclic completion $\mathcal{B} = \mathcal{A} \oplus \mathcal{A}^\vee[-3]$ has a simple realization. More precisely, denote by $\{\rho_1, \ldots, \rho_r\}$ the set of relations which generate the ideal $\overrightarrow{T}$, and by $y_j$ an arrow which reverses the compositions of the arrows appeared in $\rho_j$. Then $\mathcal{B}$ is the cyclic $A_\infty$-algebra defined by the quiver with potential $(Q, w)$ (cf. Section 2.1), where $Q_0 = \overrightarrow{Q}_0$,

$$Q_1 = \overrightarrow{Q}_1 \cup \{y_1, \ldots, y_r\}$$

and

$$w = \sum_{1 \leq j \leq r} y_j \rho_j.$$

**Proposition 2.1.** Let $\mathcal{A} \cong \mathbb{K}\overrightarrow{Q}/\overrightarrow{T}$ be as above, then the $A_\infty$-structure on its 3-cyclic completion $\mathcal{B}$ is formal.

**Proof.** This is obvious since $\mu^k_{\mathcal{B}}$ is defined additively in terms of $\mu^k_A$, but $\mathcal{A}$ is formal as an $A_\infty$-algebra. $\square$
2.3. Calabi–Yau completions

We recall here another algebraic construction associated to $A_\infty$-algebras due to Keller [39]. This is Koszul dual to Segal’s cyclic completion.

Let $A$ be a $\mathbb{Z}$-graded $A_\infty$-algebra over the semisimple ring $k = \bigoplus_{i=1}^\infty \mathbb{K} e_i$. Without loss of generality we can assume that $\mu^k_A = 0$ for $k \geq 3$, namely it is differential graded, since in general we can always find a dg algebra $A'$ which is quasi-isomorphic to $A$ and apply the construction described below to $A'$. Its $n$-Calabi–Yau completion is defined to be the tensor dg algebra

$$\Pi_n(A) := T^*_A(\text{Res}(A)^\vee[n-1]),$$

where the $A$-bimodule $\text{Res}(A)^\vee$ is called the inverse dualizing complex.

Let us illustrate the above definition under the assumption that $A$ is a semifree dg algebra over the field $\mathbb{K}$, which means its underlying graded algebra is freely generated over $\mathbb{K}$, with the set of generators given by $\{a_1, \ldots, a_m\}$. Consider $\Omega^1_A$, the bimodule of differentials on $A$, which has $Da_1, \ldots, Da_m$ as its basis, with $D : A \to \Omega^1_A$ being the universal derivation. Recall that we have a short exact sequence

$$0 \to \Omega^1_A \overset{\alpha}{\to} A \otimes A \overset{\circ}{\to} A \to 0,$$

where $\alpha(Da) = a \otimes 1 - 1 \otimes a$, and $\circ$ is the multiplication on $A$. In this case, $\text{Res}(A)$ is the mapping cone of $\alpha$, which gives a semifree bimodule resolution of $A$ with basis $\{e_1 \otimes e_1, \ldots, e_r \otimes e_r, Da_1[1], \ldots, Da_m[1]\}$. $\text{Res}(A)^\vee$ is the dual bimodule of $\text{Res}(A)$.

If $\phi : A \to A'$ is a quasi-isomorphism between dg algebras over $k$, then there is an induced quasi-isomorphism $n(\phi) : \Pi_n(A) \to \Pi_n(A')$.

**Theorem 2.1** (Keller [39, 40]). If $A$ is homologically smooth, then its $n$-Calabi–Yau completion $\Pi_n(A)$ is a smooth $n$-Calabi–Yau algebra.

We now specialize the above construction to the case of quiver algebras. Denote again by $\overrightarrow{Q} = (\overrightarrow{Q}_0, \overrightarrow{Q}_1)$ a finite quiver. Let $\mathcal{A} = \mathbb{K}(\overrightarrow{Q})/\overrightarrow{T}$ be the graded associative algebra defined by a quadratic ideal $\overrightarrow{T} \subset \mathbb{K}(\overrightarrow{Q}_1)^{\otimes 2}$. Here we assume in addition that $\mathcal{A}$ has global dimension less than or equal to 2.

From these data we can construct a quiver with potential $(Q, w)$ exactly as in Section 2.2. Namely, one starts with the quiver $\overrightarrow{Q}$ and adds arrows to it according to the relations which generate $\overrightarrow{T}$.

In this case we have the following result due to Keller, which gives a concrete realization of the 3-Calabi–Yau completion $\Pi_3(A)$ as the Ginzburg algebra associated to $(Q, w)$.

**Proposition 2.2** [39, Theorem 6.10]. Under the above assumptions, the 3-Calabi–Yau completion $\Pi_3(A)$ is quasi-isomorphic to the Ginzburg dg algebra $\mathcal{G}(Q, w)$.

2.4. Koszul duality

We explain the Koszul duality between the compact and smooth 3-Calabi–Yau algebras $B$ and $\mathcal{G}$ defined in Section 2.1 associated to the same quiver with potential $(Q, w)$, where $w$ is homogeneous and contains only cubic terms.

We refer the interested readers to [22, Section 2] for a detailed introduction to the algebraic preliminaries concerning Koszul duality.

In this section, we will follow the convention of [44], and work with $\mathbb{Z} \times \mathbb{Z}$-graded augmented $A_\infty$-algebras $(A, \varepsilon)$ over a semisimple ring $\mathbb{k}$, where $\varepsilon : A \to \mathbb{k}$ is an augmentation. This means that all the $A_\infty$-operations $\mu^k_A$ have bidegree $(2-k, 0)$. Let $\phi : A \to B$ be a morphism between bigraded $A_\infty$-algebras, which consists of a sequence of $\mathbb{k}$-linear maps $\phi_k : A^\otimes k \to B$, then $\phi_k$
has bidegree $ (1 - k, 0) $. The second grading on $ A $ will be referred to as the *Adams grading*, it is preserved by all the $ A_\infty $-operations $ \mu_A^i $. With respect to the bigrading, as a $ k $-bimodule $ A $ decomposes as $ A = \bigoplus_{i,j} A^{i,j} $. We say that $ A $ is *locally finite* if each $ A^{i,j} $ is finite-dimensional over $ k $.

As a $ k $-bimodule, the Koszul dual $ E(A) $ of $ A $ is defined explicitly by

$$ E(A)^{m,n} := \bigoplus_{d \geq 1} \bigoplus_{\sum_{k=1}^d i_k = m, \sum_{k=1}^d j_k = n} (\mathcal{A}^\#)^{i_1,j_1} \otimes \cdots \otimes (\mathcal{A}^\#)^{i_d,j_d}, $$

where $ \mathcal{A} := \ker(\varepsilon) $ is the augmentation ideal, $ \# $ denotes the graded linear dual and the shift $ \mathcal{A}^\# $.

Note that a map $ \phi : A \to B $ between $ \mathbb{Z} \times \mathbb{Z} $-graded augmented $ A_\infty $-algebras is a quasi-isomorphism if and only if the induced coaugmented dg coalgebra map $ B\phi : BA \to BB $ on their bar constructions is a quasi-isomorphism. This can be proved using the spectral sequence associated to the *word length filtration* on the complex $ BA $ (see [22, Section 2.2.1]). Recall that by definition, $ E(A) = (BA)^\# $, therefore a quasi-isomorphism $ \phi : A \to B $ between augmented $ A_\infty $-algebras induces a quasi-isomorphism $ E(A) \to E(B) $.

**Theorem 2.2** [44, Theorem 2.4]. Let $ A $ be a locally finite augmented $ A_\infty $-algebra. If its Koszul dual $ E(A) $ is also locally finite, then $ E(E(A)) $ is quasi-isomorphic to $ A $.

**Remark.** In [44], there is no locally finiteness assumption on $ A $. However, this assumption is essential for the argument presented in [44], see, for example, [22, Lemma 9 and Theorem 17], where such an assumption is included.

**Proposition 2.3.** Let $ B $ and $ G $ be the compact and smooth Calabi–Yau $ 3 $-algebras defined by the same quiver with potential $ (Q, w) $. We can equip them with Adams gradings so that there are quasi-isomorphisms between bigraded $ A_\infty $-algebras

$$ E(B) \cong G, E(G) \cong B. $$

**Proof.** To begin with, we equip $ B $ with a trivial bigrading $ (0, j) $, where the first grading is always fixed to be 0, and the Adams grading is the total grading on the $ \mathbb{Z} $-graded $ A_\infty $-algebra $ B $.

Note that although the original grading on $ E(B) = G $ is usually not locally finite, we can equip $ G $ with a bigrading by declaring the following:

- the original arrows $ a $ in $ Q_1 $ have bigrading $ (1, -1) $,
- the opposite arrows $ a^* $ to $ a $ have bigrading $ (1, -2) $,
- the loops $ z_v $ at the vertex $ v $ have bigrading $ (1, -3) $,

so that the total grading recovers the original grading on $ G $. By our assumption that every term in the potential $ w $ is cubic, we see that the differential $ d $ on $ G $ has bidegree $ (1, 0) $ with respect to the bigrading defined above.

Note that $ (B, \varepsilon_B) $ is a bigraded augmented $ A_\infty $-algebra with $ \varepsilon_B : B \to \mathbb{k} $ being the projection to the degree 0 part. By (47) we have

$$ E(B) = T(\mathcal{B}[1]^\vee). $$

It follows from our definitions in Section 2.1 that the right-hand side above is quasi-isomorphic to the Ginzburg dg algebra $ G $ equipped with the bigrading specified above. This proves the first quasi-isomorphism.
Since $\mathcal{G}$ is locally finite with respect to the double grading specified above, and $\mathcal{B}$ is clearly locally finite, we can apply Theorem 2.2 to $\mathcal{B}$, which gives

$$\mathcal{B} \cong E(E(\mathcal{B})) \cong E(\mathcal{G}).$$  \hfill (50)

Remark. The bigrading used in the above proof has potential applications in showing the primitivity of the homology classes of Lagrangian homology spheres in $M_{p,q,r}$ when $K = \mathbb{C}$. In fact, Corollaries 1.1 and 1.2 boil the question of classifying Lagrangian homology spheres in $M_{p,q,r}$ down to that of classifying $\mathbb{C}^*$-equivariant $A_{\infty}$-modules over a quiver algebra $B_{p,q,r}$ (see Section 3.3). Meanwhile, the dg category of perfect $A_{\infty}$-modules over $B_{p,q,r}$ admits a bigraded refinement, which comes essentially from the bigrading on $B_{p,q,r}$ specified in the proof of the above Proposition. One can then imitate the argument of [57].

**Proposition 2.4.** Assume in addition that $H^*(\mathcal{G})$ is finite-dimensional in each fixed degree, we have quasi-isomorphisms

$$\text{RHom}_B(\mathbb{k}, k) \cong \mathcal{G}, \text{RHom}_\mathcal{G}(\mathbb{k}, k) \cong \mathcal{B}$$  \hfill (51)

as $\mathbb{Z}$-graded $A_{\infty}$-algebras.

**Proof.** According to [67, Section 2.3], in general we have

$$\text{RHom}_B(\mathbb{k}, k) \cong \hat{\mathcal{G}},$$  \hfill (52)

where $\hat{\mathcal{G}}$ is the completed Ginzburg algebra associated to the quiver with potential $(Q, w)$, namely the Ginzburg algebra $\mathcal{G}$ completed with respect to the path length in $\mathbb{k}Q$, with $\tilde{Q}$ being the ‘double’ of $Q$ obtained by adding to $Q$ the reversed arrows $a^*$ for each $a \in Q_1$ and the loops $z_v$ for each $v \in Q_0$.

To conclude the proof, we need to show that with our assumptions, $\hat{\mathcal{G}}$ is quasi-isomorphic to the uncompleted Ginzburg algebra $\mathcal{G}$. This can be seen by considering the filtration $F^*H^*(\mathcal{G})$ on cohomology induced by the path length filtration on $\mathcal{G}$. By our standing assumption that the potential $w$ consists only of cubic terms, we see that the differentials of the generators in $\mathcal{G}$ consist of homogeneous terms with respect to the path length filtration, thus the filtration $F^*$ on $H^*(\mathcal{G})$ is Hausdorff, which means that the completion map $\mathcal{G} \to \hat{\mathcal{G}}$ is cohomologically injective. On the other hand, since $H^*(\mathcal{G})$ is finite-dimensional in each degree, we conclude that the filtration $F^*$ on $H^*(\mathcal{G})$ is complete, therefore $\mathcal{G} \to \hat{\mathcal{G}}$ is cohomologically surjective (see [66, Section 5.4]).

3. **Formality of $A_{\infty}$-structures**

Assuming Theorem 1.2, we prove in this section the formality statement claimed in Corollary 1.1, and therefore identify the Fukaya $A_{\infty}$-algebra $\mathcal{V}_{p,q,r}$ of vanishing cycles with the cyclic completion of a quiver algebra which is quasi-isomorphic to $A_{p,q,r}$. We begin by recalling the suspension construction of Lefschetz fibrations due to Seidel [56], and a general form of the Eilenberg–Moore equivalence relating the Fukaya $A_{\infty}$-algebra and the Chekanov–Eliashberg algebra due to Ekholm–Lekili [22].

3.1. **Suspension of a Lefschetz fibration**

Let $E$ be a $2n$-dimensional Liouville manifold and let $\pi : E \to \mathbb{C}$ be an exact symplectic Lefschetz fibration with smooth fiber $M$, which is also a Liouville manifold. Assume that $c_1(M) = 0$. The suspension

$$\pi^\sigma : E^\sigma := E \times \mathbb{C} \to \mathbb{C}$$  \hfill (53)
of the Lefschetz fibration \( \pi \) is defined as \( \pi^\sigma(x, y) = \pi(x) + y^2 \), where \( x \in E \) and \( y \in \mathbb{C} \). Note in particular that \( \pi^\sigma \) is still a Lefschetz fibration. Denote by \( M^\sigma \) a smooth fiber of \( \pi^\sigma \), which is again a 2\( n \)-dimensional Liouville manifold with \( c_1(M^\sigma) = 0 \), so we have two well-defined \( \mathbb{Z} \)-graded \( A_\infty \)-categories: the Fukaya category \( \mathcal{F}(M) \) of the smooth fiber of \( \pi \), and the Fukaya category \( \mathcal{F}(M^\sigma) \) of the smooth fiber of \( \pi^\sigma \). We describe here the algebraic construction of Seidel \cite{seidel2010kz}, which, when applied to geometry, describes a full \( A_\infty \)-subcategory \( \mathcal{V}(M^\sigma) \subset \mathcal{F}(M^\sigma) \) in terms of the \( A_\infty \)-category \( \mathcal{A}(\pi) \) associated to the Lefschetz fibration \( \pi \).

Let \( \mathcal{B} \) be a \( \mathbb{Z} \)-graded, strictly unital, proper \( A_\infty \)-category, defined over any field \( \mathbb{K} \), fix a set \( \{ S_1, \ldots, S_k \} \) of non-trivial objects of \( \mathcal{B} \), which means that \( \text{hom}_\mathcal{B}(S_i, S_i) \) is never acyclic for \( 1 \leq i \leq k \). Let \( \mathcal{A} \subset \mathcal{B} \) be the directed \( A_\infty \)-subcategory with the same objects as \( \mathcal{B} \) but whose morphism spaces are set to be

\[
\text{hom}_\mathcal{A}(S_i, S_j) = \begin{cases} 
\mathbb{K} \cdot e_{S_i} & i = j \\
0 & i > j 
\end{cases}
\]

(54)

The \( A_\infty \)-structure on \( \mathcal{A} \) is defined to be the restriction of that of \( \mathcal{B} \).

Let \( C\ell_2(\mathcal{B}) \) be another \( A_\infty \)-category with objects

\[
(S_1^+, \ldots, S_k^+, S_1^-, \ldots, S_k^-),
\]

(55)

where \( S_i^+ \) is a copy of \( S_i \), while \( S_i^- \) is a shifted copy \( S_i[1] \). As the simplest instance of \( A_\infty \)-Morita equivalence, \( C\ell_2(\mathcal{B}) \) is quasi-isomorphic to \( \mathcal{B} \). Let \( \mathcal{C} \subset C\ell_2(\mathcal{B}) \) be the associated directed \( A_\infty \)-subcategory. Schematically we have

\[
\mathcal{C} = \begin{bmatrix} \mathcal{A} & 0 \\ \mathcal{B}[1] & \mathcal{A} \end{bmatrix} \subset C\ell_2(\mathcal{B}) = \begin{bmatrix} \mathcal{B} & \mathcal{B}[1] \\ \mathcal{B}[1] & \mathcal{B} \end{bmatrix}.
\]

(56)

Finally, we introduce a third \( A_\infty \)-category \( \mathcal{B}^\sigma \) with objects \( (S_1^\sigma, \ldots, S_k^\sigma) \). This is the full \( A_\infty \)-subcategory of \( \mathcal{C}^{tw} \) consisting of the twisted complexes

\[
S_i^\sigma = \text{Cone}(S_i^-[-1] \xrightarrow{e_{S_i}} S_i^+) = \left( S_i^- \oplus S_i^+, \delta_{S_i} = \begin{bmatrix} 0 & 0 \\ e_{S_i} & 0 \end{bmatrix} \right).
\]

(57)

Under the assumption that each \( S_i \) is simple, that is,

\[
H^0(\text{hom}_\mathcal{B}(S_i, S_i)) = \mathbb{K}[e_{S_i}]
\]

(58)

for \( i = 1, \ldots, k \), the directed \( A_\infty \)-category \( \mathcal{A} \), together with the quasi-isomorphism class of the \( \mathcal{A} \)-bimodule \( \mathcal{B} \) determine the \( A_\infty \)-category \( \mathcal{B}^\sigma \) up to quasi-isomorphism.

The \( A_\infty \)-category \( \mathcal{B}^\sigma \) is called the algebraic suspension of \( \mathcal{B} \). Let \( \mathcal{A}^\sigma \subset \mathcal{B}^\sigma \) be its associated directed \( A_\infty \)-subcategory, it is easy to see that \( \mathcal{A}^\sigma \) is quasi-isomorphic to \( \mathcal{A} \). The main result of \cite{seidel2010kz} is a description of the algebraic suspension \( \mathcal{B}^\sigma \) in terms of the pairing \( (\mathcal{A}, \mathcal{B}) \).

**Lemma 3.1** \cite[Lemma 4.2]{seidel2010kz}. Assume that (58) holds, and as an \( \mathcal{A} \)-bimodule, \( \mathcal{B} \) is quasi-isomorphic to \( \mathcal{A} \oplus (\mathcal{B}/\mathcal{A})[-1] \), then the \( A_\infty \)-category \( \mathcal{B}^\sigma \) is quasi-isomorphic to the trivial extension constructed from \( \mathcal{A} \) and the \( \mathcal{A} \)-bimodule \( (\mathcal{B}/\mathcal{A})[-1] \).

Geometrically, the construction above can be applied to the pairing

\[
(\mathcal{A}, \mathcal{B}) = (\mathcal{A}(\pi), \mathcal{V}(M)),
\]

(59)

where \( \mathcal{V}(M) \subset \mathcal{F}(M) \) is the full \( A_\infty \)-subcategory which consists of vanishing cycles \( V_1, \ldots, V_k \subset M_* \), where \( M_* \cong M \) is the fiber of \( \pi \) over some chosen base point \( * \in \mathbb{C} \). Starting from a distinguished basis of vanishing cycles \( V_1, \ldots, V_k \), the Lagrangian spheres \( V_1^\sigma, \ldots, V_k^\sigma \subset M^\sigma_* \) can be described as double branched covers of the corresponding basis of Lefschetz thimbles.
\[ \Delta_1, \ldots, \Delta_k \] whose vanishing paths share the common endpoint \(*\). In particular, \( \partial \Delta_i = V_i \).

Denote by \( \mathcal{V}(M^\sigma) \subset \mathcal{F}(M^\sigma) \) the full \( A_\infty \)-subcategory formed by \( V_1^\sigma, \ldots, V_n^\sigma \), the algebraic constructions above can be translated into geometry via the following.

**Proposition 3.1** [56, Lemma 6.3]. Let \( \mathbb{K} \) be any field. There is a quasi-isomorphism between \( A_\infty \)-categories over \( \mathbb{K} \):

\[
\mathcal{V}(M^\sigma) \cong \mathcal{V}(M)^\sigma. \tag{60}
\]

**Remark.** In [56], there is an additional assumption that \( \text{char}(\mathbb{K}) \neq 2 \) in the above proposition. This is because the Fukaya category \( \mathcal{A}(\pi) \) is defined to be the \( \mathbb{Z}/2 \)-invariant subcategory of the Fukaya category \( \mathcal{F}(E) \), where \( E \) is a double cover of \( E \) branched along the smooth fiber \( M_\infty \). However, this assumption can actually be removed since the Fukaya category \( \mathcal{A}(\pi) \) can also be defined directly on \( E \) using a particular class of Hamiltonian perturbations specified in [58], without passing to the double branched cover \( E \). Alternatively, \( \mathcal{A}(\pi) \) can be defined as a version of partially wrapped Fukaya category [27].

The weak Calabi–Yau property of the \( A_\infty \)-category \( \mathcal{V}(M) \) implies the existence of a quasi-isomorphism

\[
\mathcal{V}(M)/\mathcal{A}(\pi) \cong \mathcal{A}(\pi)^\vee[-n+1] \tag{61}
\]

between \( \mathcal{A}(\pi) \)-bimodules. Note that this is strictly weaker than the assumption in Lemma 3.1, which requires the existence of a quasi-isomorphism

\[
\mathcal{V}(M) \cong \mathcal{A}(\pi) \oplus \mathcal{A}(\pi)^\vee[-n+1] \tag{62}
\]

between \( \mathcal{A}(\pi) \)-bimodules. Because of this, in general it is not true that the \( A_\infty \)-category \( \mathcal{V}(M^\sigma) \) is quasi-equivalent to the trivial extension \( \mathcal{A}(\pi) \oplus \mathcal{A}(\pi)^\vee[-n] \).

**Remark.** In a recent paper [42], Lekili and Ueda prove that the Fukaya \( A_\infty \)-algebras of certain distinguished bases of vanishing cycles in the Milnor fibers of weighted homogeneous singularities with a conditions on the weights are non-formal. In particular, the Milnor fibers of the surface singularities of the form

\[
x^p + y^q + z^2 = 0, \quad \frac{1}{p} + \frac{1}{q} < \frac{1}{2}
\]

provide explicit examples of Liouville manifolds \( M \) which satisfy (61) but not (62).

In the other direction, it is proved by Seidel in [56] that condition (62) is satisfied for fibers \( M^\sigma \) obtained by once suspensions, namely there is a quasi-isomorphism

\[
\mathcal{V}(M^\sigma) \cong \mathcal{A}(\pi) \oplus \mathcal{A}(\pi)^\vee[-n] \tag{64}
\]

as \( \mathcal{A}(\pi) \)-bimodules. Denote by \( \mathcal{V}(M^{\sigma \sigma}) \) the \( A_\infty \)-category of vanishing cycles \( V_1^{\sigma \sigma}, \ldots, V_n^{\sigma \sigma} \subset M^{\sigma \sigma} \) of the double suspension \( \pi^{\sigma \sigma} : E \times \mathbb{C}^2 \to \mathbb{C} \). As a corollary of Lemma 3.1, we have the following.

**Corollary 3.1** [56, Corollary 6.5]. \( \mathcal{V}(M^{\sigma \sigma}) \) is quasi-equivalent to the trivial extension \( \mathcal{A}(\pi) \oplus \mathcal{A}(\pi)^\vee[-n-1] \). In particular, its endomorphism algebra \( \mathcal{V}_{M^{\sigma \sigma}} \) is formal as an \( A_\infty \)-algebra over \( k \) if \( \mathcal{A}_x \) is formal.

### 3.2. Generalized Eilenberg–Moore equivalence

Let \( M^{in}_\Lambda \) be a Weinstein domain with \( c_1(M_{-\Lambda}) = 0 \), and let \( S^{in}_v \subset M_{-\Lambda}^{in} \) be a Lagrangian submanifold with Legendrian boundary \( \Lambda_v \subset \partial M_{-\Lambda}^{in} \). Assume that \( S^{in}_v \) is oriented, \( Spin \), and
has vanishing Maslov class. Fix a finite set $\Gamma$, assume that the Lagrangian submanifolds $S_v$ for $v \in \Gamma$ intersect with each other transversely, and that $\Lambda_v$ are mutually disjoint. Put

$$S^\text{in} = \bigcup_{v \in \Gamma} S^\text{in}_v, \Lambda = \bigsqcup_{v \in \Gamma} \Lambda_v.$$  

(65)

We denote by $M^\text{in}$ the Weinstein domain obtained by attaching handles to $M^\text{in}_\Lambda$ along $\Lambda$, and by $S_v$ the union of $S^\text{in}_v$ with the Lagrangian core disc of the Weinstein handle attached along $\Lambda_v$. Note that $S_v \subset M$ is a closed exact Lagrangian submanifold, and its Floer cochain complexes $CF^*(S_v, S_w)$ for $v, w \in \Gamma$ are well defined. The geometric data above give rise to two $A_\infty$-algebras over the semisimple ring $k := \bigoplus_{v \in \Gamma} \mathbb{K} e_v$, namely the Fukaya $A_\infty$-algebra

$$\mathcal{V}_M := \bigoplus_{v, w \in \Gamma} CF^*(S_v, S_w)$$  

(66)

and the Chekanov–Eliashberg algebra $CE(\Lambda)$. By [21], the Lagrangian fillings $S^\text{in}_v$ of $\Lambda_v$ give rise to an augmentation

$$\varepsilon_v : CE(\Lambda) \to k.$$  

(67)

**Theorem 3.1** [22, Theorem 4]. There exists a quasi-isomorphism between $A_\infty$-algebras

$$R\text{Hom}_{CE(\Lambda)}(k, k) \cong \mathcal{V}_M.$$  

(68)

This should be regarded as a generalization of the Eilenberg–Moore equivalence (3). In [22], the theorem is also proved for the more general case when $CE(\Lambda)$ is the Chekanov–Eliashberg algebra with loop space coefficients and $\mathcal{V}_M$ is the endomorphism algebra of the infinitesimally wrapped Fukaya category.

### 3.3. Quiver algebras as Fukaya categories

We prove Corollary 1.1 in this subsection. As a by-product, it enables us to identify a full subcategory of the derived Fukaya category $D^\text{perf}F(M_{p,q,r})$ with the derived category of perfect modules over an $A_\infty$-category associated to quiver with potential introduced in Section 2.1. Similar but more sophisticated results have been obtained by Smith in [64].

When $\frac{1}{p} + \frac{1}{q} + \frac{1}{r} \leq 1$, the Weinstein manifold $M_{p,q,r}$ is the Milnor fiber associated to the corresponding isolated singularity $t_{p,q,r} + w^2 = 0$. However, in this paper we are also interested in the case when $\frac{1}{p} + \frac{1}{q} + \frac{1}{r} > 1$ and $p, q, r \geq 2$, where $M_{p,q,r}$ is no longer a Milnor fiber, but a generalized Milnor fiber in the sense of [37]. More precisely, this means that the polynomial $t_{p,q,r} + w^2$ on $\mathbb{C}^4$ has a finite number of isolated critical points, instead of a unique isolated critical point at the origin. By taking the intersection of a smooth fiber of $t_{p,q,r} + w^2 : \mathbb{C}^4 \to \mathbb{C}$ with a large ball $B^6 \subset \mathbb{C}^4$, we still get a well-defined Weinstein domain whose completion is Weinstein deformation equivalent to $M_{p,q,r}$. Our considerations here will work for both these cases.

In order to understand a full $A_\infty$-subcategory of the compact Fukaya category $F(M_{p,q,r})$, we shall use the results assembled in the last two subsections. Consider the Lefschetz fibration $\tilde{t}_{p,q,r} : \mathbb{C}^3 \to \mathbb{C}$ defined as a morsification of $t_{p,q,r}(x, y, z)$ (see (16)). Note that in our case, the smooth fiber of $\tilde{t}_{p,q,r}$ is symplectomorphic to the Milnor fiber $T_{p,q,r} \subset \mathbb{C}^3$ associated to the singularity $t_{p,q,r}(x, y, z) = 0$. The suspension of $\tilde{t}_{p,q,r}$ is the Lefschetz fibration on $\mathbb{C}^4$ defined by

$$\tilde{f}_{p,q,r}(x, y, z, w) := \tilde{t}_{p,q,r}(x, y, z) + w^2.$$  

(69)
Its smooth fiber is symplectomorphic to the Milnor fiber $M_{p,q,r} \subset \mathbb{C}^4$, whose symplectic topology is the main interest of this paper.

Let $\mathbb{K}$ be any field. Consider the full $A_\infty$-subcategory $\mathcal{V}(M_{p,q,r}) \subset \mathcal{F}(M_{p,q,r})$ whose objects are vanishing cycles $V_1, \ldots, V_{p+q+r-1}$ in the Milnor fiber $M_{p,q,r}$. Since $M_{p,q,r}$ is a fiber of the suspension $\tilde{t}_{p,q,r} : \mathbb{C}^4 \to \mathbb{C}$, the vanishing cycles in $M_{p,q,r}$ can be interpreted as double covers of the Lefschetz thimbles of $\tilde{t}_{p,q,r}$ branched along the vanishing cycles in the Milnor fiber $T_{p,q,r}$. Thus our notation for $\mathcal{V}(M_{p,q,r})$ is compatible with our previous convention, when the manifold of interest is not necessarily a Milnor fiber. As a consequence, the $A_\infty$-category $\mathcal{V}(M_{p,q,r})$ is a deformation of the trivial extension

$$\mathcal{A}(\tilde{t}_{p,q,r}) \oplus \mathcal{A}(\tilde{t}_{p,q,r})^\vee[-3].$$

To show that this deformation is trivial, we use Theorem 1.2 and the generalized Eilenberg–Moore equivalence (68) learned in the last subsection. Take $M^{\text{in}}_\Lambda$ in Section 3.2 to be the standard symplectic ball $D^6$, and let $\Lambda = \Lambda_{p,q,r}$ be the link of Legendrian 2-spheres obtained in Proposition 5.1. It follows that $M = M_{p,q,r}$ and $\mathcal{V}_M = \mathcal{V}_{p,q,r}$. By Theorem 3.1, there is a quasi-isomorphism

$$R\text{Hom}_{\mathcal{C}E(\Lambda_{p,q,r})}(\mathbb{K}, \mathbb{K}) \cong \mathcal{V}_{p,q,r}.$$  

(71)

On the other hand, our computation of the Chekanov–Eliashberg algebra in Theorem 1.2 gives the quasi-isomorphism

$$\mathcal{C}E(\Lambda_{p,q,r}) \cong \Pi_3(\mathcal{A}_{p,q,r}).$$

(72)

In order to compute the Koszul dual of the 3-Calabi–Yau completion $\Pi_3(\mathcal{A}_{p,q,r})$ on the right-hand side above, it is more convenient to have an explicit model for it. the following Lemma enables us to identify $\Pi_3(\mathcal{A}_{p,q,r})$ with a Ginzburg algebra associated to some quiver with potential $(Q_{p,q,r}, w_{p,q,r})$.

**Lemma 3.2.** The directed $A_\infty$-algebra $\mathcal{A}_{p,q,r}$ is quasi-isomorphic to a quiver algebra with global dimension no more than 2.

**Proof.** It is proved by Keating in [37] that $\mathcal{A}_{p,q,r}$ is quasi-isomorphic to the endomorphism algebra of a tilting object for the hereditary category $\text{Coh}(\mathbb{P}^1_{p,q,r})$, where $\text{Coh}(\mathbb{P}^1_{p,q,r})$ is the abelian category of coherent sheaves on the weighted projective line $\mathbb{P}^1_{p,q,r}$. More precisely, it follows from the computation in [37] that $\mathcal{A}_{p,q,r}$ can be identified with the graded associative algebra $\mathbb{K}Q_{p,q,r}/I_{p,q,r}$ associated to the following directed quiver:

$$
\begin{array}{cccccccc}
\bullet & P_1 & x_1 & P_2 & x_2 & \cdots & P_{r-1} \\
\Pdownarrow_{a_1} & \Pdownarrow_{b_1} & \Pdownarrow_{a_2} & \Pdownarrow_{b_2} & \Pdownarrow_{a_3} & \Pdownarrow_{b_3} \\
\bullet A & Q_1 & y_1 & Q_2 & y_2 & \cdots & Q_{r-1} \\
\Pdownarrow_{a_1} & \Pdownarrow_{b_1} & \Pdownarrow_{a_2} & \Pdownarrow_{b_2} & \Pdownarrow_{a_3} & \Pdownarrow_{b_3} \\
\bullet R_1 & x_1 & R_2 & x_2 & \cdots & R_{r-1} \\
\end{array}
$$

(73)

with relations in $\mathcal{T}_{p,q,r}$ given by

$$b_2 \circ a_1 = 0, b_1 \circ a_2 = 0, b_3 \circ (a_1 - a_2) = 0.$$  

(74)

It then follows that $\mathbb{K}Q_{p,q,r}/\mathcal{T}_{p,q,r}$ is a quasi-tilted algebra of canonical type (see [43]). Quasi-tilted algebras are studied in [33], and they are characterized by having global dimension at most 2 and each indecomposable module having projective dimension at most 1 or injective dimension at most 1.  

$\square$
By the above lemma, the conditions imposed on the quiver algebra $A$ in Section 2.3 is satisfied for $\mathbb{K}Q_{p,q,r}/\mathcal{I}_{p,q,r}$. Since by its construction recalled in Section 2.3, the Calabi–Yau completion $\Pi_3(A_{p,q,r})$ is unchanged up to quasi-isomorphism by replacing $A_{p,q,r}$ with the quiver algebra $\mathbb{K}Q_{p,q,r}/\mathcal{I}_{p,q,r}$, which is quadratic by (74), using Proposition 2.2 we can identify the 3-Calabi–Yau completion of $A_{p,q,r}$ with the Ginzburg algebra $G_{p,q,r} := G(Q_{p,q,r}, w_{p,q,r})$ defined by the following quiver $Q_{p,q,r}$:

\[
\begin{align*}
A & \xrightarrow{a_1} B \\
& \xrightarrow{a_2} C_1 \\
& \xrightarrow{a_3} C_2 \\
& \xrightarrow{a_4} C_3 \\
\end{align*}
\]

with potential

\[
w_{p,q,r} = a_1b_2c_2 + a_2b_1c_1 + a_1b_3c_3 - a_2b_3c_3.
\]

By Proposition 2.3,

\[
RHom_{G_{p,q,r}}(k, k) \cong B_{p,q,r},
\]

where $B_{p,q,r} := B(Q_{p,q,r}, w_{p,q,r})$ is the compact 3-Calabi–Yau algebra associated to the same quiver with potential $(Q_{p,q,r}, w_{p,q,r})$.

**Lemma 3.3.** There is a quasi-isomorphism

\[
\mathcal{V}_{p,q,r} \cong B_{p,q,r}
\]

between $A_\infty$-algebras over $k$.

**Proof.** By our discussions in Section 2.4, one can use a quasi-isomorphic replacement of the Chekanov–Eliashberg dg algebra $CE(\Lambda_{p,q,r})$ when computing its Koszul dual. In order to use (77) to compute the left-hand side of (71), besides the quasi-isomorphism (72), we need to show that the augmentation $\varepsilon_V : CE(\Lambda_{p,q,r}) \to k$ induced by the Lagrangian fillings $V_1, \ldots, V_{p+q+r-1}$ of the Legendrian link $\Lambda_{p,q,r}$ by vanishing cycles corresponds, under (72), to the trivial projection $\varepsilon : G_{p,q,r} \to k$, which is the augmentation that we used on the left-hand side of (77) to compute the Koszul dual of $G_{p,q,r}$. To see this, we need to refer to the explicit quasi-isomorphism (316) between the cellular dg algebra $C(\Lambda_{2,2,2})$ and the Ginzburg algebra $G_{2,2,2}$, which shows that the degree 0 generators $a_1, a_2, b_1, b_2, c_1, c_2, c_3$ of the Ginzburg algebra $G_{2,2,2}$ correspond geometrically to Reeb chords between different components of $\Lambda_{2,2,2}$ under the quasi-isomorphism (72). By definition, the image of these Reeb chords under $\varepsilon_V$ are zero, which shows that $(CE(\Lambda_{2,2,2}), \varepsilon_V)$ and $(G_{2,2,2}, \varepsilon)$ are quasi-isomorphic as augmented dg algebras. The general case can be argued in a completely identical way, as the newly created degree 0 generators in $CE(\Lambda_{p,q,r})$ after attaching unknotted Legendrian spheres to $\Lambda_{2,2,2}$ are also Reeb chords between different components of $\Lambda_{p,q,r}$.

Since $B_{p,q,r}$ is by construction the cyclic completion $A_{p,q,r} \oplus A_{p,q,r}^\vee[-3]$, we conclude that there is a quasi-isomorphism

\[
\mathcal{V}_{p,q,r} \cong A_{p,q,r} \oplus A_{p,q,r}^\vee[-3],
\]

which implies the formality of the $A_\infty$-algebra $\mathcal{V}_{p,q,r}$, by Proposition 2.1.
4. Split-generation and quasi-dilations

Assuming Koszul duality between the $A_\infty$-algebras $V_{p,q,r}$ and $CE(A_{p,q,r})$, we prove in this section the Corollaries 1.2 and 1.3 stated in Section 1.3.

4.1. Split-generation

As in Section 2.4, denote by $G$ and $B$ the Ginzburg dg algebra and the cyclic $A_\infty$-algebra associated to the same quiver with potential $(Q, w)$. By Proposition 2.3, when $w$ is cubic, $B = E(G)$ is the (bigraded) Koszul dual of $G$.

Recall that all the $A_\infty$-modules over $G$ form a dg category $G\mod$. There is a Koszul duality functor $K : G\mod \to B\mod$ defined by $\text{RHom}_G(k, \cdot)$. This is first introduced by Beilinson–Ginzburg–Soergel in [10] for Koszul algebras, its generalization in the context of $A_\infty$-Koszul duality is straightforward.

Denote by $\text{D}^{\text{prop}}(G)$ the derived category of proper $G$-modules, namely those $G$-modules whose cohomologies are finite-dimensional; and by $\text{D}^{\text{perf}}(B)$ the derived category of perfect $B$-modules, which is obtained by taking the split-closure of the homotopy category of the $A_\infty$-category of twisted complexes over $B$, that is, $H^0(Tw(B))$.

**Proposition 4.1** [9, 41]. Assume that $H^*(G)$ is finite-dimensional in each fixed degree. The restriction of the Koszul duality functor $K$ induces an equivalence

$$DK : \text{D}^{\text{prop}}(G) \to \text{D}^{\text{perf}}(B).$$

**Remark.** Without the assumption that $H^*(G)$ is finite-dimensional in each degree, we have instead an equivalence

$$\text{D}^{\text{prop}}(\hat{G}) \cong \text{D}^{\text{perf}}(B),$$

where $\hat{G}$ is the complete Ginzburg algebra. When $H^*(G)$ is locally finite with respect to the total grading, there is a quasi-isomorphism $G \cong \hat{G}$.

The bigraded version of the Koszul duality functor $K$ induces an equivalence between $\text{D}^{\text{prop}}(\hat{G})$ and $\text{D}^{\text{perf}}(B)$ whenever $G$ is Adams connected as a bigraded $A_\infty$-algebra (see [44, Theorem B]). Although the Adams connectedness condition is satisfied for any Ginzburg algebra $G$ defined by a quiver $Q$ with cubic potential $w$, this version of derived equivalence cannot be used to prove the split-generation of the compact Fukaya category $\mathcal{F}(M_{p,q,r})$ by vanishing cycles. This is because the derived category of bigraded $A_\infty$-modules over the bigraded $A_\infty$-algebra $G$ or $B$ is in general unrelated to the corresponding singly graded version.

Another ingredient which is relevant for the proof of Corollary 1.2 is the split-generation of the wrapped Fukaya category by Lagrangian cocores, which should follow by combining the work of Bourgeois–Eckholm–Eliashberg [12] on Legendrian surgery with Abouzaid’s geometric generation criterion [1]. For convenience, we state the following generation result, which appears in the recent work [14]. A more general statement, which takes into account also Weinstein domains with stops, is proved in [28].

**Theorem 4.1** [14, 28]. Let $M$ be a Weinstein manifold, which can be realized as the result of Weinstein handle attachment to $D^{2n}$. Denote by $L_1, \ldots, L_k$ the Lagrangian cocore discs in the $n$-handles, the wrapped Fukaya category $\mathcal{W}(M)$ over any field $\mathbb{K}$ is generated by $L_1, \ldots, L_k$, equipped with appropriate brane structures which make them objects of $\mathcal{W}(M)$. 
We are now prepared to prove Corollary 1.2 by combining the facts stated above. In our specific setting, the Milnor fiber $M_{p,q,r}$ can be constructed by attaching $(p + q + r - 1)$ 3-handles along $A_{p,q,r}$ to the standard symplectic ball $D^6$ (see Figure 5). Recall that $\mathcal{W}_{p,q,r}$ is the endomorphism algebra of the Lagrangian cocores in $M_{p,q,r}$.

Since we have proved the quasi-isomorphism $\mathcal{V}_{p,q,r} \cong \mathcal{B}_{p,q,r}$ in Section 3.3, and it follows from Theorem 1.2 that $\mathcal{W}_{p,q,r} \cong \mathcal{G}_{p,q,r}$. By Proposition 2.3, there is Koszul duality between the $A_\infty$-algebras $\mathcal{V}_{p,q,r}$ and $\mathcal{W}_{p,q,r}$, namely

$$E(\mathcal{V}_{p,q,r}) \cong \mathcal{W}_{p,q,r}, E(\mathcal{W}_{p,q,r}) \cong \mathcal{V}_{p,q,r},$$

(83)

where $\mathcal{V}_{p,q,r}$ and $\mathcal{W}_{p,q,r}$ above are equipped with bigradings which coincide with the ones on the quiver algebras $\mathcal{B}_{p,q,r}$ and $\mathcal{G}_{p,q,r}$ described in the proof of Proposition 2.3. However, for geometric applications, we have to get rid of the double gradings and obtain a version of Koszul duality between $\mathcal{V}_{p,q,r}$ and $\mathcal{W}_{p,q,r}$ as $\mathbb{Z}$-graded $A_\infty$-algebras. This is possible by Proposition 2.4 and the following lemma.

**Lemma 4.1.** Let $p \geq 2, q \geq 2, r \geq 2$. $H^*(\mathcal{G}_{p,q,r})$ is finite-dimensional in each fixed degree.

**Proof.** From (75), we see that the only cycles of arrows in the quiver $Q_{p,q,r}$ are of the form $a_ib_jc_j$, where $i = 1, 2$ and $j = 1, 2, 3$. To show that they vanish in the cohomology algebra $H^*(\mathcal{G}_{p,q,r})$, we need to take into account the relations coming from the differentials of the potential $w_{p,q,r}$. From $\partial w_{p,q,r}/\partial c_1$ and $\partial w_{p,q,r}/\partial c_2$, we see that $a_1b_2 = a_2b_1 = 0$ in $H^*(\mathcal{G}_{p,q,r})$, so the only possible non-zero cycles in the cohomology algebra are $a_1b_1c_1$, $a_1b_3c_3$, $a_2b_2c_2$ and $a_2b_3c_3$. From $\partial w_{p,q,r}/\partial a_1$ and $\partial w_{p,q,r}/\partial a_2$, one gets the relations

$$b_2c_2 + b_3c_3 = 0, b_1c_1 - b_3c_3 = 0$$

(84)

in $H^*(\mathcal{G}_{p,q,r})$, so we are reduced to show that $a_1b_1c_1 = a_2b_2c_2 = 0$. From $\partial w_{p,q,r}/\partial c_3$, we get $a_1b_3 = a_2b_3$, so it suffices to prove that $a_1b_1c_1 = 0$. But from the above we get

$$a_1b_1c_1 = a_1b_3c_3 = -a_1b_2c_2 = 0.$$  

(85)

\[ \square \]

The above lemma enables us to apply Proposition 4.1, from which we get an equivalence

$$D^{\text{prop}}(\mathcal{G}_{p,q,r}) \cong D^{\text{perf}}(\mathcal{B}_{p,q,r}).$$

(86)

By [54, Lemma 3.25] and Lemma 3.3, there is a derived equivalence $D^{\text{perf}}(\mathcal{B}_{p,q,r}) \cong D^{\text{perf}}(\mathcal{V}_{p,q,r})$. Similarly, Theorem 1.2 implies that $D^{\text{perf}}(\mathcal{G}_{p,q,r}) \cong D^{\text{perf}}(\mathcal{W}_{p,q,r})$. Since both $\mathcal{G}_{p,q,r}$ and $\mathcal{W}_{p,q,r}$ are homologically smooth $A_\infty$-algebras, by restricting to the full subcategory of proper modules we get an equivalence $D^{\text{prop}}(\mathcal{G}_{p,q,r}) \cong D^{\text{prop}}(\mathcal{W}_{p,q,r})$ (see [61, Lecture 7]). We have thus interpreted the derived equivalence in Proposition 4.1 as an equivalence between derived categories of certain modules over Fukaya $A_\infty$-algebras:

$$D^{\text{prop}}(\mathcal{W}_{p,q,r}) \cong D^{\text{prop}}(\mathcal{V}_{p,q,r}).$$

(87)

By Theorem 4.1, we have an identification

$$D^{\text{perf}}(\mathcal{W}(M_{p,q,r})) \cong D^{\text{perf}}(\mathcal{W}_{p,q,r}).$$

(88)

It is proved by Ganatra in [26] that the wrapped Fukaya category of any Weinstein manifold is a homologically smooth $A_\infty$-category (in its general form, this fact depends on the results claimed in the work in progress [12]), therefore the above equivalence restricts to an equivalence

$$D^{\text{prop}}(\mathcal{W}(M_{p,q,r})) \cong D^{\text{prop}}(\mathcal{W}_{p,q,r}).$$

(89)
Using this equivalence, (87) can be interpreted equivalently as an equivalence
\[ DK: D^{\text{prop}}(W(M_{p,q,r})) \xrightarrow{\cong} D^{\text{perf}}(V(M_{p,q,r})). \] (90)

On the other hand, since each object of \( \mathcal{F}(M_{p,q,r}) \) can be regarded as a proper \( \mathcal{A}_\infty \)-module over \( W_{p,q,r} \) under the Yoneda functor
\[ \mathcal{Y}: W(M_{p,q,r}) \to \mathcal{W}_{p,q,r}^{\text{mod}}, \] we get a fully faithful embedding
\[ DJ: D^{\text{perf}}(\mathcal{F}(M_{p,q,r})) \hookrightarrow D^{\text{prop}}(W(M_{p,q,r})). \] (91)
Combining with the equivalence \( DK \), we obtain a fully faithful embedding
\[ DK \circ DJ: D^{\text{perf}}(\mathcal{F}(M_{p,q,r})) \hookrightarrow D^{\text{perf}}(V(M_{p,q,r})), \] (92)
which proves the split-generation of \( \mathcal{F}(M_{p,q,r}) \) by vanishing cycles.

**Remark.** As a by-product of the above argument, we get the equivalence
\[ D^{\text{prop}}(W(M_{p,q,r})) \cong D^{\text{perf}}(\mathcal{F}(M_{p,q,r})), \] (93)
which is expected to be true for a general Weinstein manifold \( M \), namely when \( \mathcal{F}(M) \) and \( W(M) \) are not necessarily related by \( \mathcal{A}_\infty \)-Koszul duality. However, the fully faithfulness of the functor \( DK \) above relies on the fact that
\[ \text{RHom}_{V_{p,q,r}}(k,k) \cong W_{p,q,r} \] (94)
as \( \mathbb{Z} \)-graded \( \mathcal{A}_\infty \)-algebras. Because of this, in general the generation of the wrapped Fukaya category \( W(M) \) by cocores does not lead to a split-generation result of the compact Fukaya category \( \mathcal{F}(M) \).

### 4.2. Quasi-dilation

In this subsection, \( \mathcal{A} \) will be a special kind of a directed \( \mathcal{A}_\infty \)-algebra over some semisimple ring \( k \).

**Definition 4.1** [17, Definition 5.10]. A one-way algebra \( \mathcal{A} \) is a finite-dimensional algebra over \( k \) with a complete set \( \{e_1, \ldots, e_r\} \) of orthogonal idempotents such that
- for \( i \neq j \), if \( e_i, \mathcal{A} e_j \neq 0 \), then \( e_j, \mathcal{A} e_i = 0 \);
- for any idempotent \( e_i \), we have \( \dim_k (e_i, \mathcal{A} e_i) = 1 \);
- \( r > 1 \) and \( \mathcal{A} \) is indecomposable.

Note that many of the known examples (say those studied in [38]) of the directed Fukaya categories \( \mathcal{A}(\pi) \) associated to Lefschetz fibrations \( \pi \) can actually be identified with one-way algebras. In particular, the directed \( \mathcal{A}_\infty \)-algebras \( \mathcal{A}_{p,q,r} \) encountered in Section 3.3 are one-way algebras.

From now on, assume that \( \mathcal{A} \) is an one-way algebra. Denote by \( \mathcal{B} = \mathcal{A} \oplus \mathcal{A}^\vee [-n] \) the cyclic completion of \( \mathcal{A} \). In particular, \( \mathcal{B} \) is a compact \( n \)-Calabi–Yau algebra. Since \( \mathcal{A} \) is formal, then so is \( \mathcal{B} \) by Proposition 2.1. Since we are actually working with \( \mathbb{Z} \)-graded associative algebras over \( k \), we will mainly take the algebraic, rather than the categorical point of view in this subsection. Recall that the Hochschild cochain complex \( CC^*(\mathcal{B}, \mathcal{B}) \) is defined to be
\[ \text{hom}_k(T\mathcal{B}, \mathcal{B}), \] (95)
the space of $k$-linear maps from the reduced tensor algebra of $B$ to $B$. Using the grading on $B$, we get the decomposition

$$CC^d(B, B) = \bigoplus_{d=r+s} CC^r(B, B[s]),$$

(97)

where the right-hand side is the subspace of linear maps $B^\otimes r \to B$ of degree $s$. In particular, the Hochschild complex of a graded algebra is bigraded, and the corresponding Hochschild differential has bidegree $(1,0)$.

Formality of the $A_\infty$-algebra $B$ implies that there is a distinguished Hochschild cocycle

$$e_B \in CC^1(B, B)$$

(98)
defined by sending a homogeneous element $b$ with $|b| = i$ to $i \cdot b$. The fact that

$$|b_2b_1| = |b_1| + |b_2|$$

(99)

then implies that $e_B$ is a derivation, namely $e_B \in HH^1(B, B)$. We call $e_B$ the Euler vector field.

As a trivial extension, $B$ is easily seen to be a $(\mathbb{Z}$-graded) symmetric algebra, whose non-degenerate inner product

$$\langle \cdot, \cdot \rangle : B \otimes B \to \mathbb{k}$$

(100)

is defined by

$$\langle b_1, b_2 \rangle = a_1 a_2^\vee + a_1^\vee a_2,$$

(101)

where $b_i = (a_i, a_i^\vee)$ with $a_i \in A$ and $a_i^\vee \in A^\vee[-n]$ for $i = 1, 2$. This inner product is induced from the compact Calabi–Yau structure on $B$.

It is proved by Tradler in [65] that there is an algebraically defined BV operator

$$\Delta_{cyc} : HH^*(B, B) \to HH^{*-1}(B, B)$$

(102)
on the Hochschild cohomology of any cyclic $A_\infty$-algebra $B$, which has bidegree $(-1,0)$. For our purposes here, we shall omit the full formulae, and concentrate on its simplest piece on Hochschild cochains with pure degree $(1,0)$:

$$\langle \Delta_{cyc}(c), b \rangle = \langle c(b), id_B \rangle,$$

(103)

where $b \in B$, $c \in CC^1(B, B[0])$ and $id_B$ is the identity of $B$.

Our main result in this subsection is the following.

**Proposition 4.2.** Let $B$ be the $n$-cyclic completion of a one-way algebra $A$ over $\mathbb{k}$, then

$$\Delta_{cyc} \left( \frac{1}{n} e_B \right) = 1.$$ 

(104)

**Proof.** Let $a$ be a generator of $A$. Since $A$ is trivially graded, $|(a, 0)| = 0$ in $B$. It follows from the definition of $B$ that $|(0, a^\vee[-n])| = n$ in $B$. Since $e_B$ has pure degree $(1,0)$, from the definition of the BV operator $\Delta_{cyc}$ it follows that

$$\left\langle \Delta_{cyc} \left( \frac{1}{n} e_B \right), (0, a^\vee[-n]) \right\rangle = \left\langle \frac{1}{n} e_B(0, a^\vee[-n]), id_B \right\rangle,$$

(105)

By definition of the derivation $\frac{1}{n} e_B$ and the symmetric pairing $\langle \cdot, \cdot \rangle$ on a trivial extension algebra, the right-hand side of (105) is equal to

$$a^\vee[-n] \cdot id_A.$$ 

(106)
For any trivial extension algebra $B$ of $A$, it is easy to find that
\[
Z(B) = Z(A) \ltimes \text{Ann}_A^\vee(C(A)),
\]
where $Z(A)$ and $Z(B)$ denote the (ungraded) centers of $A$ and $B$, respectively, $C(A) \subset A$ is the subspace of commutators, and
\[
\text{Ann}_A^\vee(V) := \{ a^\vee \in A^\vee | a^\vee(V) = 0 \}
\]
for any subspace $V \subset A$ (see [11]).

The assumption that $A$ is a one-way algebra implies easily that $Z(A) \cong \mathbb{K}$. On the other hand, since the BV operator $\Delta_{cyc}$ has bidegree $(-1, 0)$,
\[
\Delta_{cyc}(1/n \cdot eu_B) \in Z(B) \subset HH^0(B, B).
\]
By (107), $\Delta_{cyc}(1/n \cdot eu_B)$ can be expressed as $(\lambda \cdot id_A, \alpha^\vee[-n])$, where $\lambda \in \mathbb{K}$ and $\alpha^\vee \in \text{Ann}_A^\vee(C(A))$. Using this expression, the left-hand side of (105) becomes $(\lambda a^\vee[-n] + a \cdot \alpha^\vee[-n]) \cdot id_A$, from which we get
\[
\lambda a^\vee[-n] + a \cdot \alpha^\vee[-n] = a^\vee[-n].
\]

Since we may choose $a \in C(A)$ in (110), by definition of $\alpha^\vee$ we deduce $\lambda = 1$ in the above. It follows that $a \cdot \alpha^\vee[-n]$ for all $a \in A$, which forces $\alpha^\vee[-n] = 0$. Thus we have proved that $\Delta_{cyc}(1/n \cdot eu_B) = 1 \in HH^0(B, B)$. \hfill $\square$

Remark. A related result has been obtained by Schedler in [51] for preprojective algebras $\Pi_Q$ associated to a non-Dynkin quiver $Q$. Since $\Pi_Q$ is 2-Calabi–Yau, the half-Euler vector field plays an important role there.

Suppose two Calabi–Yau algebras $B$ and $G$ are Koszul dual as $\mathbb{Z}$-graded $A_\infty$-algebras, it is first proved in [16] for classical Koszul Calabi–Yau algebras and later generalized to the chain level in [34] that there is a BV algebra isomorphism
\[
HH^*(B, B) \cong HH^*(G, G).
\]
When $B = A \oplus A^\vee[-n]$ is a cyclic completion of a one-way algebra, Proposition 4.2 then implies the existence of a cohomology class in $HH^1(G, G)$, which we denote by $\frac{1}{n} eu_G$, satisfying
\[
\Delta_{CY}(1/n \cdot eu_G) = 1,
\]
where $\Delta_{CY}$ denotes the BV operator on $HH^*(G, G)$ defined by the Calabi–Yau structure on $G$.

Back to our case, it follows from Lemma 4.1 that the Koszul duality between the $\mathbb{Z}$-graded $A_\infty$-algebras $B_{p,q,r}$ and $G_{p,q,r}$ implies the existence of a cohomology class $\frac{1}{n} eu_{p,q,r} \in HH^1(G_{p,q,r}, G_{p,q,r})$ which is mapped to the identity by the BV operator $\Delta_{CY}$, where $\Delta_{CY}$ is defined using the smooth 3-Calabi–Yau structure on the Ginzburg dg algebra $G_{p,q,r}$. On the other hand, although the quasi-isomorphism
\[
W_{p,q,r} \cong G_{p,q,r}
\]
induces an isomorphism between Hochschild cohomologies
\[
HH^*(W(M_{p,q,r}), W(M_{p,q,r})) \cong HH^*(G_{p,q,r}, G_{p,q,r})
\]
as Gerstenhaber algebras, it is not in general true that (114) preserves the underlying BV structures, as the Calabi–Yau structure on the wrapped Fukaya category $W(M_{p,q,r})$ coming from symplectic geometry may differ from the Calabi–Yau structure on the Ginzburg dg
algebra $G_{p,q,r}$. The variation of the Calabi–Yau structure changes the BV operator $\Delta_{CY}$ on $HH^*(G_{p,q,r}, G_{p,q,r})$ by the conjugate action of an invertible element $u \in HH^0(G_{p,q,r}, G_{p,q,r})^\times$. By the BV algebra isomorphism

$$SH^*(M_{p,q,r}) \cong HH^*(W(M_{p,q,r}), W(M_{p,q,r}))$$

proved by Ganatra [26], we conclude the existence of a quasi-dilation $(\frac{1}{3} eu_{p,q,r}, u) \in SH^1(M_{p,q,r}) \times SH^0(M_{p,q,r})$. (116)

Remark. Another way of proving that $M_{p,q,r}$ admits a quasi-dilations over a field $K$ with char($K$) ≠ 2 is to use the Lefschetz fibrations $\pi_{p,q,r}: M_{p,q,r} \to \mathbb{C}$.

Since the smooth fiber of $\pi_{p,q,r}$ is symplectomorphic to the four-dimensional $D_4$ type Milnor fiber, one can apply Proposition 4.2 to the zig-zag algebra $BT$ with the tree $T = D_4$ to see that the fiber of $\pi_{p,q,r}$ admits a quasi-dilation. Together with Seidel–Solomon’s inductive argument based on Lefschetz fibration techniques [62], this implies that the total space $M_{p,q,r}$ also admits a quasi-dilation. However, this argument does not apply when $K = \mathbb{Z}/2$, since in this case Koszul duality does not hold for $D_4$ Milnor fibers (see [24, Theorem 14] for details).

5. From Lefschetz fibrations to Legendrian fronts

We describe a Lefschetz fibration, whose construction is essentially due to Keating [38], on $M_{p,q,r}$. With Casals–Murphy recipe [13], we are able to get the Legendrian front presentation of this fibration, which, after simplifications, gives us the Legendrian attaching link $\Lambda_{p,q,r} \subset S^5$ of the Weinstein manifold $M_{p,q,r}$.

5.1. A Lefschetz fibration on $M_{p,q,r}$

We start by recalling a Lefschetz fibration on the Milnor fibers $T_{p,q,r} \subset \mathbb{C}^3$ (defined by (16)) constructed by Keating in [38]. The construction is divided into three steps.

First, consider the Milnor fiber of two variables $F_{p,q} \subset \mathbb{C}^2$ defined by the equation

$$g_{p,q}(x,y) := (x^{p-2} - y^2)(x^2 - \lambda y^{q-2}) - 1.$$  \hspace{1cm} (118)

Using A’Campo’s method, the vanishing cycles of $F_{p,q}$ can be explicitly described by a divide of $\mathbb{R}^2$ induced by a real deformation $\tilde{g}_{p,q}$ of the polynomial $g_{p,q}$. After some mutations, we get a basis of vanishing cycles labeled by

$$A, B, P_1, \ldots, P_{p-1}, Q_1, \ldots, Q_{q-1}, R,$$

see Figure 1.

The second step is to produce a Lefschetz fibration on $T_{p,q,r}$. In this case, the morsification of the polynomial

$$\tilde{g}_{p,q}(x,y) + z^r$$

defines a generalized Milnor fiber $\hat{T}_{p,q,r}$, and $T_{p,q,r}^{in}$ embeds in it as a Liouville subdomain. There is a Lefschetz fibration $\hat{\pi}_T: \hat{T}_{p,q,r} \to \mathbb{C}$ defined by a morsification of $z^r$. To get a Lefschetz fibration on $T_{p,q,r}$, one chooses carefully a 1-parameter family of polynomials $m_t(x, y, z)$, such that $m_0 = \tilde{g}_{p,q} + z^r$, with $z^r$ being a morsification of $z^r$, and the smooth affine surface defined by $m_1$ is symplectomorphic to $T_{p,q,r}$. During the deformation procedure, some of the critical values of $m_t$ disappear and the remaining ones correspond to the vanishing paths for the
Lefschetz fibration on $\mathbb{C}^3$ defined by $\tilde{t}_{p,q,r}$. Similarly, the corresponding matching paths of the Lefschetz fibration $\tilde{\pi}_T$ on $\tilde{T}_{p,q,r}$ also disappear under the deformation when $t \to 1$, and the remaining ones are the matching paths for the Lefschetz fibration that we want on $T_{p,q,r}$. In this way, one gets the description of $T_{p,q,r}$ as the total space of a Lefschetz fibration $\pi_T : T_{p,q,r} \to \mathbb{C}$, whose smooth fiber is symplectomorphic to $F_{p,q}$.

The third step is to apply a sequence of destabilizations to the Lefschetz fibration $\pi_T$. We briefly recall the general construction of a stabilization. Let $\pi : M^{\text{in}} \to D^2$ be an exact symplectic Lefschetz fibration on a four-dimensional Liouville domain $M^{\text{in}}$ with smooth fibers $F^{\text{in}}$ a Riemann surface with boundary. Denote by $V_1, \ldots, V_n \subset F^{\text{in}}$ the vanishing cycles of $\pi$. Given an embedded arc $\gamma \subset F^{\text{in}}$ with $\partial \gamma \subset \partial F^{\text{in}}$ such that $\gamma$ is an exact Lagrangian submanifold in $F$ relative to its boundary $\partial \gamma$, one can construct a new Lefschetz fibration $\pi^s : M^{\text{in}} \to D^2$, called the stabilization of $\pi$, as follows:

- replace $F^{\text{in}}$ with the Riemann surface $(F')^{\text{in}}$, which is $F^{\text{in}}$ with a 1-handle attached along the endpoints of $\gamma$, so that the exact Lagrangian submanifold with boundary $\gamma \subset F^{\text{in}}$ becomes a closed curve $\gamma' \subset (F')^{\text{in}}$;
- add a new critical point to the base $D^2$ of the Lefschetz fibration $\pi$ corresponding to the new vanishing cycle $\gamma'$.

Applying the stabilization construction reversely to $\pi_T$ results in a Lefschetz fibration $\pi_T^{-s} : T_{p,q,r} \to \mathbb{C}$, whose smooth fiber $F^{-s}$ is symplectomorphic to a thrice-punctured torus, which can be regarded as a plumbing of four copies of $T^* S^1$ according to a $D_4$-tree. Denote the zero sections of these cotangent bundles by $P, Q, R$ and $T$, respectively, see Figure 2, they form a Lagrangian skeleton of the Liouville domain $F^{-s}$.

Finally, the Milnor fiber $M_{p,q,r}$ is defined by adding a quadratic term $w^2$ to the defining equation of $T_{p,q,r}$, so obtaining a Lefschetz fibration on $M_{p,q,r}$ from the Lefschetz fibration $\pi_T^{-s}$ on $T_{p,q,r}$ can be realized as the case $r = 2$ of the situation described in the second step above.
In fact, one can check that \( \pi_T + w^2 \) defines a Lefschetz fibration on \( M_{p,q,r} \), which we denote as
\[
\pi_{p,q,r} : M_{p,q,r} \to \mathbb{C}.
\]
(121)
It is clear from its definition that a smooth fiber of \( \pi_{p,q,r} \) is symplectomorphic to four-dimensional \( D_4 \) Milnor fiber. By abuse of notations, the compact cores of these \( D_4 \)-plumbings of \( T^*S^2 \) will still be denoted by \( P, Q, R \) and \( T \).

After some mutations, the vanishing cycles of \( \pi_{p,q,r} \) are given by
\[
T, \tau_P^2 \tau_Q^3 \tau_R^2(T), \tau_P \tau_Q \tau_R(T)
\]
(122)
together with \( p \) copies of \( P \), \( q \) copies of \( Q \) and \( r \) copies of \( R \), where \( \tau_V \) denotes the Dehn twist along the vanishing cycle \( V \).

5.2. Casals–Murphy recipe

We recall how to obtain the Legendrian front description of a Weinstein manifold \( M \) starting from a symplectic Lefschetz fibration. This is written down systematically by Casals–Murphy in [13].

Let \( \pi : M \to \mathbb{C} \) be a Lefschetz fibration with smooth fiber \( F_T \) which is a plumbing of \( T^*S^{n-1} \) according to some tree \( T \). Given these data, Casals and Murphy suggest in [13] the following procedure to obtain a Legendrian handle body decomposition of \( M \).

- Draw \((n - 1)\)-handles which correspond to the zero sections \( L_1, \ldots, L_r \) of \( T^*S^{n-1} \) in the plumbing \( F_T \).
- Find a Lefschetz fibration \( \pi_F : F_T \to \mathbb{C} \) so that the Lagrangian spheres \( \{L_i\} \) appear as matching cycles of \( \pi_F \) with matching paths \( \gamma_1, \ldots, \gamma_r \subset \mathbb{C} \).
- For any vanishing cycle \( V_j \subset F_T \) of \( \pi \), draw the embedded path \( \beta_j \subset \mathbb{C} \) under the projection of \( \pi_F \).
- Express each matching path \( \beta_j \) of \( V_j \) as a word in half-twists along the paths in \( \{\gamma_i\} \). The vanishing cycles \( \{V_j\} \) are thus expressed in terms of words in Dehn twists along the Lagrangian spheres in \( \{L_i\} \).
- Using handle slides, one is able to draw the front projections of their Legendrian lifts \( \{\Lambda_j\} \) in the contact boundary \( \partial(F_T \times D^2) \).
- The above step produces a Legendrian link \( \Lambda = \bigcup_j \Lambda_j \subset \partial(F_T \times D^2) \) going through the \((n - 1)\)-handles. We then push each component \( \Lambda_j \) of \( \Lambda \) in the Reeb direction of \( \partial(F_T \times D^2) \) by height \( i \).
- Simplify the Legendrian front projection of \( \Lambda \) using Reidemeister moves and handle cancellations.

Casals–Murphy recipe is extremely useful in obtaining Legendrian frontal descriptions of Weinstein manifolds \( M \) with \( \dim_\mathbb{R}(M) \geq 6 \), since the existence of a Lefschetz fibration on \( M \) is proved by Giroux–Pardon in [31]. In the special case when \( M \) is obtained by stabilizing a four-dimensional Milnor fiber \( T \) by adding quadratic terms to its defining equation, the Legendrian surgery picture of \( M \) is realized locally as an \( S^{n-2} \) spin of that of \( T \).

Remark. By definition, there is an obvious Lefschetz fibration \( \pi : M_{p,q,r} \to \mathbb{C} \) given by projecting to the \( w \) coordinate plane, whose fiber is symplectomorphic to \( T_{p,q,r} \). However, \( T_{p,q,r} \) is not a plumbing of \( T^*S^2 \). In fact, it is proved by Keating in [37] that the compact Fukaya category \( \mathcal{F}(T_{p,q,r}) \) is not split-generated by vanishing cycles over any field \( \mathbb{K} \) with \( \text{char}(\mathbb{K}) \neq 2 \). This explains why we choose to apply Casals–Murphy recipe to the destabilized Lefschetz fibration \( \pi_{p,q,r} \) in Section 5.3 to get the Legendrian front associated to \( M_{p,q,r} \).
5.3. Legendrian surgery presentation of $M_{p,q,r}$

We now apply Casals–Murphy recipe to the Lefschetz fibration $\pi_{p,q,r} : M_{p,q,r} \to \mathbb{C}$ described in Section 5.1. Label the vanishing cycles of $\pi_{p,q,r}$ by

\[ V_{-1} = \tau^2_p \tau^2_Q \tau^2_R(T), V_0 = \tau_p \tau_Q \tau_R(T), V_1 = \cdots = V_p = P, \]
\[ V_{p+1} = \cdots = V_{p+q} = Q, V_{p+q+1} = \cdots = V_{p+q+r} = R, V_{p+q+r+1} = T. \]  

(123)

This enables us to draw the Legendrian frontal presentation of $M_{p,q,r}$ based on the data given by the Lefschetz fibration $\pi_{p,q,r}$. The picture consists of four 2-handles labeled by $P, Q, R$ and $T$ and $(p + q + r + 3)$ 3-handles corresponding to the vanishing cycles $V_{-1}, \ldots, V_{p+q+r+1}$. The two non-trivial 3-handles corresponding to $V_{-1}$ and $V_0$ are depicted in Figures 3 and 4, where the thick dots in the figure represent cone singularities. As Legendrian surfaces, they are denoted, respectively, by $\Lambda_A$ and $\Lambda_B$. All the other Legendrian attaching spheres $\Lambda_{P_i}, \Lambda_{Q_j}, \Lambda_{R_k}$ and $\Lambda_T$ are just parallel strands which go through a single handle $P, Q, R$ and $T$, respectively. Their interactions with the Legendrian attaching spheres $\Lambda_A$ and $\Lambda_B$ are illustrated in the Figures 3 and 4, where each set of Legendrian spheres $\{\Lambda_{P_i}\}, \{\Lambda_{Q_j}\}, \{\Lambda_{R_k}\}$ is represented by a single Legendrian sphere $\Lambda_P, \Lambda_Q$ and $\Lambda_R$.

**Proposition 5.1.** The Weinstein 6-manifold $M_{p,q,r}$ is obtained by attaching Weinstein 3-handles to $D^6$ along the link of two-dimensional Legendrian unknots

\[ \Lambda_{p,q,r} = \Lambda_A \cup \Lambda_B \cup \bigcup_{i=1}^{p-1} \Lambda_{P_i} \cup \bigcup_{j=1}^{q-1} \Lambda_{Q_j} \cup \bigcup_{k=1}^{r-1} \Lambda_{R_k}. \]  

(124)

In particular, when $p = q = r = 2$, $\Lambda_{2,2,2}$ is Legendrian isotopic to a link of Legendrian surfaces whose front projection is depicted in Figure 5. In general, one can obtain the Legendrian front by replacing the component $\Lambda_P$ (respectively, $\Lambda_Q$ and $\Lambda_R$) in Figure 5 by an $A_{p-1}$ (respectively, $A_{q-1}$ and $A_{r-1}$) chain of standard unknots which are parallel to each other. Moreover, $\Lambda_P, \Lambda_Q$ and $\Lambda_R$. 
\( \Lambda_Q, \) and \( \Lambda_R, \) are the only Legendrian spheres in the sets \( \{ \Lambda_{P_1} \}, \{ \Lambda_{Q_j} \} \) and \( \{ \Lambda_{R_k} \} \) whose fronts have non-trivial intersections with the fronts of \( \Lambda_A \) and \( \Lambda_B. \)

**Proof.** We apply handle cancellation to the Legendrian surgery diagram associated to the Lefschetz fibration \( \pi_{p,q,r} : M_{p,q,r} \to \mathbb{C}. \) The vanishing cycles
\[
V_1, V_{p+1}, V_{p+q+1}, V_{p+q+r+1}
\] of \( \pi_{p,q,r} \) are all \((-1)\)-Legendrian spheres in the vertical boundary \( \partial^* M_{p,q,r} \) which intersect the belt spheres of the Weinstein 2-handles labeled by \( P, Q, R \) and \( T, \) where by \((-1)\)-Legendrian spheres we mean the Legendrian spheres in the boundary of the pre-surgery Weinstein manifold \( F_{D_4}^m \times D^2 \) along which the Weinstein 3-handles are attached. In particular, each of them can be cancelled with the corresponding subcritical handle, so that we obtain a Legendrian surgery diagram without 2-handles.

For the component \( \Lambda_B \) as pictured in Figure 4, after cancelling all the 2-handles with \( V_1, V_{p+1}, V_{p+q+1} \) and \( V_{p+q+r+1}, \) we get a Legendrian knot as pictured in the upper half of Figure 6. After a sequence of Reidemeister I and Reidemeister II moves, one can simplify it to a Legendrian 2-sphere with three cone singularities, as is shown in the lower left of Figure 6. This Legendrian 2-sphere can be seen to be Legendrian isotopic to the standard unknot by applying the Legendrian isotopy pictured in Figure 7. Note that the move in Figure 7 is a Legendrian isotopy since it is the \( S^1 \)-rotation of the Reidemeister I move with respect to the axis which passes through the crossing point.

Similarly, the Legendrian knot \( \Lambda_A \) can be seen to be Hamiltonian isotopic to the standard unknot after cancelling all the 2-handles. The fact that after handle cancellation, the components \( \Lambda_{P_i}, \Lambda_{Q_j} \) and \( \Lambda_{R_k} \) are isotopic to the standard unknots is obvious.
One-dimensional lower, the Legendrian front of the affine surface $T_{p,q,r}$ is a link of unknots $K_{p,q,r} \subset (\mathbb{R}^3, \xi_{\text{std}})$. The linking numbers between the components

$$K_A, K_B, K_{p_i}, K_{Q_j}, K_{R_k} \subset K_{p,q,r}$$

are determined by the intersection numbers of their Lagrangian fillings, which, after capping off using the core discs of the 2-handles attached along $K_{p,q,r}$, becomes a basis of vanishing cycles of the Milnor fiber $T_{p,q,r}$. For example, the Lagrangian fillings of $K_A$ and $K_B$ are Lagrangian discs intersecting transversely at two points, which implies that the corresponding Lagrangian cocore discs $L_A$ and $L_B$ of the 2-handles attached to $K_A$ and $K_B$ also have transversal intersections at two points. Since each of the intersection points in $L_A \cap L_B$ gives rise to two Reeb chords, one from $K_A$ to $K_B$ and the other one from $K_B$ to $K_A$, we see that the front projections of $K_A$ and $K_B$ intersect at four points. Since the Legendrian front of $\Lambda_{p,q,r}$ is given locally by an $S^1$-symmetric rotation of $K_{p,q,r}$, the intersections of the different components of $\Lambda_{p,q,r}$ under the front projection is determined by that of $K_{p,q,r}$. In particular, the fronts of $\Lambda_A$ and $\Lambda_B$ intersect along two circles.

6. **Cellular dg algebra**

This section is an exposition of the paper [49] by Rutherford–Sullivan. We will be mainly focusing on the definitions and results that are relevant to our computations in Section 7. In this section, we fix the coefficient field $\mathbb{K}$ to be $\mathbb{Z}/2$. 
6.1. The definition

We recall here the definition of the cellular dg algebra associated to a closed Legendrian surface \( \Lambda \subset (S^5, \xi_{\text{std}}) \), with the additional assumption that there is no swallowtail singularity in the front projection of \( \Lambda \).

Let \( S \) be a surface. A **polygonal decomposition** of \( S \) is a decomposition of \( S \) into CW complexes

\[
S = \bigsqcup_{i=0}^{2} \bigsqcup_{\alpha} e^i_{\alpha}
\]  

(127)
equipped with characteristic maps \( c^i_{\alpha} : D^i \to S \) which satisfy the following two properties:

- \( c^1_{\alpha} \) are smooth for all \( \alpha \);
- for any 2-cell \( e^2_{\alpha} \), pre-images of 0-cells divide \( \partial D^2 \) into intervals that are mapped homeomorphically to 1-cells by \( c^2_{\alpha} \).

Denote by \( J^1(S) := T^*S \times \mathbb{R} \) the 1-jet space. Let \( \Lambda \subset J^1(S) \) be a Legendrian surface. Then there are two natural projections, namely the front projection

\[
p_{x,z} : J^1(S) \to S \times \mathbb{R}
\]

(128)
and the base projection

\[
p_x : J^1(S) \to S,
\]

(129)
where \( x = (x_1, x_2) \) denotes the local coordinates on \( S \) and \( z \) is coordinate in the Reeb direction \( \mathbb{R} \).

Suppose that \( \Lambda \) has generic front projection, denote by \( \Sigma \subset S \) the image of the singular set of \( \Lambda \) under the base projection \( p_x \), then it decomposes as \( \Sigma = \Sigma_1 \cup \Sigma_2 \), where \( \Sigma_1 \) denotes the base projection of the set of codimension 1 singularities. A polygonal decomposition of \( S \) is \( \Lambda \)-**compatible** if \( \Sigma \) is contained in the 1-skeleton \( \bigsqcup_{\alpha} e^1_{\alpha} \) of the polygonal decomposition. It then follows that \( \Sigma_2 \) is contained in the 0-skeleton \( \bigsqcup_{\alpha} e^0_{\alpha} \).

We now proceed to define the cellular dg algebra

\[
(C(\Lambda), dc)
\]

(130)
associated to the Legendrian surface \( \Lambda \subset J^1(S) \).

We first describe the set of generators of \( C(\Lambda) \). Given a \( \Lambda \)-compatible polygonal decomposition of \( S \), which has \( e^i_{\alpha} \) as one of its cells, the connected components \( \Lambda \cap p_x^{-1}(e^i_{\alpha}) \) which are not contained in any cusp edge will be referred to as **sheets** of \( \Lambda \) above \( e^i_{\alpha} \). Denote by \( \Lambda(e^i_{\alpha}) \) the set of sheets of \( \Lambda \) above \( e^i_{\alpha} \), using their \( z \)-coordinates we can equip \( \Lambda(e^i_{\alpha}) \) with a partial ordering \( \prec \). More precisely, for \( S_1, S_2 \in \Lambda(e^i_{\alpha}) \), \( S_1 \prec S_2 \) if \( z(S_1) > z(S_2) \) above \( e^i_{\alpha} \). Note that two sheets are incomparable if and only if they meet in a crossing arc above \( e^i_{\alpha} \) in the front projection of \( \Lambda \).

For each cell \( e^i_{\alpha} \) in the \( \Lambda \)-compatible polygonal decomposition, we associate one generator of \( C(\Lambda) \) for each pair of sheets \( S_m, S_n \in \Lambda(e^i_{\alpha}) \) with \( S_m \prec S_n \). These generators will be denoted by \( a^m_{\alpha}, b^m_{\alpha} \) and \( c^m_{\alpha} \) when the corresponding cells are zero-, one- and two-dimensional, respectively. As a graded algebra, \( C(\Lambda) \) is freely generated by these generators.

We shall be interested in the case when \( \Lambda = \bigsqcup_v \Lambda_v \) is a link of Legendrian surfaces. In this case, \( C(\Lambda) \) carries the structure of a \( \mathbb{k} \)-bimodule, with \( \mathbb{k} = \bigoplus_v \mathbb{k} e_v \), which we describe as follows. First, consider the vector spaces \( \mathbb{k}(a^m_{\alpha}, b^m_{\alpha}, c^m_{\alpha}) \) spanned by the generators in \( A_\alpha, B_\alpha \) and \( C_\alpha \), we can endow it with a \( \mathbb{k} \)-bimodule structure by declaring

\[
e_w \{ a^m_{\alpha}, b^m_{\alpha}, c^m_{\alpha} \} e_v
\]

(131)
to be the set of generators associated to the pair of sheets \((S_m, S_n)\) with \(S_m \subset \Lambda_w\) and \(S_n \subset \Lambda_w\). As a \(k\)-bimodule, \(\mathcal{C}(\Lambda)\) is the tensor algebra over \(k\) defined by

\[
\mathcal{C}(\Lambda) := \bigoplus_{i=0}^{\infty} k \langle a_{\alpha}^{m,n}, b_{\alpha}^{m,n}, e_{\alpha}^{m,n} \rangle \otimes_k i.
\]  

(132)

We shall assume from now on that the Maslov class of \(\Lambda\) vanishes. Since we will deal only with the case when \(\Lambda\) is a disjoint union of Legendrian spheres, this assumption is automatically satisfied for all the examples studied in this paper. This allows us to endow \(\mathcal{C}(\Lambda)\) with a \(\mathbb{Z}\)-grading. Fix a Maslov potential

\[
\mu : \Lambda \to \mathbb{Z},
\]

(133)

which is a locally constant function whose value increases by 1 when passing from the lower sheet to the upper sheet at a cusp edge. Each of the generators \(a_{\alpha}^{m,n}, b_{\alpha}^{m,n}, e_{\alpha}^{m,n}\) is homogeneous in \(\mathcal{C}(\Lambda)\), and their degrees are specified as follows:

\[
|a_{\alpha}^{m,n}| = \mu(S_n) - \mu(S_m) + 1; |b_{\alpha}^{m,n}| = \mu(S_n) - \mu(S_m), |e_{\alpha}^{m,n}| = \mu(S_n) - \mu(S_m) - 1.
\]

(134)

Note that our convention here is different from [49] as we shall use a cohomological grading on \(\mathcal{C}(\Lambda)\).

In order to define the differential \(d_c\), we require \(d_c(1) = 0\), and specify the effect of \(d_c\) on the generators \(a_{\alpha}^{m,n}, b_{\alpha}^{m,n}\) and \(e_{\alpha}^{m,n}\) of \(\mathcal{C}(\Lambda)\) separately.

Consider a 0-cell \(e_0^1\). By extending the partial ordering \(\prec\) on \(\Lambda(e_0^1)\) we can define a total ordering on the set of sheets above \(e_0^1\), which can be equivalently described by a bijection \(\rho : \{1, \ldots, r\} \to I_\alpha\), where \(I_\alpha\) is the index set recording the subscripts of the sheets in \(\Lambda(e_0^1)\). This total ordering on \(\Lambda(e_0^1)\) enables us to assemble the generators \(a_{\alpha}^{m,n}\) in a strictly upper triangular matrix \(A_\alpha\), with its \((i,j)\)th entry given by \(a_{\rho(i),\rho(j)}^{\rho(i),\rho(j)}\) if \(S_{\rho(i)} \prec S_{\rho(j)}\), and 0 otherwise. \(d_c\) on the generators \(a_{\alpha}^{m,n}\) is then determined by the matrix equation

\[
d_c A_\alpha = A_\alpha^2,
\]

(135)

where on the left-hand side \(d_c\) is applied entrywise. It is proved in [49] that \(d_c a_{\alpha}^{m,n}\) is independent of the choice of the total ordering on \(\Lambda(e_0^1)\) which extends \(\prec\).

In the case of a 1-cell \(e_1^1\), we can again enhance the partially ordered set \((\Lambda(e_1^1), \prec)\) to get a totally ordered set by specifying a bijection \(\rho\) as above. This then gives us a strictly upper triangular \(r \times r\) matrix \(B_\alpha\) whose \((i,j)\)th entry equals \(b_{\rho(i),\rho(j)}^{\rho(i),\rho(j)}\) if \(S_{\rho(i)} \prec S_{\rho(j)}\), and \(b_{\rho(i),\rho(j)}^{\rho(i),\rho(j)} = 0\) otherwise. Since the structure of a polygonal decomposition of \(S\) includes as its data a set of characteristic maps \(c_\alpha\), we are allowed to distinguish between the initial and terminal 0-cells \(e_{\alpha,+}^0\) and \(e_{\alpha,-}^0\). Note however that a 1-cell can have identical initial and terminal points. For the 0-cells \(e_{\alpha,+}^0\) and \(e_{\alpha,-}^0\), we can associate to them two \(r \times r\) matrices \(A_{\alpha,+}\) and \(A_{\alpha,-}\) as follows.

Each sheet above the 0-cell \(e_{\alpha,+}^0\) belongs to the closure of a unique sheet in \(\Lambda(e_1^1)\). Under the bijection \(\rho\), this induces an order-preserving injective map

\[
t : \Lambda(e_0^1) \to \{1, \ldots, r\}.
\]

(136)

Those sheets of \(e_1^1\) not in the image of \(t\) meet in pairs at cusp points above \(e_{\alpha,+}^0\). The \((i,j)\)th entry of \(A_{\alpha,+}\) is defined to be \(a_{\alpha,m}^{\alpha,n}\) if \(S_m \prec S_n\) and \(t(m) = t(n) = j\). The \((k,k+1)\)th entry of \(A_{\alpha,+}\) is 1 if the sheets numbered \(k\) and \(k+1\) of \(\Lambda(e_1^1)\) under \(\rho\) meet at a cusp singularity above \(e_{\alpha,+}^0\). All the other entries of \(A_{\alpha,+}\) are set to be 0. Alternatively, one can use the total ordering specified by \(\rho\) to form a matrix out of the generators \(a_{\alpha}^{m,n}\), and then insert \(2 \times 2\) blocks \([[0, 1] \cdots [0, 1]]\) along the diagonal for each pair of sheets of \(\Lambda(e_1^1)\) that meet at a cusp edge above \(e_{\alpha,+}^0\). The definition of \(A_{\alpha,-}\) is completely identical.

With these matrices at hand, \(d_c b_{\alpha}^{m,n}\) can be defined by the following matrix equation:

\[
d_c B_\alpha = A_{\alpha,+}^2(E + B_\alpha) + (E + B_\alpha)A_{\alpha,-},
\]

(137)
with $E$ being the identity matrix. Again, $d_{c}b_{m,n}^{α}$ is independent of the choice of the total ordering on $\Lambda(e_{m}^{α})$.

When it comes to a 2-cell $e_{m}^{α}$, the partial ordering on $\Lambda(e_{m}^{α})$ is already a total ordering, so we can label the sheets in $\Lambda(e_{m}^{α})$ directly by $S_{1}, \ldots, S_{r}$, so that $z(S_{1}) > \cdots > z(S_{r})$. The sheets above the edges and vertices in $\partial e_{m}^{α}$ are therefore naturally identified with subsets of $\{1, \ldots, r\}$. For each such edge or vertex we can define a strictly upper triangular $r \times r$ matrix using the corresponding generators $b_{m,n}^{α}$ or $a_{m,n}^{α}$ and $2 \times 2$ blocks

$$O := \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \text{ (for an edge)}, \quad N := \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \text{ (for a vertex)} \quad (138)$$

inserted in the diagonal whenever $S_{k}, S_{k+1}$ meet at a cusp singularity above the edge or vertex. Just as what we have done for $A_{α,+}$ and $A_{α,-}$ above. Note that in the case when $\Lambda = \bigsqcup \Lambda$, and the cusp singularity formed by $S_{k}, S_{k+1}$ belongs to the component $\Lambda$, then the non-zero entry in the matrix $N$ above should be replaced by the idempotent $e_{α}$ in the semisimple ring $k$.

For each 2-cell $e_{m}^{α}$, the characteristic map $c_{m}^{α} : D^{2} \to S$ determines the initial and terminal vertices $v_{m}^{α}, v_{m}^{α} \in \partial D^{2}$, whose associated matrices defined in the last paragraph will again be denoted by $A_{α,+}$ and $A_{α,-}$. Let $γ_{+}$ and $γ_{-}$ be the arcs in $\partial D^{2}$ that go counterclockwisely and clockwise from $v_{-}$ to $v_{+}$, respectively. Note that these paths can be constant or the entire circle. Consider the image of $c_{m}^{α} \circ γ_{+}$, it contains a set of successive 1-cells $e_{α,1}^{1}, \ldots, e_{α,n}^{1}$, whose associated matrices defined in the last paragraph will be denoted by $B_{α,1}, \ldots, B_{α,n}$. Similarly, for the path $γ_{-}$ we get another set of 1-cells $e_{α,n+1}^{1}, \ldots, e_{α,n+n}^{1}$ with associated matrices $B_{α,n+1}, \ldots, B_{α,n+n}$. Finally, similar to the cases of 0-cells and 1-cells, we can form the matrix $C_{α}$ using the generators $c_{m,n}^{α}$ corresponding to the 2-cell $e_{m}^{α}$. Now the differential $d_{c}$ on $c_{m,n}^{α}$ is defined via the matrix equation

$$d_{c}C_{α} = A_{α,+}C_{α} + C_{α}A_{α,-} + (E + B_{α,n})\cdot (E + B_{α,1})^{n+} \cdots (E + B_{α,1})^{n+1}, \quad (139)$$

where $ε_{i} = 1$ if the orientation on the 1-cell $e_{α,i}^{1}$ as an edge of $e_{α}^{m}$ coincides with the orientation determined by the characteristic map of the 1-cell, otherwise $ε_{i} = -1$.

In all cases, it can be checked that $d_{c}^{2} = 0$. This defines the cellular dg algebra $(C(\Lambda), d_{c})$ when there is no swallowtail points in the front projection of $\Lambda$. When $\Lambda = \bigsqcup \Lambda$, is a link of Legendrian surfaces, one can check that the differential $d_{c}$ defined above is compatible with the $k$-bimodule structure (131) on $C(\Lambda)$, which shows that $C(\Lambda)$ is a dg algebra over $k$. The definition of $C(\Lambda)$ can be extended to the case when swallowtail singularities present in the front projection of $\Lambda$, with some modifications to the matrices $A_{α}, B_{α}$ and $C_{γ}$. Since this will not be used for later computations, its definition will not be recalled here. See [49, Section 3.11] for details.

Up to quasi-isomorphism, the dg algebra $C(\Lambda)$ is independent of the choice of the polygonal decomposition. Together with the quasi-isomorphism (300) established in [50], we see that the quasi-isomorphism type of $C(\Lambda)$ defines an invariant of $\Lambda$ under Legendrian isotopy.

6.2. Non-genericity

For computational convenience, we will allow another type of non-genericity of Legendrian fronts, namely when there are multiple crossings or cusp edges above a 1-cell in the cellular decomposition. In these cases, we can modify slightly our original definitions of the cellular dg algebra $(C(\Lambda), d_{c})$ to get a (usually simpler) dg algebra $(C'(\Lambda), d'_{c})$, whose definition we will recall below.
We deal first with the case when multiple crossing arcs appear above some subset of $\Sigma_1 \subset S$. To be precise, let $\Lambda \subset J^1(S)$ be a Legendrian surface. Consider a polygonal decomposition of $p_\Sigma(\Lambda)$ which is $\Lambda$-compatible except near a two-sided simple closed curve $\ell \subset S$. Suppose that in a neighborhood $\overline{U} \cong S^1 \times [0, 1]$ of $\ell := S^1 \times \{\frac{1}{4}\}$, there are several crossing arcs of $\Lambda$ which project to small shifts of $\ell$ in the normal direction, and no other crossings or cusp edges. In this case, we can assume that all the crossing arcs near $\ell$ project precisely to $\ell$ and define the generators in the dg algebra $C^\ell(\Lambda)$ associated to this incompatible cellular decomposition as follows. See Figure 8 for an illustration.

More precisely, label the sheets of $\Lambda$ above one side of the neighborhood $\overline{U}$ as $S_1, \ldots, S_r$, so that $z(S_1) > \cdots > z(S_r)$ above that side of $\overline{U}$. The key point is that there exists a permutation $\sigma$ on the set $\{1, \ldots, r\}$ such that the sheet $S_i$ appears as the sheet $S_{\sigma(i)}$ on the other side of the small neighborhood $\overline{U}$, so that all the crossings of the sheets of $\Lambda$ happened in $\overline{U}$ (or equivalently, one can treat them as crossings over $\ell \subset \overline{U}$) are recorded by this permutation.

To each 1-cell $e_\beta^1$ (respectively, 0-cell $e_\alpha^0$) of $\ell$, assign generators $b_{\beta m}^{n \ell}$ (respectively, $a_{\alpha m}^{n \ell}$) for all $m < n$ with $\sigma(m) < \sigma(n)$, so that there are multiple zeros in the corresponding matrices $B_\beta$ (respectively, $A_\alpha$) of generators, since sheets which cross with each other in $\overline{U}$ will then satisfy $\sigma(m) > \sigma(n)$. The differential $d_\ell^\beta$ is defined by the same formulas (135), (137) and (139) as in the case of a usual cellular dg algebra $C(\Lambda)$. Note that if $B_\beta$ is the matrix of generators associated to the sheets labeled by $S_1, \ldots, S_r$, then the corresponding matrix of generators associated to the sheets labeled by $S_{\sigma^{-1}(1)}, \ldots, S_{\sigma^{-1}(r)}$ is $Q_\sigma^{-1} B_\beta Q_\sigma$, with $Q_\sigma = \sum_{m=1}^r \Delta_{\sigma(m), m}$, and $\sigma$ being a composition of transpositions on $\{1, \ldots, r\}$.

When several cusp edges appear above the curve $\ell$, the situation is much simpler. For each 0-cell (respectively, 1-cell) of $\ell$, it follows from (138) that we only need to insert multiple copies of $2 \times 2$ nilpotent blocks $N$ (respectively, zero blocks $O$) in the construction of the matrices $A_\alpha$ (respectively, $B_\beta$). For example, let $\Lambda \subset (\mathbb{R}^5, \xi_{std})$ be a Legendrian surface so that locally its base projection $p_\Sigma(\Lambda)$ is depicted on the left-hand side of Figure 9. Suppose that the Legendrian front of $\Lambda$ above the 0-cell $e_\alpha^0$ (respectively, 1-cell $e_\beta^1$) consists only of cusp edges formed by couples of sheets $(S_1, S_2), \ldots, (S_{2r-1}, S_{2r})$, and the ordering of these sheets is chosen so that $z(S_1) > \cdots > z(S_{2r})$ locally in a small neighborhood on the right-hand side of the solid arc labeled $e_\beta^1$. In this case, one can take

$$A_\alpha = \sum_{i=1}^r \Delta_{2i-1, 2i}, B_\beta = 0. \quad (140)$$

Again, the relevant differentials are defined by the same formulas as in the front generic case. This completes the definition of $(C^\ell(\Lambda), d_\ell^\ell)$.

The following proposition can be proved by applying small isotopies to $\Lambda$ to make it front generic, and then simplifying $C(\Lambda)$ using stable tame isomorphisms. The latter step can be
Figure 9 (colour online). The base projections \( p_x \) of a Legendrian surface \( \Lambda \) near its cusp edges, where the images of \( \Lambda \) under \( p_x \) appear on the right-hand side of the leftmost solid arcs in both figures. On the left-hand side, all the cusp edges in the front of \( \Lambda \) formed by the sheets \((S_1, S_2), \ldots, (S_{2r-1}, S_{2r})\) are projected to the same solid arc labeled as the 1-cell \( e_1^3 \). On the right-hand side, we are in the special case when \( r = 2 \), and a small Legendrian isotopy of \( \Lambda \) has been chosen so that the base projections of the cusp edges formed by \((S_{3}, S_{4})\) and \((S_1, S_2)\) are projected to different solid arcs labeled, respectively, by \( e_1^{3, -} \) and \( e_1^{3, +} \).

achieved by applying Lemma 6.1, which will be recalled in the next subsection, to the original definition of \( \mathcal{C}(\Lambda) \) recalled in Section 6.1.

**Proposition 6.1** [49, Proposition 5.5]. The dg algebra \( \mathcal{C}^{\ell}(\Lambda) \) defined above using a \( \Lambda \)-compatible polygonal decomposition associated to a non-generic Legendrian front of \( \Lambda \) is quasi-isomorphic to the cellular dg algebra \( \mathcal{C}(\Lambda) \) defined using any \( \Lambda \)-compatible cellular decomposition associated to a generic front projection of \( \Lambda \).

To see how Proposition 6.1 can be used to simplify our computations, we consider the simplest case when the non-generic Legendrian front of \( \Lambda \) above the 1-cell \( e_1^3 \) consists of two cusp edges formed by the pairs of sheets \((S_1, S_2)\) and \((S_3, S_4)\), respectively, see the left-hand side of Figure 9, where as before we require that \( z(S_1) > z(S_2) > z(S_3) > z(S_4) \) locally on the right-hand side of \( e_1^3 \). By (140), we see that \( A_\alpha = \begin{pmatrix} N & 0 \\ 0 & N \end{pmatrix} \) in the dg algebra \( \mathcal{C}^{\ell}(\Lambda) \). However, after applying a small isotopy to make \( \Lambda \) front generic, the 0-cell \( e_0^0 \) in the original cellular decomposition is replaced by two 0-cells \( e_0^0, - \) and \( e_0^0, + \) in the \( \Lambda \)-compatible cellular decomposition, and correspondingly the 1-cell \( e_1^3 \) is replaced by the 1-cells \( e_1^3, - \) and \( e_1^3, + \) (see the right-hand side of Figure 9). More explicitly, we require that above the 1-cell \( e_1^3, + \), the top two sheets meet above the cusp edge. By definition of the cellular dg algebra \( \mathcal{C}(\Lambda) \) in Section 6.1, \( A_{\alpha, -} = N \). To find the values of \( A_{\alpha, +} \), recall from (136) the definition of the map \( \iota : \Lambda(e_{\alpha, +}^0) \to \{1, 2, 3, 4\} \). Since in this case the sheets numbered 1 and 2 of \( \Lambda(e_{\beta, +}^1) \) meet at a cusp edge, we see that

\[
A_{\alpha, +} = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & a_{3,4}^3 \alpha, + \\ 0 & 0 & 0 & 0 \end{bmatrix}
\]

Consider the 1-cell \( e_1^1 \) which connects \( e_{\alpha, -}^0 \) to \( e_{\alpha, +}^0 \) on the right-hand side of Figure 9, it follows from (137) that

\[
d_c b_{3,4}^3 \alpha = a_{3,4}^3 \alpha, + + 1,
\]

which shows the existence of a quasi-isomorphism \( \mathcal{C}(\Lambda) \cong \mathcal{C}(\Lambda)/(a_{3,4}^3 \alpha, + + 1, b_{3,4}^3 \alpha) \), under which \( A_{\alpha, +} \) simplifies to \( A_\alpha \).

In general, Proposition 6.1 says that by applying Lemma 6.1 to the formula (137), \( A_{\alpha, +} \) in the cellular dg algebra \( \mathcal{C}(\Lambda) \) can finally be simplified to the form of \( A_\alpha \) in the dg algebra
\( \mathcal{C}'(\Lambda) \), which is quasi-isomorphic to \( \mathcal{C}(\Lambda) \). It is therefore more convenient to start with a non-generic front of \( \Lambda \) and replace \( \mathcal{C}(\Lambda) \) with its quotient dg algebra \( \mathcal{C}'(\Lambda) \). In this way, the formal generators in the matrix \( A_{n,+} \) are therefore ignored, and one can work directly with the matrix \( A_n \), whose entries are purely scalars. This simplification will be used frequently below, in various computations and arguments in Section 7.

6.3. Suspension of a dg algebra

Let \((\mathcal{A}, d)\) be a based dg algebra over \( \mathbb{K} \), which means that it is freely generated over \( \mathbb{K} \) by a set of homogeneous elements \( a_1, \ldots, a_n \). Fix an absolute ordering \( a_1 < \cdots < a_n \) on the generating set \( \{a_1, \ldots, a_n\} \), there is then a natural filtration \( F^* \) on \( \mathcal{A} \) with \( F^{i+1} \mathcal{A} = \mathbb{K} \) and \( F^i \mathcal{A} \subset \mathcal{A} \) is the subalgebra generated by \( a_1, \ldots, a_i \). We remark that in general, this filtration \( F^* \) has nothing to do with the grading on \( \mathcal{A} \). Recall that the differential \( d \) is said to be triangular if for all \( 1 \leq i \leq n \), \( da_i \in F^{i-1} \mathcal{A} \).

A map between based dg algebras \( \phi : \mathcal{A} \to \mathcal{B} \) is a tame isomorphism if it is the composition of a sequence of elementary automorphisms of \( \mathcal{A} \) followed by an identification between the sets of generators of \( \mathcal{A} \) and \( \mathcal{B} \). By an elementary tame automorphism of \( \mathcal{A} \) we mean a dg algebra automorphism which sends a fixed generator \( a_i \in \mathcal{A} \) to \( a_i + v \), where \( v \) belongs to the dg subalgebra of \( \mathcal{A} \) generated by \( a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_n \). In general, any tame isomorphism \( \phi \) can be expressed as the composition of a sequence of elementary tame automorphisms of \( \mathcal{A} \) followed by an identification between the sets of generators of \( \mathcal{A} \) and \( \mathcal{B} \).

Denote by \((S, \mathcal{A}, d_i)\) the degree \( i \) stabilization of \( \mathcal{A} \). This is the dg algebra with generating set consisting of the original generators of \( \mathcal{A} \), together with two additional elements \( a, b \in S, \mathcal{A} \) such that \( |a| = |b| + 1 = i \), which satisfy

\[
d_i a = b, d_i b = 0
\]

and \( d_i \) coincides with \( d \) when restricted to the dg subalgebra \( \mathcal{A} \subset S, \mathcal{A} \). Two dg algebras \( \mathcal{A} \) and \( \mathcal{B} \) are stable tame isomorphic if after stabilizing \( \mathcal{A} \) and \( \mathcal{B} \) for (possibly different) finite number of times, they become tame isomorphic to each other. We record the following simple result, whose proof dates back to the fundamental paper of Chekanov [15], which is useful in simplifying dg algebras up to stable tame isomorphism.

**Lemma 6.1.** Let \((\mathcal{A}, d)\) be a based dg algebra over \( \mathbb{K} \) such that \( d \) is triangular with respect to the ordered generating set \( \{a_1, \ldots, a_n\} \), and

\[
da_i = a_j + v, v \in F^{j-1} \mathcal{A}.
\]

Then we have a stable tame isomorphism \((\mathcal{A}, d) \cong (\mathcal{A}/\mathcal{I}, d)\) between based dg algebras, where \( \mathcal{I} \subset \mathcal{A} \) is the two-sided ideal generated by \( a_i \) and \( da_i \).

The above lemma will be frequently applied to the cellular dg algebra \( \mathcal{C}(\Lambda) \) in Section 7 to cancel excessive generators, and we will denote by \( \mathcal{C}'(\Lambda) \) the simplified dg algebra obtained by applying all the possible cancellations to \( \mathcal{C}(\Lambda) \) in the sense of Lemma 6.1. Note that this does not in general lead to a model of the Chekanov–Eliashberg algebra \( CE(\Lambda_{p,q,r}) \) that is minimal, especially when \( CE(\Lambda_{p,q,r}) \) is formal as an \( A_\infty \)-algebra. The Legendrian surface \( \Lambda_{1,1,0} \) mentioned in Section 7.4 is such an example.

The following notion is useful in the computation of the Chekanov–Eliashberg dg algebras for Legendrian surfaces which can be realized as front spins of Legendrian knots, or more generally, Legendrian arcs. Its geometric application is discussed in Section 6.4.

**Definition 6.1** [49, Section 5.5.1]. Let \((\mathcal{A}, d)\) be a dg algebra over \( \mathbb{K} \) freely generated by the ordered set \( \{a_1, \ldots, a_n\} \), and \( d \) is triangular with respect to these generators. We define
the suspension \((\mathcal{A}^*, d^*)\) of \((\mathcal{A}, d)\) to be the dg algebra freely generated by \(\{a_i, \tilde{a}_i\}_{i=1,\ldots,n}\) such that

- \(|\tilde{a}_i| = |a_i| - 1\), where the grading of \(a_i\) in \(\mathcal{A}^*\) is the same as its grading in \(\mathcal{A}\);
- let \(D : \mathcal{A} \to \mathcal{A}^*\) be the derivation determined by \(D(a_i) = \tilde{a}_i\), then the differential \(d^*\) on \(\mathcal{A}^*\) is determined by

\[
d^*(a_i) = d(a_i), d^*(\tilde{a}_i) = D(d(a_i)).
\] (145)

Let \(O \subset \mathcal{A}\) be a based dg subalgebra generated by some subset of \(\{a_1, \ldots, a_n\}\). Define the suspension of \(\mathcal{A}\) relative to \(O\) to be the dg algebra \(\mathcal{A}^*\) as above except that we set \(\tilde{o} = 0\) for all \(o \in O\).

### 6.4. Spinning a Legendrian arc

Let \(J^1(\mathbb{R})\) denote \(\mathbb{R}^3\) with its standard contact structure. The corresponding front and base projections will be denoted by \(p_{z,x}\) and \(p_{z,t}\). Given a Legendrian submanifold \(K \subset J^1(\mathbb{R})\) which is a union of a number of knots in \(\{x_1 < 0\}\) and a number of arcs in \(\{x_1 \leq 0\}\) whose endpoints under the front projection lie on the \(z\)-axis. In addition, we shall require that when we reflect \(p_{z,x}(K) \subset \mathbb{R}^2\) with respect to the \(z\)-axis, the image should be the front projection of a Legendrian link. This can actually be achieved for any Legendrian embedding \(K \subset \mathbb{R}^3\) whose connected components are knots and arcs by a suitable Legendrian isotopy. By rotating along the \(z\)-axis, such a \(K \subset J^1(\mathbb{R})\) gives rise to a Legendrian surface \(\Lambda_K \subset J^1(\mathbb{R}^2)\), whose front \(p_{z,x}(\Lambda_K) \subset \mathbb{R}^3\) is also the rotation of \(p_{z,x}(K) \subset \mathbb{R}^2\) along the same axis. We call \(\Lambda_K\) the front spin of \(K\). It is easy to see that the surface \(\Lambda_K\) is a disjoint union of Legendrian tori and Legendrian spheres. Note that when two endpoints of a Legendrian arc coincide with each other on the \(z\)-axis under the front projection, then its front spin will have a cone singularity. In this case, although \(\Lambda_K\) is not front generic, its cellular dg algebra \(\mathcal{C}(\Lambda_K)\) can still be defined and computed with only slight modifications. However, we will not need to deal with cone singularities in the present paper, since they have already been cancelled in the Legendrian front of \(\Lambda_{p,q,r}\) using higher dimensional Reidemeister moves in the proof of Proposition 5.1.

Analogous to the surface case, we can consider the \(K\)-compatible polygonal decomposition of the real line \(\mathbb{R}\). When \(K\) has an arc component, this decomposition will include the origin of \(\mathbb{R}\) as a 0-cell. For each cell \(e\) in the cellular decomposition of \(p_{z,x}(K)\), we can associate to it two cells \(e\) and \(\tilde{e}\) in the \(\Lambda_K\)-compatible polygonal decomposition of \(\mathbb{R}^2\). The first one \(e\) can be identified with the original cell through the embedding of the \(x_1\)-axis into \(\mathbb{R}^2_{x_1,x_2}\). The second one \(\tilde{e}\) is the spinning of \(e\) around the \(z\)-axis. Note that \(e\) and \(\tilde{e}\) are the same if \(e\) is the origin \(\{x_1 = 0\}\), and we denote by \(\tilde{o}\) the unique 0-cell it induces in the cellular decomposition of \(p_x(\Lambda_K)\).

From the above we get two cellular dg algebras: one is associated to the cellular decomposition of \(p_{z,x}(K)\), and the other one is associated to the \(\Lambda_K\)-compatible polygonal decomposition of \(\mathbb{R}^2\) induced by the cellular decomposition of \(p_{z,x}(K)\). We denote these dg algebras by \((\mathcal{C}(K), d_C)\) and \((\mathcal{C}(\Lambda_K), d_{C_0})\), respectively. We remark that explicitly the differential \(d_C\) of the former cellular dg algebra \(\mathcal{C}(K)\) is defined using (135) and (137). In fact, \(\mathcal{C}(K)\) is quasi-isomorphic to the bordered Chekanov–Eliashberg algebra introduced by Sivek [63]. The way that we used to obtain the cellular decomposition of \(p_x(\Lambda_K)\) suggests that algebraically these two dg algebras are related to each other through the suspension construction of Section 6.3. In fact, we have the following result.

**Proposition 6.2** [49, Proposition 5.2]. Suppose \(K \subset J^1(\mathbb{R})\) has arc components whose front projections have distinct endpoints, then the cellular dg algebra \((\mathcal{C}(\Lambda_K), d_{C_0})\) is the suspension of \((\mathcal{C}(K), d_C)\) relative to the dg subalgebra \(O(K)\) associated to the 0-cell \(e_0^\phi\) in the cellular
decomposition of $p_*(\Lambda_K)$. If $K$ has two arc components whose front projections have the same endpoint, so that its front spin $\Lambda_K$ contains a unique cone singularity above $e^0_o$, $\mathcal{C}(\Lambda_K)$ is the suspension of $\mathcal{O}(K)$ relative to $\mathcal{O}(K)$ with the modification that in this case

$$D(A_o) = \sum_{m<k} a_{m,k+1} \Delta_{m,k} + \sum_{k+1<n} a_{k,n} \Delta_{k+1,n}$$

(146)

instead of $D(A_o) = 0$, where $A_o$ is the matrix of generators associated to the 0-cell $e^0_o$, and the cone point over $e^0_o$ connects the sheets $S_k$ and $S_{k+1}$.

Remark. When doing computations of $\mathcal{C}(\Lambda_K)$ using Proposition 6.2, one is supposed to start with a Maslov potential $\mu_K : K \rightarrow \mathbb{Z}$ on the Legendrian arc $K$, and then appeal to the grading convention of Definition 6.1 to determine the gradings on $\mathcal{C}(\Lambda_K)$. However, care must be taken as a disconnected Legendrian arc $K$ may become connected after spinning it around. As an example, we have the Legendrian surface $\Lambda_{1,1,0}$ obtained by spinning a two-component Legendrian arc $K_{1,1,0}$ (see Figure 16). In this situation, we need to make sure that the Maslov potential $\mu_K$ that we use in the computation of the dg algebra $\mathcal{C}(K)$ is induced from some well-defined potential $\mu_A : A_K \rightarrow \mathbb{Z}$.

7. Combinatorial computations

The main purpose of this section is to compute the Chekanov–Eliashberg dg algebras for the two-dimensional Legendrian links $\Lambda_{p,q,r}$ as the front spin of a Legendrian arc $\Lambda_r$ of standard unknots, which also enables us to reduce the computation for a general link $\Lambda_{p,q,r}$ to the special case when $p = q = r = 2$. The cellular dg algebra $\mathcal{C}(\Lambda_{2,2,2})$ will be computed in Section 7.2. For the links of Legendrian surfaces $\Lambda_r$, their Legendrian fronts can be obtained by spinning a Legendrian arc, the algebraic construction in Section 6.4 will be used in order to simplify the computations.

7.1. The $A_r$ link

We compute the cellular dg algebra $\mathcal{C}(\Lambda_r)$ of the Legendrian link $\Lambda_r \subset (S^3, \xi_{\text{std}})$, which is the Legendrian front associated to the three-dimensional $A_r$ Milnor fiber

$$\{x^2 + y^2 + z^2 + w^{r+1} = 1\} \subset \mathbb{C}^4.$$ 

(147)

This is aimed at helping the readers understand our computation in the more complicated case in Section 7.2. Meanwhile, the computation here also provides an alternative proof of the Koszul duality result due to Ekholm–Lekili [22] for tree plumbings of $T^*S^3$ in the special case when the plumbing tree $T = A_r$. The same method can be easily generalized to verify Koszul duality between the Fukaya categories of plumbings of $T^*S^3$ according to any tree $T$.

Our proof uses the description of the Legendrian front of $\Lambda_r$ as the front spin of a Legendrian arc $K_r \subset J^1(\mathbb{R})$ (see Figure 10). The computation of the cellular dg algebra $\mathcal{C}(\Lambda_r)$ can then be reduced to the computation of $\mathcal{C}(K_r)$ by Proposition 6.2.

Consider the Legendrian arc $K_r$, which consists of $r$ connected components, and crossings happen only between the nearby strands labeled by $i$ and $i+1$. Without changing the Legendrian isotopy class, we can arrange that all the crossing points in the front of $K_r$ have the same base projection in $\mathbb{R}_{x_1}$. This violation of the genericity of the front projection is justified
by the discussions in Section 6.2. A $K_r$-compatible polygonal decomposition associated to such a non-generic front projection of $K_r$ is depicted in Figure 11.

Denote by $A_1, A_2, A_3, B_2, B_3$ the matrices of generators in $\mathcal{C}(K_r)$ associated to the cells $e_1^0, e_2^0, e_3^0, e_2^1, e_3^1$ in the above cellular decomposition. To start, we want to apply the formula (137) to the generators in the matrix $B_2$ associated to the 1-cell $e_2^1$. In this case, the role of matrix $A_\alpha, -$ in (137) is played by $A_1$, and the role of the matrix $A_\alpha, +$ is played by $A_2$. Since the cusps appear above the 0-cell $e_0^1$ are formed between the strands of $K_r$ labeled by $(1, 2), (3, 4), \ldots, (2r - 1, 2r)$ above the 1-cell $e_2^1$, by (140) we have

$$A_1 = \sum_{i=1}^{r} \Delta_{2i-1, 2i}.$$  

(149)

Since the strands of $K_r$ labeled by

$$(2, 3), (4, 5), \ldots, (2r - 2, 2r - 1)$$  

(150)

above the 0-cell $e_2^0$ cross with each other, it follows by definition of the matrix $A_2$ recalled in Section 6.1 that

$$a_{2, 3}^{2, 3} = a_{2, 5}^{4, 5} = \cdots = a_{2, 2r-2, 2r-1}^{2r-2, 2r-1} = 0.$$  

(151)

For the other non-zero entries $a_{m, n}^{m, n}$ in the strictly upper triangular matrix $A_2$, we can cancel them using the formula of $d_C B_2$. More precisely, we have by (137) that

$$d_C b_{2, m, n} = a_{2, m, n}^{m, n} + \sum_{m<k<n} a_{2, m, k}^{m, k} b_{2, k, n}^{k, n} + \sum_{m<k<n} b_{2, m, k}^{m, k} a_{1, k, n}^{k, n}.$$  

(152)

By Lemma 6.1, we can define a filtration $F^*$ on $\mathcal{C}(K_r)$ which respects the increasing order of $n - m$, and cancel the generators $b_{2, m, n}^{m, n}$ with $a_{2, m, n}^{m, n}$ according to the filtration $F^*$ when $a_{2, m, n}^{m, n} \neq 0$. After the cancellation process, we get a quotient dg algebra of $\mathcal{C}(K_r)$ which is quasi-isomorphic to $\mathcal{C}(K_r)$. In particular, in the quotient dg algebra $\mathcal{C}'(K_r)$, the non-zero generators in $B_2$ are

$$b_{2, 3}^{2, 3}, b_{2, 5}^{4, 5}, \ldots, b_{2, 2r-2, 2r-1}^{2r-2, 2r-1},$$  

(153)
and the identities

\[ a_2^{m,n} = a_1^{m,n} + \sum_{m<k<n} a_2^{m,k} b_2^{k,n} + \sum_{m<k<n} b_2^{m,k} a_1^{k,n} \]  

(154)

hold. In fact, for generators \( b_2^{m,n} \) which has been cancelled with \( a_2^{m,n} \), since they vanish in the quotient dg algebra \( C'(K_r) \), it is clear that we have (154) in \( C'(K_r) \) for any \((m, n) \neq (k, k + 1)\), with \( 2 \leq k \leq 2r - 2 \). When \((m, n) = (k, k + 1)\) for some \(k\), it follows from (149) and (151) that \( a_1^{k,k+1} = a_2^{k,k+1} = 0\), therefore by (152) we have \( d_C b_2^{k,k+1} = 0\), which shows that (154) is still true. Using (149) and (153), we can then compute \( A_2 \) inside the quotient dg algebra \( C'(K_r) \), and deduce that

\[
A_2 = \begin{bmatrix}
0 & 1 & b_2^{2,3} & 0 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & b_2^{2,3} & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & b_2^{4,5} & 0 & \ldots & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & b_2^{4,5} & \ldots & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & \ldots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots & 1 & b_2^{2r-2,2r-1} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 & 1 & b_2^{2r-2,2r-1} \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

(155)

in \( C'(K_r) \).

Since there is no crossing above the 1-cell \( e_1^2 \), none of the entries above the diagonal of \( A_3 \) is zero in \( C(K_r) \). Arguing similarly as above, we see that all the generators in the matrix \( B_3 \) can be cancelled with the generators in \( A_3 \). In \( C'(K_r) \), we have the following identity:

\[ a_3^{m,n} = a_2^{-1}(m),a_1^{-1}(n) + \sum_{m<k<n} a_3^{m,k} b_3^{k,n} + \sum_{m<k<n} b_3^{m,k} a_2^{-1}(k),a_1^{-1}(n), \]

(156)

where it follows from our discussions in Section 6.2 that the permutation \( \sigma \) is given by

\[ \sigma = (2, 3)(4, 5) \cdots (2r - 2, 2r - 1). \]

(157)

It follows that in \( C'(K_r) \),

\[
A_3 = \begin{bmatrix}
0 & b_2^{2,3} & 1 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & b_2^{4,5} & 1 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & b_2^{2,3} & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & b_2^{4,5} & 1 & \ldots & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & b_2^{4,5} & \ldots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots & b_2^{2r-2,2r-1} & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots & 0 & b_2^{2r-4,2r-3} & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 & b_2^{2r-2,2r-1} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 & 0 & b_2^{2r-2,2r-1} \\
\end{bmatrix}
\]

(158)

By Proposition 6.2, the cellular dg algebra \( C(A_r) \) is the suspension of \( C(K_r) \) relative to the dg subalgebra \( O(K_r) \) generated by generators in \( A_3 \). Denote by \( D_r : C(K_r) \rightarrow C(A_r) \) the derivation appearing in the definition of the suspension of \( C(K_r) \), which acts on the generators by \( D_r(a_i^{m,n}) = \tilde{a}_i^{m,n} \) and \( D_r(b_j^{m,n}) = \tilde{b}_j^{m,n} \). Further cancellations among the generators in \( C(A_r) \) imply
\[ \begin{align*}
&\tilde{b}_2^{2,3}, \tilde{b}_2^{4,5}, \ldots, \tilde{b}_2^{2r-2,2r-1}, \\
&\tilde{b}_3^{1,3}, \tilde{b}_3^{2,5}, \tilde{b}_3^{4,7}, \ldots, \tilde{b}_3^{2r-4,2r-1}, \tilde{b}_3^{2r-2,2r}, \\
&\tilde{b}_3^{2,3}, \tilde{b}_3^{4,5}, \ldots, \tilde{b}_3^{2r-2,2r-1}.
\end{align*} \]  
(159)

**Proof.** We have already seen how the generators in \( \mathcal{C}(K_r) \) are cancelled, so it suffices to consider which one of the generators \( \tilde{b}_2^{m,n} \) and \( \tilde{b}_3^{m,n} \) remains in the quotient dg algebra \( \mathcal{C}(\Lambda_r) \) after cancellation. Applying the derivation \( D_r \) to (152) we see that all the generators \( \tilde{b}_2^{m,n} \) can be cancelled with \( a_2^{m,n} \) except for
\[ \tilde{b}_2^{2,3}, \tilde{b}_2^{4,5}, \ldots, \tilde{b}_2^{2r-2,2r-1}. \]  
(160)

Using the fact that \( a_2^{m,n} = 0 \) and \( b_3^{m,n} = 0, D_r \) applied to (156) implies that
\[ d_C\tilde{b}_3^{m,n} = a_2^{-1(m),\sigma^{-1}(n)} + \sum_{m<k<n} a_3^{m,k} b_3^{k,n} + \sum_{m<k<n} \tilde{b}_3^{m,k} a_2^{-1(k),\sigma^{-1}(n)}. \]  
(161)

In the quotient dg algebra \( \mathcal{C}'(\Lambda_r) \), the values of \( a_3^{m,k} \) and \( a_2^{-1(k),\sigma^{-1}(n)} \) in the above formula have been determined in (155) and (158), from which we see that the generators in (160) can be cancelled with
\[ \tilde{b}_3^{1,2}, \tilde{b}_3^{4,3}, \ldots, \tilde{b}_3^{2r-4,2r-2}. \]  
(162)

On the other hand, using the entries of \( A_3 \) which are equal to 1 in \( \mathcal{C}'(\Lambda_r) \) as specified by (158), we can cancel most of the generators of the form \( \tilde{b}_3^{m,n} \) with each other as follows:
\[ (\tilde{b}_3^{1,4}, \tilde{b}_3^{3,4}, \tilde{b}_3^{1,5}, \tilde{b}_3^{3,5}), \ldots, (\tilde{b}_3^{1,2r}, \tilde{b}_3^{3,2r}). \]  
(163)

It follows immediately that the only remaining generator in the first row of \( \tilde{B}_3 \) in the quotient dg algebra \( \mathcal{C}'(\Lambda_r) \) is \( \tilde{b}_3^{1,3} \).

Similarly, since \( a_3 = a_2^{4,7} = \cdots = a_2^{2r-4,2r-1} = 1 \), we get the following cancelling pairs of generators in \( \mathcal{C}(\Lambda_r) \):
\[ (\tilde{b}_3^{1,2j+3}, \tilde{b}_3^{1,2j+1}), (\tilde{b}_3^{2,2j+3}, \tilde{b}_3^{2,2j+1}), \ldots, (\tilde{b}_3^{2j-1,2j+3}, \tilde{b}_3^{2j-1,2j+1}), \]  
(164)

where \( j \leq r - 2 \). For any integer \( k \) with \( 1 \leq k \leq r - 1 \), by considering the cancellations between \( \tilde{b}_3^{2k,2j+3} \) and \( \tilde{b}_3^{2k,2j} \) for \( k + 1 \leq j \leq r - 2 \), we see that in the 2kth row of \( \tilde{B}_3 \), only
\[ \tilde{b}_3^{2k,2k+1}, \tilde{b}_3^{2k,2k+3}, \tilde{b}_3^{2k,2r-2}, \tilde{b}_3^{2k,2r} \]  
remain in \( \mathcal{C}'(\Lambda_r) \). On the other hand, the cancellation pairs \( (\tilde{b}_3^{2k-1,2j+3}, \tilde{b}_3^{2k-1,2j}) \) in the above list shows that the only remaining generators in the \( (2k-1) \)th row of \( \tilde{B}_3 \) are given by
\[ \tilde{b}_3^{2k-1,2k+1}, \tilde{b}_3^{2k-1,2k}. \]  
(165)

Finally, using the fact that \( a_3^{2r-2,2r} = 1 \), it is not hard to see that we can further cancel the generators
\[ (\tilde{b}_3^{2k,2r-2}, \tilde{b}_3^{2k,2r}), (\tilde{b}_3^{2k-1,2k+1}, \tilde{b}_3^{2k-1,2k}). \]  
(166)

which completes the proof. \( \square \)

To compute the gradings of the generators listed in (159), we need to specify a Maslov potential on \( \Lambda_r \). In our case, it suffices to define a Maslov potential \( \mu_r: K_r \to \mathbb{Z} \) on the
Legendrian arc $K_r$, and then apply the grading formula in Definition 6.1. Denote by $S_1, \ldots, S_{2r}$ the strands of $K_r$ above the 1-cell $e_3^j$, we can define $\mu_r$ by setting

$$
\mu_n(S_{2r}) = 0, \mu_n(S_{2r-1}) = \mu_n(S_{2r-2}) = 1, \ldots, \mu_n(S_3) = \mu_n(S_2) = n - 1, \mu(S_1) = n.
$$

This implies that

$$
|b_2^{2,3}| = |b_2^{4,5}| = \cdots = |b_2^{2r-2, 2r-1}| = 0,
$$

$$
|\tilde{b}_3^{2,3}| = |\tilde{b}_3^{4,5}| = \cdots = |\tilde{b}_3^{2r-2, 2r-1}| = -1,
$$

and

$$
|\tilde{b}_3^{3,3}| = |\tilde{b}_3^{4,5}| = \cdots = |\tilde{b}_3^{2r-2, 2r-1}| = -2.
$$

It remains to compute the differentials $d_C$ on the generators of $C'(\Lambda_r)$. From the cancellation procedure of the generators in $\mathcal{C}(K_r)$ we can extract the following:

$$
d_C b_2^{2,3} = d_C b_2^{4,5} = \cdots = d_C b_2^{2r-2, 2r-1} = 0.
$$

Using (161) it is easy to deduce that

$$
d_C b_3^{2,3} = d_C b_3^{4,5} = \cdots = d_C b_3^{2r-2, 2r-1} = 0,
$$

and

$$
d_C b_3^{1,3} = b_2^{2,3} b_3^{2,3}, d_C b_3^{2r-2, 2r} = \tilde{b}_3^{2r-2, 2r-1} b_2^{2r-2, 2r-1},
$$

$$
d_C b_3^{2j, 2j+3} = \tilde{b}_3^{2j, 2j+1} b_2^{2j, 2j+1} + b_2^{2j+2, 2j+3} b_3^{2j+2, 2j+3},
$$

for any $j$ with $1 \leq j \leq r - 2$.

The computations above can be summarized as follows:

**Proposition 7.2.** The cellular dg algebra $\mathcal{C}(\Lambda_r)$ is quasi-isomorphic to the Ginzburg dg algebra associated to the $A_r$ quiver depicted in Figure 12.

**Remark.** The orientation data of the holomorphic polygons involved in the definition of the Chekanov–Eliashberg algebra $CE(\Lambda_r)$ can be recovered by applying directly the Koszul duality result of Ekholm–Lekili [22], or by identifying the differentials in $C'(\Lambda_r)$ with the enumerations of Morse flow trees, and then applying the machinery recalled in Section 8.1.

7.2. The link $\Lambda_{2,2,2}$

This subsection is devoted to the computation of the cellular dg algebra of the link of Legendrian surfaces $\Lambda_{2,2,2} \subset J^1(\mathbb{R}^2)$, whose front projection $p_{x,z}(\Lambda_{2,2,2})$ is described by Figure 5. Note that it is not hard to get from Figure 5 the Legendrian front of the general link $\Lambda_{p,q,r}$, by replacing the standard unknot $\Lambda_p$ with an $A_{p-1}$-chain of parallel unknots, $\Lambda_Q$ with an $A_{q-1}$-chain of unknots, and $\Lambda_R$ with an $A_{r-1}$-chain of unknots. As we have remarked, in order to compute $\mathcal{C}(\Lambda_{p,q,r})$, it suffices to compute $\mathcal{C}(\Lambda_{2,2,2})$, and then combine the computations here with that in Section 7.1.

A $\Lambda_{2,2,2}$-compatible polygonal decomposition of $p_{x}(\Lambda_{2,2,2})$ associated to the Legendrian front depicted in Figure 5 is given in Figure 13. In that figure, the 1-cells associated to cusp edges are represented by solid curves, and the 1-cells associated to crossing arcs are represented by dashed arcs. As a convention, all the cells $e_i^0, e_j^1$ and $e_k^2$ in the polygonal decomposition are
labeled by their associated matrices of generators $A_i, B_j$ and $C_k$, respectively. Note that above the largest solid circle in Figure 13, one can find only the cusp edges of the components $\Lambda_A, \Lambda_B$ and $\Lambda_R$, so there is no generator in $\mathcal{C}(\Lambda_{2,2,2})$ associated to it. In particular, the Legendrian front we are using for $\Lambda_{2,2,2}$ is non-generic, and such a choice is justified by our discussions in Section 6.2. Besides the projection $\Sigma_{2,2,2} \subset \mathbb{R}^2$ of the set of singularities of $p_{x,z}(\Lambda_{2,2,2})$, we have added in the cellular decomposition the 0-cells labeled by the matrices

$$A_1, \ldots, A_{12};$$

and the 1-cells labeled by the matrices

$$B_2, \ldots, B_7, B_9, \ldots, B_{12},$$

so that the non-simply connected regions in $p_{x}(\Lambda_{2,2,2})$ are divided into polygons after these cells are added. All the other 1-cells correspond to singular loci in the Legendrian front of $\Lambda_{2,2,2}$, and their geometric meanings are recorded in the following table.
Denote by $J = \{1, \ldots, 21\}$ the set of subscripts of the matrices $B_j$ associated to the 1-cells in the cellular decomposition of $p_* (\Lambda_{2,2,2})$ specified above. Let

$$J_1 = \{2, \ldots, 7, 9, \ldots, 12, 19, 20\} \subset J.$$ (178)

For any 1-cell $e^j_1$ with $j \in J_1$, it has two distinct endpoints, which are labeled as the 0-cells $e^0_+$ and $e^0_-$, by (137) we have

$$d_c b^j_{m,n} = a^m_n + a^j_{\sigma_{j}(m)\sigma_{j}(n)} + \sum_{m<k<n} a^m_k b^j_{k,n} + \sum_{m<k<n} b^m_k a^j_{-\sigma(j),\sigma_{j}(n)},$$ (179)

where the permutation $\sigma_j$ is a transposition determined by the crossing arc of $p_* (\Lambda_{2,2,2})$ above the 0-cell $e^0_-$.

As we have already seen in Section 7.1, one can cancel the generators $b^j_{m,n}$ with $a^m_{-n}$ using the formulas in (179). In particular, we see that the remaining generators in $B_j$ with $j \in J_1$ in the quotient dg algebra $C' (\Lambda_{2,2,2})$ are

$$b^2_{4,5}, b^3_{2,3}, b^5_{6,10}, b^7_{5,6}, b^8_{11}, b^{12}_{12},$$ (180)

together with all the generators in the strictly upper triangular matrix $B_{20}$ except for $b^{2,3}_{20}$, which is equal to 0 by definition.

Let $J_2 = J \setminus J_1$. The 1-cells $e^j_1$ with $j \in J_2$ have the same 0-cell as their initial and terminal point, whose associated matrix of generators will be denoted by $A_{t_j}$. By (137), the differentials of generators in $B_j$ are given by

$$d_c b^j_{m,n} = \sum_{m<k<n} a^j_{t_{k,n}} + \sum_{m<k<n} b^m_k a^j_{t_{k,n}}.$$ (181)

In particular, these generators are not cancelled with any generators associated to 0-cells.

For the index set $I$ of the 2-cells in the cellular decomposition of $\Lambda_{2,2,2}$, denote by $I_1 \subset I$ the subset

$$I_1 = \{1, 4, 5, 6, 8, 9, 10\}.$$ (182)

For any $i \in I_1$, the corresponding 2-cell $e^i_2$ of an annulus bounded by two circles, whose inner circle has generators assembled in the matrix $B_{t_i}$ and whose outer circle is labeled by the matrix $B_{t_i}$, together with an additional cutting edge $e^i_{+}$, whose endpoints have associated matrices of generators $A_{i,-}$ and $A_{i,+}$. By (139) we write down the formulas of their differentials:

$$d_c C_i = A_{i,+} C_i + C_i Q\sigma_{r_1} A_{i,-} Q\sigma_{r_1} + B_{t_i} (E + B_{r_i}) + (E + B_{r_i}) Q\sigma_{r_1} B_{t_i} Q\sigma_{r_1},$$ (183)

where

$$Q\sigma_{r_1} = \sum_m \Delta_{\sigma_{r_1}(m),m}.$$ (184)
is the permutation matrix. Note that when $i = 1$, $B_{i1} = 0$ in the above formula. In particular, (183) shows that all the generators in $C_i$ with $i \in I_1$ can be cancelled with that in $B_{si}$, except for

$$c_{1}^{45}, c_{4}^{56}, c_{5}^{34}, c_{6}^{45}, c_{8}^{56}, c_{9}^{34}, c_{10}^{45}. \tag{185}$$

Similarly, the 2-cell $e_{2}^{3}$ is also an annulus, with the cutting edge $e_{3}^{1}$. The only difference is that the small circle which bounds the annulus $e_{2}^{3}$ now consists of two 1-cells, namely $e_{19}$ and $e_{20}^{1}$, and the large circle has the associated 1-cell $e_{21}^{1}$. As a consequence,

$$d_{c}C_{2} = A_{3}C_{2} + C_{2}Q_{\sigma_{3}}A_{2}Q_{\sigma_{3}} + (B_{10} + B_{20} + B_{20}B_{19})(E + B_{3}) + (E + B_{3})Q_{\sigma_{3}}B_{21}Q_{\sigma_{3}}. \tag{186}$$

Since $B_{19} = 0$ after cancelling it with $A_{8}$, the above formula simplifies to

$$d_{c}C_{2} = A_{3}C_{2} + C_{2}Q_{\sigma_{3}}A_{2}Q_{\sigma_{3}} + B_{20}(E + B_{3}) + (E + B_{3})Q_{\sigma_{3}}B_{21}Q_{\sigma_{3}} \tag{187}$$

in $C'(A_{2,2,2})$. Since $b_{20}^{3} = 0$, we see that the generator $e_{2}^{3}$ is the only generator in the matrix $C_{2}$ that cannot be cancelled via the above formula.

On the generators in $C_{7}$ and $C_{11}$, differential $d_{c}$ takes the form

$$d_{c}C_{7} = Q_{0}A_{7}Q_{0}C_{7} + C_{7}Q_{0}A_{7}Q_{0} + Q_{0}B_{1}Q_{0} \tag{188}$$

and

$$d_{c}C_{11} = Q_{0}A_{12}Q_{0}C_{11} + C_{11}Q_{0}A_{12}Q_{0} + Q_{0}B_{9}Q_{0}, \tag{189}$$

where $Q_{0}$ is the permutation matrix associated to the transposition $\sigma_{0} = (4,5)$.

For the remaining 2-cell labeled by $e_{3}^{1}$, its boundary consists of the 1-cells

$$e_{4}^{1}, e_{9}^{1}, e_{15}^{1}, e_{18}^{1}, e_{19}^{1}, e_{20}^{1}. \tag{190}$$

Choosing $e_{4}^{1}$ as the initial vertex, and $e_{9}^{1}$ as the terminal vertex, we have

$$d_{c}C_{3} = A_{9}C_{3} + C_{3}A_{4} + (E + B_{9})(E + Q_{\sigma_{3}}B_{19}Q_{\sigma_{3}})(E + B_{4})^{-1}(E + B_{15})$$

$$+ (E + B_{18})(E + B_{9})(E + Q_{\sigma_{3}}B_{20}Q_{\sigma_{3}})^{-1}(E + B_{4})^{-1}. \tag{191}$$

Since $B_{4} = B_{9} = B_{19} = 0$ after cancelling their generators with $A_{4}, A_{9}$ and $A_{8}$, the above formula simplifies to

$$d_{c}C_{3} = A_{9}C_{3} + C_{3}A_{4} + E + B_{15} + (E + B_{18})(E + Q_{\sigma_{3}}B_{20}Q_{\sigma_{3}})^{-1}. \tag{192}$$

In particular, all the generators in $C_{3}$ are cancelled with that of $B_{15}$.
Proposition 7.3. The cellular dg algebra \( C(\Lambda_{2,2}) \) is quasi-isomorphic to a dg algebra \( C'(\Lambda_{2,2}) \) generated by

\[
\begin{align*}
&b_2^{4,5}, b_3^{2,3}, b_5^{5,6}, b_6^{3,4}, b_7^{4,5}, b_{10}^{5,6}, b_{11}^{3,4}, b_{12}^{4,5}; \\
&c_7^{4,5}, c_{11}^{4,5}, c_7^{3,5}, c_{11}^{3,5}, c_7^{2,5} + c_{11}^{2,5}, c_7^{2,6}, c_{11}^{4,7} + c_{11}^{4,7}; \\
&c_7^{8,4}, c_{11}^{8,4}, c_7^{7,5} + c_{11}^{7,5}, c_7^{3,6}, c_{11}^{3,6}, c_7^{3,7} + c_{11}^{3,7},
\end{align*}
\]

(193)

with gradings

\[
\begin{align*}
|b_2^{4,5}| &= |b_3^{2,3}| = |b_5^{5,6}| = |b_6^{3,4}| = |c_7^{4,5}| = |b_{10}^{5,6}| = |b_{11}^{3,4}| = |b_{12}^{4,5}| = 0, \\
|b_{12}^{4,5}| &= |b_7^{4,5}| = |c_7^{3,5}| = |c_{11}^{3,5}| = |c_7^{2,5} + c_{11}^{2,5}| = |c_7^{2,6}| = |c_{11}^{4,6}| = |c_7^{4,7} + c_{11}^{4,7}| = -1, \\
|c_7^{8,4} + c_{11}^{8,4}| &= |c_7^{7,5} + c_{11}^{7,5}| = |c_7^{3,6}| = |c_{11}^{3,6}| = |c_7^{3,7} + c_{11}^{3,7}| = -2,
\end{align*}
\]

(194)

and differentials

\[
\begin{align*}
d_c b_2^{4,5} &= d_c b_3^{2,3} = d_c b_5^{5,6} = d_c b_6^{3,4} = d_c c_7^{4,5} = d_c b_{10}^{5,6} = d_c b_{11}^{3,4} = d_c c_{11}^{4,5} = 0, \\
d_c b_7^{4,5} &= b_6^{3,4}b_5^{5,6} + b_3^{2,3}b_{12}^{4,5}, \\
d_c b_{12}^{4,5} &= b_7^{4,5}b_{10}^{5,6} + b_3^{2,3}b_{12}^{4,5}, \\
d_c c_7^{3,5} &= b_5^{5,6}c_7^{4,5}, \\
d_c c_{11}^{3,5} &= b_5^{5,6}c_{11}^{4,5}, \\
d_c (c_7^{2,5} + c_{11}^{2,5}) &= b_2^{4,5}c_7^{4,5} + b_2^{4,5}c_7^{4,5}, \\
d_c c_7^{4,6} &= c_7^{4,5}b_6^{3,4}, \\
d_c c_{11}^{4,6} &= c_7^{4,5}b_{11}^{3,4}, \\
d_c (c_7^{4,7} + c_{11}^{4,7}) &= c_7^{4,5}b_3^{2,3} + c_7^{4,5}b_3^{2,3},
\end{align*}
\]

(195) \hspace{1cm} (196) \hspace{1cm} (197) \hspace{1cm} (198) \hspace{1cm} (199) \hspace{1cm} (200) \hspace{1cm} (201) \hspace{1cm} (202) \hspace{1cm} (203)

\[
\begin{align*}
d_c (c_7^{4,8} + c_{11}^{4,8}) &= c_7^{4,5}b_{12}^{4,5} + c_7^{4,5}b_7^{4,5} + c_{11}^{4,6}b_5^{5,6} + c_{11}^{4,6}b_{10}^{5,6} + (c_7^{4,7} + c_{11}^{4,7})b_{12}^{4,5}, \\
d_c (c_7^{1,5} + c_{11}^{1,5}) &= b_6^{3,4}c_7^{3,5} + b_3^{2,3}c_7^{2,5} + b_3^{2,3}c_{11}^{2,5} + b_{12}^{4,5}c_7^{4,5} + b_{12}^{4,5}c_7^{4,5}, \\
d_c c_7^{3,6} &= b_5^{5,6}c_7^{4,6} + c_7^{3,5}b_6^{3,4}, \\
d_c c_{11}^{3,6} &= b_5^{5,6}c_{11}^{4,6} + c_7^{3,5}b_{11}^{3,4}, \\
d_c (c_7^{2,7} + c_{11}^{2,7}) &= b_2^{4,5}(c_7^{4,7} + c_{11}^{4,7}) + (c_7^{2,5} + c_{11}^{2,5})b_3^{2,3}.
\end{align*}
\]

(204) \hspace{1cm} (205) \hspace{1cm} (206) \hspace{1cm} (207) \hspace{1cm} (208)

Proof. Turning back to the differentials \( d_c b_j^{m,n} \) for \( j \in J_1 \), we need to record the values of \( A_i = (a_i^{m,n}) \) in the quotient dg algebra \( C'(\Lambda_{2,2}) \) after the cancellation process between generators.
Since above the 0-cell $e_1^0$ are the cusp edges of the Legendrian fronts of the components $\Lambda_A$, $\Lambda_B$ and $\Lambda_R$ of the link $A_{2,2,2}$, by (140), $A_1$ is a block diagonal matrix with three $N$ blocks on its diagonal, that is,

$$A_1 = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}. \quad (209)$$

After cancellation, $b_2^{4,5}$ is the only remaining generator in $B_2$, from this fact and (179) we get

$$A_2 = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & b_2^{4,5} & 0 \\
0 & 0 & 0 & 0 & 0 & b_2^{4,5} \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}. \quad (210)$$

The only remaining generator in $B_3$ after cancelling it with $A_3$ is $b_3^{2,3}$, combining with $\sigma_3 = (4,5)$ we obtain

$$A_3 = \begin{bmatrix}
0 & 1 & b_3^{2,3} & 0 & 0 & 0 \\
0 & 0 & 0 & b_3^{2,3} & b_2^{4,5} & b_3^{2,3} \\
0 & 0 & 0 & b_2^{4,5} & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & b_2^{4,5} \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}. \quad (211)$$

$B_4 = 0$ after cancelling it with the generators in $A_4$. Since there is a cusp edge of $p_{e,z}(\Lambda_P)$ above the 0-cell $e_5^0$, in addition to applying the transposition $\sigma_4 = (2,3)$, we need to add an $N$ block in the fourth and fifth rows in order to obtain $A_4$ in $C'(\Lambda_{2,2,2})$. This gives

$$A_4 = \begin{bmatrix}
0 & b_3^{2,3} & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & b_2^{4,5} & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & b_3^{2,3} & b_2^{4,5} & b_3^{2,3} \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & b_2^{4,5} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}. \quad (212)$$
To determine the value of $A_5$ in $C'(A_{2,2,2})$, we note that the $b_5^{5,6}$ remains after cancelling $B_5$ with $A_5$:

$$A_5 = \begin{bmatrix}
0 & b_3^{2,3} & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & b_2^{4,5} & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & b_3^{2,3} b_2^{4,5} & b_3^{2,3} & 0 \\
0 & 0 & 0 & 0 & 1 & b_5^{5,6} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & b_5^{5,6} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & b_2^{4,5} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.$$  \hspace{1cm} (213)

$b_6^{3,4}$ is the only generator in the matrix $B_6$ that is not cancelled with the generators in $A_6$. As $\sigma_6 = (5,6)$, it enables us to compute

$$A_6 = \begin{bmatrix}
0 & b_3^{2,3} & 1 & b_6^{3,4} & b_3^{2,3} b_2^{4,5} + b_6^{3,4} b_5^{5,6} & b_6^{3,4} b_3^{2,3} & b_5^{5,6} & 0 \\
0 & 0 & 0 & 0 & b_5^{5,6} & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & b_5^{5,6} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & b_2^{4,5} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.$$  \hspace{1cm} (214)

Finally, note that $b_7^{4,5}$ cannot be cancelled with any of the generators in $A_7$. Since $\sigma_7 = (3,4)$, it follows that

$$A_7 = \begin{bmatrix}
0 & b_3^{2,3} & b_6^{3,4} & b_7^{4,5} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & b_2^{4,5} & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & b_5^{5,6} & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & b_7^{4,5} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & b_2^{4,5} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}.$$  \hspace{1cm} (215)

By (179) applied to the case when $j = 7$, we deduce from the computations for $A_6$ and $A_7$ above that

$$d_C b_7^{4,5} = b_3^{2,3} b_2^{4,5} + b_6^{3,4} b_5^{5,6}.$$  \hspace{1cm} (216)

As a convention, we will box the formulas which contribute to the non-trivial differentials of the generators in the dg algebra $C'(A_{2,2,2})$.

Applying (183) when $i = 1$ implies that

$$B_{21} = A_2 C_1 + C_1 A_1 + B_{21} B_2$$  \hspace{1cm} (217)
Since all the generators in $C_2$ except for $c_2^{2,3}$ have been cancelled in $C'(\Lambda_{2,2,2})$, it follows from (187) that

$$B_{20} = Q_{\sigma_3} B_{21} Q_{\sigma_3} + A_3 C_2 + C_2 Q_{\sigma_3} A_2 Q_{\sigma_3} + B_{20} B_3 + B_3 Q_{\sigma_3} B_{21} Q_{\sigma_3}. \quad (219)$$

Combining with (218), (210) and (211), one can deduce that

$$B_{20} = \begin{bmatrix}
0 & 0 & c_2^{2,3} & 0 & 0 & 0 \\
0 & 0 & c_2^{2,3} b_2^{4,5} + c_4^{2,3} b_2^{4,5} & c_2^{2,3} & 0 & 0 \\
0 & 0 & 0 & b_2^{4,5} c_1^{4,5} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}. \quad (220)$$

It is straightforward to verify that

$$(E + Q_{\sigma_4} B_{20} Q_{\sigma_4})^{-1} = E + Q_{\sigma_4} B_{20} Q_{\sigma_4}. \quad (221)$$

Since $C_3 = 0$ in $C'(\Lambda_{2,2,2})$, we get from (192) that

$$B_{15} + B_{18} = Q_{\sigma_3} B_{20} Q_{\sigma_4} + B_{18} Q_{\sigma_4} B_{20} Q_{\sigma_4}. \quad (222)$$

When computing $d_C C_4$, since the cusp edge of $\Lambda_P$ lies above the 1-cell with labeling $B_{15}$, by (138) we need to replace $B_{15}$ with an $8 \times 8$ matrix $\tilde{B}_{15}$ by adding a $2 \times 2$ zero block in the fourth and fifth rows and columns of $B_{15}$. By (183) it follows that

$$B_{14} = \tilde{B}_{15} + A_5 C_4 + C_4 A_4 + B_{14} B_5 + B_3 \tilde{B}_{15}. \quad (223)$$

Applying (183) when $i = 5, 6$ implies that

$$B_{13} = Q_{\sigma_6} B_{13} Q_{\sigma_6} + A_6 C_5 + C_5 Q_{\sigma_6} A_5 Q_{\sigma_6} + B_{13} B_6 + B_6 Q_{\sigma_6} B_{13} Q_{\sigma_6}. \quad (224)$$

and

$$B_1 = Q_{\sigma_7} B_1 Q_{\sigma_7} + A_7 C_6 + C_6 Q_{\sigma_7} A_6 Q_{\sigma_7} + B_1 B_7 + B_7 Q_{\sigma_7} B_1 Q_{\sigma_7}. \quad (225)$$

hold in the quotient dg algebra $C'(\Lambda_{2,2,2})$.

From now on we compute the differentials of the generators in $C_7$ according to the filtration $F^*$ on the cellular dg algebra $C(\Lambda_{2,2,2})$ defined according to the increasing order of $n - m$.

For $n = m + 1$, by (188) and the cancellations made above we see that the differentials in $C'(\Lambda_{2,2,2})$ are

$$d_C c_7^{1,2} = b_{18}^{1,2}, \quad (226)$$

$$d_C c_7^{2,3} = b_{18}^{2,3} b_{6}^{3,4}, \quad (227)$$

$$d_C c_7^{3,4} = c_4^{5,6}, \quad (228)$$

$$d_C c_7^{4,5} = 0. \quad (229)$$
From (243) we see that the generators
\[ d_c c_7^{5,6} = c_5^{3,4}, \]  
\[ d_c c_7^{6,7} = b_5^{5,6} b_{18}^{4,5}, \]  
\[ d_c c_7^{7,8} = c_1^{4,5} + b_{18}^{5,6}. \]  
In particular, by (228), (230) and (232) the generators
\[ (c_7^{3,4}, c_7^{5,6}), (c_7^{5,6}, c_7^{3,4}), (c_7^{7,8}, c_1^{4,5}) \]  
can be cancelled with each other, and \( C_4 = C_5 = 0 \) in \( C'(\Lambda_{2,2,2}) \). Thus one can further simplify (223) and (224), respectively, to
\[ B_{14} = \tilde{B}_{14} + B_{14} B_5 + B_5 \tilde{B}_{14} \]  
and
\[ B_{13} = Q_{\sigma_2} B_{14} Q_{\sigma_6} + B_{13} B_5 + B_5 Q_{\sigma_6} B_{14} Q_{\sigma_6}. \]  
For \( n = m + 2 \), taking into account of the above computations, one can deduce
\[ d_c c_7^{1,3} = b_3^{2,3} c_7^{2,3} + b_{18}^{3,4} b_6^{3,4}, \]  
\[ d_c c_7^{2,4} = c_7^{2,4} b_{18}^{5,6} + b_{18}^{2,4} b_5^{5,6} + b_{18}^{4,5} b_7^{2,4} + b_{18}^{2,3} c_2^{3,4} b_2^{4,5} + b_{18}^{2,3} b_3^{2,3} b_2^{4,5} b_{18}^{5,6}, \]  
\[ d_c c_7^{3,5} = b_5^{5,6} b_{18}^{2,4}, \]  
\[ d_c c_7^{4,6} = c_7^{4,5} b_6^{3,4}, \]  
\[ d_c c_7^{5,7} = b_6^{3,4} b_7^{2,3} + b_7^{2,3} + b_{18}^{3,5}, \]  
\[ d_c c_7^{6,8} = c_7^{6,8} b_2^{4,5} + b_5^{5,6} b_4^{6,5} b_{18}^{5,6} b_1^{5,6}. \]  
Among the above formulas, (240) implies that the generators
\[ (c_7^{5,7}, c_7^{2,3}) \]  
can be cancelled with each other.
For \( n = m + 3 \), based on the above computations we have
\[ d_c c_7^{1,4} = b_3^{2,3} c_7^{2,4} + c_7^{1,2} b_2^{4,5} + c_7^{1,3} b_5^{5,6} + c_6^{4,5} + \cdots, \]  
where the ellipsis on the right-hand side above stands for some additional terms which do not play essential roles in our argument,
\[ d_c c_7^{2,5} = b_2^{4,5} c_7^{2,3} + b_{18}^{3,4}, \]  
\[ d_c c_7^{3,6} = b_5^{5,6} c_7^{2,4} + b_{18}^{3,5} b_6^{3,4}, \]  
\[ d_c c_7^{4,7} = c_7^{4,5} b_3^{2,3} + b_{18}^{4,5}, \]  
\[ d_c c_7^{5,8} = b_6^{3,4} c_7^{6,8} + c_7^{5,7} b_2^{4,5} + c_6^{4,5} + \cdots. \]  
From (243) we see that the generators
\[ (c_7^{1,4}, c_6^{4,5}) \]
can be cancelled with each other. For \( n = m + 4 \), based on the simplifications made above we deduce

\[
d_c c_{7,5}^{1,5} = b_3 c_7^{2,3} c_7^{2,8} + b_6 c_7^{3,4} c_7^{3,5} + b_7 c_7^{4,5} c_7^{1,8} + b_{18} c_7^{1,3},
\]

(249)

\[
d_c c_{7,6}^{2,6} = b_2 c_7^{4,5} c_7^{4,6} + c_7^{2,3} + c_7^{2,5} b_6^{3,4} + \cdots ,
\]

(250)

\[
d_c c_{7,7}^{3,7} = b_5 c_7^{5,6} c_7^{4,7} + c_7^{6,7} + c_7^{3,5} b_3^{2,3} + \cdots ,
\]

(251)

\[
d_c c_{7,8}^{4,8} = b_2 c_7^{4,5} c_7^{6,8} + c_7^{4,6} b_5^{3,6} + c_7^{4,7} b_2^{4,5} + b_1^{4,8} + b_1^{4,5} b_5^{3,6}.
\]

(252)

(250) and (251) imply that the generators

\[
(c_7^{2,6}, c_7^{2,3}), (c_7^{3,7}, c_7^{6,7})
\]

(253)

can be cancelled with each other. For \( n = m + 5 \), we have

\[
d_c c_{7,6}^{1,6} = b_6^{3,4} c_7^{3,6} + b_7^{4,5} c_7^{4,6} + c_7^{1,3} + b_6^{1,5} b_6^{3,4} + \cdots ,
\]

(254)

\[
d_c c_{7,7}^{2,7} = b_2 c_7^{5,6} c_7^{4,7} + c_7^{2,5} b_3^{2,3} + b_1^{5,6} + b_1^{6,8} c_7^{3,4} + b_1^{4,5} b_3^{3,5}.
\]

(255)

\[
d_c c_{7,8}^{3,8} = b_5 c_7^{5,6} c_7^{4,8} + b_6 c_7^{6,8} + c_7^{3,5} b_5^{4,5} + c_7^{3,6} b_5^{6,6}.
\]

(256)

From (254) and (256) we see that the generators

\[
(c_7^{1,6}, c_7^{1,3}), (c_7^{3,8}, c_7^{6,8})
\]

(257)

can be cancelled in pair. For \( n = m + 6 \), we get from the above that

\[
d_c c_{7,7}^{1,7} = b_3 c_7^{2,3} c_7^{2,7} + b_7^{4,5} c_7^{4,7} + c_7^{1,2} + \cdots ,
\]

(258)

\[
d_c c_{7,8}^{2,8} = b_2 c_7^{4,5} c_7^{4,8} + c_7^{2,4} + \cdots .
\]

(259)

This enables us to cancel the generators

\[
(c_7^{1,7}, c_7^{1,2}), (c_7^{2,8}, c_7^{2,4})
\]

(260)

with each other. Finally, we have

\[
d_c c_{7,8}^{3,8} = b_1^{4,5} c_7^{4,8} + c_7^{5,6} + c_1^{4,5} b_7^{4,5} + \cdots ,
\]

(261)

which implies that

\[
(c_7^{1,8}, c_7^{5,8})
\]

(262)

can be cancelled with each other. We conclude from the above computations that the remaining generators of \( C_7 \) in the quotient dg algebra \( C'(\Lambda_{2,2,2}) \) are

\[
\begin{align*}
&c_7^{1,5}, c_7^{2,5}, c_7^{2,7}, c_7^{3,5}, c_7^{3,6}, c_7^{4,5}, c_7^{4,6}, c_7^{4,7}, c_7^{4,8}. \\
\end{align*}
\]

(263)

Since \( B_{19} = 0 \), by (179) applied to \( j = 19 \), we deduce that \( A_3 = A_8 \) in \( C'(\Lambda_{2,2,2}) \). This enables us to compute

\[
d_c b_{11}^{4,5} = b_3^{2,3} b_2^{4,5} + b_1^{3,4} b_1^{5,6}.
\]

(264)
together the differentials of the generators in $C_{11}$. The latter computation is in some sense symmetric to the computation of $d \mathcal{C}_{7}^{m,n}$. More explicitly, we have

\begin{align*}
d_c c_{11}^{3,4} &= c_8^6, \\
d_c c_{11}^{4,5} &= 0, \\
d_c c_{11}^{5,6} &= c_9^{3,4}, \\
d_c c_{11}^{7,8} &= b_{18}^{5,6}, \\
d_c c_{11}^{3,5} &= b_{10}^{3,6,4,5}, \\
d_c c_{11}^{4,6} &= c_{11} b_{11}^{4,5}, \\
d_c c_{11}^{5,7} &= b_6^{3,4,6,7} + b_{18}^{3,5}, \\
d_c c_{11}^{1,4} &= b_3 c_{11}^{2,3,4,5} c_{11}^{2,3} + c_{11}^{1,2} b_{2}^{4,5} + c_{11}^{1,5} b_{10}^{4,5} + c_{11}^{1,3} + 4,5 + \cdots, \\
d_c c_{11}^{2,5} &= b_2^{3,5} c_{11}^{2,3} + b_{18}^{4,5}, \\
d_c c_{11}^{3,6} &= b_{10}^{3,6,4,5} + c_{11} b_{11}^{4,5}, \\
d_c c_{11}^{4,7} &= c_{11}^{2,5} b_3^{3,5} + b_{18}^{4,5}.
\end{align*}

\begin{align*}
d_c c_{11}^{1,5} &= b_1^{2,3,4} c_{11}^{2,3} + b_{11}^{3,4,3,5} + b_{12}^{4,5,4,5} + b_{12}^{1,3}, \\
d_c c_{11}^{2,6} &= b_2^{4,5} c_{11}^{2,3} + c_{11}^{2,3} + b_{11}^{2,5} b_{11}^{3,4} + \cdots, \\
d_c c_{11}^{3,7} &= b_{10}^{5,6} c_{11}^{2,3} + c_{11}^{1,2} b_{11}^{4,5} + c_{11}^{1,5} b_{11}^{3,4} + c_{11}^{1,3} + 4,5 + \cdots, \\
d_c c_{11}^{4,8} &= c_{11}^{4,5} b_{12}^{2,3} + c_{11}^{4,6} b_{10}^{4,5} + c_{11}^{4,7} b_{12}^{4,5} + b_{18}^{4,6}, \\
d_c c_{11}^{1,6} &= b_{11}^{3,4} c_{11}^{2,3} + b_{12}^{4,5} c_{11}^{2,3} + c_{11}^{1,2} b_{11}^{4,5} + c_{11}^{1,5} b_{11}^{3,4} + 4,5 + \cdots, \\
d_c c_{11}^{2,7} &= b_2^{4,5} b_{11}^{4,7} + b_{11}^{3,5} b_3^{2,3} + b_{18}^{4,5}, \\
d_c c_{11}^{3,8} &= b_{10}^{5,6} b_{11}^{4,8} + c_{11}^{6,8} + c_{11}^{3,5} b_{12}^{4,5} + c_{11}^{3,6} b_{10}^{5,6}, \\
d_c c_{11}^{4,7} &= b_2^{3,2,7} c_{11}^{2,3} + b_{12}^{4,5} c_{11}^{2,3} + c_{11}^{1,2} + \cdots, \\
d_c c_{11}^{2,8} &= b_2^{4,5} b_{11}^{2,4} + b_{11}^{2,4} + \cdots, \\
d_c c_{11}^{8,1} &= b_{12}^{4,5} b_{11}^{4,8} + c_{11}^{5,8} + c_{11}^{1,5} b_{12}^{4,5} + \cdots.
\end{align*}
Arguing similarly as in the case of $C$, from (265), (267), (268), (271), (272), (277), (278), (280), (282), (283), (284), (285), we see that the following pairings of generators can be cancelled with each other:

$$(c_{11}^3, c_8^4), (c_{11}^5, c_9^6), (c_{11}^7, b_{18}^6), (c_{11}^8, b_{18}^4),$$

$$(c_{11}^1, c_{10}^4), (c_{11}^2, c_{11}^2), (c_{11}^3, c_{11}^6), (c_{11}^4, c_{11}^1),$$

$$(c_{11}^5, c_{11}^8), (c_{11}^6, c_{11}^7), (c_{11}^8, c_{11}^3), (c_{11}^1, c_{11}^1), (c_{11}^2, c_{11}^2),$$

$$(c_{11}^4, c_{11}^4), (c_{11}^5, c_{11}^5), (c_{11}^6, c_{11}^6), (c_{11}^7, c_{11}^7), (c_{11}^8, c_{11}^8).$$

We conclude that the remaining generators in $C_{11}$ are

$$c_{11}^{1.5}, c_{11}^{2.5}, c_{11}^{2.7}, c_{11}^{3.5}, c_{11}^{3.6}, c_{11}^{4.5}, c_{11}^{4.7}, c_{11}^{4.8}.$$

Combining (244) and (273) we see that one of the generators $c_7^{2.5}$ and $c_{11}^{2.5}$ can be cancelled with $b_{18}^{2.3}$. To be symmetric, we will denote the remaining generator in $C'((A_{2,2,2})$ by $c_7^{2.5} + c_{11}^{2.5}$.

It follows that

$$d_c(c_7^{2.5} + c_{11}^{2.5}) = b_2^{5.4.5} c_7^{4.5} + b_2^{4.5} c_{11}^{4.5}.$$  

Similarly, from (246) and (275), we obtain

$$d_c(c_7^{4.7} + c_{11}^{4.7}) = c_7^{4.5} b_3^{4.3} + c_{11}^{4.5} b_3^{4.3}.$$  

Meanwhile, $b_{18}^{4.5}$ is cancelled.

Also, (249) together with (276) implies that one can cancel one of $c_7^{1.5}$ and $c_{11}^{1.5}$ with $b_{18}^{1.3}$. As before, use $c_7^{1.5} + c_{11}^{1.5}$ to stand for the remaining generator in $C'((A_{2,2,2})$, one has

$$d_c(c_7^{1.5} + c_{11}^{1.5}) = b_3^{2.3} (c_7^{2.5} + c_{11}^{2.5}) + b_6^{3.4} c_7^{3.5} + b_7^{4.5} c_7^{4.5} + b_8^{4.5} c_7^{4.5} + b_9^{4.5} c_7^{4.5} + b_{12}^{4.5} c_7^{4.5}.$$  

We know from (268) that $b_{18}^{5.6} = 0$ in the dg algebra $C'((A_{2,2,2})$. Combining this fact with (252) and (279) we deduce that

$$d_c(c_7^{4.8} + c_{11}^{4.8}) = c_7^{4.5} b_7^{4.5} + c_{11}^{4.6} b_5^{5.6} + (c_7^{4.7} + c_{11}^{4.7}) b_2^{4.5} + (c_7^{4.5} + c_{11}^{4.5}) b_1^{12} + (c_7^{4.5} + c_{11}^{4.5}) b_{10}.$$  

and $b_{18}^{4.6}$ has been cancelled.

By (271), we know that

$$b_{18}^{3.5} = b_6^{3.4} c_7^{6.7}.$$  

holds in $C'((A_{2,2,2})$. This combined with (255) and (281) implies that

$$d_c(c_7^{2.7} + c_{11}^{2.7}) = b_2^{2.5} (c_7^{4.7} + c_{11}^{4.7}) + (c_7^{2.5} + c_{11}^{2.5}) b_3^{4.3},$$  

and $b_{18}^{2.5}$ is cancelled.

We have obtained all formulas of the differentials of the relevant generators in $C'((A_{2,2,2})$. It remains to cancel all of the generators in $B_{18}$. Note that in the above, we have already cancelled $b_{18}^{5.6}, b_{18}^{5.3}, b_{18}^{4.3}, b_{18}^{4.5}, b_{18}^{4.5}, b_{18}^{4.5}, b_{18}^{4.5}$ and $b_{18}^{2.5}$. To cancel the remaining ones, apply (181) to the case when $j = 18$. Using the fact that $A_8 = A_3$ in $C'((A_{2,2,2})$, we have

$$d_c A_{18}^{m,n} = \sum_{m<k<n} a_3^{4(m),4(k)} b_{18}^{k,m} + \sum_{m<k<n} b_{18}^{m,k} a_3^{4(k),4(n)}.$$  

(294)

Since $a_3^{1.2} = a_3^{3.5} = a_3^{4.6} = 1$, we deduce from (294) that the generators

$$(b_{18}^{1.4}, b_{18}^{3.4}), (b_{18}^{1.6}, b_{18}^{3.6}), (b_{18}^{1.5}, b_{18}^{1.2}), (b_{18}^{2.6}, b_{18}^{2.4})$$

can be cancelled with each other.
The final step is to compute the gradings of the generators in \( C'(\Lambda_{2,2,2}) \). To do this, we equip the sheets in the Legendrian surface \( \Lambda_{2,2,2} \) with the Maslov potential \( \mu_{2,2,2} : \Lambda_{2,2,2} \to \mathbb{Z} \) as specified in Figure 5. It is then straightforward to check that the gradings of the remaining generators in \( C'(\Lambda_{2,2,2}) \) are exactly as in (194). \( \square \)

7.3. Calabi–Yau completions as wrapped Fukaya categories

In this subsection, we complete the proof of Theorem 1.2. We begin by recalling the definition of the Chekanov–Eliashberg dg algebra \( CE(\Lambda) \) over \( \mathbb{K} = \mathbb{Z}/2 \) of a Legendrian surface \( \Lambda \subset J^1(\mathbb{R}^2) \). More details can be found in [20]. As in Section 6.1, assume that \( \Lambda \) has vanishing Maslov class.

Denote by \( \mathcal{R} \) the set of transverse double points in the Lagrangian projection \( p_{xy}(\Lambda) \). Without loss of generality, we can assume that \( \Lambda \) is chord generic, namely \( \mathcal{R} \) is a finite set. As a graded \( \mathbb{K} \)-algebra,

\[
CE(\Lambda) := \bigoplus_{i=0}^{\infty} \mathbb{K}(\mathcal{R})^{\otimes z^i}.
\] (296)

As explained in Section 6.1, when \( \Lambda = \bigsqcup \Lambda_i \) is a Legendrian link, \( CE(\Lambda) \) can be regarded as a dg algebra over \( \mathbb{k} \), such that \( e_u \mathcal{R} e_v \) consists of the Reeb chords from \( \Lambda_u \) to \( \Lambda_v \). With respect to the differential \( \partial \) defined below, this endows \( CE(\Lambda) \) with the structure of a dg algebra over \( \mathbb{k} \).

For any transverse double point \( c \in \mathcal{R} \), its pre-image consists of two points, \( c_+ \) and \( c_- \), where \( z(c_+) > z(c_-) \). By slight abuse of notations, their images under the front projection \( p_{xy} \) will still be denoted by \( c_+ \) and \( c_- \). By assumption, they project to the same point \( x_c \in \mathbb{R}^2 \). Let \( f_+ \) and \( f_- \) be the local defining functions of the sheets of \( \Lambda \) which contain the points \( c_+ \) and \( c_- \), respectively. \( x_c \) is a non-degenerate critical point of the local difference function \( f := f_+ - f_- \), so it has an associated Morse index \( ind(x_c) \). Choose a path \( \gamma \) from \( c_+ \) to \( c_- \), which is transverse to the singular set of \( p_{xy}(\Lambda) \). It follows that \( \gamma \) intersects the cusp edges of \( p_{xy}(\Lambda) \) in a finite number of points. Denote by \( d(\gamma) \) the number of times that \( \gamma \) crosses from the upper sheet to the lower sheet, and by \( u(\gamma) \) the number of times that \( \gamma \) crosses from the lower sheet to the upper sheet, the grading of \( c \) in the dg algebra \( CE(\Lambda) \) is defined to be

\[
|c| = u(\gamma) + 1 - \text{ind}(x_c) - d(\gamma).
\] (297)

For generators \( a; b_1, \ldots, b_l \in \mathcal{R} \), we can define a moduli space \( \mathcal{M}_\Lambda(a; b_1, \ldots, b_l) \) which parametrizes holomorphic maps

\[
u : (\Delta_{l+1}, \partial \Delta_{l+1}) \to (\mathbb{C}^2, p_{xy}(\Lambda)),
\] (298)

where \( \Delta_{l+1} \) is an \((l + 1)\)-punctured disc with punctures labeled counterclockwisely by \( q_0, \ldots, q_l \) on the boundary. As in the case of a Legendrian link in \((\mathbb{R}^3, \xi_{std})\), we need to introduce the Reeb sign for the punctures. For a Reeb chord \( c \in \mathcal{R} \), pick small neighborhoods \( S_\pm \subset \Lambda \) of \( c_\pm \) that are mapped injectively by \( p_{xy} \) into \( \mathbb{C}^2 \). If \( u(q_i) = c \), we say that \( q_i \) has positive (respectively, negative) Reeb sign if \( u \) maps points clockwise of \( p_i \) on \( \partial \Delta_{l+1} \) to the lower (respectively, upper) sheet of \( p_{xy}(\Lambda) \), and points counterclockwise of \( p_i \) on \( \partial \Delta_{l+1} \) to the upper (respectively, lower) sheet of \( p_{xy}(\Lambda) \) (see Figure 15). Furthermore, \( u \) is required to satisfy the following boundary and asymptotic conditions:

- \( u \) maps the boundary components of the punctured disc \( \Delta_{l+1} \) to \( p_{xy}(\Lambda) \subset \mathbb{C}^2 \);
- \( u(q_0) = a \) has positive Reeb sign and \( u(q_i) = b_i \) has negative Reeb sign for \( i = 1, \ldots, l \).

The differential \( \partial \) in \( CE(\Lambda) \) is defined as

\[
\partial a = \sum (\#_2 \mathcal{M}_\Lambda(a; b_1, \ldots, b_l)) b_1 \ldots b_l,
\] (299)
where the sum on the right-hand side above is taken over all words $b_1 \ldots b_l$ of Reeb chords for which $\dim(\mathcal{M}_\Lambda(a;b_1,\ldots,b_l)) = 0$ and $\#_2$ denotes the mod 2 count of the rigid elements in $\mathcal{M}_\Lambda(a;b_1,\ldots,b_l)$. In order to define $CE(\Lambda)$ over an arbitrary field $\mathbb{K}$, we need to take into consideration the orientations of the Morse flow trees which correspond to rigid holomorphic discs in $\mathcal{M}(a;b_1,\ldots,b_l)$ (see Section 8.1).

Recall that it is proved by Rutherford–Sullivan in [50] that the cellular dg algebra $C(\Lambda)$ is quasi-isomorphic to its Chekanov–Eliashberg algebra $CE(\Lambda)$ defined over $\mathbb{K} = \mathbb{Z}/2$. In particular, we have a quasi-isomorphism

$$C(\Lambda_{p,q,r}) \cong CE(\Lambda_{p,q,r})$$

(300)

Note that this quasi-isomorphism preserves the $\mathbb{k}$-bimodule structures on both sides.

It remains to identify the cellular dg algebra $C(\Lambda_{p,q,r})$ with the Ginzburg algebra $G_{p,q,r}$. This follows essentially from our computations in Sections 7.1 and 7.2.

**Proposition 7.4.** Let $p, q$ and $r$ be integers satisfying $p \geq 2, q \geq 2, r \geq 2$. We have a quasi-isomorphism

$$C(\Lambda_{p,q,r}) \cong G_{p,q,r}$$

(301)

between the cellular dg algebra and the Ginzburg dg algebra defined over $\mathbb{K} = \mathbb{Z}/2$.

**Proof.** By definition, the Ginzburg algebra $G_{p,q,r}$ is the semifree dg algebra generated by the arrows (which have degree 0)

$$a_1, a_2, b_1, b_2, b_3, c_1, c_2, c_3, x_i, y_j, z_k;$$

(302)

the reversed arrows (which have degree $-1$)

$$a_1^*, a_2^*, b_1^*, b_2^*, b_3^*, c_1^*, c_2^*, c_3^*, x_i^*, y_j^*, z_k^*;$$

(303)

together with the loops (which have degree $-2$)

$$z_A, z_B, z_{P_1}, z_{Q_1}, z_{R_1}, z_{P_{j+1}}, z_{Q_{j+1}}, z_{R_{k+1}};$$

(304)

The differential $d : G_{p,q,r} \to G_{p,q,r}[1]$ is determined by its action on the generators listed above. More explicitly,

$$da_1 = da_2 = db_1 = db_2 = db_3 = dc_1 = dc_2 = dc_3 = dx_i = dy_j = dz_k = 0,$$

(305)

$$dx_1 = \cdots = dx_{p-1} = dy_1 = \cdots = dy_{q-1} = dz_1 = \cdots = dz_{r-1} = 0,$$

(306)

$$da_1^* = b_2c_2 + b_3c_3, da_2^* = b_1c_1 + b_3c_3,$$

(307)
\[
db_1^* = c_1 a_2, \quad db_2^* = c_2 a_1, \quad db_3^* = c_3 a_1 + c_2 a_2, \tag{308}
\]
\[
dc_1^* = a_2 b_1, \quad dc_2^* = a_1 b_2, \quad dc_3^* = a_1 b_3 + a_2 b_3, \tag{309}
\]
\[
dx_1^* = \cdots = dx_{p-1}^* = dy_1^* = \cdots = dy_{q-1}^* = dz_1^* = \cdots = dz_{r-1}^* = 0, \tag{310}
\]
\[
dz_A = a_1 a_1^* + a_2 a_2^* + c_1^* c_1 + c_2^* c_2 + c_3^* c_3, \tag{311}
\]
\[
dz_B = a_1^* a_1 + a_2^* a_2 + b_1 b_1^* + b_2 b_2^* + b_3 b_3^*, \tag{312}
\]
\[
dz_{p_i} = c_1 c_1^* + b_1^* b_1 + x_1 x_1^*, \quad dz_{q_i} = c_2 c_2^* + b_2 b_2^* + y_1 y_1^*, \quad dz_{R_i} = c_3 c_3^* + b_3 b_3 + z_1 z_1^*, \tag{313}
\]
\[
dz_{P_i} = x_{i-1}^* x_i - x_i x_i^* + dz_{Q_i} = y_{j-1}^* y_j - y_j y_j^*, \quad dz_{R_k} = z_{k-1}^* z_k - z_k z_k^*, \tag{314}
\]
where \(2 \leq i \leq p - 2, 2 \leq j \leq q - 2, 2 \leq k \leq r - 2\), and finally
\[
dz_{P_{p-1}} = x_{p-2}^* x_{p-2} - dz_{q_{q-1}} = y_{q-2}^* y_{q-2}, \quad dz_{R_{r-1}} = z_{r-2}^* z_{r-2}. \tag{315}
\]

On the other hand, by Proposition 7.3, it is clear that the map \(P_{2,2,2}: C(\Lambda_{2,2,2}) \to G_{2,2,2}\) defined by
\[
c_{12}^{4,5} \mapsto a_1, \quad c_7^{4,5} \mapsto a_2, \quad b_{11}^{3,4} \mapsto b_1, \quad b_{11}^{3,4} \mapsto b_2, \quad b_{11}^{2,3} \mapsto b_3, \quad b_{11}^{5,6} \mapsto c_1, \quad b_{10}^{5,6} \mapsto c_2, \quad b_{11}^{4,5} \mapsto c_3; \tag{316}
\]
\[
c_{12}^{4,5} \mapsto a_1^*, \quad b_{11}^{3,4} \mapsto a_2^*, \quad c_7^{4,5} \mapsto b_1^*, \quad c_{11}^{3,5} \mapsto b_2^*, \quad c_7^{9,5} + c_{11}^{3,6} \mapsto b_3^*, \quad c_7^{11} \mapsto c_1^*; \tag{317}
\]
\[
c_{12}^{4,5} \mapsto z_{A_i}, \quad c_7^{11} + c_{11}^{3,6} \mapsto z_{B_i}, c_7^{2} \mapsto z_{R_i}, c_{11}^{3,6} \mapsto z_{Q_i}, c_7^{2} + c_{11}^{3,6} \mapsto z_{R_i} \tag{318}
\]
defines an identification between the generators of the dg algebras, and it is straightforward to check that this map is compatible with the differentials. In particular, \(P_{2,2,2}\) is a quasi-isomorphism.

After replacing the components \(\Lambda_P, \Lambda_Q\) and \(\Lambda_R\) of \(\Lambda_{2,2,2}\) with the corresponding \(\Lambda_{p-1}, \Lambda_{q-1}\) and \(\Lambda_{r-1}\) chains of unknots \(\{\Lambda_{p_i}\}, \{\Lambda_{Q_i}\}\) and \(\{\Lambda_{R_k}\}\), one can arrange so that the base projection \(p_x(\Lambda_{p,q,r})\) is as shown in Figure 13, where the additional cells in the cellular decomposition of \(p_x(\Lambda_{p,q,r})\) are colored in blue. Note that we have arranged, using a non-generic front projection of \(\Lambda_{p,q,r}\), that the base projections of the crossing arcs in the \(\Lambda_{p-1}\) and \(\Lambda_{q-1}\) chains of unknots \(\{\Lambda_{p_i}\}\) and \(\{\Lambda_{Q_i}\}\) coincide precisely with the 1-cells \(c_1\) and \(c_5\), while the crossing arcs of the \(\Lambda_{r-1}\)-chain of unknots lie over \(c_{14}^*\). The base projections of the cusp edges of \(p_{x,z}(\Lambda_{p_i})\) and \(p_{x,z}(\Lambda_{R_k})\) are given, respectively, by the 1-cells \(c_1\) and the largest circle, so there are no newly created 1-cells for these additional cusp edges in the Legendrian front of \(\Lambda_{p,q,r}\). This arrangement of the Legendrian front of \(\Lambda_{p,q,r}\) is justified by our discussions in Section 6.2. Note that since we have to add the additional cells labeled by \(A_{13}, A_{14}, B_{22}\) to divide the 2-cell labeled by \(C_3\) into a polygon, the original 1-cell \(c_{20}\) in the cellular decomposition of \(p_x(\Lambda_{2,2,2})\) is divided into two 1-cells, say \(c_{20}^+\) and \(c_{20}^-\). However, since we can cancel the generators in one of the matrices \(B_{20}^+\) and \(B_{20}^-\) with the generators in \(A_{13}\), it causes no additional complexity in our computations. Using the same cancellation arguments as in the proof of Proposition 7.3, it is not hard to see that passing from \(C'(\Lambda_{2,2,2})\) to \(C'(\Lambda_{p,q,r})\) adds new generators in the matrices \(B_1, C_7, B_{12}, C_{11}, B_{22}\) and \(C_{12}\). All the other new generators involved in the original definition of the cellular dg algebra \(C(\Lambda_{p,q,r})\), including those coming from the newly added cells in the base projection of \(\Lambda_{p,q,r}\), can be cancelled out.

For the new generators created by the parallel copies of \(\Lambda_P, \Lambda_Q\) and \(\Lambda_R\), namely \(\Lambda_{i1}, \Lambda_{Q_j}\) and \(\Lambda_{R_k}\) for \(i, j, k > 2\), we can apply exactly the same cancellation procedure as in the proof of Proposition 7.1. The upshot is that up to quasi-isomorphism, the additional generators in \(C'(\Lambda_{p,q,r})\) can be identified to be
\[
x_i, x_i^*, y_j, y_j^*, z_k, z_k^*, z_{P_2}, \ldots, z_{P_{p-1}}, \tag{317}
\]
where $1 \leq i \leq p - 1$, $1 \leq j \leq q - 1$, $1 \leq k \leq r - 1$, with the differentials given exactly as in (314) and (315) above. Furthermore, in addition to the new generators in (317), there are additional terms $x_1 x_1^*, y_1 y_1^*$ and $z_1 z_1^*$ appearing in the differentials of $z_{P_1}, z_{Q_1}$ and $z_{R_1}$, respectively.

Finally, note that the Maslov potential $\mu_{2,2,2}$ on the Legendrian link $A_{2,2,2}$ extends naturally to a Maslov potential $\mu_{p,q,r} : \Lambda_{p,q,r} \to \mathbb{Z}$, by equipping the additional unknots in $\Lambda_{p,q,r}$ with a Maslov potential as in (168). This shows that the grading on $\mathcal{C}(\Lambda_{p,q,r})$ matches with that on $\mathcal{G}_{p,q,r}$, which completes the proof.

By (300) we get a quasi-isomorphism

$$\mathcal{CE}(\Lambda_{p,q,r}) \cong \Pi_3(A_{p,q,r})$$

between the Chekanov–Eliashberg algebra and the 3-Calabi–Yau completion of the directed $A_\infty$-algebra $A_{p,q,r}$. With our definitions, it is straightforward to see that this quasi-isomorphism is compatible with the $k$-bimodule structures on both sides. This proves Theorem 1.2 for $K = \mathbb{Z}/2$. The general case is proved by combining the computations of the signs of the relevant Morse flow trees, which is carried out in Section 8.2.

For related results which identify certain (partially) wrapped Fukaya categories with relative Calabi–Yau completions (see [25, 68]).

7.4. Degenerate triples

Let the polynomial $t_{p,q,r}(x, y, z)$ be as in (16), it gives rise to a symplectic Landau–Ginzburg model $(\mathbb{C}^3, \tilde{t}_{p,q,r})$. Without loss of generality, we assume that $p \geq p \geq r \geq 0$. It turned out that these Landau–Ginzburg models have one-dimensional mirrors.

When $r \geq 2$, the morsification $\tilde{t}_{p,q,r}$ defines a Lefschetz fibration on $\mathbb{C}^3$, and the mirror of $(\mathbb{C}^3, \tilde{t}_{p,q,r})$ is the weighted projective line $\mathbb{P}^1_{p,q,r}$. The Fukaya categories $\mathcal{F}(M_{p,q,r})$ and $\mathcal{W}(M_{p,q,r})$ of the corresponding Weinstein manifold $M_{p,q,r}$ have been studied in the above. As we have proved, they are $A_\infty$-Koszul dual to each other as $\mathbb{Z}$-graded $A_\infty$-categories.

When $r = 1$, the situation is a simplification of the previous case. The mirror of $(\mathbb{C}^3, \tilde{t}_{p,q,1})$ is $\mathbb{P}^1_{p,q}$. When $q \geq 2$, the Fukaya categories of $M_{p,q,1}$ are described by the quiver $Q_{p,q,1}$

\[
\begin{align*}
\bullet A & \xrightarrow{a_1} \bullet B \\
\bullet Q_1 & \xrightarrow{b_1} \bullet Q_2 \\
\bullet P_1 & \xrightarrow{c_1} \bullet P_2 \\
\bullet P_1 & \xrightarrow{c_2} \bullet P_2
\end{align*}
\]

with potential

$$w_{p,q,1} = a_1 b_2 c_2 + a_2 b_1 c_1.$$  

In the simplest case when $p = q = r = 1$, $Q_{1,1,1}$ is just the Kronecker quiver, and the potential $w_{1,1,1} = 0$. For $M_{p,q,1}$, one can still find a Lefschetz fibration $\pi_{p,q,1} : M_{p,q,1} \to \mathbb{C}$ (although the construction of $\pi_{p,q,1}$ does not follow from the general method described in Section 5.1) and use the Casals–Murphy recipe to draw its Legendrian front. It turns out that one can cancel all the subcritical handles in the original frontal description of $M_{p,q,1}$ to get a Legendrian surface $\Lambda_{p,q,1} \subset (\mathbb{R}^3, \xi_{std})$ and the Chekanov–Eliashberg algebra $\mathcal{CE}(\Lambda_{p,q,1})$ can still be computed through its cellular model $\mathcal{C}(\Lambda_{p,q,1})$. The proof of Koszul duality between the endomorphism algebras of $\mathcal{F}(M_{p,q,1})$ and $\mathcal{W}(M_{p,q,1})$ is completely analogous to the previous case.

When $r = 0$ and $q \geq 1$, the map $t_{p,q,0} : \mathbb{C}^3 \to \mathbb{C}$ cannot be morsified to produce a Lefschetz fibration, and the mirror of $(\mathbb{C}^3, t_{p,q,0})$ is $\Lambda_{p,q}^1 := \mathbb{P}^1_{p,q} \setminus \{\infty\}$. When $p = q = 1$, the map
t_{1,1,0} : \mathbb{C}^3 \to \mathbb{C} does not have any critical point. Instead, there is a special fiber over the origin, which is topologically different from all the other fibers. Correspondingly, its mirror $\Lambda^\ast$ is Floer theoretically trivial over $K = \mathbb{C}$. The Landau–Ginzburg model $(\mathbb{C}^3, t_{1,1,0})$ has already been studied in [4, Example 2.4], where it is equivalently interpreted as a one-dimensional Landau–Ginzburg model $(\mathbb{C}^\ast, x)$. In fact, let $L_\infty \subset \mathbb{C}^\ast$ be a properly embedded arc which connects $+\infty$ to itself by passing around the origin, then

$$A_{1,1,0} \cong CF^\ast(L_\infty, L_\infty) \cong H^\ast(S^1; \mathbb{K}),$$

(321)

which shows that $L_\infty$ is mirror to the skyscraper sheaf at the origin of $\mathbb{A}^1$. $A_{1,1,0}$ should be regarded as the endomorphism algebra of the infinitesimally wrapped Fukaya category (cf. [46]) $A(t_{1,1,0})$. In this case, it still makes sense to consider the trivial extension $A_{1,1,0} \oplus A_{1,1,0}^\vee[-3]$, since one can construct an unobstructed (but non-exact) Lagrangian submanifold $L_\sigma \subset M$, which is diffeomorphic to $S^1 \times S^2$ and has trivial Maslov class. Now the trivial extension $A_{1,1,0} \oplus A_{1,1,0}^\vee[-3]$ can be regarded as the endomorphism algebra $CF^\ast(L_\sigma, L_\sigma)$ of $L_\sigma$ in the Fukaya category $\mathcal{F}(M_{1,1,0})$ (which extends the usual definition by allowing all the closed Lagrangian submanifolds $L \subset M_{1,1,0}$ with trivial obstructions $m_0(L) = 0$ as its objects). This suggests the existence of a generalization of the suspension construction of Lefschetz fibrations explained in Section 3.1 to more general symplectic Landau–Ginzburg models.

From [13, Section 4.1], we see that $M_{1,1,0}$ is obtained by attaching a Weinstein 3-handle to $D^6$ along the Legendrian surface $\Lambda_{1,1,0}$ depicted in Figure 16. Although in [13], the Legendrian front $\Lambda_{1,1,0}$ of $M_{1,1,0}$ is obtained using a different Lefschetz fibration, one will end up with the same front by starting from our general framework in Section 5.3, and cancelling the 2-handle with the 3-handle corresponding to the Legendrian sphere $\Lambda_A$ (see Figure 3). In particular, this shows that for a general Weinstein manifold $M_{p,q,0}$, one can cancel all the subcritical handles in its frontal description, and the endomorphism algebra of its wrapped Fukaya category $\mathcal{W}(M_{p,q,0})$ is quasi-isomorphic to the Chekanov–Eliashberg algebra of a Legendrian surface $\Lambda_{p,q,0} \subset (\mathbb{R}^3, \xi_{std})$, which is of course computable in terms of the cellular dg algebra $C(\Lambda_{p,q,0})$. Concretely, $\Lambda_{p,q,0}$ is a link of Legendrian 2-spheres obtained by attaching standard unknots to the surface $\Lambda_{1,1,0}$.

Since the Legendrian surface $\Lambda_{1,1,0} \subset J^1(\mathbb{R}^2)$ can be constructed by spinning the Legendrian front of a right-handed Legendrian trefoil knot in $(\mathbb{R}^3, \xi_{std})$ along an axis which passes through one of the crossing points, its front projection contains a cone singularity, which is indicated by the thick dot in Figure 16. Its Chekanov–Eliashberg dg algebra $CE(\Lambda_{1,1,0})$ can be computed by applying Proposition 6.2, and there is a quasi-isomorphism

$$CE(\Lambda_{1,1,0}) \cong \mathbb{Z}/2[x_1, x_2], |x_1| = 1, |x_2| = -2$$

(322)

over $\mathbb{Z}/2$. In particular, this implies that $CE(\Lambda_{1,1,0})$ is not Koszul dual to $CF^\ast(L_\sigma, L_\sigma)$ over $K = \mathbb{Z}/2$. 

![Figure 16. Legendrian front of $\Lambda_{1,1,0}$, which is the $S^1$-symmetric rotation of a right-handed trefoil knot with respect to the vertical axis of symmetry. The numbers above strands are values taken by the Maslov potential $\mu_{1,1,0} : \Lambda_{1,1,0} \to \mathbb{Z}$.](image_url)
When \( q = r = 0 \), and \( p \geq 1 \), the Landau–Ginzburg model \((\mathbb{C}^3, t_{p,0,0})\) is mirror to \(\mathbb{K}^3_0 := \mathbb{P}^3_0 \setminus \{0, \infty\}\). In the simplest case when \( p = 1 \), the map \( t_{1,0,0} : \mathbb{C}^3 \to \mathbb{C} \) defines a Morse–Bott fibration with critical locus isomorphic to \(\mathbb{C}^*\). The main difficulty in answering whether the Fukaya categories \(\mathcal{F}(M_{p,0,0})\) and \(\mathcal{W}(M_{p,0,0})\) are Koszul dual comes from the fact that the Legendrian frontal description of \(M_{p,0,0}\) involves a 2-handle which cannot be cancelled with any of the critical handles, therefore the calculation of the wrapped Fukaya category \(\mathcal{W}(M_{p,0,0})\) requires a generalization of the work of Rutherford–Sullivan [49, 50] for Legendrian surfaces in the contact connected sums \(\#_n S^2 \times S^3\). In dimension 4, the corresponding generalization has been obtained by Ekholm–Ng [23].

The Landau–Ginzburg model \((\mathbb{C}^3, t_{0,0,0})\) has been studied prominently in the literature (see, for example, [4, 45]). Its mirror is given by the pair-of-pants \(\mathbb{P}^1 \setminus \{0, 1, \infty\}\). The Fukaya category of \((\mathbb{C}^3, t_{0,0,0})\) has been calculated by Nadler in [45] in terms of microlocal sheaves. This subsection reviews the works [35, 36] of Karlsson, which allow us to define the Chekanov–Eliashberg algebra \(CE(\Lambda_{p,q,r})\) over any field \(\mathbb{K}\).

8. Orientations

In this section we take into account the orientation issue in the definition of Legendrian contact homology and obtain a computation of the Chekanov–Eliashberg algebra \(CE(\Lambda_{p,q,r})\) over any field \(\mathbb{K}\).

8.1. Orientations of Morse flow trees

This subsection reviews the works [35, 36] of Karlsson, which allow us to define the Chekanov–Eliashberg algebra \(CE(\Lambda)\) over \(\mathbb{Z}\) for a Legendrian submanifold \(\Lambda \subset J^1(S)\). Given a rigid Morse flow tree \(\Gamma\), the definition of the sign \(\varepsilon(\Gamma)\) involves four independent signs, namely the sign \(\nu_{\text{triv}}(\Gamma)\) which depends on the choice of \(\text{Spin}\) structures on \(\Lambda\); the sign \(\nu_{\text{int}}(\Gamma)\) which records the intersection orientation of the flow-outs of the subflow trees of \(\Gamma\); the sign \(\nu_{\text{end}}(\Gamma)\) which encodes the information of \(e\)-vertices; and the sign \(\nu_{\text{stab}}(\Gamma)\) which comes from capping orientations of pseudoholomorphic discs associated to Morse flow trees. Since we are only interested in the case when \(\Lambda \subset \mathbb{R}^3\) is a disjoint union of Legendrian 2-spheres, the first sign \(\nu_{\text{triv}}(\Gamma)\) is irrelevant for us, therefore we only recall here the definitions of \(\nu_{\text{int}}(\Gamma), \nu_{\text{end}}(\Gamma)\) and \(\nu_{\text{stab}}(\Gamma)\).

As in Section 6, let \(\Lambda \subset J^1(S)\) be a Legendrian surface which is \(\text{Spin}\), where \(S\) is an orientable surface equipped with a Riemannian metric \(g\). Let \(S_i\) and \(S_j\) be two sheets of \(\Lambda\) over a small open subset \(U \subset S\) and assume that \(S_i\) lies above \(S_j\), namely \(z(S_i) > z(S_j)\). Denote by \(f_i\) and \(f_j\) the local defining functions of \(S_i\) and \(S_j\), respectively, and set \(f_{ij} := f_i - f_j\). We refer to the fundamental paper [19] for background materials concerning Morse flow trees.

**Definition 8.1.** Let \(\ell\) be a flow line of the local difference function \(f_{ij}\), and let \(K \subset S\) be a subset with \(K \cap \ell \neq \emptyset\). The flow-out of \(K\) along \(\ell\) is the union of all maximal flow lines of \(-\nabla f_{ij}\) that intersect \(K\).

Let \(c\) be a puncture of the rigid Morse flow tree \(\Gamma\) with \(f_i > f_j\), denote by \(U(c)\) and \(S(c)\), respectively, the unstable and stable manifold of \(-\nabla f_{ij}\). Given a subflow tree \(\Gamma' \subset \Gamma\), denote by \(s\) its special puncture. There is an edge \(\ell \subset \Gamma'\) ending at \(s\), with the other endpoint given by some true vertex \(t\) of \(\Gamma\). Denote by \(\mathcal{P}^+, \mathcal{P}^-, \mathcal{E}, \mathcal{P}^2\) and \(\mathcal{Y}_0\) the set of 1-valent positive punctures, 1-valent negative punctures, \(e\)-vertices, negative 2-valent punctures and \(Y_0\)-vertices, respectively. The flow-out of \(\Gamma'\) at \(s\), denoted by \(FO_s(\Gamma')\), is defined as follows.
• When \( t \in \mathcal{P}^+ \), \( FO_s(\Gamma') \) is the flow-out of \( t \) along \( \ell \). In particular, we have an identification between the tangent spaces \( T_s FO_s(\Gamma') \cong T_s \mathcal{U}(t) \).

• When \( t \in \mathcal{P}^- \), \( FO_s(\Gamma') \) is the flow-out of \( t \) along \( \ell \). In particular, \( T_s FO_s(\Gamma') \cong T_s \mathcal{S}(t) \).

• When \( t \in \mathcal{E} \), let \( I_t \) be an open interval centered at \( t \) which is transverse to \( \ell \), \( FO_s(\Gamma') \) is the flow-out of \( I_t \) along \( \ell \).

• When \( t \in \mathcal{Y}_0 \), and \( s \) is a special positive puncture of the subflow tree \( \Gamma' \), the definition of \( FO_s(\Gamma') \) is given inductively. Define the intersection manifold

\[
IM_t(\Gamma') := FO_s(\Gamma'_1) \cap FO_t(\Gamma'_2),
\]

where \( \Gamma'_1 \) and \( \Gamma'_2 \) are the subflow trees of \( \Gamma \) with \( t \) as their common special positive puncture.

\( FO_s(\Gamma') \) is defined to be the flow-out of \( IM_t(\Gamma') \cap I_t \) along \( \ell \);.

• When \( t \in \mathcal{P}^2 \), the intersection manifold \( IM_t(\Gamma') := \{ t \} \) and \( FO_s(\Gamma') = \ell \).

The cases when \( t \) is a switch or a \( Y_1 \)-vertex are not recalled here, as we will not encounter rigid Morse flow trees with such kind of internal vertices in the computation of \( CE(\Lambda_{p,q,r}) \) in Section 8.2. To simplify the discussions, assume from now on that there is no switch or \( Y_1 \)-vertex in \( \Gamma \).

**Convention.** We should emphasize that the subflow trees \( \Gamma'_1 \) and \( \Gamma'_2 \) are numbered so that the standard domain of \( \Gamma'_1 \) corresponds to the lower part in the standard domain of \( \Gamma' \).

To define the intersection orientation sign \( \nu_{int} \), we start from some basic facts in linear algebra. Let \( V_1, V_2 \subset \mathbb{R}^n \) be subspaces, and \( V = V_1 \cap V_2 \). There is a short exact sequence

\[
0 \to V \xrightarrow{\delta} V_1 \oplus V_2 \xrightarrow{\eta} \mathbb{R}^n \to 0,
\]

where

\[
\delta(v) = (v,v), \quad \eta(u,v) = v - u.
\]

For fixed choices of orientations on \( V_1 \) and \( V_2 \), there is an orientation \( o(V) \) on their intersections such that the orientation induced by \( V_i \) on its quotient \( V_i/V \), together with \( o(V) \), coincides with the original orientation on \( V_i \). Define \( \nu \in \{0,1\} \) to be the sign which satisfies

\[
V \oplus (V_1/V) \oplus (V_2/V) \cong (-1)^\nu \cdot \mathbb{R}^n
\]

as oriented vector spaces.

**Definition 8.2.** The intersection orientation \( o_{int}(V) \) is given by

\[
o_{int}(V) := o_{int}(V_1, V_2) = (-1)^{\nu + \dim V_1 - (1 + \dim V)} o(V).
\]

Back to our specific geometric setup, let \( o_{cap}(\mathcal{U}(t)) \) denote the initial choice of the orientation of \( \mathcal{U}(t) \), given as a wedge product of an oriented basis of \( T_s \mathcal{U}(t) \). It induces an orientation \( o_{cap}(T_s \mathcal{S}(t)) \) on the stable manifold such that

\[
o_{cap}(T_s \mathcal{U}(t)) \wedge o_{cap}(T_s \mathcal{S}(t))
\]

gives the original orientation on \( T_s \mathcal{S} \).

The orientations are defined inductively as follows:

• if \( t \in \mathcal{P}^+ \), then

\[
o(FO_s(\Gamma')) := o_{cap}(T_s \mathcal{U}(t));
\]

• if \( t \in \mathcal{P}^- \), then

\[
o(FO_s(\Gamma')) := o_{cap}(T_s \mathcal{S}(t));
\]
• if $t \in \mathcal{E}$, then
  \[ o(FO_s(\Gamma')) = o(T_sS); \]
• if $t \in \mathcal{P}^2$, then
  \[ o(IM_t(\Gamma')) = o_{\text{int}}(o(FO_t(\Gamma'_1)), o_{\text{cap}}(U(t))); \]
• if $t \in \mathcal{Y}_0$, $s$ is a special positive puncture of $\Gamma'$, then
  \[ o(IM_t(\Gamma')) = o_{\text{int}}(o(FO_t(\Gamma'_1)), o(FO_t(\Gamma'_2))). \]

In the above, the orientations of flow-outs when $t$ is a 2-valent puncture or a $Y_0$-vertex are defined in terms of intersection manifolds. To recover the orientation of the flow-out $FO_s(\Gamma')$, let $v_s$ be the tangent vector of $\ell$ at $s$, pointing in the direction against the defining gradient vector field, and define the orientation of the flow-out along $\ell$ as
\[ o(FO_s(\Gamma')) = o(IM_t(\Gamma')) \wedge v_s, \]
where we have used parallel transport over the elementary regions to identify tangent spaces of $S$.

Assume that the positive puncture $a$ of $\Gamma$ is 1-valent. In this case, the sign $\nu_{\text{int}}$ can be defined as follows. Let $c$ denote the first vertex that we meet when going along $\Gamma$ from $a$, and let $t \subset \Gamma$ be an edge which starts at $c$, orient it so that it points toward $a$. Pick a point $s \in \ell$ which is contained in the same elementary region as $c$. Cutting at $s$ we obtain two subflow trees
\[ \Gamma = \Gamma'_1 \cup \Gamma'_2, \]
where $\Gamma'_1$ has $s$ as its positive special puncture, and since we have assumed that there is no switch in $\Gamma$, the unique true vertex of $\Gamma'_2$ is the positive puncture $a$.

If the standard domain $\Delta(\Gamma')$ has no slit, namely when $\Gamma'_1$ has a unique true vertex $t$, assume that the flow orientation of the edge $\ell$ connecting $s$ to $t$ is $\frac{\partial}{\partial x_1}$. The sign $\nu_{\text{int}}(\Gamma)$ is determined by the formula
\[ o_{\text{int}}(o(FO_t(\Gamma'_1)), o(FO_t(\Gamma'_2))) = \nu_{\text{int}}(\Gamma) \cdot \frac{\partial}{\partial x_1}. \]

When the standard domain $\Delta(\Gamma)$ has at least one slit, which corresponds to the vertex $c \in \Gamma$. In the above, we have inductively defined the orientations $o(IM_c(\Gamma'_1))$ and $o(FO_s(\Gamma'_2))$. Using flat coordinates along the edge of $\Gamma$ connecting $c$ to $s$, we can identify $T_s IM_c(\Gamma'_1)$ with $T_c IM_c(\Gamma'_1)$, and $\nu_{\text{int}}(\Gamma)$ is defined via the formula
\[ T_sS \wedge T_sS = \nu_{\text{int}}(\Gamma) \cdot o(IM_c(\Gamma'_1)) \wedge o(FO_s(\Gamma'_2)). \]

The sign $\nu_{\text{end}}$ records the information of $c$-vertices in $\Gamma$. Since its explicit form will not be needed for our purposes, we are not going to recall its definition (see [36] for details).

The sign $\nu_{\text{stab}}$ is not defined explicitly, but can be determined by referring to the capping exact sequence of Morse flow trees (see [35, Section 6.2]). Basically, it is defined as a sum of contributions from punctures and internal vertices of different types. More precisely, since we have assumed the non-existence of switches and $Y_1$-vertices, we only need to consider the sets $\mathcal{P}^+, \mathcal{P}^-, \mathcal{P}^2$ and $\mathcal{Y}_0$. For any vertex $c$ in these sets, there is a well-defined sign $\sigma_{\mathcal{P}^+}(c), \sigma_{\mathcal{P}^-}(c), \sigma_{\mathcal{P}^2}(c)$ and $\sigma_{\mathcal{Y}_0}(c)$, respectively. With these notations, the sign $\nu_{\text{stab}}$ is given by
\[ \nu_{\text{stab}}(\Gamma) = (-1)^{\sigma_{\mathcal{P}^+}(a) + \sum_{c \in \mathcal{P}^-} \sigma_{\mathcal{P}^-}(c) + \sum_{c \in \mathcal{P}^2} \sigma_{\mathcal{P}^2}(c) + \sum_{c \in \mathcal{Y}_0} \sigma_{\mathcal{Y}_0}(c)}. \]

The precise forms of the signs $\sigma_{\mathcal{P}^+}, \sigma_{\mathcal{P}^-}$ and $\sigma_{\mathcal{Y}_0}$ will be recalled below.
Fix a Maslov potential $\mu : \Lambda \to \mathbb{Z}$. For $c \in \Gamma$ a puncture or a special puncture, let $|\mu(c)| \in \mathbb{Z}/2$ denote the parity of its Maslov index. When $c$ is a critical point of some local difference function $f_{ij}$, we have a well-defined Morse index $\text{ind}(c)$.

If $\Gamma' \subset \Gamma$ is a subflow tree with special puncture at $s \in \Gamma$, denote by $bm(\Gamma')$ the number of boundary minima in the standard domain $\Delta(\Gamma')$. If $bm(\Gamma') > 0$, let $\text{ord}(\Gamma')$ be the order of the boundary minimum of $\Delta(\Gamma')$ with the smallest $\kappa$-value. When $bm(\Gamma') = 0$, we set $\text{ord}(\Gamma') = 0$.

We introduce a subspace $\ker_s(\Gamma') \subset T_s \mathcal{F}O_s(\Gamma')$, called the true kernel of $\Gamma'$, which is defined inductively as follows:

- when $t \in \mathcal{P}^+$, $\ker_s(\Gamma') = T_s \mathcal{F}O_s(\Gamma')$;
- when $t \in \mathcal{P}^-$, $\ker_s(\Gamma') = T_s \mathcal{F}O_s(\Gamma')$;
- when $t \in \mathcal{E}$, $\ker_s(\Gamma') = T_s \mathcal{F}O_s(\Gamma')$;
- when $t \in \mathcal{P}^2$, $\ker_s(\Gamma') = 0$;
- when $t \in \mathcal{Y}_0$, $\ker_s(\Gamma') = \ker_i(\Gamma'') \cap \ker_i(\Gamma')$.

In the above, $t$ is the true vertex of $\Gamma'$ which is connected to the special puncture $s$ by an edge $\ell \subset \Gamma'$, $\Gamma'_1, \Gamma'_2 \subset \Gamma$ are subflow trees starting at the $\mathcal{Y}_0$-vertex $t$, and we have used parallel transport to identify tangent spaces of flow-outs at $s$ and $t$. As usual, we have only recalled the definitions in the cases that are relevant to us.

Having introduced the notions above, the term $\sigma_{\mathcal{P}^-}(-c)$ appeared in (338) is a $\mathbb{Z}/2$-valued function which depends only on the Morse index and the parity of the Maslov index, namely

$$\sigma_{\mathcal{P}^-}(-c) = \sigma_{\mathcal{P}^-}(|\mu(c)|, \text{ind}(c)). \quad (339)$$

For a $\mathcal{Y}_0$-vertex $c$, we shall modify the subflow trees $\Gamma'_1$ and $\Gamma'_2$ above by cutting them a little bit earlier at the special punctures $s_1$ and $s_2$. There is an associated function $\sigma_0 : \mathbb{Z}/2 \times \mathbb{Z}/2 \to \mathbb{Z}/2$ depending on the parity of Maslov indices of $s_1$ and $s_2$ such that

$$\sigma_{\mathcal{Y}_0}(c) = \sigma_0(|\mu(s_1)|, |\mu(s_2)|) + \eta + \text{ord}(\Gamma'_1) + \text{ord}(\Gamma'_2) + bm(\Gamma'_1) + bm(\Gamma'_2), \quad (340)$$

where

$$\eta = e(\Gamma'_1) \cdot (bm(\Gamma'_2) + e(\Gamma'_2) + 1) + \text{dim} \mathcal{F}O_c(\Gamma'_1) \cdot (bm(\Gamma'_2) + |\mu(s_2)| + 1)$$

$$+ bm(\Gamma'_1) \cdot (|\mu(s_2)| + \text{dim} \mathcal{F}O_c(\Gamma'_2) + 1) + \dim \ker_s(\Gamma) + \dim \ker_{s_1}(\Gamma'_1)$$

$$+ \dim \ker_{s_2}(\Gamma'_2) + |\mu(s_1)| \cdot (1 + |\mu(s_2)| + bm(\Gamma'_2)). \quad (341)$$

The case when $c$ is a 2-valent negative puncture can be regarded as the special case of a $\mathcal{Y}_0$-vertex with one of the subflow trees $\Gamma'_1$ and $\Gamma'_2$ being constant. Without loss of generality, we assume that $\Gamma'_2$ is constant. As before, we cut $\Gamma'_1$ a little bit earlier at the special puncture $s_1$ instead of $c$, so that the negative punctures of $\Gamma'_1$ are given by $b_1, \ldots, b_i$. If the punctures of $\Delta(\Gamma'_1)$ are ordered as $s_1, b_1, \ldots, b_i$, let $tp(c) = 1$; if the punctures of $\Delta(\Gamma'_1)$ are ordered as $b_1, \ldots, b_i, s_1$, let $tp(c) = 2$. There is a function $\sigma_1 : \mathcal{P}^2 \to \mathbb{Z}/2$ which depends on $|\mu(c)|, |\mu(s_1)|$ and $tp(c)$, with which the sign $\sigma_{\mathcal{P}^2}(-c)$ has the form

$$\sigma_{\mathcal{P}^2}(c) = bm(\Gamma'_1) \cdot |\mu(c)| + \text{dim} \ker_{s_1}(\Gamma'_1) + \sigma_1(c) + \text{ord}(\Gamma'_1) + bm(\Gamma'_1). \quad (342)$$

Finally, for the positive puncture $a \in \mathcal{P}^+$, there is a number $\sigma_2(a) \in \mathbb{Z}/2$ which depends only on the Morse index and the parity of the Maslov index of $a$, namely

$$\sigma_2(a) = \sigma_2(|\mu(a)|, \text{ind}(a)). \quad (343)$$

By our assumption, there is no switch in $\Gamma$. In the case when the subflow tree $\Gamma'_1$ has only one true vertex, the definition of $\sigma_{\mathcal{P}^+}(a)$ simplifies to

$$\sigma_{\mathcal{P}^+}(a) = \sigma_2(a) + (\text{dim} \mathcal{U}(a) + 1)|\mu(a)|. \quad (344)$$
Having recalled the definitions of the individual signs $\nu_{\text{int}}, \nu_{\text{end}}$ and $\nu_{\text{stab}}$, the main result established in [35, 36] implies the following:

**Theorem 8.1 (Karlsson).** Let $\Lambda$ be a link of Legendrian spheres in $J^1(S)$, and assume that we have fixed all the initial orientation choices. Let $\mathcal{M}_{\Lambda}$ be the moduli space of rigid Morse flow trees determined by $\Lambda$. Then there is a coherent orientation on $\mathcal{M}_{\Lambda}$, with respect to which the sign $\varepsilon(\Gamma)$ of $\Gamma \in \mathcal{M}_{\Lambda}$ is given by

$$
\varepsilon(\Gamma) = \nu_{\text{int}}(\Gamma) \cdot \nu_{\text{end}}(\Gamma) \cdot \nu_{\text{stab}}(\Gamma).
$$

As an illustration, we compute here the signs of two elementary Morse flow trees in $\mathbb{R}^2$. The first example is a rigid Morse flow tree $\Gamma \in \mathcal{M}_{\Lambda}(a; b_1, b_2)$ which has a unique internal $Y_0$-vertex $c$ (see Figure 17). Furthermore, we assume that $a$ is a saddle point of some difference function $f_{ij} = f_i - f_j$, $b_1$ is a local minimum of some $f_{ik}$, while $b_2$ is a saddle point of some $f_{kj}$, where $f_i > f_k > f_j$.

In order to compute $\nu_{\text{int}}(\Gamma)$, we cut $\Gamma$ into two subflow trees $\Gamma_1'$ and $\Gamma_2'$ at the special puncture $s$, where $s$ is contained in the same elementary region as $c$. Let $\ell_1 \subset \Gamma_1'$ be the edge which connects $s$ to $c$, and let $\ell_2 \subset \Gamma_2'$ be the edge that connects $a$ to $s$. As indicated in Figure 17, the flow orientation of the subflow tree $\Gamma_2'$ is fixed to be $\frac{\partial}{\partial x_j}$ for convenience.

The subflow tree $\Gamma_1'$ contains two subflow trees $\Gamma_{11}'$ and $\Gamma_{12}'$, where $\Gamma_{11}'$ is the $-\nabla f_{ik}$ flow line from $c$ to $b_1$, and $\Gamma_{12}'$ is the $-\nabla f_{kj}$ flow line from $c$ to $b_2$ (see Figure 17). Since the true vertex associated to $\Gamma_{11}'$ is $b_1 \in P^-$, the flow-out $FO_c(\Gamma_{11}')$ is by definition the flow-out of $b_1$ along the flow line $\Gamma_{11}'$. Similarly, $FO_c(\Gamma_{12}')$ is the flow-out of $b_2$ along $\Gamma_{12}'$. Choosing an interval $I_c$ centering at $c$ which is transverse to $\ell_1$, by our assumption that $b_2$ is a saddle point, it follows that

$$
IM_c(\Gamma_1') \cap I_c = \{c\}.
$$

The flow-out $FO_s(\Gamma_1')$ is then by definition $\ell_1 \cup \ell_2$. On the other hand, the associated true vertex of the subflow tree $\Gamma_2'$ is $a \in \mathbb{R}^+$. Since $a$ is by assumption a saddle point, we have $FO_s(\Gamma_2') = \ell_1 \cup \ell_2$.

Identify the tangent space $T_c S$ with $\mathbb{R}^2$ equipped with its standard orientation. By definition, $o(FO_c(\Gamma_{11}'))$ is the orientation of $T_c S(b_1) \cong T_c S$, and $o(FO_c(\Gamma_{12}'))$ is the orientation of $T_c S(b_2)$. This enables us to compute the orientation of the intersection manifold:

$$
o(IM_c(\Gamma_1')) := o_{\text{int}}(o(FO_c(\Gamma_{11}'))), o(FO_c(\Gamma_{12}')) = o(\Gamma_{12}'),
$$

where $o(\Gamma_{12}')$ is the flow orientation of $\Gamma_{12}'$ at $c$. Since the true vertex $a$ of $\Gamma_2'$ is a saddle point, by our convention

$$
o(FO_s(\Gamma_{12}')) = o_{\text{cap}}(T_s \mathcal{U}(a)) = \frac{\partial}{\partial x_1}.
$$

![Figure 17](image-url)
Since the standard domain $\Delta(\Gamma)$ has a unique slit, and $o(IM_c(\Gamma_1')) \wedge o(FO_s(\Gamma_2'))$ gives the standard orientation on $T_sS$, we get from (337) that
\begin{equation}
\nu_{\text{int}}(\Gamma) = -1. \tag{349}
\end{equation}

Note that if $\Gamma^{op} \in \mathcal{M}_\Lambda(a; b_2, b_1)$ is a rigid Morse flow tree obtained from $\Gamma$ by exchanging the labelings of $\Gamma_{11}'$ and $\Gamma_{12}'$, then $\nu_{\text{int}}(\Gamma^{op}) = \nu_{\text{int}}(\Gamma)$.

We now compute $\nu_{\text{stab}}(\Gamma)$. It follows immediately from our assumptions that
\begin{equation}
\sigma_{P^-}(b_1) = \sigma_{P^-}(|\mu(b_1)|, 0), \sigma_{P^-}(b_2) = \sigma_{P^-}(|\mu(b_2)|, 1), \tag{350}
\end{equation}
and
\begin{equation}
\sigma_{P^+}(a) = \sigma_2(|\mu(a)|, 1 + 2|\mu(a)|). \tag{351}
\end{equation}

In order to determine $\sigma_{Y_0}(c)$, consider the subflow trees $\Gamma_1''$ and $\Gamma_2''$ of $\Gamma$ depicted as in Figure 18. Since the standard domains $\Delta(\Gamma_1'')$ and $\Delta(\Gamma_2'')$ do not contain any boundary minimum, we have
\begin{equation}
bm(\Gamma_1'') = bm(\Gamma_2'') = 0, \tag{352}
\end{equation}
and
\begin{equation}
ord(\Gamma_1'') = ord(\Gamma_2'') = 0. \tag{353}
\end{equation}
By definition of true kernels, we have
\begin{equation}
ker_a(\Gamma) = \ker_c(\Gamma_{11}') \cap \ker_c(\Gamma_{12}'). \tag{354}
\end{equation}

Since the true vertices associated to $\Gamma_{11}'$ and $\Gamma_{12}'$ are the negative punctures $b_1$ and $b_2$, respectively, we have
\begin{equation}
ker_c(\Gamma_{11}') = T_c FO_c(b_1), \ker_c(\Gamma_{12}') = T_c FO_c(b_2). \tag{355}
\end{equation}

Similarly,
\begin{equation}
ker_{s_1}(\Gamma_1'') = T_{s_1} FO_{s_1}(b_1), \ker_{s_2}(\Gamma_2'') = T_{s_2} FO_{s_2}(b_2). \tag{356}
\end{equation}
From the above we deduce that
\begin{equation}
\dim \ker_a(\Gamma) = 1, \dim \ker_{s_1}(\Gamma_1'') = 2, \dim \ker_{s_2}(\Gamma_2'') = 1, \tag{357}
\end{equation}
and as a consequence,
\begin{equation}
\eta = 2(|\mu(b_2)| + 1) + 4 + |\mu(b_1)| \cdot (1 + |\mu(b_2)|), \tag{358}
\end{equation}
where we have used the fact that
\begin{equation}
\mu(s_1) = \mu(b_1), \mu(s_2) = \mu(b_2). \tag{359}
\end{equation}
Combining with (352) and (353), we get
\[ \sigma_{\gamma_0}(c) = \sigma_0(|\mu(b_1)|, |\mu(b_2)|) + |\mu(b_1)| \cdot (1 + |\mu(b_2)|). \] (360)

By (338),
\[ \nu_{\text{stab}}(\Gamma) = (-1)^{\sigma_0(|\mu(b_1)|,|\mu(b_2)|)+|\mu(b_1)|+(1+|\mu(b_2)|)+\sigma_2(|\mu(a)|,1)+\sigma_{\text{p}^-}(|\mu(b_1)|,0)+\sigma_{\text{p}^-}(|\mu(b_2)|,1)}. \] (361)

Our second example deals with the case of a rigid Morse flow tree \( \Xi \in \mathcal{M}_A(a;b,b^*) \) with a negative 2-valent puncture \( b^* \) (see the left-hand side of Figure 19). We assume that the positive puncture \( a \) is a maximum of some Morse function \( f_{ij} \), the negative 1-valent puncture \( b \) is a minimum of \( f_{ik} \), and \( b^* \) is a maximum of \( f_{kj} \).

In this case, the subflow tree \( \Xi'_2 \subset \Xi \) is a \( -\nabla f_{ij} \) flow line from \( a \) to \( s \), and the subflow tree \( \Xi'_1 \) inherits the 2-valent puncture \( b^* \). Since the standard domain \( \Delta(\Xi) \) still has a unique slit, the intersection orientation is determined by requiring that
\[ \nu_{\text{int}}(\Xi) \cdot o(IM_{b^*}(\Xi'_1)) \wedge o(FO_s(\Xi'_2)) \] (362)
recovers the orientation of \( T_sS \). To compute \( o(IM_{b^*}(\Xi'_1)) \), consider the subflow tree \( \Xi'_{11} \subset \Xi'_1 \), which is the \( -\nabla f_{kj} \) flow line from \( b^* \) to \( b \). By definition, the flow-out \( FO_{b^*}(\Xi'_{11}) \) is the flow-out of \( b \) along \( \Xi'_{11} \). Since \( b \) is a minimum, we have by definition that
\[ o(IM_{b^*}(\Xi'_1)) = o_{\text{int}}(o_{\text{cap}}(T_{b^*}S(b))), o_{\text{cap}}(T_{b^*}U(b^*)) = o(T_{b^*}S). \] (363)

On the other hand, the true vertex of \( \Xi'_2 \) is the positive puncture \( a \), which shows that
\[ o(FO_s(\Xi'_2)) = o(T_sU(a)) = o(T_sS). \] (364)

By (337), we have
\[ \nu_{\text{int}}(\Xi) = 1. \] (365)

The computation of \( \nu_{\text{stab}}(\Xi) \) involves the determination of the individual signs \( \sigma_{\text{p}+}(a) \), \( \sigma_{\text{p}^-}(b) \) and \( \sigma_{p^2}(b^*) \). Since \( b \) is a minimum, we have
\[ \sigma_{\text{p}^-}(b) = \sigma_{\text{p}^-}(|\mu(b)|,0). \] (366)

Similarly, since \( a \) is a maximum, we get
\[ \sigma_{\text{p}+}(a) = \sigma_2(|\mu(a)|,2) + 3|\mu(a)|. \] (367)

In order to compute \( \sigma_{p^2}(b^*) \), consider the subflow tree \( \Xi'_{11} \subset \Xi'_1 \). We cut \( \Xi'_{11} \) a little bit earlier so that it starts at a special puncture \( s_t \) instead of \( b^* \), and denote the resulting subflow tree by \( \Xi''_1 \). Since the standard domain \( \Delta(\Gamma'_{11}) \) has no slit, we have
\[ bm(\Xi''_1) = ord(\Xi''_1) = 0. \] (368)

Since \( b^* \in P^2 \), it follows that \( \text{ker}_{s_t}(\Xi''_1) = 0 \), and
\[ \sigma_{p^2} = \sigma_1(b^*) = \sigma_1(|\mu(b^*)|,|\mu(b)|,2). \] (369)
In conclusion,
\[ \nu_{\text{stab}}(\Xi) = (-1)^{\sigma_p - |\mu(b)|} + \sigma_1(|\mu(b^*), |\mu(b)|, 2) + \sigma_2(|\mu(a)|, 2) + |\mu(a)|. \] (370)

Let \( \Xi^{\text{op}} \in M_{\Lambda}(a; b^*, b) \) be the rigid Morse flow tree whose fundamental domain \( \Delta(\Xi^{\text{op}}) \) has \( b^* \) as its lower puncture (see the right-hand side of Figure 19). In this case \( tp(b^*) = 1 \) and we conclude that \( \varepsilon(\Xi) = -\varepsilon(\Xi^{\text{op}}) \).

8.2. Adaptation to the case of \( \Lambda_{p,q,r} \)

Recall that in [50], the cellular dg algebra \( C(\Lambda) \) of \( \Lambda \subset J^1(S) \) is shown to be quasi-isomorphic to the Chekanov–Eliashberg dg algebra \( CE(\Lambda) \) over \( \mathbb{Z}/2 \) by fixing a transverse square decomposition \( E_\mathfrak{n} \) of \( S \) and doing local analysis of Morse flow trees for each elementary square. In our specific case when \( \Lambda = \Lambda_{p,q,r} \) with \( p, q, r \geq 2 \), it is not hard to see from Figure 13 that one can find a transverse square decomposition \( E_\mathfrak{n} \) for \( \Lambda_{p,q,r} \) such that only Type I, II, III, IV and IX squares appear in \( E_\mathfrak{n} \) as elementary squares (see Figure 20). From now on, fix such a transverse square decomposition.

Figure 20 depicts the transverse square decomposition in a neighborhood of the 2-cell \( e_7^2 \) in the \( \Lambda_{p,q,r} \)-compatible polygonal decomposition of Figure 13, which consists of a single Type I square \( \square_7 \cong [-1, 1]^2 \), and four Type II squares, two Type III squares and two Type IV squares. Denote by \( f_m : \square_7 \to \mathbb{R} \), the defining functions of the sheets \( S_m \) above \( \square_7 \), which are labeled to satisfy \( f_1 > \cdots > f_8 \). Let \( f_{mn} = f_m - f_n \) when \( m < n \). Consider defining functions \( f_m \) which are of the form
\[ f_m(x_1, x_2) = h_m(x_1) + h_m(x_2), \] (371)
where the \( h_m \) are arranged so that \( h_m - h_n \) has local minima at \( -1 \) and \( 1 \), and a single local maximum \( \beta_{i,j} \in (-1, 1) \), such that
\[ \beta_{1,2} < \beta_{1,3} < \cdots < \beta_{2,3} < \beta_{2,4} < \cdots < \beta_{7,8}. \] (372)
The Reeb chords in $\Box_7$ correspond to critical points of the functions $f_{mn}$. By abuse of notations, we shall denote these critical points by

$$a^{m,n}_{\pm,\pm}, b^{m,n}_U, b^{m,n}_R, b^{m,n}_D, b^{m,n}_L, c^{m,n}_7,$$

where $a^{m,n}_{\pm,\pm}$ are the four corners of $\Box_7$, and they are minima of $f_{mn}$, $b^{m,n}_U, b^{m,n}_R, b^{m,n}_D, b^{m,n}_L$ are the saddle points of $f_{mn}$ located on the edges of $\Box_7$, and $c^{m,n}_7$ is a local maximum of $f_{mn}$ lying in the interior of $\Box_7$. By the analysis of [50], except for the $-\nabla f_{m,n}$ flow lines from $c^{m,n}_7$ to $b^{m,n}_U, b^{m,n}_R, b^{m,n}_D$ and $b^{m,n}_L$, there are four additional rigid Morse flow trees with positive puncture at $c^{m,n}_7$ (see Figure 22). The first two Morse flow trees have a 2-valent negative puncture at $c^{k,n}_7$ and $c^{k,n}_7$, respectively, while the last two Morse flow trees have a unique $Y_0$-vertex. This implies that

$$\partial c^{m,n}_7 = b^{m,n}_U + b^{m,n}_L + b^{m,n}_R + b^{m,n}_D + \sum_{m<k<n} a^{m,k}_{+,-} c^{m,k}_7 + \sum_{m<k<n} c^{m,k}_7 a^{m,k}_{-,-} \sum_{m<k<n} b^{m,k}_U b^{m,k}_L + \sum_{m<k<n} b^{m,k}_R b^{m,k}_D$$

in the Chekanov–Eliashberg algebra $\mathcal{CE}(\Lambda_{p,q,r})$ over $\mathbb{Z}/2$. Note that one can recover from (374) the formula (188) in the cellular dg algebra $\mathcal{C}(\Lambda_{p,q,r})$. In fact, this follows from the relations

$$b^{m,n}_L = b^{m,n}_R = b^{m,n}_D = 0,$$

$$a^{m,n}_{+,-} = a^{m,n}_{-,-},$$

in the cellular dg algebra $\mathcal{C}_{||}(\Lambda_{p,q,r})$ associated to the cellular decomposition $\mathcal{E}_{||}$ obtained by shifting $p_+(\Sigma)$ into the borders of the elementary squares in the transverse square decomposition $\mathcal{E}_n$ (see [50, Section 3.6], Figure 12). In particular, the crossing arc corresponding to the 1-cell $e_1$ is shifted into the edges of $\Box_7$. In fact, the same relations hold in the quotient dg algebra $\mathcal{CE}'(\Lambda_{p,q,r})$ of $\mathcal{CE}(\Lambda_{p,q,r})$ obtained by repeated applications of Lemma 6.1. This can be checked via the analysis of Morse flow trees with positive punctures at Reeb chords associated to 1-cells in $\mathcal{E}_n$, which will be discussed below.
By (375) and (376), which also hold over an arbitrary field \( \mathbb{K} \), we see that in order to determine \( \partial b_{c}^{m,n} \) in \( CE'(\Lambda_{p,q,r}) \) over \( \mathbb{K} \), it suffices to determine the signs of the flow line from \( c^{m,n} \) to \( b_{c}^{m,n} \), and the first two rigid Morse flow trees in Figure 22. Denote by \( \varepsilon_{0}(m,n) \), \( \varepsilon_{1}(m,k,n) \) and \( \varepsilon_{2}(m,k,n) \) the signs of these trees, we have in \( CE'(\Lambda_{p,q,r}) \) the formula

\[
\partial b_{c}^{m,n} = \varepsilon_{0}(m,n)b_{1}^{\sigma_{0}(m),\sigma_{0}(n)} + \sum_{m<k<n} \varepsilon_{1}(m,k,n)a_{7}^{\sigma_{0}(m),\sigma_{0}(k)} c_{7}^{k,n} + \sum_{m<k<n} \varepsilon_{2}(m,k,n)c_{7}^{m,k} a_{7}^{\sigma_{0}(k),\sigma_{0}(n)},
\]

(377)

where we have changed our notations from \( b_{c}^{m,n} \) to \( b_{c}^{m,n} \) and \( a_{1}^{m,n} \) to \( a_{1}^{m,n} \) to \( a_{1}^{m,n} \) and \( a_{1}^{m,n} \), so that it coincides with the ones used in (188) for the cellular dg algebra. However, since we are dealing with the more general case of \( \Lambda_{p,q,r} \) instead of \( \Lambda_{2,2,2} \), the permutation \( \sigma_{0} \) in the above formula is a composition of (4,5) with a sequence of transpositions associated to the \( \Lambda_{p-1} \)-chain of unknots \( \{ \Lambda_{p} \} \) (see Section 7.1). The signs \( \varepsilon_{0}(m,n) \), \( \varepsilon_{1}(m,k,n) \) and \( \varepsilon_{2}(m,k,n) \) can be explicitly computed using our discussions in Section 8.1.

One can do similar analysis for the elementary squares \( \Box_{11} \) and \( \Box_{12} \) in \( \mathcal{E}_{m} \).

We also need to consider rigid Morse flow trees associated to generators corresponding to 1-cells. Let \( e_{1}^{\alpha} \cong [-1,1] \) be a 1-cell in the transverse square decomposition \( \mathcal{E}_{m} \), with endpoints at the 0-cells \( e_{0}^{-} \) and \( e_{0}^{+} \). For each 0-cell \( e_{0}^{\beta} \) in \( \mathcal{E}_{m} \), let \( U(e_{0}^{\beta}) \) be a closed disc centered at \( e_{0}^{\beta} \) with radius \( \frac{1}{16} \). We can arrange so that there is a unique Reeb chord \( e_{1}^{\alpha} \) associated to every pair of sheets \( S_{m} \) and \( S_{n} \) with \( z(S_{m}) > z(S_{n}) \), which corresponds to a minimum of \( f_{mn} \), and the gradient \( -\nabla f_{mn} \) points inward along \( \partial U(e_{0}^{\beta}) \).

Let \( U(e_{1}^{\alpha}) \) be a neighborhood of \( e_{1}^{\alpha} \), which is depicted in Figure 23 as the region bounded by the brown solid curve. It can be realized as a union \( U(e_{0}^{\beta}) \cup \hat{U}(e_{1}^{\alpha}) \cup U(e_{1}^{\beta}) \), where \( \hat{U}(e_{1}^{\alpha}) \) consists of a portion of \( e_{1}^{\alpha} \) away from the endpoints together with parts of two elementary squares in \( \mathcal{E}_{m} \) which have \( e_{1}^{\alpha} \) as their common boundary. We require that the boundary of \( \hat{U}(e_{1}^{\alpha}) \), which consists of a union of two paths \( \gamma_{1} \) and \( \gamma_{2} \), is contained within a distance of \( \frac{1}{32} \) from \( e_{1}^{\alpha} \), and both \( \gamma_{1} \) and \( \gamma_{2} \) are parallel to \( e_{1}^{\alpha} \).

In order to simplify the analysis of the rigid Morse flow trees in \( U(e_{1}^{\alpha}) \), one needs to choose carefully the local defining functions \( f_{m} \) of the sheets \( S_{m} \subset \Lambda_{p,q,r} \) (see [50, Section 11] for details). For any point \( (x_{1}, x_{2}) \in \gamma_{i} \) such that \( f_{mn}(x_{1}, x_{2}) > 0 \), we require that \( -\nabla f_{mn}(x_{1}, x_{2}) \) is transverse to \( \gamma_{1} \) at \( (x_{1}, x_{2}) \) and is inward pointing, so that the Reeb chords in \( U(e_{1}^{\alpha}) \) together with their differentials form a dg subalgebra of \( CE(\Lambda_{p,q,r}) \). The only Reeb chords in \( \hat{U}(e_{1}^{\alpha}) \) are:

![Figure 23 (colour online). Rigid Morse flow trees in neighborhoods of 1-cells.](image-url)
• a Reeb chord with endpoints on the sheets $S_m$ and $S_n$ above $e_{\alpha}^1$, which corresponds to a saddle point $b_{\alpha}^{m,n}$ of $f_{mn}$, where $z(S_m) > z(S_n)$;
• if the sheets $S_m$ and $S_n$ cross above $e_{\alpha}^1$, then there is a Reeb chord $\tilde{b}_{\alpha}^{m,n}$.

With our choices of the defining functions $\{f_m\}$ of sheets $\{S_m\}$, one can further specify the locations of the Reeb chords $a_{m,n}^+, a_{m,n}^-, b_{\alpha}^{m,n}$ and $\tilde{b}_{\alpha}^{m,n}$. For details, we refer the readers to [50, Section 5]. There are three types of rigid Morse flow trees with positive puncture at $b_{\alpha}^{m,n}$, namely the $-\nabla f_{mn}$ flow lines from $b_{\alpha}^{m,n}$ to $a_{m,n}^-$ and $a_{m,n}^+$; the Morse flow trees with one of its negative punctures at $\tilde{b}_{\alpha}^{m,n}$; and the Morse flow trees described in Figure 23, which have unique internal $Y_0$-vertices. This implies that
\[
\partial b_{\alpha}^{m,n} = a_{m,n}^+ + a_{m,n}^- + \sum_{m<k<n} a_{m,k}^+ b_{\alpha}^{k,n} + \sum_{m<k<n} b_{\alpha}^{m,k} a_{k,n}^+ + x
\]  
(378)
in $CE(\Lambda_{p,q,r})$ over $\mathbb{Z}/2$, where the term $x$ corresponds to those flow trees with one of their negative punctures at $\tilde{b}_{\alpha}^{m,n}$. Note that if the sheets $S_k$ and $S_{k+1}$ meet at a cusp edge above $e_{\alpha}^1$, then $a_{k,k+1}^+ = 1$ in the above formula, which corresponds to an $e$-vertex. By [50, Lemma 8.5], we have $x = 0$ in the quotient dg algebra $CE'(\Lambda_{p,q,r})$. Again, what we have learned in Section 8.1 enables us to determine the signs of the rigid Morse flow trees in Figure 23, and we have
\[
\partial b_{\alpha}^{m,n} = \varepsilon_{\alpha,+}(m,n) a_{m,n}^+ + \varepsilon_{\alpha,-}(m,n) a_{m,n}^- + \sum_{m<k<n} \varepsilon_{\alpha,3}(m,k,n) a_{m,k}^+ b_{\alpha}^{k,n} + \sum_{m<k<n} \varepsilon_{\alpha,4}(m,k,n) b_{\alpha}^{m,k} a_{k,n}^-, 
\]  
(379)

where $\varepsilon_{\alpha,+}(m,n), \varepsilon_{\alpha,-}(m,n), \varepsilon_{\alpha,3}(m,k,n), \varepsilon_{\alpha,4}(m,k,n) \in \{\pm 1\}$ depend on $m, k$ and $n$.

The considerations above show that our computations of the cellular dg algebra $C(\Lambda_{p,q,r})$ in Sections 7.2 and 7.3 already determine the Chekanov–Eliashberg algebra $CE(\Lambda_{p,q,r})$ over any field $\mathbb{K}$ up to signs in front of each of the monomials in the differentials of the generators of $CE'(\Lambda_{p,q,r})$. More precisely, denote by $G^r_{p,q,r}$ the dg algebra whose underlying graded associative $k$-algebra structure is the same as $G_{p,q,r}$, but whose differentials of the generators differ from that of $G_{p,q,r}$ in the sense that there is a sign $(-1)^{\varepsilon_1}$ before every term appearing in the non-trivial differentials of the generators of $G_{p,q,r}$. For example, the non-trivial differentials of the generators in the dg algebra $G^r_{2,2,2}$ are given by
\[
da_1^* = (-1)^{\varepsilon_1} b_2 c_2 + (-1)^{\varepsilon_2} b_3 c_3, 
\]
\[
db_1^* = (-1)^{\varepsilon_5} c_1 a_2, 
\]
\[
dc_1^* = (-1)^{\varepsilon_6} a_2 b_1, 
\]
\[
dz_A = (-1)^{\varepsilon_13} a_1^* a_4 + (-1)^{\varepsilon_14} a_2^* a_4 + (-1)^{\varepsilon_15} c_1^* c_4 + (-1)^{\varepsilon_16} c_2^* c_4 + (-1)^{\varepsilon_17} c_3^* c_4, 
\]
\[
dz_B = (-1)^{\varepsilon_18} a_4^* a_1 + (-1)^{\varepsilon_19} a_2^* a_2 + (-1)^{\varepsilon_20} b_1^* b_1 + (-1)^{\varepsilon_21} b_2^* b_2 + (-1)^{\varepsilon_22} b_3^* b_3, 
\]
\[
dz_P = (-1)^{\varepsilon_23} c_1^* c_1 + (-1)^{\varepsilon_24} b_1^* b_1, 
\]
\[
dz_Q = (-1)^{\varepsilon_25} c_2^* c_2 + (-1)^{\varepsilon_26} b_2^* b_2, 
\]
\[
dz_R = (-1)^{\varepsilon_27} c_3^* c_3 + (-1)^{\varepsilon_28} b_3^* b_3. 
\]

**Lemma 8.1.** Let $\mathbb{K}$ be any field, then there exists a vector $\varepsilon = (\varepsilon_1, \ldots, \varepsilon_{2(p+q+r)+16}) \in (\mathbb{Z}/2)^{2(p+q+r)+16}$ such that $CE(\Lambda_{p,q,r})$ over $\mathbb{K}$ is quasi-isomorphic to the dg algebra $G^r_{p,q,r}$.

**Proof.** Since there is no swallowtail singularities in the Legendrian front of $\Lambda_{p,q,r}$, it follows from the arguments in [50, Sections 5 and 6] that each term in the non-trivial differentials of
the generators in $CE(\Lambda_{p,q,r})$ corresponds to a unique rigid Morse flow tree (instead of an odd number of them), and no two of the rigid Morse flow trees are cancelled in the differentials of $CE(\Lambda_{p,q,r})$ when $\mathbb{K} = \mathbb{Z}/2$. In particular, since $CE(\Lambda_{p,q,r})$ and $C(\Lambda_{p,q,r})$ are related by a stable tame isomorphism, the same argument as in the proof of Proposition 7.3 applies when passing from $C(\Lambda_{p,q,r})$ to $CE(\Lambda_{p,q,r})$, and from $\mathbb{Z}/2$ to an arbitrary field $\mathbb{K}$, which cancels all of the generators in $CE(\Lambda_{p,q,r})$ except for those in the quotient dg algebra $C'(\Lambda_{p,q,r})$. This identifies the quotient dg algebra $CE'(\Lambda_{p,q,r})$ and $\mathcal{G}_{p,q,r}$ as $\mathbb{K}$-bimodules.

On the other hand, observe from our computations in Sections 7.2 and 7.3 that all of the generators in $C(\Lambda_{p,q,r})$ associated to 0-cells are cancelled out in the quotient dg algebra $C'(\Lambda_{p,q,r})$, therefore they do not contribute to $CE'(\Lambda_{p,q,r})$. Similarly, since all the generators of $C(\Lambda_{p,q,r})$ associated to 2-cells can be cancelled out except for those in the matrices $C_7$, $C_{11}$ and $C_{12}$, in order to determine the dg algebra $CE'(\Lambda_{p,q,r})$ over $\mathbb{K}$, it suffices to use the formulae (377) (together with its analogues for the elementary squares $\square_{11}$ and $\square_{12}$) and (379). More precisely, let $A_i$ be the matrix of generators in the cellular dg algebra $C(\Lambda_{p,q,r})$ associated to the 0-cell $e_i^0$. Since the cellular decomposition $E_i$ is clearly finer than the one we used in Section 7.2 for computing $C(\Lambda_{p,q,r})$, one can regard $A_i$ as the matrix of generators associated to a 0-cell $e_i^0$ in $E_i$. Since there is no elementary squares of Types V, VI, VIII and XII in $E_i$, under the identification $C_i(\Lambda_{p,q,r}) \cong CE(\Lambda_{p,q,r})/I$ proved in [50, Section 8.2], where $I$ is the ideal generated by the exceptional generators in $CE(\Lambda_{p,q,r})$, it makes sense to talk about the matrix $A_i$ of generators in $CE(\Lambda_{p,q,r})$. After taking into account the orientation data of Morse flow trees, denote by $A_i^\#$ the corresponding matrix of generators in $CE(\Lambda_{p,q,r})$ over $\mathbb{K}$. Applying (379) iteratively, one can determine the value of $A_0^\#$ in the quotient dg algebra $CE'(\Lambda_{2,2,2})$, from which the differential $\partial_7^{4,5}$ in $CE'(\Lambda_{p,q,r})$ can be computed. Use (379) again to determine the signs of rigid Morse flow trees with positive punctures at $b_{m,n}^{p,q}$, the value of $A_i^\#$ in $CE'(\Lambda_{p,q,r})$ can be computed, from which one gets the differentials of the generators in $C_7$ using (377). The same method can be applied to the Reeb chords above the elementary squares $\square_{11}$ and $\square_{12}$. This enables us to conclude that there is a term by term identification between the differentials of the generators in $CE'(\Lambda_{p,q,r})$ and the corresponding generators in $\mathcal{G}_{p,q,r}$, and the quasi-isomorphism $CE(\Lambda_{p,q,r}) \cong \mathcal{G}_{p,q,r}$ follows.

**Proposition 8.1.** Let $\mathbb{K}$ be any field. There is a quasi-isomorphism
\[ CE(\Lambda_{p,q,r}) \cong \mathcal{G}_{p,q,r} \] (386)

between the Chekanov–Eliashberg algebra of $\Lambda_{p,q,r}$ and the Ginzburg algebra $\mathcal{G}_{p,q,r}$ over $\mathbb{K}$.

**Proof.** Let $r = 2$. By Lemma 8.1, there exists a vector $\varepsilon \in (\mathbb{Z}/2)^{2(p+q)+20}$ such that $CE(\Lambda_{p,q,2}) \cong \mathcal{G}_{p,q,2}$ as augmented dg algebras. On the other hand, it follows from Theorem 3.1 that
\[ RHom_{\mathcal{G}_{p,q,2}}(k,k) \cong \mathcal{V}_{p,q,2}, \] (387)

where the $RHom$ on the left-hand side is taken with respect to the trivial augmentation on $\mathcal{G}_{p,q,2}$. Since the Weinstein manifold $M_{p,q,2}$ can be regarded as the fiber of the double suspension of a Lefschetz fibration on $\mathbb{C}^2$, Corollary 3.1 of Section 3.1 can be applied to show that $\mathcal{V}_{p,q,2} = A_{p,q,2} \oplus A_{p,q,2}[-3]$. This determines completely the signs in $\varepsilon$. For example, since
\[ \mu_{\mathcal{V}_{p,q,2}}^2(c_1^\vee,b_1^\vee) = -(a_2^\ast)^\vee \] (388)
and
\[ \mu_{\mathcal{V}_{p,q,2}}^2(c_3^\vee,b_3^\vee) = (a_2^\ast)^\vee \] (389)
in $\mathcal{V}_{p,q,r}$, we get $\varepsilon_3 = 0$ and $\varepsilon_4 = 1$, where as in Section 2.1, $g^\prime \in \mathcal{V}_{p,q,r}$ denotes the dual generator of $g \in \mathcal{G}_{p,q,r}$ under Koszul duality. The other signs can be similarly determined and it follows that $CE(\Lambda_{p,q,r}) \cong \mathcal{G}_{p,q,r}$ over $\mathbb{K}$.

Passing from $CE(\Lambda_{p,q,r})$ to the general case of $CE(\Lambda_{p,q,r})$ essentially requires a computation of the signs of rigid Morse flow trees determined by an $A_{r-2}$ link of unknots $\Lambda_{r-2}$. In fact, by the discussions above and the computations in Section 7.3, the only rigid Morse flow trees that contribute to the differentials of the additional generators in $CE(\Lambda_{p,q,r})$ are those whose positive punctures correspond to Reeb chords which start at $\Lambda_{R_j-1}$ and end $\Lambda_{R_j}$ for some $j$. Let $c_{12}^{m,n}$ be the generator associated to such a Reeb chord. It follows from our assumptions that $b_{23}^{m,n} = 0$ in $CE(\Lambda_{p,q,r})$, so

$$\partial c_{12}^{m,n} = \sum_{m<k<n} \varepsilon_1(m,k,n)a_{14}^{m,n}\sigma_0(m)\sigma_0(k)c_{12}^{k,n} + \sum_{m<k<n} \varepsilon_2(m,k,n)c_{12}^{m,k}a_{14}^{m,k}\sigma_0(k)\sigma_0(n).$$

(390)

Let $c_{12}^{m,n'}$ be the generator associated to the Reeb chord of the Legendrian unknot $\Lambda_{R_j}$, then from the configuration of the Legendrian front of an $A_{r-2}$ link of unknots, it is clear that $m' = n - 1$. Consider the terms $a_{14}^{m,n}a_{14}^{0,n-1}b_{22}^{n-1,n}$ in $\partial c_{12}^{m,n}$ and $c_{12}^{m,n}c_{12}^{n-1,n}c_{14}^{n,n}$ in $\partial c_{12}^{n-1,n'}$, denote by $\Xi_1$ and $\Xi_2$ the corresponding rigid Morse flow trees. Equation (379), together with our computations in Section 8.1, shows that

$$a_{14}^{m,n}a_{14}^{0,n-1}b_{22}^{n-1,n} = a_{14}^{\sigma_0(m),\sigma_0(n-1)} = b_{22}^{n-1,n}$$

(391)

in $CE(\Lambda_{p,q,r})$. It follows that $\varepsilon(\Xi_1) = \varepsilon(\Xi)$ and $\varepsilon(\Xi_2) = -\varepsilon(\Xi^{op})$, where $\Xi$ and $\Xi^{op}$ are the rigid Morse flow trees depicted in Figure 19. The computation at the end of Section 8.1 then allows us to conclude that $\varepsilon(\Xi_1) = -\varepsilon(\Xi_2)$. One can make the choice of capping orientations so that $\varepsilon(\Xi_1) = -1$ and $\varepsilon(\Xi_2) = 1$.

Using the notations as in the proof of Proposition 7.4, we have proved that

$$\partial z_{R_j} = z_{j-1}^* - z_j z_{j+1}^*$$

(392)

in $CE(\Lambda_{p,q,r})$. Moreover, the additional term $z_1z_1^*$ in the differential of $z_Q^*$ has negative sign, since its associated rigid Morse flow tree has the same sign as $\Xi$. This proves the quasi-isomorphism $CE(\Lambda_{p,q,r}) \cong \mathcal{G}_{p,q,r}$. \qed
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