Scheduling Dimension Reduction of LPV Models - A Deep Neural Network Approach

P.J.W. Koelewijn and R. Tóth

Abstract—In this paper, the existing Scheduling Dimension Reduction (SDR) methods for Linear Parameter-Varying (LPV) models are reviewed and a Deep Neural Network (DNN) approach is developed that achieves higher model accuracy under scheduling dimension reduction. The proposed DNN method and existing SDR methods are compared on a two-link robotic manipulator, both in terms of model accuracy and performance of controllers synthesized with the reduced models. The methods compared include SDR for state-space models using Principal Component Analysis (PCA), Kernel PCA (KPCA) and Autoencoders (AE). On the robotic manipulator example, the DNN method achieves improved representation of the matrix variations of the original LPV model in terms of the Frobenius norm compared to the current methods. Moreover, when the resulting model is used to accommodate synthesis, improved closed-loop performance is obtained compared to the current methods.

I. INTRODUCTION

Over the last few decades, the Linear Parameter-Varying (LPV) framework has been developed into a powerful tool for both analysis and controller synthesis for nonlinear (NL) systems, see [1] for an overview. Whereas most tools for analysis and synthesis have matured, the embedding of NL systems in LPV representations is still underdeveloped and depends on the expertise of the user. Some automated procedures exist, e.g. [2]–[5], but it is generally true that these procedures and heuristic methods can easily lead to an LPV model with a large amount of scheduling-variables. This is an issue when the LPV model is used for synthesis, due to the complexity of the synthesis procedure being proportional to the number of scheduling-variables. Limiting the number of scheduling-variables in the LPV embedding is therefore highly important for tractable LPV controller synthesis. Moreover, during the embedding procedure, control objectives are not taken into account, hence the LPV embedding can be conservative for the required control objectives. Hence, the objective of Scheduling Dimension Reduction (SDR) is to reduce this conservativeness, which can be achieved by taking into account a set of scheduling-variable trajectories associated with the expected closed-loop behavior of the system. In literature, based on this concept, several data-based methods have been proposed to reduce the scheduling dimension of LPV models. These methods only focus on the reduction of the number of scheduling-variables and not on the reduction of the amount of states (referred to as model reduction), for which also several methods exist, see e.g. [6]. Methods for reducing the amount of scheduling-variables based on data include methods based on Principal Component Analysis (PCA) [7], Kernel PCA (KPCA) [8] and Autoencoders (AE) [9]. While KPCA and the AE method use nonlinear mappings to construct the new scheduling-variable, showing improvement over the PCA method, they require an extra optimization step in order to synthesize an inverse transformation that enables the realization of the reduced LPV state-space model with affine dependency. Therefore, as a contribution of this paper, a novel method is developed, which like the AE method, proposed in [9], uses a Neural Network (NN) in order to perform SDR, but from which the matrices of the reduced LPV state-space model can directly be extracted. This avoids the use of a second optimization step, hence, leads to more optimal results. Moreover, addition of hidden layers in the encoding layer is proposed in order to allow to handle more complex scheduling mappings. This paper compares the developed Deep Neural Network (DNN) approach to the existing methods when the SDR methods are applied to a two-link robotic manipulator. The latter also represents a contribution of the paper as the existing PCA, KPCA and AE methods have not been thoroughly compared in the literature. Other methods for dimensionality reduction for LPV models, not relying on data, exist, where the LPV model is represented by a Linear Fractional Representation, see e.g. [10]–[12]. These methods were not considered in this work as they aim only to the reduction of the extracted Δ-block using a controllability/observability argument, not the reduction of the number of scheduling-variables.

The paper is structured as follows, in Section II a mathematical problem definition of the SDR problem will be given. Section III gives an overview of the existing SDR methods. In Section IV the developed DNN approach is explained. A comparison of the DNN and existing methods is given in Section V on the example of a two-link planar robot manipulator both in terms of the modeling error and achieved performance of the controller that is synthesized based on the reduced model. Finally, in Section VI conclusions on the given results are drawn.

Notation: The Frobenius norm of a matrix $A \in \mathbb{R}^{n \times m}$ is denoted by $\|A\|_F = \sqrt{\text{trace}(AA^\top)}$. The identity matrix of size $N$ is denoted by $I_N$. $A = \text{diag}(A_1, \ldots, A_n)$ denotes the block diagonal matrix $A$ with matrices $A_1$ to $A_n$ on the diagonal. For the matrix $M \in \mathbb{R}^{m \times n}$, $\text{vec}(M) \in \mathbb{R}^{m \cdot n}$.
denotes the vectorized form of the matrix $M$. The set \{1, 2, \ldots, N\} is denoted by $\mathbb{I}^N$. For a matrix $X$, $X_{i,j}$ denotes its element in the $i$'th row and $j$'th column, with $X_{i,*}$ and $X_{*,j}$ denoting the full $i$'th row and column, respectively. The notation $\text{col}(x_1, \ldots, x_n)$ denotes the column vector $\begin{bmatrix} x_1^T & \cdots & x_n^T \end{bmatrix}^T$.

II. PROBLEM DEFINITION

A. LPV Embedding

Consider a NL dynamical system with a state-space representation given by

$$\begin{align*}
\dot{x}(t) &= f(x(t), u(t)); \\
y(t) &= h(x(t), u(t));
\end{align*}$$

(1)

where $x(t) \in \mathbb{R}^{n_x}$ is the state variable associated with the considered state-space representation of the system, $u(t) \in \mathbb{R}^{n_u}$ is the input, and $y(t) \in \mathbb{R}^{n_y}$ is the output of the system. $f$ and $h$ are defined as functions $\mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \rightarrow \mathbb{R}^{n_x}$ and $\mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \rightarrow \mathbb{R}^{n_y}$ respectively, and assumed to be Lipschitz continuous. As considered in the LPV literature, embedding of (1) in an LPV representation, corresponds to constructing

$$\begin{align*}
\dot{x}(t) &= A(\rho(t))x(t) + B(\rho(t))u(t); \\
y(t) &= C(\rho(t))x(t) + D(\rho(t))u(t);
\end{align*}$$

(2)

where $\rho(t) \in \mathbb{R}^{n_\phi}$ is the scheduling-variable and there exists a function $\eta : \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \rightarrow \mathbb{R}^{n_\phi}$, called the scheduling mapping, such that $\eta(x(t), u(t)) = \rho(t)$. This proxy representation of (1) is used during control synthesis by confining the scheduling dependency, meaning that $\eta$ is affine, such that $\eta(x(t), u(t)) = \rho(t)$, with $\rho(t)$ a scheduling-variable.

B. Principal Component Analysis

For the PCA method is to extract the most significant directions, of which we have generated a set of nominal trajectories of the scheduling-variable $\rho(t) = \eta(x(t), u(t))$, based on the trajectories of the NL system, sampled at time instances $t = kT_s$, $k = 0, \ldots, N-1$, given by

$$\Gamma = \begin{bmatrix} \rho(0) & \cdots & \rho((N-1)T_s) \end{bmatrix},$$

(6)

with $\Gamma \in \mathbb{R}^{n_\phi \times N}$ and $D = \{\rho(kT_s)\}_{k=0}^{N-1}$. Moreover we introduce the shorthand notation $\rho(i) := \rho(i-1)T_s = \Gamma_{i,*}$, where $i \in [0, N-1]$. The trajectories in $\Gamma$ are then normalized by an affine function $\mathcal{N}$, such that each row of the data matrix varies in $[-1, 1]$, resulting in a normalized data matrix $\Gamma_n = \mathcal{N}(\Gamma)$. For all the discussed algorithms (also the DNN method in Section IV), it is assumed that the data matrix, and therefore also $\rho(i)$, is normalized, meaning that $\Gamma \equiv \Gamma_n$. Next, the algorithms of the considered SDR methods will be discussed.

B. Principal Component Analysis

One of the earliest works to perform SDR based on trajectory data makes use of PCA [7]. The core idea of the PCA method is to extract the most significant directions, principal components, of the scheduling-data $\Gamma$. For the PCA method, an SVD is done on $\Gamma$ in order to obtain the principal components, such that

$$\Gamma = [U_s \ U_t] \begin{bmatrix} \Sigma_s & 0 \\ 0 & \Sigma_t \end{bmatrix} \begin{bmatrix} V_s^T \\ V_t^T \end{bmatrix},$$

(7)

1While not explicitly written down for the discussed methods, the normalization transformation does have to be taken into account for the mapping $\mu$ (and $\mu^{-1}$) and during construction of $M(\phi)$.
where $U_q \in \mathbb{R}^{n_q \times n_o}$, $V_s \in \mathbb{R}^{N \times n_o}$ are unitary and $\Sigma_\phi \in \mathbb{R}^{n_q \times n_o}$ is positive diagonal, containing the highest $n_\phi$ singular values of $\Gamma$. $n_\phi$ can be chosen by the user to govern the complexity of the reduced model. Then, an approximation of the data matrix, denoted by $\hat{\Gamma}$, is given by $\hat{\Gamma} = U_q \Sigma_\phi V_s^\top \approx \Gamma$. The new reduced scheduling variable $\phi$ is then given by
\[
\phi(t) = \mu(\rho(t)) = U_s^\top \rho(t),
\]
and an approximation of the old scheduling variable $\rho$ is obtained via
\[
\hat{\rho}(t) = \mu^{-1}(\phi(t)) = U_s \phi(t).
\]
The matrices of the (scheduling dimension) reduced LPV system can then be constructed by using the relation $M(\phi) = \hat{M}(\hat{\rho})$ and \([9]\). For a more in-depth overview of the PCA method for SDR see \([7]\).

C. Kernel PCA

The next method discussed is the kernel PCA method \([8]\). A disadvantage of the PCA method is that it only seeks a linear mapping for $\mu$. The KPCA method extends the PCA method by allowing a nonlinear mapping. In the KPCA method, the data is nonlinearly mapped to a higher dimensional, so-called, feature space on which normal PCA is applied. This mapping into the feature space is denoted by $\Theta$. The covariance matrix is then given by
\[
\hat{C} := \frac{1}{N} \sum_{j=1}^{N} \Theta(\rho(j)) \Theta^\top(\rho(j)).
\]
The principal components are then computed, such that $\lambda_\ell \eta \ell = \hat{C} \eta \ell$ holds, where $\lambda_\ell$ is the $\ell$th eigenvalue and $\eta \ell$ is the $\ell$th eigenvector. By this method, we seek for a mapping to an appropriate feature space where PCA will result in the smallest number of components. The mapping $\Theta$ is a priori not known. In KPCA, the idea is to characterize the inner product of $\Theta$ with an a priori chosen kernel function, resulting in the kernel matrix
\[
K_{ij} = (\Theta(\rho(i))^\top \Theta(\rho(j))) = k(\rho(i), \rho(j)),
\]
where $K \in \mathbb{R}^{N \times N}$ and $k(\cdot, \cdot)$ is a nonlinear kernel function. Examples of the kernel function include, the sigmoid kernel $k(\rho(i), \rho(j)) = \tanh(\kappa(\rho(i) \rho(j)) + \ell)$, the radial basis function $k(\rho(i), \rho(j)) = \exp(-||\rho(i) - \rho(j)||^2 / \kappa^2)$ and polynomial kernel $k(\rho(i), \rho(j)) = (\rho(i)^\top \rho(j) + \ell)^\kappa$, where $\kappa$ and $\ell$ are hyperparameters chosen such that PCA can be accomplished with the lowest number of components given the structure of $k$. The data in the feature space is assumed to be centered, which is not always the case, therefore the centered kernel matrix is constructed as follows
\[
K_c = K - 1N_K - K1_N + 1N_K1_N,
\]
where $1_N \in \mathbb{R}^{N \times N}$ denotes the matrix with each element being $\frac{1}{N}$. The principal components of $K_c$ are then computed instead of $C$. Resulting, for non-zero eigenvalues, in
\[
\lambda_l \alpha_l = K_c \alpha_l,
\]
where $\alpha_l = \text{col}(\alpha_{l,1} \ldots \alpha_{l,N})$, with $\alpha_l = \sum_{i=1}^{N} \alpha_{l,i}\Theta(\rho(i))$, where each $\alpha_l$ (for $l \in \mathbb{N}^*$) is normalized by $1/\sqrt{\lambda_l}$. The new scheduling variable $\phi$ is then
\[
\phi_l(t) = \sum_{i=1}^{N} \alpha_{l,i} k(\rho(i), \rho(t)) \quad \text{for } l \in \mathbb{N}^*.
\]
The inverse mapping $\mu^{-1}$ for KPCA cannot be analytically constructed in general and hence a further optimization step is required. We refer the reader to \([14]\) for the details. Due to the difficulty constructing the inverse mapping and due to this mapping being nonlinear, the affine scheduling-variable dependent matrices $A, \ldots, D$ are constructed by solving the following optimization problem
\[
\min_{\{M_i\}_{i=1}^\rho} \mathcal{L} = \frac{1}{N} \sum_{j=1}^{N} \left\| M(\rho(j)) - \hat{M}(\phi(j)) \right\|_F^2,
\]
where $\phi(j) := \phi((j-1)T_s)$. See \([8]\) for a more in-depth overview of the KPCA method for SDR.

D. Autoencoder

The final method that will be discussed is the AE method \([9]\). The AE method like KPCA uses nonlinear functions for the mapping $\mu$. This method makes use of an AE NN, which is trained on the data set to construct the mappings $\mu$ and $\mu^{-1}$. Therefore it has as an advantage over KPCA that $\mu^{-1}$ is co-synthesized with $\mu$. Again, assume we have an LPV system given by \([2]\), and a data matrix given by \([9]\). The data matrix is fed into a two-layer AE NN, which consist of a single encoding layer (from $\rho$ to $\phi$) and a decoding layer (from $\phi$ to $\hat{\rho}$). On the first layer (the encoding layer), we have the following relation
\[
\phi(i) = h^{[1]} \left( W^{[1]} \rho(i) + b^{[1]} \right) \quad \text{for } i \in \mathbb{I}_N^1,
\]
where $h$ is called the activation function, with the weight matrix $W^{[1]} \in \mathbb{R}^{n_q \times n_o}$, and bias vector $b^{[1]} \in \mathbb{R}^{n_q}$. Examples of activation functions include the logistic sigmoid (logsig) function and hyperbolic function (tanh).

On the second layer, on the decoding side, we have the following relation
\[
\hat{\rho}(i) = h^{[2]} \left( W^{[2]} \phi(i) + b^{[2]} \right) \quad \text{for } i \in \mathbb{I}_N^1,
\]
where $W^{[2]} \in \mathbb{R}^{n_o \times n_q}$ and $b^{[2]} \in \mathbb{R}^{n_o}$. To train the AE, an optimization procedure is used to minimize the error between $\rho(i)$ and $\hat{\rho}(i)$ for $i \in \mathbb{I}_N^1$. This is done by solving the following optimization problem
\[
\min_{W^{[1]},b^{[1]},k=1,2} \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{N} \left( \Gamma_{i,j} - \hat{\Gamma}_{i,j} \right)^2.
\]
Additional terms can be incorporated into the cost function in order to reduce overfitting such as weight and/or sparsity.

\footnote{In general, the AE can have more than two layers, but as in \([9]\) this is not considered for this method in this work.}
where \( M_\phi \) is used as output of the network in order to directly construct \( W \). However, due to the nonlinear inverse mapping (20), again a separate optimization procedure is required as for the KPCA method, see Section III-C, specifically (15), to obtain the affine scheduling-variable dependent matrices \( \hat{A}, \ldots, \hat{D} \) of the reduced model. See [9] for a detailed explanation of the AE method for SDR.

IV. DEEP NN APPROACH

While the AE and KPCA approaches have the benefit of using nonlinear mappings for the reduction, they still require an extra optimization step in order to obtain the matrices of the reduced LPV state-space model. However, the impact of this second optimization step, characterizing the model approximation error, is not taken into account in the synthesis of \( \phi(t) \). Hence, as the contribution of this paper, a new method is developed which, like the AE method, uses an NN in order to construct the mapping \( M(\rho) \) is used as output of the network in order to directly construct the matrices of the reduced LPV model. In this way, the synthesis of \( \phi(t) \) and the state-space matrices associated with it are co-determined under optimal approximation of \( M(\rho) \) on \( D \). Furthermore, (multiple) hidden layers are used in the encoding layer of the network, which allows to capture more complex mappings. Assume we have an LPV system given by (2) and a data matrix given by (6), for this method called the input data matrix. Moreover assume we have another data matrix, the output data matrix, given by

\[
\Lambda = \begin{bmatrix} M_\phi(\rho_{(1)}) & \cdots & M_\phi(\rho_{(N)}) \end{bmatrix},
\]

where \( \Lambda \in \mathbb{R}^n \times N \), with \( n = m \cdot n \), and where

\[
\hat{M}_v(\rho) = \text{vec} \left( \sum_{i=1}^{n_v} M_i(\rho) \right) = \sum_{i=1}^{n_v} \text{vec} \left( M_i \right) \rho_i.
\]

The input data matrix is fed into the input layer of the NN, for which holds that

\[
l^{[1]}_{(i)} = h^{[1]} \left( W^{[1]} \rho_{(i)} + b^{[1]} \right) \quad \text{for } i \in \mathbb{I}_1^N,
\]

where \( l^{[1]} \in \mathbb{R}^{n_{1,v}} \) is the ‘output’ of the first hidden layer, with the weight matrix \( W^{[1]} \in \mathbb{R}^{n_{1,v} \times n_{1,v}} \), and bias vector \( b^{[1]} \in \mathbb{R}^{n_{1,v}} \). For the second hidden layer till the \((g-1)\)th hidden layer (where \( g \) denotes the number of hidden layers), we have the relation

\[
l^{[k]}_{(i)} = h^{[k]} \left( W^{[k]} l^{[k-1]}_{(i)} + b^{[k]} \right) \quad \text{for } k \in \mathbb{I}_1^{g-1}, \text{ and } i \in \mathbb{I}_1^N,
\]

where \( l^{[k]} \in \mathbb{R}^{n_{1,k}} \) is the ‘output’ of the \( k \)’th hidden layer, with the weight matrix \( W^{[k]} \in \mathbb{R}^{n_{1,k} \times n_{1,k}}, \) and bias vector \( b^{[k]} \in \mathbb{R}^{n_{1,k}} \). For the \( g \)’th hidden layer, i.e. the final hidden layer, we have

\[
\phi_{(i)} = h^{[g]} \left( W^{[g]} l^{[g-1]}_{(i)} + b^{[g]} \right) \quad \text{for } i \in \mathbb{I}_1^N,
\]

with weight matrix \( W^{[g]} \in \mathbb{R}^{n_{1,g} \times n_{1,g-1}} \), and bias vector \( b^{[g]} \in \mathbb{R}^{n_{1,g}} \). Together, equations (23)-(25) make up the encoding layer of the NN and hence make up the mapping \( \mu : \mathbb{R}^{n_o} \rightarrow \mathbb{R}^{n_v} \). While many different activation functions (as in the AE case) can be used in the encoding layer, we propose to use Rectified Linear Unit (ReLU) activation functions, given by \( h(x) = \max(0, x) \). Deep neural networks using ReLU functions have been proven to be universal function approximators [15] with favorable benefits during training (stable non-vanishing gradient propagation). Moreover, ReLU functions have computational benefits, as their expression can be evaluated quickly and because they introduce sparsity in the network (as some neurons in a particular layer can be zero). Finally, we have the matrix mapping layer, which is the final layer in the network. Before giving the relation we first define the vector

\[
\hat{M}_v(\phi) = \text{vec} \left( \sum_{i=1}^{n_v} \hat{M}_i(\phi) \right) = \sum_{i=1}^{n_v} \text{vec} \left( \hat{M}_i \right) \phi_i,
\]

where \( \hat{M}_v(\phi) = \text{col} \left( \hat{M}_{v,1}(\phi), \hat{M}_{v,2}(\phi), \ldots, \hat{M}_{v,v}(\phi) \right) \in \mathbb{R}^{n_v} \). The final layer is then given by

\[
\hat{M}_v(\phi_{(i)}) = W^{[g+1]} \phi_{(i)} + b^{[g+1]} \quad \text{for } i \in \mathbb{I}_1^N,
\]

where \( W^{[g+1]} \in \mathbb{R}^{n_v \times n_o} \) with bias vector \( b^{[g+1]} \in \mathbb{R}^{n_v} \). Note that the matrix mapping layer does not use any activation functions, this is done such that the required affine relation between the reduced scheduling-variables and the (vectorized) reduced LPV system matrices is obtained. The encoding layer, (23)-(25), together with the matrix mapping layer, (27), make up the full NN. The full NN structure is also depicted in Fig. 1. To reconstruct the state-space matrices of the reduced LPV model, we can use (26) and (27) to obtain
the relations
\[
\mathbf{W}_g^{[g+1]} = \mathbf{W}_g^{[g+1]}; \\
\begin{bmatrix}
\mathbf{M}_0 \\
\mathbf{M}_1 \\
\vdots \\
\mathbf{M}_{n_g}
\end{bmatrix} = \mathbf{W}_g^{[g+1]}.
\] (28)

The weights and biases of the layers of the DNN are trained by solving the following optimization problem
\[
\min_{\mathbf{W}_{[1], b_{[1]}, \ldots, g+1}} \frac{1}{N} \sum_{j=1}^{N} \left\| \mathbf{M}(\rho_{(j)}) - \hat{\mathbf{M}}(\phi_{(j)}) \right\|_F^2,
\] (29)

This optimization problem can then be solved by means of a backpropagation algorithm [16] in combination with a gradient descent algorithm, such as Stochastic Gradient Descent (SGD), Adam [17], or AdaBound [18]. Like in the AE method, in order to reduce overfitting, regularization techniques can be used such as regularization on the weights, sparsity regularization. Moreover, if multiple hidden layers are used in the encoding layer, regularization techniques such as dropout [19] can be used to also reduce overfitting. Based on the above given considerations, implementation of (29) was developed in Python using Keras [20].

V. RESULTS

In this section the methods discussed from Section III and Section IV are compared on the LPV modeling and control design problem of a two-link planar robot manipulator [21].

A. Robot Manipulator

The robot manipulator can be described using the following equation of motion
\[
\mathbf{M}(\mathbf{\tau}(t), \mathbf{q}(t)) \ddot{\mathbf{q}}(t) + \mathbf{C}(\mathbf{\dot{q}}(t), \mathbf{\dot{q}}(t)) + \mathbf{g}(\mathbf{q}(t)) = n\mathbf{\tau}(t),
\] (30)

where \( \mathbf{q}(t) = \text{col}(\mathbf{\tau}(t), \mathbf{\tau}(t)) \) are the angles, \( \mathbf{\tau}(t) = \text{col}(\mathbf{\tau}(t), \mathbf{\tau}(t)) \) the motor torques and
\[
\mathbf{M} = \begin{bmatrix} a & b \cos(\mathbf{\tau}(t)) \\ b \cos(\mathbf{\tau}(t)) & c \end{bmatrix},
\]
\[
\mathbf{C} = \begin{bmatrix} b \sin(\mathbf{\tau}(t)) \mathbf{q}_2(t)^2 + f_\mathbf{q}_1(t) \\ -b \sin(\mathbf{\tau}(t)) \mathbf{q}_2(t)^2 + f_\mathbf{q}_2(t) - f_\mathbf{q}_1(t) \end{bmatrix},
\]

where \( \cos(\mathbf{\tau}(t)) = \cos(\mathbf{\tau}(t) - \mathbf{\tau}(t)) \) and \( \sin(\mathbf{\tau}(t)) = \sin(\mathbf{\tau}(t) - \mathbf{\tau}(t)) \). The values of the (physical) parameters of the robot manipulator are given in Table I. The equations of motion (30) can be rewritten in a nonlinear state-space form (1), resulting in
\[
\begin{align*}
\dot{x}(t) &= \mathbf{M}(x_1(t))^{-1} \left( n\mathbf{\tau}(t) - \mathbf{C}(x_1(t), x_2(t)) + \mathbf{g}(x_1(t)) \right); \\
y(t) &= \begin{bmatrix} I_2 & 0 \end{bmatrix} x(t);
\end{align*}
\] (31)

where \( x(t) = \text{col}(x_1(t), x_2(t)) = \text{col}(\mathbf{q}, \dot{\mathbf{q}}(t)) \) and \( u(t) = \text{col}(\mathbf{\tau}(t), \mathbf{\tau}(t)) \).

B. LPV Model

The LPV model of the robot manipulator, based on the LPV model in [21], is given by
\[
\begin{align*}
\dot{x}(t) &= A(\rho(t)) x(t) + B(\rho(t)) u(t); \\
y(t) &= C x(t) + D u(t);
\end{align*}
\] (32)

where
\[
A(\rho) = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 \\
-cd\rho_3 & -be\rho_1 & \rho_5 & b\rho_3 \\
-bd\rho_7 & ae\rho_3 & \rho_9 & \rho_{10} \end{bmatrix},
\]
\[
B(\rho) = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\
cn\rho_1 & -bm\rho_2 \\
-bm\rho_2 & an\rho_1 \end{bmatrix},
\]
\[
C = [I_2 \\ 0],
\]
\[
D = 0.
\] (33)

The scheduling map (only depending on the states) is \( \eta : \mathbb{R}^4 \rightarrow \mathbb{R}^{10} \), which is given by
\[
\eta(x) = \begin{bmatrix} 1/h \\ \cos(\Delta(t))/h \\ \sin(\Delta(t))/h \\ \cos(\Delta(t)\,\sin(x_1)/h \cr (-b^2\sin(\Delta(t)\,\sin(x_1) - (c + b\cos(\Delta(t))/h) \\ (-c\sin(\Delta(t)\,\sin(x_1) + \cos(\Delta(t)/h) \\ \sin(x_2)/h \\ \cos(\Delta(t)\,\sin(x_2)/h \cr (ab\sin(\Delta(t)\,\sin(x_1) + f(a + b\cos(\Delta(t))/h) \\ (b^2\sin(\Delta(t)\,\sin(x_1) - f(a + b\cos(\Delta(t))/h \cr /h \end{bmatrix},
\] (34)

where \( h = ac - b^2(\cos(\Delta))^2 \).

C. Scheduling Dimension Reduction

In order to perform SDR on (32), a data set is required containing a set of typical trajectories of the scheduling-variables. As the reduced LPV models will be used for controller synthesis and as the objective of the controller will be reference tracking, the to be followed reference trajectory is used as data set, see ‘Reference 1’ in Fig. 4. To obtain the trajectories of the scheduling-variables, the mapping in (34) is used. Note, that while not displayed in Fig. 4 the angular velocities corresponding to the reference trajectory are also required and used to obtain the data set. For the KPCA method, a sigmoid kernel is chosen with hyperparameters \( \kappa = 0.1 \) and \( \iota = 0.1 \). For the AE method, logsig functions are used for both the decoding and encoding layer activation functions. Furthermore weight regularization is added with a coefficient of \( 1e-5 \) and sparsity regularization is added with a coefficient of 0.5. Moreover, for implementation and training of the AE based method the Autoencoder class from the MATLAB Deep Learning Toolbox was used. For the DNN approach, the AdaBound [18] gradient descent method is used for training. For the encoding layer of the DNN approach, one hidden layer is used with 5 neurons and, as mentioned, ReLU functions are used as activation functions in the encoding layer. Moreover, for the DNN method, weight regularization was added with a coefficient

| Parameter | Value |
|-----------|-------|
| a         | 5.6794|
| b         | 1.473 |
| c         | 1.7985|
| d         | 0.4   |
| e         | 0.4   |
| f         | 2     |
| n         | 1     |
of $1e-6$. The hyperparameters for each method were chosen such that their respective cost function were minimal.

D. LPV Controller Design

For the controller design, a generalized plant is constructed, equivalent with the one used in [8], in order to achieve reference tracking of $x_1$ and $x_2$ (i.e. the two angles, $q_1$ and $q_2$). The generalized plant is shown in Fig. 2 where $r$ is the reference signal and $d$ the input disturbance and $z_1$, $z_2$ are performance channels. An affine ($L_2$) LPV controller is synthesized, on the basis of the method in [22], which minimizes the $L_2$-gain from disturbance to performance channel. This synthesis procedure is then performed with the reduced plants ($G$ in Fig. 2) resulting from the various SDR techniques. The resulting $L_2$-gains for the different controllers can be found in Table III. The weighting filter $W_1$ is chosen to include low-pass characteristics on both channels in order to ensure good tracking performance at low frequencies, while $W_2$ is chosen as a constant gain for both channels in order to limit the motor torques. The weighting filter $W_3$ is chosen as a true low-pass filter on both channels. The exact transfer functions applied in Fig. 2 are given in Table IV.

E. Results

1) Modeling error: The approximation error, in terms of average squared Frobenius norm (see (15)), of the reduced LPV models is compared for various reductions to a scheduling size $n_\phi$. These results are given in Fig. 3. From the results it can be concluded that the new developed DNN method results overall in the best performance for all the considered scheduling sizes. Due to directly optimizing the average squared Frobenius cost using the developed DNN method, instead of needing an extra optimization step as in the KPCA or AE method, a lower cost can be achieved. Moreover, the scaling to larger scheduling dimensions is also better with the developed DNN method compared to the other methods.

2) LPV controller performance: The controllers resulting from the synthesis on the reduced LPV models (with $n_\phi = 1$) are interconnected with the nonlinear model of the robot arm and the tracking performance is evaluated. The tracking performance of the various resulting controllers is evaluated for three reference trajectories. The first reference trajectory (reference 1) is the reference trajectory also used to construct the data set. The second reference trajectory (reference 2) is constructed to have similar ‘behaviour’ as reference 1, while still being different from the first reference. Reference 2 is used to analyze if the methods overfit. Finally, the third reference trajectory (reference 3) consists of a square wave trajectory for $q_1$ and $q_2$ kept at zero. Reference trajectory 3 has different ‘behavior’ compared to reference 1 and 2 (hence not present in the data used for SDR) and is used to analyze the robustness of the methods. Shown in Fig. 3 are the simulation results for the considered reference trajectories using the resulting controllers (i.e. using various SDR techniques). It is apparent from these figures that for this example the methods all result in trajectories that are close together. Therefore, the $L_2$-gains for the different controllers is also computed/approximated based on the simulation data, i.e.

$$\gamma = \frac{\sqrt{\int_0^T |z(t)|^2 dt}}{\sqrt{\int_0^T |w(t)|^2 dt}} \approx \frac{\sqrt{\sum_{k=0}^T |z(kT_s)|^2}}{\sqrt{\sum_{k=0}^T |w(kT_s)|^2}},$$

where $z(t) = \text{col}(z_1(t), z_2(t))$, $w(t) = \text{col}(r(t), d(t))$ (see Fig. 2) and $T$ is the end-time of the simulation. The $L_2$-gains based on the simulation data, computed using (35), for each of the different reference trajectories are given in Table IV. From the computed $L_2$-gains it is clear that the DNN method provides overall the best controller performance. An additional benefit of the proposed DNN method is that due to the use of ReLU activation functions, the mapping $\mu$ from $\rho(t)$ to $\phi(t)$ can be computed faster compared to the AE method proposed in [9] and the KPCA methods, which use more complex nonlinear functions. This makes the DNN method also better suited for realtime implementation.

---

**Table II**

| Weighting Filter | $W_1(s)$ | $W_2(s)$ | $W_3(s)$ |
|-----------------|-----------|-----------|-----------|
| Transfer Function | $\frac{(5 \cdot 10^{-1})s + 5}{s + (5 \cdot 10^{-7})}$ | $3 \cdot 10^{-3}$ | $1 \cdot 10^3$ |

**Table III**

| SDR method | PCA | KPCA | AE | DNN |
|------------|-----|------|----|-----|
| $L_2$-gain | 1.25 | 1.26 | 1.25 | 1.24 |

---

3) $W_3$ is included because the synthesis procedure requires the relation from the control input to the state of the generalized plant to be independent of the scheduling-variable.

4) All the weighting filters are block diagonal with on the diagonal the same transfer function for both channels.

---

Fig. 2. Generalized plant for controller synthesis.

Fig. 3. Average squared Frobenius Norm cost for different scheduling sizes ($n_\phi$) using PCA (---), KPCA (---), AE (---), DNN (---).
dependencies (such as rational) needs to be investigated. Moreover, the influence of different approximation error cost functions, such as $\mathcal{H}_\infty$/H$_2$ based error in terms of the local frequency responses, needs to be investigated as currently only Frobenius norm based cost functions on the matrix variations have been used.
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VI. CONCLUSION

In this paper a novel SDR method, that uses deep neural networks in order to perform the reduction, has been introduced. The DNN has as a benefit that it directly optimizes the approximation error (squared Frobenius norm in this case) and directly gives the matrices of the reduced LPV model whereas for the KPCA and AE method an additional optimization step is required. Furthermore, as suggested in this paper, using a deep encoding layer with ReLU functions in the DNN method allows for better approximation of more complex scheduling maps while still being able to compute the output of the encoding layer fast and efficiently. From the results on the two-link robotic arm example it can also be concluded that the developed DNN method results in an improved representation (of the matrix variations) of the original model (in terms of average Frobenius norm squared) and results in improved tracking performance when the (reduced) LPV model is used for synthesis compared to the current methods. While an affine scheduling dependency is considered in this paper, many nonlinear models can be embedded in LPV models with less conservativeness by considering a different scheduling dependency, such as a rational dependency. Hence, for future research, the possibility of applying SDR to LPV models with other scheduling

---

**TABLE IV**  
$L_2$-GAIN PERFORMANCE OF LPV CONTROLLERS IN SIMULATION USING THE DIFFERENT SDR TECHNIQUES WITH $n_\phi = 1$.

|       | PCA   | KPCA  | AE     | DNN   |
|-------|-------|-------|--------|-------|
| Ref. 1| 0.9466| 1.188 | 0.9532 | 0.9062|
| Ref. 2| 0.9564| 0.9109| 0.9088 | 0.8834|
| Ref. 3| 2.044 | 1.333 | 1.511  | 1.500 |

---

**Fig. 4.** Tracking performance of LPV controllers w.r.t. reference $q_1$ (---) and $q_2$ (---) using the SDR techniques with $n_\phi = 1$, using PCA ( ), KPCA ( ), AE ( ), DNN ( ).