AutoDisk: Automated Diffraction Processing and Strain Mapping in 4D-STEM
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Abstract
Development in lattice strain mapping using four-dimensional scanning transmission electron microscopy (4D-STEM) method now offers improved precision and feasibility. However, automatic and accurate diffraction analysis is still challenging due to noise and the complexity of intensity in diffraction patterns. In this work, we demonstrate an approach, employing the blob detection on cross-correlated diffraction patterns followed by lattice fitting algorithm, to automate the processing of four-dimensional data, including identifying and locating disks, and extracting local lattice parameters without prior knowledge about the material. The approach is both tested using simulated diffraction patterns and applied on experimental data acquired from a Pd@Pt core-shell nanoparticle. Our method shows robustness against various sample thicknesses and high noise, capability to handle complex patterns, and picometer-scale accuracy in strain measurement, making it a promising tool for high-throughput 4D-STEM data processing.

Introduction
The structural deformation in materials is closely related to their mechanical, electronic, and chemical properties [1–5]. Strain measurement that probes the structural deformation can offer insights on how the structure is related with materials properties. To determine the strain, methods based on a variety of diffraction and spectroscopic techniques have been developed, including neutron scattering [6], Raman spectroscopy [7], X-ray powder diffraction [8], and X-ray absorption spectroscopy [9]. However, it is still challenging to measure strain and map its distribution in nanosized structures such as those in electronic devices or nanoparticle catalysts, where sub-nanometer spatial resolution is critical [10,11]. To this end, electron diffraction taken using a confined electron probe, performed in a transmission electron microscope (TEM), is promising as it offers both high precision and high spatial resolution in structure characterization, and feasibility to measure strain at the nanometer scale [12–14]. Recently, with the development in four-dimensional scanning transmission electron microscopy (4D-STEM), a technique that uses high speed electron cameras to capture two-dimensional diffractions as the electron probe is raster scanned on the sample [15–17], the advantage of electron diffraction method has become more obvious. By measuring reciprocal lattice using the diffraction pattern, the structure and strain in each probe position can be determined and mapped [18,19]. Compared with direct strain measurements on images taken in real space [20], including geometric phase analysis [13] and peak pairs analysis [20,21], 4D-STEM can be applied over a large area, on a variety of materials, and with less constraint in the local crystal orientation [16]. As a result, strain mapping using 4D-STEM has now been widely applied in electronic devices [22], structural materials [23], in-situ deformed samples [24,25], and two-dimensional materials [26].

In the 4D-STEM method, the accuracy in locating diffraction disks determines the ultimate precision in strain measurement. Positions of the diffraction disks are also the basis of other analyses such as symmetry and phase mapping, which rely on quantifying the intensity and its
distribution in individual diffraction disk. Many algorithms have been developed to identify disks in a diffraction pattern, including cross-correlation based algorithms using a different filters [27–31], edge detection [30], exit-wave power cepstrum based method [32], and template matching approaches with patterned probe imprinted in the TEM aperture [33]. After the diffraction disks are detected, peak fitting by center of mass (CoM) and two-dimensional (2D) Gaussian-fitting algorithms can be easily applied to identify disk centers [26,31,32]. Circular Hough transform can also be applied to extract circular features during disk position detection [11,34], which performs well on locating disks, though sensitive to background noise. In spite of these technical development, diffraction analysis in 4D-STEM remains challenging due to the following reasons. First, with the improved acquisition rate in 4D-STEM, data sets of more than 100 thousand diffraction patterns can be recorded within minutes, with typical data sizes of tens to hundreds of GB, rendering any time-consuming manual data-labeling not feasible. Within each diffraction pattern, the intensity variation in individual diffraction disks greatly limits the accuracy to locate the disk centers, especially when the diffraction disks are large. To improve the accuracy, optimization method such as circle fitting has been developed but hindered by the expensive computational cost [28]. These challenges are exacerbated when 4D-STEM is applied to beam-sensitive materials such as 2D structures, metal–organic frameworks, and zeolites. An automatic, accurate, and robust approach for diffraction analysis is necessary.

Here, we show a workflow to automatically determine diffraction disk positions from diffraction patterns in 4D-STEM, compute local lattice parameters, and map strain distributions with high precision. The automatic disk registration (AutoDisk) method detects diffraction disks in each independent pattern, refines their positions to minimize errors due to intensity variation, and optimizes the position estimation by fitting these disks with a 2D lattice. Local lattice parameters and distortion in real space can then be measured based on the information on the reciprocal lattice. Meanwhile, this entire approach requires neither prior knowledge of the material structure nor any manual intervene to measure the local lattice parameters from a 4D data set, therefore one noteworthy advantage is that the automation can avoid inconsistency due to human interactions in strain mapping methods. The precision of AutoDisk and its robustness against noise are demonstrated by applying AutoDisk to both simulated diffraction patterns using Bloch wave method [35] and by mapping the strain of a Pd@Pt core-shell octahedral nanoparticles.

Method

Experiment

In 4D-STEM (Fig. 1a), an electron probe is rasterized across the specimen, convergent beam electron diffraction (CBED) patterns form and are captured at the back-focal plane. The 4D-STEM experiment is performed in an aberration corrected Thermo Scientific Titan STEM operated at 200 kV. CBED patterns were acquired using an EMPAD [36] detector. The 4D data sets consist CBED patterns from all probe locations. In strain mapping of the Pd@Pt octahedral nanoparticles (Fig. 1b), a calibrated semi-convergence angle of 4.26 mrad is used, corresponding to a probe size of 0.9 nm in diameter. A typical 4D data set, taken with the nanoparticle tilted along the Pd[110] zone axis, contains 256 × 256 diffractions, corresponding to an area of 59 × 59 nm in size. The CBED patterns are recorded with 128 × 128 pixels in frame size at the acquisition rate of 1000 frames/second (fps). In the 4D data set, each CBED pattern contains a center disk (000) and diffraction disks with the indices shown in Fig. 1c. The reciprocal lattice in the diffraction pattern
can be represented by two basis vectors from the center disk to a pair of non-colinear first-order disks; here, the two basis vectors $\vec{a}$ and $\vec{b}$ are labeled as (000) to (111) and (111).

**Diffraction Analysis**

Our approach for data analysis is implemented in python and all the source code, as well as the sample data, are released on GitHub. Functions from packages including NumPy [38], OpenCV [39] and Matplotlib [40] were used to read, process and visualize the images and results. Scikit-image [41], an open-source library with a collection of algorithms for image processing, was applied for methods used in disk detection. A demo tutorial is also provided as a Jupyter Notebook to illustrate each step in the process.

**Automation in Diffraction Analysis**

In general, the automated diffraction analysis includes disk detection, refinement, reciprocal lattice fitting and optimization. Diffraction disks in a CBED pattern have a size and shape defined by the probe forming aperture in STEM. Lens aberration and structure distortion of the sample may cause shape distortion in high-order diffraction disks that are away from the optical axis. Thus, to eliminate the error caused by the distortion in the diffraction patterns on pattern

---

**Fig. 1.** (a) A schematic of 4D-STEM. (b) A high-angle annular dark-field (HAADF) STEM image of a Pd@Pt core-shell nanoparticle. (c) The indexed diffraction pattern from the nanoparticle in (b) with two basis lattice vectors marked as $\vec{a}$ and $\vec{b}$ used for diffraction analysis.
identification, the shape and radius of the diffraction disk are determined from the center disk of a pattern taken over vacuum or an average of a stack of patterns. The edge of the center disk is detected by taking the maximums of the second derivative of its intensity, the detected radius of this disk edge is recorded as $r_0$. All the diffraction disks in the same dataset are identified and located initially based on this shape and radius. After the disks are first identified, we fit the positions of the disks with a 2D lattice defined by two basis vectors, which are those from the zero-order disk to its nearest first-order disks. Lattice parameters in the reciprocal space are then estimated by optimizing basis vectors. Finally, the local lattice parameter in real space is calculated based on the reciprocal lattice measured at each probe position. The deviation of local lattice from a reference lattice is utilized to map the normal and shear strain. Each step in this analysis is detailed in the following sections.

**Automated Diffraction Disk Detection**

The diffraction analysis is started with disk detection, in which the number and positions of diffraction disks on a CBED pattern are estimated. To improve visibility of the disk edges, a new pattern is generated using the square root of its intensities. Gaussian blur can be applied to denoise the images if the background is noisy. Then we cross-correlate the sub-areas of the diffraction pattern with a ring filter, as shown in Fig. 2a, to transform each diffraction disk into a plate with a bright center blob (Fig. 2b) in the cross-correlation map. The new map will be used later to determine the center of each diffraction disk. Here, to reduce the detection error caused by skewed intensities along the disk edges, the radius of the ring filter $r_f$, is chosen to be slightly smaller than $r_0$, the radius of the center disk, as represented in Eqn. 1,

$$r_f = c \times r_0$$

where $c$ is a coefficient between 0 and 1. The selection of $c$ affects the size of the blob feature in the cross-correlated pattern, a value slightly lower than 1 used in the ring filter would make the center area of each disk relatively uniform, especially when large intensity variation exists inside the diffraction disks. By comparing the disk detection results (Fig. 3c) with those derived directly from the diffraction pattern without the ring filter (Fig. 3b), we show applying the ring filter can greatly improve the accuracy of the disk detection.

**Fig. 2.** The schema of the disk center detection. (a) The original CBED Pattern and the ring filter with radius $r_f$ used for cross-correlation. (b) The cross-correlated pattern of (a). (c) A detected center blob with LoG filters in the selected area of (b). (d) RGM method applied on the detected disk with red and blue circles as interior and exterior circles, respectively. (e) The refined center of one disk and the rim of the disk with radius $r_0$, marked in the white dashed curve.
After cross-correlation, we apply a blob detection with Laplacian of the Gaussian (LoG) filters to calculate the coordinates of the disk centers [42,43]. The LoG filter is a feature extractor in computer vision, which is widely used for blob detection, written as Eqn. 2. The \(x\) and \(y\) are pixel coordinates and \(\sigma\) is the scale related to \(r_0\) defining the size of the blobs. Specifically, each cross-correlated pattern is convolved with scale-normalized LoG filters to build a scale-space representation. The Laplacian is maximum for the circle of radius at about 0.5\(r_0\), a half of the estimated radius of the center blobs. The local maxima on the filtered pattern represents the detected blob centers, and the coordinate of each center is used as our first estimate of the center position of each diffraction disk, shown in Fig. 2b and Fig. 2c. Then, a list of coordinates of disk center positions is detected and stored in the set of \(p_1\) from this step.

\[
\text{LoG}(x, y) = -\frac{1}{\pi\sigma^4} \left[ 1 - \frac{x^2 + y^2}{2\sigma^2} \right] e^{-\frac{x^2+y^2}{2\sigma^2}}
\]

(2)

For a diffraction pattern consisting of diffraction disks with strong uniform internal intensity, the disk locations in \(p_1\) already have an accuracy at the picometer-scale. However, the accuracy can be influenced by noise and intensity variation inside the diffraction disks. At high noise level, the center detection can have huge errors. Also, with large intensity fluctuation in a diffraction disk, the detected center would shift from the geometric center to the area with higher intensities. Fig. 3b and 3c show a comparison between a LoG blob detection on the original pattern and on its cross-correlated pattern. As mentioned above, the cross-correlation using a ring filter can improve the detection accuracy. However, the disk positions detected in Fig. 3c still show some noticeable errors. To improve the accuracy, a further refinement is necessary.

To account for the effect of the intensity variation and the background noise, we adapt the basic algorithm behind the radial gradient maximization (RGM) method developed by Müller et al [28] and modified it to better work with diffraction disks with intensity variation. This method distinguishes disks from the background by maximizing the intensity gradient in the radial direction of each detected disk and has been shown to improv on the accuracy in detecting the disk centers [28,30,44]. Therefore, after the blob detection, candidate pixel coordinates within a square window of \(M \times M\) pixels in sizes around each position in \(p_1\) are assigned as the centers of concentric rings with radius from 0.8\(r_0\) to 1.2\(r_0\), illustrated in Fig. 2d. To calculate the radial gradient, we subtracted the sum of the mean intensities of the exterior circle with radius from 1.0\(r_0\) to 1.2\(r_0\) from that of each interior circle with radius from 0.8\(r_0\) to 1.0\(r_0\), and save it as weight \(w\). In most cases, the higher the radial gradient is, the closer the chosen coordinate is to the true center of the diffraction disk. A new center coordinate set \(p_2\) therefore replaces \(p_1\) after this refinement. With high noise, a threshold related to the signal-to-noise ratio (SNR) of the original pattern can be used to filter out wrongly detected disks. Only when the radial gradient of a detected disk exceeds the threshold, this corresponding diffraction disk would be recognized.
Fig. 3. A comparison of the accuracy of disks detection using different methods. (a) An experimental CBED pattern from the Pd@Pt nanoparticle. (b) Disk positions determined by LoG blob detection on the original diffraction pattern. (c) Disk positions detected by the center blob detection on the cross-correlated pattern. Based on the disk positions estimated in (c), (d) and (e) show the refined positions by CoM and the modified RGM method, respectively.

After refinement using RGM, the accuracy is further improved (Fig. 3e), compared with results using only blob detection in Fig. 3c. We also compared CoM [23,26,31], another commonly used refinement in peak detection, with RGM. Results in Fig. 3d are CoM refined disk positions. It’s clear that with large diffraction disks, RGM refinement outperforms CoM.

**Lattice Fitting**

The positions of disks in a diffraction pattern from a single crystal are on a two-dimensional (2D) lattice, which is the 2D projection of the 3D reciprocal lattice of the crystal. The 2D lattice can be represented by two non-parallel basis vectors. Here a lattice fitting algorithm is designed to automatically fit the positions of the detected disks in a 2D reciprocal lattice. With calculation and refinement, the corresponding lattice in the real space can then be determined with high precision.

To define a 2D lattice, two basis vectors ($\vec{a}$ and $\vec{b}$) are determined in a diffraction pattern. As shown in Fig. 4, the vector from the center disk to its nearest neighbor is firstly defined as the basis vector, $\vec{a}$ (Fig. 4b) and the coordinates of the detected disks in $p_2$ are then transformed from the default coordinate system ($X_0$, $Y_0$) to a new system ($X_I$, $Y_I$) centered at the center disk to align $\vec{a}$ with the $X_I$ direction, which is also defined as the horizontal direction in the later analysis. The disk positions represented in the new coordinate system are now $p_3$. 
Fig. 4. A scheme of the lattice fitting algorithm. (a) All detected disk positions in $p_2$ are labeled in orange on the original diffraction pattern except the center disk marked in yellow. (b) $\vec{a}$ is defined as the vector from the center disk (colored in yellow) to its nearest neighboring disk (colored in blue). (c) All coordinates are transformed so that $\vec{a}$ is along the $X_1$ direction in the new coordinate system, and $\vec{a}$ is refined as the average distances between two horizontally neighboring disks. (d) The vector from the center disk to its non-horizontal nearest neighbor (colored in green) is assigned as the initial $\vec{b}$ and a hypothetical lattice is generated and labeled in black. (e) $\vec{b}$ is optimized by minimizing the deviations between the artificial lattice points and the detected disk positions. (f) The final disk positions labeled on the original diffraction pattern.

After the coordinate transformation, $\vec{a}$ should have a non-zero $x$ component while its $y$ component being 0 (Fig. 4c), represented as $\vec{a} (x_a, 0)$. Here, $x_a$ should be the average Euclidean distance between all horizontally neighbored diffraction disks. Therefore, all coordinates in $p_3$ are grouped based on their proximity in $y$ components. Positions with similar $y$ are in the same group. After grouping, a refinement on the rotation angle $\tilde{\theta}$ is performed using Eqn. 3 where $n$ is the total number of horizontally neighboring pairs and $(\Delta x, \Delta y)$ is the corresponding vector from the left point to the right one. We then rotate the coordinates of disks in $p_3$ by $\tilde{\theta}$ and update the coordinates to $p_4$.

$$\tilde{\theta} = \frac{1}{n} \sum_{i=1}^{n} \tan^{-1} \left( \frac{\Delta y}{\Delta x} \right)$$  \hspace{1cm} (3)$$

From $p_4$, a weighted average of the $y$ values of each group is calculated using Eqn. 4, with the weights, $w$, being the radial gradient calculated from the previous RGM refinement. For example, in the group $k$, the $y$ values of its members from 1 to $n$ are assigned to $y_k$, $w_{ki}$ is the weight of each position in the group.

$$y_k = \frac{1}{\sum_{i=1}^{n} w_{ki}} \sum_{i=1}^{n} w_{ki} y_i$$  \hspace{1cm} (4)$$
\[ y_k = \frac{1}{\sum_{i=1}^{n} w_{ki}} \sum_{j=1}^{n} w_{kj} \cdot y_j \]

At the same time, the lattice vector \( \vec{a}(x_a, 0) \) is refined using the average spacing between every neighboring position in the horizontal direction. If there is a missing lattice point, the distance of two neighboring disks close to that point would be far greater than the average; if there is a wrongly detected disk, for example, due to high noise, the distance between its neighbors would also be far off. Thus, only the spacing with values between the two limits defined by the Tukey’s rule \([45]\) are counted, represented in Eqn. 5 where \( C_U \) and \( C_L \) are the upper and lower limits respectively, while \( Q1 \) and \( Q3 \) are the first and the third quantiles (25\(^{th}\) and 75\(^{th}\) percentiles) of the distance values. Then, since the horizontal lattice vector has only the \( x \) component, the average spacing between each pair of neighbors is the magnitude of the first basis vector \( \vec{a} \).

\[
\begin{align*}
C_U &= Q3 + 1.5 \cdot (Q3 - Q1) \\
C_L &= Q1 - 1.5 \cdot (Q3 - Q1)
\end{align*}
\]

The second basis vector \( \vec{b}(x_b, y_b) \) of the lattice is estimated using a vector from the center disk to its next nearest neighboring disk having a non-zero \( y \) component, as shown in Fig. 4d. To optimize \( x_b \) and \( y_b \), a reference lattice of disk positions, is generated using \( \vec{a} \) and \( \vec{b} \), and the coordinates of the reference lattice points, \((x_i', y_i')\), are compared with that of the detected disk positions, \((x_i, y_i)\) where \( i \) is the index of each detected disk center. The values of \( x_b \) and \( y_b \) are refined by minimizing the deviations between the lattice points \((x_i', y_i')\) and the detected centers \((x_i, y_i)\), written as Eqn. 6 for all detected disks, where \( n \) is the total number of detected disks and argmin is the argument to minimize the function values, illustrated in Fig. 4e.

\[
\begin{align*}
y_b &= \text{argmin} \left\{ \frac{\sum_{i=1}^{n} (y_i - y_i')^2}{n} \right\}, \\
x_b &= \text{argmin} \left\{ \frac{\sum_{i=1}^{n} (x_i - x_i')^2}{n} \right\}
\end{align*}
\]

The optimized \( \vec{a} (x_a, 0) \) and \( \vec{b} (x_b, y_b) \) are eventually transformed to the pre-defined coordinate system to represent the 2D lattice formed by the diffraction disks. The 2D lattice in the diffraction pattern corresponds to the atomic structure at the electron probe position. Applying this method to the entire 4D data set results in the map of local lattice for all probe locations, allowing for further analysis of strain and structure distortion.

**Results and Discussion**

**Robustness against Noise and Change in Sample Thickness**

Both sample thickness and noise may affect the accuracy in analysis of the diffraction data, here we test the robustness of AutoDisk using simulated diffraction patterns. The CBED patterns of Pd along its [110] zone axis are simulated using Bloch wave method with the sample thicknesses from 1 nm to 40 nm. Gaussian noise and Poisson noise are added to the simulated patterns. AutoDisk is applied to analyze the simulated data. The basis lattice vectors \( \vec{a} \) and \( \vec{b} \) determined automatically by AutoDisk are \((\overline{1} \overline{1} 1)\) and \((\overline{1} \overline{1} \overline{1})\), respectively.
The error is computed as the deviation of the measured lattice parameters from the input structure used in the simulation. The SNR is defined as the ratio of the mean intensity in the center disk to the standard deviation of the background in the diffraction pattern, represented in Eqn. 7, which is also used by Yuan et al. [11].

\[
SNR = \frac{I_{\text{center disk}}}{\sigma_{\text{background}}}
\] (7)

In Fig. 5a-h, the disks identified by AutoDisk are labeled on the set of CBED patterns with sample thickness of 40 nm and SNR values from infinity (no background noise) to 2.4. In each pattern, the basis vectors are converted to the magnitude of the estimated d-spacing in real space, and the error is calculated.

![Disk registration and error analysis on simulated CBED patterns](image)

**Fig. 5.** Disk registration and error analysis on simulated CBED patterns. (a-h) Results of disk registration from simulated diffraction patterns with different noise level: (a) The simulated CBED pattern (b) SNR = inf, i.e. no background noise and no Gaussian noise present, (c) SNR = 15.8, (d) SNR = 7.7, (e) SNR = 4.9, (f) SNR = 3.6, (g) SNR = 2.8, (h) SNR = 2.4, (i) Errors of the estimated lattice parameter in real space with respect to different thicknesses and SNRs.

Without noise, no obvious dependency of the error is seen on the sample thickness, and AutoDisk keeps a detection error of 0.0086 ± 0.002 Å. With the increase of noise, the error rises
from 0.01 Å to 0.026 Å. Note that even with high noise, for example, at SNR = 2.4 (Fig. 5h), most disks can be correctly detected in the diffraction, offering sufficient measurement accuracy.

**Strain Mapping**

AutoDisk is applied to experimental 4D STEM data set for a Pd@Pt nanoparticle oriented along the [110] zone axis. The X and Y axes defining the coordinates are along the (220) and (002) labeled in the diffraction pattern in Fig. 6a, the corresponding directions in real space are also marked in the bright-field (BF) image in Fig. 6b and the reconstructed annular dark-field (ADF) image in Fig. 6c. Disk locations identified by AutoDisk on some example patterns are shown in Fig. 7b-i, and their corresponding positions in the nanoparticle are marked in Fig. 7a. Results show that AutoDisk works in most scenarios, regardless of the brightness and uniformity of the intensity in the diffraction patterns.

![Image of local coordinate system](image)

**Fig. 6.** Local coordinate system used for strain measurement. (a) Lattice vectors \( \vec{a} \) is from (000) disk to (111) disk and \( \vec{b} \) from (000) disk to (111) disk. The X-axis is along (000) to (220) and Y-axis along the (002). (b-c) The corresponding X and Y axes are marked in the BF and reconstructed ADF image.

![Image of CBED patterns](image)

**Fig. 7.** CBED patterns and the identified diffraction disks. (a) The BF STEM image of the nanoparticle, with the positions of representative CBED patterns marked in small crosses, (b-c) a typical pattern with most diffraction disks visible and having clear edges, (d-g) disks with large intensity variation, (h-i) a pattern with low intensity.

The d-spacings of \((1\bar{1}1)\) and \((1\bar{1}1)\) planes in real space calculated from AutoDisk are mapped in Fig. 8a and 8b, respectively. The histograms of both d-spacings are plotted in Fig. 8c. Theoretically, the magnitude of both d-spacings should be the same in an FCC lattice. For the core-shell Pd@Pt nanoparticle, as the Pd in the core are coated with a shell of Pt atoms, the estimated d-spacings are expected to be between that of both elements, and the positions of atoms are also
affected by local strain. In Fig. 8c, the histograms of both d-spacings follow gaussian distributions, with average magnitudes of the $d_{\text{111}}$ and $d_{\text{1\bar{1}1}}$ estimated as 2.255 Å (the green vertical line) and 2.250 Å (the blue vertical line), both in the range of the d-spacing of Pd (2.246 Å, brown dashed line) and Pt (2.2650 Å, red dashed line). Also, the estimated average lattice parameters of both d-spacings are close to $d_{\text{111}}$ of Pd, which matches with the theoretical structure.

Normal and shear strain of the Pd@Pt nanoparticle can be derived using the method in ref [14,46] and mapped in Fig. 9, with the average lattice of the nanoparticle as the reference. The normal strain along $X$-direction in Fig. 9a is almost symmetric with values between -3% and 3%. Along $Y$-axis in Fig. 9b, the strain is larger. Small shear strain and local lattice rotation is also identified in Fig. 9cd. Comparing to Fig. 6c, the contrast variation in the ADF image is related to the strain distribution, especially along the $X$ direction. It is worth noting that on the edge of the sample Fig. 7f-i, AutoDisk is still able to calculate the local strain, however, with large errors due to the limited number of detectable disks in these diffraction patterns.
Conclusions

AutoDisk is developed here as an approach for automatic 4D-STEM data analysis. The method combines cross-correlation, blob detection, edge refinement, and lattice fitting algorithm to automate the identification of diffraction disks and measurement of local lattice parameters with a picometer accuracy. In both simulated and experimental data, AutoDisk works robustly with the presence of thickness variation and noise. Because the algorithms define and refine the reciprocal lattice without prior knowledge, it could be applied to automated processing of large data set acquired in 4D-STEM. Not only can AutoDisk be performed to lattice and strain mapping, the precise locations of diffraction disks determined by the approach can also be the basis for high-throughput characterization of phase, symmetry, orientation, and other crystallographic analysis in general.
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