Distinctive electronic transport in pyridine-based devices with narrow graphene nanoribbon electrodes†
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Narrow zigzag graphene nanoribbons (ZGNRs) are used to construct two kinds of simple pyridine-based nano-devices, whose distinctive non-equilibrium electron transport properties are theoretically and thoroughly researched. Results show that the conjugated devices exhibit robust negative differential resistance (NDR) behavior and higher current, while the device based on a saturated bridge displays slight rectifying behavior and multistage NDR behavior, which can be used to build multi-functional devices and manifests its extensive potential applications. Analyses of the physical mechanisms for the devices are given. Remarkably, these pyridine-based devices possess two different transformations of transmission peaks and further there are two different explanations for the inner mechanisms of their NDR effects. We also present the effect of the width of the ZGNR electrodes on transport properties. Our findings provide valuable guidance for the design of new excellent organic-functional devices and raise the prospect of narrow ZGNR electrodes and pyridine-linked molecules for application in molecular electronics.

1 Introduction

In recent years, substantial efforts have been devoted experimentally and theoretically to molecular devices based on single molecules, due to their wide applications as molecular switches,2,3 molecular rectifiers,4,5 field-effect transistors,6,7 light-emitting diodes,8,9 and memory devices.10 Strikingly, the current-voltage (I–V) characteristics of many molecular devices exhibit various excellent and utilisable transport properties, such as negative differential resistance (NDR) effects,11–15 and rectifying behavior.16,17 These are fairly prominent and have captured widespread attention because they are essential for logic circuits, memory elements, etc.

For single molecules, there are diverse choices, for example, oligo phenylene ethynylene (OPE), 4,4′-biphenyl dithiolate (BDT), benzene, fullerene, and so on. Notably, the pyridine-linked molecules have been studied as the core molecules of molecular devices at both the experimental and theoretical levels, by virtue of the pyridine ring. For example, 4,4′-bipyr- idine-gold nano-bridges were fabricated by Xu and Tao.18 Through repeated junction elongation and compression, Quek et al. showed that a 4,4′-bipyridine-gold single-molecule junction could be reversibly switched between two conductance states; and further, with first-principles calculations, they attributed the different measured conductance states to distinct contact geometries at the flexible but stable nitrogen-gold bond.19 Kamenetska et al. adopted a similar experimental method to measure the conductance of four pyridine-terminated molecules and found that these four pyridine-terminated molecules all exhibited bistable conductance signatures, signifying that the nature of the pyridine-gold bond allowed two distinct conductance states that could be accessed as the molecular junction was elongated. Moreover, the results of their first-principles calculations agreed well with the experimental results for the low-conductance geometry, revealing that the dominant conducting channel in the conjugated pyridine-linked molecule is through the π* orbital.20 Theoretically, Pérez-Jiménez explained the remarkable reproducibility of the 4,4′-bipyridine conductance properties based on the frontier molecular orbital and the bonding of the molecule to metallic leads, using first-principles ab initio calculations.21 Stadler and Jacobsen displayed a quantitative analysis of the relation between the level alignment and charge transfer for a bipyridine molecule attached to gold leads based on DFT calculations.22 Although the core molecule is crucial to the transport behavior of a molecular device, the electrodes also play a vital role in its design.23 Some researchers have started to explore the impact of electrodes on the transport properties of pyridine-terminated molecular devices. Adak et al. studied the impact
of the electrode band structure on transport through three pyridine-linked single molecular junctions by measuring the conductance using Au and Ag electrodes, and they found that the molecule–Au electrode coupling is stronger than the molecule–Ag electrode coupling, from both experiments and calculations.24 Rauba et al. presented DFT calculations for the geometry and quantum conductance of 4,4’-bipyridine junctions with Au and Pt electrodes, concentrating on the work function of the electrodes and local d orbital.25

However, these valuable studies on the transport properties of pyridine-terminated molecules mainly focus on the conductance characteristics together with equilibrium transport properties, and the adopted electrodes are mostly metal (primarily Au). There is hardly any research on the I–V characteristics, especially the NDR and rectification effects. Therefore, it is imperative, for pyridine-based molecules, to probe into the non-equilibrium electron transport and to try various electrodes, so that we can gain a deeper insight into this kind of molecule and find more useful properties that allow more extensive and greater applications to be realized. Remarkably, graphene nanoribbons (GNRs) have been highly studied, because GNRs have shown promise for future generations of graphene nanoribbons (GNRs) have been highly studied, because GNRs have shown promise for future generations of transistors.26–28 Furthermore, in previous work we have explored the influence of electrodes on the molecular devices based on conjugated pyridine-terminated molecules, and found that narrow zigzag graphene nanoribbons (ZGNRs) show superiority over some metal electrodes, 2D graphene electrodes and wider ZGNR electrodes.29 Thus, it is of great interest to study the electron transport of more pyridine-based molecular devices with such ZGNR electrodes.

II Models and methods

The studied devices composed of pyridine-linked molecules (4,4’-bipyridine, 4,4’-vinylenedipyrindine and 4,4’-ethylendipyrindine) are denoted as M1, M2 and M3 respectively, as illustrated in Fig. 1. The electrodes are made of ZGNRs with widths of 4-atoms. The core molecules of devices M1 and M2 are conjugated, while the core molecule of device M3 has a saturated bridge. A carbon atom is adopted as the alligator clip to provide chemical and geometrical stability between the molecule and electrode; it is bonded to a nitrogen atom of the molecule and positioned symmetrically above the center site of the electrodes. To prevent interactions with adjacent images, these devices are modeled within a supercell with more than 10 Å of vacuum space.

In this work, the geometric optimizations and the transport calculations are performed by the Atomistix Toolkit (ATK) package, using the first-principles method based on density functional theory (DFT) and non-equilibrium Green’s functional theory (NEGF).30–32 The k-point sampling set is 1 × 1 × 100 for the devices. To achieve high-precision calculations, the Perdew–Burke–Ernzerhof (PBE) formulation of the generalized gradient approximation (GGA) is used as the exchange–correlation functional,33 and the double-zeta plus polarization (DZP) basis for all atoms is adopted. Before calculating the electron transport properties, these devices are optimized using the quasi-Newton method until all residual forces on each atom are smaller than 0.05 eV Å−1. The mesh cut-off for the electrostatic potentials is 75 Ha and the temperature in the Fermi function is set as 300 K. The convergence criterion for the total energy is 10−5 via the mixture of the Hamiltonian.

The current through a molecular device is calculated from the Landauer–Büttiker equation

\[
I = \frac{2e}{h} \int_{-\infty}^{\infty} dE (T(E, V)(f_R(E, V) - f_L(E, V)))
\]

(1)

where \(f_R(E)\) and \(f_L(E)\) are the Fermi functions of right and left electrodes respectively, \(e\) is the electron charge, \(h\) is Planck’s constant, and \(T(E, V)\) is the quantum mechanical transmission probability of electrons. \(\mu_R\) and \(\mu_L\) are the chemical potentials of the right and left electrodes respectively, and \([\mu_R(V), \mu_L(V)]\) denotes the energy region that contributes to the current integral and is referred to as the bias window. Simply, the bias window can be given by \([-V/2, +V/2]\) and \(E_F\) is set to be zero. In addition \(T(E, V)\) can be given as

\[
T(E, V) = \text{tr}[\Gamma_L(E, V)G^R(E, V)\Gamma_R(E, V)G^A(E, V)]
\]

(2)

where \(G^R/G^A\) is the retarded/advanced Green function of the conductor part and \(\Gamma_L/\Gamma_R\) is the coupling function to the left/right electrodes.

III Results and discussion

Fig. 2a depicts the I–V characteristics of the three devices in a bias region \([-1.5 \text{ V}, 1.5 \text{ V}]\). For all devices, under lower biases, the current varies approximately linearly, displaying approximate ohmic behavior. However, the current changes rapidly with increasing voltage, and shows nonlinear behavior, especially for devices M1 and M2 which contain conjugated molecules. The large current of the device M1 is remarkably coincident with that of the device M2 and a striking low-bias NDR feature appears in both these two devices. This is of particular interest because the NDR effect is indispensable for several electronic components such as the Esaki and resonant tunneling diodes36,37 and the low bias makes the NDR effect more easily implemented.38 In contrast, the current of device
M3 is much lower but it displays low-bias NDR with multi-peaks and slight rectification behavior, which is well reflected in Fig. 2b and its inset. Of particular interest is the multi-NDR behavior, as it can be applied to multiple-valued memory, analog-to-digital converters and multiple-valued logics.\textsuperscript{39} To evaluate the molecular rectification more intuitively, we define the rectification ratio as $R(V) = |I(+V)|/|I(-V)|$ and this is presented in the inset. It supplies the absolute value of the current through the device M3 as a function of the absolute value of the negative bias, in contrast to the $I-V$ curve under positive biases (see Fig. 2c and d). Initially, the variation of the current under the positive bias is consistent with the current with negative voltage. However, from about 1.15 V, discrepancies begin to arise and meanwhile the rectification ratio increases.

The analysis of the transmission spectrum at biases may give us clear information about the $I-V$ characteristics, since the current depends on the integral area of the transmission curve running into the bias window from the Landauer–Büttiker formula. Thus, we present the transmission spectra of all studied devices at typical biases in Fig. 3. Because of the symmetry of the $I-V$ curves, the typical biases of devices M1 and M2 focus on the positive voltage range $[0, 1.5 \text{ V}]$. We give preference to the region in which the NDR effect is relatively obvious, considering the multi-peak NDR and rectification effect of the device M3. Fig. 2b–d show that the current of the device M3 differs little under low positive and low negative voltages, so we just choose the typical low-positive biases. As the voltage rises, the NDR effect is more apparent at negative biases, so the typical high-negative biases are of more interest. Interestingly, as exhibited in Fig. 3, there are two transmission peaks initially, for devices M1 and M2 which contain conjugated molecules, but only peak I overlaps the bias window contributing to the current. Later, peak I declines gradually, then perishes and meanwhile peak II enters into the bias window devoted to the current. Dissimilarly, only one transmission peak exists for device M3 which is dedicated to the current, whether under positive or negative bias.

Furthermore, the ribbon widths affect the transport properties. Influenced by the edge shape of the ZGNRs, the width can only be an even number of atoms wide, so we choose four ribbon widths (4, 6, 8, and 10-atoms) to study the performance of the two kinds of devices (4,4'-bipyridine (M1) and 4,4'-ethylenedipyridine (M3) molecules are selected as representatives). The studied device structures and the corresponding
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**Fig. 2** (a) $I-V$ curves of the studied devices in the bias region $[-1.5 \text{ V}, 1.5 \text{ V}]$. (b) $I-V$ curve of the device M3 in the bias region $[-1.5 \text{ V}, 1.5 \text{ V}]$; the inset shows the rectification ratio changing with the voltage. (c) The absolute value of the current through the device M3 as a function of the positive biases. The biases at turning points are marked in (c) and (d).
Transmission spectra are displayed respectively in the sets of Fig. S1 and S2 in the ESI.† For the conjugated devices, the transmission at the Fermi level differs little when the ribbon width is very small (4, 6-atoms wide), although the shape of the curve for the 6-atom wide ribbon is more complex. As the width increases (8, 10-atoms wide), obviously the transmission value at the Fermi level decreases and besides isolated high resonance peaks, small transmission peaks appear close to the Fermi level, which indicates that the edge state contributes greatly to the transport properties of the ZGNRs.

The devices with the saturated bridge, more peaks appear in the transmission spectrum when the ribbon width is above 4 atoms. The devices with a narrow electrode (4, 6-atoms wide) show quite weak transmission at the Fermi level but the transmission gets stronger as the width increases (8, 10-atoms wide).

However, for the conjugated device, only the 4-atom wide ZGNR-electrode shows the NDR effect; the currents of the conjugated system using ZGNRs with greater widths all increase with an enhanced bias. At the same bias the current decreases with increasing ribbon width, as shown in Fig. S3.† For the saturated system, only the 4-atom wide ZGNR electrode presents a larger current under positive biases than negative biases although the current through it is lower than those obtained using wider electrodes (see Fig. S4†). Thus the 4-atom wide ZGNR electrodes are mainly investigated.

To further understand the discrepancy in the $I-V$ characteristics and the evolution of the transmission peaks between the two kinds of devices with narrow ZGNR electrodes, firstly we probe into the microscopic origin of the contributing transmission peaks. Such isolated and prominent resonance peaks with a maximum transmission value of unity in the
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**Fig. 3** (a and b) Transmission spectra of devices M1 and M2 respectively, at typical biases. The transmission peaks are labeled as I and II. The insets show the transmission eigenstates of the contributing peaks with the same isosurface value at the corresponding biases. (c) Transmission spectra of the device M3 under typical low-positive voltages. (d) Transmission spectra of the device M3 under typical high-negative voltages. Each transmission spectrum of device M3 shows the coordinate value of the transmission peak point. The middle region between the black dotted lines denotes the bias window (BW).
transmission spectra of these devices are associated with resonant electron transport through the discrete energy levels of the molecules.\textsuperscript{34,44} We can obtain the molecular projected self-consistent Hamiltonian (MPSH) by projecting the self-consistent Hamiltonian onto the Hilbert space spanned by the basis functions of the molecule.\textsuperscript{45} The eigenstates of MPSH can be considered as molecular orbitals renormalized by the molecule–electrode interaction, which give a visual description of the electronic structure. Through comparing the MPSH states with the transmission eigenstates at zero bias\textsuperscript{46,47} (see Fig. 4a–c), we find that the HOMO leads to the transmission peak I of both device M1 and device M2. The transmission peak II of device M1 originates from the LUMO+1, while that of device M2 originates from the LUMO. The main peak of the device M3 arises from the HOMO, in particular from the joint of the two pyridine rings.

It is generally known that a change in the dominating molecular orbitals correlated with the contributing peaks is crucial to electronic transport,\textsuperscript{48} because molecular orbitals provide possible transmission channels for electronic tunneling.\textsuperscript{49} Actually, under an external voltage, these molecular orbitals may undergo changes, including variations in their electronic states and shifts in their positions.\textsuperscript{49–51} Thus we first show the spatial distribution of the dominant orbitals states related to the contributing transmission peaks for all devices at the selected typical biases (Fig. 4d–f). Obviously, the electronic states of the dominating orbitals for devices M1 and M2 are completely delocalized under various biases, resulting in the large current.\textsuperscript{46,49,52,53} In contrast, the eigenstates of MPSH can be considered as molecular orbitals renormalized by the molecule–electrode interaction, which give a visual description of the electronic structure. Through comparing the MPSH states with the transmission eigenstates at zero bias\textsuperscript{46,47} (see Fig. 4a–c), we find that the HOMO leads to the transmission peak I of both device M1 and device M2. The transmission peak II of device M1 originates from the LUMO+1, while that of device M2 originates from the LUMO. The main peak of the device M3 arises from the HOMO, in particular from the joint of the two pyridine rings.

Actually, this electronic asymmetry results from the asymmetry of the device structure. Interestingly, such asymmetry is caused by the interaction between the non-planar molecule with the saturated bridge and one-dimensional narrow ZGNR electrodes. Here, during the optimization of the device structure, the molecule itself does not change; only the atoms at the contact of the molecule and each electrode may change. Fig. 5 shows the unoptimized and optimized structures of the device M3; the atoms at the contact places that change substantially have been labeled. Obviously, the atoms L1–L9 are not in the same plane (yz) as the atoms R1–R9. Such changes can be quantified by describing the variation of the coordinates of these atoms. To confirm the asymmetry of the contact, the \( x \)-coordinates and \( y \)-coordinates of the atoms at each contact are presented in Table 1.

Here, for the symmetrical contact of the molecule and the ZGNR electrode (along the \( z \) axis), the corresponding \( x \)-coordinates and \( y \)-coordinates of the atoms at the two contacts should be the same, which is evidently not the case for the optimized device M3 (Table 1).
while the differences in the \( x \)-coordinates are relatively big. This shows intuitively the asymmetry of the contact. Such asymmetry caused by deformation only exists in the connection between this kind of non-planar molecule with a saturated bridge and a one-dimensional narrow ZGNR electrode. To maintain the stability of the device structure, the atoms at the join deform so that they are no longer in the plane of the narrow ZGNR electrode, when the narrow ZGNR electrode contacts a molecule whose two rings are not in the one plane. Moreover, the saturated bridge bonding the two rings is not perpendicular to the plane of the narrow ZGNR electrode (note that the left electrode and the right electrode are kept in one plane), resulting in the asymmetrical deformation of the contact on both sides.

The rectifying behavior is mainly attributed to this specific M3 core molecule and narrow ZGNR electrodes (it does not appear either for the devices M1 and M2 with identical electrodes as shown in Fig. 2a, or for the devices with M3 connected to Au and Ag electrodes, as presented in Fig. S5 in the ESI†). It is not induced by deliberately changing the configuration through substituting the electrode material on one side\(^{54}\) or by adopting two different molecule–electrode coupling modes on the two sides.\(^{55,56}\)

Next, we come to the profound explanation of the inner mechanism for the \( I-V \) variation trend, especially the revelation about the root cause of the NDR effect. The occurrence of the NDR phenomenon can be understood from the evolution of the quantum conductance.\(^{57}\) For these devices, a decrease in the current is accompanied by a reduction in the quantum conductance, as Fig. 6a and b and S6† show. Furthermore, for the conjugated systems, which display a transition from two transmission peaks to one, the electronic states of the dominating orbitals remain unchanged under the applied bias. Therefore, we concentrate on the variation in position of these governing orbitals (see Fig. 6c and d).

For the device M1, initially, the positions of the HOMO and the LUMO+1 show no significant change, but the HOMO lies much closer to the Fermi level, indicating that the HOMO is the main contributor to the transmission.\(^{58}\) Thus the integral area of the HOMO-controlled transmission peak \( I \) gains greater access to the bias window, as the voltage rise is accompanied by the enlargement of the bias window, causing the enormously enhanced current. After this stage, the HOMO starts to withdraw from the Fermi level rapidly, and further triggers a reductive influence on the current (this can be seen in the localized transmission eigenstates of peak \( I \) at 0.6 V and 0.7 V, as described in the insets of Fig. 3a), bringing about the decrease

| Atomic number | \( x \) | \( y \) | Atomic number | \( x \) | \( y \) |
|---------------|-------|-------|---------------|-------|-------|
| L1            | 5.01  | 6.44  | R1            | 4.99  | 6.40  |
| L2            | 5.12  | 7.15  | R2            | 5.07  | 7.13  |
| L3            | 4.93  | 7.71  | R3            | 4.87  | 5.69  |
| L4            | 5.22  | 7.90  | R4            | 5.15  | 7.89  |
| L5            | 4.86  | 4.95  | R5            | 4.77  | 4.94  |
| L6            | 5.11  | 7.16  | R6            | 5.03  | 7.15  |
| L7            | 4.97  | 5.68  | R7            | 4.88  | 5.68  |
| L8            | 5.14  | 7.83  | R8            | 5.08  | 7.83  |
| L9            | 4.93  | 5.01  | R9            | 4.85  | 5.01  |
of the current with the augment of the bias, i.e. the NDR effect. In the meantime, the LUMO+1 swiftly approaches the Fermi level and starts to impact the transmission. At about 0.9 V, when the two orbitals are the same distance to the Fermi level, the LUMO+1 supersedes the HOMO that initially occupies a leading position in the electron transport, resulting in the complete disappearance of the HOMO-leading transmission peak I. Subsequently, the HOMO moves away from the Fermi level while the LUMO+1 continues toward the Fermi level, with the result that a greater amount of the integral area of transmission peak II induced by the LUMO+1 gets into the bias window. Furthermore, the transmission peak II exhibits stronger transmission states, as demonstrated in the inset at 1.5 V of Fig. 3a. Therefore, the current rises again and the NDR behavior disappears.
It can be concluded that the aforementioned explanation applies equally to the other conjugated device M2 which displays a similar evolution of transmission peaks and current under the external bias (compare Fig. 3a with 3b and Fig. 6c with 6d).

For the device M3 with its saturated bridge, there is always one transmission peak under the applied voltages. As displayed in Fig. 6e, the dominant orbital (the HOMO) moves away from the Fermi level, whether under the positive bias or not, but it mostly remains within the bias window. Thus, it always plays an irreplaceable role in the transmission. At the low-positive biases, the transmission peak point steps down due to the gradual localization of the HOMO states from the initial stage of increasing current to the stage of declining current (i.e. [0.1 V, 1.0 V]), as shown in Fig. 4f. The current still rises in the bias region [0.1 V, 0.7 V], mainly because the movement of the HOMO away from the Fermi level gets slower (see Fig. 6f), which slows the speed of the transmission peak away from the Fermi level, and at the same time, the bias window is enlarged. Here, the moving speed is defined as the ratio of the moving energy values to the corresponding voltage changes. Then the occurrence of the NDR performance in the bias range [0.7 V, 1.0 V] originates from the combined effect of both the localized state of the dominant orbital and the higher velocity of the leading orbital away from the Fermi level. Beyond 1.0 V, the localization of the HOMO is no longer strengthened (see Fig. 4f), leading to the ascent of the summit of the transmission peak, and the velocity of this orbital begins to drop so that the transmission peak does not move away from the Fermi level any longer. As a consequence, the current rises again.

At the high-negative biases, the transmission peak height and the distance between the peak and the Fermi level keep pace with the current, as illustrated in Fig. 3d. Specifically, the peak height is elevated and the peak moves closer to the Fermi level when the current increases. And the peak height is reduced and the peak moves far away from the Fermi level when the current decreases. Actually, the shift of the transmission peak exceeds the increasing of the chemical potential window leading to the decreasing of the total transmission coefficient; thus, the corresponding current decreases and the NDR behavior appears.59

In addition, when the molecule connects to the electrode, a contact potential is generated, which affects the transport properties. We place the three molecules between 4 × 4 Au (111) and Ag (111) electrodes to investigate the influence of the contact potential. Similar to the connection mode of the ZGNR electrode, a gold (or silver) atom is adopted as the alligator clip to provide chemical and geometrical stability between the molecule and electrode, which is bonded to a nitrogen atom of the molecule and positioned symmetrically above the center site of the electrode. Fig. 7 shows isosurface plots of the electrostatic difference potentials for these devices. Obviously, when the pyridine molecule connects to the electrodes made from different materials, the corresponding devices present different electrostatic potential distributions.

From Fig. 7b, c, e, f, h and i, the accumulation of the electrostatic potential can be observed clearly in the molecular region of the metal-based devices due to the larger work function60 of the pyridine molecule, and each joint atom displays a depletion of the electrostatic potential. The contact surface of the Au electrode shows an accumulation of the electrostatic potential, which results in the larger current of Au-based devices (see Fig. S3†). Dramatically, an accumulation of the electrostatic potential can be found in the ZGNR electrode region and most regions of the molecule, which leads to the ZGNR-based devices displaying the largest currents (see
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**Fig. 7** (a–c) Isosurface plots of the electrostatic difference potentials for 4,4′-bipyridine-based devices with 4-atom ZGNR, Au and Ag electrodes, respectively. (d–f) Isosurface plots of the electrostatic difference potentials for 4,4′-vinylendipyridine-based devices with 4-atom ZGNR, Au and Ag electrodes, respectively. (g–i) Isosurface plots of the electrostatic difference potentials for 4,4′-ethylenedipyridine-based devices with 4-atom ZGNR, Au and Ag electrodes, respectively.
Moreover, the more complex areas surrounding the molecule of device M3 exhibit depletion of the electrostatic potential, which facilitates the unique $I$-$V$ characteristics of device M3.

Notably, the distinctive $I$-$V$ characteristics (including the robust NDR effect) shown in the two conjugated devices (M1 and M2) appear neither for the device M3 (with the same electrodes and another kind of pyridine-linked core molecule), nor for the devices composed of the same core molecule with metal (Au, Ag) electrodes, which is reflected in their $I$-$V$ curves (see Fig. S5a and b†). This indicates that the excellent performances are determined by the conjugated core molecules and ZGNR electrodes together. Similarly, the specific $I$-$V$ features demonstrated by the device M3 (containing the multistage NDR effect together with the slight rectification effect) do not occur simultaneously in devices M1 or M2 (with two conjugated molecules sandwiched between the same electrodes), or in the devices with M3 connected to Au or Ag electrodes (the correlative $I$-$V$ curves are illustrated in Fig. S5c†). Thus the specific $I$-$V$ behavior essentially depends on both the type of pyridine-based molecule and the narrow ZGNR electrodes. Thus it can be seen that information on both the core molecule and the electrodes must be taken into serious consideration in the design of molecular devices.

IV Conclusion

In summary, we have thoroughly investigated the non-equilibrium electron transport properties ($I$-$V$ characteristics) of three pyridine-terminated systems using the same narrow ZGNR electrodes and two kinds of core molecules, by DFT and NEGF techniques. The conjugated devices show (i) the conversion of two transmission peaks to one with increased voltage, which can be attributed to the novation of the dominant orbital, and (ii) an obvious NDR effect rooted in the escape of the initial dominant orbital away from the Fermi level. Interestingly, the device based on a saturated bridge displays much lower current than the conjugated devices which originates from gradual localization of the electronic states of the dominating orbital, and slight rectifying behavior caused by the quite different responses of the dominating orbital to the positive and negative biases along with the obvious asymmetry of its electronic states. In addition, the multi-NDR behavior occurs in this device with only one transmission peak and it has a different internal mechanism for its NDR behavior: the low-bias NDR performance is derived from the combined effect of the localized electronic state and a higher velocity away from the Fermi level of the dominant orbital. The widths of the ZGNR electrodes also influence the transport properties. These physical effects and the relevant basic inner mechanisms have extensive potential application in the development of high-speed logic devices, because of the relevant basic inner mechanisms.
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