Phonon transport across a vacuum gap separating intrinsic silicon crystals is predicted via the atomistic Green’s function method combined with first-principles calculations of all interatomic force constants. The overlap of electron wave functions in the vacuum gap generates weak covalent interaction between the silicon surfaces, thus creating a pathway for phonons. Phonon transport, dominated by acoustic modes, exceeds near-field radiation for vacuum gaps smaller than $\sim 1$ nm. The first-principles-based approach proposed in this work is critical to accurately quantify the contribution of phonon transport to heat transfer in the extreme near field.
Near-field radiation heat transfer across a sub-wavelength vacuum gap can exceed Planck’s far-field blackbody limit owing to tunneling of evanescent electromagnetic waves [1]. Near-field radiation research has been primarily driven by potential applications in energy conversion [2–7], thermal management [8–13], and near-field thermal spectroscopy [14–16], amongst others. The framework of fluctuational electrodynamics [17], in which the macroscopic Maxwell equations are supplemented by thermally fluctuating currents, generally well describes near-field radiation experiments down to nanosized vacuum gaps [10, 18–36]. However, a few experiments carried out at single-digit nanometer vacuum gaps have reported heat transfer largely exceeding fluctuational electrodynamics predictions [37–40], thus suggesting that not only electromagnetic waves can contribute to thermal transport in the extreme near field.

Prior theoretical [41–53] and experimental [40, 54] works reported that phonon transport across vacuum gaps can dominate heat transfer in the extreme near field. Since this transport mechanism is mediated by lattice vibrations, an all-atom model is the most effective approach for incorporating the three-dimensional (3D) interatomic force interactions into phonon transport calculations. The scattering boundary method and the atomistic Green’s function (AGF) framework are both all-atom models that enable calculating transport of coherent phonons inside materials [55, 56], across interfaces [57–61], and across vacuum gaps [43–46, 49, 52, 62].

Phonon transport across a vacuum gap separating intrinsic silicon (Si) [43, 49], doped Si [45], cubic polytype of silicon carbide [45], and gold [49] bulk materials has been predicted via the scattering boundary method. In all cases, the interatomic force constants connecting the materials across the vacuum gap were calculated using empirical potential models. It was shown that phonon transport can generally exceed near-field radiation below vacuum gaps
of $\sim 1$ nm. Xiong et al. [44] applied for the first time the 3D AGF method for calculating extreme near-field heat transfer between two silica clusters. Using the van Beest, Kramer, and van Santen potential [63] for modeling the interatomic force constants, it was found that for vacuum gaps $d$ below 0.4 nm, the conductance varied as $d^{-12}$ which cannot be explained with fluctuational electrodynamics. This regime was interpreted as phonon transport via pseudocovalent bonds formed by the overlap of electron wave functions in the vacuum gap. Chiloyan et al. [46] proposed a unified framework based on the 3D AGF method and the microscopic Maxwell’s equations for predicting the transition from near-field radiation to conduction at contact between two sodium chloride crystals. The short-range repulsive forces in sodium chloride were modeled via the Kellerman potential [64], whereas the long-range Coulomb forces coupling the two crystals across the vacuum gap were obtained from the microscopic Maxwell’s equations and the harmonic force constants of Jones and Fuchs [65]. For a temperature of 55 K and vacuum gaps below 1 nm, a heat transfer coefficient exceeding fluctuational electrodynamics predictions was reported owing to the increasing contribution of acoustic phonon to heat transport. For vacuum gaps between 1 and 2.8 nm, the heat transfer coefficient followed a $d^{-2}$ power law which is the signature of surface phonon-polaritons, defined as the coupling of transverse optical phonons and evanescent electromagnetic waves.

To date, all-atom models applied for predicting phonon transport across vacuum gaps rely on empirical potential models for calculating the interatomic force constants [43–46, 49, 52]. With such an approach, however, the interatomic force constants, and therefore the heat transfer, are highly-dependent on empirical parameters. In addition, the definition of a cutoff vacuum gap beyond which the materials are not connected anymore by interatomic forces hinders the physics behind the transition from near-field radiation to phonon transport [43].
The objective of this work is therefore to predict phonon transport across vacuum gaps via the 3D AGF method combined with first-principles calculations of the interatomic force constants. In that way, it will be possible to accurately predict the vacuum gap below which phonon transport exceeds near-field radiation. Specifically, the case of two intrinsic Si crystals separated by a vacuum gap is considered, where all interatomic force constants in Si and in the vacuum gap are obtained from first-principles calculations. The results reveal that phonon transport exceeds near-field radiation at room temperature for vacuum gaps approximately equal to or smaller than 1 nm. It is shown that phonon transport is primarily mediated by acoustic phonons across weak covalent interaction formed in the vacuum gap by overlapping electron wave functions.

Figure 1(a) shows the system used for calculating the phonon heat transfer coefficient, where intrinsic Si of (001) orientation is placed along the $z$-direction. The system is composed of three parts: the semi-infinite left and right leads maintained at constant and uniform temperatures of $T_L = 305$ K and $T_R = 300$ K, and the device region that includes the vacuum gap of thickness $d$. Periodic boundary conditions are applied to the transverse $x$- and $y$-directions [60]. The heat transfer coefficient due to phonon transport across the vacuum gap along the $z$-direction is calculated via the 3D AGF method as follows [58, 61]:

$$h_{ph} = \frac{1}{A(T_L - T_R)} \int_0^\infty d\omega \frac{\hbar \omega}{2\pi} T_{ph}(\omega)[N(\omega, T_L) - N(\omega, T_R)]$$

where $A$ is the cross-sectional area of the unit cell, $\omega$ is the phonon frequency, and $N(\omega, T_j) = 1/[\exp(\hbar \omega/k_B T_j) - 1]$ ($j = L, R$) is the Bose-Einstein distribution function in which $\hbar$ and $k_B$ are respectively the reduced Planck constant and the Boltzmann constant. The phonon transmission function, $T_{ph}(\omega)$, is given by $\left(1/N_{k||}\right) \cdot \sum_{k||} \bar{T}_{ph}(\omega, k||)$, where $k||$ is the wave vector parallel to the $x - y$ plane, and $N_{k||}$ is the number of discrete parallel wave vectors within the first Brillouin zone. The phonon transmission function per unit parallel wave
FIG. 1: (a) Schematic of the system used for calculating phonon heat transfer across the device region connected to the semi-infinite left and right leads maintained at temperatures $T_L = 305$ K and $T_R = 300$ K. (b) A $1 \times 1 \times 8$ supercell, which is the combination of eight conventional unit cells (black numbered boxes), is used for calculating the interatomic force constants of the device region. Surface reconstruction of p($2 \times 1$) asymmetric dimer (green boxes) is formed after structural optimization.
vector, \( \tilde{T}_{ph}(\omega, k_{||}) \), is given by the Caroli formula [66]:

\[
\tilde{T}_{ph}(\omega, k_{||}) = \text{Trace}[\Gamma_L G_d \Gamma_R G_d^\dagger]
\]

where the superscript \( \dagger \) denotes conjugate transpose, \( \Gamma_j(\omega, k_{||}) (j = L, R) \) is the escape rate of phonons from the device region to the semi-infinite leads, and \( G_d(\omega, k_{||}) \) is the Green’s function of the device region. The interatomic force constants of the vacuum region and those due to the interactions with the left/right leads are incorporated into \( G_d(\omega, k_{||}) \) [58, 61].

First-principles calculations of all interatomic force constants are performed with the open-source density functional theory (DFT) package ABINIT [67, 68]. Prior works [48, 49] have reported that phonon transport across vacuum gaps is dominated by van der Waals (vdW) interaction. As such, the impact of vdW interaction on the phonon heat transfer coefficient is also investigated hereafter. The DFT calculations are conducted under the generalized gradient approximation of Perdew-Burke-Ernzerhof [69] for the exchange and correlation functional with or without the vdW interaction correction by the semi-empirical DFT-D2 method [70]. The norm-conserving pseudopotential is used. The plane-wave energy cutoff for the norm-conserving pseudopotential is set to 10 Hartree (Ha), and \( 4 \times 4 \times 1 \) Monkhorst-Pack \( k \)-point mesh is used. The lattice constant is defined as 0.547 nm, thus minimizing the ground state total energy. The Gaussian smearing method is employed with a broadening width of 0.01 Ha. The convergence criterion of the structural optimization is set to less than \( 1 \times 10^{-6} \) Ha/Bohr.

The interatomic force constants across the vacuum gap in the device region are calculated via the \( 1 \times 1 \times 8 \) supercell shown in Fig. 1(b). The interatomic force constants of cells 4 and 5 from the \( 1 \times 1 \times 8 \) supercell are extracted after structural optimization forming a surface reconstruction of p\((2 \times 1)\) asymmetric dimer [71, 72]. A total of 16 layers on the left and
right-hand sides of the $1 \times 1 \times 8$ supercell are sufficient for eliminating the interactions with adjacent periodic cells along the $z$-direction [73, 74]. In the DFT calculations, an atomic layer is defined as a $x-y$ plane containing Si atoms with a thickness equals to the diameter of a single atom.

The vacuum gap is the distance along the $z$-direction between the vertical cross-sections of the atoms located in the left and right leads that are adjacent to vacuum: see Fig. 1(b). For initial vacuum gaps $d_0$ of 0.30, 0.50, 0.70, 0.90, and 1.0 nm, the nearest ($d_{\text{min}}$) and farthest ($d_{\text{max}}$) distances after structural optimization respectively become: $(d_{\text{min}}, d_{\text{max}}) = (0.40 \text{ nm}, 0.54 \text{ nm}), (0.62 \text{ nm}, 0.76 \text{ nm}), (0.82 \text{ nm}, 0.96 \text{ nm}), (1.02 \text{ nm}, 1.16 \text{ nm}), \text{ and (1.12 nm, 1.26 nm).}$ The vacuum gap $d$, defined as the average of $d_{\text{min}}$ and $d_{\text{max}}$, is used hereafter for analyzing the results ($d= 0.47, 0.69, 0.89, 1.09, \text{ and 1.19 nm}).$

Figure 2 shows the phonon heat transfer coefficient, with and without vdW interaction, between Si crystals in contact and separated by a vacuum gap $d$. The extraction of the interatomic force constants for the case where the Si surfaces are in contact is described in Sec. S1 of the Supplemental Material [76]. The gap distance at contact, defined as the inter-planar spacing in the (001) orientation [46, 77], is 0.137 nm. Note that surface reconstruction is not considered for the contact case. The heat transfer coefficient due to near-field radiation predicted by fluctuational electrodynamics is also plotted in Fig. 2 (see Sec. S2 of the Supplemental Material for near-field radiation modeling [76]).

The phonon heat transfer coefficients with and without vdW interaction for conduction at contact are respectively $9.19 \times 10^8$ and $9.36 \times 10^8 \text{ W/m}^2\cdot\text{K}$. This is in good agreement with prior works [49, 56, 75] despite the different descriptions of the interatomic force interactions: see the inset of Fig. 2. At contact, phonon transport is fully ballistic through the device
FIG. 2: Phonon heat transfer coefficient between intrinsic Si crystals in contact and separated by vacuum gaps $d$ of 0.47, 0.69, 0.89, and 1.09 nm with (w/) and without (w/o) vdW interaction. The error bars along the horizontal axis are derived from the best fits for $d_{\text{min}}$ and $d_{\text{max}}$. The results are compared against phonon heat transfer coefficients from the literature [49, 56, 75], and near-field radiation predictions based on fluctuational electrodynamics. Below a vacuum gap of 2 nm, the heat transfer coefficient due to near-field radiation is shown via a dashed line to emphasize the possible inaccuracy of the predictions made with a local dielectric function. The inset shows the phonon heat transfer coefficient, $h_{\text{ph}}$, when the Si surfaces are in contact.
region and is determined by the phonon dispersion relation of crystalline bulk Si. Even if the maximum frequencies of crystalline Si are slightly different for first-principles and empirical-based calculations, the overall features of the phonon dispersion relation are similar, thus resulting in the agreement observed in Fig. 2.

When the Si surfaces are separated by a vacuum gap, the phonon heat transfer coefficient with and without vdW interaction is approximately one order of magnitude larger than near-field radiation for \( d = 1.09 \) nm, and increases monotonically as \( d \) decreases. The phonon heat transfer coefficient vanishes for the largest vacuum gap considered (\( d = 1.19 \) nm). Here, the near-field radiation heat transfer coefficient saturates as \( d \) decreases since intrinsic Si does not support surface polaritons. Note that the near-field radiation result is plotted with a dashed line below a vacuum gap of 2 nm because the accuracy of fluctuational electrodynamics with a local dielectric function is questionable in this range. In the vacuum gap range of from 0.47 to 1.09 nm, the phonon heat transfer coefficient without vdW interaction follows a \( d^{-11.9\pm1.2} \) power law. In contrast, by modeling the interatomic force constants in the vacuum gap via the Lennard-Jones potential, a power law of \( d^{-6.4} \) is retrieved from the data of Alkurdi et al. [49] for separation distances of from \( \sim 0.41 \) nm to \( \sim 0.95 \) nm. Here, however, the predicted phonon heat transfer coefficient is nearly independent of the contribution of the vdW interaction. The vdW interaction is not strong enough to connect the two Si surfaces at vacuum gap distances larger than \( \sim 1 \) nm. For distances smaller than \( \sim 1 \) nm, it is hypothesized that the contribution of the vdW interaction is negligible compared to the weak covalent interaction induced by the overlap of electron wave functions in the vacuum gap. This hypothesis is verified hereafter by analyzing the spatial distribution of electron density.

The spatial distribution of electron density within the supercell for the device region is
FIG. 3: (a) Spatial distribution of electron density within the supercell for the device region when the Si surfaces are in contact, and (b) for vacuum gaps \( d \) of 0.47, 0.69, 0.89, and 1.09 nm. The position \( z = 0 \) corresponds to the middle of the vacuum gap region, and 1 Bohr = 0.0529 nm. (c) Phonon heat transfer coefficient as a function of the number of electrons \( n_e \) in the middle of the vacuum gap. (d) Phonon heat transfer coefficient as a function of the interatomic force constants (IFCs), and interatomic force constants as a function of the number of electrons in the middle of the vacuum gap (inset). The heat transfer coefficient, interatomic force constants, and number of electrons are normalized by their respective maximum at \( d = 0.47 \) nm.
shown in Fig. 3(a) at contact, and in Fig. 3(b) for vacuum gaps of 0.47, 0.69, 0.89, and 1.09 nm. The electron density is periodically distributed when the Si surfaces are in contact, whereas non-symmetric distributions are observed when there is a vacuum gap. This is due to the different spatial distribution of Si atoms in the supercell arising from surface reconstruction. Physically, a non-zero electron density in the vacuum gap implies that the two Si surfaces are connected through weak covalent interaction. Here, Si atoms of p(2 × 1) reconstruction form π bonds for stabilizing the dimer [71, 78]. Note that non-contact imaging for atomic force microscopy of Si(100) surface of p(2 × 1) structure experimentally detected surface interaction up to vacuum gaps of ∼1 nm by measuring force gradient [79]. Further numerical simulations suggested that the force gradient was dominated by weak covalent interaction [80, 81].

Figure 3(c) shows the phonon heat transfer coefficient as a function of the number of electrons, $n_e$, in the middle of the vacuum gap (Sec. S3 of the Supplemental Material [76] describes how $n_e$ is calculated). Both quantities are normalized by their respective maximum obtained at $d = 0.47$ nm. The heat transfer coefficient increases as the number of electrons increases, following a $n_e^{1.40}$ power law. Figure 3(d) shows that the phonon heat transfer coefficient increases proportionally to approximately the square of the interatomic force constants, whereas the interatomic force constants increase as $n_e^{0.64}$ (Sec. S3 of the Supplemental Material [76] describes the quantification of the interatomic force constants). Combining these two results reveal that the phonon heat transfer coefficient increases as $n_e^{1.35}$. This is essentially the same relationship as the one observed in Fig. 3(c), confirming that the interatomic force constants driving phonon transport are mediated by the overlapping electron wave functions in the vacuum gap. Physically, phonon transport occurs through weak covalent interaction formed in the vacuum gap connecting the Si crystals.
FIG. 4: (a) Cumulative phonon heat transfer coefficient as a function of frequency at contact and for vacuum gaps $d$ of 0.47, 0.69, 0.89, and 1.09 nm. The corresponding spectral phonon heat transfer coefficients are shown in panels (b) to (f).
The cumulative phonon heat transfer coefficient as a function of frequency is presented in Fig. 4(a) at contact and for vacuum gaps of 0.47, 0.69, 0.89, and 1.09 nm, whereas the corresponding spectral phonon heat transfer coefficients are shown in Figs. 4(b)–(f). The vertical dashed line at 12 THz delimits the frequencies associated with acoustic and optical phonons, as determined by the phonon dispersion relations of bulk Si predicted via DFT calculations (see Sec. S4 of the Supplemental Material [76]). Acoustic phonons (frequencies smaller than 12 THz) dominate the heat transfer coefficient for all cases. At contact, 76.7% of the heat transfer coefficient is mediated by acoustic phonons, and this proportion increases to more than 88.3% when there is a vacuum gap. This is explained by the larger acoustic phonon population at room temperature, calculated as the product of the phonon density of states and Bose-Einstein distribution, with respect to the optical phonon population (see Sec. 5 of the Supplemental Material [76]). This demonstrates that heat transport between Si surfaces separated by vacuum gaps approximately equal to or smaller than 1 nm is essentially mediated by acoustic phonons across weak covalent interaction formed in the vacuum gap.

In summary, phonon transport across a vacuum gap separating two intrinsic Si crystals has been predicted via the 3D AGF method and first-principles calculations, based on the density functional theory, of all interatomic force constants. For a vacuum of 1.09 nm, the phonon heat transfer coefficient, dominated by acoustic modes, exceeds near-field radiation predictions based on fluctuational electrodynamics by approximately one order of magnitude, and increases as the vacuum gap decreases at a rate of $d^{-11.9\pm1.2}$. The overlapping electron wave functions form weak covalent interaction connecting the two Si surfaces, thus inducing phonon transport across vacuum gaps. First-principles calculations of interatomic force constants enable incorporating surface electronic states in a precise manner into phonon transmission calculations. The extension of the framework presented in this work to metallic
surfaces could provide further interpretations of previous extreme near-field heat transfer experiments [37–39].
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S1. FIRST-PRINCIPLES CALCULATIONS OF PHONON TRANSPORT ACROSS A SILICON INTERFACE

The system used for calculating phonon transport across an intrinsic silicon (Si) interface is shown in Fig. S1(a). The system is the same as Fig. 1(a) of the main text, except that there is no vacuum gap region.

A $1 \times 1 \times 4$ supercell shown in Fig. S1(b) is used for computing the interatomic force constants via first-principles calculations based on the density functional theory. The interatomic force constants of cells 1 and 2 are extracted for the left and right leads, and also for the device region. The gap distance in contact is defined as the inter-planar spacing in the (001) orientation [1, 2] (i.e., 0.137 nm). Surface reconstruction is not considered when the Si crystals are in contact.
FIG. S1: (a) Schematic of the system used for calculating phonon heat transfer across an interface. The semi-infinite left and right leads are respectively maintained at temperatures $T_L = 305$ K and $T_R = 300$ K. (b) A $1 \times 1 \times 4$ supercell, which is the combination of four conventional unit cells (black numbered boxes), is used for calculating the interatomic force constants.
S2. NEAR-FIELD RADIATION MODELING

The heat transfer coefficient due to near-field radiation between the left (L) and right (R) semi-infinite leads separated by a vacuum gap \( d \) is calculated using fluctuational electrodynamics [3, 4]:

\[
h_{\text{rad}} = \frac{1}{\pi^2(T_L - T_R)} \int_0^\infty d\omega \left[ \Theta(\omega, T_L) - \Theta(\omega, T_R) \right] \int_0^\infty dk_\rho k_\rho \sum_{\gamma=\text{TE,TM}} T_{\text{rad}}^\gamma(\omega, k_\rho)
\]

where \( T_j \) is the temperature of semi-infinite lead \( j \) (\( j = \text{L, R} \)), \( \omega \) is the angular frequency, \( k_\rho \) is the component of the wave vector parallel to a surface, and \( \Theta(\omega, T_j) \) is the mean energy of an electromagnetic state calculated as \( \hbar \omega / [\exp(\hbar \omega / k_B T_j) - 1] \). The transmission functions in polarization state \( \gamma \) for propagating \( (k_\rho < k_0) \) and evanescent \( (k_\rho > k_0) \) electromagnetic waves in vacuum are calculated as:

\[
T_{\text{rad,prop}}^\gamma(\omega, k_\rho) = \frac{\left(1 - |r_{0L}^\gamma|^2\right)\left(1 - |r_{0R}^\gamma|^2\right)}{4 \left|1 - r_{0L}^\gamma r_{0R}^\gamma e^{2\text{Re}(k_{z0})d}\right|^2}
\]

\[
T_{\text{rad,evan}}^\gamma(\omega, k_\rho) = e^{-2\text{Im}(k_{z0})d} \frac{\text{Im}(r_{0L}^\gamma) \text{Im}(r_{0R}^\gamma)}{\left|1 - r_{0L}^\gamma r_{0R}^\gamma e^{-2\text{Im}(k_{z0})d}\right|^2}
\]

where \( k_0 = \omega/c_0 \) is the magnitude of the vacuum wave vector with \( c_0 \) as the speed of light in vacuum, \( k_{z0} \) is the component of the vacuum wave vector perpendicular to an interface, and \( r_{0j}^\gamma \) is the Fresnel reflection coefficient at the vacuum-lead \( j \) (\( j = \text{L, R} \)) interface in polarization state \( \gamma \) [5]. The local, frequency-dependent dielectric function of intrinsic Si provided in Refs. [6, 7] is used in the calculations.
**S3. NUMBER OF ELECTRONS AND INTERATOMIC FORCE CONSTANTS IN THE VACUUM GAP REGION**

The number of electrons, \( n_e \), in the middle of the vacuum gap within the \( 1 \times 1 \times 8 \) supercell is calculated by integrating the electron density within the volume specified by the red shaded box in Fig. S2(a). Specifically, the ratio \( l/d \), where \( l \) is defined in Fig. S2(a) and \( d \) is the average vacuum gap thickness, was varied from 0.4 to \( 5 \times 10^{-6} \). For \( l/d \) values smaller than \( 5 \times 10^{-3} \), the number of electrons follows a \( d^{-8.15 \pm 0.85} \) power law, as shown in Fig. S2(b). This converging trend indicates that the number of electrons in the middle of the vacuum gap can be calculated using \( l/d < 5 \times 10^{-3} \).

The interatomic force constants reported in Fig. 3(d) of the main text are calculated by extracting the \( zz \) components of the interatomic force constants acting on the atoms contained in the volume of the device region specified by the orange box in Fig. S2(c). Only the \( zz \) components of the interatomic force constants are used since phonon transport across a single-digit nanometer vacuum gap is quasi-one-dimensional [1, 8].
FIG. S2: (a) Vacuum gap region of a $1 \times 1 \times 8$ supercell after structural optimization. The number of electrons is calculated within the volume specified by the red shaded box. The length $l$ surrounds the middle of the average vacuum gap. (b) Number of electrons as a function of the average vacuum gap thickness $d$ and the ratio $l/d$. (c) The $zz$ components of the interatomic force constants acting on the atoms within the volume identified by the orange box are extracted, and their summations are reported in Fig. 3(d) of the main text.
Figure S3 shows the phonon dispersion relations and phonon density of states of bulk Si obtained via first-principles calculations based on the density functional theory. In this work, acoustic and optical phonon modes are characterized by frequencies respectively lower and higher than 12 THz. This threshold is defined based on the boundary between longitudinal acoustic (LA) and longitudinal optical (LO) phonon modes located around 12 THz along the Γ-X direction, as shown in Fig. S3.
FIG. S3: Phonon dispersion relations and phonon density of states (DoS) of bulk Si obtained via the density functional theory [9, 10]. Transverse optical, longitudinal optical, longitudinal acoustic, and transverse acoustic phonon modes are respectively denoted as TO, LO, LA, and TA. The order of the symmetric points within the first Brillouin zone used for generating the phonon dispersion relations is selected based on Refs. [11, 12]. The horizontal dashed line is drawn at a frequency of 12 THz along the Γ-X direction.
S5. PHONON POPULATIONS

Phonon populations of the atomic layers adjacent to the vacuum gap in the left and right leads are calculated for vacuum gaps of 0.47, 0.69, 0.89, and 1.09 nm and are reported in Fig. S4. These atomic layers are denoted as layer 16 in the left lead and layer 1 in the right lead in Fig. 1(b) of the main text. Note that surface reconstruction is considered in the calculations. The phonon populations are obtained by multiplying the Bose-Einstein distribution function by the local phonon density of states of the device region obtained via the atomistic Green’s function method. The local phonon density of states, $D_d$, is calculated as follows [13]:

$$D_d = i \left( G_d - G_d^\dagger \right) \omega$$

where $G_d$ is the Green’s function of the device region, the superscript $\dagger$ denotes conjugate transpose, and $\omega$ is the phonon frequency.

Figure S4 clearly shows that the populations of acoustic phonons characterized by frequencies lower than 12 THz largely surpass that of optical phonons for all vacuum gaps considered.
FIG. S4: Phonon populations of the atomic layers adjacent to the vacuum gap in the left and right leads for: (a) $d = 0.47 \text{ nm}$. (b) $d = 0.69 \text{ nm}$. (c) $d = 0.89 \text{ nm}$. (d) $d = 1.09 \text{ nm}$. The vertical dashed line at 12 THz delimits the frequencies associated with acoustic and optical phonons.
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