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Abstract—A common approach for modeling the environment of an autonomous vehicle are dynamic occupancy grid maps, in which the surrounding is divided into cells, each containing the occupancy and velocity state of its location. Despite the advantage of modeling arbitrary shaped objects, the used algorithms rely on hand-designed inverse sensor models and semantic information is missing. Therefore, we introduce a multi-task recurrent neural network to predict grid maps providing occupancies, velocity estimates, semantic information and the driveable area. During training, our network architecture, which is a combination of convolutional and recurrent layers, processes sequences of raw lidar data, that is represented as bird’s eye view images with several height channels. The multi-task network is trained in an end-to-end fashion to predict occupancy grid maps without the usual preprocessing steps consisting of removing ground points and applying an inverse sensor model. In our evaluations, we show that our learned inverse sensor model is able to overcome some limitations of a geometric inverse sensor model in terms of representing object shapes and modeling freespaces. Moreover, we report a better runtime performance and more accurate semantic predictions for our end-to-end approach, compared to our network relying on measurement grid maps as input data.

I. INTRODUCTION

For the realization of autonomous driving functions, a robust perception and modeling of the environment is a crucial prerequisite. A well-known representation for the surrounding of autonomous vehicles are dynamic occupancy grid maps, in which the environment is divided into equally sized cells, each containing the occupancy state of its location and a velocity estimate. Several works \cite{1}–\cite{3} use a particle-based algorithm, in which the cell state is represented by the set of particles located in it. These algorithms are carried out by a prediction step, in which particles are able to move between cells, and an update step using an occupancy grid map, which is calculated by applying an inverse sensor model \cite{4} using lidar data. The advantages of these dynamic occupancy grid maps are the ability to represent arbitrary shaped objects and estimate velocities, without the need for explicit object detection. Thus, occupied cells can be divided into moving and static obstacles. However, these grid maps do not provide further semantic information, for example whether an occupied cell belongs to a pedestrian or a vehicle. Moreover, these approaches hardly rely on the inverse sensor model used for the calculation of the input data. For this calculation, it is common to use a ground model to first remove the ground measurements, then the remaining lidar points are projected in a 2D grid. Cells with a lidar measurement are considered as occupied, cells between measurements and sensor are free, the remaining area is unknown. This simple method has the drawbacks, that small objects could cause large occlusions and the shape of objects is only represented by the measurements.

In this work, we introduce a multi-task recurrent neural network to predict dynamic occupancy grid maps with semantic classes for the occupied cells, based on raw lidar data to tackle these drawbacks. The multi-task network architecture is based on the approach in \cite{5}, but extended with an additional decoder for the semantic classification and omitting the calculation of measurement grid maps as input data. The input data in this work is a discretization of the 3D lidar data in a bird’s eye view (BEV) with several channels to represent the height. The neural network performs the task to map these sparse 3D grids to a 2D occupancy grid map representation as visualized in Fig. 1 and therefore learns an inverse sensor model. In addition to the prediction of an occupancy grid map, the multi-task network predicts the velocity and a semantic class for each occupied cell, and the driveable area. In the evaluation, we show
qualitatively that our learned inverse sensor model leads to an improved free space estimation, compared to a classical inverse sensor model. Moreover, we compare our end-to-end approach with prior work [5] quantitatively and show benefits in the semantic classification. We also demonstrate a better runtime performance for the end-to-end approach, as fewer preprocessing steps are required.

To sum up, our contributions are 1) the introduction of an end-to-end approach for occupancy grid mapping, omitting the need of a hand-designed inverse sensor model, 2) the prediction of an enhanced dynamic grid map consisting of occupancies, velocities, semantic classes and driveable area, 3) superior performance compared to prior work, that relies on measurement grid maps as input data.

II. RELATED WORK

Dynamic occupancy grid maps divide the surrounding of an agent in equally sized cells, each containing the occupancy state and a velocity estimate. In contrast to early approaches for occupancy grid maps [6], the dynamic occupancy grid maps are not restricted to the assumption of a static environment and are therefore well-suited in the context of autonomous driving. Daneschi et al. [7] propose to represent the occupancy and dynamic state of a cell with particles, that can move between cells. Their approach is adopted in [1] and [2] by representing only the dynamic cells with particles, whereas Nuss et al. [3] formulate the dynamic occupancy grid mapping as a random finite set. Despite these particle-based dynamic occupancy grid maps, there are several deep learning approaches for estimating velocities in a 2D bird’s eye view (BEV) based on lidar data. The work in [8] propose to use a recurrent neural network architecture to estimate a dynamic occupancy grid map similar to [3], based on the same measurement grid maps as input data in a stationary setting. In a subsequent work [5] this approach is extended with an ego-motion compensation method for the application with a moving ego-vehicle. The network architecture in [5] forms the basis of this work. It is extended to a multi-task network in order to additionally predict semantic classes and relies on different input data. Filatov et al. [9] introduce a recurrent network architecture for the prediction of a velocity grid based on a sequence of lidar point clouds. First, the lidar data is processed with a voxel feature encoding layer [10] to obtain bird’s eye view representations, which are aggregated with a convolutional recurrent network layer. The output of this recurrent layer is then used in a ResNet-18-FPN backbone to predict the velocity grid. Lee et al. [11] propose to use pillar feature networks [12] to encode two consecutive lidar sweeps in a bird’s eye view image. These feature maps are then processed in a feature pyramid and a flow network to predict the scene flow in a 2D grid. Compared to dynamic occupancy grid maps, the work in [9] and [11] focus on the velocity estimation, but do not model freespace and occlusions. Wu et al. [13] introduce a spatio-temporal network architecture to predict a 2D grid encoding motion and semantic for each cell, based on 3D lidar point clouds. The lidar data is encoded in a binary 3D grid, in which cells with at least one lidar measurement are determined as occupied and processed as a 2D bird’s eye view image with the height dimension as image channels. In this work, we use a similar input representation, but with a larger spatial size and a finer discretization. The output representation in [13] differs from this work, as they classify grid cells containing at least one lidar measurement, but do not model the freespace or occlusions.

Inverse sensor models are used in the context of occupancy grid maps to describe the occupancy state of a grid cell based on a given sensor measurement [4], [6]. In geometric inverse sensor models (ISM) for range measurements, e.g. lidar sensors, grid cells with a lidar reflection are assigned as occupied, the space between sensor and reflection as free, the succeeding cells are considered as unknown. The accuracy of such a model depends on the preprocessing step to remove ground measurements. Additionally, it has limitations, for example in situations with lidar measurements behind an object, as this is simply considered as occluded space. An alternative are learned sensor models using raw sensor data as input to a neural network that predicts occupancy probabilities as first proposed in [14] for building an occupancy map based on sonar range sensors. Dequaire et al. [15] propose an end-to-end trainable recurrent neural network using simple occupancy grid maps as input data to predict occupied cells in unobserved area. Their model is also extended to predict semantic classes for occupied cells. The approach in [16] use multiple lidar scans to generate occupancy maps with an extended field of view and less occlusions, that serve as label data. They use a multi-layer grid, encoding the detections, transmissions and intensities from a single lidar scan as input for a neural network to predict these augmented occupancy grid maps. A deep learning based framework for occupancy grid mapping is introduced in [17]. They generate training data from simulation, which provides an accurate ground truth occupancy grid map. These maps are augmented with a ground truth object list by setting cells inside the bounding boxes to occupied. An extended point pillar network architecture [12] is used to predict these grid maps, based on a single lidar scan. In this work, we aim to predict a dynamic occupancy grid map without applying an inverse sensor model. This approach differs from [17] as we rely on recurrent neural networks in order to use information of several time steps for the prediction of occupancy and velocity. Additionally, we provide semantic classes and the prediction of the driveable area.

Semantic grid maps describe the environment in a 2D grid, where each cell contain semantic information of the space it is located. Several works [18], [19] propose to predict 2D semantic occupancy grid maps based on image data using an end-to-end trainable network architecture. Erkent et al. [20] combine an occupancy grid map based on a Bayesian filter method [21] with an image-based semantic segmentation using a fusion network. These works have the advantage of rich semantic information in rgb image data, but encounter the problem of accurately mapping the data from the image domain to a grid structure. Bieder et al. [22]
propose to transform a semantically annotated 3D point cloud into a 2D grid map representation and fuse static semantic information of several time steps to obtain dense semantic grid map labels. These labels are then used to train a fully convolutional network, based on DeepLabV3 [23] relying on multi-layer grid maps with handcrafted features as input data. In a following work [24], they propose to process a spherical 2D projection with RangeNet++ [25] and fuse this semantic segmentation with a multi-layer grid map in a DeepLabV3 [23] based network architecture. Both approaches [22], [24] use a multi-layer grid with handcrafted features as input data and the same semantic grid representation as output. Relying on the same label data, Fei et al. [26] propose to generate pillar features [12] and fuse them with an observability map as input for an encoder-decoder network. Their approach receive improved results compared to [24], especially for small objects. The difference of the dense semantic grid maps predicted in [22], [24], [26] compared to a dynamic occupancy grid map is the missing information whether obstacles are static or moving as well as the modeling of occlusions caused by dynamic objects. In this work, we combine the prediction of a dynamic occupancy grid map with the semantic classification of occupied cells, based on lidar input data.

III. METHODS

In this section, we present our multi-task recurrent network architecture to predict dynamic occupancy grid maps with semantic classes in an end-to-end fashion. The proposed system relies on sequences of lidar point clouds, which are represented in a simple bird’s eye view representation. The label for network optimization are occupancy grid maps, that are augmented with the extent, velocity and semantic class label for network optimization are occupancy grid maps, that are augmented with the extent, velocity and semantic class label for network optimization are occupancy grid maps, that are augmented with the extent, velocity and semantic class label for network optimization are occupancy grid maps.

A. Input Data - Point Cloud Projections

In order to apply standard 2D convolutions on lidar point clouds, we represent the input data as BEV images, similar as in [27] for 3D object detection, but without using the lidar intensity feature. The input for our network is a 3D tensor with the size $L \times W \times H$, holding the binary occupancy state, i.e. a one if there is at least one lidar point located in a 3D grid cell, otherwise zero. For the calculation, we first define a grid map with $L \times W$ cells in the $x$-$y$-plane and the grid resolution $d_l \times d_w$ with the ego-vehicle located in the middle cell. The number of the channels in the z-dimension $H$ depends on the minimum height $h_{\text{min}}$, maximum height $h_{\text{max}}$ and the cell height $d_h$

$$H = \left\lceil \frac{h_{\text{max}} - h_{\text{min}}}{d_h} \right\rceil + 2. \quad (1)$$

Note, that two channels are added to set the occupancy state for out-of-range lidar points. Assuming, that the lidar points

$$\{l_i = (x_i, y_i, z_i)\}_{i=1}^N$$

are received in the vehicle coordinate system, the tensor indices $j_x, j_y, j_z$ can be received with

$$j_x = \frac{x}{d_l} + \frac{L}{2}$$

$$j_y = \frac{y}{d_w} + \frac{W}{2}$$

$$j_z = \left\lceil \frac{z - d_{\text{min}}}{d_h} \right\rceil + 1$$

ignoring points with $j_x$ or $j_y$ out of bounds. Thus, for input calculation, we simply iterate over the lidar points and set the entry at the associated tensor index to one. Before the association to the tensor index in (2), we apply a rotation to a global coordinate system, in order to apply the ego-motion compensation method proposed in [5]. The described input representation seems suitable for predicting occupancy grid maps, as the lidar data is mapped to the same 2D grid dimension and resolution as at the network output. Additionally, no lidar points are removed, unless there are multiple measurements in one 3D grid cell, which is important as the method makes use of sparse ground points to estimate the freespace.

B. Input Data - Measurement Grid Maps

A grid map divides the vehicle environment in equally spaced cells, where each cell holds information for the space it is located. In occupancy grid maps each cell contain the occupancy state $o_k$, which determine whether this space is occupied or free at the discrete time step $k$ [4], [6]. Measurement grid maps are occupancy grid maps that are based on lidar data of only one single time step. In this work, we calculate measurement grid maps using a simple geometric inverse sensor model. First, the ground points in the lidar data are removed using map information, then the remaining lidar points are projected to the 2D grid map and each cell containing a lidar point is set to occupied. Cells between lidar reflections and sensor are set to free, cells...
TABLE I: Mapping to coarser classes

| grid map classes | argoverse classes                        |
|------------------|------------------------------------------|
| VEHICLE (V)      | VEHICLE                                  |
| LARGE VEHICLE (LV) | LARGE VEHICLE, SCHOOL BUS, EMERGENCY VEHICLE, TRAILER |
| PEDESTRIAN (PED) | PEDESTRIAN, STROLLER, ANIMAL, WHEELCHAIR |
| TWO WHEELER (TW) | BICYCLE, BICYCLIST, MOPED, MOTORCYCLE, MOTORCYCLIST |
| STATIC (STA)     | ON ROAD OBSTACLE, OTHER MOVER, occupied cells without label |

in occluded space or outside the sensors field of view are determined as unknown. These measurement grid maps serve as basis for our occupancy grid map label. In addition, we use it as network input in our baseline experiment for comparison to our new approach relying on the input data described in Section III-A. An example of these measurement grid maps is shown in Fig. 2 on the left, with the ground points visualized in red. The depicted scene shows a drawback of maps is shown in Fig. 2 on the left, with the ground points visualized in red. The depicted scene shows a drawback of this simple geometric inverse sensor model, as some space with ground measurements is falsely determined as unknown.

C. Network Outputs and Labels

The base configuration of our multi-task network outputs an occupancy grid map \(y_{occ}\), the velocities \(y_v\), the prediction of dynamic cells \(y_{dyn}\) and a semantic classification \(y_{cls}\) for the occupied cells. The network can be further extended with the prediction of the driveable area \(y_{road}\) and an auxiliary task \(y_{gc}\) to classify cells with a lidar point as ground cells. Each network output is a 3D tensor, i.e. a grid map with one or more layers, with the same spatial size \(L \times W\). We use the Argoverse 3D Tracking Dataset [28], which provides lidar data, annotated 3D object boxes and map data to calculate the labels for the aforementioned tasks. For the occupancy label, we use the measurement grid maps, described in Section III-B, but augment these grid maps using annotated object labels to set all cells inside a bounding box to occupied as shown in Fig. 2. The velocity and semantic labels for these occupied areas, can then be set according the object label. The ground truth velocities are calculated from the displacement of the object boxes in a global coordinate frame and stored as a velocity pointing east \(v_E\) and north \(v_N\). For the prediction of dynamic area, all cells with a velocity magnitude \(v_{mag} > 0.8\) m/s are defined as dynamic. The semantic labels are a coarser subset of the class labels from the Argoverse 3D Tracking Dataset [28] as shown in Table I. We choose to use coarser labels, as some classes are hardly to distinguish in lidar scans and especially in measurement grid maps, which serve as input in our baseline experiment. Additionally, we split the class labels in dynamic and static classes. We argue, that it is relatively easy for the recurrent network architecture to classify moving objects compared to distinction between a small static object and the static environment. The Argoverse 3D Tracking Dataset [28] provides binary driveable area labels as rasterized map with a resolution of one meter, which we use to generate labels in the spatial size and resolution of our grid map data. The argoverse map data is also used to split the lidar point cloud in ground points and no ground points, which is then used to generate labels that associate each cell to one of the classes \{BACKGROUND, GROUND, NO GROUND\}. These labels are used for the auxiliary task \(y_{gc}\) to improve the network optimization. In Fig. 3, the labels for the multiple outputs are visualized.

D. Multi-Task Recurrent Network Architecture

The multi-task network visualized in Fig. 3 is based on the architecture in [5], but extended with additional tasks. Additionally, the architecture relies on lidar data instead of measurement grid maps as input. The network is a combination of an U-Net [29] based feedforward architecture and recurrent layers on each network level. During training a sequence of input data in \(R^{n_{in} \times W' \times L' \times H}\) is processed through several convolutional layers, reducing the spatial size three times by a factor of three to \(R^{n_{in} \times \frac{W'}{3} \times \frac{L'}{3} \times \frac{H}{3}}\). This tensor is used as input for a convolutional long short-term memory (ConvLSTM) [30]. Additionally, there are ConvLSTMs in the skip connections to use temporal information on several scales. The outputs of the recurrent layers serve as input for three decoders. The first decoder is used to predict the occupancy \(y_{occ}\), the driveable area \(y_{road}\) and perform the ground classification \(y_{gc}\) as auxiliary task. The second decoder predicts the velocities \(y_{v}\) for occupied cells and perform the classification of dynamic cells \(y_{dyn}\) as auxiliary task. Finally, the third decoder performs a semantic classification \(y_{cls}\) for occupied cells. The ego-motion compensation consists of the input placement (IP) and the recurrent states shifting (RSS) as introduced in [5]. This method allows to use recurrent layers on different network levels, e.g recurrent states with different resolutions. The IP is used to compensate small movements of the ego-vehicle at the input of the network. This is achieved by increasing the input data \(W' = W + 28, L' = L + 28\) with an adjustable padding operation inside the network graph. In order to compensate larger movements over several time steps, all recurrent states are shifted synchronously in the RSS module, if the ego-vehicle moves between cells in the most inner network level.

E. Loss Functions

The optimization of the multi-task network relies on the minimization of the summation of all task specific loss terms

\[
L_0 = \alpha_{occ} L_{occ} + \alpha_v L_v + \alpha_{dyn} L_{dyn} + \alpha_{road} L_{road} + \alpha_{cls} L_{cls} + \alpha_{gc} L_{gc}
\]

with weight factors \(\alpha_{occ} = 5, \alpha_v = 0.02, \alpha_{dyn} = 0.1, \alpha_{road} = 1, \alpha_{cls} = 2, \alpha_{gc} = 1\) for each task. The loss functions for the occupancy \(L_{occ}\), the velocities \(L_v\), the prediction of the dynamic area \(L_{dyn}\) and driveable area \(L_{road}\) are defined as

\[
L_s = \frac{1}{W \cdot H} \sum_{i=1}^{W \cdot H} \lambda(i)(y_s(i) - \hat{y}_s(i))^2
\]

where \(\lambda(i)\) is a smoothness term that penalizes differences between the network prediction \(\hat{y}_s(i)\) and the ground truth \(y_s(i)\).
For the ground classification, we set \( \lambda \) the occupied cells, we set \( \lambda \) set classification, we use the focal loss as proposed in [31] to \( y \) and the ground truth \( y \) with a cell-wise weighting per class \( \lambda \). The loss function for the semantic classification consist of a softmax activation to normalize the \( y \) and the dynamic cells \( y_{\text{gc}} \) and the dynamic cells \( y_{\text{gc}} \) are auxiliary tasks. The visualizations on the right show the label data. The occupancy label is visualized in grayscale, with the occupied area in black and freespace in white, additionally the driveable area label is depicted in yellow. In the dynamic grid map, colors are used to visualize the orientation of the velocities for dynamic cells, in the semantic grid map for the semantic classes according the legend.

With \* = \{occ, v, dyn, road\}, the prediction \( \hat{y}_*(i) \), the ground truth \( y_*(i) \) and the task specific weighting \( \lambda_*(i) \) of cell \( i \). The cell-wise weightings \( \lambda_{\text{road}} \) and \( \lambda_v \) are used to encounter the imbalance between dynamic and static area. We set them both to 20 for dynamic cells, 5 for static cells and zero for all not occupied cells, as the predictions are only valid for occupied cells, i.e. cells with \( p_o > 0.7 \). For the optimization of the driveable area prediction, we use the measurement grid maps to distinguish between observable area \( \lambda_{\text{road}} = 1 \) and not observable area \( \lambda_{\text{road}} = 0.25 \). We choose a lower weighting for the unobservable area, otherwise the network might start hallucinating too much driveable area. The output layers for the semantic and ground classification consist of a softmax activation to normalize the class scores to class probabilities. The loss function for the semantic classification \( L_{\text{cls}} \) and the ground classification \( L_{\text{gc}} \) is a cross-entropy loss

\[
L_{\text{CE}} = \frac{1}{W \cdot H} \sum_{i=1}^{W \cdot H} \sum_{c=1}^{C} \lambda_{\text{CE}}(c, i) y(c, i) \hat{y}(c, i) \tag{5}
\]

with a cell-wise weighting per class \( \lambda_{\text{CE}} \), the prediction \( \hat{y} \) and the ground truth \( y \) for \( C = 9 \) classes for the semantic classification and \( C = 3 \) classes for the ground classification. For the ground classification, we set \( \lambda_{\text{CE}} = 0.1 \) for the background class, otherwise \( \lambda_{\text{CE}} = 0.5 \). For the semantic classification, we use the focal loss as proposed in [31] to set \( \lambda_{\text{CE}} \). As the semantic classification is only performed for the occupied cells, we set \( \lambda_{\text{CE}} = 0 \) for the not occupied cells.

IV. EXPERIMENTAL SETUP

In our experiments, we employ the Argoverse 3D Tracking Dataset [28] to generate training data as described in Section III-C and to evaluate our approach. In the following, we introduce this dataset briefly and provide some implementation details.

A. Dataset

The Argoverse 3D Tracking Dataset [28] consists of 113 sequences, each with a length of 15 to 30 seconds. In our work, we use the 65 training sequences for network optimization and the 24 validation sequences for evaluation, as there are no labels provided for the 24 test sequences. Our input data relies on the lidar data, which is recorded with two roof-mounted lidar sensors with 32 beams each and a range up to 200 m. The dataset provides annotated 3D bounding boxes with semantic class labels and labels for the driveable area, which are used to generate our ground truth data as described in Section III-C. In the label data generation, we choose a grid cell size of 0.15 m and a grid map size with 1001 × 1001 cells, leading to a perception area of [-75m, 75m]. The dataset provides object labels only 5 meters beyond the driveable area, which is the region of interest (ROI). Note, that the tasks \( y_{\text{occ}}, y_{\text{cls}}, y_v \) and \( y_{\text{dyn}} \) are only optimized using this ROI, as the labels for these tasks depend on the object labels.

B. Implementation Details

For the optimization of our network, we use the adam optimizer [32] with an initial learning rate of 0.0001, which we divide by a factor of 2 every 100k training iterations.
TABLE II: Different network configurations. The two input options are the point cloud projection (BEV) or the measurement grid map (MGM).

| method         | input data | outputs |
|----------------|------------|---------|
|                | BEV        | MGM     |
|                |            | yocc    | ydyv   | ydyi   | ydys   | yroad   | ygcl   | ygc   |
| meas_base      | ✓          | ✓       | ✓       | ✓       |         |         | ✓      | ✓    |
| lidar_base     | ✓          |         | ✓       | ✓       | ✓       | ✓       | ✓      | ✓    |
| lidar_base_gcl | ✓          |         | ✓       | ✓       | ✓       |         | ✓      | ✓    |
| lidar_base_road| ✓          |         | ✓       | ✓       | ✓       |         | ✓      | ✓    |
| lidar_base_road_gcl | ✓ |         | ✓       | ✓       | ✓       |         | ✓      | ✓    |

During training, we rely on input sequences with $n_{in} = 10$ time steps and use the predictions of the last two time steps for the loss calculation. In addition, we rotate the training samples randomly in 1° steps and apply dropout in the non-recurrent connections of the ConvLSTM layers as proposed in [33]. Due to memory constrains, we train our models using grid maps with $601 \times 601$ cells. Note, that for our evaluation, we use the full size grid maps with $1001 \times 1001$ cells. For our input data, we choose the minimum height $h_{min} = -1.6$ m, the maximum height $h_{max} = 3.0$ m and the discretization $d_h = 0.2$m, which leads to 25 height channels.

V. Evaluation

The evaluation relies on the 24 validation sequences of the Argoverse 3D Tracking Dataset [28]. The base configuration of our network lidar_base provides the prediction of occupancy, velocities with the prediction of dynamic area and the semantic classification as shown in Table II. We train the same configuration using measurement grid maps as input data, denoted as meas_base. Note, that meas_base has the advantage, that the occupancy label is equal with the input data, but augmented with object boxes. So, the approach meas_base use input data with already error-free removed ground points and only needs to learn the augmentation with the object shapes. In contrast, the lidar_base approach has to detect ground points internally to predict the occupancy grid, i.e. learn an inverse sensor model. First, the occupancy predictions of this two approaches are evaluated qualitatively. Second, we evaluate the ability to separate occupied cells in static and dynamic, and the accuracy of the velocity predictions. Furthermore, the influence of the input data on the semantic classification performance is investigated. In the quantitative evaluation, we also evaluate the lidar_base approach with the driveable area prediction and the ground classification added. Finally, we report runtime performances and show some qualitative results of our approach on data from our autonomous driving platform.

A. Representation of Occupancy and Freespace

In this section, we compare the representation of occupancy and freespace in a classical occupancy grid map, i.e. the measurement grid maps described in Section III-B with the predictions of our network architecture. In contrast to classical occupancy grid maps, our approach has the ability to predict the shape of objects as occupied area, as visualized in Fig. 4. In the measurement grid map, the vehicles are represented with the occupied cells, that are obtained by the sparse lidar measurements. However, both network configurations, using measurement grid maps or raw lidar data as input, predict a rectangle area as occupied, which is an improved modeling of the real world occupied space. In the depicted scenario an object near to the ego-vehicle causes a large occlusion in the measurement grid map, even though there are ground measurements visible in this area. The network with the setting meas_base simply predicts the freespace as it is provided at the network input and therefore has the same limitations as the geometric inverse sensor model. In contrast, the network using the raw lidar data learns an improved inverse sensor model and make use of the ground points to predict freespace.

B. Quantitative Evaluation

For the evaluation of the velocity predictions, we calculate the end-point-error (EPE), which is the L2 distance between the estimated 2D velocity vector and the ground truth. We report two metrics, considering all occupied cells (EPE$_{occ}$) and all dynamic cells (EPE$_{dyn}$), i.e. cells with a ground truth velocity magnitude $v_{mag} > 0.8$ m/s. The same threshold is used to separate the occupied cells in the two classes static or dynamic. The performance of the separation in static and dynamic cells is then measured by calculating the mean intersection over union (mIoU). For the evaluation of the semantic classification, we provide the intersection over union (IoU) for each class and the mIoU as overall performance measurement. The results in Table III show, that the configuration, using the measurement grid maps as input data meas_base provides marginally more accurate velocity predictions compared to lidar_base. We argue, that with the meas_base configuration the label data is similar to the input data, so there is more network capacity for the other tasks available, which leads to slightly better results. The best results for the semantic classification are obtained using the lidar input data and the auxiliary task $y_{gc}$. It is notable, that the meas_base configuration achieves comparable results for the semantic classification of the dynamic classes, as these objects are easier separable from the static environment due to the recurrent network architecture. However, especially for static and small objects, e.g. pedestrians, the configurations with the raw lidar input data provide improved results.
TABLE III: Quantitative evaluation of the velocity prediction and semantic classification. The semantic classes are VEHICLE (V), LARGE VEHICLE (LV), PEDESTRIAN (PED), TWO WHEELER (TW) and STATIC (STA).

| task          | metric          | method         | sensor setup | overall          |
|---------------|-----------------|----------------|--------------|------------------|
| velocity      |                 |                |              |                  |
|               |                 | meas_base      | VLP32        | 33               |
|               |                 | lidar_base     | VLP32        | 18               |
|               |                 | lidar_base_gcc | VLP32        | 19               |
|               |                 | lidar_base_road| VLP32        | 23               |
|               |                 | lidar_base_road| HDL64        |                  |
|               |                 |                |              |                  |
|               |                 |                |              |                  |

TABLE IV: Runtime performance in ms.

| method        | sensor setup | preprocessing | network graph | overall |
|---------------|--------------|---------------|---------------|---------|
| meas_base     | VLP32        | 25            | 8             | 33      |
| lidar_base    | VLP32        | 5             | 13            | 18      |
| lidar_base_road| VLP32       | 5             | 14            | 19      |
| lidar_base_road_road| HDL64 | 9            | 14            | 23      |

C. Runtime Performance

We integrated our multi-task network in the ROS framework for deployment with data from our experimental vehicle. In contrast to the usage of input sequences in the training setting, the network graph for deployment only uses the current input data and the recurrent states of the previous time step to predict the current grid map. So, the network graph for the deployment is saved for inputs with sequence length \( n_{in} = 1 \) and for the complete grid map with 1001 \( \times \) 1001 cells, leading to a perceived area of 150m \( \times \) 150m. The preprocessing of the lidar data is executed on the CPU, whereas the network graph runs on an Nvidia GeForce RTX 2080Ti using half-precision floating mode. We compare the runtime performance of our network relying on measurement grid maps as input \( \text{meas}_\text{base} \) with our end-to-end approach \( \text{lidar}_\text{base} \) in Table IV using data from a 32 layer lidar. The preprocessing of the \( \text{meas}_\text{base} \) configuration consists of a ground point removal step and the calculation of measurement grid maps, whereas the end-to-end approach only needs the BEV projection described in Section III-A. Therefore, the configuration \( \text{lidar}_\text{base} \) achieves a lower overall runtime, however both configurations are real-time capable. Note, that the specified time for the network graph includes the time for transferring the data to and from the GPU. Additionally, we apply the configuration \( \text{lidar}_\text{base}_\text{road} \) with the data of a 64 layer lidar, which results in an increased preprocessing time, but the inference time of the network graph remains constant. This result shows, that our approach is also usable in real-time with lidar sensors that provide larger point clouds.

D. Qualitative Evaluation

In this section, we show some qualitative results of our approach with the configuration \( \text{lidar}_\text{base}_\text{road}_\text{gc} \), using data obtained by our experimental vehicle, equipped with a 64 layer lidar scanner. In Fig. 5a the ego-vehicle drives on a straight roadway with several parking vehicles. The visualization on the left depicts the predicted occupancy grid map with the lidar points in red and shows the ability of the network to predict freespace in areas with ground measurements. In the right image the semantic classification and the prediction of the driveable area are shown in colors. The network correctly predicts the parking vehicles (purple) and the large static vehicle (dark purple), as well as the dynamic vehicle (red) and the pedestrian (green) at the top right of the image. In our experiments, we observed that the driveable area prediction generalizes not so well to other sensor setups or new scenarios. So it mainly works well in scenes with straight roads, parking vehicles or visible curbs. However, this problem could be solved using the same sensor data in the training setup and a more diverse dataset. In the scenario depicted in Fig. 5b the ego-vehicle has stopped behind a line of cars, with several pedestrians walking on the right side. The left image show the dynamic occupancy grid map, with colors indicating the direction of the velocity.
estimates for dynamic cells. The network correctly predicts the moving cells as pedestrians, shown in green in the right image. In such scenarios with small objects, our approach benefits from the recurrent network architecture as it can use information of multiple time steps to detect pedestrians based on their motion.

VI. CONCLUSIONS

In this work, we have presented a multi-task recurrent neural network to predict dynamic occupancy grid maps with semantic classes. Our model uses raw 3D lidar data, represented as BEV image with several height channels as input data and outputs an occupancy grid map. Compared to prior work, this approach does not need a ground point removal and measurement grid map calculation as preprocessing steps and therefore achieves a lower runtime performance. Moreover, our experiments show an improved performance for the semantic classification, especially for static objects. In future work, we plan to investigate the possibility of adding additional tasks, such as the prediction of instances.
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