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Abstract

There is a growing research interest in studying word similarity. Without a doubt, two similar words in a context may be considered different in another context. Therefore, this paper investigates the effect of the context in word similarity. The SemEval-2020 workshop has provided a shared task (Task 3: Predicting the (Graded) Effect of Context in Word Similarity). In this task, the organizers provided unlabeled datasets for four languages, English, Croatian, Finnish, and Slovenian. Our team, JUSTMasters, has participated in this competition in the two subtasks: A and B. Our approach has used a weighted average ensembling method for different pre-trained embeddings techniques for each of the four languages. Our proposed model outperformed the baseline models in both subtasks and achieved the best result for subtask 2 in English and Finnish, with a score of 0.725 and 0.68, respectively. We have been ranked the sixth in subtask 1, with English, Croatian, Finnish, and Slovenian with scores as follows: 0.738, 0.44, 0.546, 0.512.

1 Introduction

Identifying and measuring words similarity is considered the base step for spotting the similarity between sentences or documents. Word similarity is classified into three types: the first type is lexical similarity (Gomaa et al., 2013), which depends on the symmetry of the character sequence; the second one is semantic similarity (Miller and Charles, 1991), which depends on the literal meaning of the words; and the third type is pragmatics (Cherpas, 1992), which focuses on the meanings and the effects of words according to the context.

Task 3 in SemEval 2020 (Armendariz et al., 2020a) is about finding the context effect on word meanings by giving two similar words in a different context. Task 3 has two unsupervised subtasks, the first subtask asked to predict the degree and direction of change in the human annotator’s scores of similarity between two words when presented in two different contexts. The second subtask asked to predict the human score of similarity for a pair of words within the same context. In addition, the task provided data for four different languages: English, Croatian, Finnish, and Slovenian.

In this paper, we have experimented with different embeddings techniques in each of the four languages to determine the best combination for each subtask. Also, we propose a weighted ensembling for state-of-the-art embedding techniques to achieve a significant sense of representation of the words. This has been accomplished for the four languages to gain the highest result in both subtasks except the English language. Besides, our proposed model has outperformed the other teams in subtask 2 for English and Finnish, with the highest score of 0.725 and 0.68, respectively.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://creativecommons.org/licenses/by/4.0/
This paper is organized as follows: related work will be shown in section 2. Section 3 provides a brief description of Task3 and the dataset. Our proposed model, JUSTMasters, is characterized in Section 4. Experiments and results are introduced in section 5. Finally, the conclusion is provided in section 6.

2 Related Work

Different similarity measurements are used to determine the similarity between texts in various ways. There are four known categories of text similarity measurements: string-based, knowledge-based, corpus-based, and hybrid-based (Prasetya et al., 2018). The researchers agreed that string-based similarity algorithms are the best tool for measuring the lexical similarity, and Knowledge-based similarity algorithms are the best for the semantic similarity.

In order to estimate the score of similarity between sentences, researchers in (Mueller and Thyagarajan, 2016) applied Manhattan Long Short-Term Memory (MaLSTM) with Support Vector Machine classifier by using 300-dimensions Word2vec as word embedding. Moreover, to capture the semantic similarity between fixed-length texts, a group of researchers (De Boom et al., 2015) proposed a hybrid technique that consists of TF-IDF (Joachims, 1996) and word embedding. TF-IDF technique performs well with logical similarity, while the word embedding performs well with semantic similarity, so they combined the previous technique to classify the texts using Euclidean distance. Other researchers (Recski et al., 2016) used a novel combination of word embeddings, WordNet, and the concept dictionary 4lang to measure the semantic similarity of word pairs.

The authors of (He and Lin, 2016) presented a novel approach consisted of Bi-LSTM and pairwise word interaction modeling techniques to compare each word with the overall sentence. On the other hand, for traditional word embeddings, other researchers (Jatnika et al., 2019) showed that the best values for the Word2vec features are 9 as window size and 300 as vector dimensions configuration.

For determining the sense of the words based on the contexts, the authors of (Levine et al., 2019) proposed a model called SenseBERT, which predicts the sense in the semantic level of the missing words based on self-predictions of WordNet supersense (Fellbaum, 2012). As well for Word in Context task, SenseBERT was attaining a state of the art result. For semantic relationships in semantic frame induction, a group of researchers (Arefyev et al., 2019) proposed a combined approach that employed two different types of vector representations: dense representations from BERT hidden layers of a masked language model, and sparse representations based on substitutes for the target word in the context.

3 Task Description

Taks 3 in SemEval 2020 consisted of two subtasks:

- **Subtask 1**: It aims to determine the difference between the similarity of two words in different contexts using Equation 1. For example, by giving the words "People" and "Population" in two different contexts, it is noticed that in the second context, both words are highly similar, while the similarity for the same words is decreased in the first context as presented in Table1.

  \[
  \text{change} = \text{sim} \_\text{context2} - \text{sim} \_\text{context1}
  \]

- **Subtask 2**: It aims to find the degree of similarity between two words in different contexts. We need to find the similarity between these two words on a scale of 0-10. In the same example presented in Table1, giving the words "People" and "Population", the similarity score in context 1 is 7.46, and 9.7 for context 2.

**Data Description**: Task 3 dataset is called CoSimlex (Armendariz et al., 2020b). It was released in four languages: English, Croatian, Finnish, and Slovenian. The English dataset contains pairs of words derived from SimLex-999 (Hill et al., 2015), while for Croatian, Finnish, and Slovenian the pairs are translated from English to each language. Moreover, it contains two different contexts extracted from Wikipedia, each context has a pair of words. The size of each language: 340 English pairs, 112 Croatian pairs, 111 Slovenian pairs, and 24 Finnish pairs.
The tornado was also the second costliest tornado in history at the time, but in the years since has been surpassed by several others if population changes over time are not considered. When costs are normalized for wealth and inflation, it ranks third today. The deadliest tornado in world history was the Daultipur-Salturia Tornado in Bangladesh on April 26, 1989, which killed approximately 1300 people.

Agriculture contributes over 45% to the net state domestic product. It is the main source of income and employment in Himachal. Over 93% of the population in Himachal depend directly upon agriculture which provides direct employment to 71% of its people.

**Evaluation Metric:** The evaluation metric used for the first subtask is an uncentered Pearson correlation against gold scores by human annotators. While for the second task, the evaluation metric is the harmonic mean of the Pearson and Spearman correlations against the gold scores by human annotators.

**Baseline:** The baseline model provided by the organizers was a BASE Bidirectional Encoder Representations from Transformers (BERT) using the pre-trained ‘wiki_multilingual_uncased’ model from Google, and using bert_embedding package (Imgarylai, 2019), which is an open-source project to generate token embeddings with multilingual BERT. Table 2 illustrates the baseline results for each task.

| Task | English | Finnish | Croatian | Slovenian |
|------|---------|---------|----------|-----------|
| 1    | 0.7125  | 0.6712  | 0.5872   | 0.6034    |
| 2    | 0.57312 | 0.2894  | 0.4024   | 0.5159    |

Table 2: The results for baseline model

### 4 JUSTMasters Approach

Our approach goes in the following work-flow, as shown in Figure 1: the input consists of the required context, if the context’s language is English, feature extraction is applied as a further step, otherwise, the next step is word embedding. The embeddings feed our proposed model, JUSTMaster Model. Finally, the evaluation step is done using the Pearson correlation for subtask 1, and harmonic mean of the Pearson and Spearman correlations for subtask 2. Further details is provided in the following subsections.

![Figure 1: General Work-flow]
4.1 Cleaning and Preprocessing Data

We have noticed that cleaning and preprocessing the data lead to a low score result. We believe that this is due to the used contextual embedding. Except removing <strong> and </strong> which surround the pair of words in each context. The experimented cleaning and preprocessing methods consisted of: removing stop words, punctuation, digits, hashtags, and special characters. Also, set all words to lowercase.

4.2 Feature Extraction

We have extracted features related to Natural Language Processing (NLP) field. We have experimented with a list of features, but only eight features shown exceptional results, as follows: Term Frequency–Inverse Document Frequency (TF-IDF) feature (Joachims, 1996) that is a numerical statistic number to represent the importance of each word from the pair in both contexts. Synonyms feature (Turney, 2008) to find if both words in pair are synonyms or not. Antonyms feature (Turney, 2008) to find if both words in pair are antonyms or not. Edit Distance feature (Ristad and Yianilos, 1998) is also called Levenshtein Distance, it measures the number of edit moves needed to make two words the same. Euclidean Distance (Cha, 2007) is the most common simple measure that calculates the length of the path connecting between two points. minkowski distance (Boriah et al., 2008) is a generalization of Euclidean Distance to measure the similarity between two words. Morphological feature (Bender, 2013) that is used to study the surface form and grammatical structure of words. Named Entity Recognition (NER) feature (Lample et al., 2016) to recognize the type of entities such as locations, products, organizations, person names, etc.

These features are extracted using different Python libraries: NLTK (Bird et al., 2009) for edit distance, antonyms, and synonyms, sklearn (Pedregosa et al., 2011) for TF-IDF, and spaCy (Honnibal and Montani, 2017) for NER and morphological features.

4.3 Embedding techniques

Embedding techniques are mainly converting words to a vector of numbers. Our experiments have been focused on task 2, because task 1 results can be extracted from task 2 results. This sub section provides a list of the methods that have been tested with all languages. We have used well known embedding techniques, we have used weighted combination of embedding. We will illustrate variety of embedding models that we have used for each language.

- **Word Embeddings**: Classic word embeddings are static at word-level, which means that each word has one pre-computed embedding. There are different pre-trained embeddings types under this package (GloVe, fastText embeddings trained over Wikipedia, and fastText embeddings over Web crawls). Through our experiments, we have implemented word embeddings that are supported from Flair library (Akbik et al., 2018). Word Embeddings support most of the datasets language, for example ‘en’ for English, ‘fi’ for Finnish, ‘sl’ for Slovenian, and ‘hr’ for Croatian. In our experiment, we used 2 types of the supported WordEmbedding, fastText embeddings trained over Wikipedia models initialized as ‘en’ for example, and FastText embeddings over web crawls initialized as ‘en-crawl’ for example.

- **fastText**: FastText Embeddings provide vectors for Out Of Vocabulary (oov) (Pinter et al., 2017) words by using the sub-word information. These models (Grave et al., 2018) were trained on Common Crawl and Wikipedia. fastText uses CBOW with position-weights, and has 300 dimension, with character n-grams of length 5, a window of size 5 and 10 negatives. Through our experiments, we have implemented fastText Embeddings (Bojanowski et al., 2017) that is supported from Flair library. FastText is pre-trained word vectors for 157 languages, and among them (English, Finnish, Slovenian, and Croatian).

- **BERT**: BERT is state-of-the-art in the NLP field due to its high performance and highly pragmatic approach. BERT overcomes the shortcoming of other traditional embeddings that provide the same
vector for a word regardless of the context, which reduces the importance of the context influence in determining the meaning or the sense of a word. To resolve this dilemma, BERT uses a bidirectional transformer (Vaswani et al., 2017) to provide word embeddings, and it does take into consideration the context and the surrounding words of the word. This gives us two different embedding vectors for the same word in different context. In our experiment we implemented BertEmbeddings package (Imgarylal, 2019) to obtain the token embedding from BERT’s pre-trained model.

- **ELMo**: ELMo is a contextual word embedding that was presented in 2018 (Peters et al., 2018). It is a deep contextualized word representation that models both complex characteristics of word use, and how these uses vary across linguistic contexts.

- **RoBERTa**: Facebook proposed modifications to the BERT pretraining procedure that improved end-task performance. They aggregated these improvements and evaluated their combined impact. RoBERTa (Liu et al., 2019) stands for Robustly optimized BERT approach.

- **Flair**: Flair embedding (Akbik et al., 2018) produced the word embedding based on contextual string embeddings, which can capture the latent syntactic-semantic information. It provides different options to choose the embedding, such as ‘forward’ or ‘backward’ or Stacked Embeddings for both of them.

4.4 **JUSTMaster Architecture**

For each type of the four languages, we have built a model to adapt the required language features. Figure 2 illustrates the architecture of the English dataset’s model for context 1, as well it is applied to context 2. This model extracts features from the context and the embeddings using two different embedding technique (BERT embedding (Devlin et al., 2019) and RoBERTa (Liu et al., 2019)) for the pair of words. Then, we have concatenated the extracted features from the previous step with BERT embeddings. Subsequently, the model adopts a weighted combination between the embeddings for the English language, as 0.7 weight for BERT embedding, and 0.65 weight for RoBERTa. We experimented with weights randomly, 0.7, and 0.65 was the best to obtain a similarity score nearly the human scores of similarity. After that, we have concatenated the weighted vector and calculate the similarity using a cosine similarity measure.

Regarding Finnish dataset, we have built a slightly different model. Figure 3 illustrates the architecture of the JUSTMasters model for the Finnish dataset model for context 1, as well it is applied to context 2. We have concatenated the the embeddings of BERT Embedding (’bert-base-finnish-cased-v1’) (Devlin et al., 2019) multiplied by 0.7 and Classic WordEmbedding (Akbik et al., 2018) multiplied by 0.65 as a weighted concatenation. Then, the similarity between the pair of words in each context is measured by Cosine similarity measure.

Concerning Slovenian and Croatian, we have implemented the same weighted embedding approach that is used for Finnish but with slight differences in the embedding techniques. For the Croatian language, we have used WordEmbeddings (’hr-crawl’) (Akbik et al., 2018) weighted by 0.7 and fasttext (Bojanowski et al., 2017) by 0.65. And, for the Slovenian language, we have adopted our JUSTMasters model using WordEmbeddings(’sl’) (Akbik et al., 2018) weighted by 0.7 and fasttext (Bojanowski et al., 2017)by 0.65.

5 **Results**

In this section, we will talk about the results of each language individually. The scores are based on subtask 2.

5.1 **English Language**

Table 3 shows our experiments on this language for subtask 2. We can see that when we concatenate BERT LARGE (book corpus wiki en uncased) embeddings with Roberta-base embeddings we obtain high scores, which is more than 0.71. However, when we add the extracted features to the equation, the score becomes 0.725, which ranks at the top of the leaderboard. We used the same approach for subtask1 that also has achieved 0.738 scores, and we have ranked sixth on the leaderboard.
Figure 2: The Architecture of JUSTMaster Model for each Context in English language

Figure 3: The Architecture of JUSTMaster Model for each Context in Finnish language

| Embedding                                                                 | Score |
|---------------------------------------------------------------------------|-------|
| JUSTMasters model(BERT* + Roberta ('base') + Features)                    | 0.725 |
| JUSTMasters model(BERT* + Roberta ('base'))                               | 0.71  |
| RoBERTa ('base')                                                          | 0.56  |
| ELMo ('original')                                                         | 0.42  |
| BERT* LARGE(book corpus wiki en uncased)                                   | 0.69  |
| Baseline (BERT-base/wiki-multilingual-uncased)                            | 0.57  |

Table 3: Embedding models with the English dataset

### 5.2 Slovenian Language

For the Slovenian language, Table 4 shows our experiments on this language for subtask 2. As the table shows, the traditional word embeddings technique is considered good enough to overcome the
baseline, even the results are close, the classic word Embeddings (‘sl’) achieved 0.52 score which is similar to BERT-base-multilingual-uncased. Also, we have implemented the JUSTMasters model using WordEmbeddings(‘sl’) weighted by 0.7 and fasttext by 0.65, the result for subtask 2 is 0.44, and for subtask 1 is 0.512.

| Embedding                                                                 | Score |
|--------------------------------------------------------------------------|-------|
| WordEmbeddings(‘sl’)                                                     | 0.52  |
| stacked( Flair (‘sl-forward’) + WordEmbeddings(‘sl’) )                   | 0.46  |
| JUSTMasters model (WordEmbeddings(‘sl’) + fasttext(‘sl’))               | 0.44  |
| BERT-base-multilingual-uncased                                          | 0.52  |
| Baseline (BERT-base-wiki-multilingual-uncased)                          | 0.51  |

Table 4: Embedding models with the Slovenian dataset

5.3 Croatian Language

For the Croatian language, Table 5 shows our experiments on this language for subtask 2. Also, in this language, the traditional Word embedding technique is good enough to overcome the baseline, for subtask 2 the JUSTMasters model achieved a 0.443 score through using WordEmbeddings(‘hr’) weighted by 0.70 and fasttext weighted by 0.65. Using the same method for subtask 1, we obtained a 0.440 score.

| Embedding                                                                 | Score |
|--------------------------------------------------------------------------|-------|
| WordEmbeddings(‘hr-crawl’)                                               | 0.532 |
| stacked( Flair (‘hr-forward’) + Flair ‘hr-backward’)                     | 0.301 |
| JUSTMasters model (WordEmbeddings(‘hr’) + fasttext(‘hr’))               | 0.443 |
| BERT-base-multilingual-uncased                                          | 0.338 |
| Baseline (BERT-base-wiki-multilingual-uncased)                          | 0.402 |

Table 5: Embedding models with the Croatian dataset

5.4 Finnish Language

We obtained the best results among all teams on the contest with the Finnish language, too. Table 6 shows our experiments on this language for subtask 2. There is a pre-trained BERT model for this language that gave us a better score than using the multilingual BERT model. However, to get a higher score we used the JUSTMasters model. We gave weight for the word embedding vector and weight for the BERT vector. This technique gained 0.68 scores, #1 on the leaderboard for subtask 2, while 0.546 scores for subtask 1.

| embedding model                                                          | Score |
|--------------------------------------------------------------------------|-------|
| WordEmbeddings(‘fi’)                                                     | 0.52  |
| stacked( Flair (‘fi-forward’) + Word embedding (‘fi’))                   | 0.55  |
| BERT-base-finnish-uncased-v1                                             | 0.58  |
| stacked(WordEmbeddings(‘fi’) + Flair (‘fi-forward’) + BERT-base-finnish-uncased-v1) | 0.59  |
| JUSTMasters model ( BERT-base-finnish-uncased-v1 + WordEmbeddings(“fi”)) | 0.68  |
| Baseline (BERT-base-wiki-multilingual-uncased)                          | 0.29  |

Table 6: Embedding models with the Finnish dataset

6 Conclusion

In this paper, we describe our proposed models for SemEval Task 3. The task is designed for multilingual datasets that include English, Croatian, Finnish, and Slovenian datasets. We also presented the experiments of our model with each language. JUSTMaster model achieved excellent results in the competition on
the leaderboard for English and Finnish languages. The model for the English language consists of a concatenation of BERT embedding, Roberta embedding, and the extracted features, which achieved a 0.725 score for subtask 2, and 0.738 for subtask 1. While for the Finnish language, we adopted the JUSTMasters model to concatenate the BERT and traditional word embedding vectors that achieved 0.68 scores for subtask 2 and a 0.546 score for subtask 1. On the other hand, for Slovenian and Croatian languages, we implemented the JUSTMasters model with the traditional Word Embeddings, which obtained 0.44 and 0.443 respectively for subtask 2 and 0.512 and 0.440 respectively for subtask 1. It is worth mentioning that the extracted features such as TFIDF, POS, and other features from both words in each context increased the overall accuracy by 0.15%.
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