On the neural network flow of spin configurations
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We study the so-called neural network flow of spin configurations in the 2-d Ising ferromagnet. This flow is generated by successive reconstructions of spin configurations, obtained by an artificial neural network like a restricted Boltzmann machine or an autoencoder. It was reported recently that this flow may have a fixed point at the critical temperature of the system, and even allow the computation of critical exponents. Here we focus on the flow produced by a fully-connected autoencoder, and we refute the claim that this flow converges to the critical point of the system by directly measuring physical observables, and showing that the flow strongly depends on the network hyperparameters. We explore the network metric, the reconstruction error, and we relate it to the so called intrinsic dimension of data, to shed light on the origin and properties of the flow.

I. INTRODUCTION

Machine learning (ML) techniques have in recent years found application in many problems in physics, and are being increasingly adopted by the physics community. The most common application is the study of phase transitions, but ML has also been used to study problems such as the prediction of crystal structures, the processing of neutron scattering data, the renormalization group (RG) transformation, quantum state tomography, and many-body quantum states encoding, among many others. The relationship between ML and RG, and the possible implementation of RG schemes through neural networks (NNs) is particularly intriguing, as it brings together what is arguably the most important single concept of statistical physics of the second half of the XXth century with a field of artificial intelligence that has experienced spectacular growth in the last decade.

The recently introduced notion of Neural Network flow provides in principle a possible realization of the coarse-graining transformation, which is the first step of the RG. The idea is that a NN trained to reproduce images, such as an autoencoder (AE), can be fed an image to be reproduced, and this reproduction can be fed back into the NN, thus generating a sequence (See Fig. 1 and Sec. IIB). Since the reproduced image contains errors, the procedure generates different images at each iteration, until eventually reaching a fixed point, i.e. an image that can be exactly reproduced by the NN. If the NN is an AE with a hidden layer smaller than the input layer, this dimensional reduction forces the NN to do a sort of coarse-graining of the image. The result is a flow of coarse-graining-like transformation that is similar to the RG flow, albeit with the lack of the (crucial) rescaling RG step.

This flow was studied in Refs. 17, 18 and 19, and it was found to be related to the actual RG flow of the physical system under consideration. In 17 and 18 the NN flow was implemented on a Restricted Boltzmann Machine (RBM) network. The network was trained with Monte Carlo configurations of an Ising spin system at various temperatures and magnetic fields.

The flows obtained by feeding back to the network reproduced images were found to have fixed points, which appear to correspond to points in the phase diagram where the Ising models present specific heat maxima. In this manner, the RBM flow would spontaneously identify the phase transition of the Ising model. In Ref. 19 a similar flow was obtained using both autoencoders and variational autoencoders (VAEs). The broad finding of these papers is that RBMs and AEs can be trained and set up to obtain a transformation that acts like an “anti-RG”, producing a flow that takes images to the critical point.

Here we revisit the NN-flow of the Ising model with a standard AE. We show that, although certain features of the NN-flow fixed point can be associated with critical configurations of the system, others do not. We find that NN-flow has non trivial dependencies on the reconstruction error, on the intrinsic dimension of the system and on the way in which the NN is trained. Most importantly, there are a multitude of fixed points in image space, and
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FIG. 1: Diagram of an AE. To the left, the input layer. At the center, the latent space, where data is compressed. At the right, the output layer.
most of them cannot be said to be related to the unstable fixed point of the RG (i.e. the critical point).

II. MODEL AND NEURAL NETWORK

A. The Ising model

We test the NN-flow ideas on the very well known Ising ferromagnet in \( d = 2 \) dimensions, with periodic boundary conditions, first-neighbor interactions and no external field. It is defined by the energy

\[
\mathcal{H} = -J \sum_{\langle i,j \rangle} \sigma_i \sigma_j,
\]

where \( \langle i,j \rangle \) stands for nearest neighbor pairs on a square lattice, \( J \) is the spin-spin coupling constant (here set to one), and \( \sigma = \pm 1 \). The order parameter is the magnetization per spin,

\[
m = \frac{1}{N} \sum_i \sigma_i,
\]

where \( N \) is the number of sites. This model presents a continuous transition between the paramagnetic phase and the ordered phase, which in the thermodynamic limit is known to be at \( T_c = 2/(\ln (1 + \sqrt{2})) \approx 2.269 \). For this work, we have generated a set of equilibrium configurations on a \( 30 \times 30 \) square lattice with standard single-spin flip Metropolis Monte Carlo. We have run 400 independent simulations, starting from the disordered phase (initial temperature \( T_0 = 4.5 \)). Each simulation was run at a fixed temperature belonging to a set of 200 evenly-spaced temperatures in the range \([0.02, T_0]\) until equilibrium was reached, and the final spin configuration was saved. Thus we generated a set of 80000 configurations, or images. We used 60000 configurations as training data, of which 10\% was taken as validation data, to monitor training and choosing network hyperparameters. The remaining 20000 configurations (100 for each temperature) constitute our test set.

B. The autoencoder

AEs are neural networks whose aim is to make an approximate copy of the given input, \( \mathbf{x} \). They consist of two parts, encoder and decoder (see Fig. 1). The former generates a representation \( \mathbf{z} \) of each data point \( \mathbf{x} \) in the so called latent space, which typically has a lower dimension that the original space in which data is embedded. The latter takes the representation \( \mathbf{z} \) and reconstructs an approximate copy \( \bar{\mathbf{x}} \) of the encoder input, \( \mathbf{x} \). The AE trainable parameters are learned minimizing the mean square error (mse) between the input and the output for all the elements in the training set, \( X \):

\[
mse(X) = \frac{1}{|X|N} \sum_{\mathbf{x} \in X} |\mathbf{x} - \bar{\mathbf{x}}|^2,
\]

where \( |X| \) is the number of elements in \( X \). Unlike RBMs, AEs are deterministic functions which map \( \mathbf{x} \) to \( \bar{\mathbf{x}} \), and do not learn the underlying probability distribution of the data. This task can be addressed with VAEs, but we do not consider those here.

In this work we use fully connected AEs with a single hidden layer of \( N_l \) units, as they are the simplest neural network reported to be capable of generating a flow of configurations towards the critical point. The training was done with a fixed number of 50 epochs, batch size of 512, and a learning rate equal to \( 10^{-3} \). The trainable parameters are learned minimizing the cost function through gradient descent using back propagation. All neural network calculations are performed with Tensorflow.

The input is a vector of 900 components that only take the (normalized) values 0, 1, but the components of the reconstructed copy \( \bar{\mathbf{x}} \) are real numbers between 0 and 1. Therefore, before feeding back the image to the AE or otherwise processing the output, we round each component to 0 or 1. As a consequence, when computing the reconstruction error (RE) the rounding procedure implies that every wrong pixel contributes \( 1/N \) to the mse of a single configuration, being \( N \) the number of sites. This allows to discretize the RE, and allows the possibility to have perfect reconstructions, where the RE is exactly zero.

III. RESULTS

A. AE-flow

To study the properties of the NN flow we choose to monitor the energy and magnetization of each configuration using Figs. 1 and 2. This is in contrast to Ref. 19.
where the authors used the temperature, determined through a different neural network, previously trained to measure the temperature of a configuration. We prefer to stick to energy and magnetization, which are clearly defined physical variables, rather than resort to an unnecessary black box. As we shall see, the present approach shows that the NN flow cannot be described by a temperature.

Figure 3 shows the energy flow starting from a group of 100 configurations with initial temperature $T_i = 4.5$ for $N_t = 128$. We observe that the energy flows to a fixed point around the equilibrium energy of the system’s critical temperature. This value, indicated by the colored shadow in Fig. 3, was obtained from the Monte Carlo simulations. We have checked that for the fixed point all the reconstructed images are identical to the input images pixel by pixel, i.e. the reconstruction error is null. As reference, the energy per spin of saturated configurations is $E_0 = -2$, whereas the energy per spin of the system at infinite temperature is $E_\infty = 0$. The same figure shows another set of configurations (with $T_i = 1.5$), that flow to another fixed point, far from the critical region: a perfectly ordered configuration.

The existence of more than one fixed point can be understood from the curve of RE vs. temperature (Fig. 3). When training a NN, the metrics are typically reported as an average over the whole training and/or validation sets. However, the metrics can display large fluctuations within each set, as it happens in this case: the RE is zero for perfectly ordered snapshots and it increases as the temperature increases. The critical temperature (vertical dashed line in the figure) roughly coincides with the inflection point in the mean RE curve, as was observed in Ref. 24 in the context of anomaly detection. We must emphasize that the RE in Fig. 4 is finite for all configurations that are not fully magnetized ($m = \pm 1$): this implies that the fixed point for the high-temperature configurations of Fig. 3 corresponds to configurations that are physically very unlikely.

This becomes more clear if we also monitor the magnetization of the configurations along the flow. For $T_i = 4.5$ the dispersion is higher than observed for the energy flow. The fixed point is also observed in the magnetization flow (as it must, since it is actually a fixed point in the flow of configurations), but the magnetization at the fixed point is quite far from the critical magnetization (recall that at $T_c$, $m = 0$ in the thermodynamic limit, but for a finite system $m$ is finite and size-dependent). This shows that the flux produces configurations that are physically very unlikely, i.e. highly improbable when sampling from the Boltzmann distribution at finite temperature. The fixed-point configurations have an energy close to the critical point energy, but a much lower magnetization. For $T_i = 1.5$, on the other hand, the fixed point is the ground state of the system, where $E = E_0$ and $m = \pm 1$.

In Ref. 19 low-temperature configurations were also reported to flow towards the critical point, in contrast to our finding above. To understand how low-temperature configurations can flow to the critical point, we introduce a parameter $T_{cut}$, which sets a lower bound for the temperatures to be included in the training set. This parameter induces strong modifications in the RE as a function of temperature and consequently in the AE flow. Fig. 6 shows that for high $T_{cut}$ the RE rises at low temperatures. This rise in the RE for ordered configurations is not unexpected, since for this value of $T_{cut}$ the training
FIG. 5: Absolute value of the magnetization flow (per spin) as a function of the number of AE reconstructions, for 100 independent realizations of the system. Two different initial temperatures $T_i = 4.5$ and $T_i = 1.5$ are taken to show two different fixed points. The colored shadow denotes the range of magnetizations within dispersion that corresponds to the critical point of the system.

set includes no ordered configurations. This is similar to the situation encountered using Anomaly Detection.

Interestingly, Fig. 6 shows that for $T_{cut} \geq 2.6$ the RE is minimum for a temperature that is outside the range of training temperatures, i.e. to the left of $T_{cut}$, but in the paramagnetic phase, i.e. to the right of $T_c$. The presence of this minimum is non-trivial and could be related to the fact that the intrinsic dimension ($I_d$) of the input images has a local minimum at $T_c$. The $I_d$ is defined in Ref. 7 as "the minimum number of variables needed to accurately describe the important features of a data set". Trivially, $I_d = 1$ at zero temperature, so that a saturated configurations can be perfectly reproduced with only one neuron that learns the order parameter (using an AE), or with only one principal component (using principal component analysis). At sufficiently high temperature, $I_d = N$, since every spin is independent. Since the AE is doing dimensional reduction in the latent space, it is natural to expect that reconstruction is better when $N_l$ exceeds the intrinsic dimension of data, which is temperature-dependent. The final performance of the network will depend both in $N_l$ and training parameters.

Fig. 6 is instructive to understand why it is possible to observe the AE-flow head towards configurations that may appear critical. For high temperatures the RE is high because of the high $I_d$ of data. For low temperatures, the RE is also high because the configurations with small $I_d$ have been removed from the training set. One would expect that, if the flow has a physical fixed point, it would correspond to a minimum of the curve of Fig. 6 with an RE very close to 0 (if the fixed point were the critical state, this minimum would be at $T_c$). Instead, we observe in Fig. 6 and in general that when the RE curve develops a local minimum, the critical temperature does not match this minimum but roughly coincides with the inflection point in the mean RE curve (as in Fig. 4 and in Ref. 24).

B. Energy and magnetization in the reconstructed configurations

Fig. 7 shows the MC equilibrium energy vs. temperature, together with the energy of the first AE-reconstructed configurations vs. the temperature of the initial configuration and for different values of $N_l$. It is clear that the reconstructed energy is systematically smaller, which agrees with the energy flow from Fig. 3. The same plot for the magnetization (Fig. 8) shows that the reconstructed magnetization is higher than the original for low $N_l$, but can be correctly reproduced with $N_l = 512$. The lower reconstructed energy together with a slightly higher magnetization is consistent with a reconstruction process that does a sort of coarse-graining of the image, blurring interfaces and producing a configuration with larger domains and fewer domain walls, i.e. lower energy.
FIG. 7: Energy (per spin) as a function of temperature. In black, Monte Carlo sampled configurations. In different colors, the corresponding energies of the first reconstruction made by AEs with different number of neurons in the latent space ($N_l$). In black solid line, $T_{\text{cut}} = 1.5$. In gray dashed line the exact critical temperature of the system in the thermodynamic limit.

FIG. 8: Magnetization per spin as a function of temperature. In black, Monte Carlo sampled configurations. In different colors, the corresponding magnetizations of the first reconstruction made by AEs with different number of neurons in the latent space ($N_l$). In black solid line, $T_{\text{cut}} = 1.5$. In gray dashed line the exact critical temperature of the system in the thermodynamic limit.

FIG. 9: Average reconstructed magnetization for the highest training temperature ($T = 4.5$) vs. $N_l$; i.e., the last value of $m$ in Fig. 8. The continuous line is the function $1/\sqrt{N_l}$.

Fig. 9 shows the average magnetization at our highest training temperature ($T = 4.5$) as a function of $N_l$; i.e., the last value of $m$ in Fig. 8 for each $N_l$. For comparison we plot the function $1/\sqrt{N_l}$, which is the mean absolute value of the magnetization of $N_l$ random spins (and corresponds to the situation of model (1) for $T \gg 1$). We see a good agreement between these two quantities, which could be interpreted as follows. For high enough temperature spins are uncorrelated, and the $N$ random Ising variables have $m \approx 1/\sqrt{N}$ (we have checked that this value agrees within dispersion with the magnetization of our Monte Carlo simulation at our highest training temperature). After a single forward pass through the AE, the number of degrees of freedom is roughly $N_l$ due to the compression in the latent space. Then, the resulting reconstructed images (of size $N \times N$) are “as random as possible” with $N_l$ degrees of freedom, and thus have the same mean magnetization as a collection of only $N_l$ random Ising variables.

C. Flow dependence with $N_l$ and $T_{\text{cut}}$

From the above discussion of AE-flow and RE, and given that for sufficiently high $N_l$ the reconstructions should be good at all temperatures, one would expect that for high enough $N_l$ every configuration should be a fixed point, or very close to one. Fig. 10 shows how the fixed-point energy $E^*$ (the energy at the end of the flow) depends on both $N_l$ and $T_{\text{cut}}$ for configurations with initial temperature $T_i = 4.5$. $E^*$ increases monotonically with the number neurons in the latent space. We see thus that configurations in general do not flow towards the critical region, but that one can find a network and a training scheme that stops both below or above the critical energy range.

The behavior of $E^*$ with $N_l$ for flows starting with
configurations at $T_i = 1.5$ is shown in Fig. 11. We see again that for high enough $N_l$ the initial configurations are fixed points, and that $E^*$ is strongly dependent on both $N_l$ and $T_{cut}$.

Finally, Fig. 12 presents the mean RE for perfectly ordered snapshots and different values of $N_l$ and $T_{cut}$. This shows two regimes of the AE, where it can or cannot reproduce ordered configurations, and the crossover between them. Even if the ordered phase is excluded from training, the network can learn how to reconstruct ordered configurations if $N_l$ is high enough. This result may be interpreted in at least two related ways. On one hand it must be taken into account that even when training in the paramagnetic phase, the system presents short-range ferromagnetic order. This means that the network may have seen and learned to reproduce some locally-ordered domains. On the other hand, as the network has more and more parameters and it is trained to reproduce disordered snapshots, it is trying to achieve a very difficult task. Then, it may be natural for it to also have learned to reproduced perfectly ordered snapshots, which is a much simpler task. A similar situation appears in the anomaly detection context in Ref. 22 (Figs. 9 and 10).

IV. CONCLUSIONS

We have studied how spin configurations of the ferromagnetic 2-d Ising model transform under the flow generated by successive image reconstructions done with a fully connected AE (AE-flow) \[\text{AE-flow}^{18} \]. To monitor the flow we chose to follow the order parameter and energy along the successive transformations. We found that these two quantities behave differently, and depend strongly on the network hyperparameters. Using an architecture with a single hidden layer with $N_l$ neurons, we found a value of $N_l$ where the final energy of the flow coincides within dispersion with the range of energies that corresponds to the critical temperature of the system (Fig. 3). Nonetheless, for the same configurations the value of the order parameter (the magnetization per spin, $m$) did not agree with the expected physical value (Fig. 5), which is zero in the thermodynamic limit but finite for a finite number of spins. This shows that the configurations produced by the flow are not physical, i.e. are very unlikely to be found when sampling from the Boltzmann distribution.

In Ref. 19 the flow was monitored with a separate neural network, trained to assign a temperature to each spin configuration. These authors found that under certain conditions the temperatures in the AE-flow, as assigned by the second neural network, converge to the critical temperature of the system, $T_c$. Although this neural network approach is interesting, it does not actually allow to check whether the transformed configurations are near the critical point. Nonetheless, if one insists in monitoring the flow using neural networks, the magnetization, energy and correlation length can be estimated using neural network as regression model\[27\].

Training an AE with temperatures in the range $[0.02, 4.5]$ we found that the quality of the reconstructions is very inhomogeneous: the reconstruction error (RE) is strongly temperature-dependent, being zero for saturated configurations ($m = \pm 1$), and having an inflection point around $T_c \approx 2.269$ (the same was found in an Anomaly Detection study using AEs in similar spin
FIG. 12: Mean RE computed on the reconstruction of perfectly ordered configurations (here defined as RE0), for different values of Nl and Tcut.

As a consequence, configurations from the ferromagnetic phase flow to the saturated state. In order to study non-saturated fixed points in the AE-flow, we introduced a temperature Tcut, a lower bound for the temperature of the data included in training, and we found that Tcut allows for the formation of a non-trivial local minima of RE as a function of temperature near the critical region (Fig. 6). We argue that this minimum should be related to the minimum in the intrinsic dimension (see Sec. IIIA) of data in Tcut. Finally, we showed that there is a strong dependence of the flow on both Tcut and Nl (Figs. 10 and 11). These results contradict the claim that the configurations flow towards the critical region: the energy fixed point can be tuned to be higher or lower than the critical energy, depending on the choice Nl and Tcut. In any case, even if the hyperparameters are tuned to drive the energy to the critical range, the configurations are not critical in the sense that they are not representative of the Boltzmann ensemble at the critical temperature, as mentioned above.

We interpret the NN-flow in terms of the reconstruction error (RE), since the modification of spin configurations implies necessarily a finite RE, and in our case a fixed point in the flow also implies a vanishing RE. An interesting and more general situation could be where the fixed point is statistical, i.e., the physical quantities are fixed within dispersion, but the RE is finite. Whether this situation can be realized with some neural network remains to be established. To realize this scenario, it could be fruitful to implement a set of metrics with physical content, like a cost function that penalizes the error in energy, order parameter, and/or correlation length. This is a possible line to pursue in future studies. We hope that our work motivates further research on the neural network flow of spin configurations.

V. DATA AVAILABILITY

The raw data required to reproduce these findings are available to download from http://dx.doi.org/10.17632/5bhsvwp4.1. The codes used in this work are available to download from https://github.com/acevedo-s/NN-flow.
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