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Abstract—In this paper, we address the problem of computing the NDF (number of degrees of freedom) of the field radiated by a strip source along all the possible directions orthogonal to it. As well known, the NDF is equal to the number of singular values of the radiation operator that are before a critical index at which they abrupt decay. Unfortunately, in the considered case the solution of the associate eigenvalue problem is not known in closed-form, and this prevents us from directly evaluating the singular values of the radiation operator.

To overcome this drawback, in this paper we exploit a weighted adjoint operator. The latter allows obtaining an eigenvalue problem whose solution is known in closed-form but, at the same time, it changes the behavior of the singular values. However, since the modification of the singular values involves only the dynamics but not the critical index at which they abrupt decay, we succeed in the evaluation of the NDF of the radiated field.
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I. INTRODUCTION

The inverse source problem has several applications in antenna analysis and synthesis [1]-[9]. From the mathematical point of view, it entails inverting a linear integral operator, called radiation operator, which links the density current \( J \) to the radiated field \( E \). The latter represent respectively the unknown and the data of the inverse problem.

In order to evaluate the achievable performance in linear inverse problems, some common metrics are the point spread function (PSF) [10], and the number of degrees of freedom (NDF) [11]-[12]. In particular, the point spread function provides the reconstruction of an impulsive source or the synthesis of an impulsive field; instead, the number of degrees of freedom represents at the same time the number of independent functions required to represent the data with a given degree of accuracy, and the dimension of the unknowns subspace that can be stably reconstructed.

Both the metrics depend on the geometric parameters of the configuration and both are linked to the singular values decomposition (SVD) of the radiation operator, which is a key mathematical tool widely used in electromagnetics [13]-[17]. The link between the singular values decomposition and the metrics mentioned above appears immediately clear if we consider that the point spread function can be expressed in terms of the singular system of the radiation operator while the number of degrees of freedom is given by the number of relevant singular values of such an operator [18] [19]. However, the SVD of the radiation operator can be exploited not only to evaluate the singular system, the number of degrees of freedom, and the point spread function [20]-[23] but also to find a discretization scheme of the radiation operator that exploits a non-redundant number of samples [24]-[27].

In this article, we refer to the configuration consisting of a magnetic current strip observed on a truncated line orthogonal to the source. Such geometry has been considered in [28] [29] for the study of the depth resolution only in the case where the observation domain is centered with respect to the source. Differently, here we focus on the prevision of the NDF by removing the symmetry condition on the observation domain.

Let us remark that the study of the NDF for the configuration described before not only gives insight both on the forward and on inverse source problems but it is of great interest also in phase retrieval when the phaseless data are collected on more scanning surfaces parallel to each other.

In the latter context, the knowledge of the NDF along the orthogonal directions allows establishing the number of scanning surfaces which provides independent information. In fact, taking into account that the square amplitude of the radiated field must be sampled with a step-length that is the half of the radiated field, it is possible to retain that the number of scanning surface which allows collecting independent data will be approximately equal to two times the NDF of the radiated field.

For the considered configuration, since the kernel of the related eigenvalue problem is space-variant, the issue of finding the NDF by studying the singular values behavior of the radiation operator is quite difficult. To surmount this drawback, first we introduce a weighted adjoint and we explicit the kernel of the eigenvalue problem by exploiting asymptotic arguments. After, by performing a change of variables, we recast the original eigenvalue problem in a new one.

If the observation domain is outside the source domain or centered with respect to it, the new eigenvalue problem involves a convolution operator with a sinc kernel. Hence, its eigenvalues can be computed by exploiting the closed-form results related to the Slepian-Pollak operator [30]-[31]. At this stage, the NDF of the radiated field will be obtained by observing that the presence of the weight function in the adjoint operator affects only the dynamics of the eigenvalues but it does not change the position of the knee; hence, the NDF corresponds the number of relevant eigenvalues of the sinc kernel.

Differently, if the observation domain is in front of the source but not centered with respect to it, the kernel of the
new eigenvalue problem can be expressed by a sinc function of difference type plus an error term that does not affect the number of relevant eigenvalues. As we will show, also in this case the presence of the weight function does not affect the position of the knee in the eigenvalues diagram. Hence, the NDF of the radiated field can be still evaluated by referring to the integral operator with the sinc kernel. Consequently, our final result will be that of providing the NDF of the field for each possible observation domain orthogonal to the source.

The article is organized as follows. In section II we show the geometry of the problem, and we introduce the radiation operator and its adjoint. In section III, we introduce the kernel involved in the integral equation for the computation of the singular values of the radiation operator. In section IV and V, first we evaluate such kernel in the case where the observation domain is located respectively in the region outside the source, and in the region in front of the source. After that, we show how it is possible to recast such kernel in a form more similar to a sinc kernel of difference type. In section VI, we find the number of degrees of freedom of the radiated field. A section of conclusion follows.

II. GEOMETRY OF THE PROBLEM

A magnetic current \( I(x) = J(x) \hat{y} \), supported on the set \( SD = [-a, a] \) of the \( x \)-axis, radiates in a homogeneous medium with wavenumber \( \beta \). The electric field radiated by such current has two components along the \( x \)-axis, and another along the \( z \)-axis. The \( x \) component of the electric field, \( E \), is observed on a bounded observation domain \( OD = [z_{min}, z_{max}] \) that is orthogonal to the source, and located in near non-reactive along the axis \( x = x_o \).

For the considered configuration, the radiation operator \( T \) is given by

\[
TJ = \int_{-a}^{a} z e^{-j \beta R(x', z)} R(x', z) J(x') dx' (1)
\]

where \( R(x', z) = \sqrt{(x' - x)^2 + z^2} \).

The adjoint operator \( T^\dagger \) is usually defined as below

\[
\langle T^\dagger E, F \rangle = \langle J, TFF \rangle \quad (2)
\]

with \( \langle , \rangle \) denoting the scalar product in the functional space \( L^2 \) [32]. Here, we do not refer to the usual adjoint operator defined in (2) but we introduce a weighted adjoint operator given by

\[
T_u^\dagger E = T^\dagger wE = \int_{z_{min}}^{z_{max}} w(x', z) z e^{-j \beta R(x', z)} R(x', z) E(z) dz (3)
\]

where \( w(x', z) \) denotes a real positive continuous function that pre-weights / pre-filters the data.

As will be more clear in next sections, the use of the weighted adjoint has two effects. On one hand, it simplifies the mathematic analysis of the radiation operator. On the other, it changes the singular values decomposition of the radiation operator. Naturally, the latter would appear a bad effect. However, as we will show, the presence of the weight function changes only the shape of the singular values but not the critical index at which they abrupt decay; hence, we can use the weight adjoint for evaluating the NDF of the radiated field.

III. PRELIMINARIES CONCEPTS FOR THE STUDY OF THE RADIATION OPERATOR

With the aim to study the singular values behavior of the radiation operator \( T \), we will study the eigenvalues of the auxiliary operator \( T T_u^\dagger \). By virtue of the definitions (1) and (3), the latter can be expressed as below

\[
T T_u^\dagger E = \int_{z_{min}}^{z_{max}} K(z_o, z) E(z) dz (4)
\]

where

\[
K(z_o, z) = z_o \int_{-a}^{a} w(x', z) e^{-j \beta [R(x', z_o) - R(x', z)]} \frac{R^2(x', z_o) R^2(x', z)}{R^2(x', z) - R^2(x', z_o)} dx' (5)
\]

By setting \( f(x', z_o, z) = 1/\{R^2(x', z_o) R^2(x', z)\} \) and \( \phi(x', z_o, z) = [R(x', z_o) - R(x', z)]/a \), the kernel can be recast in the following form

\[
K(z_o, z) = z_o \int_{-a}^{a} w(x', z) f(x', z_o, z) e^{-j \beta a \phi(x', z_o, z)} dx' (6)
\]

For \( z_o = z \) the exponential function in (6) is equal to one; consequently, the kernel \( K(z_o, z) \) can be exactly computed by exploiting the integration by part method.

For each \( (z_o, z) \in [z_{min}, z_{max}] \times [z_{min}, z_{max}] \), if \( z_o \neq z \), if \( \beta a >> 1 \), the integral above can be evaluated by resorting to an asymptotic approach. Since the choice of the asymptotic technique is related to the presence/absence of stationary points, it arises the problem of solving the equation

\[
\phi'(x', z_o, z) = 0 \quad \forall x' \in [-a,a] (7)
\]

where \( \phi' \) indicates the partial derivative of \( \phi \) with respect to \( x' \). It is easy to show that if \( |x_o| > a \) (or in other words if the observation domain is outside the region of the source), equation (7) does not admit solution any solution with respect to \( x' \) in the set \( x' \in [-a,a] \). Differently, if \( |x_o| < a \) (or equivalently if the observation domain is located in front of the source), the point \( x' = x_o \) is a solution of such equation (see fig. 1).
Fig. 2. Kernel of $\mathcal{T}_T$ in the variables $(\zeta, \zeta_0)$ for $\alpha = 20\lambda$, $x_o = 25\lambda$, $z_{\min} = 2.5\lambda$ ($\zeta_{\max} = 0.987$), $z_{\max} = 40\lambda$ ($\zeta_{\min} = 0.497$).

For such reason, the cases $|x_o| > \alpha$ and $|x_o| < \alpha$ will be analyzed separately in sections IV and V, respectively. Furthermore, it is worth noting that the study of $\mathcal{T}_T^{-1}$ for $x = -x_o$ can be done in dual way with respect to the case $x = x_o$. This allows us to address only the cases where $x_o > 0$.

IV. STUDY OF $\mathcal{T}^\dagger_w$ IN THE CASE $x_o > \alpha$

In this section, we first evaluate the kernel of the operator $\mathcal{T}_w^{-1}$ in the case where $x_o > \alpha$. Later, we show how to recast such operator in a form more similar to a convolution operator with a bandlimited kernel of sinc type.

As seen before, for $x_o > \alpha$ no stationary points appear in the phase function; hence, the integral (6) can be asymptotically evaluated by taking into account only the contributions of the endpoints [33]. Consequently, if $\beta \alpha >> 1$ and $x_o > \alpha$ then $\forall (z_o, z) \in [z_{\min}, z_{\max}] \times [z_{\min}, z_{\max}]: \{z_o \neq z\}$ the kernel of $\mathcal{T}_w^{-1}$ can be approximated by

$$K(z_o, z) \approx \frac{-z_o z}{j \beta \alpha} \left( w(x', z) f(x', z_o, z) e^{-j \beta \alpha \phi(x', z_o, z)} \right)_{x' = \alpha}$$

From equation (8), it follows that

$$K(z_o, z) \approx -\frac{z_o z}{j \beta \alpha} e^{-j \beta \alpha (\phi_o + \phi_{-a})} \left( \frac{w_o}{\phi_o} e^{j \beta \alpha (\phi_o - \phi_a)} - \frac{w_o}{\phi_{-a}} e^{-j \beta \alpha (\phi_o - \phi_a)} \right)$$

where the subscripts $-a$ or $a$ indicate that the correspondent function has been particularized in $x' = -a$ or $x' = a$.

As can be seen from (9), the operator $\mathcal{T}_w^{-1}$ is space-variant. In order to recast it in a form more similar to a convolution operator, let us introduce the following variables

$$\zeta(z) = \frac{1}{2\alpha} \left( \sqrt{(x_o + a)^2 + z^2} - \sqrt{(x_o - a)^2 + z^2} \right)$$

$$\gamma(z) = \frac{1}{2\alpha} \left( \sqrt{(x_o + a)^2 + z^2} + \sqrt{(x_o - a)^2 + z^2} \right)$$

which represent the two elliptic coordinates. Thanks to the introduction of such variables, it results that $\gamma_0 (\phi_o - \phi_a) = \beta \alpha (\zeta_o - \zeta)$ and $\beta \alpha (\phi_{-a} + \phi_o) = \beta \alpha (\gamma(\zeta_o) - \gamma(\zeta))$. Hence, by passing from the variables $(z_o, z)$ to the variables $\zeta_o = \zeta(z_o)$ and $\zeta = \zeta(z)$, it is possible to recast (4) as below

$$\mathcal{T}_w^{-1} E = \int_{\zeta(z_{\max})}^{\zeta(z_{\min})} K(\zeta_o, \zeta) E(\zeta) d\zeta$$

Fig. 3. Kernel of $\mathcal{T}_T^{-1}$ in the variables $(\zeta, \zeta_0)$ for $\alpha = 20\lambda$, $x_o = 25\lambda$, $z_{\min} = 2.5\lambda$ ($\zeta_{\max} = 0.987$), $z_{\max} = 40\lambda$ ($\zeta_{\min} = 0.497$).

Fig. 4. Sinc kernel given by (17) for $\alpha = 20\lambda$, $x_o = 25\lambda$, $z_{\min} = 2.5\lambda$ ($\zeta_{\max} = 0.987$), $z_{\max} = 40\lambda$ ($\zeta_{\min} = 0.497$).

Fig. 5. Eigenvalues of $\mathcal{T}^{-1}$, $\mathcal{T}^\dagger_w$, and of the sinc kernel for $\alpha = 20\lambda$, $x_o = 25\lambda$, $z_{\min} = 2.5\lambda$ ($\zeta_{\max} = 0.987$), $z_{\max} = 40\lambda$ ($\zeta_{\min} = 0.497$).
where
\[ K(\zeta_0, \zeta) \approx \frac{\bar{z}(\zeta_0)z(\zeta)}{j\beta a} \frac{dz}{d\zeta} e^{-j\beta a(\gamma(\zeta_0) - \gamma(\zeta))}. \]

The full expression of \( z(\zeta) \) and its derivative \( \frac{dz}{d\zeta} \) is reported in Appendix A.

At this stage, the kernel has still a complicated structure. However, by approximating the amplitude factors as follows
\[ \frac{\bar{z}(\zeta_0)f_a(\zeta_0, \zeta)}{\phi_a'(\zeta_0, \zeta)} \approx \frac{a}{(x_0 - a)(\zeta_0 - \zeta) \frac{dz}{d\zeta}} \]
(14)
\[ \frac{\bar{z}(\zeta_0)f_{-a}(\zeta_0, \zeta)}{\phi_{-a}'(\zeta_0, \zeta)} \approx \frac{a}{(x_0 + a)(\zeta_0 - \zeta) \frac{dz}{d\zeta}} \]
(15)
and by choosing
\[ w(x', \zeta) = \frac{\pi(x')}{z(\zeta)} = \frac{(x_0 - x')(x_0 - x')}{z(\zeta)}, \]
(16)
the kernel can be rewritten in simple and nice form
\[ K(\zeta_0, \zeta) \approx \frac{2\pi}{\beta} e^{-j\beta a(\gamma(\zeta_0) - \gamma(\zeta))} \frac{\sin(\beta a(\zeta_0 - \zeta))}{\pi(\zeta_0 - \zeta)}. \]
(17)
The derivation of the approximations (14) and (15) is shown in Appendix B.

Figures 2, 3 and 4 sketch respectively the kernel of \( T T^1 \), \( T T^2 \), and the sinc kernel (17) in \( \text{dB} \). As can be seen from the figures, the sinc kernel is almost equal to the actual kernel of \( T T^2 \). Consequently, the eigenvalues of the sinc kernel (17) approximate very well those of \( T T^2 \). This is confirmed also by fig. 5 in which the eigenvalues of \( T T^1 \), those of \( T T^1 \), and those of the sinc kernel (17) are depicted.

As can be seen from such figure, the eigenvalues of \( T T^1 \) and those of the sinc kernel (17) have the same behavior, instead, the eigenvalues of \( T T^1 \) exhibit a different behavior with respect to those of \( T T^1 \). Despite this, the critical index beyond which the eigenvalues abruptly decay is the same for both the operators. This means that the use of the weight adjoint does not change the number of relevant singular values but it modifies only the dynamics of the singular values by making them more flat.

From the considerations above, it follows that the number of relevant eigenvalues of \( T T^1 \) (or in the words the NDF of the radiated field) can be evaluated by determining the number of relevant eigenvalues of \( T T^1 \) which, in turn, exhibits the same eigenvalues of the integral of the sinc kernel (17).

V. STUDY OF \( T T^1 \) IN THE CASE 0 ≤ x_a ≤ a

In this section, with reference to the case where 0 ≤ x_a ≤ a, we will evaluate the kernel of \( T T^1 \) and we will recast it in a form suitable to be studied.

Differently from the case in section IV, if 0 < x_a < a the asymptotic evaluation of the kernel contains not only the contributions of the endpoints \( x' = -a \) and \( x' = a \) but also the contribution given by the stationary point \( x' = x_a \) [33]. Hence, if \( \beta a \gg 1 \) and 0 < x_a < a an asymptotic evaluation of the integral (6) which holds true \( \forall(z_0, z) \in [z_{min}, z_{max}] \times [z_{min}, z_{max}] : z_a \neq z \) is given by
\[ K(z_0, z) \approx z_0 z \left( \frac{w_0 f_a}{j\beta a \phi_a} e^{-j\beta a \phi_a} - \frac{w_{-a} f_{-a}}{-j\beta a \phi_{-a}} e^{-j\beta a \phi_{-a}} \right) + \sqrt{\frac{2\pi}{\beta a}} \frac{w_{-a, z} f_{-a}}{\sqrt{|\phi_{-a}'(z_0, \zeta)|}} e^{-j\beta a \phi_{-a}(z_0, \zeta)} \cdot \mathbb{I} \text{sign}(\gamma(z_0) - \gamma(z)) \]
(18)
where
- \( \phi'' \) indicates the second partial derivative of \( \phi \) with respect to the variable \( x' \),
- the subscripts \( -a, a, x_a \) denote respectively that the corresponding function has been particularized for \( x' = -a \), \( x' = a \) or \( x' = x_a \).

The previous expression of \( K(z_0, z) \) can be easily recast in the form
\[ K(z_0, z) \approx z_0 z \left( \frac{w_0 f_a}{j\beta a \phi_a} e^{-j\beta a \phi_a} - \frac{w_{-a} f_{-a}}{-j\beta a \phi_{-a}} e^{-j\beta a \phi_{-a}} \right) + \sqrt{\frac{2\pi}{\beta a}} \frac{w_{-a, z} f_{-a}}{|\phi_{-a}'|} e^{-j\beta a \phi_{-a}(z_0, \zeta)} \cdot \text{sign}(\gamma(z_0) - \gamma(z)) \]
(19)
with
\[ \Delta K(z_0, z) = z_0 z \left( \frac{w_0 f_a}{j\beta a \phi_a} e^{-j\beta a \phi_a} - \frac{w_{-a} f_{-a}}{-j\beta a \phi_{-a}} e^{-j\beta a \phi_{-a}} \right) \]
(20)

With the aim to obtain a kernel whose eigenvalues can be computed in closed form, let us introduce the variables
\[ \zeta(z) = \frac{1}{a + x_0} \left( \sqrt{(x_0 + a)^2 + z^2} - |z| \right) \]
(21)
\[ \gamma(z) = \frac{1}{a + x_0} \left( \sqrt{(x_0 + a)^2 + z^2} + |z| \right) \]
(22)
The latter allow writing that \( a(\phi_{-a} - \phi_{x_a}) = (a + x_0)(\zeta_0 - \zeta) \) and \( a(\phi_{-a}(\zeta_0, \zeta) + \phi_{x_a}(\zeta_0, \zeta)) = (a + x_0)(\gamma(\zeta) - \gamma(z)) \). Hence, by expressing (3) in terms of the variables \( \zeta_0 = \zeta(z_0) \) and \( \zeta = \zeta(z) \), we have that
\[ T T_0^w = \int \zeta_{z_{min}}^{z_{z_{max}}} K(\zeta_0, \zeta) E(\zeta) d\zeta \]
(23)
where
\[ K(\zeta_0, \zeta) \approx -z\zeta_0 z \left( \frac{dz}{d\zeta} e^{-j\beta a(z_0 + x_0)} (\gamma(z_0) - \gamma(z)) \right) \]
(24)
\[ \int_{z_{z_{min}}}^{z_{z_{max}}} w(\zeta_0, \zeta) \left( \frac{f_{-a}(\zeta_0, \zeta)}{j\beta a \phi_{-a}(\zeta_0, \zeta)} e^{-j\beta a(\gamma(z_0) - \gamma(z))} + \sqrt{\frac{2\pi}{\beta a}} w_{-a, \z} f_{-a} \right) \sqrt{|\phi_{-a}'(z_0, \zeta)|} e^{-j\beta a \phi_{-a}(z_0, \zeta)} \cdot \mathbb{I} \text{sign}(\zeta(z_0) - \zeta(z)) \]
(25)
The full expression of \( z(\zeta) \) and \( \frac{dz}{d\zeta} \) is shown in Appendix C. The first term of \( K(\zeta_0, \zeta) \) can be expressed in terms of a sinc function depending on the difference \( (\zeta_0 - \zeta) \).

In order to achieve this aim, first let us approximate the
amplitude term \( z(\zeta_0) f_{-a}(\zeta_0, \zeta) / \phi_{-a}(\zeta_0, \zeta) \) as in (15), and
\[
\frac{f_{x_o}(\zeta_0, \zeta)}{\sqrt{\phi_{x_o}^0(\zeta_0, \zeta)}} \approx \frac{\sqrt{a}}{2z(\zeta_0) z(\zeta)} \sqrt{\frac{dz}{d\zeta}} (\zeta_0 - \zeta)
\]
(see Appendix D for the derivation of approximation (26)). Later, let us choose the following weight function
\[
w(x', \zeta) = \frac{w(x')}{z(\zeta)} \approx \frac{\bar{w}_{-a} - \bar{w}_{x_o}}{a - x_o} (x' - x_o) + \bar{w}_{x_o}
\]
(27)
where
\[
\bar{w}_{-a} = \frac{\pi(a + x_o)}{\lambda}, \quad \bar{w}_{x_o} = \sqrt{\frac{a + x_o}{2\lambda}}.
\]
By taking into account of equations (15) (26) (28), and by performing the following approximation
\[
\frac{1}{z(\zeta)} \sqrt{\frac{dz}{d\zeta}} = \frac{\sqrt{2}}{\sqrt{a + x_o}} \frac{\sqrt{1 + \zeta^2}}{1 - \zeta^2} \approx \sqrt{\frac{2}{a + x_o}}
\]
(29)
Fig. 10. Kernel of $TT^\dagger$ in the variables $(\zeta, \zeta)$ for $a = 20\lambda$, $x_o = 0\lambda$, $z_{\text{min}} = 2.5\lambda$ ($\zeta_{\text{max}} = 0.883$), $z_{\text{max}} = 40\lambda$ ($\zeta_{\text{min}} = 0.236$).

Fig. 11. Kernel of $TT_w^\dagger$ in the variables $(\zeta, \zeta)$ for $a = 20\lambda$, $x_o = 0\lambda$, $z_{\text{min}} = 2.5\lambda$ ($\zeta_{\text{max}} = 0.883$), $z_{\text{max}} = 40\lambda$ ($\zeta_{\text{min}} = 0.236$).

Fig. 12. Sinc kernel given by equation (35) for $a = 20\lambda$, $x_o = 0\lambda$, $z_{\text{min}} = 2.5\lambda$ ($\zeta_{\text{max}} = 0.883$), $z_{\text{max}} = 40\lambda$ ($\zeta_{\text{min}} = 0.236$).

Fig. 13. Eigenvalues of $TT^\dagger$, $TT_w^\dagger$, and of the sinc kernel for $a = 20\lambda$, $x_o = 0\lambda$, $z_{\text{min}} = 2.5\lambda$ ($\zeta_{\text{max}} = 0.883$), $z_{\text{max}} = 40\lambda$ ($\zeta_{\text{min}} = 0.236$).

respect to the others. Instead, the kernel of $TT_w^\dagger$ and the sinc term of (31) strongly differ in the region outside the main lobe whereas they are similar in the region of the main lobe (in particular way for small and medium values of $\zeta$ and $\zeta_o$). In this last case, the differences between the two diagrams are due essentially to the approximation made in (29), and to the fact that we are neglecting the additive term $\Delta K$.

Despite this, the number of significant eigenvalues is essentially the same in all the three cases. This aspect is well shown in fig. 9 which sketches the eigenvalues of $TT^\dagger$, $TT_w^\dagger$ and those of the integral operator with the sinc kernel. As it can be seen from the figure, the dynamics of the eigenvalues changes in each case, instead, the number of relevant eigenvalues is always the same. Hence, also for $0 < x_o < a$ the number of relevant eigenvalues of $TT_w^\dagger$ can be computed by referring to integral operator with the sinc kernel corresponding to the first term of (31).

In the first part of this section, we have addressed the cases where $0 < x_o < a$; instead, now we are going to tackle the case where $x_o = 0$ and $x_o = a$. As we will see, in such cases the asymptotic evaluation of the kernel can be expressed only by two terms and this leads to a kernel whose expression is given only by the first term of (31).

A. The case $x_o = 0$

In this section we will study the operator $TT_w^\dagger$ in the case where $x_o = 0$. In such case, the asymptotic evaluation of $K(z_o, z)$ provided by equation (18) still works $\forall(z_o, z) \in [z_{\text{min}}, z_{\text{max}}] \times [z_{\text{min}}, z_{\text{max}}]$ : $\{z_o \neq z\}$. Furthermore, since $x_o = 0$, it results also that

$$\phi_a(z_o, z) = \phi_{-a}(z_o, z), \quad \frac{f_a(z_o, z)}{\phi_a'(z_o, z)} = -\frac{f_{-a}(z_o, z)}{\phi_{-a}'(z_o, z)} \quad (32)$$

Consequently, if the weight function $w(x', z)$ is such that $w_a(z) = w_{-a}(z)$, the kernel (18) can be rewritten as follows

$$K(z_o, z) \approx z_o z \left( 2w_{-a}f_{-a} \frac{e^{-j\beta a \phi_{-a}}}{\sqrt{\phi_{-a}''}} + \sqrt{\frac{2\pi}{\beta a}} e^{-j\beta a \phi_{-a}} \right) \frac{e^{j\gamma \text{sign}(\phi_{-a})}}{(\phi_{-a}'(z_o, z))^2} \quad (33)$$

where the subscript 0 denotes the the correspondent function has been particularized for $x' = 0$. After the introduction of the variables $\zeta$ and $\gamma$ (see equations (21) and (22)), if we
repeat the same discussions made for the case $0 < x_0 < a$ and if we choose as weight function

$$w(x', \zeta) = \frac{w_0(x')}{z(\zeta)} = \frac{\overline{w}_a - w_0}{-a} |x'| + w_0 \zeta.$$

(34)

with $\overline{w}_a = \frac{x_0}{a}$ and $w_0 = \sqrt{\frac{x_0}{a}}$, we obtain that the kernel of $T^T w$ can be recast as below

$$K(\zeta_0, \zeta) \approx 2\pi e^{-j\frac{\pi a}{2} (\gamma(\zeta_0) - \gamma(\zeta))} \sin(\frac{\beta a}{2} (\zeta_0 - \zeta)) \pi (\zeta_0 - \zeta).

(35)

In figures 10, 11 and 12 the kernel of $T^T T^T w$, $T^T w$, and the sinc kernel (35) are sketched in $dB$. Note that if $x_0 = 0$, the sinc kernel expressed by (35) approximates well the actual kernel of $T^T w$. The only difference between the two diagrams concerns the value of the two kernels along the lines given by the equation $\zeta_0 - \zeta = \frac{\pi}{2\beta a}$. Along such lines, the sinc kernel is exactly zero, instead, the actual kernel of $T^T w$ assume a value that is $-35$ dB with respect to its maximum.

In fig. 13 the eigenvalues of $T^T T^T$, $T^T w$, and those of the integral operator with the sinc kernel (35) are depicted. As it can be seen from the figure, also for $x_0 = 0$ the number of relevant eigenvalues is the same in all the cases. Consequently, also for $x_o = 0$ the number of relevant eigenvalues of $T^T$ can be computed by referring to integral operator with the sinc kernel (35).

**B. The case $x_0 = a$**

In this section, we will study the operator $T^T w$ in the case $x_0 = a$. In such a case, the endpoint $x' = a$ is also a stationary point, hence, the asymptotic evaluation of the kernel $K(z_0, z)$ is given by

$$K(z_0, z) \approx z_0 e^{-j\frac{\pi a}{2} (\gamma(z_0) - \gamma(z))} \sin(\frac{\beta a}{2} (z_0 - z)) \pi (z_0 - z).

(36)

After the introduction of the variables $\zeta$ and $\gamma$ defined in (21) and (22), if we repeat the same reasoning made for the case $0 < x_0 < a$ and if we choose the weight function as follows

$$w(x', \zeta) = \frac{w_0(x')}{z(\zeta)} = \frac{\overline{w}_a - w_0}{-a} |x'| + w_0 \zeta

(37)
In order to retrieve the current, the data may be collected only on 1 line orthogonal to the source. Consequently, the NDF would be at maximum. In practical cases the observation domain is necessarily finite, and the difference \( \hat{\zeta}(z_{\text{min}}) - \hat{\zeta}(z_{\text{max}}) \) remains unchanged, and \( x_o \) changes in the set \( [0,a] \) then the NDF remains unchanged.

Let us remark that if the observation domain was infinite, the difference \( \hat{\zeta}(z_{\text{min}}) - \hat{\zeta}(z_{\text{max}}) \) would be equal to 1, and consequently, the NDF would be at maximum \((\beta a)/\pi\). Since in practical cases the observation domain is necessarily finite, the NDF are always less than \((\beta a)/\pi\).

Bearing in mind that the set of all possible currents is well represented with \((2\beta a)/\pi\) independent functions, it follows that it is not possible to retrieve the current if the data are collected only on 1 line orthogonal to the source.

In order to retrieve the current, the data may be collected on 2 scanning lines of infinite extension placed along the axis \( x_o = a \) and \( x_o = -a \). However, since the observation domains are necessarily limited, we must add also a little observation domain parallel to the source. The described configuration is shown in fig. 19 and it can be completely understood by linking the result provided here and those shown in [34].

VII. CONCLUSION

In this paper we have provide an analytical expression of the NDF of the radiated field with reference to a magnetic strip current observed on a truncated line parallel to the source. Our result works also in near zone, hence it extends the results of the Fresnel zone shown in [28] and the results of the near zone for a centered configuration shown [29].

It is worth noting that this study, and that developed in [34] represent the mathematical basis for addressing configurations where the observation domain is a generic curve. The latter are very interesting in applications since a generic curve of observation may represent the trajectory followed by an UAV.
based system for in-situ evaluation of radiating systems [35]-[39]. More in detail, the analysis made in [34] is suitable to study the case where the observation domain is a smooth curve slowly varying (in such case no stationary points appear in the kernel of the integral equation involved in the computation of the singular values). Instead, the analysis that we develop in this article allows to study configurations where the observation domain is a smooth curve rapidly varying (in such case a stationary point appears in the kernel of the integral equation for the computation of the singular values).

APPENDIX A

THE TRANSFORMATION, ITS INVERSE, AND THE DERIVATIVE OF THE INVERSE FOR THE CASE $x_o > a$.

In this appendix, with reference to the transformation

$$
\zeta(z) = \frac{1}{2a} \left( \sqrt{(x_o+a)^2 + z^2} - \sqrt{(x_o-a)^2 + z^2} \right)
$$

used for $x_o > a$, we provide the expression of $z(\zeta)$ and $\frac{dz}{d\zeta}$. In particular, the inverse function $z(\zeta)$ is given by

$$
z(\zeta) = \sqrt{(1-\zeta^2) \left( \frac{x_o^2}{\zeta^2} - a^2 \right)}
$$

while its derivative is provided by

$$
\frac{dz}{d\zeta} = a^2 \zeta - x_o^2 \zeta^{-3}
$$

APPENDIX B

APPROXIMATION OF THE AMPLITUDE TERMS

\[ \frac{z(\zeta_o) f_a(\zeta_o, \zeta)}{\phi'_a(\zeta_o, \zeta)} AND \frac{z(\zeta_o) f_{-a}(\zeta_o, \zeta)}{\phi'^{-1}_a(\zeta_o, \zeta)}. \]

In this appendix, we show how to derive the approximation of the amplitude terms $z(\zeta_o) f_a(\zeta_o, \zeta) / \phi'_a(\zeta_o, \zeta)$ and $z(\zeta_o) f_{-a}(\zeta_o, \zeta) / \phi'^{-1}_a(\zeta_o, \zeta)$ made in (14) and (15).

In order to obtain equation (14), we have performed the following approximation

$$
\frac{z_o f_a(z_o, z)}{\phi'_a(z_o, z)} \approx \frac{z_o f_a(z_o, z)|_{z_o=z}}{\phi'_a(z_o, z)|_{z_o=z} + \frac{d\phi'_a(z_o, z)}{dz_o}|_{z_o=z}(z_o-z)}
$$

Taking into account for the definitions of $f(x', z_o, z)$ and $\phi(x', z_o, z)$ provided in section III, it results that

$$
z_o f_a(z_o, z)|_{z_o=z} = \frac{z}{(x_o-a)^2 + z^2}^{3/2}
$$

$$
\frac{d\phi'_a(z_o, z)}{dz_o}|_{z_o=z} = \frac{z}{a[(x_o-a)^2 + z^2]^{3/2}}
$$

Consequently, equation (44) can be rewritten as below

$$
\frac{z_o f_a(z_o, z)}{\phi'_a(z_o, z)} \approx \frac{a}{(x_o-a)(z_o-z)}
$$

By exploiting the equation $z_o - z = \frac{dz}{d\zeta}(\zeta_o - \zeta)$, it results that

$$
\frac{z(\zeta_o) f_a(\zeta_o, \zeta)}{\phi'_a(\zeta_o, \zeta)} \approx \frac{a}{(x_o-a)(\zeta_o - \zeta) \frac{dz}{d\zeta}}.
$$

The same discussion has been repeated also to approximate the term $z(\zeta_o) f_{-a}(\zeta_o, \zeta) / \phi'^{-1}_a(\zeta_o, \zeta)$.

APPENDIX C

THE TRANSFORMATION, ITS INVERSE, AND THE DERIVATIVE OF THE INVERSE FOR THE CASE $0 < x_o < a$.

In this appendix, with reference to the the transformation

$$
\zeta(z) = \frac{1}{a} \left( \sqrt{(x_o+a)^2 + z^2} - \sqrt{(x_o-a)^2 + z^2} \right)
$$

used for $0 < x_o < a$, we provide the expression of $z(\zeta)$ and $\frac{dz}{d\zeta}$. In particular, the inverse function $z(\zeta)$ has the following expression

$$
z(\zeta) = \frac{a + x_o}{2} \left( \frac{1}{\zeta} - \zeta \right)
$$

while its derivative is given by

$$
\frac{dz}{d\zeta} = - \frac{a + x_o}{2} \left( \frac{1}{\zeta^2} + 1 \right).
$$

APPENDIX D

APPROXIMATION OF THE TERM $\frac{f_{x_o}(\zeta_o, \zeta)}{\sqrt{|\phi'_{x_o}(\zeta_o, \zeta)|}}$

In this appendix, we justify the approximation (26). Taking into account for the definitions of $f(x', z_o, z)$ and $\phi(x', z_o, z)$ provided in section III, it results that

$$
\frac{f_{x_o}(z_o, z)}{\sqrt{|\phi'_{x_o}(z_o, z)|}} = \frac{1}{z_o} \sqrt{\frac{a}{z_o - z}}
$$

Since $z_o - z = \frac{dz}{d\zeta}(\zeta_o - \zeta)$, equation (52) can be rewritten as below

$$
\frac{f_{x_o}(\zeta_o, \zeta)}{\sqrt{|\phi'_{x_o}(\zeta_o, \zeta)|}} = \frac{1}{2z(\zeta)|z(\zeta)|} \frac{2\sqrt{a}}{\sqrt{|\zeta_o - \zeta|}}
$$

By performing the following approximation

$$
\frac{1}{\zeta_o - \zeta} \approx \frac{2}{\sqrt{|\zeta_o - \zeta|} \text{ sign}(\zeta_o - \zeta)},
$$

we obtain that

$$
\frac{f_{x_o}(\zeta_o, \zeta)}{\sqrt{|\phi'_{x_o}(\zeta_o, \zeta)|}} \approx \frac{\sqrt{a}}{2z(\zeta)|z(\zeta)|} \text{ sign}(\zeta_o - \zeta)
$$
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