Measurement of the $H^3\Delta_1$ Radiative Lifetime in ThO
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The best limit on the electron electric dipole moment (eEDM) comes from the ACME II experiment (Nature 562 (2018), 355-360) which probes physics beyond the Standard Model at energy scales well above 1 TeV. ACME II measured the eEDM by monitoring electron spin precession in a cold beam of the metastable $H^3\Delta_1$ state of thorium monoxide (ThO) molecules, with an observation time $\tau \approx 1 \text{ ms}$ for each molecule. We report here a new measurement of the lifetime of the ThO ($H^3\Delta_1$) state, $\tau_H = 4.2 \pm 0.5 \text{ ms}$. Using an apparatus within which $\tau \approx \tau_H$ will enable a substantial reduction in uncertainty of an eEDM measurement.

I. INTRODUCTION

In 2018, the ACME II measurement set the current best upper limit on the electron electric dipole moment (EDM), $|d_e| < 1 \times 10^{-29} \text{ cm}$ [1], an order of magnitude improvement over previous measurements [2, 3]. This measurement set stringent constraints on various scenarios of CP-violating new physics in the 3-30 TeV mass range [4, 5]. ACME III, a new generation of the ACME experiment, is now being launched with the aim of measuring the electron EDM at higher precision and thus probing for new physics at even higher energy scales.

ACME measured the electron EDM by performing a spin precession measurement in a beam of thorium monoxide molecules (ThO) in the metastable $H^3\Delta_1$ electronic state. This state was selected for having a large effective internal electric field ($\mathcal{E}_{\text{eff}} \sim 78 \text{ GV/cm}$ [6, 7]) that greatly amplifies the interaction of the laboratory electric field with the electron EDM, $d_e$, its unusually small magnetic moment, and its $\Omega$-doublet energy level structure which provides a powerful means to diagnose and reject systematic errors [8]. The statistical sensitivity of the measurement (given that the shot-noise limited sensitivity is attained [9]) is

$$\delta d_e = \frac{1}{2 \tau \mathcal{E}_{\text{eff}} \sqrt{N}},$$

where $\tau$ is the coherence time, $\mathcal{E}_{\text{eff}}$ is the internal effective electric field, and $N$ is the number of molecules detected in the measurement. Increasing $\tau$ or $\sqrt{N}$ could produce better sensitivity, the former being especially attractive because there is no square root involved.

The radiative lifetime of the $H$-state ($\tau_H$) is important because it limits the coherence time ($\tau$) that can be achieved. Attempts to measure this lifetime in a gas cell established that it was long enough for a practical choice of a $\tau \approx 1 \text{ ms}$ coherence time for the ACME I and ACME II measurements, but also that collisions and observed multi-exponential decays complicated a reliable determination of the lifetime [10-12]. To optimally design a new generation measurement, the molecular beam measurement reported here was carried out. Collisions are not a factor in the low density beam, and the radiative decay over time could be directly studied. ThO molecules are excited into the $H$-state using laser light at various positions along a molecular beam. The population remaining after radiative decay to the ground state is then probed at a fixed detector position. A much longer $\tau_H$ is deduced than was previously estimated.

The method and observations are discussed in Sec. II, the uncertainties in Sec. III, and the results in Sec. IV. Implications for an improved electric dipole moment are presented in Sec. V.

II. METHOD AND OBSERVATIONS

Laser ablation and a cryogenic buffer gas produce pulses of ThO molecules with a mean longitudinal velocity of $\sim 210 \text{ m/s}$ [13] (Fig. 1). The molecules are mostly in their ground electronic ($X$) and lowest vibrational states, with a rotational temperature of $\sim 4 \text{ K}$. A laser tuned to the 690 nm $X - C$ electronic transition produces an optical absorption signal just after the buffer gas cell which is used as part of the determination of the molecular velocity. About 48 cm downstream from the cell aperture (which has a diameter of 5 mm), 6 mm horizontal and 3 mm vertical collimators control the size and distribution of transverse velocities in the molecular beam, giving a $1\sigma$ Doppler width of $6 \pm 1 \text{ MHz}$ along the $y$-axis for a laser wavelength of 943 nm. The molecular pulses are $\sim 0.5 \text{ ms}$ in duration as they leave the source but expand to a bit more than 2 ms by the time they arrive at a detection region that is 1.78 m away.

A pair of $\sim 1.3 \text{ m}$ long parallel plates produces a $\sim 38 \text{ V/cm}$ electric field that is vertical along $\hat{z}$, perpendicular to the molecular beam direction $\hat{x}$. Within this field, at one of 5 nominally-identical excitation regions (labeled E1-E5 in Fig. 1), an excitation laser transfers molecules into the metastable $H$ state which is fully polarized within the applied electric field [10]. The five excitation regions are located at distances from the detection region $L_c$, measured from the center of the beam volume occupied by multiple passes of the excitation lasers (Table I). The 943 nm excitation laser is linearly polarized along $\hat{z}$ and excites the transition $|X, J = 0 > \rightarrow |A, J = 1 >$. About 30% of the molecules spontaneously decay to an incoherent mixture of $M$ and $N$.
states within the $|H, J = 1\rangle$ manifold (Fig. 2a) [14]. Here, $J$ is the angular momentum quantum number and $M$ is its projection along the quantization axis $\hat{z}$. $\mathcal{N}_M = \pm 1$ correspond to states of opposite orientation of $E_{\text{eff}}$ with respect to the applied laboratory electric field. All used states have vibrational quantum number $\nu = 0$.

The molecules freely propagate down the beam line while undergoing radiative decay from the metastable $H$ state to the stable ground state $X$. The number of $H$ state molecules reaching the detection region decreases exponentially as $e^{-t/\tau_H}$ with lifetime $\tau_H$, where $t$ is the time between excitation and detection. This remaining population is probed by optically pumping the $|H, J = 1\rangle \rightarrow |I, J = 1\rangle$ transition using a 703 nm probe laser, linearly polarized along $\hat{x}$ (Fig. 2b). The $I$-state is short-lived and rapidly decays back to the ground state, producing 512 nm photons which are detected using a photomultiplier. The intensities are normalized to that observed for excitation at $E_1$ and fit to an exponential decay curve to obtain $\tau_H$.

| No. | Distance to detection region $L_i$ (cm) |
|-----|--------------------------------------|
| E1  | 18.0 $\pm$ 1.0                       |
| E2  | 43.5 $\pm$ 1.0                       |
| E3  | 65.0 $\pm$ 1.0                       |
| E4  | 87.0 $\pm$ 1.0                       |
| E5  | 121.5 $\pm$ 1.0                      |

Table I. Distances between the excitation regions (E#) and the detection region.

The excitation laser (Toptica DL Pro with Roithner RL0940-300GS diode followed by a Toptica BoosTA tapered amplifier) is locked to an iodine-clock-stabilized laser using a slow scanning cavity transfer lock, resulting in a laser linewidth (FWHM) of $\sim 2$ MHz. Software-controlled acousto-optic modulators (AOMs) coupled to optical fibers enable rapid switching of the optical path of the laser between different Es. Each excitation region contains 65 mW ($\pm 10\%$) of laser power that is quadruple-passed through the molecular beam using a pair of prisms to improve saturation of the optical pumping, resulting in $\sim 230$ mW of total circulating power (after accounting for transmission losses from the vacuum windows). The data was acquired in two data sets. For the second data set, replacement of an optical isolator for the excitation laser and aging of the TA resulted in a loss of $\sim 20\%$ laser power compared to the first data set. The laser is linearly polarized along the $z$-axis and propagates along the $y$-axis (see Fig. 1). Each excitation region also contains an independent set of optics to expand the laser beam to a $1/e^2$ height and width of $\sim 1$ cm and $\sim 0.1$ cm respectively. This height was selected based on the measured height of the molecular beam at each excitation region of $\lesssim 0.8$ cm. Ensuring that we address all of the molecules reduces the complicating effects of molecular beam divergence.

The probe laser (M Squared SolsTiS TiSapph) is locked to a second, stabilized low-powered diode laser using a delay line transfer lock scheme [15][16]. The second laser is stabilized to a high-finesse optical cavity using a Pound-Drever-Hall locking scheme [17]. This results in the probe laser having a linewidth of $\sim 20$ kHz. The first data set was taken with a laser power of 160 mW, and the second data set with 240 mW. At the detection region, the probe laser beam is expanded...
to the same size as the excitation laser and linearly polarized along the \( x \)-axis.

The molecular pulse intensity typically varies by 10-15% from pulse to pulse. This signal also slowly decays, dropping by as much as 50% after 5-15 minutes. We revive the signal by moving the ablation laser to a different location on the ThO target [18]. To suppress the effect of these changes, we use the large signal from excitation at E1 for normalization. In the first data set, fluorescence from 64 consecutive molecular pulses were averaged into traces of length 16 ms. (In the second data set, 32 pulses were averaged to enable quicker change and optimization of the laser ablation spots on the ThO\(_2\) target.) For each trace, we subtract a background by sampling the first 3 ms and last 4 ms and integrate the molecular pulse signal by sampling the central 9 ms. We switch between acquiring E1 data and one of E2-5 every 7-9 seconds, resulting in two groups of several traces, from which we calculate the relative intensity \( I_i/I_1 \). Figure 3 is a semilog plot of the observed relative intensities at the excitation regions \( i = 2, ..., 5 \). The ablation target used to produce the ThO molecules was changed between the first (blue points) and second (orange points) datasets. The change in velocity for a new target is a familiar consequence [13].

![Figure 3. Semilog plot of the intensity ratios as a function of transit time between the excitation regions and fluorescence detector, with a fit to Eq. 2. The colors indicate two data sets taken at widely separated times, before (blue) and after (orange) an ablation target change that resulted in a change in ThO velocity.](image)

The measured relative intensities are fit to

\[
\frac{I_i}{I_1} = \exp \left( -\frac{L_i - L_1}{\nu \tau_H} \right)
\]  

(2)

to obtain the best fit straight line shown on the semilog plot. The measured \( L_i \) are in Table I. The molecular beam velocity \( \nu \) is measured by subtracting the arrival times of the center of mass of the fluorescence trace at the detection region and the optical absorption trace from the 690 nm laser placed just after the ablation cell (as shown in Fig. 4). The statistical uncertainty in \( \tau_H \) from the fit (0.02 ms) is computed using standard error estimation procedures from maximum likelihood estimation [19]. A computation using bootstrapped datasets [20] yields the same value. As is obvious from Fig. 3, and a reduced chi-squared value of 0.44, the statistical uncertainty is small compared to other sources of uncertainty that are discussed in the next section.

### III. SYSTEMATIC UNCERTAINTIES

The largest of the systematic uncertainties comes from possible variations in excitation efficiencies at the excitation regions, given that Eq. 2 assumes an equal number of \( H \)-state molecules leave each excitation region. In practice, there could be variations between the excitation regions due to velocity dispersion, differences in laser illumination and saturation, or misalignments. Fluctuations from one excitation region to the next can be represented as a set of excitation efficiencies \( \eta_i \) that are slightly different for each excitation region.

To estimate the spread of excitation efficiencies, the detected signal as a function of laser power \( P \) at excitation point \( i \) is fit to \( S = S_{\text{max}} \left[ 1 - \exp \left( -\frac{P}{P_i} \right) \right] \) to extract the saturation power \( P_i \) and the extrapolated maximum signal \( S_{\text{max}} \). The efficiency is \( \eta_i = S/S_{\text{max}} \) for the laser power \( P \) used for the lifetime measurement. We obtain a spread in excitation efficiencies of up to 7% from the measured values and their uncertainties.

To determine the effect of this variation in excitation efficiency on the uncertainty of \( \tau_H \), the data is fit for each of a large set of efficiencies selected randomly from a Gaussian distribution with a 7% standard deviation. The distribution of the resulting \( \tau_H \) values has a standard deviation of 0.4 ms. This value is used as the estimated systematic uncertainty from differing excitation efficiencies at the excitation regions.

A smaller contribution that only slightly increases the lifetime uncertainty comes from uncertainty in the background to be subtracted before the signal is fit to an exponential decay. Detuning the excitation laser far from resonance established that the background is below 3% of \( I_1 \), which corresponds to a 0.2 ms uncertainty.

To get substantial laser saturation, the laser beams cross the molecular beam four times at each excitation region. The resulting width of each interaction region makes it possible to localize the distance between the excitation regions and the detection region to about 1 cm. To estimate the resulting uncertainty in \( \tau_H \), the data is fit to fitting functions like Eq. 2 but with \( L_i - L_1 \) in each case offset by a value from a Gaussian distribution that is \( \pm \sqrt{2} \) cm wide on average. From this we learn that the 1 cm uncertainty most likely contributes an uncertainty of \( \pm 0.04 \) ms in uncertainty to \( \tau_H \), which can be neglected compared to the other uncertainties. The key here is that the 1 cm uncertainty is fractionally small compared to the longer \( L_i - L_1 \) values corresponding to excitation regions which are given more weight in the fit.

The final source of uncertainty is from the determination
of the molecular beam velocity $v$. This is deduced from the time that elapses between when an absorption signal is observed just after the buffer gas cell and the fluorescence signal is observed at a distance $178 \pm 1$ cm away (Fig. 4). The uncertainty in $\tau_H$ from this uncertainty in the spacing is negligibly small for this large separation. A bigger contribution arises because the molecules do not exit the buffer gas cell at the same time [21][22] and because the velocity dispersion for the molecules changes the shape of the pulse of molecules as they travel this distance. The difference of the average times (solid lines in the figure) for each distribution is used to compute the velocity. The 0.1 ms difference of the peak (dashed lines in Fig. 4) and average arrival times of each distribution when applied to the dataset results in a 0.05 ms uncertainty in $\tau_H$ from the velocity determination.

![Figure 4. Average absorption near the molecule source (blue, left) and fluorescence in the detection region (orange, right) traces show the transit time and the velocity dispersion of the molecular pulses. The peak time (dotted) and average time (solid) differ slightly. The displayed traces are averaged from the entire second data set. The peak time and the average time differ slightly. The uncertainty is calculated by the displayed traces are averaged from the entire second data set. The height of the absorption signal has been inverted and re-scaled so it can be compared to the detected fluorescence signal.](image)

The sources of uncertainties in the measurement are summarized in Table II. Assuming these uncertainties are uncorrelated, they together produce the 0.5 ms uncertainty in $\tau_H$.

| Source of uncertainty      | Uncertainty (ms) |
|----------------------------|------------------|
| Fitting uncertainty        | 0.02             |
| Excitation uncertainty     | 0.4              |
| Background uncertainty     | 0.2              |
| Excitation laser position  | 0.04             |
| Velocity determination     | 0.05             |
| **Total uncertainty (1σ)** | **0.5**          |

Table II. Table of all systematic and statistical uncertainties of lifetime measurement.

**IV. RESULTS**

The best fit result for the measured H state lifetime is

$$\tau_H = 4.2 \pm 0.5 \text{ ms.} \quad (3)$$

The uncertainty stated is a one standard deviation combined statistical and systematic uncertainty. As discussed in the last section, the systematic uncertainties dominate.

We performed three tests to check the robustness of the result and its uncertainty. First, we analyzed the two data sets (orange and blue in Fig. 3) separately, given that they have average molecular velocities that differ by about 20%, as is clearly evident in Fig. 3. Second, we excluded data from one excitation region and refit the remaining data, performing this procedure for each of E2-5. Third, we refit the data while relaxing the requirement that $I_1/I_i = 1$ at $(L_i - L_i)/v = 0$ (see Eq. 2) and converting this expression into a second fit parameter. All of these tests give results for $\tau_H$ that are consistent within the uncertainty.

**V. IMPLICATIONS FOR A NEW ACME MEASUREMENT**

The new measured value of $\tau_H$ is significantly longer than the coherence time used in the ACME I and II experiments ($\tau \approx 1$ ms). A significant decrease in the uncertainty of the electron EDM $\delta d_e$ (Eq. 1) could thus result from increasing the coherence time $\tau$ in Eq. 1 to something close to $\tau_H$. For a limiting case where the molecular beam is perfectly collimated, the optimum $\tau$ for a given $\tau_H$ can be calculated by

$$\delta d_e \propto \frac{1}{\tau \sqrt{N}} \propto \frac{1}{\tau \sqrt{\exp(-\tau/\tau_H)}}. \quad (4)$$

The minimum value at $\tau = 2\tau_H$ is $\sim 20\%$ smaller than when compared to $\tau = \tau_H$. The red, upper curve in Fig. 5 shows the EDM sensitivity gain relative to ACME II (where $\tau \approx 1$ ms) in this idealized case. The bands in the figure correspond to the uncertainty of this lifetime measurement. A second horizontal axis corresponding to the length of the interaction region $L_{int}$ assuming a beam velocity of $v = 210$ m/s is shown. Extending the coherence time from 1 ms in ACME II to the planned $5$ ms with a 5 times longer interaction region for ACME III will realize essentially all of this potential gain.

Taking advantage of the longer lifetime for ACME III requires constructing a longer apparatus. Attaining the perfectly collimated limit (red upper curve in Fig. 5) with a molecular beam that spreads out, however, would also require a rather impractical scaling up of the radial size of the apparatus. The size of electric field plates and detection optics would need to increase, as must the power of the lasers needed to saturate the molecules over a larger volume.

It is much more practical to keep the size of the apparatus perpendicular to the molecular beam much the same as for ACME II. This length increase by itself would then increase the eEDM sensitivity by about a factor of 2 (orange curve in
The ACME I measurement [2] and ACME II measurement [1] each increased the sensitivity of electron EDM measurements by an order of magnitude. The significant implication of this lifetime measurement is that a longer ACME III apparatus, with an electrostatic lens and improved detection efficiency, should produce an additional order of magnitude increase in EDM sensitivity.

![Diagram of EDM sensitivity gains over ACME II given the measured lifetime $\tau_H$ for a perfectly collimated molecular beam (red, upper curve). The bands represent the effect of the uncertainty in $\tau_H$, and the dashed lines indicate the coherence times for ACME II and the projected ACME III. For a diverging molecular beam in an apparatus that is made longer without increasing its radial dimensions, the longer $\tau_H$ increases the sensitivity by a factor of 2 (orange, lower curve). The sensitivity improves by up to 2.7 due to the effective collimation provided by the addition of an electrostatic lens for the molecules (blue, middle curve). (The additional sensitivity gain of 3.5 because the lens also captures more molecules is not included.)](image)
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