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Abstract

We consider the problem of minimizing the sum of non-smooth convex functions in non-Euclidean spaces, e.g., probability simplex, via only local computation and communication on an undirected graph. We propose two algorithms motivated by mass-spring-damper dynamics. The first algorithm uses an explicit update that computes subgradients and Bregman projections only, and matches the convergence behavior of centralized mirror descent. The second algorithm uses an implicit update that solves a penalized subproblem at each iteration, and achieves the iteration complexity of $O(1/K)$. The results are also demonstrated via numerical examples.
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1 Introduction

Given a connected graph, distributed optimization aims to optimize the sum of locally accessible cost functions via local computation and communication [Bertsekas and Tsitsiklis, 1989, Boyd et al., 2011]. Distributed optimization has a variety of engineering applications, such as formation control [Mesbahi and Egerstedt, 2010], distributed tracking and localization [Li et al., 2002], distributed estimation [Açıkmese et al., 2014, Lesser et al., 2012] and averaging [Xiao et al., 2007]. Due to such wide range of applications, distributed optimization has been an active area of research during the past two decades. Numerous distributed optimization algorithms have been developed, both in continuous time [Wang and Elia, 2010, Wang and Elia, 2011, Gharesifard and Cortés, 2014, Kia et al., 2015, Qiu et al., 2016, Zeng et al., 2017, Yang et al., 2017, Hatanaka et al., 2018] and discrete time domains [Nedic and Ozdaglar, 2009, Nedic et al., 2010, Boyd et al., 2011, Wei and Ozdaglar, 2012, Meng et al., 2015]. The common feature of these algorithms revolves around suitable generalization of centralized optimization algorithms to distributed scenarios.

Recently, there has been a growing interest in distributed optimization in non-Euclidean spaces, where the design variable is typically a probability distribution [Dekel et al., 2012, Levine et al., 2016, Gholami et al., 2016, Yahya et al., 2017]. In order to effectively exploit the structure of such non-Euclidean geometries, several attempts have been made to generalize distributed optimization algorithms from Euclidean to non-Euclidean setting. In particular, the distributed mirror descent method [Raginsky and Bouvrie, 2012, Li et al., 2016, Yuan et al., 2018, Wang et al., 2018, Doan et al., 2019] generalizes the distributed subgradient method [Nedic and Ozdaglar, 2009]; the distributed dual averaging algorithm [Duchi et al., 2012] generalizes projected distributed subgradient method [Nedic et al., 2010]; the Bregman parallel direction method of multipliers (BPDM) [Yu et al., 2018] generalizes the proximal distributed alternating direction method of multipliers (ADMM) [Meng et al., 2015]. Compared with their counterparts in Euclidean cases [Nedic and Ozdaglar, 2009, Nedic et al., 2010, Meng et al., 2015], the key feature of these algorithms is to use a Bregman divergence instead of a quadratic function as the distance generating function, leading to an improved complexity bound of $O(n/\ln n)$ [Wang and Banerjee, 2014, Yu et al., 2018] where $n$ represents the dimension of the problem instance.

However, there are still open questions along this line of research. In continuous time domain, compared with distributed Euclidean case [Wang and Elia, 2010, Wang and Elia, 2011, Gharesifard and Cortés, 2014, Kia et al.,...
and centralized non-Euclidean case [Krichene et al., 2015, Wibisono et al., 2016], the ordinary differential equations (ODE) for distributed non-Euclidean optimization have attracted much less attention. In particular, it is unclear, to the best of our knowledge, whether the ODE setup in [Wang and Elia, 2010] and [Raginsky and Bouvrie, 2012] can be jointly utilized to design novel distributed optimization algorithms. In discrete time domain, although BPDM [Yu et al., 2018] provides an extension to the proximal distributed ADMM [Meng et al., 2015], it requires a computationally expensive mirror averaging step. Moreover, like other algorithms based on ADMM [Wei and Ozdaglar, 2012, Meng et al., 2015, Yu et al., 2018], BPDM uses implicit discretization, which requires solving an optimization problem at each iteration. As such, it remains unclear why explicit discretization, which only computes subgradients at each iteration, cannot achieve similar convergence properties.

Motivated by these questions, as well as the connections between algorithm design and physics [Alvarez, 2000, Alvarez et al., 2002, Wibisono et al., 2016], we propose two novel algorithms for non-Euclidean distributed optimization with non-smooth convex objective functions over undirected graphs. Our algorithm is based on a mass-spring-damper network model (see Figure 1 for an illustration). In particular, we first propose a novel continuous time mass-spring-damper dynamics based on Bregman divergence type kinetic energy for distributed optimization. Using an explicit discretization, we show that discrete time mass-spring-damper dynamics matches the convergence behavior of centralized mirror descent. Further, if an implicit discretization is used, such convergence can be improved to achieve $O(1/K)$ iteration complexity. Finally, we demonstrate our results with numerical experiments.

Our results extend the existing literature as follows: 1) our continuous time model generalizes the second order ODE model of Euclidean cases [Wang and Elia, 2010] and the first order mirror descent ODE model of non-Euclidean cases [Raginsky and Bouvrie, 2012] by combining their attractive features; 2) our discrete time algorithms not only provide a novel extension to distributed mirror descent, but also generalize the proximal function used in distributed ADMM [Meng et al., 2015] from quadratic functions to a Bregman divergence. Such a generalization is empirically demonstrated to have faster convergence than subgradient based algorithms [Duchi et al., 2012, Li et al., 2016, Doan et al., 2019]; it also achieves the same iteration complexity and convergence properties as BPDMM [Yu et al., 2018] with a much more efficient implementation.

The rest of the paper is organized as follows. §2 provides necessary backgrounds in graph theory and convex analysis. §3 first introduces continuous time mass-spring-damper dynamics for distributed optimization, then establishes its convergence in discrete time using different discretization schemes. §4 compares our algorithms against existing methods via numerical examples. In §5 concluding remarks and comments on future research directions are provided.

## 2 Notation and Preliminaries

Let $\mathbb{N}$ denote the positive integers, $\mathbb{R}$ ($\mathbb{R}_+$) denote the (non-negative) real numbers, and $\mathbb{R}^n$ denote the $n$-dimensional real Euclidean space. We use $\cdot^\top$ to designate matrix (vector) transpose; $\langle u, v \rangle = u^\top v$ denotes the inner product of two vectors, and $\| \cdot \|_2$ is the $l_2$ norm, i.e., $\|v\|_2 = \sqrt{\langle v, v \rangle}$ for $v \in \mathbb{R}^n$. Let $\text{diag}(v) \in \mathbb{R}^{n \times n}$ denote the diagonal matrix whose diagonal elements are given by vector $v \in \mathbb{R}^n$; $\otimes$ designates the Kronecker product. Lastly, $I_n \in \mathbb{R}^{n \times n}$ denotes the identity matrix and $1_n \in \mathbb{R}^n$ the vector of all 1’s.

### 2.1 Graph theory

An undirected graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ consists of a node set $\mathcal{V}$ and an edge set $\mathcal{E}$, where an edge is a pair of distinct nodes in $\mathcal{V}$. The number of nodes and edges in the graph are denoted by $|\mathcal{V}|$ and $|\mathcal{E}|$, respectively. Denote by $\{ij\}$ an edge between nodes $i$ and $j$. For an arbitrary orientation on $\mathcal{G}$, i.e., each edge has a head and a tail, the $|\mathcal{V}| \times |\mathcal{E}|$ incidence matrix is denoted by $E(\mathcal{G})$. The columns of $E(\mathcal{G})$ are indexed by the edge set $\mathcal{E}$, and the entry on their $i$-th row takes the value “1” if node $i$ is the head of the corresponding edge and “−1” if it is its tail, and zero otherwise. When the graph is connected, the nullspace of $E(\mathcal{G})^\top$ is spanned by $1_{|\mathcal{V}|}$ [Mesbahi and Egerstedt, 2010, Theorem 2.8].

### 2.2 Convex analysis

We say that $g$ is a subgradient of the convex function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ at $x$ if [Rockafellar, 1970, Thm 23.2],

$$f(x') - f(x) \geq \langle x' - x, g \rangle, \quad \forall x'.$$  \hspace{1cm} (1)
We denote by $\partial f(x)$ the set of subgradients of $f$ at $x$. Let $\delta_X(x)$ be the indicator function of a closed convex set $X$, i.e., $\delta_X(x) = 0$ if $x \in X$ and $+\infty$ otherwise. Then

$$\partial \delta_X(x) = \{ g | g(x, x' - x) \leq 0, \forall x' \in X \}. \quad (2)$$

If $\psi$ is convex and continuously differentiable, then the Bregman divergence from $x'$ to $x$ associated with $\psi$ is given by [Censor and Lent, 1981]

$$B_\psi(x', x) = \psi(x') - \psi(x) - \langle \nabla \psi(x), x' - x \rangle. \quad (3)$$

Using (3) one can verify that for any $x, x, x', x''$,

$$B_\psi(x', x) = B_\psi(x', x'') - B_\psi(x', x) - B_\psi(x'', x). \quad (4)$$

Due to the convexity of $\psi$, $B_\psi(x', x)$ is always non-negative. If $\psi$ is 1-strongly convex, i.e., $\psi - \frac{1}{2} ||x||^2$ is convex, then using (1) we can show that $B_\psi(x', x) \geq \frac{1}{2} ||x' - x||^2.

3 Mass-spring-damper network dynamics for distributed optimization

In this section, we propose a mass-spring-damper dynamics (MSD) for the distributed optimization problem (P), leading to algorithms (MSD-ex) and (MSD-im) using explicit and, respectively, implicit discretization. We then establish their convergence properties in Theorem 1 and Theorem 2.

We consider the distributed optimization problem over the graph $G = (V, E)$ of the following form,

$$\text{minimize } f(x) = \sum_{i \in V} f_i(x_i) \quad (P)$$

subject to $E_s(G) x = 0, \ x \in X_0^{\vert V\vert},$

where $x = [x_1^\top, \ldots, x_{\vert V\vert}^\top]^\top, x_i \in \mathbb{R}^n$ for all $i \in V$; $X_0^{\vert V\vert}$ is the Cartesian product of $\vert V\vert$ copies of a closed convex set $X_0 \subset \mathbb{R}^n$; $f_i : X_0 \rightarrow \mathbb{R}$ is a cost function available to node $i$ only; matrix $E_s(G)$ is defined as

$$E_s(G) = (E(G) \text{diag}(\sqrt{s})) \otimes I_n, \quad (5)$$

where $\sqrt{s}$ is the element-wise square root of $s \in \mathbb{R}^{|E|}$.

To solve problem (P), we propose the following mass-spring-damper dynamics,

$$\frac{d}{dt} \nabla \psi(x(t)) = -L_d(G)x(t) - E_s(G)u(t) - g(t)$$

$$\frac{d}{dt} u(t) = E_s(G)\top x(t), \quad (MSD)$$

where $\psi(x) = \sum_{i \in V} \psi_i(x_i)$ with $\psi_i$ being a continuously differentiable convex function over $X_0$, $g(t) = [g_1(t)^\top, \ldots, g_{|V|}(t)]^\top$ with $g_i(t) \in \partial f_i(x_i(t))$ for all $i \in V$, and finally the weighted Laplacian is given by

$$L_d(G) = (E(G) \text{diag}(d)E(G)\top) \otimes I_n. \quad (6)$$

Dynamics in (MSD) can be interpreted as a mass-spring-dynamics network as follows. Each node $i \in V$ denotes a mass with velocity $x_i(t)$ experiencing external force $g_i(t)$; each edge denotes a spring with a spring constant $s_{ij}$ and damper with a damping constant $d_{ij}$, together connecting node $i$ and $j$; see Figure 1 for an illustration. If $\psi_0 = \frac{\gamma}{2} \| x \|^2$, then (MSD) describes the Newton’s second law of such mass-spring-damper network, which is also analyzed in [Wang and Elia, 2010, Ghareifard and Cortés, 2014, Hatanaka et al., 2018]. Here we use a more general choice of $\psi_0$ to capture non-quadratic kinetic energy function used in Bregman Lagrangian dynamics [Wibisono et al., 2016].

We now group our assumptions on (P) and (MSD) under Assumption 1.

**Assumption 1**

1. $G = (V, E)$ is undirected and connected. Edge weights $s, d \in \mathbb{R}^{|E|}$ are element-wise strictly positive. Let $\frac{1}{\gamma} = \max \{ |a| : a \cdot s - d \leq 0 \}$ and $\lambda$ be the largest eigenvalue of $L_d(G)$.

2. $X_0 \subset \mathbb{R}^n$ is a closed convex set, $\psi_0 : X_0 \rightarrow \mathbb{R}$ is continuously differentiable and 1-strongly convex, i.e., $\psi_0 - \frac{1}{2} \| x \|^2$ is convex.

3. $f_i : X_0 \rightarrow \mathbb{R}$ is proper closed convex function for all $i \in V$. There exists $x^*, u^*, g^* \in \partial f(x^*)$ such that

$$E_s(G) x^* = 0, \ x^* \in X, \quad (7a)$$

$$-g^* - E_s(G) u^* \in N_X(x^*). \quad (7b)$$

**Remark 1** Examples of $X_0$ and $\psi_0$ that satisfy Assumption 1 include: 1) $X_0 = \mathbb{R}^n$ and $\psi_0(y) = \frac{1}{2} \| y \|^2_2$; 2) $X_0$ is the probability simplex and $\psi_0(y) = \sum_{i=1}^n y[i] \ln y[i]$ for all $y \in X_0$, known as the negative entropy function [2]. See [Bubeck et al., 2015, Sec. 4.3] for further discussion.

Note that conditions in (7a) and (7b) ensure primal feasibility and, respectively, stationary condition of (P).

We first make the following observation on (MSD).

**Lemma** Suppose that Assumption 1 holds and there exists a trajectory $(x(t), u(t))$ for $t \in [0, \infty)$ generated by

$$B_{\psi_0}(x', x) \geq \frac{1}{\gamma} \| x' - x \|^2_1 \quad \text{[Beck and Teboulle, 2003]. Since } \| x \|_1 \geq \| x \|_2 \text{ for all } x \in \mathbb{R}^n, \text{ this further implies that } \psi_0 \text{ is 1-strongly convex.}$$
(MSD). Then

$$
\ell(\tau(T)) - \ell(x^*) + \frac{1}{2} \langle L_d(G) \tau(T), \tau(T) \rangle \leq \frac{V(x(0), u(0))}{T},
$$

(8)

for all $T > 0$, where $\tau(T) = \frac{1}{T} \int_0^T x(t) dt$, and

$$
V(x, u) = B_{\psi}(x^*, x) + \frac{1}{2} \| u - u^* \|_2^2, \quad (9a)
\quad \ell(x) = f(x) + \langle E_s(G) u^*, x \rangle. \quad (9b)
$$

Proof Using the chain rule we can show that,

$$
d \frac{dt}{dt} V(x, u) = - \langle \frac{d}{dt} \psi(x), x^* - x \rangle + \langle \frac{d}{dt} u, u - u^* \rangle
\quad = \langle L_d(G)x + E_s(G)u^* + g, x^* - x \rangle
\quad \leq \ell(x^*) - \ell(x) - \frac{1}{2} \langle L_d(G)x, x \rangle,
$$

(10)

for all $t$, where the last step is due to (1) and the assumption that $g(t) \in \partial f(x(t))$. Integrating on both sides from $t = 0$ to $T = T$ we have

$$
\int_0^T \ell(t) dt - \ell(x^*) + \frac{1}{2} \langle L_d(G)x(t), x(t) \rangle dt \quad \leq V(x(0), u(0)) - V(x(T), u(T)).
$$

Notice that, by construction, $V(x(T), u(T))$ is non-negative and $\ell(x) + \frac{1}{2} \langle L_d(G)x, x \rangle$ is convex. Therefore we can drop the last term on the right hand side. The rest of the proof is an application of Jensen’s inequality $\ell(\tau(T)) \leq \int_0^T \ell(x(\tau)) d\tau$. □

Lemma 1 provides a $O(1/T)$ bound on the running duality gap [He and Yuan, 2012, Meng et al., 2015] and the disagreement on edges of the graph along any solution trajectory of (MSD). Although such a bound hinges on the existence of such a trajectory, requiring a separate existence proof in general it does suggest that a similar property might hold for a discretization of (MSD), where the existence of a trajectory is easier to establish. In the following, we aim to show the validity of this intuition.

Consider the following discretization of (MSD),

$$
\nabla \psi(x^{k+1}) - \nabla \psi(x^k) = - \alpha^k (L_d(G)x^k + E_s(G)u^k + g^k)
\quad u^{k+1} - u^k = \alpha^k E_s(G)^\top x^{k+1},
$$

(11)

which is an explicit discretization combined with a Gauss-Seidel pass from $x$-update to $u$-update.

Using [Rockafellar, 1970, Thm 23.5], we can rewrite the $x$-update in (11) as,

$$
x^{k+1} = \arg\min_{x \in \mathcal{X}} (-\nabla \psi(x^k) + \alpha^k (u^k + g^k), x) + \psi(x)
\quad = \arg\min_{x \in \mathcal{X}} \alpha^k (g^k + u^k, x) + B_{\psi}(x, x^k),
$$

(12)

where $u^k = L_d(G)x^k + E_d(G)u^k$. Therefore, a trajectory that satisfies (11) for all $k \in \mathbb{N}$ can be computed iteratively as,

$$
u^k = L_d(G)x^k + E_d(G)u^k
\quad x^{k+1} = \arg\min_{x \in \mathcal{X}} \alpha^k (g^k + u^k, x) + B_{\psi}(x, x^k) \quad \text{(MSD-ex)}
\quad u^{k+1} = u^k + \alpha^k E_s(G)^\top x^{k+1},
$$

where $g^k \in \partial f(x^k), \psi(x) = \sum_{i \in V} \psi_0(x_i)$.

To prove the convergence of (MSD-ex), we will use the following property of Bregman divergence.

Lemma 2 Suppose Assumption 1 holds. Given a proper closed convex function $\phi : \mathcal{X} \to \mathbb{R}$, if $x^+ = \arg\min_{x \in \mathcal{X}} \phi(y) + B_{\psi}(y, x)$ for some $x \in \mathcal{X}$, then for any $x' \in \mathcal{X}$,

$$
B_{\psi}(x', x^+) - B_{\psi}(x', x)
\quad \leq - \frac{1}{2} \| x^+ - x \|_2^2 + \phi(x') - \phi(x^+).
$$

Proof Using Theorem 27.4 in [Rockafellar, 1970], we know that $x^+ = \arg\min_{y \in \mathcal{X}} \phi(y) + B_{\psi}(y, x)$ if and only if there exists $g \in \partial \phi(x^+)$ such that

$$
0 \leq \langle g + \nabla \psi(x^+) - \nabla \psi(x), x^+ - x \rangle,
$$

(13)

for all $x' \in \mathcal{X}$. From (1), $(g^k + u^k, x^k) \leq \phi(x^k) - \phi(x^+)$, Substitute this and (4) into (13) we have

$$
B_{\psi}(x^k, x^+) - B_{\psi}(x^k, x) \leq - B_{\psi}(x^+, x) + \phi(x^k) - \phi(x^+).
$$

Finally, from Assumption 1 we know that $\psi - \frac{1}{2} \| \cdot \|_2^2$ is convex. Using (1) and (3) we can show that $B_{\psi}(x^+, x) \geq \frac{1}{2} \| x^+ - x \|_2^2$, which completes the proof. □

In our subsequent analysis, we will use the following inequality: if $\lambda$ is the largest eigenvalue of $L_d(G)$, then

$$
- \langle L_d(G)x, x^+ \rangle \leq \frac{\lambda}{2} \| x^+ \|_2^2 - \frac{1}{2} \langle L_d(G)x, x \rangle - \frac{1}{2} \langle L_d(G)x^+, x^+ \rangle,
$$

(14)
for all \( x, x^+ \); this is due to the fact that \( \frac{1}{2}(L_d(\mathcal{G})(x^+ - x), x^+ - x) \leq \frac{1}{2} \| x^+ - x \|_2^2 \).

With these supporting inequalities, we are now ready to establish the convergence of (MSD-ex), which is our first main result.

**Theorem 1** Suppose that Assumptions 1 holds. If \( 0 < \alpha^k \leq \min\left( \frac{1}{\lambda_{\min}(L_d(\mathcal{G}))}, \frac{1}{\lambda_{\max}(L_d(\mathcal{G}))} \right) \) for all \( k \in \mathbb{N} \) and \( \| g + E_s(\mathcal{G}) u^* \|_2 \leq \mathcal{G} \) for any \( g \in \partial f(x) \) where \( x \in \mathcal{X} \), then along the trajectories generated by algorithm (MSD-ex),

\[
\ell(\pi^K) - \ell(x^*) + \frac{1}{2} \langle L_d(\mathcal{G}) \pi^K, \pi^K \rangle \leq V(x^1, u^1) + G^2 \sum_{k=1}^{K} (\alpha^k)^2,
\]

where \( \pi^K = \sum_{k=1}^{K} \alpha^k x^k \), \( V(x, u) \) and \( \ell(x) \) are defined as in (9).

**Proof** Applying Lemma 2 to the \( x \)-update in (MSD-ex) we have,

\[
B_v(x^*, x^{k+1}) - B_v(x^*, x^k) \leq -\frac{1}{2} \| x^{k+1} - x^k \|_2^2 + \alpha^k \langle g^k + E_s(\mathcal{G}) u^k, x^* - x^{k+1} \rangle - \alpha^k (L_d(\mathcal{G}) x^k, x^{k+1}).
\]

In addition, applying (4) to function \( \frac{1}{2} \| \cdot \|_2^2 \) and using the \( u \)-update in (MSD-ex), we obtain

\[
\frac{1}{2} \| u^{k+1} - u^* \|_2^2 - \frac{1}{2} \| u^k - u^* \|_2^2 = \frac{(\alpha^k)^2}{2} \langle L_s(\mathcal{G}) x^{k+1}, x^{k+1} \rangle + \alpha^k \langle u^k - u^*, E_s(\mathcal{G})^\top (x^{k+1} - x^*) \rangle,
\]

where we have used (7a) and \( L_s(\mathcal{G}) = E_s(\mathcal{G}) E_s(\mathcal{G})^\top \). Adding (16) to (15) and using (14), we can show that,

\[
V(x^{k+1}, u^{k+1}) - V(x^k, u^k) \leq \alpha^k \langle h^k, x^* - x^{k+1} \rangle - \frac{1}{2}(L_d(\mathcal{G}) x^k, x^k) - \frac{1}{2} \langle L_s(\mathcal{G}) x^{k+1}, x^{k+1} \rangle, \quad c = d - \alpha^k s \quad \text{and} \quad h^k = g^k + E_s(\mathcal{G}) u^k.
\]

Observe that

\[
\langle h^k, x^* - x^k \rangle \leq \ell(x^*) - \ell(x^k) \quad \text{and} \quad \langle h^k, x^k - x^{k+1} \rangle \leq \frac{1}{2} \| h^k \|_2^2 + \frac{1}{2\alpha^k} \| x^{k+1} - x^k \|_2^2,
\]

for any \( \varepsilon^k > 0 \), where the first inequality is due to (1) and \( h^k \in \partial \ell(x^k) \), the second inequality is a completion of square. Let \( \varepsilon^k = \frac{\alpha^k}{1 - \alpha^k} \) and sum up the two inequalities in (18),

\[
\langle h^k, x^* - x^{k+1} \rangle \leq \ell(x^*) - \ell(x^k) + \alpha^k G^2 + \frac{1}{2\alpha^k} \| x^{k+1} - x^k \|_2^2,
\]

where we have used the assumption that \( \| h^k \|_2 \leq \mathcal{G} \) and the fact that \( \varepsilon^k \leq 2\alpha^k \) when \( 0 < \alpha^k \leq \frac{1}{2\lambda_{\min}(L_d(\mathcal{G}))} \). Substitute (19) into (17) we obtain

\[
V(x^{k+1}, u^{k+1}) - V(x^k, u^k) \leq \alpha^k (\ell(x^*) - \ell(x^k)) + \frac{1}{2} (L_d(\mathcal{G}) x^k, x^k) + G^2 (\alpha^k)^2.
\]

Since \( c = d - \alpha^k s > 0 \) and \( L_c(\mathcal{G}) \) is positive semi-definite when \( \alpha^k \leq \frac{1}{2\lambda_{\min}(L_d(\mathcal{G}))} \), we can drop the last quadratic term on the right hand side, sum it from \( k = 1 \) to \( k = K \), and obtain the following

\[
\sum_{k=1}^{K} \alpha^k (\ell(x^*) - \ell(x^k)) + \frac{1}{2} (L_d(\mathcal{G}) x^k, x^k) + G^2 \sum_{k=1}^{K} (\alpha^k)^2.
\]

Applying Jensen’s inequality to the left hand side and dropping the non-negative \( V(x^k, u^k) \) term on the right hand side, we obtain the desired result. \( \square \)

**Remark 2** Theorem 1 matches the convergence results for centralized mirror descent ([Beck and Teboulle, 2003, Thm. 4.1]). One can verify that

(1) if sequence \( \{\alpha^k\} \) is square summable but not summable, then Theorem 1 implies an asymptotic convergence.

(2) if \( \alpha^k \) is constant for all \( k \in \mathbb{N} \), then Theorem 1 implies a \( O(1/K) \) convergence to an error bound of \( \mathcal{O} G^2 \). Similar results have also been shown in [Wang et al., 2018] for the stochastic setting.

If in addition \( f \) is strongly convex, then Theorem 1 bounds the optimality on nodes and consensus on edges, as the following corollary shows.

**Corollary 1.1** Under conditions of Theorem 1, if \( f_i - \frac{\mu_i}{2} \| \cdot \|_2^2 \) is convex with \( \mu_i > 0 \) for all \( i \in \mathcal{V} \), then

\[
\sum_{i \in \mathcal{V}} \frac{\mu_i}{2} \| \mathbf{x}_i^K - x_i^1 \|_2^2 + \sum_{\{ij\} \in \mathcal{E}} \frac{d(ij)}{2} \| \mathbf{x}_i^K - \mathbf{x}_j^K \|_2^2 \leq \sum_{k=1}^{K} \alpha^k,
\]

where \( \mathbf{x}_i^K = \frac{1}{\sum_{k=1}^{K} \alpha^k} \sum_{k=1}^{K} \alpha^k x_i^k \) for all \( i \in \mathcal{V} \).
Proof For any $x \in \mathcal{X}$,
\[
\ell(x) - \ell(x^*) = f(x) - f(x^*) + \langle E_s(\mathcal{G})u^* + g^*, x - x^* \rangle - \langle g^*, x - x^* \rangle \\
\geq \sum_{i \in \mathcal{V}} f_i(x_i) - f_i(x_i^*) - \langle g_i^*, x_i - x_i^* \rangle \\
\geq \sum_{i \in \mathcal{V}} \frac{\mu_i}{2} \|x_i - x_i^*\|^2,
\]
where the first inequality is due to (2) applied to (7b) and the fact that $f_i(x) = \sum_{i \in \mathcal{V}} f_i(x_i)$; the second inequality is due to (1) applied to $f_i(x_i) = \frac{\mu_i}{2} \|x_i - x_i^*\|^2$ for all $i \in \mathcal{V}$.

Let $x = \frac{1}{\sum_{k=1}^K \alpha_k} \sum_{k=1}^K \alpha_k x_k^k$, then the rest of the proof is a direct application of Theorem 1 and the fact that $(L_d(\mathcal{G})\mathcal{F}_K, x^K) = \sum_{(i,j) \in \mathcal{E}} d_{(i,j)} \|\mathcal{F}_i^K - \mathcal{F}_j^K\|_2^2$. $\square$

Unfortunately, discretization (MSD-ex) is unable to match the continuous time convergence rate provided in (8) of Lemma 1. This is mainly due to the non-smoothness of $f$. However, a matching convergence rate can be achieved by a more careful discretization, as we will show next.

Consider the following modification of (MSD-ex),
\[
u^k = L_d(\mathcal{G})^x x^k + E_s(\mathcal{G})u^k, \\
x^{k+1} \in \arg\min_{x \in \mathcal{X}} \alpha f(x) + \alpha \langle w^k, x \rangle + B_\psi(x, x^k), \\
u^{k+1} = u^k + \alpha E_s(\mathcal{G})^T x^{k+1},
\]
(MSD-im)

where $\psi(x) = \sum_{i \in \mathcal{V}} \psi_i(x_i)$. Compared with (MSD-ex), here we use the function $f$ in the $x$-update, rather than its linear approximation $(g^k, x)$. With this more computationally expensive implicit discretization, (MSD-im) is able to achieve a $O(1/k)$ iteration complexity that matches the continuous time rate in (8). This is proved by the following theorem, which is our second main result.

**Theorem 2** Suppose that Assumption 1 holds. If $\alpha = \min\{\frac{1}{\lambda}, \frac{1}{2\tau}\}$, then along the trajectories generated by algorithm (MSD-im),
\[
\ell(x^K) - \ell(x^*) + \frac{1}{4} \left( L_d(\mathcal{G})\mathcal{F}_K, x^K \right) \leq \frac{V(x^1, u^1)}{\alpha K},
\]
where $x^K = \frac{1}{K} \sum_{k=1}^K x^{k+1}$, $V(x, u)$ and $\ell(x)$ are defined as in (9).

**Proof** Applying Lemma 2 to the $x$-update in (MSD-ex), we have
\[
B_\psi(x^*, x^{k+1}) - B_\psi(x^*) \\
\leq - \frac{\alpha}{2} \|x^{k+1} - x^k\|^2 + \alpha \langle E_s(\mathcal{G})u^k, x^* - x^{k+1} \rangle \\
- \alpha \langle L_d(\mathcal{G})x^k, x^{k+1} \rangle + \alpha (f(x^*) - f(x)).
\]

Adding (16) with $\alpha_k = \alpha$ to the above inequality, and again using (14), we can then show that,
\[
V(x^{k+1}, u^{k+1}) - V(x^k, u^k) \\
\leq \alpha (\ell(x^*) - \ell(x^{k+1})) - \frac{\alpha}{2} \left( L_d(\mathcal{G})x^{k+1}, x^{k+1} \right) \\
- \frac{1}{2\alpha} \|x^{k+1} - x^k\|^2 - \frac{\alpha}{2} \left( L_d(\mathcal{G})x^k, x^k \right),
\]
where $c = d - \alpha s$. Since $\alpha \leq \min\{\frac{1}{\lambda}, \frac{1}{2\tau}\}$, $1 - \alpha \lambda \geq 0$ and $c \geq \frac{1}{2}d$, and (20) implies that
\[
V(x^{k+1}, u^{k+1}) - V(x^k, u^k) + \frac{\alpha}{2} \left( L_d(\mathcal{G})x^k, x^k \right) \\
\leq \alpha (\ell(x^*) - \ell(x^{k+1})) - \frac{1}{2\alpha} \left( L_d(\mathcal{G})x^{k+1}, x^{k+1} \right),
\]
Since $L_d(\mathcal{G})$ is positive semi-definite, we can drop the last quadratic term on the left hand side, sum it from $k = 1$ to $k = K$ and obtain
\[
\sum_{k=1}^K \alpha (\ell(x^{k+1}) - \ell(x^*)) + \frac{1}{2} \left( L_d(\mathcal{G})x^{k+1}, x^{k+1} \right) \\
\leq \sum_{k=1}^K \frac{\lambda_t}{2} \|x_i^{k+1} - x_i^*\|^2 + \sum_{(i,j) \in \mathcal{E}} d_{(i,j)} \|\mathcal{F}_i^{K} - \mathcal{F}_j^{K}\|_2^2 \\
\leq \frac{V(x^1, u^1)}{\alpha K},
\]
Applying Jensen’s inequality to the left hand side and dropping the non-negative term $V(x^{k+1}, u^{k+1})$ on the right hand side of the last inequality, we obtain the desired results. $\square$

**Remark 3** Theorem 2 shows that (MSD-im) matches the convergence of centralized Bregman proximal method [Censor and Zenios, 1992], and achieves the same iteration complexity as those in [Yuan et al., 2018] and [Yu et al., 2018]. However, results in [Yuan et al., 2018] require $f$ being strongly convex; this assumption is relaxed in Theorem 2. On the other hand, the algorithm in [Yu et al., 2018] requires a computationally expensive mirror average step; such computation is not needed in (MSD-im).

Using the identical argument as Corollary 1.1, we can now prove the following extension to Theorem 2.

**Corollary 2.1** Under the conditions in Theorem 2, if $f_i - \frac{\mu_i}{2} \|\cdot\|^2$ is convex with $\mu_i > 0$ for all $i \in \mathcal{V}$, then
\[
\sum_{i \in \mathcal{V}} \frac{\mu_i}{2} \|x_i^K - x_i^*\|^2 + \sum_{(i,j) \in \mathcal{E}} \frac{d_{(i,j)}}{4} \|\mathcal{F}_i^{K} - \mathcal{F}_j^{K}\|_2^2 \\
\leq \frac{V(x^1, u^1)}{\alpha K},
\]
where $x_i^K = \frac{1}{K} \sum_{k=1}^K x_i^{k+1}$ for all $i \in \mathcal{V}$.

**4 Numerical examples**

In this section, we compare both (MSD-ex) and (MSD-im) against existing algorithms for distributed
optimization in non-Euclidean spaces, including distributed projected subgradient algorithm [Nedic et al., 2010], distributed dual averaging algorithm [Duchi et al., 2012], distributed mirror descent [Li et al., 2016, Doan et al., 2019] and BPDMM [Yu et al., 2018], over numerical examples.

We choose an instance of problem (P) where a) \( G = (V, E) \) is randomly generated with \(|V| = 20\) such that each pair of nodes is connected with probability 0.3, b) \( f_i(x_i) = \langle a_i, x_i \rangle \) for all \( i \in V \), where entries of \( a_i \) are sampled uniformly from \([0, 1]\), and c) \( X_0 = \{ x \in \mathbb{R}^{10} \mid x \geq 0, \sum_{i=1}^{10} x[i] = 1 \} \). For algorithm parameters, we choose \( d = \frac{1}{100} \mathds{1}_{|G|} \), and \( s = \lambda d \) where \( \lambda \) is the largest eigenvalue of \( L(G) \). For (MSD-ex), we let \( \alpha^k = \frac{1}{2\sqrt{k}} \) for (MSD-im), we let \( \alpha = \frac{1}{\lambda d} \). In comparison, for distributed projected subgradient algorithm, distributed dual averaging, distributed mirror descent, we use \( P = I - \frac{1}{2\Delta d} L(G) \) (E\(L(G) = E(G)E(G)^\top \), with \( \Delta \) as the largest diagonal element of \( L(G) \) [Duchi et al., 2012]), for the stochastic matrix and \( \alpha^k = \frac{1}{2\sqrt{k}} \) for the stepsize; for BPDMM, we use \( P = I - \frac{1}{2\Delta d} L(G) \) for the stochastic matrix and \( \alpha = \frac{1}{\lambda d} \) for the stepsize. Except for the distributed projected subgradient, all algorithms use \( \psi_0(y) = \sum_{i=1}^{n} y[i] \ln y[i] \) for all \( y \in X_0 \). The convergence of these algorithms, using the same randomly generated initialization, are shown in Figure 2.

Figure 2 shows that (MSD-ex) shares similar convergence behavior as the distributed mirror descent and the distributed dual averaging. This is mainly due the fact that both algorithms are based on explicit computation of subgradients, which requires diminishing step sizes to ensure convergence. On the other hand, (MSD-im) shares similar convergence behavior as BPDMM, as the implicit update allows a constant step size. The price is, in general, a more expensive computation at each iteration. Further, (MSD-im) almost achieves the same convergence speed as the BPDMM with a more efficient implementation, as pointed out in Remark 3.

\footnote{Here \( \alpha \) corresponds to \( \frac{1}{\rho} \) in [Yu et al., 2018].}

5 Conclusions

In this paper, we have developed two novel algorithms for distributed optimization in non-Euclidean spaces based on the mass-spring-damper dynamics. Our results not only match those for centralized mirror descent, but also improve previous methods by allowing more efficient implementation. Nevertheless, the proposed algorithm has a few limitations, most notably, their mere applicability to undirected graphs. Our future research direction is motivated by this limitation, as well as extensions for smooth and stochastic optimization as well as time-varying graphs.
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