We prove that for all integers \( k \geq 1 \), there exists a constant \( C_k \) depending only on \( k \), such that for all \( q > C_k \), and for \( n = 1, 2 \) every matrix in \( M_n(\mathbb{F}_q) \) is a sum of two \( k \)th powers and for all \( n \geq 3 \) every matrix in \( M_n(\mathbb{F}_q) \) is a sum of at most three \( k \)th powers.

1. Introduction

Let \( n \) be a positive integer, \( R \) a commutative ring with unity, and \( M_n(R) \) the ring of \( n \times n \) matrices over \( R \). The Matrix Waring Problem over \( R \) is, essentially, to represent an arbitrary matrix in \( M_n(R) \) as a sum of two \( k \)th powers for any positive integer \( k \geq 1 \). This goal of this article is to answer this question in the case where \( R \) is a finite field \( \mathbb{F}_q \), with \( q \) sufficiently large; see Theorem 1.1 and Theorem 1.2.

The classical Waring problem states that every natural number is a sum of 4 squares, of 9 cubes, of 19 biquadrates, etc. In other words, for all integers \( k \geq 1 \), there exists a smallest positive integer \( g(k) \) such that every natural number is a sum of at most \( g(k) \) number of \( k \)th powers (of natural numbers); in particular, \( g(2) = 4 \), \( g(3) = 9 \), \( g(4) = 19 \). The existence of \( g(k) \) for arbitrary \( k \) was proved by Hilbert, and later on explicit formulae for \( g(k) \) have been found for all but finitely many values of \( k \); for a survey of results about Waring’s problem and its variants see [8]. In this context, a variant of the classical Waring problem may be posed, namely, for all \( k \geq 2 \), one may ask whether there exists a smallest bound \( G(k) \) such that every sufficiently large natural number is a sum of at most \( G(k) \) number of \( k \)th powers. Unlike the case of \( g(k) \), the values of \( G(k) \) have been found only when \( k = 2 \) and \( k = 4 \).

Waring’s problem makes sense over arbitrary rings, and in particular for matrix rings over finite fields. Let \( k \) and \( n \) be positive integers and let \( G(k, n) \) be the smallest positive integer such that for all sufficiently large \( q \) every matrix in \( M_n(\mathbb{F}_q) \) can be written as a sum of \( G(k, n) \) number of \( k \)th powers (of matrices in \( M_n(\mathbb{F}_q) \)). It is well-known, due to Small [7], that \( G(k, 1) = 2 \) for all \( k \geq 1 \); see Proposition 3.2. Including this result of Small, we prove that,
For all $k \geq 2$, $G(k, 1) = G(k, 2) = 2$ and $G(k, n) \leq 3$ for all $n \geq 3$.
In other words, we prove the following results.

**Theorem 1.1.** For all integers $k \geq 1$, there exists a constant $C_k$ depending only on $k$, such that for all $q > C_k$, every matrix in $M_2(\mathbb{F}_q)$ is a sum of two $k$th powers.

**Theorem 1.2.** For all integers $k \geq 1$, there exists a constant $C_k$ depending only on $k$, such that for all $q > C_k$, and for all $n \geq 3$, every matrix in $M_n(\mathbb{F}_q)$ is a sum of at most three $k$th powers.

We note here that our results go beyond an earlier result due to Demiroglu published in this journal [3]. While Demiroglu obtained the result with infinitely many exceptions, we have the same result with only finitely many exceptions. Furthermore, the methods used to obtained these results in this article are distinct from the ones used by Demiroglu. These results are consequences of Weil’s result on the number of solutions in $\mathbb{F}_q$ of polynomials defined over $\mathbb{F}_q$; see Theorem 2.2.

The paper is organized as follows. In §2 we obtain consequences of Weil’s results on the number of solutions to equations over finite fields. In §3 we prove Theorem 1.1. In §4 we use results of §3 to prove Theorem 1.2.

**Notation**

The diagonal matrix with entries $\lambda_1, \ldots, \lambda_n$ along the diagonal is denoted by $\text{diag}(\lambda_1, \ldots, \lambda_n)$.

The direct sum $A \oplus B$ of two square matrices $A$ of size $r$ and $B$ of size $s$ is the square matrix of size $r + s$ with $A$ and $B$ lying along the diagonal; that is $A \oplus B$ is in the block diagonal form.

$\mathbb{F}_q$ always denotes the finite field with $q$ elements.

2. **Equations over Finite Fields**

First, we need some results from algebraic geometry over finite fields. Recall, a polynomial over $\mathbb{F}_q$ is absolutely irreducible if it remains irreducible over the algebraic closure of $\mathbb{F}_q$.

**Lemma 2.1.** Consider the polynomial $Y^d = f(X)$ in $\mathbb{F}_q[X,Y]$, where $d \geq 1$. The following conditions are equivalent:

1. $Y^d - f(X)$ is absolutely irreducible.
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(2) $Y^d - cf(X)$ is absolutely irreducible for every nonzero $c$ in $\mathbb{F}_q$.
(3) Let $f(X) = a(X - \alpha_1)^{d_1} \cdots (X - \alpha_s)^{d_s}$ be the factorization of $f$ in the algebraic closure of $\mathbb{F}_q$ with $\alpha_i \neq \alpha_j$ for $i \neq j$ and $d_i$ are nonnegative. Then $(d, d_1, d_2, \ldots, d_s) = 1$.

Proof. The reader may refer to [Page 11, [6]] for a proof.

For an introduction to solutions to equations over finite fields the reader may refer to [4]. The following theorem is a special case of Weil’s theorem on number of solutions of equations over a finite field [9].

Theorem 2.2. (Weil) Consider the polynomial $Y^d = f(X)$ over $\mathbb{F}_q$, where $d \geq 1$. Let $m$ be the degree of $f(X)$. Suppose $Y^d - f(X)$ is absolutely irreducible and $q > 100 \cdot d \cdot m^2$. Let $N$ be the number of zeros of the polynomial $Y^d - f(X)$. Then

$$|N - q| \leq 4d^{3/2}m\sqrt{q}.$$ 

Proof. This is a consequence of Weil’s result [9]. For a proof the reader may refer to [Page 10, [6]].

Proposition 2.3. Let $c$ be any nonzero element in $\mathbb{F}_q$, and consider the polynomial $F := X^k + Y^k - c$ in $\mathbb{F}_q[X, Y]$. For all sufficiently large $q$, there exists a solution $(x, y) \in \mathbb{F}_q \times \mathbb{F}_q$ such that
(a) $F(x, y) = 0$.
(b) $x^k \neq y^k$.
(c) Moreover, for any $\lambda \in \mathbb{F}_p$, the solution $(x, y)$ satisfying (1) and (2) may be chosen so that $x^ky^k \neq \lambda$.

Proof. Let $p$ be the characteristic of $\mathbb{F}_q$. The $p$th power map on $\mathbb{F}_q$ is an automorphism of $\mathbb{F}_q$, so the equation $X^l + Y^l - c$ has a solution satisfying the conditions in the conclusion if and only if its $p$th power

$$(X^l + Y^l - d)^p = X^k + Y^k - c^p.$$ 

has a solution satisfying the conditions in the conclusion. Hence we may assume without loss of generality that $p \nmid k$. The derivative of the polynomial $f(X) := -(X^k - c)$ is nonzero, so $f(X)$ is separable, and therefore by the implication $(3) \implies (1)$ of Lemma [2.1] the polynomial $F(X, Y) := Y^k + X^k - c$ is absolutely irreducible over $\mathbb{F}_q$. Therefore, by Theorem 2.2 the number of solutions $N$ to $F(X, Y)$ satisfies the inequality

$$|N - q| \leq 4k^{5/2}\sqrt{q}.$$ 

Now the set of solutions satisfying (a) and (b) is finite. Indeed, if $(x, y)$ is a solution to $F$ with $x^k = y^k$ and if $\zeta_k$ is the $k$th root of unity in the algebraic closure of $\mathbb{F}_q$ then $(x, \zeta_kx)$ are all the possible solutions $(x, y)$
such that $x^k = y^k$. Furthermore, the set of solutions satisfying (a) and (c) is also finite. Indeed, let $x$ and $y$ be chosen as above satisfying the system of equations $X^k + Y^k = c$ and $X^k Y^k = \lambda$. Then $X^k(c - X^k) = \lambda$ so that $x$ is a root of the polynomial $X^{2k} - cX^k + \lambda$, which has at most $2k$ number of roots in $\mathbb{F}_q$. Corresponding to each root $x$, there exists at most $k$ number of $y$ such that $(x, y)$ is a solution to the system. Thus the number of solutions to the system is at most $2k^2$. Therefore, there is a solution $(x, y)$ satisfying the desired conditions (a), (b) and (c), if $q$ is sufficiently large, for instance when $q > 400 \cdot k^{5/2} \sqrt{q} + k + 2k^2$, so that for $C_k = (k + 2k^2)^2$, the conclusion holds.

3. $n = 1, 2$ case

We begin by observing the following elementary facts.

**Lemma 3.1.** Let $k, m_1, m_2, m$ and $n$ be positive integers. Let $A, B, C, D, P$ and $Q$ be matrices over $\mathbb{F}_q$ for a fixed $q$.

1. The representation of $A$ as a sum of $k$th powers is invariant under conjugation by $GL_n(\mathbb{F}_q)$. In other words, if $A$ is a sum of $k$th powers, so is any conjugate of $A$.
2. If $A$ and $B$ are matrices of same size $n$, and if $A$ is a sum of $m_1$ $k$th powers and $B$ is a sum of $m_2$ $k$th powers then the matrix sum $A + B$ is a sum of $(m_1 + m_2)$ $k$th powers.
3. If $A$ is a sum of $m_1$ $k$th powers and $B$ is a sum of $m_2$ $k$th powers, then $A \oplus B$ is a sum of $m$ $k$th powers where $m$ is the maximum of $m_1$ and $m_2$.
4. Let $A$ and $C$ be $r \times r$ matrices, and $B$ and $D$ be $s \times s$ matrices. Then $(A \oplus B) \cdot (C \oplus D) = AC \oplus BD$, where $\cdot$ denotes matrix multiplication. In particular, for any $k \geq 1$, $(A \oplus B)^k = A^k \oplus B^k$. Furthermore, the inverse of $A \oplus B$ exists if and only if $A$ and $B$ are invertible, in which case $(A \oplus B)^{-1} = A^{-1} \oplus B^{-1}$. In particular, if $P \in GL_r(\mathbb{F}_q)$ and $Q \in GL_s(\mathbb{F}_q)$ then $(P \oplus Q) \cdot (A \oplus B) \cdot (P^{-1} \oplus Q^{-1}) = PAP^{-1} \oplus QAQ^{-1}$.

**Proof.** For part 1, observe that if $A = B_1^k + \ldots + B_m^k$ for some $B_i \in M_n(\mathbb{F}_q)$ then for $P \in GL_n(\mathbb{F}_q)$,

$$PAP^{-1} = P(B_1^k + \ldots + B_m^k)P^{-1} = PB_1^kP^{-1} + \ldots + PB_m^kP^{-1} = (PB_1P^{-1})^k + \ldots + (PB_mP^{-1})^k.$$ 

The remaining parts are straightforward. □

The action of $GL_n(\mathbb{F}_q)$ on $M_n(\mathbb{F}_q)$ by conjugation partitions $M_n(\mathbb{F}_q)$ into conjugacy classes, with each conjugacy class represented by a
matrix in rational canonical form [Theorem B-3.46, [5]]. By definition, a rational canonical form of a matrix in $M_n(F_q)$ is a direct sum $C(g_1) \oplus \ldots \oplus C(g_r)$ of companion matrices $C(g_i)$, where $g_i$ are monic polynomials in $F_q[x]$, such that $g_1 \mid g_2 \mid \ldots \mid g_r$. For $g := x^n - a_{n-1}x^{n-1} - \ldots - a_1x - a_0$ in $F_q[x]$ its companion matrix $C(g)$ is the $n \times n$ matrix is

\[
C(g) := \begin{bmatrix}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1 \\
a_0 & a_1 & \ldots & a_{n-1} \\
\end{bmatrix}
\]

By Lemma (3.1) (1) (3), and (4), it follows that to express a matrix as a sum of $k$th powers it suffices to express companion matrices of polynomials in $F_q[x]$ as a sum of $k$th powers.

First we consider the representibility of $1 \times 1$ matrices. Consider the following well-known result due to Small [7].

**Proposition 3.2.** (Small) Fix an integer $k \geq 1$. For all sufficiently large finite fields $F_q$ with $q > k^4$, every element of $F_q$ is a sum of two $k$th powers.

In this section, we prove that every $2 \times 2$ matrix over $F_q$ is a sum of two $k$th powers for any $k \geq 1$ and for all sufficiently large $q$. The following lemma is elementary and well known, but for the sake of completeness we demonstrate it here.

**Lemma 3.3.** Suppose the characteristic polynomial of a matrix $A$ in $M_2(F_q)$ has a repeated eigenvalue $\lambda \in F_q$. Then $A$ is similar either to the diagonal matrix $\text{diag}(\lambda, \lambda)$ or to $\begin{bmatrix} \lambda & 1 \\ 0 & \lambda \end{bmatrix}$.

**Proof.** Suppose $A$ is not similar $\text{diag}(\lambda, \lambda)$. Let $B := A - \lambda I$ which is nonzero and nilpotent. We claim that it is similar to the nilpotent matrix $\begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}$ so that $A$ is similar to the matrix in desired form. If $v$ is an eigenvector corresponding to the eigenvalue $\lambda$ of $A$, then $Bv = 0$, so that $B$ has nontrivial kernel, viewing $B$ as a $F_q$-linear transformation from $F_q^2 \rightarrow F_q^2$. Choose a nonzero $v$ such that $Bv = 0$ and define a matrix $P$ whose first column is $v$ and the second column to be any vector $w$ such that $Bw = v$, which exists because the kernel of $B$ is equal to the image of $B$. Then $P^{-1}BP = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}$ as desired. \qed
Lemma 3.4. Suppose a matrix $A$ be similar to the diagonal matrix $\text{diag}(\lambda, \mu)$ over $\mathbb{F}_q$. Then, for any $k \geq 1$, and for all sufficiently large $q$, the matrix $A$ is a sum of two $k$th powers.

Proof. The expression of a matrix as a sum of $k$th powers is invariant under conjugation, so $A$ may be assumed to be diagonal matrix $\text{diag}(\lambda, \mu)$. By Proposition 3.2, for all sufficiently large $q$, the elements $\lambda, \mu \in \mathbb{F}_q$ are sums of two $k$th powers, so that $\lambda = a_1^k + a_2^k$ and $\mu = b_1^k + b_2^k$, with $a_1, a_2, b_1, b_2 \in \mathbb{F}_q$. Then,

$$A = \text{diag}(\lambda, \mu) = \text{diag}(a_1^k + a_2^k, b_1^k + b_2^k) = \text{diag}(a_1, b_1)^k + \text{diag}(a_2, b_2)^k.$$ 

□

Before proving the main result, we need the following technical lemma.

Proposition 3.5. For any element $\lambda \in \mathbb{F}_q$, the matrix $A := \begin{bmatrix} \lambda & 1 \\ 0 & \lambda \end{bmatrix}$ is a sum of two $k$th powers.

Proof. Let $a, d$ be elements in $\mathbb{F}_q$ such that $a + d \neq 0$ and $2\lambda \neq a + d$. By Proposition 2.3 there exist $r, s \in \mathbb{F}_q$ such that

(a) $r \neq s$ and $r + s = a + d$ (with $c$ takes as $a + d$ in Proposition 2.3).
(b) $r$ and $s$ are $k$th powers.
(c) $rs \neq ad$ (with ‘$\lambda$’ taken as $ad$ in Proposition 2.3).

Let $c$ be an arbitrary element in $\mathbb{F}_q$. Define $b$ as

$$b = \begin{cases} 0 & \text{if } c = 0 \\ (-c)^{-1}(rs - ad) & \text{if } c \neq 0. \end{cases}$$

Then $b$ is nonzero if and only if $c$ is nonzero by condition (c). The characteristic polynomial of the matrix $B := \begin{bmatrix} a & b \\ c & d \end{bmatrix}$ is $X^2 - (a + d)X + (ad - bc)$, which is equal to $X^2 - (r + s)X + rs$ due to (a) and the definition of the element $b$ above. Therefore, $B$ is similar to the diagonal matrix $\text{diag}(r, s)$ which is a $k$th power, due to (b).

Now, due to Proposition 2.3 again, there exist distinct $t, u \in \mathbb{F}_q$ with $a$ and $d$ are as chosen above,

- $t \neq u$ and $t + u = (\lambda - a) + (\lambda - d)$.
- $t$ and $u$ are $k$th powers.
- $tu \neq (\lambda - a)(\lambda - d)$.

Define

$$b' := \begin{cases} 0 & \text{if } c = 0 \\ c^{-1}(tu - (\lambda - a)(\lambda - d)) & \text{if } c \neq 0. \end{cases}$$
Then the matrix \( C := \begin{bmatrix} \lambda - a & b' \\ -c & \lambda - d \end{bmatrix} \) is conjugate to the diagonal matrix \( \text{diag}(t, u) \).

Clearly \( B + C = \begin{bmatrix} \lambda & b + b' \\ 0 & \lambda \end{bmatrix} \), and if \( c \neq 0 \) then \( b' \neq -b \) so that their sum \( x := b + b' \neq 0 \). The following relation
\[
\begin{bmatrix} x^{-1} & 0 \\ 0 & x \end{bmatrix} \begin{bmatrix} \lambda & x \\ 0 & \lambda \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & x \end{bmatrix} = \begin{bmatrix} \lambda & 1 \\ 0 & \lambda \end{bmatrix},
\]
implies that \( A \) is conjugate to the sum \( B + C \) and therefore it is a sum of two \( k \)th powers as desired. \( \square \)

We now prove the first main result of this article.

Proof. (of Theorem 1.1) Let \( A \in M_2(\mathbb{F}_q) \), and \( p(t) \) denote its characteristic polynomial. We consider three cases based on the nature of splitting \( p(t) \). First, if \( p(t) \) splits completely over \( \mathbb{F}_q \) with distinct roots, then \( A \) is conjugate to a diagonal matrix with eigenvalues lying along the diagonal. By Lemma 3.4, \( A \) is a sum of two \( k \)th powers, for all sufficiently large \( q \). Second, suppose \( p(t) \) splits completely over \( \mathbb{F}_q \) with repeated root \( \lambda \). Then \( A \) is similar to a diagonal matrix \( \text{diag}(\lambda, \lambda) \) or to the upper triangular matrix \( \begin{bmatrix} \lambda & 1 \\ 0 & \lambda \end{bmatrix} \). In the former case the assertion follows by Lemma 3.4 and in the latter case by Proposition 3.5. Finally, suppose \( p(t) \) is irreducible over \( \mathbb{F}_q \). Consider the evaluation map \( \text{ev}_A : \mathbb{F}_q[t] \to M_2(\mathbb{F}_q) \) defined by sending \( t \) to \( A \). It is an \( \mathbb{F}_q \)-algebra homomorphism with kernel as the ideal generated by \( p(t) \) and image as the \( \mathbb{F}_q \)-algebra, say \( \mathbb{F}_q[A] \), generated by the identity matrix \( I_2 \) and \( A \). Therefore, \( \mathbb{F}_q[A] \) is isomorphic to \( \mathbb{F}_q^2 \), and by Proposition 3.2 every element in \( \mathbb{F}_q^2 \), hence \( A \), is a sum of two \( k \)th powers for all sufficiently large \( q \). \( \square \)

4. \( n \geq 3 \) case

Before we state our main results, we note one fact: the cardinality of the subgroup consisting of the \( k \)th powers of elements of \( \mathbb{F}_q \) is \( (q - 1)/\gcd(k, q - 1) + 1 \), which is at least \( q/k \) so that if \( q \) is sufficiently large there exists sufficiently many elements in \( \mathbb{F}_q \) that are not 1 and that are \( k \)th powers; see [Proposition 7.1.2, [4]].

Proposition 4.1. Let \( q = p^l \) with \( p \) prime, \( l \geq 1 \). Let \( k \geq 1 \) be a positive integer. Then \(-1\) is a \( k \)th power (of an element in \( \mathbb{F}_q \)) precisely in the following cases:

(a) \( p = 2 \).
(b) $k$ is odd.
(c) $k$ is even of the form $2^st$ with $s \geq 1$ and $t$ odd and $q \equiv 1 \pmod{2^{s+1}}$.
In the remaining cases it is a sum of two $k$th powers.

Proof. The cases (a) and (b) are clear. Now consider solutions to $X^k + 1 = 0$ in $\mathbb{F}_q$. If $q$ is even then $x = 1$ is a solution, so suppose that $q$ is odd. Write $k = 2^a b$, with $b$ odd. Then the equation $X^k + 1 = 0$ has a solution in $\mathbb{F}_q$ if and only if the equation $Y^{2^a} + 1 = 0$ has a solution in $\mathbb{F}_q$. Indeed, if $x^k + 1 = 0$ for some $x \in \mathbb{F}_q$, then $(x^b)^{2^a} + 1 = 0$ so that $y = x^b$ is a solution to $Y^{2^a} + 1 = 0$. Conversely, if there is $y$ in $\mathbb{F}_q$ such that $y^{2^a} + 1 = 0$ so that $y^{2^a} = -1$, then $y^k = (y^{2^a})^b = (-1)^b = -1$ so that $y$ is a solution to $x^k + 1 = 0$ in $\mathbb{F}_q$. Now, the equation $Y^{2^a} = -1$ has a solution, say $y$, in $\mathbb{F}_q$ if and only if $(y^{2^a})^2 = 1$ so that the order of $y$ is divisible by $q - 1$. In other words, $X^k + 1 = 0$ has a solution in $\mathbb{F}_q$ if and only if $q \equiv 1 \pmod{2^{a+1}}$. The last part is an immediate consequence of Proposition 3.2.

Finally, the case $n \geq 3$ can be reduced to that of $n = 1, 2$ based on the following lemma.

**Lemma 4.2.** (Botha) Let $B$ be an $n \times n$ diagonalizable matrix over a field $\mathbb{F}_q$, and suppose $a \in \mathbb{F}_q$ is not an eigenvalue of $B$. Then

$$A = \begin{bmatrix} B & v \\ 0 & a \end{bmatrix},$$
where $v \in \mathbb{F}_q^n$, is also diagonalizable.

Proof. The reader may refer to [Lemma 1.1(c), [2]].

We use a result and its proof both due to Botha [Lemma 2.1, [1]] and use the $n = 1, 2$ case to prove Theorem 1.2.

For $n \geq 3$ even and $x \in \mathbb{F}_q$, let

$$G_n = \bigoplus_{n/2} \begin{bmatrix} 0 & 1 \\ 0 & -x \end{bmatrix} \text{ and } H_n = [0] \oplus \bigoplus_{(n-2)/2} \begin{bmatrix} x & 1 \\ 0 & 0 \end{bmatrix} \oplus [x],$$

For $n \geq 3$ odd and $x \in \mathbb{F}_q$, let

$$G_n = \bigoplus_{(n-1)/2} \begin{bmatrix} 0 & 1 \\ 0 & -x \end{bmatrix} \oplus [0] \text{ and } H_n = [0] \bigoplus \bigoplus_{(n-1)/2} \begin{bmatrix} x & 1 \\ 0 & 0 \end{bmatrix}.$$

**Lemma 4.3.** (Botha) If $|\mathbb{F}_q| > 2$, then for any $n \geq 3$, any matrix $A$ in $M_n(\mathbb{F}_q)$ can be expressed as a sum of two diagonalisable matrices.
Proof. The reader may refer to [Lemma 2.1, 1]. □

We now prove the second main result of this article:

Proof. (of Theorem 1.2): We use the proof of the lemma to deduce our result. The following four decompositions is due to Botha [1], which distinguish between \( n \) even and odd, and between \( a_{n-1} \) zero and nonzero.

Let \( A \in M_n(F_q) \). We show that \( A \) is a sum at most three \( k \)th powers. As noted at the beginning of §3 we may assume that \( A \) is a companion matrix (1) of §3. Let \( v = (a_0, \ldots, a_{n-2})^T \), where \( T \) denotes transpose of a matrix.

Case \( n \geq 3 \) odd and \( a_{n-1} = 0 \):

\[
(2) \quad A = \begin{bmatrix} G_{n-1} & 0 \\ v^T & -1 \end{bmatrix} + \begin{bmatrix} H_{n-1} & e_{n-1} \\ 0 & 1 \end{bmatrix},
\]

where \( x \neq 0, 1 \). Let \( B \) denote the first summand, and \( C \) the second summand. If \( x \neq 0, 1 \) then the matrix \( \begin{bmatrix} 0 & 0 \\ 1 & -x \end{bmatrix} \) has distinct eigenvalues 0 and \( -x \) and the matrix \( \begin{bmatrix} x & 0 \\ 1 & 0 \end{bmatrix} \) has distinct eigenvalues 0 and \( x \), so they are diagonalizable. By Lemma 3.1 the matrices \( B \) and \( C \) are diagonalizable. Furthermore let \( x \) be a \( k \)th power distinct from 0 and 1; such a \( x \) exists by the observation at the beginning of this section. Now, if \( k \) satisfies the conclusion of Proposition 4.1 then both \( B \) and \( C \) are \( k \)th powers so that \( A \) is a sum of two \( k \)th powers. In the remaining cases, \( B \) is a sum of two \( k \)th powers by Theorem 1.1 and \( C \) is a \( k \)th power so that \( A \) is a sum of three \( k \)th powers.

Case \( n \geq 3 \) odd and \( a_{n-1} \neq 0 \):

\[
(3) \quad A = \begin{bmatrix} G_{n-1} & 0 \\ v^T & a_{n-1} \end{bmatrix} + \begin{bmatrix} H_{n-1} & e_{n-1} \\ 0 & 0 \end{bmatrix},
\]

with \( x \neq 0, -a_{n-1} \). We choose \( x \) which is a \( k \)th power and not equal to either 0 or \( -a_{n-1} \); such a \( x \) exists by the observation at the beginning of this section. Now, if \( k \) satisfies the conclusion of Lemma 4.1 then \( A \) is a sum of two \( k \)th powers. In the remaining cases, it follows as above that the first summand is a sum of two \( k \)th powers by Theorem 1.1 and the second summand is a \( k \)th power so that \( A \) is a \( k \)th power.
Case $n \geq 3$ even, and $a_{n-1} = 0$:

$$A = \begin{bmatrix} G_{n-1} & e_n \\ 0 & -1 \end{bmatrix} + \begin{bmatrix} H_{n-1} & 0 \\ v^T & 1 \end{bmatrix},$$  \hspace{1cm} \text{(4)}

where $x \neq 0, 1$. Now, let $x \neq 0, 1$ and is a $k$th power. Now, if $k$ satisfies the conclusion of Lemma 4.1, it follows that $A$ is a sum of two $k$th powers. In the remaining cases, it follows that the first summand is a sum of two $k$th powers by Theorem 1.1 and the second summand is a $k$th power, so that $A$ is a sum of three $k$th powers.

Case $n \geq 3$ even and $a_{n-1} \neq 0$:

$$A = \begin{bmatrix} G_{n-1} & e_n \\ 0 & b_{n-1} \end{bmatrix} + \begin{bmatrix} H_{n-1} & 0 \\ v^T & c_{n-1} \end{bmatrix},$$  \hspace{1cm} \text{(5)}

Let $a_{n-1} = b_{n-1} + c_{n-1}$ and furthermore suppose that $b_{n-1}$ and $c_{n-1}$ are $k$th powers. Such a representation exists by Proposition 2.3. Given such a $b_{n-1}$ and a $c_{n-1}$ there exists $x \neq 0, c_{n-1}$ which is a $k$th power. Now, if $k$ satisfies the conclusion of Lemma 4.1 then $A$ is a sum of two $k$th powers, otherwise it is a sum of three $k$th powers.

Note that we proved a stronger statement than Theorem 1.2, namely if $k$ satisfies one of the conditions in Lemma 4.1 then every matrix in $M_2(\mathbb{F}_q)$ is a sum of two $k$th powers, otherwise it is a sum of three $k$th powers. \hfill \Box
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