A note on star-like configurations in finite settings
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Abstract

Given $E \subset \mathbb{F}_q^d$, we show that certain configurations occur frequently when $E$ is of sufficiently large cardinality. Specifically, we show that we achieve the statistically number of $k$-stars $\left| \left\{ (x, x^1, \ldots, x^k) \in E^{k+1} : \|x - x^i\| = t_i \right\} \right|$ when $|E| \gg_k q^{\frac{d+1}{2}}$. This result can be thought of as a natural generalization of the Erdős-Falconer distance problem. Our result improves on a pinned-version of our theorem which implied the above result, but only in the range $|E| \gg q^{\frac{d+k}{2}}$.

As an immediate corollary, this demonstrates that when $|E| \gg c_k q^{\frac{d+1}{2}}$, then $E$ determines a positive proportion of all $k$-stars. Our results also extend to the setting of integers mod $q$.
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1 Background

Given $E \subset \mathbb{R}^d$, let $\Delta(E) = \{|x-y| : x, y \in E\}$, where $|\cdot|$ is the usual Euclidean distance. The classical Erdős-distance problem ([6]) is as follows.

**Conjecture 1.1.** If $E \subset \mathbb{R}^d$ is a finite set with cardinality $|E| = n$, then,

$$ |\Delta(E)| \geq \begin{cases} cn^{1-\frac{d}{2}} & d = 2 \\ cn^{\frac{d}{2}} & d \geq 3 \end{cases} $$

Guth-Katz ([11]) showed the conjecture holds for $d = 2$. See [9, 14] for more details and the best known results in higher dimensions. In [7], Falconer considered a continuous version of the problem.

**Conjecture 1.2.** If $E \subset [0,1]^d$ has Hausdorff dimension $\dim_H(E) > \frac{d}{2}$, then $\Delta(E)$ has positive Lebesgue measure.

See [5, 7, 8, 15] for more information on the problem including the best known bounds to date. In [13], Iosevich-Rudnev considered a finite field analogue of the problem. $\mathbb{F}_q^d$ will denote the $d$-dimensional vector space over the finite field with $q$ elements, and for $E \subset \mathbb{F}_q^d$, we define

$$ \Delta(E) = \{|\|x-y\| : x, y \in E\}, $$

where for $x = (x_1, \ldots, x_d) \in \mathbb{F}_q^d$ we put $\|x\| = x^t x = x_1^2 + \cdots + x_d^2$. Clearly $\|\cdot\|$ is not a metric, but this notion of distance is preserved under orthogonal transformations. If $O$ is a $d \times d$ orthogonal matrix over $\mathbb{F}_q$, then $\|Ox\| = \|x\|$ for all $x \in \mathbb{F}_q^d$. Once we have defined a suitable notion of distance in $\mathbb{F}_q^d$, the problem proceeds directly as before. The so-called Erdős-Falconer distance problem in $\mathbb{F}_q^d$ asks one to show that if $q$ is odd and $E \subset \mathbb{F}_q^d$ is a set of sufficiently large cardinality, then $\Delta(E) = \mathbb{F}_q$. The first step in this direction was made by Iosevich-Rudnev ([13]):

**Theorem 1.3.** Let $E \subset \mathbb{F}_q^d$ with $|E| \gg q^{\frac{d+1}{2}}$. Then $\Delta(E) = \mathbb{F}_q$.

The notation $X \gg Y$ will be used throughout to mean that $Y = o(X)$. Theorem 1.3 is sharp, at least in odd dimensions, as was shown in [12]. The problem is open in even dimensions:

**Conjecture 1.4.** Suppose that $E \subset \mathbb{F}_q^d$, where $d \geq 2$ is even. If $|E| \gg q^d$, then $\Delta(E) = \mathbb{F}_q$.

The Erdős-Falconer distance problem has also been considered in $\mathbb{Z}_q^d$, the free module of rank $d$ over the ring of integers modulo $q$. In this setting, for
$E \subset \mathbb{Z}_q^d$, define $\Delta(E)$ as in the finite field case. It has been shown ([4]) that if $q = p^\ell$, where $p \neq 2$ and $E \subset \mathbb{Z}_q^d$ has size $|E| \gg \ell(q^{d(2\ell-1)+1})$, then $\Delta(E) \supset \mathbb{Z}_q^d$, where $\mathbb{Z}_q^d$ is the group of units in $\mathbb{Z}_q$.

Generalizations of the distance problem can be extended in a few directions. One direction which has received considerable attention is the study of finite point configurations. Let $T_k(E)$ denote the set of $k$-simplices with vertices in $E$, where a $k$-simplex is a set of $(k+1)$-points spanning a $k$-dimensional subspace. It can be shown (see [2], for example) that the set of $k$-simplices can be viewed as a $(k+1)$-dimensional set. In [2], it was shown that if $E \subset \mathbb{F}_q^d$ with $|E| \gg q^{\frac{d+1}{2}}$, then $|T_k(E)| \geq cq^{k+1}$. Their proof relied on the following observation.

Theorem 1.5 ([2], Theorem 2.12). For $x^1, \ldots, x^k \in E$, define

$$\Delta_{x^1, \ldots, x^k}(E) = \left\{ \left( \|x - x^1\|, \ldots, \|x - x^k\| \right) : x \in E \right\} \subset \mathbb{F}_q^k.$$  

Then, for $|E| \gg q^{\frac{d+1}{2}}$, we have

$$|E|^{-k} \sum_{x^1, \ldots, x^k \in E} |\Delta_{x^1, \ldots, x^k}(E)| \geq cq^k.$$

The case $d = k$ is notoriously difficult, and only a few results are known in the case $d = k = 2$ ([1, 10]). Rather than studying full $k$-simplices, it is sometimes advantageous to study certain subsets of $k$-simplices.

1.1 Results

Theorem 1.6. Let $E \subset \mathbb{F}_q^d$, and suppose $t_i \in \mathbb{F}_q \setminus \{0\}$ for $i = 1, \ldots, k$. For $T = (t_1, \ldots, t_k)$, let

$$\nu_k(T) = \left| \left\{ (x, x^1, \ldots, x^k) \in E^{k+1} : \|x - x^i\| = t_i, \quad i = 1, \ldots, k \right\} \right|.$$  

Then,

$$\nu_k(T) = \frac{|E|^{k+1}}{q^k} (1 + o(1))$$

when $|E| \gg c_k q^{\frac{d+1}{2}}$, where the constant $c_k$ depends only on $k$.

Corollary 1.7. If $|E| \gg c_k q^{\frac{d+1}{2}}$, then $E$ determines a positive proportion of all $k$-stars. More precisely, let $S_k(E)$ denote the set of $k$-stars determined by $E$:

$$S_k(E) = \left\{ \left( \|x - x^1\|, \ldots, \|x - x^k\| \right) : x, x^i \in E \right\} \subset \mathbb{F}_q^k.$$  

Then, $|S_k(E)| \geq cq^k$. 
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Remark 1.8. Note that Corollary 1.7 differs from Theorem 1.5 in that the quantity $\Delta_{x_1, \ldots, x_k}(E)$ prescribes the vectors $x^i \in E$ and only $x$ runs through $E$, whereas $S_k(E)$ is simply the set of all possible $k$-stars. That is, in the quantity $S_k(E)$, the vectors $x, x^1, \ldots, x^k$ all run through $E$.

Theorem 1.6 also extends previous results relying on $k$-star estimates. Specifically, our result gives the following improvement of Theorem 1.1 from [3].

Corollary 1.9. Let $T_k(E)$ be the set of $k$-simplices determined by $E$ as defined above. Let $E \subset \mathbb{F}_q^d$ with $|E| \geq \rho q^d$ for $q\frac{d-1}2 \ll \rho \leq 1$. Then, there exists an absolute constant $c > 0$ such that

$$|T_d(E)| \geq c \rho^{d-1} q^{\frac{d+1}2}.$$ 

See Remark 1.2 in [3] for more details.

The methods used to establish our results also extend to $\mathbb{Z}_q$, the integers modulo $q$.

Theorem 1.10. Suppose that $q = p^\ell$ for odd $p$, and let $t_i \in \mathbb{Z}_q^\times$ be a unit for $i = 1, \ldots, k$. For $T = (t_1, \ldots, t_k)$ and $E \subset \mathbb{Z}_q^d$, let

$$\nu_k(T) = \left| \left\{ (x, x^1, \ldots, x^k) \in E^{k+1} : \|x - x^i\| = t_i, \quad i = 1, \ldots, k \right\} \right|,$$

where as before, $\|x\| = x_1^2 + \cdots + x_d^2$. Then,

$$\nu_k(T) = \frac{|E|^{k+1}}{|\mathbb{Z}_q^d|} (1 + o(1))$$

when $|E| \gg c(k, \ell) q^{\frac{d(2\ell-1)+1}{2\ell}}$, where the constant $c(k, \ell)$ depends only on $k$ and $\ell$.

Corollary 1.11. If $|E| \gg c(k, \ell) q^{\frac{d(2\ell-1)+1}{2\ell}}$, then $E$ determines a positive proportion of the $k$-stars. That is, for the range of $E$ above, $|S_k(E)| \geq cq^k$ for some absolute constant $c$ if $q$ is sufficiently large.

1.2 Fourier analysis

Let $G$ denote either $\mathbb{F}_q$ or $\mathbb{Z}_q$. Let $f : G^d \to \mathbb{C}$. Then the Fourier transform of $f$ is defined as

$$\hat{f}(m) = |G|^{-d} \sum_{x \in G^d} f(x) \chi(-x \cdot m),$$

where $\chi(x)$ is the canonical additive character in $\mathbb{F}_q$, and where $\chi(x) = \exp(2\pi i x/q)$, when $G = \mathbb{Z}_q$. Note that $\hat{f}(0) = |G|^{-d} \|f\|_{L^1(G)}$ is the average value of $f$. The Fourier transform also has the properties of inversion and Plancherel.
Lemma 1.12.  
\[ f(x) = \sum_{x \in G^d} \hat{f}(m) \chi(x \cdot m) \]
\[ \sum_{m \in G^d} |\hat{f}(m)|^2 = |G|^{-d} \sum_{x \in G^d} |f(x)|^2 \]

These properties are easy to prove using orthogonality of characters, and we leave the proofs to the reader.

2 Proof of Theorem 1.6

For ease of exposition we supply the proof of Theorem 1.6 for the case \( t_1 = \cdots = t_k = 1 \). The reader can easily verify that the proof goes through unchanged so long as \( t_i \neq 0 \). For simplicity, let \( \nu_k(1, \ldots, 1) = \nu_k \). We will rely on the following well known results.

Lemma 2.1. Let \( S_t = \{ x \in \mathbb{F}_q^d : \|x\| = t \} \). Then for \( t \neq 0 \), we have
\[ |S_t| = q^{d-1}(1 + o(1)). \]
If \( t \neq 0 \) and \( m \in \mathbb{F}_q^d \setminus \{0\} \), then
\[ |\hat{S}_t(m)| \leq 2q^{-\frac{d+1}{2}}. \]

We refer the interested reader to [13] for a proof of the Lemma. We put \( S = S_1 \), and we identify \( S \) and \( E \) with their indicator functions, so that, for example, \( E(x) = 1 \) for \( x \in E \) and is zero otherwise. Then, applying Fourier inversion we see
\[ \nu_k = \sum_{x, x^1, \ldots, x^k} E(x)E(x^1) \cdots E(x^k)S(x - x^1) \cdots S(x - x^k) \]
\[ = q^{kd} \sum_{x, m^1, \ldots, m^k} E(x) \chi(x \cdot (m^1 + \cdots + m^k))\hat{E}(m^1) \cdots \hat{E}(m^k)\hat{S}(m^1) \cdots \hat{S}(m^k) \]
\[ = q^{(k+1)d} \sum_{m^1, \ldots, m^k} \hat{E}(-m^1 - \cdots - m^k)\hat{E}(m^1) \cdots \hat{E}(m^k)\hat{S}(m^1) \cdots \hat{S}(m^k) \]
\[ = M + \sum_{j=0}^{k-1} \binom{k}{j} R_j, \]
where
\[ M = q^{(k+1)d} \left( \hat{E}(0) \right)^{k+1} \left( \hat{S}(0) \right)^k = \frac{|E|^{k+1}}{q^k} (1 + o(1)), \]
by Lemma 2.1, and where
\[ R_j = q^{(k+1)d} \sum_{m^{j+1} \ldots m^k \neq 0} \hat{E}(-m^{j+1} - \ldots - m^k) \hat{E}(m^{j+1}) \ldots \hat{E}(m^k) \hat{S}(m^{j+1}) \ldots \hat{S}(m^k). \]

It should be noted that the quantity \( \binom{k}{j} \) arises since the terms in the remainders \( R_j \) are symmetric in every variable, and \( \binom{k}{j} \) is the number of ways to choose \( m^1, \ldots, m^k \) such that \( j \) of the terms are zero. However, since \( \binom{k}{j} \leq \binom{k}{[k/2]} \leq 2^k \) for all \( j \), these binomial coefficients can be absorbed into the constant \( c_k \). Also, the constant \( c_k \) will change from line to line, but ultimately depends only on \( k \). Now, we have
\[ R_j = q^{(k+1)d} \left( \hat{E}(0) \hat{S}(0) \right)^j \sum_{m^{j+1} \ldots m^k \neq 0} \hat{E}(-m^{j+1} - \ldots - m^k) \hat{E}(m^{j+1}) \ldots \hat{E}(m^k) \hat{S}(m^{j+1}) \ldots \hat{S}(m^k). \]

We will deal separately with the remainders \( R_{k-1} \) and \( R_j \) for \( 0 \leq j \leq k-2 \). First we deal with the case \( j = k-1 \). In this case, we have
\[ R_{k-1} = q^{(k+1)d} q^{-2d(k-1)} |E|^{k-1} |S|^{k-1} \sum_{m^k \neq 0} \hat{E}(-m^k) \hat{E}(m^k) \hat{S}(m^k). \]

Bringing absolute values inside the sum, and then applying Lemma 2.1 followed by Lemma 1.12, we see that
\[ |R_{k-1}| \leq c_k q^{(k+1)d} q^{-2d(k-1)} |E|^{k-1} q^{(d-1)(k-1)} q^{-\frac{d+1}{2}} q^{-d} |E| \]
\[ = c_k q^{kd+d-2dk+2d+dk-k-d+1-\frac{d+1}{2}-d} |E|^{k} \]
\[ = c_k q^{\frac{d+1}{2}-k} |E|^k. \]

When \( j \leq k-2 \), we have
\[ |R_j| \leq c_k q^{(k+1)d} q^{-2dj} |E|^j |S|^j q^{-\frac{(k-j)(d+1)}{2}} \sum_{m^{j+1} \ldots m^k \neq 0} \left| \hat{E}(-m^{j+1} - \ldots - m^k) \right| \left| \hat{E}(m^{j+1}) \right| \left| \hat{E}(m^k) \right| \]
\[ \leq c_k q^{(k+1)d} q^{-2dj} |E|^j |S|^j q^{-\frac{(k-j)(d+1)}{2}} (q^{-d} |E|^j)^{k-j-1} \sum_{m^{k-1} \ldots m^k \neq 0} \left| \hat{E}(m^{k-1}) \right| \left| \hat{E}(m^k) \right| \]
\[ \leq c_k q^{(k+1)d} q^{-2dj} |E|^j |S|^j q^{-\frac{(k-j)(d+1)}{2}} (q^{-d} |E|^j)^{k-j-1} \left( \sum_{m^{k-1}} \left| \hat{E}(m^{k-1}) \right|^2 \right)^{1/2} \left( \sum_{m^k} \left| \hat{E}(m^k) \right|^2 \right)^{1/2} \]
\[ \leq c_k q^{(k+1)d} q^{-2dj} |E|^j (q^{d-1})^j q^{-\frac{(k-j)(d+1)}{2}} (q^{-d} |E|^j)^{k-j} \]
\[ = c_k q^{2d-k-kd+j(d-1)} |E|^k \]
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where we pushed absolute values inside the sum, applied Lemma 2.1, applied the trivial bound $|\hat{E}(\eta)| \leq q^{-d}|E|$, and applied Cauchy-Schwarz followed by Plancherel. Note that we have exhibited the bound

$$|R_j| \leq c_k q^{2d-k-kd+1(d-1)} |E|^k$$

for all $j$ including $j = k - 1$. Since $|R_j| \leq |R_{k-1}|$ for all $0 \leq j \leq k - 1$, we see that

$$|\nu_k| = M + \sum_{j=0}^{k-1} \binom{k}{j} R_j = \frac{|E|^{k+1}}{q^k} (1 + o(1)) + O \left( c_k q^{d+1-k} |E|^k \right)$$

which implies that

$$|\nu_k| = \frac{|E|^{k+1}}{q^k} (1 + o(1))$$

when

$$|E| \gg c_k q^{d+1},$$

as claimed.

3 Proof of Theorem 1.10

The Proof of Theorem 1.10 is exactly the same as that of Theorem 1.6, except that we rely on different estimates. We leave many of the details to the reader. The following results originally appeared in [4].

Lemma 3.1. Let $S_t = \{x \in \mathbb{Z}_q^d : \|x\| = t\}$. For $t \in \mathbb{Z}_q^\times$, we have

$$|S_t| = q^{d-1} (1 + o(1))$$

If $t \in \mathbb{Z}_q^\times$ and $m \in \mathbb{Z}_q^d \setminus \{0\}$, then

$$|\hat{S}_t(m)| \leq \ell(\ell + 1) q^{-\frac{d^{d-1}}{2}}.$$

To prove Theorem 1.10, we write

$$\nu_k = q^{(k+1)d} \sum_{m^1, \ldots, m^k} \hat{E}(-m^1 - \cdots - m^k) \hat{E}(m^1) \cdots \hat{E}(m^k) \hat{S}(m^1) \cdots \hat{S}(m^k)$$

$$= M + \sum_{j=0}^{k-1} \binom{k}{j} R_j$$
Now, \( M = \frac{|E|^{k+1}}{q^k}(1 + o(1)) \), and
\[
R_j = q^{(k+1)d} \sum_{\substack{m^1, \ldots, m^j = 0 \\ m^{j+1}, \ldots, m^k \neq 0}}  \hat{E}(-m^1 - \cdots - m^k) \hat{E}(m^1) \cdots \hat{E}(m^k) \hat{S}(m^1) \cdots \hat{S}(m^k).
\]

Using precisely the same strategy as before save that of applying Lemma 3.1 rather than Lemma 2.1, we see that
\[
|R_j| \leq c(k, \ell)q^{(k+1)d}q^{-2d}q^{(d-1)j}q^{-\frac{(k-j)(d+2\ell-1)}{2\ell}}q^{-d(k-j)}|E|^k
= c(k, \ell)q^{2d-kd+k+2\ell j+(d-1)}|E|^k
\]
so that
\[
|R_j| \leq |R_{k-1} | \leq c(k, \ell)q^{\frac{d(2\ell-1)+1}{2\ell}}|E|^k.
\]
This immediately gives that
\[
\nu_k = \frac{|E|^{k+1}}{q^k}(1 + o(1))
\]
whenever
\[
|E| \gg c(k, \ell)q^{\frac{d(2\ell-1)+1}{2\ell}}.
\]
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