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Abstract

In recent years, research on adversarial attacks has become a hot spot. Although current literature on the transfer-based adversarial attack has achieved promising results for improving the transferability to unseen black-box models, it still leaves a long way to go. Inspired by the idea of meta-learning, this paper proposes a novel architecture called Meta Gradient Adversarial Attack (MGAA), which is plug-and-play and can be integrated with any existing gradient-based attack method for improving the cross-model transferability. Specifically, we randomly sample multiple models from a model zoo to compose different tasks and iteratively simulate a white-box attack and a black-box attack in each task. By narrowing the gap between the gradient directions in white-box and black-box attacks, the transferability of adversarial examples on the black-box setting can be improved. Extensive experiments on the CIFAR10 and ImageNet datasets show that our architecture outperforms the state-of-the-art methods for both black-box and white-box attack settings.

1. Introduction

With the rapid development of neural networks in recent years, the reliability of neural networks has gradually attracted more and more attention. The neural networks are exceedingly sensitive to adversarial examples, \textit{i.e.}, the imperceptible perturbation on the input can easily fool the model, leading to unexpected mistakes. For example, when employing face recognition technology for payment, a slight perturbation on the face image may trick the face recognition model into recognizing as someone else. Since attack and defense are two complementary aspects, the researches on adversarial attacks can ultimately improve the robustness of the model, thereby making the model more reliable.

In recent years, many methods have been proposed to improve the success rate of attacks against white-box models, such as FGSM [15], C\&W [2], PGD [31], BIM [21], DeepFool [32], etc. Based on the access to model parameters, these methods can make the model misclassify the input images by only adding human-imperceptible perturbations, which is named as the white-box attack. However, in reality, a more practical scenario is that the attacker cannot obtain any information of the target model, that is, the black-box attack. Therefore, some methods turn to utilize the transferability of adversarial examples to conduct black-box attacks, such as MIM [8], DIM [50], TIM [9], NI-SI [27], etc. Although most of these methods have achieved promising results under the scenario of black-box attacks, the transferability of adversarial examples is still limited due to the discrepancy between the white-box models and unseen black-box models.

Inspired by the philosophy of meta-learning, we propose a novel architecture named Meta Gradient Adversarial Attack (MGAA), which is plug-and-play and can be incorporated with any gradient-based adversarial attack method. The main idea of MGAA is to generate the adversarial examples by iteratively simulating white-box and black-box attacks to improve the transferability. Specifically, as shown in Fig. 1, in each iteration, multiple models are randomly sampled from the model zoo to compose a task, which can be divided into the meta-train and the meta-test step. The meta-train step first uses an ensemble of multiple models to simulate white-box attacks to obtain temporary adversarial examples, which are then used as a basis by the meta-test step to obtain the perturbation by simulating a black-box attack scenario. Finally, the perturbation obtained during the meta-test step is added to the adversarial examples generated in the previous iteration. In Section 3.3, more theoretical analyses demonstrate that our proposed architecture can gradually narrow the gap of gradient directions between white-box attack and black-box attack settings, thus improving the transferability of generated adversarial examples. Different from vanilla meta-learning methods, which enhance the generalization through model training, our proposed MGAA directly utilizes the gradient informa-
Figure 1: Overview of our Meta Gradient Adversarial Attack (MGAA). MGAA consists of multiple ($T$ in the figure) iterations. In each iteration, $n + 1$ models are randomly sampled from the model zoo to compose a meta-task. Each task is divided into two steps: the meta-train step and the meta-test step. In the meta-train step, an ensemble of the $n$ sampled models is utilized to conduct the gradient-based attack to generate perturbations, which can be repeated by $K$ times. The meta-test step uses the adversarial example $x_{i,K}$ obtained from the meta-train step as the basis, and utilizes the last sampled model to generate perturbations for adversarial attacks. Finally, the perturbation generated in the meta-test step $x_{i,mt} - x_{i,K}$ is added to $x_i$, the final adversarial example after the $i$-th task.

...tion to improve the transferability of the adversarial examples without the need of training an extra model.

Extensive experiments on the CIFAR10 [20] and ImageNet [38] dataset demonstrate that our proposed architecture significantly improves the success rates of both white-box and black-box attacks. Especially, by integrating TI-DIM [9] method into our proposed architecture, the average attack success rate under the targeted attack setting against 10 white-box models increases by 27.67%, and the attack success rate against 6 black-box models increases by 28.52% on ImageNet, which clearly shows the superiority of our method.

The main contributions of this paper are as follows:
1. We propose the Meta Gradient Adversarial Attack architecture inspired by the philosophy of meta-learning, which iteratively simulates the white-box and the black-box attack to narrow the gap of the gradient directions when generating adversarial examples, thereby further improving the transferability of adversarial examples.
2. The proposed architecture can be combined with any existing gradient-based attack method in a plug-and-play mode.
3. Extensive experiments show that the proposed architecture can significantly improve the attack success rates under both white-box and black-box settings.

2. Related Work

In this section, we will give a brief introduction to the related works, i.e., the adversarial attack, the adversarial defense, and the meta-learning.

2.1. Adversarial Attack

The task of adversarial attack is generally classified into four categories according to the amount of target model information we can access: white-box attack, score-based black-box attack, decision-based black-box attack, and transfer-based black-box attack.

**White-box Attack.** The white-box attack can obtain all the information of the target model, including model parameters, model structure, gradient, etc. FGSM [15] utilizes gradient information to update the adversarial example in one step along the direction of maximum classification loss. This method is extended by BIM [21] to propose an iterative method to generate adversarial examples through multi-step updates. PGD [31] is similar to BIM, except that it randomly selects an initial point in the neighborhood of the benign example as the starting point of the iterative attack. Some methods consider the task from the perspective of optimization. In DeepFool [32], an optimized method is employed to generate the smallest perturbation while meet-
ing the target of a successful attack. C&W [2] transforms the task into a constrained optimization problem and compares the effects of multiple objective functions.

**Score-based Black-box Attack.** This category of attack methods assumes they can obtain the classification probabilities of a given input image from the target model. ZOO [3] proposes a zeroth-order optimization-based method, which directly estimates the gradients of the target model for generating adversarial examples. However, it suffers from a low attack success rate and poor query efficiency since it is non-trivial to estimate the gradient with limited information. To address these problems, P-RGR [5] utilizes the transfer-based prior and query information to improve query efficiency. N ATTACK [25] further uses a probability density distribution over a small region centered around the input to generate adversarial examples, which defeats both vanilla DNNs and those generated by various defense techniques developed.

**Decision-based Black-box Attack.** Under the decision-based black-box attack setting, only the predicted class of a given input image from the target model is available, which seems more difficult than the score-based black-box attack. Boundary Attack [1] is firstly proposed to this problem, which gradually minimizes the adversarial perturbation by the approach of random walking while maintaining the aggressiveness of the adversarial example. Cheng et al. [4] transforms the problem into a continuous real-valued optimization problem that can be solved by any zeroth-order optimization algorithm. Different from previous methods, Dong et al. [10] proposes an evolutionary attack algorithm, which reduces the dimension of the search space and improves the query efficiency.

**Transfer-based Black-box Attack.** The transfer-based black-box attack cannot obtain any information of the target model, which is the most challenging setting. Existing methods [8, 50, 9, 54, 27] mainly endeavor to improve the attack success rates by the transferability of the adversarial examples generated from the substitute model. We will review these methods in Sec. 3.1 in details.

Although these methods have been proposed to gradually improve the transferability of adversarial examples, the results in black-box attacks still leave a lot of room for improvement. Our work solves this problem from the perspective of meta-learning, which reduces the gap between white-box and black-box attacks, thus achieving better results.

### 2.2. Adversarial Defense

The task of adversarial defense is to improve the robustness of the model so that the model can correctly classify the perturbed adversarial examples. Defense methods can be divided into five categories: adversarial training, input transformation, randomization, model ensemble, and certified defenses. Adversarial training [45, 31, 41] conducts the model training based on the generated adversarial examples. Input transformation utilizes JPEG compression [12], denoising [26], and extra GAN model [39] before feeding the images to the model. Randomization refers to adding random noise into the input examples [49] or models [7] to make the model more robust to adversarial examples. The model ensemble means the ensemble of multiple models in the output layer. Compared with a single model, it can reduce the impact of distributions in the adversarial examples [22, 29]. In addition, some work [37, 46] proves that under a specific target model, a certified defense model can ensure robustness to adversarial examples.

### 2.3. Meta-learning

Meta-learning is a concept of learning how to learn. It mainly focuses on how to use a large amount of data to learn a learning mode. When encountering a new task later, only a small amount of additional data is needed to quickly complete the new task by fine-tuning the model [13, 34]. As a newly proposed method in recent years, meta-learning has been widely used in various tasks. Meta-Attack [11] uses the meta-learning framework to train the gradient estimator. In the case of the score-based black-box attack, only a small number of queries are needed to fine-tune the gradient estimator to complete the adversarial attack.

Different from Meta-Attack, our proposed MGAA is actually not a meta-learning framework but only inspired by its philosophy. Specifically, we do not need to explicitly train an extra model but directly generate the adversarial examples in the process of iteration.

### 3. Methodology

Since our proposed architecture is plug-and-play and can be integrated with any existing gradient-based attack method, we first introduce some typical gradient-based attack methods in Sec. 3.1. And then, we introduce our proposed Meta Gradient Adversarial Attack architecture in detail in Sec. 3.2. Moreover, we give a detailed analysis of the effectiveness of our proposed architecture theoretically in Sec. 3.3. Finally, a discussion on the differences between our proposed MGAA and some related works is given in Sec. 3.4.

Let $x$ denote the benign example and $y$ denote the true label corresponding to the benign example. $f(x) : \mathcal{X} \rightarrow \mathcal{Y}$ denotes the target classifier, $J$ denotes the loss function used for training the classifier, which usually means cross entropy loss. $x_{adv}$ denotes the adversarial example that needs to be optimized. The optimization objective can be described as:

$$
\arg\max_{x_{adv}} J(f(x_{adv}), y), \quad \text{s.t.} \|x_{adv} - x\|_{\infty} \leq \epsilon,
$$

where $\epsilon$ is the maximum perturbation per pixel allowed to
add in the benign example. The goal of the adversarial example is to mislead the classifier into misclassification \((f(x_{adv} \neq y))\) with less perturbation added in compared to the benign example.

### 3.1. Gradient-Based Attack Method

We briefly introduce several gradient-based attack methods in this section, which focus on solving the problem of the white-box or transfer-based black-box attack.

**Fast Gradient Sign Method.** FGSM [15] is a one-step method for white-box attack, which update the adversarial example in the direction of maximizing the loss function:

\[
x_{adv} = x + \epsilon \cdot \text{sign}(\nabla_x J(f(x), y)), \quad (2)
\]

**Basic Iterative Method.** Extended by FGSM, BIM [21] proposes an iteration method to improve the success rate of white-box attack, which can be described as:

\[
x_{adv}^{t+1} = x_{adv}^t + \alpha \cdot \text{sign}(\nabla_x J(f(x_{adv}^t), y)), \quad (3)
\]

where \(x_{adv}^{t+1} = x, \alpha = \epsilon / T\) and \(T\) is the number of iterations.

**Momentum Iterative Fast Gradient Sign Method.** A momentum term is further proposed in MIM [8] to accumulate the update direction of previous steps in the process of iteration:

\[
g_{t+1} = \mu \cdot g_t + \frac{\nabla_x J(f(x_{adv}^{t+1}), y)}{||\nabla_x J(f(x_{adv}^{t+1}), y)||_1}, \quad (4)
\]

\[
x_{adv}^{t+1} = x_{adv}^t + \alpha \cdot \text{sign}(g_{t+1}), \quad (5)
\]

where \(g_t\) denotes the momentum term of gradient in the \(t\)-th iteration and \(\mu\) is a decay factor. Compared with BIM, MIM achieves significant progress in the black-box attack.

**Diverse Inputs Method.** DIM [50] proposes to apply random resizing and padding transformations in the benign example to improve the transferability of adversarial examples. Although this method is simple and easy to implement, it also brings great improvements.

**Translation-Invariant Attack Method.** Different from previous methods, TIM [9] proposes to convolve the gradient with a Gaussian kernel, which can be combined with MIM:

\[
g_{t+1} = \mu \cdot g_t + \frac{W \ast \nabla_x J(f(x_{adv}^{t+1}), y)}{||W \ast \nabla_x J(f(x_{adv}^{t+1}), y)||_1}, \quad (6)
\]

\[
x_{adv}^{t+1} = x_{adv}^t + \alpha \cdot \text{sign}(g_{t+1}), \quad (7)
\]

where \(W\) is a Gaussian kernel and \(\ast\) denotes the operator of convolution.

**SI-NI.** Moreover, SI-NI [27] proposes two approaches to further improve the transferability of adversarial examples, \(i.e.,\) NI-FGSM and SIM. NI-FGSM integrates Nesterov Accelerated Gradient [33] into the iterative gradient-based attack, \(e.g.,\) MIM, to conduct a robust adversarial attack:

\[
x_{adv}^{t+1} = x_{adv}^t + \alpha \cdot g_t, \quad (8)
\]

\[
g_{t+1} = \mu \cdot g_t + \frac{\nabla_x J(f(x_{adv}^{t+1}), y)}{||\nabla_x J(f(x_{adv}^{t+1}), y)||_1}, \quad (9)
\]

\[
x_{adv}^{t+1} = x_{adv}^t + \alpha \cdot \text{sign}(g_{t+1}), \quad (10)
\]

SIM optimizes the adversarial examples over the scale copies of the benign example:

\[
\arg \max_{x_{adv}} \frac{1}{m} \sum_{i=0}^{m} J(f(S_t(x_{adv})), y), \quad \text{s.t.} \|x_{adv} - x\|_\infty \leq \epsilon, \quad (11)
\]

where \(S_t(x) = x/2^t\) denotes the scaled image and \(m\) denotes the number of scale copies.

### 3.2. Meta Gradient Adversarial Attack

Most of the existing transfer-based black-box attack methods use gradient-based methods to generate adversarial examples against the white-box models, and then directly utilize the transferability of the adversarial examples to conduct the attack against the black-box model. However, due to the differences in the structures and the parameters between different models, relying only on the transferability of adversarial examples to conduct the black-box attack cannot achieve perfect results, which leaves a lot of room for improvement.

In this paper, we solve the problem of the black-box attack from a different perspective. Inspired by the philosophy of meta-learning, we propose an architecture called Meta Gradient Adversarial Attack (MGAA), which is plug-and-play and can be integrated with any existing gradient-based attack method. As shown in Fig. 1, \(T\) tasks are sampled from a model zoo iteratively. In each task, we simulate a white-box attack in the meta-train step and a black-box attack in the meta-test step, narrowing the gap of gradient directions between white-box and black-box settings to improve the transferability.

Specifically, suppose there are a total of \(N\) models of \(M_1, M_2, \cdots, M_N\) in the model zoo, we randomly select \(n + 1\) models to compose a task in each iteration, which consists of two steps, \(i.e.,\) meta-train and meta-test. At the beginning of each iteration (take \(i\)-th iteration as an example), we take the adversarial example generated in the previous iteration \(x_i\) as the input, denoted as \(x_{i,0}\).

**Meta-train.** A total of \(n\) models of \(M_{k_1}, M_{k_2}, \cdots, M_{k_n}\) are utilized to simulate the white-box attack. We employ the same approach as [8] when doing the adversarial attack by the ensemble of multiple models. Specifically, to attack the ensemble of \(n\) models, we fuse the logits as:

\[
l(x_{i,0}) = \sum_{s=1}^{n} w_s l_{k_s}(x_{i,0}), \quad (12)
\]
where \( l_k(x_{i,0}) \) is the logits of the model \( M_k \), \( w_s \) is the ensemble weight of each model with \( w_s \geq 0 \) and \( \sum_{s=1}^{n} w_s = 1 \). Then the cross entropy loss is used to calculate the loss of misclassification:
\[
\mathcal{L}_{M_{k_1}, \ldots, M_{k_n}}(x_{i,0}) = -\mathbb{I}_y \cdot \log(\text{softmax}(l(x_{i,0}))),
\]
where \( \mathbb{I}_y \) is the one-hot encoding of \( y \). Same as the common method of gradient-based attack, the adversarial example is updated along the direction of maximizing the loss function:
\[
x_{i,j+1} = x_{i,j} + \alpha \cdot \text{sign}(\nabla x_{i,j} \mathcal{L}_{M_{k_1}, \ldots, M_{k_n}}(x_{i,j})),
\]
where \( \alpha \) is the step size in meta-train step. The meta-train step can be iterated for \( K \) times, and the subscript \( j \) denotes the number of iteration in meta-train step. It is worth noting that our proposed architecture can be integrated with any gradient-based attack methods, and we only take the formula of update in BIM [21] as an example here for convenience.

**Meta-test.** After using the ensemble of multiple models to simulate the white-box attack, we use the last sampled model \( M_{k_n+1} \) to simulate the black-box attack on the basis of generated adversarial example \( x_{i,K} \) in the meta-train step, where \( K \) is the number of iteration in meta-train step.

Specifically, we first calculate the cross entropy loss by model \( M_{k_n+1} \):
\[
\mathcal{L}_{M_{k_n+1}}(x_{i,K}) = -\mathbb{I}_y \cdot \log(\text{softmax}(l_{k_n+1}(x_{i,K}))),
\]
where \( l_{k_n+1}(x_{i,K}) \) is the logits of model \( M_{k_n+1} \). We then update the adversarial example based on \( x_{i,K} \) along the direction of maximizing the loss function in meta-test step:
\[
x_{i,m,t} = x_{i,K} + \beta \cdot \text{sign}(\nabla x_{i,K} \mathcal{L}_{M_{k_n+1}}(x_{i,K})),
\]
where \( \beta \) is the step size in meta-test step.

To improve the transferability of the adversarial example, as shown in Fig. 1, we add the perturbation obtained in the meta-test step to the adversarial example generated in the previous iteration \( x_i \) to update the adversarial example:
\[
x_{i+1} = x_i + (x_{i,m,t} - x_i,K).
\]

The iteration of meta-train and meta-test can be conducted by a total of \( T \) times to generate the final adversarial example, where each iteration \( i \) randomly picks different models to establish various tasks and takes the output of the previous iteration \( i-1 \) as input. The procedure of MGAA is summarized in Algorithm 1.

It deserves to mention that the \((n+1)\)-th model is not the black-box model in the real testing scenario. Actually, it is just a simulated black-box model to adaptively narrow the gaps of gradient directions between the meta-train and meta-test steps by iteratively simulating the white-box and black-box attacks.

\section{3.3 Analysis}

In this section, we give a detailed analysis on the reasons why our proposed architecture is effective theoretically. To be specific, we consider the objective function in the meta-test step:
\[
\arg \max_x J(x + \alpha \nabla_x J(\sum_{i=1}^{n} f_i(x)/n,y)), y),
\]
where \( J \) denotes the cross entropy loss, \( f_i \) denotes the \( i \)-th sampled model in the task, \( n \) denotes the number of models used in the meta-train step, \( f_{n+1} \) denotes the sampled model used in the meta-test step, \( x \) and \( y \) denote the adversarial example and the true class label of the benign example respectively. Similar to [23], with the first order Taylor expansion of Equ. (18) at point \( x \), the objective function can be rewritten as:
\[
\arg \max_x J(f_{n+1}(x), y) + \alpha \nabla_x J(\sum_{i=1}^{n} f_i(x)/n,y) \nabla_x J(f_{n+1}(x), y).
\]

The first term in Equ. (19) can be regarded as the optimization of the meta-test step, and the second term can be regarded as the calculation of cosine similarity of two gradients, that is, constraining the gradient directions in meta-train and meta-test steps as similar as possible, which is consistent with our motivation of narrowing the gaps of the gradient directions between them to improve the transferability of generated adversarial examples. We also conduct experiments to verify that the directions of the generated adversarial perturbations by our proposed MGAA are more

\begin{algorithm}
\caption{Meta Gradient Adversarial Attack}
\textbf{Input:}
- the input example \( x_1 \)
- the classifier models \( M_1, M_2, \ldots, M_N \)
\textbf{Output:}
- the adversarial example \( x_{T+1} \)
\begin{algorithmic}[1]
\State \textbf{for} \( i \in \{1, \ldots, T\} \) \textbf{do}
\State Randomly sample \( n + 1 \) models \( M_{k_1}, M_{k_2}, \ldots, M_{k_{n+1}} \) from \( M_1, M_2, \ldots, M_N \) as a task
\State \( x_{i,0} = x_i \)
\State \textbf{for} \( j \in \{0, 1, \ldots, K - 1\} \) \textbf{do}
\State Calculate the cross entropy loss of input \( x_{i,j} \) under the ensemble of \( n \) models \( M_{k_1}, M_{k_2}, \ldots, M_{k_n} \):
\State \( \mathcal{L}_{M_{k_1}, \ldots, M_{k_n}}(x_{i,j}) \) as Equ. (13)
\State \( x_{i,j+1} = x_{i,j} + \alpha \cdot \text{sign}(\nabla x_{i,j} \mathcal{L}_{M_{k_1}, \ldots, M_{k_n}}(x_{i,j})) \)
\State \textbf{end for}
\State Calculate the cross entropy loss of input \( x_{i,K} \) under the model \( M_{k_{n+1}}: \mathcal{L}_{M_{k_{n+1}}}(x_{i,K}) \) as Equ. (15)
\State \( x_{i,m,t} = x_{i,K} + \beta \cdot \text{sign}(\nabla x_{i,K} \mathcal{L}_{M_{k_{n+1}}}(x_{i,K})) \)
\State \textbf{end for}
\end{algorithmic}
\end{algorithm}
similar to the gradients of the black-box model than existing methods, which are provided in Sec. F.

The existing gradient-based methods only focus on the update of the gradient during the white-box attack, and cannot obtain any information about the black-box attack. In contrast, our proposed architecture iteratively simulates the white-box attack and black-box attack, and constrains the gradient directions of the two to be similar in each iteration. In the iterative process, different combinations of models from the model zoo are sampled to compose different tasks, which help the adversarial examples access various model distributions when they are generated. The adversarial examples obtained after multiple iterations may not be task-specific optimal, i.e., biased to any existing white-box models, but it generally contains better transferability for any unseen black-box model. This explains why our proposed architecture can improve the success rates of both white-box and black-box attacks.

3.4. Discussion

**Differences from Meta-Attack** [11]. In spite of the similarity in name, our proposed Meta Gradient Adversarial Attack (MGAA) is quite different from Meta-Attack [11]. Firstly, the tasks solved by these two methods are different. Meta-Attack solves the task of the score-based black-box attack, while our proposed MGAA addresses the task of the transfer-based black-box attack, which is more challenging. More importantly, Meta-Attack trains an extra gradient estimator as vanilla meta-learning methods do to estimate the gradient information of different input examples. Since the gradient estimator is a generative model, it can be quite difficult to learn. In contrast, no extra model is needed to train in our proposed MGAA architecture, which only borrows the idea of meta-learning and directly updates the adversarial examples through gradients in the iterative process. By easily integrating with the gradient-based methods, which are dominating the current black-box attack field, in a plug-and-play mode, our MGAA architecture has greater potential to generate more aggressive adversarial examples.

**Differences from existing ensemble strategies.** There have been several ensemble-based adversarial attack methods. We give a brief discussion on the differences between our MGAA and them. Liu et al. [30] proposes an optimization-based method to generate adversarial examples by the ensemble of models, which is totally different from our framework integrated with the gradient-based attack method. MIM [8] proposes an efficient ensemble strategy for gradient-based attack methods. By analyzing three kinds of ensemble strategies of the models, MIM finds that ensemble the results of models by the logits layer is the most effective way to generate adversarial examples. Different from the simple way to summarize the logits layer of all the models, we propose a more advanced architecture, which gradually narrows the gap of update directions between white-box attack and black-box attack settings to further improve the transferability of adversarial examples.

4. Experiment

In this section, we conduct extensive experiments to verify the effectiveness of the proposed Meta Gradient Adversarial Attack architecture. We first introduce the settings in the experiments, including the datasets, models, and experiment details in Sec. 4.1. Then some experiments are performed to investigate the impact of different hyperparameters in the Meta Gradient Adversarial Attack architecture in Sec. 4.2. Moreover, our proposed architecture is compared with the state-of-the-art methods, demonstrating the superiority of our Meta Gradient Adversarial Attack method under both the targeted and untargeted setting in Sec. 4.3. The ablation study of our MGAA is provided in Sec. E, which demonstrates the effects of the meta-train and the meta-test step, respectively. Moreover, the experiments of attack under various perturbation budgets and the minimum adversarial noises used to attack are provided in Sec. D and Sec. G, respectively.

4.1. Settings

**Datasets.** We use ImageNet [38] and CIFAR10 [20] datasets to conduct the experiments. For ImageNet, the ImageNet-compatible dataset\(^1\) [38] in the NIPS 2017 adversarial competition is used, which contains 1000 images with a resolution of \(299 \times 299 \times 3\). A baseline model of Inception-v3 [44] can achieve a classification accuracy of 100% on these images. For CIFAR10, the test set with 10000 images is evaluated in our experiments.

**Models.** Our architecture utilizes a total of 10 white-box models to generate adversarial examples. In each iteration, multiple models are randomly selected to compose a meta-task. Under a black-box attack scenario, we evaluate 6 and 7 models on ImageNet and CIFAR10, respectively. All the models used in white-box and black-box settings are shown in Tab. 1. The details of these models are provided in Sec. A.

**Experiment Details.** The range of pixel value in each image is 0-255, and our maximum perturbation \(\epsilon\) is set to 16 on ImageNet and 8 on CIFAR10. We compare our proposed architecture with MIM [8], DIM [50], TIM [9] and SI-NI [27] methods. For MIM, we adopt the decay factor \(\mu = 1\). For DIM, the transformation probability is set to 0.7. For TIM, the size of the Gaussian kernel is set to \(7 \times 7\). For SI-NI, the number of scale copies is set to \(m = 5\). For all iterative methods, including ours, the number of iteration \(T\)

\(^1\)https://github.com/tensorflow/cleverhans/tree/master/examples/nips17_adversarial_competition/dataset
Table 1: Models on CIFAR10 and ImageNet. The first 10 models are treated as white-box models and the rest models are black-box models in our experimental settings.

| No. | ImageNet          | CIFAR10          |
|-----|-------------------|------------------|
| 1   | Inceptionv3 [44]  | ResNet-18 [17]  |
| 2   | Inceptionv4 [52]  | ResNetv2-18 [15]|
| 3   | InceptionResNetv2 [42] | GoogLeNet [43] |
| 4   | ResNetv2-152 [18] | ResNeXt-29 [53] |
| 5   | Ens_Inceptionv3 [53] | SENet-18 [19]  |
| 6   | Ens_Inceptionv3 [53] | RegNetX-200nf [56] |
| 7   | Ens_InceptionResNetv2 [43] | DLA [52] |
| 8   | ResNetv2-101 [18] | Shake-ResNet-26_x64d [18] |
| 9   | MobileNetv2-101 [10] | Adv_ResNet-18 |
| 10  | PNASNet [53]      | Adv_DenseNet-121 |
| 11  | Adv_Inceptionv3 [52] | PyramidNet-104 [56] |
| 12  | Nalexu [57]       | ChamResNeXt [47] |
| 13  | MobileNetv2-14 [50] | Adv_GoogleLeNet |
| 14  | R&P [49]          | Adv_ResNet-18 |f |
| 15  | MIPs [53]         | R-WTA [48]      |
| 16  | CERBBY [5]       | ORZ [21]        |
| 17  | ADP [35]         |                  |

The number of sampled tasks \( T \). The more sampled tasks are taken, the higher attack success rate can be achieved, especially for black-box settings. However, on the other hand, increasing the number of sampled tasks also increases the time it takes to generate adversarial examples. Considering a trade-off of both efficiency and effectiveness, the value of \( T \) is recommended to be 40. The detailed results are provided in Sec. B.

The number of ensembled models \( n \) in meta-train step. When the number of ensembled models increases, the success rates against the white-box and black-box attacks become higher and higher. But when \( n \) is greater than 5, the increase in attack success rates is not obvious. Considering that the more ensembled models in each iteration, the higher the computational complexity is needed, the number of ensembled models being 5 is a suitable choice. The detailed results are provided in Sec. B.

4.3. Compared with the State-of-the-art Methods

4.3.1 The Targeted Attack

The experiments of adversarial examples generated on ImageNet under the targeted attack setting are shown in Tab. 3. The target label of each image is provided by the dataset. Compared to the baseline methods, the attack success rate significantly increases when integrating baseline methods with our proposed MGAA. For the DIM method [50], the integration with MGAA brings an average increase of 27.67% and 28.52% in white-box and black-box settings, respectively, reaching 95.10% and 47.90% respectively.

4.3.2 The Untargeted Attack

We compare our proposed MGAA with some typical gradient-based attack methods on ImageNet and CIFAR10 in Tab. 4 and Tab. 5 respectively under untargeted attack setting. Both results show the superiority of our proposed MGAA. It can be seen from Tab. 4 that although the SI-NI setting [27] is effective in generating adversarial examples from a single model for the transfer-based black-box attack, the result is not satisfactory enough when using the ensemble of multiple models to conduct black-box attacks. Also, this method is time-consuming and memory-consuming due to the need for multiple scale copies of the model, which is unsuitable for the ensemble of multiple models. Thus we do not integrate it with our MGAA. Integrating other existing methods (e.g. MIM, DIM, and TI-DIM) with our proposed MGAA architecture, the attack success rates against the white-box and black-box models have been consistently improved.

Tab. 4 also gives the time cost of our MGAA on a GTX 1080Ti GPU. Although MGAA performs relatively slower when integrated with the existing gradient-based attack method, our MGAA achieves higher attack success rates when the \( T \) is 40. We also conduct the experiments
Table 2: The attack success rates of the adversarial examples generated under different number of iterations $K$ in meta-train step against the white-box and black-box models on ImageNet. The number of sampled tasks $T$ is 40. The number of ensembled models $n$ in the meta-train step is 5. The index of models in the table is the same as Tab. 1.

| $K$ | white-box models | black-box models |
|-----|------------------|------------------|
| 1   | 99.1             | 99.6             |
| 2   | 99.5             | 99.9             |
| 5   | 99.9             | 99.9             |
| 8   | 100              | 99.9             |

Table 3: The success rates under targeted attack setting on ImageNet. The number of ensembled models $n$ in meta-train step is 5. The number of iterations $K$ in meta-train step is 5.

| $n$ | white-box models | black-box models |
|-----|------------------|------------------|
| 1   | 96.7             | 98.6             |
| 2   | 99.7             | 99.8             |
| 5   | 99.0             | 99.6             |
| 8   | 99.9             | 99.9             |

Table 4: The success rates under untargeted attack setting on ImageNet. The number of ensembled models $n$ in meta-train step is 5. The number of iterations $K$ in meta-train step is 8.

| Method       | white-box models | black-box models | Time (s/img) |
|--------------|------------------|------------------|--------------|
| SI-NI [27]   | 99.7             | 98.6             | 68.2         |
| MIM [8]      | 99.6             | 99.6             | 74.5         |
| MGAA w/MIM   | 100              | 99.9             | 71.2         |
| DIM [50]     | 99.4             | 99.6             | 74.9         |
| MGAA w/DIM   | 100              | 99.9             | 70.0         |
| TI-DIM [9]   | 98.9             | 99.9             | 67.8         |
| MGAA w/TI-DIM| 100              | 99.9             | 71.6         |

Table 5: The success rates under untargeted attack setting on CIFAR10. The number of ensembled models $n$ in meta-train step is 5. The number of iterations $K$ in meta-train step is 5.

with $T$ being 10 in Sec. C, and similar conclusions can be obtained. Further, when comparing our results with $T$ being 10 and the results of TI-DIM with $T$ being 40, we can see that the time consumed is nearly equal, but our method achieves higher attack success rates on both white-box and black-box settings.

5. Conclusion

Inspired by the philosophy of meta-learning, we propose a novel architecture named Meta Gradient Adversarial Attack to improve the transferability of adversarial examples. By iteratively simulating the scenarios of white-box and black-box attacks in the process of generating adversarial examples, the gap of gradient directions between black-box and white-box models can be reduced. Our architecture can be combined with any existing gradient-based attack method in a plug-and-play mode. Extensive experiments demonstrate that the adversarial examples generated by our architecture achieve better transferability. In future work, we will explore how to further improve the time efficiency of generating adversarial examples and analyze the reason why our method shows significant improvement under the targeted attack setting.
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Appendices

A. Models

We list all the models used in our experiments here again for more friendly reading. And more details of these models are provided.

Our architecture utilizes a total of 10 white-box models to generate adversarial examples. In each iteration, multiple models are randomly selected to compose a meta-task. Under the scenario of black-box attack, we evaluate 6 and 7 models on ImageNet and CIFAR10, respectively. All the models used in white-box and black-box settings are shown in Tab. 6. For ImageNet, Ens3_Inceptionv3, Ens4_Inceptionv3, Ens_InceptionResNetv2 and Adv_Inceptionv3 are defense models adversarially trained with ensemble adversarial training [45]2. R&P [49]3, NIPS-r3 4 and CERTIFY [6] are also defense models. Other models are normally trained on ImageNet and publicly available5. For CIFAR10, Adv_ResNet-18, Adv_DenseNet-121 and Adv_GoogLeNet are adversarially trained with FGSM, and Adv_ResNet-18-II is adversarially trained with LeastLikely [21]. k-WTA [48], GBZ [24] and ADP [35] are also defense models. The rest models are normally trained on CIFAR10.

Table 6: Models on CIFAR10 and ImageNet. The first 10 models are treated as white-box models and the rest models are black-box models in our experimental settings.

| No. | Models            | CIFAR10          |
|-----|-------------------|------------------|
| 1   | Inceptionv3       | ResNet-18 [17]   |
| 2   | Inceptionv3       | ResNet-2-18 [18]|
| 3   | InceptionResNetv2 | GoogLeNet [43]   |
| 4   | ResNetv2-152      | ResNeXt-29 [51]  |
| 5   | Ens2_Inceptionv3  | SENet-18 [19]   |
| 6   | Ens3_Inceptionv3  | SENet-18 [19]   |
| 7   | Ens_InceptionResNetv2 | RegNetX-200[66] |
| 8   | ResNetv2-101      | ShakeNet-26-2684 [74] |
| 9   | MobileNetv2-101   | Adv_ResNet-18   |
| 10  | PNaNet[57]        | Adv_DenseNet-121|
| 11  | Adv_Inceptionv3   | PyramidNet-164 [76] |
| 12  | NasNet_mobile     | ChamNet[49]      |
| 13  | MobileNetv2-14    | Adv_GoogLeNet    |
| 14  | RKP [49]          | Adv_ResNet-18-II|
| 15  | NIPS-r3           | E-WTA [79]       |
| 16  | CERTIFY [6]       | GBZ [24]         |
| 17  | ADP [35]          |                  |

[2]https://drive.google.com/drive/folders/10cFNVEHlpCatwECA65PB-2q0q5s2yfaw
[3]https://github.com/ciangelo/NIPS2017_adv_challenge_defense
[4]https://github.com/anlthreads/nips-2017/tree/master/mmd
[5]https://github.com/tensorflow/models/tree/master/research/slim

B. Impact of Hyperparameters

In this section, we analyze the influence of the hyperparameters: the number of models $n$ selected for the ensemble-based attacks during the meta-train step and the number of tasks $T$ sampled during the entire generation.

The number of sampled tasks $T$. Our architecture simulates the process of white-box and black-box attacks iteratively by sampling different model combinations as a meta-task, and the number of sampled tasks $T$ may influence the attack success rate of the generated adversarial examples against the defenses. We compare the attack effects of the generated adversarial examples under white-box and black-box settings when $T$ ranges from 10 to 120 in Tab. 7. It can be seen that the more sampled tasks are taken, the higher attack success rate can be achieved, especially for black-box settings. The reason behind it lies in that more scenarios of white-box and black-box attacks are simulated by sampling more tasks and the gap of white-box and black-box attacks are gradually narrowed, leading to better transferability of adversarial examples against black-box models. However, on the other hand, increasing the number of sampled tasks also increases the time generating adversarial examples. Considering a trade-off of both efficiency and effectiveness, the value of $T$ is recommended to be 40.

The number of ensemble models $n$ in meta-train step. In the meta-train step, we use an ensemble of multiple models to calculate the gradients and update the adversarial examples. We compare the attack success rates against the white-box and black-box models with an ensemble of different numbers of models $n$ during the update in Tab. 8. It can be seen that, when the number of ensemble models increases, the success rates against the white-box and black-box attacks become higher and higher. But when $n$ is greater than 5, the increase in attack success rates is not obvious, which shows that our architecture is not sensitive to the hyperparameter $n$ to a certain extent. Considering that the more ensemble models in each iteration, the higher the computational complexity is needed. Therefore, it is a suitable choice to set the number of ensemble models to be 5.

C. More Results of the Untargeted Attack

Except the experiments of the untargeted attack with $T$ being 40 illustrated in the manuscript, we also conduct the experiments with $T$ being 10, which is the common setting in MIM [8], DIM [50] and TIM [9]. As shown in Tab. 9, our proposed MGAA also outperforms the state-of-the-art methods under the setting of $T$ being 10. Moreover, when comparing the results of our method under the setting of $T$ being 10 with the baseline methods under the setting of $T$ being 40, we can see that the time cost is nearly equal, but our method still achieves higher attack success rates under
Table 7: The attack success rates of the adversarial examples generated under different sampled tasks $T$ against the white-box and black-box models on ImageNet. The number of iterations $K$ in meta-train step is 2. The number of ensembled models $n$ in meta-train step is 5. The index of models in the table is the same as Tab. 6.

| $T$ | white-box models | black-box models |
|-----|------------------|------------------|
|     |                  |                  |
| 10  | 98.7             | 98.6             |
| 20  | 99.1             | 98.5             |
| 30  | 99.3             | 98.7             |
| 40  | 99.5             | 98.9             |
| 60  | 99.5             | 99.2             |
| 80  | 99.5             | 99.5             |
| 120 | 99.7             | 99.8             |

Table 8: The attack success rates of the adversarial examples generated under different number of ensembled models $n$ in meta-train step against the white-box and black-box models on ImageNet. The number of sampled tasks $T$ is 40. The number of iterations $K$ in meta-train step is 5.

| $n$ | white-box models | black-box models |
|-----|------------------|------------------|
|     |                  |                  |
| 3   | 99.9             | 99.6             |
| 4   | 99.5             | 99.9             |
| 5   | 99.9             | 99.7             |
| 6   | 99.9             | 99.5             |
| 7   | 99.9             | 99.9             |
| 8   | 99.9             | 99.8             |
| 9   | 100              | 99.8             |

Table 9: The attack success rates of the adversarial examples from our proposed Meta Gradient Adversarial Attack and some state-of-the-art methods against the white-box and black-box models on ImageNet under untargeted attack setting. The number of ensembled models $n$ in meta-train step is 5. The number of iterations $K$ in meta-train step is 8.

(a) The number of sampled tasks $T$ and the number of iteration in baseline methods are all 10.

| Method      | white-box models | black-box models | Time (s/img) |
|-------------|------------------|------------------|--------------|
| SI-NI [27]  | 99.6             | 96.5             | 43.0         |
| DIM [50]    | 99.4             | 99.2             | 46.5         |
| MGAA w/MIM  | 100              | 100              | 14.1         |
| SI-NI [27]  | 99.6             | 99.6             | 141          |
| MIM [8]     | 99.9             | 99.9             | 78.5         |
| MGAA w/MIM  | 100              | 100              | 79.9         |
| SI-NI [27]  | 99.4             | 98.7             | 812          |
| DIM [50]    | 99.9             | 99.9             | 79.9         |
| MGAA w/DIM  | 100              | 100              | 98.5         |
| MGAA w/NI-M| 99.8             | 99.7             | 98.9         |
| MGAA w/DIM  | 100              | 100              | 98.9         |

(b) The number of sampled tasks $T$ and the number of iteration in baseline methods are all 40.

| Method      | white-box models | black-box models | Time (s/img) |
|-------------|------------------|------------------|--------------|
| SI-NI [27]  | 99.7             | 97.5             | 48.2         |
| MIM [8]     | 99.6             | 99.4             | 44.4         |
| MGAA w/MIM  | 100              | 100              | 52.0         |
| SI-NI [27]  | 99.4             | 98.8             | 48.2         |
| DIM [50]    | 99.9             | 99.5             | 79.4         |
| MGAA w/DIM  | 100              | 100              | 88.0         |
| SI-NI [27]  | 98.9             | 98.7             | 98.3         |
| MIM [8]     | 99.1             | 99.4             | 98.6         |
| MGAA w/MIM  | 100              | 100              | 99.9         |

D. Attack under Various Perturbation Budgets

We conduct experiments of the attack under various perturbation budgets. The curve of attack success rate vs. per-
Figure 2: The attack success rates vs. perturbation budget curve on ImageNet. The dotted lines are the results of TI-DIM, and the solid lines are the results of our method. The number in the legend means the index of models in Tab. 6.

Table 10: The ablation study of different parts in our proposed MGAA architecture.

| Setting                  | white-box models | black-box models |
|--------------------------|------------------|------------------|
|                          | 1    | 2    | 3    | 4    | 5    | 6    | 7    | 8    | 9    | 10   | 11   | 12   | 13   | 14   | 15   | 16   |
| MGAA w/o meta-train     | 95.7 | 93.7 | 92.4 | 96.0 | 94.3 | 93.1 | 89.3 | 96.3 | 97.9 | 96.2 | 81.5 | 89.4 | 89.3 | 81.8 | 82.6 | 52.5 |
| MGAA w/o meta-test      | 98.9 | 99.1 | 98.2 | 98.3 | 98.9 | 98.6 | 97.3 | 98.0 | 98.1 | 98.3 | 96.3 | 97.5 | 97.5 | 96.7 | 96.8 | 67.8 |
| MGAA                    | **100** | **100** | **99.9** | **99.8** | **99.9** | **99.8** | **99.4** | **99.8** | **99.6** | **100** | **99.1** | **99.4** | **99.5** | **99.4** | **89.0** | **71.4** |

Note: MGAA w/o meta-test is actually the same as existing method like TI-DIM [9].

Table 11: The cosine similarity between the generated adversarial perturbations on ten **white-box models** and the gradient directions directly computed on three **black-box models**.

| Method                  | Adv_Inceptionv3 | NasNet     | MobileNetv2_1.4 |
|-------------------------|-----------------|------------|-----------------|
| TI-DIM                  | -0.104          | -0.070     | -0.084          |
| MGAA w/ TI-DIM          | 0.113           | 0.071      | 0.083           |

The attack success rates vs. perturbation budget with dotted lines are the results of TI-DIM, and the curve with solid lines are the results of our method. We can clearly see that our MGAA consistently achieves higher attack success rates in both white-box and black-box attacks under various perturbation budgets.

E. Ablation Study

We conduct an ablation study to demonstrate the effectiveness of each part in our proposed MGAA architecture. The version of MGAA without meta-test is actually the existing methods like TI-DIM [9], i.e., using an ensemble of multiple models to update the adversarial examples in each step of the iteration. The version of MGAA without meta-train is to use only one randomly selected model to update the adversarial perturbation in each step. From Tab. 10, we can see that the meta-train step plays a more important role than the meta-test step. And the full version of our MGAA architecture achieves higher attack success rates than both meta-train only and meta-test only versions.

F. The Cosine Similarity of the Gradients

We calculate the cosine similarity between the generated adversarial perturbations on ten **white-box models** and the gradient directions of three **black-box models**, i.e., Adv_Inceptionv3, NasNet, and MobileNetv2_1.4. The range of cosine similarity is -1 to 1, and the bigger value means the more similar direction. As shown in Tab. 11, the generated adversarial perturbations by our MGAA are closer to the gradient directions of both three black-box models consistently, which verifies the theoretical analysis in Sec. 3.3 in the paper that MGAA can narrow the gaps of gradient directions between the white-box and black-box models.

G. Minimum Adversarial Noises

Table 12: The mean of minimum adversarial noises needed to fool images on ImageNet.

| Method           | $L_\infty$ | $L_1$   | $L_2$   |
|------------------|------------|---------|---------|
| TI-DIM           | 7.4576     | 5.3112  | 9.8975  |
| MGAA w/ TI-DIM   | 4.2960     | 3.1203  | 5.8767  |

We conduct the experiment to see the minimum adversarial noise needed to fool each image. From Tab. 12 we can see that the minimum adversarial noise needed in our MGAA is less than TI-DIM method under various metric evaluations.