HILBERT–SCHMIDT REGULARITY OF SYMMETRIC INTEGRAL OPERATORS ON BOUNDED DOMAINS WITH APPLICATIONS TO SPDE APPROXIMATIONS

MIHÁLY KOVÁCS, ANNIKA LANG, AND ANDREAS PETERSSON

Abstract. Regularity estimates for an integral operator with a symmetric continuous kernel on a convex bounded domain are derived. The covariance of a mean-square continuous random field on the domain is an example of such an operator. The estimates are of the form of Hilbert–Schmidt norms of the integral operator and its square root, composed with fractional powers of an elliptic operator equipped with homogeneous boundary conditions of either Dirichlet or Neumann type. These types of estimates, which couple the regularity of the driving noise with the properties of the differential operator, have important implications for stochastic partial differential equations on bounded domains as well as their numerical approximations. The main tools used to derive the estimates are properties of reproducing kernel Hilbert spaces of functions on bounded domains along with Hilbert–Schmidt embeddings of Sobolev spaces. Both non-homogeneous and homogeneous kernels are considered. In the latter case, results in a general Schatten class norm are also provided. Important examples of homogeneous kernels covered by the results of the paper include the class of Matérn kernels.

1. Introduction

A Gaussian random field on a bounded domain $\mathcal{D}$ is characterized by its mean and its covariance. Depending on the research community, the covariance is described by a covariance kernel $q$ or a covariance operator $Q$. More specifically, given a symmetric continuous covariance kernel $q: \mathcal{D} \times \mathcal{D} \to \mathbb{R}$, the corresponding covariance operator $Q$ is positive semidefinite and self-adjoint on the Hilbert space $L^2(\mathcal{D})$ and given by

$$Qu(x) = \int_{\mathcal{D}} q(x, y)u(y) \, dy,$$
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for $x \in \mathcal{D}$, $u \in L^2(\mathcal{D})$. Our main goal in this paper is to, given the regularity of the kernel $q$, derive regularity estimates for $Q$ in terms of certain smoothness spaces related to elliptic operators with boundary conditions on $\mathcal{D}$.

Our motivation to analyze the coupling of these two formulations in detail comes from the theory and approximation of solutions to stochastic partial differential equations (SPDEs). While the analysis of these equations and their numerical approximations is mainly done in Hilbert spaces, e.g., certain fractional order spaces related to the differential operator in the equation, with a $Q$-Wiener process as driving noise, algorithms that generate this driving noise in practice are often based on the covariance kernel $q$. The class of Matérn kernels is a popular example in spatial statistics. Surprisingly, to the best of our knowledge, such results are not available in the literature.

To be able to put our abstract results and their consequences in a more specific context, let us consider a linear stochastic reaction-diffusion equation with additive noise

$$
\begin{cases}
\frac{\partial X}{\partial t}(t, x) = \sum_{i,j=1}^{d} \frac{\partial}{\partial x_j} \left(a_{i,j}(\cdot) \frac{\partial X}{\partial x_i}(t, x)\right) - c(x)X(t, x) + \frac{\partial W}{\partial t}(t, x), (t, x) \in (0, T] \times \mathcal{D}, \\
X(0, x) = X_0(x), x \in \mathcal{D},
\end{cases}
$$

on a convex bounded domain $\mathcal{D} \subset \mathbb{R}^d$, $d = 1, 2, 3$, with boundary $\partial \mathcal{D}$. Here the functions $(a_{i,j})_{i,j=1}^{d}, c$ fulfill an ellipticity condition, $X_0$ is some smooth initial function and homogeneous boundary conditions of either Dirichlet or Neumann type are considered. The stochastic noise term $\partial W/\partial t$ is Gaussian, white in time and correlated by a symmetric continuous covariance kernel $q : \bar{\mathcal{D}} \times \bar{\mathcal{D}} \to \mathbb{R}$ in space. This can be seen as a simplified version of equations considered for the modeling of sea surface temperature and other geophysical spatio-temporal processes on some spatial domain $\mathcal{D}$ [33, Chapter 6]. This equation is considered in the context of [10] as a stochastic differential equation of Itô type on the Hilbert space $H = L^2(\mathcal{D})$ of square integrable functions on $\mathcal{D}$. The stochastic partial differential equation (1) is then written in the form

$$
\begin{aligned}
&dX(t) + \Lambda X(t) = dW(t),
\end{aligned}
$$

for $t \in (0, T]$. The unbounded linear operator $\Lambda$ on $H$ is densely defined, self-adjoint and positive definite with a compact inverse, see Section 2.2 for precise assumptions. The stochastic term $W$ is an $H$-valued $Q$-Wiener process on a complete filtered probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Here $Q$ is a positive semidefinite self-adjoint integral operator on $H$ with kernel $q$. If $x \mapsto W(1, x) = W(1)(x)$ is pointwise defined and jointly measurable with respect to the product $\sigma$-algebra $\mathcal{F} \otimes \mathcal{B}(\mathcal{D})$ (with $\mathcal{B}(\mathcal{D})$ denoting the Borel $\sigma$-algebra on $\mathcal{D}$) then $q$ is the covariance function of the random field $(W(1, x))_{x \in \mathcal{D}}$. In general, there is no analytic solution to (2) so numerical approximations have to be computed. It is then vital to understand how various regularity properties of $q$ influence the behavior of $X$ and its approximation, since this can determine the convergence rate of the numerical approximations. We discuss this in concrete terms in Section 5.

The research field on SPDEs of the form (2) has been very active in the 21st century. There is a substantial body of literature, both from theoretical [10, 33] as well as numerical [19, 27, 32] perspectives. For SPDEs on domains without boundary (i.e., when $\mathcal{D}$ is replaced by Euclidean space, a torus or a sphere) the question of how regularity properties of $q$ influence $X$ is well understood, especially in the homogeneous case [12, 20, 30, 36]. This refers to the case
that \( q(x, y) \) only depends on the difference \( x - y \) between two points \( x \) and \( y \) in \( \mathcal{D} \), examples including the class of Matérn kernels, see Remark 4.3. For domains with boundaries, such results are rarely found in the literature. Usually, the analysis is restricted to the special case that the eigenvalues and eigenfunctions of \( Q \) are explicitly known. In particular it is common to consider the case that \( Q \) and \( \Lambda \) commute, see, e.g., [10, Section 5.5.1]. One of the few instances in which an author instead considers the properties of \( q \) as a function on \( \mathcal{D} \times \mathcal{D} \) when deriving connections between properties of \( q \) and properties of \( X \) can be found in [2]. The main result of this paper is [2, Theorem 4.2], which states that \( q \) has to satisfy the boundary conditions of \( \Lambda \) in a certain sense in order for \( Q \) and \( \Lambda \) to commute. In practice, this excludes the physically relevant case of homogeneous noise from approaches such as that of [10, Section 5.5.1], see [2, Corollary 4.9]. Our approach to the problem consists instead of deriving sufficient conditions on \( q \) of [10, Section 5.5.1], see [2, Corollary 4.9].

The main result of this paper is [2, Theorem 4.2], which states that \( q \) has to satisfy the boundary conditions of \( \Lambda \) in a certain sense in order for \( Q \) and \( \Lambda \) to commute. In practice, this excludes the physically relevant case of homogeneous noise from approaches such as that of [10, Section 5.5.1], see [2, Corollary 4.9]. Our approach to the problem consists instead of deriving sufficient conditions on \( q \) for which the associated symmetric operator \( Q \) fulfills estimates of the form

\[
\| \Lambda^{\frac{r}{2}} Q \Lambda^{\frac{r}{2}} \|_{L_2(\mathcal{H})} = \| \Lambda^{\frac{r}{2}} Q \|_{L_2(\mathcal{H})}^2 < \infty
\]

and

\[
\| \Lambda^{\frac{r}{2}} Q \Lambda^{\frac{r}{2}} \|_{L_2(\mathcal{H})} < \infty
\]

for fractional powers \( \Lambda^{r/2} \) of \( \Lambda \) and suitable constants \( r, s \geq 0 \). By \( L_1(\mathcal{H}) \) and \( L_2(\mathcal{H}) \) we denote the spaces of trace-class and Hilbert–Schmidt operators, respectively. We consider both homogeneous and non-homogeneous kernels \( q \). In the former case, we are able to deduce estimates of the form (4) with the \( L_2(\mathcal{H}) \)-norm replaced by the more general Schatten class \( L_p(\mathcal{H}) \)-norm, \( p \geq 1 \).

In the setting of (2), the condition on \( Q \) in (3) is for a given value of \( r \geq 0 \) equivalent to requiring that the \( H \)-valued random variable \( W(t) \) takes values in the subspace \( \dot{H}^r = \text{dom}(\Lambda^{r/2}) \) of the fractional Sobolev space \( H^r = \dot{W}^{r,2}(\mathcal{D}) \) at all times \( t \in [0, T] \). This is a commonly encountered assumption in the literature, particularly when analyzing numerical approximation schemes for SPDEs, see Section 5. The condition also has implications for the qualitative behavior of \( X \). It guarantees that \( X \) takes values in \( H^{r+1} \subset H^{r+1} \) [10, Proposition 6.18] with sample paths continuous in \( \dot{H}^{r+1-\epsilon} \subset H^{r+1-\epsilon} \) for arbitrary \( \epsilon > 0 \) [10, Theorem 5.15]. In particular, if (3) holds with \( r > 1/2 \), \( X \) is a strong solution (in the PDE sense) to (2) as opposed to just a weak solution, cf. [10, Theorem 5.40]. This means that the process \( X \) takes values in \( \text{dom}(\Lambda) \) and has the intuitive representation

\[
X(t) = W(s) - \int_0^t \Lambda X(s) \, ds
\]

for \( t \in (0, T] \). Moreover, if (3) holds with \( r > d/2 - 1 \), a classical Sobolev embedding theorem (see, e.g., [34, Section 8]) ensures that \( X(t) \) takes values in the space \( C^{\max(1, \sigma)}_{0, \dot{L}^\infty}(\mathcal{D}) \) of Hölder continuous functions on \( \mathcal{D} = \mathcal{D} \cup \partial \mathcal{D} \) with exponent \( \sigma \in (0, r+1-d/2] \) P-a.s.. The evaluation functional is continuous on this Banach space. It follows that for each \( t > 0 \), \( (X(t,x))_{x \in \mathcal{D}} \) is a smooth random field on \( \mathcal{D} \) as opposed just an abstract random variable in a Hilbert space, c.f. [18, Sections 7.4-7.5]. In summary, there could be many reasons why one would like to know for which \( r > 0 \) the estimate (3) is satisfied for a given kernel \( q \). In the case of non-homogeneous kernels, we consider Hölder conditions on the kernel \( q \) when deriving the estimate (3). This is a natural choice given our proof technique, which is based on the fact that \( Q^{1/2}(H) \), the image of the square root \( Q^{1/2} \) of \( Q \), coincides with the reproducing kernel
Hilbert space of functions on $\mathcal{D}$ associated with the kernel $q$ [45]. For a similar reason, in the case of homogeneous kernels $q$, we consider a decay condition on the Fourier transform of $q$, which is used in practice when generating the driving noise with fast Fourier transforms (cf. [29]). While this interpretation of $Q^{1/2}(H)$ as a reproducing kernel Hilbert space is well-known, we are not aware that it has been used to find estimates of the form (3) before.

The estimate (4) does not, as far as we know, have an immediate interpretation in terms of regularity properties of $X$ or $W$. It is, however, important for analyzing weak errors of approximations to certain SPDEs, such as the stochastic wave equation. It has also been used in the recent work [22] to derive higher convergence rates for approximations of the covariance operator of SPDE solutions. There is an immediate connection between the condition on $Q$ in (4) and regularity of $q$: the condition is true with $r = s$ if and only if $q$ is an element of the Hilbert tensor product space $\hat{H}^r \otimes \hat{H}^r$, see [7, 41]. Instead of exploiting this connection, we consider Hölder or Fourier transform conditions on $q$ also in this case. The reason for this is partly that these conditions are easier to check in applications compared to the rather abstract tensor product condition. We also want to ensure easy comparisons between the estimates (3) and (4) under the same conditions on $q$.

The outline of the paper is as follows. The next section contains an introduction to the necessary mathematical background along with our assumptions on $\Lambda$ and $Q$. This includes short introductions to fractional powers of elliptic operators on bounded domains and reproducing kernel Hilbert spaces along with the proofs of some preliminary lemmas. We derive the estimates (3) and (4) under Hölder conditions on a non-homogeneous kernel $q$ in Section 3. In Section 4 we consider a decay condition on the Fourier transform of a homogeneous kernel $q$ and derive estimates on

$$\|\Lambda^r Q \Lambda^s\|_{L_p(H)} < \infty$$

for $p \geq 1$, a more general form of the estimate (4). We use this estimate to obtain conditions for which the estimate (3) is satisfied. Section 5 concludes the paper with a discussion of the implication of our results for the numerical analysis of SPDEs on domains with boundary. The applications we discuss are not limited to stochastic reaction-diffusion equations but include several other SPDEs involving elliptic operators on bounded domains, such as stochastic Volterra equations or stochastic wave equations.

Throughout the paper, we adopt the notion of generic constants, i.e., the symbol $C$ is used to denote a positive and finite number which may vary from occurrence to occurrence and is independent of any parameter of interest. We use the expression $a \lesssim b$ to denote the existence of a generic constant $C$ such that $a \leq Cb$.

2. Preliminaries

In this section, we introduce our notation and reiterate some important results that we use in Sections 3-4. The material mainly comes from [1, Chapter 1], [16, Section 1.3-1.4], [27, Appendix B] and [46, Chapters 1-2]. We give explicit references for vital or nonstandard results.

2.1. Schatten class operators. Let $H$ and $U$ be real separable Hilbert spaces. By $\mathcal{L}(H,U)$ we denote the space of linear and bounded operators from $H$ to $U$ and by $\mathcal{L}_p(H,U)$ the
subspace of Schatten class operators of order \( p \in [1, \infty) \). This is a separable Banach space of compact operators with norm characterized by

\[
\|\Gamma\|_{\mathcal{L}_p(H,U)} = \left( \sum_{j=1}^{\infty} (\lambda_j(\Gamma))^p \right)^{\frac{1}{p}}.
\]

Here \( (\lambda_j(\Gamma))_{j=1}^{\infty} \) are the singular values of \( \Gamma \in \mathcal{L}_p(H,U) \), i.e., the square roots of the eigenvalues of \( \Gamma^*\Gamma \), which form a non-increasing sequence with limit 0. The special cases \( \mathcal{L}_1(H,U) \) and \( \mathcal{L}_2(H,U) \) are referred to as the trace-class and Hilbert–Schmidt operators, respectively.

For an additional real separable Hilbert space \( V \), let \( \Gamma_1 \in \mathcal{L}(U, V) \) and \( \Gamma_2 \in \mathcal{L}(V, H) \) be compact operators. Then, for any \( j, k \geq 0 \),

\[
\lambda_{j+k+1}(\Gamma_1\Gamma_2) \leq \lambda_{j+1}(\Gamma_1)\lambda_{k+1}(\Gamma_2).
\]

This inequality is proven in [13, Theorem 2] for the case that \( U = V = H \), but the proof is readily adapted to our situation using the fact that the eigenvalues of \( \Gamma^*\Gamma \) and \( \Gamma \Gamma^* \), for a given operator \( \Gamma \) between Hilbert spaces, coincide [18, Section 4.3]. Using the Hölder inequality readily adapted to our situation using the fact that the eigenvalues of \( \Gamma^*\Gamma \), which form a non-increasing sequence with limit 0. The special cases \( \mathcal{L}_1(H,U) \) and \( \mathcal{L}_2(H,U) \) are referred to as the trace-class and Hilbert–Schmidt operators, respectively.

Moreover, if \( E \) is an additional real separable Hilbert space, \( \Gamma_1 \in \mathcal{L}(H,E) \), \( \Gamma_3 \in \mathcal{L}(U,V) \) (not necessarily compact) and \( \Gamma_2 \in \mathcal{L}_p(V,H) \) for some \( p \in [1, \infty) \), then \( \Gamma_1\Gamma_2\Gamma_3 \in \mathcal{L}_p(U,V) \) with

\[
\|\Gamma_1\Gamma_2\Gamma_3\|_{\mathcal{L}_p(U,V)} \leq \|\Gamma_1\|_{\mathcal{L}(H,E)}\|\Gamma_2\|_{\mathcal{L}_p(V,H)}\|\Gamma_3\|_{\mathcal{L}(U,V)}.
\]

This ideal property follows from the fact that

\[
\lambda_j(\Gamma_3) \leq \|\Gamma_1\|_{\mathcal{L}(H,E)}\lambda_j(\Gamma_2) \leq \|\Gamma_1\|_{\mathcal{L}(H,E)}\lambda_j(\Gamma_2)\|\Gamma_3\|_{\mathcal{L}(U,V)},
\]

where the inequalities are consequences of the min-max theorem.

The space \( \mathcal{L}_2(H,U) \) is a separable Hilbert space with inner product

\[
(\Gamma_1, \Gamma_2)_{\mathcal{L}_2(H,U)} = \sum_{j=1}^{\infty} (\Gamma_1e_j, \Gamma_2e_j)_{U} = \text{Tr}(\Gamma_2^*\Gamma_1) = \text{Tr}(\Gamma_1^*\Gamma_2),
\]

for \( \Gamma_1, \Gamma_2 \in \mathcal{L}_2(H,U) \) and an arbitrary orthonormal basis \( (e_j)_{j=1}^{\infty} \) of \( H \). For a positive semidefinite symmetric operator \( Q \in \mathcal{L}(H) \), \( \|Q\|_{\mathcal{L}_1(H)} = \text{Tr}(Q) \).

### 2.2 Fractional powers of elliptic operators on bounded domains.

Consider a Gelfand triple \( V \subset H \subset V^* \) of real separable Hilbert spaces with dense and continuous embeddings. We assume that \( (V, V) \) forms an adjoint pair with duality product \( \langle \cdot, \cdot \rangle_{V'} \), such that \( V^* \langle u, v \rangle_V = \langle u, v \rangle_H \) for all \( u \in H, v \in V \). Given \( V \) and \( H \), \( V^* \) can be constructed by identifying \( H \) with its continuous dual space \( H' \subset V' \) and letting \( V^* \) be the completion of \( H \) under the norm of \( V' \). Next, let \( \lambda: V \times V \to \mathbb{R} \) be a continuous, symmetric and coercive bilinear form, i.e., it is linear in both arguments, \( \lambda(u,v) = \lambda(v,u) \) and there are constants \( C, c > 0 \) such that \( |\lambda(u, v)| \leq C||u||_V||v||_V \) and \( \lambda(u, u) \geq c||u||_V^2 \) for all \( u, v \in V \). Then, there exists a unique isomorphism \( L: V \to V^* \) such that \( \langle Lu, v \rangle_V = \lambda(u, v) \) for all \( u, v \in V \). Viewing \( L \) as an operator on \( V^* \), it is densely defined and closed. We write \( \Lambda = L|_H \) for its part in \( H \), which is then a densely defined, closed, self-adjoint and positive definite operator.
with domain $D(\Lambda) = \{ v \in V : \Lambda v = Lv \in H \}$. It has a self-adjoint inverse $\Lambda^{-1} \in \mathcal{L}(H)$, which we assume to be compact.

Applying the spectral theorem to $\Lambda^{-1}$, we obtain the existence of a sequence $(\lambda_j)_{j=1}^{\infty}$ of positive non-decreasing eigenvalues of $\Lambda$, along with an accompanying orthonormal basis of eigenfunctions $(e_j)_{j=1}^{\infty}$ in $H$. For $r \geq 0$, we define fractional powers of $\Lambda$ by

$$
\Lambda^\frac{r}{2} v = \sum_{j=0}^{\infty} \lambda_j^\frac{r}{2} \langle v, e_j \rangle_H e_j
$$

for

$$
v \in \text{dom}(\Lambda^\frac{r}{2}) = \left\{ v \in H : \|x\|_{\Lambda^r}^2 = \sum_{j=1}^{\infty} \lambda_j^r \langle v, e_j \rangle_H^2 < \infty \right\}.
$$

We write $H^r = \text{dom}(\Lambda^{r/2})$. Note that $H^0 = H$. For $r < 0$, we let $\Lambda^{r/2}$ be defined by (8), and we write $H^r$ for the completion of $H$ under the norm $\|x\|_{\Lambda^r}$. Equivalently, we can write

$$
\dot{H}^r = \text{dom}(\Lambda^\frac{r}{2}) = \left\{ x = \sum_{j=1}^{\infty} x_j e_j : (x_j)_{j=1}^{\infty} \subset \mathbb{R} \text{ such that } \|x\|_{\Lambda^r}^2 = \sum_{j=1}^{\infty} \lambda_j^r x_j^2 < \infty \right\}.
$$

Then $\Lambda^{r/2} \in \mathcal{L}(\dot{H}^r, H)$ for all $r \in \mathbb{R}$. Regardless of the sign of $r$, $\dot{H}^r$ is a Hilbert space with inner product $\langle u, v \rangle_{\dot{H}^r} = \langle \Lambda^{r/2} u, \Lambda^{r/2} v \rangle_H$. For $r > 0$, $\dot{H}^{-r}$ is isometrically isomorphic to $(\dot{H}^r)'$ [27, Theorem B.8]. In particular, for $v \in H = H^0$,

$$
\|v\|_{H^{-r}} = \|\Lambda^{-\frac{r}{2}} v\|_H = \sup_{u \in \dot{H}^r} \frac{|\langle u, v \rangle_H|}{\|u\|_{\dot{H}^r}}.
$$

For $r > s$, we have $\dot{H}^r \hookrightarrow \dot{H}^s$ where the embedding is dense and continuous. Since $(\Lambda^{-s/2} e_j)_{j=1}^{\infty}$ and $(\Lambda^{-s'/2} e_j)_{j=1}^{\infty}$ are orthonormal bases of $\dot{H}^r$ and $\dot{H}^s$, respectively, we may represent the embedding $I_{\dot{H}^r \hookrightarrow \dot{H}^s}$ by

$$
I_{\dot{H}^r \hookrightarrow \dot{H}^s} = \sum_{j=1}^{\infty} \langle \cdot, \Lambda^{-\frac{s}{2}} e_j \rangle_{\dot{H}^r} \Lambda^{-\frac{r}{2}} e_j = \sum_{j=1}^{\infty} \lambda_j^{\frac{s-r}{2}} \langle \cdot, \Lambda^{-\frac{s}{2}} e_j \rangle_{\dot{H}^r} \Lambda^{-\frac{r}{2}} e_j.
$$

It follows that $I_{\dot{H}^r \hookrightarrow \dot{H}^s}$ is compact. Lemma 2.1 in [3] allows us to, for all $r, s \in \mathbb{R}$, extend $\Lambda^{s/2}$ to an operator in $\mathcal{L}(\dot{H}^r, \dot{H}^{r-s})$, and we will do so without changing notation.

Let us write $\dot{H}_C^r$ for the complexification of $\dot{H}^r$, i.e., the complex Hilbert space given by $\dot{H}^r \times \dot{H}^r$ with scalar multiplication $(a + bi)(u, v) = (au - bv, av + bu)$ for $a + bi \in \mathbb{C}$ and $(u, v) \in \dot{H}_C^r$. We write $u + iv$ for $(u, v)$ so that we may consider $(\Lambda^{-s/2} e_j)_{j=1}^{\infty}$ as an orthonormal basis of $\dot{H}_C^r$ when this is equipped with the inner product

$$
\langle u + iv, x + iy \rangle_{\dot{H}_C^r} = \langle u, x \rangle_{\dot{H}^s} + i \langle v, x \rangle_{\dot{H}^s} - i \langle u, y \rangle_{\dot{H}^s} + \langle v, y \rangle_{\dot{H}^s}.
$$

For $r \geq s \in \mathbb{R}$, it follows that

$$
\dot{H}_C^r = \left\{ v \in \dot{H}_C^r : \sum_{j=1}^{\infty} \lambda_j^{r-s} |\langle v, \Lambda^{-s/2} e_j \rangle_{\dot{H}_C^r}|^2 < \infty \right\}.
$$
From this, one obtains (see, e.g., [5]) that for $\theta \in [0, 1]$, $\dot{H}_C^{\theta r+(1-\theta)s} = [\dot{H}_C^s, \dot{H}_C^r]_\theta$ in the sense of isometric isomorphisms, where $[\dot{H}_C^s, \dot{H}_C^r]_\theta$ is defined by complex interpolation. We refer to $u$ and $v$ as the real and imaginary parts of $u + iv \in \dot{H}_C^r$ and write $u + iv$ for $u - iv$. The real part of $\dot{H}_C^s$ with only real multiplication of scalars is a Hilbert space isometrically isomorphic to $\dot{H}_s$.

The interpolation space representation of $\dot{H}_C^{\theta r+(1-\theta)s}$ allows us to prove the following lemma for a symmetric operator $Q \in \mathcal{L}(H)$.

**Lemma 2.1.** Let $Q \in \mathcal{L}(H)$ be symmetric. Then the following three claims are equivalent for $p \in [1, \infty)$ and $r \in \mathbb{R}$:

1. $\|Q\|_{\mathcal{L}_p(H, H^*)} = \|\Lambda^{\theta/2}Q\|_{\mathcal{L}_p(H)} < \infty$.
2. $\|Q\|_{\mathcal{L}_p(H^{-r}, H)} = \|Q \Lambda^{\theta/2}\|_{\mathcal{L}_p(H)} < \infty$.
3. $\|Q\|_{\mathcal{L}_p(H^{(\theta-1)r}, H^{\theta r})} = \|\Lambda^{\theta/2}Q \Lambda^{(1-\theta)r/2}\|_{\mathcal{L}_p(H)} < \infty$ for all $\theta \in [0, 1]$.

**Proof.** Assume first that $r \geq 0$. If $Q \in \mathcal{L}(H, H^*)$, then by symmetry of $Q$,

$$\|Q\|_H = \sup_{\|w\|_H = 1} \|\langle Qw, w \rangle\|_{H^*} = \sup_{\|w\|_H = 1} \|\langle \Lambda^{\theta}v, \Lambda^{\theta}Qw \rangle\|_H \leq \|\Lambda^{-\theta}v\|_{H^{-r}} \|\|Q\|_{\mathcal{L}(H, H^*)}$$

so that $Q$ can be continuously extended to $H^{-r}$. Conversely, if $Q$ extends to $H^{-r}$, the operator norm $\|Q \Lambda^{\theta/2}\|_{\mathcal{L}(H)}$ is finite and therefore

$$\|Q\|_{H^{-r}}^2 = \sum_{j=1}^\infty \lambda_j^2 \|Q\|_{H^{-r}}^2 = \sum_{j=1}^\infty \lambda_j^2 \|Q\|_{H^{-r}}^2 = \sum_{j=1}^\infty \|\langle Q\Lambda^{\theta}v, \lambda_j \lambda_j^2 \|_{H^*} \|\|Q\|_{\mathcal{L}(H)} \|v\|_H$$

so that $Q \in \mathcal{L}(H, H^*)$. Let us now write $\hat{Q}^*$ for the adjoint of $Q$ with respect to $\mathcal{L}(H, H^*)$, i.e., the operator in $\mathcal{L}(H^*, H)$ defined by

$$\langle \hat{Q}^*u, v \rangle_H = \langle u, Qv \rangle_H = \langle \Lambda^{\theta}u, \Lambda^{\theta}Qv \rangle_H$$

for $u \in H^*, v \in H$. Let us similarly write $\hat{Q}^* \in \mathcal{L}(H, H^{-r})$ for the adjoint of $Q$ with respect to $\mathcal{L}(H^{-r}, H)$. We have for $u \in H^*, v \in H$ that

$$\langle \Lambda^{-\theta}u, \Lambda^{\theta}v \rangle_{H^{-r}} = \langle \Lambda^{\theta}u, \Lambda^{\theta}Qv \rangle_H$$

so that by density of $H^*$ in $H$, $\Lambda^{-r/2}Q^* = \Lambda^{-r/2}Q$. This implies

$$\|(\hat{Q}^*Q - Q\hat{Q}^*)u\|_H = \sup_{\|v\|_H = 1} \|\langle \hat{Q}^*Q, u \rangle - \langle Q\hat{Q}^*u, v \rangle H - \langle \Lambda^{-\theta}u, \Lambda^{\theta}Qv \rangle_H = 0$$

for $u \in H$, hence $Q\hat{Q}^* = \hat{Q}^*Q$. Since the eigenvalues of $Q\hat{Q}^*$ are the same as those of $\hat{Q}^*Q$ [18, Section 4.3], the singular values of $Q \in \mathcal{L}(H, H^*)$ and $Q \in \mathcal{L}(H^{-r}, H)$ are the same, so that (5) implies the equivalence of (i) and (ii) for $p \in [1, \infty)$. For $r < 0$ the proof is the same, except that we take $v \in H$ in (9).

Clearly (iii) implies (ii) and (i). For the other direction, we first write $Q_C$ for the compact operator in $\mathcal{L}(H_C, H^*_C)$ (and $\mathcal{L}(H_C^{\theta r}, H^*_C)$) defined by $Q_C(u + iv) = Qu + iQv$. Then
we note that \( \hat{H}_C^{\theta r} = [H_C, \hat{H}_C^{\theta}] \) and \( \hat{H}_C^{(\theta-1)r} = [\hat{H}_C^{-r}, H_C] \) in the case that \( r > 0 \) while 
\( \hat{H}_C^{\theta_0} = [H_C, H_C]_{-\theta} \) and \( \hat{H}_C^{(\theta-1)r} = [H_C, H_C]_{-\theta} \) in the case that \( r < 0 \). Therefore, \( Q_C \in \mathcal{L}(\hat{H}_C^{(\theta-1)r}, \hat{H}_C^{\theta r}) \) and by restriction to the real elements of \( \hat{H}_C^{(\theta-1)r} \), it follows that \( q \in \mathcal{L}(\hat{H}_C^{(\theta-1)r}, \hat{H}_C^{\theta r}) \). For a fixed \( \theta \in [0,1] \), let us regard \( Q_C \) and \( Q \) as operators in these spaces. Note that \( Q_C \) is compact if and only if \( Q \) is compact. Moreover, the vector \( v \in \hat{H}_C^{(\theta-1)r} \) is an eigenvector of \( Q_C^*Q_C \) with (real and positive) eigenvalue \( \mu \) if and only if \( \langle Q_Cv, Q_Cu \rangle_{\hat{H}_C^{\theta r}} = \mu \langle v, u \rangle_{\hat{H}_C^{(\theta-1)r}} \) for all \( u \in \hat{H}_C^{(\theta-1)r} \). From this it follows that \( \bar{v} \) is also an eigenvector of \( Q_C^*Q_C \) and that \((v + \bar{v})/2\) is an eigenvector of \( Q^*Q \). Similarly, if \( u \in \hat{H}^{(\theta-1)r} \) is an eigenvector of \( Q^*Q \), it is also an eigenvector of \( Q_C^*Q_C \) in \( \hat{H}_C^{(\theta-1)r} \) with the same eigenvalue. In other words, the sets of singular values of \( Q_C \in \mathcal{L}(\hat{H}_C^{(\theta-1)r}, \hat{H}_C^{\theta r}) \) and \( Q \in \mathcal{L}(\hat{H}^{(\theta-1)r}, \hat{H}^{\theta r}) \) coincide. Therefore, \( Q_C \in \mathcal{L}_p(\hat{H}_C^{\theta r}, H_C) \cap \mathcal{L}_p(H_C, H_C) \), which, using the results of [15], implies that \( Q_C \in \mathcal{L}_p(\hat{H}_C^{(\theta-1)r}, \hat{H}_C^{\theta r}) \) for all \( \theta \in [0,1] \). Another appeal to the correspondence of the singular values of \( Q \) and \( Q_C \) finishes the proof. 

In the spirit of the previous result, let us also note that the equality in (3) is true when \( Q \) is also assumed to be positive semidefinite (so that \( Q^{1/2} \) is well-defined). Indeed, the right hand side guarantees that \( Q^{1/2} \) extends to \( \hat{H}^{-r} \) so for \( u \in H \)

\[
\|\Lambda^\frac{1}{2}Qu\|_H \leq \|\Lambda^\frac{1}{2}Q\|_{\mathcal{L}(H)}\|\Lambda^\frac{1}{2}u\|_H.
\]

Therefore \( \Lambda^{r/2}Q \) also extends to \( \hat{H}^{-r} \). The operator \( \Lambda^{r/2}Q\Lambda^{r/2} \) is symmetric and positive semidefinite on \( H \), so (since \( (\Lambda^{r/2}Q^{1/2})^*e_j = Q^{1/2}\Lambda^{r/2}e_j \) on an eigenfunction \( e_j \) of \( \Lambda \)) we have

\[
\|\Lambda^\frac{1}{2}Q\Lambda^\frac{1}{2}\|_{\mathcal{L}_1(H)} = \sum_{j=1}^{\infty} \langle \Lambda^\frac{1}{2}Q\Lambda^\frac{1}{2}e_j, e_j \rangle_H = \sum_{j=1}^{\infty} \|Q^{1/2}\Lambda^\frac{1}{2}e_j\|_H^2 = \|\Lambda^\frac{1}{2}Q\Lambda^\frac{1}{2}\|_{\mathcal{L}_2(H)}^2 = \|\Lambda^\frac{1}{2}Q\Lambda^\frac{1}{2}\|_{\mathcal{L}_2(H)}^2.
\]

Before we put the abstract framework above into a concrete setting, we note some properties of fractional Sobolev spaces. We denote by \( H^m(D) = W^{m,2}(D) \) and \( H^m(\mathbb{R}^d) = W^{m,2}(\mathbb{R}^d) \) the classical Sobolev spaces of order \( m \), on a bounded domain \( D \subset \mathbb{R}^d \) with Lipschitz boundary and \( \mathbb{R}^d \), \( d \in \mathbb{N} \), respectively. We consider only Sobolev spaces of real-valued functions in this paper. The results we cite are generally proved for Sobolev spaces of complex-valued functions but naturally hold also in this real-valued setting. The norm of \( H^m(\mathbb{R}^d) \) is given by

\[
\|u\|^2_{H^m(\mathbb{R}^d)} = \sum_{|\alpha| \leq m} \|D^\alpha u\|^2_{L^2(\mathbb{R}^d)},
\]

where \( D^\alpha \) is the weak derivative with respect to a multiindex \( \alpha = (\alpha_1, \ldots, \alpha_d) \) and the norm of \( H^m(D) \) is defined in the same way. When there is no risk of confusion we write \( H^m \) for \( H^m(D) \) and we set \( H^0 = L^2(D) \). For \( s = m + \sigma \) and \( m \in \mathbb{N}_0, \sigma \in (0,1) \), we use the same notation for the fractional Sobolev space \( H^s \) as for the classical Sobolev space. The space \( H^s \)
is equipped with the Sobolev–Slobodeckij norm

$$\|u\|_{H^s} = \left(\|u\|_{H^m}^2 + \sum_{\alpha = m}^{2} \int_{\mathbb{D} \times \mathbb{D}} \frac{|D^\alpha u(x) - D^\alpha u(y)|^2}{|x - y|^{d + 2\alpha}} \, dx \, dy\right)^{1/2},$$

for $u \in H^s$. Since $\partial D$ is Lipschitz, an equivalent [16, page 25] norm is given by

$$\|u\|_{H^s(D)} = \inf_{v \in H^s(\mathbb{R}^d)} \|v\|_{H^s(\mathbb{R}^d)}.$$

Here the norm of the fractional Sobolev space $H^s(\mathbb{R}^d)$ is given by

$$\|u\|_{H^s(\mathbb{R}^d)}^2 = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} |\hat{u}(\xi)|^2 (1 + |\xi|^2)^s \, d\xi,$$

where $\hat{u}$ is the Fourier transform of $u \in L^2(\mathbb{R}^d)$.

The embedding of $H^r$ into $H^s$ is dense and, since $\partial D$ is Lipschitz, compact for all $r > s \geq 0$ [16, Theorem 1.4.3.2]. This last fact gives us yet another way to characterize $H^r$ and extend the definition to negative $r$. Since, for $m \in \mathbb{N}$, $H^m$ is densely and continuously embedded in $H$, there is a positive definite self-adjoint operator $\Theta_m$ such that $\text{dom}(\Theta_m) = H^m$ and $\|\Theta^m u\|_H = \|u\|_{H^m}$ [31, Section 1.2]. The compactness of the embedding implies [42, Sections 4.5.2–4.5.3] that $\Theta_m^{-1}$ is compact and the spaces $H^m_r = \text{dom}(\Theta_r^{1/2})$, $r \in \mathbb{R}^+$, can now be constructed by the spectral decomposition of the operator. The space $H^m_{r^+}$ is, like $H^{-r}$, defined as the completion of $H$ with respect to the norm $\|\Theta^{-r/2}_m\|_H$. Naturally, $H^m_{r^+}$ is isometrically isomorphic to the corresponding fractional Sobolev space of complex-valued functions on $D$. By [46, Theorem 1.35] we then obtain, for $r \in [0, 2]$, $H^m_{r, \mathbb{C}} = [H^m_{\mathbb{C}}, H^m_{\mathbb{C}}]_{r/2} = H^{m/2}_{\mathbb{C}}$. Thus, taking the real parts of these spaces, we obtain $H^m_r = H^{m/2}$ in the sense of an isometric isomorphism. We define $H^{-r}$ for $r \in [0, m]$ by $H^{-2r/m}_m$, and note that this definition is independent of $m$ due to the fact that $H^{-r} = (H^m_r/m)^\prime = (H^m_r)^\prime$. By this characterization of the norm of $H^r$, $r \in \mathbb{R}$, we can repeat the proof of Lemma 2.1 to obtain the following analogous result.

**Lemma 2.2.** Let $Q \in \mathcal{L}(H)$ be symmetric. Then the following three claims are equivalent for $p \in [1, \infty)$ and $r \in \mathbb{R}$:

(i) $\|Q\|_{\mathcal{L}_p(H, H^r)} < \infty$.

(ii) $\|Q\|_{\mathcal{L}_p(H^{-r}, H)} < \infty$.

(iii) $\|Q\|_{\mathcal{L}_p(H^{(\theta-1)r}, H^{\theta r})} < \infty$ for all $\theta \in [0, 1]$.

The same characterization also allows us to deduce the following lemma, which tells us when the embedding $H^r \hookrightarrow H^s$, $r > s$, is of a particular Schatten class.

**Lemma 2.3.** For $-\infty < s < r < \infty$, the embedding $I_{H^r \hookrightarrow H^s}$ fulfills:

$$\|I_{H^r \hookrightarrow H^s}\|_{\mathcal{L}_p(H^r, H^s)} < \infty \iff r - s > d/p.$$
Proof. We pick some \( m \in \mathbb{N} \) such that \( m \geq \max(|r|, |s|) \) and write \( (f_j)_{j=1}^{\infty} \) for the orthonormal basis of eigenfunctions of the operator \( \Theta_m \) that is associated with the space \( H^m \). Then
\[
v \in H^r \iff v \in H^m_m \iff \sum_{j=1}^{\infty} \left| \langle \Theta_m^r v, f_j \rangle_{H^s} \right|^2 < \infty \iff \sum_{j=1}^{\infty} \left| \langle \Theta_m^m v, \Theta_m^s f_j \rangle_{H^r} \right|^2 < \infty,
\]
which gives \( H^r = \text{dom}(\Theta_m^{r-s}/m), \Theta_m^{r-s}/m \) being considered as an operator on \( H^s \). Therefore, [41, Lemma 3] implies that the singular values of \( I_{H^r \hookrightarrow H^s} \) coincide with the eigenvalues of \( \Theta^{(s-r)/m} \). By the same argument, the singular values of \( I_{H^r \hookrightarrow H^s} \) coincide with the eigenvalues of the same operator. It therefore suffices to show the claim for \( I_{H^r \hookrightarrow H^s} \).

The result is proven for \( \partial D \in C^\infty \) in [41], specifically as a consequence of [41, Lemma 2, Satz 2]. For the general case, we first note that when \( \partial D \) is Lipschitz, there is an operator \( P \in L(H^{-s}(D), H^{-s}(\mathbb{R}^d)) \), such that \( Pu|D = u \) [16, Theorem 1.4.3.1]. For an arbitrary bounded domain \( G \supset D \) such that \( \partial G \in C^\infty \), we have
\[
I_{H^r \hookrightarrow L^2(D)} = I_{L^2(G) \to L^2(D)} I_{H^{-s}(G) \to L^2(G)} I_{H^{-s}(\mathbb{R}^d) \to H^{-s}(G)} P.
\]
By definition of the norm (11), we note that \( I_{H^r \to H^{-s}(\mathbb{R}^d)} \) is bounded, and clearly the restriction \( I_{L^2(G) \to L^2(D)} \) is, too. Therefore, sufficiency of \( r - s > d/p \) follows as a consequence of (7). Necessity follows by an analogous argument: if \( I_{H^r \to L^2(D)} \in L_p(H^{-s}(\mathbb{R}^d), L^2(D)) \) then \( I_{H^{-s}(\mathbb{R}^d) \to L^2(G)} \in L_p(H^{-s}(\mathbb{R}^d), L^2(D)) \) for \( p \in [1, \infty) \) and any domain \( G \subset D \) with \( \partial G \in C^\infty \).

We now let the spaces \( H^r, r \geq 0 \), obtain a concrete meaning by taking \( \lambda \) to be a bilinear form on \( V \subset H^1(D) \subset L^2(D) = H \) given by
\[
\lambda(u, v) = \sum_{i,j=1}^{d} \int_D a_{i,j} D^i u D^j v \, dx + \int_D c u v \, dx,
\]
where \( D^j \) denotes weak differentiation with respect to \( x_j, j = 1, \ldots, d \). The coefficients \( a_{i,j}, i, j = 1, \ldots, d \), are \( C^1(D) \) functions fulfilling \( a_{i,j} = a_{j,i} \). Moreover, we assume that there is a constant \( \lambda_0 > 0 \) such that for all \( y \in \mathbb{R}^d \) and almost all \( x \in D, \sum_{i,j=1}^{d} a_{i,j}(x) y_i y_j \geq \lambda_0 |y|^2 \). The function \( c \in L^\infty(D) \) is non-negative almost everywhere on \( D \).

We shall consider two cases of boundary conditions for \( \lambda \). In the first case (Dirichlet boundary conditions) we take \( V = H^1_0(D) = \{ v \in H^1 : \gamma v = 0 \} \). Here \( \gamma : H^r \to L^2(\partial D) \) denotes the trace operator, an extension of the mapping \( v \mapsto v|_{\partial D} \). It is well-defined on \( H^r \) for \( r > 1/2 \) [46, Theorem 1.3.9]. In the second case (Neumann boundary conditions) we take \( V = H^1 \), and assume in addition that there is a constant \( c_0 > 0 \) such that \( c(x) \geq c_0 \) almost everywhere on \( D \). Then \( \lambda \) is a symmetric, bilinear form on \( V \). The operator \( \Lambda \) is regarded as a realization of the strongly elliptic operator
\[
- \sum_{i,j=1}^{d} D^i (a_{i,j} D^j) + c
\]
on $H$, with boundary conditions $\gamma v = 0$ on $\partial D$ in the first case and $\partial v/\partial \nu_\Lambda = 0$ on $\partial D$ in the second case. Here

$$\frac{\partial v}{\partial \nu_\Lambda} = \sum_{i,j=1}^d n_i a_{i,j} \gamma D^j v,$$

with $(n_1, \ldots, n_d)$ being the outward unit normal to $\partial D$, is well-defined as an element in $L^2(\partial D)$ for $v \in H^r$, $r > 3/2$. Since the embedding of $V$ into $L^2(D)$ is compact and $\Lambda^{-1}$ maps into $V$, the assumption that this operator is compact is true.

Next, we relate the spaces $(\dot{H}^s)_{s \in [0,2]}$ to $(H^s)_{s \in [0,2]}$. In the case of Dirichlet boundary conditions, we have

$$\dot{H}^s = \begin{cases} H^s & \text{if } s \in [0,1/2), \\ \{u \in H^s : \gamma u = 0\} & \text{if } s \in (1/2,3/2) \cup (3/2,2], \end{cases}$$

with norm equivalence [46, Theorem 16.13]. In the case of Neumann boundary conditions,

$$\dot{H}^s = \begin{cases} H^s & \text{if } s \in [0,3/2), \\ \{u \in H^s : \partial u/\partial \nu_\Lambda = 0\} & \text{if } s \in (3/2,2], \end{cases}$$

with norm equivalence [46, Theorem 16.9]. Note that since $\dot{H}^s = (\dot{H}^s)'$ and $H^s = (H^s)'$ for $s \geq 0$, analogous results hold for negative exponents $s \in (-1/2,0]$ and $s \in (-3/2,0]$, respectively.

For the identity (13) with $s \in [0,1]$ it suffices to assume that $\partial D$ is Lipschitz [46, Theorem 16.6]. Moreover, for both (12) and (13), one could replace convexity of $\partial D$ with $C^2$ regularity of $\partial D$. In this case, the equivalence in (12) holds also for $s = 3/2$ [46, Theorems 16.7, 16.12].

2.3. Hölder spaces on bounded domains. We now introduce the notation we use for Hölder spaces on $D = D \cup \partial D$. We write $C(\bar{D})$ for the space of continuous functions on $\bar{D}$ with the supremum norm and $C^{0,\sigma}(\bar{D}) \subset C(\bar{D})$ for the space of bounded Hölder continuous functions $f : \bar{D} \to \mathbb{R}$ with Hölder exponent $\sigma \in (0,1]$. It is equipped with the norm

$$\|f\|_{C^{0,\sigma}(\bar{D})} = \|f\|_C + \sup_{x,y \in \bar{D}, x \neq y} \frac{|f(x) - f(y)|}{|x - y|^\sigma}.$$

For $k \in \mathbb{N}$, the space $C^k(\bar{D})$ consists of all functions $f : \bar{D} \to \mathbb{R}$ such that $\partial^\alpha f \in C(\bar{D})$ for all $|\alpha| = \alpha_1 + \cdots + \alpha_d \leq k$ while for $\sigma \in (0,1]$, the space $C^{k,\sigma}(\bar{D})$ consists of all functions $f \in C^k(\bar{D})$ such that $\partial^\alpha f \in C^{0,\sigma}(\bar{D})$ for all $|\alpha| = k$. Here $\partial^\alpha$ is the classical derivative with respect to a multiindex $\alpha = (\alpha_1, \ldots, \alpha_d)$ and $\partial^\alpha f \in C(\bar{D})$ means that $\partial^\alpha f \in C(\bar{D})$ and extends to a continuous function on $\bar{D}$. We equip $C^k(\bar{D})$ with the norm

$$\|f\|_{C^k(\bar{D})} = \sum_{\alpha \leq k} \|\partial^\alpha f\|_{C(\bar{D})}$$

and $C^{k,\sigma}(\bar{D})$ with the norm

$$\|f\|_{C^{k,\sigma}(\bar{D})} = \sum_{\alpha \leq k} \|\partial^\alpha f\|_{C(\bar{D})} + \sum_{\alpha = k} \|\partial^\alpha f\|_{C^{0,\sigma}(\bar{D})}.$$
We will also need the space $C^{k,k}(\bar{D} \times \bar{D})$, which we define as the space of continuous functions $f: \bar{D} \times \bar{D} \to \mathbb{R}$ such that $\partial_1^\alpha \partial_2^\beta f \in C(\bar{D} \times \bar{D})$ for all $|\alpha| \leq k$. The space $C^{k,k,\sigma}(\bar{D} \times \bar{D})$ consists of all functions $f \in C^{k,k}(\bar{D} \times \bar{D})$ such that $\partial_1^\alpha \partial_2^\beta f \in C^{0,\sigma}(\bar{D} \times \bar{D})$ for all $|\alpha| = k$. Here $\partial_i^\alpha$ denotes differentiation with respect to the $i$th variable of $f$. We equip $C^{k,k}(\bar{D} \times \bar{D})$ with the norm

$$\|f\|_{C^{k,k}(\bar{D} \times \bar{D})} = \sum_{\alpha \leq k} \|\partial_1^\alpha \partial_2^\beta f\|_{C(\bar{D} \times \bar{D})}$$

and $C^{k,k,\sigma}(\bar{D} \times \bar{D})$ with the norm

$$\|f\|_{C^{k,k,\sigma}(\bar{D} \times \bar{D})} = \sum_{\alpha < k} \|\partial_1^\alpha \partial_2^\beta f\|_{C(\bar{D} \times \bar{D})} + \sum_{\alpha = k} \|\partial_1^\alpha \partial_2^\beta f\|_{C^{0,\sigma}(\bar{D} \times \bar{D})}.$$ 

2.4. Integral operators and reproducing kernel Hilbert spaces. Let $q: \bar{D} \times \bar{D} \to \mathbb{R}$ be a positive semidefinite symmetric continuous kernel. We define an operator $Q \in \mathcal{L}(H)$ by

$$Qu(x) = \int_D q(x,y)u(y) \, dy$$

for $x \in \bar{D}$.

By Mercer’s theorem [35, Theorem A.8], $Q$ is then self-adjoint, positive semidefinite and of trace class. Moreover, $Q$ admits an orthonormal eigenbasis $(q_j)_{j=1}^\infty$ with a corresponding non-increasing sequence of non-negative eigenvalues $(\mu_j)_{j=1}^\infty$. The eigenfunctions corresponding to nonzero eigenvalues are continuous. The kernel can then, with $x,y \in \bar{D}$, be represented by

$$q(x,y) = \sum_{j=1}^\infty \mu_j q_j(x)q_j(y), \tag{14}$$

where the sequence converges uniformly and absolutely on $\bar{D} \times \bar{D}$.

We write $Q^{-1/2} = (Q^{1/2})^{-1}: Q^{1/2}(H) \to \ker(q^{1/2})^\perp \subset H$ for the pseudo-inverse of $Q^{1/2}$. The space $Q^{1/2}(H)$, the range of $Q^{1/2}$ in $H$, is then a Hilbert space with respect to the inner product $(\cdot,\cdot)_{Q^{1/2}} = (Q^{-1/2} \cdot, Q^{-1/2} \cdot)_{H}$. Under the notational convention $0/0 = 0$, we note that, in light of Mercer’s theorem,

$$Q^{1/2}(H) = \left\{ f \in H : \sum_{j=1}^\infty \frac{|\langle f, q_j \rangle_H|^2}{\mu_j} < \infty \right\}. \tag{15}$$

By the same theorem, it follows that for all $f \in H, N \in \mathbb{N},$

$$\left| \sum_{j=1}^N \langle Q^{1/2}f, q_j \rangle_H q_j(x) \right|^2 \leq \left( \sum_{j=1}^N \mu_j q_j(x)^2 \right) \left( \sum_{j=1}^N |\langle f, q_j \rangle_H|^2 \right) \leq q(x,x) \|f\|_H^2. \tag{16}$$

Therefore, the elements in $Q^{1/2}(H)$ are continuous functions on $\bar{D}$, as opposed to just equivalence classes of functions on $\bar{D}$.

The kernel $q$ is said to satisfy the Dirichlet or Neumann boundary conditions if

$$q(\cdot,x) = q(x,\cdot) = 0,$$
or

\begin{align}
(17) \quad \sum_{i,j=1}^{d} n_{i}(\cdot) a_{i,j}(\cdot) \frac{\partial q(\cdot, y)}{\partial x_j} = \sum_{i,j=1}^{d} n_{i}(\cdot) a_{i,j}(\cdot) \frac{\partial q(y, \cdot)}{\partial y_j} = 0
\end{align}

on \( \partial \mathcal{D} \), respectively, for all \( y \in \mathcal{D} \). Note that, provided that \( q \) is sufficiently smooth, this guarantees that \( Q u \) fulfills the corresponding boundary conditions for arbitrary \( u \in H \).

We will make use of the theory of reproducing kernel Hilbert spaces. Recall (see, e.g., [1]) that a Hilbert space \( H_q(\mathcal{E}) \) is said to be the reproducing kernel Hilbert space of the kernel \( q \) if it is a Hilbert space of functions on a non-empty subset \( \mathcal{E} \subseteq \mathbb{R}^d \) such that the conditions

(i) \( q(x, \cdot) \in H_q(\mathcal{E}) \) for all \( x \in \mathcal{E} \) and

(ii) for all \( f \in H_q(\mathcal{E}), x \in \mathcal{E} \), \( f(x) = \langle f, q(x, \cdot) \rangle_{H_q(\mathcal{E})} \)

are satisfied. The Moore–Aronszajn theorem (see [1, Theorem 3]) can be used to construct \( H_q(\mathcal{E}) \) explicitly. Given a (not necessarily continuous) positive semidefinite function \( q \), we write \( H_{q,0}(\mathcal{E}) \) for the linear span of functions of the type \( f = \sum_{i=1}^{n} \alpha_i q(x_i, \cdot), (x_i)_{i=1}^{n} \subseteq \mathcal{E}, (\alpha_i)_{i=1}^{n} \subseteq \mathbb{R}, n \in \mathbb{N} \). We define a symmetric positive semidefinite bilinear form on \( H_{q,0}(\mathcal{E}) \) by

\[
\langle f, g \rangle_{H_q(\mathcal{E})} = \sum_{i=1}^{n} \sum_{j=1}^{m} \alpha_i \beta_j q(x_i, y_j),
\]

for \( f \) as above, \( g = \sum_{j=1}^{m} \beta_j q(y_j, \cdot) \in H_{q,0}(\mathcal{E}), (y_j)_{j=1}^{m} \subseteq \mathcal{E} \) and \( (\beta_j)_{j=1}^{m} \subseteq \mathbb{R} \). By the Cauchy–Schwarz inequality for such forms, \( |f(x)| = |\langle f, q(\cdot, x) \rangle_{H_q(\mathcal{E})}| \leq \langle f, f \rangle_{H_q(\mathcal{E})}^{1/2} q(x, x)^{1/2} \) for all \( x \in \mathcal{E} \) and \( f \in H_{q,0}(\mathcal{E}) \). This shows that \( \langle \cdot, \cdot \rangle_{H_q(\mathcal{E})} \) is an inner product on \( H_{q,0}(\mathcal{E}) \). The space \( H_q(\mathcal{E}) \) is now given as the set of functions \( f \) on \( \mathcal{E} \) for which there is a Cauchy sequence \( (f_j)_{j=1}^{\infty} \) in \( H_{q,0}(\mathcal{E}) \) converging pointwise to \( f \). It is a Hilbert space with inner product \( \langle f, g \rangle_{H_q(\mathcal{E})} = \lim_{n \to \infty} \langle f_n, g_n \rangle_{H_q(\mathcal{E})} \) and it fulfills the conditions (i) and (ii). In fact, \( H_q(\mathcal{E}) \) is the unique Hilbert space of functions on \( \mathcal{E} \) fulfilling these conditions. From here on, we use the shorthand notation \( H_q = H_q(\mathcal{D}) \).

The property (ii) is referred to as the reproducing kernel property of the space \( H_q \). When \( q \) is sufficiently smooth, then an analogous property holds for the derivatives of \( f \in H_q \). To be precise, if \( q \in C^{k,k}(\mathcal{D} \times \mathcal{D}) \), then \( H_q \hookrightarrow C^{k}(\mathcal{D}) \) continuously and

\[
(18) \quad \partial^\alpha f(x) = \partial^\alpha \langle f, q(x, \cdot) \rangle_{H_q} = \langle f, \partial^\alpha q(x, \cdot) \rangle_{H_q}
\]

for all \( f \in H_q, x \in \mathcal{D} \) and \( |\alpha| \leq k \). Moreover, the symmetric function \( \partial_1^\alpha \partial_2^\beta q \) possesses the reproducing property

\[
(19) \quad \partial_1^\alpha \partial_2^\beta q(y, x) = \langle \partial_1^\alpha q(y, \cdot), \partial_1^\alpha q(x, \cdot) \rangle_{H_q},
\]

for \( x, y \in \mathcal{D} \) and \( |\alpha| \leq k \). These facts are proven in [47] under the stronger condition \( q \in C^{2k}(\mathcal{D} \times \mathcal{D}) \) (defined analogously to \( C^{2k}(\mathcal{D}) \)) but the proof works also in the case of our weaker condition, cf. [40, Corollary 4.36] for the case that \( q \in C^{k,k}(\mathcal{D} \times \mathcal{D}) \).

A key observation that we will make use of is the fact that, under our assumptions on \( q, Q^{1/2}(H) = H_q \). This can be seen by explicitly checking that (i) and (ii) are fulfilled by \( Q^{1/2}(H) \), using the expressions (14) and (15). We refer to [45, Theorem 10.29] and [43] for analogous arguments under somewhat different assumptions on \( q \).
In the next two sections, we will identify conditions on \( q \) which ensure that \( Q \in L_p(\dot{H}^s, \dot{H}^r) \) for appropriate powers \( r, s \in \mathbb{R} \) and \( p \geq 1 \). We first consider the non-homogeneous case, which is to say that \( q(x, y) \) depends explicitly on \( x, y \), not necessarily only on \( x - y \) or \(|x - y|\) (the homogeneous and isotropic cases, respectively).

3. Regularity of integral operators in the non-homogeneous case

In this section we consider Hölder regularity assumptions on \( q \). We start by deriving conditions for which the trace class condition (3) holds. We recall that this is given by

\[
\|\Lambda^2 Q \Lambda^2 \|_{L_1(H)} = \|\Lambda^2 Q \|_{L_2(H)}^2 < \infty
\]

with \( r \geq 0 \). We use reproducing kernel Hilbert spaces in the proof of the following two theorems, corresponding to the two types of boundary conditions considered. Below we write "for all \(|\alpha| = 1\)" as shorthand for "for all multiindices \( \alpha = (\alpha_1, \ldots, \alpha_d) \) such that \(|\alpha| = 1\).

**Theorem 3.1.** Let \( \Lambda \) be the elliptic operator associated with the bilinear form \( \lambda \) with Dirichlet boundary conditions. Then, the operator \( Q \) with kernel \( q \in C(\bar{D} \times \bar{D}) \) satisfies (3)

(i) for all \( r \in [0, \sigma/2) \) if there exists \( \sigma \in (0, 1] \) such that for a.e. \( z \in D \), \( q(z, \cdot) \in C^{0, \sigma}(\bar{D}) \) with \( \text{ess sup}_{z \in D} \|q(z, \cdot)\|_{C^{0, \sigma}(\bar{D})} < \infty \).

If \( q \) in addition satisfies the boundary conditions (16), then \( Q \) satisfies (3)

(ii) for all \( r \in [0, (1 + \sigma)/2) \setminus \{1/2\} \) if \( q \) is once differentiable in the first variable, and there is a constant \( \sigma \in (0, 1] \) such that for all \(|\alpha| = 1 \) and a.e. \( z \in D \), \( \partial_1 q(z, \cdot) \in C^{0, \sigma}(\bar{D}) \) with \( \text{ess sup}_{z \in D} \|\partial_1 q(z, \cdot)\|_{C^{0, \sigma}(\bar{D})} < \infty \),

(iii) for all \( r \in [0, 1/2 \setminus \{1/2\} \) if \( q \in C^{1,1}(\bar{D} \times \bar{D}) \),

(iv) for all \( r \in [0, (2 + \sigma)/2) \setminus \{1/2\} \) if there exists \( \sigma \in (0, 1] \) such that \( \|q\|_{C^{1,1, \sigma}(\bar{D} \times \bar{D})} < \infty \),

(v) for all \( r \in [0, (3 + \sigma)/2) \setminus \{1/2, 3/2\} \) if \( q \in C^{1,1}(\bar{D} \times \bar{D}) \) and, for all \(|\alpha| = 1 \), \( \partial_1^{1 + \alpha} q \) is once differentiable in the first variable and there exists \( \sigma \in (0, 1] \) such that for all \(|\alpha'| = 1 \) and a.e. \( z \in D \), \( \partial_1^{1 + \alpha} q(z, \cdot) \in C^{0, \sigma}(\bar{D}) \) with \( \text{ess sup}_{z \in D} \|\partial_1^{1 + \alpha} q(z, \cdot)\|_{C^{0, \sigma}(\bar{D})} < \infty \),

(vi) for all \( r \in [0, 2 \setminus \{1/2, 3/2\} \) if \( q \in C^{2,2}(\bar{D} \times \bar{D}) \).

**Proof.** Let \( (e_j)_{j=1}^\infty \) be the eigenbasis of \( \Lambda \). We note that \( (Q^{1/2} e_j)_{j=1}^\infty \) is then an orthonormal basis of \( Q^{1/2}(H) = H_q \). For the first statement, by this observation, the definition of the
Hilbert–Schmidt norm, (13), and the reproducing kernel property of \( H_q \), we have

\[
\|\Lambda^2 Q^2\|_{L_2(H)}^2 = \sum_{j=1}^{\infty} \|Q^2 e_j\|_{H^r}^2 \lesssim \sum_{j=1}^{\infty} \|Q^2 e_j\|_{H^r}^2
\]

\[
= \sum_{j=1}^{\infty} \|Q^2 e_j\|_{H^r}^2 + \int_{\mathcal{D} \times \mathcal{D}} \sum_{j=1}^{\infty} \frac{|Q^2 e_j(x) - Q^2 e_j(y)|^2}{|x - y|^{d+2r}} \, dx \, dy
\]

\[
= \text{Tr}(Q) + \int_{\mathcal{D} \times \mathcal{D}} \sum_{j=1}^{\infty} \frac{|q(x, \cdot) - q(y, \cdot)|^2_{H_q}}{|x - y|^{d+2r}} \, dx \, dy
\]

\[
= \text{Tr}(Q) + \int_{\mathcal{D} \times \mathcal{D}} \frac{(q(x, x) - q(x, y)) + (q(y, y) - q(y, x))}{|x - y|^{d+2r}} \, dx \, dy
\]

\[
\leq \text{Tr}(Q) + 2 \text{ess sup}_{z \in \mathcal{D}} \|q(z, \cdot)\|_{C^{0, \sigma}(\mathcal{D})} \int_{\mathcal{D} \times \mathcal{D}} |x - y|^{-d+\sigma-2r} \, dx \, dy < \infty.
\]

The integral is finite since \( \sigma - 2r > 0 \). For case (ii), we note that \( Q^{1/2} e_j(x) = \langle Q^{1/2} e_j, q(x, \cdot) \rangle_{H_q} \) for all \( x \in \partial\mathcal{D} \), so that \( Q^{1/2} e_j \) inherits the boundary conditions of \( q \). The proof is now the same as before, except that we use the mean value theorem to deduce that

\[
\|q(x, \cdot) - q(y, \cdot)\|_{H_q}^2 = (q(x, x) - q(y, x)) - (q(x, y) - q(y, y))
\]

\[
= \int_0^1 (\nabla_1 q((1-s)x + sy, x) - \nabla_1 q((1-s)x + sy, y)) \cdot (x - y) \, ds
\]

\[
\leq |x - y| \sum_{j=1}^{d} \int_0^1 |\partial_1^{x_j} q((1-s)x + sy, x) - \partial_1^{x_j} q((1-s)x + sy, y)| \, ds
\]

\[
\leq d|x - y|^{1+\sigma} \max_{j=1, \ldots, d} \text{ess sup}_{z \in \mathcal{D}} \|\partial_1^{x_j} q(z, \cdot)\|_{C^{0, \sigma}(\mathcal{D})}.
\]

Here \( \nabla_1 q = (\partial_1^{x_1} q, \ldots, \partial_1^{x_d} q) \) is the gradient with respect to the first component of \( q \) and \( \partial_1^{x_j} q(x, y) \) is the derivative of \( q(x, y) = q(x_1, \ldots, x_d, y_1, \ldots, y_d) \) with respect to \( x_j \). This yields

\[
\|\Lambda^2 Q^2\|_{L_2(H)}^2 \lesssim \text{Tr}(Q) + \max_{j=1, \ldots, d} \text{ess sup}_{z \in \mathcal{D}} \|\partial_1^{x_j} q(z, \cdot)\|_{C^{0, \sigma}(\mathcal{D})} \int_{\mathcal{D} \times \mathcal{D}} |x - y|^{-d+1+\sigma-2r} \, dx \, dy < \infty.
\]

For case (iii), we also apply (18) and (19) to see that

\[
\|\Lambda^2 Q^2\|_{L_2(H)}^2 \lesssim \sum_{|\alpha| \leq 1} \sum_{j=1}^{\infty} \|\partial^\alpha Q^2 e_j\|_{H}^2 = \sum_{|\alpha| \leq 1} \sum_{j=1}^{\infty} \int_{\mathcal{D}} |\partial^\alpha Q^2 e_j(x)|^2 \, dx
\]

\[
= \sum_{|\alpha| \leq 1} \sum_{j=1}^{\infty} \int_{\mathcal{D}} \left| \langle Q^2 e_j, \partial_1^\alpha q(x, \cdot) \rangle_{H_q} \right|^2 \, dx
\]

\[
= \sum_{|\alpha| \leq 1} \int_{\mathcal{D}} \|\partial_1^\alpha q(x, \cdot)\|_{H_q}^2 \, dx = \sum_{|\alpha| \leq 1} \int_{\mathcal{D}} \partial_1^\alpha \partial_2^\alpha q(x, x) \, dx,
\]
which is bounded by a constant times \( \|q\|_{C^{1,1}(\mathcal{D} \times \mathcal{D})} \). For case (iv), we obtain, for \( r > 1 \),

\[
\sum_{|\alpha| = 1} \int_{\mathcal{D} \times \mathcal{D}} \frac{\sum_{j=1}^{\infty} |\partial^\alpha \tilde{Q}_j \frac{\partial x_j}(x) - \partial^\alpha \tilde{Q}_j \frac{\partial x_j}(y)|^2}{|x - y|^{d + 2(r - 1)}} \, dx \, dy
\]

\[
= \sum_{|\alpha| = 1} \int_{\mathcal{D} \times \mathcal{D}} \frac{\sum_{j=1}^{\infty} \left| \frac{\partial^\alpha \tilde{Q}_j \frac{\partial x_j}(x, \cdot) - \partial^\alpha \tilde{Q}_j \frac{\partial x_j}(y, \cdot)}{|x - y|^{d + 2(r - 1)}} \right|^2}{|x - y|^{d + 2(r - 1)}} \, dx \, dy
\]

\[
= \sum_{|\alpha| = 1} \int_{\mathcal{D} \times \mathcal{D}} \frac{(\partial^\alpha \tilde{Q}_j \frac{\partial x_j}(x) - \partial^\alpha \tilde{Q}_j \frac{\partial x_j}(y))}{|x - y|^{d + 2(r - 1)}} \, dx \, dy
\]

so that

\[
\|\Lambda^\frac{1}{2} \tilde{Q}_j \|_{L_2(H)}^2 \lesssim \sum_{|\alpha| \leq 1} \sum_{j=1}^{\infty} \|\partial^\alpha \tilde{Q}_j \frac{\partial x_j}\|_H^2 + \sum_{|\alpha| = 1} \int_{\mathcal{D} \times \mathcal{D}} \frac{\sum_{j=1}^{\infty} |\partial^\alpha \tilde{Q}_j \frac{\partial x_j}(x) - \partial^\alpha \tilde{Q}_j \frac{\partial x_j}(y)|^2}{|x - y|^{d + 2(r - 1)}} \, dx \, dy
\]

\[
\lesssim \|q\|_{C^{1,1}(\mathcal{D} \times \mathcal{D})} + \|q\|_{C^{1,1}(\mathcal{D} \times \mathcal{D})} \int_{\mathcal{D} \times \mathcal{D}} |x - y|^{-d + 2 + 2r} \, dx \, dy < \infty.
\]

Finally, case (v) is obtained by a modification of this argument, similar to how case (ii) was obtained, while the proof of case (vi) is analogous to that of case (iii). \( \square \)

**Remark 3.2.** This result is sharp, in the following sense. Consider the setting of \( \mathcal{D} = (0, 1) \) and \( \Lambda = (-\Delta) \), where \( \Delta \) is equipped with zero boundary conditions. In this setting, the kernel of the operator \( Q = \Lambda^{-1} \) is explicitly given by \( q(x, y) = \min(x, y) - xy \); for \( x, y \in \mathcal{D} \), see, e.g., [4]. By Theorem 3.1, (3) is satisfied for \( r < 1/2 \). The eigenpairs associated to \( Q \) are given by \( \alpha_j(x) = \sqrt{2} \sin(\pi j x) \) and \( \mu_j = (\pi j)^{-2} \) for \( j \in \mathbb{N} \). Therefore, the expression in (3) is infinite for \( r \geq 1/2 \).

**Theorem 3.3.** Let \( \Lambda \) be the elliptic operator associated with the bilinear form \( \lambda \) with Neumann boundary conditions. Then, the operator \( Q \) with kernel \( q \in C(\mathcal{D} \times \mathcal{D}) \) satisfies (3)

(i) for all \( r \in [0, \sigma/2) \) if there exists \( \sigma \in (0, 1] \) such that for a.e. \( z \in \mathcal{D} \), \( q(z, \cdot) \in C^{0,\sigma}(\mathcal{D}) \) with \( \sup_{z \in \mathcal{D}} \|q(z, \cdot)\|_{C^{0,\sigma}(\mathcal{D})} < \infty \),

(ii) for all \( r \in [0, (1 + \sigma)/2) \) if \( q \) is once differentiable in the first variable, and there is a constant \( \sigma \in (0, 1] \) such that for all \( |\alpha| = 1 \) and a.e. \( z \in \mathcal{D} \), \( \partial^\alpha q(z, \cdot) \in C^{0,\sigma}(\mathcal{D}) \) with \( \sup_{z \in \mathcal{D}} \|\partial^\alpha q(z, \cdot)\|_{C^{0,\sigma}(\mathcal{D})} < \infty \),

(iii) for all \( r \in [0, 1/2 \} \) if \( q \in C^{1,1}(\mathcal{D} \times \mathcal{D}) \),

(iv) for all \( r \in [0, (2 + \sigma)/2) \) if \( q \) is one differentiable in the first variable and there exists \( \sigma \in (0, 1] \) such that for all \( |\alpha| = 1 \) and a.e. \( z \in \mathcal{D} \), \( \partial^\alpha q(z, \cdot) \in C^{0,\sigma}(\mathcal{D}) \) with \( \sup_{z \in \mathcal{D}} \|\partial^\alpha q(z, \cdot)\|_{C^{0,\sigma}(\mathcal{D})} < \infty \),

If \( q \) additionally satisfies the boundary conditions (17), then \( Q \) satisfies (3)

(v) for all \( r \in [0, (3 + \sigma)/2 \} \) if \( q \in C^{1,1}(\mathcal{D} \times \mathcal{D}) \) and, for all \( |\alpha| = 1 \), \( \partial^\alpha q \) is once differentiable in the first variable and there exists \( \sigma \in (0, 1] \) such that for all \( |\alpha'| = 1 \) and a.e. \( z \in \mathcal{D} \), \( \partial^{\alpha + \alpha'} q(z, \cdot) \in C^{0,\sigma}(\mathcal{D}) \) with \( \sup_{z \in \mathcal{D}} \|\partial^{\alpha + \alpha'} q(z, \cdot)\|_{C^{0,\sigma}(\mathcal{D})} < \infty \),

(vi) for all \( r \in [0, 2] \) if \( q \in C^{2,2}(\mathcal{D} \times \mathcal{D}) \).
Proof. The proof is the same as in the previous theorem. We simply note that for the last case, since \( q \in C^{1,1}(\bar{D} \times \bar{D}) \), the boundary condition (17) is well-defined. Moreover, since

\[
\partial^\alpha \tilde{Q}^j e_j(x) = \langle \tilde{Q}^j e_j, \partial^\alpha q(x, \cdot) \rangle_{H_q}
\]

for all \( x \in \bar{D} \), \( Q^{1/2} e_j \) inherits the boundary conditions of \( q \).

In the next two theorems we derive conditions on the kernel \( q \) that guarantee that the estimate (4) is satisfied for appropriate powers \( r, s \geq 0 \). We recall that it is given by

\[
\| \Lambda^2 Q \Lambda^2 \|_{L_2(H)} = \| \Lambda^2 Q \Lambda^2 \|_{L_2(H)} < \infty.
\]

In this case we do not rely on the reproducing kernel property but can use more elementary techniques.

**Theorem 3.4.** Let \( \Lambda \) be the elliptic operator associated with the bilinear form \( \lambda \) with Dirichlet boundary conditions. Then, the operator \( Q \) with kernel \( q \in C(\bar{D} \times \bar{D}) \) satisfies (4)

(i) for all \( r, s \in [0, 1/2) \) such that \( r \) and \( s \) are symmetric, we have \( \| q(z, \cdot) \|_{C^{0,\sigma}(\bar{D})} \) satisfies (4)

\[
\| q(z, \cdot) \|_{C^{0,\sigma}(\bar{D})} < \infty.
\]

If \( Q \) also satisfies the boundary conditions (16), then \( Q \) satisfies (4)

(ii) for all \( r, s \in [0, 1/2) \) such that \( r \) and \( s \) are symmetric, we have \( \| q(z, \cdot) \|_{C^{0,\sigma}(\bar{D})} \) satisfies (4)

\[
\| q(z, \cdot) \|_{C^{0,\sigma}(\bar{D})} < \infty.
\]

If \( \sigma = 1 \) in (ii) the statement is true with \( r \) and \( s \) \( \leq k + 1 \).

Proof. Since \( q \) is symmetric, we have \( \| q(z, \cdot) \|_{C^{0,\sigma}(\bar{D})} = \| q(z, \cdot) \|_{C^{0,\sigma}(\bar{D})} \) for all \( \sigma \geq 0 \). Moreover, because of (12) and Lemmata 2.1 and 2.2, it suffices to show that if there exist \( k \geq 0 \) and \( \sigma \in (0, 1] \) such that for a.e. \( z \in D \), \( q(z, \cdot) \in C^{k,\sigma}(\bar{D}) \) with \( \| q(z, \cdot) \|_{C^{k,\sigma}(\bar{D})} < \infty \), then \( Q \in L_2(H, H^r) \) for all \( r \leq k + 1 \), and for all \( r \leq k + 1 \) when \( \sigma = 1 \). Under this condition, we have by definition of the weak derivative that

\[
D^\alpha \int_{D} q(z, \cdot) e_j(y) dy = \int_{D} D^\alpha q(z, \cdot) e_j(y) dy = \int_{D} \partial^\alpha q(z, \cdot) e_j(y) dy
\]

for \( |\alpha| \leq k \), where \( (e_j)_{j=1}^\infty \) is an orthonormal basis of \( H \). This is also true when \( q(z, \cdot) \in C^{k-1,1}(\bar{D}) \), \( k \geq 1 \), with \( \| q(z, \cdot) \|_{C^{k-1,1}(\bar{D})} < \infty \), since then \( \partial^\alpha q(z, \cdot) \), \( |\alpha| \leq k - 1 \), has a bounded classical derivative almost everywhere in \( D \). Under either of these conditions, we obtain from the definition of the Hilbert–Schmidt norm that

\[
\| Q \|^2_{L_2(H, H^r)} = \sum_{j=1}^\infty \| Q e_j \|^2_{H^r} = \sum_{j=1}^\infty \sum_{|\alpha| \leq k} \left\| D^\alpha \int_{D} q(z, \cdot) e_j(y) dy \right\|^2_H
\]

\[
= \sum_{|\alpha| \leq k} \int_{D} \sum_{j=1}^\infty \left\| \partial^\alpha q(z, \cdot) e_j(y) dy \right\|^2_H
\]

\[
= \sum_{|\alpha| \leq k} \int_{D} \| \partial^\alpha q(z, \cdot) \|^2_H dy
\]

\[
= \sum_{|\alpha| \leq k} \int_{D} \int_{\bar{D}} \| \partial^\alpha q(z, \cdot) \|^2 dx dy < \infty.
\]
which finishes the proof of the very last statement of the theorem. Next we have, for \( k < r < k + \sigma \),
\[
\| Q \|_{L^2_2(H, H^r)}^2 = \sum_{j=1}^{\infty} \| Q e_j \|_{H^k}^2 + \sum_{|\alpha| = k}^{\infty} \int_{\mathcal{D} \times \mathcal{D}} \frac{\sum_{j=1}^{\infty} |D^\alpha Q e_j(x) - D^\alpha Q e_j(y)|^2}{|x - y|^{d + 2(r - k)}} \, dx \, dy
\]
\[
= \| Q \|_{L^2_2(H, H^k)}^2 + \sum_{|\alpha| = k}^{\infty} \int_{\mathcal{D} \times \mathcal{D}} \frac{\sum_{j=1}^{\infty} |(\partial_1^\alpha q(x, \cdot) - \partial_1^\alpha q(y, \cdot) e_j)\|_H|^2}{|x - y|^{d + 2(r - k)}} \, dx \, dy
\]
\[
= \| Q \|_{L^2_2(H, H^k)}^2 + \sum_{|\alpha| = k}^{\infty} \int_{\mathcal{D} \times \mathcal{D}} \frac{\| \partial_1^\alpha q(x, \cdot) - \partial_1^\alpha q(y, \cdot)\|_H^2}{|x - y|^{d + 2(r - k)}} \, dx \, dy
\]
\[
\leq \| Q \|_{L^2_2(H, H^k)}^2 + \sum_{|\alpha| = k}^{\infty} \int_{\mathcal{D} \times \mathcal{D}} \text{ess sup}_{x \in \mathcal{D}} \| q(z, \cdot)\|_{C^{k,\sigma}(\mathcal{D})}^2 \, dx \, dy < \infty,
\]
which completes the proof.

Remark 3.5. This result is not sharp for the example of Remark 3.2. From the explicit representation of the eigenpairs of \( Q \), it follows that (4) is fulfilled for all \( r, s \in [0, 3/2) \) such that \( r + s < 3/2 \). However, Theorem 3.4 only guarantees (4) to hold for \( r, s \in [0, 1] \) such that \( r + s \leq 1 \). The proof could in this case be amended to recover the sharp result by a more involved analysis of the term
\[
\int_{\mathcal{D} \times \mathcal{D}} \frac{\| \partial_1 q(x, \cdot) - \partial_1 q(y, \cdot)\|_H^2}{|x - y|^{1 + 2(r - k)}} \, dx \, dy,
\]
with \( k = 1 \), since in this case the (discontinuous) function \( \partial_1 q(x, \cdot) \) is explicitly known. However, as we only consider Hölder conditions in this section, we do not pursue this direction further.

The following theorem for Neumann boundary conditions can be proven in the same way.

Theorem 3.6. Let \( \Lambda \) be the elliptic operator associated with the bilinear form \( \lambda \) with Neumann boundary conditions. Then, the operator \( Q \) with kernel \( q \in C(\mathcal{D} \times \mathcal{D}) \) satisfies (4)

(i) for all \( r, s \in [0, 1] \) such that \( r + s < \sigma \) if there exists \( \sigma \in (0, 1] \) such that for a.e. \( z \in \mathcal{D}, q(z, \cdot) \in C^{0,\sigma}(\mathcal{D}) \) with \( \text{ess sup}_{x \in \mathcal{D}} \| q(z, \cdot)\|_{C^{0,\sigma}(\mathcal{D})} < \infty \),

(ii) for all \( r, s \in [0, 3/2) \) such that \( r + s < 1 + \sigma \) if there exists \( \sigma \in (0, 1] \) such that for a.e. \( z \in \mathcal{D}, q(z, \cdot) \in C^{1,\sigma}(\mathcal{D}) \) with \( \text{ess sup}_{x \in \mathcal{D}} \| q(z, \cdot)\|_{C^{1,\sigma}(\mathcal{D})} < \infty \).

If \( q \) also satisfies the boundary conditions (17), then \( Q \) satisfies (4)

(iii) for all \( r, s \in [0, 2] \setminus \{3/2\} \) such that \( r + s < k + \sigma \) if there exist \( k \geq 0 \) and \( \sigma \in (0, 1] \) such that for a.e. \( z \in \mathcal{D}, q(z, \cdot) \in C^{k,\sigma}(\mathcal{D}) \) with \( \text{ess sup}_{x \in \mathcal{D}} \| q(z, \cdot)\|_{C^{k,\sigma}(\mathcal{D})} < \infty \).

Moreover, if \( \sigma = 1 \) above, the statements remain true with \( r + s \leq 1 \), \( r + s \leq 2 \) and \( r + s \leq k + 1 \), respectively.

4. Regularity of integral operators in the homogeneous case

We now move on to the case of a homogeneous (or stationary) kernel, i.e., when \( q \) is taken to be a function defined on the unbounded space \( \mathbb{R}^d \times \mathbb{R}^d \) of the form \( q(x, y) = q(x - y) \) for
$x, y \in \mathbb{R}^d$. We now assume that $q$ is positive definite as opposed to just positive semidefinite, and a member of $C(\mathbb{R}^d) \cap L^1(\mathbb{R}^d)$, i.e., it is continuous, bounded and integrable on $\mathbb{R}^d$. Then, it has a positive Fourier transform $\hat{q} : \mathbb{R}^d \to \mathbb{R}^+$ which is also integrable on $\mathbb{R}^d$, see [45, Chapter 6]. We use this property to derive a regularity result for $Q$ in a general Schatten class, starting with the following lemma.

**Lemma 4.1.** If there are constants $C > 0$, $\sigma > d/2$ such that

$$\hat{q}(\xi) \leq C \left(1 + |\xi|^2\right)^{-\sigma}$$

for all $\xi \in \mathbb{R}^d$, then the operator $Q$ with kernel $q \in C(\bar{D} \times \bar{D})$ satisfies $Q \in \mathcal{L}(H, H^{2\sigma})$.

**Proof.** Let $v \in H = L^2(D)$. The function $D \ni x \to Qv(x)$ can be extended to $\mathbb{R}^d$ by

$$Qv(x) = \int_{D} q(x - y)v(y) \, dy = \int_{\mathbb{R}^d} q(x - y)v(y)\chi_D(y) \, dy = (q*(v\chi_D))(x),$$

where $\chi_D(x) = 1$ for $x \in D$ and 0 elsewhere. Since $q \in L^1(\mathbb{R})$ and $v\chi_D \in L^2(\mathbb{R})$, $q*(v\chi_D) \in L^2(\mathbb{R})$, so that $q*(v\chi_D)$ is well-defined and (10) implies that

$$\|Qv\|_{H^{2\sigma}(\mathbb{R}^d)}^2 \leq \|q*(v\chi_D)\|_{H^{2\sigma}(\mathbb{R}^d)}^2 = \frac{1}{(2\pi)^2} \int_{\mathbb{R}^d} |q*(v\chi_D)(\xi)|^2(1 + |\xi|^2)^{2\sigma} \, d\xi$$

$$= \frac{1}{(2\pi)^2} \int_{\mathbb{R}^d} |v\chi_D(\xi)|^2 \hat{q}(\xi)^2(1 + |\xi|^2)^{2\sigma} \, d\xi$$

$$\lesssim \frac{1}{(2\pi)^2} \int_{\mathbb{R}^d} |v\chi_D(\xi)|^2 \, d\xi = \|v\|_H^2,$$

where we made use of Plancherel’s theorem. \qed

This lemma allows us to deduce a regularity result on $Q$, similar to Theorems 3.4 and 3.6. However, instead of just considering the estimate (4), we deduce conditions on $q$ for which the general Schatten norm condition $\|\Lambda^{r/2}Q\Lambda^{s/2}\|_{\mathcal{L}_p(H)} < \infty$, with $p \in [1, \infty)$, is satisfied. Since $q$ is defined on all of $\mathbb{R}^d$, we cannot expect $q$ to satisfy any boundary condition in the sense of (16) or (17), cf. [2], which, in light of (12) and (13), explains the restrictive range on $r$ and $s$ below.

**Theorem 4.2.** Under the same conditions as in Lemma 4.1, the operator $Q$ with kernel $q \in C(\bar{D} \times \bar{D})$ satisfies

$$\|\Lambda^{r/2}Q\Lambda^{s/2}\|_{\mathcal{L}_p(H)} < \infty$$

(i) for all $r, s \in [0, 1/2)$ such that $r + s < 2\sigma - d/p$ if $\Lambda$ has Dirichlet boundary conditions

(ii) for all $r, s \in [0, 3/2)$ such that $r + s < 2\sigma - d/p$ if $\Lambda$ has Neumann boundary conditions.

**Proof.** Using Lemmata 2.3 and 4.1 along with (7), we obtain

$$\|Q\|_{\mathcal{L}_p(H,H')} < \|I_{H^{2\sigma} \to H'}\|_{\mathcal{L}_p(H^{2\sigma},H')} \|Q\|_{\mathcal{L}(H,H^{2\sigma})} < \infty$$

for $2\sigma - r > d/p$. Lemma 2.2 along with (12) and (13) now complete the proof. \qed
Remark 4.3. Examples of kernels $q$ covered by the results above include the class of Matérn covariance kernels [32, Example 7.17]. The exponential kernel is a special case. It is given by $q(x, y) = \exp(-|x - y|)$ for $x, y \in \mathbb{R}$. Its Fourier transform $\hat{q}$ is, for a constant $C > 0$, given by $\hat{q}(\xi) = C (1 + |\xi|^2)^{-(d + 1)/2}$. Another example of a kernel covered by the results is the Gaussian kernel $q(x, y) = \exp(-|x - y|^2)$ with Fourier transform given by $\hat{q}(\xi) = C \exp(-\xi^2/4)$.

As a special case of this theorem, we obtain conditions on $q$ that ensure the condition (3) to be satisfied. We recall that this condition is given by

$$\|\Lambda^2 Q \hat{\varphi}\|_{L^1(H)} = \|\Lambda^2 \hat{Q}(\hat{x})\|_{L^2(H)} < \infty,$$

with $r \geq 0$.

Corollary 4.4. Under the same conditions as in Lemma 4.1, the operator $Q$ with kernel $q \in C(\mathcal{D} \times \mathcal{D})$ satisfies (3)

(i) for all $r \in [0, \min(\sigma - d/2, 1/2))$ if $\Lambda$ has Dirichlet boundary conditions and 
(ii) for all $r \in [0, \min(\sigma - d/2, 3/2))$ if $\Lambda$ has Neumann boundary conditions.

Recall from Section 1 that (3) being satisfied is equivalent to requiring that the $H$-valued Gaussian random variable $W(t)$ with covariance $tQ$ takes values in the space $H^r$. As such, given the ranges of $r$ and $s$ above, Corollary 4.4 can be seen as a statement on the spatial regularity (as measured in Sobolev norms) of $W(t)$ when this is regarded as a (generalized) random field in $\mathcal{D}$ with stationary covariance kernel $tq$. The deduction of such regularity properties of stationary processes (i.e., when $\mathcal{D} \subset \mathbb{R}$) based on the properties of $\hat{q}$ has a long tradition, see, e.g., [8]. Results that deal with stationary fields on general domains with Lipschitz boundary are harder to find. One exception is [39] which implicitly contains the Sobolev regularity result of the corollary, albeit for $\sigma \in \mathbb{N}$.

Remark 4.5. The result of Corollary 4.4 is sharp. Consider the setting that $d = 1$ with $\mathcal{D} = (0, 1)$, $\Lambda = (-\Delta)$ with Neumann boundary conditions and let $q(x, y) = \exp(-|x - y|)$ for $x, y \in \mathcal{D}$. Then $\sigma = 1$ and by the result above, $\|\Lambda^2 Q \hat{\varphi}\|_{L^2(H)} < \infty$ for all $r \in [0, 1/2)$. By [45, Corollary 10.48], we have $H^1 = H_q(\mathcal{D})$ with equivalent norms. Since the condition (3) is equivalent to $L_{H_q(\mathcal{D})} \to L^r(H_q(\mathcal{D}), H^r)$, we see by (13) and Lemma 2.3 that $\|\Lambda^2 \hat{Q}(\hat{x})\|_{L^2(H)} = \infty$ for $r \geq 1/2$.

5. Applications to SPDE approximations

In this section, we reconnect to the discussion in Section 1 and highlight applications of the estimates obtained in Sections 3 and 4 to the numerical approximation of SPDEs on bounded domains. We list a few examples from the literature where these estimates are used as assumptions and discuss how they are used and how this relates to our results. Even though our focus is on the numerical approximation of SPDEs, the estimates we have obtained have implications also for SPDEs themselves, as seen in Section 1. These are not restricted to stochastic reaction-diffusion equations but include other SPDEs where an elliptic operator is involved, such as stochastic wave equations and stochastic Volterra equations on bounded domains. As an example of the latter, it can be seen that a bound of type (3) implies a certain regularity of the solution [26, Proposition 2.1].
All the examples below are considered on some bounded convex domain $D \subset \mathbb{R}^d$, $d = 1, 2, 3$.

**Example 5.1** (Approximation of the stochastic heat equation). One of the most studied SPDEs from a numerical perspective is the stochastic heat equation with additive noise, given by

$$dX(t) = \Delta X(t) \, dt + dW(t)$$

for $t \in (0, T]$, a sufficiently smooth initial value $X(0) = x \in H$ and $W$ a $Q$-Wiener process in $H = L^2(D)$. This can be seen as a simplified version of equations considered for the modeling of sea surface temperature and other geophysical spatio-temporal processes [17].

In [23], Dirichlet zero boundary conditions are assumed for the negative Laplacian $\Lambda = -\Delta$. Under the condition

$$\|\Lambda^2 Q\|_{L^1(H)} < \infty,$$

it is shown in [23, Theorem 4.2] that a spatially semidiscrete finite element approximation $X_h$ converges weakly to $X$ in the sense that, for a smooth test functional $\phi$ on $H$,

$$|E[\phi(X_h(T)) - \phi(X(T))]| \leq C h^{2+r} |\log(h)|$$

for some constant $C > 0$ independent of $h > 0$. Here $h$ is the maximal mesh size of the finite element mesh. The range for the parameter $r$ is taken to be $[-1, \delta - 1]$, where $\delta$ is the degree of the piecewise polynomials making up the finite element space in which $X_h$ is computed.

Suppose that $Q$ is an integral operator with a homogeneous kernel $q$ satisfying the conditions of Theorem 4.2 for some $\sigma > d/2$. Suppose further that $\delta > 1$. Then, this theorem implies that $X_h$ converges weakly to $X$, essentially with rate $2+\min(2\sigma - d, 1/2)$. If we did not have access to this result, we would incorrectly assume the convergence rate to be 2. Similar remarks hold, with potentially more dramatic differences in rates, in the non-homogeneous setting of Theorem 3.1. The importance of sharp weak convergence rates in the application of the multilevel Monte Carlo methods for SPDE simulation has been pointed out in [28].

In the setting above, we required that the piecewise polynomials making up the finite element space were of degree $\delta > 1$ to see a difference in the rate for the weak error. For the strong error, on the other hand, we see an improvement in rates also when $\delta = 1$. Specifically, for the same $q$ as above, Corollary 4.4 yields that (3) is fulfilled for all $r < \sigma - d/2$. As noted in [23], we have for all such $r$ the existence of a constant $C > 0$ such that

$$\|X(T) - X_h(T)\|_{L^2(\Omega, H)} = E \left[ \|X(T) - X_h(T)\|^2_{H} \right]^{1/2} \leq C h^{\min(r+1, 2)}.$$

If we did not have access to Corollary 4.4 and only knew that $\text{Tr}(Q) < \infty$, we might incorrectly conclude that the convergence rate was 1.

Here we only mentioned the results for Dirichlet boundary conditions since these are the most frequently encountered for approximations of the stochastic heat equation. Similar remarks hold for Neumann boundary conditions, we refer to [14] for details on when the error estimates used in the analysis of [23] hold for non-Dirichlet boundary conditions.

**Example 5.2** (Approximation of the stochastic Allen–Cahn equation). The stochastic Allen–Cahn equation is a non-linear version of the stochastic heat equation, given by

$$dX(t) = (\Delta X(t) + F(X(t))) \, dt + dW(t),$$

in the same setting as in Example 5.1. The operator $F$ on $H$ is non-linear and given by $F(u)(x) = u(x) - u(x)^3$ for $x \in D$. In [38], a fully discrete approximation $X_{h,t}$ of $X$ is
considered, based on a piecewise linear finite element discretization in space combined with a fully implicit backward Euler approximation in time.

Estimate (3) with \( r > 0 \) is needed to even establish existence of a solution to (20) in [38] when the spatial dimension \( d = 3 \). Moreover, also for dimensions \( d = 1, 2 \), the estimate is necessary to find optimal convergence rates of \( X_{h, \Delta t} \). Specifically, under (3), [38, Theorem 4.1] yields the existence of a constant \( C > 0 \) such that for all mesh sizes \( h > 0 \), time steps \( 0 < \Delta t < 1/3 \) and time points \( t_n = n \Delta t \) with \( n \in \mathbb{N} \),

\[
\|X(t_n) - X_{h, \Delta t}(t_n)\|_{L^2(\Omega, H)} = \mathbb{E}\left[\|X(t_n) - X_{h, \Delta t}(t_n)\|^2\right]^{1/2} \leq C \left( h^{r+1} + \Delta t^{\sigma - d/2 + 1}\right).
\]

Here \( r \) is taken in the range \([-2/3, 1]\). Combining our results with this, we see, for example, that if \( Q \) is an integral operator with a kernel \( q \in C^{1,1}(\bar{\mathcal{D}} \times \mathcal{D}) \) that satisfy the Dirichlet boundary conditions, Theorem 3.1 yields a convergence rate of order 2 in space and 1 in time. If \( q \) is a homogeneous kernel satisfying the conditions of Corollary 4.4 for some \( \sigma > d/2 \), we essentially obtain convergence rates \( \min(1+\sigma-d/2, 3/2) \) in space and \( \min(1+\sigma-d/2, 3/2) \) in time. Without these results, we would incorrectly assume a rate of 1 in space and 1/2 in time. Condition (3) with \( r > 0 \) is commonly considered for the stochastic Allen–Cahn equation, for example in [9, 25].

Example 5.3 (Approximation of the stochastic wave equation). The stochastic wave equation is another SPDE commonly encountered in the literature. It is considered as a simplified model for the movement of DNA strings suspended in liquid [11]. The authors of [6] analyze numerical schemes for it in the same setting as above with \( H = L^2(\mathcal{D}) \). It is there given

\[
\begin{align*}
d\tilde{X}(t) &= \Delta X(t) \mathrm{d}t + \mathrm{d}W(t) \\
\end{align*}
\]

for \( t \in (0, T] \). Here \( \tilde{X} \) is the time derivative of \( X \), the equation is posed with two smooth initial values \( X(0), \dot{X}(0) \) and \( \Delta \) is equipped with Dirichlet zero boundary conditions.

In [6], discretizations \( X_{h, \Delta t}, \tilde{X}_{h, \Delta t} \) of \( X \) and \( \tilde{X} \) are obtained by a piecewise linear finite element method in space and an exponential integrator method in time. Assuming that the estimate (3) holds with \( r \geq 0 \), [6, Theorem 4.3] yields a constant \( C > 0 \) such that for all mesh sizes \( h > 0 \), time steps \( \Delta t > 0 \) and time points \( t_n = n \Delta t \) with \( n \in \mathbb{N} \),

\[
\|X(t_n) - X_{h, \Delta t}(t_n)\|_{L^2(\Omega, H)} \leq C \left( h^{2(r+1)} + \Delta t^{\min(r+1, 0)}\right).
\]

The range for \( r \) is taken to be \([-1, 2]\). Hence, if \( Q \) is an integral operator, Theorem 3.1 and Corollary 4.4 can improve the spatial convergence rate from 2/3 (if we only knew that (3) held true with \( r = 0 \)) up to 2, under the right conditions on \( q \). Furthermore, the corresponding error result in [6, Theorem 4.3] for the time derivative \( \tilde{X}_{h, \Delta t} \) approximation requires (3) to hold with \( r > 0 \) to yield any convergence rate at all.

Similar remarks hold for the results of [44], where a temporally semidiscrete exponential integrator approximation is used, and for [37], where a fully discrete scheme, based also on the spectral Galerkin method, is applied to a damped stochastic wave equations.

Example 5.4 (Approximation of SPDE covariance operators). Recently, the authors of this paper derived error bounds for approximations of the covariance operator of solutions to SPDEs [22], using a semigroup approach. For example, in [22, Section 3.2], fully discrete approximations \( K_{h, \Delta t}(t_n) \) of covariance operators \( K(t_n) = \text{Cov}(X(t_n)) \) of the solution \( X \) to
(a variant of) the stochastic wave equation \((21)\) are considered. It is shown that for \(p \in \{1, 2\}\), there is a constant \(C > 0\) such that for all \(h, \Delta t \in (0, 1]\)

\[
\|K(t_n) - K_{h, \Delta t}(t_n)\|_{\mathcal{L}_p(H)} \leq C \left( h^{\min(2, 2)} + \Delta t^{\min(2, 1)} \right).
\]

This applies when the discretizations used are a piecewise linear finite element method with mesh size \(h\) in space along with a rational approximation of the underlying semigroup with time step \(\Delta t\) in time.

The convergence in \((22)\) is obtained under the assumption that

\[
\|Q\|_{\mathcal{L}_p(H^1, H^{r-1})} = \|\Lambda^\frac{r-1}{2} Q \Lambda^{-\frac{1}{2}}\|_{\mathcal{L}_p(H)} < \infty.
\]

Suppose, as in the numerical simulation in \([22, \text{Section 3.2}]\), that \(Q\) is an integral operator with a homogeneous kernel \(q\) satisfying the conditions of Theorem 4.2 for some \(\sigma > d/2\). In the \(\mathcal{L}_1(H)\) case, we obtain, using \((6)\) and \((7)\),

\[
\|\Lambda^\frac{r-1}{2} Q \Lambda^{-\frac{1}{2}}\|_{\mathcal{L}_1(H)} \leq \|\Lambda^\frac{r-1}{2} Q\|_{\mathcal{L}_1^0(H)} \|\Lambda^{-\frac{1}{2}}\|_{\mathcal{L}_1^0(H)}
\]

\[
\leq \|\Lambda^\frac{r-1}{2} Q\|_{\mathcal{L}_1^0(H)} \|I_{H^1 \hookrightarrow H}\|_{\mathcal{L}_1^0(H)} \|I_{H^1 \hookrightarrow H}\|_{\mathcal{L}_1^0(H)} \|I_{H^1 \hookrightarrow H}\|_{\mathcal{L}_1^0(H)},
\]

where \(1/p_1 + 1/p_2 = 1\). In light of Lemma 2.3, we should take \(p_2 > d\). By Theorem 4.2, the bound is then finite for \(r - 1 < \min(2\sigma - d(1 - 1/p_2), 1/2)\) under Dirichlet boundary conditions and for \(r - 1 < \min(2\sigma - d(1 - 1/p_2), 3/2)\) under Neumann boundary conditions.

By letting \(p_2\) tend to \(d\) from above and noting that \(\sigma > d/2\), we see that under the condition \(\tilde{q}(\xi) \leq C(1 + |\xi|^2)^{-\sigma}\), \(\|\Lambda^{(r-1)/2} Q \Lambda^{-1/2}\|_{\mathcal{L}_1(H)} < \infty\) for all \(r < 3/2\) when Dirichlet boundary conditions are used and for all \(r < \min(5/2, 2\sigma - d + 2)\) when Neumann boundary conditions are used. By an analogous argument, we obtain, under the same condition on \(\tilde{q}\), that \(\|\Lambda^{(r-1)/2} Q \Lambda^{-1/2}\|_{\mathcal{L}_2(H)} < \infty\) for all \(r < 3/2\) in the Dirichlet case. In the Neumann case, this quantity is finite for all \(r < \min(5/2, 2\sigma + 1)\) when \(d = 1\) and for all \(r < 5/2\) when \(d \in \{2, 3\}\).

As in the examples above, the use of our estimates yields higher convergence rates compared to only knowing that \(Q \in \mathcal{L}_1(H)\). In this case, it is important to note that if we had only used estimates on \(Q^{1/2}\) as in Corollary 4.4, we would have obtained suboptimal rates. For example, consider the case that \(d = 2\) and that, for a kernel \(q \in C(\mathcal{D} \times \mathcal{D})\), there exists \(\sigma \in (0, 1]\) such that for a.e. \(z \in \mathcal{D}\), \(q(z, \cdot) \in C^{\sigma}(\mathcal{D})\) with \(\varepsilon \sup_{z \in \mathcal{D}} \|q(z, \cdot)\|_{C^{\sigma}(\mathcal{D})} < \infty\). In the same way as before, we have

\[
\|\Lambda^\frac{r-1}{2} Q \Lambda^{-\frac{1}{2}}\|_{\mathcal{L}_1(H)} \leq \|\Lambda^\frac{r-1}{2} Q \Lambda^{\frac{1}{2}}\|_{\mathcal{L}_2(H)} \|I_{H^{1+\epsilon} \hookrightarrow H}\|_{\mathcal{L}_2(H^{1+\epsilon}, H)} \|I_{H^{1+\epsilon} \hookrightarrow H^{1+\epsilon}}\|_{\mathcal{L}_2(H^{1+\epsilon}, H^{1+\epsilon})}
\]

for sufficiently small \(\epsilon > 0\). In the case of Neumann boundary conditions, Theorem 3.6 then yields that the quantity \(\|\Lambda^{(r-1)/2} Q \Lambda^{-1/2}\|_{\mathcal{L}_1(H)}\) is finite for \(r < 1 + \sigma\). If we only used Theorem 3.3, we would instead conclude that

\[
\|\Lambda^\frac{r-1}{2} Q \Lambda^{-\frac{1}{2}}\|_{\mathcal{L}_1(H)} \leq \|\Lambda^\frac{r-1}{2} Q \Lambda^{\frac{1}{2}}\|_{\mathcal{L}_2(H)} \|I_{H^{1-\epsilon} \hookrightarrow H}\|_{\mathcal{L}_2(H^{1-\epsilon}, H)} < \infty
\]

for \(r < 1 + \sigma/2\). Similar remarks hold for the weak convergence analysis of approximations of hyperbolic SPDEs in \([21, 23, 24, 44]\), where the estimate \((23)\) for \(p = 1\) is also assumed.
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