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ABSTRACT. Let \( X = \{X(t)\}_{t \geq 0} \) be an operator semistable Lévy process in \( \mathbb{R}^d \) with exponent \( E \), where \( E \) is an invertible linear operator on \( \mathbb{R}^d \) and \( X \) is semi-selfsimilar with respect to \( E \). By refining arguments given in Meerschaert and Xiao [17] for the special case of an operator stable (selfsimilar) Lévy process, for an arbitrary Borel set \( B \subseteq \mathbb{R}_+ \) we determine the Hausdorff dimension of the partial range \( X(B) \) in terms of the real parts of the eigenvalues of \( E \) and the Hausdorff dimension of \( B \).

1. Introduction

Let \( X = \{X(t)\}_{t \geq 0} \) be a Lévy process in \( \mathbb{R}^d \), i.e. a stochastically continuous process with stationary and independent increments, starting in the origin \( X(0) = 0 \) almost surely. Without loss of generality, we will assume that the process has càdlàg paths (right continuous with left limits). The distribution of the process on the space of càdlàg functions is uniquely determined by the distribution of \( X(1) \) which can be an arbitrary infinitely divisible distribution. We will always assume that the distribution of \( X(1) \) is full, i.e. not supported on any lower dimensional hyperplane. The Lévy process \( X \) is called operator semistable if the distribution \( \mu_1 = P_{X(1)} \) is strictly operator semistable, i.e. \( \mu_1 \) is an infinitely divisible probability measure fulfilling

\[
\mu_1^c = c^E \mu_1 \quad \text{for some } c > 1
\]

and some linear operator \( E \) on \( \mathbb{R}^d \) called the exponent, where \( c^E \mu_1(dx) = \mu_1(c^{-E}dx) \) denotes the image measure under the invertible linear operator \( c^E = \sum_{n=0}^{\infty} \frac{(\log c)^n}{n!} E^n \).

For details on operator semistable distributions we refer to [13] and the monograph [15]. To be more precise, we call the Lévy process \((c^E, c)\)-operator semistable due to
the space-time scaling

\[ \{e^{tE}X(t)\}_{t \geq 0} \overset{\text{id}}{=} \{X(ct)\}_{t \geq 0} \quad \text{for some } c > 1 \]  

which easily follows from (1.1), where \( \overset{\text{id}}{=} \) denotes equality of all finite dimensional marginal distributions. The property (1.2) is called strict operator semi-selfsimilarity and one can equivalently introduce an operator semistable Lévy process as a strictly operator semi-similar Lévy process. It is well known that for a given operator semistable Lévy process \( X \) the exponent \( E \) is not unique, but the real parts of the eigenvalues of every possible exponent are the same, including their multiplicity; see [15].

In case (1.1) or, equivalently, (1.2) is fulfilled for every \( c > 0 \) the Lévy process is called operator stable, respectively strict operator selfsimilar, with exponent \( E \). In the last decades efforts have been made to calculate the Hausdorff dimension of the range \( X([0,1]) \) for an operator stable Lévy process \( X \). For a survey on general dimension results for Lévy processes we refer to [26, 11]. If \( X \) is an \( \alpha \)-stable Lévy process in \( \mathbb{R}^d \) for some \( \alpha \in (0,2] \), i.e. the exponent is a multiple of the identity \( E = \alpha \cdot I \), Blumenthal and Getoor [3] show that the Hausdorff dimension of the range is \( \dim_{\text{H}} X([0,1]) = \min(\alpha, d) \) almost surely. Pruitt and Taylor [21] calculate \( \dim_{\text{H}} X([0,1]) \) for a Lévy process in \( \mathbb{R}^d \) with independent stable marginals of index \( \alpha_1 \geq \cdots \geq \alpha_d \). Here, \( \dim_{\text{H}} X([0,1]) = \alpha_1 \) almost surely if \( \alpha_1 \leq 1 \) or \( \alpha_1 = \alpha_2 \) and in all other cases \( \dim_{\text{H}} X([0,1]) = 1 + \alpha_2(1 - \alpha_1^{-1}) \in (\alpha_2, \alpha_1) \) almost surely. In this case \( E \) is a diagonal operator with \( \alpha_1, \ldots, \alpha_d \) on the diagonal in a certain order. Later, based on results of Pruitt [20], Becker-Kern, Meerschaert and Scheffler [2] obtained that for more general operator stable Lévy processes the formulas of Pruitt and Taylor are still valid without the assumption of independent stable marginals, where \( \alpha_1, \ldots, \alpha_d \) have to be interpreted as the reciprocals of the real parts of the eigenvalues of the exponent \( E \). Their result does not cover the full class of operator stable Lévy processes, since in case \( \alpha_1 > \min(1, \alpha_2) \) it is required that the density of \( X(1) \) is positive at the origin. Finally, Meerschaert and Xiao [17] show that the restriction on the density is superfluous. In addition they calculate the Hausdorff dimension of the partial range \( \dim_{\text{H}} X(B) \) for an arbitrary operator stable Lévy process \( X \) and an arbitrary Borel set \( B \subseteq \mathbb{R}_+ \) in terms of the real parts of the eigenvalues of the exponent \( E \) and the
Hausdorff dimension of $B$, namely

\begin{equation}
\dim_H X(B) = \begin{cases} 
\alpha_1 \dim_H B & \text{if } \alpha_1 \dim_H B \leq 1 \text{ or } \alpha_1 = \alpha_2, \\
1 + \alpha_2 \left( \dim_H B - \frac{1}{\alpha_1} \right) & \text{otherwise.}
\end{cases}
\end{equation}

Since operator semistable Lévy processes require the space-time scaling property to be only fulfilled on a discrete scale, they allow more flexibility in modeling. The most prominent example of a semistable, non-stable distribution is perhaps the limit distribution of cumulative gains in a series of St. Petersburg games. Our aim is to generalize the above dimension results for the larger class of operator semistable Lévy processes, following the outline given by [17]. We will prove that (1.3) remains valid for operator semistable Lévy processes, but our methods go beyond simple adjustments of the arguments given in [17]. To the best of our knowledge, our result is the first dimension result for Lévy processes with a scaling or selfsimilarity property on a discrete scale. Whereas, for deterministic selfsimilar sets (on a discrete scale), numerous examples for a determination of the Hausdorff dimension and other fractal dimensions exist in the literature, e.g. for Cantor sets or Sierpinski gaskets.

The paper is organized as follows. In section 2.1 we recall the definitions of Hausdorff and capacitary dimension and their relationship. We further recall a spectral decomposition result from [15] in section 2.2, which enables us to decompose the operator semistable Lévy process according to the distinct real parts of the eigenvalues of the exponent $E$. Preparatory for the proof of our main results, in section 2.3 certain uniform density bounds for $\{X(t)\}_{t \in [1,c)}$ are given and a certain positivity set for the densities is constructed. These will be needed to obtain sharp lower bounds for the expected sojourn times of operator semistable Lévy processes in a closed ball in section 2.4. Note that the characterization of the positivity set of densities is still an open problem even for operator stable densities. In the special case of an $\alpha$-stable Lévy process with exponent $E = \alpha \cdot I$ the problem is completely solved in a series of papers [25, 18, 19, 1]. A certain extension for $\alpha$-semistable Lévy processes can be found in section 3 of [23]. Finally, in section 3 we state our main results on the Hausdorff dimension of operator semistable sample paths, including the proofs.

Throughout this paper $K$ denotes an unspecified positive and finite constant which may vary in each occurrence. Specified constants will be denoted by $K_1, K_2$, etc.
2. Preliminaries

2.1. Hausdorff and capacitary dimension. For an arbitrary subset \( A \subseteq \mathbb{R}^d \) and \( s \geq 0 \) the \( s \)-dimensional Hausdorff measure is defined by

\[
\mathcal{H}^s(A) = \lim_{\varepsilon \to 0} \inf \left\{ \sum_{i=1}^{\infty} |A_i|^s : A \subseteq \bigcup_{i=1}^{\infty} A_i, \ 0 < |A_i| \leq \varepsilon \right\},
\]

where \(|A| = \sup\{\|x - y\| : x, y \in A\}\) denotes the diameter of \( A \subseteq \mathbb{R}^d \). The sequence of sets \( \{A_i\}_{i \geq 1} \) fulfilling the conditions on the right-hand side of (2.1) is called an \( \varepsilon \)-covering of \( A \). It can be shown that \( \mathcal{H}^s \) is a metric outer measure on \( \mathbb{R}^d \) and there exists a unique value \( \dim_{\mathcal{H}} A = \inf \{ s > 0 : \mathcal{H}^s(A) = \infty \} \) if \( 0 \leq s < \dim_{\mathcal{H}} A \) and \( \mathcal{H}^s(A) = 0 \) if \( \dim_{\mathcal{H}} A < s < \infty \); e.g., see [5, 6]. The critical value

\[
\dim_{\mathcal{H}} A = \inf\{s > 0 : \mathcal{H}^s(A) = 0\} = \sup\{s > 0 : \mathcal{H}^s(A) = \infty\}
\]

is called the Hausdorff dimension of \( A \).

Now let \( A \subseteq \mathbb{R}^d \) be a Borel set and denote by \( \mathcal{M}^1(A) \) the set of probability measures on \( A \). For \( s > 0 \) the \( s \)-energy of \( \mu \in \mathcal{M}^1(A) \) is defined by

\[
I_s(\mu) = \int_A \int_A \mu(dx)\mu(dy) \frac{1}{\|x - y\|^s}.
\]

By Frostman’s lemma, e.g., see [10, 14], there exists a probability measure \( \mu \in \mathcal{M}^1(A) \) with \( I_s(\mu) < \infty \) if \( \dim_{\mathcal{H}} A > s \). In this case \( A \) is said to have positive \( s \)-capacity \( C_s(A) \) given by

\[
C_s(A) = \sup\{I_s(\mu)^{-1} : \mu \in \mathcal{M}^1(A)\}
\]

and the capacitary dimension of \( A \) is defined by

\[
\dim_{C} A = \sup\{s > 0 : C_s(A) > 0\} = \inf\{s > 0 : C_s(A) = 0\}.
\]

A consequence of Frostman’s theorem, e.g., see [10, 14], is that for Borel sets \( A \subseteq \mathbb{R}^d \) the Hausdorff and capacitary dimension coincide. Therefore, one can prove lower bounds for the Hausdorff dimension with a simple capacity argument: if \( I_s(\mu) < \infty \) for some \( \mu \in \mathcal{M}^1(A) \) then \( \dim_{\mathcal{H}} A = \dim_{C} A \geq s \).

2.2. Spectral decomposition. Let \( \{X(t)\}_{t \geq 0} \) be a \((c^E, c)\)-operator semistable Lévy process in \( \mathbb{R}^d \). Factor the minimal polynomial of \( E \) into \( f_1(x) \cdots f_p(x) \) such that every root of \( f_j \) has real part \( a_j \), where \( a_1 < \cdots < a_p \) are the distinct real parts of the eigenvalues of \( E \) and \( a_1 \geq \frac{1}{2} \) by Theorem 7.1.10 in [15]. According to Theorem
2.1.14 in [15] we can decompose $\mathbb{R}^d$ into a direct sum $\mathbb{R}^d = V_1 \oplus \cdots \oplus V_p$, where $V_j = \text{Ker}(f_j(E))$ are $E$-invariant subspaces. Now, in an appropriate basis, $E$ can be represented as a block-diagonal matrix $E = E_1 \oplus \cdots \oplus E_p$, where $E_j : V_j \to V_j$ and every eigenvalue of $E_j$ has real part $\alpha_j$. Especially, every $V_j$ is an $E_j$-invariant subspace of dimension $d_j = \dim V_j$. Now we can write $x = x_1 + \cdots + x_p \in \mathbb{R}^d$ and $t^E x = t^{E_1} x_1 + \cdots + t^{E_p} x_p$ with respect to this direct sum decomposition, where $x_j \in V_j$ and $t > 0$. Moreover, for the operator semistable Lévy process we have $X(t) = X^{(1)}(t) + \cdots + X^{(p)}(t)$ with respect to this direct sum decomposition, where $\{X^{(j)}(t)\}_{t \geq 0}$ is a $(c^{E_j}, c)$-operator semistable Lévy process on $V_j \cong \mathbb{R}^{d_j}$ by Lemma 7.1.17 in [15]. We can further choose an inner product on $\mathbb{R}^d$ such that the subspaces $V_j$, $1 \leq j \leq p$, are mutually orthogonal and throughout this paper for $x \in \mathbb{R}^d$ we may choose $\|x\| = \langle x, x \rangle^{1/2}$ as the associated Euclidean norm on $\mathbb{R}^d$. With this choice, in particular we have for $t = c^j m > 0$

$$
\|X(t)\|^2 \overset{d}{=} \|c^E X(m)\|^2 = \|c^{E_1} X^{(1)}(m)\|^2 + \cdots + \|c^{E_p} X^{(p)}(m)\|^2, 
$$

with $r \in \mathbb{Z}$ and $m \in [1, c)$. The following result on the growth behavior of the exponential operators $t^{E_j}$ near the origin $t = 0$ is a reformulation of Lemma 2.1 in [17] and a direct consequence of Corollary 2.2.5 in [15].

**Lemma 2.1.** For every $j = 1, \ldots, p$ and every $\varepsilon > 0$ there exists a finite constant $K \geq 1$ such that for all $0 < t \leq 1$ we have

$$
K^{-1} t^{a_j + \varepsilon} \leq \|t^{E_j}\| \leq K t^{a_j - \varepsilon} \tag{2.4}
$$

and

$$
K^{-1} t^{-(a_j - \varepsilon)} \leq \|t^{-E_j}\| \leq K t^{-(a_j + \varepsilon)}. \tag{2.5}
$$

Throughout this paper let $\alpha_j = 1/a_j$ denote the reciprocals of the distinct real parts of the eigenvalues of $E$ with $0 < \alpha_p < \cdots < \alpha_1 \leq 2$.

2.3. **Density bounds.** Let $X = \{X(t)\}_{t \geq 0}$ be an operator semistable Lévy process in $\mathbb{R}^d$ with $P_{X(t)} = \mu_t$ for $t > 0$. It is well known that integrability properties of the Fourier transform $\hat{\mu}_t$ imply the existence and certain smoothness properties of a Lebesgue density of $\mu_t$. In fact, $|\hat{\mu}_t|$ has at least exponential decay in radial directions for every $t > 0$, i.e.

$$
|\hat{\mu}_t(x)| = |\hat{\mu}_1(x)|^t \leq \exp \left( -tK \|x\|^{1/m} \right) \quad \text{if} \quad \|x\| > M, \tag{2.6}
$$
where \( m \in \mathbb{N} \), \( M > 0 \), \( K > 0 \) are certain constants not depending on \( t \). For an operator semistable Lévy process without Gaussian component (i.e. \( \alpha_1 < 2 \)) this follows directly from equation (2.4) in [13]. In case \( \alpha_1 = 2 \) the spectral component \( X^{(1)}(t) \) has a centered Gaussian distribution with positive definite covariance matrix \( \Sigma = R^\top R \) according to fullness. Hence

\[
\hat{P}_{X^{(1)}(t)}(x_1) = \exp \left( -\frac{1}{2} t \|Rx_1\|^2 \right) \leq \exp \left( -\frac{1}{2} \|R^{-1}\| t \|x_1\|^2 \right) 
= \exp \left( -t C_1 \|x_1\|^2 \right).
\]

By the Lévy-Khintchine representation, \( X^{(1)}(t) \) is independent of \( X^{(2)}(t) + \cdots + X^{(p)}(t) \) and together with equation (2.4) in [13] we get for \( \|x\| > M \geq 1 \)

\[
|\hat{\mu}_t(x)| \leq \exp \left( -t C_1 \|x_1\|^2 \right) \cdot \exp \left( -t C_2 \|x_2 + \cdots + x_p\|^{1/m} \right) 
= \exp \left( -t C_1 \left( \|x_1\|^2 \right)^{1/(2m)} \right) \cdot \exp \left( -t C_2 \left( \sum_{j=2}^{p} \|x_j\|^2 \right)^{1/(2m)} \right) 
\leq \exp \left( -t K \|x\|^{1/m} \right),
\]

where \( K = \min(C_1, C_2) \). Thus we have also shown (2.6) in case \( X(t) \) has a Gaussian component. According to Proposition 28.1 in [22], for every \( t > 0 \) the random vector \( X(t) \) has a Lebesgue density \( x \mapsto g_t(x) \) of class \( C^\infty(\mathbb{R}^d) \) and \( g_t(x) \to 0 \) as \( \|x\| \to \infty \).

We will additionally need certain uniformity results for the densities.

**Lemma 2.2.** The mapping \( (t, x) \mapsto g_t(x) \) is continuous on \((0, \infty) \times \mathbb{R}^d\) and we have

\[
(2.7) \sup_{t \in [1,c]} \sup_{x \in \mathbb{R}^d} |g_t(x)| < \infty.
\]

**Proof.** For any sequence \( (t_n, x_n) \to (t, x) \) in \((0, \infty) \times \mathbb{R}^d\) by Fourier inversion and dominated convergence we have

\[
g_{t_n}(x_n) = (2\pi)^{-d} \int_{\mathbb{R}^d} e^{-i(x_n,y)} \hat{\mu}_{t_n}(y) \, d\lambda^d(y) \to (2\pi)^{-d} \int_{\mathbb{R}^d} e^{-i(x,y)} \hat{\mu}_t(y) \, d\lambda^d(y) = g_t(x),
\]

where \( \lambda^d \) denotes Lebesgue measure on \( \mathbb{R}^d \). This shows continuity of \( (t, x) \mapsto g_t(x) \). Moreover, \( \|g_t\|_{\infty} = \sup_{x \in \mathbb{R}^d} |g_t(x)| \) is continuous in \( t > 0 \), hence (2.7) follows. \( \square \)

Consequently, we get a refinement of Lemma 3.1 in [2] on the existence of negative moments of an operator semistable Lévy process \( X = \{X(t)\}_{t \geq 0} \) in \( \mathbb{R}^d \).
Lemma 2.3. For any $\delta \in (0, d)$ we have

$$\sup_{t \in [1, c)} \mathbb{E} \left[ \| X(t) \|^{-\delta} \right] < \infty.$$ 

Proof. Let $g_t$ be as before and define $K = \sup_{t \in [1, c)} \sup_{x \in \mathbb{R}^d} |g_t(x)|$, then $K < \infty$ by Lemma 2.2. In view of $\delta < d$ we have for every $t \in [1, c)$

$$\mathbb{E} \left[ \| X(t) \|^{-\delta} \right] = \int_{\mathbb{R}^d} \| x \|^{-\delta} g_t(x) \, dx$$

$$\leq K \int_{\{ \| x \| \leq 1 \}} \| x \|^{-\delta} \, dx + \int_{\{ \| x \| > 1 \}} g_t(x) \, dx$$

$$\leq K \int_{\{ \| x \| \leq 1 \}} \| x \|^{-\delta} \, dx + 1 < \infty.$$ 

Since this upper bound is independent of $t \in [1, c)$, the assertion follows. \qed

By a result of Sharpe [24], for a one-dimensional $(c^{1/\alpha}, c)$-semistable Lévy process we can further deduce from Lemma 2.2 that the positivity set $A_t = \{ x \in \mathbb{R} : g_t(x) > 0 \}$ is either the whole real line $\mathbb{R}$ or a half line $(at, \infty)$ or $(-\infty, at)$ for some $a \in \mathbb{R}$ and for all $t > 0$. We will now use a similar argument as given on page 83 in [1] to show that in case $\alpha > 1$ we have $g_t(0) > 0$. If $A_t = \mathbb{R}$ there is nothing to prove. Suppose that $A_t = (at, \infty)$ for some $a \geq 0$. Let $(Y_n)_{n \in \mathbb{N}}$ be an i.i.d. sequence with $Y_1 \overset{d}{=} X(t)$. Since $\alpha > 1$ we have $\mathbb{E}[\| Y_1 \|] < \infty$ and from the strong law of large numbers it follows that for every sequence of positive integers $k_n \to \infty$ we have

$$k_n^{-1/\alpha} \sum_{j=1}^{k_n} Y_j \geq k_n^{-1/\alpha} \sum_{j=1}^{\lfloor k_n^{1/\alpha} \rfloor} Y_j \to \mathbb{E}[Y_1] = \mathbb{E}[X(t)]$$

almost surely. On the other hand, since $X(t)$ belongs to its own domain of normal attraction, for $k_n = [c^n]$ the left-hand side of (2.8) converges in distribution to $X(t)$. It follows that $X(t) \geq \mathbb{E}[X(t)]$ almost surely, thus $X(t) = \mathbb{E}[X(t)]$ almost surely in contradiction to the fullness of $X(t)$. Hence we must have $a < 0$ which implies $g_t(0) > 0$. Similarly, the assumption $A_t = (-\infty, at)$ for some $a \leq 0$ leads to $X(t) \leq \mathbb{E}[X(t)]$ almost surely and again contradicts the fullness of $X(t)$, hence $a > 0$ which again implies $g_t(0) > 0$. Altogether we have shown that a bounded continuous density of a $(c^{1/\alpha}, c)$-semistable Lévy process with $\alpha > 1$ is of type A; cf. Taylor [25]. In the sequel we will need a more general positivity result for a bounded continuous density of certain operator semistable Lévy processes.
Lemma 2.4. Let \( \{X(t)\}_{t \geq 0} \) be an operator semistable Lévy process with \( \alpha_1 > 1 \), \( d_1 = 1 \) and with density \( g_t \) as above. Then there exist constants \( K > 0 \), \( r > 0 \) and uniformly bounded Borel sets \( J_t \subseteq \mathbb{R}^{d-1} \cong V_2 \oplus \cdots \oplus V_p \) for \( t \in [1, c) \) such that
\[
g_t(x_1, \ldots, x_p) \geq K > 0 \quad \text{for all } (x_1, \ldots, x_p) \in [-r, r] \times J_t.
\]
Further, we can choose \( \{J_t\}_{t \in [1, c)} \) such that \( \lambda^{d-1}(J_t) \geq R > 0 \) for every \( t \in [1, c) \). Note that the constants \( K, r \) and \( R \) do not depend on \( t \in [1, c) \).

Proof. As argued above, \((t, x) \mapsto g_t(x_1) = \int_{\mathbb{R}^{d-1}} g_t(x_1, \ldots, x_p) \, d\lambda^{d-1}(x_2, \ldots, x_p)\) is continuous and positive in \( x_1 = 0 \) for every \( t > 0 \), hence \( \min_{t \in [1, c]} g_t(x_1) > 0 \) for \( x_1 = 0 \). Choose \( \delta > 0 \) and \( R > 0 \) such that \( g_t(x_1) \geq \delta \) for every \( x_1 \in [-r, r] \) and \( t \in [1, c] \). We will now show that we can choose \( K \in (0, \delta) \) and \( R > 0 \) such that for every \( t \in [1, c) \) the Borel set
\[
J_t = \{ (x_2, \ldots, x_p) \in \mathbb{R}^{d-1} : g_t(x_1, \ldots, x_p) \geq K \text{ for every } x_1 \in [-r, r] \}
\]
fulfills \( \lambda^{d-1}(J_t) \geq R \). Assume this choice is not possible. Then for every \( K \in (0, \delta) \) and \( R > 0 \) there exists \( t = t(K, R) \in [1, c) \) such that \( \lambda^{d-1}(J_t) < R \). Letting \( K \downarrow 0 \) and \( R \downarrow 0 \), there exists a subsequence such that \( t(K, R) \to t_0 \in [1, c) \) along this subsequence and we have \( g_{t_0}(x_1, \ldots, x_p) = 0 \) for some \( x_1 \in [-r, r] \) and Lebesgue almost every \( (x_2, \ldots, x_p) \in \mathbb{R}^{d-1} \). It follows that \( g_{t_0}(x_1) = 0 \) in contradiction to \( g_{t_0}(x_1) \geq \delta \). It remains to prove that \( \{J_t\}_{t \in [1, c)} \) is uniformly bounded. First note that by Fourier inversion for \( t_n \to t > 0 \) we have
\[
|g_{t_n}(x) - g_t(x)| = (2\pi)^{-d} \left| \int_{\mathbb{R}^d} e^{-i(x,y)} \left( \hat{\mu}(y)^{t_n} - \hat{\mu}(y)^t \right) \, d\lambda^d(y) \right|
\]
\[
\leq (2\pi)^{-d} \int_{\mathbb{R}^d} \left| 1 - \hat{\mu}(y)^{t_n-t} \right| \, d\lambda^d(y) \to 0
\]
uniformly in \( x \in \mathbb{R}^d \), since the upper bound does not depend on \( x \). Now assume that \( \{J_t\}_{t \in [1, c)} \) is not uniformly bounded. Then for every \( n \in \mathbb{N} \) there exists \( t_n \in [1, c) \) such that for some \( (x_2^{(n)}, \ldots, x_p^{(n)}) \in \mathbb{R}^{d-1} \) with \( \| (x_2^{(n)}, \ldots, x_p^{(n)}) \| \geq n \) we have
\[
g_{t_n}(x_1, x_2^{(n)}, \ldots, x_p^{(n)}) \geq K \quad \text{for every } x_1 \in [-r, r].
\]
Now choose a subsequence \( t_n \to t_0 \in [1, c) \) and choose \( n \in \mathbb{N} \) large enough so that \( |g_{t_n}(x) - g_{t_0}(x)| \leq K/2 \) for every \( x \in \mathbb{R}^d \). Then we get along this subsequence
\[
g_{t_0}(0, x_2^{(n)}, \ldots, x_p^{(n)}) \geq K/2
\]
which contradicts $g_{t_0}(x) \to 0$ for $\|x\| \to \infty$ and concludes the proof. □

2.4. Bounds for the sojourn time. Let $K_1 > 0$ be a fixed constant. A family $\Lambda(a)$ of cubes of side $a$ in $\mathbb{R}^d$ is called $K_1$-nested if no ball of radius $a$ in $\mathbb{R}^d$ can intersect more than $K_1$ cubes of $\Lambda(a)$. In the sequel we will choose $\Lambda(a)$ to be the family of all cubes in $\mathbb{R}^d$ of the form $[k_1 a, (k_1 + 1)a] \times \cdots \times [k_d a, (k_d + 1)a]$ with $(k_1, \ldots, k_d) \in \mathbb{Z}^d$. Obviously, this family $\Lambda(a)$ is $3^d$-nested. Let

$$T(a, s) = \int_0^s 1_{B(0,a)}(X(t)) \, dt$$

be the sojourn time of the Lévy process $X = \{X(t)\}_{t \geq 0}$ up to time $s > 0$ in the closed ball $B(0,a)$ with radius $a$ centered at the origin. The following remarkable covering lemma is due to Pruitt und Taylor [21, Lemma 6.1].

**Lemma 2.5.** Let $X = \{X(t)\}_{t \geq 0}$ be a Lévy process in $\mathbb{R}^d$ and let $\Lambda(a)$ be a fixed $K_1$-nested family of cubes in $\mathbb{R}^d$ of side $a$ with $0 < a \leq 1$. For any $u \geq 0$ let $M_u(a, s)$ be the number of cubes in $\Lambda(a)$ hit by $X(t)$ at some time $t \in [u, u + s]$. Then

$$\mathbb{E}[M_u(a, s)] \leq 2 K_1 s \cdot (\mathbb{E}[T(u, s)])^{-1}.$$

We now determine sharp upper and lower bounds for the expected sojourn times $\mathbb{E}[T(a, s)]$ of an operator semistable Lévy process. Our proof follows the outline given in [17, Lemma 3.4] for the special case of operator stable Lévy processes, but in our more general situation the estimations are more delicate. Although we only need the lower bounds in this paper, for completeness we also include the upper bounds which might be useful elsewhere, e.g. for studying exact Hausdorff measure functions. Recall the spectral decomposition of Section 2.2 for the constants $\alpha_1, \alpha_2$ and $d_1$ appearing in the following result.

**Theorem 2.6.** Let $X = \{X(t)\}_{t \geq 0}$ be an operator semistable Lévy process in $\mathbb{R}^d$ with $d \geq 2$. For any $0 < \alpha' < \alpha_2 < \alpha'' < \alpha'_1 < \alpha_1 < \alpha''_1$ there exist positive and finite constants $K_2, \ldots, K_5$ such that

(i) if $\alpha_1 \leq d_1$, then for all $0 < a \leq 1$ and $a^{\alpha_1} \leq s \leq 1$ we have

$$K_2 a^{\alpha''_1} \leq \mathbb{E}[T(a, s)] \leq K_3 a^{\alpha'_1}.$$
(ii) if $\alpha_1 > d_1 = 1$, for all $0 < a \leq a_0$ with $a_0 > 0$ sufficiently small, and all $a^{\alpha_2} \leq s \leq 1$ we have

$$K_4 a^{\rho''} \leq \mathbb{E}[T(a, s)] \leq K_5 a^{\rho'},$$

where $\rho' = 1 + \alpha'_2(1 - \frac{d_1}{\alpha_1})$ and $\rho'' = 1 + \alpha''_2(1 - \frac{d_1}{\alpha_1})$.

Proof. (i) Assume $\alpha_1 \leq d_1$ and let $\alpha'_1 < \alpha_1$ be fixed. Especially, we have $d_1/\alpha'_1 - 1 > 0$. For $0 < t \leq 1$ write $t = mc^{-i}$ with $m \in [1, c)$ and $i \in \mathbb{N}_0$, then by Lemma 2.1 we have

$$\|X^{(1)}(t)\| = \|c^{-iE_1}X^{(1)}(m)\| \geq \|X^{(1)}(m)\|/\|c^{iE_1}\| \geq K_1 c^{-i/\alpha'_1}\|X^{(1)}(c^j t)\|. \tag{2.9}$$

For $0 < a \leq 1$ choose $i_0, i_1 \in \mathbb{N}_0$ such that $c^{-(i_0+1)} < a \leq c^{-i_0}$ and $c^{-(i_1+1)} < c^{-i_0}\alpha'_1 \leq c^{-i_1}$. Since $X^{(1)}$ is a $(c E_1, c)$-operator semistable Lévy process in $\mathbb{R}^{d_1} \cong V_1$, the spectral component $X^{(1)}(m)$ has a bounded and continuous density $g_m(x_1)$ for any $m \in [1, c)$ and by Lemma 2.2 there exists

$$K_6 = \sup_{m \in [1, c)} \sup_{x_1 \in \mathbb{R}^{d_1}} |g_m(x_1)| < \infty. \tag{2.10}$$

Alltogether we observe using (2.9)

$$\mathbb{E}[T(a, s)] \leq \int_0^1 P(\|X^{(1)}(t)\| < a) \, dt \leq \sum_{i=1}^{\infty} \int_{c^{-i+1}}^{c^{-i}} P(\|X^{(1)}(t)\| \leq c^{-i_0}) \, dt$$

$$\leq \sum_{i=1}^{\infty} \int_1^c c^{-i} P(\|X^{(1)}(m)\| \leq K c^{j/\alpha'_1 - i_0}) \, dm$$

$$\leq \sum_{i=1}^{i_1+1} c^{-i} \int_1^c \int_{\mathbb{R}^{d_1}} 1_{\{\|x_1\| \leq K c^{j/\alpha'_1 - i_0}\}} g_m(x_1) \, dx_1 \, dm + \sum_{i=i_1+2}^{\infty} \int_1^c c^{-i} \, dm$$

$$\leq \sum_{i=1}^{i_1+1} c^{-i}(c-1)(2K c^{j/\alpha'_1 - i_0})^{d_1} K_6 + \sum_{i=i_1+2}^{\infty} (c-1)c^{-i}$$

$$\leq K c^{-i_0 d_1} (\frac{c^{d_1/\alpha'_1 - 1})^{i_1+2} - 1}{c^{d_1/\alpha'_1 - 1} - 1} + c^{-(i_1+1)}$$

$$\leq K c^{-i_0 d_1} (c^{-i_1})^{1-d_1/\alpha'_1} + c^{-i_0\alpha'_1} \leq K_3 a^{\alpha'_1}.$$
\(c^{-(i_2+1)} < (c^{-i_0} \delta)^{\alpha''} \leq c^{-i_2}\), where \(0 < \delta \leq 1\) will be chosen later. Note that

\[c^{-i_1+1} \geq s \geq a^{\alpha_1} > a^{\alpha''} > (c^{-i_0} \delta)^{\alpha''} > c^{-(i_2+1)}\]

and hence \(i_1 - 1 \leq i_2 + 1\). Similar to (2.9), by Lemma 2.1 we have

\[
||X^{(j)}(t)|| \overset{d}{=} ||c^{-iE_j}X^{(j)}(m)|| \leq ||c^{-iE_j}|| X^{(1)}(m)|| \\
\leq K c^{-i/\alpha''} ||X^{(j)}(c't)|| \leq K c^{-i/\alpha''} ||X^{(j)}(c't)||
\]

for all \(j = 1, \ldots, p\). Altogether we observe, using (2.11)

\[
\mathbb{E}[T(a, s)] \geq \int_0^s \sum_{i=1}^{\infty} \int_{c^{-i}}^{c^{-i+1}} P \left(||X^{(j)}(t)|| \leq \frac{a}{\sqrt{p}}, 1 \leq j \leq p\right) dt
\]

Therefore, we can assume that they have càdlàg paths. Hence \(\sup_{m \in [1,c]} ||X^{(j)}(m)|| = \sup_{m \in [1,c]} ||X^{(j)}(m)||, 1 \leq j \leq p\), are random variables and thus

\[
P \left(\sup_{m \in [1,c]} ||X^{(j)}(m)|| \leq \frac{K^{-1}}{\delta \sqrt{p}}, 1 \leq j \leq p\right) \geq K_7 > 0,
\]

if we choose \(0 < \delta \leq 1\) sufficiently small. Consequently,

\[
\mathbb{E}[T(a, s)] \geq \sum_{i=i_2+1}^{\infty} \int_{c}^{c^{-i}} K_7 dm = K_7 \sum_{i=i_2+1}^{\infty} c^{-i}(c - 1) = K_7 c^{-i_2}
\]

\[
\geq K(c^{-i_0} \delta)^{\alpha''} = K(\delta/c)^{\alpha''} a^{\alpha_1} = K_2 a^{\alpha''}
\]

which proves the lower bound in part (i).

(ii) Now assume \(\alpha_1 > d_1 = 1\) and let \(\alpha'_2 < \alpha_2\) be fixed. Since \((X^{(1)}, X^{(2)})\) is a \((c^{E_1 \oplus E_2}, c)\)-semistable Lévy process in \(\mathbb{R}^{d_1+d_2} \cong V_1 \oplus V_2\), the spectral component

\[a^{\alpha_1} = a^{\alpha''} \]

and hence \(i_1 - 1 \leq i_2 + 1\). Similar to (2.9), by Lemma 2.1 we have

\[
||X^{(j)}(t)|| \overset{d}{=} ||c^{-iE_j}X^{(j)}(m)|| \leq ||c^{-iE_j}|| X^{(1)}(m)|| \\
\leq K c^{-i/\alpha''} ||X^{(j)}(c't)|| \leq K c^{-i/\alpha''} ||X^{(j)}(c't)||
\]

for all \(j = 1, \ldots, p\). Altogether we observe, using (2.11)

\[
\mathbb{E}[T(a, s)] \geq \int_0^s \sum_{i=1}^{\infty} \int_{c^{-i}}^{c^{-i+1}} P \left(||X^{(j)}(t)|| \leq \frac{a}{\sqrt{p}}, 1 \leq j \leq p\right) dt
\]

Therefore, we can assume that they have càdlàg paths. Hence \(\sup_{m \in [1,c]} ||X^{(j)}(m)|| = \sup_{m \in [1,c]} ||X^{(j)}(m)||, 1 \leq j \leq p\), are random variables and thus

\[
P \left(\sup_{m \in [1,c]} ||X^{(j)}(m)|| \leq \frac{K^{-1}}{\delta \sqrt{p}}, 1 \leq j \leq p\right) \geq K_7 > 0,
\]

if we choose \(0 < \delta \leq 1\) sufficiently small. Consequently,

\[
\mathbb{E}[T(a, s)] \geq \sum_{i=i_2+1}^{\infty} \int_{c}^{c^{-i}} K_7 dm = K_7 \sum_{i=i_2+1}^{\infty} c^{-i}(c - 1) = K_7 c^{-i_2}
\]

\[
\geq K(c^{-i_0} \delta)^{\alpha''} = K(\delta/c)^{\alpha''} a^{\alpha_1} = K_2 a^{\alpha''}
\]

which proves the lower bound in part (i).
\( (X^{(1)}(m), X^{(2)}(m)) \) has a bounded and continuous density \( g_m(x_1, x_2) \) for any \( m \in [1, c) \) and by Lemma 2.2 there exists

\[
(2.12) \quad K_8 = \sup_{m \in [1, c)} \sup_{(x_1, x_2) \in \mathbb{R}^{d_1 + d_2}} |g_m(x_1, x_2)| < \infty.
\]

We will further use the constant \( K_6 \) defined by (2.10) in part (i). For \( 0 < a \leq 1 \) choose \( i_0, i_1 \in \mathbb{N}_0 \) such that \( c^{-(i_0 + 1)} < a \leq c^{-i_0} \) and \( c^{-(i_1 + 1)} < c^{-i_0 \alpha'_2} \leq c^{-i_1} \). For \( 0 < t \leq 1 \) again write \( t = mc^{-i} \) with \( m \in [1, c) \) and \( i \in \mathbb{N}_0 \), then by Lemma 2.1 we have

\[
(2.13) \quad \|X^{(2)}(t)\| \dfrac{d}{c^{-iE_2}X^{(2)}(m)} \geq \|X^{(2)}(m)\|/\|c^{-iE_2}\| \geq K^{-1}c^{-i/\alpha'_2}\|X^{(2)}(c^it)\|.
\]

Alltogether we observe using (2.13)

\[
\mathbb{E}[T(a, s)] \leq \int_0^1 P(\|X^{(1)}(t)\| < a, \|X^{(2)}(t)\| < a) \ dt
\]

\[
\leq \sum_{i=1}^{\infty} \int_{c^{-i}}^{c^{-i+1}} P(\|X^{(1)}(c^it)\| < c^{i/\alpha_1 - i_0}, \|X^{(2)}(c^it)\| < K c^{i/\alpha'_2 - i_0}) \ dt
\]

\[
\leq \sum_{i=1}^{i_1+1} c^{-i} \int_1^c P(\|X^{(1)}(m)\| < c^{i/\alpha_1 - i_0}, \|X^{(2)}(m)\| < K c^{i/\alpha'_2 - i_0}) \ dm
\]

\[
+ \sum_{i=i_1+2}^{\infty} c^{-i} \int_1^c P(\|X^{(1)}(m)\| < c^{i/\alpha_1 - i_0}) \ dm
\]

\[
= I + II.
\]

Note that for part I we have \( \alpha'_2 < \alpha_1 < 2 \) and \( d_2 \geq 1 \), hence \( 1 - \frac{1}{\alpha_1} - \frac{d_2}{\alpha'_2} < 0 \) and it follows that

\[
I \leq \sum_{i=1}^{i_1+1} c^{-i}(c - 1)K_82c^{i/\alpha_1 - i_0} \left(2c^{i/\alpha'_2 - i_0}\right)^{d_2}
\]

\[
\leq Kc^{-i_0(d_2+1)} \sum_{i=1}^{i_1+1} c^{-i} \left(1 - \frac{d_2}{\alpha_1}\right)^{d_2} = Kc^{-i_0(d_2+1)} \left[ \left(\frac{c^{-(i_1+2)}}{c^{\alpha_1} + \frac{d_2}{\alpha'_2} - 1}\right) \right]
\]

\[
\leq Kc^{-i_0(d_2+1)} \left(\frac{c^{-i_1}}{c^{-i_1} - \frac{d_2}{\alpha_1}} \left(\frac{c^{-2}}{c^{-2}} - \frac{1}{\alpha'_2} - \frac{d_2}{\alpha'_2} \right) \right) \leq Kc^{-i_0(d_2+1)} \left(\frac{c^{-i_0\alpha'_2}}{c^{-\alpha_1} - \frac{d_2}{\alpha'_2} \right)
\]

\[
= K \left(c^{-i_0}\right)^{1+\alpha'_2(1 - \frac{1}{\alpha_1})} = Kc^{-i_0\rho'} = Kc'^\rho \ a'^\rho = K_{51} a'^\rho
\]
Further note that for part II we have \( \alpha_1 > 1 \), hence \( 1 - \frac{1}{\alpha_1} > 0 \) and

\[
II \leq \sum_{i=i_1+2}^{\infty} c^{-i}(c-1)K_62e^{j/\alpha_1-\alpha_0} = Kc^{-i_0} \sum_{i=i_1+2}^{\infty} (c^{-i})^{1-\frac{1}{\alpha_1}}(c-1)
\]

\[
= Kc^{-i_0}(c^{-(i_1+2)})^{1-\frac{1}{\alpha_1}} \leq Kc^{-i_0}(c^{-i_0\alpha_1''})^{1-\frac{1}{\alpha_1}}
\]

\[
= K(c^{-i_0})^{1+\alpha_1''(1-\frac{1}{\alpha_1})} = Kc^{-i_0\alpha_1''} \leq K_{52}a^{\alpha_1''}
\]

Putting things together, we get the upper bound \( \mathbb{E}[T(a, s)] \leq K_{51}a^{\alpha_1''} + K_{52}a^{\alpha_1''} = K_5a^{\alpha_1''} \) in part (ii) for all \( 0 \leq s \leq 1 \). To prove the lower bound, we choose \( i_0, \alpha_1'' \) as in the proof of the lower bound in part (i), i.e. \( c^{-i_0} < a \leq c^{-i_0+1} \) and \( c^{-i_1} < s \leq c^{-i_1+1} \).

Note that, since \( d_1 = 1 \), for \( j = 1 \) in \( (2.11) \) we can choose \( K = 1 \) and \( \alpha_1'' = \alpha_1 \). Hence, similar to the above, we get

\[
(2.14) \quad \mathbb{E}[T(a, s)] \geq \sum_{i=i_1-1}^{\infty} c^{-i} \int_{1}^{c} P \left( \frac{|X^{(1)}(m)|}{\|X^{(j)}(m)\|} \leq K^{-1}e^{j/\alpha_1''-\alpha_0\alpha_1''} \bigg), 2 \leq j \leq p \right) \ dm.
\]

By Lemma 2.4 choose \( K_{10} > 0 \), \( r > 0 \) and uniformly bounded Borel sets \( J_m \subseteq \mathbb{R}^{d-1} \) with Lebesgue measure \( 0 < K_9 \leq \lambda^{d-1}(J_m) < \infty \) for every \( m \in [1, c] \) such that the bounded continuous density \( g_m(x_1, \ldots, x_p) \) of \( X(m) = X^{(1)}(m) + \cdots + X^{(p)}(m) \) fulfills

\[
g_m(x_1, \ldots, x_p) \geq K_{10} > 0 \quad \text{for all } (x_1, \ldots, x_p) \in [-r, r] \times J_m
\]

and for every \( m \in [1, c] \). Since \( \{J_m\}_{m \in [1, c]} \) is uniformly bounded by Lemma 2.4, we are able to choose \( 0 < \delta \leq c^{-1} < 1 \) such that

\[
\bigcup_{m \in [1, c]} J_m \subseteq \left\{ \left\| x_j \right\| \leq \frac{K^{-1}c^{-\alpha_1\alpha_p}}{\delta \sqrt{p}}, 2 \leq j \leq p \right\}
\]

where \( K \) is the constant from \( (2.14) \). Let \( \eta = c^{2/\alpha_p}/(r \sqrt{p}) \). Since \( \alpha_1 > \alpha_1'' \), there exists a constant \( a_0 \in (0, 1] \) such that \( (\eta a)^{\alpha_1} < (\eta a)^{\alpha_1''} \) for all \( 0 < a \leq a_0 \). Now chose \( i_2, i_3 \in \mathbb{N}_0 \) such that \( c^{-i_2} < (\delta c^{-i_0+1})^{\alpha_1''} \leq c^{-i_2+1} \) and \( c^{-i_3} < (\eta c^{-i_0})^{\alpha_1} \leq c^{-i_3+1} \). Note that

\[
c^{-i_3} < (\eta c^{-i_0})^{\alpha_1} < (\eta a)^{\alpha_1} < (\delta a)^{\alpha_1''} \leq (\delta c^{-i_0+1})^{\alpha_1''} \leq c^{-i_2+1}
\]

and

\[
c^{-i_1} \geq s \geq a^{\alpha_2} > a^{\alpha_2''} > (c^{-i_0})^{\alpha_2''} > (\delta c^{-i_0+1})^{\alpha_2''} > c^{-i_2},
\]
hence $i_3 \geq i_2 - 1$ and $i_1 - 1 \leq i_2$. We further have for all $i = i_2, \ldots, i_3 + 1$ and every $j = 2, \ldots, p$

\[
\frac{c^{i/\alpha_1 - i_0}}{\sqrt{p}} \leq \frac{c^{i(i+1)/\alpha_1 - i_0}}{\sqrt{p}} \leq \frac{c^{2/\alpha_1} (\eta^i_0 - i_0 c^{-i_0})^{-1} c^{-i_0}}{\sqrt{p}} = \frac{c^{2/\alpha_1}}{\eta \sqrt{p}} = r
\]

and

\[
\frac{c^{i'/\alpha_1'' - i_0}}{\sqrt{p}} \geq \frac{c^{i_2/\alpha_1'' - i_0}}{\sqrt{p}} \geq \frac{(\delta c^{-i_0+1} - \alpha_1'' / \alpha_1') c^{-i_0}}{\sqrt{p}}
\]

\[
= \frac{\delta^{-1} c^{-i_0+1} \alpha_1'' / \alpha_1'}{\sqrt{p}} \geq \frac{c^{-\alpha_1'' / \alpha_1'}}{\delta \sqrt{p}} \geq \frac{c^{-\alpha_1'' / \alpha_1'}}{\delta \sqrt{p}}.
\]

Let $I_m = (-\frac{e^{i/\alpha_1 - i_0}}{\sqrt{p}}, \frac{e^{i_3/\alpha_1 - i_0}}{\sqrt{p}}) \times J_m$ then in view of (2.14), we get using (2.15) and (2.16)

\[
\mathbb{E}[T(a, s)] \geq \sum_{i=i_2}^{i_3+1} c^{-i} \int_{1}^{c} P \left( |X^{(i)}(m)| < \frac{e^{i/\alpha_1 - i_0}}{\sqrt{p}} \text{ and } \langle X^{(j)}(m) \rangle \leq K^{-1} \frac{e^{i/\alpha_1 - i_0}}{\sqrt{p}}, 2 \leq j \leq p \right) dm
\]

\[
\geq \sum_{i=i_2}^{i_3+1} c^{-i} \int_{1}^{c} \int_{I_m} g_m(x) dx dm \geq \sum_{i=i_2}^{i_3+1} c^{-i} (c-1) 2 \frac{e^{i/\alpha_1 - i_0}}{\sqrt{p}} K_9 K_{10}
\]

\[
= Kc^{-i_0} \sum_{i=i_2}^{i_3+1} (c^{-i})^{1-\frac{1}{\alpha_1}} = Kc^{-i_0} \left( 1 - \left( c^{-(i_3+2)} \right)^{1-\frac{1}{\alpha_1}} \right)
\]

\[
\geq K_{41} \left( c^{-i_0} \right)^{\rho''} - K_{42} \left( c^{-i_0} \right)^{\alpha_1}.
\]

Since $\rho'' = 1 + \alpha_1'' (1 - \frac{1}{\alpha_1}) < 1 + \alpha_1 (1 - \frac{1}{\alpha_1}) = \alpha_1$ we have $(c^{-i_0})^{\alpha_1 - \rho''} \rightarrow 0$ if $a \rightarrow 0$, i.e. $i_0 \rightarrow \infty$. Hence we can further choose $a_0$ sufficiently small, such that

\[
\mathbb{E}[T(a, s)] \geq \frac{K_{41}}{2} \left( c^{-i_0} \right)^{\rho''} \geq K_{4} a^{\rho''}
\]

for all $0 < a \leq a_0$, which proves the lower bound in part (ii) and concludes the proof. □

Remark 2.7. In fact we have proven a little bit more than stated in Theorem 2.6. Part (i) is also valid in case $d = 1$ for a $(c^{i/\alpha_1}, c)$-semistable Lévy process in $\mathbb{R}$ with $\alpha_1 = \alpha$ and $d_1 = 1$. Our proof also shows that the upper bounds in part (i) and (ii) are valid for all $0 \leq s \leq 1$, but this is also a direct consequence from the definition of a sojourn time.
3. Main Results

Recall the spectral decomposition of Section 2.2 for the constants \( \alpha_1, \alpha_2 \) and \( d_1 \) appearing in the following results.

**Theorem 3.1.** Let \( X = \{X(t)\}_{t \geq 0} \) be an operator semistable Lévy process in \( \mathbb{R}^d \) with \( d \geq 2 \). Then for any Borel set \( B \subseteq \mathbb{R}_+ \) we have almost surely

\[
\dim_H X(B) = \begin{cases} 
\alpha_1 \dim_H B & \text{if } \alpha_1 \dim_H B \leq d_1, \\
1 + \alpha_2 \left( \dim_H B - \frac{1}{\alpha_1} \right) & \text{if } \alpha_1 \dim_H B > d_1.
\end{cases}
\]

As a direct consequence, for \( B = [0, 1] \) with \( \dim_H B = 1 \) the Hausdorff dimension of the range of \( X \) is determined as follows.

**Corollary 3.2.** Let \( X = \{X(t)\}_{t \geq 0} \) be an operator semistable Lévy process in \( \mathbb{R}^d \) with \( d \geq 2 \). Then we have almost surely

\[
\dim_H X([0, 1]) = \begin{cases} 
\alpha_1 & \text{if } \alpha_1 \leq d_1, \\
1 + \alpha_2 \left( 1 - \frac{1}{\alpha_1} \right) & \text{otherwise}.
\end{cases}
\]

The lower cases in the above dimension formulas are only meaningful if \( d \geq 2 \). For a one-dimensional semistable Lévy process the Hausdorff dimension is determined as follows.

**Theorem 3.3.** Let \( X = \{X(t)\}_{t \geq 0} \) be a \((c^{1/\alpha}, c)\)-semistable Lévy process in \( \mathbb{R} \). Then for any Borel set \( B \subseteq \mathbb{R}_+ \) we have almost surely

\[
\dim_H X(B) = \min(\alpha \dim_H B, 1).
\]

In particular, for \( B = [0, 1] \) we obtain for the range \( \dim_H X([0, 1]) = \min(\alpha, 1) \) a.s.

For the proof of Theorem 3.1 we follow standard techniques of determining upper and lower bounds for \( \dim_H X(B) \) as described on page 289 of [26]. Similar arguments can be found in Xiao and Lin [27] for multivariate selfsimilar processes with independent components.

3.1. **Upper bounds.** To obtain upper bounds for \( \dim_H X(B) \) we choose a suitable sequence of coverings of \( X(B) \) and show that its corresponding \( \gamma \)-dimensional Hausdorff measure has finite expectation, which leads to \( \dim_H X(B) \leq \gamma \) almost surely. This method goes back to Pruitt and Taylor [21] and Hendricks [8].
Lemma 3.4. Let $X = \{X(t)\}_{t \geq 0}$ be an operator semistable Lévy process in $\mathbb{R}^d$ with $d \geq 2$. Then for any Borel set $B \subseteq \mathbb{R}_+$ we have almost surely
\[
\dim_H X(B) \leq \begin{cases} 
\alpha_1 \dim_H B & \text{if } \alpha_1 \dim_H B \leq d_1, \\
1 + \alpha_2 \left( \dim_H B - \frac{1}{\alpha_1} \right) & \text{if } \alpha_1 \dim_H B > d_1.
\end{cases}
\]

Proof. (i) Assume $\alpha_1 \dim_H B \leq d_1$ and $\alpha_1 \leq d_1$. For $\gamma > \dim_H B$ choose $\alpha''_1 > \alpha_1$ such that $\gamma' = 1 - \frac{\alpha''_1}{\alpha_1} + \gamma > \dim_H B$. Then, by definition of the Hausdorff dimension, for any $\varepsilon \in (0, 1]$ there exists a sequence $\{I_i\}_{i \in \mathbb{N}}$ of intervals in $\mathbb{R}_+$ of length $|I_i| < \varepsilon$ such that
\[
B \subseteq \bigcup_{i=1}^{\infty} I_i \quad \text{and} \quad \sum_{i=1}^{\infty} |I_i|^\gamma' < 1.
\]
Let $s_i = |I_i|$ and $b_i := |I_i|^{\frac{1}{\alpha_1}}$ then $(b_i/3)^{\alpha_1} < s_i$. By Lemma 2.5 and Theorem 2.6 it follows that $X(I_i)$ can be covered by $M_i$ cubes $C_{ij} \in \Lambda(b_i)$ of side $b_i$ such that for every $i \in \mathbb{N}$ we have
\[
\mathbb{E}[M_i] \leq 2K_1 s_i \left( \mathbb{E} \left( T \left( \frac{b_i}{3}, s_i \right) \right) \right)^{-1} \leq 2K_1 s_i K_2^{-1} \left( \frac{b_i}{3} \right)^{-\alpha''_1} = K_3 s_i b_i^{-\alpha''_1} = K |I_i|^{1-\frac{\alpha''_1}{\alpha_1}}.
\]
Note that $X(B) \subseteq \bigcup_{i=1}^{\infty} \bigcup_{j=1}^{M_i} C_{ij}$, where $b_i \sqrt{d}$ is the diameter of $C_{ij}$. Hence $\{C_{ij}\}$ is a $(\varepsilon^{1/\alpha_1}, \sqrt{d})$-covering of $X(B)$. By monotone convergence we have
\[
\mathbb{E} \left[ \sum_{i=1}^{\infty} M_i b_i^{\alpha_1 \gamma} \right] = \sum_{i=1}^{\infty} \mathbb{E} [M_i b_i^{\alpha_1 \gamma}] \leq \sum_{i=1}^{\infty} K |I_i|^{1-\frac{\alpha''_1}{\alpha_1}} |I_i|^\gamma = K \sum_{i=1}^{\infty} |I_i|^\gamma' \leq K.
\]
Letting $\varepsilon \to 0$, i.e $b_i \to 0$, by Fatou’s lemma we get
\[
\mathbb{E} [\mathcal{H}^{\alpha_1 \gamma}(X(B))] \leq \mathbb{E} \left[ \liminf_{\varepsilon \to 0} \sum_{i=1}^{\infty} \sum_{j=1}^{M_i} \left( b_i \sqrt{d} \right)^{\alpha_1 \gamma} \right]
\leq \liminf_{\varepsilon \to 0} \sqrt{d}^{\alpha_1 \gamma} \mathbb{E} \left[ \sum_{i=1}^{\infty} M_i b_i^{\alpha_1 \gamma} \right] \leq \sqrt{d}^{\alpha_1 \gamma} K < \infty,
\]
which shows that $\dim_H X(B) \leq \alpha_1 \gamma$ almost surely. Since $\gamma > \dim_H B$ is arbitrary, we get $\dim_H X(B) \leq \alpha_1 \dim_H B$ a.s.

(ii) Assume $\alpha_1 \dim_H B \leq d_1$ and $\alpha_1 > d_1$. To be able to argue the same way as in part (i), we have to show that the same lower bound $\mathbb{E}[T(a, s)] \geq K a^{\alpha''} \rho''$ holds for the expected sojourn time also in case $\alpha_1 > d_1$. In fact, by Theorem 2.6 (ii) we have $\mathbb{E}[T(a, s)] \geq K a^{\rho''}$, where $\rho'' = 1 + \alpha_2''(1 - \frac{1}{\alpha_1})$ and $0 < \alpha_2 < \alpha_2'' < \alpha_1 < \alpha_1''$. Hence
\[
\rho'' = 1 + \alpha_2''(1 - \frac{1}{\alpha_1}) \leq 1 + \alpha_1(1 - \frac{1}{\alpha_1}) = \alpha_1 < \alpha_1''
\]
so that for all $0 < a \leq 1$ and $a^{\alpha_1} \leq s \leq 1$ we get the desired lower bound. Now, as in part (i) the same conclusion $\dim_B X(B) \leq \alpha_1 \dim_B B$ holds a.s.

(iii) Assume $\alpha_1 \dim_B B > d_1$. Since $\dim_B B \leq 1$ it follows that $\alpha_1 > d_1 = 1$. For $\gamma > \dim_B B$ choose $\alpha'' > \alpha_2$ such that $\alpha'' = 1 - \frac{\alpha''}{\alpha_2} + \frac{\alpha''}{\alpha_2} \gamma > \dim_B B$. For $\varepsilon \in (0, 1]$ let $\{I_i\}_{i \in \mathbb{N}}$ be the same sequence of intervals as in part (i). Let $s_i := |I_i|$ und $b_i := |I_i|^\frac{1}{\alpha_2}$ then $(b_i/3)^{\alpha_2} < s_i$. Again, by Lemma 2.5 and Theorem 2.6 it follows that $X(I_i)$ can be covered by $M_i$ cubes $C_{ij} \subseteq \Lambda(b_i)$ of side $b_i$ such that for every $i \in \mathbb{N}$ we have

$$E[M_i] \leq 2K_1 s_i \left( E \left(T \left( \frac{b_i}{3}, s_i \right) \right) \right)^{-1} \leq 2K_1 s_i K_4^{-1} \left( \frac{b_i}{3} \right)^{-\rho''} = K s_i b_i^{-\rho''} = K \left| I_i \right|^{1-\frac{\alpha''}{\alpha_2}},$$

where $\rho'' = 1 + \alpha''(1 - \frac{1}{\alpha_1})$. By monotone convergence we have

$$E \left[ \sum_{i=1}^\infty M_i b_i^{1+\alpha'' \left( \gamma - \frac{1}{\alpha_1} \right)} \right] \leq \sum_{i=1}^\infty K \left| I_i \right|^{1-\frac{\alpha''}{\alpha_2}} \left| I_i \right|^{\frac{1}{\alpha_2}} b_i^{\rho'' \left( \gamma - \frac{1}{\alpha_1} \right)} = K \sum_{i=1}^\infty \left| I_i \right|^{\gamma'} \leq K.$$

Since $\gamma > \dim_B B$ and $\alpha'' > \alpha_2$ are arbitrary, with the same arguments as in part (i) we get $\dim_B X(B) \leq 1 + \alpha_2 (\dim_B B - \frac{1}{\alpha_1})$ a.s.  \hfill $\blacksquare$

3.2. Lower bounds. In order to show $\dim_B X(B) \geq \gamma$ almost surely, we use standard capacity arguments. By Frostman’s lemma we choose a suitable probability measure on $B$ with finite energy and show that a corresponding random measure on $X(B)$ has finite expected $\gamma$-energy. The relationship between the Hausdorff and the capacitary dimension by Frostman’s theorem then gives the desired lower bound.

**Lemma 3.5.** Let $X = \{X(t)\}_{t \geq 0}$ be an operator semistable Lévy process in $\mathbb{R}^d$ with $d \geq 2$. Then for any Borel set $B \subseteq \mathbb{R}_+$ we have almost surely

$$\dim_B X(B) \geq \begin{cases} \alpha_1 \dim_B B & \text{if } \alpha_1 \dim_B B \leq d_1, \\ 1 + \alpha_2 \left( \dim_B B - \frac{1}{\alpha_1} \right) & \text{if } \alpha_1 \dim_B B > d_1. \end{cases}$$

**Proof.** First assume $0 < \alpha_1 \dim_B B \leq d_1$. In case $\dim_B B = 0$ there is nothing to prove. For $0 < \gamma < \alpha_1 \dim_B B$ choose $0 < \alpha'_1 < \alpha_1$ such that $\gamma < \alpha'_1 \dim_B B$. By Frostman’s lemma [10, 14] there exists a probability measure $\sigma$ on $B$ such that

$$\int_B \int_B \frac{\sigma(ds) \sigma(dt)}{|s-t|^{\gamma/\alpha'_1}} < \infty.$$  

(3.1)
In order to prove \( \dim_H X(B) \geq \gamma \) almost surely, by Frostman’s theorem \([10, 14]\) it suffices to show that

\[
(3.2) \quad \int_B \int_B \mathbb{E} \left[ \|X(s) - X(t)\|^{-\gamma} \right] \sigma(ds) \sigma(dt) < \infty.
\]

Let \( K_{11} = \sup_{m \in [1, c]} E(\|X^{(1)}(m)\|^{-\gamma}) < \infty \) by Lemma \([2.3]\) since \( \gamma < \alpha_1 \dim_H B \leq d_1 \).

In order to verify \((3.2)\) we split the domain of integration into two parts:

(i) Assume \( |s - t| \leq 1 \), then \( |s - t| = mc^{-i} \) with \( m \in [1, c) \) and \( i \in \mathbb{N}_0 \). By Lemma \([2.1]\) we get

\[
\mathbb{E} \left[ \|X(s) - X(t)\|^{-\gamma} \right] \leq \mathbb{E} \left[ \|c^{-iE_1}X^{(1)}(m)\|^{-\gamma} \right] = \mathbb{E} \left[ \|c^{-iE_1}X^{(1)}(m)\|^{-\gamma} \right] \\
\leq \|c^{-iE_1}\|^{\gamma} \mathbb{E} \left[ \|X^{(1)}(m)\|^{-\gamma} \right] \leq K c^{\gamma \alpha_1} K_{11} \\
= K m^{\alpha_1} \cdot (mc^{-i})^{-\alpha_1} \leq K_{12} |s - t|^{-\alpha_1}.
\]

(ii) Now assume \( |s - t| \geq 1 \) and choose \( \alpha''_1 > \alpha_1 \). Write \( |s - t| = mc^i \) with \( m \in [1, c) \) and \( i \in \mathbb{N}_0 \). Then, using again Lemma \([2.1]\) we get as above

\[
\mathbb{E} \left[ \|X(s) - X(t)\|^{-\gamma} \right] = \|c^{-iE_1}\|^{\gamma} \mathbb{E} \left[ \|X^{(1)}(m)\|^{-\gamma} \right] \leq K c^{-\gamma \alpha''_1} K_{11} \leq K K_{11} = K_{13}.
\]

Combining part (i) and (ii) in \((3.2)\), by \((3.1)\) we get the desired upper bound in case \( \alpha_1 \dim_H B \leq d_1 \).

Now assume \( \alpha_1 \dim_H B > d_1 \), then \( \alpha_1 > d_1 = 1 \) and hence \( \dim_H B > \frac{1}{\alpha_1} \). Choose \( 1 < \gamma < 1 + \alpha_2 (\dim_H B - \frac{1}{\alpha_1}) \), then since \( \rho = \frac{\gamma}{\alpha_2} - (\frac{1}{\alpha_2} - \frac{1}{\alpha_1}) < \dim_H B \) we can choose \( 0 < \alpha''_2 < \alpha_2 \) such that \( \rho = \frac{\gamma}{\alpha_2} - (\frac{1}{\alpha_2} - \frac{1}{\alpha_1}) < \dim_H B \). By Frostman’s lemma there exists again a probability measure \( \sigma \) on \( E \) such that

\[
(3.3) \quad \int_B \int_B \frac{\sigma(ds) \sigma(dt)}{|s - t|^\rho} < \infty.
\]

Again, in order to show \((3.2)\) we split the domain of integration into two parts:

(i) Assume \( |s - t| = mc^{-i} \leq 1 \) with \( m \in [1, c) \) and \( i \in \mathbb{N}_0 \). By Lemma \([2.1]\) we get

\[
\mathbb{E} \left[ \|X(s) - X(t)\|^{-\gamma} \right] = \mathbb{E} \left[ \|c^{-iE}X(m)\|^{-\gamma} \right] \\
\leq \mathbb{E} \left[ \left( c^{-\frac{\gamma}{\alpha_2}} |X^{(1)}(m)|^2 + |X^{(2)}(m)|^2 / \|c^{iE_2}\|^2 \right)^{-\frac{\gamma}{\rho}} \right] \\
\leq K \int_{\mathbb{R}^{1+d_2}} \frac{1}{c^{-\frac{\gamma}{\alpha_2}} |x_1|^\gamma + c^{-\frac{\gamma}{\alpha_2}} \|x_2\|^\gamma} g_m(x_1, x_2) \, dx_1 \, dx_2 \\
= K \int_{\mathbb{R}^{1+d_2}} \frac{1}{m^{-\frac{\gamma}{\alpha_1}} (mc^{-i})^{\frac{\gamma}{\alpha_1}} |x_1|^\gamma + m^{-\frac{\gamma}{\alpha_2}} (mc^{-i})^{\frac{\gamma}{\alpha_2}} \|x_2\|^\gamma} g_m(x_1, x_2) \, dx_1 \, dx_2.
\]
\[ I = \int_0^\infty \int_0^\infty \frac{1}{r_1^\gamma + z^\gamma r_2^\gamma} F_m(dr_1, dr_2) \]
\[ = \int_0^\infty \int_0^\infty \frac{1}{r_1^\gamma + z^\gamma r_2^\gamma} \int_{S_{d_2-1}} \tilde{g}_m(r_1, r_2\theta) r_2^{d_2-1} \mu(d\theta) dr_1 \, dr_2 \]
\[ = 0 + \int_0^\infty \int_0^\infty \left[ \frac{\gamma r_1^{\gamma-1}}{(r_1^\gamma + z^\gamma r_2^\gamma)^2} \int_0^{r_1} \int_{S_{d_2-1}} \tilde{g}_m(\rho_1, \rho_2\theta) r_2^{d_2-1} \mu(d\theta) d\rho_1 \right] dr_1 \, dr_2 \]
\[ = \int_0^1 \int_0^\infty \left[ \ldots \right] dr_1 \, dr_2 + \int_0^\infty \int_0^\infty \left[ \ldots \right] dr_1 \, dr_2 = I_1 + I_2. \]
Now we estimate $I_1$ and $I_2$ separately. By a change of variables $r_1 = zr_2 s_1$ and (3.4) we get

$$I_1 \leq K \int_0^1 r_2^{d_2-1} \int_0^\infty \frac{\gamma r_1^{\gamma-1}}{(r_1^\gamma + z r_2^\gamma)^2} r_1 dr_1 dr_2$$

$$= K z^{-(\gamma-1)} \int_0^1 r_2^{d_2-\gamma} dr_2 \int_0^\infty \frac{\gamma S_1^{\gamma}}{(s_1^\gamma + 1)^3} ds_1$$

$$\leq K_{14} z^{-(\gamma-1)} = K_{14} |s - t|^{-(\gamma-1)\left(\frac{1}{\alpha_2} - \frac{1}{\alpha_1}\right)},$$

since $1 < \gamma < \alpha_1 \leq 2 \leq d_2 + 1$. In order to estimate $I_2$ first note that by (2.12) we have

$$F(r_1, r_2) = \int_{|x_1| \leq r_1} \int_{|x_2| \leq r_2} g_m(x_1, x_2) dx_2 dx_1 \leq \int_{|x_1| \leq r_1} g_m(x_1) dx_1 \leq K_8 \cdot 2 r_1.$$

By Fubini’s theorem and integration by parts with respect to $dr_2$ we further get

$$I_2 = \int_1^\infty \int_0^1 \frac{\gamma r_1^{\gamma-1}}{(r_1^\gamma + z r_2^\gamma)^2} \int_0^{r_1} \int_{S_2^{d_2-3}} \bar{g}_m(\rho_1, \rho_2 \theta) r_2^{d_2-1} \mu(\theta) d\rho_1 \] dr_1 dr_2$$

$$= - \int_{S_2^{d_2-3}} \int_0^1 \frac{\gamma r_1^{\gamma-1}}{(r_1^\gamma + z r_2^\gamma)^2} \int_0^{r_1} \int_{S_2^{d_2-3}} \bar{g}_m(\rho_1, \rho_2 \theta) \rho_2^{d_2-1} \mu(\theta) d\rho_1 d\rho_2 dr_1 \mu(\theta)$$

$$+ \int_0^\infty \int_1^\infty \frac{2 \gamma^2 z r_1^{\gamma-1} r_2^{\gamma-1}}{(r_1^\gamma + z r_2^\gamma)^3} F_m(r_1, r_2) dr_2 dr_1$$

$$\leq \int_0^\infty \int_1^\infty \frac{2 \gamma^2 z r_1^{\gamma-1} r_2^{\gamma-1}}{(r_1^\gamma + z r_2^\gamma)^3} F_m(r_1, r_2) dr_2 dr_1$$

$$\leq K \int_1^\infty \int_0^\infty \frac{z r_1^{\gamma-1} r_2^{\gamma-1}}{(r_1^\gamma + z r_2^\gamma)^3} r_1 dr_1 dr_2$$

$$= K z^{\gamma+1} \int_1^\infty \frac{1}{r_2^\gamma} dr_2 \cdot \int_0^\infty \frac{S_1^{\gamma}}{(s_1^\gamma + 1)^3} ds_1$$

$$= K_{15} z^{\gamma+1} = K_{15} |s - t|^{-(\gamma-1)\left(\frac{1}{\alpha_2} - \frac{1}{\alpha_1}\right)},$$

since $\gamma > 1$. Putting things together we finally get

$$\mathbb{E} \left[ \|X(s) - X(t)\|^{-\gamma} \right] \leq K |s - t|^{-\frac{\gamma}{\alpha_1}} \cdot (J_1 + J_2)$$

$$\leq K |s - t|^{-\frac{\gamma}{\alpha_1}} \cdot \left( K_{14} |s - t|^{-(\gamma-1)\left(\frac{1}{\alpha_2} - \frac{1}{\alpha_1}\right)} + K_{15} |s - t|^{-(\gamma-1)\left(\frac{1}{\alpha_2} - \frac{1}{\alpha_1}\right)} \right)$$

$$\leq K |s - t|^{-\gamma'},$$
(ii) Now assume $|s - t| = mc^i \geq 1$ with $m \in [1, c)$ and $i \in \mathbb{N}_0$. Choose $\alpha''_2 > \alpha_2$, then by Lemma 2.1 we have

$$E[\|X(s) - X(t)\|^{-\gamma}] = E[\|X(me^i)\|^{-\gamma}]$$

$$\leq E \left[ \left( c^{i-1} \|X^{(1)}(m)\|^2 + c^{i+1} \|X^{(2)}(m)\|^2 \right)^{-\frac{\gamma}{2}} \right]$$

$$\leq E \left[ \|X^{(1)}(m), X^{(2)}(m)\|^{-\gamma} \right] \leq K_{16} < \infty$$

uniformly in $m \in [1, c)$ in view of Lemma 2.3, since $\gamma < 2 \leq 1 + d_2$.

Combining the results of part (i) and part (ii), as above we see that (3.2) is fulfilled and by Frostman’s theorem we get $\dim_H X(B) \geq \gamma$ almost surely. Since $\gamma < \alpha_1 \dim_H B$ is arbitrary, this concludes the proof. □

### 3.3. Proof of our main results.

Theorem 3.1 is now a direct consequence of Lemma 3.4 together with Lemma 3.5 and it only remains to prove Theorem 3.3. In case $\alpha \dim_H B \leq 1$, Lemma 3.4 and Lemma 3.5 are still valid in the one-dimensional situation $d = 1$; see Remark 2.7. Together these immediately give $\dim_H X(B) = \alpha \dim_H B = \min(\alpha \dim_H B, 1)$ almost surely. Hence it remains to prove that $\dim_H X(B) \geq 1$ almost surely if $\alpha \dim_H B > 1$, since $\dim_H X(B) \leq 1$ is obvious. But, assuming $0 < \gamma < \min(\alpha \dim_H B, 1)$, we can proceed as in the proof of the upper case of Lemma 3.5 with $E_1 = 1/\alpha$ and $\alpha' = \alpha$ to conclude that (3.2) holds and hence $\dim_H X(B) \geq \min(\alpha \dim_H B, 1)$ almost surely. □

**Remark 3.6.** Meerschaert and Xiao [17] present an alternative analytic way to determine $\dim_H X([0, 1])$ for an operator stable Lévy process $\{X(t)\}_{t \geq 0}$ using an index theorem of Khoshnevisan et al. [12]. This method heavily depends on the fine structure of the exponent as given in Theorem 3.1 of Meerschaert and Veeh [16] and implicitly uses the characterization of the set $E$ of all possible exponents as

$$E = E_c + \mathfrak{T} \mathcal{S}(\mu_1)$$

due to Holmes et al. [9]. Here,

$$\mathcal{S}(\mu_1) = \{A \in \text{GL}(\mathbb{R}^d) : \mu_1(A^{-1}dx) = \mu_1(dx)\}$$

denotes the symmetry group, $\mathfrak{T} \mathcal{S}(\mu_1)$ is its tangent space and $E_c$ is a commuting exponent with $E_c A = AE_c$ for every $A \in \mathcal{S}(\mu_1)$. For our case of an operator semistable Lévy process, existence of a commuting exponent $E_c$ is known by Theorem 1.11.6 in
Hazod and Siebert [7]. But due to the discrete scaling it is still an open question if the set $\mathcal{E}$ of possible exponents has an affine representation as in (3.5) with an $\mathcal{S}(\mu_1)$-invariant subspace. Hence it is unclear, whether the Hausdorff dimension of the range $\dim_H X([0,1])$ of an operator semistable Lévy process can be obtained by a generalization of the analytic approach in section 4 of Meerschaert and Xiao [17]. However, by the presented method we can additionally determine the Hausdorff dimension of the partial range $\dim_H X(B)$ for arbitrary Borel sets $B \subseteq \mathbb{R}_+$. 
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