INTRODUCTION

Suicide has been a major public health problem in Korea, which took second place in the suicide rate (25.8 per 100,000 population) among the OECD countries in 2016. Suicide is a complex sequential process including ideation, planning, and attempt leading to the final completion; approximately one-fifth of individuals who think about suicide might eventually attempt suicide. Specifically, progression from SI to suicidal attempt could be facilitated when an individual suffers from poor impulse control or poor mental health. Possible aggravating factors that contribute to suicidal ideation (SI) may include depression, loneliness in human relationships, economic difficulties, or physical pain. Accordingly, attentive questioning for suffer from the suicidal ideation in the primary outpatient clinic, followed by timely consultation to the psychiatrists, could be crucial for effective reduction of suicidal risks for community population. However, studies to elucidate the primal risk factors of SI for individuals visiting the primary outpatient clinic with issues other than the SI have not been sufficiently conducted yet.

As one of the efforts to overcome the issue of generalizability for the study results per sites and to enable more valid ap-
plication of study results at individual level, big data analytics combined with the machine learning methods also have been adapted in the field of medical science. Predictive big data analytics refers to the use of algorithms, systems, and tools to extract information, generate maps, prognosticate trends, and identify patterns in a variety of past, present, or future settings.12 With the recent advancements in technology and data science,13 artificial intelligence using machine learning methods is utilized widely in medicine to predict the prevalence of various diseases or therapeutic outcomes.14 These machine learning methods have shown better performance in predicting unmeasured outcomes as compared to conventional statistical methods.15,16 For suicidal risks in association with psychological variables, previous history of suicidal attempts,17 current suicidal ideation,18 upcoming suicidal attempts19 as well as the subtypes of longitudinal trajectories in changes of depressive symptoms and suicidal ideation20 have been classified by way of the machine learning methods that applied several psychological symptoms including depressive mood, family- and pharmacotherapy-related features as explanatory features. On the other hand, few previous machine learning method-based big data studies have explored the risk factors of suicidality from the non-psychological variables to be prioritized in the primary care clinic.21 Therefore, the present study aimed to establish models to predict the risk of SI among Korean adults using a machine learning approach. We analyzed a large dataset of a representative Korean population to identify the factors associated with SI and to validate the performance of different machine-learning models to predict SI. To our knowledge, this is one of the largest studies to apply machine learning algorithms to identify risk factors and to build prediction models for SI ever performed.

METHODS

Data source: the Korea National Health and Nutrition Examination Survey
The dataset used in this study was acquired from the fifth and sixth Korea National Health and Nutrition Examination Survey (KNHANES) which is a nationally representative annual health survey conducted in Korea on the health and nutritional status of the general population.22 The KNHANES is conducted by the Ministry of Health and Welfare of Korea under the leadership of the Korea Center for Disease Control. The fifth and sixth KNHANES were performed from 2010 to 2012, and 2013 through 2015, respectively. In 2014, SI was investigated only for adolescents and not for adults, and thus the 2014 KNHANES dataset was excluded from this study. The details of the KNHANES are described elsewhere.23 Briefly, this annual survey extracted 4,000 households nationwide, using a stratified multi-stage clustered complex sampling method based on age, sex, and area of residence. The selected participants were interviewed regarding their health and nutritional status. Adults aged ≥ 19 years were asked to answer a questionnaire regarding SI, suicide planning, and suicide attempts. The participation flowchart has been presented in Figure 1. The survey adhered to the tenets of the Declaration of Helsinki. Written informed consent was acquired from all participants. The KNHANES survey protocol was approved by the Korea Center for Disease Control Institutional Review Board (IRB no. 2010-02CON-21-C, 2011-02CON-06-C, 2012-01EXP-01-2C, 2013-07CON-03-4C, and 2013-12EXP-03-5C). Since 2014, the KNHANES has been exempted from review for research ethics, based on the Bioethics and Safety Act.

Measurement of main outcomes

Assessment of suicidal ideation
Two suicide-associated variables were investigated using self-reported health questionnaires, SI and actual suicide at-
Assessment of independent variables

The KNHANES assessed over 800 variables on various aspects of the health and nutritional status of participants. Therefore, to reduce the high dimensionality of variables, before conducting the present analyses, a psychiatrist (JYY) carefully reviewed all variables included in the survey and selected candidate variables potentially associated with SI. Variables regarding suicide attempts were excluded from the study because they were directly associated with SI. Based on the consensus between a psychiatrist (JYY) and family medicine physician (BJO), 48 candidate variables were selected. Primarily, the chosen variables included participants’ demographics, anthropometric features, socioeconomic status, lifestyle or health behavior variables, and systemic health conditions, including comorbidities and blood analysis results.

Demographic characteristics included age, sex, residency, marital status, and educational status. Socioeconomic variables such as occupation, personal monthly income adjusted for the number of family members, and family income were also included. Anthropometric variables included height, waist circumference, and body mass index (BMI). Health behavior factors included drinking habit, smoking, physical activity, and mental health related items such as stress and depression. High-risk alcohol consumption was defined as drinking ≥7 glasses of alcohol for men or ≥5 glasses of alcohol for women on one drinking day. Alcohol dependence was evaluated using the score on the 10-item Alcohol Use Disorder Identification Test (AUDIT). Physical activity was evaluated in terms of engaging in strength or flexibility exercise one or more days per week.

Stress awareness was classified into the following 4 grades: 1, very much; 2, much; 3, less; 4, rarely. Depression was determined based on whether they have felt sad or desperate continuously for ≥2 weeks during last year. Systemic comorbidities for common diseases such as hypertension, diabetes mellitus (DM), depressive disorder, or cancer were also investigated. Blood test results for complete blood count, liver function, kidney function, and coagulation panel were included.

Data analysis

Building training and testing datasets

Before constructing the training and test datasets, the whole dataset was examined for missing data. Participants who had any missing value for independent variables or SI assessment were all excluded from the study. Next, the 2010–2013 and 2015 KNHANES datasets were divided into the following mutually exclusive sub-datasets: the training dataset and the test dataset. The 2010–2013 KNHANES dataset was used as the training dataset, and the 2015 KNHANES dataset was used as the test dataset to evaluate the final performance of different machine learning models that were built using the training dataset. Preprocessing of data and development of machine learning models were performed using the Weka software (Waikato Environment for Knowledge Analysis, version 3.8.1., University of Waikato, New Zealand) and R version 3.6.2 (the R Foundation for Statistical Computing, Vienna, Austria).

The training and test datasets were unbalanced for the target outcome SI because the proportion of participants reporting SI was around 10% in each year. As a classification bias arising from data imbalance was expected, the training dataset was re-balanced in terms of SI and non-SI groups equal. The ClassBalancer function in the Weka software, a supervised instance filter, was used for this purpose. As a balancing method, down-sampling for the majority class may be an option, but it has the disadvantage of losing data of the majority class. Over-sampling replicates the copies of the minority class, or adds more weight to the minority class. The ClassBalancer method might be similar to over-sampling in the context of adjusting learning weight and not losing the data of the majority class. In contrast, the testing dataset was not re-balanced and was used in its original form. Data normalization was done for numerical data of the training and test datasets, rescaling the features to the range of 0 to 1.

Feature selection

To build machine learning models, feature selection was performed using the wrapper-based feature subset evaluation method in Weka. The best-first search method with forward selection, the area under the receiver-operating characteristic (ROC) curve as a performance measure, 5-fold cross-validation, and the seed value of 1 were selected. We adopted the Bayesian network (BN), LogitBoost with logistic regression (LB), support vector machine (SVM), decision tree (DT) of J48, and artificial neural network (ANN) using multilayer perceptron algorithms in Weka. SVM was trained using the sequential minimal optimization algorithm with a linear polynomial kernel. ANN was used as a multilayer perceptron with 3 hidden layers and a learning rate of 0.01, which is a feedforward ANN. For each algorithm, a feature subset maximizing the area under the ROC curve (AUC) of the algorithm was obtained. Additionally, we used a logistic regression (LR)-based model as a reference conventional statistical method. For this model, the backward stepwise elimination method with Akaike Information Criterion was adopted to select associated vari-
ables using the R software. The optimal cutoff point in the ROC curve was determined using the Epi package in the R software.

Construction of machine learning models
After obtaining an optimal feature subset for each algorithm, sub-datasets were created for each machine learning algorithm from the training dataset, including only the optimal feature subsets. With each training sub-dataset BN, LB, SVM, DT, and ANN machine learning models were constructed. For each algorithm, the model maximizing the AUC was adopted.

Performance evaluation
The prediction models were evaluated using the testing set. The performance of each models was compared with the others using AUC. The prediction accuracy for SI, sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV) were also calculated.

RESULTS
Characteristics of the participants
Among the eligible 51,214 participants, 40,932 participated in the health examination and answered the questionnaire in the 2010–2013 and 2015 KNHANES (79.9% response rate). Ultimately, 16,437 participants aged ≥19 years were included in the training dataset. The test dataset comprised 3,788 cases. The demographic characteristics of the participants have been presented in Table 1. Participants who reported the presence of SI tended to be older, female, and in worse economic and educational status (p<0.001 for all) as compared to those in the non-SI group. Additionally, those with SI had higher AUDIT scores; lesser frequency of physical exercise; poor subjective health status; and higher prevalence of systemic hypertension, stroke, diabetes mellitus, renal failure, liver cirrhosis, depressive disorder, and injury within the past 1 year.

The prevalence of SI was 11.9% (1,957 of 16,437) in the training set consisted of the 2010–2013 KNHANES datasets. On the other hand, the prevalence of SI was 5.5% (210 of 3,788) in the 2015 KNHANES dataset used as the test dataset in this study.

Selected features from the machine learning models
The features selected to build a prediction model by the wrapper-based evaluation for each algorithm have been presented in Table 2. Each algorithm adopted 6 to 21 features to construct the predictive model. Decision tree algorithm selected the least number (n=6) of features and LB extracted the greatest number (n=20) of associated features which is about twice as the number of features selected in the conventional LR model (n=11).

The common variables selected unanimously in all the models were the presence of depressive disorder, stress awareness, continuous depressive mood lasting ≥2 weeks, and Euro-QoL-5D (EQ-5D) score. Household income, sex, unmet medical service needs, and AUDIT score were adopted by five algorithms except one.

Predictive performance of the machine learning models
The performance metrics of the models for the prediction of SI have been presented in Table 3. The conventional logistic regression analysis showed an AUC of 0.867. Prediction sensitivity and specificity were 79.0% and 78.5%, respectively. Of the machine learning models, the LB and ANN models showed the best performance on predicting the presence of SI (AUC, 0.877). The sensitivity of the LB model was 81.0% and its specificity was 78.7%. Otherwise, the BN model showed a similar AUC compared to the LR model (AUC, 0.867).

Figure 2 shows the decision tree suggested by the DT algorithm. The determinant at the highest branch was continuous depressive mood lasting ≥2 weeks; 88.4% of the subjects with this feature had SI. The determinants in the following steps included EQ-5D score, stress awareness, and the presence of depressive disorder, respectively.

DISCUSSION
The present study investigated the health-related risk factors for SI in Korean adults applying machine learning algorithms to the nationally representative KNHANES data. Common risk factors useful for recognizing the SI in all the machine learning models were stress awareness, sustained depressive mood more than 2 weeks, and quality of life associated with general health status (EQ-5D score). In addition, the prevalence of depressive disorder, status of household income, sex, unmet medical service needs, and alcohol use problem (AUDIT score) were adopted by five machine learning models developed in the current study. The current study showed a better performance compared to previous machine-learning based studies, reaching an AUC of 0.877.

Depressive mood: a risk factor and possible mediator between demographic/physical health-related factors and SI
Our results suggest that the experience of continuous depressive mood is a common risk factor for SI in all models and that depressive disorder appears as a significant risk factor in most of the models. These results are in accordance with previous studies that suggested depression is significantly associated with SI, showing an increased suicidal risk as high as 3.73
Table 1. Characteristics of the participants in the training dataset

|                           | Total subjects (N=16,437) | Without suicidal ideation (N=14,480) | With suicidal ideation (N=1,957) | p*  |
|---------------------------|---------------------------|---------------------------------------|----------------------------------|-----|
| Age, year                 | 49.9±15.8                 | 49.4±15.6                             | 53.4±16.7                       | <0.001 |
| Sex, male                 | 7,293 (44.4)              | 6,646 (45.9)                          | 647 (33.1)                      | <0.001 |
| Residency, urban          | 13,113 (79.8)             | 11,639 (80.4)                         | 1,474 (75.3)                    | <0.001 |
| Household income, quartile|                           |                                       |                                 | <0.001 |
| Lowest                    | 2,955 (18.0)              | 2,346 (16.2)                          | 609 (31.1)                      |       |
| 2nd                       | 4,275 (26.0)              | 3,738 (25.8)                          | 537 (27.4)                      |       |
| 3rd                       | 4,554 (27.7)              | 4,114 (28.4)                          | 440 (22.5)                      |       |
| Highest                   | 4,653 (28.3)              | 4,282 (29.6)                          | 371 (19.0)                      |       |
| Educational status        |                           |                                       |                                 | <0.001 |
| ≤Elementary school        | 3,716 (22.6)              | 2,965 (20.5)                          | 751 (38.4)                      |       |
| Middle school             | 1,807 (11.0)              | 1,571 (10.8)                          | 236 (12.1)                      |       |
| High school               | 5,725 (34.8)              | 5,171 (35.7)                          | 554 (28.3)                      |       |
| ≥University graduate      | 5,189 (31.6)              | 4,773 (33.0)                          | 416 (21.3)                      |       |
| Family members            | 3.2±1.3                   | 3.2±1.2                               | 3.0±1.3                         | <0.001 |
| Governmental life support | 958 (5.8)                 | 757 (5.2)                             | 201 (10.3)                      | <0.001 |
| Marital status            |                           |                                       |                                 | <0.001 |
| Not married               | 1,851 (11.3)              | 1,655 (11.4)                          | 196 (10.0)                      |       |
| Married, live together    | 12,773 (77.7)             | 11,389 (78.7)                         | 1,384 (70.7)                    |       |
| Married, separated        | 105 (0.6)                 | 84 (0.6)                              | 21 (1.1)                        |       |
| Bereavement               | 1,208 (7.3)               | 959 (6.6)                             | 249 (12.7)                      |       |
| Divorced                  | 500 (3.0)                 | 393 (2.7)                             | 107 (5.5)                       |       |
| High risk drinking        | 1,796 (10.9)              | 1,577 (10.9)                          | 219 (11.2)                      | 0.719  |
| AUDIT score               | 5.7±6.4                   | 5.7±6.3                               | 6.1±7.5                         | 0.015  |
| Smoking                   |                           |                                       |                                 | 0.004  |
| Never smoker              | 9,353 (56.9)              | 8,216 (56.7)                          | 1,137 (58.1)                    |       |
| Ex-smoker                 | 3,718 (22.6)              | 3,330 (23.0)                          | 388 (19.8)                      |       |
| Current smoker            | 3,366 (20.5)              | 2,934 (20.3)                          | 432 (22.1)                      |       |
| Physical exercise         | 9,535 (58.0)              | 8,595 (59.4)                          | 940 (48.0)                      | <0.001 |
| Subjective health status  |                           |                                       |                                 | <0.001 |
| Very good                 | 746 (4.5)                 | 698 (4.8)                             | 48 (2.5)                        |       |
| Good                      | 4,768 (29.0)              | 4,452 (30.7)                          | 316 (16.1)                      |       |
| Normal                    | 7,874 (47.9)              | 7,074 (48.9)                          | 800 (40.9)                      |       |
| Bad                       | 2,503 (15.2)              | 1,931 (13.3)                          | 572 (29.2)                      |       |
| Very bad                  | 546 (3.3)                 | 325 (2.2)                             | 221 (11.3)                      |       |
| Hypertension              | 3,514 (21.4)              | 2,963 (20.5)                          | 551 (28.2)                      | <0.001 |
| Stroke                    | 325 (2.0)                 | 259 (1.8)                             | 66 (3.4)                        | <0.001 |
| MI or angina              | 428 (2.6)                 | 347 (2.4)                             | 81 (4.1)                        | <0.001 |
| OA or RA                  | 1,956 (11.9)              | 1,532 (10.6)                          | 424 (21.7)                      | <0.001 |
| DM                        | 1,301 (7.9)               | 1,098 (7.6)                           | 203 (10.4)                      | <0.001 |
| Retinal failure           | 79 (0.5)                  | 58 (0.4)                              | 21 (1.1)                        | 0.001  |
| Liver cirrhosis           | 56 (0.3)                  | 44 (0.3)                              | 12 (0.6)                        | 0.046  |
| Thyroid disease           | 610 (3.7)                 | 514 (3.5)                             | 96 (4.9)                        | 0.004  |
| Asthma                    | 496 (3.0)                 | 401 (2.8)                             | 95 (4.9)                        | <0.001 |
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times in the elderly population with comorbid depressive disorder or 2.17 times in the university students with depressive symptom, as compared to those without.28,29 Public psychoeducational programs for depression have been found effective in reducing the incidence of suicide attempts.30-32

In terms of the mediating factors between these demographic or physical health-related variables, stress cognition, and depressive mood have been identified as some of the most influential factors in SI. Previous researches have reported that various demographic risk factors increase suicidality, including older age,33 being an unmarried male,34 and having lower economic status.35 In a meta-analysis, alcohol abuse was also reported as a significant risk factor for SI [odds ratio (OR)=1.86] as well as for suicide attempts and completed suicide.36 In addition, poor health-related quality of life has also been associated with SI or suicidal behavior in many studies.37,38 Physical illness and functional disability were other factors associated with suicide.39 Similarly, the various machine learning algorithms adopted in the current study, including SVM, ANN, and BN, disclosed several risk factors that were reported in previous studies. Although some variables, such as smoking or physical exercise, were determined as risk factors only in part of the algorithms, the risk factors identified in this study could provide medical explanations in terms of the association of these variables with SI.

Better performance in recognizing the SI compared to other machine learning studies

The current study included the general population regardless of the mood status, but showed a better performance compared to previous machine-learning based studies, reaching an AUC of 0.877. Thus far, many studies have tried to predict the risk of SI using various methods. In the American general population with depressive mood, a prediction model using logistic regression showed an AUC of 0.809 (95% CI, 0.779–0.840) in the validation dataset.40 Specifically, Liu et al.41 modified the conventional logistic regression method by shrinking the coefficients with heuristics, to prevent the overfitting of the model and to improve model performance. In another study, a prediction model for SI was built using about 15 variables in Chinese patients with depression.42 Specifically, Fang et al.42 used a stepwise logistic regression analysis and the AUC of the model was 0.80 (95% CI, 0.78–0.81), which was lower than that observed in the present study.

The superior performance achieved in the current study for recognizing the presence of SI in general population might be attributed to larger number of input variables or different algorithms of the machine learning-based approach, and to the large sample size. Most of the machine learning algorithms tested in our study showed performances comparable to that of the LR-based model, using fewer variables. On the contrary, the

Table 1. Characteristics of the participants in the training dataset (continued)

|                        | Total subjects (N=16,437) | Without suicidal ideation (N=14,480) | With suicidal ideation (N=1,957) | p*     |
|------------------------|---------------------------|----------------------------------------|----------------------------------|--------|
| Atopic dermatitis      | 365 (2.2)                 | 311 (2.1)                              | 54 (2.8)                         | 0.101  |
| Depressive disorder    | 663 (4.0)                 | 403 (2.8)                              | 260 (13.3)                       | <0.001 |
| Cancer                 | 441 (2.7)                 | 385 (2.7)                              | 56 (2.9)                         | 0.655  |
| Injury within 1 year   | 1,132 (6.9)               | 946 (6.5)                              | 186 (9.5)                        | <0.001 |
| Unmet need for medical service | 2,670 (16.2) | 2,035 (14.1)                          | 635 (32.4)                       | <0.001 |
| Stress awareness       |                           |                                        |                                  |        |
| Very much              | 663 (4.0)                 | 380 (2.6)                              | 283 (14.5)                       |        |
| Much                   | 3,428 (20.9)              | 2,592 (17.9)                           | 836 (42.7)                       |        |
| Little                 | 9,763 (59.4)              | 9,025 (62.3)                           | 738 (37.7)                       |        |
| Very little            | 2,583 (15.7)              | 2,483 (17.1)                           | 100 (5.1)                        |        |
| Continuous depressive mood ≥2 weeks | 2,035 (12.4) | 1,075 (7.4)                            | 960 (49.1)                       | <0.001 |
| Psychiatric consult within 1 year | 322 (2.0)            | 167 (1.2)                              | 155 (7.9)                        | <0.001 |
| Absence from work within 1 month | 535 (3.3)       | 401 (2.8)                              | 134 (6.8)                        | <0.001 |
| EQ-5D score            | 0.9±0.1                   | 1.0±0.1                                | 0.9±0.2                          | <0.001 |
| Height                 | 162.6±8.9                 | 162.9±8.8                              | 160.0±8.7                        | <0.001 |
| Weight                 | 62.8±11.5                 | 63.0±11.5                              | 60.9±11.4                        | <0.001 |
| BMI                    | 23.7±3.4                  | 23.6±3.3                               | 23.7±3.7                         | 0.303  |
| Waist circumference    | 81.0±9.9                  | 81.0±9.8                               | 81.4±10.6                        | 0.064  |

*comparison with no suicidal ideation group, not adjusted for any covariate. MI: myocardial infarction, DM: diabetes mellitus, OA: osteoarthritis, RA: rheumatic arthritis, BMI: body mass index
tested machine learning algorithms did not surpass the performance of the simple LR-based model. The reason for this is not clear thus far, but the association of risk factors, such as the EQ-5D score or the presence of continuous depressive mood with SI, could have a sigmoid-like pattern, thus leading to the better performance of the LR-based model. Collectively, simpler models built by machine learning algorithms may help to understand the risk factors for SI more clearly, and they may aid the evaluation of the SI risk of an individual more easily.

**Study implication: how to recognize the patients with higher risks of SI at primary medical institutions**

Considering the under-diagnosis of SI in primary care settings and the low rate of consultation with psychiatrists, the present study might help primary care physicians to identify individuals who are at a higher risk of SI and to initiate timely co-working with psychiatrists. A previous study found that those who had attempted suicide had more than twice the rate of visiting non-mental health facilities before such an attempt. This can be interpreted as the social prejudice against psychiatric illness and treatment, rather than as a cause of depression and suicidal thoughts. Therefore, the screening and intervention of suicidal risk at primary medical institutions may be very important for patients with or without depressive disorder. Active interactions with patients requiring mental health care services and removing trigger factors for suicidal behavior are also important. As shown in the present study, interventions for smoking cessation and physical exercise related health education, and reducing stress and depression could be helpful for preventing suicide among elderly individuals.

**Study limitations**

This study has some limitations that need to be considered. First, this study used one question to evaluate SI that required the participants to respond as “yes” or “no” to indicate its “presence” or “absence.” The related paucity of more quantitative data about the severity of SI might have restricted a more detailed evaluation of the validity and reliability of the predictive models developed in this study. Second, the measurement of

| Table 2. Selected features associated with suicidal ideation using machine learning algorithms |
|-----------------------------------------------|
| **Features** | **BN** | **LB** | **SVM** | **DT** | **ANN** | **LR** |
| Sex | O | O | O | O | O |
| Age | O | O | O | O | O |
| Household income | O | O | O | O | O |
| Education | O | O | O | O | O |
| Marital status | O | O | O | O |
| Occupation | O | O | O | O |
| High risk drinking | O | O | O | O | O |
| AUDIT score | O | O | O | O | O |
| Smoking | O | O | O | O | O |
| Physical exercise | O | O | O | O | O |
| Sleep duration | O | O | O | O | O |
| Subjective health status | O | O | O | O | O |
| Stroke | O | O | O | O | O |
| Renal failure | O | O | O | O | O |
| Liver cirrhosis | O | O | O | O | O |
| OA or RA | O | O | O | O | O |
| Atopic dermatitis | O | O | O | O | O |
| Depressive disorder | O | O | O | O | O |
| Cancer | O | O | O | O | O |
| Injury within 1 year | O | O | O | O | O |
| Unmet need for medical service | O | O | O | O | O |
| Stress awareness | O | O | O | O | O |
| Continuous depressive mood ≥2 weeks | O | O | O | O | O |
| Psychiatric consult within 1 year | O | O | O | O | O |
| Absence from work within 1 month | O | O | O | O | O |
| EQ-5D score | O | O | O | O | O |
| Height | O | O | O | O | O |
| BMI | O | O | O | O | O |
| Systolic blood pressure | O | O | O | O | O |
| Frequency of eating out | O | O | O | O | O |
| BN: Bayesian network, LB: LogitBoost with logistic regression, SVM: support vector machine, DT: decision tree, ANN: artificial neural network, LR: logistic regression, OA: osteoarthritis, RA: rheumatic arthritis, BMI: body mass index, EQ-5D: Euro-QoL-5D |

**Table 3. Performance of the prediction model for suicidal ideation using machine learning algorithms**

| Machine learning algorithm | AUC (%) | Accuracy (%) | Sensitivity (%) | Specificity (%) | Positive PV | Negative PV |
|----------------------------|---------|--------------|-----------------|-----------------|-------------|-------------|
| BN | 0.867 | 75.6 | 81.9 | 75.2 | 16.2 | 98.6 |
| LB | 0.877 | 78.8 | 81.0 | 78.7 | 18.2 | 98.6 |
| SVM | 0.794 | 81.0 | 77.6 | 81.2 | 19.5 | 98.4 |
| DT | 0.843 | 71.9 | 81.0 | 71.3 | 14.2 | 98.5 |
| ANN | 0.877 | 77.1 | 81.4 | 76.8 | 17.1 | 98.6 |
| LR | 0.867 | 78.5 | 79.0 | 78.5 | 17.8 | 98.5 |

AUC: area under the receiver operating characteristic curve, PV: predictive value, BN: Bayesian network, LB: LogitBoost with logistic regression, SVM: support vector machine, DT: decision tree, ANN: artificial neural network, LR: logistic regression
SI through a self-report questionnaire was not accompanied by a more facilitative clinical interview with a clinician (as in the database used in this study). This may have led to higher chances of false-negative predictions of SI. Third, there was a discrepancy for the prevalence of SI in the training dataset and the test dataset. The lower prevalence of the minority class in the test dataset might have increased the performance of machine-learning algorithms. Fourth, direct comparison for the prediction performance using the AUC value between LR and other machine learning models may not be appropriate because machine learning models were developed using the Weka, while the LR model was developed using the R software. However, considering the amount of time that would be required to acquire this massive amount of data through face-to-face interviews, the strategy of using the KNHANES data—a nationwide representative survey of the adult population in South Korea—could have been a more favorable option.

Conclusions
The current study demonstrated the clinical utility of the machine learning approach in providing performance for SI prediction that was comparable to that of the conventional LR-based model. Our machine learning-based predictive models for SI might help primary care physicians to identify patients at a higher risk of experiencing SI, thereby facilitating the early and active implementation of preventive interventions, including psychiatric consultation and modification of suicidal risk-related medical conditions. The present results might be helpful in designing and implementing suicide prevention programs effectively.
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