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1 Introduction

This lecture part II belongs to lecture series on the role of functional programming in management and orchestration of virtualized network resources. In the previous lectures part I of the follow-up lecture notes of the lectures given by the authors at the Three “CO” (Composability, Comprehensibility, Correctness) Winter School held in Košice, Slovakia, in January 2018, we discuss the system structure for complex systems and design principles. We provided introduction to the theory of complex software systems reflecting on examples from telecommunication network and carefully positioning the considered problems imposed by network evolution and continuous complexity increase. Furthermore, we discussed main system design principles proposed to cope with complexity such as modularity, abstraction, layering and hierarchy. Since these are very generic recommendations how to design such complex systems we further explain in detail main paradigms such as service orientation and virtualisation forcing implementation of such principles. Virtualization is a paradigm frequently used in management of complex software systems. It implies introduction of a new abstract layer, a virtual edition of system layer and its functions, which avoids introducing dependency between system layers.

Here, in this lecture we go one step further where we discuss network evolution and design principles. We introduce new concepts that are cornerstones for future network evolution and are based on virtualisation and service orientation. These are Network Functions Virtualization (NFV) and Software Defined Networking (SDN). Network Functions Virtualization (NFV) decouples network function from physical network resources through a new virtualization layer [8] thus avoiding dependencies among them. However, it introduces a need for developing sets of NFV management and orchestration functions (MANO). Further in this lecture, we describe new challenges arising from implementation point of view and show students how to use the programming techniques for coordination of management and orchestration functions of virtualized network resources operating in distributed environments.

The problems and challenges of coordination of management and orchestration functions are addressed using the OpenStack platform [12]. It is an open source cloud operating system which integrates a collection of software modules that are necessary to provide cloud computing layered model. Such technology is necessary in dealing with problems arising from the virtualization paradigm in current networks, and the students understanding solutions in OpenStack will be able to transfer their knowledge to other existing technologies with the same or similar purpose.

These notes provide an introduction to the subject, with the goal of explaining the problems and the principles, methods and techniques used for their solution. The worked examples and exercises serve students as the teaching material, from which they can learn how use of functional programing may result in effective and efficient coordination management and orchestration functions in distributed complex systems using NFV.
The methods and techniques explained in these lecture notes, and applied to the problems of management and orchestration of network virtualization, are already existing and we claim no originality in that sense. The purpose of these notes is to serve as a teaching material for these methods.

The challenges arising from the new network paradigms, as well as their solutions, are illustrated through practical examples using OpenStack virtual technology and inspired by the problems from the telecommunication industry.

The course is divided into following main parts:

- Background with reflection to key learnings from previous lectures on definition of complex system and challenging aspects of their management, system design principles and technologies enforcing design principles.
- New network technologies which drives network evolution such as Cloud Computing, Network Function Virtualisation and Software Defined Network.
- Management and orchestration of virtualized resources and network design principles.
- Introduction to Open stack platform
- Reflections on practical examples.

The main learning outcomes of this lectures are to introduce virtualisation as one of the design principle for building modern complex systems, to explain the need of automated management and orchestration (MANO) functions in virtualized environments, to understand challenges of unreliable MANO functions in virtualized environments, and finally, to understand how well formalized virtualisation may help to improve reliable operation in network environments.

2 Background

Nowadays, all software systems and, more precisely, everything is getting interconnected over the Internet based telecommunication network. This network is distributed interconnecting various peripheral systems at the edge of the network, interconnecting variety of application domains. Number of edge systems and its applications is increasingly growing thus forcing current core network to increase their capacities. Current networks are already getting very complex and their management becomes extremely expensive and inefficient. Therefore, new innovations are needed that would enable simplification of network management and use. System reliability and safety are of ultimate importance for ever growing range of applications and services. Note that in telecommunication network the services are provided to its users by distributed and complex systems in coordination. **Reliability** is defined as continuity of system functionality and service. **Safety** is defined as non-occurrence of catastrophic consequences on environments due to system unreliable operation.

The main problem of current research and practice is that we do not have adequate mathematical models that provide better understanding of underlying causes of such a complex system behavior and that can model global system properties that generate reliable and safe behaviour of modern software systems.
with increasingly growing complexity [7]. Network and system engineering principles have to be redesigned to accommodate these innovations. Current Software and Systems Engineering knowledge base has to be revised with new challenges [10, 4]. Furthermore, leading software industries (e.g., Google) have recognized these properties as vital specialization of software and systems engineering research that focuses on reliability and maintainability of large complex software systems and networks [3, 14]. This knowledge is recognized as important to next generation of software and system engineers with specialisation in network programmer. Hence, the setting of these lectures is within the theory of complex systems, in particular, the complex software systems and their role within telecommunication networks.

In aim of building an complex system there are numerous possibilities how to structure the complex system. The way how system is built is limiting or enabling its further evolution and system maintenance. Furthermore, in building large scale complex systems that provides complex functionalities the functional system composition is enforced as logical solution. This is especially the case with complex software systems present in the telecommunication network which is continuously evolving introducing more and more complex system functionalities, and whose whole evolution is following precise standards and recommendations described and regulated by numerous standard bodies. In fact, all these standards and recommendations define system functionalities which are achieved by implementing number of system functions. So, the functional system decomposition is already driven by the numerous standard bodies.

We provided introduction to the topic already in the first part of this lecture notes Part I. System structure for complex systems and design principles that we provided as follow-up lecture notes of the lectures given by the authors at the Three “CO” (Composability, Comprehensibility, Correctness) Winter School held in Košice, Slovakia, in January 2018, and Summer School held in Budapest, Hungary, in June 2019. Therefore, in the sequel we will just shortly recap the main learning and basic understanding that are needed to easy follow and understand advanced topics provided further in this lecture.

In the previous lecture, firstly, we started with an relevant definition of complex system from complex system theory, [2] and apply this definition to complex software system. The complex software system is a system where there exists a number of levels of abstraction and where it is impossible to derive simple rules from local system properties that are describing component behaviour towards global properties of system (such are for example reliability and safety). This behaviour of software systems is observed in the large scale systems like mission critical systems that were evolutionary developed, which are usually very sensitive on reliability and security requirements. These systems are usually developed in sequence of projects and releases, involving several hundreds or even thousands of software and system engineers distributed around the globe, and product that is developed is exceeding several thousands lines of code that concurrently serves to millions of users in collaboration with similar complex systems in distributed network environment. There are many network nodes within
the telecommunication network that share this challenges. In previous lecture we focus and interpret these challenges on mobile switching node that is central node for switching mobile subscribes within telecommunication core network.

Here, the main problem arise from the fact that human is developing these systems and as these systems grow the human inability to cope with such complexity is recognised as one of the main challenging obstacles to its further evolution. The main tool used to manage such software systems is system structure that is used to logically decompose complex system into set of system components that are needed to accomplish system functionalities. Such system structure is used to reason and manage system implementation while providing connection between local and global system properties, but more importantly to provide communication tool among all parties involved into development of such systems. Efficient systems use functional system decomposition which may serve to variety of system functionalities. In such system, side effects of changing system functions while implementing new and upgrading existing system functionalities we shall keep under control. Propagation of implementation effects or failures on variety of system functions may become very costly and time consuming. In this context, the functional programming paradigm is getting higher attention. The main idea behind is to treat program execution while operating system functionality as evaluation of mathematical functions without influencing global system state and keeping mutable data across system functions. However, this idea is not easy to achieve in such systems.

There are numerous possible candidate structures for building such systems and global system behaviour and system quality may be seriously influenced by selected candidate solution. To succeed as much as possible in the aim stated above we introduced the four main system design principles. These are modularity, abstraction, layering and hierarchy. Modularity means building systems as set of smaller system components that are independent of each other. Abstraction is term related to design of system interfaces and communications in between system components where the main idea is to design standard interfaces among components which are clearly separated from component internal implementation details. The components are further organized into hierarchical layered structure where components with similar functionality are grouped together within the system layer and communication follows strict hierarchical rules and only neighboured layers may communicate in between. In previous lecture we provide an overview of standard Open Systems Interconnection Model (OSI Model) which define hierarchical layering of system functions that are present in communication with other systems. Development of such standard have promote better interconnection within the equipment of different providers and across national borders and regulations.

During the network evolution there is continuous grow in the number of possible network users, variety of technologies connected to the network and various services network offers. Core telecommunication network is continuously evolving finding new ways how to cope with new requirements such as massive traffic, with diverse information content, variety of different users, mobile and fixed, in-
terconnected across geographic and application domains. The key technological trends implemented in modern telecommunication network are inspired by two main ideas, \textbf{virtualisation and service orientation}. These ideas are build within telecommunication network from the very beginning. Main motivation for virtualizing physical resources come along with first idea of building common telecommunication infrastructure that will provide its services to subscribers. This common infrastructure is shared among its subscribers. In previous lecture we provided detail description of introducing multiplexing number of subscribers within one common physical wire. The multiplexing of subscribers involved first abstraction of physical resource to its software representation. In order to implement reliable management over the shared resources proper virtualisation function has to be developed. The concept of service orientation has already implemented within the network. However, with network evolution the network service orientation is moving from manual process to software supported process. In modern telecommunication network, the user request services dynamically, whenever she or he needs the services, and network satisfies user needs by executing user request in fully service oriented computing paradigm. Even more, the network functions provide services one to another in service oriented fashion.

Both of these concepts introduced numerous benefits such as increased capacity, enabling rapid innovation.

\section{Network evolution}

Telecommunication networks are continuously evolved in generations and implements new concepts that enable to accomplish its main goal. The main goal during its evolution is to allow interconnection of various technologies by various vendors and in the same time to keep reasonable balance between costs and performances. Telecommunication networks are used by different classes of users, utilizing different technologies, sometimes with a very specific service demands. In such cases, a process of network configuration and management becomes very expensive and time and resource consuming. Efficient scaling of network resources, enabling innovation and introducing new services and energy efficient solutions are very hard to implement. The main problem network operators are facing today is how to effectively and efficiently manage high diversity of numerous users and technologies but at the same time achieve capital efficiency and flexibility for improvements. Recent work is focused on development of new network architectures that would allow operators to architect its networks more efficiently. In sequel we introduce main ingredients of new network architecture defined for fifth generation (5G) network.

\subsection{Cloud Computing Platforms}

There is growing need and interest in consuming computing and storage resources from third party vendors in as a service principle. For software development companies, the service orientation increase opportunities for specialisation
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while leaving hardware management operations out of its business. On the other side, vendor companies can specialize in hardware management business. Therefore, there is business driven need for open and well standarded Application Platform Interfaces (API’s) over which hardware vendors may offer its services to application service providers, see Figure 1.

![Diagram](image)

**Fig. 1.** Open stack virtualisation of network resources

The new paradigm of abstracting resource plane requires huge efforts in standardisation of cloud platform. An operating system has to be developed for management of distributed hardware and related software resources and offering them as a services over the well standardised set of interfaces API’s. Note that this is key difference between distributed system and cloud system. Users may approach Cloud resources from single interface point (e.g. using command line interface or Graphical user interface) and use its resources on demand via well
standardised API’s. In traditional distributed system architectures all network resources were physical nodes with installed communication software for use on that single physical hardware. However, this paradigm has been changed and now communication software is independent from physical hardware and can be installed on any network node by using standard set of API’s. This is the main reason why telecommunication systems are progressively moving into virtualized Cloud environments.

With aim of speeding up this standardisation process of cloud platform there are established numerous initiatives. OpenStack is one such project established jointly by NASA and Rackspace intended to provide an open source cloud platform alternative that would be compatible with Amazon Elastic Compute Cloud (EC2). Furthermore, it should provide run time, reliable and massive scalability of resources with simple design. Therefore, to the project contributed numerous experts around the globe from various industries. Today, OpenStack becomes widely accepted as an innovation platform for Cloud platform industry [13, 9]. Here, in this lecture all our examples will be provided on OpenStack with intention to provide examples of management functions and their operation in virtual environments. We selected an open source computing platform OpenStack aiming to simplify exercises execution to wide community, and especially targeting audience of graduate students at University Master level of Computing curricula.

3.2 Network Function Virtualisation and Software Defined Network

Network functions virtualisation (NFV) term is referred to abstracting physical networking equipment and related behaviour by creating software representations (including memory and storage resources) of network elements and network operations. In other words, the NFV provides a network service that is decoupled from the physical hardware and offers feature set identical to and consistent to its hardware counterpart. Thus, network functions (hardware and software) are redesigned and offered as a service and following on demand principle and independently of the physical hardware. Network Functions Virtualisation (NFV) is aiming to define virtual network technologies that would allow operators to implement different technologies within its network offerings, for a which a dedicated and specialized device was needed by using common industry standard information technologies (IT), such as servers, switches and storage.

The general framework around implementation of NFV concept is defined in [6] consist of following main layers:

– Network functions virtualization infrastructure (NFVI) is the layer hosting generic COTS based hardware components like storage, compute, network hardware etc.
– Virtualized network functions (VNFs) is layer with functions implemented solely within software reusing benefits of software products like are easy scaling process, simple and fast deploying over multiple hardware, or even combining virtual instances on the same hardware, automation of these processes with licensing.
Management and orchestration functions (MANO) that need to be developed for managing virtual instances and implementing its autonomous operation as we will discuss further within this lecture. For this purpose a special working group is defined within the European Telecommunications Standards Institute (ETSI).

**Software Defined Networking (SDN)** is a new networking paradigm which introduces additional abstractions in networks by separating a data and a control plane of networking devices. It assumes the control plane to be able to use standardized vertical interfaces to dynamically reconfigure the data plane flows, based on a global network policy. Therefore, many network functions can easily be virtualized using common servers and simple data plane networking devices.

Invention of Software Defined Network (SDN) architecture is motivated by the fact that traditional networking technologies are inadequate to scale to the levels required by today telecommunication networks. These limits are mainly caused by the complexity of network control and management functions and their distributed implementation logic. Distributed logic works well in medium sized networks but in today’s large and fast expanding network scenarios it becomes inefficient and too complex to manage and coordinate their scale and growth [15]. Therefore, a centralized network solution is needed. The main characteristics that should be provided by the solution are:

- Network management should be driven by general network objectives and low level device performance issues should be separated and considered at a lower level of abstraction.
- A global network view should be built and maintained for comprehensive understanding of network complexity at a higher abstraction level, such as its topology, traffic, and events.
- Devices at the lower level should be controllable through a standardized interface, such that they can be programmed and their behaviour changed on the fly, based on actual network demands and governed from the global network view.

The main fundamental basis of Software Defined Network are separation of Control and Data planes, simplified SDN devices (forwarding devices without complex distributed management protocols but managed from the control plane), centralized control (all network management is centralized at the control plane that is managing data plane SDN devices with help of an open standard), network automation and virtualisation and network openness. Open Networking Foundation (ONF) [11] was established in 2011 by major network operators to promote adoption of SDN through open standards development. Open standards under consideration are Open Flow and Open Flow Configuration and Management Protocol, both used to communicate control decisions from the control to the data plane. The main idea behind SDN is to provide programmable network. The main challenges in SDN based networks are latency, scale, high availability and security. Latency may be affected with introduction of a central processing
function. It may introduce delays because of numerous requests it has to process. Since number of users and devices connected to a network is continuously growing the question of scale in this centralised paradigm may be limited with processing power of the central function. Also, the central function has to be very reliable and highly available not to represent single point of failure for the whole network. Therefore, mechanism of high redundancy in processing and data storage may be required. And finally, central point of control may be serious issue for security attacks.

4 Management and orchestration of virtualized network resources

As is already stated in Sect.2 systems are getting more and more complex. The same situation is happening with the telecommunication networks. Networks are transforming from classical distributed set of interworking nodes to modern distributed interworking functions and services. The management of such complex system becomes very expensive, asking for higher expertise and higher skilled personnel in network management and consequences of actions performed are unpredictable. Note that in modern networked complex systems the functions are implemented in different functional blocks, as part of different complex systems, and that we need new knowledge in order to accomplish reliable operation for management and orchestration functions operating in these distributed environments. Therefore, one of the recognized strategies in evolving telecommunication network is way towards its autonomy and self-management. Recent research efforts are devoted to innovation in this field. There is need for effective mechanisms to automate network so it may automatically adapt their configurations to new traffic demands and to introduce network flexibility and autonomously adapt to new technologies and new vendor equipment. These research efforts are driven by idea of autonomic computing [15], and further involve research on autonomic communication, autonomic networks, autonomic network management and self–managed networks. The final level of system autonomy is the level at which the humans only specify business policies and objectives to govern the systems while self–management following these policies is left to the system. Self–management mainly means:

– self-configuration
– self-healing
– self-optimisation
– self-protection

In such new networks, the concept of programming software localized within one node, industry closed standard and solution for network functions is moved to concept of programming software for open network functions. The necessity for new profession of network developer is evident. In that new world of network programming we start to develop network design principles. In next section we open discussion on that topic.
4.1 Design principles for implementing autonomic behavior

Autonomic behaviour has been developed in many other fields and some general design principles have been recognized across all fields. In respect to network heterogeneity, scalability and distribution the same principles may be valid also for networks. Here we shortly introduce these principles from [1] to motivate students to think about their implementation within examples provided in 6 of this lecture.

- Living systems inspired design
- Policy based design
- Context awareness design
- Self-similarity
- Adaptive design
- Knowledge based design

**Living system** inspired design is perspective to system design where inspiration is taken from functioning of living systems. There are many self-management mechanisms in functioning of living systems and in their interaction with environment and those ideas are taken as motivators for autonomy design. These concepts are mostly driven by survival instinct and collective behaviour. Survival instinct is related to system tension to come back to original equilibrium state. Collective behaviour refer to some spontaneous system reactions that may be derived from collective movement. Note that there is huge knowledge base derived from observing individual in respect to collective behaviour (like for example in Twitter, Facebook applications) and sometimes it happens that individual information moves collective behaviour in some particular state.

**Policy based** design is a predefined rule that governs behaviour of the system. This design principle have already been implemented widely across the network. However, it does not eliminate human interaction with the system.

**Context awareness** design is related to ability of the system to characterize situation or environment and based on historic behaviour decide how to adapt to new conditions. This principle have already been implemented within computing and networking field. One example are numerous sensing environment case studies.

**Self-similarity** design principle is related to characteristic that system organization persists as system scales and thus guarantee its global properties. This characteristic is also reflecting to global system properties that emerges solely of low level interactions, so low level interactions are not interfered with global.

**Adaptive** design is related to ability of the system to adapt its inner behaviour as reaction to various environmental conditions. Such system is able to learn from its experience in operation and react accordingly by adapting its actions based on collected information and knowledge gained.

**Knowledge-based** design is related to find the best design of knowledge gathering process. Since systems are complex, there are numerous possibilities in selecting appropriate set of properties to measure, designing appropriate data
collection procedures and using appropriate artificial intelligence models to build appropriate knowledge base. This design is linked to building of appropriate business goals.

4.2 Current state

Networks are already highly developed and introduction of automation (by excluding human) into network management is not an easy and one step process. First step in automation is to virtualise its complex infrastructure and provide virtualized network resources. Furthermore, a real–time management and orchestration functions have to be developed that operate on these virtual network resources. As already mentioned, currently telecommunication network functions are progressively redesigned (to get virtual) so they can be offered over Cloud. In this process every network resource gets its own virtual image so it may be reinstalled, activated or deactivated as is needed in network reconfiguration or scaling demands. To automate these installation processes of this complex infrastructure a scripts are written which are then called for execution whenever needed during dynamic network management activities. These scripts are written in classical programming languages like is for example Python. Note here that real–time management and orchestration of network functions should secure avoiding the overlapping of management and orchestration processes over the same physical network resource pool. Again, functional programming like approach here is of ultimate importance to secure reliable and safe network management and orchestration operations.

5 OpenStack

OpenStack is a software platform that implements main functionality of providing distributed resources and infrastructure using 'As a service' paradigm to its users. Furthermore, OpenStack is a modular platform meaning that is designed as set of standardized units each designed to serve specific purpose, and these units may be used as needed or may be optional to OpenStack deployment. These units provide services to OpenStack users or other OpenStack units using standardised Application Platform Interfaces (API’s). Table 1 provides list of services, name of projects and short description of its main function. The OpenStack was designed around three logical tiers: Network, Control and Compute, [13]. The Compute tier is taking over all the logic needed as hypervisor of virtual resources. For example, it implements agents and services to handle virtual machines. All communication among OpenStack services and with OpenStack users is provided through Application Platform Interface (API) services, web interface, database, and message bus. Numerous services have been implemented so far and detailed list of services can be found on OpenStack official web page and documentation [12]. In aforementioned Table 1 we listed just group of services specialized for specific purpose that we will also use in examples section 6.
where we present how they operate together within an running Openstack environment. Furthermore, OpenStack offers communication through web interface called Horizon or dashboard. The Openstack conceptual architecture is presented in Figure 2 available from [12] where is depicted interaction among OpenStack services mentioned in Table 1. For communication may be used MySQL, MariaDB and PostgreSQL databases and RabbitMQ, Opid, and ActiveMQ message buses.

Table 1. OpenStack services and projects

| Projects  | Services                | Short description                                                                 |
|-----------|-------------------------|-----------------------------------------------------------------------------------|
| Horizon   | Dashboard               | Web interface for using OpenStack services and manipulating with virtual resources.|
| Keystone  | Identity service        | Authentication and authorisation functions.                                       |
| Glance    | Image service           | Image Management services.                                                         |
| Neutron   | Networking service      | Provides services for networking of OpenStack resources to external network.        |
| Nova      | Compute service         | Lifecycle management of virtual resources.                                        |
| Cinder    | Block storage service   | Provides persistent storage functionality to virtual resources.                    |
| Swift     | Object storage service  | Data management over RESTful and HTTP-based API's implementing fault tolerant mechanisms for data replication and scaling. |
| Ceilometer| Telemetry services      | Collecting measurements and monitoring of resources.                               |
| Heat      | Orchestration service   | Coordination of multiple virtual resources within one service provided to user.     |

5.1 Graphical User interface for manipulating virtual resources

Horizon is a project defined within Openstack environment for management virtual resources over graphical user web interface. An screenshot of Horizon GUI called dashboard is presented in Figure 3. Dashboard is a Openstack component that implements set of OpenStack services over the user interface. Actually, the OpenStack users are given the possibility to manipulate virtual resources over the visual commands provided on the web interface. In the background on the graphical user interface are implemented service calls to the API's of all officially supported services included within OpenStack. Note that OpenStack also provides a programmable access to its services over the API's that we describe in sequel. In the exercises we will more focus on programmable access.

5.2 Authentification and authorisation functions

Authentication and authorisation of user access to cloud computing resources in OpenStack is managed through Keystone service. Objects that may be subject
Fig. 2. Open stack conceptual architecture. Source www.openstack.org
of keystone management operations are users, tenants, roles, instances (from catalog of services) and networks (endpoints of the virtual resources running in OpenStack environment).

All objects must be assigned to tenants. Name tenant is used in command line while within dashboard the tenant is referred as project. A role has to be defined to each object assigned to tenant and its purpose is to restrict actions each object can perform. Even an administrator have to be defined its role and have to be assigned to tenant. Actions enabled for roles may be specified within a special policy documents, */etc/PROJECT/policy.json* files.

Keystone maintains a service register or service catalog for the services offered by the components within the OpenStack. When a component is implemented within OpenStack cluster it should be registered in this service catalog. Service catalog contains a list of service names and related endpoints. The service endpoint is URL granted to this component within OpenStack cluster. The main benefit of this service catalog is that user only needs to know keystone address and the name of service which she or he wants to access. Then the keystone service is responsible to verify authentication of users and based on its role to verify if it is authorised to access the service. User never access Openstack services directly, it does always over the keystone service. Another important aspect of maintaining the service catalog is in managing independency between users and local OpenStack implementation so the changes in endpoints are not
propagated to all its users. I.e. this means that when an service changes its implementation and is deployed on another endpoint, the end user does not to be informed about that action. Service users will get correct service endpoint address by asking the keystone service just in time the service is needed.

5.3 Management of disk images

Glance is a component within Openstack with main function to manage disk images. For quick and fast deployment of virtual resources an pre–installed disk image may be used to boot from. Glance maintain the register of these disk images which are cached to compute node during instantiation of virtual resources and then copied to the ephemeral virtual resource disk location. These images had installed operating system but have removed secure identity elements such as Secure Shell host key (SSH) and network device MAC address that make this images generic and easily transferable to number of virtual machines without risk of interleaving the processes among them. These host specific information are transferred at system boot within a cloud–init script.

Disk images may be also made for specific purposes. For example if there is a multiple need for a specific web service, then the pre–instaled disk image may contain also web service preinstallation so the deployment process may be fully automated and faster for number of instances. There are available numerous tools for creation of such disk images with separated cloud-int script, like for example appliance-creator, Oz, and many others.

5.4 Network management functions

The main function of Neutron component is network management and offers to its users Networking as A Service (NaaS) functionality. This function is needed for configuring virtual resources to operate within virtual network environment. OpenStack uses Open vSwitch plugin to allow software defined networking of networking infrastructure and it provides a number of API’s and related services for its management. These include, connection of virtual instances to virtual isolated networks, virtual routers, interconnection of virtual networks via virtual routers and to external networks via external gateways connected to virtual routers. Thus, users may configure its own virtual networks appliances which are interconnected to the external network. Neutron can manage multiple network appliances.

Each instance may be associated to private or public network and is assigned private and public IP address range. Private or fixed IP address is assigned to an instance during its creation and is active during instance lifetime. On the other hand, an public IP address or floating IP address is not dependent of instance lifetime and it may be associated to an instance when the instance is made available for public and disassociated when instance is removed from public. Network Address Translation (NAT) transverse between public and private address spaces during communication flow between these two networks.
5.5 Management of virtual instances

Nova is a component responsible for instance management. This includes managing of flavours, key pairs, instances, floating IPs and security groups. Flavors define amount of resources that are allocated to an instance. Before an instance can be launched, authentication of users should be performed. An authenticated user use key pair (SSH pair) and security group to create its virtual instances. It can use its own SSH or the SSH generated by the system. The SSH key pairs are not new in OpenStack environment but it is reused principle from Linux. When an virtual instance is deployed a public key is placed in `authorized_keys` file and running instance can be accessed using an SSH connection without password. Security group is a firewall at cloud infrastructure layer that should be opened to allow connection to virtual instance. By default, virtual instances belonging to the same security group may communicate to each other, while the rules should be specified for the Internet Control Message Protocol, SSH and other connections outside of the security group.

5.6 Management of persistent memory

Cinder is a component for management of block storage. It is used whenever a persistent memory space is needed, not dependent on instance lifetime. Note that disk space associated to an instance at its creation is destroyed at its termination. This is not the case for block storage. Block storage may be requested by users on demand and may be presented to running instance. It is also used for storing the snapshots of block volumes or of instances that are needed for instance boot.

5.7 Management of object storage

Swift is object storage management component. In contrast to block storage, files and containers are stored without any metadata and are transferred from an instance to object store by using client–server communication with minimal overhead to the operating system.

5.8 Performance measurement functions

An component within Openstack that is responsible for monitoring Openstack resources and collecting resource measurements is called Ceilometer. Originally it was designed for billing purposes but later it receives much generic purpose to take care about all telemetry within the OpenStack. These includes also observation of instance behaviour, its availability and performances, and for alarm setting. An very important application of ceilometer measurement system and alarm is for autoscaling of OpenStack resources at runtime.
5.9 Orchestration functions

Openstack has special component responsible for orchestration of its resources. When multiple resources are intended to be used for the specific purpose and the same user these resources have to be interconnected and tied together so all operations that are available for regular Openstack instances may be also performed on this 'orchestrated' instance. For this purpose within a heat component of Openstack an template file may be used to specify resources that needs to be orchestrated, to specify their order and their mutual dependencies, required data that needs to be transferred among them. Heat is also compatible with Amazon Web Service (AWS) Cloud Formation template language.

6 Examples

These exercises were developed for the purpose of Software Engineering Management course within Computer Science master study programme available on the following link http://tania.unipu.hr/tgalinac/OpenStackVjezbe−UP1.pdf. The source files for the examples that follows could be accessed from the github https://github.com/nikoladom91/CEFP2019.

6.1 Example 1

Heat is the main project in the OpenStack Orchestration program. It allows deployment of resources on an OpenStack platform using templates. Heat supports various template formats and the format we will be using in this tutorial is the HOT (Heat Orchestration Template) format written as YAML files.

The HOT files are executed by the Heat service and provide the blueprint for the deployment we want to achieve. A resource or groups of resources created during a HOT deployment is referred to as stack. We will use the following examples to describe the particulars of writing a HOT template and to show how ORCHESTRATION can be used.

Example 1.

```
heat_template_version: 2013-05-23

description: Simple template to deploy a single compute instance

resources:
  my_instance:
    type: OS::Nova::Server
    properties:
      image: ubuntu_cloud14
      flavor: m1.small
      key_name: my_key1
      networks:
        - network: my_net1
```
In Example 1 we use a basic template to explain the minimum required information for writing a functional template. We will go over the specific parts and describe their purpose.

The heat template version key is required in every template and it describes what version of HOT the template is written in. The description is optional and is usually used to describe the purpose and function of the template.

The resource section describes the resources the template will be creating and configuring during the deployment. It is required to have at least one resource per template. Each resource must have a type specified. This is used to deploy a specific OpenStack resource such as a virtual machine, nova network, security group etc. The list of available resource types for OpenStack version Mitaka can be found on the web-page https://docs.openstack.org/heat/mitaka/template_guide/openstack.html. The available resources somewhat differ between OpenStack versions so the correct one must be referenced when looking for them.

Services might require properties that contain the information required for their successful deployment. Some properties under the properties section are mandatory while others are optional. The properties for a resource are described under its type. Example 1 deploys a stack containing a single VM with hard-coded property values. The resource is identified as “my_instance” and is of type “OS::Nova::Server”. Its properties describe what image and flavor will be used in the VM deployment, what security key will be provided to the OS and to what neutron network the vNIC of the VM will be connected. All the input resources used as properties need to be defined beforehand or the deployment of the stack will not be successful. Example 1 is not meant to be deployed, although it would deploy successfully. We will go over deploying a template after introducing Example 2.

6.2 Example 2

Example 2.

heat_template_version: 2013-05-23

description: Simple template to deploy a single compute instance

parameters:
  image:
    type: string
    label: Image name or ID
    description: Image to be used for compute instance
    default: ubuntu_cloud14

  flavor:
    type: string
    label: Flavor
    description: Type of instance (flavor) to be used
    default: m1.small
key:
  type: string
  label: Key name
  description: Name of key-pair to be used for compute instance
  default: my_key1
private_network:
  type: string
  label: Private network name or ID
  description: Network to attach instance to.
  default: my_net1

resources:
  my_instance:
    type: OS::Nova::Server
    properties:
      image: { get_param: image }
      flavor: { get_param: flavor }
      key_name: { get_param: key }
      networks:
        - network: { get_param: private_network }

outputs:
  instance_ip:
    description: IP address of the instance
    value: { get_attr: [my_instance, first_address] }

To allow for the deployment of multiple stacks using the same template, input is needed. The optional parameters section is used to allow input. Unlike resources that represent an OpenStack resource entity, like a VM or a network, parameters represent certain values that are passed to the stack on deployment. Specific parameters are named, similar to specific resources, and are described by attributes. The type attribute is the only mandatory attribute and it defines the type of the value that the parameter represents. The label and description attributes are human readable parameter name and description and the default attribute describes the value that the parameter takes if no other value is given. There are more optional attributes that are not covered in this example.

The resource property uses an input parameter with the syntax

"<property name>: { get_param: <parameter name> }

Upon deployment the resource property will assume the value of the specified parameter. This allows the user to deploy a HOT multiple times with different input parameters and create unique stacks. The stacks may share the same blueprint but are separate entities with potentially different functionalities. The outputs section allows for specifying output parameters available to users once the template has been deployed. We will see its use in later examples. Here we
use it to output the IP of the VM we created as the parameter instance_ip. The resource attribute value is retrieved with the syntax

```
"{ get_pattr: [<resource name>, <attribute name>] }".
```

This is used to retrieve resource attributes generated during deployment that can be used as outputs of the stack or as inputs for other resources. Example 2 deploys a stack similar to Example 1 but, unlike Example 1, it can be passed different values for its deployment. If no new values are given, the specified default values will be used and the stacks from Example 1 and Example 2 will functionally be the same. They will still be separate entities as different UUIDs (Universally Unique Identifier) will be generated for the created resources. Providing different input parameters, VMs with, amongst other things, different images can be created creating functionally different resources.

*Example 3.*

```yaml
resources:
  rng:
    type: OS::Heat::RandomString
    properties:
      length: 4
      sequence: digits

  inst_simple:
    type: OS::Nova::Server
    properties:

  inst_advanced:
    type: OS::Nova::Server
    properties:

user_data_format: RAW
user_data: |
  #!/bin/sh
  echo "Hello, World!" >> hello.txt
```

```yaml
str_replace:
```
params:
  __name__: { get.param: name }
  __rnum__: get.attr: [rng, value]

template: |
  #!/bin/sh
  echo "Hello, my name is __name__. Here is a random number: __rnum__."

> hello.txt

To automate certain procedures, users can pass blobs of data that the VM can access through the metadata service or config drive. VMs that employ services like cloud-init can use the data in various ways. The blob of data is defined in the resource property “user_data”. If given without additional attributes, the value of user_data will be passed. If given the params and template attributes, the targeted text string defined under params is, within the text under template, replaced with the defined value. Example 3 replaces the “__name__” string with the parameter name while and “__rnum__” replaces it with a randomly generated number.

Here we can see the implementation of the get_attr method where a value of a different resource is used within another resource. In this case a resource that when deployed represents a randomly generated number is created. The value of that resource is then used as an input for the data blob passed to the VM.

Example 3 HOT when deployed will generate a random number and instantiate two VMs. If the image used to instantiate a VM has the cloud-init service, that VM will execute the shell commands given in the user data as the root user. The inst_simple VM will generate a hello.txt file in the / directory containing the “Hello, World!” string. The inst_advanced VM creates the same file with the difference that the string within it contains the parameter name given as a HOT input and a randomly generated number.

6.3 Example 4

HOT allows for usage of nested code. This is done by defining the resource type as a bath to a different HOT file. It can be given as the path on the local environment from where the heat command is issued, or as a http/https link to a .yaml page accessible online containing the relevant HOT. When a nested HOT resource is defined, the input parameters are passed to that HOT through the resource properties. The output parameters of the nested HOT are accessible as the resource attributes in the parent HOT.

When executing more complicated deployments with custom codes given as user data, heat cannot natively know if the given code has been executed correctly. The VM is deployed and Heat continues deploying other resources. Whether or not the code in the user data was successfully executed or how long it took is not taken in to account. If other resources depend on the successful execution of the user data code, it is needed to implement a waiting mechanic.
Heat provides two resources for the waiting mechanic. The OS::Heat::WaitCondition and the OS::Heat::WaitConditionHandle type resources. The OS::Heat::WaitCondition resource defines the waiting conditions. In the timeout property it defines how long the execution will wait for the HOT to complete before it is declared as a failed execution. The count property defines how many times a confirmation signal is expected before the execution is considered as successful. The handle property needs a link to the OS::Heat::WaitConditionHandle resource. That link is given with the get_resource method.

The OS::Heat::WaitConditionHandle type resource is used to register the confirmation signal sent from the execution. It does this by defining an address that when curled with the appropriate information registers a confirmation signal. This curl command is inserted in to the user data code at the point where we want the confirmation signal to be sent, there can be multiple signals sent, each of which goes towards satisfying the count condition in the OS::Heat::WaitConditionHandle type resource.

Example 4 depicts a HOT which deploys two interdependent VMs. The first VM is a MySQL server. It is automatically configured during its initialization and when deployed is fully functional. The second VM is a Wordpress server that uses the MySQL database as its backend. As the Wordpress server requires for the MySQL database to be accessible during its initialization, the MySQL server employs the waiting service. The Wordpress VM initialization is therefore not started before the MySQL resource is deployed, as it requires some of its output attributes as its input parameters.

Each VM is started within a standalone HOT file which are both used as nested templates within the Example 4 script.

Stack deployment

A resource or groups of resources created during a HOT deployment is referred to as stack. Here we will be describing how to deploy a stack using the Example 2 template. The deployment can be done via the Horizon web GUI or over the command line interface. The below command executed in the CLI will deploy the template from example 2. The template is fetched from github and the input parameters are passed as key=value pairs under the –parameters argument.

To list all deployed Heat Stacks, the command stack-list can be used as shown below.

Once

Once we know the UUID of a specific stack we can see its status and details with the command stack show as shown below.

Heat stack-show <stack UUID>
7 Use Case: Virtualisation of Mobile Switching Centre

There are huge industry efforts to virtualise network functions that were developed in an closed industry product fashion. Some of the network products are older than forty years and are still active nodes within the current telecommunication network. One example is Ericsson Mobile Switching Centre node that was used as an example in Part I of this lecture series.

Mobile Switching centre implements communications switching functions, such as call set-up, release, and routing. It also, performs other duties, including routing SMS messages, conference calls, fax, and service billing as well as interfacing with other networks, such as the public switched telephone network (PSTN). This network function was actively been developed during 2G/3G generation networks. More information about this switching function can be found at 3GPP standards website (www.3gpp.org).

This product has large installed base and is still progressively used in many operator networks. Therefore, it is estimated that operators will use 2G/3G networks as fallbacks for a long time to come, so it was decided to virtualise MSC to make it more compatible with modern environments.

There are identified numerous benefits of virtualizing this function. For instance, the virtual appliance of MSC function may be faster deployed and redeployed and thus it can be sold more quickly as only SW is needed for deployment. Both the product and the environment are scalable. Capacity increase is very simple; capacity of the product is increased by allocating more resources to the VMs or deploying additional VMs, and capacity increase of the infrastructure itself would require adding more servers to the data center. From here it may be concluded that virtualisation enables multiple products to run on the same data center and thus allowing operator more freedom in resource management. On the other hand side, the same data center could be used for multiple products, network functions and other virtualised instances thus eliminating the need for hardware dedicated to every application domain.

Despite numerous benefits that virtualisation of MSC network function may imply there are also numerous potential problems that may arise on the way. In the case of Ericsson MSC, the product is developed in evolutionary fashion for more than forty years and as such it grows in complexity. Product has numerous functions that enables its long living but these functions were implemented highly relying on hardware aiming to satisfy very high reliability and safety requirements. To implement such hardware independent behaviour product has to be redesigned. Since the product is very complex because of number of functions implemented this act would require lot of expertise and cost. Another very important aspect to understand is that mobile switching function that serves in real time services such as telephone call has very high reliability requirements and is usually higher that is the case with standard resources that are getting virtualised. For securing reliable operation of such virtualized MSC require additional layer that would secure this requirement. Therefore, Ericsson started developing a new project, its own proprietary network function virtualisation infrastructure called Ericsson Cloud Execution Environment CEE [5]. The
product is developed by taking OpenStack as a base where proprietary solutions are incorporated to increase service reliability of virtualized products run on it. In Ericsson MSC not only software switching function was hardware related but also this special purpose hardware is implemented with special requirement to be reliable. The reliability of this special purpose hardware is also much higher that is the case with standard equipment. Therefore, additional solution is to create specific data center for virtual network function purposes with high demands on performances. There are other open source ongoing initiatives to produce High Available OpenStack solution such as for example OPNFV Doctor, OpenStack Freezer and OpenStack Masakari. All these solutions work on monitor, detect and correct solutions. However, the implementation solution for above stated design principles has to be invented and deployed within these solutions.

8 Discussion and Conclusion

From the very beginning the telecommunication network has been built with the main aim to divide management of network cables and switches into separate business which would provide connection services to its users. In its core the switching board and network cables have implemented the multiplexing idea. With the help of the switching board, the same user can be involved in a number of connections (i.e., calls from subscriber’s perspective or processes from processor’s perspective) in the time sharing principle. This main multiplexing principle has been widely applied in every resource which is consumed in the network. During the network evolution calls/processes are multiplexed over each network cable, over the processors in switching nodes, over the memory in shared memory devices, etc. In the ongoing evolution step the processes are multiplexed over the shared network resources (not node resources) and even network functions are considered as network resources that users share in the time sharing principle.

The above mentioned multiplexing or time sharing of common resources and providing them as a service is implemented by adding new abstraction layers and new virtualisation layer that introduce need for the new management functions securing safe and reliable switching of users on these common resources.

The speciality of switching or multiplexing functions is in their high requirement on fast and reliable management. Since common resources are shared among its users in time sharing principle, every lost time slot is directly causing inefficiency and money loss. On the other hand, the services provided for each user must be safe and reliable, so that the user does not sense other users using the same shared resource.

In all these evolutionary steps, there were specific switching programming languages which were used. In the essence of the functional programming is the ability to have functions that would for the given input always generate the same output. Thus, these functions can be easily formally verified by using mathematical logic. This is especially important in complex systems that require high safety and reliable operation. Although in complex time sharing systems
it may be difficult to achieve pure functional programs, any good programmer should strive to get these programs as functional as possible.

In telecom world, there are plenty of programming languages present in the switching domain. During history these languages evolved, so that functional programming languages, such as Erlang, have also taken dominance in this area. From the system verification point of view, the testers are used to work on a sequence of execution statements to easily follow the program execution. However, in pure functional world the failures would be minimised by proper formal methods. Hence, in fault mining process travelling across huge state machines would be avoided. Therefore, in principle, the more functional our code is, the less verification efforts would be needed.

As we have seen, the complex software tends to become even more complex. Many software products started without functional programming paradigm and have become so complex that it would be too expensive and almost impossible to redesign them in functional programming fashion. However, new developments, especially those in which new abstractions are added and old source code is easily separated from the new code, should aim to move as much as possible to the functional paradigm. As we can see, evolution is just adding new abstractions and new management functions responsible for managing these virtual resources and implementation of these abstractions would be easier with pure functional code.

In these Part II lectures, as well as in Part I, we went through the network evolution from the design principles and technology perspective. In Part I we introduced the main definition of a complex system, discussed challenges of their management. We introduced generic design principles for structuring software systems, such as modularity, abstraction, layering and hierarchy, in order to achieve their easier management. Furthermore, we introduced service orientation and virtualisation technologies that are used as a tool for implementing these principles. At the end of Part I, we discussed the example of the case study reporting experiences in redesigning existing complex software product with these design principles.

In this Part II, as a continuation of the previous lecture, we introduced new evolutionary changes that are currently implemented within the networks. These are Network Function Virtualisation and Software Defined Networks. The two new concepts could be viewed just as adding new virtualisation layers on network resources (hardware and software functions) and introduce more service orientation and computation for each above mentioned network resource. Therefore, in addition to design principles stated in the previous Part I lectures that are related to structuring of complex software, we introduced now in Part II the design principles for implementing network autonomic behaviour. For the purpose of introducing the students with new technological changes, we provide examples by implementing simple network applications over the OpenStack platform by assuring aforementioned design principles for autonomic behaviour. Furthermore, we discuss an example of implementing a complex software product as a network application capable to run over OpenStack platform. Along with the ex-
ample, we discussed benefits and problems that may arise in such act. Finally, we conclude with reflections on the role of functional programming in such complex networked environments.
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