A SIMPLE AND EFFICIENT NUMERICAL METHOD FOR COMPUTING THE DYNAMICS OF ROTATING BOSE-EINSTEIN CONDENSATES VIA A ROTATING LAGRANGIAN COORDINATE
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Abstract. We propose a simple, efficient and accurate numerical method for simulating the dynamics of rotating Bose-Einstein condensates (BECs) in a rotational frame with/without a long-range dipole-dipole interaction. We begin with the three-dimensional (3D) Gross-Pitaevskii equation (GPE) with an angular momentum rotation term and/or long-range dipole-dipole interaction, state the two-dimensional (2D) GPE obtained from the 3D GPE via dimension reduction under anisotropic external potential and review some dynamical laws related to the 2D and 3D GPE. By introducing a rotating Lagrangian coordinate system, the original GPEs are re-formulated to GPEs without the angular momentum rotation which is replaced by a time-dependent potential in the new coordinate system. We then cast the conserved quantities and dynamical laws in the new rotating Lagrangian coordinates. Based on the new formulation of the GPE for rotating BECs in the rotating Lagrangian coordinates, a time-splitting spectral method is presented for computing the dynamics of rotating BECs. The new numerical method is explicit, simple to implement, unconditionally stable and very efficient in computation. It is spectral order accurate in space and second-order accurate in time, and conserves the mass in the discrete level. Extensive numerical results are reported to demonstrate the efficiency and accuracy of the new numerical method. Finally, the numerical method is applied to test the dynamical laws of rotating BECs such as the dynamics of condensate width, angular momentum expectation and center-of-mass, and to investigate numerically the dynamics and interaction of quantized vortex lattices in rotating BECs without/with the long-range dipole-dipole interaction.
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1. Introduction. Bose–Einstein condensation (BEC), first observed in 1995 [4, 17, 22], has provided a platform to study the macroscopic quantum world. Later, with the observation of quantized vortices [2, 13, 34, 36, 38], rotating BECs have been extensively studied in the laboratory. The occurrence of quantized vortices is a hallmark of the superfluid nature of Bose–Einstein condensates. In addition, condensation of bosonic atoms and molecules with significant dipole moments whose interaction is both nonlocal and anisotropic has recently been achieved experimentally in trapped $^{52}$Cr and $^{164}$Dy gases [1, 21, 26, 31, 32, 35, 46].

At temperatures $T$ much smaller than the critical temperature $T_c$, the properties of a BEC in a rotating frame with long-range dipole-dipole interaction are well described by the macroscopic complex-valued wave function $\psi = \psi(x,t)$, whose evolution is governed by the three-dimensional (3D) Gross-Pitaevskii equation (GPE) in dimensionless units with angular momentum rotation term and long-range dipole-
dipole interaction \([1,9,19,40,47,52]\): 

\[
\begin{align*}
\tag{1.1} \quad i\partial_t \psi(x, t) &= \left[ -\frac{1}{2} \nabla^2 + V(x) + \kappa |\psi|^2 + \lambda (U_{\text{dip}} \ast |\psi|^2) - \Omega L_z \right] \psi(x, t),
\end{align*}
\]

where \(t\) denotes time, \(x = (x, y, z)^T \in \mathbb{R}^3\) is the Cartesian coordinate vector, \(V(x)\) is a given real-valued external trapping potential which is determined by the type of system under investigation and \(\kappa = \frac{4\pi N a_s}{\hbar^2} \) is a dimensionless constant describing the strength of the short-range two-body interaction (positive for repulsive interaction, and resp. negative for attractive interaction) of a condensate consisting of \(N\) particles with \(s\)-wave scattering length \(a_s\) and a dimensionless length unit \(x_s\) \([9,19]\). Furthermore \(\Omega \in \mathbb{R}\) is a given dimensionless constant representing the angular velocity, and \(\lambda = \frac{m \mu_0 \mu_{\text{dip}}^2}{4\pi \hbar^2 x_s^3}\) is a dimensionless constant describing the strength of the long-range dipole-dipole interaction with \(m\) the mass of a particle, \(\mu_0\) the vacuum permeability, \(\mu_{\text{dip}}\) the permanent magnetic dipole moment (e.g. \(\mu_{\text{dip}} = 6\mu_n\) for \(^{52}\)C\(_{\text{i}}\) with \(\mu_n\) being the Bohr magneton) and \(\hbar\) the Planck constant \([9,19]\). In addition, \(L_z\) is the dimensionless \(z\)-component of the angular momentum rotation defined as 

\[
\tag{1.2} L_z = -i(x\partial_y - y\partial_x),
\]

and \(U_{\text{dip}}\) is the dimensionless long-range dipole-dipole interaction potential defined as 

\[
\tag{1.3} U_{\text{dip}}(x) = \frac{3}{4\pi|x|^3} \left[ 1 - \frac{3(x \cdot n)^2}{|x|^2} \right] = \frac{3}{4\pi|x|^3} \left[ 1 - 3 \cos^2(\vartheta) \right], \quad x \in \mathbb{R}^3,
\]

with \(n = (n_1, n_2, n_3)^T \in \mathbb{R}^3\) a given unit vector, i.e. \(|n| = \sqrt{n_1^2 + n_2^2 + n_3^2} = 1\), representing the dipole axis (or dipole moment) and \(\vartheta = \vartheta_n(x)\) the angle between the dipole axis \(n\) and the vector \(x\) \([9,19]\). The wave function is normalized to 

\[
\tag{1.4} ||\psi||^2 := \int_{\mathbb{R}^3} |\psi(x, t)|^2 \, dx = 1.
\]

In addition, similar to \([9,19]\), the above GPE (1.1) can be re-formulated as the following Gross-Pitaevskii-Poisson system \([9,19]\):

\[
\begin{align*}
\tag{1.5} \quad i\partial_t \psi(x, t) &= \left[ -\frac{1}{2} \nabla^2 + V(x) + (\kappa - \lambda)|\psi|^2 - 3\lambda \varphi(x, t) - \Omega L_z \right] \psi(x, t), \\
\tag{1.6} \quad \varphi(x, t) &= \partial_{nn} u(x, t), \quad -\nabla^2 u(x, t) = |\psi^2(x, t)|^2 \quad \text{with} \quad \lim_{|x| \to \infty} u(x, t) = 0,
\end{align*}
\]

where \(\partial_n = n \cdot \nabla\) and \(\partial_{nn} = \partial_n(\partial_n)\). From (1.6), it is easy to see that 

\[
\tag{1.7} u(x, t) = \left( \frac{1}{4\pi|\mathbf{x}|^3} \right) \ast |\psi|^2 := \int_{\mathbb{R}^3} \frac{1}{4\pi|\mathbf{x} - \mathbf{x}'|} |\psi(x', t)|^2 \, dx', \quad x \in \mathbb{R}^3, \quad t \geq 0.
\]

In some physical experiments of rotating BEC, the external trap is strongly confined in the \(z\)-direction, i.e.

\[
\tag{1.8} V(x) = V_2(x, y) + \frac{z^2}{2\varepsilon^2}r, \quad x \in \mathbb{R}^3,
\]

with \(0 < \varepsilon \ll 1\) a given dimensionless parameter \([9]\), resulting in a pancake-shaped BEC. Similar to the case of a non-rotating BEC, formally the GPE (1.1) or (1.5)-(1.6)
can effectively be approximated by a two-dimensional (2D) GPE as \[ (1.10) \]
\[
i \partial_t \psi(x_\perp, t) = \left[ -\frac{1}{2} \nabla_\perp^2 + V_2(x_\perp) + \frac{\kappa + \lambda(3n_1^2 - 1)}{\varepsilon \sqrt{2\pi}} |\psi|^2 - \frac{3\lambda}{2} \varphi - \Omega L_z \right] \psi,
\]
where \( \nabla_\perp = (\partial_x, \partial_y) \), \( \nabla_\perp^2 = \partial_{xx} + \partial_{yy} \), and \( n_\perp = (n_1, n_2) \). Furthermore, taking \( \varepsilon \to 0^+ \) in (1.10), we obtain
\[
(1.11) \quad u(x_\perp, t) = G^\varepsilon |\psi|^2, \quad G^\varepsilon(x_\perp) = \frac{1}{(2\pi)^{3/2}} \int_\mathbb{R} \frac{e^{-s^2/2}}{\sqrt{|x_\perp|^2 + \varepsilon^2 s^2}} ds, \quad x_\perp \in \mathbb{R}^2.
\]
This, together with (1.11), implies that when \( \varepsilon \to 0^+ \),
\[
(1.13) \quad u(x_\perp, t) = \frac{1}{2\pi|x_\perp|} * |\psi|^2 \iff (-\nabla_\perp^2)^{1/2} u = |\psi|^2 \text{ with } \lim_{|x_\perp| \to \infty} u(x_\perp, t) = 0.
\]
The problem (1.9)-(1.10) with (1.11) is usually called surface adiabatic model (SAM) for a rotating BEC with dipole-dipole interaction in 2D. Furthermore, taking \( \varepsilon \to 0^+ \) in (1.11), we obtain
\[
G^\varepsilon(x_\perp) \to \frac{1}{2\pi|x_\perp|} := G^0(x_\perp), \quad x_\perp \in \mathbb{R}^2.
\]
where \( V_2(x_\perp) \) is the 2D Gaussian potential.

The problem (1.9)-(1.10) with (1.11) is usually called surface density model (SDM) for a rotating BEC with dipole-dipole interaction in 2D. Note that even for the SDM we retain the \( \varepsilon \)-dependence in (1.11).

In fact, the GPE (1.1) or (1.5) in 3D and the SAM or SDM in 2D can be written in a unified way in \( d \)-dimensions (\( d = 2 \) or 3) with \( x = (x, y)^T \) when \( d = 2 \) and \( x = (x, y, z)^T \) when \( d = 3 \):
\[
(1.14) \quad i \partial_t \psi(x, t) = \left[ -\frac{1}{2} \nabla^2 + V(x) + \beta |\psi|^2 + \eta \varphi(x, t) - \Omega L_z \right] \psi(x, t),
\]
\[
(1.15) \quad \varphi(x, t) = L_n u(x, t), \quad u(x, t) = G * |\psi|^2, \quad x \in \mathbb{R}^d, \quad t \geq 0,
\]
where \( V(x) = V_2(x) \) when \( d = 2 \) and
\[
(1.16) \quad \beta = \begin{cases} \frac{\kappa + \lambda(3n_1^2 - 1)}{\varepsilon \sqrt{2\pi}}, & \kappa \neq \lambda, \\ -3\lambda/2, & \kappa = \lambda \end{cases}, \quad \eta = \begin{cases} -3\lambda/2, & d = 2, \\ -3\lambda, & d = 3, \end{cases}, \quad L_n = \begin{cases} \partial_{n_n}, & d = 2, \\ \partial_{nn}, & d = 3, \end{cases}
\]
\[
(1.17) \quad G(x) = \begin{cases} 1/2\pi|x|, & d = 2 \& \text{SDM}, \\ G^\varepsilon(x), & \theta, \\ 1/4\pi|x|, & d = 2 \& \text{SAM}, \end{cases}, \quad \hat{G}(\xi) = \begin{cases} 1/|\xi|, & d = 2 \& \text{SDM}, \\ \frac{1}{2\pi} \int_\mathbb{R} e^{-s^2/2} ds, & d = 2 \& \text{SAM}, \\ 1/|\xi|^2, & d = 3, \end{cases}
\]
where \( \hat{f}(\xi) \) denotes the Fourier transform of the function \( f(x) \) for \( x, \xi \in \mathbb{R}^d \). For studying the dynamics of a rotating BEC, the following initial condition is used:
\[
(1.18) \quad \psi(x, 0) = \psi_0(x), \quad x \in \mathbb{R}^d, \quad \text{with } ||\psi_0||^2 := \int_{\mathbb{R}^d} |\psi_0(x)|^2 dx = 1.
\]
We remark here that in most BEC experiments, the following dimensionless harmonic potential is used

\[
V(x) = \frac{1}{2} \left\{ \begin{array}{ll}
\gamma_x^2 x^2 + \gamma_y^2 y^2, & d = 2, \\
\gamma_x^2 x^2 + \gamma_y^2 y^2 + \gamma_z^2 z^2, & d = 3,
\end{array} \right.
\]

where \(\gamma_x > 0, \gamma_y > 0\) and \(\gamma_z > 0\) are dimensionless constants proportional to the trapping frequencies in \(x-, y-\) and \(z\)-direction, respectively.

Recently, many numerical and theoretical studies have been done on rotating (dipolar) BECs. There have been many numerical methods proposed to study the dynamics of non-rotating BECs, i.e., when \(\Omega = 0\) and \(\eta = 0\) [3, 11, 14, 20, 28, 37, 43]. Among them, the time-splitting sine/Fourier pseudospectral method is one of the most successful methods. Compared to other methods, the time-splitting pseudospectral method has spectral accuracy in space and is easy to implement. In addition, as was shown in [9], this method can also be easily generalized to simulate the dynamics of dipolar BECs when \(\eta \neq 0\). However, in rotating condensates, i.e., when \(\Omega \neq 0\), we cannot directly apply the time-splitting pseudospectral method proposed in [14] to study their dynamics due to the appearance of angular rotational term. So far, there have been several methods introduced to solve the GPE with an angular momentum term. For example, a pseudospectral type method was proposed in [10] by reformulating the problem in the two-dimensional polar coordinates \((r, \theta)\) or three-dimensional cylindrical coordinates \((r, \theta, z)\). The method is of second-order or fourth-order in the radial direction and spectral accuracy in other directions. A time-splitting alternating direction implicit method was proposed in [13], where the authors decouple the angular terms into two parts and apply the Fourier transform in each direction. Furthermore, a generalized Laguerre-Fourier-Hermite pseudospectral method was presented in [12]. These methods have higher spatial accuracy compared to those in [3, 8, 28] and are also valid in dissipative variants of the GPE [14]. On the other hand, the implementation of these methods can become quite involved. The aim of this paper is to propose a simple and efficient numerical method to solve the GPE with angular momentum rotation term which may include a dipolar interaction term. One novel idea in this method consists in the use of rotating Lagrangian coordinates as in [5] in which the angular momentum rotation term vanishes. Hence, we can easily apply the methods for non-rotating BECs in [14] to solve the rotating case.

This paper is organized as follows. In Section 2, we present the dynamical laws of rotating dipolar BECs based on the GPE (1.14)–(1.18). Then in Section 3, we introduce a coordinate transformation and cast the GPE and its dynamical quantities in the new coordinate system. Numerical methods are proposed in Section 4 to discretize the GPE for both the two-dimensional and three-dimensional cases. In Section 5, we report on the accuracy of our methods and present some numerical results. We make some concluding remarks in Section 6.

2. Dynamical properties. In this section, we analytically study the dynamics of rotating dipolar BECs. We present dynamical laws, including the conservation of angular momentum expectation, the dynamics of condensate widths and the dynamics of the center of mass. In the following we omit the proofs for brevity; they are similar to the ones in [10, 14].

2.1. Conservation of mass and energy. The GPE in (1.14)–(1.18) has two important invariants: the mass (or normalization) of the wave function, which is
can use the ansatz defined as in the study of rotating dipolar BECs. Usually, to find stationary states corresponding to critical points of the energy defined in (2.2), play an important role where and the 

\[ E(t) := E(\psi(t)) = \int_{\mathbb{R}^d} \left[ \frac{1}{2} |\nabla \psi|^2 + V(x)|\psi|^2 + \frac{\beta}{2} |\psi|^4 + \frac{\eta}{2} |\phi|^2 - \Omega \psi^*L_z \psi \right] dx \]

(2.2) \equiv E(\psi(0)) = E(\psi_0), \quad t \geq 0,

where \( f^* \) denotes the conjugate of the complex-valued function \( f \). Stationary states, corresponding to critical points of the energy defined in (2.2), play an important role in the study of rotating dipolar BECs. Usually, to find stationary states \( \phi_s(x) \), one can use the ansatz

\[ \psi(x, t) = e^{-i\mu_s t} \phi_s(x), \quad x \in \mathbb{R}^d, \quad t \geq 0, \]

where \( \mu_s \in \mathbb{R} \) is the chemical potential. Substituting (2.3) into (1.14) yields the nonlinear eigenvalue problem

\[ \mu_s \phi_s(x) = \left[ \frac{1}{2} \nabla^2 + V(x) + \beta |\phi_s|^2 + \eta \phi_s - \Omega L_z \right] \phi_s(x), \quad x \in \mathbb{R}^d, \]

(2.4) \[ \phi_s(x) = L_n u_s(x), \quad u_s(x) = G * |\phi_s|^2, \quad x \in \mathbb{R}^d, \]

under the constraint

\[ \| \phi_s \|^2 = \int_{\mathbb{R}^d} |\phi_s(x)|^2 dx = 1. \]

Thus, by solving the constrained nonlinear eigenvalue problem (2.4)–(2.6), one can find the stationary states of rotating dipolar BECs. In physics literature, the stationary state with the lowest energy is called ground state, while those with larger energy are called excited states.

### 2.2. Conservation of angular momentum expectation

The angular momentum expectation of a condensate is defined as \[ 10 \]

\[ \langle L_z \rangle(t) = \int_{\mathbb{R}^d} \psi^*(x, t)L_z \psi(x, t) dx, \quad t \geq 0. \]

(2.7) This quantity is often used to measure the vortex flux. The following lemma describes the dynamics of angular momentum expectation in rotating dipolar BECs.

**Lemma 2.1.** Suppose that \( \psi(x, t) \) solves the GPE (1.14)–(1.18) with \( V(x) \) chosen as the harmonic potential (1.19). Then we have

\[ \frac{d\langle L_z \rangle(t)}{dt} = (\gamma_x^2 - \gamma_y^2) \int_{\mathbb{R}^d} xy|\psi|^2 dx - \eta \int_{\mathbb{R}^d} |\psi|^2 [(x\partial_y - y\partial_x)\varphi] dx, \quad t \geq 0. \]

\[ \text{(2.8)} \]

Furthermore, if the following two conditions are satisfied: (i) \( \gamma_x = \gamma_y \) and (ii) \( \eta = 0 \) for any given initial data \( \psi_0 \) in (1.18) or \( n = (0, 0, 1)^T \) when \( \psi_0 \) satisfies \( \psi_0(x) = f(r)e^{im\theta} \) in 2D and \( \psi_0(x) = f(r, z)e^{im\theta} \) in 3D with \( m \in \mathbb{Z} \) and \( f \) a function of \( r \) in 2D or \( (r, z) \) in 3D, then the angular momentum expectation is conserved, i.e.

\[ \langle L_z \rangle(t) \equiv \langle L_z \rangle(0), \quad t \geq 0. \]

(2.9) That is, in a radially symmetric trap in 2D or a cylindrically symmetric trap in 3D, the angular momentum expectation is conserved when either there is no dipolar interaction for any initial data or the dipole axis is parallel to the \( z \)-axis with a radially/cylindrically symmetric or central vortex-type initial data.
2.3. Dynamics of condensate width. The condensate width of a BEC in $\alpha$-direction (where $\alpha = x, y, z$ or $r = \sqrt{x^2 + y^2}$) is defined by

$$\sigma_\alpha(t) = \sqrt{\delta_\alpha(t)}, \quad t \geq 0,$$

where

$$\delta_\alpha(t) = \int_{\mathbb{R}^d} \alpha^2 |\psi(x, t)|^2 \, dx.$$

In particular, when $d = 2$, we have the following lemma for its dynamics [10]:

**Lemma 2.2.** Consider two-dimensional BECs with radially symmetric harmonic trap (1.19), i.e. $d = 2$ and $\gamma_x = \gamma_y := \gamma_r$. If $\eta = 0$, then for any initial datum $\psi_0(x)$ in (1.18), we refer to [51].

Thus, in this case the condensate widths $\sigma_x(t)$ and $\sigma_y(t)$ are periodic functions with frequency doubling trapping frequency.

2.4. Dynamics of center of mass. We define the center of mass of a condensate at any time $t$ by

$$x_c(t) = \int_{\mathbb{R}^d} x |\psi(x, t)|^2 \, dx, \quad t \geq 0.$$ 

The following lemma describes the dynamics of the center of mass.

**Lemma 2.3.** Suppose that $\psi(x, t)$ solves the GPE (1.14)–(1.18) with $V(x)$ chosen as the harmonic potential (1.19). Then for any given initial data $\psi_0$, the dynamics of the center of mass are governed by the following second-order ODEs:

$$\dot{x}_c(t) - 2\Omega J \dot{x}_c(t) + (\Lambda + \Omega^2 J^2) x_c(t) = 0, \quad t \geq 0,$$

$$x_c(0) = x_c^{(0)} := \int_{\mathbb{R}^d} x |\psi_0|^2 \, dx,$$

$$\dot{x}_c(0) = x_c^{(1)} := \int_{\mathbb{R}^d} \text{Im} (\psi_0^* \nabla \psi_0) \, dx - \Omega J x_c^{(0)},$$

where $\text{Im}(f)$ denotes the imaginary part of the function $f$ and the matrices

$$J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad \Lambda = \begin{pmatrix} \gamma^2_x & 0 \\ 0 & \gamma^2_y \end{pmatrix}, \quad \text{for} \quad d = 2,$$

or

$$J = \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \Lambda = \begin{pmatrix} \gamma^2_x & 0 & 0 \\ 0 & \gamma^2_y & 0 \\ 0 & 0 & \gamma^2_z \end{pmatrix}, \quad \text{for} \quad d = 3.$$
2.5. An analytical solution under special initial data. From Lemma 2.3 we can construct an analytical solution to the GPE (1.14)–(1.18) when the initial data is chosen as a stationary state with its center shifted.

Lemma 2.4. Suppose $V(x)$ in (1.14) is chosen as the harmonic potential (1.19) and the initial condition $ψ₀(x)$ in (1.18) is chosen as

$$ψ₀(x) = φₛ(x − x₀), \quad x ∈ \mathbb{R}^d,$$

where $x₀ ∈ \mathbb{R}^d$ is a given point and $φₛ(x)$ is a stationary state defined in (2.4)–(2.6) with chemical potential $µₛ$, then the exact solution of (1.14)–(1.18) can be constructed as

$$ψ(x, t) = φₛ(x − x_c(t)) e^{-iµₛ t} e^{i w(x, t)}, \quad x ∈ \mathbb{R}^d, \quad t ≥ 0,$$

where $x_c(t)$ satisfies the ODE (2.14) with

$$x_c(0) = x₀, \quad x_c(0) = −Ω Jx₀,$$

and $w(x, t)$ is linear in $x$, i.e.

$$w(x, t) = c(t) · x + g(t), \quad c(t) = (c₁(t), ..., c_d(t))^T, \quad x ∈ \mathbb{R}^d, \quad t ≥ 0$$

for some functions $c(t)$ and $g(t)$. Thus, up to phase shifts, $ψ$ remains a stationary state with shifted center at all times.

3. GPE under a rotating Lagrangian coordinate. In this section, we first introduce a coordinate transformation and derive the GPE in transformed coordinates. Then we reformulate the dynamical quantities studied in Section 2 in the new coordinate system.

3.1. A rotating Lagrangian coordinate transformation. For any time $t ≥ 0$, let $A(t)$ be an orthogonal rotational matrix defined as

$$A(t) = \begin{pmatrix} \cos(Ωt) & \sin(Ωt) \\ −\sin(Ωt) & \cos(Ωt) \end{pmatrix}, \quad \text{if} \quad d = 2,$$

and

$$A(t) = \begin{pmatrix} \cos(Ωt) & \sin(Ωt) & 0 \\ −\sin(Ωt) & \cos(Ωt) & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \text{if} \quad d = 3.$$

It is easy to verify that $A⁻¹(t) = Aᵀ(t)$ for any $t ≥ 0$ and $A(0) = I$ with $I$ the identity matrix. For any $t ≥ 0$, we introduce the rotating Lagrangian coordinates $\bar{x}$ as

$$\bar{x} = A⁻¹(t)x = Aᵀ(t)x ⇔ x = A(t)\bar{x}, \quad x ∈ \mathbb{R}^d,$$

and denote the wave function in the new coordinates as $φ := φ(\bar{x}, t)$

$$φ(\bar{x}, t) := ψ(x, t) = ψ(A(t)\bar{x}, t), \quad x ∈ \mathbb{R}^d, \quad t ≥ 0.$$

In fact, here we refer the Cartesian coordinates $x$ as the Eulerian coordinates and Fig. 3.1 depicts the geometrical relation between the Eulerian coordinates $x$ and the rotating Lagrangian coordinates $\bar{x}$ for any fixed $t ≥ 0$. 
Using the chain rule, we obtain the derivatives
\[
\partial_t \phi(\tilde{x}, t) = \partial_t \psi(x, t) + \nabla \psi(x, t) \cdot \left( \hat{A}(t) \tilde{x} \right) = \partial_t \psi(x, t) - \Omega (x \partial_y - y \partial_x) \psi(x, t),
\]
\[
\nabla \phi(\tilde{x}, t) = A^{-1}(t) \nabla \psi(x, t), \quad \nabla^2 \phi(\tilde{x}, t) = \nabla^2 \psi(x, t).
\]
Substituting them into (1.14)–(1.18) gives the following 3-dimensional GPE in the rotating Lagrangian coordinates:

\[
\begin{align*}
(3.5) & \quad i \partial_t \phi(\tilde{x}, t) = \left[ -\frac{1}{2} \nabla^2 + W(\tilde{x}, t) + \beta |\phi|^2 + \eta \varphi(\tilde{x}, t) \right] \phi(\tilde{x}, t), \quad \tilde{x} \in \mathbb{R}^d, \quad t > 0, \\
(3.6) & \quad \varphi(\tilde{x}, t) = L_{m(t)} u(\tilde{x}, t), \quad u(\tilde{x}, t) = G * |\phi|^2, \quad \tilde{x} \in \mathbb{R}^d, \quad t \geq 0,
\end{align*}
\]
where \( G \) is defined in (1.17) and

\[
\begin{align*}
(3.7) & \quad W(\tilde{x}, t) = V(A(t) \tilde{x}), \quad \tilde{x} \in \mathbb{R}^d, \\
(3.8) & \quad L_{m(t)} = \begin{cases} 
\partial \mathbf{m}(t) \mathbf{m}_\bot(t) - n_3 \nabla^2, & d = 2, \\
\partial \mathbf{m}(t) \mathbf{m}(t), & d = 3, \end{cases} \quad t \geq 0,
\end{align*}
\]
with \( \mathbf{m}(t) \in \mathbb{R}^3 \) and \( \mathbf{m}_\bot(t) \in \mathbb{R}^2 \) defined as

\[
\mathbf{m}(t) = \begin{pmatrix} m_1(t) \\ m_2(t) \\ m_3(t) \end{pmatrix}, \quad \mathbf{m}_\bot(t) = \begin{pmatrix} n_1 \cos(\Omega t) - n_2 \sin(\Omega t) \\ n_1 \sin(\Omega t) + n_2 \cos(\Omega t) \\ n_3 \end{pmatrix}, \quad t \geq 0,
\]
and \( \mathbf{m}_\bot(t) = (m_1(t), m_2(t))^T \), respectively. The initial data transforms as

\[
\begin{align*}
(3.9) & \quad \phi(\tilde{x}, 0) = \psi(x, 0) = \psi_0(x) := \phi_0(\tilde{x}) = \phi_0(\tilde{x}), \quad \tilde{x} = x \in \mathbb{R}^d.
\end{align*}
\]
We remark here again that if \( V(x) \) in (1.14) is a harmonic potential as defined in (1.19), then the potential \( W(\tilde{x}, t) \) in (3.5) has the form

\[
W(\tilde{x}, t) = \begin{cases} 
\frac{1}{4} \left( \omega_1 (\tilde{x}^2 + \tilde{y}^2) + \omega_2 \left[ (\tilde{x}^2 - \tilde{y}^2) \cos(2\Omega t) + 2\tilde{x}\tilde{y} \sin(2\Omega t) \right] \right), & d = 2, \\
\frac{1}{4} \left( \omega_1 (\tilde{x}^2 + \tilde{y}^2) + \omega_2 \left[ (\tilde{x}^2 - \tilde{y}^2) \cos(2\Omega t) + 2\tilde{x}\tilde{y} \sin(2\Omega t) \right] + 2\gamma_2 \tilde{z}^2 \right), & d = 3,
\end{cases}
\]
where \( \omega_1 = \gamma_x^2 + \gamma_y^2 \) and \( \omega_2 = \gamma_z^2 - \gamma_y^2 \). It is easy to see that when \( \gamma_z = \gamma_y := \gamma_r \), i.e. radially and cylindrically symmetric harmonic trap in 2D and 3D, respectively, we have \( \omega_1 = 2\gamma_r^2 \) and \( \omega_2 = 0 \) and thus the potential \( W(\mathbf{x}, t) = V(\mathbf{x}) \) becomes time-independent.

In contrast to (1.14), the GPE (3.5) does not have an angular momentum rotation term, which enables us to develop simple and efficient numerical methods for simulating the dynamics of rotating dipolar BEC in Section 4.

### 3.2. Dynamical quantities

In the above, we introduced rotating Lagrangian coordinates and cast the GPE in the new coordinate system. Next we consider the dynamical laws in terms of the new wave function \( \phi(\mathbf{x}, t) \).

#### Mass and energy

In rotating Lagrangian coordinates, the conservation of mass (2.1) yields

\[
\|\psi(\cdot, t)\|^2 := \int_{\mathbb{R}^d} |\psi(\mathbf{x}, t)|^2 d\mathbf{x} = \int_{\mathbb{R}^d} |\phi(\mathbf{x}, t)|^2 d\mathbf{x} = \|\phi(\cdot, t)\|^2 \equiv 1, \quad t \geq 0.
\]

The energy defined in (2.2) becomes

\[
\bar{E}(\phi(\cdot, t)) = \int_{\mathbb{R}^d} \left[ \frac{1}{2} |\nabla \phi|^2 + W(\mathbf{x}, t)|\phi|^2 + \frac{\beta}{2} |\phi|^4 + \frac{\eta}{2} |\phi|^2 \right] d\mathbf{x}
\]

\[
- \int_{\mathbb{R}^d} \int_t^0 \left[ \partial_\tau W(\mathbf{x}, \tau) + \frac{\eta}{2} (\partial_\tau L_{m(\tau)}) u(\mathbf{x}, \tau) \right] |\phi|^2 d\tau d\mathbf{x} \equiv \bar{E}(\phi(\cdot, 0)), \quad t \geq 0,
\]

where \( u \) is given in (3.6). Specifically, it holds

\[
\partial_\tau L_{m(t)} = 2 \begin{cases} \partial_{A^T(t)n_2} \partial_{A^T(t)n_1}, & d = 2, \\ \partial_{A^T(t)n} \partial_{A^T(t)n}, & d = 3. \end{cases}
\]

#### Angular momentum expectation

The angular momentum expectation in the new coordinates becomes

\[
\langle L_z \rangle(t) = -i \int_{\mathbb{R}^d} \psi^*(\mathbf{x}, t)(x \partial_y - y \partial_x)\psi(\mathbf{x}, t) d\mathbf{x}
\]

\[
= -i \int_{\mathbb{R}^d} \phi^*(\mathbf{x}, t)(\bar{x} \partial_y - \bar{y} \partial_x)\phi(\mathbf{x}, t) d\mathbf{x}, \quad t \geq 0,
\]

which has the same form as (2.7) in the new coordinates of \( \mathbf{x} \in \mathbb{R}^d \) and the wave function \( \phi(\mathbf{x}, t) \). Indeed, if we denote \( \bar{L}_z \) as the z-component of the angular momentum in the rotating Lagrangian coordinates, we have \( \bar{L}_z = -i(\bar{x} \partial_y - \bar{y} \partial_x) = -i(x \partial_y - y \partial_x) = L_z \), i.e. the coordinate transform does not change the angular momentum in z-direction. In addition, noticing that for any \( t \geq 0 \) it holds \( \phi(\mathbf{x}, t) = \psi(\mathbf{x}, t) \) and \( |A(t)| = 1 \) for any \( t \geq 0 \) immediately yields (3.13).

#### Condensate width

After the coordinate transform, it holds

\[
\delta_r(t) = \int_{\mathbb{R}^d} (x^2 + y^2)|\psi|^2 d\mathbf{x} = \int_{\mathbb{R}^d} (\bar{x}^2 + \bar{y}^2)|\phi|^2 d\mathbf{x} = \delta_{r}(t) + \delta_{g}(t),
\]

\[
\delta_z(t) = \int_{\mathbb{R}^d} z^2|\psi|^2 d\mathbf{x} = \int_{\mathbb{R}^d} \bar{z}^2|\phi|^2 d\mathbf{x} = \delta_{z}(t),
\]
that the coordinate transformation does not affect the quantities in

\[ (3.18) \]

where \( D \subset \mathbb{R}^d \) to a bounded computational domain

In rotating Lagrangian coordinates, we have the following analogue of Lemma 2.4:

**Lemma 3.1.** Suppose \( V(x) \) in (1.14) is chosen as the harmonic potential (1.19) and the initial condition \( \phi_0(x) \) in (3.1) is chosen as

\[ (3.17) \]

where \( x^0 \) is a given point in \( \mathbb{R}^d \) and \( \phi_s(x) \) is a stationary state defined in (2.4)–(2.6) with chemical potential \( \mu_s \), then the exact solution of (3.5)–(3.10) is of the form

\[ (3.18) \]

where \( x_c(t) \) satisfies the second-order ODEs:

\[ (3.19) \]

\[ (3.20) \]

with the matrix \( \Lambda \) defined in Lemma 2.3 and \( \tilde{w}(x, t) \) is linear in \( \tilde{x} \), i.e.

\[ \tilde{w}(x, t) = \tilde{c}(t) \cdot \tilde{x} + \tilde{g}(t), \quad \tilde{c}(t) = (\tilde{c}_1(t), \ldots, \tilde{c}_d(t))^T, \quad x \in \mathbb{R}^d, \ t \geq 0. \]

We have seen that the form of the transformation matrix \( A(t) \) in (3.2) is such that the coordinate transformation does not affect the quantities in \( z \)-direction, e.g. \( \langle L_z \rangle, \sigma_z(t) \) and \( z_c(t) \).

4. **Numerical methods.** To study the dynamics of rotating dipolar BECs, in this section we propose a simple and efficient numerical method for discretizing the GPE (3.5)–(3.10) in rotating Lagrangian coordinates. The detailed discretizations for both the 2D and 3D GPEs are presented. Here we assume \( \Omega \neq 0 \), and for \( \Omega = 0 \), we refer to [7,10,11,23].

In practical computations, we first truncate the whole space problem (3.5)–(3.10) to a bounded computational domain \( D \subset \mathbb{R}^d \) and consider

\[ (4.1) \]

\[ (4.2) \]

where

\[ \rho(y, t) = \begin{cases}
|\phi(y, t)|^2, & y \in D, \\
0, & \text{otherwise,}
\end{cases} \quad y \in \mathbb{R}^d. \]

The initial condition is given by

\[ (4.3) \]

for any \( t \geq 0 \).

**Center of mass.** The center of mass in rotating Lagrangian coordinates is defined as

\[ (3.16) \]

Since \( \det(A(t)) = 1 \) for any \( t \geq 0 \), it holds that \( x_c(t) = A(t)x_c(t) \) for any \( t \geq 0 \).
The boundary condition to (4.1) will be chosen based on the kernel function $G$ defined in (1.17). Due to the convolution in (4.2), it is natural to consider using the Fourier transform to compute $u(\tilde{x}, t)$. However, from (1.17) and (3.11), we know that $\lim_{\xi \to 0} \hat{G}(\xi) = \infty$ and $|\hat{\phi}|^2(\xi = 0) \neq 0$. As noted for simulating dipolar BECs in 3D [9, 15, 39], there is a numerical locking phenomena, i.e. numerical errors will be bounded below no matter how small the mesh size is, when one uses the Fourier transform to evaluate $u(\tilde{x}, t)$ and/or $\varphi(\tilde{x}, t)$ numerically in (4.2). As noticed in [6, 9], the second (integral) equation in (4.2) can be reformulated into the Poisson equation (1.6) and square-root-Poisson equation (1.13) for 3D and 2D SDM model, respectively. With these PDE formulations for $u(\tilde{x}, t)$, we can truncate them on the domain $D$ and solve them numerically via spectral method with sine basis functions instead of Fourier basis functions and thus we can avoid using the 0-modes [9]. Thus in 3D and 2D SDM model, we choose the homogeneous Dirichlet boundary conditions to (4.1).

Of course, for the 2D SAM model, one has to use the Fourier transform to compute $u(\tilde{x}, t)$, thus we take the periodic boundary conditions to (4.1).

The computational domain $D \subset \mathbb{R}^d$ is chosen as $D = [a, b] \times [c, d]$ if $d = 2$ and $D = [a, b] \times [c, d] \times [e, f]$ if $d = 3$. Due to the confinement of the external potential, the wave function decays exponentially fast as $|\tilde{x}| \to \infty$. Thus if we choose $D$ to be sufficiently large, the error from the domain truncation can be neglected. As long as we solve $\phi(\tilde{x}, t)$ in the bounded computational domain $D$, we obtain a corresponding solution $\psi(x, t)$ in the domain $A(t)D$. As shown in Fig. 4.1 for the example of a 2D domain, although the domains $A(t)D$ for $t \geq 0$, are in general different for different time $t$, they share a common disk which is bounded by the inner green solid circle in Fig. 4.1. Thus, the value of $\psi(x, t)$ inside the vertical maximal square (the magenta area) which lies fully within the inner disk can be calculated easily by interpolation.

Fig. 4.1: The bounded computational domain $D$ in rotating Lagrangian coordinates $\tilde{x}$ (left) and the corresponding domain $A(t)D$ in Cartesian (or Eulerian) coordinates $x$ (right) when $\Omega = 0.5$ at different times: $t = 0$ (black solid), $t = \frac{\pi}{4}$ (cyan dashed), $t = \frac{\pi}{2}$ (red dotted) and $t = \frac{3\pi}{4}$ (blue dash-dotted). The two green solid circles determine two disks which are the union (inner circle) and the intersection of all domains $A(t)D$ for $t \geq 0$, respectively. The magenta area is the vertical maximal square inside the inner circle.

**4.1. Time-splitting method.** Next, let us introduce a time-splitting method to discretize (4.1)–(4.3). We choose a time-step size $\Delta t > 0$ and define the time
sequence as \( t_n = n\Delta t \) for \( n \in \mathbb{N} \). Then from \( t = t_n \) to \( t = t_{n+1} \), we numerically solve the GPE (4.1) in two steps. First we solve

\[
(4.4) \quad i\partial_t \tilde{\phi}(\tilde{x}, t) = -\frac{1}{2} \nabla^2 \phi(\tilde{x}, t), \quad \tilde{x} \in \mathcal{D}, \quad t_n \leq t \leq t_{n+1}
\]

for a time step of length \( \Delta t \), and then we solve

\[
(4.5) \quad i\partial_t \phi(\tilde{x}, t) = \left[ W(\tilde{x}, t) + \beta|\phi|^2 + \eta\tilde{\varphi} \right] \phi(\tilde{x}, t), \quad \tilde{x} \in \mathcal{D}, \quad t_n \leq t \leq t_{n+1},
\]

\[
(4.6) \quad \varphi(\tilde{x}, t) = L_{m(t)} u(\tilde{x}, t), \quad u(\tilde{x}, t) = \int_{\mathbb{R}^d} G(\tilde{x} - \tilde{y})\rho(\tilde{y}, t) \, d\tilde{y},
\]

for the same time step.

Equation (4.5) can be discretized in space by sine or Fourier pseudospectral methods and then integrated exactly in time. If homogeneous Dirichlet boundary conditions are used, then we choose the sine pseudospectral method to discretize it; otherwise, the Fourier pseudospectral method is used if the boundary conditions are periodic. For more details, see e.g. [9, 14].

On the other hand, we notice that on each time interval \([t_n, t_{n+1}]\), the problem (4.3)–(4.6) leaves \(|\phi(\tilde{x}, t)|\) and hence \(u(\tilde{x}, t)\) invariant, i.e. \( |\phi(\tilde{x}, t)| = |\phi(\tilde{x}, t_n)| \) and \( u(\tilde{x}, t) = u(\tilde{x}, t_n) \) for all times \( t_n \leq t \leq t_{n+1} \). Thus, for \( t \in [t_n, t_{n+1}] \), Eq. (4.3) reduces to

\[
(4.7) \quad i\partial_t \phi(\tilde{x}, t) = \left[ W(\tilde{x}, t) + \beta|\phi(\tilde{x}, t_n)|^2 + \eta \left( L_{m(t)} u(\tilde{x}, t_n) \right) \right] \phi(\tilde{x}, t), \quad \tilde{x} \in \mathcal{D}.
\]

Integrating (4.7) in time gives the solution

\[
(4.8) \quad \phi(\tilde{x}, t) = \phi(\tilde{x}, t_n) \exp \left[ -i \left( \beta|\phi(\tilde{x}, t_n)|^2(t - t_n) + \eta \Phi(\tilde{x}, t) + \int_{t_n}^{t} W(\tilde{x}, \tau) \, d\tau \right) \right]
\]

for \( \tilde{x} \in \mathcal{D} \) and \( t \in [t_n, t_{n+1}] \), where the function \( \Phi(\tilde{x}, t) \) is defined by

\[
(4.9) \quad \Phi(\tilde{x}, t) = \int_{t_n}^{t} \left[ L_{m(\tau)} u(\tilde{x}, t_n) \right] \, d\tau = \left( \int_{t_n}^{t} L_{m(\tau)} \, d\tau \right) u(\tilde{x}, t_n).
\]

Plugging (4.9) and (4.8) into (4.10), we get

\[
(4.10) \quad \Phi(\tilde{x}, t) = \tilde{L}_d(t) u(\tilde{x}, t_n), \quad \tilde{x} \in \mathcal{D}, \quad t_n \leq t \leq t_{n+1},
\]

where

\[
\tilde{L}_d(t) = \begin{cases}
|l_{11}^{11}(t) - l_{33}^{33}(t)| \partial_{\tilde{x}\tilde{x}} + |l_{12}^{12}(t) - l_{22}^{22}(t)| \partial_{\tilde{y}\tilde{y}}, & d = 2, \\
l_{11}^{11}(t) \partial_{\tilde{x}\tilde{x}} + l_{12}^{12}(t) \partial_{\tilde{y}\tilde{y}} + l_{33}^{33}(t) \partial_{\tilde{z}\tilde{z}}, & d = 3,
\end{cases}
\]

with

\[
l_{11}^{11}(t) = \int_{t_n}^{t} m_1^{11}(\tau) \, d\tau = \int_{t_n}^{t} \left[ n_1^2 \cos^2(\Omega\tau) + n_2^2 \sin^2(\Omega\tau) - n_1 n_2 \sin(2\Omega\tau) \right] \, d\tau
\]

\[
= \frac{n_1^2 + n_2^2}{2}(t - t_n) + \frac{n_1^2 - n_2^2}{4\Omega} \left[ \sin(2\Omega t) - \sin(2\Omega t_n) \right] - \frac{n_1 n_2}{2\Omega} \left[ \cos(2\Omega t) - \cos(2\Omega t_n) \right],
\]

\[
l_{22}^{22}(t) = \int_{t_n}^{t} m_2^{22}(\tau) \, d\tau = \int_{t_n}^{t} \left[ n_2^2 \cos^2(\Omega\tau) + n_1^2 \sin^2(\Omega\tau) + n_1 n_2 \sin(2\Omega\tau) \right] \, d\tau
\]

\[
= \frac{n_1^2 + n_2^2}{2}(t - t_n) - \frac{n_1^2 - n_2^2}{4\Omega} \left[ \sin(2\Omega t) - \sin(2\Omega t_n) \right] - \frac{n_1 n_2}{2\Omega} \left[ \cos(2\Omega t) - \cos(2\Omega t_n) \right],
\]

and

\[
l_{12}^{12}(t) = \int_{t_n}^{t} m_2^{12}(\tau) \, d\tau = \int_{t_n}^{t} \left[ n_1^2 \cos^2(\Omega\tau) + n_2^2 \sin^2(\Omega\tau) + n_1 n_2 \sin(2\Omega\tau) \right] \, d\tau
\]

\[
= \frac{n_1^2 + n_2^2}{2}(t - t_n) + \frac{n_1^2 - n_2^2}{4\Omega} \left[ \sin(2\Omega t) - \sin(2\Omega t_n) \right] + \frac{n_1 n_2}{2\Omega} \left[ \cos(2\Omega t) - \cos(2\Omega t_n) \right].
\]
\[ l_{c1}^2(t) = 2 \int_{t_n}^t m_1(\tau)m_2(\tau)d\tau = \int_{t_n}^t \left[ (n_1^2 - n_2^2) \sin(2\Omega\tau) + 2n_1n_2 \cos(2\Omega\tau) \right] d\tau = \frac{n_1^2 - n_2^2}{2\Omega} \left[ \cos(2\Omega t_n) - \cos(2\Omega t) \right] + \frac{n_1n_2}{\Omega} \left[ \sin(2\Omega t) - \sin(2\Omega t_n) \right], \]

\[ l_{c1}^3(t) = 2n_3 \int_{t_n}^t m_1(\tau)d\tau = 2n_3 \int_{t_n}^t [n_1 \cos(\Omega\tau) - n_2 \sin(\Omega\tau)] d\tau = \frac{2n_3}{\Omega} \left[ n_1 \left[ \sin(\Omega t) - \sin(\Omega t_n) \right] + n_2 \left[ \cos(\Omega t) - \cos(\Omega t_n) \right] \right], \]

\[ l_{c2}^2(t) = 2n_3 \int_{t_n}^t m_2(\tau)d\tau = 2n_3 \int_{t_n}^t [n_1 \sin(\Omega\tau) + n_2 \cos(\Omega\tau)] d\tau = \frac{2n_3}{\Omega} \left[ n_2 \left[ \sin(\Omega t) - \sin(\Omega t_n) \right] - n_1 \left[ \cos(\Omega t) - \cos(\Omega t_n) \right] \right], \]

\[ l_{c2}^3(t) = \int_{t_n}^t n_3^2 d\tau = n_3^2(t - t_n), \quad t_n \leq t \leq t_{n+1}. \]

In Section 4.2, we will discuss in detail the approximations to \( \Phi(\tilde{x}, t) \) in (4.10). In addition, we remark here again that if \( V(x) \) in (1.19) is a harmonic potential as defined in (1.19), then the definite integral in (4.8) can be calculated analytically as

\[ \int_{t_n}^t W(\tilde{x}, \tau)d\tau = \frac{1}{4} \omega_1 (\tilde{x}^2 + \tilde{y}^2)(t - t_n) + H(\tilde{x}, t) + \frac{1}{2} \left\{ 0, \frac{1}{2} \right\} \gamma 2\tilde{z}^2(t - t_n), \quad d = 2, \]

\[ \int_{t_n}^t W(\tilde{x}, \tau)d\tau = \frac{\omega_2}{8\Omega} \left[ (\tilde{x}^2 - \tilde{y}^2) \left[ \sin(2\Omega t) - \sin(2\Omega t_n) \right] - 2\tilde{x}\tilde{y} \left[ \cos(2\Omega t) - \cos(2\Omega t_n) \right] \right]. \]

Of course, for general external potential \( V(x) \) in (1.14), the integral of \( W(\tilde{x}, \tau) \) in (4.8) might not be found analytically. In this situation, we can simply adopt a numerical quadrature to approximate it, e.g. the Simpson’s rule can be used as

\[ \int_{t_n}^t W(\tilde{x}, \tau)d\tau \approx \frac{t - t_n}{6} \left[ W(\tilde{x}, t_n) + 4W(\tilde{x}, \frac{t_n + t}{2}) + W(\tilde{x}, t) \right]. \]

We remark here that, in practice, we always use the second-order Strang splitting method (12) to combine the two steps in (4.4) and (4.5) - (4.6). That is, from time \( t = t_n \) to \( t = t_{n+1} \), we (i) evolve (4.3) for half time step \( \Delta t/2 \) with initial data given at \( t = t_n \); (ii) evolve (4.5) - (4.6) for one step \( \Delta t \) starting with the new data; and (iii) evolve (4.4) for half time step \( \Delta t/2 \) again with the newer data. For a more general discussion of the splitting method, we refer the reader to [14][24].

### 4.2. Computation of \( \Phi(\tilde{x}, t) \)

In this section, we present approximations to the function \( \Phi(\tilde{x}, t) \) in (4.10). From the discussion in the previous subsection, we need only show how to discretize \( u(\tilde{x}, t_n) \) in (4.2) and its second-order derivatives in (4.10).

#### 4.2.1. Surface adiabatic model in 2D

In this case, the function \( u(\tilde{x}, t_n) \) in (4.2) is given by

\[ u(\tilde{x}, t_n) = \int_{\mathbb{R}^2} G(\tilde{x} - \tilde{y})\rho(\tilde{y}, t_n) d\tilde{y}, \quad \tilde{x} \in \mathcal{D}. \]
with the kernel function \( G \) defined in the second line of (1.14). To approximate it, we consider a 2D box \( \mathcal{D} \) with periodic boundary conditions.

Let \( M \) and \( K \) be two even positive integers. Then we make the (approximate) ansatz

\[
(4.12) \quad u(\mathbf{x}, t_n) = \sum_{p=-M/2}^{M/2-1} \sum_{q=-K/2}^{K/2-1} \hat{u}_{pq}(t_n) e^{i \nu_p(x-a)} e^{i \nu_q(y-c)}, \quad \mathbf{x} = (\tilde{x}, \tilde{y}) \in \mathcal{D},
\]

where \( \hat{u}_{pq}(t_n) \) is the Fourier coefficient of \( u(\mathbf{x}, t_n) \) corresponding to the frequencies \((p, q)\) and

\[
\nu_p = \frac{2p \pi}{b-a}, \quad \nu_q = \frac{2q \pi}{d-c}, \quad (p, q) \in \mathcal{S}_{MK}.
\]

The index set \( \mathcal{S}_{MK} \) is defined as

\[
\mathcal{S}_{MK} = \left\{ (p, q) \mid -\frac{M}{2} \leq p \leq \frac{M}{2} - 1, \ -\frac{K}{2} \leq q \leq \frac{K}{2} - 1 \right\}.
\]

We approximate the convolution in (4.11) by a discrete convolution to obtain

\[
(4.13) \quad \hat{u}_{pq}(t_n) = \hat{G}(\nu_p^1, \nu_q^1) \cdot (|\hat{\phi}|^2)_{pq}, \quad (p, q) \in \mathcal{S}_{MK},
\]

where \((|\hat{\phi}|^2)_{pq}\) is the Fourier coefficient corresponding to the frequencies \((p, q)\) of the function \(|\phi(\mathbf{x}, t_n)|^2\), and \(\hat{G}(\nu_p^1, \nu_q^1)\) are given by (see details in (1.14))

\[
(4.14) \quad \hat{G}(\nu_p^1, \nu_q^1) = \frac{1}{2 \pi^2} \int_{-\infty}^{\infty} e^{-\frac{s^2}{2}} ds,
\]

for time \( t_n \leq t \leq t_{n+1} \), where the function \( L(\xi_1, \xi_2, t) \) is defined as

\[
L(\xi_1, \xi_2, t) = - \left[ (l_{11}^{11}(t) - l_{33}^{13}(t)) \xi_1^2 + (l_{22}^{22}(t) - l_{33}^{33}(t)) \xi_2^2 + l_{12}^{12}(t) \xi_1 \xi_2 \right].
\]

### 4.2.2. Surface density model in 2D

In this case, the function \( u(\mathbf{x}, t_n) \) in (4.10) also satisfies the square-root-Poisson equation in (1.15) which can be truncated on the computational domain \( \mathcal{D} \) with homogeneous Dirichlet boundary conditions as

\[
(4.16) \quad (-\nabla^2)^{1/2} u(\mathbf{x}, t_n) = |\phi(\mathbf{x}, t_n)|^2, \quad \mathbf{x} \in \mathcal{D}; \quad u(\mathbf{x}, t_n)|_{\partial \mathcal{D}} = 0.
\]
The above problem can be discretized by using a sine pseudospectral method in which
the 0-modes are avoided. Letting \( M, K \in \mathbb{N} \), we denote the index set
\[
\mathcal{T}_{MK} = \{(p, q) \mid 1 \leq p \leq M - 1, \ 1 \leq q \leq K - 1\},
\]
and define the functions
\[
U_{p, q}(\mathbf{x}) = \sin(\mu_p^1(\mathbf{x} - a)) \sin(\mu_q^2(\mathbf{y} - c)), \quad (p, q) \in \mathcal{T}_{MK}, \quad \mathbf{x} = (\mathbf{x}, \mathbf{y}) \in \mathcal{D},
\]
where
\[
\mu_p^1 = \frac{p\pi}{b - a}, \quad \mu_q^2 = \frac{q\pi}{d - c}, \quad (p, q) \in \mathcal{T}_{MK}.
\]
Assume that
\[
\Phi(\mathbf{x}, t_n) = \sum_{p=1}^{M-1} \sum_{q=1}^{K-1} \hat{u}_{pq}^s(t_n) U_{p, q}(\mathbf{x}), \quad \mathbf{x} \in \mathcal{D},
\]
where \( \hat{u}_{pq}^s(t_n) \) is the sine transform of \( u(\mathbf{x}, t_n) \) at frequencies \( (p, q) \). Substituting (4.18) into (4.19) and taking sine transform on both sides, we obtain
\[
\hat{u}_{pq}^s(t_n) = \frac{(|\phi|^2)^{s}_{pq}}{\sqrt{(\mu_p^1)^2 + (\mu_q^2)^2}}, \quad (p, q) \in \mathcal{T}_{MK},
\]
where \( (|\phi|^2)^{s}_{pq} \) is the sine transform of \( |\phi(\mathbf{x}, t_n)|^2 \) at frequencies \( (p, q) \).

Combining (4.18), (4.19) and (4.10), we obtain an approximation of \( \Phi(\mathbf{x}, t) \) in the solution (4.8) via sine spectral method as
\[
\Phi(\mathbf{x}, t) = \sum_{p=1}^{M-1} \sum_{q=1}^{K-1} \frac{(|\phi|^2)^{s}_{pq}}{\sqrt{(\mu_p^1)^2 + (\mu_q^2)^2}} \left[ L(\mu_p^1, \mu_q^2, t) U_{p, q}(\mathbf{x}) + l_{c1}^{12}(t) V_{p, q}(\mathbf{x}) \right],
\]
where the functions \( L(\xi_1, \xi_2, t) \) and \( V_{p, q}(\mathbf{x}) \) are defined as
\[
L(\xi_1, \xi_2, t) = - \left[ \left(l_{c1}^{11}(t) - l_{c3}^{13}(t)\right) \xi_1^2 + \left(l_{c2}^{22}(t) - l_{c3}^{33}(t)\right) \xi_2^2 \right],
\]
\[
V_{p, q}(\mathbf{x}) = \partial_{x\mathbf{y}} U_{p, q}(\mathbf{x}) = \mu_p^1 \mu_q^2 \cos(\mu_p^1(\mathbf{x} - a)) \cos(\mu_q^2(\mathbf{y} - c)), \quad (p, q) \in \mathcal{T}_{MK}.
\]

4.2.3. Approximations in 3D. In 3D case, again the function \( u(\mathbf{x}, t_n) \) in (4.9) also satisfies the Poisson equation in (4.10) which can be truncated on the computational domain \( \mathcal{D} \) with homogeneous Dirichlet boundary conditions as
\[
- \nabla^2 u(\mathbf{x}, t_n) = |\phi(\mathbf{x}, t_n)|^2, \quad \mathbf{x} \in \mathcal{D}; \quad u(\mathbf{x}, t_n)|_{\partial\mathcal{D}} = 0.
\]
The above problem can be discretized by using a sine pseudospectral method in which
the 0-modes are avoided. Denote the index set
\[
\mathcal{T}_{MKL} = \{(p, q, r) \mid 1 \leq p \leq M - 1, \ 1 \leq q \leq K - 1, \ 1 \leq r \leq L - 1\}
\]
where \( M, K, L > 0 \) are integers and define the functions
\[
U_{p, q, r}(\mathbf{x}) = \sin(\mu_p^1(\mathbf{x} - a)) \sin(\mu_q^2(\mathbf{y} - c)) \sin(\mu_r^3(\mathbf{z} - e)), \quad (p, q, r) \in \mathcal{T}_{MKL},
\]
\[ \mu_r^2 = r\pi/(f - c), \quad 1 \leq r \leq L - 1. \]

Again, we take the (approximate) ansatz

\[ u(\bar{x}, t_n) = \sum_{p=1}^{M-1} \sum_{q=1}^{K-1} \sum_{r=1}^{L-1} \hat{u}_{pqr}^s(t_n) U_{p,q,r}(\bar{x}), \quad \bar{x} = (\bar{x}, \bar{y}, \bar{z}) \in D, \]

where \( \hat{u}_{pqr}^s(t_n) \) is the sine transform of \( u(\bar{x}, t_n) \) corresponding to frequencies \( (p, q, r) \).

Substituting (4.22) into the Poisson equation (4.21) and noticing the orthogonality of the sine functions, we obtain

\[ \hat{u}_{pqr}^s(t_n) = \frac{1}{(\mu_p^2)^2 + (\mu_q^2)^2 + (\mu_r^2)^2}, \quad (p, q, r) \in \mathcal{T}_{MKL}, \]

where \( (|\phi|^2)^{s}_{pqr} \) is the sine transform of \(|\phi(\bar{x}, t_n)|^2\) corresponding to frequencies \( (p, q, r) \).

Combining (4.21), (4.22) and (4.23), we obtain an approximation of \( \Phi(\bar{x}, t) \) in the solution (4.28) via sine spectral method as

\[ \Phi(\bar{x}, t) = \sum_{p=1}^{M-1} \sum_{q=1}^{K-1} \sum_{r=1}^{L-1} \hat{u}_{pqr}^s(t_n) \left[ L(\mu_p^1, \mu_q^2, \mu_r^3, t)U_{p,q,r}(\bar{x}) + \frac{i}{c} V_{p,q,r}^{(1)}(\bar{x}) \right. \]
\[ \left. + \frac{i}{c} V_{p,q,r}^{(2)}(\bar{x}) + \frac{i}{c} V_{p,q,r}^{(3)}(\bar{x}) \right], \quad \bar{x} \in D, \]

where the functions \( L(\xi_1, \xi_2, \xi_3, t) \), \( V_{p,q,r}^{(1)}(\bar{x}) \), \( V_{p,q,r}^{(2)}(\bar{x}) \) and \( V_{p,q,r}^{(3)}(\bar{x}) \) (for \( (p, q, r) \in \mathcal{T}_{MKL} \)) are defined as

\[ L(\xi_1, \xi_2, \xi_3, t) = - \left[ \frac{i}{c} \frac{\partial}{\partial \xi_1} U_{p,q,r}(\bar{x}) - \mu_p^1 \mu_q^2 \cos(\mu_p^1(\bar{x} - a)) \cos(\mu_q^2(\bar{y} - c)) \sin(\mu_r^3(\bar{z} - e)), \right. \]
\[ \left. V_{p,q,r}^{(1)}(\bar{x}) = \frac{\partial}{\partial \xi_2} U_{p,q,r}(\bar{x}) = \mu_p^1 \mu_r^3 \cos(\mu_p^1(\bar{x} - a)) \sin(\mu_q^2(\bar{y} - c)) \cos(\mu_r^3(\bar{z} - e)), \right. \]
\[ \left. V_{p,q,r}^{(2)}(\bar{x}) = \frac{\partial}{\partial \xi_3} U_{p,q,r}(\bar{x}) = \mu_p^2 \mu_r^3 \sin(\mu_p^1(\bar{x} - a)) \cos(\mu_q^2(\bar{y} - c)) \cos(\mu_r^3(\bar{z} - e)). \right. \]

**Remark 4.1.** After obtaining the numerical solution \( \phi(\bar{x}, t) \) on the bounded computational domain \( D \), if it is needed to recover the original wave function \( \psi(x, t) \) over a set of fixed grid points in the Cartesian coordinates \( x \), one can use the standard Fourier/sine interpolation operators from the discrete numerical solution \( \phi(\bar{x}, t) \) to construct an interpolation continuous function over \( D \), which can be used to compute \( \psi(x, t) \) over a set of fixed grid points in the Cartesian coordinates \( x \) for any fixed time \( t \geq 0 \).

**Remark 4.2.** If the potential \( V(x) \) in (1.4) is replaced by a time-dependent potential, e.g. \( V(x, t) \), the rotating Lagrangian coordinates transformation and the numerical method are still valid provided that we replace \( W(\bar{x}, t) \) in (3.7) by \( W(\bar{x}, t) = V(A(t)\bar{x}, t) \) for \( \bar{x} \in \mathbb{R}^d \) and \( t \geq 0 \).

**5. Numerical results.** In this section, we first test the accuracy of our numerical method, where throughout we apply the two-dimensional surface density model. Then study the dynamics of rotating dipolar BECs, including the center of mass, angular momentum expectation and condensate widths. In addition, the dynamics of vortex lattices in rotating dipolar BEC are presented.
TABLE 5.1: Spatial discretization errors \( \|\phi(t) - \phi(\Delta \tilde{x}, \Delta \tilde{y}, \Delta t)\| \) at time \( t = 1 \).

| \( \beta \)       | \( \Delta t = 1/40 \) | \( \Delta t = 1/80 \) | \( \Delta t = 1/160 \) | \( \Delta t = 1/320 \) | \( \Delta t = 1/640 \) |
|-------------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|
| 33.5914           | 1.0434E-3               | 2.6018E-4               | 6.4992E-5               | 1.6233E-5               | 4.0456E-6               |
| 58.7849           | 2.5241E-3               | 6.2783E-4               | 1.5674E-4               | 3.9143E-5               | 9.7550E-6               |
| 92.3762           | 4.9982E-3               | 1.2380E-3               | 3.0882E-4               | 7.108E-5                | 1.9215E-5               |
| 119.8488          | 1.1417E-2               | 2.7716E-3               | 6.9009E-4               | 1.7223E-4               | 4.2915E-5               |

Table 5.2: Temporal discretization errors \( \|\phi(t) - \phi(\Delta \tilde{x}, \Delta \tilde{y}, \Delta t)\| \) at time \( t = 1 \).

5.1. Numerical accuracy. In order to test numerical accuracy, we consider a 2D GPE (4.1)–(4.2) with the SDM long-range interaction (1.13) and harmonic potential (1.19), i.e. \( d = 2 \) in the GPE (4.1). The other parameters are chosen as \( \Omega = 0, \gamma_x = \gamma_y = 1, \eta = -\frac{15}{2} \) and dipole axis \( \mathbf{n} = (0, 0, 1)^T \). The initial condition in (4.3) is taken as

\[
\phi_0(x) = \frac{1}{\pi^{1/4}} e^{-\left(\frac{x^2+y^2}{2}\right)}, \quad \tilde{x} \in D,
\]

where we perform our simulations on the bounded computational domain \( D = [-16, 16]^2 \). Denote \( \phi(\Delta \tilde{x}, \Delta \tilde{y}, \Delta t) \) as the numerical solution at time \( t \) obtained with the mesh size (\( \Delta \tilde{x}, \Delta \tilde{y} \)) and time step \( \Delta t \). With a slight abuse of notation, we let \( \phi(t) \) represent the numerical solution with very fine mesh size \( \Delta \tilde{x} = \Delta \tilde{y} = 1/64 \) and small time step \( \Delta t = 0.0001 \) and assume it to be a sufficiently good representation of the exact solution at time \( t \).

Tables 5.1–5.2 show the spatial and temporal errors of our numerical method for different \( \beta \) in the GPE (4.1), where the errors are computed as \( \|\phi(t) - \phi(\Delta \tilde{x}, \Delta \tilde{y}, \Delta t)\|_{L^2} \) (with \( \Delta \tilde{x} = \Delta \tilde{y} \)) at time \( t = 1 \). To calculate the spatial errors in Table 5.1, we always use a very small time step \( \Delta t = 0.0001 \) so that the errors from time discretization can be neglected compared to those from spatial discretization. Table 5.1 shows that the spatial accuracy of our method is of spectral order. In addition, the spatial errors increase with the nonlinearity coefficient \( \beta \) when the mesh size is kept constant.

In Table 5.2 we always use mesh sizes \( \Delta \tilde{x} = \Delta \tilde{y} = 1/64 \) which are the same as those used in obtaining the ‘exact’ solution, so that one can regard the spatial discretization as ‘exact’ and the only errors are from time discretization. For different \( \beta \), Table 5.2 shows second order decrease of the temporal errors with respect to time-step size \( \Delta t \). Similarly, for the same \( \Delta t \), the temporal errors increase with \( \beta \).

5.2. Dynamics of center of mass. In the following, we study the dynamics of the center of mass by directly simulating the GPE (1.14)–(1.15) in 2D with SDM long-range interaction (1.13) and harmonic potential (1.19). To that end, we take \( d = 2, \beta = 30 \sqrt{10}/\pi, \eta = -\frac{15}{2} \) and dipole axis \( \mathbf{n} = (1, 0, 0)^T \). The initial condition in...
is taken as

\begin{equation}
\phi_0(x) = \alpha \zeta(x - x^0), \quad \text{with} \quad \zeta(x) = (x + iy)e^{-\frac{(x^2 + y^2)}{2}}, \quad x \in \mathcal{D},
\end{equation}

where the constant $\alpha$ is chosen to satisfy the normalization condition $||\psi||^2 = 1$. Initially, we take $x^0 = (1, 1)^T$. In our simulations, we use the computational domain $\mathcal{D} = [-16, 16]^2$, the mesh size $\Delta x = \Delta y = 1/16$ and the time step size $\Delta t = 0.0001$.

We consider the following two sets of trapping frequencies: (i) $\gamma_x = \gamma_y = 1$, and (ii) $\gamma_x = 1$, $\gamma_y = 1.1$. Figure 5.1 shows the trajectory of the center of mass $x_c(t)$ in the original coordinates as well as the time evolution of its coordinates for different angular velocities $\Omega$, where $\gamma_x = \gamma_y = 1$. On the other hand, Figure 5.2 presents the same quantities for $\gamma_x = 1$ and $\gamma_y = 1.1$. In addition, the numerical results are compared with analytical ones from solving the ODEs in (2.14)–(2.16). Figs. 5.1, 5.2 show that if the external trap is symmetric, i.e. $\gamma_x = \gamma_y$, the center of mass always moves within a bounded region which is symmetric with respect to the trap center $(0, 0)^T$. Furthermore, if the angular velocity $\Omega$ is rational, the movement is periodic with a period depending on both the angular velocity and the trapping frequencies. In contrast, when $\gamma_x \neq \gamma_y$, the dynamics of the center of mass become more complicated. The simulation results in Figs. 5.1, 5.2 are consistent with those obtained by solving the ODE system in Lemma 2.3 for given $\Omega$, $\gamma_x$, and $\gamma_y$ and those numerical results reported in the literatures by other numerical methods [10, 12, 13].

On the other hand, we also study the dynamics of the center of mass $\tilde{x}_c(t)$ in the new coordinates. When $\gamma_x = \gamma_y$ and $\Omega$ arbitrary, the center of mass has a periodic motion on the straight line segment connecting $-x^0$ and $x^0$. This is also true for $x_c(t)$ with $\Omega = 0$ (cf. Fig. 5.1). However, the trajectories are different for different $\Omega$ if $\gamma_x \neq \gamma_y$. This observations agree with the results in Lemma 2.4.

In addition, our simulations show that the dynamics of the center of mass are independent of the interaction coefficients $\beta$ and $\eta$, which is consistent with Lemma 2.3.

5.3. Dynamics of angular momentum expectation and condensate widths.

To study the dynamics of the angular momentum expectation and condensate widths, we adapt the GPE (1.14) in 2D with SDM long-range interaction (1.13) and harmonic potential (1.19), i.e. we take $d = 2$ and $\Omega = 0.7$. Similarly, the initial condition in (1.18) is taken as

\begin{equation}
\psi_0(x) = \alpha \zeta(x), \quad x \in \mathcal{D},
\end{equation}

where $\zeta(x)$ is defined in (5.2) and $\alpha$ is a constant such that $||\psi||^2 = 1$. In our simulations, we consider the following four cases:

(i) $\gamma_x = \gamma_y = 1$, $\beta = 25\sqrt{10/\pi}$, $\eta = 0$, and $n = (1, 0, 0)^T$;

(ii) $\gamma_x = \gamma_y = 1$, $\beta = 25\sqrt{10/\pi}$, $\eta = -15$, and $n = (1, 0, 0)^T$;

(iii) $\gamma_x = \gamma_y = 1$, $\beta = 55\sqrt{10/\pi}$, $\eta = -15$, and $n = (0, 0, 1)^T$;

(iv) $\gamma_x = 1$, $\gamma_y = 1.1$, $\beta = 55\sqrt{10/\pi}$, $\eta = -15$, and $n = (0, 0, 1)^T$.

In Figure 5.3 we present the dynamics of the angular momentum expectation, energy and mass for each of the above four cases in the interval $t \in [0, 15]$. We see that if the external trap is radially symmetric in 2D, then the angular momentum expectation is conserved when either there is no dipolar interaction (Case (i)) or the dipolar axis is parallel to the z-axis (Case (iii)). Otherwise, the angular momentum expectation is not conserved. The above numerical observations are consistent with
Fig. 5.1: Results for $\gamma_x = \gamma_y = 1$. Left: trajectory of the center of mass, $\mathbf{x}_c(t) = (x_c(t), y_c(t))^T$ for $0 \leq t \leq 100$. Right: coordinates of the trajectory $\mathbf{x}_c(t)$ (solid line: $x_c(t)$, dashed line: $y_c(t)$) for different rotation speed $\Omega$, where the solid and dashed lines are obtained by directly simulating the GPE and '*' and 'o' represent the solutions to the ODEs in Lemma 2.3.
Fig. 5.2: Results for $\gamma_x = 1$, $\gamma_y = 1.1$. Left: trajectory of the center of mass, $\mathbf{x}_c(t) = (x_c(t), y_c(t))^T$ for $0 \leq t \leq 100$. Right: coordinates of the trajectory $\mathbf{x}_c(t)$ (solid line: $x_c(t)$, dashed line: $y_c(t)$) for different rotation speed $\Omega$, where the solid and dashed lines are obtained by directly simulating the GPE and '*' and 'o' represent the solutions to the ODEs in Lemma 2.3.
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Fig. 5.3: Time evolution of the angular momentum expectation (left) and energy and mass (right) for Cases (i)-(iv) in section 5.3.

Fig. 5.4: Time evolution of condensate widths in the Cases (i)–(iv) in section 5.3.

the analytical results obtained in Lemma 2.1. In addition, we find that our method conserves the energy and mass very well during the dynamics (cf. Fig. 5.3 right). Furthermore, from our additional numerical results not shown here for brevity, we observed that the angular momentum expectation is conserved in 3D for any initial data if the external trap is cylindrically symmetric and either there is no dipolar
interaction or the dipolar axis is parallel to the z-axis, which can also be justified mathematically.

The dynamics of the condensate widths are presented in Figure 5.4. We find that $\delta_r(t)$ is periodic as long as the trapping frequencies satisfy $\gamma_x = \gamma_y$ and the influence of the dipole axis vanishes, e.g. in the Case (i), which confirms the analytical results of Lemma 2.2. Furthermore, from our additional numerical results not shown here for brevity, we observed that $\delta_r(t)$ is periodic and $\delta_x(t) = \delta_y(t) = \frac{1}{2} \delta_r(t)$ if $\eta = 0$ for any initial data or $n = (0, 0, 1)^T$ for radially symmetric or central vortex-type initial data.

![Fig. 5.5: Contour plots of the density function $|\psi(x, t)|^2$ for dynamics of a vortex lattice in a rotating BEC (Case (i)). Domain displayed: $(x, y) \in [-13, 13]^2$.](image)

**5.4. Dynamics of quantized vortex lattices.** In the following, we apply our numerical method to study the dynamics of quantized vortex lattices in rotating dipolar BECs. Again, we adapt the GPE (1.14)–(1.15) in 2D with SDM long-range interaction (1.13) and harmonic potential (1.19), i.e. we choose $d = 2$, $\beta = 1000$ and $\Omega = 0.9$. The initial datum in (1.18) is chosen as a stationary vortex lattice which is computed numerically by using the method in [49,50] with the above parameters and $\gamma_x = \gamma_y = 1$, $\eta = 0$, i.e. no long-range dipole-dipole interaction initially. Then the dynamics of vortex lattices are studied in two cases:

(i) perturb the external potential by setting $\gamma_x = 1.05$ and $\gamma_y = 0.95$ at $t = 0$;
(ii) turn on the dipolar interactions by setting $\eta = -600$ and dipolar axis $n = (1, 0, 0)^T$ at time $t = 0$.

In our simulations, we use $D = [-16, 16]^2$, $\Delta x = \Delta y = 1/16$ and $\Delta t = 0.0001$. Figures 5.5–5.6 show the contour plots of the density function $|\psi(x, t)|^2$ at different time steps.
for Cases (i) and (ii), respectively, where the wave function $\psi(x, t)$ is obtained from $\phi(\tilde{x}, t)$ by using interpolation via sine basis (see Remark 4.1). We see that during the dynamics, the number of vortices is conserved in both cases. The lattices rotate to form different patterns because of the anisotropic external potential and dipolar interaction in Cases (i) and (ii), respectively. In addition, the results in Case (i) are similar to those obtained in [10], where a spectral type method in polar coordinates was used to simulate the dynamics of vortex lattices.

Fig. 5.6: Contour plots of the density function $|\psi(x, t)|^2$ for dynamics of a vortex lattice in a rotating dipolar BEC (Case (ii)). Domain displayed: $(x, y) \in [-10, 10]^2$.

6. Conclusions. We proposed a simple and efficient numerical method to simulate the dynamics of rotating dipolar Bose-Einstein condensation (BEC) whose properties are described by the Gross–Pitaevskii equation (GPE) with both the angular rotation term and the long-range dipole-dipole interaction. First, by decoupling the short-range and long-range interactions, we reformulate the GPE as a Gross-Pitaevskii-(fractional) Poisson system. Then we eliminate the angular rotation term from the GPE using a rotating Lagrangian coordinate transformation, which makes it possible to design a simple and efficient numerical method. In the new rotating Lagrangian coordinates, we presented a numerical method which combines the time-splitting techniques with Fourier/sine pseudospectral approximation to simulate the dynamics of rotating dipolar BECs. The numerical methods is explicit, unconditional stable, spectral accurate in space and second order accurate in time, and conserves the mass in the discretized level. The memory cost is $O(MK)$ in 2D and $O(MKL)$ in 3D, and the computational cost per time step is $O(MK \ln(MK))$ in
2D and $O(MKL \ln(MKL))$ in 3D. More specifically, the method is very easy to be implemented via FFT or DST. We then numerically examine the conservation of the angular momentum expectation and study the dynamics of condensate widths and center of mass for different angular velocities. In addition, the dynamics of vortex lattice in rotating dipolar BEC are investigated. Numerical studies show that our method is very effective in simulating the dynamics of rotating dipolar BECs.
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