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Abstract
The theory of controlled mechanical systems of Bloch et al (2001 IEEE Trans. Control Syst. Technol. 45 2253–70; Bloch et al 2001 Int. J. Robust Nonlinear Control 11 191–214; Bloch et al 1992 Automatica 28 745–56; Bloch et al 1997 Current and Future Directions in Applied Mathematics) and Krishnaprasad PS (1985 Nonlinear Anal. Theor. Methods Appl. 9 1011–35) is extended to the case of ideal incompressible fluids consisting of charged particles in the presence of an external magnetic field. The resulting control is of feedback type and depends on the Eulerian state of the controlled system. Moreover, the control is set up so that the corresponding closed loop equations are Lie–Poisson. This implies that the energy–momentum method of Arnold V (1966 Ann. Inst. Fourier 16 319–61) and Holm et al (1985 Phys. Rep. 123 1–116) can be used to find a stabilizing control. As an example the case of planar parallel shear flow with an inflection point is treated. A state dependent feedback control is constructed which stabilizes the system for an arbitrarily long channel.
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1. Introduction

1.1. Plasma dynamics and stability problem

A plasma is a collection of charged particles and is often described as a fluid mechanical system. The motion of the plasma fluid generates an electromagnetic field and, in turn, the electromagnetic field acts on the fluid through the Lorentz force. There exists a hierarchy of (Hamiltonian) descriptions of plasma dynamics, including the Vlasov–Maxwell equations, the Navier–Stokes–Maxwell equations, magnetohydrodynamics, or the Euler–Poisson equations. The Navier–Stokes–Maxwell equations arise by coupling the Navier–Stokes to the Maxwell equations through the Lorentz force and the current density. If viscous effects can be neglected one obtains the Euler–Maxwell equations.
An important topic in plasma physics, and in particular in nuclear fusion research, is the study of stability of equilibria. Specifically, one is interested in controlling an externally generated electromagnetic field in such a way that the motion of the plasma fluid is given by a stable equilibrium. See [9, 11, 12, 16, 20, 24].

This paper studies the stability control problem for a system which mimics the Euler–Maxwell system in the sense that the Euler equation is kept but instead of a self-consistent electromagnetic field subject to the Maxwell equations one considers only a constant magnetic field. Further, it is assumed that the fluid is incompressible and couples to the magnetic field \( B \) by a charge \( q \) that is carried along flow lines. The resulting system is described by the charged Euler equations ([15]), which in \( \mathbb{R}^3 \) take the form

\[
\dot{u} + \nabla_u u = -\nabla p + q u \times B \quad (1.1)
\]
\[
\text{div } u = 0 \quad (1.2)
\]
\[
\dot{q} + \langle u, \nabla q \rangle = 0, \quad (1.3)
\]

where \( p \) is the pressure, determined by the requirement that \( \dot{u} \) in (1.1) is divergence free. While this system is a strong simplification of the Euler–Maxwell equations, two essential features are retained: the fluid velocity \( u \) evolves according to the Euler equation and the charge transport (1.3) follows from the Noether theorem for the action of the gauge symmetry group.

The observation of this paper is that the theory of [5–8, 19, 29] (see section 1.2) can be adapted to find a characterization of controls which stabilize a given previously unstable equilibrium of the charged Euler system. The resulting stabilizing control, if it exists, yields stability in the nonlinear sense (following [3, 18]) with respect to perturbations in the fluid’s velocity.

The controlled quantity in this approach is the charge \( q \) and the control should be of feedback type with respect to the state of the system. Thus (1.3) is replaced by a control law \( \dot{q} = U(u) \) which depends on observations of the fluid’s velocity. The mathematical formulation of this procedure is described in section 1.3. Physically, this means that the charge of the fluid is directly controlled at all times and each point in space. Due to the external magnetic field this influences the fluid motion according to (1.1). An example where such a control can be explicitly found and leads to a stabilization of a (previously unstable) fluid equilibrium is the shear flow system in section 7.

The Euler–Maxwell equations can be derived from a Hamiltonian system, and the same is true for the charged Euler equations. However, the latter can be viewed, moreover, as a Lie–Poisson system (see appendix B). This is a structural simplification and makes the application of the controlled Hamiltonian ideas [5–8, 19, 29] (see section 1.2) easier. But there is no a priori reason why the controlled Hamiltonian approach should not also work for the full Euler–Maxwell system. Then the charge control would be realized by an externally impressed electric current.

1.2. Feedback control of mechanical systems with symmetries

The feedback control method of Lagrangian or Hamiltonian mechanical systems with symmetries has been initiated in [7, 19] and then further developed in [5, 6, 8, 29] as-well-as, more recently, in [28]. The idea of this method consists in modifying the kinetic energy metric of a given mechanical system by means of a Kaluza–Klein construction. The modified metric then yields a new Hamiltonian system and the energy–momentum method of [3, 18] can be used to find conditions on the Kaluza–Klein construction such that an unstable equilibrium for the uncontrolled system is (nonlinearly) stable for the new system. The method is set up in such a way that the Kaluza–Klein modification can be identified with a feedback control
acting on the internal symmetry variables, and the new Hamiltonian system corresponds to the closed loop equations associated to the feedback control. Hence, the control stabilizes a given equilibrium if, and only if, it is stable for the modified Hamiltonian system. Stability shall be understood throughout in the nonlinear sense, as in [18].

To describe this idea in more detail, consider the example of a satellite with an internal rotor attached to the third principal axis. The configuration space of this system is $P = \text{SO}(3) \times S^1$. Given moments of inertia $I_1 > I_2 > I_3$, the rotation of the satellite about the second axis is an unstable equilibrium. The kinetic energy of the system is the Hamiltonian function associated to a Kaluza–Klein metric $\mu_P^0$ on the $S^1$-principal bundle $P \to \text{SO}(3)$ which is determined by the following three ingredients: a metric $\mu_0^0$ on $S = \text{SO}(3)$; an inertia tensor $I_0$ on $\mathbb{R}$ (viewed as the Lie algebra of $S^1$); a connection form $A_0 : T\text{SO}(3) \to \mathbb{R}$. Now the control approach of [5, 6, 8, 19] consists of modifying the data $(\mu_0^0, I_0, A_0)$. This yields a new Kaluza–Klein metric $\mu_P^C$ on $P$, thus a new kinetic energy, and thus a new Hamiltonian system. Moreover, the modification can be identified with a feedback control of the form $q = -C\Pi$ where $q \in \mathbb{R}$ is the angular momentum of the rotor, $\Pi \in \mathbb{R}^3$ is the angular momentum of the satellite in the body representation and $C : \mathbb{R}^3 \to \mathbb{R}$ is a linear map. Then it is shown that the closed loop equations associated to $C$ coincide with the Hamiltonian equations with respect to the kinetic energy Hamiltonian of $\mu_P^C$. Therefore, the energy–momentum method can be used to find a control which stabilizes rotation of the satellite about the middle axis. The details of this example are described in section 2.

The advantage of the method of controlled Hamiltonians is that it gives an algorithmic and explicit construction of feedback controls which stabilize a given (unstable) equilibrium. It should be noted, however, that this approach only yields stability with respect to perturbations after factoring out the internal symmetries. In the satellite example, this means that stability with respect to perturbations in the rotor variable cannot be concluded. A generalization to show stability in the full phase space has been carried out in [6], but this will not be further addressed in this paper.

### 1.3. Lie–Poisson formulation of ideal flow of charged particles

The theory of [5, 6, 8, 19] applies to mechanical systems where the configuration space is a direct product of two (finite dimensional) Lie groups. We extend this method to treat fluid dynamical systems defined on semi-direct products of infinite dimensional groups.

To this end, equations (1.1)–(1.3) are reformulated as a Lie–Poisson system (3.44). This equivalence is detailed in appendix B. The Lie–Poisson system will be slightly more general by replacing the electromagnetic gauge symmetry group $S^1$ by an arbitrary finite dimensional compact Lie group $K$.

More precisely, consider the group $A$ of volume preserving automorphisms of a trivial principle bundle $P = M \times K \to M$ with base $M \subset \mathbb{R}^n$. This group is a semi-direct product

$$A = D \ltimes G,$$

where $D = \text{Diff}_0(M)$ is the group of volume preserving diffeomorphisms of $M$ and $G = \mathcal{F}(M, \mathfrak{k})$ are functions on $M$ with values in the Lie algebra $\mathfrak{k}$ corresponding to the Lie group $K$. Let $\mu_0^M$ be the induced Euclidean metric on $M$, $I_0 \in \mathfrak{k}^* \otimes \mathfrak{k}^*$ an Ad($K$)-invariant symmetric positive definite bilinear form on $\mathfrak{k}$, and $A_0 : T\text{M} \to \mathfrak{k}$ a connection form on the (trivial) principal bundle $P \to M$. Let $\mu_0^C$ denote the Kaluza–Klein metric on $P$ associated to $(\mu_0^M, I_0, A_0)$ and vol$_P$ the associated volume form. (See appendix B for the relevant definitions regarding Kaluza–Klein metrics and Lie–Poisson systems.) This gives rise to a right invariant $L^2$ metric $[\mu_0^C]$ on $A$ and thus to a kinetic energy Hamiltonian $H_0 : T^*A = A \times \text{aut}_0^p \to \mathbb{R},$
which, in turn, is due to the semi-direct product structure. To extend the theory of [5, 6, 8] we construct a force

1.4. Feedback control

To extend the theory of [5, 6, 8] we construct a force $F$ acting on the charge variables $q$ which is of the form

$$\frac{\partial q}{\partial t} = - F(\nu, q)$$

and we emphasize the $q$-dependence. This dependence is a new feature compared to the approach of [5, 6, 8]. It is necessary because of the $X \circ q$ term in the dynamical equation, which, in turn, is due to the semi-direct product structure.

Using an explicit expression for the force $F$, we obtain a new conserved quantity $p_0$. This allows to identify the corresponding control law as

$$q = T p - C \nu,$$

where $p = \rho R^{-1} \text{Ad}(g^{-1}) \nu$ and $\rho = \text{det} \, \mu_0$ is defined as the advection of $p_0$, $T : \text{gau}^* \to \text{gau}^*$ is an isomorphism and $C : \text{diff}_0 \to \text{gau}^*$ is a linear operator. It is shown that, if $T$ and $C$ satisfy the assumptions of theorem 3.7, then the corresponding closed loop equations coincide with a forced Lie–Poisson system, associated to an explicit force term $f$ acting on the fluid momentum variables $\nu$ and a kinetic energy Hamiltonian $H_C : \text{aut}_0 \to \mathbb{R}$, $\eta \mapsto \langle \eta, [\mu_0^{-1} \eta] \rangle / 2$.

The construction is such that $[\mu_0^C]$ can be expressed as a Kaluza–Klein inner product on $\mu_0^C = \mu_0 \times \text{gau}$ which arises as a modification $(\|C\|, \|C\|, A_C)$ of the data $(\mu_0^C, I_0, A_0)$. This is the content of theorem 3.7.

With the goal of obtaining a Lie–Poisson system on $\text{diff}_0$, and accompanying stabilization conditions, we set $p_0 = 0$. Since $p_0$ is a conserved quantity, this corresponds to a symplectic reduction of $T^*A$ with respect to the cotangent lifted action of $G$ at $p_0$, followed by a passage from $T^*D$ to $\text{diff}_0$, which is the Poisson reduction with respect to the remaining $D$-symmetry. In order to have an unforced Lie–Poisson system on $\text{diff}_0$, we look for controls such that induced force term $f$ vanishes for $p_0 = 0$. It turns out that this determines $C$ to be of the form

$$C = \gamma R^{-1} I_0 \text{Ad}^{-1} : \text{diff}_0 \to \text{gau}^*,$$

where $\gamma$ is a parameter such that $R : \text{gau}^* \to \text{gau}^*$, $\gamma\to p - \gamma I_0 A_0 [\mu_0^{-1} A_0 p]$ is invertible; here $[A_0 p]$ is the class of $A_0 p = p \circ A_0 \in \Omega^1(M)$ in $\text{diff}_0 = \Omega^1(M) / d \mathcal{F}(M)$. In fact, as shown in theorem 3.11, this also fixes $T$ and we obtain
\[
\dot{\nu} = \text{ad}([\mu_0^M]^{-1}\nu)^*\nu
\]

which is a Lie–Poisson system on \(\text{diff}_0\) with respect to the kinetic energy Hamiltonian
\[
h_C(\nu) = \frac{\langle \nu, [\mu_0^M]^{-1}\nu \rangle}{2}.
\]

Notethat,once \((\mu_0^M, I_0, A_0)\) are fixed, the only free parameter in (3.92) is \(\gamma\).

Assume now that \(\nu_e\) is an unstable equilibrium of the (uncontrolled) Euler equation
\[
\dot{\nu} = \text{ad}([\mu_0^M]^{-1}\nu)^*\nu.
\]
If \(\nu_e\) is a (nonlinearly) stable equilibrium of the controlled system (3.95),
then the control \(C\) yields stabilization of \(\nu_e\) with respect to perturbations in the \(\nu\)-variables.
Since (3.95) is Lie–Poisson, it is in particular Hamiltonian, and the techniques of [3, 18] can
be applied to find conditions on \(h_C\) such that stability of \(\nu_e\) follows. These conditions translate
to explicit conditions on \(C\). Therefore, the approach yields a constructive way to design
stabilizing feedback controls.

**Remark 1.1 (Controllabilty vs. stabilizing control).** Finite dimensional control theory makes heavy use of the notion of controllability. This concerns problems such as which states of a system can be reached, when starting from a given initial configuration, by undergoing a series of allowed motions or applying a set of controls. This theory is very well developed in finite dimensions ([1, 27]) but there is not much literature on infinite dimensional aspects of controllability or attainability ([2] contains a review). Consequently, the idea of stabilizing an equilibrium in fluid mechanics is largely independent from the theory of controllability. Furthermore, the control objective in plasma dynamics is confinement, i.e. ideally keeping the plasma as close as possible for as long as possible to a fixed initial configuration. Thus one is interested in controlling an external electromagnetic field such that the plasma fluid is held in a stable equilibrium ([9, 11, 12, 20]).

### 1.5. Feedback control of shear flow

In section 7 this method is applied to the example of ideal incompressible shear flow with a sinusoidal velocity profile \(u_e(x, y) = (\sin(y + \frac{\pi}{2}), 0)\) in a channel \(M = [0, X\pi] \times [0, Y\pi]\) where \(Y < 1\). This shear flow has an inflection point and is known to be a stable equilibrium of the Euler equation
\[
\dot{\nu} = \text{ad}([\mu_0^M]^{-1}\nu)^*\nu,
\]
where \(\mu_0^M\) is the Euclidean metric, if \(X\) is sufficiently small. For large \(X\), the equilibrium is unstable. Assuming that the fluid consists of charged particles in an external magnetic field \(dA_0 = -a'_0(y)dx \wedge dy\) and \(I_0 = 1\), we explicitly construct a control which stabilizes the shear flow for arbitrarily large \(X\). See figure 1.

Since the only free parameter in (3.92) is \(\gamma\), this amounts to finding a vector potential \(A_0 = a_0(y)dx\) such that \(C\) acts stabilizing for \(\pm \gamma\) sufficiently large. An explicit formula for \(A_0\), with \(\gamma = 1\), is given in theorem 7.2: \(a_0(y) = b(\omega_e(y))\) where \(\omega_e(y) = -\cos(y + \frac{\pi}{2})\) is the vorticity function associated to \(u_e\) and \(b\) is a linear map defined in terms of the channel length \(X\pi\) and width \(Y\pi\).

### 1.6. Structure of the paper

Section 2 is a detailed exposition of the satellite example of [8, 21] mentioned above. The notation is chosen so that the comparison with section 3 is straightforward. Moreover, we emphasize a point that is mentioned in [8, 21], but not explained very prominently: the identification of the closed loop equations with the Hamiltonian equations associated to the modified Kaluza–Klein metric involves also a change in the momentum variable. See remarks 2.1 and 2.4. Because of the semi-direct product structure, it is necessary to systematize this change in the momentum variables by the use of the isomorphism \(T: \text{gau}^* \rightarrow \text{gau}^*\) in section 3.
Section 3 contains the extension of the theory of controlled Hamiltonians to the case of incompressible ideal fluids under the influence of an external Yang–Mills field. The main results are theorem 3.7, which provides the link between the closed loop equations and the (forced) Lie–Poisson system, and theorem 3.11, which shows that there is a control $q = Tp - C\nu$ such that the reduction to $\text{diff}_0^*$ yields a true (unforced) Lie–Poisson system (3.95); moreover $C$ and $T$ are given explicitly.

Section 4 collects some results concerning the stability of equilibria from [3, 4, 18] and provides the context so that these results can be applied to the system (3.95).

Section 5 treats again the satellite with a rotor example, but this time from the combined point of view of sections 3 and 4.

Section 6 provides further background on the stability of equilibria for two-dimensional flows. Thus we assume that $M \subset \mathbb{R}^2$ and adapt the two-dimensional results of [3, 4] to the case of section 3.

Section 7 contains the shear flow example. We consider incompressible ideal flow of charged particles in an external magnetic field. In theorem 7.2 it is shown how the approach of section 3, together with the background from section 6, yields a control on the charge such that the flow is stabilized with respect to perturbations in the fluid momentum variables.

2. Feedback control of the rigid body with a rotor

This section is a detailed account of the satellite with a rotor example in [8, 21]. Its purpose is twofold: firstly, to compare the construction of section 3. Secondly, to explain that the control mechanism of [8, 21] involves not only a Kaluza–Klein construction, but also a change in the momentum variable (remarks 2.1 and 2.4).

2.1. The free system

Let $S = \text{SO}(3)$, $K = S^1$ and $P = S \times K$ the configuration space of the rigid body with one rotor about the third principal axis. Let $I_1 > I_2 > I_3$ be the rigid body moments of inertia and $i_1 = i_2 > i_3$ those of the rotor. We use left multiplication in the direct product group $P$ to write the tangent bundle $TP \cong P \times \text{so}(3) \times \mathbb{R} \cong P \times \mathbb{R}^4$ in body coordinates $(g, \alpha, \Omega, x)$. This means that $g$ gives the orientation of the body, $\Omega$ the body angular velocity, $\alpha$ the relative angle of the
rotor and $x$ the rotor angular velocity. The metric tensor is

$$\mu^p_0 = \begin{pmatrix} \lambda_1 & \lambda_2 & i_3 \\ \lambda_2 & \lambda_3 & i_3 \\ i_3 & i_3 & i_3 \end{pmatrix}$$

with inverse

$$(\mu^p_0)^{-1} = \begin{pmatrix} \lambda_1^{-1} & \lambda_2^{-1} & -I_3^{-1} \\ -I_3^{-1} & -I_3^{-1} & I_3^{-1} \\ -I_3^{-1} & I_3^{-1} & -I_3^{-1} \end{pmatrix},$$

(2.4)

where $\lambda_j = I_j + i_j$. The equations of motion are determined by the free Hamiltonian system $(T^*P, \Omega^{TP}, H_0)$ where $\Omega^{TP}$ is the canonical symplectic form, and

$$H_0 : \left(\Pi, \frac{q}{g} \right) \mapsto \frac{1}{2} \left( (\mu^p_0)^{-1} \left( \begin{pmatrix} \Pi \\ q \end{pmatrix} \right), \left( \begin{pmatrix} \Pi \\ q \end{pmatrix} \right) \right).$$

(2.5)

where $\Pi$ and $q$ are the body and rotor angular momenta, respectively. Since $P$ is a Lie group, the equations of motion are given by

$$\dot{\Pi} = -\Omega \times \Pi = \begin{pmatrix} (\Pi_2 - \Pi_1) & (\Pi_3 - I_3^{-1} q) \\ (\Pi_1 - I_3^{-1} q) & (\Pi_2 + I_3^{-1} q) \end{pmatrix}$$

(2.7)

$$\dot{q} = 0.$$  

(2.8)

Explicitly, since $\text{ad}(a)^* b = -\text{ad}(a) b = -[a, b]$ and $(\mathfrak{so}(3), [, , ]) = (\mathbb{R}^3, \times)$, this is

$$\dot{\Pi} = -\Omega \times \Pi = \begin{pmatrix} \lambda_1^{-1} + I_3^{-1} & \Pi_2 & -I_3 \\ \Pi_1 & \lambda_2^{-1} + I_3^{-1} & q \Pi_3 \\ -I_3 & -q \Pi_3 & \lambda_3^{-1} \end{pmatrix}.$$

Consider the action by $K = S^1$ on $P = \text{SO}(3) \times K$ given by the action on the second factor. This action leaves the metric $\mu^p_0(\cdot, \cdot) = (\mu^p_0, \cdot)$ invariant and $\pi : P \to S$ is a principal bundle. There is a natural connection on this bundle given by the splitting

$$TP = \text{Hor}_0 \oplus \text{Ver},$$

(2.9)

where $\text{Ver} = \ker(T\pi)$ and $\text{Hor}_0$ is the orthogonal complement with respect to $\mu^p_0$. This is the so-called mechanical connection. Let

$$A_0 : TS \to \mathfrak{k} = \mathbb{R}, \quad \Omega \mapsto \Omega_3$$

(2.10)

denote the associated (local) connection form. The associated (local) curvature form is denoted by $K_0 = dA_0$. Note that this is a two-from on $S$ and satisfies

$$\delta(\Omega)K_0 = \begin{pmatrix} \Omega_2 \\ -\Omega_1 \\ 0 \end{pmatrix}.$$ 

(2.11)

The system $(T^*P, \Omega^{TP}, H_0)$ is invariant under the cotangent lifted action of $K$. Let
Indeed, this follows immediately from $\mu$ nonlinearity such that motion (2.7) and (2.8) become

\[ \Phi = (\Pi_1 - q, \Pi_2, \Pi_3 - q) \Rightarrow (\Phi, p_0), \]

(2.13)

where $\Phi_1 = \Pi_1, \Phi_2 = \Pi_2, \Phi_3 = \Pi_3 - q$ and $p_0 = q$. In these coordinates the equations of motion (2.7) and (2.8) become

\[
\dot{\Phi} = \left( \begin{array}{c} (-\lambda_2^{-1} + I_3^{-1})\Phi_2 \Phi_3 - \lambda_3^{-1} p_0 \Phi_2 \\ (\lambda_1^{-1} - I_3^{-1})\Phi_1 \Phi_3 + \lambda_1^{-1} p_0 \Phi_1 \\ (\lambda_1^{-1} + \lambda_2^{-1}) \Phi_3 \Phi_2 \end{array} \right)
\]

\[
= \left( \begin{array}{c} (-\lambda_2^{-1} + I_3^{-1})\Phi_2 \Phi_3 - p_0 \lambda_3^{-1} \Phi_2 \\ (\lambda_1^{-1} - I_3^{-1})\Phi_1 \Phi_3 - \lambda_1^{-1} \Phi_1 \\ (\lambda_1^{-1} + \lambda_2^{-1}) \Phi_3 \Phi_2 \end{array} \right)
\]

\[
= \text{ad}((\mu_0^0)^{-1}\Phi)^*\Phi - \langle p_0, i((\mu_0^0)^{-1}\Phi)K_0 \rangle
\]

(2.14)

\[ \dot{p}_0 = 0, \]

(2.15)

where $\mu_0^0$ is defined as follows. Let $h^0 : P \times TS \rightarrow \text{Hor}_0$ denote the horizontal lift map associated to $A_0$, that is $h^0 : \Omega \mapsto (\Omega, -\Omega)$. Define the induced metric $\mu_0^0$ on $S$ by

\[
\mu_0^0(\Omega, \tilde{\Omega}) = \mu_0^0(h^0_{\Omega}, h^0_{\tilde{\Omega}}) = (\text{diag}(\lambda_1, \lambda_2, I_3) \Omega, \tilde{\Omega})
\]

(2.16)

such that $\pi : (P, \mu_0^0) \rightarrow (S, \mu_0^0)$ is a Riemannian submersion. Consider the associated Hamiltonian function

\[
h_0 : T^*S \times \mathbb{R} \rightarrow \mathbb{R}, (\Phi, p_0) \mapsto \frac{1}{2} \langle (\mu_0^0)^{-1}\Phi, \Phi \rangle + \frac{1}{2} p_0^2.
\]

(2.17)

Then equations (2.14) and (2.15) are the Hamiltonian equations associated to $h_0$ and the following direct product Poisson structure: on $\mathbb{R}^*$ we consider the trivial Poisson structure (whose symplectic orbits are points); on $T^*S$ we consider the magnetic symplectic form

\[
\Omega^0 = \Omega^{T^*S} - \langle p_0, K_0 \rangle.
\]

(2.18)

Indeed, this follows immediately from $\mu_0^0 = \text{diag}(\lambda_1, \lambda_2, I_3)$ and equation (2.11).

This construction can be summed up by saying that $(T^*S \times \{p_0\}, \Omega^0, h_0)$ is the Hamiltonian reduction of $(T^*P, \Omega^{T^*P}, h_0)$ at $p_0$ with respect to the $K$-action.
Consider the controlled equations

\[ \dot{\Pi} = -\Omega \times \Pi = \begin{pmatrix} \lambda^{-1} & I_n^{-1} & \Pi_1 \Pi_3 - I_n^{-1} q \Pi_2 \\ (\lambda^{-1} - I_n^{-1}) & \Pi_1 \Pi_3 + I_n^{-1} q \Pi_1 \\ (-\lambda^{-1} + \lambda_n^{-1}) & \Pi_1 \Pi_2 \end{pmatrix} \]  

(2.19)

\[ \dot{q} = U, \]  

(2.20)

where \( U \) is the control. Following [8, 21] we show how certain feedback controls \( U \) can be obtained from a Kaluza–Klein construction. Let \( k \) be a parameter and \( \varphi_k \) a number such that \( \varphi_0 = 1 \). Then we define a new (local) connection form

\[ A_k : TS \to \mathfrak{k}, \quad \Omega \mapsto \varphi_k \Omega_3 \]  

(2.21)

giving rise to a new horizontal bundle \( \text{Hor}_k = \{(\Omega, x) \in TP : x = -\varphi_k \Omega_3 \} \). We use the splitting \( TP = \text{Hor}_k \oplus \text{Ver} \) to define a new metric \( \mu^k \) on \( P \):

- Let \( \mu_k^s \) be a metric on \( S \). We require that \( T\pi : \text{Hor}_k \to TS \) is an isometry. This defines \( \mu^k \) on horizontal vectors.
- Let \( \mathbb{I}_k \) be an inner product on \( \mathfrak{k} \). We require that \( \mu^k(\xi, \zeta) = \mathbb{I}_k(x, y) \) for all \( x, y \in \mathfrak{k} \), where \( \zeta : \mathfrak{k} \to \mathcal{X}(P) \) is the fundamental vector field map associated to the \( K \)-action.
- \( \text{Hor} \) and \( \text{Ver} \) shall be orthogonal with respect to \( \mu^k \).

The orthogonality condition is important since we want \( A_k \) to be a mechanical connection in order to apply the (magnetic) Hamiltonian reduction procedure. We call \( \mu^k = \mu^{\text{KK}}(\mu^s_k, \mathbb{I}_k, A_k) \) the Kaluza–Klein metric associated to \( (\mu^s_k, \mathbb{I}_k, A_k) \). Further, the metric \( \mu^k \) should be left-invariant and we assume that the metric tensor

\[ \mu^s_k = \begin{pmatrix} \tilde{\lambda}_1 & \lambda_2 \\ \lambda_2 & I_3 \end{pmatrix} \]  

(2.22)

is of diagonal form. Since \( \mathfrak{k} = \mathbb{R} \) the vertical part of the metric is determined by a number \( \mathbb{I}_k > 0 \). Let \( H_k \) denote the natural Hamiltonian with respect to \( \mu^k \). Since \( (T^{*}P, \Omega^{*}, H_k) \) is still invariant under the \( K \)-action, with the same momentum map \( J : T^{*}P \to \mathfrak{k}^{*} \), we can carry out Hamiltonian reduction at a level \( \mathbb{I}_k \in \mathfrak{k}^{*} \). This yields, exactly as above, the equations of motion

\[ \dot{\Phi} = \begin{pmatrix} \lambda^{-1} & I_n^{-1} & \Pi_1 \Pi_3 - I_n^{-1} q \Pi_2 \\ (\lambda^{-1} - I_n^{-1}) & \Pi_1 \Pi_3 + I_n^{-1} q \Pi_1 \\ (-\lambda^{-1} + \lambda_n^{-1}) & \Pi_1 \Pi_2 \end{pmatrix} - \varphi_k \tilde{\mathbb{I}}_k \begin{pmatrix} \lambda^{-1} \Phi_2 \\ -\lambda^{-1} \Phi_1 \\ 0 \end{pmatrix} \]  

(2.23)

\[ \tilde{\mathbb{I}}_k = 0. \]  

(2.24)

Let us now assume \( \tilde{\lambda}_1 = \lambda_1, \tilde{\lambda}_2 = \lambda_2, \tilde{I}_3 = (1-k)^{-1} I_3 \) and \( \tilde{\mathbb{I}}_k = (1-k)^{-1} \varphi_k^{-1} \mathbb{I}_k \). With the assignment \( \Pi_1 = \Phi_1, \Pi_2 = \Phi_2 \) and \( \Pi_3 = \Phi_3 + \varphi_k \tilde{\mathbb{I}}_k \), which corresponds to the \( A_k \)-dependent isomorphism \( \text{Hor}^{*} \oplus \text{Ver}^{*} \to T^{*}P \), equation (2.23) can be rearranged to give

\[ \dot{\Pi} = \begin{pmatrix} (-\lambda^{-1} \Pi_2 \Pi_3 + I_n^{-1} \Pi_2 ((1-k) \Pi_3 - \mathbb{I}_k)) \\ \lambda^{-1} \Pi_1 \Pi_3 - I_n^{-1} \Pi_1 ((1-k) \Pi_3 - \mathbb{I}_k) \\ (-\lambda^{-1} + \lambda_n^{-1}) \Pi_1 \Pi_2 \end{pmatrix} \]  

(2.25)
which are the closed loop equations corresponding to (2.19) and (2.20) with respect to the control $U = k(-\lambda_1^{-1} + \lambda_2^{-1})\Pi_1\Pi_2 = k\Pi_3$. That is

$$q = p_k + k\Pi_3$$  \quad (2.26)

for a constant $p_k$. The control law yields a new conserved quantity $p_k = q - k\Pi_3$ and, because of (2.29), this implies that $\varphi_k$ is given by (2.30).

**Remark 2.1.** Note that we had to change the momentum value from $p_k = q - k\Pi_3$ to $\tilde{p}_k$ such that $\varphi_k\tilde{p}_k = (1 - k)^{-1}p_k$. This means that the controlled equation (2.25) are not obtained by replacing (2.14) with $\dot{\Phi} = \text{ad}((\mu_k^a)^{-1}\Phi)^*\Phi - \langle \tilde{p}_k, k((\mu_k^a)^{-1}\Phi)\rangle K_k$, where $K_k = \varphi_k K_0$ is the curvature of $A_k = \varphi_k A_0$. This is consistent with [8, 21] and the factor of $1 - k$ is mentioned in the sentence immediately after [8, equation (3.7)].

**Remark 2.2 (Physical significance of the control).** The control (2.20) means that the angular velocity of the rotor which spins about the third principal axis, as introduced at the beginning of section 2.1, is controlled. This control is of feedback type and depends on observations of the carrier rigid body’s angular momentum. The physical intuition behind this technique (as well as applications in the attitude control of satellites) are described in detail in [19].

### 2.3. Controlling the conserved quantity: Lie–Poisson approach

Fix a $k$-dependent linear map $C_k : \mathfrak{so}(3)^* = \mathbb{R}^3 \to \mathfrak{t}^* = \mathbb{R}$ and consider

$$J_k : T^*P \to \mathfrak{t}^*, \ (\Pi, q) \mapsto J(\Pi, q) + C_k(\Pi) = q + C_k(\Pi).$$  \quad (2.27)

In the above example, we have

$$C_k(\Pi) = -k\Pi_3.$$  \quad (2.28)

The map $C_k$ determines the feedback control law by requiring $p_k = J_k(\Pi, q)$ to be constant. Thus, $C_k$ provides a new conserved quantity, it is however not a momentum map. The momentum map remains unchanged and is $J : (\Pi, q) \mapsto q$. With $C_k(\Pi) = -k\Pi_3$ and notation as above, the conservation of $J_k$ can be linked to a conservation law associated to a Kaluza–Klein metric $\mu_k^a = \mu K K(\mu_k^a, \mathbb{I}_k, A_k = \varphi_k A_0)$ if, and only if, the following diagram commutes:

\[
\begin{array}{ccc}
(\Omega, x) & & (\Omega, x) \\
\uparrow \kappa^k & & \downarrow \kappa^k \\
(\lambda \Omega_1, \lambda \Omega_2, \lambda \Omega_3 + t_3x, t_3\Omega_3 + t_3x) & & (\lambda \Omega_1, \lambda \Omega_2, (\tilde{I}_3 + \varphi_k \mathbb{I}_k)\Omega_3 + \varphi_k \mathbb{I}_k x, \varphi_k \mathbb{I}_k \Omega_3 + \mathbb{I}_k x), \\
\downarrow \delta_k & & \downarrow \delta_k \\
t_3(1 - k)x + (t_3 - k\lambda_3)\Omega_3 & & = \mathbb{I}_k(\varphi_k \mathbb{I}_k + x) \\
\end{array}
\]

This holds if $\mathbb{I}_k = t_3(1 - k)$ and

$$\varphi_k = \mathbb{I}_k^{-1}(t_3 - k\lambda_3).$$  \quad (2.30)
In terms of angular velocities, the feedback control law $J_k = \text{const.}$ is thus

$$\dot{x} = -\frac{i_3 - k\lambda_3}{i_3(1 - k)}\Omega.$$  \hspace{1cm} (2.31)

Now, the map (2.28) yields a conserved quantity $p_k$, such that $\dot{q} + C_k(\Pi) = \dot{p}_k = 0$. The closed loop equations associated to the corresponding control $q = p_k - C_k(\Pi)$ and (2.6) are

$$\dot{\Pi} = \text{ad}((\text{pr}_1 \circ (\mu_k^0)^{-1})(\Pi, q))\Pi = \text{ad}((\text{pr}_1 \circ (\mu_k^0)^{-1})(\Pi, p_k - C_k(\Pi)))\Pi.$$  \hspace{1cm} (2.32)

Thus we have to find a constant $\tilde{p}_k$ and $\mu_k^\circ = \mu_k^K(\mu_k^0, I_k, A_k)$ such that

$$\dot{\Pi} = \text{ad}((\text{pr}_1 \circ (\mu_k^0)^{-1})(\Pi, \tilde{p}_k))\Pi = (2.32).$$  \hspace{1cm} (2.33)

Because $I_k$ and $A_k$ are already determined by (2.29) we have to find a suitable $\mu_k^0$. Consider again the connection dependent isomorphism

$$\Psi_k : TP \rightarrow \text{Hor}_k \oplus \text{Ver}, (\Omega, x) \mapsto ((\Omega, -\varphi_k \Omega_3);(0, x + \varphi_k \Omega_3))$$  \hspace{1cm} (2.34)

and the dual isomorphism

$$\Psi_k^* : T^*P \rightarrow \text{Hor}^* \oplus \text{Ver}_k^*, (\Pi, q) \mapsto ((\Pi_1, \Pi_2, \Pi_3 - \varphi_k q, 0);(0, 0, \varphi_k q, q)).$$  \hspace{1cm} (2.35)

Notice that

$$(\mu_k^0)^{-1} = \Psi_k^{-1} \circ \left(\begin{array}{cc} (\mu_k^0)^{-1} & 0 \\ 0 & I_k^{-1} \end{array}\right) \circ \Psi_k.$$  \hspace{1cm} (2.36)

Therefore, the defining equation for $\mu_k^0$ and $\tilde{p}_k$ is

$$(\text{pr}_1 \circ (\mu_k^0)^{-1})(\Pi, p_k - C_k(\Pi)) = (\lambda_1^{-1}\Pi_1, \lambda_2^{-1}\Pi_2, I_3^{-1}((1 - k)\Pi_3 - p_k))$$

$$= (\text{pr}_1 \circ \Psi_k^{-1})\left(((\mu_k^0)^{-1} \oplus I_k^{-1})(\Pi_1, \Pi_2, \Pi_3 - \tilde{p}_k); p_k\right)$$

$$= (\mu_k^0)^{-1}(\Pi_1, \Pi_2, \Pi_3 - \tilde{p}_k)$$

which yields equation (2.22) with $\hat{\lambda}_1 = \lambda_1$, $\hat{\lambda}_2 = \lambda_2$, $\hat{I}_3 = (1 - k)^{-1}I_3$, that is

$$\mu_k^0 = \left(\begin{array}{ccc} \lambda_1 & 0 \\ 0 & \lambda_2 \\ (1 - k)^{-1}I_3 \end{array}\right)$$  \hspace{1cm} (2.37)

and

$$\tilde{p}_k = (1 - k)^{-1}\varphi_k^{-1}p_k = \frac{i_3}{i_3 - k\lambda_3}p_k.$$  \hspace{1cm} (2.38)

**Remark 2.3.** The law (2.27) means that $\frac{\partial}{\partial t} J = -C_k(\Pi) = k(\lambda_1^{-1} - \lambda_2^{-1})\Pi_1\Pi_2$. Thus the control is physically given by a force acting in the symmetry direction. Compare with [8, equation (1.10)].
It follows that the closed loop equation (2.32) for $\Pi$ with control constant $p_k$ is equivalent to the system of Hamiltonian (Lie–Poisson) equations

$$\frac{\partial}{\partial t} \left( \Pi \right) = \ad \left( (\mu_k^p)^{-1} \left( \Pi p_k \right) \right)^* \left( \Pi p_k \right)$$

(2.39)
on the direct product dual Lie algebra $\mathfrak{so}(3)^* \times \mathbb{R}$.

**Remark 2.4.** Note that not only the Kaluza–Klein data $(\mu_0^M, I_0, A_0)$ are changed but also the value of the conserved quantity. Compare with remark 2.1.

### 2.4. Stabilization about the middle axis

Equation (2.39) is the Lie–Poisson version of Hamiltonian equations (with magnetic term) (2.23) and (2.24). This means that the energy–momentum method can be used to analyze stability of equilibria.

If $p_k = (1 - k)^{-1} \varphi_k^{-1} p_k = 0$, the first line of equation (2.39) is the Lie–Poisson equation of motion of the rigid body with respect to the moment of inertia tensor (2.37). Thus $(0, M, 0)^T$ is an equilibrium solution, and this equilibrium is stable if $(1 - k)^{-1} I_3 = I_3 > \lambda_2 = \lambda_2'$.

**Proposition 2.5 (Proposition 3.1 in [8]).** Let $1 > k > 1 - I_3/\lambda_2$ (i.e. $(1 - k)^{-1} I_3 > \lambda_2$) and $q = k I_3$ (i.e. $p_k = 0$), then the control $C_k(\Pi) = -k I_3$ stabilizes the motion such that $(0, M, 0)^T$ becomes a (nonlinearly) stable equilibrium.

The rotor about the third axis increases the third moment of inertia (in the abstract system (2.39)) and if we turn it fast enough, the moment of inertia about the third axis becomes larger than that about the second axis, yielding new stability properties.

### 3. Feedback control of fluids with internal symmetries

#### 3.1. Semi direct product structure

Let $K$ be a compact finite dimensional Lie group and $M$ a compact domain, possibly with boundary, in $\mathbb{R}^n$. Consider the trivial principal bundle $P := M \times K \rightarrow M$ where the principal bundle action is given by right multiplication in the group. Let $\mu^P_0 = \langle \cdot, \cdot \rangle$ denote the induced Euclidean metric on $M \subset \mathbb{R}^n$ and $I_0$ a symmetric positive definite bilinear form on $\mathfrak{k}$ which is $\text{Ad}(k)$-invariant. We fix a connection form $A_0 : TM \rightarrow \mathfrak{k}$. The horizontal space $\text{Hor}_0 \subset TP = M \times K \times \mathbb{R}^n \times \mathfrak{k}$ is thus $\text{Hor}_0 = \{(u, k, u, X) : X + A_0(u) u = 0\}$. Denote the Kaluza–Klein metric on $M \times K$ associated to $(\mu_0^M, I_0, A_0)$ by

$$\mu_0^P = \mu^\text{KK}(\mu_0^M, I_0, A_0).$$

(3.40)

For $(u, X), (v, Y) \in T_{(u, k)} P = \mathbb{R}^n \times \mathfrak{k}$ this means

$$\mu_0^P ((u, X), (v, Y)) = \langle u, v \rangle + I_0 (X + A_0(u) u, Y + A_0(u)(v, X)).$$

We refer to a triple, such as $(\mu_0^M, I_0, A_0)$, consisting of a Riemannian metric, a symmetric $\text{Ad}(K)$-invariant positive definite bilinear form and a connection as a set of Kaluza–Klein data on the principal bundle $P \rightarrow M$. See appendix B. Let $\text{vol}_P, \text{vol}_M = dx$ denote the volume forms on $P, M$ with respect to $\mu_0^P, \mu_0^M$ respectively.

**Remark 3.1.** In the following, the data $(\mu_0^M, I_0, A_0)$ will be changed. However the volume forms will be kept fixed throughout. Thus the divergence of $v \in \mathcal{X}(M)$ will be with respect to $\text{vol}_M$, while the divergence of $v \in \mathcal{X}(P)$ will be with respect to $\text{vol}_P$. 
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For \( k \in K \), let \( r^k : P \to P, (x, g) \mapsto (x, gk) \) denote the principal right action. Consider the volume preserving automorphisms

\[
A := \text{Aut}_0(P) := \{ \Phi \in \text{Diff}(P) : \Phi \circ r^k = r^k \circ \Phi \ \forall k \in K \ \& \ \Phi^* \text{vol}_P = \text{vol}_P \}
\]

which, as explained in [15], can be identified as

\[
A = \text{Diff}_0(M) \ast \mathcal{F}(M, K) = \mathcal{D} \ast \mathcal{G},
\]

where \( \mathcal{D} := \text{Diff}_0(M) \) is the set of \( \text{vol}_M \)-preserving diffeomorphisms and \( \mathcal{G} := \mathcal{F}(M, K) \) denotes functions from \( M \) to \( K \) (of a fixed differentiability class which we do not specify). The semi-direct product structure is given in (3.41). Composition from the right gives rise to a right representation

\[
\rho : \mathcal{D} \to \text{Aut}(\mathcal{G}), \quad \phi \mapsto \rho^\phi,
\]

where \( \rho^\phi(g) = g \circ \phi \).

Consider the action by point-wise right multiplication \( R^g : \mathcal{G} \to \mathcal{G}, h \mapsto hg \). The induced right action on \( A \) is again denoted by \( R \):

\[
R^{(\phi, \psi)}(\psi, h) = (\phi \cdot \psi, R^\phi(h)). \tag{3.41}
\]

In particular, \( A \to A/\mathcal{G} = \mathcal{D} \) is a right principal \( \mathcal{G} \) bundle. We also consider the right trivializations

\[
T_A \cong A \times \text{aut}_0 = \mathcal{D} \times \text{diff}_0 \times \mathcal{G} \times \text{gau} \quad \text{and} \quad T^*A \cong A \times \text{aut}^*_0 = \mathcal{D} \times \text{diff}^*_0 \times \mathcal{G} \times \text{gau}^*
\]

(3.42)

using the right multiplication in \( A \), where \( \text{aut}_0 = T_eA, \text{diff}_0 = T_e\mathcal{D} = \mathcal{X}_0(M) \) are divergence free vector fields tangent to the boundary and \( \text{gau} = T_e\mathcal{G} = \mathcal{F}(M, \mathbb{T}) \). Here, \( \text{aut}^*_0, \text{diff}^*_0 \) and \( \text{gau}^* \) denote the smooth part of the dual.

We have \( \text{diff}^*_0 = \Omega^1(M)/d\mathcal{F}(M) \) and \( \text{gau}^* = \mathcal{F}(M, \mathbb{T}^*) \). The pairings are given by

\[
\text{diff}^*_0 \times \text{diff}_0 \to \mathbb{R}, \quad ([\Pi], u) \mapsto \int_M \langle \Pi_x, u_x \rangle \, dx
\]

\[
\text{gau}^* \times \text{gau} \to \mathbb{R}, \quad (q, X) \mapsto \int_M \langle q_x, X_x \rangle \, dx,
\]

where \([\Pi]\) is the class of \( \Pi \in \Omega^1(M) \). By definition, the smooth duals are the isomorphic images of the maps

\[
[\mu^M_0] : \text{diff}_0 \to \text{diff}^*_0, \quad u \mapsto [\mu^M_0(u)]
\]

and \( \llcorner : \text{gau} \to \text{gau}^* \), where \([\mu^M_0(u)]\) is the class of \( \mu^M_0(u) \in \Omega^1(M) \) in \( \Omega^1(M)/d\mathcal{F}(M) = \text{diff}^*_0 \). The inverse is

\[
[\mu^M_0]^{-1} : [\Pi] \mapsto \mathcal{P}(\mu^{-1}_0(\Pi)),
\]

where \( \Pi \) is a representative of \([\Pi]\) and \( \mathcal{P} \) is the Helmholtz–Hodge–Leray projection. For a vector field \( u \in \mathcal{X}(M) \) the Helmholtz–Hodge–Leray projection is divergence free, tangent to the boundary, and given by \( \mathcal{P}(u) = u - \nabla g \) where \( g \) is determined by \( \Delta g = \text{div} u \) with Neumann boundary conditions.
The representation \( \rho \) gives rise to an infinitesimal representations \( \rho^\beta X \) and \( \rho^\mu q \) for \( u = L_u X = \nabla_u X \) with \( \phi \in \mathcal{D} \) and \( u \in \text{diff} \) and \( X \in \text{gau} \). The corresponding coadjoint representations are given by \( \rho^\beta(q) = (\rho^\beta - \cdot \cdot)(q) \) and \( \rho^\mu(q) = (\rho^\mu - \cdot \cdot)(q) \) with \( q \in \text{gau}^\ast \).

We define the bracket \([\cdot,\cdot]\) on \( \text{diff} \) (and similarly for \( \text{aut} \)) to be the negative of the usual Lie bracket: \([u,v] := - \nabla_u v + \nabla_v u \) where \( \nabla_u v = \langle u, \nabla v \rangle \). This choice of sign is compatible with \([3, 4]\). Further, we define the operator \( \text{ad}(u) v = [u,v] \). Its dual is \( \text{ad}(u)^\ast [\Pi] = [\Pi \circ \text{ad}(u)] \) for \( [\Pi] \in \text{diff} \).

**Remark 3.2.** Contrary to section 2, we now perform all calculations in the right trivialization.

### 3.2. Lie–Poisson structure

Let

\[
\begin{align*}
\Pi_0 : \text{aut}_0 &\to \mathbb{R}, \\
([\Pi], q_0) &\mapsto \frac{1}{2} ([\Pi], q_0^\top)\, [\rho^{0}_{\Pi}]^{-1} ([\Pi], q_0^\top)
\end{align*}
\]  

(3.43)



denote the natural kinetic energy Hamiltonian. The corresponding Lie–Poisson equations are

\[
\begin{align*}
\dot{\Pi} &= - \text{ad}(u)^\ast [\Pi] - X \circ q \\
\dot{q} &= - \rho^\beta(q) - \text{ad}(X)^\ast q
\end{align*}
\]  

(3.44)

(3.45)

(3.46)

where the notation for \( \rho \) is explained in section 3.1. The diamond \( \Diamond : \text{gau} \times \text{gau}^\ast \to \text{diff} \) is a bilinear map defined by

\[
\langle X \circ q, u \rangle = \langle q, \rho^\beta X \rangle_2 = \langle q, \frac{\partial}{\partial \Pi}X(\exp(u)) \rangle_2
\]

\[
= \int_M \langle q, L_u X \rangle_3 \text{vol}_M = \int_M \langle q, \nabla_u X \rangle_3 \text{vol}_M,
\]

(3.47)

where \( \langle \cdot, \cdot \rangle_i \) for \( i = 1, 2, 3 \) stands for the duality pairing on \( \text{diff}_0^\ast \times \text{diff}_0, \text{gau}^\ast \times \text{gau}, \mathfrak{t}^\ast \times \mathfrak{t} \), respectively. Since \( \mathfrak{t} \) is finite dimensional, the Lie derivative \( L_u \) is applied component wise, and it coincides with the covariant derivative \( \nabla_u \) because \( \mu^{0}_{\Pi} = \langle \cdot, \cdot \rangle \) is the Euclidean inner product. The Poisson structure on \( \text{aut}_0^\ast \) that underlies these Lie–Poisson equations is presented in appendix B.

**Remark 3.3 (Charged fluid).** The system (3.44)–(3.46) is the Lie–Poisson version of [15, section 4.2], with the difference that [15] are more general in the sense that they allow inner products that involve positive symmetric differential operators \( Q_1 : \mathcal{X}(M) \to \mathcal{X}(M)^\ast \) and \( Q_2 : \text{gau} \to \text{gau}^\ast \). We will need this generality in (3.83) and (3.84) below. These equations describe the motion of an incompressible fluid consisting of charged particles in an external Yang–Mills field \( \mathcal{M} = \text{Curv}^{A_0} \) = \( dA_0 + \frac{1}{2}[A_0, A_0] \). If \( K \) is abelian, then \( \mathcal{M} = dA_0 \) is a magnetic field. Equation (3.45) says that charge is conserved along the flow.

### 3.3. Lie–Poisson approach: controlling the conserved quantity

Let from now on \( v = [\Pi] \in \text{diff} \) and define \( [A_\beta] : \text{gau} \to \text{diff}_0, q \mapsto [A_\beta q] \). The cotangent lifted right action by \( \mathcal{A} \) on \( T^* \mathcal{A} \) induces an equivariant momentum map

\[
J : T^* \mathcal{A} = D \times G \times \text{diff}_0 \times \text{gau} \to \text{diff}_0^\ast \times \text{gau}^\ast, (\phi, g, \nu, q)^\top \mapsto (\text{Ad}(\phi, g)^\top)^\ast \nu, q^\top.
\]

(3.48)
where
\[
\left\langle J \begin{pmatrix} \phi \\ g \\ \nu \\ q \end{pmatrix}, \begin{pmatrix} u \\ X \end{pmatrix} \right\rangle = \left\langle \begin{pmatrix} \nu \\ q \end{pmatrix}, \begin{pmatrix} Ad(\phi)u + Ad(g)X \end{pmatrix} \right\rangle.
\]

The momentum map \( J_\mathcal{G} \) with respect to the cotangent lifted \( \mathcal{G} \) action is therefore given by
\[
J_\mathcal{G}(\phi, g, \nu, q) = pr_2 J(\phi, g, \nu, q) = (Ad(g)\rho^\phi)^*(q), \tag{3.49}
\]
where \( pr_2 : \text{diff}_0^g \times \text{gau}^* \to \text{gau}^* \) is the projection.

As in (2.27) we want to do work in the direction of the internal symmetry. Thus we consider a linear operator
\[
C : \text{diff}_0^g \to \text{gau}^*. \tag{3.50}
\]
Define \( F : T^*A = A \times \text{aut}_0^g \to \text{gau}^* \) through
\[
F(\phi, g, \nu, q) = Ad(g)\rho^\phi \cdot \left( (\rho^\phi + ad(X)^*)C\nu - C(\text{ad}(u^\phi + X \circ q)) \right) \tag{3.51}
\]
\[
= pr_2 \left( Ad\begin{pmatrix} \phi \\ g \end{pmatrix}^* \cdot \left( \begin{pmatrix} u \\ X \end{pmatrix}^* \begin{pmatrix} 0 \\ C\nu \end{pmatrix} \right) - \begin{pmatrix} 0 \\ C(\text{ad}(u^\phi + X \circ q)) \end{pmatrix} \right). \tag{3.52}
\]

where \((u, X) = [\mu_0^g]^{-1}(\nu, q)\). Assume that \((\phi_0, g_0) = (e, e)\) and \((\dot{\phi}, \dot{g}) = TR^{(\phi, g)}(u, X)\) where \( R \) is the \( \rho \)-dependent semi-direct product right multiplication on \( A \) and \((u, X) = [\mu_0^g]^{-1}(\nu, q)\).

(b) (3.44) holds.

The dynamical equation for \( q \) is now given by applying the force \( F \) such that
\[
\frac{\partial}{\partial t} J_\mathcal{G}(\phi, g, \nu, q) = -F(\phi, g, \nu, q). \tag{3.53}
\]

Because of (3.44) it follows that \( F(\phi, g, \nu, q) = \frac{d}{dt} Ad(g)^*\rho^\phi(C\nu), \) whence we obtain a new conserved quantity, namely
\[
J_\mathcal{G}(\phi, g, \nu, q) + pr_2 Ad(\phi, g)^*(0, C\nu) = Ad(g)^*\rho^\phi(q + C\nu) = p_0 = \text{const}. \tag{3.54}
\]

As in section 2, we introduce a new variable \( p \):
\[
p_t := (\rho^{\phi_t^{-1}} \circ Ad(g_t^{-1}))p_0 = q_t + C\nu_t, \tag{3.55}
\]
where we have added the subscript \( t \) to highlight the time dependence. Therefore, the control law following from the force (3.51) is
\[
q_t = p_t - C\nu_t. \tag{3.56}
\]
which should be compared with equation (2.26). The resulting equations of motion are

\[ \dot{\nu} = -\text{ad}(u)^\ast \nu - X \diamond q \]  
(3.57)

\[ \dot{q} = -\rho^\ast (q) - \text{ad}(X)^\ast q - (\rho^\ast)^\ast C \nu - \text{ad}(X)^\ast C \nu + C \left( \text{ad}(u)^\ast \nu + X \diamond q \right) \]  
(3.58)

\[ \begin{pmatrix} u \\ X \end{pmatrix} = [\mu_0^p]^{-1} \begin{pmatrix} \nu \\ q \end{pmatrix}. \]  
(3.59)

We think of \((\nu, q)\) as the physical variables which are controlled, while \((\nu, p)\) are abstract variables which should be described by means of a Hamiltonian (Lie–Poisson) system. In terms of the latter, equations (3.57) and (3.58) can be rewritten as

\[ \dot{\nu} = -\text{ad}(u)^\ast \nu - X \diamond (p - C \nu) \]  
(3.60)

\[ \dot{p} = -\rho^\ast (p) - \text{ad}(X)^\ast p, \]  
(3.61)

where (3.59) is changed to

\[ \begin{pmatrix} u \\ X \end{pmatrix} = [\mu_0^p]^{-1} \begin{pmatrix} \nu \\ p - C \nu \end{pmatrix} = [\mu_0^p]^{-1} \begin{pmatrix} 1 \\ 0 \\ -C \\ 1 \end{pmatrix} \begin{pmatrix} \nu \\ p \end{pmatrix}. \]  
(3.62)

Equation (3.60) is the closed loop equation associated to (3.44) and (3.46) and the feedback control (3.56).

**Remark 3.4.** The above equations (3.60), (3.61) and (3.62) almost look like a Lie–Poisson system. The problem is that the matrix

\[ [\mu_0^p]^{-1} \begin{pmatrix} 1 \\ 0 \\ -C \\ 1 \end{pmatrix} \]

is not symmetric, thus this term does not give rise to a metric operator. If the diamond term in (3.60) was not present, we could introduce a new variable \(\tilde{p}\) to account for this asymmetry. This was the approach of section 2. See remarks 2.1 and 2.4. However, because of the diamond term, this does not work for the semi-direct product structure.

### 3.4. Lie–Poisson approach: controlling the conserved quantity with T and C

As in (2.27) we want to do work in the direction of the internal symmetry. Thus we consider a linear map

\[ C : \text{diff}_0^* \rightarrow \text{gau}^*. \]  
(3.63)

Let \(T : \text{gau}^* \rightarrow \text{gau}^*\) be an isomorphism.

Define \(F : \text{aut}_0^* \rightarrow \text{gau}^* \rightarrow \text{gau}^*\) through

\[ F(\nu, q) := -C \left( \text{ad}(u)^\ast \nu + X \diamond q \right) + T \left( \text{ad}(X)^\ast + \rho^\ast \right) (T^{-1} C \nu) \]

\[ + \left( T(\text{ad}(X)^\ast + \rho^\ast) T^{-1} - \text{ad}(X)^\ast - \rho^\ast \right) q, \]  
(3.64)

where \((u, X)^\ast = [\mu_0^p]^{-1}(\nu, q)^\ast\).

**Proposition 3.5.** Let \((\phi_t, g_t, \nu_t, q_t) \in T^* A\) be a curve such that \((\phi_t, \nu_t)\) solves (3.44) subject to (3.46) and \((\phi, \dot{g}) = TR(\phi, \dot{\nu}) (u, X)\). Let \((\phi_0, g_0) = (e, e)\). The following are equivalent.
(a) With \( \frac{Dq}{dt} = \dot{q} + ad(X)q + \rho^\nu q \),

\[
\frac{Dq}{dt} = -F(\nu, q).
\]  

(3.65)

(b) The following quantity is conserved:

\[
Ad(g_t)^\nu \rho^\nu (T^{-1}q_t + T^{-1}C\nu_t) = p_0 = \text{const}.
\]  

(3.66)

(c) The quantity \( p_t := T^{-1}q_t + T^{-1}C\nu_t \) satisfies

\[
\dot{p} = -\rho^\nu p - ad(X)^\nu p.
\]  

(3.67)

Proof. (b) and (c) are equivalent, since \( p_t = T^{-1}q_t + T^{-1}C\nu_t \) and

\[
\frac{\partial}{\partial t} Ad(g_t)^\nu \rho^\nu p_t = Ad(g_t)^\nu \rho^\nu (\dot{p} + \rho^\nu p_t + ad(X)^\nu p_t).
\]

Further, (a) implies (c) because, using (3.44),

\[
\dot{p} = T^{-1}\dot{q} + T^{-1}C\dot{\nu} = T^{-1}\left( \frac{Dq}{dt} - ad(X)^\nu q - \rho^\nu q + C\dot{\nu} \right)
\]

\[
= T^{-1}(\dot{C}\nu - T(ad(X)^\nu + \rho^\nu)(T^{-1}C\nu)
- (T(ad(X)^\nu + \rho^\nu)T^{-1} - ad(X)^\nu - \rho^\nu)q
- ad(X)^\nu q - \rho^\nu q + C\dot{\nu})
\]

\[
= -(ad(X)^\nu + \rho^\nu)T^{-1}C\nu - (ad(X)^\nu + \rho^\nu)T^{-1}q
\]

and the converse direction follows by calculating \( \dot{q} \) from this equation.

Thus the control law associated to exerting the force (3.65) is

\[
qu_t = T p_t - C\nu_t,
\]  

(3.68)

where, as in (3.55), \( p_t := \rho^{-1}_t Ad(g_t)^{-1}_t p_0 \). The controlled equations of motion follow from (3.44), (3.46) and (3.67), and are

\[
\dot{\nu} = -ad(u)^\nu \nu - X \circ (T p - C\nu)
\]

(3.69)

\[
\dot{p} = -(\rho^\nu + ad(X)^\nu) p
\]

(3.70)

\[
\left(\begin{array}{c}
u \\ X \end{array}\right) = [\mu_0^p]^{-1}_t \left(\begin{array}{c}
u \\ T p - C\nu \end{array}\right) = [\mu_0^p]^{-1}_t \left(\begin{array}{cc} 1 & 0 \\ -C & T \end{array}\right) \left(\begin{array}{c}\nu \\ p \end{array}\right)
\]

(3.71)

Since \( \mu_0^p = \mu_{KK}(\mu_0^M, \|0, A_0) \), lemma 9.1 implies

\[
[\mu_0^p]^{-1}_t \left(\begin{array}{cc} 1 & 0 \\ -C & T \end{array}\right) = \left(\begin{array}{cc} [\mu_0^M]^{-1}_t & -[\mu_0^M]^{-1}_t [A_0^c]T \\ -A_0 [\mu_0^M]^{-1}_t - [\mu_0^M]^{-1}_t C \end{array}\right),
\]

(3.72)

where

\[
[\mu_0^M] := (1 + [A_0^c]C)^{-1}[\mu_0^M]
\]

(3.73)
and
\[ Q_0 := I_0^{-1} + A_0 \mu_0 M^{-1}[A_0]. \]  
(3.74)

We assume that \( 1 + [A_0]C \) is invertible.

**Remark 3.6.** Note that we did not assume that \( 1 + [A_0]C \) is a local operator. In fact, \( C \) may involve a convolution, as in the example in section 7. Thus \( \mu_0 M \) need not come from a Riemannian metric \( \mu_0 \) on \( M \). Nevertheless, it still makes sense to require (3.72) to define a Kaluza–Klein inner product on \( aut_0 \) as in lemma 9.1. This is the situation of \([15, \text{equation (6)}]\), compare with remark 3.3.

Owing to lemma 9.1, for the expression (3.72) to be a Kaluza–Klein inner product on \( aut_0 \), with the connection form
\[ A_C := A_0 + I_0^{-1} C[I_0^{-1} C(1 + [A_0]C)^{-1}] \mu_0 M^{-1}, \]  
(3.75)
the following have to hold:
\[ A_C[I_0^{-1} C(1 + [A_0]C)^{-1}] = \frac{1}{10} - CT \]  
(3.76)
\[ I_0^{-1} C = I_0^{-1} (T - C[A_0]). \]  
(3.77)
which is equivalent to
\[ [A_0] T = [\mu_0 M^{-1}] \mu_0 M^{-1}[A_0] = (1 + [A_0]C)[A_0] \]  
(3.78)
\[ \mu_0 M^{-1} = \mu_0 M^{-1}(T - C[A_0]). \]  
(3.79)
where \( T - C[A_0] \) is assumed to be invertible. Recall that we assume throughout that \((\mu_0, I_0, A_0)\) is a Kaluza–Klein triple which means, in particular, that \( I_0 \) is \( Ad(K) \)-invariant. We obtain:

**Theorem 3.7.** Assume \( 1 + [A_0]C \), \( T \) and \( T - C[A_0] \) are invertible, and that \( T \) satisfies (3.78). Let \( L_1 := (1 + [A_0]C)^{-1} \) and \( L_2 := (T - C[A_0])^{-1} \) and assume further that
\[ L_1^* := [\mu_0 M^{-1}] L_1[I_0^{-1} C], \quad L_2^* := [\mu_0 M^{-1}] L_2[I_0] \]  
(3.80)
and \( Ad(k)^* L_2[I_0] Ad(k) = L_2[I_0] \) for all \( k \in K \). Let
\[ \mu_0^C := \mu_0^K([\mu_0 M^{-1}], I_0, A_0). \]  
(3.81)
be the Kaluza–Klein inner product on \( aut_0 \) associated to \( [\mu_0 M^{-1}] = L_1[I_0^{-1} C], \mu_0 = L_2[I_0] \) and \( A_C \) as defined by (3.75). Then
\[ [\mu_0^C]^{-1} = [\mu_0^C]^{-1} \begin{pmatrix} 1 & 0 \\ -C & T \end{pmatrix} \]  
(3.82)
and equations (3.69), (3.70), (3.71) can be written as a forced Lie–Poisson system
\[ \dot{\nu} = -ad(u)^* \nu - X \circ p + f \]  
(3.83)
\[ \dot{p} = -\rho^*(p) - ad(X)^* p \]  
(3.84)
\[ \begin{pmatrix} \dot{u} \\ \dot{X} \end{pmatrix} = [\mu_0^C]^{-1} \begin{pmatrix} \dot{\nu} \\ p \end{pmatrix} \]  
(3.85)
with a force term

\[ f := -X \diamond ((T - 1)p - C\nu). \] (3.86)

**Remark 3.8.** An applied force \( F \) on the internal variable \( q \) results, via the feedback law (3.68), in an equivalent system with a force \( f \) acting on the fluid flow variable.

**Remark 3.9.** The map \( T \) replaces the need for introducing a new variable \( \tilde{p} \). Compare with remarks 2.1 and 2.4. As explained in remark 3.4, the \( \tilde{p} \)-construction does not work for fluid dynamical systems.

### 3.5. Momentum \( p = 0 \)

Stabilization in section 2.4 was achieved by considering the case of zero momentum. For the general system (3.83), \( p = 0 \) yields

\[ \dot{\nu} = -\text{ad}(u)^\ast \nu + f, \quad u = [\mu C]\nu^{-1} \] (3.87)

with a force term

\[ f = - (AC[\mu C]\nu^{-1}) \diamond (C\nu) \] (3.88)

### 3.6. \( C = \gamma I_0 A_0[\mu C]\nu^{-1} \) and \( p = 0 \)

Let \( \gamma \in \mathbb{R} \) be a control parameter and define the control law (3.68) by

\[ C = \gamma I_0 A_0[\mu C]\nu^{-1}. \] (3.89)

**Remark 3.10.** Note that equation (2.28) can be written in this form with \( k = -\gamma^3 I_0^{-1} \).

Using definition (3.47), the force \( f \) on \( v \in \text{diff}_0 \) is, with \( \nu \in \text{diff}_0 \) and \( Y = A_0[\mu C]\nu^{-1} \),

\[
\begin{align*}
  f(v) &= -\int_M (C\nu, \nabla_v (AC[\mu C]\nu^{-1})) \, dx \\
  &= -\int_M (\gamma I_0 A_0[\mu C]\nu^{-1}, \nabla_v ((A_0[\mu C]\nu^{-1}(1 + [A_0][\mu C]) + I_0^{-1}C\nu))) \, dx \\
  &= -\gamma \int_M (\langle l_0 Y, \nabla_v ((1 + \gamma A_0[\mu C]\nu^{-1}[A_0][\mu C] + I_0^{-1}C)\nu)) \rangle \, dx \\
  &= -\gamma \int_M (\langle l_0 Y, \nabla_v ((1 + \gamma Q_0 l_0)Y) \rangle \, dx \\
  &= -\gamma M \int \text{div} (\langle l_0 Y, Y \rangle ) \, dx - \gamma^2 \int_M \langle l_0 Y, \nabla_v (Q_0 l_0 Y) \rangle \, dx.
\end{align*}
\] (3.90)

Since \( l_0 \) is constant it follows that \( f(v) = 0 \), if \( \nabla_v (Q_0 l_0 Y) = \lambda \nabla_v Y \) for some \( \lambda \in \mathbb{R} \).

### 3.7. \( C = \gamma R^{-1}I_0 A_0[\mu C]\nu^{-1} \) and \( p = 0 \)

Now we shall modify the control so that \( f = 0 \). Since \( l_0 \) is constant, equation (3.90) implies that \( f = 0 \) if

\[ \lambda I_0^{-1} C = \gamma (A_0[\mu C]\nu^{-1}[A_0][\mu C] + I_0^{-1}C + A_0[\mu C]\nu^{-1}) \] (3.91)
for control parameters $\lambda$ and $\gamma$. Clearly, $\lambda$ and $\gamma$ are not independent, and it will be convenient to choose $\lambda := \gamma + 1$. Let
\[
C := \gamma R^{-1}A_0[\mu_0^M]^{-1},
\]
where
\[
R := 1 - \gamma A_0[\mu_0^M]^{-1}A_0^* (3.92)
\]
and $\gamma$ is chosen so that $R^{-1}$ exists. If $R^{-1}$ exists, so that $C$ is well-defined, we have $R^{-1} = 1 + C[A_0^*]$. It follows that $C$ satisfies (3.91).

We recall that we assume throughout that $(\mu_0^M, I_0, A_0)$ is a Kaluza–Klein triple which means, in particular, that $I_0$ is $\text{Ad}(K)$-invariant.

**Theorem 3.11.** Define $A_C$ by (3.75). Assume that $\gamma$ is sufficiently small so that $R$, $1 + [A_0^*]C$ and $\nu = -\text{ad}(\nu_C)^{-1}\nu_C = [\mu_C^M]^{-1}\nu$ are invertible. Define $[\mu_C^M]$ and $\ll_C$ by (3.73) and (3.79), respectively. Then the following are true:

(a) $T$ satisfies (3.78).

(b) $\ll_C = (1 + \gamma)^{-1}I_0$ is invertible and $\text{Ad}(K)$-invariant. Moreover, $[\mu_C^M]^* = [\mu_C^M]$ and $\ll_C = \ll_C$.

(c) The feedback control system (3.83), at momentum $p = 0$, is
\[
\dot{\nu} = -\text{ad}(u_C)^{-1}\nu, \quad u_C = [\mu_C^M]^{-1}\nu
\]
which is a Lie–Poisson system with respect to the Hamiltonian
\[
h_0^M : \text{diff}_0 \to \mathbb{R}, \quad \nu \mapsto \frac{1}{2}(\nu, [\mu_C^M]^{-1}\nu) = \frac{1}{2} \int (\nu, [\mu_C^M]^{-1}\nu) \, \text{vol}_M.
\]

(d) If $\nu_\varepsilon$ is an equilibrium of the Lie–Poisson system associated to the uncontrolled ($C = 0$) Hamiltonian $h_0^M$ and $C \nu_\varepsilon = 0$, then $\nu_\varepsilon$ is also an equilibrium for (3.95).

**Proof.** To see that $T$ satisfies (3.78), note that $[A_0^*]R = (1 + A_0^* C)^{-1}[A_0^*]$, which implies
\[
(1 + [A_0^*]C)[A_0^*] = [A_0^*] + [\mu_C^M]C^{-1} + [A_0^*]C[A_0^*] + [\mu_C^M]C^{-1}A_0^*
\]
\[
= [A_0^*] + \gamma(1 + [A_0^*]C)^{-1}[A_0^*]C^{-1} + [A_0^*]C[A_0^*] + \gamma[A_0^*]C(1 + [A_0^*]C)^{-1}A_0^*[R^{-1}]^{-1}
\]
\[
= [A_0^*] + \gamma C(1 + [A_0^*]C)^{-1}[A_0^*]R^{-1} + (1 + [A_0^*]C)^{-1}[A_0^*]R^{-1}
\]
\[
= [A_0^*] (R^{-1} + \gamma + \gamma C[A_0^*]) = [A_0^*] (1 + C[A_0^*] + \gamma + \gamma C[A_0^*]) = [A_0^*]T.
\]

Since $R^* = L_0^{-1}R^0$, it follows that
\[
([\mu_C^M]^{-1})^* = ([\mu_C^M]^{-1})^* (1 + [A_0^*]C) = (1 + [\mu_C^M]^{-1}[A_0^*] I_0 (R^{-1})^* A_0^* [\mu_0^M]^{-1}
\]
\[
= [\mu_0^M]^{-1} (1 + [A_0^*] R^{-1} I_0 [\mu_0^M]^{-1} [A_0^*] = [\mu_C^M]^{-1}.
\]
Since $C$ satisfies (3.91) by construction, it follows that

$$\gamma f(v) = -\gamma \int_M \langle C v, \nabla \nu \left( A_c [\mu_c^M]^{-1} \nu \right) \rangle \ dx$$

$$= -\gamma \int_M \langle C v, \nabla \nu \left( (A_0 [\mu_0^M]^{-1}(1 + [A_0^*]C) + I_0^{-1} C \nu) \right) \rangle \ dx$$

$$= -\int_M \langle C v, \nabla \nu \left( (\gamma + 1)I_0^{-1} C \nu \right) \rangle \ dx$$

$$= -\int_M \langle C v, \nabla \nu \left( (\gamma + 1)I_0^{-1} C \nu \right) \rangle \ dx = 0.$$

Concerning the last point, note that $C \nu_e = 0$ implies $[\mu_0^M]^{-1} \nu_e = [\mu_c^M]^{-1} \nu_e$. □

Remark 3.12. The map $T$ does not appear in the system (3.95) and (3.96), because we assume $p = 0$ which, according to (3.68), means the control is $q = -C \nu$. However, $T$ was used in the construction of the forced Lie–Poisson system of theorem 3.7, without which we could not have obtained the Lie–Poisson system (3.95). Further, the force (3.64), which contains the physical interpretation of the control $C$, does depend on $T$.

Remark 3.13. Once $A_0$ is specified, the only free parameter that remains is $\gamma$. The control $C$ is completely determined by the requirement that the force $f$ should vanish and $T$ is, in turn, fixed by (3.78). Thinking of the rigid body example, this makes physical sense: Once the rotor $A_0$ is attached to the third axis, the only quantity left to control is the rotor’s speed. Now in order to obtain a conserved quantity, the rotor’s speed has to be constant. This constant is the parameter $\gamma$ and proposition 2.5 says how to choose $\gamma = -i_3^{-1} I_3 k$ so that rotation about the middle axis is stable. While the force $f$ is due to the diamond term and therefore absent in the rigid body example, the fact that the only free choice concerns the parameter $\gamma$ is a property that seems fundamental to the controlled Hamiltonian method.

4. Stabilization

Let the notation be as in section 3. Assume that $\nu_e$ is an equilibrium of the uncontrolled Lie–Poisson system

$$\dot{\nu} = -\text{ad}([\mu_0^M]^{-1} \nu)^* \nu$$

in $\text{diff}_c^0$. This equation is Lie–Poisson with respect to the standard Poisson bracket $\{ \ldots \}$ inherited from the canonical symplectic form on $T^*D$. It is the Euler equation for the Hamiltonian $h_0^M : \text{diff}_c^0 \to \mathbb{R}, \nu \mapsto \frac{1}{2} \nu([\mu_0^M]^{-1} \nu)$.

Since the controlled system (3.95) and (3.96) is Lie–Poisson with respect to the same bracket $\{ \ldots \}$, the set of Casimir functions remains unchanged. Moreover, the symplectic leaves depend only $\{ \ldots \}$ but not on the dynamical equation. Thus, if the symplectic leaf passing through $\nu_e$ consists only of this one point, then $\nu_e$ is also an equilibrium of (3.95).

Let us assume that $\nu_e$ is an unstable equilibrium of (4.97). The goal is to find a control $C$ (acting on the internal momentum variable $q$) such that $\nu_e$ is a stable equilibrium of (3.95). To this end we consider some of the points of the stabilization algorithm of [18]:

(a) Hamiltonian form: this is satisfied by construction since (3.95) is Lie–Poisson.
(b) First variation: if $g_0$ is a constant of motion such that $\nu_e$ is a critical point of $h_0^M + g_0$, then $\nu_e$ may (as in the rigid body example in section 5) or may not (as in the shear flow...
example of section 7) be a critical point of $h^M_C + g_0$. In the latter case the potential $A_0$ and the control $C$ need to be constructed so that there exists a constant of motion $g_C$ such that $\nu_e$ is a critical point of $h^M_C + g_C$.

(c) Formal stability: with $g = g_0$ or $g = g_C$, show that the second variation $D^2(h^M_C + g)(\nu_e)$ is positive or negative definite. Alternatively, one may consider the inclusion $\nu : \mathcal{O} \to \text{diff}_0^*$ of the coadjoint orbit $\mathcal{O}$ through $\nu_e$, and show that $D^2(\nu^* h^M_C)(\nu_e)$ is definite.

Remark 4.1. Starting from a general form of the control $C$, the idea is that the above steps should yield conditions on $C$ such that $\nu_e$ is a stable equilibrium of (3.95). This presupposes the existence of internal symmetries $\mathcal{G}$ on which $C$ can act (via the force (3.64)). It should be noted that this process only allows to conclude stability with respect to variations in the $\nu$-variables.

The following is a version of [3, equation (44)]:

**Proposition 4.2 (Second variation).** Let $\nu_e$ be an equilibrium of (3.95), let $\mathcal{O}$ be the coadjoint orbit through $\nu_e$ and let $\nu : \mathcal{O} \to \text{diff}_0^*$ be the inclusion. Then the second variation of $\nu^* h^M_C$ at $\nu_e$ is given by

$$D^2(\nu^* h^M_C)(\nu_e)(\delta \nu, \delta \nu) = \langle \delta \nu, [\mu^M_C]^{-1} \delta \nu + [v, [\mu^M_C]^{-1} \nu_e] \rangle,$$

(4.98)

where $\delta \nu = \text{ad}(v)^* \nu_e \in T_{\nu_e} \mathcal{O}$ with $v \in \text{diff}_0$.

**Proof.** Since $\text{exp}(tv)$ and $\text{exp}(sv)$ commute,

$$D^2(\nu^* h^M_C)(\nu_e)(\delta \nu, \delta \nu) = \frac{\partial^2}{\partial t^2} \big|_{t=0} (\nu^* h^M_C)(\text{Ad}(\text{exp}(tv))^* \nu_e)$$

$$= \frac{1}{2} \frac{\partial}{\partial s} \bigg|_{s=0} \langle \text{Ad}(\text{exp}(tv))^* \text{Ad}(\text{exp}(sv))^* \nu_e, [\mu^M_C]^{-1} \text{Ad}(\text{exp}(tv))^* \text{Ad}(\text{exp}(sv))^* \nu_e \rangle$$

$$= - \langle \text{ad}([\mu^M_C]^{-1} \text{Ad}(\text{exp}(sv))^* \nu_e, \text{Ad}(\text{exp}(sv))^* \nu_e, v)$$

$$= \langle \text{ad}(v)^* \nu_e, [\mu^M_C]^{-1} \text{ad}(v)^* \nu_e + [v, [\mu^M_C]^{-1} \nu_e] \rangle.$$

To show that (4.98) depends only on $\delta \nu$ and not on $v$, one proceeds exactly as in [3]: suppose $\delta \nu = \text{ad}(v)^* \nu_e = \text{ad}(w)^* \nu_e$, and use the Jacobi identity and $\text{ad}([\mu^M_C]^{-1} \nu_e)^* \nu_e = 0$ to show that

$$\langle \delta \nu, [v-w, [\mu^M_C]^{-1} \nu_e] \rangle = \langle \nu_e, [v, v-w], [\mu^M_C]^{-1} \nu_e \rangle + [v-w, [v, [\mu^M_C]^{-1} \nu_e]]$$

$$= \langle \text{ad}(v-w)^* \nu_e, [v, [\mu^M_C]^{-1} \nu_e] \rangle = 0.$$

$\square$

5. The rigid body with a rotor in the context of theorem 3.11

Let us apply theorem 3.11 and the algorithm of section 4 to the rigid body example of section 2. This is along the lines of [18, equation (3.1C)]. In the notation of section 3 we have now $\mathcal{D} = \text{SO}(3)$ and $\mathcal{G} = S^1$. The connection is $A_0 = (e_3, u) = u_3$, the metric is given in (2.16) as

$$\rho^M_0 = \mu^s_0 = \text{diag}(\lambda_1, \lambda_2, I_3),$$

(5.99)

$^1$In (4.98) we do not have the factor $\frac{1}{2}$ of [3, equation (44)] because we use the convention of [18] for the definition of the second variation.
where \( \lambda_j = I_j + i_j \), and the inertia tensor is \( \|_{0}X = i_3X \). As in section 2, we assume the ordering \( I_1 > I_2 > I_3 \). The corresponding Hamiltonian function on \( \mathbb{R}^3 \), viewed as the dual to the Lie algebra of SO(3), is \( h_0 : \mathbb{R}^3 \to \mathbb{R}, \Pi \mapsto \frac{1}{2} \langle \Pi, (\mu_0^M)^{-1}\Pi \rangle \). Since the Kaluza–Klein data \( \mu_0^M, I_0 \) and \( A_0 \) are constant in the configuration space variable, we can apply formula (3.92) with \( R = 1 \) and define the control as

\[
C : \mathbb{R}^3 \to \mathbb{R}, \quad \Pi \mapsto \gamma I_0 A_0(\mu_0^M)^{-1}\Pi = i_3 I_3^{-1}\gamma I_3
\]

which coincides with (2.28) if we put

\[
k = -i_3 I_3^{-1}\gamma.
\]

The Casimirs of the Poisson algebra \( C^\infty(\mathbb{R}^3) \) are of the form

\[
g_\varphi(\Pi) = \varphi\left(\frac{|\Pi|^2}{2}\right)
\]

for \( \varphi \in C^\infty(\mathbb{R}) \). Consider the equilibrium \( \Pi_e = (0,1,0)^\top \). This is unstable for the Lie–Poisson system associated to \( h_0 \). To relate \( \Pi_e \) to a Casimir function, note that

\[
D(h_0 + g_\varphi)(\Pi_e)\delta \nu = \langle (\mu_0^M)^{-1}\Pi_e + \varphi'\left(\frac{|\Pi_e|^2}{2}\right)\Pi_e, \delta \nu \rangle
\]

which implies the condition \( \varphi'(\frac{1}{2}) = -\lambda_2^{\frac{1}{2}} \). Now, observe that

\[
C \Pi_e = 0.
\]

With equation (3.73) this yields

\[
Dh_0(\Pi_e) = (\mu_0^M)^{-1}\Pi_e = (\mu_0^C)^{-1}\Pi_e = Dh_c(\Pi_e),
\]

where \( h_c \) is, according to (3.96), given by \( h_c : \mathbb{R}^3 \to \mathbb{R}, \Pi \mapsto \frac{1}{2} \langle \Pi, (\mu_0^C)^{-1}\Pi \rangle \) and \( \mu_0^C = (1 + \tilde{A}_0C)^{-1}\mu_0^M = (1 - k \lambda_3 \gamma)^{-1}\mu_0^M = (2.37) \) as defined by (3.73).

**Remark 5.1.** In step (b) in the stability algorithm this corresponds to the case where we do not have to change the constant of motion. Thus \( g_\varphi \) can be used for the stability analysis.

Now one proceeds with the stability analysis by calculating the second variation \( D^2(h_c + g_0)(\Pi_e) \). One finds the stability condition

\[
-i_3 I_3^{-1}\gamma > 1 - I_3 \lambda_2^{-1}
\]

which makes \( D^2(h_c + g_0)(\Pi_e) \) negative definite and, due to (5.101), coincides with proposition 2.5.

**Remark 5.2.** Contrary to section 2, specifically equation (2.39), we did not need to introduce a new momentum value \( \tilde{p} \). This is because of the map \( T \). However, to correctly apply theorem 3.11, it should be checked that \( T \) is invertible. A calculation indeed shows that \( T = (i_3 - k \lambda_3)i_3 \), which is consistent with (2.38).
6. Formal stability of two-dimensional fluids in an external field

Consider now a compact domain $M \subset \mathbb{R}^2$ with smooth boundary $\partial M$. Assume that $M$ is filled with an ideal incompressible fluid which consists of charged particles. The fluid is subject to an external field and we wish to control the charge of the fluid in a domain dependent manner. The external field is modelled as the curvature of a connection on a trivial principal bundle $P = M \times K$ over $M$.

6.1. Formal stability

Let $P = M \times K$, $\mu_0^M$ is the Euclidean inner product, $\mathcal{I}_0 = 1$, $A_0 \in \mathcal{O}^1(M, \xi)$ and $\mu_0^P$ is given by (3.40). Let the control be given by (3.92) and consider the feedback system (3.95) and (3.96).

The stream function of a vector field $v \in \text{diff}_0$ is a function $\psi$ such that $\psi$ is constant on the boundary and

$$\nabla^i \psi = (-\partial_i \psi, \partial_i \psi)^\top = v.$$  

The vorticity of an element $\nu = [\Pi] \in \text{diff}_0$ is the function $\omega^\nu = *d\Pi$ where $*$ is the Hodge star operator.

Note that vorticity is conserved by (3.95). Indeed, with $u_C = [\mu_C^M]^{-1}(\nu)$

$$\dot{\omega}^\nu = -* (\text{ad}(u_C)^* \Pi) = \omega^\nu + * (L_{u_C}d\Pi) = -L_{u_C}\omega^\nu,$$  \quad (6.104)

where $L_{u_C} = d(i(u_C)) + i(u_C)d$ is the Lie derivative along $u_C$.

**Proposition 6.1 (Second variation).** Let $\nu_0$ be an equilibrium of the uncontrolled Euler equation (4.97) and of the controlled Euler equation (3.95), let $\mathcal{O}$ be the coadjoint orbit through $\nu_0$ and let $\iota: \mathcal{O} \to \text{diff}_0$ be the inclusion. Let $\psi_0$ and $\psi_C$ be the stream functions of $[\mu_0^M]^{-1}\nu_0$ and $[\mu_C^M]^{-1}\nu_0$, respectively. Assume there is a function $\varphi$ such that $\nabla \psi_C = \varphi \nabla \psi_0$. Then the second variation of $\iota^* h_C^M$ at $\nu_0$ is given by

$$D^2(\iota^* h_C^M)(\nu_0)(\delta \nu, \delta \nu) = \langle \delta \nu, [\mu_C^M]^{-1}\delta \nu \rangle + \int_M \varphi \frac{\nabla \psi_0}{\nabla \Delta \psi_0}(\delta \omega)^2 \, dx \, dy,$$  \quad (6.105)

where $\delta \nu = \text{ad}(\nu)\nu_0 \in T_{\nu_0} \mathcal{O}$, $\delta \omega = L_{\nu_0} \omega_0$ with $v \in \text{diff}_0$ and $\omega_C = \omega_0^C$.

**Proof.** The proof follows [4, II. theorem 4.1]. For vector fields $v, u$ we define the bracket as $[v, u] = -\nabla_v u + \nabla_u v - \nabla^3(v \times u)$ where $v \times u$ is the third component of the cross product of the vectors $v, u$.

With $\delta \nu = L_{\nu_0} \nu_0$ and $u_C = [\mu_C^M]^{-1}(\nu_0)$ we have

$$\langle \delta \nu, [v, u_C^0] \rangle = -\langle \delta \nu, \nabla^3(v \times u_C^0) \rangle = \int_M (\text{ad}(L_{\nu_0} \nu_0) \cdot (v \times u_C^0)) \, dx \, dy$$

$$= \int_M (L_{\nu_0} \omega_0) \cdot (v \times u_C^0) \, dx \, dy = \int_M \delta \omega \cdot (v \times u_C^0) \, dx \, dy.$$  

Observe that $\omega_0^C = *d\Pi_0 = *d\mu_0^P \nabla^3 \psi_0 = \Delta \psi_0$ and that $\nabla \psi_0$ is parallel to $\nabla \Delta \psi_0$, since $\nu_0$ is an equilibrium of (4.97). Therefore, the equations $v \times u_C^0 = \langle v, \nabla \psi_C \rangle = \langle v, \varphi \nabla \psi_0 \rangle$ and $\delta \omega = L_{\nu_0} \omega_0 = \langle v, \nabla \Delta \psi_0 \rangle$ imply that

$$v \times u_C^0 = \varphi \frac{\nabla \psi_0}{\nabla \Delta \psi_0} \delta \omega,$$
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whence the result follows from proposition 4.2. □

We say that \( \nu_e \) is formally stable for (3.95) if there is \( \varepsilon > 0 \), such that either

\[
D^2(\nu^M_e(\delta \nu, \delta \nu)) > \varepsilon \int_M (\delta \omega)^2 \, dx \, dy
\]

or

\[
-D^2(\nu^M_e(\delta \nu, \delta \nu)) > \varepsilon \int_M (\delta \omega)^2 \, dx \, dy.
\]

7. Feedback stabilization of shear flow in a magnetic field

7.1. Shear flow

Consider the example of [4, ch II, example 4.6]. Let \( X, Y > 0, M = \{(x, y) : 0 \leq x \leq X \pi, 0 \leq y \leq Y \pi\}, \mu^M_0 = \langle \ldots \rangle \) the Euclidean metric and consider \( \Pi_e = \Gamma(y) \, dx \). Then \( \nu_e = [\Pi_e] \in \text{diff}_0^* \) is an equilibrium solution of the Euler equation (4.97) in \( M \). In the following, we assume periodic boundary conditions in \( x \), with periodicity \( X \pi \).

Let \( \Gamma(y) = \sin(y + \frac{\pi}{2}) \) and assume that \( Y > \frac{1}{2} \). Then the flow has an inflection point at \( y = \frac{\pi}{2} \). The stream function is \( \psi_0(x, y) = \cos(y + \frac{\pi}{2}) \) and

\[
\nabla^2 \psi_0 = -1,
\]

whence criterion (6.106) cannot be satisfied. However, if \( X \) is sufficiently small then (6.107) yields stability of \( \nu_e \). The vorticity function of \( \nu_e \) is \( \omega_e(y) = \Delta \psi_0(y) = -\cos(y + \frac{\pi}{2}) \).

7.2. Magnetic field

Let \( K = S^1, \mathbb{L}_0 = 1, P = M \times K \rightarrow M \) a trivial principle bundle and consider the connection form \( A_0 : TM \rightarrow \mathfrak{k} = \mathbb{R} \) given by

\[
A_0(x, y) = a_0(y) \, dx.
\]

The associated magnetic field is \( M = -a_0'(y) \, dx \wedge dy \), which is a field that is orthogonal to the plane. We shall identify \( \mathfrak{k} = \mathbb{R} = \mathfrak{k}' \) and accordingly \( \text{gau} = \mathcal{F}(M, \mathbb{R}) = \text{gau}' \) from now on.

The potential will be specified subject to certain conditions which are found below. In line with remark 3.13, finding a stabilizing control \( C \) amounts to finding a suitable potential \( A_0 \).

7.3. The free system

The free system corresponding to shear flow in a magnetic field \( \mathcal{M} = dA_0 \) is, as in (3.44)–(3.46),

\[
\dot{\nu} = -\text{ad}(u)^* \nu - X \circ q \quad (7.109)
\]

\[
\dot{q} = -\rho^M(q) \quad (7.110)
\]

\[
\begin{pmatrix}
    u \\
    X
\end{pmatrix} = [\mu_0^M]^{-1} \begin{pmatrix}
    \nu \\
    q
\end{pmatrix}, \quad (7.111)
\]

where \( \nu = [\Pi] \in \text{diff}_0^* \) and the metric \( \mu_0^p \) is given by lemma B.1 as

\[
\mu_0^p = \mu^{KK}(\mu_0^M, \mathbb{L}_0, A_0) = \begin{pmatrix}
    \mu_0^M + A_0^M A_0 & A_0 \\
    A_0 & 1
\end{pmatrix}.
\]
The variable $q$ corresponds to the charge of the particles and (7.110) says that charge is conserved along flow lines.

7.4. Control

We wish to apply a force (3.65) to the charge $q$, thereby obtaining a feedback control $q = -C \nu$ which yields closed loop equations that are of Lie–Poisson type (3.95). Thus we use (3.92) to define the control as

$$C = \gamma R^{-1} A_0 [\mu^M]^{-1} = \gamma (1 - \gamma A_0 [\mu^M_0]^{-1} [A^M_0])^{-1} A_0 [\mu^M_0]^{-1}. \quad (7.112)$$

**Lemma 7.1.** Let $\tilde{\mu}^M_C := \Phi_y \, dx \otimes dy + dy \otimes dy$ where $\Phi_y := 1 - \gamma a_0^2$ and assume $\gamma a_0^2 < 1$. Then

$$[\mu^M_C] = [\tilde{\mu}^M_C] \quad (7.113)$$

where $[\mu^M_C]$ is defined by (3.73).

**Proof.** Let $u = (u_1, u_2)^T \in \text{diff}_0$. Now,

$$(1 + [A_0^M] C) [\tilde{\mu}^M_C](u) = (1 + [A_0^M] C) [\Phi_y u_1 \, dx + u_2 \, dy]$$

$$= (1 + \gamma [A_0^M] R^{-1} A_0 [\mu^M_0]^{-1}) [\Phi_y u_1 \, dx + u_2 \, dy]$$

$$= [\Phi_y u_1 \, dx + u_2 \, dy] + [A_0^M] R^{-1} A_0 \left( \frac{\Phi_y u_1}{u_2} - \nabla g_1 \right)$$

$$= [\Phi_y u_1 \, dx + u_2 \, dy] + [A_0^M] R^{-1} \left( a_0 \Phi_y u_1 - a_0 \partial_x g_1 \right)$$

$$= [\Phi_y u_1 \, dx + u_2 \, dy] + [A_0^M] R^{-1} \left( a_0 \Phi_y u_1 - a_0 \partial_x g_1 \right) \, dx,$$

where $g_1$ is determined by $\Delta g_1 = \Phi_y \partial_x u_1 + \partial_y u_2 = -\gamma a_0^2 \partial_x u_1$, since $a_0$ does not depend on $x$, together with Neumann boundary conditions. The boundary of $M$ is $\partial M = \{ y = 0 \} \cup \{ y = \tilde{Y} \}$ because we assume periodicity in $x$. Therefore, $u \in \text{diff}_0$ implies that $u_2|\partial M = 0$ whence the relevant boundary condition is $\langle \nabla g_1 |\partial M, n \rangle = u_2|\partial M = 0$ where $n$ is the outward pointing unit normal vector.

To show that $[\mu^M_C]^{-1} [\mu^M_C](u) = [\mu^M_0]^{-1} (1 + [A_0^M] C) [\tilde{\mu}^M_C](u) = u$ it thus suffices to check that

$$\gamma a_0^2 u_1 - a_0 R^{-1} (a_0 \Phi_y u_1 - a_0 \partial_x g_1) = 0.$$

We have

$$R(a_0 u_1) = (1 - \gamma A_0 [\mu^M_0]^{-1} [A^M_0])(a_0 u_1) = a_0 u_1 - \gamma A_0 \left( \frac{a_0^2 u_1}{0} - \nabla g_2 \right), \quad (7.114)$$

where $g_2$ is determined by $\Delta g_2 = a_0^2 \partial_x u_1 = -\gamma^{-1} \Delta g_1$, since $a_0$ does not depend on $x$, together with Neumann boundary conditions. The relevant boundary condition is $\langle \nabla g_2 |\partial M, n \rangle = 0$. Therefore, $g_2 = -\gamma^{-1} g_1$ and

$$(7.114) = a_0 u_1 - \gamma a_0 (a_0^2 u_1 + \gamma^{-1} \partial_x g_1) = a_0 \Phi_y u_1 - a_0 \partial_x g_1.$$

$\square$
Therefore, in this case, \([\mu^M_C]\) does come from a Riemannian metric \(\tilde{\mu}^M_C\) on \(M\), and we shall omit the tilde from now on and write \(\mu^M_C = \tilde{\mu}^M_C\). Compare with remark 3.6.

In order for \(\mu^M_C\) to be a well-defined metric it is required that \(\gamma\) and \(a_0^2\) have to be chosen such that

\[
\text{Condition: } \gamma a_0^2 < 1 \quad (7.115)
\]

or else (7.113) would not be positive definite.

The map \(T : \text{gau}^* \rightarrow \text{gau}^*\) is defined according to (3.94) and it can be checked that (7.114) implies

\[
T = 1 + \gamma + \gamma (1 + \gamma) R^{-1} a_0 [\mu^M_0]^{-1} [a_0] = \frac{1 + \gamma}{1 - \gamma a_0^2} \quad (7.116)
\]

which is invertible under assumptions (7.115) and (7.123). Similarly, (7.114) yields

\[
C = \frac{\gamma}{1 - \gamma a_0^2} a_0 [\mu^M_0]^{-1}. \quad (7.117)
\]

### 7.5. Formal stability condition

Let \(v \in \text{diff}_0\). With \(k(y) := \int_0^y \Gamma(z) \partial_z (\Phi^{-1}_\gamma(z)) \, dz\) it follows that \(\langle \text{ad}(\mu^M_C)^{-1} \nu_e) \nu_e, v \rangle = \int_M \langle v, \nabla_k \rangle \, dx \, dy = 0\), whence

\[
\text{ad}(\mu^M_C)^{-1} \nu_e = 0
\]

and \(\nu_e = [\Pi_e]\) is also an equilibrium of the controlled Lie–Poisson equation (3.95). Further, we have

\[
\nabla^e \psi_C = [\mu^M_C]^{-1} \nu_e = \Phi^{-1}_\gamma [\mu^M_0]^{-1} \nu_e = \Phi^{-1}_\gamma \nabla^e \psi_0. \quad (7.118)
\]

Therefore, the second variation of \(\iota^* h^M_C\) at \(\nu_e\), where \(\iota\) is the inclusion of the coadjoint orbit through \(\nu_e\), is given by proposition 6.1. We want to find conditions on \(\gamma\) and \(a_0\) so that (4.98) is negative definite. (Since \(\nabla \psi_0 / \nabla \Delta \psi_0 < 0\) and \(\Phi^{-1}_\gamma > 0\), it cannot be positive definite.)

To this end, let \(v = [\mu^M_C] \nabla^e \psi_C\) and observe

\[
\int_M \langle v, [\mu^M_C]^{-1} v \rangle \, dx \, dy = \int_M \left\langle \left( \begin{array}{cc} \Phi_x & 1 \\ \psi_C & \psi_C \end{array} \right), \left( \begin{array}{cc} -(\psi_C)_x \\ \psi_C \end{array} \right) \right\rangle \, dx \, dy
\]

\[
= - \int_M \psi_C \text{div} \left( \begin{array}{c} \Phi_x \\ \nabla \psi_C \end{array} \right) \, dx \, dy, \quad (7.119)
\]

where

\[
\Delta^C \varphi := \text{div} \left( \begin{array}{c} 1 \\ \Phi_x \end{array} \right) \nabla \varphi
\]

is an elliptic operator in divergence form. To transform this to a drifted Laplacian, consider the change of variable

\[
z(y) = \int_0^y \frac{1}{\sqrt{\Phi_x(s)}} \, ds
\]
which is well-defined and invertible since the integrand is strictly positive. Thus \( y(z) \) exists and satisfies \( y'(z) = (\mathcal{C}(y(z)))^{-1} = \sqrt{\Phi_g(y(z))} \) and \( y''(z) = \frac{1}{2} \Phi_g''(y(z)) \). For \( \varphi = \varphi(x,y) \) let \( \tilde{\varphi}(x,z) = \varphi(x,y(z)) \). It follows that
\[
\Delta \tilde{\varphi}(x,z) = \partial^2_{zz} \varphi(x,y(z)) + y''(z) \partial_z \varphi(x,y(z)) + (y'(z))^2 \partial^2_z \varphi(x,y(z))
\]
whence we obtain the drifted Laplacian, \( \Delta_g = \Delta - \nabla g \).
\[
\Delta_g \tilde{\varphi}(x,z) = \Delta \tilde{\varphi}(x,z) - \frac{1}{2} \Phi_g''(y(z)) \partial_z \tilde{\varphi}(x,z), \tag{7.120}
\]
where \( \tilde{\Phi}_g(z) = \Phi_g(y(z)) \) and \( g := -\frac{1}{4} \log \tilde{\Phi}_g \). We apply theorem 8.1 to \( \Delta_g \). Therefore, we look for conditions on \( \gamma \) and \( a_0 \) yielding an (ideally) large constant \( K \in \mathbb{R} \) such that
\[
\text{Hess}_g \geq K \mu^M, \tag{7.121}
\]
where \( \text{Hess}_g \) is the Hessian matrix of \( g \). The only non-zero entry in \( \text{Hess}_g \) is \( \partial_z^2 g \). Thus \( K = 0 \) is the largest possible constant. Since
\[
\partial_z^2 g = -\frac{1}{2} \Phi_g \Phi'' = \frac{1}{2} (\Phi'' + \frac{4}{\Phi \Phi'}) (y(z)) = \frac{1}{2} \gamma (\alpha_0'' + a_0 a_0'') \Phi_g + \frac{1}{4} (\Phi'')^2 (y(z)) \tag{7.122}
\]
and \( \Phi_\gamma > 0 \), a sufficient condition for \( K = 0 \) is that \( \gamma \) and \( a_0 a_0'' \) are positive. We shall assume from now on
\[
\text{Condition: } \gamma > 0 \text{ and } a_0 a_0'' > 0. \tag{7.123}
\]

Theorem A.1 now implies that the first Dirichlet eigenvalue \( \lambda_1(\gamma) \) of \( \Delta_g \) on \( M_\gamma = [0,X\pi] \times [0,Y_\gamma] \) satisfies
\[
\lambda_1(\gamma) \geq \frac{\pi^2}{\pi^2 X^2 + Z_\gamma^2}, \tag{7.124}
\]
where \( Z_\gamma \) is
\[
Z_\gamma = z(Y_\gamma) = \int_0^{Y_\gamma} \frac{1}{\sqrt{\Phi_g(s)}} \, ds. \tag{7.125}
\]

The change of variable \( y = y(z) \) and the reverse Poincare inequality (A.135) together with \( y'(z) = e^{-y(z)} \) therefore yield
\[
\begin{align*}
(7.119) &= \int_0^{X\pi} \int_0^{Y_\gamma} \psi_c(x,y) \Delta_g \psi_c(x,y) \, dx \, dy \\
&= -\int_0^{X\pi} \int_0^{Y_\gamma} \psi_c(x,y) \Delta_g \tilde{\psi}_c(x,z) \, dx \, dz \\
&\leq \lambda_1(\gamma)^{-1} \int_0^{X\pi} \int_0^{Z_\gamma} \left( \Delta_g \tilde{\psi}_c(x,z) \right)^2 \, dx \, dz \\
&= \lambda_1(\gamma)^{-1} \int_0^{X\pi} \int_0^{Y_\gamma} \left( \Delta_g \tilde{\psi}_c(x,y) \right)^2 \, dx \, dy, \tag{7.126}
\end{align*}
\]
where, as in (7.120),  \( \tilde{\psi}_c(x,z) = \psi_c(x,y(z)) \). Since \( \nabla^* \psi_c = (-\psi_c)_x, (\psi_c)_y \) and
\[
\omega = d\nu = d\mu^M \nabla^* \psi_c = d(-\Phi_\gamma(\psi_c), dx + (\psi_c)_y dy) = \Delta_c \psi_c
\]
it follows that
\[
(7.126) = \lambda_1(\gamma)^{-1} \int_0^{\pi} \int_0^\pi \omega^2 \, dx \, dy \leq \frac{\pi^2 X^2 + Z^2}{\pi^2} \int_M \omega^2 \, dx \, dy.
\]
With (6.105) we can therefore express the second variation of \( h^M_C \), restricted to the orbit \( \mathcal{O} \) through \( \nu_\epsilon \), as
\[
D^2(\iota^* h^M_C)(\nu_\epsilon)(\nu, \nu) = \left( \nu, [\mu^M]^{-1} \nu \right) + \int_M \Phi^{-1}_\gamma(y) \frac{\nabla \psi_0}{\Delta \psi_0} \omega^2 \, dx \, dy
\leq \frac{\pi^2 X^2 + Z^2}{\pi^2} \int_M \omega^2 \, dx \, dy - \int_M \Phi^{-1}_\gamma(y) \omega^2 \, dx \, dy.
\]
Let \( \Phi_\gamma = \max_{0 \leq y \leq Y} \Phi_\gamma(y) \) and \( \Phi_\gamma = \min_{0 \leq y \leq Y} \Phi_\gamma(y) \). Notice that \( Z^2 \leq \frac{\pi^2}{\Phi_\gamma} \), and \( \int_M \Phi^{-1}_\gamma \omega^2 \, dx \, dy \geq \frac{\pi^2}{\Phi_\gamma} \int_M \omega^2 \, dx \, dy \). It follows that a sufficient condition for the second variation \( D^2(\iota^* h^M_C)(\nu_\epsilon)(\nu, \nu) \) to be negative definite is
\[
\text{Condition: } \Phi_\gamma X^2 + \frac{\Phi_\gamma}{\Phi_\gamma} Y^2 < 1. \tag{7.127}
\]

### 7.6. Stability of controlled shear flow

We recall the main assumptions of this section. Let \( \frac{1}{2} \leq Y < 1 \) and \( X > 0 \) arbitrary. Consider shear flow on \( M = [0, X\pi] \times [0, Y\pi] \) and \( \Pi_e = \sin(y + \frac{x}{2}) \)dx, as above. Then \( \nu_\epsilon = [\Pi_e] \) is a stationary solution of the (uncontrolled) Euler equation (7.109), which is stable for sufficiently small \( X \) and unstable for large \( X \). The fluid is assumed to consist of charged particles subject to an external magnetic field \( \mathcal{M} = da_0 \) where \( a_0 = a_0(y) \)dx.

In the following, stability is understood in the nonlinear sense and with respect to perturbations whose circulations around \( \partial M \) vanish.

**Theorem 7.2.** Let \( a_0(y) = b(\omega_\epsilon(y)) \), where \( \omega_\epsilon = -\cos(y + \frac{x}{2}) \) is the vorticity function associated to \( \Pi_e \), let \( b : [0, 1] \to [\overline{b}, \overline{b}] \subset (0, 1) \), \( \omega \mapsto \overline{b} - (\overline{b} - b)\omega \) and
\[
\overline{b} = \sqrt{1 - \frac{\alpha}{\beta}}, \quad \bar{b} = \sqrt{1 - \alpha}, \quad \alpha = r \frac{X^2}{Y^2}, \quad \beta = \frac{Y^2 + r}{Y^2}, \quad r = 1 - \frac{Y^2}{3}.
\]

Then the control (7.112), with \( \gamma = 1 \), yields a feedback system (3.95) which is Lie–Poisson, and \( \nu_\epsilon \) is a stable equilibrium for this system.

Hence the control (7.112) stabilizes the equilibrium \( \nu_\epsilon \) for \( \gamma = 1 \). The magnetic field is
\[
\mathcal{M} = -a_0' \, dx \wedge dy = (\overline{b} - b) \omega_\epsilon' \, dx \wedge dy = (\overline{b} - b) \sin(y + \frac{x}{2}) \, dx \wedge dy = (\overline{b} - b) \Pi_e \wedge dy
\]
and the stabilizing control \( C : \text{diff}^* \to \text{gau}^* \) is, according to equation (7.117),
\[
C = \frac{b(\omega_\epsilon)}{1 - b(\omega_\epsilon)^2} \, dx \circ [\mu^M_\epsilon]^{-1}.
\]
Concretely, \( \nu_c \) is stabilized, with respect to perturbations in \( \nu \), by applying the closed loop equations that arise when feeding the control

\[
q = -\frac{b(\omega_c) \, \text{d}x([\mu_c^{-1}_0 - \nu])}{1 - b(\omega_c)^2}
\]  (7.128)

into (7.109) and (7.111).

**Remark 7.3 (Physical significance of the control).** The unforced shear flow is given by equations (7.109)–(7.111). As shown in appendix B this system corresponds to the charged Euler equations (1.1)–(1.3). The above control now means that the charge \( q \) of the physical system is subjected to the feedback law (7.128) which depends on observations of the fluid’s momentum \( \nu \).

**Proof.** The conditions for formal stability are, by construction, (7.115), (7.123) and (7.127).

To see that these are satisfied, note that

\[
a_0(y)u_0^2(y) = -b(\omega(y))((\mathbf{B} - \mathbf{b})_\nu^2(y) = -b(\omega(y))(\mathbf{B} - \mathbf{b}) \cos(y + \frac{\pi}{2}) \geq 0
\]  (7.129)

for \( y \in [0, Y\pi] \). Further, we have \( a_0 < 1 \) and

\[
\mathbf{\nabla} X^2 + \frac{\mathbf{\nabla}}{\nu} Y^2 = (1 - b_\nu^2)X^2 + \frac{1 - b^2}{1 - b^2} Y^2 = \alpha X^2 + \beta Y^2 = 1 - r < 1.
\]  (7.130)

Consider the functional relation \( \Psi_0 \circ \omega_c = \psi_0^c \) which is simply given by \( \Psi_0(\omega) = -\omega \). Here \( \psi_0^c(y) = \cos(y + \frac{\pi}{2}) \) is the stream function associated to \( [\mu_c^{-1}_0 - \nu_c] \). To find a similar relation for \( \psi_c^c \), which is the stream function of \( [\mu_c^{-1}]^{-1}\nu_c \), use (7.118) and consider

\[
\psi_c^c(y) = \int_0^y \partial_y \psi_c^c(s) \, \text{d}s = \int_0^y \phi_1(s)^{-1} \partial_y \psi_0^c(s) \, \text{d}s = \int_0^y (1 - b(\omega_c(s))^2)^{-1} \partial_y (\Psi_0 \circ \omega_c)(s) \, \text{d}s = \int_0^y (1 - b(\omega_c(s))^2)^{-1} \Psi_0'(\omega_c(s)) \omega_c'(s) \, \text{d}s = \int_0^y \partial_y (\Psi_c \circ \omega_c)(s) \, \text{d}s = \Psi_c(\omega_c(y)),
\]

where \( \Psi_c(\omega) := \int_0^\omega (1 - b(\eta)^2)^{-1} \Psi_0'(\eta) \, d\eta = -\int_0^\omega (1 - b(\eta)^2)^{-1} \, d\eta \). We thus have

\[
\nabla \psi_c^c = \Psi_c'(\omega_c) \nabla \omega_c.
\]

The rest of the proof follows now [4, ch 2]. Extend \( b \) to a smooth function on \( \mathbb{R} \) such that

\[ 0 < \mathbf{b} - \varepsilon < \mathbf{b} \leq \mathbf{b} + \varepsilon < 1 \]

for a small \( \varepsilon > 0 \) and all \( \omega \in \mathbb{R} \). Thus \( \Phi_1 \) and \( \Psi_c \) are extended to \( \mathbb{R} \) as well. For \( \tau \in \mathbb{R} \) let

\[
\phi_c(\tau) = \int_0^\tau \Psi_c(\theta) \, d\theta,
\]
whence

\[-\phi''_c(\omega) = -\Psi'_c(\omega) = \frac{1}{\Phi_1(\omega)} \geq \frac{1}{\Phi_1} \geq \frac{1}{\Phi_1 + 2\hbar \varepsilon - \varepsilon^2} = \frac{1}{\Phi_1} - \kappa\]

for all \( \omega \in \mathbb{R} \) and where \( \kappa = \varepsilon (2\hbar - \varepsilon)/(\Phi_1 + (2\hbar - \varepsilon)\varepsilon) \).

For \( \nu \in \text{diff}_0^\infty \) define

\[H(\nu) = h^M_C(\nu) + \int_M \phi_C \circ \omega \, dx \, dy,\]

where \( \omega \) is the vorticity of \( \nu \). Since (3.95) is vorticity preserving, \( H \) is conserved along solutions. Hence the same is true for \( H(\nu) = H(\nu + \nu_e) - H(\nu_e) \), where \( \nu + \nu_e \) is a perturbed solution. One decomposes \( H = H_1 + H_2 \) where

\[H_1(\nu) = \int_B \left( \langle \nu, \mu_C^{M-1} \nu_e \rangle + \phi_C'(\omega_e) \omega \right) \, dx \, dy\]

and

\[H_2(\nu) = \int_B \left( \frac{1}{2} \langle \nu, \mu_C^{M-1} \nu \rangle + \phi_C(\omega + \omega_e) - \phi_C(\omega_e) - \phi_C'(\omega_e) \omega \right) \, dx \, dy.\]

We only consider perturbations \( \nu \) whose circulation around \( \partial M \) vanishes. The circulation of \( \nu + \nu_e \) around \( \partial M \) is preserved by the Kelvin circulation theorem and equals the circulation of \( \nu_e \) around \( \partial M \). It follows that \( H_1(\nu) = 0 \), and \( H_2(\nu) \) is constant in \( t \). (The details of this argument are in the proof of [4, ch. 2, theorem 4.3].)

The formal stability condition (7.130) now implies that we can bound the perturbation’s vorticity by

\[-\hat{H}_2(\nu_0) = -\hat{H}_2(\nu_e) = -\int_M \left( \frac{1}{2} \langle \nu, \mu_C^{M-1} \nu_e \rangle + \phi_C(\omega_1 + \omega_e) - \phi_C(\omega_e) - \phi_C'(\omega_e) \omega_1 \right) \, dx \, dy\]

\[\geq -\frac{1}{2} (X^2 + \Phi_1^{-1} Y^2) \int_M \omega_1^2 \, dx \, dy + \frac{1}{2} (\Phi_1^{-1} - \kappa) \int_M \omega_1^2 \, dx \, dy\]

\[= \frac{1}{2} \Phi_1^{-1} (r - \kappa \Phi_1) \int_M \omega_1^2 \, dx \, dy\]

and this completes the proof by choosing \( \varepsilon \) such that \( \varepsilon (2\hbar - \varepsilon)/(\Phi_1 + (2\hbar - \varepsilon)\varepsilon) < r \). \( \square \)

**Remark 7.4.** We have assumed that \( Y \geq \frac{1}{2} \) to ensure that \( \omega_e \) assumes all values between 0 and 1, otherwise the definition of \( \hat{b}(\omega) \) would have to be slightly adapted as \( \hat{b}(\omega) = \hat{b} - \hat{b}\omega / \max(\omega_e) \). The assumption \( Y < 1 \) is more restrictive as it is necessary to apply the bound of theorem A.1. If there is a sharper bound for the first eigenvalue \( \lambda_1 \) of the drifted Laplacian \( \Delta_\delta \) defined in (7.1.20), then this assumption may be relaxed. However, the range of \( y \) is also constrained by the requirement (7.1.29).
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Appendix A. Drifted Laplacian

A.1. Drifted Laplacian

Let $M$ be a compact domain in $\mathbb{R}^n$ with smooth boundary $\partial M$. Let $g : M \to \mathbb{R}$ be a smooth function and define the drifted Laplacian

$$\Delta_g = \Delta - \langle \nabla g, \nabla \rangle,$$

where $\Delta$ is the ordinary Laplacian. One can check that $\Delta_g$ is symmetric with respect to the weighted measure $e^{-g} \, dx$:

$$- \int_M \varphi (\Delta_g \psi) e^{-g} \, dx = \int_M \langle \nabla \varphi, \nabla \psi \rangle e^{-g} \, dx = - \int_M \psi (\Delta_g \varphi) e^{-g} \, dx,$$

where $\varphi, \psi$ are functions on $M$ which vanish at the boundary. The drifted Laplacian is also called Witten-Laplacian in [14]. The eigenvalue equation for $\Delta_g$ is $- \Delta_g \psi = \lambda \psi$.

**Theorem A.1 ([14]).** Let $(M, \mu^M_0)$ be an $n$-dimensional compact Riemannian manifold, and let $g \in C^2(M)$. Suppose that there exists a constant $K \in \mathbb{R}$ such that

$$\text{Ric} + \text{Hess}_g \geq K \mu^M_0.$$  

Then the first non-zero eigenvalue $\lambda_1$ of the Witten-Laplacian $\Delta_g$ satisfies

$$\lambda_1 \geq \sup_{s \in (0,1)} \{4s(1 - s) \frac{\pi^2}{d^2} + sK \},$$

where $d$ is the diameter of $(M, \mu^M_0)$.

In section 7.5 we apply this result to the case of a flat two-dimensional domain to bound the constant $\lambda_1$ in the reverse Poincaré inequality

$$\int_M (\Delta_g \varphi)^2 e^{-g} \, dx \geq -\lambda_1 \int_M \varphi (\Delta_g \varphi) e^{-g} \, dx.$$  

Appendix B. Some concepts in geometric mechanics

This appendix collects the some notation and concepts from geometric mechanics as they are used in the body of the paper.

B.1. Kaluza–Klein metrics

Let $\pi : P \to M$ be a finite dimensional principal fiber bundle with structure group $K$ acting from the right. The principal right action is denoted by $\iota^k : P \to P$ for $k \in K$. Let $\mathfrak{t}$ be the Lie algebra of $K$ and $A \in \Omega^1(M, \mathfrak{t})$ be a principal bundle connection form. For $k \in K$ and $\xi \in TP$ it follows that $A(\text{Tr}^k \xi) = \text{Ad}(k)^{-1}A(\xi)$. The vertical space of the principal bundle is canonically
Assume that \( \text{TM} \) Lemma B.1 (Metric formula).
Let the notation be as in section 3.1.

**B.2. Trivial principle bundle and metric formula**

Let \( \text{Ver} \) Nonlinearity
This metric is called the Kaluza–Klein metric. It can be expressed, with \( \xi, \eta \in T_pP \), as

\[
\mu^P_\mu(\xi, \eta) = \mu^M_\mu(T_{\pi}(\xi), T_{\pi}(\eta)) + \| (A_\pi \xi, A_\pi \eta) \|. \tag{B.136}
\]

To highlight the dependence of \( \mu^P \) on the triple \( (\mu^M, \mathbb{I}, A) \) we write \( \mu^P = \mu^{KK}(\mu^M, \mathbb{I}, A) \). See also [23].

**Lemma B.1 (Metric formula).** Assume that \( TM = M \times \mathbb{R}^n \) and that \( P = M \times K \). Let \( (\mu^M, \mathbb{I}, A) \) denote a set of Kaluza–Klein data.

(a) Using the splitting \( TP = M \times K \times \mathbb{R}^n \times \mathfrak{k} \), the isomorphism \( \mu^P = \mu^{KK}(\mu^M, \mathbb{I}, A) : \mathbb{R}^n \times \mathfrak{k} \to \mathbb{R}^n \times \mathfrak{k}^* \) can be expressed as

\[
\mu^P = \begin{pmatrix} \mu^M + A^* \mathbb{I} A & A \mathbb{I} \\ A \mathbb{I} & \mathbb{I} \end{pmatrix} \tag{B.137}
\]

with inverse

\[
(\mu^P)^{-1} = \begin{pmatrix} (\mu^M)^{-1} & -(\mu^M)_1 \mathbb{I} + A A^* \\ -A(\mu^M)_1 \mathbb{I} & (\mu^M)^{-1} \end{pmatrix}. \tag{B.138}
\]

(b) Since \( \text{aut}_0 = \text{diff}_0 \times \text{gau} \), we obtain the isomorphisms

\[
[\mu^P] : \text{aut}_0 \to \text{aut}_0^*, \quad (u, X) \mapsto \left( [(\mu^M + A^* \mathbb{I} A)u + A^* \mathbb{I} X], \mathbb{I}(Au + X) \right)^T
\]

\[
[\mu^P]^{-1} : \text{aut}_0^* \to \text{aut}_0, \quad (\Pi, q) \mapsto \left( [(\mu^M)^{-1}[\Pi - A^* q] - A(\mu^M)^{-1}[\Pi + Q q]) \right)^T,
\]

where \( Q q := \mathbb{I}^{-1} q + A[\mu^M]^{-1}[A^* q] \) and \( [A^* q] := [A^* q] \).

(c) Let \( L_1 : \text{diff}_0 \to \text{diff}_0^* \) and \( L_2 : \text{gau}^* \to \text{gau}^* \) be invertible operators such that \( L_1^* = [\mu^M]^{-1} L_1 [\mu^M], L_2^* = \mathbb{I}^{-1} L_2 [\mathbb{I}, \mathbb{I}] \) and \( \text{Ad}(k) L_2 \text{Ad}(k) = L_2 \mathbb{I} \). Let \( \tau \) : \text{diff}_0 \to \text{gau} \) be a linear map. Then the Kaluza–Klein inner product \( [\mu] := \mu^{KK}(L_1[\mu^M], L_2[\mathbb{I}], \mathbb{I} + \tau) \) on \( \text{aut}_0 \), given by

\[
[\mu]((u, X), (v, Y)) = \langle L_1[\mu^M]u, v \rangle + \langle L_2[\mathbb{I}(X + A_\tau u) + Y + A_\tau(v)] \rangle
\]

for \( (u, X), (v, Y) \in \text{diff}_0 \times \text{gau} \) and where \( A_\tau = \mathbb{I} + \tau, \) can be expressed as

\[
[\mu] = \begin{pmatrix} L_1[\mu^M] + [A_\tau^* L_2 \mathbb{I} A_\tau] & [A_\tau^* L_2 \mathbb{I}] \\ L_2 A_\tau & L_2 \mathbb{I} \end{pmatrix} \tag{B.139}
\]
with inverse
\[ [\mu]^{-1} = \begin{pmatrix} [\mu^{-1}] A_{-1}[\mu^{-1}] & [\mu^{-1}] A_{-1}[A_{+1}] \\ -A_{-1}[\mu^{-1}] A_{-1}[L_{-1}] & A_{-1}[\mu^{-1}] A_{-1}[L_{-1}] \end{pmatrix}. \]
(B.140)

**Proof.** Let \((u, X)^\top, (v, Y)^\top \in \mathbb{R}^n \times \mathfrak{t}.\) It suffices to verify that
\[
\left\langle \mu^A \begin{pmatrix} u \\ X \end{pmatrix}, \begin{pmatrix} v \\ Y \end{pmatrix} \right\rangle = \left\langle \mu^A (u, v) + \langle \mathbb{H}(X + A\mu), Y + A v \rangle \right\rangle
= \left\langle \begin{pmatrix} \mu^A & A^\top \mathbb{I} \\ \mathbb{I} & A^\top \mathbb{I} \end{pmatrix} \begin{pmatrix} u \\ X \end{pmatrix}, \begin{pmatrix} v \\ Y \end{pmatrix} \right\rangle.
\]
\[ \square \]

**B.3. Lie–Poisson systems**

Let \(G\) be a finite or infinite-dimensional Lie group with dual Lie algebra \(\mathfrak{g}^*\). On \(\mathfrak{g}^*\) there exists a canonical Poisson bracket. This is defined in terms of the Lie bracket \([\cdot, \cdot]\) on \(\mathfrak{g}\) as
\[
\{ f, g \} = -\langle \mu, \frac{\delta f}{\delta \mu}, \frac{\delta g}{\delta \mu} \rangle
\]
(B.141)
for \(\mu \in \mathfrak{g}^*\) and functions \(f, g : \mathfrak{g}^* \to \mathbb{R}\). Here \(\delta f / \delta \mu \in \mathfrak{g}\) is the variational derivative,
\[
\langle \mu, \frac{\delta f}{\delta \mu} \rangle = \frac{\partial}{\partial \mu} \mu f (\mu + tv).
\]
The Hamiltonian vector field corresponding to a function \(h : \mathfrak{g}^* \to \mathbb{R}\) is \(X_h = \{ h, \cdot \}\). (This choice of sign for the Hamiltonian vector field is consistent with [26] but should be reversed when compared to [23].) The equations of motion associated to \(h\) and (B.141) are therefore given by
\[
\dot{f} = L_{X_h} f = \{ h, f \} = -\langle \text{ad}(\frac{\delta h}{\delta \mu})^\ast \mu, \frac{\delta f}{\delta \mu} \rangle,
\]
where \(\text{ad}(X)^\ast \) is the dual of the adjoint operation \(\text{ad}(X)Y = [X, Y]\). The bracket (B.141) can be obtained by Poisson reduction of \(T^*G\) with respect to the right action of \(G\) on itself, see e.g. [26, example 34.15].

**B.4. Charged Euler equations as a Lie–Poisson system**

If \(\text{aut}_0^a = \text{diff}_0^a \times \text{gau}_0^a\) is the dual to \(\text{aut}_0 = \text{X}_0(M) \times \mathcal{F}(M, \mathfrak{t})\), as defined in section 3.1, then (B.141) can be used to define a Poisson structure on \(\text{aut}_0^a\) even though \(\mathcal{A}\) is only a topological group, and not a Lie group. See [25]. The relevant bracket follows now from the semi-direct product multiplication (3.41) in \(\mathcal{A}\). For \((u, X) \in \text{aut}_0 = \text{X}_0(M) \times \mathcal{F}(M, \mathfrak{t})\) and \((v, Y) \in \text{aut}_0 = \text{X}_0(M) \times \mathcal{F}(M, \mathfrak{t})\) this is given by
\[
\begin{pmatrix} u \\ X \end{pmatrix} \cdot \begin{pmatrix} v \\ Y \end{pmatrix} = \text{ad} \begin{pmatrix} u \\ X \end{pmatrix} \begin{pmatrix} v \\ Y \end{pmatrix} = \begin{pmatrix} [u, v] \\ [X, Y]_l - L_0 X + L_0 Y \end{pmatrix},
\]
where \([u, v] = -L_0 v\) is minus the Lie bracket of vector fields and \([X, Y]_l\) is defined pointwise. The corresponding coadjoint operation follows from evaluating \((u, q) \in \text{aut}_0^a = \Omega^1(M)/d\mathcal{F} \times \mathcal{F}(M, \mathfrak{t}^\ast)\) on this bracket,
\[
\text{ad} \begin{pmatrix} u \\ X \end{pmatrix}^\ast \begin{pmatrix} \nu \\ q \end{pmatrix} = \begin{pmatrix} \text{ad}(u)^\ast \nu + X \circ q \\ \rho^\ast q + \text{ad}(X)^\ast q \end{pmatrix}.
\]
(B.143)
where \( \text{ad}(a)\nu = L_\nu \Pi = L_\nu [\Pi] = [L_\nu \Pi] \) is now the Lie derivative of the class \( \nu = [\Pi] \) of the one-form \( \Pi \) in \( \Omega^1(M)/dF \). The diamond notation is defined by

\[
\langle X \circ q, \nu \rangle = \int_M qL_\nu X \text{vol}_M
\]

for \( \nu \in \mathcal{X}_0(M) \). The Euclidean structure of \( M \) implies that \( X \circ q = [qdx] \in \Omega^1(M)/dF \). Further, \( \rho^\ast q = (\rho^{-1})^\ast q = \langle u, \nabla q \rangle \) has been introduced in section 3.1.

Using lemma 9.1 the variational derivatives of the Kaluza–Klein Hamiltonian \( h_0 \) defined in (3.43) are

\[
\begin{pmatrix}
\frac{\delta h_0}{\delta \nu} \\
\frac{\delta h_0}{\delta q}
\end{pmatrix} = \begin{pmatrix}
\langle \nu, X \rangle \\
\langle \nu, A \rangle - \langle \nu, A^\ast q \rangle
\end{pmatrix}.
\]

Using (B.143) the equations of motion corresponding to the Hamiltonian \( h_0 \) and the Poisson structure (B.141) on \( \text{aut}_0^\ast \) are therefore given by (3.44)–(3.46).

Assume now that \( n = 3 \) and that \( K = S^1 \). Thus the bracket \( \{\ldots\}_L \) is trivial. Also, \( \mu^M \) is the Euclidean inner product, whence \( \mu^M u = u^\ast \) and \( (\mu^M)^{-1} \Pi = \Pi^\ast \) are the standard identifications for a vector field \( u \) and a one-form \( \Pi \) on \( M \). We want to show that the system (3.44)–(3.46) is equivalent to (1.1)–(1.3). Equation (1.2) follows because \( u = (\mu^M)^{-1} \nu - [A^\ast q] \in \mathcal{X}_0(M) \) by construction of the isomorphism. Equation (1.3) follows from (3.45) because \( \rho^\ast q = \langle u, \nabla \rangle \) and \( \text{ad}_q(X) = 0 \). Hence (neglecting the passage to the space of equivalence classes \( \Omega^1(M)/dF \) from the second line onward)

\[
[\mu^M] \dot{u} = \dot{\nu} - \dot{q} [A]
\]

\[
= -L_u \mu^M u - L_u (qA) + q \delta_0 A - \frac{1}{2} dI^{-1} q^2 + \langle u, \nabla \rangle A
\]

\[
= -\mu^M (\nabla u u + \frac{1}{2} \nabla (u, u)) - q \delta_0 A - \frac{1}{2} dI^{-1} q^2
\]

\[
= \mu^M (-\nabla u u + qu \times B - \nabla p),
\]

where \( \delta \) is the insertion (contraction) of a vector field into a \( k \)-form, we have used the Cartesian formula \( L_A = \delta_0 A + \delta_0 A \), \( B = \text{curl} (\mu^M)^{-1} \) is the vector field corresponding to the two-form \( \Pi^\ast \) via the Hodge* isomorphism, and \( p \) is a function determined by the requirement that \( \text{div} (-\nabla u u + qu \times B - \nabla p) = 0 \). The equality \( \mu^M (u \times B) = -\delta_0 A \) follows directly from a local coordinate calculation.
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