A CT-based numerical characterization of tensile behavior of additively manufactured octet-truss structures and its experimental validation
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Abstract

The production of lightweight metal lattice structures has received much attention due to the recent developments in additive manufacturing (AM). The design flexibility comes, however, with the complexity of the underlying physics. In fact, metal additive manufacturing introduces process-induced geometrical defects that mainly result in deviations of the effective geometry from the nominal one. This kind of defects is the major cause of the gap between as-designed and as-manufactured mechanical behavior of AM products. Thus, the possibility to incorporate the precise manufactured geometries into the computational analysis is crucial for the quality and performance assessment of the final parts. Computed tomography (CT) is an accurate method for the acquisition of the manufactured shape. However, it is often not feasible to integrate the CT-based geometrical information into the traditional computational analysis due to the complexity of the meshing procedure for such high-resolution geometrical models and the prohibitive numerical costs. In this work, an embedded numerical framework is applied to efficiently simulate and compare the mechanical behavior of as-designed to as-manufactured octet-truss lattice structures. Employing an immersed boundary method, namely the Finite Cell Method (FCM), we perform direct numerical simulations (DNS) and first-order numerical homogenization analysis of a tensile test for a 3D printed octet-truss structure. Numerical results based on CT scan (as-manufactured geometry) show an excellent agreement with experimental measurements, whereas both DNS and first-order numerical homogenization performed directly on the 3D virtual model (as-designed geometry) of the structure show a significant deviation from experimental data.
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1 Introduction

Additive manufacturing (AM), particularly Selective Laser Melting (SLM), has enabled the production of highly complex metal structures [4, 19, 36]. Lattice structures are a classical example of such sophisticated components which are difficult to manufacture by traditional methods [17]. Nevertheless, they are attractive for industrial applications due to their lightweight and their exceptional properties (e.g. [29, 38]).

However, AM design freedom comes with the difficulty of controlling the underlying physics. The geometry at the sub-millimeter scale of the produced lattices is highly influenced by the process parameters, such as laser power, laser scanning speed, layer thickness, etc. [33]. Geometrical defects resulting from the SLM process leads to a deviation in the expected mechanical performance of lattice components. Although the optimization of the process parameters can guarantee a reduction of the gap between the as-manufactured and as-designed mechanical properties of the components, the process-induced defects are often not negligible [17].

There is a considerable amount of research directed to the characterization of the mechanical behavior of additively manufactured lattice structures (e.g. [5, 6, 15, 23, 24, 26, 31, 34]). The goal of such investigations is to compare the behavior of as-manufactured and as-designed components and to characterize the influence of the process-induced defects on the behavior of the final parts. However, an efficient incorporation of as-manufactured geometries into the computational simulation remains a challenge. Fig. 1 provides a graphical overview of these approaches.

To obtain an as-manufactured geometry for numerical modeling both optical and scanning electron microscopy can be used [1, 25, 28, 30]. However, these technologies only provide observable surface information. Yet, the lattice structures can exhibit large geometrical deviations in regions inaccessible by surface measurements. Such a deviation can be critical for the mechanical behavior of the final parts. These aspects make computed tomography (CT) a preferable choice for the acquisition of the as-manufactured geometry [7]. Recent advances in the Finite Element Analysis on CT-based geometries have shown that the numerical simulation of the as-manufactured parts lead to a better prediction of the mechanical behavior of the final AM components (e.g. [5, 9, 14, 16, 35]). There are two main approaches to incorporate the geometrical information from the CT scans into the numerical analysis: full 3D model reconstruction from the obtained CT data (e.g. [5, 9, 34]) and statistically equivalent CAD model generation (e.g. [14, 16]). Both methods encounter three main challenges. First, the reconstruction of a 3D model from a CT scan is a quite demanding task since it requires a lot of manual effort prior to the analysis. Second, a boundary conforming mesh, required for the numerical analysis, is not trivial to generate. Finally, due to the complex geometrical features of lattices, a numerical analysis of these structures is generally computationally expensive. Thus, for these kinds of structures, numerical homogenization methods are often preferred to a direct numerical simulation (DNS) of the considered experimental setup. To further reduce computational costs, beam elements are often used (e.g. [5, 14, 15]) even though the 3D solid models clearly remain the most accurate.

In the light of the above literature review, the main novelty of the present contribution is to provide an experimentally validated and effective computational workflow to numerically characterize the mechanical behavior of lattice structures directly from CT scan data images. The presented workflow requires neither a 3D model reconstruction of CT scan data nor a conforming mesh generation process,
which are two main issues of most of the current numerical techniques employed to investigate mechanical properties of AM components.

The present work aims at comparing the as-manufactured and as-designed octet-truss structures by using the DNS and first-order homogenization. To this end, the Finite Cell Method (FCM) is used directly on the CT images, omitting the step of a geometric model reconstruction. FCM provides an efficient tool to incorporate the process-induced geometrical defects of the manufactured lattice components into numerical analysis allowing the comparison of as-manufactured versus as-designed mechanical behavior. Additionally, this embedded technology provides an accurate prediction of the desired mechanical properties via a natural image-to-material-characterization workflow.

As stated in [17], even the tensile behavior of lattice structures is still not well understood. Compression tests are generally preferred due to their practical applicability to the lattices. To fill this research gap, we start by providing a comprehensive experimental and numerical analysis of the tensile behavior of octet-truss lattice specimens. In particular, we numerically and experimentally investigate the tensile behavior of steel octet-truss lattices, comparing FCM results based on as-manufactured geometry to classical boundary conforming finite element analysis (FEA) conducted on the as-designed geometry, i.e., the original CAD model of the lattice structure.

The present article is organized as follows. Section 2 gives a summary of the high-order Finite Cell Method for image-based material characterization. In section 3 we further recall the fundamentals of the first-order homogenization for CT-based and CAD-based representative volume elements (RVE). Section 4 provides the geometrical characteristics and description of the manufacturing process of the octet-truss lattice specimens. In section 5 we detail the experimental setup used for tensile testing of the produced lattice specimens. Then, the numerical findings are presented in section 6. For a comprehensive analysis of octet-truss lattices, a geometrical comparison of as-manufactured and as-designed structures is performed in section 6.1. In section 6.2 the experimental tensile test is numerically simulated employing four different approaches: CT-based DNS, CT-based first-order homogenization, CAD-based DNS, and CAD-based first-order homogenization. Finally, in section 7 we draw the main conclusion before an outlook is presented.
Fig. 1: Workflow for the incorporation of as-manufactured geometries into the computational simulation and comparison with as-designed simulation.
2 Material Characterization by the Finite Cell Method

The geometrical models stemming from CT scans provide comprehensive information about as-manufactured components allowing for the characterization of the process-induced geometrical defects. The numerical simulation of CT-based microstructures is considered to be time-consuming and technically difficult due to the size of the considered data. FCM provides a powerful tool to efficiently simulate the geometrical models stemming directly from CT scan data images. The basic concept of this high-order immersed method is briefly summarized in the following, emphasizing the main advantages in the application to material characterization of AM products. For a more detailed description of FCM, the reader is referred to [8].

\[ \Omega \cap \Omega_e = \Omega \]
\[ \Omega_e \cap \Omega = \emptyset \]
\[ \Omega = \Omega_e \cup (\Omega \ominus \Omega_e) \]
\[ \Omega \ominus \Omega_e = \Omega_e \setminus \Omega \]

(a) Domain definition  
(b) Indicator function

Fig. 2: Concept of the FCM (adapted from [8]).

The main idea of FCM is to immerse the physical domain of interest \( \Omega \) (see Fig. 2) into a simply shaped fictitious domain such as a rectangle or a cube \( \Omega_e \). Then, the union of these domains \( \Omega_e \) can be discretized with a structured Cartesian mesh. The shape functions associated with this mesh can be chosen freely. In the present work, the integrated Legendre polynomials of degree \( p \) are adopted [22].

Then, to recover the original mechanical problem, the weak form should be modified by an indicator function \( \alpha(x) \), which can be formulated as follows:

\[ \alpha(x) = \begin{cases} 
1 & \forall x \in \Omega \\
0 & \forall x \in \Omega_e \setminus \Omega 
\end{cases} \]

This definition of the indicator function ensures that the weak form defined on the immersed domain \( \Omega_e \) is equivalent to the standard formulation in the energy sense up to a modeling error proportional to \( \sqrt{\alpha} \). The linear elastic boundary value problem is then formulated as follows:

Find \( u \in H^1_0(\Omega_e) \) such that \( B(v, u) = F(v) \forall v \in H^1_0(\Omega_e) \)

where the bi-linear and linear form can be written as:

\[ B(v, u) = \int_{\Omega_e} \varepsilon(v) : \alpha(x) C(x) : \varepsilon(u) \, d\Omega_e + \beta_D \int_{\Gamma_D} v \cdot u \, d\Gamma_D \]
\[ F(v) = \int_{\Omega_e} v \cdot \alpha(x) b(x) \, d\Omega_e + \int_{\Gamma_N} v \cdot \hat{t} \, d\Gamma_N + \beta_D \int_{\Gamma_D} v \cdot \hat{u} \, d\Gamma_D \]

In Eq. (2) \( H^1_0(\Omega_e) \) indicates the boundary conforming first-order Sobolev space, \( \Gamma_D \) is the part of the boundary of the physical domain \( \Omega \), where Dirichlet boundary conditions \( \hat{u} \) are applied and \( \Gamma_N \) corresponds to the Neumann boundary with the applied traction \( \hat{t} \). We recall that Dirichlet boundary conditions are enforced by the penalty method with a penalty parameter \( \beta_D \).

As the indicator function \( \alpha(x) \) makes the integrands discontinuous, specially constructed integration algorithms must be applied for an accurate evaluation. Since the CT scans provide an underlying voxel structure with piecewise constant coefficients, a natural approach to construct a composed integration rule is to distribute integration points within every voxel in one finite cell (refer to Fig. 3).
Furthermore, as the structure of every element and the number of voxels per cell is regularly repeated throughout the whole structure, the domain integrals can be efficiently pre-computed before the numerical simulation [37]. This approach drastically reduces the integration time allowing for efficient computation of complex problems based on CT scan data images.

![Voxel-based pre-integration technique](image)

**Fig. 3:** Voxel-based pre-integration technique: left - the Finite Cell background mesh; middle - one Finite Cell with embedded voxels; right - integration point distribution within one voxel.

Nevertheless, the common size of geometrical models stemming from CT scans is still very large due to the presence of small geometrical features. As an example, the images used for the further numerical investigations are of size $292 \times 176 \times 1768$ voxels, while the smallest features can be in the range of $3 - 7$ voxels. Consequently, to solve the mechanical problem accurately, a high resolution of the numerical discretization is necessary. This, in turn, leads to large size of numerical systems. To address this computational challenge, a hybrid parallelization of the high-order Finite Cell Method is used. The implementational details of this method are published in [11, 12]. This approach allows performing numerical simulations on large CT scans capturing the mechanically significant small-scale defects.

### 3 First-order CT-based numerical homogenization

Although the proposed methods in section 2 enable numerical analysis on large CT scans with rather small geometrical features, the computational costs remain high. Thus, to further reduce the numerical size of the considered problems, we introduce the CT-based first-order numerical homogenization. This technique in combination with the Finite Cell Method provides a computationally efficient alternative to evaluate the mechanical behavior in the linear regime. The two main advantages of this approach are the direct analysis of the representative volume elements (RVEs) stemming from CT images and the efficient pre-computation of the volume integrals in Eq. (3) exploiting the underlying voxel structure. This allows for the flexible incorporation of as-manufactured geometries providing a reliable and efficient material characterization tool. In the following, only the main idea of numerical homogenization is recapitulated. For further details, the reader is referred to [13].

The main concept of the CT-based numerical homogenization is visualized in Fig. 4. The complex macroscopic structure is split into RVE subdomains. These volumes must fulfill the length scale separation criteria; i.e., they should contain a sufficient number of heterogeneities to be representative of the overall macroscopic behavior. The RVEs are then treated as a material macroscopic point, which can be characterized by the effective material tensor $C^\ast$. 

---
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The first step in the homogenization procedure is RVE extraction. In this phase, the appropriate relation between the structure and the representative volume must be identified. As the RVE is considered to be a macroscopic material point, the macroscopic quantities are projected to the microscopic level by using the Hill-Mandel principle of the strain energy density equality [10, 18, 39]:

\[
\frac{1}{2} \left( \sigma^M : \varepsilon^M \right) = \int_{\Omega} (\sigma : \varepsilon) \, d\Omega \quad (4)
\]

where superscript \( M \) indicates the macroscopic quantities and \( \Omega \) is the RVE volume including all heterogeneities, e.g., voids or inclusions.

After few mathematical manipulations the volume integral in Eq. (4) can be transformed to a boundary integral over \( \Gamma \) which is the RVE boundary as indicated in Fig. 4:

\[
\frac{1}{\Omega} \int_{\Gamma} (u - \langle \varepsilon \rangle_{\Omega} \, x) \left( \sigma - \langle \sigma \rangle_{\Omega} \right) \, n \, d\Gamma = 0 \quad (5)
\]

where displacement, strain, and stress are the microscopic fields, the notation \( \langle . \rangle_{\Omega} \) indicates the averaging operator over domain \( \Omega \), \( x \) is the coordinate vector, and \( n \) is the normal vector defined at the boundary \( \Gamma \) of the RVE.

The condition in Eq. (5) is a priori satisfied when the specific set of boundary conditions are applied to the RVE. These conditions commonly include the Kinematic Uniform Boundary Conditions (KUBC), Static Uniform Boundary Conditions (SUBC), and Periodic Boundary Conditions (PBC) [21]. In the scope of this work, the latter are chosen for the numerical homogenization [32]. This is commonly preferred as in the case of periodic structures it delivers the exact effective material tensor. Also for the microstructures which do not comply with the periodicity requirement, it is demonstrated to provide good estimates [20].

To impose the periodic boundary condition the boundary \( \Gamma \) of the RVE is usually decomposed into
two opposing parts $\Gamma^+$ and $\Gamma^-$ (see Fig. [4]). Thus, each point with coordinates $x^+$ on boundary $\Gamma^+$ is uniquely coupled with the point $x^-$ on the opposite side $\Gamma^-$ via displacement and traction values as follows:

$$u(x^+) - u(x^-) = \varepsilon^M \Delta x$$
$$t(x^+) = -t(x^-)$$ (6)

According to [32] the application of displacement constrains of Eq. (6) can guarantee the uniqueness of the solution making unnecessary the application of the traction constrains in Eq. (6).

Following this formulation, a periodic mesh must be constructed ensuring paired nodes on mutually opposite sides of the RVE boundary $\Gamma^+$ and $\Gamma^-$. Thus, when numerical homogenization is performed on non-periodic structures using the traditional Finite Element Method, the meshing procedure becomes rather cumbersome. In this contribution, the lattice structures under consideration are only approximately periodic. This means that every cell shows unique geometrical variations from a common underlying basic unit cell. Therefore, an application of periodic boundary conditions is challenging to impose in a traditional mesh-conforming discretization. However, the immersed Finite Cell Method as described in section 2 retains a structured Cartesian grid. This provides a unique possibility to efficiently apply the periodic boundary condition as the coupled nodes on the opposite sides of the RVE boundary are guaranteed by construction. This facilitates the application of the periodic boundary condition and diminishes the dependency from the underlying microstructure.

The second step of the numerical homogenization is a micro-to-macro transition. As the RVE represents a macroscopic material point, its fluctuating microscopic fields are required to be equal on average to the macroscopic quantities. Thus, the micro-to-macro relations can be formulated as follows:

$$\sigma^M = \int_{\Omega} \sigma d\Omega = \frac{1}{\Omega} \int_{\Gamma} t \otimes x d\Gamma$$
$$\varepsilon^M = \int_{\Omega} \varepsilon d\Omega = \frac{1}{\Omega} \int_{\Gamma} \frac{1}{2} (u \otimes n + n \otimes u) d\Gamma$$ (7)

where $\otimes$ is the Kronecker product.

Again, for periodic representative volumes with the voids crossing the boundaries, the integrals in Eq. (7) are straightforward to compute. Strictly speaking, the strain averaging in Eq. (7) is not even required as the Periodic Boundary Conditions ensure an a priori known macroscopic strain state. However, it is important to note that for the completeness of formulation the strain fields in non-periodic volumes are ambiguous in the areas when the voids cross the boundaries. The Finite Cell Method, in turn, provides a solution to this ambiguity. As the indicator function $\alpha(x)$ defined in Eq. (1) resembles the assumption of the void being an very soft material, it provides a unique definition of strains in the segments where the voids cross the boundary of the RVE and naturally preserves the consistency of strain energy.

Finally, in the last step the effective material tensor can be computed using the following relation:

$$\sigma^M = C^* \varepsilon^M$$ (8)

Usually, no a priori assumptions about the type of macroscopic behavior are made. Thus, to make Eq. (8) solvable, six linear independent load cases are constructed. The effective material tensor can, then, attain any material symmetry, e.g. isotropic, orthotropic, etc.

### 4 Manufacturing of octet-truss lattices

The numerical and experimental investigations are carried out on an octet-truss lattice structure. The unit cell is shown in Fig. [5] with three orthogonal views indicating main dimensions. The overall cell size is $4 \times 4$ mm, while the horizontal strut thickness is 0.8 mm, whereas the inclined struts are 0.4 mm. This CAD model will be further used in numerical investigations and will be referred to as "as-designed" geometry.
Fig. 5: Octet-truss unit cell (dimensions are shown in mm).

The specimens for experimental testing were produced in the laboratory 3DMetal@UniPV, with SS316L metal powder, using a Renishaw AM400 SLM system. The adopted SLM process parameters are detailed in Tab. 1; in particular, we use a 200 W laser power, and a layer thickness of 50 µm.

Tab. 1: Process parameters for octet-truss manufacturing.

| Process parameters | Value                  |
|--------------------|------------------------|
| Build plate temperature | 170°C ± 1°C         |
| Chamber temperature       | 35°C ± 5°C           |
| Layer thickness            | 50 µm ± 1 µm         |
| Hatch spacing             | 110 µm ± 2 µm        |
| Scan speed               | 1200 mm/s ± 2 mm/s   |
| Laser power              | 200 W ± 0.1 W        |
| Laser spot size           | 70 µm ± 1 µm         |

According to the material data sheet provided by the powder producer [27], the considered setup leads to a bulk material with Young’s modulus 190 GPa ± 10 GPa along the longitudinal direction with the density of $\rho = 7.99 \text{g/cm}^3$. The produced specimens after heat treatment at 400°C in the chamber Nabertherm LH120/12 for 2 hours are shown in Fig. 6.

Fig. 6: Printed tensile specimens after heat treatment.

After printing, a tensile specimen was subjected to a computed tomography before experimental testing. The geometry acquisition was performed with the CT scanner Phoenix V resulting in a voxel resolution of 27 µm. These images deliver information about the internal structure of the printed specimens and will be further referred to as "as-manufactured" geometry.
5 Experimental setup

For a comprehensive experimental study of the printed specimens two main investigations are undertaken. First, to characterize as-manufactured macroscopic geometrical variations the overall porosity is measured. Next, the specimens are tested under tensile loading to evaluate the effective directional Young’s modulus.

Commonly, the porosity is defined as a void fraction in the specimen over its total volume:

$$\phi = 1 - \frac{V_m}{V} \quad (9)$$

For experimental porosity evaluation, four rectangular specimens with the same microstructure were produced with the same process parameters as in Tab. 1. The overall volume $V$ was then determined by measuring the dimensions of these parts. The volume occupied by the material $V_m$ was computed in two steps. First, the printed specimens were weighted to determine their mass. Then, the volume was calculated according to the bulk density specified by the powder producer [27]. Therefore, the porosity was averaged over four considered specimens. The measurement uncertainty of the porosity values $\phi$ was estimated based on the accuracy of the used instrumentation.

To experimentally validate the proposed numerical framework for the mechanical evaluation of lattice components, the tensile test was performed. For the aim of this work, only the elastic regime was investigated. Herein we provide a brief description of the experimental setup.

The lattice specimen was tested under displacement control, at room temperature, on an MTS Insight test system, with computer control and data acquisition. The strain is measured with a video extensometer (ME-46 video extensometer, with 1 mm resolution and a camera field of view of 200 mm) at the mid-section of the specimen (gage section). Following ASTM E111 recommendations, the displacement rate is set to 2 mm/min and it is selected to produce failure within $10^{-1}$ minutes (see the experimental setup in Fig. 7). The Young’s Modulus was then computed according to ASTM E111 standard [2] with the corresponding measurement error.

![Experimental tensile setup on the printed specimen.](image-url)

6 Results and discussion

In this section, the results of the geometrical and numerical comparison on the as-manufactured and as-designed structures are discussed (see definition in section 4). In section 6.1 these specimens are compared qualitatively via a visual identification of the overall geometrical variations and quantitatively by estimating the geometric characteristics, such as macroscopic porosity. Then, in section 6.2 the mechanical behavior of the tensile specimen is analyzed in detail. Numerical simulations of the tensile test are performed on both as-manufactured and as-designed geometries and compared to experimental values. The former is analyzed employing FCM introduced in section 2 whereas the
latter using conforming mesh finite elements using the CAD geometry. Furthermore, the first-order homogenization technique presented in section 3 is also employed to simulate the tensile test again using both as-manufactured and as-designed geometries, and compare them to DNS results.

6.1 Geometrical comparison of as-designed and as-manufactured specimens

At first, the as-manufactured tensile specimen is compared to the as-designed CAD model used for its printing. The CT scan was converted to a point cloud and overlayed with the designed CAD model. The distance between the point cloud and the CAD model is computed as the nearest neighbor distance (see Fig. 8). The specimen was printed in the x-direction shown in Fig. 8. Furthermore, we can observe partially melted powder particles hanging on the diagonal struts (having axes out of the yz plane) as depicted in Fig. 8c, d and, on the horizontal struts in Fig. 9.

![Fig. 8: Comparison of as-manufactured and as-designed tensile specimen.](image-url)
Fig. 9: Partially melted powder grains attached to the horizontal struts in the octet-truss tensile specimen. The arrow is pointing in the build direction.

Then, the CT-based porosity is compared with the CAD-based and experimental values in Tab. 2. The experimental results together with the estimated instrumentation error are determined according to the procedure described in section 5. The CAD-based porosity is measured by using an as-designed geometrical model of the specimens as shown in section 4. The CT-based results are obtained similarly using computed tomographic images of the corresponding as-manufactured specimens.

| Specimen    | CAD-based porosity, [-] | Experimental porosity, [-] | CT-based porosity, [-] |
|-------------|--------------------------|-----------------------------|------------------------|
| Octet-truss | 0.756                    | 0.646 ± 0.002               | 0.668                  |

Note that the CT-based porosity is in a good agreement with the experimentally determined value. As-manufactured results deviate from the average experimental porosity by 3.4%. As expected, CAD-based porosity is larger than the printed one. This finding is strongly supported by the geometrical comparison of the CAD and CT-based model of Fig. 9.

One of the reasons why the as-designed parts have higher porosity values is that the struts with axes in the yz-plane are always larger in the printed components than in the designed ones. This is because partially melted powder particles remain attached to the surface of the manufactured component opposite to the build direction. Such defects are a well-known natural side-effect of the melting process together with the excess material collection in the nodes, where the higher temperatures occur. On the contrary, the CT-based porosity is in good agreement with the experimental values making us confident that the chosen CT scan resolution is accurate enough to obtain a reliable geometry representation.

6.2 Tensile test of an octet-truss lattice structure

CT-based direct numerical simulation of a tensile test

Herein, the computed numerical tomography of the tensile specimen is investigated numerically by using FCM as described in section 2. The middle part of the obtained CT scan is presented in Fig. 10. To correctly compute the numerical results, we need to accurately evaluate the value of the spatial scalar function $\alpha(x)$ defined in Eq. 1. In the present work - as the material of the product is metal - the indicator function can be directly deduced from the CT scan since the contrast between material and
void is very high. To distinguish among the holes where $\alpha(x) \approx 0$ and the metal where $\alpha(x) = 1$, the threshold level of the Hounsfield units is set to be 14,500. This threshold value leads to a porosity indicated in Tab. 2. All gray values above the limit are considered to be material, while everything below is classified as void.

Fig. 10: CT scan data image of the middle part of the tensile specimen.

Having defined the indicator function a convergence study of the effective Young’s modulus is performed. The results of this analysis are summarized in Fig. 12. Given two different FCM discretizations with $73 \times 44 \times 442$ and $146 \times 88 \times 884$ (i.e., embedding $4 \times 4 \times 4$ and $2 \times 2 \times 2$ voxels in one finite cell, respectively), a convergence study is carried out increasing the polynomial order of the approximation space. An example of the displacement and stress field arising in such specimen is shown in Fig. 11. In the following, we refer to these numerical results obtained directly computing a tensile experiment on the full specimen as CT-based DNS results. The relative error is determined with respect to an overkill numerical resolution, where every voxel is an element with the polynomial degree of $p = 2$ resulting in 390,112,737 DOFs. The reference solution, in this case, has a value of 12,736 MPa, and took about 22 min on 90 compute nodes. This overkill result was computed on the SuperMUC cluster of TUM.

The final results for the CT-based numerical simulations are shown together with the experimental and CAD-based values in Tab. 3. As a final estimate, Young’s modulus of 13,081 MPa is chosen. This value corresponds to a Finite Cell discretization of $146 \times 88 \times 884$ cells of polynomial degree $p = 3$ resulting in 98,316,435 DOFs. Overall simulation time for this case is 52 min on 40 nodes on the CoolMUC cluster of TUM. The final numerical value is 4.4% different from the experimental value and within the limits of the estimated instrumentation error. Moreover, the results of these analyses show a clear convergence trend of the numerical solution and the method presents a robust behavior even for coarse and low-order discretizations. The above observation confirms the possibility to adopt such an approach for material characterization of as-manufactured AM lattice structures.
Fig. 11: CT-based numerical analysis: Representative displacement and stress fields in the middle part of the tensile specimen.
CT-based numerical homogenization results

Due to the high computational costs of the DNS numerical analysis, we decide to investigate less demanding (at least from a computational point of view) approaches. The first-order homogenization technique described in section 3 is employed. The results of all tests are shown together in the stress-strain graph in Fig. 13. Due to the high randomness of the as-manufactured geometry, homogenization is performed on all existing unit cells and the mean value and standard deviation is indicated with the black line in Fig. 13. The deviation from the mean value is computed by considering the spread of the homogenized Young’s modulus through the computed unit cells. We can observe that the mean value of the homogenized numerical solution deviates by 8% from the one determined by using DNS tensile test on the CT scan, but - due to the large geometrical variations in the as-manufactured specimen - the octet-truss unit cells provide a considerable standard deviation from the mean value as shown in Fig. 13. The resulting interval of confidence includes both experimental and CT-based DNS simulation results. In light of the above results, we can conclude that also first-order homogenization based on the as-manufactured geometry can be considered as a reliable technique to predict the tensile behavior of AM lattice structures.

CAD-based direct numerical simulation of a tensile test

As a next step, the same numerical studies are performed on the original CAD model used for specimen printing. For the direct numerical simulation, linear solid elements are chosen to perform analysis in Ansys®. The converged solution shown in Tab. 3 is achieved with 10954356 DOFs. The total number of DOFs, in this case, is considerably lower than the one used for the CT-based computations. This arises due to the geometrical complexity of the considered CT scan. In the as-manufactured geometry many more small features are present, such as e.g. overhangs as indicated in Fig. 9. Thus, a higher resolution is required to capture the mechanical contribution of such geometrical details to an overall part behavior.

As expected from the higher porosity value measured in section 6.1, the ideal CAD model delivers a much smaller Young’s modulus than the experimental one. This relates to the geometrical differences of the as-manufactured and as-designed specimens presented in section 6.1. This already
demonstrates that the high discrepancy between as-manufactured and as-designed porosity values lead to an inaccurate prediction of Young’s modulus based on CAD geometries (see Tab. 3). The values of the Young’s moduli are even further appart than the difference between as-manufactured and as-designed porosity.

**CAD-based homogenization with an equivalent porosity**

To investigate in detail the observed discrepancy among CAD-based results and experimental measurements a further study on the CAD geometry is undertaken. The geometrical features of the unit cell depicted in Fig. 5 are varied linearly to achieve different porosity states $\phi$. Such a study can be performed using different approaches. The main geometrical feature of the considered unit cell is the strut diameter. In Fig. 5 all struts horizontal to a printing direction are 0.8 mm, while the struts inclined to the printing direction are 0.4 mm. Thus, the dimensions of the struts could be varied freely to achieve different porosity values. However, to reduce the dimension of the undertaken study both strut diameters are increased by the same increment, e.g. 0.2 mm. In particular, the diameter of the smallest struts is increased from 0.4 to 1.0 while the largest diameter - from 0.8 to 1.4.

Then, the first-order homogenization technique described in section 3 in combination with the Finite Cell Method is applied to evaluate the effective Young’s modulus based on the modified CAD models. The dependency of the homogenized Young’s modulus $E^*$ on the porosity is depicted in Fig. 14. As expected from the literature, a change in the porosity does not cause the same change in the Youngs modulus. Instead, the obtained relation $E^*(\phi)$ seems to be indirectly proportional but its exact determination is too elaborate to be predicted analytically.

Under the assumption that the overall porosity is the only determining factor for Young’s modulus, an experimentally determined porosity of 0.668 delivers a value of 16 178 MPa. This is much higher than the results of CT-based numerical analysis (13 081 MPa) as well as the experimentally measured value of 12 533 MPa. Therefore, the porosity can not be the only determining factor.

**Fig. 14:** Porosity study of the ideal CAD-based unit cell using the Finite Cell Method.

The strong variability in the printed struts and nodes could explain this difference raising the importance of the incorporation of the precise as-manufactured geometries into the numerical analysis. First of all, there is a significant geometrical deviation of the printed struts from as-designed
boundaries. Next, the non-homogeneity of material properties of the manufactured component, due for instance to voids and inclusions is present within the printed structure. These inhomogeneities are shown in Fig. 15 on one of the slices of the obtained CT scan.

![Fig. 15: Representative slice of the CT scan with a zoom on arising inhomogeneities.](image)

These topological and geometrical defects introduce an additional level of complexity in the mechanical characterization of AM lattice structures, which cannot be merely modeled with an equivalent CAD-based geometrical model, but it necessarily requires a numerical approach (DNS or homogenization) able to take into account the actual geometry of the manufactured part. The presented numerical framework naturally incorporates the as-manufactured components thus considering the arising defects.

**Tab. 3:** Comparison of experimentally and numerically determined Young’s modulus of the octet-truss specimen.

| Specimen           | CAD-based $E$, [MPa] | Experimental $E$, [MPa] | CT-based $E$, [MPa] |
|--------------------|----------------------|-------------------------|---------------------|
| Tensile octet-truss| 7 356                | 12 533 ± 751            | 13 081              |

7 Conclusions

The incorporation of the process-induced defects of additively manufactured lattice structures in the numerical analysis can be very challenging, time-consuming, and computationally costly. In this contribution, we have shown a natural and efficient method to incorporate as-manufactured geometries in an image-to-mechanical-characterization workflow (indicated in green in Fig. 1). The numerical results obtained via the CT-based numerical analysis utilizing FCM have shown an excellent agreement with the experimental values for the tensile behavior.

Furthermore, we have undertaken a comprehensive study on the geometrical and mechanical differences between as-designed and as-manufactured specimens. The 3D printed octet-truss lattice structures always possess a larger macroscopic porosity in their designed as compared to their printed version. This deviation correlates to a substantial increase of Young’s modulus in the investigated parts.

From the presented results, we can conclude that the FCM direct numerical simulations based on as-manufactured geometry present a superior capability to predict experimental evidence, compared to mesh-conforming DNS performed on the as-designed geometry. Moreover, we have shown that first-order homogenization using FCM directly on CT scan data images is an accurate model of the tensile behavior of octet-truss lattice structures, whereas the same kind of analysis carried out using
classical FEA on the CAD model fails to recover the experimental values even when a 3D virtual model with equivalent porosity is used.

To conclude, the proposed workflow is able to reduce the gap between design and analysis in the field of AM product simulation by a combination of several efficient methodologies. Future work will address the generation of statistically similar computed tomography images and their incorporation in the AM product simulation workflow to characterize the possible effects of the geometrical defects on the mechanical behavior of the final parts (shown in dashed green in Fig. [1]). This step complements the proposed method to enhance the possibility of the natural incorporation of the printed AM geometries into the numerical analysis.
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