Caching Placement in Stochastic Wireless Caching Helper Networks: Channel Selection Diversity via Caching

Seong Ho Chae, Member, IEEE and Wan Choi, Senior Member, IEEE

Abstract—Content delivery success in wireless caching helper networks depends mainly on cache-based channel selection diversity and network interference. For given channel fading and network geometry, both channel selection diversity and network interference dynamically vary according to what and how the caching helpers cache at their finite storage space. We study probabilistic content placement (or caching placement) to desirably control cache-based channel selection diversity and network interference in a stochastic wireless caching helper network, with sophisticated considerations of wireless fading channels, interactions among multiple users such as interference and loads at caching helpers, and arbitrary memory size. Using stochastic geometry, we derive optimal caching probabilities in closed form to maximize the average success probability of content delivery and propose an efficient algorithm to find the solution in a noise-limited network. In an interference-limited network, based on a lower bound of the average success probability of content delivery, we find near-optimal caching probabilities in closed form to control the channel selection diversity and the network interference. We numerically verify that the proposed content placement is superior to other comparable content placement strategies.

Index Terms—Probabilistic content placement, caching probability, stochastic geometry, channel selection diversity

I. INTRODUCTION

Recent evolution of mobile devices such as smart-phones and tablets has facilitated access to multi-media contents anytime and anywhere but such devices result in an explosive data traffic increase. The Cisco expects by 2019 that these traffic demands will be grown up to 24.3 exabytes per month and the mobile video streaming traffic will occupy almost 72% of the entire data traffic [1]. Interestingly, numerous popular contents are asynchronously but repeatedly requested by many users and thus substantial amounts of data traffic have been redundantly generated over networks [2]. Motivated by this, caching or pre-fetching some popular video contents at the network edge such as mobile hand-held devices or small cells (termed as local caching) has been considered as a promising technique to alleviate the network traffic load. As the cache-enabled edge node plays a similar role as a local proxy server with a small cache memory size, the local wireless caching has the advantages of i) reducing the burden of the backhaul delivery, we find near-optimal caching probabilities in closed form to control the channel selection diversity and the network interference. We numerically verify that the proposed content placement is superior to other comparable content placement strategies.

Success of content delivery in wireless cache network depends mainly on two factors: i) channel selection diversity gain and ii) network interference. For given realization of nodes in a network, these two factors dynamically vary according to what and how the nodes cache at their limited cache memory. Specifically, if the more nodes store the same contents, they by avoiding the repeated transmission of the same contents from the core network to end-users and ii) reducing latency by shortening the communication distance.

In recent years, there have been growing interests in wireless local caching. The related research has focused mainly on i) femto-caching with cache-enabled small cells or access points (called as caching helpers) [3]–[10], ii) device-to-device (D2D) caching with mobile terminals [11]–[17], and iii) heterogeneous cache-enabled networks [18]–[20]. For these local caching networks, varieties of content placements (or caching placements) were developed [3]–[6], [8], [11], [15], [18], [20] and for given fixed content placement, the performance of cache-enabled systems with different transmission or cache utilization techniques was investigated [7], [9], [10], [12]–[14], [16], [17], [19]. Specifically, content placement to minimize average downloading delay [3] or average BER [4] was proposed for fixed network topology. In a stochastic geometric framework, various content placements were also proposed either to minimize the average delay [8], [15] and average caching failure probability [11] or to maximize total hit probability [18], offloading probability [20]. However, these caching solutions were developed in limited environments; they discarded wireless fading channels and interactions among multiple users, such as interference and loads at caching helpers.

Recently, the content placement on stochastic geometry modeling of caching was studied in [5], [6]. A tradeoff between content diversity and cooperative gain according to content placement was discovered well in [5] but the caching probabilities were determined with numerical searches only. Moreover, in [5], cache memory size is restricted to a single content size and loads at caching helpers are not addressed. The optimal geographical caching strategy to maximize the total hit probability was studied in cellular networks in [6]. However, only hit probability whether the requested content is available or not among the covering base stations was investigated. None of the previous works successfully addressed the channel selection diversity and interactions among multiple users such as network interference and loads according to content placement.
offer the shorter geometric communication distance as well as the better small-scale fading channel for the specific content request, which can be termed as channel selection diversity gain. On the contrary, if the nodes cache all contents uniformly, they can cope with all content requests but channel selection diversity gain cannot help being small. Moreover, according to content placement, the serving node for each content request dynamically changes, so the network interference from other nodes also dynamically varies. Thus, it might be required to properly control the channel selection diversity gain and network interference for each content.

Recently, in [4], a tradeoff between content diversity and channel diversity was addressed in caching helper networks, where each caching helper is capable of storing only one content. However, although pathloss and small-scale fading are inseparable in accurately modeling wireless channels, the channel diversity was characterized with only small-scale fading and the effects of pathloss and network interference depending on random network geometry were not well captured. In this context, we address the problem of content placement with a more generalized model considering pathloss, network interference according to random network topology based on stochastic geometry, small-scale channel fading, and arbitrary cache memory size. In this generalized framework, we develop an efficient content placement to desirably control cache-based channel selection diversity and network interference. The main contributions of this paper are summarized as follows.

- We model the stochastic wireless caching helper networks, where randomly located caching helpers store contents independently and probabilistically in their finite cache memory and each user receives the content of interest from the caching helper with the largest instantaneous channel power gain. Our framework generalizes the previous caching helper network models [4], [5] by simultaneously considering small-scale channel fading, pathloss, network interference, and arbitrary cache memory size.
- With stochastic geometry, we characterize the channel selection diversity gain according to content placement of caching helpers by deriving the cumulative distribution function of the smallest reciprocal of the channel power gain in a noise-limited network. We derive the optimal caching probabilities for each file in closed form to maximize the average content delivery success probability for given finite cache memory size, and propose an efficient algorithm to find the optimal solution.
- In interference-limited networks, we derive a lower bound of the average content delivery success probability in closed form. Based on this lower bound with Rayleigh fading, we derive near-optimal caching probabilities for each content in closed form to appropriately control the channel selection diversity and the network interference depending on content placement.
- Our numerical results demonstrate that the proposed content placement is superior to other content placement strategies because the proposed method efficiently balances channel selection diversity and network interference reduction for given content popularity and cache memory size. We also numerically investigate the effects of the various system parameters, such as the density of caching helpers, Nakagami fading parameter, memory size, target bit rate, and user density, on the caching probability.

The rest of this paper is organized as follows. In Section II, we describe the system model and performance metric considered in this paper. We analyze the average content delivery success probability and desirable content placement of caching helpers in a noise- and interference-limited network in Sections III and IV, respectively. Numerical examples to validate the analytical results and to investigate the effects of the system parameters are provided in Section V. Finally, the conclusion of this paper is given in Section VI.

II. SYSTEM MODEL AND PERFORMANCE METRIC

We consider a downlink wireless video service network, where the caching helpers are capable of caching some contents in their limited caching storage, as depicted in Fig. 1. We assume that all contents have the same size normalized to one for analytic simplicity. The caching helpers are randomly located and modeled as 2-D homogeneous Poisson point process (PPP) with intensity \( \lambda \). The caching helpers are equipped with a single antenna and their cache memory size is \( M \), so \( M \) different contents can be cached at each helper since each content has unit size. The total number of contents is \( F(> M) \) and the set (library) of content indices is denoted as \( \mathcal{F} = \{1, 2, \ldots, F\} \). The contents have own popularity and their popularity distributions are assumed to follow the Zipf distribution as in literature [4], [5], [13]:

\[
 f_i = \frac{1/i^\gamma}{\sum_{j=1}^{F} 1/j^\gamma}, \quad \text{for } i \in \mathcal{F},
\]

Unequal content sizes are not addressed in this paper but for unequal sized contents, each content can be partitioned into small chunks of the same size. Each chunk can be treated as an individual content of the same size and then the analytic framework of this paper might be applicable.

The contents have own popularity which is assumed to be perfectly known. However, given time-varying content popularity in practical scenarios, incorporation of estimation errors of content popularity might be required and would be an interesting topic although this paper does not address it.
where the parameter $\gamma (\geq 0)$ reflects the popularity distribution skewness. For example, if $\gamma = 0$, the popularity of the contents is uniform. The lower indexed content has higher popularity, i.e., $f_i \geq f_j$ if $i < j$. Note that our content popularity profile is not necessarily confined to the Zipf distribution but can accommodate any discrete content popularity distribution.

The users are also randomly located and modeled as a 2-D homogeneous Poisson point process (PPP) with intensity $\lambda_0$. Based on Slivnyak’s theorem [21] that the statistics observed at a random point of a PPP $\Phi$ is the same as those observed at the origin in the process $\Phi \cup \{0\}$, we can focus on a reference user located at the origin, called a typical user.

In this paper, we adopt random content placement where the caching helpers independently cache content $i$ with probability $p_i$ ($0 \leq p_i \leq 1$) for all $i \in \mathcal{F}$. According to the caching probabilities (or policies) $\{p_i\}$, each caching helper randomly builds a list of up to $M$ contents to be cached by the probabilistic content caching method proposed in [6]. Fig. 2 presents an example of the probabilistic caching method [6] and illustrates how a caching helper randomly chooses $M$ contents to be cached among total $F$ contents according to the caching probability $\{p_i\}$ when the cache memory size is $M = 3$ and total number of contents is $F = 5$. In this scheme, the cache memory of size $M$ is equally divided into $L$ ($\leq M$) blocks of unit size. Then, starting from content 1, each content sequentially fills the $M$ discontinuous memory blocks by the amount of $p_i$ from the first block. If a block is filled up in the filling process of content $j$, the remaining portion of content $j$ continuously fills the next block. Then, we select a random number within $[0, 1]$ and the contents at the position specified by the random number in each block are selected. Because one content is selected from each block by the selected random number, total $L$ ($\leq M$) contents can be selected in a probabilistic sense according to $\{p_i\}$. In this way, in Fig. 2 the contents $\{1, 3, 5\}$ are chosen to be cached.

The contents selected in a probabilistic sense at each helper are cached in advance by either its request or overhearing. The caching helpers storing content $i$ can be modeled as independent PPP with intensity $\lambda_i (\triangleq p_i \lambda)$ and the locations of the caching helpers storing content $i$ can be represented by $\Phi_i = \{x_{i,k}\}$ where $k \in \mathbb{N}$. The typical user requests one among $F$ contents according to the content popularity $f_i$; the content with a higher popularity is requested with higher likelihood. If the typical user requests content $i$ and selects a serving helper to maximize the instantaneous channel power gain among the helpers storing content $i \in \mathcal{F}$, the received signal power becomes

$$\max_{x \in \Phi_i} P|h_x|^2|x|^{-\alpha},$$

where $P$ is the transmit power of a caching helper, $h_x$ and $|x|$ denote the channel fading coefficient and the distance from the typical user to the caching helper located at $x$, respectively, and $\alpha (> 2)$ is the path loss exponent.

For each content $i$, we denote a set of the reciprocals of the channel power gains from $\Phi_i$ to the typical user in ascending order as $\Xi_i = \left\{\xi_{i,k} = \frac{1}{|h_{i,k}|^2}, k \in \mathbb{N}\right\}$, where $\xi_{i,1} \leq \xi_{i,2} \leq \cdots$. The notation $r_{i,k}$ and $h_{i,k}$ represent the distance and the channel fading coefficient from the typical user to the caching helper with the $k$-th smallest reciprocal channel power gain among the caching helpers storing content $i$, respectively. Note that the caching helper with the largest instantaneous channel power gain is equivalent to that with the smallest reciprocal of the channel power gain (i.e., $\xi_{i,1}$). Assuming Gaussian signaling and time/frequency resource sharing among the users associated with the same caching helper, the mutual information between the typical user requesting content $i$ and its serving caching helper is

$$R_i = \frac{1}{N_i} \log_2 \left(1 + \frac{P}{\xi_{i,1} (\sigma^2 + J_i(\xi_{i,1}))}\right),$$

where $N_i$ is the load of the serving caching helper, $\sigma^2$ is the noise power variance, and $J_i(\xi_{i,1})$ is the interference received at the typical user, given by

$$J_i(\xi_{i,1}) = \sum_{y \in \Phi_i \setminus \Phi} P|h_y|^2|y|^{-\alpha} + \sum_{x \in \Xi_i \setminus \xi_{i,1}} P z^{-1},$$

where $\Phi_i (\triangleq \Phi \setminus \Phi_i)$ is the set of caching helpers which do not cache content $i$ in their cache memory. The small-scale channel fading terms of the desired link and the interfering links follow the independent Nakagami-m distributions with parameters $m_D$ and $m_I$, respectively.

Similar to [5], [7], we define the average content delivery success probability as a performance metric to properly account for the success events of content delivery as

$$P_s = \sum_{i=1}^F f_i \cdot \mathbb{P} \left[R_i \geq \rho_i \right],$$

where $f_i$ is the content requesting probability and $\rho_i$ is the target bit rate of content $i$ [bits/s/Hz] to successfully support the real-time video streaming service of content $i$ without playback delay.

### III. PROPOSED CONTENT PLACEMENT IN NOISE-LIMITED NETWORK

In this section, in order to investigate how channel selection diversity affects the optimal caching solution, we first consider...
a noise-limited network; when the number of active users is much smaller than the number of caching helpers, the impact of interference is negligible compared to the noise power and the typical user can be served without resource sharing with other users.

In noise-limited networks, assuming Gaussian signaling, the mutual information between the typical user requesting content $i$ and its serving helper is obtained as

$$R_i = \log_2 \left(1 + \frac{1}{\xi_{i,1}} \frac{P}{\sigma^2} \right) = \log_2 \left(1 + \frac{\eta}{\xi_{i,1}} \right),$$

where $\eta = P/\sigma^2$ is the signal-to-noise ratio (SNR).

### A. Analysis of content delivery success probability

The power gain distribution of a Nakagami-$m_s$ fading channel is given by

$$f(x; m_s) = \frac{m_s^{m_s}}{\Gamma(m_s)} x^{m_s - 1} e^{-m_s x},$$

where $\Gamma(t) = \int_0^\infty x^{t-1} e^{-x} dx$ is the gamma function, $x \geq 0$, and $m_s \geq \frac{1}{2}$ is the fading parameter for link $s$ where $s \in \{D, I\}$ represents either the desired link ($D$) or the i.i.d. interfering links ($I$). If $m_s = 1$, the power distribution follows the exponential distribution corresponding to Rayleigh fading. When $m_s \to \infty$, the channel is a deterministic channel.

When the typical user receives content $i$ from the caching helper with the smallest reciprocal of the channel power gain (i.e., the largest channel power gain), the cumulative distribution function (CDF) of the smallest reciprocal of the channel power gain (i.e., $\xi_{i,1}$) is derived in Lemma 1.

**Lemma 1:** The CDF of the smallest reciprocal of the channel power gain, $\xi_{i,1}$, in a Nakagami-$m_D$ fading channel is given by

$$F_{\xi_{i,1}}(\xi) = 1 - \exp\left(-\kappa \pi \lambda \frac{\Gamma(\delta + m_D)}{m_D \Gamma(m_D)} \right),$$

where $\kappa = \pi \lambda \frac{\Gamma(\delta + m_D)}{m_D \Gamma(m_D)}$ and $\delta = 2/\alpha$.  

**Proof:** For $i \in F$, let $\Psi_i = \{\xi_{i,k} = |x_{i,k}|^\alpha, k \in \mathbb{N}\}$ be the path losses between the typical user and the caching helpers caching content $i$. From the mapping theorem [Theorem 2.34, (22)], $\Psi_i$ is a non-homogeneous PPP and its intensity function is given by

$$\lambda_{\Psi_i}(x) = p_i \pi \lambda \delta x^{\delta-1}, x \in \mathbb{R}^+,$$

where $\delta = 2/\alpha$. Note that $\{\Psi_i\}, \forall i \in F$ are also mutually independent due to independence among $\{\Phi_i\}$. Using the displacement theorem [Theorem 2.33, (22)], we can also derive the intensity function of $\Xi_{i,k} = \{\xi_{i,k} = \frac{\psi_i^\alpha}{\delta \eta}, k \in \mathbb{N}\}$ for a general Nakagami-$m_D$ fading channel as

$$\lambda_{\Xi_{i,k}}(y) = p_i \pi \lambda \delta y^{\delta-1} \frac{\Gamma(\delta + m_D)}{m_D \delta \Gamma(m_D)} \quad y \geq 0.$$ 

Since the PPP of $\Phi_i$ is transformed by the displacement and mapping theorems, $\Xi_i$ is also a PPP (22). Therefore, the CDF of $\xi_{i,1}$ is obtained as

$$F_{\xi_{i,1}}(\xi) = P(\xi_{i,1} < \xi),$$

$$= 1 - P(\Xi_i(0, \xi) = 0)$$

where $\kappa = \pi \lambda \frac{\Gamma(\delta + m_D)}{m_D \delta \Gamma(m_D)}$, $\delta = 2/\alpha$, $\eta = \frac{P}{\sigma^2}$, and $\rho_i$ is the target bit rate of content $i$. 

![Fig. 3. The CDF of the smallest reciprocal of the channel power gain for content $i$ when $\alpha = 2.5$ and $p_i = 1$](image-url)
Proof:

\[ P[R_i \geq \rho_i] = \mathbb{P}\left[ \log_2 \left( 1 + \frac{\eta}{\xi_{i,1}} \right) \geq \rho_i \right] = \mathbb{P}\left[ \xi_{i,1} \leq \frac{\eta}{2^{\rho_i} - 1} \right] = F_{\xi_{i,1}} \left( \frac{\eta}{2^{\rho_i} - 1} \right), \]

where \(15\) is obtained from Lemma 1. Substituting \(19\) into \(5\), we obtain \(15\).

From Lemma 1, we know that the channel selection diversity gain for a specific content increases as the number of caching helpers storing the content increases, i.e., \(p_i\) increases. However, due to limited memory space \(M\), i.e., the constraint \(\sum_{i=1}^{F} p_i \leq M\), storing the same content at more caching helpers \(p_i\) (increases) loses the chance of storing the other contents and the corresponding channel diversity gains.

Therefore, for given finite memory size and content popularity, the average success probability of content delivery can be maximized by controlling the channel selection diversity gains for each content. This can be achieved by optimally determining caching probabilities in random content placement. Consequently, the corresponding optimization problem can be formulated as

\[
P_1 : \{p_i^*\} = \arg\max_{\{p_i\}} \sum_{i=1}^{F} f_i \left[1 - e^{-\rho_i \left( \frac{\eta}{2^{\rho_i} - 1} \right)} \right]^+, \quad (20)
\]

\[
= \arg\min_{\{p_i\}} \sum_{i=1}^{F} f_i e^{-\rho_i \left( \frac{\eta}{2^{\rho_i} - 1} \right)}, \quad (21)
\]

subject to \(\sum_{i=1}^{F} p_i \leq M\), \(p_i \leq 1 \quad \forall i \in \mathcal{F}\), \(p_i \geq 0 \quad \forall i \in \mathcal{F}\). \(\quad (22)\)

\(\quad (23)\)

\(\quad (24)\)

B. Optimal caching probabilities

In this subsection, we derive the optimal solution of Problem P1, the optimal caching probabilities, in closed form. For each \(i\), the function \(g_i(p_i) \triangleq e^{-\rho_i \left( \frac{\eta}{2^{\rho_i} - 1} \right)}\) is convex with respect to \(p_i\) since \(\frac{d^2}{dp_i^2} g_i(p_i) \geq 0\). Since a weighted sum of convex functions is also convex function, Problem P1 is a constrained convex optimization problem and thus a unique optimal solution exists. The Lagrangian function of problem P1 is

\[
\mathcal{L}(\{p_i\}, \omega, \{\mu_i\}) = \sum_{i=1}^{F} f_i e^{-\rho_i T_i} + \omega \left( \sum_{i=1}^{F} p_i - M \right) + \sum_{i=1}^{F} \mu_i \left( p_i - 1 \right), \quad (25)
\]

where \(T_i \triangleq \left( \frac{\eta}{2^{\rho_i} - 1} \right)\) is a constant, \(\omega\) and \(\mu_i\) are the nonnegative Lagrangian multipliers for constraints \(22\) and \(23\).

After differentiating \(\mathcal{L}(\{p_i\}, \omega, \{\mu_i\})\) with respect to \(p_i\), we can obtain the necessary conditions for optimal caching probability, i.e., Karush-Kuhn-Tucker (KKT) condition as follows:

\[
\begin{align*}
\frac{\partial \mathcal{L}(\{p_i\}, \omega, \{\mu_i\})}{\partial p_i} &= -f_i \kappa T_i e^{-\omega p_i T_i} + \omega + \mu_i \geq 0, \quad (26) \\
\{ -f_i \kappa T_i e^{-\omega p_i T_i} + \omega + \mu_i \} p_i &= 0, \quad (27) \\
\omega \left( \sum_{i=1}^{F} p_i - M \right) &= 0, \quad (28) \\
\mu_i \left( p_i - 1 \right) &= 0. \quad (29)
\end{align*}
\]

From the constraint in \(27\), the optimal caching probabilities are given by

\[
\begin{align*}
p_i(\omega, \mu_i) &= \left[ \frac{1}{\kappa T_i} \log \left( \frac{f_i \kappa T_i}{\omega + \mu_i} \right) \right]^+ \\
&= \frac{1}{\kappa T_i} \left[ \log (f_i \kappa T_i) - \log (\omega + \mu_i) \right]_+, \quad \forall i \in \mathcal{F}, \quad (31)
\end{align*}
\]

where \([z]^+ = \max\{z, 0\}\). The caching probability of content \(i\) grows as the content popularity \(f_i\) becomes large, but is regulated by the term of \(\log(w + \mu_i)\). For the constraint in \(28\), \(\omega\) is not necessarily zero because the optimal solution should always satisfy \(\sum_{i=1}^{F} p_i = M\). Based on the KKT conditions in \(26\) - \(29\), Lagrangian multipliers \(\omega\) and \(\mu_i\) range, according to \(p_i\), as \(32\), which is placed at the top of next page.

\(32\) reveals that the caching probability \(p_i\) is determined according to Lagrangian multiplier \(\omega\) only since \(\mu_i\) is a function of \(\omega\); if \(\omega \leq \min\{l_1, \cdots, l_F\}\), where \(l_i = f_i \kappa T_i e^{-\omega T_i}\), then \(p_i = 1 \quad \forall i \in \mathcal{F}\) and thus \(\sum_{i=1}^{F} p_i(\omega, \mu_i) = F\). If \(\omega \geq \max\{u_1, \cdots, u_F\}\) where \(u_i = f_i \kappa T_i\), then \(p_i = 0 \quad \forall i \in \mathcal{F}\) and thus \(\sum_{i=1}^{F} p_i(\omega, \mu_i) = 0\). When \(\min\{l_1, \cdots, l_F\} \leq \omega \leq \max\{u_1, \cdots, u_F\}\), \(\sum_{i=1}^{F} p_i(\omega, \mu_i)\) is bounded by \(0 \leq \sum_{i=1}^{F} p_i(\omega, \mu_i) \leq F\) since \(\sum_{i=1}^{F} p_i(\omega, \mu_i)\) is decreasing with respect to \(\omega\). Therefore, using the fact that \(\sum_{i=1}^{F} p_i(\omega^*, \mu_i^*) = M\) for the optimal \(\omega^*\), one-dimensional bisection search can find the optimal \(\omega^*\) and the corresponding \(\{p_i(\omega^*, \mu_i^*)\}\) given by

\[
p_i^* = \min\left(\left[ p_i(\omega^*, \mu_i^*) \right]^+, 1\right), \quad \forall i \in \mathcal{F}. \quad (33)
\]

The proposed algorithm to find the optimal caching probabilities \(\{p_i(\omega^*, \mu_i^*)\}\) is presented in Algorithm 1. Consequently, the content delivery success probability maximized with \(\{p_i(\omega^*, \mu_i^*)\}\) becomes

\[
P_s^* = \sum_{i=1}^{F} f_i \left[1 - e^{-\rho_i \left( \frac{\eta}{2^{\rho_i} - 1} \right)} \right]. \quad (34)
\]

IV. PROPOSED CONTENT PLACEMENT IN INTERFERENCE-LIMITED NETWORK

In the previous section, the cache-based channel selection diversity gain for each content has been highlighted and the optimal caching probabilities to balance them were derived without consideration of interference. In this section, in the presence of network interference, we derive near-optimal content placement and analyze the effects of network interference
Algorithm 1: A bisection method for finding $p_i^*$

1: \( a \leftarrow \min\{t_1, \ldots, t_F\}\), \( b \leftarrow \max\{u_1, \ldots, u_F\} \) \( \triangleright \) initial guess of \( \omega \)

2: while \( \left| \sum_{i=1}^{F} p_i(\omega, \mu_i) - M \right| \geq \epsilon \) do
3: \( \mu_i \leftarrow \left[ b - \omega \right] \)
4: Compute (31), i.e., \( p_i(\omega, \mu_i) \)
5: end while

6: \( P_s \approx \sum_{i=1}^{F} f_i \cdot \mathbb{P}\left[ \frac{1}{N_i^{\text{ins}}} \log_2 \left( 1 + \frac{P}{\xi_{i,1} J_i(\xi_{i,1})} \right) \geq \rho_i \right] \), (38)

where \( N_i^{\text{ins}} \) is a random load of the tagged caching helper when an arbitrary user receives content \( i \) from the caching helper with the largest instantaneous channel power gain. To characterize (37), we require both the probability mass function (PMF) of the load at the tagged caching helper and the SIR distribution when multiple contents are cached at each helper and the association is based on the instantaneous channel power gains. However, unfortunately, the exact statistics of the required information are unavailable because they are complicatedly determined by many interacting factors, such as multiple cached contents, locations of caching helpers and users, content request of users, instantaneous channel fading gains, etc. Thus, the optimal caching probabilities to maximize (37) have to be found by numerical searches of which complexity is prohibitively high for a huge number of contents. In this context, we propose near-optimal content placement to obtain some useful insights in interference-limited scenarios. To this end, we first approximate (37) with the average load of the tagged caching helper (23–25) as

\[ P_s \approx \sum_{i=1}^{F} f_i \cdot \mathbb{P}\left[ \frac{1}{N_i^{\text{ins}}} \log_2 \left( 1 + \frac{P}{\xi_{i,1} J_i(\xi_{i,1})} \right) \geq \rho_i \right], \]

where \( N_i^{\text{ins}} \) is the average load of the tagged caching helper when the user requests content \( i \) to the caching helper with the largest instantaneous channel power gain. The validity of approximation (38) is demonstrated in Fig. 4 where red star and blue circle represent the Monte-Carlo simulation (37) and its approximation (38), respectively. This figure verifies that the approximation (38) is quite tight to (37) for arbitrary \( \rho_i \). Moreover, a lowerbound of (38) is obtained in the following theorem.

**Theorem 2:** When the typical user receives the requesting content from the caching helper with the smallest reciprocal of instantaneous channel power gain, the average success probability of content delivery is bounded below by

\[ P_s \geq \sum_{i=1}^{F} f_i \int_0^{\infty} \sum_{k=0}^{m_D-1} \frac{1}{k!} (-m_D P^{-1} \tau_i r^a)^k \times \]

\[ \frac{d^k}{dr^k} \mathcal{L}_I(s)|_{s=m_D P^{-1} \tau_i r^a} f_{|x_i|}(r) dr, \]

where \( \tau_i = 2^{\rho_i} - 1, c \geq 1 \) is a constant independent of \( i \) and makes the inequality hold for all ranges of \( \{\rho_i\} \), \( m_D \) and \( m_I \) are the Nakagami fading parameters of the desired and interfering links, respectively, and

\[ \mathcal{L}_I(s) = \exp \left( -2\pi \lambda \int_0^{\infty} \left[ 1 - \frac{m_I}{(s P v^{-a} + m_I)^m_I} \right] v dv + 2\pi p_i \lambda \int_0^{r} \left[ 1 - \frac{m_I}{(s P v^{-a} + m_I)^m_I} \right] v dv \right), \]

\[ f_{|x_i|}(r) = 2\pi p_i \lambda r \exp (-2\pi p_i \lambda r^2). \]
Although it is still non-trivial to obtain the solution of this, the impacts of network interference on content placement (i.e., the lower bound of delivery success probability) becomes simplified as m(39) is simplified as B. Caching probabilities in Rayleigh fading channels

Fig. 4. Average content delivery success probabilities of Monte-Carlo simulation (37) and our approximations (38), (52), (53) are compared versus p1 − p2, when λ = 10μ (units/m2), λu = 20μ (units/m2), ∀ρj = 0.001 (bits/s/Hz), γ = 1, mD = mI = 1, M = 1, and F = 2.

Proof: See Appendix A

Based on the lower-bounded average success probability of content delivery, we formulate an alternative optimization problem as

P2 : \[ \{p_i^+\} = \arg \max_{\{p_i\}} \left\{ \begin{array}{l} F \\ \sum_{i=1}^{F} p_i \leq M, \\
p_i \leq 1 & \forall i \in F, \\
p_i \geq 0 & \forall i \in F. \end{array} \right\} \] (42)

Although it is still non-trivial to obtain the solution of this alternative optimization problem, fortunately, when mD = mI = 1, i.e., a Rayleigh fading channel, the objective function (i.e., the lower bound of delivery success probability) becomes more tractable and sheds light on intuitively understanding the impacts of network interference on content placement. Therefore, in the following subsection, we focus on the case of mD = mI = 1 (i.e., Rayleigh fading).

B. Caching probabilities in Rayleigh fading channels

Corollary 1: For Rayleigh fading channels (i.e., mD = mI = 1), the lower-bound of delivery success probability in (39) is simplified as

\[ P_s \geq \sum_{i=1}^{F} f_i \frac{p_i}{(1 - \tau_i^{2/\alpha} C_{\tau_i,\alpha}) p_i + \tau_i^{2/\alpha} C_{\alpha}}, \] (43)

where \( \tau_i = 2^{\rho_i - 1} \), \( C_\alpha = \frac{2\pi}{\csc(\frac{2\pi}{\alpha})} \), \( C_{\tau_i,\alpha} = \tau_i^{-2/\alpha} 2F_1 \left( 1, \frac{2}{\alpha}; \frac{2}{\alpha}, -\frac{1}{\tau_i} \right) \) and \( 2F_1(\cdot) \) is the Gauss hypergeometric function.

Proof: We omit the proof since it can be readily obtained by substituting mD = mI = 1 in Theorem 2.

With arbitrary cache memory size of M at each helper, the alternative optimization problem P2 is rewritten as

P3 : \( \{\hat{p}_i^+\} = \arg \max_{\{p_i\}} \left\{ \begin{array}{l} F \\ \sum_{i=1}^{F} p_i \left( 1 - \tau_i^{2/\alpha} C_{\tau_i,\alpha} \right) p_i + \tau_i^{2/\alpha} C_{\alpha} \right. \\
p_i \leq 1 & \forall i \in F, \\
p_i \geq 0 & \forall i \in F. \end{array} \right\} \] (44)

Now we show that the objective function in P3 is concave and optimization problem P3 is also the constrained convex optimization problem.

If we define \( g_i(p_i) = \frac{p_i}{1 - A_i p_i + B_i} \) as

\[ g_i(p_i) \triangleq \frac{p_i}{1 - A_i p_i + B_i}, \] (45)

where \( A_i = \tau_i^{2/\alpha} C_{\tau_i,\alpha} > 0 \) and \( B_i = \tau_i^{2/\alpha} C_{\alpha} > 0 \), its first derivative is \( g_i'(p_i) = B_i^2 \left( \frac{1}{(1 - A_i p_i + B_i)^3} > 0 \right) \) because \( B_i > A_i \) always holds and \( (1 - A_i) p_i + B_i > 0 \) for \( 0 \leq p_i \leq 1 \). Note that \( 0 < A_i \leq 1 \) for all i because

\[ A_i = \tau_i^{2/\alpha} C_{\tau_i,\alpha} = \tau_i^{2/\alpha} \int_0^\tau \frac{1}{1 + \omega^{\alpha/2}} d\omega \leq \tau_i^{2/\alpha} \int_0^\tau 1 d\omega = 1, \] (46)

\[ A_i = \tau_i^{2/\alpha} C_{\tau_i,\alpha} = \tau_i^{2/\alpha} \int_0^\tau \frac{1}{1 + \omega^{\alpha/2}} d\omega \geq \tau_i^{2/\alpha} \int_0^\tau 0 d\omega = 0. \] (47)

The second derivative of \( g_i(p_i) \) is \( g_i''(p_i) = \frac{2B_i (A_i - 1)}{(1 - A_i p_i + B_i)^3} \) \( \leq 0 \) and thus \( g_i(p_i) \) is a strictly increasing concave function. Since a weighted sum of concave functions still satisfies concavity, optimization problem P3 is a constrained convex optimization problem. Applying the same approach in Section III-B, we obtain the optimal caching probability of problem P3 as

\[ p_i(\omega, \mu_i) = \left[ -B_i \frac{1}{1 - A_i} + \sqrt{\frac{f_i B_i}{(1 - A_i)^2 (\omega^* + \mu_i^*)}} \right]^{+}, \forall i \in F, \] (48)

\[ = \frac{1}{1 - A_i} \left[ -B_i + \sqrt{\frac{f_i B_i}{\omega^* + \mu_i^*}} \right]^{+}, \forall i \in F, \] (49)

where Lagrangian multipliers \( \omega \) and \( \mu_i \) range, according to \( p_i \), as \( s \) \( \omega \), which is placed at the top of next page.

Replacing (41) with (49) and letting \( l_i = \frac{f_i B_i}{(1 - A_i)^2 (\omega^* + \mu_i^*)} \) and \( u_i = \frac{f_i B_i}{\omega^* + \mu_i^*} \) in Algorithm 1, we can find the optimal \( \omega^* \) and \( \mu_i^* \) with one-dimensional bisection search and the corresponding near-optimal caching probabilities \( \{p_i(\omega^*, \mu_i^*)\} \) given by

\[ \hat{p}_i^* = \min \left( \frac{1}{1 - A_i} \left[ -B_i + \sqrt{\frac{f_i B_i}{\omega^* + \mu_i^*}} \right]^{+}, \right), \forall i \in F. \] (51)
where \( \alpha \), \( f \), and \( \tau \) are functions of the pathloss exponent \( \gamma \), transmit power of caching helpers. The caching probability is a function of \( \alpha \), \( f \), and \( \tau \). In other words, the content placement is determined by the pathloss exponent, content popularity, and target bit rate.

Remark: Unlike noise-limited networks, the solution of content placement obtained in (51) is independent of the transmit power of caching helpers. The caching probability is a function of \( \alpha \), \( f \), and \( \tau \). In other words, the content placement is determined by the pathloss exponent, content popularity, and target bit rate.

V. NUMERICAL RESULTS

In this section, we evaluate the average success probability of content delivery to validate our analytical results in the previous sections. We also examine how various system parameters, such as SNR, content popularity exponent \( \gamma \), Nakagami fading parameter \( m_D \) and \( m_I \), pathloss exponent \( \alpha \), density of caching helpers \( \lambda \), user density \( \lambda_u \), maximum target content bit rate \( \rho_{\text{max}} \), and cache memory size \( M \) affect on caching probabilities. Unless otherwise stated, the baseline setting of simulation environments is as follows: \( \gamma = 1 \), \( F = 10 \), \( M = 3 \), \( m_D = m_I = 1 \), \( \text{SNR} = 20 \) (dB), \( \alpha = 3 \), \( \lambda = 0.05 \) (units/\( m^2 \)), \( \lambda_u = 0.002 \) (units/\( m^2 \)) and \( \rho_{\text{max}} = 1 \) (bits/s/Hz). The target bit rate for each content is uniformly generated as \( \rho_i \in (0, \rho_{\text{max}}] \) and all simulation results are averaged over 10,000 realizations.

A. Comparison among three different caching strategies

Fig. 5 compares the average success probabilities of content delivery in a noise-limited network for three different content placement strategies: i) caching the \( M \) most popular contents (MPC), ii) caching the contents uniformly (UC), and iii) proposed content placement found by Algorithm 1 (Proposed).

This figure demonstrates that the proposed content placement proposed content placement is superior to both UC and MPC in terms of average success probability of content delivery. MPC is closer to the proposed content placement than UC for high \( \gamma \), and vice versa for low \( \gamma \).

B. Effects of channel power gains

For varying \( \lambda \) and \( m_D \), the optimal caching probability of each content \( i \) in a noise-limited network is plotted in Fig. 6 where the lower index indicates the higher popularity, i.e., \( f_i \geq f_j \) if \( i < j \). As \( \lambda \) or \( m_D \) increases, the optimal caching probability becomes more uniform. It implies that it would be beneficial to increase hitting probability for all contents instead of focusing on channel selection diversity for a few specific contents. This is because channel power gains become higher as either the number of caching helpers increases or channels become more deterministic although channel selection diversity can be limited. This figure also exhibits that the optimal caching probability depends more on the geometric path loss than on small-scale fading, which matches the implication of Fig. 5.

C. Effects of target bit rate

Fig. 7 shows the optimal caching probability of each content \( i \) in a noise-limited network for varying maximum target bit rate \( \rho_{\text{max}} \). As \( \rho_{\text{max}} \) grows, the optimal caching probability becomes biased toward caching the most popular contents. If \( \rho_{\text{max}} \) is large, increasing channel selection diversity gains of the most popular contents is more beneficial to improve success probability of content delivery.
D. Effects of cache memory size

In Fig. 8, the optimal caching probability of each content $i$ in a noise-limited network is plotted for varying cache memory size $M$. The optimal caching probabilities scale with the cache memory size $M$, but they become more uniform as $M$ increases. This is because less popular contents are accommodated in memory of larger size.

E. Validation of the proposed near-optimal content placement

Fig. 9 compares the average success probabilities of content delivery with Monte-Carlo simulation with optimal $p^\star$, Monte-Carlo simulation with sub-optimal $\hat{p}^\star$, and lower bound with sub-optimal $\hat{p}^\star$ versus $\forall \rho_i = \rho$, when $\lambda = 1 \times 10^{-5}$ (units/m$^2$), $M = 1$, and $F = 2$. For each $\rho$ and $\lambda_u$, the value of $c$ for a tight lower bound is numerically found. Since the content placement obtained from the lower bound is sub-optimal, the average content delivery success probability with the sub-optimal $\hat{p}^\star$ is bounded below that with optimal $p^\star$. Although there is a large gap between the lower bound in (39) and $P_s$, the gap between the average content delivery success probabilities with the optimal $p^\star$ and the proposed $\hat{p}^\star$ is small for an arbitrary target bit rate because (37) and (39) have quite similar shapes. Consequently, the proposed sub-optimal caching probability is close to optimal caching probability although the sub-optimal caching probability is found from the lower bound in (39).

F. Comparison among three different caching strategies in interference-limited network

Fig. 10 compares the average content delivery success probabilities among the proposed content placement schemes with numerically found $c$ yielding a tight lower bound and with $c = \frac{M\lambda}{\lambda_u}$, UC, and MPC versus the content popularity exponent $\gamma$. Although the value of $c$ needs to be numerically found, any suboptimal solution even with the value $c$ which does not always satisfy the inequality in (39) yields a lower average success probability of content delivery because of its suboptimality. From this fact, a suboptimal solution can be found by setting the value of $c$ to be the average load of a typical caching helper as $c = \frac{M\lambda}{\lambda_u}$ for simplicity. Fig. 10 demonstrates that both the proposed content placement schemes with numerically found $c$ and $c = \frac{M\lambda}{\lambda_u}$ are superior to both UC and MPC in terms of average content delivery success probability for general $\gamma$. The average content delivery success probability with $c = \frac{M\lambda}{\lambda_u}$ is quite similar to that with numerically found $c$ and outperforms UC and MPC.

G. Effects of user density

In an interference-limited network, for varying user density $\lambda_u$, the proposed caching probability of each content $i$ obtained by solving the convex optimization problem in P3 is plotted in Fig. 11 where the value of $c$ yielding a tight lower bound is numerically found. As the user density $\lambda_u$ decreases, the optimal content placement tends to cache all contents with more uniform probabilities.
maximize the lower bound. Our numerical results verified that
the proposed content placement is superior to the conventional
 caching strategies because the proposed scheme efficiently
controls the channel selection diversity gain and the interference
reduction. We also numerically analyzed the effects of
 various system parameters, such as caching helper density, user
density, Nakagami m fading parameter, memory size, target bit
rate, and user density, on the content placement.

APPENDIX A

PROOF OF THEOREM 2

Since the pathloss dominates the small-scale fading effects
according to Lemma 1, \( N_i^{\text{ins}} \) is approximated as the load
of the tagged caching helper with the largest channel power gain
averaged over fading (i.e., the load based on the association
with long-term channel power gains), \( N_i^{\text{ins}} \approx N_i \). Moreover,
the received SIR with the association based on instantaneous
channel power gains is larger than that with the association
based on long-term channel power gains. Accordingly, (38)
can be further bounded below as

\[
\lambda_{i} = \sum_{y \in \Phi \setminus \mathcal{C}} |P| h_{x_i} |y|^{-\alpha},
\]

which is also validated in Fig. 4 where blue circle and green
solid line represent (38) and (52), respectively.

In case of \( M = 1 \), a closed form expression of \( N_i \) is available
as \( N_i = 1 + 1.28 \frac{\bar{x}_M}{\bar{x}_a} \) (24)–(25), but with multiple
contents (\( M > 2 \)) analytic evaluation of (52) is hard due to
the complicated form of \( N_i \). To circumvent this difficulty, we
take a lower bound of (52) as

\[
\lambda_{i} \geq \sum_{i=1}^{F} f_i \cdot \mathbb{P} \left[ \frac{1}{N_i^{\alpha}} \log_2 \left( 1 + \frac{P|h_{x_i}|^2|x_i|^{-\alpha}}{I_i} \right) \geq \rho_i \right],
\]

where

\[
I_i = \sum_{y \in \Phi \setminus \mathcal{C}} |P| h_{y} |y|^{-\alpha},
\]

which is validated in Fig. 4 where blue circle and green
solid line represent (52) and (53), respectively.

The equation (53) can be written by

\[
\sum_{i=1}^{F} f_i \cdot \mathbb{P} \left[ \frac{1}{c} \log_2 \left( 1 + \frac{P|h_{x_i}|^2|x_i|^{-\alpha}}{I_i} \right) \geq \rho_i \right],
\]

VI. CONCLUSIONS

We studied probabilistic content placement to desirably
control cache-based channel selection diversity and network
interference in a wireless caching helper network, with specific
considerations of path loss, small-scale channel fading,
network interference according to random network topology
based on stochastic geometry, and arbitrary cache memory
size. In a noise-limited case, we derived the optimal caching
probabilities for each content in closed form in terms of the
average success probability of content delivery and proposed
a bisection based search algorithm to efficiently reach the
optimal solution. In an interference-limited case, we derived
a lower bound on the average success probability of content
delivery. Then, we found the near-optimal caching proba-
bilities in closed form in Rayleigh fading channels, which

Fig. 10. Comparison of average content delivery success probabilities among
the proposed content placement schemes with numerically found \( c \) yielding
a tight lower bound and with \( c = \frac{M \bar{X}_a}{\bar{X}_M} \), UC, and MPC versus the content
popularity exponent \( \gamma \), where \( \lambda = 1 \times 10^{-5} \) (units/m²), \( P = 20 \) (dB), \( F = 5 \),
\( M = 1 \), and \( \rho_i = 0.001 \) (bits/s/Hz)

Fig. 11. The proposed sub-optimal caching probability of each content \( i \)
obtained by solving the convex optimization problem (44) for varying user
density \( \bar{X}_a \), when \( \lambda = 1 \times 10^{-5} \) (units/m²), \( P = 20 \) (dB), \( M = 1 \), \( F = 7 \),
and \( \rho_i = 0.001 \) (bits/s/Hz)
The equality (a) is obtained from the Nakagami-$m_D$ fading channel power gain.

where $\tau_i = 2^{-\nu_i} - 1$, $\Gamma(s)$ is the Gamma function defined as $\Gamma(s) = \int_0^\infty t^{s-1} e^{-t} dt$, $\Gamma(s, x)$ is the upper incomplete Gamma function defined as $\Gamma(s, x) = \int_x^\infty t^{s-1} e^{-t} dt$, and $x_i$ is the location of the nearest caching helper storing content $i$, $f_{x_i}(r) = 2\pi P_\lambda \sqrt{r} \exp \left( -\pi P_\lambda r^2 \right)$ is the PDF of the distance to the nearest caching helper storing content $i$, and

$$I_i = \sum_{y \in \Phi_i} P|h_y|^2|y|^{-\alpha}$$

The equality (b) is obtained from the Nakagami-$m_D$ fading channel power gain.

Since $\frac{\Gamma[m, my]}{\Gamma(m)} = e^{-m y} \sum_{k=0}^{m-1} \frac{m^k y^k}{k!}$, we have

$$E_{I_i} \left[ \frac{\Gamma(mD, mDP^{-1}\tau_i r^\alpha)}{\Gamma(mD)} \right] = \sum_{k=0}^{mD-1} \frac{1}{k!} (mDP^{-1}\tau_i r^\alpha)^k E_{I_i} \left[ I_i^k e^{-mDP^{-1}\tau_i r^\alpha I_i} \right]$$

where (b) is from $L_{x|f(x)}(s) = (-1)^k \frac{d^k L_{x|f(x)}(s)}{ds^k}$ and $L_{I_i}(s)$ is the Laplace transform of $I_i$ given by

$$L_{I_i}(s) = \mathbb{E}[e^{-sI_i}] = \mathbb{E}\left[ e^{-s \sum_{y \in \Phi_i} P|h_y|^2|y|^{-\alpha}} \right]$$

where (c) is due to independence of the channel; (d) comes from the Probability Generating Functional (PGFL) of PPP; (e) is from the moment generating function (MGF) of the Nakagami-$m_D$ distribution.

Substituting (60) into (56), we obtain

$$P_s \geq \sum_{i=1}^{F} f_i \int_0^\infty \sum_{k=0}^{mD-1} \frac{1}{k!} \left( -mDP^{-1}\tau_i r^\alpha \right)^k \times \frac{d^k}{dr^k} L_{I_i}(s)|_{s=mD \cdot r^{-1} \tau_i r^\alpha f_{x_i}(r)} dr,$$
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