Simulating Canopy Temperature Using a Random Forest Model to Calculate the Crop Water Stress Index of Chinese Brassica
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Abstract: The determination of crop water status has positive effects on the Chinese Brassica industry and irrigation decisions. Drought can decrease the production of Chinese Brassica, whereas over-irrigation can waste water. It is desirable to schedule irrigation when the crop suffers from water stress. In this study, a random forest model was developed using sample data derived from meteorological measurements including air temperature (Ta), relative humidity (RH), wind speed (WS), and photosynthetic active radiation (Par) to predict the lower baseline (T \text{wet}) and upper baseline (T \text{dry}) canopy temperatures for Chinese Brassica from 27 November to 31 December 2020 (E1) and from 25 May to 20 June 2021 (E2). Crop water stress index (CWSI) values were determined based on the predicted canopy temperature and used to assess the crop water status. The study demonstrated the viability of using a random forest model to forecast \( T_{\text{wet}} \) and \( T_{\text{dry}} \). The coefficients of determination (R²) in E1 were 0.90 and 0.88 for development and 0.80 and 0.77 for validation, respectively. The R² values in E2 were 0.91 and 0.89 for development and 0.83 and 0.80 for validation, respectively. Our results reveal that the measured and predicted CWSI values had similar R² values related to stomatal conductance (~0.5 in E1, ~0.6 in E2), whereas the CWSI showed a poor correlation with transpiration rate (~0.25 in E1, ~0.2 in E2). Finally, the methodology used to calculate the daily CWSI for Chinese Brassica in this study showed that both \( T_{\text{wet}} \) and \( T_{\text{dry}} \), which require frequent measuring and design experiment due to the trial site and condition changes, have the potential to simulate environmental parameters and can therefore be applied to conveniently calculate the CWSI.
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1. Introduction

Chinese Brassica (Brassica chinensis L. var. parachinensis (Bailey)) has high nutritional value and is a critical vegetable for the Chinese population whose diet consists largely of vegetables in the Guangdong province of China, and Chinese Brassica is one of the highest produced vegetables in Guangdong province [1]. During the growing process, Chinese Brassica is susceptible to soil water deficiency, which affects its ability to undergo photosynthesis and stomatal movements and eventually leads to a decrease in yield [2]. The use of a suitable irrigation strategy concerning the time to trigger irrigation can enhance water use efficiency and crop productivity [3]. It has been argued that the principal beneficiary of irrigation is the crop, rather than the soil [4]; consequently, the irrigation strategy should be formulated according to the water status of the crops. Several crop-based indicators,
including stomatal conductance, stem water potential, and canopy temperature, have been introduced to detect crop water status [5]. As the channel of gas exchange, the stomata are sensitive and their conductance declines dramatically when the crop is suffering from water stress [6–8]. Stem water potential has also been used to characterize crop water stress, showing a good correlation [9,10]. However, these measurements are time-consuming and leaf-destructive. With the rapid development of thermal infrared technology, the use of the canopy temperature as a metric has the merits of quick measurement [11], explicit results [12], and a lack of damage to the plants [13]. It has also been shown to have a significantly negative relationship with the stomata; therefore, canopy temperature is a good indicator of water stress [14–16]. However, methods which utilize canopy temperature to describe crop water status are highly variable and unstable [12,16]. Additionally, canopy temperature alone does not immediately change with water status, which needs to be normalized to the environmental conditions [17].

The Crop Water Stress Index (CWSI), proposed in 1981, is derived from the canopy temperature. It has been widely applied to assess water status and schedule irrigation regimes [18–21]. Theoretically, the CWSI ranges from 0 to 1, where the maximum value of 1 indicates that the crop has sufficient water, whereas the minimum value of 0 indicates that the crop has an extreme water deficit. The CWSI is not only used to quantify the water stress gradient; the majority of studies have revealed that it has a strong association with a series of physical activities related to the crop, such as stomatal conductance, transpiration rate, and stem water potential [16,22,23]. Generally, the CWSI is calculated via empirical and theoretical methods, with the empirical formula being easier and quicker to use. CWSI values obtained using the theoretical method based on energy balance are relatively precise. However, the data collection and calculation methods involved are arduous and complex [24].

The main task of the empirical equation is to determine the lower and upper baseline canopy temperatures using the crop canopy temperature, air temperature, and relative humidity. Previous studies have developed different ways of obtaining the lower and upper baseline temperatures to refine the empirical formula. For example, multiple studies have clearly demonstrated the CWSI method, in which the lower limit is based on a linear equation between the vapor pressure difference (VPD) and the well-watered canopy temperature can effectively indicate crop water stress. This has been demonstrated in cotton [24], pepper [25], grape [26], and olive [14] crops. However, Idso et al. [27] consider VPD to be influenced by the environment because it changes with the season, region, and crop growth process, making it challenging to create an equation. Using the canopy temperature of a well-watered plantation to determine the lower baseline temperature has been proven to be a viable method for sugar beet [28], Indian mustard [29], grape [30], and olive [31] crops.

With respect to the upper baseline, many researchers have applied a constant. Irmak et al. [32] designed different water treatments for maize and found that the average canopy temperature was always 5.0 °C above the air temperature when maize was under severe water stress, and suggested that the air temperature plus a constant could be taken as the upper baseline for the canopy temperature to simplify the calculation. Considering this conclusion, previous studies have used the air temperature plus 5.0 °C to represent the upper baseline of corn [33] and olive [31] crops, and others have used the air temperature plus 2.0, 3.0, or 7.0 °C based on their experiments [29,34,35]. It has been shown that different crops may require distinct methods. Rather than applying the average value, Cristina et al. [21] and Gonzalez et al. [36] took the maximum canopy temperature under conditions of severe stress as the upper baseline for citrus and demonstrated an excellent correlation between the CWSI and stem water potential. Certainly, the lower and upper baseline canopy temperatures must be measured.

Predictions using easily attainable data allow canopy temperatures and CWSI values to be obtained more quickly and conveniently. King et al. [37] utilized a neural network to estimate the canopy temperature of well-watered crops based on air temperature, relative
humidity, wind speed, and solar radiation. The results indicated that the neural network performed well regarding the estimation and viability of canopy temperature simulation using a considerable amount of previous environmental data. Kumar et al. [29] constructed two neural network models and obtained the canopy temperature, air temperature, and relative humidity, which were then used to predict CWSI values in order to avoid calculating the lower and upper baseline temperatures. To our knowledge, no studies have predicted the lower and upper baseline values using environmental factors at the same time. The canopy temperature is affected by the air temperature, relative humidity, wind speed, and solar radiation [38]. When solar radiation increases, the canopy temperature changes evidently, increasing at a rapid rate [31,39]. Photosynthetic active radiation (Par), a portion of solar radiation absorbed by the photosynthetic system of crops, plays a critical role in providing energy to support photosynthetic processes related to the conversion of radiation energy into chemical energy [40]. However, Par has not been considered for canopy temperature simulation in similar studies. It is noteworthy that the environmental conditions mentioned above are easy to replicate and monitor.

The random forest (RF) model has been applied successfully to predict agricultural information, for example, soil temperature [41], soil moisture content [42,43], and crop yield [44,45]. Usually, a RF model consists of numerous decision trees. The tree numbers are randomly distributed, and the final prediction is the weighted mean of all trees. During the decision tree building process, a dataset is continually split with definite regularity using the best feature and value. It is eventually divided into different subsets to represent categories. The advantages over using a single decision tree are that the RF model does not require pruning and is more efficient for testing the performance of each tree. In contrast, single decision tree models split the performances of descriptors at each node, causing an increased calculation time [46]. Due to its random characteristics, the RF model performs well for data with low variance and generalization [41].

Traditional CWSI calculations are based on baseline canopy temperatures, which need to be measured multiple times to account for the variation in experimental conditions. Hence, simulating a baseline canopy temperature to simplify the measurements and experimental design would enhance the practicality of the CWSI. Thus, the specific objective of our study was to use an RF model to simulate the lower and upper baseline canopy temperatures for Chinese Brassica and to evaluate the accuracy of the predicted canopy temperatures.

In Section 2, the description of the field experiments and data used are given. Additionally, details of the RF model and evaluation criterion are given. This is followed by results and a discussion of the modeling of the lower and upper baseline canopy temperatures using the RF model in Sections 3 and 4. Finally, the conclusion of the study is presented in Section 5.

2. Materials and Methods
2.1. Site Description and Experimental Design

This research was carried out twice at a trial site located at South China Agricultural University in Guangzhou (23°15′ L.N; 113°15′ L.E; Figure 1). The first (E1) and second experiment (E2) were conducted from 27 November to 31 December 2020, and from 25 May to 20 June 2021, respectively. The two experiments shared the identical experiment conditions, except at trial time. The area has a typical subtropical monsoon climate, and the average precipitation of E1 and E2 were 18 mm and 80 mm during the experimental period. The soil in the experimental station was sandy loam (sand = 58%, silt = 27% and clay = 15%). Chinese Brassica seeds were sown and regulated throughout the growing day using approaches including irrigation with adequate water, fertilization, and pest control. The fertilizer containing nitrogen, phosphorus, and potassium was supplemented at 10 day intervals. Twenty-day-old Chinese Brassica plants, each with four leaves and one core, were transplanted to flowerpots of the same size (0.15 m height and 0.22 m width) and with identical soil quality before the trial. The experiment ended when the bolt height
of each Chinese Brassica plant was equal to that of the adjacent leaves. The experiment included six groups based on the field capacity (FC). Calculation of the field capacity was performed as follows [24]:

\[ W = \left( \frac{m}{M} - 1 \right) \times 100\% \]  

where \( W \) represents the field capacity of the flowerpot, \( m \) represents the soil moisture weight after irrigation with a sufficient amount of water for longer than 24 h, and \( M \) represents the dry weight of the soil using the hot wind drying method (105 °C for 6 h).

In previous research, the water treatment group (i.e., Ağam et al. [31], King et al. [37], Park et al. [22], and Bian et al. [24]) was usually split into three or four, in which one group with upper soil moisture represented the non-stressed condition, one group with lower soil moisture represented the severe stressed condition, and the remaining group represented a mild stressed condition. The crops’ response to soil conditions were different, and it is necessary to design more groups to test the crop response to different soil moisture levels that eventually affect the change in the CWSI. Furthermore, according to O’Shaughnessy et al. [47] and Osroosh et al. [48], the irrigation rule is effective based on the CWSI-TT method, where the CWSI is greater than a specific value in accumulated time. Therefore, six groups were designed in our study to determine the specific value of the CWSI in relation to trigger irrigation. Additionally, the stomatal conductance and transpiration rate were introduced to find the discrepancy within these groups. When the stomatal conductance or transpiration rate between any two groups is significantly distinct, the CWSI values between these two groups are helpful in finding a further threshold value [35].

In this study, each group has two Chinese Brassica plants, and the details of the groups are given in Table 1. A group denotes a specific water treatment. Plants subjected to Group T1 were supplied with sufficient water to keep the moisture content near the FC in order to estimate the lower baseline temperature, whereas those in Group T6 were subjected to severe stress by giving them no supplemental water. The data from Group T6 were used to obtain the upper baseline temperature. Groups T2, T3, T4, and T5 represented 85%, 70%, 55%, and 40% of the FC, respectively. The water was supplemented every day after measurement. The irrigation volume of Groups T1–T5 were 500 mL, 400 mL, 300 mL, 200 mL and 100 mL, respectively. The soil moisture was monitored daily using a soil moisture sensor (JXBS-J001-EC-RS, JINGXUN, China), which recorded the soil moisture at depths from 0 to 0.1 m at 10 min intervals.

![Figure 1. (a) Location of the experimental site; (b) RGB image of the study area.](image-url)
Table 1. Descriptions of group based on treatment.

| Group | Moisture Content | Treatment | Plants          |
|-------|------------------|-----------|-----------------|
| T1    | Near FC          | Sufficient|                 |
| T2    | Near 85% of FC   | Control   |                 |
| T3    | Near 70% of FC   | Control   | Each group has two Chinese Brassica |
| T4    | Near 55% of FC   | Control   |                 |
| T5    | Near 40% of FC   | Control   |                 |
| T6    | Deficit          | No supplement |                 |

2.2. Data Collection

The daily stomatal conductance (Sc) and transpiration rate (Tr) were monitored daily with a photosynthetic determinator (SYS-GH30D, SAIYA, China) by measuring fully expanded sunlit leaves from each group. The measurement range was 0–3000 µmol·m\(^{-2}\)·s\(^{-1}\) with an accuracy level of 3 µmol·m\(^{-2}\)·s\(^{-1}\). The average of five tested and two duplicated values was recorded as the measurement value for a group. The photosynthetic active radiation (Par) (MH-G10, LVBO, China) at a height of 0.2 m was measured at a 1 min interval and recorded as 10 min averaged values.

An online infrared radiometer (T10S-B-HW, MIAOGUAN, China) with a response time of less than 1 s, operating within an atmospheric window of 8–14 µm, was installed in each investigated group at a height of 0.3 m above the recent fully expanded sunlit leaves to measure the canopy temperature of the Chinese Brassica plants in that group. The measurement of multiple leaves for one plant was introduced to minimize the influence of two plants in a group. The radiometer was pointed at an angle of 45\(^\circ\) toward the sunlit leaves, and the canopy temperature was recorded at 10 min intervals under clear sky conditions for canopy temperature was not change abruptly [37]. The installation of the radiometer was to ensure that the sunlight was completely on the leaves. The air temperature (Ta), relative humidity (RH) (SM2110, SONBEST, China) at a height of 1 m, and wind speed (WS) (WH2081, MISOL, China) at a height of 2 m were measured adjacent to the experimental zone. Every measurement was not at the same height to eliminate interference within the instruments. The canopy temperature, Ta, RH, and soil moisture were obtained using a microcontroller.

All climatic data were collected between 11:00 and 15:00 during the trial because the midday CWSI is more indicative of water status [17], and the components of the data collection system are shown in Figure 2. The meteorological conditions present during the trial are detailed in Table 2.

Table 2. Maximum (max), minimum (min), mean, and standard derivation (Std) of the climatic values for E1 and E2.

| Climatic Parameters                      | Max            | Min            | Mean       | Std          |
|------------------------------------------|----------------|----------------|------------|--------------|
| Air temperature (°C)                     | 34.80/43.48    | 16.50/26.90    | 25.75/37.08| 3.68/3.38    |
| Relative humidity (%)                    | 59.7/90.56     | 11.20/36.25    | 38.22/57.76| 7.81/10.79   |
| Wind speed (km/h)                        | 18.40/19.40    | 0.00/0.00      | 2.50/4.52  | 2.95/3.82    |
| Photosynthetic active radiation (µmol·m\(^{-2}\)·s\(^{-1}\)) | 2110.00/2867.00 | 0.00/2.00     | 641.00/1025.82 | 531.14/665.02 |
The acquisition mode of data including the air temperature, relative humidity, wind speed, photosynthetic active radiation, canopy temperature, stomatal conductance, transpiration rate, and soil moisture.

Figure 2. The acquisition mode of data including the air temperature, relative humidity, wind speed, photosynthetic active radiation, canopy temperature, stomatal conductance, transpiration rate, and soil moisture.

2.3. CWSI Calculation

The CWSI was calculated as follows [10]:

\[ CWSI = \frac{T_c - T_{wet}}{T_{dry} - T_{wet}} \]  

where \( T_c (\degree C) \) represents the canopy temperature, \( T_{wet} (\degree C) \) is the lower baseline of the canopy temperature, and \( T_{dry} (\degree C) \) is the upper baseline of the canopy temperature.

The values obtained from Group T1 were considered to represent the lower baseline temperature (\( T_{wet} \)), whereas measurements from Group T6 represented the upper baseline temperature (\( T_{dry} \)). The values obtained for Groups T1 and T6 were used for modeling and evaluation. The CWSI values related to Groups T1 and T6 were not considered in the calculation. The \( T_c \) values represented the actual measured values from Groups T2–T5, which were recorded at 10 min intervals. The CWSI values of Groups T2–T5 collected between 11:00 and 15:00 were used to calculate the daily CWSI.

2.4. RF Model

The RF model was first proposed in 2001 and is used for classification and prediction [49]. In our study, the RF model was used to simulate the lower and upper baseline canopy temperature using climatic parameters. It performs better than multiple linear regression, with a higher correlation of determination and a lower root mean squared error and mean absolute error, which are usually used to evaluate the performance of the model [50]. The structure constitutes a number of decision trees which are easy to establish and that share a similar simulating performance compared with neural networks [29,51], which are based on a feed-forward back-propagation network architecture, more complex than the decision tree. Generally, the process of building the RF model consists of sampling with replacement, establishing a decision tree with a certain quantity of samples, and integrating the outputs of each tree. The flowchart of the training model is presented in Figure 3.
2.4. RF Model

The RF model was first proposed in 2001 and is used for classification and prediction tasks. In this study, the flowchart of the training model was as follows. Given an ensemble of dataset $n$, $D = \{(x_1, y_1), \ldots, (x_n, y_n)\}$, where $x_i$ ($i = 1, 2, \ldots, n$) is a vector of the descriptors and $y_i$ is the correspondingly targeted value, a portion of the dataset was randomly selected to form subset $m$ and construct $m$ trees. The targeted data in our study are $T_{\text{wet}}$ and $T_{\text{dry}}$, and the descriptors are $T_a$, RH, WS, and Par. Each subset was split into two sections using the corresponding values of specific features of the descriptors, and the total squared deviation of the targeted values was computed. The calculation used was as follows:

$$d = \min_{j,s}\min_{c_1} \sum_{i \in d_1(j,s)} (y_i - c_1)^2 + \min_{c_2} \sum_{i \in d_2(j,s)} (y_i - c_2)^2,$$

(3)

where $d$ represents the square deviation, $j$ represents a feature, $s$ represents the value corresponding to that feature, $d_1$ and $d_2$ represent two zones split by $s$, and $c_1$ and $c_2$ represent the average values of $y_i$.

When $d$ was at its minimum value among all calculations, the subset was segmented into two subtrees, named the left tree and the right tree. The above step was repeated until the trees were fully grown. Consequently, the outputs of all trees were integrated, with the final prediction made after each tree was finished, such that the number of splitting nodes was equal to the given value. This was usually equal to the average output.

It is noteworthy that the number of decision trees and the number of splitting nodes within each tree are vital parameters influencing the performance of the RF model. In general, having fewer decision trees or fewer splitting nodes could lead to underfitting [52], whereas having more could give rise to overfitting [53]. Thus, it is necessary to validate the model with different numbers of decision trees and splitting nodes.

When sampling with the replacement method is performed, parts of the sample may be repeatedly extracted, whereas others may never be selected. The left-out samples are called out-of-bag (OOB) samples. Feature importance is a useful way to evaluate the significance of each feature during model construction using OOB samples [54]. After adding man-made values to OOB samples to constitute a new dataset, the model was tested using an independent dataset. Generally, an evident decrease in the R$^2$ value

Figure 3. Flowchart of the model process used in the study.

In this study, the flowchart of the training model was as follows. Given an ensemble of dataset $n$, $D = \{(x_1, y_1), \ldots, (x_n, y_n)\}$, where $x_i$ ($i = 1, 2, \ldots, n$) is a vector of the descriptors and $y_i$ is the correspondingly targeted value, a portion of the dataset was randomly selected to form subset $m$ and construct $m$ trees. The targeted data in our study are $T_{\text{wet}}$ and $T_{\text{dry}}$, and the descriptors are $T_a$, RH, WS, and Par. Each subset was split into two sections using the corresponding values of specific features of the descriptors, and the total squared deviation of the targeted values was computed. The calculation used was as follows:

$$d = \min_{j,s}\min_{c_1} \sum_{i \in d_1(j,s)} (y_i - c_1)^2 + \min_{c_2} \sum_{i \in d_2(j,s)} (y_i - c_2)^2,$$

(3)

where $d$ represents the square deviation, $j$ represents a feature, $s$ represents the value corresponding to that feature, $d_1$ and $d_2$ represent two zones split by $s$, and $c_1$ and $c_2$ represent the average values of $y_i$.

When $d$ was at its minimum value among all calculations, the subset was segmented into two subtrees, named the left tree and the right tree. The above step was repeated until the trees were fully grown. Consequently, the outputs of all trees were integrated, with the final prediction made after each tree was finished, such that the number of splitting nodes was equal to the given value. This was usually equal to the average output.

It is noteworthy that the number of decision trees and the number of splitting nodes within each tree are vital parameters influencing the performance of the RF model. In general, having fewer decision trees or fewer splitting nodes could lead to underfitting [52], whereas having more could give rise to overfitting [53]. Thus, it is necessary to validate the model with different numbers of decision trees and splitting nodes.

When sampling with the replacement method is performed, parts of the sample may be repeatedly extracted, whereas others may never be selected. The left-out samples are called out-of-bag (OOB) samples. Feature importance is a useful way to evaluate the significance of each feature during model construction using OOB samples [54]. After adding man-made values to OOB samples to constitute a new dataset, the model was tested using an independent dataset. Generally, an evident decrease in the R$^2$ value
demonstrates a high level of importance compared with the dataset without artificial values. The calculation used was as follows:

\[ I = \frac{1}{n} \sum_{i=1}^{n} [(\hat{y}_i - y_i)^2 - (y_i - y_i)^2], \] (4)

where \( I \) represents the feature importance, \( i \) represents the number of trees, \( \hat{y}_i \) represents the predicted value using man-made values, \( y_i \) represents the targeted values in OOB samples, and \( y_i \) represents the predicted value using OOB data.

The Ta (SM2110, automatically obtained using a microcontroller), RH (SM2110, automatically obtained using a microcontroller), WS (WH2081, automatically obtained using a microcontroller), and Par (MH-G10, automatically obtained) data collected during the crop period from May 25 to June 20 and recorded as 10 min values were used for model development and validation, and the outcomes were \( T_{wet} \) and \( T_{dry} \) (TIOS-B-HW, automatically obtained using a microcontroller). Python was used to build and validate the RF model. Initially, the data used for model development were standardized and randomly split into training (development, 70%) and testing (validation, 30%) datasets.

2.5. Statistical Analysis

In this study, graphical, linear regression, and variance analyses were conducted to assess the correlations between the canopy temperature and the climatic parameters, the effect of the RF model in forecasting \( T_{wet} \) and \( T_{dry} \), and the linear correlations of the CWSI with Sc and Tr. The discrepancy of the CWSI within the Groups T2–T5 was evaluated using ANOVA \((p \leq 0.05)\); with the hypothesis, there were no significant differences within the Groups T2–T5. The presence of a significant difference \((p \leq 0.05)\) in the regression line slope was evaluated using \( t \)-tests. The mean absolute error (MAE), root-mean-square error (RMSE) and coefficient of determination \( (R^2) \) used in this study were calculated as follows:

\[ MAE = \frac{1}{n} \sum |\hat{y} - y|, \] (5)

\[ RMSE = \sqrt{\frac{\sum (\hat{y} - y)^2}{n}}, \] (6)

\[ R^2 = \left[ \frac{n \sum y \times \hat{y} - \sum y \sum \hat{y}}{\sqrt{[n \sum y^2 - (\sum y)^2][n \sum \hat{y}^2 - (\sum \hat{y})^2]}} \right]^2, \] (7)

where \( y \) represents the measured value, \( \hat{y} \) represents the model’s predicted value, and \( n \) is the number of samples.

3. Results
3.1. Environmental Parameters and Canopy Temperature Characteristics

The histogram for environmental parameters (Ta, RH, WS, Par) measured between 11:00 and 15:00 from 27 November to 31 December 2020, and 25 May to 20 June 2021, is shown in Figure 4. There were some differences between E1 and E2. At least 70% or more of Ta and RH in E1 were \( \leq 30 \, ^\circ C \) and \( \leq 40\% \), respectively, whereas those in E2 were \( \geq 35 \, ^\circ C \) and \( \geq 50\% \). WS and Par showed a similar range in both E1 and E2, in which the majority of WS and Par in E1 were lower than those of E2. The climate was clearly hot and wet and there were high Ta, RH, and Par values in E2, but the climate was cool and dry in E1. The large range of ambient climatic characteristics was beneficial for RF model construction, as it extended the dataset and enhanced the prediction performance under more variable conditions.
The canopy temperatures in Groups T1 ($T_{\text{wet}}$) and T6 ($T_{\text{dry}}$) (shown in Figure 5) also fluctuated evidently. The max differences between $T_{\text{wet}}$ and $T_{\text{dry}}$ in E1 and E2 were 6 and 20 °C, respectively. This distinction is mainly caused by the higher Ta and Par in E2 for the greater response of stressed crops to the environment [31]. The maximum of $T_{\text{wet}}$ in E1 was ≤30 °C, whereas the minimum of $T_{\text{wet}}$ in E2 was ≥30 °C. Serval $T_{\text{dry}}$ values in E1 were ≥30 °C, but the bulk of these values in E2 were ≥30 °C. Furthermore, it was notable that the daily $T_{\text{dry}}$ after 15 June increased abruptly, presumably due to the invisible damage associated with the occurrence of a soil water deficiency over a long period of time, which led to its being highly sensitive to Ta and Par. Generally, the averaged values of $T_{\text{dry}}$ exceeded that of $T_{\text{wet}}$ in both E1 and E2.

To facilitate an understanding of the relationship between environmental parameters and the canopy temperature of Chinese Brassica, a correlation coefficient matrix map is presented in Figure 6. Values below zero represent negative correlations, whereas values above zero represent positive correlations; the color shade represents the inordinate influence, lighter means highly positive and darker means strongly negative. $T_{\text{wet}}$ and $T_{\text{dry}}$ had different degrees of positive correlation with Ta, Par, and WS, among which the correlation coefficient of over 0.84 between Ta and the canopy temperature ($T_{\text{wet}}$ and $T_{\text{dry}}$) was extremely significant. The difference in correlation coefficients between $T_{\text{wet}}$ and $T_{\text{dry}}$ was slightly related to Ta, whereas the differences in relation to RH and WS were 0.12 and 0.16, respectively, indicating relatively distinct discrepancies. In contrast to Ta, Par and WS, RH had a negative correlation of over 0.5 with the canopy temperature. Thus, the actual effects of the climatic characteristics on $T_{\text{wet}}$ and $T_{\text{dry}}$ were not necessarily equal.

Figure 4. The histograms of climatic characteristics in two experiments.

The histograms of climatic characteristics in two experiments.
Figure 5. Average values of $T_{\text{wet}}$ and $T_{\text{dry}}$ for E1 (a) from 27 November to 31 December and E2; (b) from 25 May to 20 June 2021.

Figure 6. Correlations between climatic characteristics and the canopy temperature of two experiments.
To evaluate the distribution of canopy temperature and the difference between two Chinese Brassica plants, the ANOVA analysis was conducted and presented in Tables 3 and 4. According to Table 3, both plant 1 and plant 2 in Group T1 submitted to Gaussian distribution with the chi-squared test and were lower than the critical values under the significant level of 0.05. The similar results were also found in group T2. Simulating the canopy temperature performs well with the Gaussian distribution to eliminate the skewness when the samples are randomly divided. Considering the small number of plants in Groups T1 and T6, it is necessary to test the difference in canopy temperature within two plants. According to Table 4, the significance in Groups T1 and T6 was distinctly over 0.05, demonstrating the high correlation between plant 1 and plant 2. Therefore, using the mean value of two plants to represent the measured value of the Groups was viable.

Table 3. The result of the test for Gaussian distribution of two plants in each group.

| Group | Plant | Chi-Square | Degrees of Freedom | Significance |
|-------|-------|------------|-------------------|--------------|
| T1    | 1     | 105.721    | 114               | 0.698        |
|       | 2     | 96.419     | 126               | 0.977        |
| T6    | 1     | 82.775     | 156               | 1.000        |
|       | 2     | 59.209     | 154               | 1.000        |

Table 4. The result of the test for independence of two plants in each group.

| Group | Sum of Square | df | Mean Square | F Value | Sig. |
|-------|---------------|----|-------------|---------|------|
| T1    | Between groups | 0.049 | 1 | 0.049 | 0.004 | 0.950 |
|       | Within groups  | 6545.713 | 514 | 12.735 |       |      |
|       | Total          | 6545.762 |    |       |       |      |
| T6    | Between groups | 0.119 | 1 | 0.119 | 0.003 | 0.956 |
|       | Within groups  | 20,321.626 | 514 | 39.536 |       |      |
|       | Total          | 20,321.746 |    |       |       |      |

3.2. Estimation of the Lower Baseline and Upper Baseline of Canopy Temperature

To attain the best simulation performance, the RF model was developed using a large number of scenarios to select the optimal parameterization. Some essential parameters, such as the number of decision trees and the number of splitting nodes in each tree, were evaluated using the $R^2$, RMSE, and MAE, as shown in Figure 7. In the process of increasing the number of decision trees, the $R^2$ values for $T_{wet}$ and $T_{dry}$ were 0.52 and 0.49 at the beginning of the simulations and remained stable at 0.83 and 0.81 when the number of decision trees exceeded 50. The RMSE and MAE decreased to 1.54 and 1.11 for $T_{wet}$, and to 2.64 and 2.01 for $T_{dry}$ with the increasing number of decision trees and splitting nodes. The $R^2$ values after one split were significantly lower when modeling both $T_{wet}$ and $T_{dry}$, but splitting many nodes did not obtain the highest $R^2$ value—this was obtained with six nodes. It was concluded that models with many decision trees and splitting nodes do not perform better than those with suitable numbers. In addition, the changing number of splitting nodes contributes an abrupt change toward optimal $R^2$, RMSE, and MAE values. According to the validation test, the best performing model for the prediction of $T_{wet}$ and $T_{dry}$ was a model with 100 decision trees and six splitting nodes.
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According to the validation test, the best performing model for the prediction of $T_{wet}$ and $T_{dry}$ was a model with 100 decision trees and six splitting nodes.

The feature importance of Ta, RH, WS, and Par is presented in Figure 8. The proportions to which Ta, RH, WS, and Par contributed to the simulation of $T_{wet}$ were 65.9%, 2.9%, 2.1%, and 29.1%, respectively. However, the ratios of Ta, RH, and WS used for simulating $T_{dry}$ slightly increased by 4%, 4%, and 1%, respectively, and that of Par decreased by 9%. Ta occupied a proportion of over 60%, indicating its dominant contribution to the modeling process. The ANOVA results for predicting $T_{wet}$ and $T_{dry}$ are shown in Table 5. According to the table, the significances of the F value are <0.0001, implying a distinct difference from zero of the coefficients of regression both in $T_{wet}$ and $T_{dry}$. The sum of the square for the residual in is distinctly lower than that of $T_{dry}$, indicating the better performance for $T_{wet}$ compared with $T_{dry}$. Although RH and WS separately had good correlations with $T_{wet}$ and $T_{dry}$, both contributed poorly to the integrated regression. Nevertheless, all features were considered for model development due to the limited dataset.
Figure 8. The importance of features in modeling (a) $T_{\text{wet}}$ and (b) $T_{\text{dry}}$.

Table 5. The ANOVA results for predicting $T_{\text{wet}}$ and $T_{\text{dry}}$.

| Target | Model       | Sum of Squares | df | Mean Square | F Value | Sig.  |
|--------|-------------|----------------|----|-------------|---------|-------|
| $T_{\text{wet}}$ | regression residual | 1045.338 | 4  | 261.335    | 35.682  | <0.001|
|         | total        | 3830.475     | 523| 7.324       |         |       |
| $T_{\text{dry}}$ | regression residual | 3962.789 | 4  | 890.697    | 35.862  | <0.001|
|         | total        | 12,989.648   | 523| 24.837      |         |       |

The performance of the model was estimated using the scatter plots presented in Figures 9 and 10, and the error analysis is presented in Table 6. The linear equation of the predicted RF model versus the measured values resulted in $R^2$ values of 0.90 and 0.80 for development and validation in E1, and of 0.91 and 0.83 for development and validation in E2. The RMSE values of the RF model for development and validation were 0.96 and 1.62 °C in E1, and were 0.97 and 1.41 °C in E2, respectively. The MAE values for development and validation were 0.76 and 1.25 °C in E1 and were 0.83 and 1.11 °C in E2, respectively. The higher $R^2$ and lower RMSE and MAE for validation in E2 denoted a slightly better performance compared with E1. The linear equation of the predicted RF model versus the measured $T_{\text{wet}}$ values resulted in $R^2$ values of 0.88 and 0.77 for development and validation in E1 and value of 0.89 and 0.80 for development and validation in E2. The RMSE values for development and validation were 1.33 and 2.01 °C in E1 and were 0.65 and 1.22 °C in E2, respectively. The MAE values for development and validation were 1.03 and 2.00 °C in E1 and were 1.45 and 2.09 °C in E2, respectively. The model validation in E2 performed well in terms of $R^2$, but poorly in terms of RMSE and MAE, compared with E1.

Linear correlations between the measured and predicted $T_{\text{wet}}$ and $T_{\text{dry}}$ values were significant ($p < 0.05$) for the eight models. Moreover, the slopes of the regression lines were significantly different ($p < 0.05$) from 0. The high correlation of determination between the measured values and predicted values both in E1 and E2 implied an insignificant difference between measurements and predictions. It also demonstrated that the RF model can simulate the lower and upper baseline canopy temperature well. The scatter plots also indicate that the RF model performed poorly with high temperature values. Overall, E1 and E2 shared similarly good results in predicting $T_{\text{wet}}$ and $T_{\text{dry}}$.

Table 6. Descriptive error statistics of the RF model for predicting $T_{\text{wet}}$ and $T_{\text{dry}}$.

| Target | Experiment | Model       | $R^2$ | RMSE | MAE  |
|--------|------------|-------------|-------|------|------|
| $T_{\text{wet}}$ | development | $E1$       | 0.90 * | 0.96 | 0.76 |
|         | validation  | $E1$       | 0.80 * | 1.62 | 1.25 |
|         | development | $E2$       | 0.91 * | 0.97 | 0.83 |
|         | validation  | $E2$       | 0.83 * | 1.41 | 1.11 |
| $T_{\text{dry}}$ | development | $E1$       | 0.88 * | 1.33 | 1.03 |
|         | validation  | $E1$       | 0.77 * | 2.01 | 2.00 |
|         | development | $E2$       | 0.89 * | 1.65 | 1.45 |
|         | validation  | $E2$       | 0.80 * | 2.27 | 2.09 |

* represent the significance at the 0.05 probability level as indicated by t-test.
Figure 9. The performance of the model in predicting $T_{\text{wet}}$ in terms of the (a) development and (b) validation in E1 and the (c) development and (d) validation in E2.

Figure 10. The performance of the model in predicting $T_{\text{dry}}$ in terms of the (a) development and (b) validation in E1 and the (c) development and (d) validation in E2.
The variation in the prediction error for \( T_{\text{wet}} \) and \( T_{\text{dry}} \) is presented in Figure 11. The error was taken as the predicted value minus the measured value. The mean values of the prediction error for \( T_{\text{wet}} \) and \( T_{\text{dry}} \) were 0.07 and 0.10 \(^\circ\)C for development and 0.18 and 0.22 \(^\circ\)C for validation in E1, whereas they were 0.05 and 0.09 \(^\circ\)C for development and 0.11 and 0.21 \(^\circ\)C for validation in E2. The average prediction error values for the eight models were greater than zero, displaying a positive bias between measurement and prediction. It was observed that the error variance of \( T_{\text{wet}} \) was less than that of \( T_{\text{dry}} \) for both models in E1 and E2. There was little difference in bias between E1 and E2 for \( T_{\text{wet}} \) and \( T_{\text{dry}} \). Furthermore, the range of prediction errors for validation was slightly wider than that for development, resulting in a larger RMSE value. In conclusion, the results show that the accuracy of estimating \( T_{\text{wet}} \) was better than that of \( T_{\text{dry}} \) for both models in E1 and E2.

![Figure 11](image)

Figure 11. Histogram of (a) model development and (b) validation of the prediction error for \( T_{\text{wet}} \) and of (c) model development and (d) validation of the prediction error for \( T_{\text{dry}} \).

3.3. CWSI Characteristics

Daily CWSI values determined using measured and predicted \( T_{\text{wet}} \) and \( T_{\text{dry}} \) values were calculated for different water Groups (T2–T5) and are shown in Figure 12. The four treatment groups showed similar changes. The CWSI values determined using measured \( T_{\text{wet}} \) and \( T_{\text{dry}} \) values increased from Group T2 to Group T5 on the whole. A host of T2 values were below 0.4, whereas the T3, T4, and T5 values transcended 0.2. The majority of CWSI values from T2–T5 had similar fluctuation ranges of 0.4, 0.3, 0.3, and 0.4, respectively. The maximum daily CWSI values based on predictions in the four treatment groups increased successively, giving results of 0.4, 0.5, 0.6, and 0.8, similar to the measured values. In total, CWSI values were significantly different within water treatment groups shown in Table 7, whereas CWSI values based on measurements and predictions were not significant. It was concluded that the CWSI values within four groups were distinctly different either in E1 or E2. It also implied that the CWSI values based on predicted values, compared with the CWSI values using measured values, share a similar performance in indicating the response to soil moisture. In addition, the average predicted values for the four treatment groups were 0.01 and 0.03 greater than the measured values in E1 and E2, respectively. The
The majority of values for the four groups in E1 were lower than that of E2 due to the lower difference of $T_{\text{wet}}$ and $T_{\text{dry}}$ in E1.

Figure 12. Comparison of CWSI values based on measured and predicted $T_{\text{wet}}$ and $T_{\text{dry}}$ for E1 (a) and E2 (b). The black, red, blue, and green colors represent Groups T2, T3, T4, and T5, respectively. M and P denote measurement and prediction, respectively.

Table 7. The mean CWSI for different groups in two experiments.

| Experiment | Group | CWSI                  | Measured Values | Predicted Values |
|------------|-------|-----------------------|-----------------|------------------|
| E1         | T2    | 0.2111                | 0.2176          |
|            | T3    | 0.3439                | 0.3429          |
|            | T4    | 0.4815                | 0.4832          |
|            | T5    | 0.5360                | 0.5449          |
|            |       | <0.05 *               | <0.05 *         |
| E2         | T2    | 0.2348                | 0.2521          |
|            | T3    | 0.3561                | 0.3631          |
|            | T4    | 0.4627                | 0.4656          |
|            | T5    | 0.5621                | 0.5765          |
|            |       | <0.05 *               | <0.05 *         |

* Significant at the 0.05 probability level as indicated by Duncan’s multiple range test.

3.4. CWSI and Stomatal Conductance and Transpiration Rate

The connection between the CWSI and the crop-based indicators associated with crop water stress, linear regression, and scatter plots of Sc versus the CWSI values determined using measured and predicted $T_{\text{wet}}$ and $T_{\text{dry}}$ is presented in Figure 13. The linear correlation between Sc and CWSI was significant ($p < 0.05$), with $R^2$ values of 0.54 and 0.45 in E1 and of 0.61 and 0.60 in E2, respectively, indicating a negative relationship between the CWSI and Sc. The average Sc values of plants from Groups T2 and T3 were significantly different ($p < 0.05$) from those in Groups T4 and T5, whereas the mean difference between T4 and T5 plants was not significant. According to the linear equation, the value of Sc in E1 and E2 were 0.0108 and 0.0111 µmol·m$^{-2}$·s$^{-1}$ based on the measured baseline under a well-watered status, whereas they were 0.0086 and 0.0117 µmol·m$^{-2}$·s$^{-1}$ based on the predicted baseline. In addition, when the CWSI value exceeded 0.8, the values of Sc were near zero, indicating that the majority of stomata were closed.
The correlation between the Tr and the CWSI is also presented in Figure 14, implying that an inverse relationship similar to that shown for Sc was present, whereas the $R^2$ values of 0.32 and 0.25 in E1 and of 0.19 and 0.18 in E2 were evidently lower. In addition, the mean values of Tr for the four water treatment groups did not differ significantly. As is shown in the linear regression, when the CWSI values determined using measured and predicted $T_{\text{wet}}$ and $T_{\text{dry}}$ values approached zero, the values of Tr were 0.1275 $\mu$mol·m$^{-2}$·s$^{-1}$ and 0.1304 $\mu$mol·m$^{-2}$·s$^{-1}$ in E2, respectively, and 0.1462 $\mu$mol·m$^{-2}$·s$^{-1}$ and 0.1102 $\mu$mol·m$^{-2}$·s$^{-1}$ in E1. However, when Chinese Brassica suffered from severe water stress and the CWSI value exceeded 0.8, the values of Tr were near zero, identical to the trend shown for Sc. Considering the high $R^2$ values, Sc was determined to be more suitable for assessing the application of the CWSI for Chinese Brassica than Tr [30]. In summary, the distinction between CWSI values determined using measured and predicted $T_{\text{wet}}$ and $T_{\text{dry}}$ values was not significant. It was also observed that the differences in Sc and Tr among the four water treatment groups were not distinct, especially between Groups T3 and T4. When the CWSI was approximately equal to 0.4, the values of Sc and Tr in Groups T2 and T5 could be easily distinguished.
were highly variable. However, the majority of values were relatively low, and the RF model performed better with lower values than with higher values. Nevertheless, our model could be optimized by adding corresponding data to minimize the level of skewness.

4. Discussion

Frequently measuring and $T_{dry}$ restricts the practical application of the CWSI. In this study, an RF model using easily obtainable environmental parameters (Ta, RH, WS, and Par) exhibited viability for simulating $T_{wet}$ and $T_{dry}$ for Chinese Brassica. King et al. [28] were the first to predict $T_{wet}$ based on a neural network and demonstrated an excellent $R^2$ value of 0.88. This result is similar to that obtained for the model developed in our study. However, our study illustrated the potential to simulate $T_{dry}$ at the same time. Furthermore, our study used Par rather than net solar radiation [28,51], and Par made a greater contribution to model construction than WS and RH. Neukam et al. [50] developed an empirical regression model to predict winter wheat canopy temperature for three irrigation levels and the results showed $R^2$ values of 0.9. However, the RMSE values of 1.5~2.0 °C were higher than the RMSE in our study. Wang et al. [55] simulated the canopy temperature in a green house and evaluated the performance of multiple linear regression using air temperature, relative humidity, and solar radiation; they found an $R^2$ value of 0.87. However, the environment in their study was not sufficiently variable, as the temperature and radiation in the greenhouse were $\leq$ 37 °C and 500 W/m². Duan et al. [56] used the surface ground temperature and air temperature to predict the wheat canopy temperature, and the neural network model showed that the $R^2$ and RMSE value were 0.92 and 1.64, respectively. However, the tested samples were $\leq$ 50, lower than in our study.

RF models are principally driven by data, indicating the importance of the original dataset having many precise samples. Site-specific data are easily obtained, but there are potential difficulties. For example, the instruments are stationary and may be damaged by pests and extreme weather. Moreover, its energy-consuming nature entails high equipment requirement [57]. The climatic characteristics used in this experiment, especially Par, were highly variable. However, the majority of values were relatively low, and the RF model performed better with lower values than with higher values. Nevertheless, our model could be optimized by adding corresponding data to minimize the level of skewness.
Overall, the study provides a feasible and reliable approach that can be used to determine the canopy temperature to calculate the CWSI and then make irrigation decisions. O’Shaughnessy et al. [47] provided the CWSI-TT method for scheduling irrigation, where the decision rule was such that the CWSI was greater than a threshold value of 0.45 in accumulated time; the result indicated the effective trigger of CWSI-TT for automatic irrigation. Osroosh et al. [48] used dynamic time and the CWSI as the threshold for irrigation and founded that a CWSI of 0.46 ± 0.11. According to Figures 13 and 14, the Sc and Tr values between Groups T3 and T4 were distinct, whereas most CWSI values for Group T3 were ≤ 0.4 and those of Group T4 were ≥ 0.4, denoting a possibility of irrigation with a CWSI value of over 0.4. In further research, the CWSI-TT, where the CWSI is greater than 0.4 in accumulated time, could be used for irrigation in real time, which avoids over irrigation and enhances water efficiency.

In addition, the study illustrates a good correlation of Par with \( T_{wet} \) and \( T_{dry} \) for Chinese Brassica, and this is relevant for modeling. Previous literature has indicated that the canopy temperature of stressed crops shows a greater response to high radiation than well-watered crops [31,39]. When the average daily Ta was \( \geq 35^\circ C \) and the daily Par was \( \geq 1000 \mu mol \cdot m^{-2} \cdot s^{-1} \), the difference between \( T_{dry} \) and \( T_{wet} \) abruptly increased, as shown in Figure 5, indicating a relationship between the canopy temperature and Par. In this study, the RF model developed using ambient environmental parameters (Ta, RH, WS, and Par) demonstrated the viability of estimating \( T_{wet} \) and \( T_{dry} \) with good results. Considering the slightly greater relationship between climatic parameters and \( T_{wet} \) compared with \( T_{dry} \), the prediction of \( T_{wet} \) was better in terms of both model development and validation. Previous research has demonstrated similar performances using Ta plus a constant such as \( T_{dry} \) [27,29,32]. However, the maximum differences between \( T_{dry} \) and Ta for Chinese Brassica can be up to 10.0 \(^\circ C\), whereas the minimum is close to 1.0 \(^\circ C\). Therefore, utilizing air temperature plus a specific constant to replace \( T_{dry} \) could increase or decrease the value of the CWSI, whereas forecasting \( T_{dry} \) could relatively diminish the difference.

Generally, the CWSI values were negatively correlated with soil moisture values, implying that water paucity leads to high CWSI values. The daily CWSI values decreased to near or exactly zero, mainly due to the slight difference between \( T_{dry} \) and \( T_{wet} \) in response to lower Ta and Par values. Thus, the discrepancies in the CWSI values between the four water treatment groups were not significant. The multiple prediction errors for \( T_{wet} \) were lower than for \( T_{dry} \) as shown in Figures 9 and 10, indicating higher values of \( T_{dry} \) minus \( T_{wet} \) based on predicted values. Thus, the average daily CWSI values determined using predicted \( T_{dry} \) and \( T_{wet} \) values slightly exceeded the measured values. The daily CWSI values based on the predicted values from the four water treatment groups had the characteristics of a narrow range and a slightly higher mean value compared with the measured values. In Table 5, the daily mean CWSI values for the four groups are compared, and the results show that the CWSI increases as the soil moisture decreases, similar to the present research of Irmak al. [32], Khorsandi et al. [34], and Jamshidi et al. [57]. The mean CWSI values within Groups T2–T5 were distinct with significance values < 0.05 either in E1 or E2.

According to Tables 3 and 4, the significance of the F value for predicting \( T_{wet} \) and \( T_{dry} \) indicated a meaningful regression based on the RF model, whereas the high R² values in E1 and E2 were significant, implying an insignificant difference between measured values and predicted values. In addition, two plants in each group were lower in two experiments, but the measurement of multiple leaves from one plant was introduced to minimize the influence as much as possible, and this possibly affected the correlation between the CWSI and Sc and Tr.

Under soil water stress conditions, the stomatal closure further increases the canopy temperature and decrease the transpiration [58]. The relationship between the daily CWSI and Sc was stronger than Tr. This is because the fluctuated range of Sc in Chinese Brassica was 0–0.015 \( \mu mol \cdot m^{-2} \cdot s^{-1} \), lower than Tr (0–0.20 \( \mu mol \cdot m^{-2} \cdot s^{-1} \)), and the Sc was more sensitive to the soil moisture [14]. The transpiration in Chinese Brassica, compared with
the CWSI, does not change abruptly with the stomatal closure [5], implying the retardation of variation in Tr that eventually influenced the correlation between Tr and the CWSI. Additional details have been presented by Ben et al. [59] and Agam et al. [31]. They mentioned the potential effect of clouds and low radiation on transpiration. The daily Sc variance between T3 and T4 was distinct, whereas there was no significant difference between T4 and T5. Many CWSI values in T4 and T5 were over 0.4. From the producer’s perspective, Chinese Brassica might suffer from water stress when the CWSI value exceeds 0.4, and the level of scheduled irrigation is also considerable. The correlation between the CWSI and irrigation volume could be analyzed in a future study to achieve precise water control.

Our study focuses on simulating the canopy temperature of Chinese Brassica using a machine learning algorithm (i.e., random forest), which has been used to predict biological parameters in agriculture well, such as the crop yield of cotton [44], the leaf chlorophyll content of wheat [60], and the leaf nitrogen content of wheat [61], and the R² values were over 0.9. This research, along with our study, presented the generated predictions for different crops and biological parameters based on a random forest. When simulating, input data are easier to obtain than the targeted data. However, suitable parameters need to be found to obtain better performance, which is usually time-consuming.

5. Conclusions

In this study, we have presented a method for forecasting lower (T_wet) and upper baseline (T_dry) canopy temperatures with two experiments, E1 and E2, to show the feasibility of determining crop temperature without deploying well-watered and non-irrigated experiments and of enhancing the application of the CWSI. The main results of this study are as follows:

- T_wet and T_dry show similar responses to climatic conditions. Both have positive correlations with Ta, WS, and Par with R² values over 0.8, 0.5, and 0.6, respectively, whereas they have negative correlations with RH with an R² value of 0.5.
- The RF model performs well when modeling T_wet and T_dry for Chinese Brassica using the same inputs (Ta, RH, WS, and Par), presenting, in E1, R² values of 0.90 and 0.88 for model development and 0.80 and 0.77 for model validation, respectively, and, in E2, R² values of 0.91 and 0.89 for model development and 0.83 and 0.80 for model validation, respectively.
- The correlation coefficients of T_wet with Ta and Par were found to be 0.03 and 0.12 higher than those with T_dry, resulting in the better performance of T_wet in modeling compared with T_dry.
- The correlation coefficients of the CWSI with Sc was found to be 0.6. This was more significant than the correlation of 0.2 with Tr.

The results are inspiring, and the method can be used to reduce artificial measurement. Meanwhile, the data from in situ measurement call for high equipment requirement. Given the results obtained in this study, further research will focus on the development of the RF model to forecast T_wet and T_dry for different cultivars and climatic regions.

Author Contributions: Conceptualization, M.Y.; methodology, M.Y.; software, P.Z.; validation, P.G.; formal analysis, M.Y.; investigation, M.Y., P.Z. and P.G.; resources, D.S. and J.X.; data curation, M.Y. and P.G.; writing—original draft preparation, M.Y.; writing—review and editing, M.Y., W.W., X.H. and P.G.; visualization, M.Y.; supervision, W.W. and X.H.; project administration, W.W.; funding acquisition, W.W. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Guangdong Provincial organization of China and the implementation project in 2021 (YUECAINONGNo.37) entitled “Integration and Demonstration of Key Technology Models of Modern Agriculture in Guangdong Province”. It was also partly supported by the Key-Area Research and Development Program of Guangdong Province, grant No.2019B020214003, the Science and Technology Special Fund of Guangdong Province of China, grant No.2020020103, a National Research Foundation of Korea (NRF) grant funded by the Korea gov-
enment (MSIT) (No.2021R1F1A1055992), and the Characteristic Innovation Projects of Department of Education of Guangdong Province, China, grant No.2019KTSCX013.

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** The data can be found from the correspondence authors.

**Acknowledgments:** The authors would like to thank all the authors for openly providing the source codes used in the experimental comparison in this work. We are thankful to the officials of South China Agricultural University for the cultivation of the Chinese Brassica.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Yang, S.; Huang, Y.; Liu, Y.; Wang, Y.; Huang, W. Study on agricultural meteorological index of characteristic production of Chinese Brassica in Puning City. *Henan Agric.* 2018, 463, 19–22.

2. Shawon, R.A.; Kang, B.S.; Lee, S.G.; Kim, S.K.; Ju Lee, H.; Katrich, E.; Gorinstein, S.; Ku, Y.G. Influence of Drought stress on bioactive compounds, antioxidant enzymes and glucosinolate contents of Chinese Cabbage (Brassica Rapa). *Food Chem.* 2020, 308, 125657. [CrossRef] [PubMed]

3. Hu, Y.; Juncang, T. Effect of irrigation quota of sprinkler on Chinese Brassica growth and photosynthetic characteristics. *J. Irrig. Drain.* 2016, 35, 57–61.

4. Cai, J.; Liu, Y.; Lei, T.; Xu, D. Review of indices for precision irrigation decision-making. *Adv. Water Sci.* 2014, 35, 57–61.

5. Xu, Y. Effects of Soil Water Stress on Physiology and Biochemistry and Stomatal Development in Brassica Chinensis. Ph.D. Thesis, JinNan University, Guangzhou, China, 2010.

6. Tuzet, A.; Perrier, A.; Leunig, R. A Coupled model of stomatal conductance, photosynthesis and transpiration: Coupled model of stomatal conductance, photosynthesis and transpiration. *Plant Cell Environ.* 2003, 26, 1097–1116. [CrossRef]

7. Ramirez, D.A.; Yactayo, W.; Rens, L.R.; Rolando, J.L.; Palacios, S.; De Mendiburu, F.; Mares, V.; Barreda, C.; Loayza, H.; Monneveux, P.; et al. Defining biological thresholds associated to plant water status for monitoring water restriction effects: Stomatal conductance and photosynthesis recovery as key indicators in potato. *Agric. Water Manag.* 2016, 177, 369–378. [CrossRef]

8. Espinoza, C.Z.; Khot, L.R.; Sankaran, S.; Jacoby, P.W. High resolution multispectral and thermal remote sensing-based water stress assessment in subsurface irrigated grapevines. *Remote Sens.* 2017, 9, 961. [CrossRef]

9. Abrisqueta, I.; Conejero, W.; Valdés-Vela, M.; Vera, J.; Ortuño, M.F.; Ruiz-Sánchez, M.C. Stem water potential estimation of drip-irrigated early-maturing peach trees under Mediterranean conditions. *Comput. Electron. Agric.* 2015, 114, 7–13. [CrossRef]

10. Poblete, T.; Ortega-Farias, S.; Ryu, D. Automatic Co-registration algorithm to remove canopy shaded pixels in UAP-Borne thermal images to improve the estimation of crop water stress index of a drip-irrigated cabernet sauvignon vineyard. *Sensors* 2018, 18, 397. [CrossRef]

11. Ballester, C.; Castel, J.; Jiménez-Bello, M.A.; Castel, J.R.; Intrigliolo, D.S. Thermographic Measurement of canopy temperature is a useful tool for predicting water deficit effects on fruit weight in citrus trees. *Agric. Water Manag.* 2013, 122, 1–6. [CrossRef]

12. Wang, D.; Gartung, J. Infrared canopy temperature of early-ripening peach trees under postharvest deficit irrigation. *Agric. Water Manag.* 2010, 97, 1780–1794. [CrossRef]

13. Gonzalez-Dugo, V.; Zarco-Tejada, P.; Berni, J.A.J.; Suárez, L.; Goldhamer, D.; Fereres, E. Almond tree canopy temperature reveals intra-crown variability that is water stress-dependent. *Agric. Forest Meteorol.* 2012, 154–155, 156–165. [CrossRef]

14. Egea, G.; Padilla-Díaz, C.M.; Martínez-Guanter, J.; Fernández, J.E.; Pérez-Ruiz, M. Assessing a crop water stress index derived from aerial thermal imaging and infrared thermometry in super-high density olive orchards. *Agric. Water Manag.* 2017, 187, 210–221. [CrossRef]

15. Jones, H.G.; Serraj, R.; Loveys, B.R.; Xiong, L.; Wheaton, A.; Price, A.H. Thermal infrared imaging of crop canopies for the remote diagnosis and quantification of plant responses to water stress in the field. *Funct. Plant Biol.* 2009, 36, 978. [CrossRef] [PubMed]

16. Matese, A.; Baraldi, R.; Berton, A.; Cesareacco, C.; Di Gennaro, S.; Duce, P.; Facini, O.; Mameli, M.; Piga, A.; Zaldei, A. Estimation of water stress in grapevines using proximal and remote sensing methods. *Remote Sens.* 2018, 10, 114. [CrossRef]

17. Pou, A.; Diago, M.P.; Medrano, H.; Baluja, J.; Tardaguila, J. Validation of thermal indices for water status identification in grapevine. *Agric. Water Manag.* 2014, 134, 60–72. [CrossRef]

18. Jackson, R.D.; Idso, S.B.; Reginato, R.J.; Pinter, P.J. Canopy temperature as a crop water stress indicator. *Water Resour. Res.* 1981, 17, 1133–1138. [CrossRef]

19. Idso, S.B.; Jackson, R.D.; Pinter, P.J.; Reginato, R.J.; Hatfield, J.L. Normalizing the stress-degree-day parameter for environmental variability. *Agric. Meteorol.* 1981, 24, 45–55. [CrossRef]

20. Veysi, S.; Naseri, A.A.; Hamzeh, S.; Bartholomeus, H. A Satellite based crop water stress index for irrigation scheduling in sugarcane fields. *Agric. Water Manag.* 2017, 189, 70–86. [CrossRef]
21. Romero-Trigueros, C.; Bayona Gambín, J.M.; Nortes Tortosa, P.A.; Alarcón Cabañero, J.J.; Nicolás Nicolás, E. Determination of crop water stress index by infrared thermometry in grapefruit trees irrigated with saline reclaimed water combined with deficit irrigation. Remote Sens. 2019, 11, 757. [CrossRef]
22. Park, S.; Ryu, D.; Fuentes, S.; Chung, H.; Hernández-Montes, E.; O’Connell, M. Adaptive Estimation of crop water stress in nectarine and peach orchards using high-resolution imagery from an unmanned aerial vehicle (UAV). Remote Sens. 2017, 9, 828. [CrossRef]
23. Ballester, C.; Zarco-Tejada, P.J.; Nicolás, E.; Alarcón, J.J.; Fereres, E.; Intrigliolo, D.S.; Gonzalez-Dugo, V. Evaluating the Performance of xanthophyll, chlorophyll and structure-sensitive spectral indices to detect water stress in five fruit tree species. Precis. Agric. 2018, 19, 178–193. [CrossRef]
24. Bijn, J.; Zhang, Z.; Chen, J.; Chen, H.; Cui, C.; Li, X.; Chen, S.; Fu, Q. Simplified evaluation of cotton water stress using high resolution unmanned aerial vehicle thermal imagery. Remote Sens. 2019, 11, 267. [CrossRef]
25. Camoglu, G.; Demirel, K.; Genc, L. Use of infrared thermography and hyperspectral data to detect effects of water stress on pepper. Quant. Infr. Therm. J. 2018, 15, 81–94. [CrossRef]
26. Bellvert, J.; Zarco-Tejada, P.J.; Girona, J.; Fereres, E. Mapping crop water stress index in a ‘Pinot-Noir’ vineyard: Comparing ground measurements with thermal remote sensing imagery from an unmanned aerial vehicle. Precis. Agric. 2014, 15, 361–376. [CrossRef]
27. Idso, S.B.; Reginato, R.J.; Farah, S.M. Soil- and atmosphere-induced plant water stress in cotton as inferred from foliage temperatures. Water Resour. Res. 1982, 18, 1143–1148. [CrossRef]
28. King, B.A.; Tarkalson, D.D.; Sharma, V.; Bjorneberg, D.L. Thermal crop water stress index base line temperatures for sugarbeet in arid western U.S. Agric. Water Manag. 2021, 243, 106459. [CrossRef]
29. Kumar, N.; Adeloye, A.J.; Shankar, V.; Rustum, R. Neural computing modelling of the crop water stress index. Agric. Water Manag. 2020, 239, 106259. [CrossRef]
30. Jones, H.G. Use of infrared thermography for monitoring stomatal closure in the field: Application to grapevine. J. Exp. Bot. 2002, 53, 2249–2260. [CrossRef]
31. Agam, N.; Cohen, Y.; Alchanatis, V.; Ben-Gal, A. How sensitive is the CWSI to changes in solar radiation? Int. J. Remote Sens. 2013, 34, 6109–6120. [CrossRef]
32. Irmak, S.; Haman, D.Z.; Bastug, R. Determination of crop water stress index for irrigation timing and yield estimation of corn. Agron. J. 2000, 92, 1221–1227. [CrossRef]
33. Luan, Y.; Xu, J.; Lv, Y.; Liu, X.; Wang, H.; Liu, S. Improving the performance in crop water deficit diagnosis with canopy temperature spatial distribution information measured by thermal imaging. Agric. Water Manag. 2021, 246, 106699. [CrossRef]
34. Khorsandi, A.; Hemmat, A.; Mineei, S.A.; Amirfattahi, R.; Ehsanzadeh, P. Plant temperature-based indices using infrared thermography for detecting water status in sesame under greenhouse conditions. Agric. Water Manag. 2018, 204, 222–233. [CrossRef]
35. Rud, R.; Cohen, Y.; Alchanatis, V.; Levi, A.; Brikman, R.; Shenderey, C.; Heuer, B.; Markovitch, T.; Dar, Z.; Rosen, C.; et al. Crop water stress index derived from multi-year ground and aerial thermal images as an indicator of potato water status. Precis. Agric. 2014, 15, 273–289. [CrossRef]
36. Gonzalez-Dugo, V.; Zarco-Tejada, P.J.; Fereres, E. Applicability and Limitations of using the crop water stress index as an indicator of water deficits in citrus orchards. Agric. Forest Meteorol. 2014, 198–199, 94–104. [CrossRef]
37. King, B.A.; Shellie, K.C. Evaluation of Neural network modeling to predict non-water-stressed leaf temperature in wine grape for calculation of crop water stress index. Agric. Water Manag. 2016, 167, 38–52. [CrossRef]
38. Leinonen, I.; Jones, H.G. Combining thermal and visible imagery for estimating canopy temperature and identifying plant stress. J. Exp. Bot. 2004, 55, 1423–1431. [CrossRef] [PubMed]
39. Payeiro, J.O.; Neale, C.M.U.; Wright, J.L. Non-water-stressed baselines for calculating crop water stress index (CWSI) for alfalfa and tall fescue grass. Trans. ASAE 2005, 48, 653–661. [CrossRef]
40. Wang, L.; Gong, W.; Ma, Y.; Hu, B.; Zhang, M. Photosynthetically active radiation and its relationship with global solar radiation in central China. Int. J. Biometeorol. 2014, 58, 1265–1277. [CrossRef]
41. Tsai, Y.-Z.; Hsu, K.-S.; Wu, H.-Y.; Lin, S.-I.; Yu, H.-L.; Huang, K.-T.; Hu, M.-C.; Hsu, S.-Y. Application of random forest and ION models combined with weather forecasts to predict soil temperature and water content in a greenhouse. Water 2020, 12, 1176. [CrossRef]
42. Guio Blanco, C.M.; Brito Gomez, V.M.; Crespo, P.; Ließ, M. Spatial Prediction of soil water retention in a páramo landscape: Methodological insight into machine learning using random forest. Geoderma 2018, 316, 100–114. [CrossRef]
43. Sherafatpour, Z.; Rozobahani, A.; Hasani, Y. Agricultural water allocation by integration of hydro-economic modeling with bayesian networks and random forest approaches. Water Resour. Res. 2019, 55, 2277–2299. [CrossRef]
44. Prasad, N.R.; Patel, N.R.; Danodia, A. Crop yield prediction in cotton for regional level using random forest approach. Spat. Inf. Res. 2021, 29, 195–206. [CrossRef]
45. Gyamereh, S.A.; Ngare, P.; Ikpe, D. Probabilistic forecasting of crop yields via quantile random forest and epanechnikov kernel function. Agric. Forest Meteorol. 2020, 280, 107808. [CrossRef]
46. Svetnik, V.; Liaw, A.; Tong, C.; Culberson, J.C.; Sheridan, R.P.; Feuston, B.P. Random forest: A Classification and regression tool for compound classification and QSAR modeling. J. Chem. Inf. Comput. Sci. 2003, 43, 1947–1958. [CrossRef] [PubMed]
47. O'Shaughnessy, S.A.; Evett, S.R.; Colaizzi, P.D.; Howell, T.A. A crop water stress index and time threshold for automatic irrigation scheduling of grain sorghum. *Agric. Water Manag.* 2012, 107, 122–132. [CrossRef]

48. Osroosh, Y.; Troy Peters, R.; Campbell, C.S.; Zhang, Q. Automatic irrigation scheduling of apple trees using theoretical crop water stress index with an innovative dynamic threshold. *Comput. Electron. Agric.* 2015, 118, 193–203. [CrossRef]

49. Breiman, L. Random Forests. *Mach. Learn.* 2001, 45, 5–32. [CrossRef]

50. Neukam, D.; Ahrends, H.; Luig, A.; Manderscheid, R.; Kage, H. Integrating wheat canopy temperatures in crop system models. *Agronomy* 2016, 6, 7. [CrossRef]

51. King, B.A.; Shellie, K.C. Wine Grape cultivar influence on the performance of models that predict the lower threshold canopy temperature of a water stress index. *Comput. Electron. Agric.* 2018, 145, 122–132. [CrossRef]

52. Muharam, F.M.; Nurulhuda, K.; Zulkafl, Z.; Tarmizzi, M.A.; Abdullah, A.N.H.; Che Hashim, M.F.; Mohd Zad, S.N.; Radhwane, D.; Ismail, M.R. UAV- and Random-Forest-AdaBoost (RFA)-based estimation of rice plant traits. *Agronomy* 2021, 11, 915. [CrossRef]

53. Grushka-Cockayne, Y.; Jose, V.R.R.; Lichtendahl, K.C. Ensembles of overfit and overconfident forecasts. *Manag. Sci.* 2017, 63, 1110–1130. [CrossRef]

54. Mitchell, M.W. Bias of the random forest Out-of-Bag (OOB) error for certain input parameters. *OJS* 2011, 1, 205–211. [CrossRef]

55. Wang, X.; Ding, W.; Luo, W.; Dai, J. Simulation and Analysis of cucumber canopy temperature in greenhouse in Yangtze river delta during summer. *Trans. Chin. Soc. Agric. Eng.* 2007, 23, 196–200.

56. Duan, Y.; Li, B.; Tao, S. Relationships among Wheat surface temperature and surface ground temperature at noon in he wheat fields. *Q. J. Appl. Meteorol.* 2003, 14, 356–362.

57. Jamshidi, S.; Zand-Parsa, S.; Niyogi, D. Assessing crop water stress index of citrus using in-situ measurements, landsat, and sentinel-2 data. *Int. J. Remote Sens.* 2021, 42, 1893–1916. [CrossRef]

58. Kumar, N.; Poddar, A.; Shankar, V.; Ojha, C.S.P.; Adeloye, A.J. Crop water stress index for scheduling irrigation of indian mustard (*Brassica juncea*) Based on water use efficiency considerations. *J. Agron. Crop Sci.* 2020, 206, 148–159. [CrossRef]

59. Ben-Gal, A.; Kool, D.; Agam, N.; van Halsema, G.E.; Verrnayahu, U.; Yafe, A.; Presnov, E.; Ere, R.; Majdop, A.; Zipori, I.; et al. Whole-tree water balance and indicators for short-term drought stress in non-bearing ‘barnea’ olives. *Agric. Water Manag.* 2010, 98, 124–133. [CrossRef]

60. Shah, S.H.; Angel, Y.; Houborg, R.; Ali, S.; McCabe, M.F. A random forest machine learning approach for the retrieval of leaf chlorophyll content in wheat. *Remote Sens.* 2019, 11, 920. [CrossRef]

61. Liang, L.; Di, L.; Huang, T.; Wang, J.; Lin, L.; Wang, L.; Yang, M. Estimation of leaf nitrogen content in wheat using new hyperspectral indices and a random forest regression algorithm. *Remote Sens.* 2018, 10, 1940. [CrossRef]