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Abstract—Competitive non-cooperative online decision-making agents whose actions increase congestion of scarce resources constitute a model for widespread modern large-scale applications. To ensure sustainable resource behavior, we introduce a novel method to steer the agents toward a stable population state, fulfilling the given coupled resource constraints. The proposed method is a decentralized resource pricing method based on the resource loads resulting from the augmentation of the game’s Lagrangian. Assuming that the online learning agents have only noisy first-order utility feedback, we show that for a polynomially decaying agents’ step size/learning rate, the population’s dynamics will almost surely converge to generalized Nash equilibrium. A particular consequence of the latter is the fulfillment of resource constraints in the asymptotic limit. Moreover, we investigate the finite-time quality of the proposed algorithm by giving a non-asymptotic time decaying bound for the expected amount of resource constraint violation.
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I. INTRODUCTION

In a vast number of real-world applications, such as smart grid [1]–[7], competitive market [8], and network management [9], the modeling of system participants as competitive selfish rational agents has become popular and has led to fruitful discussions about system design. Likewise, such modeling is suitable for large-scale real-time systems, occurring in world-changing technologies, such as IoT, 5G, and the smart industry. In fact, the competitiveness between the participants in such systems arises from the lack of communication and agreement due to the inherent complexity and the requirements on both the stringent latency and the high-flexibility.

Game Theory: The concept of game theory is suitable for describing, analyzing, and forecasting the systems above’s behavior. The reason is that this concept considers a set of entities/agents that behave rationally by maximizing their yield and, therefore, closely resemble the participants of a smart large-scale system. Besides, the game theory assumes that the agents are non-cooperative in the sense that one agent’s strategy is not visible to the others so that the aspects mentioned in the previous paragraph are respected. Moreover, it models the aspect of openness of modern systems by assuming that one agent’s yield depends not only on her action but also on others’ actions.

One of the main goals of game theory is to predict, in a repeated setting and for an individual optimizing behavior of the agents, the long-term behavior of the population [10], [11]. In this direction, the central sub-concept is the so-called Nash equilibrium (NE) [12], which denotes a stable state where no agent is interested in deviating from her strategy.

Online Learning in a Competitive Environment: In a repeated game, a single rational agent faces sequential decision-making in an unknown environment. A reasonable assumption from the perspective of machine learning is that she applies the so-called no-regret policy (see, e.g., [13]–[15]). This policy asserts that the agent endeavors to choose actions such that the regret, i.e., the cumulative difference between the instantaneous yields and the corresponding highest possible yields, grows slower than the number of rounds. The canonical class of no-regret policies in an unknown environment is the so-called online mirror descent (OMD).

The OMD is the online extension of the celebrated mirror descent algorithm [16]. Correspondingly, OMD consists of the gradient step, providing the direction of the steepest decay/increase of the loss/payoff, and the ”mirror” step, mapping the latter back to the region of the feasible actions. One advantage of the OMD is that it constitutes a generalization of the online version of the projected gradient descent and provides therefore a richer model for the online decision-making process. Another advantage of OMD is that its performance has a weak influence on the dimension of the underlying decision space provided that the mirror step is chosen appropriately (see e.g., [17]).

Resource Constraints: In widespread practical applications, the action of the agents causes the utilization of specific limited resources. For example, in network applications, the user’s (agents) choice of data transfer paths (strategy) increases the congestion of specific links and routers (resources) with limited capacity. Also, a similar scenario is observable in electric mobility [4], fog networking (see e.g. [18]), and wireless communication [19].

In applications where agents’ action is coupled with the resources’ congestion, the system designer and manager have to deal with the danger of resource overload due to agents’
egoistic behavior. The latter is because the state of resources’ overutilization can cause immense degradation of the overall system performance (see, e.g., the problem of congestion collapse in networked system \([20]\)), and also, negative environmental issues (e.g., caused by high CO2 emissions of electrical energy driven resources). Another example of events justifying the importance resource sustainability aspect in a system of egoistic optimizing agents is the flash crash in US financial markets due to fully automated computerized trading (see, e.g., \([21]\)).

**Problem Description:** This work addresses the problem of controlling egoistic online learning agents, so that in the long-term, the population’s action converges to a stable state fulfilling the resource constraints. A challenge associated with this issue is to design a decentralized congestion control method that does not provide direct commands to each agent by a centralized instance. Moreover, it is desired that the control method demands as little information about agents’ characteristics as possible. The reason for requiring those properties is that methods contrary to those would need, e.g., if the number of agents is massive, exceptionally high computational power for the information processing and policy generation. Furthermore, such methods would be inflexible for the possible exit and entrance of new agents and, therefore, unsuitable for modern systems such as IoT.

**Our Contributions:** Our main contribution is a novel method that solves the above control problem. Its core is a resource pricing method, aiming to give both, incentives (rather than direct commands) to all agents for acting sustainably, and stability for the population’s state. Our pricing method requires only the current congestion state of the resources and not the agents’ specific characteristics. Moreover, it is done by the resources themselves, rather than by a centralized instance.

Assuming for simplicity that the feedback noise is persistent, we give the following results (\(n\) denotes time):

- If the agents’ step size \(\gamma_n\) is of order \(\Theta(n^{-p})\) where \(p \in (1/2, 1]\), we ensure the almost sure fulfillment of the resource constraints in the asymptotic limit by showing the almost sure convergence of the population iterate to a (variational) NE of the corresponding game underlying coupled resource constraints.
- For the case where the agents’ step size sequence is of order \(\gamma_n = \Theta(n^{-1/2})\), we provide a time-decaying non-asymptotic upper bound of order \(O(\ln^{3/2}(n)/\sqrt{n})\) for the expected resource constraints’ violation caused by the ergodic average of the population’s action.
- We show that the ergodic average of the population’s iterate almost surely fulfills the resource constraints in the asymptotic limit for a large class of decaying step size sequences of order \(\gamma_n = \Theta(n^{-p})\), where \(p \in (0, 1]\).

**Relation to Prior Works**

a) **Learning in Games:** Our work is related to the works investigating the dynamic of agents in a competitive setting. In particular, among them are those closely related to ours, which generate long-term results with different agent types. The latter includes no-learning agents, e.g., greedy agents with best-response dynamics, and learning agents, e.g., the fictitious playing, the gradient playing, and the farsighted reinforcement learning. For a comprehensive review of the literature on those topics, we refer to \([22], [23]\).

In this work, we focus on online learning agents applying the canonical mirror descent algorithm \([16], [17]\). Therefore, the closest work to ours is \([24]\) (along with several extensions such as \([25], [26]\)). However, our work is in contrast to \([24]\), since we aim to control competitive online learning agents respective to coupled resource constraints, rather than to predict the long-term outcome. For this reason, the admissible set of population strategy profiles is not necessarily of product structure. Consequently, we have to modify the decentralized algorithm given in \([24]\) and make use of coordinators to handle such inter-agent constraints. Another contrast to \([24]\), is that our technique relies directly on the Martingale Convergence Theorem, while in \([24]\), involved methods using continuous interpolation is used to show the convergence of the given discrete-time algorithm.

b) **Generalized Nash equilibrium and Coupled Constraints:** As we consider a non-cooperative game with coupled constraints having the generalized Nash equilibrium (GNE) as the central concept, we mention in the following some related works on this topic. Of interest is the subclass of the variational Nash equilibrium (VNE), defined as the solution of the well-known concept of the variational inequality (VI) \([27]\). Several characterizations of the Nash equilibrium of games with coupled constraints have been made in the works \([27]–[32]\), leveraging from the Lagrangian duality theory. Our work does not overlap with these works, as our emphasis is not on analyzing the GNE. In this regard, other works worth mentioning are those investigating the deviation of GNE from the population’s welfare, i.e., the efficiency of GNE. On the efficiency of NE, there is extensive literature (e.g., \([33]–[35]\)).

However, relevant to our work is the very recent analysis given in \([36]\). The point there essential for us to is the hint that the VNE might be efficient, while the GNE might be arbitrarily inefficient. So a method converging to a VNE might not only support resource sustainability but also increase the population’s welfare. In our numerical simulation, we also observe this effect.

c) **Nash Equilibrium Findings:** Besides controlling online learning agents, our method is also suitable for the Nash equilibrium finding. There is a large body of literature considering this problem. Reviewing all of them is beyond the scope of this work. Thus we concentrate on those that consider a similar setting as ours, i.e., the game with coupled constraints. Most of the existing works in this direction, such as \([30], [37], [38]\), propose a primal-dual algorithm based on the fixed-point methods for finding the solution of a variational inequality (see, e.g., Chapter 12 in \([27]\)), resulting in a Euclidean-projection based algorithm. In contrast, our method uses the mirror map, which constitutes a generalization of the Euclidean projection. For this reason, the performance of our method has a much weaker dimension dependence. However, a problem with utilizing the mirror map is that we cannot use the usual convergence proof via a fixed-point approach for variational inequality.
Other essential differences between our algorithm and the first-order algorithms for finding GNE of a game with coupled constraints are that they mostly use a constant step size, do not consider the possibility of noise in the feedback information, and do not have a non-asymptotic guarantee of the violation of the resource constraints.

Also worth mentioning are works that consider the payoff-based approach (see, e.g., [39], [40]), where each agent can only observe its obtained payoffs. Such an approach is important for some applications (see e.g., [41], [42]). In contrast, we work assumes that the agents have a gradient observation of their utility. Nevertheless, investigating a method for gradient feedback constitutes a cornerstone for a payoff-based approach. Therefore, we expect that from our work, one can generate a control-method via pricing for resource sustainability for online learning payoff-based agents.

d) Resource Congestion Control: Lastly, we mention that the problem of alleviation of resource congestion can also be combined with other objectives, such as maximizing the population’s welfare. This practice is common, e.g., in network/internet congestion control [43], [44] and control theory [45]. However, most of the algorithms for fulfilling such an extended task require a high degree of control of the agents or specific information about the agents (e.g., their utilities). In contrast, our method only assumes that the agents are online learners. Moreover, it is based on a pricing instrument using only the resource congestion state. However, the cost we pay is that we cannot guarantee (theoretically) performance gains other than the alleviation of resource congestion. Nevertheless, we can see in simulation, an additional gain of the population’s wealth (see Section VII).

Paper Organization

The structure of our work is as follows. In Section II we set up the multi-agent setting of our consideration by introducing the underlying game and the notion of coupled (resource) constraints (Subsection II-A). Besides, we introduce in this section our agents’ learning model (Subsection II-C) which corresponds to the descent method based on the concept of mirror map (Subsection II-B).

In Section III we propose the desired pricing algorithm that leads the online learning agent to a resource sustainable state. Therein, we also provide intuitions leading to the design of this method.

The remaining sections are devoted to the analysis of our proposed method structured as follows. In Section IV we show that our method ensures resource sustainability in the asymptotic region by showing the convergence of the population’s iterate to a stable set satisfying coupled constraints.

In Section V we quantify the extent of coupled constraint violations reduction achievable by our method. Specifically, we derive a time-decaying bound for the constraint violation caused by the price-controlled online learning population. In Section VI we close the gap between parameter choices provided in Sections IV and V and derive the convergence of the ergodic average of the population’s iterate to the stable state of the interest. Lastly, the final section (Section VII) is devoted to practical simulations. There, we not only support our theoretical findings, but also show that our method is not too conservative, since it can also ensure the increase in the population’s wealth. Furthermore, we compare our method with state of the art methods and show that ours may outperform them.

Basic Notations

For \( n \in \mathbb{N}_0 \), \([n]\) (resp. \([n]_0\)) denotes the set of integers between 1 (resp. 0) and \( n \). We use boldface letters to distinguish between vectors (or sequences) and scalars, and between vector-valued and scalar-valued functions. Upright letters stand for functions and matrices. We write a random variable by capital letter, but a capital upright letter stands for matrices. Given a vector/sequence \( x \), \( x \), denotes the \( r \)-th member of \( x \). We use the same notation for the vector-valued function and the random vector/sequence. In case we have a sequence of vectors \( A \), we denote \( A^r \) as the \( r \)-th entry of the \( n \)-th member.

In this work, we always consider the usual Euclidean space \( \mathbb{R}^p \) equipped with a norm \( || \cdot || \). For a convex subset \( A \subseteq \mathbb{R}^D \), \( \text{relint}(A) \) denotes the relative interior of \( A \), and \( |A| \) denotes the diameter of \( A \), i.e., the supremum of \( ||x - y|| \) over all \( x, y \in A \). The Euclidean projection onto a closed convex subset \( A \) of \( \mathbb{R}^D \) is denoted by \( \Pi_A \). The dual norm of \( || \cdot || \) is denoted by \( \cdot^* \). \( \mathcal{V}^* = \{ (\mathbb{R}^D, || \cdot ||^* ) \} \) denotes the dual space of the Euclidean normed space \( \mathcal{V} \).

\( g : \mathbb{R}^D \rightarrow \mathbb{R}^D \) is said to be Lipschitz continuous on an open non-empty subset \( Z \subset \mathbb{R}^D \) (resp. \( Z \subset \mathbb{R}^D \)) with constant \( L > 0 \) if \( ||g(x) - g(z)||_* \leq L ||x - z|| \), \( \forall x, z \in Z \). \( g \) is said to be monotone on \( Z \) if \( \langle x_1 - x_2, g(x_1) - g(x_2) \rangle \leq 0 \), for all \( x_1, x_2 \in Z \). If in the latter, strict inequality holds for \( x_1 \neq x_2 \), then \( g \) is said to be strictly monotone.

In this work we assume that a probability space \((\Omega, \Sigma, \mathbb{P})\), and a filtration \( \mathbb{F} := (\mathcal{F}_n)_{n \in \mathbb{N}_0} \) therein. By the abbreviation a.s. we mean almost sure w.r.t. this probability space. For ease of notation, we denote for each \( n \in \mathbb{N}_0 \), the conditional expectation \( \mathbb{E}[\cdot | \mathcal{F}_n] \) given \( \mathcal{F}_n \), simply by \( \mathbb{E}_n[\cdot] \). Let \( (M_{n})_{n} \) be a sequence of random variables taking values on a normed Euclidean space \((\mathbb{R}^D, || \cdot ||)\). We say \((M_{n})_{n}\) is a (resp. super-, sub-)martingale if \((M_{n})_{n}\) is adapted, i.e., \(M_{n}\) is \(\mathcal{F}_{n}\)-measurable for all \(n\), \((M_{n})_{n}\) is integrable, i.e., \(\mathbb{E}[|M_{n}|] < \infty\) for all \(n\), and \(\mathbb{E}_{n}[M_{n+1}] = M_{n}\) (resp. \(\leq \), \(\geq\), instead of =) for all \(n\).

II. MODEL DESCRIPTION AND PRELIMINARIES

In this section, we formalize the framework of our consideration, i.e., the setting of agents competing for scarce resources. Explicitly, we introduce the notion of non-cooperative game underlying coupled resource constraints. Moreover, we introduce the so-called mirror map, which provides a model of how a selfish online learning agent realizes her decision from the first-order feedback.

A. Continuous Games with Coupled Constraints

Continuous Non-Cooperative Game: Throughout this work, we consider a finite set \([N]\) of agents playing a (repeated) non-cooperative game (NG) \(\Gamma\). During the NG,
every agent $i \in [N]$ chooses and applies an action/strategy $x^{(i)}$ from a non-empty compact convex subset $X_i$ of a finite-dimensional normed space $Y_i = (\mathbb{R}^{D_i}, \| \cdot \|)$. This process results in joint action/strategy-profile $x = (x^{(1)}, \ldots, x^{(N)}) \in X := \prod_{i=1}^{N} X_i \subset \mathbb{R}^{D}$, where $D := \sum_{i=1}^{N} D_i$. In order to highlight the action of player $i$, we write $x = (x^{(i)}, x^{(-i)})$, where $x^{(-i)} = (x^{(j)})_{j \neq i} \in X_{-i} := \prod_{j \neq i} X_j$. Working with the whole population, it is advantageous to consider the Euclidean normed space $V := (\prod_{i=1}^{N} \mathbb{R}^{D_i}, \| \cdot \|)$, where $|x|^2 := \sum_{i=1}^{N} |x^{(i)}|^2$. Now, suppose that the population action at time $t$ is $x_t \in X$. The payoff/reward agent $i$ received after $x_t$ is given by $u_i(x^{(i)}, x^{(-i)})$, where $u_i : X \rightarrow \mathbb{R}$ is the utility function of the $i$. Throughout this paper, we assume the following standard regularity condition for the utility functions:

**Assumption 1:** For all $i \in [N]$ and $x^{(-i)} \in X_{-i}$, $u_i(\cdot, x^{(-i)})$ is concave and $v := (v^{(1)}, \ldots, v^{(N)})$ is continuous where:

$$v^{(i)}(x) := \nabla_{x^{(i)}} u_i(x), \quad i \in [N].$$

**Coupled Resource Constraints:** For a certain number $R > 0$ of resources, we model the relation between agents' action and resource utilization by a function $g : \mathbb{R}^D \rightarrow \mathbb{R}^D$. Throughout this paper, we assume that the function $g$ is subject to the following conditions:

**Assumption 2:** For all $r \in [R]$, $g_r : X \rightarrow \mathbb{R}$ is convex and differentiable, and the Jacobian matrix $\nabla g\mathbf{f}$ of $g$ is continuous.

One may interpret the term $g_r(x)$ as the overload/congestion state of the resource $r \in [R]$ caused by the population action $x$. Since from an operational and sustainability point of view, overload has to be kept low and even avoided, it is desired that the population strategy is contained in $Q := C \cap X$, where $C := \{g(x) \leq 0\}$ denotes the resource constraints. For the feasibility of this goal, we assume that $C$ is non-empty. The following regularity condition on $Q$ is useful for later purpose:

**Assumption 3 (Slater’s condition):** There exists a point $x_\ast$ in $\text{relint}(X)$ such that $g(x_\ast) < 0$, where $\text{relint}(X)$ denotes the relative interior of $X$.

Notice that the compliance of the constraint $x \in C$ depends not only on the strategy of a single agent, but also on the whole population. For this reason, one refers to this constraint as coupled constraint. Correspondingly, NG subject to coupled inequality constraints $C$, is also called NG with coupled constraints (NGCC). The set of the feasible strategy of the player $i$ given a joint action $x^{(-i)}$ of other agents is denoted by $Q^{(i)}(x^{(-i)}) := \{x^{(i)} \in X_i : g(x) \leq 0\}$.

**Generalized Nash Equilibrium (GNE):** One of the central concepts in game theory is the so-called Nash equilibrium. Specifically, NE denotes a feasible strategy profile for which no agent can improve her reward by unilaterally deviating from her strategy. For general games underlying coupled constraints, we formally define this notion as follows (see, e.g., [28]):

**Definition 1 (Generalized Nash Equilibrium (GNE)):** Given a NGCC $\Gamma$ and a resource constraint $C$, $x_\ast \in Q$ is said to be a (generalized) Nash equilibrium of $\Gamma$ with $C$ if for each $i \in [N]$:

$$u_i(x^{(i)}, x^{(-i)}) \geq u_i(x^{(i)}, x^{(-i)}), \quad \forall x^{(i)} \in Q(x^{(-i)}).$$

The set of all generalized Nash equilibrium of $\Gamma$ is denoted by $\text{GNE}(\Gamma)$.

**B. Mirror Map and Fenchel Coupling**

Throughout this work, we assume that the agents use first-order information of their utility function to make a decision. However, the first-order information is not necessarily a feasible strategy. For this reason, we specify in the following the class of maps helping an agent realizing her decision from the aforementioned information:

**Definition 2 (Regularizer/penalty function and Mirror Map):** Let $Z$ be a compact convex subset of a Euclidean normed space $V$, and $K > 0$. We say $\psi : Z \rightarrow \mathbb{R}$ is a $K$-strongly convex regularizer (or penalty function) on $Z$, if $\psi$ is continuous and $K$-strongly convex on $Z$, i.e., for all $x, y \in Z$ and $\lambda \in [0, 1]$:

$$\psi(\lambda x + (1-\lambda)y) \leq \lambda \psi(x) + (1-\lambda)\psi(y) - \frac{K}{2}\lambda(1-\lambda)||x-y||^2.$$ 

The mirror map $\Phi : V^* \rightarrow Z$ induced by $\psi$ is defined by:

$$\Phi(y) := \arg \max_{x \in Z} \{ \langle y, x \rangle - \psi(x) \}.$$ 

The following proposition, which is folklore in convex analysis, gives some basic properties of the mirror map:

**Proposition 1:** Let $\psi$ be a $K$-strongly convex regularizer on a compact convex subset $Z$ of a Euclidean normed space $V$ inducing the mirror map $\Phi : V^* \rightarrow Z$, and let $\psi^* : V^* \rightarrow \mathbb{R}$, $y \mapsto \max_{x \in Z} \{ \langle y, x \rangle - \psi(x) \}$ be the convex conjugate of $\psi$. Then:

1) $x = \Phi(y)$ if and only if $y \in \partial \psi(x)$. In particular $\text{im}(\Phi) = \text{dom}(\partial \psi) = \text{relint}(Z)$.

2) $\psi^*$ is differentiable on $V^*$ and $\nabla \psi^*(y) = \Phi(y)$.

3) $\Phi$ is $(1/K)$-Lipschitz continuous, where $\partial \psi(x)$ denotes the subgradient of $\psi$ at $x$.

For a proof of these facts, see e.g., Theorem 23.5 in [46] and Theorem 12.60(b) in [47].

To illustrate the concept of the mirror map, we provide in the following some examples of this map. First of all, the usual Euclidean projection is clearly an instance of the mirror map. Another example of the mirror map is the so-called logit choice $\Phi(y) = \exp(y)/\sum_{k=1}^{D} \exp(y_k)$, generated by the 1-strongly convex regularizer $\psi(x) = \sum_{k=1}^{D} x_k \log x_k$ on the probability simplex $\Delta \subset (\mathbb{R}^{D+1}, \| \cdot \|_1)$. This kind of mirror map is popular in the field of the decision making. Some non-standard examples of mirror maps are $\Phi(y) = (\exp(y_k)/(1+\exp(y_k)))_{k \in [n]}$ induced by the Fermi-Dirac entropy $\psi(x) = \sum_{k=1}^{D} x_k \log x_k + (1-x_k) \log(1-x_k)$ on $Z = [0, 1]^n$, and $\Phi(Y) = \exp(Y)/(1+\exp(Y))_{i \in [n]}$ induced by the von-Neumann entropy $\psi(X) = \text{tr}(X \log X) + (1-\text{tr}X) \log(1-\text{tr}X)$ on the set of positive semidefinite matrices equipped with the nuclear norm.
From the above examples, we can see that the mirror map provides a rich model for the decision-making process by generalizing the projection operator. Besides, another significant advantage of using the concept of the mirror map is a weaker dependence of dimension for the performance of the decision-making process by appropriately adapting this map to the underlying problem geometry. For instance, using the logit choice instead of Euclidean projection for realizing iterative first-order descent method for convex optimization problem on a simplex yields a convergence guarantee which depends logarithmically on the dimension, instead of on the square root of the underlying dimension (see e.g., [17]).

As noticed in [48], the following notion of “distance” is canonical to mirror map:

**Definition 3 (Fenchel Coupling):** Let \( \psi : \mathcal{Z} \to \mathbb{R} \) be a penalty function on a compact convex subset \( \mathcal{Z} \) of a Euclidean normed space \( \mathcal{V} \). The Fenchel coupling induced by \( \psi \) is defined as \( F : \mathcal{V} \times \mathcal{V}^* \to \mathbb{R}, (p, y) \mapsto \psi(p) + \psi^*(y) - \langle y, p \rangle \).

Some useful properties of the Fenchel coupling are stated in the following (for proof see [48]):

**Proposition 2:** Let \( F \) be the Fenchel coupling induced by a \( K \)-strongly convex regularizer \( \psi \) on a compact convex subset \( \mathcal{Z} \) of a Euclidean normed space \( \mathcal{V} \). For \( p \in \mathcal{Z}, y, y' \in \mathcal{V}^* \), we have:

1. \( F(p, y) \geq (K/2)\|y\|^2 \)
2. \( F(p, y) \leq F(p, y) + \langle \psi(y) - p, y' - y \rangle + (1/2)\|y' - y\|^2 \)

Throughout this work, we assume that each agent \( i \in [N] \) possesses a \( K_i \)-strongly convex regularizer \( \psi_i \) that describes the mirror map \( \Phi_i \) and the Fenchel coupling \( F_i \). For the sake of simplicity, we assume \( K_i = K \) for all \( i \in [N] \). In order to emphasize the action of the whole population, we use the operator \( \Phi : \mathcal{V} \to \mathcal{X}, y \mapsto (\Phi_1(y^{(1)}), \ldots, \Phi_N(y^{(N)})) \) and the total Fenchel coupling \( F_i : \mathcal{V} \times \mathcal{V}^* \to \mathbb{R} \), \((x, y) \mapsto \sum_i F_i(x_i, y_i)\).

An implication of Proposition 2 important for later investigation is that the “convergence” of the sequence \( (\Phi(Y))_n \) induced by another sequence \( (Y_n) \), w.r.t. \( F \), i.e., \( F(p, Y_n) \to 0 \) for all \( p \in \mathcal{X} \), implies the convergence of \( (\Phi(Y_n))_n \) w.r.t. the underlying norm. For later purpose, it is helpful to assume that the converse statement holds:

**Assumption 4 (Reciprocity Condition):** For any \( p \in \mathcal{X} \) and any sequence \( (Y_n)_n \) in \( \mathcal{V}^* \), it holds: \( \Phi(Y_n) \to p \Rightarrow F(p, Y_n) \to 0 \).

This condition is standard in the literature of mirror descent (see [49]).

### C. Online Mirror Descent

The foundation of the mechanism proposed in this work is given by the following iterate of the agent \( i \in [N] \) defined as follows:

\[
X_{i}^{(i)} = \Phi_i(Y_{i}^{(i)}), \quad Y_{i}^{(i)} = Y_i^{(i)} + \gamma_i \nu_i^{(i)}(X_i).
\]

This algorithm is a canonical extension of the standard mirror ascent algorithm within the framework of online learning [13], in which the learner subsequently tries to optimize his apriori unknown time-variant regret/payoff-function using some problem-specific feedback (in our case: the first-order information of her utility function).

For practical reasons, we assume that each agent \( i \) does not know the exact gradient \( \psi^{(i)} \). We can model this aspect, by modifying [1] as follows:

\[
X_{i}^{(i)} = \Phi_i(Y_{i}^{(i)}), \quad Y_{i}^{(i)} = Y_i^{(i)} + \gamma_i \nu_i^{(i)}(X_i),
\]

and \( (M_i^{(i)}(n))_{n \in \mathbb{N}} \) be a \( \mathcal{V}^* \)-valued \( \mathcal{F} \)-martingale difference sequence, i.e. for all \( n \in \mathbb{N} \):

1. \( \mathcal{F} \)-Adaptedness: \( M_i^{(i)}(n) \) is \( \mathcal{F}_n \)-measurable for all \( n \in \mathbb{N} \),
2. square-integrability: \( \mathbb{E}[\|M_i^{(i)}(n)\|_2^2] < \infty \),
3. conditionally zero mean: \( \mathbb{E}[M_i^{(i)}(n) | \mathcal{F}_{n-1}] = 0 \) a.s.

This noise model is quite general, since it does not only cover the i.i.d. zero mean noise with finite variance, but also noises with memory. An example is \( M_i^{(i)}(n) = \epsilon_i(n) \epsilon_{n-1} \) where \( \epsilon_i(n) \) i.i.d. mean zero RV and \( \mathcal{F} \) is the corresponding filtration (containing the filtration) generated by the history of \( \epsilon_i(n) \).

### III. Mirror Ascent with Augmented Lagrangian

In order to give the agents incentives for sustainable use of resources, our advice is to obligate the participants to pay additional cost for the amount of resources’ utilization. In this regard, the cost can be given either in monetary unit, or in non-monetary unit such as system/network credit. A precondition for carrying out this obligation is, e.g., an agreement which each participant has to give upon entrance in the system.

To be more specific, let us consider a time slot \( n \). At \( n \), the agent \( i \) is obligate to pay in total \( \sum_{r=1}^{R} \Lambda_i g_r(X_{i}^{(i)}(n), X_{i}^{(i)}(n-1)) \) for a possible future action \( X_{i}^{(i)}(n+1) \in \mathcal{X} \). In this expression,
the variable $A_r^n$ denotes the price of the resource $r$ at time $n$. This information is set and broadcasted to all agents by the resource itself. The specific setting rule of the price will be given in the next paragraph. So at time $n$, the utility function of agent $i$ becomes $u_i(\cdot, X_n) + \sum_{r=1}^R A_r^n g_r(\cdot, X_n^{(-i)}), and consequently, the gradient update (4) turns to:

$$Y_{n+1} = Y_n + \gamma_n \left( \dot{v}_n(i) - \sum_{r=1}^R A_r^n \nabla X_n(i) g_r(X_n(i), X_n^{(-i)}) \right).$$

(4)

Above formulation may indicate that the agents need to know the joint action for the instantaneous derivative of the resource $r$, i.e., $\nabla X_n(i) g_r(X_n(i), X_n^{(-i)})$. However, this is in general not true, since there is a large class of coupled constraints for which $\nabla X_n(i) g_r(X_n(i), X_n^{(-i)})$ only depends on the action of the agent $i$, i.e., $X_n(i)$. More detailed discussion on this aspect will later be given in Remark 1.

Our proposal for the pricing of the resource $r$ at time $n+1$ is inspired by the augmented Lagrangian method (see e.g. [50]) and is given as follows:

$$A_{n+1}^r \leftarrow \Pi_{R^+} A_n + \gamma_n \left( \nabla X_n(i) g_r(X_n) - [\nabla A_n, \theta_n(A_n)] \right),$$

(5)

where $\theta_n : R^R \rightarrow R$ is a differentiable function called the augmentation function. In this work, we mainly consider the augmentation functions of the form:

$$\theta_n(\lambda) := \alpha_n ||\lambda||^2 / 2, \quad \text{where} \ \alpha_n > 0.$$  

(6)

Notice that the update (5) is decentralized since it can be done by the resource itself. Moreover, it is easy to implement since it consists of cheap operations. Also worth to notice is that the information needed for (5) is the in-situ information about the previous price $A_n$, and the congestion state $g_r(X_n)$. Clearly, the resource $r$ does not need for the latter knowledge about the joint action of the population. The low-complexity of (5) and the type of the information sources discussed previously provide our pricing method flexibility to handle possible exit of - and the entrance of participants in the system.

Now, we give for better understanding the intuition behind (5). Without the augmentation term, (5) is the Lagrangian dual ascent corresponding to the coupled constraints. The only unclear term is thus $\nabla A_n, \theta_n(A_n)$. In the following, we discuss this term. The role of the augmentation function’s gradient is to prevent the fast increase of the price due to the accumulation of the previous dynamic. To understand why the latter occurrence is undesired, suppose first that the price is high so that the obligated cost term dominates over the utility term $(\dot{v}_n(i))$ in (1). Then, the agents will rather decide for resources with cheapest cost than for resources which give them the most benefit. Since the price of a resource in absence of the augmentation function is proportional to its congestion state, all agents might at worst (e.g., in the case $N = D$ and $g$ equal to the identity function, where an action corresponds directly to resource utilization choice) consume a single resource with the lowest congestion and cause therefore the latter’s price and load to rise dramatically. Subsequently in the next time slot, they will all mutually utilized another less congested and cheaper resource, causing its price and its congestion to rise dramatically. This procedure will repeat and cause agents’ consumption choice bounces at worst from a single resource to another one, and meanwhile violation of resource capacity constraints.

The corresponding method, which we call mirror ascent augmented resource pricing (MAARP), is given in detail in Algorithm 1. The population’s iterate given in [1] can be written more compact as:

$$X_{n+1} = \Phi(Y_{n+1}), \quad Y_{n+1} = Y_n + \gamma_n \left( \dot{v}_n - [\nabla g(X_n)]^T A_k \right),$$

$$\Lambda_{n+1} = \Pi_{R^+} \left( A_n + \gamma_n \left[ \nabla g(X_n) - \nabla A_n, \theta_n(A_n) \right] \right).$$

(7)

Now, we want to argue that for large class of coupled constraints, our method is decentralized:

Remark 1 (Decentralization Aspect): Suppose that the coupled constraint is quasi-affine, i.e. the function $g$ is given by $g(x) = A h(x) - b$, where $A \in R^{R \times \sum_i D_i}, b \in R^R$, and $h(x) = [h_1(x_1)^T, \ldots, h_N(x_N)^T]$, and for any $i \in [N]$, $h_i : R^{D_i} \rightarrow R$, is differentiable and available only to agent $i$. Moreover, denote $A := [A_1, \ldots, A_N], \text{where for all} \ i \in [N], A_i \in R^{D_i \times D_i}$ is the matrix which is available only to the agent $i$. In this setting, the iterate of agent $i$ is given specifically by $X_{n+1}^i = \Phi_i(Y_n^i + \gamma_n \left[ \nabla h_i(X_n^i)^T A_i^T A_i \right], \text{where} \ \nabla h_i(x) \text{denotes the Jacobian of} h_i \text{at} x^i, \text{Therefore, the iterate of each agent consists of local information such as first-order feedback} \ \dot{v}_n^i, \text{the constraint matrix} A_i, \text{and the Jacobian of} h_i \text{at the iterate of agent} i, \text{and the prices} (A_r^i), r \in [R], \text{set by the resources} r \in [R]. \text{Furthermore, the latter is updated parallelly by each resource.}$

Remark 2 (Difference between MAARP and Alg. 2 in [37]): Besides the fact that the feedback in MAARP is noisy, a difference between Algorithm 2 in [37] and MAARP is that Algorithm 2 in [37] uses the Euclidean projection, while MAARP uses a mirror map which is a generalization (see Subsection II-B and the introduction). As we will see later, the advantage of the use of a mirror map is a weak dependence of the algorithm performance on the dimension of the strategy space (see Remark 2 and Section VII). Another difference between Algorithm 2 in [37] and the MAARP is that the price update in Algorithm 2 in [37] requires two consecutive congestion states of a resource, i.e. $g_r(X_n)$ and $g_r(X_{n+1})$, while MAARP requires only $g_r(X_n)$. By this reason, the price update $A_r^{n+1}$ of MAARP can, in contrast to Algorithm 2 in [37], be done in parallel with the population update $X_{n+1}$. The GNE of our interest is the so-called variational Nash equilibrium (VNE) of the NGCC $F$ with the constraints $C$.
This subclass of GNE arises naturally with the first-order dynamic (w.r.t. v) structure of MAARP as it is defined as the solution \( \text{SOL}(Q, v) \) of the well-known variational inequality VI(\( Q, v \)) (see Definition [4]). To improve the reading flow, we defer the detailed discussion of these aspects to the appendix.

In order to keep the argumentation short by avoiding the notion of convergence of a sequence to a set, we consider the case where the solution of VI(\( Q, v \)) (respectively VI(\( X \times \mathbb{R}^{p \geq 0}, \sigma \))) is unique. This property holds as asserted by Proposition [17] if \( v \) is strictly monotone, which holds if the utility function is strictly convex, in the sense that:

\[
\forall i \in [N], \ x^{(-i)} \in X_i
\]

For the analysis in this section, we use the notation \( M_n := (M^{(1)}_n)_i \) and \( \sigma^n_k := \mathbb{E}[\|M_n\|^2] \).

We have the following convergence statement for the iterate of MAARP:

**Theorem 3**: Suppose that Assumption [2] holds. Moreover, suppose that \( v \) is, in addition, strictly monotone. Let the augmentation function \( \sigma_n \) be given by (6). If the step size sequence \( (\gamma_n)_n \) satisfies the properties:

\[
\sum_{k=0}^{\infty} \gamma_k = \infty, \quad \sum_{k=0}^{\infty} \gamma_k^2 < \infty \tag{8}
\]

and if \( (\alpha_n) \) and \( (\gamma_n) \) satisfy:

\[
\sum_{k=0}^{\infty} \gamma_k \alpha_k < \infty \tag{10}
\]

and for large enough \( k \in \mathbb{N}_0 \):

\[
\gamma_k \left( \alpha_k^2 + \frac{C_1^2}{\alpha_k^2} \right) - \frac{\alpha_k}{2} \leq 0, \tag{11}
\]

then the primal iterate \( X_n \) of MAARP converges to the unique variational Nash equilibrium \( x_k = \text{SOL}(Q, v) \).

Before we provide the proof of the above statement, we give some examples of step size sequences that fulfill the assumptions of the above Theorem:

**Remark 3**: Assume that the noise is persistent, i.e., there exists \( \sigma > 0 \) s.t. \( \sigma_k \leq \sigma \) for all \( k \in \mathbb{N} \). The condition (8) turns to \( \sum_{k=0}^{\infty} \gamma_k^2 < \infty \). Therefore, we can eliminate in this case the redundant condition (9). Furthermore, notice that (9) includes the possibilities that \( \gamma_n = \Theta(n^{-p}), \ p \in (1/2, 1) \), but rules out the possibilities that \( \gamma_n = \Theta(n^{-p}), \ p \in [0, 1/2] \). Now, let be \( \gamma_n = \gamma/(n+1)^p \), where \( \gamma > 0 \) and \( p \in (1/2, 1) \) arbitrary. If we choose \( \alpha_n = \alpha \gamma_n \), for an \( \alpha > 0 \), then (10) is fulfilled. Moreover, we have:

\[
\gamma_n (\alpha^2_n + \frac{C_1^2}{\alpha_n}) - \frac{\alpha_n}{2} = \gamma_n \left[ \alpha^2 \gamma_n + \frac{C_1^2}{\alpha_n} - \frac{\alpha_n}{2} \right].
\]

In case \( \alpha > 2C_1^2/K \), we can find \( c > 0 \) s.t.:

\[
\gamma_n (\alpha^2_n + \frac{C_1^2}{\alpha_n}) - \frac{\alpha_n}{2} \leq \gamma_n \left[ \alpha^2 \gamma_n^2 - c \right].
\]

Since the R.H.S. of the above inequality is negative for large \( n \), (11) is fulfilled by the choice \( \alpha > 2C_1^2/K \).

In the following, we relate the noise condition with the usual one given in the literature:

**Remark 4**: By the Fubini’s Theorem and the tower property one can see that the condition (9) implies the condition that a.s. \( \sum_{k=0}^{\infty} \gamma_k \mathbb{E}_k[\|M_{k+1}\|^2] < \infty \), which is often used in the martingale analysis.

In order to differentiate our approach from one of the closest previous prior works, we give the following remarks:

**Remark 5 (Relation to Stochastic Approximation Theory)**: At first sight, one may think that the dynamic (7) is an instance of the stochastic approximation algorithm (see e.g. [57]–[58]) having the archetypical form:

\[
Z_{n+1} = Z_n + \gamma_n \left[ h(Z_n) + M_n \right], \tag{12}
\]

for a Lipschitz continuous vector field \( h \). So the question might arise whether one can immediately obtain Theorem [3] using the stochastic approximation theory, whose approach (“ODE approach”) consists of considering (12) as a Cauchy-Euler approximation of the ordinary differential equation (ODE) \( \dot{Z}_t = h(Z_t) \). However, taking a detailed look at (7), one can recognize that our proposed algorithm differs from (12) by the non-linear mappings, i.e., \( \Phi \) and \( \Pi_{\bar{R}^2_0} \), ensuring that the corresponding dynamic remains in the feasible sets. Moreover, in contrast to stochastic approximation theory, we do not require any Lipschitz condition on the vector field \( v \), which is needed for the uniqueness of the solution of the corresponding ODE. Even if we require the Lipschitz continuity \( v \), taking a similar ODE approach as done in the stochastic approximation theory by defining the ODE approximation of (7) as:

\[
X_t = \Phi(Y_t), \quad \dot{Y}_t = v(X_t) - \nabla g(X_t)^T A_t,
\]

would surely require intricate argumentation: Starting with showing that the solution of above ODE uniquely exists – which is not immediately follows since a mirror map is in general not invertible. Nevertheless, the work [24] investigating the dynamic (7) constituting the fundament of our proposed algorithm [17] follows the intricate ODE approach by using techniques provided in [57]. We give a more detailed comment on this aspect in Remark [3].

Besides, the requirements (8) and (9) which are the usual summability condition in the stochastic approximation theory (see e.g. equation (2) in [52]) might lead some readers to think that Theorem [3] is an easy consequence of the stochastic approximation theory. However, in order to derive the convergence result, we need to postulate additional requirements: The requirement (10) that ensures the decreasing influence of the non-equilibrium of the prices, and the requirement (11) that ensures that the price update tracks the population dynamic.

**Remark 6 (Relation to [24])**: One may think that by defining a canonical new game with a new player controlling the dual variable Theorem [3] is a simple assertion of Theorem 4.7 in [24]. On the contrary, this claim is not valid, since Theorem 4.7 in [24] relies on the fact that the constraint set of each
player is compact, while the constraint set \( \mathbb{R}_+^R \) of the dual variable is unbounded. Also by the latter, we cannot imitate the approach done in [27] based on the theory provided in [57]. This hurdle motivates us to search for another way (Lemma 2) to generate the convergence statement (Theorem 3) from the recursion result (Lemma 3). Our approach (Lemma 2) is much simpler than that given in [27] and can also be used to generate Theorem 4.7 in [27]. Another difference of our work to [27] is our weaker noise assumption. In [27], it is assumed that there exists \( \sigma > 0 \) s.t. \( \mathbb{E}_n[\{M_{n+1}\}_{1}^{\infty}] \leq \sigma^2 \) a.s. for all \( n \in \mathbb{N}_0 \). Assuming [8], which is also done in [27], and applying Fubini’s Theorem and the tower property, the latter observation implies [9].

### A. Bound for Primal-Dual Iterate

The first step to prove Theorem 3 is to investigate the distance between the primal-dual iterate of the MAARP to the solution of VI(\( \mathcal{X} \times \mathbb{R}_+^R \), \( \nu \)). As a distance function, we use:

\[
\tilde{F}(x, \lambda) := F(x, y) + \langle \lambda - \tilde{\lambda} \rangle_{\mathbb{R}^2} / 2
\]

where \( x \in \mathcal{X}, y \in \mathbb{R}^D \) and \( \lambda \in \mathbb{R}^R \). The following result gives a bound for:

\[
V_n(z) := \tilde{F}(x, Z_n) - \tilde{F}(x, Z_0),
\]

where \( z \in \mathcal{X}, z \in \mathcal{X} \times \mathbb{R}_+^R \) and \( Z_n = (X_n, A_n) \):

**Theorem 4**: Let \( C_1, C_2, C_3 > 0 \) be constants s.t. for all \( x \in \mathcal{X} \), \( \lambda \in \mathbb{R}^R \) it holds:

\[
\|\nabla g(x)^T \lambda\|_* \leq C_1 \|\lambda\|_2, \|\nu(x)\|_* \leq C_2, \|g(x)\|_2 \leq C_3,
\]

and suppose that for all \( n, \theta_n \) is continuously differentiable and \( K_n \)-strongly convex. For all \( z \in \mathcal{X}, z \in \mathcal{X} \times \mathbb{R}_+^R \), it holds:

\[
\begin{align*}
V_n(z) & \leq \sum_{k=0}^{n-1} \gamma_k \eta_k(z) + \left( \frac{C_1^2}{\alpha} + \frac{C_2^2}{\beta} \right) \sum_{k=0}^{n-1} \gamma_k^2 \\
& \quad + \sum_{k=0}^{n-1} \gamma_k \psi_k(A_k, \lambda) + S_n(x) + \frac{\beta}{\alpha} R_n
\end{align*}
\]

**Proof**: By inserting the iterate of the MAARP into the bound given in Proposition 2 by using triangle inequality, by the inequality \( \sum_{i=1}^{n+1} a_i^2 \leq K \sum_{i=1}^{n} a_i^2 \), and by the assumption [13], it is straightforward to obtain the following bound for \( \mathcal{E}_k^{(1)}(x) := F(x, Y_k) \):

\[
\begin{align*}
\mathcal{E}_k^{(1)}(x) - \mathcal{E}_k^{(1)}(x) & \leq \gamma_k \langle X_k - x, \nu(X_k) - [\nabla g(X_k)]^TA_k \rangle \\
& \quad + \gamma_k M_{k+1} + \frac{\gamma_k}{\beta} (C_1^2 + 2(C_2^2 + M_{k+1}^2) / K) \|
\]

Now, we sum the above inequality over all \( k = 0, \ldots, n-1 \) and subsequently telescope, and obtain the following upper bound for \( V_n^{(1)}(x) := F(x, Y_n) - F(x, Y_0) \):

\[
V_n^{(1)}(x) \leq \sum_{k=0}^{n-1} \gamma_k \langle X_k - x, \nu(X_k) - [\nabla g(X_k)]^T A_k \rangle \\
+ \sum_{k=0}^{n-1} \frac{\gamma_k^2 C_1^2}{\beta} \|A_k\|^2 + S_n(x) + R_n + \frac{2C_2^2}{\beta} \sum_{k=0}^{n-1} \gamma_k^2.
\]

Next, similar computation gives the following bound for \( V_n^{(2)}(\lambda) := \|A_n - \lambda\|^2_2 - \|A_0 - \lambda\|^2_2 / 2 \):

\[
\begin{align*}
V_n^{(2)}(\lambda) & \leq \sum_{k=0}^{n-1} \gamma_k \langle A_k - \lambda, g(X_k) \rangle \\
& \quad - \sum_{k=0}^{n-1} \gamma_k \langle A_k - \lambda, (\nabla A_k \theta_k(A_k) \rangle \\
& \quad + \sum_{k=0}^{n-1} \gamma_k^2 (\frac{C_2^2}{\beta} + \|\nabla A_k \theta_k(A_k)\|_2^2).
\end{align*}
\]

Now, since \( \theta_k \) is \( K_n \)-strongly convex for all \( k \), we have:

\[
\langle \lambda - A_k, \nabla A_k \theta_k(A_k) \rangle \leq \theta_k(\lambda) - \theta_k(A_k) - \frac{\gamma_k}{\beta} \|A_k - \lambda\|^2.
\]

By setting this inequality into (10), we have:

\[
V_n^{(2)}(\lambda) \leq \sum_{k=0}^{n-1} \gamma_k \langle A_k - \lambda, g(X_k) \rangle + \sum_{k=0}^{n-1} \gamma_k \langle \theta_k(\lambda) - \theta_k(A_k) \rangle \\
- \sum_{k=0}^{n-1} \gamma_k \frac{\alpha}{\beta} \|A_k - \lambda\|^2_2 + \sum_{k=0}^{n-1} \gamma_k^2 (\frac{C_2^2}{\beta} + \|\nabla A_k \theta_k(A_k)\|_2^2).
\]

Combining the bounds for \( V_n^{(1)}(x) \) and \( V_n^{(2)}(\lambda) \), we obtain the desired bound for \( V_n(x, \lambda) = V_n^{(1)}(x) + V_n^{(2)}(\lambda) \).

Regarding the estimate given in Theorem 4, one possibility to gain control over \( V_n \) is to eliminate the dependency of the upper bound (14) on \( A_k, k \in [n-1]_0 \). We accomplish this goal by choosing the augmentation functions as in (8), each for all \( n \in \mathbb{N}_0 \), a \( \alpha_n \)-strongly convex augmentation function, yielding:

\[
2\Psi_n(A_n, \lambda) = \alpha_n \|\lambda\|^2_2 + \beta_n \|A_n - \lambda\|^2_2 - \alpha_k \|A_n - \lambda\|^2_2
\]

\[
\beta_n := \frac{\gamma_n (\frac{\alpha_n^2 + \frac{C_1^2}{\beta}}{\alpha} - \frac{\beta_n}{\beta})}{\alpha_k^2}.
\]

and subsequently ensuring \( \beta_n \leq 0 \), by appropriately choosing \( \alpha_k \) and \( \gamma_k \) (see (11)).

### B. Control over Noise

In order to gain control over the disturbance due to the noise in the first-order feedback represented by the sums \( S_n(x) \) and \( R_n \) occurring in the upper bound (14), we apply the Doob’s Martingale Convergence Theorem known in the literature of the martingale theory (see e.g., [54]):
Lemma 5: Suppose that \((M_n)\) is a square integrable \(\mathbb{R}^D\)-valued \(\mathcal{F}\)-martingale difference sequence and that \((\mathbb{1})\) holds. Then for the partial sums \(S_n = S_n(x)\) and \(R_n = R_n(x)\), \(n \geq 0\), given in \((\mathbb{15})\), it holds:  
1) \((S_n)\) is a mean zero square integrable \(\mathcal{F}\)-martingale and \((R_n)\) is a non-negative \(\mathcal{F}\)-sub-martingale  
2) There exists a square integrable real \(RV\) \(R_x\) and an integrable real \(RV\) s.t. \((S_n)\) converges a.s. and in \(L^2\) to \(S_x\) and \((R_n)\) converges a.s. and in \(L^1\) to \(R_x\).

Proof: It holds since \(M_n\) is square integrable for all \(n\):  
\[E[||R_n||^2] = \sum_{k=0}^{n-1} \gamma_k^2 E[||M_{k+1}||^2] < \infty.\]

Moreover by the triangle inequality and the Hölder’s inequality, it yields:  
\[|S_n|^2 \leq \sum_{k=0}^{n-1} \gamma_k^2 ||M_k||^2 \leq \sum_{k=0}^{n-1} \gamma_k^2 |x_k||x_{k+1}||M_{k+1}||_2 \leq TC_X^2 R_n,\]

where \(C_X^2 > 0\) is a constant, whose existence is ensured by the compactness of \(X\). This observation and the integrability of \(R_n\) give the square integrability of \(S_n\).

Now, since \(||M_{k+1}||^2\) is non-negative, it follows immediately that \(E_{n-1}[R_n] \geq R_{n-1}\). This observation and the apparent fact that \((R_n)\) is \(\mathcal{F}\)-adapted give that \((R_n)\) is a sub-martingale.

Next, we show that \((S_n)\) is a martingale. Since for all \(k \in \mathbb{N}_0\), \(X_k\) is a measurable function of \((M_{\tau})_{\tau \leq k}\), it follows that \((X_n)\) is adapted to \(\mathcal{F}\). Consequently, \((S_n)\) is adapted. Moreover, the fact that \(X_n\) is \(\mathcal{F}_n\)-measurable asserts:  
\[E_k[M_k] = \langle X_k - x, E_k[M_{k+1}] \rangle = 0.\]

So, consequently we have as desired, \(E_n[S_{n+1}] = S_n\). At last, it is immediate to see that this fact and \((\mathbb{17})\) assert that \(E[S_n] = 0\).

Now we prove the statement 2). For \(k, \tilde{k} \in \mathbb{N}_0\) with \(k < \tilde{k}\), we have by the tower property, by the fact that \(M_k\) is \(\mathcal{F}_{\tilde{k}}\)-measurable, and by \((\mathbb{17})\), \(E[M_k M_{\tilde{k}}] = E[E_k[M_k][M_{\tilde{k}}]] = E[M_k E_k[M_{\tilde{k}}]] = 0\). This asserts that:  
\[E[|S_n|^2] = \sum_{k=0}^{n-1} \gamma_k^2 E[||M_k||^2] + \sum_{k=0}^{n-1} \gamma_k \gamma_k E[||M_k||^2] \leq C_X^2 \sum_{k=0}^{n-1} \gamma_k^2 E[||M_k||^2].\]

To continue, notice that assumption \((\mathbb{9})\) asserts that \(\sum_{k=0}^{\infty} \gamma_k^2 E[||M_{k+1}||^2] < \infty\). So, this observation and above inequality assert that \(\{S_n\}\) converges uniformly. Therefore, by Martingale Convergence Theorem, we obtain the statement in 2) on \(\{S_n\}\). Now, notice that the fact that \((R_n)\) is uniformly integrable follows immediately from \((\mathbb{9})\). Consequently the remaining statement in 2) follows immediately from the Martingale Convergence Theorem.

C. Convergence Proof

The remaining auxiliary statement needed to prove Theorem \((\mathbb{3})\) is Proposition \((\mathbb{16})\) given in the Appendix. This proposition asserts that in order to show the convergence of the primal iterate to the variational Nash equilibrium of the NGCC \(\Gamma\) with the constraints \(C\), we can instead investigate the convergence behavior of both the population - and the price iterate to the solution of the extended variational inequality \(VI(X^* \times \mathbb{R}^p_{\geq 0}, \tilde{v})\), where \(\tilde{v}\) is the KKT operator corresponding to \(VI(Q, v)\) given in \((\mathbb{34})\). A detailed discussion on this aspect is given in the Subsection \((\mathbb{B})\) in the Appendix.

One step in the direction of the proof of our main result (Theorem \((\mathbb{3})\)) is to combine the results obtained in the preceding subsections and show the recurrence of \(Z_n\) around the solution of the variational inequality \(VI(X^* \times \mathbb{R}^p_{\geq 0}, \tilde{v})\):

Lemma 6: Suppose that the Assumptions \((\mathbb{2})\) and \((\mathbb{3})\) hold, and that \(v\) is strictly monotone. Let the augmentation function \(\theta_t\) be given by \((\mathbb{6})\). If \((\gamma_n)_{n \in \mathbb{N}}\) and \((\alpha_n)_{n \in \mathbb{N}}\) fulfill \((\mathbb{9})\), \((\mathbb{8})\), \((\mathbb{10})\), and \((\mathbb{11})\), then the primal-dual iterate \((Z_{n})_n\) a.s. recurs in all the neighbors (w.r.t. \(\|\cdot\|_\omega\)) of the unique variational Nash equilibrium \(z\) \(\in \text{SOL}(X^* \times \mathbb{R}^p_{\geq 0}, \tilde{v})\) of \(\Gamma\), i.e., a.s. there exists a subsequence \((Z_{n_k})_k\) of \((Z_n)_n\) which converges to \(z\) w.r.t. \(\|\cdot\|_\omega\).

Proof: Clearly since \(X_n \in X\) for all \(n \in \mathbb{N}\) with \(X\) compact, the sequence \((X_n)_{n \in \mathbb{N}}\) is non-explosive, i.e. \(\|X_n\| < \infty\) for all \(n \in \mathbb{N}\). Moreover, via standard Grönwall’s argumentation, one can infer that \(A_n\) is also non-explosive. As a consequence of these facts, we can assume, without loss of generality, that \((\mathbb{11})\) holds for all \(k \in \mathbb{N}\).

Now, notice that by Theorem \((\mathbb{4})\) it follows that \(V_n = V_n(z)\) is upper bounded by:  
\[\tau_n \left( \frac{\sum_{k=0}^{n-1} \gamma_k \eta_k}{\tau_n} + \tilde{C}_1 \frac{\sum_{k=0}^{n-1} \gamma_k}{\tau_n} \right) + \frac{\sum_{k=0}^{n-1} \gamma_k \eta_k}{2\tau_n} + \frac{\lambda_n + 2R_n}{\tau_n}. \]

Now, Lemma \((\mathbb{5})\) asserts that both \((S_n)\) and \((R_n)\) converge a.s. and therefore a.s. there exists a constant \(A\) s.t. \(S_n + (2/K)R_n \leq A\) for all \(n\). This and \((\mathbb{19})\) yield that \(V_n/\tau_n\) is upper bounded by:  
\[\frac{\sum_{k=0}^{n-1} \gamma_k \eta_k}{\tau_n} + \tilde{C}_1 \frac{\sum_{k=0}^{n-1} \gamma_k}{\tau_n} + \frac{|\lambda_n|^{\frac{2}{2\tau_n}} + \sum_{k=0}^{n-1} \gamma_k \alpha_k}{\tau_n} + \frac{A}{\tau_n}. \]

For the final step of the proof, let \(U\) be an arbitrary neighborhood of \(z\) w.r.t. the norm on \(\mathbb{V} \times \mathbb{R}^p\). Moreover, suppose that \(Z_n \notin U\) for all sufficiently large \(n \geq 0\). W.l.o.g. we assume that \(Z_n \notin U\) for all \(n \geq 0\). The latter assumption, and the fact \(v\) strictly monotone, which is a consequence of strict monotonicity of \(v\), and \((\mathbb{35})\), assert that we can find \(c > 0\)
s.t. \( \eta_k \leq -c, \forall k \geq 0 \). Consequently, we have the following upper bound of \( \mathcal{V}_n \):

\[
\tau_n \left( -c + \tilde{C}_1 \frac{\sum_{k=0}^{n-1} \eta_k^2 + \sum_{k=0}^{n-1} \eta_k \alpha_k}{\tau_n} + \frac{\sum_{k=0}^{n-1} \eta_k \alpha_k}{2 \tau_n} \right) + A \tau_n \right) .
\]

(21)

Now, (8) and (10) assert that:

\[
\tilde{C}_1 \frac{\sum_{k=0}^{n-1} \eta_k^2 + \sum_{k=0}^{n-1} \eta_k \alpha_k}{\tau_n} + A \tau_n \to 0, \quad \text{as } n \to \infty.
\]

(22)

Finally, since \( \tau_n \to \infty \) as \( n \to \infty \), we have from (22) and (21) that a.s. \( \mathcal{V}_n \to -\infty, n \to \infty \). This contradicts with the fact that \( \mathcal{V}_n \geq -\tilde{F}(z*, Z_0) \to -\infty \). Thus, we obtain as desired that a.s. \( Z_n \in U \) for infinitely many \( n \geq 0 \).

The final auxiliary step that we need for showing Theorem 3 is the following result in the spirit of Robin-Siegman’s Lemma (see e.g., Thm. 1.3.12 in [55]):

**Lemma 7:** Suppose that the Assumptions 2, 3, 4, and 5 hold, and that \((\gamma_n)_{n\in\mathbb{N}}, (M_n)_{n\in\mathbb{N}}, \alpha_n \in \mathbb{R}\), and \((\eta_n)_{n\in\mathbb{N}} \) fulfill (8), (10), and (11). Let \( z* \) be a variational Nash equilibrium, i.e., solution of \( z* \in \text{VI}(\mathcal{X} \times \mathbb{R}^R, \nu) \). Then a.s. \( (\tilde{F}(z*, Z_n))_n \) converges to a finite RV.

**Proof:** W.l.o.g. we can assume that (11) holds for all \( n \). Now, we have by (19):

\[
\tilde{F}(z*, Z_{n+1}) - \tilde{F}(z*, Z_n) + \gamma_n \eta_n + \frac{\gamma_n \alpha_n \lambda_k^2}{\tau_n^2} + \frac{\gamma_n \alpha_n \lambda_k^2}{\tau_n} + \gamma_n \alpha_n |M_n + \gamma_n \alpha_n |M_{n+1}|^2
\]

(23)

To continue, notice that \( Z_n \in \mathcal{F}_n \) measurable and \( \eta_n = \eta_n(z*) \leq 0 \) for all \( n \) (this follows from the assumptions that \( z* \) is the solution of \( \text{VI}(\mathcal{X} \times \mathbb{R}^R, \nu) \) and \( \nu \) is monotone, and \( E_n[M_n] = 0 \). Therefore, taking the expectation of (23) given \( \mathcal{F}_n \), we obtain:

\[
E[\tilde{F}(z*, Z_{n+1})|\mathcal{F}_n] \leq \tilde{F}(z*, Z_n) + \zeta_n
\]

(24)

where \( \zeta_n := \frac{\gamma_n \alpha_n \lambda_k^2}{\tau_n^2} + \frac{\gamma_n \alpha_n \lambda_k^2}{\tau_n} + \gamma_n \alpha_n |M_{n+1}|^2|F_n| \).

For further step, Notice that by the assumptions (8), (10), (11), and Remark 4\((\zeta_n) \) is a non-negative \( \mathcal{F}_n \)-adapted sequence which fulfills \( \sum_{k=0}^{n-1} \zeta_k < \infty \) a.s.

Now, we aim to exploit (24). For this sake, consider the sequence \( Y_n := \tilde{F}(z*, Z_n) - \sum_{k=0}^{n-1} \zeta_k \). Clearly, \( (Y_n) \) is \( \mathcal{F}_n \)-adapted and integrable. Moreover, the fact that \( (\zeta_n) \) is \( \mathcal{F}_n \)-adapted gives \( E_n[Y_{n+1}] = E_n[\tilde{F}(z*, Z_{n+1})] - \sum_{k=0}^{n-1} \zeta_k \). So combining this and (24), we have \( E_n[Y_{n+1}] \leq Y_n \), and consequently \( (Y_n) \) is a supermartingale. Notice that this supermartingale fulfills \( Y_n \geq -\sum_{k=0}^{n-1} \zeta_k > -\infty \), for all \( n \geq 0 \).

Therefore, the Martingale Convergence Theorem asserts that \( (Y_n) \) a.s. converges. Finally, since \( 0 \leq \sum_{k=0}^{n-1} \zeta_k < \infty \) a.s., it follows that \( (\tilde{F}(z*, Z_n))_n \) converges a.s., as desired.

Now, we are ready to prove our main result:

**Proof (Proof of Theorem 3):** Notice first that Lemma 6 asserts (a.s.) the existence of a subsequence \( (z_k)_k \) of \( (z_n)_n \), which converges to \( z* \) the unique solution of \( \text{VI}(\mathcal{X} \times \mathbb{R}^R, \nu) \). Furthermore, the reprocity condition asserts that \( \tilde{F}(z*, Z_n) \to 0 \). Next, Lemma 7 asserts that \( (\tilde{F}(z*, Z_n))_n \) converges a.s. to a finite random variable and therefore a.s. a Cauchy sequence. As a consequence of the previous observations, for any \( \epsilon > 0 \), a.s., we can choose \( n_0 \) large enough s.t. for all \( n_k, n_\bar{n} \geq n_0, F(z*, Z_{n_k}) \leq \epsilon/2 \) and \( F(z*, Z_{n_\bar{n}}) \leq F(z*, Z_n) + \epsilon/2 \). So for the latter event, we have for \( n, n_k \geq n_0, F(z*, Z_{n_k}) \leq F(z*, Z_n) + \epsilon/2 \leq \epsilon \). Thus a.s. \( F(z*, Z_n) \to 0 \) as \( n \to \infty \) and Proposition 3 asserts that \( (Z_n) \) converges a.s. to \( z* = (x*, \lambda_k) \) as \( n \to \infty \). For the desired statement, notice that by Proposition 17 \( x^k \) is the unique variational Nash equilibrium.

**V. RESOURCE CONSTRAINT VIOLATION ANALYSIS**

Theorem 3 asserts that in the long term and under suitable choices of algorithm parameters, the population iterate a.s. satisfies the coupled resource constraint. However, the guarantee is purely asymptotic, i.e., we only know that for large times, the population’s iterate almost fulfills the resource constraints.

Motivated to eliminate this drawback, we investigate in this section the non-asymptotic behavior of the iterate guarantee. In particular, we are interested in how the amount of resource constraint violation of MAARP decays with time. To make the corresponding result more accessible, we assume in this section the following:

**Assumption 5:** For all \( n \in \mathbb{N} \), \( \alpha_n = \alpha \gamma_n \) for an \( \alpha > 0 \). The trackability condition (11) holds for all \( n \in \mathbb{N} \), which is in this context:

\[
\alpha^2 \gamma_n - \alpha + \frac{C^2}{\tau_n^2} \leq 0, \quad \forall n \in \mathbb{N}.
\]

(25)

The noise is persistent in the sense that there exists \( \sigma > 0 \) s.t.

\[
\sigma_k \leq \sigma \quad \text{for all } k \in \mathbb{N}.
\]

Our measure for the resource constraint violation of MAARP is the following:

\[
\text{CVio}^r_n := \frac{\sum_{k=0}^{n-1} \gamma_k g_r(X_k)}{\sum_{k=0}^{n-1} \gamma_k}.
\]

Since \( g_r \) is convex for every \( r \in [R] \), it follows from Jensen’s inequality that \( \text{CVio}^r_n \) is an upper bound of the constraint violation on the resource \( r \) caused by the ergodic average of the population iterate at time \( n - 1 \), i.e.:

\[
g_r(\overline{X}_n) \leq \text{CVio}^r_n, \quad \text{where } \overline{X}_n := \frac{\sum_{k=0}^{n-1} \gamma_k X_k}{\sum_{k=0}^{n-1} \gamma_k}.
\]

(26)

We start with the following auxiliary statement, which asserts that one can deduce the information about the load from the prices:

**Lemma 8:** Suppose that \( A_0 = 0 \). For all \( r \in [R] \) and \( n \in \mathbb{N} \):

\[
\text{CVio}^r_n \leq \|A_k\|_2 + \sum_{k=0}^{n-1} \gamma_k g_r(A_k) + \sum_{k=0}^{n-1} \gamma_k \|A_k\|_2.
\]

**Proof:** The definition of our price policy gives \( A_{k+1} \geq A_k + \gamma_k g_r(X_k) - \gamma_k \alpha_k A_k \). So by summing this inequality and subsequent telescoping, we have, since \( A_0 = 0 \),

\[
\sum_{k=0}^{n-1} \gamma_k g_r(X_k) \leq A_n + \sum_{k=0}^{n-1} \gamma_k \alpha_k A_k.
\]

Now, this inequality and the fact that \( A_k \geq 0 \) give \( A_n \leq \sqrt{\sum_{k=1}^{n} (A_k)^2} = \|A_n\|_2 \). Therefore as desired \( \sum_{k=0}^{n-1} \gamma_k g_r(X_k) \leq \|A_n\|_2 + \sum_{k=0}^{n-1} \gamma_k \alpha_k \|A_k\|_2 \).

Therefore to show the decay \( \text{CVio}^r_n \), we only need to investigate the growth of the prices.
The desired statement follows from above since a universal constant (for the latter see Example 2.7 in [56]).

Thus by Jensen’s inequality and triangle inequality:

\[
\Delta \psi = \sum_{i=1}^{N} \left( \max_{x^{(i)} \in X_i} \psi_i(x^{(i)}) - \min_{x^{(i)} \in X_i} \psi_i(x^{(i)}) \right).
\] (27)

Theorem 10 guarantees the decaying coupled constraints violation in expectation of the ergodic average of the population actions for step size \( \gamma_k \) and augmentation sequence \( \alpha_k \) of order \( \Theta(1/\sqrt{k}) \). In contrast, Theorem 3 does not ensure the a.s. fulfillment of the ergodic average in the asymptotic regime for the step size sequences of order \( \Theta(1/\sqrt{k}) \). To close this theoretical gap, we show the convergence of the ergodic average for that class of step sizes:

Theorem 11: Suppose that \( v \) is strictly monotone, and suppose that there exists \( \sigma > 0 \) s.t. \( \sigma_k \leq \sigma \) for all \( k \in N \), and that:

\[
\sum_{k=0}^{\infty} \frac{\gamma_k}{k} = \infty \quad \sum_{k=0}^{\infty} \frac{\gamma_k^2}{k} \to 0 \quad \sum_{k=0}^{\infty} \frac{\gamma_k}{k} \to 0 \quad \sum_{k=0}^{\infty} \frac{\gamma_k^2}{(\gamma_k^2 + \gamma_k)} < \infty.
\] (28) (29) (30)

Then it holds \( \lim_{n \to \infty} X_n = x^* \).

Before we provide the proof of the above theorem, let us first have a discussion about the step size and the augmentation sequence that fulfill the above requirement:

Remark 8: Clearly, a step size sequence of order \( \gamma_k = \Theta(k^p) \), where \( p \in (0, 1] \) fulfills (28) and (30). Choosing \( \alpha_k = \alpha \gamma_k \) for an \( \alpha > 0 \), one sees that (29) is also fulfilled.

Lemma 12: Suppose that:

\[
\sum_{k=0}^{\infty} \frac{\gamma_k}{k} = \infty \quad \sum_{k=0}^{\infty} \frac{\gamma_k^2}{k} \to 0 \quad \sum_{k=0}^{\infty} \frac{\gamma_k^2}{\gamma_k^2 + \gamma_k} < \infty.
\]

Then it holds:

\[
\frac{R_n}{\sum_{k=0}^{n} \gamma_k \gamma_k} \to 0, \quad n \to \infty.
\] (31)
Fig. 1. RANCCV of the ergodic average of the population’s dynamic for $D = R = 20$, $N = 50$, $d = 10.5$, and $\sigma = 0$.

**Proof (Proof of Theorem 11):** It holds:

$$\langle Z_n - z_0, \tilde{v}(z_0) \rangle = \sum_{k=0}^{n-1} \gamma_k \langle Z_k - z_0, \nabla(z_0) \rangle \geq \sum_{k=0}^{n-1} \gamma_k \langle Z_k - z_0, \nabla(z_0) \rangle,$$

where the inequality follows from the monotonicity of $\tilde{v}$. Thus, it follows from (19) and the fact that $\mathcal{V}_n \geq F(Z_0, z_0)$:

$$\langle Z_n - z_0, \tilde{v}(z_0) \rangle \geq -\tilde{v}(Z_0, z_0) - \tilde{C}_1 \sum_{k=0}^{n-1} \gamma_k + \|\bar{A} \| \sum_{k=0}^{n-1} \gamma_k \alpha_k + \frac{1}{2} S_n + \frac{1}{2} R_n.$$

Now, Lemma 12 and 13 give $(S_n + \frac{2}{n} R_n) / \tau_n \to 0$ a.s. and consequently $\liminf_{n \to \infty} \langle Z_n - z_0, \tilde{v}(z_0) \rangle \geq 0$. Combining this statement with the fact that a.s. $\limsup_{n \to \infty} Z_n - z_0, \tilde{v}(z_0) \leq 0$, which is implied by the fact that $z_0 \in \text{SOL}(X \times \mathbb{R}^R ; 0, \tilde{v})$, it follows that $\lim_{n \to \infty} \langle Z_n - Z_0, \tilde{v}(z_0) \rangle = 0$. Finally, since $\tilde{v}$ is strictly monotone, it follows that a.s. $\lim_{n \to \infty} Z_n = z_0$ as desired.

**VII. NUMERICAL EXPERIMENT**

In this section, we numerically investigate the behavior of Algorithm 1 in the case the underlying game model is quadratic. This sort of games is popular in several applications (see e.g. [24], [37], [38]) such as competitive markets, cognitive radio networks, charging of electric vehicles, and congestion control of road networks. Our focus here lies on the difference of the sustainable resource behavior, between the population’s states and the their ergodic averages, and between different choices of the mirror map.

**A. Setting**

*Exponential Weights Online Learning in the Quadratic Game:* We consider $N$ agents whose task is to allocate a certain amount of tasks to $R$ resources. The strategy space of agent $i$ corresponds to the simplex $\Delta := \left\{ x^{(i)} \in \mathbb{R}^R : \sum_{r=1}^R x^{(i)}_r = 1 \right\}$. For a strategy, $x^{(i)} \in \Delta$, $x^{(i)}_r$ stands for the proportion of tasks agent $i$ assigns to resource $r \in [R]$. Moreover, we have, in this case, $D = R$. The cost function of player $i$ is quadratic and given by

$$J^{(i)}(x^{(i)}, x^{(-i)}) = \frac{1}{2} \langle x^{(i)}, Q x^{(i)} \rangle + \langle C \sigma(x) + c', x^{(i)} \rangle,$$

where $\sigma(x) = \frac{1}{N} \sum_{i=1}^N x^{(i)}$, $c_i \in \mathbb{R}^D$, $Q \in \mathbb{R}^{D \times D}$ and $C \in \mathbb{R}^{D \times D}$ are positive semi-definite, and either $Q$ or $C$ are positive definite. In order to apply our method, we set $u_i(x) = -J^{(i)}(x)$. The corresponding gradient mapping is given by:

$$\mathbf{v}(x) = -\left( [I_N \otimes Q + \frac{1}{N} I_N I_N^T \otimes C] x + c + \frac{1}{N} [I_N \otimes C^T] x \right),$$

where $\otimes$ denotes the Kronecker product between two matrices, and where $I_N$ denotes a vector in $\mathbb{R}^N$ whose entries are one and $I_N$ denotes the identity matrix in $\mathbb{R}^{N \times N}$.

Fig. 2. RANCCV of the ergodic average of the population’s dynamic for $D = R = 50$, $N = 100$, $d = 8.5$, and $\sigma = 0$.

**Game Parameter:** As the mirror map of the agents, we use either the Euclidean projection onto the simplex or the logit choice. In order to avoid numerical overflow in the implementation of the logit choice we use the log-sum trick. In the simulation, we set $Q = 2\sqrt{Q^T Q} + I_D$, where the entries of $Q$ are chosen independently and normal distributed. Moreover we consider the case where $C = 4I_D$ and $c = 0$. We adapt the model for resource constraints, the affine constraints as described in Remark 11 with $A = 4I_D$ and $b = dI_D$ for different $d > 0$. As the model for the stochastic feedback, we use the Gaussian vector with the covariance matrix $\sigma^2 I_D$, where either $\sigma = 0$ or $\sigma = 5$. Throughout the simulations, we choose the step size sequence $\gamma_n = 0.5/\sqrt{n + 1}$ and the augmentation sequence $\alpha_n = \alpha \gamma_n$ with $\alpha = 5$. We plot the corresponding resource average negative clipped constraints violation (RANCCV), both of the ergodic average of the population’s dynamic, i.e., $\sum_{r=1}^R \left[ g_r(\overline{X}_n) \right] / R$, and of the population’s dynamic, i.e., $\sum_{r=1}^R \left[ g_r(\overline{X}_n) \right] / R$.

Fig. 3. RANCCV of the ergodic average of the population’s dynamic for $D = R = 50$, $N = 100$, $d = 8$, and $\sigma = 0$.
than Euclidean projection also improves not only sustainable behavior but also the population’s welfare.

Fig. 4. RANCCV of the population’s dynamic for $D = R = 20, N = 50, d = 10.5$, and $\sigma = 0$.

Fig. 5. Comparison of Time-cumulative of average agents’ losses for mirror ascent dynamic with (MAARP) and without pricing regulation.

Fig. 6. RANCCV of the ergodic average of the population’s dynamic for $D = R = 20, N = 50, d = 10.5, \sigma = 5$, and sample size $500$. Red line corresponds to the sample average of RANCCV in the logit choice case and brown dashed line resp. in the Euclidean case. Shaded areas correspond to 25%-50%-75%-90%-percentile.

Fig. 7. RANCCV of the population’s dynamic for $D = R = 50, N = 100, d = 10.5, \sigma = 5$, and sample size $500$. Red line corresponds to the sample average of RANCCV in the logit choice case and brown dashed line resp. in the Euclidean case. Shaded areas correspond to 25%-50%-75%-90%-percentile.

B. Evaluation

Price regulation vs. Anarchy - RANCCV: We first evaluate the results in case of no feedback noise, i.e., $\sigma = 0$ (Figure 4), in the case of no feedback noise, i.e., $\sigma = 0$. As apparent from Figure 4, control of selfish agents is crucial for sustainable resource behaviour, since the average of the negative clipped resource constraints violation in the pure anarchistic case (black dotted - and blue dash-dotted line) is significantly higher than the case where MAARP is applied (red - and brown dashed line). We observe that better results yield if we use the logit choice (red line) instead of the usual Euclidean projection (brown dashed line). This effect is more pronounced in a high strategy space dimension than in the low one (cf. Figure 4 and Figures 5 and 6), which is aligned with the discussion made in Remark 7.

Price regulation vs. Anarchy - Utilities: Given the previous discussion, one may think that the reduction of constraint violation comes with a reduction of the population’s welfare. For this reason, we investigate the average of agents’ losses, i.e., $\frac{\sum_{i=1}^{N} f^{(i)}(\overline{X}_n)}{N}$, numerically. We plot the time-average of this quantity in Figure 5. There, we observe that MAARP, in contrast to the pure anarchistic case, not only promotes sustainable behaviour, but also reduces the average loss, and therefore improves the population welfare. Furthermore, we see that the use of a mirror map other

2The reason that we plot the time-average instead of the quantity itself is to make the performance distinction between MAARP with logit choice and with Euclidean projection clearer.

Ergodic Average vs. Actual Trajectory: Figure 2 depicts the behavior of the actual population’s dynamic. Therein we can observe the tendency of the decaying number of violations of the resource constraints. However, the corresponding decay might be much slower in comparison to decay of the ergodically time-averaged population’s dynamic (see Figure 1).

Noise-Robustness of MAARP with Logit choice: Now, we evaluate the simulation results in case of feedback noise with $\sigma = 5$ (Figures 6 and 7) and 500 noisy samples (i.i.d). One can see that using logit choice effects, in average, better results than using the Euclidean projection as forecasted by Remark 7. Moreover, one can observe that the RANCCV is more volatile in the case where the Euclidean projection is used, compared to the case where the mirror map is the logit choice. Comparing Figures 6 and 7, it is apparent that using the ergodic average yields a significantly lower and less volatile number of resource constraint violations.

Comparison to the State of the Art: At last, we give a comparison of our method to some existing methods comparable to ours, i.e., the primal-dual method (see e.g., [27]) and the asymmetric projection (AP) (see e.g., Algorithm 2 [37]). The primal-dual method can be seen as the MAARP
without augmentation (i.e., $\alpha = 0$). Moreover, we give the primal-dual method a leverage by equipping it with the logit choice instead of the Euclidean projection. We plot the corresponding RANCCV in Figure [8]. There, one can see that the MARRP with logit choice (red line) outperforms the primal-dual method (yellow dash-dotted), and the best result yields if one uses AP (purple dotted). However, the dual variable update of AP requires, in contrast to MAARP, two consecutive congestion states of the resources and can not be implemented if one uses AP (purple dotted). However, the dual variable update of AP requires, in contrast to MAARP, two consecutive congestion states of the resources and can not be implemented in parallel with the population’s strategy update (see Remark [2]). Besides this fact, one can see from the plot of the average of agents’ losses in Figure [9] that the excellent performance of RANCCV of AP comes with the increase of agents’ losses.

![Fig. 8. Comparison of RANCCV of MAARP with the state of the art.](image)

![Fig. 9. Comparison of the average agents’ losses of MAARP with the state of the art.](image)

VIII. SUMMARY, DISCUSSION, OUTLOOK, AND FUTURE WORK

In this work, we have proposed a novel decentralized pricing method that aims to encourage resource sustainable behavior in a population of selfish online learning agents having noisy first-order feedback by leading them toward a generalized Nash equilibrium of the game with corresponding coupled constraints.

The given results are based on the assumption that the utility functions and the constraint violation functions are continuously differentiable and that the utility function is strictly convex. However, it is straightforward to generalize the results in order to handle (not-necessarily continuously differentiable) convex function by replacing the gradients with subgradients, and by involving, in addition, the notion of convergence to a set (see [24]). The latter is necessary since the set of variational Nash equilibria $\text{SOL}(Q, \nu)$ in the convex utility case is, in general, not a singleton. The simplification made in this work is only for the sake of readability.

In the case that the martingale noise is persistent, the method gives a.s. convergence of the population’s state to the generalized Nash equilibrium and consequently a.s. compliance of the resource constraints in the asymptotic limit for the rich class of polynomially decaying step-size policies of order $\gamma_n = \Theta(n^{-p})$ where $p \in (0, 1]$. However, we were only able to give this guarantee for the ergodic average of the population iterates. For the actual population’s iterate, we only could show the a.s. convergence for $p \in (1/2, 1]$. Thus the case $p \in (0, 1/2]$ remains open.

In the case where $\gamma_n = \Theta(n^{-1/2})$, we were able to provide in the persistent noise case, a non-asymptotic decaying expectation bound of order $O(\ln^{3/2}(n)/\sqrt{n})$ for the amount of resource constraints violations caused by the ergodic average of the population’s iterates. This decay rate matches, up to the ln-factor, with the fundamental limit of the convergence speed described by the lower complexity bound for black-box subgradient methods (see Theorem 3.2.1 in [57]). Thus we expect that our result is optimal.

Another interesting occurrence we observed, both in the theoretical and numerical investigations, is that the choice of the mirror map might have an impact on the dimensional dependence of the quality of MAARP. This effect is rarely considered in the literature of the Nash equilibrium finding since it mostly uses the Euclidean projection as the mapping which realizes the first-order update in the feasible strategy set (to name a few: [37], [40], [58]). In future work, we aim to exploit this aspect further.

APPENDIX

In this appendix, we relate the concept of the Nash equilibrium of the NGCC to another alternative concepts, which is more suitable for algorithmic analysis. The results stated in this appendix are known and can be found, for instance in [27].

A. Nash Equilibrium & Variational Inequality

The following concept is central to the analysis of first-order methods:

**Definition 4 (Variational Inequality (VI)):** Let $Z$ be a subset of a Euclidean normed space $\mathcal{V}$, and suppose that $g : Z \to \mathcal{V}^*$. A point $\bar{x} \in Z$ is a solution of the variational inequality $VI(Z, g)$, if $\langle x - \bar{x}, g(x) \rangle \leq 0$, for all $x \in Z$. The set of solution of $VI(Z, g)$ is denoted by $\text{SOL}(Z, g)$.

One helpful fact working with VI is that first-order methods tend to gain a drift toward the solution of it. For instance consider the iterate (1) and $x_k \in \text{SOL}(X, \nu)$. If $\nu$ is monotone (which is fulfilled by Assumption 1), then it follows that:

$$\langle X_k - x_k, v(X_k) \rangle \leq \langle X_k - x_k, v(x_k) \rangle \leq 0,$$

where the last inequality follows from the definition of VI. Thus the first-order feedback $v(X_k)$ for each time step $k + 1$...
forms an obtuse angle with the residual vector \(X_k - x_\ast\), and consequently, \(v(X_k)\) provides a direction toward \(x_\ast\).

There is no burden working with SOL(\(Q, v\)) instead with GNE(\(\Gamma\)) since, as asserted in the following proposition, the solutions of VI(\(Q\)) is automatically a Nash equilibrium of \(\Gamma\):

**Proposition 14:** If Assumption [7] holds, then SOL(\(Q, v\)) \(\subseteq\) GNE(\(\Gamma\)).

Proposition [14] motivate us to highlight the generalized Nash equilibrium solving the corresponding variational inequality and call it as variational Nash equilibrium.

Another nice thing about VI is that under mild condition one can establish existence of its solution:

**Proposition 15:** Let \(Z\) be a non-empty subset of a Euclidean normed space \(V\) and \(g : Z \rightarrow V^\ast\).

1) If that \(Z\) is compact and convex, and if \(g\) is continuous, then SOL(\(Z, g\)) \(\neq \emptyset\).
2) If SOL(\(Z, g\)) \(\neq \emptyset\) and \(g\) is strictly monotone on \(Z\), then SOL(\(Z, g\)) is a singleton.

The proof of the first statement is based on the connection between VI and the fixed point of the Euclidean projection onto \(Z\). The latter can be described by means of Brouwer Fixed Point Theorem. The proof of second statement is closely related to the fact that if \(g\) is strictly monotone and \(\pi \in SOL(Z, g)\), then:

\[\langle x - \pi, g(x) \rangle \leq \langle x - \pi, g(\pi) \rangle \leq 0, \quad \forall x \in Z, x \neq \pi \quad (33)\]

with equality if and only if \(x = \pi\).

From here, it is immediate to infer the existence of a Nash equilibrium. Indeed, this is obvious by setting \(g = v\) and \(Z = Q\) in Proposition [15] and by noticing that the solution of VI is a Nash equilibrium (Proposition [14]).

**B. Decoupling the Coupled Constraints via Lagrangian**

In order to investigate VI(\(Q, v\)), it is convenient to extend VI(\(Q, v\)) to VI(\(X \times \mathbb{R}^+_R, \lambda\)) where \(\lambda : X \times \mathbb{R}^+_R\):

\[\psi : X \times \mathbb{R}^+_R \rightarrow \mathbb{R}^{D+R} + (x, \lambda) \rightarrow [v(x) - [\nabla g(x)]^T \lambda, g(x)]^T . \quad (34)\]

The advantage of this method is the decoupling of the constraint set. Specifically, employing this procedure, we only have to work with the constraint set \(X \times \mathbb{R}^+_R\) with product structure rather than with \(Q\).

Usual KKT argumentation asserts that VI(\(Q, v\)) and VI(\(X \times \mathbb{R}^+_R, \psi\)) are essentially the same in the following sense:

**Proposition 16:** Suppose that the Assumptions [2, 2] hold. Then the following statements are equivalent:

1) \(\pi \in Q\) is a solution of VI(\(Q, v\))

2) There exists \(\bar{X} \in \mathbb{R}^+_R\) s.t. \((\pi, \bar{X})\) is a solution of VI(\(X \times \mathbb{R}^+_R, \psi\)).

**Proposition 17:** Suppose that Assumptions [2, 2] hold. If \(v\) is strictly monotone, then there exists a unique solution \(\bar{X}\) of VI(\(Q, v\)) and \(\bar{X} \in \mathbb{R}^+_R\) s.t. \((\pi, \bar{X})\) is a unique solution of VI(\(X \times \mathbb{R}^+_R, \psi\)).
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