Error correction of depth images for multiview time-of-flight vision sensors
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Abstract
The developing time-of-flight (TOF) camera is an attractive device for the robot vision system to capture real-time three-dimensional (3D) images, but the sensor suffers from the limit of low resolution and precision of images. This article proposes an approach to automatic generation of an imaging model in the 3D space for error correction. Through observation data, an initial coarse model of the depth image can be obtained for each TOF camera. Then, its accuracy is improved by an optimization method. Experiments are carried out using three TOF cameras. Results show that the accuracy is dramatically improved by the spatial correction model.
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Introduction
The three-dimensional (3D) vision is vital for a robot system working in uncertain environments. In recent years, several novel 3D sensing devices have been developed, and the computational methods are proposed accordingly. Among these devices, the time-of-flight (TOF) camera receives wide attention. However, its resolution and sensing range are limited. Compared with other types of depth sensors, the advantage of TOF camera is real-time depth acquisition of the entire 3D scene.¹,²

The raw depth data directly obtained by the TOF camera usually suffer from systematic and nonsystematic errors, as is shown in Figure 1. Systematic errors include integral time error,³,⁴ amplitude ambiguity error,⁵ and temperature drift error.⁶ Nonsystematic errors include light scattering error,⁷ boundary ambiguity error,⁸ multipath reflection error,⁹ phase wiggling error,¹⁰ and motion blur error.¹¹ The systematic errors are generally determined by the design principle and component accuracy of the TOF camera.¹² Such errors occur frequently and have relatively single error characteristics. Theoretically, systematic errors should be eliminated through calibration after the cameras are manufactured. However, in the application of visual system,¹³,¹⁴ due to the limitation of calibration technology and the influence of uncertainties in calibration process, the raw data acquired by TOF cameras are still subject to a small amount of systematic errors. In contrast, the nonsystematic errors occur randomly, and different scenes, target objects, and measurement distances cause different error influences. Therefore, the error correction algorithm needs to consider specific measurement conditions.

According to the acquisition methods of standard data, the systematic error correction methods can be divided into two parts, which are direct calibration methods and indirect...
Previous approaches of TOF camera calibration adopt linear methods to measure the distance errors using high precision measurement equipment. Instead, this article presents an attempt to obtain a spatial distance error model of a TOF camera, which benefits the depth image optimization. The principle of the TOF camera is briefly described in the second section. Then, we address how to determine the error model of the TOF camera and how to optimize the depth image based on multicamera system in the third section. Experiments are performed on two different scenes so as to evaluate the performance of the optimization method in the fourth section. Our conclusions are summarized in the fifth section.

**Depth computation principle**

The depth computation principle introduced in this article is the phase-shift measurement. An infrared (IR) light is emitted to the target object via light-emitting diodes, and the TOF sensor detects the reflected IR component. The depth can be calculated by measuring the phase shift between the radiated and reflected IR signals. Four control signals with electric charge values are used to calculate the phase shift. As shown in Figure 2, there is a 90° phase delay between each control signal. \( \phi \) is defined as

\[
\phi = \arctan\left( \frac{C_3 - C_4}{C_1 - C_2} \right)
\]

(1)

where \( C_1, C_2, C_3, \) and \( C_4 \) represent the amount of electric charge of the control signals. Then, the distance \( D \) can be calculated by

\[
D = \frac{c}{2f} \frac{\phi}{2\pi}
\]

(2)

where \( c \) is the speed of light and \( f \) is the frequency of the signal.

**Modeling and correction**

*Representation of error model*

Distance measurements of a single TOF camera always accompany systematic error, as is shown in Figure 1. In this article, we focus on mixed errors of systematic and nonsystematic, the low accuracy of TOF data, especially the depth information corresponding to the pixels near the border of the projection plane. To obtain the spatial error distribution of the camera measurement and ensure the accuracy of the error model establishment, the experimental object for error modeling is a flat and untextured wall surface (as is shown in Figure 3(a)). Figure 4 shows the point cloud of the plane obtained by the TOF camera. According to the vertical distance between the camera and plane, the error value of each point in the plane point cloud can be calculated. Figure 5 shows the error distribution of plane measurement.
The raw depth images taken by the TOF camera are inaccurate, especially at the edges of the images. According to the error distribution and the periodic characteristics of error variation, the spatial error model of TOF camera is constructed as follows:

\[
\delta(d) = c_0 + d \cdot c_1 \sin(c_2 \cdot d + c_3)
\]  

where \(\delta(d)\) is the pixel measured distance, \(c_0\) is a constant, \(c_1\) is the scale factor, \(\sin(c_2 \cdot d + c_3)\) is a "wiggling error," \(c_2\) is the angular frequency, and \(c_3\) is the phase shift of sinusoidal function.

\[
d(x, y) = \sqrt{m^2 + x^2 + y^2}
\]  

where \(d\) is the pixel measured distance, \(m\) is the depth value of the center pixel, \(c_0\) is a constant, \(c_1\) is the scale factor, \(\sin(c_2 \cdot d + c_3)\) is a "wiggling error," \(c_2\) is the angular frequency, and \(c_3\) is the phase shift of sinusoidal function.

Figure 2. Depth is calculated by the phase difference between the radiated and reflected IR signals, and the quantities \(C_1\) to \(C_4\) are the amount of electric charge of the control signals \(S_1\) to \(S_4\). IR: infrared.

Figure 3. Depth data acquisition. (a) Flat surface acquisition and (b) sphere surface acquisition.
To estimate the parameters, we find a fitting surface and minimize the distance between the error value to the surface:

$$E = \frac{1}{N} \sum_{i=1}^{N} (\delta(d(x_i, y_i)) - z_i)^2$$  \hspace{1cm} (5)

where $E$ is the loss function of the distance, $N$ is the number of pixels, and the parameter estimation can be done by minimizing the loss function $E$.

**Depth correction**

There are some contributions available for depth map denoising and resolution improvement, but they often perform not well for this newly developed device. In this article, we report an optimization method to improve the accuracy of the depth map. Figure 6 shows the most basic multi-TOF camera system. The depth image with error captured by the mid camera can be corrected by the multicamera system. The specific implementation process is given in Table 1.

As is shown in Figure 6, $A$, $B$, and $C$ are three different points on the object surface. $A_1$, $A_2$, and $A_3$ are the projection pixels of $A$ in the mid, left, and right camera views, respectively. $[x, y, z]$ is the coordinate of $A$ in the World Coordinate System based on the projection rules of TOF camera, as in formula (6)

$$\begin{bmatrix} u_1 \\ v_1 \\ 1 \end{bmatrix} = L_M \cdot \begin{bmatrix} x \\ y \\ z \end{bmatrix}$$  \hspace{1cm} (6)

where $[u_1, v_1]$ is the coordinate of $A_1$ on the projection plane of the mid camera. $L_M$ is the projection matrix of the mid camera.

In the error correction experiment, the proposed method faces two situations: (1) the correction point can be captured by the TOF cameras in three views and (2) the correction point can be captured by the mid camera and the camera in one side view, however, the camera on the other side view cannot capture the point.

In the first case, we take point $A$ as an example, which can be captured by cameras in three views. Firstly, we calibrate three cameras in pairs. Based on the transform matrix calculated from calibration, the corresponding pixels of point $A$ on left and right camera projection plane can be determined, which are $A_2[u_2, v_2]$ and $A_3[u_3, v_3]$. To check occlusion, we define hypothetical depths for each point in different camera views. $H_{A_2}$ and $H_{A_3}$ are the hypothetical depths of point $A$ in left and right camera views. The hypothetical depths can be calculated from the measurement depth in the mid camera view based on transform matrices. In this case

$$\begin{cases} H_{A_2} = D_{A_2} \\ H_{A_3} = D_{A_3} \end{cases}$$  \hspace{1cm} (7)

where $D_{A_2}$ and $D_{A_3}$ are the measurement depths in left and right camera views.

Secondly, we calculate the correction weights of the left camera and right camera according to their error models

$$w_L = \frac{\delta(u_2, v_2)}{\sum_{i=1}^{m} \sum_{j=1}^{n} \delta(u_i, v_j)}$$  \hspace{1cm} (8)
\[
W_M = \frac{\delta(u_1, v_1)}{\sum_{i=1}^{m} \sum_{j=1}^{n} \delta(u_i, v_j)} \quad (9)
\]
\[
W_R = \frac{\delta(u_3, v_3)}{\sum_{i=1}^{m} \sum_{j=1}^{n} \delta(u_i, v_j)} \quad (10)
\]

where \([m, n]\) is the pixel size of projection plane. Finally, the corrected depth of point A can be calculated as
\[
W_L = 1 - \frac{w_L}{w_L + w_M + w_R} \quad (11)
\]
\[
W_M = 1 - \frac{w_M}{w_L + w_M + w_R} \quad (12)
\]
\[
W_R = 1 - \frac{w_R}{w_L + w_M + w_R} \quad (13)
\]
\[
D_{cA} = W_L \cdot D_{A2} + W_M \cdot D_{A3} + W_R \cdot D_{A4} \quad (14)
\]

where \(D_{A1}, D_{A2},\) and \(D_{A4}\) are the corresponding depth values of point A in different TOF cameras, and \(D_{cA}\) is the corrected depth value.

In the second case, we take point B as an example. In this case, point B is shielded by point A in the view of the right camera. We compare the hypothetical depths to the measured depths in the corresponding camera view. If the hypothetical depth is bigger than the measured depth, we set the depth of this point in the corresponding camera view equals to zero, otherwise, we reserve the measurement depth. For point B
\[
\begin{cases}
H_{B_L} = D_{B_L} \\
H_{B_R} > D_{B_R}
\end{cases} \quad (15)
\]
\[
D_{cB} = W_L \cdot D_{B2} + W_M \cdot D_{B3} + W_R \cdot 0 \quad (16)
\]

where \(H_{B_L}\) and \(H_{B_R}\) are the hypothetical depths of point B in the left and right camera views, \(D_{B_L}\) and \(D_{B_R}\) are the measured depths, and \(D_{cB}\) is the corrected depth value of point B.

**Experiments and results**

**Experiment settings**

Our experiments are carried out on two types of scenes. The first one is a flat and untextured wall surface (Figure 3(a)), which focuses on determining the spatial error model and verifying the performance of the correction algorithm on a flat surface. The second scene is a spherical surface, which focuses on verifying the performance of the correction algorithm on free-form surface (Figure 3(b)). The measurement results of the TOF camera are influenced by internal temperature. To achieve distance measurement stability, the SR-4000 cameras are warmed up for 40 min according to the test in the previous work.

In the first experiment scene, TOF camera is set at 1.5 m from the flat surface based on the standard working range of SR-4000 (0.3–5 m). To ensure the accuracy of the error model, the position of the TOF camera is precisely determined by a longitudinal hammer and a laser rangefinder, and the camera optical axis is perpendicular to the flat surface. In the experiment, the acquisition frequency of the TOF camera is 30 Hz. Five frames of data are collected for each measurement, and the average value is taken to ensure the stability of the data. According to the error model calculation method proposed in the section “Representation of error model,” error model parameters obtained by the least square method are presented in Table 1. Figure 7 shows the fitting surface of the error model which is in blue, and the purple points are the depth error distribution of the flat surface.

In the second experiment scene, the radius of the sphere is 0.1 m, and TOF camera is set at 1.5 m from the center of the sphere, therefore, the depth correction method can be performed with the error model calculated from the first scene directly. To avoid mutual interference between multiple TOF cameras, the depth acquisition frequency of three cameras is set as 29, 30, and 31 Hz, respectively. In the experiment, the centers of three cameras are on a straight line, spaced 0.5 m apart. Moreover, the point cloud directly acquired by the TOF camera contains jump edge points, and we use line-of-sight method to eliminate them before the depth error correction.

**Results**

According to the experiment set in the previous section, the first experiment scene obtains the following results. Figure 8 shows the comparison of depth errors of the flat surface before and after correction, where the abscissa is the number of pixels in the TOF image. The resolution of SR-4000 is \(176 \times 144\), so each point cloud contains 25,344 points. The broken line in Figure 8 is the ascending order of point cloud depth errors. Based on the precision of SR-4000 (0.01 m), we define that points with the error value greater than 0.01 m are noises. In raw TOF data, the number of noises is 7906, accounting for 31.2%. Tables 2 and 3 present the decrease of average error after depth correction. The performance of error reduction is obvious, especially for the flat surface. Moreover, in terms of noise rate reduction, our method also performs well. Figure 9
shows the depth error distribution before and after correction in $X$–$Y$ view, and errors reduce almost 50\% at corners of the image edge, which are labeled in yellow. Sphere surface depth error correction in $X$–$Z$ view is shown in Figure 10. The red line is the outline of raw TOF data, and the blue line is the outline after correction, which is closer to ground truth apparently. A more detailed comparison of 3D error distribution is shown in Figure 11, compared to the red points in Figure 11(a), the blue points in Figure 11(b) are closer to the sphere surface.

We compare our spatial correction method to the calibration method in the literature\(^3\) (green line in Figure 12) and the distance overestimation error correction method in the literature\(^4\) (purple line in Figure 12). We perform the experiments using the flat surface and sphere surface raw point cloud. As is shown in Figure 12, our method is more efficient than the others. The average error and noise rate contrasts are displayed in Tables 2 and 3.

**Table 2.** Depth correction experiment on flat surface by different methods.

|         | Average error (m) | Rate  |
|---------|-------------------|-------|
| Raw     | 0.0142            |       |
| DOEIC   | 0.0105            | 26.1\%|
| Calibration | 0.0078            | 45.1\%|
| Ours    | 0.0046            | 67.6\%|

|         | Noise number     | Rate  |
|---------|------------------|-------|
| Raw     | 6553             |       |
| DOEIC   | 4072             | 12.82\%|
| Calibration | 2667             | 20.08\%|
| Ours    | 1037             | 28.51\%|

DOEC: distance overestimation error correction.

**Table 3.** Depth correction experiment on sphere surface by different methods.

|         | Average error (m) | Rate  |
|---------|-------------------|-------|
| Raw     | 0.0092            |       |
| DOEIC   | 0.0085            | 7.6\% |
| Calibration | 0.0043            | 53.2\%|
| Ours    | 0.0024            | 73.9\%|

|         | Noise number     | Rate  |
|---------|------------------|-------|
| Raw     | 7906             |       |
| DOEIC   | 7035             | 3.43\%|
| Calibration | 3544             | 17.21\%|
| Ours    | 908              | 27.62\%|

DOEC: distance overestimation error correction.

**Discussion**

In this article, we propose a spatial error model of the TOF camera and implement error correction based on this model. In the process of first scene experiment, we construct the error model at 1.5 m. $D_{Model}$ represents the position, which constructs the error model. To estimate the application scope of the model ($D_{Model} = 1.5$ m), we apply this model constructed to correct TOF data obtained at different measurement distances. $D_{Correction}$ represents the position, which obtains the TOF data. As is shown in Figure 13, we apply the model ($D_{Model} = 1.5$ m) to correct TOF data obtained at three different measurement distances ($D_{Correction} = 0.5$ m, 1.5 m, 2.5 m) and the performance at position $D_{Correction} = 1.5$ m is better than at measurement distances. According to a more detailed experiment shown in Figure 14, when $D_{Correction}$ equals to $D_{Model}$, our method
has optimal correction performance. With the change of $D_{\text{Correction}}$, the correction algorithm will become unreliable, and the error model needs to be reconstructed in a new position. As shown in Figure 14, we treat 0.005 m as the upper limit of the average error after correction to evaluate the applicability of the model. The error model constructed at the position $D_{\text{Model}} = 1.5$ m can be applied to the measurement distance $D_{\text{Correction}} \in [1 \text{ m}, 2 \text{ m}]$. The scope of model application varying with error model construction position is shown in Figure 15.

### Conclusion

It is very important to correct these incorrect or inaccurate points before 3D registration and fusion for depth data from TOF cameras. In this article, a novel method to correct error points is presented. The experimental results show that the proposed method exhibits a satisfactory performance using the spatial model for error correction. The corrected point cloud of the target object is more approaching the true value although it is not perfectly matched. In
the future, we will perform some tests to further optimize the error model, thus improving the correction weights to obtain a higher compatibility with the ground truth.
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