Quantum particles and classical particles are described in a common setting of classical statistical physics. The property of a particle being “classical” or “quantum” ceases to be a basic conceptual difference. The dynamics differs, however, between quantum and classical particles. We describe position, motion and correlations of a quantum particle in terms of observables in a classical statistical ensemble. On the other side, we also construct explicitly the quantum formalism with wave function and Hamiltonian for classical particles. For a suitable time evolution of the classical probabilities and a suitable choice of observables all features of a quantum particle in a potential can be derived from classical statistics, including interference and tunneling. Besides conceptual advances, the treatment of classical and quantum particles in a common formalism could lead to interesting cross-fertilization between classical statistics and quantum physics.

I. INTRODUCTION

Ever since the appearance of quantum physics it was widely believed that the basic concepts of a classical particle and a quantum particle are fundamentally different and mutually exclusive. In this paper we argue that this is not the case. We describe a quantum particle in a setting of classical statistics with infinitely many degrees of freedom. On the other hand, we describe classical particles, with simultaneously sharp position and momentum, within the formalism of quantum mechanics. Both quantum and classical particles can therefore be described within the same conceptual setting. Their difference resides in the particular dynamics, as expressed by different Hamiltonians which are based on different sets of observables.

Perhaps the most striking evidence that classical particles and quantum particles can be described within the same setting consists in the possibility of “zwitters” [1] - particles with properties interpolating between the quantum particle and the classical particle as a function of some continuous parameter $\gamma$. This parameter parameterizes different possible laws for the time evolution of the probability density in phase space. While for $\gamma = 0$ a quantum particle shows interference in a double slit experiment, the classical particle for $\gamma = \pi/2$ passes through only one of the slits without interference effects. Precision measurements can test the “quantuness” in a quantitative way by putting bounds on $\gamma$.

Our implementation of a quantum particle within classical statistics is not a deterministic local hidden variable theory but rather assumes that the fundamental description of the real world is intrinsically probabilistic. We generalize the description of quantum systems with a finite number of states $M$ in terms of classical statistical ensembles [2,4]. The continuous density matrix and wave function of a quantum particle is obtained by taking the limit $M \to \infty$. In the present paper we describe all observables of the quantum particle as standard classical observables that take fixed values for every state of a large classical statistical ensemble. Such an ensemble is described by a classical probability distribution. In two forthcoming papers we will show that a much simpler description in terms of a probability density in usual phase space is possible if one admits the use of “statistical observables”. Statistical observables are computable in a non-linear way for a given probability density but cannot be associated to quantities taking a fixed value in every state. They are conceptually similar to entropy in thermodynamics. In this setting we can understand the quantum particle as a “coarse graining” of a probability distribution of a classical particle. The present work provides the conceptual foundation for these further developments.

The classical statistical foundation of quantum physics is based on several basic concepts [2,4]:

(i) The quantum system is described as an isolated subsystem of a classical ensemble. This ensemble involves infinitely many possible states for the particle and its environment. In a sense, the quantum particle is considered as an “excitation” of the “vacuum” (environment).

(ii) The subsystem can be characterized by a restricted set of probabilistic observables, for which the spectrum of measurement values and the probabilities to find a given value can be computed from the information which specifies the state of the quantum system.

(iii) In turn, the state of the quantum system can be characterized by the expectation values of a subset of these “quantum observables”.

(iv) Conditional correlations, which are computable from the information contained in the quantum state the particle, are used for predictions of the outcome of measurements of pairs of observables $A$ and $B$. The conditional correlation or “measurement correlation” $\langle AB \rangle_m$ differs from the classical or pointwise correlation $\langle A \cdot B \rangle$.

(v) In general, the joint probability of finding the value $a$ for $A$ and $b$ for $B$ cannot be computed from the quantum state. Even if joint probabilities exist, they typically involve information which characterizes the environment, in addition to the information characterizing the state of the quantum system. Concentrating on the quantum subsystem, we deal with “incomplete statistics” [5], where joint probabilities are not available or not used for $\langle AB \rangle_m$ for all pairs of observables. We will find that a classical particle corresponds to the special case of complete statistics for po-
sition and momentum. Only for classical particles enough information is available such that joint probabilities can be used for \( \langle AB \rangle_m \) for all pairs of particle observables.

(vi) Many different classical observables of the statistical ensemble, which describe the quantum system and its environment, are mapped to the same probabilistic quantum observable. Their difference characterizes different properties of the environment, while they give identical results for measurements concerning only the subsystem properties. The particle observables can be characterized by equivalence classes for the observables of the total classical statistical ensemble. The measurement correlation \( \langle AB \rangle_m \) is a property of the equivalence classes, while the joint probabilities and the classical correlation \( \langle A \cdot B \rangle \) depend, in general, on the particular representatives of the equivalence classes or, in other words, on the environment.

(vii) A time evolution which conserves certain statistical quantities, as the purity and the copurity \[3\] of the subsystem, leads to the unitary time evolution which is characteristic for quantum mechanics. A more general time evolution can also describe decoherence \[3\] or syncoherence \[3\].

In ref. \[1-4\] the basic conceptual settings have been described in detail for statistical ensembles which correspond to two-state and four-state quantum mechanics. It was shown how the quantum mechanical formalism with non-commuting operators arises from a description of a subsystem which obeys the basic concepts (i)-(vii). We have discussed explicitly quantum mechanically entangled states \[1, 3, 4\] and shown that the measurement correlation \( \langle AB \rangle_m \) is equivalent to the usual quantum correlation and violates Bell's inequalities \[8\]. In this context the property of incomplete statistics \[9\], where the measurement correlation is not based on joint probabilities, is crucial \[8, 2\]. Complete statistical systems, for which the measurement correlation employs the joint probabilities, have to obey Bell's inequalities \[9\]. Usual local hidden variable theories are assumed to be described by complete statistical systems. In contrast, for a fundamental probabilistic setting \[10\] the assumption of a complete statistical system describing the subsystem can lead to severe problems \[2\]. This strongly suggests that incomplete statistics \[2\] is appropriate. Only in this case the EPR-paradoxon \[11\] can be resolved satisfactorily \[2, 2\], and the entanglement, which is the basis for spectacular experiments on teleportation or quantum cryptography \[12, 13\], or for quantum computing \[14\], can be explained. The use of probabilistic observables \[14\] for the subsystem avoids conflicts with the Kochen–Specker theorem \[15\], as demonstrated explicitly in \[2\].

In the present paper we will not repeat the general discussion of concepts and refer to \[2\]. Our purpose will be the generalization to quantum systems with a continuous family of quantum states, as appropriate for a quantum particle whose wave function depends on a continuous variable as position or momentum. For this purpose we will first characterize the state of the particle-subsystem by a finite number of possibilities for the outcome of yes/no-questions. Such probabilistic systems, where the information concerns only \( Q \) bits, correspond to \( 2^Q \)-state quantum systems. We will then take the limit \( Q \to \infty \) in order to construct the continuous location and momentum observables for a particle. The start from a finite number of \( Q \) bits makes the possibility of incompleteness of the statistical description of the subsystem particularly apparent.

In fact, the difference between a quantum particle and a classical particle precisely reflects the issue of incompleteness or completeness of the statistical description. For a quantum particle the joint probabilities for answers to location and motion questions are not available. This leads to non-commuting operators describing the position and the momentum of a particle and to Heisenberg’s uncertainty relation. In contrast, a different set of yes/no-questions, for which joint probabilities for the outcome of location and motion questions can be given, describes a classical particle. Now the position and momentum operators commute and a simultaneous sharp measurement for both types of observables becomes possible. For both the quantum particle and the classical particle the formalism of quantum mechanics can be used. The description of the classical particle employs, however, an unusual set of observables where location and momentum operators commute.

This paper is organized as follows: In sect. \( \Pi \) we discuss the position or location observable as an example of how to obtain observables with a continuous spectrum from the limit \( Q \to \infty \). In sect. \( \Pi I \) we then turn to alternative questions about motion and correlation for the particle. At this level the incompleteness characteristic for quantum particles plays a role. In sects. \( \Pi V \) and \( \Pi V I \) we discuss the observables describing the motion of the particle (momentum) and the “particle-correlation”, which is typical for a quantum mechanical wave packet. In sect. \( \Pi V I \) we turn to the quantum mechanical description of a classical particle with commuting position and momentum operators. We specify the Hamiltonian which leads to classical trajectories and show that the time evolution of the wave function implies the time evolution of the probability distribution according to the Liouville equation for pointlike particles on classical trajectories. We compare the time evolution of quantum and classical particles in sect. \( \Pi V I I \). Sect. \( \Pi V I I I \) deepens the connection between classical and quantum particles by using probabilities in classical phase space for the description of quantum particles. This issue will be discussed more extensively in two forthcoming papers. Conclusion and discussion follow in sect. \( \Pi X \).

II. PARTICLE LOCATION

Consider a particle trapped in some region of space as, for example, a cavity or an atom trap. A priori we will not assume any property of the particle - it may be an extended, pointlike of diffuse object, and one may be able to assign to it properties as momentum or angular momentum or not. It will be our task to find out under which conditions certain properties can be used for its characterization. We will assume, however, that the particle and its environment can be described by a classical statistical ensemble. The environment includes the vacuum - which is a compli-
cated entity in the perspective of some more fundamental quantum field theory - and the trap. The classical statistical ensemble will be considered in the limit of infinitely many classical states and the classical ensemble is specified by the probabilities for these states. One may view the particle as some type of excitation of the vacuum in presence of the “external fields” (typically electromagnetic and gravitational) which assure the confinement within the trap.

In order to speak about a “particle” we consider our object as an “isolated subsystem” of the classical statistical ensemble. Isolation is used here in the sense that the expectation values for a finite number of “basis observables” are sufficient for the characterization of the state of the particle. All properties of the particle should be expressed in terms of observables whose expectation values and correlations can be computed once the state of the particle is given. The state of the particle requires only a small part of the information contained in the probability distribution characterizing the ensemble of particle and environment - this is the basic reason why we typically have to deal with “incomplete statistics” [3, 2, 4].

Assume first that the properties of the particle reflect possible answers to a finite number Q of yes/no questions or Q bits. For example, we may use Q bits in order to characterize the location of the particle. For this purpose we ask Q questions of the type: “is the particle in a given portion of the volume?”, in order to divide the volume of the trap into $M = 2^Q$ cells. We enumerate these cells by $\alpha, \alpha = 1 \ldots M$. The knowledge of the state of the subsystem requires then $M$ probabilities $w_\alpha \geq 0$, $\sum_\alpha w_\alpha = 1$, for the particle being found in the cell $\alpha$. We may define $M$ two-level observables $A^{(\alpha)}$ that take the value 1 if the particle is in cell $\alpha$ and -1 if not, such that $(A^{(\alpha)})^2 = 1$ for all states of the ensemble. This induces for each cell a particle number $X^{(\alpha)} = 1/2 (1 + A^{(\alpha)})$ which takes values 1 or 0.

We may further associate a cartesian coordinate $x_i(\alpha)$ to each cell - for example $x_i(\alpha) = \int_{V(\alpha)} y \, d^3 y$ with an integration over the volume $V(\alpha)$ of cell $\alpha$. This allows us to define an observable for the location of the particle by

$$X_i = \sum_\alpha x_i(\alpha) X^{(\alpha)},$$

with expectation value

$$\langle X_i \rangle = \bar{x}_i = \sum_\alpha x_i(\alpha) \langle X^{(\alpha)} \rangle = \sum_\alpha x_i(\alpha) w_\alpha.$$  (2)

Here $\langle X^{(\alpha)} \rangle$ is computed in the classical statistical ensemble of particle and environment. Since $\sum_\alpha X^{(\alpha)}$ equals the unit observable for a particle confined in the volume of the trap, one has indeed $0 \leq \langle X^{(\alpha)} \rangle \leq 1$, $\sum_\alpha \langle X^{(\alpha)} \rangle = 1$, as required for the identification $\langle N^{(\alpha)} \rangle = w_\alpha$.

We may also define observables for higher moments of the location observable, as the “dispersion tensor”

$$X_{ij}^{(2)} = \sum_\alpha x_i(\alpha) x_j(\alpha) X^{(\alpha)} - \bar{x}_i \bar{x}_j.$$  (3)

with

$$\langle X_{ij}^{(2)} \rangle = \sum_\alpha (x_i(\alpha) - \bar{x}_i)(x_j(\alpha) - \bar{x}_j) w_\alpha.$$  (4)

A “classical eigenstate” for the particle numbers consists of an ensemble for which $\langle X^{(\alpha)} \rangle = 1$, $\langle X^{(\alpha') \alpha} \rangle = 0$ for some fixed index $\alpha$. This implies also an eigenstate of $X_i$ with $\bar{x}_i = x_i(\alpha)$ and vanishing dispersion $\langle X_{ij}^{(2)} \rangle = 0$. In contrast, for “equipartition” with $\langle X^{(\alpha)} \rangle = w_\alpha = 1/M$ and for cells with $\sum_\alpha x_i(\alpha) = 0$ one finds $\bar{x}_i = 0$ and $\langle X_{ij}^{(2)} \rangle$ = $\sum_\alpha x_i(\alpha) x_j(\alpha)/M$. For $M \to \infty$ and fixed volume of the trap the location observable $X_i$ becomes continuous. It is a possible candidate for a basis observable.

We may cast our setting into a formalism familiar from quantum mechanics by associating the particle numbers $X^{(\alpha)}$ with operators $\hat{N}^{(\alpha)}$, which are defined as diagonal $M \times M$ matrices (no summation over $\alpha$)

$$\langle \hat{N}^{(\alpha)} \rangle = \delta_{\beta \alpha} \delta_{\gamma \alpha}.$$  (5)

We further introduce a hermitean density matrix $\rho$, whose diagonal elements read $\rho_{\alpha \alpha} = w_\alpha$. One infers the quantum mechanical rule for the computation of expectation values in terms of the density matrix

$$\langle X^{(\alpha)} \rangle = \text{tr}(\rho \hat{N}^{(\alpha)}) = \rho_{\alpha \alpha} = w_\alpha,$$

$$\langle X_i \rangle = \text{tr}(\rho \hat{X}_i), \quad \hat{X}_i = \sum_\alpha x_i(\alpha) \hat{N}^{(\alpha)}.$$  (6)

At this stage all operators are diagonal and only the diagonal elements of the density matrix matter. There is no difference between "classical particles" and "quantum particles" up to now. This difference arises only once we ask the question "What else can we know besides the location of the particle?"

III. QUANTUM AND CLASSICAL PARTICLE

In order to investigate the difference between quantum particles and classical particles we simplify our system to be one dimensional, choosing a trap in the form of a ring. The cell coordinates $x(\alpha)$ and the observable $X$ are now periodic in the range $-\pi \leq x(\alpha) \leq \pi$. For the location we can use a hierarchical sequence of bits, the first dividing the ring into its left and right half, the next for subdividing each half into quarters and so on. We will now consider more general types of questions.

1. One-bit-particle

Let us first investigate a hypothetical “particle” that can be described by only one bit, $Q = 1$, $M = 2$. By definition, it must be possible to characterize the state of this particle by only one yes/no question. This description of the sub-system by only one bit is considered as a basic property of the particle, while the probabilities $w_+$ and $w_-$ for finding in an experiment the answers yes or no specify the state of the particle ($w_+ + w_- = 1$). The “particle observable” $A$ is a probabilistic two level observable which can only
take the values ±1 (corresponding to the answers yes or no). In other words, its spectrum consists of two values \( \gamma_0 = \pm 1 \). The probability \( w_+ \) allows one to compute the expectation values for arbitrary powers of the observable. In particular \( \langle A^2 \rangle = 1 \) is a sharp value independently of the state characterized by \( w_+ \). The central issue is: what is the question?

One possibility is the “location question”, with associated operators

\[
\hat{N}^{(1)} = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad \hat{N}^{(2)} = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad \hat{X} = \frac{\pi}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

However, other questions may also be asked as we demonstrate next in an example for a “one-bit-particle”. (This “Gedankenexperiment” only illustrates the different possibilities a “one bit question” and should not be mistaken as a description of real measurements of a quantum particle.) Suppose that we have placed in the ring two detectors on the right and left sides (say at \( x = \pm \pi/2 \)). These detectors are assumed to signal +1 if the “particle” goes through clockwise and −1 if it passes anticlockwise. We assume that the particle is not substantially disturbed by the countings of the detectors. Each one of the two detectors (l) (at \( x = -\pi/2 \)) and (r) (at \( x = \pi/2 \)) will record a series of +1 and −1 values. The probabilities to find given series of ±1 hits reflect the state of particle and environment, including the measurement apparatus. They contain much more information than contained in one yes/no question. From this information we want to extract the more limited information about the state of the particle using only one yes/no question.

A measurement analyzes the series of ±1 values in a certain time interval \( \Delta t \), which includes typically a large number of hits in the detectors. One possible two-level-observable for the particle takes the value +1 if there are more hits in (r) as compared to (l), and −1 in the opposite case. (For simplicity we assume an odd number of hits such that the question has a unique answer.) This “location question” can be associated with a “location observable” \( L \). If there are more hits in the detector (l) than in (r) we define that the particle is in the left half of the ring with \( L = -1 \). The classical ensemble, which describes the particle and its environment, specifies a probability for each possible series of hits. In turn, this determines the probabilities \( w_+^{(L)} \) and \( w_-^{(L)} = 1 - w_+^{(L)} \) to find for the location observable the values +1 or −1, which describe the state of the particle. If we associate to \( L \) the operator \( \hat{L} = \tau_3 \) we recognize that \( X = (\pi/2)\hat{L} \) corresponds to the location observable in different units.

However, we may also ask a different question, as the “motion question”: “do both detectors (r) and (l) together show more +1 hits than −1 hits?” If yes, the “motion observable” \( M \) takes the value +1 (for clockwise motion), if no, we associate \( M = -1 \) to anticlockwise motion. Again, the classical ensemble induces probabilities \( w_+^{(M)} \) and \( w_-^{(M)} = 1 - w_+^{(M)} \) and therefore an expectation value for the motion observable \( \langle M \rangle = w_+^{(M)} - w_-^{(M)} \). The motion observable can be associated with the “momentum” of the particle in appropriate units. The motion observable fulfills all criteria for a yes/no question for the one-bit-particle, just as the location observable does.

A third two-level-observable can be associated with the “correlation question”. We may register a “jump” if a hit in (l) is followed by a hit in (r), or if a hit in (l) occurs after a hit in (r). A “stay” is a sequence of two hits in the same detector. If a sequence of hits shows more jumps than stays we may assign the value +1 to the “correlation observable” \( C \), with the intuitive notion that for many jumps the particle has some tendency to be both on the left and the right side. In the opposite case of more stays than jumps the observable \( C \) assumes the value −1, with “anti-correlation” associated to the notion that the particle has a tendency to be exclusively either left or right. Again the average of the correlation observable can be expressed in terms of the probabilities \( w_+^{(C)} \) to find \( C = \pm 1 \), namely

\[
\langle C \rangle = w_+^{(C)} - w_-^{(C)}.
\]

The three two-level-observables \( L, M \) and \( C \) are unrelated in the sense that the knowledge of the value of one of the observables does not yield any information on the other two observables. If we consider only chains with more hits in (r) than in (l), i.e. \( L = +1 \), this does not tell us anything on the relative number of +1 and −1 hits associated to \( M \) or on the relative number of jumps and stays associated to \( C \). In other words, we assume that the restriction to ensembles with more hits in (r) than (l), i.e. an eigenstate to \( L = 1, w_+^{(L)} = 1, w_-^{(L)} = 0 \), does not favor one of the two possible values for \( M \) or for \( C \). Similarly the eigenstates of \( M \) and \( C \) should not “bias” the outcome of measurements of the two complementary variables. This can be realized for suitable rules for sequences of hits, for example by the “classical path sequences” where a jump consists of two hits +1 of two hits −1 in the two different detectors (but not two hits with opposite sign), while a stay consists of two hits with opposite sign in the same detector (the particle moving forward and backwards through the detector). It also holds for “random sequences” where sequences with arbitrary +1 and −1 hits are allowed.

2. Particle subsystem

On a somewhat more formal level we may associate each series of hits (each possible sequence of ±1 values) in the two detectors (r) and (l) with a state \( \tau \) of the total system of particle and environment. The probabilities \( p_\tau \) for individual sequences characterize the classical statistical ensemble. They allow us to compute the probabilities \( w_+^{(L)}, w_-^{(M)} \) and \( w_+^{(C)} \) for finding the values +1 for the two level observables \( L, M \) and \( C \), or equivalently to compute the expectation values \( \langle L \rangle, \langle M \rangle \) and \( \langle C \rangle \). We will now assume that the expectation values \( \langle L \rangle, \langle M \rangle, \langle C \rangle \) characterize the state of the one-bit-particle, and that this is the only information available for the subsystem. The joint probability of finding \( L = 1 \) and \( M = 1 \) cannot be extracted from the knowledge of \( \langle L \rangle, \langle M \rangle, \langle C \rangle \) - it is not a property of our one-bit particle. The joint probability would be computable from the knowledge of \( p_\tau \), for all sequences \( \tau \), this involves properties of the environment.

In fact, if the joint probabilities for the different combina-
tions (+, +), (+, −), (−, +) and (−, −) for the observables $L$ and $M$ would be available from the state of the particle, we could construct a further observable $LM$ which takes the value +1 if $L$ and $M$ have equal sign, and −1 for opposite signs. Its expectation value $\langle LM \rangle$ would be computable from the particle state. However, $\langle LM \rangle$ cannot be computed form $\langle L \rangle$ and $\langle M \rangle$ alone. Furthermore, the observable $C$ is different from $LM$. We conclude that $\langle LM \rangle$ cannot be computed from the knowledge of $\langle L \rangle$, $\langle M \rangle$ and $\langle C \rangle$, but would require additional “environmental information” not available if the particle state is only characterized by $\langle L \rangle$, $\langle M \rangle$, $\langle C \rangle$. The statistical system describing the particle alone is incomplete. Furthermore, if $LM$ would be a particle observable, then $L, M$ and $LM$ would be sufficient in order to construct a composite observable with a spectrum of four different values, corresponding to the $\langle +, + \rangle, \langle +, − \rangle, \langle −, + \rangle$ and $\langle −, − \rangle$ combinations for $L$ and $M$. A spectrum with four different values for a particle observable is in contradiction with the assumption that all particle observables use only one bit of information.

Let us consider $L, M$ and $C$ as basis observables for the subsystem. The state of the subsystem is characterized by their expectation values $\langle L \rangle$, $\langle M \rangle$ and $\langle C \rangle$. We may associate to these observables the operators (2 × 2 Pauli matrices)

$$\hat{L} = \tau_3, \hat{M} = -\tau_2, \hat{C} = \tau_1.$$ (8)

We can further construct a hermitian matrix $\rho$ which characterizes the state of the particle

$$\rho = \frac{1}{2} (1 + \langle L \rangle \tau_3 - \langle M \rangle \tau_2 + \langle C \rangle \tau_1).$$ (9)

It obeys $\text{tr}\rho = 1$ and $0 \leq \rho_{\alpha \alpha} \leq 1$. For all observables $A = (L, M, C)$ the expectation values obey

$$\langle A \rangle = \text{tr}(\rho \hat{A}).$$ (10)

The third condition for $\rho$ being a density matrix, $\text{tr}\rho^2 \leq 1$, is obeyed only for $\langle L \rangle^2 + \langle M \rangle^2 + \langle C \rangle^2 \leq 1$. This implies that at most one of the three observables can have a sharp value. For example, $\langle M \rangle = 1$ implies $\langle L \rangle = \langle C \rangle = 0$.

This is a typical situation for a quantum particle. For our one bit particle the sum $\langle L \rangle^2 + \langle M \rangle^2 + \langle C \rangle^2$ describes the purity $P$ of the subsystem. We will assume $P \leq 1$, in accordance with the restriction to one-bit observables. In contrast, a classical particle would have a sharp value for both $L$ and $M$ and therefore $\langle L \rangle^2 + \langle M \rangle^2 + \langle C \rangle^2 \geq 2$. However, simultaneously sharp values of $L$ and $M$ answer simultaneously yes/no questions (“is $L$ positive?” and “is $M$ positive?”) such that this case should be described by a particle characterized by two bits.

3. Two-bit-particle

Let us therefore extend the discussion to a hypothetical particle characterized by two bits, $Q = 2, M = 4$.

We generalize the observables $L, M, C$ to fifteen two-level observables $A^{(k)}$, $k = 1 \ldots 15, (A^{(k)})^2 = 1$. They are considered to be the possible basis observables of the isolated sub-system, such that the state of the particle is described by fifteen real numbers $\rho_k$, $-1 \leq \rho_k \leq 1$.

$$\rho_k = \langle A^{(k)} \rangle.$$ (11)

We define the purity of the subsystem as

$$P = \sum_k (\rho_k)^2$$ (12)

and choose $P \leq 3$, as appropriate for two bits. Indeed, with $Q$ yes/no questions we can fix at most $2^Q - 1$ sharp values of independent two level observables, similar to the particle numbers $N^{(a)}$ in section 11. (The constraint $\sum_a N^{(a)} = 1$ reduces the number of independent observables by one.)

We introduce the $M^2 - 1$ normalized $SU(M)$ generators $L_k$ obeying $L_k^2 = 1, \text{tr}L_k = 0, \text{tr}(L_k L_i) = M \delta_{ki}$ [2]. With $|\rho_k| \leq 1$ the hermitean matrix

$$\rho = \frac{1}{M} (1 + \rho_k L_k)$$ (13)

obeys two of the requirements for a density matrix: $\text{tr}\rho = 1, \text{tr}\rho^2 = (P + 1)/M \leq 1$. The two-level observables $A^{(k)}$ are represented as hermitean $M \times M$ matrices or “operators”

$$\hat{A}^{(k)} = L_k, \langle A^{(k)} \rangle = \text{tr}(\rho \hat{A}^{(k)}) = \rho_k.$$ (14)

Their expectation values can be computed according to the rule of quantum mechanics in terms of the density matrix.

In particular, we consider the diagonal operators

$$L_1 = \text{diag}(1, 1, -1, -1), \ L_2 = \text{diag}(1, -1, 1, -1), \ L_3 = \text{diag}(1, -1, -1, 1).$$ (15)

The expectation values $\rho_1, \rho_2, \rho_3$ determine the diagonal elements of the density matrix

$$\rho_{11} = \frac{1}{4}(1 + \rho_1 + \rho_2 + \rho_3), \ \rho_{22} = \frac{1}{4}(1 + \rho_1 - \rho_2 - \rho_3), \ \rho_{33} = \frac{1}{4}(1 - \rho_1 + \rho_2 - \rho_3), \ \rho_{44} = \frac{1}{4}(1 - \rho_1 - \rho_2 + \rho_3).$$ (16)

While the purity constraint $P \leq 3$ assures $\rho_{\alpha \alpha} \leq 1$, the positivity condition $\rho_{\alpha \alpha} \geq 0$, which is necessary for a valid density matrix, is not obeyed automatically. (For example, $\rho_1 = \rho_2 = \rho_3 = -1, \rho_{k \geq 4} = 0$, obeys $P = 3$ but would imply $\rho_{11} = -1/2$.) We will therefore extend the purity constraint and impose further conditions on the allowed values of $\rho_k$ (beyond the condition $\sum_k \rho_k \rho_k \leq 3$) that will guarantee $\rho_{\alpha \alpha} \geq 0$. The explicit form of this positivity constraint will not be important for the present paper and we refer for a detailed discussion to 2, 2. In short, we require that the eigenvalues of the density matrix [13] should all be positive or zero. For a pure state this implies $\rho_k = f_k$, with $f_k$ parameterizing the homogeneous space $SU(M)/SU(M - 1) \times U(1)$, normalized with $\sum_k f_k f_k = M - 1$. 


4. Classical particle

The specific properties of the “two-bit-particle” depend on the interpretation of the basis observables $A(k)$. For $M = 4$, we could represent a classical particle by associating the location $L$ and the motion $M$ to two commuting operators, for example

$$L = L_1 = \text{diag}(1, 1, -1, -1), \quad M = L_2 = \text{diag}(1, -1, 1, 1).$$

(17)

Thus $L$ and $M$ can have simultaneously sharp values. If no other observables are considered, only the values of $\rho_1$ and $\rho_2$ are needed for the computation of $\langle L \rangle$ and $\langle M \rangle$ in the ensemble. A pure classical state has $|\rho_1| = |\rho_2| = 1$. We may further consider an observable associated to the third diagonal generator $L_3 = L_1L_2 = \text{diag}(1, -1, -1, 1)$. It measures the correlation between motion and location, $LM$. This observable takes the value +1 for a particle located at $r$ moving clockwise or a particle located at (l) moving anticlockwise, while $LM = -1$ holds if (r) and (l) are exchanged. The most general statistical state of a two-bit classical particle is characterized by three numbers,

$$\rho_1 = \langle L \rangle , \quad \rho_2 = \langle M \rangle , \quad \rho_3 = \langle LM \rangle .$$

(18)

For the example $\rho_1 = \rho_2 = 0$, $\rho_3 = 1$, $\langle LM \rangle = 1$, one does not know if the particle is located left or right or if it moves clockwise or anticlockwise. However, we know it moves “downwards”, either clockwise on the right or anticlockwise on the left. As long as only the observables $L, M$ and $LM$ are used as particle observables and $\rho_1, \rho_2, \rho_3$ describe the state of the particle, we deal now with complete statistics, for which the measurement correlation $\langle LM \rangle_m$ is expressed by the expectation value $\langle LM \rangle = \rho_3$, which is directly connected to the joint probabilities. The characteristic feature of a classical particle is that only diagonal operators are used for a description of the observables, and that the observables include both location and motion observables.

5. Quantum particle

In contrast, for a description of a two-bit quantum particle the characterization of the particle state also uses information from observables corresponding to off-diagonal operators. We may now employ the three diagonal generators $L_1, L_2, L_3$ for a refined characterization of the location using four cells. (Imagine in our intuitive example that we place two further detectors at the location $x = \pi$ and $x = -\pi$.) We may label the cells with $\alpha = 1 \ldots 4$ and “central locations” at $x(\alpha = 1) = 3\pi/4$, $x(\alpha = 2) = \pi/4$, $x(\alpha = 3) = -\pi/4$, $x(\alpha = 4) = -3\pi/4$. The particle numbers $N^{(\alpha)}$ obey

$$\hat{N}^{(1)} = {\frac{1}{4}}(1 + L_1 + L_2 + L_3),$$
$$\hat{N}^{(2)} = {\frac{1}{4}}(1 + L_1 - L_2 - L_3),$$
$$\hat{N}^{(3)} = {\frac{1}{4}}(1 - L_1 + L_2 - L_3),$$
$$\hat{N}^{(4)} = {\frac{1}{4}}(1 - L_1 - L_2 + L_3),$$

(19)

and the location of the particle is given by $\hat{X}$ according to eq. (10), with eq. (14) equivalent to eq. 2. The observable $L_1$ takes positive values if the particle is on the right ($x > 0$), and negative values for a particle on the left ($x < 0$), according to

$$L_1 = \hat{N}^{(1)} + \hat{N}^{(2)} - \hat{N}^{(3)} - \hat{N}^{(4)}.$$

Similarly, $L_3$ is positive (negative) for a particle in the lower half, $|x| > \pi/2$ (upper half, $|x| < \pi/2$),

$$L_3 = \hat{N}^{(1)} - \hat{N}^{(2)} - \hat{N}^{(3)} + \hat{N}^{(4)},$$

(21)

and $L_2$ is positive or negative

$$L_2 = \hat{N}^{(1)} - \hat{N}^{(2)} + \hat{N}^{(3)} - \hat{N}^{(4)}$$

(22)
in one or the other of the two complementary diagonal regions of the circle.

The off-diagonal generators $L_4 \ldots L_{15}$ may be split into real generators ($L_k = \hat{L}_k$), namely $L_4 = 1 \otimes \tau_1$, $L_6 = \tau_3 \otimes \tau_1$, $L_8 = \tau_1 \otimes 1$, $L_{10} = \tau_7 \otimes \tau_3$, $L_{12} = \tau_1 \otimes \tau_1$, $L_{14} = -\tau_2 \otimes \tau_2$ and imaginary generators ($L_k^* = -\hat{L}_k$), namely $L_5 = 1 \otimes \tau_2$, $L_7 = \tau_3 \otimes \tau_2$, $L_9 = \tau_2 \otimes 1$, $L_{11} = \tau_2 \otimes \tau_3$, $L_{13} = \tau_1 \otimes \tau_2$, $L_{15} = \tau_2 \otimes \tau_1$. In this language one has $L_1 = \tau_1 \otimes 1$, $L_2 = 1 \otimes \tau_3$, $L_3 = \tau_3 \otimes \tau_3$. We may employ the six imaginary generators for generalized motion observables. One motion observable $\hat{M}_1$ can be associated with $-L_3$, such that $L_3 = 1$ for anticlockwise motion, and $L_3 = -1$ for clockwise motion. We observe that $L_5$ and $L_1$ commute such that there can be states where they have simultaneously sharp values. Indeed, a state with $\rho_1 = \langle L_1 \rangle = 1$, $\rho_5 = \langle L_5 \rangle = -1$ characterizes the particle as being in the right half of the circle and moving clockwise. In this special case we can recover a classical particle where a location and a motion observable are simultaneously measurable (even though with reduced precision, since only one bit can be used for the location measurement). Indeed, we may employ a change of basis for the generators $L_k$ by unitary transformations (with a simultaneous transformation of $\rho$ such that $tr(\rho A)$ remains invariant). This can be used in order to transform the triplet of generators $(L_1, -L_5, -L_7)$ into $(L_1, L_2, L_3)$, and we see the equivalence with the previous description of a classical particle if no information on further observables is used. This allows an interpretation of the observable associated to $L_7$. For $L_7 = 1$ the particle is either on the right moving anticlockwise or on the left moving clockwise (the particle moves “upwards”), while for $L_7 = -1$ it either moves clockwise on the right or anticlockwise on the left (“downwards” motion).

The observable $M_1$ associated to $\hat{M}_1 = -L_5$ is not the only motion observable. A different motion observable is associated to $\hat{M}_2 = L_{13}$, with positive $L_{13}$ describing clockwise motion. This operator commutes with $L_3$, such that we can now simultaneously answer the question if the particle is in the lower half ($L_3 = 1$) or in the upper half ($L_3 = -1$), and if it is moving clockwise ($L_{13} = 1$) or anticlockwise $L_{13} = -1$. Again, the triplet of operators
\(L_3, L_{13}, L_{15} = L_3L_{13}\) is equivalent by unitary transformations to \((L_1, L_2, L_3)\) and we can describe a classical particle. The third set of motion type observables, \(-L_3\) and \(-L_{11} = -L_2L_3\), commutes with \(L_2\). Its interpretation is less intuitive since it involves disconnected regions for the location in the ring.

The two motion operators \(\hat{M}_1\) and \(\hat{M}_2\) commute (with \(\hat{M}_1\hat{M}_2 = -\hat{L}_8\)). We may define an angular momentum observable

\[
\hat{M} = \frac{1}{2}(\hat{M}_1 + \hat{M}_2) = \frac{1}{2}(L_{13} - L_5) = \frac{i}{2} \begin{pmatrix}
0 & 1 & 0 & -1 \\
-1 & 0 & 1 & 0 \\
0 & -1 & 0 & 1 \\
1 & 0 & -1 & 0
\end{pmatrix}
\]

This operator has three different eigenvalues, \(m = 0, \pm 1\), as characteristic for angular momentum in quantum mechanics in appropriate units. We observe that \(\hat{M}\) does not commute with anyone of the location operators \(L_1, L_2, L_3\) or with \(\hat{X}\).

Pure states correspond to classical ensembles for which the density matrix obeys \(\rho^2 = \rho\). This requires a maximal purity \(P = 3\). Any pure state density matrix can be written as

\[
\rho = U \hat{\rho}_1 U^\dagger, \quad \hat{\rho}_1 = \text{diag}(1, 0, 0, 0),
\]

with \(U\) a suitable unitary matrix \(U^\dagger U = 1\). For pure states we may introduce the quantum mechanical wave function as a normalized complex \(M\)-component vector \(\psi, \psi^\dagger \psi = 1\), according to

\[
\psi_n = U_{\alpha \beta} \psi_1, \quad \langle \psi_n | \psi_n \rangle = \delta_{n \alpha}, \quad \rho_{\alpha \beta} = \psi_\alpha \psi^\beta,
\]

such that the expectation value of an observable \(A\) can be computed using the associated operator \(\hat{A}\) with the standard quantum mechanical rule

\[
\langle A \rangle = \psi^\dagger \hat{A} \psi.
\]

The eigenstates of the location operator \(\hat{X}\) are the eigenstates of the local particle numbers \(\hat{\psi}_n\), with eigenvalues \(x_n = (5 - 2n)\pi / 4\). For all these "localized states" the average of the angular momentum observable vanishes, \(\psi^\dagger \hat{M} \psi = 0\).

The eigenstates of the angular momentum operator are given by

\[
\psi_n = \frac{1}{2} \exp[i \hat{m} x(n)], \quad x(n) = \frac{(5 - 2\alpha)\pi}{4},
\]

with \(\hat{m} = 0, \pm 1, \pm 2\). We notice that \(\hat{m} = +2\) and \(\hat{m} = -2\) leads to the same state \(\psi = \pm \frac{1}{2}(1, -1, 1, -1)\) up to a minus sign. It corresponds to a zero eigenvalue of \(\hat{M}\). For \(|\hat{m}| \leq 1\) one has \(\hat{m} = m\). For the angular momentum eigenstates one finds

\[
\langle N^{(\alpha)} \rangle = \psi^\dagger \hat{N}^{(\alpha)} \psi = \frac{1}{4}, \quad \langle X \rangle = \psi^\dagger \hat{X} \psi = 0.
\]

It is amazing how many characteristic features of quantum mechanics are already visible for our simple "two bit particle"!

Indeed, we can now characterize a two-bit quantum particle by a subsystem with the following properties: (i) All particle observables have a spectrum of at most four different values, corresponding to two yes/no questions. (ii) The state of the subsystem cannot be fully characterized by the expectation values for three "commuting observables", for which joint probabilities are available. It needs the specification of expectation values of further observables. (iii) The statistical system describing the particle alone is incomplete. Joint probabilities are not available for all pairs of observables. (iv) The location and motion observables use a maximal resolution consistent with two bits. In consequence, they cannot be associated to commuting operators.

Finally, we may describe the classical particle within the quantum mechanical formalism as "classical particle eigenstates" which have simultaneously sharp values of \(L_1\) and \(\hat{M}_1\) (and therefore also of \(L_7\)). The eigenstates of \(L_1 = +1\) obey \(\psi = (\psi_1, \psi_2, 0, 0)\). The simultaneous eigenstates with \(M_1 = \pm 1\) read \(\psi = (1, \mp i, 0, 0)/\sqrt{2}\). (For the eigenstates with \(L_1 = -1\) one exchanges the upper two with the lower two components.) In a quantum mechanical language, the classical particle states are entangled states between the location eigenstates \(\psi_1\) and \(\psi_2\).

6. Classical statistical ensemble for two-bit-particle

There are many possible classical statistical ensembles that realize a two-bit-particle. They typically differ in the properties of the environment, while they lead to identical results for the subsystem which characterizes the two-bit-particle. As a first explicit example for a classical statistical ensemble we may consider \(2^{15}\) classical states \(\tau\) which are characterized by ordered sequences \(\{\sigma_k\}\) of fifteen discrete variables \(\sigma_k = \pm 1\). We specify the state of the subsystem by the expectation values of the fifteen observables \(\sigma_k\).

\[
\rho_j = \langle \sigma_j \rangle = \sum_{\{\sigma\}} \sigma_j \rho(\{\sigma\}).
\]

For the probabilities \(p_\tau = p(\{\sigma\})\) of the classical statistical ensemble we choose

\[
\rho(\{\sigma\}) = p_\tau(\{\sigma\}) + \delta p_\tau(\{\sigma\})
\]

with

\[
p_\tau(\{\sigma\}) = 2^{-15} \prod_{k=1}^{15} (1 + \rho_k \sigma_k).
\]

The part \(\delta p_\tau\) obeys

\[
\sum_{\{\sigma\}} \sigma_j \delta p_\tau(\{\sigma\}) = 0, \quad \sum_{\{\sigma\}} \delta p_\tau(\{\sigma\}) = 0,
\]

such that it only matters for the environment, without influencing the state of the subsystem. This example can be easily generalized by extending the number of classical states, using an additional index \(\zeta\) with \(\tau = (\{\sigma\}, \zeta)\). The probability \(p_\tau(\{\sigma\})\) is multiplied by \(\tilde{p}_\tau(\zeta)\) obeying \(\sum_{\zeta} \tilde{p}_\tau(\zeta) = 1\), and \(\delta p_\tau\) depends on \(\zeta\) in addition to \(\{\sigma\}\).
The sums in eq. (29), (32) became now sums over \( \{\sigma_k\} \) and \( \zeta \). For example, the sequences of hits discussed in sect. 111 can be described in this way.

We may associate to each classical observable \( \sigma_k \) the operator \( L_k \) and define the density matrix

\[
\rho = \frac{1}{4}(1 + \rho_k L_k).
\]  
(33)

This guarantees the quantum rule for the expectation values

\[
\langle A \rangle = \text{tr}(A \rho)
\]  
(34)

if \( A = \sigma_k \) and \( \hat{A} = L_k \). We constrain the “purity” \( P = \sum_k \rho_k \rho_k \leq 3 \) and impose further on the allowed values of \( \rho_k \) the positivity constraint that all eigenvalues of \( \rho \) should be positive or vanish. Then \( \rho \) in eq. (33) has all the properties of a density matrix for a four-state quantum system. A unitary time evolution of the density matrix \( \rho \) can be achieved by a suitable time evolution of the classical probability distribution (30), as realized by an appropriate rotation among the \( \rho_k \), while the evolution of \( \delta \rho \) is arbitrary as long as the constraints (32) are respected.

One may realize the occupation numbers (19) in the classical statistical ensemble by appropriate sums of \( \sigma_1, \sigma_2 \) and \( \sigma_3 \). In general, these sums could take the values \( \{1, \frac{1}{2}, 0, -\frac{1}{2}\} \), instead of the allowed values (1, 0) for the occupation numbers. However, we may impose on the allowed classical probability distributions \( P_\tau \) a further restriction such that \( \sigma_1, \sigma_2 \) and \( \sigma_3 \) form a “comeasurable bit chain” [2]. This means that their expectation values obey the relation

\[
\langle \sigma_1 \sigma_3 \rangle = \langle \sigma_2 \rangle, \quad \langle \sigma_1 \sigma_2 \rangle = \langle \sigma_3 \rangle, \quad \langle \sigma_2 \sigma_3 \rangle = \langle \sigma_1 \rangle, \\
\langle \sigma_1 \sigma_2 \sigma_3 \rangle = 1.
\]  
(35)

Comeasurable bit chains are possible if the associated quantum operators commute. The relations (35) are then realized also on the operator level

\[
L_1 L_3 = L_2, \quad L_1 L_2 = L_3, \quad L_2 L_3 = L_1, \quad L_1 L_2 L_3 = 1.
\]  
(36)

The relations (35) imply that the observables \( A^{(j)} \), to which the operators \( N^{(j)} \) are associated, behave as projectors

\[
\langle (A^{(j)})^p \rangle = \langle A^{(j)} \rangle.
\]  
(37)

This may be verified explicitly for \( p = 2, 3 \), and the use of the identity

\[
(A^{(j)})^4 = (A^{(j)})^3 + \frac{1}{4}(A^{(j)})^2 - \frac{1}{4}(A^{(j)}).
\]  
(38)

The relation (37) implies that the probabilities for finding for the sum the values \( \pm \frac{1}{2} \) vanishes, such that the spectrum of the observables \( A^{(j)} \) contains indeed only the values 1 and 0. Further comeasurable bit chains can be constructed for the motion observables \( (-\sigma_5, \sigma_1, -\sigma_3) \), in complete analogy to \( (\sigma_1, \sigma_2, \sigma_3) \). We can also implement a comeasurable bit chain \( (\sigma_1, -\sigma_5, -\sigma_7) \) for the classical particle. For a two-bit-particle or four-state quantum mechanics the maximal numbers of members of a bit chain is three.

Already on the level of two-bit subsystems we have constructed classical statistical ensembles that can describe a quantum particle as well as a classical particle. The “nature” of the particle depends on what observables are used for the description. In our 2-bit example, the angular momentum operator for a quantum particle is \( M \) (eq. (29)), while for a classical particle one uses \( M_1 = -L_5 \). For a classical particle, typically not all of the information contained in the density matrix \( \rho \) is used - with the exception of states where \( \rho_k = 0, k \neq 1, 5, 7 \). While the location information of a quantum particle uses the three expectation values \( \rho_1, \rho_2, \rho_3 \), only \( \rho_1 \) is used for a classical particle. In the next sections we will generalize these findings by considering a continuum limit where the number of bits goes to infinity, thereby increasing the resolution of the location observable \( \hat{X} \) and the range of the angular momentum \( M \).

IV. PARTICLE MOTION

In this section we extend the discussion from the “one-bit-particle” and “two-bit-particle”, where all observables have a discrete spectrum, to quantum and classical particles described by continuous position and momentum observables. For the quantum particle we will obtain Heisenberg’s uncertainty relation and non-commuting position and momentum operators. In contrast, for a classical particle position and momentum can both be measured sharply and the associated operators commute.

1. Continuous observables

Let us next increase the number of bits \( Q \) and the corresponding number of quantum states \( M = 2^Q \). We finally will be interested in the continuum limit \( M \to \infty \). We now consider a basis of \( M^2 - 1 \) two-level observables \( A^{(k)} \) for describing the state of the particle by eq. (11). Equations (12-14) have been already formulated for general \( M \) (now \( P \leq M - 1 \)) and we keep the same normalization for the \( SU(M) \) generators \( L_k \). Our quantum mechanical formalism holds for general \( M \). For the particle numbers \( \hat{N}^{(\alpha)} \) we use eq. (5), with \( \alpha = 1 \ldots M \). Defining

\[
x(\alpha) = (M + 1 - 2\alpha)\frac{\pi}{M}
\]  
(39)

we infer the “quantum location operator” \( \hat{X} \) as

\[
\hat{X} = \sum_{\alpha} x(\alpha) \hat{N}^{(\alpha)}.
\]  
(40)

Thus \( x \) remains an angular variable on the circle, \( -\pi < x < \pi \), but the resolution increases due to the higher number of possible eigenstates.

For \( M \to \infty \) the location becomes a continuous variable. We may switch to a continuum notation where \( \psi_\alpha \) is replaced by the continuous wave function \( \psi(x) \). The density matrix becomes a function of two coordinates, \( \rho(x, y) \). For
the special case of a pure state it reads \( \rho(x, y) = |\psi(x)\psi^*(y)\). Similarly, the operators become matrices in position space, \( \hat{A}(x, y) \). In particular, the particle number at location \( z \) reads

\[
\hat{N}(z)(x, y) = \delta(x - z)\delta(y - z). \tag{41}
\]

The quantum position operator takes the form

\[
\hat{X}(x, y) = \int dz \, z\hat{N}(z)(x, y) = x\delta(x - y), \tag{42}
\]

with expectation value

\[
\langle X \rangle = \int_x \int_y \hat{X}(x, y)\rho(y, x) = \int_x x\rho(x, x). \tag{43}
\]

We can interprete \( \rho(x, x) \) as the probability \( w(x) \) to find the particle at location \( x \). It obeys \( 0 \leq w(x) \leq 1 \) and the condition \( \int w(x) = 1 \) assures the proper normalization \( \int w(x) = 1 \). For a pure state we have the usual rule

\[
\langle X \rangle = \int x\psi^*(x)x\psi(x) , \quad w(x) = \psi^*(x)\psi(x). \tag{44}
\]

2. Momentum and angular momentum for quantum particle

Consider next the angular momentum operator \( \hat{M} \) for a general number of quantum states \( M \). (There should be no confusion between the similar symbols.) It reads

\[
\hat{M}_{\alpha\beta} = \frac{i}{N} \sum_{m=1}^M (\delta_{\alpha,\gamma}\delta_{\beta,\gamma+1} - \delta_{\alpha,\gamma+1}\delta_{\beta,\gamma}). \tag{45}
\]

Here \( \gamma \) is considered as an index modulo \( M \), i.e. \( \gamma = M + 1 \) corresponds to \( \gamma = 1 \). The normalization \( N \) depends on the units for \( M \). We choose

\[
N = 2\sin\frac{2\pi}{M} \tag{46}
\]

such that

\[
\psi_\alpha = \frac{1}{\sqrt{M}} \exp ix(\alpha) \tag{47}
\]

is an eigenstate of \( \hat{M} \) with eigenvalue \( m = 1 \). One finds for the eigenvalue \( \hat{m}(m) \) of \( \hat{M} \), with eigenfunctions

\[
\psi_\alpha^{(m)} = \frac{1}{\sqrt{M}} \exp \left[ imx(\alpha) \right], \quad -\frac{M}{2} < m < \frac{M}{2} \tag{48}
\]

the spectrum

\[
\hat{m}(m) = \frac{\sin(2\pi m/M)}{\sin(2\pi/M)}. \tag{49}
\]

For \( M \to \infty \) the small values of \( \hat{m} \) become the usual integer values of angular momentum, \( \hat{m}(m) \to m \). For \( m = M/4 \) the function \( \hat{m}(m) \) reaches its maximum \( \hat{m}_{\text{max}} = 1/\sin(2\pi/M) \approx M/2\pi \), and then decreases towards zero for \( m \to M/2 \). We see that the range of possible angular momenta increases \( \sim M \), in correspondence with the increased angular resolution, \( \Delta x \sim 1/M \). The appearance of small eigenvalues \( \hat{m} \) for \( |m| \to M/2 \) is an artefact of the lattice formulation (similar to the fermion doubling in lattice gauge theories). They may be removed towards large values by the use of an improved angular momentum operator. We will assume that this is done and consider for the continuum limit only smooth functions with \( |m| \ll M/4 \). In the continuum limit we find integer eigenvalues of angular momentum. The continuum version of \( \hat{M} \) is a differential operator

\[
\hat{M}(x, y) = -i\delta(x - y)\frac{\partial}{\partial y}. \tag{50}
\]

If we further restore standard units by multiplying \( \hat{M} \) with \( \hbar \) (so far we have used \( \hbar = 1 \)) one recovers the well known commutation relation between an angular position operator \( \hat{X} \) and the angular momentum operator \( \hat{M} \)

\[
[\hat{X}, \hat{M}] = i\hbar\delta(x - y). \tag{51}
\]

The continuum limit can also be taken in a different way. While increasing the resolution we may simultaneously increase the “volume” of the circle (i.e. the circumference) to infinity, and consider only a finite region in this infinite volume. This essentially amounts to a change of units and to a restriction of observables to a shrinking region in \( x \). We may choose some length unit and perform a rescaling \( x(\alpha) = 2\pi x'/l \), such that the new location variable extends from \(-l/2 \leq x' \leq l/2\), with \( l = Ma \) the volume and \( a \) the lattice distance. With \( \hat{X}' = (l/2\pi)\hat{X}, \hat{P} = (2\pi\hbar/l)\hat{M} \), the new variables \( \hat{X}', \hat{M}' \) read

\[
\hat{X}' = x'\delta(x' - y'), \quad \hat{P} = -i\hbar\delta(x' - y')\frac{\partial}{\partial y'}. \tag{52}
\]

We interprete now \( \hat{P} \) as momentum - in one dimension there is no difference between momentum in a periodic volume and angular momentum (up to units). The relation \( [\hat{X}, \hat{M}] \) becomes the well known Heisenberg’s uncertainty relation between position and momentum operators (we drop the primes on \( \hat{X}, \hat{M} \) from now on)

\[
[\hat{X}, \hat{P}] = i\hbar\delta(x - y). \tag{53}
\]

For a finite \( l \) the momenta remain discrete, with \( p = 2\pi/l \) (from here on we use again \( \hbar = 1 \)). A scaling \( l \sim \sqrt{M}, a \sim 1/\sqrt{M} \), however, leads for \( M \to \infty \) to continuous momentum and location variables. Restricting the discussion to a fixed finite range \( \Delta x \), with \( \Delta x/l \to 0 \) for \( l \to \infty \), the periodicity of \( x \) can be neglected. We end with the standard setting for a particle in quantum mechanics. In this version the generalization to three dimensions is straightforward.

3. Commuting position and momentum for classical particle

What happens for \( M \to \infty \) with the “classical particle state” that we have found in our quantum mechanical
formalism for \( M = 4 \)? It is indeed straightforward to generalize for large \( M \) the notion of a classical particle where both location and momentum can be measured. For this purpose we use half of the yes/no questions for the location, and the other half for the momentum. (We assume here \( Q/2 \) to be integer.) We can construct a coarse grained location operator \( \hat{X}_{\sqrt{M}} \) as a \( \sqrt{M} \times \sqrt{M} \) matrix (\( \sqrt{M} = 2^{Q/2} \)). It follows the same rules as the previous quantum location operator \( \hat{X}_M \), but with less resolution since only \( Q/2 \) bits can be used. Similarly, we construct a coarse grained momentum operator \( \hat{P}_{\sqrt{M}} \). The classical location and momentum operators \( \hat{X}_{cl} \) and \( \hat{P}_{cl} \) are given by \( M \times M \) matrices

\[
\hat{X}_{cl} = \hat{X}_{\sqrt{M}} \otimes 1_{\sqrt{M}}, \quad \hat{P}_{cl} = 1_{\sqrt{M}} \otimes \hat{P}_{\sqrt{M}}.
\]

(54)

Obviously, classical location and momentum commute

\[
[\hat{X}_{cl}, \hat{P}_{cl}] = 0.
\]

(55)

This construction generalizes the classical location and motion for \( M = 4 \). Indeed \( X_2 = \tau_3 \) and \( \hat{P}_2 = -\tau_2 \) reproduce \( \hat{X}_{cl} = \tau_3 \otimes 1 = L_1 \), \( \hat{P}_{cl} = 1 \otimes (-\tau_2) = -L_5 \). In the limit \( M \to \infty \) both \( \hat{X}_{cl} \) and \( \hat{P}_{cl} \) become continuous operators. This demonstrates clearly that our setting of describing a particle as a subsystem of a classical statistical ensemble can account for both quantum and classical particles!

There are many different ways of taking the limit \( M \to \infty \) which result in the classical commutation relation \( [\hat{X}, \hat{P}] = \hbar \) and similar for the quantum commutator \( [\hat{X}_{\sqrt{M}}, \hat{P}_{\sqrt{M}}] = \hbar \). At the end, only the commutation relation matters for the distinction between quantum and classical particles. As an example, we may represent the location observable for both a classical and a quantum particle in the \( \sqrt{M} \)-dimensional subspace

\[
\hat{X}_{cl} = \hat{X}_{\sqrt{M}} \otimes 1_{\sqrt{M}}.
\]

(56)

The momentum operators can then be represented as acting in different subspaces

\[
\hat{P}_{cl} = 1 \otimes \hat{P}_{\sqrt{M}}.
\]

(57)

In other words, the \( M \)-dimensional position space can be parameterized by a pair \((x_1, x_2)\), with representations

\[
\hat{X}_{cl} = \hat{X}_{\sqrt{M}} = x_1, \quad \hat{P}_{cl} = -i\hbar \frac{\partial}{\partial x_1}, \quad \hat{P}_{cl} = -i\hbar \frac{\partial}{\partial x_2}.
\]

(58)

In this representation the coordinate \( x_2 \) becomes irrelevant for the observable describing a quantum particle.

V. PARTICLE CORRELATION FOR QUANTUM PARTICLE

So far we have only discussed the diagonal and the imaginary part of the density matrix for quantum particles. In our basis they are related in a general sense to the location and motion of the particle. The real off-diagonal part of the operators and the associated part of the density matrix describes a type of single particle correlation. It generalizes the observable \( C \) for the one bit system which takes the value \( +1 \) if the particle has a tendency to be both right and left (correlation), and \( -1 \) if the tendency is towards mutual exclusion of the two locations. Similarly, for the two bit system a density matrix

\[
\rho = \frac{1}{2} \begin{pmatrix} 1, 1, 0, 0 & 1, 1, 0, 0 \\ 1, 1, 0, 0 & 0, 0, 0, 0 \end{pmatrix},
\]

(59)

indicates a tendency that the particle is simultaneously in the first quarter of the circle (\( x = 3\pi/4 \)) and in the second (\( x = \pi/4 \)). One finds \( \langle N(1) \rangle = \langle N(2) \rangle = 1/2 \), while \( \langle N(3) \rangle = \langle N(4) \rangle = 0 \). However, the state is not a mixed state with equal probability of the particle to be in one of the first two quarters. Such a mixed state would correspond to a density matrix \( \rho = \text{diag}(1/2, 1/2, 0, 0) \), with \( \text{tr}\rho^2 = 1/2 \), whereas the correlated state \( \rho(59) \) is a pure state with \( \rho^2 = \rho \). Indeed, the density matrix \( \rho(59) \) can be associated to a wave function \( \psi = (\psi_1 + \psi_2)/\sqrt{2} \).

1. Extended wave functions as eigenstates of correlation operators

This can be generalized immediately to the continuum limit with infinitely many bits. Consider a wave function which corresponds to a Gaussian wave packet

\[
\psi(x) = (2\pi\Delta^2)^{-\frac{1}{4}} \exp\left\{-\frac{(x-x)^2}{4\Delta^2}\right\},
\]

(60)

The corresponding density matrix

\[
\rho(x,y) = (2\pi\Delta^2)^{-\frac{1}{4}} \exp\left\{-\frac{(x+y-2x)^2}{8\Delta^2}\right\} \times \exp\left\{\frac{(x-y)^2}{8\Delta^2}\right\}
\]

(61)

shows a nonvanishing correlation between distant \( x \) and \( y \). For example, the operator \( \hat{A} = \delta(x - y - 2a) \) can be used in order to test the shape of the distribution. The density matrix \( \rho(61) \) leads to a nonvanishing expectation value of the associated observable

\[
\langle A \rangle = \int_{xy} \rho(x,y)\delta(x - y - 2a) = \exp\left(-\frac{a^2}{2\Delta^2}\right),
\]

(62)

which vanishes for large \( a \) with a characteristic width given by \( \Delta \).

The expectation values of the location observable \( X \) and its dispersion read

\[
\langle X \rangle = \bar{x}, \quad \langle (X - \bar{x})^2 \rangle = \Delta^2.
\]

(63)

Thus eq. \( \rho(61) \) describes a situation where physics in neighboring regions, \( |x - y|/2 \leq \Delta \), is strongly correlated. We may associate \( Re(\rho(x,y)) \) with a correlation function.

The Gaussian wave function \( \psi(60) \) is an eigenstate of the family of hermitean correlation operators

\[
\hat{C}_\Delta(x; y, x) = \frac{1}{4\Delta^2} \times \exp\left\{-\frac{1}{4\Delta^2} \left[ a(x-y)^2 + \frac{1}{a} \left( \frac{x+y}{2} - \bar{x} \right)^2 \right] \right\},
\]

(64)
obeying
\[
\int dy \, \hat{C}_\Delta(\bar{x}; x, y) \psi(y) = c_\Delta \psi(x),
\]
with eigenvalues
\[
c_\Delta = \frac{1}{1 + 2a} \left( \frac{a}{\Delta} \right)^{1/2} \frac{1}{\Delta}.
\]

We have normalized \( \hat{C}_\Delta \) such that in the limit \( \Delta \to 0 \) it becomes the occupation number at location \( \bar{x} \)
\[
\lim_{\Delta \to 0} \hat{C}_\Delta = \hat{N}(\bar{x}) = \delta(x - \bar{x})\delta(y - \bar{x}).
\]

However, for any \( \Delta > 0 \) the operators \( \hat{C}_\Delta \) are real symmetric operators of the particle correlation type. The family of operators depends on a parameter \( a \). For \( a \to \infty \) the correlation operator \( \hat{C}_\Delta \) becomes proportional to the unit operator and independent of \( \bar{x} \), while for \( a \to 0 \) it becomes proportional to \( \delta \)-distribution for the center of mass coordinate \( z = (x + y)/2 \), i.e. \( \sim \delta(z - \bar{x}) \), while the relative coordinate plays no role.

2. Wave packets
As well known from quantum mechanics, a moving quantum particle can be described by a wave packet. We recapitulate here the basic properties in order to facilitate the comparison with wave packets for classical particles that will be discussed in the next section. Let us consider a wave function
\[
\psi(x, t) = \int \frac{dp}{2\pi} e^{i(px - \omega(p)t)} A(p),
\]
where we choose for definiteness a nonrelativistic free particle with \( \omega(p) = p^2/2m \), and a Gaussian wave packet,
\[
A(p) = \left( \frac{\Delta_p^2}{2\pi} \right)^{-\frac{1}{4}} \exp \left\{ - \frac{(p - \bar{p})^2}{4\Delta_p^2} \right\}.
\]

In Fourier space this yields
\[
\hat{\psi}(p, t) = A(p) \exp \left\{ -i \frac{p^2 t}{2m} \right\}.
\]

Again, the wave packet describes a state with non-vanishing particle correlation for \( y \neq x \), similar to the static Gaussian distribution.

The corresponding pure state density matrix reads
\[
\rho(x, y; t) = \frac{1}{\sqrt{2\pi \Delta_p}} \exp \left\{ -2\bar{\Delta}_p^2 \left( \frac{x + y}{2} - \frac{\bar{p}t}{m} \right)^2 \right\} \\
\times \exp \left\{ - \frac{\bar{\Delta}_p^2}{2} (x - y)^2 \right\} \\
\times \exp \left\{ i(x - y) \left[ \bar{p} + \frac{4\bar{\Delta}_p^2\bar{\Delta}_p^2 t}{m} \left( \frac{x + y}{2} - \frac{\bar{p}t}{m} \right) \right] \right\}
\]
with
\[
\bar{\Delta}_p = \Delta_p \left( 1 + \frac{4\bar{\Delta}_p^2 t^2}{m^2} \right)^{-\frac{1}{2}}.
\]

In the limit \( \Delta_p \to 0 \) one recovers the plane wave density matrix (eigenstate of momentum)
\[
\rho_p(x, y) = \sqrt{\frac{2}{\pi \Delta_p}} \exp[i\bar{p}(x - y)],
\]
while for \( \Delta_p \to \infty \) one finds the limit of a sharply located particle
\[
\rho(x, y) \to \sqrt{\frac{2\pi}{\Delta_p}} \delta \left( \frac{x + y}{2} - \frac{\bar{p}t}{m} \right) \delta(x - y).
\]

Using the momentum operator, \( \hat{P}(y, x) = -i\delta(y - x)(\partial_x - \partial_y) \), the density matrix describes a time independent momentum distribution
\[
\langle F(p) \rangle = \int_{x,y} \langle F(\hat{P}) \rangle (y, x) \rho(x, y; t) \\
= \lim_{\bar{y} \to x} \int F(-i\partial_x) \rho(x, y; t) \\
= \int \frac{dp}{2\pi} F(p) \rho(p, p; t) = \int \frac{dp}{2\pi} F(p) A^2(p).
\]

Here we employ the Fourier transform of the density matrix
\[
\rho(p, q; t) = \int \rho(x, y; t) e^{-ipx} e^{i,y} \\
= A(p) A(q) \exp \left\{ i \frac{\bar{p} q}{2m} \right\},
\]
and \( \langle P \rangle = \bar{p} \), \( \langle (P - \bar{p})^2 \rangle = \Delta_p^2 \).

On the other hand, functions of the location observable obey
\[
\langle F(X) \rangle = \int_x F(x) \rho(x, x; t) \\
= \frac{2}{\pi \Delta_p} \int_x F(x) \exp \left\{ -2\bar{\Delta}_p^2 \left( x - \frac{\bar{p}t}{m} \right)^2 \right\}.
\]
This implies for the location and its dispersion
\[
\langle X \rangle = \bar{x}(t) = \frac{\bar{p}t}{m}, \quad \langle (X - \bar{x}(t))^2 \rangle = \frac{1}{4\Delta_p^2}.
\]
For \( t \to \infty \) the vanishing of \( \bar{\Delta}_p(t \to \infty) \to 0 \) implies a diverging dispersion, with \( \Delta_p \to m/(2\bar{\Delta}_p t) \) and
\[
\rho(x, y; t \to \infty) \to \\
\frac{m}{\sqrt{2\pi \Delta_p t}} \exp \left\{ - \frac{1}{2\bar{\Delta}_p^2} \left( \bar{p} - \frac{m(x + y)}{2t} \right)^2 \right\} \\
\times \exp \left\{ - \frac{1}{2\bar{\Delta}_p^2} \left( \frac{m(x - y)}{2t} \right)^2 \right\} \\
\times \exp \left\{ i \frac{m(x + y)}{2t} \right\}.
\]
We finally display the Wigner representation \[16\] of the density matrix \[71\] (Wigner quasi-probability distribution) by using the center of mass coordinate \( z = (x + y)/2 \) and performing a Fourier transformation with respect to the relative coordinate \( x - y \),

\[
\rho_w(z, q; t) = \int d(x - y)e^{-i\theta(x - y)}\rho(x, y; t)
\]

\[
= 2\exp\left\{-\frac{1}{2\Delta_p}(q - \bar{p})^2\right\}
\]

\[
\times\exp\left\{-2\Delta_p^2 \left(z - \frac{q^t}{m}\right)^2\right\}. \tag{80}
\]

For this particular case of a free particle \( \rho_w(z, q) \) constitutes a probability density in the classical phase space of location and momentum. It is real, positive, and normalized,

\[
\int dz \int \frac{dq}{2\pi} \rho_w(z, q; t) = 1. \tag{81}
\]

Marginalizing over the center of mass distribution yields the normalized probability distribution of momenta

\[
\bar{\rho}(q) = \int dz \rho_w(z, q) = \frac{\sqrt{2\pi}}{\Delta_p} \exp\left\{-\frac{1}{2\Delta_p^2}(q - \bar{p})^2\right\} = A^2(q), \tag{82}
\]

while integrating over momenta we find the distribution of the center of mass coordinate around the average classical trajectory \( \bar{z} = \bar{p}t \),

\[
\bar{\rho}(z) = \int dq \rho_w(z, q)
\]

\[
= \sqrt{\frac{\pi}{\Delta_p}}\exp\left\{-2\Delta_p^2 \left(z - \frac{\bar{p}t}{m}\right)^2\right\}. \tag{83}
\]

We conclude that a quantum particle is typically described by nontrivial particle correlations. In the Wigner representation the density matrix for our particular wave packet for the free particle defines a probability distribution in classical phase space of location and momentum. It is well known that this property does not hold for a general density matrix of a quantum particle - the Wigner function \( \rho_w \) can be negative in certain regions of phase space. Furthermore, the positivity of \( \rho_w \) may not be preserved by the time evolution for an interacting particle.

VI. QUANTUM FORMALISM FOR CLASSICAL PARTICLES

Let us now turn again to the possibility of realizing a probability distribution for a “particle” with arbitrarily accurate location and momentum. Since we can associate a quantum mechanical density matrix to this probability distribution, this constitutes a way to describe a “classical particle”, with sharp location and momentum, within the formalism of quantum mechanics. Of course, the relevant location and momentum operators must now commute, cf. eq. \[55\]. We emphasize that this classical particle is not the usual classical limit of quantum mechanics. In this section we rather develop the formalism of quantum mechanics for a microscopic classical particle.

This part does actually not need our previous discussion how quantum mechanics arises from classical statistics. It constitutes a self-consistent probabilistic description of a classical particle. The basic concepts are the probability distribution in phase space and its dynamics. The latter is formulated as a time evolution equation for the probability distribution. This replaces the notion of trajectories and Newton’s laws as basic concepts for classical particles. We first discuss the Hamiltonian which leads to a time evolution corresponding to classical trajectories for particles. In the presence of a potential, the time evolution according to the Schrödinger equation associated to this Hamiltonian changes the shape of a wave packet. We establish that the probability density in phase space, which obtains from a given initial wave function, describes precisely the classical probability distribution evolving according to the Liouville equation. In the traditional approach the latter follows if non-interacting particles move on classical trajectories in a potential, with a distribution of initial conditions given by the squared initial wave function.

A new basic concept in our treatment will be the wave function for a classical particle, which shares many formal features with the wave function for a quantum particle. Important distinctions remain, however. The classical wave function depends on both position and momentum and is a real function.

1. Wave function and quantum Hamiltonian for classical particles

The direct product structure \[54\] for classical location and momentum operators implies that for each location \( x \) we can assign further quantum numbers. Due to the vanishing of the commutator \[55\] we can choose the wave function to be simultaneously an eigenfunction of \( \hat{X}_d \) and \( \hat{P}_d \). A general wave function depends then on both the variables \( x \) and \( p \), with

\[
\hat{X}_d \psi(x, p, t) = x\psi(x, p, t), \quad \hat{P}_d \psi(x, p, t) = p\psi(x, p, t). \tag{84}
\]

The structure of quantum mechanics perfectly allows for commuting position and momentum operators, which are represented here as

\[
[\hat{X}_d, \hat{P}_d] = 0, \tag{85}
\]

(In our normalization \( \delta(p - q) \) stands in d dimensions for \((2\pi)^d\delta(p - q). \) ) For the commuting operators \( \hat{X}_d \) and \( \hat{P}_d \) we can compute expectation values of composite observables

\[
\langle F(\hat{X}_d, \hat{P}_d) \rangle = \int_{x, p} |\psi(x, p)|^2 F(x, p). \tag{86}
\]

We can therefore identify the classical probability density in phase space, \( w(x, p) \), as

\[
w(x, p) = |\psi(x, p)|^2. \tag{87}
\]
We will see that \( \psi \) can be taken real, \( w = \psi^2 \), such that \( \psi = \pm \sqrt{w} \) is given by \( w \) up to a sign.

The wave function \( \psi(x, p) \) is the central object for casting a probabilistic theory of classical particles into the quantum formalism. It obeys the generalized Schrödinger equation

\[
    i\partial_t \psi(x, p) = H\psi(x, p),
\]

with \( H \) the “quantum Hamiltonian”. For an appropriate choice of \( H \) the time evolution of the probability distribution \( w = |\psi|^2 \) is determined by the Liouville equation, as standard for classical particles. All the usual quantum rules for the computation of expectation values of observables apply.

The difference between a classical and a quantum particle does not arise from the different formal structure between quantum mechanics and classical statistics. We have seen before how to implement a quantum particle within the conceptual framework of classical statistics, and we establish now how to describe a classical particle within the formalism of quantum mechanics. The difference between quantum or classical behavior of a particle is rather due to the different dynamics or, in other words, to different Hamiltonians which use different types of operators.

As a special limiting case we want to describe within the formalism of quantum mechanics a particle with sharp location and momentum which follows a classical trajectory. For this purpose we cannot use a Hamiltonian \( H_{cl} = V(X_{cl}) + \frac{P_{cl}^2}{2m} \), since in this case both \( X_{cl} \) and \( P_{cl} \) would commute with \( H_{cl} \), resulting in conserved \( x \) and \( p \). We may, however, use a Hamiltonian which involves both \( \tilde{P}_{cl} \) and a derivative operator which corresponds to the usual momentum operator in quantum mechanics. In this section we concentrate on a Hamiltonian which reads in the \( (x, p) \) representation \( \{x, p\} \)

\[
    H_L = -\frac{\hbar}{m} \frac{\partial}{\partial x} p - i \hbar \frac{\partial V}{\partial x} \frac{\partial}{\partial p},
\]

with \( V = V(\tilde{X}_{cl}) \) represented as \( V(x) \) and omitting the \( \delta \)-functions. Other choices of the Hamiltonian are possible, as the one leading to the time evolution for a quantum particle which will be discussed in sect. VIII, or the extended Hamiltonian investigated in appendix A.

The choice of the Hamiltonian \( H_L \) leads to the commutation relations

\[
    [H_L, \tilde{X}_{cl}] = -\frac{i\hbar}{m} \tilde{P}_{cl}, \quad [H_L, \tilde{P}_{cl}] = i\hbar \frac{\partial V}{\partial \tilde{X}_{cl}}.
\]

(We recall that \( H_L \) denotes here the Hamiltonian operator in the quantum formalism and should not be confused with the classical Hamiltonian in classical mechanics.) A standard quantum mechanical calculation yields then the time evolution for the expectation values \( \langle x_{cl} \rangle = \langle \tilde{X}_{cl} \rangle \) and \( \langle p_{cl} \rangle = \langle \tilde{P}_{cl} \rangle \), according to

\[
    \partial_t \langle x_{cl} \rangle = \frac{\langle p_{cl} \rangle}{m}, \quad \partial_t \langle p_{cl} \rangle = -\frac{\partial V}{\partial x}.
\]

These are the same equations for the expectation values as for a quantum particle. They reduce to classical trajectories if \( \partial V/\partial x \) can be replaced by \( \partial V/\partial x(\tilde{x}_{cl}) \). This can be realized by a probability distribution which is sharp in position space. We emphasize that the second eq. \( \{91\} \) is a perfectly classical statistical equation if we describe the time evolution for a distribution of initial conditions.

2. Time evolution of free classical wave packet

We will see below that the Hamiltonian \( H_L \) leads to the Liouville equation for the time evolution of the probability density \( w(x, p) \). It is useful, however, to understand the time evolution of the wave function \( \psi(x, p) \), as arising from the standard quantum formalism. Let us first consider the case of a free particle, \( \partial V/\partial x = 0 \). We start with an initial wave function

\[
    \psi(x, p) = (\Delta_x, \Delta_p)^{-\frac{1}{2}} \exp \left\{ -\frac{(x - \tilde{x})^2}{4\Delta_x^2} \right\} \exp \left\{ -\frac{(p - \tilde{p})^2}{4\Delta_p^2} \right\}
\]

which is normalized according to

\[
    \int dx dp \psi^*(x, p) \psi(x, p) = 1.
\]

In the limit \( \Delta_x \rightarrow 0, \Delta_p \rightarrow 0 \) this is a simultaneous eigenstate of location and momentum, with eigenvalues \( \tilde{x} \) and \( \tilde{p} \). The time derivative according to the Hamiltonian \( \{89\} \) reads

\[
    \partial_t \psi = -iH_L \psi = -\frac{p}{m} \frac{\partial \psi}{\partial x},
\]

where we use now again \( \hbar = 1 \). Inserting a wave function of the type \( \{92\} \) yields

\[
    \partial_t \psi = \frac{p(x - \tilde{x})}{2m\Delta_x^2} \psi.
\]

On the other hand, if we assume constant \( \Delta_x, \Delta_p \), with only \( \tilde{x} \) depending on time, we find

\[
    \partial_t \psi = \frac{1}{2\Delta_x^2} (x - \tilde{x}) (\partial_x \psi).
\]

The expressions \( \{95\} \) and \( \{96\} \) coincide if we choose \( \tilde{x} \) depending on \( p \) and \( t \), \( \tilde{x}(p, t) = x_0 + pt/m \). For \( \Delta_x \rightarrow 0, \Delta_p \rightarrow 0 \) we can indeed describe a free particle with sharp location and momentum, moving on a classical trajectory. As mentioned before, we can interpret \( \psi^*(x, p) \psi(x, p) \) as a probability for the particle in phase space \( (x, p) \). Comparing the wave function \( \{92\} \) with the density matrix for a quantum particle in the Wigner representation \( \{80\} \), we find that \( \psi^* \psi \) coincides with eq. \( \{80\} \) for \( \Delta_x = 1/(2\Delta_p) \). In contrast to the quantum particle, however, we can now choose both \( \Delta_x \) and \( \Delta_p \) to take arbitrary values - they are not restricted by Heisenberg’s uncertainty relation.

One may try to generalize the free particle construction in the presence of a potential, by using in eq. \( \{92\} \) for \( \tilde{p} \) a location and time dependent mean value obeying
\[ \partial_t \bar{p}(x,t) = -\partial V/\partial x. \]

This will, however, not yield a solution of the Schrödinger equation

\[ \partial_t \psi = -\frac{p}{m} \partial_x \psi + (\partial_x V) \partial_p \psi, \quad (97) \]

due to the additional contributions involving

\[ \partial_x \bar{p} = -\frac{\partial^2 V}{\partial x^2}, \quad \partial_x \bar{x} = \frac{t}{m}. \quad (98) \]

For constant \( \Delta_x, \Delta_p \) in eq. (92) the l.h.s. of the Schrödinger equation yields

\[ \partial_t \psi = \frac{x - \bar{x}}{2\Delta_x^2} \partial_x \bar{p} + \frac{p - \bar{p}}{2\Delta_p^2} \partial_p \bar{p} = \frac{p(x - \bar{x})}{2m\Delta_x^2} - \frac{\bar{p}}{2\Delta_p^2} \frac{\partial V}{\partial x}, \quad (99) \]

while one finds for the r.h.s.

\[ -\frac{p}{m} \partial_x \psi + \frac{\partial V}{\partial x} \partial_p \psi = \left( \frac{p(x - \bar{x})}{2m\Delta_x^2} - \frac{\bar{p}}{2\Delta_p^2} \frac{\partial V}{\partial x} \right) \psi + R \psi, \quad (100) \]

with

\[ R = -\frac{p(p - \bar{p})}{2m\Delta_p^2} \partial_x \bar{p} + \frac{x - \bar{x}}{2\Delta_x^2} \partial_x \bar{V} \partial_p \bar{x} = \frac{p(p - \bar{p})}{2m\Delta_p^2} \partial^2 \bar{V} + \frac{x - \bar{x}}{2m\Delta_x^2} \partial V t. \quad (101) \]

We conclude that a wave packet given by eq. (92), where the time evolution arises only from \( \bar{x}(x,p,t) \) and \( \bar{p}(x,p,t) \), obeys the Schrödinger equation only for \( R = 0 \). In the presence of a potential this will, in general, not be the case.

The time evolution of the classical wave function according to the Schrödinger equation changes the shape of \( \psi \) beyond the form (92).

3. Classical phase space distribution from Schrödinger equation

For a classical probability distribution for pointlike particles following classical trajectories in a potential, an initial Gaussian distribution will not remain Gaussian. We may start at time \( t_0 = 0 \) with a real \( \psi(x,p,0) \) given by an initial Gaussian distribution. Solving the Schrödinger equation, the classical probability distribution \( w(x,p) \) at some later time obtains from the “wave function” \( \psi \) as given by \( w = \psi^2 \),

\[ \psi(x,p,t) = (\Delta_x \Delta_p)^{-1} \exp \left\{ -\frac{(x_0(x,p,t) - \bar{x})^2}{4\Delta_x^2} \right\} \]

\[ \times \exp \left\{ -\frac{(p_0(x,p,t) - \bar{p})^2}{4\Delta_p^2} \right\}. \quad (102) \]

Here we invert the solution for the classical trajectories for given initial values \( x_0, p_0 \) at \( t = 0 \), namely \( x(x_0, p_0, t), p(x_0, p_0, t) \), in order to “extrapolate back” the initial values \( x_0, p_0 \) which correspond to given values of \( x(t), p(t) \). This defines \( x_0(x,p,t) \) and \( p_0(x,p,t) \). We assume for simplicity that two different initial conditions result in two different points in phase space \( (x(t), p(t)) \) for all \( t \), such that the phase space trajectory is invertible everywhere.

For a real initial \( \psi(x_0, p_0) \) we observe that \( \psi(x, p, t) \) remains real and does not change sign during the time evolution (102). This may be different if we choose a Hamiltonian different from \( H_L \).

We have to show that the wave function (102) is a solution of the Schrödinger equation with Hamiltonian (89).

For the wave function (102) one obtains

\[ \partial_t \psi = -\left[ \frac{x_0(x, p, t) - \bar{x}}{2\Delta_x^2} \partial_x \psi(t_{x,p}) + \frac{p_0(x, p, t) - \bar{p}}{2\Delta_p^2} \partial_p \psi(t_{x,p}) \right]. \quad (103) \]

On the other hand, evaluating the Hamiltonian (89) for the wave function (102) yields

\[ -iH_L \psi = -\frac{p}{m} \partial_x \psi + \partial_x V \partial_p \psi = \left\{ \frac{p(x_0(x, p, t) - \bar{x})}{2m\Delta_x^2} \partial_x \psi(x_0, p, t) + \frac{p_0(x, p, t) - \bar{p}}{2m\Delta_p^2} \partial_p \psi(x_0, p, t) \right\} \]

\[ -\frac{\partial_x V(x_0(x, p, t) - \bar{x})}{2\Delta_x^2} \partial_p \psi(x_0, p, t) - \frac{\partial_x V(p_0(x, p, t) - \bar{p})}{2\Delta_p^2} \partial_p \psi(x_0, p, t) \psi. \quad (104) \]

We next use the observation that in the absence of an explicit time dependence of the classical Hamiltonian a given initial value \( (x_0, p_0) \) can be connected to the trajectory at two different times \( t_1 \) and \( t_2 \)

\[ (x_0, p_0)(t_1, x_1, p_1) = (x_0, p_0)(t_2, x_2, p_2), \quad (105) \]

where

\[ x_1 = x_1(t_1), \quad x_2 = x_2(t_2), \quad p_1 = p_1(t_1), \quad p_2 = p_2(t_2) \quad (106) \]

obey for infinitesimal \( t_2 - t_1 \) the classical evolution equation for the trajectory (at fixed \( (x_0, p_0) \))

\[ x_2 - x_1 = \frac{\partial x}{\partial t}(t_2 - t_1) = \frac{p}{m}(t_2 - t_1), \]

\[ p_2 - p_1 = \frac{\partial p}{\partial t}(t_2 - t_1) = -\frac{\partial V}{\partial x}(t_2 - t_1). \quad (107) \]

Expanding the r.h.s of eq. (105) around \( x_1, p_1 \) one finds

\[ \partial_t x_0(x, p, t) = -\partial_x x_0(x, p, t) \frac{\partial x}{\partial t} - \partial_p x_0(x, p, t) \frac{\partial p}{\partial t} = -\frac{p}{m} \partial_x x_0(x, p, t) + \partial_x V \partial_p x_0(x, p, t), \]

\[ \partial_t p_0(x, p, t) = -\partial_x p_0(x, p, t) \frac{\partial x}{\partial t} - \partial_p p_0(x, p, t) \frac{\partial p}{\partial t} = -\frac{p}{m} \partial_x p_0(x, p, t) + \partial_x V \partial_p p_0(x, p, t). \quad (108) \]

Inserting these relations into eq. (103) we find eq. (104). Thus the wave function (102), with \( x_0(x, p, t) \) and \( p_0(x, p, t) \) determined by the classical trajectories, obeys the Schrödinger equation for the Hamiltonian (89).
This finding generalizes for an arbitrary wave function of the form
\[ \psi(x, p, t) = \psi(x_0(x, p, t), p_0(x, p, t)). \] (109)

Indeed, the relation
\[ \partial_t \psi_{|x, p} = \frac{\partial \psi}{\partial x_0} \partial_t x_{0|x, p} + \frac{\partial \psi}{\partial p_0} \partial_t p_{0|x, p} \] (110)
shows that \( \psi \) obeys the Schrödinger equation if \( x_0(x, p, t) \), \( p_0(x, p, t) \) are determined by the classical trajectories according to eq. (108), using
\[
\begin{align*}
\partial_x \psi_{|p, t} &= \frac{\partial \psi}{\partial x_0} \partial_x x_{0|p, t} + \frac{\partial \psi}{\partial p_0} \partial_x p_{0|p, t}, \\
\partial_p \psi_{|x, t} &= \frac{\partial \psi}{\partial x_0} \partial_p x_{0|x, t} + \frac{\partial \psi}{\partial p_0} \partial_p p_{0|x, t}. \tag{111}
\end{align*}
\]

In consequence, the quantum mechanical probability \( (\psi^\ast \psi)(t, x, p) \) for finding a particle at time \( t \) at the location \( x \) with momentum \( p \) is exactly the same as the classical probability for pointlike particles that follow a classical trajectory each. This holds provided that at some time \( t_0 \) the initial classical probability distribution for the positions of the classical particles in phase space is given by \( (\psi^\ast \psi)(t_0, x_0, p_0) \).

In summary, we have established a quantum mechanical description for classical particles. Using a Hilbert space with commuting position and momentum operators \( \hat{X}, \hat{P} \), and the Hamiltonian \( H \), we find that states with simultaneously sharp location and momentum are possible. Furthermore, the probability distribution in phase space evolves exactly as for classical particles following classical trajectories. As long as we concentrate on “commuting observables”, which can be written as functions of \( x \) and \( p \), as the energy \( E = V(x) + p^2 / 2m \), there is a one to one correspondence between our quantum mechanical model and the usual classical description of the evolution of distributions in phase space. Indeed, since \( \hat{L} = iH_L \) is a real operator containing only first derivatives, we can directly translate the Schrödinger equation for \( \psi \) to a similar time evolution equation for the probability density in phase space
\[ \partial_t w(x, p) = -iH_L w(x, p) = -\hat{L}w(x, p). \] (112)

This is the Liouville equation.

4. Quantum observables for classical particles

The general solution of the Schrödinger equation for \( \psi \) is given by
\[ \psi(x, p, t) = \psi_0(x_0(x, p, t), p_0(x, p, t)), \] (113)
with \( \psi_0(x_0, p_0) \) the initial wave function at some time \( t_0 \), and \( x_0(x, p, t), p_0(x, p, t) \) determined by “following back” the classical trajectories, as discussed above. In general, \( \psi \) could be a complex normalized vector in Hilbert space. Since the evolution equation \( \partial_t \psi = -\hat{L}\psi \) involves only real operators, the real and imaginary part of \( \psi \) do not get mixed during the evolution. For a real initial wave function \( \psi_0(x, p) \) the wave function \( \psi(x, p, t) \) remains real for all \( t \). In general, we may write \( \psi \) in terms of the probability density \( w(x, p, t) \) and a phase \( \alpha(x, p, t) \),
\[ \psi(x, p, t) = w^{1/2}(x, p, t) \exp\{i\alpha(x, p, t)\}. \] (114)

Only \( w^{1/2}(x, p, t) \) is needed for the computation of expectation values and correlations of arbitrary observables of the type \( A(x, p) \). Thus for all questions in classical physics the phase \( \alpha \) is redundant. It only appears in the off-diagonal elements of the density matrix \( \rho(x, y, p, q) = \psi(x, p)\psi^\ast(y, q) \), while it drops out from the diagonal elements \( \rho(x, x, p, p) = w(x, p) \). Only the diagonal elements of \( \rho \) influence the expectation values of diagonal operators \( A = A(x, p)\delta(x - y)\delta(p - q) \). For pure states we find for the modulus of the elements of the density matrix
\[ |\rho(x, p, y, q)|^2 = w(x, p)w(y, q). \] (115)

Again the phase \( \alpha \) plays no role.

This changes if we ask further “quantum mechanical questions” that do not appear in classical physics. For example, \( H_L \) is a hermitean operator and we may want to compute its expectation value. For the general ansatz (114) it depends on the phase \( \alpha(x, p) \)
\[ \langle H_L \rangle = \int_{x, p} w \left( \frac{p}{m} \partial_x \alpha - \frac{\partial V}{\partial x} \partial_p \alpha \right) \] (116)
diffs from the average energy \( \langle E \rangle = \langle p^2 / 2m + V(x) \rangle \). The additional information contained in the phase of the wave function would then be needed for the computation of expectation values of off-diagonal operators. We will, however, mainly restrict the discussion to a real wave function \( \psi(x, p) \). Then the phase can only take two values 0 and \( \pi \), according to the sign of \( \psi \). Instead of using \( w \) and \( \alpha \) it is more convenient to use directly the real function \( \psi \). For real \( \psi \) one finds \( \langle H_L \rangle = 0 \).

We can generalize our discussion of a “real time evolution” for an arbitrary antisymmetric and purely imaginary Hamiltonian. One can always define “classical subsystems” by restricting the observables to a set which corresponds to mutually commuting operators. In a basis where these operators are diagonal the phase of the wave function becomes irrelevant. (Note that the phase depends on quantum numbers as \( (x, p) \), such that we deal with different phases for each \( (x, p) \). This should not be confused with an overall global phase of the wave function, which is always irrelevant in quantum mechanics.) Under this angle the typical quantum mechanical features are connected to the off-diagonal operators. Their expectation values may depend on the additional phase information. Still, a real time evolution always allows a setting with real \( \psi \), such that the phase information concerns only the sign of \( \psi \). The situation is different for Hamiltonians which contain a part which is a real function or differential operator. We discuss an example of such an “extended Hamiltonian” in app. A. In the following we restrict the discussion to a real wave function \( \psi(x, p) \) and purely imaginary \( \hat{H} \).

Let us next consider the hermitean operators
\[ \hat{P}_s = -i\partial_x, \quad \hat{X}_s = i\partial_p \] (117)
which obey

\[ [\hat{P}_s, \hat{X}_{cl}] = -i, \quad [\hat{X}_s, \hat{P}_{cl}] = i, \quad [\hat{X}_s, \hat{P}_s] = 0, \]
\[ [\hat{P}_s, \hat{P}_{cl}] = 0, \quad [\hat{X}_s, \hat{X}_{cl}] = 0. \]  
(118)

We can write the Hamiltonian in terms of these operators

\[ H_L = \frac{1}{m} \hat{P}_{cl} \hat{P}_s + V'(\hat{X}_{cl}) \hat{X}_s. \]  
(119)

Both \( \hat{X}_s \) and \( \hat{P}_s \) are off-diagonal operators (in a basis where \( X_{cl} \) and \( P_{cl} \) are diagonal) and belong to the quantum observables. For a general complex wave function given by eq. (114) their expectation values depend on the phase \( \alpha \).

We will see how for a real wave function \( \psi(x, p) \) the expectation values can actually be expressed only in terms of the probability density \( w(x, p) \).

The expectation values of \( \hat{X}_s \) and \( \hat{P}_s \) vanish by the absence of boundary terms

\[ \langle \hat{P}_s \rangle = -i \int_{x, p} \psi(x, p) \partial_x \psi(x, p) = -\frac{i}{2} \int_x \partial_x w(x, p) = 0, \]
\[ \langle \hat{X}_s \rangle = 0. \]  
(120)

Nevertheless, the squared operators have positive, in general nonzero, expectation values

\[ \langle \hat{P}_s^2 \rangle = -\int_{x, p} \psi(x, p) \partial_x^2 \psi(x, p) = \int_{x, p} (\partial_x \psi(x, p))^2 \]
\[ = \frac{1}{4} \int_{x, p} w^{-1} (\partial_x w)^2 = \frac{1}{4} \int_{x, p} w(\partial_x \ln w)^2, \]
\[ \langle \hat{X}_s^2 \rangle = \frac{1}{4} \int_{x, p} (\partial_p \psi(x, p))^2 = \frac{1}{4} \int_{x, p} w(\partial_p \ln w)^2. \]  
(121)

Here we use \( \partial_x w = 2 \psi \partial_x \psi, \quad (\partial_x w)^2 = 4w(\partial_x \psi)^2 \) and consider classical probability distributions \( w \) for which the r.h.s. of eq. (121) is well defined. For products

\[ G_{nm} = X_{ns} \hat{P}_m \]  
(122)

one finds \( \langle G_{nm} \rangle = 0 \) for odd \( n \) or \( m \), while for both \( n \) and \( m \) even we can express \( \langle G_{nm} \rangle \) in terms of \( \partial_x \ln w \) and \( \partial_p \ln w \) without an explicit dependence on the sign of \( \psi \), similar to eq. (121). We conclude that \( \hat{X}_s \) and \( \hat{P}_s \) are quantum observables for which operators of the type \( G \) can be computed in terms of the classical probability distribution \( w \).

5. Statistical observables

The expectation value \( \langle P^2_s \rangle \) in eq. (121) is a measure for the roughness of the probability distribution in position space. Consider the example

\[ w(x) = \int_p w(x, p) = \epsilon^2 \cos^2 \left( \frac{x}{\sqrt{4 \Delta^2}} \right) \exp \left( -\frac{x^2}{8 \Delta^2} \right), \]  
(123)

with \( \epsilon \) chosen such that

\[ W(\epsilon^2, l, \Delta^2) = \int_x w(x) = 1. \]  
(124)

Keeping \( \epsilon, l \) and \( \Delta^2 \) as parameters one finds

\[ W(\epsilon^2, l, \Delta^2) = \epsilon^2 \left( \frac{\Delta^2}{2} \right)^{1/2} \left[ 1 + \exp \left( -\frac{2 \Delta^2}{l^2} \right) \right], \]  
(125)

and we can easily compute

\[ \langle \hat{X}_{cl}^2 \rangle = W^{-1} \left( 2 \Delta^4 \frac{\partial}{\partial \Delta^2} \right)^n W, \]  
(126)
\[ \langle \hat{X}_{cl}^2 \rangle = 2 \Delta^4 (\partial \ln W/\partial \Delta^2) \]
\[ = 4 \Delta^4 \exp(-2 \Delta^2/l^2) \left[ \frac{1}{1 + \exp(-2 \Delta^2/l^2)} \right]. \]

For \( l^2/\Delta^2 \rightarrow 0 \) one finds that \( \langle X_{cl}^2 \rangle \rightarrow \Delta^2 \) becomes independent of \( l \) up to exponentially small corrections, while for \( l^2/\Delta^2 \rightarrow \infty \) the dispersion reaches \( \Delta^2 \) up to power corrections, \( \langle X_{cl}^2 \rangle \rightarrow \Delta^2 - 4 \Delta^4/l^2 \). The situation is qualitatively similar for higher powers \( \langle X_{cl}^{2n} \rangle \).

On the other hand, we have

\[ \langle \hat{P}_s^2 \rangle = \int_x (\partial_x \psi(x))^2, \]
\[ \psi(x) = \int_p \psi(x, p) = \epsilon \cos \left( \frac{x}{\sqrt{4 \Delta^2}} \right) \exp \left( -\frac{x^2}{8 \Delta^2} \right), \]  
(127)

where we assume here for simplicity a factorized \( \psi(x, p) = \epsilon(p) \psi(x) \) with \( \epsilon^2 = \int_p \epsilon(p)^2 \). We find that

\[ \langle \hat{P}_s^2 \rangle \]
\[ = \frac{1}{l^2} \frac{1}{1 + \exp(-2 \Delta^2/l^2)} + \frac{1}{4 \Delta^2} \]  
(128)

diverges as \( \langle \hat{P}_s^2 \rangle \approx l^{-2} \) for \( l^2/\Delta^2 \rightarrow 0 \). The limit \( l \ll \Delta \) clearly demonstrates that \( \langle \hat{P}_s^2 \rangle \) can detect properties of the probability distribution that are very difficult to be found by measuring powers of \( X_{cl} \) and \( P_{cl} \).

The expectation value \( \langle P^2_s \rangle \) reflects properties of the probability distribution, but it cannot be expressed as a standard classical observable. It is not possible to assign some fixed value \( P^2_s(x, p) \) to every classical state \( (x, p) \), such that \( \langle P^2_s \rangle = \int_x w(x, p) P^2_s(x, p) \). Nevertheless, for a suitable class of probability distributions all moments \( \langle P^n_s \rangle \) are calculable from \( w \), such that \( P_s \) may be regarded as an observable in this sense. We will call observables of this type “statistical observables”. They have a status similar to entropy or temperature, which can be assigned to equilibrium ensembles, but have no fixed value in a given microstate. The question if \( P^2_s \) can be measured depends on the existence of measurement devices that can be brought into correlation with values of \( P^2_s \) in a given range. Formally, we may associate to \( P^2_s \) the “nonlinear observable” \( \partial_x \ln w)^2/4 \), with

\[ \langle P^2_s \rangle = \int_{x, p} w(\partial_x \ln w)^2/4. \]  
(129)

We note, however, that \( \langle P^4_s \rangle \) differs from \( \int_{x, p} w(\partial_x \ln w)^4/16 \).
A very interesting feature of the use of the classical wave function $\psi(x,p)$ and the quantum formalism is the possibility to express statistical observables as $P^2_s$, $X^2_s$ in the standard way as quantum operators. This allows us to use all the concepts from quantum mechanics, as the spectrum of the observables or the commutation relations and uncertainty relations. In particular, we can make a change of basis such that $P^2_s$ and $X^2_s$ are represented as diagonal operators. This defines new states of the system for which $P^2_s$ and $X^2_s$ take fixed values. In the quantum formalism, $P^2_s$ is a perfectly acceptable observable. If it can be measured, the predictions for such measurements are the ones from quantum formalism.

We will see in sect. VIII that we can indeed define quantum operators for position and momentum

$$X_Q = \dot{X} + \frac{1}{2}X_s,$$

$$P_Q = \dot{P} + \frac{1}{2}P_s, \ [\dot{X}_Q, \dot{P}_Q] = i,$$ (130)

whose expectation values can be computed from the classical wave function $\psi(x,p)$ and therefore from the classical probability $w(x,p)$. In particular, the commutator obeys the standard quantum mechanical relation for the position and momentum operators.

6. Classical wave function

The relation $w = \psi^2$ fixes $\psi$ only up to a sign $s(x,p) = \pm 1$,

$$\psi(x,p) = s(x,p)w^{1/2}(x,p).$$ (131)

We will argue next that $s(x,p)$ is severely restricted by properties of continuity and differentiability. Essentially, $\psi(x,p)$ is determined by $w(x,p)$ and does not contain additional information. (Of course, the overall sign of $\psi$ is arbitrary, but it plays no physical role.) If a continuous and arbitrarily often differentiable function $\psi(x,p)$ exists for a given choice of $s(x,p)$, it is clear that a different choice of $s(x,p)$ would not share these properties any longer (except change of overall sign).

We can discuss this issue in terms of the statistical observables $X_s, P_s$ or the “quantum observables” $\dot{X}_Q, \dot{P}_Q$. Indeed, the requirement that expectation values of the type $\langle F(\dot{X}_Q, \dot{P}_Q) \rangle$ can be computed in terms of $\psi(x,p)$ imposes restrictions on the sign $s(x,p)$. If the expectation value $\langle P^2_s \rangle$ or $\langle P^2_Q \rangle$ exists, this supposes that expressions of the type

$$\int_x (\partial_x \psi)^2 = \frac{1}{4} \int_x w(\partial_x \ln w)^2$$ (132)

are well defined. Thus $\psi$ should be a continuous function of $x$, since a discontinuity would generate a divergent expression on the l.h.s. of eq. (132). Similarly, the existence of

$$\int_x (\partial^2_x \psi)^2 = \frac{1}{4} \int_x w[\partial^2_x \ln w + \frac{1}{2}(\partial_x \ln w)^2]^2$$ (133)

requires $\partial_x \psi$ to be continuous. Close to a zero of $\psi$ at $x_0$ this allows $\psi = a|x - x_0|$, while a different sign for $x < x_0,$ as $\psi = a|x - x_0|$, is not consistent with eq. (133). We can define the expectation values of statistical observables as $\langle P^2_s \rangle$, $\langle X^2_s \rangle$ in terms of $w(x,p)$. If they are finite, an appropriate choice of $s(x,p)$ exists such that the expressions of the expectation values in terms of operators acting on $\psi(x,p)$ also exist. This restricts $s(x,p)$ by the properties of $w(x,p)$.

If we assume that arbitrary powers $\langle P^n_s \rangle$, $\langle X^n_s \rangle$ exist, the sign function $s(x,p)$ is determined by the topology of the zeros of $w(x,p)$. For any $w(x,p)$ without zeros continuity of $\psi$ requires that $s(x,p)$ has to be the same for all points $(x,p)$. Thus a sign flip of $s(x,p)$ can only occur for zeros of $w$, $w(x_0,0) = 0$. Assume next that $w(x,p)$ has an “isolated zero” at $(x_0,0)$ in the sense that $w(x,p)$ is strictly positive in a neighborhood around $(x_0,0)$ (excluding the point $(x_0,0)$). Then we may draw a circle around $(x_0,0)$, arbitrarily close to $(x_0,0)$. On this circle $w(x,p)$ is strictly positive, and continuity implies that $s(x,p)$ cannot change sign on the circle. Extending its value to $(x_0,0)$ the sign of $s(x,p)$ is the same in a whole neighborhood around $(x_0,0)$. This argument extends to zeros on a compact subspace of the phase space $\mathbb{R}^2$ (with coordinates $x,p$). The sign must be the same in the region surrounding the subspace where $w$ is strictly positive, and we can formally extend this sign to the subspace where $w$ vanishes.

Typically, $w$ vanishes on the “boundary of phase space” for $(x^2 + p^2) \to \infty$. We may have a line of zeros from one “point” (direction) on the boundary to another, dividing phase space into two pieces. At a given point $(x_0,0)$ on the line we may denote by $y$ a coordinate in the direction perpendicular to the line, with $|y|$ the distance from the line. The existence of $\langle P^2_s \rangle$ and $\langle X^2_s \rangle$ requires that $\sqrt{w} \partial \sqrt{w} / \partial y$ vanishes for $y \to 0$, while the existence of higher powers $\langle P^n_s \rangle$ etc. implies that the limits for $y \to 0$ of $\partial \sqrt{w} / \partial y$ exist. (The limits may be different for positive and negative $y$.) For nonzero $\partial \sqrt{w} / \partial y$ the sign $s(x,p)$ must jump at $(x_0,0)$, such that $\psi$ has opposite sign on the two different sides of the line, $\lim_{y \to 0} \psi \to ay$. If the line is isolated (no crossing with other lines) it divides $\mathbb{R}^2$ into two pieces with a jump of $s$ at the division. This type of arguments can be extended to crossing lines and points on the line where $a = \lim_{y \to 0} (\partial \psi / \partial y)$ vanishes. For $\langle \partial \sqrt{w} / \partial y \rangle (y \to 0) = 0$ and $\langle \partial^2 \sqrt{w} / \partial y^2 \rangle (y \to 0) \neq 0$ there is no sign jump, with $\psi \sim by^2$. The problem reduces to the sign of an infinitely often differentiable function $\psi(y)$ with a zero at $y = 0$. This type of discussion also extends to $p$-dimensional phase space, where the line is replaced by a $(p - 1)$-dimensional hypersurface.

In summary, for a large class of classical probability distributions $w(x,p)$ the classical wave function $\psi(x,p)$ can be determined in terms of $w(x,p)$. The sign $s(x,p)$ in eq. (131) is computable from $w(x,p)$. The expectation values of non-commuting quantum operators, as $\dot{X}_Q, \dot{P}_Q$ in eq. (130), or more generally $F(\dot{X}_Q, \dot{P}_Q)$, can be computed from the classical probability distribution. When expressed in terms of the classical wave function, they obey the standard laws of quantum mechanics.
7. Interference for classical particles

The particle-wave duality is not a characteristic of quantum particles. Any probabilistic description of particles induces the concept of a particle-wave. These wave aspects are shared by classical particles as well. Even though particles can be viewed as discrete objects, the probability distribution \( w(x, p) \) is a continuous function or a field.

The time evolution of \( w \) specifies the field equation for the wave. We also have introduced the wave function \( \psi(x, p) \) for classical particles. It has the properties of a probability amplitude, with \( w = |\psi|^2 \). The time evolution of \( w \) is mapped to a time evolution of \( \psi \) - it has the form of a wave equation or Schrödinger equation.

If classical particles can be described by waves, with the same interpretation as probability amplitudes as in quantum mechanics, one may wonder what happens with possible interference effects that are usually considered as being characteristic for quantum particles. The generalized Schrödinger equation (88) is linear in \( \psi \) such that the superposition principle holds: if \( \psi_1 \) and \( \psi_2 \) are two solutions for the Schrödinger equation, also \( \psi_1 + \psi_2 \) is a solution.

Consider two initial classical wave packets \( w_1(x, p, t = 0), w_2(x, p, t = 0) \), chosen such that for \( w_1 \) the particle passes through slit 1, and for \( w_2 \) it passes through slit 2. This is possible since we may have wave packets which correspond to sufficiently focused beams (with appropriate small \( \Delta_x, \Delta_p \)), such that the time evolution of \( w_1(x, p, t) \) leads for all \( t \) to a vanishing probability at the location \( x_{s2} \) of slit 2, \( w_1(x_{s2}+\Delta_x, p, t) \approx 0 \). The initial wave functions corresponding to \( w_1 \) and \( w_2 \) are \( \psi_1(x, p, t = 0) \) and \( \psi_2(x, p, t = 0) \). If the initial conditions are set by \( w(t=0) = w_1(t=0) \) or \( w(t=0) = w_2(t=0) \) the particle will indeed “pass through only one slit” and no interference pattern will be obtained on a screen behind the slits.

This situation extends to an initial probability distribution

\[
w(t = 0) = aw_1(t = 0) + (1-a)w_2(t = 0).
\]

Due to the superposition principle for \( w \) the probability for finding hits on the screen at the location which correspond to particles which have passed through slit 1 amounts to \( a \), and to \( 1-a \) for the location corresponding to slit 2. The initial wave function for this setting is

\[
\psi(t = 0) = (aw_1(t = 0) + (1-a)w_2(t = 0))^{1/2}.
\]

One may, however, prepare also a different initial probability distribution,

\[
\psi(t = 0) = a_1\psi_1(t = 0) + a_2\psi_2(t = 0),
\]

\[
w(t = 0) = a_1^2w_1(t = 0) + a_2^2w_2(t = 0) + 2a_1a_2\psi_1(t = 0)\psi_2(t = 0),
\]

with \( a_2 \) determined by \( a_1 \) and the normalization of \( w \). Now the superposition principle for \( \psi \) implies \( \psi(t) = a_1\psi_1(t) + a_2\psi_2(t) \) or

\[
w(x, p, t) = a_1^2w_1(x, p, t) + a_2^2w_2(x, p, t) + 2a_1a_2\psi_1(x, p, t)\psi_2(x, p, t).
\]

We recognize an interference term \( \sim a_1a_2 \) which leads, in principle, to an interference pattern on the screen. The interference can be positive or negative. It becomes an important effect if \( a_1 \) and \( a_2 \) are of similar magnitude and \( \psi_1 \) and \( \psi_2 \) have a substantial overlap for some positions on the screen. The details of the interference differ, however, from the quantum particle. They also depend on the question which location observable is appropriate for measuring the location of the particle on the screen, e.g. \( \hat{X}_d \) or \( \hat{X}_Q \).

VII. QUANTUM AND CLASSICAL PARTICLES IN A POTENTIAL

In this section we compare the propagation of a quantum particle and a classical particle in a given potential \( V(x) \). We use for both a probabilistic description with a distribution of initial values for location and momentum at time \( t_0 = 0 \). We also employ for both the quantum mechanical formalism, keeping in mind that the latter can ultimately be obtained from a classical statistical ensemble. Using the same formalism constitutes an appropriate framework for a discussion of the differences between quantum and classical particles. We have seen already that the expectation values of position and momentum obey the same evolution equation (91). Possible differences must then be connected to a different evolution of the probability distribution, or differences in the allowed initial conditions.

1. One particle phase space distribution

As a starting point for the classical particle we consider the probability in phase space \( w(x, p) \), from which observables involving arbitrary functions of position and momentum can be computed

\[
\langle F(x, p) \rangle = \int_x \int_p F(x, p)w(x, p).
\]

(Here we use in \( d \) dimensions the shorthands \( \int_x = \int d^d x \), \( \int_p = (2\pi)^{-d} \int d^d p \). We keep our discussion one dimensional, but many formulae can be extended to arbitrary \( d \) if suitable scalar products of vectors are used when appropriate.)

We will compare \( w(x, p) \) with the Wigner representation \( \rho_w(z, q) \) of the density matrix for a quantum particle, as given for the free particle by eq. (30). From the density matrix \( \rho(x, y) \) in position space the Wigner representation obtains as

\[
\rho_w(z, q) = \int d(x - y)e^{-i q(x - y)}\rho(x, y),
\]

where \( z = (x + y)/2 \) is kept fixed for the integration over the “relative coordinate” \( x - y \). We next recall in simple
terms that appropriate correlation functions for a quantum particle obey eq. \((138)\) if \(w(x,p)\) is replaced by \(\rho_w(x,p)\).

The expectation value of an observable which is a function \(F_x(x)\) of the position obeys

\[
\langle F_x(x) \rangle = \text{tr}(\rho F_x(\hat{X})) = \int_x \rho(x, x) F_x(x)
\]

\[
= \int_x \int_p F_x(x) \rho_w(x,p).
\]

Here we use the inverse Fourier transform in order to express \(\rho(x,y)\) in terms of the Wigner representation \(\rho(z, q)\)

\[
\rho(x, y) = \int_p e^{ip(x-y)} \rho_w \left( \frac{x+y}{2}, p \right),
\]

with

\[
\rho(x, x) = \int_p \rho_w(x,p),
\]

and \(\hat{X}\) is the usual position operator in quantum mechanics. Similarly, we find for a function \(F_p(p)\) of momentum

\[
\langle F_p(p) \rangle = \text{tr}(\rho F_p(\hat{P})) = \lim_{y \to x} \int_x \rho(-i \frac{\partial}{\partial x}) \rho(x,y)
\]

\[
= \int_x \int_p F_p \left( p - i \frac{\partial}{\partial x} \right) \rho_w(x,p)
\]

\[
= \int_x \int_p F_p(p) \rho_w(x,p),
\]

Employing methods similar to [20] one finds the simple expression

\[
\langle F(x,p) \rangle = \int_x \int_p F(x,p) \rho_w(x,p).
\]

For observables involving both powers of \(\hat{X}\) and \(\hat{P}\) the order of the operators matters. One finds

\[
\text{tr}(\hat{X}\hat{P} \rho) = \int_x \int_p \left( p - i \frac{\partial}{\partial x} \right) \rho_w(x,p)
\]

\[
= \int_x \int_p \left( xp + \frac{i}{2} \right) \rho_w(x,p),
\]

while

\[
\text{tr}(\hat{P}\hat{X} \rho) = \int_x \int_p \left( xp - \frac{i}{2} \right) \rho_w(x,p).
\]

In particular, the correlation function for subsequent measurements of \(x\) and \(p\) [3],

\[
\langle XP \rangle_m = \frac{1}{2} \text{tr}(\{\hat{X}, \hat{P}\} \rho) = \int_x \int_x xp \rho_w(x,p)
\]

is given by the same expression as the correlation function for a classical particle if \(\rho_w\) replaces \(w\) in eq. \((138)\). The expectation values of arbitrary sequences of operators \(\hat{X}\) and \(\hat{P}\) can be represented as

\[
\langle S[\hat{X}, \hat{P}] \rangle = \int_x \int_p S[X_Q, P_Q] \rho_w(x,p),
\]

where

\[
X_Q = x + \frac{i}{2} \frac{\partial}{\partial p}, \ \ P_Q = p - \frac{i}{2} \frac{\partial}{\partial x},
\]

and the order in the sequence is the same on both sides of eq. \((148)\). As it should be, the commutation relation is transferred from the operators \(\hat{X}\) and \(\hat{P}\) to \(X_Q\) and \(P_Q\),

\[
[X_Q, P_Q] = i.
\]

The r.h.s. of eq. \((148)\) assumes that partial integrations can be performed, i.e. that boundary terms where derivative operators \(\partial_p\) or \(\partial_x\) stand on the first place in the sequence (“on the left”) vanish.

In particular, we may consider the totally symmetrized functions of operators \(F_s(\hat{X}, \hat{P})\), where we assume that an expansion of \(F(x,p)\) in powers of \(x\) and \(p\) is possible. It is defined by associating to each factor the totally symmetrized combination of all possible ordered sequences, as

\[
\langle (\hat{X}^2 \hat{P}^2)_s \rangle = \frac{1}{6} \left( \hat{X}^2 \hat{P}^2 + \hat{P}^2 \hat{X}^2 + \hat{X} \hat{P}^2 \hat{X} + \hat{P} \hat{X}^2 \hat{P} + \hat{X} \hat{P} \hat{X} \hat{P} \right).
\]

This generalizes eq. \((144)\). Comparison with eq. \((138)\) demonstrates the close formal correspondence between classical and quantum particles. We may define the one-particle phase space distribution \(f_1(x,p)\) as \(f_1(x,p) = w(x,p)\) for classical particles and \(f_1(x,p) = \rho_w(x,p)\) for quantum particles. The function \(f_1(x,p)\) generates all expectation values of totally symmetrized products of observables according to eq. \((138)\) or \((152)\).

2. Differences between quantum and classical particles

For a given distribution \(f_1(x,p)\) the only difference between a quantum particle and a classical particle concerns the ordering of sequences of measurements of the observable \(X\) or \(P\). Only the totally symmetrized orderings coincide. For the classical particle the ordering does not matter for the classical correlation functions since \(X_{cl}\) and \(P_{cl}\) commute. This does not hold for a quantum particle, where the measurement correlation depend on the ordering of sequences of measurements [2]. For the quantum particle one finds for the measurement correlation for sequences of
measurements in different orders (the first measurement corresponds to the observable on the right of the sequence)

$$\langle PX XP \rangle_m + \langle XP XP \rangle_m - \langle X^2 P^2 \rangle_m - \langle P^2 X^2 \rangle_m = \frac{1}{2} \text{tr} \{ \rho (\{ \hat{X}, \hat{P} \})^2 \} = -\frac{1}{2}. \quad (153)$$

It is possible, however, to define also for the classical particle a different set of correlation functions. We show in appendix B such an alternative definition which shares all properties of the quantum correlations.

A second important difference between a quantum particle and a classical particle concerns the time evolution of the one-particle phase space distribution. For the classical particle this is given by the Liouville equation

$$\partial_t w(x, p) = \left\{ -\frac{p}{m} \partial_x + \frac{\partial V(x)}{\partial x} \partial_p \right\} w(x, p). \quad (154)$$

In contrast, for a quantum particle one finds

$$\partial_t \rho_w(x, p) = \left\{ -\frac{p}{m} \partial_x + iV \left( x - \frac{i}{2} \partial_p \right) \right.$$  
$$-iV \left( x + \frac{i}{2} \partial_p \right) \right\} \rho_w(x, p) \quad (155)$$
$$= \left\{ -\frac{p}{m} \partial_x + 2V(x) \sin \left( \frac{1}{2} \partial_x \partial_p \right) \right\} \rho_w(x, p).$$

For this purpose we assume the von-Neumann equation for the time evolution of the density matrix for the quantum particle

$$\partial_t \rho = -i[H_Q, \rho], \quad (156)$$

with

$$H_Q = \frac{\hat{P}^2}{2m} + V(\hat{X}). \quad (157)$$

This yields, for $z = (x + y)/2$, the relation

$$\partial_t \rho(x, y) = \int_p \partial_t \rho_w(z, p) e^{iP(x-y)} \quad (158)$$
$$= \int_p \left\{ -iV(x) + iV(y) - \frac{p}{m} \partial_z \right\} \rho_w(z, p) e^{iP(x-y)},$$

from which we infer eq. (155) by partial integration.

For a formal Taylor expansion of $V$ in eq. (158) in $i \partial_p$ one finds

$$\partial_t \rho_w(x, p) = \left\{ -\frac{p}{m} \partial_x + \frac{\partial V(x)}{\partial x} \partial_p - \frac{1}{24} \frac{\partial^3 V}{\partial x^3} \partial_p^3 + \cdots \right\} \rho_w(x, p) \quad (159)$$

The first term agrees with the classical particle (154). In particular, for a free particle or for a harmonic potential $V \sim x^2$ there is no difference between the time evolution of $f_1(x, p)$ for a classical or a quantum particle. For a given initial value of $f_1(x, p)$ the time evolution of all totally symmetrized correlation functions is then the same for classical and quantum particles.

In summary, the time evolution of the one particle distribution for classical and quantum particles has a similar structure. For the classical particle it is given by the Liouville equation

$$\partial_t w = -iH_L w, \quad (160)$$

with $H_L$ given by eq. (89). The quantum particle is characterized by a different evolution operator

$$\partial_t \rho_w = -iH_W \rho_w, \quad (161)$$

with $H_W$ obeying

$$H_W = -i \frac{p}{m} \partial_x + V \left( x + \frac{i}{2} \partial_p \right) - V \left( x - \frac{i}{2} \partial_p \right). \quad (162)$$

Finally, a third difference concerns the allowed phase space distributions $f_1(x, p)$. In both cases the normalization is the same $\int_x \int_p f_1(x, p) = 1$. For a classical particle $w$ is a probability density in phase space and therefore $f_1(x, p) \geq 0$ must hold everywhere in phase space. For a quantum particle $\rho_w(x, p)$ is not anymore a probability density. Only the diagonal elements of the density matrix must be positive, i.e.

$$\rho(x, x) = \int_p \rho_w(x, p) \geq 0, \quad \rho(p, p) = \int_x \rho_w(x, p) \geq 0. \quad (163)$$

This does not exclude $\rho_w(x, p)$ to be negative in certain regions in phase space.

On the other hand, not every classical $f_1(x, p)$ corresponds to a quantum mechanical density matrix. While the positivity and normalization of the diagonal elements $\rho(x, x)$ or $\rho(p, p)$ (eq. (163)) is obeyed automatically, this is not sufficient to guarantee the positivity of the density matrix. For example, a quantum mechanical density matrix has to obey the constraint

$$\text{tr} \rho^2 \leq 1, \quad \int_{x,y} \rho(x,y) \rho(y,x) = \int_{x,y} |\rho(x,y)|^2 \leq 1. \quad (164)$$

In terms of the Wigner representation this condition reads

$$\text{tr} \rho^2 = \int_{x,y} |\rho(x,y)|^2 = \int_{z,p} |\rho_w(z,p)|^2 \leq 1. \quad (165)$$

Thus an ensemble of free classical particles can mimic the one particle phase space distribution for quantum particles with $\rho_w = w$ only if the “purity constraint”

$$\int_{z,p} w^2(z, p) \leq 1 \quad (166)$$

is obeyed. In this case one may expect the quantum mechanical uncertainty relation for the location and momentum observables to hold. For a Gaussian initial wave packet $|\psi\rangle$ the purity constraint reads ($\Delta x^2 = |\langle \psi | x \rangle|^2$)

$$\int_{z,p} (\Delta_x \Delta_p)^{-2} \exp \left\{ -\frac{(x - \bar{x})^2}{\Delta_x^2} \right\} \exp \left\{ -\frac{(p - \bar{p})^2}{\Delta_p^2} \right\} = \frac{1}{2\Delta_x \Delta_p} \leq 1. \quad (167)$$
This is precisely the uncertainty relation \( \Delta_x \Delta_p \geq 1/2 \), which is not automatically obeyed by all classical \( w(x, p) \).

Indeed, a quantum mechanical density matrix has to obey a positivity constraint, namely that all eigenvalues of the matrix \( \rho(x, y) \) must be positive or zero. In turn, this imposes a constraint on the classical probability densities which reproduce a phase space description for a quantum particle: the hermitean matrix

\[
\bar{w}(x, y) = \int_p e^{i p(x-y)} w \left( \frac{x+y}{2}, p \right) \tag{168}
\]

should only have positive or zero eigenvalues. We recall the properties

\[
\bar{w}(x, x) = \int_p \bar{w}(z = x, p) \geq 0, \quad \text{tr} \bar{w} = \int_x \bar{w}(x, x) = 1. \tag{169}
\]

Provided the classical probability distribution \( w(z, p) \) is square integrable and therefore obeys the purity constraint [166], also the condition \( \text{tr} \bar{w}^2 \leq 1 \) holds. If we consider the continuous function \( \bar{w}(x, y) \) as the limit of a sequence with a finite number of degrees of freedom \( M \), the purity constraint [166] follows from the positivity of \( \bar{w}(x, y) \) by a suitable unitary transformation, \( \bar{w}(x, y) \to p(x)\delta_{x,y} \). The conditions \( p(x) \geq 0, \sum_x p(x) = 1 \) imply \( \sum_x p^2(x) \leq 1 \) and therefore \( \text{tr} \bar{w}^2 \leq 1 \). Inversely, the constraint [166] and the properties [169] are not sufficient in order to guarantee the positivity of \( \rho(x, y) \), the latter being the strongest condition for \( f_1(z, p) \) to describe a quantum particle.

We conclude that the sets of allowed phase space distributions for quantum and classical particles have an overlap, namely whenever \( f_1(z, p) \geq 0 \) and the Fourier transform \( \hat{f}_1(x, y) \), given by eq. [141] or [168], is a positive matrix. Certain states are allowed only for classical particles \( f_1(z, p) \geq 0, f_1(x, y) \) has negative eigenvalues) or only for quantum particles \( f_1(z, p) \) becomes negative in certain regions of phase space, \( f_1(x, y) \) is a positive matrix). Certain functions \( f_1 \), where neither \( f_1(x, y) \) is a positive matrix nor \( f_1(z, p) \) is positive semidefinite, can be realized neither by a quantum nor by a classical particle. It would be interesting to know if generalizations of the particle concept beyond classical and quantum particles could realize such functions.

Despite the close formal similarity between quantum and classical particles we summarize that differences arise on three levels. (i) The different status of \( w \) and \( \rho_w \) implies different restrictions on the allowed states, in particular the allowed initial values. While \( w \) is a diagonal density matrix, \( \rho_w \) is the Fourier transform of a density matrix with respect to only the relative coordinate \( x - y \) and therefore not a density matrix by itself. (ii) For unharmonic potentials the different Hamiltonians generating the time evolution of classical and quantum particles are responsible for a different time evolution of the phase-space density \( f_1(x, p) \). (iii) The non-commutativity of the operators for a quantum particle entails a dependence of correlations on the sequence of measurements.

VIII. QUANTUM PARTICLES FROM CLASSICAL PROBABILITIES

The conceptual unification of quantum and classical particles suggests that both could be based on a common description in terms of a classical probability distribution in phase space. This possibility can also be regarded in the light of the limiting processes discussed in sect. [IV]. The quantum particle requires in a sense less information than the classical particle. In eqs. [164] and [167] the quantum observables use only a subspace. In a separate paper we will show in detail that such a description of a quantum particle moving in an arbitrary potential is indeed possible.

In this short section we only sketch how all the properties of a quantum particle can be described in terms of classical probabilities in phase space. For this purpose we use the classical wave function \( \psi(x, p) \), which contains the same information as the classical probability distribution \( w(x, p) = \bar{w}^2(x, p) \). As compared to the classical particle, the quantum particle needs two modifications: (i) the use of quantum observables instead of classical observables, and (ii) a different time evolution of the classical probability density in phase space.

Quantum observables \( \hat{X}_Q \) and \( \hat{P}_Q \) are defined by the operators [149]. They obey the usual commutation relations for the quantum operators for position and momentum. The expectation value for an arbitrary sequence of such observables can be computed from the classical probability distribution by the usual quantum rule

\[
\langle F(X_Q, P_Q) \rangle = \int_{x,p} \psi(x, p) F(\hat{X}_Q, \hat{P}_Q) \psi(x, p). \tag{170}
\]

We recall that the quantum observables involve the statistical observables \( X_s \) and \( P_s \). If the ensemble is characterized by the classical probability distribution for states associated to the phase-space points \( (x, p) \), the quantum position and momentum do therefore not correspond to classical observables with a fixed value in every state. (If we want to realize \( \hat{X}_Q, \hat{P}_Q \) as classical observables we have to implement them in an ensemble with a larger set of states, as discussed in sect. [III])

For a quantum particle, the time evolution of the classical wave function (and the associated classical probability distribution in phase space) is given by

\[
i \partial \psi(x, p) = H_W \psi(x, p), \tag{171}
\]

where we have replaced the Hamiltonian \( H_L \) by a modified Hamiltonian \( H_W \) given by eq. [102]. Eq. [171] should be regarded as the new fundamental equation describing the dynamics of particles. In consequence, the classical probability density \( w(x, p) \) obeys a new non-linear time evolution equation instead of the Liouville equation. We can express the Wigner representation of the quantum mechanical density matrix in terms of the classical wave function by

\[
\hat{\rho}_w(x, p) = \int_{r, r', s, s'} \psi(x + \frac{r}{2}, p + s) \psi(x + \frac{r'}{2}, p + s') \cos(s' r - s' r'). \tag{172}
\]

\[
\int_{r, r', s, s'} \psi(x + \frac{r}{2}, p + s) \psi(x + \frac{r'}{2}, p + s') \cos(s' r - s' r').
\]
It is straightforward to verify that with eq. (171) the time evolution of \( \bar{\rho}_w \) obeys the usual time evolution for the density matrix of a quantum particle, with Hamiltonian \( H_Q \) given by eq. (157). In other words, the time evolution of \( \bar{\rho}_w \) as defined by eq. (172) obeys eq. (155). We leave the proof that \( \bar{\rho}_w(x, p) \), as defined by eq. (172), obeys the necessary positivity conditions for the associated density matrix to a separate paper. We will also show that the one particle distribution function for the quantum particle can be understood as a coarse graining of the classical probability distribution in phase space.

In summary, the expectation values of the quantum observables \( X_Q \) and \( P_Q \) and all their correlation functions obey all the relations for a quantum particle in a potential, including their time evolution. Starting at some initial time \( t_0 \) with a classical probability distribution which corresponds to a given \( \rho_w(x, p) \), all quantum laws for a quantum particle in a potential are obeyed for all times, including characteristic phenomena as interference and tunneling. These correlation functions are the only thing measurable in this system - demonstrating that quantum mechanics can be described in terms of a classical probability distribution in phase space.

IX. CONCLUSIONS AND DISCUSSION

We have realized the description of a quantum particle in a setting of a classical statistical ensemble with infinitely many degrees of freedom. While the classical statistical ensemble contains information about the particle and its environment, the typical quantum mechanical features emerge if we concentrate on the statistical description of the subsystem for the particle. For the subsystem we deal with “incomplete statistics” for which joint probabilities can no longer be used for the prediction of outcomes of measurements of two observables. This is the origin for the representation of such observables by non-commuting operators in the associated quantum formalism. We have derived the quantum mechanical operator representation of the relevant position and momentum operators for a quantum particle explicitly, starting from a simple “one-bit particle”, generalizing to “Q-bit particles”, and finally taking the continuum limit \( Q \to \infty \) in order to obtain position and momentum operators with a continuous spectrum. Heisenberg’s law for the commutator of position and momentum operators and the associated quantum mechanical uncertainty principle follow.

In the course of this construction we have seen that alternative selections of observables, which lead in the continuum limit to commuting position and momentum operators, are also possible. The same system of states and observables (the same Hilbert space) can therefore describe both quantum and classical particles. Quantum and classical particles are characterized, however, by different Hamiltonians. The appropriate Hamiltonian for real particles in nature can be (and has been) tested experimentally. For example, the double split experiment shows the interference pattern characteristic for a quantum particle. In contrast, classical particles allow for states with arbitrarily sharp values of the location and momentum observables. If the probability distribution is sufficiently sharp, only particles with trajectories passing by one of the splits will pass, even if the separation of the two splits is of the same order as the quantum mechanical wave length of the particles. This has clearly been falsified by experiment.

The description of both quantum and classical particles by a common formalism gives rise to the interesting question why nature prefers quantum particles. Interesting hints may come from an investigation of stability properties of the quantum and classical wave functions that we have not yet investigated. We also note that the quantum particle is in a sense “minimal” since it uses less commuting operators as the classical particle. Furthermore, for the quantum particle the energy and the momentum operators are directly related to translations in time and space, in contrast to the classical particle.

As a further aspect of the conceptual unification of quantum and classical particles we have developed a quantum formalism for classical particles. It is based on the classical wave function in phase space \( \psi(x, p) \), which equals the square root of the probability density up to a sign. Within this formalism the basic equation describing the dynamics of particles is given by a type of Schrödinger equation for \( \psi \). For classical particles this replaces Newton’s equations for trajectories - the latter only emerge as a particular case for infinitely sharp probability distributions. The use of the classical wave function allows for a simple description of new types of statistical observables that measure properties as the “roughness” of the probability distribution in position and momentum space. The concept of particle-wave duality also applies to classical particles. In particular, we have discussed interference effects for classical particles.

Finally, our formulation of the time evolution of a classical probability distribution \( w(x, p) \) in terms of a quantum mechanical wave function \( \psi(x, p) \) may be used as a formal tool for the study of classical probability distributions. For example, we can immediately give a simple proof that distributions of non-interacting particles, moving in an arbitrary potential \( V(x) \), cannot reach the thermal equilibrium distribution as time goes to infinity. The unitarity of the time evolution of \( \psi \) leads to obstructions. We can construct an infinity of classical observables \( A(x, p) \) which commute with \( H \) and are therefore conserved. Such observables obey the differential equation

$$\frac{p}{m} \frac{\partial}{\partial p} A(x, p) = \frac{\partial}{\partial x} \frac{\partial}{\partial p} A(x, p). \tag{173}$$

A simple family of solutions of eq. (173) is

$$A(x, p) = f(E) \quad , \quad E = V(x) + \frac{p^2}{2m} \tag{174}$$

with an arbitrary function \( f(E) \). Thus arbitrary functions of the energy are conserved. An infinity of conserved quantities, which have to keep their initial values, contradicts the assumption that for large \( t \) a probability distribution of thermal equilibrium is reached, where all expectation values of observables can only depend on two parameters, namely the temperature and the chemical potential.
We also find an infinity of static probability distributions in phase space. The corresponding static wave functions obey

$$\frac{p}{m} \partial_x \psi(x,p) = \frac{\partial V}{\partial x} \partial_p \psi(x,p).$$

(175)

Again, all functions of the form $\psi(E)$ are static solutions.

The observation that quantum mechanical features can obstruct the approach of classical probability distributions to thermal equilibrium distributions has been made earlier for classical field theories with interactions [19]. Similar obstructions for interacting particles exist and we believe that it is likely that obstructions beyond the conserved energy distributions are present. This does not contradict the fact that many correlation functions approach the thermal limit for $t \to \infty$, as demonstrated by numerical solutions in simple systems [18]. Of course, such obstructions can also be seen in the standard classical formalism. However, the quantum formalism makes them particularly transparent and perhaps more easy to approach. This could also hold for other features of classical probability distributions.

Classical statistics and quantum mechanics are two sides of the same medal, rather than mutually exclusive concepts. This opens the potential for cross-fertilization between the two formalisms, since they both describe the same physical reality. We do not know yet how far the practical use of this unification of concepts will reach.

**APPENDIX A: EXTENDED HAMILTONIAN FOR CLASSICAL PARTICLES**

The Hamiltonian $H_L$ [80] commutes with the “classical Hamiltonian"

$$H_{cl} = \frac{p^2}{2m} + V(x), \quad [H_L, H_{cl}] = 0. \quad (A.1)$$

The expectation value of $H_{cl}$ is therefore conserved and can be associated with the classical energy. As we have argued, $H_{cl}$ has no influence on the evolution of $w(x,p)$. We can therefore define an extended Hamiltonian for the classical particle

$$H = H_{cl} + H_L = \frac{p^2}{2m} + V(x) - i\frac{p}{m} \partial_x + iV'(x) \partial_p. \quad (A.2)$$

The piece $H_{cl}$ does not influence the time evolution of the expectation value of any “diagonal observable” $A(x,p)$, which remains purely dictated by $H_L$. However, the use of $H$ brings the quantum mechanical description of the classical particle even closer to the usual setting. For example, a stationary state with fixed energy $E$ obeys

$$H_{cl} \psi = E \psi, \quad H_L \psi = 0, \quad H \psi = E \psi. \quad (A.3)$$

The stationary wave function takes the form

$$\psi = w^{1/2}(e) \exp(-ict),$$

$$\epsilon(x,p) = \frac{p^2}{2m} + V(x), \quad (A.4)$$

with

$$ew^{1/2}(e) = Ew^{1/2}(e), \quad \int_x \int_p w(e) = 1. \quad (A.5)$$

For a fixed energy $w^{1/2}(e)$ is a $\delta$-type distribution with $w^{1/2}(\epsilon \neq E) = 0$. We note that the wave function \( \left[ H_{cl} \right] \) remains an eigenvalue of $H_{cl}$ with eigenvalue zero also for more general $w^{1/2}(\epsilon)$. This implies $H \psi = H_{cl} \psi$ for such states, and $H$ plays the role of the classical energy.

Even more generally, the Schrödinger equation $\partial_t \psi = -i(H_{cl} + H_L) \psi$ has always a solution

$$\psi(x,p;t) = w^{1/2}(x,p,t) \exp \left\{ i \left( \frac{p^2}{2m} + V(x) \right) t \right\}, \quad (A.6)$$

with

$$\partial_t w^{1/2} = -iH_L w^{1/2} = -\hat{L}w^{1/2}. \quad (A.7)$$

For this solution one has $\langle H_{cl} \rangle = 0$ such that the average classical energy obeys

$$\langle E \rangle = \int_x \int_p \psi^* H_{cl} \psi = \int_x \int_p \psi^* H \psi. \quad (A.8)$$

Eq. \( (A.6) \) is not the most general solution of the Schrödinger equation. Nevertheless, eq. \( (A.7) \) continues to hold even for the most general solution. This can be recovered formally for the extended Hamiltonian \( (A.2) \)

$$\partial_t \psi = \partial_t (\psi^* \psi) = \psi^* \partial_t \psi + (\partial_t \psi^*) \psi$$

$$= -i\psi^* [H_{cl} + H_L] \psi + i[H_{cl}^* + H_L^*] \psi$$

$$= -i(\psi^* [H_{cl} \psi] - [H_{cl} \psi^*] \psi - i(\psi^* [H_L \psi] + [H_L \psi^*] \psi)$$

$$= -\hat{L} \psi, \quad (A.9)$$

where we use $H_{cl}^* = H_{cl}$, $H_L^* = -H_L$ and the fact that $iH_L$ is a real first order differential operator, while $\psi^* [H_{cl} \psi] = [H_{cl}^* \psi^* \psi = \frac{p^2}{2m} + V(x) \right\} w$. With

$$\partial_t w = 2w^{1/2} \partial_t w^{1/2} = -\hat{L} w = -2w^{1/2} \hat{L} w^{1/2} \quad (A.10)$$

we verify eq. \( (A.7) \).

The most general solution of the Schrödinger equation can then be written in terms of $\psi(x,p;t)$ in eq. \( (A.6) \) as

$$\tilde{\psi}(x,p;t) = \psi(x,p,t) e^{i\tilde{\alpha}(x,p;t)}. \quad (A.11)$$

With

$$\partial_t \tilde{\psi} = \partial_t \psi e^{i\tilde{\alpha}} + i\partial_t \tilde{\alpha} \tilde{\psi} \quad (A.12)$$

$$= -i[H_{cl} + H_L] \tilde{\psi}$$

$$= -i[H_{cl} + H_L] \psi e^{i\tilde{\alpha}} - i[H_{cl} \tilde{\psi} e^{i\tilde{\alpha}}]$$

we infer that $\tilde{\alpha}$ evolves according to

$$\partial_t \tilde{\alpha} = -iH_L \tilde{\alpha} = -\hat{L} \tilde{\alpha}. \quad (A.13)$$

According to eq. \( (A.11) \), one finds

$$\langle H_L \rangle = \int_x \int_p \tilde{\psi}[\tilde{\alpha}] = -\int_x \int_p \tilde{\psi} \partial_t \tilde{\alpha}. \quad (A.14)$$
Since the phase $\hat{\alpha}$ is not observable by the use of “classical observables” $A(x, p)$ we may use $\hat{\alpha} = 0$, which remains conserved by the time evolution. With the “initial condition” $\hat{\alpha}(x, p; t_0) = 0$ the solution (A.6), (A.7) holds for all $t$.

We recall, however, that there is no need for an extension of the classical Hamiltonian according to eq. (A.2). In the main text we will continue to describe the time evolution of the classical Hamiltonian according to eq. (A.2). A real wave function $\psi = \pm \sqrt{w}$, with $\alpha \equiv 0, \pi$ in eq. (114), is then a natural setting. In this case the energy is an independent observable $E = H_{cl}$, not identical with the generator of the time evolution $H_L$. It commutes with $H_L$ and is therefore conserved.

APPENDIX B: QUANTUM CORRELATIONS FOR CLASSICAL OBSERVABLES

Let us consider a statistical ensemble for classical particles for which the initial phase space distribution is chosen such that $\tilde{w}(x, y)$ in eq. (168) is a positive matrix. For a free particle or a particle in a harmonic potential the phase space distribution $f_1(z, p)$ is then identical to the one of a quantum particle at all later times. The expectation values of all classical correlation functions are equal to the symmetrized correlation functions for the quantum particle at all times. There seems to be no experimental way to distinguish between a classical and a quantum particle in this case, suggesting that the classical and quantum particle are actually identical.

Nevertheless, due to the non-commutativity of the position and momentum operators in quantum mechanics, one can also define correlation functions for an order of operators differing from the totally symmetrized ordering (151). While certain sequences of anticommutators yield the symmetrized product, as

$$\frac{1}{8}\{\{\hat{P}, \hat{X}\}, \hat{P}\}, \hat{X}\} = \frac{1}{4}\{\hat{P}^2, \hat{X}\}, \hat{X}\} = (\hat{X}^2\hat{P}^2)_s,$$

(B.1)

(and similarly for $\hat{X}$ and $\hat{P}$ exchanged), other orderings differ, as

$$\frac{1}{2}(\hat{P}^2, \hat{X}^2) = (\hat{X}^2\hat{P}^2)_s - \frac{1}{2}.$$  (B.2)

For a quantum system, the choice of the appropriate correlation function depends on the specific question. There is no unique definition of a correlation function for two powers of $X$ and $P$.

The same holds for a classical particle as well. For the special case where the classical probability distribution equals the Wigner transform of an appropriate quantum mechanical density matrix, $w(x, p) = \tilde{\rho}_w(x, p)$, it is straightforward to construct correlation functions for the classical observables which differ from the classical or pointwise correlation function, in complete analogy to the quantum particle. In order to see this, we assume that $\tilde{w}(x, y)$ in eq. (168) is a positive matrix and formulate for this case the quantum mechanical concepts and laws directly in terms of the classical probability distribution $w(z, p)$ or its partial Fourier transform $\tilde{w}(x, y)$. In particular, a pure state matrix $\tilde{\rho}_w = w$ is realized by a classical probability distribution with the “folding property” $\tilde{w}^2 = \tilde{w}$ or

$$\int_{x} \tilde{w}(x, v)\tilde{w}(v, y) = \tilde{w}(x, y).$$  (B.3)

It can be described in the usual way by a complex quantum mechanical wave function $\varphi_Q(x)$, with

$$\tilde{w}(x, y) = \varphi_Q(x)\varphi_Q(y).$$  (B.4)

(We use there the index $Q$ in order to distinguish $\varphi_Q(x)$ from the “classical wave function” $\psi_{cl}(z, p)$ which obeys $|\psi_{cl}(z, p)|^2 = w(z, p)$.)

We recall that we can associate to an arbitrary classical observable $A(z, p)$ a quantum mechanical operator $\hat{A}$

$$A(z, p) \rightarrow \hat{A} = A_s(\hat{X}, \hat{P}),$$  (B.5)

where $A_s$ denotes the totally symmetrized product of the operators in a Taylor expansion (cf. eq. (151)). The operators $\hat{X}, \hat{P}$ act on $\tilde{w}(x, y)$ or $\varphi_Q(x)$ as

$$\hat{X}\tilde{w}(x, y) = x\tilde{w}(x, y), \quad \hat{P}\tilde{w}(x, y) = -i\partial_x\tilde{w}(x, y),$$

$$\hat{X}\varphi_Q(x) = x\varphi_Q(x), \quad \hat{P}\varphi_Q(x) = -i\partial_x\varphi_Q(x).$$  (B.6)

We have already shown the quantum laws for expectation values

$$\langle A(z, p) \rangle = \int_{x,p} A(z, p)w(z, p) = \text{tr}(\hat{A}w)$$  (B.7)

$$= \int_{x} \hat{A}\tilde{w}(x, y)|_{y=x} = \int_{x} \varphi_Q(x)\hat{A}\varphi_Q(x),$$

where the last relation holds for pure states. In contrast to the classical observables $A(z, p)$ the corresponding quantum operators $\hat{A}$ do not commute. We can use them in order to derive Heisenberg’s uncertainty relation for all classical probability distributions that can be described by a positive matrix $\tilde{w}(x, y)$ such that they obey the purity constraint (166). This demonstrates in a simple way how the quantum formalism with non-commuting operators arises from a classical ensemble describing a probability distribution of classical particles. Correlation functions different from the classical correlation function can now be defined by different orderings of the operators $X$ and $P$.

We close this appendix by the remark that a judgment if a given classical probability distribution $w(x, p)$ can correspond to a quantum state may be often rather involved, since the positivity condition for $\tilde{w}(x, y)$ may be hard to verify. The opposite way is much easier. In order to compute the classical probability distribution which corresponds to a given quantum state, it is sufficient to compute the Wigner representation of the density matrix $\rho_w(z, p)$ and to check if this is positive.
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