Simulation of Co-Existence of Ballooning and Kink Instabilities in PLATO Tokamak Plasma
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Magneto-hydro-dynamics (MHD) simulations are carried out for the first time with PLATO tokamak parameters to represent competition of plasma instabilities. The plasma equilibrium is evaluated with the vertical coil configuration in PLATO by using free boundary equilibrium code. The equilibrium is introduced from TASK/EQ to MHD simulations by MIPS code to calculate nonlinear saturation dynamics. In the simulation, a ballooning mode and kink mode both become unstable. We present the dependencies on plasma parameters to identify the instabilities. The ballooning and kink modes become unstable in the steep gradient region and at the safety factor \( q = 1 \) surface near the center of the plasma, respectively, so the nonlinear flattening of the pressure profile near the center is stronger in the kink case. The interaction between the modes affects the evolution of instabilities.
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1. Introduction

In order to realize a fusion reactor, it is necessary to sustain stable confinement of high-temperature plasmas. However, in a torus plasma, there are various instabilities that have their characteristic spatial-temporal scales (e.g. Magneto-Hydro-Dynamics (MHD), ion and electron scales), and these instabilities make it difficult to confine the plasma [1, 2]. MHD instabilities due to the pressure gradient and the plasma current cause plasma collapse phenomena [3–5]. Nonlinear interactions between electromagnetic modes are important, and small-scale and large-scale modes affect to each other to regulate the saturated states [6]. Therefore, understanding the characteristics of MHD instabilities is essential for stable control of plasma performance.

In order to understand the physical mechanism of plasma dynamical phenomena, laboratory size tokamak PLATO is now under construction in Kyushu university to make detailed measurements of plasma perturbations by using various experimental diagnostics [7]. The flexible design of PLATO tokamak makes it possible to observe dynamics of 3-D turbulence structures. The expected plasma parameters of PLATO tokamak are following: major radius \( R = 0.7 \) m, minor radius \( a = 0.2 \) m, plasma volume \( V_P = 0.9 \) m\(^3\), electron temperature \( T_e = 0.2 \) keV, density \( n = 1.0 \times 10^{19} \) m\(^3\).

In this study, the target is MHD instabilities with macro scales, and we carry out MHD simulations by using PLATO tokamak parameters to represent dynamics of MHD instabilities in a tokamak plasma. Ballooning and kink modes are induced depending on the safety factor \( q \) profile and the steep gradient region, and pressure flattening processes accompanied with competition of instabilities are investigated in the nonlinear dynamics.

2. Equilibrium in PLATO

The plasma equilibria considering the experimental conditions are evaluated by using the module EQU in integrated transport code TASK [8]. TASK/EQU calculates equilibria with free boundary conditions in existence of external vertical coils [9]. Figure 1 shows the magnetic configuration obtained by using the set of external coil currents CASE 1 in Table 1. In this calculation, only D, H and Q coils are used for control parameters. This calculation gives toroidal magnetic field \( B_t = 0.3 \) T, plasma current \( I_P = 40 \) kA, central-beta \( \beta_t = 2\% \), central-\( q \) \( q_{\text{axis}} = 0.7 \), surface-\( q \) \( q_{\text{surf}} = 9.8 \), ellipticity \( \kappa = 1.6 \) triangularity \( \delta = 0.3 \).
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3. MHD Simulation

For simulations of MHD instabilities in PLATO tokamak, MIPS code [10] is used. MIPS code solves the MHD equations described below in the cylindrical coordinates $(R, Z, \phi)$:

$$
\frac{\partial \vec{v}}{\partial t} = \rho \vec{\omega} - \rho \nabla \left( \frac{v^2}{2} \right) - \nabla p + \vec{j} \times \vec{B} + \frac{4}{3} \nabla \left[ \rho \left( \nabla \cdot \vec{v} \right) \right] - \nabla \times [\rho \vec{\omega}].
$$

(1)

$$
\frac{\partial \rho}{\partial t} = -\nabla \cdot (\rho \vec{v}),
$$

(2)

$$
\frac{\partial \vec{B}}{\partial t} = -\nabla \times \vec{E},
$$

(3)

$$
\vec{E} = -\vec{v} \times \vec{B} + \eta \vec{j},
$$

(4)

$$
\vec{j} = \frac{1}{\mu_0} \nabla \times \vec{B},
$$

(5)

$$
\vec{\omega} = \nabla \times \vec{v},
$$

(6)

$$
\frac{\partial \rho}{\partial t} = -\nabla \cdot (p \vec{v}) - (\gamma - 1) p \nabla \cdot \vec{v} + \chi \nabla^2 (p - p_{eq}) + (\gamma - 1) \left[ \frac{4}{3} \rho \left( \nabla \cdot \vec{v} \right)^2 + \eta \vec{j} \cdot \left( \vec{j} - \vec{j}_{eq} \right) \right].
$$

(7)

Here, $\rho$, $p$, $\vec{v}$, $\vec{B}$, $\vec{E}$, $\vec{j}$ are the mass density, plasma pressure, velocity, magnetic field, electric field and current density, $p_{eq}$, $\vec{j}_{eq}$ are the equilibrium pressure and current, respectively. $\nu$, $\eta$, $\chi$ are viscosity, resistibility, adiabatic constant and thermal diffusion coefficient, and $\nu = \eta / \mu_0 = 10^{-5} v_a R_0$, $\chi = 10^{-7} v_a R_0$ are used for the following calculations, where $v_a$ is the Alfvén velocity, $R_0 = 0.7 m$ is the typical major radius. The time $t$ is normalized by the Alfvén time.

The MHD equilibria used in the simulations are constructed by TASK/EQ module which calculates equilibria with a fixed boundary condition. The magnetic surface of $q = 5.5$ is used for the boundary condition of the TAKS/EQ equilibrium, which corresponds to the calculation by TASK/EQ shown in Fig. 1. Figure 2 shows the $q$ profiles of three different MHD equilibria constructed by TASK/EQ where the central beta is assumed to be $\beta_t = 2\%$. This $\beta$ value is larger than the expected value $\beta_t \sim 1\%$ in the PLATO experiment, but is used to show more drastic evolutions in simulations.

Figure 3 shows the time evolution of the pressure perturbation energy for $q_{axis} = 0.8$, where the pressure is normalized by $B_0^2 / \mu_0$. The total pressure perturbation energy, which is integrated for the whole plasma volume, increases monotonically in the linear phase, and show non-linear saturation after the phase. Its Fourier decomposition to the toroidal components is also shown in Fig. 3. The initial growth rate of the $n = 1$ component is smaller than that of the $n = 14$ component, where $n$ is the toroidal
mode number. The growth rate of the $n = 1$ component increases from $t \sim 250$ by nonlinear interaction, and becomes smaller from $t \sim 300$ in the saturation phase. Then the mode amplitude increases again from $t \sim 450$, and its magnitude becomes larger than those of the other modes. The pressure and their perturbation components in the poloidal cross-section are shown in Figs. 4 and 5, respectively. In Fig. 4 (b) and Fig. 5 (a), a ballooning mode structure whose perturbation component exists in the low field side of plasma [11,12] can be seen with finite poloidal mode numbers. Figures 6 (a) and 6 (b) show comparison of the mode spectra in the linear phase ($t = 200$) and nonlinear phase ($t = 400$). As shown in Fig. 6 (a), the dominant modes have the poloidal mode numbers of $m = 19$ around $\rho = 0.65$, where the pressure gradient is larger. Here $m$ is the poloidal mode number. On the other hand, in the nonlinear phase in Fig. 6 (b), dominant modes exist around $\rho = 0.45$. This is because the pressure profile near $\rho = 0.65$ is flattened by the instabilities, and the steeper gradient region is shifted to the inner part near $\rho = 0.45$. In this way, the mode excited region is expanded in accordance with the flattening process. After the flattening by the ballooning modes, the $n = 1$ mode induces sudden change of the pressure profile in the central region as in Figs. 4 (c) and 4 (d). An $m/n = 1/1$ kink mode at the $q = 1$ surface [13] gives the collapse near the center. The growth rates of the $n = 1$ component at $t = 200$ and $450$ are almost the same, so this collapse is caused by rather linear mode growth, though some other simulation shows nonlinear excitation of a large-scale mode [6]. In this way, both of ballooning and kink modes are excited in this simulation.

4. Characteristic of the Instabilities

In this section the characteristics of the instabilities are investigated by changing plasma parameters; plasma beta, resistivity and safety factor profile. First, the dependency of the ballooning instability on the plasma beta is explained. Figure 7 shows the relation between the linear growth rate and plasma beta. The linear growth rate becomes larger, as the plasma beta is increased from 1% to 6%. Therefore, it is revealed that this instability is strengthened by the larger pressure gradient. Next, the dependency on the resistivity is examined. We carry out MHD simulations by changing $\eta$ from $10^{-8}$ to $10^{-4}$. Figure 8 shows the relation between the linear growth rate and resistivity. The linear growth rate becomes larger, as $\eta$ is increased in the range $\eta > 10^{-6}$. The linear growth rate is proportional to $\eta^{1/3}$, which suggests the instability is a resistive ballooning mode in this region. Note that $\eta = 10^{-5}$ is used for the nonlinear simulation in the previous section.

In the MHD simulation in Sec. 3, both the ballooning and kink modes appear. The excited mode can be controlled by changing the $q$ profile. Different $q$ profiles in Fig. 2 are used as the initial conditions. Figures 9 and 10 show comparison of the time evolutions of the kinetic energy and the pressure profile with different $q$ profiles shown in Fig. 2, respectively. In the case with $q_{\text{axis}} = 1.3$, there is
no $q = 1$ surface in the plasma, so the kink mode is not excited and the ballooning mode is dominant. When the ballooning mode is dominant, there is no sudden change in the central pressure as in Fig. 10(a). On the other hand, in the case with $q_{\text{axis}} = 0.5$, since $q_{\text{axis}}$ is smaller than the case with $q_{\text{axis}} = 0.8$, the kink mode is more unstable, which causes sudden change in the central pressure as shown in Fig. 10(b). Therefore, the flattening process of the pressure profile is drastic. It is revealed that the flattening process is changed by dominant instabilities.

5. Discussion and Conclusion

In this study, the MHD simulations for PLATO plasmas were carried out for the first time by the combination of TASK and MIPS codes. The plasma equilibrium was evaluated with the vertical coil configuration of PLATO by using the free boundary equilibrium code TASK/EQU. The equilibrium was introduced into the MHD simulations and nonlinear saturation dynamics was calculated by using MIPS code. The ballooning and kink modes can both become unstable for the PLATO parameters. The parameter dependencies show their characteristics. The ballooning modes become unstable at the region with steep pressure gradient, which give rather mild flattening of the pressure profile on the low field side of the plasma. On the other hand, the kink modes with $m/n = 1/1$ become unstable near the center of the plasma, and give drastic pressure collapse of the core.

The MHD simulation shows the co-existence of ballooning and kink modes in the torus plasma. There exist several cases that include excitation of a large-scale mode by small-scale turbulence [14]. The competitive nature between the modes is examined to clarify the role in the flattening process. The effect of the dominant ballooning mode on the kink mode is explained at first. As is seen in Fig. 3, the nonlinear acceleration [15] of the $n = 1$ component is observed. There exist the modes with wide range of toroidal mode numbers, so their three-wave couplings give nonlinear energy transfer to the $n = 1$ component. In this case, the growth rate of dominant modes (e.g. $n = 13$: $\gamma_{13} = 0.019$, $n = 14$: $\gamma_{14} = 0.019$) does not satisfy the single three-wave coupling relation with that of the nonlinear accelerated mode ($n = 1$: $\gamma_1 = 0.025$), due to complex nonlinear coupling with various modes. On the other hand, a simulation with $\beta_t = 3\%$ gives the growth rates of the ballooning components much larger than that of the kink mode, and the three-wave coupling condition is almost satisfied ($\gamma_{13}(0.033) + \gamma_{14}(0.037) \sim \gamma_1(0.067)$) in the nonlinear acceleration of the $n = 1$ component. This is the case with a mode nonlinearly excited by ballooning modes, though the former one is mixture of ballooning and kink modes. Spatial structures can affect the couplings, because the excited regions of the ballooning and kink modes are different, so the effect should be investigated in detail in the future work.

Next, the effect of the ballooning mode on the dominant kink mode is explained. After the growth of the kink mode the pressure collapse expands to the outer region. Figure 11 shows radial profiles of the excited modes in the nonlinear saturation phase with the different $q$ profiles. These are cases with and without large ballooning modes at $\rho = 0.5 - 0.8$. The magnitude of the kink mode increases, and the mode expands to the outer side, but is stopped where the ballooning modes exist, as in Fig. 11(a). On the other hand, the mode can expand to more outer without the ballooning modes. This difference comes from the competition between the ballooning and kink modes. Detailed
mode interaction and spatial competition will be analyzed in the future work.
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