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Abstract
To facilitate effective translation modeling and translation studies, one of the crucial questions to address is how to assess translation quality. From the perspectives of accuracy, reliability, repeatability and cost, translation quality assessment (TQA) itself is a rich and challenging task. In this work, we present a high-level and concise survey of TQA methods, including both manual judgement criteria and automated evaluation metrics, which we classify into further detailed sub-categories. We hope that this work will be an asset for both translation model researchers and quality assessment researchers. In addition, we hope that it will enable practitioners to quickly develop a better understanding of the conventional TQA field, and to find corresponding closely relevant evaluation solutions for their own needs. This work may also serve inspire further development of quality assessment and evaluation methodologies for other natural language processing (NLP) tasks in addition to machine translation (MT), such as automatic text summarization (ATS), natural language understanding (NLU) and natural language generation (NLG).[1]

1 Introduction

Machine translation (MT) research, starting from the 1950s (Weaver [1955]), has been one of the main research topics in computational linguistics (CL) and natural language processing (NLP), and has influenced and been influenced by several other language processing tasks such as parsing and language modeling. Starting from rule-based methods to example-based, and then statistical methods (Brown et al. [1993] Och and Ney [2003] Chiang [2005] Koehn [2010], to the current paradigm of neural network structures (Cho et al. [2014] Johnson et al. [2016] Vaswani et al. [2017] Lample and Conneau [2019]), MT quality continues to improve. However, as MT and translation quality assessment (TQA) researchers report, MT outputs are still far from reaching human parity (Läubli et al. [2018] Läubli et al. [2020] Han et al. [2020a]). MT quality assessment is thus still an important task to facilitate MT research itself, and also for downstream applications. TQA remains a challenging and difficult task because of the richness, variety, and ambiguity phenomena of natural language itself, e.g. the same concept can be expressed in different word structures and patterns in different languages, even inside one language (Arnold [2003]).

In this work, we introduce human judgement and evaluation (HJE) criteria that have been used in standard international shared tasks and more broadly, such as NIST (LI [2005]) WMT (Koehn and Monz [2006a] Callison-Burch et al. [2007a] 2008 2009 2010 2011 2012 Bojar et al. 2013 2014 2015 2016 2017 2018 Barrault et al. 2019 2020), and IWSLT (Eck and Hori [2005] Paul [2009] Paul et al. [2010] Federico et al. 2011). We then introduce automated TQA methods, including the automatic evaluation metrics that were proposed inside these shared tasks and beyond. Regarding Human Assessment (HA) methods, we categorise them into traditional and advanced sets, with the first set including intelligibility, fidelity, fluency, adequacy, and comprehension, and the second set including task-oriented, extended criteria, utilizing post-editing, segment ranking, crowd source intelligence (direct assessment), and revisiting traditional criteria.

Regarding automated TQA methods, we classify these into three categories including simple n-gram based word surface matching, deeper lin-
linguistic feature integration such as syntax and semantics, and deep learning (DL) models, with the first two regarded as traditional and the last one regarded as advanced due to the recent appearance of DL models for NLP. We further divide each of these three categories into sub-branches, each with a different focus. Of course, this classification does not have clear boundaries. For instance, some automated metrics are involved in both n-gram word surface similarity and linguistic features. This paper differs from the existing works (Dorr et al., 2009; EuroMatrix, 2007) by introducing recent developments in MT evaluation measures, the different classifications from manual to automatic evaluation methodologies, the introduction of more recently developed quality estimation (QE) tasks, and its concise presentation of these concepts.

We hope that our work will shed light and offer a useful guide for both MT researchers and researchers in other relevant NLP disciplines, from the similarity and evaluation point of view, to find useful quality assessment methods, either from the manual or automated perspective, inspired from this work. This might include, for instance, natural language generation (Gehrmann et al., 2021), natural language understanding (Ruder et al., 2021), and automatic summarization (Mani, 2001; Bhandari et al., 2020).

The rest of the paper is organized as follows: Sections 2 and 3 present human assessment and automated assessment methods respectively; Section 4 presents some discussions and perspectives; Section 5 summarizes our conclusions and future work. We also list some further relevant readings in the appendices, such as evaluating methods of TQA itself, MT QE, and mathematical formulas.

2 Human Assessment Methods

In this section we introduce human judgement methods, as reflected in Fig. 1. This categorises these human methods as Traditional and Advanced.

2.1 Traditional Human Assessment

2.1.1 Intelligibility and Fidelity

The earliest human assessment methods for MT can be traced back to around 1966. They include the intelligibility and fidelity used by the automatic language processing advisory committee (ALPAC) (Carroll, 1966). The requirement that a translation is intelligible means that, as far as possible, the translation should read like normal, well-edited prose and be readily understandable in the same way that such a sentence would be understandable if originally composed in the translation language. The requirement that a translation is of high fidelity or accuracy includes the requirement that the translation should, as little as possible, twist, distort, or controvert the meaning intended by the original.

2.1.2 Fluency, Adequacy and Comprehension

In 1990s, the Advanced Research Projects Agency (ARPA) created a methodology to evaluate machine translation systems using the adequacy, fluency and comprehension of the MT output (Church and Hovy, 1991) which adapted in MT evaluation campaigns including (White et al., 1994).

To set up this methodology, the human assessor is asked to look at each fragment, delimited by syntactic constituents and containing sufficient information, and judge its adequacy on a scale 1-to-5. Results are computed by averaging the judgments over all of the decisions in the translation set.

Fluency evaluation is compiled in the same manner as for the adequacy except that the assessor is to make intuitive judgments on a sentence-by-sentence basis for each translation. Human assessors are asked to determine whether the translation is good English without reference to the correct translation. Fluency evaluation determines whether a sentence is well-formed and fluent in context.
Comprehension relates to “Informativeness”, whose objective is to measure a system’s ability to produce a translation that conveys sufficient information, such that people can gain necessary information from it. The reference set of expert translations is used to create six questions with six possible answers respectively including, “none of above” and “cannot be determined”.

2.1.3 Further Development

Bangalore et al. (2000) classified accuracy into several categories including simple string accuracy, generation string accuracy, and two corresponding tree-based accuracy. Reeder (2004) found the correlation between fluency and the number of words it takes to distinguish between human translation and MT output.

The “Linguistics Data Consortium (LDC)” designed two five-point scales representing fluency and adequacy for the annual NIST MT evaluation workshop. The developed scales became a widely used methodology when manually evaluating MT by assigning values. The five point scale for adequacy indicates how much of the meaning expressed in the reference translation is also expressed in a translation hypothesis; the second five point scale indicates how fluent the translation is, involving both grammatical correctness and idiomatic word choices.

Specia et al. (2011) conducted a study of MT adequacy and broke it into four levels, from score 4 to 1: highly adequate, the translation faithfully conveys the content of the input sentence; fairly adequate, where the translation generally conveys the meaning of the input sentence, there are some problems with word order or tense/voice/number, or there are repeated, added or non-translated words; poorly adequate, the content of the input sentence is not adequately conveyed by the translation; and completely inadequate, the content of the input sentence is not conveyed at all by the translation.

2.2 Advanced Human Assessment

2.2.1 Task-oriented

White and Taylor (1998) developed a task-oriented evaluation methodology for Japanese-to-English translation to measure MT systems in light of the tasks for which their output might be used. They seek to associate the diagnostic scores assigned to the output used in the DARPA (Defense Advanced Research Projects Agency) evaluation with a scale of language-dependent tasks, such as scanning, sorting, and topic identification. They develop an MT proficiency metric with a corpus of multiple variants which are usable as a set of controlled samples for user judgments. The principal steps include identifying the user-performed text-handling tasks, discovering the order of text-handling task tolerance, analyzing the linguistic and non-linguistic translation problems in the corpus used in determining task tolerance, and developing a set of source language patterns which correspond to diagnostic target phenomena. A brief introduction to task-based MT evaluation work was shown in their later work (Doyon et al., 1999).

Voss and Tate (2006) introduced task-based MT output evaluation by the extraction of who, when, and where three types of elements. They extended their work later into event understanding (Laoudi et al., 2006).

2.2.2 Extended Criteria

King et al. (2003) extend a large range of manual evaluation methods for MT systems which, in addition to the earlier mentioned accuracy, include suitability, whether even accurate results are suitable in the particular context in which the system is to be used; interoperability, whether with other software or hardware platforms; reliability, i.e., don’t break down all the time or take a long time to get running again after breaking down; usability, easy to get the interfaces, easy to learn and operate, and looks pretty; efficiency, when needed, keep up with the flow of dealt documents; maintainability, being able to modify the system in order to adapt it to particular users; and portability, one version of a system can be replaced by a new version, because MT systems are rarely static and they tend to improve over time as resources grow and bugs are fixed.

2.2.3 Utilizing Post-editing

One alternative method to assess MT quality is to compare the post-edited correct translation to the original MT output. This type of evaluation is, however, time consuming and depends on the skills of the human assessor and post-editing performer. One example of a metric that is designed in such a manner is the human translation error rate (HTER) (Snover et al., 2006). This is based on
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the number of editing steps, computing the editing steps between an automatic translation and a reference translation. Here, a human assessor has to find the minimum number of insertions, deletions, substitutions, and shifts to convert the system output into an acceptable translation. HTER is defined as the sum of the number of editing steps divided by the number of words in the acceptable translation.

2.2.4 Segment Ranking
In the WMT metrics task, human assessment based on segment ranking was often used. Human assessors were frequently asked to provide a complete ranking over all the candidate translations of the same source segment (Callison-Burch et al. 2011, 2012). In the WMT13 shared-tasks (Bojar et al., 2013), five systems were randomised for the assessor to give a rank. Each time, the source segment and the reference translation were presented together with the candidate translations from the five systems. The assessors ranked the systems from 1 to 5, allowing tied scores. For each ranking, there was the potential to provide as many as 10 pairwise results if there were no ties. The collected pairwise rankings were then used to assign a corresponding score to each participating system to reflect the quality of the automatic translations. The assigned scores could also be used to reflect how frequently a system was judged to be better or worse than other systems when they were compared on the same source segment, according to the following formula:

\[
\frac{\# \text{ better pairwise ranking}}{\# \text{ total pairwise comparison} - \# \text{ ties comparisons}}
\]  

(1)

2.2.5 Crowd Source Intelligence
With the reported very low human inter-agreement scores from the WMT segment ranking task, researchers started to address this issue by exploring new human assessment methods, as well as seeking reliable automatic metrics for segment level ranking (Graham et al. 2013). Graham et al. (2013) noted that the lower agreements from WMT human assessment might be caused partially by the interval-level scales set up for the human assessor to choose regarding quality judgement of each segment. For instance, the human assessor possibly corresponds to the situation where neither of the two categories they were forced to choose is preferred. In light of this rationale, they proposed continuous measurement scales (CMS) for human TQA using fluency criteria. This was implemented by introducing the crowdsource platform Amazon MTurk, with some quality control methods such as the insertion of bad-reference and ask-again, and statistical significance testing. This methodology reported improved both intra-annotator and inter-annotator consistency. Detailed quality control methodologies, including statistical significance testing were documented in direct assessment (DA) (Graham et al. 2016, 2020).

2.2.6 Revisiting Traditional Criteria
Popović (2020a) criticized the traditional human TQA methods because they fail to reflect real problems in translation by assigning scores and ranking several candidates from the same source. Instead, Popović (2020a) designed a new methodology by asking human assessors to mark all problematic parts of candidate translations, either words, phrases, or sentences. Two questions that were typically asked of the assessors related to comprehensibility and adequacy. The first criteria considered whether the translation is understandable, or understandable but with errors; the second criteria measures if the candidate translation has different meaning to the original text, or maintains the meaning but with errors. Both criteria take into account whether parts of the original text are missing in translation. Under a similar experimental setup, Popović (2020b) also summarized the most frequent error types that the annotators recognized as misleading translations.

3 Automated Assessment Methods
Manual evaluation suffers some disadvantages such as that it is time-consuming, expensive, not tune-able, and not reproducible. Due to these aspects, automatic evaluation metrics have been widely used for MT. Typically, these compare the output of MT systems against human reference translations, but there are also some metrics that do not use reference translations. There are usually two ways to offer the human reference translation, either offering one single reference or offering multiple references for a single source sentence (Lin and Och 2004; Han et al. 2012).

Automated metrics often measure the overlap in words and word sequences, as well as word order and edit distance. We classify these kinds of
metrics as “simple n-gram word surface matching”. Further developed metrics also take linguistic features into account such as syntax and semantics, including POS, sentence structure, textual entailment, paraphrase, synonyms, named entities, multi-word expressions (MWEs), semantic roles and language models. We classify these metrics that utilize the linguistic features as “Deeper Linguistic Features (aware)”. This classification is only for easier understanding and better organization of the content. It is not easy to separate these two categories clearly since sometimes they merge with each other. For instance, some metrics from the first category might also use certain linguistic features. Furthermore, we will introduce some recent models that apply deep learning into the TQA framework, as in Fig. 2. Due to space limitations, we present MT quality estimation (QE) task which does not rely on reference translations during the automated computing procedure in the appendices.

3.1 N-gram Word Surface Matching

3.1.1 Levenshtein Distance

By calculating the minimum number of editing steps to transform MT output to reference, [Su et al., 1992] introduced the word error rate (WER) metric into MT evaluation. This metric, inspired by Levenshtein Distance (or edit distance), takes word order into account, and the operations include insertion (adding word), deletion (dropping word) and replacement (or substitution, replace one word with another), the minimum number of editing steps needed to match two sequences.

One of the weak points of the WER metric is the fact that word ordering is not taken into account appropriately. The WER scores are very low when the word order of system output translation is “wrong” according to the reference. In the Levenshtein distance, the mismatches in word order require the deletion and re-insertion of the misplaced words. However, due to the diversity of language expressions, some so-called “wrong” order sentences by WER also prove to be good translations. To address this problem, the position-independent word error rate (PER) introduced by Tillmann et al. (1997) is designed to ignore word order when matching output and reference. Without taking into account of the word order, PER counts the number of times that identical words appear in both sentences. Depending on whether the translated sentence is longer or shorter than the reference translation, the rest of the words are either insertion or deletion ones.

Another way to overcome the unconscionable penalty on word order in the Levenshtein distance is adding a novel editing step that allows the movement of word sequences from one part of the output to another. This is something a human post-editor would do with the cut-and-paste function of a word processor. In this light, Snover et al. (2006) designed the translation edit rate (TER) metric that adds block movement (jumping action) as an editing step. The shift option is performed on a contiguous sequence of words within the output sentence. For the edits, the cost of the block movement, any number of continuous words and any distance, is equal to that of the single word operation, such as insertion, deletion and substitution.

3.1.2 Precision and Recall

The widely used evaluation BLEU metric (Papineni et al., 2002) is based on the degree of n-gram overlap between the strings of words produced by the MT output and the human translation references at the corpus level. BLEU calculates precision scores with n-grams sized from 1-to-4, together multiplied by the coefficient of brevity penalty (BP). If there are multi-references for each candidate sentence, then the nearest length as compared to the candidate sentence is selected as the effective one. In the BLEU metric, the n-gram precision weight \( \lambda_n \) is usually selected as a uniform weight. However, the 4-gram precision value can be very low or even zero when the test corpus is small. To weight more heavily those n-grams that are more informative, Doddington (2002) pro-
poses the NIST metric with the information weight added. Furthermore, [Doddington (2002)] replaces the geometric mean of co-occurrences with the arithmetic average of n-gram counts, extends the n-gram into 5-gram ($N = 5$), and selects the average length of reference translations instead of the nearest length.

ROUGE ([Lin and Hovy, 2003]) is a recall-oriented evaluation metric, which was initially developed for summaries, and inspired by BLEU and NIST. ROUGE has also been applied in automated TQA in later work ([Lin and Och, 2004]).

The F-measure is the combination of precision ($P$) and recall ($R$), which was firstly employed in information retrieval (IR) and latterly adopted by the information extraction (IE) community, MT evaluations, and others. [Turian et al. (2006)] carried out experiments to examine how standard measures such as precision, recall and F-measure can be applied to TQA and showed the comparisons of these standard measures with some alternative evaluation methodologies.

Banerjee and Lavie (2005) designed METEOR as a novel evaluation metric. METEOR is based on the general concept of flexible unigram matching, precision and recall, including the match between words that are simple morphological variants of each other with identical word stems and words that are synonyms of each other. To measure how well-ordered the matched words in the candidate translation are in relation to the human reference, METEOR introduces a penalty coefficient, different to what is done in BLEU, by employing the number of matched chunks.

### 3.1.3 Revisiting Word Order

The right word order plays an important role to ensure a high quality translation output. However, language diversity also allows different appearances or structures of a sentence. How to successfully achieve a penalty on really wrong word order, i.e. wrongly structured sentences, instead of on “correct” different order, i.e. the candidate sentence that has different word order to the reference, but is well structured, has attracted a lot of interest from researchers. In fact, the Levenshtein distance (Section 3.1.1) and n-gram based measures also contain word order information.

Featuring the explicit assessment of word order and word choice, Wong and yu Kit (2009) developed the evaluation metric ATEC (assessment of text essential characteristics). This is also based on precision and recall criteria, but with a position difference penalty coefficient attached. The word choice is assessed by matching word forms at various linguistic levels, including surface form, stem, sound and sense, and further by weighing the informativeness of each word.

Partially inspired by this, our work LEPOR ([Han et al., 2012]) is designed as a combination of augmented evaluation factors including n-gram based word order penalty in addition to precision, recall, and enhanced sentence-length penalty. The LEPOR metric (including $hLEPOR$) was reported with top performance on the English-to-other (Spanish, German, Czech and Russian) language pairs in ACL-WMT13 metrics shared tasks for system level evaluation ([Han et al., 2013d]). The n-gram based variant $nLEPOR$ ([Han et al., 2014]) was also analysed by MT researchers as one of the three best performing segment level automated metrics (together with METEOR and sentBLEU-MOSEs) that correlated with human judgement at a level that was not significantly outperformed by any other metrics, on Spanish-to-English, in addition to an aggregated set of overall tested language pairs ([Graham et al., 2015]).

### 3.2 Deeper Linguistic Features

Although some of the previously outlined metrics incorporate linguistic information, e.g. synonyms and stemming in METEOR and part of speech (POS) in LEPOR, the simple n-gram word surface matching methods mainly focus on the exact matches of the surface words in the output translation. The advantages of the metrics based on the first category (simple n-gram word matching) are that they perform well in capturing translation fluency ([Lo et al., 2012]), are very fast to compute and have low cost. On the other hand, there are also some weaknesses, for instance, syntactic information is rarely considered and the underlying assumption that a good translation is one that shares the same word surface lexical choices as the reference translations is not justified semantically. Word surface lexical similarity does not adequately reflect similarity in meaning. Translation evaluation metrics that reflect meaning similarly need to be based on similarity of semantic structure and not merely flat lexical similarity.

#### 3.2.1 Syntactic Similarity

Syntactic similarity methods usually employ the features of morphological POS information,
phrase categories, phrase decompositionality or sentence structure generated by linguistic tools such as a language parser or chunker.

In grammar, a **POS** is a linguistic category of words or lexical items, which is generally defined by the syntactic or morphological behaviour of the lexical item. Common linguistic categories of lexical items include noun, verb, adjective, adverb, and preposition. To reflect the syntactic quality of automatically translated sentences, researchers employ POS information into their evaluations. Using the IBM model one, Popović et al. (2011) evaluate translation quality by calculating the similarity scores of source and target (translated) sentences without using a reference translation, based on the morphemes, 4-gram POS and lexicon probabilities. Dahlmeier et al. (2011) developed the TESLA evaluation metrics, combining the synonyms of bilingual phrase tables and POS information in the matching task. Other similar work using POS information include (Giménez and Márquez, 2007) Popovic and Ney (2007) Han et al. (2014).

In linguistics, a **phrase** may refer to any group of words that form a constituent, and so functions as a single unit in the syntax of a sentence. To measure an MT system’s performance in translating new text types, such as in what ways the system itself could be extended to deal with new text types, Povlsen et al. (1998) carried out work focusing on the study of an English-to-Danish MT system. The syntactic constructions are explored with more complex linguistic knowledge, such as the identification of fronted adverbial subordinate clauses and prepositional phrases. Assuming that similar grammatical structures should occur in both source and translations, Avramidis et al. (2011) perform evaluation on source (German) and target (English) sentences employing the features of sentence length ratio, unknown words, phrase numbers including noun phrase, verb phrase and prepositional phrase. Other similar work using phrase similarity includes (Li et al., 2012) that uses noun phrases and verb phrases from chunking, (Echizen-ya and Araki, 2010) that only uses the noun phrase chunking in automatic evaluation, and (Han et al., 2013c) that designs a universal phrase tagset for French to English MT evaluation.

Syntax is the study of the principles and processes by which sentences are constructed in particular languages. To address the overall goodness of a translated sentence’s structure, Liu and Gildèa (2005) employ constituent labels and head-modifier dependencies from a language parser as syntactic features for MT evaluation. They compute the similarity of dependency trees. Their experiments show that adding syntactic information can improve evaluation performance, especially for predicting the fluency of translation hypotheses. Other works that use syntactic information in evaluation include (Lo and Wu, 2011a) and (Lo et al., 2012) that use an automatic shallow parser and the RED metric (Yu et al., 2014) that applies dependency trees.

### 3.2.2 Semantic Similarity

As a contrast to syntactic information, which captures overall grammaticality or sentence structure similarity, the semantic similarity of automatic translations and the source sentences (or references) can be measured by employing semantic features.

To capture the semantic equivalence of sentences or text fragments, **named entity** knowledge is taken from the literature on named-entity recognition, which aims to identify and classify atomic elements in a text into different entity categories (Marsh and Perzanowski, 1998; Guo et al., 2009). The most commonly used entity categories include the names of persons, locations, organizations and time (Han et al., 2013a). In the MEDAR2011 evaluation campaign, one baseline system based on Moses (Koehn et al., 2007) utilized an Open NLP toolkit to perform named entity detection, in addition to other packages. The low performances from the perspective of named entities causes a drop in fluency and adequacy. In the quality estimation of the MT task in WMT 2012, (Buck, 2012) introduced features including named entity, in addition to discriminative word lexicon, neural networks, back off behavior (Raybaud et al., 2011) and edit distance. Experiments on individual features showed that, from the perspective of the increasing the correlation score with human judgments, the named entity feature contributed the most to the overall performance, in comparisons to the impacts of other features.

**Multi-word Expressions** (MWEs) set obstacles for MT models due to their complexity in presentation as well as idiomaticity (Sag et al., 2002; Han et al., 2020b,a; Han et al., 2021). To investigate the effect of MWEs in MT evaluation (MTE),
Salehi et al. (2015) focused on the compositional-ity of noun compounds. They identify the noun compounds first from the system outputs and reference with Stanford parser. The matching scores of the system outputs and reference sentences are then recalculated, adding up to the Tesla metric, by considering the predicated compositionality of identified noun compound phrases. Our own recent work in this area (Han et al., 2020a) provides an extensive investigation into various MT errors caused by MWEs.

**Synonyms** are words with the same or close meanings. One of the most widely used synonym databases in the NLP literature is WordNet (Miller et al., 1990), which is an English lexical database grouping English words into sets of synonyms. WordNet classifies words mainly into four kinds of POS categories; Noun, Verb, Adjective, and Adverb, without prepositions, determiners, etc. Synonymous words or phrases are organized using the unit of synsets. Each synset is a hierarchical structure with the words at different levels according to their semantic relations.

**Textual entailment** is usually used as a directive relation between text fragments. If the truth of one text fragment TA follows another text fragment TB, then there is a directional relation between TA and TB (TB ⇒ TA). Instead of the pure logical or mathematical entailment, textual entailment in natural language processing (NLP) is usually performed with a relaxed or loose definition (Dagan et al., 2006). For instance, according to text fragment TB, if it can be inferred that the text fragment TA is most likely to be true then the relationship TB ⇒ TA is also established. Since the relation is directive, it means that the inverse inference (TA ⇒ TB) is not ensured to be true (Dagan and Glickman, 2004). Castillo and Estrella (2012) present a new approach for MT evaluation based on the task of “Semantic Textual Similarity”. This problem is addressed using a textual entailment engine based on WordNet semantic features.

**Paraphrase** is to restate the meaning of a passage of text but utilizing other words, which can be seen as bidirectional textual entailment (Androutsopoulos and Malakasiotis, 2010). Instead of the literal translation, word by word and line by line used by meta-phrases, a paraphrase represents a dynamic equivalent. Further knowledge of paraphrases from the aspect of linguistics is introduced in the works by (McKeown, 1979; Meteer and Shaked, 1988; Barzilay and Lee, 2003). Snover et al. (2006) describe a new evaluation metric TER-Plus (TERp). Sequences of words in the reference are considered to be paraphrases of a sequence of words in the hypothesis if that phrase pair occurs in the TERp phrase table.

**Semantic roles** are employed by researchers as linguistic features in MT evaluation. To utilize semantic roles, sentences are usually first shallow parsed and entity tagged. Then the semantic roles are used to specify the arguments and adjuncts that occur in both the candidate translation and reference translation. For instance, the semantic roles introduced by Giménez and Márquez (2007). Giménez and Márquez (2008) include causative agent, adverbial adjunct, directional adjunct, negation marker, and predication adjunct, etc. In a further development, Lo and Wu (2011a,b) presented the MEANT metric designed to capture the predicate-argument relations as structural relations in semantic frames, which are not reflected in the flat semantic role label features in the work of Giménez and Márquez (2007). Furthermore, instead of using uniform weights, Lo et al. (2012) weight the different types of semantic roles as empirically determined by their relative importance to the adequate preservation of meaning. Generally, semantic roles account for the semantic structure of a segment and have proved effective in assessing adequacy of translation.

**Language models** are also utilized by MT evaluation researchers. A statistical language model usually assigns a probability to a sequence of words by means of a probability distribution. Gaño et al. (2005) propose the LM-SVM, language model, and support vector machine methods investigating the possibility of evaluating MT quality and fluency in the absence of reference translations. They evaluate the performance of the system when used as a classifier for identifying highly dis-fluent and ill-formed sentences.

Generally, the linguistic features mentioned above, including both syntactic and semantic features, are combined in two ways, either by following a machine learning approach (Albrecht and Hwa, 2007; Leusch and Ney, 2009), or trying to combine a wide variety of metrics in a more simple and straightforward way, such as (Giménez and Márquez, 2008; Specia and Giménez, 2010; Comelles et al., 2012).
3.3 Neural Networks for TQA

We briefly list some works that have applied deep learning and neural networks for TQA which are promising for further exploration. For instance, Guzmán et al. (2015); Guzmán et al. (2017) use neural networks (NNs) for TQA for pairwise modeling to choose the best hypothetical translation by comparing candidate translations with a reference, integrating syntactic and semantic information into NNs. Gupta et al. (2015b) proposed LSTM networks based on dense vectors to conduct TQA, while Ma et al. (2016) designed a new metric based on bi-directional LSTMs, which is similar to the work of Guzmán et al. (2015) but with less complexity by allowing the evaluation of a single hypothesis with a reference, instead of a pairwise situation.

4 Discussion and Perspectives

In this section, we examine several topics that can be considered for further development of MT evaluation fields.

The first aspect is that development should involve both n-gram word surface matching and the deeper linguistic features. Because natural languages are expressive and ambiguous at different levels (Giménez and Márquez, 2007), simple n-gram word surface similarity based metrics limit their scope to the lexical dimension and are not sufficient to ensure that two sentences convey the same meaning or not. For instance, Callison-Burch et al. (2006a) and Koehn and Monz (2006b) report that simple n-gram matching metrics tend to favor automatic statistical MT systems. If the evaluated systems belong to different types that include rule based, human aided, and statistical systems, then the simple n-gram matching metrics, such as BLEU, give a strong disagreement between these ranking results and those of the human assessors. So deeper linguistic features are very important in the MT evaluation procedure.

However, inappropriate utilization, or abundant or abused utilization, of linguistic features will result in limited popularity of measures incorporating linguistic features. In the future, how to utilize the linguistic features in a more accurate, flexible and simplified way, will be one challenge in MT evaluation. Furthermore, the MT evaluation from the aspects of semantic similarity is more reasonable and reaches closer to the human judgments, so it should receive more attention.

The second major aspect is that MT quality estimation (QE) tasks are different to traditional MT evaluation in several ways, such as extracting reference-independent features from input sentences and their translation, obtaining quality scores based on models produced from training data, predicting the quality of an unseen translated text at system run-time, filtering out sentences which are not good enough for post processing, and selecting the best translation among multiple systems. This means that with so many challenges, the topic will continuously attract many researchers.

Thirdly, some advanced or challenging technologies that can be further applied to MT evaluation include the deep learning models (Gupta et al., 2015a; Zhang and Zong, 2015), semantic logic form, and decipherment model.

5 Conclusions and Future Work

In this paper we have presented a survey of the state-of-the-art in translation quality assessment methodologies from the viewpoints of both manual judgements and automated methods. This work differs from conventional MT evaluation review work by its concise structure and inclusion of some recently published work and references. Due to space limitations, in the main content, we focused on conventional human assessment methods and automated evaluation metrics with reliance on reference translations. However, we also list some interesting and related work in the appendices, such as the quality estimation in MT when the reference translation is not presented during the estimation, and the evaluating methodology for TQA methods themselves. However, this arrangement does not affect the overall understanding of this paper as a self contained overview. We believe this work can help both MT and NLP researchers and practitioners in identifying appropriate quality assessment methods for their work. We also expect this work might shed some light on evaluation methodologies in other NLP tasks, due to the similarities they share, such as text summarization (Mani, 2001; Bhandari et al., 2020), natural language understanding (Ruder et al., 2021), natural language generation (Gehrmann et al., 2021), as well as programming language (code) generation (Liguori et al., 2021).
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Appendices

Appendix A: Evaluating TQA

A.1: Statistical Significance

If different MT systems produce translations with different qualities on a dataset, how can we ensure that they indeed own different system quality? To explore this problem, Koehn (2004) presents an investigation statistical significance testing for MT evaluation. The bootstrap re-sampling method is used to compute the statistical significance intervals for evaluation metrics on small test sets. Statistical significance usually refers to two separate notions, one of which is the p-value, the probability that the observed data will occur by chance in a given single null hypothesis. The other one is the “Type I” error rate of a statistical hypothesis test, which is also called “false positive” and measured by the probability of incorrectly rejecting a given null hypothesis in favour of a second alternative hypothesis (Hald, 1998).

A.2: Evaluating Human Judgment

Since human judgments are usually trusted as the gold standards that automatic MT evaluation metrics should try to approach, the reliability and coherence of human judgments is very important. Cohen’s kappa agreement coefficient is one of the most commonly used evaluation methods (Cohen, 1960). For the problem of nominal scale agreement between two judges, there are two relevant quantities $p_0$ and $p_c$. $p_0$ is the proportion of units in which the judges agreed and $p_c$ is the proportion of units for which agreement is expected by chance. The coefficient $k$ is simply the proportion of chance-expected disagreements which do not occur, or alternatively, it is the proportion of agreement after chance agreement is removed from consideration:

$$k = \frac{p_0 - p_c}{1 - p_c} \quad (2)$$

where $p_0 - p_c$ represents the proportion of the cases in which beyond-chance agreement occurs and is the numerator of the coefficient (Landis and Koch, 1977).

A.3: Correlating Manual and Automatic Score

In this section, we introduce three correlation coefficient algorithms that have been widely used at recent WMT workshops to measure the closeness of automatic evaluation and manual judgments. The choice of correlation algorithm depends on whether scores or ranks schemes are utilized.

Pearson Correlation

Pearson’s correlation coefficient (Pearson, 1900) is commonly represented by the Greek letter $\rho$. The correlation between random variables $X$ and
Y denoted as $\rho_{XY}$ is measured as follows (Montgomery and Runger, 2003).

$$\rho_{XY} = \frac{cov(X,Y)}{\sqrt{V(X)V(Y)}} = \frac{\sigma_{XY}}{\sigma_X \sigma_Y} \quad (3)$$

Because the standard deviations of variable $X$ and $Y$ are higher than 0 ($\sigma_X > 0$ and $\sigma_Y > 0$), if the covariance $\sigma_{XY}$ between $X$ and $Y$ is positive, negative or zero, the correlation score between $X$ and $Y$ will correspondingly result in positive, negative or zero, respectively. Based on a sample of paired data $(X, Y)$ as $(x_i, y_i), i = 1 \text{ to } n$, the Pearson correlation coefficient is calculated as:

$$\rho_{XY} = \frac{\sum_{i=1}^{n}(x_i - \mu_x)(y_i - \mu_y)}{\sqrt{\sum_{i=1}^{n}(x_i - \mu_x)^2 \sqrt{\sum_{i=1}^{n}(y_i - \mu_y)^2}}} \quad (4)$$

where $\mu_x$ and $\mu_y$ specify the means of discrete random variable $X$ and $Y$ respectively.

**Spearman rank Correlation**

Spearman rank correlation coefficient, a simplified version of Pearson correlation coefficient, is another algorithm to measure the correlations of automatic evaluation and manual judges, e.g. in WMT metrics task (Callison-Burch et al., 2008, 2009, 2010, 2011). When there are no ties, Spearman rank correlation coefficient, which is sometimes specified as $(rs)$ is calculated as:

$$r_{S_{\varphi}(XY)} = 1 - \frac{6 \sum_{i=1}^{n} d_i^2}{n(n^2 - 1)} \quad (5)$$

where $d_i$ is the difference-value (D-value) between the two corresponding rank variables $(x_i - y_i)$ in $\vec{X} = \{x_1, x_2, ..., x_n\}$ and $\vec{Y} = \{y_1, y_2, ..., y_n\}$ describing the system $\varphi$.

**Kendall’s $\tau$**

Kendall’s $\tau$ (Kendall, 1938) has been used in recent years for the correlation between automatic order and reference order (Callison-Burch et al., 2010, 2011, 2012). It is defined as:

$$\tau = \frac{\text{num concordant pairs} - \text{num discordant pairs}}{\text{total pairs}} \quad (6)$$

The latest version of Kendall’s $\tau$ is introduced in (Kendall and Gibbons, 1990). Lebanon and Lafferty (2002) give an overview work for Kendall’s $\tau$ showing its application in calculating how much the system orders differ from the reference order. More concretely, Lapata (2003) proposed the use of Kendall’s $\tau$, a measure of rank correlation, to estimate the distance between a system-generated and a human-generated gold-standard order.

**A.4: Metrics Comparison**

There are researchers who did some work about the comparisons of different types of metrics. For example, Callison-Burch et al. (2006b, 2007b), Lavie (2013) mentioned that, through some qualitative analysis on some standard data set, BLEU cannot reflect MT system performance well in many situations, i.e. higher BLEU score cannot ensure better translation outputs. There are some recently developed metrics that can perform much better than the traditional ones especially on challenging sentence-level evaluation, though they are not popular yet such as nLEPOR and SentBLEU-Moses (Graham et al., 2015, Graham and Liu, 2016). Such comparison will help MT researchers to select the appropriate metrics to use for specialist tasks.

**Appendix B: MT QE**

In past years, some MT evaluation methods that do not use manually created gold reference translations were proposed. These are referred to as “Quality Estimation (QE)”. Some of the related works have already been introduced in previous sections. The most recent quality estimation tasks can be found at WMT12 to WMT20 (Callison-Burch et al., 2012, Bojar et al., 2013, 2014, 2015, Specia et al., 2018, Fonseca et al., 2019, Specia et al., 2020). These defined a novel evaluation metric that provides some advantages over the traditional ranking metrics. The DeltaAvg metric assumes that the reference test set has a number associated with each entry that represents its extrinsic value. Given these values, their metric does not need an explicit reference ranking, the way that Spearman ranking correlation does. The goal of the DeltaAvg metric is to measure how valuable a proposed ranking is according to the extrinsic values associated with the test entries.

$$\text{DeltaAvg}_n = \frac{\sum_{k=1}^{n-1} V(S_{1,k})}{n - 1} - V(S) \quad (7)$$

For scoring, two task evaluation metrics were used that have traditionally been used for measure-
ing performance in regression tasks: Mean Absolute Error (MAE) as a primary metric, and Root of Mean Squared Error (RMSE) as a secondary metric. For a given test set $S$ with entries $s_i, 1 \leq i \leq |S|$, $H(s_i)$ is the proposed score for entry $s_i$ (hypothesis), and $V(s_i)$ is the reference value for entry $s_i$ (gold-standard value).

$$MAE = \frac{\sum_{i=1}^{N} |H(s_i) - V(s_i)|}{N}$$  \hspace{1cm} (8)$$

$$RMSE = \sqrt{\frac{\sum_{i=1}^{N} (H(s_i) - V(s_i))^2}{N}}$$  \hspace{1cm} (9)$$

where $N = |S|$. Both these metrics are non-parametric, automatic and deterministic (and therefore consistent), and extrinsically interpretable.

Some further readings on MT QE are the comparison between MT evaluation and QE Specia et al. (2010) and the QE framework model QuEst Specia et al. (2013); the weakly supervised approaches for quality estimation and the limitations analysis of QE Supervised Systems Moreau and Vogel (2013, 2014), and unsupervised QE models Fomicheva et al. (2020); the recent shared tasks on QE Fonseca et al. (2019; Specia et al., 2020).

In very recent years, the two shared tasks, i.e. MT quality estimation and traditional MT evaluation metrics, have tried to integrate into each other and benefit from both knowledge. For instance, in WMT2019 shared task, there were 10 reference-less evaluation metrics which were used for the QE task, “QE as a Metric”, as well Ma et al. (2019).

### Appendix C: Mathematical Formulas

Some mathematical formulas that are related to aforementioned metrics:

#### Section 2.1.2 - Fluency / Adequacy / Comprehension:

- **Comprehension**
  \[
  \text{Comprehension} = \frac{\text{#Cotect}}{6} \quad (10)
  \]

- **Fluency**
  \[
  \text{Fluency} = \frac{\text{Judgment point} - 1}{\text{#Sentences in passage}} \quad (11)
  \]

- **Adequacy**
  \[
  \text{Adequacy} = \frac{\text{Judgment point} - 1}{\text{#Fragments in passage}} \quad (12)
  \]

#### Section 3.1.1 - Editing Distance:

- **WER**
  \[
  \text{WER} = \frac{\text{substitution+insertion+deletion}}{\text{reference length}} \quad (13)
  \]

- **PER**
  \[
  \text{PER} = 1 - \frac{\text{correct} - \max(0, \text{output length} - \text{reference length})}{\text{reference length}} \quad (14)
  \]

- **TER**
  \[
  \text{TER} = \frac{\#\text{of edit}}{\#\text{of average reference words}} \quad (15)
  \]

#### Section 3.1.2 - Precision and Recall:

- **BLEU**
  \[
  \text{BLEU} = \sum_{n=1}^{N} \lambda_n \log \text{Precision}_n \quad (16)
  \]

- **BP**
  \[
  \text{BP} = \begin{cases} 
  1 & \text{if } c > r, \\
  e^{1-r} & \text{if } c \leq r
  \end{cases} \quad (17)
  \]

where $c$ is the total length of candidate translation, and $r$ refers to the sum of effective reference sentence length in the corpus. Below is from NIST metric, then F-measure, METEOR and LEPOR:

- **Info**
  \[
  \text{Info} = \log_2 \left( \frac{\#\text{occurrence of } w_1, \ldots, w_n}{\#\text{occurrence of } w_1, \ldots, w_n} \right) \quad (18)
  \]

- **$F_\beta$**
  \[
  F_\beta = \frac{1 + \beta^2}{\beta^2} \frac{PR}{R + \beta^2 P} \quad (19)
  \]

- **Penalty**
  \[
  \text{Penalty} = LP0.5 \times \left( \frac{\#\text{chunks}}{\#\text{matched unigrams}} \right)^3 \quad (20)
  \]

- **MEREOR**
  \[
  \text{MEREOR} = \frac{10PR}{R + 9P} \times (1 - \text{Penalty}) \quad (21)
  \]

- **LEPOR**
  \[
  \text{LEPOR} = LP \times N\text{PosPenal} \times \text{Harmonic}(\alpha R, \beta P) \quad (22)
  \]

\[
\text{hLEPOR} = \text{Harmonic}(w_LPLP, \ w_{N\text{PosPenal}}N\text{PosPenal}, \ w_{HPR}HPR) \quad (22)
\]

\[
\text{nLEPOR} = LP \times N\text{PosPenal} 
\times \exp(\sum_{n=1}^{N} w_n \log HPR) \quad (22)
\]
where, in our own metric LEPOR and its variations, \( nLEPOR \) (\( n \)-gram precision and recall LEPOR) and \( hLEPOR \) (harmonic LEPOR), \( P \) and \( R \) are for precision and recall, \( LP \) for length penalty, \( NPosPenal \) for \( n \)-gram position difference penalty, and \( HPR \) for harmonic mean of precision and recall, respectively (Han et al., 2012, 2013b; Han, 2014; Han et al., 2014).