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SUMMARY  Multi-objective evolutionary algorithms are widely used in many engineering optimization problems and artificial intelligence applications. Ant lion optimizer is an outstanding evolutionary method, but two issues need to be solved to extend it to the multi-objective optimization field, one is how to update the Pareto archive, and the other is how to choose elite and ant lions from archive. We develop a novel multi-objective variant of ant lion optimizer in this paper. A new measure combining Pareto dominance relation and distance information of individuals is put forward and used to tackle the first issue. The concept of time weight is developed to handle the second problem. Besides, mutation operation is adopted on solutions in middle part of archive to further improve its performance. Eleven functions, other four algorithms and four indicators are taken to evaluate the new method. The results show that proposed algorithm has better performance and lower time complexity.
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1. Introduction

Multi-objective optimization problems widely exist in many real-world applications, such as job scheduling, route planning, wireless sensor deployment, virtual machine placement [1]. Multi-objective evolutionary algorithms (MOEAs) are approaches which simulate biological swarm behaviors and could resolve multi-objective optimization issues effectively. Over past several decades, there emerges many successful MOEAs, multi-objective ant colony optimization (MOACO) [2], multi-objective particle swarm optimization (MOPSO) [3], multi-objective evolutionary algorithm based on decomposition (MOEA/D) [4], nondominated sorting genetic algorithm II (NSGA-II) [5], etc.

Actually, MOEAs can be categorized into two types, i.e., modified and inherent algorithms. Some algorithms are originally single-objective optimization methods, and then they are extended to resolve multi-objective optimization problems, for example MOACO and MOPSO. Others are inherent algorithms which are designed for multi-objective optimization issues, such as MOEA/D and NSGA-II.

Ant lion optimizer (ALO) is a typical single-objective optimization algorithm which simulates the predation process of ant lions [6]. It has some significant advantages, i.e., population-based and local-based search strategy. Furthermore, it is also easy to be implemented and adjusted. ALO is successfully adopted in many domains [7], control of power systems, feature selection, image processing, economic load dispatch problems, etc. In this paper, we extend ALO into multi-objective optimization domain and develop an excellent variant called Multi-objective Ant Lion Optimizer based on Time weight (MALOT). MALOT has three interesting parts. It uses an environmental selection method based on a proposed indicator that combines Pareto dominance relation and distance information of individuals, which promotes diversity of solutions. Besides, we introduce a concept named time weight, which MALOT assigns weights to new individuals based on their generated time. MALOT selects elite and ant lions from Pareto archive according to time weights to improve its convergence. At last, it chooses the individuals in the middle part of Pareto archive based on time weights for mutation to further enhance its optimization ability.

2. Description of MALOT

In this section, we concretely describe the procedure and composition of MALOT. Different from single-objective algorithms, MOEAs generally need to maintain a Pareto archive, which stores Pareto solutions and some boundary solutions, and generates new individuals from the solutions in the archive. So, there are two relevant issues that MALOT must solve. How to update Pareto archive and how to select elite and ant lions from archive? For the first problem, we develop a new measure which integrates Pareto dominance relation and distance information, and use it to update archive. For the latter problem, MALOT introduces time weight to resolve it. Furthermore, MALOT also adopts mutation operation to improve its optimization ability. Now we describe the novel indicator and concept of time weight, then the pseudo code of MALOT will be given.

There are some excellent Pareto dominance relations that are very popular and widely used, and we use raw fitness to evaluate Pareto relationships of solutions [8]. Supposing $P_i$ is a set of solutions which algorithm obtains at iteration $i$, $P_i$ is the Pareto archive. MALOT combines individuals in both sets, and assigns strength value to each
solution. Assuming strength value of solution $i$ is $S(i)$ which denotes the number of solutions it dominates, and $S(i)$ is calculated as Eq. (1)
\[
S(i) = |\{j | j \in P_i + \bar{P}_i \land i > j\}|
\]
where $\cdot\cdot\cdot$ represents cardinality of a set, $+$ indicates multi-set join operation, and $\cdot\cdot\cdot$ expresses the Pareto dominance relation. Then the raw fitness of solution $i$ can be defined as Eq. (2)
\[
R(i) = \sum_{j \in P_i + \bar{P}_i \land j > i} S(j)
\]
It is obvious that $R(i)$ is determined through solutions dominating solution $i$ in $P_i$ and $\bar{P}_i$. The individual $i$ is a Pareto solution when $R(i) = 0$.

MOEAs may have a powerful searching ability, which use Pareto dominance relation to maintain the Pareto archive. However, their performance will deteriorate in the later iterations, because many Pareto solutions are produced, and Pareto dominance relation cannot effectively handle it. So, we propose a novel measure which unites Tanimoto distance between individuals in decision space and Pareto relation to resolve that issue. The Tanimoto distance of two sets $X$ and $Y$ is given in Eq. (3)
\[
D(X, Y) = 1 - \frac{|X| + |Y| - 2|X \cap Y|}{|X| + |Y| - |X \cap Y|}
\]
where $|X|$ is the cardinality of solution $X$, $|X \cap Y|$ denotes the intersection of $X$ and $Y$, and $|X \cup Y|$ expresses the union of $X$ and $Y$. It is clear that $D \in [0, 1]$, $X$ and $Y$ are the same when $D = 1$, and $D = 0$ inversely.

The new fitness of solution $i$ is given by Eq. (4)
\[
F(i) = R(i) + \Omega_k
\]
where $\Omega_k$ represents the Tanimoto distance of the $k$th solution in ascending order of Tanimoto distance from solution $i$. $k$ is a parameter and we set it to be $\sqrt{|P_i| + |\bar{P}_i|}$ in this paper.

The time weigh of solution $i$ is defined as Eq. (5)
\[
W(i) = (T/10) \times \log(t + 1)
\]
where $T$ is the maximum number of iterations, and $t$ represents current iteration. The main purpose of using this calculation method is to make the change of the weight value first large and then small. In this way, when the roulette wheel strategy is used, it can be biased towards the solution that has just come in at the beginning, and the subsequent selection has stronger randomness. Thus, MALOT can achieve a better balance between convergence and diversity. The pseudo code of MALOT is described as algorithm 1.

Line one is the initialization step. MALOT generates ant lions according to the conditions of the test functions, calculates their objective values, and assigns time weight to each ant lion. Besides, it also initializes and updates Pareto archive through tournament selection method using $F$ values of solutions and $NP$. The third to tenth lines are the main body of the algorithm. Line three selects the elite ant lion which owns the largest time weight from Pareto archive. However, if there are multiple individuals with the same weight, we will randomly select one from them. The fourth to seventh lines are the process of solution generation. Line five picks up an ant lion from Pareto archive according to their time weights, and roulette wheel strategy is used here. Line six generates new individual by the elite and selected ant lion, which is consistent with that of ALO. Line eight takes the solutions whose weights are ranked from $1/3$ to $2/3$ in the archive to perform mutation operations. We use these solutions because they have the potential for further evolution while preventing the generation of super individuals. Line nine unions solutions in archive, the newly generated solutions and the solutions generated by mutation, and updates archive by tournament selection policy by their $F$ values and $NP$.

The computational complexity of MALOT is $O(T \times m \times N^2)$, where $T$ is the number of iterations, $m$ is the number of objectives and $N$ is the number of individuals.

### 3. Experiments and Results

In this section, we evaluate performance of MALOT. Multi-objective ant lion optimizer (MOALO) [9], MOPSO, MOEA/D and NSGA-II are taken to make experiments, MOALO and MOPSO are representatives of modified MOEAs, and MOEA/D and NSGA-II are classical methods of inherent MOEAs. In order to obtain fair and comprehensive results, four measures are adopted, i.e., inverted generational distance (IGD) [10], hypervolume (HV) [11], Spacing [12] and Spread [13].

We adopt Windows 10 operating system, Matlab 2018a, Intel i7-8565U, 16GB ram as test platform. ZDT1, ZDT2, ZDT3, ZDT6 and DTLZ1–DTLZ7 are used as testing functions, ZDT problems have two objectives, and DTLZ problems have three objectives [14], [15]. The parameters

---

**Algorithm 1 Pseudo code of MALOT**

**Input:** Population size $N$, max iterations $T$, cardinality of Pareto archive $NP$, mutation ratio $nr$, Pareto front $PF$

**Output:** Pareto archive $PA$

1. Initialize ant lions, calculate objective values based on test functions, assign time weights, and update archive by tournament selection method using $F$ values
2. **WHILE** (current iteration $< T$)
3. Choose elite ant lion with the largest time weight from archive
4. **FOR** ant from $1$ to $N$
5. Select an ant lion from archive based on time weights by roulette wheel strategy
6. Generate new individual by elite and selected ant lion, assign time weight, and evaluate its objective values
7. **END FOR**
8. Choose the individuals in the middle part of Pareto archive based on time weights for mutation, and assign time weights
9. Combine solutions in Pareto archive with new ants and individuals, update archive by tournament selection method using $F$ values
10. **END WHILE**
Table 1 Parameters of five algorithms.

| Name   | Parameter values                  |
|--------|-----------------------------------|
| MALOT  | Number of iterations 300, Population size 100, cardinality of Pareto archive 100, mutation rate 0.02 |
| MOALO  | Number of iterations 300, Population size 100, cardinality of Pareto archive 100 |
| MOPSO  | Adaptive grid 30, Number of iterations 300, Population size 100, inertia weight 0.5, c1=1, c2=2 |
| MOEA/D | Weighted earn approach, Number of iterations 300, Population size 100, number of sub-problems 20 |
| NSGA-II| Tournament selection method, Number of iterations 300, Population size 100, crossover rate 0.7, mutation rate 0.02 |

Table 2 IGD results on testing functions.

| Name   | MALOT | MOALO | MOPSO | MOEA/D | NSGA-II |
|--------|-------|-------|-------|--------|---------|
| ZDT1   | 4.4412E-03 | 3.6610E-01 | 2.0889E-02 | 8.8700E-01 | 2.0690E-01 |
| ZDT2   | 9.0554E-03 | 4.9120E-01 | 3.3740E-01 | 2.1126 | 1.9430E-01 |
| ZDT3   | 3.2672E-02 | 2.0100E-01 | 3.7204E-02 | 5.0510E-01 | 1.8670E-01 |
| ZDT6   | 2.1213E-03 | 1.4240E-01 | 7.1355E-02 | 5.6661 | 1.5280E-02 |
| DTLZ1  | 1.0140E-01 | 1.3729 | 22.1077 | 10.9895 | 1.2936 |
| DTLZ2  | 5.3015E-02 | 3.6076E-01 | 9.0661E-02 | 2.0361E-01 | 3.6940E-01 |
| DTLZ3  | 7.6953 | 128.985 | 194.9052 | 115.3680 | 17.3729 |
| DTLZ4  | 3.2916E-02 | 3.9505E-01 | 9.3315E-02 | 3.8660E-01 | 3.0490E-01 |
| DTLZ5  | 4.2888E-03 | 1.1560E-01 | 2.2264E-02 | 2.2631E-02 | 2.1800E-01 |
| DTLZ6  | 4.0549E-03 | 6.6302E-01 | 9.7778E-03 | 2.4280E-01 | 4.9524 |
| DTLZ7  | 5.1480E-01 | 1.3808 | 9.3707E-02 | 5.7113 | 9.5640E-01 |

Table 3 HV results on testing functions.

| Name   | MALOT | MOALO | MOPSO | MOEA/D | NSGA-II |
|--------|-------|-------|-------|--------|---------|
| ZDT1   | 0.7201 | 0.4704 | 0.6974 | 7.0347E-02 | 0.5562 |
| ZDT2   | 0.4368 | 0.1167 | 0.2753 | 0.2435 |
| ZDT3   | 0.6816 | 0.6748 | 0.5799 | 0.3597 | 0.6924 |
| ZDT6   | 0.3889 | 0.2632 | 0.366 | 0.3493 |
| DTLZ1  | 0.5529 | 1.6887E-03 | 0.0 | 0.3153E-02 |
| DTLZ2  | 0.5552 | 0.2158 | 0.4878 | 0.4752 | 0.2027 |
| DTLZ3  | 0 | 1.6521E-02 | 0 | 0 |
| DTLZ4  | 0.5328 | 9.4082E-02 | 0.4482 | 9.7086E-02 | 0.2916 |
| DTLZ5  | 0.1993 | 8.9204E-02 | 0.1836 | 0.1783 | 8.2214E-02 |
| DTLZ6  | 0.2001 | 6.1028E-02 | 0.1974 | 0.117 | 0 |
| DTLZ7  | 0.2263 | 0.1094 | 0.2614 | 0 | 0.1096 |

of all algorithms are shown in Table 1, every method is run 40 times independently, the average values of the indicators are used as their final results which are given in Table 2 to Table 6.

We can find that MALOT has obtained most good results on the IGD index of testing functions, except on DTLZ7 where MOPSO gets a smaller value. And MALOT achieves eight maximum values on the HV indicator except on ZDT3, DTLZ3 and DTLZ7. It is clear that MALOT is better than other compared algorithms in all aspects, because IGD and HV reflect the comprehensive performance of the algorithm. The results on the Spacing index show that the uniformity of the results obtained by MALOT is weaker than the results obtained by MOEA/D, as MOEA/D wins five times while MALOT wins four times. However, MALOT outperforms other algorithms on Spread measure as it achieves almost the best results except on DTLZ3.

We can see that the MALOT using the time weight strategy is effective, it can solve the problem of choosing elite and ant lions from Pareto archive well, and obtain better results on IGD and HV. In addition, the proposed novel measure and adopted mutation strategy apparently improve diversity of MALOT while maintaining its uniformity, which is demonstrated by the results of Spacing and Spread indicators. Table 6 shows time costs of five methods on eleven testing functions. We can find that the MOALO has the least time overhead in most cases, but MALOT has lower overhead in the three cases. Besides, it can be seen from the average that the time overhead of MALOT is only 13% more
than that of MOALO. One possible reason is that MALOT uses mutation method to generate new individuals.

4. Conclusion

A novel powerful variant of multi-objective ant lion optimizer called MALOT is developed in this paper. A new measure which combines Pareto dominance relation and distance information is proposed to update Pareto archive. Time weight is put forward to choose elite and ant lions from archive. Besides, mutation operation is taken to further improve its optimization ability. Eleven multi-objective functions, four state-of-art MOEAs and four measures are used to evaluate the performance of MALOT. The results on IGD and HV show that MALOT has better comprehensive performance. At the same time, the results on Spread and Spacing demonstrate that MALOT has good diversity while maintaining its uniformity. Moreover, MALOT takes little time to run, which makes it an excellent MOEA. In the future, we will extend MALOT to higher objectives optimization problems and further improve its performance.
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