REPRESENTATIONS AND MODULES OF ROTA-BAXTER ALGEBRAS
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ABSTRACT. We give a broad study of representation and module theory of Rota-Baxter algebras. Regular-singular decompositions of Rota-Baxter algebras and Rota-Baxter modules are obtained under the condition of quasi-idempotency. Representations of an Rota-Baxter algebra are shown to be equivalent to the representations of the ring of Rota-Baxter operators whose categorical properties are obtained and explicit constructions are provided. Representations from coalgebras are investigated and their algebraic Birkhoff factorization is given. Representations of Rota-Baxter algebras in the tensor category contexts are also formulated.
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1. Introduction

The study of Rota-Baxter algebras originated from probability and combinatorics [4, 9, 38] and has recently found remarkable applications in diverse areas of mathematics and physics, especially in quantum field theory (QFT) through the algebraic approach of Connes and Kreimer to renormalization in perturbative QFT [11, 13].
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As in the case of common algebraic structures such as associative algebras and Lie algebras, it is important to study the modules and representations of Rota-Baxter algebras. Our interest in pursuing this subject here is foremost motivated by investigations from QFT \cite{16, 17}, where, in the framework of Connes and Kreimer \cite{11}, one starts with a Hopf algebra (such as the Connes-Kreimer Hopf algebra of Feynman diagrams) and a commutative Rota-Baxter algebra $(A, Q)$ of weight $-1$ (such as the algebra of Laurent series with the projection to the pole part). Then with the convolution product, the Rota-Baxter operator $Q$ induces a Rota-Baxter operator $P$ on $\text{Hom}(H, A)$. The Rota-Baxter algebra $(\text{Hom}(H, A), P)$ and its (Atkinson) decomposition encode information of renormalization of QFT. Thus it would be desirable to obtain a more concrete representation of this algebra so that information could be extracted more easily. This is the approach taken in \cite{16, 17} where a representation for the Rota-Baxter algebra $(\text{Hom}(H, A), P)$ is expressed as a matrix Rota-Baxter algebra $M_{\infty}(A)$ where the Rota-Baxter operator is defined entrywise. Another motivations of representations of Rota-Baxter algebra arises from algebraic and differential geometry, which will be discussed in Section 2.

For an associative algebra or a Lie algebra, any representation over a vector space can be expressed in the form of a matrix algebra. As we will see in this paper, this is far from being the case for a Rota-Baxter (associative) algebra. Thus our goal of this paper is two fold. On the one hand we start a general study of representations of Rota-Baxter algebras, through modules over a Rota-Baxter algebra and the related ring of Rota-Baxter operators, inspired by the related study of differential algebras and rings of differential operators. One the other hand, we try to understand further the algebraic framework that leads to the matrix representation of Rota-Baxter algebras that arise from the aforementioned applications. Based on this work,\footnote{The present paper was started a few years ago when the two authors, working in Rota-Baxter algebra and representation theory respectively, tried to bring the two subjects together. The paper had its various versions with limited circulations, but was not completed as new and interesting connections showing up. In the mean time, several papers motivated by this paper have appeared \cite{34, 30, 35, 43}. So to imitate Zariski and Samuel in the introduction of their well-known book \cite{42}, this paper has become the unborn mother of several children. These and other recent developments motivated the present authors to complete the paper while leaving some loose ends to future treatments.} representations of the Rota-Baxter algebra of Laurent series were discussed in \cite{30} where an interesting connection was found with class numbers in algebraic number theory, a similar approach to the Rota-Baxter algebra of polynomial algebra was taken in \cite{35}, and derived functors of Rota-Baxter modules were studied in \cite{34}.

Here is an outline of the paper. In Section 2 the concept of a Rota-Baxter module over a Rota-Baxter algebra is introduced and the regular-singular decomposition of a quasi-idempotent Rota-Baxter module is provided. The classical (additive) Atkinson factorization of a Rota-Baxter algebra is generalized to Rota-Baxter modules. The representation of a product Rota-Baxter algebra is discussed in terms of quiver representations. For a given Rota-Baxter algebra, the ring of Rota-Baxter operators on this Rota-Baxter algebra is introduced in Section 3 and its relation with Rota-Baxter modules is established, by an equivalence between the category of Rota-Baxter modules and the category of modules over the ring of Rota-Baxter operators. In Section 4 we give a construction of the ring of Rota-Baxter operators with more detailed description for the special cases of divided powers and Laurent series. In Section 5 we revisit the topic of matrix representations that motivated our study and give a class of representations of convolution Rota-Baxter algebras by endomorphism and matrix Rota-Baxter algebras. We also prove an algebraic
Birkhoff factorization for Rota-Baxter modules. Section 6 gives a brief discussion on Rota-Baxter algebras in the tensor category context.

**Notations.** Throughout this paper, \( k \) denotes a unitary commutative ring. All algebras, linear maps and tensor products are taken over \( k \) unless otherwise specified. By an algebra we mean a unitary associative algebra while by a nonunitary algebra we mean an associative algebra which might not have an identity.

### 2. Rota-Baxter modules and their regular singular decompositions

We first introduce the concept of a Rota-Baxter module with motivation from a differential module. We then give some general properties of Rota-Baxter modules before focusing on the regular-singular decomposition of Rota-Baxter modules over a class of Rota-Baxter algebras.

#### 2.1. Rota-Baxter modules

2.1.1. **Differential modules.** To further motivate the study of modules over a Rota-Baxter algebra, we recall the well established case of differential algebras for which we refer the reader to [7] for details. Let \((R, d)\) be a differential algebra \([28, 40]\), defined to be a pair \((R, d)\) with \(R\) a \(k\)-algebra and \(d\) a linear operator on \(R\) such that

\[ d(xy) = d(x)y + xd(y) \quad \text{for all } x, y \in R. \]

An \(R\)-module \(M\) is called a differential module over \((R, d)\) if there is a linear map \(\delta : M \to M\) such that

\[ \delta(ax) = d(a)x + a\delta(x) \quad \text{for all } a \in R, x \in M. \]

In differential geometry, such a \(\delta\) is called a connection. See [24] for D-modules in representation theory and algebraic geometry, and [21] for the more general notion of differential algebras with weights.

Algebraically, let \(k[d]\) be the polynomial algebra in variable \(d\) with the standard Hopf algebra structure coming from the algebra of regular functions on the additive algebraic \(k\)-group \(\mathbb{G}_a\), i.e., with the comultiplication defined by \(d \mapsto d \otimes 1 + 1 \otimes d\). \(R\) being a differential algebra is equivalent to \(R\) being a \(k[d]\)-module algebra in the sense that \(R\) is a \(k[d]\)-module such that the multiplication map \(R \otimes R \to R\) is a \(k[d]\)-module homomorphism and the map of scalar \(u : k \to R\) (with \(u(\alpha) = \alpha 1\)) is a homomorphism of \(k[d]\)-modules. Then we can form the smash product algebra \(R[d] := R \# k[d]\) with the product \((1 \# d)(a \# 1) = d(a) \# 1 + a \# d\) [12, 41].

As can be easily verified, an \(R\)-module \(M\) is a differential module over the differential algebra \((R, d)\) if and only if \(M\) is a module over the smash product algebra \(R \# k[d]\). In particular, the category of all differential modules over a differential algebra \((R, d)\) is an abelian category with enough projective objects.

As a motivating example, let \(X\) be an affine algebraic \(k\)-variety (with \(k = \mathbb{C}\)) and \(R = k[X]\) be the algebra of regular functions. A vector field \(D\) on \(X\) is a derivation \(D \in \text{Der}_k(R)\). An \(R\)-module \(M\) is a quasi-coherent sheaf on \(X\). The operator \(d : M \to M\) making \(M\) a differential module over \((R, D)\) is a connection of the sheaf along the vector field \(D\). In this case, the algebra \(R \# k[D]\) is exactly the algebra of differential operators on \(X\) generated by \(D\). The study of representations of Rota-Baxter algebras to be defined below also has this geometric connection as motivation.
2.1.2. Rota-Baxter modules. For a given $\lambda \in k$, a Rota-Baxter algebra of weight $\lambda$ is defined to be a pair $(R, P)$ with $R$ a $k$-algebra and $P$ a linear operator on $R$ satisfying the Rota-Baxter axiom:

\begin{equation}
P(x)P(y) = P(xP(y)) + P(P(xy)) + P(x)P(y) + \lambda P(x)y \quad \text{for all } x, y \in R.
\end{equation}

We will often simply denote $(R, P)$ by $R$ if the operator $P$ is understood from the context. See [4, 20, 29, 39] for general discussions of Rota-Baxter algebras.

A homomorphism $\sigma : (R, P) \to (R', P')$ of Rota-Baxter algebras of the same weight $\lambda$ is a homomorphism $\sigma : R \to R'$ of $k$-algebras such that $P' \circ \sigma = \sigma \circ P$. We note that if $(R, P)$ is a Rota-Baxter algebra of weight $\lambda$, then $(R, \alpha P)$ is a Rota-Baxter algebra of weight $\alpha \lambda$.

**Definition 2.1.** Let $(R, P)$ be a Rota-Baxter algebra of weight $\lambda \in k$.

(a) A (left) Rota-Baxter module over $(R, P)$ or simply a (left) $(R, P)$-module is a pair $(M, p)$ with an $R$-module $M$ and a linear map $p : M \to M$ satisfying

\begin{equation}
P(a)p(x) = p(ap(x)) + p(P(\lambda a)x) + \lambda p(ax) \quad \text{for all } a \in R, \ x \in M.
\end{equation}

We will simply write $M$ for the pair $(M, p)$ when $p$ is understood.

(b) Let $(M, p_M)$ and $(N, p_N)$ be two $(R, P)$-modules. A homomorphism $f : (M, p_M) \to (N, p_N)$ of Rota-Baxter modules is a homomorphism $f : M \to N$ of $R$-modules such that $f \circ p_M = p_N \circ f$. Denote $\text{Hom}_{R,P}(M, N)$ for the set of all $(R, P)$-module homomorphisms, which is a $k$-submodule of $\text{Hom}_R(M, N)$, the $k$-module of all $R$-module homomorphisms.

(c) For an $(R, P)$-module $(M, p)$, an $(R, P)$-submodule is an $R$-submodule $N$ of $M$ such that $p(N) \subseteq N$. Thus $(N, p_{|N})$ is also an $(R, P)$-module.

**Remark 2.2.** This definition of Rota-Baxter module is consistent with the Eilenberg’s approach to the definition of module, namely the semidirect sum $(R \oplus M, P + p)$ is a Rota-Baxter algebra. Moreover, its quotient by the Rota-Baxter ideal $(M, p)$ is isomorphic to the initial Rota-Baxter algebra $(R, P)$.

We also remark that Eq. (2) is compatible with the Rota-Baxter equation (1), i.e.,

\begin{equation}
P(a)(P(b)p(x)) = (P(a)P(b))p(x) = P(P(a)b + aP(b) + \lambda ab)p(x)
\end{equation}

for all $a, b \in R$ and $x \in M$. The verification of this is the same as verifying that Eq (1) is compatible with the associativity in $R$, in the sense that applying the associativity $(P(a)P(b))P(c) = P(a)(P(b)P(c))$ to the left hand side of Eq. (1) leads to the identical expression on the right hand side.

For a Rota-Baxter module homomorphism $f$, it is straightforward to verify that the $R$-modules ker($f$), im($f$) and coker($f$) are $(R, P)$-submodules with the obvious operators induced from $p$. The category $(R, P)$-Mod of $(R, P)$-modules is an abelian category. There is a forgetful functor $(R, P)$-Mod $\to$ $R$-Mod forgetting the operator $p$, which is exact and faithful.

Given an $R$-module $M$ there could be many $k$-linear operators $p$ making $(M, p)$ a $(R, P)$-module. Let $\text{RB}_P(M) \subseteq \text{End}_k(M)$, or simply $\text{RB}(M)$, denote the set of all such operators. The $R$-module automorphism group $\text{Aut}_k(M)$ acts on the set $\text{RB}_P(M)$ by conjugations. Two $k$-linear operators $p$ and $p'$ on $M$ define isomorphic $(R, P)$-modules if and only if they are in the same orbit of the action. Depending on the ring $R$ and the $R$-module $M$, $\text{Aut}_k(M)$ is an algebraic group and $\text{RB}_P(M)$ is an algebraic variety. One of the question is to describe the moduli space of the isomorphism classes of $(R, P)$-module structures on $M$ in terms of the algebraic group $\text{Aut}_k(M)$ on $\text{RB}(M)$. When $R = k((t)) = k[[t]] \oplus t^{-1}k[t^{-1}]$ is the Laurent series field with $P$ being the projection to
denote the eigenspace of \( \lambda \) an idempotent operator is the special case when \( M \) is a \( k \)-module under the left (resp. right) multiplication.

A left, right or two sided ideal \( I \) of \( R \) is called a left, right or two sided Rota-Baxter ideal, respectively, if \( P(I) \subseteq I \). As in the case of usual module theory, any left or right Rota-Baxter ideal \( I \) of \( (R, P) \) is a left or right Rota-Baxter \( (R, P) \)-module under the restriction \( P : I \to I \).

We remark that any \( R \)-module \( M \) automatically defines an \( (R, P) \)-module \( (M, 0) \). This defines a full subcategory \( R \)-Mod of \( (R, P) \)-Mod whose composition with the forgetful functor \( (R, P) \)-Mod \( \to \) \( R \)-Mod is the identity. We will see this from the perspective of the ring of Rota-Baxter operators in Corollary 4.5.

2.2. Regular-singular decompositions of Rota-Baxter modules. A \( k \)-linear operator \( p \) on a module \( M \) is called quasi-idempotent of weight \( 0 \neq \lambda \in k \) if \( p^2 + \lambda p = 0 \). The usual concept of an idempotent operator is the special case when \( \lambda = -1 \). For \( \mu \in k \), let

\[
M_\mu := \{ x \in M \mid p(x) = \mu x \}
\]

denote the eigenspace of \( M \) for the eigenvalue \( \mu \). A Rota-Baxter operator \( P \) of weight \( \lambda \) in a \( k \)-algebra \( R \) is called quasi-idempotent [1] if \( P^2 + \lambda P = 0 \).

**Proposition 2.3.** Let \( \lambda \in k \) be given.

(a) Assume that \( \lambda \) is invertible. A linear operator \( p \) on a \( k \)-module \( M \) is quasi-idempotent of weight \( \lambda \) if and only if there is a \( k \)-module \( M = M' \oplus M'' \) such that \( p \) is the \(-\lambda \) multiple of the projection from \( M \) to \( M' \) along \( M'' \):

\[
p : M = M' \oplus M'' \to M, \quad x = x' + x'' \mapsto -\lambda x' \text{ for all } x' \in M', x'' \in M''.
\]

If either of the two equivalent conditions holds, then \( M' = M_{-\lambda} \) and \( M'' = M_0 \).

(b) Let \((R, P)\) be a Rota-Baxter algebra and \((M, p)\) a \((R, P)\)-module. The Rota-Baxter operator \( p \) is quasi-idempotent if and only if \( p \) is \( P(1) \)-invariant in the sense that \( p(P(1)x) = P(1)p(x) \) for all \( x \in M \). In the case when \((M, p) = (R, P)\), \( P \) is quasi-idempotent if and only if \( P \) is right \( P(1) \)-invariant in the sense that \( P(uP(1)) = P(uP(1)) \) for all \( u \in R \).

(c) Assume that \( \lambda \) is invertible. A linear operator \( P \) on an algebra \( R \) is a quasi-idempotent Rota-Baxter operator of weight \( \lambda \) if and only if there is a \( k \)-module decomposition \( R = R' \oplus R'' \) of \( R \) into nonunitary subalgebras \( R' \) and \( R'' \) such that \( P \) is the \(-\lambda \) multiple of the projection of \( R \) to \( R' \) along \( R'' \) as in Eq. (5)\(^2\). If either of the two equivalent conditions holds, then \( R' = R_{-\lambda} \) and \( R'' = R_0 \).

(d) Assume that \( \lambda \) is invertible. Let \( P : R \to R \) be a quasi-idempotent Rota-Baxter operator of weight \( \lambda \) and \( R = R_{-\lambda} \oplus R_0 \) be as in Item (c). Let \( M \) be an \( R \)-module and \( p : M \to M \) an quasi-idempotent \( k \)-linear operator. Then \((M, p)\) is a \((R, P)\)-module if and only the eigenspace \( M_{-\lambda} \) (resp. \( M_0 \)) from Item (a) is a \( R_{-\lambda} \)-module (resp. \( R_0 \)-module).

**Proof.** (a) This is a standard linear algebra exercise using the minimal polynomial \( p(p + \lambda) = 0 \) and the fact that \( \lambda \) is invertible to get \( M = M_{-\lambda} \oplus M_0 \).

(b) The first equivalence follows from

\[
P(1)p(x) = p(P(1)x) + p(p(x)) + \lambda p(x) \quad \text{for all } x \in M.
\]

\(^2\)So \( P \) is called a splitting Rota-Baxter operator in [6]
The second equivalence follows from
\[ P(u)P(1) = P(P(u)) + P(uP(1)) + \lambda P(u) \quad \text{for all } u \in R. \]
(c) This fact is already proved in [6].
(d) Let \((R, P)\) and \((M, p)\) be as given. Then by Item (a), \(M = M_{-\lambda} \oplus M_{0}\) and \(p\) is the \(-\lambda\) multiple of the projection from \(M\) to \(M_{-\lambda}\) along \(M_{0}\). Suppose \((M, p)\) is a \((R, P)\)-module. By Eq. (2), \(M_{-\lambda} = p(M)\) is a \(R_{-\lambda}(= P(R))\)-module. Further, let \(r \in R_{0} = \ker P\) and \(x \in M_{0} = \ker p\). Then Eq. (2) gives
\[ \lambda p(rx) = P(r)p(x) - p(P(r)x) - p(rp(x)) = 0. \]
Thus \(M_{0}\) is a \(R_{0}\)-module.
Conversely, suppose the eigenspace \(M_{-\lambda}\) (resp. \(M_{0}\)) from Item (a) is a \(R_{-\lambda}\)-module (resp. \(R_{0}\)-module). We consider two cases in verifying Eq. (2).
First consider \(u \in R_{-\lambda}\). Then we have
\[ P(u)p(x) = -\lambda up(x) = \begin{cases} 0, & v \in M_{0}, \\ \lambda^{2}ux, & v \in M_{-\lambda}. \end{cases} \]
On the other hand, \(P(u) = -\lambda u\) gives
\[ p(up(x)) + p(P(u)x) + \lambda p(ux) = p(up(x)) = \begin{cases} 0, & x \in M_{0}, \\ p(u(-\lambda)x) = -\lambda p(ux) = -\lambda(-\lambda)ux, & x \in M_{-\lambda}. \end{cases} \]
Here in the last case we applied the assumption that \(M_{-\lambda}\) is a \(R_{-\lambda}\)-module. Thus Eq. (2) holds in this case.
Next consider \(u \in R_{0}\). Then we have \(P(u)p(x) = 0\). On the other hand,
\[ p(up(x)) + p(P(u)x) + \lambda p(ux) = p(up(x)) + \lambda p(ux) = \begin{cases} 0, & x \in M_{0}, \\ p(u(-\lambda)x) + \lambda p(ux) = 0, & x \in M_{-\lambda}. \end{cases} \]
Here in the first case, we have applied the property that \(M_{0}\) is a \(R_{0}\)-module. Thus \((M, p)\) is a \((R, P)\)-module. \(\square\)

As an immediate consequence of Proposition 2.3.(b), as well as [6, Lemma 1], we have

**Corollary 2.4.** Let \(P : R \to R\) be a Rota-Baxter operator satisfying \(P(1) \in k\). Then \(P\) is quasi-idempotent. Further for any \((R, P)\)-module \((M, p)\), \(p\) is also quasi-idempotent.

The decomposition \(M = M_{-\lambda} \oplus M_{0}\) in the proposition will be called the **regular-singular decomposition**, motivated by the following example. A more detailed study in this case can be found in [30].

**Example 2.5.** Let \(X\) be a complex manifold and \(x_{0} \in X\) be a fixed point. Let \(O_{x_{0}}\) and \(M_{x_{0}}\) be the stalks at \(x_{0}\), of the sheaves \(O\) and \(M\) of holomorphic functions and meromorphic functions respectively. We know that \(O_{x_{0}}\) is a \(\mathbb{C}\)-subalgebra of \(M_{x_{0}}\). Any linear map \(P : M_{x_{0}} \to O_{x_{0}} \subseteq M_{x_{0}}\) satisfying the Rota-Baxter relation of weight \(-1\) such that \(P_{|O_{x_{0}}} = \text{Id}_{O_{x_{0}}}\) defines a regular-singular decomposition \(M_{x_{0}} = (M_{x_{0}})_0 \oplus O_{x_{0}}\). One can define an integration theory by taking
\[ \int f := \int_{x_{0}}^{x} P(f)dz \quad \text{for all } f \in M_{x_{0}}. \]
Thus we can regard the Rota-Baxter algebra \((M_{x_{0}}, P)\) as renormalization in taking a function \(f \in M_{x_{0}}\) to get a regular function \(P(f) \in O_{x_{0}}\). For a sheaf \(\mathcal{F}\) of \(M\)-module, the stalk \(\mathcal{F}_{x_{0}}\) is an \(M_{x_{0}}\)-module. The set of sections with singularity at \(x_{0}\) of the sheaf \(\mathcal{F}\) is not a vector subspace. A Rota-Baxter \((M_{x_{0}}, P)\)-module structure \(p : \mathcal{F}_{x_{0}} \to \mathcal{F}_{x_{0}}\), defines a \(\mathbb{C}\)-vector space decomposition \(\mathcal{F}_{x_{0}} = (\mathcal{F}_{x_{0}})_{-1} \oplus (\mathcal{F}_{x_{0}})_0\) with \((\mathcal{F}_{x_{0}})_{-1}\) the stalk of sheaf of regular sections and \((\mathcal{F}_{x_{0}})_0\) be the stalk of sheaf of singular sections.
Example 2.6. Let $C$ be a smooth complex curve and $x_0 \in C$. Let $O_{x_0}$ be the complete local ring of holomorphic functions at $x_0$ and $M_{x_0}$ be the field of quotients. Each choice of coordinate $z$ defines a Rota-Baxter algebra structure on $R = M_{x_0}$ with $P(R) = O_{x_0}$. For each vector bundle $\mathcal{F}$ on $C$, each trivialization of $\mathcal{F}$ at $x_0$ defines an $(R, P)$-module structure on $\mathcal{F}_{x_0} = M_{x_0} \otimes_{O_{x_0}} \mathcal{F}$. A classification of such module structures on the sheaf $\mathcal{F}_{x_0}$ is discussed in [30]. Vector bundles on curve with trivialization at a point was studied in [5] to describe the conformal blocks in mathematical physics.

Suppose that $(R, P)$ is a Rota-Baxter algebra of invertible weight $\lambda \in \mathbf{k}$ and $P(1) \in \mathbf{k}$. By Proposition 2.3, $(R, P)$ is a quasi-idempotent Rota-Baxter algebra and by Corollary 2.4, any $(R, P)$-module $(M, P)$ is quasi-idempotent, giving the regular-singular decomposition $M = M_{-1} \oplus M_0$. Let $\text{RSD}(M)$ denote the set of all regular-singular decompositions $M = M_{-1} \oplus M_0$ as $p$ vary. Then the assignment

$$p \mapsto (p(M), \ker(p))$$

defines a bijection from $\text{RB}(M)$ to $\text{RSD}(M)$. Further $\text{Aut}_R(M)$ acts on $\text{RSD}(M)$ by $g(M_1, M_0) = (g(M_1), g(M_0))$. Then the bijection from $\text{RB}(M)$ to $\text{RSD}(M)$ is $\text{Aut}_R(M)$-equivariant. Thus the set of isomorphic classes of $(R, P)$-module structures on $M$ is in bijection with the set of $\text{Aut}_R(M)$-orbits in $\text{RSD}(M)$. In summary,

Proposition 2.7. Let $(R, P)$ be a Rota-Baxter algebra of invertible weight $\lambda \in \mathbf{k}$ and $P(1) \in \mathbf{k}$. Then for any $R$-module $M$, the map $\text{RB}(M) \to \text{RSD}(M)$ defined by $(M, p) \mapsto M_{-1} \oplus M_0$ is an $\text{Aut}_R(M)$-equivariant bijection.

As an application of Proposition 2.3, we give a simple example to demonstrate the distinction between modules over an algebra and modules over a Rota-Baxter algebra. Take $R = \mathbf{k}$ to be a field and fix $\lambda \in \mathbf{k}$. Then $(\mathbf{k}, -\lambda)$ is a Rota-Baxter algebra of weight $\lambda$. We determine the category of finite dimensional $(R, P)$-modules. Such a module is necessarily a finite dimensional $\mathbf{k}$-module, so is of the form $M = \mathbf{k}^n$ for $n \geq 0$.

First let $\lambda \neq 0$. Since trivially $P(1) \in \mathbf{k}$, by Proposition 2.3, a linear map $p : \mathbf{k}^n \to \mathbf{k}^n$ defines a $(R, P)$-module structure on $\mathbf{k}^n$ means $p$ is diagonalizable over $\mathbf{k}$ with eigenvalues $0$ and $-\lambda$. Thus the category of $(R, P)$-modules is semisimple with exactly two irreducible representations $(\mathbf{k}, 0)$ and $(\mathbf{k}, -\lambda)$.

In the “limit” case of the Rota-Baxter algebra $(R, P) = (\mathbf{k}, -\lambda)$ of weight $\lambda$ when $\lambda = 0$, a pair $(M, P)$ is a $(R, P)$-module if and only if $P^2 = 0$. Thus the category of $(R, P)$-modules is not semisimple with irreducible representation $(\mathbf{k}, 0)$ as in the nonzero weight case. Instead, the category has two indecomposable representations $(\mathbf{k}, 0)$ and $(\mathbf{k}^2, J_2)$ where $J_2$ is a Jordan block of size 2 with eigenvalue 0.

Through the above discussion, we see that the category of $(\mathbf{k}, -\lambda)$-modules of weight $\lambda$ is equivalent to the category of $A = \mathbf{k}[t]/(t^2 + \lambda t)$-modules. A special case of such an algebra $A$ is the Hecke algebra of the symmetric group $S_2$ over a field $\mathbf{k}$ which is generated by $T$ subject to the condition $(T - q)(T + 1) = 0$ with $q \in \mathbf{k}$. In this case we take $P = T - q$ and $\lambda = 1 + q$.

Remark 2.8. There is a subtle point that is worth noting, namely the pair $(\mathbf{k}, 0)$ is a Rota-Baxter algebra of weight $-1$ as well as of weight $0$ just discussed. Representation of this Rota-Baxter algebra depends on its designated weight. In fact, as a Rota-Baxter algebra of weight $-1$, its category of modules is semisimple by Proposition 2.3 by the same argument as above.

2.3. Dual modules and derived modules of Rota-Baxter modules. We study the relationship of the adjoint operator $\hat{P}$ of $P$ and the Atkinson factorization with the Rota-Baxter modules.
Recall that for any Rota-Baxter algebra \((R, P)\) of weight \(\lambda\), the pair \((R, \tilde{P})\), with \(\tilde{P} := -\lambda I_R - P\), is also a Rota-Baxter algebra of the same weight \(\lambda\). In the same way, if \((M, p)\) is an \((R, P)\)-module, then \((M, \tilde{p})\) is an \((R, \tilde{P})\)-module, where \(\tilde{p} := -\lambda I_M - p\). Furthermore, if \(f : (M, p_M) \to (N, p_N)\) is an \((R, P)\)-module homomorphism, then the same \(R\)-module homomorphism \(f : M \to N\) is an \((R, \tilde{P})\)-module homomorphism from \((M, \tilde{p}_M)\) to \((N, \tilde{p}_N)\). We thus obtain the following

**Lemma 2.9.** The assignment \((M, p) \mapsto (M, \tilde{p})\) for \((M, p) \in (R, P)\)-Mod defines a categorical isomorphism \((R, P)\)-Mod \(\to (R, \tilde{P})\)-Mod.

**Proof.** The resulting functor is an isomorphism since \(\tilde{P} = P\) and \(\tilde{p} = p\).

When we use \(R\) to denote the Rota-Baxter algebra \((R, P)\), we will also simply use \(\tilde{R}\) to denote the Rota-Baxter algebra \((R, \tilde{P})\). Similarly, when we abbreviate \(M\) for the module \((M, p)\), then \(\tilde{M}\) will denote the module \((M, \tilde{p})\).

Suppose that \((R, P)\) is a Rota-Baxter algebra of invertible weight \(\lambda\) and \(P(1) \in k\). Then \(\tilde{P}(1) = -\lambda - P(1) \in k\). In this case, by Proposition 2.3 we have \(R = R_{-\lambda} \oplus R_0\) and any \((R, P)\)-module is an \(R\)-module with a decomposition \(M = M_{-\lambda} \oplus M_0\) such that \(R_{-\lambda}M_{-\lambda} \subseteq M_{-\lambda}\) and \(R_0M_0 \subseteq M_0\). We denote \(R = R_{-\lambda} \oplus \tilde{R}_0\) for the decomposition of \(R\) with respect to \(\tilde{P}\). Similarly for any \((R, P)\)-module \((M, p)\), the pair \((M, \tilde{p})\) is an \((R, \tilde{P})\)-module with decomposition \(M = \tilde{M}_{-\lambda} \oplus \tilde{M}_0\). Then we have

\[
\tilde{R}_{-\lambda} = R_0, \quad \tilde{R}_0 = R_{-\lambda}, \quad \tilde{M}_{-\lambda} = M_0, \quad \tilde{M}_0 = M_{-\lambda}.
\]

Recall [20, Thm 1.1.17] that, for any Rota-Baxter algebra \((R, P)\), there is a new associative multiplication on \(R\) defined by

\[
(6) \quad r_1 \star_P r_2 := r_1P(r_2) + P(r_1)r_2 + \lambda r_1r_2
\]

making \((R, \star_P)\) into a nonunitary associative \(k\)-algebra. We will denote this \(k\)-algebra by \(R^{(P)}\). Furthermore \((R^{(P)}, P)\) is still a Rota-Baxter algebra of weight \(\lambda\) and \(P : (R^{(P)}, P) \to (R, P)\) is a homomorphism of Rota-Baxter algebras.

Now let \((M, p)\) be an \((R, P)\)-module. We define a new linear map

\[
\star_p : R \otimes M \to M, r \otimes x \mapsto P(r)x + rp(x) + \lambda rx \quad \text{for all } r \in R, x \in M.
\]

The same argument as in the proof of [20, Thm. 1.1.17] shows

**Proposition 2.10.** Let \((R, P)\) be a Rota-Baxter algebra and \((M, p)\) a \((R, P)\)-module.

(a) \(p : M^{(P)} \to M\) is \(P\)-semi-linear, i.e.,

\[
p(r \star_p x) = P(r)p(x) \quad \text{for all } r \in R, x \in M;
\]

(b) \((M, \star_p)\) is a nonunitary \(R^{(P)}\)-module. We will denote this \(R^{(P)}\)-module by \(M^{(p)}\);

(c) \((M^{(p)}, p)\) is a Rota-Baxter \((R^{(P)}, P)\)-module;

(d) The functor from \((R, P)\)-Mod to \((R^{(P)}, P)\)-Mod defined by \((M, p) \mapsto (M^{(p)}, p)\) is exact.

(e) \(r \star_p s = -r \star_p s\) and \(r \star_p x = -r \star_p x\) for all \((R, P)\)-module \((M, p)\) with \(r, s \in R\) and \(x \in M\).

Now let \(R\) be a \(k\)-algebra. If \(\lambda \in k\) is torsion free in \(R\), the additive Atkinson factorization [2, 20] states that Rota-Baxter operators \(P\) of weight \(\lambda\) on \(R\) are in one-one correspondence with \(k\)-linear maps \(f : R \to R \oplus R\) satisfying the following properties: if \(r \in R\) with \(f(r) = (f_1(r), f_2(r))\) then \(f_1(r) + f_2(r) = -\lambda r\) and \(f(R)\) is closed under the following multiplication in \(R \oplus R\)

\[
(r_1, r_2)(s_1, s_2) = (r_1s_1, -r_2s_2).
\]

In fact, we can take \(f_1 := P\) and \(f_2 := \tilde{P}\). The following is a module version of the additive Atkinson factorization.
**Theorem 2.11.** Let \((R, P)\) be a Rota-Baxter algebra of weight \(\lambda\) which is torsion free in \(R\). Let \(f = (f_1, f_2)\) be the pair of \(k\)-linear maps corresponding to \(P\) by the additive Atkinson factorization. Then an \((R, P)\)-module \((M, p)\) is equivalent to a pair of \(k\)-linear maps \(\rho = (\rho_1, \rho_2) : M \to M \oplus M\) such that \(p_1(x) + \rho_2(x) = -Ax\) for all \(x \in M\) and \(f(R) \ast \rho(M) \subseteq \rho(M)\), where

\[
* : (R \oplus R) \otimes (M \oplus M) \to M \oplus M, \quad (r_1, r_2) \ast (x_1, x_2) := (r_1x_1, -r_2x_2) \text{ for all } r_1, r_2 \in R, x_1, x_2 \in M.
\]

We remark that when \(\lambda\) is torsion free in \(R\) and \(M\), and \(P(1) \in k\), then \(\rho : M \to \rho_1(M) \oplus \rho_2(M)\) is a linear isomorphism that gives \(M = M_{-1} \oplus M_0\). Thus the regular-singular decomposition can be regarded as a special case of the additive Atkinson factorization.

Let \((R, P)\) be a Rota-Baxter algebra of weight \(\lambda\). For any \(\alpha \in k\), by Eq. (1), the operator \(\alpha P \in \text{End}_k(R)\) is a Rota-Baxter operator of weight \(\alpha \lambda\). Thus when \(k\) is a field, the problem of classifying all Rota-Baxter algebra structure (of all weights) on \(R\) is reduced to classifying all Rota-Baxter algebra structures of weight 0 and \(-1\) only.

If \((M, p)\) is an \((R, P)\)-module, then the definition of Rota-Baxter modules in Eq. (2) implies that \((M, \alpha p)\) is an \((R, \alpha P)\)-module. If \(f : (M, p_M) \to (N, p_N)\) is a homomorphism of \((R, P)\)-module, then \(f : (M, \alpha p_M) \to (N, \alpha p_N)\) is also a \((R, \alpha P)\)-module homomorphism.

**Proposition 2.12.** For any \(\alpha \in k\), the assignment \((M, p) \mapsto (M, \alpha p)\) is a faithful functor. In particular, if \(\alpha \in k\) is invertible, then this functor is a category isomorphism between \((R, P)\)-Mod and \((R, \alpha P)\)-Mod.

Thus when \(k\) is a field, one can restrict to the cases of \(\lambda = 0, -1\).

### 2.4. Product of Rota-Baxter algebras

Let \((R_1, P_1)\) and \((R_2, P_2)\) be two Rota-Baxter algebras of weight \(\lambda\) over \(k\). The product \(k\)-algebra \(R = R_1 \oplus R_2\) with componentwise multiplication together with \(P = P_1 \oplus P_2\) is a Rota-Baxter algebra of the same weight \(\lambda\) over \(k\). For \(i = 1\) or 2, the projective map \((R, P) \xrightarrow{\pi_i} (R_i, P_i)\) is a Rota-Baxter algebra homomorphism. In fact \((R, P)\) is the product of \((R_1, P_1)\) and \((R_2, P_2)\) in the category of Rota-Baxter algebras of fixed weight \(\lambda\).

We note that the embeddings \((R_i, P_i) \to (R, P)\) are homomorphisms of nonunitary Rota-Baxter algebras.

We now describe the \((R, P)\)-modules in terms of those of \((R_i, P_i)\). Writing \(e_1 = (1, 0)\) and \(e_2 = (0, 1)\) for the central idempotents in \(R\), then the composition \(e_j Pe_i\) is 0 if \(i \neq j\). Each \(R\)-module \(M\) has a decomposition \(M = M_1 \oplus M_2\) with \(M_i = e_i M\) being an \(R_i\)-module. If \((M, p)\) is an \((R, P)\)-module, then \((M_i, p_i)\) is an \((R_i, P_i)\)-module with \(p_i = e_i p e_i\). Setting \(p_{ij} := e_i p e_j : M_j \to M_i\), then Eq. (2) implies that, for \(i \neq j, r_i \in R_i, \text{ and } m_j \in M_j\),

\[
\begin{align*}
(a) \quad & p_{ji}(r_i p_{ij}(m_j)) = 0; \\
(b) \quad & p_i(r_i p_{ij}(m_j)) = P_i(r_i) p_i(m_j).
\end{align*}
\]

Conversely, given any \((R_i, P_i)\)-modules \((M_i, p_i)\) for \(i = 1, 2\), we consider the following diagram of linear maps. Such a diagram gives an \((R, P)\)-module on \((M, p)\) where \(M := M_1 \oplus M_2\) and \(p := (p_1 + p_{21}, p_{12} + p_2)\) if and only if the \(k\)-linear maps \(p_{12}\) and \(p_{21}\) satisfy the conditions (a) and (b) above.

In the following we use a simple example to illustrate that determining representations of the product Rota-Baxter algebra \(R = R_1 \oplus R_2\) is quite non-trivial.

Let \(k\) be a field and let \(R_1 = R_2 = k\) with \(P_1 = 0\) and \(P_2 = \text{Id}\). Then \((R_1, P_1)\) and \((R_2, P_2)\) are Rota-Baxter algebras of weight \(-1\). Thus by Proposition 2.3 (see Remark 2.8), the category of
(R_i, P_i)-modules is semisimple with two irreducible modules (k, 1) and (k, 0). Each module is a k-vector space of the form M = M(0) ⊕ M(1). Here to avoid ambiguity in the subscripts, we use M(κ) to denote the eigenspace of M with eigenvalue κ ∈ k. We will write V = \[
\begin{bmatrix}
V(0) \\
V(1)
\end{bmatrix}.
\]

In this case, by taking i = 1 and j = 2 in (b) above, we have \( p_1(p_{12}(m_2)) = 0 \), i.e., \( p_{12}(M_2) \subseteq M_1(0) \). Taking \( i = 2 \), (b) implies that \( p_2(p_{21}(m_1)) = p_{21}(m_1) \). Hence \( p_{21}(M_1) \subseteq M_2(1) \).

Now applying (a) we have \( p_{12}p_{21} = 0 \) and \( p_{21}p_{12} = 0 \). Thus we have the following diagram

\[
\begin{array}{c}
M_1(0) \\
M_1(1)
\end{array} \quad \begin{array}{c} \xrightarrow{p_{12}} \\ \xleftarrow{p_{21}} \end{array} \quad \begin{array}{c}
M_2(0) \\
M_2(1)
\end{array}
\]

such that any composition of the arrows is zero. Each such diagram, regarded as a module on a quiver, contains a submodule of the form

\[
\begin{array}{c}
M_1(0) \\
0
\end{array} \quad \begin{array}{c} \xleftarrow{p_{21}} \end{array} \quad \begin{array}{c}
0 \\
M_2(1)
\end{array}
\]

with the quotient being semisimple. The submodule corresponds to exactly the representations of the preprojective algebra of the quiver \( A_2 \), which is an interesting subject of study [14]. Bridge-land used representations of the \( \mathbb{Z}/2 \)-graded complexes to construct the whole quantum groups [8]. In particular the category of \( (R, P) \)-modules is not semisimple.

In general a \( (R, P) \)-module corresponds to a representation of the quiver \( Q \)

\[
(2, 0) \longrightarrow (1, 0) \quad \begin{array}{c} \xrightarrow{(2, 1)} \\ \xleftarrow{(1, 1)} \end{array}
\]

Let \( kQ \) be the path algebra of this quiver and \( I \) be the ideal generated by all paths of length at least 2. Then the category of \( (R, P) \)-modules is isomorphic to the module category of the algebra \( A = kQ/I \), which has 4 irreducible modules.

3. The ring of Rota-Baxter operators and Rota-Baxter modules

We introduce the concept of a ring of Rota-Baxter operators and establish its connection with Rota-Baxter modules. The structure theorem of this ring will be established in Section 4.

3.1. Ring of Rota-Baxter operators. Similar to the ring of differential operators, we construct the ring of Rota-Baxter operators acting on a Rota-Baxter algebra. Then the category of Rota-Baxter modules is equivalent to the category of modules over the ring of Rota-Baxter operators.

Recall that, given \( k \)-algebras \( A \) and \( B \), the free product \( k\langle A, B \rangle \) of \( A \) and \( B \) is the unique \( k \)-algebra (up to isomorphism) with \( k \)-algebra homomorphisms \( \alpha : A \to k\langle A, B \rangle \) and \( \beta : B \to k\langle A, B \rangle \) satisfying the universal property: for any \( k \)-module \( C \) and any \( k \)-algebra homomorphisms \( \phi : A \to C \) and \( \psi : B \to C \), there is a unique \( k \)-algebra homomorphism \( \eta : k\langle A, B \rangle \to C \) such that \( \phi = \eta \circ \alpha \) and \( \psi = \eta \circ \beta \). In fact \( k\langle A, B \rangle \) is the coproduct in the category of associative \( k \)-algebras.

Definition 3.1. Let \( (R, P) \) be a Rota-Baxter algebra of weight \( \lambda \) and \( k[Q] \) be the polynomial algebra with variable \( Q \). The ring of Rota-Baxter operators on \( (R, P) \), denoted by \( URB(R, P) \), is defined to be the quotient

\[
URB(R, P) = k\langle R, k[Q] \rangle/I,
\]
where \( I \) is the two-sided ideal of \( k\langle R, k[Q] \rangle \)

\[
I = I_{R,Q} = \langle QrQ - P(r)Q + QP(r) + \lambda Qr \mid r \in R \rangle.
\]

We will simply write \( U_{\text{RB}}(R) \) for \( U_{\text{RB}}(R, P) \) if \( P \) is understood.

See [37, 36] for related constructions and applications to boundary value problems.

We will call an associative algebra \( A \) together with a specific element \( p \in A \) a **pointed associative algebra** and denote it by \( (A, p) \). A homomorphism between two pointed associative algebras \( f : A = (A, p) \to (A', p') \) is an associative algebra homomorphism \( f : A \to A' \) such that \( f(p) = p' \). Thus the pair \( (U_{\text{RB}}(R, P), Q) \) is a pointed associative algebra.

The definition of \( U_{\text{RB}}(R, P) \) is translated to the following universal property.

**Proposition 3.2.** Let \( \sigma : R \to k\langle R, k[Q] \rangle \to U_{\text{RB}}(R, P) \) be the natural algebra homomorphism. For any pointed associative \( k \)-algebra \( (A, p) \) and any \( k \)-algebra homomorphism \( \phi : R \to A \) satisfying

\[
\phi(P(r))p = p\phi(r)p + p\phi(P(r)) + \lambda p\phi(r) \quad \text{for all } r \in R,
\]

there is a unique pointed associative \( k \)-algebra homomorphism \( \eta : (U_{\text{RB}}(R), Q) \to (A, p) \) such that \( \phi = \eta \circ \sigma \).

**Proof.** Any element \( p \) in \( A \) together with a \( k \)-algebra homomorphism \( \phi : R \to A \) induces a \( k \)-algebra homomorphism \( k\langle R, Q \rangle \to A \) sending \( Q \) to \( p \). The condition \( (8) \) implies that the ideal \( I_{R,Q} \) is in the kernel of this \( k \)-algebra homomorphism. Thus this \( k \)-algebra homomorphism induces a unique algebra homomorphism from the quotient \( U_{\text{RB}}(R) \) to \( A \) with the required property. \( \square \)

Because of this universal property, one may call \( U_{\text{RB}}(R) \) the universal enveloping algebra of the Rota-Baxter algebra \( (R, P) \). However, following the analog of calling the smash product (or the skew polynomial ring) \( R\#k[d] \) the ring of differential operators for a differential algebra \( (R, d) \) in Section 2.1.1, we will call \( U_{\text{RB}}(R, P) \) the **ring of Rota-Baxter operators** for \( (R, P) \).

As a consequence of this universal property, the map \( \sigma : R \to U_{\text{RB}}(R) \) is injective by taking \( A = R, p = 0 \) and \( \phi = 1_R \). Then we get a \( k \)-algebra homomorphism \( \eta : U_{\text{RB}}(R) \to R \) such that \( 1_R = \eta \circ \sigma \). In particular \( R = U_{\text{RB}}(R)/(Q) \cong R \) with \( Q \) being the ideal generated by \( Q \) in \( U_{\text{RB}}(R) \). Thus we can regard \( R \) as a subalgebra of \( U_{\text{RB}}(R) \) and \( U_{\text{RB}}(R) = R \oplus \langle Q \rangle \) as a \( R \)-\( R \)-bimodule. In the next section we will describe the two sided ideal \( \langle Q \rangle \) explicitly.

For a Rota-Baxter module \( (M, p) \), the \( R \)-module structure on \( M \) defines a \( k \)-algebra homomorphism \( \phi : R \to \text{End}_k(M) \). The \( k \)-linear map \( p \in \text{End}_k(M) \) defines a \( k \)-algebra homomorphism \( \psi : k[Q] \to \text{End}_k(M) \) with \( \psi(Q) = p \). Thus by the universal property mentioned above, there is a unique \( k \)-algebra homomorphism \( \eta : U_{\text{RB}}(R) \to \text{End}_k(M) \), which defines an \( U_{\text{RB}}(R) \)-module structure on \( M \). Conversely, for any \( U_{\text{RB}}(R) \)-module \( M \), the \( k \)-algebra homomorphism \( \eta : U_{\text{RB}}(R) \to \text{End}_k(M) \) restricts to the subalgebra \( R \) to give an \( R \)-module structure on \( M \). The element \( p = \eta(Q) \) defines a \( (R, P) \)-module structure on \( M \) by Eq. (8). If \( (M, p_M) \) and \( (N, p_N) \) are \( (R, P) \)-modules, an \( R \)-module homomorphism \( f : M \to N \) is an \( (R, P) \)-module homomorphism if and only if \( f \) is a \( U_{\text{RB}}(R, P) \)-module homomorphism. Thus we have

**Theorem 3.3.** An \( (R, P) \)-module structure on an \( R \)-module \( M \) is exactly a \( U_{\text{RB}}(R) \)-module structure extending the \( R \)-module structure on \( M \). More precisely, the category of \( (R, P) \)-modules is isomorphic to the category of \( U_{\text{RB}}(R) \)-modules.

See Theorem 4.3 for the structure of \( U_{\text{RB}}(R) \). Thus we can identify the category \( (R, P) \)-Mod of \( (R, P) \)-modules with the category \( U_{\text{RB}}(R) \)-Mod of \( U_{\text{RB}}(R) \)-modules. In particular, the category of \( (R, P) \)-modules is an abelian category with enough projective objects.
**Example 3.4.** We revisit the example at the end of Section 2.2. Let \( k \) be any commutative ring and \( \lambda \in k \), then \( P = -\lambda : k \to k \) is a Rota-Baxter operator of weight \( \lambda \). Then \( U_{RB}(k, P) = k[t]/(t(t + \lambda)) \). In fact, \( U_{RB}(k, P) \) is the Hecke algebra of \( S_2 \) over \( k \) with parameter \( q = \lambda - 1 \).

### 3.2. Categorical properties

We now consider some categorical properties of Rota-Baxter modules and the ring of Rota-Baxter operators, beginning with properties of Rota-Baxter modules.

**Lemma 3.5.**

(a) If \((M, p)\) is an \((R, P)\)-module, then for any \(k\)-module \(V\), \((V \otimes_k M, 1 \otimes p)\) is also an \((R, P)\)-module;

(b) For each fixed \(k\)-module \(V\), the assignment

\[
T_V : M \mapsto V \otimes_k M \quad \text{for all } M \in (R, P)\text{-Mod},
\]

defines an endofunctor of \((R, P)\)-Mod;

(c) Further the assignment

\[
V \mapsto T_V \quad \text{for all } V \in k\text{-Mod},
\]

defines a tensor functor \(k\text{-Mod} \to \text{End}((R, P)\text{-Mod})\), where \(\text{End}((R, P)\text{-Mod})\) is the tensor category of all endofunctors \(F : (R, P)\text{-Mod} \to (R, P)\text{-Mod}\) with morphisms being natural transformations;

(d) If \(V\) is a unitary \(k\)-algebra with unit \(u : k \to V\), then the multiplication \(m : V \otimes V \to V\) defines a natural transformation \(\mu : T_V \circ T_V \to T_V\) which is associative and, together with the unit \(\eta : T_k = 1d \to T_V\), makes \(T_V\) into a monad on \((R, P)\text{-Mod}\).

**Proof.** Using Theorem 3.3, the lemma follows from the standard argument that, for any associative \(k\)-algebra \(A\), the tensor category \(k\text{-Mod}\) of \(k\)-modules acts on the category \(A\text{-Mod}\) of \(A\)-modules through the algebra isomorphism \(A \cong k \otimes_k A\). However, we present a proof using the definition of \((R, P)\)-modules to highlight the role played by Rota-Baxter operators. In the following \(\otimes = \otimes_k\) as usual.

(a) It follows from a simple verification that the standard action of \(R\) on \(V \otimes M\) defined by \(r(v \otimes x) = v \otimes rx\) satisfies Eq. (2).

(b) For an \((R, P)\)-module homomorphism \(f : M \to M'\) in \(k\text{-Mod}\), the map \(T_V(f) : T_V(M) \to T_V(M')\) defined by \(T_V(f)(v \otimes x) = v \otimes f(x)\) is a homomorphism of \((R, P)\)-modules. Thus \(T_V\) is a functor.

(c) follows since \(T_{V \otimes V'} = T_V \circ T_{V'}\) [32, pg. 206, Ex. 2].

(d) Following the standard terminology of a monad [32, Chapter VI], one verifies the equalities of natural transformations

\[
\mu \circ (T_V \mu) = \mu \circ (\mu T_V) : T_V^2 \to T,
\]

\[
\mu \circ T \eta = \mu \circ \eta T = \text{id}_{T_V} : T_V \to T_V,
\]

that define a monad on \((R, P)\text{-Mod})\).

Let \(f : (R', P') \to (R, P)\) be a homomorphism of Rota-Baxter algebras. If \((M, p)\) is an \((R, P)\)-module, then with the action of \(R'\) on \(M\) defined by

\[r'v := f(r')v \quad \text{for all } r' \in R', v \in M,\]

the \((R, P)\)-module \((M, p)\) becomes an \((R', P')\)-module which we will denote \(f^*(M, p)\). We thus obtain a pullback functor \(f^* : (R, P)\text{-Mod} \to (R', P')\text{-Mod}\) of abelian categories which is exact and faithful. We will see that the functor \(f^*\) admits a left adjoint functor \(f_!\) and right adjoint functor \(f_*\) with the help of the ring of Rota-Baxter operators.
If \( g : R \to R \) is a \( k \)-algebra automorphism, then \((R, g^*(P))\) with \( g^*(P) = g^{-1}P \)g is a Rota-Baxter algebra and \( g : (R, g^*(P)) \to (R, P) \) is an isomorphism of Rota-Baxter algebras. If \((M, p)\) is an \((R, P)\)-module, then \( g^*(M) \) is an \( R \)-module as the pullback of \( g \) defined by \( r \cdot x = g(r)x \) for all \( r \in R \) and \( x \in M \). Then \((g^*(M), p)\) is an \((R, g^*(P))\)-module. Thus \( g^* \) is an isomorphism between the categories \((R, P)\)-Mod and \((R, g^*(P))\)-Mod.

Now we turn our attention to the categorical properties of rings of Rota-Baxter operators.

**Proposition 3.6.** Let \( f : (R, P_R) \to (R', P_{R'}) \) be a homomorphism of Rota-Baxter algebras.

(a) The map

\[
f_Q : U_{RB}(R) \to U_{RB}(R'), \quad f_Q(Q) = Q, f_Q(r) = f(r) \quad \text{for all } r \in R,
\]

is a homomorphism of associative \( k \)-algebras. Thus we have a functor \( U_{RB} : RBA_k \to \text{Alg}_k \).

(b) If \( f : (R, P_R) \to (R', P_{R'}) \) is surjective, then so is \( f_Q \).

**Proof.** (a) Let \( \sigma' : R' \to k\langle R', k[Q] \rangle \to U_{RB}(R') \) be the natural algebra homomorphism. Then the map \( R \to R' \xrightarrow{\sigma'} U_{RB}(R') \) satisfies the condition

\[
\sigma'(f(r))Q = Q\sigma'(f(r))Q + Q\sigma'(f(P(r))) + \lambda Q\sigma'(r) \quad \text{for all } r \in R.
\]

Then the universal property of \( U_{RB}(R) \) gives rise to the \( k \)-algebra homomorphism \( f_Q \).

(b) If \( f \) is surjective, then the induced map \( F : k\langle Q, R \rangle \to k\langle Q, R' \rangle \) and hence its composition with the quotient map \( k\langle Q, R \rangle \to U_{RB}(R) \) are surjective. Then the induced map \( f_Q \) is also surjective. \( \Box \)

Taking the algebra homomorphism \( f_Q : U_{RB}(R) \to U_{RB}(R') \) in Proposition 3.6, we obtain the pullback functor \( f_Q^* : U_{RB}(R')\text{-Mod} \to U_{RB}(R)\text{-Mod} \). In particular, when \((R, P)\) is a Rota-Baxter subalgebra of \((R', P')\), the functor is the restriction functor. We will simply write \( f^* \) for the functor \( f_Q^* \). This is consistent with the notation \( f^* \) defined above.

Similarly, the functor \( f^* \) has a left adjoint functor

\[
f_! : (R, P)\text{-Mod} \to (R', P')\text{-Mod}
\]

defined by \( f_!(M) = U_{RB}(R') \otimes_{U_{RB}(R)} M \) for \( M \) in \((R, P)\text{-Mod}\), i.e., for any \( M \) in \((R', P')\text{-Mod}\), the pre-composition with the map

\[
M \to U_{RB}(R') \otimes_{U_{RB}(R)} M, x \to 1 \otimes x,
\]

defines an isomorphism of \( k \)-modules

\[
\text{Hom}_{(R', P')}(f_!(M), M) \cong \text{Hom}_{(R, P)}(M, f^*(M)).
\]

There is also a right adjoint functor \( f^* : (R, P)\text{-Mod} \to (R', P')\text{-Mod} \) defined by \( f^*(M) = \text{Hom}_{U_{RB}(R)}(U_{RB}(R'), M) \).

In case \((R, P)\) is a Rota-Baxter subalgebra of \((R', P')\) with \( f \) being the embedding, we will call \( f_! \) the coinduction functor, denote by \( \text{ColInd}_{R}^R \). The \((R', P')\)-module \( \text{ColInd}_{R}^R \ M = U_{RB}(R') \otimes_{U_{RB}(R)} M \) is called the coinduced module and \( \text{Ind}_{R}^{R'} \ M = \text{Hom}_{U_{RB}(R)}(U_{RB}(R'), M) \) is called the induced module.

We next discuss some bimodule properties of Rota-Baxter modules.

Let \((R, P)\) and \((S, P')\) be two Rota-Baxter algebras of weights \( \lambda \) and \( \mu \) respectively. Let \( M \) be an \( R-S \)-bimodule, i.e., \( M \) is a left \( R \)-module and right \( S \)-module such that \( r(ms) = (rm)s \) for all \( r \in R, m \in M, s \in S \). A \( k \)-linear map \( p : M \to M \) is said to give a strict Rota-Baxter
bimodule structure if \((M, p)\) is a left \((R, P)\)-module and also a right \((S, P')\)-module, i.e., for all \(r \in R, m \in M, s \in S\)

\[
\begin{align*}
p(m)p'(s) &= p(p(m)s + mP'(s) + \mu ms), \\
P(r)p(m) &= p(rp(m) + P(r)m + \lambda rm).
\end{align*}
\]

**Lemma 3.7.** If \((M, p)\) is a strict \((R, P)\)-(\(S, P'\))-bimodule, then \((\lambda - \mu)(r)p(rp(m)s) = 0\) for all \(r \in R, m \in M, s \in S\). In particular, \((\lambda - \mu)p^2(m) = 0\) for all \(m \in M\).

This suggests that the interesting case to consider is when \(\lambda = \mu\).

**Proof.** The identity follows from simplifying the identity \((P(r)p(m))p'(s) = p(r)(p(m)p'(s))\) by Eqs. (9) and (10).

Since \((M, p)\) is a left \((R, P)\)-module, it is a left \(U_{RB}(R)\)-module. Similarly, it is a right \(U_{RB}(S)\)-module. If we use \(Q' \in U_{RB}(S)\) to denote the generator, then we have two \(k\)-algebra homomorphisms \(U_{RB}(R) \to \text{End}_k(M)\) and \(U_{RB}(S) \to \text{End}_k(M)\) with both \(Q\) and \(Q'\) sent to \(p\).

**Proposition 3.8.** \((M, p)\) is an \((R, P)-(S, P')\)-bimodule if and only if it is a \(U_{RB}(R)-U_{RB}(S)\)-bimodule with \(Qm = mQ'\) for \(m \in M\).

We remark that the definition of a strict bimodule requires that both left and right module structure share the same operator. In terms of the bimodule for the rings of Rota-Baxter algebras, this means that the actions of both \(Q\) and \(Q'\) on the module are the same as indicated in the proposition. One could require two possibly different commuting operators \(p_1, p_2 : M \to M\) for the left and right module structures respectively. In this case, we simply say that \((M, p_1, p_2)\) is a bimodule. This is a \(U_{RB}(R, P_1)-U_{RB}(S, P_2)\)-bimodule. For example, \(U_{RB}(R, P)\) is a left and right \((R, P)\)-module with \(p_1\) and \(p_2\) simply being the left and right multiplication of the element \(Q\). As \(Q\) needs not be in the center of \(U_{RB}(R, P)\), the left multiplication and right multiplication by \(Q\) are two different operators on \(U_{RB}(R, P)\). This bimodule may not be strict.

The following proposition is just a consequence of standard properties of modules over associative algebras.

**Proposition 3.9.** Let \(M\) be an \((R, P_1)-(S, P_S)\)-bimodule and let \(N\) be a left \((S, P_S)\)-module. Then \(M \otimes_{U_{RB}(S,P_S)} N\) is a left \((R, P_1)\)-module and \(N \mapsto M \otimes_{U_{RB}(S,P_S)} N\) defines a functor \((S, P_S)\)-Mod \(\to (R, P_1)\)-Mod. Similarly, if \(L\) is a left \((R, P_1)\)-module, then \(\text{Hom}_{(R,P_1)}(M, L)\) is a left \((S, P)\)-module and there is natural isomorphism of \(k\)-modules

\[
\text{Hom}_{(R,P_1)}(M \otimes_{U_{RB}(S,P_S)} N, L) \cong \text{Hom}_{(S,P_S)}(N, \text{Hom}_{(R,P_0)}(M, L)).
\]

We end this section with a followup remark on products of Rota-Baxter modules in Section 2.4.

**Remark 3.10.** Let \((R_1, P_1)\) and \((R_2, P_2)\) be two Rota-Baxter algebras of weight \(\lambda\). In Section 2.4, we constructed the product Rota-Baxter algebra \((R, P) = (R_1 \oplus R_2, P_1 \oplus P_2)\). For \(i = 1, 2\), the projection map \(\pi_i : R \to R_i, i = 1, 2\), is a homomorphism of Rota-Baxter algebras and thus induces homomorphism of associative algebras \(U_{RB}(\pi_i) : U_{RB}(R, P) \to U_{RB}(R_i, P_i)\). Hence we have a homomorphism \(\pi : U_{RB}(R, P) \to U_{RB}(R_1, P_1) \times U_{RB}(R_2, P_2)\). If we use \(Q_i\) to denote the variable \(Q\) in \(U_{RB}(R_i, P_i)\), then \(\pi(Q) = (Q_1, Q_2) \in U_{RB}(R_1, P_1) \times U_{RB}(R_2, P_2)\). This homomorphism is not an isomorphism as we have seen in terms of representation theory in Section 2.4. It is not obvious from the definition that \(\pi\) is surjective. We will see in Remark 4.12 that \(\pi\) is surjective and the kernel will be explicitly constructed.
4. Construction of the ring of Rota-Baxter operators

By Theorem 3.3, the study of Rota-Baxter modules is reduced to the study of modules over $U_{RB}(R)$, the ring of Rota-Baxter operators. Thus it is necessary to get precise information on the algebra $U_{RB}(R)$. So in this section we provide a general construction of $U_{RB}(R)$ and then consider some special cases.

4.1. The general construction. We first realize the ring $U_{RB}(R)$ of Rota-Baxter operators on a Rota-Baxter algebra $(R, P)$ as an $R$-bimodule. Recall that $\tilde{P} = -\lambda I_R - P$. We note that the relation in Eq. (7):

$$QfQ - P(f)Q + QP(f) + \lambda Qf = 0$$

can be regarded as the rewriting rule in the context of rewriting systems [3]

$$QfQ \mapsto P(f)Q - QP(f) - \lambda Qf = P(f)Q + Q\tilde{P}(f)$$

that replaces a monomial with multiple $Q$-factors by a linear combination of monomials with fewer $Q$-factors. Iterations of this process lead to a linear combination of monomials with only one $Q$-factor. Thus letting $\langle Q \rangle$ denote the two-sided ideal generated by $Q$ in $U_{RB}(R)$, we have

**Lemma 4.1.** $\langle Q \rangle = RQR \subseteq U_{RB}(R)$.

We next determine the multiplication on $RQR$, characterized by the following lemma.

**Lemma 4.2.** Let $(R, P)$ be a Rota-Baxter algebra. Define a multiplication $\cdot$ on $R \otimes R$ by

$$(r_1 \otimes s_1) \cdot (r_2 \otimes s_2) = r_1 P(s_1 r_2) \otimes s_2 + r_1 \otimes \tilde{P}(s_1 r_2)s_2.$$  

Then $\cdot$ defines a nonunitary associative algebra structure on $R \otimes R$.

**Proof.** To check the associativity, applying the easily verified identity $P(r)P(s) + P(\tilde{P}(r)s) = P(rP(s))$, we have

$$((r_1 \otimes s_1) \cdot (r_2 \otimes s_2)) \cdot (r_3 \otimes s_3)$$

$$= (r_1 P(s_1 r_2) \otimes s_2 + r_1 \otimes \tilde{P}(s_1 r_2)s_2) \cdot (r_3 \otimes s_3)$$

$$= r_1 P(s_1 r_2 P(s_2 r_3) \otimes s_3 + r_1 P(s_1 r_2) \otimes \tilde{P}(s_2 r_3)s_3 + r_1 \otimes \tilde{P}(\tilde{P}(s_1 r_2)s_2 r_3)s_3.$$  

This agrees with $(r_1 \otimes s_1) \cdot ((r_2 \otimes s_2) \cdot (r_3 \otimes s_3))$ by similarly applying the identity $\tilde{P}(r)\tilde{P}(s) + \tilde{P}(rP(s)) = \tilde{P}(\tilde{P}(r)s).$  

Let $\alpha : R \otimes R \to R \otimes R$ be defined by $(s_1 \otimes r_2) \mapsto P(s_1 r_2) \otimes 1 + 1 \otimes \tilde{P}(s_1 r_2)$. Then Lemma 4.2 shows that the diagram

$$
\begin{array}{ccc}
R \otimes (R \otimes R) \otimes R & \xrightarrow{\text{Id} \otimes \alpha \otimes \text{Id}} & R \otimes R \otimes R \otimes R \\
\cong & & \\
(R \otimes R) \otimes (R \otimes R) & \xrightarrow{m \otimes m} & R \otimes R
\end{array}
$$

commutes. Thus the new multiplication $\cdot$ is an $R$-$R$-bimodule homomorphism with the standard $R$-$R$-module structure on $R \otimes R$. This property, together with the balance relation $(tr) \cdot t' = t \cdot (rt')$, implies that the associative multiplication $\cdot$ extends to an associative ring structure on $R \otimes (R \otimes R)$. 
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Theorem 4.3. Let \((R, P)\) be a Rota-Baxter algebra of weight \(\lambda\). Then we have an algebra isomorphism
\[ U_{RB}(R) \cong R \oplus (R \otimes R). \]

Proof. Let \(\Xi = R \otimes R \otimes R\) denote the \(k\)-algebra obtained before the theorem whose multiplication is still denoted by \(\cdot\). We note that \(\Xi\) is generated by \(R\) and \(1 \otimes 1\) as a \(R-R\)-bimodule. In particular, \(\Xi\) is generated by \(R\) and \(1 \otimes 1\) as a \(k\)-algebra. There are the natural embedding of \(R \rightarrow \Xi\) and the algebra homomorphism \(k[Q] \rightarrow \Xi\) given by \(Q \mapsto 1 \otimes 1\). Thus by the definition of free products, there is a unique algebra surjection \(k(R, k[Q]) \rightarrow \Xi\). Furthermore, for any \(r \in R\), we have in \(\Xi\)
\[(1 \otimes 1) \cdot r \cdot (1 \otimes 1) = (1 \otimes r) \cdot (1 \otimes 1) = P(r) \otimes 1 + 1 \otimes \tilde{P}(r) = P(r) \cdot (1 \otimes 1) + (1 \otimes 1) \cdot \tilde{P}(r).\]
Thus by Proposition 3.2 we get a unique algebra homomorphism
\[
\eta : U_{RB}(R) \rightarrow \Xi
\]
such that \(\eta((Q)) \subset R \otimes R\) which then induces a surjective \(R-R\)-bimodule map \(RQR = \langle Q \rangle \rightarrow R \otimes R\). Since \(R \otimes R\) is a free \(R \otimes_k R^{op}\)-module of rank 1 and \(RQR\) is generated by \(Q\) as an \(R \otimes R^{op}\)-module, the \(R-R\)-bimodule map \(\chi : R \otimes R \rightarrow RQR\) with \(1 \otimes 1 \mapsto Q\) is the inverse of \(\eta\) as an \(R-R\)-bimodule map. Hence \(\eta\) is an isomorphism of \(k\)-algebras. \(\square\)

Here are some direct consequences of Theorem 4.3.

Corollary 4.4. Let \(\tilde{f} : (R, P) \rightarrow (R', P')\) be a homomorphism of Rota-Baxter algebras. The induced map \(R \otimes R \rightarrow R' \otimes R'\) together with \(f : R \rightarrow R'\) defines the induced algebra homomorphism \(\tilde{f} : U_{RB}(R) \rightarrow U_{RB}(R')\).

If \(\tilde{f}\) is surjective, then so is \(\tilde{f}\). If \(\tilde{f}\) is injective, then so is the induced map \(\tilde{f}\) provided that \(R\) and \(R'\) are flat \(k\)-modules.

Corollary 4.5. The projection map \(R \oplus (R \otimes R) \rightarrow R\) is a homomorphism of \(k\)-algebras. Thus \(R\)-Mod is a full subcategory of \((R, P)\)-Mod containing those \((R, P)\)-modules \((M, p)\) with \(p = 0\).

Let \((R, P)\) be a Rota-Baxter algebra of weight \(\lambda\). Let \(R^o\) be the opposite \(k\)-algebra with multiplication \(r^o s^o := sr\). Then \((R^o, P^o)\) is also a Rota-Baxter algebra of weight \(\lambda\) with \(P^o = P\) as \(k\)-linear map on \(R^o = R\) as \(k\)-vector space. In particular, \((R^o, P^o) = (\hat{R}^o, \hat{P}^o)\). Let \(U_{RB}(R^o)\) be the ring of Rota-Baxter operators of \((R^o, P^o)\). Then the map
\[ U_{RB}(R) = R \oplus (R \otimes R) \rightarrow R^o \oplus (R^o \otimes R^o) = U_{RB}(R^o, \hat{P}^o) \]
defined by \(r \mapsto r^o\) and \(r \otimes s \mapsto s^o \otimes r^o\) is an anti-isomorphism of \(k\)-algebras. Indeed, we can readily check
\[ (r_1 \otimes s_1) \cdot (r_2 \otimes s_2) \mapsto (s'_2 \otimes r'_2) \cdot (s'_1 \otimes r'_1) \]
\[ r_1 P(s_1 r_2) \otimes s_2 + r_1 \otimes \hat{P}(s_1 r_2) \mapsto s'_2 \otimes P(s_1 r_2)^o r'_1 + s'_2 \hat{P}(s_1 r_2)^o r'_1 \]
using \(s_1 r_2 = r'_2 s'_2\). Thus we obtain

Proposition 4.6. For any Rota-Baxter algebra \((R, P)\), the twist map \(T : R \otimes R \rightarrow R \otimes R\), with \(T(r_1 \otimes r_2) = r_2 \otimes r_1\), induces an algebra isomorphism \(U_{RB}(R, P)^o \cong U_{RB}(R^o, \hat{P}^o)\). In particular, if \(R\) is a commutative \(k\)-algebra, then \(U_{RB}(R, \hat{P}) \cong U_{RB}(R, P)^o\).

Corollary 4.7. The category \(\text{Mod-}(R, P)\) of right \((R, P)\)-modules is isomorphic to the category \((R^o, \hat{P}^o)\)-Mod of left \((R^o, \hat{P}^o)\)-modules under the standard isomorphism \(\text{Mod-}R \rightarrow R^o\)-Mod together with sending \(p\) to \(-\lambda - p\) for any right \((R, P)\)-module \((M, p)\).
4.2. Special cases and examples. The results of the last subsection work for any Rota-Baxter algebra. We now consider some special cases.

First as direct consequences of Theorem 4.3, we display

**Corollary 4.8.** If \((R, P)\) is a Rota-Baxter algebra over \(k\) which is free over \(k\) with a basis \(\{x_i\}_{i \in I}\). Then \(U_{RB}(R)\) is also \(k\)-free with a basis \(\{x_i \otimes x_j\}_{(i, j) \in I \times I}\). In particular if \(R\) is finite dimensional, then \(U_{RB}(R)\) has dimension \((\dim_k R)(\dim_k R + 1)\).

**Corollary 4.9.** If \(k\) is a field and \((R, P)\) is a Rota-Baxter subalgebra of \((R', P')\), then \(U_{RB}(R)\) is a subalgebra of \(U_{RB}(R')\).

**Corollary 4.10.** If \(R\) is free over \(k\), then \(U_{RB}(R)\) is free as left and right \(R\)-module.

The Poincaré-Birkhoff-Witt theorem for universal enveloping algebra of a Lie algebra implies that the universal enveloping algebra does not have zero divisors. As illustrated below, even if \(R\) is an integral domain, \(U_{RB}(R, P)\) may have zero divisors. The correct analogy of \(U_{RB}(R, P)\) should be the restricted enveloping algebra for a restricted Lie algebra over a field of characteristic \(p\). They are algebras with operators.

Let \((R, P)\) be a Rota-Baxter algebra with \(P = 0\). Then \(QRQ = -\lambda QR\) for all \(r \in R\). Thus \((r_1 \otimes s_1) \cdot (r_2 \otimes s_2) = -\lambda r_1 \otimes s_1 r_2 s_2\). In particular, when \(\lambda = 0\) we have \(U_{RB}(R) = R[t]/(t^2)\). On the other hand, if \(P = -\lambda IR\) is a scalar linear map then \(\tilde{P} = 0\). Thus \((r_1 \otimes s_1) \cdot (r_2 \otimes s_2) = -\lambda r_1 s_1 r_2 \otimes s_2\).

We finally consider some special Rota-Baxter algebras.

Note that any algebra \(R\) can be realized as a Rota-Baxter algebra by taking its Rota-Baxter operator to be the identity operator, a Rota-Baxter operator of weight \(-1\). In this case, Eq. (11) and its degenerated forms become

\[
(r_1 \otimes s_1) \cdot (r_2 \otimes s_2) = r_1 s_1 r_2 \otimes s_2, \\
(1 \cdot (r_2 \otimes s_2) = r_1 r_2 \otimes s_2, \\
(1 \otimes s_1) \cdot s_2 = r_1 \otimes s_1 s_2.
\]

In general, for any \(u_1, \ldots, u_k \in R \otimes (R \otimes R)\), with either \(u_i \in R\) or \(u_i \in R \otimes R\) being pure tensors, we have \(u_1 \cdots u_k = w_1 \otimes w_2\) where \(w_1 \in R\) is the product of all factors from \(R\) in \(u_1, \ldots, u_k\) that appear before the last tensor symbol \(\otimes\) while \(w_2\) is the product of the factors from \(R\) after the last tensor symbol \(\otimes\), unless all \(u_i \in R\) and there is no \(\otimes\) appear. For example,

\[
(r_1 \otimes s_1) \cdot r_2 \cdot (r_3 \otimes s_3) \cdot (r_4 \otimes s_4) \cdot s_5 \cdot s_6 = r_1 s_1 r_2 s_3 r_4 s_5 s_6.
\]

It follows that, for any \(s_1, s_2 \in R\), there is \((1 \otimes r - r \otimes 1) \cdot (s_1 \otimes s_2) = 0\) even though \(r \otimes 1 \neq 1 \otimes r\) in \(R\) if \(r \notin k\). Thus \(U_{RB}(R)\) has zero divisors even if \(R\) is an integral domain.

We next consider the case of divided power Rota-Baxter algebra, given by \((R, P)\) where

\[
R = \oplus_{k \geq 0} ku_k, \\
u_m u_n = \binom{m+n}{m} u_m u_n, \quad m, n \geq 0,
\]

and \(P(u_k) = u_{k+1}\). This is a Rota-Baxter algebra of weight zero, in fact the free Rota-Baxter algebra of weight zero on the empty set [20]. Then Eq. (11) becomes

\[
(u_{m_1} \otimes u_{n_1}) \cdot (u_{m_2} \otimes u_{n_2}) = \binom{m_1+n_1+m_2}{m_1,n_1,m_2} u_{m_1+n_1+m_2} \otimes u_{n_2}
\]

\[
u_{m_1} \cdot (u_{m_2} \otimes u_{n_2}) = \binom{m_1+m_2}{m_1} u_{m_1+m_2} \otimes u_{n_2}, \\
(u_{m_1} \otimes u_{n_1}) \cdot u_{n_2} = \binom{n_1+n_2}{n_1} u_{m_1} \otimes u_{n_1+n_2}.
\]

Thus the \(k\)-algebra \(U_{RB}(R, P)\) has basis \(\{u_i, u_j \otimes u_l\ | \ i, j, l \geq 0\}\) with the above defined multiplication.

We finally consider the case of the Rota-Baxter algebra of Laurent series with the projection to the pole part. By a similar computation, we obtain
Proposition 4.11. Let $R = \mathbb{k}((t)) = \mathbb{k}[t] \oplus t^{-1}\mathbb{k}[t^{-1}]$ be the ring of Laurent series with the Rota-Baxter operator being the projection to the pole part. Then in the construction of $U_{RB}(R)$ in Theorem 4.3, namely $U_{RB}(R) = R \oplus (R \otimes_k R)$, the product is given by

$$(t^i \otimes t^j) \cdot (t^k \otimes t^l) = \left\{ \begin{array}{ll}
t^{i+j+k} \otimes t^l, & j + k < 0, \\
t^i \otimes t^{j+k+l}, & j + k \geq 0.
\end{array} \right.$$  

More generally, for $a = \sum_{i \geq N} a_i t^i$, $b = \sum_{i \geq N} b_i t^i$, $c = \sum_{k \geq N} c_k t^k$ and $d = \sum_{i \geq N} d_i t^i$ in $\mathbb{k}((t))$, we have

$$(a \otimes b) \cdot (c \otimes d) = (a \sum_{j, k \geq N, j + k < 0} b_j c_k t^{i+j+k} \otimes d + a \otimes (\sum_{j, k \geq N, j + k \geq 0} b_j c_k t^{i+j+k})).$$

We again revisit the product Rota-Baxter algebras considered in Section 2.4 and Remark 3.10.

Remark 4.12. Let $(R_1, P_1)$ and $(R_2, P_2)$ be two Rota-Baxter algebras of the same weight $\lambda$ and $(R, P) := (R_1 \oplus R_2, P_1 \oplus P_2)$ be the product Rota-Baxter algebra constructed in Section 2.4. Consider the homomorphism

$$\pi : U_{RB}(R, P) \to U_{RB}(R_1, P_1) \times U_{RB}(R_2, P_2)$$

defined in Remark 3.10. Noting that $R = R_1 \oplus R_2$ as a $\mathbb{k}$-module. Theorem 4.3 gives the $\mathbb{k}$-module decomposition

$$R \oplus (R \otimes R) = (R_1 \oplus (R_1 \otimes R_1)) \oplus (R_2 \oplus (R_2 \otimes R_2)) \oplus ((R_1 \otimes R_2) \oplus (R_2 \otimes R_1)).$$

The map $\pi$ restricted to subspace $(R_1 \oplus (R_1 \otimes R_1)) \oplus (R_2 \oplus (R_2 \otimes R_2))$ defines a $\mathbb{k}$-linear isomorphism

$$(R_1 \oplus (R_1 \otimes R_1)) \oplus (R_2 \oplus (R_2 \otimes R_2)) \xrightarrow{\pi} U_{RB}(R_1, P_1) \times U_{RB}(R_2, P_2).$$

Thus $\pi$ is onto with kernel $(R_1 \otimes R_2) \oplus (R_2 \otimes R_1)$. The category of $U_{RB}(R_1, P_1) \times U_{RB}(R_2, P_2)$-modules is $U_{RB}(R_1, P_1) \times U_{RB}(R_2, P_2)$-Mod, which is a full subcategory of $U_{RB}(R, P)$-Mod consisting of all modules on which $(R_1 \otimes R_2) \oplus (R_2 \otimes R_1)$ acts as zero. They are exactly those modules with $p_{12} = 0 = p_{21}$ as described in Section 2.4.

5. Endomorphism Rota-Baxter Algebras

After a general study of representations of Rota-Baxter algebras, we now turn to the matrix representations which motivated our study.

Let $(A, Q)$ be a commutative Rota-Baxter algebra (of weight $\lambda$). For any positive integer $n$, we obtain an operator $Q$ on the algebra of $n \times n$ matrices $M_n(A)$ on $A$ by defining $Q$ entry-wise:

$$Q([a_{ij}]) = [Q(a_{ij})].$$

It is easy to check [16, 17] that $Q$ is a Rota-Baxter operator of weight $\lambda$. Such a Rota-Baxter algebra is called a matrix Rota-Baxter algebra.

Let $(R, P)$ be a Rota-Baxter algebra (of weight $\lambda$). A matrix representation with coefficients in $A$ of $(R, P)$ is a homomorphism

$$f : (R, P) \to (M_n(A), Q)$$

of Rota-Baxter algebras, first appearing in renormalization of quantum field theory [16, 17]. We give a general discussion in this section and give an algebraic Birkhoff factorization for Rota-Baxter modules.
5.1. **Endomorphism Rota-Baxter algebras from coalgebras.** Let \((A, Q)\) be a Rota-Baxter algebra. Let \(M_{m,n}(A)\) be the set of all \(m \times n\) matrices with entries in \(A\). It is naturally an \(M_m(A)\)-\(M_n(A)\)-bimodule.

We define \(Q_{m,n} : M_{m,n}(A) \to M_{m,n}(A)\) by \(Q_{m,n}(r_{ij}) = (Q(r_{ij}))\), which is a \(k\)-linear map.

**Lemma 5.1.** Let \((A, Q)\) be a Rota-Baxter algebra. For any positive integers \(\ell, m, n,\) and \(X \in M_{\ell,m}(A)\) and \(Y \in M_{m,n}(A)\), we have

\[
Q_{\ell,m}(X)Q_{m,n}(Y) = Q_{\ell,m}(Q_{m,n}(X)Y + XQ_{m,n}(Y) + \lambda XY).
\]

**Proof.** Considering the \((i, j)\)-entry of the left hand side matrix, we have

\[
\sum_{l=1}^{m} Q(x_{il})Q(y_{lj}) = \sum_{l=1}^{m} Q(Q(x_{il})y_{lj}) + x_{il}Q(y_{lj}) + \lambda x_{il}y_{lj}
\]

\[
= \sum_{l=1}^{m} Q(Q(x_{il})y_{lj}) + \sum_{l=1}^{m} Q(x_{il}Q(y_{lj})) + \sum_{l=1}^{m} \lambda Q(x_{il}y_{lj})
\]

which is exactly the \((i, j)\)-entry of the matrix on the right hand side of the equation. \(\square\)

Taking \(\ell = m = n\), one recovers the fact that \((M_n(A), Q_{n,n})\) is a Rota-Baxter algebra. Furthermore \((M_{m,n}(A), Q_{m,n})\) is a strict \((M_m, Q_{m,m})-\)\((M_n, Q_{n,n})\)-bimodule in the sense of Eq. (9)-(10). More precisely, \(M_{m,n}(A)\) is a left \(M_m(A)\)-module, a right \(M_n(A)\)-module and the operator \(Q_{m,n}\) is compatible with the operators \(Q_{n,m}\) and \(Q_{n,n}\) using Eq. (14).

The above construction works more generally in the context of coalgebras [41]. Take a coalgebra \(H\) over \(k\) with comultiplication \(\Delta : H \to H \otimes H\) and co-unit \(\epsilon : H \to k\). We recall that a **right comodule** of \(H\) is a \(k\)-module \(M\) together with a linear map

\[
\delta : M \to M \otimes H
\]

such that

\[
(\delta \otimes 1) \circ \delta = (1 \otimes \Delta) \circ \delta.
\]

If a \(k\)-submodule \(M\) of \(H\) is a right coideal of \(H\) in the sense that \(\Delta(M) \subseteq M \otimes H\), then \(M\) is a right comodule of \(H\). This is the case considered in physics applications [16, 17]. Then the quotient \(k\)-module \(H/M\) is also a right \(H\)-comodule.

For any associative \(k\)-algebra \(A\), the set \(H(A) := \text{Hom}_k(H, A)\) is an associative algebra with the convolution product \((f_1 * f_2)\) defined by

\[
(f_1 * f_2)(h) = \sum_{(h)} f_1(h_{(1)})f_2(h_{(2)}) \quad \text{for all } f_1, f_2 \in \text{Hom}_k(H, A),
\]

using Sweedler’s notation of \(\Delta(h) = \sum_{(h)} h_{(1)} \otimes h_{(2)}\). In particular, when \(H\) is a bialgebra, the subset \(\text{Hom}_{k-Alg}(H, A)\) is closed under \(*\) and becomes a semigroup. If \(A\) is a Rota-Baxter algebra with Rota-Baxter operator \(Q\), then \(\text{Hom}_k(H, A)\), with the operator \(P\) defined by

\[
P(f) = Q \circ f \quad \text{for all } f \in \text{Hom}_k(H, A),
\]

is also a Rota-Baxter algebra [18].

We now consider \(M \otimes A\) as a right \(A\)-module and \(\text{End}_A(M \otimes A)\) as the endomorphism algebra of the right \(A\)-module. For \(f \in \text{Hom}_k(H, A)\), define \(\phi(f) \in \text{End}_A(M \otimes A)\) by

\[
\phi(f)(m \otimes a) = \sum_{(m)} m_{(0)} \otimes f(h_{(1)})a,
\]

using Sweedler’s notation of \(\Delta(m) = \sum_{(m)} m_{(0)} \otimes m_{(1)}\). In particular, when \(A\) is a bialgebra, then the subset \(\text{End}_{k-BigAlg}(M \otimes A)\) is closed under \(*\) and becomes a semigroup.
Then we have
\[ p \] using these expressions one verifies
\[ \text{Thus we are led to the following result.} \]
\[ \text{comodule } M. \]
Then the pair \((\text{End}_A(M \otimes A), Q)\) is a Rota-Baxter algebra of weight \(\lambda\). In fact, for \(g_1, g_2 \in \text{End}_A(M \otimes A)\) and \(m \in M\), denote
\[ g_2(m \otimes 1) = \sum_i m_i \otimes a_i, \quad g_1(m \otimes 1) = \sum_j m_{ij} \otimes a_{ji}. \]
Then we have
\[ (g_1 \circ g_2)(m \otimes 1) = \sum_{i,j} m_{ij} \otimes a_{ji}a_i, \quad (Q(g_2)(m \otimes 1) = \sum_i m_i \otimes Q(a_i), \quad Q(g_1)(m \otimes 1) = \sum_j m_{ij} \otimes Q(a_{ji}a_i). \]
Using these expressions one verifies
\[ (Q(g_1) \circ Q(g_2))(m \otimes 1) = \sum_{i,j} m_{ij} \otimes Q(a_{ji}Q(a_i)) = \sum_{i,j} m_{ij} \otimes Q(a_{ji}Q(a_i)) + Q(a_{ji})a_i + \lambda a_{ji}a_i \]
\[ = Q(g_1 \circ Q(g_2) + Q(g_1) \circ g_2 + \lambda g_1 \circ g_2)(m \otimes 1). \]
Thus we are led to the following result.

**Theorem 5.2.** Fix a Rota-Baxter algebra \((A, Q)\) of weight \(\lambda\), a coalgebra \(H\), and a right \(H\)-comodule \(M\).

(a) The pairs \((\text{Hom}_k(H, A), P)\) and \((\text{End}_A(M \otimes A), Q)\) are Rota-Baxter algebras;
(b) The algebra homomorphism \(\phi : \text{Hom}_k(H, A) \to \text{End}_A(M \otimes A)\) defined in Eq. (15) is a homomorphism of Rota-Baxter algebras;
(c) Equipped with the \(k\)-linear operator \(p : M \otimes A \to M \otimes A\) defined by \(p(m \otimes a) = m \otimes Q(a)\), the pair \((M \otimes A, p)\) becomes a \((\text{End}_A(M \otimes A), Q)\)-module.

**Proof.** (a) has been proved before the theorem.
(b) For \(f \in \text{Hom}_k(H, A)\) and \(m \otimes a \in M \otimes A\), we have
\[ \phi(P(f))(m \otimes a) = \sum_{(m)} m_{(0)} \otimes P(f)(h_{(1)})a = \sum_{(m)} m_{(0)} \otimes Qf(h_{(1)})a. \]
and
\[ Q(\phi(f))(m \otimes a) = (1 \otimes Q)(\phi(f)(m \otimes 1))a = (1 \otimes Q)(\sum_{(m)} m_{(0)} \otimes f(h_{(1)}))a = \sum_{(m)} m_{(0)} \otimes Qf(h_{(1)})a. \]
Hence \(\phi(P(f)) = Q(\phi(f))\), as needed.
(c) Denote $g(m \otimes 1) = \sum_i m_i \otimes a_i$. We have
\[
Q(g)p(m \otimes a) = Q(g)(m \otimes Q(a)) = (1 \otimes Q)(g(m \otimes 1))Q(a) = (1 \otimes Q)(\sum_i m_i \otimes a_i)Q(a) = \sum_i m_i \otimes (Q(a_i)Q(a) + Q(a_i)a + \lambda a_i a) = (1 \otimes Q)((\sum_i m_i \otimes a_i) Q(a) + (\sum_i m_i \otimes a_i) a + \lambda (\sum_i m_i \otimes a_i) a) = p(gp(m \otimes a) + Q(g)(m \otimes a) + \lambda g(m \otimes a)),
\]
as needed. \qed

We now make connection with the matrix representation of Rota-Baxter algebras in [16, 17].

Consider the bialgebra $H = M_n(\mathbf{k})$ with the standard matrix basis $E_{ij}$ and the comultiplication
$\Delta(E_{ij}) = \sum_k E_{ik} \otimes E_{kj}$. Then the Rota-Baxter algebra structure on $M_n(\mathbf{k}, A)$ is
the same as the one defined in Theorem 5.2. If we consider the standard right $M_n(\mathbf{k})$-comodule $M = \mathbf{k}^n$ with
standard basis $(E_1, \cdots, E_n)$ and $\delta(E_i) = \sum_{j=1}^n E_j \otimes E_i$, then $\mathbf{k}^n \otimes A = A^n$ is the right free $A$-module
identified with $M_{n,1}(A)$ as a left $M_n(A)$-module. Thus a matrix representation of $(R, P)$
over $(A, Q)$ can be interpreted as a Rota-Baxter algebra homomorphism $(R, P) \to (M_n(A), Q)$.

There are also other types of matrix Rota-Baxter algebras. Let $I_{\geq} = \text{Span}(E_{ij} | i > j)$, then $I_{\geq}$ is a coideal of $M_n(\mathbf{k})$ and its quotient $M_n^u(\mathbf{k}) := M_n(\mathbf{k})/I_{\geq}$ is the upper-triangulate matrices. Then $M_n^u(A)$ is the Rota-Baxter subalgebra of $M_n(A)$. One can define many other subalgebras
of $M_n(A)$ in a similar way. We will describe the representation of these algebras. In particular,
the counit $\epsilon : H \to \mathbf{k}$ is a homomorphism of coalgebras and thus defines a homomorphism $\epsilon^* : A = \text{Hom}_\mathbf{k}(\mathbf{k}, A) \to \text{Hom}_\mathbf{k}(H, A)$ of Rota-Baxter algebras. Here $\epsilon^*(h)(a) = \epsilon(h)a$ for all $h \in H$ and $a \in A$.

In general, let $M$ be a $H$-comodule which is a free $\mathbf{k}$-module with a basis $X$. Then the right $A$-module $M \otimes A$ is also free with the same basis $X$. Fixing a linear order on $X$, then from $\phi$
defined in Eq. (16) we obtain a $\mathbf{k}$-algebra homomorphism
\[
f : \text{Hom}_\mathbf{k}(H, A) \to \text{End}_A(M \otimes A) = M_{|X| \times |X|}^c(A),
\]
where $M_{|X| \times |X|}^c(A)$ denote the matrices with finitely many nonzero entries in each column, giving rise to a matrix representation of $H(A)$ mentioned at the beginning of this section.

We summarize the above discussion as follows.

**Proposition 5.3.** Let $(A, Q)$ be a Rota-Baxter commutative algebra of weight $\lambda$, let $H$ be a coalgebra and let $M$ be a right $H$-comodule. If $M$ is a free $\mathbf{k}$-module with basis $X$, then there is a matrix representation
\[
f : \text{Hom}_\mathbf{k}(H, A) \to M_{|X| \times |X|}^c(A)
\]
induced from the algebra homomorphism $\phi$ in Theorem 5.2.

Fixing a linear order on $X$, we define $M_{|X| \times |X|}^u(\mathbf{k})$ as the subalgebra of $M_{X \times X}(\mathbf{k})$ consisting $X \times X$
upper triangular matrices with entries in $A$. It still carries a Rota-Baxter operator acting on a
matrix entrywise, giving rise to a matrix Rota-Baxter algebra. If the $H$-comodule structure $\delta : M \to M \otimes H$ has the property $\delta(x) = \sum x' \otimes h_{x', x}$ with $h_{x', x} = 0$ unless $x' \leq x$, then we have
im $\phi \subseteq M_{\times}^k_{\times}(A)$. Such representations have appeared in QFT renormalization [16, 17] as alluded to above.

The definition of $\phi$ in Eq. (16) can also be extended to $A$-modules. Let $(V, p_V)$ be a left $(A, Q)$-module and $M$ a right $H$-comodule. We now define a $\text{Hom}_k(H, A)$-module structure on $M \otimes V$ by

$$f(m \otimes v) = \sum_m m(0) \otimes_k f(h(1))v \quad \text{for all } f \in \text{Hom}_k(H, A), m \in M, v \in V. \quad (17)$$

With the $k$-linear map $1_M \otimes_k p_V : M \otimes V \to M \otimes V$, we obtain a Rota-Baxter module for $H(A) = \text{Hom}_k(H, A)$. Let $H\text{-Comod}$ denote the category of all right $H$-comodules.

**Proposition 5.4.** The assignment $(M, (V, p_V)) \mapsto (M \otimes V, 1 \otimes p_V)$ defines a bifunctor

$$H\text{-Comod} \times (A, Q)\text{-Mod} \to (H(A), P)\text{-Mod}.$$.

If $H$ is a Hopf algebra, then the category $H\text{-Comod}$ is a tensor category. If we take $H = k$ then $H(A) = A$. In this case the bifunctor is the same as those described in Lemma 3.5.

As a natural question, if $M$ is a simple $H$-comodule and $V$ is a simple $(A, Q)$-module, will $M \otimes V$ be a simple $H(A)$-module? Further properties of this functor should be studied relating the categories $(A, Q)\text{-Mod}$ and $(H(A), P)\text{-Mod}$.

We also remark that the $H$-comodule structure $M \to M \otimes H$ plays the role of vector bundles with connections, with $H$ being in the coalgebra of differential forms and the algebra $H(A)$ plays the role of the algebra of differential operators.

### 5.2. Bifunctors and schemes from Rota-Baxter algebras

In this subsection we briefly discuss the bifunctor and group schemes on the Hom functor $H(A) := \text{Hom}_k(H, A)$ with the additional structure of a Rota-Baxter structure on either the domain algebra $A$ or the codomain coalgebra $H$.

#### 5.2.1. Rota-Baxter structure on the codomain

When the algebra $A$ is equipped with a Rota-Baxter operator $Q$, we obtain a Rota-Baxter operator on $H(A)$ by $P(f) = Q \circ f$ for all $f \in H(A)$. If $\rho : H \to H'$ is a homomorphism of coalgebras, then the map $\rho^* : \text{Hom}_k(H', A) \to \text{Hom}_k(H, A)$ defined by $\rho^*(f) = f \circ \rho$ is a $k$-algebra homomorphism and

$$P(\rho^* (f)) = Q \circ (\rho^* (f)) = Q \circ f \circ \rho = \rho^* (Q \circ f) = \rho^* (P(f)).$$

Thus $\rho^*$ is a homomorphism of Rota-Baxter algebras. In particular, let $I$ be a coideal of $H$ and $\rho : H \to H/I$ be the quotient homomorphism of coalgebras. Then $\rho^* : (H/I)(A) \to H(A)$ is an embedding of Rota-Baxter algebras.

On the other hand, if $\tau : (A, Q) \to (A', Q')$ is a homomorphism of Rota-Baxter algebras, then for each coalgebra $H$, the map $H(\tau) : H(A) \to H(A')$ defined by $f \mapsto \tau \circ f$ is also a homomorphism of Rota-Baxter algebras.

If we use $\text{RBA}_k$ to denote the category of all Rota-Baxter $k$-algebras as above and $\text{Coalg}_k$ to denote the category of $k$-coalgebras, then each Rota-Baxter algebra $(A, Q)$ defines a functor $\text{Coalg}_k \to \text{End}(\text{RBA}_k)$, by $H \mapsto H(A)$, and each homomorphism $\tau : (A, Q) \to (A', Q')$ defines a natural transformation $H(A) \mapsto H(A')$. Thus we have a bifunctor

$$\text{Coalg}_k \times \text{RBA}_k \to \text{RBA}_k, \quad (H, A) \mapsto \text{Hom}_k(H, A)$$

which is contravariant in the first entry, giving rise to a functor

$$\text{Coalg}_k^{\text{op}} \to \text{End}(\text{RBA}_k), \quad H \mapsto H(?).$$

(18)
Given two coalgebras \( H \) and \( H' \), since the tensor product coalgebra \( H \otimes_k H' \) is defined by setting
\[
\Delta_{H \otimes H'} = (1 \otimes T_{23} \otimes 1) \circ (\Delta_H \otimes \Delta_{H'}),
\]
we have \( (H \otimes H')(A) = H(H'(A)) \) by using the adjoint property
\[
\text{Hom}_k(H \otimes H', A) = \text{Hom}_k(H, \text{Hom}_k(H', A))
\]
of \( k \)-modules. In particular, using the isomorphism of coalgebras \( H \otimes_k H' \cong H' \otimes_k H \), we have \( H(H'(A)) \cong H'(H(A)) \).

If \( H \) is in addition a bialgebra with multiplication \( m : H \otimes H \to H \), then the functor \( T_H := \text{Hom}_k(H, -) : \text{RBA}_k \to \text{RBA}_k \) is a comonad with \( m^* : T_H \to T_H \circ T_H \) and the counit \( u^* : T_H \to \text{Id} = T_k \) defined by the identity \( u : k \to H \). This follows from a similar argument as the monad case in Lemma 3.5.(d). Applying [32], we now summarize the above construction as follows.

**Theorem 5.5.** The functor in Eq. (18) is a tensor functor. In particular, monoid objects in \( \text{Coalg}_k \) corresponds to monads on \( \text{RBA}_k \).

### 5.2.2. Rota-Baxter structure on the domain

We next consider the case when the coalgebra \( H \) is equipped with a Rota-Baxter structure and make connection with affine schemes.

Similar to schemes corresponding to an algebraic \( k \)-variety, which is a set functor \( k \text{-Alg} \to \text{Set} \). An affine \( k \)-scheme is a representable functor \( \text{Hom}_{k \text{-Alg}}(H, ?) \) with \( H \) in \( k \text{-Coalg} \). An affine group scheme is a representable functor \( \text{Hom}_{k \text{-Alg}}(H, ?) \) with \( H \) being a commutative Hopf algebra with the group multiplication being the convolution product.

We now define an affine Rota-Baxter scheme as a functor \( X : k \text{-Alg} \to \text{RBA}_k \) defined by
\[
A \mapsto \text{Hom}_k(H, A)
\]
with \( H \) being a fixed Rota-Baxter coalgebra in the sense of [27, 31]. So \( H \) is a coalgebra together with a linear map \( \sigma : H \to H \) satisfying the linear dual of the Rota-Baxter axiom in Eq. (1):

\[
\begin{array}{ccc}
H & \xrightarrow{\sigma} & H \\
\downarrow{1_H} & & \downarrow{\Delta} \\
H & \xrightarrow{\lambda} & H \otimes H
\end{array}
\]
\[
\begin{array}{ccc}
H \otimes H & \xrightarrow{\sigma \otimes \sigma} & H \otimes H \\
\downarrow{\lambda} & & \downarrow{\sigma \otimes 1 + 1 \otimes \sigma + \lambda \otimes 1}
\end{array}
\]

As in the above references, we have

**Proposition 5.6.** Let \( H \) be a Rota-Baxter coalgebra. Then for any \( k \)-algebra \( A \), \( R = \text{Hom}_k(H, A) \) is an associative algebra with 1 and an operator \( P : R \to R \) defined by \( P(f) = f \circ \sigma \) such that \((R, P)\) is a Rota-Baxter algebra of weight \( \lambda \). In particular the assignment \( A \mapsto (\text{Hom}_k(H, A), P) \) is a covariant functor.

Following the philosophy of Grothendieck (see [15] and [25]) one can define more general Rota-Baxter functors \( \mathcal{X} : k \text{-Alg} \to \text{RBA}_k \) as an \( k \)-algebra functor \( \mathcal{X} \) together with a \( k \)-linear natural transformation \( P : \mathcal{X} \to \mathcal{X} \). Given a Rota-Baxter \( k \)-functor \( \mathcal{X} \), an \( \mathcal{X} \)-module is a functor \( \mathcal{M} : k \text{-Alg} \to k \text{-Mod} \) such that for each \( A \in k \text{-Alg} \), \( \mathcal{M}(A) \) is a right \( A \)-module and a left \( \mathcal{X}(A) \)-module with a \( p_A : \mathcal{M}(A) \to \mathcal{M}(A) \) which is \( A \)-linear (as a right \( A \)-module) and such that \((\mathcal{M}(A), p_A)\) is an \((\mathcal{X}(A), P_A)\)-module.
For example, let $M$ be an $H$-comodule and also a Rota-Baxter comodule in the sense that there is a $k$-linear map $\rho : M \to M$ making the following diagram commute

$$
\begin{array}{c}
M \\
\delta
\end{array} \quad \begin{array}{c}
\delta \quad \delta
\end{array} \quad \begin{array}{c}
M \otimes H \\
\rho \otimes 1 \otimes 1 \otimes 1
\end{array}
$$

For such a pair $(M, \rho)$, we define $\mathcal{M}(A) = M \otimes_k A$. Then $\mathcal{M}(A)$ is a left $\text{Hom}_k(H, A)$-module by

$$f \bullet (m \otimes a) := (1_M \otimes m_A) \circ (1_M \otimes f \otimes 1_A) \circ (\delta(m) \otimes a)$$

which commutes with the right $A$-module structure. Further $P_A := \rho \otimes 1_A : M \otimes A \to M \otimes A$ is a homomorphism of right $A$-modules.

For each $f \in \text{Hom}_k(H, A)$,

$$P(f) \bullet p(m \otimes a) = (1_M \otimes m_A) \circ (1_M \otimes f \otimes 1_A) \circ (\delta \otimes 1_A)(m \otimes a)$$

$$= (1_M \otimes m_A) \circ ([1_M \otimes f \circ [(\rho \otimes 1 + 1 \otimes \sigma + \lambda 1_M \otimes 1_H)] \circ \delta(m)) \otimes a$$

$$= p(P(f) \bullet (m \otimes a) + f \bullet p(m \otimes a) + \lambda f \bullet (m \otimes a)).$$

Hence $(M \otimes A, p)$ is a Rota-Baxter module for $(\text{Hom}_k(H, A), P)$.

This is parallel to the representation theory of group schemes, suggesting further exploration on the representation theory of Rota-Baxter algebra schemes.

5.3. Algebraic Birkhoff factorization for Rota-Baxter representations. The algebraic Birkhoff factorization lies at the heart of the algebraic approach of Connes and Kreimer to renormalization of perturbative quantum field theory and its many applications in mathematics and physics [11, 13, 19, 23].

We first recall the general setup of Algebraic Birkhoff Decomposition [11, 18, 19]. For any Rota-Baxter algebra $(A, Q)$, the $k$-submodule $A_- := k + Q(A)$ is a subalgebra of $A$ and $Q(A_-) \subseteq A_-$. Thus $(A_-, Q)$ is a Rota Baxter subalgebra of $(A, Q)$. Similarly, $A_+ := k + \bar{Q}(A)$ is a Rota-Baxter subalgebra of $(A, \bar{Q})$. Then for any coalgebra $H$, $H(A_-)$ is a Rota-Baxter subalgebra of $H(A)$. If $H$ is a Hopf algebra, the subset $\text{Hom}_{k-\text{Alg}}(H, A)$ is closed under the convolution product $*$ and $\text{Hom}_{k-\text{Alg}}(H, A_-) \subseteq \text{Hom}_{k-\text{Alg}}(H, A)$ is a sub-semigroup. Similarly, $\text{Hom}_{k-\text{Alg}}(H, A_+) \subseteq \text{Hom}_{k-\text{Alg}}(H, A)$ is a sub-semigroup.

Recall that a connected graded Hopf algebra [11, 20] is a Hopf algebra $H$ with grading $H = \bigoplus_{n \geq 0} H_n$ that is compatible with the multiplication and comultiplication of $H$ and such that $H_0 = k$. Then we have the following algebraic Birkhoff factorization [11].

**Theorem 5.7.** Let $H = \bigoplus_{n \geq 0} H_n$ be a connected graded Hopf algebra and $(A, Q)$ be a commutative Rota-Baxter algebra of weight $-1$ and $Q^2 = Q$. Then there is a map $\text{Hom}_{k-\text{Alg}}(H, A) \to \text{Hom}_{k-\text{Alg}}(H, A_-)$, denoted by $\varphi \mapsto \varphi_-$ such that $\varphi_+ := \varphi_ * \varphi$ is in $\text{Hom}_{k-\text{Alg}}(H, A_+)$.

The following consequence shows that the algebraic Birkhoff factorization is functorial in Rota-Baxter algebras.

**Lemma 5.8.** If $f : (A, Q_A) \to (A', Q_{A'})$ is a homomorphism of commutative Rota-Baxter algebras with $Q_{A_+}^2 = Q_A$ and $Q_{A_+}^2 = Q_{A'}$, then for any connected graded Hopf algebra $H$, the map $f_* : \text{Hom}_{k-\text{Alg}}(H, A) \to \text{Hom}_{k-\text{Alg}}(H, A')$ defined by $f_*(\varphi) = f \circ \varphi$ has the following properties.

(a) $f_*(\text{Hom}_{k-\text{Alg}}(H, A)) \subseteq \text{Hom}_{k-\text{Alg}}(H, A')$;

(b) For any $\varphi \in \text{Hom}_{k-\text{Alg}}(H, A)$, $f_*(\varphi_-) = (f_*(\varphi))_-$ and $f_*(\varphi_+) = (f_*(\varphi))_+$. 
We now consider an algebraic Birkhoff factorization for Rota-Baxter modules. For a Rota-Baxter \((A, Q)\)-module \((V, p_V)\), the \(k\)-module \(\text{Hom}_k(H, V)\) is an \(A\)-\(H\)-bimodule with
\[
(a\psi h)(x) := a(\psi(h(x))) \quad \text{for all } a \in A, h \in H, x \in H, \psi \in \text{Hom}_k(H, V).
\]
Then \(\text{Hom}_k(H, A)\) acts on \(\text{Hom}_k(H, V)\) by
\[
(\varphi \ast \psi)(h) = \sum_{(h)} \varphi(h_{(1)})\psi(h_{(2)})
\]
for \(h \in H\) and \(\Delta(h) = h_{(1)} \otimes h_{(2)}\). With the linear operator
\[
p' : \text{Hom}_k(H, V) \longrightarrow \text{Hom}_k(H, V), \quad p'(\psi) := p_V \circ \psi \quad \text{for all } \psi \in \text{Hom}_k(H, V),
\]
the pair \((\text{Hom}_k(H, V), p')\) is a Rota-Baxter module for the Rota-Baxter algebra \(\text{Hom}_k(H, A)\).

Fix a \(k\)-algebra homomorphism \(\varphi : H \rightarrow A\). An element \(\psi \in \text{Hom}_k(H, V)\) is called \(\varphi\)-linear if \(\psi\) is an \(H\)-module homomorphism, i.e., \(\psi(hx) = \varphi(h)\psi(x)\) for all \(h \in H\) and \(x \in N\). We denote by \(\text{Hom}_\varphi(H, V)\) the set of all \(\varphi\)-linear elements. Each \(\psi \in \text{Hom}_\varphi(H, V)\) is uniquely determined by \(\varphi_1 \in V\).

We note that for any fixed element \(v \in V\), \(A_v \subseteq V\) is an \(A_v\)-submodule. Similarly, \(A_v\) is an \(A_v\)-submodule of \(V\). Thus \(\text{Hom}_\varphi(H, A_v)\) is a module for the algebra \(\text{Hom}_k(H, A)\) under the action \(*\) defined by Eq. (21). In particular \(\text{Hom}_k(H, A) \subseteq \text{Hom}_k(H, V)\).

**Theorem 5.9.** Let \(H\) be a connected Hopf algebra and \(A\) a commutative Rota-Baxter algebra with idempotent operator \(Q\). Suppose \((V, p_V)\) is a \((A, Q)\)-module and \(\varphi \in \text{Hom}_k\text{-Alg}(H, A)\). For each \(\psi \in \text{Hom}_\varphi(H, V)\), define \(\psi_+(h) = \varphi_+(h)\psi(1)\) and \(\psi_-(h) = \varphi_-(h)\psi(1)\). Then we have \(\psi_+ = \varphi_+ \ast \psi \in \text{Hom}_{\varphi_+}(H, A, \psi(1))\) and \(\psi_- \in \text{Hom}_{\varphi_-}(H, A, \psi(1))\).

**Proof.** Since \(\varphi_-\) is an algebra homomorphism, there is \(\varphi_- (hh') = \varphi_- (h) \varphi_- (h')\). We clearly have \(\psi_- \in \text{Hom}_{\varphi_-}(H, A, \psi(1))\). Similarly, \(\psi_+ \in \text{Hom}_{\varphi_+}(H, A, \psi(1))\). We only need to verify \(\psi_+ = \varphi_+ \ast \psi\) which follows immediately from the algebraic Birkhoff factorization of \(\varphi\):
\[
\psi_+(h) = \varphi_+(h)\psi(1) = (\varphi_+ \ast \varphi)(h)\psi(1) = (\varphi_+ \ast \psi)(h).
\]

### 6. Rota-Baxter algebras for tensor categories

We now generalize the concept of Rota-Baxter operators to be defined in a tensor category. Earlier we have been working in the symmetric tensor category \(T\) of \(k\)-modules. We now assume that \(T\) is a strict symmetric additive tensor category (strict monoidal category with a braiding \(b_{X,Y} : X \otimes Y \rightarrow Y \otimes X\) such that \(b_{X,Y} \circ b_{Y,X} = \text{Id}_{X \otimes Y}\)). The additive structure gives an abelian group structure on the set of morphisms between two objects. We refer the readers to [32] for background on monoidal tensor categories.

An algebra object (or monoid object) in \(T\) is an object \(A\) together with a morphism \(m : A \otimes A \rightarrow A\). \(m\) is associative if \(m \circ (m \otimes 1) = m \circ (1 \otimes m)\). A Rota-Baxter object of weight \(\lambda\) is a triple \((A, m, P)\) such that \((A, m)\) is an algebra and \(P \in \text{End}_T(A)\) such that the diagram
\[
\begin{array}{ccc}
  A \otimes A & \xrightarrow{P \otimes P} & A \otimes A \\
  P \otimes 1_{A \otimes A} & \downarrow & 1_{A \otimes A} \\
  A \otimes A & \xrightarrow{m} & A,
\end{array}
\]

Here \(\lambda\) is an element of endomorphism ring of the identity functor \(\text{Id} : T \rightarrow T\).
If $m$ is associative, then $(A, m, p)$ is a Rota-Baxter associative algebra object. Similarly, $(A, m, p)$ is a Rota-Baxter Lie algebra object if $m$ is a Lie algebra bracket, i.e., it satisfies the condition $m \circ b_{AA} = -m$ and the Jacobi identity

$$m \circ (m \otimes 1) \circ (1 + b_{123} + b_{123}^2) = 0.$$  

Here $b_{123} = (1 \otimes b_{AA}) \circ (b_{AA} \otimes 1)$.

Given any associative algebra object $(A, m)$, there is a natural Lie algebra object $(A_{Lie}, [\cdot, \cdot])$ with $A_{Lie} = A$ as an object in $\mathcal{T}$ and $[\cdot, \cdot] = m \circ (1 - b_{AA})$. Thus we have a functor from the category $Ass(\mathcal{T})$ of associative algebra objects in $\mathcal{T}$ to the category $Lie(\mathcal{T})$ of Lie algebra objects in $\mathcal{T}$ (with morphisms be morphisms in $\mathcal{T}$ that commutes with the structure morphisms). However the existence of the left adjoint functor from $Lie(\mathcal{T})$ to $Ass(\mathcal{T})$ would depend on the category $\mathcal{T}$.

If $(A, m, P)$ is a Rota-Baxter associative algebra object of weight $\lambda$, then $(A_{Lie}, [\cdot, \cdot], P)$ is a Rota-Baxter Lie algebra object.

Recall that for an associative algebra object $(A, m)$, an $A$-module is an object $M$ in $\mathcal{T}$ together with a morphism $\sigma : A \otimes M \rightarrow M$ satisfying

$$\sigma \circ (1 \otimes \sigma) = \sigma \circ (m \otimes 1).$$

If $(L, [\cdot, \cdot])$ is a Lie algebra object in $\mathcal{T}$, then an $L$-module is an object $M$ in $\mathcal{T}$ together with a morphism $\sigma : L \otimes M \rightarrow M$ such that

$$\sigma \circ ([\cdot, \cdot] \otimes 1) = \sigma \circ (1 \otimes \sigma) \circ ((1 - b_{LL}) \otimes 1).$$

For a Rota-Baxter associative algebra object $(A, P)$ in $\mathcal{T}$, an $(A, P)$-module is an $A$-module $M$ together with a morphism $p : M \rightarrow M$ in $\mathcal{T}$ such that

$$\sigma \circ (1 \otimes \sigma) \circ (P \otimes P \otimes p) = \sigma \circ (P \otimes p) \circ (m \otimes 1) \circ ((P \otimes 1 + 1 \otimes P + \lambda(1 \otimes 1)) \otimes 1)$$

which can be verified directly.

Let us give some examples of symmetric tensor categories, in addition to the category $k$-Mod of all $k$-modules, where Rota-Baxter algebras and Rota-Baxter modules might be fruitfully studied.

(a) The category of all $\mathbb{Z}$-graded $k$-modules with graded tensor product. This category has two different braiding, one with the standard switching of tensor factors, and another with change of sign $b_{X,Y}(x \otimes y) = (-1)^{|y|}(y \otimes x)$ if $x \in X_i$ and $y \in Y_j$ are homogeneous elements. The corresponding Lie algebras and associative algebras in two different braiding are different. With the first standard braiding, they are graded Lie algebras and graded associative algebras. But in the second signed braiding, the Lie algebra objects are in the super Lie algebra setting. The Rota-Baxter algebra objects in these tensor categories as well as their representation theory are very interesting topics. The first standard braiding is closely related to sheaves of the projective varieties. For the second case, taking the $\mathbb{Z}/2\mathbb{Z}$-grading, one gets a super Rota-Baxter theory.

(b) The category of all differential graded $k$-modules, whose objects are cochain complexes of $k$-modules. The associative algebra objects are differential graded algebras and the Lie algebra
objects are dg Lie algebras. Thus the above discussions also establishes the Rota-Baxter dg associative algebras and dg Lie algebras.

(c) Let $X$ be a smooth algebraic variety over a field $\mathbf{k}$. The category $\text{Coh}(X)$ of coherent sheaves on $X$ and its bounded derived category $\mathcal{D}^b(\text{Coh}(X))$ are symmetric tensor categories. It is interesting to consider Rota-Baxter algebra objects in this category. The Rota-Baxter algebras structures on the algebra $\Omega^\bullet(X)$ of differential forms should be very interesting and has been discussed in connection with singular hypersurfaces and renormalization on Kazan compactifications [33].

There are many other interesting symmetric tensor categories that have appeared in geometry and topology, as well as mathematical physics. It is interesting to interpret the Rota-Baxter algebra objects in those contexts as well.

Finally we remark that many properties do not require the symmetric property of the tensor category $\mathcal{T}$ if one is limited to associative algebras only (not Lie algebras). Then one can consider quantum Rota-Baxter algebras by considering the tensor categories corresponding to solutions of Yang-Baxter equations. See [22, 26] for braided Rota-Baxter algebras whose module theory is to be developed.

Categorification of Rota-Baxter algebras has also been considered in [10] in terms of distributive monoidal category with a duality functor and an endo-functor so that the Grothendieck ring gives a Rota-Baxter algebra. Examples provided there have interesting geometric and topological applications and should be pursued further. This categorification might be related to the categorification in the context of 2-categories which is still to be developed.
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