Real-Time Identification from Gait Features Using Cascade Voting Method

Berk Ercin1, Abdulkadir Karacı2*

1,2 Kastamonu University, Kastamonu, Turkey

Abstract — There are several biometric methods for identification. These are generally classified under two main groups as physiological and behavioural biometric methods. Recently, methods using behavioural biometric features have gained popularity. Identification made using gait pattern is also one of these methods. The present study proposes a machine learning based system performing identification in real time via gait features using a Kinect device. The data set is composed of 23 individuals’ skeleton model data obtained by the authors. From these data, 147 handcrafted features have been extracted. Deep Neural Network (DNN), Random Forest (RF), Gradient Boosting (GB), XG-Boost (XGB) and K-Nearest Neighbour (KNN) classifiers have been trained with these features. Furthermore, the output of these five machine learning models has been combined with a voting approach. The highest classification has been obtained with 97.5 % accuracy via a voting approach. The classification accuracies of the RF, DNN, XGB, GB and KNN classifiers are 95 %, 87.5 %, 85 %, 80 % and 65 %, respectively. The classification accuracy obtained via a voting approach is higher than in the previous studies. The developed system successfully performs real-time identification.
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I. INTRODUCTION

Development of accurate and efficient identity authentication methods via biometrics and computer-assisted vision systems is an important research area. Biometrics is the measurement and analysis of the distinguishable biological properties [1]. While biometrics has been used in various commercial applications, from access control against potential frauds to preventing voters from voting twice, it has also attracted a great deal of attention from researchers [2]. Biometric recognition, or simply biometrics, means the recognition of individuals automatically according to their physiological or behavioural features. While features such as iris image, face and fingerprint are used in physiological biometrics, behavioural characteristics of individuals such as voice, signature and gait information are used in behavioural biometrics [3]. The importance of the automatic identification based on biometrics increases with each passing day in crowded environments frequently used by societies. Although the use of physiological biometrics is quite common in such environments, it already requires authentication of the person before they can come into physical contact with the sensor to initiate the identification process. These sensors, which are in common use of individuals in social settings, may cause various contagious diseases to spread [4]. Therefore, the importance of automatic remote identification or authentication using gait information increases in such social settings.

The identification of people based on their gait can be performed using low resolution images unlike other biometrics such as iris and fingerprint and requires no physical interaction from the subjects [5]. Identification based on gait style of people aims at practicability of identification process. The gait style of individuals is a unique feature that is difficult for others to imitate [6]. Gait information used in identification is based on recording the gait of individuals with the help of a camera. The extraction of the gait information after this recording is generally classified under two categories as model-based and model-free.

In the model-free method, the gait information of the individuals is based on the features extractable from the silhouettes obtained from the image [7]. For the gait information of individuals to be extracted, silhouettes are obtained by separating the background and the individuals. Model-free approaches can be applied easily but they are not fixed-scaled and require recording from various angles [8]. Model-based approaches, on the other hand, aim at identifying model-free. 

One of these devices, Microsoft’s Kinect, has become a device often preferred by the researchers as it is highly affordable due to its low cost and can easily extract the characteristic gait information of individuals thanks to its depth
sensors. It provides the researchers with the opportunity to collect detailed three-dimensional information using the Time-of-Flight technology [10]. Various data of 25 joints of individuals whose images are recorded with Kinect SDK can easily be obtained. Kinect provides the user with the three-dimensional real world coordinate information of these joints. The gait features of the individuals are extracted by analysing their movements with this coordinate information. Identification applications can be developed by using the obtained gait features.

Some researchers have developed feature extraction techniques that allow extracting both static and dynamic features from the gait information. Bobick and Johnson [11] have measured static features such as height, body width and leg length, and the distance between the feet at moments when both feet contact the ground during the walk for each walking period. Singh and Jain [12] have obtained dynamic features by creating two triangles between three points to represent the human body. Jianwattanapaisarn et al. [13] have achieved a high level of identification performance by using some joint coordinate points as a gait feature. Also, Sahak et al. [5] have stated that while low identification performance is observed in studies using only dynamic features, in the studies using the combination of static and dynamic features high identification performance is observed.

In this study, real-time identification is performed by using all joint coordinate points of human skeleton model and refracting angles of some joint points relative to joint points, to which they are associated provided by Kinect device. The dataset has been obtained from 23 volunteers, 13 men and 10 women, within the scope of the study. For classification, Deep Neural Network (DNN), Random Forest (RF), Gradient Boosting (GB), XG-Boost (XGB) and K-Nearest Neighbour (KNN) classifiers have been used. Furthermore, these methods have been combined via a voting approach and the classification performance of all classifiers has been compared.

The main contribution of the study can be summarised as follows:
1. Original data set obtained by the authors has been used.
2. The classification performance has been enhanced by combining five different machine learning models via a cascade voting method.
3. Higher classification performance compared to other real-time identification studies in the literature has been obtained.

The paper is organised as follows. In the second section of the study, theoretical background of the biometrics is presented. The third section describes methods used, feature extraction and creation of the data set. In the fourth section, real-time classification performance of the classifiers is presented.

II. THEORETICAL BACKGROUND

A. Biometrics

Biometrics is a discipline that applies statistical methods to biological problems. It includes the use of physical or biological properties to identify individuals. Biometric identification is known as a discipline interested in the identification and measurement of the physiological and behavioural features. By means of biometrics, the features to be used in identification are measured and person-specific characteristic features are collected. Then, these features are analyzed and biometric systems that perform identification are designed. One of the problems encountered in the design of such systems is that there can be noise in these samples taken from individuals. This noise results from the measurements of two samples taken from the same individual at different times being different [14]. Biometric identification processes are generally separated into two processes, such as recording and identification. In the recording process, distinguishing biometric data are taken from a group of individuals, these data are analysed, and features are extracted for each individual. Using these extracted features, a template is created for each individual. In the identification process, the obtained template is compared with the templates obtained during the recording process using certain algorithms and the identification is achieved. In scenarios where more than one algorithm and template are used, a single output is tried to be produced by a voting method [1]. Biometric features are divided into two groups: physiological and behavioural biometrics.

B. Physiological Biometrics

Physiological biometrics are obtained from the physical measurements of the human body. The accuracy rates of the systems based on physiological characteristics in identification are high [15]. However, in some circumstances, these biometric features may change. For instance, fingerprints of individuals from professions in contact with chemical substances may vary from day to day. Similarly, the eyes of individuals with diabetes may also vary [16]. Examples of application regarding physiological biometrics include identification with iris, identification with face and identification with fingerprint.

In identification with iris, the iris pattern which is a distinguishing feature for individuals is used. As in fingerprints, the irises of the twins are also different. The iris image taken for identification is subjected to data analysis for the distinguishing features to be extracted. This analysis is generally made by scanners specifically designed for iris scanning [17]. Even though the use of these scanners is simple and quick, they are expensive and pose threats to human health as different individuals at close range use them.

The face recognition systems ensure the easy, rapid and comfortable acquisition of the data required without the need for cooperation of the individuals or interfering with their social lives. They also demonstrate high classification performance. For these reasons, these are one of the most used biometric identifications in our daily lives. One major problem in automatic face recognition is that they need to perform well despite the changes a face experiences through time, different poses, illumination, cosmetics such as make-up products and glasses individuals use and various facial expressions, [18].

Fingerprint identification is one of the most common and reliable biometrics due to its inter-person uniqueness, consistency and authenticity [19]. Each finger of each person
Behavioural biometrics are the behavioural characteristic features individuals respond to the situation they encounter. While a part of the individual’s body is used for identification or authentication in physiological biometrics, in behavioural biometrics, unique responses individuals present are used for identification. In addition, while physiological biometrics methods identify the individual once and at only one point, behavioural biometrics methods perform identification or authentication continuously as long as the individual is in proximity to the related sensor. Behavioural biometrics methods include identification via gait, signature and voice.

The way individuals sign is a characteristic feature. In identification via signature, the digital form of the signatures of individuals is used. Typically, there are two methods: static method and dynamic method [23]. In static authentication, similarities between a signature, the image of which is recorded with the help of a scanning device, and signatures of the individual stored in the database are detected using various pattern detection methods [24]. In the dynamic identification, on the other hand, the signatures of individuals are recorded in real time by means of electronic tablets or computer screens sensitive to pens; features of the signature such as speed, acceleration, pressure and the angle of the pen in relation to the surface are extracted. The authentication is made in accordance with the analysis of these features [25]. The voice biometrics performs authentication by using the characteristic features of the voice of an individual. The features of the voice consist of physiological and behavioural biometric features [1]. Identification by voice is used to identify or authenticate the identity of an individual by decoding the speaking structure of the said individual.

Another behavioural biometrics used in identification is identification via gait. The gait pattern is person-specific and is a behavioural biometric consisting of complex data. It is quite difficult for one’s gait to be imitated by others [6]. People constantly walk in a gait pattern unique to themselves. Identification or authentication based on gait information is a pattern identification in its essence. The information of gait patterns of individuals is obtained using a variety of methods and devices, and various machine learning models are trained by the obtained information, and systems that can perform real-time identification can be developed. In addition, gait information is among one of the few biometric features that can be obtained from individuals without interfering with their daily lives and from a certain distance with the help of a camera. Therefore, it is quite appropriate for the surveillance and security scenarios in shared areas often used by societies without harming the privacy of individuals while identifying an individual within the system. The combination of biometric-based static features and the features obtained from motion analysis of some joints may create an effective data set to identify an individual [8]. Many systems providing identification based on a gait pattern extract the silhouette of the individual from the image and perform the identification either by obtaining gait information from this silhouette or by the gait information obtained from the various joint points provided by the emerging model as a result of the matching of these silhouettes to a human skeleton model.

### III. Method

The section of the study presents a model-based approach used for real-time identification and machine learning methods used for classification by obtaining the data set via Microsoft Kinect device.

The success of the identification process depends on getting the gait information in a healthy way. For this reason, the methods to obtain gait information should be chosen carefully. As mentioned before, the methods to obtain the gait information generally consist of model-based and model-free methods. Model-free methods extract the gait information from silhouettes obtained from image [26]. Static features are more important for these methods [27]. The application of these methods is easier, and their computational complexities are smaller compared to model-based methods. However, model-free methods depend on the angle and scale of the image taken and require recording with multiple cameras [8]. In addition, clothing of individuals also has an important effect on the gait information obtained. In the phase of feature extraction, these limitations can be overcome by using model-based methods [28]. Model-based methods use matching of a human skeleton model to the individual whose silhouette is extracted [11]. Gait information is obtained by using the skeleton model that emerged as a result of the matching. Furthermore, model-based methods are independent of the angle and scale of the image taken [29]. They are not sensitive to the background and the noise in the image.

Model-based approaches have high computational costs due to complex algorithms such as extracting the background, detecting the silhouette and matching this detected silhouette to a human skeleton model [30]. These disadvantages of the model-based approach can be tackled using new generation image recording devices emerging as the camera systems develop. Kinect sensor is one of these devices. Kinect sensor provides high-quality human skeleton models containing three-dimensional real-world coordinate information of 25 joint points belonging to at most 6 individuals and orientation data of the joint points relative to the associated joint points at the same time. However, because some of these joint points are leaf nodes, Kinect does not provide any orientation data for these joint points. These joint points are head, left foot, right foot, left hand tip, right hand tip, left thumb and right thumb. Fig. 1 shows a human skeleton model and joint points provided by Kinect device. In Table I, the labels of these joint points are presented [31]–[33].

---

**Figure 1:** Human skeleton model and joint points provided by Kinect device.
TABLE I
LABELS CORRESPONDING TO INDEX INFORMATION OF THE JOINT POINTS OF THE KINECT SKELETON MODEL

| Joint Points   | Index Numbers | Joint Points   | Index Numbers |
|----------------|---------------|----------------|---------------|
| Lower Spine    | 0             | Left Knee      | 13            |
| Middle Spine   | 1             | Left Ankle     | 14            |
| Neck           | 2             | Left Foot      | 15            |
| Head           | 3             | Right Hip      | 16            |
| Left Shoulder  | 4             | Right Knee     | 17            |
| Left Elbow     | 5             | Right Ankle    | 18            |
| Left Wrist     | 6             | Right Foot     | 19            |
| Left Hand      | 7             | Shoulder Spine | 20            |
| Right Shoulder | 8             | Left Hand Tip  | 21            |
| Right Elbow    | 9             | Left Thumb     | 22            |
| Right Wrist    | 10            | Right Hand Tip | 23            |
| Right Hand     | 11            | Right Thumb    | 24            |
| Left Hip       | 12            |                |               |

A. Obtaining the Data Set

There is no readily available data set acknowledged by everyone for identification with Kinect device. Therefore, in this study, an authentic data set is created by the authors. The data set is collected from the students and lecturers of Kastamonu University, Faculty of Engineering. Data collection processes are carried out after the purpose of the research is explained to the people from whom the gait data are to be collected and their consent is obtained. Data have been collected from 23 people of different age in total, 13 being men and 10 being women. Fig. 2 shows the data collection and data collection setting.

To collect data from Kinect sensor, PyKinect2 wrapper (https://github.com/Kinect/PyKinect2) is used on Pyton programming language. During the data collection process, Kinect device is placed on a platform of 70 cm height. The gait information of individuals is obtained by recording their normal walk on a straight line towards Kinect device five times. Each walk takes about 2 sec, and 30 rows of data are collected for each individual per walk. Since Kinect assigns a negative infinite value to the coordinate information of the joint points that it cannot detect immediately, there are undefined data in the recorded phases of individuals’ gait data. After obtaining the data of five gait phases of 23 individuals, virtual values are assigned to these undefined values within each gait phase with a simple algorithm. In this algorithm, if the undefined value is the first or the last value, the next or the previous value is assigned as the virtual value. In case the previous or next values are also undefined, the previous or next values are kept being checked until a defined value is found. The data manipulation is achieved by assigning a virtual value to undefined data between any two defined data values by taking the average of the previous and next data values.

The following features are also extracted based on the study of Jianwattanapaisarn et al. [13] during the data collection process: (i) the real-time three dimensional $X$, $Y$ and $Z$ coordinate information of 25 joint points, (ii) the $X$, $Y$, and $Z$ vectors of the joint points (except for the leaf node joint points representing the head, left foot, right foot, left hand tip, right hand tip, left thumb and right thumb) calculated from the orientation data in accordance with the joint points they are associated to, and (iii) the angles of refraction of the joint points with orientation data calculated in accordance with the joint points they are associated to. The orientation data herein are the rotation motion of the joint points they make with the subsequent joint points towards leaf points and provided by Kinect device in quaternion form. Total of 147 features have been obtained from each frame. 75 of these 147 features are real-time coordinate information of the 25 joint points relative to Kinect camera. This information is provided by Kinect device. The remaining 72 features are the angles of refraction $\theta$ of 18 joint points (apart from 7 joint points index numbers of which are 3, 15, 19, 21, 23, 22 and 24, whose quaternion information cannot be provided by Kinect device as they are leaf joint points and therefore joint vectors and angles of refraction cannot be calculated) relative to
subsequent joint points they are related to and their $X$, $Y$, and $Z$ vector values. These values are calculated through quaternion data provided by Kinect device. Said calculations are explained in the next section.

**B. Obtaining Joint Vectors and Angles of Refraction**

Kinect provides the orientation information of the joint points to the user in quaternion forms. In mathematics, quaternions are the number systems expanding the complex numbers to four dimensions, one being real and three being virtual. Quaternions have been defined and applied to mathematics in the three-dimensional space by the Irish mathematician Sir William Rowan Hamilton [34]. Quaternions are generally used to calculate the rotational movements in the virtual. Quaternions have been defined and applied to mathematics in the three-dimensional space by the Irish mathematician Sir William Rowan Hamilton [34]. Quaternions are defined as in (3) and quaternions consist of scaler and vector parts. If the equivalent of $w$ is to be shown with $q$ as the scaler part (real dimension); then the equivalent of $x + y + z$ is shown with $q + q + q + q$ as the vector part (virtual dimensions).

$$Q_o = qa + iq_b + jqc + kqd.$$  

(3)

Kinect provides the orientation quaternion of the joint points of users in $Q_o(q_a, q_b, q_c, q_d)$ form. When represented in this form, orientation quaternions can be expressed as (4) for the angle around one unit of axis considering similar to the axis-angle [35].

$$Q_o = \cos\left(\frac{\theta}{2}\right) + i\left(x \cdot \sin\left(\frac{\theta}{2}\right)\right) + j\left(y \cdot \sin\left(\frac{\theta}{2}\right)\right) + k\left(\sin\left(\frac{\theta}{2}\right)\right).$$  

(4)

where $\theta$ is the angle of refraction made with the associated joint point, and $x$, $y$, and $z$ are vectors representing the rotation axis. After calculating the $\theta$ angle of refraction of this $Q_o$ orientation quaternion provided by Kinect as in (5), $x$, $y$, and $z$ magnitudes of the vector, part of orientation quaternion could be calculated as in (6).

$$\theta = \arccos(q_a) \times 2.$$  

(5)

$$x = q_b \cdot \sin\left(\frac{\theta}{2}\right), y = q_c \cdot \sin\left(\frac{\theta}{2}\right), z = q_d \cdot \sin\left(\frac{\theta}{2}\right).$$  

(6)

**C. Classification**

The section explains the details of the RF, GB, XGB, KNN and DNN classifiers used for identification and the cascade voting methods used in this study. Among these classifiers, while Keras library of TensorFlow is used for the DNN, for all other algorithms, Scikit-learn library is used. In the training of classifiers, the entirety of the data set is used because the testing is performed in real time with the data obtained online from the Kinect device. In the training of RF, GB, and XGB classifiers, default parameters provided by Scikit-learn library are used. KNN classifier is trained with $k = 1$ parameter. The input layer of DNN classifier consists of 147 neurons, the output consists of 23. It has 3 hidden layers with 200 neurons. While the activation function is selected as ReLU for hidden layers, in the last layer, activation function is selected as Softmax. Adamax is chosen as the optimization algorithm, Sparse Categorical Crossentropy – as the loss function, 80 – as the batch size and 120 epoch training is carried out.

As mentioned earlier, the testing has been made in real time using a cascade voting method. The cascade voting method approach applied for identification is shown in Fig. 3. For testing, the data have been taken for 2 sec at 15 frames per second, 30 frames in total. If there is an undefined value in the instant data without any data manipulation being done on the data, that data are skipped and given as input to the machine learning models. The reason is that data manipulation processes that will be carried out where necessary by controlling all the received data increase the cost of and decrease the efficiency of the system.

---

**Fig. 3. The architecture of cascade voting approach.**
In fact, one frame is sufficient for identification. However, since a real-time classification has been performed relying on a single frame of data, it can create security breaches. To avoid this situation, 30 frames are taken, and the classification results of each classifier are obtained for each frame. In other words, one classifier produces 30 class predictions in testing. Here, voting approach (Voting-1) is used to reduce 30 class predictions of a classifier to one and the class receiving most votes is accepted as the output of that classifier. By this way, individual classification predictions of 5 different classifiers are obtained. However, here the classification predictions of 5 different classifiers still creates an uncertainty. To eliminate this uncertainty, the voting approach is applied to the predictions of these 5 classifiers and the class receiving the most vote becomes the final class prediction of the system. By this way, the identified individual is clearly revealed.

IV. RESULTS AND DISCUSSION

In this section, real-time classification performance of the machine learning algorithms and voting approach is given and is compared to previous studies. Real-time tests are carried out on four individuals. The first two are a middle-aged woman and a young woman, and the other two are young men. The 147 features to be used as input to classification algorithms for testing have been collected from each frame during video stream and used as a single row. Data have been collected from 30 frames with no undefined data in them and the collected data have been given to five machine learning algorithms. The reason for choosing the number of frames as 30 is because the depth sensor used to receive the three-dimensional data in the Kinect device can only be extracted from the skeleton model of the person detected between 1.5 and 4.5 meters away from the Kinect device. It has been observed that to cover the start and end stages of walking, 3-meter distance for the individuals who need to walk during the test, can be crossed over in the period of obtaining approximately 30 frames.

| Person Code | RF (acc %) | GB (acc %) | XGB (acc %) | KNN (acc %) | DNN (acc %) | Voting (acc %) |
|-------------|------------|------------|-------------|-------------|-------------|----------------|
| 20          | 100        | 100        | 100         | 40 (3, 6, 21)| 90 (21)     | 100            |
| 21          | 100        | 90 (20)    | 100         | 80 (2, 6)   | 100         | 100            |
| 22          | 80 (8, 10) | 30 (4, 8, 10, 11) | 40 (4, 8, 10)| 90(8) | 80 (8, 10) | 90 (8) |
| 23          | 100        | 100        | 100         | 50 (14, 19) | 80 (14)     | 100            |
| Mean Accuracy | 95        | 80         | 85          | 65          | 87.5        | 97.5           |

TABLE II
REAL-TIME IDENTIFICATION PERFORMANCE OF MACHINE LEARNING ALGORITHMS

In the experimental study conducted, 10 experiments have been made for each individual. Individual classification performance of the classification algorithms obtained by voting-2 approach is shown in Table II. There are 23 people within the data set used in training of the machine learning models. In real-time testing, tests have been carried out on 4 of these 23 individuals. These four individuals are represented with person codes as 20 for young male adolescent, 21 for young male, 22 for young female, and 23 for middle-aged female. The values given in parenthesis next to classification performance in Table II is the person code information that machine learning algorithm predicted wrongly.

The individual with person code 20 is misclassified with individuals with person codes 3, 6 and 21 by KNN for 6 times and is predicted wrongly; and is misclassified with individual with person code 21 by DNN algorithm and is predicted wrongly. For the individual with person code 21, GB algorithm has predicted wrongly once as individual with person code 20; and KNN has predicted wrongly as individuals with person codes 2 and 6. It should be stated that individuals with person codes 20 and 21 are siblings and are misclassified with each other in wrong predictions. For the individual with person code 22, RF, GB, XGB, and DNN algorithms have made wrong predictions as individuals with person codes 8 and 10. In addition, KNN and voting methods have predicted wrongly as individual with person code 8. Furthermore, GB algorithm has predicted wrongly as individuals with person code 4 and 11, and XGB algorithm has predicted wrongly as individual with person code 4. For the individual with person code 23, KNN and DNN algorithms have made wrong predictions as individual with person code 14. Also, KNN algorithm has predicted wrongly as individual with person code 19. When individuals predicted wrongly for one another are considered, it is seen that they are of the same sex generally.

When the classification performance of the machine learning methods and voting approach (Voting-2) are compared in terms of their accuracy values, the highest rate of accuracy (97.5 %) is obtained with a voting approach as can also be seen in Fig. 4. The voting approach has predicted individuals correctly apart from individual with person code 22. It has misclassified individual with person code 22 once and twice with individual with person code 8. The classification performance of other machine learning algorithms is as follows: RF (accuracy = 95 %), DNN (accuracy = 87.5 %), XGB (accuracy = 85 %), GB (accuracy = 80 %) and KNN (accuracy = 65 %), respectively. The lowest classification performance belongs to KNN.

![Fig. 4. The comparison of the classification performance of the classifiers in terms of their accuracy values.](image-url)
The classification accuracy obtained in this study is higher than in the previous studies. It has a slightly lower classification performance from the study of Sahak et al. [5]. However, this study performs offline classification. For this reason, it is normal that the classification performance of our study is slightly lower. In real-time classification, classification performance usually decreases due to occasionally undefined data received from the depth sensor of Kinect device.

V. CONCLUSION

In this study, a system performing identification in real time via gait features using a Kinect device has been developed. The features within the data set have been obtained using a model-based approach. These features consist of real-world three-dimensional coordinates of 25 joint points of human skeleton model and the angles of refraction of some joint points with the joint points they are associated to. RF, DNN, XGB, GB and KNN classifiers have demonstrated the accuracy rate of 95 %, 87.5 %, 85 %, 80 % and 65 %, respectively. The highest classification performance has been obtained via a voting method (Voting-2) with 97.5 % accuracy rate. Obtaining a common classification result through a comparison of the results of the five machine learning algorithms, the voting method increases the classification performance. When the performance of the developed system is reviewed, it is seen that it is a system that can successfully perform real-time identification. As the distance of the depth sensor of the used Kinect device is limited, a system more tolerant to changes can be developed by using devices with larger depth sensor distance to observe the longer distance walks. Also, a limitation of this study is that, even though data have been collected from 23 individuals during the data collection phase, only four individuals have been reached in the testing phase due to Covid-19 pandemic.
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