Neural network architecture optimization using automated machine learning for borehole resistivity measurements
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SUMMARY
Deep neural networks (DNNs) offer a real-time solution for the inversion of borehole resistivity measurements to approximate forward and inverse operators. Using extremely large DNNs to approximate the operators is possible, but it demands considerable training time. Moreover, evaluating the network after training also requires a significant amount of memory and processing power. In addition, we may overfit the model. In this work, we propose a scoring function that accounts for the accuracy and size of the DNNs compared to a reference DNN that provides good approximations for the operators. Using this scoring function, we use DNN architecture search algorithms to obtain a quasi-optimal DNN smaller than the reference network; hence, it requires less computational effort during training and evaluation. The quasi-optimal DNN delivers comparable accuracy to the original large DNN.
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1 INTRODUCTION
Oil and gas companies use geosteering to increase the productivity of their wells (Beer et al. 2010; Bittar & Aki 2015). In this application, a logging-while-drilling (LWD) instrument helps us to navigate the well trajectory inside the oil reservoir to maximize its production. A LWD instrument incorporates transmitters and receivers, in our case, electromagnetic (EM) ones (Desbranhes & Clayton 1994; Spies 1996).

In geosteering, we encounter forward (Shahriari et al. 2018, 2020a; Alyaev et al. 2021) and inverse problems (Shahriari et al. 2020b). Some traditional methods to solve inverse problems include gradient-based and statistics-based approaches (Malinverno & Torres-Verdin 2000; Tarantola 2005; Watzien 2007; Ijasana et al. 2013; Pardo & Torres-Verdin 2014; Jahani et al. 2022). Artificial intelligence (AI) algorithms, particularly deep learning (DL), have recently become popular to solve inverse problems (Jin et al. 2019b; Puzyrev 2019; Shahriari et al. 2020c, b; Moghadas 2020; Hu et al. 2020; Rammay et al. 2022). In this work, we use a deep neural network (DNN) to approximate the solution of an inverse problem.

The main difficulty when solving an inverse problem arises due to the non-uniqueness of its solution, that is when there exist multiple outputs for each input (Tarantola 2005). It turns out that the DNN approximation may become an average of all the existing solutions, which can be far from any of them. To partially overcome this problem and obtain one of the possible existing solutions, in (Shahriari et al. 2020c), we proposed a specific loss function based on the misfit of the measurements that incorporates both the inverse and forward solutions. To recover a set of solutions, one would need to use more sophisticated methods like Bayesian DNNs (Snoek et al. 2012), or mixture density networks (Alyaev & Elsheikh 2022), which are out of the scope of this work.

Designing DNN architectures by hand is difficult (Goodfellow et al. 2016; Higham & Higham 2019). An excessively large DNN may achieve the required accuracy, but we may incur in excessive computational costs and possibly in overfitting. On the other side, using a small DNN may limit the accuracy. Here, we use automated machine learning (AutoML) algorithms (Hutter et al. 2019; He et al. 2021). More precisely, we make use of DNN architecture search algorithms (O’Malley et al. 2019; Jin et al. 2019a; Elskens et al. 2019) to build quasi-optimal DNN architectures, where the optimal DNN architecture belongs to a specific search space defined by the user a priori. We perform this optimization process by balancing the size and accuracy of the networks. These search techniques allow us to find well-suited DNNs with limited knowledge about the DNN architectures.

In this work, we have considered as a reference model the DNN described in Shahriari et al. (2022), and we have evaluated the explored architectures by assessing the error variation and the number...
of trainable parameters. This is tightly related to model compression (Cheng et al. 2018), a research field that explores methods for reducing the complexity of a reference model without affecting its accuracy. In particular, our approach can be linked to knowledge distillation (Ba & Caruana 2014), a family of techniques consisting of training a more compact model that integrates the output of the reference model in the loss function. In our case, we rely on AutoML for exploring the space of compact models. The resulting DNN architecture is a parametric representation of the desired operator, that is forward and inverse. Although DNN architecture search algorithms are time-intensive, having a smaller model makes it computationally cheaper to train a DNN on new data sets (new scenarios). Moreover, smaller DNNs require less memory to save and fewer computational resources to evaluate. Therefore, saving and evaluating on portable devices, for example LWD instruments, is more versatile.

In this work, we propose a search space of DNN architectures based on convolutional blocks. Moreover, we introduce a scoring function that accounts for both the loss and size of the DNN. By minimizing this scoring function, we find the optimal DNN within the selected search space. We use two standard architecture search algorithms: random and Bayesian searches (Elsken et al. 2019). We compare the results of the obtained DNN versus our original DNN designed by hand. Results show that the AutoML DNN algorithms deliver smaller DNN networks that preserve the accuracy of the larger DNN created by hand. Throughout this work, we consider noise-free synthetic measurements. Nonetheless, we expect smaller DNNs to be more resilient towards noise than large DNNs that are more prone to overfitting.

The remaining of this work is organized as follows: Section 2 defines the forward and inverse problems in the inversion of borehole resistivity measurements. Section 3 describes a two-step training strategy that we use in this work to obtain the DNN approximation of the inverse operator. Section 4 discusses the considered DNN architecture components, the definition of the scoring function, and the DNN architecture search algorithms that we use in this work. Section 5 verifies the proposed techniques by showing the training results and the model’s output for some synthetic models. Section 6 is dedicated to the conclusion.

2 PROBLEM DEFINITION

Let \( \mathbf{p} \) be the subsurface properties. In this application, since the inversion should be performed in real-time, to reduce the computational complexity of the problem it is common to consider a 1D-layered formation around the logging position (Davydycheva & Wang 2011; Pardo & Torres-Verdín 2014; Shahriari et al. 2018). Hence, \( \mathbf{p} \) is a vector of variables parametrizing the 1D formation as follows:

\[
\mathbf{p} = (\rho_c, \rho_u, \rho_l, d_u, d_l),
\]

where \( \rho_c \) is the resistivity of the host (central) layer of the logging instrument, \( \rho_u \) and \( \rho_l \) are the resistivities of the upper and lower layers, respectively, and \( d_u \) and \( d_l \) are vertical distances to the upper and lower bed boundaries, respectively. Fig. 1 shows the Earth subsurface parametrization and corresponding variation intervals selected based on their occurrence on the geological targets (Pardo & Torres-Verdín 2014; Shahriari et al. 2020b; Shahriari & Pardo 2020).

The selection of the measurements is of paramount importance to: (1) avoid using redundant or highly correlated measurements, which are unnecessary and (2) be able to obtain an efficient DNN approximation of the forward and the inverse operators. Shahriari et al. (2022) describes an automatic algorithm to select seven complex-valued measurements from a pool of 45 measurements obtained with two logging instruments shown in Fig. 2: a conventional LWD and an azimuthal one. Each logging instrument incorporates various transmitter-receiver spacings. Let \( \mathbf{m} \) be the measurements obtained at the receivers using the aforementioned logging instruments and the algorithm described in Shahriari et al. (2022). Table 1 describes these measurements for each transmitter-receiver set. For each measurement shown in Table 1, we obtain a real and an imaginary part, except for the geosignal as the imaginary part is discontinuous (see Shahriari et al. 2022, for more details). Therefore, \( \mathbf{m} \) contains 13 real numbers per logging position. Table 2 defines the type of measurements that we consider in this work. Moreover, we consider high-angle (almost horizontal) trajectories, hence, for the case of trajectory dip angle, we have \( t \in [83^\circ, 97^\circ] \). Then, we have the following separate problems:

(i) Forward problem: Given \( \mathbf{p} \) and \( t \), we obtain \( \mathbf{m} \) at the receivers, that is \( \mathcal{F}(\mathbf{p}, t) = \mathbf{m} \), where \( \mathcal{F} \) is the solution of Maxwell’s equations with a zero Dirichlet boundary condition far away from the transmitters (Davydycheva et al. 2004; Davydycheva & Wang 2011; Shahriari et al. 2018; Shahriari & Pardo 2020; Shahriari et al. 2020a; Alyaev et al. 2021). Hence, given the aforementioned definitions of material properties, trajectory dip angle and measurements, the forward function has an input dimension of 6 and an output dimension of 13.

(ii) Inverse problem: Given the measurements acquired at the receivers and the trajectory dip angle, the inverse operator \( \mathcal{I} \) delivers the subsurface properties, that is \( \mathcal{Z}(\mathbf{m}, t) = \mathbf{p} \) (Ijasana et al. 2013; Pardo & Torres-Verdín 2014; Shahriari et al. 2020b; c; Jin et al. 2019b). Therefore, the input and output sizes of the inverse operator are 14 (considering the measurement and trajectory dip angle) and 5, respectively.

In this work, we use DNNs to approximate the forward function \( \mathcal{F} \) and inverse operator \( \mathcal{I} \). Training a DNN requires a large data set. Hence, given the above subsurface parametrization, trajectory, and measurements, we produce a data set of 300,000 randomly selected samples using a fast semi-analytic solver (Loseth & Ursin 2007). We then express the values of the subsurface properties in the logarithmic scale (Shahriari et al. 2020c), and rescale all the variables (i.e. subsurface properties in the logarithmic scale and the measurements) to the interval \([0.5,1.5]\) (see Shahriari et al. 2022, for details).

![Figure 1. 1D subsurface formation, its parametrization and the range of variation of the parameters. The logging position indicated by the red circle. \( \rho_u, \rho_c \) and \( \rho_l \) are the resistivities of the upper, central and lower layers, respectively, \( d_u \) and \( d_l \) are vertical distances from the current logging position to the upper and lower bed boundaries, respectively.](https://academic.oup.com/gji/article/234/3/2487/7206404)
DNN is a method for training one-shot models with differentiable hyperparameters, and it shares $$\theta$$.

Shahriari et al. (2020c) use our proposed measurement. A 1D convolutional layer consists of two main components: (1) kernel size: an integer being the size of the sliding window that moves along the input data during the convolution operation and (2) number of filters: an integer corresponding to the number of output channels produced by the convolutional layer, that is the dimension of the output tensor. Herein, we define the convolutional block $$R_{k_0 \cdot k_1}$$ shown in Fig. 3 as our main architectural component of our DNNs, where $$k_0$$ and $$k_1$$ are

Table 1. Evaluated measurements for each transmitter–receiver set.

| Transmitter–receiver | Measured component                  |
|----------------------|-------------------------------------|
| (Tx1, 1, Tx1, 2, Rx1, Rx2) | zz, yy, Geosignal, symmetrized directional |
| (Tx2, 1, Tx2, 2, Rx1, Rx2) | Symmetrized directional             |
| (Tx, Rx1)          | Symmetrized directional             |
| (Tx, Rx2)          | zz                                  |

Table 2. Definition of each type of measurement. $$H_0$$ is the complex-valued magnetic field, where $$i$$ and $$j$$ indicate the orientations of transmitters and receivers, respectively.

| Name                | Measurement definition |
|---------------------|------------------------|
| zz                  | $$H_{zz}$$             |
| yy                  | $$H_{yy} - H_{xx}$$     |
| Geosignal           | $$H_{zz} + H_{xx}$$     |
| Symmetrized directional | $$H_{zz} - H_{xx}$$     |

3 TWO-STEP TRAINING STRATEGY

Due to the non-uniqueness of the inverse operator’s output, using conventional loss functions (based on the misfit of the inversion variables $$p$$) may produce an inaccurate solution (Tarantola 2005; Shahriari et al. 2020c). To guarantee that the trained DNN delivers one of the true solutions of the inverse operator, we use a two-step training strategy, as described in Shahriari et al. (2020c). First, we approximate the forward function $$F$$ as:

$$F_{\theta^*} := \arg \min_{\theta} \sum_{i=1}^{n} L(F_{\theta}(t_i, p), m_i),$$

where for given vectors $$x$$ and $$y$$, we define $$L(x, y) = \|x - y\|_1$$, $$((p, m, t))_{1}^{n}$$ is the training dataset consisting of $$n$$ samples, and $$\alpha$$ is the set of weights and biases corresponding to the DNN. Then, using the trained DNN approximation of $$F$$, we use the following loss function based on the misfit of the measurements to obtain the DNN approximation of the inverse operator:

$$I_{\theta^*} := \arg \min_{\theta} \sum_{i=1}^{n} L(F_{\theta^*} \circ I_{\theta}(t_i, m_i), m_i),$$

where $$\beta$$ represents the weights and biases corresponding to the DNN, and $$\alpha$$ indicates the composition of the functions.

4 DNN ARCHITECTURE OPTIMIZATION

4.1 Space of DNN architectures

There exist endless possibilities to select the search space for the DNN architectures. One can select different types of DNN layers/blocks, for example convolutional layers and dense layers, and their corresponding variables, for example kernel size and the number of neurons, and the number of layers/blocks that build the DNN architectures. Beyond that, one can also search for the best training hyperparameters, such as learning rate, which can lead to a more efficient or faster training process. Hence, the search space selection is arbitrary, and there is no concrete approach for selecting the best search space among all the possibilities. Therefore, as it is only guaranteed that the obtained DNN is optimal inside a proposed search space, we call it quasi-optimal DNN architecture. A different selection of the search space will likely lead to a different quasi-optimal DNN architecture, since this choice is not unique.

In this work, we only focus on the architectural components. To have a fair comparison between our quasi-optimal DNN and our previous results, we form convolutional blocks analogous to the ones shown in Shahriari et al. (2022). A 1D convolutional layer consists of two main components: (1) kernel size: an integer being the size of the sliding window that moves along the input data during the convolution operation and (2) number of filters: an integer corresponding to the number of output channels produced by the convolutional layer, that is the dimension of the output tensor. Herein, we define the convolutional block $$B_{k_0 \cdot k_1}$$ shown in Fig. 3 as our main architectural component of our DNNs, where $$k_0$$ and $$k_1$$ are
the kernel sizes of two 1D convolutional layers (He et al. 2016). As the tuning process is highly time-intensive, in this work, we do not consider the number of filters as part of our search space to reduce its dimension. We consider \( F_{h,r,a} \) to be the DNN approximation of \( F \) given the set of hyperparameters \( h_f \). Then, for \( h_f = \{ n, k_0, k_1, l \} \), we define \( F_{h,r,a} \) as:

\[
F_{h,r,a} = B_{k_0,k_1} \circ \cdots \circ B_{k_0,k_1} \circ C_l,
\]

where \( n \) is the number of residual blocks and \( C_l \) is a 1D convolutional layer with \( l \) being its kernel size. We define the search space of hyperparameters as:

\[
S_F = \{ n \in \{ 1, 2, 3, 4 \}, k_0, k_1, l \in \{ 3, 5, 7 \} \}.
\]

To achieve a symmetric convolution, it is a common practice to consider an odd-size kernel when computing the convolution. In this case, for each architecture, \( T = \{ t_i = 40 \times i, i \in \{ 1, \ldots, n \} \} \) are the set of numbers of filters, where \( t_i \) is the number of filters of all the convolutional layers in \( i \) th block. The number of filters of the final convolutional layer is equal to the number of outputs, that is 13.

Analogously, we consider the DNN approximation of the inverse operator \( I_{h,\beta} \) for a given set of hyperparameters \( h_i = \{ n, k_0, k_1 \} \) to be as follows:

\[
I_{h,\beta} = B_{k_0,k_1}^\circ \cdots \circ B_{k_0,k_1}^\circ r \circ d,
\]

where \( r \) is a flattening layer that converts a 2D tensor to a 1D one, and \( d \) is a fully connected layer with its number of nodes being the size of the vector of subsurface properties |\( p \)| = 5. Therefore, our search space is:

\[
S_{I} = \{ n \in \{ 1, 2, 3, 4, 5 \}, k_0, k_1 \in \{ 3, 5, 7 \} \}.
\]

Analogous to the forward model, we consider \( T = \{ t_i = 40 \times i, i \in \{ 1, \ldots, n \} \} \) to be the set of numbers of filters, where \( t_i \) is the number of filters of all the convolutional layers in the \( i \)th block.
4.2 DNN hyperparameter tuning

This work aims to find DNN approximations of $F$ and $I$ such that their corresponding architectures use a minimum number of unknowns (weights and biases) and provide comparable (or better) accuracy than the excessively large reference DNN used in Shahriari et al. (2022), that corresponds to the hyperparameters $h_j^I$ and $h_j^F$ for the DNN approximations of $F$ and $I$, respectively. For a set of hyperparameters $h_j \in S_F$—see eq. (2)—we train its corresponding DNN defined by eq. (4) to obtain $F_{h_j,\alpha^*}$. Then, we compute the following scoring function:

$$R_j(h_j) = \frac{H_j(h_j) - H_j(h_j^0)}{H_j(h_j^0)} - \frac{N_p(h_j^0) - N_p(h_j)}{N_p(h_j^0)},$$  \hfill (8)

where

$$H_j(h_j) = \sum_{i=1}^{K_u} L(F_{h_j,\alpha^*}(t_i, \mathbf{p}_i), \mathbf{m}_i)$$  \hfill (9)
Figure 7. DNN approximation of $\mathcal{F}$. Comparison between the original network and the quasi-optimal one for the real part of selected measurements.

Table 4. Comparison of the training time between the original DNN and the quasi-optimal one.

| Problem   | Original DNN training time [hr] | Quasi-optimal DNN training time [hr] |
|-----------|---------------------------------|-------------------------------------|
| Forward   | 18.69                           | 4.65                                |
| Inverse   | 34.41                           | 4.16                                |
for \( \{(\mathbf{p}, \mathbf{m}, t_i)\}_{i=1}^{n_1} \) being a validation data set distinct from the training data set with \( n_i \) being its size, and \( N_{\beta}(h) \) is the number of unknowns of the DNN corresponding to the hyperparameter \( h \). Then, the hyperparameter tuning consists of solving the following minimization problem:

\[
\hat{h}_i^* = \underset{h_i \in \mathcal{S}}{\arg\min} R_i(h_i). \tag{10}
\]

According to the two-step training strategy, after obtaining \( \mathcal{F}_{h_i^*, \omega} \), we need to minimize the following problem for the hyperparameter tuning of the inverse operator:

\[
\hat{h}_i^* = \underset{h_i \in \mathcal{S}}{\arg\min} R_i(h_i), \tag{11}
\]

where

\[
R_i(h_i) = \frac{\mathcal{H}_i(h_i) - \mathcal{H}_i(h_i^*)}{\mathcal{H}_i(h_i^*)} \cdot \frac{N_{\beta}(h_i^*) - N_{\beta}(h_i)}{N_{\beta}(h_i^*)}, \tag{12}
\]

and

\[
\mathcal{H}_i(h_i) = \sum_{i=1}^{n_2} L(\mathcal{F}_{h_i}^*, \omega) \cdot I_{h_i, \rho}(t, \mathbf{m}), \mathbf{m}_i). \tag{13}
\]

The above optimization problems have no explicit gradient formulations. The simplest method to solve these problems is a grid search, which evaluates the scoring function over all the possible combinations of the hyperparameters. However, as the evaluation of the scoring function requires a complete training of a DNN and it can be costly, it is a common practice to rely on random search and a Bayesian approach to speed-up the optimization. These approaches are detailed in the next section.

4.3 AutoML algorithms

In this section, for simplicity in the notation, we denote \( \mathcal{S} = \{h_0, h_1, \ldots, h_s\} \) as the search space of hyperparameters and \( \mathcal{H} \) as the scoring function.

4.3.1 Random search

In this iterative search, at the \( i \)-th iteration, we randomly select \( h_i \in \mathcal{S} \) as our set of hyperparameters. By training the corresponding DNN to the selected set of hyperparameters, we compute \( \mathcal{H}(h_i) \). Generally speaking, in the case of a massive search space, it is possible to interrupt the search algorithm as soon as we achieve our goal, for instance, a specific accuracy. In our case, we repeat this process until the search space is exhausted (Elsken et al. 2019; Li & Talwalkar 2020). We consider a search space exhausted when in five consecutive iterations, the randomly selected set of hyperparameters are amongst the ones we have already tried.

Using a random search approach to tune the hyperparameters could become excessively costly as we need to compute the score, that is to train a new DNN at each iteration. Moreover, we do not use the information we obtain during the previous iterations to select the next hyperparameter. As a result of such a blind selection process, this approach imposes a high computational cost, especially when considering a massive search space. Furthermore, as the selection is entirely random, and we may not try all the search space, there is no guarantee that we obtain the quasi-optimal set of hyperparameters. However, if stopping criteria while tuning is imposed, for example the tuning stops when we achieve a specific value of the scoring function, it is possible that a random search obtains the hyperparameters sooner than a grid search, hence, the possibility of reduced computational cost. In the worst-case scenario, random and grid searches impose the same computational cost.

4.3.2 Bayesian approach

Random search constitutes an improvement over grid search in terms of performance. However, it requires a large number of samples to properly characterize the search space. Given the high cost of calculating the scoring function for each sample, we consider a surrogate model—also known as performance predictor (White et al. 2021)—to: (1) estimate the scoring function without having to train the associated DNN and (2) to select the most promising
set of hyperparameters to test. For this, we use a probabilistic performance predictor based on Gaussian Processes (GPs; Snoek et al. 2012; Kandasamy et al. 2018; Elsken et al. 2019).

4.3.3 Gaussian processes as performance predictors

GPs are a generalization of multivariate Gaussian distributions to infinite dimensions, and therefore they can model a probability distribution over continuous functions. Thus, they allow us to estimate the value of a function and its uncertainty at any point in the domain. In our case, the function to model is the scoring function \( H : S \rightarrow \mathbb{R} \).

A GP assumes that any finite set of \( n \) points has an associated \( n \)-variate Gaussian distribution, which is completely determined by its mean vector \( \mu \) and covariance matrix \( \Sigma \). Since a GP is a model on a potentially infinite set of points, it is characterized by a mean function \( m(h) = \mathbb{E}(H(h)) \) and a covariance function (a.k.a kernel) \( k(h, h') = \mathbb{E}((H(h) - m(h))(H(h') - m(h'))) \), where \( \mathbb{E}(X) \) is the expected value of \( X \). These functions can be used to derive \( \mu \) and \( \Sigma \) for any set of points \( \{h_0, \ldots, h_n\} \). All the relevant properties of the GP including continuity, differentiability, and periodicity are determined by the covariance function.

Fig. 4 illustrates the concept for a hypothetical GP with a single input variable \( h \in [0, 6] \). We use a zero mean function \( m(h) = 0 \) and a Matérn covariance function (Rasmussen 2004) with \( \nu = 5/2 \),
which is widely used in hyperparameter optimization (O’Malley et al. 2019). This kernel is defined as follows:

\[ k(h, h') = \left( 1 + \sqrt{3} \| h - h' \|_2 + \frac{5 \| h - h' \|_2^2}{3} \right) \ast \exp(-\sqrt{3} \| h - h' \|_2), \quad (14) \]

Fig. 4(a) shows the prior distribution of the \( \mathcal{H}(h) \) function and four random sampled functions following that prior. All samples are relatively smooth (this is determined by the selected kernel), but there is great variability among them. This gives us an idea of the flexibility of the GP in modelling \( \mathcal{H}(h) \), but it also shows that, as expected, these priors will not provide useful predictions.

However, as soon as we start measuring some actual values of the scoring function, the model quickly converges to a well-constrained curve. For example, in Fig. 4(b) we incorporate the constraints (measurements) \( \mathcal{H}(1) = -2 \) and \( \mathcal{H}(3) = -1 \). Then, the posterior allows us to estimate the value of the scoring function more accurately, especially for the inputs that are closer to the observations.

The calculation of the posterior is based on the assumption that the observations and the desired estimations follow a joint Gaussian
distribution. Let us assume we have observed \( z_i = \mathcal{H}(H_i) \) observations, with \( |H_1| = n_1 \), and we want to estimate the posterior \( z_2 \) for a set \( H_2 \) of inputs, with \( |H_2| = n_2 \). Since \( z_1 \) and \( z_2 \) are jointly Gaussian, we can write:

\[
\begin{bmatrix}
z_1 \\
z_2
\end{bmatrix} \sim \mathcal{N}
\left( \begin{bmatrix}
\mu_1 \\
\mu_2
\end{bmatrix},
\begin{bmatrix}
\Sigma_{11} & \Sigma_{12} \\
\Sigma_{21} & \Sigma_{22}
\end{bmatrix}
\right)
\]  

with:

\[
\begin{align*}
\mu_1 &= m(H_1) \\ 
\mu_2 &= m(H_2) \\ 
\Sigma_{11} &= k(H_1, H_1) \\ 
\Sigma_{22} &= k(H_2, H_2) \\ 
\Sigma_{12} &= k(H_1, H_2)
\end{align*}
\]

Then, we can calculate the conditional distribution:

\[
p(z_2 \mid z_1) = \mathcal{N}(\mu_{2 \mid 1}, \Sigma_{2 \mid 1})
\]

\[
\begin{align*}
\mu_{2 \mid 1} &= \mu_2 + \Sigma_{21} \Sigma_{11}^{-1} (z_1 - \mu_1) \\
\Sigma_{2 \mid 1} &= \Sigma_{22} - \Sigma_{21} \Sigma_{11}^{-1} \Sigma_{12}
\end{align*}
\]  

In this way, for each \( h^* \in H_2 \) we can calculate its posterior expected value \( \mu_{h^*} \) and standard deviation \( \sigma_{h^*} \) according to Eq. (16), as illustrated in Fig. 4(b) for \( H_2 = [0, 6] \). It is important to highlight that according to Eq. (16), \( p(z_2 \mid z_1) \sim \mathcal{N}(\mu_2, 0) \), and therefore it is guaranteed that all the functions taken from the above distribution pass through the observation points.

### 4.3.4 Optimizing the hyperparameter search

In addition to a probabilistic estimation of the scoring function, the use of GPs as a surrogate model allows us to determine the next set of hyperparameters to test during the optimization. First, we evaluate the scoring function for a small number of random hyperparameter sets, and we construct the initial estimate of the surrogate model. Then, at each iteration, the Bayesian approach consists of the following steps: (1) to select the hyperparameter set to estimate the scoring function; (2) to evaluate the scoring function for the selected hyperparameter set; and (3) to update the surrogate model using the observation obtained in the previous step (Tipping 2004; Fox & Roberts 2012; Theodoridis 2015). For step (1), since an explicit formulation of the model is inaccessible, we need to rely on so-called acquisition functions, which estimate an expected loss from evaluating \( \mathcal{H} \) at a point \( h^* \). Here, we consider the Upper Confidence Bound (UCB) (Srinivas et al. 2012) as our acquisition function, defined as follows:

\[
UCB_{\mathcal{H}}(h^*) = \mu_{h^*} - \alpha \sigma_{h^*},
\]  

where \( \alpha \) is a calibration variable to balance exploration and exploitation. The concept of exploration is here related to the uncertainty derived from the standard deviation \( \sigma_{h^*} \). Therefore, the higher the weight assigned to this factor (larger \( \alpha \)), the more exploratory the behaviour of the UCB, selecting points further away from those already known. A lower \( \alpha \), on the other side, will give more weight to the points observed so far, which corresponds to exploitation. We empirically select \( \alpha \) to be 2.6 (Snoek et al. 2012; O’Malley et al. 2019; Turner et al. 2021). Fig. 4(c) shows the minimum UCB value for the model fitted in Fig. 4(b), and Fig. 4(d) shows the updated model after incorporating the new scoring function result. Since GPs assume a continuous domain, we need to restrict the UCB and posterior evaluation to those sets of hyperparameters that are actually acceptable for our DNN architecture. With this approach, we aim to optimize the hyperparameters by learning from previous experiments, and hence we expect to require fewer iterations and lower computational time compared to random search.

### 5 Numerical Results

#### 5.1 Hyperparameter tuning

To increase the speed of the hyperparameter tuning algorithms, we execute them using only 30 000 samples. Then, we train the quasi-optimal DNNs selected by the random search and the Bayesian algorithm using 300 000 samples to find the final DNN approximations of \( F \) and \( T \).

We consider the DNN architecture with hyperparameters \( h^*_y = \{ n = 5, k_0 = 3, k_1 = 3, 1 \leq l \leq 1 \} \) that leads to 525 373 parameters as our reference approximation of \( F \). Analogously, \( h^*_u = \{ n = 6, k_0 = 3, k_1 = 3 \} \) is the set of hyperparameters corresponding to the DNN architecture of the reference DNN approximating \( T \). The aforementioned DNN architecture consists of 890 925 parameters (see Shahriari et al. 2022) for more details). To increase the computational efficiency, we also enforce two stopping criteria:

(i) An early stopping condition with the validation loss variation threshold and the patience being \( 10^{-3} \) and 30, respectively. This means that if the change in the loss is below the threshold during 30 consecutive epochs, the training stops.

(ii) If \( \mathcal{H}(h) \leq 1.1 \times \mathcal{H}(h^*) \), where \( h \) is the hyperparameter set under trial, we also stop the training.

Table 3 shows the computational time of the hyperparameter tuning using both random search and the Bayesian approach. Results show that the Bayesian approach is less expensive than the random search. Note these time differences will increase as we augment the number of unknowns (i.e. measurements in the forward problem, and inverted parameters in the inverse problem).

---

**Table 5.** \( R^2 \)-score comparison of the forward model between the original DNN \( h^*_y \) and quasi-optimal one \( h^*_u \) using the measurement system shown in Table 1.

| \((TX - RX)\) | Measurement | \( F_{h^*_u} (R^2 \text{ score}) \) | \( F_{h^*_y} (R^2 \text{ score}) \) |
|-------------|-------------|-------------------------------|-------------------------------|
| \((Tx_1, 1, Tx_1, 2, Rx_1, Rx_2)\) | \( zz \) | 0.99/0.99 | 0.99/0.99 |
| \((Tx_2, 1, Tx_2, 2, Rx_1, Rx_2)\) | \( yy \) | 0.99/0.99 | 0.99/0.99 |
| \( Geosignal \) | | 0.99/0.99 | 0.99/0.99 |
| \( Symmetrized \text{ directional} \) | | 0.99/0.99 | 0.99/0.99 |
| \((Tx, Rx_1)\) | \( zz \) | 0.99/0.99 | 0.99/0.99 |
| \((Tx, Rx_2)\) | Symmetrized directional | 0.99/0.99 | 0.99/0.99 |
Table 6. $R^2$-score comparison of the inverse model between the original DNN ($h^*_1$) and quasi-optimal one ($h^*_7$) using the measurement system shown in Table 1.

| Material properties | $I_{h^*_1}$ ($R^2$ score) | $I_{h^*_7}$ ($R^2$ score) |
|---------------------|-----------------------------|-----------------------------|
| $\rho_u$            | 0.90                        | 0.87                        |
| $\rho_c$            | 0.97                        | 0.97                        |
| $\rho_i$            | 0.90                        | 0.85                        |
| $d_u$               | 0.62                        | 0.62                        |
| $d_l$               | 0.61                        | 0.63                        |

Fig. 5 shows the results of hyperparameter tuning using random search to approximate $F$. It represents the score value for each selection of hyperparameters from the search space $S_F$ and its corresponding number of trainable parameters. We also display the effect of individual factors involved in the scoring function, that is the relative increase in the number of unknowns and the relative error. Analogously, Fig. 6 shows the results of tuning using the Bayesian approach to approximate $F$. In the case of random search, the algorithm repeatedly considers DNN architectures with less than 100,000 parameters even when their score is not significantly improved. However, in the Bayesian approach, the algorithm rapidly learns that this cluster of DNN architectures leads to unacceptable scores. Considering the results of both algorithms, we witness that the quasi-optimal set of hyperparameters is $h^*_7 = \{n = 3, k_0 = 3, k_1 = 3, l = 7\}$, which corresponds to 131,013 parameters. Using this DNN, we achieve a comparable score to the reference one with approximately 25% per cent of the trainable parameters used by the reference DNN. Fig. 7 shows cross-plots comparing the accuracy of the DNN approximation of $F$ using the quasi-optimal DNN and the reference one for a selected set of measurements. The accuracy of the two DNNs is similar, that is, the $R^2$ scores of the prediction versus ground truth are comparable. Moreover, according to the training time shown in Table 4, training the reference DNN takes almost four times more computational time compared to the quasi-optimal one. Fig. 8 shows the DNN architecture of $F_{h^*_7}$.

Figs 9 and 10 show the process of hyperparameter tuning to obtain a quasi-optimal DNN architecture to approximate $I$. Analogous to the tuning for the forward function, the Bayesian approach selects a less redundant set of hyperparameters compared to the random search. By comparing the scores of all the DNN architectures, the quasi-optimal set of hyperparameters is $h^*_7 = \{n = 3, k_0 = 3, k_1 = 3\}$ with 121,965 parameters. The quasi-optimal DNN architecture contains more than seven times fewer parameters than the reference one. Fig. 11 compares the accuracy of the quasi-optimal DNN architecture and the reference one for some inversion variables. Table 4 shows that we spend almost eight times more computational time to train the reference DNN compared to the quasi-optimal one. Tables 5 and 6 summarize the comparison between the quasi-optimal and original DNNs for the forward and the inverse operators, respectively. We obtain a similar accuracy between the original and quasi-optimal DNNs. Fig. 12 shows the DNN architecture of $I_{h^*_7}$.

To investigate the effectiveness of our obtained DNNs when using a new set of measurements, we consider the measurements presented in Table 7. Table 8 shows the results of the trained DNN for $F_{h^*_7}$ and $I_{h^*_7} \circ I_{h^*_7}$. Our obtained DNNs deliver high-quality results for this set of measurements. Moreover, Table 9 shows the results for $I_{h^*_7}$. The DNN shows a slightly better accuracy when applied to the set of measurements of Table 1 because we chose them based on an optimization algorithm to maximize the $R^2$-score of the DNN output—see (Shahariari et al. 2022) for more details. In other words, the slight reduction in the performance is related to the selection of the measurements, not the DNN architecture, since $F_{h^*_7} \circ I_{h^*_7}$ is showing high accuracy.

5.2 Synthetic example

Fig. 13 compares the inversion results using $I_{h^*_7}$ and $I_{h^*_7}$ to the actual formation for a synthetic model. Both inversion models can adequately predict the material properties up to a sufficient depth of
investigation. The quasi-optimal DNN predicts the material properties around the trajectory. Moreover, it detects the bed boundary corresponding to oil-to-water contact from a few meters away from the trajectory. Fig. 14 shows similar results for a second synthetic formation.

6 CONCLUSIONS

In this work, we used AutoML—specifically, DNN architecture search algorithms—to obtain quasi-optimal DNN architectures for the inversion of borehole resistivity measurements. A quasi-optimal DNN provides accurate results with a minimum number of unknowns (trainable parameters). We introduced a scoring function that accounts both for the accuracy of the trained DNN and its size compared to a reference large DNN. We introduced convolutional blocks as the main components of the DNN architecture.

We used two standard search algorithms to find our quasi-optimal hyperparameters: random search and a Bayesian approach based on Gaussian Processes. Both automatic search algorithms deliver quasi-optimal DNN architectures with reduced hand-design. Random search performs an arbitrary selection of the hyperparameters. In contrast, the Bayesian approach purposefully selects the hyperparameters using the information obtained from the previous iterations. Thus, it performs a less redundant selection of hyperparameters, and it typically requires fewer iterations to achieve the quasi-optimal DNN architecture, thereby, requiring less computational time than random search.

In this work, both algorithms converged to the same architecture because the search space is relatively small, and we imposed no stopping criteria while searching for the quasi-optimal DNN (tuning). Although the quasi-optimal DNN architecture contains...
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