Needs Assessment Survey Identifying Research Processes Which may be Improved by Automation or Artificial Intelligence: ICU Community Modeling and Artificial Intelligence to Improve Efficiency (ICU-Comma)
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Abstract

**Background:** Critical care research in Canada is conducted primarily in academically-affiliated intensive care units with established research infrastructure, including research coordinators (RCs). Recently, efforts have been made to engage community hospital ICUs in research albeit with barriers. Automation or artificial intelligence (AI) could aid the performance of routine research tasks. It is unclear which research study processes might be improved through AI automation. **Methods:** We conducted a cross-sectional survey of Canadian ICU research personnel. The survey contained items characterizing opinions regarding research processes that may be amenable to AI automation. We distributed the questionnaire via email distribution lists of 3 Canadian research societies. Open-ended questions were analyzed using a thematic content analysis approach. **Results:** A total of 49 survey responses were received (response rate: 8%). Tasks that respondents felt were time-consuming/tedious/tiresome included: screening for potentially eligible patients (74%), inputting data into case report forms (65%), and preparing internal tracking logs (53%). Tasks that respondents felt could be performed by AI automation included: screening for eligible patients (59%), inputting data into case report forms (55%), preparing internal tracking logs (51%), and randomizing patients into studies (45%). Open-ended questions identified enthusiasm for AI automation to improve information accuracy and efficiency while freeing up RCs to perform tasks that require human interaction. This enthusiasm was tempered by the need for proper AI education and oversight. **Conclusions:** There were balanced supportive (increased efficiency and re-allocation of tasks) and challenges (informational accuracy and oversight) with regards to AI automation in ICU research.
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Background

Critical care research in Canada is conducted primarily in academic hospital intensive care units (ICUs) affiliated with universities. Most community hospitals have barriers to participation in research due to a lack of hospital culture supporting research; interested/dedicated clinicians; integrated electronic medical records (EMR)/health systems; funding for research; preexisting research infrastructure (eg, research personnel)." Moreover, the majority of research centers have full-time research staff, including research coordinators (RCs), who are vital for research program functioning. Although efforts have been made to increase clinical research engagement amongst community hospital ICUs, many community hospitals lack dedicated research infrastructure as well as access to RCs. Moreover, the cost of RC support has been identified as a major barrier to community hospital research engagement.

Increasing community ICUs participation (which provides ~65% of ICU care in Canada) in multi-center trials would improve recruitment nationally, shorten the duration of clinical trials and increase the quality of evidence as well. It would also improve the generalizability of study results and accelerate knowledge translation. Strategies to facilitate community ICU involvement in research are required. Incorporating artificial intelligence (AI) automation to perform basic research tasks could reduce research costs, making research more feasible in both community and academic ICUs. Moreover, using AI programs may also increase research efficiencies for research in general, even outside of the ICU setting (eg, all areas of medicine). Contiguous, universal research programs are needed to follow complex research patients from admission to hospital, throughout their stay in any department, and until their discharge, and even beyond (eg, follow-up).

Automation or AI program could also allow RCs at academic hospitals to remotely support smaller community ICUs with insufficient patient volumes to justify in-house research coordination. This increase in RC productivity could decrease the costs of clinical research participation, thereby lowering a key barrier to entry for community ICUs.

Many RC tasks have inherent inefficiencies that might be improved by identifying processes that could be automated and/or assisted by AI, thereby enabling RCs to focus on tasks that require human interaction. Other areas that have been aided by AI including manufacturing, aviation, business economics, and even healthcare.

The purpose of this study was to perform a needs assessment survey of Canadian critical care researchers and research support staff to identify research study processes that are perceived to be time-consuming, tedious, and/or tiresome to perform as well as which research study processes (for both academic and community research), could be most amenable to AI automation, both within ICU and outside of it.

Methods

Research Question

For Canadian critical care researchers and research support staff from 3 critical care research societies [population], what are the most time-consuming, tedious, or tiresome tasks which could be enhanced by AI automation [intervention] compared to traditional RC/research assistant (RA) processes/tasks/workflow [comparator], that could: (1) increase RC/RA efficiency; and (2) lead to a more efficient implementation of research programs in ICU settings without preexisting research infrastructure [outcomes]?

Working Definitions

We used Canadian Institute of Health Information (CIHI) and Statistics Canada definitions for center population size (small: 1000-29 999 residents, medium: 30 000-199 999 residents, large: >200 000 residents). We used CIHI definitions for academic (confirmed teaching status by the Canadian government) versus community hospitals; community hospital was defined as a hospital that provides a range of services to a local community, is led by community-based health professionals, and provides inpatient beds.

Questionnaire Development

We conducted a cross-sectional survey of RCs, RAs, investigators (physicians), data management personnel, ethics board members, administrative personnel, clinical information systems personnel, patient/family research partners, project managers, and research graduate students (masters and PhD). We characterized attitudes and opinions regarding time-consuming/tedious/tiresome research processes/tasks and which tasks would be amenable to AI automation.

Survey development methodology followed the stages proposed by Burns et al:

Item Generation and Reduction. All processes and tasks conducted by RCs, RAs, and researchers were identified in literature review. Selected co-authors (AB, NB, DO, WD, RMM, JT) provided feedback on the accuracy and relevance of the questions. Computer scientists also contributed to the development of the survey and program of research feasibility. Similar or duplicate questions were removed.

Pretesting and Clinical Sensibility Testing. The questionnaire was distributed to all study co-authors, which includes representatives of the target audiences. Pretesters reviewed the survey tool for comprehensibility, accuracy, comprehensiveness, and likelihood of yielding pertinent information regarding the attitudes and opinions of participants of the survey. Two stages of pretesting were conducted and the survey tool was modified according to the feedback provided.
Pilot Testing. Pilot testing of the survey tool was conducted by 8 RCs, RAs, and investigators from across Canada. Responses to open-ended comments were reviewed to identify whether questions were clear to participants.

Questionnaire Administration

The questionnaire was created on the SurveyMonkey platform (SurveyMonkey Inc., San Mateo, California, USA: www.surveymonkey.com). The full questionnaire can be found in Supplemental Appendix 1. The questionnaire was distributed through the Canadian Community ICU Research Network (CCIRNet), Canadian Critical Care Trials Group (CCCTG) & Canadian Critical Care Research Coordinator Group (CCRCRG) via their respective mailing list servers. The questionnaire tool was open from October 13, 2020, to June 1, 2021. Three email reminders were sent via each list server.

Data Analysis

Respondent characteristics were summarized using descriptive statistics (numbers and frequencies for nominal and ordinal variables; means and standard deviations or medians and interquartile ranges [IQR] for continuous variables). Questions related to ICU research processes/tasks and AI automation were summarized in aggregate across the entire sample. 95% confidence intervals [CI] were reported, where applicable, based on a significance level of 0.05. All survey responses were included, with adjustment of denominators for nonresponses.

Responses to open-ended questions were analyzed using a qualitative, thematic content analysis approach.17,18 Two investigators (VL and JB) independently reviewed all open-ended responses and developed a list of emerging themes and subthemes for each question. Themes and subthemes were discussed and identified until agreement was reached. A third investigator was available to resolve any disagreements. The identified themes and subthemes for related questions were then merged into a comprehensive list for each of the following topics: tasks researchers would feel comfortable performing with AI automation, positive and negative effects of AI automation, and general feelings/comments about AI automation.

All analysis was performed using Excel version 14.0.6 (Microsoft Corp, Redmond Washington, US), and SAS version 9.4 (Cary, North Carolina, US).

Ethics

Delegated research ethics board (REB) review was obtained from the University of Alberta Research Ethics Office (Pro00103709) on Aug 27, 2020. All respondents provided implied consent by electronically participating in the survey.

Results

Study Baseline Characteristics

A total of 49 responses were received from the 610 members of the 3 societies, representing a calculated response rate of 8%. The baseline demographic characteristics of respondents are summarized in Table 1.

The majority of respondents were research coordinators (22 of 49, 45%), with 6 to 10 years of experience (18 of 48, 37%). Most respondents worked in Ontario (29 of 48, 60%). Most respondents were from large centers (41 of 49, 84%) with academic affiliations (41 of 49, 84%).
Identifying Time-Consuming, Tedious, and Tiresome Research Tasks

Researcher roles for various tasks/processes are outlined in Supplemental Table 1. Researcher opinions about tasks considered time-consuming, tedious, or tiresome are shown in Figures 1 and 2.

The top 5 time-consuming tasks identified by respondents were creating study databases (100% extremely time-consuming), regulatory documentation (38% extremely and 32% very time-consuming), ethics submissions/amendments (28% extremely and 40% very time-consuming), inputting daily data (26% extremely and 26% very time-consuming), and ensuring research chart completion with source documentation (24% extremely and 19% very time-consuming).

The top 5 tedious/tiresome tasks were: ethics submissions/amendments (21% extremely and 38% very tedious/tiresome), regulatory documentation (17% extremely and 23% very tedious/tiresome), adjustment of wording of study documents to meet local requirements (15% extremely and 28% very tedious/tiresome), creating study-specific source documents (17% extremely, and 6% very tedious/tiresome), and quality assurance of data collection (14% extremely and 31% very tedious/tiresome).

Tasks Amenable to AI Automation

Tasks identified by respondents as amenable to AI automation are presented in Table 2. The top 5 tasks were: screening for potentially eligible patients (74%), inputting baseline and daily data into case report forms (65%), preparing internal tracking logs (53%), collecting and tracking team regulatory training documents (49%), and preparing reports to internal team on study status (45%).

Tasks Researchers Feel Comfortable Being Performed by AI Automation

Tasks that researchers felt comfortable allocating to AI automation are presented in Table 2. The top 5 tasks were: screening for potentially eligible patients (52%), inputting baseline and daily data into case report forms (55%), preparing internal tracking logs (51%), collecting and tracking team regulatory training documents (49%), and randomizing patients into studies (45%).

Estimated Time to Task Completion

Median time to task completion describe in Figure 3. Of note, tasks that could be aided by AI automation included (minutes...
per study patient): screening (30 min [IQR: 15-60]), randomization (10 min [IQR: 5-30]), and data collection (30 min [28-60]) which had relatively shorter estimated times to completion.

**Reallocation of Research Time With AI Automation**

Respondents were asked how AI automation of some research tasks might affect their time use and research efficiency (Supplemental Figure 1). Respondents reported that they could: perform more remote data collection (64% strongly agree, 28% somewhat agree), enhance academic/community ICU recruitment (54% strongly agree, 27% somewhat agree), increase time to enroll patients (34% strongly agree, 34% somewhat agree), perform remote screening (42% strongly agree, 22% somewhat agree), and perform more remote randomization (34% strongly agree, 31% somewhat agree).

**Hospital Electronic Medical Records and Charting**

Respondents were asked about charting practices and electronic medical record use in their hospitals (Supplemental Table 2).

Respondents reported that EMRs were used in their hospitals for electronic dictated discharge notes (53%), electronic dictated admission notes (47%), and electronic ICU flowsheets (29%). Paper charting was being used for hospital charts (53%), ICU flowsheets (47%), admission notes (41%), discharge notes (31%), paper investigations/labs (8%), and physician notes (2%).

**Open-Ended Responses**

Analysis of open-ended responses provided additional context for responses to Likert scale questions (Supplemental Table 3).

Some respondents expressed comfort with AI automation: ability to perform tasks and interact with EMRs; ability to format/prepare data (with the ability for AI oversight); help with tiresome/tedious/time-consuming tasks; make processes better and more efficient; AI could perform other tasks not explicitly stated in the survey.

Some respondents expressed discomfort with aspects of AI automation: uncomfortable with certain tasks being performed by AI automation; discomfort if AI was solely performing tasks without any oversight; discomfort with tasks that require human interaction (eg, recruitment, answering patient, and family questions).

There were positive, uncertain, and negative anticipated effects of AI automation on research. Positive effects included:
Table 2. Tasks Which Could be Aided by AI Automation (n = 49).

| Task                                                                 | Aided by AI N (%) | Comfort with AI N (%) |
|----------------------------------------------------------------------|-------------------|-----------------------|
| Screening for potentially eligible patients                          | 36 (74)           | 29 (59)               |
| Inputting baseline demographics, clinical characteristics, and data for patients into case-report forms (CRFs) | 32 (65)           | 27 (55)               |
| Preparing internal tracking logs, for example, to determine when follow-up surveys due | 26 (53)           | 25 (51)               |
| Collecting and tracking team regulatory training documents (eg, CVs, medical license, GCP training, TCPS2 training, privacy training, etc) | 24 (49)           | 24 (49)               |
| Preparing reports to internal team on study status                   | 22 (45)           | 21 (43)               |
| Randomizing patients in study                                         | 21 (43)           | 22 (45)               |
| Quality assurance and/or cleansing/scrubbing of dataset/resolving data queries | 21 (43)           | 20 (41)               |
| Monitoring budget projections and ongoing evaluation of financial sustainability of research projects | 21 (43)           | 13 (27)               |
| Conduct or assist with data analysis                                  | 21 (43)           | 16 (33)               |
| Creating study specific source document templates                     | 20 (41)           | 19 (39)               |
| Confirming eligibility with principal investigator                    | 18 (37)           | 10 (20)               |
| Ensuring research chart complete with source documentation            | 17 (35)           | 16 (33)               |
| Adjust wording of study document templates (CDA, CTA, informed consents, study information letters, etc) to meet local requirements | 17 (35)           | 19 (39)               |
| Providing site start-up materials to methods center (eg, confirmation of training, CVs, medical license, contracts complete, delegation log, etc) | 16 (33)           | 13 (27)               |
| Organizing and completing study documentation for enrollment, randomization, and consent procedures to your list and informing/teaching nurse staff of study procedures and tests being done, and conducting follow-up bedside calls to ensure study procedures are being followed | 15 (31)           | 14 (29)               |
| Completing study feasibility questionnaires                          | 14 (29)           | 15 (31)               |
| Asking most responsible physician (MRP) for eligibility and permission to approach patients/families | 12 (25)           | 10 (20)               |
| Regulatory documentation (CDA, CTA, review or negotiate a budget, perform or provide input in the impact analysis of the study in coordination with supporting programs (pharmacy, laboratory, etc) | 11 (22)           | 14 (29)               |
| Completing study-specific training (eg, learning new data entry systems, learning each study data entry rules) | 11 (22)           | 8 (16)                |
| Training research staff                                              | 11 (22)           | 9 (18)                |
| Ethics submissions and amendments                                    | 9 (18)            | 10 (20)               |
| Clinical trial agreements                                            | 8 (16)            | 10 (20)               |
| Performing study procedures as per protocol (vital signs, drug administration, venipuncture, blood draws, etc) | 6 (12)            | 7 (14)                |
| Resolving issues (eg, wrong study drug given to wrong patient)        | 5 (10)            | 3 (6)                 |
| Leading site selection study visits (inpatient or clinic area where study will be conducted, pharmacy, labs, etc) | 5 (10)            | 6 (12)                |
| Approaching patient or patient’s substitute decision maker for consent to recruit/enroll patient into study | 3 (6)             | 3 (6)                 |
| Prepare or assist in preparing study manuscripts for publication      | 3 (6)             | 8 (16)                |
| Other: Creating study database                                        | 1 (2)             | 0 (0)                 |
| Other: Updating screening logs                                       | 1 (2)             | 0 (0)                 |

Abbreviations: AI, artificial intelligence; CDA, confidential data agreement; CRF, case report forms; CTA, clinical trial agreement; CV, curriculum vitae; IQR, interquartile range; GCP, Good Clinical Practice; mins, minutes; MRP, most responsible physician; TCPS2, Tri-Council Policy Statement 2.

Discussion

In this study, Canadian ICU research personnel were asked to identify research tasks that were time-consuming, tedious, or tiresome and that might benefit from AI automation. In addition, research personnel feelings about AI automation of research tasks were assessed.

Tasks/processes that were deemed time-consuming, tedious, or tiresome and were thought to be amenable to AI automation included screening, data extraction, and randomization. Others tasks, including regulatory documentation and ethics submissions, were felt to be time-consuming or tedious/tiresome, but not amenable to AI automation.

The perceived benefits of AI automation (increased efficiency, reallocation of time for RCs to perform other tasks) must be weighed against the perceived challenges (need for AI oversight and control, loss of jobs, health regulatory legal, privacy, and proprietary implications, explanation of vision, and future of AI integration) prior to implementation in routine practice.19,20 There were several items (eg, data

reduced time, increased efficiency, improved quality of work; helpful for preliminary work by AI (with appropriate oversight); reallocation of tasks to AI automation, allowing RCs/RAs to partake in tasks requiring human interaction. Uncertain themes included: uncertainty or the need for more information before AI automation implementation. Negative effects included: errors, insufficient oversight, and potential for problems; potential for inefficiencies; lack of human insight/judgment; less human interactions/involvement; research personnel job loss; safety of data security; higher costs associated with AI; and, not helpful for certain tasks.
collection, screening) that some respondents felt may be possible, but may not necessarily feel comfortable with the AI performing independently. AI education for research personnel was also identified to edify on what AI capabilities and limitations are in order for AI to move forward in this research realm.

The results of this survey will be used to design a series of focus groups with AI programmers and research coordinators to help inform the design of an AI research application. This will ensure that the end-users of the AI application can provide input into the design, in order to produce the best and most user-friendly interfaces with frontline and hands-on research staff experience. The next steps would be to build a model AI program that can: (1) interface with many different types of EMRs; (2) perform tasks even after hours and on weekends; (3) increase the ability to perform research tasks remotely, thereby potentially increasing research infrastructure in community ICUs while increasing recruitment; and, (4) once established in critical care research, later expand AI automation research programs assist in other departments which perform research (eg, other medical or surgical departments, etc). We anticipate that integration of our AI application into the critical care research community will allow research endeavors to become more efficient, expand research infrastructure to current and new communities while increasing potential sample sizes and reducing time to study completion. However, it is currently unclear whether there is an effect on the overall costs of AI compared to traditional research personnel.

This study has several strengths. To our knowledge, this is the first survey exploring the views of critical care healthcare researchers on AI automation. The survey was designed according to methodological recommendations, with the rigorous pilot and pretesting during the development process. Most importantly, this survey will be informative in designing the next stage of AI automation in critical care research.

The limitations of this study include the low response rate leading to possible self-selection bias, the increased number of respondents from Ontario relative to other provinces, and the over weighting of respondents from academic ICUs. Limiting to Canadian institutions was due to the perceived lack of timely research infrastructure in Canada (as shown during the Coronavirus Disease-19 pandemic), although this also limits generalizability. However, opening up the survey to other jurisdictions with similar EMR systems (eg, the

Figure 3. Median time (with interquartile ranges) for tasks.
Conclusions

In this survey study, we identified ICU research processes that were time-consuming, tedious, and/or tiresome, alongside tasks that researchers felt comfortable allocating to AI automation. Both the positive (increased efficiency and re-allocation of tasks) and negative (needing the ability for information accuracy and oversight) aspects of AI automation will need to be taken into account as AI is integrated into future research processes.
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