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Abstract

In this article a fractional cross-diffusion system is derived as the rigorous many-particle limit of a multi-species system of moderately interacting particles that is driven by Lévy noise. The form of the mutual interaction is motivated by the porous medium equation with fractional potential pressure. Our approach is based on the techniques developed by Oelschläger (1989) and Stevens (2000), in the latter of which the convergence of a regularization of the empirical measure to the solution of a correspondingly regularized macroscopic system is shown. A well-posedness result and the non-negativity of solutions are proved for the regularized macroscopic system, which then yields the same results for the non-regularized fractional cross-diffusion system in the limit.
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1 Introduction

Cross-diffusion systems arise in modelling many different biological and physical processes, e.g. the movement of cells, bacteria or animals; transport through ion-channels in cells; tumour growth; gas dynamics; carrier transport in semiconductors [11, 29, 35, 38, 52, 54, 58, 68], with the chemotaxis system [37] being one of the most important examples of a cross-diffusion system (with a triangular cross-diffusion matrix). Different approaches, ranging from semigroup theory to energy or entropy methods and applications of the Jordan-Kinderlehrer-Otto scheme, have been used to analyze cross-diffusion systems [1, 2, 3, 10, 15, 18, 19, 36, 41, 43, 56, 64], with many results dedicated to the chemotaxis model in particular, see the review papers [6, 32, 33] and the references therein. Cross-diffusion equations with nonlocal interaction terms have also attracted interest in previous years [7, 19, 24].

The derivation of cross-diffusion systems from stochastic $N$-particle systems has been studied in [50], assuming some ellipticity of the cross-diffusion matrix. A new approach, using a regularized system and an intermediate “frozen” system, was necessary for the rigorous derivation of a chemotaxis system from a microscopic description of stochastic particle interactions [61]. Some models of cross-diffusion type used in population dynamics were derived in [10, 23], whereas in [57] the Maxwell-Stefan equations were obtained as the hydrodynamic limit of the empirical densities. In [25] a cross-diffusion model with nonlocal interactions was derived from a many-particle system with a Newtonian potential.

Although there are several contributions concerned with nonlocal cross-diffusion systems available, the derivation of cross-diffusion systems with fractional cross-diffusion terms from the stochastic particle systems, as well as well-posedness results for such systems have not been considered. Correspondingly, the aim of this article is to rigorously derive such a system starting from the microscopic model, the
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movement of the particles being determined by a Lévy walk and non-local mutual interaction potentials. In particular, we first derive a fractional cross-diffusion system as the many-particle limit of a moderately interacting particle system and then we prove a well-posedness result for the limiting system.

The motivation for considering processes driven by Lévy walks is derived from the experimental observation that both in the context of cell motility [21, 22, 30, 40, 45, 63, 67] and population dynamics [5, 66, 53, 55] in certain situations organisms move according to Lévy processes. Especially in the absence of an attractant [21] or when targets are rare and can be visited any number of times [67], the distribution of runs asymptotically behaves like an inverse square power-law distribution leading to Lévy walks as optimal movement and search strategies. Lévy walks were also used in modelling human mobility [55] and swarm robotic systems [20], see also [69] for an overview.

In this work we derive the following fractional cross-diffusion system:

\[ \begin{align*}
\partial_t u_i + \sigma_i (-\Delta)^\alpha u_i - \text{div} \left( \sum_{j=1}^n a_{ij} u_i \nabla \beta u_j \right) &= 0 & \text{in } (0, T) \times \mathbb{R}^d, \\
u_i(0, \cdot) &= u_i^0 & \text{in } \mathbb{R}^d, & i = 1, \ldots, n,
\end{align*} \]  

for \( T > 0 \) with \( a_{ij} \in \mathbb{R} \) and \( \sigma_i > 0 \). Here \( \nabla \beta u_j := \nabla ((-\Delta)^{-\alpha} u_j) \) and we consider \( \alpha \in (1/2, 1) \) and \( \beta \in (0, 1) \) in such a way that \( 2\alpha > \beta + 1 \), meaning that self-diffusion dominates cross-diffusion effects. This restriction is necessary in our derivation of the limiting result as well as in proving the well-posedness of the cross-diffusion system (1).

The form of the non-local interaction in the fractional cross-diffusion term in (1) is motivated by the porous medium equation with fractional potential pressure that has been treated by Caffarelli and Vázquez, see [14, 22, 12] and the overview [65]. Their equation is, in particular, given by \( v_t = \nabla \cdot (v \nabla p(v)) \), where the pressure \( p(v) = (-\Delta)^{-s} v \) for \( s \in (0, 1) \). This model has appeared in the context of the macroscopic evolution and the phase segregation dynamics of particles systems with short- and long-range interactions [26, 27, 28]. It, furthermore, appears in the study of dislocations [8, 31].

The starting point of our analysis is the microscopic description of the particle dynamics, which will be introduced in detail in Section 1.1. It is given in terms of a system of SDEs assuming that there are \( n \) species, each with \( N_i \) particles for \( i = 1, \ldots, n \). In our model, the dynamics are influenced by two forces: a nonlocal mutual interaction between the subpopulations, which scales in a moderate way as the particle number increases, and random dispersal, which is modelled by \( \sum_{i=1}^n N_i \text{i.i.d. Lévy processes.} \) For simplicity, we assume that the i.i.d. Lévy processes are taken to correspond to the fractional Laplacian (in the sense of (7) below), which then appears in (1). However, as in the derivation in [59], we expect that our analysis holds for any \( 2\alpha \)-stable Lévy processes.

In the limiting procedure we use the methods developed by Oelschläger [50] and Stevens [61]. The article [50] is part of a series of works by the author on this subject (see also [48, 49, 51]), the first of which drew some inspiration from the previous work [14], where a propagation of chaos result for the Burgers’ equation is proven. The propagation of chaos result contained in [48] was then generalized by Méléard and Roelly-Coppoletta in [46]. Furthermore, in [34] propagation of chaos is shown for a Keller-Segel system with fractional diffusion. The main technique in [50, 61] and which we also use here is to, using Itô’s formula and martingale estimates, examine the asymptotic behaviour of a regularization of the empirical measure, now viewed as a stochastic process taking values in \( L^2(\mathbb{R}^d)^n \). The novelty in our analysis lies in the structure of the fractional cross-diffusion terms, whose handling requires some new technical ingredients.

The limiting procedure that we use relies on the existence and regularity of solutions to the system (1). These issues are addressed in the final two theorems of this paper. While the proofs are quite involved, the main ideas that we use are classical and rely on the Banach fixed-point theorem and higher-order \textit{a priori} estimates. Due to the fractional nature of (1), in our arguments we require the use of the fractional Leibniz rule and Gagliardo-Nirenberg inequality. For the reader’s convenience, any results concerning fractional Sobolev spaces that are needed in our proofs are listed in the Appendix.
where we have made the change of variables $s = \kappa_N(y - x)$. We notice that

$$
\left| (\hat{W}_1(\hat{k}_{N\cdot}) \ast \nabla^\beta W_1(k_{N\cdot}))(s) \right| \leq \int_{\mathbb{R}^d} |\hat{W}_1(\hat{k}_{N\cdot}z)| \nabla^\beta W_1(s - \kappa_N z) |dz|
$$

$$
= \kappa_N^{-d} \int_{\mathbb{R}^d} \left| \hat{W}_1(\frac{\hat{k}_{N\cdot}z}{\kappa_N}) \right| \nabla^\beta W_1(s - s') |ds',
$$

where we have made the change of variables $s = \kappa_N(y - x)$. We notice that

$$
J \lesssim N^{-1} \kappa_N^{-d+2\beta} \lesssim N^{-1} \kappa_N^{-d+2\beta} \to 0 \quad \text{as } N \to \infty, \quad \text{when } \kappa \text{ satisfies } (10).
$$

The structure of this paper is as follows: We first introduce our microscopic model and review some standard facts about Lévy processes. In Section 2 we formulate the main results. Then, in Sections 3 and 4 we give the arguments for our convergence results. In Sections 5 and 6 we prove existence and uniqueness of non-negative solutions for the limiting macroscopic model.

1.1 Description of the microscopic dynamics

We consider the following system of $\sum_{i=1}^n N_i$ SDEs:

$$
dx_{i,k}^N(t) = -\frac{1}{N} \sum_{j=1}^n a_{ij} \nabla^\beta \hat{V}_N(x_{j,k}^N(t)) - X_{j,k}^N(t))dt + \sqrt{2\sigma_i} dL_k(t),
$$

for $i = 1, \ldots, n$ and $k = 1, \ldots, N_i$, with $a_{ij} \in \mathbb{R}$ and $\sigma_i > 0$. Here, $X_{i,k}^N(t)$ denotes the position of the $k$-th particle of species $i$ at time $t > 0$ and the $L_k^N$ are i.i.d. Lévy processes corresponding to the fractional Laplacian.

The interaction potential that we use is $(-\Delta)^{\frac{\beta - 1}{2}} \hat{V}_N$ for $\beta \in (0, 1)$. Here, $\hat{V}_N$ is defined in terms of a radially symmetric probability density $W_1$ as

$$
\hat{V}_N := W_N \ast \hat{W}_N \quad \text{for } W_N(x) = \kappa_N^d W_1(\kappa_N x) \quad \text{and } \hat{W}_N(x) = \hat{\kappa}_N^d W_1(\hat{\kappa}_N x),
$$

where $\kappa_N = N^{\kappa/d}$ and $\hat{\kappa}_N = N^{\hat{\kappa}/d}$ for exponents $\kappa$ and $\hat{\kappa}$ that satisfy conditions given in (10) and $\kappa > \hat{\kappa}$. The exponents satisfied by $W_1$ are listed in (12)-(14). In order for our limiting theorems to hold, it is important that the scaling of the interaction is moderate. In particular, we consider an interaction to be “moderate” if, in the many-particle limit, the mutual interaction does not depend on the microscopic fluctuations of the particle densities. To verify that our interaction is moderate we perform a heuristic calculation, similar to (48). Assume for simplicity that the processes $X_{i,k}^N(t)$ for $i = 1, \ldots, n$ and $k = 1, \ldots, N_i$ are i.i.d. with a smooth density $\mu(t, \cdot)$ and, furthermore, that each $N_i = N$. We consider the variance of the force exerted at $x \in \mathbb{R}^d$, which is given by

$$
J := \text{Var} \left( \frac{1}{N} \sum_{j=1}^n \sum_{k=1}^{N_j} \nabla^\beta \hat{V}_N(x - X_{j,k}^N(t)) \right)
$$

$$
\leq \frac{C}{N} \left[ \int_{\mathbb{R}^d} \left| \nabla^\beta \hat{V}_N(x - y) \right|^2 \mu(t, y) dy \right] \left[ \left( \hat{V}_N \ast \nabla^\beta \mu(t, \cdot) \right)(x) \right]^2.
$$

We treat the first term on the right-hand side of the above expression using

$$
\int_{\mathbb{R}^d} \left| \nabla^\beta \hat{V}_N(x - y) \right|^2 \mu(t, y) dy = \int_{\mathbb{R}^d} \left| \nabla^\beta (\hat{W}_N \ast W_N)(x - y) \right|^2 \mu(t, y) dy
$$

$$
= \int_{\mathbb{R}^d} \kappa_N^{d+2\beta} \kappa_N^{2d} |(\hat{W}_1(\hat{k}_{N\cdot}) \ast \nabla^\beta W_1(k_{N\cdot})(s)|^2 \mu(t, x + \kappa_N^{-1}s) ds,
$$

where we have made the change of variables $s = \kappa_N(y - x)$. We notice that

$$
J \lesssim N^{-1} \kappa_N^{-d+2\beta} \kappa_N^{2d} \to 0 \quad \text{as } N \to \infty, \quad \text{when } \kappa \text{ satisfies } (10).
$$
1.2 Regularized empirical processes

The empirical processes $S^N_i(t)$ corresponding to the subpopulations are given by

$$S^N_i(t) := \frac{1}{N} \sum_{k=1}^{N_i} \delta_{X_i^{k,N}(t)}, \quad \langle S^N_i(t), \psi \rangle = \frac{1}{N} \sum_{k=1}^{N_i} \psi(X_i^{k,N}(t))$$

for $i = 1, \ldots, n$ and any real-valued function $\psi$ on $\mathbb{R}^d$. Throughout this paper, for any real-valued measure $\nu$, we use the notation

$$\langle \nu, \psi \rangle := \int_{\mathbb{R}^d} \psi(x) \nu(dx).$$

In Theorem 1 we show that certain regularizations of the empirical processes converge to the solution of a regularized version of (1). We introduce the following regularized versions of the empirical processes:

$$\tilde{s}^N_i(t, x) := (S^N_i(t) * \hat{V}_N)(x), \quad h^N_i(t, x) := (S^N_i(t) * W_N)(x),$$

where we use the notation from (3). With (5) we are able to rewrite the system (2) as

$$dX_i^{k,N}(t) = - \sum_{j=1}^{n} a_{ij} \nabla x j \tilde{s}^N_j(t, X_i^{k,N}(t)) dt + \sqrt{2\sigma_i} \, dL_i^{k}(t),$$

for $k = 1, \ldots, N_i$ and $i = 1, \ldots, n$.

1.3 Itô’s formula for Lévy processes

For $i = 1, \ldots, n$ and $k = 1, \ldots, N_i$, the $L_i^{k}(t)$ in (6) are i.i.d. Lévy processes on a filtered probability space $(\Omega, \mathcal{F}, \mathcal{F}_t, \mathbb{P})$ corresponding to $(-\Delta)\alpha$. We mean this in the sense that the Lévy measure $\nu$ of the processes is given by

$$d\nu := \frac{c_{d,\alpha}}{|z|^{d+2\alpha}} \, dz,$$

where $1/2 < \alpha < 1$ and $c_{d,\alpha}$ is a dimensional constant that is, e.g., given in [47] Section 3]. With $\nu$ defined as above, for any real-valued function $\psi$ with sufficient regularity, the nonlocal operator $\mathcal{L}$ corresponding to the $L_i^{k}(t)$ satisfies

$$\mathcal{L}\psi := \int_{\mathbb{R}^d} (\psi(x + z) - \psi(x) - \nabla \psi(x) \cdot z \chi_{|z| \leq 1}) \, d\nu(z)$$

$$= -c_{d,\alpha} \text{P.V.} \int_{\mathbb{R}^d} \frac{\psi(x) - \psi(y)}{|x - y|^{d+2\alpha}} \, dy =: (-\Delta)^\alpha \psi,$$

where P.V. denotes the Cauchy principal value.

As it is the main tool of our derivation, we now give Itô’s formula for the dynamics determined by (6). The natural space of test functions is given by

$$C_b^{1,2\alpha}(\mathbb{R}_+ \times \mathbb{R}^d) = \left\{ \psi \in C_b^{1,1}(\mathbb{R}_+ \times \mathbb{R}^d) \mid (-\Delta)^\alpha \psi \in C_b^0(\mathbb{R}_+ \times \mathbb{R}^d) \right\},$$

where $C_b^0(\mathbb{R}_+ \times \mathbb{R}^d)$ is the space of continuous bounded functions and $C_b^{1,1}(\mathbb{R}_+ \times \mathbb{R}^d)$ also requires continuous and bounded derivatives with respect to time and space. For $\psi \in C_b^{1,2\alpha}(\mathbb{R}_+ \times \mathbb{R}^d)$ the dynamics given by (6) then yield that

$$\langle S^N_i(t), \psi(t, \cdot) \rangle = \langle S^N_i(0), \psi(0, \cdot) \rangle - \sum_{j=1}^{n} \int_0^t \langle S^N_i(\tau), a_{ij} \nabla x j \tilde{s}^N_j(\tau, X_i^{k,N}(\tau)) \cdot \nabla \psi(\tau, \cdot) \rangle \, d\tau$$

$$- \sigma_i \int_0^t \langle S^N_i(\tau), (-\Delta)^\alpha \psi(\tau, \cdot) \rangle \, d\tau + \frac{1}{N} \sum_{k=1}^{N_i} \int_0^t \int_{\mathbb{R}^d \setminus \{0\}} \sqrt{2\sigma_i} \, D_x \psi(\tau, X_i^{k,N}(\tau)) \mathcal{N}_i^{k}(dz d\tau),$$

(8)
Here, $X_i^{k,N}(\tau_-)$ denotes the one-sided limit of $X_i^{k,N}(t)$ as $t \nearrow \tau$ and
\[
D_z f(y) := f(y + z) - f(y) \quad \text{for any } z, y \in \mathbb{R}^d.
\]

Furthermore, the compensated Poisson measure $\tilde{N}_i^k$ is defined by
\[
\tilde{N}_i^k((0, t] \times U) := N_i^k((0, t] \times U) - \nu(U) \quad \text{for any } U \in \mathcal{B}(\mathbb{R}^d \setminus \{0\}) \text{ and } t > 0,
\]
where $N_i^k$ is the Poisson measure
\[
N_i^k((0, t] \times U) := \sum_{\tau \in (0, t]} 1_U (L_i^k(\tau) - L_i^k(\tau_-)).
\]

The above expression is a sum because it can be shown that a.s. the Lévy process has only a finite number of jumps in a bounded interval. For the reader’s convenience, we remark that a useful reference on Lévy processes is \(1\).

### 1.4 Additional notation

Unless otherwise stated, we use the convention that the indices $i, j = 1, \ldots, n$ denote species, whereas $k, \ell = 1, \ldots, N_i$ are used to denote the $k$-th (or $\ell$-th) particle.

We will use $\| \cdot \|_p$ to denote $\| \cdot \|_{L^p(\mathbb{R}^d)}$ for $p \in (1, \infty]$. Furthermore, for $\alpha \in (0, 1)$ and $p \in (1, \infty]$ we use $\| \cdot \|_{W^{\alpha,p}(\mathbb{R}^d)}$ to denote $\| \cdot \|_{W^{\alpha,p}(\mathbb{R}^d)}$ and similarly $\| \cdot \|_{H^\alpha}$ denotes $\| \cdot \|_{H^\alpha(\mathbb{R}^d)}$. For $T > 0$, we denote the natural norm associated with \(1\) on $(0, T) \times \mathbb{R}^d$:
\[
\|f\|_{[0,T]}^2 := \sup_{0 \leq t \leq T} \|f(t)\|^2 + \int_0^T \|(-\Delta)^{\frac{\alpha}{2}} f(t)\|_2^2 \, dt. \quad (9)
\]

As in \([50, 61]\), for two positive finite real-valued measures $\nu_1, \nu_2 \in \mathcal{M}(\mathbb{R}^d)$, we consider
\[
d(\nu_1, \nu_2) := \sup \left\{ \langle \nu_1 - \nu_2, \psi \rangle \mid \psi \in C^1_b(\mathbb{R}^d), \|\psi\|_{L^\infty(\mathbb{R}^d)} + \|\nabla \psi\|_{L^\infty(\mathbb{R}^d)} \leq 1 \right\}.
\]

Throughout the article, we denote $\hat{u}^N = (\hat{u}_1^N, \ldots, \hat{u}_N^N)$ and $\|\hat{u}^N\|_2^2 = \sum_{i=1}^n \|\hat{u}_i^N\|_2^2$, analogous notation is used for all other $n$-dimensional vectors (e.g. $u, h^N, s^N$, and $\dot{s}^N$) and other norms. We use the notation “$\lesssim$” in order to denote “$\leq C(n, \alpha, \beta, a_{ij}, \sigma_i, d)$”. If there are additional dependencies for the universal constant, e.g. on a time $T > 0$, then we write “$\lesssim_T$”. Often the universal constant may not depend on the full retinue of $n, \alpha, \beta, d, a_{ij}$, and $\sigma_i$, but we still use the notation “$\lesssim$”.

### 2 Formulation of the main results

We have already defined $\hat{V}_N, W_N$, and $\tilde{W}_N$ in terms of $\kappa_N = N^{\kappa/d}$ and $\hat{\kappa}_N = N^{\hat{\kappa}/d}$ in \([3]\). Now, we give the conditions on $\kappa$ and $\hat{\kappa}$. For a given arbitrarily small $\rho > 0$, we require that
\[
0 < \hat{\kappa} < \frac{\delta d}{d + 4} \quad \text{and} \quad \delta(1 + \rho)d < \kappa < \frac{d}{d + 3},
\]
for some $\delta \in (0, 1)$. These conditions are essential for the limiting argument in Theorem \(1\). We shall also use the notation
\[
\delta_N := N^{-\delta}. \quad (11)
\]

We assume the following properties satisfied by $W_1$:
\[
F(W_1) \in C^2_b(\mathbb{R}^d), \quad (12)
\]
\[ |F(W_i)(\xi)| \lesssim \exp(-C'|\xi|), \quad (13) \]
\[ |\Delta F(W_i)(\xi)| \lesssim (1 + |\xi|^2)|F(W_i)(\xi)|, \quad (14) \]

where \( F \) denotes the Fourier transform and \( C' > 0 \) is a constant. We remark that the conditions (10) are similar to those given in (1) of [61]. We, furthermore, mention that the conditions (12)-14 are likewise similar to (6)-(8) in [61] and (3.2)-(3.4) in [50], where in both [61] and [50] the authors include an additional assumption concerning the decay of the decay of \( W_i \) along rays.

The first theorem of this paper is a convergence result that shows that a certain regularization of the empirical measure, namely \( h^N \) defined in (5), converges to \( \hat{u}^N \) solving

\[
\partial_t \hat{u}_i^N + \sigma_i (-\Delta)\alpha \hat{u}_i^N - \operatorname{div} \left( \sum_{j=1}^n a_{ij} \hat{u}_i^N \nabla \beta \left( \hat{u}_j^N \ast W_N \right) \right) = 0 \quad \text{in} \quad (0, T) \times \mathbb{R}^d,
\]

for \( i = 1, \ldots, n \) and \( T > 0 \). The convergence result is as follows:

**Theorem 1.** Let \( \alpha \in (1/2, 1) \) and \( \beta \in (0, 1) \) satisfy \( \beta + 1 < 2\alpha \) and, furthermore, when \( d = 1 \) that \( \alpha - \beta < 1/2 \) or \( \alpha < 3/4 \). The kernel \( W_1 \) satisfies (12)-(14). Assume that \( u^0 \in H^s(\mathbb{R}^d)^n \), for \( s > d/2 + 2 \), is non-negative and satisfies

\[
\lim_{m \to \infty} \sup_{N \in \mathbb{N}} \mathbb{P} \left[ \sum_{i=1}^n \left( S_i^N (0, 1) \right) \geq m \right] = 0, \quad (16)
\]
\[
\lim_{N \to \infty} \mathbb{P} \left[ \|h^N(0, \cdot) - u^0\|_2^2 \geq \delta_N^{4+\rho} \right] = 0, \quad (17)
\]
where \( \delta \) and \( \rho \) satisfy (10) and we use the notation (11). Then, we have

\[
\lim_{N \to \infty} \mathbb{P} \left[ \|h^N - \hat{u}^N\|_{[0,T]} \geq \delta_N \right] = 0,
\]
where \( \hat{u}^N \) solves (15).

We make a couple of remarks concerning the above theorem:

**Remark 1** (Initial condition). Notice that the assumptions (16) and (17) ensure that \( N_i \), which is the number of particles of species \( i \), is of the same order of magnitude as the scaling parameter \( N \), i.e. \( N_i \approx N \). An example of an admissible initial condition would be to have \( N \) i.i.d. random variables for species \( i \) with distribution \( u^0_i/\|u^0_i\|_1 \) for \( i = 1, \ldots, n \) (see [49]).

**Remark 2** (Regularization). In the formulation and proof of Theorem 1 our use of the regularized problem is similar to [61] Theorem 6.2. As we will see in Step 1, the different scalings of the kernels \( W_N \) and \( \hat{W}_N \) are required to obtain uniform (in \( N \)) boundedness of \( \sup_{0 \leq t \leq t^N} \|S_N(t)\|_{L^2(\mathbb{R}^d)} \), where \( t^N \) is an appropriately defined stopping time. In [61] the analogous estimate is (28), whereas in [50] some ellipticity condition on the cross-diffusion term is used to estimate corresponding terms.

**Remark 3** (Dominating self-diffusion). The restriction on \( \beta \), i.e. \( \beta + 1 < 2\alpha \), including \( \beta < \alpha \) for \( \alpha < 1 \), implies that the self-diffusion dominates the cross-diffusion. The main place we use this assumption is in the well-posedness and regularity results for problems (1) and (15). In particular, we highlight the derivation of the higher-order \( a \) priori estimates, uniform in \( N \), for \( \hat{u}^N \) in Theorem 3 which are used in (27). Since our cross-diffusion matrix is not assumed to be triangular, the condition on \( \beta \) is also used in Step 3.1 of the proof of Theorem 1. Throughout the paper we consider \( \alpha < 1 \), if \( \alpha = 1 \) then many of our calculations could be simplified. We remark that in [61] a cross-diffusion system with triangular cross-diffusion matrix and \( \alpha = \beta = 1 \) is analyzed.
In our second theorem, we post-process the result of Theorem 1 in order to compare the not regularized objects, the empirical processes \( S_i^N \) and \( u_i \) solving (1).

**Theorem 2.** Assume that the conditions of Theorem 1 are satisfied and that

\[
\sum_{i=1}^{n} \langle u_i^0, \psi \rangle \leq C \quad \text{and} \quad \lim_{m \to \infty} \sup_{N \in \mathbb{N}} P \left[ \sum_{i=1}^{n} \langle S_i^N(0), \psi^2 \rangle \geq m \right] = 0,
\]

where \( C \) is a constant and \( \psi(x) = \log(2 + x^2) \), then

\[
\lim_{N \to \infty} P \left[ \sup_{0 \leq t \leq T} d(S_i^N(t), u_i(t)) \geq \mu \right] = 0
\]

for any \( \mu > 0 \).

Our final two theorems are well-posedness and regularity results that are used in Theorems 1 and 2. In Theorem 3, we ensure that the system (15) has a unique non-negative solution with sufficient regularity. Then, in Theorem 4, we pass to the limit in the regularization to obtain a solution of (1).

**Theorem 3.** Assume that the conditions of Theorem 1 are satisfied. Letting \( u^0 \in H^s(\mathbb{R}^d)^n \), for \( s > d/2 \), be non-negative, the following results hold:

i) **(Local solution)** There exists a time \( T = T(\|u^0\|_{H^s(\mathbb{R}^d)}) > 0 \) such that there is a unique non-negative weak solution \( \hat{u}^N \in L^\infty(0,T;H^s(\mathbb{R}^d))^n \) of the regularized problem (15) in the time interval \([0,T]\). This solution satisfies

\[
\|\hat{u}^N\|_{L^\infty(0,T;H^s(\mathbb{R}^d))} + \|\hat{u}^N\|_{L^2(0,T;H^{s+\alpha}(\mathbb{R}^d))} \leq C
\]

and if additionally \( s > d/2 + 2 \), then we obtain

\[
\sup_{(0,T) \times \mathbb{R}^d} |D^2 \hat{u}^N_i(t,x)| \leq C, \quad i = 1, \ldots, n,
\]

where \( C = C(d, \sigma_i, a_{ij}, n) \) is independent of \( N \).

ii) **(Global solution for small initial data)** Additionally, there exists a constant \( \theta = \theta(d, \sigma_i, a_{ij}, n) > 0 \) such that if

\[
\|u^0\|_{H^s(\mathbb{R}^d)} \leq \theta(d, \sigma_i, a_{ij}, n),
\]

then part i) holds for any \( T > 0 \).

Passing to the limit \( N \to \infty \) in the result of Theorem 3, we obtain a solution for the original system (1). In particular, we find that

**Theorem 4.** Under the assumptions of Theorem 3, there exists a unique non-negative solution \( u \) of problem (1) in \( L^\infty(0,T;H^s(\mathbb{R}^d))^n \cap L^2(0,T;H^{s+\alpha}(\mathbb{R}^d))^n \) with

\[
\lim_{N \to \infty} \|\hat{u}^N - u\|^2_{[0,T]} = 0.
\]

Here \( T > 0 \) corresponds to either the local or global existence interval from Theorem 3.
3 Argument for Theorem 1

The following lemma, which is taken from [50], is the motivation for many of the assumptions on the convolution kernel \( W_1 \) and is used in the proofs of the main results.

**Lemma 5** (Lemma 1 of [50]). Assume that \( W_1 \) satisfies [12] - [14] and \( W_N \) is given in (3). Then, using the convention \( U(\cdot) = W_N(\cdot) \cdot | \) and for any \( \varepsilon > 0 \) and \( \tau > 0 \), we have

\[
\| S_i^N \ast U \|_2^2 \leq C(d) \left[ \kappa_N^{2\varepsilon-2}\| S_i^N(\tau) \ast W_N \|_2^2 + \langle S_i^N(\tau), 1 \rangle^2 \exp \left( -C'\kappa_N^{\varepsilon} \right) \right],
\]

for \( i = 1, \ldots, n \).

For \( f \in H^1(\mathbb{R}^d) \) we have that

\[
\| f \ast \hat{W}_N - f \|_2^2 \leq C(d)\hat{\kappa}_N^{-2}\| \nabla f \|_2^2.
\]

Since there is no birth or death in our dynamics, \( \langle S_i^N(\tau), 1 \rangle = N_i/N \) for all \( \tau \in (0, T] \).

For the proof of Lemma 5 we refer to [50]. Here, we only remark that the proof relies on properties of the Fourier transform and exploits the assumptions [12] - [14].

3.1 Proof of Theorem 1

In the proof of Theorem 1 we follow ideas from [50] Theorem 1 and [61] Theorem 6.2. The novelty of our proof lies mainly in technical issues that we encounter due to the form of the nonlocal cross-diffusion terms. Some of these issues can be easily remedied by using the fractional Leibniz rule or the fractional Gagliardo-Nirenberg inequality (see Appendix). The main new contribution is the estimate contained in Step 3.1. While the majority of our proof quite closely follows [61] Theorem 6.2, we give the full argument for the sake of completeness.

**Proof.** Our argument proceeds in four steps:

**Step 1: Introduction of a stopping time.** We introduce a first hitting time \( t^N \) such that

\[
t^N = t^N(\omega) := \inf \{ \tau > 0 \ | \ | h^N - u^N |^2(\omega) > \delta_N \} \quad \text{for} \quad \omega \in \Omega. \quad (25)
\]

Assumptions (16) and (17), together with the right-continuity of \( | h^N - u^N |^2_{(0, \tau]} \) for \( 0 \leq \tau \leq T \), ensure that the limit of \( t^N \), as \( N \to \infty \), is positive a.s. in \( \Omega \) (see Appendix). In addition, the right-continuity of \( | h^N - u^N |^2_{(0, \tau]} \) for \( 0 \leq \tau \leq T \), yields that \( t^N \) is a stopping time and

\[
\mathbb{P}[| h^N - u^N |^2_{(0, t^N \wedge T)} \geq \delta_N] = \mathbb{P}[| h^N - u^N |^2_{(0, T)} \geq \delta_N]. \quad (26)
\]

Let \( k \) be a multi-index. Using the Cauchy-Schwarz inequality, the definition of \( t^N \) and that of \( \hat{W}_N \) in (3), and the assumption (13) on \( W_1 \) we obtain

\[
\sup_{x \in \mathbb{R}^d} | D^k [\hat{s}^N(t, x) - (\hat{u}^N(t, \cdot) \ast \hat{W}_N)(x)] | \leq \| h^N(t, \cdot) - \hat{u}^N(t, \cdot) \|_2 \sup_{x \in \mathbb{R}^d} | D^k \hat{W}_N(x - \cdot) | \leq \sqrt{\delta_N \kappa_N^{2\varepsilon}} \| D^k W_1 \|_2 \lesssim \sqrt{\delta_N \kappa_N^{2\varepsilon}} \kappa_N^{\frac{|k|+\frac{d}{2}}{2}},
\]

for \( 0 \leq t \leq t^N \). By our assumptions on \( \hat{\kappa}_N \) and \( \delta_N \), see (10) and (11), we have that

\[
\sqrt{\delta_N \kappa_N^{2\varepsilon}} \kappa_N^{\frac{|k|+\frac{d}{2}}{2}} = N^{-\frac{d}{2}} N_N^{(2+\frac{d}{2})} \leq 1 \quad \text{for} \quad N \geq 1.
\]

Then using the triangle inequality and (20) of Theorem 3 yields

\[
\sup_{0 \leq t \leq t^N \wedge T} \| \hat{s}^N(t) \|_{C^2(\mathbb{R}^d)} \leq \sup_{0 \leq t \leq t^N \wedge T} \left( \sum_{|k| \leq 2} \sup_{x \in \mathbb{R}^d} | D^k [\hat{s}^N(t, x) - (\hat{u}^N(t, \cdot) \ast \hat{W}_N)(x)] | + \| \hat{u}^N(t) \|_{C^2(\mathbb{R}^d)} \right) \lesssim 1. \quad (27)
\]
Step 2: Deriving an expression for $\|h_i^N - \hat{u}_i^N\|_2^2$. For $i = 1, \ldots, n$, we apply Itô’s formula \[5\] to compute directly the expressions for $\langle h_i^N, h_i^N \rangle$ and $\langle h_i^N, \hat{u}_i^N \rangle$. The calculations for $\langle h_i^N, h_i^N \rangle$ and $\langle h_i^N, \hat{u}_i^N \rangle$ are similar to those in [50, 51], however for completeness we include here the main steps of the derivation of the equation for $\|h_i^N - \hat{u}_i^N\|_2^2$. Let $t \in (0, t_N \wedge T]$.

**Step 2.1:** Starting with $\langle h_i^N, h_i^N \rangle$, by [5] we obtain

$$\langle h_i^N(t, \cdot), h_i^N(t, \cdot) \rangle = \frac{1}{N^2} \sum_{k, \ell=1}^{N_i} V_N(X_i^{k,N}(t) - X_i^{\ell,N}(t)),$$

where $V_N := W_N \ast W_N$. Then we use the equation for $X_i^{k,N} - X_i^{\ell,N}$ obtained from [6], that the Lévy processes $L_i^k$ are i.i.d., and that $\nabla V_N$ and $D_z V_N$ are odd for any $z \in \mathbb{R}^d$, to write

$$\langle h_i^N(t, \cdot), h_i^N(t, \cdot) \rangle = \frac{1}{N^2} \sum_{k, \ell=1}^{N_i} V_N(X_i^{k,N}(0) - X_i^{\ell,N}(0)) - \frac{2}{N^2} \sum_{j=1}^{n} a_{ij} \int_0^t \nabla^2 z_j^N(\tau, X_i^{k,N}(\tau)) \cdot \nabla V_N(X_i^{k,N}(\tau) - X_i^{\ell,N}(\tau)) d\tau$$

$$- \frac{2}{N^2} \sum_{k, \ell=1, k \neq \ell}^{N_i} \int_0^t (-\Delta)^{\alpha} V_N(X_i^{k,N}(\tau) - X_i^{\ell,N}(\tau)) d\tau + \frac{2}{N^2} \sum_{k, \ell=1, k \neq \ell}^{N_i} \sqrt{2\sigma_i} \int_0^t \int_{\mathbb{R}^d \setminus \{0\}} D_z V_N(X_i^{k,N}(\tau) - X_i^{\ell,N}(\tau)) \mathcal{N}_i^k(dz d\tau).$$

**Step 2.2:** For $\langle h_i^N, \hat{u}_i^N \rangle$, we use the definition of $h_i^N$ to obtain

$$\langle h_i^N(t, \cdot), \hat{u}_i^N(t, \cdot) \rangle = \int_{\mathbb{R}^d} \hat{u}_i^N(t, x) \frac{1}{N} \sum_{k=1}^{N_i} W_N(X_i^{k,N}(t) - x) dx. \quad (28)$$

Making use of the relation

$$v(t) \int_0^t g(\tau) d\tau = \int_0^t \partial_\tau \left[ v(\tau) \int_0^\tau g(\xi) d\xi \right] d\tau$$

in conjunction with Itô’s formula, we can write

$$\langle h_i^N(t, \cdot), \hat{u}_i^N(t, \cdot) \rangle = \langle h_i^N(0, \cdot), \hat{u}_i^N(t, \cdot) \rangle$$

$$- \frac{1}{N} \int_{\mathbb{R}^d} \int_0^t \hat{u}_i^N(\tau, x) \sum_{k=1}^{N_i} \sum_{j=1}^{n} a_{ij} \nabla^2 z_j^N(\tau, X_i^{k,N}(\tau)) \cdot \nabla W_N(X_i^{k,N}(\tau) - x) d\tau dx$$

$$- \frac{\sigma_i}{N} \int_{\mathbb{R}^d} \int_0^t \hat{u}_i^N(\tau, x) \sum_{k=1}^{N_i} (-\Delta)^{\alpha} W_N(X_i^{k,N}(\tau) - x) d\tau dx$$

$$+ \frac{\sqrt{2\sigma_i}}{N} \int_{\mathbb{R}^d} \int_0^t \hat{u}_i^N(\tau, x) \sum_{k=1}^{N_i} \int_{\mathbb{R}^d \setminus \{0\}} D_z W_N(X_i^{k,N}(\tau) - x) \mathcal{N}_i^k(dz d\tau) dx$$

$$+ \frac{1}{N} \int_{\mathbb{R}^d} \int_0^t \partial_\tau \hat{u}_i^N(\tau, x) \sum_{k=1}^{N_i} \left( W_N(X_i^{k,N}(\tau) - x) - W_N(X_i^{k,N}(0) - x) \right) d\tau dx. \quad (29)$$
We then use
\[
\frac{1}{N} \int_{\mathbb{R}^d} \int_0^t \partial_\tau \tilde{u}_i^N(\tau, x) \, d\tau \sum_{k=1}^{N_i} W_N(X_i^k(0) - x) \, dx = \langle h_i^N(0, \cdot), \tilde{u}_i^N(t, \cdot) - \tilde{u}_i^N(0, \cdot) \rangle
\]
and the system (15) for \( \tilde{u}_i^N \) to rewrite the last term of (29) as
\[
\begin{align*}
&\langle h_i^N(0, \cdot), \tilde{u}_i^N(0, \cdot) \rangle - \langle h_i^N(0, \cdot), \tilde{u}_i^N(t, \cdot) \rangle - \sigma_i \int_0^t \langle (-\Delta)^{\frac{\alpha}{2}} h_i^N(\tau, \cdot), (-\Delta)^{\frac{\alpha}{2}} \tilde{u}_i^N(\tau, \cdot) \rangle \, d\tau \\
&- \int_0^t \langle \nabla (-\Delta)^{\frac{\alpha-1}{2}} h_i^N(\tau, \cdot), \sum_{j=1}^n a_{ij} (-\Delta)^{\frac{1-n}{2}} \tilde{u}_j^N(\tau, \cdot) \nabla^\beta (\tilde{u}_j^N \ast W_N)(\tau, \cdot) \rangle \, d\tau.
\end{align*}
\]

Notice that in the above computation we have used (69) from the Appendix. Plugging the identity (30) into (29) implies
\[
\begin{align*}
&\langle h_i^N(t, \cdot), \tilde{u}_i^N(t, \cdot) \rangle = \langle h_i^N(0, \cdot), \tilde{u}_i^N(0, \cdot) \rangle - \int_0^t \langle S_i^N(\tau), \sum_{j=1}^n a_{ij} \nabla^\beta \tilde{S}_j^N(\tau, \cdot) \cdot \nabla (\tilde{u}_j^N \ast W_N)(\tau, \cdot) \rangle \, d\tau \\
&- \sigma_i \int_0^t \langle S_i^N(\tau), (-\Delta)^{\alpha} (\tilde{u}_i^N \ast W_N)(\tau, \cdot) \rangle \, d\tau - \sigma_i \int_0^t \langle (-\Delta)^{\frac{\alpha}{2}} h_i^N(\tau, \cdot), (-\Delta)^{\frac{\alpha}{2}} \tilde{u}_i^N(\tau, \cdot) \rangle \, d\tau \\
&+ \frac{\sqrt{2\sigma_i}}{N} \sum_{k=1}^{N_i} \int_0^t \int_{\mathbb{R}^d \setminus \{0\}} D_z (\tilde{u}_i^N \ast W_N)(\tau, X_i^k(\tau, -)) \tilde{N}_i^k(dz \, d\tau) \\
&- \int_0^t \langle \nabla (-\Delta)^{\frac{\alpha-1}{2}} h_i^N(\tau, \cdot), \sum_{j=1}^n a_{ij} (-\Delta)^{\frac{1-n}{2}} (\tilde{u}_j^N(\tau, \cdot) \nabla^\beta (\tilde{u}_j^N \ast W_N)(\tau, \cdot) \rangle \, d\tau.
\end{align*}
\]

Considering \( \tilde{u}_i^N \) as a test function in (15) and integrating by parts yields the equation for \( \langle \tilde{u}_i^N(t, \cdot), \tilde{u}_i^N(t, \cdot) \rangle \).

**Step 2.3:** Combining the previous calculations, we obtain
\[
\begin{align*}
&\| h_i^N(t, \cdot) - \tilde{u}_i^N(t, \cdot) \|^2 = \| h_i^N(0, \cdot) - \tilde{u}_i^N(0, \cdot) \|^2 \\
&- \sum_{i,j=1}^n 2a_{ij} \int_0^t \langle S_i^N(\tau), \nabla^\beta \tilde{S}_j^N(\tau, \cdot) \cdot \nabla \left( (h_i^N - \tilde{u}_i^N) \ast W_N(\tau, \cdot) \right) \rangle \, d\tau (I) \\
&+ \sum_{i,j=1}^n 2a_{ij} \int_0^t \langle \nabla (-\Delta)^{\frac{\alpha-1}{2}} (h_i^N(\tau, \cdot) - \tilde{u}_i^N(\tau, \cdot)), (-\Delta)^{\frac{\alpha}{2}} \tilde{u}_i^N(\tau, \cdot) \nabla^\beta (\tilde{u}_i^N \ast W_N)(\tau, \cdot) \rangle \, d\tau (II) \\
&- \sum_{i=1}^n 2\sigma_i \int_0^t \langle S_i^N(\tau), (-\Delta)^{\alpha} \left( (h_i^N - \tilde{u}_i^N) \ast W_N(\tau, \cdot) \right) \rangle \, d\tau (IV) \\
&+ \sum_{i=1}^n 2\sigma_i \int_0^t \langle (-\Delta)^{\frac{\alpha}{2}} (h_i^N(\tau, \cdot) - \tilde{u}_i^N(\tau, \cdot)), (-\Delta)^{\frac{\alpha}{2}} \tilde{u}_i^N(\tau, \cdot) \rangle \, d\tau (V) \\
&+ \frac{2}{N} (-\Delta)^{\alpha} V_N(0) \int_0^t \langle S_i^N(\tau), \sigma_i \rangle \, d\tau + \sum_{i=1}^n M_i^N(t) (VI)+(VII)
\end{align*}
\]

Here, we have used the notation
\[
M_i^N(t) := \frac{\sqrt{8\sigma_i}}{N} \sum_{k=1}^{N_i} \int_0^t \int_{\mathbb{R}^d \setminus \{0\}} D_z \left( \left( (h_i^N(\tau, \cdot) - \tilde{u}_i^N(\tau, \cdot)) \ast W_N \right) (X_i^k(\tau, -)) \right) \tilde{N}_i^k(dz \, d\tau).
\]
Step 3: Estimates for terms (II)-(VII).

Step 3.1: Terms (II) + (III). We write (III) = (III.1) + (III.2) + (III.3), where

\[ (III.1) = \sum_{i,j=1}^{n} 2a_{ij} \int_0^t \left\langle \nabla(-\Delta)^{\frac{1}{2}} \left( h_i^N(\tau) - \tilde{u}_i^N(\tau) \right), (-\Delta)^{\frac{1}{2}} \left( \tilde{u}_i^N(\tau) \nabla^\beta (\tilde{u}_j^N(\tau) \ast \tilde{W}_N - \tilde{s}_j^N(\tau)) \right) \right\rangle \ d\tau, \]

\[ (III.2) = \sum_{i,j=1}^{n} 2a_{ij} \int_0^t \left\langle \nabla(-\Delta)^{\frac{1}{2}} \left( h_i^N(\tau) - \tilde{u}_i^N(\tau) \right), (-\Delta)^{\frac{1}{2}} \left[ (\tilde{u}_i^N(\tau) - h_i^N(\tau)) \nabla^\beta \tilde{s}_j^N(\tau) \right] \right\rangle \ d\tau, \]

\[ (III.3) = \sum_{i,j=1}^{n} 2a_{ij} \int_0^t \left\langle \nabla(-\Delta)^{\frac{1}{2}} \left( h_i^N(\tau) - \tilde{u}_i^N(\tau) \right), (-\Delta)^{\frac{1}{2}} \left( h_i^N(\tau) \nabla^\beta \tilde{s}_j^N(\tau) \right) \right\rangle \ d\tau. \]

Then we obtain

\[ |(II) + (III.3)| = \left| \sum_{i,j=1}^{n} 2a_{ij} \int_0^t \int_{\mathbb{R}^d} \left\langle S_i^N(\tau), (-\Delta)^{\frac{1}{2}} R_j^N(\tau, \cdot, y) \nabla(-\Delta)^{\frac{1}{2}} G_i^N(\tau, y) \right\rangle \ dy \ d\tau \right| \]

\[ \lesssim \sum_{i,j=1}^{n} \int_{\mathbb{R}^d} \left[ C \int |\tau|^2 \sum_{k=1}^{N_i} (-\Delta)^{\frac{1}{2}} R_j^N(\tau, X_i^{k,N}(\tau), y) \right]^2 d\tau + \epsilon \|(-\Delta)^{\frac{1}{2}} (h_i^N(\tau) - \tilde{u}_i^N(\tau))\|_2^2, \]

where \( G_i^N(\tau, y) = h_i^N(\tau, y) - \tilde{u}_i^N(\tau, y) \) and \( R_j^N(\tau, x, y) = W_N(x - y) \left( \nabla^\beta \tilde{s}_j^N(\tau, x) - \nabla^\beta \tilde{s}_j^N(\tau, y) \right) \). For \( \tau \in (0, t) \) and arbitrary \( \epsilon > 0 \), we process the first term on the right-hand side of the last inequality using Parseval’s identity as

\[ \int_{\mathbb{R}^d} \left| \frac{1}{N} \sum_{k=1}^{N_i} (-\Delta)^{\frac{1}{2}} R_j^N(\tau, X_i^{k,N}(\tau), y) \right|^2 dy = \int_{\mathbb{R}^d} \left| \xi \right|^{2(1-\alpha)} \left| F \left( \frac{1}{N} \sum_{k=1}^{N_i} R_j^N(\tau, X_i^{k,N}(\tau), \cdot) \right) \right|^2 d\xi \]

\[ \leq \int_{|\xi| \leq \kappa_N^{-1+\epsilon}} \left| \xi \right|^{2(1-\alpha)} \left| F \left( \frac{1}{N} \sum_{k=1}^{N_i} R_j^N(\tau, X_i^{k,N}(\tau), \cdot) \right) \right|^2 d\xi \]

\[ + \int_{|\xi| > \kappa_N^{-1+\epsilon}} \left| \xi \right|^{2(1-\alpha)} \left| F \left( \frac{1}{N} \sum_{k=1}^{N_i} R_j^N(\tau, X_i^{k,N}(\tau), \cdot) \right) \right|^2 d\xi =: I_1 + I_2. \]

Similar to [50, 61], we treat \( I_1 \) using Parseval’s identity, the bound (27), and (23) of Lemma 5

\[ I_1 \leq \kappa_N^{2(1-\alpha)(1+\epsilon)} \left\| \tilde{s}_j^N(\tau) \right\|_{C^2}^2 \left( \int_{\mathbb{R}^d} \left| \frac{1}{N} \sum_{k=1}^{N_i} W_N(X_i^{k,N}(\tau) - y) \right|^2 dy \right)^2 \]

\[ \lesssim \kappa_N^{2(1-\alpha)(1+\epsilon)} \kappa_N^{2\epsilon-2} \left\| S_i^N(\tau) \ast W_N \right\|_{L^2}^2 + \left( \frac{N_i}{N} \right) \exp \left( -C' \kappa_N^\delta \right). \]

Due to the fractional derivative, we need to use a different approach than in [50, 61] to handle \( I_2 \). For this we first split it into two parts:

\[ I_2 \leq \int_{|\xi| \leq \kappa_N^{-1+\epsilon}} \left| \xi \right|^{2(1-\alpha)} \left| F \left( \frac{1}{N} \sum_{k=1}^{N_i} W_N(X_i^{k,N}(\tau) - \cdot) \nabla^\beta \tilde{s}_j^N(\tau, X_i^{k,N}(\tau)) \right) \right|^2 d\xi \]

\[ + \int_{|\xi| > \kappa_N^{-1+\epsilon}} \left| \xi \right|^{2(1-\alpha)} \left| F \left( \frac{1}{N} \sum_{k=1}^{N_i} W_N(X_i^{k,N}(\tau) - \cdot) \nabla^\beta \tilde{s}_j^N(\tau, \cdot) \right) \right|^2 d\xi =: J_1 + J_2. \]
The term $J_1$ can be treated using standard properties of the Fourier transform, Jensen’s inequality for sums, assumption (13), and estimate (27). In particular, we find that

$$J_1 = \int_{|\xi| > \kappa_N^{1+\varepsilon}} |\xi|^{2(1-\alpha)} \left( \frac{1}{N} \sum_{k=1}^{N_i} \nabla^\beta s_j N(\tau, X_j^{k,N}(\tau)) F(W_N(X_j^{k,N}(\tau) - \cdot)) (\xi) \right)^2 d\xi$$

$$\leq \|s_j N(\tau)\|_2^2 \frac{N_i}{N} \int_{|\xi| > \kappa_N^{1+\varepsilon}} |\xi|^{2(1-\alpha)} \left( \frac{1}{N} \sum_{k=1}^{N_i} |F(\delta X_j^{k,N}(\tau) * W_N)(\xi)| \right)^2 d\xi$$

$$\lesssim \left( \frac{N_i}{N} \right)^2 \int_{|\xi| > \kappa_N^{1+\varepsilon}} \left| \xi \right|^{2(1-\alpha)} \frac{\kappa_N^{2(1-\alpha) + d}} N \exp(-2C\left|\xi\right|) d\xi \lesssim \left( \frac{N_i}{N} \right)^2 \exp(-C\kappa_N^\varepsilon).$$

To treat $J_2$, we once more split it into a near-field and far-field contribution, but now corresponding to the integral coming from an additional convolution that turns up as

$$F \left( \frac{1}{N} \sum_{k=1}^{N_i} W_N(X_j^{k,N}(\tau) - \cdot) \nabla^\beta s_j N(\tau, \cdot) \right)(\xi)$$

$$= \int_{\mathbb{R}^d} F \left( \frac{1}{N} \sum_{k=1}^{N} W_N(X_j^{k,N}(\tau) - \cdot) \right)(\xi - \eta) F(\nabla^\beta s_j N(\tau, \cdot))(\eta) d\eta.$$

Applying the triangle inequality then yields

$$J_2 \leq \int_{|\xi| > \kappa_N^{1+\varepsilon}} \left| \xi \right|^{2(1-\alpha)} \left( \int_{|\eta| \leq \kappa_N^{1+\varepsilon}} F(S_i N(\tau) * W_N)(\xi - \eta) F(\nabla^\beta s_j N(\tau))(\eta) d\eta \right)^2 d\xi$$

$$+ \int_{|\xi| > \kappa_N^{1+\varepsilon}} \left| \xi \right|^{2(1-\alpha)} \left( \int_{|\eta| > \kappa_N^{1+\varepsilon}} F(S_i N(\tau) * W_N)(\xi - \eta) F(\nabla^\beta s_j N(\tau))(\eta) d\eta \right)^2 d\xi =: K_1 + K_2.$$

The term $K_1$ can be estimated using the properties of the Fourier transform along with the assumption (13) and another application of Jensen’s inequality for sums. We additionally make use of $|\xi - \eta| + |\eta| \geq |\xi|$ for $\xi, \eta \in \mathbb{R}^d$. Using these tools yields

$$K_1 \leq \left( \frac{N_i}{N} \right)^2 \int_{|\xi| > \kappa_N^{1+\varepsilon}} \left| \xi \right|^{2(1-\alpha)} \left( \int_{|\eta| \leq \kappa_N^{1+\varepsilon}} |F(W_N)(\xi - \eta)||F(\nabla^\beta s_j N(\tau))(\eta)| d\eta \right)^2 d\xi$$

$$\leq \left( \frac{N_i}{N} \right)^2 \int_{|\xi| > \kappa_N^{1+\varepsilon}} \left| \xi \right|^{2(1-\alpha)}$$

$$\times \left( \int_{|\eta| \leq \kappa_N^{1+\varepsilon}} |\eta|^\beta |F(W_N)(\xi - \eta)||F(S_i N^N) N(\eta) F(W_N)(\eta) F(\hat{W}_N)(\eta)| d\eta \right)^2 d\xi$$

$$\leq \left( \frac{N_i}{N} \right)^2 \left( \frac{N_i}{N} \right)^2 \int_{|\xi| > \kappa_N^{1+\varepsilon}} \left| \xi \right|^{2(1-\alpha)} \frac{\kappa_N^{2\beta(1+\varepsilon)}} N$$

$$\times \left( \int_{|\eta| \leq \kappa_N^{1+\varepsilon}} |F(W_1)\left( \frac{\xi - \eta}{\kappa_N} \right)||F(W_1)\left( \frac{\eta}{\kappa_N} \right)||F(W_1)\left( \frac{\eta}{\kappa_N} \right) | d\eta \right)^2 d\xi$$

$$\leq \left( \frac{N_i}{N} \right)^2 \left( \frac{N_i}{N} \right)^2 \int_{|\xi| > \kappa_N^{1+\varepsilon}} \left| \xi \right|^{2(1-\alpha)} \frac{\kappa_N^{2\beta(1+\varepsilon)}} N$$

$$\times \left( \int_{|\eta| \leq \kappa_N^{1+\varepsilon}} \exp \left( - C' \left( \frac{|\xi|}{\kappa_N} + \frac{|\eta|}{\kappa_N} \right) \right) d\eta \right)^2 d\xi$$

$$\leq \left( \frac{N_i}{N} \right)^2 \left( \frac{N_i}{N} \right)^2 \int_{|\xi| > \kappa_N^{1+\varepsilon}} \left| \xi \right|^{2(1-\alpha)} \frac{\kappa_N^{2\beta(1+\varepsilon)}} N$$

$$\times \left( \int_{|\eta| \leq \kappa_N^{1+\varepsilon}} \exp \left( - 2C' |\xi'| \right) d\xi' \right)^2 d\xi'$$

$$\leq \left( \frac{N_i}{N} \right)^2 \left( \frac{N_i}{N} \right)^2 \left( \frac{N_i}{N} \right)^2 \exp \left( - C' \kappa_N^\varepsilon \right).$$

Using similar methods as above, we write

$$K_2 \leq \left( \frac{N_i}{N} \right)^2 \left( \frac{N_i}{N} \right)^2 \int_{|\xi' > \kappa_N^{1+\varepsilon}} \left| \xi' \right|^{2(1-\alpha)} \frac{\kappa_N^{2\beta(1+\varepsilon)} |\eta|^3 + 2(1-\alpha)} N$$

$$\times \left( \int_{|\eta| \leq \kappa_N^{1+\varepsilon}} \exp \left( - 2C' |\xi'| \right) d\xi' \right)^2 d\xi'$$

$$\leq \left( \frac{N_i}{N} \right)^2 \left( \frac{N_i}{N} \right)^2 \exp \left( - C' \kappa_N^\varepsilon \right).$$
Here \( \xi' = \xi/\kappa N \) and \( \eta' = \eta/\kappa N \). Compiling the above estimates, we find that

\[
\int_{\mathbb{R}^d} \left| \frac{1}{N} \sum_{k=1}^{N_i} (-\Delta)^{\frac{\alpha}{2}} P_j^N(\tau, X_i^k, N(\tau), y) \right|^2 \, dy \leq \kappa_N^{2(1-\alpha)(1+\varepsilon)} \kappa_N^{2\varepsilon - 2} \| h_i^N(\tau, \cdot) \|_2^2 + \left[ \left( \frac{N_i}{N} \right)^2 + 1 \right] \left( \frac{N_i}{N} \right)^2 \exp \left( -C' \kappa_N^\varepsilon \right).
\]

(Summing in (31) over \( i, j = 1, \ldots, n \) and using (19) of Theorem 3 yields

\[|\text{(II) + (III.3)}| \leq \varsigma \int_0^t \left\| (-\Delta) \nabla (\hat{u}^N(\tau, \cdot) - \hat{h}^N(\tau, \cdot)) \right\|_2^2 \, d\tau \]

\[+ C_c \left[ \kappa_N^{2(1-\alpha)(1+\varepsilon)} \kappa_N^{2\varepsilon - 2} \int_0^t \left( \left\| (h^N - \hat{u}^N)(\tau, \cdot) \right\|_2^2 + 1 \right) \, d\tau \]

\[+ \sum_{i,j=1}^n \left[ \left( \frac{N_i}{N} \right)^2 + 1 \right] \left( \frac{N_i}{N} \right)^2 \exp \left( -C' \kappa_N^\varepsilon \right) \right].\]

To estimate (III.1), we use (68), (71), and (73) of the Appendix and (19) of Theorem 3

\[|\text{(III.1)}| \leq \varsigma \int_0^t \left\| (-\Delta) \nabla (\hat{u}^N(\tau, \cdot) - h^N(\tau, \cdot)) \right\|_2^2 \, d\tau \]

\[+ C_c \int_0^t \left\| \hat{u}^N(\tau, \cdot) \right\|_{H^{s+1-\alpha}}^2 \left\| \nabla^\alpha (\hat{u}^N(\tau, \cdot) - h^N(\tau, \cdot)) \right\|_2^2 \, d\tau \]

\[\leq \int_0^t \left( C_c \left\| \hat{u}^N(\tau, \cdot) - h^N(\tau, \cdot) \right\|_2^2 + \varsigma' \left\| (-\Delta) \nabla (\hat{u}^N(\tau, \cdot) - h^N(\tau, \cdot)) \right\|_2^2 \right) \, d\tau,
\]

for any \( \varsigma, \varsigma' > 0 \). Notice that we have used \( 0 < 1 - \alpha + \beta < \alpha \). Our treatment of (III.2) follows along the same lines, but we replace the use of (71) by that of (72) and (19) by (27):

\[|\text{(III.2)}| \leq \int_0^t \left( C_c \left\| \hat{u}^N(\tau, \cdot) - h^N(\tau, \cdot) \right\|_2^2 + \varsigma \left\| (-\Delta) \nabla (\hat{u}^N(\tau, \cdot) - h^N(\tau, \cdot)) \right\|_2^2 \right) \, d\tau,
\]

for any \( \varsigma > 0 \) and where we have used that \( 1 - \alpha + \beta < 2 \) to apply (27).

**Step 3.2: Terms (IV), (V), and (VI).** The sum of the terms (IV) and (V) satisfies

\[\text{(IV) + (V)} \lesssim - \int_0^t \left\| (-\Delta) \nabla (\hat{u}^N(\tau, \cdot) - h^N(\tau, \cdot)) \right\|_2^2 \, d\tau.
\]

For (VI), using that \( \langle S_1^N, \sigma_i \rangle \lesssim N_i/N \), we find that

\[|\text{(VI)}| \lesssim \frac{1}{N} \sum_{i=1}^n \frac{N_i}{N} \kappa_N^{d+2\alpha} t.
\]

**Step 3.3: Compilation of the estimates.** Combining the estimates from Steps 3.1 and 3.2 and
choosing $\zeta, \zeta' > 0$ small enough, we obtain for $0 < \tilde{T} \leq T$:

$$
\sup_{0 \leq t \leq \tilde{T} \wedge T} \left\| h^N(t, \cdot) - \hat{u}^N(t, \cdot) \right\|_2^2 + \int_0^{\tilde{T} \wedge T} \left\| \nabla (\Delta)^{\frac{\zeta}{2}} (h^N - \hat{u}^N)(\tau, \cdot) \right\|_2^2 \, d\tau \\
\leq \left\| h^N(0, \cdot) - \hat{u}^N(0, \cdot) \right\|_2^2 + \int_0^{\tilde{T} \wedge T} \sup_{0 \leq \xi \leq \tau} \left\| h^N(\xi, \cdot) - \hat{u}^N(\xi, \cdot) \right\|_2^2 \, d\tau \\
+ \kappa_{N}^{d+2\alpha(1+\epsilon)} \int_0^{\tilde{T} \wedge T} \left( \sup_{0 \leq \xi \leq \tau} \left\| h^N(\xi, \cdot) - \hat{u}^N(\xi, \cdot) \right\|_2^2 + 1 \right) \, d\tau
$$

(32)

Step 3.4: Estimate for the martingale term (VII). First notice that

$$
\mathbb{E} \left[ \sum_{i=1}^{n} \sup_{0 \leq t \leq \tilde{T} \wedge T} \left| M_i^N(t) \right| \left| F_0 \right\|_2^2 \right] \lesssim \sum_{i=1}^{n} \mathbb{E} \left[ \sup_{0 \leq t \leq \tilde{T} \wedge T} \left| M_i^N(t) \right| \left| F_0 \right\|_2^2 ,
$$

(33)

since the $L^k_i$ are i.i.d. To treat the right-hand side, we begin by noting that, due to the optional sampling theorem, the stopped process $M_i^N(t \wedge T^N)$ is a martingale. We can then apply Jensen’s inequality and Doob’s $L^p$-martingale inequality and use the mutual independence of the $L^k_i$ to write

$$
\mathbb{E} \left[ \sup_{0 \leq t \leq \tilde{T} \wedge T} \left| M_i^N(t) \right| \left| F_0 \right\|_2^2 \right] \leq \mathbb{E} \left[ \sup_{0 \leq t \leq \tilde{T} \wedge T} \left| M_i^N(t \wedge T^N) \right| \left| F_0 \right\|_2^2 \right] \leq 4 \mathbb{E} \left[ \left| M_i^N(T \wedge T^N) \right| \left| F_0 \right\|_2^2 \right]
$$

(34)

where $G_i^N(\tau_-, \tau, x) = h_i^N(\tau_-, x) - \hat{u}_i^N(\tau, x)$. We continue by using the Itô isometry (see [4] Chapter 4), in conjunction with the observation that the jump-set of a Lévy process is a Lebesgue null set, which means that within the time integral we may replace the left limit $h_i^N(\tau_-, \cdot)$ by $h_i^N(\tau, \cdot)$. Finishing-off the estimate with an application of Jensen’s inequality with respect to the measure determined by the density $W_N$, we obtain

$$
\mathbb{E} \left[ \sup_{0 \leq t \leq \tilde{T} \wedge T} \left| M_i^N(t) \right| \left| F_0 \right\|_2^2 \right]
$$

$$
\leq \frac{1}{N} \mathbb{E} \left[ \int_0^{\tilde{T} \wedge T} \left| D_z (G_i^N(\tau_-, \tau, \cdot) \ast W_N) (X_i^N(\tau_-)) \right|^2 \, d\tau \right] \left| F_0 \right\|_2^2
$$

$$
= \frac{1}{N} \mathbb{E} \left[ \int_0^{\tilde{T} \wedge T} \left| D_z (h_i^N(\tau, \cdot) - \hat{u}_i^N(\tau, \cdot)) \right|^2 \, d\tau \right] \left| F_0 \right\|_2^2
$$

The additional observation that

$$
\left\| h_i^N \right\|_{L^\infty(0, \tilde{T} \wedge T; L^\infty(\mathbb{R}^d))} \leq \frac{N_i}{N} \kappa_{N},
$$

the definition of the fractional Sobolev seminorm (see the Appendix), and [63] yield

$$
\mathbb{E} \left[ \sum_{i=1}^{n} \sup_{0 \leq t \leq \tilde{T} \wedge T} \left| M_i^N(t) \right| \left| F_0 \right\|_2^2 \right] \lesssim \frac{\kappa_{N}^d}{N} \sum_{i=1}^{n} \mathbb{E} \left[ \int_0^{\tilde{T} \wedge T} \left\| \nabla (\Delta)^{\frac{\zeta}{2}} (h_i^N(\tau, \cdot) - \hat{u}_i^N(\tau, \cdot)) \right\|_2^2 \, d\tau \right] \left| F_0 \right\|_2^2
$$
Step 4: Conclusion. We now assume that there exists $n_1 \in \mathbb{N}$ such that
\[ P\left[ \sum_{i=1}^{n} \frac{N_i}{N} \geq n_1 \right] = 0. \tag{35} \]

Then, taking the conditional expectation in (32), setting $\varepsilon = (2\alpha - 1)/(4 - 2\alpha)$, and in the martingale term using $a \leq a^2 \kappa_N^2 + \kappa_N^{-2}$ for $a \geq 0$, we obtain
\[
\mathbb{E}\left[ \sup_{0 \leq t \leq 1} \|h_N(t, \cdot) - \tilde{u}_N(t, \cdot)\|_2^2 + \int_0^{T_N} \|(-\Delta)^{\alpha/2} (h_N - \tilde{u}_N)(t, \cdot)\|_2^2 \, dt \right] \mathbb{F}_0 \]
\[ \lesssim \|h_N(0, \cdot) - \tilde{u}_N(0, \cdot)\|_2^2 + \int_0^{\tilde{T}} \mathbb{E}\left[ \sup_{0 \leq \xi \leq \tau \leq T_N} \|h_N(\xi, \cdot) - \tilde{u}_N(\xi, \cdot)\|_2^2 \, d\tau \right] \mathbb{F}_0 \]
\[ + n_1^4 \left( \kappa_N^{\alpha - 3} + \kappa_N^{-1} \right) \tilde{T} + \kappa_N^{-2} + n_1 \frac{\kappa_N^{d+2}}{N} \mathbb{E}\left[ \int_0^{T_N} \|(-\Delta)^{\alpha/2} (h_N - \tilde{u}_N)(\tau, \cdot)\|_2^2 \, d\tau \right] \mathbb{F}_0. \tag{36} \]

Notice that in the transition from (32) to (36), we have used the upper bound on $\kappa$ included in (10). Using the assumptions on $\kappa$ given in (10), we can for $N \gg 1$ absorb the last term on the right-hand side of (36) into the left-hand side to obtain
\[
\zeta(\tilde{T}) = \mathbb{E}\left[ \|h_N - \tilde{u}_N\|_{0, T_N}^2 | \mathbb{F}_0 \right] \lesssim \|h_N(0, \cdot) - \tilde{u}(0, \cdot)\|_2^2 + \kappa_N^{\alpha - 3} + \kappa_N^{-1} + \kappa_N^{-2} + \int_0^{\tilde{T}} \zeta(\tau) \, d\tau,
\]
for $0 < \tilde{T} \leq T$ with $T \in (0, T_1)$, where $T_1 = 1/n_1^4$. Then an application of Grönwall’s inequality yields
\[
P\left[ \zeta(T) \geq 2C \tilde{C}^T \delta_N^{1+\rho} \right] \leq P\left[ \|h_N(0, \cdot) - \tilde{u}_N(0, \cdot)\|_2^2 + \kappa_N^{-1} \geq 2\delta_N^{1+\rho} \right] < \sigma(N),
\]
where $\tilde{C} = \tilde{C}(d, n, \sigma_t, a_{ij})$ and $C = C(d, n, \sigma_t, a_{ij})$ are positive constants and $\sigma(N) \to 0$ as $N \to \infty$ by (17) and the lower bound on $\kappa$ from (10). To finish, similar to (61), we define
\[
\tilde{\Omega} := \left\{ \omega \in \Omega \mid \mathbb{E}\left[ \|h_N - \tilde{u}_N\|_{0, T_N}^2 | \mathbb{F}_0 \right] (\omega) < 2C \tilde{C}^T \delta_N^{1+\rho} \right\}
\]
and, by applying Markov’s inequality, then find that
\[
P\left[ \|h_N - \tilde{u}_N\|_{0, T_N} \geq \delta_N \right] \leq \int_{\tilde{\Omega}} P\left[ \|h_N - \tilde{u}_N\|_{0, T_N} \geq \delta_N | \mathbb{F}_0 \right] \, dP \leq \mathbb{P}(\tilde{\Omega}) + \delta_N^{-1} \int_{\tilde{\Omega}} \mathbb{E}\left[ \|h_N - \tilde{u}_N\|_{0, T_N}^2 | \mathbb{F}_0 \right] \, dP \leq \sigma(N) + 2C \tilde{C}^T \delta_N^{1+\rho} \to 0 \text{ for } N \to \infty.
\]

This completes our argument thanks to (26). We can then repeat our arguments on the intervals $[T_1, 2T_1]$, $[2T_1, 3T_1]$, and so on, in order to obtain the result for any $T > 0$. Now we can replace (35) by (16).

4 Argument for Theorem 2

Recall that $\psi$ is the function from the assumptions (18) on the initial data in Theorem 2. Throughout our proof of Theorem 2, we make use of the following elementary relations for $\psi$.

Lemma 6. Let $\psi(x) = \log(2 + |x|^2)$ and $\alpha \in (1/2, 1)$. For all $x \in \mathbb{R}^d$, the following relations hold:
\[
|(-\Delta)^{\alpha} \psi(x)| \lesssim_\alpha \psi(x), \quad |\nabla^2 \psi(x)| \lesssim_\alpha \psi(x), \quad |\nabla \psi(x)| \lesssim_\alpha \psi(x), \quad |\nabla^2 \psi(x)| \lesssim_\alpha \psi^2(x), \quad |\nabla^2 \psi^2(x)| \lesssim_\alpha \psi^2(x).
\]
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Proof. The second, third, fifth and sixth relations follow from simple computations. For the first relation we split the integral in the definition of the fractional Laplacian into two contributions:

\[-\Delta^\alpha \psi(x) = \lim_{\epsilon \to 0} \int_{B_1(x)\setminus B_{\epsilon}(x)} \frac{\psi(x) - \psi(y)}{|x-y|^{d+2\alpha}} \, dy + \int_{\mathbb{R}^d \setminus B_1(x)} \frac{\psi(x) - \psi(y)}{|x-y|^{d+2\alpha}} \, dy. \tag{37}\]

Then, for the first term on the right-hand side we write

\[\left| \int_{B_1(x)\setminus B_{\epsilon}(x)} \frac{\psi(x) - \psi(y)}{|x-y|^{d+2\alpha}} \, dy \right| \leq \int_{B_1(x)\setminus B_{\epsilon}(x)} \frac{|\psi(x) - \psi(y) - \nabla \psi(x) \cdot (y-x)|}{|x-y|^{d+2\alpha}} \, dy \]

\[\leq \int_{B_1(x)} \|
abla^2 \psi\|_{\infty} \, dy \lesssim 1.\]

For the second term of (37), using \(\psi(y) \lesssim \psi(x) + \psi(x-y)\) and \(\psi(x) \lesssim |x|^\alpha/2\) for \(|x| \geq 1\), we write

\[\int_{\mathbb{R}^d \setminus B_1(x)} \frac{\psi(y)}{|x-y|^{d+2\alpha}} \, dy \lesssim \psi(x) + \int_{\mathbb{R}^d \setminus B_1(x)} \frac{|x-y|^\alpha/2}{|x-y|^{d+2\alpha}} \, dy \lesssim \psi(x). \tag{38}\]

Notice that the relation \(\psi(y) \lesssim \psi(x) + \psi(x-y)\) follows from the observation that

\[\psi(2x) = \log(2 + |2x|^2) \leq \log(4) + \log(2 + |x|^2) \lesssim \psi(x). \tag{39}\]

In particular, if \(|x| \geq |y|/2\), then \(\psi(y) \lesssim \psi(2x) + \psi(x-y)\) and (39) can be applied. Likewise, if \(|x| \leq |y|/2\), then \(2|y-x| > 2|y-x| \geq |y|\) and this gives \(\psi(y) \lesssim \psi(x) + \psi(2(y-x))\).

For the fourth relation, we use exactly the same argument as for the first. \(\square\)

4.1 Proof of Theorem 2

Our proof follows the arguments in 50 Theorem 2 and 61 Theorem 6.3 with adaptations made to take into account the Lévy noise and fractional cross-diffusion. We follow quite closely the proof of Theorem 6.3 in 61, however, since our setting requires various simple modifications, we include the full argument for completeness.

Proof of Theorem 2. Let \(f \in B_1\), where

\[B_1 := \left\{ f \in C^1_b(\mathbb{R}^d) \mid \|f\|_{\infty} + \|\nabla f\|_{\infty} \leq 1 \right\}.\]

We decompose \(f = f_R + \tilde{f}_R\), where \(\text{supp}(f_R) \subseteq B_R\) and \(\text{supp}(\tilde{f}_R) \subseteq \mathbb{R}^d \setminus B_{R-2}\), for \(R > 2\). For any \(t > 0\) and \(\psi(x) = \log(2 + |x|^2)\), we obtain

\[\|S_i^N(t) - u_i(t, \cdot)\| \lesssim R^2 \left( \|h_i^N(t) - \tilde{u}_i^N(t, \cdot)\|_2 + \|\tilde{u}_i^N(t, \cdot) - u_i(t, \cdot)\|_2 \right)\]

\[+ \frac{1}{\psi(R)} \langle S_i^N(t) + u_i(t, \cdot), \psi \rangle + \kappa_N^{-1} \langle S_i^N(t), 1 \rangle. \tag{40}\]

For the details of this estimate we point the reader to (61) in 61 Theorem 6.3. Here we require the positivity of \(u_i\), which is shown in Theorem 2. By (40), using the stopping time \(t^N\) defined in 25 and the convergence results for \(\|h_i^N(t, \cdot) - \tilde{u}_i^N(t, \cdot)\|_2\) and \(\|\tilde{u}_i^N(t, \cdot) - u_i(t, \cdot)\|_2\), shown in Theorems 1 and 4 respectively, it suffices to show

\[\lim_{R \to \infty} \lim_{N \to \infty} P \left[ \sum_{i=1}^n \sup_{0 \leq t \leq T} \langle S_i^N(t \wedge t^N) + u_i(t \wedge t^N, \cdot), \psi \rangle \psi^{-1}(R) \geq \mu \right] = 0, \tag{41}\]
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for any \( \mu > 0 \). To obtain (41), we consider equation (35) for \( t \wedge t^N \). Using that \( |\nabla \psi| \lesssim \psi \) and \( |(-\Delta)\alpha \psi| \lesssim \psi \), see Lemma 6, together with the regularity of \( s_j^N \), we obtain

\[
\langle S_i^N(t \wedge t^N), \psi \rangle \lesssim \langle S_i^N(0), \psi \rangle + \int_0^t \langle S_i^N(\tau \wedge t^N), \psi \rangle \, d\tau + \left| M_i^{N,1}(t \wedge t^N) \right|, \tag{42}
\]

where

\[
M_i^{N,1}(t) := \frac{1}{N} \sum_{k=1}^{N_i} \int_0^{t \wedge t^N} \int_{\mathbb{R}^d \setminus \{0\}} D_x \psi(x^k_N(\tau \wedge t^N)) \bar{N}_i^k(z \, dz \, d\tau).
\]

An application of Grönwall’s inequality to (42) gives that

\[
\sup_{0 \leq t \leq T} \langle S_i^N(t \wedge t^N), \psi \rangle \lesssim_T \langle S_i^N(0), \psi \rangle + \sup_{0 \leq t \leq T} \left| M_i^{N,1}(t \wedge t^N) \right|; \tag{43}
\]

the analogue of (43) in (61) is the estimate following (65).

We estimate the martingale \( M_i^{N,1}(t) \) using similar methods as in the proof of Theorem 1. In particular, we use the independence of the Lévy processes and apply the optional sampling theorem, Doob’s \( L^p \)-inequality, and the Itô isometry to write

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |M_i^{N,1}(t \wedge t^N)| \bigg| \mathcal{F}_0 \right]^2 \lesssim \frac{1}{N} \mathbb{E} \left[ \int_0^{t \wedge t^N} \langle S_i^N(\tau, \cdot), \int_{\mathbb{R}^d \setminus \{0\}} |D_x \psi|^2 \nu(z) \rangle \, d\tau \bigg| \mathcal{F}_0 \right]. \tag{44}
\]

To continue we emulate the argument from Lemma 6 and obtain

\[
\int_{\mathbb{R}^d \setminus \{0\}} |D_x \psi(x)|^2 \nu(z) \, dz \lesssim \int_{B_1(0)} \frac{|\nabla \psi|^2}{|z|^{d+2\alpha - 2}} \, dz + \int_{\mathbb{R}^d \setminus B_1(0)} \frac{\psi^2(x) + \psi^2(z + x)}{|z|^{d+2\alpha}} \, dz \\
\lesssim 1 + \psi^2(x) + \int_{\mathbb{R}^d \setminus B_1(0)} \frac{\psi^2(z) + \psi^2(x)}{|z|^{d+2\alpha}} \, dz \lesssim \psi^2(x),
\]

where we have used that \( \psi^2(x) \lesssim |x|^\alpha \) for \( |x| \geq 1 \). This estimate is then combined with (43). To handle the resulting right-hand side, we again use Itô’s formula, now with \( \psi^2 \), in conjunction with \( |\nabla \psi^2| \lesssim \psi^2 \) and \( |(-\Delta)\alpha \psi^2| \lesssim \psi^2 \) from Lemma 6. We find that

\[
\langle S_i^N(t \wedge t^N), \psi^2 \rangle \lesssim \langle S_i^N(0), \psi^2 \rangle + \int_0^t \langle S_i^N(\tau \wedge t^N), \psi^2 \rangle \, d\tau + M_i^{N,2}(t \wedge t^N), \tag{45}
\]

for \( i = 1, \ldots, n \), where \( M_i^{N,2} \) are martingales with \( M_i^{N,2}(0) = 0 \). Taking the conditional expectation of (45) and applying Grönwall’s inequality yields

\[
\sup_{0 \leq t \leq T} \mathbb{E} \left[ \langle S_i^N(t \wedge t^N), \psi^2 \rangle \bigg| \mathcal{F}_0 \right] \lesssim_T \langle S_i^N(0), \psi^2 \rangle; \tag{46}
\]

the analogue of this estimate in (61) is (63). After an application of the Fubini theorem this allows us to bound the right-hand side of (43) by \( \langle S_i^N(0), \psi^2 \rangle \), up to a multiplicative constant depending on \( T \).

To finish, we now take the conditional expectation of (46) to obtain

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} \langle S_i^N(t \wedge t^N), \psi \rangle \bigg| \mathcal{F}_0 \right] \lesssim_T \langle S_i^N(0), \psi^2 \rangle + 1. \tag{47}
\]

Similar estimates, now using the weak formulation of (11) instead of the Itô formula, ensure

\[
\sup_{0 \leq t \leq T} \langle u_i(t, \cdot), \psi \rangle \lesssim_T \langle u_i^0, \psi \rangle, \tag{48}
\]

where we know that the right-hand side is finite due to our assumption on \( u_i^0 \) in (18).

To conclude the proof of Theorem 2 we combine (11), (47), and (18), together with the assumptions on the initial condition given in (18).
5 Proof of Theorem 3

**Definition 1.** A weak solution of (15) is $\hat{u}^N \in L^2(0, T; H^2(\mathbb{R}^d)) \cap L^\infty(0, T; L^2(\mathbb{R}^d))^n$ that satisfies the system (15) in the variational form

$$
\int_0^T \langle \partial_t \hat{u}^N_i, \psi_i \rangle_{(H^\alpha)'_d, H^\alpha} dt + \int_0^T \sigma_i \langle(-\Delta)^{\frac{\alpha}{2}} \hat{u}^N_i, (-\Delta)^{\frac{\alpha}{2}} \psi_i \rangle dt + \sum_{j=1}^n \int_0^T a_{ij} \langle(-\Delta)^{\frac{\alpha}{2}} (\hat{u}^N_j \nabla \beta (\hat{u}^N_j \ast \hat{W}_N)), \nabla(-\Delta)^{\frac{\alpha-1}{2}} \psi_i \rangle dt = 0,
$$

for $\psi_i \in L^2(0, T; H^2(\mathbb{R}^d))$, where $i = 1, \ldots, n$. The initial condition is satisfied in the $L^2$-sense.

Weak solutions of (1) are defined in the analogous way. Here, $\langle \phi, \psi \rangle_{(H^\alpha)'_d, H^\alpha}$ denotes the dual pairing between $\phi \in L^2(0, T; H^2(\mathbb{R}^d))$ and $\psi \in L^2(0, T; H^2(\mathbb{R}^d))$.

**Proof of Theorem 3.** This proof proceeds in five steps. In the first step, we use a Galerkin argument to prove the existence of a weak solution for a linearization of the regularized system (15). In the second step, we transition from the linearized problem to the system (15) using a Banach fixed-point argument. In Steps 3 and 4, we prove (19) and (20) for local solutions of (15). In Step 5 we show that for small enough initial data, we can construct a global solution that also satisfies the estimates (19) and (20).

**Step 1: Existence of a local weak solution for a linearization of (15).** We first consider the following linearized version of (15)

$$
\partial_t \hat{u}^N_i + \sigma_i (-\Delta)^\alpha \hat{u}^N_i - \text{div} \left( \sum_{j=1}^n a_{ij} v^N_j \nabla \beta (\hat{u}^N_j \ast \hat{W}_N) \right) = 0 \quad \text{in} \quad (0, T) \times \mathbb{R}^d, \tag{50}
$$

for a given $v^N \in L^2(0, T; H^2(\mathbb{R}^d))^n \cap L^\infty(0, T; L^2(\mathbb{R}^d))^n$ and $i = 1, \ldots, n$. To show existence of a solution of (50) we take a Galerkin approximation $\{\hat{u}^{N,k}\}_{k \in \mathbb{N}}$ with

$$
\hat{u}^{N,k}_i(t, x) = \sum_{l=1}^k \rho^{N,k}_i(t) q_l(x), \tag{51}
$$

where the span of the elements $\{q_l\}_{l \in \mathbb{N}}$ is dense in $H^2(\mathbb{R}^d)$ and they are pairwise orthonormal in $L^2(\mathbb{R}^d)$, satisfying

$$
\int_{\mathbb{R}^d} \left[ \partial_t \hat{u}^{N,k}_i q_l + \sigma_i (-\Delta)^\alpha \hat{u}^{N,k}_i (-\Delta)^\frac{\alpha}{2} q_l \right] dx + \int_{\mathbb{R}^d} \sum_{j=1}^n a_{ij} (-\Delta)^{\frac{\alpha}{2}} (v^N_j \nabla \beta (\hat{u}^{N,k}_j \ast \hat{W}_N)) \nabla(-\Delta)^{\frac{\alpha-1}{2}} q_l dx = 0, \quad \text{for} \ l \in \mathbb{N}. \tag{52}
$$

We remark that by (72), since $\nabla \beta \hat{u}^{N,k}_j(t) \ast \hat{W}_N \in W^{1,\infty}(\mathbb{R}^d)$ and $v^N \in L^2(0, T; H^2(\mathbb{R}^d))$, the expression

$$
(-\Delta)^{\frac{\alpha}{2}} (v^N_j(t) \nabla \beta (\hat{u}^{N,k}_j(t) \ast \hat{W}_N)) \in L^2(\mathbb{R}^d)
$$

is well-defined. Now, by standard ODE theory, there exist unique $\rho^{N,k}_i \in H^1(0, T)$ such that $\hat{u}^{N,k}_i$, defined by (51), are solutions of (52) with $\hat{u}^{N,k}_i(0) = u^{0,k}_i$, where $u^{0,k}_i$ are the projections of $u^{0}_i$ onto Span$\{q_1, \ldots, q_k\}$.

We now derive *a priori* estimates that are uniform in $k \in \mathbb{N}$. Considering $\hat{u}^{N,k}_i$ as a test function in (52), integrating with respect to the time variable, summing over $i = 1, \ldots, n$, and using Young’s
inequality we obtain
\[
\sum_{i=1}^{n} \int_{0}^{\tau} \frac{d}{dt} \int_{\mathbb{R}^d} |\hat{u}_{i,k}^{N}|^2 dx dt + \sum_{i=1}^{n} 2\sigma_i \int_{0}^{\tau} \int_{\mathbb{R}^d} |(-\Delta)^{\frac{\alpha}{2}} \hat{u}_{i,k}^{N}|^2 dx dt \\
\leq \sum_{i,j=1}^{n} \int_{0}^{\tau} \int_{\mathbb{R}^d} \left[ C_{\alpha} |(-\Delta)^{\frac{\alpha}{2}} (\hat{v}_{i,k}^{N} (\nabla^{\beta} \hat{u}_{j,k}^{N} \ast \hat{W}_{N}))|^2 + \varsigma |(-\Delta)^{\frac{\alpha}{2}} \hat{u}_{i,k}^{N}|^2 \right] dx dt,
\]
for any \( \tau \in (0, T] \). Notice that here we have used equivalence \((68)\) from the appendix. Using \((72)\) and the Gagliardo-Nirenberg interpolation inequality, we obtain
\[
\left\| (-\Delta)^{\frac{\alpha}{2}} (\hat{v}_{i,k}^{N} (t, \cdot) \nabla^{\beta} \hat{u}_{j,k}^{N} (t, \cdot) \ast \hat{W}_{N}) \right\|_2 \lesssim \left\| \hat{v}_{i,k}^{N} (t, \cdot) \right\|_{H^{1-\theta}} \left\| \hat{u}_{j,k}^{N} (t, \cdot) \right\|_{H^{1-\theta}} \left\| \hat{W}_{N} \right\|_{W^{1,\infty}}
\lesssim \left\| \hat{W}_{N} \right\|_{H^{1-\theta}} \left\| \hat{v}_{i,k}^{N} (t, \cdot) \right\|_{H^{1-\theta}} \left\| \hat{u}_{j,k}^{N} (t, \cdot) \right\|_2 \lesssim \left\| \hat{v}_{i,k}^{N} (t, \cdot) \right\|_{H^{1-\theta}} \left\| \hat{u}_{j,k}^{N} (t, \cdot) \right\|_2
\]
for \( t \in (0, \tau] \). Combining the previous estimate with \((53)\) and using Grönwall’s lemma along with an application of Hölder’s inequality (in the time integral), we obtain
\[
\sup_{t \in [0, T]} \left\| \hat{u}_{i,k}^{N} (t, \cdot) \right\|_2 \lesssim \left\| u_0 \right\|_2 \exp \left( \left\| v_{i,k}^{N} \right\|_{L^\infty(0, T; L^2(\mathbb{R}^d))}^2 \left\| v_{i,k}^{N} \right\|_{L^2(0, T; H^\alpha(\mathbb{R}^d))} \right) \left( \left\| v_{i,k}^{N} \right\|_{L^2(0, T; L^2(\mathbb{R}^d))} \right) \left\| v_{i,k}^{N} \right\|_{L^2(0, T; H^\alpha(\mathbb{R}^d))} \right),
\]
\[
\left\| \hat{u}_{i,k}^{N} \right\|_{L^2(0, T; H^\alpha(\mathbb{R}^d))}^2 \lesssim \left\| u_0 \right\|_2^2 \left( 1 + T \left\| v_{i,k}^{N} \right\|_{L^\infty(0, T; L^2(\mathbb{R}^d))}^2 \left\| v_{i,k}^{N} \right\|_{L^2(0, T; H^\alpha(\mathbb{R}^d))} \right) \left( \left\| v_{i,k}^{N} \right\|_{L^2(0, T; L^2(\mathbb{R}^d))} \right) \left\| v_{i,k}^{N} \right\|_{L^2(0, T; H^\alpha(\mathbb{R}^d))} \right) \exp \left( \left\| v_{i,k}^{N} \right\|_{L^\infty(0, T; L^2(\mathbb{R}^d))}^2 \left\| v_{i,k}^{N} \right\|_{L^2(0, T; H^\alpha(\mathbb{R}^d))} \right)\right).
\]
By \((54)\), it follows directly from \((52)\) that
\[
\left\| \partial_t \hat{u}_{i,k}^{N} \right\|_{L^2(0, T; H^\alpha(\mathbb{R}^d))} \leq C \left( \left\| u_0 \right\|_2, \left\| v_{i,k}^{N} \right\|_{L^\infty(0, T; L^2(\mathbb{R}^d))}, \left\| v_{i,k}^{N} \right\|_{L^2(0, T; H^\alpha(\mathbb{R}^d))} \right) \left( \left\| v_{i,k}^{N} \right\|_{L^2(0, T; L^2(\mathbb{R}^d))} \right) \left\| v_{i,k}^{N} \right\|_{L^2(0, T; H^\alpha(\mathbb{R}^d))} \left( \left\| v_{i,k}^{N} \right\|_{L^2(0, T; L^2(\mathbb{R}^d))} \right) \left\| v_{i,k}^{N} \right\|_{L^2(0, T; H^\alpha(\mathbb{R}^d))} \right).
\]
Since the constants above are independent of \( k \), we pass to a weakly convergent subsequence
\[
\hat{u}_{i,k}^{N} \rightharpoonup \hat{u}^{N} \text{ in } L^\infty(0, T; L^2(\mathbb{R}^d)) \text{ and } \hat{u}_{i,k}^{N} \rightarrow \hat{u}^{N} \text{ in } L^2(0, T; H^\alpha(\mathbb{R}^d)) \text{ as } k \rightarrow \infty.
\]
Integrating \((52)\) in time and passing \( k \rightarrow \infty \) yields \( \hat{u}^{N} \in L^\infty(0, T; L^2(\mathbb{R}^d)) \cap L^2(0, T; H^\alpha(\mathbb{R}^d)) \) as a weak solution of \((50)\) with \( \partial_t \hat{u}^{N} \in L^2(0, T; H^\alpha(\mathbb{R}^d)) \). In order to pass to the limit in the third term of \((52)\), we write
\[
\int_{\mathbb{R}^d} (-\Delta)^{\frac{\alpha}{2}} (\hat{v}_{i,k}^{N} \nabla^{\beta} \hat{u}_{j,k}^{N} \ast \hat{W}_{N}) \nabla (-\Delta)^{\frac{\alpha}{2}} \psi_N dx = \int_{\mathbb{R}^d} \hat{v}_{i,k}^{N} (\hat{u}_{j,k}^{N} \ast \nabla^{\beta} \hat{W}_{N}) \nabla \psi_N dx.
\]
Then notice that \( \nabla^{\beta} (\hat{u}_{j,k}^{N} \ast \hat{W}_{N}) \rightharpoonup \nabla^{\beta} (\hat{u}^{N} \ast \hat{W}_{N}) \) weakly in \( L^2(0, T; L^2(\mathbb{R}^d)) \) and consider \( \psi \in C_0^\infty (0, T; C_0^\infty (\mathbb{R}^d)) \). A standard argument shows that the initial condition is satisfied in the \( L^2 \)-sense.

We remark that by the lower semicontinuity of the norms, we obtain \((54)\) also for \( \hat{u}^{N} \). Standard arguments yield the uniqueness of solutions of problem \((50)\).

**Step 2: Existence of local solutions for \((15)\).** To show existence of a local solution of the nonlinear problem \((15)\) we apply the Banach fixed point theorem in the space
\[
\mathcal{X} := \left\{ v \in L^2(0, T; H^\alpha(\mathbb{R}^d))^n \cap L^\infty(0, T; L^2(\mathbb{R}^d))^n : \right. \\
\left. \|v\|^2_{L^2(0, T; H^\alpha(\mathbb{R}^d))} + \|v\|^2_{L^\infty(0, T; L^2(\mathbb{R}^d))} \leq 3C'(N)\left\| u^0 \right\|^2_2 \right\},
\]
where \( C'(N) \) is the maximum of the universal constants appearing in \((54)\). In particular, we consider the following mapping
\[
\mathcal{K} : \mathcal{X} \rightarrow \mathcal{X}, \quad v^N \mapsto \hat{u}^{N},
\]
where \( \hat{u}^{N} \) is the solution of the problem \((50)\). By Banach’s fixed point theorem, \( \mathcal{K} \) has a unique fixed point in \( \mathcal{X} \), and this fixed point corresponds to the desired solution of the problem \((15)\) for \( (\hat{u}^{N}, v^N) \) as \( T \rightarrow \infty \).
where  is the unique weak solution of the linear problem \(\text{[50]}\) provided by the previous step. Notice that by \(\text{[51]}\), for \(T := T(\|u^0\|_2, N)\) small enough this mapping is a self-map of \(X\).

We now show that for \(T := T(\|u^0\|_2, N) > 0\) small enough, the mapping \(K\) is a contraction on \(X\). For this, we let  and see that  satisfies

\[
\sup_{t \in (0, T]} \|\hat{u}^N_{1,i} - \hat{u}^N_{2,i}\|^2 + \int_0^T \|(-\Delta)^{\frac{D}{2}} (\hat{u}^N_{1,i} - \hat{u}^N_{2,i})\|^2 dt
\]

\[
\lesssim \int_0^T \int_{\mathbb{R}^d} \left(\nabla(-\Delta)^{\frac{D-1}{2}} (\hat{u}^N_{1,i} - \hat{u}^N_{2,i}) \right) \sum_{j=1}^n (-\Delta)^{\frac{D-2}{2}} (v^N_{1,i} \nabla^\beta (\hat{u}^N_{1,j} - \hat{u}^N_{2,j}) \ast \hat{W}_N) dx dt
\]

\[
+ \int_0^T \int_{\mathbb{R}^d} \left(\nabla(-\Delta)^{\frac{D-1}{2}} (\hat{u}^N_{1,i} - \hat{u}^N_{2,i}) \right) \sum_{j=1}^n (-\Delta)^{\frac{D-2}{2}} ((v^N_{1,i} - v^N_{2,i}) \nabla^\beta \hat{u}^N_{2,j} \ast \hat{W}_N) dx dt
\]

\[
\lesssim \int_0^T \left[ \|\nabla(-\Delta)^{\frac{D-2}{2}} (\hat{u}^N_{1,i} - \hat{u}^N_{2,i})\|^2 + \sum_{j=1}^n \int_{\mathbb{R}^d} \left(C_c \|v^N_{1,i}\|^2_{H^{1-\alpha}} \|\nabla^\beta (\hat{u}^N_{1,j} - \hat{u}^N_{2,j}) \ast \hat{W}_N\|^2_{W^{1,\infty}}
\right.
\]

\[
\left. + \|v^N_{1,i} - v^N_{2,i}\|^2_{H^{1-\alpha}} \|\nabla\hat{u}^N_{2,j} \ast \hat{W}_N\|^2_{W^{1,\infty}} \right) dt,
\]

for \(\zeta > 0\). Here we have used the relation \(\text{[72]}\). We use \(\text{[73]}\) and Young’s inequality for convolutions, to continue the above estimate as

\[
\sup_{t \in (0, T]} \|\hat{u}^N_{1,i} - \hat{u}^N_{2,i}\|^2 + \int_0^T \|(-\Delta)^{\frac{D}{2}} (\hat{u}^N_{1,i} - \hat{u}^N_{2,i})\|^2 dt
\]

\[
\lesssim_N \int_0^T \left[ C_c' \|v^N_{1,i}\|^2_{H^{1-\alpha}} + \zeta' \|v^N_{1,i}\|^2_{H^{1-\alpha}} \right] \|\hat{u}^N_{1,i} - \hat{u}^N_{2,i}\|^2 + \left[ C_c'' \|v^N_{1,i} - v^N_{2,i}\|^2_{H^{1-\alpha}} + \zeta'' \|v^N_{1,i} - v^N_{2,i}\|^2_{H^{1-\alpha}} \right] \|\hat{u}^N_{2,i}\|^2 dt,
\]

for \(\zeta' > 0\). Treating the terms on the right-hand side in more detail, we obtain

\[
\int_0^T \left[ C_c' \|v^N_{1,i}\|^2_{H^{1-\alpha}} + \zeta' \|v^N_{1,i}\|^2_{H^{1-\alpha}} \right] \|\hat{u}^N_{1,i} - \hat{u}^N_{2,i}\|^2 dt
\]

\[
\leq C_c' \sup_{t \in (0,T]} \|v^N_{1,i}\|^2_{H^{1-\alpha}} \sup_{t \in (0,T]} \|\hat{u}^N_{1,i} - \hat{u}^N_{2,i}\|^2 T + \zeta' \|v^N_{1,i}\|^2_{L^2(0,T;H^{1-\alpha}(\mathbb{R}^d))} \sup_{t \in (0,T]} \|\hat{u}^N_{1,i} - \hat{u}^N_{2,i}\|^2
\]

\[
\leq 3C' (N) \|u^0\|^2_2 \sup_{t \in (0,T]} \|\hat{u}^N_{1,i} - \hat{u}^N_{2,i}\|^2 + \zeta' \sup_{t \in (0,T]} \|\hat{u}^N_{1,i} - \hat{u}^N_{2,i}\|^2
\]

and, in exactly the same way, we find that

\[
\int_0^T \left( C_c'' \|v^N_{1,i} - v^N_{2,i}\|^2 + \zeta'' \|v^N_{1,i} - v^N_{2,i}\|^2_{H^{1-\alpha}} \right) \|\hat{u}^N_{2,i}\|^2 dt
\]

\[
\leq 3C' (N) \|u^0\|^2_2 \sup_{t \in (0,T]} \|v^N_{1,i} - v^N_{2,i}\|^2 T + \zeta'' \|v^N_{1,i} - v^N_{2,i}\|^2_{L^2(0,T;H^{1-\alpha}(\mathbb{R}^d))}.
\]

Summing over  and choosing appropriate  \(T\), depending on  \(\|u^0\|_2\) and  \(N\), and \(\zeta' > 0\), we obtain

\[
\sup_{t \in (0,T]} \|\hat{u}^N_{1,i} - \hat{u}^N_{2,i}\|^2 + \int_0^T \|(-\Delta)^{\frac{D}{2}} (\hat{u}^N_{1,i} - \hat{u}^N_{2,i})\|^2 dt
\]

\[
\leq 3C' (N) \|u^0\|^2_2 \sup_{t \in (0,T]} \|v^N_{1,i} - v^N_{2,i}\|^2 T + \zeta'' \|v^N_{1,i} - v^N_{2,i}\|^2_{L^2(0,T;H^{1-\alpha}(\mathbb{R}^d))}.
\]

Possibly choosing a smaller \(\zeta''\) and  \(T\), this shows that for  \(T := T(\|u^0\|_2, N)\) small enough the mapping  \(K\) is a contraction on  \(X\).
By the Banach fixed-point theorem we obtain a unique fixed point of the mapping $K$ in the set $X$. This fixed point is a local solution of \((15)\) up to the time $T := T(\|u^0\|_2^2, N)$.

**Step 3: Higher-order a priori estimates for solutions of \((15)\).** In this step we show that $\hat{u}^N \in L^2(0, T; H^{s+\alpha}(\mathbb{R}^d))^n$, where $u^0 \in H^s(\mathbb{R}^d)^n$. The distinction between the current step and the next is that here we allow the constants in our estimates to depend on $N$.

Let $\tau \in (0, T]$, where this is the interval of existence of the local solution $\hat{u}^N$. Taking $\psi_i = D^l_h D^m_h \hat{u}^N_i$, for $l = 1, \ldots, s$, as a test function in \((19)\) and using estimate \((12)\) yields

$$
\begin{align*}
&\|D^l_h \hat{u}^N_i(\tau)\|_2^2 + \int_0^\tau \|(-\Delta)^{\frac{\alpha}{2}} D^l_h \hat{u}^N_i\|_2^2 \, dt \\
\leq &\|D^l_h u^0_i\|_2^2 + \frac{n}{\sum_{j=1}^n} \int_0^\tau \frac{l}{\sum_{m=1}^l} \|D^m_h \hat{u}^N_i\|^2 \|\hat{u}^N_j + D^l_h \nabla^\beta \hat{W}_N\|^2_{W^{1,\infty}} \, dt \\
\lesssim &N \|D^l_h u^0_i\|_2^2 + \frac{n}{\sum_{j=1}^n} \int_0^\tau \frac{l}{\sum_{m=1}^l} \|D^m_h \hat{u}^N_i\|_{H^{1-\alpha}} \|D^m_h \hat{u}^N_i\|_{H^{2(1-\alpha)}} \|\hat{u}^N_j\|_2^2 \, dt \\
\lesssim &N \|D^l_h u^0_i\|_2^2 + \frac{n}{\sum_{j=1}^n} \int_0^\tau \frac{l}{\sum_{m=1}^l} \left(\|D^m_h \hat{u}^N_i\|^2 \|\hat{u}^N_j\|_2^2 + \chi \|(-\Delta)^{\frac{\alpha}{2}} D^m_h \hat{u}^N_i\|^2 + C_* \|D^m_h \hat{u}^N_i\|^2 \|\hat{u}^N_j\|_2^{2\alpha - 1}\right) \, dt,
\end{align*}
$$

for $i = 1, \ldots, n$ and $\chi > 0$. Summing over $l$ and $i$ gives

$$
\begin{align*}
\sum_{l=1}^s \|D^l_h \hat{u}^N(\tau)\|_2^2 + \int_0^\tau \sum_{l=1}^s \|(-\Delta)^{\frac{\alpha}{2}} D^l_h \hat{u}^N\|_2^2 \, dt \\
\lesssim &\sum_{l=1}^s \left(\|D^l_h u^0\|_2^2 + \|\hat{u}^N\|_{L^{\infty}(0, T; L^2(\mathbb{R}^d))} + \|\hat{u}^N\|_{L^2(0, T; H^s(\mathbb{R}^d))}\right) \int_0^\tau \|D^l_h \hat{u}^N\|_2^2 \, dt.
\end{align*}
$$

Thus, the regularity assumption on $u^0$ and applying the Grönwall inequality yields

$$
\sum_{m=1}^\ell \left(\|D^m_h \hat{u}^N\|_{L^{\infty}(0, T; L^2(\mathbb{R}^d))} + \|D^m_h \hat{u}^N\|_{L^2(0, T; H^s(\mathbb{R}^d))}\right) \leq C(N),
$$

where $C(N) > 0$ is independent of $h$, and hence

$$
\|\hat{u}^N\|_{L^{\infty}(0, T; H^s(\mathbb{R}^d))} + \|\hat{u}^N\|_{L^2(0, T; H^{s+\alpha}(\mathbb{R}^d))} \leq C(N).
$$

**Step 4: Uniform in $N$ higher-order estimates for solutions of \((13)\).** In this step we show \((19)\) and \((20)\). The main difficulty is showing that there exists $s' < s$ such that

$$
\begin{align*}
\sum_{i=1}^n \frac{d}{dt}\|\hat{u}^N_i\|^2_{H^s} + \sum_{i=1}^n \sigma \|(-\Delta)^{\frac{\alpha}{2}} \hat{u}^N_i\|^2_{H^s} \\
\lesssim &\sum_{i,j=1}^n \left(\|\hat{u}^N_j\|_{H^s} \|(-\Delta)^{\frac{\alpha}{2}} \hat{u}^N_i\|_{H^{s'}} + \|(-\Delta)^{\frac{\alpha}{2}} \hat{u}^N_j\|_{H^{s'}} \|\hat{u}^N_i\|_{H^s}\right) \|(-\Delta)^{\frac{\alpha}{2}} \hat{u}^N_i\|_{H^s}
\end{align*}
$$

holds, where $\sigma > 0$. To see that \((56)\) is sufficient for \((19)\) and \((20)\), notice that

$$
\|\hat{u}^N\|_{H^s} \|(-\Delta)^{\frac{\alpha}{2}} \hat{u}^N_i\|_{H^{s'}} \lesssim \|\hat{u}^N\|_{H^s} \|(-\Delta)^{\frac{\alpha}{2}} \hat{u}^N\|^\theta_{H^s} \|\hat{u}^N\|_{H^s}^{1-\theta}
$$

for $\theta \in (0, 1)$,

where $s' < s$. We then obtain

$$
\begin{align*}
\frac{d}{dt}\|\hat{u}^N\|^2_{H^s} + \sigma \|(-\Delta)^{\frac{\alpha}{2}} \hat{u}^N\|^2_{H^s} \lesssim \|(-\Delta)^{\frac{\alpha}{2}} \hat{u}^N\|_{H^s}^{1+\theta} \|\hat{u}^N\|_{H^s}^{2-\theta}.
\end{align*}
$$
Integrating (57) in time and applying Hölder’s inequality gives that
\[ \|\dot{u}^N(\tau)\|_{H^s}^2 + \tilde{\sigma} \int_0^\tau \|(\Delta)^{\frac{\alpha}{2}} \dot{u}^N\|^2_{H^s} \, dt \lesssim \|u^0\|_{H^s}^2 + \left[ \int_0^\tau \|(\Delta)^{\frac{\alpha}{2}} \dot{u}^N\|^2_{H^s} \, dt \right]^\frac{1}{\alpha} \left[ \int_0^\tau \|\dot{u}^N\|^{\frac{2(2-\theta)}{\theta}}_{H^{s'}} \, dt \right]^{-\frac{1}{\theta}}, \]
which for \( \tau \in (0, T) \) yields
\[ \|\dot{u}^N(\tau)\|_{H^s}^2 + \int_0^\tau \|(\Delta)^{\frac{\alpha}{2}} \dot{u}^N\|^2_{H^s} \, dt \lesssim \|u^0\|_{H^s}^2 + \int_0^\tau \|\dot{u}^N\|^{\frac{2(2-\theta)}{\theta}}_{H^{s'}} \, dt. \]
An application of the generalized Grönwall inequality, see e.g. [14], and assumptions on the initial data yield (19). The relation (20) follows from Morrey’s inequality.

We now give the argument for (56). By the previous step, we use \( \phi_i = D^l D_{h_i}^j \dot{u}^N \) as a test function in (49). Integrating by parts and taking the limit \( h \to 0 \) yields
\[ \frac{d}{dt} \|D^l \dot{u}^N\|^2_2 + 2\sigma_i \|(\Delta)^{\frac{\alpha}{2}} D^l \ddot{u}^N\|^2_2 \leq \sum_{j=1}^n \left\| (\Delta)^{\frac{1-\alpha}{2}} D^l (\dot{u}^N \nabla^\beta \dot{u}^N * \dot{W}_N) \right\|_2 \|\nabla (\Delta)^{\frac{\alpha-1}{2}} D^l \dot{u}^N\|_2, \]
for all \( l = 0, \ldots, s \). We then first apply the product rule to write
\[ \left\| (\Delta)^{\frac{1-\alpha}{2}} D^l (\dot{u}^N \nabla^\beta \dot{u}^N * \dot{W}_N) \right\|_2 \leq \sum_{m=1}^{l-1} \left\| (\Delta)^{\frac{1-\alpha}{2}} (D^{l-m} \dot{u}^N \nabla^\beta \dot{u}^N * \dot{W}_N) \right\|_2 + \left\| (\Delta)^{\frac{1-\alpha}{2}} (\dot{u}^N \nabla^\beta \dot{u}^N * \dot{W}_N) \right\|_2 := J_1 + J_2 + J_3. \]
Applying the fractional Leibniz rule (70), the last two terms on the right-hand side are estimated as
\[ J_2 \leq \|D^l (\Delta)^{\frac{1-\alpha}{2}} \dot{u}^N \nabla^\beta \dot{u}^N * \dot{W}_N\|_2 + \|D^l (\Delta)^{\frac{1-\alpha}{2}} \dot{u}^N \nabla^\beta \dot{u}^N * \dot{W}_N\|_2, \]
\[ J_3 \leq \|D^l (\Delta)^{\frac{1-\alpha}{2}} \dot{u}^N \nabla^\beta \dot{u}^N * \dot{W}_N\|_2 + \|D^l (\Delta)^{\frac{1-\alpha}{2}} \dot{u}^N \nabla^\beta \dot{u}^N * \dot{W}_N\|_2 := J_{21} + J_{22} + J_{23}, \]
where \( \alpha_1 + \alpha_2 = 1 - \alpha \) (\( \alpha_1 \) and \( \alpha_2 \) can be different in (58a) and (58b)) and \( 1/2 = 1/p_1 + 1/p_2 = 1/q_1 + 1/q_2 \). We then apply Hölder’s inequality and use Young’s inequality for convolutions along with the \( L^1 \)-normalization of \( \dot{W}_N \) to write
\[ J_{21} \leq \|D^l (\Delta)^{\frac{1-\alpha}{2}} \dot{u}^N\|^2_{2p} \|\nabla^\beta \dot{u}^N\|_{2p'}, J_{22} \leq \|D^l \dot{u}^N\|^2_{2p} \|(-\Delta)^{\frac{1-\alpha}{2}} \nabla^\beta \dot{u}^N\|_{2p'}, \]
\[ J_{31} \leq \|D^l (\Delta)^{\frac{1-\alpha}{2}} \dot{u}^N\|^2_{2q} \|D^l \nabla^\beta \dot{u}^N\|_{2q'}, J_{32} \leq \|\dot{u}^N\|^2_{2q} \|(-\Delta)^{\frac{1-\alpha}{2}} D^l \nabla^\beta \dot{u}^N\|_{2q'}, \]
where \( 1/p + 1/p' = 1/q + 1/q' = 1/p + 1/p' = 1/q + 1/q' = 1 \). We estimate each term separately and split our arguments into two cases, which are \( l = 0 \) and \( 1 \leq l \leq s \).

**Treatment of the \( J_{ij} \) for \( i = 2, 3 \) and \( j = 1, 2, 3 \) when \( l = 0 \).**

(i) \( J_{21} \) and \( J_{31} \) Since \( l = 0 \), we have that \( J_{21} = J_{31} \). We then further distinguish between two cases: \( 0 < \alpha - \beta < d/2 \) and \( \alpha < (d+2)/4 \). Notice that whenever \( d > 1 \) the conditions are both trivially satisfied.

Case 1: \( 0 < \alpha - \beta < d/2 \) Then there exists \( \gamma \in (0, 1 - \alpha) \) such that \( d/(1 - \beta - \gamma) > 2 \). We first notice that \( p' \) in (59) can be chosen such that \( p' > d/(d - 2(1 - \beta - \gamma)) \). Then, using the theorem for Riesz potentials (41), that \( \beta + \gamma < 1 \), and the fractional Sobolev embedding (47) Theorem 6.5], yields
\[ \|\nabla^\beta \dot{u}^N\|_{2q} \leq \|(-\Delta)^{\frac{3+\gamma-1}{2}} \nabla (-\Delta)^{\frac{1}{2}} \dot{u}^N\|^2_{2q} \lesssim \|\nabla (-\Delta)^{\frac{-3+\alpha}{2}} (-\Delta)^{\frac{1}{2}} \dot{u}^N\|_r \]
\[ \lesssim \|\nabla (-\Delta)^{\frac{-3+\alpha}{2}} (-\Delta)^{\frac{1}{2}} \dot{u}^N\|_{H^{s-1+\alpha+\gamma}} \lesssim \|(-\Delta)^{\frac{1}{2}} \dot{u}^N\|_{H^{s'}}. \]
where \( r = 2p'(d/(d + 2p'(1 - \beta - \gamma)) > 2 \) and \( d/2 + \beta - \alpha \leq s' < s \). By the Sobolev embedding we obtain

\[
\| (-\Delta)^{1/2} \hat{u}_i^N \|_{2p} \lesssim \| \hat{u}_i^N \|_{H^s},
\]

for \( 1 < p < d/(d-2(s-1+\alpha)) \). To see that \( 1/p + 1/p' = 1 \) is possible, notice that \( p' > d/(d-2(1-\beta-\gamma)) > d/(2(s-1+\alpha)) \) since \( s \geq d/2 \), \( \gamma < 1 - \alpha \), and \( \beta + 1 < 2\alpha \).

Case 2: \( 0 < \alpha < (d+2)/4 \). We choose \( p \) in \([32]\) such that \( p > d/(d-2(2\alpha-1)) \). Then applying \([71]\) and the Sobolev embedding, implies

\[
\| (-\Delta)^{1/2} \hat{u}_i^N \|_{2p} \lesssim \| (-\Delta)^{1/2} \hat{u}_i^N \|_{r'}, \lesssim \| (-\Delta)^{1/2} \hat{u}_i^N \|_{H^{s'}},
\]

(61)

where \( r' = 2p/(d + 2(2\alpha-1)p) > 2 \) and \( d/2 - (2\alpha - 1) \leq s' < s \). We again apply the Sobolev embedding to write

\[
\| \nabla^\beta \hat{u}_j^N \|_{2p'} = \| (-\Delta)^{\frac{\beta-1}{2}} \nabla \hat{u}_j^N \| \lesssim \| (-\Delta)^{\frac{\beta-1}{2}} \nabla \hat{u}_j^N \|_{H^{s-\beta}} \lesssim \| \hat{u}_j^N \|_{H^s},
\]

where we require that \( 1 < p' < d/(d-2(s-\beta)) \). Since \( p \geq d/(d-2(2\alpha-1)) \geq d/(2(s-\beta)) \) for \( s \geq d/2 \), the condition \( 1/p + 1/p' = 1 \) can be satisfied.

(iii) \( J_{22} \) and \( J_{32} \) Since \( l = 0 \), we have that \( J_{22} = J_{32} \).

We first notice \( \| \hat{u}_i^N \|_{2p} \lesssim \| \hat{u}_i^N \|_{H^s} \). Under the conditions of both Case 1 or Case 2 above, we have \( \alpha < (d+2)/4 + \beta/2 \). We now choose \( 0 < \gamma < 1 \) such that \( 2\alpha < \gamma + \beta + d/2 \) and set \( p' \) in \([32]\) such that \( p' > d/(d-2(2\alpha-1)) \), to obtain

\[
\| (-\Delta)^{\frac{1}{2}} \nabla^\beta \hat{u}_i^N \|_{2p'} = \| (-\Delta)^{\frac{\beta-1}{2}} \nabla \hat{u}_i^N \| \lesssim \| (-\Delta)^{\frac{\beta-1}{2}} \nabla \hat{u}_i^N \|_{H^{s-\beta}} \lesssim \| \hat{u}_i^N \|_{H^s},
\]

where \( r = 2p'd/(d + 2p'(2\alpha - \beta - \gamma)) > 2 \) and \( d/2 - (2\alpha - \beta - 1) \leq s' < s \).

(iii) \( J_{23} \) and \( J_{33} \) Since \( l = 0 \), we have that \( J_{23} = J_{33} \). These terms can be estimated in a similar way as in (ii). In particular, the Sobolev embedding yields

\[
\| (-\Delta)^{\frac{\alpha}{2}} \hat{u}_i^N \|_{p_1} \lesssim \| \hat{u}_i^N \|_{H^s},
\]

where we require that \( 2 < p_1 \leq 2d/(d-2(s-\alpha_1)) \).

We notice that \( \alpha < (d+2)/4 + \beta/2 \) is satisfied in both Cases 1 and 2 above. Then we can fix \( 0 < \gamma' < 1 \) such that \( 1 + \alpha - \alpha_2 < \gamma' + \beta + d/2 \) for some \( 0 < \alpha_2 < 1 - \alpha \), where \( \alpha_2 \) is set in such a way that \( \gamma' \) exists. Furthermore, choosing \( p_2 \) such that \( p_2 > 2d/(d-2(1+\alpha - \gamma' - \alpha_2 - \beta)) \), we can then estimate

\[
\| (-\Delta)^{\frac{\alpha}{2}} \nabla^\beta \hat{u}_i^N \|_{p_2} = \| \nabla (-\Delta)^{-\frac{\gamma'}{2}} (-\Delta)^{-\frac{\gamma' + \alpha_2 + \beta - 1 - \alpha}{2}} \hat{u}_i^N \|_{p_2}
\]

\[
\lesssim \| \nabla (-\Delta)^{-\frac{\gamma'}{2}} (-\Delta)^{\frac{\alpha}{2}} \hat{u}_i^N \|_{p_2} \lesssim \| \nabla (-\Delta)^{-\frac{\gamma'}{2}} (-\Delta)^{\frac{\alpha}{2}} \hat{u}_i^N \|_{H^{s-1+\gamma}} \lesssim \| (-\Delta)^{\frac{\alpha}{2}} \hat{u}_i^N \|_{H^{s'}},
\]

where \( r = p_2d/(d + p_2(1 + \alpha - \gamma' - \alpha_2 - \beta)) > 2 \) and \( d/2 - (\alpha - \alpha_2 - \beta) \leq s' < s \). Since \( s > d/2 \) we have that \( p_2 > 2d/(d-2(1+\alpha - \gamma' - \alpha_2 - \beta)) \geq d/(s-\alpha_1) \), which implies that \( 1/p_1 + 1/p_2 = 1/2 \) can be satisfied.

Treatment of the \( J_i \) for \( i = 2, 3 \) and \( j = 1, 2, 3 \) when \( 1 \leq l \leq s \).

(i) \( J_{21} \) We notice that

\[
\| \nabla^\beta \hat{u}_j^N \|_{2p'} \lesssim \| (-\Delta)^{\frac{\beta-1}{2}} \nabla \hat{u}_j^N \| \lesssim \| (-\Delta)^{\frac{\beta-1}{2}} \nabla \hat{u}_j^N \|_{H^{s-\beta}} \lesssim \| \hat{u}_j^N \|_{H^s},
\]

where we require that \( 1 < p' \leq d/(d-2(s-\beta)) \) if \( s - \beta < d/2 \) or any \( 1 < p' < \infty \) if \( s - \beta \geq d/2 \). Furthermore, we have the following embeddings:

\[
\| D^l(-\Delta)^{\frac{1}{2}} \hat{u}_i^N \|_{2p} \lesssim \| D^l(-\Delta)^{\frac{1}{2}} \hat{u}_i^N \|_{H^{s-l+1+2\alpha}} \lesssim \| (-\Delta)^{\frac{1}{2}} \hat{u}_i^N \|_{H^{s'}},
\]
where \( d/(2(s - \beta)) \leq p \leq d/(d - 2(s' + 2\alpha - s - 1)) \) and \( s' \) can be chosen to satisfy \( \max\{d/2 - (2\alpha - 1 - \beta), s + 1 - 2\alpha\} < s' < s \). Notice that the lower bound for \( p \) is derived from the upper bound for \( p' \), since the two are Hölder conjugates, and it is possible to choose \( p \) and \( p' \) due to the restrictions on \( s' \).

**(ii)** \( J_{31} \) Using similar estimates as in the previous case, we obtain

\[
\|(-\Delta)^{\frac{1 - \alpha}{2}} \hat{u}_i^N \|_{2q} \lesssim \|\hat{u}_i^N\|_{H^s}.
\]

where we require that \( 1 < q \leq d/(d - 2(s + \alpha - 1)) \) if \( s + \alpha - 1 < d/2 \) or \( 1 < q < \infty \) if \( s + \alpha - 1 \geq d/2 \). Additionally, we find that

\[
\|D^j\nabla^\beta \hat{u}_j^N\|_{2q'} \lesssim \|D^j(-\Delta)^{\frac{\beta - 1 - \alpha}{2}} \nabla(-\Delta)^{\frac{\alpha}{2}} \hat{u}_j^N\|_{H^{s' - l - \beta + \alpha}} \lesssim \|(-\Delta)^{\frac{\alpha}{2}} \hat{u}_j^N\|_{H^{s'}}.
\]

where \( d/(2(s + \alpha - 1)) \leq q' \leq d/(d - 2(s' + \alpha - s - \beta)) \). Again, the lower bound for \( q' \) is derived from the upper bound for \( q \). It is possible to choose an appropriate \( q' \) satisfying the above conditions if \( \max\{d/2 - (2\alpha - 1 - \beta), s + \beta - \alpha\} < s' < s \).

**(iii)** \( J_{22} \) The Sobolev embedding ensures \( \|(-\Delta)^{\frac{\alpha}{2}} \nabla^\beta \hat{u}_j^N\|_{2p} \lesssim \|\hat{u}_j^N\|_{H^s}, \) where \( 1 < p' \leq d/(d - 2(s + \alpha - 1 - \beta)) \) if \( s + \alpha - 1 - \beta < d/2 \) or \( 1 < p' < \infty \) if \( s + \alpha - 1 - \beta \geq d/2 \). Additionally, we estimate

\[
\|D^j \hat{u}_i^N\|_{2p} \leq \|D^j(-\Delta)^{-\frac{\alpha}{2}} (-\Delta)^{\frac{\alpha}{2}} \hat{u}_i^N\|_{2p} \lesssim \|(-\Delta)^{\frac{\alpha}{2}} \hat{u}_i^N\|_{H^{s'}}.
\]

for \( d/(2(s - (1 + \beta - \alpha))) \leq \hat{p} \leq d/(d - 2(s' + \alpha - s)). \) In order to ensure the existence of an appropriate \( \hat{p} \) we choose \( s' \) to satisfy \( \max\{d/2 - (2\alpha - \beta - 1), s - \alpha\} < s' < s \).

**(iv)** \( J_{32} \) We have \( \|\hat{u}_i^N\|_{2q} \lesssim \|\hat{u}_i^N\|_{H^s} \) for any \( 1 < \hat{q} < \infty \), since \( s \geq d/2 \), and

\[
\|D^j(-\Delta)^{\frac{\alpha}{2}} \nabla \hat{u}_j^N\|_{2q'} \lesssim \|D^j(-\Delta)^{\frac{\alpha}{2}} \hat{u}_j^N\|_{2q'} \lesssim \|(-\Delta)^{\frac{\alpha}{2}} \hat{u}_j^N\|_{H^{s'}}.
\]

where we require that \( 1 < \hat{q'} \leq d/(d - 2(s' + 2\alpha - 1 - \beta)) \). It is possible to find such a \( \hat{q'} \) by setting \( s' \) to satisfy \( s - (2\alpha - 1 - \beta) < s' < s \).

**(v)** \( J_{23} \) Using the Sobolev embedding, we find

\[
J_{23} \leq \|D^j(-\Delta)^{\frac{\alpha}{2}} (-\Delta)^{\frac{\alpha}{2}} \hat{u}_i^N\|_{p_1} \|(-\Delta)^{\frac{\alpha}{2}} \nabla^\beta \hat{u}_j^N\|_{p_2} \leq \|(-\Delta)^{\frac{\alpha}{2}} \hat{u}_i^N\|_{H^s} \|\hat{u}_j^N\|_{H^{s'}}.
\]

where \( 2 < p_1 \leq 2d/(d - 2(s' + \alpha - s - \alpha_1)) \) and \( d/(s' + \alpha - s - \alpha_1) \leq p_2 \leq 2d/(d - 2(s - \beta - \alpha_2)) \). These relations are satisfied for \( \max\{d/2 - (2\alpha - \beta - 1), s + \alpha_1 - \alpha\} < s' < s \).

**(vi)** \( J_{33} \) We estimate this term as

\[
J_{33} \leq \|(-\Delta)^{\frac{\alpha}{2}} \hat{u}_i^N\|_{q_1} \|D^j(-\Delta)^{\frac{\alpha}{2} + \frac{\beta - 1 - \alpha}{2}} (-\Delta)^{\frac{\alpha}{2}} \hat{u}_j^N\|_{q_2} \lesssim \|\hat{u}_i^N\|_{H^s} \|(-\Delta)^{\frac{\alpha}{2}} \hat{u}_j^N\|_{H^{s'}}.
\]

where \( 2 < q_1 \leq 2d/(d - 2(s - \alpha_1)) \) if \( s - \alpha_1 < d/2 \) or \( 2 < q_1 < \infty \) if \( s - \alpha_1 \geq d/2 \) and, furthermore, \( d/(s - \alpha_1) \leq q_2 \leq 2d/(d - 2(s' + s + \alpha_1 + 2\alpha - 1 - \beta)) \). These conditions stipulate that \( s - s' - (2\alpha - \beta - 1) < \alpha_1 \) and \( s' \geq d/2 - (2\alpha - \beta - 1) \).

We remark that the term \( J_1 \) only appears when \( l \geq 2 \). Applying (70) yields

\[
J_1 \lesssim \sum_{m=1}^{l-1} \|(-\Delta)^{i+m} D^{l-m} \hat{u}_i^N D^m \nabla^\beta \hat{u}_j^N * \hat{W}_N\|_2 + \|D^{l-m} \hat{u}_i^N (-\Delta)^{i+m} D^m \nabla^\beta \hat{u}_j^N * \hat{W}_N\|_2
+ \sum_{m=1}^{l-1} \|(-\Delta)^{i+m} D^{l-m} \hat{u}_i^N\|_{p_1} \|(-\Delta)^{i+m} D^m \nabla^\beta \hat{u}_j^N * \hat{W}_N\|_{p_2} =: J_{11} + J_{12} + J_{13},
\]

where \( \alpha_1 + \alpha_2 = 1 - \alpha, 1/2 = 1/p_1^m + 1/p_2^m \).
Since \( m + \beta < l \leq s \) for all \( m = 1, \ldots, l - 1 \) and \( 2 \leq l \leq s \), we can estimate

\[
J_{11} \leq \sum_{m=1}^{l-1} \left\| (-\Delta)^{\frac{1-m}{2}} D^{l-m} \dot{u}_1^N \right\|_{2p_m} \left\| D^m \nabla^\beta \dot{u}_j^N \right\|_{2q_m} \lesssim \left\| (-\Delta)^{\frac{\beta}{2}} \dot{u}_1^N \right\|_{H^{s'}} \left\| \dot{u}_j^N \right\|_{H^s},
\]

where \( q_m \leq d/(d - 2(s - m - \beta)) \) if \( s - m - \beta < d/2 \) and \( 1 < q_m < \infty \) if \( s - m - \beta \geq d/2 \) and \( d/(2(s - m - \beta)) \leq q'_m \leq d/(d - 2(s' - s + m - 1 + 2\alpha)) \). These conditions stipulate that we choose \( s' \) to satisfy \( \max\{d/2 - (2\alpha - 1), s - (m - 1) - 2\alpha, s - \alpha\} < s' < s \).

\[
J_{12} \leq \sum_{m=1}^{l-1} \left\| D^{l-m} \dot{u}_i^N \right\|_{2p_m} \left\| (-\Delta)^{\frac{1-m}{2}} D^m \nabla^\beta \dot{u}_j^N \right\|_{2q'_m} \lesssim \left\| \dot{u}_i^N \right\|_{H^s} \left\| (-\Delta)^{\frac{\beta}{2}} \dot{u}_j^N \right\|_{H^{s'}},
\]

where \( 1 < p_m \leq d/(d - 2m) \) if \( m < d/2 \) and \( 1 < p_m < \infty \) if \( m \geq d/2 \) and \( d/(2m) \leq p'_m \leq d/(d - 2(s' - m + 2\alpha - \beta - 1)) \). This places the following condition on \( s' \): \( \max\{m + 1 + \beta - 2\alpha, d/2 - (2\alpha - 1), s - \alpha\} < s' < s \), where \( 1 \leq m \leq s - 1 \).

\[
J_{13} \lesssim \left\| \dot{u}_i^N \right\|_{H^s} \left\| (-\Delta)^{\frac{\beta}{2}} \dot{u}_j^N \right\|_{H^{s'}},
\]

where \( 2 < p_i^m \leq 2d/(d - 2(m - \alpha_1)) \) and \( d/(m - \alpha_1) \leq p'_i \leq 2d/(d - 2(s' - m + 2\alpha - \beta - 1 + \alpha_1)) \), which is satisfied if \( \max\{d/2 - (2\alpha - 1), s + \beta + 1 - 2\alpha - \alpha_1\} < s' < s \).

To conclude, we remark that combining all of the above estimates on \( J_1, J_2, \) and \( J_3 \) and summing over \( l = 1, \ldots, s \) and \( i = 1, \ldots, n \) yields (66).

**Step 5: Global existence of solutions for (15) with small initial data.** In this step we show that there exists \( \theta = \theta(d, \sigma_i, a_{ij}, n) \) such that if (21) holds, then we can iterate the argument in Step 2 to obtain a global solution of (15).

Using that \( s' < s \), from (66) we obtain

\[
\frac{d}{dt} \left\| \dot{u}^N \right\|_{H^s}^2 + \tilde{\sigma} \left\| (-\Delta)^{\frac{\beta}{2}} \dot{u}^N \right\|_{H^s}^2 \leq C(d, a_{ij}, n) \left\| (-\Delta)^{\frac{\beta}{2}} \dot{u}^N \right\|_{H^s}^2 \left\| \dot{u}^N \right\|_{H^s},
\]

for some \( \tilde{\sigma} > 0 \). With (62) in-hand, we can apply (16) Lemma 17] with

\[
f(t) = \left\| \dot{u}^N(t, \cdot) \right\|_{H^s}, \quad g(t) = \left\| (-\Delta)^{\frac{\beta}{2}} \dot{u}^N(t, \cdot) \right\|_{H^s}, \quad a = \tilde{\sigma}, \quad \text{and} \quad b = C(d, a_{ij}, n).
\]

The lemma yields that if \( \left\| \dot{u}^0 \right\|_{H^s} \leq a/b \) then \( (d/dt) \left\| \dot{u}^N \right\|_{H^s}^2 \leq 0 \) and, hence, \( \left\| \dot{u}^N(t, \cdot) \right\|_{H^s} \leq a/b \) for any \( t \in [0, T] \). Therefore, setting \( \theta = a/b \) allows us to iterate the local existence result of Step 2 to obtain a global solution.

In the same way, we remark that using the higher-order regularity estimates and considering \( \dot{u}^N \in L^2(0, T; H^{s+\alpha}(\mathbb{R}^d))^n \), the time of existence of the local solutions from Step 2 can be made independent of \( N \).

To address the uniqueness and positivity of the solution, we remark that these properties can be shown in the same way as in Theorem 4.

### 6 Proof of Theorem 4

**Proof.** In the first step we use the uniformity in \( N \) of the a priori estimates (19) to pass to the limit as \( N \to \infty \), which yields a solution of (1). In the second step we show the non-negativity of solutions of (1). In the third step we prove the uniqueness of weak solutions of (1). To finish, in the fourth step, we prove strong convergence of a sequence of solutions of (15) to the solution of (1).
Step 1: Existence of solutions of (1). Since (19) is uniform in $N$, by compactness there exists $u \in L^\infty(0, T; H^s(\mathbb{R}^d))^n \cap L^2(0, T; H^{s+\alpha}(\mathbb{R}^d))^n$ so that

$$
\hat{u}^N \rightharpoonup u \quad \text{in } L^\infty(0, T; H^s(\mathbb{R}^d))^n,
$$
$$
\hat{u}^N \rightharpoonup u \quad \text{in } L^2(0, T; H^{s+\alpha}(\mathbb{R}^d))^n,
$$

where the $\hat{u}^N$ are the solutions of (18) provided by Theorem 3. Furthermore, by (19) and the lower semicontinuity of the norms we have that

$$
\|u\|_{L^\infty(0,T;H^s(\mathbb{R}^d))} + \|u\|_{L^2(0,T;H^{s+\alpha}(\mathbb{R}^d))} < 1. 
$$

We must still pass to the limit $N \to \infty$ in the weak formulation (49). We first notice that

$$
\hat{W}_N * \nabla^\beta \hat{u}_j^N \rightarrow \nabla^\beta u_j \quad \text{in } L^2(0, T; L^2(\mathbb{R}^d)),
$$

which follows, e.g. from (24). Furthermore, using the equation (15), we remark that

$$
\|\partial_t u^N\|_{L^2(0,T;H^{s}(\mathbb{R}^d))} < 1,
$$

where we have used (19) and Morrey’s inequality.

Now, for any $R > 0$, since the embedding of $H^\alpha(B_R)$ into $L^2(B_R)$ is compact and by (63), the Aubin-Lions lemma yields $\hat{u}_i^N \rightharpoonup \hat{u}_i$ strongly in $L^2(0, T; H^2(B_R)).$ To finish, we consider the weak formulation (19) for a test function $\psi \in C_0^\infty(0, T; C_0^\infty(\mathbb{R}^d))$. Using the observations made above, we are then able to pass to the limit in the nonlinear term of (19). Standard arguments ensure that the initial condition is satisfied.

Step 2: Positivity of solutions of (1). Considering $u^-_i = \min\{u_i, 0\}$ as a test function in the weak formulation of (1), we then obtain

$$
\frac{d}{dt} \|u^-_i\|^2 + 2\sigma_i \langle u^-_i, (-\Delta)^\alpha u_i \rangle \leq C \sum_{j=1}^n \|(-\Delta)^{\frac{1-\alpha}{2}} (u^-_i \nabla^\beta u_j)\|^2 + \frac{c}{\|(-\Delta)^{\frac{\alpha}{2}} u^-_i\|^2}
$$

(66)

for $t \in (0, T]$ and $\zeta > 0$. To treat the second term on the left-hand side of (66) we use [17, Lemma 5.2]. In particular, we find that for any $t \in (0, T)$, the relation

$$
\langle u^-_i, (-\Delta)^\alpha u_i \rangle \geq \int_{\mathbb{R}^d} |(-\Delta)^{\frac{\alpha}{2}} u^-_i|^2 dx
$$

holds. Combining this observation with (66) and using (70), we find that

$$
\frac{d}{dt} \|u^-_i\|^2 + \|(-\Delta)^{\frac{\alpha}{2}} u^-_i\|^2 \leq \sum_{j=1}^n \|(-\Delta)^{\frac{\alpha}{2}} \nabla^\beta u_j\|_{L^2}^2 \|(-\Delta)^{\frac{\alpha}{2}} u^-_i\|_{L^2}^2
$$

$$
+ \sum_{j=1}^n \|\nabla^\beta u_j\|_{L^\infty}^2 \|(-\Delta)^{\frac{\alpha}{2}} u^-_i\|_2^2 + \|(-\Delta)^{\frac{\alpha}{2}} \nabla^\beta u_j\|_{L^\infty}^2 \|u^-_i\|_2^2,
$$

where $1/p_1 + 1/p_2 = 1/2$ and $\alpha_1 + \alpha_2 = 1 - \alpha$. This we then combine with the observation

$$
\|(-\Delta)^{\frac{\alpha}{2}} \nabla^\beta u_j\|_{L^2}^2 \|(-\Delta)^{\frac{\alpha}{2}} u^-_i\|_{L^2}^2 \leq \|u_j\|_{H^{s+\beta}} \|u^-_i\|_{H^{1-s-\alpha}}^2,
$$

where we require that $2 < p_1 \leq 2d/(d - 2(s - \alpha_1))$ and $d/(s - \alpha_1) \leq p_2 \leq 2d/(d - 2\alpha_1)$. We are able to satisfy these conditions since $s > d/2$. Plugging-in this relation, using the embedding of $H^s \hookrightarrow L^\infty$ for $s > d/2$, and additionally using the fractional Gagliardo-Nirenberg interpolation inequality, we obtain

$$
\frac{d}{dt} \|u^-\|^2 \leq \left(\|u\|_{H^{s+\alpha}}^2 + \|u\|_{H^{s+\beta}}^2 \right) \|u^-\|_{H^{1-s-\alpha}}^2 \|u^-\|_{H^{s+\alpha}}^2 + \|u\|_{H^{s+\beta}}^2 \|u^-\|_{H^{1-s-\alpha}}^2 \|u^-\|_{H^{s+\alpha}}^2 \|u^-\|_{H^{1-s-\alpha}}^2
$$
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From the above estimate and using the regularity of $u$ and non-negativity of initial data, we conclude that $u_i \geq 0$ in $(0, T) \times \mathbb{R}^d$, for $i = 1, \ldots, n$.

**Step 3: Uniqueness of solutions of $(\Pi)$.** We assume that there are two solutions $u^1$ and $u^2$ of $(\Pi)$ and consider $w_i = u_i^1 - u_i^2$ as a test function in the weak formulation of the equation for $w_i$:

$$
\sum_{i=1}^{n} \frac{d}{dt} \|w_i\|_2^2 + \|(-\Delta)^{\gamma} w_i\|_2^2 \lesssim \sum_{i,j=1}^{n} \|(-\Delta)^{1-\alpha} (w_i \nabla^\beta u_j^1 + u_i^2 \nabla^\beta w_j)\|_2^2
$$

$$
\lesssim \sum_{i,j=1}^{n} \|w_i\|_{H^{\alpha}} \|w_i\|_{2(1-\theta)} \|u_j^1\|_{H^{\beta+1-\alpha}}^2 + \|u_i^2\|_{H^{\beta+1-\alpha}} \|w_j\|_{H^{\alpha}} \|w_j\|_{2(1-\theta_1)},
$$

where $\theta = 1/\alpha - 1$ and $\theta_1 = (1 + \beta - \alpha)/\alpha$ are defined by applying Gagliardo-Nirenberg inequality. To obtain (67), we have used (70) and

$$
\|(-\Delta)^{\gamma} w_i\|_2^2 \lesssim \|w_i\|_{H^{\alpha}} \|u_j^1\|_{H^{\beta+1-\alpha}},
$$

$$
\|(-\Delta)^{\gamma} u_i^2 \|_2^2 \lesssim \|u_i^2\|_{H^{\beta+1-\alpha}} \|w_j\|_{H^{\alpha}} \|w_j\|_{2(1-\theta_1)},
$$

where $2 < p_1 \leq 2d/(d - 2\alpha)$, $2 < \hat{p}_2 \leq 2d/(d - 2\alpha)$, $s \geq d/2 - (1 - \alpha)$, and $\alpha_1 + \alpha_2 = 1 - \alpha$. Integrating (67) in time and applying Young’s inequality gives

$$
\|w(t)\|_2^2 + \int_0^T \|(-\Delta)^{\gamma} w(t)\|_2^2 dt \lesssim \int_0^T \|w(t)\|_2^2 \left( \|u_i^2(t)\|_{H^{\beta+1-\alpha}}^2 + \|u_i^1(t)\|_{H^{\beta+1-\alpha}}^2 \right) dt,
$$

for any $\tau \in (0, T]$. An application of the Grönwall inequality implies that $w_i = u_i^1 - u_i^2 = 0$ a.e. in $(0, T) \times \mathbb{R}^d$, and hence uniqueness of a solution of $(\Pi)$.

**Step 4: Strong convergence of a sequence of solutions of $(\Pi)$ to solution of $(\Pi)$.** Finally, we prove the strong convergence of $\hat{u}^N$ to $u$. We consider the equation for $\hat{u}^N_i - u_i$ in the weak form, and use as a test function $\hat{u}^N_i - u_i$ to obtain

$$
\frac{d}{dt} \|\hat{u}^N_i - u_i\|_2^2 + \|(-\Delta)^{\gamma} (\hat{u}^N_i - u_i)\|_2^2 \lesssim \sum_{j=1}^{n} \left[ \|(-\Delta)^{1-\alpha} (\hat{u}^N_i - u_i) \nabla^\beta \hat{u}^N_j \ast \hat{W}_N\|_2^2 + \|(-\Delta)^{1-\alpha} (\hat{u}^N_i \nabla^\beta (\hat{u}^N_j - u_j))\|_2^2 \right] =: J_1 + J_2 + J_3.
$$

We estimate the terms on the right-hand-side using (70) and for the first term obtain

$$
J_1 \lesssim \sum_{j=1}^{n} \left[ \|\nabla^\beta \hat{u}^N_j\|_{L^\infty} \|(-\Delta)^{1-\alpha} (\hat{u}^N_i - u_i)\|_2^2 + \|(-\Delta)^{1-\alpha} \nabla^\beta \hat{u}^N_i\|_2^2 \right],
$$

$$
\lesssim \sum_{j=1}^{n} \|\hat{u}^N_j\|_{H^{\beta+1-\alpha}} \|\hat{u}^N_i - u_i\|_{H^{\beta+1-\alpha}}^2 + \|\hat{u}^N_i\|_{H^{\beta+1-\alpha}} \|\hat{u}^N_j\|_{H^{\alpha}} \|\hat{u}^N_i\|_{2(1-\theta_1)} \|\hat{u}^N_j - u_i\|_2^2
$$

$$
+ \|\hat{u}^N_i\|_{H^{\beta+1-\alpha}} \|\hat{u}^N_j - u_i\|_2^2 + \|(-\Delta)^{\gamma} (\hat{u}^N_i - u_i)\|_2^2 \|u_i - \hat{u}^N_i\|_2^2 \left[ \|\hat{u}^N_j - u_i\|_2^2 + \|(-\Delta)^{\gamma} (\hat{u}^N_i - u_i)\|_2^2 \right],
$$

where $\theta = 1/\alpha - 1$, $\theta_1 = (1 + \beta - \alpha)/\alpha$ and $\alpha_1 + \alpha_2 = 1 - \alpha$. For the second term in the similar way we find that

$$
J_2 \lesssim \sum_{j=1}^{n} \left[ \|u_j\|_{H^{\beta+1-\alpha}} \|\hat{u}^N_i - u_i\|_{H^{\alpha}} \|\hat{u}^N_j - u_j\|_2^2 \right],
$$

$$
+ \|u_i\|_{H^{\beta+1-\alpha}} \|\hat{u}^N_i - u_i\|_{H^{\alpha}} \|\hat{u}^N_j - u_j\|_2^2 \left[ \|\hat{u}^N_j - u_i\|_2^2 + \|(-\Delta)^{\gamma} (\hat{u}^N_i - u_i)\|_2^2 \right],
$$

$$
+ \|u_i\|_{H^{\beta+1-\alpha}} \|\hat{u}^N_i - u_i\|_{H^{\alpha}} \|\hat{u}^N_j - u_j\|_2^2 \left[ \|\hat{u}^N_j - u_i\|_2^2 + \|(-\Delta)^{\gamma} (\hat{u}^N_i - u_i)\|_2^2 \right].
$$
where \( \theta_1 = (1 + \beta - \alpha)/\alpha \) and \( \theta_2 = \beta/\alpha < 1 \). For the third term we have

\[
J_3 \lesssim \|u_i\|_{H^{\theta+1-\alpha}}^2 \left\| \nabla^\beta \hat{u}_j^N \ast \hat{W}_N - \nabla^\beta \hat{u}_j^N \right\|_2^2 + \|u_i\|_{H^\alpha}^2 \left\| \nabla^\beta \hat{u}_j^N \ast \hat{W}_N - \nabla^\beta \hat{u}_j^N \right\|_{H^{1-\alpha}}^2
\]

\[
+ \|u_i\|_{H^\alpha}^2 \left\| (-\Delta)^{1-\alpha} (\nabla^\beta \hat{u}_j^N \ast \hat{W}_N - \nabla^\beta \hat{u}_j^N) \right\|_{H^{\theta+1-\alpha}}^2 \lesssim \tilde{\kappa}_N^{-2} \|u_i\|_{H^{\theta+1-\alpha}}^2 \|\hat{u}_j^N\|_{H^{2\theta+2-\alpha}}^2,
\]

see [50] or estimate (23) of Lemma 5. Then applying Young’s inequality yields

\[
\sum_{i=1}^n \frac{d}{dt} \|u_i - \hat{u}_i^N\|_2^2 + \sum_{i=1}^n \left\| (-\Delta)^{\frac{1}{2}} (u_i - \hat{u}_i^N) \right\|_2^2 \lesssim \sum_{i,j=1}^n \left[ \left(1 + \left\| \hat{u}_j^N \right\|_{H^{\theta+1-\alpha}} \|\hat{u}_j^N\|_{H^{2\theta+2-\alpha}} \right) \right] \|u_i - \hat{u}_i^N\|_2^2
\]

Using the regularity of \( u \) and \( \hat{u}_N \), the definition of \( \tilde{\kappa}_N \), and applying the Grönwall inequality, we obtain the convergence result in (22). \( \square \)
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**Appendix**

We now summarize some facts about fractional Sobolev spaces and the fractional Laplacian that we use throughout the paper. For a more complete picture see [17] and [62].

**Definition 2** (Fractional Sobolev norm \( H^\alpha(\mathbb{R}^d) \)). Let \( \alpha \in (0,1) \). We define the fractional \( H^\alpha \)-seminorm as

\[ [\psi]_{H^\alpha}^2 := \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{|\psi(x) - \psi(y)|^2}{|x-y|^{d+2\alpha}} \, dx \, dy \]

and remark that the \( H^\alpha \)-norm is then given by \( \|\psi\|_{H^\alpha}^2 := \|\psi\|_2^2 + [\psi]_{H^\alpha}^2 \).

The other fractional Sobolev spaces are defined analogously, see e.g. [17, Section 2]. Throughout the article the following equivalences are used:

\[ \|\nabla (-\Delta)^{\alpha/2} \psi\|_2^2 \sim \|(-\Delta)^{\frac{\alpha}{2}} \psi\|_2^2, \quad \|(-\Delta)^{\frac{\alpha}{2}} \psi\|_2 \sim [\psi]_{H^\alpha} \]

and can be found in [37, Prop. 3.6]. These are simple consequences of the Fourier analytic definition of the fractional Laplacian.

For \( f \in H^1(\mathbb{R}^d) \) and \( g \in H^{1-\alpha}(\mathbb{R}^d) \), with \( \alpha \in (0,1) \), it holds that

\[ \langle \nabla f, g \rangle = \langle (-\Delta)^{(1-\alpha)/2} (-\Delta)^{(\alpha-1)/2} f, g \rangle = \langle (-\Delta)^{(\alpha-1)/2} f, (-\Delta)^{(1-\alpha)/2} g \rangle. \]

Furthermore, for the fractional Laplacian the classical product rule may be replaced by the following commutator estimate:

\[ \|(-\Delta)^{\alpha/2} (fg) - \langle g(-\Delta)^{\alpha/2} f, f(-\Delta)^{\alpha/2} g \rangle\|_p \lesssim \|(-\Delta)^{\alpha/2} f\|_p \|(-\Delta)^{\alpha/2} g\|_p, \]

where \( 1/p = 1/p_1 + 1/p_2 \) with \( p_1, p_2 \in (1, \infty) \) and \( \alpha = \alpha_1 + \alpha_2 \) with \( \alpha_1, \alpha_2 > 0 \), see [39]. We often make use of (70) in the form

\[ \|(-\Delta)^{\alpha/2} (fg)\|_2 \lesssim \|g\|_{H^{\alpha+s}} \|f\|_2 + \|g\|_{H^{\alpha}} \|f\|_{H^\alpha} \quad \text{for} \quad s \geq \frac{d}{2} \quad \text{and} \quad s' \geq \frac{d}{2} - \alpha. \]
We remark that (71) is a simple consequence of (68), (70), and the Sobolev embedding for fractional Sobolev spaces, which can be found in [17] Theorem 6.5.

We will also make use of the estimate

\[ \|(-\Delta)^{\frac{s}{2}} (fg)\|_2 \lesssim (\|g\|_{\infty} + \|\nabla g\|_{\infty}) \|f\|_{H^{s}}, \]  

(72)

which holds for \( g \in W^{1,\infty}(\mathbb{R}^d) \), \( f \in H^{s}(\mathbb{R}^d) \). To show (72) we use (71) and obtain

\[ \int_{\mathbb{R}^d} \|(-\Delta)^{\frac{s}{2}} (fg)(x)\|^2 \, dx \leq \|g(-\Delta)^{\frac{s}{2}} f\|_2^2 + \int_{\mathbb{R}^d} \text{P.V.} \int_{\mathbb{R}^d} \frac{g(x) - g(y)}{|x-y|^{d+s}} f(y) \, dy \, dx = J_1 + J_2, \]

where we bound \( J_1 \lesssim \|g\|_{L^\infty}^2 \|(-\Delta)^{\frac{s}{2}} f\|_2^2 \) and decompose \( J_2 \) as

\[ J_{21} + J_{22} := \int_{\mathbb{R}^d} \|\text{P.V.} \int_{|x-y|<1} \frac{g(x) - g(y)}{|x-y|^{d+s}} f(y) \, dy\|^2 \, dx + \int_{\mathbb{R}^d} \int_{|x-y| \geq 1} \frac{g(x) - g(y)}{|x-y|^{d+s}} f(y) \, dy \, dx. \]

Considering the following \( L^1 \)-functions

\[ h_1(x) = \begin{cases} \frac{1}{|x|^{d+\alpha-1}} & \text{for } |x| < 1, \\ 0 & \text{otherwise}, \end{cases} \quad \text{and} \quad h_2(x) = \begin{cases} \frac{1}{|x|^{d+\alpha}} & \text{for } |x| \geq 1, \\ 0 & \text{otherwise}, \end{cases} \]

we obtain

\[ J_{21} \lesssim \|\nabla g\|^2_{L^\infty} \int_{\mathbb{R}^d} \left( \int_{|x-y|<1} \frac{|f(y)|}{|x-y|^{d+\alpha-1}} \, dy \right)^2 \, dx \lesssim \|\nabla g\|^2_{L^\infty} \|f\|^2_2, \]

\[ J_{22} \lesssim \|g\|^2_{L^\infty} \int_{\mathbb{R}^d} \left( \int_{|x-y| \geq 1} \frac{|f(y)|}{|x-y|^{d+\alpha}} \, dy \right)^2 \, dx \lesssim \|g\|^2_{L^\infty} \|f\|^2_2. \]

The Gagliardo-Nirenberg inequality for fractional Sobolev spaces (see e.g. [29]) reads

\[ \|f\|_{W^{s,p}(\mathbb{R}^d)} \lesssim \|f\|_{W^{s_1, p_1}(\mathbb{R}^d)}^{\theta} \|f\|_{W^{s_2, p_2}(\mathbb{R}^d)}^{1-\theta}, \]

(73)

for \( s = \theta s_1 + (1-\theta)s_2 \) and \( 1/p = \theta/p_1 + (1-\theta)/p_2 \), where \( 0 \leq s_1, s_2, 1 \leq p_1, p_2 \leq \infty \), and \( \theta \in (0, 1) \).

To finish, we remark that for the inverse fractional Laplace operator we have

\[ (-\Delta)^{-\kappa} f(x) = \frac{1}{c_{d,\kappa}} \int_{\mathbb{R}^d} \frac{f(y)}{|x-y|^{d-2\kappa}} \, dy = \mathcal{I}_{2\kappa} * f(x), \quad \mathcal{I}_{2\kappa}(x) = \frac{1}{c_{d,\kappa}} |x|^{-(d-2\kappa)}, \]

for \( d > 2\kappa > 0 \), and for \( p < d/(2\kappa) \), see e.g. [60], Chapter 5, Theorem 1],

\[ \|(-\Delta)^{-\kappa} f\|_{L^{p(d-2\kappa p)}(\mathbb{R}^d)} \lesssim \|f\|_{L^{p}(\mathbb{R}^d)}, \]

(74)

We now show that the limit \( N \to \infty \) of the stopping time \( t^N \) defined in (25) is positive a.s. in \( \Omega \). Towards a contradiction let us assume that \( t^N \to 0 \) with a positive probability, i.e. \( P(\omega \in \Omega : t^N(\omega) \to 0) \geq \varepsilon_0 > 0 \). For \( \omega \in \Omega \) s.t. \( t^N(\omega) \to 0 \), for any \( \tilde{k} > 0 \) there exists \( N_0(\omega) \) such that \( t^N < \tilde{k} \) for all \( N \geq N_0 \).

We remark that by Egoroff’s theorem the \( N_0 \) can be chosen uniformly in \( \omega \) on a set of measure \( \varepsilon_0/2 \). Letting \( \tilde{k} < T \), we thereby obtain that

\[ P\left( \|h^N - \hat{u}^N\|^2_{[0,T^N]} \geq \delta_N \right) \geq \frac{\varepsilon_0}{2}, \quad \text{for } N \geq N_0 \text{ and } N_0 \gg 1. \]

On the other hand, (16) and (17) ensure that for any \( \varepsilon > 0 \) there exists \( \tilde{N} \) such that

\[ P\left( \|h^N(0) - \hat{u}^N(0)\|^2 \geq \delta_N^{1+\rho} \right) < \varepsilon, \quad \text{for } N \geq \tilde{N}. \]
From the right-continuity of \( \| h^N - \hat{u}^N \|_{[0,\tau]}^2 \) and since \( \| h^N - \hat{u}^N \|_{[0,\tau_m]}^2 \) is monotone non-increasing as \( \tau_m \to 0 \), we obtain that there exists \( \tau_M > 0 \) such that

\[
P \left( \| h^N - \hat{u}^N \|_{[0,\tau]}^2 \geq \delta_N \right) < 2\epsilon, \quad \text{for } \tau \leq \tau_M \text{ and } N \geq \tilde{N}.
\]

Then taking \( \epsilon < \epsilon_0/6, \tilde{\kappa} = \tau_M \), and \( N_0 \geq \tilde{N} \), we obtain a contradiction

\[
P \left( \| h^N - \hat{u}^N \|_{[0,t_N]}^2 \geq \delta_N \right) \leq P \left( \| h^N - \hat{u}^N \|_{[0,\tau_M]}^2 \geq \delta_N \right) < 2\epsilon, \quad \text{for } N \geq N_0.
\]

\section*{References}

[1] Hans Wilhelm Alt and Stephan Luckhaus. Quasilinear elliptic-parabolic differential equations. \textit{Math. Z.}, 183(3):311–341, 1983.

[2] H. Amann. Dynamic theory of quasilinear parabolic equations III. Global existence. \textit{Math. Z.}, 202:219–250, 1989.

[3] H. Amann. Dynamic theory of quasilinear parabolic equations II. Reaction-diffusion. \textit{Differential Integral Equations}, 3(1):13–75, 1990.

[4] D. Applebaum. \textit{Lévy Processes and Stochastic Calculus}. Cambridge University Press, 2004.

[5] F. Bartumeus, F. Peters, S. Pueyo, C. Marráse, and J. Catalan. Helical Lévy walks: Adjusting searching statistics to resource availability in microzooplankton. \textit{PNAS}, 100:12771–12775, 2003.

[6] N. Bellomo, A. Bellouquid, Y. Tao, and M. Winkler. Toward a mathematical theory of Keller–Segel models of pattern formation in biological tissues. \textit{Math. Models Methods Appl. Sci.}, 25:1663–1763, 2015.

[7] J. Berendsen, M. Burger, and J.-F. Pietschmann. On a cross-diffusion model for multiple species with nonlocal interaction and size exclusion. \textit{Nonlinear Anal.}, 159:10–39, 2017.

[8] P. Biler, G. Karch, and R. Monneau. Nonlinear diffusion of dislocation density and self-similar solutions. \textit{Comm. in Math. Physics}, 294(1):145–168, 2010.

[9] H. Brezis and P. Mironescu. Gagliardo-Nirenberg inequalities and non-inequalities: the full story. \textit{Ann. Inst. Henri Poincaré C}, 35:1355–1376, 2018.

[10] M. Burger, M. Di Francesco, S. Fagioli, and A. Stevens. Sorting phenomena in a mathematical model for two mutually attracting/repelling species. \textit{SIAM J Math. Anal.}, 50:3210–3250, 2018.

[11] M. Burger, B. Schlake, and M.-T. Wolfram. Nonlinear Poisson-Nernst-Planck equations for ion flux through confined geometries. \textit{Nonlinearity}, 25(4):961–990, 2012.

[12] L. Caffarelli, F. Soria, and J.L. Vázquez. Regularity of solutions of the fraction porous medium flow. \textit{J. Eur. Math. Soc.}, 15(5):1701–1746, 2013.

[13] L. Caffarelli and J.L. Vázquez. Asymptotic behaviour of a porous medium equation with fractional diffusions. \textit{Discrete Cont. Dyn. Systems}, A 29(4):1393–1404, 2011.

[14] P. Calderoni and M. Pulvirenti. Propagation of chaos for Burgers’ equation. \textit{Annales de l’Institut Henri Poincaré A}, 39(1):85–97, 1983.

[15] J.A. Carrillo, S. Fagioli, F. Santambrogio, and M. Schmidthchen. Splitting schemes and segregation in reaction cross-diffusion systems. \textit{SIAM J. Math. Anal.}, 50(5):5695–5718, 2018.
[16] L. Chen, E.S. Daus, and A. Jüngel. Rigorous mean-field limit and cross diffusion. *Z. Angew. Math. Phys.*, 70, 2019.

[17] A. de Pablo, F. Quirós, A. Rodríguez, and J. Vázquez. A general fractional porous medium equation. *Comm. Pure Appl. Math.*, 65(9):1242–1284, 2012.

[18] L. Desvillettes, T. Lepoutre, A. Moussa, and A. Trescases. On the entropic structure of reaction-cross diffusion systems. *Comm. Partial Differential Equations*, 40(9):1705–1747, 2015.

[19] M. Di Francesco and S. Fagioli. Measure solutions for non-local interaction PDEs with two species. *Nonlinearity*, 26:2777–2808, 2013.

[20] G. Estrada-Rodriguez and H. Gimperlein. Interacting particles with Lévy strategies: limits of transport equations for swarm robotic systems. *SIAM J Appl. Math.*, 80:476–498, 2020.

[21] G. Estrada-Rodriguez, H. Gimperlein, and K. J. Painter. Fractional Patlak-Keller-Segel equations for chemotactic superdiffusion. *SIAM J. Appl. Math.*, 78(2):1155–1173, 2018.

[22] G. Estrada-Rodriguez, H. Gimperlein, K. J. Painter, and J. Stocek. Space-time fractional diffusion in cell movement models with delay. *Math. Models Methods Appl. Sci.*, 29:65–88, 2019.

[23] J. Fontbona and S. Méléard. Non local Lotka-Volterra system with cross-diffusion in an heterogeneous medium. *J. Math. Biol.*, 70:829–854, 2015.

[24] M. Di Francesco, A. Esposito, and S. Fagioli. Nonlinear degenerate cross-diffusion systems with nonlocal interaction. *Nonlinear Anal.*, 169:94–117, 2018.

[25] M. Di Francesco, A. Esposito, and M. Schmidtchen. Many-particle limit for a system of interaction equations driven by Newtonian potentials. *arXiv:2008.11106v1*, 2020.

[26] G. Giacomin and J. L. Lebowitz. Phase segregation dynamics in particle systems with long range interactions I: Macroscopic limits. *J. Statist. Phys.*, 87:37–61, 1997.

[27] G. Giacomin and J. L. Lebowitz. Phase segregation dynamics in particle systems with long range interaction II: Interface motion. *SIAM J Appl. Math.*, 58:1707–1729, 1998.

[28] G. Giacomin, J. L. Lebowitz, and R. Marra. Macroscopic evolution of particle systems with short- and long-range interactions. *Nonlinearity*, 13:2143–2162, 2000.

[29] M. E. Gurtin and A. Pipkin. A note on interacting populations that disperse to avoid crowding. *Quarterly of Applied Mathematics*, 42:87–94, 1984.

[30] T. Harris, E. Banigan, D. Christian, and et al. Generalized Lévy walks and the role of chemokines in migration of effector CD8+ T cells. *Nature*, 486:545–548, 2012.

[31] A. K. Head. Dislocation group dynamics II: Similarity solutions of the continuum approximation. *Phil. Mag.*, 26:65–72, 1972.

[32] D. Horstmann. From 1970 until present: the Keller–Segel model in chemotaxis and its consequences I. *Jahresber. Deutsch. Math.-Verien.*, 105:103–165, 2003.

[33] D. Horstmann. From 1970 until present: the Keller–Segel model in chemotaxis and its consequences II. *Jahresber. Deutsch. Math.-Verien.*, 106:103–165, 2004.

[34] H. Huang and J.-G. Liu. Well-posedness for the Keller-Segel equation with fractional Laplacian and the theory of propagation of chaos. *Kinet. Relat. Models*, 9(4):715–748, 2016.
[35] T. Jackson and H. Byrne. A mechanical model of tumor encapsulation and transcapsular spread. *Math. Biosci.*, 180:307–328, 2002.

[36] Ansgar Jüngel. *Entropy Methods for Diffusive Partial Differential Equations*. Springer, 2016.

[37] E.F. Keller and L.A. Segel. Model for chemotaxis. *J Theoretical Biology*, 30:225–234, 1971.

[38] E.F. Keller and L.A. Segel. Traveling bands of chemotactic bacteria: A theoretical analysis. *J Theoretical Biology*, 30(2):235–248, 1971.

[39] C. Kenig, G. Ponce, and L. Vega. Well-posedness and scattering results for the generalized Korteweg-de Vries equation via the contraction principle. *Comm. Pure Appl. Math.*, 46:527–620, 1993.

[40] E. Korobkova, T. Emonet, J. M. Vilar, T. S. Shimizu, and P. Cluzel. From molecular noise to behavioural variability in a single bacterium. *Nature*, 428:574–578, 2004.

[41] O. A. Ladyženskaja, V. A. Solonnikov, and N. N. Ural’ceva. *Linear and Quasilinear Equations of Parabolic Type*. AMS, 1968.

[42] L.Caffarelli and J.L. Vázquez. Nonlinear porous medium flow with fractional potential pressure. *Arch. Rational Mech. Anal.*, 202:537–565, 2011.

[43] Dung Le. Cross-diffusion systems on n spatial dimensional domains. *Indiana University Mathematics J*, 51(3):625–643, 2002.

[44] O. Lipovan. A retarded Gronwall-like inequality and its applications. *J. Math. Anal. Appl.*, 252(1):389–401, 2000.

[45] F. Matthäus, M. Jagodic, and J. Dobnikar. E. coli superdiffusion and chemotaxis-search strategy, precision, and motility. *Biophys J.*, 4:946–957, 2009.

[46] S. Méléard and S. Roelly-Coppoletta. A propogation of chaos results for a system of particles with moderate interaction. *Stoch. Process Their Appl*, 26:317–332, 1987.

[47] E. Di Nezza, G. Palatucci, and E. Valdinoci. Hitchhiker’s guide to the fractional Sobolev spaces. *Bull. Sci. Math.*, 136:521–573, 2012.

[48] K. Oelschläger. A law of large numbers for moderately interacting diffusion processes. *Z. Wahrscheinlichkeitstheorie verw. Gebiete*, 69:279–322, 1985.

[49] K. Oelschläger. A fluctuation theorem for moderately interacting diffusion processes. *Probab. Theory and Related Fields*, 74(4):591–616, 1987.

[50] K. Oelschläger. On the derivation of reaction-diffusion equations as limit dynamics of systems of moderately increasing stochastic processes. *Probab. Theory and Related Fields*, 82:565–586, 1989.

[51] K. Oelschläger. Large systems of interacting particles and the porous medium equation. *J Diff. Equations*, 88:294–346, 1990.

[52] K.J. Painter. Continuous models for cell migration in tissues and applications to cell sorting via differential chemotaxis. *Bull. Math. Biol.*, 71(5):1117–1147, 2009.

[53] G. Ramos-Fernàn dez, J. L Mateos, O. Miramontes, G. Cocho, H. Larralde, and B. Ayala-Orozco. Lévy walk patterns in the foraging movements of spider monkeys (Ateles geoffroyi). *Behavioral Ecology and Sociobiology*, (55):223–230, 2004.
[54] D. Reznik. *Simulation of Semiconductor Devices and Processes*, volume 6, chapter Generalised drift-diffusion model of bipolar transport in semiconductors. Springer-Verlag, 1995.

[55] I. Rhee, M. Shin, S. Hong, K. Lee, S. J. Kim, and S. Chong. On the Lévy-walk nature of human mobility: Do humans walk like monkeys? *IEEE/ACM transactions on networking (TON)*, (19):630–643, 2011.

[56] T. Seis and D. Winkler. A well-posedness result for a system of cross-diffusion equations. *J Evol. Equ.*, 21:2471–2489, 2021.

[57] I. Seo. Scaling limit of two-component interacting Brownian motions. *Ann. Prob.*, 46:2038–2063, 2018.

[58] N. Shigesada, K. Kawasaki, and E. Teramoto. Spatial segregation of interacting species. *J Theoretical Biology*, 79:83–99, 1979.

[59] M. Simon and C. Oliver. Non-local conservation law from stochastic particle systems. *J. of Dyn. and Diff. Eq.*, 30(4):1661–1682, 2018.

[60] E. Stein. *Singular Integral and Differentiability Properties of Functions*. Princeton University Press, 1970.

[61] A. Stevens. The derivative of chemotaxis equations as limit dynamics of moderately interacting stochastic many-particle systems. *SIAM J Math. Anal.*, 61:183–212, 2000.

[62] P. Stinga. *Fractional Differential Equations*, chapter User’s guide to the fractional Laplacian and the method of semigroups. De Gruyter, 2019.

[63] Y. Tu and G. Grinstein. How white noise generates power-law switching in bacterial flagellarmotors. *Physical Review Letters*, 94:101–208, 2005.

[64] Phan Van Tuoc. Global existence of solutions to Shigesada-Kawasaki-Teramoto cross-diffusion systems on domains of arbitrary dimensions. *Proceed. AMS*, 135:3933–3941, 2007.

[65] J.L. Vázquez. *Nonlocal and Nonlinear Diffusions and Interactions: New Methods and Directions*. Lecture Notes in Mathematics. Springer-Verlag, 2017.

[66] G. M. Viswanathan, V. Afanasyev, S. V. Buldyrev, E. J. Murphy, P. A. Prince, and H. E. Stanley. Lévy flight search patterns of wandering albatrosses. *Nature*, 381:413–415, 1996.

[67] G. M. Viswanathan, S. V. Buldyrev, S. Havlin, Shlomo, M. G. E. da Luz, E. P. Raposo, and H. E. Stanley. Optimizing the success of random searches. *Nature*, 401:911–914, 1999.

[68] J. Wesselingh and R. Krishna. *Mass Transfer in Multicomponent Mixtures*. Delft University Press, 2000.

[69] V. Zaburdaev, S. Denisov, and J. Klafter. Lévy walks. *Rev. Modern Phys.*, 87:483–530, 2015.