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ABSTRACT

Deliberating the importance of rainfall in determining process such as agriculture, flood and water management, these study aim at evaluation of non-linear techniques on seasonal rainfall prediction (SRP). One of the non-linear method widely used is the Artificial Neural Networks (ANN) approach which has the ability of mapping between input and output patterns. The complexity of the atmospheric processes that generate rainfall makes quantitative forecasting of rainfall an extremely, difficult task. The research goal is to train/develop Artificial Neural Network model using backward propagation algorithm to predict seasonal Rainfall. Using some meteorological variables like, sea surface temperature (SST), U-wind at (surface, 700, 850 and 1000), air temperature, specific humidity, ITD and relative humidity. The study adopt monthly June-October (JJASO) rainfall data and January-May (JFMAM) monthly data of SST, U-wind at (surface, 700, 850 and 1000), air temperature, specific humidity and relative humidity for a period of 31 years (1986-2017) over Ikeja. The proposed ANN model architecture (9-4-1) in training the network using back-propagation algorithm indicated that the statistical performance of the model for predicting 2013 to 2017 (JJASO) rainfall amount indicated as follows; MSE, RMSE, and MAE were 7174, 84.7 and 18.6 respectively with a high statistical coefficient of variation of 94% when the ANN model prediction is validated with the observed rainfall. The result indicated that the propose ANN built network is reliable in prediction of seasonal rainfall amount in Ikeja with a minimal error.

INTRODUCTION

Rainfall is a natural climatic phenomenon whose prediction is challenging and demanding as the world continues to witness an ever changing climate conditions. Its forecast plays an important role in water resource management and therefore, it is of particular relevance to agricultural sector, which contributes significantly to the economy of any nation.

The forecasting of the rainfall distribution spatially and temporally is important for water quality and quantity management (Ewona et al., 2016). This quantitative forecasting can be readily used by the flood warning system to increase the lead time for warning. Besides, the qualitative forecasting of rainfall can be used to analyze many water quality problems.

Rainfall is one of the most complex and difficult elements of the hydrological cycle to understand and model due to the tremendous range of variation over a wide range of scales both in space and time (French et al., 1992). The complexity of the atmospheric processes that generate rainfall makes quantitative forecasting of rainfall an extremely difficult task (Hung et al, 2008). Generally, rainfall has strong influence on the operation of dams and reservoirs, sewer systems, traffic and other human activities.

A thorough statistical analysis of rainfall distribution over the study area will not only be imperative but useful to the agricultural, social, commercial and industrial sectors of the economy of the study area but at the same time be a stepping stone to sustainable development of the entire country. Thus, it is imperative...
therefore to find out if this condition is practically obtainable in Lagos considering the fact that agricultural practice in Nigeria is also rain fed. Also, not just for no other thing to study, but because of the importance of such knowledge for all planning schemes for which rainfall is widely used. Further to this is the fact that such assumption about rainfall condition in the area may have serious and delicate implications on agricultural production.

In agricultural production especially in the tropics, rainfall is without doubt a critical climatic factor. It is known fact that one of the two major limiting factors to agricultural production next to soil fertility is nothing but insignificant water supply (Oladipo, 1993). Rainfall is the main source of soil moisture in any given environment. Thus an assessment of its distribution be it monthly, weekly, and especially daily distribution is therefore of great importance in agricultural planning.

Despite the recent advances made in science and technology, farmers and their crops are still left at the mercy of rainfall especially in Sub-Saharan Africa. Hence water supply for agricultural practices is highly dependent on precipitation. Moreover in the areas where the climate is greatly influenced by drought and desertification, the condition of precipitation in relation to yield, the rate of evapo-transpiration and soil moisture content may help promote or hinder crop production (Michael and Patience, 2018). This is subject to availability of moisture at the evaporating surface and the ability of the atmosphere to vaporize the water. When plants transpire at the maximum rate (i.e. when soil is completely saturated) the term potential evapo-transpiration is applied (Jackson, 1977; Oguntoyinbo, 1983). This condition has great implication on crop production.

Rainfall is one of the key climatic elements of Lagos, because crops, animals and indeed humans derive their water resources largely from rainfall. It is considered as the main determinant of the types of crops that can be grown in the area and also the determinant of social activities of such crops and the farming systems practiced. Rainfall over Nigeria has been found to be controlled by the advection of moisture from the Gulf of Guinea in the low levels of the atmosphere. With the seasonal excursion of the Sun, the monsoon develops over this part of the African continent during the northern summer, bringing the Inter-Tropical Convergence Zone (ITCZ) and the associated rainfall maxima to their northernmost location in mid-July and early part of August, and this determines the time for the rainy season in this region. There are also both vertical and horizontal motions in the atmosphere that carry water vapor across the water bodies from the continents and especially the oceans to produce significant precipitation over the area of study. This water content of the atmosphere varies in response to the loss of water as precipitation and the gain from evaporation along a streamline (Kunstmann and Jung, 2005).

Over the last few decades, several statistical models have been developed, attempting the successful forecasting of rainfall in Nigeria. But some of this model failed by overestimating and underestimating the rainfall amount, majorly due to selected Predictors used in formulating the models. Approximately a dozen predictors have emerged from different studies as being most important for predicting Nigeria rainfall. These predictors are location of the inter-tropical discontinuity zone, sea surface temperature, Synoptic observation data such as Relative humidity, Land temperature and the surface pressure and land/sea thermal contrast. A very basic question, which does not seem to have been addressed systematically, is which of these predictors should be utilized at a given time?

**STUDY AREA**

Ikeja, being state capital of Lagos State, Nigeria, is the location for this study. The city is located on latitude 6.59’N and longitude 3.34’ and it is situated 41m above sea level. 17km northwest of Lagos, southwestern Nigeria. Across Nigeria, rainfalls mostly when an area is overlain by the maritime air mass, and there is drought when the area is overlain by the continental air mass. The specific location Ikeja
(6.60°N, 3.35°E) was chosen because of its ITD influence and its close proximity to the Sea (Gulf of Guinea 3.735°N, 3.7435°E). Rainfall in coastal climatic zone is greatly influenced by sea surface temperatures, as noted by (Omotosho et al. 2002 and Odekunle 2005) the correlation coefficient of the prediction model generated by earlier studies, using SST for the above rainfall parameters, are rather weak (mostly 0.30–0.40) due to farthest distance to the sea.

2. DATA AND METHODOLOGY

Ground Observation data

The research work adopted total monthly rainfall from June to October and monthly means of Sea Surface Temperature (SST), Air Temperature, Specific Humidity, Relative Humidity (RH), and u wind at different pressure levels (surface, 750hpa, 800hpa, 1000hpa) from January to May for a period of 31 years (1986-2016) over Lagos. Rainfall and inter-tropical discontinuity (ITD) data were obtained from the archives of Nigerian Meteorological Agency (NIMET) Ikeja.

Era-Interim Reanalysis Data

These data are global reanalysis dataset produce by European Center for Medium-Range Weather Forecast (ECMWF) covering the period from 1979 to present. Data are gridded and available at 2.5° x 2.5°, 1° x 1° and 0.75° x 0.75° and 37 vertical pressure levels. Compared to the previous ERA-40 data, several problems concerning the humidity and hydrological cycle over the tropical region were improved for the ERA-interim to better agree with observations provide a detailed description of the ERA-interim product archive. The monthly means of Sea Surface Temperature, U-wind at three different pressure (surface, 1000hpa, 800hpa, and 750hpa) levels from January to May for a period of 32 years (1986-2017) over Lagos were also used for this study. The data was obtained at 0.75° x 075° grid points.

Experimental Set-up of Artificial Neural Network Model (ANN)

Artificial Neural Network model (ANN) algorithm was developed using open-source software called Rstudio, the ANN model was trained using the neuralnet package in Rstudio. In construction of an artificial neural network the selected inputs or predictors (u-wind at different pressure levels, SST, air temperature, relative and ITD) at the summing junction can be written as:

\[ U_k = \sum_{j=1}^{m} w_{kj}x_j \text{ and } V_k = U_k + b_k \]

The net input is then applied to an activation function, whose main objective is to limit the amplitude of the neuron to some finite value, and helps in achieving exact output. The output of the \( k^{th} \) neuron is:

\[ y_k = \varphi(u_k + b_k) \]

The ANN model investigated the effects of January to May (JFMAM) U-wind at four different levels (surface, 700hpa, 800hpa, 1000hpa) levels, Relative Humidity, ITD, SST and Air Temperature on JJASO seasonal rainfall using ANN model. The effect of the number of hidden neurons on ANN model was also examined. The predictors (u-wind, SST, air temperature, relative and ITD) from January to May, which were chosen as inputs in the network architecture in predicting June to October rainfall (network output/target), were divided into two parts each, one part (84% of data which is equivalent to 30 years (1986-2012)) for training the network model and the other part (16% of data which is equivalent to 4 years (2013-2017)) for validating the network model. Both input and dependent data must be normalized to avoiding over-fitting of model results. Normalization of data is done mathematically below:

\[ x' = \frac{(x - a)}{(b - a)} \text{ where } a = \text{minimum value and } b = \text{maximum value} \]

Statistical Evaluation of Model Performance

Statistical assessment and performance of ANN model results was carried out using an open-source software called Rstudio, The model
comparison will be carried out using the following criteria:

(a) Mean square error; given as

$$\text{MSE} = \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}$$  \hspace{1cm} (3.1)$$

Where $y_i = \text{Observed Rainfall (mm)},$

$$\hat{y}_i = \text{Predicted Rainfall (mm)}$$

$$n = \text{number of row}$$

(b) Root Mean Square Error (RMSE): is a measure of prediction accuracy. It is often used to measure the differences between values predicted by a model and the values actually observed value. These individual differences are also called residuals. The RMSE is given as:

$$\text{RMSE} = \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}$$  \hspace{1cm} (3.2)$$

Where $y_i = \text{Observed Rainfall (mm)},$

$$\hat{y}_i = \text{Predicted Rainfall (mm)}$$

$$n = \text{number of row}$$

(c) Prediction Error (PE); given as

$$\text{PE} = \frac{(\sum_{i=1}^{n} (y_{predicted} - y_{observed}))}{(y_{observed})}$$  \hspace{1cm} (3.3)$$

The predictive model is identified as a good one if the PE is sufficiently small i.e. close to 0

(d) Correlation Coefficient (r)

$$r = \frac{n(\sum xy) - (\sum x)(\sum y)}{\sqrt{n(\sum x^2 - (\sum x)^2)[n(\sum y^2 - (\sum y)^2)]}}$$  \hspace{1cm} (3.4)$$

3. RESULT AND DISCUSSION

The rainfall amounts during the summer season over Ikeja have been analyzed using artificial neural network (ANN), a nonlinear model to predict the seasonal rainfall over the study area. A seasonal rainfall ANN model was built, trained and validated using observed data sets. In order the results are presented and discussed below.

3.1 Training and Construction of Artificial Neural Network Algorithm

Annual rainfall amount during the rainfall season of June to October in Ikeja was used as dependent variable with 9 parameters as inputs. The parameters are air Temperature, SST, U-wind at surface, 7500hpa, 800hpa, 10000hpa, relative humidity, the surface location of ITD and specific humidity from January to May (JFMAM), apart from the input variables, the number of hidden layers also determines the performance of the model. The data was divided into a training data set (1986-2012) and test data test (2013-2017) for cross validation/model performance. Both input and dependent data must be normalized to avoiding over-fitting of model results. Normalization of data is done mathematically below;

$$x' = \frac{(x - a)}{(b - a)} \text{ where a}$$

$$= \text{minimum value and b}$$

$$= \text{maximum value}$$

Figure 1 depicts a graph showing the ANN model architecture with 9-4-1 (9 inputs, 4 hidden layers and 1 output), with the eight inputs parameters. The relationship between the nine input and the four hidden layers are also shown as values on the lines joining each of the input parameters and the hidden layers as well as those of the hidden layers and the final output are also shown in Figure 1, the four hidden layers are responsible for mapping a nonlinear relationship between the nine input and output (rainfall amount). The significance of these values between the nine input parameters and the four hidden layer, accounts for capturing nonlinear and complex underlying characteristics of rainfall amount with a high
degree of accuracy. However, this computation cannot deal with uncertainties.

The artificial neural network algorithm was developed using R-programming language, this is shown in appendix (a). The model architecture was seen to be 9-4-1 (8 inputs, 4 hidden layers and 1 output) in Figure 1. The training stopped when the error on the validation set reached the minimum.

Figure 1: ANN model architecture for the nine input (9) parameters, 4 hidden layers and the final output (rainfall) parameter

![Graph showing ANN model architecture and rainfall data](image)
3.2 Comparison of ANN Model Output and Observed

Figure (3) shows the monthly predicted and observed rainfall amounts for Ikeja for the periods of June to October of 2013, 2014, 2015, 2016 and 2017 respectively. The monthly rainfall amounts predicted in June, July, August, September and October were very close to the observed in 2013 (Figure 3a). The error was somehow large in June which is the start of seasonal rainfall in Ikeja. The differences between the observed and predicted in percentage are 36%, 8.7%, 4%, 4.3% and 3.8% for June to October respectively.

The monthly rainfall amounts predicted in June, July, August, September and October were very close to the observed in 2014 (Figure 3b). The error was somehow large in August which is during the period of the little dry season phenomena. The ANN model output underestimated rainfall in July, August and September except June and October that was overestimated.

The monthly rainfall amounts predicted in June, July, August, September and October were very close to the observed in 2015 (Figure 3c). The difference between the predicted and observed are 3.9%, 11.1%, 1.5%, 3.4% and 10.7% for June to October respectively. The error was somehow large in July which is the peak of the rainy season. The ANN model output underestimated rainfall in June, September and October except July and August that was overestimated.

The monthly rainfall amounts predicted in June, July, August, September and October were very close to the observed in 2016 (Figure 3d). The error was somehow large in July which is the peak of the rainy season. The ANN model output underestimated rainfall in July, September and October except June and August that was overestimated.

The monthly rainfall amounts predicted in June, July, August, September and October were very close to the observed in 2017 (Figure 3e). The error was somehow large in August which is the period of the little dry season phenomena. The ANN model output underestimated rainfall in June, August September and October except July that was overestimated.
Figure 3 (a-e): monthly predicted and observed rainfall amounts for 2013 to 2017 over Ikeja
Table 1: Predicted and Observed monthly and seasonal rainfall amounts

| Year | Month | Observed rainfall amount (mm) | Predicted rainfall amount (mm) | Differences $PRE - OBS$ (mm) | Percentage error (%) $\frac{DIF}{OBS} \times 100$ |
|------|-------|-------------------------------|-------------------------------|-----------------------------|---------------------------------|
| 2013 | June  | 477.6                         | 304.2                         | 173.4                       | 36.3                            |
| 2013 | July  | 147.5                         | 134.6                         | 12.9                        | 8.7                             |
| 2013 | August| 120                           | 115.2                         | 4.8                         | 4.0                             |
| 2013 | September | 214.1                  | 223.4                         | 9.3                         | 4.3                             |
| 2013 | October| 146.3                              | 140.7                         | 5.6                         | 3.8                             |
|      | Total= 1105.5                    | Total=918.1                   |                               |                               |                                 |
| 2014 | June  | 108                           | 112.6                         | 4.6                         | 4.3                             |
| 2014 | July  | 190.8                         | 187.4                         | 3.4                         | 1.8                             |
| 2014 | August| 84                            | 54.7                          | 29.3                        | 34.8                            |
| 2014 | September | 162                     | 154.6                         | 7.4                         | 4.6                             |
| 2014 | October| 94.2                              | 102.2                         | 8                           | 8.4                             |
|      | Total=639.0                      | Total=611.5                   |                               |                               |                                 |
| 2015 | June  | 291.7                         | 280.3                         | 11.4                        | 3.9                             |
| 2015 | July  | 325.2                         | 361.2                         | 36                          | 11.1                            |
| 2015 | August| 217.4                         | 220.8                         | 3.4                         | 1.5                             |
| 2015 | September | 240.8                  | 232.5                         | 8.3                         | 3.4                             |
| 2015 | October| 177.6                              | 158.5                         | 19.1                        | 10.7                            |
|      | Total= 1252.7                    | Total=1253.3                  |                               |                               |                                 |
| 2016 | June  | 268.6                         | 269.2                         | 0.6                         | 0.2                             |
| 2016 | July  | 74.4                          | 48.5                          | 25.9                        | 34.8                            |
| Year | Month     | Rainfall1 | Rainfall2 | Rainfall3 | Rainfall4 |
|------|-----------|-----------|-----------|-----------|-----------|
| 2016 | August    | 58.9      | 62.9      | 4         | 6.8       |
| 2016 | September | 84.4      | 74.8      | 9.6       | 11.3      |
| 2016 | October   | 257.1     | 234.8     | 22.3      | 8.7       |
|      | Total     | 743.4     | 690.2     |           |           |
| 2017 | June      | 124.9     | 120.3     | 4.6       | 3.6       |
| 2017 | July      | 115.6     | 120.5     | 4.9       | 4.2       |
| 2017 | August    | 81.5      | 72.6      | 8.9       | 10.9      |
| 2017 | September | 301.1     | 286.1     | 15        | 4.9       |
| 2017 | October   | 343.9     | 312.4     | 31.5      | 9.2       |
|      | Total     | 967       | 911.9     |           |           |

Figure 4: Scatter diagram of observed and predicted rainfall amounts

The accuracy of the ANN model has been evaluated using the Root Mean Square Error (RMSE), Mean Square Error (MSE), Mean Absolute Error (MAE) and correlation coefficient. This was to further evaluate the performance of the network output with the validation data (2013 to 2017) over Ikeja.

The results of testing performance evaluation for Ikeja station are presented below

3.3 EVALUATING PERFORMANCE OF BUILT MODEL

Figure 4: depicts a scatter plot of the predicted and the observed rainfall amounts (JJASO) from the ANN model output. This Figure showed that there is a linear relationship between the observed and predicted rainfall values.
The result for testing of model presented in table 2 indicates the built ANN model with network architecture of 9-4-1 the following results:

In 2013 seasonal rainfall, the RMSE, MSE and MAE were, 77.9, 6074 and 41.2 respectively with a statistical coefficient of variation of 94% when the ANN model prediction is compared with the observed rainfall.

In 2014 seasonal rainfall, the MSE, RMSE, and MAE were 202.0, 14.2 and 8.9 respectively with a statistical coefficient of variation of 98% when the ANN model prediction is compared with the observed rainfall.

In 2015 seasonal rainfall, the MSE, RMSE, and MAPE were 374.2, 19.3 and 11.8 respectively with a statistical coefficient of variation of 95% when the ANN model prediction is compared with the observed rainfall.

In 2016 seasonal rainfall, the MSE, RMSE, and MAPE were 255.3, 15.9 and 8.0 respectively with a statistical coefficient of variation of 96% when the ANN model prediction is compared with the observed rainfall.

In 2017 seasonal rainfall, the MSE, RMSE, and MAPE were 268.3, 16.8 and 6.7 respectively with a statistical coefficient of variation of 97% when the ANN model prediction is compared with the observed rainfall.

ANN model statistical performance for 2014 to 2017 (JJASO) rainfall amount indicated as follows; MSE, RMSE, and MAPE were 7174, 84.7 and 18.6 respectively with a high statistical coefficient of variation of 94% when the ANN model prediction is compared with the observed rainfall.

It is hereby discovered that the ANN model performs best in 2014 (having lowest RMSE,
MSE and MAPE with the highest $r^2$) which is the year with the lowest seasonal rainfall amount and performs badly in 2013 (having the highest RMSE, MSE and MAPE with the lowest $r^2$) which happens to be a year with high seasonal rainfall amount among the years for validation. It can therefore be concluded that ANN is good for predicting monthly seasonal rainfall amounts over West Africa if historical data is available but its efficiency or performance decreases with degree of wetness of the year or months considered.

4 CONCLUSION

Rainfall is one of the key entities of hydrological cycle that strongly influence the operation of dams and reservoirs, flood control, drought mitigation, operation of sewer systems, agricultural practice, traffic conditions and other human activities. As a result, accurate modeling of rainfall plays an important role in the management of water resources. The modeling of seasonal rainfall amount of Ikeja using ANN model developed by R-programming, showed that ANN is a good method of optimization, since error observed in the comparison of observed and model output is minimal. The neural network summary yielded 94% of good forecasts for seasonal rainfall amount in Ikeja. This showed that the trained network is reliable and fit to be used for the subsequent quantitative prediction of rainfall. Therefore it can be concluded that ANN model with eight (9) input parameters considered in this study will perform well in predicting seasonal rainfall amount in Ikeja. It was concluded that ANN is good for predicting monthly seasonal rainfall amounts over West Africa if historical data is available but its efficiency or performance decreases with degree of wetness of the year or months considered. The results from this study will provide information that will aid accurate seasonal rainfall prediction using the required parameters. In other words, agriculture, especially farmers can adopt this as a reliable forecast tool, also in water resource and other related sectors of the economy will benefit tremendously from the output of the study.

Ethical: NA
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