End Point of the Ultraspinning Instability and Violation of Cosmic Censorship
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We determine the end point of the axisymmetric ultraspinning instability of asymptotically flat Myers-Perry black holes in \( D = 6 \) spacetime dimensions. In the non-linear regime, this instability gives rise to a sequence of concentric rings connected by segments of black membrane on the rotation plane. The latter become thinner over time, resulting in the formation of a naked singularity in finite asymptotic time and hence a violation of the weak cosmic censorship conjecture in asymptotically flat higher-dimensional spaces.

Introduction.—The recent detection of gravitational waves from black hole binary mergers [1, 2] has provided the first direct observation of these objects. The current observational data are compatible with the predictions of general relativity, and they suggest that the end point of such mergers is a Kerr black hole (BH) [3]. These observations prove evidence that the Kerr BH in vacuum is non-linearly stable, at least within a certain range of the angular momentum. However, a mathematically rigorous understanding of the stability of the generic Kerr BH, as well as a thorough understanding of its dynamics under arbitrary perturbations, is still lacking. In fact, recent work suggests that novel and nontrivial dynamics may be present very close to extremality (e.g., [4–6]).

Higher dimensional BHs, however, can be unstable under gravitational perturbations. This was first shown by Gregory and Laflamme (GL) for black strings and black p-branes [7]. Determining the end point of this instability has been a subject of intense study due to the potential implications on the weak cosmic censorship conjecture (WCC) in such spacetimes. With the aid of numerical relativity (NR), [8] found that the GL instability gives rise to a self-similar structure of bulges connected by ever thinner string segments, which all undergo the GL instability. Eventually, the black string pinches off in finite asymptotic time, resulting in a naked singularity. Since no fine-tuning of the initial data was required, this result constituted a violation of the WCC, albeit in spacetimes with compact extra dimensions.

Contrary to the \( D = 4 \) case, asymptotically flat BHs in higher dimensions can carry arbitrarily large angular momenta. At very large angular momenta, BHs become highly deformed and resemble black branes, which are known to be unstable under the GL instability [9]. This observation highlighted the possibility that higher dimensional asymptotically flat BHs can be unstable under gravitational perturbations. This indeed turned out to be the case. For instance, the black rings of [10] suffer from various types of instabilities [11–16], including the GL instability. The non-linear evolution of the latter was studied in a very recent work by three of us [15], where it was found that, for sufficiently thin rings, the evolution of the instability is similar to that of the GL instability of black strings. Hence, a naked singularity should form in finite asymptotic time, thus violating the WCC in higher-dimensional asymptotically flat spaces. However, the calculations in [15] were computationally highly demanding, which limited the extent to which the instability could be explored. It was therefore not possible to estimate the timescale of a possible pinch-off or to determine whether the process is self-similar as for black strings.

Ref. [9] conjectured (and [17] later confirmed) that rapidly spinning Myers-Perry (MP) BHs [18][19] in \( D \geq 6 \) are unstable under a GL-type of instability, which is referred to as the “ultraspinning instability”. As with the GL case, there exist zero modes that connect MP BHs with different families of “bumpy” BHs [20, 21]. In this Letter, we report on the final stages of the evolution of the ultraspinning instability of singly spinning MP BHs in \( D = 6 \) dimensions. We restrict ourselves to the instability that deforms the horizon without breaking any of the rotational symmetries of the background, i.e., the axisymmetric one. The imposed symmetries reduce the problem to a system of \((2 + 1)\)-dimensional PDEs, which is significantly more computationally tractable than the one described in [15]. This allows us to elucidate the dynamics of the ultraspinning instability in full detail.

Numerical methods.—We solve the \( D = 6 \) vacuum Einstein equation numerically with a \( U(1) \times SO(3) \) isometry imposed. The ultraspinning instability lies within this symmetry sector, but other non-axisymmetric instabilities which are not captured by this ansatz do exist. We impose the symmetry using the modified cartoon method [22–24]. We employ the CCZ4 formulation [25, 26] on a Cartesian grid with the redefinition of the constraint damping parameter \( \kappa_{1} \rightarrow \kappa_{1}/\alpha \), where \( \alpha \) is the lapse function [27]. Typically, we choose \( \kappa_{1} = 0.5 \) and \( \kappa_{2} = 0 \). As initial data, we take the 6-dimensional singly spinning MP BH,

\[
\begin{align*}
\text{ds}^2 = & -dt^2 + \frac{\mu}{r \Sigma} (dt - a \sin^2 \theta \, d\phi)^2 + \frac{\Sigma}{\Delta} \, dr^2 + \Sigma d\theta^2 \\
& + (r^2 + a^2) \, \sin^2 \theta \, d\phi^2 + r^2 \cos^2 \theta \, d\Omega_{(2)}^2,
\end{align*}
\]

with a new quasi-radial coordinate \( \rho \) defined by

\[
\rho = \rho \left( 1 + \frac{1}{4} \frac{r_h^3}{\rho^4} \right)^{\frac{3}{2}},
\]

where \( \mu \) and \( a \) are the mass and rotation parameters respectively, \( \Sigma = r^2 + a^2 \cos^2 \theta \), \( \Delta = r^2 + a^2 - \mu/r \), and \( r_h \) is the largest real root of \( \Delta(r_h) = 0 \). In our simulations, we set \( \mu = 1 \) and consider MP BHs with \( 1.5 \leq a/\mu^{\frac{2}{3}} \leq 2.0 \). The first (ring-shaped) unstable mode sets in at \( a/\mu^{\frac{2}{3}} = 1.572 \).
and the second (saturn-shaped) mode sets in at \(a/\mu^{\frac{1}{2}} = 1.849\) [17].

We evolve the lapse and the shift using the CCZ4 \((1 + \log)\) slicing with an advection term and the variant of the Gamma-Driver shift condition used in [15] (see also the Supplemental Material [28]). Initially, we choose \(\alpha = \chi\) and \(\beta' = \chi \beta_{\text{MP}}\), where \(\beta_{\text{MP}}\) is the analytic shift obtained from (1) and \(\chi\) denotes the conformal factor. To help stabilize the evolution, we add diffusion terms well inside the apparent horizon (AH) as described in [15]. The coordinate singularity present in our initial data is regularized by the “turducking” method [29, 30]. Since the gauge in (1) is not optimal, we first evolve this initial data until the gauge has settled to spatial harmonic coordinates with respect to the conformal metric. In this new gauge, the shape of the AH flattens and resembles a pancake for rapidly spinning BHs (see Fig. 1), as one would expect near the rotation axis, where \(J\) is localized on the horizon and behaves like \(J_0\) of the first kind, \(J_0\) is the Bessel function of the first kind, \(J_0(k\sigma)\), where \(k\sigma = \sqrt{x^2+y^2}/R\). Here \(R\) is a parameter that determines the extent of the deformation in the rotation plane, and \(x\) and \(y\) are our Cartesian coordinates. The expression (3) ensures that the perturbation is localized on the horizon and behaves like \(J_0\) near the rotation axis, where \(J_0\) captures the unstable mode reasonably accurately [9]. This perturbation introduces constraint violations, but they are small and depend linearly on the amplitude of the perturbation. In our simulations, we check that these constraint violations decay exponentially with time (thanks to the CCZ4 constraint damping terms), and that the physical parameters of the perturbed BH change by less than 1% compared to those of the unperturbed BH.

To understand the end point of the ultraspinning instability, we monitor the geometry of the AH. Most traditional approaches in NR assume that the AH can be given by the embedding of a constant rotational angle section of the AH into \(\mathbb{R}^4\) at representative stages of the evolution [35]. In the range of \(a/\mu^{\frac{1}{2}}\) that we have explored, the ring mode grows fastest and governs the non-linear evolution. We find that initially only a large ring forms at the outermost edge of the horizon (second snapshot in Fig. 1 Top), even if we perturb with a “saturn-shaped” perturbation by setting \(k = 2\) in (3). In Table I, we summarize the growth rates of the first unstable mode for different values of \(a/\mu^{\frac{1}{2}}\) as calculated from our simulations. To our knowledge, these are not currently available in the literature.

![Table I: Growth rates of the first unstable mode. Errors are ±3% for \(a/\mu^{\frac{1}{2}} \geq 1.7\) and ±25% for \(a/\mu^{\frac{1}{2}} = 1.6\).](image)

To estimate how much mass and angular momentum are contained within the outermost ring, we calculate the corresponding Komar integrals on the AH. The calculated mass is only accurate once the system has settled down to a steady state. Towards the end of our simulations, the Komar mass changes by less than 1%, thus indicating that the majority of the AH has settled down sufficiently. We find that the outermost ring accounts for 98–99% of the total mass and more than 99.99% of the angular momentum. The radiated mass is too small (<2%) to be distinguishable from changes in the Komar mass due to the system not having settled down completely. Angular momentum is conserved because of our symmetry assumptions.

After the outermost large ring has formed, the region of the horizon connecting it to the rotation axis resembles a thin, locally boosted black membrane (see Fig. 1). The evolution of the ultraspinning instability takes place in the radial direction, while the local boost is along an orthogonal \(U(1)\) direction. Therefore, the dynamics of the black membrane under this instability should be insensitive to the local boost and, since the transverse direction is flat, similar to the GL dynamics of a 5D black string. The portion of the AH that resembles a black membrane is indeed GL unstable and can accommodate many unstable modes (see Table II). Its subsequent evolution leads to a sequence of ever thinner rings connected by segments of black membrane which are GL unstable.

As evidence that the horizon has the geometry of concentric rings connected by membrane segments, we evaluate the (suitably normalized) spacetime Kretschmann invariant, \(K = R_{abcd}R^{abcd}/12\), on the AH. Here \(Z_{\text{AH}}\) is the radius of the transverse sphere, which measures the thickness of the AH. The normalization is such that \(K = 1\) for a black mem-

\[
\begin{array}{cccccc}
\hline
a/\mu^{\frac{1}{2}} & 1.6 & 1.7 & 1.8 & 1.9 & 2.0 \\
\Delta a/\mu^{\frac{1}{2}} & 0.020 & 0.130 & 0.213 & 0.262 & 0.299 \\
\hline
\end{array}
\]
brane and $K = 6$ for a 6D black string. The results (Fig 1
Bottom) are in close agreement with $K = 1$ on the membrane
sections and approach $K = 6$ on most of the fully formed
rings, suggesting that they are well approximated by stationary
black strings.

There are three fundamental differences between the dy-
namics of unstable black strings and ultraspinning MP BHs. Firstly,
the latter have compact horizons that do not wrap any
topological direction in spacetime. Thus, any self-similarity
is broken near the edges, and also in the early stages of the
instability when the radial extent of the unstable membrane
sections is comparable to the size of the whole BH. Secondly,
MP BHs are rotating and the imposition of axisymmetry in-
roduces a new constraint: the conservation of angular mo-
momentum. Furthermore, the rotation causes a centrifugal force
which redistributes angular momentum outwards and leads to
different membrane sections having different thicknesses
(see third snapshot in Fig. 1). Hence, the local GL instabili-
ties of each membrane section evolve on different timescales.

Thirdly, throughout the whole evolution, the small concentric
rings that form after the first generation move around,
causing significant additional stretching over the time it takes to
form a new generation. The non-zero boost velocity im-
parted upon the membrane delays the formation of the $i^{th}$
[36] generation, while the stretching itself also causes the
membrane to become thinner, resulting in the earlier forma-
tion of the $(i+1)^{th}$ generation.

The combination of these three effects implies that the evolu-
tion of the ultraspinning instability is not self-similar:
while we do observe newly formed membrane sections all
undergoing the GL instability, the time elapsed between the
formation of successive generations does not decrease with

\[ \frac{1}{\mu} < t_0 + (t_1 - t_0) \sum_i X^i < t_0 + (t_1 - t_0)/(1 - X_{\text{max}}). \]  

(4)

While this upper bound is not sharp, it provides evidence that
the BH pinches off in finite asymptotic time.

From Table II, we see that the typical ratio $R_i/L_i$ between
the thickness and the length of a membrane section varies be-
tween 300 and 600. For the GL instability of black strings,
this ratio is approximately 100 across generations [8]. There-
fore, the membranes that form in the evolution of the ul-
traspinning instability are more unstable, indicating a faster
pinch-off time.

| Gen. | 1   | 2   | 3   | 4   | 5   |
|------|-----|-----|-----|-----|-----|
| $\frac{R_i}{L_i}$ | 31.8 | 36.45 | 36.78 | 36.916 | 36.952 |
| $\frac{L_i}{Z_{\text{AH,i}}}$ | 540 | 530 | 370 | 510 | > 370 |

TABLE II. Properties of the generations. The ratio of length to
thickness of the $i^{th}$ generation membrane was measured just before
the formation of the $(i+1)^{th}$ generation. The time it takes to form
the next generation decreases with factors 0.07, 0.41 and 0.26.

Let us now explain the local dynamics which leads to the
non-constant factors between generations. We calculate the
radial velocity $dr/dt$ of null rays which co-rotate with the
BH to estimate the local radial flow velocity of the AH. The
results are shown in Fig. 2. They paint a very consistent
picture: near each ring, the radial velocity either decreases
or reversing completely, leading to a build up of mass. This
also explains the numerous sign changes around the thinnest
point of the membrane, where many higher generation rings
are present.

The outermost ring very quickly settles down to an almost
stationary state. However, as Fig. 2 Top shows, it is still
rigidly expanding outwards in the rotation plane. Compared
with the balanced 6D black rings [20, 37], we find that the
area and angular velocity are still 7% below and 15% above
their respective equilibrium values in the final frame of our
simulation. These values are consistent with the fact that the
ring still has to expand by an additional 7% in the rotation
plane in order to reach the equilibrium $S^1$ radius while con-
serving angular momentum.

At late times, Fig. 2 shows that the flow in the $U < 1$ re-
region is unaffected by the pull from the outermost ring, and
the dynamics is therefore determined by the higher genera-
tion rings. These differ from the first generation in that they
carry far too little angular momentum to be balanced. In-
stead, they are held in place by the tension of the membrane
sections surrounding them. The tension of a membrane in
6D is proportional to its thickness, and different parts of the
membrane have different thickness due to the pull from the

\[ L = \frac{a}{\mu^2} = 1.7. \]  

Here $\tilde{t} = t/\mu^2$. The structure of rings that form on
the membrane in the middle depends sensitively on the grid set-
ing and is not convergent [28]. Bottom: Normalized spacetime
Kretschmann invariant pulled back onto the AH.
outermost ring from the outset. These differences are amplified as the GL instability develops on each of these local sections. As the thicknesses of the surrounding membranes change, higher generation rings develop a radial velocity towards the thicker sections. This is clearly visible in Fig. 2. Middle, and is large enough to significantly change the width of a membrane section during the development of a new generation, thus affecting its formation time.

To obtain a precise value for the pinch-off time, we track the global minimum thickness of the membrane. Even though the dynamics of higher generation rings prevents the formation of new generations from being self-similar, the minimum thickness closely follows the scaling law

$$Z_{AH} = \alpha (t_{\infty} - t),$$

similar to black strings [8, 38] and the Rayleigh-Plateau instability of fluid columns (see Fig. 2 Bottom). This strongly supports our earlier conclusion that the BH will pinch off in finite asymptotic time, $t_{\infty}$, giving rise to a naked singularity. By performing a 2-parameter fit with (5), we can obtain values for the pinch-off time $t_{\infty}$ and the dimensionless constant $\alpha$. The value for the latter, $\alpha = (9.9 \pm 0.2) \times 10^{-3}$, is universal in that it is the same for all of our runs and is independent of the rotation parameter and initial data.

We may finally speculate about the end point. Fig. 2 suggests that after pinch-off the outermost ring will settle down to its balanced configuration, absorbing the nearby ($U \gtrsim 1$) membrane section. Since the angular velocity in the central sections of the membrane is much too low to form balanced rings, sections closer to the centre will collapse into a spherical BH with negligible angular momentum. Therefore, the end point will be a black saturn in 6D. However, it will not be the saturn that maximizes the entropy for a given final mass and angular momentum, which consists of a central BH carrying all the mass surrounded by a thin ring that accounts for all the angular momentum [39]. Nevertheless, we find that as $a/\mu^2$ is increased, the end point becomes more similar to this optimal configuration.

Discussion.—Our results provide evidence that the ultraspinning instability evolves into a naked singularity in finite asymptotic time, and thus can be interpreted as a potential counterexample to the WCC in higher-dimensional asymptotically flat spaces. In the approach to pinch-off, the minimum membrane thickness very closely follows a scaling law (5), with a universal constant $\alpha$. However, in $D \geq 6$ MP BHs are unstable to non-axisymmetric modes [23, 40, 41]. Therefore, to find a generic violation of the WCC in MP BH spacetimes, one has to consider the evolution under all these instabilities. Work in this direction is underway. Since the growth rate of the bar mode instability saturates [41], we expect that for sufficiently rapidly spinning MP BHs the ultraspinning instability will dominate. Once the first generation ring has formed, the membrane inside becomes thinner by a factor of 50. Thus, the ultraspinning instability in this paper is an order of magnitude faster than the axisymmetry-breaking GL instability of the outermost ring. Therefore, we expect that for sufficiently large values of $a/\mu^2$, modes that preserve the axisymmetry are dominant in all stages of the evolution, and that the violation of the WCC presented in this paper should be generic.
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**Modified Gamma-Driver.**— In this section, we provide more details on the modified Gamma-Driver shift condition employed in our simulations. We essentially followed [15].

Since the initial data for rapidly spinning MP BHs is far from being conformally flat, most grid variables become very large inside the black hole. This means that we cannot use the standard Gamma-Driver shift condition [42] to evolve the shift as it causes the large initial values of the conformal connection functions, \( \Gamma^i \), to freeze in, even when advection terms are included. This behavior can be understood by considering the integrated form of the Gamma-Drive

\[
\partial_t \beta^i - F(\partial_t \beta^i)_{| t=0} = F(\tilde{\Gamma}^i - \tilde{\Gamma}^i_{| t=0}) - \eta (\beta^i - \beta^i_{| t=0}),
\]
where \( F \) and \( \eta \) are free gauge parameters. If \( F \) is chosen such that the Gamma-Driver successfully counters the stretching of slices around the black hole, the time-scale over which the shift settles down to an approximately steady state is much faster than the time-scale of the evolution. If \( \tilde{\Gamma}^i_{| t=0} \) is very large compared to \( (\partial_t \beta^i)_{| t=0} \) inside the black hole, this steady state requires that \( \tilde{\Gamma}^i \) remains frozen at its initial value. One solution would be to cancel the offending integration constant \( \tilde{\Gamma}^i_{| t=0} \) using the initial value for \( \beta^i \) or \( \partial_t \beta^i \). However, this causes an unacceptably fast gauge adjustment at early times.

Instead, we evolve the shift using

\[
\partial_t \beta^i = F(\tilde{\Gamma}^i - f(t) \tilde{\Gamma}^i_{| t=0}) - \eta (\beta^i - \beta^i_{| t=0}) + \beta^k \partial_t \beta^i,
\]
where \( f(t) \) is a function that is identically equal to 1 initially and then decays in time. This gently unfreezes the initial value of \( \tilde{\Gamma}^i \), allowing it to tend to zero. For our simulations we used \( F = 0.6, \eta = 1 \) and

\[
f(t) = \exp \left[ - (\delta_1 r_{\text{hor}}^2 / r^2 + \delta_2) t^2 / \mu \right],
\]
where \( r_{\text{hor}} \) is the location of the horizon, and \( \delta_1 \) and \( \delta_2 \) are two dimensionless parameters that we chose to be 0.2 and 0.075 respectively. The purpose of the first term in the exponential in (S3) is to speed up the gauge adjustment deep inside the apparent horizon, where the initial value of \( \tilde{\Gamma}^i \) is larger and constraint violations do not matter. Note that since GRChombo is cell-centered, (S3) is never evaluated at \( r = 0 \).

**Apparent Horizons.**— In this section, we provide further details about our apparent horizon finder. A more thorough discussion can be found in [32].

Consider a \( d \)-dimensional constant-time slice \( \Sigma \) in the full spacetime. The apparent horizon \( \mathcal{H} \) is defined as the outermost marginally trapped surface on \( \Sigma \). Even though \( \mathcal{H} \) is gauge dependent, as it depends on the particular choice of slicing, in equilibrium spacetimes it coincides with the event horizon. Therefore, as the system approaches equilibrium, \( \mathcal{H} \) should approach the event horizon. This is of special relevance in the present setting: as the ultraspinning instability unfolds, the dynamics happens at ever decreasing length scales. This implies that the geometry is in quasi-equilibrium almost everywhere, except for very small regions. Therefore, we expect that by the time the pinch off happens, \( \mathcal{H} \) is very close to the event horizon.

Recall that on \( \mathcal{H} \), the expansion of the outgoing null geodesics vanishes:

\[
\Theta = (\gamma^{ab} - s^a s^b)(-k_{ab} - K_{ab}) = 0,
\]
where \( \gamma_{ab} \) and \( K_{ab} \) are the induced metric and the extrinsic curvature of \( \Sigma \), respectively. Here \( s^\alpha \) is the outward unit normal to \( \mathcal{H} \) in \( \Sigma \), \( k_{ab} = -\frac{1}{2} \mathcal{H}_a \partial_b h_{ab} \) is the extrinsic curvature of \( \mathcal{H} \) in \( \Sigma \), and \( h_{ab} \) is the induced metric on \( \mathcal{H} \). See [43] for a standard derivation.

The standard approach in numerical relativity is to parameterize \( \mathcal{H} \) in terms of a scalar function \( F \) such that \( \mathcal{H} \) corresponds to the zero contour,

\[
x^1 = F(x^2, \ldots, x^{d-1}) = 0,
\]
where \( x^\alpha \) are coordinates on \( \Sigma \). The main limitation of this approach is that \( F \) can only describe surfaces that occupy a convex region in \( (x^2, \ldots, x^{d-1}) \)-hyperplane. Unless we make an unreasonably complicated choice of coordinates, \( x^\alpha \), this assumption breaks down in the final stages of the evolution of the ultraspinning instability of MP black holes or in the GL instability of black rings.

To describe more general apparent horizons, we treat \( \mathcal{H} \) as a general parametric surface. More precisely, we define \( \mathcal{H} \) via

\[
x^1 = X^i(u^\alpha),
\]
where \( u^\alpha, \alpha = 1, \ldots, d-1 \), are parameters on \( \mathcal{H} \). Our goal is to determine the \( d \) unknown functions \( X^i \) that specify \( \mathcal{H} \).

The tangent and normal vectors to \( \mathcal{H} \) in \( \Sigma \) are given by

\[
T^i = \frac{\partial X^i}{\partial u^\alpha}, \quad S^j = \star (T^1 \wedge \cdots \wedge T^{d-1})_j^\alpha T^\alpha,
\]
respectively. Let \( t^i_{(\alpha)} \) and \( s^j \) denote the corresponding unit vectors. Then, the extrinsic curvature of \( \mathcal{H} \) in \( \Sigma \) is given by

\[
k_{\alpha \beta} = -T^i_{(\alpha)} T^j_{(\beta)} \nabla_j s_i \equiv s_i \left( \frac{\partial^2 X^i}{\partial u^\alpha \partial u^\beta} + \Gamma^i_{jk} \frac{\partial X^j}{\partial u^\alpha} \frac{\partial X^k}{\partial u^\beta} \right).
\]
Denoting the induced metric on \( \mathcal{H} \) by \( h_{\alpha \beta} = T^i_{(\alpha)} T^j_{(\beta)} N_{ij} \), equation (S4) becomes

\[
s_i h_{\alpha \beta} \left( \frac{\partial^2 X^i}{\partial u^\alpha \partial u^\beta} + \Gamma^i_{jk} \frac{\partial X^j}{\partial u^\alpha} \frac{\partial X^k}{\partial u^\beta} \right) + (s^i - s^j s^i) K_{ij} = 0,
\]
for the parameters $u^a$. One option to fix this gauge freedom is to impose a generalized harmonic gauge condition,

$$\Box g_{\mu} u^\mu = H^\mu (u^\nu),$$  \hspace{1cm} (S10)

where $H^\mu$ are some suitably chosen source functions. For the numerical implementation it turns out to be more convenient to implement (S10) with the index lowered (with the induced metric on $g_{\mu}$). Thus, expanding (S10) with lowered indices, we arrive at our proposed gauge fixing conditions:

$$\gamma_{ij} h^{\mu
u} \left( \frac{\partial^2 X^i}{\partial u^\mu \partial u^\nu} \frac{\partial X^j}{\partial u^\rho} + \Gamma^i_{\rho} \frac{\partial X^j}{\partial u^\rho} \frac{\partial X^i}{\partial u^\nu} \right) = H_\alpha (u^\beta),$$ \hspace{1cm} (S11)

where $H_\alpha$ are some $d-1$ prescribed functions. We can rewrite (S9) and (S11) in a form that makes their common structure manifest:

$$\gamma_{ij} h^{\mu
u} \left( \frac{\partial^2 X^i}{\partial u^\mu \partial u^\nu} T_{ij}^l + \Gamma^i_{\rho} T_{ij}^l \right) = \parallel S^k \parallel (\gamma^j - s^i s^j) K_{ij},$$ \hspace{1cm} (S12)

$$\gamma_{ij} h^{\mu
u} \left( \frac{\partial^2 X^i}{\partial u^\mu \partial u^\nu} T_{ij}^l + \Gamma^i_{\rho} T_{ij}^l \right) = H_\alpha.$$

Equations (S12) and (S13) are manifestly elliptic, and their solution determines $h_{\mu\nu}$ in a general situation.

In the present paper, $h_{\mu\nu}$ is determined by a curve, and hence (S12)-(S13) become particularly simple. We use the Newton line search to solve (S12)-(S13). Note that in each Newton step the gauge condition, (S13), is corrected. When the geometry of $h_{\mu\nu}$ becomes very extreme, we found that the gauge condition becomes significantly more stiff than the equation for the expansion, (S12), and the non-linear solver requires strongly suppressed step sizes or, in the worst case, fails to converge entirely. However, the Newton solver becomes significantly more robust if we project out the gauge modes from the line search direction entirely. To do this, instead of specifying $H(u)$ in (S13) a priori, we set $H(u)$ to be equal to the left hand side of (S13) in the current iteration. In other words, we fix the gauge to be whatever gauge the current iteration happens to be in. Fig. S1 illustrates the difference between the two approaches. In practice, we can easily implement this by fixing the residual of the gauge equation to be zero always, while still using the Jacobian of the full system (S12)-(S13). Note that with this second approach we do not control over the gauge of the final surface. Nevertheless, in practice we found that if the grid points are evenly distributed across the initial guess surface, then the solver tends to converge to the final surface in a sensible gauge.

To visualize the apparent horizon, it is useful to consider the embedding in Euclidean space. In this Letter, we used the same types of embeddings as [11, 21]. Here we consider a $\phi = \text{const.}$ section of the apparent horizon geometry, where $\phi$ is the rotational $U(1)$ direction, and embed it into four-dimensional Euclidean space $\mathbb{E}_4$, 

$$ds^2_{\mathbb{E}_4} = dt^2 + dZ^2 + Z^2 d\Omega^2_{(3)}.$$ \hspace{1cm} (S14)

In Fig. S2 we display a sequence of snapshots of these embeddings with the transverse sphere suppressed for the $a/\mu^{1/3} = 1.8$ simulation. In Fig. S3 we display a representative embedding of a $\phi = \text{const.}$ slice of the apparent horizon, shown as a surface of revolution. Note that the $\phi$-direction is not included in the embedding as it is not possible to embed the horizons of the ultraspinnning Myers-Perry black holes we consider into $\mathbb{E}_3$. The situation is similar for the Kerr black hole, whose horizon cannot be embedded into $\mathbb{E}_3$ for high spins [44].

Numerical tests.— To test convergence, we produce the output presented in the main paper at four different grid resolutions. The highest resolution run had a coarsest grid spacing of $0.25 \mu^{-1}$. During the evolution, levels with refinement ratio 1 : 2 were added to ensure that the apparent horizon was always covered by a minimum of 80 points. For the runs presented in the main paper we had to add up to 22 levels. For the lower resolutions we increase the grid spacing by factors of $\sqrt{2}$ and correspondingly decrease the minimum number of points across the apparent horizon. Fig. S4 shows the
FIG. S2. Embedding diagrams of the apparent horizon at different stages of the evolution of the ultraspinning instability of a MP BH with $a/\mu^4 = 1.8$. Here $\hat{t} = t/\mu^4$.

FIG. S3. Embedding of the AH for the $a/\mu^4 = 1.7$ simulation at time $\hat{t} = 36.9535$, where $\hat{t} = t/\mu^4$. Five generations of concentric rings connected by black membrane sections have formed. Almost all of the mass and angular momentum is carried by the outermost ring.

The comparison of the area of the apparent horizon from each resolution. Since the area is sensitive to the overall structure of the horizon, this gives an indication of the accuracy level at which we can determine the properties of the outermost ring. The results clearly show convergence; even the lowest resolution run is in the convergent regime already. However, since the errors for the lowest two resolutions are still rather high, all results in the main paper were obtained at the second highest resolution (solid curve in the plot).

Fig. S5 shows a convergence plot for the minimum thickness of the membrane. Before the first minimum appears, we simply plot the thickness in the middle as the middle becomes the first minimum. This is representative of the accuracy with which we can track the growth rate of the instability and the subsequent evolution of the membrane. The results converge at a rate between 3rd and 4th order throughout the whole evolution. This is consistent with the fact that we use a fourth order scheme but that the order is reduced due to the interpolation at mesh boundaries.

One of our key findings is that the global minimum thickness very closely follows the scaling law $Z_{min} = \alpha(t_c - t)$ (see Fig. 2 in the main paper). Fig. S6 presents the same plot for four different resolutions. Our results not only converge but also follow the scaling law increasingly more precisely as the resolution is increased.

It is important to stress that, despite the convergence results presented above, not all features in the simulation are convergent. In particular, while we find convergence for properties of the entire black hole, the first generation and the minimum membrane thickness, the position of higher generation rings does not converge. Most prominently, the appearance of a central bulge is not a robust feature, but depends on the initial data, the perturbation, and the grid setup. This is intuitive as, starting from the second generation, the membrane is always thin enough to fit many unstable modes. Indeed, exactly the same behavior was observed for black strings in [8, 38]. In the dispersion relation of the black string, two different modes have the same growth rate,
FIG. S6. Convergence test for the results presented in Fig. 2 in the main paper. The resolutions $\Delta_i$ are the same as in Fig. S4. The highest resolution run had to be terminated earlier than the others as it became unfeasible. Note that the pinch-off time, $t_c$, varies slightly with the resolution (it converges with 3rd order). To be able to compare the approach to pinch-off, each run was plotted with its specific value for $t_c$. and the membrane sections arising in our simulations behave similarly.