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Abstract

Modern machine learning pipelines, in particular those based on deep learning (DL) models, require large amounts of labeled data. For classification problems, the most common learning paradigm consists of presenting labeled examples during training, thus providing strong supervision on what constitutes positive and negative samples. As a result, the adequate training of these models demands the curation of large datasets with high-quality labels. This constitutes a major obstacle for the development of DL models in radiology—in particular for cross-sectional imaging (e.g., computed tomography [CT] scans)—where labels must come from manual annotations by expert radiologists at the image or slice-level. These differ from examination-level annotations, which are coarser but cheaper, and could be extracted from radiology reports using natural language processing techniques. This work studies the question of what kind of labels should be collected for the problem of intracranial hemorrhage detection in brain CT. We investigate whether image-level annotations should be preferred to examination-level ones. By framing this task as a multiple instance learning (MIL) problem, and employing modern attention-based DL architectures, we analyze the degree to which different levels of supervision improve detection performance. We find that strong supervision (i.e., learning with local image-level annotations) and weak supervision (i.e., learning with only global examination-level labels) achieve comparable performance in examination-level hemorrhage detection (the task of selecting the images in an examination that show signs of hemorrhage) as well as in image-level hemorrhage detection (highlighting those signs within the selected images). Furthermore, we study this behavior as a function of the number of labels available during training. Our results suggest that local labels may not be necessary at all for these tasks, drastically reducing the time and cost involved in collecting and curating datasets.

1 Introduction

Modern Deep Learning (DL) models continue to drive exciting advances across several medical imaging tasks, from image reconstruction and enhancement [2, 17, 3, 87, 47], to automatic lesion detection and segmentation [16, 35, 52]. DL models for classification and detection are especially desirable for Computer-Aided Diagnosis (CAD) systems in radiology, potentially supporting clinicians in their decision-making by providing a second opinion on subtle cases, or prioritizing the most severe ones [61, 73, 85]. Indeed, recent results indicate that the performance of these machine learning models can be comparable to that of expert physicians in many scenarios [64, 69], and they hold significant promise for the automation of diagnosis, especially in underserved areas where access to radiology expertise might be limited [48, 21, 51, 62, 90, 7].
In this work, we center our attention on the development of DL models for Intracranial Hemorrhage (ICH) detection in head Computed Tomography (CT). In this context, given a new CT scan, the task is to detect the presence of any type of brain hemorrhage. ICH is a potentially life-threatening condition consisting of bleeding inside of the brain which can have several different causes, from trauma to drug abuse [33]. ICH accounts for approximately 10% to 20% of all strokes [5], and expert radiologists can diagnose ICH from unenhanced head CT scans by analyzing the location, shape, and size of the lesions [33]. The large number of head CT scans produced daily, and the importance of a quick diagnosis for an effective treatment of severe cases, make ICH detection one of the most popular applications of deep learning in radiology thus far [12]. Many recent works have explored deep learning solutions to different challenges in developing machine learning pipelines for ICH detection, such as the volumetric nature of CT data, the windowing range, and the lack of confidence in black-box predictors [92, 46, 54, 53].

At the same time, the development of these high-performing models can be notoriously time-consuming and expensive, largely due to the significant amount of required training data. The most common approach to training DL models for medical imaging classification and detection is supervised learning, wherein a collection of images with ground-truth labels are presented to the model. These examples serve the purpose of describing what constitutes a sample from a given class, or how a specific finding looks like in a given image. Naturally, this requires having access to large amounts of labeled data that must be collected by radiologists who manually annotate hundreds or thousands of images—a laborsome and time-consuming process that often results in very high costs [33].

Some recent research efforts have explored ways of alleviating these limitations. Semi supervised learning approaches, for example, extract low-quality labels automatically from clinical notes stored in the Electronic Health Record (EHR) system of a medical institution. The authors in [32] and [84] show how weak labels extracted automatically from clinical reports enable whole-body abnormality detection in PET/CT and body CT, respectively. Although semi supervised learning alleviates the need for large amounts of data with ground-truth annotations, collecting some amount of annotated data remains central to training and, importantly, testing these models, and the central aforementioned limitations persist.

In detection problems in particular—where the label of a sample is determined by the presence of a specific finding—it remains unclear what kind of labels should be sought after. In the hemorrhage detection problem described above, should ground-truth binary labels be collected for every image in an examination? This can be implemented by labeling an image as ‘1’ if it contains signs of hemorrhage, or ‘0’ otherwise. Or would coarse, examination-level annotations that only indicate the presence of hemorrhage somewhere in the scan (but not in which image) suffice? On the one hand, it is clear that the amount of information in each label decreases as we provide coarser annotation. That is, there might be other findings in a scan (e.g., midline shift effects, external hematomas, signs of prior surgery, asymmetries) that may be highly correlated with intracranial hemorrhage in the training data. A coarse examination-level binary label may not provide enough information to disambiguate them. At the same time, coarser annotations can lead to huge improvements in data curation time and annotation, since radiologists need only to provide a binary response for each examination.

In this work, we address these fundamental questions using a weakly supervised approach different from semi supervised learning: Multiple Instance Learning (MIL) [29, 59, 89]. In MIL problems, one regards every input as a bag of instances, and the label of the bag is determined by the labels of its instances. This framework naturally fits the problem of hemorrhage detection in head CT, since an examination is considered positive (i.e., its coarse, global label is positive) as soon as it contains at least one image with evidence of hemorrhage (i.e., it contains an image with a positive local label). MIL is a particular case of weakly supervised learning, wherein labels are only available for bags (i.e., examinations) instead of instances (i.e., images). By employing a state-of-the-art MIL model
Table 1: Number of positive and negative labels in the RSNA dataset for strong and weak learners.

| Learner            | Training Positive labels | Training Negative labels | Validation Positive labels | Validation Negative labels |
|--------------------|--------------------------|--------------------------|----------------------------|---------------------------|
| full supervision   | 86,295 (≈ 14%)           | 515,635 (≈ 86%)          | 21,489 (≈ 14%)             | 129,003 (≈ 86%)           |
| weak supervision   | 7,100 (≈ 40%)            | 10,288 (≈ 60%)           | 1,776 (≈ 40%)              | 2,572 (≈ 60%)             |

[43] that can be trained with either global or local labels, we study whether strong supervision with expensive local labels leads to significantly higher performance in hemorrhage detection in head CT, or whether weak supervision—which is cheaper to obtain—can provide comparable models.

**Summary of contributions**

We show that weakly supervised learning can produce DL models for ICH detection with performance matching that of DL models trained using strong supervision—all while using ≈ 35-times fewer labels. Furthermore, these weakly supervised models had better generalization on at least one external dataset. Finally, we show that weakly supervised DL models have comparable localization ability of ICH on both the image- and pixel-levels, which is a key feature towards explainability and building trust with clinician end-users. These results inform how data should be collected for this and other similar tasks in radiology, providing a solution to the primary bottleneck in development of high-performing DL models in medical imaging.

**2 Results**

For a positive head CT scan, we will refer to examination-level hemorrhage detection as the task of retrieving the images that contain signs of ICH; and image-level hemorrhage detection as the task of highlighting these findings within the retrieved images. We rephrase both examination- and image-level hemorrhage detection as MIL binary classification problems [29, 59, 89] (see Section 4.1 for details on supervised learning and MIL), and evaluate the performance of models trained with local (image-level) annotations and global (examination-level) labels. We refer to the former as a strong learner (SL), as it is trained via strong supervision, and weak learner (WL) to the latter, since it only uses weak supervision.

**2.1 Datasets**

We train a strong and a weak learner on the RSNA 2019 Brain CT Hemorrhage Challenge dataset [33], which comprises 21,784 examinations (with a positive rate of 41%) for a total of 752,803 images (with a positive rate of 14%).¹ Every image in the RSNA dataset was labeled by expert neuroradiologists with the type(s) of hemorrhage present (i.e., epidural, intraparenchymal, intraventricular, subarachnoid, or subdural). We use 80% of the data for training and 20% for validation. Splits were created by random sampling of examinations, rather than images, and the same splits were used for both models in order to guarantee a fair comparison between them. Table 1 shows the distribution of positive and negative labels—note that while the total number of images is the same for each model, the weak learner has access to ≈ 35-times fewer total labels, which is the average number of images in a scan across the dataset.

¹For the sake of simplicity, we will refer to the RSNA 2019 Brain CT Hemorrhage Challenge dataset as “RSNA dataset”, which is available at: https://www.kaggle.com/c/rsna-intracranial-hemorrhage-detection.
Table 2: Number of positive and negative examinations in the CQ500 and CT-ICH datasets, alongside the total number of images contained in the two datasets.

| Dataset     | Positive examinations | Negative examinations | Total images |
|-------------|-----------------------|-----------------------|--------------|
| CQ500 [20] | 212 (≈ 49%)           | 224 (≈ 51%)           | 15,156       |
| CT-ICH [41]| 36 (≈ 48%)            | 39 (≈ 52%)            | 2,539        |

In addition to the validation split of the RSNA dataset, we evaluate our resulting models on two external test sets—the CQ500 dataset (436 examinations with a positive rate of 49%) [20] and the CT-ICH dataset (75 examinations with a positive rate of 48%) [41, 42, 36]. Table 2 shows the distribution of positive and negative examinations in the two external test sets and their total number of images. We note that the CQ500 dataset only provides examination-level labels, while the CT-ICH dataset provides both image-level labels and manual pixel-level segmentations of the bleeds performed by two expert radiologists. Hence, we extend the CQ500 dataset with the ICH bounding box annotations provided for this dataset by three radiologists with varying degree of experience, available in the BHX dataset [70, 36]. We include details on the preprocessing of the images for all three datasets in Section 4.3.

2.2 Attention-based MIL enables training with local or global labels

We frame the ICH detection task as an MIL binary classification problem. We include a detailed description of the model architectures and their training procedures in Sections 4.2 and 4.4, respectively. Here, we briefly describe how state-of-the-art attention-based MIL models [43] enable us to precisely investigate whether classical strong supervision with expensive local labels provides an advantage over weak supervision with cheap global labels.

We regard an individual image in a CT scan as a vector \( x \in \mathbb{R}^d \). Each image is associated with a binary label \( y \) that indicates the presence \( (y = 1) \) or absence \( (y = 0) \) of signs of hemorrhage in the image. A single CT scan of a patient can be naturally seen as the stacking of \( r \) images along the scanner’s axis, i.e. \( X = [x^{(1)}, x^{(2)}, \ldots, x^{(r)}] \in \mathbb{R}^{dr} \). Analogously to images, examinations are also associated with a binary label \( Y \) indicating whether any image in the examination presents signs of hemorrhage \( (Y = 1) \), or every image in the examination is healthy \( (Y = 0) \). Note that the label of an examination can be determined from the labels of the images in the examination (if they are available), since the presence of hemorrhage in any image implies the presence of hemorrhage in the examination. This observation can be formalized by stating that the examination’s label is the logical OR function of the labels of the images in the examination, i.e. \( Y = \bigvee (y^{(1)}, y^{(2)}, \ldots, y^{(r)}) \).

In the traditional strongly supervised setting, a predictor \( h \) is trained on a collection of \( n_s \) training samples \( \{(x_i, y_i)\}_{i=1}^{n_s} \), with the goal of obtaining \( h(x) \) as an accurate predictor of the label of a new sample \( x \), i.e. as an approximation of the conditional expectation of \( y \) given \( x \). In this work, \( h \) is given by the composition of a feature extractor \( f \), implemented by a Convolutional Neural Network (CNN) that encodes a \( d \)-dimensional input (here \( d = 512 \times 512 \) pixels) into a feature vector of size 256, with a binary classifier \( g \) that receives the feature vector and returns a value in the unit interval \([0, 1]\). To summarize, \( h : \mathbb{R}^d \rightarrow [0, 1] \) such that \( h(x) = g(f(x)) \). We remark that training \( h \) requires the collection, annotation, and curation of \( n_s \) pairs of input images with their respective labels, which is time-consuming and costly.

---

2The CQ500 dataset is available at: [http://headctstudy.qure.ai/dataset](http://headctstudy.qure.ai/dataset); the CT-ICH dataset is available at: [https://physionet.org/content/ct-ich/1.3.1/](https://physionet.org/content/ct-ich/1.3.1/).
3The BHX dataset is available at: [https://physionet.org/content/bhx-brain-bounding-box/1.1/](https://physionet.org/content/bhx-brain-bounding-box/1.1/).
4Code to reproduce the experiments in this paper is available at: [https://github.com/Sulam-Group/MIL_ICH](https://github.com/Sulam-Group/MIL_ICH).
To grant these functions the ability to learn with global labels only, we propose an attention-based MIL DL architecture [43] that can predict the presence of hemorrhage on entire examinations of arbitrary length \( r \) directly, which we denote \( H : \mathbb{R}^{dr} \rightarrow [0, 1] \). This predictor accepts an entire stack of images as input and it predicts the presence or absence of ICH in it. Unlike the previous case, training such a predictor \( H \) only requires collecting \( n_w \) training samples of pairs \( \{(X_i, Y_i)\}_{i=1}^{n_w} \), where \( Y_i \) are the global labels of the examinations—and thus, the local labels of each image are not needed. Since there are a large number of images per examination (\( r \) is about 30 for a typical scan), the number of examination labels is much lower than that of image labels, i.e. \( n_w \ll n_s \).

The predictor \( H \) is a multiple instance learning (MIL) model, as it receives as input a collection (i.e., a bag) of \( r \) images (i.e., instances). MIL has a long tradition in machine learning [29, 74, 76, 75] and in biomedical imaging in particular [4, 68, 18, 88]. However, its applications to the task of ICH detection remain limited [72, 91, 57]. Similarly to previous works [72, 91, 57] we use the attention-based MIL framework recently developed in [43], which parametrizes such an MIL predictor \( H \) by composing \( r \) instance-wise encoders with an attention mechanism [9, 86], \( a \), and a final classifier \( g \). Succinctly, we can write \( H(X) = g(a([f(x^{(1)}), f(x^{(2)}), \ldots, f(x^{(r)})])) \). This MIL predictor, as well as the strongly supervised one, are depicted in Fig. 1.

Importantly, to make comparisons between the local (strong) and global (weak) predictors, the feature extractor \( f \) that encodes each image in an examination, as well as the binary classifier \( g \), in \( H \) are the same as the ones described in the context of traditional supervised learning and used in the image-level predictor \( h \). Moreover, if an examination \( X \) contains a single image (i.e.,
r = 1) the attention mechanism $a$ reduces to the identity map. It follows that for these cases $H(X) = g(f(X)) = h(x)$, and thus $H$ is equivalent to the fully supervised predictor $h$. For this reason, the MIL model $H$ generalizes the image-wise predictor $h$ while maintaining the core feature extractor and classifier ($f$ and $g$, respectively). In this work, we compare the resulting image-wise classifier $h$, trained using the local annotations from every image, and examination-wise classifier $H$, trained using only global labels for every examination.

### 2.3 MIL provides comparable performance on examination-level binary classification

We compare the strong and weak learners on the examination-level binary classification problem, i.e. the task of predicting whether a new examination $X$ (with $r$ images) contains any signs of hemorrhage. For the MIL learner $H$, the examination-level prediction is simply $\hat{Y}_w = H(X)$. On the other hand, the strongly supervised predictor $h$ can predict on single images only. Since the ground-truth examination-level label $Y$ can be expressed as the logical OR of the labels of the images in the examination, it is natural to define the examination-level prediction of $h$ as $\hat{Y}_s = \max(h(x^{(1)}), h(x^{(2)}), \ldots, h(x^{(r)}))$, which extends the logical OR to real-valued functions on the unit interval $[0, 1]$.

Fig. 2 shows the ROC curves with their AUC’s for the strong learner $h$ (i.e., SL: strong learner) and the MIL learner $H$ (i.e., WL: weak learner) on the validation split of the RSNA dataset as well as the CQ500 and CT-ICH datasets. AUC’s are compared via a one-sided DeLong’s test [27]. Figs. 2a and 2b demonstrate that there is virtually no difference in performance between the strong and the weak learner on the validation split of the RSNA dataset and the CQ500 dataset, respectively. The strong learner achieves an AUC of 0.961, whereas the weak learner obtains an AUC of 0.960 ($p = 0.636$) on the validation split of the RSNA dataset, and of 0.901 and 0.921 ($p = 0.147$), respectively, on the CQ500 dataset. In fact, Fig. 2c suggests that the weak learner has significantly better generalization power on the CT-ICH dataset (AUC’s of 0.924 and 0.954, respectively, $p = 0.032$).

### 2.4 MIL provides comparable performance on examination-level hemorrhage detection

Recall that we refer to examination-level hemorrhage detection as the task of retrieving the positive images within a positive examination. That is, identifying those images in a scan that show signs
of hemorrhage (if any are present). For the strong learner $h$, this is no different than predicting the presence of hemorrhage individually on each of the images in the examination, and selecting the predicted positive images. For the MIL learner $H$, on the other hand, there is no unique way to perform this image-wise selection. A very popular approach relies on employing the attention mechanism $\alpha$ as an instance selector, since this function explicitly assigns weights (between 0 and 1) to each instance in the bag, thus reflecting some notion of importance towards the overall label of the bag [72, 53, 77, 71]. Alternatively, one can resort to other notions of importance, such as those based on game-theoretic principles. Shapley coefficients provide a natural way to do this by assigning scores to each image that reflect their contributions towards the overall examination prediction [79, 58, 82]. We explore both of these approaches here.

Intuitively, we expect an accurate MIL predictor $H$ to assign large attention weights to the positive images within a positive examination. Then, we select those images whose attention weights are no smaller than a certain threshold, $t$. In this work we use $t = 1/r$, which corresponds to uniform attention across all $r$ images in an examination, but this choice for $t$ is not crucial and other options exist.\(^5\) Although attention weights are extensively used in recent literature [72, 53, 77, 71] to select important instances, their theoretical underpinnings remain scarce [45, 31]. On the contrary, the Shapley value [79] has gained substantial popularity in the machine learning literature [24] because of its precise theoretical properties. Here, we introduce the first Shapley-based explanation method specifically designed for deep set predictors [94] (such as the MIL predictor $H$) by extending $h$-Shap [82], a hierarchical extension of the Shapley value (see Section 4.5.1 for details).\(^6\) Similarly to the attention-based selection method, we select the images which have a Shapley value no smaller than $t = 1/r$.

We compare the strong and the weak learners on examination-level hemorrhage detection by means of their examination-level $f_1$ score over the true hemorrhage sequences (i.e., series of consecutive positive images) in true positive examinations (see Section 4.6 for details). Fig. 3a shows the average recall on the RSNA validation split as a function of the number of consecutive positive images in a hemorrhage sequence. We can appreciate how there is no significant gap between the performance of the strong learner $\text{SL}$ compared to the weak learner $\text{WL}$, with either detection strategy. Fig. 3a shows that, as expected, it is in general harder for all learners to detect short hemorrhage sequences that may comprise only a few consecutive positive images. Fig. 3b shows the average recall on the CT-ICH dataset. In this case, we do not stratify the results as a function of hemorrhage sequence

---

\(^5\)Indeed, since we employ sparse-max [60, 67, 23] for the attention mechanism, this behavior is relatively independent of the chosen threshold.

\(^6\)h-Shap is available at https://github.com/Sulam-Group/h-shap.
Figure 4: Example saliency maps on some predicted positive images that contain hemorrhage. Saliency maps were obtained by applying GRAD-CAM to the last convolutional layer of both the strong learner (SL) and the weak learner (WL), and by means of h-Shap. All saliency maps are thresholded using Otsu’s method to reduce noise.

length given the relatively small amount of examinations in the dataset. We see here as well that there is no significant generalization power difference across learners or detection strategies, with a slight advantage for the weak learner with the Shapley-based selection method.

2.5 MIL provides comparable performance on image-level hemorrhage detection

Image-level hemorrhage detection refers to the localization of the hemorrhage, or its signs, within the selected images (e.g., hyperdense regions, spots, asymmetries). Recall that in this work, we train learners on binary classification tasks either locally (on images for the strong learner $h$), or globally (on examinations for the MIL learner $H$) rather than on a segmentation task. In particular, the RSNA dataset does not provide ground-truth segmentations of the bleeds. In this context, one can attempt to localize the signs of hemorrhage by explaining the models’ predictions and find their most important features (i.e., pixels) in order to bridge classification with detection. To this end, we use and compare two machine learning explainability methods [14, 56]: (i) Grad-CAM [78], which is a saliency method based on sensitivity analysis and very popular in radiology [63, 26, 19], and (ii) h-Shap [82], an efficient hierarchical extension to Shapley-based image explanations that provably retains several of the theoretical benefits of game theoretic explanations (see Section 4.5.2 for details). To our knowledge, this is the first time explanation methods have been used to explain the predictions of a bag-level [4] MIL classifier at the pixel-level [18]. Even though the saliency maps produced by explanation methods provide a weaker sense of localization, they allow users to

Grad-CAM is available at https://github.com/jacobgil/pytorch-grad-cam.
interpret a model’s prediction and investigate their complex mechanisms.

Fig. 4 presents an example of saliency maps for both strong and weak learners, using both Grad-CAM and h-Shap, for every type of hemorrhage in the CQ500 and CT-ICH datasets: epidural (EDH), intraparenchymal (IPH), intraventricular (IVH), subarachnoid (SAH), and subdural (SDH). We remark that the CT-ICH dataset provides manual segmentations of the ground-truth lesions, while we use the BHX extension of the CQ500 dataset to obtain ground-truth bounding-box annotations. Fig. 4 demonstrates that saliency maps produced by either predictor align well with the ground-truth annotations, with no clear advantage of the strongly supervised model. Interestingly, we can also appreciate how the saliency maps concentrate around the target lesions rather than other findings that may correlate well with the presence of ICH in the training set (such as external hematomas due to injury, midline shift effects, or compression of the ventricles).

We further quantitatively evaluate the alignment of the binarized saliency maps with the ground-truth annotations via pixel-level $f_1$ scores. Fig. 5 depicts the distribution of these $f_1$ scores stratified by hemorrhage type for the CQ500 and CT-ICH datasets. For a fair comparison between the strong learner ($SL$) and the MIL weak learner ($WL$) we show the distribution of the $f_1$ scores for true positive images that were both predicted by the strong learner to contain signs of hemorrhage and selected by the weak learner via Shapley coefficients thresholding. In particular, we compare 1,162 images from the CQ500 dataset and 130 images from the CT-ICH dataset. Fig. 5 confirms that there is no clear advantage of strong supervision for image-level hemorrhage detection. Specifically, there is no combination of learner and explanation method that consistently outperforms all others across all types of hemorrhage and datasets. Thus, these results suggest that image-level hemorrhage detection can be performed with comparable performance completely without image-level labels.

2.6 Attention-based MIL significantly reduces the number of labels required

So far, we investigated the performance of a strong and a weak learner trained on the entire training split of the RSNA dataset—as typically done in these applications [80, 13, 38]. We now study this behavior as a function of the number of labels available to each model during training, $m$. For the strong learner, $m$ thus refers to the number of labeled images, whereas for the weak learner, which only has access to examination-level information, $m$ refers to the numbers of labeled examinations. Note that this quantification is useful because, if the cost of obtaining a label is comparable in
both image- and examination-wise cases, this number $m$ reflects an overall cost associated with the annotation of a dataset. Note that in practice, it is a much easier and faster task for an expert radiologist to quickly scroll through the images in an examination and determine whether the whole scan has signs of hemorrhage, rather than having to label all the images in the scan individually. In order to account for the increased variance of the training process with smaller number of samples, we repeat the training process an increasing number of times on random subsets of images or examinations as $m$ decreases (see Section 4.7 for details). The obtained models are evaluated on a fixed subset of 1,000 examinations from the validation split of the RSNA dataset.

Fig. 6 shows the mean AUC’s of strong and weak learners, with their 95% confidence intervals, on the examination-level binary classification problem as a function of the number of labels available to each model during training, $m$. MIL learners show a slight advantage over strong learners on the CQ500 and CT-ICH datasets, while they overlap for the most part with strong learners on the validation split of the RSNA dataset. Furthermore, the performance of MIL learners show a larger variance compared to strong learners. These results suggest that although MIL learners can provide comparable or better performance than strong learners on the examination-level binary classification problem, they might be harder to train. This agrees with intuition that the MIL framework does provide a weaker sense of supervision, and the learners might need to disambiguate the true concept (i.e., ICH) from others that might correlate well with examination-level labels.

Finally, Fig. 7 depicts the mean hemorrhage-level detection $f_1$ scores and their 95% confidence intervals over the validation split of the RSNA dataset as a function of the numbers of labels available. Confidence intervals are computed across repetitions of the training process with the same number of labels, thus capturing the variance of the training process. Since we train only one model for $m > 10^4$ labels, the variance vanishes. We see that for $m \leq 10^4$, strong supervision does in fact provide a significant advantage over weak supervision. However, MIL learners quickly outperform strongly supervised ones for $m \geq 10^4$. Importantly, these results confirm that attention-based models trained on examination-level binary labels can provide comparable performance to traditional classifiers trained on image-level labels while requiring $\approx 35$-times fewer labels. Note that the curves for the weak learners interrupt after $10^4$ labels because they reach the limit of the training data size—the training split of the RSNA dataset contains $\approx 17 \times 10^4$ labeled examinations, whereas there are about 35 times more image labels.
Figure 7: Mean examination-level hemorrhage detection $f_1$ score as a function of number of labels $m$ on a fixed subset of 1,000 examinations from the validation split of the RSNA dataset.

3 Discussion

In this study, we compared the performance of predictive models for ICH detection in Head CT scans trained with strong supervision (i.e., having one label per image within an examination) or weak supervision (i.e., using a single label for each entire examination). The methodology is based on recent Multiple Instance Learning (MIL) approaches via attention mechanisms [86, 43], which strictly generalizes predictors that are trained with strong supervision. This framework enabled the use of models that have the same architecture and main components in either setting, making these comparisons precise and fair. We found that weakly supervised models had comparable performance to strongly supervised models, despite using approximately 35 times fewer labels. On one external dataset, the weakly supervised models actually had significantly higher performance, suggesting better generalizability. Importantly, weakly supervised models also had comparable ability to localize ICH on image- and pixel-levels. Altogether, these findings indicate that image-level annotations are not necessary to train high-performing and explainable DL models for diagnosis of ICH on head CT.

Our first result demonstrated that strong supervision is not at all necessary for weak, or global, prediction tasks, as long as sufficient data is available. More precisely, Fig. 2 demonstrates that whether a predictor is trained on image-wise or examination-wise labels, they obtain virtually the same AUC in the task of predicting the presence or absence of ICH. In one of the studied datasets (CT-ICH [41]), there is in fact a slight advantage to the latter, suggesting better generalizability to different clinical populations. This is not surprising, as the weak learner is precisely trained on the task of detecting hemorrhage at the examination level. Nevertheless, this generalizability advantage is important, given the well-documented drops in performance of DL models for medical imaging diagnosis on external test sets [95], which threaten the safe deployment of DL models in real-world clinical practice.

Interestingly, our results further demonstrate that these observations hold even for the case of examination-level hemorrhage detection, i.e. the task of finding the images within each examination where signs of hemorrhage are present. More precisely, even though the MIL model was only trained on global examination-wise labels, one can make predictions about each of the constituent images by either studying their attention weights, or by employing game-theoretic tools like the Shapley value [79, 58]. In either case, the ability to detect the positive images within positive examination is comparable to the performance of a model trained with strong supervision, i.e. with a label per image (Fig. 3b). We emphasize that the ability to identify examination-level hemorrhage is of
critical practical importance for radiologists’ workflows. In current triage use cases of DL models in radiology, cases with potentially actionable findings, such as ICH, are flagged by DL models for radiologist review, after which a radiologist must confirm whether they agree or disagree with the diagnosis. Having image “flags” beyond the mere presence or absence of hemorrhage that show which specific images have a hemorrhage prediction are critical for: (i) allowing a radiologist to expeditiously confirm presence or absence of hemorrhage, and (ii) building trust with radiologists and other physician end-users, who have been shown to be less trusting of diagnostic results generated by automated systems in medical imaging compared to those provided by human experts [34].

When further analyzing the resulting models with both a popular saliency method (Grad-CAM [78]) as well as newer approaches to interpretability with theoretical guarantees (h-Shap [82]), both models indicate having captured the same semantic concepts that constitute ICH in head CT (Fig. 4). Indeed, our qualitative and quantitative comparisons of these saliency maps indicate that the ability to find the corresponding hemorrhages within each of the images is virtually the same, and only mild differences exist once stratified per ICH type (Fig. 5). To this point, we remark that to verify whether a model did learn the desired concept (i.e., ICH) instead of other spurious correlations in the training data is especially important in medical imaging. As modern machine learning models continue becoming increasingly complex, gaining insights on their decision making process is fundamental for a responsible use in real-world scenarios. As discussed above, building trust with physician end-users is paramount, and providing pixel-level explanations for specific disease identification will be important towards this goal. Furthermore, medical institutions may be required by certain laws to provide explanations of what lead an automatic systems to recommend a certain treatment or to provide a specific diagnosis [37].

Our work also has limitations. First, we evaluated only a single diagnostic use case of ICH detection on CT scans of the head, albeit with multiple datasets from different clinical populations. However, our approach is applicable to any other medical imaging use case that utilizes cross-sectional imaging, including diagnosis of disease on CT of other body parts, as well as on other imaging modalities, such as MRI. Future studies will apply our approach to other use cases to validate its generalizability in other diagnostic scenarios and imaging modalities. Second, while this study demonstrated that indeed the examination-level annotations suffice for ICH detection in CT once enough training data is available, some image-level annotations were needed to validate our methodology. In future extensions to other diagnostic tasks or imaging modalities, this minimal amount of locally annotated data will also be necessary for validation purposes. This number of local annotations is very small, however: in this work we employed 1,000 examinations of the validation split of the RSNA dataset to this end, requiring about $35 \times 10^3$ image-level labels. This represents less than 6% of the number of image-level labels needed to train an alternative strongly supervised model. Third, the weakly supervised method currently only evaluates medical imaging data; given the potential improvements in imaging diagnoses using multimodal AI models [1] incorporating multiple types of medical data (e.g., imaging, clinical symptoms, laboratory values), developing weakly supervised DL models that can incorporate multiple data types is an important topic for future study. Finally, although Convolutional Neural Networks (CNNs)—such as the models used in this work—remain the most popular deep learning architecture in medical imaging, it remains important to investigate whether these results extend to other parametrization of the predictors and architecture choices, for example to Vision Transformers (ViTs) [30, 49]—which are rapidly gaining popularity in the field.

In summary, our results indicate that training DL models with weak or strong supervision provides comparable performance for the tasks of ICH detection in head CT across three different levels of granularity: (i) global binary prediction, (ii) examination-level detection, and (iii) image-level detection. Our last results explore these points further by studying the performance of strong and weak learners on the global binary classification problem, as well as on examination-level hemorrhage detection as a function of the number of labels available during training. These results indicate
that, indeed, weakly supervised learning enables a significant reduction in the need for annotations: once the number of labels provided is large enough ($m \gtrsim 5 \times 10^3$) weakly supervised models achieve comparable performance to strongly supervised models at a fraction of the provided labels. However, for the strongly supervised predictor, these labels represent the number of labeled images, whereas the for the MIL predictors, $m$ represents only global information of the entire examination—which can be easily collected, e.g. from clinical reports. This approach could apply to other 3D cross-sectional imaging tasks, such as MRI diagnosis, potentially saving thousands of hours of annotation labor by radiologists [33], thereby alleviating the biggest bottleneck in developing high-performing DL models for medical imaging diagnosis.

4 Methods

4.1 Learning paradigms

4.1.1 Supervised learning

In supervised learning settings, given input and output domains $\mathcal{X}$ and $\mathcal{Y}$, one is interested in predicting a response $y \in \mathcal{Y}$ on an input $x \in \mathcal{X}$ with a predictor $h : \mathcal{X} \rightarrow \mathcal{Y}$. Given a loss function $\ell(y, h(x))$ that penalizes the dissimilarity between the true label $y$ and the predicted label $h(x)$, we search for a predictor $h$ with low risk over a suitable family of predictors (e.g., Convolutional Neural Networks). This search is usually carried out by minimizing the empirical loss over a training set $\{(x_i, y_i)\}_{i=1}^{n_s}$ such that

$$h = \arg \min_{h'} \frac{1}{n_s} \sum_{i=1}^{n_s} \ell(y_i, h'(x_i)).$$

(1)

4.1.2 Multiple-Instance Learning (MIL)

Multiple Instance Learning (MIL) [29, 59, 89] generalizes the supervised learning framework to bags of inputs. Formally, recall that $\mathcal{X}$ and $\mathcal{Y}$ are input and output domains, and let $X = (x^{(1)}, x^{(2)}, \ldots, x^{(r)}) \in \mathcal{X}^r$, $r \in \mathbb{N}$ indicate a bag with $r$ instances. Furthermore, the MIL paradigm assumes that the bag-level response $Y \in \mathcal{Y}$ is a known function of the instance-level responses $y^{(1)}, y^{(2)}, \ldots, y^{(r)}$, which can encompass a wide variety of choices [11, 8, 6, 74, 75, 88].

In this work, we focus on MIL binary classification, such that

$$Y = \text{OR}(y^{(1)}, y^{(2)}, \ldots, y^{(r)}),$$

(2)

and we search for a bag-level classifier $H : \mathcal{X}^r \rightarrow \mathcal{Y}$ with low risk over a suitable class of predictors. Similarly to the supervised learning paradigm, given a loss function $\ell(Y, H(X))$ that penalizes wrong predictions, $H$ is found by optimization of the empirical loss over a training set $\{(X_i, Y_i)\}_{i=1}^{n_w}$ of labeled bags, such that

$$H = \arg \min_{H'} \frac{1}{n_w} \sum_{i=1}^{n_w} \ell(Y_i, H'(X_i)).$$

(3)

Importantly, we remark that an MIL learner does not have access to the underlying instance-level labels. Finally, note that:

- The examination-level binary classification problem satisfies the MIL assumption in Eq. (2), as the global label of an examination is positive as soon as it contains at least one image with signs of hemorrhage (i.e., a positive image). Equivalently,

- The local image-level labels can also be phrased as an instance of Eq. (2). In particular, an image should be labeled positively as soon as it contains signs of hemorrhage.
4.2 Model architecture details

4.2.1 Strong learner

The strong learner $h$ is the composition of a feature extractor $f$ with a binary classifier $g$ implemented by a fully connected layer with sigmoid activation. In this work, $f$ is a ResNet18 [40] pretrained on ImageNet [28] that encodes an input image of size $512 \times 512$ pixels into a vector of size 256, as illustrated in Fig. 1a.

4.2.2 Weak learner

In addition to the same feature extractor $f$ and final classifier $g$ employed for the strong learner, the weak learner $H$ comprises a two-layer attention mechanism $a$ as proposed in [43] (see Fig. 1b). For an input examination with $r$ images, the attention mechanism combines the $r$ image-level feature vectors into a single examination-level feature vector which can be expressed as a convex combination of the image-level feature vectors. In this work—differently from the original work in [43]—we use the sparsemax activation function [60, 67, 23] rather then the softmax function to favor sparse attention weights.  

4.3 Data preprocessing

The images in the three datasets used in this work were annotated by expert neuroradiologists of varying degree of expertise with the type(s) of hemorrhage present in the image. We group the original classes into ‘normal’ (i.e., label 0, no type of hemorrhage) and ‘with hemorrhage’ (i.e., label 1, any type of hemorrhage). Images are provided in DICOM and NIfTI format, so we:

1. Convert them to Hounsfield Units (HUs) [15], then
2. Window them using the standard brain window setting, i.e. \( WL = 40 \) and \( WW = 80 \) [83], and finally
3. Normalize them with min-max normalization.

This way, pixel intensities represent the same HU value (and hence, tissue) across all datasets.

4.4 Training procedures

Experiments were performed on Nvidia Quadro RTX 5000 GPU’s on a private cluster and on the Azure Machine Learning (ML) platform [10] via Microsoft Research’s Project InnerEye open-source software tools (https://aka.ms/InnerEyeOSS).  

To account for the high label imbalance in the training split of RSNA dataset and for the gap in difficulty between the prediction of the presence of hemorrhage compared to predicting its absence, models were trained using focal loss [55]—a variation of binary cross-entropy loss. All models were trained for 15 epochs with a learning rate decay of 0.3 every 3 epochs. We chose the best performing model across epochs according to validation accuracy.

4.4.1 Image-level augmentation

We use TorchIO’s [65] library of spatial and intensity transformations. Specifically, every image is augmented independently via random flips, affine transformations, deformations and rotations, and one out of addition of random noise, random bias field, random anisotropy, random gamma transformation, or random ghosting artifacts.

---

8The entmax package is available at: https://github.com/deep-spin/entmax.
9Project InnerEye is available at: https://github.com/microsoft/InnerEye-DeepLearning.
10TorchIO is available at https://github.com/fepegar/torchio.
4.4.2 Examination-level augmentation

We randomly sample without replacement between 10 and \( r \) images within the same examination. This sub-sampling augmentation strategy does not rely on image-level labels and it can be used in weakly supervised scenarios where only examination-level labels are available. Intuitively, sampling at least 10 images controls the probability of flipping a positive examination to a negative one. That is, sampling a subset of all negative images from a positive examination would result in a wrong label (i.e., the subset would be labeled positively even if it did not contain any positive images). Although we cannot completely rule out this event without knowing local labels, we can reduce its probability to a tolerable level for the weak learner. Formally, given a positive examination \( X \) of length \( r \) with \( K \) positive images, sample a random subset \( S \) of images without replacement. Denote \( Y_S \) the true global label of the subset, and note that \( p_{\text{flip}} = P[Y_S = 0 \mid Y = 1] \) is a decreasing function of the size of the subset \( S \) and it follows a hypergeometric distribution. In this work, we estimate \( p_{\text{flip}} \) over the training split of the RSNA dataset, and obtain \( p_{\text{flip}} \leq 4 \times 10^{-3} \). We remark that to estimate \( p_{\text{flip}} \) we used the image-level labels provided in the training split of the RSNA dataset. In practical scenarios this information can easily be replaced by prior knowledge of expert radiologists about the problem at hand.

4.4.3 Training strong learners

Strong learners were trained using Adam optimizer [50] with learning rate of \( 1 \times 10^{-5} \), weight decay of \( 1 \times 10^{-7} \), and batch size of 64. During training, we add a dropout layer with \( p = 0.50 \) between the encoder \( f \) and the binary classifier \( g \).

4.4.4 Training weak learners

Weak learners were trained using Stochastic Gradient Descent (SGD) with momentum equal to 0.9 [81], learning rate of \( 1 \times 10^{-3} \), weight decay of \( 1 \times 10^{-4} \), and batch size of 1. We remark that the choice of batch size equal to 1 comes both from memory limitations and gradient propagation imbalances through the attention mechanism for volumes with different numbers of images. During training, we add both a dropout layer with \( p = 0.50 \) between the encoder \( f \) and the binary classifier \( g \) and a dropout layer with \( p = 0.25 \) after the first layer of the attention mechanism.

4.5 Explaining model predictions with h-Shap

We use h-Shap [82], a Shapley-based explanation method with provable runtime and accuracy for problems that satisfy the binary MIL assumption in Eq. (2) to select the positive images in an examination, and to highlight signs of hemorrhage within the selected images.

4.5.1 Examination-level hemorrhage detection

We extend the original implementation of h-Shap to explain the examination-level prediction of a weak learner. Since the global binary label satisfies Eq. (2), one can explore a binary tree of the input examination and hierarchically compute the exact Shapley coefficient of every image in the examination [see 82, Theorem 3.4]. The symmetry axiom of the Shapley value [79] implies that the positive images in an examination should receive the same coefficient. Thus, one can use an importance threshold \( t = 1/r \) and select those images whose Shapley values are \( \geq t \). We remark that—as recently noted by others [25, 44]—explaining predictions on sets with the Shapley value is particularly attractive because it does not require to sample an uninformative baseline to mask features [58]. In fact, the weak learner can predict on sequences of arbitrary length and it is permutation invariant [94], hence one can simply remove images from an examination without having to replace them.
4.5.2 Image-level hemorrhage detection

Bleeds can present complex and irregular shapes. However, h-Shap explores fixed quad-trees of the input image. Thus, we extend the original implementation with standard ideas of cycle spinning [22]. Denote $s$ the minimal feature size in h-Shap (i.e., the size of the smallest leaf explored by the algorithm), and let $\rho = \{\rho_i\}_{i=1}^{n_\rho}$ be $n_\rho$ equally spaced radii between 0 and $s$, and let $\alpha = \{\alpha_i\}_{i=1}^{n_\alpha}$ be $n_\alpha$ equally spaced angles between 0 and $2\pi$. Then, we average the saliency maps obtained by cycle spinning the original partition by the vector $(\rho \cos(\alpha), \rho \sin(\alpha))$, $\rho \in \rho$, $\alpha \in \alpha$. Finally, we note that we use the unconditional expectation over the training split of the RSNA dataset to mask features, which is a valid choice in MIL binary classification problems [82]. In this work, we use h-Shap with an absolute importance tolerance $\tau$ equal to 0 (i.e. h-Shap explores all partitions with a positive Shapley coefficient), minimal feature size $s = 64$, number of radii $n_\rho = 3$, and number of angles $n_\alpha = 12$.

4.6 Comparing strong and weak learners on examination-level hemorrhage detection

In this section we expand on the methodology and choice of parameters for comparing strong and weak learners on examination-level hemorrhage detection. All choices were made to provide a fair comparison between strongly supervised and weakly supervised models.

4.6.1 Choosing the classification threshold

Examination-level hemorrhage detection is performed only for predicted positive examinations. Recall that both strong and weak learners are real-valued functions on the unit interval $[0, 1]$. Thus, a threshold $t \in [0, 1]$ (e.g., 0.5) is required to binarize their predictions. The choice of $t$ induces a False Positive Rate (FPR) and a True Positive Rate (TPR) on images (for a strong learner) or on examinations (for a weak learner). In this work, we use Youden’s $J$ statistic [93, 66, 39] to find the threshold $t^*$ that maximizes the difference of TPR and FPR, i.e. $J = TPR - FPR$. Then:

- For a strong learner $h$, we choose the threshold $t^*_s$ that maximizes $J$ on the image-level labels, and,
- For a weak learner $H$, we choose the threshold $t^*_w$ that maximizes $J$ on the examination-level labels.

We remark that there exist other methods to choose the threshold $t^*$, and the main results discussed in this work do not strongly depend on this choice. For completeness, Figs. A.2 and A.3 show the equivalent of Figs. 3 and 7 where instead of maximizing Youden’s $J$, $t^*$ is chosen to minimize the distance to the $(0, 1)$ point (perfect classification), which can be written as $d = \sqrt{\text{FPR}^2 + (1 - \text{TPR})^2}$ and is also common in the literature [66, 39].

4.6.2 Choosing the best minimal sequence length

To reduce the false positive rate in the predicted hemorrhage sequences, we fine-tune the minimal number of consecutive positive images that have to be selected by each method in order for a series of consecutive selected images to be considered a candidate hemorrhage sequence. We set this length to 4 for strong learner, to 2 for weak learners when using attention weights to select images, and to 3 for weak learners when using Shapley values, guaranteeing the best performance for each method. Fig. A.1 depicts the examination-level $f_1$ score as a function of this minimal sequence length on the validation split of the RSNA dataset with both Youden’s $J$ and distance to the $(0, 1)$ point, which motivate these choices.
4.6.3 Computing the examination-level $f_1$ score

Denote $T = \{T_1, T_2, \ldots, T_n\}$ the set of true hemorrhage sequences (i.e., non-overlapping series of consecutive positive images) in a positive examination. That is, $T_i$ contains the indices of the images in the $i^{th}$ hemorrhage sequence. Let $S = \{s_1, s_2, \ldots, s_r\}$ be the local estimator used to select positive images depending on the type of learner: single-image logits for a strong learner, and either attention weights or Shapley values for a weak learner. Denote $P = \{P_1, P_2, \ldots, P_n\}$ the predicted hemorrhage sequences by the learner. We define the True Positive (TP), False Positive (FP), and Predicted Positive (PP) sequences as

\[
TP := \#\{i \in [n] : \exists P_j \in P : (\arg \max_{k \in P_j} s_k) \in T_i\} \quad (4)
\]

\[
FP := \#\{j \in [m] : \nexists T_i \in T : (\arg \max_{k \in P_j} s_k) \in T_i\} \quad (5)
\]

\[
PP = TP + PP. \quad (6)
\]

Put into words, for every true hemorrhage sequence $T_i \in T$, we count one true positive prediction if there exists a predicted hemorrhage sequence in $P_j \in P$ such that the image with the largest estimator value within $P_j$ is contained in $T_i$. Note that this definition of TP does not double count predicted sequences that may correspond to the same true one, and using the $\arg \max$ avoids the trivial case where a model may select all images, or a few very long sequences that could include multiple true ones. Similarly, we count one false positive prediction for every predicted sequence $P_j$ for which there does not exist a corresponding true one. The $f_1$ score is then defined as the harmonic mean of precision and recall, i.e.

\[
\text{precision} = \frac{TP}{PP}, \quad \text{recall} = \frac{TP}{|T|} \quad (7)
\]

\[
f_1 = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}. \quad (8)
\]

We note that this procedure reflects how a machine learning model could be deployed in a clinical setting to detect hemorrhage sequences.

4.7 Training multiple times on the same number of labels

When training models on a fixed number of labels $m$, we randomly sample without replacement a subset of the original training split of the RSNA dataset (of images for the strong learners, and of examinations for the weak learners) that maintains the label proportions of the original dataset. In particular, we use 15 distinct values of $m$: $m = [12, 24, 40, 52, 64, 80, 100, 152, 200, 252, 520, 796, 10^3, 10 \times 10^3, 17 \times 10^3]$. For each choice of $m$, we train a decreasing number of models to account for the variance in the training process. In particular, we repeat the training process 20 times when $m \leq 252$; 15 times for $m = 520$; 10 times for $m = 796$, $10^3$; 6 times for $m = 10 \times 10^3$; and 1 time for $m \geq 17 \times 10^3$. Finally, instead of training models for a fixed number of epochs, we set a patience parameter such that training is terminated if the validation accuracy of a model does not increase for more than 3 consecutive epochs.
A Figures

Figure A.1: Examination-level $f_1$ score as a function of minimal sequence length for a strong learner ($\mathcal{SL}$) and a weak learner ($\mathcal{WL}$) on the validation split of the RSNA dataset. (a) Results with Youden’s $J$ statistic. (b) Results with distance to $(0, 1)$ point. Note that the best minimal sequence length does not depend on the threshold $t^*$. 

Figure A.2: Comparison of a strong learner ($\mathcal{SL}$) and a weak learner ($\mathcal{WL}$) on examination-level hemorrhage detection. (a) Average recall (TPR) as a function of hemorrhage sequence length on the validation split of the RSNA dataset. (b) Average TPR on the CT-ICH dataset. These results are computed by choosing the threshold $t^*$ that minimizes the distance to the $(0, 1)$ point.
Figure A.3: Mean examination-level hemorrhage detection $f_1$ score as a function of number of labels $m$ on a fixed subset of 1,000 examinations from the validation split of the RSNA dataset. These results are computed by choosing the threshold $t^*$ that minimizes the distance to the $(0, 1)$ point.
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