Assessments of model-form uncertainty using Gaussian stochastic weight averaging for fluid-flow regression
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Abstract
We use Gaussian stochastic weight averaging (SWAG) to assess the model-form uncertainty associated with neural-network-based function approximation relevant to fluid flows. SWAG approximates a posterior Gaussian distribution of each weight, given training data, and a constant learning rate. Having access to this distribution, it is able to create multiple models with various combinations of sampled weights, which can be used to obtain ensemble predictions. The average of such an ensemble can be regarded as the ‘mean estimation’, whereas its standard deviation can be used to construct ‘confidence intervals’, which enable us to perform uncertainty quantification (UQ) with regard to the training process of neural networks. We utilize representative neural-network-based function approximation tasks for the following cases: (i) a two-dimensional circular-cylinder wake; (ii) the DayMET dataset (maximum daily temperature in North America); (iii) a three-dimensional square-cylinder wake; and (iv) urban flow, to assess the generalizability of the present idea for a wide range of complex datasets. SWAG-based UQ can be applied regardless of the network architecture, and therefore, we demonstrate the applicability of the method for two types of neural networks: (i) global field reconstruction from sparse sensors by combining convolutional neural network (CNN) and multi-layer perceptron (MLP); and (ii) far-field state estimation from sectional data with two-dimensional CNN. We find that SWAG can obtain physically-interpretable confidence-interval estimates from the perspective of model-form uncertainty. This capability supports its use
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for a wide range of problems in science and engineering.
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1. Introduction

Neural networks (NNs) have emerged as promising tools in a broad range of applications. Among these, the potential for effective uses of NNs for nonlinear systems has been recognized by scientists including fluid dynamicists [1]. The strong nonlinearities and chaotic nature of fluid motion make it difficult to approximate input-output maps for fluid flows and subsequently cause bottlenecks in prediction, optimization, and control. Therefore, neural networks, which are excellent nonlinear function approximators, have recently become a popular tool for various fluid dynamics tasks [2, 3, 4]. Furthermore, neural networks have also proven their utility for inverse problems, which are valuable for bridging the gap between physical experiment and numerical simulation in fluid dynamics. This has mostly been achieved by relating the sparse information available in the former (for example sparse sensor measurements and plane information of volumetric data) to the well-resolved flow field of the latter [5, 6].

For the purpose of state estimation of fluid flows, Erichson et al. [7] used a multilayer perceptron (MLP) to reconstruct flow fields around a circular cylinder, the sea surface temperature, and forced isotropic turbulence from sparse sensor measurements. They demonstrated the capability of NNs for estimating a flow field from limited measurements in a computationally efficient manner. While the investigation above focused on a situation with a fixed number and location of sensors, Fukami et al. [8] have recently proposed a Voronoi tessellation-assisted approach in reconstructing a global field from sensors, the location and number of which can vary. By interpreting sparse sensor measurements as low-resolution images, super-resolution analysis, which estimates a high-resolution image from low-resolution data, can also be considered as a candidate for flow-field reconstruction. The first application of super-resolution reconstruction to fluid flow data was performed by Fukami et al. [9]. Subsequently, it has been used for extracting high-resolution data from coarse-grained low-resolution flow fields in many subsequent studies [6, 10, 11, 12, 13]. For the purpose of field estimation from sectional data, Guastoni et al. [14] utilized convolutional neural networks (CNNs) [15] to estimate a turbulent channel flow from wall information. A similar problem setting was also considered to compare the difference between NN and linear stochastic estimation by Nakamura et al. [5]. As shown above, NN-based spatial state estimators have been applied to numerical data [16, 17, 18, 19, 20, 21, 22], as well as to physical experiments [23, 24, 25, 26, 27].

In addition to the state estimation efforts, the applications of NN-based approximators to closure modeling of Reynolds-averaged Navier–Stokes (RANS) simulation and large-eddy simulation (LES) also exemplify the opportunities of NN-based modeling for turbulent flows [28, 29, 30, 31, 32, 33]. Ling et al. [34] introduced the so-called *tensor-basis neural network* for closure modeling of RANS simulations. Their novel approach successfully embedded invariance into the model structure by projecting the Reynolds-stress tensor onto an appropriately chosen tensor basis. CNN-based turbulence modeling for LES was also proposed by Lapeyre et al. [35] and was compared with the MLP-based methods by Pawar et al. [36].
Reduced-order modeling is also a promising use of NN-based methods [37, 38, 39, 40, 41, 42, 43]. While closure models focus on a particular subcomponent of the traditional simulation techniques, some NN studies attempt to establish a complete surrogate model for systems of equations. For instance, a number of studies [44, 45, 46, 47, 48, 49, 50] have utilized long short-term memory (LSTM) to predict the temporal evolution of compressed representations of the high-dimensional flow-field state. Furthermore, Hasegawa et al. [51] combined a CNN-based autoencoder with an LSTM to predict future states of a flow around various bluff-body shapes by only following the dynamics of the low-dimensional latent vector. A similar approach was also demonstrated for the hyperbolic shallow-water equations [52], a cylinder wake at various Reynolds numbers (Re) [53] and minimal turbulent channel flow [54].

As reviewed above, there have been several fundamental studies of NNs for various fluid-mechanics applications. For enhancing their usefulness in practical settings where training data may be limited or difficult to acquire a priori, it is important to quantify various forms of uncertainty when making predictions with them. The uncertainty in NNs can generally be classified into two groups: (i) data (or aleatoric) uncertainty and (ii) model-form (or epistemic) uncertainty. The data uncertainty relies on the probability distribution of a dataset, which may be associated with the inherent noise in the data-generation or observation processes. Therefore, this uncertainty is irreducible. For fluid-dynamics applications, Maulik et al. [55] have recently considered the application of probabilistic neural networks (PNNs) for reduced-order modeling and state estimation of unsteady flows and geophysical data. The PNN assumed that targets could be generated from an underlying probabilistic process that was a mixture of Gaussians and could characterize the data uncertainty. Predictions obtained from this framework can therefore provide associated confidence intervals for regions where larger variance was observed in the training-data distributions.

The second category of uncertainty is model form, which is due to the lack of confidence in making a prediction by a specific model. From the context of NNs, this uncertainty may be reduced by generating more representative training data. One of the well-known methods to assess model-form uncertainty is the use of Bayesian neural networks (BNNs) [56], which assume each trainable parameter of an NN to be sampled from a joint distribution of all parameters, that is conditioned on the training data. However, an experimental determination of this joint distribution, generally via sampling methods such as Markov-chain Monte–Carlo methods [57], is prohibitively expensive. Therefore, several approximations are constructed for BNNs such as with Monte–Carlo dropout [58], probabilistic backpropagation with variational inference [59, 60], ensemble-based methods [61, 62], and physics-informed methods [63, 64, 65]. These methods accelerate the process of estimating the aforementioned joint distribution by making various simplifying assumptions (a full review of these and other associated techniques is outside the scope of this article). By characterizing the trained weights and biases of an NN with a density, several forward model evaluations may be made for the same set of inputs that are used for generating ensemble statistics such as mean and confidence intervals for the target variable. In this study, we utilize a state-of-the-art model-form uncertainty-quantification techniques, Gaussian stochastic weight averaging (SWAG) [66], to perform NN-based regression for various high-dimensional fluid flow estimations. SWAG approximates the posterior distribution of the collected weights as a Gaussian distribution, conditioned
on the training data. By sampling the weights from the distribution and performing an ensemble estimation, both the target estimates and their standard deviations can be obtained.

Our assessment for SWAG is performed on a diverse set of fluid-dynamics regression tasks. We first demonstrate the capability of SWAG for global field reconstruction from limited sensors with a two-dimensional cylinder wake at various Reynolds numbers. We then perform a similar experiment, i.e., flow reconstruction from sparse sensors, but for the DayMET dataset which provides long-term, continuous, and gridded estimates of daily weather and climatology variables by interpolating and extrapolating ground-based observations through statistical modeling techniques. From DayMET, we focus on the reconstruction of the daily maximum temperature over North America. We also consider the problem of far-field flow-state estimation from cross-sectional data using a three-dimensional square cylinder wake [21] and urban flow [67].

The present paper is organized as follows. The concept of SWAG and machine learning models used in this study are introduced in section 2. The applications of SWAG for a wide range of fluid flows are demonstrated in section 3. We finally provide concluding remarks with considerable outlooks in section 4.
2. Methods

2.1. Gaussian stochastic weight averaging (SWAG)

First, we introduce the concept of Gaussian stochastic weight averaging (SWAG) used for deep learning-based uncertainty quantification in the present study. SWAG is founded on the concept of stochastic weight averaging (SWA), which samples several weights during an NN training to obtain ensemble predictions. The detailed procedure of SWA is as follows: Given a loss function \( E \), weights inside the NN are updated via backpropagation with a chosen optimizer. Although there are various types of optimizers, most of them are based on stochastic gradient descent (SGD) to update the weights regarding a gradient of the loss function, such that,

\[
w_{n+1} = w_n - \eta \nabla E,
\]

where \( w \) represents the weights, \( n \) is an index of the learning epoch, and \( \eta \) is a learning rate.

In the traditional approach, the set of weights, which achieves the lowest error, is then utilized for deterministic predictions. However, Izmailov et al. claim that SGD with a high constant learning rate explores several possible high-performing solutions rather than converging to a single optimal solution. Therefore, the primary strategy of SWA is to average the weights obtained via SGD with a constant learning rate and obtain a more generalizable solution for unseen test situations. Note that training to convergence, usually with the Adam optimizer, is performed in advance of the aforementioned weight-collection process. SGD with a constant learning rate is then used for the further training of the deep NN, starting from the optimized solution through the pre-training. The varying weights over this second phase of the training process are then collected to obtain an average:

\[
w_{\text{SWA}} = \frac{1}{N} \sum_{n=1}^{N} w_n,
\]

where \( N \) is the number of total epochs in the second training. SWA has successfully been utilized for a wide range of applications and has produced competitive estimates of model-form uncertainty when compared to more traditional techniques such as Bayesian model averaging.

As an extension of SWA, Gaussian stochastic weight averaging (SWAG) was introduced by Maddox et al. to obtain a covariance of the weights in addition to a mean value obtained from the ensembles. Through this process, a Gaussian approximation could be constructed for the weights sampled near the convergence region. The main idea of SWAG-based UQ, summarized in figure 1, is to approximate a Gaussian distribution for each weight. This corresponds to assuming a joint distribution of all trainable parameters with diagonal-covariance structure. Once this distribution is approximated, samples can be made for each forward pass given input data to obtain ensemble estimates for mean and standard deviations of the target. Specifically, the average of the Gaussian distribution for the weights is given by \( w_{\text{SWA}} \) while its variance is computed by ensembling two types of variance: \( \Sigma_{\text{diag}} \) and \( \Sigma_{\text{low-rank}} \), such that an approximated posterior distribution is represented as \( \mathcal{N}(w_{\text{SWA}}, (\Sigma_{\text{diag}} + \Sigma_{\text{low-rank}})/2) \), as shown on the top-right panel of figure 1. SWAG-diagonal \( \Sigma_{\text{diag}} \), defined in Maddox et al., is composed of diagonal values for the covariance matrix of the weights over all the training epochs:

\[
\Sigma_{\text{diag}} = \text{diag}(\overline{w^2} - w_{\text{SWA}}^2).
\]
In contrast, $\Sigma_{\text{low-rank}}$ represents a variance of the weights during the last $L$ epochs of training:

$$
\Sigma_{\text{low-rank}} = \frac{1}{L-1} \sum_{i=1}^{L} (w_{N-L+i} - w_{\text{SWA}})^2,
$$

where $N$ is the total number of epochs and $L$ is a hyperparameter for SWAG. After obtaining a posterior distribution of the weights, we then perform a weight sampling to obtain new weights $w^*$ (shown as the orange dots in figure 1) from the distribution by taking a summation of the standard deviation of the weights and their mean value:

$$
w^* = w_{\text{SWA}} + \frac{1}{\sqrt{2}} \Sigma_{\text{diag}}^2 r_1 + \frac{1}{\sqrt{2}} \Sigma_{\text{low-rank}}^2 r_2,
$$

where $r_1$ and $r_2$ are randomly chosen from a Gaussian distribution $\mathcal{N}(0, 1)$ for each sampling. An average (a solution of SWAG, $y_{\text{SWAG}}$) and a standard deviation (confidence interval of the estimation, $\sigma_{\text{SWAG}}$) of the multiple estimations are then obtained as follows:

$$
y_{\text{SWAG}} = \frac{1}{n} \sum_{i=1}^{n} F(x; w^*_i),
\sigma_{\text{SWAG}} = \left[ \frac{1}{n-1} \sum_{i=1}^{n} (F(x; w^*_i) - y_{\text{SWAG}})^2 \right]^{\frac{1}{2}},
$$

where $n$ represents the number of models sampled from a posterior distribution.

2.2. Machine-learning models

SWAG relies on estimating weight distributions for arbitrary neural-network architectures. To demonstrate this, we consider two types of architectures: (i) MLP-CNN-based estimator [74, 75, 76] and (ii) CNN [14, 18, 77, 78]. These two examples have respectively been used for a broad range of fluid-flow approximations. We also compare these two models with a standard probabilistic neural network [79] which determines the uncertainty in the data. In what follows, we introduce the different architectures and their approximation tasks.

2.2.1. MLP-CNN-based estimator

We first consider a combination of multi-layer perceptron (MLP) [80] and convolutional neural network (CNN) [15] for a global-field-reconstruction task from sparse-sensor measurements. For our experiments, we first use data from a cylinder wake at various Reynolds numbers and then perform similar assessments for the DayMET dataset, as illustrated in figure 2 (top). Local sensor measurements (and Reynolds number for a cylinder-wake example) $q_{in}$ are fed into an MLP, and then the feature vectors extracted from it are given to the convolutional layers. This MLP-CNN-based estimator $F$ is trained to optimize weights $w$ minimizing the loss function arranged by the difference between a solution (target field) $q_{\text{Ref}}$ and an output of the model $F(q_{in})$ such that:

$$
w = \arg\min_{w} ||q_{\text{Ref}} - F(q_{in}; w)||_2.
$$

We use the $L_2$ error norm as a loss function. As introduced in the previous section, the Adam optimizer [69] is utilized for training to attain convergence, while SGD with a constant-learning-rate schedule is used to collect weights inside the machine-learning model.
Figure 2: Machine-learning models utilized in this study. In Sec. 3.1 (above), we demonstrate SWA-based UQ with an MLP-CNN-based global-field estimator. In Sec. 3.2 (below), a CNN is utilized for a far-field state estimation.

2.2.2. Convolutional neural network

A convolutional neural network [15] is also constructed for the estimation of cross-sectional data from two-dimensional sectional input of flows around a square cylinder at $Re_D = 300$ (which is the Reynolds number based on the free-stream velocity and the side length of the cylinder $D$) and urban-like obstacles, as illustrated in figure 2. Since there is no dimension reduction or expansion in this model, we use convolutional filter operations only to extract spatial features between input and output data without using pooling or upsampling operations [76]. A convolutional operation can be expressed as

$$q_{ijg}^{(l)} = \varphi \left( \sum_{f=1}^{F} \sum_{p=0}^{\Theta-1} \sum_{q=0}^{\Theta-1} q_{pqfg}^{(l-1)} \delta_{i+p-C,j+q-C,f} + b_{q}^{(l)} \right),$$

(7)

where $C = \lfloor \Theta/2 \rfloor$, $\Theta$ is the width and height of the filter, $F$ is the number of input channels, $g$ is the number of output channels, $b$ is the bias and $\varphi$ is an activation function. As activation function, we choose ReLU [81] which bypasses the problem of vanishing gradients. For training this architecture, weights $w$ are optimized to minimize the loss function between estimated and reference data $q_{\text{Ref}}$:

$$w = \arg\min_w ||q_{l_{\text{max}}} - q_{\text{Ref}}||_2,$$

(8)

where $q_{l_{\text{max}}}$ is an output of CNN at the last layer $l_{\text{max}}$. We use the Adam optimizer [69] for initial training before deploying SWAG.

2.2.3. Probabilistic neural network

For comparison to the present SWAG-based UQ which assesses model-form uncertainty, we consider the probabilistic neural network (PNN) [79], which estimates data
uncertainty. As mentioned in introduction, PNNs have been applied to reduced-order modeling and global-field reconstruction of fluid flows [55]. The aforementioned neural networks such as MLP and CNN are generally trained to obtain optimized weights \( w \) by minimizing a loss function. However, the output obtained through this deterministic fashion cannot provide information about the model-form uncertainty. In the PNN formulation, we are able to obtain the probability distribution of the estimations \( p(q_{out}|q_{in}) \). The PNN-based mapping can be expressed as \( F: q_{in} \rightarrow (\pi_1, \mu_1, \sigma_1, \pi_2, \mu_2, \sigma_2, ..., \pi_S, \mu_S, \sigma_S) \), where \( \pi_i \) is the mixing probability for each Gaussian component satisfying the condition \( \sum_{i=1}^{m} \pi_i = 1 \), whereas the mean \( \mu \) and the standard deviation \( \sigma \) determine a Gaussian probability distribution function \( \mathcal{N}(\mu, \sigma) \). The distribution function of PNN can be assumed as a linear combination of these Gaussian components such that:

\[
p(q_{out}|q_{in}) = \sum_{i=1}^{m} \pi_i(x)\mathcal{N}(\mu_i(q_{in}), \sigma_i(q_{in})).
\]

In the present study, the value of \( m \) is set to 1 following our previous work [55]. Note that care should be taken in choosing the loss function to utilize the full distribution of the estimation because the PNN outputs a distribution of the estimation \( p(q_{out}|q_{in}) \) instead of a target variable of \( q_{out} \). Hence, the cost function \( E \) for the PNN \( F(q_{in}; w) \) is given with regard to the average log-likelihood \( \mathcal{L} \) such that:

\[
w = \arg\min_w \mathcal{E}, \quad \text{where} \quad \mathcal{E} \equiv -\log \mathcal{L} = -\sum_{k=1}^{K} p(q_{out,k}|q_{in,k}) \log p(q_{out,k,t}),
\]

where \( k \) indicates each data point in training data and \( K \) represents the number of training samples. Note that maximizing the likelihood can be regarded as the equivalent operation to minimizing the cross entropy \( H(p(q_{out}|q_{in}), p(q_{out})) \). Our comparison of SWAG and PNN is performed for the cylinder-wake example.

3. Results and discussion

3.1. Global field reconstruction from sparse sensor measurements

3.1.1. Example 1-1: two-dimensional cylinder wake at various Reynolds numbers

We first consider the flow around a cylinder at \( Re_D = \{20, 40, 60, 80, 100, 120, 140, 160\} \) [53] to investigate the capability of SWAG-based UQ for flows at various low Reynolds numbers. The datasets are generated with a two-dimensional direct numerical simulation (DNS) by numerically solving the incompressible Navier–Stokes equations [82]. We use 3000 snapshots of the vorticity field \( \omega \) at each Reynolds number for training. The aim of the CNN-MLP model is to estimate the wake-vorticity field \( \omega \) from five vorticity sensors \( s \) located on the cylinder surface. Since a single model is trained for flows at eight different Reynolds numbers, the Reynolds number itself is also utilized as the supplemental input information for the model [76], such that the input of the present model is \( q_{in} = \{s, Re_D\} \in \mathbb{R}^6 \).

The estimated results with SWAG at various Reynolds numbers are shown in figure 3. The mean estimation of SWAG shows a reasonable agreement with the reference data. Notably, regions of large standard deviation show similar structures when compared to the wakes for each Reynolds number, which suggests that the model-form uncertainty
Figure 3: Mean and standard deviation of the estimated cylinder wake with SWAG and PNN. Sixteen sets of the weights are sampled from the approximated Gaussian distribution of the weights. The distribution is approximated with the weights obtained through SGD with its constant learning rate of $1.0 \times 10^{-3}$. The values underneath the contours represent the $L_2$ error norm, $\|q_{\text{Ref}} - y_{\text{SWAG}}\|_2 / \|q_{\text{Ref}}\|_2$.

Figure 4: Time-averaged vorticity profile estimated via SWAG-based approximation at $x/D = 11$ for each Reynolds number. The shaded region corresponds to the standard deviation over the epochs.
correlates with the unsteadiness of the flow field. Similar observations can be made from the averaged vorticity distribution in figure 4. For comparison, we also display the result from probabilistic neural network (PNN) in figure 3. Note that we subsample the flow field to reduce the size of the data to a quarter of the original DNS (i.e., coarsened in each direction) because PNN is configured in a fully connected manner, which is unsuitable for handling high-dimensional data. Similar to the reconstruction with the SWAG, the mean estimations are in agreement with the reference data for all considered Reynolds numbers. The distribution of standard deviation obtained through the PNN is also similar to that of the SWAG. Although both UQ methods capture the increase of uncertainty with $Re_D$, which associated with unsteadiness of wakes, implications of them are different with each other. While PNN concentrates on a probability distribution of the given data, a standard deviation of SWAG reflects the result of weight fluctuations around the end of the training. The standard-deviation estimates for both these techniques are complementary, with SWAG capturing the effect of (potentially) insufficient data and PNNs being useful for characterizing the inherent variation in the training data itself.

A comparison of computational costs between the PNN and the SWAG-based method is summarized in table 1. For this comparison, the training for each case is performed with 100 snapshots of cylinder wake at $Re_D = 100$ using a graphical processing unit (NVIDIA GeForce RTX 2080 Ti). Regarding the computational cost for training, PNN requires approximately seven folds longer computational time than the pre-training of MLP-CNN model. This is because a PNN is built in a fully-connected manner, which generally requires significantly larger amounts of the weights than a CNN model. Although the post-training of SWAG with SGD requires a longer computational time than the pre-training, it is still shorter than that of the PNN. Note that the computational cost for the evaluation of the SWAG-based method is longer than that for PNN since multiple estimations, i.e., $n = 16$ in this case, are required in obtaining the ensemble result. Therefore, the MLP-CNN model with SWAG-based learning requires approximately 75% of the computational cost from PNN in an overall sense, which indicates that the SWAG-based uncertainty quantification can be performed at a reasonable computational cost. However, we note that this figure may be affected by the choice of the model hyperparameters as well as...
Table 1: Comparison of computational costs between PNN and SWAG-based learning with a graphical processing unit (NVIDIA GeForce RTX 2080 Ti). As for the evaluation time for SWAG, the estimation is performed sixteen folds to obtain a multiple estimation where a single evaluation requires 0.849 seconds.

|                  | Training time (s) | Evaluation time (s) | Total (s) |
|------------------|-------------------|---------------------|-----------|
| PNN              | 1245              | 1.03                | 1246      |
| SWAG pre-training| 184               | –                   | 933       |
| post-training    | 735               | 0.849 s/fold×16 folds=13.6 |

Let us then investigate the sensitivity regarding the hyperparameters of SWAG in figure 5. We focus on two crucial parameters which may affect on the results of SWAG:

1. Learning rate $\eta$ of SGD during SWAG sampling:

   We can expect that SGD iterations with larger learning rates would explore a larger region of the loss surface, which may lead to an inaccurate approximation of the weight distributions. This would be due to the sampling of low-performing weights far away from the ‘good-regions’ of the loss surface. On the other hand, with a very small learning rate, it is difficult to sample weights that are sufficiently diverse while exhibiting good performance in the function approximation. Due to this trade-off at stake here, a proper selection of the learning rate $\eta$ is crucial for successfully performing SWAG-based UQ.

2. Frequency of weight sampling from the Gaussian distribution – $n$ in equation (5) –:

   After approximating a distribution for the weights, we can sample multiple sets of the weights and create multiple models, as expressed in equation (5). Since a mean and a standard deviation are obtained through those multiple estimations, we examine the convergence of the results with respect to the number of samples. We consider the combinations of three different learning rates $\eta = \{0.001, 0.005, 0.01\}$ and three different numbers of samples $n = \{16, 64, 128\}$ for the assessment in figure 5. The error bars in this figure indicate three repetitions of the SWAG experiment with different random seeds. Focusing on the influence of the learning rate in figure 5(a), the variation of the $L_2$ error is relatively low, i.e., $\epsilon \approx 0.03 - 0.04$, among the considered learning rates. On the other hand, a significant difference can be observed in a comparison of the standard deviation averaged in space and time $\bar{\sigma}$, as presented in figure 5(b). With the large learning rate, i.e., $\eta = 0.01$, the standard deviation is larger than that with the smaller rates, i.e., $\eta = \{0.005, 0.001\}$. This is likely because the SGD with the large learning rate explores a wider area of the loss surface as discussed above, which leads to the larger covariances for the fit distribution. In contrast, there is no significant difference for the number of samplings in terms of both the $L_2$ error and the standard deviation, as shown in figure 5. This indicates that some form of convergence has been reached and we may use 16 samples for our UQ estimation.

3.1.2. Example 1-2: DayMET data set

Although we demonstrated the applicability of SWAG for unsteady laminar wakes above, we should note that SWAG has a limitation associated with a multimodality of loss surface caused by a problem setting and data sets that users handle. To examine the limitation of the present scheme, we consider the DayMET data set [https://daymet.](https://daymet.)
Figure 6: Applications of SWAG to the DayMET dataset. Days are represented with $n_{\text{day}}$, where $n_{\text{day}} = 0$ is January 1st and $n_{\text{day}} = 364$ is December 31st. Results of the pre-training solution, SWAG with constant learning rate and SWAG with cyclical learning rate are presented, for both 4 and 8 sensors as input. The values underneath each figure represents the instantaneous $L_2$ error norm for each day.

The estimated temperature fields for representative snapshots are shown in figure 6. The best set of weights obtained through pre-training with the Adam optimizer can capture a seasonal temperature variation from four or eight sensors with relative $L_2$ error norms of approximately 20–25%. However, by applying the SWAG-based approximation, the estimation is worse than that with the original model with the $L_2$ error norms over 50% for both numbers of sensors. Moreover, despite the fact that the pre-training solution with eight sensors outperforms that with four sensors, the SWAG-based approximation exhibits the opposite trend, with higher error in the case with larger number of sensors. This behavior implies that the loss surface of this problem setting could not be properly

[ornl.gov](http://ornl.gov/) which provides the maximum daily temperature field across North America in the period 2000–2016. The CNN-MLP model aims to reconstruct a whole temperature field from four or eight randomly placed temperature-sensor measurements, which can be regarded as a difficult problem due to the high dimensionality of the system. We use the first 15 years for training, while the remaining is used for testing purposes. Hereafter, we do not consider the use of a standard PNN due to the computational limitation associated with its fully-connected structure, as mentioned earlier. Note that convolutional PNNs may be devised, with output channels devoted to predicted mean and variance estimates at each point of a structured grid; however, we leave this to a future study.
Figure 7: Loss surface of weights inside the present models for the cylinder-wake and the DayMET datasets. Training history of the weights is expressed with the darkest color representing the first epoch and the lightest color representing the last epoch. The histogram given for each axis on each contour represents the distribution of the weights.

Figure 8: An example of the cyclic-learning-rate schedule. (a) History of the learning rate and (b) validation loss for the DayMET data reconstruction with four sensors. Blue circles indicate the epochs with a minimum learning rate.
approximated with a Gaussian distribution.

To clarify an influence of the explored loss surface on the approximation of the weight distribution, we visualize the loss surface of each machine-learning model in figure 7. We randomly choose a weight \( w_1 \) and plot its history over training epochs against three other randomly-chosen weights \( w_2, w_3, \) and \( w_4 \). For comparison, the same analysis is also applied to the case with the cylinder wakes as an example of the successful Gaussian approximation. The weights basically distribute around the region with a relatively small validation loss, i.e., blue region in figure 7. A histogram of each weight shown aside the loss surface also indicates that the distribution of the weights concentrates on these regions. Moreover, we also find that a stability of the training procedure can be considered as an important factor for successfully performing SWAG. Since the validation loss gradually decreases and converges, a loss surface results in a ‘smooth’ surface, as shown in figure 7. This behavior helps the accurate approximation of a Gaussian distribution of the weights and leads to a scalable model-form uncertainty quantification.

In contrast, the training procedure becomes significantly unstable with the DayMET dataset and the loss surface exhibits multimodality, which was not the case in the cylinder wake. Especially with eight sensors, the validation loss fluctuates even at the end of the training procedure and the weights does not converge with a small validation loss. Furthermore, as observed from the loss surface among \( w_1 \) versus \( w_3 \) of the case with eight sensors, the histogram of the weights tends to be flatter than that of the cylinder case, which may lead to an inappropriate approximation of the central solution. These behaviors of the weight distribution hinder the accurate approximation of posterior distribution and generate a set of weights which cannot even perform the mean estimation properly.
This is a problem with SWAG when handling a high-dimensional nonlinear problem.

To overcome this issue, we consider applying a cyclical-learning-rate schedule \[68\], which was designed for the purpose of improving SWAG, instead of SGD having a constant learning rate. The learning rate linearly decreases from \(a_1\) to \(a_2\), where \(a_1 > a_2\), with its cycle step length with \(c\). We set the maximum learning rate to \(5.0 \times 10^{-5}\) and its minimum to \(1.0 \times 10^{-5}\), as shown in figure \(8\). As the training process proceeds, the learning rate decreases from \(a_1\) to \(a_2\) within five epochs and jumps to \(a_1\) at the next epoch. A history of validation loss for the case with four sensors is also shown under the history of learning rate in figure \(8(b)\). The weights at the blue circled epochs in figure \(8(b)\), where the iteration is performed with a minimum learning rate, are only adopted to approximate a posterior distribution of the weights because we can expect that it results in a small validation loss.

The estimated results with cyclical-learning-rate schedule are summarized in figure \(9\). For the case with four sensors, the result with cyclical learning rate outperforms that with
Table 2: Parametric influence on cyclical-learning-rate schedule for the DayMET data estimation. The $L_2$ error norm of the estimated fields $\epsilon = \|q_{\text{ref}} - y_{\text{SWAG}}\|_2 / \|q_{\text{ref}}\|_2$ are summarized.

| Constant learning rate | $\eta_{\text{max}}$ | $\eta_{\text{min}}$ | $c$ | $\epsilon$ (4 sensors) | $\epsilon$ (8 sensors) |
|------------------------|---------------------|---------------------|-----|------------------------|------------------------|
| Baseline               | $5.0 \times 10^{-5}$ | $1.0 \times 10^{-5}$ | 5   | 0.356                  | 0.567                  |
| Case 1                 | $5.0 \times 10^{-5}$ | $1.0 \times 10^{-6}$ | 5   | 0.505                  | 0.414                  |
| Case 2                 | $9.0 \times 10^{-5}$ | $1.0 \times 10^{-5}$ | 5   | 0.463                  | 0.542                  |
| Case 3                 | $5.0 \times 10^{-5}$ | $1.0 \times 10^{-5}$ | 9   | 0.382                  | 0.546                  |

constant one, with an $L_2$ norm approximately $20\%$ lower. Although the estimation error is still larger than the pre-training solution, the use of cyclical learning rate can be one of the candidates to mitigate the issue of unstable training procedure and improve the applicability of SWAG-based UQ on highly-sensitive problem settings.

However, it should be noted that the use of cyclical-learning-rate decaying does not show such a significant improvement for the case with eight sensors. This is likely because of the distribution of weights, as presented in figure [10]. The distribution of weights for the case with four sensors concentrates around the region with smaller validation loss at the end of the training, which leads to a better determination of a centered solution. On the other hand, an unsmooth multimodal surface can be observed for the case with eight sensors. Since the SGD with cyclical learning rate explores various optimal valleys of the multimodal loss surface, the centered solution of collected weights cannot find a better position and causes the inaccurate approximation of the weight distribution.

Furthermore, the choice of parameters for cyclical learning rate significantly influences the result of SWAG. In addition to the baseline setup (SWAG with cyclical decay in figure [9]), three cases are used to examine the robustness of the algorithm, as summarized in table 2. For these cases, three parameters of cyclical learning rate are considered: (i) a maximum learning rate $\eta_{\text{max}}$, (ii) a minimum learning rate $\eta_{\text{min}}$, and (iii) a cycle length $c$. Although an improvement in the estimation error can be observed for all cases compared to the result with constant learning rate, the results are significantly influenced by the parameter settings with their largest difference in the $L_2$ error norms of approximately $15\%$. The best case for each input configuration is also different to each other. Thus, although a customization of an optimization method, e.g., cyclical-learning-rate scheduling, can be one of the candidates to mitigate the issue, care should be taken depending on problem settings and parameter choices for optimization methods.

3.2. Estimation of far-field state from two-dimensional fields

3.2.1. Example 2-1: Three-dimensional square-cylinder wake at $Re_D = 300$

We now apply the SWAG method to far-field state estimation from sectional data using convolutional neural networks (CNNs). As the first example in this section, let us consider a three-dimensional square cylinder wake at $Re_D = 300$ [27]. A direct numerical simulation (DNS) is utilized to prepare the dataset. The immersed square cylinder is expressed with a penalization term [83] in the incompressible Navier–Stokes equations,

\[
\nabla \cdot u = 0, \quad (11)
\]

\[
\frac{\partial u}{\partial t} + \nabla \cdot (uu) = -\nabla p + Re_D^{-1} \nabla^2 u + \lambda \chi (u_b - u), \quad (12)
\]
where $\lambda$, $\chi$, and $u_b$ are the penalty parameter, the mask value (0 outside and 1 outside and inside a body) and the velocity inside the object (which is zero), respectively. The velocity vector $u = \{u, v, w\}$ and pressure $p$ are non-dimensionalized by the fluid density $\rho$, the length of one side of the square cylinder $D$, and the freestream velocity $U_\infty$. The computational domain has dimensions $(L_x, L_y, L_z) = (20D, 4D, 20D)$ and the time step is set to $\Delta t = 2.5 \times 10^{-3}$. We focus on the region around the body with size: $(12.8D, 4D, 4D)$, with the following number of grid points: $(\hat{n}_x, \hat{n}_y, \hat{n}_z) = (256, 160, 128)$. For more detailed setup of the data, we refer readers to Morimoto et al. [27]. We use 2,000 snapshots for both pre-training and the second training with SGD. The aim of the present CNN model is to estimate four $x-z$ cross sectional velocity fields at $y/D = \{0.2, 0.5, 1.0, 2.0\}$ from a velocity field at $y/D = 0.0$. A streamwise velocity field $u$ is utilized for both the input and output attributes.

The application of SWAG-based estimation and UQ for the square-cylinder wake is summarized in figure 11. As can be expected, the estimation error of the section at $y/D = 0.2$ (the one closest to the input section) reports the lowest error among the covered sections. Similarly, the standard deviation is also smaller at $y/D = 0.2$ and becomes larger with the wall-normal distance, i.e. at $y/D = 0.5, 1.0$ and 2.0. The consistency of the trend between the estimation error and the standard deviation implies that the model provides ‘well-calibrated’ uncertainty estimates, which is one of the strengths of SWAG compared to the other neural-network-based probabilistic approaches, as discussed by Maddox et al. [66].

3.2.2. Example 2-2: Flow in a simplified urban environment

Here, we examine the applicability of SWAG-based UQ to more practical and complex situations considering the turbulent flow through a simplified two-obstacle urban structure [67]. The dataset was obtained from the well-resolved large-eddy simulation (LES) by Torres et al. [67], who employed the spectral-element code Nek5000, which relies on a Gauss–Lobatto–Legendre (GLL) quadrature. The friction Reynolds number upstream of the first obstacle is around $Re_\tau = 280$ (based on 99% boundary-layer thickness $\delta_{99}$ and friction velocity $u_\tau$), and around 103 million grid points are utilized for discretization. A no-slip wall is considered at the bottom of the obstacles, i.e., $y = 0$, while a prescribed
freestream velocity (together with a homogeneous Neumann condition in $y$) is imposed at $y = 2$. The obstacles are located at $x = 0$ and 1.5, and their height is precisely the simulation length scale $h$. The region around the obstacles, i.e., $-2 < x < 5$, is extracted as training data for a machine-learning model, as illustrated on the left side of figure 12. The problem setting is similar to that of the square-cylinder wake example: the input is an $x-z$ plane of instantaneous streamwise wall-shear stress and the outputs are $x-z$ planes of streamwise velocity data at $y = \{0.25, 0.51, 0.76, 0.92\}$. We use 600 snapshots for training the model while 200 snapshots are utilized for the evaluation.

The mean estimates and standard deviations are shown in figure 13. The present CNN can estimate a far-field state with an $L^2$ error norm ranging from 0.15 to 0.24. Contrary to the case with the square-cylinder wake, the estimation performance becomes better with the sections farther away from the input section. This is because the complexity of the flow is reduced as the distance from the wall increases, with fewer large-scale features dominating the flow dynamics. A relationship between the mean velocity profile $\overline{u}$ (temporally and spatially averaged at each $x-z$ cross section) and the distance from the wall is summarized in figure 14. The mean velocity profile obtained from the estimations of SWAG shows reasonable agreement with the reference data. Moreover, the standard deviations of them are in a quite narrow range, i.e., under 1.0% of the reference value,
which implies that the SWAG-based estimation captures the spatio-temporal averaged value in a reasonable manner.

Furthermore, we also demonstrate the applicability of SWAG-based uncertainty quantification on low-dimensional variables for reduced-order modeling (ROM). Since ROM, e.g., based on proper-orthogonal decomposition (POD) \[84\] and autoencoders \[85, 86\], play a crucial role to analyze, predict, and also control a high-dimensional system in low-dimensional spaces \[87\], performing UQ on a latent space can also be regarded as an important extension of the method. As an example, we take the SWAG-based sample outputs and obtain low-dimensional representations in terms of modal content. We first perform POD for temporal snapshots of the mean estimation \( y_{SWAG} \) of SWAG as follows:

\[
y_{SWAG} = y_{SWAG,0} + \sum_i a_{SWAG,i} \phi_{SWAG,i},
\]

where \( y_{SWAG,0} \) and \( a_{SWAG,i} \) respectively represent a time-averaged field of the mean estimation and the temporal coefficients of the POD modes, respectively. We then use this set of basis functions to obtain coefficients for the SWAG predictions for each weight sample:

\[
\hat{a} = \hat{y}' \Phi_{SWAG}^T,
\]

where \( \hat{a} \in \mathbb{R}^{n_{\text{mode}} \times n_{\text{time}}} \) is a temporal-coefficient matrix and \( \Phi_{SWAG} = [\phi_{SWAG,1}, \phi_{SWAG,2}, \cdots, \phi_{SWAG,n_{\text{mode}}} ] \) is a matrix containing POD bases for each mode. Note that \( \hat{y}' \) represents a fluctuation component of \( \hat{y} \) which is associated with mean and standard deviation of the estimation, \( \hat{y} = y_{SWAG} + \sigma_{SWAG} \).

Time series of the estimated temporal coefficients (of the SWAG-predicted standard deviation) for the first eight dominant POD modes are presented in figure \[15\]. The uncertainty of the coefficients tends to become larger when the coefficient magnitudes increase. This is likely because a distribution of velocity components in the snapshots with larger coefficients is distanced from that of snapshots at \( a = 0 \), i.e., the mean flow, where a supervised-machine-learning model trained with \( L_2 \) minimization tends to perform better \[11\]. Although this demonstration is just an illustrative example, the uncertainty specific to modal content can also be assessed from the described method.
Figure 15: SWAG-based uncertainty quantification for POD coefficients of the estimated velocity field at $y = 0.25$.

4. Concluding remarks

In this study, we investigated the applicability of Gaussian stochastic weight averaging (SWAG)-based uncertainty quantification (UQ) for neural-network-based fluid-flow approximation. The present method particularly focuses on ‘model-form’ uncertainty, which characterizes the deficiencies in the training data in the context of deep neural networks. We demonstrated SWAG-based UQ considering two types of machine-learning models: (i) MLP-CNN-based global-field estimator from sparse-sensor measurements and (ii) CNN-based far-field state estimator. Through a global-field reconstruction task of cylinder wakes at various Reynolds numbers, we found that a distribution of weights can successfully be approximated from those collected during training with SGD. In addition, model-form uncertainty can be assessed via repeated sampling from this distribution. A case in which the method fails to perform adequately, i.e. the DayMET dataset, was also investigated. Analyses for this case also demonstrated that the distribution of the weights and the smoothness of the loss surface can provide insight into the suitability of SWAG for a problem setting, and indeed, the quality of a neural-network architecture, which strongly relates to a multimodality of the loss surface of weights. Investigations of the weight distributions reveal that deviations from a unimodal nature during the sampling phase led to insufficiently robust function approximation. Although results for this experiment were improved with a customization of the optimization method, care should be taken depending on both problem and parameter settings.

A far-field estimation task was also considered for the present demonstration with flows around a square cylinder and simplified-urban-environment geometry. We exemplified the characteristics of the well-calibrated SWAG, which showed a consistent trend for
estimation capability and extracting confidence intervals [66]. SWAG samples can also be combined with a modal-decomposition technique to analyze fluctuations with respect to coherent structures. When coupled with a POD-postprocessing technique, variations in different basis could be compared. Subsequently, such analyses may be used for balancing approximation and compression capabilities using deep learning. Future extensions of SWAG for deep learning in fluid dynamics will include utilizing uncertainty estimates for augmenting training data or for multifidelity function approximation and surrogate modeling.
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