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Modelling the process that a listener actuates in deriving the words intended by a speaker requires setting a hypothesis on how lexical items are stored in memory. This work aims at developing a system that imitates humans when identifying words in running speech and, in this way, provide a framework to better understand human speech processing. We build a speech recognizer for Italian based on the principles of Stevens’ model of Lexical Access in which words are stored as hierarchical arrangements of distinctive features (Stevens, K. N. (2002). “Toward a model for lexical access based on acoustic landmarks and distinctive features,” J. Acoust. Soc. Am., 111(4):1872–1891). Over the past few decades, the Speech Communication Group at the Massachusetts Institute of Technology (MIT) developed a speech recognition system for English based on this approach. Italian will be the first language beyond English to be explored; the extension to another language provides the opportunity to test the hypothesis that words are represented in memory as a set of hierarchically-arranged distinctive features, and reveal which of the underlying mechanisms may have a language-independent nature. This paper also introduces a new Lexical Access corpus, the LaMIT database, created and labeled specifically for this work, that will be provided freely to the speech research community. Future developments will test the hypothesis that specific acoustic discontinuities – called landmarks – that serve as cues to features, are language independent, while other cues may be language-dependent, with powerful implications for understanding how the human brain recognizes speech.
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I. Introduction

Understanding how humans process speech and, in particular, how listeners locate and identify words in running speech, is challenging, because the surface phonetic form of a word varies from one utterance to another. This variability arises from many different factors, including speaker-related characteristics, styles and emotions, noise, word context in the sentence, and others (Burki, 2018). Modeling these transformations in the acoustic properties of words and their timing is still an unmet challenge, even after many decades of strenuous research investigation in the field. Ironically, the relatively recent remarkable progress made in the field of automatic speech recognition by machines, that has led to the development of user-friendly products and applications available to all, has generated the illusional belief that technology has disentangled the mystery around language in both the cognitive systems that process it and the human brain mechanisms that serve these processes. Automatic speech recognition systems show steady improvements in recognition performance; The methods they adopt are based, roughly speaking, on statistical analyses and training on large databases, and take great benefit from the development of Machine Learning, Deep Learning, Deep Neural Nets, and advances in the field of data science addressing the analysis of massive datasets. As such, these systems take little advantage – or no advantage at all – of the knowledge gathered over many decades of research focused on theoretical development of phonology, articulatory phonetics and acoustic phonetics, as well as of extensive results obtained by experimental testing, and, critically, make no attempt to model human speech processing. As a result, this tangible advancement has not gone hand-in-hand with a progress in explaining how we human listeners manage to perform so well, even in the most challenging listening situations. The strong shift of focus and resources toward solutions-driven speech research, based largely on statistical analysis of very large speech corpora, has greatly benefitted the development of the technology. Regrettably, however, this has seriously slowed the expansion of our understanding of all that data as evidence for models of human speech processing. As a result, the data have not been applied to the task of explaining how listeners recover from the signal the information that is needed to perform the seemingly simple task of identifying one word vs. another. Despite the development of the technology and the results obtained, this aspect of spoken language is still veiled in mystery. Cognitive systems that process language and the human brain mechanisms that serve these processes are still poorly understood, and we are still far from a quantitative theory that explains the modifications of the acoustic properties of a word when pronounced in different contexts in running speech. The predicted
acoustic properties of a word may often be unavailable in the speech signal, due to the acoustic modifications that
the word undergoes and that shift it from a “citation form”1.

Consider the simple example of a word containing a vowel. As is well known, the acoustic parameters that are used
nowadays to characterize vowels can vary substantially from one speaker to another, and in particular among
speakers with long vocal tracts vs. speakers with shorter vocals tracts. As a consequence, a vowel may only show
part - or none- of the expected canonical properties, and may even end up resembling another vowel. A word may
then be missed, or misinterpreted as another word, if two competing words, forming a minimal pair that contrast
only by virtue of the distinction between these two vowels, are present in the lexicon. In the absence of a theoretical
understanding of how systematic variability arises, the statistical approach provides a solution.
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**Figure 1 – Model of Lexical Access**

The proposed framework focuses on developing a system that mimics the process by which human listeners
identify words in running speech, and in this way provides tools to better understand human speech
processing and representation. Modeling the process by which listeners formulate lexical hypotheses, based
on the analysis of an acoustic speech signal input, is in fact a crucial component of the entire human speech
perception process and of the lexical access process in particular. A model for lexical access, i.e. the systematic

---

1 In this paper we use the term ‘citation’ to refer to the way a word or sound is produced in a particularly clear context,
such as when a consonant or glide is produced in an intervocalic context before a stressed vowel, or when a vowel is
produced in prominent position in the intonational phrase. The acoustic cues that a speaker produces in such a
context have sometimes been referred to as ‘maximal’ or ‘standard’. We adopt the term ‘citation’, but do not intend
this term to signify that these citation form cue patterns are in any way to be preferred (or that other cue sets are
somehow undesirable), but rather that they enjoy a certain status as providing substantial evidence for the listener of
the features, phonemes and words intended by the speaker. It is also possible that citation cues, particularly landmark
cues, play a special role in defining the contrastive phonemic categories of human languages; as Stevens (1972)
proposed, their quantal nature may have shaped these categories during the evolution of human language. However,
these issues are beyond the scope of the current paper, and will not be dealt with further here.
specification of lexical hypotheses, can be pictured as composed of three fundamental blocks: a lexicon of words for a given language, a processor that extracts and codes the information from an incoming acoustic signal, and an estimator to link the latter with the former (see Fig. 1). In order to retrieve a word, the form in which the information is extracted from the acoustic signal must match the form in which lexical information is stored in the lexicon, i.e. in the memory of the speaker. We address the problem of human lexical access modeling, that is, the design of the three above systems that must communicate with each other, under the peculiar requirements characterizing human speech perception. These include e.g. its robustness to acoustic noise, to dialects, to individual speaker variations, to speaker-specific speaking styles, and to modifications typically introduced by the speaker in the acoustic pattern of a word in running speech, in particular at word boundaries, due to coarticulation effects by which neighboring sounds influence one another, as well as its location in the prosodic structure. Last but not least, the design should be language-independent; there is general agreement that the process that a listener actuates in deriving words intended by a speaker is universal, even though, at the same time, specific properties by which a speaker encodes lexical items, and that are extracted from the speech signal by a listener, may be in part language-specific. In other words, the way the human brain functions when accessing the lexicon of a certain language does not depend on the language itself, although, as we all know from experience, different languages are characterized by different properties and sounds, and, therefore, the information stored in memory, as well as the retrieved information from the acoustic signal, must reflect the specific properties of that particular language.

But how are lexical items represented in the lexicon residing in the human brain, that is, how are lexical items stored in memory? Modeling lexical access requires setting a hypothesis on how words are stored in the mental lexicon. Different theories have been proposed, reflecting different views and beliefs. The Gibsonian tradition, for example, postulates a direct connection from perception to action. This thinking has led to the proposal, in the speech field, that when a human perceives the sound pattern of a spoken utterance, the immediate reaction is to form an representation of how to produce it, and that the elements on which speech perception is based are the intended articulatory gestures of the speaker, represented in the brain as default motor commands (Liberman and Mattingly, 1985; Browman and Goldstein 1985, 1992; Galantucci et al., 2006), the gesture commands being the physical support for abstract phonetic concepts embodied in phonetic features. Since, due to coarticulation, vocal tract gestures temporally overlap in production, the resulting acoustic speech
signals are highly context-dependent; perceptual evidence indicates that listeners may recover discrete phonetic gestures from such context-dependent speech signals (Fowler, 2006). While this approach provided significant insights into how listeners make use of articulatory-based perceptual representations, mapping articulatory patterns extracted from acoustic signals, that reflect a large degree of phonetic variation, to lexical contrasts is still a challenging issue. This challenge is particularly acute when modifications observed in running speech are related to the speaker’s intended syntax and prosody, i.e. to the structural relationship among the words (Veilleux and Shattuck-Hufnagel, 1998; Moro, 2014), such as phrase final lengthening in English (Turk&Shattuck 2007 journal of phonetics and references therein) and gemination in Italian (Di Benedetto et al., 2021). Moreover, neuropsychological evidence indicates that patients with severe impairments in producing speech gestures are still capable of recognition (Mahon and Caramazza, 2005; Stasenko et al, 2013), which raises questions about the viability of the theory.

Opposed to the gesture approach is the theory of general auditory processing, in which the objects of speech perception are supposed to be purely auditory qualities. This approach suggests that listeners are sensitive to the auditory properties of phonetic events thanks to auditory processes underlying the perception of all sounds, with no requirement for special mechanisms in the perception of speech (Diehl and Kluender, 1989; Kingston et al. 2014). Some aspects of speech sound identification in the face of acoustic variation may be well explained by this approach, although this task only corresponds to the first phase of word identification, and also cannot explain experimental evidence for phonetic decisions dependent upon lexical status (Ganong, 1980).

An alternative approach that unifies articulatory, acoustics, and auditory evidence of human speech perception was proposed by Stevens (2002) in his model of lexical access from distinctive features. The hypothesis in Stevens’ model is that words are stored in memory as a hierarchical arrangement of linguistically-inspired distinctive features (Jakobson et al., 1952; Chomsky and Halle, 1968), characterized by correlates in both the acoustic and articulatory domains. Distinctive features assume binary values and describe the contrast between words. For example, the contrast between words “cut” vs. “gut” is described by one feature, reflecting voicing and called [stiff vocal folds], that defines the articulatory action in place when producing the word-initial consonant ([+stiff vocal folds] in “cut” vs. [-stiff vocal folds] in “gut”). On this view, the underlying features govern articulatory gestures and patterns, in order to produce the acoustic goals that signal the abstract
symbolic phonemic categories that specify words and distinguish one word from another. Understanding how these mechanisms are connected is at the core of Stevens’ model of lexical access from features, since this understanding ultimately provides the critical information that encodes words in the speech signal. The hierarchical organization of features (Clements, 1985) in Stevens’ model reflects the postulate that there exist primary stages in the perception, corresponding to the first phase of recognition by a listener, in which abrupt acoustic events - named landmarks - are detected. These landmark cues provide basic information about the sequence of a particular kind of features, i.e. those that do not specify any particular articulator in action during the production, and for this reason are called articulator-free features (Halle, 1992). Articulator-free features, also indicated as manner features (reflecting the general concept of “manner of articulation”), classify general classes of speech sounds such as vowels and broad classes of consonants. This set of features includes e.g. [consonantal], [sonorant] and [continuant]. Detecting the abrupt acoustic landmarks that signal the articulator-free features provides an initial estimate of the Consonant-Vowel structure of the utterance. The temporal area around each landmark is then further processed by the listener to extract acoustic cues to the features that are articulator-specific – called articulator-bound features – reflecting for example place of articulation (the feature [+anterior] vs. [-anterior] describes the position of the tongue blade constriction against the hard palate, for instance, while the feature [high] describes the height of the tongue body during the production of vowels). These articulator-bound features are also signalled by sets of individual acoustic cues which can vary with context (Huilgol et al., 2019).

The landmark model proposes an innovative vision and a radically different perspective with respect to basic assumptions underlying the design of current automatic speech processing and recognition systems. Current systems are based on short-term speech analysis, and operate by estimating time-domain and frequency-domain acoustic properties on a consecutive and regular frame basis, most often using a frame-synchronous time scale, with vectors of measurements extracted and analyzed at regular and clocked time intervals. The landmark theory offers a profoundly different understanding of what basic human speech processing mechanisms may look like. An illustration of the advantages of this approach is found in a recent article entitled “Acoustic landmarks contain more information about the phone string than other frames for automatic speech recognition with deep neural network acoustic model” (He et al. 2018). This paper reports improvement of recognition scores and reduction of computational complexity of a traditional statistically based classifier, when the concept of landmark is
introduced, highlighting the idea that certain privileged frames contain more information than others. This result suggests that modeling human speech perception may provide benefits for an engineering perspective. As a matter of fact, current speech recognition systems run in the cloud, because their high computation load would require unaffordable time and battery power to run on current mobile devices (He and Sainath et al., 2019); knowledge-based structural design may help to address this challenge. After all, humans are gifted with this remarkable species-specific ability to acquire any human language and master native language sounds within a year of their birth (Berwick and Chomsky, 2016); reverse engineering this process may prove to have a tremendous impact on both science and technology. Research based on Stevens’ approach, that leads to development of a speech recognition system that imitates the mechanism that human listeners employ when identifying words in running speech, may provide a framework to better understand human speech processing in both typical and atypical speakers, shedding light on the mechanisms that are disordered in clinical populations. So far, Stevens’ approach has been adopted in the Speech Communication Group of the Massachusetts Institute of Technology (MIT), where research activity is aimed at the development of a lexical access system for English (Stevens, 2002). In this paper, the first steps are taken toward applying this approach in Italian, which will be the first language beyond English to be investigated. Exploring a new language will provide insight into whether Stevens’ approach has universal application across languages, with implications for understanding how the human brain recognizes speech.

The paper is organized as follows. Section II provides a synthesis of the principles underlying Stevens’ model of Lexical Access, and includes a description of features and acoustic cues to features. Section III contains the description of the Lexical Access system developed for American English. The application of Stevens Lexical Access model to Italian is analyzed in Section IV, which contains a description of the set of phonemes that has been adopted, the proposed features for each phoneme, the Lexical Access corpus for Italian (LaMIT database) and its feature cue labeling. Future research directions and a proposed extension of the model are reported in Section V. Section VI summarizes the earlier sections and concludes the manuscript.
II. Stevens’ Lexical Access model

A theory of lexical representation and lexical access that integrates the knowledge available from the three disciplines of phonology, articulatory phonetics and acoustic phonetics, and takes advantage of their interrelationship, has been developed by Stevens at the Massachusetts Institute of Technology (1992, 1998, 2000, 2002, 2005). To the best of our knowledge no other proposed framework, nor single other approach, provides this wide and comprehensive view of human speech perception. The fundamental hypothesis in Stevens’ model is that words are stored in memory as a hierarchical arrangement of linguistically-motivated distinctive features (Jakobson et al., 1952; Chomsky and Halle, 1968), characterized by correlates in both the acoustic and articulatory domains. An excellent reason for using such a feature-based representation is that, when appropriately defined, acoustic properties manifested by a speech signal are in direct relation both to articulatory gestures and to features. The inventory of distinctive features was conceived to be universal (Trubetskoy, 1939; Jakobson et al., 1952), i.e. independent of any particular language, since it was designed to reflect fundamental acoustic-articulatory properties of the human production system. Each language makes use of that subset of features that best describe its language-specific contrasts.

Representing the speech signal of a particular utterance, which is a time-continuous and amplitude-continuous signal, in terms of a sequence of bundles of features involves translation into a discrete representation of the signal in both time and amplitude domains. This process leads to a fully discrete representation. For example, a word is represented as a matrix of “+” and “-” attributes of features. The feature model finds a justification beyond the linguistic classification for which features represent phonological contrasts, since changing the “+” or “-” value of a feature changes the phonological form of a word, which is then no longer associated with the same meaning. The mapping of articulatory dynamics (that evolve in a continuous domain) onto a feature representation (that is by essence discrete) is possible thanks to the quantal nature of speech, as theorized again by Stevens (1972). Stevens showed that a continuous-to-discrete transformation takes place when going from articulatory gestures to acoustic parameters, that is, a change in the configuration of an articulatory structure does not always lead to a change in acoustic parameters. That is, changes within certain ranges of the articulatory parameters may provoke very little change in the acoustics, while for other articulatory ranges the acoustic parameters are quite sensitive. In other words, the articulatory-acoustic relations are quantal. The quantal nature of speech provides, therefore, the theoretical basis for a discrete representation of the information contained in a given word.
But what about time domain, that is, where along the time axis should acoustic parameters be estimated in order to derive acoustic cues to features? Should they somehow be integrated over time? How does human speech perception deal with this interpretation problem? Does it either progressively provide intermediate measurements of cues to then provide at some point an interpretation of cues as evidence for features, or does it rather focus in particular instants of time where the acoustic signal carries particularly relevant information? An answer to these questions can be found in Stevens’ Lexical Access model (Stevens, 2002). This model reflects the postulate that there exist primary stages in the perception process, corresponding to the first phase of recognition by a listener, in which abrupt acoustic events - termed landmarks - are detected. In other words, perception does not proceed as a regular sequence of consecutive and systematic measurements over the acoustic signal, but rather is triggered by abrupt or salient acoustic events, i.e. the landmarks. As such, human perception mechanisms can be pictured as a typical hybrid system model (van der Schaft and Schumacher, 2000). In such a model, continuous dynamics describe the continuous operation of the peripheral auditory system, which is always in an awake state, and these continuous dynamics mix with discrete dynamics describing the disruption of regularities in a fully asynchronous manner. These disruptions provoke a change in the continuous system, by pushing it into a different mode of operation in which the system action is to actively perform measurements. Once the relevant information is extracted, the continuous system goes back to its awake but inactive state, waiting for the next trigger to switch again to the active measurement mode. Clearly, while in the awake inactive state, the continuous system does perform some kind of measurement in a continuous manner, since it must be able to detect the triggering event, as does a radio node of a wireless communication system.

According to Stevens’ model, these landmark cues provide basic information about the sequence of a particular kind of feature, i.e. those that do not specify any particular articulator in action during production, and for this reason they are called articulator-free features. Articulator-free features, which are roughly equivalent to manner features (reflecting the general concept of “manner of articulation”), classify general classes of speech sounds such as vowels and broad manner classes of consonants. Landmark detection provides, therefore, an initial estimate of the Consonant-Vowel structure of the utterance. The temporal area around each landmark is then further processed by the listener to extract acoustic cues to features that are articulator-specific – called articulator-bound features – reflecting for example place of articulation (for instance the feature [+anterior] vs. [-anterior] describing the position of the tongue blade constriction against the hard palate for instance, or the feature [high] describing
the height of the tongue body during the production of vowels). In summary, Stevens’ model reflects a hierarchically organized set of features (Clements, 1985).

As mentioned above, articulator-free features classify segments into broad classes, such as vowels and general classes of consonants. When pronouncing a vowel, the vocal tract is open and the air flows freely through the vocal tract. There is no significant narrowing of the vocal tract and this means that there is no significant pressure drop across any narrowing in the system above the glottis (supra-glottal airway). In contrast, consonants are produced by significantly narrowing the airway in the oral cavity. The effect on the acoustic signal of this very basic difference is that vowels are characterized by a much greater intensity of radiated sound than consonants, and by a higher value of the vocal tract first resonance, i.e. higher first formant frequency, due to a greater openness of the vocal tract. The production of consonants provokes discontinuities in the signal, at times that correspond to the consonant closure and the consonant release. The closure can be partial, as in continuant consonants, or complete, as in the production of obstruents, at least in citation form. Consonants typically differ from vowels by the presence of these discontinuities and also by the lower amplitude of the spectrum in the low and mid frequency regions.

As a matter of fact, a particular class of sounds – glides –, are described as neither vowels nor consonants, since they are characterized by reduced amplitude in the low and mid frequency spectrum regions compared to vowels, but this effect is obtained without generating a constriction. Glides are sometimes described as semi-vowels or semi-consonants, to express the above “mixed” behavior. In summary, the detection of acoustic cues to a sequence of articulator-free features provides an initial estimate of the structure of an utterance as a sequence of vowels, true consonants, and glides. The corresponding articulator-free features are [vowel], [consonant], and [glide]. In the case of consonantal segments, additional articulator-free features characterize the manner of articulation during the production, corresponding to: 1) the feature [continuant] (for example fricatives are [+continuant] since the closure is only partial, while stops are [-continuant] because closure is complete); 2) the feature [sonorant] (this feature is only specified for [+consonant] segments and is positive if there is no increase in pressure behind the consonant closure, as in nasals); 3) the feature [strident] (only defined for [+continuant] segments, to distinguish segments with a high amplitude in the higher spectral frequencies, that is much greater than that of adjacent vowels, i.e. the [+strident] segments, from segments that do not have this property).

---

2 Of course not all landmarks will be realized in all utterances but the hypothesis is that enough landmarks will be realized to enable accurate perception in context.
Regarding articulator-bound features, there are seven articulators that can be manipulated to produce phonetic distinctions of a language. These articulators activate during the production of the vowel-consonant-glide structure induced by the articulator-free features and are manipulated to produce contrasts corresponding to distinctive features of a language. Figure 2 shows the seven articulators and corresponding features as proposed in Keyser and Stevens (1994). The articulators are grouped into four sets: articulators in the oral cavity (lips, tongue blade and tongue body), articulators in the pharyngeal and laryngeal regions that control the shape of the [back half of the?] vocal tract (larynx, pharynx, and glottis), articulators that couple the nasal cavity (raising and lowering of the soft palate), and articulators that adjust the stiffness or slackness of the vocal folds, without affecting the shape of the vocal tract (vocal folds). A language uses a set of those articulator-free and articulator-bound features to express contrasts between words in its lexicon. Not all features defined in Fig. 2 are distinctive in fact in a given language, and the proposed set may not be exhaustive for all languages; it may need to be expanded.

![Articulators and Features Diagram](Image)

**Figure 2 -** The seven articulators and corresponding features proposed by Keyser and Stevens (1994).

In summary, Stevens’ Lexical Access model proposes an innovative perspective with respect to basic assumptions underlying the design of the human speech production and recognition systems. These systems are based on short-term speech analysis and operate by estimating time-domain and frequency-domain acoustic properties on a consecutive and regular frame basis, most often using a frame-synchronous time scale, with vectors of measurements extracted and analyzed at regular and clocked time intervals. The landmark theory offers a distinct perspective to what basic human speech processing mechanisms may look like. Most interestingly, very recent findings in the field of neurophysiology, obtained thanks to the tremendous advances in functional hemodynamic neuroimaging and electrophysiological methods, report evidence for a hierarchical feature representation in the Superior Temporal Gyrus (STG). In particular, Oganian and Chang (2019) report a specific area of the cortex of
the human brain, in the medial STG, that responds strongly to a specific characteristic of speech amplitude envelope: the acoustic onset edge, such as between a consonant and a vowel (as in “see”), or between a fricative consonant and a stop consonant (as in “spa”). This sensitivity to abrupt changes in the speech envelope provides strong support for Stevens’ landmark-based theory of speech perception, since landmarks are the abrupt acoustic changes that signal certain basic distinctive features of the speaker’s intended sequence of phonological categories, the articulator-free manner features. Moreover, evidence for a hierarchical feature representation in the STG has been documented based on direct cortical recordings (Chang et al. 2010). These findings support the hypothesis of an acoustic-phonetic representation of heard speech in the human brain, that follows a systematic organization consistent with models of human perception in which distinctions are primarily driven by manner contrasts. Thus these recent neurophysiological findings provide additional evidence and support for the landmark-based approach that is embodied in Stevens’ model (Mesgarani et al., 2014).

III. The American-English Lexical Access system

The Lexical Access system developed at MIT - for spoken English - over a span of more than 20 years, consists of a complex association of modules dedicated to different system functions, such as detection of landmarks, interpretation of specific features, and ultimately word recognition (Huigol et al., 2019). The detection modules are based on the definition of feature sets for vowels, consonants and glides, summarized here in Table I for vowels and glides, and Table II for consonants (Choi, 2012).

| IPA      | i ɪ iy ih | e ɛ ey eh | æ ae | a ɑ aa ao | o ɔ ow ah | u ʊ uw uh | ð ɹ d ɹ ex | æ æ ex | æ æ ex | aʊ au | aʊ ai | æ æ oi | h w j z l h w y r l |
|----------|-----------|-----------|------|-----------|-----------|-----------|-------------|---------|---------|------|-------|-------|-------------|-------------|
| Vowel Glide | + +       | + +       | + +  | + +       | + +       | + +       | + +         | + +     | + +     | + +  | + +   | + +   | + +         | + +         |
| Cons      |            |           |      |           |           |           |             |         |         |      |       |       |             |             |
| Son       |            |           |      |           |           |           |             |         |         |      |       |       |             |             |
| Cont      |            |           |      |           |           |           |             |         |         |      |       |       |             |             |
| Stiff     |            |           |      |           |           |           |             |         |         |      |       |       |             |             |
| Slack     |            |           |      |           |           |           |             |         |         |      |       |       |             |             |
| Spread    |            |           |      |           |           |           |             |         |         |      |       |       |             |             |
| Const     |            |           |      |           |           |           |             |         |         |      |       |       |             |             |
| Nasal     |            |           |      |           |           |           |             |         |         |      |       |       |             |             |
| Blade     |            |           |      |           |           |           |             |         |         |      |       |       |             |             |
| Body      |            |           |      |           |           |           |             |         |         |      |       |       |             |             |
| Lips      |            |           |      |           |           |           |             |         |         |      |       |       |             |             |
| Attr      | + -        | + -        | + -  | + -        | + -        | + -        | + -         | + -     | + -     | + -  | + -   | + -   | + -         | + -         |
| Ctr       |            |           |      |           |           |           |             |         |         |      |       |       |             |             |
| High      | + +        | - -        | + +  | - -        | + +        | - -        | - +         | - +     | - +     | - +  | + -   | + -   | - -         | - -         |
| Low       | - -        | + +        | - -  | - -        | - -        | + +        | + -         | + -     | + -     | + -  | - -   | - -   | - -         | - -         |

Table I – Standard feature sets for vowels and glides
A first step in analyzing a spoken utterance for lexical access is to detect all three types of landmarks: vowel landmarks, glide landmarks, and consonant landmarks. A second step is to extract the articulator-bound features based on acoustic cues that are evaluated around the landmarks. As noted above, vowel landmarks correspond to places in the signal where the amplitude of low-frequency regions in the spectrum is maximum, or where the first formant (F1) reaches its maximum, indicating a maximum opening above the glottis. Consonant landmarks correspond to places where abrupt discontinuities in the signal are observed, signaling constrictions and releases of
the oral vocal tract. Finally, glide landmarks correspond to minima in the low-frequency amplitude, adjacent to vowel landmarks, and signaling an extreme narrowing in the airway that is not constricted enough to cause an acoustic discontinuity.

Landmark detection was extensively analyzed, and in particular a consonant detection module was completed by Liu (1995, 1996), to identify the time at which constrictions are created and released. The detector also characterizes the landmark as [+sonorant], [+continuant] (as in fricatives), or [-continuant] (as in stops). A vowel detection module was proposed by Howitt (2000), operating on peaks in the low-frequency amplitude. Glide detection was addressed by Sun (1996), for the particular case of /w/ and /j/. Choi (1999) classified consonant voicing, and Lee and Choi (2008a,b) and Lee et al. (2011, 2012) classified place of articulation. More recently, acoustic landmarks have been used in automatic speech recognition systems (see Hasegawa-Johnson et al., 2005; Juneja, 2004, Kong et al., 2016).

According to the Stevens model, acoustic cues to articulator-bound features must in some way relate to articulatory gestures that are produced by the speaker to signal a contrast defined by a distinctive feature. Most important cues must reflect properties that are speaker-independent. Stevens (1998) reports an inventory of the acoustic parameters that provide evidence for relevant configurations and movements of the articulatory structures, and in particular:

1. Parameters that are related to the position of tongue body and to lip rounding
2. Parameters that signal within vocalic regions the presence of a velopharyngeal opening
3. Parameters that signal in the spectrum a rapid movement of the articulators, in particular tongue blade and lips
4. Parameters describing vocal-fold stiffness and in particular frequency of vibration at the glottis
5. Parameters that describe the state of the glottis in a vocalic region
6. Parameters describing the place of articulation during frication noise
7. Parameters that describe the state of the glottis when the supraglottal pressure is increased
8. Parameters that signal a velopharyngeal opening within constricted regions and during the nasal murmur
9. Parameters providing information on subglottal pressure
10. Parameters providing information about the distance in time between two landmarks

The first five categories correspond to temporal regions during an utterance where the vocal tract is not constricted, as in vocalic regions, and the sound source is at the glottis. Parameters in categories 6 to 8 refer to information
about the supraglottal and pharyngeal states in regions where there is a consonantal constriction. Parameters of category 9 signal the beginning and the end of a sentence, while parameters of category 10 are related to temporal characteristics of a sentence.

In the vicinity of vowel and glide landmarks, the acoustic parameters that should be considered are related to categories 1, 2, 4, and 5. In the vicinity of consonant landmarks, parameters should be measured in the adjacent vocalic regions (categories 1, 2, 3, 4 and 5) and in the constricted regions (categories 6, 7, 8). In the MIT system, both landmarks and parameters are referred to as acoustic cues to distinctive features.

IV. Application of Stevens' Lexical Access model to the Italian language

The American-English system is at the core of the initial work on this approach to lexical access, which forms the basis for the development of the Lexical Access system for the Italian language.

The LaMIT database (acoustic materials and labeling information) can be accessed freely at the following address: [http://acts.ing.uniroma1.it/project_lamit_database.php](http://acts.ing.uniroma1.it/project_lamit_database.php) under an open-source Creative Commons license.

IV.1 The adopted Italian phoneme set

We adopt the phoneme set proposed by Muljacic (1972) to represent the phonemes of the Italian language. Following Muljacic, this study considered all vowels monophthongs. The adopted phonemic classification was thus the seven vowels: /a/, /i/, /u/, /e/, /ɛ/, /o/, /ɔ/; the twenty-one consonants: /p/, /b/, /f/, /v/, /t/, /d/, /ts/, /dz/, /s/, /z/, /k/, /g/, /dʒ/, /tʃ/, /j/, /m/, /n/, /n̩/, /l/, /ʎ/, /r/; and the two glides: /j/ and /w/. Vowel-glide and glide-vowel segments were not treated as diphthongs and were instead assumed to contain two distinct phonemes. This set was enriched with consonants in their geminated form. As a matter of fact, most Italian consonants can be geminated, with the exception of a few such as /z/, although different views are expressed also regarding a particular subset of five consonants /ts, dz, f, n, ḳ/, about which contrasting views are found in the literature. Note that gemination is word contrastive in Italian, i.e. distinguishes between word pairs like “pala” (shovel) vs. “palla” (ball) – a property shared by few languages; an exhaustive analysis of lexical gemination carried out on a corpus of VCV vs. VCCV words can be found in (Esposito and Di Benedetto, 1999), (Di Benedetto and De Nardis 2021a), (Di Benedetto and De Nardis 2021b); a description of the corpus itself and information on how
to obtain it can be found in (Di Benedetto and De Nardis 2021c). In Italian, gemination may also be elicited by certain syntactic contexts, and in this case, it involves junction and adjustment between consonants occurring at word boundaries, giving rise to syntactic gemination (Raddoppiamento Sintattico). Recent studies (Di Benedetto et al., 2021) further investigated two opposite views on this issue, that is whether consonant gemination is the process by which a consonant is produced i) as two consecutive occurrences of a same phoneme, or, ii) as a stronger, longer (or sometimes indicated as more intense) version of the consonant. The study was carried out on the acoustic materials provided by the LaMIT database (fully described in Section IV.3) and was also motivated by questions raised during the development of the present framework; It proceeded in parallel to the development of the model presented in this paper. Evidence was found that in running speech, a geminated consonant is the result of the lexical doubling of single consonantal phonemes, rather than of intensifying the consonant. This was observed for both lexical and syntactic geminates. In the case of stop consonants, for instance, a substantial number of instances of double closures and bursts were observed, providing evidence for the presence of two consecutive consonants. Such double bursts were found in about 12% of instances of both lexical and syntactic geminates (Di Benedetto et al., 2021). On this basis, geminate consonants were considered in this study as two consonants, both for lexical and syntactic geminated consonants.

Based on the above observations, the finalized set of Italian phonemes is as shown in Table III, that also shows the “computer-friendly” ARPAbet notation of each Italian phoneme.

| IPA Phoneme | ARPAbet Phoneme | IPA Phoneme | ARPAbet Phoneme |
|-------------|-----------------|-------------|-----------------|
| /a/         | AA              | /k/         | K               |
| /e/         | EY              | /kk/        | KK              |
| /ɛ/         | EH              | /g/         | G               |
| /ɔ/         | OW              | /gg/        | GG              |
| /ɔ/         | AO              | /ɪ/         | T               |
| /i/         | IY              | /tt/        | TT              |
| /u/         | UW              | /d/         | D               |
| /l/         | L               | /dd/        | DD              |
| /l/         | LL              | /ʃ/         | F               |
| /ʎ/         | LH              | /fː/        | FF              |
| /ʎʎ/       | LHLH            | /vː/        | V               |
| /ɾ/         | R               | /vvː/       | VV              |
| /rr/        | RR              | /s/         | S               |
| /ʃ/         | Y               | /ss/        | SS              |
| /w/         | W               | /z/         | Z               |
IV.2 Feature sets of Italian vowels and consonants

The set of features defined for English served as an initial ground for defining features for Italian, whenever possible, and in particular for those segments that share, in Italian and English, common properties in terms of articulatory gestures involved during the production. The next task was to devise an original feature inventory for phonemes that are present in the Italian lexicon but not in English, i.e. /ʎ/, /ɲ/, /ts/, and /dz/. The phoneme /ɲ/, for example, bears almost all the features of /n/, but is articulated with the tongue body rather than the blade. Thus, it receives the features [+body] [-blade]. The phoneme /ʎ/ resembles /l/ but is more dorsal; accordingly, it is classified as [-ant] [+dist] and [-blade] [+body]. Like all dorsal phonemes, it is also classified by height: [+high] [-low] [-back]. Finally, the phoneme /dz/ resembles /ts/ but is voiced; it is assigned the same features as /ts/ but is [+slack] (while /ts/ is [+stiff]). Both /ts/ and /dz/ receive the same features as the English /dʒ/ and /tʃ/ except for the feature [anterior]: /ts/ and /dz/ are [+ant] while /dʒ/ and /tʃ/ are [-ant].

The proposed feature attributes for these phonemes are in line with Hayes (2009). Hayes’s registry of features aims chiefly to categorize the phonemes of every language by subsets of “natural classes”. Hayes’s “manner” features are analogous to Stevens’ “articulator free” features, while “place” features map on to “articulator bound” features.

As a side note, the Italian rhotic (/r/) is a coronal trill but may manifest as an allophonic flap or tap. It was not necessary to include /ɾ/ in this inventory because there are no lexical contexts in which an /ɾ/ to /ɾ/ lenition would occur paradigmatically; it is an idiosyncrasy of the speaker that may, however, be connected to vowel lengthening. Though Stevens does not include the features [tap] or [trill], /ɾ/ can be uniquely defined in relation to other coronal consonants using extant features.

In summary, Table IV shows the complete set of distinctive features of Italian vowels, glides, and consonants.

| Phoneme | Feature Attribute | Phoneme | Feature Attribute | phoneme | Feature Attribute |
|---------|-------------------|---------|-------------------|---------|-------------------|
| /n/     | N                 | /ʃ/     | SH                |
| /nn/    | NN                | /ʃʃ/    | SHSH              |
| /m/     | M                 | /tʃ/    | CH                |
| /mm/    | MM                | /tʃʃ/   | CHCH              |
| /ɲ/     | GN                | /dʒ/    | JH                |
| /ɲɲ/   | GNGN              | /dʒdʒ/  | JHJH              |
| /p/     | P                 | /ts/    | TS                |
| /pp/    | PP                | /tstʃ/  | TSTS              |
| /b/     | B                 | /dz/    | DZ                |
| /bb/    | BB                | /dzdz/  | DZDZ              |

| Table IV | Complete set of distinctive features of Italian vowels, glides, and consonants. |
Table IV – Distinctive features set for the Italian vowels, glides, and consonants

| Feature    | a | e | i | o | u | e | ɔ | j | w | p | b | t | f | v | t | d | s | z | k | g | dj | tf | f | m | n | p | l | ɕ |
|------------|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| Vowel      | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| Glide      | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + | + |
| Cont       | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Nasal      | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Body       | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Round      | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Ant        | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Dist       | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| LIP        | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| High       | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Low        | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Back       | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| ATR        | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| CTR        | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

IV.3 The proposed Lexical Access Italian corpus: the LaMIT database

A corpus of speech data for Italian was recorded, to form the LaMIT database. The LaMIT database will provide the speech community at large with a database of sentences uttered by several speakers, to serve as a reference database comparable to the TIMIT database (Garofolo et al., 1993), a widely used fully transcribed database for American-English that was created for training speech recognition software and consists of about 10 sentences uttered by over 600 speakers. A corpus that reflects the richness in phonemic representation in the language is essential to implementing and testing the Lexical Access model. Thus, similar in size to the LAFF sentences database created for the American-English language (Speech communication group (MIT), 2005), the LaMIT database includes 100 sentences, uttered by 2 male speakers (LDN and JV) aged 40 and 20, respectively, and 2 female speakers (MGDB and SB) aged 60 and 24, respectively, with 2 repetitions of each sentence. A recent study (Arango et al., 2021) that was carried out in order to finalize the LaMIT corpus, provided updated values of the phonemic frequencies; of particular interest is the fact that, unlike previous analyses of similar kind (for example
Busa et al., 1962) this study also reports frequency of occurrence for geminated consonants. Table V contains the phonemic frequency of the 30 Italian phoneme and of the 20 geminated Italian consonants. Based on the above data on frequency of occurrence, the LaMIT database was tailored so to reflect the typical frequency of occurrence of the different phonemes and of their geminated forms. Table VI reports the 100 sentences of the LaMIT database.

| Table V - Phonemic frequencies in LaMIT vs. Arango et al. (2021) - Left: frequency of each of the 30 IPA phonemes in singleton form; right: frequency of each of the 20 geminated IPA phonemes. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Phoneme | Frequency % | Phoneme | Frequency % | Phoneme | Frequency % |
| /a/ | 11.92 | /a/ | 1.85 | /a/ | 1.89 |
| /e/ | 10.07 | /e/ | 1.80 | /e| 1.87 |
| /i/ | 9.17 | /i/ | 1.16 | /i/ | 0.86 |
| /o/ | 8.71 | /o/ | 1.08 | /o/ | 1.13 |
| /u/ | 7.32 | /u/ | 0.86 | /u/ | 0.72 |
| /r/ | 6.42 | /r/ | 0.76 | /r/ | 0.72 |
| /l/ | 4.99 | /l/ | 0.74 | /l/ | 0.89 |
| /v/ | 4.29 | /v/ | 0.71 | /v/ | 1.03 |
| /s/ | 4.21 | /s/ | 0.38 | /s/ | 0.74 |
| /d/ | 4.21 | /d/ | 0.34 | /d/ | 0.29 |
| /k/ | 3.83 | /k/ | 0.06 | /k/ | 0.02 |
| /p/ | 2.88 | /p/ | 0.06 | /p/ | 0.12 |
| /z/ | 2.52 | /z/ | 0.04 | /z/ | 0.14 |
| /s/ | 2.47 | /s/ | 0.03 | /s/ | 0.02 |
| /j/ | 2.24 | /j/ | <0.01 | /j/ | 0.02 |

| Phoneme | Frequency % | Phoneme | Frequency % | Phoneme | Frequency % |
| /b/ | 1.09 | /v/ | 0.96 | /m/ | 0.08 |
| /n/ | 0.79 | /l/ | 0.08 | /d/ | 0.1 |
| /s/ | 0.53 | /v/ | 0.43 | /v/ | 0.03 |
| /t/ | 0.42 | /k/ | 0.31 | /k/ | 0.01 |
| /q/ | 0.24 | /b/ | 0.21 | /b/ | 0.12 |
| /y/ | 0.17 | /c/ | 0.21 | /c/ | 0.31 |
| /m/ | 0.17 | /a/ | 0.12 | /a/ | 0.12 |
| /b/ | 0.17 | /n/ | 0.14 | /n/ | 0.17 |
| /t/ | 0.15 | /l/ | 0.12 | /l/ | 0.12 |
| /s/ | 0.08 | /s/ | 0.12 | /s/ | 0.02 |
| /n/ | 0.08 | /n/ | 0.07 | /n/ | 0.02 |

| Table VI – Sentences of the LaMIT database |
|-------------------------------------------|
| 1. Il gatto della vicina è bianco peloso e pazzo |
| 2. Il giardino di mio capo è pieno di gladioli e di gnomi |
| 3. L’università italiana è un’istituzione pubblica dello stato |
| 4. Passeggieri volentieri a piedi nudi nella città vecchia |
| 5. Pietro non scappa fuggie a gambe levate con il cuore in fiamme |
| 6. Cosa ne penseresti di alzati presto e salutare il sole |
| 7. Quando Maria è in vacanza compra volentieri la settimana enigmistica |
| 8. Lo sguardo del tuo cellulare è graffiato e opacizzato |
| 9. All’imbrunire la cattedrale svetta nel cielo basso e uggioso |
| 10. Alcuni studenti dell’anno accademico corrente potranno laurearsi a luglio |
| 11. Due sorelle si aiutano se vanno d’amore e d’accordo |
| 12. La struttura precaria reso malgrado il forte vento |
| 13. Mandare caroline da città remote non è più di moda |
| 14. Discendi il Monte Bianco con gli sci e vivi un’esperienza unica e indimenticabile |
| 15. Prima o poi dovrai pur deciderti a leggere le opere di Niccolò Machiavelli |
| 16. Non potendo fare a meno del cioccolato pensò bene di privarsi della panna montata |
| 17. Che avventura meravigliosa quella di guardare gattoone un bebè |
| 18. “E’ pur si muove” disse il famoso scienziato rivolgendosi agli ingaggiatori |
| 19. Oggi piove a diritto governo ladro |
| 20. Riporre tanti sogni nel cassetto rinforza la fantasia del poeta |
| 21. Vent’anni di allenamento non furono sufficienti a chiudere la pinza |
| 22. Sentii un po’ di musica e vedi che ti passa la nostalgia dell’inverno |
| 23. I clienti della Banca devono attenersi alle regole stabilite dal contratto |
| 24. Apponi la firma in calce perché è necessario per rendere valida la transazione |

1. Impariamo a meditare giornalmente |
2. Si perde così tanto tempo a discutere del niente |
3. Si passa a piacere all’attenersi al cinema a vedere un film francese |
4. Son conti e programmi decisi all’ultimo momento |
5. Con Cristiana pratico ogni mercoledì |
6. Pensieri e parole cantavano la diva con voce suadente |
7. Aprile si esaurisce mentre arriva carico di promesse il mese di maggio |
8. Abbiamo trasmesso il giornale radio del mattino |
9. Il tempo previsto sull’Italia per questa sera non prevede temperature in aumento |
10. Pensavo che tu volessi fare solo uno spuntino |
11. Assicurati che non si dimENTICHI di scrivere alla zia |
12. Per salvarvi dobbiamo restare uniti |
13. Il mondo è nelle nostre mani |
14. Comportati educatamente a tavola |
15. Pare che sia rimasto solo per un colpo di testa |
16. La piccola peste vuole il cioccolato per calmarci |
17. Non morderò la spalla della nonna |
18. La carta non si manda se non sei una capra |
19. Il pavone beccò le foglie sul viso dello zoo |
20. All’improvviso si udi l’urlto del barbagianni |
21. Basta conti l’osso, i sugosti esagerati |
22. Non smettere di fantasticare ad occhi aperti |
23. Col vento in poppa attraverseranno il Mediterraneo in un soffio |
24. Voltati e renditi conto di quanta strada hai percorso |
25. Una tavola di te verde al giorno rinfresca la mente |
26. Scrivere questa lettera con la penna a sfera |
27. Che ne pensi di una fetta di torta |
28. Il cestino per la carta è sotto la scrivania |
25. I ragazzi della scuola religiosa fisceranno un appuntamento con il sindaco a tocco.
26. Se prendi in prestito un libro alla biblioteca godi del vantaggio di non dover acquistarlo.
27. La rappresentazione digitale delle immagini ha rivoluzionato la fotografia.
28. Addio all'imperatore giapponese abdichera oggi in favore di suo figlio.
29. Uno sciacme di api investe il bambino biondo costringendolo a buttarvisi giu dall'albero.
30. La ferrovia si snoda lungo il fiume seguendo un tracciato tortuoso.
31. Dopo aver letto molti libri Luca si rimise a studiare ancora per un po'
32. Se arrivi all'alba a Capri butta l'ancre e proseguì a nuoto.
33. Giorgio ha deciso di prendere i voti ma prima ha dovuto battezzarsi.
34. Che ne farai dei quaderni di storia?
35. Chiedi pure a tuo padre cosa ne pensa dell'anguria.
36. Mamma e papà ti vogliono bene.
37. Non poggiate il bicchiere colmo d'acqua sul pianoforte.
38. Con la bicicletta elettrica le salite sono una passeggiata.
39. Saluta la signora e fai l'inchi in pubblica.
40. I turni mutano: 'la folla lancia della matematica.
41. Mio nipote ama trovare soluzioni a problemi complessi.
42. Aggusa l'ingegno e progetta una radio intelligente.
43. Il giornaliero vende e invia riviste e oggetti turistici.
44. Il cane corse fonsensamente verso il padrone calmante le aiuole.
45. Il dolore sorgeva mentre la luna non era ancora tramontata.
46. Puoi accendere la radio a caso e sintonizzarti su qualsiasi frequenza.
47. Poi ci sono i rimedia naturali che sono più efficaci di tanti prodotti presenti in farmacia.

Following the hypotheses laid out above (see for example syntactic gemination) the set of sentences was phonemically transcribed as reported in Table VII. Note that syntactic doubling was annotated as well. Intervocalic /s/ was phonemically labeled as voiceless as suggested by Muljacic (1972).
10. Il djangò lajò vende e im'via ri viste 'e odi džettì tu' ristìgi
11. ‘Il kane kor se forssanna'mente vèrsi 'öl pa're na kon kalpes'tano 'le a' jwòle
12. ‘Il do're so'rjavja mentre 'la luna 'non 'era an kora tramon' tata
13. ‘Pw ai džlude rendre ‘la ra'djo 'a ka kaso 'e sìson_transaction džarì 'su kwal sia'sì fët' kwentssa
14. ‘Paj 'jì sì'onò 'l ri'medì nautù rali 'ke s'sonò 'pijì effì kadjì 'di 'tantì pro' dotti pre' sentì 'in farmà' tìia
15. Impa'jamo 'a mmemedì rije džoràl' mente
16. ‘Si 'përde ko' sì 'tantò 'tempo 'a ddis' kutere 'del' njente
17. Sta' serra an'dre'mo 'al' şiñema 'a vee dere 'un' film fra'ñese
18. 'Sono 'belli 'i pro' gramì'mi de 'fìjì 'aflìutìmo mo' mènto
19. ‘Kon kris tijana 'pratìko' joga 'oyjì merkole di
20. Pen' sìjere 'e ppa'rale kan' kava 'la' dīva' kon 'vojfe su' dente
21. A' prile 'sì esaw'rijfe mentre ar' riva' karikò 'di pro mese 'il' mese 'di' m ajudjo
22. Ab bjamò tress' messo 'il djeor' nale 'ra'djo 'del mat' tino
23. ‘Il tempo pre' visto 'sull' aljaja 'per' kwesta' sera 'non pre'vede tempera'ture 'in' aw' mento
24. Pen' savò ke tu vo'lesi 'fare 'solo 'uno spun' tino
25. Assiku' rati 'ke n'non 'si dimenti' kuno 'di 'skrivere 'alla' tisja
26. ‘Per sa' vanjì dob'bjamo res' te' u' nitì
27. ‘Il mondo 'e n' nelle 'rostrè 'mani
28. Kompor' tati edukata'mente 'a t tavola
29. ‘Pare 'ke s'sia ri masto 'solo 'per' un' kolpo 'di' testa
30. ‘La' pikkola' pèste 'wvo'le 'il' sufjì'o 'per' kal' marshi
31. ‘Non' mèrdere 'la' spalla 'della' nonna
32. ‘La' karta' non 'sì' manja 'se 'non' sajì 'una' kapra
33. ‘Il pa' vone beck'ka 'le fàxìe 'sul' vi'alè dello' djasso
34. ‘Sillimprovvi'zo 'sì 'u d' l'urlo 'del' barba' djanni
35. ‘Basta 'kon 'i fana' tìzimi esadje' rati
36. ‘Non' zmettere 'di' fantasì' kare' ad' 'skki a' partì
37. ‘Kòl' vjento 'ìn' poppa attra'ver sarono 'il' meditèr raneo 'in' un' soffjìo
38. ‘Voltàti 'e r renditi' konto 'di' kwanta' strada 'zàj per' korsò
39. ‘Una' tattìsa' di 'ts v verde' al' djorno rinfres' ka 'la' mènta
40. ‘Skrìve'ro' kwesta' lettera' kon 'la' penna' a' s fìera
41. ‘Ke 'ne' pensì 'di' luna' fëtta' di' torta
42. ‘Il' jìes' tino 'per' la' karta' stà s' sotò 'la skrivà nia
43. ‘Una' va' kantsa 'in' agriturizmo 'in' to'skana 'zà un' kasto ri dotto
44. ‘Sul' pari mentò 'del' sa'lone 'djàfì 'un' tap' peto 'per' sjano
45. ‘L'alberò 'dì' tjedo' e' s simbolò 'del' li bano
46. ‘Un' bìj' Ateto 'di' aw' gri akkom'panjà 'il' re' galo
47. ‘Tornerèstì a' la' kasa' 'à p' pejì
djanni
48. ‘Il' grano' sara' šèno 'non' kông'tëne' glutine
49. ‘Il' pàne' lìxvìta kwando 'la' luna' e' p pìnsa
50. ‘Stendì 'li' bu' kato 'al' 'sole' e' riss' parmi ener' djas
51. ‘Sotto' 'la' pija'tsta'shàfì 'un' te'saro
52. ‘La' ba' lenu' blu' nwota' 'ìn' soli' tarjò
53. ‘Servono' 'novvì di' ri di' jìʃ̀tì per' nila' tʃàre 'le' adzi' dzjìnde
54. ‘Kre' are la' vorò 'e' un' dòvere konstitùtsjjo nale
55. ‘Ma' kwasta' 'e' un' altra' stanja' su' k'jìjì 'si' indage'ra
56. ‘Si' al regola' mentò' 'ke' im'pone' limitì' alla' stupidità' ta
57. ‘La' balle' rìna' 'ìn' dossa' 'un' kos' tume' rasa' fragola
58. ‘Law' tòre 'si' mowò' kon' jol' tettsìa' nella' pa' lude' 'delle' pa' kale
59. ‘La' fa'jëta' djuesta' do' vrebbe' 'esse' aljenats' tsjone
60. ‘Rèsti' 'in' kollega' mentò' ke' risponde'ra' 'l' primo' opera' tore' libero
61. ‘Ve'jòamo' 'se' la' ris' postà 'e' kwella' djuesta
62. ‘Lavo'kado' 'krefjè' nej' pa' es' tropì kali
63. ‘Pèjè' fritto' 'e insa' lata' 'mità' gratstjè
64. ‘Favo'rije' 'un' kaf' fe' d' dopo' ŋëna' kol' didjëz' tivo
65. ‘La' fòlla' 'era' impats' tisìtì 'alla' vista' dellassas'sino
66. ‘Lej' kòl' mā' Aone' rosso' si' stìa' tsittò
67. ‘Mandjè' rebbe' volen' tʃjìri' 'un' fil' letto' 'di' bakka' 'la' k'kon' 'le' o' live
The LaMIT database includes, in total, 563 words that form the LaMIT lexicon. The list of words and their “computer-friendly” ARPAbet transcription is reported in Appendix 1.

IV.4 Labeling the LaMIT database

The individual acoustic cues to the features of the words in the LaMIT database were labelled according to the information described in the previous sections. Figure 3 shows an example of a labeled sentence (sentence #36, pronounced by male speaker LDN, first repetition). As shown, a Word tier contains the word segmentation for the sentence under consideration. The segmentation of the sentence into words was done manually by visually examining both the spectrogram and the waveform. Note that word segmentation is always approximate, since cues to preceding and succeeding words often overlap with the temporal extent of the target word. To correctly create the word tier, it was essential to grasp differences among vowels, glides and consonants, as well as the characteristics of the different types of consonants (stops, affricates, fricatives and nasals), in order to correctly associate words with the appropriate region in the waveform. Boundaries were inserted to mark the beginning and end of each word. All 800 sentences of the database were manually labeled in this way.

Figure 3 also shows the predicted LEXI phoneme tier. This tier was automatically generated by a computer program that reads from the Word tier, matches each word with its entry in the lexicon (see transcription in Appendix A), and uses the phonological specification in the lexical entry to output the predicted sequence of phonemes. As shown in Figure 3, the automatic program that generates the LEXI tier subdivides the word interval into phoneme intervals, and assigns a phoneme to each interval. Here we would like to make the same point as about words above, i.e. that there are no boundaries between phonemes in the signal. We use landmarks to estimate the onset and offset of words and phonemes, despite the fact that there is extensive overlap of cues. These linguistic constituents exist only in the mind of the speaker and the listener (and not in the signal). However, landmarks approximate the boundaries in a convenient way. The actual onset and offset of each phoneme are then manually adjusted, in a following labelling phase, as shown in Fig. 4 for the same example sentence.
Figure 3 – Labeling the LaMIT sentences. The figure shows the example of sentence #36 (see Tables VII and VIII) produced by male speaker LDN (first repetition), and in particular shows the waveform, spectrogram, word tier, and predicted phoneme tier (called the LEXI phoneme tier). This predicted phoneme tier is generated automatically, based on the LaMIT lexicon (see Appendix A): phonemic boundaries are manually adjusted as shown on Fig. 4.

Figure 4 – Example of manually adjusted boundaries for the phonemes of sentence #36, by male speaker LDN, first repetition (compare with not-yet-adjusted labels for the same sentence in Fig. 3).
The next step in the labeling process is to generate a modified LEXI phoneme tier, according to the actual manually detected and perceived phonemes in the sentence. For example, if a speaker pronounces an intervocalic /s/ as /z/, as most common in some Italian dialects, the modified LEXI tier will annotate /z/ rather than the predicted /s/.

Additional tiers contain information on relevant instants of time for the detection of cues to articulator-free and articulator-bound features, as listed in Section III. These include landmarks that identify abrupt acoustic changes associated with consonant closures and releases, as well as regions of maximum opening of the vocal tract, signaling vowels landmarks, annotated in the Landmark tier, and its associated modified Landmark ties. The “modified” tier contains, as for the modified LEXI tier, those landmarks that were actually manually detected in the sentence. Related to articulator-bound features, stand:

→ The Glottal tier: used to mark glottal sounds that originate from the manipulation of the air flow from the vocal tract (glottis)

→ The Nasal tier: used to mark nasal intervals

→ The Cplace tier: used to mark consonant intervals, i.e. formant transition closure, initial sound release, and formant transition release

→ The Vgplace tier: used to indicate properties of vowels, i.e. height, roundness, and locality.

Figure 5 shows the same sentence in Figs. 3 and 4, fully labeled; Figure 6 zooms on the first word of Fig. 5 to better show the different labels in the different tiers.
V. Proposed extension of the model and future research directions

A first and fundamental question that may be addressed is: which parts of the system are suitable for the introduction of the concept of inference – an absent concept in Stevens’ model – and for what reasons? How
does the introduction of inference impact the decision rules that lead to the recognition of words? We postulate that the physical layer of the system, that is that low-level processing of a speech signal toward the extraction of acoustic cues, is not statistical in nature. That is, the mechanisms that detect acoustic cues to distinctive features do not attempt to infer whether partial or incomplete information signals a feature or not, and therefore do not take any particular action when an acoustic cue — a landmark for example — is too weak to be detected or absent. In other words, these mechanisms do not attempt to estimate the probability of an event associated with a variable degree of physical evidence. To better explain this hypothesis, imagine the physical system at hand, i.e. the speech production system of a given speaker, producing multiple instances of the same word, under the same experimental conditions. No matter how similar these conditions may be, it is well known that no utterance can be perfectly duplicated, and therefore all instances will be different, although they all represent that same word intended by the speaker. In other words, the physically-produced acoustic signals corresponding to the multiple instances, although all different, carry information that is relevant to the listener, by adequately representing the abstraction of the word. That abstract representation is, in our view, the word’s description in terms of bundles of distinctive features. Suppose that now we manipulate these instances to produce what we call a “prototype” that can be then matched to the abstraction, by for example creating an average pattern from all the instances at hand. We know that the system under examination, a human speaker, will almost never be able to match this prototype. Modeling the system based on an average pattern, or any other pattern that attempts to merge the different instances, is an ill-based approach, since it attempts to model not the physical system itself, which will never produce the artificial pattern, but rather an artificial version of it. The information that all instances carry and that unifies them in a family representing the abstraction is what we define as cues to features. As suggested by Lindau (1985) in a study on /r/, there may be no unique physical property that group instances in the class of rhotics, but rather some kind of family resemblance (Wittgenstein, 1958) according to which pairs of elements in the class may resemble each other on one aspect, while other pairs on other aspects, although all members end up being connected within a certain number of degrees of separation.

Although the acoustic signal may contain all necessary cues to a given feature, it must transit through the auditory system from the basilar membrane up to the cortex, where it elicits the neural response that is then processed by the brain. The transport of information from one neuron to the next is achieved by
neurotransmitters, a kind of biochemical messenger (Friederici, 2017). The presence of some kind of “neuronal noise” may require statistical modelling to allow correct decoding and denoising under adverse neuronal noise conditions and to provide a model for robust cues detection in the brain. On another front stands the system that, from the set of possible lexical candidates derived from the extracted cues, takes a decision in favor of one entry from the cohort of candidate words, and by doing so completes the lexical access process. The cohort model (Marslen-Wilson and Welsh, 1978) suggests that this process may be sequential, shrinking the cohort as one goes through the sequence of phonemes. There seems to be at least one reason to propose that this system may operate according to statistical principles: in estimating the “best” candidate, the system must function according to a best hypothesis principle, following a Bayesian approach for example, and therefore perform a statistical estimation of what is the best candidate, based on a pre-defined similarity metric that should quantify the distance of candidates to reference patterns. There is a large literature on lexical similarity (see for example Andrews, 1992; Islam and Inkpen, 2008), but to our knowledge no study addresses the problem of defining a similarity metric that accounts for a hierarchical organization of distinctive features, so that some features count more than others. The question of whether the hierarchical organization of Stevens’ lexical access model reflecting articulatory gestures and a hierarchy of distinctive features is preserved when it comes to defining the perceptual distance between two lexical hypotheses, and of how to design a distance metric that infers a “best” lexical choice based on a hierarchically organized inventory of distinctive features, should be addressed in future work. Figure 7 shows a possible expansion of the Lexical Access schematic representation presented in Fig.1, to illustrate some proposed future research directions.

![Figure 7 – Proposed extension of the Lexical Access system](image)

VI. Conclusion
This paper has presented a model and framework for the design of a speech recognition system for the Italian language, based on Stevens’ model of Lexical Access (Stevens, 2002). After providing a synthesis of the founding principles of Stevens' model, the paper described the Lexical Access system developed for American English in the Speech Communication Group at the Massachusetts Institute of Technology (MIT). The hypotheses that were needed in order to apply the model to Italian were then discussed, addressing, in particular, the phonemic classification that was adopted, including adjustments that occur across word boundaries (such as syntactic doubling - a typical effect of Italian), the LaMIT corpus that was created accordingly, and the labeling process. The LaMIT corpus and labeling information is freely accessible (address: http://acts.ing.uniroma1.it/project_lamit_database.php) under an open-source Creative Commons license.

The forthcoming expected outcomes are:

1. The Lexical Access model has so far only been applied to American-English. Its application to a different language may lead to an understanding of the underlying universal language-independent aspects of the model. In particular, the model postulates the relevance of specific acoustic discontinuities - the landmarks - that correspond to categorized distinctive features (i.e. manner features). Are landmarks language-independent?

2. The development of an Italian speech recognizer based on detection of landmarks and other acoustic cues to distinctive features, and the possibility to provide open access to data and algorithms with the creation of a publicly accessible website, may lead to establishing a reference record for the speech community in Italy and abroad, based on the impact the research may provide in terms of supporting evidence for universal processes of speech perception.

Finally, future research directions were identified. In particular, understanding the role of inference in human speech perception may lead to a major advance in terms of principled modeling of lexical access and speech recognition systems. Moreover, it was suggested that modeling the effect of the transit of the information signal through the auditory system, from the basilar membrane up to the cortex, where it undergoes further neurocognitive process, may lead to cutting-edge contributions and pave the way toward the development of a conceptual model of neuronal processing of acoustic cues. The development and expansion of the lexical access system, based on the landmark theory that is described in this paper, is the fundamental and founding step toward the long-term goal of exploring how cues to features manifest in the brain, by conceiving and
carrying out specific neurophysiological experiments - thanks to collaborative research possibly ensuing from this work - that would lead to the consolidation of Stevens’ model and of our understanding of how humans understand speech.
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