SEMIORTHOGONAL DECOMPOSITIONS FOR BOUNDED DERIVED CATEGORIES OF GENTLE ALGEBRAS
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Abstract. We study semiorthogonal decompositions of bounded derived categories of gentle algebras and how they are manifested in the geometric model of these categories as constructed by Opper, Plamondon and Schroll in [18]. We prove that there is a one-to-one correspondence between such semiorthogonal decompositions and suitable cuts of the marked surface underlying the geometric model. Our main tool is the characterization of basis morphisms between indecomposable objects due to Arnesen, Laking and Pauksztello in [2].
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Introduction

Gentle algebras arose as generalizations of iterated tilted algebras of type $A$ in [3] and [4]. In representation theory, gentle algebras have been of interest mainly due to the fact that they form a rich, but sufficiently well-behaved class of algebras. However, gentle algebras appear naturally in many other areas of mathematics as well, a preeminent example being the field of homological mirror symmetry (for example, see [13]). Gentle algebras have been extensively studied, and their representation theory is well-understood.

Recently, bounded derived categories of gentle algebras have been a focus of substantial research activity that followed up on [7], which gave a characterization of their indecomposable objects: morphisms between these indecomposable were fully described in [2], their mapping cones were calculated in [9] and [10], and a geometric model for these derived categories has been established in [18] and used,
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among other things, to characterize silting objects thereof in [1] and give complete derived invariants in [17] and [1].

The geometric model has already proven to be a useful tool for finer study of bounded derived categories of gentle algebras as well: for example, silting objects therein and related notions are studied in [12] and [11] using specific ways to cut the marked surface underlying the geometric model. A very similar model has been also developed to study categories of modules over gentle algebras [5].

In this paper, we study semiorthogonal decompositions of bounded derived categories of gentle algebras. Semiorthogonal decompositions are a useful tool for understanding triangulated categories because they allow us to view an entire triangulated category as constructed from simpler subcategories; they are studied in algebraic geometry for the derived category of coherent sheaves on algebraic varieties (for example, see [16]), algebraic topology (where they are often referred to as Bousfield localizations, [15, §3]) as well as representation theory.

We show that, for gentle algebras, semiorthogonal decompositions of their bounded derived categories can be understood as suitable cuts of the marked surfaces in their geometric models, which can be understood as a partial converse to the results in [12] and [11].

Our main result is the following theorem:

**Theorem (Theorem 3.20)**. Let \( \Lambda \) be a gentle algebra. There is a one-to-one correspondence between semiorthogonal decompositions of \( D^b(\Lambda \text{-mod}) \) with arbitrarily many terms and proper sequences of good cuts of the marked surface associated to \( \Lambda \).

The strategy of proving this theorem is rather straight-forward. Firstly, we simplify the situation by studying only two-term semiorthogonal decompositions, and we formulate necessary conditions for approximations of the indecomposable projectives of the gentle algebras. In the geometric model, these necessary conditions are then showed to imply that the indecomposable of approximations of projectives yield a bipartite admissible dissection of the marked surface.

On the other hand, we show that each bipartite admissible dissection of the marked surface gives rise to a semiorthogonal decomposition of \( K^b(\Lambda \text{-proj}) \), but many such dissection give the same semiorthogonal decomposition. Therefore, we seek an invariant to distinguish between equivalent bipartite admissible dissections, and we find it in a way how the surface can be cut using the dissection. Using this invariant, called good cut, we establish that there is a one-to-one correspondence between semiorthogonal decompositions of \( K^b(\Lambda \text{-proj}) \) with arbitrarily many terms and proper sequences of good cuts of the marked surface. Subsequently, we prove that semiorthogonal decompositions of \( D^b(\Lambda \text{-mod}) \) are uniquely determined extensions of semiorthogonal decompositions of \( K^b(\Lambda \text{-proj}) \).

1. Preliminaries and conventions

In this section, we define semiorthogonal decompositions and gentle algebras, and, subsequently, we review some results on the bounded derived category of a gentle algebra and its geometric model that will prove useful in the following sections. We also set some conventions used throughout this text as adopted from [2].

1.1. Semiorthogonal decompositions. In this subsection, we give a definition of a semiorthogonal decomposition of a triangulated category, and we review some facts about them.

**Definition 1.1** (Right and left admissible subcategory). Let \( \mathcal{T} \) be a triangulated category and \( \mathcal{C} \subseteq \mathcal{T} \) be a full triangulated subcategory; we say that \( \mathcal{C} \) is right
admissible if the inclusion functor of \( C \) into \( \mathcal{T} \) admits a right adjoint. Similarly, \( C \) is left admissible if the inclusion functor has a left adjoint.

**Definition 1.2** (Semiorthogonal decomposition). Let \( \mathcal{T} \) be a triangulated category. Suppose that \( C_1, \ldots, C_m \) are full triangulated subcategories of \( \mathcal{T} \) and that \( \mathcal{T}_i \) is the smallest triangulated subcategory of \( \mathcal{T} \) containing \( C_1, \ldots, C_i \). If \( \mathcal{T}_m = \mathcal{T} \), \( C_i \) is right admissible subcategory of \( \mathcal{T}_i \) for all \( 1 \leq i \leq m \), and \( \text{Hom}_\mathcal{T}(C_j, C_i) = 0 \) for all \( 1 \leq i < j \leq n \), then we write \( \langle C_1, \ldots, C_m \rangle \), and we say that \( \langle C_1, \ldots, C_m \rangle \) is a semiorthogonal decomposition of \( \mathcal{T} \).

Before we recall some useful properties of semiorthogonal decompositions, we need to introduce some notation. Suppose that \( \mathcal{B} \) is a subcategory of a triangulated category \( \mathcal{T} \), we denote \( \mathcal{B}^\perp = \{ D \in \mathcal{T} | \forall B \in \mathcal{B} : \text{Hom}_\mathcal{T}(B, D) = 0 \} \) and, similarly, \( \perp \mathcal{B} = \{ D \in \mathcal{T} | \forall B \in \mathcal{B} : \text{Hom}_\mathcal{T}(D, B) = 0 \} \).

**Proposition 1.3** (Lemma 3.1 in [19]). Let \( \mathcal{T} \) be a triangulated category, and let \( C_1 \) and \( C_2 \) be full triangulated subcategories of \( \mathcal{T} \) such that \( \text{Hom}_\mathcal{T}(C_2, C_1) = 0 \). Then the following are equivalent:

(i) \( C_1 \) and \( C_2 \) generate \( \mathcal{T} \) as a triangulated category.

(ii) For every \( D \in \mathcal{T} \) there exists a distinguished triangle \( C_2 \rightarrow D \rightarrow C_1 \rightarrow C_2[1] \) with \( C_2 \in \mathcal{C}_2 \) and \( C_1 \in \mathcal{C}_1 \).

(iii) The inclusion functor \( i_1 \) of \( C_1 \) into \( \mathcal{T} \) has a left adjoint \( j_1 \), and \( C_2 = \perp C_1 \).

(iv) The inclusion functor \( i_2 \) of \( C_2 \) into \( \mathcal{T} \) has a right adjoint \( j_2 \), and \( C_1 = \perp C_2 \).

Moreover, \( i_{2j2} D \rightarrow D \rightarrow i_{1j1} D \rightarrow i_{2j2} D[1] \) is the distinguished triangle in (ii); these distinguished triangles are also functorial.

**Proof.** This is a variation of Lemma 3.1 in [3]. Although, the ideas behind it can be traced back as far as [2].

It can be observed that a semiorthogonal decomposition \( \langle C_1, \ldots, C_m \rangle \) can be viewed as a sequence of two term semiorthogonal decompositions \( \langle \mathcal{T}_i, \mathcal{C}_{i+1} \rangle \) of \( \mathcal{T}_{i+1} \), \( 1 \leq i \leq m - 1 \), where \( \mathcal{T}_i \) is the smallest triangulated subcategory of \( \mathcal{T} \) containing \( C_1, \ldots, C_i \).

For more facts on triangulated categories, we refer the reader to [14], for example. The reader may find more information on semiorthogonal decompositions in Chapter 10 therein.

### 1.2. Gentle algebras

In this subsection, we define gentle algebras, and, following [2], we establish some conventions for working with them.

**Definition 1.4.** Let \( Q = (Q_0, Q_1) \) be a finite connected quiver. In accordance with [2], we read paths in \( Q \) from right to left. A finite-dimensional bound path algebra \( \Lambda \cong kQ / I \) is called gentle if:

(1) Each vertex \( x \in Q_0 \) is a source and a target of at most two arrows.

(2) For any arrow \( a \in Q_1 \) there is at most one arrow \( b \in Q_1 \) such that \( ab \notin I \) and \( c \in Q_1 \) such that \( ac \in I \).

(3) For any arrow \( a \in Q_1 \) there is at most one arrow \( b \in Q_1 \) such that \( ba \notin I \) and \( c \in Q_1 \) such that \( ca \in I \).

(4) The ideal \( I \) is generated by paths of length two.

For the reader’s convenience, we also follow the Convention 1.2 of [2]. If we denote the indecomposable projective left \( \Lambda \) corresponding to a vertex \( x \in Q_0 \) as \( P(x) \), then we can observe that there is bijection between paths from \( x \) to \( y \) that do not lie in \( I \) and canonical basis elements of \( \text{Hom}_\Lambda(P(y), P(x)) \) (given a path \( p \) from \( x \) to \( y \) in \( Q \) and not in \( I \), we have a map from \( P(y) \rightarrow P(x) \) that maps \( u \), a path
from $y$ in $Q$, to $up$). Therefore, by abuse of notation, we identify a path $p$ from $x$ to $y$ in $Q$ and not in $I$ with its corresponding basis element of $\text{Hom}_\Lambda(P(y), P(x))$.

Following [2], we also assume that the ground field $k$ is algebraically closed. Finally, we identify $\text{D}_b(\Lambda\text{-mod})$ with the equivalent triangulated category $K^-\text{b}(\Lambda\text{-proj})$ of complexes of finitely generated projective $\Lambda$-modules bounded from the right with bounded cohomology. In the following text, $\Lambda = kQ/I$ will be a gentle algebra over an algebraically closed field $k$.

**Example 1.5 (A running example from [2]).** For future reference, in order to illustrate our subsequent definitions and results, we introduce here a particular example of a gentle algebra. This algebra is taken from one of our main sources, [2, p. 6], and it is given by the following quiver with the quadratic relations indicated by the dotted arrows.

![Quiver Diagram]

1.3. **Objects in the derived category of a gentle algebra.** In this subsection, we recall the combinatorial description of indecomposable objects in the derived category of a gentle algebra using homotopy strings and bands from Section 4 in [7]. We also draw on discussions of this combinatorial description in Sections 2 in [2] and [18].

This subsection is structured in a straightforward way: at first, we define the combinatorial objects (homotopy strings, homotopy bands, and infinite homotopy strings) used for the characterization of objects in $\text{D}_b(\Lambda\text{-proj})$, then we show how to construct corresponding complexes (string complexes, band complexes, and infinite string complexes), and, finally, we formulate the characterization theorem of [7].

At first, we consider formal inverses $a$ to arrows in $a \in Q_1$ such that $s(a) = t(a)$ and $t(a) = s(a)$. Also, we define that $a_i = a$ for all $a_i \in Q_1$. For a path $p = a_1 \ldots a_m$ in $Q$ with $a_1, \ldots, a_m \in Q_1$, the inverse path $p$ is defined as $a_m \ldots a_1$. Arrows in paths are composed from right to left as usual, that is $t(a_i) = s(a_{i-1})$ for all $1 < i \leq m$.

**Definition 1.6 (Walks and generalized walks; after discussion at the beginning of [7, Section 4]).** A walk $w$ is a sequence $w_n \ldots w_1$ where each $w_i$ is an arrow in $Q_1$ or an inverse arrow in $Q_1^-$ and where $t(w_i) = s(w_{i-1})$ for $1 < i \leq n$. Trivial walks corresponding to vertices $v \in Q_0$ are also allowed.

A generalized walk $w$ is a sequence $w_n \ldots w_1$ where each $w_i$ is a non-trivial path $p$ in $Q$ or an inverse thereof, $\overline{p}$ and where consecutive paths connect at endpoints, $t(w_{i-1}) = s(w_i)$ for $1 < i \leq n$. The inverse $\overline{w}$ of $w$ is defined naturally.

**Remark 1.7.** Given a walk or a generalized walk $w = w_n \ldots w_1$, we usually draw it, as in [2], in the form of a diagram

```
• ... w_n • ... • w_1 •
```

where the line segment labeled with $w_i$ stands for an arrow pointing to the right if $w_i$ is a path in $Q$, and to the left if $w_i$ is an inverse of a path in $Q$. Note that the arrows in such a diagram have the opposite orientation compared to the corresponding paths in the quiver $Q$. For instance, referring to Example 1.5, the
generalized walk \( w = efcbp \), where \( p \) is the path \( p = af \), is depicted by the diagram

\[
\bullet \rightarrow e \rightarrow f \rightarrow \bullet \rightarrow b \rightarrow \bullet \rightarrow af \rightarrow \bullet
\]

The reason for this peculiarity is that, following the conventions of \([2]\), our diagrams represent sequences of maps between indecomposable projective left \( \Lambda \)-modules corresponding to individual paths or their inverses in the walk, and such maps are given by right multiplication by the paths. In our particular example, the diagram of the generalized walk thus stands for

\[
P(4) \xrightarrow{-e} P(3) \xrightarrow{-f} P(0) \xrightarrow{-c} P(2) \xrightarrow{-b} P(1) \xrightarrow{-af} P(3).
\]

**Definition 1.8** (Homotopy letters and homotopy strings; [3, Subsection 4.1], [2, Subsection 2.1], [10, Definition 2.1]). A direct homotopy letter is a non-trivial path \( p \) in \( Q \) which is not contained in \( I \). An inverse homotopy letter is by definition the inverse \( \overline{p} \) of a direct homotopy letter \( p \). A homotopy letter is a common name for direct and inverse homotopy letters.

A (finite reduced) homotopy string \( w = w_n \ldots w_1 \) is a (possibly trivial) generalized walk such that:

1. it consists of homotopy letters \( w_i \), for \( 1 \leq i \leq n \);
2. if \( w_i \) and \( w_{i-1} \) are both direct or inverse, then \( w_iw_{i-1} \in I \) or \( \overline{w_iw_{i-1}} \in I \), respectively, for \( 1 < i \leq n \);
3. if \( w_i \) is direct and \( w_{i-1} \) is inverse or \( w_i \) is inverse and \( w_{i-1} \) is direct, then \( w_i \) and \( \overline{w_{i-1}} \) do not start with the same arrow or \( \overline{w_i} \) and \( w_{i-1} \) do not end with the same arrow, respectively, for \( 1 < i \leq n \).

**Definition 1.9** (Gradings and homotopy bands; [3, Subsection 4.1], [2, Subsection 2.2]). Let \( w = w_n \ldots w_1 \) be a homotopy string. We define a grading \( \mu \) on \( w \) to be a function \( \mu: \{0, \ldots, n\} \rightarrow \mathbb{Z} \) such that \( \mu(i-1) = \mu(i) + 1 \) if \( w_i \) is a direct homotopy letter and \( \mu(i-1) = \mu(i) - 1 \) if \( w_i \) is an inverse homotopy letter for all \( 1 \leq i \leq n \). We also denote by \( \overline{\mu} : \{0, \ldots, n\} \rightarrow \mathbb{Z} \) the function given by \( \overline{\mu}(i) = \mu(n-i) \), which is a grading on the inverse homotopy string \( \overline{w} \).

A non-trivial homotopy string \( w = w_n \ldots w_1 \) is called a homotopy band if:

1. its endpoints coincide, \( s(w_1) = t(w_n) \);
2. there exists a grading \( \mu \) on \( w \) such that \( \mu(0) = \mu(n) \);
3. \( w \) is not a proper power of another homotopy string;
4. one of \( w_1, w_n \) is direct and the other is inverse.

**Remark 1.10.**

1. Regarding homotopy strings and homotopy bands, we opted to for the terminology used in [2] and [10]. In [4], they are referred to as generalized strings and generalized bands.
2. As usual, we will consider natural equivalence relations on the sets of homotopy strings and homotopy bands. For homotopy strings, the equivalence \( \sim_{S_k} \) is given by identifying \( w \) and \( \overline{w} \). For bands, we define \( \sim_{B_k} \) by considering two homotopy bands equivalent if they differ only by cyclic rotation and possibly taking inverse. The equivalence relation extends in an obvious way to pairs \((w, \mu)\) where \( w \) is a homotopy string or band and \( \mu \) is a grading.

**Remark 1.11.** If we have a homotopy string \( w = w_n \ldots w_1 \) with a grading \( \mu \), we represent it using an unfolded diagram as in [2], which is just the diagram for the corresponding walk as explained in Remark [4], together with values of the function \( \mu \) above the vertices of the diagram:

\[
\begin{array}{cccccc}
\mu(n) & \mu(n-1) & \mu(1) & \mu(0) \\
\bullet & w_n & \cdots & \bullet & w_1 & \bullet
\end{array}
\]
A particular example using the homotopy string from Remark 1.7 is

\[
\begin{array}{cccccc}
2 & 1 & 0 & 1 & 2 & 3 \\
\bullet & \bullet & \circ & \bullet & \circ & \bullet \\
\end{array}
\]

If \( w = w_n \ldots w_1 \) is a homotopy band with a grading \( \mu \), its unfolded diagram by definition infinitely repeats both to the left and to the right. We usually also decorate the homotopy letter \( w_1 \) with a fixed scalar \( \lambda \in k^\times \), because this is an additional datum needed to define a corresponding one-dimensional band complex (see Definition 1.17 below):

\[
\begin{array}{cccccccccccc}
& & \mu(0) & & \mu(n-1) & & \mu(1) & & \mu(0) \\
\bullet & \bullet & \lambda w_1 & \bullet & w_n & \bullet & \ldots & \bullet & \lambda w_1 & \bullet & w_n & \bullet & \ldots \\
\end{array}
\]

In order to see a particular example, consider the band \( w = defcba \) for the gentle algebra from Example 1.5 (see [2, Example 2.3]). The corresponding unfolded diagram then reads

\[
\begin{array}{cccccccccccc}
3 & 2 & 1 & 0 & 1 & 2 & 3 \\
\bullet & \bullet & \circ & \bullet & \circ & \bullet & \circ & \bullet & \circ & \bullet & \circ \ldots \\
\end{array}
\]

If the underlying algebra \( \Lambda \) has infinite global dimension, we need to work with infinite homotopy strings in addition to homotopy strings and homotopy bands in order to describe all indecomposable objects in \( D^b(\Lambda \text{-mod}) \). Infinite homotopy strings arise from oriented cycles \( a_m \ldots a_1 \) in \( Q \) that have full relations, meaning that \( a_i a_{i-1} \in I \) for \( 1 < i \leq n \) and \( a_1 a_m \in I \).

**Definition 1.12** (Infinite homotopy strings; [7, Subsection 4.3 above Lemma 5], [2, Definition 2.6 and the following discussion]). Let \( w = w_n \ldots w_1 \) be a homotopy string such that \( w_n \) is direct (in particular \( w \) is non-trivial). We say that \( w \) is left resolvable if there exists a cycle \( a_m \ldots a_1 \) in \( Q \) with full relations and \( a_1 w \) is a homotopy string. Moreover, we call \( w \) primitive left resolvable if \( w \) is left resolvable, but \( w_{n-1} \ldots w_1 \) is not. The notions of right resolvability and primitive right resolvability are defined dually so that \( w \) is (primitive) right resolvable if and only if the inverse homotopy string \( \overline{w} \) is (primitive) left resolvable.

For \( w \) that is left resolvable with a cycle \( a_m \ldots a_1 \) in \( Q \) with full relations, we form a left infinite homotopy string \( \infty w \) by adding countably many copies of \( a_m \ldots a_1 \) to the left of \( w \) obtaining:

\[
\infty w = \ldots a_m a_{m-1} \ldots a_1 \ldots a_m a_{m-1} \ldots a_1 w_1 \ldots w_n.
\]

For a right resolvable homotopy string, we form a right infinite homotopy string \( w \infty \) in similar way. If a homotopy string is both left and right resolvable, we can also form a two-sided infinite homotopy string \( \infty w \infty \) by combining the two constructions.

**Remark 1.13.**

1. Infinite homotopy strings are not specifically named in [2], so we opted to the term used in [2] and [18], which is compatible with naming of homotopy strings and homotopy bands.

2. Every left infinite homotopy string \( \infty w \) is determined by a unique primitive left resolvable homotopy string \( w \). Analogously, every right infinite homotopy string \( w \infty \) is determined by a unique primitive right resolvable homotopy string \( w \), and similarly for two-sided infinite homotopy strings.

3. If \( w \) is left resolvable, any grading \( \mu: \{0, \ldots, n\} \to \mathbb{Z} \) uniquely extends to a grading \( \infty \mu: \{0, \ldots, n, n+1, n+2, \ldots\} \to \mathbb{Z} \) of the left infinite homotopy string \( \infty w \), and we can depict \( \infty w \) with \( \infty \mu \) in the form of an
unfolded diagram analogous to that of ordinary homotopy strings as in Remark 1.11. Analogous comments apply to right and two-sided infinite homotopy strings.

For instance, if $w = ad$ for the algebra from Example 1.3 with the grading $\mu: \{0, \ldots, n\} \to \mathbb{Z}$ such that $\mu(0) = 0$, then we can extend $w$ to $\infty w \infty$ and $\mu$ to $\infty \mu \infty: \mathbb{Z} \to \mathbb{Z}$ and draw $\infty w \infty$ and $\infty \mu \infty$ in the form of an unfolded diagram

\[
\begin{array}{cccccccc}
-2 & -1 & 0 & 1 & 0 & -1 & -2 \\
\sim \sim & a & \bullet & c & \bullet & b & \bullet & \cdots & d & \cdots & e & \sim \sim
\end{array}
\]

(4) We can define formal inverses of infinite homotopy strings or infinite homotopy strings with a grading in a natural way. If $w$ is a primitive left resolvable homotopy string, we put $\overline{w} = \overline{\infty w}$. Similarly, if $w$ is both primitive left and right resolvable, we put $\overline{\infty w} = \overline{\infty \mu \infty \mu \infty}$. That is, left infinite homotopy strings invert to right infinite homotopy strings and vice versa; whereas, inverting a two-sided infinite homotopy string produces yet another two-sided infinite homotopy string. We again define an equivalence relation $\sim_{\infty \mu \infty}$ on the set of all infinite homotopy strings as well as on the set of all pairs consisting of an infinite homotopy string and a grading, which identifies a (graded) infinite homotopy string with its inverse.

**Convention 1.14.** From now on we will always assume that homotopy strings, infinite homotopy strings, and homotopy bands are equipped with some grading (which may remain only implicit in some arguments).

**Definition 1.15** (String and infinite string complexes; [3, Definition 2], [2, Subsection 2.1]). To a homotopy string $w = w_n \cdots w_1$ or an infinite homotopy string $w$ with grading $\mu$ we associate a complex of projectives $P_{(w, \mu)}$ as follows:

- the projective module in cohomological degree $j$ is a (necessarily finite) direct sum of indecomposable projectives:
  
  \[
  \bigoplus_{\mu(i) = j} P(t(w_i))
  \]

  where $t(w_0)$ stands for $s(w_1)$ by convention if $w$ is finite or only left infinite;

- the differential is defined componentwise as follows: its only non-zero components are $P(t(w_1)) \overset{-w_1}{\longrightarrow} P(s(w_i))$ if $w_i$ is direct and $P(s(w_i)) \overset{-\mu}{\longrightarrow} P(t(w_i))$ if $w_i$ is inverse, for all indices $i$.

If $w$ is finite, call the resulting complex $P_{(w, \mu)}$ a string complex. If $w$ is infinite, we call it an infinite string complex.

**Remark 1.16.**

(1) If $w$ is a homotopy string, then clearly $P_{(w, \mu)} \in \mathbb{K}^b(\Lambda_{\text{proj}})$. If $w$ is infinite, then $P_{(w, \mu)}$ has finitely generated projective components, it is bounded on the right and has a bounded cohomology by [3, Lemma 5(1)]. Hence, up to quasi-isomorphism, we can consider $P_{(w, \mu)}$ as an object of $\mathbb{D}^b(\Lambda_{\text{mod}})$.

(2) Two string complexes $P(w_1, \mu_1)$ and $P(w_2, \mu_2)$ are isomorphic if and only if $(w_1, \mu_1) \sim_{\infty \mu \infty} (w_2, \mu_2)$. Two infinite string complexes $P(w_1, \mu_1)$ and $P(w_2, \mu_2)$ are isomorphic if and only if $(w_1, \mu_1) \sim_{\infty \mu \infty} (w_2, \mu_2)$. A string complex is never isomorphic to an infinite string complex. We refer to [3, Theorem 3] for details.

**Definition 1.17** (One-dimensional band complexes; [3, Definition 3], [2, Subsection 2.2]). To a homotopy band $w = w_n \cdots w_1$ with grading $\mu$ and a fixed scalar
\[ \lambda \in k^\times, \] we associate a complex of projectives \( B_{(w, \mu), \lambda, 1} \), where we consider the indices \( i \) of modulo \( n 
\):

- the projective module in degree \( j \) is a direct sum of indecomposable projectives:
  \[
  \bigoplus_{0 \leq i < n, \mu(i) = j} P(t(w_i)),
  \]
  in the same way as for string complexes;
- the differential is defined similarly to string complexes if the length of the string is \( n \geq 3 
\): its only non-zero components are \( P(t(w'_i)) \rightarrow P(s(w'_i)) \), where \( w'_i = w_i \) if \( w_i \) is direct and \( w'_i = \overline{w_i} \) if \( w_i \) is inverse, with the exception of \( i = 1 \) where the component is \( P(t(w'_i)) \rightarrow \lambda w'_i P(s(w'_i)) \);
- in the somewhat degenerate case \( n = 2 \), we necessarily have \( s(w_1) = s(w_2) \), \( t(w_1) = t(w_2) \) and the entire complex has two terms and is of the form
  \[
  P(t(w'_1)) \rightarrow (w'_1 + \lambda w'_i) P(s(w'_1))
  \]

We refer to such complexes as to one-dimensional band complexes.

Remark 1.18. For each homotopy band \( w = w_n \ldots w_1 \) with grading \( \mu \), a fixed scalar \( \lambda \in k^\times \) and \( n > 1 \), there are also indecomposable higher-dimensional band complexes \( B_{(w, \mu), \lambda, n} \in \mathbb{K}^b(\Lambda\text{-proj}) \). We refer to [1, Definition 3] and especially [2, Section 5] for a detailed account. As far as we are concerned, it is only important that for each \( w, \mu \) and \( \lambda \) and \( n \geq 1 \), we have a triangle in \( \mathbb{K}^b(\Lambda\text{-proj}) \) of the form
\[
B_{(w, \mu), \lambda, n} \rightarrow B_{(w, \mu), \lambda, n+1} \oplus B_{(w, \mu), \lambda, n-1} \rightarrow B_{(w, \mu), \lambda, n+1} \rightarrow B_{(w, \mu), \lambda, n}[1],
\]
where \( B_{(w, \mu), \lambda, 0} = 0 \) by convention if \( n = 1 \). In particular, if \( \mathcal{C} \subseteq \mathbb{K}^b(\Lambda\text{-proj}) \) is a full subcategory closed under extensions and summands, then \( B_{(w, \mu), \lambda, n} \in \mathcal{C} \) for some \( n \geq 1 \) and if and only if \( B_{(w, \mu), \lambda, n} \in \mathcal{C} \) for all \( n \geq 1 \).

Remark 1.19. The only non-trivial isomorphisms between band complexes are \( B_{(w_1, \mu_1), \lambda, n} \cong B_{(w_2, \mu_2), \lambda', n} \), where \( (w_1, \mu_1) \sim_{\mathcal{B}_\Lambda} (w_2, \mu_2) \) and \( \varepsilon = \pm 1 \), where the sign depends on whether the passage from \( w_1 \) to \( w_2 \) can be achieved only by a cyclic rotation or whether we need to pass to an inverse homotopy band as well.

There are no isomorphisms between band complexes and homotopy string complexes or infinite homotopy string complexes.

Finally, having defined all necessary notions, we can state the result of [7] that characterizes indecomposable objects of \( \mathbb{D}^b(\Lambda\text{-mod}) \) as string, infinite string, and band complexes:

**Theorem 1.20** (Characterization of indecomposables in \( \mathbb{D}^b(\Lambda\text{-mod}) \); [3, Theorem 3]). There are one-to-one correspondences between:

1. isomorphism classes of indecomposable objects of \( \mathbb{K}^b(\Lambda\text{-proj}) \) and isomorphism classes of string and band complexes;
2. isomorphism classes of indecomposable objects of \( \mathbb{D}^b(\Lambda\text{-mod}) \) which are not in \( \mathbb{K}^b(\Lambda\text{-proj}) \) and isomorphism classes of infinite string complexes.

### 1.4. Morphisms in the derived category of a gentle algebra

After having described the indecomposable objects in \( \mathbb{D}^b(\Lambda\text{-mod}) \), we focus on morphisms between them. In this subsection, we present a combinatorial description of morphisms, as given in [2].

We structure this subsection similarly to the previous one. We begin by giving a combinatorial description of certain distinguished maps between string, infinite string, and one-dimensional complexes, and we conclude by stating the main result.
of \cite{2} that gives a basis of maps between both in the category of complexes over A-proj and the bounded derived category $D^b(\Lambda\text{-mod})$ in terms of those special maps.

Before we define any maps between string, infinite string, and one-dimensional complexes, we note that by virtue of their definition we can describe the maps using their unfolded diagrams (cf. discussion at the beginning of Section 3 in \cite{2}). Suppose that $M$ and $N$ are string, infinite string, or one-dimensional band complexes and that $f: M \to N$ is a map of complexes between them. The map $f$ consists of maps $f^i: M^i \to N^i$; since we have defined $M^i$ and $N^i$ as direct sums of certain indecomposable projectives, $f^i$ can be thought of as a matrix of maps between them given by linear combination of paths between corresponding vertices in the unfolded diagrams of $M$ and $N$.

We note that there are examples of how maps between unfolded diagrams translate to maps between corresponding complexes throughout Section 3.1 in \cite{2}.

In accordance with \cite{2}, we omit the scalar $\lambda \in k^*$ for one-dimensional complexes from the unfolded diagrams to allow for more clarity in the definitions. However, the reader is encouraged to keep in mind that it is still implicitly present.

**Definition 1.21** (Single and singleton single maps; Definition 3.1 and 3.7 in \cite{2}). Suppose that $M$ and $N$ are string, infinite string, or one-dimensional band complexes and that $p$ is a non-stationary path in the quiver $Q$. Then the following configuration of unfolded diagrams:

\begin{align*}
M : & \quad \cdots \bullet \xrightarrow{m_{i+1}} \bullet \xrightarrow{m_i} \cdots \\
N : & \quad \cdots \bullet \xrightarrow{n_{i+1}} \bullet \xrightarrow{n_i} \cdots 
\end{align*}

gives rise to a single map from $M$ to $N$ if the following conditions are met:

- (L1) if $m_{i+1}$ is direct, then $m_{i+1}p = 0$;
- (R1) if $m_i$ is inverse, then $m_ip = 0$;
- (L2) if $n_{i+1}$ is inverse, then $pn_{i+1} = 0$;
- (R2) if $n_i$ is direct, then $pn_i = 0$.

The map is called *singleton single map* if it arises from one of the following four configurations (up to inverting one of the homotopy strings) that satisfy the conditions above:

(i)  
\begin{align*}
M : & \quad \cdots \bullet \xrightarrow{m_{i+1}} \bullet \\
N : & \quad \cdots \bullet \xrightarrow{n_i} \cdots 
\end{align*}

(ii)  
\begin{align*}
M : & \quad \cdots \bullet \xrightarrow{m_{i+1}} \bullet \xrightarrow{m_i} \cdots \\
N : & \quad \cdots \bullet \xrightarrow{n_i} \cdots 
\end{align*}

(iii)  
\begin{align*}
M : & \quad \cdots \bullet \xrightarrow{n_{i+1}} \bullet \xrightarrow{n_i} \cdots \\
N : & \quad \cdots \bullet \xrightarrow{m_{i+1}} \bullet \xrightarrow{m_ip} \cdots 
\end{align*}
The paths \( p, p_L \) and \( p_R \) are required to be non-stationary. Moreover, in cases (i) and (ii), if \( m_{i+1} \) is inverse, \( p \) is not an initial homotopy substring of \( m_{i+1} \) and \( m_{i+1} \) is not an initial homotopy substring of \( p \); in cases (i) and (iii), if \( n_i \) is inverse, \( p \) is not a terminal homotopy substring of \( n_i \) and \( n_i \) is not a terminal homotopy substring of \( p \).

Remark 1.22. In the unfolded diagrams above and also later in the text, we follow the convention that the arrows without specified direction, which are depicted as • • •, may stand also for a zero component. On the other hand, arrows indicated by • → • and • ← • must be non-zero.

The fact that the unfolded diagram possibly continues to the left, to the right, and in between is indicated by •, •, •, and •, respectively.

Remark 1.23. The last two conditions in the definition above guarantee two things: due to their first parts, the fact that the configurations (i) to (iv) for singleton single maps are disjoint, and, due to their second parts, non-existence of non-trivial chain homotopies to other single or double maps, so the maps of complexes are indeed singleton in their homotopy class.

Definition 1.24 (Double and singleton double maps; Definition 3.3 and 3.8 in [2]). Suppose that \( M \) and \( N \) are string, infinite string, or one-dimensional band complexes and that \( f \) is a non-stationary path in the quiver \( Q \). Then the following configuration of unfolded diagrams:

\[
M : \quad \bullet \quad \overset{m_{i+1}}{\longrightarrow} \quad \bullet \quad \overset{m_i}{\longrightarrow} \quad \bullet \quad \overset{m_{i-1}}{\longrightarrow} \quad \bullet \\
N : \quad \bullet \quad \overset{n_{i+1}}{\longrightarrow} \quad \bullet \quad \overset{n_i}{\longrightarrow} \quad \bullet \quad \overset{n_{i-1}}{\longrightarrow} \quad \bullet
\]

gives rise to a double map from \( M \) to \( N \) if the following conditions are met:

(C) \( p_L m_{i+1} = m_i p_R \);

(L1) if \( m_{i+1} \) is direct, then \( m_{i+1} p_L = 0 \);

(R1) if \( m_{i-1} \) is inverse, then \( m_{i-1} p_R = 0 \);

(L2) if \( n_{i+1} \) is inverse, then \( p_L n_{i+1} = 0 \);

(R2) if \( n_{i-1} \) is direct, then \( p_R n_{i-1} = 0 \).

The map is called singleton double map if it arises from the configuration that satisfies the conditions above and, moreover, there exists a non-stationary path \( p' \) so that:

\[
M : \quad \bullet \quad \overset{m_{i+1}}{\longrightarrow} \quad \bullet \quad \overset{m_i}{\longrightarrow} \quad \bullet \quad \overset{m_{i-1}}{\longrightarrow} \quad \bullet \\
N : \quad \bullet \quad \overset{n_{i+1}}{\longrightarrow} \quad \bullet \quad \overset{n_i}{\longrightarrow} \quad \bullet \quad \overset{n_{i-1}}{\longrightarrow} \quad \bullet
\]

Definition 1.25 (Graph maps; Definition 3.9 in [2]). Suppose that \( M \) and \( N \) are string, infinite string, or one-dimensional band complexes. Consider a maximal
overlap of the unfolded diagrams as follows:

\[ M : \quad \cdots \rightarrow \ell_p \rightarrow \ell_{p-1} \rightarrow \cdots \rightarrow \ell_2 \rightarrow \ell_1 \rightarrow m_p \rightarrow \cdots \]

\[ N : \quad \cdots \rightarrow \ell_p \rightarrow \ell_{p-1} \rightarrow \cdots \rightarrow \ell_2 \rightarrow \ell_1 \rightarrow n_R \rightarrow \cdots \]

It gives rise to a graph map from \( M \) to \( N \) if one the following endpoint conditions is met and one of dual endpoint conditions (RG1), (RG2), or (RG\( \infty \)) is met as well:

- **(LG1)** if \( m_L \) and \( n_L \) are both direct or both inverse, then there exists a non-stationary path \( f_L \) such that \( m_L = f_L n_L \) or \( n_L = m_L f_L \), respectively;

- **(LG2)** if \( m_L \) and \( n_L \) are neither both direct nor both inverse, then \( m_L \) is zero or inverse and \( n_L \) is zero or direct;

- **(LG\( \infty \))** both strings continue infinitely to the left: the diagram continues infinitely to the left with commuting squares in which its vertical maps are isomorphisms;

**Definition 1.26** (Quasi-graph maps; Definition 3.11 in [2]). Suppose that \( M \) and \( N \) are string, infinite string, or one-dimensional band complexes. Then a maximal overlap of the unfolded diagrams as follows:

\[ M : \quad \cdots \rightarrow \ell_p \rightarrow \ell_{p-1} \rightarrow \cdots \rightarrow \ell_2 \rightarrow \ell_1 \rightarrow m_p \rightarrow \cdots \]

\[ N : \quad \cdots \rightarrow \ell_p \rightarrow \ell_{p-1} \rightarrow \cdots \rightarrow \ell_2 \rightarrow \ell_1 \rightarrow n_R \rightarrow \cdots \]

gives rise to a quasi-graph map from \( M \) to \( N[1] \) provided that

- none of the endpoint conditions (LG1), (LG2), (LG\( \infty \)) (RG1), (RG2), or (RG\( \infty \)) holds,

- if \( p = 0 \) and both \( m_L \) and \( n_R \) are direct, then \( m_L n_R = 0 \),

- if \( p = 0 \) and both \( m_R \) and \( n_L \) are inverse, then \( m_R n_L = 0 \).

The quasi-graph map is represented by single maps from \( M \) to \( N[1] \) given by \( \ell_p, \ldots, \ell_1 \) and possibly also double maps arising from \( m_L, n_L \) and \( m_R, n_R \) (cf. Definition 3.12 in [2]).

**Remark 1.27.** The additional conditions in the last definition when \( p = 0 \) do not seem to be treated in the literature, but they are necessary to define the corresponding single map \( M \rightarrow N[1] \). Consider for example the quasi-graph map situation:

\[ M : \quad \cdots \rightarrow \ell_p \rightarrow \ell_{p-1} \rightarrow \cdots \rightarrow \ell_2 \rightarrow \ell_1 \rightarrow m_p \rightarrow \cdots \]

\[ N : \quad \cdots \rightarrow \ell_p \rightarrow \ell_{p-1} \rightarrow \cdots \rightarrow \ell_2 \rightarrow \ell_1 \rightarrow n_R \rightarrow \cdots \]

The corresponding map \( M \rightarrow N[1] \) is then represented for example by the following unfolded diagram, and this makes sense only provided that \( m_L n_R = 0 \):

\[ M : \quad \cdots \rightarrow \ell_p \rightarrow \ell_{p-1} \rightarrow \cdots \rightarrow \ell_2 \rightarrow \ell_1 \rightarrow m_p \rightarrow \cdots \]

\[ N : \quad \cdots \rightarrow \ell_p \rightarrow \ell_{p-1} \rightarrow \cdots \rightarrow \ell_2 \rightarrow \ell_1 \rightarrow n_R \rightarrow \cdots \]

**Theorem 1.28** (Basis of maps between string, infinite string, and one-dimensional band complexes; Proposition 4.1 and Theorem 3.15 in [2]). Suppose that \( M \) and \( N \) are string, infinite string, or one-dimensional band complexes. Then the following statements hold:
(i) graph maps, single maps, and double maps form a \( k \)-linear basis of the space \( \text{Hom}_{C(\Lambda-\text{proj})}(M, N) \);
(ii) graph maps, singleton single maps, singleton double maps, and quasi-graph maps form a \( k \)-linear basis of \( \text{Hom}_{D(\Lambda-\text{mod})}(M, N) \);

Remark 1.29. In light of the theorem above, we refer to graph maps, single maps, and double maps as to basis maps. A graph map is not homotopic to a scalar multiple of another basis map as proved in Subsection 4.4 in [2]. Proposition 4.8 in [2] illustrates that quasi-graph maps represent homotopy classes of homotopy non-trivial single or double maps (cf. Definition 3.12 [2]). The remaining homotopy non-trivial single and double maps are called singleton because they are not homotopic to any scalar multiple of any other basis map (cf. Remark 4.7 in [2]).

The study of morphisms including higher-dimensional band complexes can be essentially reduced to the one-dimensional case with some additional effort as shown in Section 5 in [2].

1.5. Geometric model of a derived category of a gentle algebra. There is an elegant geometric model of a derived category of gentle algebra developed by [13]; structure of the derived category is captured by curves on a marked surface and their intersections. In this subsection, we present the geometric model in a formalism of [1], which differs slightly from the one of [13] (and also for the essentially equivalent model [3] which was developed to describe the module category). Successively, we focus on several aspects of the geometric model, namely: marked surfaces and how they model gentle algebras, (graded) curves on the marked surface as models of objects in the derived category, morphisms between objects represented by intersections of curves, and representation of mapping cones in the geometric model.

1.5.1. Marked surfaces and their dissections.

Definition 1.30 (Marked surface; Definition 1.7 in [1]). Let \( S \) be the interior of a compact oriented open smooth surface with boundary \( \partial S \); let \( M = M_\circ \cup M_\bullet \) be a finite set of marked points on \( S \cup \partial S \) such that each connected component of \( \partial S \) contains at least one marked point and that \( \circ \)-marked points (elements of \( M_\circ \)) and \( \bullet \)-marked points (elements of \( M_\bullet \)) alternate on each connected component of \( \partial S \), and let \( P = P_\circ \cup P_\bullet \) be a finite set of marked points in \( S \) called punctures (similarly as for marked points, elements of \( P_\circ \) and \( P_\bullet \) are called \( \circ \)-punctures and \( \bullet \)-punctures, respectively). If \( \partial S \) is empty, it is required that both \( P_\circ \) and \( P_\bullet \) be non-empty. We refer to elements of \( M_\circ \cup P_\circ \) and \( M_\bullet \cup P_\bullet \) as to \( \circ \)-points and \( \bullet \)-points, respectively.

Definition 1.31 (\( \circ \)-arcs and \( \bullet \)-arcs; Definition 1.8 in [1]). A \( \circ \)-arc is smooth map \( \gamma \) from \((0, 1)\) to \( S \setminus P \) such that its endpoints, \( \lim_{x \to 0} \gamma(x) \) and \( \lim_{x \to 1} \gamma(x) \), lie in \( M_\circ \cup P_\circ \) and that \( \gamma \) is not contractible to an element in \( M_\circ \cup P_\circ \). The notion of a \( \bullet \)-arcs is defined similarly, with \( \circ \)-marked points and \( \bullet \)-punctures as their endpoints.

Definition 1.32 (Admissible dissection; Definition 1.9 in [1]). A collection of pairwise non-intersecting and pairwise different \( \circ \)-arcs \( \{\gamma_1, \ldots, \gamma_r\} \) on a marked surface \((S, M, P)\) is admissible if its arcs do not enclose a subsurface containing no punctures of \( P_\circ \), and with no boundary segment of \( S \) on its boundary. A maximal admissible collection of \( \circ \)-arcs is called an admissible \( \circ \)-dissection. These notions are used for \( \bullet \)-arcs in an analogous manner.

Remark 1.33. Throughout this text, the term admissible dissection stands for an admissible \( \circ \)-dissection.
Proposition 1.34 (Properties of admissible dissections; Propositions 1.11 to 1.13 in [1]). Let \( (S, M, P) \) be a marked surface, and let \( \Delta \) be an admissible dissection. Then the following statements hold:

(i) The number of \( \circ \)-arcs in \( \Delta \) equals \( |M_\circ| + |P| + b + 2g - 2 \) arcs, where \( g \) is the genus of \( S \) and \( b \) is the number of connected components of \( \partial S \).

(ii) The connected components of the complement of \( \Delta \) in \( S \setminus P \) are homeomorphic to either an open disk with precisely one \( \bullet \)-marked point on its boundary or to an open punctured open disk with no \( \bullet \)-marked point on its boundary and precisely one \( \bullet \)-puncture in the interior.

(iii) There exists, up to homotopy, a unique \( \bullet \)-admissible dissection \( \Delta^* \) such that each \( \circ \)-arc of \( \Delta \) intersects exactly one \( \bullet \)-arc of \( \Delta^* \).

Definition 1.35 (Algebra associated to an admissible dissection; Definition 1.2 in [1]). Let \( (S, M, P) \) be a marked surface, and let \( \Delta \) its admissible dissection. We set the algebra associated to the admissible dissection \( \Delta \), \( A(\Delta) \), to be the quotient of a path algebra of the quiver \( Q(\Delta) \) over \( k \) by the ideal \( I(\Delta) \) defined as follows:

- The vertices of \( Q(\Delta) \) are in bijection with \( \circ \)-arcs in \( \Delta \).
- There is an arrow \( i \to j \) of \( Q(\Delta) \) whenever \( \circ \)-arcs corresponding to \( i \) and \( j \) meet at the same \( \circ \)-marked point or \( \circ \)-puncture such that \( j \) immediately follows \( i \) the counter-clockwise order around the \( \circ \)-point (this means that there is no \( \circ \)-arc of \( \Delta \) with the \( \circ \)-point as an endpoint between those corresponding to \( i \) and \( j \)).
- The ideal \( I(\Delta) \) is generated by the following relations: \( i \to j \) and \( j \to k \) compose to zero if the \( \circ \)-arcs corresponding to \( i \) and \( j \) meet at the endpoint of the \( \circ \)-arc corresponding to \( j \) other than where the \( \circ \)-arcs corresponding \( \circ \)-arcs to \( j \) and \( k \) meet.

Theorem 1.36 (Correspondence between marked surfaces and gentle algebras; Proposition 1.21 in [1]). There is a bijection \( [(S, M, P), \Delta] \to A(\Delta) \) between the set of homotopy classes of marked surfaces \( (S, M, P) \) having no \( \circ \)-punctures (\( P_\circ = \emptyset \)) with an admissible dissection \( \Delta \) to the set of isomorphism classes of gentle algebras over \( k \).

1.5.2. Models of objects in the derived category. Henceforth, we assume that the marked surface \( (S, M, P) \) has no \( \circ \)-punctures, in other words \( P_\circ = \emptyset \).

Definition 1.37 (\( \circ \)-infinite arc; after Definition 1.19 in [18]). Let \( (S, M, P) \) be a marked surface. An \( \circ \)-infinite arc is a smooth map \( \gamma \) from \( (0, 1) \) to \( S \setminus P \) such that:

- \( \lim_{x \to 0} \gamma(x) \in M_\circ \) and \( \lim_{x \to 1} \gamma(x) \in P_\bullet \) (i.e. it goes from a \( \circ \)-marked point to a \( \bullet \)-puncture) or
- \( \lim_{x \to 0} \gamma(x) \in P_\bullet \) and \( \lim_{x \to 1} \gamma(x) \in P_\bullet \) (i.e. it goes from one \( \bullet \)-puncture to another).

Remark 1.38. The arcs are called infinite because of the they can be for various purposes more appropriately viewed as not really ending in \( \bullet \)-punctures, but rather infinitely wrapping around these \( \bullet \)-punctures in the counter-clockwise direction.

Definition 1.39 (Graded arcs and closed curves; Definition 2.4 in [1] and Definition 2.10 in [18]). Let \( (S, M, P) \) be a marked surface, and let \( \Delta \) its admissible dissection. Suppose that \( \gamma \) is a \( \circ \)-arc, \( \circ \)-infinite arc, or closed curve in \( S \setminus P \). We assume that \( \gamma \) intersects the arcs of \( \Delta^* \) minimally and transversally. A grading \( f \) on \( \gamma \) is a function \( f: \gamma \cap \Delta^* \to \mathbb{Z} \), where \( \gamma \cap \Delta^* \) is the totally (if \( \gamma \) is an arc) or cyclically (if \( \gamma \) is a closed curve) ordered set of intersections of \( \gamma \) with the \( \bullet \)-arcs in \( \Delta^* \). The grading \( f \) must satisfy the following condition: assume that \( q \) succeeds \( p \) in \( \gamma \cap \Delta^* \); then \( \gamma \) enters a disk enclosed by \( \bullet \)-arcs in \( \Delta^* \) and a segment of \( \partial S \) at \( p \) and leaves it at \( q \).
there is a single ◦-point (cf. Proposition 1.3.1(ii) above for admissible •-dissections) in the disk or on its boundary, and \( f(q) = f(p) + 1 \) if the ◦ lies to the left of \( \gamma \), or \( f(q) = f(p) - 1 \) otherwise.

Remark 1.40. As it is remarked in [18] (Remark 2.11), grading of ◦-arc, ◦-infinite arc, or closed curve, if it exists, is fully determined by its value at a single intersection, and ◦-arc and ◦-infinite arc can always be equipped with a grading.

Theorem 1.41 (Correspondence between objects of \( \mathbb{D}^b(A(\Delta)\text{-mod}) \) and graded arcs and closed curves; Theorem 2.12 in [18]). Let \((S, M, P)\) be a marked surface, and let \( \Delta \) its admissible dissection. Then the following holds:

- Graded ◦-arcs are in bijection with isomorphism classes of string complexes in \( \mathbb{D}^b(A(\Delta)\text{-mod}) \).
- The pairs of graded closed curves together with isomorphism classes of indecomposable finite-dimensional \( k[X^{\pm 1}] \)-modules are in bijection with isomorphism classes of band complexes in \( \mathbb{D}^b(A(\Delta)\text{-mod}) \).
- Graded ◦-infinite arcs are in bijection with isomorphism classes of infinite string complexes in \( \mathbb{D}^b(A(\Delta)\text{-mod}) \).

Remark 1.42. The proof of 1.41 in [18] consists of assigning a homotopy string, homotopy band, or infinite homotopy string to \( \gamma \), a ◦-arc, ◦-infinite arc, or closed curve, respectively. Vertices of unfolded diagram of the homotopy string, homotopy band, or infinite homotopy string correspond to successive intersections with the dual dissection \( \Delta^* \) (grading may be assigned as in Definition 1.39). Arrows between the vertices are constructed as follows: if two successive vertices in the unfolded diagram correspond to \( p \) and \( q \) in \( \gamma \cap \Delta^* \), then \( \gamma \) enters a disk \( \mathcal{D} \) enclosed by ◦-arcs in \( \Delta^* \) and a segment of \( \partial S \) at \( p \) and leaves it at \( q \). Inside the disk \( \mathcal{D} \), \( \gamma \) crosses ◦-arcs \( \gamma_{n+1}, \ldots, \gamma_1 \) in that order, whose endpoint is the single ◦ on the segment of \( \partial S \) of the boundary of the disk. Suppose that the single ◦ lies to the left of \( \gamma \) in the disk \( \mathcal{D} \). By Definition 1.39 above, there are arrows \( a_i : \gamma_{i+1} \rightarrow \gamma_i \) in \( Q(\Delta) \) for \( 1 \leq i \leq n \) such that \( a_n \ldots a_1 \) is a direct string for \( Q(\Delta) \). Therefore, there is a direct string \( a_n \ldots a_1 \) between the vertices corresponding to successive \( p, q \in \gamma \cap \Delta^* \). If the single ◦ lies to the left of \( \gamma \) in the disk \( \mathcal{D} \), an inverse string that sits between the vertices corresponding to \( p, q \in \gamma \cap \Delta^* \) is obtained similarly.

1.5.3. Models of morphisms in the derived category. In Theorem 3.1 in [18], a correspondence between basis morphisms in \( \mathbb{D}^b(A(\Delta)\text{-mod}) \) between indecomposable objects, in the sense of [2] (graph maps, quasi-graph maps, singleton single maps, and singleton double maps; cf. Theorem 1.25), and oriented graded intersections of the corresponding ◦-arcs, ◦-infinite arcs, and closed curves is established. For the purposes of this text, we do not need the full detail of the characterization in [18]; it is enough to note that if \((\gamma_1, f_1)\) is an arc, infinite arc or a closed curve, and so is \((\gamma_2, f_2)\), the canonical maps from \( P_{(\gamma_1, f_1)} \) to \( P_{(\gamma_2, f_2)} \) correspond to intersections and common endpoints of \( \gamma_1 \) and \( \gamma_2 \) where their gradings agree locally.

An intersection \( p \in \gamma_1 \cap \gamma_2 \) or a common endpoint \( p \) lies in a disk \( \mathcal{D} \) enclosed by ◦-arcs in \( \Delta^* \) and a segment of \( \partial S \) or on the segment of \( \partial S \) on the boundary of \( \mathcal{D} \), respectively. Denote \( J \) to be the set of \( \gamma_1 \cap \Delta^* \) and \( \gamma_2 \cap \Delta^* \) adjacent to \( p \) on \( \gamma_1 \) and \( \gamma_2 \), respectively. We say that the gradings \( f_1 \) and \( f_2 \) agree locally if there are \( q, r \in J \) such that \( r \) immediately, among elements of \( J \), follows \( q \) in the counter-clockwise order around \( p, q \in \gamma_1 \cap \Delta^* \), \( r \in \gamma_2 \cap \Delta^* \), and \( f_1(q) = f_2(r) \). This is summarised the following figure, which is an adaptation of Figure 9 in Remark 3.8 in [18]:
There are two exceptions to this: if $P_{(\gamma_1,f_1)}$ is a one-dimensional band complex, the identity on $P_{(\gamma_1,f_1)}$ and the map $\xi : P_{(\gamma_1,f_1)} \to \tau P_{(\gamma_1,f_1)}[1] = P_{(\gamma_1,f_1)}$ from the Auslander-Reiten triangle $\tau P_{(\gamma_1,f_1)} \to E \to P_{(\gamma_1,f_1)} \xrightarrow{\xi} \tau P_{(\gamma_1,f_1)}[1]$ are not represented by such an intersection.

Moreover, as an easy corollary formulated in Remark 3.8 in [18], we obtain that:

- If $\gamma_1, \gamma_2$ intersect at $p \in S \setminus P$ and $f_1$ is a grading on $\gamma_1$, then there exists a grading $f_2$ on $\gamma_2$ such that $p$ corresponds to a map from $P_{(\gamma_1,f_1)}$ to $P_{(\gamma_2,f_2)}$ and from $P_{(\gamma_2,f_2)}$ to $P_{(\gamma_1,f_1)}[1]$.
- If $\gamma_1, \gamma_2$ intersect at $p \in M_0$ and $f_1$ is a grading on $\gamma_1$, then $p$ corresponds to a map either from $P_{(\gamma_1,f_1)}$ to $P_{(\gamma_2,f_2)}$ or from $P_{(\gamma_2,f_2)}$ to $P_{(\gamma_1,f_1)}$ for some unique grading $f_2$ on $\gamma_2$. There is a morphism from $P_{(\gamma_1,f_1)}$ to $P_{(\gamma_2,f_2)}$ if $\gamma_2$ follows $\gamma_1$ in the counter-clockwise order around $p$, and vice versa.

Calculation mapping cones of the basis maps between the indecomposable objects can also be performed in the geometric model as illustrated in Theorem 4.1 in [18]. This result on mapping cones is a geometric analogue of the characterization of mapping cones of the basis maps as given in [9] and [10].

A basis map between two indecomposable objects is represented by an oriented graded intersection of corresponding graded curves in the geometric model; as an object the mapping cone of a basis map is given by resolving the intersection of the corresponding graded curves (the mapping cone may not be indecomposable). Specifically, if the basis map is represented by an oriented graded intersection at a common endpoint, its mapping cone is given by concatenation of the two graded curves (cf. Propositions 1.6, 1.20 and 3.7 in [1]).

2. Conditions on approximations of projectives

The purpose of this section is to find necessary conditions for approximations of indecomposable projectives arising from a semiorthogonal decomposition of bounded derived category of $\Lambda$, a gentle algebra. Specifically, given $(\mathcal{L}, \mathcal{R})$, a semiorthogonal decomposition of $\mathsf{D}^b(\Lambda \text{-mod})$, there is a distinguished triangle $R_i \to P(i) \to L_i \to R_i[1]$ with $R_i \in \mathcal{R}$ and $L_i \in \mathcal{L}$ for every vertex $i$ of the underlying quiver, and we seek to understand what $R_i$ and $L_i$ may look like for all vertices $i$. In this section, we show that there are very restrictive conditions on such approximations, a fact that we exploit in the next section.
First, given \( f : M \to N \), a graph map, singleton single map or singleton double map between string complexes, we study the situation when there is corresponding map \( f' : N \to M[1] \) and what type this map is.

Our considerations are motivated by Remark 3.8 in [18], which implies that such a map \( f \) has a corresponding map \( f' \) if and only if it is represented by an oriented graded intersection of corresponding \( \circ \)-arcs lies in interior of the associated marked surface. This motivation may also help explain the choice of terminology in the next definition.

**Definition 2.1** (Boundary graph maps). Suppose that \( f : M \to N \) is graph map (as in Definition [2] above) between string complexes in \( \text{D}^b(\Lambda\text{-mod}) \); we say that it is boundary graph map if it arises from a maximal overlap of the unfolded diagrams as follows:

\[
M : \ 
\begin{array}{cccccccc}
& & m_L & \bullet & \ell_p & \bullet & \ell_{p-1} & \ldots & \bullet & \ell_2 & \bullet & \ell_1 & \bf{L} \\
& & & & & & & & & & & & \end{array}
\]

\[
N : \ 
\begin{array}{cccccccc}
& & n_L & \bullet & \ell_p & \bullet & \ell_{p-1} & \ldots & \bullet & \ell_2 & \bullet & \ell_1 & \bf{L} \\
& & & & & & & & & & & & \end{array}
\]

where \( m_L \) and \( n_L \) satisfy an endpoint condition (LG1) or \( m_L, n_L \) satisfy (LG2) and \( n_L \neq 0 \) if they are both non-zero.

**Remark 2.2.** Note that situation that \( n_L \) and \( m_L \) are both non-zero and satisfy (LG2) with \( n_L m_L = 0 \) may not happen unless \( p = 0 \), meaning that the overlap between the unfolded diagram is trivial, formed by a single vertex.

**Lemma 2.3.** Let \( f : M \to N \) be a graph between string complexes in \( \text{D}^b(\Lambda\text{-mod}) \) given by a maximal overlap of unfolded diagrams from \( M \) to \( N \) by Definition 3.9 in [2]. The same overlap of unfolded diagrams considered in the other direction, from \( N \) to \( M \), gives rise to a quasi-graph map \( f' : N \to M[1] \) if and only if \( f \) is not a boundary graph map.

**Proof.** At first, suppose that \( p > 0 \), in other words the maximal overlap between unfolded diagrams of \( M \) and \( N \) is given by a non trivial homotopy string. By Definition 3.9 in [2], the overlap of unfolded diagrams of \( M \) and \( N \) is as follows:

\[
M : \ 
\begin{array}{cccccccc}
& & m_L & \bullet & \ell_p & \bullet & \ell_{p-1} & \ldots & \bullet & \ell_2 & \bullet & \ell_1 & \bf{L} \\
& & & & & & & & & & & & \end{array}
\]

\[
N : \ 
\begin{array}{cccccccc}
& & n_L & \bullet & \ell_p & \bullet & \ell_{p-1} & \ldots & \bullet & \ell_2 & \bullet & \ell_1 & \bf{L} \\
& & & & & & & & & & & & \end{array}
\]

such that and one of (LG1), (LG2) and one of (RG1), (RG2) endpoint conditions are met. Suppose \( f \) is non-boundary, so \( m_L \neq n_L \) and \( m_R \neq n_R \). We show that if we consider this overlap of unfolded diagrams from \( N \) to \( M \) instead, none of the endpoint conditions hold.

Suppose that (LG1) holds for the overlap from \( M \) to \( N \); arrows \( m_L \) and \( n_L \) are either both direct or inverse, and there exists a non-stationary path \( p_L \) such that \( m_L = p_L n_L \) if they are direct and \( m_L p_L = n_L \) if they are inverse. This means that \( n_L \) is a sub-path of \( m_L \) if arrows \( m_L \) and \( n_L \) are direct and \( m_L \) is a sub-path of \( n_L \) if arrows \( m_L \) and \( n_L \) are inverse.

If (LG2) holds for the overlap from \( M \) to \( N \), then arrows \( m_L \) and \( n_L \) are neither both direct nor inverse, and \( m_L \) being non-zero implies that it is inverse and \( n_L \) being non-zero implies that it is direct.

Therefore, if (LG1) holds for the overlap from \( M \) to \( N \), it cannot hold for the overlap from \( N \) to \( M \) as this would imply that \( n_L = m_L \), and (LG2) cannot hold here either since the arrows \( n_L \) are \( m_L \) are equally oriented; on the other hand, should (LG2) hold for the overlap from \( M \) to \( N \), (LG1) cannot hold due to different
orientation of $n_L$ and $m_L$ and neither can (LG2), which would imply that $n_L = m_L = 0$.

The right endpoint conditions are discussed dually. Since none of the endpoint conditions are met for the overlap from $N$ to $M$, it yields a quasi-graph map from $N$ to $M[1]$ by Definition 1.26 above.

Should $f$ be boundary with $m_R = n_R = 0$, the overlap considered from $N$ to $M$ does not yield a quasi-graph map since it satisfies (RG2).

Suppose next that $p = 0$, i.e. the overlap is trivial. The case analysis is more complicated then since the overlap from $N$ to $M$ can be depicted in two different ways and we must check whether either of them yields a quasi-graph map:

\[
\begin{align*}
N : \cdots & \overset{n_L}{\rightarrow} \overset{n_R}{\rightarrow} \cdots & N : \cdots & \overset{n_L}{\rightarrow} \overset{n_R}{\rightarrow} \cdots \\
M : \cdots & \overset{m_L}{\rightarrow} \overset{m_R}{\rightarrow} \cdots & M : \cdots & \overset{m_R}{\rightarrow} \overset{m_L}{\rightarrow} \cdots
\end{align*}
\]

Should $m_R = 0 = n_R$ and (LG1) hold, it is easy to see that none of these yields a quasi-graph map, as the following diagrams show that when both $m_L$ and $n_L$ are direct, then (RG2) holds (the case with inverse homotopy letters is similar):

\[
\begin{align*}
N : \cdots & \overset{n_L}{\rightarrow} \cdots & N : \cdots & \overset{n_R}{\rightarrow} \cdots \\
M : \cdots & \overset{m_L}{\rightarrow} \cdots & M : \cdots & \overset{m_R}{\rightarrow} \cdots
\end{align*}
\]

Similarly, the situation where $m_R = 0 = n_R$ and (LG2) hold with both $m_L$ and $n_L$ non-zero leads to unfolded diagrams:

\[
\begin{align*}
N : \cdots & \overset{n_L}{\rightarrow} \cdots & N : \cdots & \overset{n_R}{\rightarrow} \cdots \\
M : \cdots & \overset{m_L}{\rightarrow} \cdots & M : \cdots & \overset{m_R}{\rightarrow} \cdots
\end{align*}
\]

The first of these never defines a quasi-graph map as (RG2) is satisfied, and the other defines a quasi-graph map precisely when $n_L m_L \neq 0$, that is when $f$ is not a boundary map. If one of $m_L$ and $n_L$ or both of them vanish, the arguments are similar.

Suppose finally that $p = 0$ and one of $m_L$ and $n_L$ is non-zero, as is one of $m_R$ and $n_R$. If (LG2) and (RG2) hold simultaneously for an overlap which gives the graph map, we assume without loss of generality that $n_L m_L \neq 0$ or one of them is zero and $n_R m_R \neq 0$ or one of them is zero (cf. Definition 5.1 in [9]). This can be always arranged for by inverting one of the unfolded diagrams. This implies that $n_L m_R = 0 = n_R m_L$ and the diagram define a quasi-graph map $N \to M[1]$.

Suppose we are in the situation where (LG1) and (RG2) simultaneously hold. If both $m_R$ and $n_R$ are non-zero, we have the following diagram

\[
\begin{align*}
M : \cdots & \overset{m_L}{\rightarrow} \overset{m_R}{\rightarrow} \cdots & N : \cdots & \overset{n_L}{\rightarrow} \overset{n_R}{\rightarrow} \cdots \\
\end{align*}
\]

Then we can build the following well-defined single map from $N$ to $M[1]$ representing a quasi-graph map:

\[
\begin{align*}
N : \cdots & \overset{n_L}{\rightarrow} \cdots & N[1] : \cdots & \overset{m_L}{\rightarrow} \cdots \\
M[1] : \cdots & \overset{m_R}{\rightarrow} \cdots & M[1] : \cdots & \overset{m_L}{\rightarrow} \cdots
\end{align*}
\]
In fact, the overlap viewed from $N$ to $M$ violates (LG1) as well as (RG2) as long as at least one of $m_R$ and $n_R$ is non-zero. Hence, the quasi-graph map can be defined in the same way also in this case.

Finally, analogous arguments easily take care also of the case where $p = 0$ and (LG1) and (RG1) are simultaneously satisfied for the overlap from $M$ to $N$. □

**Lemma 2.4.** Suppose that $f: M \rightarrow N$, between $M, N \in \mathcal{D}^b(\Lambda\text{-mod})$ string complexes is a singleton single map (as in Definition 1.21) or a singleton double map (as in Definition 1.24). If $f$ is a singleton single map is of type (ii), then there is a singleton single map $f': N \rightarrow M[1]$ of type (iii), and vice versa. If $f$ is a singleton double map, then there is a singleton single map $f': N \rightarrow M[1]$ of type (iv), and vice versa.

**Proof.** Suppose we have a singleton single map $f: M \rightarrow N$ in configuration (ii) as follows:

$$
\begin{array}{c}
M: \cdots \bullet \overset{m_{i+1}}{\rightarrow} \overset{m_i}{\rightarrow} \overset{pp_R}{\rightarrow} \cdots \\
N: \overset{p}{\rightarrow} \bullet \overset{n_i}{\rightarrow} \cdots
\end{array}
$$

such that $n_i$ if inverse and viewed as an path does not start with $p$. We claim that there exists the following single map $f'$ of type (iii):

$$
\begin{array}{c}
N: \bullet \overset{n_i}{\rightarrow} \cdots \\
M[1]: \cdots \overset{m_i}{\rightarrow} \overset{m_{i-1}}{\rightarrow} \overset{pp_R}{\rightarrow} \cdots
\end{array}
$$

Suppose that $n_i$ is inverse, it corresponds to a path from its target to its source. Also, $p$ corresponds to such a path, and has the same starting vertex as $n_i$. We want to show that $p$ and $n_i$ do not start with the same arrow. If they did, due to $\Lambda$ being gentle, one would need to be a sub-path of the other. The situation of $p$ being a not necessarily proper sub-path of $n_i$ is excluded by definition. On the other hand, provided that $n_i$ is a proper sub-path of $p$, we show that the map $f$ is null-homotopic. Consider the following homotopy with $p'$ a non-stationary path for which $n_i p' = p$ as paths in $Q$:

$$
\begin{array}{c}
M: \cdots \overset{m_{i+1}}{\rightarrow} \overset{m_i}{\rightarrow} \overset{pp_R}{\rightarrow} \cdots \\
N: \bullet \overset{n_i}{\rightarrow} \\
\end{array}
$$

If $m_{i+1}$ is direct, we have that $0 = m_{i+1} m_i = m_{i+1} pp_R = m_{i+1} p' n_i p_R$, and, given that $p' n_i p_R \neq 0$, $m_{i+1} p'$ needs to be zero. So we have a homotopy between $f$ and the zero map.

Because $n_i$ and $p$ do not start with the same arrow, $p_R n_i$ as path in $Q$ needs to lie in $I$, and $n_i p_R = 0$ as maps between projectives over $\Lambda$.

Now, assume that $m_{i-1}$ is direct; we need to show that $p_R m_{i-1} = 0$. We already have that $p_R m_{i-1} = 0$. Since $pp_R \neq 0$, $p_R m_{i-1}$ equals zero. The map $f'$ is therefore well-defined. The other direction follows dually.
Let \( f : M \to N \) be a singleton double map. Such map gives rise to the following unfolded diagrams:

\[
\begin{align*}
M & : \cdots \bullet \overset{m_i=1}{\longrightarrow} \bullet \overset{m_{i-1}=1}{\longrightarrow} \cdots \\
N & : \cdots \bullet \overset{p_L}{\longrightarrow} \bullet \overset{p_R}{\longrightarrow} \cdots
\end{align*}
\]

The non-stationary path \( p' \) gives rises to the following well-defined singleton single map in the configuration (\( iv \)):

\[
\begin{align*}
N & : \cdots \bullet \overset{n_{i+1}}{\longrightarrow} \bullet \overset{n_i}{\longrightarrow} \cdots \\
M[1] & : \cdots \bullet \overset{m_i=1}{\longrightarrow} \bullet \overset{m_{i-1}=1}{\longrightarrow} \cdots
\end{align*}
\]

The other direction follows dually. \( \square \)

Now, in order to establish some constraints on approximations of indecomposable projectives in semiorthogonal decompositions, we study the following problem and its dual variant: given a map \( g : N \to P \) with \( N \) an indecomposable object in \( \text{D}^b(\Lambda\text{-mod}) \) and \( P \) corresponding to shift of an indecomposable projective, what maps \( f : M \to N \) compose to zero with \( g \)? It turns out that we may find some suitable maps with the property for all types of indecomposables in \( \text{D}^b \), which imposes strong restrictions on approximations of indecomposable projectives.

**Proposition 2.5.** Suppose that \( f : M \to N \), between \( M,N \in \text{D}^b(\Lambda\text{-mod}) \) string complexes.

1. If \( f \) is non-zero and homotopically equivalent to a non-singleton single or double map or to a singleton single map in configurations (\( iii \)) or (\( iv \)) and there is a map \( g : N \to P \) such that \( P \) is projective and concentrated in single degree \( i \), then \( fg \) is null-homotopic.
2. Dually, if \( f \) is non-zero and homotopically equivalent to a non-singleton single or double map or to a singleton single map in configurations (\( ii \)) or (\( iv \)) and there is a map \( g : P \to M \) such that \( P \) is projective and concentrated in single degree \( i \), then \( gf \) is null-homotopic.

**Proof.** In order to prove this proposition, we consider \( M, N, \) and \( P \) as complexes of projectives and the maps between them as maps of complexes. We discuss three possible cases:

1. The map \( f : M \to N \) is a single map that is not singleton and not null-homotopic. The discussion in the proof of Proposition 4.8 in [2] yields that there are two possible configurations for such a map in terms of unfolded diagrams of \( M \) and \( N \):

\[
\begin{align*}
M & : \cdots \bullet \overset{m_{i+1}}{\longrightarrow} \bullet \overset{m_i}{\longrightarrow} \cdots \\
N & : \cdots \bullet \overset{p_L}{\longrightarrow} \bullet \overset{p_R}{\longrightarrow} \cdots
\end{align*}
\]

or

\[
\begin{align*}
M & : \cdots \bullet \overset{m_{i+1}}{\longrightarrow} \bullet \overset{m_i}{\longrightarrow} \cdots \\
N & : \cdots \bullet \overset{n_{i+1}}{\longrightarrow} \bullet \overset{n_i}{\longrightarrow} \cdots
\end{align*}
\]

If the target of \( p \) is of degree other than \( i \), then \( fg \) is zero. Assume, therefore, that the target of \( P \) is of degree \( i \). In terms of the unfolded diagram of \( N \),
$g$ can be thought of being given by maps of projectives in degree $i$ to the projective at degree $i$ in $P$. For discussing the composition with $g : N \to P$, it suffices to examine composition of $p$ with the map $q$ going from its target projective to the projective at degree $i$ in $P$.

In unfolded diagrams, this gives rise to the following two situations:

\begin{align*}
M : & \cdots \bullet \overset{m_{i+1}}{\longrightarrow} \overset{m_{i}=p}{\longrightarrow} \bullet \overset{p}{\longrightarrow} \cdots \\
N : & \cdots \bullet \overset{n_{i+1}}{\longrightarrow} \overset{n_{i}}{\longrightarrow} \bullet \overset{q}{\longrightarrow} \cdots \\
P : & \\end{align*}

or

\begin{align*}
M : & \cdots \bullet \overset{m_{i+1}}{\longrightarrow} \overset{m_{i}}{\longrightarrow} \bullet \overset{p}{\longrightarrow} \cdots \\
N : & \cdots \bullet \overset{n_{i+1}=p}{\longrightarrow} \overset{n_{i}}{\longrightarrow} \bullet \overset{q}{\longrightarrow} \cdots \\
P : & \\end{align*}

In the second situation, $pq$ needs to zero so that $g$ is a well-defined map of complexes, and, thus, $fg = 0$. In the first situation, provided that $pq \neq 0$, we can construct a homotopy with a single non-zero component showing $fg$ is null-homotopic as follows:

\begin{align*}
M : & \cdots \bullet \overset{m_{i+1}}{\longrightarrow} \overset{m_{i}=p}{\longrightarrow} \bullet \overset{pq}{\longrightarrow} \cdots \\
\begin{array}{c}
P : \\
\end{array}
\end{align*}

Due to the fact that $pq \neq 0$, any potentially inverse $m_{i+2}$ has to compose to zero with $q$, so this is a homotopy with a zero map.

(ii) The map $f : M \to N$ is a double map that is not singleton and not null-homotopic. By Lemma 4.13 in [2], there is only one possible configuration of unfolded diagrams:

\begin{align*}
M : & \cdots \bullet \overset{m_{i+1}}{\longrightarrow} \overset{m_{i}=p_{L}}{\longrightarrow} \overset{m_{i-1}}{\longrightarrow} \cdots \\
\begin{array}{c}
P : \\
\end{array}
\end{align*}

\begin{align*}
N : & \cdots \bullet \overset{n_{i+1}}{\longrightarrow} \overset{n_{i}=p_{R}}{\longrightarrow} \overset{n_{i-1}}{\longrightarrow} \cdots 
\end{align*}

We proceed similarly as in the previous case. Target of $p_{L}$ or $p_{R}$ needs to be in degree $i$; otherwise, the composition $fg$ is trivial. Suppose that $q$ is the component of $g$ going from target of $p_{L}$ or $p_{R}$ to the projective at degree $i$ in $P$.

First, we deal with the situation that $p_{L}$ is in degree $i$. This yields the following unfolded diagram:

\begin{align*}
M : & \cdots \bullet \overset{m_{i+1}}{\longrightarrow} \overset{m_{i}=p_{L}}{\longrightarrow} \overset{m_{i-1}}{\longrightarrow} \cdots \\
\begin{array}{c}
P : \\
\end{array}
\end{align*}

\begin{align*}
N : & \cdots \bullet \overset{n_{i+1}}{\longrightarrow} \overset{n_{i}=p_{R}}{\longrightarrow} \overset{n_{i-1}}{\longrightarrow} \cdots \\
\begin{array}{c}
q \\
\end{array}
\end{align*}
As in the previous case, we can exhibit a homotopy between \( fg \) and the zero map provided that \( p_L q \neq 0 \) as follows:

\[
\begin{align*}
M : \cdots & \overset{m_{i+1}}{\longrightarrow} \overset{m_i = p_L}{\longrightarrow} \overset{m_{i-1}}{\longrightarrow} \cdots \\
p_L q & \nearrow q \\
\end{align*}
\]

\[P : \bullet \]

The other case, in which \( p_R \) is degree \( i \) is simpler. We have the following situation:

\[
\begin{align*}
M : \cdots & \overset{m_{i+1}}{\longrightarrow} \overset{m_i = p_L}{\longrightarrow} \overset{m_{i-1}}{\longrightarrow} \cdots \\
p_L & \nearrow q \\
N : \cdots & \overset{n_{i+1}}{\longrightarrow} \overset{n_i = p_R}{\longrightarrow} \overset{n_{i-1}}{\longrightarrow} \cdots \\
\end{align*}
\]

\[P : \bullet \]

In order for \( g \) to be a proper map of complexes, \( p_R q \) needs to be zero, which is why \( fg = 0 \).

(iii) The map \( f : M \to N \) is a singleton single map in configuration (iii) or (iv).

The corresponding unfolded diagram looks as follows:

\[
\begin{align*}
M : \cdots & \overset{m_{i+1}}{\longrightarrow} \overset{m_i = p_L}{\longrightarrow} \overset{m_{i-1}}{\longrightarrow} \cdots \\
p & \nearrow q \\
N : \cdots & \overset{n_{i+1}}{\longrightarrow} \overset{n_i = p_R}{\longrightarrow} \overset{n_{i-1}}{\longrightarrow} \cdots \\
\end{align*}
\]

Again, the target of \( p \) needs to be equal to the source of \( q \); the composition \( fg \) is trivial otherwise. Denote \( q \) the component of \( g \) going from target of \( p \) to the projective at degree \( i \) in \( P \). We have the following situation: As \( g \) is a map of complexes, we have that \( p_L p q = 0 \). By Definition 1.21 above, \( p \), \( p_L \) are non-stationary paths in the quiver \( Q \) such that no sub-path of \( p p_L \) is in the ideal \( I \). The map \( q \) can be thought of as a linear combination of paths \( \sum \alpha_j q_j \) from its target to its source.

Recall that \( kQ \) has basis of paths in \( Q \) as vector space over \( k \) and that \( I \) is generated as an ideal of \( kQ \) by paths of length two as \( \Lambda \) is gentle. We observe that \( I \) as vector space over \( k \) is generated by paths that lie in \( I \). Suppose that \( \sum \alpha_j q_j \in I \) for paths \( q_j \) in \( Q \) and scalars \( \alpha_j \in k \). As \( I \) is generated by paths in \( I \), we can express \( \sum \alpha_j q_j \) as a linear combination of paths in \( I \). However, paths form a basis \( kQ \), so every \( q_i \) needs to lie in \( I \) already.

The fact that \( p_L p q = 0 \) means that \( \sum \alpha_j q_j p p_L \in I \). By our discussion, every \( q_j p p_L \) lies in \( I \). Since no sub-path of \( p p_L \) lies in \( I \), a sub-path of \( q_j p \) needs to lie in \( I \). This yields that \( p q_j = 0 \) as maps between projectives, which yields that \( p q = 0 \). Hence, \( fg = 0 \).

The other part of this proposition follows by dual argument. \( \Box \)

**Proposition 2.6.** Suppose \( N \in \mathbb{K}^b(\Lambda\text{-proj}) \) is a band complex. Denote \( f : N[-1] \to N \) the quasi-graph map corresponding to the identity on \( N[-1] \). If there is a map \( g \) from \( N \) to \( P \) or vice versa with \( P \) being projective concentrated in a single degree \( i \), then \( fg \) and \( gf \) are homotopically trivial.

**Proof.** This follows directly from the fact that the map \( f \) is a part of an almost split triangle and that \( g \) is neither a split monomorphism nor a split epimorphism.
If \( N \) is a one-dimensional band complex, we can also give a direct proof as follows. Suppose that a component of the map \( g : N \to P \) is given as follows:

\[
N : \bullet \cdots \bullet_{n+1} \xrightarrow{q} \bullet_{n} \cdots \bullet
\]

\[
P : \bullet
\]

In this case, \( q \) may be any map between the projectives which are its source and target, respectively. Up to inverting the upper string, \( n_{i+1} \) is inverse. Consider the following representative of \( f : N[-1] \to N \), which is homotopically non-trivial:

\[
N[-1] : \bullet \cdots \bullet_{n+1} \xrightarrow{n_{i+1}} \bullet_{n_i} \cdots \bullet
\]

\[
N : \bullet \cdots \bullet_{n+2} \xleftarrow{n_{i+1}} \bullet_{n_i+1} \cdots \bullet
\]

Clearly, \( fg = 0 \). The other part of this proposition follows by dual argument. \( \square \)

**Proposition 2.7.** Suppose \( N \in \mathcal{D}^b(\Lambda\text{-mod}) \) be an infinite string complex, possibly two-sided. If there is a map \( g \) from \( N \) to \( P \) or vice versa with \( P \) being concentrated in a single degree \( i \), then there exist a map \( f : N[-j] \to N \) or vice versa such that \( fg \) and \( gf[j] \), respectively, is homotopically trivial.

**Proof.** For the purposes of this proof, we consider \( N \) and \( P \) as complexes of projectives. We assume that the unfolded diagram of \( N \) consists of a string \( w = \bullet \xrightarrow{w_n} \bullet \xrightarrow{\cdots} \bullet \xrightarrow{a_1} \bullet \) which is preceded by infinitely many copies of a string \( a = \bullet \xrightarrow{a_m} \bullet \xrightarrow{\cdots} \bullet \xrightarrow{a_1} \bullet \) formed from a repetition-free cycle \( a_m \ldots a_1 \) with full relations in the underlying quiver, so it has the following form:

\[
N : \bullet \cdots \bullet_{m} \xrightarrow{a_m} \bullet \xrightarrow{\cdots} \bullet_{1} \xrightarrow{w_1} \bullet \xrightarrow{\cdots} \bullet_{n} \xrightarrow{w_n} \bullet \xrightarrow{\cdots} \bullet
\]

Note that, by Definition 1.12, the degree of projectives right to the source of \( w_n \) is at least equal to \( d \), the degree of the source of \( w_n \), and that \( a_m \ldots a_1 \) is a repetition-free cyclic path in \( Q \) with full relations. We also observe that \( w_n = a_m w' \) for a non-trivial path \( w' \) as \( a_1 w_n = 0 \) and \( \Lambda \) is gentle.

For any \( b \in \mathbb{N} \), we consider the following map from \( N[-bm] \) to \( N \) denoted \( f_b \):

\[
N[-bm] : \bullet \cdots \bullet_{m} \xrightarrow{a_m} \bullet \xrightarrow{\cdots} \bullet_{1} \xrightarrow{w_1} \bullet \xrightarrow{\cdots} \bullet_{n} \xrightarrow{w_n} \bullet \xrightarrow{\cdots} \bullet
\]

\[
N : \bullet \cdots \bullet_{m} \xrightarrow{a_m} \bullet \xrightarrow{\cdots} \bullet_{1} \xrightarrow{w_1} \bullet \xrightarrow{\cdots} \bullet_{n} \xrightarrow{w_n} \bullet \xrightarrow{w_{n-1}} \bullet \xrightarrow{w_{n-2}} \bullet \xrightarrow{\cdots} \bullet
\]

This is a graph map as it satisfies endpoint conditions (LG\( \infty \)) and (RG1) in Definition 1.25. The former condition holds automatically; whereas, the latter condition translates to \( w_n = a_m w' \), which is established above.

At first, consider a map \( g : P \to N \). Because \( P \) is in degree \( i \), it is possible to find \( b \in \mathbb{N} \) large enough that \( f : N \to N[-bm] \) as above is non-zero only in degrees strictly smaller that \( i \); therefore, \( gf \) equals zero.

Second, we deal with maps of type \( g : N \to P \), where \( P \) is concentrated in a single degree \( i \). Suppose first that \( i < d \). Because all letters to the left of the source of \( w_1 \) of degree \( d \) are direct and because all projectives to the right of the source of \( w_1 \) have degree at least \( d \), situation is then the following:

\[
N : \bullet \cdots \bullet_{j} \xrightarrow{a_j} \bullet \xrightarrow{a_{j-1}} \bullet \xrightarrow{\cdots} \bullet_{1} \xrightarrow{w_1} \bullet \xrightarrow{\cdots} \bullet_{n} \xrightarrow{w_n} \bullet
\]

\[
P : \bullet
\]
In order for $g$ to be properly defined, we need to have $q = a_{j-1}q'$ as $a_{j-1}$ is an arrow and $\Lambda$ is gentle. The map $q'$ is a homotopy between $g$ and the zero map.

Suppose that $i > d + 1$; now, then the map $f_1$ defined above is non-zero only in degrees at most $d + 1$, which means that $f_1g = 0$.

Now, we discuss the situation of $i = d$. We consider the composition $f_1g$, and the situation is as follows:

$$
N[-m] : \cdots \quad a_m \quad \cdots \cdots \quad a_1 \quad a_m \quad a_1 \quad \cdots \\
N : \cdots \quad a_m \quad \cdots \cdots \quad a_1 \quad w_n \quad w_{n-1} \quad \cdots \\
P : \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad q
$$

Although there may be some other components to $g$ other than $q$, their sources lie to the right from the source of $q$, which renders them irrelevant since they compose to zero with $f_1$. Because $a_1q$ composes to zero, by a similar argument as above, we conclude that $q = a_nq'$ and that $q'$ is the null homotopy for $f_1g$.

Finally, suppose that $i = d + 1$. The following diagram describes the situation:

$$
N[-m] : \cdots \quad a_m \quad \cdots \cdots \quad a_1 \quad a_m \quad a_1 \quad \cdots \\
N : \cdots \quad a_m \quad \cdots \cdots \quad a_1 \quad w_n \quad w_{n-1} \quad \cdots \\
P : \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad q
$$

Similarly as for $i = d$, we need to discuss about components of $g$ other than $q$. We know that $w_n = a_mw'$, and we need to have that $w_nq = 0$ for the map $g$ to be properly defined. The composition $f_1g$ is therefore trivial.

The proof for two-sided infinite string complexes goes along the same lines. The arguments in the discussion above are applied for both infinite parts concurrently. □

The following theorem, which gives substantial restrictions on approximations of indecomposable projectives in semiorthogonal decompositions, is the main result of this section:

**Theorem 2.8.** Let $(\mathcal{L}, \mathcal{R})$ be a semiorthogonal decomposition of $\mathcal{D}^b(\Lambda\text{-mod})$, and denote $P_1, \ldots, P_n \in \mathcal{D}^b(\Lambda\text{-mod})$ the indecomposable direct summands of $\Lambda$. Moreover, let us have the following approximations:

$$
\bigoplus_i R(i, t)^{m_n(i, t)} \overset{\lambda(i)}{\underset{\mu(i)}{\oplus}} L(i, u)^{m_L(i, u)} \quad \bigoplus_i R(i, t)^{m_n(i, t)}[1]
$$

such that $R(i, t) \in \mathcal{R}$ for all $t$ and $L(i, u) \in \mathcal{L}$ for all $u$ and they are all indecomposable. We claim that:

(i) All $R(i, t)$ and $L(i', u')$ are string complexes.

(ii) All $\text{Hom}_{\mathcal{D}^b(\Lambda\text{-mod})}(R(i, t)[j], R(i', t'))$, $\text{Hom}_{\mathcal{D}^b(\Lambda\text{-mod})}(R(i, t)[j], L(i', u))$, and $\text{Hom}_{\mathcal{D}^b(\Lambda\text{-mod})}(L(i, u)[j], L(i', u'))$ have a $k$-linear basis that comprises of boundary graph maps and singleton single maps of type (i).

**Proof.** At first, we show that no band or infinite string complexes may be direct summands of the approximations.

Suppose that $R(i, t)$ is a band complex for some $i$ and $t$. Denote $f : R(i, t)[-1] \to R(i, t)$ the quasi-graph map corresponding to the identity on $R(i, t)[-1]$ and $\iota : R(i, t) \to$
\(\bigoplus_i R(i, t)^{m_{R(i, t)}}\) one of the canonical injections. We have the following diagram:

\[
\begin{array}{ccc}
R(i, t)[-1] & \longrightarrow & 0 \\
\downarrow f_i & & \downarrow 0 \\
\bigoplus_i R(i, t)^{m_{R(i, t)}} & \overset{\lambda(i)}{\longrightarrow} & \bigoplus_i L(i, u)^{m_{L(i, u)}} \\
\downarrow & & \downarrow \mu(i) \\
\bigoplus_i R(i, t)^{m_{R(i, t)}} & \overset{\phi(i)}{\longrightarrow} & \bigoplus_i L(i, u)^{m_{L(i, u)}} \\
\downarrow & & \downarrow \{f_i\}[1] \\
0 & \longrightarrow & 0 \\
\end{array}
\]

The square on the left commutes by Proposition 2.6. There exists a homotopically non-trivial map \(g : R(i, t) \rightarrow \bigoplus_u L(i, u)^{m_{L(i, u)}}\) by the axioms of triangulated categories. This a contradiction as \(R(i, t) \in \mathcal{R}\), and there are no non-trivial morphisms from \(\mathcal{R}\) to \(\mathcal{L}\).

Provided that \(L(i, u)\) is a band complex, we denote \(f : L(i, u)[-1] \rightarrow L(i, u)\) the quasi-graph map corresponding to the identity on \(L(i, u)[-1]\) and \(\pi : L(i, u) \rightarrow \bigoplus_u L(i, u)^{m_{L(i, u)}}\) one of the canonical projections. We consider the following diagram:

\[
\begin{array}{ccc}
\bigoplus_i L(i, u)^{m_{L(i, u)}} & \overset{\mu(i)}{\longrightarrow} & \bigoplus_i R(i, t)^{m_{R(i, t)}}[1] \\
\downarrow \pi f[i] & & \downarrow \lambda(i)[1] \\
L(i, u)[1] & \overset{id_L(i, u)}{\longrightarrow} & L(i, u)[1] \\
\end{array}
\]

Again, the square on the left commutes by Proposition 2.6 and there exists a homotopically non-trivial map \(g : \bigoplus R(i, t)^{m_{R(i, t)}} \rightarrow L(i, u)[1]\), which yields a contradiction.

In a similar manner, we discuss that neither any \(R(i, t)\) nor any \(L(i, u)\) may be an infinite string complex using 2.7 instead of 2.6.

Second, we prove that basis maps between indecomposable direct summands of the approximations may only be certain special graph maps and singleton single maps. By Theorem 1.28 the vector space \(\text{Hom}_{\mathcal{D}^b(\Lambda\text{-mod})}(R(i', t'[j]), R(i, t))\) over \(k\) has a basis of graph maps, quasi-graph maps, and singleton and double maps. Suppose there is a map \(f : R(i', t'[j]) \rightarrow R(i, t)\) in this basis that is not boundary graph map or a singleton single map of type (i). Without loss of generality, \(f\) is either a quasi-graph map or singleton single map of type (iii) or (iv). If \(f\) is a graph map that is not boundary, there exists a quasi-graph map \(f' : R(i, t) \rightarrow R(i', t'[j] + 1)\) by Lemma 2.3 and we discuss maps from \(R(i, t)\) to \(R(i', t'[j] + 1)\) instead. By Lemma 2.4 similar argument works for \(f\) a singleton single map or singleton double map.

Denote \(i\) a canonical inclusion of \(R(i, t)\) into \(\bigoplus_i R(i, t)^{m_{R(i, t)}}\), and consider the following diagram:

\[
\begin{array}{ccc}
R(i', t'[j]) & \longrightarrow & 0 \\
\downarrow f_i & & \downarrow 0 \\
\bigoplus_i R(i, t)^{m_{R(i, t)}} & \overset{\lambda(i)}{\longrightarrow} & \bigoplus_i L(i, u)^{m_{L(i, u)}} \\
\downarrow & & \downarrow \mu(i) \\
\bigoplus_i R(i, t)^{m_{R(i, t)}} & \overset{\phi(i)}{\longrightarrow} & \bigoplus_i L(i, u)^{m_{L(i, u)}} \\
\downarrow & & \downarrow \{f_i\}[1] \\
0 & \longrightarrow & 0 \\
\end{array}
\]

The argument is similar for the case bands above. The square on the left commutes by Proposition 2.6. There exists a homotopically non-trivial map \(g : R(i', t'[j] + 1) \rightarrow \bigoplus_u L(i, u)^{m_{L(i, u)}}\) yielding a contradiction.

For \(\text{Hom}_{\mathcal{D}^b(\Lambda\text{-mod})}(R(i', t'[j]), L(i, u))\) and \(\text{Hom}_{\mathcal{D}^b(\Lambda\text{-mod})}(L(i', u'[j]), L(i, u))\), the proof unfolds in a similar fashion as above.

\[\square\]

Remark 2.9. Equivalently, the theorem above can be proved using the fact that inclusions of \(\mathcal{L}\) and \(\mathcal{R}\) have left and right adjoints, respectively (cf. Proposition 1.3). Suppose that we have an approximation \(R \rightarrow P \rightarrow L \rightarrow R[1]\) with \(R \in \mathcal{R}\) and
Suppose there is $0 \neq f : R' \to R$ such that $R' \in \mathcal{R}$ and $f$ composes to zero with the approximation morphism $R \to P$. This is a contradiction as $\text{Hom}^{\mathcal{D}(\Lambda\text{-mod})}(R', P) \cong \text{Hom}_{\mathcal{D}(\Lambda\text{-mod})}(R', R)$ via the approximation morphism $R \to P$. This argument can be made dually for $L$.

3. Semiorthogonal decompositions in the geometric model

In this section, we give a one-to-one correspondence of between two-term semiorthogonal decompositions of $\mathcal{D}(\Lambda\text{-mod})$ and certain ways of cutting the underlying marked surface $(S, M, P)$ of the geometric model of $\mathcal{D}(\Lambda\text{-mod})$. We then extend this result to semiorthogonal decompositions with more than two terms.

Unless otherwise indicated, we only consider two-term semiorthogonal decompositions in this section.

3.1. Bipartite admissible dissections. We begin by translating the necessary conditions posed on a semiorthogonal decomposition $(\mathcal{L}, \mathcal{R})$ of $\mathcal{K}^{b}(\Lambda\text{-proj})$ by Theorem 2.8 to the geometric model of $\mathcal{D}(\Lambda\text{-mod})$.

Taking models of indecomposable direct summands of approximations of indecomposable projectives in $(\mathcal{L}, \mathcal{R})$, we exhibit a system of $\circ$-arcs that may meet only at endpoints and that an $\circ$-arc from $\mathcal{R}$ need to always $\circ$-arcs in the counter-clockwise order around a common endpoint.

Furthermore, we prove a statement that can be viewed as a converse to Theorem 2.8 by showing that any bipartite admissible dissection gives a semiorthogonal decomposition of $\mathcal{K}^{b}(\Lambda\text{-proj})$.

**Definition 3.1** (Bipartite dissection; after Definition 1.9 in [1]). An admissible collection of $\circ$-arcs $\Gamma = \{\gamma_1, \ldots, \gamma_n\}$ on the marked surface $(S, M, P)$ (see Definition 1.32 above) together with a function $p : \Gamma \to \{1, 2\}$ is called bipartite if $p(\gamma') \geq p(\gamma)$ for every two arcs $\gamma$, $\gamma' \in \Gamma$ such that $\gamma$ and $\gamma'$ have the same endpoint $e \in M \cup P$, and $\gamma'$ follows $\gamma$ in the counter-clockwise order around $e$. A maximal bipartite admissible collection is referred to as bipartite dissection.

**Proposition 3.2.** Let $(\Gamma, p)$ be a bipartite admissible collection of $\circ$-arcs on the surface $(S, M, P)$ with $P_\circ$ empty, then there exists a bipartite admissible dissection $(\Gamma', p')$ such that $\Gamma \subseteq \Gamma'$ and $p'$ extends $p$.

**Proof.** Similarly as in Proposition 1.12 in [1], consider a connected component $\mathcal{P}$ of the complement of the $\bullet$-arcs in $\Gamma$ in $S \setminus P$. Suppose that there is a $\bullet$-puncture in $\mathcal{P}$ as well some some other $\bullet$-vertices, $\bullet$-punctures or $\bullet$-marked points. In this case it is possible to add a $\circ$-arc $\gamma'$ whose two endpoints coincide and which the $\bullet$-puncture and no other red vertices. If no arc $\gamma \in \Gamma$ with $p(\gamma) = 2$ follows $\gamma'$ in the counter-clockwise order around the sole endpoint of $\gamma'$, $\gamma$ is assigned 1; otherwise, it is assigned 2.

Now, suppose that there are two or more $\bullet$-marked points in $\mathcal{P}$, that is no $\bullet$-punctures. In this case, the boundary of $\mathcal{P}$ is made up of segments of $\partial S$ with a $\bullet$-marked point each and of segments of successive $\circ$-arcs in $\Gamma$, which alternate with one another. Because there are at least two $\bullet$-marked points in $\mathcal{P}$, there at least two different $\circ$-arc segments $\Sigma_1$ and $\Sigma_2$ of the boundary of $\mathcal{P}$ separated by a single $\partial S$ segment $T$ with one $\bullet$-marked point $t$.

Assume that $\Sigma_2$ follows $\Sigma_1$ in the counter-clockwise order around $t$. Specifically, $t$ divides $T$ into two parts $T_1$ whose boundary consists of $t$ and a $\circ$ marked point $s_i$ that lies on the boundary of $\Sigma_i$, for $i = 1, 2$, and we assume that $T_2$ follows $T_1$ in the counter-clockwise order around $t$. Moreover, we assume that $\Sigma_i$ are made up of successive $\circ$-arcs $\sigma^{(i)}_1, \ldots, \sigma^{(i)}_{n_i}$, for $i = 1, 2$, such that one of the endpoints of $\sigma^{(i)}_1$ is $s_1$ and one of the endpoints of $\sigma^{(2)}_1$ is $s_2$. Note that one of the endpoints of $\sigma^{(i)}_1$ or
\(\sigma_{n_i}^{(1)}\) lies on a \(\partial S\) segment of the boundary of \(P\); therefore, no \(\circ\)-arc \(\gamma \in \Gamma\) may lie to the left of \(\sigma_{n_i}^{(1)}\) or to the right of \(\sigma_{n_i}^{(1)}\) in the counter-clockwise order around the endpoint lying on the \(\partial S\) segment.

Denote \(s_1^i\) the \(\circ\)-marked point lying on the \(\partial S\) segment of the boundary \(P\). Then, it is possible to add a \(\circ\)-arc \(\gamma'\) from \(s_1^i\) to \(s_2^i\) that lies inside \(P\) and is assigned 1. All other \(\circ\) arcs in \(\Gamma\) from \(s_1^i\) or \(s_2^i\) follow \(\gamma'\) in the counter-clockwise orientation, and \(\gamma'\) cuts off exactly one \(\bullet\)-marked point from \(P\); hence we may extend \((\Gamma, p)\) by \(\gamma'\) to a larger bipartite admissible collection.

By the inductive procedure described above, it is possible to extend \((\Gamma, p)\) to a bipartite admissible dissection \((\Gamma', p')\).

\(\square\)

**Proposition 3.3.** Let \(\Lambda\) be a gentle algebra, and let \((S, M, P)\) be its associated marked surface. A bipartite admissible dissection \((\Gamma, p)\) yields a semiorthogonal decomposition \((\mathcal{L}, \mathcal{R})\) of \(K^{b}(\Lambda-\text{proj})\) where \(\mathcal{L}\) is generated by \(\gamma \in \Gamma\) such that \(p(\gamma) = 1\) and \(\mathcal{R}\) is generated by \(\gamma \in \Gamma\) such that \(p(\gamma) = 2\).

Proof. To prove that \((\mathcal{L}, \mathcal{R})\) is semiorthogonal decomposition of \(K^{b}(\Lambda-\text{proj})\), it suffices to show that there are no non-zero morphisms from \(\mathcal{R}\) to \(\mathcal{L}\) and that \(\mathcal{L}\) and \(\mathcal{R}\) generate the entire triangulated category \(K^{b}(\Lambda-\text{proj})\) by Proposition 1.3.

The morphisms between from \(P(\gamma_1, f_1)\) to \(P(\gamma_2, f_2)\) are up to shift given by oriented graded intersections \(\gamma_1\) from \(\gamma_2\); as \(\circ\)-arcs in \(\Gamma\) may intersect only at endpoints, there are non-trivial morphisms from \(P(\gamma_1, f_1)\) to \(P(\gamma_2, f_2)\) only if \(\gamma_2\) follows \(\gamma_1\) in the counter-clockwise order around a common endpoint. In such case, it is required that \(p(\gamma_2) \geq p(\gamma_1)\). So there are no non-trivial maps from \(P(\gamma_1, f_1)\) to \(P(\gamma_2, f_2)\) should be greater than \(p(\gamma_2)\).

Since there are no non-trivial morphisms from the generators of \(\mathcal{R}\) to the shifts generators of \(\mathcal{L}\), a simple induction shows that there no non-trivial morphisms from \(\mathcal{R}\) to \(\mathcal{L}\).

The triangulated category \(K^{b}(\Lambda-\text{proj})\) is generated by all string complexes, so it is enough to prove that they are generated by \(\mathcal{L}\) and \(\mathcal{R}\). Consider a \(\circ\)-arc \(\gamma\) given that any string complex is of form \(P(\sigma, b)\) for some \(\circ\)-arc \(\sigma\), and suppose that the arcs in \(\Gamma\) and \(\sigma\) are in a minimal position.

By Proposition 1.12 in [1] the connected components of the complement of \(\Gamma\) in \(S \setminus P\) are homeomorphic either to an open disk with a single \(\bullet\)-marked point on the boundary or to an open punctured disk with a \(\bullet\)-puncture and no \(\bullet\)-marked points on the boundary. The \(\circ\)-arc \(\sigma\) crosses components \(P_1, \ldots, P_n\) of the complement of \(\Gamma\) in \(S \setminus P\) in this order. Inductively, we will construct a sequence:

\[
\gamma_1^{(1)} \ldots, \gamma_{m_1}^{(1)}, \gamma_1^{(2)} \ldots, \gamma_{m_2}^{(2)}, \ldots, \gamma_1^{(n)} \ldots, \gamma_{m_n}^{(n)}
\]

such that:

(i) one of the endpoints of \(\sigma\) is an endpoint of \(\gamma_1^{(1)}\),

(ii) the other endpoint of \(\sigma\) is an endpoint of \(\gamma_{m_n}^{(n)}\), and

(iii) successive curves in the sequence share an endpoint, and

(iv) the iterated concatenation of the arcs in the sequence is homotopic to \(\sigma\).

The subsequence \(\gamma_1^{(1)}, \ldots, \gamma_{m_i}^{(i)}\) is constructed in a straight-forward way. If the \(\bullet\) point pertaining to the component \(P_i\) lies on the boundary, the segment of \(\sigma\) lying in \(P_i\) cuts in into two components: one containing the \(\bullet\)-point pertaining to \(P_i\) and the other without a marked point. Denote \(\delta_{i}^{(i)}, \ldots, \delta_{m_i}^{(i)}\) the \(\circ\)-arcs in \(\Gamma\) that lie or partially lie on the boundary of the component of \(P_i\) cut by \(\sigma\) without the \(\bullet\)-point pertaining to \(P_i\) such that \(\delta_{i}^{(i)}\) and \(\delta_{j+1}^{(i)}\) share a common endpoint for \(1 \leq j \leq m_i - 1\) and \(\sigma\) meets \(\delta_{i}^{(i)}\) before \(\delta_{m_i}^{(i)}\). Clearly, the segment of \(\sigma\) in \(P_i\) is homotopic to the iterated concatenation of \(\delta_{i}^{(i)}, \ldots, \delta_{m_i}^{(i)}\).
If the •-point pertaining to the component \( P_i \) is a puncture, \( \sigma \) may wind around it and intersect itself. \( \delta_1^{(i)}, \ldots, \delta_{m_i}^{(i)} \) the •-arcs in \( \Gamma \) on the boundary of \( P_i \) such that \( \sigma \) crosses their dual •-arcs in \( \Gamma^* \) within \( P_i \) in that order together with the •-arcs in \( \Gamma \) that \( \sigma \) crosses as it goes through \( P_i \), which would form the first and the last element of the sequence, if applicable and not included already.

The sequence is defined so that the segment of \( \sigma \) that lies in \( P_i \) is homotopic to the iterated concatenation of \( \delta_1^{(i)}, \ldots, \delta_{m_i}^{(i)} \). We use the fact that the segment of \( \sigma \) is homotopic to the iterated concatenation of its sub-segments that lie in connected components of the complement of \( \Gamma^* \) in \( S \setminus P \). If the segment \( \sigma \) in \( P_i \) crosses in the connected component \( Q \) of the complement of \( \Gamma^* \) in \( S \setminus P \), it has to cross two adjacent •-arcs on its boundary; otherwise, it would cross a •-arc, which it does not. Therefore, the corresponding •-arcs in \( \delta_j^{(i)}, \delta_{j+1}^{(i)} \in \Gamma \) have a common endpoint, and their concatenation is homotopic to the respective sub-segment of \( \sigma \) in \( Q \). This can be schematically illustrated by the following figure:

![Figure 2. The sub-segment of \( \sigma \) in \( Q \) and its representation by •-arcs in \( \Gamma \)](image)

We note that the same principle has been tacitly applied in the case above, when \( P_i \) had a •-marked point on the boundary. This principle also underpins the proof of how the indecomposable objects in \( D^b(\Lambda \text{-mod}) \) are reflected in its geometric model in Theorem 2.12 in \[18\].

If \( i = 1 \), \( \delta_1^{(i)} \) shares an endpoint with \( \sigma \), we define \( \gamma_{j}^{(i)} = \delta_j^{(i)} \) for \( 1 \leq i \leq m \) and we set \( m = m' - 1 \) if the •-marked point lies to same side of \( \sigma \) in \( P_2 \) as in \( P_2 \) and \( m = m' \) otherwise, which includes the situation when \( i = n \) and \( \sigma \) shares an endpoint with \( \delta_{m_i}^{(i)} \). If \( i > 1 \), \( \sigma \) crosses \( \delta_1^{(i)} \) as it enters \( P_i \), we define \( \gamma_{j}^{(i)} = \delta_j^{(i)} \) for \( 1 \leq j \leq m \) and we set \( m = m' - 1 \) if the •-marked point lies to same side of \( \sigma \) in \( P_{i+1} \) as in \( P_i \) and \( m = m' \) otherwise, which includes the situation when \( i = n > 1 \) and \( \sigma \) shares an endpoint with \( \delta_{m_i}^{(i)} \).

As above, we note that the last •-arc \( \delta_{m_i}^{(i)} \) is included in the final sequence precisely when \( \sigma \) crosses the dual •-arc in \( \Gamma^* \) in addition to crossing the •-arc separating \( P_i \) and \( P_{i+1} \).

By definition, our sequence satisfies (i) and (ii). As for (iii), it suffices to check it only for \( \gamma_{m_i}^{(i)} \) and \( \gamma_{i+1}^{(i)} \). Suppose that \( \sigma \) lies to the same side of the •-marked point in both \( P_i \) and \( P_{i+1} \); schematically, we are in the following situation up to change in orientation of \( \sigma \), which is assumed to go from left to right:
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\[ \gamma_i(1) \] and \( \gamma_i^{(i+1)} \) have a shared endpoint. We know that \( \delta^{(i)}_{m_i} = \delta^{(i+1)}_1 \) and that \( \delta^{(i)}_{m_i-1} = \gamma_i^{(i)} \) and \( \delta^{(i+1)}_2 = \gamma_i^{(i+1)} \) share an endpoint, respectively. However, the shared endpoint has to lie on the opposite side of the \( \gamma^{(i)} \) as the \( \circ \)-point correspond to the respective component in both cases, so it has be the same endpoint.

Suppose that \( \sigma \) lies to the same side of the \( \circ \)-marked point in both \( P_i \) and \( P_{i+1} \); schematically, we are in the following situation up to change in orientation of \( \sigma \), which is assumed to go from left to right:

We can employ a similar argument as above to reason that the \( \circ \)-arcs \( \gamma^{(i)}_{m_i} \) and \( \gamma^{(i+1)}_1 \) have the same endpoint.

Now, we observe that \( \sigma \) is homotopic to the iterated concatenation of \( \gamma^{(1)}_1, \ldots, \gamma^{(1)}_{m_1}, \gamma^{(2)}_1, \ldots, \gamma^{(2)}_{m_2}, \ldots, \gamma^{(n)}_1, \ldots, \gamma^{(n)}_{m_n} \). If we concatenate \( \gamma_{m_i} \) and \( \gamma^{(i+1)}_1 \) and denote the resulting arc \( \gamma_{i,i+1} \), then the iterated concatenation of \( \gamma_{i-1,i}, \gamma^{(i)}_2, \ldots, \gamma^{(i)}_{m_i-1}, \gamma^{(i+1)}_{i,i+1} \) is homotopic to the segment of \( \sigma \) in \( P_i \). The fact \( \sigma \) is homotopic to the iterated concatenation of its segments in \( P_1, \ldots, P_n \) completes the argument.

By Theorem 4.1 in [18] as recalled above, concatenation of \( \circ \)-arcs \( q_1 \) and \( q_2 \) at their common endpoint around which \( q_2 \) follows \( q_1 \) in the counter-clockwise order corresponds to forming the mapping cone of the arising morphisms from \( P_{(q_1,q_1)} \) to \( P_{(q_2,q_1)} \) up to shift (cf. the proof of Proposition 3.7 in [1]). This observation can be used to deduce that \( P_{(\sigma,h)} \) lies in the triangulated subcategory of \( K^b(\Lambda\text{-proj}) \) generated by \( P_{j_{(i)}} \).

Let \((\Gamma,p)\) be a bipartite admissible dissection of \((S,M,P)\). We recalled in the proof above that, by Proposition 1.12 in [1], the connected components of the complement of \( \Gamma \) in \( S \setminus P \) are homeomorphic either to an open disk with a single \( \circ \)-marked point on the boundary or to an open punctured disk with a \( \circ \)-puncture and no \( \bullet \)-marked points on the boundary. We consider a component \( P \) whose boundary
contains arcs \( \gamma_1, \gamma_2 \in \Gamma \) such that \( p(\gamma_1) \neq p(\gamma_2) \). The component \( \mathcal{P} \) needs to be of the first type. If its boundary did not contain a segment of \( \partial S \), it would consist entirely of arcs in \( \Gamma \), and there would invariably be curves \( \gamma_3, \gamma_4 \in \Gamma \) in its boundary such that they share an endpoint, \( \gamma_4 \) follows \( \gamma_3 \) in the counterclockwise order around the endpoint, but \( p(\gamma_4) < p(\gamma_3) \). In the counter-clockwise order, the boundary of \( \mathcal{P} \) looks as follows: a segment of \( \partial S \) adjacent, a sequence of arcs in \( \Gamma \) assigned 1 by \( p \), and a sequence of arcs in \( \Gamma \) assigned 2 by \( p \).

It turns out that the procedure of representing a \( s \)-arc as an iterated concatenation of \( s \)-arcs in \( (\Gamma, p) \) employed in the proof of the proposition above can be used to get approximation triangles for string objects in the induced semiorthogonal decomposition \( (\mathcal{L}, \mathcal{R}) \) of \( \mathcal{K}^b(A\text{-proj}) \). Before that, however, we need to deal with some technicalities.

**Lemma 3.4.** Let \( A \xrightarrow{f_i} B_i, i = 1, 2 \), be morphisms in a triangulated category \( \mathcal{T} \), then \( A \oplus \text{cone}((f_1, f_2)^\mathcal{T}) \) is isomorphic to \( B_1 \oplus \text{cone}(-f_2 \circ a_1[-1]) \) such that \( a_1 \) comes from the distinguished triangle:

\[
A \xrightarrow{f_1} B_1 \xrightarrow{b_1} \text{cone}(f_1) \xrightarrow{a_1} A[1].
\]

Furthermore, \( \text{cone}((f_1, f_2)^\mathcal{T}) \) is isomorphic to \( \text{cone}(-f_2 \circ a_1[-1]) \) provided that \( \mathcal{T} \) is Krull-Schmidt.

Dually, let \( A_i \to B_i, i = 1, 2 \) be morphisms in a triangulated category \( \mathcal{T} \), then \( A_1[1] \oplus \text{cone}(f_1, f_2)) \) is isomorphic to \( A_1[1] \oplus \text{cone}(b_1 f_2) \) such that \( b_1 \) comes from the distinguished triangle:

\[
A_1 \xrightarrow{f_1} B \xrightarrow{b_1} \text{cone}(f_1) \xrightarrow{a_1} A_1[1].
\]

Also, \( \text{cone}((f_1, f_2)) \) is isomorphic to \( \text{cone}(b_1 f_2) \) provided that \( \mathcal{T} \) is Krull-Schmidt.

**Proof.** We apply the octahedral axiom to the composition of morphisms:

\[
\text{cone}(f_1)[-1] \xrightarrow{-a_1[-1]} A \xrightarrow{(f_1, f_2)^\mathcal{T}} B_1 \oplus B_2
\]

We note that \(-a_1[-1]\) composes to zero with \( f_1 \).

We have the following distinguished triangles:

\[
\text{cone}(f_1)[-1] \xrightarrow{-a_1[-1]} A \xrightarrow{f_1} B_1 \xrightarrow{b_1} \text{cone}(f_1),
\]

\[
A \xrightarrow{(f_1, f_2)^\mathcal{T}} B_1 \oplus B_2 \xrightarrow{b} \text{cone}((f_1, f_2)^\mathcal{T}) \xrightarrow{a} A[1],
\]

and two direct sum of two distinguished triangles:

\[
\text{cone}(f_1)[-1] \xrightarrow{-f_2 \circ a_1[-1]} B_2 \xrightarrow{g} \text{cone}(-f_2 \circ a_1[-1]) \xrightarrow{h} \text{cone}(f_1)
\]

and

\[
0 \to B_1 \xrightarrow{id_{B_1}} B_1 \to 0,
\]

which corresponds to the distinguished triangle for \(- (f_1, f_2)^\mathcal{T} \circ a_1[-1]\) because the first coordinate is zero.

Using the octahedral axiom, it is possible to construct:

\[
B_1 \to B_1 \oplus \text{cone}(-f_2 \circ a_1[-1]) \xrightarrow{\text{cone}((f_1, f_2)^\mathcal{T})} B_1[1]
\]

The rightmost map in the distinguished triangle equals \( f_1[-1] \circ a \), which is zero because \((f_1[-1], f_2[-1])^\mathcal{T} \circ a \) is zero. Therefore, the distinguished triangle splits, and \( B_1 \oplus \text{cone}((f_1, f_2)^\mathcal{T}) \cong B_1 \oplus \text{cone}(-f_2 \circ a_1[-1])\).
Dually, we apply the octahedral axiom to the following composition:

\[ A_1 \oplus A_2 \xrightarrow{(f_1, f_2)} B \xrightarrow{b_1} \text{cone}(f_1) \]

. Combining distinguished triangles:

\[ A_1 \oplus A_2 \xrightarrow{(f_1, f_2)} B \xrightarrow{b} \text{cone}((f_1, f_2)) \xrightarrow{a} (A_1 \oplus A_2)[1], \]

and the direct sum of:

\[ B \xrightarrow{b_1} \text{cone}(f_1) \xrightarrow{a_1} A_1[1] \xrightarrow{f_1[1]} B[1], \]

we obtain the following:

\[ A_2 \xrightarrow{b_1 f_2} \text{cone}(f_1) \xrightarrow{g} \text{cone}(b_1 f_2) \xrightarrow{h} A_2[1] \]

and

\[ A_1 \xrightarrow{id_{A_1}} A_1 \rightarrow 0 \rightarrow A_1[1], \]

This triangle splits, however, because the rightmost morphism is zero as the first coordinate of the composition \( b \circ (f_1, f_2) \), which equals zero. We thus obtain that \( A_1[1] \oplus \text{cone}((f_1, f_2)) \cong A_1[1] \oplus \text{cone}(b_1 f_2) \).

If \( T \) is Krull-Schmidt and \( C \oplus D \cong C \oplus D' \), it is easy to see that the uniqueness of the direct decomposition into indecomposables yields that \( D \cong D' \). The remaining claims of this lemma follow from this observation. □

**Proposition 3.5.** Let \((\Gamma, p)\) be a bipartite admissible dissection of the marked surface \((S, M, P)\), and let \((\mathcal{L}, \mathcal{R})\) be the associated semithogonal decomposition of \(K^b(A\text{-proj})\). For every string object \(P_{(\sigma, h)}\), there exist string objects \(P_{(\delta_1, g_1)}, \ldots, P_{(\delta_n, g_n)}\) such that:

1. \(\sigma\) is homotopic to an iterated concatenation of \(\delta_1, \ldots, \delta_n\);
2. either \(P_{(\delta_i, g_i)} \in \mathcal{L}\) for all odd \(i\) and \(P_{(\delta_j, g_j)} \in \mathcal{R}\) for all even \(j\) or \(P_{(\delta_i, g_i)} \in \mathcal{R}\) for all odd \(i\) and \(P_{(\delta_j, g_j)} \in \mathcal{L}\) for all even \(j\);
3. \(\delta_i\) and \(\delta_{i+1}\) for \(1 \leq i \leq n-1\) share an endpoint, and every shared endpoint gives rise to a map \(f_{i,i+1} : P_{(\delta_i, g_i)} \rightarrow P_{(\delta_{i+1}, g_{i+1})}\) should \(P_{(\delta_i, g_i)} \in \mathcal{L}\) or vice versa;
4. the mapping cone \( \bigoplus_{i \text{even}} P_{(\delta_i, g_i)} \xrightarrow{f} \bigoplus_{i \text{odd}} P_{(\delta_i, g_i)} \) where \(f\) consists of maps \(f_{i,j}\) arising from shared endpoints of adjacent \(\delta_i\) and \(\delta_j\) or vice versa is isomorphic to \(P_{(\sigma, h)}\).

**Proof.** Assume that \(P_{(\sigma, h)}\) is a string object represented by a \(\sigma\)-arc \(\sigma\) with grading \(h\).

As in the proof of Proposition 3.3, we can construct a sequence:

\[ \gamma_1^{(1)}, \ldots, \gamma_1^{(m_1)}, \gamma_2^{(1)}, \ldots, \gamma_2^{(m_2)}, \ldots, \gamma_n^{(1)}, \ldots, \gamma_n^{(m_n)} \]

of \(\sigma\)-arcs in \(\Gamma\) such that \(\sigma\) is homotopic to the iterated concatenation thereof.

From this sequence, we concatenate its maximal segments such that all \(\sigma\)-arcs in the segment belong to the same part of \((\Gamma, p)\). We obtain a sequence of \(\delta_1, \ldots, \delta_n\), whose iterated concatenation remains homotopic to \(\sigma\). Without loss of generality, we may assume that \(\delta_i\) for \(i\) odd are concatenations of \(\gamma \in \Gamma\) such that \(p(\gamma) = 1\) and conversely for \(\delta_j\) with \(j\) even. Consequently, for any choice of gradings, string objects associated to \(\delta_i, i\) odd, belong \(\mathcal{L}\); whereas, string objects associated to \(\delta_j, j\) even, belong \(\mathcal{R}\).

By construction, \(\delta_i\) and \(\delta_{i+1}\) share an endpoint for all \(1 \leq i \leq n-1\). We may choose gradings \(g_1, \ldots, g_n\) such that the common endpoints induce maps from \(f_{i,i+1} : P_{(\delta_i, g_i)} \rightarrow P_{(\delta_{i+1}, g_{i+1})}\), for odd \(1 \leq i \leq n-1\), and \(f_{i,i-1} : P_{(\delta_i, g_i)} \rightarrow\)
$P_{(\delta_{i-1},g_{i-1})}$, for odd $3 \leq i \leq n$, and that the concatenation of $(\delta_1,g_1),\ldots,(\delta_n,g_n)$ has the same grading as $(\sigma,h)$ (this simply entails choosing $g_1$ such that there is a map $P_{(\sigma,h)} \to P_{(\delta_1,g_1)}$ at their shared endpoint).

Having established that $P_{(\delta_1,g_1)},\ldots,P_{(\delta_n,g_n)}$ satisfy conditions (i) to (iii), it remains to prove that $P_{\sigma,h}$ is the mapping cone of the following map:

$$\bigoplus_{i \text{ odd}} P_{(\delta_i,g_i)} \xrightarrow{f} \bigoplus_{i \text{ even}} P_{(\delta_i,g_i)}$$

where the only components of $f$ from $P_{(\delta_i,g_i)}$ are $f_{1,i-1}$ and $f_{i,i+1}$, if defined.

We note that the case of $n=1$ is trivial and that the case of $n=2$ is a direct application of Theorem 4.1 in [15], which yields that the mapping cone of a map arising from two $\sigma$-arcs meeting at a $\sigma$-endpoint corresponds to their concatenation at this common endpoint. Subsequently, we proceed in calculation of the mapping cone by induction. For the induction, we abstract from the condition (ii).

Noting that $K^b(\text{A-proj})$ is a Krull-Schmidt category, we apply Lemma 3.4 to the following datum:

$$P_{(\delta_1,g_1)} \oplus \bigoplus_{i>1, \text{ odd}} P_{(\delta_i,g_i)} \xrightarrow{(f_1,f')} \bigoplus_{i \text{ even}} P_{(\delta_i,g_i)}$$

It yields that the mapping cone of $f$ isomorphic to the mapping cone of the composition:

$$\bigoplus_{i>1, \text{ odd}} P_{(\delta_i,g_i)} \xrightarrow{f'} P_{(\delta_2,g_2)} \oplus \bigoplus_{i \geq 2, \text{ even}} P_{(\delta_i,g_i)} \xrightarrow{p \oplus \text{id}} \text{cone}(f_{1,2}) \oplus \bigoplus_{i>2, \text{ even}} P_{(\delta_i,g_i)}$$

where cone$(f_{1,2})$ is isomorphic to $P_{(\delta_{1,2},h_{1,2})}$, $\delta_{1,2}$ is the concatenation of $\delta_1$ and $\delta_2$ at their shared endpoint that gives rise to $f_{1,2}$ and the grading $h_{1,2}$ is such that there is a map $P_{(\delta_{1,2},h_{1,2})} \to P_{(\delta_{1,i},h_{1,i})}$ at the other endpoint of $\delta_i$, and $p : P_{(\delta_2,g_2)} \to \text{cone}(f_{1,2})$ is the map from the distinguished triangle pertaining to $f_{1,2}$. The map $p$ is represented by a common endpoint of $\delta_2$ and $\delta_{1,2}$, which is the other endpoint of $\delta_{1,2}$ shared with $\delta_1$. This means that $p \circ f_{3,2}$ is non-zero and it is represented by a common endpoint.

We reduced the number of $\sigma$-arcs by one, and we have thus performed the induction step, and our proof is complete. \hfill $\square$

### 3.2. Good cuts of a marked surface and semiorthogonal decompositions.

In this subsection, we associate a specific way how to cut $(S,M,P)$, a good cut, to every bipartite admissible dissections thereof, and we prove that two bipartite admissible dissections of $(S,M,P)$ yield the same semiorthogonal decomposition of $K^b(\text{A-proj})$ if and only if they cut the underlying marked surface along the same lines up to homotopy.

Also, we show that for any good cut of $(S,M,P)$ it is always possible to construct an associated bipartite admissible of $(S,M,P)$ such that they cut the underlying marked surface along the same lines up to homotopy. Hence, we obtain a one-to-one correspondence between semiorthogonal decompositions of $K^b(\text{A-proj})$ and good cuts of $(S,M,P)$.

**Definition 3.6.** Given $(\Gamma,p)$, a bipartite admissible dissection of $(S,M,P)$, we say that a connected component, $\mathcal{P}$, of the complement of $\Gamma$ in $S \setminus P$ is mixed if its boundary contains arcs in different parts of $(\Gamma,p)$. There is an arc in $\mathcal{P}$ from the unique $\sigma$-point on the boundary at which arcs in different parts of $(\Gamma,p)$ meet to the $\pi$-point on the $\partial S$-segment of the boundary of $\mathcal{P}$. We call it a dividing arc of $\mathcal{P}$. 

Lemma 3.7. Let $(\Gamma, p)$ be a bipartite admissible dissection of $(S, M, P)$, and let $\sigma$ be $\circ$-arc in $S$. The arc $\sigma$ does not cross any dividing arc of a mixed component of the complement of $\Gamma$ in $S \setminus P$ if and only if $P_{(\sigma, h)} \in L_{(\Gamma, p)}$ or $R_{(\Gamma, p)}$.

Proof. We consider a sequence, $\gamma_1^{(1)}, \ldots, \gamma_1^{(m_1)}, \gamma_1^{(2)}, \ldots, \gamma_2^{(m_2)}, \ldots, \gamma_1^{(n)}, \ldots, \gamma_m^{(n)}$, of $\circ$-arcs in $\Gamma$ such that $\sigma$ is homotopic to the iterated concatenation thereof as constructed in the proof of Proposition 3.3. The function $p$ attains the same value for all arcs in the sequence because $\sigma$ does not cross any dividing arc of a mixed component of the complement of $\Gamma$ in $S \setminus P$.

The object $P_{(\sigma, h)}$ lies in the triangulated subcategory generated by $P_{(\gamma_j^{(i)}, \circ)}$. Because all $\gamma_j^{(i)}$ belong to the same part of $(\Gamma, p)$, $P_{(\sigma, h)}$ lies inside either $L_{(\Gamma, p)}$ or $R_{(\Gamma, p)}$.

Now, we suppose that $\sigma$ crosses a dividing arc of a mixed component of the complement of $\Gamma$ in $S \setminus P$. This means that $\sigma$ has to cross $\gamma_1^{(1)} \in \Gamma$ such that $p(\gamma_1^{(1)}) = 1$ or share an endpoint with $\gamma_1^{(1)}$ such that $\gamma_1^{(1)}$ follows $\sigma$ in the counter-clockwise order around it and that $\sigma$ has to cross $\gamma_2^{(2)} \in \Gamma$ such that $p(\gamma_2^{(2)}) = 2$ or share an endpoint with $\gamma_2^{(2)}$ such that $\sigma$ follows $\gamma_2^{(2)}$ in the counter-clockwise order around it. Therefore, there are non-trivial morphisms $P_{(\sigma, h)} \rightarrow P_{(\gamma_1^{(1)}, c)}$ and $P_{(\gamma_2^{(2)}, c)} \rightarrow P_{(\sigma, h)}$ for suitable gradings. Because $P_{(\gamma_1^{(1)}, c)} \in L_{(\Gamma, p)}$ and $P_{(\gamma_2^{(2)}, c)} \in R_{(\Gamma, p)}$, we obtain that $P_{(\sigma, h)}$ has to be trivial. \hfill $\square$

Proposition 3.8. Two bipartite admissible dissection of $(S, M, P)$ give rise to the same semiorthogonal decomposition of $K^b(\Lambda\text{-proj})$ if and only if dividing arcs of their mixed components are homotopic.

Proof. Let us have two bipartite admissible dissections $(\Gamma_1, p_1)$ and $(\Gamma_2, p_2)$. Without loss of generality, we suppose that there exists a dividing arc $\Psi$ of $(\Gamma_1, p_1)$ that is not, up to homotopy, a dividing arc of $(\Gamma_2, p_2)$. If $\Psi$ crosses an arc in $\Gamma_2$, it follows from Lemma 3.7 above that $(\Gamma_1, p_1)$ and $(\Gamma_2, p_2)$ do not give the same semiorthogonal decompositions of $K^b(\Lambda\text{-proj})$.

We can assume that $\Psi$ lies in a connected component $P$ of the complement of $\Gamma_1$ in $S \setminus P$. There are two $\circ$-arcs $\sigma_1, \sigma_2 \in \Gamma_2$ on the boundary of $P$ sharing a common endpoint with $\Psi$; the $\circ$-endpoint of $\Psi$ may not be adjacent to the $\bullet$-endpoint on the same boundary component of $S$ since $\Psi$ would not be a dividing arc otherwise. Also, $\sigma_1$ and $\sigma_2$ need to belong to the same part of $(\Gamma_2, p_2)$ because $\Psi$ is not a dividing arc of $(\Gamma_2, p_2)$. Therefore, the object of $K^b(\Lambda\text{-proj})$ corresponding, up to grading, to the concatenation of $\sigma_1$ and $\sigma_2$ lies in $L_{(\Gamma_2, p_2)}$ or $R_{(\Gamma_2, p_2)}$, but it belongs to neither $L_{(\Gamma_1, p_1)}$ nor $R_{(\Gamma_1, p_1)}$ by Lemma 3.7 as it crosses a dividing arc $\Psi$ of $(\Gamma_2, p_2)$.

Suppose that $(\Gamma_1, p_1)$ and $(\Gamma_2, p_2)$, two bipartite admissible dissections of $(S, M, P)$, give rise to different semiorthogonal decompositions of $K^b(\Lambda\text{-proj})$. Provided that there exists a $\circ$-arc $\sigma \in \Sigma_1$ such that the corresponding object of $K^b(\Lambda\text{-proj})$, up to grading, does not lie in either $L_{(\Gamma_2, p_2)}$ or $R_{(\Gamma_2, p_2)}$, it follows from Lemma 3.7 that $\sigma$ crosses a dividing arc of $(\Gamma_2, p_2)$. Hence, $(\Gamma_1, p_1)$ and $(\Gamma_2, p_2)$ do not have, up to homotopy, the same dividing arcs.

Suppose now that all objects of $K^b(\Lambda\text{-proj})$ corresponding to $\circ$-arcs in $\Gamma_1$ given some grading lie either in $L_{(\Gamma_2, p_2)}$ or in $R_{(\Gamma_2, p_2)}$. Consider a function $p'_1$ that assigns an arc $\sigma \in \Gamma_1$ the value $1$ if the corresponding object $K^b(\Lambda\text{-proj})$ lies in $L_{(\Gamma_2, p_2)}$ and the value $2$ if the corresponding object $K^b(\Lambda\text{-proj})$ lies in $R_{(\Gamma_2, p_2)}$. In this way, we obtain a bipartite admissible dissection $(\Gamma_1, p'_1)$. We have that $L_{(\Gamma_1, p'_1)} \subseteq L_{(\Gamma_2, p_2)}$ and $R_{(\Gamma_1, p'_1)} \subseteq R_{(\Gamma_2, p_2)}$; thus $(\Gamma_1, p'_1)$ and $(\Gamma_2, p_2)$ give rise to the same semiorthogonal decompositions of $K^b(\Lambda\text{-proj})$. 
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From the proof of the other implication above, we get that \((\Gamma_1, p'_1)\) and \((\Gamma_2, p_2)\) have the same dividing arcs. However, \((\Gamma_1, p_1)\) and \((\Gamma_1, p'_1)\) cannot have the same dividing arcs because it would imply that \(p_1 = p'_1\).

**Definition 3.9.** Let \((S, M, P)\) be marked surface. A *dividing arc* is a smooth map \(\omega : (0, 1) \to S \setminus P\) such that \(g_\omega = \lim_{x \to 0} \omega(x) \in M_\circ\) and \(r_\omega = \lim_{x \to 1} \omega(x) \in M_\bullet\) such that \(g_\omega\) and \(r_\omega\) are not adjacent on a component of \(\partial S\). We can obtain a new marked surface, the *cut surface*, \((S_\omega, M_\omega, P_\omega)\) by cutting \((S, M, P)\) along \(\omega\).

The marked points of \((S_\omega, M_\omega, P_\omega)\) are \(P_\omega = P\), \(M_\omega = (M_\circ \setminus \{g_\omega\}) \cup \{g'_\omega, g''_\omega\}\) and \(M_\bullet = (M_\bullet \setminus \{r_\omega\}) \cup \{r'_\omega, r''_\omega\}\) such that \(g'_\omega\) to \(r'_\omega\) precede \(g''_\omega\) to \(r''_\omega\) in the counter-clockwise order on their shared component of the boundary of \(S_\omega\). We refer to \(g'_\omega, r'_\omega\) and \(g''_\omega, r''_\omega\) as to *left added marked points* and *right added marked points.*

![Figure 5. Cutting S along \(\omega\)](image)

**Remark 3.10.** It is easy to observe that \((S_\omega, M_\omega, P_\omega)\) is a well-defined marked surface because the new marked points are added in way that ensures that \(\circ\)-marked points and \(\bullet\)-marked points still alternate on the component of \(\partial S_\omega\) that they lie on.

**Remark 3.11.** It is always possible to reconstruct \((S, M, P)\) from \((S_\omega, M_\omega, P_\omega)\) by identifying the segments of \(\partial S_\omega\) from \(g'_\omega\) to \(r'_\omega\) and from \(g''_\omega\) to \(r''_\omega\).

We observe that if \(\omega_1\) and \(\omega_2\) are two dividing arcs on \((S, M, P)\) that do not intersect or share a common endpoint, it is possible to cut \((S, M, P)\) along them simultaneously. This observation is used in the following definition:

**Definition 3.12.** Let \((S, M, P)\) be marked surface. A collection of dividing arcs up to homotopy, \(\Omega\), is called a *good cut* if:

(i) any two different arcs in \(\Omega\) neither intersect nor meet at endpoints,

(ii) no connected component of the cut surface \((S_\Omega, M_\Omega, P_\Omega)\) contains a left added marked point and an right added marked point,

(iii) no connected component of the cut surface \((S_\Omega, M_\Omega, P_\Omega)\) is trivial, i.e. homeomorphic to an open disk with only two marked points, one \(\circ\)-point and \(\bullet\)-point, on its boundary.

**Proposition 3.13.** Dividing arcs of a bipartite admissible dissection \((\Gamma, p)\) form a good cut \(\Omega_{(\Gamma, p)}\) of the associated marked surface. On the other hand, a good cut \(\Omega\) gives rise to a bipartite admissible dissection \((\Gamma_\Omega, p_\Omega)\) of the associated marked surface such that the dividing arcs of \((\Gamma_\Omega, p_\Omega)\) are the same as the arcs in \(\Omega\).

**Proof.** Suppose that \((\Gamma, p)\) is a bipartite admissible dissection and that \(\Omega_{(\Gamma, p)}\) is the associated set of dividing arcs. We will prove that \(\Omega_{(\Gamma, p)}\) is a good cut of the underlying marked surface. Firstly, we observe that dividing arcs of \((\Gamma, p)\) lie in different connected components of the complement of \(\Gamma\) in \(\hat{S} \setminus P\). Therefore, two dividing arcs of \(\Gamma\) may not intersect. For the same reason, they may also not meet
at \( * \)-marked point endpoints. If two dividing arcs of \((\Gamma, p)\) were to meet at a \( * \)-marked point, it would mean that in the counter-clockwise order there would be arcs \( \gamma_1, \gamma_2, \gamma_3, \gamma_4 \) with \( p(\gamma_i) = 1, i \in \{1, 3\} \) and \( p(\gamma_i) = 2, i \in \{2, 4\} \), a contradiction.

Assume now that, some connected component \( Q \) of the complement of \( \Omega(\Gamma, p) \) in \( S \setminus P \) has both left and right added marked points on its boundary. It is easy to observe that if there is \( g^\ell_\omega \in \partial Q \) and \( g^r_\omega \in \partial Q \) for \( \omega \in \Omega(\Gamma, p) \), then we have \( r^\ell_\omega \in \partial Q \) and \( r^r_\omega \in \partial Q \), respectively, and vice versa because dividing arcs of \((\Gamma, p)\) do not intersect.

So there are \( g^\ell_{\omega_1}, r^r_{\omega_1}, g^r_{\omega_2}, \) and \( r^\ell_{\omega_2} \) on the boundary of \( Q \) for some \( \omega_1, \omega_2 \in \Omega(\Gamma, p) \). This means that there are \( * \)-arcs \( \gamma_1, \gamma_2 \in \Gamma \) such that \( p(\gamma_i) = i \) that lie in \( Q \). Because \( Q \) is connected, we can take a \( * \)-arc \( \sigma \) that connects \( * \)-marked points which are endpoints of the two dividing arcs pertaining to \( \gamma_1 \) and \( \gamma_2 \). Without loss of generality, \( \sigma \) starts in the connected component of the complement of \( \Gamma \) in \( S \setminus P \) where \( \omega_1 \) lies, and \( \sigma \) ends in the connected component of the complement of \( \Gamma \) in \( S \setminus P \) where \( \omega_2 \) lies.

Now, we consider a sequence, \( \gamma_1^{(1)}, \gamma_2^{(1)}, \gamma_1^{(2)}, \gamma_2^{(2)}, \ldots, \gamma_1^{(n)}, \gamma_2^{(n)} \), of \( * \)-arcs in \( \Gamma \) such that \( \sigma \) is homotopic to the iterated concatenation thereof as constructed in the proof of Proposition 3.3. The \( * \)-arc \( \sigma \) in such a way that \( \gamma_1^{(1)} = \gamma_1 \) and \( \gamma_2^{(n)} = \gamma_2 \). As \( p(\gamma_1) = 1 \) and \( p(\gamma_2) = 2 \), the concatenation of \( \gamma_1^{(1)}, \gamma_2^{(1)}, \gamma_1^{(2)}, \gamma_2^{(2)}, \ldots, \gamma_1^{(n)}, \gamma_2^{(n)} \), which is \( \sigma \), has to cross a dividing arc in \( \Omega(\Gamma, p) \). We have thus obtained a contradiction with the assumption that \( \sigma \) is connected in the complement of \( \Omega(\Gamma, p) \) in \( S \setminus P \).

To establish that \( \Omega(\Gamma, p) \) is a good cut, it remains to be shown that no connected component of its complement in \( S \setminus P \) is trivial. However, for each \( \omega \in \Omega(\Gamma, p) \) there are two \( * \)-arcs \( * \)-arcs \( \gamma_1, \gamma_2 \in \Gamma \) such that they share a \( * \)-endpoint with \( \omega \) and that \( p(\gamma_i) = i \). No dividing may cross either \( \gamma_1 \) or \( \gamma_2 \), so \( \gamma_1 \) lies in the component of the complement of \( \Omega(\Gamma, p) \) in \( S \setminus P \) that has the left added marked point \( g_{\omega, \omega} \) on this boundary, similarly for \( \gamma_2 \). Because every component of the complement of \( \Omega(\Gamma, p) \) in \( S \setminus P \) contains an added marked point, it contains a \( * \)-arc, and so it is non-trivial.

Denote the marked surface \((S, M, P)\). Consider the connected components of the complement of \( \Omega \) in \( S \setminus P \). Each connected components of the complement of \( \Omega \) in \( S \setminus P \) is a marked surface and has an admissible dissection.

We choose an admissible dissection for each connected component and observe that together, as a set \( \Gamma_{\Omega} \), they from an admissible dissection of the marked surface \((S, M, P)\). Arcs in admissible dissections of components that come from components with only left added marked points on their boundary are assigned \( 2 \) by \( p_2 \); other arcs, coming from components with only right added marked points are assigned \( 1 \) by \( p_1 \).

The \( * \)-arcs in \( \Gamma_{\Omega} \) may clearly only meet at their common \( * \)-endpoints since this is the case for every constituent connected component of the complement of \( \Omega \) in \( S \setminus P \), which are glued on segments on their boundary. Each connected component of the complement of \( \Gamma_{\Omega} \) in \( S \setminus P \) is glued from at most two connected components of the complement of \( \Gamma_{\Omega} \) in the respective constituent connected components of the complement of \( \Omega \) in \( S \setminus P \) in the following way:
Figure 6. Gluing connected components of of the complement of $\Omega$ in $S \setminus P$.

Hence every connected component of the complement of $\Gamma_{\Omega}$ in $S \setminus P$ has a single •-point, and $\Gamma_{\Omega}$ is an admissible dissection.

If two arcs in different parts of $(\Gamma_{\Omega}, p_{\Omega})$ meet, they have to meet at a ◦-endpoint of one of the dividing arcs in $\Omega$. The ◦-arc in part 2 lies follows the dividing arc in the counterclockwise order around the common endpoint because the component to which the ◦-arc belong lies to the left of the dividing arc; whereas, the ◦-arc in part 1 has to precede in that order. This is enough to conclude that $(\Gamma_{\Omega}, p_{\Omega})$ is a bipartite admissible dissection as well as that $\Omega$ is the set of dividing arcs of $(\Gamma_{\Omega}, p_{\Omega})$.

Remark 3.14. The proof that $\Gamma_{\Omega}$ may be also performed numerically using the following inductive argument as in the proof of Proposition 1.11 in [1]. By ◦-arcs in admissible dissection equals $|M_{\omega}| + |P| + b + 2g - 2$ arcs, where $g$ is the genus of $S$ and $b$ is the number of connected components of $\partial S$. Consider $\omega$ a dividing arc of $S$ and the cut surface $S_{\omega}$. If $\omega$ connects two different connected components of the boundary $\partial S$ (Case 3 in the proof of Proposition 1.11 in [1]), then the number of connected components of $S_{\omega}$, $b_{\omega}$, equals $b - 1$. We have an extra ◦-marked point, so $(M_{\omega})_{0} = M_{\omega} + 1$. It is easy to observe that the genus of $S_{\omega}$, $g_{\omega}$, and the number •-punctures remain unchanged, so $g = g_{\omega}$ and $|P_{\omega}| = |P|$. We get that any admissible dissection of $S_{\omega}$ has to have the same number of ◦-arcs as that of $S$. If $\omega$ starts and ends on the same boundary component, we need to distinguish whether $\omega$ is separating or non-separating. Provided that $\omega$ is non-separating (Case 1 in the proof of Proposition 1.11 in [1]), the cut surface $S_{\omega}$ has a single connected component with $b + 1$ boundary components and genus $g - 1$. It has an extra ◦-marked point and the same number of punctures. Because $|(M_{\omega})_{0}| + |P_{\omega}| + b_{\omega} + 2g_{\omega} - 2 = (|M_{\omega}| + 1) + |P| + (b + 1) + 2(g - 1) - 2 = |M_{\omega}| + |P| + b + 2g - 2$, the any admissible dissection of $S_{\omega}$ has to have the same number of ◦-arcs as that of $S$. Finally, if $\omega$ is separating (Case 6 in the proof of Proposition 1.11 in [1]), then $S_{\omega}$ has two connected components $S_{\omega}^{(1)}$ and $S_{\omega}^{(2)}$ with combined genus, $g_{\omega}^{(1)} + g_{\omega}^{(2)}$, equal to $g$ and
combined number of boundary components, \(u_0^{(1)} + u_0^{(2)}\), equal to \(b+1\). They also have an additional marked point together, in other words \(|(M_0^{(1)})_S| + |(M_0^{(2)})_S| = |M_0|\).

Therefore the number of \(\bullet\)-arcs in a pair admissible dissections of \(S_0^{(1)}\) and \(S_0^{(2)}\) equals to \(|(M_0^{(1)})_S| + |P_0^{(1)}| + b_0^{(1)} + 2g_0^{(1)} - 2 + |(M_0^{(2)})_S| + |P_0^{(2)}| + b_0^{(2)} + 2g_0^{(2)} - 2 = ((|M_0| + 1) + |P| + (b + 1) + 2g - 4\), which is the same as for \(S\).

**Theorem 3.15.** There is a one-to-one correspondence between semiorthogonal decompositions of \(K^b(\Lambda\text{-proj})\) and good cuts of the marked surface associated to \(\Lambda\).

**Proof.** For the purposes of this proof, we denote \(SO\) the set of semiorthogonal decompositions of \(K^b(\Lambda\text{-proj})\) and \(GC\) the set of cuts of \((S, M, P)\).

At first, we construct a map \(F: SO \to GC\). Let us have \((L, R),\) a semiorthogonal decomposition of \(K^b(\Lambda\text{-proj})\). Consider the following approximation of \(R_i \to P_i \to L_i \to R_i[1]\) such that and \(R_i \in R, L_i \in L\), and \(P_i\) is one of the indecomposable direct summands of \(\Lambda\). Theorem 2.8 paired with Lemma 3.10 in [18] yields that:

\[
R_i \cong \bigoplus_j P_i(\sigma_j^{(i)}, \delta_j^{(i)}) \quad \text{and} \quad L_i \cong \bigoplus_{j'} P_{i'}(\lambda_{i'}^{(j')}, \delta_{i'}^{(j')})
\]

for \(\bullet\)-arcs \(\delta_j^{(i)}\) and \(\lambda_{i'}^{(j')}\); these \(\bullet\)-arcs meet only at endpoints, and that \(\delta_j^{(i)}\) may meet \(\lambda_{i'}^{(j')}\) at a \(\bullet\)-point only if \(\delta_j^{(i)}\) follows \(\lambda_j^{(i)}\) in the counter-clockwise order around a common endpoint.

These \(\bullet\)-arcs gives rise to a bipartite collection \((\Gamma, p)\) with \(p(\lambda_{i'}^{(j')}) = 1\) and \(p(\delta_j^{(i)}) = 2\) by possibly removing redundant \(\bullet\)-arcs so that each connected component of its complement in contains at least one \(\bullet\)-point.

It easy to observe that the removed \(\bullet\)-arcs are simply concatenations of the remaining \(\bullet\)-arcs, and the objects corresponding to the removed \(\bullet\)-arcs can be generated using the objects corresponding to the remaining \(\bullet\)-arcs for both parts respectively. This holds because if there is a component of of the complement of without a \(\bullet\)-marked point, then all \(\bullet\)-arcs on its boundary have to be either \(\lambda_{i'}^{(j')}\) or \(\delta_j^{(i)}\) as discussed in the proof of Proposition 3.3.

Proposition 3.2 assures existence of a bipartite admissible dissection \((\Gamma', p')\) extending \((\Gamma, p)\). If \((L_{i'}, R_{i'})\) is the semiorthogonal decomposition of \(K^b(\Lambda\text{-proj})\) associated to \((\Gamma', p')\) by Proposition 3.3, we obtain that \(L \subseteq L_{i'}\) and \(R \subseteq R_{i'}\) necessitating that the inclusions are equalities.

We note that \((\Gamma, p)\) must have already been a bipartite admissible dissection. Suppose that we have a \(\bullet\)-arc \(\psi\). Since the \(\bullet\)-arcs \(\sigma_i\) corresponding to indecomposable projectives \(F_i\) form an admissible dissection, there exists \(\sigma_i\) such that \(\psi\) and \(\sigma_i\) intersect. The uniqueness of approximation triangles in \(\langle L, R \rangle = \langle L_{i'}, R_{i'} \rangle\) per Proposition 1.3 means that we can use Proposition 3.4 to show that \(\sigma_i\) homotopic to an iterated concatenation of \(\bullet\)-arcs \(\lambda_{i'}^{(j')}\) and \(\delta_j^{(i)}\). It is an easy consequence that \(\psi\) has to cross some of these \(\bullet\)-arcs. We can therefore conclude that \((\Gamma, p)\) separates all \(\bullet\)-points, and so it is a bipartite admissible dissection.

We set \(F(\langle L, R \rangle)\) equal to the set of dividing arcs \((\Gamma', p')\). The bipartite admissible dissection \((\Gamma', p')\) may not be unique, but all possible choices of \((\Gamma', p')\) have the same dividing arcs. Therefore, the map \(F: SO \to GC\) is well defined.

Conversely, we construct a map \(G: GC \to SD\). Take a good cut \(\Omega\) of the underlying marked surface. By Proposition 3.13 there exists a bipartite admissible dissection \((\Gamma', p')\) such that its set of dividing arcs equals \(\Omega\). By Proposition 3.3 we can associate a semiorthogonal decomposition \(G(\Omega)\) of \(K^b(\Lambda\text{-proj})\) to \(\Omega\). Since two bipartite admissible dissections with same dividing arcs give rise to the same
semiorthogonal decomposition by Proposition 3.3 the map \( G : GC \to SD \) is well-defined.

Proposition 3.13 gives us that two bipartite admissible dissections give rise to the same semiorthogonal decomposition by Proposition 3.3 if and only if they have the same dividing arcs. This fact is then used to assure that \( F \) and \( G \) are mutually inverse bijections.

3.3. Semiorthogonal decompositions of \( D^b(\Lambda\text{-mod}) \) and \( K^b(\Lambda\text{-proj}) \). Finally, we prove that there is a bijective correspondence between semiorthogonal decompositions of \( D^b(\Lambda\text{-mod}) \) and semiorthogonal decompositions of \( K^b(\Lambda\text{-proj}) \), which goes from left to right by restriction. This result represents the final step in establishing the bijective correspondence between semiorthogonal decompositions of \( D^b(\Lambda\text{-mod}) \) and good cuts of the underlying marked surface \((S, M, P)\).

**Theorem 3.16.** A semiorthogonal decomposition of \( D^b(\Lambda\text{-mod}) \) restricts to a semiorthogonal decomposition of \( K^b(\Lambda\text{-proj}) \). On the other hand, a semiorthogonal decomposition of \( K^b(\Lambda\text{-proj}) \) can be uniquely extended to a semiorthogonal decomposition of \( D^b(\Lambda\text{-mod}) \).

**Proof.** At first, we prove that a semiorthogonal decomposition of \( D^b(\Lambda\text{-mod}) \) restricts to a semiorthogonal decomposition of \( K^b(\Lambda\text{-proj}) \). The first part of the argument is similar to the argument made in the proof of Theorem 3.15 when constructing the map from semiorthogonal decompositions of \( K^b(\Lambda\text{-proj}) \) to the good cuts of the underlying marked surface.

Suppose that \( \langle \mathcal{L}, \mathcal{R} \rangle \) is a semiorthogonal decomposition of \( D^b(\Lambda\text{-mod}) \). Consider the following approximation of \( R_i \to P_i \to L_i \to R_i[1] \) such that and \( R_i \in \mathcal{R} \), \( L_i \in \mathcal{L} \), and \( P_i \) is one of the indecomposable direct summands of \( \Lambda \). Theorem 2.8 paired with Lemma 3.10 in [18] yields that:

\[
R_i \cong \bigoplus_j P_{(j)}(\bar{g}_{j}^{(i)}) \quad \text{and} \quad L_i \cong \bigoplus_j P_{(j)}(\lambda_{j}^{(i)} \phi_{j}^{(i)} )
\]

for \( \mathcal{O} \)-arcs \( \bar{g}_{j}^{(i)} \) and \( \lambda_{j}^{(i)} \); these \( \mathcal{O} \)-arcs meet only at endpoints, and that \( \phi_{j}^{(i)} \) may meet \( \phi_{j}^{(i)} \) at a \( \mathcal{O} \)-point only if \( \phi_{j}^{(i)} \) follows \( \phi_{j}^{(i)} \) in the counter-clockwise order around a common endpoint.

Clearly, \( \mathcal{L} \cap K^b(\Lambda\text{-proj}) \) contains all objects corresponding to \( \lambda_{j}^{(i)} \), and \( \mathcal{R} \cap K^b(\Lambda\text{-proj}) \) contains all objects corresponding to \( \bar{g}_{j}^{(i)} \). Also, there are no homomorphisms from \( \mathcal{R} \cap K^b(\Lambda\text{-proj}) \) to \( \mathcal{R} \cap K^b(\Lambda\text{-proj}) \). Because \( \mathcal{L} \cap K^b(\Lambda\text{-proj}) \) and \( \mathcal{R} \cap K^b(\Lambda\text{-proj}) \) generate \( K^b(\Lambda\text{-proj}) \) via its generator \( \Lambda \), which is the direct sum of all indecomposable projectives \( P_i \), they form a semiorthogonal decomposition. Therefore, \( \langle \mathcal{L}, \mathcal{R} \rangle \) restricts to a semiorthogonal decomposition of \( K^b(\Lambda\text{-proj}) \).

Now, it remains to be proved that a semiorthogonal decomposition of \( K^b(\Lambda\text{-proj}) \) can be uniquely extended to a semiorthogonal decomposition of \( D^b(\Lambda\text{-mod}) \).

Let \( \langle \mathcal{L}, \mathcal{R} \rangle \) be a semiorthogonal decomposition of \( K^b(\Lambda\text{-proj}) \). Our strategy is to find enough additional indecomposable objects in \( D^b(\Lambda\text{-mod}) \) to add to \( \mathcal{L} \) and \( \mathcal{R} \), so that enriched \( \mathcal{L} \) and \( \mathcal{R} \) generated the bounded derived category, but there are still no morphisms from the enriched \( \mathcal{R} \) to enriched \( \mathcal{L} \) (cf. Proposition 1.3). This enrichment will be constructed in a way that will assure its uniqueness.

The indecomposable objects of \( D^b(\Lambda\text{-mod}) \) that are not in \( K^b(\Lambda\text{-proj}) \); these are exactly objects corresponding to infinite string complexes. In the geometric model, infinite string complexes are represented by arcs between a \( \mathcal{O} \)-point and a \( \bullet \)-puncture or two \( \bullet \)-punctures (Theorem 2.12 and Remark 1.20 in [18]). Such arcs...
Part.

Consider the complement of $\Gamma$ in $S \setminus P$. Since $\Gamma$ is an admissible dissection of the marked surface, each $\bullet$-puncture lies in a component of the complement of $\Gamma$ in $S \setminus P$ whose boundary is composed solely of arcs in $\Gamma$ and their endpoints (Proposition 1.12 in [1]). It follows from the fact that $(\Gamma, p)$ is a bipartite admissible dissection that all arcs enclosing a component with a $\bullet$-puncture need to belong to the same part.

For each $\bullet$-puncture $t \in P$, we choose a $\circ$-endpoint of an $\circ$-arc in $\Gamma$ that lies on the boundary of the connected component $\mathcal{P}_t$ of the complement of $\Gamma$ in $S \setminus P$ pertaining to $t$, and we consider a $\circ$-infinite arc $\pi_t$ from this $\circ$-endpoint that infinitely wraps around the $\bullet$-puncture $t$ in the counterclockwise direction and is contained within $\mathcal{P}_t$.

We now observe that every $\circ$-infinite arc on the marked surface is a concatenation of a $\circ$-arc and at most two arcs $\pi_s, \pi_t$ for $\bullet$-punctures $t, s \in P$. This decomposition is induced simply by taking the complement of $\Gamma$ in $S \setminus P$.

Consider $\mathcal{L}'$ and $\mathcal{R}'$ where $\mathcal{L}'$ and $\mathcal{R}'$ are generated by $\mathcal{L}$ and $\mathcal{R}$ and $\pi_t$ such that $\mathcal{P}_t$ is enclosed by $\circ$-arcs in the first part and the second part, respectively. Our observation above can be combined with Theorem 2.1 in [18] and Proposition 3.3 to yield that the triangulated category generated by $\mathcal{L}'$ and $\mathcal{R}'$ contains all infinite string objects string objects of $\mathbb{D}^b(\Lambda\text{-mod})$. The triangulated category generated by $\mathcal{L}'$ and $\mathcal{R}'$ equals $\mathbb{D}^b(\Lambda\text{-mod})$ because it contains all the indecomposable objects thereof.

At this stage, we can extend a semiorthogonal decomposition of $\mathbb{K}^b(\Lambda\text{-proj})$; finally, we will demonstrate this extension is unique.

Suppose that $(\mathcal{L}, \mathcal{R})$ is semiorthogonal decomposition of $\mathbb{D}^b(\Lambda\text{-mod})$ that extends $(\mathcal{L}, \mathcal{R})$. For each $\bullet$-puncture $t \in P$, we consider the approximation $R(\pi_t, d_t) \to P_{(\pi_t, d_t)} \to L(\pi_t, d_t) \to R(\pi_t, d_t)$ of $P(\pi_t, d_t)$ for some grading $d_t$ that exists by Proposition 1.3. Our aim is to show that this approximation is trivial, and $P(\pi_t, d_t) = L(\pi_t, d_t)$ or $P(\pi_t, d_t) = R(\pi_t, d_t)$ based on whether the border of $\mathcal{P}_t$ consists of $\circ$-arcs in $\Gamma$ in the first part or the second part, respectively. This will assure that $(\mathcal{L}, \mathcal{R}) = (\mathcal{L}', \mathcal{R}')$.

Let us have a $\bullet$-puncture $t \in P$ and suppose that all the objects corresponding to arcs on the boundary of $\mathcal{P}_t$ belong to $\mathcal{L}$. To prove that $P(\pi_t, d_t) = L(\pi_t, d_t)$, it is enough to show that there is no non-trivial morphism $f: R \to P(\pi_t, d_t)$ for any $R \in \mathcal{R}$. Without loss of generality, we may assume that $R$ is indecomposable and that $R$ is isomorphic to $P(\sigma, h)$, for $\sigma$, either a $\circ$-arc, an $\circ$-infinite arc, or an arc representing an infinite string complex, with some grading $h$, or $P(\sigma, h, M)$, for a closed arc $\sigma$ representing a one-dimensional band complex with grading $h$ and $M$ the associated isomorphism class of $k[x]$-modules (cf. Theorem 1.20 and Theorem 2.12 in [18]).

By Theorem 3.3 in [18], the map $f$ corresponds to an intersection of $\pi_t$ and $\sigma$ or a common endpoint provided that $P(\sigma, h) \in \mathbb{K}^b(\Lambda\text{-proj})$. If $\pi_t$ and $\sigma$ shared a $\circ$-endpoint inducing a map $P(\sigma, h) \to P(\pi_t, d_t)$, it would mean that $\sigma$ would precede $\pi_t$ in the counter-clockwise order around it. However, as $\pi_t$ is succeeded in the counter-clockwise order around its $\circ$-endpoint by a $\circ$-arc $\gamma \in \Gamma$, part of boundary of $\mathcal{P}_t$. This would yield an existence of a map $P(\sigma, h) \to P(\gamma, c)$ for some grading $c$ (Remark 3.8 in [18]), a contradiction given that $P(\gamma, c) \in \mathcal{L}$.

So any potential map must come from an intersection of $\sigma$ and $\pi_t$ in the interior of the underlying marked surface, and, up to homotopy, $\sigma$ needs to be contained

in indefinitely wrap around the $\bullet$-puncture which is its endpoint in the counter-clockwise direction.

Using Theorem 3.13 we can find a bipartite admissible dissection $(\Gamma, p)$ of the underlying marked surface $(S, M, P)$ that gives $(\mathcal{L}, \mathcal{R})$ by Proposition 3.3.
in \( P_t \); otherwise, \( \sigma \) would have an intersection with a \( \circ \)-arc \( \gamma \in \Gamma \) on the boundary of \( P_t \), which would imply an existence of a map \( R \to P_{(\gamma,c)} \) for some grading \( c \), a contradiction given that \( P_{(\gamma,c)} \in \hat{L} \).

We can assume that \( \sigma \) lies in \( P_t \). If \( \sigma \) is a \( \circ \)-arc, this guarantees that it has a \( \circ \)-endpoint on the boundary of \( P_t \). However, there needs to be an arc \( \gamma \) on the boundary of \( P_t \) that follows \( \sigma \) in the counter-clockwise order around the \( \circ \)-endpoint implying an existence of a map \( R \to P_{(\gamma,c)} \) for some grading \( c \), a contradiction as \( P_{(\gamma,c)} \in \hat{L} \). If \( \sigma \) is a closed arc, it is, up to homotopy, a loop that winds around \( t \) a given number of times as \( P_t \) is homotopy equivalent to a circle whose fundamental group is \( \mathbb{Z} \). Such a closed arc cannot be equipped with a grading to yield an object of \( D^b(\Lambda\text{-mod}) \) as each time a loop winds around \( t \) the grading decreases or increases by more than 1 (Definition 2.10 and Remark 2.11 in [18]):

![Figure 7. Changes in grading for graded curves in \( \mathcal{Q}_t \)](image)

This can be observed by taking the admissible dissection \( \Delta \) of the underlying marked surface that encodes the structure of \( \Lambda \). The \( \bullet \)-point puncture \( t \) is enclosed in a connected component \( \mathcal{Q}_t \) of the complement of \( \Delta \) in \( S \setminus P \) by \( \circ \delta_1, \ldots, \delta_n \in \Delta \) that follow each other in the counter-clockwise order around \( t \). In the dual admissible \( \Delta^* \) (cf. Proposition 1.34), there is a \( \bullet \)-arc \( \delta_i^* \) for each \( \delta_i \) such that crossing two following dual \( \bullet \)-point arcs in the counter-clockwise order decreases the grading by 1 and vice versa by Definition 1.39. A loop that winds around \( t \) in \( P_t \) can be assumed to lie in \( \mathcal{Q}_t \) as well. So every time, this loop winds around its grading would increase or decrease by \( n \geq 1 \); such a loop cannot represent a one-dimensional band object as it is not possible to grade it properly.

Lastly, \( \sigma \) may be a \( \circ \)-infinite arc. By our discussion above, \( \sigma \) needs to be contained in \( P_t \), otherwise crossing a boundary \( \circ \)-arc of \( P_t \) yielding a morphism from \( \hat{R} \) to \( \hat{L} \). In this instance, however, it has a \( \circ \)-endpoint on the boundary of \( P_t \) and a boundary \( \circ \)-arc of \( P_t \) following it in the counter-clockwise order around the \( \circ \)-endpoint, which is also not permitted by our discussion above.

The other case, when the boundary of \( P_t \) is formed by \( \circ \)-arcs in \( \Gamma \) that give rise to objects in \( \hat{R} \), is discussed dually.

\[ \text{□} \]

**Theorem 3.17.** There is a one-to-one correspondence between semiorthogonal decompositions of \( D^b(\Lambda\text{-mod}) \) and good cuts of the marked surface associated to \( \Lambda \).

**Proof.** This a simple combination of Theorem 3.16 and Theorem 3.15. \( \text{□} \)

### 3.4. Semiorthogonal decompositions of \( D^b(\Lambda\text{-mod}) \) with multiple terms

We conclude this section by a discussion on how the results on characterization of two-term semiorthogonal decompositions in Theorem 3.17 extends to semiorthogonal decomposition of \( D^b(\Lambda\text{-mod}) \) with more than two terms.

**Definition 3.18.** Let \( (S,M,P) \) be marked surface. A sequence of good cuts \( (\Omega_1, \ldots, \Omega_n) \), is called a proper if the good cuts are pair-wise different up to homotopy and if for every \( 1 \leq i \leq n - 1 \):
(i) each $\omega \in \Omega_{i+1}$ that lies on a connected component of the complement of $\Omega_i$ in $S \setminus P$ with right added marked points is homotopic to a component of the boundary thereof;

(ii) each $\omega \in \Omega_i$ that lies on a connected component of the complement of $\Omega_{i+1}$ in $S \setminus P$ with left added marked points is homotopic to a component of the boundary thereof.

**Proposition 3.19.** Let $(S, M, P)$ be marked surface, and let $(\Omega_1, \Omega_2)$ be a proper sequence of good cuts. Denote $\langle L_i, R_i \rangle$ the semiorthogonal decomposition of $D^b(\Lambda\text{-mod})$ corresponding to $\Omega_i$ by Theorem 3.17 for $i = 1, 2$. Then, $L_1 \subseteq L_2$.

**Proof.** Consider a $\omega$-arc $\gamma$ on $(S, M, P)$ whose corresponding objects in $D^b(\Lambda\text{-mod})$ lie in $L_1$ of the semiorthogonal decomposition $(L_1, R_1)$ thereof. The $\omega$-arc $\gamma$ is contained within a connected component $P$ of the complement of $\Omega_1$ in $S \setminus P$. By definition, the component $P$ would be with right added marked points. Pick $\omega \in \Omega_1$ that lies on the boundary of $P$ and a $\omega$-arc $\gamma'$ such that: it begins in $g_\omega$, the $\omega$-endpoint of $\omega$, and it is contained in $P$. Therefore, $\gamma'$ has to precede $\omega$ in the counter-clockwise order around $g_\omega$.

Because $(\Omega_1, \Omega_2)$ is proper, the connected component $P$ does not contain any $\omega \in \Omega_2$ not homotopic to a segment of its boundary. For this reason, neither $\gamma$ nor $\gamma'$ cross an arc in $\Omega_2$, and the corresponding objects of $D^b(\Lambda\text{-mod})$ need to both lie either in $L_{\Omega_1}$ or in $R_{\Omega_2}$ by Lemma 3.7 combined with Proposition 3.13.

Furthermore, as $(\Omega_1, \Omega_2)$ is proper, we may assume that without loss of generality $\omega$ lies within a connected component $Q$ of the complement of $\Omega_2$ in $S \setminus P$ with right added marked points or on a boundary thereof. If $\omega$ lies on $Q$, then so does $\gamma'$, which does not cross any arc in $\Omega_2$ and $\gamma'$ precedes $\omega$ in the counter-clockwise order around $g_\omega$. Hence, the objects of $D^b(\Lambda\text{-mod})$ corresponding to $\gamma'$ lie in $L_{\Omega_2}$; it is also the case for the objects of $D^b(\Lambda\text{-mod})$ corresponding to $\gamma$, so $L_1 \subseteq L_2$.

The fact that $L_1 \subseteq L_2$ follows from the assumption that $\Omega_1$ and $\Omega_2$ are not equal up to homotopy. Theorem 3.17 then ensures that the corresponding semiorthogonal decompositions differ as well. 

**Theorem 3.20.** There is a one-to-one correspondence between semiorthogonal decompositions of $D^b(\Lambda\text{-mod})$ with arbitrarily many terms and proper sequences of good cuts of the marked surface associated to $\Lambda$.

**Proof.** At first, we note that it is a straight-forward consequence of Proposition 1.8 that a semiorthogonal decomposition $(C_1, \ldots, C_n)$ of $T$ uniquely corresponds to a sequence of two-term semiorthogonal decompositions $(L_i, R_i)$ of $T$, for $1 \leq i \leq n - 1$, such that $L_i$ is the full triangulated subcategory of $T$ generated by $C_1, \ldots, C_i$ and $R_i$ is the full triangulated subcategory of $T$ generated by $C_{i+1}, \ldots, C_n$, and vice versa.

Combining Theorem 3.17 with Proposition 3.19, we obtain that there is a one-to-one correspondence with proper sequence of good cuts of the marked surface $(S, M, P)$ associated to $\Lambda$ and a sequence $(L_i, R_i)$ of semiorthogonal decompositions of $D^b(\Lambda\text{-mod})$ with $L_i \subseteq L_{i+1}$ for each $i$ smaller than the length of the sequence. This correspondence is carried forward to a one-to-one correspondence between proper sequences of good cuts by our observation above. 
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