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Abstract—Synthesis of face images from visual attributes is an important problem in computer vision and biometrics due to its applications in law enforcement and entertainment. Recent advances in deep generative networks have made it possible to synthesize high-quality face images from visual attributes. However, existing methods are specifically designed for generating unimodal images (i.e. visible faces) from attributes. In this paper, we propose a novel generative adversarial network which simultaneously synthesizes identity preserving multimodal face images (i.e. visible, sketch, thermal, etc.) from visual attributes without requiring paired data in different domains for training the network. We introduce a novel generator with multimodal stretch-out modules to simultaneously synthesize multimodal face images. Additionally, multimodal stretch-in modules are introduced in the discriminator which discriminate between real and fake images. Extensive experiments and comparison with several state-of-the-art methods are performed to verify the effectiveness of the proposed attribute-based multimodal synthesis method.

I. INTRODUCTION

Generating face images from visual attributes is an important problem in the biometrics and computer vision communities due to its applications in forensics, entertainment, and law enforcement (see Fig. 1(a)). For instance, a visual description of a face (i.e. facial attributes) is often used by a forensic artist to render sketch composites of a criminal suspect or a missing person when no facial image of the suspect is available. Recent advances in deep generative networks have made it possible to generate high-quality face images from facial attributes [42], [37], [48], [47], [50], [7]. However, existing attribute-to-face synthesis methods mainly focus on generating unimodal face images (i.e visible faces) from attributes. In many scenarios, the gallery images contain multiple modalities and the domain gap between the generated unimodal face images and gallery images will degrade the recognition performance. Therefore, a multimodal attribute-to-face synthesis method can assist law enforcement officers to identify a person regardless the domain gap by simultaneously generating face images in visible, sketch and thermal domains.

In this paper, we focus on the problem of simultaneously synthesizing multimodal face images from visual attributes (see Fig. 1(b))). A naive solution to this problem is to simply use an attribute-to-face synthesis method [42], [37], [48], [47], [50] to generate a visible image from facial attributes and then use an image-to-image translation method [17], [29], [54], [43], [18] to synthesize images from the visible domain to the other domains such as thermal or composite sketch.

However, it is well-known in the biometrics community that synthesizing facial images from one domain to another (i.e. visible to thermal) itself is an extremely difficult problem and often leads to poor synthesis results [46], [36], [13], [44], [40], [23], [52], [51], [3], [41], [9], [23], [16]. Hence, a combination of attribute-to-face synthesis with cross-modal synthesis will not be an effective approach for this problem.

Another approach would be to train c unimodal attribute-to-face synthesis methods separately for c different modalities. However, in this case one often looses geometric and texture consistency among the multimodal face images when the generators are trained separately for each modality. Hence, the synthesized multimodal face images do not contain consistent identities. Furthermore, training c different networks corresponding to c modalities will require large memory and computation time.

We propose a new generative adversarial network (GAN), called Att2MFace, that can directly synthesize multimodal face images from visual attributes. The generator network consists of multimodal stretch-out modules which convert the modality invariant features to multimodal images. On the other hand, the discriminator network contains stretch-in modules which convert the multimodal images to a modality invariant feature representation which can be used to discriminate between real and fake images. In addition, an auxiliary estimator is used along with the discriminator to estimate the probability of the target attributes. By back-propagating the errors of image discriminability and attribute probability, the generator can learn to synthesize a diverse set of realistic multimodal face images from visual attributes. In addition, we employ a progressive training strategy [19], [20], [21] to generate photorealistic high-resolution images. In particular, we start training our model on a 4 × 4 resolution and progressively increase it to 256 × 256 resolution. Hence, large-scale structure of the image distribution can be first discovered and finer details can then be added by additional layers.

Extensive experiments and comparison with several state-
of-the-art image synthesis methods are performed to verify the effectiveness of the proposed attribute-based multimodal synthesis method. One of the main advantages of the proposed Attn2Face model is that it can generate multimodal images even if there are no paired multimodal images available for training. This is due to the following two reasons: (1) multimodal images are generated from a common feature representation by the stretch-out module, and (2) the texture pattern in lower resolution is inherited to a higher resolution by the progressive-growth training. This unsupervised learning setting is convenient for many applications because collecting paired multimodal face images is laborious and expensive. Furthermore, this unsupervised learning shows its benefits in improving the diversity of generated images [2]. For example, given unpaired visible and sketch images, the generator can explore the unseen texture pattern (complementary information) in the sketch domain while learning to synthesize in the visible domain. To summarize, this paper makes the following contributions:

- We develop a novel GAN that can simultaneously synthesize multimodal face images from visual attributes.
- We introduce multimodal stretch-out and stretch-in modules in the generator and discriminator networks, respectively. In addition, a progressive training strategy is employed to generate multimodal photo-realistic high-resolution images with consistent identity.
- Extensive experiments are conducted to demonstrate the effectiveness of the proposed multimodal image synthesis method. To the best of our knowledge, this is the first approach for synthesizing high-quality multimodal face images from visual attributes.

II. RELATED WORK

Generative Adversarial Networks: Generative Adversarial Networks (GANs) [10] consist of two parts: a generator (G) and a discriminator (D). The goal of the generator is to generate new data samples while the discriminator evaluates them for authenticity. Based on a game theoretic min-max principles, the generator and discriminator networks are optimized jointly by alternating the training of D and G. The success of GANs in synthesizing visually appealing images has inspired researchers to explore the use of GANs in other applications such as multimodal synthesis and face synthesis from attributes.

Multimodal image synthesis: Various GAN-based multimodal image synthesis methods have been proposed in the literature [5], [6], [17], [27], [29], [55], [30], [33], [45], [8]. For instance, Zhu et al. [55] proposed BicycleGAN for multimodal image synthesis. Huang et al. [17] introduced the MUNIT model for synthesizing multimodal images by decomposing the input images into content code and style code. Similarly, Lee et al. [29, 27] developed the DRIT++ model for multimodal synthesis by combining the disentangled encoding content feature as well as sampled style features. Choi et al. [5] proposed StarGAN for multidomain image translation by adding an extra domain label into the generator. Later on, Choi et al. [6] developed the StarGANv2 model for multidomain image synthesis by mapping noise to different style codes. Perera et al. [35] proposed an extension of the unsupervised image-to-image translation problem to multiple inputs. Liu et al. [50] proposed Coupled GAN (CoGAN) for learning a joint distribution of multi-domain images. Bang et al. [2] developed Resembl-GAN to share the semantic attributes among two domains by adding the feature covariance constraint. Yu et al. [35] introduced an unsupervised multi-mapping framework which uses the objectives of multi-domain and multi-modal translations for performing finer image translation. Mao et al. [33] introduced RegCGAN to synthesize multimodal images by changing the domain label which is concatenated with the noise vector as input.

Image synthesis from visual attributes: The problem of synthesizing images conditioned on visual attributes has also gained a lot of traction in recent years due to its application in law enforcement and entertainment. Yan et al. [42] proposed a disentangled conditional variational auto-encoding (disCVAE) model for attribute conditioned image generation. Wang et al. [37] proposed a basic conditional GAN (CGAN) method for face synthesis from visual attributes. Recently, Di et al. [7] developed a cascaded model to synthesize facial images from attributes via sketch. Various face attribute manipulation models have also been proposed in the literature, where the goal is to manipulate face images based on attributes [39], [38], [32], [8].

III. PROPOSED METHOD

In this section, we provide details of the proposed Attn2Face model, which consists of a multimodal generator and a multimodal discriminator with an auxiliary attribute estimator. Given a visual attribute vector $\gamma_a$ and a noise vector $z$ sampled from the normal distribution, the proposed generator $G$ aims to simultaneously generate multimodal images $\hat{x}_1, \hat{x}_2, \cdots, \hat{x}_c$ as follows

$$G(z, \gamma_a) = \{\hat{x}_1, \hat{x}_2, \cdots, \hat{x}_i, \cdots, \hat{x}_c\},$$

where $c$ indicates the total number of face modalities. Fig. 2 gives an overview of the proposed network in details. In what follows, we provide details of the different modules in our framework.

A. MultiModal Generator

The proposed generator network consists of the following components: multi-layer perceptron (MLP), Initial Block, Transition Blocks and Multi-modal Stretch-out modules. The MLP module maps $\gamma_a$ and $z$ to an attribute latent space. MLP consists of one linear fully-connected layer followed by a LeakyReLU function. The Initial Block learns the feature maps in a particular resolution (i.e. $4 \times 4$) from the attribute features. The Initial Block consists of one reshape function and one convolutional layer followed by a LeakyReLU function. Then, another Transition Block is implemented to map the feature maps onto a higher resolution (i.e. $8 \times 8$) by utilizing an upsampling layer and two convolutional layers. In addition, pixel-wise feature equalization [24, 19] is employed after all
the convolutional layers in the generator. Pixel-wise feature equalization is defined as follows

$$F_{m,n} = \frac{1}{N} \sum_{i=1}^{N} (\hat{F}_{m,n}^i)^2 + \epsilon,$$

(2)

where $$\epsilon = 10^{-8}$$, $$N$$ is the number of feature maps and $$F_{m,n}$$ and $$\hat{F}_{m,n}$$ are the normalized and original feature vectors in pixel $$(m, n)$$, respectively. Given a common feature map output from the transition block at a certain resolution scale, a multimodal stretch-out module that contains $$c$$ convolution operations are implemented to simultaneously generate face images in different modalities. By leveraging the same modality invariant content from the common feature map, this module aims to add modality specific style when converting the feature maps to a output images.

B. MultiModal Discriminator

As shown in Fig. 2, the multimodal discriminator, $$D$$ contains two output streams: estimation $$D_C$$ and authentication $$D_A$$. The authentication stream, $$D_A$$, measures the probability of whether a given multimodal sample belongs to the data distribution. On the other hand, the estimation stream, $$D_C$$, aims to learn the mapping from the input image to the corresponding target label probability distribution, which is achieved by adding an auxiliary estimator. This estimator allows a single discriminator to learn the discriminability based on the corresponding multimodal image labels.

The discriminator contains a series of Multimodal Stretch-in and Down-stream modules. For each resolution scale, a multimodal stretch-in module is employed which contains $$c$$ convolution operators followed by LeakyReLU. This module distills the modality specific style and converts the three-channel input to modality invariant multi-channel representation. Given the feature maps from the multi-modal stretch-in module, the Down-stream module learns a representation at different resolutions. The Down-stream module consists of one average pooling layer and two convolution layers followed by feature equalization. Finally, after a series of Down-stream blocks, the bottleneck feature maps are of size $$4 \times 4$$ and are passed on to both the estimation stream, $$D_C$$ and the authentication steam, $$D_A$$. The authentication and estimation streams contain two fully-connected layers to learn the probability of discrimination and the corresponding target label, respectively.

To make sure that the estimator learns both the modality and attribute probabilities, we define a new target label $$y$$ as follows:

$$y_i = [y_a, y_m], \quad \text{where} \quad y_m = [0, 1, \ldots, 0]$$

(3)

where, $$y_a$$ is the visual attribute vector, $$y_m = [0, 1, \ldots, 0]$$ is a $$c$$-dimensional one-hot vector indicating what modality the image belongs to, and $$c$$ is the total number of modalities.

C. Progressive Training

Recent image generation approaches have found progressive training beneficial [19], [20], [21]. In progressive training, the idea is to start with low-resolution images and then progressively increase the resolution by adding layers to the network. This way, large-scale structure of the image distribution is first discovered and then finer details are added by additional layers. Hence, we start training our model from resolution $$4 \times 4$$ and progressively grow it to $$8 \times 8, \ldots, 256 \times 256$$. To achieve this, skip connection between the output of newly added Transition/Down-stream Block and the existing output/input of the generator/discriminator are balanced by a trainable weight parameter $$\alpha$$. Starting from a light weight $$\alpha (\alpha = 0)$$ helps to smooth out the influence of adding a new Transition/Down-stream block to the network. Additionally, the equalization operations as defined in Eq. 2 are used in both generator and discriminator networks to prevent the escalation of feature magnitudes.

Fig. 2: An overview of the proposed Att2MFace framework. (a) Details of the generator and discriminator networks with different modules. The progressive training parts are indicated by dashed lines. (b) Synthesized multimodal images corresponding to the same input at different resolution scales based on progressive training are shown in green boxes.
**D. Objective Function**

The objective functions used to train the multimodal generator and the discriminator networks consist of the adversarial loss and the classification loss for authentication and estimation streams, respectively.

**Adversarial Loss:** In order to make the generated multimodal images indistinguishable from real multimodal images, we adopt the WGAN-GP loss [11, 11] which is defined as follows:

\[
L_{adv} = \frac{1}{c} \sum_{i=1}^{c} \left( \mathbb{E}[D(x_i)] - \mathbb{E}[D(\tilde{x}_i)] \right) - \lambda_{gp} \mathbb{E}[(\|\nabla_{\tilde{x}_i} D_A(x_i^\star)\|^2 - 1)^2],
\]

where \(x_i, \tilde{x}_i\) correspond to the real image and the synthesized image corresponding to the \(i\)-th modality, respectively. Here, \(x_i^\star\) is sampled uniformly along a straight line between a pair of real \(x_i\) and the generated \(\tilde{x}_i\). \(D_A\) refers to the output probability score from the authentication stream. The discriminator attempts to maximize this objective, while the generator attempts to minimize it. We set \(\lambda_{gp} = 10\) in our experiments.

**Classification Loss:** The classifier \(D_C\) aims to learn the mapping from the input images to the target label probability distribution. On the other hand, the generator \(G\) aims to synthesize images that match the corresponding target label. In order to achieve this, the classification loss is imposed when optimizing both \(D_C\) and \(G\). The objective consists of two separate terms: (i) the classifier \(D_C\) is optimized by the real images \(x_i\) and the target labels \(y_i\), and (ii) the generator \(G\) is optimized to synthesize \(\tilde{x}_i\) with corresponding target label \(y_i\).

In particular, the first term is defined as follows:

\[
L_{cls}^{real} = \frac{1}{c} \sum_{i=1}^{c} \mathbb{E}[x_i, y_i][-\log P(D_C(x_i) = y_i|x_i)],
\]

where \(D_C(x_i)\) denotes the class probability vector over the classification module \(D_C\) given real input \(x_i\). By minimizing this objective with the target label \(y_i\), the discriminator learns to classify a real image to its correct target label. For second term, the loss function is defined as follows:

\[
L_{cls}^{fake} = \frac{1}{c} \sum_{i=1}^{c} \mathbb{E}[\tilde{x}_i, y_i][-\log P(D_C(\tilde{x}_i) = y_i|\tilde{x}_i)],
\]

where \(\tilde{x}_i \sim G(z, y_{da_i})\) is the \(i\)-th modality fake image. The generator \(G\) attempts to minimize this classification objective so that the synthesized images has the corresponding target label \(y_i\).

**Overall Objective:** The overall objective function to optimize the discriminator \(D\) and the generator \(G\) is defined as follows:

\[
L_D = -L_{adv} + \lambda_{cls} L_{cls}^{real},
L_G = L_{adv} + \lambda_{cls} L_{cls}^{fake},
\]

where \(\lambda_{cls}\) is the parameter that controls the contribution of the classification losses. In our experiments, we have found that a larger value of \(\lambda_{cls}\) leads to a slower training convergence and a smaller value of \(\lambda_{cls}\) does not make the synthesized images preserve the corresponding attributes well. We set \(\lambda_{cls} = 1\) in our experiments as it gives us better performance.

During training, the generator and discriminator networks are optimized iteratively. When updating the discriminator, \(D\) is optimized by maximizing the difference from synthetic data to real data distribution (authentication \(D_A\)). On the other hand, it is also optimized by estimating the corresponding ground-truth target label (estimation \(D_C\)). When updating the generator, \(G\) is optimized by minimizing the difference from the synthetic data to real data distribution. It is also optimized by synthesizing data samples that match the corresponding target label. In this way, the synthesized images are not only photo-realistic but also satisfy the correct target label.

**E. Network Architecture**

The architectures corresponding to the multimodal generator and multimodal discriminator are shown in Table I. The values the noise code \(z \in \mathbb{R}^{512}\) and the attribute vector \(y_a \in \mathbb{R}^d\) take are in the range \([-1, 1]\). Both networks consist of various Transition and Down-stream Blocks. Both the Multimodal Stretch-out and Stretch-in modules consist of \(c\) numbers of \(1 \times 1\) convolutional layers corresponding to \(c\) different modalities. Except for the stretch-out/stretch-in
module on the $4 \times 4$ resolution, the multimodal output images are linearly interpolated with the outputs from the Conv $1 \times 1$ layer with the upsampled/downsampled ones from the former resolution scale by the trainable weight $\alpha$.

We use the Leaky ReLU operation with leakiness 0.2 in all the layers of both generator and discriminator. Besides, we use pixel-wise equalization instead of batch normalization or instance normalization after each Conv $3 \times 3$ layer in both networks. Upsample and Downsample operations utilize $2 \times 2$ element replication and average pooling, respectively. At the end of the discriminator, two fully-connected layers are utilized for authentication $D_A$ and classification $D_C$ individually. The output neurons of these two fully-connected layers are trained with the WGAN-GP and cross-entropy loss separately.

For the other baseline networks, we use the noise code and the attribute code with the same dimension. Additionally, we follow the training configuration described in those respective papers as closely as possible. For CoGAN, we extend the number of output branches to $c$ modalities by replication. The classifier is adopted with the cross-entropy loss. Except for the first layer of the discriminator and the last layer of the generator, the rest of layers are all with the tied-weights. For RegCGAN, we extend the domains from 2 in the original paper to $c$. We obtain the multimodal face images during testing by changing the domain label while keeping the noise and attribute code the same.

\section{IV. Experiments}

In this section, the experimental evaluations of the proposed method are discussed in detail. We compare Att2MFace against several multimodal synthesis baselines both qualitatively and quantitatively. In addition, we present attribute and noise manipulation results.

\subsection{A. Baseline Models}

We consider the following two recently proposed multimodal image synthesis methods as baselines: CoGAN \cite{30} and RegCGAN \cite{33}. Both of these methods perform noise-to-image synthesis over multiple modalities. We concatenate visual attributes with noise to generate attribute conditioned multimodal images. In another baseline, we use an output from an attribute-to-face synthesis network as an input to multimodal image-to-image translation network such as StarGANv2 \cite{6}. Fig. 3 presents a comparison among these baseline methods. In what follows, we give more details regarding these baselines.

CoGAN \cite{30} utilizes coupled generators/discriminators that share weights in shallow/deeper layers to synthesize multimodal images. The generators and discriminators are jointly optimized. We adopt the architecture of CoGAN with a classifier to predict the attribute. Except for the last layer of the generator and the first layer of the discriminator, the rest of the layers from each modality network are tied.

RegCGAN \cite{33} generates multimodal images by changing the modality label $y_m$. Training this model is regularized by forcing the first layer generator features to be similar for paired inputs and forcing the last layer features of the discriminator to be similar for paired inputs. Similar to CoGAN, an auxiliary classifier is attached to the discriminator for predicting the attributes.

StarGANv2* \cite{6} is the state-of-the-art multimodal image-to-image translation model. We re-trained StarGANv2 based on different modalities available in each dataset. For a fair comparison, visible images from our Att2MFace network are used as input to StarGANv2. This network synthesizes the remaining multimodal images from the given visible image.

\subsection{B. Datasets}

The following three multimodal face datasets are used to conduct experiments: ARL Multi-modal Face Dataset \cite{15}, \cite{46}, CelebA-HQ dataset \cite{19} and CASIA NIR-VIS 2.0 Face Database \cite{28}. Sample images from different modalities from these datasets are shown in Fig. 4. The list of facial attributes used from these datasets to synthesize multimodal face images is tabulated in Table III. During training, multimodal images are randomly sampled according to the attributes. Hence, multimodal data are not required in pairs.

\textbf{ARL Multimodal Face Dataset:} The ARL multimodal dataset \cite{15}, \cite{46} consists of 5,419 polarimetric thermal and visible pairs of images from 121 subjects in various expressions, pose, etc. conditions. We resize the images to $256 \times 256$ resolution for training our model.

\textbf{CelebA-HQ:} The CelebA-HQ dataset \cite{19} consists of 30,000 high-resolution face images (i.e. $1024 \times 1024$) with corresponding 40 facial attributes \cite{31}. We extract sketch images \footnote{http://www.askaswiss.com/2016/01/how-to-create-pencil-sketch-opencv-python.html} from the visible images and view them as the second modality images. We resize the images to $256 \times 256$ resolution for training our model.
TABLE II: Quantitative results in terms of the FID ↓ (LPIPS ↑) scores corresponding to different methods. Mean value is calculated by averaging the available FID scores from each modality.

| Method                | Visible | Polarimetric | Str | Mean   | Visible | Sketch | Mean   | VIS | NIR | Mean   |
|-----------------------|---------|--------------|-----|--------|---------|--------|--------|-----|-----|--------|
| CoGAN [50]            | 92.72 (0.3912) | 272.90 (0.4074) | 111.55 (0.4070) | 126.12 (0.4080) | 110.52 (0.3931) | 112.29 (0.4222) | 114.17 (0.4137) | 97.47 (0.3894) | 98.01 (0.3938) | 97.99 (0.3925) |
| RegCGAN [33]          | 63.58 (0.3899) | 299.53 (0.4159) | 132.71 (0.4453) | 140.75 (0.4533) | 152.55 (0.4283) | 152.55 (0.4283) | 152.55 (0.4283) | 152.55 (0.4283) | 152.55 (0.4283) | 152.55 (0.4283) |
| Att2MFace (ours)      | 63.26 (0.4848) | 43.04 (0.4542) | 69.36 (0.4535) | 59.22 (0.4535) | 43.04 (0.4542) | 71.75 (0.4568) | 15.52 (0.4531) | 45.83 (0.4585) | 52.64 (0.4334) | 43.83 (0.3979) |

C. Implementation

The Adam optimizer [22] with a batch size of 16 is used to train the network. The learning rate starts from 0.001 for the generator and the discriminator. The number of iteration for seven scales 4 x 4, 8 x 8, ..., 256 x 256 are set equal to 4.8 x 10^4, 9.6 x 10^4, ..., 9.6 x 10^4, 2.0 x 10^3, respectively. It takes around 8 days to train the entire network on two NVIDIA TITAN Xp GPUs. The hyperparameters are selected based on the lowest FID score from 5000 random samples during training.

In CoGAN [50], the multimodal face images are synthesized by concatenating the noise vector with visual attributes. In RegCGAN [33], different modality images are obtained by feeding noise and attribute concatenated vector with a specific modality label c different times. Regarding StarGANv2* [6], the model is first re-trained based on particular modalities and then the synthesized visible image from Att2MFace is used as input to generate multimodal images corresponding to other modalities.

D. Results

We compare our method with the baseline models qualitatively and quantitatively. The performance of different methods is quantitatively evaluated using the Fréchet inception distance (FID) [14] and Learned Perceptual Image Patch Similarity (LPIPS) distance [49]. A lower FID value implies that the generated data are closer to the real data. When computing the FID score, we choose the same number of synthetic samples as the number of original images in the related dataset. Higher LPIPS values imply that the synthesized images are more diverse. Following [55], [25], [17], we randomly choose 2k synthetic images and measure the pairwise LPIPS for each modality.

Image Quality: The quantitative results corresponding to different methods are shown in Table 1 Figs. 5, 6 & 7 show the qualitative performance of different methods on the ARL Multi-modal Face Dataset, CelebA-HQ and CASIA NIR-VIS 2.0 datasets, respectively. As shown in these figures, Att2MFace is able to synthesize multimodal images directly from visual attributes better than the other methods. In particular, the generated images preserve the attributes that were used to synthesize images (listed on the first column). Regarding the other baseline methods, CoGAN [50] and RegCGAN [33] are also able to produce reasonable images but the image quality from our model is more photo-realistic than those two methods. Furthermore, the LPIPS distances corresponding to Att2MFace are higher than the other baseline methods which indicates that the generated images from our method are more diverse. The performance of StarGANv2* depends on the quality of the input image which is synthesized by Att2MFace. It also depends on how well StarGANv2* is able to synthesize multimodal images from the visible image. As can be seen from these Figs. 5, 6 & 7 and Table 1 in general, StarGANv2* can produce multimodal images but the image quality is poor and the diversity is limited because of the domain discrepancy among different modalities. This experiment clearly shows the significance of our multimodal image generation method.

Additional multimodal synthesized samples corresponding to the proposed method from the ARL Multi-modal Face dataset, CelebA-HQ dataset and CASIA-NIR-VIS 2.0 dataset can be found in Figure 8 [9] and 10 [10] respectively.

Attribute Accuracy: In order to check whether the generated images preserve the attributes that were used to synthesize images, we use mean square error (MSE) between the predicted attribute scores corresponding to the reference image and the synthesized image. We fine-tune ResNet50 [12] on the attribute label by replacing the final layer of the classifier. The estimated attributes from the re-trained ResNet50 model are used for evaluation. When conducting this experiment, 5000 ground-truth images with corresponding attributes are randomly selected. The averaged score and standard derivation based on 5 splits are shown in Table IV. As can be seen from this table, the proposed Att2MFace is able to preserve the attributes on the synthesized images better than the other baselines. Note that since extracting facial attributes from thermal modalities is difficult, we only estimate attributes from the synthesized visible images.

Normalization Comparison: In order to demonstrate the effectiveness of feature normalization in Eq. 2, we compare it with two common normalization methods: batch normalization and instance normalization. For fair comparison, we replace the feature equalization with these two normalizations and keep the other network structure the same. We show the performances visually in Figure 11. As can be seen from this figure instance normalization leads to modality implication
Fig. 5: Sample $256 \times 256$ resolution multimodal images generated by different methods using the ARL Multimodal Face Database (Zoom-in for better visualization). The red boxes highlight the loss of geometry consistency by StarGANv2.

Fig. 6: Sample $256 \times 256$ resolution multimodal images generated by different methods using the CelebA-HQ dataset. (Zoom-in for better visualization)

Fig. 7: Sample $128 \times 128$ resolution multimodal images generated by different methods using the CASIA NIR-VIS 2.0 dataset. (Zoom-in for better visualization)
Fig. 8: Additional 128x128 and 64x64 multimodal images generated using the CASIA-NIR-VIS 2.0 dataset.
Fig. 9: Additional 256x256 and 128x128 multimodal images generated using the CELEBA-HQ dataset.
Fig. 10: Additional 256x256 and 128x128 multimodal images generated using the CASIA-NIR-VIS 2.0 dataset.
Fig. 11: Comparison of using different normalization methods. The FID scores for visible/sketch modalities in different normalization methods are: (a) Batch Norm:118.69/96.01; (b) Instance Norm:44.82/28.01; (c) Feature Norm: 13.30/17.75. The modality implications are highlighted with red boxes.

Fig. 12: Synthesized multimodal images during progressive-growth training at different resolutions.

Progressive Learning: Fig. 12 shows sample outputs during progressive training of our network. As can be seen from this figure, starting from low-resolution, our method progressively increases the resolution of multimodal images. This incremental learning framework allows the network to discover the overall structure of the face first and then adds finer scale detail at larger scales. Hence, it avoids having to learn multimodal images at all scales simultaneously. This process also stabilizes the training process.

E. Face Synthesis via Manipulating

To understand whether the model learns to generate a diverse set of images or just memorizes data, two experiments are conducted. In the first experiment, we manipulate the attribute code while keeping the noise vector fixed. This experiment shows the image synthesis capability of our network by manipulating the input attribute. In the second experiment, we fix the attribute code and change the noise vector. This experiment shows whether our model can learn a smooth mapping from noise to the image space.

Attribute Manipulation: Given an attribute code $y_a$, another attribute code $y_a^\star$ is obtained by flipping a particular value of $y_a$ (i.e. Male: -1 → Male: 1). The attribute code is interpolated as $y_a^\star = \beta y_a + (1-\beta) y_a$ with $\beta \in [0,1]$. The manipulated attribute code is then used to synthesize multimodal images by keeping the noise vector fixed. Results corresponding to this experiment are shown in Fig. 13. As can be seen from this figure, when higher weights are given to a certain attribute, the corresponding appearance changes. For instance, we are able to synthesize multimodal images with a different gender by changing the weights corresponding to the gender attribute as shown in the first three rows of Fig. 13. Each column shows the progression of gender change as the attribute weights are manipulated from -1 to 1. Similarly, the synthesis results when young and mouth open attributes are changed are also shown in Fig. 13. It is worth noting that when the attribute weights other than the gender attribute are changed, the identity of the person does not change much.

Noise Manipulation: Similar to the above experiment, we gradually synthesize images from the interpolated latent vectors between the two noise codes while keeping the attribute code frozen. Results corresponding to this experiment are shown in Fig. 14. As can be seen from this figure, as we change the noise vector, attributes stay the same while the identity changes. Our model is able to learn the mapping from the latent noise space instead of just memorizing the data.

V. Conclusions

We proposed a novel network architecture, called Att2MFace, for multimodal face generation from visual attributes. Att2MFace consists of a single generator that can...
simultaneously generate multimodal face images from visual attributes. Furthermore, we take advantage of the progressive training strategy to synthesize consistant multimodal face images. Qualitative and quantitative comparison with other state-of-the-art methods on three datasets demonstrate the superiority of the proposed method. Various experiments showed that the proposed method is able to generate high-quality multimodal images and achieves significant improvements over the state-of-the-art methods.
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