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Abstract

Robots that interact with humans in a physical space or application need to think about the person’s posture, which typically comes from visual sensors like cameras and infra-red. Artificial intelligence and machine learning algorithms use information from these sensors either directly or after some level of symbolic abstraction, and the latter usually partitions the range of observed values to discretize the continuous signal data. Although these representations have been effective in a variety of algorithms with respect to accuracy and task completion, the underlying models are rarely interpretable, which also makes their outputs more difficult to explain to people who request them. Instead of focusing on the possible sensor values that are familiar to a machine, we introduce a qualitative spatial reasoning approach that describes the human posture in terms that are more familiar to people. This paper explores the derivation of our symbolic representation at two levels of detail and its preliminary use as features for interpretable activity recognition.

1 Introduction

The number of situations in which robots interact with people’s physical presence is increasing, from working in the same factory space (Lasota, Rossano, and Shah 2014) to dance partners (Iqbal, Rack, and Riek 2016). Working together in these conditions involves coordination that requires reasoning about how people pose and move (Maeda et al. 2014; Mainprice, Rafi, and Berenson 2015; Mörkl et al. 2012; Unhelkar et al. 2015). Even without direct physical proximity, robots often need to think about a person’s physical posture in applications such as sports coaching (Ross, Broz, and Baillie 2019) and elder care, which spans tasks from exercise engagement (Fasola and Matarić 2013) to fall detection (Faria et al. 2015; Di et al. 2013; Beddiar, Oussalah, and Nini 2022). In motion planning, robots need to further think about their own embodiment and posture to accomplish tasks; learning from human demonstrations via observation (Inamura, Nakamura, and Shimozaki 2002; Inamura, Toshima, and Nakamura 2002) has to map human motion into the robot’s analogous configurations. It is now often the case that intelligent human-robot interaction (HRI) must consider a person’s body as much as their mind.

There is plenty of research on how to use information about a person’s posture for artificial intelligence (AI) and machine learning (ML). The majority of this work involves integrating real-world perception of people with the system’s internal representation of the world; that is, interpreting data from camera-like sensors. While early efforts analyzed properties of the pixelated image, such as identifying geometrical elements (Ramanan 2006; Bissacco, Yang, and Soatto 2007) and flow fields (Schunck 1988), the widespread commercialization of red-green-blue-depth (RGB-D) sensors like the Kinect camera added additional dimensions (primarily depth) to the representation possibilities (Cat et al. 2017). Specifically, pose estimation (Ji et al. 2020) in three-dimensional space became as plausible as raw signal processing—robots with these sensors can use pixels and depth values, mesh nets that describe the shape of identified humans, or coordinates that construct stick figures of identified humans. The latter two introduce layers of abstraction to the signal data, assigning semantic information that summarizes the content in the stream of sensor readings.

With many off-the-shelf algorithms available for AI and ML, the research directions when robots need to think about a person’s physical posture are usually more focused on data representation to use these existing algorithms rather than creating original algorithms. We will review some of the representations that researchers have developed in Section 2 but a common trend among them is a focus on discretizing and/or compressing the large space of possible sensor values regardless of the level of abstraction. These are both important because the majority of such algorithms assume that input data is discrete and there is generally a need for “similarity” between related input instances (affecting compression choices to enforce this property). With a focus on successful task completion or high accuracy scores, the definition of “similarity” traditionally defaults to some form of clustering or numeric interval partitioning; both are systematic to facilitate optimizing performance when tuning (hyper)parameters for both the algorithm and compression.

The rise of explainable AI-HRI (Bagchi et al. 2020) brings systematic methods such as these into question because the robot’s justification for some outcome will rely on all aspects of the representation choice. Most people do not think in pixels, depth values, coordinates, or other quantitative values when describing the human posture. Presenting
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collections of that information based on whatever parameter gave the best results risks further obfuscation of an unnatural perspective. Even if the algorithm has an effective means of explanation, the references to the input data (human posture, in this case) might not make sense; the robot could sound like it is speaking a foreign language to the average person in the same way a domain-expert does when using niche jargon. This permeates to interpretability of the models these algorithms use or develop (Rudin 2019) because the structure of knowledge builds on the input representation.

We propose a novel representation of human posture data that qualitatively describes a stick figure with respect to words people commonly use (for example, ‘bent’ and ‘raised’). The descriptions are symbolic, serving as logical fluents or features depending on the AI or ML algorithm. Section 2 introduces our representation as well as qualitative spatial reasoning derivations. We then provide example applications of our new representation for activity recognition via both expert systems and case-based reasoning. The empirical results in Section 3 provide evidence that the models are interpretable, and we discuss how this enables the algorithms to also be explainable. As this work is still in preliminary stages, Section 4 includes our future directions alongside a discussion about how the AI-HRI community can apply similar efforts to their own data representations.

2 Related Works

Prior to deep neural networks, which generally receive the raw image as input, many AI and ML algorithms required an alternative representation of the image as input that reduced the size of the input space. For sensor data containing a human’s posture, it was relatively common to perform some form of preprocessing that made the data compatible with the algorithm of choice. Some would annotate the posture as flow fields (Fragkiadaki, Hu, and Shi 2013; Wang and Mori 2009) or sets of coordinates forming a stick figure (Wang, Wang, and Yuille 2013; Shotton et al. 2011; Ercolano and Rossi 2021). Others compressed the entirety of the sensor data based on select features such as spatio-temporal features (Zhang and Parker 2011); the present-day analogue of this approach is to reduce the dimensionality of the data with a variational autoencoder (Vahdat and Kautz 2020). As a mix of the two, some works compressed the space of annotated postures by partitioning the continuous space into discrete bins; these qualitative abstractions either captured the pose within a single frame (Freedman, Jung, and Zilberstein 2014, 2015; Chen and Forbus 2018) or described relations between parts of the body and environment (Duckworth et al. 2017; Duckworth, Hogg, and Cohn 2019). The representations we propose fall into this hybrid category, but we focus on abstractions that are defined with respect to human-interpretable semantics (Gabrilovich and Markovitch 2009; Kim, Rudin, and Shah 2014; Chen et al. 2019) rather than systematic partitions of the continuous space.

3 Qualitative Posture Representation

Our methods assume that there is a stick figure representation of the person, which is a collection of labeled coordinates in $\mathbb{R}^3$ representing joints in the human body (e.g. shoulder, wrist, hip). Although it is common for robots to generate a stick figure with RGB-D data that requires a sensor similar to the Kinect, recent advances in deep learning have led to pose detection algorithms that only need RGB data (Google 2022; Cao et al. 2018; Bazarevsky et al. 2020). We used BlazePose (Bazarevsky et al. 2020) within the MediaPipe (Google 2020) suite to perform three-dimensional pose estimation with video on a smartphone camera, but this is not a requirement to use or replicate our work. Different pose detection algorithms might output different sets of joints or label them differently, which would affect the available symbols one can compute. We group the available joints into specific pairs that form links in the human body, such as upper/lower appendages and the waist. In our derivations, we use vector notation to represent links.

3.1 Low Level: Fluent Descriptions

Given the joints available from BlazePose, we defined the logic fluents below to describe human posture. Each fluent includes a set of complements specifying a joint’s or link’s possible states, where a transition between states depends on how we interpret the numerical information. Additionally, each fluent has both an instantaneous (still image) version and a locally temporal (change over the past few frames of motion) version.

The instantaneous version’s derivations apply the Law of Cosines to determine some angle, forming a triangle $\triangle ABC$, the Law of Cosines states that

$$\angle B = \cos^{-1}\left(\frac{|A, B|^2 + |B, C|^2 - |C, A|^2}{2 |A, B||B, C|}\right).$$

(1)

In general, the angle determines the instantaneous fluent $F(I)$’s value based on how it compares to the angle threshold(s) $\tau_{I,i,i+1}$ or $\tau_{I,i+1,i}$ between states $s_0, s_1, \ldots, s_n$. However, the thresholds are approximate, and people might express uncertainty or disagreement of the state when the angle is close to a threshold (within $\delta_{I,i,i+1}$ or $\delta_{I,i+1,i}$). Table 1 lists the parameter values we used in this work. We capture this uncertainty with a confidence value $C$ that is usually 0 or 1, but interpolates with a logistic curve around these threshold(s) (see Figure 1).

$$C\left(F^I(B, s_i)\right) = \begin{cases} 
1 & \text{if } \angle B < \tau_{I,i,i+1} - \delta_{I,i,i+1} \\
0 & \text{if } \angle B > \tau_{I,i,i+1} + \delta_{I,i,i+1} \\
\frac{\sin\left(\frac{\angle B - \tau_{I,i,i+1}}{\tau_{I,i,i+1}}\right)}{\tau_{I,i,i+1}} & \text{otherwise} \\
\left(1 + e^{\frac{\angle B - \tau_{I,i,i+1}}{\delta_{I,i,i+1}}}\right)^{-1} & \text{otherwise}
\end{cases}$$

(2)
Figure 1: Confidence of fluent with respect to the angle.

\[
C(F^I(B, s_i)) = \begin{cases} 
0 & \text{if } \angle B < \tau_{i+1,i}^L \leq F(B, s_i) - \delta_{i+1,i}^L F(B, s_i) \\
1 & \text{if } \angle B > \tau_{i+1,i}^L \leq F(B, s_i) + \delta_{i+1,i}^L F(B, s_i) \\
1 - \frac{\log \left( \frac{1}{1 + e^{-\delta_{i+1,i}^L (\angle B - \tau_{i+1,i}^L F(B, s_i))}} \right)}{1 + e^{-\delta_{i+1,i}^L (\angle B - \tau_{i+1,i}^L F(B, s_i))}} & \text{otherwise}
\end{cases}
\]

(3)

where \( \epsilon \) is a very small value to avoid dividing by 0. When there are only two possible states for an instantaneous fluent, the sum of the confidence values is clearly 1. To preserve this property with three possible states, we compute the middle state’s confidence relative to the other states’ confidence:

\[
C(F^I(B, s_i)) = (1 - C(F^I(B, s_0))) (1 - C(F^I(B, s_2)))
\]

(4)

Equations (3) and (4) assume that the states are sequential semantically. If a fluent describes a property that does not satisfy this assumption, such as whether the elbow is at a right angle (if considered binary rather than “not yet,” “right angle,” or “too much”), then these equations will need modification for additional state transitions.

The locally temporal versions assess their instantaneous counterpart’s measured angle over a sliding window of consecutive video frames to detect the rate of change, which is compared to thresholds \( \tau_{i+1,i}^{LT,F}(\cdot) \pm \delta_{i+1,i}^{LT,F}(\cdot) \). The locally temporal fluent \( F^{LT}(\cdot) \) has states that indicate motion towards the two most extreme \( F^I(\cdot) \) states \( s_0 \) and \( s_n \); there is also a state for no motion at all \( s_0 \). The locally temporal variant of a bent or straight arm, bending or straightening, considers the angle of the elbow in the past \( r \) recorded frames. As an approximation of the derivative of the angle over time, we simply subtract the angle’s measurement between consecutive frames. In order to focus on the more recent changes for greater relevance, the confidence that the approximate derivative indicates motion is raised to a power inversely proportional to its age (bringing older angle change comparisons closer to the multiplicative identity of 1):

\[
C(F^{LT}(B, \rightarrow s_i) | \text{frame } f, \text{ window size } r) = \prod_{t=f-r+1}^f C\left(F^I(\angle B_t - \angle B_{t-1}, \rightarrow s_i) \right)^{r-t}
\]

(5)

where the instantaneous fluent version of \( (\angle B_t - \angle B_{t-1}) \) has two states, \( s_i^0 \rightarrow s_i \) and \( s_i^\perp \rightarrow s_i \), and uses the locally temporal threshold parameters above. We kept the sliding window at a constant \( r = 5 \) for all locally temporal fluents, and the thresholds are constant \( \tau_{0,1}^{LT,F}(B, \rightarrow s_i) = \pm \pi/72 \) (depending on whether the direction is positive or negative) and \( \delta_{0,1}^{LT,F}(B, \rightarrow s_i) = \pi/72 \) for all locally temporal fluents that use angle measurements. The confidence that there is no motion towards any state depends on the confidence values for motion towards each extreme state:

\[
C(F^{LT}(B, s_0) | \cdot) = (1 - C(F^{LT}(B, s_0) | \cdot)) (1 - C(F^{LT}(B, s_2) | \cdot))
\]

(6)

**Bent** describes the arms and legs with respect to the angles of the elbow and knee, respectively (see Figure 2a). The side’s elbow’s angle applies Equation (1) to the triangle formed from links \( \cdot \) shoulder, \cdot elbow and \cdot elbow, \cdot wrist. The side’s knee’s angle applies Equation (1) to the triangle formed from links \( \cdot \) hip, \cdot knee and \cdot knee, \cdot ankle. There are two states for the instantaneous fluent, \( s_0 = \) bent and \( s_1 = \) straight; the locally temporal counterparts are \( \rightarrow s_0 = \) bending and \( \rightarrow s_1 = \) straightening.

**In Front** describes the arms and legs with respect to the angles of the upper arm and leg when projected onto the sagittal plane (Sato, Hansson, and Coury 2010), respectively. The reference line to which the upper appendages are compared is the torso plane’s normal through the shoulder and hip, each facing in the forwards direction (see Figure 2b). The side’s upper arm’s angle applies Equation (1) to the triangle formed from links proj\_sagittal \_shoulder, \cdot elbow and proj\_sagittal \_shoulder, \cdot shoulder \perp \text{ torso where } \perp \text{ torso } = \text{left shoulder, left hip } \times \text{ left shoulder, right shoulder}. The side’s lower leg’s angle applies Equation (1) to the triangle formed from links proj\_sagittal \_hip, \cdot knee and proj\_sagittal \_hip, \cdot hip \perp \text{ torso. There are three states for the instantaneous fluent, } s_0 = \text{ in front, } s_1 = \text{ centered, and } s_2 = \text{ behind; the locally temporal counterparts are } \rightarrow s_0 = \text{ moving forward and } \rightarrow s_2 = \text{ moving backward.}

**Raised** describes the arms and legs with respect to the angles of the armpit and hip from the torso without any projections (see Figure 2c). The side’s armpits’ angle applies Equation (1) to the triangle formed from links \cdot \text{ shoulder, } \cdot \text{ elbow and } \cdot \text{ shoulder, } \cdot \text{ hip. The side’s hip’s angle applies Equation (1) to the triangle formed from links } \cdot \text{ hip, } \cdot \text{ knee and } \cdot \text{ hip, } \cdot \text{ shoulder. There are three states for the arm’s instantaneous fluent, } s_0 = \text{ lowered, } s_1 = \text{ chest-level, and } s_2 = \text{ raised, but the leg’s instantaneous fluent can only be either } s_0 = \text{ raised or } s_1 = \text{ lowered. The locally temporal counterparts for both the arms and legs are } \rightarrow s_0 = \text{ raising and } \rightarrow s_2 = \text{ lowering (for arms, } \rightarrow s_1 \text{ for legs).}
Table 1: Threshold Values for Angle-Derived Fluent State Transitions (· Denotes Left or Right Side)

| Direction          | Equation 1 (Arms) | Equation 2 (Arms) |
|--------------------|-------------------|-------------------|
| arm bent           | \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |
| leg bent           | \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |
| arm in front       | \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |
| arm behind         | \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |
| leg in front       | \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |
| leg behind         | \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |
| arm raised         | \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |
| arm lowered        | \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |
| leg raised         | \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |
| arm outward        | \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |
| arm inward         | \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |
| leg outward        | \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |
| leg inward         | \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |
| head tilted forward| \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |
| head tilted left   | \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |
| torso tilted forward| \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |
| torso tilted left  | \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |
| head twisted left  | \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |
| torso twisted left | \( \tau_{0.1} I,F \) | \( \delta_{0.1} I,F \) |

Outward describes the arms and legs with respect to the angles of the upper arm and upper leg projected onto the frontal plane, respectively. The reference line to which the upper appendages are compared is the normal of the sagittal plane, which we will call the frontal as it lies on the frontal plane, facing outwards (see Figure 2d).

Tilted describes the neck and mid-hip with respect to their angles in the sagittal or frontal plane. The reference line to which the link is compared is either the torso plane’s normal projected onto the sagittal plane or the torso plane’s frontal projected onto the frontal plane (see Figures 2c and 21).

Twisted describes the neck and mid-hip with respect to the angles in the transverse plane. The reference lines to which the are compared are the frontal plane’s normal projected onto the transverse plane (see Figure 2g). The neck’s angle applies Equation 1 to the triangle formed from links \( \text{proj}_{\text{frontal}} \), \( \text{nose} \), and \( \text{proj}_{\text{transverse}} \). The mid-hip’s angle applies Equation 1 to the triangle formed from links \( \text{proj}_{\text{transverse}} \), \( \text{left hip} \), and \( \text{proj}_{\text{transverse}} \). The two triangles for the mid-hip’s angles are similar, but substitute the following joints: neck becomes mid-hip but substitute the following joints: neck becomes mid-hip.
Near describes how close any two joints in the stick figure representation are. There are three states for the instantaneous fluent, $s_0 = \text{near}, s_1 = \text{far},$ and $s_2 = \text{touching}$. Because distances are usually relative to one’s stature, we use head-lengths as a unit of measurement; head-lengths are relatively consistent in human anatomy if patients have traditional proportions (Stylus [2016]). For our stick figure representation, we compute this unit measurement as 1 head-length $= 2 \text{[neck, mid-ear]}$. To avoid an explosion of fluents describing the posture because there are many joints to consider, we restricted the possible pairings to $J_{from} = \{\text{left index finger, right index finger, left heel, right heel}\}$ and $J_{to} = J_{from} \cup \{\text{nose, left eye, right eye, left ear, right ear, left mouth, right mouth, left shoulder, left elbow, left wrist, right shoulder, right elbow, right wrist, left hip, right hip, left knee, right knee, left big toe, right big toe}\}$. Due to tautologies when the same joints share links (their distances are relatively fixed), we omit some pairings from $J_{from} \times J_{to}$: (index finger, wrist), (index finger, elbow), (heel, heel, knee), (heel, big toe, right big toe). For all the permitted pairings, we simply defined the thresholds for near as 0.25 head-lengths or less and far as 0.75 head-lengths or greater with confidence 1, which gives us $T_{0,1}^{I,F}(\text{distance}(j_1 \in J_{from}, j_2 \in J_{to}), \text{near}) = 0.5$ head-length and $T_{0,1}^{I,F}(\text{distance}(j_1 \in J_{from}, j_2 \in J_{to}), \text{far}) = 0.25$ head-length. We computed touching as 0.1 distance or less without accounting for head-length, and the certainty over this fluent is exclusively binary. The locally temporal temporal counterparts are $s_0 = \text{approaching}$ and $s_1 = \text{distanting}$ with thresholds $T_{0,1}^{I,F}(\text{distance}(j_1 \in J_{from}, j_2 \in J_{to}), \text{near}) = -0.05$ head-length, $T_{0,1}^{I,F}(\text{distance}(j_1 \in J_{from}, j_2 \in J_{to}), \text{far}) = 0.05$ head-length, and $T_{1,0}^{I,F}(\text{distance}(j_1 \in J_{from}, j_2 \in J_{to}), \text{far}) = 0.05$ head-length.

### 3.2 High Level: Qualitative Motion Primitives

Using the angles computed above, we also define more general patterns of motion to describe human posture over longer periods of time than a few frames. Similar to the change in complexity from a regular expression compared to a grammar, we can express richer relationships as parts of the human body change their posture in structured ways. Unlike traditional motion primitives that represent a set of possible robot movements in Cartesian space (Cohen, Chitta, and Likhachev [2010]), we present qualitative motion primitives (QMPs) that describe patterns of human movement.

The characterization of QMPs uses Sparse Identification of Non-linear Dynamics (SINDy) (Brunton, Proctor, and Kutz [2016] and Fasel et al. [2021]). SINDy has effectively reconstructed diverse types of dynamic models directly from time-series state data. It uses a sequentially thresholded least-squares algorithm to identify a sparse subset of basis functions that best fit the observed state evolution. The method is not computationally intensive, and it exhibits a sharp rate of convergence on a wide range of dynamic structures (Zhang and Schaeffer [2019]). These make it an attractive candidate for real-time applications of model learning.

In general, we can express a dynamic system analytically in the following form. The states of our system are composed primarily of the angles between limbs and the angles formed between a limb and a body-fixed axis, which Figure 2 illustrates. Each state derivative is a function of the states and controls:

$$\dot{X} = \Phi(X, U) \Lambda$$

where $X$ is a vector of states, $U$ is a vector of controls, $\Phi(X, U) = [\phi_1(X, U), \ldots, \phi_n(X, U)]$ is a set of candidate basis functions for the right-hand-side dynamics, and $\Lambda = [\lambda_1, \lambda_2, \ldots, \lambda_n]$ is the set of real coefficients on those basis functions.

Given a time history of controls $U$, estimated states $X$, and estimated state derivatives $\dot{X}$, the model-learning problem finds the matrix of coefficients $\Lambda$ that both 1) minimizes the residual error between observed states and what the model predicts, and 2) promotes sparsity in $\Lambda$. The two conditions for $\Lambda$ represent competing objectives: the desire for accuracy vs. the desire to express the model using a minimal number of terms. For the $k^{th}$ state, the problem becomes:

$$\lambda_k = \arg \min_{\lambda_k} \| \hat{X}_k - \hat{X}_k \Phi^T(X, U) \|_2 + \alpha \| \hat{\lambda}_k \|_1$$

where we set parameter $\alpha$ to find a Pareto optimal solution that provides a desired balance between high accuracy and low model complexity.

We assume that we can model each state as an explicit function of time and other states to describe basic human motions. This represents a special case where there is only one control signal, defined simply as the time vector $U = t$. Thus, in our formulation, the basis functions forming all QMPs are represented as $\Phi(X, t)$. We also assume that our hand-picked selection of candidates for the set of basis functions $\Phi$ is sufficient to solve the specific instance of the model-learning problem:

$$\phi_1(X, t) = 1$$
$$\phi_2(X, t) = t$$
$$\phi_3(X, t) = \cos(2\pi t/T)$$
$$\phi_4(X, t) = \sin(2\pi t/T)$$
$$\phi_5(X, t) = \cos(\pi t/T)$$
$$\phi_6(X, t) = \sin(\pi t/T)$$

QMP characterization considers a range of periods $T$ when solving the regression problem for $\Lambda$, and it chooses the $T$ that gives the smallest residual. We intentionally choose sinusoidal basis functions with both the whole- and half-period to account for the combined presence of long- and short-period motion.

It is worth noting that each of the six basis functions is simply an explicit function of time, rather than a more general state-dependent ordinary differential equation (ODE). The above functions have shown to be sufficient in characterizing several of the basic motions we examined thus far. However, as future applications use this representation to evaluate more types of motion for their domain, it might
become necessary to add additional basis functions, including state-dependent ODEs. Expanding the set of basis functions ensures that the important characteristics of the limb and joint articulation are appropriately captured. Because many activities involve coordinated and synchronized motion among multiple limbs and joints, we anticipate that first- or second-order ODEs may serve as useful models. 

As parametric models that describe the skeletal state evolution over a given time window, we then evaluate them against the criteria associated with each entry in an Action Description Database (ADD). This database encodes our QMPs based on medical expert-generated descriptions. It is simply a repository of functions with thresholds, each representing a fluent that maps the results of the characterized QMPs to a binary value. This evaluation results in a numeric score for each entry in the ADD, indicating how well the parametric model meets various criteria. One important benefit of this approach is that we do not assume people exclusively perform only one QMP at a time. Rather than choose the greatest-scoring one at the expense of others, this approach considers the possibility that people perform multiple motion primitives simultaneously.

## 4 Interpretable Activity Recognition

Figure 3 illustrates how the representations in Section 3.1 successfully describe the human posture in a way that many people would. A collection of postures over time with these descriptions contains trends that further describe how a person physically performs various activities. We created two activity recognition classifiers, one encoded by hand and the other autonomously generated, as a preliminary empirical evaluation of our proposed representation’s interpretability within AI systems. See [Borck et al. 2022] for more details.

### 4.1 Dynamic Action Detection

Dynamic Action Detection (DAD) detects pre-defined activities from time-series data of skeletal motion. We focus specifically on the time-varying states of various body parts and attempt to match them to one or more QMPs. DAD is versatile because it provides solutions based on pre-defined motion descriptions. When the QMPs that make up an activity are known and well-defined, then activity recognition can be configured as an expert system without the need for any training data. Alternatively, given a broad enough set of metrics and properly labeled videos from a dataset, then the descriptive features throughout Section 3 may serve as inputs for a machine learning algorithm to identify which features are the best descriptors for different activities.

We developed a questionnaire to gather detailed descriptions on four different activities from our medical experts: squat, push-up, jumping jack, and a single leg Romanian deadlift. For each activity, we asked experts to describe all the bodily motion attributes (our QMPs) that are important to successfully execute that action. The questionnaire also asks experts to specify a weight between 1 and 10 to rank the relative importance of each attribute. We used the results as guidance to develop our ADD.

With this instance of the database, we created an expert system for activity recognition that defines activities hierarchically as a sequence of two or more QMPs. As DAD
Figure 3: Fluent descriptions for frames of a jumping jack animation (video source: Kinetics 700 Dataset [Carreira et al. 2019]).

Figure 4: DAD compares the ratio of detected QMP patterns over a time window per activity. The model is on the right.

runs and successively identifies multiple QMPs across time, it can also look for sequences of them that comprise these activities. For example, our current version of DAD can identify knee oscillation, synchronized shoulder translation, and consistent leg distance (see Figure 4). If these actions are detected in the correct sequence according to the proper criteria, then the sequence could be identified as a squat. DAD will list the QMPs that are executed as expected for each activity as well as those that are not. This listing serves as an interpretable model for people to inspect, understand, and validate how DAD performs activity recognition.

4.2 Case-Based Reasoning

Case-based reasoning [Kolodner 1992] (CBR) is a learn-by-experience algorithm that compares new inputs to previously-seen examples. Our CBR approach for activity recognition stores examples of people performing activities from videos using one of the qualitative posture representations in Section 3. From a supervised machine learning perspective, the set of features describing previously-seen activity instances is called the problem; the classification labels for the activity are called the solution. The learned model is a case-base (CB) data structure that maintains a set of cases, which pair previously-seen problems with their solutions.

The classification step compares the problem representing the currently-observed video, converted into the same qualitative representation, against cases within the CB to determine which of the previously-seen instances of each activity are most similar. This differs from $k$-nearest neighbors [Cover and Hart 1967] because CBR adds additional learning steps for revision and retention [Smyth and Keane 1995]. Revision happens during classification, adjusting the most similar case’s problem and solution to match the current world state. Retention happens after classification, adding the newest observed problem and its recognized solution to the CB. To manage the size of the CB as it grows, we consider the novelty and benefit of adding the case to the CB [Borck and Boddy 2017]. This will trim the CB when initialized and regulate which new cases are added, reducing bias that stems from too many similar cases.

We tried several different similarity functions for problem comparison: Euclidean distance, Dynamic Time Warping [Sakoe 1971], and signatures [Lyons 1998]. Our experiments presented poor accuracy for all these metrics when using the entire set of fluent descriptions (Section 3.1) at every timestep. We hypothesize that considering this level of descriptive detail is too fine-grained to learn effective patterns
Experiments using the QMPs (Section 3.2) provide evidence supporting this hypothesis as the accuracy drastically improved with a simple Euclidean distance similarity measure, which counts the number of matched features in the case. The features from our representation enable the case and comparison metrics to be interpretable, and we see distinct differences in the prevalence of features between different activities. The CB trimming process retains a comparable distribution of features for each activity; see Figure 5.

4.3 Generating Explanations

Both DAD and CBR perform activity recognition through a comparison of features that qualitatively describe the human posture in ways that are human-readable and quickly understandable. This allows the model behind the algorithm to be transparent if people want to inspect how the robot performs activity recognition. However, interpretability does not promise perfect performance—people will still experience the robot make mistakes and fail to understand what justifies some of its activity classifications. These situations require explanations that clearly inform how the robot performed activity recognition for that specific instance. The interpretable model invites a simple explanation that walks through the algorithm, stating which descriptions of the person’s posture were observed and whether or not they match those associated with each activity in the model.

Outside of queries answering why the robot recognized a specific activity, our qualitative descriptions’ roots in human semantics present the opportunity for robots to also explain how a person performs the activity. Depending on the robot’s application(s), this can serve as feedback to people or a form of introspection on the robot’s own model. For example, the activity recognition’s relative scoring method might indicate that someone performing a recognized action is doing so with a lower score than desired for classification. This indicates that either the observed person is not performing some attribute of that action very well or the model is missing some alternative way people perform the activity. Explanations that discuss the scores associated with each feature enable people, be it the one observed or someone granted access to their data (caretaker, guardian, etc.), to examine what is wrong at a glance.

5 Discussion and Future Work

There are infinitely many ways to represent streams of sensor data, but only so many of these are practical for robots and humans, balancing AI computational needs with what makes sense to the people who interact with these machines. In contrast to many popular representations that focus towards the former, we present two related representations that bring the balance back towards the latter. Starting with a stick figure representation of human posture, we encode angles between links into symbols that match qualitative descriptions that humans would typically use. At the lower level, these are simple fluents that are myopic within a few frames; higher levels of abstraction identify QMPs that organize these relations into basic patterns of motion. We presented evidence supporting these representations’ interpretability with respect to the observed data and two activity recognition approaches, one hand-generated and the other machine-generated. As AI-HRI involves people at a more direct level, we encourage other researchers to consider their representation choices and identify symbolic abstractions to extract before sending the data to AI algorithms, ensuring the information already has human-interpretable semantics.

There are still many things to study, both for other data representations and the ones we proposed. In this paper, we manually set all the parameter values mapping angles to their qualitative relations. This is not scalable as we define more symbols, and is one reason learning models became more sustainable laborwise compared to expert-derived ones. More importantly, there is a risk that our choices are not representative of how others perceive the qualitative relations, biasing the symbol interpretations. In future work, we plan to study at what values various people perceive them and determine if we can learn the parameters. We will also investigate connections between fluent descriptions and QMPs because both derivations stem from the same angle data. A hierarchy of representations could refine interpretable models and explanations with respect to various levels of granularity. Lastly, we will continue to identify additional fluent descriptions and QMPs for our proposed representations. There are other parts of the body and ways that they move, adding more expressivity. Some of the
derivations likely generalize to describe similar joint or link structures, which could extend the representation to other anatomies, including the robot’s, for a more universal description that both humans and robots can interpret.
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