COVID-19 Variants and Transfer Learning for the Emerging Stringency Indices

Ayesha Sohail · Zhenhua Yu · Alessandro Nutini

Accepted: 7 April 2022 / Published online: 10 May 2022
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2022

Abstract
The pandemics in the history of world health organization have always left memorable hallmarks, on the health care systems and on the economy of highly effected areas. The ongoing pandemic is one of the most harmful pandemics and is threatening due to its transformation to more contiguous variants. Here in this manuscript, we will first outline the variants and then their impact on the associated health issues. The deep learning algorithms are useful in developing models, from a higher dimensional problem/dataset, but these algorithms fail to provide insight during the training process and do not generalize the conditions. Transfer learning, a new subfield of machine learning has acquired fame due to its ability to exploit the information/learning gained from a previous process to improve generalization for the next. In short, transfer learning is the optimization of the stored knowledge. With the aid of transfer learning, we will show that the stringency index and cardiovascular death rates were the most important and appropriate predictors to develop the model for the forecasting of the COVID-19 death rates.
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1 Introduction
This era has remained the era of artificial intelligence and due to its success stories in almost all disciplines of sciences and technology, its demand has raised and besides that, people are more inclined to understand the blackbox nature of the machine learning tools.
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The explainable machine learning in this case has proved to be extremely helpful. It provides the researchers, from different disciplines, (with basic knowledge of AI tools) an insight of the tools and provides logic of the correct selection of the predictors and the response variables, suitable for their discipline, thus making the tools more transparent. The AI tool can then be presented as fair feature selecting algorithms, to identify potential bias/problems in the training data, and to ensure that the algorithms perform as expected.

Another evolving sub-field of data science is termed as the transfer learning field. It basically encompasses on the concept of learning knowledge from a given problem, that is rich in data, and followed by application to another problem interlinked with the given problem, and is not very rich in data due to limited sources/ limited experimental trials. Researchers have proposed that the transfer learning core is actually the domain adaptation, as a feature based approach [2, 4]. The transfer learning tools learns the transferable features across the given domains, in a “reproducing kernel Hilbert space (RKHS)”. With the advancement in this field, now the multiple kernels are also used to develop the transferable algorithm. The convolutional neural networks are designed on purpose, for the transfer learning approach, so that, the predefined networks can be utilized in a swift manner, for new problems. This step is also termed as the combined or hybrid approach of transfer learning with deep learning.

Coronavirus threat unlike other pandemics, proved to be extremely challenging for the human health, economy and progress worldwide. Several research articles have been published since the pandemic began [12, 15, 17]. The machine learning tools have been used in the literature to deal with the data bases linked with the human health [9–11]. The current research focuses on the factors linked with COVID-19 outbreak, the resulting responses and the relationship with different variants. The data based research is conducted and only one variant of coronavirus is discussed in detail, whereas the other variants and the associated data is carefully extracted and presented in this manuscript for the future research purposes.

To be more explicit, different variants of coronavirus exist in the world with different properties and characteristics since 1962 [1, 6, 14, 16, 17, 19–23]. According to the recent studies, the major variants that are extensively reported are: the Alpha Variant (formerly called the UK Variant and officially known as B.1.1.7), β Variant (South Africa Variant/ B.1.351), γ Variant (Brazil Variant, officially known as P.1), and the Δ Variant (India Variant and officially known as B.1.617.2).

In Italy, at present, a pandemic wave caused by the Omicron variant is being faced, due to its very high transmissibility [7] but, despite the forecasts issued by IHME (IHME, 2022), the first studies conducted on this coronavirus variant confirmed a lower symptom severity (from 15 to 80%) compared to the delta variant [7, 13]. The scientific debate aimed at clarifying the effects of this new variant is still ongoing and, for this reason, in this article, we will refer to the variants already mapped and to the data available until 2021.

A mapping of the VOCs (variants or concerns) of the SARS-CoV2 virus in Italy has been carried out by the Istituto Superiore di Sanità since the beginning of the pandemic (https://www.epicentro.iss.it/coronavirus/sars-cov-2-monitoraggio-varianti). The variants analyzed are B.1.1.7 (alpha), B.1.351 (beta), P.1 (gamma) and B.1.617.2 (delta); in collaboration with the Bruno Kessler Foundation and the Italian Ministry of Health, sampling studies were carried out using RT-PCR tests.

The survey conducted examines samples obtained on 21 July 2021 and the sample size was calculated using the following equation:

\[
n \geq \frac{N(z_{a/2})^2 p(1 - p)}{e^2(N + 1) + (z_{a/2})^2 p(1 - p)}
\]  
(1)
Here the sample \( n \) necessary to observe the prevalence \( p \) of a variant on the national territory in a population of size \( N \) (population of notified positives) uses the estimate \( \epsilon \) and a confidence level \( "(1 - \alpha)\%" \). By dividing the entire national territory into four macro-areas: North-West, North-East, Center, South and Islands, and assuming we want to estimate a prevalence of 5% with 2% precision in these macro-areas, we obtain Table 1 which shows the values of the required sample size calculated on the basis of positive COVID-19 cases notified on 15 July 2021. The prevalence metrics are presented in Table 2.

From 1973 cases confirmed by RT-PCR, 1325 samples were sequenced and classified according to lineage (the details are provided in Table 3). In detail, among the 1309 sequences obtained for the analysis, the following were identified:

The prevalence estimates at national level, obtained as the average of the prevalences in the different Regions weighted by the number of regional cases notified on 20 July 2021, are as follows:

In this manuscript, the classification learners were first applied on the COVID-19 datasets to draw useful predictions, next, the predictions are verified, explained and interpreted in detail with the help of transfer learning algorithms. Initially, the classification learners divide the data into different classes, based on the definition (categorical) of the response variable.

### Table 1  Macro-Area distribution and cases

| Macro-area          | Cases known as of July 15, 2021 | Sample size (\( p=5\%; \epsilon=2\% \)) |
|---------------------|---------------------------------|------------------------------------------|
| North East          | 551                             | 252                                      |
| North West          | 480                             | 237                                      |
| Center              | 586                             | 258                                      |
| South and Islands   | 838                             | 299                                      |
| TOTAL               | 2455                            | 1046                                     |

### Table 2  Prevalence estimates at national level

| Prevalence estimates | Linage                |
|----------------------|-----------------------|
| 3.2% (range: 0.0–14.7%) | B.1.1.7               |
| 0.0% (range: 0.0–0.0%)  | B.1.351               |
| 1.4% (range: 0.0–16.7%) | P.1                   |
| 94.8% (range: 80–100%)  | B.1.617.2             |
| 0% (range: 0.0–0.0%)    | B.1.525               |
| 0% (range: 0.0–0.0%)    | P.2                   |

### Table 3  List of sequences and the lineage

| Sequences                  | Linage                |
|----------------------------|-----------------------|
| 49 attributable to SARS-CoV-2 | B.1.1.7               |
| 0 traceable to SARS-CoV-2   | B.1.351               |
| 16 traceable to SARS-CoV-2  | P.1                   |
| 1266 traceable to SARS-CoV-2 | B.1.617.2             |
| 0 traceable to SARS-CoV-2   | B.1.525               |
| 0 traceable to SARS-CoV-2   | P.2                   |
Next, the transfer learning algorithms are applied on the pre-processed datasets. A schematic is provided for better understanding of the research strategy.

2 Materials and Methods

In this manuscript, we have accessed two data sources, the first one provides information in depth, on the variants of the SARS-2 virus, reported in Italy since the virus initiated till date, and the second one is based on the linkage of the virus spread, the temperature and the stringency index, to the life expectancy, number of new hospital admissions and the new cases and new deaths reported.

2.1 SARS-2 Variants

Currently the data for Omicron, one of the variants of SARS-2, is not fully available, we have therefore conducted numerical experiments on other variants listed above. To explore the data based on the other variants, the following details were analyzed:

2.1.1 Variants of Concern (VOC)

- The lineage B.1.617.2 (Delta variant) has a prevalence of more than 94% and is reported in all Regions, replacing the de facto variant Alpha, now present only at 3.2% in this rapid survey compared to 57.8% of the previous survey;
- The P.1 lineage (Gamma variant) has a prevalence of 1.4% (in the previous it was 11.8%). In absolute numbers it appears to be decreasing in all Regions/PAs.

2.1.2 Variants of Interest (VOI)

- Lineage B.1.525 (Eta variant) was not reported in any Region / PA compared to the 10 cases of the previous survey;
- Lineage B.1.621 was reported in only one case in Veneto;
- The lineage P.3 (Theta variant) in a case in Sicily.
2.1.3 Variants Under Monitoring (VUM)

- The lineage P.2 (Zeta variant) has not been reported in any Region;
- Lineage C.36 + L452R (sub-lineage C.36.3) has been identified in 3 cases all in Lombardy;
- lineage B.1.1.318 in 1 case in Lombardy.

Researchers are working on the data of these variants and the details of these variants are available at the source repository (https://www.acrobiosystems.com/). Some useful results are drawn from these variants and are presented in the next section.

2.2 Transfer Learning and SVM

During this research, we have selected the predictors and response and have run the numerical experiments. The motivation is to understand which classifiers can classify well the response such as the stringency index during the pandemic, under the influence of the most relevant predictors. This analysis can help the governments, to forecast the level of control measures (or to be prepared to fight) against the pandemic in a better manner.

During this research, among the other classifiers, such as RUSboosted trees, random trees and gradient methods, we have applied the fine Gaussian support vector machine learning algorithm for the classification. This classifier works in determining a hyperplane, that will be used as a decision boundary. For this specific type of classifier, the hyperplane is affected by the support vectors and the outliers have very mild impact. Since the data was highly nonlinear, the nonlinear kernels were used. The Python scikit-learn package along with warm start parametric approach was used and the kernels used were Gaussian Radial Kernel Function (rbf) and sigmoid.

Since the COVID-19 data was unpredictable throughout the outbreak, the transfer learning is applicable since it is more appropriate when the domain or the task, i.e. the predictors and the response are expected to be changed. The research group led by Fan et al. [3] used the conventional softmax model for this purpose. In a similar manner, we used softmax, trained it with original pairs of features, label to obtain the label from the features.

While using the transfer learning, the data was prepared with transfer learning, it was split and the SVM nonlinear kernel was applied.

3 Results and Discussion

3.1 SARS-2 Variants Understanding

Based on the data key features presented in Sect. 2.1, we have derived the following conclusion:

- the diffusion of variants with greater “transmissibility” can have a significant impact. The Delta variant (B.1.167.2) is to be considered predominant in this quick survey, having replaced the Alpha variant for the first time (B.1.1.7). This data, however expected, is in line with what has been observed in other European countries. The Delta variant is, in fact, characterized by a “transmissibility” from 40 to 60% higher than the Alpha variant, and is associated with a relatively higher risk of infection in unvaccinated or partially vaccinated subjects;
the prevalence of the Gamma variant (P.1) has drastically decreased throughout the country;

- in the current national scenario, characterized by the circulation of different variants of SARS-CoV-2, it is necessary to continue to monitor with great attention their diffusion and, in particular, of those with greater “transmissibility” or with mutations related to potential evasion of the immune response.

3.2 SARS-2 Spread Parameters

In the previous sections, we have highlighted the importance of different factors responsible, directly or indirectly, for the increase or decrease (positive or negative gradient) of COVID-19 cases reported over a period of fifty-five weeks from February 2020 till February 2021.

3.2.1 Impact of Temperature

The family of Corona Viruses is really sensitive to the sunlight. The virus dies rapidly when it is exposed to the ultraviolet light i.e. the sunlight is not favorable to the corona viruses. On the other hand, it has the ability to survive well at room temperature as it is termed as an enveloped virus. It survives well at low humid environment.

According to some research findings, Coronavirus spread is inversely proportional to the temperature. For higher temperature, it dies out or its transmission rate is reduced. The researchers [14, 18] assessed the impact of the environmental stressors such as the impact of ozone, impact of nitrogen present in the environment, and other factors, on the spread of this enveloped virus. Another group of researchers [5] discussed the impact of pollution as well as the temperature, on the spread of this virus.

Recent studies have worked on the temperature range that is favorable for the spread of this virus. It is reported that the virus can not transmit rapidly, if the humidity is above “6 g/kg” and the average air temperature is above 51 F.

Response

We conducted to major numerical experiments. In first study, the response is taken to be as the temperature whereas, in the second study, response is kept as the stringency index. The results are presented in Tables 4 and 5 respectively.

Predictors

Three different groups of predictors, $G_1, G_2$ and $G_3$ are used during this research. In group $G_1$, the No of cases; vaccinations; No of deaths; ICU patients; Positive rate; No of hospital admissions; Population density were considered as the predictors.

Next, in group $G_2$, the No of deaths; ICU patients are considered as the predictors. In group $G_3$, Reproduction rate; Positive rate and total vaccination are taken as the predictors.

In group $G_4$, Total tests and the Positive rate are taken to be the predictors relative to the stringency index, as the response variable.

In group $G_5$, No of deaths and Weekly hospital admissions are selected as the predictors. These combinations of predictors are selected after careful analysis of the correlations between the key variables. Another justification of this grouping is that the variables are grouped according to their direct or indirect linkage to the pandemic variants statistics.
| Group   | Predictor (unit: per week) | Model                          | Accuracy (%) |
|---------|---------------------------|--------------------------------|--------------|
| G1      | Fine Gaussian SVM         | 67.3                           |
| G1      | Random Tree               | 61.8                           |
| G1      | Ensembeled RUS boosted tree| 63.6                           |
| G2      | Fine Gaussian SVM         | 67.3                           |
| G2      | Random Tree               | 63.6                           |
| G2      | Ensembeled RUS boosted tree| 63.6                           |
| G3      | Fine Gaussian SVM         | 78.2                           |
| G3      | Random Tree               | 78.2                           |
| G3      | Ensembeled RUS boosted tree| 76.4                           |

| Response | Group   | Predictor (unit: per week) | Model                          | Accuracy (%) |
|----------|---------|---------------------------|--------------------------------|--------------|
| Stringency index | G4      | Fine Gaussian SVM         | 69.1                           |
| –        | G4      | Random Tree               | 72.7                           |
| –        | G4      | Ensembeled RUS boosted tree| 74.5                           |
| Stringency index | G5      | Fine Gaussian SVM         | 67.3                           |
| –        | G5      | Random Tree               | 67.3                           |
| –        | G5      | Ensembeled RUS boosted tree| 72.7                           |

### 3.2.2 Stringency Index

The stringency index ($S_I$) is defined as the parameter that can gauge the level of strictness in making the policies that basically restrict individuals daily routine. The formula is based on the ordinal containment and closure policy indicators. According to the data presented by the source [8], the key metrics used for the evaluation of the Stringency Index were closure of the schools, offices, public places and cancellation of social events and gatherings, public transport (local and international travel). Its value for Italy spanned from 0 to 130. We have grouped (classified) the data into three categories, group A with $S_I < 50$; group B with $50 \leq S_I < 80$; and group C with $80 \leq S_I \leq 130$. From Fig. 2 we can see that the trend of the stringency index remained nonlinear, when the predictions were made (top panel) relative to the tests and postivity of the COVID-19 tests, similarly, for bottom panel, when the number of deaths were plotted relative to the hospitalization frequency, the nonlinear trend was observed. Here the red box indicated the domain, where there was saturation of the three classes. The cross represents the incorrect values and dot represents correct values achieved from the model.
4 Conclusions

From this research, we conclude that lot more data repositories are desired to be established for the development of better precautionary measures. Since the impact of temperature on the spread of virus is of great significance according to the results obtained. Similarly, the stringency index and its impact on several predictors are discussed in detail in this manuscript. The data was based on the specific country of Italy and we hope that models can be developed for other countries as well, provided that detailed data repositories become freely available for the researchers to design, interpret and explain the machine learning models. With the aid of expalianable artificial intelligence and its ability to deal with transfer learning tools,
we have provided the readers a state of the art framework, that can help to extract the most impulsive predictors, from a given nonlinear high dimensional data base. It is highly desired to obtain compact data, and to analyze it with the aid of transfer learning, for the variation in stringency index relative to different variants of COVID-19, since it is observed that the index varied in different regions of the world, relative to the $\alpha$, $\beta$, $\gamma$, or $\Delta$ variants. For these reasons, the work we have presented can serve as a basis for the development of further algorithms predicting the effects and expansion of viral infection.
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