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Abstract. Our purpose of this paper is to study the nonexistence of nonnegative very weak solutions of

\[(−∆)^α u = u^p + \nu \quad \text{in } \Omega, \quad u = g \quad \text{in } \mathbb{R}^N \setminus \Omega,\]

where \(\alpha \in (0, 1), \ p > 0, \ \Omega \) is a unbounded \(C^2\) domain in \(\mathbb{R}^N\) with \(N > 2\alpha\), \(g \in L^1(\mathbb{R}^N \setminus \Omega, \frac{dx}{|x|^{N+2\alpha}})\) nonnegative and \(\nu\) is a nonnegative Radon measure. We obtain that

(i) if \(\Omega \supseteq (\mathbb{R}^N \setminus B_{r_0}(0))\) for some \(r_0 > 0\) and \(p < \frac{N}{N-2\alpha}\), then problem (1) has no weak solutions.

(ii) if \(\Omega \supseteq \{x \in \mathbb{R}^N : x \cdot a > r_0\}\) for some \(r_0 \geq 0\), \(a \in \mathbb{R}^N\) and \(p < \frac{N+\alpha}{N-\alpha}\), then problem (1) has no weak solutions. Here \(\frac{N+\alpha}{N-\alpha}\) is sharp for the nonexistence in the half space.

The above Liouville theorem could be applied to obtain nonexistence of classical solution of the fractional Lane-Emden equations

\[(−∆)^α u = u^p \quad \text{in } \Omega, \quad u \geq 0 \quad \text{in } \mathbb{R}^N \setminus \Omega,\]

where \(\Omega = \mathbb{R}^N \setminus B_{r_0}(0)\) with \(r_0 > 0\) or \(\Omega = \mathbb{R}^{N-1} \times (0, +\infty)\).

Résumé. Le but de cet article est d’étudier à la non-existence de solution nonnegative très faible de

\[(−∆)^α u = u^p + \nu \quad \text{dans } \Omega, \quad u = g \quad \text{dans } \mathbb{R}^N \setminus \Omega,\]

où \(\alpha \in (0, 1), \ p > 0, \ \Omega \) est un domaine de \(C^2\), nonborné de \(\mathbb{R}^N\) avec \(N > 2\alpha\), \(g \in L^1(\mathbb{R}^N \setminus \Omega, \frac{dx}{|x|^{N+2\alpha}})\) nonnegative et \(\nu\) est une mesure de Radon nonnegative.

On obtient alors

(i) si \(\Omega \supseteq (\mathbb{R}^N \setminus B_{r_0}(0))\) pour certain \(r_0 > 0\) et \(p < \frac{N}{N-2\alpha}\), alors le problème (2) n’a pas de solution faible.

(ii) si \(\Omega \supseteq \{x \in \mathbb{R}^N : x \cdot a > r_0\}\) pour certain \(r_0 \geq 0\), \(a \in \mathbb{R}^N\) et \(p < \frac{N+\alpha}{N-\alpha}\), alors le problème (1) n’a pas de solution faible. Ici \(\frac{N+\alpha}{N-\alpha}\) est optimal pour la non-existence de solution dans le demi-espace.

Le théorème de Liouville précédent peut être appliqué pour montrer à la non-existence de solution classique de l’équation fractionnelle de Lane-Emden

\[(−∆)^α u = u^p \quad \text{dans } \Omega, \quad u \geq 0 \quad \text{dans } \mathbb{R}^N \setminus \Omega,\]

où \(\Omega = \mathbb{R}^N \setminus B_{r_0}(0)\) avec \(r_0 > 0\) ou \(\Omega = \mathbb{R}^{N-1} \times (0, +\infty)\).
1. Introduction

Let $\Omega$ be a $C^2$ domain in $\mathbb{R}^N$ satisfying that 
\[(i)\] $\Omega \supseteq \left( \mathbb{R}^N \setminus \overline{B_{r_0}(0)} \right)$ \quad or \quad \[(ii)\] $\Omega \supseteq \{ x \in \mathbb{R}^N : x \cdot a > 0 \}$, 
where $r_0 > 0$ and $a \in \mathbb{R}^N \setminus \{0\}$. Our purpose of this paper is to study the nonexistence of nonnegative very weak solutions to the fractional Lane-Emden type equation
\[\begin{align*}
(-\Delta)\alpha u &= u^p + \nu \quad \text{in} \ \Omega, \\
u &= g \quad \text{in} \ \mathbb{R}^N \setminus \Omega.
\end{align*}\]
where $p > 0$, $\nu$ is a nonnegative Radon measure in $\Omega$, $g$ is a nonnegative function in $L^1(\mathbb{R}^N \setminus \Omega, \frac{dx}{1+|x|^{N+2\alpha}})$ and $(-\Delta)^\alpha$ with $\alpha \in (0, 1)$ is the fractional Laplacian defined in the principle value sense.
\[\begin{align*}
(-\Delta)^\alpha u(x) &= c_{N,\alpha} \lim_{\epsilon \to 0^+} \int_{\mathbb{R}^N \setminus B_\epsilon(0)} \frac{u(x) - u(x + z)}{|z|^{N+2\alpha}} \, dz,
\end{align*}\]
Here $B_\epsilon(0)$ is the ball with radius $\epsilon$ centered at the origin and $c_{N,\alpha} > 0$ is the normalized constant, see [30] for details. In the particular case that $\Omega = \mathbb{R}^N$ or $\Omega = \mathbb{R}^N \setminus \{x_0\}$ for some point $x_0 \in \mathbb{R}^N$, the subjection: $u = g$ in $\mathbb{R}^N \setminus \Omega$ in (1.1) may be omitted.

It is known that the Liouville theorem plays a crucial role in deriving a priori estimates for solutions in PDE analysis and the nonexistence of entire solution to the second order differential equations has been studied for some decades. There is a large literature on the nonexistence of solutions for the problem
\[\begin{align*}
-\Delta u &= f(u) \quad \text{in} \ \Omega, \\
u &= 0 \quad \text{on} \ \partial \Omega, \\
\lim_{x \in \Omega, |x| \to +\infty} u(x) &= 0.
\end{align*}\]
Berestycki and Lions in [6] obtained the nonexistence results of (1.2) when $\Omega = \mathbb{R}^N$, Esteban [22] made use of a version of Maximum Principle to study the nonexistence of solutions of (1.2), when $\Omega$ is a strip type domain. For general unbounded domain, the nonexistence result was derived by Esteban and Lions in [23]. The Liouville theorem has been extended to the fully nonlinear elliptic equations, see the references [3, 4, 5, 11, 12, 21, 32, 35], by developing the basic tools: the Maximum Principle and Hadamard Estimates.

During the last years, there has been a renewed and increasing interest in the study of linear and nonlinear integral operators, especially, the fractional Laplacian, motivated by great interest in the model diverse physical phenomena, such as anomalous diffusion and quasi-geostrophic flows, turbulence and water waves, molecular dynamics, and relativistic quantum mechanics of stars, see [8, 10, 36] and by important advances on the theory of nonlinear partial differential equations. The Liouville theorem of the nonlocal elliptic problems has been attracting the attentions, Felmer and Quaas in [27] extended the Hadamard estiamte for the fractional Pucci’s operator and obtained the Liouville theorem for the corresponding Lane-Emden equations.

As a typical nonlocal operator, the fractional Laplacian has been studied deeply, Z. Chen et al in [19, 20] derived the estimates for its Green’s kernels by the stochastic method, W. Chen et al in [16, 17, 18] obtained the nonexistence of the entire solution for the fractional elliptic equations, M. Fall and T. Weth in [24, 25] obtained the nonexistence of positive solutions for a class of fractional semilinear elliptic equations in unbounded domains.

Recently, H. Chen et al in [14, 15] studied the fractional elliptic equation with Radon measures in bounded domain. In particular, the fractional Lane-emden type equation
\[\begin{align*}
(-\Delta)^\alpha u &= u^p + k\delta_0 \quad \text{in} \ \Omega, \\
u &= 0 \quad \text{in} \ \mathbb{R}^N \setminus \Omega
\end{align*}\]
has very weak solution when \( p < \frac{N}{N - 2\alpha} \) and \( k > 0 \) small, and has no very weak solution when \( p \geq \frac{N}{N - 2\alpha} \), where \( \Omega \) is a bounded domain containing the origin. One may ask if (1.3) has very weak solution when the domain \( \Omega \) is unbounded. Our motivation in this article is to clarify the existence and nonexistence when it involves unbounded domain, such as the whole domain, exterior domain and half space.

Before stating our main results, we make precise the notion of very weak solution used in this article. A function \( u \) is said to be a very weak solution of (1.1) if

\[
|u|^p \in L^1_{\text{loc}}(\mathbb{R}^N, \frac{dx}{1 + |x|^{N + 2\alpha}}),
\]

where \( \tilde{g} = 0 \) is the zero extension of \( g \) in \( \Omega \), \( C_c^\infty(\Omega) \) is the space of all the functions in \( C^\infty(\mathbb{R}^N) \) with compact support in \( \Omega \). Although we set the test function \( \xi \) has compact support in \( \mathbb{R}^N \), it follows by the nonlocal property of the fractional Laplacian that \( (-\Delta)^\alpha \xi(x) \) may have the decaying rate \( |x|^{-N - 2\alpha} \) as \( |x| \to +\infty \). This decaying at infinity requires that \( u, g \in L^1(\mathbb{R}^N, \frac{dx}{1 + |x|^{N + 2\alpha}}) \).

Now we state our first main results.

**Theorem 1.1.** Assume that \( N > 2\alpha \), \( \nu \) is a nonnegative Radon measure in \( \Omega \), \( g \) is a nonnegative function in \( L^1(\mathbb{R}^N \setminus \Omega, \frac{dx}{1 + |x|^{N + 2\alpha}}) \).

(i) Assume that \( \Omega \supseteq (\mathbb{R}^N \setminus B_{r_0}(0)) \) for some \( r_0 > 0 \),

\[
p \in \left( 0, \frac{N}{N - 2\alpha} \right).
\]

Then for any nonnegative measure \( \nu \neq 0 \), problem (1.1) has no nonnegative very weak solution.

(ii) Assume that \( \Omega \supseteq \{ x \in \mathbb{R}^N : x \cdot a > r_0 \} \) for some \( r_0 > 0 \), \( a \in \mathbb{R}^N \setminus \{0\} \),

\[
p \in \left( 0, \frac{N + \alpha}{N - \alpha} \right).
\]

Then for any nonnegative measure \( \nu \neq 0 \), problem (1.1) has no nonnegative very weak solution.

The nonexistence of very weak solution in Theorem 1.1 is derived by contradiction. Let \( u \) be a nonnegative very weak solution of problem (1.1), the nonnegative source \( \nu \) would provide \( u \) an initial positive decay at infinity, then this decay will be reacted by the source nonlinearity \( u^p \), until that \( u \) blows up everywhere. To our knowledge, our method is new and it could be applied in the Laplacian case, since it requires only the basic tools: the comparison principles (or Kato’s inequality) and the estimates of the corresponding Green’s kernel. This method, of course, is suitable in the classical sense. We say that \( u \) is a classical solution of

\[
(-\Delta)^\alpha u = u^p \quad \text{in} \quad \Omega,
\]

\[
u u = g \quad \text{in} \quad \mathbb{R}^N \setminus \Omega,
\]

if \( u \) is continuous in \( \Omega \) and satisfies the first equation in (1.7) pointwise in \( \Omega \), where the function \( g \) is an outside source.

When \( \Omega \) is an exterior domain, i.e. \( \Omega = \mathbb{R}^N \setminus B_{r_0}(0) \), we have the following nonexistence of results.
Corollary 1.1. Assume that \( p \in (0, \frac{N}{N-2\alpha}) \) and \( u \) is a nonnegative classical solution of problem

\[
(-\Delta)^{\alpha} u = u^{p} \quad \text{in} \quad \mathbb{R}^{N} \setminus B_{r_{0}}(0),
\]

\[u \geq 0 \quad \text{a.e. in} \quad B_{r_{0}}(0).\]  

(1.8)

Then \( u \equiv 0 \) a.e. in \( \mathbb{R}^{N} \).

In the half space case, i.e. \( \Omega = \mathbb{R}^{N-1} \times (0, \infty) \), we have the following corollary.

Corollary 1.2. Assume that \( p \in (0, \frac{N+\alpha}{N-\alpha}) \) and \( u \) is a nonnegative classical solution of problem

\[
(-\Delta)^{\alpha} u = u^{p} \quad \text{in} \quad \mathbb{R}_{+}^{N},
\]

\[u \geq 0 \quad \text{a.e. in} \quad \mathbb{R}^{N} \setminus \mathbb{R}_{+}^{N},\]

where \( \mathbb{R}_{+}^{N} = \mathbb{R}^{N-1} \times (0, \infty) \). Then \( u \equiv 0 \) a.e. in \( \mathbb{R}^{N} \).

Turning back to Theorem 1.1, we notice that in the case \( \Omega \supseteq \mathbb{R}^{N} \setminus B_{r_{0}}(0) \), problem (1.1) has no very weak solution when \( \nu = \delta_{\bar{x}} \) and \( p \geq \frac{N}{N-2\alpha} \), because of the singularity at the point \( \bar{x} \in \Omega \), here \( \frac{N}{N-2\alpha} \) is called by Serrin type exponent in the exterior domain or the whole domain. In the half space case \( \Omega = \mathbb{R}^{N}_{+} := \mathbb{R}^{N-1} \times (0, +\infty) \), the Serrin type exponent is \( \frac{N+\alpha}{N-\alpha} \), which is sharp for the nonexistence. In fact, problem (1.1) has a very weak solution under the hypotheses that \( \nu \) is a Dirac mass and \( \frac{N+\alpha}{N-\alpha} \leq p < \frac{N}{N-2\alpha} \). Precisely, the existence result reads as follows.

Theorem 1.2. Assume that \( k > 0 \), \( \delta_{e_{N}} \) is the Dirac mass concentrated on the point \( e_{N} = (0, \cdots, 0, 1) \) and

\[p \in \left[ \frac{N+\alpha}{N-\alpha}, \frac{N}{N-2\alpha} \right).\]  

(1.10)

Then there exists \( k^{*} > 0 \) such that for \( k \in (0, k^{*}) \),

\[
(-\Delta)^{\alpha} u = u^{p} + k \delta_{e_{N}} \quad \text{in} \quad \mathbb{R}_{+}^{N},
\]

\[u = 0 \quad \text{in} \quad \mathbb{R}^{N} \setminus \mathbb{R}_{+}^{N},\]  

(1.11)

admits a minimal positive solution \( u_{k} \), which is a classical solution of

\[
(-\Delta)^{\alpha} u = u^{p} \quad \text{in} \quad \mathbb{R}_{+}^{N} \setminus \{e_{N}\},
\]

\[u = 0 \quad \text{in} \quad \mathbb{R}^{N} \setminus \mathbb{R}_{+}^{N}.\]  

(1.12)

In contrast with the existence of positive solutions to (1.12), Chen, Fang and Yang in [16] obtained that the problem

\[
(-\Delta)^{\alpha} u = u^{p} \quad \text{in} \quad \mathbb{R}_{+}^{N},
\]

\[u = 0 \quad \text{in} \quad \mathbb{R}^{N} \setminus \mathbb{R}_{+}^{N},\]  

(1.13)

has only zero nonnegative solution under the hypotheses that

\[p > \frac{N}{N-2\alpha} \quad \text{and} \quad u \in L^{\frac{N(p-1)}{2\alpha}}(\mathbb{R}_{+}^{N}).\]

When \( 1 < p < \frac{N-1+2\alpha}{N-1-2\alpha} \), the nonexistence of positive bounded classical solution to (1.13) has been obtained independently in [24, 33]. These Liouville type theorems are derived by employing the method of moving planes. However, when it involves nontrivial nonnegative outside source, the method of moving planes is no longer valid and the critical exponent for the nonexistence reduces to \( \frac{N+\alpha}{N-\alpha} \), see Corollary 1.2, and Theorem 1.2 provides an example showing the existence when \( p \geq \frac{N+\alpha}{N-\alpha} \). In fact, let \( w(x) = u_{k}(x + 2e_{N}) \), where \( u_{k} \) is the very
weak solution of (1.11), then \( w \) is a classical solution of (1.9) with nontrivial nonnegative outside source.

The paper is organized as follows. In Section 2, we show basic properties of the solutions to nonhomogeneous problem with nonzero outside source, the Integration by Parts formula, Comparison Principle. Section 3 is devoted to prove the nonexistence of nonnegative solutions to (1.1) and to prove the nonexistence in the classical setting. Finally, we prove the existence of very weak solutions of (1.8).

2. Preliminary

Given a \( C^2 \) domain \( O \), denote \( d_{O}(x) = \text{dist}(x, \partial O) \), denote by \( G_{\alpha, O} \) the Green’s function in \( O \times O \) and by \( G_{\alpha, O}[\nu] \) the very weak solution of

\[
(-\Delta)^{\alpha} u = \nu \quad \text{in} \quad O, \\
u = 0 \quad \text{in} \quad \mathbb{R}^N \setminus O,
\]

where \( \nu \) is a Radon measure in \( O \). In fact, for almost every \( x \in O \),

\[
G_{\alpha, O}[\nu](x) = \int_{O} G_{\alpha, O}(x, y) d\nu(y).
\]

In what follows, we always denote by \( c_i \) the positive constant with \( i \in \mathbb{N} \).

We first introduce the strong Comparison Principle.

**Lemma 2.1.** Assume that \( D \) is a \( C^2 \) domain, functions \( f_1, f_2 \in C(D) \) satisfy \( f_2 \geq f_1 \) in \( D \) and \( g_1, g_2 \in C(\mathbb{R}^N \setminus D) \) satisfy \( g_2 \geq g_1 \).

Let \( u_i \) be the classical solutions of

\[
(-\Delta)^{\alpha} u = f_i \quad \text{in} \quad D, \\
u = g_i \quad \text{in} \quad \mathbb{R}^N \setminus D
\]

with \( i = 1, 2 \), respectively. If

\[
\liminf_{x \to \partial D} u_2(x) \geq \limsup_{x \to \partial D} u_1(x)
\]

and for unbounded domain,

\[
\liminf_{|x| \to \infty} u_2(x) \geq \limsup_{|x| \to \infty} u_1(x),
\]

then

\[
u_2 \geq \nu_1 \quad \text{in} \quad D.
\]

**Proof.** If \( \inf_{x \in D}(u_2 - u_1)(x) < 0 \), then there exists a point \( x_0 \in D \) such that \( (u_2 - u_1)(x_0) = \inf_{x \in D}(u_2 - u_1)(x) = \text{essinf}_{x \in \mathbb{R}^N}(u_2 - u_1)(x) \), which implies that

\[
(-\Delta)^{\alpha}(u_2 - u_1)(x_0) = \text{P.V.} \int_{\mathbb{R}^N} \frac{(u_2 - u_1)(x_0) - (u_2 - u_1)(y)}{|x_0 - y|^{N+2\alpha}} dy < 0.
\]

However,

\[
(-\Delta)^{\alpha}(u_2 - u_1)(x_0) = f_2(x_0) - f_1(x_0) \geq 0,
\]

which is impossible. \( \square \)

Next we introduce the weak Comparison Principles, which could be derived by the Kato’s inequality in the fractional setting.
**Proposition 2.1.** [15, Proposition 2.4] Assume that $\mathcal{O}$ is a $C^2$ bounded domain and $f \in L^1(\mathcal{O}, d\mathcal{O}dx)$, where $d\mathcal{O}(x) = \text{dist}(x, \partial\mathcal{O})$. Then there exists a unique weak solution $u$ to the problem

$$(-\Delta)^{\alpha} u = f \quad \text{in} \quad \mathcal{O},$$
$$u = 0 \quad \text{in} \quad \mathbb{R}^N \setminus \mathcal{O}. \quad (2.1)$$

Moreover, for any $\xi \in C^{1,1}(\mathcal{O}) \cap C^\alpha_0(\mathcal{O})$, $\xi \geq 0$, we have that

$$\int_\mathcal{O} |u|(-\Delta)^{\alpha}\xi dx \leq \int_\mathcal{O} \xi \text{sign}(u) f \, dx \quad (2.2)$$

and

$$\int_\mathcal{O} u_+(-\Delta)^{\alpha}\xi dx \leq \int_\mathcal{O} \xi \text{sign}_+(u) f \, dx. \quad (2.3)$$

We say that $u_g$ is a very weak solution of

$$(-\Delta)^{\alpha} u = \nu \quad \text{in} \quad \mathcal{O},$$
$$u = g \quad \text{in} \quad \mathbb{R}^N \setminus \mathcal{O}, \quad (2.4)$$

if $u \in L^1(\mathcal{O}, d\mathcal{O}(x)^{\alpha}dx)$ and

$$\int_\mathcal{O} u_g(-\Delta)^{\alpha}\xi dx = \int_\mathcal{O} \xi d\nu - \int_\mathcal{O} \xi (-\Delta)^{\alpha}\tilde{g} \, dx, \quad \forall \xi \in C^\infty_c(\mathcal{O}), \quad (2.5)$$

where $\nu$ is a bounded Radon measure in $\mathcal{O}$, $g \in L^1(\mathcal{O}^c, \frac{dx}{|x|^{N+2\alpha}})$, $\tilde{g}$ is the zero extension of $g$ in $\mathcal{O}$. When $g = 0$ in $\mathbb{R}^N \setminus \mathcal{O}$, the authors in [15] showed that problem (2.4) admits a unique very weak solution $u_0$. When it involves the nonzero outside source $g$, the first difficulty is the Integration by Parts formula. From the definition of $(-\Delta)^{\alpha}$, we have that

$$(-\Delta)^{\alpha}\tilde{g}(x) = c_{N,\alpha} \int_{\mathbb{R}^N \setminus \mathcal{O}} \frac{g(y)}{|x-y|^{N+2\alpha}} \, dy, \quad \forall x \in \mathcal{O}. \quad (2.6)$$

**Lemma 2.2.** Assume that $\mathcal{O}$ is a bounded $C^2$ domain, $\nu$ is a bounded Radon measure, $g \in L^1(\mathcal{O}^c, \frac{dx}{|x|^{N+2\alpha}})$ and $u_0$ is a very weak solution of (2.4) with $g = 0$ in $\mathbb{R}^N \setminus \mathcal{O}$.

Then (2.4) admits a unique very weak solution $u_g$ satisfying that

if $g \geq 0$, then $u_g \geq u_0$

and

if $g \leq 0$, then $u_g \leq u_0$.

**Proof.** Let $\nu_n$ be a $C^2$ sequence of functions converging to $\nu$ in the dual sense of $C(\overline{\mathcal{O}})$. For $\xi \in C^\infty_c(\mathcal{O})$, there exists $r_1 > 0$ such that

$$\text{supp} \xi \subset \mathcal{O}_1 := \{x \in \mathcal{O} : \text{dist}(x, \partial\mathcal{O}) > r_1\}.$$

Let $u_n$ be the classical solution of

$$(-\Delta)^{\alpha} u = \nu_n \quad \text{in} \quad \mathcal{O}_1,$$
$$u = \tilde{g} \quad \text{in} \quad \mathbb{R}^N \setminus \mathcal{O}_1. \quad (2.7)$$

Since $\tilde{g} = 0$ in $\mathcal{O}$, then $(-\Delta)^{\alpha}\tilde{g} \in C^1_{\text{loc}}(\mathcal{O})$. Let $w_n = u_n - \tilde{g}$ and $w_n$ is a classical solution of

$$(-\Delta)^{\alpha} u = \nu_n - (-\Delta)^{\alpha}\tilde{g} \quad \text{in} \quad \mathcal{O}_1,$$
$$u = 0 \quad \text{in} \quad \mathbb{R}^N \setminus \mathcal{O}_1.$$
Let $v_n$ be the classical solution of
\[
(-\Delta)^\alpha u = \nu_n \quad \text{in} \quad \mathcal{O}_1,
\]
\[
u = 0 \quad \text{in} \quad \mathbb{R}^N \setminus \mathcal{O}_1.
\]

If $g \geq 0$, it follows by (2.6) that $(-\Delta)^\alpha \tilde{g} \geq 0$, and by Comparison Principle, we have that
\[
v_n \leq u_n \quad \text{in} \quad \mathbb{R}^N. \tag{2.8}
\]

By the Integration by Parts formula, see [15, Lemma 2.2], we know that
\[
\int_\mathcal{O} w_n (-\Delta)^\alpha \xi dx = \int_\mathcal{O} \xi v_n dx - \int_\mathcal{O} \xi (-\Delta)^\alpha \tilde{g} dx. \tag{2.9}
\]

From [15, Proposition 2.2], it holds that
\[
\|w_n\|_{M^{\frac{N}{N-2\alpha}}(\mathcal{O}_1)} \leq c_1 \|v_n\|_{L^1(\mathcal{O}_1)} + c_1 \|(-\Delta)^\alpha \tilde{g}\|_{L^1(\mathcal{O}_1)}
\]
\[
\leq c_2 \|\nu\|_{\mathcal{M}(\mathcal{O})} + c_2 \|(-\Delta)^\alpha \tilde{g}\|_{L^1(\mathcal{O}_1)}
\]
where $M^{\frac{N}{N-2\alpha}}(\mathcal{O}_1)$ is the Marcinkiewicz space with exponent $\frac{N}{N-2\alpha}$ in $\mathcal{O}_1$ and $\mathcal{M}(\mathcal{O})$ is the bounded Radon measure space in $\mathcal{O}$. By [15, Proposition 2.6], there exists $u_\tilde{g} \in L^1(\mathcal{O})$ such that, up to some subsequence,
\[
v_n \to u_0, \quad w_n \to u_\tilde{g} \quad \text{in} \quad L^1(\mathcal{O}) \quad \text{as} \quad n \to +\infty.
\]

Passing the limit in (2.9) as $n \to +\infty$, we have that
\[
\int_\mathcal{O} u_\tilde{g} (-\Delta)^\alpha \xi dx = \int_\mathcal{O} \xi \nu dx - \int_\mathcal{O} \xi (-\Delta)^\alpha \tilde{g} dx.
\]

It follows by (2.8) that
\[
u \equiv 0 \quad \text{in} \quad \mathbb{R}^N.
\]

Now we prove the uniqueness. Assume that problem (2.4) has two solutions $u_1, u_2$, then
\[
w = u_1 - u_2 \quad \text{is a very weak solution of}
\]
\[
(-\Delta)^\alpha u = 0 \quad \text{in} \quad \mathcal{O},
\]
\[
u = 0 \quad \text{in} \quad \mathbb{R}^N \setminus \mathcal{O}.
\]

Then nonhomogeneous term is zero, of course, which is in $L^1(\mathcal{O})$, so by applying Proposition 2.1, we have that $w \equiv 0$ a.e. in $\mathcal{O}$. The proof is complete. \hfill \Box

\textbf{Remark 2.1.} From Divergence theorem, the following identity holds
\[
\int_\mathcal{O} (-\Delta)\xi(x) \, dx = 0, \quad \forall \xi \in C_c^\infty(\mathcal{O}).
\]

In contrast with the Laplacian case, the corresponding identity for the fractional Laplacian reads
\[
\int_\mathcal{O} (-\Delta)^\alpha \xi(x) \, dx = \int_\mathcal{O} \xi(x) \int_{\mathbb{R}^N \setminus \mathcal{O}} \frac{c_{N,\alpha}}{|x-y|^{N+2\alpha}} \, dy dx, \quad \forall \xi \in C_c^\infty(\mathcal{O}),
\]
which could be obtained from (2.5) by the solution $u \equiv 1$ of (2.4) taking $\nu = 0$ and $g = 1$ in $\mathbb{R}^N \setminus \mathcal{O}$.

\textbf{Corollary 2.1.} Let $\mathcal{O}_1$ and $\mathcal{O}_2$ be $C^2$ domains such that
\[
\mathcal{O}_1 \subset \mathcal{O}_2.
\]

Then
\[
G_{\alpha,\mathcal{O}_1}(x,y) \leq G_{\alpha,\mathcal{O}_2}(x,y), \quad \forall (x,y) \in \mathbb{R}^N \times \mathbb{R}^N, \quad x \neq y. \tag{2.10}
\]
Proof. Case 1: $\mathcal{O}_1$ is bounded. Since $\mathcal{O}_1 \subset \mathcal{O}_2$, then for fixed $y \in \mathcal{O}_1$, $G_{\alpha, \mathcal{O}_1}(\cdot, y), G_{\alpha, \mathcal{O}_2}(\cdot, y)$ are the solutions to
\[(\Delta)^\alpha u = \delta_y \quad \text{in} \quad \mathcal{O}_1,
\]
subjecting to $u = 0$ in $\mathbb{R}^N \setminus \mathcal{O}_1$ and to $u = G_{\alpha, \mathcal{O}_2}(\cdot, y)$ in $\mathbb{R}^N \setminus \mathcal{O}_1$, respectively. Then applying Lemma 2.2, we obtain that
\[G_{\alpha, \mathcal{O}_1}(x, y) \leq G_{\alpha, \mathcal{O}_2}(x, y), \quad \forall (x, y) \in \mathbb{R}^N \times \mathbb{R}^N, \ x \neq y.
\]
For fixed $y \in \mathbb{R}^N \setminus \mathcal{O}_1$, obvious that $G_{\alpha, \mathcal{O}_1}(\cdot, y) \equiv 0$ in $\mathbb{R}^N$ and $G_{\alpha, \mathcal{O}_2}(\cdot, y) \geq 0$ in $\mathbb{R}^N \setminus \{y\}$. Thus, (2.10) holds.

Case 2: $\mathcal{O}_1$ is unbounded. For any $y \in \mathcal{O}_1$, let $w = G_{\alpha, \mathcal{O}_1}(\cdot, y) - G_{\alpha, \mathcal{O}_2}(\cdot, y)$, then $w$ is a classical solution of
\[(-\Delta)^\alpha w = 0 \quad \text{in} \quad \mathcal{O}_1 \setminus \{y\},
\]
\[w \leq 0 \quad \text{in} \quad \mathbb{R}^N \setminus \mathcal{O}_1.
\]
By the basic facts
\[\lim_{x \to y} G_{\alpha, \mathcal{O}_1}(x, y)|x - y|^{N-2\alpha} = \lim_{x \to y} G_{\alpha, \mathcal{O}_2}(x, y)|x - y|^{N-2\alpha} = c_3,
\]
we derive that
\[\lim_{x \to y} w(x)|x - y|^{N-2\alpha} = 0,
\]
thus, for any $\epsilon$, there exists $r > 0$ such that $w(x) \leq \epsilon G_{\alpha, \mathbb{R}^N}(x, y), \ \forall x \in B_\epsilon(0) \setminus \{y\}$. We observe that
\[(-\Delta)^\alpha \left(w - \epsilon G_{\alpha, \mathbb{R}^N}(\cdot, y)\right) = 0 \quad \text{in} \quad \mathcal{O}_1 \setminus B_\epsilon(0). \quad (2.11)
\]
Since $G_{\alpha, \mathbb{R}^N}(\cdot, y) > 0$ in $\mathbb{R}^N \setminus \mathcal{O}_1$ and
\[\lim_{|x| \to +\infty} \epsilon G_{\alpha, \mathbb{R}^N}(\cdot, y) = 0 = \lim_{|x| \to +\infty} w(x)
\]
so if
\[\sup_{x \in \mathbb{R}^N \setminus \{y\}} \left(w - \epsilon G_{\alpha, \mathbb{R}^N}(\cdot, y)\right) > 0,
\]
there exists $x_0 \in \mathcal{O}_1 \setminus B_\epsilon(0)$ such that
\[w(x_0) - \epsilon G_{\alpha, \mathbb{R}^N}(x_0, y) = \sup_{x \in \mathbb{R}^N \setminus \{y\}} \left(w - \epsilon G_{\alpha, \mathbb{R}^N}(\cdot, y)\right) > 0,
\]
and from the definition of the fractional Laplacian, we obtain that
\[(-\Delta)^\alpha \left(w - \epsilon G_{\alpha, \mathbb{R}^N}(\cdot, y)\right)(x_0)
\]
\[= c_{N,\alpha} \int_{\mathbb{R}^N} \frac{(w(x_0) - \epsilon G_{\alpha, \mathbb{R}^N}(x_0, z)) - (w(z) - \epsilon G_{\alpha, \mathbb{R}^N}(z, y))}{|x_0 - z|^{N-2\alpha}} dz > 0,
\]
which contradicts (2.11). This is to say that for any $\epsilon > 0$,
\[w \leq \epsilon G_{\alpha, \mathbb{R}^N}(\cdot, y) \quad \text{in} \quad \mathbb{R}^N \setminus \{y\}.
\]
Therefore, $w \leq 0$ in $\mathbb{R}^N \setminus \{y\}$ and (2.10) holds. The proof is complete. \qed

Next we make a general estimate of the very weak solution of fractional equation with nonlinearity.
Lemma 2.3. Assume that $\mathcal{D}$ is a $C^2$ domain in $\mathbb{R}^N$ (not necessary bounded), $f : [0, +\infty) \to [0, +\infty)$ and $\nu$ is a nonnegative Radon measure satisfying
\[
\int_{\Omega} \frac{1}{1 + |y|^{N-2\alpha}} d\nu < +\infty. \tag{2.12}
\]
Let $u \geq 0$ be a very weak solution of
\[
(-\Delta)\alpha u = f(u) + \nu \quad \text{in} \quad \mathcal{D},
\]
\[
u \geq 0 \quad \text{in} \quad \mathbb{R}^N \setminus \mathcal{D}. \tag{2.13}
\]
Then
\[
u \geq G_{\alpha, \mathcal{D}}[\nu] \quad \text{a.e. in} \quad \mathcal{D}. \tag{2.14}
\]
Proof. By (2.12), we observe that $G_{\alpha, \mathcal{D}}[\nu]$ is well defined. Let $D_n$ be a $C^2$ bounded domain such that
\[
\mathcal{D} \cap B_n(0) \subset D_n \subset \mathcal{D} \cap B_{n+1}(0) \quad \text{and} \quad \mathcal{D} = \bigcup_{n=1}^{\infty} D_n.
\]
Let $u_n$ be the positive very weak solution of
\[
(-\Delta)\alpha u_n = u^p + \nu \quad \text{in} \quad D_n,
\]
\[
u \geq 0 \quad \text{in} \quad \mathbb{R}^N \setminus D_n. \tag{2.15}
\]
Since $u \geq 0$, then it follows by Corollary 2.1 that for any $n$,
\[
u \geq u_n \quad \text{a.e. in} \quad \mathbb{R}^N. \tag{2.16}
\]
Let $v_n$ be the positive very weak solution of
\[
(-\Delta)\alpha v_n = \nu \quad \text{in} \quad D_n,
\]
\[
u \geq 0 \quad \text{in} \quad \mathbb{R}^N \setminus D_n.
\]
Then $w_n := v_n - u_n$ is a weak solution of
\[
(-\Delta)\alpha w_n = -u^p \quad \text{in} \quad D_n,
\]
\[
u \geq 0 \quad \text{in} \quad \mathbb{R}^N \setminus D_n.
\]
From the Kato’s inequality (2.3) with $\xi$ the first eigenfunction of $((-\Delta)\alpha, D_n)$, we have that
\[
u \leq 0 \quad \text{a.e. in} \quad D_n,
\]
thus, together with (2.14), we have that
\[
u \geq v_n \quad \text{a.e. in} \quad \mathbb{R}^N. \tag{2.17}
\]
Passing the limit as $n \to \infty$, we have that
\[
u \geq G_{\alpha, \mathcal{D}}[\nu].
\]
The proof is complete. \hfill \Box

Remark 2.2. Under the hypotheses of Lemma 2.3, let $\mu$ be a nonnegative Radon measure such that
\[
u \leq \mu.
\]
Then the nonnegative weak solution $u$ of (2.13) satisfies
\[
u \geq G_{\alpha, \mathcal{D}}[\mu] \quad \text{a.e. in} \quad \mathcal{D}. \tag{2.18}
\]
Let $\tau_0 < 0$ and $\{\tau_j\}$ be the sequence generated by
\[
\tau_j = 2\alpha + p\tau_{j-1} \quad \text{for} \quad j = 1, 2, 3 \cdots. \tag{2.19}
\]
Lemma 2.4. Assume that
\[ p \in \left(0, 1 + \frac{2\alpha}{-\tau_0}\right), \] (2.17)
then \( \{\tau_j\}_j \) is an increasing sequence and there exists \( j_0 \in \mathbb{N} \) such that
\[ \tau_{j_0} \geq 0 \quad \text{and} \quad \tau_{j_0 - 1} < 0. \] (2.18)

Proof. For \( p \in (0, 1 + \frac{2\alpha}{-\tau_0}) \), we have that
\[ \tau_1 - \tau_0 = 2\alpha + \tau_0(p - 1) > 0 \]
and
\[ \tau_j - \tau_{j-1} = p(\tau_{j-1} - \tau_{j-2}) = p^{j-1}(\tau_1 - \tau_0), \] (2.19)
which imply that the sequence \( \{\tau_j\}_j \) is increasing. If \( p \geq 1 \), our conclusions are obvious. If \( p \in (0, 1) \), we have that in the case that \( \tau_1 \geq 0 \), we are done, and in the case that \( \tau_1 < 0 \), it deduces from (2.19) that
\[ \tau_j = \frac{1-p^j}{1-p}(\tau_1 - \tau_0) + \tau_0 \]
\[ \to \frac{1}{1-p}(\tau_1 - \tau_0) + \tau_0 = \frac{2\alpha}{1-p} > 0, \quad \text{as} \quad j \to +\infty, \]
then there exists \( j_0 > 0 \) satisfying (2.18). \( \square \)

In the section 3, we shall apply lemma 2.4 with \( \tau_0 = 2\alpha - N \) when \( \Omega \supseteq (\mathbb{R}^N \setminus B_{r_0}(0)) \), with \( \tau_0 = \alpha - N \) when \( \Omega \supseteq \{x \in \mathbb{R}^N : x \cdot a > 0\} \). Furthermore, for \( \tau_0 \in (-N, -N+2\alpha] \), it deduces by the fact \( \tau_{j_0-1} < 0 \) that if \( j_0 \geq 2 \),
\[ \tau_0 + p\tau_{j_0-2} < -N. \]

3. Nonexistence

We prove the nonexistence of very weak solution of (1.1) by contradiction. Assume that problem (1.1) admits a nonnegative solution \( u \), we will obtain a contradiction from its decay at infinity.

3.1. The whole domain or the exterior domain. In the case that \( \Omega = \mathbb{R}^N \), the Green’s function is
\[ G_{\alpha, \Omega}(x, y) = \frac{c_3}{|x - y|^{N-2\alpha}}, \quad \forall x, y \in \mathbb{R}^N, \ x \neq y. \]

For the general exterior domain, the Green’s kernel couldn’t be given explicitly, but we can give the following estimate, which will play an important role in the derivation of the decay at infinity of the nonnegative solution \( u \) to problem (1.1).

Lemma 3.1. Assume that \( N > 2\alpha \), \( \Omega \supseteq (\mathbb{R}^N \setminus B_{r_0}(0)) \). Let \( G_{\alpha, \Omega} \) be the Green’s function of \((-\Delta)^{\alpha}\) in \( \Omega \times \Omega \), then there exists \( c_4 > 0 \) such that for \( x, y \in \mathbb{R}^N \setminus B_{4r_0}(0) \),
\[ G_{\alpha, \Omega}(x, y) \geq \frac{c_4}{|x - y|^{N-2\alpha}}. \] (3.1)

Proof. From the scaling property, see [19, (1.2)], for any \( l > 0 \) and any bounded \( C^{1,1} \) domain \( \tilde{\Omega} \), there holds
\[ G_{\alpha, \tilde{\Omega}}(x, y) = l^{2\alpha-N}G_{\alpha, l\tilde{\Omega}}(\frac{x}{l}, \frac{y}{l}). \] (3.2)
We may assume that \( r_0 = \frac{1}{2} \). Fixed \( y \in \mathbb{R}^N \setminus B_2(0) \), let \( \Gamma_y \) be the solution of
\[ (-\Delta)^{\alpha}u = \delta_y - |y|^{2\alpha-N}\delta_0 \quad \text{in} \quad \mathbb{R}^N, \]
\[ \lim_{|x| \to +\infty} u(x) = 0. \] (3.3)
Then we have that
\[
\Gamma_y(x) = \frac{c_3}{|x - y|^{N-2\alpha}} - \frac{2\alpha - N}{|x|^{N-2\alpha}}, \quad \forall \ x \in \mathbb{R}^N \setminus \{y, 0\}.
\] (3.4)

Denote
\[
A_y = \{ x \in \mathbb{R}^N \setminus \{y, 0\} : \Gamma_y(x) \leq 0 \}
\]
and \(x \in A_y\) if and only if
\[
|y - x| \geq |y||x|.
\]

On the one hand, for \(x\) satisfying
\[
|y| - |x| \geq |y||x|,
\] (3.5)
we have that \(x \in A_y\). We observe that (3.5) is equivalent to
\[
|x| \leq \frac{|y|}{|y| + 1},
\]
that is,
\[
B_{\frac{|y|}{|y| + 1}}(0) \subset A_y,
\]
which implies that for any \(|y| \geq 2\),
\[
B_{r_0}(0) \subset A_y.
\]

On the other hand, for any \(x \in A_y\), we have that
\[
|y| + |x| \geq |y||x|,
\]
that is,
\[
|x| \geq \frac{|y|}{|y| - 1}.
\]
So for any \(|y| \geq 2\),
\[
A_y \subset B_{\frac{|y|}{|y| - 1}}(0) \subset B_2(0).
\]

We see that \(G_{\alpha, \Omega}(\cdot, y)\) is the very weak solution of
\[
\begin{align*}
(-\Delta)^\alpha u &= \delta_y \quad \text{in} \quad \Omega, \\
u &= 0 \quad \text{in} \quad \mathbb{R}^N \setminus \Omega, \\
\lim_{|x| \to +\infty} u(x) &= 0.
\end{align*}
\] (3.6)

Since \(\mathbb{R}^N \setminus \Omega \subset B_{r_0}(0)\), it follows by Corollary 2.1 that
\[
G_{\alpha, \Omega}(\cdot, y) \geq \Gamma_y \quad \text{in} \quad \mathbb{R}^N \setminus \{y\}.
\] (3.7)

It follows by (3.4) that for \(|x| \geq 2\),
\[
|y||x| \geq \frac{|x| + |y|}{2} \geq \frac{|x - y|}{2},
\]
which implies that
\[
\Gamma_y(x) \geq (1 - 2^{2\alpha - N}) \frac{c_{N, \alpha}}{|x - y|^{N-2\alpha}}.
\]

Thus, (3.1) holds. The proof is complete. \(\square\)
Lemma 3.2. Let \( \{\tau_j\}_j \) be defined by (2.16) with \( \tau_0 = 2\alpha - N \), \( \nu \) be a positive measure and \( u \) be a nonnegative solution of (1.1) verifying

\[
\frac{c_j}{|x - y|^{N-2\alpha}} \geq u(x), \quad \forall x \in \mathbb{R}^N \setminus B_{4r_0}(0)
\]

for some \( c_j > 0 \) and \( j \leq j_0 - 2 \). Then for \( p \in (0, \frac{N}{N - 2\alpha}) \), there exists \( c_{j+1} > 0 \) such that

\[
u(x) \geq \int_{\mathbb{R}^N} \frac{|x|^\tau_j}{|x|^\tau_j} \, dy
\]

Let \( \lim_{|x| \to \infty} v_r(x) = 0 \), where \( \chi_{O_r} = 1 \) in \( O_r \) and \( \chi_{O_r} = 0 \) in \( \mathbb{R}^N \setminus O_r \). By Lemma 2.3, we have that for any \( r > 1 \),

\[
u(x) \geq v_r \quad \text{in} \quad \mathbb{R}^N.
\]

From (3.1), we have that

\[
G_{\alpha, \Omega}(x, y) \geq \frac{c_4}{|x - y|^{N - 2\alpha}}, \quad \forall x, y \in \mathbb{R}^N \setminus B_{4r_0}(0), \quad x \neq y.
\]

We observe that

\[
v_r(x) = \mathbb{G}_\alpha[e_j^p \cdot \tau_j \chi_{O_r}](x)
\]

\[
\geq c_4 e_j^p \int_{O_r} \frac{|y|^\tau_j}{|x - y|^{N - 2\alpha}} \, dy
\]

\[
= c_4 e_j^p |x|^\tau_j \int_{O_r(0) \setminus O_1(0)} \frac{|z|^\tau_j}{|x - z|^{N - 2\alpha}} \, dz
\]

\[
\rightarrow c_4 e_j^p |x|^\tau_j \int_{\mathbb{R}^N \setminus B_{4r_0}(0)} \frac{|z|^\tau_j}{|x - z|^{N - 2\alpha}} \, dz \quad \text{as} \quad r \to +\infty,
\]

where \( e_x = \frac{x}{|x|} \), \( \tau_j p < -2\alpha \) and for \( x \in \mathbb{R}^N \setminus B_{4r_0}(0) \),

\[
\int_{\mathbb{R}^N \setminus B_{4r_0}(0)} \frac{|z|^\tau_j}{|x - z|^{N - 2\alpha}} \, dz \geq \int_{\mathbb{R}^N \setminus B_1(0)} \frac{|z|^\tau_j}{|x - z|^{N - 2\alpha}} \, dz
\]

\[
= \int_{\mathbb{R}^N \setminus B_1(0)} \frac{|z|^\tau_j}{|e_x - z|^{N - 2\alpha}} \, dz.
\]

Let

\[
c_{j+1} = c_4 e_j^p \int_{\mathbb{R}^N \setminus B_1(0)} \frac{|z|^\tau_j}{|e_x - z|^{N - 2\alpha}} \, dz,
\]

then

\[
u(x) \geq c_{j+1}|x|^\tau_j, \quad \forall x \in \mathbb{R}^N \setminus B_{4r_0}(0).
\]

The proof is complete. \( \square \)

Now we are ready to prove Theorem 1.1(i).

Proof of Theorem 1.1 (i). By contradiction, we assume that (1.1) has a very weak solution \( u \geq 0 \). Since \( \nu \neq 0 \), there exists \( n_1 > 4r_0 \) such that

\[
B_{n_1}(0) \cap \text{supp} \nu \neq \emptyset.
\]
then we have that
\[ G_{\alpha,B_{n_1}}[\nu \chi_{B_{n_1}(0)}] > 0 \quad \text{in} \quad O_{n_1}, \]
and by Lemma 2.3, we have that
\[ u \geq G_{\alpha,\Omega}[\nu] \geq G_{\alpha,B_{n_1}}[\nu \chi_{B_{n_1}(0)}] \quad \text{in} \quad \mathbb{R}^N. \]
Let \( \mu = G_{\alpha,B_{n_1}}[\nu \chi_{B_{n_1}(0)}] > 0 \) in \( B_{n_1}(0) \), then
\[ u \geq G_\alpha[\mu]. \]

For \( x \in \mathbb{R}^N \setminus B_{2n_1}(0) \), we have that
\[ G_{\alpha,\Omega}[\mu](x) \geq c_5 \int_{B_{n_1}(0) \setminus B_{4r_0}(0)} \frac{\mu(y)dy}{|x - y|^{N - 2\alpha}} \geq c_6 \| \mu \|_{L^1(B_{n_1}(0) \setminus B_{4r_0}(0))} |x|^{2\alpha - N}. \]

Thus, there exists \( c_0 > 0 \) such that
\[ u(x) \geq c_0 |x|^\tau_0, \quad \forall x \in \mathbb{R}^N \setminus B_{4r_0}(0) \]
with \( \tau_0 = 2\alpha - N < 0 \). Then it implies by Lemma 3.4 that for any \( j \leq j_0 - 1 \),
\[ u(x) \geq c_j |x|^{\tau_j}, \quad x \in \mathbb{R}^N \setminus B_{2r_0}(0), \]
where \( \{\tau_j\}_j \) is given by (2.16) and \( c_j > 0 \).

Let \( v_r \) the solution of (3.8) with \( j = j_0 - 1 \), we have that for any \( r > 8r_0 \),
\[ u(x) \geq v_r(x), \quad \forall x \in \mathbb{R}^N. \]

Then for any \( x \in B_{8r_0}(0) \setminus B_{4r_0}(0), y \in B_r(0) \setminus B_{8r_0}(0) \), we have that \( |x - y| \leq 2|y| \) and
\[ u(x) \geq c_3 c_{j_0 - 1} \int_{B_r(0) \setminus B_{4r_0}(0)} |y|^{\tau_{j_0} - 1} \frac{dy}{|x - y|^{N - 2\alpha}} \]
\[ \geq c_7 \int_{B_r(0) \setminus B_{4r_0}(0)} |y|^{2\alpha - N + \tau_{j_0} - 1} dy \]
\[ \geq \begin{cases} c_8 |r^{\tau_{j_0}} - (4r_0)^{\tau_{j_0}}| & \text{if} \quad \tau_{j_0} > 0 \\ c_8 \log r - \log(4r_0) & \text{if} \quad \tau_{j_0} = 0 \end{cases} \]
\[ \rightarrow +\infty \quad \text{as} \quad r \rightarrow +\infty, \]
which contradicts that \( u \in L^1(\mathbb{R}^N, \frac{dx}{1 + |x|^{N + 2\alpha}}) \) from the definition of very weak solution of (1.1). The proof ends. \( \square \)

3.2. Half space. We first recall the Green’s estimate of the fractional Laplacian in half type space.

**Lemma 3.3.** Assume that \( N > \alpha \) and \( \Omega \supset \mathbb{R}^N_+ \), then there exists \( c_0 > 0 \) such that
\[ G_{\alpha,\Omega}(x,y) \geq \frac{c_0}{|x - y|^{N - 2\alpha}} \min \left\{ 1, \left( \frac{x_N y_N}{|x - y|^2} \right)^\alpha \right\}, \quad \forall x, y \in \mathbb{R}^N_+. \]

**Proof.** From Corollary 2.1, we have that
\[ G_{\alpha,\Omega}(x,y) \geq G_{\alpha,\mathbb{R}^N_+}(x,y), \quad x, y \in \mathbb{R}^N, \ x \neq y. \]

From [20, Corollary 1.4], there exists \( c_{10} > 1 \) such that for any \( x, y \in \mathbb{R}^N_+, \ x \neq y, \)
\[ \frac{1}{c_{10}} \min \left\{ 1, \left( \frac{x_N y_N}{|x - y|^2} \right)^\alpha \right\} \leq G_{\alpha,\mathbb{R}^N_+}(x,y)|x - y|^{N - 2\alpha} \leq c_{10} \min \left\{ 1, \left( \frac{x_N y_N}{|x - y|^2} \right)^\alpha \right\}, \]
which implies (3.11). The proof is complete. \( \square \)
Let $C_r$ be the cone
\[ C_r = \bigcup_{t>r} \{ (x', t) \in \mathbb{R}^{N-1} \times \mathbb{R} : |x'| < t \} . \]

**Lemma 3.4.** Let $\{\tau_j\}$ be given by (2.16) with $\tau_0 = \alpha - N$, $\nu$ be a positive measure and $u$ be a nonnegative solution of (1.1) satisfying
\[ u(x) \geq c_j |x|^\tau_j, \quad \forall x \in C_1 \]
for some $c_j > 0$ and $j \leq j_0 - 2$. Then for $p \in (0, \frac{N+\alpha}{N-\alpha})$, there exists $c_{j+1} > 0$ such that
\[ u(x) \geq c_{j+1} |x|^\tau_{j+1}, \quad \forall x \in C_1. \]

**Proof.** For $r > 1$, let $O_r = C_1 \cap B_r(0)$ and $v_r$ be the unique solution of
\[ (-\Delta)^\alpha v_r(x) = c_j^p |x|^{\tau_j} \chi_{O_r}(x), \quad \forall x \in \Omega, \]
\[ v_r(x) = 0, \quad \forall x \in \mathbb{R}^N \setminus \Omega, \]
(3.13)
where $\chi_{O_r} = 1$ in $O_r$ and $\chi_{O_r} = 0$ in $\mathbb{R}^N \setminus O_r$. By Lemma 2.3, we have that for any $r > 1$,
\[ u \geq v_r \quad \text{in} \quad \mathbb{R}^N. \]

From (3.11), we have that
\[ v_r(x) = e^{-t|x|^\alpha} \int_{O_r} \frac{1}{|y|^\alpha} \min \left\{ 1, \left( \frac{|x|}{|y|} \right)^\alpha \right\} dy \]
\[ \geq c_j^p \int_{O_r} \frac{1}{|y|^\alpha} \min \left\{ 1, \left( \frac{|x|}{|y|} \right)^\alpha \right\} dy \]
\[ = c_j^p \int_{O_r} \frac{1}{|y|^\alpha} \min \left\{ 1, \left( \frac{|x|}{|y|} \right)^\alpha \right\} dy \]
\[ \rightarrow c_j^p \int_{O_r} \frac{1}{|y|^\alpha} \min \left\{ 1, \left( \frac{|x|}{|y|} \right)^\alpha \right\} dy \quad \text{as} \ r \to +\infty, \]
where $e_x = \frac{x}{|x|}$, $\tau_jp < -2\alpha$ and for any $x \in C_1$,
\[ \int_{C_1 \setminus B_1} \frac{1}{|y|^\alpha} \min \left\{ 1, \left( \frac{|x|}{|y|} \right)^\alpha \right\} dy \]
\[ \geq \int_{C_1} \frac{1}{|y|^\alpha} \min \left\{ 1, \left( \frac{|x|}{|y|} \right)^\alpha \right\} dy \]
\[ \geq \int_{C_1} \frac{z^{\alpha}}{(1 + |z|)^{N-2\alpha}} (1 + |z|)^{\tau_jp} dz. \]

Let
\[ c_{j+1} = c_j^p \int_{C_1} \frac{z^{\alpha}}{(1 + |z|)^{N-2\alpha}} (1 + |z|)^{\tau_jp} dz, \]
then
\[ u(x) \geq c_{j+1} |x|^\tau_{j+1}, \quad \forall x \in C_1. \]
The proof is complete. \qed
Now we are ready to prove Theorem 1.1(ii).

**Proof of Theorem 1.1 (ii).** By contradiction, we assume that (1.1) has a very weak solution \( u \geq 0 \).

We first claim that there exists \( c_0 > 0 \) such that

\[
u(x) \geq c_0 |x|^\alpha - N, \quad \forall x \in C_1. \tag{3.14}\]

Indeed, let \( \{O_n\}_n \) be a sequence of \( C^2 \) domain such that

\[\Omega \cap B_n(0) \subset O_n \subset \Omega \cap B_{n+1}(0).\]

Let \( n_2 > 1 \) such that

\[B_{n_2}(0) \cap \text{supp} \nu \neq \emptyset,\]

then we have that

\[\mathbb G_{\alpha, O_{n_2}}[\nu \chi_{B_{n_2}}(0)] > 0 \text{ in } O_{n_2}\]

and

\[u \geq \mathbb G_{\alpha, \Omega}[\nu \chi_{B_{n_2}}(0)] \geq \mathbb G_{\alpha, O_{n_2}}[\nu \chi_{B_{n_2}}(0)] \text{ in } \mathbb R^N.\]

Let \( \mu = \mathbb G_{\alpha, O_{n_2}}^{p}[\nu \chi_{B_{n_2}}(0)] \) and then

\[u \geq \mathbb G_{\alpha}[\mu].\]

For \( x \in C_1 \) and \( y \in O_{n_1} \cap \{z \in \mathbb R^N : z_N > 1\} \), we have that \(|x-y| \leq |x|+|y| < (n_2+1)|x|\)

and \(x_N > \frac{\sqrt{2}}{2}|x|\)

\[\min \left\{ 1, \left( \frac{x_Ny_N}{|x-y|^2} \right)^{\alpha} \right\} \geq \min \left\{ 1, \left( \frac{x_N}{(n_2+1)^2|x|^2} \right)^{\alpha} \right\} \geq \frac{c_{11}}{1 + |x|^\alpha},\]

and

\[\mathbb G_{\alpha, \Omega}[\mu](x) \geq c_{11} \int_{O_{n_2}} \frac{\mu(y)dy}{|x-y|^N-2\alpha} \min \left\{ 1, \left( \frac{x_Ny_N}{|x-y|^2} \right)^{\alpha} \right\} dy \geq c_{11} \|\mu\|_{L^1(O_{n_2})}|x|^{\alpha-N},\]

where \( c_{11} > 0 \) depends on \( n_2.\)

From (3.14), we have that

\[u(x) \geq c_0 |x|^{\tau_0}, \quad \forall x \in C_1\]

with \( \tau_0 = \alpha - N < 0.\) Then it implies by Lemma 3.4 that for any \( j \leq j_0 - 1,\)

\[u(x) \geq c_j |x|^{\tau_j}, \quad \forall x \in C_1, \tag{3.15}\]

where \( \{\tau_j\}_j \) is given by (2.16) and \( c_j > 0.\)

Let \( v_r \) the solution of (3.13) with \( j = j_0 - 1,\) we have that for any \( r > 1,\)

\[u(x) \geq v_r(x), \quad \forall x \in \mathbb R^N.\]
Then for any \( x \in C_1 \setminus B_r(0) \) with \( r > 1 \), \( y \in C_1 \setminus B_{2|x|}(0) \), \( |x - y| \leq 2|y| \), we have that
\[
    u(x) \geq c_9 c_{j_0 - 1} \int_{O_r(0) \setminus B_1(0)} |y|^{-T_{j_0 - 1} - 1} \frac{1}{|x - y|^{N - 2\alpha}} \min \left\{ 1, \left( \frac{x_N y_N}{|x - y|^2} \right)^\alpha \right\} \, dy
\]
\[
    \geq c_{11} x_N \int_{O_r(0) \setminus B_{2|x|}(0)} |y|^{-N + T_{j_0} - 1} y_N^\alpha \, dy
\]
\[
    \geq \begin{cases}
        c_{12} [r^{T_{j_0} - (2|x|)^{T_{j_0}}}] & \text{if } T_{j_0} > 0 \\
        c_{12} [\log r - \log(2|x|)] & \text{if } T_{j_0} = 0
\end{cases}
\]
\[
    \to \infty \quad \text{as } r \to +\infty,
\]
which contradicts that \( u \in L^1(\mathbb{R}^N, \frac{dx}{1 + |x|^{N+2\alpha}}) \) from the definition of very weak solution of (1.1). The proof ends. \( \square \)

3.3. Nonexistence in the classical setting. In this subsection, we prove the nonexistence of classical solutions of semi-linear elliptic equations (1.8) and (1.9) by using the method in the proof of Theorem 1.1. The main difference is that we use strong Comparison Principle replacing the weak one.

**Proof of Corollary 1.1.** Since \( u \geq 0 \) is a classical solution of (1.8), then if there exists one point \( x_0 \in \mathbb{R}^N \setminus B_{r_0}(0) \) such that \( u(x_0) = 0 \), then we have that
\[
    \int_{\mathbb{R}^N} \frac{u(y)}{|x_0 - y|^{N+2\alpha}} \, dy = 0,
\]
which implies that
\[
    u \equiv 0.
\]
So we may assume that \( u > 0 \) in \( \Omega \) and let \( u_l(x) = u(l^{-1}x) \) for \( x \in \mathbb{R}^N \), \( l > 1 \), then \( u_l \) is a positive solution of
\[
    (-\Delta)^\alpha u_l = l^{2\alpha} u_l^p \quad \text{in} \quad \mathbb{R}^N \setminus B_{l r_0}(0),
\]
\[
    u_l \geq 0 \quad \text{in} \quad B_{l r_0}(0).
\]
We see that the positive function \( w_l := G_{\alpha, \mathbb{R}^N \setminus B_{2l r_0}(0)}[(l^{2\alpha} - 1) u_l^p \chi_{B_{d r_0}(0) \setminus B_{2l r_0}(0)}] \) is a classical solution of
\[
    (-\Delta)^\alpha w_l = l^{2\alpha} u_l^p \quad \text{in} \quad \mathbb{R}^N \setminus B_{2l r_0}(0),
\]
\[
    w_l = 0 \quad \text{in} \quad B_{2l r_0}(0),
\]
\[
    \lim_{|x| \to +\infty} w_l(x) = 0.
\]
The remaind of the proof is similar to the proof of Theorem 1.1 (i) just replacing the weak Comparison Principle by strong Comparison Principle, so we just sketch the proof. By strong Comparison Principle, we have that
\[
    u_l \geq w_l \quad \text{in} \quad \mathbb{R}^N.
\]
By Lemma 3.1 with \( \Omega = \mathbb{R}^N \setminus B_{2l r_0}(0) \),
\[
    w_l(x) \geq c_{13} |x|^{2\alpha - N}, \quad |x| > 2l r_0,
\]
thus,
\[
    u_l \geq c_{13} |x|^{2\alpha - N}, \quad |x| > 2l r_0.
\]
By Lemma 2.3 and repeat the argument of the proof of Theorem 1.1 (i) to obtain that
\[
    u_l(x) = +\infty \quad \text{for} \quad |x| \geq 2l r_0,
\]
which contradicts that \( u \) is a classical solution of (3.16). \( \square \)
Proof of Corollary 1.2. Since $u \geq 0$ is a classical solution of (1.9), then if there exists one point $y_0 \in \Omega$ such that $u(y_0) = 0$, then we have that

$$
\int_{\mathbb{R}^N} \frac{u(y)}{|x_0 - y|^{N+2\alpha}} \, dy = 0,
$$

which implies that

$$
u \equiv 0.
$$

So we may assume that $u > 0$ in $\Omega$. For $l > 1$, let $u_l(x) = u(l^{-1}x)$ for $x \in \mathbb{R}^N$, then $u_l$ is a positive solution of

$$( -\Delta )^\alpha u_l = l^{2\alpha} u_l^p \quad \text{in} \quad \mathbb{R}^{N-1} \times (0, +\infty),$$

$$u_l \geq 0 \quad \text{in} \quad \mathbb{R}^{N-1} \times (-\infty, 0].$$

(3.17)

The remainder is similar to the proof of Theorem 1.1 (ii) with $p < \frac{N+\alpha}{N-\alpha}$, and we omit here.

\[ \square \]

4. Existence in the supercritical case

To prove Theorem 1.2, the following estimate plays an important role in the construction of the upper bound in the procedure of finding the solution.

Lemma 4.1. For $p \in \left[ \frac{N+\alpha}{N-\alpha}, \frac{N}{N-2\alpha} \right)$, we have that

$$
G_{\alpha, \mathbb{R}^N_+} \left[ G_p^{\alpha, \mathbb{R}^N_+} [\delta_{e_N}] \right] \leq c_{14} G_{\alpha, \mathbb{R}^N_+} [\delta_{e_N}] \quad \text{in} \quad \mathbb{R}^N_+.
$$

(4.1)

Proof. From (3.12), we have that for $x \in \mathbb{R}^N_+ \setminus e_N$,

$$
\frac{1}{c_{10}} \frac{x_N^{\alpha}}{|x - e_N|^{N-2\alpha} (1 + |x|^{2\alpha})} \leq G_{\alpha, \mathbb{R}^N_+} [\delta_{e_N}] (x) \leq \frac{c_{10}}{|x - e_N|^{N-2\alpha} (1 + |x|^{2\alpha})} \frac{x_N^{\alpha}}{c_{10}}.
$$

(4.2)

Our aim here is to prove (4.1) in $\mathbb{R}^N_+$, which is divided into $D_1 := B_{\frac{1}{2}} (e_N)$, $D_2 := \{ z \in \mathbb{R}^N_+ : z_N < \frac{1}{2} \}$, $D_3 := \{ z \in \mathbb{R}^N_+ : z_N \geq \frac{1}{2}, |z| > 8 \}$ and $D_4 = \mathbb{R}^N_+ \setminus (D_1 \cap D_2 \cap D_3)$. Since $D_4$ is compact and $G_{\alpha, \mathbb{R}^N_+} \left[ G_p^{\alpha, \mathbb{R}^N_+} [\delta_{e_N}] \right]$ has no singularity and decaying, then (4.1) holds in $D_4$.

Case 1: $x \in D_1$. For $x \in D_1$, we observe that

$$
G_{\alpha, \mathbb{R}^N_+} \left[ G_p^{\alpha, \mathbb{R}^N_+} [\delta_{e_N}] \right] (x) \leq c_{15} \int_{\mathbb{R}^N_+} \frac{G_{\alpha, \mathbb{R}^N_+} (x,y)}{|y - e_N|^{(N-2\alpha)p} (1 + |y|)^{\alpha p}} \, dy,
$$
where

\[
\int_{B_2(0)} \frac{G_{\alpha,\mathbb{R}^+_N}(x, y)}{|y - e_N|^{(N - 2\alpha)p}(1 + |y|)^{\alpha p}} dy \\
\leq \int_{B_2(0)} \left( \frac{\alpha}{|x - y|^2} \right)^{\alpha} \frac{c_{10}}{|x - y|^{N - 2\alpha}} \frac{1}{|y - e_N|^{(N - 2\alpha)p}} dy \\
\leq \int_{B_2(0)} \min \left\{ \frac{\alpha}{|x - y|^2} ; \frac{1}{|x - y|^{N - 2\alpha}} \right\} \frac{c_{10}}{|x - y|^{N - 2\alpha}} \frac{1}{|y - e_N|^{(N - 2\alpha)p}} dy \\
= |x - e_N|^{2\alpha - (N - 2\alpha)p} \int_{B_1(0)} \frac{c_{10}}{|e - z|^{N - 2\alpha}} \frac{1}{|z|^{(N - 2\alpha)p}} dz \\
\leq |x - e_N|^{2\alpha - (N - 2\alpha)p} \left( \int_{B_1(0)} \frac{c_{10}}{|e - z|^{N - 2\alpha}} dz + \int_{B_1(0)} \frac{c_{10}}{|z|^{(N - 2\alpha)p}} dz \right) \\
+ \int_{B_2(0)} \frac{c_{10}}{1 + |z|^{(N - 2\alpha)(p + 1)}} dz \\
\leq c_{16} |x - e_N|^{2\alpha - (N - 2\alpha)p} \left( 1 + |x - e_N|^{(N - 2\alpha)p - 2\alpha} \right) \\
= c_{16} |x - e_N|^{2\alpha - (N - 2\alpha)p} + c_{15}
\]

and

\[
\int_{\mathbb{R}^N \setminus B_2(0)} \frac{G_{\alpha,\mathbb{R}^+_N}(x, y)}{|y - e_N|^{(N - 2\alpha)p}(1 + |y|)^{\alpha p}} dy \\
\leq \int_{\mathbb{R}^N \setminus B_2(0)} \min \left\{ \frac{\alpha}{|x - y|^2} ; \frac{1}{|x - y|^{N - 2\alpha}} \right\} \frac{c_{10}}{|x - y|^{N - 2\alpha}} \frac{1}{|y - e_N|^{(N - 2\alpha)p}} dy \\
\leq \int_{\mathbb{R}^N} \frac{c_{10}}{1 + |y|^{(N - \alpha)(p + 1)}} dy \leq c_{17},
\]

here \(e_N = \frac{x - e_N}{|x - e_N|} \) and \((N - \alpha)(p + 1) > N\). Therefore, (4.1) holds for \(x \in D_1\).

**Case 2:** \(x \in D_2\). We note that

\[
\mathbb{G}_{\alpha,\mathbb{R}^+_N} \left[ \mathbb{G}^p_{\alpha,\mathbb{R}^+_N}(\delta_{e_N}) \right](x) \leq c_{17} \int_{\mathbb{R}^N_+} \frac{G_{\alpha,\mathbb{R}^+_N}(x, y)^{\alpha}}{|y - e_N|^{(N - 2\alpha)p}(1 + |y|)^{2\alpha p}} dy.
\]

For \(x \in D_2\) satisfying \(|x| \geq \frac{1}{2}\), let \(D_x = \{ z \in \mathbb{R}^N_+ : z_N > 2x_N \} \), then we have that

\[
\int_{D_x} \frac{G_{\alpha,\mathbb{R}^+_N}(x, y)}{|y - e_N|^{(N - 2\alpha)p}(1 + |y|)^{\alpha p}} dy \\
\leq x_N^{\alpha} \int_{D_x} \frac{y_N^{\alpha}}{1 + |x - y|^{2\alpha}} \frac{c_{10}}{|x - y|^{N - 2\alpha}} \frac{1}{|y - e_N|^{(N - \alpha)p}} dy \\
\leq x_N^{\alpha} |x|^{(\alpha - N)(p + 1)} \int_{\mathbb{R}^N_+} \frac{c_{10}}{|e_x - z|^{N - \alpha}} \frac{1}{|z - e_N|^{(N - \alpha)p}} dy \\
\leq c_{18} x_N^{\alpha} |x|^{(\alpha - N)(p + 1)}
\]
and
\[ \int_{\mathbb{R}^N_+ \setminus D_x} \frac{G_{\alpha, \mathbb{R}^N_+}(x, y)}{|y - e_N|^{(N-2\alpha)p} (1 + |y|)^\alpha} \, dy \leq \int_{\mathbb{R}^N_+ \setminus D_x(0)} \frac{x_N^\alpha y_N^\alpha}{1 + |x - y|^{2\alpha} |x - y|^{N-2\alpha} 1 + |y|^{(N-\alpha)p}} \, dy \leq c_{19} x_N^\alpha |x|^{(\alpha-N)(p+1)}, \]

where \((\alpha-N)(p+1) < -N\).

For \(x \in D_2\) satisfying \(|x| < \frac{1}{2}\), we have that
\[ \int_{D_x} \frac{G_{\alpha, \mathbb{R}^N_+}(x, y)}{|y - e_N|^{(N-2\alpha)p} (1 + |y|)^\alpha} \, dy \leq x_N^\alpha \int_{D_x} \frac{y_N^\alpha}{1 + |x - y|^{2\alpha} |x - y|^{N-2\alpha} |y - e_N|^{(N-\alpha)p}} \, dy \leq c_{20} x_N^\alpha. \]

Therefore, (4.1) holds for \(x \in D_2\).

Case 3: \(x \in D_3\). We see that
\[ \int_{\mathbb{R}^N_+} \frac{G_{\alpha, \mathbb{R}^N_+}(x, y)}{|y - e_N|^{(N-2\alpha)p} (1 + |y|)^\alpha} \, dy \leq \int_{\mathbb{R}^N_+} \frac{c_{10}}{|x - y|^{N-2\alpha} |y - e_N|^{(N-2\alpha)p} (1 + |y|)^\alpha} \, dy \]
\[ = c_{22} |x|^{2\alpha-(N-\alpha)p} \int_{\mathbb{R}^N} \frac{c_{10}}{|e_x - z|^{N-2\alpha} |z - e_N|^{(N-2\alpha)p} (|x| - 1 + |z|)^\alpha} \, dz \]
\[ \leq c_{22} |x|^{2\alpha-(N-\alpha)p} \left[ \int_{B_{\frac{1}{2}}(e_N)} \frac{c_{10}}{|e_N - z|^{N-2\alpha} dz} + \int_{B_{\frac{1}{2}}(e_N)} \frac{|z - e_N|^{(N-2\alpha)p}}{|z|^{(N-\alpha)(p+1) - \alpha}} \, dz \right] \]
\[ \leq c_{23} |x|^{2\alpha-(N-\alpha)p}, \]

where \((N-\alpha)(p+1) - \alpha > N\). Since \(2\alpha - (N-\alpha)p \leq \alpha - N\), then (4.1) holds for \(x \in D_3\). The proof ends.

**Proof of Theorem 1.2.** We first define the iterating sequence
\[ v_0 = kG_{\alpha, \mathbb{R}^N_+}[\delta_{e_N}] > 0 \]
and
\[ v_n = G_{\alpha, \mathbb{R}^N_+}[v_{n-1}^p] + kG_{\alpha, \mathbb{R}^N_+}[\delta_{e_N}]. \]

Observing that
\[ v_1 = G_{\alpha, \mathbb{R}^N_+}[(kv_0)^p] + kG_{\alpha, \mathbb{R}^N_+}[\delta_{e_N}] > v_0 \]
and assuming that
\[ v_{n-1} \geq v_{n-2} \quad \text{in} \quad \mathbb{R}^N_+ \setminus \{e_N\}, \]
we deduce that
\[ v_n = G_{\alpha,R^+}[u^p_{n-1}] + kG_{\alpha,R^+}[\delta_{e_N}] \geq G_{\alpha,R^+}[u^p_{n-2}] + kG_{\alpha,R^+}[\delta_{e_N}] = v_{n-1}. \]

Then the sequence \( \{v_n\}_n \) is increasing with respect to \( n \). Moreover, we have that
\[ \int_{\mathbb{R}_+^N} v_n(-\Delta)^\alpha \xi \, dx = \int_{\mathbb{R}_+^N} v^p_{n-1}\xi \, dx + k\xi(e_N), \quad \forall \xi \in C_c^\infty(\mathbb{R}_+^N). \quad (4.3) \]

We next build an upper bound for the sequence \( \{v_n\}_n \). For \( t > 0 \), denote
\[ w_t = tk^pG_{\alpha,R^+}[\delta_{e_N}] + kG_{\alpha,R^+}[\delta_{e_N}] \leq (c_{14}tk^p + k)\,G_{\alpha,R^+}[\delta_{e_N}], \quad (4.4) \]
where \( c_{14} > 0 \) is from Lemma 4.1, then
\[ G_{\alpha,R^+}[w_t^p] + kG_{\alpha,R^+}[\delta_{e_N}] \leq (c_{14}tk^p + k)^pG_{\alpha,R^+}[\delta_{e_N}] + kG_{\alpha,R^+}[\delta_{e_N}] \leq w_t, \]
if
\[ (c_{14}tk^p + k)^p \leq tk^p, \]
that is,
\[ (c_{14}tk^{p-1} + 1)^p \leq t. \quad (4.5) \]

Let \( k_p = \left( \frac{1}{c_{14}p} \right)^{\frac{p-1}{p}} \) and \( t_p = \left( \frac{p}{p-1} \right)^p \), then if \( k \leq k_p \) and \( t = t_p \), (4.5) holds. Hence, by the definition of \( w_{t_p} \), we have \( w_{t_p} > v_0 \) and
\[ v_1 = G_{\alpha,R^+}[w_{t_p}^p] + kG_{\alpha,R^+}[\delta_0] < G_{\alpha,R^+}[w_{t_p}^p] + kG_{\alpha,R^+}[\delta] = w_{t_p}. \]
Inductively, we obtain that
\[ v_n \leq w_{t_p} \]
for all \( n \in \mathbb{N} \). Therefore, the sequence \( \{v_n\}_n \) converges. Let \( u_k := \lim_{n \to \infty} v_n \). By (4.3), we have that \( u_k \) is a very weak solution of (1.8).

We claim that \( u_k \) is the minimal solution of (1.1), that is, for any nonnegative solution \( u \) of (1.8), we always have \( u_k \leq u \). Indeed, there holds
\[ u = G_{\alpha,R^+}[u^p] + kG_{\alpha,R^+}[\delta_0] \geq v_0, \]
then
\[ u = G_{\alpha,R^+}[u^p] + kG_{\alpha,R^+}[\delta_0] \geq G_{\alpha,R^+}[v_0^p] + kG_{\alpha,R^+}[\delta] = v_1. \]

We may show inductively that
\[ u \geq v_n \]
for all \( n \in \mathbb{N} \). The claim follows.

Similarly, if problem (1.8) has a nonnegative solution \( u \) for \( k_1 > 0 \), then (1.8) admits a minimal solution \( u_k \) for all \( k \in (0,k_1) \). As a result, the mapping \( k \mapsto u_k \) is increasing. So we may define
\[ k^* = \sup\{k > 0 : (1.1) \text{ has minimal solution for } k\} \]
and we have that
\[ k^* \geq k_p. \]

**Regularity of the very weak solution of (1.8).** Let \( u \) be a very weak solution of (1.8), take \( \bar{x} = (\bar{x}_1, \cdots, \bar{x}_N) \in \mathbb{R}_+^N \setminus \{e_N\} \) and \( r = \frac{1}{4} \min\{\bar{x} - e_N, \bar{x}_N\} \), then
\[ u = G_{\alpha,R^+}[u^p] + kG_{\alpha,R^+}[\delta_{e_N}] \]
\[ = G_{\alpha,R^+}[u^p \chi_{B_r(\bar{x})}] + G_{\alpha,R^+}[u^p \chi_{\mathbb{R}_+^N \setminus B_r(\bar{x})}] + kG_{\alpha,R^+}[\delta_{e_N}], \]
where $\mathcal{G}_{\alpha,\mathbb{R}^N}[\delta_0]$ is $C^\infty_{\text{loc}}(\mathbb{R}^N \setminus \{e_N\})$. To be convenient, we write $B_i = B_{2^{-i}}(\bar{x})$. For $x \in B_i$, we have that

$$\mathcal{G}_{\alpha,\mathbb{R}^N}[\chi_{\mathbb{R}^N \setminus B_{i-1}} u^p](x) = \int_{\mathbb{R}^N \setminus B_{i-1}} u(y)^p \mathcal{G}_{\alpha,\mathbb{R}^N}(x, y) dy,$$

then, for some $C_i > 0$, we have that

$$\|\mathcal{G}_{\alpha,\mathbb{R}^N}[\chi_{\mathbb{R}^N \setminus B_i} u^p]\|_{C^2(B_{1-i})} \leq C_i \|u^p\|_{L^1(B_{2r}(\bar{x}))}$$

(4.7)

and for some constant $\tilde{c}_i > 0$ depending on $i$, we obtain that

$$\|\mathcal{G}_{\alpha,\mathbb{R}^N}[\delta_0]\|_{C^2(B_{1-i})} \leq \tilde{c}_i |\bar{x}|^{2\alpha - N}.$$ 

(4.8)

By Proposition 2.2 in [14], we have that $u^p \in L^q(B_{2^{i_0}}(\bar{x}))$ with $q_0 = \frac{1}{2}(1 + \frac{1-N}{pN-2\alpha}) > 1$ and then

$$\mathcal{G}_{\alpha,\mathbb{R}^N}[\chi_{B_{2r}(\bar{x})} u^p] \in L^{p_1}(B_{2r}(\bar{x})) \quad \text{with} \quad p_1 = \frac{Nq_0}{N-2\alpha q_0}.$$ 

Similarly,

$$u^p \in L^{q_1}(B_r(\bar{x})) \quad \text{with} \quad q_1 = \frac{p_1}{p}$$

and

$$\mathcal{G}_{\alpha,\mathbb{R}^N}[\chi_{B_r(\bar{x})} u^p] \in L^{p_2}(B_r(\bar{x})) \quad \text{with} \quad p_2 = \frac{Nq_1}{N-2\alpha q_1}.$$ 

Let $q_i = \frac{p_i}{p}$ and $p_{i+1} = \frac{Nq_i}{N-2q_i}$ if $N-2q_i > 0$. Then we obtain inductively that

$$u^p \in L^{q_i}(B_i) \quad \text{and} \quad \mathcal{G}_{\alpha,\mathbb{R}^N}[\chi_{B_i} u^p] \in L^{p_{i+1}}(B_i).$$

We may verify that

$$\frac{q_{i+1}}{q_i} = \frac{1}{p} \frac{N}{N-2\alpha q_i} > \frac{1}{p} \frac{N}{N-2\alpha q_1} > 1.$$

Therefore, $\lim_{i \to +\infty} q_i = +\infty$, so there exists $i_0$ such that $N-2q_{i_0} > 0$, but $N-2q_{i_0+1} < 0$, then we deduce that

$$\mathcal{G}_{\alpha,\mathbb{R}^N}[\chi_{B_{i_0}} u^p] \in L^\infty(B_{i_0}).$$

As a result, we obtain that

$$u \in L^\infty(B_{i_0}).$$

By regularity results in [34], we know from (4.8) that $u$ is Hölder continuous in $B_{i_0}$ and so is $u^p$. Then $u$ is a classical solution of (1.1). \qed
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