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Abstract

Suppose \( X = \{X_t, t \geq 0\} \) is a supercritical superprocess. Let \( \phi \) be the non-negative eigenfunction of the mean semigroup of \( X \) corresponding to the principal eigenvalue \( \lambda > 0 \). Then \( M_t(\phi) = e^{-\lambda t} \langle \phi, X_t \rangle, t \geq 0 \), is a non-negative martingale with almost sure limit \( M_\infty(\phi) \). In this paper we study the rate at which \( M_t(\phi) - M_\infty(\phi) \) converges to 0 as \( t \to \infty \) when the process may not have finite variance. Under some conditions on the mean semigroup, we provide sufficient and necessary conditions for the rate in the almost sure sense. Some results on the convergence rate in \( L^p \) with \( p \in (1, 2) \) are also obtained.
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1. Introduction and Main Results

Let \( \{Z_n, n \geq 0\} \) be a Galton-Watson process with \( Z_0 = 1 \) and offspring mean \( m := EZ_1 > 1 \), and let \( W_n := m^{-n}Z_n \). Then \( \{W_n, n \geq 0\} \) is a non-negative martingale with almost sure limit \( W_\infty \). It is well-known that \( W_n \) converges to \( W_\infty \) in \( L^1 \) if and only if \( E(Z_1 \log^+ Z_1) < \infty \). In the case \( E(Z_1 \log^+ Z_1) < \infty \), it is natural to consider the rate at which \( W_\infty - W_n \) converges to 0. In this paper we are mainly concerned with the convergence rate in the almost sure sense, when the process may not have finite variance. This type of results first appeared in Asmussen [2], and then in the book of Asmussen and Hering [3]. The following result is from [3] Theorem II.4.1, p. 36:

Theorem A. (i) Let \( p \in (1, 2) \) and \( 1/p + 1/q = 1 \). Then

\[
W_\infty - W_n = o(m^{-n/q}) \quad \text{a.s. as } n \to \infty
\]

if and only if \( E(Z_1^p) < \infty \).

(ii) Let \( \alpha > 0 \). Then

\[
\sum_{n=1}^{\infty} n^{\alpha-1}(W_\infty - W_n) \quad \text{converges a.s.}
\]

if and only if \( E(Z_1(\log^+ Z_1)^{1+\alpha}) < \infty \).
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(iii) Let $\alpha > 0$. Then $W_\infty - W_n = o(n^{-\alpha})$ a.s. as $n \to \infty$ if and only if
\[
E\left[Z_1 \left( \log Z_1 - \log n \right) I_{\{Z_1 > n\}} \right] = o(\log n^{-\alpha}), \quad \text{as } n \to \infty.
\]

Asmussen [2] also discussed corresponding results for finite type Galton-Watson processes, and continuous time Galton-Watson processes. For multigroup branching diffusions on bounded domains, convergence rate corresponding to Theorem A (i) is considered in [3, Section 13, Chapter VIII]. A sufficient condition, corresponding to $E[Z_1^p] < \infty$, is given for (1.1) to hold, see [3, Theorem VIII.13.2, p.343]. The goal of this paper is to prove the counterparts of the results in Theorem A for a class of superprocesses.

Before we give our model and results, we first review some related work in the literature. For any $p > 1$, the $L^p$ convergence rate of $W_n - W_\infty$ to 0 is obtained in Liu [15, Proposition 1.3]. Huang and Liu [9] obtained $L^p$ convergence rates for similar martingales in quenched and annealed senses for branching processes in random environment. In [1, 10, 11], a class of non-negative intrinsic martingales $W_n$ for supercritical branching random walks were investigated. Let $W_\infty$ be the almost sure limit of $W_n$ as $n \to \infty$. Necessary and sufficient conditions for the $L^p$-convergence, $p > 1$, of the series
\[
\sum_{n=1}^{\infty} e^{an} (W_\infty - W_n), \quad a > 0,
\]
were obtained in [1], which may be viewed as the exponential rate of convergence of $E|W_\infty - W_n|^p$ to 0 as $n \to \infty$. In [10], sufficient conditions for the almost sure convergence of the series
\[
\sum_{n=0}^{\infty} f(n)(W_\infty - W_n)
\]
were obtained, where $f$ is a function regularly varying at $\infty$ with index larger than $-1$. [11] investigated sufficient conditions for (1.2) to converge in the almost sure sense. For general supercritical indecomposable multi-type branching processes, sufficient conditions for polynomial rate of convergence in the sense of convergence in probability were given in [12].

We now introduce the setup of this paper. We always assume that $E$ is a locally compact separable metric space. We will use $E_\partial := E \cup \{\partial\}$ to denote the one-point compactification of $E$. We will use $\mathcal{B}(E)$ and $\mathcal{B}(E_\partial)$ to denote the Borel $\sigma$-fields on $E$ and $E_\partial$ respectively. $\mathcal{B}_b(E)$ (respectively $\mathcal{B}_b^+(E)$, respectively $\mathcal{B}_b^+(E)$) will denote the set of all bounded (respectively non-negative, respectively bounded and non-negative) real-valued Borel functions on $E$. All functions $f$ on $E$ will be automatically extended to $E_\partial$ by setting $f(\partial) = 0$.

We will always assume that $\xi = \{(\xi_t)_{t \geq 0}; \Pi_x, x \in E\}$ is a Hunt process on $E$ and $\zeta = \inf\{t > 0 : \xi_t = \partial\}$ is the lifetime of $\xi$. We use $(P_t)_{t \geq 0}$ to denote the semigroup of $\xi$ acting on functions defined on $E$ and $(\overline{P}_t)_{t \geq 0}$ to denote the semigroup of $\xi$ acting on functions defined on $E_\partial$. We mention in passing that it is important that we take $E_\partial$ to be the one-point compactification of $E$. For example, if $E$ is a bounded smooth domain of $\mathbb{R}^d$, $\xi$ is the killed Brownian motion in $E$ and $\partial$ was added as an isolated point, then $\xi$ will not be a Hunt process. Let the branching mechanism $\psi$
be a function on $E \times \mathbb{R}_+$ given by
\begin{equation}
\psi(x, z) = -\beta(x)z + \frac{1}{2}\alpha(x)z^2 + \int_{(0, \infty)} (e^{-zr} - 1 + zr)\pi(x, dr), \quad x \in E, z \geq 0,
\end{equation}
where $\alpha \geq 0$ and $\beta$ are both in $\mathcal{B}_b(E)$, and $\pi$ is a kernel from $(E, \mathcal{B}(E))$ to $(\mathbb{R}_+, \mathcal{B}(\mathbb{R}_+))$ satisfying
\begin{equation}
\int_0^\infty (r \wedge r^2)\pi(\cdot, dr) \in \mathcal{B}^+_b(E).
\end{equation}
Note that this assumption implies that, for any fixed $z > 0$, $\psi(\cdot, z)$ is bounded on $E$. We extend $\psi$ to a branching mechanism $\overline{\psi}$ on $E_\partial$ by defining $\overline{\psi}(\partial, z) = 0$ for all $z \geq 0$.

Let $\mathcal{M}(E)$ (resp. $\mathcal{M}(E_\partial)$) denote the space of all finite Borel measures on $E$ (resp. $E_\partial$) equipped with the topology of weak convergence. Any $\mu \in \mathcal{M}(E)$ will be identified with its zero extension in $\mu \in \mathcal{M}(E_\partial)$. For any $\mu \in \mathcal{M}(E_\partial)$ and $f \in \mathcal{B}(E_\partial)$, we use $\langle f, \mu \rangle$ or $\mu(f)$ to denote the integral of $f$ with respect to $\mu$ whenever the integral is well-defined. For $f \in \mathcal{B}^+_b(E_\partial)$, there is a uniquely locally bounded non-negative map $(t, x) \mapsto \nabla_t f(x)$ on $\mathbb{R}_+ \times E_\partial$ such that
\begin{equation}
\nabla_t f(x) + \Pi_x \left[\int_0^t \overline{\psi}(\xi_s, \nabla_{t-s} f(\xi_s)) \, ds\right] = \Pi_x [f(\xi_t)], \quad t \geq 0, x \in E_\partial.
\end{equation}
Here, local boundedness of the map $(t, x) \mapsto \nabla_t f(x)$ means that for any $T > 0$, 
\begin{equation}
\sup_{0 \leq t \leq T, x \in E} \nabla_t f(x) < \infty.
\end{equation}
Similarly, for $f \in \mathcal{B}^+_b(E)$, there is a uniquely locally bounded non-negative map $(t, x) \mapsto V_t f(x)$ on $\mathbb{R}_+ \times E$ such that
\begin{equation}
V_t f(x) + \Pi_x \left[\int_0^{t \wedge \zeta} \psi(\xi_s, V_{t-s} f(\xi_s)) \, ds\right] = \Pi_x [f(\xi_t)1_{\{t < \zeta\}}], \quad t \geq 0, x \in E.
\end{equation}
There exists an $\mathcal{M}(E_\partial)$-valued Hunt process $\overline{X} = \{(X_t)_{t \geq 0}; \mathbb{P}_\mu, \mu \in \mathcal{M}(E_\partial)\}$ such that
\begin{equation}
\mathbb{P}_\mu[e^{-\overline{X}_t(f)}] = e^{-\mu(\nabla_t f)}, \quad t \geq 0, f \in \mathcal{B}^+_b(E_\partial).
\end{equation}
This process $\overline{X}$ is known as a $(\xi, \overline{\psi})$-superprocess. See [16, Section 2.3 and Theorem 5.11] for more details. Let $\iota(\mu)$ be the restriction of a measure $\mu \in \mathcal{M}(E_\partial)$ to $E$ and $X_t = \iota(\overline{X}_t)$. It follows from the proof of [16, Theorem 5.12] that $X = \{(X_t)_{t \geq 0}; \mathbb{P}_\mu, \mu \in \mathcal{M}(E)\}$ is an $\mathcal{M}(E)$-valued Markov process such that
\begin{equation}
\mathbb{P}_\mu[e^{-X_t(f)}] = e^{-\mu(V_t f)}, \quad t \geq 0, f \in \mathcal{B}^+_b(E).
\end{equation}
However, since we have taken $E_\partial$ to be the one-point-compectification of $E$, $X$ is in general not a Hunt process and does not have good regularity properties. Since $X_t(f) = \overline{X}_t(f)$ for any function $f$ on $E$ and we are only interested in quantities of the form $X_t(f)$, we can work with the Hunt process $\overline{X}$ when necessary. When the initial value is $\delta_x$, $x \in E$, we write $\mathbb{P}_x$ for $\mathbb{P}_{\delta_x}$. We use $(P^\beta_t)_{t \geq 0}$ to denote the following Feynman-Kac semigroup
\begin{equation}
P^\beta_t f(x) = \Pi_x \left(\exp\left(\int_0^t \beta(\xi_s) \, ds\right) f(\xi_t)I_{\{t < \zeta\}}\right), \quad x \in E, f \in \mathcal{B}^+_b(E).
\end{equation}
Then it is known (see [16 Proposition 2.27]) that for any $\mu \in \mathcal{M}(E)$,
\begin{equation}
\mathbb{P}_\mu[X_t(f)] = \mu(P^\beta_t f), \quad t \geq 0, f \in B^+_1(E).
\end{equation}
$(P^\beta_t)_{t \geq 0}$ is called the mean semigroup of $X$. For this mean semigroup, we will always assume that

**Assumption 1.** There exist a constant $\lambda > 0$, a positive function $\phi \in B_0(E)$ and a probability measure $\nu$ with full support on $E$ such that for any $t \geq 0$, $P^\beta_t \phi = e^{\lambda t} \phi$, $\nu P^\beta_t = e^{\lambda t} \nu$ and $\nu(\phi) = 1$.

Denote by $L^+_1(\nu)$ the collection of non-negative Borel functions on $E$ which are integrable with respect to the measure $\nu$. Denote by $0$ the null measure on $E$ and $E_0$. Write $\mathcal{M}^0(E) = \mathcal{M}(E) \setminus \{0\}$ and $\mathcal{M}^0(E_0) = \mathcal{M}(E_0) \setminus \{0\}$.

We further assume that the following assumption holds:

**Assumption 2.** For all $t > 0$, $x \in E$, and $f \in L^+_1(\nu)$, it holds that $P^\beta_t f(x) = e^{\lambda t} f(x) \nu(f)(1 + C_{t,x,f})$ for some $C_{t,x,f} \in \mathbb{R}$, and that $\lim_{t \to \infty} c_t = 0$, where $c_t := \sup_{x \in E, f \in L^+_1(\nu)} |C_{t,x,f}|$.

Note that $\lim_{t \to \infty} c_t = 0$ implies that there exists $t_0 > 0$ such that
\[ \sup_{t > t_0} \sup_{x \in E, f \in L^+_1(\nu)} |C_{t,x,f}| < \infty. \]

Without loss of generality, throughout this paper we will assume $t_0 = 1$.

For examples satisfying Assumptions 1 and 2, see [19 Section 1.3] and [21 Section 1.4].

Define
\begin{equation}
M_t(\phi) := e^{-\lambda t} \langle \phi, X_t \rangle, \quad t \geq 0.
\end{equation}

It follows from (1.8) and Assumption 1 that $\{M_t(\phi), t \geq 0\}$ is a non-negative càdlàg martingale, see (2.11) below. By the martingale convergence theorem, $M_t(\phi)$ has an almost sure limit as $t \to \infty$. We denote this limit as $M_\infty(\phi)$. In this paper, we study the rate at which $M_t(\phi)$ converges to $M_\infty(\phi)$ as $t \to \infty$.

To state our results we need to introduce some notation. Define a new kernel $\pi^\phi(x, dr)$ from $(E, \mathcal{B}(E))$ to $(\mathbb{R}_+, \mathcal{B}(\mathbb{R}_+))$ such that for any non-negative Borel function $f$ on $\mathbb{R}_+$,
\begin{equation}
\int_0^\infty f(r) \pi^\phi(x, dr) = \int_0^\infty f(r \phi(x)) \pi(x, dr), \quad x \in E.
\end{equation}

By (1.5) and the boundedness of $\phi$, $\pi^\phi$ satisfies
\[ \int_0^\infty (r \wedge r^2) \pi^\phi(x, dr) = \phi(x) \left[ \int_0^{1/\phi(x)} r^2 \phi(x) \pi(x, dr) + \int_0^\infty r \pi(x, dr) \right] \leq \phi(x) \left( \|\phi\| \int_0^{1/\phi(x)} r \pi(x, dr) \|_{\infty} + 2 \int_0^\infty r \pi(x, dr) \|_{\infty} \right). \]

Denote by $C := \|\phi\| \int_0^{1/\phi(x)} r^2 \pi(\cdot, dr) \|_{\infty} + 2 \int_0^\infty r \pi(x, dr) \|_{\infty}$. Then
\begin{equation}
\int_0^\infty (r \wedge r^2) \pi^\phi(x, dr) \leq C \phi(x).
\end{equation}
In [17], we studied the relationship between $M_\infty(\phi)$ being a non-zero random variable and the following function $l$:

$$l(y) := \int_1^\infty r \ln r \pi^\phi(y, dr), \quad y \in E,$$

and established an $L \log L$ criterion (see Proposition 1.1 below) for a class of superdiffusions with $\alpha = 0$. It is easy to check that this criterion still holds for the superprocesses described above.

**Proposition 1.1.** [17, Theorem 1.1] Suppose that Assumptions [12] hold and $\mu \in \mathcal{M}^0(E)$. Then $\mathbb{P}_\mu(M_\infty(\phi)) = \langle \phi, \mu \rangle$ if and only if the following $L \log L$ condition holds:

$$\int_E l(y) \nu(dy) < \infty.$$  

Moreover, if (1.13) holds, then for any $\mu \in \mathcal{M}^0(E)$,

$$\{M_\infty(\phi) > 0\} = \{X_t > 0, \forall t > 0\}, \quad \mathbb{P}_\mu\text{-a.s.}$$

Otherwise, $M_\infty(\phi) = 0$, $\mathbb{P}_\mu\text{-a.s.}$ for any $\mu \in \mathcal{M}^0(E)$.

Throughout this paper, we assume that (1.13) holds. Thus $M_t(\phi)$ converges to $M_\infty(\phi) \mathbb{P}_\mu$-almost surely and in $L^1(\mathbb{P}_\mu)$ for any $\mu \in \mathcal{M}^0(E)$.

Since $M_s(\phi)$ is right continuous, for any $a^* > 0$, we can define

$$A_t(a^*) = \int_0^t e^\frac{t}{a^*}(M_\infty(\phi) - M_s(\phi)) ds, \quad t \in [0, \infty).$$

Note that

$$A_t(a^*) - A_1(a^*) = \int_1^t e^{\frac{s}{a^*}}(M_\infty(\phi) - M_s(\phi)) ds, \quad t \geq 1.$$  

The convergence of $A_t(a^*) - A_1(a^*)$ as $t \to \infty$ is related to the rate at which $M_\infty(\phi) - M_t(\phi)$ converges to 0 as $t \to \infty$. Our first result is the following criterion for the $L^p$ convergence rate of $M_\infty(\phi) - M_t(\phi)$ to 0 as $t \to \infty$. We use the usual notation $\| \cdot \|_p$ to denote the $L^p$ norm with $p \geq 1$.

**Theorem 1.2.** Assume that Assumptions [12] and (1.13) hold. Let $1 < a < p \leq 2$ and $\frac{1}{a} + \frac{1}{a^*} = 1$.

1. If

$$\int_E \nu(dy) \int_1^\infty r^p \pi^\phi(y, dr) < \infty,$$

then for any $\mu \in \mathcal{M}^0(E)$, $(A_t(a^*) - A_1(a^*))$ converges in $L^p(\mathbb{P}_\mu)$ and $\mathbb{P}_\mu$-almost surely as $t \to \infty$.

2. If for some $\mu \in \mathcal{M}^0(E)$, $(A_t(a^*) - A_1(a^*))$ converges in $L^p(\mathbb{P}_\mu)$ as $t \to \infty$, then it must converge $\mathbb{P}_\mu$-almost surely and (1.15) holds.

3. If (1.14) holds, $\| M_\infty(\phi) - M_t(\phi) \|_p = o(e^{-\frac{t}{a^*}})$ as $t \to \infty$.

4. If $\| M_\infty(\phi) - M_t(\phi) \|_p = o(1)$ as $t \to \infty$, then (1.15) holds.
For a Galton-Watson process $Z$, it is proved in [15, Proposition 1.3] that if $E(Z_1^p) < \infty$ for some $p > 1$, then there exists some $c > 0$ such that

$$\|W_n - W_\infty\|_p \leq \begin{cases} \frac{cm^{-\frac{1}{2}n}}{n}, & \text{if } p \in (1, 2], \\ \frac{cm^{-\frac{1}{2}n}}{n}, & \text{if } p > 2. \end{cases}$$

The above results imply that Theorem 1.3. Suppose that Assumptions 1-2 and conditions for the almost sure convergence for the case of $a_1$, then there exists some $p > R$. LIU, Y.-X. REN, AND R. SONG

For a Galton-Watson process $Z$, it is proved in [15, Proposition 1.3] that if $E(Z_1^p) < \infty$ for some $p > 1$, then there exists some $c > 0$ such that

$$\|W_n - W_\infty\|_p = o(m^{-\frac{1}{2}n})$$

for $1 < a < p \leq 2$, which corresponds to our Theorem 1.2(3), and $\|W_n - W_\infty\|_p = o(p^{-n})$ for any $p < m^{1/2}$.

If $\int_1^\infty r^2 \pi(x, dr)$ is bounded (which implies that (1.15) holds for $p = 2$), by the central limit theorem (see [22, Theorem 1.4]), $e^{-\lambda t/2}(M_t(\phi) - M_\infty(\phi))$ converges to $Z \sqrt{M_\infty(\phi)}$ with $Z$ being a normal random variable with mean zero and independent of $M_\infty(\phi)$. In [22], the mean semigroup $P_t^\beta$ is assumed to be symmetric with respect to some measure $m$, and the assumptions on $(P_t^\beta)_{t \geq 0}$ are slightly different, but the central limit theorem also holds in the nonsymmetric case, see [23] for the corresponding results for branching Markov processes. A question related to Theorem 1.2 is whether the results still holds for $a = p < 2$. The following theorem gives necessary and sufficient conditions for the almost sure convergence for the case of $a = p < 2$.

**Theorem 1.3.** Suppose that Assumptions [12] and (1.13) hold. Let $1 < p < 2, 1/p + 1/q = 1$.

1. If (1.15) holds, then for any $\mu \in \mathcal{M}_0(E)$, as $t \to \infty$, $A_t(q)$ converges $\mathbb{P}_\mu$-a.s. and $M_t(\phi) - M_\infty(\phi) = o(e^{-\frac{\lambda t}{q}}), \quad \mathbb{P}_\mu$-a.s.

2. Suppose there exist $B > 0$ and $T_0 > 0$ such that

$$\sup_{x \in E} \frac{1}{\phi(x)} \int_t^\infty \pi(x, dr) \leq B \int_E \nu(dy) \int_t^\infty \pi(y, dr), \quad t > T_0. \quad (1.16)$$

If

$$\int_E \nu(dy) \int_1^\infty r^p \pi(y, dr) = \infty, \quad (1.17)$$

then for any $\mu \in \mathcal{M}_0(E)$, $M_t(\phi) - M_\infty(\phi) = o(e^{-\frac{\lambda t}{q}})$ $\mathbb{P}_\mu$-a.s. does not hold as $t \to \infty$.

**Theorem 1.4.** Assume that Assumptions [12] and (1.13) hold.

1. For any $\gamma > 0$,

$$\int_E \nu(dx) \int_1^\infty r(\ln r)^{\gamma+1} \pi(x, dr) < \infty \quad (1.18)$$

implies that, for any $\mu \in \mathcal{M}_0(E)$,

$$\int_0^t s^{\gamma-1} (M_\infty(\phi) - M_s(\phi)) ds$$

converges $\mathbb{P}_\mu$-almost surely as $t \to \infty$, and $M_\infty(\phi) - M_t(\phi) = o(t^{-\gamma}), \quad \mathbb{P}_\mu$-a.s.

If (1.18) holds with $\gamma \geq 1$, then $\int_0^\infty (M_\infty(\phi) - M_t(\phi)) dt$ exists $\mathbb{P}_\mu$-almost surely for any $\mu \in \mathcal{M}_0(E)$.
(2) Suppose that there exist \( b > 0, T_1 > 0 \) and a Borel set \( F \subset E \) with \( \nu(F) > 0 \) such that

\[
\inf_{x \in F} \frac{1}{\phi(x)} \int_t^\infty r \pi^\phi(x, dr) \geq b \int_E \nu(dx) \int_t^\infty r \pi^\phi(x, dr), \quad t > T_1.
\]

If there is \( \gamma \in (0, \infty) \) such that

\[
\int_E \nu(dx) \int_1^\infty r (\ln r)^{\gamma + 1} \pi^\phi(x, dr) = \infty,
\]

then for any \( \mu \in \mathcal{M}^0(E) \), \( \int_0^t s^{\gamma - 1} (M_\infty(\phi) - M_s(\phi)) ds \) does not converge \( \mathbb{P}_\mu \)-a.s. as \( t \to \infty \).

If, as \( t \to \infty \),

\[
\int_E \nu(dx) \int_t^\infty r (\ln r - \ln t) \pi^\phi(x, dr) = o((\ln t)^{-\gamma})
\]

does not hold, then \( M_\infty(\phi) - M_t(\phi) = o(t^{-\gamma}) \), \( \mathbb{P}_\mu \)-a.s. does not hold as well.

It was noted in [3, Theorem II.4.1, p.36] that (1.18) implies (1.21), and (1.21) implies that

\[
\int_E \nu(dx) \int_1^\infty r (\ln r)^{\gamma + 1 - \varepsilon} \pi^\phi(x, dr) < \infty \quad \text{for all } 0 < \varepsilon \leq \gamma.
\]

This says that (1.18) is slightly stronger than (1.21).

We make a few remarks about (1.16) and (1.19). Note that by definition,

\[
\int_t^\infty \pi^\phi(x, dr) = \int_t^{\infty(t/\phi(x))} \pi(x, dr) = \pi(x, (t/\phi(x), \infty)).
\]

If \( \pi(x, dr) = \gamma(x)r^{\alpha - 1}\alpha dr \) with \( \alpha \in (1, 2) \) and \( \gamma \) a bounded non-negative Borel function, then

\[
\int_t^\infty \pi^\phi(x, dr) = \frac{1}{\alpha} \gamma(x) t^{\alpha - \alpha} \phi(x)^{\alpha - 1}.
\]

Hence

\[
\frac{1}{\phi(x)} \int_t^\infty \pi^\phi(x, dr) = \frac{1}{\alpha} \gamma(x) t^{\alpha - \alpha} \phi(x)^{\alpha - 1}
\]

and

\[
\int_E \nu(dx) \int_t^\infty \pi^\phi(x, dr) = \frac{t^{\alpha - \alpha}}{\alpha} \int_E \nu(dx) \gamma(x) \phi(x)^{\alpha}.
\]

Since \( \gamma \) and \( \phi \) are bounded, (1.16) is satisfied. Similarly, by definition,

\[
\int_t^\infty r \pi^\phi(x, dr) = \phi(x) \int_t^{\infty(t/\phi(x))} r \pi(x, dr).
\]

Similarly, we have

\[
\frac{1}{\phi(x)} \int_t^\infty r \pi^\phi(x, dr) = \frac{1}{\alpha - 1} \gamma(x) \phi(x)^{\alpha - 1} t^{1 - \alpha}
\]

and

\[
\int_E \nu(dx) \int_t^\infty r \pi^\phi(x, dr) = \frac{t^{1 - \alpha}}{\alpha - 1} \int_E \gamma(x) \phi(x)^{\alpha} \nu(dx).
\]

Thus (1.19) is satisfied if \( \nu(\{x : \gamma(x) > 0\}) > 0 \). It is easy to generalize the remarks above on (1.16) and (1.19) to the case when \( \pi(x, dr) = \gamma(x)r^{\alpha - 1}\alpha s(r) dr \) with \( \alpha \in (1, 2) \), \( \gamma \) a bounded non-negative Borel function, and \( s \) a local bounded non-negative Borel function \((0, \infty)\) which is slowly varying at \( \infty \).
The remainder of this article is organized as follows. In Section 2.1, we present a stochastic integral representation of superprocesses which will be used in later sections. In Section 2.2, we introduce a spine decomposition of superprocesses which is used in the proof of Lemma 3.5. The main results are proved in Section 3. Lemma 3.5 plays a key role in the proof of Theorem 1.3.

In this paper, we use the convention that an expression of the type $a \lesssim b$ means that there exists a positive constant $N$ which is independent of $a$ and $b$ such that $a \leq Nb$. Moreover, if $a \lesssim b$ and $b \lesssim a$, we shall write $a \eqsim b$.

2. Superprocesses

2.1. Stochastic Integral Representation of Superprocesses. Without loss of generality, we assume that our process $X$ is the coordinate process on $D := \{(w_t)_{t \geq 0} : w$ is an $\mathcal{M}(E_\partial)$-valued càdlàg function on $[0, \infty)\}$. We assume that $(\mathcal{F}_\infty, (\mathcal{F}_t)_{t \geq 0})$ is the natural filtration on $D$, completed as usual with the $\mathcal{F}_\infty$-measurable and $\mathbb{P}_\mu$-negligible sets for every $\mu \in \mathcal{M}(E_\partial)$. Let $\mathbb{W}_0^+$ be the family of $\mathcal{M}(E_\partial)$-valued càdlàg functions on $(0, \infty)$ with $0$ as a trap and with $\lim_{t \downarrow 0} w_t = 0$. $\mathbb{W}_0^+$ can be regarded as a subset of $D$.

Throughout this paper assume that $\mathbb{P}_x(X_t(1) = 0) > 0$ for any $x \in E$ and $t > 0$, which implies that there exists a unique family of $\sigma$-finite measures $\{N_x; x \in E\}$ on $\mathbb{W}_0^+$ such that for any $\mu \in \mathcal{M}(E)$, if $\mathcal{N}(dw)$ is a Poisson random measure on $\mathbb{W}_0^+$ with intensity measure $\mathcal{N}(\mu)(dw) := \int_E N_x(dw) \mu(dx)$, then the process defined by

$$\tilde{X}_0 = \mu, \quad \tilde{X}_t = \int_{\mathbb{W}_0^+} w_t \mathcal{N}(dw), \quad t > 0$$

is a realization of the superprocess $X = \{(\tilde{X}_t)_{t \geq 0}; \mathbb{P}_\mu, \mu \in \mathcal{M}(E)\}$. Furthermore, $N_x(f, \mathcal{N})(\mu) = \mathbb{P}_x(f, X_t)$ for any $f \in \mathcal{B}^+(E)$ (see [16, Theorem 8.22] and [24, Section 2.2]). $\{N_x; x \in E\}$ can be regarded as measures on $D$ carried by $\mathbb{W}_0^+$.

Let us recall the stochastic integral representation of superprocesses, for more details see [8] or [16, Chapter 7]. Let $(\mathbf{A}, \mathcal{D}(\mathbf{A}))$ be the weak infinitesimal generator of $\xi$ as defined in [7, Section 4]. For any $f \in \mathcal{D}(\mathbf{A})$,

$$\frac{P_t f(x) - f(x)}{t} \to \mathbf{A} f(x), \quad \text{bounded and pointwisely as } t \to 0.$$ 

We will use the standard notation $\Delta \tilde{X}_s = \tilde{X}_s - \tilde{X}_{s-}$ for the jump of $\tilde{X}$ at time $s$. Let $C_0^2(\mathbb{R})$ denote the set of all twice continuously differentiable functions on $\mathbb{R}$ vanishing at infinity. It is known (cf. [7, Theorem 1.5]) that the superprocess $\tilde{X}$ is a solution to the following martingale problem: for
any \( \varphi \in \mathfrak{D}(\mathbb{A}) \) and \( h \in C^2_0(\mathbb{R}) \),
\[
\begin{align*}
&h(\langle \varphi, \overline{X}_t \rangle) - h(\langle \varphi, \mu \rangle) - \int_0^t h'(\langle \varphi, \overline{X}_s \rangle)(\langle A + \beta \rangle \varphi, \overline{X}_s)ds - \frac{1}{2} \int_0^t h''(\langle \varphi, \overline{X}_s \rangle)\langle \alpha \varphi^2, \overline{X}_s \rangle ds \\
&- \int_0^t \int_{E \times (0, \infty)} (h(\langle \varphi, \overline{X}_s \rangle + r\varphi(x)) - h(\langle \varphi, \overline{X}_s \rangle) - h'(\langle \varphi, \overline{X}_s \rangle)r\varphi(x)) \pi(x, dr)\overline{X}_s-(dx)ds
\end{align*}
\]  
(2.1)

is a \( \mathbb{P}_\mu \)-martingale for any \( \mu \in \mathcal{M}^0(E_\delta) \).

By [8] Proposition 2.1 (also see [10] Theorem 7.13), for any \( \varphi \in \mathfrak{D}(\mathbb{A}) \) and \( \mu \in \mathcal{M}^0(E_\delta) \),
\[
\langle \varphi, \overline{X}_t \rangle = \langle \varphi, \mu \rangle + S^I_t(\varphi) + S^C_t(\varphi) + \int_0^t \langle (A + \beta) \varphi, \overline{X}_s \rangle ds,
\]
(2.2)

where \( S^C_t(\varphi) \) is a continuous \( \mathbb{P}_\mu \)-local martingale and \( S^I_t(\varphi) \) is a \( \mathbb{P}_\mu \)-pure jump martingale. The quadratic variation process of the continuous local martingale \( S^C_t(\varphi) \) is given by
\[
\langle S^C(\varphi) \rangle_t = \int_0^t \langle \alpha \varphi^2, \overline{X}_s \rangle ds.
\]
(2.3)

Next, we characterize the pure jump martingale \( (S^I_t(\varphi), t \geq 0) \). Let \( J \) denote the set of all jump times of \( \overline{X} \) and \( \delta \) denote the Dirac measure. From the last part of (2.1), we see that the only possible jumps of \( \overline{X} \) are point measures of the form \( r\delta_x \) with \( r > 0 \) and \( x \in E_\delta \), see [14] Section 2.3. Thus the predictable compensator of the random measure (for the definition of the predictable compensator of a random measure, see, for instance [5, p.107])
\[
N := \sum_{s \in J} \delta(s, \Delta \overline{X}_s)
\]
is a random measure \( \hat{N} \) on \( \mathbb{R}_+ \times \mathcal{M}(E_\delta) \) such that for any nonnegative predictable function \( F \) on \( \mathbb{R}_+ \times \Omega \times \mathcal{M}(E_\delta) \),
\[
\begin{align*}
&\int_0^\infty \int_{\mathcal{M}(E_\delta)} F(s, \omega, v)\hat{N}(ds, dv) = \int_0^\infty ds \int_E \overline{X}_s-(dx) \int_0^\infty F(s, \omega, r\delta_x)\pi(x, dr),
\end{align*}
\]
(2.4)

where \( \pi(x, dr) \) is the kernel of the branching mechanism \( \psi \). Therefore we have
\[
\mathbb{P}_\mu \left[ \sum_{s \in J} F(s, \omega, \Delta \overline{X}_s) \right] = \mathbb{P}_\mu \int_0^\infty ds \int_E \overline{X}_s-(dx) \int_0^\infty F(s, \omega, r\delta_x)\pi(x, dr).
\]
(2.5)

See [5] p.111.

Let \( F \) be a Borel function on \( \mathbb{R}_+ \times \mathcal{M}(E_\delta) \) satisfying
\[
\mathbb{P}_\mu \left[ \left( \sum_{s \in [0,t], s \in J} F(s, \Delta \overline{X}_s) \right)^{1/2} \right] < \infty, \quad \text{for all } \mu \in \mathcal{M}(E_\delta).
\]

Then the stochastic integral of \( F \) with respect to the compensated random measure \( N - \hat{N} \)
\[
\int_0^t \int_{\mathcal{M}(E_\delta)} F(s, v)(N - \hat{N})(ds, dv)
\]
can be defined (cf. [14] and the references therein) as the unique purely discontinuous martingale (vanishing at time 0) whose jumps are indistinguishable from \( 1_J(s)F(s, \Delta \overline{X}_s) \).
Suppose that \( g \) is a Borel function on \( \mathbb{R}_+ \times E \). Define

\[
F_g(s, v) := \int_E g(s, x)v(dx), \quad v \in \mathcal{M}(E_0),
\]

whenever the integral above makes sense. When \( g \) is a bounded Borel function on \( \mathbb{R}_+ \times E \), for any \( \mu \in \mathcal{M}(E) \),

\[
\mathbb{P}_\mu \left[ \left( \sum_{s \in [0,t], s \in J} F_g(s, \Delta X_s)^2 \right)^{1/2} \right] = \mathbb{P}_\mu \left[ \left( \sum_{s \in [0,t], s \in J} \left( \int_E g(s, x)(\Delta X_s)(dx) \right)^2 \right)^{1/2} \right]
\]

\[
\leq \|g\|_\infty \mathbb{P}_\mu \left( \sum_{s \in [0,t], s \in J} \langle 1, \Delta X_s \rangle^2 I_{\{1,\Delta X_s \leq 1\}} + \sum_{s \in [0,t], s \in J} \langle 1, \Delta X_s \rangle^2 I_{\{1,\Delta X_s > 1\}} \right)^{1/2}
\]

\[
\leq \|g\|_\infty \mathbb{P}_\mu \left( \sum_{s \in [0,t], s \in J} \langle 1, \Delta X_s \rangle^2 I_{\{1,\Delta X_s \leq 1\}} \right)^{1/2}
\]

\[
+ \|g\|_\infty \mathbb{P}_\mu \left( \sum_{s \in [0,t], s \in J} \langle 1, \Delta X_s \rangle^2 I_{\{1,\Delta X_s > 1\}} \right)^{1/2}
\]

Using the first two displays on [14] p.203, we get

\[
\mathbb{P}_\mu \left[ \left( \sum_{s \in [0,t], s \in J} F_g(s, \Delta X_s)^2 \right)^{1/2} \right] < \infty.
\]

Therefore, if \( g \) is bounded on \( \mathbb{R}_+ \times E \), then the integral \( \int_0^t \int_{\mathcal{M}(E_0)} F_g(s, v)(N - \hat{N})(ds, dv) \) is well defined and is a martingale. Define the martingale measure \( S^J(ds, dx) \) by

\[
\int_0^t \int_E g(s, x)S^J(ds, dx) := \int_0^t \int_{\mathcal{M}(E_0)} F_g(s, v)(N - \hat{N})(ds, dv).
\]

Thus the pure jump martingale \( S_t^J(\varphi) \) in (2.2) can be written as

\[
S_t^J(\varphi) = \int_0^t \int_E \varphi(x)S^J(ds, dx).
\]

A martingale measure \( S^C(ds, dx) \) can be defined (see [8] or [20] for the precise definition) so that the continuous martingale in (2.2) can be expressed as

\[
S_t^C(\varphi) = \int_0^t \int_E \varphi(x)S^C(ds, dx).
\]

Summing up these two martingale measures, we get a martingale measure

\[
M(ds, dx) = S^J(ds, dx) + S^C(ds, dx).
\]

Using this, [8] Proposition 2.14] and applying a limit argument, one can show that for any bounded Borel function \( g \) on \( E \),

\[
\langle g, X_t \rangle = \langle F^{\beta}_t g, \mu \rangle + \int_0^t \int_E P_{t-s}^\beta g(x) S^J(ds, dx) + \int_0^t \int_E P_{t-s}^\beta g(x) S^C(ds, dx).
\]
In particular, taking \( g = \phi \) in (2.10), where \( \phi \) is the positive eigenfunction of \( P_t^\beta \) given in Assumption [1], we get the expression for the martingale \((M_t(\phi))_{t \geq 0}\):

\[
(2.11) \quad M_t(\phi) = \langle \phi, \mu \rangle + \int_0^t e^{-\lambda s} \int_E \phi(x)S^J(ds, dx) + \int_0^t e^{-\lambda s} \int_E \phi(x)S^C(ds, dx).
\]

Therefore the limit \( M_\infty(\phi) \) of \( M_t(\phi) \) can be written as

\[
(2.12) \quad M_\infty(\phi) = \langle \phi, \mu \rangle + \int_0^\infty e^{-\lambda s} \int_E \phi(x)S^J(ds, dx) + \int_0^\infty e^{-\lambda s} \int_E \phi(x)S^C(ds, dx).
\]

For the jump part above, we always handle the ‘small jumps’ and the ‘large jumps’ separately. Now let us give the precise definitions of ‘small jumps’ and ‘large jumps’. Given \( \rho \in (0, \infty) \), a jump at time \( s \) is called ‘small’ if \( 0 < \Delta \overline{X}_s(\phi) < e^{\lambda \rho} \), and ‘large’ if \( \Delta \overline{X}_s(\phi) \geq e^{\lambda \rho} \), where \( \Delta \overline{X}_s(\phi) = r\phi(x) \) when \( \Delta \overline{X}_s = r\delta_x \) with \( r > 0 \) and \( x \in E \). Define

\[
N^{(1, \rho)} := \sum_{0 < \Delta \overline{X}_s(\phi) < e^{\lambda \rho}} \delta_{(s, \Delta \overline{X}_s)}; \quad N^{(2, \rho)} := \sum_{\Delta \overline{X}_s(\phi) \geq e^{\lambda \rho}} \delta_{(s, \Delta \overline{X}_s)},
\]

and denote the compensators of \( N^{(1, \rho)} \) and \( N^{(2, \rho)} \) by \( \tilde{N}^{(1, \rho)} \) and \( \tilde{N}^{(1, \rho)} \) respectively. Then for any non-negative Borel function \( F \) on \( \mathbb{R}_+ \times \mathcal{M}(E_{\phi}) \),

\[
\int_0^\infty \int_{\mathcal{M}(E_{\phi})} F(s, v)\tilde{N}^{(1, \rho)}(ds, dv) = \int_0^\infty ds \int_E \overline{X}_s(dx) \int_0^{e^{\lambda \rho}} F(s, r\phi(x)^{-1}\delta_x)\pi^\phi(x, dr)
\]

and

\[
\int_0^\infty \int_{\mathcal{M}(E_{\phi})} F(s, v)\tilde{N}^{(2, \rho)}(ds, dv) = \int_0^\infty ds \int_E \overline{X}_s(dx) \int_{e^{\lambda \rho}}^\infty F(s, r\phi(x)^{-1}\delta_x)\pi^\phi(x, dr),
\]

where \( \pi^\phi \) was defined in (1.10). Let \( J^{(1, \rho)} \) denote the set of jump times of \( N^{(1, \rho)} \), and let \( J^{(2, \rho)} \) denote the set of jump times of \( N^{(2, \rho)} \). Then

\[
\int_0^\infty \int_{\mathcal{M}(E_{\phi})} F(s, v)N^{(1, \rho)}(ds, dv) = \sum_{s \in J^{(1, \rho)}} F(s, \Delta \overline{X}_s),
\]

\[
\int_0^\infty \int_{\mathcal{M}(E_{\phi})} F(s, v)N^{(2, \rho)}(ds, dv) = \sum_{s \in J^{(2, \rho)}} F(s, \Delta \overline{X}_s).
\]

Similar to the way we constructed \( S^J(ds, dx) \) from \( N(ds, dv) \), we can construct two martingale measures \( S^{(1, \rho)}(ds, dx) \) and \( S^{(2, \rho)}(ds, dx) \) respectively from \( N^{(1, \rho)}(ds, dv) \) and \( N^{(2, \rho)}(ds, dv) \). Then for any bounded Borel function \( g \) on \( \mathbb{R}_+ \times E \), we can obtain the following martingales, for \( t > 0 \),

\[
(2.13) \quad S_t^{(1, \rho)}(g) = \int_0^t \int_E g(s, x)S^{(1, \rho)}(ds, dx) = \int_0^t \int_{\mathcal{M}(E_{\phi})} F_g(s, v)(N^{(1, \rho)} - \tilde{N}^{(1, \rho)})(ds, dv)
\]

and

\[
(2.14) \quad S_t^{(2, \rho)}(g) = \int_0^t \int_E g(s, x)S^{(2, \rho)}(ds, dx) = \int_0^t \int_{\mathcal{M}(E_{\phi})} F_g(s, v)(N^{(2, \rho)} - \tilde{N}^{(2, \rho)})(ds, dv),
\]

where \( F_g(s, v) = \int_E g(s, x)v(dx) \).
2.2. Spine Decomposition of Superprocesses. Recall that \( \{(\xi_t)_{t \geq 0}; \Pi_x, x \in E\} \) is the spatial motion. Let \( (F_t^x)_{t \geq 0} \) be the natural filtration of \( (\xi_t)_{t \geq 0} \). For each \( x \in E \), let \( \tilde{\Pi}_x \) be the probability measure defined by
\[
\frac{d\tilde{\Pi}_x|_{F_t^x}}{d\Pi_x|_{F_t^x}} = e^{\int_0^t \beta(\xi_s)ds \phi(\xi_s)1_{\{\xi_s \in \xi\}}}, \quad t \geq 0.
\]

It can be verified (see [13] for example) that the process \( \{(\xi_t)_{t \geq 0}; \tilde{\Pi}_x, x \in E\} \) is a time homogeneous Markov process. For any \( \mu \in M(E) \), define \( (\phi\mu)(dx) := \phi(x)\mu(dx) \). For any \( \mu \in M^0(E) \), we define
\[
\Pi_\mu(\cdot) := \mu(E)^{-1} \int_E \Pi_x(\cdot)\mu(dx) \quad \text{and} \quad \tilde{\Pi}_\mu(\cdot) := \mu(E)^{-1} \int_E \tilde{\Pi}_x(\cdot)\mu(dx).
\]

For any \( \mu \in M^0(E) \), we define the probability measure \( \tilde{\mathbb{P}}_\mu \) by
\[
\frac{d\tilde{\mathbb{P}}_\mu|_{F_t}}{d\mathbb{P}|_{F_t}} = \frac{M_t(\phi)}{\mu(\phi)}, \quad t \geq 0.
\]

It is known (see, for instance, [17]) that for any \( t > 0 \),
\[
(2.17) \quad (X_t; \tilde{\mathbb{P}}_\mu) \overset{d}{=} (X_t + \sum_{\sigma \in D^C \cap [0,t]} X^{C,\sigma}_{t-\sigma} + \sum_{\sigma \in D^J \cap [0,t]} X^{J,\sigma}_{t-\sigma}; \Pi_\mu).
\]

The right-hand side is constructed as follows.

(i) \( \{(\xi_t)_{t \geq 0}; \Pi_\mu\} \) is a Markov process, called the spine process, with
\[
\{(\xi_t)_{t \geq 0}; \Pi_\mu\} \overset{d}{=} \{(\xi_t)_{t \geq 0}; \tilde{\Pi}_\phi\};
\]

(ii) Conditioned on \( (\xi_t)_{t \geq 0} \), the continuum immigration \( \{(X^{C,\sigma})_{\sigma \in D^C}; \Pi_\mu(\cdot|\{(\xi_t)_{t \geq 0}\})\} \) is a \( D \)-valued point process such that
\[
(2.18a) \quad n(ds, dw) := \sum_{\sigma \in D^C} \delta_{(\sigma,X^{C,\sigma})}(ds, dw)
\]
is a Poisson random measure on \( \mathbb{R}_+ \times D \) with intensity
\[
n(ds, dw) := \alpha(\xi_s)ds \cdot N_{\xi_s}(dw);
\]

(iii) Conditioned on \( (\xi_t)_{t \geq 0} \), the discrete immigration \( \{(X^{J,\sigma})_{\sigma \in D^J}; \Pi_\mu(\cdot|\{(\xi_t)_{t \geq 0}\})\} \) is a \( D \)-valued point process such that \( m(ds, dw) := \sum_{\sigma \in D^J} \delta_{(\sigma,X^{J,\sigma})}(ds, dw) \) is a Poisson random measure on \( \mathbb{R}_+ \times D \) with intensity
\[
m(ds, dw) := ds \cdot \int_{(0,\infty)} \nu^\mathbb{P}_{\phi_{\xi_s}}(X \in dw)\pi(\xi_s, dy);
\]

(vi) Given \( (\xi_t)_{t \geq 0}, (X^{C,\sigma})_{\sigma \in D^C} \) and \( (X^{J,\sigma})_{\sigma \in D^J} \) are independent.

(v) \( \{(X_t)_{t \geq 0}; \Pi_\mu\} \) is a copy of the superprocess \( \{(X_t)_{t \geq 0}; \mathbb{P}_\mu\} \), and is independent of \( (\xi_t)_{t \geq 0}, (X^{C,\sigma})_{\sigma \in D^C} \) and \( (X^{J,\sigma})_{\sigma \in D^J} \).
\{(ξ_t)_{t≥0}, (X^{C,σ})_{σ∈D^C}, (X^{J,σ})_{σ∈D^J}, (X_t)_{t≥0}; Q_μ\} is called a spine decomposition of \{(X_t)_{t≥0}; \tilde{P}_μ\}.

Put
\[ Z^C_t := \sum_{σ∈D^C∩[0,t]} X^{C,σ}_{t-σ} \quad \text{and} \quad Z^J_t := \sum_{σ∈D^J∩[0,t]} X^{J,σ}_{t-σ}, \quad t > 0. \]

Then the spine representation \( (2.17) \) of \( X \) can be simplified as for any \( t ≥ 0 \),
\[ (X_t; \tilde{P}_μ) \overset{d}{=} (X_t + Z^C_t + Z^J_t; Q_μ). \]

### 3. Proofs of Main Results

#### 3.1. Some Lemmas

Recall the definition \((1.14)\), i.e.,
\[ A_t(q) = \int_0^t e^{\frac{λs}{q}} (M_∞(\phi) - M_s(\phi)) ds, \quad t ∈ [0,∞). \]

Let \( A(q) \) denote the almost sure limit of \( A_t(q) \) as \( t → ∞ \) whenever it exists. For any \( p > 0 \),
\[ g(s,x) := e^{-\frac{λs}{q}} \phi(x) \]
is bounded on \( \mathbb{R}_+ × E \), and thus we can define a martingale \( (\tilde{A}_t(p))_{t≥0} \) by
\[ \tilde{A}_t(p) = \int_0^t e^{-\frac{λs}{q}} \int_E \phi(x) M(ds, dx), \quad t ≥ 0. \]

When the almost sure limit of this martingale exists as \( t → ∞ \), we denote the limit by \( \tilde{A}(p) \) and write it in the integral form \( \tilde{A}(p) := \int_0^∞ e^{-\frac{λs}{q}} \int_E \phi(x) M(ds, dx) \).

**Lemma 3.1.** Assume that \((1.13)\) holds. Suppose \( p ∈ (1,2] \), \( 1/p + 1/q = 1 \), \( r > 1 \), and \( μ ∈ M^0(E) \).

1. \( \tilde{A}_t(p) \) converges \( P_μ \)-almost surely as \( t → ∞ \) if and only if \( A_t(q) \) converges \( P_μ \)-almost surely and \( M_∞(\phi) - M_t(\phi) = o(e^{-\frac{λt}{q}}) \), \( P_μ \)-almost surely as \( t → ∞ \). In this case, we have
\[ A(q) = \frac{q\tilde{A}(p)}{λ} - \frac{q}{λ}(M_∞(\phi) - M_0(\phi)), \quad P_μ\text{-a.s.} \]

2. \( A_t(q) - A_1(q) \) is in \( L^r(P_μ) \) and converges in \( L^r(P_μ) \) as \( t → ∞ \) if and only if \( \tilde{A}_t(p) - \tilde{A}_1(p) \) is in \( L^r(P_μ) \) and converges in \( L^r(P_μ) \) as \( t → ∞ \). In this case, we have
\[ A(q) - A_1(q) = \frac{q}{λ}(\tilde{A}(p) - \tilde{A}_1(p)) = \frac{q}{λ} e^{\frac{λt}{q}} (M_∞(\phi) - M_1(\phi)) \quad \text{in } L^r(P_μ), \]
where \( A(q) - A_1(q) \) (resp. \( \tilde{A}(p) - \tilde{A}_1(p) \)) is the \( L^r(P_μ) \)-limit of \( A_t(q) - A_1(q) \) (resp. \( \tilde{A}_t(p) - \tilde{A}_1(p) \)) as \( t → ∞ \).

**Proof:** The assumption \((1.13)\) implies the uniform integrability of \( M_t(\phi), t ∈ [0,∞] \). Consequently, \( M_t(\phi) \) is bounded on \( [0,∞] \) \( P_μ \)-almost surely. By the bounded convergence theorem and the stochastic Fubini theorem for martingale measures (c.f. [16 Theorem 7.24]), for any \( T > 0 \),
\[ A_T(q) = \lim_{t→∞} \int_0^T e^{\frac{λs}{q}} dt \int_t^l e^{-λs} \int_E \phi(x) M(ds, dx) \]
\[ = \lim_{t→∞} \int_t^l e^{-λs} \int_E \phi(x) M(ds, dx) \int_0^{s/T} e^{\frac{λt}{q}} dt \]
\[ = \frac{q}{λ} \lim_{t→∞} \int_t^l e^{-λs} (e^{\frac{λ(s/T)}{q}} - 1) \int_E \phi(x) M(ds, dx) \]
From this we get that

\[ \frac{dA_t(q)}{dt} = e^{\frac{\lambda}{q} t} (M_\infty(\phi) - M_t(\phi)) \]

for almost every \( t \in (0, \infty) \). Therefore (3.4) can be rewritten as

\[ A_t'(q) = (M_\infty(\phi) - M_0(\phi)) - \frac{1}{q} \left( M_{\infty}(\phi) - M_0(\phi) \right) \]

Note that \( A_t'(q) = \frac{dA_t(q)}{dt} = e^{\frac{\lambda}{q} t} (M_\infty(\phi) - M_t(\phi)) \) for almost every \( t \in (0, \infty) \).

From this we get that

\[ e^{-\frac{\lambda}{q} t} A_t(q) = \frac{q}{\lambda} (M_\infty(\phi) - M_0(\phi))(1 - e^{-\frac{\lambda}{q} t}) - \int_0^t e^{-\frac{\lambda}{q} s} \tilde{A}_s(p) ds, \quad \text{a.e. } t > 0. \]

Combining this with (3.5), we get that for almost every \( t \in (0, \infty) \),

\[ e^{-\frac{\lambda}{q} t} A_t'(q) = \left( M_\infty(\phi) - M_0(\phi) \right)(1 - e^{-\frac{\lambda}{q} t}) - \frac{1}{q} \int_0^t e^{-\frac{\lambda}{q} s} \tilde{A}_s(p) ds \]

Since for a.e. \( t > 0 \), \( e^{-\frac{\lambda}{q} t} A_t'(q) = M_\infty(\phi) - M_t(\phi) \), we have for almost all \( T, t > 0 \),

\[ e^{-\frac{\lambda}{q} t} A_t'(q) - e^{-\frac{\lambda}{q} (T + t)} A_{T+t}'(q) = M_{T+t}(\phi) - M_t(\phi). \]

Using (3.6), we get that for almost all \( T, t > 0 \),

\[ e^{\frac{\lambda}{q} T} (M_{T+t}(\phi) - M_T(\phi)) = e^{-\frac{\lambda}{q} t} \tilde{A}_{T+t}(p) - \tilde{A}_T(p) + \frac{\lambda}{q} \int_0^t e^{-\frac{\lambda}{q} s} \tilde{A}_{T+s} ds \]

Since (1 - \( e^{-\frac{\lambda}{q} t} \)) \( \tilde{A}_{T+t} = \frac{1}{q} \int_0^t e^{-\frac{\lambda}{q} s} \tilde{A}_{T+s} ds \), (3.7) can be written as: for almost all \( T, t > 0 \),

\[ e^{\frac{\lambda}{q} T} (M_{T+t}(\phi) - M_T(\phi)) = \tilde{A}_{T+t}(p) - \tilde{A}_T(p) + \frac{\lambda}{q} \int_0^t e^{-\frac{\lambda}{q} s} (\tilde{A}_{T+t}(p) - \tilde{A}_{T+s}(p)) ds. \]

(1) If \( A_T(q) \) converges \( \mathbb{P}_\mu \)-almost surely as \( T \to \infty \) and \( \lim_{T \to \infty} e^{\frac{\lambda}{q} T} (M_\infty(\phi) - M_T(\phi)) = 0 \), then by (3.4), \( \tilde{A}_T(p) \) converges \( \mathbb{P}_\mu \)-almost surely as \( T \to \infty \), and (3.2) follows. Conversely, if \( \tilde{A}_T(p) \) converges \( \mathbb{P}_\mu \)-a.s. as \( T \to \infty \), then for any \( \varepsilon > 0 \), there is \( \tilde{T}(\omega) > 0 \) such that for \( T > \tilde{T}(\omega) \) and \( t, s \geq 0 \), \( |\tilde{A}_{T+t}(p) - \tilde{A}_{T+s}(p)| < \varepsilon \). Using (3.8) and the right continuity of \( M_t(\phi) \), we have for any \( t, T > 0 \),

\[ \left| e^{\frac{\lambda}{q} T} (M_{T+t}(\phi) - M_T(\phi)) \right| \leq |\tilde{A}_{T+t}(p) - \tilde{A}_T(p)| + \frac{\lambda}{q} \int_0^t e^{-\frac{\lambda}{q} s} |\tilde{A}_{T+t}(p) - \tilde{A}_{T+s}(p)| ds \]
\[
\leq \varepsilon + \varepsilon \frac{\lambda}{q} \int_0^t e^{-\frac{\lambda}{q} s} ds \leq 2\varepsilon.
\]

Letting \( t \to \infty \), we get that for \( T > \bar{T}, \) \( e^{\frac{\lambda}{q} T} (M_\infty(\phi) - M_T(\phi)) \leq 2\varepsilon \). Since \( \varepsilon > 0 \) is arbitrary, we have
\[
\mathbb{P}_\mu \left( \lim_{T \to \infty} e^{\frac{\lambda}{q} T} (M_\infty(\phi) - M_T(\phi)) = 0 \right) = 1.
\]

Thus by (3.4), \( A_T(q) \) converges \( \mathbb{P}_\mu \)-almost surely as \( T \to \infty \).

(2) Now we consider the \( L^r(\mathbb{P}_\mu) \) convergence. For any \( T \geq 1 \), note that
\[
\int_T^{T+1} e^{\frac{\lambda}{q} t} (M_\infty(\phi) - M_t(\phi)) dt
= \int_T^{T+1} e^{\frac{\lambda}{q} t} (M_\infty(\phi) - M_{T+1}(\phi)) dt + \int_T^{T+1} e^{\frac{\lambda}{q} t} (M_{T+1}(\phi) - M_t(\phi)) dt
= \frac{q}{\lambda} (M_\infty(\phi) - M_{T+1}(\phi)) e^{\frac{\lambda}{q} (T+1)} \left( 1 - e^{-\lambda/q} \right) + \mathbb{P}_\mu \left( \int_T^{T+1} e^{\frac{\lambda}{q} t} (M_\infty(\phi) - M_t(\phi)) dt \big| \mathcal{F}_{T+1} \right),
\]
which can be written as
\[
(3.9) \quad A_{T+1}(q) - A_T(q)
= \frac{q}{\lambda} (M_\infty(\phi) - M_{T+1}(\phi)) e^{\frac{\lambda}{q} (T+1)} \left( 1 - e^{-\lambda/q} \right) + \mathbb{P}_\mu \left( A_{T+1}(q) - A_T(q) \big| \mathcal{F}_{T+1} \right).
\]

By Jensen’s inequality,
\[
\mathbb{P}_\mu \left[ \mathbb{P}_\mu \left( A_{T+1}(q) - A_T(q) \big| \mathcal{F}_{T+1} \right)^r \right] \leq \mathbb{P}_\mu \left| A_{T+1}(q) - A_T(q) \right|^r.
\]

If \( A_t(q) - A_1(q) \) is in \( L^r(\mathbb{P}_\mu) \) and has an \( L^r(\mathbb{P}_\mu) \) limit as \( t \to \infty \), then by (3.9), \( \{ (M_\infty(\phi) - M_T(\phi)) e^{\frac{\lambda}{q} T}, T \geq 1 \} \) is bounded in \( L^r(\mathbb{P}_\mu) \). We obtain from (3.4) that the martingale \( \{ (\tilde{A}_t(p) - \tilde{A}_1(p)); t \geq 1 \} \) is \( L^r(\mathbb{P}_\mu) \) bounded as well. Thus the martingale \( \tilde{A}_t(p) - \tilde{A}_1(p) \) has an \( L^r(\mathbb{P}_\mu) \) limit as \( t \to \infty \).

Conversely, if \( \tilde{A}_t(p) - \tilde{A}_1(p) \) is in \( L^r(\mathbb{P}_\mu) \) and has an \( L^r(\mathbb{P}_\mu) \) limit \( \tilde{A}(p) - \tilde{A}_1(p) \) as \( t \to \infty \), thanks to (3.8) and Jensen’s inequality, for \( t \geq 1 \),
\[
(3.10) \quad \mathbb{P}_\mu \left[ \left| e^{\frac{\lambda}{q} t} (M_\infty(\phi) - M_t(\phi)) \right|^r \right]
\leq \mathbb{P}_\mu \left[ \left| \tilde{A}(p) - \tilde{A}_t(p) \right|^r + \frac{\lambda}{q} \int_0^\infty e^{-\frac{\lambda}{q} s} \mathbb{P}_\mu \left[ \left| \tilde{A}(p) - \tilde{A}_{t+s}(p) \right|^r \right] ds.
\]

Applying the dominated convergence theorem to the second term of the right-hand above, we get
\[
(3.11) \quad \lim_{t \to \infty} \mathbb{P}_\mu \left[ \left| e^{\frac{\lambda}{q} t} (M_\infty(\phi) - M_t(\phi)) \right|^r \right] = 0.
\]

By Minkowski’s inequality, for any \( t_1, t_2 \geq 1 \), in (3.4), we deduce that
\[
\| A_{t_1}(q) - A_{t_2}(q) \|_r
\leq \frac{q}{\lambda} \left[ \| \tilde{A}_{t_1}(p) - \tilde{A}_{t_2}(p) \|_r + \| e^{\frac{\lambda}{q} t} (M_\infty(\phi) - M_{t_1}(\phi)) \|_r + \| e^{\frac{\lambda}{q} t} (M_\infty(\phi) - M_{t_2}(\phi)) \|_r \right].
\]

Therefore, \( A_t(q) - A_1(q) \) is in \( L^r(\mathbb{P}_\mu) \) and has an \( L^r(\mathbb{P}_\mu) \) limit as \( t \to \infty \). \( \square \)
Lemma 3.2. Suppose $\mu \in \mathcal{M}^0(E)$ and $\gamma > 0$ is a constant. Define for $t \geq 0$,

$$
\tilde{C}_t(\gamma) = \int_0^t e^{-\lambda s} \gamma \int_E \phi(x) M(ds, dx), \quad C_t(\gamma) = \int_0^t s^{\gamma-1} (M_\infty(\phi) - M_s(\phi)) ds.
$$

Then $\tilde{C}_t(\gamma)$ converges $\mathbb{P}_\mu$-almost surely as $t \to \infty$ if and only if $C_t(\gamma)$ converges and $t^{\gamma-1} (M_\infty(\phi) - M_t(\phi)) = o(t^{-1})$, $\mathbb{P}_\mu$-almost surely as $t \to \infty$. When $\tilde{C}_t(\gamma)$ (resp. $C_t(\gamma)$) converges as $t \to \infty$, we denote its limit by $\tilde{C}(\gamma)$ (resp. $C(\gamma)$). Then we have

$$
\gamma \tilde{C}(\gamma) = C(\gamma), \quad \mathbb{P}_\mu\text{-a.s.}
$$

Proof: The proof is similar to that of Lemma 3.1. Similar to (3.4), we have for any $T > 0$,

$$
C_T(\gamma) = \lim_{t \to \infty} \int_0^T \int_0^t e^{-\lambda s} \gamma \int_E \phi(x) M(ds, dx)
$$

$$
= \lim_{t \to \infty} \int_0^1 e^{-\lambda s} \gamma \int_E \phi(x) M(ds, dx) \int_0^{s/T} t^{\gamma-1} dt
$$

$$
= \frac{1}{\gamma} \lim_{t \to \infty} \int_0^1 e^{-\lambda s} (s \wedge T)^\gamma \int_E \phi(x) M(ds, dx)
$$

$$
= \frac{1}{\gamma} \int_0^T e^{-\lambda s} \gamma \int_E \phi(x) M(ds, dx) + \frac{1}{\gamma} T^{\gamma} (M_\infty(\phi) - M_T(\phi))
$$

$$
= \frac{1}{\gamma} \tilde{C}_T(\gamma) + \frac{1}{\gamma} T^{\gamma} [M_\infty(\phi) - M_T(\phi)].
$$

If $C_t(\gamma)$ converges and $t^{\gamma-1} (M_\infty(\phi) - M_t(\phi)) = o(t^{-1})$ as $t \to \infty$ $\mathbb{P}_\mu$-almost surely. Using (3.13), we get $\tilde{C}_T(\gamma)$ converges $\mathbb{P}_\mu$-almost surely and (3.12) holds. We now deduce the almost sure convergence of $C_t(\gamma)$ and $t^{\gamma} [M_\infty(\phi) - M_t(\phi)]$ from the a.s. convergence of $\tilde{C}_t(\gamma)$. From (3.13), we get

$$
T^{\gamma} [M_\infty(\phi) - M_T(\phi)] = \gamma C_T(\gamma) - \tilde{C}_T(\gamma)
$$

and

$$
T^{\gamma} [M_\infty(\phi) - M_{T+t}(\phi)] = \frac{T^{\gamma}}{(T+t)^{\gamma}} \left[ \gamma C_{T+t}(\gamma) - \tilde{C}_{T+t}(\gamma) \right].
$$

It follows from the two displays above that

$$
T^{\gamma} [M_{T+t}(\phi) - M_T(\phi)] = \gamma T^{\gamma} \left[ \frac{C_T(\gamma)}{T^{\gamma}} - \frac{C_{T+t}(\gamma)}{(T+t)^{\gamma}} \right] + \frac{T^{\gamma}}{(T+t)^{\gamma}} \tilde{C}_{T+t}(\gamma) - \tilde{C}_T(\gamma).
$$

Noticing that $t^{\gamma} (M_\infty(\phi) - M_t(\phi)) = t \frac{dC_t(\gamma)}{dt} = t C_t'(\gamma)$ for a.e. $t > 0$, (3.13) can be written as

$$
\gamma C_t(\gamma) - t C_t'(\gamma) = \tilde{C}_t(\gamma), \quad \text{a.e. } t > 0.
$$

From this we get that for any $t, T > 0$,

$$
\frac{C_T(\gamma)}{T^{\gamma}} - \frac{C_{T+t}(\gamma)}{(T+t)^{\gamma}} = \int_T^{T+t} \frac{C_s(\gamma)}{s^{\gamma+1}} ds.
$$

Simple calculations yield

$$
\frac{T^{\gamma}}{(T+t)^{\gamma}} \tilde{C}_{T+t}(\gamma) - \tilde{C}_T(\gamma) = \tilde{C}_{T+t}(\gamma) - \tilde{C}_T(\gamma) - \gamma T^{\gamma} \int_T^{T+t} \frac{C_{T+t}(\gamma)}{s^{\gamma+1}} ds.
$$
Lemma 3.4. Assume that Assumptions 1-2 and need to consider the convergences of if and only if $L$ converges and $\gamma > 0$ we can show that for any $C$ Therefore, it follows from (3.13) that $C_t(\gamma)$ converges $P_\mu$-almost surely and (3.12) holds as well. □

Remark 3.3. Suppose that $L(ds, dx)$ is a random measure on $[0, \infty) \times E$ such that, as $t \to \infty$, $L_t := \int_0^t e^{-\lambda s} \int_E \phi(x)L(ds, dx) \to L_\infty$, $P_\mu$-a.s.

where $L_\infty$ is a finite random variable. Using arguments similar to those in the proof of Lemma 3.2, we can show that for any $\gamma > 0$, $\int_0^T e^{-\lambda s} \int_E \phi(x)L(ds, dx)$ converges $P_\mu$-almost surely as $T \to \infty$ if and only if

\[
\int_0^T \gamma^{-1} dt \int_0^T e^{-\lambda s} \int_E \phi(x)L(ds, dx) = \int_0^T \gamma^{-1} (L_\infty - L_t) dt
\]

converges and $L_\infty - L_T = o(T^{-\gamma})$, $P_\mu$-almost surely as $T \to \infty$.

Lemma 3.4. Assume that Assumptions 1-2 and (1.13) hold. Let $1 \leq a < p \leq 2$.

1. If (1.15) holds, then for any $\mu \in M^0(E)$, $(\tilde{A}_t(a) - \tilde{A}_1(a))$ is in $L^p(P_\mu)$ and converges in $L^p(P_\mu)$ and therefore $P_\mu$-almost surely as $t \to \infty$.

2. Suppose that for some $\mu \in M^0(E)$, $(\tilde{A}_t(a) - \tilde{A}_1(a))$ is in $L^p(P_\mu)$ and converges in $L^p(P_\mu)$ as $t \to \infty$, then it must converge $P_\mu$-almost surely as $t \to \infty$ and (1.15) holds.

Proof: (1) Suppose condition (1.15) holds. From the definition (3.1) of $\tilde{A}_t(a)$ and (2.9), we only need to consider the convergences of

\[
\int_1^t e^{-\lambda s} \int_E \phi(x) S^J(ds, dx) \quad \text{and} \quad \int_1^t e^{-\lambda s} \int_E \phi(x) S^C(ds, dx)
\]
as $t \to \infty$. Recall that definitions of $S_t^{(1,\infty)}$ and $S_t^{(2,\infty)}$ given in (2.13) and (2.14) with $\rho = \infty$. For the “small jump” part, by the Burkholder-Davis-Gundy inequality, we have

\[
P_\mu \left[ \sup_{t \geq 0} S_t^{(1,\infty)}(e^{-\lambda \cdot \phi}) \right]^2 \lesssim P_\mu \left( \int_0^\infty \int_{M(E_0)} F^2 e^{-\lambda \phi} (s, u) \tilde{X}^{(1,\infty)}(ds, dv) \right)
\]

\[
= P_\mu \left( \int_0^\infty ds \int_E X_s(dx) \int_0^1 F^2 e^{-\lambda \phi} (s, r\phi(x)^{-1} \delta_x) \pi^\phi(x, dr) \right)
\]

\[
= \int_0^\infty e^{-\frac{a}{2}s} \left( \int_0^1 r^2 \pi^\phi(\cdot, dr) \right) ds.
\]
Thanks to (1.11), we have

\begin{align*}
(3.19) \quad \mathbb{P}_\mu \left[ \left( \sup_{t \geq 1} S_{t}^{(1,\infty)}(e^{-\frac{2}{a}} \phi) \right)^{2} \right] & \lesssim \int_{0}^{\infty} e^{-\frac{2}{a} s} \langle P_{s}^{\beta} \phi, \mu \rangle ds \\
& = \frac{a}{(2 - a) \lambda} \int_{E} \phi(y) \mu(dy) < \infty,
\end{align*}

where in the last equality, we used the fact that $e^{-\lambda s} P_{s}^{\beta} \phi = \phi$ for $s \geq 0$. Applying the Burkholder-Davis-Gundy inequality to $S_{t}^{(2,\infty)}(e^{-\frac{2}{a}} \phi)$, we obtain that for $1 < p \leq 2$,

\begin{align*}
& \mathbb{P}_\mu \left[ \left( \sup_{t \geq 1} \left( S_{t}^{(2,\infty)}(e^{-\frac{1}{a}} \phi) - S_{1}^{(2,\infty)}(e^{-\frac{1}{a}} \phi) \right) \right)^{p} \right] \\
& \quad \lesssim \mathbb{P}_\mu \left[ \sum_{s \in (1,\infty) \cap J(2,\infty)} F e^{-\frac{1}{2} \phi}(s, \Delta X_{s})^{2} \right]^{\frac{p}{2}} \\
& \quad \leq \mathbb{P}_\mu \left[ \int_{1}^{\infty} \frac{1}{ds} \int_{E} X_{s}(dx) \int_{1}^{\infty} \frac{F}{e^{-\frac{1}{2} \phi}}(s, r \phi(x)^{-1} \delta_{s}) \pi^{\phi}(x, dr) \right] \\
& \quad = \int_{1}^{\infty} e^{-\frac{2}{a} s} \langle P_{s}^{\beta} \left( \int_{1}^{\infty} r^{p} \pi^{\phi}(\cdot, dr) \right) , \mu \rangle ds.
\end{align*}

Set $h(x) := \int_{1}^{\infty} r^{p} \pi^{\phi}(x, dr)$. Condition (1.15) says that $h \in L^{1}_{+}(\nu)$. Note that $p > a$. If $\mu \in \mathcal{M}^{0}(E)$, by Assumption 2,

\begin{align*}
& \int_{1}^{\infty} e^{-\frac{2}{a} s} \langle P_{s}^{\beta} \left( \int_{1}^{\infty} r^{p} \pi^{\phi}(\cdot, dr) \right) , \mu \rangle ds \lesssim \mu(\phi) \nu(h) \left( 1 + \sup_{t > 1, x \in E} |C_{t,x,h}| \right) \int_{1}^{\infty} e^{-(\frac{a}{2} - 1) \lambda s} ds < \infty.
\end{align*}

Therefore,

\begin{align*}
(3.20) \quad \mathbb{P}_\mu \left[ \left( \sup_{t \geq 1} \left( S_{t}^{(2,\infty)}(e^{-\frac{1}{a}} \phi) - S_{1}^{(2,\infty)}(e^{-\frac{1}{a}} \phi) \right) \right)^{p} \right] < \infty.
\end{align*}

Combining (3.19) and (3.20), we get

\begin{align*}
(3.21) \quad \mathbb{P}_\mu \left[ \left( \sup_{t \geq 1} \int_{1}^{t} e^{-\frac{1}{a} s} \int_{E} \phi(x) S^{J}(ds, dx) \right)^{p} \right] < \infty.
\end{align*}

We also have

\begin{align*}
(3.22) \quad \sup_{t \geq 0} \mathbb{P}_\mu \left[ \left( \int_{0}^{t} e^{-\frac{1}{a} s} \int_{E} \phi(x) S^{C}(ds, dx) \right)^{2} \right] & = \mathbb{P}_\mu \int_{0}^{\infty} e^{-\frac{2}{a} \lambda s} (\alpha \phi^{2}, X_{s}) ds \\
& = \int_{0}^{\infty} e^{-\frac{2}{a} \lambda s} ds \int_{E} P_{s}^{\beta} (\alpha \phi^{2})(y) \mu(dy) \lesssim \frac{a \|\alpha \phi\|_{\infty}}{(2 - a) \lambda} \langle \phi, \mu \rangle < \infty.
\end{align*}

Consequently, by (3.21) and (3.22), $\sup_{t \geq 1} \mathbb{P}_\mu \left( |\tilde{A}_{t}(a) - \tilde{A}_{1}(a)|^{p} \right) < \infty$. Thus $\tilde{A}_{t}(a) - \tilde{A}_{1}(a)$ is in $L^{p}(\mathbb{P}_\mu)$ and converges in $L^{p}(\mathbb{P}_\mu)$ and $\mathbb{P}_\mu$-almost surely as $t \to \infty$.

(2) Suppose that, for some $\mu \in \mathcal{M}^{0}(E)$, $\tilde{A}_{t}(a) - \tilde{A}_{1}(a) \to \tilde{A}(a) - \tilde{A}_{1}(a)$ in $L^{p}(\mathbb{P}_\mu)$ as $t \to \infty$. Then $\mathbb{P}_\mu \left( |\tilde{A}(a) - \tilde{A}_{1}(a)|^{p} \right) < \infty$. Since $\tilde{A}_{t}(a)$ is a $\mathbb{P}_\mu$-martingale, it must converge $\mathbb{P}_\mu$-almost surely as $t \to \infty$. By Jensen’s inequality, for any $t > 1$,

\begin{align*}
\mathbb{P}_\mu(|\tilde{A}_{t}(a) - \tilde{A}_{1}(a)|^{p}) = \mathbb{P}_\mu \left( \left| \mathbb{P}_\mu \left( A(a) - \tilde{A}_{1}(a) \mid \mathcal{F}_{t} \right) \right|^{p} \right) \leq \mathbb{P}_\mu(|\tilde{A}(a) - \tilde{A}_{1}(a)|^{p}) < \infty.
\end{align*}
We have shown in (3.19) and (3.22) that
\[ P_\mu \left( \left( S_t^{(1,\infty)}(e^{-\frac{t}{\lambda} \phi}) - S_t^{(2,\infty)}(e^{-\frac{t}{\lambda} \phi}) \right)^2 \right) < \infty \quad \text{and} \quad P_\mu \left( \left( \int_0^t e^{-\frac{s}{\lambda} \phi} \int \phi(x) S^C(ds, dx) \right)^2 \right) < \infty. \]

Therefore, by the definition of \( \tilde{A}_t(a) \) given in (3.11), we have that for any \( t \geq 0, \)
\[ P_\mu \left( \left( S_t^{(2,\infty)}(e^{-\frac{t}{\lambda} \phi}) - S_t^{(2,\infty)}(e^{-\frac{t}{\lambda} \phi}) \right)^p \right) < \infty. \]  

(3.23)

Note that it follows from (3.10) that \( P_\mu(|M_\infty(\phi) - M_1(\phi)|^p) < \infty \) when \( P_\mu(|A(a) - \tilde{A}_1(a)|^p) < \infty \). Therefore,
\[ P_\mu \left[ M_\infty(\phi)^p \big| F_1 \right] \leq P_\mu \left[ M_\infty(\phi)^p \big| F_1 \right] + M_1(\phi)^p < \infty. \]

Since \( \{M_t(\phi); t \geq 1\} \) is a martingale with respect to \( (F_t)_{t \geq 1} \), under \( P_\mu(\cdot|F_1) \), we have almost surely
\[ P_\mu \left[ \sup_{t \geq 1} M_t(\phi)^p \big| F_1 \right] < \infty. \]

Thus for the compensator \( \hat{N}^{(2,\infty)} \) of the “big jumps”, we have \( P_\mu \)-almost surely
\[ P_\mu \left[ \left( \int_1^t \int_{M(E_0)} F e^{-\frac{s}{\lambda} \phi} (s, v) \hat{N}^{(2,\infty)}(ds, dv) \right)^p \big| F_1 \right] \]
\[ = P_\mu \left[ \left( \int_1^t e^{-\frac{s}{\lambda} \phi} ds \int X_s(dx) \int_1^\infty r p \phi(x, dx) \right)^p \big| F_1 \right] \]
\[ \leq P_\mu \left[ \left( \int_1^t e^{-\frac{s}{\lambda} \phi} M_s(\phi) ds \right)^p \big| F_1 \right] \leq f_\alpha(t) P_\mu \left( \sup_{s \leq t} M_s(\phi)^p \big| F_1 \right) \]
\[ \leq f_\alpha(t) \sup_{s \leq t} M_s(\phi)^p \big| F_1 \right) < \infty, \quad t \geq 1, \]

where \( \frac{1}{a^s} + \frac{1}{a} = 1 \) and \( f_\alpha(t) = \begin{cases} \frac{a^s}{\lambda e^{\frac{t}{\lambda} \phi}}, & a > 1 \\ \frac{t}{\lambda e^{\frac{t}{\lambda} \phi}}, & a = 1 \end{cases} \) and in the first inequality we used (1.11). It follows from (3.23) and (3.24) that for any \( t > 1, \)
\[ P_\mu \left[ \left( \int_1^t \int_{M(E_0)} F e^{-\frac{s}{\lambda} \phi} (s, v) \hat{N}^{(2,\infty)}(ds, dv) \right)^p \big| F_1 \right] < \infty. \]

Since \( p > 1, \) \( \{X_t\} \) is Markov and \( F e^{-\lambda \phi}(s, v) \geq 0 \), for any \( t > 0, \)
\[ \infty > P_{X_1} \left[ \left( \int_0^t \int_{M(E_0)} F e^{-\frac{s}{\lambda} \phi} (s + 1, v) \hat{N}^{(2,\infty)}(ds, dv) \right)^p \right] \]
\[ = P_{X_1} \left[ \left( \sum_{s \in (0, t] \cap J^{(2,\infty)}} F e^{-\frac{s}{\lambda} \phi}(s + 1, \Delta \bar{X}_s) \right)^p \right] \]
\[ \geq P_{X_1} \left[ \left( \sum_{s \in (0, t] \cap J^{(2,\infty)}} \left( F e^{-\frac{s}{\lambda} \phi}(s + 1, \Delta \bar{X}_s) \right)^p \right) \right] \]
\[ = P_{X_1} \left[ \int_0^t e^{-\frac{s}{\lambda} \phi(s + 1)} ds \int \int_1^\infty r p \phi(x, dx) \right] \]
Integrating both sides of the above inequality with respect to such that when \( h \)
where \( L \)

\[
\text{(3.25)}
\]

Lemma 3.5. Suppose \( \rho \) holds and \( T_0 \) is the constant in \( (1.16) \). Then there is a constant \( K > 0 \) such that, for any \( \mu \in \mathcal{M}^0(E) \), and any \( t,n,a,b > 0 \) satisfying \( 0 < b < a \) and \( e^{bn} > T_0 \),

\[
\overline{P}_\mu(\langle \phi, X_t \rangle > e^{an}) \leq 3 \langle \phi, \mu \rangle e^{\lambda t - an} + Ke^{\lambda t - (a-b)n} + Kt \int_E \nu(dy) \int_{e^{bn}}^{\infty} r^p \pi^\phi(y, dr).
\]

Proof: It follows from the spine decomposition that

\[
\text{(3.25)}
\]

\[
\frac{3Q_\mu(\langle \phi, X_t \rangle)}{e^{an}} \leq \frac{3Q_\mu(\langle \phi, Z_t^C \rangle)}{e^{an}} + \frac{3Q_\mu(\langle \phi, Z_t^J \rangle)}{e^{an}}.
\]

Noting that \( Q_\mu(\langle \phi, X_t \rangle) = \bar{P}_\mu(\langle \phi, X_t \rangle) = e^{\lambda t} \langle \phi, \mu \rangle \), we get

\[
\frac{3Q_\mu(\langle \phi, X_t \rangle)}{e^{an}} \leq 3 \langle \phi, \mu \rangle e^{\lambda t - an}.
\]

Since \( Q_\mu(\langle \phi, Z_t^C \rangle) = \bar{P}_\mu \left[ \int_0^t \alpha(\xi_s) e^{\lambda (t-s)} ds \right] \leq \frac{2 \| \phi \| \infty e^{\lambda t}}{\lambda} \), it follows that

\[
\frac{3Q_\mu(\langle \phi, Z_t^C \rangle)}{e^{an}} \leq 6 \| \phi \| \infty e^{\lambda t} e^{-an}.
\]
Let \( m_\sigma = X_0^{J,\sigma}(E) \) for \( \sigma \in D^J \). From the construction of \( Z_t^{J,\sigma} \), we can estimate the third term in (3.25) as follows:

\[
\mathbb{Q}_\mu \left( \langle \phi, Z_t^{J,\sigma} \rangle > \frac{1}{3} e^{an} \right) \leq \mathbb{Q}_\mu \left( \sum_{\sigma \in D^J \cap [0,t]; m_\sigma \phi(\xi_\sigma) > e^{bn}} \langle \phi, X_{t-\sigma}^{J,\sigma} \rangle > \frac{1}{6} e^{an} \right) + \mathbb{Q}_\mu \left( \sum_{\sigma \in D^J \cap [0,t]; m_\sigma \phi(\xi_\sigma) \leq e^{bn}} \langle \phi, X_{t-\sigma}^{J,\sigma} \rangle > \frac{1}{6} e^{an} \right).
\]

By the Markov inequality,

\[
(3.27) \quad \mathbb{Q}_\mu \left( \sum_{\sigma \in D^J \cap [0,t]; m_\sigma \phi(\xi_\sigma) \leq e^{bn}} \langle \phi, X_{t-\sigma}^{J,\sigma} \rangle > \frac{1}{6} e^{an} \right) \leq 6 e^{-an} \mathbb{Q}_\mu \left( \sum_{\sigma \in D^J \cap [0,t]; m_\sigma \phi(\xi_\sigma) \leq e^{bn}} \langle \phi, X_{t-\sigma}^{J,\sigma} \rangle \right)
\]

\[
= 6 e^{-an} \bar{\Pi}_{\phi_\mu} \left[ t \int_0^t e^{\lambda(s-t)} \phi^{-1}(\xi_s) ds \int_0^r r^2 \pi^\phi(\xi_s, dr) \right]
\]

\[
= 6 e^{-an} \bar{\Pi}_{\phi_\mu} \int_0^t e^{\lambda(s-t)} \phi^{-1}(\xi_s) ds \left( \int_0^1 r^2 \pi^\phi(\xi_s, dr) + \int_1^{e^{bn}} r^2 \pi^\phi(\xi_s, dr) \right)
\]

\[
\leq 6 e^{-(a-b)n} \bar{\Pi}_{\phi_\mu} \int_0^t e^{\lambda(s-t)} \phi^{-1}(\xi_s) ds \int_0^{e^{bn}} (r \wedge r^2) \pi^\phi(\xi_s, dr).
\]

Thus by (1.11) and (3.27),

\[
(3.28) \quad \mathbb{Q}_\mu \left( \sum_{\sigma \in D^J \cap [0,t]; m_\sigma \phi(\xi_\sigma) \leq e^{bn}} \langle \phi, X_{t-\sigma}^{J,\sigma} \rangle > \frac{1}{6} e^{an} \right) \leq \frac{6C}{\lambda} e^{\lambda t - (a-b)n} = A e^{\lambda t - (a-b)n},
\]

where \( A = \frac{6C}{\lambda} \) and \( C \) is the constant in (1.11). It is obvious that \( A \) is independent of \( \mu, t, a \) and \( b \).

When the event \( \left\{ \sum_{\sigma \in D^J \cap [0,t]; m_\sigma \phi(\xi_\sigma) > e^{bn}} \langle \phi, X_{t-\sigma}^{J,\sigma} \rangle > \frac{1}{6} e^{an} \right\} \) occurs, \( \# \{ \sigma \in D^J \cap [0,t]; m_\sigma \phi(\xi_\sigma) > e^{bn} \} \geq 1 \). Thus

\[
\mathbb{Q}_\mu \left( \sum_{\sigma \in D^J \cap [0,t]; m_\sigma \phi(\xi_\sigma) > e^{bn}} \langle \phi, X_{t-\sigma}^{J,\sigma} \rangle > \frac{1}{6} e^{an} \right) \leq \mathbb{Q}_\mu \left( \sum_{\sigma \in D^J \cap [0,t]; m_\sigma \phi(\xi_\sigma) > e^{bn}} 1 \geq 1 \right)
\]

\[
\leq \mathbb{Q}_\mu \left( \sum_{\sigma \in D^J \cap [0,t]; m_\sigma \phi(\xi_\sigma) > e^{bn}} 1 \right) = \bar{\Pi}_{\phi_\mu} \left[ \int_0^t ds \int_{e^{bn}}^{\infty} r \pi^\phi(\xi_s, dr) \right].
\]

When \( e^{bn} \geq T_0 \), we have

\[
\bar{\Pi}_{\phi_\mu} \left[ \int_0^t ds \int_{e^{bn}}^{\infty} r \pi^\phi(\xi_s, dr) \right] \leq B \bar{\Pi}_{\phi_\mu} \left[ \int_0^t \phi(\xi_s) ds \int_E \nu(dy) \int_{e^{bn}}^{\infty} r \pi^\phi(y, dr) \right].
\]
Therefore,

\[
(3.29) \quad \mathbb{Q}_\mu \left( \sum_{\sigma \in \mathcal{P}^{(1)} \cap [0,1]} \langle \phi, X_{t}^{m,\sigma} \rangle > \frac{1}{6} \varepsilon \right) \leq B t \|\phi\|_\infty \int_{e^{\eta n}}^{\infty} \nu(dy) \int_{e^{\eta n}}^{\infty} r \pi \phi(y, dr).
\]

Put \( K = \frac{6}{\lambda} + A + B \|\phi\|_\infty \), which is independent of \( \mu, t, a \) and \( b \). Combining (3.25), (3.26), (3.28) and (3.29), we obtain

\[
\mathbb{Q}_\mu (\langle \phi, X_t \rangle > \varepsilon) \leq 3 \langle \phi, \mu \rangle e^{\lambda t - a n} + K e^{\lambda t - (a - b) n} + K t \int_{E} \nu(dy) \int_{e^{\eta n}}^{\infty} r \pi \phi(y, dr).
\]

3.2. Proofs of Main Results. In this subsection, we give the proofs of our main results.

Proof of Theorem 1.2: (1) Suppose (1.15) holds. Using Lemma 3.1(1) with \( 1 < a < p \leq 2 \), \( \tilde{A}_t(a) - \tilde{A}_1(a) \) converges in \( L^p(\mathbb{P}_\mu) \) and \( \mathbb{P}_\mu \)-almost surely as \( t \to \infty \). Then by Lemma 3.1(2), \( A_t(a^*) - A_1(a^*) \) converges in \( L^p(\mathbb{P}_\mu) \) as \( t \to \infty \).

(2) Suppose that for some \( \mu \in \mathcal{M}^0(E) \), \( A_t(a^*) - A_1(a^*) \) converges in \( L^p(\mathbb{P}_\mu) \) as \( t \to \infty \). By Lemma 3.1(2), \( \tilde{A}_t(a) - \tilde{A}_1(a) \) converges in \( L^p(\mathbb{P}_\mu) \) as \( t \to \infty \). Applying Lemma 3.1(2), we get that it converges \( \mathbb{P}_\mu \)-almost surely as \( t \to \infty \) and (1.15) holds. It now follows from Lemma 3.1(1) that \( A_t(a^*) - A_1(a^*) \) converges \( \mathbb{P}_\mu \)-almost surely as \( t \to \infty \).

(3) According to (1), \( \tilde{A}_t(a^*) - \tilde{A}_1(a^*) \) converges in \( L^p(\mathbb{P}_\mu) \) as \( t \to \infty \). Repeating the argument leading to (3.11), we get

\[
\lim_{t \to \infty} \mathbb{P}_\mu \left| e^{\frac{\lambda t}{p}} (M_\infty(\phi) - M_t(\phi)) \right|^p = 0.
\]

Thus the assertion of (3) holds.

(4) This is the result of Lemma 3.1(2) with \( a = 1 \).

Proof of Theorem 1.3: (1) Suppose (1.15) holds and \( \mu \in \mathcal{M}^0(E) \). Since \( \tilde{A}_t(a) \) is a martingale, it converges \( \mathbb{P}_\mu \)-almost surely as \( t \to \infty \) if it is uniformly integrable. Note that

\[
\tilde{A}_t(a) = \int_{0}^{t} e^{-\frac{\lambda s}{p}} \int_{E} \phi(x) M(ds, dx) + \int_{1}^{t} e^{-\frac{\lambda s}{p}} \int_{E} \phi(x) M(ds, dx), \quad t \geq 1.
\]

We only need to consider the convergence of

\[
\int_{1}^{t} e^{-\frac{\lambda s}{p}} \int_{E} \phi(x) M(ds, dx)
\]

as \( t \to \infty \).

For the “small jumps” part, we have, for \( t > 0 \),

\[
\mathbb{P}_\mu \left[ \left( \int_{1}^{t} e^{-\frac{\lambda s}{p}} \int_{E} \phi(x) S^{(1, \nu)}(ds, dx) \right)^2 \right] \lesssim \int_{1}^{t} e^{-\frac{\lambda s}{p}} ds \int_{E} P^\beta_s \left( \int_{0}^{e^\beta s} r^2 \pi \phi(\cdot, dr) \right)(y) \mu(dy)
\]

and the proof is complete.

\( \square \)
\[ \lesssim \mu(\phi) \int_1^\infty e^{(1-\frac{2}{p})\lambda s} ds \int_E \nu(dx) \int_0^{\frac{e^s}{\lambda(\phi)}} r^2 \pi^\phi(x, dr) \]

\[ \lesssim \int_1^\infty e^{\lambda s(1-\frac{2}{p})} ds \int_E \nu(dx) \int_1^{\frac{e^s}{\lambda}} r^2 \pi^\phi(x, dr) + \int_1^\infty e^{\lambda s(1-\frac{2}{p})} ds \int_E \nu(dx) \int_1^\frac{e^s}{\lambda} r^2 \pi^\phi(x, dr) = I + II, \]

where in the second inequality we used Assumption 2. Since \( p < 2 \), we have \( I < \infty \). When (1.15) holds, by Fubini’s theorem, we get

\[ II \lesssim \int_E \nu(dx) \int_1^{\frac{e^s}{\lambda}} r^2 \pi^\phi(x, dr) \]

It follows that

\[ \sup_{t > 1} \mathbb{P}_\mu \left[ \left( \int_1^t e^{-\frac{2}{p} s} \int_E \phi(x) S^{(2,p)}(ds, dx) \right)^2 \right] < \infty. \quad (3.30) \]

For the “big jumps” part, using Assumption 2 and Fubini’s theorem again, we get

\[ \mathbb{P}_\mu \sup_{t > 1} \left| \int_1^t e^{-\frac{2}{p} s} \int_E \phi(x) S^{(2,p)}(ds, dx) \right| \]

\[ \leq 2 \mathbb{P}_\mu \int_1^\infty ds \int_E X_s(dx) \int_1^{\frac{e^s}{\lambda}} F e^{-\frac{2}{p} \phi} (s, r \phi(x)^{-1} \delta_x) \pi^\phi(x, dr) \]

\[ \lesssim \int_1^\infty e^{\frac{2}{p} s} ds \int_E \nu(dx) \int_1^{\frac{e^s}{\lambda}} r^2 \pi^\phi(x, dr) \]

\[ \lesssim \int_E \nu(dx) \int_1^{\frac{e^s}{\lambda}} r^2 \pi^\phi(x, dr) < \infty. \]

For the continuum part, we have the following estimates:

\[ \sup_{t > 1} \mathbb{P}_\mu \left[ \left( \int_1^t e^{-\frac{2}{p} s} \int_E \phi(x) S^C(ds, dx) \right)^2 \right] = \mathbb{P}_\mu \int_1^\infty e^{-\frac{2}{p} s} ds \int_E \alpha(x) \phi(x)^2 X_s(dx) \]

\[ \lesssim \int_1^\infty e^{-\lambda s(2/p-1)} ds \int_E \alpha(x) \phi(x)^2 \nu(dx). \]

Since \( p < 2 \),

\[ \sup_{t > 1} \mathbb{P}_\mu \left[ \left( \int_1^t e^{-\frac{2}{p} s} \int_E \phi(x) S^C(ds, dx) \right)^2 \right] < \infty. \quad (3.32) \]

Combining (3.30), (3.31) and (3.32), we obtain that \( \int_1^t e^{-\frac{2}{p} s} \int_E \phi(x) M(ds, dx) \) is uniformly integrable. Thus \( \tilde{A}_t(p) \) converges \( \mathbb{P}_\mu \)-almost surely as \( t \to \infty \). By Lemma 3.1, \( A_t(q) \) converges \( \mathbb{P}_\mu \)-almost surely as \( t \to \infty \) and

\[ M_\infty(\phi) - M_t(\phi) = o \left( e^{-\frac{4t}{q}} \right), \quad \mathbb{P}_\mu \text{ a.s. as } t \to \infty. \]
Thus we consider the basic idea is to use the inequality
\[ P = \sum_{n=1}^{\infty} \int_{1}^{\infty} r^p \pi^\phi(y, dr) = \infty \]
and \( \mu \in \mathcal{M}(E) \). By Assumption 2, there is \( t_0 > 0 \) such that for any \( f \in L^1(\nu) \) and \( t > t_0 \),

\[ P^B f(x) \geq \frac{1}{2} e^{\lambda t} \phi(x) \nu(f), \quad x \in E. \]

Without loss of generality, we assume \( t_0 = 1/2 \). Set \( \rho_t = e^{\lambda t/2} M(\phi) - M_t(\phi), t > 0 \). For any \( n \in \mathbb{N} \) and \( 1/2 \leq t \leq 1 \), note that

\[ \Delta \rho_{n+t} = -e^{-\lambda(n+t)/p} \Delta X_{n+t}(\phi), \]

and thus \( \Delta \overline{X}_{n+t}(\phi) > 2e^{\lambda n/p} \) implies that

\[ |\rho_{n+t}| > e^{-\lambda/p} \quad \text{or} \quad |\rho_{(n+t)-}| > e^{-\lambda/p}. \]

Define

\[ B_n = \left\{ \sum_{1/2 \leq t < 1} 1_{\{\Delta \overline{X}_{n+t}(\phi) > 2e^{\lambda n/p}\}} > 0 \right\}. \]

Then we have \( \{B_n, \text{i.o.}\} \) implies \( \rho_t = o(1) \) does not hold as \( t \to \infty \). Therefore, we only need to prove \( \mathbb{P}_\mu(B_n, \text{i.o.}) > 0 \). If we can prove that

\[ \sum_{n=1}^{\infty} \mathbb{P}_\mu(B_n | \mathcal{F}_n) = \infty, \quad \text{a.s. on } \{M_{\infty}(\phi) > 0\}, \]

then by the second conditional Borel-Cantelli lemma (see, [5, Theorem 5.3.2]),

\[ \mathbb{P}_\mu(B_n, \text{i.o.}) = \liminf_{n \to \infty} \mathbb{P}_\mu \left( \sum_{n=1}^{\infty} \mathbb{P}_\mu \left( B_n | \mathcal{F}_n \right) = \infty \right) \geq \mathbb{P}_\mu \left( M_{\infty}(\phi) > 0 \right) > 0. \]

Therefore, we only need to prove (3.35).

To prove (3.35), we will estimate the probability \( \mathbb{P}(Y > 0) \) for the non-negative random variable \( Y := \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta \overline{X}_{t}(\phi) > 2e^{\lambda n/p}\}} \) defined on some probability space with probability \( \mathbb{P} \). Our basic idea is to use the inequality \( \mathbb{P}(Y > 0) \geq \frac{(\mathbb{P}(Y))^2}{\mathbb{E}Y} \). However, \( Y \) may not have second moment. Thus we consider \( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta \overline{X}_{t}(\phi) > 2e^{\lambda n/p}\}} \cap C_n(t) \) for some appropriate events \( C_n(t) \). We will prove (3.35) in 4 steps.

**Step 1.** We first prove that

\[ \sum_{n=1}^{\infty} \mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta \overline{X}_{t}(\phi) > 2e^{\lambda n/p}\}} \right) = \infty \quad \text{a.s. on } \{M_{\infty}(\phi) > 0\}. \]

Using (3.34) with \( t_0 = 1/2 \), we have

\[ \mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta \overline{X}_{t}(\phi) > 2e^{\lambda n/p}\}} \right) = \left\langle \int_{1/2}^{1} ds P^B_s \left( \int_{2e^{\lambda n/p}}^{\infty} \pi^\phi(\cdot, dr), X_n \right) \right\rangle. \]
Since the right-hand side of (3.38) is equivalent to the convergence of the series
\[ \sum_{n=1}^{\infty} \nu(dx) \int_{2e^{\lambda n/p}}^{\infty} \pi^\phi(x, dr). \]
Therefore,
\[ \sum_{n=1}^{\infty} \mathbb{P}_\mu \left( \sum_{n+\frac{1}{2} \leq t < n+1} 1_{\{X_t(\phi) > 2e^{\lambda n/p}\}} \right) \geq \sum_{n=1}^{\infty} \mathbb{P}_\mu \left( \phi, X_n \right) \int_E \nu(dx) \int_{2e^{\lambda n/p}}^{\infty} \pi^\phi(x, dr). \]
Since \( \lim_{n \to \infty} e^{-\lambda n} \langle \phi, X_n \rangle = M_\infty(\phi) \) almost surely, on the event \( \{M_\infty(\phi) > 0\} \), the convergence of the right-hand side of (3.38) is equivalent to the convergence of the series
\[ \sum_{n=1}^{\infty} e^{\lambda n} \int_E \nu(dx) \int_{2e^{\lambda n/p}}^{\infty} \pi^\phi(x, dr). \]
Since \( e^{\lambda s} \) is increasing and \( \int_{2e^{\lambda s/p}}^{\infty} \pi^\phi(x, dr) \) is decreasing in \( s \), we have
\[ \sum_{n=1}^{\infty} e^{\lambda n} \int_E \nu(dx) \int_{2e^{\lambda n/p}}^{\infty} \pi^\phi(x, dr) \geq \int_0^\infty e^{\lambda s} ds \int_E \nu(dx) \int_{2e^{\lambda n/p}}^{\infty} \pi^\phi(x, dr) \]
\[ = \int_E \nu(dx) \int_{2e^{\lambda n/p}}^{\infty} \pi^\phi(x, dr) \int_0^{\frac{\lambda n}{\pi}} e^{\lambda s} ds. \]
Therefore (3.36) follows from (3.33).

**Step 2.** Suppose \( A > 0 \) is an arbitrary fixed constant. For any integer \( n \geq 1 \), define
\[ C_n^A(t) = \left\{ \frac{\langle \int_{2e^{\lambda n/p}}^{\infty} \pi^\phi(\cdot, dr), \mathbf{X}_{t-} \rangle}{e^{\lambda n} \langle \int_{2e^{\lambda n/p}}^{\infty} \pi^\phi(\cdot, dr), \nu \rangle} < L \right\}, \quad n + \frac{1}{2} \leq t < n + 1, \]
and
\[ C_n^\infty(t) = \left\{ \frac{\langle \int_{2e^{\lambda n/p}}^{\infty} \pi^\phi(\cdot, dr), \mathbf{X}_{t-} \rangle}{e^{\lambda n} \langle \int_{2e^{\lambda n/p}}^{\infty} \pi^\phi(\cdot, dr), \nu \rangle} > L/2 \right\}, \quad \frac{1}{2} \leq t < 1, \]
where \( L \) is chosen large enough so that for any \( \mu \in \mathcal{M}^0(E) \) satisfying \( \langle \phi, \mu \rangle < A \),
\[ \mathbb{P}_\mu \left( (C_n^A(t))^c \right) < \frac{1}{4}, \quad n \geq 1, \quad n + \frac{1}{2} \leq t < n, \]
and for any \( \mu \in \mathcal{M}^0(E) \) satisfying \( \langle \phi, \mu \rangle < Ae^{\lambda n} \),
\[ \mathbb{P}_\mu \left( C_n^\infty(t) \right) < \frac{1}{2}, \quad n \geq 1, \quad t \in \left[ \frac{1}{2}, 1 \right]. \]
The existence of such an \( L \) is guaranteed by
\[ \mathbb{P}_\mu \left( \frac{\langle \int_{2e^{\lambda n/p}}^{\infty} \pi^\phi(\cdot, dr), \mathbf{X}_{t-} \rangle}{e^{\lambda n} \langle \int_{2e^{\lambda n/p}}^{\infty} \pi^\phi(\cdot, dr), \nu \rangle} > L \right) \leq \frac{\mathbb{P}_\mu \left( \langle \int_{2e^{\lambda n/p}}^{\infty} \pi^\phi(\cdot, dr), \mathbf{X}_{t-} \rangle \right)}{Le^{\lambda n} \langle \int_{2e^{\lambda n/p}}^{\infty} \pi^\phi(\cdot, dr), \nu \rangle} \]
\[ \leq \frac{(1 + c_t)e^{\lambda t}}{Le^{\lambda n}} \leq \frac{Ae^{\lambda}(1 + c_t)}{L}, \]
if \( n + \frac{1}{2} \leq t < n + 1 \) and \( \langle \phi, \mu \rangle < A \), or if \( \frac{1}{2} \leq t < 1 \) and \( \langle \phi, \mu \rangle < Ae^{\lambda_n} \). The first inequality above is the Markov inequality, and \( c_t \) is the quantity in Assumption 2 which is bounded for \( t > 1/2 \). Thus \( L \) can be chosen large enough to assure both (3.41) and (3.42) hold. In this step, we will prove that there is \( N \in \mathbb{N} \) such that when \( n > N \), \( \mathbb{P}_\mu \)-almost surely on \( \{ M_n(\phi) \leq A \} \),

\[
\mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} 1_{\{ \Delta X_t(\phi) > 2e^{\lambda_n/p} \} \cap C_n^A(t)} \mathcal{F}_n \right) \geq \frac{1}{4} \mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} 1_{\{ \Delta X_t(\phi) > 2e^{\lambda_n/p} \} \cap C_n^A(t)} \mathcal{F}_n \right).
\]

We divide \( X_n \) into \( [e^{\lambda_n}] \) disjoint parts each with value \( [e^{\lambda_n}]^{-1}X_n \). For \( i = 1, 2, \ldots, [e^{\lambda_n}] \), let \( (X_s^{(i)}, 0 \leq s < 1) \) be the superprocess with the \( i \)-th part as its initial mass. By the branching property of superprocesses, \( X_s^{(i)} \), \( i = 1, 2, \ldots, [e^{\lambda_n}] \), are independent and identically distributed as \( \mathbb{P}_{[e^{\lambda_n}]^{-1}X_n} \under \mathbb{P}_\mu \left( \mathcal{F}_n \right) = \mathbb{P}_n(\cdot) \). Thus for any \( i = 1, 2, \ldots, [e^{\lambda_n}] \),

\[
(C_n^A(s))^c = \left\{ \begin{array}{l}
\left( \int_{\frac{[e^{\lambda_n}]}{2}}^{e^{\lambda_n}/2} \frac{\pi^\phi(\cdot, dr)}{e^{\lambda_n}} \overline{X}_{s-} \right) > L \end{array} \right\}
\]

\[
\subset \left\{ \begin{array}{l}
\left( \int_{\frac{[e^{\lambda_n}]}{2}}^{e^{\lambda_n}/2} \frac{\pi^\phi(\cdot, dr)}{e^{\lambda_n}} \overline{X}_{s-} \right) > L/2 \end{array} \right\} \cup \left\{ \begin{array}{l}
\sum_{j \neq i} \left( \int_{\frac{[e^{\lambda_n}]}{2}}^{e^{\lambda_n}/2} \frac{\pi^\phi(\cdot, dr)}{e^{\lambda_n}} \overline{X}_{s-} \right) > L/2 \end{array} \right\}
\]

\[
:= C_n^{(i)}(s) \cup C_n^{(\neq i)}(s), \quad n + \frac{1}{2} \leq s < n + 1, n \geq 1.
\]

Consider the conditional expectation:

\[
E_n := \mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} 1_{\{ \Delta X_t(\phi) > 2e^{\lambda_n/p} \} \setminus C_n^A(t)} \mathcal{F}_n \right)
\]

\[
= \mathbb{P}_n \left( \int_{\frac{1}{2}}^1 1_{(C_n^A(s))^c} ds \int_E \overline{X}_{s-} dx \int_{2e^{\lambda_n}}^{\infty} \pi^\phi(x, dr) \right)
\]

\[
= \sum_{i=1}^{[e^{\lambda_n}]} \mathbb{P}_n \left( \int_{\frac{1}{2}}^1 1_{(C_n^A(s))^c} ds \int_E \overline{X}_{s-}^{(i)} dx \int_{2e^{\lambda_n}}^{\infty} \pi^\phi(x, dr) \right)
\]

\[
\leq \sum_{i=1}^{[e^{\lambda_n}]} \mathbb{P}_n \left( \int_{\frac{1}{2}}^1 (1_{C_n^{(i)}(s)} + 1_{C_n^{(\neq i)}(s)}) ds \int_E \overline{X}_{s-}^{(i)} dx \int_{2e^{\lambda_n}}^{\infty} \pi^\phi(x, dr) \right)
\]

\[
\leq \sum_{i=1}^{[e^{\lambda_n}]} \mathbb{P}_n \left( \int_{\frac{1}{2}}^1 1_{C_n^{(i)}(s)} ds \int_E \overline{X}_{s-}^{(i)} dx \int_{2e^{\lambda_n}}^{\infty} \pi^\phi(x, dr) \right)
\]

\[
+ \sum_{i=1}^{[e^{\lambda_n}]} \mathbb{P}_n \left( \int_{\frac{1}{2}}^1 1_{C_n^{(\neq i)}(s)} ds \int_E \overline{X}_{s-}^{(i)} dx \int_{2e^{\lambda_n}}^{\infty} \pi^\phi(x, dr) \right)
\]

\[
:= I_n^{(1)} + I_n^{(2)}.
\]
Since $X^{(i)}$ and $X^{(\neq i)} = \sum_{j \neq i} X^{(j)}$ are independent,

$$1_{\{M_n(\phi) \leq A\}} I_n^{(2)} = \sum_{i=1}^{[e^{\lambda n}]} 1_{\{M_n(\phi) \leq A\}} \mathbb{P}_{X_n} \left( \int_{\frac{1}{2}}^{1} s_{n} C_{n}^{(i)}(s) ds \int_{E} X_{s_{n}}^{(i)}(dx) \int_{e^{\frac{1}{2} n}}^{\infty} \pi_{\phi}(x, dr) \right)$$

$$= \sum_{i=1}^{[e^{\lambda n}]} \int_{\frac{1}{2}}^{1} ds_{1} 1_{\{M_n(\phi) \leq A\}} \mathbb{P}_{X_n} \left( C_{n}^{(i)}(s) \right) \mathbb{P}_{X_n} \left( \int_{E} X_{s_{n}}^{(i)}(dx) \int_{e^{\frac{1}{2} n}}^{\infty} \pi_{\phi}(x, dr) \right)$$

$$\leq \sum_{i=1}^{[e^{\lambda n}]} \int_{\frac{1}{2}}^{1} ds_{1} 1_{\{M_n(\phi) \leq A\}} \mathbb{P}_{X_n} \left( C_{n}^{(i)}(s) \right) \mathbb{P}_{X_n} \left( \int_{E} X_{s_{n}}^{(i)}(dx) \int_{e^{\frac{1}{2} n}}^{\infty} \pi_{\phi}(x, dr) \right).$$

On the event $\{M_n(\phi) \leq A\}$, we have $\langle \phi, X_n \rangle \leq A e^{\lambda n}$. Therefore,

$$1_{\{M_n(\phi) \leq A\}} I_n^{(2)} \leq 1_{\{M_n(\phi) \leq A\}} \frac{1}{2} \mathbb{P}_{n} \left( \sum_{n+\frac{1}{2} \leq t < n+1} 1_{\{\Delta X_t(\phi) \geq 2 e^{\lambda n/\rho}\}} \right).$$

As for $I_n^{(1)}$, when $2e^{\lambda n} > T_0$, by assumption (1.16),

$$\int_{E} X_{s_{n}}^{(i)}(dx) \int_{e^{\lambda n}}^{\infty} \pi_{\phi}(x, dr) \leq B \langle \phi, X_{s_{n}}^{(i)} \rangle \int_{E} \nu(dx) \int_{e^{\lambda n}}^{\infty} \pi_{\phi}(x, dr), \quad s \in \left[ \frac{1}{2}, 1 \right].$$

Therefore,

$$C_{n}^{(i)}(s) \subset \{ \langle \phi, X_{s_{n}}^{(i)} \rangle \geq \frac{L}{2B} e^{\lambda n} \}, \quad s \in \left[ \frac{1}{2}, 1 \right]$$

and

$$I_n^{(1)} = \sum_{i=1}^{[e^{\lambda n}]} \mathbb{P}_{X_n} \left( \int_{\frac{1}{2}}^{1} s_{n} C_{n}^{(i)}(s) ds \int_{E} X_{s_{n}}^{(i)}(dx) \int_{e^{\frac{1}{2} n}}^{\infty} \pi_{\phi}(x, dr) \right)$$

$$\leq B e^{\lambda n} \int_{E} \nu(dx) \int_{e^{\lambda n}}^{\infty} \pi_{\phi}(x, dr) \mathbb{P}_{\{e^{\lambda n} \leq X_n \leq \frac{1}{2}\}} \int_{\frac{1}{2}}^{1} \langle \phi, X_{s_{n}} \rangle \{ \langle \phi, X_{s_{n}} \rangle \geq \frac{4}{7B} e^{\lambda n} \} ds$$

$$= B e^{\lambda n} \int_{E} \nu(dx) \int_{e^{\lambda n}}^{\infty} \pi_{\phi}(x, dr) \int_{\frac{1}{2}}^{1} \mathbb{P}_{\{e^{\lambda n} \leq X_n \leq \frac{1}{2}\}} \langle \phi, X_{s_{n}} \rangle \{ \langle \phi, X_{s_{n}} \rangle \geq \frac{4}{7B} e^{\lambda n} \} ds$$

$$= B e^{\lambda n} \int_{E} \nu(dx) \int_{e^{\lambda n}}^{\infty} \pi_{\phi}(x, dr) \int_{\frac{1}{2}}^{1} e^{\lambda n} ds \mathbb{P}_{\{e^{\lambda n} \leq X_n \leq \frac{1}{2}\}} \left( \langle \phi, X_{s_{n}} \rangle \geq \frac{L}{2B} e^{\lambda n} \right).$$

Note that we may choose $L$ large enough that $\frac{L}{2B} \geq 1$. From Lemma 3.5 for any $0 < b < \lambda$, and any $1/2 < s < 1$, on the set $\{M_n(\phi) \leq A\}$, there is a constant $K > 0$ such that almost surely

$$\mathbb{P}_{\{e^{\lambda n} \leq X_n \leq \frac{1}{2}\}} \left( \langle \phi, X_{s_{n}} \rangle \geq \frac{L}{2B} e^{\lambda n} \right) \leq \mathbb{P}_{\{e^{\lambda n} \leq X_n \leq \frac{1}{2}\}} \left( \langle \phi, X_{s_{n}} \rangle \geq e^{\lambda n} \right)$$

$$\leq 3 \{e^{\lambda n} \langle \phi, X_{s_{n}} \rangle e^{\lambda s - \lambda n} + Ke^{\lambda s - (\lambda - b)n} + Ks \int_{E} \nu(dy) \int_{e^{bn}}^{\infty} r \pi_{\phi}(y, dr)$$

$$\leq Ke^{-(\lambda - b)n} + K \int_{E} \nu(dy) \int_{e^{bn}}^{\infty} r \pi_{\phi}(y, dr).$$
Therefore,
\[
1_{\{M_n(\phi) \leq A\}} I_n^{(1)} \leq 1_{\{M_n(\phi) \leq A\}} X_n(\phi) \left( \int_E \nu(dx) \int_{\mathbb{R}^n} r^n \pi^\phi(x, dr) \right) \left[ e^{-(\lambda-b)n} + \int_{e^n}^{\infty} \nu(dy) \int_{e^n}^{\infty} r^n \pi^\phi(y, dr) \right]
\]
\[
\leq 1_{\{M_n(\phi) \leq A\}} \mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X(t) > 2e^{\lambda n/p}\}} | \mathcal{F}_n \right), \quad \mathbb{P}_\mu \text{-a.s.}
\]
where the last inequality follows from (3.37). Since \( \lim_{n \to \infty} e^{-(\lambda-b)n} + \int_{e^n}^{\infty} \nu(dy) \int_{e^n}^{\infty} r^n \pi^\phi(y, dr) = 0 \), we can choose \( N > 0 \) such that when \( n \geq N \), we have \( e^{bn} > T_0 \) and
\[
(3.45) \quad 1_{\{M_n(\phi) \leq A\}} I_n^{(1)} \leq \frac{1}{4} \mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X(t) > 2e^{\lambda n/p}\}} | \mathcal{F}_n \right), \quad \mathbb{P}_\mu \text{-a.s.}
\]
Combining (3.44) and (3.45), we get, when \( n > N \), on \( \{M_n(\phi) \leq A\}\),
\[
E_n \leq I_n^{(1)} + I_n^{(2)} \leq \frac{3}{4} \mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X(t) > 2e^{\lambda n/p}\}} | \mathcal{F}_n \right), \quad \mathbb{P}_\mu \text{-a.s.}
\]
Therefore, when \( n > N \), on \( \{M_n(\phi) \leq A\}\),
\[
\mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X(t) > 2e^{\lambda n/p}\}} \cap C_n^\phi(t) | \mathcal{F}_n \right)
\geq \mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X(t) > 2e^{\lambda n/p}\}} | \mathcal{F}_n \right) - E_n
\geq \frac{1}{4} \mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X(t) > 2e^{\lambda n/p}\}} | \mathcal{F}_n \right), \quad \mathbb{P}_\mu \text{-a.s.}
\]
This proves (3.43).

**Step 3.** In this step, we prove that, on \( \{M_\infty(\phi) > 0, \sup_n M_n(\phi) \leq A\}\),
\[
(3.46) \quad \sum_{n=1}^{\infty} \mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X(t) > 2e^{\lambda n/p}\}} \cap C_n^\phi(t) > 0 | \mathcal{F}_n \right) = \infty, \quad \mathbb{P}_\mu \text{-a.s.}
\]
Let \( N \) be a number large enough so that (3.43) almost surely holds on \( \{M_n(\phi) \leq A\}\) for any \( n \geq N \). Then on the event \( \{M_\infty(\phi) > 0, \sup_n M_n(\phi) \leq A\}\),
\[
\sum_{n=N}^{m} 1_{\{M_n(\phi) \leq A\}} \mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X(t) > 2e^{\lambda n/p}\}} \cap C_n^\phi(t) | \mathcal{F}_n \right)
\geq \frac{1}{4} \sum_{n=N}^{m} 1_{\{M_n(\phi) \leq A\}} \mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X(t) > 2e^{\lambda n/p}\}} | \mathcal{F}_n \right)
\]
\[
= \frac{1}{4} \sum_{n=N}^{m} \mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X(t) > 2e^{\lambda n/p}\}} | \mathcal{F}_n \right), \quad \mathbb{P}_\mu \text{-a.s.}
\]
By (3.36), letting $m \to \infty$ in the display above, we get that, on $\{\sup_{n>1} M_n(\phi) \leq A, M_\infty(\phi) > 0\}$,

$$
\sum_{n=1}^{\infty} \mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X_t(\phi) > 2e^{\lambda n/p}\} \cap C^A_n(t)} \right) = \infty, \quad \mathbb{P}_\mu \text{-a.s.}
$$

Let $\tilde{C}_n(t) := \{\Delta X_t(\phi) > 2e^{\lambda n/p}\} \cap C^A_n(t)$. Now we consider the second moments:

$$
\begin{align*}
\mathbb{P}_\mu \left[ \left( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X_t(\phi) > 2e^{\lambda n/p}\} \cap C^A_n(t)} \right)^2 \right] \\
= 2\mathbb{P}_\mu \left[ \sum_{n+1/2 \leq t_1 < t_2 < n+1} 1_{\tilde{C}_n(t_1)} 1_{\tilde{C}_n(t_2)} \mid \mathcal{F}_n \right] + 2\mathbb{P}_\mu \left[ \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X_t(\phi) > 2e^{\lambda n/p}\} \cap C^A_n(t)} \right].
\end{align*}
$$

Define $I^{(3)}_n := 2\mathbb{P}_\mu \left[ \sum_{n+1/2 \leq t_1 < t_2 < n+1} 1_{\tilde{C}_n(t_1)} 1_{\tilde{C}_n(t_2)} \mid \mathcal{F}_n \right]$, then

$$
I^{(3)}_n = 2\mathbb{P}_\mu \left[ \sum_{n+1/2 \leq t_1 < t_1 < n+1} 1_{\tilde{C}_n(t_1)} \mathbb{P}_\mu \left( \sum_{t_1 < t_2 < n+1} 1_{\tilde{C}_n(t_2)} \mid \mathcal{F}_1 \right) \mid \mathcal{F}_n \right]
$$

$$
\leq 2\mathbb{P}_\mu \left[ \sum_{n+1/2 \leq t_1 < n+1} 1_{\tilde{C}_n(t_1)} \mathbb{P}_\mu \left( \int_{t_1}^{n+1} 1_{C^A_n(s)} ds \int_E \frac{\pi^\phi(x,dr)}{\nu(dx)} \right) \mid \mathcal{F}_n \right]
$$

$$
\leq 2Le^{\lambda n} \int_E \nu(dx) \int_0^\infty \frac{\pi^\phi(x,dr)}{\nu(dx)} \cdot \mathbb{P}_\mu \left[ \sum_{n+1/2 \leq t_1 < n+1} 1_{\tilde{C}_n(t_1)} \right] \mathbb{P}_\mu \left[ \sum_{n+1/2 \leq t_1 < n+1} 1_{\{\Delta X_t(\phi) > 2e^{\lambda n/p}\} \cap C^A_n(t)} \right]
$$

where the last inequality comes from (3.37). Consequently

$$
(3.47)
$$

$$
\mathbb{P}_\mu \left[ \left( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X_t(\phi) > 2e^{\lambda n/p}\} \cap C^A_n(t)} \right)^2 \right] \leq \frac{1}{M_n(\phi)} \mathbb{P}_\mu \left[ \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X_t(\phi) > 2e^{\lambda n/p}\} \cap C^A_n(t)} \right] + \mathbb{P}_\mu \left[ \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X_t(\phi) > 2e^{\lambda n/p}\} \cap C^A_n(t)} \right].
$$

Now by the Cauchy-Schwarz inequality, when $n > N$, on the event $\{M_\infty(\phi) > 0, \sup_n M_n(\phi) \leq A\}$,

$$
\begin{align*}
\mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X_t(\phi) > 2e^{\lambda n/p}\} \cap C^A_n(t)} \right) > 0 \mid \mathcal{F}_n \right) \\
\geq \frac{\mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X_t(\phi) > 2e^{\lambda n/p}\} \cap C^A_n(t)} \mid \mathcal{F}_n \right)}{\mathbb{P}_\mu \left( \left( \sum_{n+1/2 \leq t < n+1} 1_{\{\Delta X_t(\phi) > 2e^{\lambda n/p}\} \cap C^A_n(t)} \right)^2 \mid \mathcal{F}_n \right)}
\end{align*}
$$
\[
\geq \frac{1}{16} \mathbb{P}_\mu^2 \left[ \sum_{n+1/2 \leq t < n+1} \mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} \frac{\Delta X_t(\phi)}{2e^{\frac{\lambda n}{p}}} \right) \mathcal{F}_n \right] \\
\geq \frac{1}{M_n(\phi)} \mathbb{P}_\mu \left[ \sum_{n+1/2 \leq t < n+1} \mathbb{P}_\mu \left( \sum_{n+1/2 \leq t < n+1} \frac{\Delta X_t(\phi)}{2e^{\frac{\lambda n}{p}}} \right) \mathcal{F}_n \right]
\]

where the second inequality comes from \((3.43)\) and \((3.47)\), and the last inequality comes from the fact that \(\frac{x}{y+1} \geq \frac{x}{2(y+1)} \geq \frac{x}{y} \wedge x\) for any \(x, y > 0\). Since we are working on \(\{M_\infty(\phi) > 0\}\) and we have proved \((3.36)\), \((3.40)\) follows from the inequalities above.

**Step 4.** By the second conditional Borel-Cantelli lemma (see, \([6, \text{Theorem 5.3.2}]\), \((3.46)\) implies that

\[
\mathbb{P}_\mu \left( B_n \text{ i.o.} \mid M_\infty(\phi) > 0, \text{sup}_n M_n(\phi) \leq A \right) = 1.
\]

Note that \(\text{sup}_{n \geq 1} M_n(\phi) < \infty \mathbb{P}_\mu\)-almost surely. The above equation holds for any constant \(A > 0\). Letting \(A \to \infty\), we get \((3.35)\). Consequently,

\[
\limsup_{t \to \infty} e^{\lambda t/q} \left| M_\infty(\phi) - M_t(\phi) \right| \geq e^{-\lambda/p}
\]

with positive probability. The proof is complete.

\[\square\]

For \(\gamma > 0\), define

\[
(3.48) \quad f(s) = e^{\lambda s} s^{-\gamma}, \quad s > 0.
\]

Direct computation shows that

\[
f'(s) = f(s)(\lambda - \gamma s^{-1}).
\]

Thus when \(s > \gamma/\lambda\), \(f(s)\) is a strictly increasing function. If \(g\) is the inverse function of \(f\) on \((\gamma/\lambda, \infty)\), then

\[
(g(r))' = \frac{1}{r(\lambda - \gamma g(r)^{-1})}.
\]

It is obvious that

\[
\lim_{r \to \infty} g(r) = \infty.
\]

Therefore, there is a constant \(R > \gamma/\lambda\) such that for \(r > R\),

\[
(3.49) \quad \frac{1}{\lambda r} \leq (g(r))' \leq \frac{2}{\lambda r}.
\]

Consequently, when \(r \to \infty\),

\[
(3.50) \quad g(r) \propto \ln r.
\]
Proof of Theorem 1.4: (1) The main idea is similar to that of the proof of Theorem 1.3. We will use Lemma 3.2 and different truncating functions to analyze the convergency of $\tilde{C}_t(\gamma)$. First, for the continuous part, by the Burkholder-Davis-Gundy inequality,

\begin{equation}
\mathbb{P}_\mu \left[ \left( \sup_{t > 1} e^{-\lambda s} \int_1^t e^{-\lambda s} \gamma \int_E \phi(x) S_C(ds,dx) \right)^2 \right] \lesssim \sup_{t > 1} \mathbb{P}_\mu \left[ e^{-2\lambda s} \int_1^t \alpha(x) \phi(x)^2 X_s(dx) \right] \lesssim \int_1^\infty e^{-\lambda s} \gamma \int_E \alpha(x) \phi(x)^2 \nu(dx) < \infty.
\end{equation}

For the jump part, we still handle the ‘small jumps’ and the ‘large jumps’ separately. Define

$N^{(1)} := \sum_{0 < \Delta X_s(\theta) < e^{\lambda s} s^{-\gamma}} \delta_{(s,\Delta X_s)}$ and $N^{(2)} := \sum_{\Delta X_s(\theta) \geq e^{\lambda s} s^{-\gamma}} \delta_{(s,\Delta X_s)},$ and denote the compensators of $N^{(1)}$ and $N^{(2)}$ by $\hat{N}^{(1)}$ and $\hat{N}^{(2)}$ respectively. We write $S^{(J,1)}$ and $S^{(J,2)}$ for the corresponding martingale measures. For the ‘large jumps’,

$\mathbb{P}_\mu \left| \int_1^\infty \phi(x) S^{(J,2)}(ds,dx) \right| \lesssim \sup_{t > 1} \mathbb{P}_\mu \left[ e^{-2\lambda s} \int_1^t e^{-\lambda s} \gamma \int_E X_s(dx) \int_{e^{\lambda s} s^{-\gamma}}^\infty r \pi^\phi(x,dr) \right] \lesssim \int_1^\infty e^{-\lambda s} \gamma \int_E \nu(dx) \int_{e^{\lambda s} s^{-\gamma}}^\infty r \pi^\phi(x,dr) \lesssim \int_1^R s^{-\gamma} \int_E \nu(dx) \int_{e^{\lambda s} s^{-\gamma}}^\infty r \pi^\phi(x,dr) + \int_{R}^{e^{\lambda s} s^{-\gamma}} s^{-\gamma} \int_E \nu(dx) \int_{e^{\lambda s} s^{-\gamma}}^\infty r \pi^\phi(x,dr) \lesssim I + II,$

where $R > \gamma/\lambda$ is a number such that (3.49) holds for $R > R$. It is obvious that $I < \infty$, we only need to investigate the finiteness of $II$. Recall that $f$ is defined by (3.48) and $g$ is the inverse of $f$ on $(\gamma/\lambda, \infty)$. Applying Fubini’s Theorem,

$II \leq \int_E \nu(dx) \int_{R}^{e^{\lambda s} s^{-\gamma}} s^{-\gamma} ds \int_{\gamma/\lambda}^\infty r \pi^\phi(x,dr) \int_0^{g(r)} r^{\gamma} ds$

It follows from (3.50) that

$\int_0^{g(r)} s^{\gamma} ds = \frac{g(r)^{\gamma+1}}{\gamma + 1} \propto (ln r)^{\gamma+1}$ for $r > R$.

Thus when (1.18) holds, we have

$\sup_{t > 1} \mathbb{P}_\mu \left[ \int_1^t e^{-\lambda s} \gamma \int_E \phi(x) S^{(J,2)}(ds,dx) \right] < \infty.$
Therefore the process \( \int_1^t e^{-\lambda s} s^\gamma \int_E \phi(x) S^{(J,2)}(ds, dx) \) converges \( \mathbb{P}_\mu \)-a.s. and in \( L^1(\mathbb{P}_\mu) \). Now let us analyze the ‘small jumps’ part.

\[
\mathbb{P}_\mu \left[ \left( \sup_{t>1} \int_1^t e^{-\lambda s} s^\gamma \int_E \phi(x) S^{(J,1)}(ds, dx) \right)^2 \right] \\
= \int_1^\infty e^{-2\lambda s} s^{2\gamma} ds \int_E \mathbb{P}_s^\beta \left( \int_0^{f(s)} r^2 \pi^\phi(\cdot, dr) \right) (y) \mu(dy) \\
\leq \int_1^\infty s^\gamma/f(s) ds \int_E \nu(dx) \int_0^{f(s)} r^2 \pi^\phi(x, dr) \\
\leq \int_1^\infty s^\gamma/f(s) ds \int_E \nu(dx) \int_0^{1} r^2 \pi^\phi(x, dr) + \int_1^{1\vee R} s^\gamma/f(s) ds \int_E \nu(dx) \int_1^{1\vee f(s)} r^2 \pi^\phi(x, dr) \\
+ \int_1^{1\vee R} s^\gamma/f(s) ds \int_E \nu(dx) \int_1^{1\vee f(s)} r^2 \pi^\phi(x, dr) \\
:= III + IV + V.
\]

It is easy to check that both \( III \) and \( IV \) are finite. Applying Fubini’s theorem in \( V \), we get

\[
V \leq \int_E \nu(dx) \int_1^\infty r^2 \pi^\phi(x, dr) \int_0^{s^\gamma/f(s)} ds.
\]

Let \( H(r) = \int_{g(r)}^\infty s^\gamma/f(s) ds \), then \( \lim_{r \to \infty} H(r) = 0 \). Note that as \( r \to \infty \),

\[
H'(r) = \frac{g(r)^\gamma g'(r)}{f(g(r))} \asymp \frac{(\ln r)^\gamma}{r^2}.
\]

Thus \( H(r) \asymp \frac{(\ln r)^\gamma}{r} \) as \( r \to \infty \). Therefore, \( V < \infty \) when (1.18) holds. Hence it follows that the martingale \( \int_1^t e^{-\lambda s} s^\gamma \int_E \phi(x) S^{(J,1)}(ds, dx) \) converges \( \mathbb{P}_\mu \)-a.s. and in \( L^2(\mathbb{P}_\mu) \) as \( t \to \infty \). In conclusion, when the moment condition (1.18) holds, the martingale \( \tilde{C}_t(\gamma) \) converges \( \mathbb{P}_\mu \)-almost surely and in \( L^1(\mathbb{P}_\mu) \) as \( t \to \infty \). It follows from Lemma 3.2 that

\[
\int_0^t s^{\gamma-1}(M_\infty(\phi) - M_s(\phi)) ds \text{ converges } \mathbb{P}_\mu \text{-a.s.}
\]

and \( M_\infty(\phi) - M_t(\phi) = o(t^{-\gamma}) \), \( \mathbb{P}_\mu \)-a.s. as \( t \to \infty \). In particular, when \( \gamma \geq 1 \),

\[
\int_0^\infty (M_\infty(\phi) - M_t(\phi)) dt < \infty, \quad \mathbb{P}_\mu \text{-a.s.}
\]

(2) Now let us consider the case that \( \int_E \nu(dx) \int_1^\infty r(\ln r)^{1+\gamma} \pi^\phi(x, dr) = \infty \). Without loss of generality, we may assume that

\[
\int_E \nu(dx) \int_1^\infty r(\ln r)^{\gamma} \pi^\phi(x, dr) < \infty.
\]

In fact, if

\[
\int_E \nu(dx) \int_1^{\infty} r(\ln r)^{\gamma} \pi^\phi(x, dr) = \infty,
\]
then by assumption (1.13), $\gamma > 1$. Therefore there is some $\tilde{\gamma} > 0$ and some integer $n > 0$ such that 
\begin{equation}
\gamma = n + \tilde{\gamma},
\end{equation}

and
\begin{equation}
\int_E \nu(dx) \int_1^\infty r(\ln r)^{1+\tilde{\gamma}} \pi^\phi(x,dr) = \infty
\end{equation}

If we can prove that $C_t(\gamma)$ does not converge as $t \to \infty$, then $C_t(\gamma)$ does not converge either.

Let $\tilde{N}^{(2)}$ be the compensator of $N^{(2)}$. Then for any non-negative Borel function $F$ on $\mathbb{R}_+ \times \mathcal{M}(E_0)$,
\begin{equation}
\int_0^\infty \int_{\mathcal{M}(E_0)} F(s,v)\tilde{N}^{(2)}(ds,dv) = \int_0^\infty ds \int_E X_s(dx) \int_{f(s)}^\infty F(s,r\phi(x)^{-1}\delta_x)\pi^\phi(x,dr).
\end{equation}

Define a measure $L(ds,dx)$ on $[0,\infty) \times E$ such that for any non-negative Borel function $g$ on $\mathbb{R}_+ \times E$,
\begin{equation}
\int_0^\infty \int_E g(s,x)L(ds,dx) = \int_0^\infty \int_{\mathcal{M}(E_0)} F_g(s,v)\tilde{N}^{(2)}(ds,dv),
\end{equation}

which is equivalent to
\begin{equation}
\int_0^\infty \int_E g(s,x)L(ds,dx) = \int_0^\infty ds \int_E \phi^{-1}(x)X_s(dx) \int_{f(s)}^\infty r g(s,x)\pi^\phi(x,dr).
\end{equation}

Suppose $\mu \in \mathcal{M}^0(E)$. We claim that as $t \to \infty$,
\begin{equation}
K_t(\gamma) := \int_1^t e^{-\lambda s}\gamma \int_E \phi(x) [M(ds,dx) + L(ds,dx)] \text{ converges } \mathbb{P}_\mu\text{-a.s.}
\end{equation}

In fact, for the continuous part of $M$, by (3.51), $\int_1^t e^{-\lambda s}\gamma \int_E \phi(x)S^C(ds,dx)$ converges $\mathbb{P}_\mu$-almost surely as $t \to \infty$. For the ‘small jump’ part, using the arguments for the ‘small jumps’ in (1), assumption (3.52) is enough to guarantee that $\int_1^t e^{-\lambda s}\gamma \int_E \phi(x)S^{(1)}(ds,dx)$ converges $\mathbb{P}_\mu$-almost surely as $t \to \infty$. We are left to analyze the ‘big jumps’ part. Thanks to assumption (3.52),
\begin{align*}
\mathbb{P}_\mu \left( \sum_{\Delta x(s) \geq f(s), 1} 1 \right) &= \mathbb{P}_\mu \left( \int_1^\infty ds \int_E X_s(dx) \int_{f(s)}^\infty \pi^\phi(x,dr) \right) \\
&= \int_E \mu(dy) \int_1^\infty ds P^\beta_s \left( \int_{f(s)}^\infty \pi^\phi(\cdot,dr) \right)(y) \\
&\leq \mu(\phi) \int_E \nu(dx) \int_1^\infty e^\lambda s ds \int_{f(s)}^\infty \pi^\phi(x,dr) \\
&\leq \int_E \nu(dx) \int_{f(\tilde{\gamma})}^\infty \pi^\phi(x,dr) \int_0^{g(r)} e^\lambda s ds \\
&\leq \int_E \nu(dx) \int_1^\infty r(\ln r)^{\gamma} \pi^\phi(x,dr) < \infty,
\end{align*}
where the second to last inequality comes from (3.50) and the fact that
\[
\int_0^g e^{\lambda s} ds = \frac{1}{\lambda} f(s) s^g \bigg|_0^g = \frac{1}{\lambda} (rg)^\gamma - 1).
\]
Thus the measure \(N^{(2)}\) is a finite measure. Consequently we have as \(t \to \infty\),
\[
(3.55) \quad \int_1^t \int_{\mathcal{M}(E)} F e^{-\lambda s_\gamma \phi(x)}(s,v) N^{(2)}(ds, dv) \to \sum_{s > 1} e^{-\lambda s_\gamma \Delta X_s(\phi)} < \infty,
\]
since the sum is a finite sum. Now (3.55) implies our claim (3.54).

Set \(L_t = \int_0^t e^{-\lambda s} \int_E \phi(x) L(ds, dx)\) and let \(L_\infty\) denote its increasing limit. Then
\[
L_\infty = \int_0^\infty e^{-\lambda s} \int_E \phi(x) L(ds, dx).
\]
We first claim that \(L_\infty < \infty, \mathbb{P}_\mu\)-a.s. In fact, by the definition (3.48) of \(f_s\), \(f(s) > f(\gamma/\lambda)\) for any \(s > 0\). Thus it follows from (1.11) that for any \(s > 0\),
\[
\int_0^\infty r_\pi^\phi(x, dr) \leq \int_0^\infty r_\pi^\phi(x, dr) \lesssim \phi(x).
\]
Thus
\[
\int_0^{\gamma/\lambda} e^{-\lambda s} \int_E \phi(x) L(ds, dx) = \int_0^{\gamma/\lambda} e^{-\lambda s} ds \int_E \Delta X_{s-}(dx) \int_0^\infty r_\pi^\phi(x, dr)
\lesssim \int_0^{\gamma/\lambda} e^{-\lambda s} ds \int_E \phi(x) X_s(dx) = \int_0^{\gamma/\lambda} M_s(\phi) ds < \infty, \quad \mathbb{P}_\mu\)-a.s.
\]
By Assumption 2
\[
\mathbb{P}_\mu \left( \int_0^{\infty} e^{-\lambda s} \int_E \phi(x) L(ds, dx) \right) = \mathbb{P}_\mu \left( \int_0^{\infty} e^{-\lambda s} ds \int_E \Delta X_{s-}(dx) \int_0^\infty r_\pi^\phi(x, dr) \right)
\]
\[
= \int_0^\infty e^{-\lambda s} ds \int_E \mu(dy) P_s^\beta \left( \int_0^\infty r_\pi^\phi(\cdot, dr) \right) (y)
\lesssim \int_0^\infty ds \int_E \nu(dx) \int_0^\infty r_\pi^\phi(x, dr)
\]
\[
= \int_E \nu(dx) \int_0^\infty r_\pi^\phi(x, dr) \int_0^{\gamma/\lambda} ds
\]
\[
\leq \int_E \nu(dx) \int_0^{\gamma/\lambda} r g(r) r_\pi^\phi(x, dr) < \infty,
\]
which implies our claim.

Now using Lemma 3.2 and Remark 3.3 (3.54) implies that
\[
\int_0^t s^{\gamma-1} (M_\infty(\phi) - M_s(\phi) + L_\infty - L_s) ds
\]
converges and \((M_\infty(\phi) - M_t(\phi)) + (L_\infty - L_t) = o(t^{-\gamma})\) \(\mathbb{P}_\mu\)-a.s. Thus the \(\mathbb{P}_\mu\)-almost sure convergence of \(\int_0^t s^{-\gamma} (M_\infty(\phi) - M_s(\phi)) ds\) as \(t \to \infty\) is equivalent to that \(\int_0^t s^{-\gamma} (L_\infty - L_s) ds\) converges \(\mathbb{P}_\mu\)-almost surely to a finite random variable as \(t \to \infty\), and \(M_\infty(\phi) - M_t(\phi) = o(t^{-\gamma})\) if and only if \((L_\infty - L_t)\) does. Since the integrand is non-negative, we always have limit \(\int_1^\infty s^{-\gamma} (L_\infty - L_s) ds \leq \infty\). If we can prove that, under the assumption (1.19),

\[
\mathbb{P}_\mu \left( \int_1^\infty s^{-\gamma} (L_\infty - L_s) ds = \infty \right) > 0.
\]

Then \(\int_0^t s^{-\gamma} (M_\infty(\phi) - M_s(\phi)) ds\) does not converge \(\mathbb{P}_\mu\)-almost surely as \(t \to \infty\). Now we are left to prove (3.56). Note that by (1.19), there exists \(T_2 > \max(T_1, \gamma/\lambda)\) such that for \(t \geq T_2\),

\[
L_\infty - L_t = \int_t^\infty e^{-\lambda s} ds \int_E X_{s-}(dx) \int_{f(s)}^\infty r \pi^\phi(x, dr) \\
\geq \int_t^\infty e^{-\lambda s} ds \int_E \phi(x) X_{s-}(dx) \int_{f(s)}^\infty r \int_E \nu(dy) \pi^\phi(y, dr).
\]

Put \(\rho(dr) = \int_E \nu(dy) \pi^\phi(y, dr)\). Then for \(t \geq T_2\),

\[
L_\infty - L_t \geq \int_t^\infty e^{-\lambda s} X_s(\phi 1_E) ds \int_{f(s)}^\infty r \rho(dr) \\
\geq \sum_{n=1+\lfloor t\rfloor}^{\infty} \int_n^{n+1} dse^{-\lambda s} X_s(\phi 1_E) \int_{f(s)}^\infty r \rho(dr) \\
\geq \sum_{n=1+\lfloor t\rfloor}^{\infty} \int_{f(n+1)}^\infty r \rho(dr) \int_n^{n+1} e^{-\lambda s} X_s(\phi 1_E) ds.
\]

The third inequality comes from the fact that \(f(s)\) is an increasing function for \(s > \gamma/\lambda\). It is easy to check that \(\int_0^{T_1+T_2} t^{-\gamma} dt \sum_{n=1+\lfloor t\rfloor}^{\infty} \int_{f(n+1)}^\infty r \rho(dr) \int_n^{n+1} e^{-\lambda s} X_s(\phi 1_E) ds < \infty\) \(\mathbb{P}_\mu\)-almost surely. So \(\int_0^{T_1+T_2} t^{-\gamma} dt \sum_{n=1+\lfloor t\rfloor}^{\infty} \int_{f(n+1)}^\infty r \rho(dr) \int_n^{n+1} e^{-\lambda s} X_s(\phi 1_E) ds\) have the same convergence property as \(\int_0^\infty t^{-\gamma} dt \sum_{n=1+\lfloor t\rfloor}^{\infty} \int_{f(n+1)}^\infty r \rho(dr) \int_n^{n+1} e^{-\lambda s} X_s(\phi 1_E) ds\). By Theorem (1.1) in the Appendix, the two integrals above converge almost surely on \(\{M_\infty(\phi) > 0\}\) if and only if the following integral

\[
\int_0^\infty t^{-\gamma} dt \sum_{n=1+\lfloor t\rfloor}^{\infty} \int_{f(n+1)}^\infty r \rho(dr)
\]

is finite. Exchanging the order of integration, we obtain

\[
\int_0^\infty t^{-\gamma} dt \sum_{n=1+\lfloor t\rfloor}^{\infty} \int_{f(n+1)}^\infty r \rho(dr) \geq \int_0^\infty t^{-\gamma} dt \int_{f(s)}^\infty ds \int_f(r) \rho(dr) \\
= \int_1^\infty ds \int_0^{s^{-1}} dt \int_{f(s)}^\infty r \rho(dr) = \frac{1}{\gamma} \int_1^\infty (s - 1)^{\gamma} ds \int_{f(s)}^\infty r \rho(dr) \\
\geq \frac{1}{\gamma} \int_{f(\gamma/\lambda)}^\infty r \int_{(\gamma/\lambda)v_1}^{g(r)v_1} (s - 1)^{\gamma} ds = \frac{1}{\gamma(\gamma + 1)} \int_{f(\gamma/\lambda)}^\infty r [(g(r) - 1)^{\gamma+1} - (\gamma/\lambda \lor 1 - 1)^{\gamma+1}] \rho(dr) \\
= \infty.
\]
The last equality is due to that $g(r) \asymp \ln r$ as $r \to \infty$ and \eqref{1.20}. Thus on the event $\{M_\infty(\phi) > 0\}$, which has positive probability,

$$\int_0^\infty s^{\gamma-1}(L_\infty - L_s)\,ds = \infty,$$

almost surely. Thus \eqref{3.56} is valid and the proof is complete.

Now we analyze the convergence rate of $L_\infty - L_t$. It follows from \eqref{3.57}, Theorem \ref{thm:nflation} and the monotonicity of $f$ that, on $\{M_\infty(\phi) > 0\}$, almost surely when $t \geq T_2$,

$$L_\infty - L_t \geq \int_t^\infty ds \int_{f(s)}^\infty r\rho(dr) \geq \int_{f(t)}^\infty r\rho(dr).$$

If $L_\infty - L_t = o(t^{-\gamma})$, then $\int_{f(t)}^\infty r\rho(dr) = o(t^{-\gamma})$, or equivalently, $\int_t^\infty r[g(r) - g(t)]\rho(dr) = o(g(t)^{-\gamma})$ as $t \to \infty$. From \eqref{3.49},

$$\int_t^\infty r[g(r) - g(t)]\rho(dr) = \int_t^\infty r\rho(dr) \int_t^r g'(u)\,du \asymp \int_t^\infty r[\ln r - \ln t]\rho(dr).$$

By \eqref{3.51}, $\int_t^\infty r[g(r) - g(t)]\rho(dr) = o(g(t)^{-\gamma})$ is equivalent to $\int_t^\infty r[\ln r - \ln t]\rho(dr) = o((\ln t)^{-\gamma})$. Conversely, when $\int_t^\infty r[\ln r - \ln t]\rho(dr) = o((\ln t)^{-\gamma})$ as $t \to \infty$ does not hold, $L_\infty - L_t = o(t^{-\gamma})$ does not hold almost surely. Consequently $M_\infty(\phi) - M_t(\phi) = o(t^{-\gamma})$ does not hold almost surely.

\hfill $\Box$

4. Appendix

In this appendix, we prove the following result used in the proof of Theorem \ref{thm:1.4}

**Theorem 4.1.** For any Borel subset $F$ of $E$ and $\mu \in \mathcal{M}(E)$,

$$\lim_{n \to \infty} \int_n^{n+1} e^{-\lambda s} \langle \phi 1_F, X_s \rangle\,ds = \langle \phi 1_F, \nu \rangle M_\infty(\phi), \quad \mathbb{P}_\mu\text{-a.s.}$$

The proof of this theorem is based on the following five results. The idea of the proof is mainly from \cite{18}. For any $n \in \mathbb{N}$, $u > 0$, and $h \in \mathcal{B}_b^+(E)$, define

$$H_{n+u}(h) := e^{-\lambda(n+u)} \int_0^{n+u} \int_E P_{(n+u)-s}^\beta (\phi h)(x) S^{(1,1)}(ds, dx),$$

$$L_{n+u}(h) := e^{-\lambda(n+u)} \int_0^{n+u} \int_E P_{(n+u)-s}^\beta (\phi h)(x) S^{(2,1)}(ds, dx),$$

and

$$C_{n+u}(h) := e^{-\lambda(n+u)} \int_0^{n+u} \int_E (P_{(n+u)-s}^\beta \phi h)(x) S^C(ds, dx).$$

**Lemma 4.2.** If $\int_E l(x)\nu(dx) < \infty$, then for any $u > 0$, $\mu \in \mathcal{M}(E)$ and $h \in \mathcal{B}_b^+(E)$,

$$\sum_{n=1}^{\infty} \mathbb{P}_\mu [H_{n+u}(h) - \mathbb{P}_\mu(H_{n+u}(h)|\mathcal{F}_n)]^2 < \infty$$

(4.1)
Moreover,

\[
\lim_{n \to \infty} \int_0^1 \left( H_{n+u}(h) - \mathbb{P}_\mu[H_{n+u}(h) | \mathcal{F}_n] \right) du = 0, \quad \mathbb{P}_\mu\text{-a.s.}
\]

Prove: Since \( P_t^\beta(\phi h) \) is bounded on \([0, T] \times E\) for any \( T > 0 \), the process

\[
H_t(h) := e^{-\lambda(n+u)} \int_0^t \int_E P_{(n+u) - s}^{\beta} (\phi h)(x) S_t^{(1,1)}(ds, dx), \quad t \in [0, n + u]
\]

is a martingale with respect to \( (\mathcal{F}_t)_{t \leq n+u} \). Thus

\[
\mathbb{P}_\mu(H_{n+u}(h) | \mathcal{F}_n) = e^{-\lambda(n+u)} \int_0^n \int_E P_{(n+u) - s}^{\beta} (\phi h)(x) S_t^{(1,1)}(ds, dx),
\]

and hence

\[
H_{n+u}(h) - \mathbb{P}_\mu(H_{n+u}(h) | \mathcal{F}_n) = e^{-\lambda(n+u)} \int_n^{n+u} \int_E P_{(n+u) - s}^{\beta} (\phi h)(x) S_t^{(1,1)}(ds, dx).
\]

Since

\[
M_t := e^{-\lambda(n+u)} \int_0^t \int_E P_{(n+u) - s}^{\beta} (\phi h)(x) S_t^{(1,1)}(ds, dx)
\]

is a martingale with quadratic variation

\[
\int_n^t \int_{\mathcal{M}(E_0)} F^2 e^{-\lambda(n+u)} P_{(n+u) - s}^{\beta} (\phi h)(s, v) \hat{N}^{(1,1)}(ds, dv),
\]

we have

\[
\mathbb{P}_\mu \left[ \left( H_{n+u}(h) - \mathbb{P}_\mu(H_{n+u}(h) | \mathcal{F}_n) \right)^2 \right] = \mathbb{P}_\mu \int_n^{n+u} \int_{\mathcal{M}(E_0)} F^2 e^{-\lambda(n+u)} P_{(n+u) - s}^{\beta} (\phi h)(s, v) \hat{N}^{(1,1)}(ds, dv) = \mathbb{P}_\mu \left[ \sum_{s \in \tilde{J}_{n,u}} F^2 e^{-\lambda(s+u)} P_{(s+u) - s}^{\beta} (\phi h)(s, \Delta \bar{X}_s) \right],
\]

where \( \tilde{J}_{n,u} = J^{(1,1)} \cap [n, n + u] \). Note that for any \( h \in \mathcal{B}_0^+(E) \),

\[
P_t^\beta(\phi h)(y) \leq \|h\|_\infty e^{\lambda t} \phi(y), \quad \forall \ t \geq 0, \ y \in E.
\]

Therefore we obtain

\[
\mathbb{P}_\mu \left[ \sum_{s \in \tilde{J}_{n,u}} F^2 e^{-\lambda(n+u)} P_{(n+u) - s}^{\beta} (\phi h)(s, \Delta \bar{X}_s) \right] = \mathbb{P}_\mu \int_n^{n+u} ds \int_E X_s(dx) \int_0 e^{\lambda s} F^2 e^{-\lambda(n+u)} P_{(n+u) - s}^{\beta} (\phi h)(s, r \phi(x)^{-1} \delta_x)^{\frac{1}{2}} \pi(\phi(x, dr))
\]
\[
\begin{align*}
\int_{n}^{n+u} ds \int_{E} \mu(dy) P_{s}^{\beta}(\int_{0}^{e^{\lambda s}} [P_{(n+u)-s}^{\beta}(\phi h)(\cdot)\phi(\cdot)] r^{2}\pi^{\phi}(\cdot, dr))(y) \\
\leq \|h\|_{1}^{2} \sum_{n}^{u} e^{-2\lambda s} ds \int_{E} \mu(dy) P_{s}^{\beta}(\int_{0}^{e^{\lambda s}} r^{2}\pi^{\phi}(\cdot, dr))(y),
\end{align*}
\]
where in the second equality we used the fact that
\[
\sum_{n}^{u} \leq C \|h\|_{1}^{2} \sum_{n}^{u} F_{e^{\lambda(n+u)}P_{(n+u)-s}^{\beta}(\phi h)}(s, \Delta X_{s})
\]
from the fact that \( \int_{0}^{e^{\lambda s}} r^{2}\pi^{\phi}(\cdot, dr) \) is integrable with respect to \( \nu \) for any \( s > 0 \), it follows that
\[
\begin{align*}
\mathbb{P}_{\mu} \left[ \sum_{s \in J_{n}^{(1, 1)}} F_{e^{\lambda(n+u)}P_{(n+u)-s}^{\beta}(\phi h)}(s, \Delta X_{s}) \right] \\
\leq C \|h\|_{1}^{2} \int_{E} \nu(dx) \int_{0}^{e^{\lambda s}} e^{-\lambda s} ds \int_{0}^{e^{\lambda s}} r^{2}\pi^{\phi}(x, dr) \\
\leq C \|h\|_{1}^{2} \int_{E} \nu(dx) \int_{0}^{\infty} dt \int_{0}^{\infty} e^{-\lambda s} ds \int_{0}^{e^{\lambda s}} r^{2}\pi^{\phi}(x, dr) \\
= C \|h\|_{1}^{2} \int_{E} \nu(dx) \int_{1}^{\infty} r^{2}\pi^{\phi}(x, dr) \int_{\lambda^{-1} \ln r}^{\infty} se^{-\lambda s} ds \\
+ C \|h\|_{1}^{2} \int_{E} \nu(dx) \int_{0}^{1} r^{2}\pi^{\phi}(x, dr) \int_{0}^{\infty} se^{-\lambda s} ds \\
=: I + II.
\end{align*}
\]
Using the assumption \( \int_{E} \nu(dx) \int_{0}^{\infty} (r \wedge r^{2})\pi^{\phi}(x, dr) < \infty \), we immediately get that \( II < \infty \). On the other hand,
\[
I = \frac{C}{\lambda^{2}} \|h\|_{1}^{2} \int_{E} \nu(dx) \int_{1}^{\infty} r(\ln r + 1)\pi^{\phi}(x, dr).
\]
Now we can use \( \int_{E} l(x)\nu(dx) < \infty \) and \( \int_{E} \nu(dx) \int_{0}^{\infty} (r \wedge r^{2})\pi^{\phi}(x, dr) < \infty \) again to get that \( I < \infty \).

The proof of (4.11) is now complete. For any \( \varepsilon > 0 \), using (4.11) and Chebyshev’s inequality we have
\[
\sum_{n=1}^{\infty} \mathbb{P}_{\mu} \left( |H_{n+u}(h) - \mathbb{P}_{\mu}[H_{n+u}(h)]|, \mathcal{F}_{n} \right| > \varepsilon \right) \leq \sum_{n=1}^{\infty} \mathbb{P}_{\mu} \left( |H_{n+u}(h) - \mathbb{P}_{\mu}[H_{n+u}(h)]| > \varepsilon \right).
\]
\[ \leq \varepsilon^{-2} \sum_{n=1}^{\infty} \mathbb{P}_{\mu} \left[ H_{n+u}(h) - \mathbb{P}_{\mu}(H_{n+u}(h) | \mathcal{F}_n) \right]^2 < \infty. \]

Then \((4.2)\) follows easily from the Borel-Cantelli lemma. \((4.3)\) follows from \((4.8)\) and the bounded convergence theorem. \(\square\)

**Lemma 4.3.** If \(\int_E l(x) \nu(dx) < \infty\), then for any \(u > 0\), \(\mu \in \mathcal{M}(E)\) and \(h \in \mathcal{B}_b^1(E)\) we have

\[ \lim_{n \to \infty} L_{n+u}(h) - \mathbb{P}_{\mu} \left[ L_{n+u}(h) | \mathcal{F}_n \right] = 0, \quad \text{in } L^1(\mathbb{P}_{\mu}) \text{ and } \mathbb{P}_{\mu}\text{-a.s.} \]

and

\[ \lim_{n \to \infty} \int_0^1 \left( L_{n+u}(h) - \mathbb{P}_{\mu} \left[ L_{n+u}(h) | \mathcal{F}_n \right] \right) du = 0, \quad \mathbb{P}_{\mu}\text{-a.s.} \]

**Proof.** It is easy to see that

\[ \mathbb{P}_{\mu} \left[ L_{n+u}(h) | \mathcal{F}_n \right] = e^{-\lambda(n+u)} \int_0^n \int_E P_{(n+u)-s}^\beta (\phi h)(x) S^{(2,1)}(ds, dx). \]

Therefore,

\[ (4.11) \quad \left| L_{n+u}(h) - \mathbb{P}_{\mu} \left[ L_{n+u}(h) | \mathcal{F}_n \right] \right| \]

\[ \leq \int_0^n \int_{\mathcal{M}(E_\phi)} F_{e^{-\lambda(n+u)} P_{(n+u)-s}^\beta (\phi h)(\cdot)}(s, v)(N^{(2,1)} + \widehat{N}^{(2,1)})(ds, dv). \]

Using \((4.6)\) we get,

\[ \int_0^n \int_{\mathcal{M}(E_\phi)} F_{||h||e^{-\lambda} \phi(s, v)}(N^{(2,1)} + \widehat{N}^{(2,1)})(ds, dv) \]

\[ \leq \int_0^n \int_{\mathcal{M}(E_\phi)} F_{||h||e^{-\lambda} \phi(s, v)}(N^{(2,1)} + \widehat{N}^{(2,1)})(ds, dv) \]

Taking expectation, we obtain

\[ \mathbb{P}_{\mu} \int_0^n \int_{\mathcal{M}(E_\phi)} F_{||h||e^{-\lambda} \phi(s, v)}(N^{(2,1)} + \widehat{N}^{(2,1)})(ds, dv) \]

\[ = 2 ||h|| \mathbb{P}_{\mu} \left[ \int_0^n e^{-\lambda s} ds \int_E X_s(dx) \int_{e^\lambda s}^\infty r \pi \phi(x, dr) \right] \]

\[ = 2 ||h|| \int_0^n e^{-\lambda s} ds \int_E \mu(dy) P_{e^\lambda s} \left( \int_{e^\lambda s}^\infty r \pi \phi(\cdot, dr) \right)(y) \]

\[ \leq 2C ||h|| \langle \phi, \mu \rangle \int_0^n ds \int_E \nu(dx) \int_{e^\lambda s}^\infty r \pi \phi(x, dr) \]

\[ \leq 2C ||h|| \langle \phi, \mu \rangle \int_E \nu(dx) \int_{e^\lambda s}^\infty r \pi \phi(x, dr) \int_0^{\lambda^{-1} \ln r} ds \]
From the quadratic variation formula, it follows that

\[
\int_E \nu(dx) \int_0^\infty r \ln r \pi^\phi(x, dr).
\]

Note that

\[
\int_0^\infty r \ln r \pi^\phi(x, dr) \leq \int_E l(x) \nu(dx) < \infty.
\]

Applying the dominated convergence theorem and using the fact that

\[
\int_n^\infty \int_{\mathcal{M}(E)} F_{|h|_\infty} e^{-\lambda} \phi(s, v) (N(2,1) + \tilde{N}(2,1))(ds, dv)
\]

is decreasing in \( n \), we obtain that, when \( \int_E l(x) \nu(dx) < \infty, \)

\[
\lim_{n \to \infty} \int_n^\infty \int_{\mathcal{M}(E)} F_{|h|_\infty} e^{-\lambda} \phi(s, v) (N(2,1) + \tilde{N}(2,1))(ds, dv) = 0, \quad \text{in } L^1(\mathbb{P}) \text{ and } \mathbb{P}_\mu - \text{a.s.}
\]

Therefore by (4.11), we have (4.9) and (4.10). The proof is complete.

Lemma 4.4. For any \( u > 0, \mu \in \mathcal{M}(E) \) and \( h \in \mathcal{B}_b^+(E) \) we have

\[
\lim_{n \to \infty} C_{n+u}(h) - \mathbb{P}_\mu[C_{n+u}(h)|\mathcal{F}_n] = 0, \quad \text{in } L^2(\mathbb{P}_\mu) \text{ and } \mathbb{P}_\mu - \text{a.s.}
\]

and

\[
\lim_{n \to \infty} \int_0^1 \left( C_{n+u}(h) - \mathbb{P}_\mu[C_{n+u}(h)|\mathcal{F}_n] \right) du = 0, \quad \mathbb{P}_\mu - \text{a.s.}
\]

Proof: Note that

\[
\mathbb{P}_\mu(C_{n+u}(h)|\mathcal{F}_n) = e^{-\lambda(n+u)} \int_0^n \int_E (P^{\phi h}_{\{n+u\} - s})(x) S^C(ds, dx),
\]

and then

\[
C_{n+u}(h) - \mathbb{P}_\mu[C_{n+u}(h)|\mathcal{F}_n] = e^{-\lambda(n+u)} \int_n^{n+u} \int_E (P^{\phi h}_{\{n+u\} - s})(x) S^C(ds, dx).
\]

From the quadratic variation formula, it follows that

\[
\mathbb{P}_\mu \left[ \left( C_{n+u}(h) - \mathbb{P}_\mu(C_{n+u}(h)|\mathcal{F}_n) \right)^2 \right] = \int_n^{n+u} e^{-2\lambda(n+u)} ds \int_E \mu(dx) P^\beta_s \left( \left( P^{\phi h}_{\{n+u\} - s} \right)^2 \right) (x)
\]

\[
\leq \|h\|_\infty^2 \int_n^{n+u} e^{-\lambda s} ds \int_E P^\beta_s (\phi^2)(x) \mu(dx)
\]

\[
\leq \frac{1}{\lambda} \|\phi\|_\infty \|h\|_\infty^2 \langle \phi, \mu \rangle e^{-\lambda n}.
\]

Therefore, we have

\[
\sum_{n=1}^\infty \mathbb{P}_\mu \left[ C_{n+u}(h) - \mathbb{P}_\mu(C_{n+u}(h)|\mathcal{F}_n) \right]^2 < \infty.
\]

By the Borel-Cantelli lemma, we get (4.13). (4.14) follows from the bounded convergence theorem.

\[\square\]
\textbf{Theorem 4.5.} If $\int_{E} l(x) \nu(dx) < \infty$, then for any $\mu \in \mathcal{M}(E)$ and $h \in B_{b}^{+}(E)$ we have

$$
\lim_{n \to \infty} e^{-\lambda n} \langle \phi h, X_{n} \rangle = M_{\infty}(\phi) \int_{E} \phi(z) h(z) \nu(dz), \quad \text{in } L^{1}(\mathbb{P}_{\mu}) \text{ and } \mathbb{P}_{\mu}-\text{a.s.}
$$

\textbf{Proof:} By combining the three lemmas above, we can easily get that, if $\int_{E} l(x) \nu(dx) < \infty$, then for any $u > 0$, $\mu \in \mathcal{M}(E)$ and $h \in B_{b}^{+}(E)$ we have

$$
\lim_{n \to \infty} e^{-\lambda(n+u)} \langle \phi h, X_{n+u} \rangle - \mathbb{P}_{\mu} \left[ e^{-\lambda(n+u)} \langle \phi h, X_{n+u} \rangle \bigg| \mathcal{F}_{n} \right] = 0, \quad \text{in } L^{1}(\mathbb{P}_{\mu}) \text{ and } \mathbb{P}_{\mu}-\text{a.s.}
$$

Indeed, $e^{-\lambda(n+u)} \langle \phi h, X_{n+u} \rangle$ can be decomposed into four parts:

$$
e^{-\lambda(n+u)} \langle \phi h, X_{n+u} \rangle
= e^{-\lambda(n+u)} \langle P_{n+u}^{\beta}(\phi h), \mu \rangle + e^{-\lambda(n+u)} \int_{0}^{n+u} \int_{E} P_{(n+u)-s}^{\beta}(\phi h)(x) M(ds, dx)
= e^{-\lambda(n+u)} \langle P_{n+u}^{\beta}(\phi h), \mu \rangle + H_{n+u}(h) + L_{n+u}(h) + C_{n+u}(h).
$$

Therefore,

$$
e^{-\lambda(n+u)} \langle \phi h, X_{n+u} \rangle - \mathbb{P}_{\mu} \left[ e^{-\lambda(n+u)} \langle \phi h, X_{n+u} \rangle \bigg| \mathcal{F}_{n} \right]
= H_{n+u}(h) - \mathbb{P}_{\mu} \left[ H_{n+u}(h) \bigg| \mathcal{F}_{n} \right] + L_{n+u}(h) - \mathbb{P}_{\mu} \left[ L_{n+u}(h) \bigg| \mathcal{F}_{n} \right]
+ C_{n+u}(h) - \mathbb{P}_{\mu} \left[ C_{n+u}(h) \bigg| \mathcal{F}_{n} \right].
$$

Now (4.18) follows immediately from Lemmas 4.2–4.4. By the mean formula and the Markov property of superprocesses, we have

$$
\mathbb{P}_{\mu} \left[ e^{-\lambda(n+u)} \langle \phi h, X_{n+u} \rangle \bigg| \mathcal{F}_{n} \right] = e^{-\lambda n} \langle e^{-\lambda u} P_{u}^{\beta}(\phi h), X_{n} \rangle.
$$

By Assumption 2,

$$
e^{-\lambda u} P_{u}^{\beta}(\phi h)(x) = \phi(x) \langle \phi h, \nu \rangle(1 + C_{u,x,\phi h}),
$$

where $|C_{u,x,\phi h}| \leq c_{u}$ and $\lim_{u \to \infty} c_{u} = 0$. Hence,

$$
e^{-\lambda n} \langle e^{-\lambda u} P_{u}^{\beta}(\phi h), X_{n} \rangle \geq (1 - c_{u}) e^{-\lambda n} \langle \phi, X_{n} \rangle \langle \phi h, \nu \rangle
= (1 - c_{u}) M_{n}(\phi) \langle \phi h, \nu \rangle, \quad \mathbb{P}_{\mu}-\text{a.s.}
$$

and

$$
e^{-\lambda n} \langle e^{-\lambda m} P_{m}^{\beta}(\phi h), X_{n} \rangle \leq (1 + c_{m}) e^{-\lambda n} \langle \phi, X_{n} \rangle \langle \phi h, \nu \rangle
= (1 + c_{m}) M_{n}(\phi) \langle \phi h, \nu \rangle, \quad \mathbb{P}_{\mu}-\text{a.s.}
$$

Using (4.19), (4.18) and (4.21), we get that for any $u > 0$,

$$
\limsup_{n \to \infty} e^{-\lambda n} \langle \phi h, X_{n} \rangle = \limsup_{n \to \infty} e^{-\lambda(n+u)} \langle \phi h, X_{n+u} \rangle
= \limsup_{n \to \infty} e^{-\lambda n} \langle e^{-\lambda u} P_{u}^{\beta}(\phi h), X_{n} \rangle \leq \limsup_{n \to \infty} (1 + c_{u}) M_{n}(\phi) \langle \phi h, \nu \rangle
= (1 + c_{u}) M_{\infty}(\phi) \langle \phi h, \nu \rangle.
$$
Letting $u \to \infty$, we get
\begin{equation}
(4.22) \quad \limsup_{n \to \infty} e^{-\lambda_n} \langle \phi h, X_n \rangle \leq M_\infty(\phi) \langle \phi h, \nu \rangle.
\end{equation}
Similarly, using (4.19), (4.18) and (4.20) we get that for any $u > 0$,
\begin{align*}
\liminf_{n \to \infty} e^{-\lambda_n} \langle \phi h, X_n \rangle &= \liminf_{n \to \infty} e^{-\lambda(n+u)} \langle \phi h, X_{n+u} \rangle \\
&= \liminf_{n \to \infty} e^{-\lambda_n} \langle e^{-\lambda u} P_u^\beta(\phi h), X_n \rangle \geq \liminf_{n \to \infty} (1 - c_u) M_n(\phi) \langle \phi h, \nu \rangle \\
&= (1 - c_u) M_\infty(\phi) \langle \phi h, \nu \rangle.
\end{align*}
Letting $u \to \infty$, we get
\begin{equation}
(4.23) \quad \liminf_{n \to \infty} e^{-\lambda_n} \langle \phi h, X_n \rangle \geq M_\infty(\phi) \langle \phi h, \nu \rangle.
\end{equation}
Combining (4.22) and (4.23) we arrive at the almost sure assertion of the theorem. Since $e^{-\lambda_n} \langle \phi h, X_n \rangle$ is controlled by a constant multiple of $M_n(\phi)$, which is uniformly integrable by Proposition 4.1, the $L^1$ assertion now follows immediately from the almost sure assertion.

**Proof of Theorem 4.1.** For any $s > n$
\begin{align*}
&\quad e^{-\lambda s} \langle \phi_1 F, X_s \rangle \\
&= e^{-\lambda s} \langle P_{s-n}^\beta(\phi_1 F), X_n \rangle + e^{-\lambda s} \int_n^s P_{s-u}^\beta(\phi_1 F)(x) M(du, dx) \\
&= e^{-\lambda s} \langle P_{s-n}^\beta(\phi_1 F), X_n \rangle + \left( H_s(\phi_1 F) - \mathbb{P}_\mu [ H_s(\phi_1 F) | F_n] \right) + \left( L_s(\phi_1 F) - \mathbb{P}_\mu [ L_s(\phi_1 F) | F_n] \right) \\
&\quad + C_s(\phi_1 F) - \mathbb{P}_\mu [ C_s(\phi_1 F) | F_n].
\end{align*}
Hence,
\begin{align*}
\int_n^{n+1} e^{-\lambda s} \langle \phi_1 F, X_s \rangle ds \\
&= \int_n^{n+1} e^{-\lambda s} \langle P_{s-n}^\beta(\phi_1 F), X_n \rangle ds + \int_n^{n+1} \left( H_s(\phi_1 F) - \mathbb{P}_\mu [ H_s(\phi_1 F) | F_n] \right) ds \\
&\quad + \int_n^{n+1} \left( L_s(\phi_1 F) - \mathbb{P}_\mu [ L_s(\phi_1 F) | F_n] \right) ds + \int_n^{n+1} C_s(\phi_1 F) - \mathbb{P}_\mu [ C_s(\phi_1 F) | F_n] ds \\
&= e^{-\lambda n} \left( \int_0^1 e^{-\lambda s} P_s^\beta(\phi_1 F)ds \right) \langle \phi_1 F, X_n \rangle + \frac{1}{\lambda} \left( H_{n+s}(\phi_1 F) - \mathbb{P}_\mu [ H_{n+s}(\phi_1 F) | F_n] \right) ds \\
&\quad + \frac{1}{\lambda} \left( L_{s+n}(\phi_1 F) - \mathbb{P}_\mu [ L_{s+n}(\phi_1 F) | F_n] \right) ds + \frac{1}{\lambda} C_{n+s}(\phi_1 F) - \mathbb{P}_\mu [ C_{n+s}(\phi_1 F) | F_n] ds \\
&= I_n + II_n + III_n + IV_n.
\end{align*}
It has been shown in Lemma 4.2, Lemma 4.3 and Lemma 4.4 that
\[
\lim_{n \to \infty} II_n + III_n + IV_n = 0.
\]
Since \( \int_0^1 e^{-\lambda s} P^\beta_s (\phi I_F)(x) \, ds \leq \phi(x) \), by Theorem 4.5,

\[
\lim_{n \to \infty} e^{-\lambda n} \langle \left( \int_0^1 e^{-\lambda s} P^\beta_s (\phi 1_F) \, ds \right), X_n \rangle = M_\infty(\phi) \langle \int_0^1 e^{-\lambda s} P^\beta_s (\phi 1_F)(x) \, ds, \nu \rangle = M_\infty(\phi) \langle \phi I_F, \nu \rangle.
\]

\( \Box \)
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