HOMOTOPY INVARIANCE OF NON-STABLE $K_1$-FUNCTORS

A. STAVROVA

Abstract. Let $G$ be a reductive algebraic group over a field $k$, such that every semisimple normal subgroup of $G$ has isotropic rank $\geq 2$, i.e. contains $(\mathbb{G}_m)^2$. Let $K_1^G$ be the non-stable $K_1$-functor associated to $G$ (see \cite{PS1}); for a field $k$, the group $E(k)$ is the Tits’ $G(k)^+$. The functor $K_1^G$ is called the non-stable (or unstable) $K_1$-functor associated to $G$, or the Whitehead group of $G$.

If $G = GL_n$, $n \geq 3$, we have $K_1^G(R) = GL_n(R)/E_n(R)$, the quotient involved in the Bass’ definition of the algebraic $K_1$-functor $K_1(R) = \lim_n GL_n(R)/E_n(R)$ \cite{B}, hence the name “non-stable $K_1$-functor”.

The case where $R = k$ is a field was studied in a somewhat separate stream in relation to the Kneser–Tits problem. The principal bibliography can be found in \cite{A, G, GMV, HV, PST1, W}.

We mostly address the case where $G$ is a reductive algebraic group of arbitrary type, such that all semisimple normal subgroups of $G$ have isotropic rank $\geq 2$, i.e. contain $(\mathbb{G}_m)^2$. We show that the functor $K_1^G$ has the following properties.

- If $G$ is defined over a commutative ring $R$, the natural sequence of pointed sets

$$1 \longrightarrow K_1^G(R) \xrightarrow{g \mapsto (g,g)} K_1^G(R[X]) \times K_1^G(R[X^{-1}]) \xrightarrow{(g_1,g_2) \mapsto g_1g_2^{-1}} K_1^G(R[X,X^{-1}])$$

is exact.

This is Theorem 5.1 of our paper. It was first obtained by A. Suslin \cite{Su} Theorem 5.1 for $G = GL_n$ ($n \geq 3$), and, using similar methods, by A. Suslin and V. Kopeiko for $O_{2n}$ ($n \geq 3$) \cite{SuK} Theorem 6.8, and $Sp_{2n}$ ($n \geq 2$) \cite{K78} Theorem 3.9. Later E. Abe \cite{A} Theorem 2.16 generalized it to almost all Chevalley groups. More precisely, Abe proved the same statement for all simply connected split simple groups of rank $\geq 2$ and any commutative ring $R$, excluding the groups of type $G_2$ over $R$ with $2 \not\in R^*$, and all groups of type $B_1$ and $G_2$. Our proof is only partially inspired by Abe’s, and does not rely on his results. In particular, we remove the above restrictions on the type in the split case.

- If $G$ is defined over a field $k$, then for any $n \geq 1$, one has the isomorphism

$$K_1^G(k) \cong K_1^G(k[X_1,\ldots,X_n]).$$
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This is proved in Theorem 5.5 by induction on \( n \), relying on the previous property, much in the same way as the respective result of Abe for Chevalley groups [A] Theorem 3.5. The only differences are that the induction base \( n = 1 \) is provided by a theorem of C. Soulé [Soul] and B. Margaux [M], and later we use the isomorphism \( K_1^G(k) \cong K_1^G(k(X)) \) [G], which holds if \( G \) is a simply connected semisimple group. Note that in this latter case, moreover, one deduces that \( K_1^G(k) \) is isomorphic to \( K_1^G \) of a ring of Laurent polynomials in several variables over \( k \) (Corollary 5.4).

For \( G = \text{GL}_n, \text{SL}_n, \text{Sp}_{2n} \) somewhat stronger results were previously obtained in the above-mentioned works of Suslin and Kopeiko and in [GMV1, K95b, K99, K96].

- If \( k \) is moreover a perfect field, for any regular \( k \)-algebra \( R \) one deduces that
  \[ K_1^G(R) \cong K_1^G(R[X]). \]

This is proved in Theorem 5.5 We use Popescu’s theorem to reduce to the case of a regular \( k \)-algebra essentially of finite type. In this generality, the result follows from the previous properties and Lindel’s lemma on étale neighbourhoods [L]. This approach is due to T. Vorst [V], who considered the case of \( \text{GL}_n \); the same argument was used by Abe [A] for Chevalley groups under the same restrictions on type as mentioned above, and for \( \text{Sp}_{2n} \), by V. Kopeiko in [K95b, K99, K96]. Note that in these three cases the ground field \( k \) was not supposed to be perfect, since for split groups the case of a regular algebra essentially of finite type over a non-perfect field reduces to the case of that over \( \mathbb{F}_p \) [V] Proof of Th. 3.3].

M. Wendt [W] Prop. 4.8] suggested a way to extend Abe’s result to Chevalley groups of types \( B_1, C_t \) and \( G_2 \), using stabilization results of E. Plotkin (actually, even in case of an excellent Dedekind ring \( k \)), but his proof is known to be incomplete [Ste].

Note that the isomorphism \( K_1^G(R) \cong K_1^G(R[X]) \) implies that \( K_1^G(R) \) also coincides with the 1st Karoubi–Villamayor \( K \)-group of \( R \) with respect to \( G \), as defined by J.F. Jardine [J] following S.M. Gersten [Ge]; see [W] or Lemma 2.3.

- If \( k \) is an infinite perfect field, and \( R \) is a local regular \( k \)-algebra, the natural map
  \[ K_1^G(R) \to K_1^G(K), \]
where \( K \) is the fraction field of \( R \), is injective.

This follows from the previous statements by means of a general theorem of J.-L. Colliot-Thélène and M. Ojanguren, proved in [CTO]; see Theorem 5.7.

It should be possible to extend the results of the present paper to isotropic simply connected simple groups \( G \) which are defined over a semilocal regular ring \( R \) containing a (perfect, infinite) field \( k \), and not over \( k \) itself, by means of the techniques employed in [PaSi]. We plan to address this question in the future.
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2. The functor \( K_1^G \)

Let \( G \) be a reductive algebraic group over a commutative ring \( A \).

2.1. Elementary subgroup and Suslin’s local-global principle. We recall the main result of [PS11].

Let \( P \) be a parabolic subgroup of \( G \). Since the base \( \text{Spec } A \) is affine, the group \( P \) has a Levi subgroup \( L_P \) [SGA3] Exp. XXVI Cor. 2.3]. There is a unique parabolic subgroup \( P^- \) in \( G \) which is opposite to \( P \) with respect to \( L_P \) (that is \( P^- \cap P = L_P \), see [SGA3] Exp. XXVI Th. 4.3.2]). We denote by \( U_P \) and \( U_P^- \) the unipotent radicals of \( P \) and \( P^- \) respectively.

We define the elementary subgroup \( E_P(A) \) corresponding to \( P \) as the subgroup of \( G(A) \) generated as an abstract group by \( U_P(A) \) and \( U_P^-(A) \). Note that if \( L_P' \) is another Levi subgroup of \( P \), then \( L_P' \) and \( L_P \) are conjugate by some element \( u \in U_P(A) \) [SGA3] Exp. XXVI Cor. 1.8], hence \( E_P(A) \) does not depend on the choice of a Levi subgroup or, respectively, of an opposite subgroup \( P^- \). We suppress the particular choice of \( L_P \) in this context, and sometimes even write \( U_P \) instead of \( U_P^- \).
We say that a parabolic subgroup $P$ in $G$ is strictly proper, if it intersects properly every normal semisimple subgroup of $G$. Equivalently, $P$ is strictly proper, if for every maximal ideal $m$ in $A$ the image of $P_m$ in $G_1$ under the projection map is a proper subgroup in $G_1$, where $G^{ad}_A = \prod G_i$ is the decomposition of the adjoint semisimple group $G^{ad}_A$ into a product of simple groups. It was proved in [PS1], that if $G$ satisfies the following strong isotropy condition

$G$ contains a strictly proper parabolic $P$ over $A$, and, for any maximal ideal $m$ in $A$,

(E) all irreducible components of the relative root system of $G_A$ are of rank $\geq 2$

(that is, every normal semisimple subgroup of $G_A$ contains $(G_m)^2$),

then $E(A) = E_P(A)$ is independent of the choice of a strictly proper parabolic subgroup $P$, and, in particular, is normal in $G$. The key step in the proof is to show that, under the above assumption (E), $G$ satisfies what we call Suslin’s local-global principle (see [ST] Th. 3.1) for the case of $G_L$:

**Suslin's local-global principle.** Let $A$ be a commutative ring, $G$ a reductive group scheme over $A$, $E(A)$ the elementary subgroup of $G(A)$. Let $g(X) \in G(A[X])$ be such that $g(0) \in E(A)$ and $F_m(g(X)) \in E(A_m[X])$ for all maximal ideals $m$ of $A$. Then $g(X) \in E(A[X])$.

Note that Suslin based his proof of the above statement for $GL_n$ on the ideas of Quillen from [Q] (e.g. [Q] Lemma 1). For the case of split (—Chevalley) groups the same result was obtained by Abe in [A] Th. 1.15. R. Basu has treated certain isotropic reductive groups of classical type under the assumption that they are locally split ([Ba]; see also [BBR]).

The most general known result for reductive groups is as follows:

**Lemma 2.1.** [PS1] Lemma 17] Let $A$ be a commutative ring, $G$ a reductive group over $A$, satisfying the condition (E). Then Suslin’s local-global principle holds for $G$.

2.2. The functor $K_1^G$ and its $\mathbb{A}^1$-invariance. Assume that $G$ over $A$ satisfies (E) as above. We consider the functor $K_1^G(R) = G(R)/E(R)$ on the category of commutative $A$-algebras $R$. The normality of the elementary subgroup implies that $K_1^G$ is a group-valued functor.

Note that we have natural localization maps $F_m : K_1^G(A) \to K_1^G(A_m)$. Then the Suslin’s local-global principle translates as follows:

$$x \in \ker(K_1^G(A[X]) \xrightarrow{X\mapsto 0} K_1^G(A)) \text{ is trivial, if and only if}$$

$$F_m(x) \in K_1^G(A_m[X]) \text{ is trivial for every maximal ideal } m \text{ of } A.$$

Note that we also have a natural map $K_1^G(A) \to K_1^G(A[X])$, induced by the embedding $A \to A[X]$. We will say that $K_1^G$ is $\mathbb{A}^1$-invariant at $A$, if this map is an isomorphism, or, equivalently, if

$$G(A[X]) = G(A)E(A[X]).$$

In Theorem 6.5 we show that $K_1^G$ is $\mathbb{A}^1$-invariant at $A$, if $G$ is an isotropic simply connected simple algebraic group over a perfect field $k$, $A$ is a regular $k$-algebra, and the relative root system of $G$ is of rank $\geq 2$.

Note that if a reductive group $G$ over a commutative ring $A$ is isotropic, i.e. contains a proper parabolic subgroup $P$ (it is reasonable to assume that $P$ is strictly proper), but $G$ does not necessarily satisfy (E), one can still consider the quotient

$$K_1^{G,P}(A) = G(A)/E_P(A).$$

If $A$ is a local ring, one knows that $E_P(A)$ is also independent of the choice of $P$ and normal in $G(A)$; see [SGA3] Exp. XXVI § 5] and [PS1] Lemma 12]. However, if $A$ is not local, $E_P(A)$ is not in general normal in $G(A)$, for example, if $G = SL_2$. The Suslin’s local-global principle is not true in this case. Also, the classical example of Cohn [C] says that $SL_2(k[X_1, X_2]) \neq E_2(k[X_1, X_2])$. Since $SL_2(k[X_1]) = E_2(k[X_1])$, this implies that $K_1^{SL_2,P}$ is not $\mathbb{A}^1$-invariant at $k[X_1]$.

One may ask if the subgroup $E(A)$ of $G(A)$ generated by all $E_P(A)$, $P$ a parabolic subgroup of $G$, provides a better definition of $K_1^G$ if (E) is not satisfied. Unfortunately, we know that if $G = SL_2$, $A = k[X_1, X_2]$, $k$ a finite field, then again $SL_2(k[X_1, X_2]) \neq E_2(k[X_1, X_2])$ [GMV2] Th. 1.4] (see also [KMc] for a more general result).

These are the reasons why in the present paper we mostly restrict our attention to groups of isotropic rank $\geq 2$. 
2.3. Margaux—Soulé theorem. Let $G$ be an isotropic simply connected simple semisimple algebraic group over a field $k$. B. Margaux showed in [M], extending the earlier results of C. Soulé [Sou] on Chevalley groups, that

\[ G(k[X]) = G(k) \cdot (U_P(k[X])), \quad P \text{ a minimal parabolic } k\text{-subgroup of } G. \]

Two comments are in order. First, this result in the above papers was, actually, a corollary of a more general result about buildings associated to such groups $G$; we will not need it in full generality. Second, by [SGA3, Exp. XXVI, Cor. 5.2, 5.7] all minimal parabolic subgroups of $G$ over $k$ are conjugate to any fixed minimal parabolic subgroup $P$ by elements of $E_P(k)$, hence, we can rewrite the above statement as

\[ G(k[X]) = G(k)E_P(k[X]) \text{ for any minimal parabolic } k\text{-subgroup } P \text{ of } G. \]

We can use the standard reductions to extend this result to isotropic reductive groups.

**Lemma 2.2.** Let $G$ be a reductive algebraic group over a field $k$. Let $G^{sc}$ be the simply connected semisimple group isogeneous to the algebraic derived subgroup $[G, G]$ of $G$. Let $A = k[X_1, \ldots, X_n]$ for some $n \geq 0$. If one has $G^{sc}(A[X]) = G^{sc}(E_P(A[X]))$ for a minimal parabolic $k$-subgroup $P$ of $G^{sc}$, then $G(A[X]) = G(A)E_Q(A[X])$ for any minimal parabolic $k$-subgroup $Q$ of $G$.

**Proof.** Let $Q$ be a minimal parabolic $k$-subgroup of $G$. It is enough to show that any element $g$ that is in $\ker(G(A[X]) \to G(A))$, belongs to $E_Q(A[X])$.

First let $G$ be a possibly non-simply connected semisimple group over $k$, satisfying the conditions of the Lemma. There is a short exact sequence of algebraic groups

\[ 1 \to C \to G^{sc} \to \tilde{G} \to 1, \]

where $C$ is a group of multiplicative type over $k$, $G^{sc}$ is a semisimple simply connected group over $k$, and $C$ is central in $G^{sc}$. Write the respective “long” exact sequences over $A[X]$ and $A$ with respect to fppf topology. Adding the maps induced by the homomorphism $\rho : A[X] \to A, X \mapsto 0$, we obtain a commutative diagram

\[
\begin{array}{ccc}
1 & \to & C(A[X]) \to G^{sc}(A[X]) \to G(A[X]) \to H^1_{fppf}(A[X], C) \\
\| & & \| & \| \\
1 & \to & C(A) \to G^{sc}(A) \to G(A) \to H^1_{fppf}(A, C)
\end{array}
\]

Here the rightmost vertical arrow is an isomorphism, for example, by [CTS] Lemma 2.4. Take any $g \in \ker(\rho : G(A[X]) \to G(A))$. Then $\delta(g) = 1$, hence there is $\tilde{g} \in G^{sc}(A[X])$ with $\pi(\tilde{g}) = g$. Clearly, $\rho(\tilde{g}) \in C(A)$, and hence

\[ \tilde{g} \in C(A) \cdot \ker(\rho : G^{sc}(A[X]) \to G(A)) \subseteq C(A)E_P(A[X]). \]

Since $\pi(E_P(A[X])) = E_Q(A[X])$, this proves the claim of the Lemma for $G$.

Now let $G$ be any reductive group over $k$ satisfying the conditions of the Lemma. Then there is a short exact sequence

\[ 1 \to [G, G] \to G \to T \to 1, \]

for a $k$-torus $T$. Here the group $[G, G]$ is the algebraic derived subgroup of $G$; it is a semisimple group that satisfies the isotropy conditions of the Lemma, if $G$ does. Moreover, it contains the unipotent radicals of all parabolic subgroups of $G$, hence the subgroups $E_Q(A[X])$ are the same for $[G, G]$ and $G$. Since $T(A[X]) = T(k[X_1, \ldots, X_n, X]) \cong T(k) \cong T(A)$ (e.g. by étale descent), the exact sequence

\[ 1 \to [G, G](A[X]) \to G(A[X]) \to T(A[X]) \]

finishes the proof. \(\square\)

**Theorem 2.3** (Margaux–Soulé). Let $G$ be a reductive algebraic group over a field $k$, such that every normal semisimple subgroup of the algebraic derived group $[G, G]$ is isotropic. Then

\[ G(k[X]) = G(k) \cdot (U_P(k[X])), \quad P \text{ a minimal parabolic } k\text{-subgroup of } G. \]
3.1. Relative roots and relative root subschemes. Let \( R \) be a commutative ring. Let \( G \) be an isotropic reductive group scheme over \( R \), \( P \) a strictly proper parabolic subgroup of \( G \). Recall that we

\[ K^G_k(k) \cong K^G_1(k[X]). \]

2.4. Relation to the Karoubi–Villamayor \( K \)-theory. For any reductive group \( G \) over a commutative ring \( A \), let \( KV^G(A) \) denote the 1st Karoubi–Villamayor \( K \)-group of the functor \( G \), as defined by Jardine in \[ \text{[J]} \] §3 following Gersten \[ \text{[Ge]} \]. Note that Jardine denotes the Karoubi–Villamayor \( K \)-functor by \( K^G_1 \), while we reserve this notation for our \( K \)-functor. The following result is a straightforward extension to isotropic reductive groups of \text{[W, Lemma 2.4]} for Chevalley groups. Note that even for Chevalley groups, the groups \( K^G_1(A) \) are in general non-abelian (\text{vdK}, see also \text{[HV]}).

Lemma 2.4. Let \( G \) be an isotropic reductive group over a commutative ring \( A \) (with 1) satisfying (E). There is an exact sequence (a coequalizer)

\[ K^G_1(A[X]) \xrightarrow{g \mapsto (1)g(0)^{-1}} K^G_1(A) \to KV^G_1(A) \to 1, \]

where the first map is a map of pointed sets, while the second one is a group homomorphism.

In particular, if \( K^G_1 \) is \( k^1 \)-invariant at \( A \), then \( K^G_1(A) \cong KV^G_1(A) \) as groups.

Proof. Let \( p \) denote both maps \( A[X] \to A \) and \( G(A[X]) \to G(A) \) induced by \( X \mapsto 0 \), and \( \varepsilon \) denote both maps \( A[X] \to A \) and \( G(A[X]) \to G(A) \) induced by \( X \mapsto 1 \). As in \[ \text{[J]} \], set \( E(A) = \ker(p: A[X] \to A) \), and let \( \tilde{G} \) be the extension of the functor \( G \) to the category of not necessarily unital commutative \( A \)-algebras, defined by \( \tilde{G}(R) = \ker(p_{RA}: G(A \oplus R) \to G(A)) \), here \( R \) is any commutative non-unital \( A \)-algebra, and \( A \oplus R \) is the direct sum of additive groups with multiplication given by \((\alpha, \alpha) \cdot (\beta, \beta) = (\alpha \beta, \alpha \beta) + \beta \alpha \).

Recall that \( KV^G_1(A) = \ker(\varepsilon: G(EA) \to \tilde{G}(A)) \). Thus, there is a canonical group homomorphism \( G(A) \cong \tilde{G}(A) \to KV^G_1(A) \). We have \( E(A) \subseteq \varepsilon(G(EA)) \), where \( G(EA) \) is identified with its image in \( \tilde{G}(A) \). Indeed, \( G(EA) = \ker(G(\oplus EA) \to G(A)) \); we have \( A \oplus EA \cong A[X] \), hence \( G(EA) = \ker(p: G(A[X]) \to G(A)) \). By \text{[PS]} Lemma 8 for any \( g \in E(A) \) there is \( g(X) \in E(A[X]) \subseteq G(A[X]) \) such that \( g(0) = 1 \) and \( g(1) = g \). Hence \( E(A) \subseteq \varepsilon(\ker(G(A[X]) \to G(A))) \). Summing up, there is a correctly defined map \( K^G_1(A) = G(A)/E(A) \to KV^G_1(A) \). Clearly, it is surjective.

Now we show the exactness at the \( K^G_1(A) \) term. By \text{[J]} Lemma 3.5 the inclusion \( A \to A[X] \) induces an isomorphism between \( KV^G_1(A) \) and \( KV^G_1(A[X]) \). Consider the image of \( (1)g(0)^{-1} \in K^G_1(A) \) in \( K^G_1(A[X]) \) under the inclusion map. One readily sees that \( g(1)g(0)^{-1} = (g(Y)g(0)^{-1}) \vert_{Y=1} \) is in \( \varepsilon_Y(\ker(p_Y: G(A[X,Y]) \to G(A[X]))) \), where \( \varepsilon_Y, p_Y \) are the same as \( \varepsilon, p \) with respect to the free variable \( Y \). Therefore, the image of \( g(1)g(0)^{-1} \) in \( KV^G_1(A[X]) \) is trivial, which implies that it is in \( \ker(K^G_1(A) \to KV^G_1(A)) \). Now let \( g \in G(A) \) be such that the image of \( g \) under \( G(A) \to K^G_1(A) \to KV^G_1(A) \) is trivial. Then \( g \in \varepsilon(\ker(p: G(A[X]) \to A)) \). This means that there is \( g(X) \in G(A[X]) \) such that \( g(0) = 1 \) and \( g(1) = g \). Then \( g = g(1)g(0)^{-1} \) belongs to the image of the map \( K^G_1(A[X]) \to K^G_1(A) \) in our exact sequence. \( \square \)

3. Notation and general lemmas over rings

3.1. Relative roots and relative root subschemes. Let \( R \) be a commutative ring. Let \( G \) be an isotropic reductive group scheme over \( R \), \( P \) a strictly proper parabolic subgroup of \( G \).
set
\[ E_P(R) = \langle U_P(R), U_{P^{-}}(R) \rangle, \]
where \( P^- \) is any parabolic subgroup of \( G \) opposite to \( P = P^+ \), and \( U_P \) and \( U_{P^-} \) are the unipotent radicals of \( P \) and \( P^- \) respectively. The main theorem of [PSt1] states that \( E_P(R) \) does not depend on the choice of a strictly proper parabolic subgroup \( P \), as soon as for any maximal ideal \( M \) in \( R \) all irreducible components of the relative root system of \( G_{RM} \) are of rank \( \geq 2 \). Under this assumption, we call \( E_P(R) \) the elementary subgroup of \( G(R) \) and denote it simply by \( E(R) \).

Now we define the relative roots and relative root subschemes of \( G \) with respect to \( P = P^+ \) (actually, they also depend on the choice of \( P^- \), but we omit it from the notation). See [PSt1], [LS] for more details.

Let \( L = P^+ \cap P^- \) be the common Levi subgroup of \( P^+ \) and \( P^- \). It was shown in [PSt1] that we can represent \( \text{Spec}(R) \) as a finite disjoint union
\[ \text{Spec}(R) = \prod_{i=1}^{m} \text{Spec}(R_i), \]
so that the following conditions hold for \( i = 1, \ldots, m \): 

\begin{itemize}
  \item the root system of \( G_{k(s)} \) is the same for all \( s \in \text{Spec} R_i \);
  \item the type of the parabolic subgroup \( P_{k(s)} \) of \( G_{k(s)} \) is the same for all \( s \in \text{Spec} R_i \);
  \item if \( S_i/R_i \) is a Galois extension of rings such that \( G_{S_i} \) is of inner type, then for any \( s \in \text{Spec} R_i \) the Galois group \( \text{Gal}(S_i/R_i) \) acts on the Dynkin diagram \( D_i \) of \( G_{k(s)} \) via the same subgroup of \( \text{Aut}(D_i) \).
\end{itemize}

From here until the end of this section, assume that \( R = R_i \) for some \( i \). Denote by \( \Phi \) the root system of \( G \), by \( \Pi \) a set of simple roots of \( \Phi \), by \( D \) the corresponding Dynkin diagram. Then the \( * \)-action on \( D \) is determined by a subgroup \( \Gamma \) of \( \text{Aut}(D) \). Let \( J \) be the subset of \( \Pi \) such that \( \Pi \setminus J \) is the type of \( P_{k(s)} \) (that is, the set of simple roots of the Levi subgroup \( L_{k(s)} \)). Then \( J \) is \( \Gamma \)-invariant.

Consider the projection
\[ \pi = \pi_{J, \Gamma} : \mathbb{Z}\Phi \longrightarrow \mathbb{Z}\Phi/(\Pi \setminus J; \alpha - \sigma(\alpha), \alpha \in J, \sigma \in \Gamma). \]

The set \( \Phi_P = \pi(\Phi) \setminus \{0\} \) is called the system of relative roots with respect to the parabolic subgroup \( P \). The rank of \( \Phi_P \) is the rank of \( \pi(\mathbb{Z}\Phi) \) as a free abelian group.

If \( R \) is a local ring and \( P \) is a minimal parabolic subgroup of \( G \), then \( \Phi_P \) can be identified with the relative root system of \( G \) in the sense of [SGA3] Exp. XXVI §7] (or [BT1] in the field case), see also [PSt1], [LS].

To any relative root \( \alpha \in \Phi_P \) one associates a finitely generated projective \( R \)-module \( V_A \) and a closed embedding
\[ X_A : W(V_A) \to G, \]
where \( W(V_A) \) is the affine group scheme over \( R \) defined by \( V_A \), which is called a relative root subscheme of \( G \). These subschemes possess several nice properties similar to that of elementary root subgroups of a split group, see [PSt1] Th. 2]. Although they are just closed subschemes of \( G \) and not subgroups, we have the following multiplication formulas:
\begin{equation}
X_A(v)X_A(w) = X_A(v + w) \prod_{i \geq 1} X_{iA}(q_A^i(v, w)),
\end{equation}
where each \( q_A^i : W(V_A) \times_{\text{Spec} R} W(V_A) = W(V_A \oplus V_A) \to W(V_A) \) is a homogeneous map of degree \( i \).

Secondly, the closed subschemes \( X_A \) are invariant under the conjugation action of the Levi subgroup \( L \). Namely, for any \( g \in L(R) \) we have
\[ gX_A(v)g^{-1} = \prod_{i \geq 1} X_{iA}(\varphi_{gA}^i(v)), \]
where each \( \varphi_{gA}^i : W(V_A) \to W(V_A) \) is homogeneous of degree \( i \). Note that if \( g \) is contained in the central subtorus \( \text{rad}(L)(R) \), then \( \varphi_{gA}^1 \) is multiplication by a scalar, and all \( \varphi_{gA}^i, \ i > 1 \), are trivial; this follows from the first part of [PSt1] Th. 2].
Thirdly, the relative root submodules are subject to certain commutator relations which generalize the Chevalley commutator formula. Namely, assume that \( A, B \in \Phi_P \) satisfy \( mA \neq -kB \) for any \( m, k \geq 1 \). Then there exists a polynomial map

\[ N_{ABij} : V_A \times V_B \rightarrow V_{A+jB}, \]

homogeneous of degree \( i \) in the first variable and of degree \( j \) in the second variable, such that for any \( R \) algebra \( R' \) and for any for any \( u \in V_A \otimes_R R' \), \( v \in V_B \otimes_R R' \), one has

\[ [X_A(u), X_B(v)] = \prod_{i,j>0} X_{iA+jB}(N_{ABij}(u,v)) \]

(5) (see [PS1], Lemma 9).

In a strict analogy with the split case, for any \( R \) algebra \( R' \) we have

\[ E_P(R') = \langle X_A(V_A \otimes_R R'), A \in \Phi_P \rangle \]

(see [PS1] Lemma 6).

For any \( \alpha \in \Phi_P \), we denote by \( U(\alpha) \) the closed subscheme \( \coprod_{k \geq 1} X_{k\alpha} \) of \( G \) so that we have \( U(\alpha)(R') = (X_{k\alpha}(V_{k\alpha} \otimes_R R'), k \geq 1) \) for any \( R' \) (here \( X_{k\alpha} \) is assumed to be trivial if \( k\alpha \notin \Phi_P \)). The notation here coincides with that of [BT] in case of isotropic reductive groups over a field.

Now let \( I \) be any ideal of the ring \( R \). We denote

\[ G(R, I) = \ker(G(R) \rightarrow G(R/I)), \quad E^*(A, I) = G(R, I) \cap E(R), \quad E(I) = \langle X_\alpha(IV_\alpha), \alpha \in \Phi_P \rangle, \]

\[ E(R, I) = E(I)E(R) \]

the normal closure of \( E(I) \) in \( E(R) \).

For any \( \alpha \in \Phi_P \), by [SGA3] Exp. XXVI Prop. 6.1] there exists a closed connected smooth subgroup \( G_\alpha \) of \( G \) such that for any \( s \in \text{Spec} \, R \), \( G_{\alpha_{\alpha_{\text{SGA3}}}} \) is the standard reductive subgroup of \( G_{\alpha_{\text{SGA3}}} \) corresponding to root subsystem \( \pi^{-1}\{\pm \alpha \} \cup \{0\} \) \( \cap \Phi \). The group \( G_\alpha \) is an isotropic reductive group of isotropic rank 1", having two opposite parabolic subgroups \( L \cdot U(\alpha) \) and \( L \cdot U(-\alpha) \).

We denote by \( E_\alpha(R) \) the subgroup of \( G(R) \) generated by \( U(\alpha)(R) \) and \( U(-\alpha)(R) \). Note that we don’t know if \( E_\alpha(R) \) is normal in \( G_\alpha(R) \), and, generally speaking, it depends on the choice of the initial parabolic subgroup of \( G \). For any \( \alpha \in \Psi, u \in V_\alpha, a \in E_\alpha(R) \) we set

\[ Z_\alpha(a, u) = aX_\alpha(u)a^{-1}. \]

3.2. Factorization lemma for the elementary subgroup. We fix a commutative ring \( A \) and an isotropic reductive group \( G \) over \( A \). Let \( P \) be a strictly proper parabolic subgroup of \( G \). We assume that \( A \) is small enough so that the relative root submodules with respect to \( P \) are correctly defined over this base, as in subsection 3.1 above; \( \Psi \) denotes the system of relative roots of \( G \) with respect to \( P \). Assume that rank \( \Psi \geq 2 \). Then \( E(A) = E_P(A) \) is normal in \( G(A) \).

First we prove some extensions of Lemmas 15–17 of [PS1].

Lemma 3.1. Fix \( s \in A \), and let \( F_s : G(A[Z]) \rightarrow G(A_s[Z]) \) be the localization homomorphism. For any \( g(Z) \in E(A_s[Z], ZA_s[Z]) \) there exist such \( h(Z) \in E(A[Z], ZA[Z]) \) and \( k \geq 0 \) that \( F_s(h(Z)) = g(s^kZ) \).

Proof. Let \( S \subseteq A \) be the set of all powers of \( h \) in \( A \). One can prove exactly as in [PS1] Lemma 15\], that for any \( g(Z) \in E(A_s[Z], ZA_s[Z]) \) there exist such \( f(Z) \in E(A[Z], ZA[Z]) \) and \( s \in S \) that \( F_s(f(Z)) = g(sZ) \). Indeed, in that Lemma, the localization was taken with respect to the subset \( S \) of the base ring \( A \) which was a complement of a maximal ideal, and not a set of powers of one element; but the only use of the fact that \( A_S \) was a local ring was that \( G_{A_S} \) contained a parabolic subgroup whose relative root system was of rank \( \geq 2 \); and such a parabolic subgroup in our current case is already defined over \( A \).

Lemma 3.2. Fix \( s \in A \). For any \( g(X) \in E(A_s[X]) \) there exists \( k \geq 0 \) such that \( g(ax)g(bX)g(bX)^{-1} \in F_s(E(A_s[X])) \) for any \( a, b \in A \) satisfying \( a \equiv b \pmod{s^k} \).

Proof. Consider \( f(Z) = g(X + Z)g(XY)^{-1} \in E(A_s[X,Y,Z]). \) Then \( f(0) = 1 \), so \( f(Z) \in E(A_s[X,Y,Z], ZA_s[X,Y,Z]). \) By Lemma 3.1 there exist \( h(Z) \in E(A[X,Y,Z], ZA[X,Y,Z]) \) and \( k \geq 0 \) such that \( F_s(h(Z)) = f(s^kZ). \) We have \( f(s^kZ) = g(X + s^kZ)g(XY)^{-1}. \) If \( a - b = s^kt, t \in A \), then setting \( Y = b, Z = t \), we deduce the claim of the Lemma.
Suslin’s local-global principle is closely related to the following factorization lemma (see [Su] Lemma 3.7 for $\text{GL}_n$, [A] Lemma 3.2 for split groups), which was originally inspired by another step in the proof of Quillen’s local-global principle for projective modules [Q Theorem 1].

**Lemma 3.3.** Let $A$, $G$ be as above. Let $f, g \in A$ be such that $fA + gA = A$. If $x \in E(Af_g)$, then there exist $x_1 \in E(Af)$, $x_2 \in E(A_g)$ such that $x = F_g(x_1)F_f(x_2)$.

**Proof.** By [PSEI] Lemma 8 we can find such $x \in E(Af_g[X])$ that $x(0) = 1$ and $x(1) = x$. Then it’s enough to find $x_1(x) \in E(Af[X])$, $x_2(x) \in E(A_g[X])$ such that $x(X) = x_1(X)x_2(X)$. Since $x(0) = 1$, by Lemma 3.2 there exists such $k \geq 0$ that for any $a, b \in Af_g$ such that $a \equiv b \pmod{f^k}$, we have $x(aX)x(bX)^{-1} \in F_f(E(A_g[X]))$; and for any $a, b \in Af_g$ such that $a \equiv b \pmod{g^k}$, we have $x(aX)x(bX)^{-1} \in F_g(E(Af[X]))$. Since $fA + gA = A$, we have $f^k A + g^k A = A$ as well. Hence $1 = f^k s + g^k t$ for some $s, t \in A$. Then we have

$$x(X) = x((f^k s + g^k t)X)x(g^k tX)^{-1}x(f^k tX)x(0 - X)^{-1}.$$  

By the above, we have $x((f^k s + g^k t)X)x(g^k tX)^{-1} \in F_f(E(A_g[X]))$ and $x(f^k tX)x(0 - X)^{-1} \in F_g(E(Af[X]))$.

3.3. Nisnevich gluing for $K^G_1$. We prove here a gluing property of $K^G_1$, which looks like a segment of the Mayer-Vietoris sequence for a distinguished Nisnevich square. It is a straightforward extension of [V] Lemma 2.4 and [A] Lemma 3.7 for split groups; we only replace the usual split root subgroups by relative root subschemes.

**Lemma 3.4.** Let $G$ be an isotropic reductive group over a commutative ring $B$, with a strictly proper parabolic subgroup $P$, such that the relative root system $\Phi_P$ (e.g. in the sense of [SGA3] Exp. XXVI, §7], if $B$ is connected semi-local) has rank $\geq 2$ everywhere on Spec $B$.

Assume that $B$ is a subring of a commutative ring $A$, and $h \in B$ is a non-nilpotent element. Denote by $F_h : G(A) \to G(A_h)$ the natural homomorphism.

(i) If $Ah + B = A$ (i.e. the natural map $B \to A/Ah$ is surjective), then for any $x \in E(A_h)$ there exist $y \in E(A)$ and $z \in E(B_h)$ such that $x = F_h(y)z$.

(ii) If moreover $Ah \cap B = Bh$ (i.e. $B/Bh \to A/Ah$ is an isomorphism), and $h$ is not a zero divisor in $A$, then the sequence of pointed sets

$$K^G_1(B) \xrightarrow{g \mapsto (F_h(g), g)} K^G_1(B_h) \times K^G_1(A) \xrightarrow{(g_1, g_2) \mapsto g_1F_h(g_2)^{-1}} K^G_1(A_h)$$

is exact.

**Proof.** (i) Write $x = \sum_{i=1}^m X_{\beta_i}(c_i)$, $c_i \in A_h \otimes_k V_{\beta_i}, \beta_i \in \Phi_P$. We show that $x \in E(A)E(B_h)$ by induction on the number of non-trivial factors in $x$. If $x = 1$, there is nothing to prove. Otherwise set $x_1 = \prod_{i=1}^{m-1} X_{\beta_i}(c_i)$, so that $x = x_1X_{\beta_m}(c_m)$. Denote $\beta_m = \beta, c_m = c$ for short. Write $x_1 = y_1z_1, y_1 \in E(A), z_1 \in E(B_h)$. Then we have $x = y_1z_1X_{\beta}(c), c \in V_{\beta} \otimes_k A_h$.

By Lemma 3.1 there exists $N \geq 0$ large enough, such that there is $y(Z) \in E(A[Z], ZA[Z])$ satisfying

$$F_h(y(Z)) = z_1X_{\beta}(h^NZ)z_1^{-1}.$$  

On the other hand, note that $Ah + B = A$ implies $Ah^n + B = A$ for any $n \geq 1$. Let $M \geq 0$ be such that $h^M c \in V_{N} \otimes_k A$. Then one can find $a \in V_{N} \otimes_k A, b \in V_{N} \otimes_k B$ such that

$$c = ah^N + h^{-M}b.$$  

By (1) we have

$$X_{\beta}(c) = X_{\beta}(ah^N)X_{\beta}(h^{-M}b), \text{ if } 2\beta \not\in \Psi;$$

$$X_{\beta}(c) = X_{\beta}(ah^N)X_{\beta}(h^{-M}b) \prod_{\gamma \geq 2} X_{i\beta}(q_{\beta}(h^N a, h^{-M} b)) \text{ otherwise}.$$  

In the first case we conclude right away

$$x = y_1z_1X_{\beta}(c) = y_1(z_1X_{\beta}(ah^N)z_1^{-1})z_1X_{\beta}(h^{-M}b) \in E(A)E(B_h).$$  

In the second case we repeat the procedure to obtain a suitable factorization of $X_{i\beta}(q_{\beta}(h^N a, h^{-M} b)) \in E(A_h), i \geq 2$ (height induction).
(ii) Take \( x_1 \in G(B_h), x_2 \in G(A) \) such that \( x_1 F_h(x_2)^{-1} \in E(A_h) \). Then by (i) we have \( y_1 x_1 = F_h(y_2 x_2) \) for some \( y_1 \in E(B_h), y_2 \in E(A) \). By assumption, \( A \mathcal{H} \cap B = B \mathcal{H} \) for any \( n \geq 0 \), and hence \( F_h(A) \cap B_h = F_h(B) \) in \( A_h \). Since \( F_h \) is injective, we have \( y_2 x_2 \in B \). The claim follows. \( \square \)

**Corollary 3.5.** Let \( G \) be an isotropic reductive group over a commutative ring \( B \), with a strictly proper parabolic subgroup \( P \), such that the relative root system \( \Phi_P \) (e.g. in the sense of [SGA3] Exp. XXVI, §7], if \( B \) is connected semilocal) has rank \( \geq 2 \) everywhere on \( \text{Spec} \, B \).

Let \( \phi : B \to A \) be a homomorphism of commutative rings, and \( h \in B, f \in A \) non-nilpotent elements such that \( \phi(h) \in f A^\times \) and \( \phi : B/\mathcal{H} \to A/f \) is an isomorphism. Assume moreover that the commutative square

\[
\begin{array}{ccc}
\text{Spec} \, A_f & \xrightarrow{F_f} & \text{Spec} \, A \\
\phi \downarrow & & \phi \downarrow \\
\text{Spec} \, B_h & \xrightarrow{F_h} & \text{Spec} \, B
\end{array}
\]

is a distinguished Nisnevich square. Then the sequence of pointed sets

\[
K_1^G(B) \xrightarrow{(F_h, \phi)} K_1^G(B_h) \times K_1^G(A) \xrightarrow{(g_1, g_2) \mapsto \phi(g_1)F_f(g_2)^{-1}} K_1^G(A_f)
\]

is exact.

**Proof.** Since \( A_f = A_{\phi(h)} \), we can assume that \( f = \phi(h) \) from the start. We have the following commutative diagram.

\[
\begin{array}{ccc}
B & \xrightarrow{\phi} & \phi(B) \\
\downarrow F_h & & \downarrow F_f \\
B_h & \xrightarrow{\phi(B_h)} & A
\end{array}
\]

Since \( E(A_f) \subseteq F_f(E(A))E(\phi(B)_f) \) by Lemma 3.4 (i), and \( \phi : E(B_h) \to E(\phi(B))_f \) is surjective, we have

(6) \[ E(A_f) \subseteq F_f(E(A)) \cdot \phi(E(B_h)). \]

Take \( x_1 \in G(B_h), x_2 \in G(A) \) such that \( \phi(x_1)F_f(x_2)^{-1} \in E(A_f) \). Then by (6) we have \( \phi(y_1 x_1) = F_f(y_2 x_2) \) for some \( y_1 \in E(B_h), y_2 \in E(A) \). Since \( G \) is a sheaf in the Nisnevich topology, there is \( z \in G(B) \) such that \( \phi(z) = y_2 x_2, F_h(z) = y_1 x_1 \). This implies the claim of the Lemma. \( \square \)

### 3.4. Elementary subgroup over a polynomial ring

The following lemma extends [A] Prop. 1.6, Prop. 1.8, Cor. 1.9.

**Lemma 3.6.** Let \( A \) be a commutative ring, and let \( I \) be an ideal of \( A \) such that the projection \( \pi : A \to A/I \) has a section \( i : A/I \to A \), i.e. \( i \) is a homomorphism such that \( \pi \circ i = \text{id} \). Set \( B = i(A/I) \subseteq A \).

Let \( G \) a reductive group scheme over \( A \), and \( P \) a (proper) parabolic subgroup of \( G \). Then \( E_P(A, I) = E_P(A, I) \cap G(B) = E_P(B) \). In particular, \( E_P(A[X], XA[X]) = E_P(A[X], XA[X]) \), and \( E_P(A[X]) \cap G(A) = E_P(A) \).

**Proof.** We can assume that the relative roots and root subschemes with respect to \( P \) are correctly defined over \( A \), and hence over \( B \). Let \( \Phi_P \) be the relative root system of \( G \) with respect to \( P \) over \( A \). Assume that \( g = \prod_{i=1}^m X_{\beta_i}(u_i) \in E_P(A, I) \), for some \( \beta_i \in \Phi_P \), \( u_i \in V_{\beta_i} \), where \( V_{\beta_i} \) are the respective finitely generated projective \( A \)-modules. Since

\[
\ker(\pi : V_{\beta_i} \to V_{\beta_i} \otimes_A A/I) = V_{\beta_i} \otimes_A I,
\]

we have \( u_i = t_i + v_i \), where \( t_i = i(\pi(u_i)) \in V_{\beta_i} \otimes_A B, v_i = u_i - t_i \in V_{\beta_i} \otimes_A I \subseteq V_{\beta_i} \). By (4), we have

\[
X_{\beta_i}(u_i) = X_{\beta_i}(t_i)X_{\beta_i}(v_i) \prod_{k>1} X_{k\beta_i}(w_{i,k}),
\]

where each \( w_{i,k} = q_{\beta_i}^{k}(t_i, v_i) \in V_{k\beta_i} \otimes_A I \), since \( q_{\beta_i}^{k} \) is a homogeneous map. Therefore, \( X_{\beta_i}(u_i) = X_{\beta_i}(t_i)h_i \), for some \( h_i \in E_P(I) \).
Set \(g_k = \prod_{i=1}^{k} X_{\beta_i}(t_i), 1 \leq k \leq m\). We have \(g_m = 1\), since \(\pi(g) = 1\). Then
\[
g = \prod_{k=1}^{m} g_k h_k g_k^{-1} \in E_P(I)^{E_P(B)}.
\]
The remaining claims of the lemma are clear. \(\square\)

The following lemma extends [A] Lemma 3.6 and [V] Lemma 2.1.

**Lemma 3.7.** Let \(A\) be a commutative ring, \(S\) a multiplicative subset of \(A\). Let \(G\) be a reductive group scheme over \(A\), and \(P\) a (pro)parabolic subgroup of \(G\). If \(G(A[X_1, \ldots, X_n]) = G(A)E_P(A[X_1, \ldots, X_n])\) for some \(n \geq 1\), then \(G(A_S[X_1, \ldots, X_n]) = G(A_S)E_P(A_S[X_1, \ldots, X_n])\) as well.

**Proof.** Let \(g(X_1, \ldots, X_n) \in G(A_S[X_1, \ldots, X_n]).\) We can assume \(g(0) = 1\). There exists \(s \in S\) such that \(g(sX_1, \ldots, sX_n) \in G(A[X_1, \ldots, X_n]).\) Since \(g(0) = 1\), we have \(g(sX_1, \ldots, sX_n) \in E_P(A[X_1, \ldots, X_n]),\) that is, we can write \(g(sX_1, \ldots, sX_n) = \prod X_{\beta_i}(u_i(X_1, \ldots, X_n)),\) for some \(\beta_i \in \Phi_P, u_i(X_1, \ldots, X_n) \in V_{\beta_i} \otimes_A A[X_1, \ldots, X_n].\) Then
\[
g(X_1, \ldots, X_n) = g(s^{-1} X_1, \ldots, s^{-1} X_n) = \prod X_{\beta_i}(u_i(s^{-1} X_1, \ldots, s^{-1} X_n)) \in E_P(A_S[X_1, \ldots, X_n]).\]
\(\square\)

### 3.5 Generators of the congruence subgroup \(E(A, I)\)

Let \(A\) be any commutative ring, \(G\) an isotopic reductive group over \(A\), \(P\) a parabolic subgroup of \(G\). We assume that the system of relative roots \(\Psi = \Phi_P\) and the respective relative root subschemes are defined over \(A\).

Let \(\alpha \in \Psi\) be a relative root, we will denote by \(m_\alpha\) the positive integer satisfying \(\Psi \cap \mathbb{Z}\alpha = \{\pm \alpha, \pm 2\alpha, \ldots, \pm m_\alpha \alpha\}\). For \(a \in E_\alpha(A), u_i \in V_{\alpha_i}, 1 \leq i \leq m_\alpha\), we define
\[
Z_\alpha(a, u_1, \ldots, u_{m_\alpha}) = a \left(\prod_{i=1}^{m_\alpha} X_{\alpha_i}(u_i)\right)^{-1}.
\]

The following lemma extends [A] Prop. 1.4.

**Lemma 3.8.** Let \(A, G\) be as above. For any ideal \(I\) of \(A\), the group \(E(A, I)\) is generated by \(Z_\alpha(a, u_1, \ldots, u_{m_\alpha})\) for all \(\alpha \in \Psi, u_i \in IV_{\alpha_i}, 1 \leq i \leq m_\alpha\), and \(a \in E_\alpha(A)\).

**Proof.** Take any \(\beta \in \Psi, c \in V_{\beta}\), and \(\alpha \in \Psi\). It is enough to show that for any \(a \in E_\alpha(A), u_i \in IV_{\alpha_i}, 1 \leq i \leq m_\alpha\),
\[
x = X_\beta(c)Z_\alpha(a, u_1, \ldots, u_{m_\alpha})X_\beta(c)^{-1}
\]
is a product of elements \(Z_\gamma(c, v_1, \ldots, v_{n_\gamma})\), where \(\gamma \in \Psi\), and \(v_i \in IV_{\alpha_i}\) for all \(1 \leq i \leq n_\gamma\). If \(\beta\) is collinear to \(\alpha\), then \(x = Z_\gamma(c, v_1, \ldots, v_{n_\gamma})\) for \(\gamma = \frac{1}{\gcd(m_\alpha, m_\beta)}\alpha\). If \(\beta\) is non-collinear to \(\alpha\), then by Lemma 3.9 below we have \(x \in Z_\alpha(a, u_1, \ldots, u_{m_\alpha}) \cdot E(I)\). \(\square\)

**Lemma 3.9.** Let \(\alpha, \beta \in \Psi\) be two non-collinear relative roots, \(I, J\) two ideals of \(A\). Let \(a \in E_\alpha(A), t \in A', u_i \in IV_{\alpha_i}, 1 \leq i \leq m_\alpha\), and \(v \in tJV_{\beta} \subseteq JV_{\beta} \otimes_A A'\), for some commutative ring \(A'/A\). Then
\[
X_\beta(v)Z_\alpha(a, u_1, \ldots, u_{m_\alpha})X_\beta(v)^{-1} = Z_\alpha(a, u_1, \ldots, u_{m_\alpha})y,
\]
where \(y\) is a product of \(X_\gamma(w), \gamma = i\alpha + j\beta \in \Psi, i, j \in \mathbb{Z}, j > 0\) and \(w \in \{t\}JV_{\gamma} \subseteq V_{\gamma} \otimes_A A'\).

**Proof.** For any \(k \in \mathbb{Z}\setminus\{0\}\) and \(w \in V_{\alpha_k}\) we have by the formula for inverse and Chevalley commutator formula
\[
X_\beta(v)X_{k\alpha}(w) = X_{k\alpha}(w)[X_{k\alpha}(w)]^{-1}, X_\beta(v)[X_{k\alpha}(w)]^{-1}, X_\beta(v)
\]
\[
= X_{k\alpha}(w) \cdot \prod_{i,j > 0} X_{k\alpha+i\beta}(w_{ij}) \cdot X_{k\alpha}(w), \quad w_{ij} \in \{t\}JV_{k\alpha+i\beta}.
\]
Moreover, if \(w \in IV_{\alpha_k}\), then all \(w_{ij} \in \{t\}JV_{k\alpha+i\beta}\). Note that for any \(k, k' \in \mathbb{Z}\setminus\{0\}, i \geq 0\) and \(i' > 0, j > 0\) and \(j' \geq 0\), the roots \(k_i + j\beta\) and \(k'i' + j'\beta\) cannot differ by a negative integral factor,
and their positive linear combinations lie in the set \( \mathbb{Z}\alpha + \mathbb{N}\beta \). Therefore, we can apply commutator formulas again to deduce

\[
[a^{-1}, X_\beta(v)] = \prod_{i \in \mathbb{Z}, j > 0} X_{i\alpha+j\beta}(w_{ij}), \quad w_{ij} \in t^j J^j V_{i\alpha+j\beta}
\]

(note that the root factors with the same root can be gathered together by extra commutations), as well as

\[
\left( \prod_{i=1}^{m_\alpha} X_{i\alpha}(u_i) \right)^{-1} X_\beta(v) = \prod_{i \in \mathbb{Z}, j > 0} X_{i\alpha+j\beta}(s_{ij}), \quad s_{ij} \in t^j J^j IV_{i\alpha+j\beta}.
\]

Then we have

\[
X_\beta(v)Z_\alpha(a, u_1, \ldots, u_{m_\alpha})X_\beta(v)^{-1} = X_\beta(v)a \cdot \prod_{i=1}^{m_\alpha} X_{i\alpha}(u_i) \cdot a^{-1}X_\beta(v)^{-1}
\]

\[
= a[a^{-1}, X_\beta(v)]X_\beta(v) \cdot \prod_{i=1}^{m_\alpha} X_{i\alpha}(u_i) \cdot X_\beta(v)^{-1}[X_\beta(v), a^{-1}]a^{-1}
\]

\[
= a[a^{-1}, X_\beta(v)] \cdot \prod_{i=1}^{m_\alpha} X_{i\alpha}(u_i) \cdot \left[ \prod_{i=1}^{m_\alpha} X_{i\alpha}(u_i) \right]^{-1} \cdot X_\beta(v)^{-1} \cdot [a^{-1}, X_\beta(v)]a^{-1}
\]

\[
= a \cdot \prod_{i=1}^{m_\alpha} X_{i\alpha}(u_i) \cdot \left[ \prod_{i=1}^{m_\alpha} X_{i\alpha}(u_i) \right]^{-1} \cdot \prod_{i \in \mathbb{Z}, j > 0} X_{i\alpha+j\beta}(w_{ij}) \cdot \prod_{i \in \mathbb{Z}, j > 0} X_{i\alpha+j\beta}(s_{ij})
\]

\[
= Z_\alpha(a, u_1, \ldots, u_{m_\alpha})axa^{-1},
\]

where \( x = \prod_{i \in \mathbb{Z}, j > 0} X_{i\alpha+j\beta}(r_{ij}), \quad r_{ij} \in t^j J^j IV_{i\alpha+j\beta} \). Applying Chevalley commutator formula again, one deduces the claim of the lemma. \( \Box \)

The following lemma is an analogue of [A] Cor. 2.7.

**Lemma 3.10.** Let \( A, G \) be as above. Let \( I \) be an ideal of \( A \). Let \( \alpha \in \Psi \) be a non-divisible relative root (i.e. all relative roots collinear to \( \alpha \) are its integral multiples). Then any element \( x \in E(A, I) \) can be presented as a product \( x = x_1x_2 \), where \( x_1 \in E_\alpha(A, I) \), and \( x_2 \) is a product of elements of the form \( Z_\beta(a, u_1, \ldots, u_{m_\beta}) \), where \( \beta \) is non-collinear to \( \alpha \), \( u_i \in IV_\beta, 1 \leq i \leq m_\beta \), and \( a \in E_\beta(A) \).

**Proof.** Follows by induction from Lemmas 3.8 and 3.9. \( \Box \)

We will need one more technical lemma.

**Lemma 3.11.** Let \( A \) be a local ring, \( I \) the maximal ideal of \( A \). For any isotropic reductive group \( G \) over \( A \) with two opposite parabolic subgroups \( P = P^+ + P^- \) defined over \( A \), having the common Levi subgroup \( L_P = P^+ \cap P^- \) and unipotent radicals \( U_P^\pm \), we have

\[
G(A, I) = U_P^+(I) \cdot L_P(A, I) \cdot U_P^-(I) = U_P^-(I) \cdot L_P(A, I) \cdot U_P^+(I).
\]

In particular, \( G(A, I) = E_P(A, I)L_P(A, I) \).

**Proof.** Let \( \rho : A \to A/I \) be the quotient map. The product \( \Omega = U_P^+ \times L_P \times U_P^- \) embeds into \( G \) as an open subscheme via the multiplication morphism (e.g. [SGA3 Exp. XXVI, 4.3.6]). If for \( g \in G(A) \) one has \( \rho(g) \in \Omega(A/I) \), then, since \( I \) is the maximal ideal of the local ring \( A \), we have \( g \in \Omega(A) = U_P^+(A)L_P(A)U_P^-(A) \). If, moreover, \( \rho(g) = 1 \), then

\[
g \in (\ker(\rho) \cap U_P^+(A)) \cdot (\ker(\rho) \cap L_P(A)) \cdot (\ker(\rho) \cap U_P^-(A)) = U_P^+(I)L_P(A, I)U_P^-(I).
\]
4. A PRESENTATION OF THE ELEMENTARY SUBGROUP OVER LAURENT POLYNOMIALS

In this section we obtain the following decomposition of the elementary subgroup of an isotropic reductive group over the ring of Laurent polynomials over a local ring.

**Theorem 4.1.** Let $G$ be an isotropic reductive algebraic group over a local ring $A$, satisfying the condition (E). Then

$$E(A[X, X^{-1}]) = E(A[X])E(A[X^{-1}])E(A[X]).$$

The crucial corollary, that we will use to deduce our main results in the next section, is the following

**Corollary 4.2.** Under the assumptions of Theorem 4.1, let $I$ be the maximal ideal of $A$. Then

$$E^*(A[X, X^{-1}], I\cdot A[X, X^{-1}]) = E^*(A[X], I\cdot A[X])E^*(A[X^{-1}], I\cdot A[X^{-1}]).$$

4.1. Construction of certain automorphisms. First we prove the existence of two kinds of automorphisms of an isotropic reductive group over a connected semilocal ring. The proofs basically consist in putting together some observations from [SGA3] Exp. XXVI §7.

**Lemma 4.3.** Let $G$ be a reductive group scheme over a connected semilocal ring $R$, $P$ a minimal proper parabolic subgroup of $G$, $L$ a Levi subgroup of $P$, $\Phi_P$ the respective system of relative roots, $\alpha_1 \in \Phi_P$ a simple relative root. Let $G^{ad} = G/\text{Cent}(G) \subseteq \text{Aut}(G)$ be the corresponding adjoint group.

There is a closed embedding $G_m \to G^{ad}$ over $R$, such that for any $R$-algebra $R'$, and any $t \in G_m(R') = (R')^\times$, one has

1) $t(X_\alpha(u)) = X_\alpha(t^m, \alpha) \cdot u$ for any $\alpha \in \Phi_P$, $u \in V_\alpha \otimes_R R'$;
2) $t|_L = \text{id}_L$.

**Proof.** Let $P'$, $L'$ be the parabolic subgroup and the Levi subgroup of $G^{ad}$ which are the images of $P$, $L$ under $G \to G^{ad}$. Denote $\Phi_P$ by $\Psi$.

We use the results of [SGA3] Exp. XXVI §7. Let $S$ be the maximal split subtorus of $L'$, $\Lambda = \text{Hom}(S, G_m)$, $\Lambda^* = \text{Hom}(G_m, S)$. By [SGA3] Exp. XXVI Th. 7.4] there is a map $\Psi : \Lambda \to \Lambda^*$ which defines a root datum $(\Lambda, \Lambda^*, \Psi, \Psi^*)$. Since $G^{ad}$ is a group of adjoint type, by the compatibility with the absolute root datum [SGA3] Exp. XXVI Th. 7.13] the lattice $\Lambda$ is generated by $\Psi$. For any $t \in R'$, let $\chi_t(\alpha) = t$ and $\chi_t(\alpha) = 1$ for any other simple root $\alpha$ of $\Psi$. Then $\chi : G_m \to S$, $t \to \chi_t$, is the desired embedding.

The action on the relative root subschemes $X_\alpha$ is the desired one by [PShI] Th. 2.

□

**Lemma 4.4.** Let $G$ be a reductive group scheme over a connected semilocal ring $R$, $P = P^+$ a minimal proper parabolic subgroup of $G$, $L$ a Levi subgroup of $P$, $P^-$ the corresponding opposite parabolic subgroup, $U_P$ and $U_{P'}$ the unipotent radicals of $P$ and $P^-$. There exists an element $n_P \in E_P(R)$ such that

$$n_P L n_P^{-1} = L, \quad n_P U_P n_P^{-1} = U_{P^-}, \quad n_P U_P n_P^{-1} = U_P.$$

**Proof.** Let $S \subseteq L$ be a maximal split subtorus of $G$. By [SGA3] Exp. XXVI, 7.2] the subgroups $P$ and $P^-$ are conjugate by an element $n_P \in \text{Norm}_G(L)(R) = \text{Norm}_G(S)(L)$, hence $n_P L n_P^{-1} = L$ and $n_P U_P n_P^{-1} = U_{P^-}$. Since the characters of $S$ on $\text{Lie}(P^-)$ are opposite to those on $\text{Lie}(P)$, we also have $n_P U_{P'} n_P^{-1} = U_P$. Since one has the Galois decomposition $G(R) = U_P(R)U_{P^-}(R)U_P(R)L(R)$ by [SGA3] Th. 5.1], we can assume that $n_P \in E_P(R)$.

□

4.2. The setting. It is easy to see that to prove Theorem 4.1 it is enough to consider the case where $G$ is an (absolutely) simple reductive group; thus we will restrict our attention to this case until the very end of this section. From now on, we fix the following notation. Let $A$ be a local ring with the maximal ideal $I = A/I$, and let $\rho : A \to I$ be the natural map. Let $G$ a simple group scheme over $A$ of isotropic rank at least 2.

Let $S$ be a maximal split subtorus of $G$, $P = P^+$ a minimal parabolic subgroup of $G$, $P^-$ an opposite subgroup, $L = \text{Cent}_G(S)$ their common Levi subgroup, $U^{\pm}$ their unipotent radicals. Let $\Phi$ be the absolute root system of $G$, $\Psi = \Phi_P$ the root system with respect to $P$, $S$. We consider relative root subschemes $X_\alpha(V_\alpha)$, $\alpha \in \Psi$, defined as in [PShI]. Let $\Psi'$ be the set of non-multipliable roots in $\Psi$ (i.e. such that $2\alpha \not\in \Psi$).
Let $\Pi = \{\alpha_1, \ldots, \alpha_n\}$ be a system of simple roots of $\Psi$. We write $\alpha = \sum_{i=1}^{n} m_i(\alpha) \alpha_i, \ m_i(\alpha) \in \mathbb{Z}$, for any $\alpha \in \Psi$. We denote by $\bar{\alpha}$ the highest positive root of $\Psi$. We assume that the numbering of $\Pi$ is chosen so that $\alpha_1$ is a terminal vertex on the Dynkin diagram of $\Psi$, and $m_1(\bar{\alpha}) = 1$; or, if such a vertex does not exist, $m_1(\bar{\alpha}) = 2$ and $\alpha_1$ is the unique root adjacent to $-\bar{\alpha}$ in the extended Dynkin diagram of $\Psi$. Note that in the latter case $\bar{\alpha}$ is the only positive root with $m_1(\bar{\alpha}) = 2$; the respective standard maximal parabolic subgroup is called extraspecial. If $\Psi$ has no multiple roots, $\alpha_1$ is a long root; if $\Psi = BC_n$, then $\alpha_1$ is a root of middle length (hence, non-multiplicable), and $\{\alpha_1, \ldots, \alpha_{n-1}, 2\alpha_n\}$ is a system of positive roots for $\Psi'$.

We denote by $P^\pm_1$ the opposite standard maximal parabolic subgroups of $G$ corresponding to $\alpha_1$, by $L_1$ their common Levi subgroup, and by $U^\pm_1$ their unipotent radicals.

Consider $G$ as a group over the ring of Laurent polynomials $A[X, X^{-1}]$. By Lemma 1.3 there is an automorphism $\sigma$ of $G(A[X, X^{-1}])$ such that

- $\sigma|_{L_1} = id$;
- $\sigma(X_\alpha(u)) = X_\alpha(X^{m(\alpha)}u)$ for any $\alpha \in \Psi$, $u \in V_\alpha$.

As in [A], we denote

$$M^+_1 = E^*(A[X], I \cdot A[X]), \quad M^-_1 = E^*(A[X^{-1}], I \cdot A[X^{-1}]), \quad M^*_1 = E^*(A[X, X^{-1}], I \cdot A[X, X^{-1}]).$$

Recall that by Lemma 5.3 we have $E^*(A[X], XA[X]) = E(A[X], XA[X])$. By Lemmas 5.3 and 5.4 the group $E(A[X], XA[X])$ is generated by its subgroups $E_\alpha(A[X], XA[X])$, $\alpha \in \Psi$. The same results also hold for $X^{-1}$ instead of $X$. From now on, we will use these facts without any further reference.

### 4.3. The automorphisms $\tau_\alpha$.

**Lemma 4.5.** Let $\alpha \in \Psi$ be a relative root. The group scheme $G$ over $k$ contains a semisimple algebraic $k$-subgroup $G'_\alpha$ of isotropic rank 1, such that the subgroups $U_{(\pm \alpha)} = \prod_{i \geq 1} X_{\pm \alpha}$ are the unipotent radicals of the two opposite minimal parabolic subgroups $P^\pm_1 \cap G'_\alpha$ of $G'_\alpha$, and $L \cap G'_\alpha$ is their common Levi subgroup. The subgroup $G'_\alpha$ is either simple, or a Weil restriction of a simple isotropic group over a finite separable extension of $k$.

If $\Psi = G_2, F_4, E_8$, and $\alpha$ is a long root, then there exists a root subsystem $\Theta_\alpha$ of $\Psi$ of type $A_2$, containing $\alpha$, and a split simply connected simple algebraic subgroup $G_{\Theta_\alpha}$ of $G$ over $k$ of type $A_2$, such that $X_\beta$, $\beta \in \Theta_\alpha$, are root subgroups of $G_{\Theta_\alpha}$.

**Proof.** We will construct the desired subgroups in the case where $G$ is a simply connected simple group. If $G$ is not simply connected, they are defined to be the images of the respective subgroups in the simply connected covering $G'^c$ of $G$ under the natural homomorphism $G'^c \to G$.

Recall that we have defined in 4.1 reductive $k$-subgroups $G_\alpha$ of $G$. Such subgroup is determined by the fact that its Lie algebra has the form

$$\text{Lie}(G_\alpha) = \text{Lie}(L) \oplus \bigoplus_{i \in \mathbb{Z}} \text{Lie}(G)_{i\alpha},$$

where $\text{Lie}(G)_{i\alpha}$ is the submodule of $\text{Lie}(G)$ corresponding to the character $i\alpha$ of $S$ (see [SGA3] Prop. 6.1].) The derived subgroup of $G_\alpha$ is a semisimple group.

We can choose a basis $\Pi$ of simple roots in $\Psi$ so that $\alpha$ is either a simple root $\alpha_i$, or equals $-\bar{\alpha}$, if $\Psi = BC_n$. In the first case one readily sees that $G_\alpha$ is the Levi subgroup of the standard parabolic subgroup of $G$ of (the relative) type $\Pi \setminus \{\alpha\}$. It is well-known that the derived subgroup of a Levi subgroup of a parabolic subgroup of $G$ is simply connected, if the ambient group $G$ is. We take the semisimple indecomposable factor in the derived subgroup of $G_\alpha$, that contains $U_{(\pm \alpha)}$, to be the group $G''_\alpha$. If $G$ is of outer type, the (absolute) Dynkin diagram of $G''_\alpha$ may consist of several connected components permuted by the $*$-action. Then $G''_\alpha$ is a Weil restriction. Moreover, if $\Psi = G_2, F_4, E_8$, the classification of Tits indices [PS2] shows that for any long root $\alpha \in \Psi$ the module $V_\alpha$ is 1-dimensional. Hence the corresponding relative root subgroups are the usual root subgroups of the split group $G$ after a splitting base extension $R'/R$. One readily sees that for any pair of long roots $\alpha, \beta \in \Psi$ generating a subsystem of type $\Theta = A_2 \subseteq \Psi$, the respective factor in the derived subgroup of the reductive
subgroup of $G$ defined by $\Theta$ via [SGA3] Prop. 6.1], is the derived subgroup of a Levi subgroup of a parabolic subgroup of $G_{W'}$, except in the case where $G$ is a split group of type $\Psi = G_2$, where $G_{\Theta}$ is the long root subgroup (known to be simply connected). We choose the respective subgroups of type $A_2$ to be $G_{\Theta A_2}$.

If $\Psi = BC_n$, we can visualize the type of $G_{\Theta A_2} = G_2$ if we draw the extended absolute Dynkin diagram of $G$, and throw away all vertices corresponding to simple roots not belonging to $L$. In this case $G_2$ may not be a Levi subgroup of any parabolic subgroup. However, one readily sees that in the groups of classical type, the connected component of the absolute Dynkin diagram $D$ of $G_{\Theta A_2}$, containing $-\alpha$, is the type of a simple factor of a Levi subgroup of a parabolic subgroup of $G$ after a splitting base extension; hence it is the type of a simply connected simple group. See the list of possible Tits indices in [PST2]. In the exceptional groups, this connected component always consists of one vertex, hence $X_{\pm \alpha}$ are 1-dimensional, and hence contained in a group of type $SL_2$, a simple root subgroup after a splitting base extension. We choose the respective subgroup to be $G_{\Theta A_2}'$.
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Let $\alpha \in \Psi$ be a relative root. Lemma 4.3 tells, in particular, that $P^\pm \cap G_{\Theta A}''$ are the minimal parabolic subgroups of $G_{\Theta A}''$. Clearly, the respective relative root system of $G_{\Theta A}''$ identifies with the subset $\{\pm \alpha, \pm 2\alpha, \ldots, \pm m_{\alpha} \alpha\}$ of $\Psi$. By Lemma 4.3, there is an automorphism $\tau_\alpha$ of $G_{\Theta A}''(A[X, X^{-1}])$ such that $\tau_\alpha|_{L \cap G_{\Theta A}''} = id$, and

$$\tau_\alpha(X_{ka}(u)) = X_{ka}(X^ku)$$

for any $k \geq 1$ and $u \in V_{\Theta A} \otimes A[X, X^{-1}]$.

Note that if $m_1(\alpha) = 1$, then $\sigma|_{E_\Theta(A[X, X^{-1}])} = \tau_\alpha$.

**Lemma 4.6.** Let $\alpha \in \Psi'$ (i.e. $\alpha$ is non-multipliable). Then we have $\tau_\alpha^{\pm 1}(E_\Theta(A[X], XA[X])) \subseteq G_{\Theta A}'(A[X]) \cap E(A[X])$.

**Proof.** For the first statement we consider first $\tau_\alpha$, the case of $\tau_\alpha^{-1}$ is symmetric. By Lemma 3.6 any $x \in E_\Theta(A[X], XA[X])$ is a product of $Z_{\pm \alpha}(a, Xf)$, where $a \in E_\Theta(A)$ and $f \in V_{\pm \alpha} \otimes A[X]$. By Lemma 4.3 there is $n_\alpha \in E_\Theta(A)$ such that $n_\alpha U(\alpha)n_\alpha^{-1} \subseteq U(-\alpha)$ and vice versa. Hence

$$Z_{-\alpha}(a, Xf) = an_\alpha^{-1}(n_\alpha X_{-\alpha}(Xf)n_\alpha^{-1})n_\alpha a^{-1} = an_\alpha^{-1}X_{-\alpha}(Xf)n_\alpha a^{-1} = Z_\alpha(an_\alpha^{-1}, Xf'),$$

for some $f' \in V_{\Theta A} \otimes A[X]$. Therefore, we only need to check that $\tau_\alpha(Z_\alpha(a, Xf)) \in E(A[X])$ for any $a \in E_\Theta(A), f \in V_{\Theta A} \otimes A[X]$.

By Gauss decomposition in $G_{\Theta A}'(A)$ [SGA3] Théorème 5.1] we have

$$a = lX_{\alpha}(a_1)X_{-\alpha}(b)X_{\alpha}(a_2),$$

$a_1, a_2, b \in A, l \in L_\alpha(A)$. Then $\tau_\alpha(a) = lX_{\alpha}(a_1X)X_{-\alpha}(bX^{-1})X_{\alpha}(a_2X)$. Clearly, it is enough to check that

$$X_{-\alpha}(bX^{-1})X_{\alpha}(a_2X)X_{\alpha}(X^2f)\left(X_{-\alpha}(bX^{-1})X_{\alpha}(a_2X)\right)^{-1} = X_{-\alpha}(bX^{-1})X_{\alpha}(X^2f) \in E(A[X]).$$

Note that $\alpha$ belongs to a root subsystem of $\Psi$ of type $A_2, B_2$, or is a short root in $G_2$. Assume first it belongs to a root subsystem of type $A_2$. Then $X_{\alpha}(bX^2) = [X_{\beta}(uX), X_{\gamma}(vX)], u \in V_\beta, v \in V_\gamma,$
\(\beta + \gamma = \alpha, \beta, \gamma\) non-collinear to \(\alpha\) (LSI Lemma 2). Then by the generalized Chevalley commutator formula both \(X_{-a}(bx^{-1})X_{\beta}(uX^\pm 1)\) and \(X_{-a}(bx^{-1})X_{a}(vX^\pm 1)\) belong to \(E(A[X])\). Therefore, \(X_{-a}(bx^{-1})X_{a}(X^2f) \in E(A[X])\).

In the case of \(B_2\), if \(\alpha\) is long, let \(\beta\) be a short root such that \(\alpha, \beta\) is a system of simple roots for \(B_2\). By [LSI Lemma 2 (2)] there are such \(u \in V_{\alpha+\beta} \otimes A[X], v \in V_{-\beta} \otimes A[X]\), and \(c_i \in V_{\alpha+2\beta} \otimes A[X], d_i \in V_{-\beta} \otimes A[X], 1 \leq i \leq k\), such that

\[
f = N_{\alpha+\beta,-\beta,1,1}(u,v) + \sum_{i=1}^{k} N_{\alpha+2\beta,-\beta,1,2}(c_i, d_i).
\]

By the generalized Chevalley commutator formula, this means that

\[
X_{\alpha}(X^2f) = [X_{\alpha+\beta}(u), X_{-\beta}(v)] \prod_{i=1}^{k} \left( [X_{\alpha+2\beta}(c_i), X_{-\beta}(X_d)], X_{\alpha+\beta}(-XN_{\alpha+2\beta,-\beta,1,1}(c_i, d_i)) \right).
\]

Since a long root in \(B_2\) cannot be added to another root more than once, and since \((-\alpha) + (\alpha + 2\beta)\) is not a root, we again have \(X_{-a}(bx^{-1})X_{\alpha}(X^2f) \in E(A[X])\) by the generalized Chevalley commutator formula.

If \(\alpha\) is a short root in a subsystem of type \(B_2\), let \(\beta\) denote a long root in this \(B_2\) such that \(\alpha, \beta\) form a system of simple roots. By [LSI Lemma 2 (1b)], since \((-\beta) - (\alpha + \beta)\) is not a root, we can write

\[
X_{\alpha}(bx^2) = [X_{-\beta}(uX), X_{\alpha+\beta}(vX)]X_{2\alpha+\beta}(wX^3),
\]

for some \(u \in V_{-\beta}, v \in V_{\alpha+\beta}, w \in V_{2\alpha+\beta}\). By the generalized Chevalley commutator formulas, \(X_{-a}(bx^{-1})X_{\alpha+\beta}(wX^3) \in E(A[X])\). On the other hand,

\[
X_{-a}(bx^{-1})[X_{-\beta}(uX), X_{\alpha+\beta}(vX)] = [X_{-a}(bx^{-1})X_{-\beta}(uX), X_{-a}(bx^{-1})X_{\alpha+\beta}(vX)]
\]

\[
= [X_{-a}(c_1)X_{-\beta}(c_2X^{-1})X_{-\beta}(uX), X_{\beta}(c_3)X_{\alpha+\beta}(vX)],
\]

for some \(c_1 \in V_{-\alpha-\beta}, c_2 \in V_{-2\alpha-\beta}, c_3 \in V_{\beta}\). Note that \(X_{-2\alpha-\beta}(c_2X^{-1})\) commutes with all other root factors involved in the last expression, except for \(X_{\alpha+\beta}(vX)\), and the commutator with the latter is equal

\[
[X_{-2\alpha-\beta}(c_2X^{-1}), X_{\alpha+\beta}(vX)] = X_{-\alpha}(c_4)X_{\beta}(c_5X),
\]

for some \(c_4 \in V_{-\alpha}, c_5 \in V_{\beta}\). Thus, we can safely cancel the only negative factor \(X_{-2\alpha-\beta}(c_2X^{-1})\) with its inverse. Therefore, \(X_{-a}(bx^{-1})[X_{-\beta}(uX), X_{\alpha+\beta}(vX)] \in E(A[X])\).

If \(\alpha\) is a short root in a subsystem of type \(G_2\), let \(\beta\) denote a long root in this \(G_2\) such that \(\alpha, \beta\) form a system of simple roots. Since \((\alpha + \beta) - (-\beta)\) is not a root, by Lemma [LSI Lemma 2 (1b)] and the generalized Chevalley commutator formula, we can write

\[
X_{\alpha}(X^2f) = [X_{\alpha+\beta}(u), X_{-\beta}(X^2v)]X_{2\alpha+\beta}(X^2w)X_{3\alpha+2\beta}(X^2w_2)X_{3\alpha+\beta}(X^4w_3),
\]

for some \(u \in V_{\alpha+\beta} \otimes A[X], v \in V_{-\beta} \otimes A[X], \) etc. One readily sees that by the generalized Chevalley commutator formula \(X_{-a}(x^{-1}b)X_{3\alpha+2\beta}(X^2w) = X_{3\alpha+2\beta}(X^2w_2)\), as well as \(X_{-a}(x^{-1}b)X_{2\alpha+\beta}(X^2w_1)\) and \(X_{-a}(x^{-1}b)X_{3\alpha+\beta}(X^4w_3)\), all belong to \(E(A[X])\). On the other hand, we have

\[
X_{-a}(x^{-1}b)[X_{\alpha+\beta}(u), X_{-\beta}(X^2v)] = [X_{\alpha+\beta}(u)X_{\beta}(X^{-1}c_1), X_{-\beta}(X^2v)]X_{-\alpha-\beta}(Xc_2)X_{-3\alpha-\beta}(Xc_3).
\]

\[
= [X_{\alpha+\beta}(u)X_{\beta}(X^{-1}c_4), X_{-3\alpha-\beta}(X^{-1}c_4)]X_{-3\alpha-\beta}(X^{-1}c_3),
\]

where \(c_1 \in V_{\beta} \otimes A[X], \) etc. Note that \(X_{-3\alpha-\beta}(X^{-1}c_4)\) commutes with both \(X_{\alpha+\beta}(-u)\) and \(X_{\beta}(-X^{-1}c_1)\), since the sums of respective roots are roots; hence we can cancel out the factor \(X_{-3\alpha-\beta}(X^{-1}c_4)\) with its inverse in (7) without modifying anything else. Then we can also eliminate \(X_{\beta}(X^{-1}c_1)\). Indeed, by the \(A_1\) case considered above, we have \(X_{\beta}(X^{-1}c_1)X_{-\beta}(X^2v) \in E(A[X])\); and by the generalized Chevalley commutator formula, \(X_{\beta}(X^{-1}c_1)\) commutes with \(X_{-2\alpha-\beta}(c_3)\), and its commutators with \(X_{-\alpha-\beta}(Xc_2)\) and \(X_{-3\alpha-\beta}(Xc_3)\) belong to \(E(A[X])\). This implies that the expression (7) belongs to \(E([X])\), and hence we are done. \(\square\)
Observe that Lemma 4.6 does not cover the case where $\Psi$ is of type $BC_l$ and $\alpha$ is an extra-short root. To treat this case, we need first to prove the following preparatory lemmas.

**Lemma 4.7.** Assume that $\Psi = BC_l$, $l \geq 2$. Let $\alpha, \beta \in \Psi$ be two simple roots in a root subsystem of type $BC_2$, with $\alpha$ a short root. Consider the subgroup

$$
Y_{\alpha, \beta}^+ = \langle X_\beta(V_\beta \otimes A XA[X]), X_{\pm(\alpha+\beta)}(V_{\pm(\alpha+\beta)} \otimes A XA[X]), X_{\pm 2(\alpha+\beta)}(V_{\pm 2(\alpha+\beta)} \otimes A XA[X]), X_\beta(V_\beta \otimes A XA[X]), X_{-2\alpha-\beta}(V_{-2\alpha-\beta} \otimes A XA[X]), X_{2\alpha+\beta}(V_{2\alpha+\beta} \otimes A XA[X]) \rangle \subseteq E(A[X]).
$$

Then

(i) $Y_{\alpha, \beta}^+$ contains $X_{2\alpha}(V_{2\alpha} \otimes A X^2 A[X]), X_{-2\alpha}(V_{-2\alpha} \otimes A XA[X]), X_\alpha(V_\alpha \otimes A XA[X]),$ and $X_{-\alpha}(V_{-\alpha} \otimes A XA[X])$.

(ii) $Y_{\alpha, \beta}^+$ is normalized by $X_{-2\alpha}(V_{-2\alpha} \otimes A X^{-1} A[X])$.

**Proof.** (i) By the generalized Chevalley commutator formula and [LS2] Lemma 2 (2), for any $u \in V_{2\alpha} \otimes A XA[X]$, there are such $v \in V_{2\alpha+\beta} \otimes A XA[X]$, $w \in V_{-\beta} \otimes A XA[X]$, and $c_1, \ldots, c_m \in V_{2(\alpha+\beta)} \otimes A XA[X], d_1, \ldots, d_m \in V_{-\beta} \otimes A XA[X]$, that

$$
X_{2\alpha}(X^2 u) = X_{2\alpha}(N_{2(\alpha+\beta), -\beta, 1, 1}(v, w)) \prod_{i=1}^m X_{2\alpha}(N_{2(\alpha+\beta), -\beta, 1, 2}(c_i, Xd_i)) = [X_{2\alpha+\beta}(Xv), X_{-\beta}(Xw)] \prod_{i=1}^m ([X_{2(\alpha+\beta)}(c_i), X_{-\beta}(Xd_i)]X_{2\alpha+\beta}(-XN_{2(\alpha+\beta), -\beta, 1, 1}(c_i, d_i))).
$$

Hence $X_{2\alpha}(V_{2\alpha} \otimes A X^2 A[X]) \subseteq Y_{\alpha, \beta}^+$. On the other hand, by [LS2] Lemma 2 (1), case (b), for any $u \in V_{\alpha} \otimes A XA[X]$, there are such $v \in V_{\alpha+\beta} \otimes A XA[X]$, $w \in V_{-\beta} \otimes A XA[X]$, that $u = N_{\alpha+\beta, -\beta, 1, 1}(v, w)$, i.e.

$$
X_\alpha(Xu) = [X_{\alpha+\beta}(v), X_{-\beta}(Xw)] \cdot X_{2\alpha+\beta}(-XN_{\alpha+\beta, -\beta, 2, 1}(v, w)) \cdot X_{2\alpha}(-X^2 N_{\alpha+\beta, -\beta, 1, 2}(v, w)).
$$

Hence $X_{\alpha}(V_{\alpha} \otimes A XA[X]) \subseteq Y_{\alpha, \beta}^+$.

The cases of $X_{-2\alpha}(V_{-2\alpha} \otimes A XA[X])$ and $X_{-\alpha}(V_{-\alpha} \otimes A XA[X])$ is treated in the same way, using the opposite roots.

(ii) Follows from the generalized Chevalley commutator formula.

**Lemma 4.8.** Assume the hypothesis of Lemma 4.7. For any

$$
g \in X_{-\alpha}(V_{-\alpha} \otimes A X^{-1} A[X]), X_{-2\alpha}(V_{-2\alpha} \otimes A X^{-2} A[X]),
$$

the sets

(i) $gX_{2\alpha+\beta}(V_{2\alpha+\beta} \otimes A X^2 A[X])g^{-1}$,

(ii) $gX_\alpha(V_{\alpha} \otimes A X^2 A[X])g^{-1}$,

(iii) $gX_{2\alpha}(V_{2\alpha} \otimes A X^3 A[X])g^{-1}$

are all contained in $Y_{\alpha, \beta}^+ \cdot X_{-2\alpha}(V_{-2\alpha} \otimes A X^{-1} A[X])$.

**Proof.** Set $g = g_{2g1}, g_1 \in X_{-\alpha}(V_{-\alpha} \otimes A X^{-1} A[X]), g_2 \in X_{-2\alpha}(V_{-2\alpha} \otimes A X^{-2} A[X])$.

(i) Using the generalized Chevalley commutator formula, we obtain

$$
g_{2g1}X_{2\alpha+\beta}(V_{2\alpha+\beta} \otimes A X^2 A[X])g_1^{-1}g_2^{-1} \subseteq g_2 X_\beta(V_\beta \otimes A XA[X])X_{\alpha+\beta}(V_{\alpha+\beta} \otimes A XA[X]) \cdot X_{2\alpha+\beta}(V_{2\alpha+\beta} \otimes A X^2 A[X])X_{2\alpha+\beta}(V_{2\alpha+\beta} \otimes A X^2 A[X]) \cdot X_{2\alpha+\beta}(V_{2\alpha+\beta} \otimes A X^2 A[X])X_{2\alpha+\beta}(V_{2\alpha+\beta} \otimes A X^2 A[X])X_{\beta}(V_\beta \otimes A XA[X]) \subseteq Y_{\alpha, \beta}^+.
$$

(ii) To compute $gX_{2\alpha}(V_{2\alpha} \otimes A X^3 A[X])g^{-1}$, we use [LS2] Lemma 2 (2) to conclude that for any $u \in V_{2\alpha} \otimes A XA[X]$, there are $w \in V_{-\beta} \otimes A XA[X], v \in V_{2\alpha+\beta} \otimes A XA[X], \text{ and } w_i \in V_{-\beta} \otimes A XA[X]$. 


\[ v_i \in V_{2\alpha+2\beta} \otimes_A A[X], \ 1 \leq i \leq k, \ \text{such that } u = N_{-\beta,2\alpha+\beta,1,1}(w,v) + \sum_{i=1}^{k} N_{-\beta,2\alpha+2\beta,2,1}(w_i,v_i). \]

Therefore, one has

\[ X_{2\alpha}(X^3u) = [X_{-\beta}(Xw), X_{2\alpha+\beta}(X^2v)] \prod_{i=1}^{k} \left( [X_{-\beta}(Xw_i), X_{2\alpha+2\beta}(Xv_i)] X_{2\alpha+\beta}(X^2s_i) \right), \]

where \( s_i = -N_{-\beta,2\alpha+2\beta,1,1}(w_i,v_i), \ 1 \leq i \leq k. \) First we treat the first commutator in (9). We have

\[ g_1[X_{-\beta}(Xw), X_{2\alpha+\beta}(X^2v)]g_1^{-1} = [X_{-\beta}(Xw)X_{-\alpha-\beta}(c_1)X_{-2(\alpha+\beta)}(c_2)X_{-2\alpha-\beta}(X^{-1}c_3), \]

\[ X_{2\alpha+\beta}(X^2v)X_{\beta}(c_4)X_{\alpha+\beta}(c_5)X_{2(\alpha+\beta)}(X^2c_6)], \]

where \( c_1 \in V_{-\alpha-\beta} \otimes_A A[X], \ c_2 \in V_{-2(\alpha+\beta)} \otimes_A A[X], \) etc. One readily sees that conjugating this expression by \( g_2 \) does not change its shape, so we can skip this operation. Now, using \([\text{LS}2, \text{Lemma 2 (2)}]\) again, we write

\[ X_{2\alpha+\beta}(X^2v) = [X_{\alpha}(Xv_1), X_{\alpha+\beta}(Xv_2)] [X_{2\alpha}(X^2v_3), X_{\beta}(v_4)] \cdot X_{2\alpha+2\beta}(-XN_{2\alpha+2\beta,1,2}(v_3, v_4)), \]

\[ \cdot \prod_{i=1}^{m} \left( [X_{\alpha}(Xc_i), X_{\beta}(d_i)] X_{\alpha+\beta}(-XN_{\alpha+\beta,1,1}(c_i, d_i)) X_{2(\alpha+\beta)}(-XN_{\alpha+\beta,2,2}(c_i, d_i)) \right), \]

for some \( v_1, c_1, \ldots, c_m \in V_{\alpha} \otimes_A A[X], \) \( v_2 \in V_{\alpha+\beta} \otimes_A A[X], \) \( v_3 \in V_{2\alpha} \otimes_A A[X], \) \( v_4, d_1, \ldots, d_m \in V_{2\alpha} \otimes_A A[X]. \) Now observe that the commutator of \( X_{-2\alpha-\beta}(X^{-1}c_3) \) with any element of \( X_{\alpha}(V_\alpha \otimes_A X A[X]) \) is equal to the commutator \( X_{-\alpha+\beta}(V_{-\alpha+\beta} \otimes_A X A[X]) \) to \( X_{-2\alpha-\beta}(V_{-2\alpha-\beta} \otimes_A X^{-1}A[X]). \) Therefore, since \( Y_{\alpha+\beta} \) is normalized by \( X_{-2\alpha-\beta}(X^{-1}c_3) \) by Lemma 4.7 (ii), we can cancel the factor \( X_{-2\alpha-\beta}(X^{-1}c_3) \) with its inverse, so that the result belongs to \( Y_{\alpha+\beta} \cdot X_{-2\alpha}(V_{-2\alpha} \otimes_A X^{-1}A[X]). \) Consequently, we have

\[ g[X_{-\beta}(Xw), X_{2\alpha+\beta}(X^2v)]g_1^{-1} \in Y_{\alpha+\beta} \cdot X_{-2\alpha}(V_{-2\alpha} \otimes_A X^{-1}A[X]). \]

Another type of factors occurring in (9) are factors \( X_{2\alpha+\beta}(X^2s_i), \ 1 \leq i \leq k. \) By the case (i) we have \( gX_{2\alpha+\beta}(X^2s_i)g_1^{-1} \in Y_{\alpha+\beta}. \)

Finally, consider \( g[X_{-\beta}(Xw_1), X_{2\alpha+2\beta}(Xv_1)]g_1^{-1}, \ 1 \leq i \leq k. \) By the generalized Chevalley commutator formula, exactly as above we have

\[ g[X_{-\beta}(Xw_1), X_{2\alpha+2\beta}(Xv_1)]g_1^{-1} = [X_{-\beta}(Xw_1)X_{-\alpha-\beta}(c_1)X_{-2(\alpha+\beta)}(c_2)X_{-2\alpha-\beta}(X^{-1}c_3), \]

\[ X_{2\alpha+2\beta}(Xv_1)], \]

for some \( c_1, c_2 \in V_{-\alpha-\beta} \otimes_A A[X], \ c_2 \in V_{-2(\alpha+\beta)} \otimes_A A[X], \) etc. Note that

\[ X_{-2\alpha-\beta}(X^{-1}c_3), X_{2\alpha+2\beta}(Xv_1) = X_{\beta}(N_{-2\alpha-\beta,2\alpha+2\beta,1,1}(c_3, v_1)) X_{-2\alpha}(X^{-1}N_{-2\alpha-\beta,2\alpha+2\beta,1,2}(c_3, v_1)). \]

Hence, by Lemma 4.7 we conclude that

\[ g[X_{-\beta}(Xw_1), X_{2\alpha+2\beta}(Xv_1)]g_1^{-1} \in Y_{\alpha+\beta} \cdot X_{-2\alpha}(V_{-2\alpha} \otimes_A X^{-1}A[X]). \]

Applying all these results to the expression in (9), we deduce that

\[ gX_{\alpha}(V_\alpha \otimes_A X^2A[X])g_1^{-1} \subseteq Y_{\alpha+\beta} \cdot X_{-2\alpha}(V_{-2\alpha} \otimes_A X^{-1}A[X]). \]

(iii) To compute \( gX_{\alpha}(V_\alpha \otimes_A X^2A[X])g_1^{-1}, \) we use the same relations as in (8) to decompose \( X_{\alpha}(V_\alpha \otimes_A X^2A[X]): \)

\[ X_{\alpha}(V_\alpha \otimes A X^2A[X]) \subseteq [X_{\alpha+\beta}(V_{\alpha+\beta} \otimes_A X A[X]), X_{\beta}(V_{\beta} \otimes_A X A[X])], \]

\[ \cdot X_{2\alpha+\beta}(V_{2\alpha+\beta} \otimes_A X^3A[X]) \cdot X_{\alpha}(V_{2\alpha} \otimes A X^3A[X]). \]

By the previous results, we only need to consider \( g \)-conjugates of the commutator. We have

\[ g_1[X_{\alpha+\beta}(V_{\alpha+\beta} \otimes_A X A[X]), X_{\beta}(V_{\beta} \otimes A X A[X])]g_1^{-1} \subseteq\]

\[ [X_{\alpha+\beta}(V_{\alpha+\beta} \otimes A X A[X]), X_{\beta}(V_{\beta} \otimes A X A[X])], \]

\[ X_{-\beta}(V_{-\beta} \otimes A X A[X]) X_{-\alpha+\beta}(V_{-\alpha+\beta} \otimes A X A[X]) \]

\[ \cdot X_{-2\alpha+\beta}(V_{-2\alpha+\beta} \otimes A X A[X]) X_{-2\alpha-\beta}(V_{-2\alpha-\beta} \otimes A X^{-1}A[X]). \]
Lemma 4.9. Assume that $\Psi = BC_l$, $l \geq 2$. Let $\alpha \in \Psi$ be an extra-short root. Then
$$\tau_\alpha^\pm(E_\alpha(A[X]), XA[X]) \subseteq (G'_{\alpha}(A[X]) \cap E(A[X])) \cdot X_{\pm 2}\alpha (X^{-1}V_{\pm 2}\alpha).$$

More precisely, if $\beta \in \Psi$ is another root such that $\alpha, \beta$ form a system of simple roots for a subsystem of $\Psi$ of type $BC_2$, we have
$$\tau_\alpha^\pm(E_\alpha(A[X]), XA[X]) \subseteq (G'_{\alpha}(A[X]) \cap Y^+_{\alpha, \beta}) \cdot X_{\pm 2}\alpha (X^{-1}V_{\pm 2}\alpha),$$
where the subgroup $Y^+_{\alpha, \beta}$ is defined as in Lemma 4.7.

Proof. The cases of $\tau_\alpha$ and $\tau_\alpha^{-1} = \tau_{-\alpha}$ are symmetric, so it is enough to consider $\tau_\alpha$. As in the proof of Lemma 4.7, we conclude that $E_\alpha(A[X], XA[X])$ is generated by the elements of $aX_\alpha(V_\alpha \otimes A XA[X])X_{2}\alpha (V_{2}\alpha \otimes A XA[X])a^{-1}$, where $a \in E_\alpha(A)$. By Gauss decomposition in $E_\alpha(A)$, we have
$$\tau_\alpha(a) = x\alpha z\beta,$$
where $x, z \in X_\alpha(V_\alpha \otimes A XA[X])X_{2}\alpha (V_{2}\alpha \otimes A X^2A[X]), y \in X_{-\alpha}(V_{-\alpha} \otimes A X^{-1}A[X])X_{2}\alpha (V_{-2}\alpha \otimes A X^{-2}A[X]),$ and $h \in L_\alpha(A)$. Clearly, conjunction by $zh$ preserves the group
$$\tau_\alpha(X_\alpha(V_\alpha \otimes A XA[X])X_{2}\alpha (V_{2}\alpha \otimes A XA[X])) = X_\alpha(V_\alpha \otimes A X^2A[X])X_{2}\alpha (V_{2}\alpha \otimes A X^3A[X]).$$
By Lemma 4.8 both $yX_\alpha(V_\alpha \otimes A X^2A[X])y^{-1}$ and $yX_{2}\alpha (V_{2}\alpha \otimes A X^3A[X])y^{-1}$ are contained in $Y^+_{\alpha, \beta} \cdot X_{-2}\alpha (V_{-2}\alpha \otimes A X^{-1}A[X])$. Note that by Lemma 4.7 (ii) $X_{-2}\alpha (V_{-2}\alpha \otimes A X^{-1}A[X])$ normalizes $Y^+_{\alpha, \beta}$. By Lemma 4.7 (i) $x \in Y^+_{\alpha, \beta}$, hence
$$x \cdot Y^+_{\alpha, \beta} \cdot X_{-2}\alpha (V_{-2}\alpha \otimes A X^{-1}A[X]) \cdot x^{-1} \subseteq Y^+_{\alpha, \beta} \cdot X_{-2}\alpha (V_{-2}\alpha \otimes A X^{-1}A[X]).$$
This completes the proof, since $Y^+_{\alpha, \beta} \subseteq E(A[X]).$

4.4. Properties of $\sigma$.

Lemma 4.10. Assume that $m_1(\alpha) = 1$, that is, $\Psi \neq G_2, F_4, E_8$. Then $\sigma^\pm(E_{\alpha \beta}(A[X], XA[X])) \subseteq U_1^\pm(L_1(A) \cap E(A))E(A[X], XA[X]).$

Proof. It is enough to consider the case of $\sigma$. For any $\alpha \in \Psi$, the restriction $\sigma|_{E_{\alpha}(A[X], X^{-1})}$ coincides with $\tau_\alpha$, $\tau_\alpha^{-1} = \tau_{-\alpha}$, or is trivial. Hence by Lemma 4.6 we have $\sigma^\pm(E_{\alpha}(A[X], XA[X])) \subseteq E(A[X], XA[X]).$ Write $\sigma(g) \in \sigma(E_{\alpha}(A[X], XA[X]))$ as $g = g_0 g_1, g_0 = g(0) \in E(A), g_1 = g(0)^{-1}g \in E(A[X], XA[X]).$ Using Gauss decomposition in $G(A)$, write $g_0 = u_1 h v u_2$, where $u_1, u_2 \in L_1(A), v \in U_1^+(A), h \in L_1(A) \cap E(A).$ Then we have
$$\sigma^{-1}(g) = \sigma^{-1}(g_0)\sigma^{-1}(g_1) \in E(A[X], XA[X])h\sigma^{-1}(v)E(A[X]),$$
where $\sigma^{-1}(v) \in U_1^+(A[X^{-1}], X^{-1}A[X^{-1}])$. On the other hand, by the definition of $g$, $\sigma^{-1}(g) \in E(A[X], XA[X]).$ Consequently,
$$\sigma^{-1}(v) \in U_1^+(A[X^{-1}], X^{-1}A[X^{-1}]) \cap E(A[X]) = \{1\}.$$ Therefore, $v = 1$, and we are done.

Lemma 4.11. Assume that $\Psi = G_2, F_4, E_8$. Then
$$\sigma^\pm(E_{\alpha \beta}(A[X], XA[X])) \subseteq E(A[X])X_\alpha \beta (X^{-1}V_{\pm \alpha \beta}).$$
Proof. It is enough to consider the case of $\sigma$. We have $\sigma|_{E_\alpha(E[X,X^{-1}])} = \tau_{\tilde{\alpha}}^2$. By Lemma 4.10 there is a root $\alpha \in \Psi$, such that $\tilde{\alpha}, \alpha$ form a basis of a root subsystem $\Theta = \Theta_{\tilde{\alpha}}$ of type $A_2$ in $\Psi$, and the group scheme $G$ contains a simply connected split simple subgroup $G_\Theta$, such that $X_{\beta}, \beta \Theta$, are root subgroups of $G_\Theta$. Then $\tau_{\tilde{\alpha}}$ is also the restriction to $G'_{\tilde{\alpha}}$ of the automorphism $\sigma_{\tilde{\alpha}}$ of $G_{\Theta}$ defined in the same way as $\sigma$ with respect to $\alpha = \tilde{\alpha}$, and let $L_\Theta$ denote the $\sigma_{\tilde{\alpha}}$-invariant Levi subgroup, the analogue of $L_1$ in $G$. Let $E_\Theta$ denote the elementary subgroup of $G_\Theta$. Applying Lemma 4.10 (with both sides inverted) to $G_\Theta$ instead of $G$, we deduce that

$$
\tau_{\tilde{\alpha}}(E_{\tilde{\alpha}}(A[X], XA[X])) \leq E_{\tilde{\alpha}}(A[X], XA[X]) \cdot (L_\Theta(A) \cap E_{\tilde{\alpha}}(A)) \cdot U_{(-\tilde{\alpha},-\tilde{\alpha},-\tilde{\alpha},-\tilde{\alpha})}(A).
$$

Note that, by the very definition, $\tau_{\tilde{\alpha}}(E_{\tilde{\alpha}}(A[X], XA[X])) \leq E_{\tilde{\alpha}}(A[X,X^{-1}]) \leq G'_{\alpha}(A[X,X^{-1}])$. Since $G(A[X]) \cap G'_{\tilde{\alpha}}(A[X,X^{-1}]) = G'_{\tilde{\alpha}}(A[X])$, we have

$$
\tau_{\tilde{\alpha}}(E_{\tilde{\alpha}}(A[X], XA[X])) \leq E(A[X], XA[X]) \cdot (L(A) \cap E(A)) \cdot U_{(-\tilde{\alpha},-\tilde{\alpha},-\tilde{\alpha},-\tilde{\alpha})}(A) \cap G'_{\tilde{\alpha}}(A[X]).
$$

Since $L_\Theta U_{(-\tilde{\alpha},-\tilde{\alpha},-\tilde{\alpha},-\tilde{\alpha})} \cap G'_{\tilde{\alpha}} = (L_\Theta \cap G'_{\tilde{\alpha}})U_{-\tilde{\alpha}}$ by the definitions of $G_{\Theta_{\tilde{\alpha}}}$ and $G'_{\tilde{\alpha}}$ (and, e.g., by [SGA3, Exp. XXVI Prop. 1.20]), we have, in fact,

$$
\tau_{\tilde{\alpha}}(E_{\tilde{\alpha}}(A[X], XA[X])) \leq E_{\tilde{\alpha}}(A[X], XA[X]) \cdot (L_\Theta(A) \cap E_{\tilde{\alpha}}(A)) \cdot X_{-\tilde{\alpha}}(X^{-1}V_{-\tilde{\alpha}}).
$$

Then, again by Lemma 4.10,

$$
\tau_{\tilde{\alpha}}^2(E_{\tilde{\alpha}}(A[X], XA[X])) \leq \sigma_{\tilde{\alpha}}(E_{\tilde{\alpha}}(A[X], XA[X]) \cdot (L_\Theta(A) \cap E_{\tilde{\alpha}}(A)) \cdot X_{-\tilde{\alpha}}(X^{-1}V_{-\tilde{\alpha}})) \leq E_{\tilde{\alpha}}(A[X])X_{-\tilde{\alpha}}(X^{-1}V_{-\tilde{\alpha}}).
$$

Since $E_{\tilde{\alpha}}(A[X]) \subseteq E(A[X])$, we are done. \[ \square \]

Lemma 4.12. One has

$$
\sigma^{-1}(E(A[X], XA[X])) \leq U_{1}(A)(L_1(A) \cap E(A))E(A[X], XA[X])X_{\tau_{\tilde{\alpha}}}(X^{-1}V_{\tau_{\tilde{\alpha}}}).
$$

Proof. It is enough to consider the case of $\sigma$. If $m_1(\tilde{\alpha}) = 1$, the claim follows from Lemma 4.10. Assume $m_1(\tilde{\alpha}) = 2$. By Lemma 3.10 any $x \in E(A[X], XA[X])$ can be presented as a product $x = x_1x_2$, where $x_1$ is a product of elements of the groups $E_{\tilde{\alpha}}(A[X], XA[X])$, where $\beta \in \Psi$ is non-collinear to $\tilde{\alpha}$; and $x_2$ belongs to $E_{\tilde{\alpha}}(A[X], XA[X])$, or, respectively, $E_{\tilde{\alpha}}(A[X], XA[X])$, if $\frac{1}{2}\tilde{\alpha}$ is a root. Note that $\tilde{\alpha}$ is the only root $\sigma$ acts on non-trivially on $X_{\pm\tilde{\alpha}}$; and, if $\Psi = BC_l$, the root $\frac{1}{2}\tilde{\alpha} = \alpha$ is the only extra-short root such that $\sigma$ acts non-trivially on $X_{\pm\alpha}$. Then by Lemmas 3.11, 4.11 and 3.9, we have

$$
(12) \quad \sigma^{-1}(E(A[X], XA[X])) \leq E(A[X])X_{\tau_{\tilde{\alpha}}}(X^{-1}V_{\tau_{\tilde{\alpha}}}) = E(A)[E(A[X], XA[X])X_{\tau_{\tilde{\alpha}}}(X^{-1}V_{\tau_{\tilde{\alpha}}})].
$$

Write $g \in \sigma(E(A[X], XA[X]))$ as $g = g_0g_1 g_2$ with the components from the respective factors. By Gauss decomposition, we have $g_0 = u_1v_1u_2$, where $u_1, u_2 \in U_{1}^{-}(A), v \in U_{1}^{+}(A), h \in L_1(A) \cap E(A)$. We will compute $\sigma^{-1}(g)$ using this factorization. Inverting both sides of (12), we obtain $\sigma^{-1}(g_1) \in X_{2\tilde{\alpha}}(X^{-1}c)E(A[X])$ for some $c \in V_{2\tilde{\alpha}}$, and hence $\sigma^{-1}(g_1g_2) \in X_{2\tilde{\alpha}}(X^{-1}c)E(A[X])$.

Write

$$
u_2 = \prod_{m_1(\alpha) = -1} X_{\alpha}(c_{\alpha}) \cdot X_{-\frac{1}{2}}(d)X_{-\tilde{\alpha}}(c),$$

where $c_{\alpha}, d, e$ belong to the respective root modules, and the factor $X_{-\frac{1}{2}}(d)$ is omitted if $\Psi \neq BC_l$. Then

$$
(13) \quad \sigma^{-1}(u_2) = \prod_{m_1(\alpha) = -1, \alpha \neq -\frac{1}{2}} X_{\alpha}(Xc_{\alpha}) \cdot X_{-\frac{1}{2}}(Xd)X_{-\tilde{\alpha}}(X^2e).
$$

Note that by Lemma 4.7 (with signs changed) if $\Psi = BC_n$, and by Lemma 4.9 if $\Psi = G_2, F_4, E_8$, we have

$$
X_{-\frac{1}{2}}(Xd)X_{-\tilde{\alpha}}(X^2e)X_{\tilde{\alpha}}(X^{-1}c) \in X_{\tilde{\alpha}}(X^{-1}c)E(A[X]).
$$
By the generalized Chevalley commutator formula, since $\tilde{\alpha} \in \Psi$ is a root of maximal length, we have

$$\prod_{m_i(\alpha) = -1, \alpha \notin \Psi} X_\alpha(Xc_\alpha) \cdot X_{\tilde{\alpha}}(X^{-1}c) \in X_{\tilde{\alpha}}(X^{-1}c)E(A[X]).$$

Summing up, we have

$$\sigma^{-1}(u_2g_1g_2) \in X_{\tilde{\alpha}}(X^{-1}c)E(A[X]),$$

and, consequently,

$$\sigma^{-1}(g) \in \sigma^{-1}(u_1h)\sigma^{-1}(v)\sigma^{-1}(u_2g_1g_2) \in E(A[X])\sigma^{-1}(v)X_{\tilde{\alpha}}(X^{-1}c)E(A[X]),$$

where, moreover, $\sigma^{-1}(v) \in U_1^+(A[X^{-1}], X^{-1}A[X^{-1}])$. Recall that, on the other hand, $\sigma^{-1}(g) \in E(A[X], XA[X])$ by the definition of $g$. Then we have

$$\sigma^{-1}(v)X_{\tilde{\alpha}}(X^{-1}c) \in E(A[X^{-1}], X^{-1}A[X^{-1}]) \cap E(A[X]) = \{1\}.$$

Writing a more detailed factorization for $\sigma^{-1}(v)$ as in (13), we see that this implies $v = 1$. Consequently,

$$g \in U_1^+(A)E(A[X], XA[X])X_{-\tilde{\alpha}}(X^{-1}V_{-\tilde{\alpha}}).$$

\[\square\]

### 4.5. Properties of $E^*(A[X, X^{-1}], I \cdot A[X, X^{-1}])$.

**Lemma 4.13.** We have

$$\sigma^{\pm 1}(E(A[X], XA[X]) \cap \ker \rho) \subseteq X_{\mp \tilde{\alpha}}(X^{-1}IV_{\mp \tilde{\alpha}})M^*_+.$$

Consequently, $\sigma(M_+^*M^*)^* = M_+^* M^*_+.$

**Proof.** To prove the first claim, recall that for any $g \in E(A[X], XA[X])$ we have $\sigma(g) = X_{-\tilde{\alpha}}(X^{-1}u)h$ for some $u \in V_{-\tilde{\alpha}}$, $h \in E(A[X])$, by Lemma 4.12. If, moreover, $\rho(g) = 1$, then $\rho(\sigma(g)) = 1$ as well, hence, $\rho(X_{-\tilde{\alpha}}(X^{-1}u)) = X_{-\tilde{\alpha}}(X^{-1}\rho(u))$ belongs to $E(I_1[X])$. This implies that $\rho(u) = 0$, or $u \in IV_{-\tilde{\alpha}}$. Automatically, $h \in M_+^*$. The claim is proved.

Now take any $y \in M_+^*$ and $z \in M^*$. We can write $y = y_1y_0$, $y_0 = y(0) \in E(A)$, $y_1 = y_0^{-1} \in E(A[X], XA[X])$. In the same way, $z = z_0z_1$, where $z_0 = z(\infty) \in E(A)$, $z_1 = z(\infty)^{-1}z \in E(A[X^{-1}], X^{-1}A[X^{-1}])$. Clearly, $\rho(y_0) = \rho(y_1) = \rho(z_0) = \rho(z_1) = 1$. By Lemma 3.11, we have

$$x = y_0z_0 = x^{-t}x^+ \in U_1^+(I_1(A, I) \cap E(A))U_1^+(I).$$

Since $E(A)$ normalizes $E(A[X], XA[X])$ and $E(A[X^{-1}], X^{-1}A[X^{-1}])$, we can rewrite

$$(14) \quad yz = x^{-t}y_1z_1x^+,$$

for some new $y_1 \in E(A[X], XA[X]) \cap \ker \rho$ and $z_1 \in E(A[X^{-1}], X^{-1}A[X^{-1}]) \cap \ker \rho$.

The first claim of the lemma together with symmetry arguments implies

$$\sigma^{\pm 1}(E(A[X^{-1}], X^{-1}A[X^{-1}]) \cap \ker \rho) \subseteq X_{\pm \tilde{\alpha}}(XIV_{\pm \tilde{\alpha}})M^*_+;$$

$$\sigma^{\pm 1}(E(A[X], XA[X]) \cap \ker \rho) \subseteq X_{\mp \tilde{\alpha}}(X^{-1}IV_{\mp \tilde{\alpha}})M^*_+.$$

Hence we have

$$\sigma^{-1}(y_1z_1) \in M_+^* X_{\tilde{\alpha}}(X^{-1}IV_{\mp \tilde{\alpha}})X_{-\tilde{\alpha}}(XIV_{\pm \tilde{\alpha}})M^*_+.$$

Applying $\tau_{\tilde{\alpha}}$ to the middle factor and using Lemma 3.11 one more time, we deduce that

$$\sigma^{-1}(y_1z_1) \in M_+^* M^*_+.$$

Now one readily sees that $\sigma^{-1}(yz) \in M^*_+M^*_+$.

**Lemma 4.14.** We have $M_+^*E(A[X]) \subseteq E(A[X])M^*_+$.

Proof. By symmetry, $\sigma(M_+^*M^*_+) \subseteq M_+^* M^*_+$. Hence $\sigma(M_+^*M^*_+) = M_+^* M^*_+$. $\square$
Lemma 4.15. We have by the induction hypothesis

\[ X_\alpha(X^k u) z_{X_\alpha(X^k u)^{-1}} = \sigma(X_\alpha(X^{k-m_1(\alpha)} u) \sigma^{-1}(z) X_\alpha(X^{k-m_1(\alpha)} u)^{-1}). \]

Since \( z \in E(A[X^{-1}], X^{-1} A[X^{-1}]) \cap \ker \rho \), by Lemma 4.13 we have \( \sigma^{-1}(z) \in X_{-\tilde{\alpha}}(IXV_{-\tilde{\alpha}}) M^*_+ \). Then, by the induction hypothesis

\[ y = X_\alpha(X^{k-m_1(\alpha)} u) \sigma^{-1}(z) X_\alpha(X^{k-m_1(\alpha)} u)^{-1} = X_\alpha(X^{k-m_1(\alpha)} u) X_{-\tilde{\alpha}}(IXV_{-\tilde{\alpha}}) X_\alpha(X^{k-m_1(\alpha)} u)^{-1} M^*_+. \]

If \( \alpha \neq \tilde{\alpha} \) or \( k > 1 \), then, clearly, \( X_\alpha(X^{k-m_1(\alpha)} u) X_{-\tilde{\alpha}}(IXV_{-\tilde{\alpha}}) X_\alpha(X^{k-m_1(\alpha)} u)^{-1} \subseteq M^*_+. \) Otherwise we have

\[ X_\alpha(X^{k-m_1(\alpha)} u) X_{-\tilde{\alpha}}(IXV_{-\tilde{\alpha}}) X_\alpha(X^{k-m_1(\alpha)} u)^{-1} = \tau_{\tilde{\alpha}}^{-1}(X_{\tilde{\alpha}}(u) X_{-\tilde{\alpha}}(IV_{-\tilde{\alpha}}) X_{\tilde{\alpha}}(u)^{-1}) \subseteq \tau_{\tilde{\alpha}}^{-1}(E_{\tilde{\alpha}}(A, I)) \subseteq M^*_+ M^*_+. \]

by Lemma 5.11

Summing up, we have \( y \in M^*_+ M^*_+ \). Hence, by Lemma 4.13 we have

\[ X_\alpha(X^k u) z_{X_\alpha(X^k u)^{-1}} = \sigma(y) \in \sigma(M^*_+ M^*_+) = M^*_+ M^*_+. \]

\[ \square \]

4.6. Decomposition of \( E(A[X, X^{-1}]) \) and \( E^*(A[X, X^{-1}], I \cdot A[X, X^{-1}]) \).

Lemma 4.14. One has

\[ X_{\pm \tilde{\alpha}}(X^{-1} u) E(A[X], X A[X])) \subseteq U_1^+(A)(L_1(A) \cap E(A)) E(A[X], X A[X]) X_{\pm \tilde{\alpha}}(X^{-1} V_{\pm \tilde{\alpha}}) X_{\mp \tilde{\alpha}}(X V_{\mp \tilde{\alpha}}), \]

for any \( u \in V_{\pm \tilde{\alpha}} \).

Proof. Clearly, it is enough to consider the case of \( X_{\tilde{\alpha}}(X^{-1} u) \). Applying Lemma 4.12 two times, we deduce

\[ X_{\tilde{\alpha}}(X^{-1} u) E(A[X], X A[X]) = \sigma^{-1} \left( X_{\tilde{\alpha}}(X u) \sigma(E(A[X], X A[X])) \right) \subseteq \sigma^{-1} \left( X_{\tilde{\alpha}}(X u) U_1^-(A)(L_1(A) \cap E(A)) E(A[X], X A[X]) X_{-\tilde{\alpha}}(X^{-1} V_{-\tilde{\alpha}}) \right) \subseteq \sigma^{-1} \left( U_1^-(A)(L_1(A) \cap E(A)) E(A[X], X A[X]) \cdot X_{-\tilde{\alpha}}(X^{-1} V_{-\tilde{\alpha}}) \right) \subseteq E(A[X], X A[X])(L_1(A) \cap E(A)) U_1^+(A) E(A[X], X A[X]) X_{\tilde{\alpha}}(X^{-1} V_{\tilde{\alpha}}) X_{-\tilde{\alpha}}(X V_{-\tilde{\alpha}}) \subseteq U_1^+(A)(L_1(A) \cap E(A)) E(A[X], X A[X]) X_{\tilde{\alpha}}(X^{-1} V_{\tilde{\alpha}}) X_{-\tilde{\alpha}}(X V_{-\tilde{\alpha}}). \]

\[ \square \]

Lemma 4.16. The product

\[ E(A[X]) E(A[X^{-1}]) E(A[X]) \]

is invariant under \( \sigma^\pm \).

Proof. We consider the case of \( \sigma \), the case of \( \sigma^{-1} \) is symmetric. Set

\[ Z = E(A[X]) E(A[X^{-1}]) E(A[X]). \]

Since \( E(A) \) normalizes \( E(A[X], X A[X]) \) and \( E(A[X^{-1}], X^{-1} A[X^{-1}]) \), and we have \( E(A[X]) = E(A) E(A[X], X A[X]) \), \( E(A[X^{-1}]) = E(A) E(A[X^{-1}], X^{-1} A[X^{-1}]) \) by Lemma 5.1 we conclude that

\[ E(A[X]) E(A[X^{-1}]) E(A[X]) = E(A[X], X A[X]) E(A) E(A[X^{-1}], X^{-1} A[X^{-1}]) E(A[X], X A[X]). \]

Since \( A \) is semilocal, we have Gauss decomposition [SGA3 Théorème 5.1]

\[ E(A) = U_1^+(A) U_1^-(A) E L_1(A) U_1^+(A) U_1^-(A) E L_1(A) U_1^+(A) U_1^-(A), \]

where \( E \) is the collection of the basic elements of \( A \) and \( L_1(A) \) is the left ideal generated by the \( (1, -1) \)-squares. Then, 

\[ Z = \prod_{x \in E(A)} U_1^+(A) U_1^-(A) E L_1(A) U_1^+(A) U_1^-(A) E L_1(A) U_1^+(A) U_1^-(A), \]

and the product is invariant under \( \sigma^\pm \).
where we denote $EL_1(A) = L_1(A) \cap E(A)$. Then we have

$$Z = U_1^+(A)EL_1(A)E(A[X], XA[X])E(A[X^{-1}], X^{-1}A[X^{-1}])U_1^-(A)E(A[X], XA[X])U_1^+(A).$$

Applying Lemma 4.12, we see that

$$\sigma(Z) \subseteq E(A[X])X_{\tilde{\alpha}}(X^{-1}V_{\tilde{\alpha}}) \cdot \sigma\left(E(A[X^{-1}], X^{-1}A[X^{-1}])U_1^-(A)X_{\tilde{\alpha}}(XV_{\tilde{\alpha}})\right).$$

Using Lemma 4.13, we compute

$$\sigma\left(E(A[X^{-1}], X^{-1}A[X^{-1}])U_1^-(A)\right) \cdot X_{\tilde{\alpha}}(X^{-1}V_{\tilde{\alpha}}) = \sigma\left(E(A[X^{-1}], X^{-1}A[X^{-1}])U_1^-(A)X_{\tilde{\alpha}}(XV_{\tilde{\alpha}})\right)$$

$$= \sigma\left(E(A[X^{-1}], X^{-1}A[X^{-1}])X_{\tilde{\alpha}}(XV_{\tilde{\alpha}})U_1^-(A)\right) \subseteq \sigma\left(X_{\tilde{\alpha}}(X^{-1}V_{\tilde{\alpha}})X_{\tilde{\alpha}}(XV_{\tilde{\alpha}})E(A[X^{-1}], X^{-1}A[X^{-1}])EL_1(A)U_1^-(A)\right)$$

$$\subseteq X_{\tilde{\alpha}}(XV_{\tilde{\alpha}})X_{\tilde{\alpha}}(X^{-1}V_{\tilde{\alpha}})\sigma\left(E(A[X^{-1}], X^{-1}A[X^{-1}])U_1^-(A)\right)EL_1(A).$$

Note that we have used the inclusion from Lemma 4.15 with both sides inverted; we can do it since $\tilde{\alpha}$ is a non-multiplicable root, and therefore $(X_{\tilde{\alpha}}(XV_{\tilde{\alpha}}))^{-1} = X_{\tilde{\alpha}}(XV_{\tilde{\alpha}})$.

Substituting the previous computation into (10), we obtain

$$\sigma(Z) \subseteq E(A[X])X_{\tilde{\alpha}}(X^{-1}V_{\tilde{\alpha}})X_{\tilde{\alpha}}(XV_{\tilde{\alpha}})X_{\tilde{\alpha}}(X^{-1}V_{\tilde{\alpha}})\sigma\left(E(A[X^{-1}], X^{-1}A[X^{-1}])U_1^-(A)\right) \cdot E(A[X]).$$

By Gauss decomposition in $E_{\tilde{\alpha}}(A)$, we have

$$X_{\tilde{\alpha}}(X^{-1}V_{\tilde{\alpha}})X_{\tilde{\alpha}}(XV_{\tilde{\alpha}})X_{\tilde{\alpha}}(X^{-1}V_{\tilde{\alpha}}) = \tau_{\tilde{\alpha}}\left(X_{\tilde{\alpha}}(V_{\tilde{\alpha}})X_{\tilde{\alpha}}(V_{\tilde{\alpha}})X_{\tilde{\alpha}}(V_{\tilde{\alpha}})\right)$$

$$\subseteq \tau_{\tilde{\alpha}}\left((L_{\tilde{\alpha}}(A) \cap E_{\tilde{\alpha}}(A))X_{\tilde{\alpha}}(V_{\tilde{\alpha}})X_{\tilde{\alpha}}(V_{\tilde{\alpha}})X_{\tilde{\alpha}}(V_{\tilde{\alpha}})\right)$$

$$= (L_{\tilde{\alpha}}(A) \cap E_{\tilde{\alpha}}(A))X_{\tilde{\alpha}}(XV_{\tilde{\alpha}})X_{\tilde{\alpha}}(X^{-1}V_{\tilde{\alpha}})X_{\tilde{\alpha}}(XV_{\tilde{\alpha}}).$$

Substituting this result into (10), we see that to complete the proof of the lemma, it is enough to show that

$$X_{\tilde{\alpha}}(XV_{\tilde{\alpha}})\sigma\left(E(A[X^{-1}], X^{-1}A[X^{-1}])U_1^-(A)\right) \subseteq E(A[X^{-1}])E(A[X]).$$

We obtain this inclusion as follows:

$$X_{\tilde{\alpha}}(XV_{\tilde{\alpha}})\sigma\left(E(A[X^{-1}], X^{-1}A[X^{-1}])U_1^-(A)\right) = \sigma\left(U_1^-(A)E(A[X^{-1}], X^{-1}A[X^{-1}])\right) \subseteq E(A[X^{-1}])X_{\tilde{\alpha}}(XV_{\tilde{\alpha}}),$$

again by Lemma 4.12 \(\square\)

**Lemma 4.17.** We have $E(A[X, X^{-1}]) = E(A[X])E(A[X^{-1}])E(A[X])$.

**Proof.** Set $Z = E(A[X])E(A[X^{-1}])E(A[X])$. By [PSt1] Lemma 12, the group $E(A[X, X^{-1}])$ is generated by $U_1^+(A[X, X^{-1}])$ and $U_1^-(A[X, X^{-1}])$. Clearly, it is enough to show that $U_1^+(A[X^{-1}])Z \subseteq Z$, or even that

$$X_{\alpha}(X^{-k}u)Z \subseteq Z$$

for any $\alpha \in \Psi$ such that $m_1(\alpha) \neq 0$, $u \in V_{\alpha}$, and $k > 0$. We can assume $\alpha \in \Psi^+$ without loss of generality. Then $\sigma^k(X_{\alpha}(X^{-k}u)) = X_{\alpha}(X^{-k+m_1(\alpha)u}) \in E(A[X])$, hence $\sigma^k(X_{\alpha}(X^{-k}u))Z \subseteq Z$. Since $Z$ is $\sigma$-invariant by Lemma 4.16 we are done. \(\square\)

**Lemma 4.18.** One has $M^* = M_1^* M_1^*$. \(\square\)

**Proof.** We need to show that $M^* = M_1^* M_1^*$. Let $x \in M^*$. By Lemma 4.17, we have $x = x_1 y x_2$, where $x_1, x_2 \in E(A[X])$, $y \in E(A[X^{-1}])$. Since $\rho(x) = 1$, we have $\rho(y) = \rho(x_1)^{-1} \rho(x_2)^{-1} \in E(l[X^{-1}])$. Since $E(l[X^{-1}]) \cap E(l[l]) = E(l)$, we have $\rho(y) \in E(l)$. Then $y \in E(A)[M^*]$. By Lemma 4.14 we have $M^* E(A[X]) \subseteq E(A[X])M^*$, hence $y x_2 \in E(A[X])M^*$, and thus $x = x_1 y x_2 \in E(A[X])M^*$. Since $\rho(x) = 1$, then $x \in M_1^* M_1^*$. Hence $M^* = M_1^* M_1^*$. \(\square\)
Proof of Theorem 4.1. Lemma 4.11 provides the claim of Theorem 4.1 in case where \( G \) is a simple reductive group. To prove the general case, we can right away assume that \( G \) is semisimple, since the elementary subgroup is contained in the derived subgroup of \( G \). Clearly, we can also assume that \( G \) is simply connected. Then the group \( G \) is a direct product of Weil restrictions of simple groups defined over finite étale extensions of \( R \) by [SGA3] Exp. XIV Prop. 5.10. This implies the claim. □

Proof of Corollary 4.2. Lemma 4.18 provides the claim for \( G \) simple. In general, as in the proof of Theorem 4.1, we can assume that \( G \) is a semisimple reductive group, and the claim holds for the simply connected covering \( G^{sc} \) of \( G \). Any \( g \in E^\ast(A[x, X^{-1}], I \cdot A[X, X^{-1}]) \) can be lifted to an element \( \tilde{g} \in E^{sc}(A[x, X^{-1}]) \), where \( E^{sc} \) denotes the elementary subgroup of \( G^{sc} \). Then \( \rho(\tilde{g}) \in \text{Cent}(G^{sc})(l[X, X^{-1}]) \cap E^{sc}(l[X, X^{-1}]) \), where \( \rho : A \to A/I = l \) is the residue homomorphism. Since \( \text{Cent}(G^{sc}) \) is an étale twisted form of a direct product of groups of the form \( G_{n, n} \), one has \( \text{Cent}(G^{sc})(l[X, X^{-1}]) = \text{Cent}(G^{sc})(l) \). Therefore, \( \rho(\tilde{g}) \) belongs to \( E^{sc}(l) \), and lifts to an element of \( E^{sc}(A) \). Hence we can assume that 

\[
\tilde{g} \in E^{sc}(A)E^{sc\ast}(A[X, X^{-1}], I \cdot A[X, X^{-1}]) = E^{sc}(A)E^{sc\ast}(A[X], I \cdot A[X])E^{sc\ast}(A[X^{-1}], I \cdot A[X^{-1}]). 
\]

This implies that \( g \in E^\ast(A[X], I \cdot A[X]) \cdot E^\ast(A[X^{-1}], I \cdot A[X^{-1}]) \), as required. □

5. The main results

5.1. \( \mathbb{P}^1 \)-gluing. The following Theorem was proved in [Su] Th. 5.1 for GL\(_n\), and in [A] Th. 2.16 for most Chevalley groups. It means, essentially, that \( K^G_1 \) satisfies the gluing property for the standard covering of \( \mathbb{P}^1 \) by two copies of \( \mathbb{A}^1 \) over an affine base. Indeed, since a reductive group scheme \( G \) and its parabolic subgroups are affine schemes, \( K^G_1(\mathbb{P}^1) \cong K^G_1(A) \) for any commutative ring \( A \).

Theorem 5.1. Let \( A \) be a commutative ring, \( G \) a reductive group scheme over \( A \), satisfying the condition (E). Then the sequence of pointed sets

\[
1 \to K^G_1(A) \stackrel{g \mapsto (g, \varrho)}{\to} K^G_1(A[X]) \times K^G_1(A[X^{-1}]) \stackrel{(g_1, g_2) \mapsto g_1g_2^{-1}}{\to} K^G_1(A[X, X^{-1}])
\]

is exact. In particular, \( G(A[X], XA[X]) \cap E(A[X, X^{-1}]) \subseteq E(A[X]) \).

Proof. Clearly, we need to prove the exactness only at the third term. It follows easily from the following statement. For any \( x \in G(A[X], XA[X]) \), if there exists an element \( y \in G(A[X^{-1}]) \) such that \( xy^{-1} \in E(A[X, X^{-1}]) \), then \( x \in E(A[X]) \). We prove the latter.

By Suslin’s local-global principle Lemma 2.1, we can assume that \( A \) is local. Let \( I \) be the maximal ideal of \( A, I = A/I, \rho : G(A[X, X^{-1}]) \to G(l[X, X^{-1}]) \) the natural map. By the Margaux–Soulé Theorem 2.3, \( G(l[X]) = G(l)E(l[X]) \). Since \( x \in G(A[X], XA[X]) \), we have \( \rho(x) \in E(l[X]) \), and hence \( x \in E(A[X])G(A[X], I \cdot A[X]) \). Therefore, we can assume \( x \in G(A[X], I \cdot A[X]) \) from the start.

Then, by the assumption of the theorem, \( \rho(y) \in E(l[X, X^{-1}]) \) and hence, using the Margaux–Soulé Theorem 2.3 again,

\[
\rho(y) \in G(l[X^{-1}]) \cap E(l[X, X^{-1}]) = G(l)E(l[X^{-1}]) = E(l[X, X^{-1}]).
\]

Since \( G(l) \cap E(l[X, X^{-1}]) = E(l) \) (send \( x \) to 1), we have \( \rho(y) \in E(l)E(l[X^{-1}]) = E(l[X, X^{-1}]) \), and \( y \in E(G[A[X^{-1}]], I \cdot A[X^{-1}]) \). Adjusting \( y \) by the corresponding factor from \( E(A[X, X^{-1}]) \), we can assume that \( y \in G(A[X^{-1}], I \cdot A[X^{-1}]) \) from the start. Then

\[
xy^{-1} \in G(A[X, X^{-1}], I \cdot A[X, X^{-1}]) \cap E(A[X, X^{-1}]) = E^\ast(A[X, X^{-1}], I \cdot A[X, X^{-1}]).
\]

Then by Corollary 4.2, we have \( xy^{-1} = x_+x_- \) for some \( x_+ \in E(A[X]), x_- \in E(A[X^{-1}]) \). Therefore, \( x_+x_- \in G(A[X]) \cap G(A[X^{-1}]) = G(A) \). Hence \( x \in G(A)E(A[X]) \), and thus \( x \in E(A[X]) \). □

The following Lemma is a direct corollary of Theorem 5.1 together with Lemma 3.5; it extends [Su] Corollary 5.7, [A] Prop. 3.3.

Lemma 5.2. Let \( A, G \) be as in Theorem 5.1. Let \( x = x(X) \in G(A[X]) \) be such that \( x(X) \in G(A[X], XA[X]) \) and \( f \in A[X] \) a monic polynomial. If \( F_f(x) \in E(A[X]) \), then \( x \in E(A[X]) \).

Proof. The proof literally repeats that of [A] Proposition 3.3 (or [Su] Corollary 5.7), using Lemma 3.5 instead of [A] Lemma 3.2 and Theorem 5.1 instead of [A] Theorem 2.16. □
5.2. $K^G_1$ of polynomial rings over a field. The following theorem is an extension of [A] Theorem 3.5 for Chevalley groups. We repeat Abe’s proof almost literally, referring to respective facts about isotropic groups (proved in this paper and elsewhere) instead of lemmas on split groups used by Abe.

**Theorem 5.3.** Let $G$ be a reductive group scheme over a field $k$, such that every semisimple normal subgroup of $G$ contains $(G_m)^2$. Then $G(k[X_1, \ldots, X_n]) = G(k)E(k[X_1, \ldots, X_n])$ for any $n \geq 1$. In other words, $K^G_1(k) \cong K^G_1(k[X_1, \ldots, X_n])$.

**Proof.** By Lemma 2.2 it is enough to prove the claim in the case where $G$ is a simply connected semisimple group. The proof goes by induction on $n$. The case $n = 1$ for $G$ a simple algebraic group (i.e. having an irreducible Dynkin diagram) is the Margaux–Soulé Theorem 2.3.

Assume that the theorem is true for any number of variables less than $n$, for a fixed field $k$. Let $x = x(X_1, \ldots, X_n) \in G(k[X_1, \ldots, X_n])$. We can assume that $x(X_1, \ldots, X_{n-1}, 0) = 1$. Next, consider the inclusion $G(k[X_1, \ldots, X_n]) \subseteq G(k[X_1, \ldots, X_{n-1}])$. By [G] Théorème 5.8 and induction on $n$ we have $G(k[X_1, \ldots, X_n]) = G(k)E(k(X_1, \ldots, X_n))$. We can assume that $x$ lands in $E(k(X_1, \ldots, X_n))$ and again $x(X_1, \ldots, X_{n-1}, 0) = 1$. Then there exists a polynomial $f \in k[X_1, \ldots, X_n]$ such that $x \in E(k[X_1, \ldots, X_n])$. Write $f = \sum_{i=0}^m a_i(X_1, \ldots, X_{n-1})X_i^i$ so that $g = a_m(X_1, \ldots, X_{n-1}) \neq 0$.

Then $f$ can be assumed to be a monic polynomial in $X_n$ over the ring $A = k[X_1, \ldots, X_{n-1}]_g$. Then $x \in G(A[X_n], X_nA[X_n]) \cap E(A[X_n])$.

By Lemma 5.2 we have $x \in E(A[X_n])$. If $g \in k$ is a constant, we are done. If $g$ is not a constant, we can assume that $g$ contains the variable $X_{n-1}$. Applying induction on the number of variables involved in $g$, we can assume $x(X_1, \ldots, X_{n-2}, 0, 0) = 1$. Write $g = \sum_{i=0}^l b_i(X_1, \ldots, X_{n-2})X_{n-1}^i$, so that the leading term $h = a_l(X_1, \ldots, X_{n-2}) \neq 0$. Then $g$ is a monic polynomial in $X_1, \ldots, X_{n-2}$ over the ring $B = k[X_1, \ldots, X_{n-2}, X_{n-1}]_h$. Then $x \in E(B[X_{n-1}]_g)$. Applying Lemma 5.2 again, we obtain $x \in E(B[X_{n-1}]) = E(k[X_1, \ldots, X_{n-2}, X_{n-1}]_h)$. By the inductive assumption on the number of variables involved in $g$, we have then $x \in E(k(X_1, \ldots, X_{n-1}))$. □

**Corollary 5.4.** Let $G$ be a simply connected semisimple group scheme over a field $k$, such that every semisimple normal subgroup of $G$ contains $(G_m)^2$. For any $m, n \geq 0$, there are natural isomorphisms

$$K^G_1(k) \cong K^G_1(k[Y_1, \ldots, Y_m, X_1, X_1^{-1}, \ldots, X_n, X_n^{-1}]) \cong K^G_1(k(Y_1, \ldots, Y_m, X_1, \ldots, X_n))$$

**Proof.** We prove the first isomorphism by induction on $n$, reducing to the case $n = 0$, which is contained in Theorem 5.3. The second isomorphism follows from [G] Théorème 5.8.

Consider the natural map

$$K^G_1(k[Y_1, \ldots, Y_m, X_1, X_1^{-1}, \ldots, X_n, X_n^{-1}]) \rightarrow K^G_1(k(X_1))[Y_1, \ldots, Y_m, X_2, X_2^{-1}, \ldots, X_n, X_n^{-1}]).$$

Since, by the inductive hypothesis and [G] Théorème 5.8, we have

$$K^G_1(k) \cong K^G_1(k(X_1)) \cong K^G_1(k(X_1))[Y_1, \ldots, Y_m, X_2, X_2^{-1}, \ldots, X_n, X_n^{-1}]),$$

it is enough to prove that this map is injective. Set $B = k[Y_1, \ldots, Y_m, X_2, X_2^{-1}, \ldots, X_n, X_n^{-1}]$. Assume that $g \in G(B[X_1, X_1^{-1}])$ is mapped into $E(k(X_1))[Y_1, \ldots, Y_m, X_2, X_2^{-1}, \ldots, X_n, X_n^{-1}])$. Then there exists a monic polynomial $f \in k[X_1]$ such that $g \in E(f[X_1, fX_1, Y_1, \ldots, Y_m, X_2, X_2^{-1}, \ldots, X_n, X_n^{-1}]) = E(B[X_1, X_1]).$

Clearly, we can assume that $f$ is not divided by $X_1$. Then by Lemma 5.3 there exist $g_1 \in E(B[X_1, X_1]), g_2 \in E(B[X_1])$ such that $g = g_1g_2$. The class of $g_1$ in $K^G_1(B[X_1, X_1]) = K^G_1(B[X_1, X_1^{-1}])$ is trivial, hence we can assume $g = g_2$. Since $B[X_1, X_1] \cap B[X_1] = B$, we have $g \in G(B[X_1])$. By the inductive hypothesis we also have $G(B[X_1]) = G(k)E(B[X_1])$. Hence we can assume that $g \in G(k)$. But then $g \in E(k(Y_1, \ldots, Y_m, X_1, \ldots, Y_n))$ implies $g \in E(k)$. The claim proved. □
5.3. Homotopy invariance theorem. The following theorem follows from Theorem 5.5 by means of two geometric reduction results (Lindel’s lemma and Popescu’s theorem).

Theorem 5.5. Let $G$ be a reductive group scheme over a perfect field $k$, such that every semisimple normal subgroup of $G$ contains $(G_m)^2$. Let $A$ be a regular ring containing $k$. Then for any $n \geq 1$, the inclusion map induces an isomorphism

$$K_i^G(A) \cong K_i^G(A[X_1, \ldots, X_n]).$$

Lemma 5.6. Let $k, A, G$ be as in Theorem 5.5. Assume in addition that $A$ is of essentially finite type over $k$. Then for any $n \geq 1$ one has

$$K_i^G(A) \cong K_i^G(A[X_1, \ldots, X_n]).$$

Proof. The proof is essentially the same as the one for $GL_n$ in [V] Theorem 3.1, using the facts about isotypic groups we have proved before. Namely, one proceeds by induction on dim $A$. By Suslin’s local-global principle Lemma 2.1, we can assume $A$ is local. If dim $A = 0$, we are in the setting of Theorem 5.5. Hence we can assume dim $A \geq 1$. By Lindel’s lemma [L] Lemma and Proposition 2 there exists a subring $B$ of $A$ and an element $h \in B$ such that $B = k[X_1, \ldots, X_n]_p$, where $p$ is a prime of $k[X_1, \ldots, X_n]$, and $Ah + B = A$. Ah\textendash \textendash B = Bh.

We need to show that $G(A[X_1, \ldots, X_n]) = G(A)E(A[X_1, \ldots, X_n])$. Take $x(X_1, \ldots, X_n) \in G(A[X_1, \ldots, X_n])$. We can assume from the start that $x(0, \ldots, 0) = 1$. Since $Ah < dim A$, we have $x(X_1, \ldots, X_n) \in G(Ah)_E(Ah[X_1, \ldots, X_n])$. Since $x(0, \ldots, 0) = 1$, we have in fact $x(X_1, \ldots, X_n) \in E(Ah[X_1, \ldots, X_n])$. Since $A$ is local and regular, we know that $h$ is not a zero divisor in $A[X_1, \ldots, X_n]$, hence by Lemma 5.3 (ii) we have

$$x(X_1, \ldots, X_n) = y(X_1, \ldots, X_n)z(X_1, \ldots, X_n)$$

for some $y(X_1, \ldots, X_n) \in E(A[X_1, \ldots, X_n])$ and $z(X_1, \ldots, X_n) \in G(B[X_1, \ldots, X_n])$. Clearly, we can assume that $z(0, \ldots, 0) = 1$ as well. Since $B$ is a localization of a polynomial ring over $k$, by Lemma 3.7 and Theorem 5.3 we have $z(X_1, \ldots, X_n) \in E(B[X_1, \ldots, X_n])$. Therefore, $x(X_1, \ldots, X_n) \in E(B[X_1, \ldots, X_n]).$

Proof of Theorem 5.5. The embedding $k \to A$ is geometrically regular, since $k$ is perfect [Ma] (28.11, 28.10). Then by Popescu’s theorem [Po1] [Sm2] $A$ is a filtered direct limit of regular $k$-algebras essentially of finite type. Since the group scheme $G$ and the unipotent radicals of its parabolic subgroups are finitely presented over $k$, the functors $G(\cdot)$ and $E(\cdot)$ commute with filtered direct limits. Hence the claim of the theorem follows from Lemma 5.6. \hfill \square

5.4. An injectivity property for $K_i^G$.

Theorem 5.7. Let $G$ be a reductive group scheme over an infinite perfect field $k$, such that every semisimple normal subgroup of $G$ contains $(G_m)^2$. Let $A$ be a local ring of a smooth algebraic variety over $k$, or, if $k$ is perfect, just a local regular ring containing $k$. Let $K$ be the field of fractions of $A$. Then the natural homomorphism

$$K_i^G(A) \to K_i^G(K)$$

is injective.

Proof. We can reduce to the case where $A$ is a local ring of a smooth algebraic variety over $k$ in the same way as in the proof of Theorem 5.5 using Popescu’s theorem. To show that $K_i^G(A) \to K_i^G(K)$ is injective for any $A$ of this kind, it is enough to check that the functor $K_i^G$ on the category of commutative $k$-algebras satisfies the conditions of [CTO] Théorème 1.1. The condition (P1) of [CTO] Théorème 1.1 is that $K_i^G$ commutes with filtered direct limits; this is clear.

The condition (P2) requires checking that $K_i^G(L[X_1, \ldots, X_n]) \to K_i^G(L(X_1, \ldots, X_n))$ has trivial kernel for any field $L$ containing $k$ and any $n \geq 1$. By Theorem 5.5 and induction on $n$ it is enough to check that for any field $L$ as above, if $g \in G(L)$ is mapped into $E(L(X))$, then it belongs to $E(L)$. There is a polynomial $f \in L[X]$ such that $g \in E(L[X])$. Since $k$ is an infinite field, there is $a \in L$ such that $f(a) \neq 0$. The evaluation at $X = a$ then shows that $g \in E(L)$. \hfill \square
References

[B] H. Bass, K-theory and stable algebras, Publ. Math. I.H.E.S. 22 (1964), 5–60.
[A] E. Abe, Whitehead groups of Chevalley groups over polynomial rings, Comm. Algebra 11 (1983), 1271–1307.
[Ba] R. Basu, Topics in classical algebraic K-theory, PhD Thesis, 2006.
[BBR] A. Bak, R. Basu, R. A. Rao, Local-global principle for transvection groups, Proceedings of the AMS, v. 138, n. 4 (2010), 1191–1204.
[BT1] A. Borel, J. Tits, Groupes réductifs, Publ. Math. I.H.E.S. 27 (1965), 55–151.
[BT2] A. Borel, J. Tits, Complément à l’article “Groupes réductifs”, Publ. Math. IHES, 41 (1972) 253–276.
[C] P.M. Cohn, On the structure of GL2 of a ring, Publ. Math. I.H.E.S. 30 (1966), 365–413.
[CT] J.-L. Colliot-Thélène, J.-J. Sansuc, Principal homogeneous spaces under flasque tori: applications, Journal of Algebra, 106 (1987), 148–205.
[CTO] J.-L. Colliot-Thélène, M. Ojanguren, Espaces Principaux Homogènes Localement Triviaux, Publ. Math. IHÉS, 75, no. 2 (1992), 97–122.
[SGA3] M. Demazure, A. Grothendieck, Schémas en groupes, Lecture Notes in Mathematics, vol. 151–153, Springer-Verlag, Berlin-Heidelberg-New York, 1970.
[Ge] S. M. Gersten, Higher K-theory of Rings, Lecture Notes in Mathematics, vol. 341, 3–42, Springer-Verlag, Berlin-Heidelberg-New York, 1973.
[G] Ph. Gille, Le problème de Kneser-Tits, Sémin. Bourbaki 983 (2007), 983-01–983-39.
[GMV1] F. Grunewald, J. Mennicke, L. Vaserstein, On symplectic groups over polynomial rings, Math. Z. 206 (1991), 35–56.
[GMV2] F. Grunewald, J. Mennicke, L. Vaserstein, On the groups SL2(,Z[x]) and SL2(k[x,y]), Israel J. Math. 86 (1994), 157–193.
[HV] R. Hazrat, N. Vavilov, K1 of Chevalley groups are nilpotent, J. Pure Appl. Algebra 179 (2003), 99–116.
[J] J.F. Jardine, On the homotopy groups of algebraic groups, J. Algebra 81 (1983), 180–201.
[K78] V.I. Kopeiko, Stabilization of symplectic groups over a ring of polynomials (Russian), Mat. Sb. (N.S.) 106 (148) (1978), no. 1, 94–107.
[K95a] V.I. Kopeiko, On the structure of the symplectic group of polynomial rings over regular rings (Russian), Fundam. Prikl. Mat. 1 (1995), no. 2, 545–548.
[K95b] V.I. Kopeiko, On the structure of the special linear group over Laurent polynomial rings (Russian), Fundam. Prikl. Mat. 1 (1995), no. 4, 1111–1114.
[K96] V.I. Kopeiko, Letter to the editors: "On the structure of the symplectic group of polynomial rings over regular rings" and "On the structure of the special linear group over Laurent polynomial rings" (Russian), Fundam. Prikl. Mat. 2 (1996), no. 3, 953.
[K99] V.I. Kopeiko, Symplectic groups over rings of Laurent polynomials, and patching diagrams (Russian), Fundam. Prikl. Mat. 5 (1999), no. 3, 943–945.
[KrMC] S. Krstić, J. McCool, Free quotients of SL2(K[X]), Proc. Amer. Math. Soc. 125 (1997), 1585–1588.
[L] H. Lindel, On the Bass–Quillen conjecture concerning projective modules over polynomial rings, Invent. Math. 65 (1981), 319–323.
[LS1] A. Lusgarev, A. Stavrova, Elementary subgroup of an isotropic reductive group is perfect, Algebra i Analiz 23 (2011), 140–154 (in Russian; Engl. transl. to appear in St. Petersburg Math. J.).
[M] H. Margaux, The structure of the group G(k[t]): Variations on a theme of Soulé, Algebra and Number Theory 3 (2009), 393–409.
[Ma] H. Matsumura, Commutative algebra, second ed., Math. Lect. Note Series 56, Benjamin/Cummings Publishing Co., Inc., Reading, Massachusetts, 1980.
[PaStV] I. Panin, A. Stavrova, N. Vavilov, On Grothendieck–Serre’s conjecture concerning principal G-bundles over reductive group schemes: I, preprint, http://www.arxiv.org/abs/0906.1418.
[PSt1] V. Petrov, A. Stavrova, Elementary subgroups of isotropic reductive groups, St. Petersburg Math. J. 20 (2009), 625–644.
[PSt2] V. Petrov, A. Stavrova, Tits indices over semilocal rings, Transf. Groups 16 (2011), 193–217.
[Po] D. Popescu, Letter to the Editor: General Néron desingularization and approximation, Nagoya Math. J. 118 (1990), 45–53.
[Q] D. Quillen, Projective modules over polynomial rings, Invent. Math. 36 (1976), 167–171.
[Sou] C. Soulé, Chevalley groups over polynomial rings, Homological group theory (Proc. Sympos., Durham, 1977), 359–367, London Math. Soc. Lecture Note Ser. 36 (1979), Cambridge Univ. Press.
[St] A. Stavrova, Stroenie izotropnyh reduktivnyh grupp, PhD thesis, St. Petersburg State University, 2009.
[Ste] A. Stepanov, private communication.
[Su] A.A. Suslin, On the structure of the special linear group over polynomial rings, Math. USSR Izv. 11 (1977), 221–238.
[SuK] A.A. Suslin, V.I. Kopeiko, Quadratic modules and the orthogonal group over polynomial rings, J. of Soviet Math., 20 (1982), 2665–2691.
[Sw] R. G. Swan, Néron-Popescu desingularization, in Algebra and Geometry (Taipei, 1995), Lect. Alg. Geom. 2 (1998), 135–198. Int. Press, Cambridge, MA.
J. Tits, Classification of algebraic semisimple groups, Algebraic groups and discontinuous subgroups, Proc. Sympos. Pure Math. 9, Amer. Math. Soc., Providence RI, 1966, 33–62.

W. van der Kallen, A module structure on certain orbit sets of unimodular rows, J. Pure Appl. Algebra 57 (1989), 281–316.

T. Vorst, The general linear group of polynomial rings over regular rings, Comm. Algebra 9 (1981), 499–509.

M. Wendt, $A^1$-homotopy of Chevalley groups, J. K-Theory 5 (2010), 245–287.

Fakultät für Mathematik, Universität Duisburg-Essen, Germany, and Department of Mathematics and Mechanics, St. Petersburg State University, Russia

E-mail address: anastasia.stavrova@gmail.com