Application of Mobile Edge Computing Technology in Civil Aviation Express Marketing
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1. Introduction

In recent years, the ability of humans to use computer technology to generate and collect information has been greatly improved. Large-scale database systems have been widely used in the management of research companies, and their development momentum is very strong. This raises a new question for managers, how can we effectively manage and apply a large amount of data? In particular, in today’s highly competitive society, data should be “used” effectively and has been put on the agenda.

With the in-depth development of domestic and foreign markets, the direction of civil aviation express marketing has gradually shifted from “product driven” to “market driven” and “customer driven,” which requires civil aviation express to adopt a marketing strategy centered on market demand. After gradually realizing the role of historical data resources in improving the competitiveness of enterprises and increasing economic benefits, they tried to obtain their own sales data and sales data of competing companies to assist in the formulation of sales decision information and timely adjustment of sales strategies and focus on sales and improve the level of revenue. How to obtain useful data faster to help companies analyze the actual needs of customers? By providing a variety of layered and personalized service solutions, the civil aviation industry must give priority to increasing sales revenue and profits and improving customer satisfaction and loyalty. In the marketing process, in order to make accurate and timely business decisions, relevant information must be fully obtained and used to assist the decision-making process.

Mobile edge computing can provide cloud and IT services near mobile subscribers and allow cloud servers to be used inside or near base stations. Therefore, using the MEC platform can reduce the terminal delay perceived by mobile users; application developers can use real-time wireless access network information from MEC to provide context-aware services; MEC can also implement the execution of...
computationally intensive applications. Yu introduced the MEC platform’s architecture and described and realized the key functions of the above-mentioned functions, then investigated the relevant latest research results, and finally discussed and determined the MEC open research challenges [1]. The downside is that the detailed analysis of this article around MEC just stays at the technology itself, without extending it. Tran and Pompili consider an MEC-enabled multicell wireless network, where each base station (BS) is equipped with an MEC server, which can help mobile users perform computationally intensive tasks through task offloading. In order to maximize the user’s task offloading revenue, the problem of joint task offloading and resource allocation is studied [2]. However, the problem under consideration involves joint optimization of task offloading decisions. Due to the combined nature of this problem, it is difficult and impractical to find the best solution for large-scale networks. Ahmed and Rehmani introduced and discussed the definition of MEC given by researchers, the opportunities that MEC brings, and the research challenges in the MEC environment. In addition, the motivation of MEC was highlighted by discussing various applications [3]. However, the discussions conducted by the institute are all theoretical knowledge, not combined with practice, and are rather vague.

The innovation of this article is (1) the introduction of big data technology into mobile edge caching, and by bringing cloud computing and cloud storage closer to the edge of the network, it can better cope with the impact of the rapid growth of data traffic on the network and provide a high-quality network service and user experience. (2) This paper proposes a collaborative caching mechanism based on machine learning under the distributed MEC service system. The mechanism uses the local caches of several MEC servers to form a cooperative cache domain as the overall structure and uses the migration learning method to predict the popularity of the content. Based on this prediction, an MEC with an optimization goal of minimizing the average content transmission cost is established.

2. Application Methods in Civil Aviation

2.1. Mobile Edge Computing Technology. As a new architecture to improve the efficiency of computing offload, mobile edge computing provides computing resources in the access network close to smart mobile devices [4, 5]. Mobile edge computing is the foundation of cloud computing. The quasi-cloud computing is located close to the local network where the data source is located, and the data will not be sent to the cloud as much as possible, so as to reduce transmission delay and network bandwidth costs as much as possible. Currently, mobile edge computing is widely used in various fields. In the communications field, network operators combine telecommunication network services with edge computing and provide services to users by arranging MEC servers (MEC servers) at access points (access point (AP)) or base stations (base station (BS)).

Mobile edge computing allows mobile terminals to transfer computing tasks to network edge nodes, such as wireless access points and base stations. The basic framework diagram of the mobile edge computing system is shown in Figure 1. Its design idea meets the needs of mobile terminals to expand computer functions and at the same time compensates for the long-term transmission delay of the platform [6].

It can be seen from Figure 1 that on the MEC platform, the edge computing server is installed on the side of the wireless access network, which greatly shortens the distance between it and the user equipment. In traditional cloud computing, data must pass through the wireless access network and the main network to reach the remote cloud server. After the cloud server processes the data, it returns the result to the user through a long and visible link [7]. It takes a lot of time to use the cloud platform to process this task. Due to the shorter transmission distance, MEC no longer needs to pass through large mobile links and the main network, thereby reducing delay costs. On the other hand, because the processing power of the server edge is much higher than that of the mobile device, the processing time of the task is greatly reduced.

The MEC technology and hierarchical microcloud (Cloudlet) technology that provide services such as computing and caching for users within the access range are both considered to be the natural evolution of mobile cloud technology. The MEC server can provide cloud services to mobile users within the coverage of its Wi-Fi access points. Currently, applications deployed on terminal devices have increasing demands for computing resources and storage resources; making offloading workloads deployed on mobile terminals to the cloud has become the most effective solution to the insufficient performance of terminal devices [8]. The MEC server brings traditional core cloud-centric computing closer to the edge of the network on the user side, accelerating content, services, and applications, thereby improving responsiveness from the edge. While providing users with a highly distributed computing environment, the MEC server can also perform special tasks that cannot be completed in the traditional Internet architecture, such as real-time big data analysis, perception performance optimization, and distributed cloud computing. For many emerging applications, such as intensive video coding and local streaming services, mobile operators can use MEC servers to work with core cloud systems. When the local MEC server cannot meet the needs of users or the computing power of the MEC server is insufficient to support when computing intensive tasks are performed by the mobile terminal, the MEC server can request computing resources from the core cloud and collaborate to complete the work [9, 10]. This MEC server and the core cloud data center cooperate to complete tasks, which can make up for the core cloud’s long distance to users, long transmission delay, and small cloud Wi-Fi coverage. The MEC server is used to complete seamless task offloading and execution.

At present, the MEC technology has been recognized by the 5G PPP organization as one of the three key emerging technologies for 5G networks, including network
2.2. Data Warehouse Technology. Data warehouse is a new data processing architecture based on relational database technology to solve integrated data problems. The currently accepted concept of a data warehouse is the definition of the creator’s data warehouse: a data warehouse is centralized, integrated, time-changing, and continuous data collection, supporting the execution of the decision-making process [11]. Regarding data warehouse, although domestic and foreign experts do not have a unified definition, their views all point out that data warehouse has the characteristics of subject-oriented, integrated, relatively stable, and historical.

2.2.1. Theme. Each topic corresponds to an analysis question raised by managers, which is an analysis field at the macro level. The theme refers to the abstract concept that aggregates and categorizes data in the macro field for mining, analysis, and utilization [12]. Since the data in the data warehouse is subject-oriented, there are two processes for the organization of the data: determining the subject and determining the content of the data that needs to be included in each subject. In a data warehouse, each topic corresponds to a relationship, that is, a data table, so the expression of the topic can be realized by using a data table in a relational database. Subject-oriented data organization has two characteristics: independence and completeness.

2.2.2. Granularity. Granularity refers to the level of detail and the level of the data warehouse in the data warehouse and is a very important concept in the data warehouse. The more detailed the description in the data warehouse, the lower the level of data analysis. On the other hand, the wider the description of the information, the higher the resolution. The data in the data warehouse usually has various resolution levels, including resolution level, resolution, openness, and advanced analysis. Analysis classification directly affects the amount of data in the repository and the adjustable data tables and numbers associated with the analysis process [13] as shown in Figure 2.

2.2.3. Metadata. Metadata is “data information” used to describe and identify the source of data elements, the activities of data elements in the process, the data warehouse, and the description of data and operations (input, calculation, and output). In order to effectively organize a data warehouse, metadata with clear description capabilities and rich content must be designed.

2.2.4. Data Segmentation. Data segmentation refers to a way to reasonably separate all data into small physical units suitable for independent storage management [14]. The main purpose of data segmentation is to improve the efficiency of organization and data analysis. There are many standards for data segmentation such as date, characteristics, region, and business area, or it can be a combination of two or more reference standards. Under normal circumstances, the date item should be regarded as the basic segmentation standard in the segmentation process. It can naturally segment the data according to people’s understanding, and the segmentation is even. Data segmentation can be divided into two types: system level and application level [15]. System-level segmentation is done by most systems, such as database management and operating systems. Application-level segmentation is performed directly by password repository administrators or developers, and this level of segmentation is relatively more flexible.

2.3. Clustering Algorithm. Clustering algorithm is the most studied and widely used algorithm in unsupervised learning. Its basic function is to divide a specified data set into multiple subsets through a certain algorithm, that is, clusters [16, 17]. It can be said that clustering is a process of dividing samples in a data set into disjoint subsets through algorithms. The purpose of the clustering algorithm is to classify a group of data to form data clusters, and meet the following two conditions. (1) The tasks after the same cluster are as similar as possible. (2) The difference between tasks in different clusters is as large as possible.

The most commonly used criterion to determine the degree of similarity between points in the clustering algorithm is to use the Euclidean distance and Mahalanobis distance between two points [18, 19]. Generally, the Euclidean distance in the $r$-dimensional feature space can be expressed as

$$D_{m,n} = \sqrt{\sum_{i=1}^{r} (m_i - n_i)^2}. \quad (1)$$
The Mahalanobis distance can be expressed as

\[ D_{m,n}(\lambda) = \sum_{i=1}^{r} |m_i - n_i|^\lambda \]  

(2)

Ming’s distance is a generalization of Mahalanobis distance, which can be expressed as

\[ D_{m,n}(\lambda) = \left( \sum_{i=1}^{r} |m_i - n_i|^\lambda \right)^{1/\lambda} \]  

(3)

It can be seen that for Ming’s distance, when \( \lambda = 1 \), it corresponds to the Mahalanobis distance, and when \( \lambda = 2 \), it corresponds to the Euclidean distance.

For the clustering problem in the MEC system, we need to determine the similarity metric before classification. Suppose there are currently \( X \) tasks, numbered \( \{A_1, A_2, A_3, \ldots, A_X\} \), and the total amount of calculation required to complete each task is \( \{B_1, B_2, B_3, \ldots, B_X\} \), respectively. Assuming that the sensitivity of all tasks to delay can be divided into \( Y \) categories, numbered \( \{1, 2, 3, \ldots, Y\} \), when there are \( X \) tasks. The extension sensitivity can be expressed as \( \{E_{1,1}, E_{2,1}, \ldots, E_{x,1}\} \), where \( E_i \in \{1, 2, 3, \ldots, X\} \), \( i \in \{A_1, A_2, A_3, \ldots, A_X\} \).

We define the classified cluster as \( \{C_1, C_2, C_3, \ldots, C_y\} \) and hope that the maximum value of the standard deviation of all clusters obtained after classification is as small as possible.

Assume that at a certain moment the task in the controller is \( \{A_1^*, A_2^*, \ldots, A_y^*\} \), and the corresponding delay sensitivity is \( \{E_{1,1}', E_{2,1}', \ldots, E_{x,1}'\} \). After normalizing the delay sensitivity, the delay sensitivity obtained is \( \{E_{1,1}', E_{2,1}', \ldots, E_{x,1}'\} \), where

\[ E_i = \frac{E_i}{\sum_k E_k} \]  

(4)

**Table 1:** Cache hit rate of MEC server mechanism in each cache space.

| Cache space size | Caching mechanism | Cache hit rate (%) |
|------------------|-------------------|--------------------|
| 20               | GT                | 21.6               |
|                  | LECC              | 20.3               |
|                  | LENC              | 18.6               |
|                  | LRU               | 11.8               |
|                  | RR                | 7.5                |
| 40               | GT                | 33.1               |
|                  | LECC              | 31.5               |
|                  | LENC              | 27.8               |
|                  | LRU               | 21.7               |
|                  | RR                | 15.1               |
| 60               | GT                | 43.3               |
|                  | LECC              | 39.8               |
|                  | LENC              | 34.2               |
|                  | LRU               | 28.1               |
|                  | RR                | 21.9               |
| 80               | GT                | 50.8               |
|                  | LECC              | 47.6               |
|                  | LENC              | 40.0               |
|                  | LRU               | 36.7               |
|                  | RR                | 28.8               |
| 100              | GT                | 57.5               |
|                  | LECC              | 54.8               |
|                  | LENC              | 44.3               |
|                  | LRU               | 42.1               |
|                  | RR                | 34.9               |

![Figure 2: Data granularity in the data warehouse.](image-url)
The total amount of calculation required to complete the task is $f B_1', B_2', \ldots, B_x'$, respectively, and the total calculation amount obtained after normalizing the calculation amount is $f B_1^*, B_2^*, \ldots, B_x^*$, where

$$B_i^* = \frac{B_i'}{\sum_{k=1}^x B_k'}.$$

(5)

We define that the Euclidean distance between tasks $A_i^*$ and $A_k^*$ in the same cluster can be expressed as

$$D_{i,k} = \sqrt{(E_i^* - E_k^*)^2 + (B_i^* - B_k^*)^2}.$$

(6)

The average of the distances in the same cluster can be expressed as

$$D = \frac{\sum_{i=1}^x \sum_{k=1, k \neq i}^x D_{i,k}}{C_x^2}.$$

(7)

Define the standard deviation corresponding to tasks in the same cluster as $W_i$, when there is task $\{A_i^*, A_k^*, \ldots, A_x^*\}$ in cluster $C_i$, the corresponding standard deviation is

$$W_i = \sqrt{\frac{\sum_{i=1}^x \sum_{k=1, k \neq i}^x (D_{i,k} - D)^2}{C_x^2}}.$$

(8)

We believe that in the same cluster, the smaller the standard deviation of all tasks, the higher the similarity of the tasks. Therefore, we hope that in the results obtained by clustering, the maximum value of the standard deviations in all clusters is as small as possible. That is, when all tasks can be divided into $j$ clusters, we hope to get

$$\min \{ \max W_i \}, \quad i = 1, 2, 3, \ldots, j.$$

(9)

Assuming that there are a total of $f'$ tasks in the current $i$-th cluster, then the average of the distances of all tasks in this cluster is

$$\overline{D}_i = \frac{\sum_{i=1}^{f'} \sum_{k=1}^{f'} D_{i,k}}{C_{f'}^2},$$

(10)

where $C_{f'}^2$ means

$$C_{f'}^2 = \frac{f'!}{f'! (f' - 2)!}. $$

(11)

The weight vector $w_i$ of the currently selected sample $i$, where $w_k = (w_{k,1}, w_{k,2})$ and $w_k$ represent the weight vector between the current input sample in the output layer.
Therefore, the Euclidean distance vector $D_i$ between the weight vector and the input $M_i$ can be obtained by the following formula:

$$D_{ik} = \|M_i - w_k\| = \left[ \sum_{l=1}^{j} (m_{i,l} - w_{k,l})^2 \right]^{1/2}, \quad k = 1, 2, \ldots, j.$$  

(12)

Determine the winning neuron $h$ by the smallest distance between the output layer neuron and the task sample $i$:

$$D_{ih} = \min \{ D_{ik} \}, \quad k = 1, 2, \ldots, j.$$  

(13)

Adjust the connection weight: for the winning neuron $h$ and all the neurons in the output layer and input layer in its neighborhood $N_h(n)$, the connection weight vector of the algorithm executed at the $n+1$th time is in accordance with the formula shown below, make corrections

$$w_{i,h}(n+1) = w_{i,h}(n) + \eta(n) \times (M_i - w_{i,h}(n)), \quad k = h,$$  

(14)

$$w_{i,k}(n+1) = w_{i,k}(n) + \frac{\eta(n)}{2} \times (M_i - w_{i,k}(n)), \quad k \in N_h(n),$$  

(15)

$$w_{i,k}(n+1) = w_{i,k}(n), \quad k \notin N_h(n).$$  

(16)

The connection weight of the input neuron $i$ and the output neuron $k$ is also a two-dimensional vector, and $h$ represents the winning neuron.

Update the learning rate $\eta(n)$ and the neighborhood function $N_h(n)$: the general learning rate and neighborhood...
3. Application Experiment Based on Mobile Edge Computing Technology in Civil Aviation Express Marketing

3.1. Experimental Program Based on MEC Architecture. In order to verify the effectiveness of the prediction of content popularity to design the collaborative caching mechanism under the MEC architecture, this article compares the caching scheme with some known content caching schemes, including the least recently used (LRU) strategy and randomized cache strategy (randomized replacement (RR)). The least recently used (LRU) replacement strategy is a caching strategy for estimating future requested content by observing the least recently used (LRU) strategy and randomization scheme with some known content caching schemes, including the least recently used (LRU) strategy and randomized cache strategy (randomized replacement (RR)). The least recently used (LRU) replacement strategy is a caching strategy for estimating future requested content by observing the least recently used (LRU) strategy and randomized cache strategy (randomized replacement (RR)).

In addition, in order to more intuitively and effectively illustrate the advantages of the content popularity prediction scheme based on migration learning proposed in this paper and the improvement of network performance by the MEC collaborative caching mechanism, this research also combines the caching scheme with LENC (noncooperative learning). Based caching scheme and GT (popularity-aware greedy strategy) scheme are compared. Specifically, the LENC scheme means that each MEC directly caches content with high popularity based on the prediction results of the content popularity based on the migration learning method in this article, until the cache space is full, that is, no collaborative caching is performed between MEC servers; the GT scheme is when the true value of content popularity is known in advance; the MEC collaborative greedy algorithm proposed in this paper is used for cache deployment [23]. In fact, the GT algorithm provides the performance upper limit (not the real performance upper limit) under the greedy cooperative caching mechanism of this article for the other four algorithms (LECC, LENC, LRU, and RR).

3.2. Performance Indicators. The comparison is made from three performance index parameters, namely, the cache hit rate (hit rate (HR)), the average content transmission delay (average delivery latency (ADL)), and the average content transmission cost (average transmission cost (ATC)).

3.2.1. Cache Hit Rate (HR). In the MEC service system, the processing methods of user requests can be divided into the following two situations: one is that if the requested content has a backup in the MEC cooperative cache domain; the content is sent to the user, which we call a cache hit. The other is that if the content requested by the user is not cached in the local cooperative cache domain; the content needs to be obtained from the remote central server and then pushed to the user. This is called a miss [24–26].

3.2.2. Average Content Transmission Delay (ADL). In the MEC service system, the average delay for users to obtain content is an important performance indicator to measure the quality of user experience. The smaller the average content delivery delay, the more user requests can be satisfied by the local MEC, and the higher the quality of user experience [27, 28].

3.2.3. Average Content Transmission Cost (ATC). The average content transmission cost (ATC) index is the value of the objective function of the optimization problem. In addition, in the definition of the objective function of the optimization problem, we set the unit data content to be transmitted from \(C_m\) to \(C_n(m \neq n)\), and the transmission cost through single-hop routing is \(\gamma\). The unit data content is transmitted from the remote cache server to \(C_m\), and the transmission cost of the single-hop route is \(\gamma_0\). Since the exact values of \(\gamma\) and \(\gamma_0\) cannot be known in the simulation of real test scenarios, we use simulation to illustrate the impact of \(\gamma\) and \(\gamma_0\) value settings on performance. We define the cost factor \(\mu\):

\[
\mu = \frac{\gamma_0}{\gamma}.
\]

3.3. Experimental Parameter Settings. Consider the scenario where video content services are dominant in mobile Internet applications. The simulation parameters are as follows. There are 3 randomly distributed BSs in the cooperative buffer domain, and the number of mobile users in each cell is 400. Assume that the content provider publishes a total of 800 video files whose popularity obeys the Zipf distribution model, and the skewness coefficient is \(a = 0.52\). This parameter describes the degree of skewness of the content popularity distribution. For the cooperative cache domain model, we consider 3 MEC servers in a domain, and each server receives

| Number of service contents | GT | LECC | LENC | LRU | RR |
|---------------------------|----|------|------|-----|----|
| Cache hit rate (%)        |    |      |      |     |    |
| 1000                      | 37.2 | 35.6 | 30.4 | 24.9 | 19.3 |
| 2000                      | 26.3 | 24.8 | 19.8 | 14.9 | 9.8 |
| 3000                      | 21.2 | 18.7 | 16.2 | 10.5 | 7.2 |
| 4000                      | 18.5 | 15.8 | 12.1 | 7.9  | 5.1 |
an average of 9000 content requests per day. It is assumed that the MEC server in the domain has a uniform size of cache space. The update period $\Delta t$ is 3 h. In addition, the transmission delay in the access network and core network refers to the 3GPP LTE standard. In the simulation experiment, we study the impact of system parameters on cache performance, including the size of cache space, the number of service contents, the skewness coefficient of the popularity distribution, and the cost coefficient [29, 30].

4. Application Experiment Analysis Based on Mobile Edge Computing Technology in Civil Aviation Express Marketing

4.1. Performance Comparison of Five Mechanisms in a Certain Cache Space. First, the five caching mechanisms under the change of the MEC cache space are described and the performance comparison in three aspects: cache hit rate, average content transmission delay, and transmission overhead. The value of each MEC buffer space size ranges from 10 to 100, the overhead coefficient $\gamma$ is 10, the skew coefficient $\alpha$ is 0.52, and the number of service contents in the system is 800. Table 1 records the variation of the cache hit rate with the size of the MEC cache space under each cache mechanism.

According to the variation of the cache hit rate with the size of the MEC cache space under each cache mechanism recorded in Table 1, the trend change graph of the cache hit rate with the size of the MEC cache space under each cache mechanism in Figure 3 can be obtained.

It can be seen from Figure 3 that the cache hit rate under all strategies increases as the cache space increases. Experimental data shows that the LECC mechanism proposed in this paper is superior to LENC, LRU, and RR. Specifically, when the cache space is 60, the cache hit rate under the LECC mechanism is about 6%, 11%, and 18% higher than that of LENC, LRU, and RR, respectively. In addition, when the size of the cache space changes from 20 to 100, the cache hit rate under the LECC mechanism differs from the upper limit of the cache hit rate obtained by GT by only 3%-5%. This proves the effectiveness of the caching mechanism based on intelligent prediction of content popularity in this paper.

Table 2 records the variation of the average content transmission delay with the size of the MEC cache space under each caching mechanism.

According to the variation of the average content transmission delay under each cache mechanism with the size of the MEC cache space recorded in Table 2, the trend change graph of the average content transmission delay with the size of the MEC cache space under each caching mechanism can be obtained.

Table 3: The average content transmission delay of the MEC server mechanism under different service content quantities.

| Number of service contents | Average content transmission delay (ms) |
|----------------------------|----------------------------------------|
|                            | GT | LECC | LENC | LRU | RR |
| 1000                       | 61.8 | 64.9 | 69.8 | 75.7 | 82.1 |
| 2000                       | 74.8 | 77.2 | 80.6 | 85.6 | 90.3 |
| 3000                       | 79.7 | 82.8 | 85.1 | 89.1 | 94.0 |
| 4000                       | 82.3 | 84.9 | 88.7 | 92.5 | 95.1 |

Table 4: The average content transmission overhead of the MEC server mechanism under different service content quantities.

| Number of service contents | Average content transmission overhead (ms) |
|----------------------------|-------------------------------------------|
|                            | GT | LECC | LENC | LRU | RR |
| 1000                       | 312 | 325 | 349 | 375 | 413 |
| 2000                       | 371 | 383 | 402 | 425 | 451 |
| 3000                       | 398 | 412 | 422 | 445 | 470 |
| 4000                       | 415 | 423 | 440 | 462 | 476 |

Figure 6: Cache hit rate of MEC server mechanism under different service contents.
It can be seen from Figure 4 that the average content transmission delay under all strategies decreases as the cache space increases. This is because as the cache space increases, more content can be cached locally so that more user requests can be directly served by the local cooperative cache domain. Experimental data shows that the LECC mechanism has the lowest ADL. For example, when the storage space ranges from 60 to 100, the ADL under the LECC mechanism is about 6% to 10%, 10% to 15%, and 18% to 22% lower than that of LENC, LRU, and RR, respectively.

Table 3 records the variation of the average content transmission overhead with the size of the MEC cache space under each caching mechanism [31, 32].

According to the changes in the average content transmission overhead of each cache mechanism with the size of the MEC cache space recorded in Table 3, the trend graph of the cache hit rate with the size of the MEC cache space under each cache mechanism in Figure 5 can be obtained.

It can be seen from Figure 5 that the average content transmission overhead under all strategies decreases as the
cache space increases. Experimental data shows that the LECC mechanism has the lowest ATC. For example, when the storage space ranges from 60 to 100, the ATC under the LECC mechanism is about 4%-9%, 8%-13%, and 18%-22% lower than that of LENC, LRU, and RR, respectively. The significant improvement in cache performance brought about by the LECC mechanism mainly comes from the content popularity prediction based on migration learning proposed in this paper and the MEC collaborative cache [33].

4.2. Performance Comparison of Five Mechanisms under a Certain Amount of Service Content. Tables 4–6 record the cache hit rate, average content transmission delay, and transmission overhead under the five caching mechanisms as the number of different service contents changes. The value range of the number of service contents is 500 to 4000, the cost coefficient $\gamma$ is fixed at 10, the skew coefficient $\alpha$ is taken at 0.52, and the size of the cache space of each MEC server is fixed at 60.

According to the changes in the cache hit rate of each cache mechanism with the number of different MEC service contents recorded in Table 4, the trend change graph of the cache hit rate with the size of the MEC cache space under each cache mechanism in Figure 6 can be obtained.

According to the variation of the average content transmission delay under each caching mechanism with the amount of different MEC service content recorded in Table 5, the trend change graph of the average content transmission delay under each caching mechanism in Figure 7 with the size of the MEC cache space can be obtained.

According to the variation of the average content transmission cost under each caching mechanism with the number of different MEC service contents recorded in Table 6, the trend graph of the average content transmission cost under each caching mechanism in Figure 8 with the size of the MEC cache space can be obtained.

Figures 6–8 describe the changes in the cache hit rate, average content transmission delay, and transmission overhead with the number of different service contents under the five caching mechanisms. Experimental data shows that the LECC mechanism proposed in this paper is superior to LENC, LRU, and RR in terms of HR, ADL, and ATC. It can be seen from Figure 6 that the cache hit rate under all strategies decreases as the number of service contents increases. The average content transmission delay and transmission overhead increase with the increase in the number of service contents. This is due to the limited cache space of the MEC server. With the continuous increase of service content, more and more user requests cannot be satisfied from the local cache. From the numerical results in Figure 6, when the number of service content changes from 1000 to 3000, the HR under the LECC mechanism is about 5%–9%, 11%–14%, and 16%–21% higher than that in LENC, LRU, and RR, respectively.

5. Conclusions

With the rapid development of the mobile Internet and the Internet of Things, mankind is about to usher in the 5G era. 5G technology demands “large capacity, large bandwidth, low latency, and low power consumption,” and mobile edge computing is precisely the 5G network that improves user experience. The key technology is deployed at the edge of the network, close to the data source, and has rapid feedback. It can sink the computing content and capabilities and localize the business. This paper proposes a collaborative caching mechanism based on machine learning under the 5G MEC architecture. The mechanism uses the local caches of several MEC servers to form a cooperative cache domain as the overall structure and uses the migration learning method to predict the popularity of the content. Based on this prediction, an MEC is established that optimizes the average content transmission cost. The content cache model further proves the above optimization problem. We use algorithms to solve the content caching scheme and perform simulation verification. Experimental results show that the proposed LECC caching strategy can effectively improve the cache hit rate and reduce transmission overhead and content transmission delay.

The proposed mobile edge computing architecture provides storage and computing and network services for mobile terminal users and provides a good platform for task migration. Task migration is to transfer all or part of large-capacity PC applications to mobile devices with a large amount of resources on the platform to deal with insufficient processing problems and limited power. The short-term capabilities of mobile edge computing provide users with powerful computing capabilities and ultra-high-speed networks, which can be accessed anytime, anywhere, shorter migration path and lower power consumption.
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