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1. Introduction

Given a bounded interval \((0, \ell) \subset \mathbb{R}\), we are interested in the asymptotic behavior, as \(\varepsilon \to 0\), of the spectrum of the following family of asymmetric elliptic problems

\[
(P_{\varepsilon}) \begin{cases}
-u'' = \alpha m_{\varepsilon}(x) u^+ - \beta n_{\varepsilon}(x) u^-, & x \in (0, \ell) \\
u(0) = u(\ell) = 0,
\end{cases}
\]

where \((\alpha, \beta) \in \mathbb{R}_+^2\), and the functions \(m_{\varepsilon}, n_{\varepsilon} \in L^\infty([0, \ell])\) are positive and uniformly bounded between two positive constants,

\[
0 < a \leq m_{\varepsilon}(x), n_{\varepsilon}(x) \leq b < \infty. \tag{1.1}
\]

As usual, given a function \(u\) we denote by \(u^\pm = \max\{0, \pm u\}\) the positive and negative parts of \(u\).

Here we assume that there exist functions \(m_0, n_0\) such that

\[
m_{\varepsilon} \rightharpoonup^{\ast} m_0 \quad \text{and} \quad n_{\varepsilon} \rightharpoonup^{\ast} n_0 \quad \text{weakly}^{\ast} \text{ in } L^\infty([0, \ell]).
\]

It is well-known that in the case of periodic homogenization, where

\[m_{\varepsilon}(x) = m(\frac{x}{\ell}), \quad n_{\varepsilon}(x) = n(\frac{x}{\ell})\]

for some \(\ell\)-periodic functions \(m, n \in L^\infty(\mathbb{R})\), we have that \(m_{\varepsilon} \rightharpoonup^{\ast} m_0\) and \(n_{\varepsilon} \rightharpoonup^{\ast} n_0\) as \(\varepsilon \to 0\), where

\[
m_0 = \bar{m} := \frac{1}{\ell} \int_0^\ell m(x) \, dx \quad \text{and} \quad n_0 = \bar{n} := \frac{1}{\ell} \int_0^\ell n(x) \, dx.
\]
We will show that the following limit equation is obtained:

\[
(P_0) \begin{cases}
-u'' = \alpha m_0 u^+ - \beta n_0 u^- & x \in (0, \ell) \\
u(0) = u(\ell) = 0,
\end{cases}
\]

in the sense that, from any sequence of weak solutions \(\{(\alpha_{\varepsilon_j}, \beta_{\varepsilon_j}, u_{\varepsilon_j})\}_{j \geq 1}\) of \((P_\varepsilon)\), with \(\varepsilon_j \to 0\), uniformly bounded in \(\mathbb{R}^2 \times H^1_0([0, \ell])\), we can extract a strongly convergent subsequence in \(\mathbb{R}^2 \times L^2([0, \ell])\), weakly convergent in \(\mathbb{R}^2 \times H^1_0([0, \ell])\), and the limit is a weak solution of equation \((P_0)\). Here, by a weak solution of \((P_\varepsilon)\) with \(\varepsilon \geq 0\), we understand a pair \((\alpha, \beta) \in \mathbb{R}^2_+ \times H^1_0([0, \ell])\) satisfying

\[
\int_0^\ell u' v' \, dx = \int_0^\ell (\alpha m_\varepsilon u^+ - \beta n_\varepsilon u^-) v \, dx,
\]

for any \(v \in H^1_0([0, \ell])\).

In order to study the convergence of the spectra of the problems \((P_\varepsilon)\) to the spectrum of \((P_0)\), let us recall some known facts about the structure of the so-called Fučík spectrum, introduced in the '70s by Dancer and Fučík, see [4, 7]. For any \(\varepsilon \geq 0\) fixed, let us denote by

\[
\Sigma_\varepsilon = \Sigma(m_\varepsilon, n_\varepsilon) := \{ (\alpha, \beta) \subset \mathbb{R}^2 : \text{there exists a nontrivial solution of } (P_\varepsilon) \},
\]

the Fučík spectrum of problem \((P_\varepsilon)\). In the above mentioned references, it is proved that the spectrum \(\Sigma_\varepsilon\) has the structure

\[
\Sigma_\varepsilon = \mathcal{C}_{0,\varepsilon}^\pm \bigcup_{k \in \mathbb{N}} \mathcal{C}_{k,\varepsilon}^\pm,
\]

where each \(\mathcal{C}_{k,\varepsilon}^\pm\) is a curve in \(\mathbb{R}^2\) for any \(k \geq 0\). The curves \(\mathcal{C}_{0,\varepsilon}^\pm\) are called the trivial curves and are given by \(\mathcal{C}_{0,\varepsilon}^+ = \{ \lambda_{1,\varepsilon}^m \} \times \mathbb{R}, \mathcal{C}_{0,\varepsilon}^- = \mathbb{R} \times \{ \lambda_{1,\varepsilon}^n \}\), where \(\lambda_k^r\) denotes the \(k\)-th eigenvalue of the Dirichlet laplacian in \((0, \ell)\) with weight \(r \in L^\infty([0, \ell])\), namely

\[
\begin{cases}
-u'' = \lambda r(x) u, & x \in (0, \ell) \\
u(0) = u(\ell) = 0.
\end{cases}
\]

Observe that any eigenfunction associated with \(\lambda_1^r\) has constant sign.

The curves \(\mathcal{C}_{k,\varepsilon}^+\) (resp. \(\mathcal{C}_{k,\varepsilon}^-\)) with \(k \geq 1\) correspond to nontrivial solutions having \(k\) internal zeros and positive (resp. negative) slope at the origin.

We have two curves for every \(k \in \mathbb{N}\). In the constant coefficient case, for \(k\) even, both curves coincide but this is not true for general weights.

The curves \(\mathcal{C}_{k,\varepsilon}^\pm\) are not known explicitly for general weights \(m_\varepsilon, n_\varepsilon\), and only their asymptotic behavior as \(\alpha \to \infty\) (or \(\beta \to \infty\)) is known, see [15, 16].

The study of homogenization problems for asymmetric eigenvalues is not well understood nowadays. We cite the paper [13] of Malik where the homogenization problem for a model of suspension bridges was studied. In that work the author studies a model where the cable resists the expansion
but does not resist compression. More recently, in [12], Li and Yan studied
the continuity of the eigenvalues $\lambda(a_n, b_n)$ of the problem
$$-(|u'|^{p-2}u')' = \lambda |u|^{p-2}u + a_n(x)|u^+|^{p-2}u^+ - b_n(x)|u^-|^{p-2}u^-, \quad x \in (0, \ell)$$
with homogeneous boundary conditions
$$c_{11} u(0) + c_{12} u'(0) = 0 = c_{21} u(\ell) + c_{22} u'(\ell),$$
and the convergence to the eigenvalues of
$$-(|u'|^{p-2}u')' = \lambda |u|^{p-2}u + a(x)|u^+|^{p-2}u^+ - b(x)|u^-|^{p-2}u^-, \quad x \in (0, \ell)$$
with the same boundary conditions, where $a_n \rightharpoonup a$ and $b_n \rightharpoonup b$ weakly in $L^\gamma([0, \ell])$ for $1 \leq \gamma < \infty$.

Also, the behavior as $\varepsilon \to 0$ of the first nontrivial curve in the Fučík spectrum for the $p$-Laplace operator in $\mathbb{R}^n$ for $n \geq 1$ was obtained by the third author in [17].

On the other hand, the homogenization of spectral problems in the symmetric case have been widely studied in both the linear and quasilinear cases. See for example [1–3,5,8–10,14] and the references therein.

In this work we prove the convergence of the eigenvalues of problem $(P_\varepsilon)$ to the ones of problem $(P_0)$. Moreover, in the case of periodic homogenization we obtain the rate of convergence whenever we restrict $\Sigma_\varepsilon$ and $\Sigma_0$ to a line through the origin, and we give explicit bounds depending on $\varepsilon$, $k$, and the slope of the line.

Since the constant degenerates when the line approaches the axis, it is convenient to denote, for any $0 < t < 1$ by $\mathcal{K}_t$ a symmetric cone in the first quadrant defined by
$$\mathcal{K}_t := \{ (\alpha, \beta) \in \mathbb{R}_+ \times \mathbb{R}_+ : t\alpha \leq \beta \leq t^{-1}\alpha \}. \tag{1.5}$$

Our main results are the following:

**Theorem 1.1** (General convergence). Let $\{m_\varepsilon\}_{\varepsilon>0}$ and $\{n_\varepsilon\}_{\varepsilon>0}$ be two families of weights satisfying (1.1) such that
$$m_\varepsilon \rightharpoonup^* m_0 \quad \text{and} \quad n_\varepsilon \rightharpoonup^* n_0$$
weakly* in $L^\infty([0, \ell])$ and let $\Sigma_\varepsilon$ be the associated Fučík spectrum defined in (1.3).

Let $(\alpha_{k,\varepsilon}, \beta_{k,\varepsilon}) \in \mathcal{C}_{k,\varepsilon} \cap \mathcal{K}_t \subset \Sigma_\varepsilon$. Then, $\{(\alpha_{k,\varepsilon}, \beta_{k,\varepsilon})\}_{\varepsilon>0}$ is bounded in $\mathbb{R}^2$ and if $(\alpha_{k,0}, \beta_{k,0})$ is any accumulation point of $\{(\alpha_{k,\varepsilon}, \beta_{k,\varepsilon})\}_{\varepsilon>0}$, then $(\alpha_{k,0}, \beta_{k,0}) \in \mathcal{C}_{k,0} \cap \mathcal{K}_t \subset \Sigma_0$.

Moreover, if $(\alpha_{k,\varepsilon}, \beta_{k,\varepsilon}) \in \mathcal{C}_{k,\varepsilon}^+ \cap \mathcal{K}_t$, then $(\alpha_{k,0}, \beta_{k,0}) \in \mathcal{C}_{k,0}^+$ and analogous result for $\mathcal{C}_{k,\varepsilon}^-$.

Finally, if $u_\varepsilon \in H^1_0([0, \ell])$ is an eigenfunction of $(P_\varepsilon)$ associated to $(\alpha_{\varepsilon}, \beta_{\varepsilon})$ normalized such that $\|u_\varepsilon\|_2 = 1$, then, there exists $u_0 \in H^1_0([0, \ell])$ and a sequence $\varepsilon_j \downarrow 0$ such that $u_{\varepsilon_j} \rightharpoonup u_0$ and $u_0$ is an eigenfunction of $(P_0)$ associated with $(\alpha_0, \beta_0)$.

In the case of periodic homogenization one can do better and obtain an order of convergence. In order to do this one needs to select a point on the curve of the spectrum $\Sigma_\varepsilon$ and follow that point as $\varepsilon \downarrow 0$. This is done...
in the following way: given $t > 0$, there exists a unique $\lambda_{k,t,\varepsilon}^\pm$ such that 
$$(\lambda_{k,t,\varepsilon}^\pm, t\lambda_{k,t,\varepsilon}^\pm) \in C_{k,\varepsilon}^\pm.$$ 
Moreover, 
$$C_{k,\varepsilon}^\pm = \bigcup_{t > 0} \{(\lambda_{k,t,\varepsilon}^\pm, t\lambda_{k,t,\varepsilon}^\pm)\}.$$ 

**Theorem 1.2** (Periodic homogenization). Assume that $m_\varepsilon(x) = m(\frac{x}{\varepsilon})$ and $n_\varepsilon(x) = n(\frac{x}{\varepsilon})$ for some $\ell$–periodic functions $m, n \in L^\infty(\mathbb{R})$ satisfying (1.1).

Then, we have the bound 
$$|\lambda_{k,t,\varepsilon}^\pm - \lambda_{k,t,0}^\pm| \leq C \left( \frac{k}{\ell} \right)^3 \gamma(t) \varepsilon,$$
where $C$ depends only on the constants $a, b$ in (1.1) and $\gamma(t) = \max\{t^{-\frac{3}{2}}, t^{\frac{1}{2}}\}$.

The order of convergence for homogenization of different eigenvalue problems were obtained in [2,6,8,17]. Let us recall that in [2,8] the problem was linear, and asymptotic expansions were used. On the other hand, in [6,17] the proofs relayed on the variational structure of the problem. Here, there are no variational characterization of the higher curves of the Fučík spectrum, nor linear arguments available, so the proofs are obtained by exploiting the nodal structure of the eigenfunctions.

**Organization of the Paper**
The paper is organized as follows: In Sect. 2 we prove the general convergence result, Theorem 1.1, and in Sect. 3 we study the periodic oscillation case and prove Theorem 1.2.

2. A General Convergence Result

In this section we prove our general convergence result, Theorem 1.1. We begin with an even more general and, therefore, more vague, result on the convergence of Fučík eigenvalues.

Throughout this section, we will use the notation $\lambda_{1,I}^r$ to denote the first eigenvalue of the Laplacian on the interval $I$ with weight function $r$ complemented with homogeneous Dirichlet boundary conditions. That is, $\lambda_{1,I}^r$ is the first eigenvalue of

$$\begin{cases} 
-u'' = \lambda r(x)u & \text{in } I \\
u = 0 & \text{on } \partial I.
\end{cases}$$

Let us recall that if the weight $r(x) = \text{constant} = c$, then $\lambda_{1,I}^r = \lambda_{1}^{c,I} = \frac{\pi^2}{|I|^2}$.

**Theorem 2.1.** Let $m_\varepsilon$ and $n_\varepsilon$ be two weight functions satisfying (1.1) and assume that $m_{\varepsilon_j} \rightharpoonup m_0$, $n_{\varepsilon_j} \rightharpoonup n_0$ weakly* in $L^\infty([0,\ell])$. Let $\Sigma_\varepsilon$ ($\varepsilon \geq 0$) be the Fučík spectrum given by (1.3).

If $(\alpha_{\varepsilon_j}, \beta_{\varepsilon_j}) \in \Sigma_{\varepsilon_j}$ are such that $(\alpha_{\varepsilon_j}, \beta_{\varepsilon_j}) \to (\alpha_0, \beta_0)$ as $j \to \infty$, then $(\alpha_0, \beta_0) \in \Sigma_0$. Moreover, if $u_{\varepsilon_j} \in H^1_0([0,\ell])$ is an eigenfunction of $(P_\varepsilon)$ associated with $(\alpha_{\varepsilon_j}, \beta_{\varepsilon_j})$ normalized such that $\|u_{\varepsilon_j}\|_2 = 1$, then, there exists
$u_0 \in H^1_0([0, \ell])$ and a subsequence $\varepsilon_{j_i} \downarrow 0$ such that $u_{\varepsilon_{j_i}} \rightharpoonup u_0$ and $u_0$ is an eigenfunction of $(P_0)$ associated to $(\alpha_0, \beta_0)$.

Proof. Let $u_{\varepsilon_j} \in H^1_0([0, \ell])$ be an eigenfunction of $(P_\varepsilon)$ associated with $(\alpha_{\varepsilon_j}, \beta_{\varepsilon_j})$ and normalized such that $\|u_{\varepsilon_j}\|_2 = 1$.

Then, since $(\alpha_{\varepsilon_j}, \beta_{\varepsilon_j})$ is bounded and since the weights $m_{\varepsilon_j}, n_{\varepsilon_j}$ are uniformly bounded, taking $v = u_{\varepsilon_j}$ as a test function in (1.2) we get

$$\int_0^\ell |u'_{\varepsilon_j}|^2 \, dx = \alpha_{\varepsilon_j} \int_0^\ell m_{\varepsilon_j}(u^+_{\varepsilon_j})^2 \, dx + \beta_{\varepsilon_j} \int_0^\ell n_{\varepsilon_j}(u^-_{\varepsilon_j})^2 \, dx \leq C \int_0^\ell (u^+_\varepsilon)^2 + (u^-_\varepsilon)^2 \, dx = C\|u_{\varepsilon_j}\|^2_2.$$ 

Therefore, there exists a subsequence that we still denote by $\varepsilon_j \downarrow 0$, and $u_0 \in H^1_0([0, \ell])$ such that $u_{\varepsilon_j} \rightharpoonup u_0$ weakly in $H^1_0([0, \ell])$ and $u_{\varepsilon_j} \rightarrow u_0$ uniformly in $[0, \ell]$. These facts automatically imply that $(u_{\varepsilon_j}^\pm)^2 \rightarrow (u_0^\pm)^2$ strongly in $L^1([0, \ell])$.

So, we can pass to the limit in the weak form of the equation, (1.2), to obtain

$$\int_0^\ell u'_0v' \, dx = \alpha_0 \int_0^\ell m_0u^+_0v \, dx - \beta_0 \int_0^\ell u^-_0v \, dx,$$

for every $v \in H^1_0([0, \ell])$. This finishes the proof. \qed

Let us now see that if we take a sequence $\{\alpha_{k,\varepsilon}, \beta_{k,\varepsilon}\}_{\varepsilon > 0} \subset C_{k,\varepsilon}$ with a fixed $k \in \mathbb{N}$; then the sequence of eigenvalues remains uniformly bounded as long as they are confined in a cone $\mathcal{K}_t$.

**Theorem 2.2.** Given $0 < t < 1$ let $\mathcal{K}_t$ be the cone defined in (1.5).

Let $k \in \mathbb{N}$ be fixed and consider $(\alpha_{k,\varepsilon}, \beta_{k,\varepsilon}) \in C_{k,\varepsilon} \cap \mathcal{K}_t$. Then, we have the bound

$$\max\{\alpha_{k,\varepsilon}, \beta_{k,\varepsilon}\} \leq t^{-1} \frac{\pi^2 k^2}{a\ell^2}.$$

Proof. Let $u_{k,\varepsilon} \in H^1_0([0, \ell])$ be an eigenfunction of $(P_{\varepsilon})$ associated with $(\alpha_{k,\varepsilon}, \beta_{k,\varepsilon}) \in C_{k,\varepsilon} \cap \mathcal{K}_t$. Then $u_{k,\varepsilon}$ has exactly $k$ nodal domains. Therefore, there exists at least one nodal domain, $I_\varepsilon$, such that $|I_\varepsilon| = \frac{\ell}{k}$.

Assume that $u_{k,\varepsilon} > 0$ in $I_\varepsilon$ (the other case can be treated similarly). Therefore, $u_{k,\varepsilon}$ is a weak solution of

$$\begin{cases} -u''_{k,\varepsilon} = \alpha_{k,\varepsilon}m_{\varepsilon}u_{k,\varepsilon} & \text{in } I_\varepsilon, \\ u_{k,\varepsilon} = 0 & \text{on } \partial I_\varepsilon. \end{cases}$$

So, $\alpha_{k,\varepsilon} = \lambda_1^{m_{\varepsilon},I_\varepsilon}$. Now, by Sturm’s comparison Theorem, we get

$$\alpha_{k,\varepsilon} = \lambda_1^{m_{\varepsilon},I_\varepsilon} \leq \lambda_1^{a,I_\varepsilon} = \frac{\pi^2}{a|I_\varepsilon|^2} \leq \frac{\pi^2 k^2}{a\ell^2}.$$ 

Since $(\alpha_{k,\varepsilon}, \beta_{k,\varepsilon}) \in \mathcal{K}_t$ it follows that

$$\beta_{k,\varepsilon} \leq t^{-1} \alpha_{k,\varepsilon}.$$

This completes the proof. \qed
Finally, let us see that the nodal domains of an eigenfunction $u_{k,\varepsilon}$ of $(P_\varepsilon)$ associated with $(\alpha_{k,\varepsilon},\beta_{k,\varepsilon}) \in C_{k,\varepsilon}$ do not degenerate when we pass to the limit $\varepsilon \downarrow 0$ if the eigenvalues $(\alpha_{k,\varepsilon},\beta_{k,\varepsilon})$ are confined to a cone $K_t$.

**Theorem 2.3.** With the same notations and assumptions of the previous theorem, let $(\alpha_{k,\varepsilon},\beta_{k,\varepsilon}) \in C_{k,\varepsilon} \cap K_t$ and let $u_{k,\varepsilon} \in H^1_0([0,\ell])$ be an eigenfunction of $(P_\varepsilon)$ associated with $(\alpha_{k,\varepsilon},\beta_{k,\varepsilon})$. Then, every nodal domain $I_\varepsilon \subset [0,\ell]$ of $u_{k,\varepsilon}$ verifies the bound

$$|I_\varepsilon| \geq \frac{\ell}{k} \sqrt{\frac{t}{a}}.$$ 

Moreover if we denote by $J_\varepsilon$ two consecutive nodal domains, we have the bound

$$|J_\varepsilon| \geq \frac{\ell}{k} \sqrt{\frac{a}{b}} (1 + \sqrt{t}).$$

**Proof.** Assume that $u_{k,\varepsilon} > 0$ in $I_\varepsilon$ (the other case is analogous). Arguing as in the proof of Theorem 2.2, we have that $\alpha_{k,\varepsilon} = \lambda_{m_{\varepsilon},J_\varepsilon}^1$. So, by Sturm’s comparison Theorem,

$$\alpha_{k,\varepsilon} = \lambda_{m_{\varepsilon},J_\varepsilon}^1 \geq \lambda_{b,J_\varepsilon} = \frac{\pi^2}{b|I_\varepsilon|^2}.$$ 

Now, using the bound for $\alpha_{k,\varepsilon}$ given in Theorem 2.2, we deduce

$$\frac{\pi^2}{b|I_\varepsilon|^2} \leq \alpha_{k,\varepsilon} \leq t^{-1} \frac{\pi^2 k^2}{a\ell^2},$$

and the result follows.

Let now $I_\varepsilon^+$ and $I_\varepsilon^-$ be two consecutive nodal domains, such that $u_{k,\varepsilon} > 0$ in $I_\varepsilon^+$ and $u_{k,\varepsilon} < 0$ in $I_\varepsilon^-$. We can assume, without loss of generality, that $\alpha_{k,\varepsilon} \leq \beta_{k,\varepsilon}$. Then, from Theorem 2.2, we have that

$$\alpha_{k,\varepsilon} \leq \frac{\pi^2 k^2}{a\ell^2} \quad \text{and} \quad \beta_{k,\varepsilon} \leq t^{-1} \frac{\pi^2 k^2}{a\ell^2}.$$ 

Then, arguing as in the first part of the proof, we obtain that

$$|I_\varepsilon^+| \geq \frac{\ell}{k} \sqrt{\frac{a}{b}} \quad \text{and} \quad |I_\varepsilon^-| \geq \frac{\ell}{k} \sqrt{\frac{t}{a}}.$$ 

The result follows observing that $|J_\varepsilon| = |I_\varepsilon^+| + |I_\varepsilon^-|$. 

With the help of Theorems 2.1, 2.2 and 2.3, the proof of Theorem 1.1 follows easily:

**Proof of Theorem 1.1.** It only remains to see that if $C_{k,\varepsilon} \ni (\alpha_{k,j,\varepsilon},\beta_{k,j,\varepsilon}) \to (\alpha_{k,0,\varepsilon},\beta_{k,0})$ as $j \to \infty$, then $(\alpha_{k,0,\varepsilon},\beta_{k,0}) \in C_{k,0}$. This will follow if we show that an associated eigenfunction $u_{k,0}$ of $(P_0)$ associated with $(\alpha_{k,0,\varepsilon},\beta_{k,0})$ has $k$ nodal domains.

But, from Theorem 2.1, we know that $u_{k,\varepsilon_j} \to u_{k,0}$ weakly in $H^1_0([0,\ell])$, where $u_{k,\varepsilon_j}$ is an eigenfunction of $(P_\varepsilon)$ associated with $(\alpha_{k,\varepsilon_j,\varepsilon},\beta_{k,\varepsilon_j,\varepsilon})$ and $u_{k,0}$ is an eigenfunction of $(P_0)$ associated with $(\alpha_{k,0,\varepsilon},\beta_{k,0})$. Therefore, we know
that \( u_{k,0} \) has only finitely many zeroes and then from Theorem 2.3 we deduce that \( u_{k,0} \) has exactly \( k \) nodal domains. This completes the proof. \( \square \)

### 3. An Alternative Formulation

In order to prove the convergence result for periodic homogenization, Theorem 1.2, it is convenient to consider the following equivalent problem:

\[
\begin{aligned}
-u'' &= \lambda (m(x)u^+ - tn(x)u^-) \quad x \in (0, \ell) \\
u(0) &= u(\ell) = 0,
\end{aligned}
\]

where \( t > 0 \) is a fixed value. The values of \( \lambda \in \mathbb{R} \) for which (3.1) has a non-trivial solution \( u \) are called half-eigenvalues, while the corresponding solutions \( u \) are called half-eigenfunctions. Problem (3.1) has a positively homogeneous jumping nonlinearity, and its spectrum is defined as the set

\[
\Sigma_t(m, n) := \{ \lambda \in \mathbb{R} : (3.1) \text{ has non-trivial solution } u \}.
\]

The set \( \Sigma_t(m, n) \) is divided into two subsets \( \Sigma_t^+(m, n) = \Sigma_t^+(m, n) \cup \Sigma_t^-(m, n) \) as

\[
\begin{aligned}
\Sigma_t^+(m, n) &:= \{ \lambda \in \Sigma_t(m, n) : u'_\lambda(0) > 0 \}, \\
\Sigma_t^-(m, n) &:= \{ \lambda \in \Sigma_t(m, n) : u'_\lambda(0) < 0 \},
\end{aligned}
\]

where \( u_\lambda \) is an eigenfunction of (3.1) associated with \( \lambda \).

It is shown in [11] that for any \( t > 0 \) both sets \( \Sigma_t^\pm(m, n) \) consist in a sequence converging to \( +\infty \). We denote this sequence by \( \{ \lambda_{k,t}^\pm \}_{k \in \mathbb{N}} \).

Observe that \( \lambda_{1,t}^+ = \lambda_1^{m,[0,\ell]} \) and \( \lambda_{1,t}^- = \lambda_1^{tn,[0,\ell]} \). Moreover, each eigenvalue has a unique associated eigenfunction normalized by \( \pm u'(0) = 1 \) and the eigenfunction corresponding to \( \lambda_{k,t}^\pm \) has precisely \( k \) nodal domains on \( (0, \ell) \), and \( k + 1 \) simple zeros in \( [0, \ell] \). See [11] for a proof of these facts.

We can rewrite problems \((P_{\epsilon})\) and \((P_0)\) by taking \( \lambda_\epsilon = \alpha_\epsilon \) and \( \beta_\epsilon = t \alpha_\epsilon \), and we obtain the following problems:

\[
(P_{\epsilon}^t) \quad \begin{cases}
-u'' = \lambda (m_\epsilon(x)u^+ - tn_\epsilon(x)u^-) & x \in (0, \ell) \\
u(0) = u(\ell) = 0,
\end{cases}
\]

for \( \epsilon \geq 0 \).

We denote the eigenvalues of \((P_{\epsilon}^t)\) by \( \{ \lambda_{k,t,\epsilon}^\pm \}_{k \in \mathbb{N}} \).

Now, Theorem 1.1 trivially implies the following:

**Theorem 3.1.** Let \( \{ m_\epsilon \}_{\epsilon > 0} \) and \( \{ n_\epsilon \}_{\epsilon > 0} \) be two families of weights in \( L^\infty ([0, \ell]) \) satisfying (1.1). Assume, moreover that \( m_\epsilon \overset{*}{\rightharpoonup} m_0 \) and \( n_\epsilon \overset{*}{\rightharpoonup} n_0 \) weakly* in \( L^\infty ([0, \ell]) \) for some limit weights \( m_0 \) and \( n_0 \).

Let us denote by \( \{ \lambda_{k,t,\epsilon}^\pm \}_{k \in \mathbb{N}} \) the eigenvalues of \((P_{\epsilon}^t)\) for \( \epsilon \geq 0 \). Then

\[
\lim_{\epsilon \to 0} \lambda_{k,t,\epsilon}^\pm = \lambda_{k,t,0}^\pm.
\]

Now we specialize to the periodic case, and obtain the following refinement:
Theorem 3.2. In addition to the assumptions of Theorem 3.1, assume that 
\( m_\varepsilon(x) = m(\frac{x}{\varepsilon}) \) and \( n_\varepsilon(x) = n(\frac{x}{\varepsilon}) \) for some \( \ell \)-periodic functions \( m, n \in L^\infty(\mathbb{R}) \). Then, for \( 0 < t < 1 \),

\[
|\lambda_{k,t,\varepsilon}^\pm - \lambda_{k,t,0}^\pm| \leq C \left( \frac{k}{\ell} \right)^3 t^{-\frac{3}{2}} \varepsilon,
\]

where \( C \) depends only on \( a, b \) in (1.1).

Observe that Theorem 1.2 follows directly from Theorem 3.2. In fact, Theorem 3.2 is Theorem 1.2 in the case \( 0 < t < 1 \) and the case where \( t > 1 \) follows from this one by symmetry. To be precise, if \( t > 1 \) and \( u_\varepsilon \) is an eigenfunction associated with \( \lambda_{k,t,\varepsilon}^\pm \), we denote \( v_\varepsilon = -u_\varepsilon \) and so it verifies

\[
\begin{cases}
-\varepsilon'' = t\lambda_{k,t,\varepsilon}^\pm (n_\varepsilon v_\varepsilon^+ - t^{-1} m_\varepsilon v_\varepsilon^-) & \text{in } (0, \ell) \\
v(0) = v(\ell) = 0.
\end{cases}
\]

Therefore, from Theorem 3.2 we have the estimate

\[
|t\lambda_{k,t,\varepsilon}^\pm - t\lambda_{k,t,0}^\pm| \leq C \left( \frac{k}{\ell} \right)^3 t^{\frac{3}{2}} \varepsilon,
\]

and Theorem 1.2 follows directly from this former inequality.

For the proof of Theorem 3.2, we need the order of convergence of the nodal domains of the eigenfunctions. We will perform this task in a series of lemmas:

Lemma 3.3. Let \( (\lambda_{k,t,\varepsilon}^\pm, u_{k,t,\varepsilon}) \) be an eigenpair of \((P_t^\varepsilon)\). We denote by \( \{I_{j,\varepsilon}^+\}_j \cup \{I_{i,\varepsilon}^-\}_i \) the nodal domains of \( u_{k,t,\varepsilon} \), that is each \( I_{j,\varepsilon}^\pm \) is an open connected, pairwise disjoint intervals, such that

\[
[0, \ell] = \bigcup_j I_{j,\varepsilon}^+ \cup \bigcup_i I_{i,\varepsilon}^-.
\]

and \( u_{k,t,\varepsilon} > 0 \) on \( I_{j,\varepsilon}^+ \), \( u_{k,t,\varepsilon} < 0 \) on \( I_{i,\varepsilon}^- \).

Then, \( ||I_{j,\varepsilon}^+| - |I_{i,\varepsilon}^-|| < 2\varepsilon \) and \( ||I_{i,\varepsilon}^-| - |I_{i,\varepsilon}^-|| < 2\varepsilon \)

Proof. We make the proof for the positive nodal domains \( \{I_{j,\varepsilon}^+\}_j \). The other one is analogous.

First, let \( j_0 \) be such that \( |I_{j_0,\varepsilon}^+| \leq |I_{j,\varepsilon}^+| \) for any \( j \).

Assume that there exists \( j \) such that \( |I_{j,\varepsilon}^+| > |I_{j_0,\varepsilon}^+| + 2\varepsilon \). Then, there exists an integer \( h \in \mathbb{Z} \) such that \( h\varepsilon + I_{j_0,\varepsilon}^+ \subset I_{j,\varepsilon}^+ \).

Now, if we denote

\[
v_\varepsilon(x) = \begin{cases} 
 u_{k,t,\varepsilon}(x - h\varepsilon) & \text{if } x \in I_{j_0,\varepsilon}^+ + h\varepsilon \\
 0 & \text{elsewhere},
\end{cases}
\]

then
then \( v_\varepsilon \in H_0^1(I_{j,\varepsilon}^+) \), and so
\[
\lambda_{k,t,\varepsilon}^+ = \lambda_1^{m_\varepsilon,I_{j,\varepsilon}^+} = \inf_{v \in H_0^1(I_{j,\varepsilon}^+)} \frac{\int_{I_{j,\varepsilon}^+} (v')^2 \, dx}{\int_{I_{j,\varepsilon}^+} m_\varepsilon v^2 \, dx} 
\]
\[
\leq \frac{\int_{I_{j,\varepsilon}^+} (v_\varepsilon')^2 \, dx}{\int_{I_{j,\varepsilon}^+} m_\varepsilon v_\varepsilon^2 \, dx} 
\]
\[
= \frac{\int_{I_{j,\varepsilon}^+} (u_{k,t,\varepsilon}')^2 \, dx}{\int_{I_{j,\varepsilon}^+} m_\varepsilon u_{k,t,\varepsilon}^2 \, dx} 
\]
\[
= \lambda_{k,t,\varepsilon}^+, 
\]
where we have used the periodicity of the weight \( m_\varepsilon \). This shows that \( v_\varepsilon \) is an eigenfunction associated with \( \lambda_1^{m_\varepsilon,I_{j,\varepsilon}^+} \), but this is a contradiction since \( v_\varepsilon \) vanishes in a set of positive measure.

The proof is complete. \( \square \)

The following elementary lemma will be most useful:

**Lemma 3.4.** Let \( M \in \mathbb{R} \) and \( K \in \mathbb{N} \). Assume that for every \( \varepsilon > 0 \), there exists \( \{a_\varepsilon^i\}_{i=1}^K \subset \mathbb{R} \), such that
\[
\sum_{i=1}^K a_\varepsilon^i = M \quad \text{and} \quad |a_\varepsilon^i - a_\varepsilon^j| < \varepsilon, \quad \text{for every } 1 \leq i, j \leq K.
\]
Then
\[
\left| a_\varepsilon^i - \frac{M}{K} \right| < \varepsilon, \quad \text{for every } 1 \leq i \leq K.
\]

**Proof.** Let \( i_0 = i_0(\varepsilon) \in \{1, \ldots, K\} \) be such that \( a_\varepsilon^{i_0} \leq a_\varepsilon^i \) for every \( 1 \leq i \leq K \). Then
\[
K a_\varepsilon^{i_0} \leq \sum_{i=1}^K a_\varepsilon^i = M,
\]
and so \( a_\varepsilon^{i_0} \leq \frac{M}{K} \). Therefore, for any \( 1 \leq i \leq K \),
\[
a_\varepsilon^i < a_\varepsilon^{i_0} + \varepsilon \leq \frac{M}{K} + \varepsilon.
\]
On the other hand, if we now take \( i_1 = i_1(\varepsilon) \in \{1, \ldots, K\} \) such that \( a_\varepsilon^{i_1} \geq a_\varepsilon^i \) for every \( 1 \leq i \leq K \), then
\[
K a_\varepsilon^{i_1} \geq \sum_{i=1}^K a_\varepsilon^i = M;
\]
thus \( a_\varepsilon^{i_1} \geq \frac{M}{K} \). Hence, for any \( 1 \leq i \leq K \),
\[
a_\varepsilon^i \geq a_\varepsilon^{i_1} - \varepsilon \geq \frac{M}{K} - \varepsilon.
\]
The lemma is proved. \( \square \)

**Lemma 3.3** together with **Lemma 3.4** implies the following corollary:
Corollary 3.5. Let \((\lambda_{k,t,\varepsilon}^\pm, u_{k,t,\varepsilon})\) be an eigenpair of \((P^\varepsilon_t)\). We denote by \(\{I_{j,\varepsilon}^+\}_j \cup \{I_{j,\varepsilon}^-\}_i\) the nodal domains of \(u_{k,t,\varepsilon}\). Then

\[
\left| I_{j,\varepsilon}^+ \cup I_{j,\varepsilon}^- - \frac{2\ell}{k} \right| \leq 4\varepsilon.
\]

Proof. Assume first that \(k\) is even. So \(k = 2n\) for some \(n \in \mathbb{N}\). Then, the number of positive nodal domains equals the number of negative nodal domains and both equal \(n\). Therefore,

\[
\ell = \sum_{j=1}^{n} |I_{j,\varepsilon}^+| + \sum_{j=1}^{n} |I_{j,\varepsilon}^-| = \sum_{j=1}^{n} |I_{j,\varepsilon}^+ \cup I_{j,\varepsilon}^-|.
\]

Let us call \(a^\varepsilon_j = |I_{j,\varepsilon}^+ \cup I_{j,\varepsilon}^-|, \) and by Lemma 3.3 we have that \(|a^\varepsilon_j - a^\varepsilon_i| < 4\varepsilon\). Hence, we can invoke Lemma 3.4 and conclude the desired result.

If now \(k\) is odd, we consider the problem in \([-\ell, \ell]\) and extend \(u_{k,t,\varepsilon}\) by odd reflexion and so we end up with an even number of positive and negative nodal domains. We apply the first part of the proof and from that the result follows. We leave the details to the reader. \(\square\)

Remark 3.6. Observe that, since \(m_0\) and \(n_0\) are constant functions, it holds that \(|I_{1,0}^+ \cup I_{1,0}^-| = \frac{2\ell}{k}\). See [7].

The other key ingredient in the proof of Theorem 3.2 is the following result due to [17], recently improved in [18]:

Theorem 3.7 ([18], Theorem 1.2). Under the above assumptions and notations, it holds that

\[
|\lambda_{2,t,\varepsilon}^\pm - \lambda_{2,t,0}^\pm| \leq C\varepsilon t^{-\frac{3}{2}},
\]

where \(C\) is a constant depending only on the bounds \(a, b\) in (1.1).

Remark 3.8. In [17] the obtained bound is slightly worse than (3.2). In fact, is was proved in [17, Theorem 4.2] that

\[
|\lambda_{2,t,\varepsilon}^\pm - \lambda_{2,t,0}^\pm| \leq C'\varepsilon t^{-2},
\]

with \(C'\) depending also on \(a, b\).

With all of these preliminaries, we can now prove the main result of the section:

Proof of Theorem 3.2. Let \(u_{k,t,\varepsilon}\) be an eigenfunction of \((P^\varepsilon_t)\) associated with \(\lambda_{k,t,\varepsilon}^+\), for \(\varepsilon \geq 0\). The case of \(\lambda_{k,t,\varepsilon}^-\) is completely analogous.

Let \(J_\varepsilon = I_{1,\varepsilon}^+ \cup I_{1,\varepsilon}^-\) be the union of the first two nodal domains of \(u_{k,t,\varepsilon}\). Let us denote \(J_\varepsilon = (0, c_\varepsilon)\). Observe that \(u_{k,t,\varepsilon} > 0\) in \(I_\varepsilon\) for \(\varepsilon \geq 0\) and that, by Theorem 2.3, we have the bound

\[
c_\varepsilon \geq \frac{\ell}{k} \sqrt{\frac{a}{b}} (1 + \sqrt{t}).
\]

Arguing as in Theorem 2.2, we deduce that for any \(\varepsilon \geq 0,\)

\[
\lambda_{k,t,\varepsilon}^+ = \lambda_{2,t,\varepsilon}^{m_\varepsilon,tn_\varepsilon,J_\varepsilon},
\]
where $\lambda_2^{m_{\varepsilon},t_{n \varepsilon},J_\varepsilon}$ is the second eigenvalue of $(P^t_{\varepsilon})$ in the interval $J_\varepsilon$.

Performing a change of variables is easy to see that

$$c_\varepsilon^2 \lambda_2^{m_{\varepsilon},t_{n \varepsilon},J_\varepsilon} = \lambda_2^{m_{\varepsilon},t_{n \varepsilon},[0,1]},$$

where $\varepsilon' = \frac{\varepsilon}{c_\varepsilon}$. Observe that from (3.3) it follows that $\varepsilon' \to 0$.

Now, using Theorem 3.7 we obtain that

$$\left| \lambda_2^{m_{\varepsilon},t_{n \varepsilon},[0,1]} - \lambda_2^{m_0,t_{n_0},[0,1]} \right| \leq C \varepsilon^{-\frac{3}{2}} \leq C \frac{k}{\ell} \varepsilon^{-\frac{3}{2}},$$

where $C$ depends on the constants $a, b$ in (1.1).

Therefore, by (3.3), (3.5) and (3.6), we find

$$|c_\varepsilon^{-2} - c_0^{-2}| \leq C \left( \frac{k}{\ell} \right)^3 \varepsilon,$$

with $C$ a universal constant.

Finally, we observe that from Theorem 2.3,

$$\lambda_2^{m_0,t_{n_0},[0,1]} = \lambda_1^{m_0,I^+_{1,\varepsilon}} = \frac{\pi^2}{m_0 |I^+_{1,\varepsilon}|^2} \leq Ct,$$

with $C$ depending on $a, b$ in (1.1).

\begin{flushright}$\square$\end{flushright}
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