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Abstract

In the context of Bayesian inversion for scientific and engineering modeling, Markov chain Monte Carlo sampling strategies are the benchmark due to their flexibility and robustness in dealing with arbitrary posterior probability density functions (PDFs). However, these algorithms been shown to be inefficient when sampling from posterior distributions that are high-dimensional or exhibit multi-modality and/or strong parameter correlations. In such contexts, the sequential Monte Carlo technique of transitional Markov chain Monte Carlo (TMCMC) provides a more efficient alternative. Despite the recent applicability for Bayesian updating and model selection across a variety of disciplines, TMCMC may require a prohibitive number of tempering stages when the prior PDF is significantly different from the target posterior. Furthermore, the need to start with an initial set of samples from the prior distribution may present a challenge when dealing with implicit priors, e.g. based on feasible regions. Finally, TMCMC can not be used for inverse problems with improper prior PDF's that represent lack of prior knowledge on all or a subset of parameters. In this investigation, a generalization of TMCMC that alleviates such challenges and limitations is proposed, resulting in a tempering sampling strategy of enhanced robustness and computational efficiency. Convergence analysis of the proposed sequential Monte Carlo algorithm is presented, proving that the distance between the intermediate distributions and the target posterior distribution monotonically decreases as the algorithm proceeds. The enhanced efficiency associated with the pro-
posed generalization is highlighted through a series of test inverse problems and an engineering application in the oil and gas industry.
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1. **Introduction**

Bayesian inference, an application of Bayes’ theorem for statistical inference, has been increasingly applied in many scientific and engineering disciplines. In such settings, Bayesian inference provides the means to update predictive models of the physical process of interest using available observations while accounting for uncertainties in the observations, model parameters and model structure. Among various Bayesian inference methods, Markov chain Monte Carlo (MCMC) sampling [1, 2] is the most popular method due to its reliability, generality, and ease of implementation [3]. However, traditional MCMC methods, such as Metropolis-Hastings (MH) [4], can be inefficient when the target posterior probability density function (PDF) is (a) high dimensional [5, 6, 7], (b) exhibits multi-modality [8], or (c) when the unknown variables are highly correlated [9] such that the posterior PDF approximates a low-dimensional manifold in parameter space. To alleviate such limitations, a variety of MCMC variants have been developed such as adaptive MCMC [10, 11], parallel tempered MCMC [12], and hybrid Monte Carlo [13]. In particular, the transitional MCMC (TMCMC) algorithm was first proposed for applications of Bayesian inference in structural dynamics and other engineering applications [14]. TMCMC, and associated extensions, are generally classified as Sequential Monte Carlo (SMC) methods which evolve populations of samples through a sequence of distributions [15, 16, 17, 18]. Instead of directly sampling from the target PDF, TMCMC generates samples from a series of intermediate PDFs that gradually evolve from the prior to the posterior distribution, and are focused on efficiently concentrating the samples in regions of parameter space with high probability mass according to the posterior distribution. At each iteration of TMCMC, the likelihood function can be independently evaluated across all samples, leading to naturally parallelizable sampling strategies as opposed to standard MCMC methods that evaluate the likelihood sequentially. The ability to sample from complex target PDFs in parallel has promoted TJ-
CMC, and its modified versions, for use in estimating model parameters in many areas of application [19, 20, 21, 22, 23, 24, 25, 26, 27].

Parallel tempering (PT) [28, 29, 18, 30] is another approach that is similar to TMCMC in two aspects: (a) deal with a set of intermediate PDFs with associated tempering parameter and (b) provide means of achieving parallelism through multiple MCMC chains. However, the main difference between the two sets of algorithms relate to the means of achieving parallelism: TMCMC runs multiple MCMC chains for each stage (with an associated tempering parameter) whereas PT runs multiple chains, one for each tempering parameter value. In practice, one must start with a pre-specified temperature schedule for PT (in an offline phase) whereas TMCMC learns the optimal temperature schedule based on the target PDF of interest. Furthermore, unlike many MCMC algorithms, TMCMC does not normally suffer from burn-in, the generation of samples at the initial stages of an MCMC algorithm that are not distributed according to the target or stationary PDF. The samples that are generated during the burn-in phase are typically discarded, reducing the overall efficiency of MCMC. TMCMC does not normally have a burn-in period since the initial distribution is the prior PDF as opposed to an arbitrary distribution associated with initial sample generation for MCMC. Another important feature of TMCMC is that it provides an estimate of the Bayesian model evidence [31], an essential quantity in Bayesian model selection [32, 33] and model averaging [34, 35], at normally negligible additional cost.

In applications of TMCMC to Bayesian inference, the initial samples are drawn from the prior PDF which characterizes the initial knowledge, or lack thereof, of the parameter vector. Those samples are transitioned from one stage/intermediate PDF to the next using a combination of a sampling importance resampling [36] step and MCMC simulations, finally arriving at an ensemble that is distributed according to the posterior PDF. TMCMC has been shown to be effective in dealing with posterior PDFs that are high-dimensional, exhibit multi-modality and/or strong parameter correlations. This has prompted recent efforts towards the development of algorithms that are modifications of or related to TMCMC, such as algorithms that deal with “big data” [37, 38] and algorithms that couple TMCMC with more efficient MCMC samplers [39, 24]. Nonetheless, existing TMCMC algorithms still face computational and formulation issues that might limit their applicability in practical applications of Bayesian inference.

For a pre-specified sampling error budget, a prior PDF that is somewhat
“closer” to the posterior PDF often reduces the number of TMCMC tempering stages and the associated forward model simulations for likelihood evaluation. The opposite is also true in that a prior PDF that is too diffuse with respect to the posterior would place prohibitive computational costs due to increasing number of stages to achieve the same level of sampling error. In Bayesian calibration tasks, modelers might assign improper priors to parameters to represent the lack of knowledge. TMCMC can not be applied to Bayesian calibration tasks involving such uninformative improper prior PDFs due to the inability to provide an initial set of samples to TMCMC. There are also scenarios in which the prior knowledge on unknown parameters is in the form of constraints that are strongly tied to the physical laws associated with the system being modeled. In such settings, the prior PDF takes the form of a uniform density on the feasible region being the set of all possible points in parameter space that satisfy such constraints. In such scenarios, direct Monte Carlo sampling of such “implicit” prior PDFs becomes challenging, especially as the number of constraints, the degree of constraint non-linearities, and/or the dimensionality (i.e. number of unknown parameters) increase. Although sampling from a feasible set may be achieved using importance sampling (IS), sampling importance resampling as well as rejection sampling [40], there might be situations when the feasible set is unbounded, leading again to improper prior PDFs. The modeler might feel compelled to further constraint the parameters to arrive at a proper prior PDF in order to use TMCMC, but such constraints might strongly influence the posterior PDFs and subsequent model predictions.

The SMC approach presented herein is a generalization of TMCMC that allows the algorithm to start with an arbitrary initial state, an importance PDF, instead of the traditional prior PDF as is the case for classical variants of TMCMC. The proposed generalized TMCMC (GTMCMC) technique is a tempering algorithm [18] in that it generally allows both cooling and heating of the solution depending on the choice of importance PDF with respect to the target posterior PDF. The number of TMCMC stages, and associated forward model simulations for likelihood evaluation, may be dramatically reduced when the importance distribution is chosen judiciously to more closely resemble the target posterior PDF than does the prior PDF. Furthermore, the importance distribution may be chosen to be one that is easy to generate samples from in comparison to prior PDFs that might be based on feasible sets. The ability to start with samples from an arbitrary importance PDF would also extend the applicability of the proposed TMCMC algorithm to situations
involving improper prior PDFs, a major limitation of traditional TMCMC algorithms. It is also important to note that when the importance PDF is chosen as the prior PDF, the proposed algorithm behaves exactly as the traditional TMCMC algorithm. Therefore, this approach can be considered as a generalization of the original TMCMC sampling technique. The proposed GTMCMC algorithm addresses several challenges/inefficiencies that standard TMCMC suffers from towards providing a more robust and efficient tempering sampling strategy, namely:

1. Bayesian inference problems involving improper priors which prevent the use of TMCMC
2. Difficult to sample priors, including implicit priors, where the prior is not explicitly defined as a function of parameters but as a function of some other quantities of interests and therefore can typically only be sampled through rejection sampling and other similar approaches.
3. Solving sequences of related Bayesian inference problems where parameter posterior PDFs are "close" to previously obtained solutions of similar inverse problems (in contrast to prior PDFs). This concept is similar to training tasks in machine learning whereby transfer learning is used.

The remainder of this paper is organized as follows. Section 2 serves as an introduction into Bayesian inference for scientific and engineering system. Section 3 overviews TMCMC sampling for Bayesian inversion and Section 4 presents the proposed GTMCMC sampling algorithm. In Section 5, we demonstrate the advantages of the new algorithm over the standard TMCMC through several comparative numerical investigations. In Section 6, we apply the proposed algorithm on an engineering application in the oil and gas industry: the inversion of the ultra-deep directional resistivity data obtained from the logging-while-drilling tool. Finally, we provide concluding remarks and observations regarding the proposed algorithm in Section 7.

2. Bayesian Inference

Given a forward model $f$, unknown parameter vector $\theta \in \mathbb{R}^{N_{\theta}}$, and experimental parameter vector $x$, the noisy observation vector $d_j \in \mathbb{R}^{N_d}$ may be given by

$$d_j = f(\theta, x) + \epsilon_j,$$  
(1)
in which $\epsilon_j$ is a specific realization of the measurement error vector $\epsilon \in \mathbb{R}^{N_\epsilon}$. Given a set of noisy measurements $D = \{d_1, \ldots, d_N\}$, associated with pre-specified experimental parameter vector realizations $X = \{x_1, \ldots, x_N\}$ the inverse problem associated with inferring the unknown (or weakly known) parameter vector $\theta$ may be solved using Bayesian inference [42], with Bayes’ law providing the solution in the form of a joint PDF given by

$$p(\theta|D) \propto p(D|\theta)p(\theta),$$  \hspace{1cm} (2)

where $p(\theta|D)$ represents posterior PDF, $p(D|\theta)$ is the likelihood of the data $D$ for a given realization of the parameter vector $\theta$, and $p(\theta)$ is the prior PDF that encapsulates any knowledge about the parameter vector prior to assimilating the available data.

Under specific circumstances in which the forward model is linear in both the unknown parameter vector $\theta$ and the measurement error vector, and with a multivariate Gaussian measurement error vector and Gaussian prior PDF, the posterior PDF is exactly Gaussian. Generally, the posterior is not Gaussian and the analytical solution of the posterior distribution is intractable. In such situations, a popular approach is to apply MCMC sampling to draws a series of samples from $p(\theta|D)$ by constructing a Markov chain that has the target posterior as its equilibrium/stationary distribution [10, 11].

In practical scenarios, many samples ($1 \times 10^6$ or more) are needed to effectively explore the parameter space in regions associated with high probabilities for subsequent predictive tasks. This issue is exacerbated by the fact that MCMC methods produce correlated, rather than independent, samples, with an associated correlation length that tends to increase with increasing problem dimensionality. Many efforts have focused designing more effective proposal distributions that aim to decrease the correlation length associated with the samples. However, to date, optimal proposal distributions are only available in simplistic settings [7, 43]. Therefore, it is necessary to explore more efficient sampling methods for such problems. Furthermore, MCMC relies on sequential evaluation of the posterior PDF and associated likelihood function through forward model simulations due to the reliance on a Markov chain for sampling. This limits the applicability of MCMC towards solving inverse problems involving computationally intensive forward model simulations as it limits the use of high performance computing to evaluate samples in parallel.
3. Transitional Markov chain Monte Carlo

While MCMC draws samples from the target PDF in a sequential manner, TMCMC generates samples from a series of intermediate PDFs that gradually evolve from the prior to the posterior (target) distribution, and are focused on efficiently concentrating the samples in regions of parameter space with high probability mass according to the posterior distribution. At each iteration of TMCMC, the likelihood function can be independently evaluated across all samples, leading to naturally parallel sampling strategies as opposed to sequential MCMC methods. Various investigations have demonstrated the enhanced efficiency of TMCMC, in comparison to MCMC, when generating samples from complex target posterior PDFs [19, 20, 21, 22, 23, 24, 25, 26]. Additionally, TMCMC provides an estimate for the Bayesian model evidence [31] with minimal additional cost without further model (likelihood) evaluations.

As previously mentioned, TMCMC constructs and samples from a series of intermediate PDFs. Consider the following intermediate PDFs

\[ p_j(\theta) \propto p(D|\theta)^{\beta_j} p(\theta) , \] (3)

with \( j = 0, \ldots, m \) and \( 0 = \beta_0 < \beta_1 < \ldots < \beta_m = 1 \), where index \( j \) denotes the TMCMC stage number associated with a specific tempering parameter \( \beta_j \). The intermediate PDFs \( p_j \) transition from the prior PDF \( p(\theta) \) towards the posterior PDF \( p(\theta|D) \). Though the topology change from \( p(\theta|D) \) to \( p(\theta|D) \) can be dramatic, the change between two subsequent intermediate PDFs can be gradual through a judicious selection of \( \beta_j \), thus making it possible to efficiently "nudge" or transition the samples from one stage to the next. We summarize the TMCMC algorithm in Algorithm 1.
Algorithm 1 Transitional Markov chain Monte Carlo

Input: Prior PDF, $p(\theta)$; Likelihood function, $p(D|\theta)$; Number of samples, $n$; Target coefficient of variation, $CoV$, of the weights; Prescribed scaling factor for MCMC proposal covariance matrix, $\gamma$; MCMC chain length, $N$

Result: Samples from posterior PDF, $\{\theta_1, \ldots, \theta_n\}$ & Model evidence estimate, $S$

$\beta_0 \leftarrow 0 \quad k \leftarrow 0$

Generate samples $\{\theta^{(0)}_1, \ldots, \theta^{(0)}_n\}$ from $p(\theta)$

while $\beta_k < 1$

Compute likelihood of ensemble of realizations $p(D|\theta^{(k)}_l)$, $l = 1, \ldots, n$

Compute the weight of each sample $w(\theta^{(k)}_l) = p(D|\theta^{(k)}_l)^{\beta_{k+1}-\beta_k}$, with $\beta_{k+1}$ chosen such that coefficient of variation of those weights is equal to the target $CoV$

Compute contribution to model evidence, $S_k = \frac{1}{n} \sum_{l=1}^{n} w(\theta^{(k)}_l)$

Compute the ensemble covariance matrix to be used in MCMC simulations:

$$\bar{\theta}^{(k)} = \frac{1}{n} \sum_{k=1}^{n} \theta^{(k)}$$
$$\Sigma^{(k)} = \gamma^2 \sum_{k=1}^{n} \bar{w}(\theta^{(k)}) \left( \theta^{(k)} - \bar{\theta}^{(k)} \right) \left( \theta^{(k)} - \bar{\theta}^{(k)} \right)^T$$

Resampling: Generate $n$ random samples, $\{\bar{\theta}^{(k)}_1, \ldots, \bar{\theta}^{(k)}_n\}$, from the current ensemble $\{\theta^{(k)}_1, \ldots, \theta^{(k)}_n\}$ with corresponding probabilities $\bar{w}(\theta^{(k)}_l)$

for $l \leftarrow 1$ to $n$ do

$x_0 \leftarrow \bar{\theta}^{(k)}_l$

for $i \leftarrow 0$ to $N-1$ do

Generate $\hat{x}$ from Gaussian proposal $N(x_i, \Sigma^{(k)})$

Compute acceptance probability, $\alpha = \min\{1, \frac{p(\hat{x})p(D|x)^{\beta_{k+1}}}{p(x_i)p(D|x)^{\beta_{k+1}}} \}$

Generate $u$ from the continuous uniform distribution on the interval $[0, 1]$

if $u < \alpha$ then

$x_{i+1} = \hat{x}$

else

$x_{i+1} = x_i$

end if

end for

$\theta^{(k+1)} \leftarrow x_N$

end for

$k \leftarrow k + 1$

end while

$m \leftarrow k - 1$

Compute model evidence estimate, $S \leftarrow \prod_{l=0}^{m} S_l$

for $l \leftarrow 1$ to $n$ do

$\theta_l = \theta^{(m)}_l$

end for
For our implementation of TMCMC and the proposed GTMCMC (described next), the coefficient of variation\(^1\) of the weights at any stage is a measure of the discrepancy between the intermediate PDFs associated with successive tempering parameter values, \(\beta_k\) and \(\beta_{k+1}\). Therefore, in order to control the rate of change in the intermediate PDFs, \(\beta_{k+1}\) is chosen so that the resulting coefficient of variation of the weights is equal to some pre-specified value, \(CoV\). This is essentially a root-finding problem and one could rely on the bisection method to determine \(\beta_{k+1}\). As for the MCMC proposal covariance scaling parameter, a value of \(\gamma^2 = 0.04\) is suggested in Ref. [14]. However, this is likely to be sub-optimal depending on the problem involved, particularly when parameters are highly correlated. In this work, we use an adaptive formulation for \(\gamma^2\), first proposed in Ref. [44], based on a feedback control strategy in order to produce a target MCMC acceptance rate of 0.234. Though only one MCMC step, \(N = 1\), is taken per sample for all the results presented in Sections 5 and 6, the algorithm allows for an arbitrary length for the chains in each stage in order to achieve convergence. TMCMC allows for a straightforward parallelization over the number of samples \(n\) during each stage. During each stage, each sample will be advanced a number of MCMC iterations \(N \geq 1\), and the sampling progresses in \(m\) stages, resulting in a total of \(n \times N \times m\) model evaluations. The \(n\) model evaluations, with \(n\) typically \(10^3\) to \(10^4\), can be performed in parallel at each stage and MCMC iteration, while the \(N \times m\) model evaluations within chain and across stages are sequential in nature, with \(N \approx 1\) to 10 and \(m \approx 10\) to 100.

### 4. Generalization of Transitional Markov chain Monte Carlo

TMCMC is a sampling algorithm that relies on the concept of “transitioning” an ensemble of realizations from an initial state, i.e. distributed according to a prior PDF in a Bayesian setting, to a final state, i.e. a posterior PDF. From an uncertainty point of view, the transition PDFs (from prior to posterior) are often associated with monotonically decreasing uncertainty. Therefore, TMCMC can be classified as an annealing algorithm [45, 46] that starts with an initial “hot” state (with greater uncertainty) and ends at a final “cold” solution (lower uncertainty). The samples are transitioned from one state to the next using sampling importance resampling

---

\(^1\)taken to be the sample standard deviation normalized by the sample mean
(SIR) [40], whereby the resampling is achieved via multiple MCMC chains (one per unique sample) that aim to infuse diversity in the samples (ensuring that the ensemble is distributed according to the intermediate PDF associated with that particular stage).

Herein, we will present an extension, or generalization, of TMCMC that allows the algorithm to start with an arbitrary initial state, i.e., an importance PDF, $q(\theta)$, instead of the traditional prior PDF, $p(\theta)$. In some sense, the proposed technique is a tempering algorithm [18], rather than a stricter classification as an annealing algorithm, in that it generally allows both cooling and heating of the solution depending on the choice of $q(\theta)$. In this generalized framework, the modeler has the option of starting with an importance PDF exhibiting lower associated uncertainty in contrast to the posterior and let the algorithm transition from this “colder” state to the target posterior. This might be helpful in practice when faced with implicit priors, for example, in which starting with a “warmer” state might results with an initial ensemble with lots of samples in the infeasible region of parameter space (with zero associated prior probability). Furthermore, in the situation that the proposal PDF is chosen to be the prior one, the algorithm reverts back to TMCMC as will be described next.

Starting with Bayes’ rule, we leverage the concept of importance sampling to introduce an importance PDF $q(\theta)$ that we can easily sample from:

$$ p(\theta|D) \propto q(\theta) \frac{p(\theta)p(D|\theta)}{q(\theta)} $$

This importance PDF will be used to initialize the proposed generalized TMCMC (GTMCMC) algorithm as follows. Similar to the approach first proposed by Neal [47] and subsequently adopted for TMCMC [9, 14], we will sample from a series of ‘transitional’ or intermediate PDFs that are controlled by a tempering (or annealing) parameter, $\beta_m$, as in

$$ p_j(\theta) \propto \left( \frac{p(\theta)p(D|\theta)}{q(\theta)} \right)^{\beta_j} q(\theta) $$

$$ = (p(\theta)p(D|\theta))^{\beta_j} q(\theta)^{1-\beta_j} , $$

with $j = 0, \ldots, m$ and $0 = \beta_0 < \beta_1 < \ldots < \beta_m = 1$. As $\beta$ increases, the intermediate distribution $p_j(\theta)$ monotonically gets closer to the posterior in the KL-Divergence, see Appendix A. As with traditional TMCMC, $\beta_j$ may be adaptively tuned using the coefficient of variation of the sample weights.
The proof in Appendix B shows that the CoV of the sample population is monotonically increasing so $\beta_j$ may be found efficiently using a variety of optimization methods.

The novelty of the proposed strategy lies in utilizing an importance distribution in the context of solving a Bayesian inverse problem, resulting in a new sequential Monte Carlo sampler. Of most significant consequence is the potential to dramatically reduce the number of TMCMC stages, $m$, if an importance distribution, $q(\theta)$, resembling the posterior PDF, $p(\theta|D)$, is used. In practice, the importance distribution is one that is easy to generate samples from, such as a multi-variate Gaussian. Although importance sampling can achieve remarkable results in drastically reducing the number of TMCMC stages, this can only be achieved when that distribution is chosen judiciously for each target posterior PDF. This will be demonstrated for an application of relevance to the oil and gas industry, whereby the proposed methodology significantly reduces the number of stages $m$ required in solving sequences of related Bayesian inference problems. More generally, the freedom to choose the initial density alleviates the limitation that TMCMC encounters when dealing with improper or complex prior PDFs that are difficult to sample from (the original TMCMC algorithm starts with initial samples that are obtained from Monte Carlo simulation of the pre-specified prior distribution). Note that if the importance density $q(\theta)$ is chosen as the prior PDF $p(\theta)$, then one reverts back to the standard TMCMC algorithm with the same intermediate PDFs. Therefore, this approach can be considered as a generalization of the original TMCMC sampling technique. The algorithm is summarized below:

As was mentioned previously for TMCMC, at any stage $\beta_{k+1}$ is chosen so that the resulting coefficient of variation of the weights is equal to some pre-specified value, CoV, which again could be obtained through the bisector method or any other appropriate root-finding method. Similar to our implementation of standard TMCMC, we rely on an adaptive formulation for determining $\gamma^2$ in order to produce an optimal MCMC acceptance (see [14] for more details). It is important to note that the GTMCMC algorithm as presented relies on the Metropolis Hastings MCMC at every stage, but that can be replaced by a more efficient MCMC sampler for a given inverse problem.
Algorithm 2 Generalized Transitional Markov chain Monte Carlo

Input: Prior PDF, \( p(\theta) \); Likelihood function, \( p(D|\theta) \); Importance PDF, \( q(\theta) \); Number of samples, \( n \); Target coefficient of variation, \( COV \); Prescribed scaling factor for MCMC proposal covariance matrix, \( \gamma \); MCMC chain length, \( N \)

Result: Samples from posterior PDF, \( \{\theta_1, \ldots, \theta_n\} \) & Model evidence estimate, \( S \)

\( \beta_0 \leftarrow 0 \quad k \leftarrow 0 \)

Generate samples \( \{\theta_1^{(0)}, \ldots, \theta_n^{(0)}\} \) from \( q(\theta) \)

while \( \beta_k < 1 \) do

Compute likelihood of ensemble of realizations \( p(D|\theta_i^{(k)}) \), \( i = 1, \ldots, n \)

Compute the weight of each sample \( w(\theta_i^{(k)}) = \frac{p(\theta_i^{(k)})p(D|\theta_i^{(k)})^\beta_k}{\sum_{l=1}^{n} p(\theta_l^{(k)})p(D|\theta_l^{(k)})^\beta_k} \), with \( \beta_{k+1} \) chosen such that coefficient of variation of those weights is equal to the target \( COV \)

Compute contribution to model evidence, \( S_k = \frac{1}{n} \sum_{l=1}^{n} w(\theta_l^{(k)}) \)

Compute the ensemble covariance matrix to be used in MCMC simulations:

\[
\bar{w}(\theta_i^{(k)}) = \frac{w(\theta_i^{(k)})}{\sum_{l=1}^{n} w(\theta_l^{(k)})} \quad \bar{\theta}^{(k)} = \sum_{k=1}^{n} \theta_i^{(k)} \bar{w}(\theta_i^{(k)})
\]

\[
\Sigma^{(k)} = \gamma^2 \sum_{k=1}^{n} \bar{w}(\theta_i^{(k)})(\theta_i^{(k)} - \bar{\theta}^{(k)})(\theta_i^{(k)} - \bar{\theta}^{(k)})^T
\]

Resampling: Generate \( n \) random samples, \( \{\tilde{\theta}_1^{(k)}, \ldots, \tilde{\theta}_n^{(k)}\} \), from the current ensemble \( \{\theta_1^{(k)}, \ldots, \theta_n^{(k)}\} \) with corresponding probabilities \( \bar{w}(\theta_i^{(k)}) \)

for \( l \leftarrow 1 \) to \( n \) do

\( x_0 \leftarrow \tilde{\theta}_l^{(k)} \)

for \( i \leftarrow 0 \) to \( N - 1 \) do

Generate \( \hat{x} \) from Gaussian proposal \( \mathcal{N}(i_k, \Sigma^{(k)}) \)

Compute acceptance probability, \( \alpha = \min \left\{ 1, \frac{p(\hat{x})p(D|\hat{x})^\beta_{k+1}q(\hat{x})^1 - \beta_{k+1}}{p(x_i)p(D|x_i)^\beta_{k+1}q(x_i)^1 - \beta_{k+1}} \right\} \)

Generate \( u \) from the continuous uniform distribution on the interval \([0, 1]\)

if \( u < \alpha \) then

\( x_{i+1} = \hat{x} \)

else

\( x_{i+1} = x_i \)

end if

end for

\( \theta_i^{(k+1)} \leftarrow x_N \)

end for

\( k \leftarrow k + 1 \)

end while

\( m \leftarrow k - 1 \)

Compute model evidence estimate, \( S \leftarrow \prod_{l=0}^{m} S_l \)

for \( l \leftarrow 1 \) to \( n \) do

\( \theta_l = \hat{\theta}_l^{(m)} \)

end for
5. Numerical Tests

In this section, we will demonstrate the advantages of the GTMCMC algorithm over the TMCMC algorithm for a series of canonical test problems. In section 5.1, we generate samples from a 4-dimensional PDF using the TMCMC and the GTMCMC algorithm with different importance distributions and compare their errors in the mean prediction and the model evidence. In section 5.2, we perform scalability studies on a series of inverse problems of dimensionalities ranging from 1 through 8. In section 5.3, we evaluate the performance of the GTMCMC algorithm in estimating the model evidence with associated bi-modal posterior distributions. In section 5.4, we examine the performance of the proposed algorithm in sampling a strongly non-Gaussian posterior density with an associated negative log-likelihood Rosenbrock function.

5.1. Test 1: 4D Gaussian Prior and Likelihood

We first show the impact of using different importance distributions for the GTMCMC algorithm by solving a Bayesian inference problem with 4-dimensional (4D) standard Normal likelihood function. The prior distribution is a 4D tensor product of 1D Gaussian distributions all with mean and standard deviation of $(\mu, \sigma) = (1, 5)$, resulting in a Gaussian posterior distribution with associated mean of $1/26$ and variance of $25/26$ for each parameter. The mean of the importance PDF for the GTMCMC algorithm is fixed to 1 in all dimensions while the variance takes the values $0.6^2$, $1^2$, $3^2$, and $5^2$, independently for each dimension. Note that the last value for the variance coincides with that of the prior PDF, allowing us to also investigate the performance of the TMCMC algorithm. We also setup a test case with an importance PDF equal to the posterior distribution. We run the algorithm for each importance distribution with the hyper-parameter CoV varying from 0.1 to 1.

For the following set of results, GTMCMC is executed 1000 times to extract the average performance of this stochastic sampling algorithm. The number of samples per stage is fixed to $5 \times 10^3$ for all tests. Figure 1 shows the average number of stages used by the algorithm for each configuration across the 1000 repeated runs. The coefficient of variation, CoV, controls the evolution of tempering parameter $\beta$. A smaller CoV induces more transition stages to reach $\beta = 1$ and yields a more accurate result. We observe a near linear decrease in the number of TMCMC stages as we increase the allowable
coefficient of variation. In the case that the importance distribution is chosen to be the posterior distribution (available analytically for this problem), the GTMCMC algorithm converges in one step independent of the CoV value as expected since the initial set of samples are already drawn according to the target posterior. For the case in which the importance distribution is chosen to be the prior distribution, the GTMCMC algorithm reverts back to TMCMC, requiring a larger number of intermediate PDFs (and stages) to reach convergence in comparison to more compact importance distributions.

![Figure 1: The average number of GTMCMC stages vs. CoV for different importance distributions](image_url)

Next, the effect of importance distribution variance on the performance of GTMCMC is examined. For a fair comparison, the CoV is adjusted to ensure that the algorithm takes a target number of stages. The number of samples in each stage is $5 \times 10^3$ and again the algorithm is run 1000 times for each test. Figure 2 compares the root-mean-square-error (RMSE) in the posterior mean estimate and the normalized RMSE (NRMSE) in the model evidence estimate obtained using the various importance distributions.

For all experiments, both the posterior mean estimates and the evidence estimates increase in accuracy as the number of stages increases (controlled via smaller CoV values). The errors associated with the standard TMCMC algorithm (red curves) indicate a diminished performance in comparison to GTMCMC relying on importance PDFs with lower associated variance than

\[ \text{Normalization is achieved with respect to the corresponding analytical values of the model evidence.} \]
Figure 2: The error in estimating the posterior parameter mean and model evidence using GTMCMC versus the number of stages allowed: (a) RMSE in the posterior mean parameter estimates and (b) NRMSE in the evidence estimates. The curve labels refer to the importance marginal distribution for each parameter.

These results suggest that given a computational budget based on the number of stages, the GTMCMC algorithm provides estimates of greater accuracy with a choice for importance distribution that is "closer" to the target posterior. Furthermore, the rate of decrease in the errors is greater for GTMCMC with certain importance distributions. Therefore, a judiciously chosen importance distribution can potentially result in computational savings for a given error budget associated with a threshold error. It is important to note that an importance distribution with greater uncertainty than that associated with the prior PDF may diminish the performance of GTMCMC in comparison to standard TMCMC.

The error in the model evidence estimates, shown in Figure 2(b), exhibits similar trends as those in the posterior mean estimates. For one allowable stage, all importance distributions result in similar NRMSE values. For greater number of stages examined, GTMCMC outperforms TMCMC in reducing the NRMSE in model evidence estimates for the importance distributions investigated.

These observations suggest, as expected, that an importance PDF that is "closer" to the target posterior provides more precise estimates of the posterior mean and model evidence. They also suggest that in practice it
might be deemed worthwhile to focus on obtaining an "optimal" choice for the importance PDF, one that minimizes the error given a computational budget (number of allowable stages). This aspect is beyond the scope of this investigation.

5.2. Test 2: Performance with increased dimensionality

For the following investigation, the number of TMCMC stages is fixed to 20 in order to isolate the effect of the problem dimensionality (number of parameters to be inferred) in estimating the posterior parameter mean and model evidence. The same set of importance distributions are employed as in the previous subsection. The likelihood is a tensor product of one-dimensional standard Normal PDFs with problem dimensionality increasing from 1 to 8. The prior distribution for all experiments is a tensor product of one-dimensional Gaussians $N(1, 5^2)$, resulting in a marginal posterior distribution of $N(0.0385, 0.9625^2)$ for all parameters. The number of samples used for GTMCMC is fixed at $5 \times 10^3$. Error statistics are based on $2 \times 10^3$ repeated runs. Figure 3 shows the error in the posterior mean and model evidence estimates for different problem dimensionalities. It is obvious that the error in the posterior mean and the evidence estimates increase with the problem dimensionality, as expected (with a fixed number of samples and CoV). For problem dimensionalities greater than one, GTMCMC outperforms TMCMC for all chosen importance PDFs with smaller associated estimation errors than those obtained with TMCMC (GTMCMC with an importance distribution equal to the prior).

5.3. Test 3: Bi-modal Gaussian Posterior

In this subsection, we evaluate the performance of the GTMCMC algorithm for sampling a canonical 2D bi-modal posterior distribution. The likelihood is constructed as a weighted sum of two Gaussian distributions with parameters shown in Table 1, where $I_n$ represents the $n$-D identity matrix. With a multi-variate normal prior distribution centered at $(0,0)$ and diagonal covariance matrix $10^2 \times I_2$, the posterior distribution is computed analytically with parameters given in Table 1. We run the GTMCMC algorithm with Gaussian importance distributions with several sets of parameter values. The posterior modes and selected importance means are shown in Figure 4. We set the covariance matrix to $10^2 \times I_2$ for all mean values, and the test with the mean value of $(0,0)$ represents the standard TMCMC algorithm. We adjust the CoV hyper-parameter to make the algorithm converge.
Figure 3: (a) The RMSE in the mean prediction and (b) The NRMSE in the evidence estimation when increasing problem dimensionality.

in 5, 10, 20, and 30 stages, respectively. Each configuration is simulated $10^4$ times, and each run uses $10^4$ samples.

Table 1: The likelihood and posterior parameters.

|                | center | cov. matrix | weight |
|----------------|--------|-------------|--------|
| Likelihood     | Peak 1 | (10, 0)     | $I_2$  | 25%    |
|                | Peak 2 | (0, 10)     | $I_2$  | 75%    |
| Posterior      | Peak 1 | (9.9, 0)    | $0.99 \times I_2$ | 25% |
|                | Peak 2 | (0, 9.9)    | $0.99 \times I_2$ | 75% |

Figure 5 shows the error in evidence estimation. Similar to results shown in Figure 2(b), as more GTMCMC stages are included, the error in the model evidence decreases. Meanwhile, GTMCMC with importance PDFs centered at (5, 5) and (2, 8) always produce smaller error than the standard TMCMC algorithm (the red curve).

5.4. Test4: 3D Rosenbrock Posterior

In this subsection, we monitor the evolution of samples from the GTMCMC algorithm. The log-likelihood of the tested problem is defined as follows

$$
\log(p(d|x, y, z)) \propto -\left(100 \times (y-x^2)^2 + (1-x)^2 + 100 \times (z-y^2)^2 + (1-y)^2\right)
$$

(6)
which is a 3D extension of the Rosenbrock function with variables $x, y,$ and $z$. The maximum likelihood is inside a long, narrow, parabolic shaped valley in the 3D space. We set the prior distribution to be $N((0, 0, 0); 5^2 \times I_3)$. For the GTMCMC algorithm, we choose the importance distribution to be $N((1, 1, 1); 2^2 \times I_3)$ which is more informative than the prior distribution. We run the standard TMCMC and the GTMCMC algorithms for this problem with $2 \times 10^3$ samples and CoV = 0.2 for both. It takes 52 stages for TMCMC to transition from prior to posterior while for GTMCMC the number of stages is 39. Figure 6 shows 3D scatter plots of samples from different stages that correspond to select $\beta$ values. The bottom rows of Figures 6(a) and 6(b), respectively, show zoomed-in regions where samples are concentrated. The
initial samples in the GTMCMC algorithm are more concentrated since the
importance distribution of the algorithm has a smaller variance than the
prior distribution. As a result, the GTMCMC algorithm takes less stages to
converge compared to the standard TMCMC algorithm.

6. Inversion of Ultra-Deep Directional Resistivity Measurements

In this section, we investigate the performance of the GTMCMC algo-
rithm and compare its results with those obtained from the standard TM-
CMC algorithm in the inversion of directional resistivity measurements. The
inversion and interpretation of well-logging data play a crucial role in real-
time geosteering as it steers the well in a way that maximizes the contact
with the pay zone [48]. Among several well-logging technologies, azimuthal
resistivity logging-while-drilling (LWD) is widely used due to its relatively
large depth of detection and azimuthal directional sensitivity [49]. The az-
imuthal resistivity well-logging data is challenging because the logging tool
responses are usually nonlinear to formation topology. As the detection range
of the logging tool grows, more parameters are needed to describe the un-
derground formation of interest, which makes these inverse problems more
challenging [50, 51].

Deterministic optimization methods such as Newton-based methods, are
widely used in the industry [52, 51] due to their computational scalability.
However, gradient-based approaches can only find local optima, with the
result heavily depending on the initial guess. Even though one can apply
multi-start methods [53] to increase the chances of finding the global opti-
mal solution, deterministic optimization methods cannot provide associated
uncertainty caused by noise in the data, which is integral to well-logging
inverse problems. Therefore, stochastic methods based on Bayesian the-
ory have drawn great attention in solving well-logging related problems in
recent years. In Ref. [54] a decision-analytic framework to support high-
quality geosteering decisions is implemented based on Bayesian inference. In
Refs. [55] and [56] the authors proposed to use MCMC methods to obtain for-
mation parameters of 1D earth models from synthetic directional resistivity
well-logging data. Instead of inferring formation parameters of fixed dimen-
sionality, the authors in [57, 58, 59] used trans-dimensional MCMC methods
to infer parameters of earth models that can have a varied number of layers.
Miao et al. [60] and Veettil et al. [61] proposed to infer well-bore locations
from gamma-ray (GR) logging data using Bayesian approaches. In this work,
Figure 6: 3D scatter plots of samples from different stages of the (a) TMCMC and (b) GTMCMC algorithms. The zoomed-in figures show the details of the sample distribution in different stages.

we solve the well-logging inverse problems using resistivity EM data with the GTMCMC algorithm, and compare its results with those obtained from the standard TMCMC method.
6.1. Ultra-Deep Directional Resistivity Measurements

The ultra-deep directional logging tool adopts multiple pairs of transmitter-receiver subs configured with different spacing and frequency. Figure 7 demonstrates a schematic diagram of a directional resistivity logging tool with 1 transmitter and 2 receivers. The tri-axial antennas are oriented at $x$-, $y$- and $z$-directions respectively. The working frequency can vary from one kHz to several hundreds kHz, thus enabling a large detection depth and a wide range of resistivity. Instead of directly using the tensor voltage, attenuation and phase shift signals delivered by the logging tool are used for model inversion [62].

![Figure 7: Schematic diagram of a directional EM LWD tool. The tool is configured with 1 transmitter and 2 receiver antennas.](image)

In this work, we design a synthetic ultra-deep directional logging tool configured with 1 transmitter sub and 3 receiver subs. Three working frequencies, 2 kHz, 6 kHz and 24 kHz are available to three transmitter-receiver pairs. For each combination of spacing and frequency in a single channel, four types of phase shift and attenuation measurements are constructed based on the formation coupling tensors [63, 64]. The four types of measurements provide sensitivity to different geological features including the formation boundary, relative dip angle, bulk resistivity, and anisotropy respectively. As a result, 72 measurements are generated at each logging station, which corresponds to one unique set of model parameters. In total, there are 14400 measurements generated for 200 logging stations. We consider several noise levels for the phase shift (ps) and the attenuation signals (att). These are denoted as $\sigma_{ps}$ and $\sigma_{att}$ respectively.

6.2. Inversion of Ultra-Deep Directional Resistivity Measurements

The parameters of an 1D earth model are shown in Figure 8. Here, $R_h^j$ represents the horizontal resistivity of the $j$-th layer, and $D_{TB}^j$ represents the distance from the LWD tool to the lower boundary of the $j$-th layer. A positive $D_{TB}$ value indicates that the boundary is below the logging tool.
and vice versa, and DTB\textsubscript{i} > DTB\textsubscript{j} if \( i > j \). To make sure that the sampling algorithm always generates physically-meaningful DTB parameters, we transform DTB\textsubscript{j} to thickness parameters thk\textsubscript{j} > 0 by

\[
\text{thk}_j = \text{DTB}_j - \text{DTB}_{j-1}, \quad j = 2, 3, ..., m - 1
\]  

(7)

As mentioned before, we also infer two noise standard deviations. Consequently, the inversion algorithm infers \((\text{Rh}_1, \ldots, \text{Rh}_m, \text{DTB}_1, \text{thk}_2, \ldots, \text{thk}_{m-1}, \sigma_{ps}, \sigma_{att})\) for an \( m \)-layer 1D earth model. Considering the detection scope of the ultra-deep directional logging tool, the tested earth models have at most 7 layers in this investigation.

The LWD inverse problem can also be solved through pixel-based inversion \cite{65, 66} that discretizes the underground formation into many thin layers so that one needs to infer only Rh for each thin layer to reconstruct the earth model. Pixel-based inversion offers more flexibility since it does not predetermine the number of layers, however, it involves dozens to hundreds of unknown parameters, which is impractical to be solved by a stochastic inverse algorithm in real-time. Therefore, we will focus on solving model-based LWD inverse problems in this paper.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{params.png}
\caption{Parameters in an 1D earth model. The dip angle is considered to be known during the drilling process.}
\end{figure}

The inversion for the ultra-deep directional resistivity measurements requires numerous forward simulations, which is the most computationally intensive part in the inverse problem. TMCMC computes forward simulations for a set of samples independently in each stage, and it is therefore naturally parallelizable as opposed to most of the other MCMC methods. The model evaluations are performed in parallel via MPI \cite{67} for efficient computations on a cluster with distributed computer cores \cite{68}.
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6.3. Experimental Results

Given the subsurface structure is more or less similar at different logging points, we are able to incorporate information from the previous logging point into the current logging point with the GTMCMC algorithm. In this subsection, we show that the GTMCMC algorithm can improve the result of LWD inverse problems in a 2D earth model with much less computational cost, comparing to the standard TMCMC algorithm.

We test a 5-layer earth model shown in Figure 9. The ranges of model parameters are described in Table 2. The DTB parameters in the table is calculated assuming that the tool is located at 0 ft. As the tool moves forward, the true DTB parameters for each logging station changes based on the tool location. The standard deviations of noises added to the measurements are also treated as unknown parameters, with the true values $\sigma_{ps} = 0.75$ and $\sigma_{att} = 0.125$ for the phase-shift and the attenuation signals, respectively.

![Figure 9: A 5-layer earth model. Measurements are taken at 200 logging stations along the drilling trajectory represented by the black dot line.](image)

| Layer index | 1 | 2   | 3  | 4   | 5  |
|-------------|---|-----|----|-----|----|
| Rh (Ω · m)  | 1 | 20  | 2  | 50  | 1  |
| DTB (ft)    | 20-82 | 25-87 | 79-162 | 109-192 | -  |
| thk (ft)    | -  | 5   | 54-75 | 30  | -  |

Table 2: True model parameters

We employ weakly informative uniform distributions for the model parameters, with bounds shown in Table 3. For the GTMCMC algorithm, the
Table 3: Upper and lower boundaries of the uniform distribution

| Parameter | ln(σₚₛ) | ln(σₜₐₜ) | ln(Rh) | DTB₁ | thk |
|-----------|---------|-----------|--------|------|-----|
| min       | -10     | -10       | -3     | -200 | 5   |
| max       | 10      | 10        | 3      | 200  | 100 |

importance distribution for the first logging point is equal to the prior distribution, since there is no information from a previous logging point. Starting from the second logging point, the importance distribution is a multi-variate Gaussian distribution with the mean vector and covariance matrix computed from samples of the previous logging point. The coefficient of variance CoV is set to 0.2 for all 1D inverse problems. We run the two algorithms on cluster with 200 Intel(R) Xeon(R) CPU E5-2650 v4 @2.20GHz CPUs with infiniBand interconnection, and 10⁴ samples are generated at each TMCMC stage so that each CPU only handles computations for 50 samples. As a result, each inverse problem takes around 2 minutes to solve.

In addition to sampling the posterior distribution with TMCMC and GTMCMC, we also run adaptive Metropolis MCMC as the baseline. For a fair comparison, we set the number of samples for each algorithm differently so that the total number of forward evaluations of solving 200 problems are the same. As a result, the total number of forward evaluations are about 10^8, which is 5 × 10^5 for each problem in average. Note that to get physically meaningful mean results, we discretize the models before computing the mean results. The mean and MAP results of the three algorithms are compared with the true model in Figure 10. Given this sampling budget, the MCMC chains for high-dimensional LWD inverse problems are not converged. For all logging stations, only parameters of the closest layers can be inferred. The result from the TMCMC algorithm is more informative compared to the classical MCMC approach. With the same prior distribution at each logging station, the GTMCMC algorithm achieves better results than the TMCMC algorithm in the whole working range. Starting from logging station 40, the TMCMC algorithm starts to lose the identification of the top thin layer, which is only 5 ft thick. On the other hand, there exist sudden changes in the parameters between adjacent logging stations. For the GTMCMC algorithm, the initial samples are drawn from an importance distribution that is constructed with samples from the previous logging station, therefore, such sudden changes are limited. In addition, the GTMCMC algorithm can
identify the top thin layer even though the logging tool is far from it. As a result, the 2D model resulted from the GTMCMC algorithm is smoother and visually more accurate than results generated by the MCMC and the TMCMC algorithms.

Figure 10: (a) The true model, (b) the mean prediction, and (c) the MAP prediction.

To evaluate the results obtained from the three sampling algorithms quantitatively, we calculate the parameter misfit and the model-data misfit of the mean models. In our experiments, the model parameters include resistivities and boundaries, so we convert the obtained models into pixel-based models to better calculate the parameter misfit. In the pixel-based model, the detection space is divided into 250 uniform thin layers so that the parameter
Figure 11: Relative parameter (a) and data (b) misfits for the sampling algorithms tested in this section.

only includes 250 resistivities. The relative parameter misfit and relative model-data misfit are calculated as follows

\[
\text{relative parameter misfit} = \frac{\| \mathbf{m}_{\text{true}} - \mathbf{m}_{\text{inverse}} \|_2}{\| \mathbf{m}_{\text{true}} \|_2} \tag{8}
\]

\[
\text{relative data misfit} = \frac{\| \mathbf{d}_{\text{obs}} - f(\mathbf{m}_{\text{inverse}}) \|_2}{\| \mathbf{d}_{\text{obs}} \|_2} \tag{9}
\]

with \( \mathbf{m}_{\text{true}} \) the true model parameters, \( \mathbf{m}_{\text{inverse}} \) the mean results from three sampling algorithms, \( \mathbf{d}_{\text{obs}} \) the noised observation and \( f(\mathbf{m}_{\text{inverse}}) \) the forward response of \( \mathbf{m}_{\text{inverse}} \). We compute the relative model misfits and relative data misfits for 200 logging stations and shown them in Figure 11.

We examine results for logging station 190 as they are representative for the relative behavior of these models. Figures 12(a), 13(a), and 14(a) show the marginal posterior PDFs of the resistivity parameters in log scale. Figures 12(b), 13(b), and 14(b) show the image obtained by superimposing the values obtained for resistivity in the layered media when the tool is located at a depth of 200 ft. The vertical dot lines in the figures indicate the true resistivity of the layer. These results indicate different distributions of resistivities at logging station 190. From Figure 12(b) we can recognize 3 layers, which correspond to the bottom 3 layers in the ground truth model. However, the boundaries of the first 2 layers are missed. Figure 13(b) shows that 5 layers can be recognized from the TMCMC samples, however, only the last 3 layers match the ground truth model. From Figure 14(b) we recognize 5 layers, and the layer boundaries match the ground truth model well. The resistivities of the first two layers exhibit a higher uncertainty while the other three resistivities have very low uncertainty. These results
indicate that the use of importance distributions from related logging stations can help increase accuracy for the inferred model parameters with a given computational budget.

\[
\ln(\mathcal{R}_1) \quad \ln(\mathcal{R}_2) \quad \ln(\mathcal{R}_3) \quad \ln(\mathcal{R}_4) \quad \ln(\mathcal{R}_5) \quad \ln(\mathcal{R}_6) \quad \ln(\mathcal{R}_7) \quad \ln(\mathcal{R}_8) \quad \ln(\mathcal{R}_9) \\
\]

\(\text{MCMC} \quad \ln(\mathcal{R}_1) \quad \ln(\mathcal{R}_2) \quad \ln(\mathcal{R}_3) \quad \ln(\mathcal{R}_4) \quad \ln(\mathcal{R}_5) \quad \ln(\mathcal{R}_6) \quad \ln(\mathcal{R}_7) \quad \ln(\mathcal{R}_8) \quad \ln(\mathcal{R}_9) \)

(a) Posterior PDFs of resistivities (b) Sample models

Figure 12: Statistics of the inversion result using MCMC at logging station 190. (a) Posterior PDFs of the resistivity parameters. (b) Image obtained by superimposing the values of resistivity in the layered media. The black dot line represents the ground truth.

7. Conclusions

Inspired by importance sampling, we presented a generalized transitional Markov chain Monte Carlo (GTMCMC) sampling strategy to improve the efficiency and generalize the applicability of TMCMC in tackling Bayesian inverse problems. With a judicious choice of importance PDF, GTMCMC is shown to reduce the otherwise prohibitive number of tempering stages when the prior PDF is significantly different from the target posterior. Furthermore, GTMCMC alleviates the challenge that TMCMC encounters when dealing with implicit priors as it no longer requires an initial set of samples from the prior PDF. Finally, the proposed generalization extends the applicability of TMCMC to inverse problems involving improper prior PDFs. Convergence analysis is provided in addition to numerical studies involving
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Figure 13: Statistics of the inversion result using TMCMC at logging station 190. (a) Posterior PDFs of the resistivity parameters. (b) Image obtained by superimposing the values of resistivity in the layered media. The black dot line represents the ground truth.

a variety of test problems, involving both Gaussian and non-Gaussian posterior PDFs, in which GTMCMC and TMCMC are compared and contrasted. The proposed GTMCMC algorithm was applied to a series of synthetic 1D logging-while-drilling inverse problems of relevance to the oil and gas industry, highlighting the enhanced efficiency and accuracy of GTMCMC over TMCMC and MCMC for such problems.
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Figure 14: Statistics of the inversion result using GTMCMC at logging station 190. (a) Posterior PDFs of the resistivity parameters. (b) Image obtained by superimposing the values of resistivity in the layered media. The black dot line represents the ground truth.

Appendix A. Proof Monotonically Decreasing KL-Divergence

Lemma 1. Let the intermediate PDFs $p_j(\theta)$ and $p_k(\theta)$ be defined as in Equation (5) with annealing parameters $\beta_j$ and $\beta_k$ s.t. $\beta_j > \beta_k$ and $\beta_j, \beta_k \in [0,1]$. Further assume that $D_{KL}[p(\theta|D)||p_0(\theta)]$ is finite. Then $D_{KL}[p(\theta|D)||p_j(\theta)] < D_{KL}[p(\theta|D)||p_k(\theta)]$.

Proof. Let us define an arbitrary intermediate distribution as:

$$p_\beta(\theta) = \frac{\left( \frac{p(\theta|D)}{q(\theta)} \right)^\beta q(\theta)}{Z_\beta}.$$  \hfill (A.1)

Where the normalization is:

$$Z_\beta = \int \left( \frac{p(\theta|D)}{q(\theta)} \right)^\beta q(\theta) d\theta.$$  \hfill (A.2)
Then Lemma 1 $\iff \frac{\partial}{\partial \beta} D_{KL} \left[ p(\theta \mid D) \mid\mid p_\beta(\theta) \right] \leq 0$, i.e. monotonically decreasing in $\beta$, $\forall \beta \in [0, 1]$.

\[
\frac{\partial}{\partial \beta} D_{KL} \left[ p(\theta \mid D) \mid\mid p_\beta(\theta) \right] = \frac{\partial}{\partial \beta} \int p(\theta \mid D) \log \frac{p(\theta \mid D)}{p_\beta(\theta)} d\theta \tag{A.3}
\]

\[
= - \int p(\theta \mid D) \log \frac{p(\theta \mid D)}{Q(\theta)} d\theta + \int p_\beta(\theta) \log \frac{p(\theta \mid D)}{Q(\theta)} d\theta \tag{A.4}
\]

\[
= - \frac{1 - \beta}{1 - \beta} \left( \int p(\theta \mid D) \log \frac{p(\theta \mid D)}{Q(\theta)(\frac{p(\theta \mid D)}{Q(\theta)})^\beta} d\theta + \log Z_\beta \right) \tag{A.5}
\]

\[
= - \frac{1}{1 - \beta} \left( \int p(\theta \mid D) \log \frac{p(\theta \mid D)}{p_\beta(\theta)} d\theta - \int p_\beta(\theta) \log \frac{p(\theta \mid D)}{p_\beta(\theta)} d\theta \right) \tag{A.6}
\]

\[
= - \frac{1}{1 - \beta} \left( D_{KL} \left[ p(\theta \mid D) \mid\mid p_\beta(\theta) \right] + D_{KL} \left[ p_\beta(\theta) \mid p(\theta \mid D) \right] \right) \tag{A.7}
\]

\[
\leq 0 \tag{A.8}
\]

This follows because the KL divergence is always non-negative and $1 - \beta$ is always non-negative for $\beta \in [0, 1]$. This holds with equality only when $D_{KL} \left[ p_\beta(\theta) \mid p(\theta \mid D) \right] = 0$ and $D_{KL} \left[ p_\beta(\theta) \mid p(\theta \mid D) \right] = 0$ which occurs when $\beta = 1$ and $D_{KL} \left[ p(\theta \mid D) \mid\mid p_0(\theta) \right]$ is finite.

Lemma 1 means that the intermediate PDF $p_j(\theta)$ is closer to the posterior, $p(\theta \mid D)$, than $p_k(\theta)$ in terms of the informational theoretic Kullback-Leibler divergence. Since this holds for any pair $\beta_j$ and $\beta_k$ s.t. $\beta_j > \beta_k$ and $\beta_j, \beta_k \in [0, 1]$, then we can conclude information is always being gained about the posterior through annealing. Of course for practical purposes, this assumes that the samples is adequately capturing the intermediate distribution which is asymptotically true as the number of samples grows.

**Appendix B. Proof Monotonically Increasing CoV**

**Lemma 2.** Let the importance distribution $Q(\theta)$ be the initial distribution and the posterior $p(\theta \mid D)$ be the target distribution. Assume that $D_{KL} \left[ p(\theta \mid D) \mid\mid Q(\theta) \right]$ is finite. Then $\forall \beta \in (0, 1)$ the amount of information gained in the update
from the initial distribution to the target distribution in the view of the interme
tiate distribution $p_\beta (\theta)$ is monotonically increasing in $\beta$.

Proof. The information gain from the initial distribution, $Q (\theta)$, to the target, $p (\theta \mid D)$ in the view of $p_\beta (\theta)$ is defined as:

$$I_{p_\beta (\theta)} [p (\theta \mid D) \mid| Q (\theta)] = \int p_\beta (\theta) \log \frac{p (\theta \mid D)}{Q (\theta)} d\theta$$  \hspace{1cm} (B.1)$$

Therefore,

$$\frac{\partial}{\partial \beta} I_{p_\beta (\theta)} [p (\theta \mid D) \mid| Q (\theta)] = \frac{\partial}{\partial \beta} \int p_\beta (\theta) \log \frac{p (\theta \mid D)}{Q (\theta)} d\theta$$

$$= \int p_\beta (\theta) \left( \log \frac{p (\theta \mid D)}{Q (\theta)} \right)^2 d\theta$$

$$- \left( \int p_\beta (\theta) \log \frac{p (\theta \mid D)}{Q (\theta)} d\theta \right)^2$$  \hspace{1cm} (B.3)$$

$$\geq 0$$  \hspace{1cm} (B.4)$$

This inequality follows from Jensen’s inequality. Thus $I_{p_\beta (\theta)} [p (\theta \mid D) \mid| Q (\theta)]$ is monotonically increasing. Note that this line of reasoning holds also for a discrete random variable and where the integral is replaced by a sum.

Lemma 3. The coefficient of variation, $\kappa$, of sample weights defined by a change in $\beta$ is monotonically increasing as $\beta$ increases.

Proof. The coefficient of variation is defined as:

$$\kappa = \sqrt{\int \left( \frac{p(\theta|D)}{Q(\theta)} \right)^{2\beta} Q (\theta) d\theta - \left( \int \left( \frac{p(\theta|D)}{Q(\theta)} \right)^{\beta} Q (\theta) d\theta \right)^2}$$  \hspace{1cm} (B.5)$$

Therefore,

$$1 + \kappa^2 = \frac{\int \left( \frac{p(\theta|D)}{Q(\theta)} \right)^{2\beta} Q (\theta) d\theta}{\left( \int \left( \frac{p(\theta|D)}{Q(\theta)} \right)^{\beta} Q (\theta) d\theta \right)^2}$$  \hspace{1cm} (B.6)$$
Differentiating with respect to $\beta$, we find:

$$
\frac{\partial \kappa}{\partial \beta} = 1 + \frac{\kappa^2}{\kappa} \left( \frac{\int \left( \frac{p(\theta|D)}{Q(\theta)} \right)^{2\beta} Q(\theta) \log p(\theta|D) d\theta}{\int \left( \frac{p(\theta|D)}{Q(\theta)} \right)^{2\beta} Q(\theta) d\theta} - \frac{\int \left( \frac{p(\theta|D)}{Q(\theta)} \right)^{2\beta} Q(\theta) \log p(\theta|D) d\theta}{\int \left( \frac{p(\theta|D)}{Q(\theta)} \right)^{2\beta} Q(\theta) d\theta} \right) 
$$

(B.7)

$$
= \frac{1 + \kappa^2}{\kappa} \left( \int p_{2\beta}(\theta) \log \frac{p(\theta|D)}{Q(\theta)} d\theta \right) - \int p_{\beta}(\theta) \log \frac{p(\theta|D)}{Q(\theta)} d\theta 
$$

(B.8)

$$
\geq 0 
$$

(B.9)

This follows because $\kappa$ is always positive and by the monotonic increase in information described by Lemma 2. Note that again we can follow a similar line of reasoning when considering the discrete estimation of the coefficient of variation where the mean and variance of the weights are estimated using samples and therefore the integrals are sums. Further, since the choice of $Q(\theta)$ is arbitrary, this holds of all stages of the algorithm.

Because $\kappa$ is monotonic then it can be easily optimized to a target level of variation using approaches like a bisector method.
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