Stable Calculation of Optical Properties of Large Non-Periodic Dissipative Multilayered Systems
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Abstract

The calculation of the transfer matrix for a large non-periodic multilayered system may become unstable in the presence of absorption. We discuss the origin of this instability and we explore two methods to overcome it: the use of a total matrix to solve for all the fields at all the interfaces simultaneously and an expansion in the Bloch-like modes of a periodic artificially repeated system. We apply both methods to obtain the reflectance spectra of multilayered chirped structures composed of nanostructured porous silicon (PS). Both methods yield reliable and numerically stable results. The former allows an analysis of the field within all layers while the latter is much more efficient computationally, allowing
the design of novel structures and the optimization of their parameters. We compare numerical and experimental results across a wide spectral range from the infrared to the ultraviolet.

1 Introduction

Multilayered dielectric structures have been studied extensively in the visible (Vis) and near infrared (NIR) frequency ranges, as in these ranges these structures might have a small dispersion and dissipation, and might thus have a high reflectivity compared to that of metallic mirrors [1]. This high reflectivity may be achieved over a wide range of frequencies and angles of incidence and for both TE and TM polarization in what are known as omnidirectional mirrors (OM’s) [1] [2]. The simplest and most common OM is a structure formed through the periodic repetition of a unit cell formed from two alternating layers with high and low refractive indices [1] [3]. There are many examples of these OM’s designed for the Vis [4] [5] [6] [7] and NIR [1] [8] [9] [10] ranges. One common material for their manufacture is nanostructured porous silicon (PS), obtained from Si wafers through an electrochemical etching, a simple synthesis technique that does not require sophisticated equipment [11] [12]. This process allows a control of the refractive indices of the layers that make up our structure through the current density applied during the anodizing process. The thickness of the layers is controlled through the time during which this current is applied. Some works have reported omnidirectional dielectric mirrors composed of multilayered PS structures in which the index of refraction varies quasi-continuously according to a given functional dependence on the depth [13] [14]. Other have stacked two or more periodic structures, each composed of pairs of layers with different thicknesses [15] [16] yielding NIR OM’s. Completely oxidized chirped multilayered structures, that is, multilayered structures where the thickness of successive pairs of layers is gradually increased [6], have also been developed for the Vis region.

The calculation of the optical properties of these systems is usually carried out through the use of transfer matrices [17] [18]. Each layer is characterized by a $2 \times 2$ matrix that transfers the continuous independent components of the electromagnetic field from one interface to the next. Multiplying the matrices of all the layers we obtain a transfer matrix that relates the fields at the first and last interfaces, where boundary conditions are applied to obtain the optical coefficients. Unfortunately, in the presence of dissipation, the simple product of transfer matrices may become unstable [19] and the resulting optical properties may be unreliable. This would be the case for chirped PS OM tuned to the ultraviolet range in which Si shows a non-negligible dispersion and dissipation. In order to attack this and similar cases, in this paper we explore two alternative methods to achieve numerical stability, reliability and computational efficiency.

The paper is organized as follows. In Section 2 we develop two alternative formalisms that allow the calculation of the optical properties of large multilayered structures even in the case where the ordinary transfer matrix method
fails; in Subsection 2.2 we present a formalism based on an extended matrix that allows calculating the fields at all interfaces, while in Subsection 2.3 we present a formalism based on an expansion on Bloch-like modes of an artificial periodically repeated structure from which the actual system is a finite slice. In Section 3 we provide experimental details about our manufacture of the porous silicon structures with which we test our formalism and in Section 4 we present and discuss numerical and experimental results. Finally, Section 5 is devoted to conclusions.

2 Theory

2.1 Transfer Matrix

Let us consider a system composed of \( N \) layers \( j = 1 \ldots N \) of width \( d_j \) and index of refraction \( n_j \), as shown in Fig. 1, with interfaces lying on the \( xz \) plane and stacked along the \( z \) direction. The propagation of an electromagnetic wave in this system can be described by a \( 2 \times 2 \) transfer matrix

\[
M = M_N M_{N-1} \ldots M_2 M_1
\]

(1)

that relates the components parallel to the interfaces, \( E_\| \) and \( H_\| \), of the electric and magnetic fields across the structure

\[
\begin{pmatrix}
E_\| \\
H_\|
\end{pmatrix}_{z_N} = M 
\begin{pmatrix}
E_\| \\
H_\|
\end{pmatrix}_{z_0},
\]

(2)

where we designate by \( z_{j-1} \) the lower and by \( z_j \) the upper interfaces of layer \( j \), \( z_0 \) corresponds to the interface with the ambient of index of refraction \( n_0 \), \( z_N \) to the interface with the substrate of index of refraction \( n_s = n_{N+1} \), and \( M_j \) relates the fields across a single layer, from \( z_{j-1} \) to \( z_j \),

\[
\begin{pmatrix}
E_\| \\
H_\|
\end{pmatrix}_{z_j} = M_j 
\begin{pmatrix}
E_\| \\
H_\|
\end{pmatrix}_{z_{j-1}},
\]

(3)

and is given by

\[
M_j = \begin{pmatrix}
\cos k_j d_j & iZ_j \sin k_j d_j \\
iY_j \sin k_j d_j & \cos k_j d_j
\end{pmatrix},
\]

(4)

where

\[
k_j = \sqrt{\epsilon_j q^2 - Q^2}
\]

(5)

is the \( z \) component of the wavevector for fields that move towards the \( z \) direction, \( Z_j \) is the corresponding surface impedance, \( Y_j = 1/Z_j \) is the surface admittance, \( \epsilon_j = n_j^2 \) is the permittivity (for simplicity we assumed nonmagnetic media with permeability \( \mu_j = 1 \)), \( q = \omega/c = 2\pi/\lambda \) is the free-space wavenumber corresponding to the wavelength \( \lambda \) and \( Q \) is the projection of the wavevector onto the interfaces, which is conserved according to Snell’s law and the law of
Figure 1: Multilayered system composed of $N$ layers numbered $j = 1 \ldots N$ with widths $d_j$ and characterized by a transfer matrix $M_j$. Each layer is made of one or another of two alternating materials with indices of refraction $n_1$ and $n_2$. The system is deposited on a substrate with index of refraction $n_s$ and is illuminated from an ambient with index of refraction $n_0$ which we take as vacuum ($n_0 = 1$). All interfaces lie on the $xy$ plane, the axis of the structure is along $z$ and we took $xz$ as the incidence plane. We indicate the height $z_j$ of each interface, the wavevector of the incident field with wavenumber $q = \omega/c = 2\pi/\lambda$, incidence angle $\theta_i$ and parallel projection $Q = q \sin \theta_i$. 
reflection, \( Q = n_0 q \sin \theta_i \) with \( \theta_i \) the angle of incidence. The surface impedances are given by \( Z_j = q/k_j \) for TE polarization and \( Z_j = k_j/q \epsilon_j \) for TM polarization.

By writing the fields at the ambient at \( z_0 \) in terms of an incident and a reflected wave,

\[
E_{\parallel}(z_0) = \begin{cases} 1 + r \text{ (TE)} \\ Z_0(1 - r) \text{ (TM)} \end{cases}, \quad H_{\parallel}(z_0) = \begin{cases} Y_0(1 - r) \text{ (TE)} \\ 1 + r \text{ (TM)} \end{cases},
\]

(6)

and writing the fields in the substrate at \( z_N^+ \) in terms of a transmitted wave

\[
E_{\parallel}(z_N) = \begin{cases} t \text{ (TE)} \\ Z_{st}t \text{ (TM)} \end{cases}, \quad H_{\parallel}(z_N) = \begin{cases} Y_{st}t \text{ (TE)} \\ t \text{ (TM)} \end{cases},
\]

(7)

assuming an incident wave of unit amplitude, Eq. (2) becomes a system of two equations which may be solved for the two unknowns, the reflection and transmission amplitudes \( r \) and \( t \).

### 2.2 Extended Matrix

The common procedure above is very simple and efficient and works well for many systems. Nevertheless, in the cases of absorptive layers, for which \( \epsilon_j \) has an imaginary part, and for metallic systems or right above a resonance for dielectric systems, for which \( \epsilon_j \) may be negative, the wavevector components \( k_j \) may become complex. This may be the case even for transparent systems in the case where \( Q \) is so large that the arguments of the square roots in Eq. (5) become negative. In this case, the trigonometric functions in the transfer matrix (Eq. (4)) get an exponential contribution. Upon the multiplication of many of them to get the transfer matrix of the whole system (Eq. (1)), all the matrix elements would grow exponentially with the size of the system, yielding extremely ill-conditioned matrices that may become useless for the accurate computation of optical properties.

We notice that even when there is dissipation, the transfer matrix of each layer ought to be unimodular, i.e., \( \det M_j = 1 \) \[19\]. Thus, \( M \) should also be unimodular and its two eigenvalues ought to be mutually inverse. Nevertheless, in the presence of dissipation, all elements of the transfer matrix would be large. Thus, there ought to be an exquisite cancellation of large terms in the determinant to yield the value 1. Small numerical noise would destroy this cancellation precluding the accurate calculation of the smallest eigenvalue.

An alternative to the procedure above is to use an extended or complete \( 2N \times 2N \) matrix \[19\] instead of a single \( 2 \times 2 \) transfer matrix, in order to solve simultaneously the set of \( 2N \) equations \[4\] together with Eqs. (6) and (7) for \( r, t \), and the fields \( E_{\parallel}(z_j) \) and \( H_{\parallel}(z_j) \) at all internal interfaces \( j = 1 \ldots N - 1 \). Thus we solve an equation of the form

\[
LF = I,
\]

(8)
where
\[ F = (r, E_{\parallel}(z_1), H_{\parallel}(z_1), \ldots E_{\parallel}(z_{N-1}), H_{\parallel}(z_{N-1}), t)^T \]  
contains information about the field everywhere within the structure,
\[ I = (I_1, I_2, \ldots 0, 0)^T \]
is the inhomogeneous driving term, with
\[ I_1 = \begin{cases} m_{11}^1 - Y_0 m_{12}^1 & (TE) \\ -Z_0 m_{11}^1 - m_{12}^1 & (TM) \end{cases}, \quad I_2 = \begin{cases} -m_{21}^1 - Y_0 m_{22}^1 & (TE) \\ -Z_0 m_{21}^1 - m_{22}^1 & (TM) \end{cases} \]
(we denote by the superscript \( T \) the transpose of a matrix) and
\[ L = \begin{pmatrix} L_1 & - \mathbf{1}_{2 \times 2} & 0_{2 \times 2} & 0_{2 \times 2} & \cdots & \cdots & 0_{2 \times 1} \\ 0_{2 \times 1} & M_2 & - \mathbf{1}_{2 \times 2} & 0_{2 \times 2} & \cdots & \cdots & 0_{2 \times 1} \\ 0_{2 \times 1} & 0_{2 \times 2} & M_3 & - \mathbf{1}_{2 \times 2} & \cdots & \cdots & 0_{2 \times 1} \\ \vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\ 0_{2 \times 1} & 0_{2 \times 2} & \cdots & \cdots & \cdots & M_{N-1} & - \mathbf{1}_{2 \times 2} \\ 0_{2 \times 1} & 0_{2 \times 2} & \cdots & \cdots & \cdots & 0_{2 \times 1} & L_2 \end{pmatrix} \]
is a large sparse matrix coupling the field components among themselves, which we write in blocks, where \( \mathbf{1}_{2 \times 2} \) is the unit \( 2 \times 2 \) matrix, \( 0_{2 \times 1} \) and \( 0_{2 \times 2} \) are a \( 2 \times 1 \) and \( 2 \times 2 \) matrices of zeroes, and we defined
\[ L_1 = \begin{cases} (m_{11}^1 - Y_0 m_{12}^1, m_{12}^1 - Y_0 m_{22}^1)^T, & (TE) \\ (-Z_0 m_{11}^1 + m_{12}^1, -Z_0 m_{21}^1 + m_{22}^1)^T, & (TM) \end{cases} \]
\[ L_2 = \begin{cases} -(1, Y_s)^T, & (TE) \\ -(Z_s, 1)^T, & (TM) \end{cases} \]
(13)
where we denote by \( m_{kl}^j \) the \( k, l \)-th element of the matrix \( M_j \).

Many standard methods may be employed to solve Eq. (8), such as the Gaussian elimination [20, 21], Gauss-Jordan [22, 20], Choleski [23, 20], conjugate gradient [24, 20, 22], and generalized minimal residual methods [25, 20], among others. Some may take advantage for the sparseness and tridiagonality by blocks of the matrix of coefficients in Eq. (12), while others may not. In any case, these methods include pivoting strategies that judiciously choose the sequence of steps to take in simplifying the system of equations in order to numerically stabilize the solution procedure. The usual transfer matrix formalism is equivalent to an immediate elimination of all the fields \( E_{\parallel}(z_j) \) and \( H_{\parallel}(z_j), j = 1 \ldots N - 1 \), which a priori may not turn out to be the best strategy with regards to the numerical stability of the solution. For this reason, we expect that the solution of Eq. (8) may be accurately obtained in systems for which that of Eqs. (2), (6) and (7) may not.
2.3 Bloch Expansion

In the previous subsection we presented a method for obtaining the optical coefficients of a layered structure together with the fields at all its interfaces, that we expect would be more stable than the common transfer matrix method of subsection 2.1. Nevertheless, it implies a much larger computational load. This may be a bagatelle for a single calculation, but it may be of importance, for example, when designing an optimized structure through a minimization procedure that requires full spectra to be calculated for all candidate sets of design parameters. For this reason, in this subsection we develop an alternative method.

To this end, we take the complete multilayered system of Fig. 1, and we replicate it periodically to form an infinite artificial photonic crystal. We can then use Bloch’s theorem to describe the normal modes of this crystal. According to Bloch’s theorem, the modes of a periodic system may be written as a superposition of Bloch waves, each of which acquires a phase factor as it propagates from one period to the next. Therefore, each Bloch wave would obey

$$\begin{align*}
(E_\parallel^\pm & H_\parallel^\pm)_{z_N} = M (E_\parallel^\pm & H_\parallel^\pm)_{z_0} = e^{\pm iKD} (E_\parallel^\pm & H_\parallel^\pm)_{z_0},
\end{align*}$$

(14)

where $D = z_N - z_0$ is the period, which corresponds to the actual thickness of the multilayered system, and $\pm K$ represents a 1D Bloch’s vector corresponding to a wave that propagates along the $\pm z$ direction [26, 27, 28]. Thus, $\Lambda_\pm = e^{\pm iKD}$ are the eigenvalues of the transfer matrix $M$ and $(E_\parallel^\pm, H_\parallel^\pm)^T$ are the corresponding eigenvectors. Notice that we have used the fact that $\det M = 1$ exactly, so that the product of the eigenvalues is $\Lambda_+ \Lambda_- = 1$, and the dispersion relation of the Bloch modes may be obtained in principle from

$$\cos KD = \frac{1}{2} \text{tr } M,$$

(15)

where $\text{tr}$ denotes the trace.

Consider now a finite system of width $MD$ made by stacking together $M$ periods on a substrate. In this case, periodicity would be lost, and a single Bloch mode would not solve the electromagnetic wave problem. Nevertheless, the upwards moving Bloch wave would be reflected downwards at the interface with the substrate, and a downwards moving Bloch wave would be reflected upwards at the interface with the ambient. Thus, the optical properties of a finite system may be obtained by considering a wave incoming from the ambient, a wave reflected back towards the ambient, a wave transmitted towards the substrate and two Bloch waves within the multilayered system, one moving upwards and one moving downwards, as illustrated in Fig. 2 for the extreme case of only $M = 1$ period, which is the case we analyze below. The continuity of $E_\parallel$ and $H_\parallel$ would yield two equations at the two interfaces, with the ambient and with the substrate, from which we may obtain the four unknowns, namely, $r$, $t$ and the amplitudes of both Bloch waves. Notice that for an infinite system,
Figure 2: A wave of amplitude 1 is incident from the ambient into the surface of a multilayered system where it is partially reflected into the ambient and transmitted towards the substrate. Within each layer there are waves propagating upwards (+) and downwards (−). The multilayered system may be replaced by an effective wide layer within which there is one Bloch wave propagating upwards and another propagating downwards. The optical coefficients $r$ and $t$ and the amplitudes of the Bloch waves may be obtained by applying boundary conditions on $E_\parallel$ and $H_\parallel$ at $z_0$ and $z_N$. 
Bloch’s vector $K$ should be real, as the Bloch wave would otherwise diverge either as $z \to \infty$ or $z \to -\infty$. Nevertheless, for a finite system we may use Bloch-like modes, for which we allow $K$ to be complex.

In the presence of even a very tiny dissipation, the Bloch-like waves should decay as they propagate. Thus, we identify the eigenvalue of the upwards moving mode $\Lambda_+ = e^{iKD}$ as the one that obeys $|\Lambda_+| < 1$, $\text{Im}K > 0$, adding a negligible amount of dissipation if necessary to resolve the apparent ambiguity when $|\Lambda_+| = 1$. Similarly, the downwards moving wave has

$$|\Lambda_-| > 1.$$  \hspace{1cm} (16)

Notice that we may avoid the numerical instability issues discussed above if we first identify the eigenvalue for the downwards wave

$$\Lambda_- = \frac{1}{2} \text{tr} M \pm i \sqrt{1 - (\text{tr} M/2)^2},$$  \hspace{1cm} (17)

where we chose the sign so as to obey Eq. (16), and then obtain the eigenvalue for the upward wave

$$\Lambda_+ = \frac{1}{\Lambda_-}.$$  \hspace{1cm} (18)

Following this procedure we avoid the cancellations which amplify the numerical noise and we obtain eigenvalues that are consistent with the exact unimodularity of the transfer matrix.

Having obtained the eigenvalues $\Lambda_\pm$ of the transfer matrix, we may obtain the corresponding eigenvectors $E_\parallel^\pm$ and $H_\parallel^\pm$ from Eq. (14), and from them, the corresponding surfaces impedances

$$Z_\pm = -\frac{M_{12}}{M_{11} - \Lambda_\pm},$$  \hspace{1cm} (19)

where $M_{ij}$ ($i, j = 1, 2$) denote the elements of the transfer matrix $M$. By writing the fields at $z_0$ and $z_N$ as a superposition of upward and downward propagating (or decaying) fields $E_\parallel^\pm = Z_\pm H_\parallel^\pm$, we can relate the fields at $z_N$ to the fields at $z_0$ through a reconstructed transfer matrix,

$$\begin{pmatrix} E_\parallel \\ H_\parallel \end{pmatrix}_{z_N} = \tilde{M} \begin{pmatrix} E_\parallel \\ H_\parallel \end{pmatrix}_{z_0},$$  \hspace{1cm} (20)

where

$$\tilde{M} = \frac{1}{Z^+ - Z^-} \begin{pmatrix} Z^+ \exp(iKD) - Z^- \exp(-iKD) & -2iZ^+Z^- \sin KD \\ 2i\sin KD & Z^+ \exp(-iKD) - Z^- \exp(iKD) \end{pmatrix}.$$  \hspace{1cm} (21)

It can be shown that this matrix complies with unimodularity.

The result above can be readily generalized to a system of $MN$ layers made up of $M > 1$ repetitions of an arbitrary structure with $N$ layers. To that end it is only necessary to interpret $M$ in Eqs. (15) and (17) as the transfer matrix of one period, substitute $z_N$ by $z_{MN}$ in Eq. (20) and $D$ by $MD$ in Eq. (21).
We can finally solve Eqs. (6), (7), (20) and (21) to obtain explicit expressions for the optical coefficients

\[
r = \mp \frac{Z_0 \tilde{M}_{11} + \tilde{M}_{12} - Z_0 Z_s \tilde{M}_{21} - Z_s \tilde{M}_{22}}{Z_0 M_{11} - M_{12} - Z_0 Z_s M_{21} + Z_s M_{22}},
\]

(22)

and

\[
t = \frac{2Z_0}{Z_0 M_{11} - M_{12} - Z_0 Z_s M_{21} + Z_s M_{22}},
\]

(23)

where we choose the upper sign \(-\) in Eq. (22) and the subscript \(\alpha = s\) in Eq. (23) for the case of TE polarization, while the lower sign \(+\) and the subscript \(\alpha = 0\) correspond to TM polarization. As usual, the reflectance is given by \(R = |r|^2\) and the transmittance by \(T = \beta |t|^2\) with \(\beta = Z_0/Z_s\) for the case of TE polarization and \(\beta = Z_s/Z_0\) for the case of TM polarization. Notice that one may factor out and cancel from Eq. (22) a possibly large factor \(e^{-iKD}\) and that the dominant term when \(\text{Im} \, KD\) is large is

\[
r \approx \pm \frac{Z^+ - Z_0}{Z^+ + Z_0},
\]

(24)

which coincides with the result for a semi-infinitely repeated system, as there would be a negligible contribution from the Bloch-like wave reflected at the substrate. In this case, instead of starting the calculation above from \(M\) it may be enough to start from a partial transfer matrix

\[
M' = M_{N'} \cdot M_{N'-1} \ldots M_3 M_1
\]

(25)

with \(N' < N\), but large enough so that the interface at \(z_{N'}\) is beyond the reach of the upward-moving Bloch’s wave.

3 Experimental details

A photonic structure was synthesized through anodic etching of a (100) oriented, p-type Boron doped, crystalline Si wafer with resistivity 0.002-0.005 \(\Omega\cdot\text{cm}\), under galvanostatic conditions [29, 11]. The electrochemical anodizing process was performed at room temperature, with an electrolyte mixture of aqueous HF (48\% (w/w)) and ethanol (99.9\% (w/w)) in 1:1 volumetric proportion, respectively. The current density and the etching duration of each layer was controlled using a programmable current source. The current densities were chosen as 2 and 305 mA/cm\(^2\), with corresponding porosities 41\% and 76\%, respectively. The calibration curves were acquired through a gravimetric technique as follows: Silicon wafers were used for synthesizing under similar conditions single layers of porous silicon, their weights \(m_i\) were determined before \((m_1)\) and after \((m_2)\) the electrochemical attack, and after dissolving the already formed porous silicon layer \((m_3)\), to calculate the porosity as \(p = (m_1 - m_2)/(m_1 - m_3)\) [30]. The rate of formation of the nanostructured porous silicon films was obtained
Figure 3: Reflectance spectra of a structure of 101 pairs of PS layers, calculated as a function of angle of incidence $\theta_i$ and wavelength $\lambda$ using the transfer matrix (upper panels), the extended matrix (middle), and the Bloch expansion methods (lower) for TE (left), and TM (center) polarizations, and for non-polarized light (right). The layers have porosities $p_1 = 41\%$ and $p_2 = 76\%$ and widths obtained from Eqs. (26) and (27) choosing $\lambda_i = 400\, \text{nm}$, $\lambda_f = 1400\, \text{nm}$ and $\nu = 0.35$.

by synthesizing again single layers under similar conditions and measuring their thicknesses through scanning electron microscopy (SEM). The absolute reflectivity measurements were carried out with a Perkin Elmer Lambda 950 UV/Visible spectrophotometer with a variable angle universal reflectance accessory (URA) for different incident angles $\theta_i = 8^\circ$, $30^\circ$, $45^\circ$ and $60^\circ$ using non-polarized light. The maximum and minimum values of $\theta_i$ were constrained by the angular range of the URA.

4 Results and discussion

In Fig. 3 we show the reflectance spectra calculated with the three methods discussed in Sec. 2 for a system made up of $P = 101$ pairs of PS layers with alternating porosities $p_1 = 41\%$ and $p_2 = 76\%$ respectively on a Si substrate. The thicknesses $d_{2k-1}$ and $d_{2k}$ ($k = 1 \ldots P$) were chosen to correspond to quarter-wave plates,

$$k_{2k-1}^D d_{2k-1} = k_{2k}^D d_{2k} = \pi/2,$$

as in a Bragg mirror [8, 10], where $k_{2k-1}^D$ and $k_{2k}^D$ were obtained from Eq. (5) evaluated at a given depth dependent design wavelength [6]

$$\lambda_k^D = \lambda_i + (\lambda_f - \lambda_i) \left( \frac{k - 1}{P - 1} \right)^\nu$$

(27)
with initial wavelength $\lambda_i = 400$ nm and final wavelength $\lambda_f = 1400$ nm. The value of the exponent $\nu = 0.35$ was chosen by maximizing the calculated reflectance averaged over the wavelengths 250 nm-1400 nm and the angles $0^\circ - 90^\circ$, respectively. To that end, we used the Nelder-Mead simplex method through the MINUIT package. This is a widely used simple but robust optimization algorithm. The optimal average reflectance we obtained was 0.91. Eq. (27) has been shown to yield chirped multilayered structures with high reflectance over a wide frequency range [6]. The refractive indices of the nanostructured PS layers were obtained for each wavelength using the Bruggeman effective medium theory [30] and a wavelength dependent Si response [34, 35]. We notice that using the $2 \times 2$ transfer matrix, the reflectance spectra could not be calculated for wavelengths $\lambda < 310$ nm for which Si becomes highly dissipative and the double-precision transfer matrix overflowed numerically (white regions in upper row of Fig. 3).

The results of the extended matrix method coincide closely with those of the standard transfer matrix where the latter converges. Furthermore, it converges with no problem over all the range explored, down to and beyond $\lambda = 250$ nm. The results of using the Bloch expansion method are indistinguishable from those of the extended matrix. Thus, despite the fact that the standard transfer matrix method is very useful and commonly used, it fails when the system is highly dissipative or is made up of a very large number of layers. The extended matrix and the Bloch expansion methods do not have this limitation. Moreover, they coincide among themselves and coincide with the transfer matrix method whenever it converges. Although numerical stability is obtained when working with the extended matrix, the computation time it requires is much larger than that of the $2 \times 2$ matrices. The time may be somewhat reduced by reducing the number of unknowns by aggregating the layers in groups characterized by a single matrix, given by the product of the transfer matrices of its members, as numerous as possible as long as that the determinant of the transfer matrix of the group does not drift away from the nominal value 1. Even applying this grouping separately for the spectral region where Si is highly dissipative, requiring many small groups, and where it is not, for which a few large groups suffice, the computation time required is much larger than that using the Bloch expansion. Thus, we conclude that the Bloch expansion provides us with numerical stability, reliability and computational efficiency. An advantage, though, of the extended matrix, is that it yields the field profiles, as illustrated below.

In Fig. 4 we show the squared magnitude of the electric field as a function of depth for the case of a TE field incident on the same structure as in Fig. 3 for various angles of incidence and wavelengths, obtained by using the extended matrix. We observe that the penetration depth of the electromagnetic field increases as the wavelength increases. This is not unexpected, as we designed our structure with thicker layers deeper inside. The penetration depth also increases as the angle of incidence increases. Notice the oscillations in the field profile, more notable for the cases with deeper penetration. There are short lengthscale oscillations corresponding to the texture of the structure, and longer lengthscale oscillations due to the interference between multiply reflected waves from the
Figure 4: Squared magnitude of the electric field for TE polarization as a function of depth for same system as in Fig. 3 for different angles of incidence ($\theta_i = 45^\circ$, 60$^\circ$, 70$^\circ$, and 80$^\circ$ from top to bottom) and several wavelengths ($\lambda = 300$ nm, 900 nm, and 1400 nm from left to right).
Figure 5: Squared magnitude of the magnetic field as a function of depth, as in Fig. 4 but for TM polarization.

region where propagation is forbidden due to Bragg reflections and from the front surface of the structure. These long-scale oscillations are responsible for the oscillations visible in the reflectance spectra for long wavelengths in Fig. 3.

We remark that while the total thicknesses of this structure is $D \approx 32 \mu m$, the penetration depth turns out to be no larger than 25 $\mu m$, covering just 83 of the 101 periods, in the case $\lambda = 1400$ nm, $\theta_i = 80^\circ$.

In the corresponding case but for TM polarization, the field penetrates a much larger distance, as shown Fig. 5 for the same structure as in Fig. 4. In this case, the field already penetrates more than 25 $\mu m$ for $\lambda = 1400$ nm and $\theta_i = 45^\circ$, while for larger angles it penetrates the entire structure.

The results above suggest that for some combinations of polarization, wavelength and angle of incidence, smaller structures may produce the same results than the full structures discussed previously. In Fig. 6 we show the reflectance spectra calculated for TE and TM polarizations, and for non-polarized light using the Bloch expansion for a multilayered system consisting of the first 83 periods of the system corresponding to Fig. 3 with 101 periods. According to Fig. 4, this system is wider than the penetration depth for TE polarization and $\theta_i < 80^\circ$ and we can observe the expected correspondence between Figs. 6a-c with Figs. 3a-i. We have verified this agreement quantitatively. The agreement for TE polarization is better than for TM, given the smaller penetration depth. Even though we considered here narrower systems, the usual transfer matrix method failed in the UV, while the extended matrix and the Bloch expansion methods succeeded and were consistent.
Figure 6: Reflectance spectra as a function of wavelength and angle of incidence obtained for TE (left), TM (center) polarizations, and for non-polarized light (right), using the Bloch expansion for a structure as in Fig. 3 but with only the first 83 periods.

In Fig. 7 we show the experimental reflectance for non-polarized incident light as a function of wavelength for various angles of incidence. The fabricated sample corresponds to the structure presented in Fig. 3 and consists of 101 pairs of layers with target porosities 41% and 76%, as described in Sec. 3 and with target widths obtained from Eqs. (26) and (27) with $\lambda_i = 400$ nm, $\lambda_f = 1400$ nm and $\nu = 0.35$. SEM images of the synthesized structure are also shown in the figure, displaying the gradual increase in the thickness of the layers with increasing depth. For comparison, Fig. 7 also shows theoretical results obtained as in Fig. 3. Notice that we could calculate $R$ for the lowest wavelengths only through our proposed formalisms. The calculated and measured spectra have similar features, though the experimental reflectance is lower, more so at larger angles, and their differences are also larger at shorter wavelengths, where the theoretical reflectance shows larger oscillations. The differences between the experimental and calculated spectra could be partially due to the scattering of light at the actual interfaces, which naturally have some roughness [36]. They may also be due to confinement induced changes in the dielectric function of the Si phase of porous silicon, as it has been argued [37, 38] that in the blue spectral range the imaginary part of the response of the solid phase of heavily p-type doped porous silicon is significantly larger than that of bulk silicon, and that its interband transitions become broadened and red-shifted. Thus, in Fig. 7 we also show theoretical results obtained as in Fig. 3 but incorporating some effects of roughness through a macroscopic interface transfer matrices [36] and convoluting the dielectric function of the Si phase [34, 35] with a Gaussian weight in order to red-shift and broaden its spectral features. The parameters of the modified theory are the roughness height, and the red-shift and broadening of the Si response. Thus, we fitted a shift of 0.032 $\mu$m and a spectral broadening of 0.022 $\mu$m, of the order of those discussed in Refs. [37, 38], and a depth dependent roughness amplitude that increases grows from 0.5 to 2.6 nm from ambient towards substrate in proportion to the widths of each layer. The modified theory yields a lower reflectance overall, diminished oscillations for short wavelengths and the decay of the reflectance of large wavelengths and large angles, in good agreement with experiment. In Fig. 7 we also illustrate the profile of the structure through a SEM image. The gradual increase of the thickness of the
Figure 7: Measured (solid red) and calculated (dotted blue) reflectivity spectra of the sample described in the text as a function of wavelength at four different angles (a) 8°, (b) 30°, (c) 45° and (d) 60°. We also include a modified calculation that accounts for some roughness and confinement effects (green dashed, see text). (e) Micrograph of the cross-section of the 101-period structure. The inset shows a top view photograph.

layers with increasing depth is visible and is consistent with our design given by Eq. (27).

5 Conclusions

We have shown that the usual transfer matrix approach to the calculation of optical properties of multilayered systems may fail for large systems in the presence of absorption. Nevertheless, numerical stability may be achieved by using 2 alternative methods: using an extended or complete transfer matrix and using a method based on the excitation of Bloch-like modes. We applied these methods to the calculation of the reflectance spectrum of a wide spectrum omnidirectional mirror consisting of a large multilayered chirped structure made of porous silicon. Both proved to be precise and stable. The extended matrix is considerably slower than the expansion in Bloch modes, but it yields more information and allows an analysis of the fields dependence on depth, which we applied to study the wavelength and angle dependent penetration depth, which in turn allowed us to replace the original structures by a thinner one that yielded the desired optical properties within a large range of wavelengths and angles of incidence. On the other hand, the expansion in Bloch-like modes allows fast, stable and accurate calculations, providing thus an ideal method for the design and optimization of large multilayered structures which could be made of periodic repetitions of a single unit or completely aperiodic as in our chirped example. We compared our calculated reflectance spectra to experimen-
tal results and obtained good agreement even for the UV region where there is relatively strong absorption. The agreement could be improved by considering effects such as the interfacial roughness and the modification of the response of Si within the confined pore walls, effects that can readily be incorporated into our formalism. Thus, we conclude that our approach is useful for the computation, design and analysis of the optical properties of very large multilayered systems.
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