Right large deviation principle for the top eigenvalue of the sum or product of invariant random matrices
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Abstract

In this note we study the right large deviation of the top eigenvalue (or singular value) of the sum or product of two random matrices \( A \) and \( B \) as their dimensions goes to infinity. The matrices \( A \) and \( B \) are each assumed to be taken from an invariant (or bi-invariant) ensemble with a confining potential with a possible wall beyond which no eigenvalues/singular values are allowed. The introduction of this wall puts different models in a very generic framework. In particular, the case where the wall is exactly at the right edge of the limiting spectral density is equivalent, from the point of view of large deviations, to considering a fixed diagonal matrices, as studied previously in Ref. [1]. We show that that the tilting method introduced in Ref. [1] can be extended to our general setting and is equivalent to the study of a spherical spin glass model specific to the operation - sum of symmetric matrices / product of symmetric matrices / sum of rectangular matrices - we are considering.
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1 Introduction

Since the pioneer work of Wishart [2] and Wigner [3] in the 60s, Random Matrix Theory (RMT) has found applications in many domains of research, ranging from the theory of disordered system [4, 5] to telecommunications [6] and finance [7] and even more recently to statistical learning theory [8, 9], to cite few examples. In particular the top eigenvalue/singular value of a random matrix plays a fundamental role in many fields: for example in statistics, Principal Component Analysis (PCA) [10] is often used to reduce the dimensions of a raw matrix based on the values of first top eigenvalues; in the study of the stability of a complex system [11, 12, 13, 14, 15] the top eigenvalue of the (opposite of the) stability matrix of a randomly linear system indicates whether the system is locally stable or not; in the theory of disordered system, the law of the top eigenvalue is related to the so-called complexity of the system, see Refs. [16, 17, 18].

Therefore, a natural question in RMT and related fields is the following: given a random symmetric (respectively rectangular) matrix $A$, as the dimensions of this matrix grows, what is the typical value of the top eigenvalue (resp. singular value) and what is the probability to find it at a position, say $x$, far from this typical value? When this probability is exponentially small, one says that the top eigenvalue satisfies a large deviation principle and the goal is to calculate both the speed of convergence (what is the power in $N$ in the exponential decay?) and the rate function (what is the leading prefactor and how does it depend on the position $x$?). The first natural case is to consider, $A$ as taken from an invariant ensemble, a family containing both the famous Gaussian orthogonal ensemble (GOE) and the Wishart ensemble of RMT. Based on a direct analogy between the ensemble of eigenvalues and a Coulomb gas of particles restricted on the real line, the large deviation can be computed explicitly, see Refs. [19, 20, 21, 22, 23, 24] and [25] for a review. In particular, both the speed of convergence and the rate functions depend on whether $x$ is above or below the typical value. The former is known as the right large deviation principle and the latter is known as the left large deviation principle. Several studies have gone beyond the invariant ensemble case by looking for example at generalized Wigner matrices, see Refs. [26, 27, 28, 29] or looking at small-rank deformation of an invariant ensemble, see Refs. [30, 31, 32]. Recently, there has been an interest in the so-called full-rank deformation:

1. In Ref. [11], the authors studied the right large deviation for the sum $C = \tilde{A} + \tilde{O}B\tilde{O}^T$, where $O$ is a random (uniform) orthogonal matrix, and $\tilde{A}$ and $B$ are two fixed diagonal matrices, based on a tilting method with the additive spherical integral.

2. In Ref. [33], based on similar ideas, the author studied the (right) large deviation of the top eigenvalue of the sum $C = \tilde{A} + B$ where $B$ is a (slight generalization of a) GOE matrix.
3. In Ref. [34] and based again on similar methods, the case of the large deviation of the top eigenvalue of the product $C = \sqrt{\tilde{A}B}\sqrt{\tilde{A}}$, where $\tilde{A}$ is a diagonal matrix and $B$ is a Wishart matrix, was studied.

In this paper, we obtain explicitly the right large deviation principle for the top eigenvalue (or singular value if the matrices are rectangular) of the sum or the product of two arbitrary matrices; by which we mean that each matrix can be either taken from an invariant ensemble or can be a (randomly rotated) diagonal matrix. In particular, our results allows one to recover the three specific cases considered previously in Refs. [1, 33, 34] and to obtain new results for cases that have not been previously considered. To obtain our result, we first introduce an invariant ensemble with a wall, a natural generalization of the classical invariant ensemble. From the point of view of large deviations, we show that for a proper choice of the position of the wall (namely the wall is exactly at the edge of the spectrum), we recover the cases of deterministic matrices. Second, we extend the tilting method introduced in Ref. [1]. We argue that when one is considering respectively the product of two symmetric matrices or the sum of two rectangular matrices, one should replace the additive spherical integral with respectively the multiplicative spherical integral and the rectangular spherical integral. In each case, we give a natural interpretation of those spherical integrals as the partition function of a disordered system. Based on ideas develop in Ref. [35], we give the precise asymptotic behavior for the annealed free energies of any invariant random matrix, going beyond the case of GOE and Wishart matrices which can tackled by direct Gaussian integration. Combining this result with the asymptotic behavior of the quenched free energy of those three (additive, multiplicative, rectangular) spherical integrals derived in Refs. [36, 37, 38, 39, 40] allows us to get the rate function in each case.

The rest of the paper is organized as follows: in Sec. 2 we recall the main results concerning large deviations of the top eigenvalue of one random matrix from a (classical) invariant ensemble. This allows us to introduce the main concepts and notations used in this paper. In particular, we define the so-called invariant ensemble with a wall and also described the case of bi-invariant rectangular random matrices. In Sec. 3 we introduce the main tool to compute the rate function: the tilting method with spherical integrals. Our description of the tilting method has been made in a general framework in order to describe the idea of the computation for each of the three cases (sum of symmetric matrices, product of symmetric matrices, sum of rectangular matrices) simultaneously. We then go into detail for each case separately. We consider the case of the sum of two symmetric matrices in Sec. 4, the product of two symmetric matrices in Sec. 5 and the sum of rectangular matrices in Sec. 6. In each Section, we give explicitly the expression for the rate function together with concrete examples. This rate function admits up to three different regimes. Based on the similarity with the rate function of the simpler model of a rank-one deformation of one invariant random matrix, described in App. C and the rate function of the toy model of the sum of two rank-one matrix, described in App. D we give a natural interpretation for each regime. In App. A we recall classical properties of RMT and free probability that are used in the main text and App. B contains derivation of the quenched and annealed free energies.

2 Reminder on right large deviation for one random matrix: The pulled Coulomb gas approach

Before considering the addition or multiplication of two random matrices, let’s first briefly recall the simpler case of one random matrix in an invariant ensemble. We first start with symmetric random matrices.
2.1 Classical Rotationally Invariant Ensemble

For an analytic confining potential $V(\cdot)$, we say that a matrix is drawn from a (classical rotationally) invariant ensemble if the probability to observe the matrix $A \equiv A_N$ in a region $R$ in the space of $(N \times N)$ symmetric matrices is defined as:

$$P_V[A \in R] = \frac{1}{Z_{N,V}} \int_R e^{-\frac{N}{2} \text{Tr} V(A)} dA,$$

where $dA$ is the Lebesgue measure over the space of $(N \times N)$ symmetric matrices and $Z_{N,V}$ is a constant ensuring that this probability is normalized to one. When considering positive semi-definite matrices, we will implicitly assume the potential to be defined on $\mathbb{R}_+$. For any orthogonal matrix $O$ we have $V(OAO^T) = OV(A)O^T$ which together with the cyclical property of the trace gives:

$$P_V[OAO^T \in R] = P_V[A \in R] \quad (\forall O \in O(N)) ,$$

where $O(N)$ is the group of $(N \times N)$ orthogonal matrix; hence the name (rotationally) invariant ensemble.

**Example (GOE matrices):** If one considers the elements $A_{ij}$ of the matrix $A$ to be independent (up to the symmetry) Gaussian random variables with mean zero and variance $\sigma^2/N$ for the off-diagonal elements and $2\sigma^2/N$ for the diagonal elements, then this ensemble corresponds to the famous Gaussian Orthogonal Ensemble (GOE) for which the potential is equal to:

$$V(\lambda) = \frac{\lambda^2}{2\sigma^2} .$$

**Example (Wishart matrices):** Consider a $(N \times M)$ rectangular matrix $X$ with $M \geq N$, where the elements of $X$ are Gaussian independent random variables with mean zero and variance one, from which we construct the $(N \times N)$ square matrix $A := \frac{1}{M} XX^T$. The matrix $A$ is a (Gaussian White) Wishart matrix. It is rotationally invariant with potential:

$$V_N(\lambda) = \frac{M}{N} \lambda + \left( 1 - \frac{M}{N} + \frac{1}{N} \right) \log \lambda \rightarrow V(x) = \frac{\lambda}{q} + \left( 1 - \frac{1}{q} \right) \log \lambda ,$$

where the asymptotic behavior in Eq. (4) corresponds to the double scaling limit $N \rightarrow \infty$ and $M \rightarrow \infty$ with $\frac{N}{M} \rightarrow q \in (0, 1)$. The invariant ensemble with the potential $V(\cdot)$ in Eq. (4) is sometimes known as the Laguerre Orthogonal Ensemble.

From there, it is a standard result of RMT that $A$ admits the following spectral decomposition $A = V \text{Diag}(\lambda_1(A), \ldots, \lambda_N(A)) V^T$, where the matrix of eigenvectors $V$ is taken uniformly over $O(N)$. To ease notation when it is needed, we write $\lambda_i \equiv \lambda_i(A)$ for the eigenvalues of the matrix $A$. The joint density of the eigenvalues is given by:

$$P_N(\lambda_1, \ldots, \lambda_N) = \frac{1}{Z_N} \exp \left[ -\frac{N}{2} \sum_{i=1}^{N} V(\lambda_i) + \frac{1}{2} \sum_{ij \neq j} \log |\lambda_i - \lambda_j| \right] .$$

The term $\sum_{ij \neq j} \log |\lambda_i - \lambda_j|$ is the Jacobian of the change of variable $A \rightarrow (V, \{\lambda_i\})$ and is exactly the pairwise repulsive interaction of the $2d$-Coulomb gas. In the large $N$
limit, the empirical (random) spectral density converges to a non-random smooth density 
\( \mu_A(\cdot) \):
\[
\mu_A(\lambda) \coloneqq \frac{1}{N} \sum_{i=1}^{N} \delta(\lambda - \lambda_i(A)) \to_{N \to \infty} \mu_A(\lambda) .
\]
where \( \mu_A(\cdot) \) is the solution of the Tricomi problem:
\[
P.V. \int \frac{\mu_A(\lambda')}{\lambda - \lambda'} d\lambda' = \frac{V'(\lambda)}{2},
\]
where P.V. stands for Principal Value.

**Example (GOE matrices and the semi-circle distribution):** For GOE matrices with a quadratic potential given by Eq. (3), the solution of this Tricomi equation is given by the famous semi-circle distribution:
\[
\mu_{sc}(\lambda) = \frac{\sqrt{4\sigma^2 - \lambda^2}}{2\pi\sigma^2} I_{[-2\sigma,2\sigma]}.
\]
where \( I_{[a,b]} \) is the indicator function, it is equal to 1 if \( \lambda \in [a,b] \) and zero otherwise.

**Example (Wishart matrices and the Marčenko-Pastur distribution):** For Wishart matrices with potential given by Eq. (4), one obtains the Marčenko-Pastur distribution:
\[
\mu_{MP_q}(\lambda) = \frac{\sqrt{(a_+ - \lambda)(\lambda - a_-)}}{2\pi q\lambda} I_{[a_-,a_+]}.
\]
where the edges are given by \( a_{\pm} = (1 \pm \sqrt{q})^2 \).

### 2.2 Invariant Ensemble with a wall

Importantly, Eq. (5) for the joint density of eigenvalues still makes sense if we introduce a wall at a position \( w_A \geq a_+ \) beyond which the potential is infinite. We say that a matrix is taken from an invariant ensemble with a wall at \( w_A \), which we denote by \( A \sim P_{V,w_A} \), if \( A = O \text{Diag}(a_1,\ldots,a_N)O^{T} \) with \( O \) uniform over \( O(N) \) and the \( \{\lambda_i\} \) follow the joint law of Eq. (5) with \( V(\cdot) \) a confining potential such that \( V(x > w_A) = \infty \). By construction, we still have the property (2) for random matrices taken from this ensemble. It is important to notice that the introduction of this wall does not change the limiting equilibrium density \( \mu_A(\cdot) \) since \( w_A \geq a_+ \) and the solution of the Tricomi problem of Eq. (7) only depends on the values of the potential between the two edges \( a_{\pm} \). The introduction of these invariant ensembles with a wall might seem odd at first, but as we will see later on, this construction allows the study of the sum of two matrices where one (or both) matrix is a fixed diagonal matrix:
\[
\tilde{A} = \begin{pmatrix}
\tilde{a}_1 & 0 & \ldots & 0 \\
0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \ldots & 0 & \tilde{a}_N
\end{pmatrix}.
\]

---

\(^{1}\)When considering two diagonal matrices, we will be considering the sum \( C = \tilde{A} + OBO^{T} \) with \( O \) uniform over \( O(N) \), such that \( \tilde{A} \) and \( OBO^{T} \) are asymptotically free and the spectrum of the eigenvalues of the sum (respectively of the product) is given asymptotically by the free convolution described in Sec. 4.1 (resp. the multiplicative free convolution described in Sec. 5.1).
Figure 1: Potential and limiting density for a random matrix taken from an invariant ensemble with a wall. Beyond the wall, the potential is infinite. The limiting density is the same as if there were no wall ($w_A \to \infty$) since $w_A \geq a_+$. The black dots represent a 'typical' configurations of the eigenvalues at finite $N$.

The $\{\tilde{a}_i\}$ are 'frozen' sequences of numbers such that as we increase the size of the matrix, their empirical distribution converges to the same $\mu_A(\cdot)$:

$$\mu_{\tilde{A}}(\lambda) := \frac{1}{N} \sum_{i=1}^{N} \delta(\lambda - \tilde{a}_i) \xrightarrow{N \to \infty} \mu_A(\lambda).$$  \hspace{1cm} (11)

and importantly the minimum and the maximum of the $\{\tilde{a}_i\}$ converge to the edges $a_-$ and $a_+$ of $\mu_A(\cdot)$ (that is, in the large $N$ limit, no outlier survives). To be more concrete, a typical example for the choice of the $\{\tilde{a}_i\}$ is to take them as the quantiles of the distribution $\mu_A(\cdot)$, sometimes called the "classical positions" of the particles. For a given $N$ and for each $i$ ranging from 1 to $N$, this means that $\tilde{a}_i$ is solution of the integral equation:

$$\int_{a_-}^{\tilde{a}_i} \mu_A(\lambda)d\lambda = \frac{i}{N+1},$$  \hspace{1cm} (12)

and by construction their empirical distribution converge to $\mu_A(\cdot)$. Another natural choice is to draw independently each $\tilde{a}_i$ from the distribution $\mu_A(\cdot)$. Now in general, diagonal matrices of the form of Eq. (10) are very different from random matrices taken from an invariant ensemble since their eigenvalues are fixed and don’t have a true repulsion as in Eq. (5). However, when one consider the problem of large deviation of the top eigenvalue, we will see that they behave as an invariant ensemble with a wall exactly at the edge ($w_A = a_+$). This will be made more precise later on, but one can already see that if there is a wall exactly at the edge, then at finite $N$ the top eigenvalue cannot fluctuate outside the support of the bulk density $\mu_A(\cdot)$ and hence it is in a sense fixed. This construction is superfluous when considering just one matrix (in this case the question of large deviation for the top eigenvalue of a deterministic matrix as in Eq. (10) is trivial), but turns out to be very convenient when considering the sum or product of two matrices.

Remark (wall at infinity and classical invariant ensemble): One may note that we recover the case of classical invariant ensemble of Sec. 2.1 by sending $w_A \to \infty$. 
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2.3 Coulomb gas approach

Coming back to random symmetric matrices from an invariant ensemble, if we order the eigenvalues in decreasing order, \( \lambda_1(A) \geq \cdots \geq \lambda_N(A) \) then we have:

\[
\lambda_1(A) \xrightarrow{N \to \infty} a_+.
\]

This result is valid in the formal \( N \to \infty \) and a natural question is to estimate the probability at large but finite \( N \), \( \mathbb{P}[\lambda_1(A) \simeq x] \), of having the top eigenvalue \( \lambda_1(A) \) at a position \( x \) different from its typical value \( a_+ \). If the density \( \mu_A(\cdot) \) is 'non-critical', by which we mean that it behaves as a square-root near the edge \( a_+ \),

\[
\mu_A(x) \sim \frac{\gamma_0}{\pi} \sqrt{a_+ - x} ,
\]

then the small deviations of \( \lambda_1(A) \) around the limiting value \( a_+ \) are given by the Tracy-Widom law for fluctuations of order \( O(N^{-2/3}) \), see Refs. [41, 42]. For a value of \( x \) far from the edge \( a_+ \), one is outside the scope of the Tracy-Widom regime describing typical fluctuations and one needs to estimate a very rare event dictated by a large deviation principle. This can be summarized (see Ref. [25]) by the following set of equations:

\[
\mathbb{P}[\lambda_1(A) \simeq x] \approx \begin{cases} 
\exp \left[ -N^2 \Psi_- (x) + o(N^2) \right] & \text{for } x < a_+ \text{ and } |x - a_+| \sim O(1) , \\
\gamma_0 N^{2/3} (\mathcal{F}(1))' (\gamma_0 N^{2/3} (x - a_+)) & \text{for } |x - a_+| \sim O(N^{-2/3}) , \\
\exp \left[ -N \Psi (x) + o(N) \right] & \text{for } x > a_+ \text{ and } |x - a_+| \sim O(1) .
\end{cases}
\]

The function \( \mathcal{F}(1) \) in Eq. (15) is the \( \beta = 1 \) Tracy-Widom function. The scaling (or speed of convergence) of the large deviation principle is different if \( x \) is either above or below the edge \( a_+ \), and can be naturally interpreted thanks to the 2d-Coulomb gas picture.

2.3.1 The pulled Coulomb gas \((x > a_+)\)

Let’s consider the case \( x > a_+ \) which is the main subject of this note. Integrating the joint density in Eq. (5), one has that computing the (logarithm of the) probability \( \mathbb{P}[\lambda_1(A) \simeq x] \) is equivalent to computing the difference of energy between the configuration of a 2d-Coulomb gas where the top particle is pulled at the position \( x \) and the configuration of the unperturbed 2d-Coulomb gas. For the perturbed gas, we are just moving one particle away from the bulk, and thus we expect that this perturbation does not change the equilibrium density \( \mu_A \) of the \( N - 1 \) other particles inside the bulk. This induces the scaling in Eq. (15) for \( x \) above \( a_+ \), and the right rate function is given by:

\[
\Psi(x) = \frac{1}{2} \left[ V(x) - V(a_+) - 2 \int \log(x - \lambda) \mu_A(\lambda) d\lambda + 2 \int \log(a_+ - \lambda) \mu_A(\lambda) d\lambda \right] ,
\]

which can be written in integral form as:

\[
\Psi(x) = \int_{a_+}^{x} \left( \frac{V'(t)}{2} - g_A(t) \right) dt ,
\]

where

\[
\frac{1}{2} \left[ V(x) - V(a_+) - 2 \int \log(x - \lambda) \mu_A(\lambda) d\lambda + 2 \int \log(a_+ - \lambda) \mu_A(\lambda) d\lambda \right] ,
\]

and

\[
\int_{a_+}^{x} \left( \frac{V'(t)}{2} - g_A(t) \right) dt ,
\]

where

\[
\frac{1}{2} \left[ V(x) - V(a_+) - 2 \int \log(x - \lambda) \mu_A(\lambda) d\lambda + 2 \int \log(a_+ - \lambda) \mu_A(\lambda) d\lambda \right] ,
\]

and

\[
\int_{a_+}^{x} \left( \frac{V'(t)}{2} - g_A(t) \right) dt ,
\]
where $g_A(.)$ is the Stieltjes transform of $\mu_A$:

$$g_A(z) := \int_{a_-}^{a_+} \frac{\mu_A(\lambda)}{z - \lambda} d\lambda.$$  \hfill (18)

It will be convenient to introduce the second branch of the Stieltjes transform, (see App. A.1), which, in the case of invariant ensemble, is given for $x > a_+$ by:

$$\bar{g}_A(x) := V'(x) - g_A(x),$$  \hfill (19)

so that from Eq. (17) we can interpret the rate function as (half) the area between the two branches of the Stieltjes transform up to the position $x$:

$$\Psi(x) = \frac{1}{2} \int_{a_+}^x (\bar{g}_A(t) - g_A(t)) dt.$$  \hfill (20)

Note that for $g_A(a_+) = \infty$, the rate function is finite.

**Remark (Recovering the potential):** From the eigenvalue density $\mu_A(\lambda)$ and the rate function $\Psi(x)$, one can recover the potential $V(x)$ (up to an arbitrary constant) over the whole range of possible eigenvalues. Indeed, from the density one can compute the Stieltjes transform using Eq. (18) and rewrite Eqs. (7) and (17) as

$$\frac{V'(x)}{2} = \begin{cases} 
  \text{Re} g_A(x - i0^+) & \text{for } a_- \leq x \leq a_+ \\
  \Psi'(x) + g_A(x) & \text{for } x \geq a_+. 
\end{cases}$$  \hfill (21)

For random matrices that are not necessarily drawn from an invariant ensemble, we can use this formula to define an effective potential, i.e. the potential of the invariant ensemble that has the same density and rate functions. In particular, for a fixed diagonal matrix with eigenvalue density $\mu_A(x)$ the rate function is infinite, and the effective potential is infinite beyond $w = a_+$ exactly as described in Sec. 2.2.

**Example (Rate function for GOE matrices):** for a GOE matrix, whose limiting spectrum is the semi-circle distribution of Eq. (8), the Stieltjes transform is given by:

$$g_{sc}(z) = \frac{z - \sqrt{z^2 - 4\sigma^2}}{2\sigma^2} \quad (\text{for } z \geq 2\sigma),$$  \hfill (22)

and the second branch of the Stieltjes is given by:

$$\bar{g}_{sc}(z) = \frac{z + \sqrt{z^2 - 4\sigma^2}}{2\sigma^2} \quad (\text{for } z \geq 2\sigma),$$  \hfill (23)

and therefore integrating according to Eq. (17), the right large deviation of the top eigenvalue is given by the rate function:

$$\Psi_{\text{GOE}}(x) = \frac{x\sqrt{x^2 - 4\sigma^2}}{4\sigma^2} + \log \left( \frac{2\sigma}{\sqrt{4\sigma^2 + x}} \right).$$  \hfill (24)

The two branches of the Stieltjes transform and the rate function are given in Fig. 3 (Left).
Figure 2: On the left, a representation of a ‘typical’ configuration of a pushed-to-the-origin Coulomb gas in a harmonic potential. To have the top eigenvalue at the position \( x = 0 \), one needs to also push all the other eigenvalues to the right and in the large \( N \) limit, this creates a different limiting density (with black solid line) compared to the unperturbed semi-circle distribution (with dotted line). On the right, a ‘typical’ configuration corresponding to a Coulomb gas in a harmonic potential pulled at the position \( x = 2.5 \ > a_+ = 2 \). Only the top eigenvalue pops out of the limiting distribution.

Example (Rate function for Wishart matrices): For a (Gaussian White) Wishart matrix, whose limiting spectrum is the Marčenko-Pastur distribution of Eq. (9), the Stieltjes transform is given by:

\[
g_{\text{MP}, q}(z) = \frac{z - (1 - q) - \sqrt{z - a_- \sqrt{z - a_+}}}{2qz} \quad \text{for } z \geq a_+ , \tag{25}\]

with \( a_\pm = (1 \pm \sqrt{q})^2 \), and the second branch is given by:

\[
\bar{g}_{\text{MP}, q}(z) = \frac{z - (1 - q) + \sqrt{z - a_- \sqrt{z - a_+}}}{2qz} \quad \text{for } z \geq a_+ . \tag{26}\]

The two branches of the Stieltjes transform are illustrated in Fig. 3 (Right). The right rate function is given by:

\[
\Psi_{\text{Wish}}(x) = \int_{a_+}^{x} \frac{\sqrt{(t - a_+)(t - a_-)}}{2qt} \, dt . \tag{27}\]

and is also represented in Fig. 3 (Right). Note that in integral in Eq. (27) can be computed analytically, but the result is not very enlightening. For \( q = 1 \) the rate function simplifies considerably, and we have:

\[
\Psi_{\text{Wish}}(x) = \frac{\sqrt{x(x - 4)}}{2} + \log \left( \frac{x - 2 - \sqrt{x(x - 4)}}{2} \right) \quad \text{for } q = 1 . \tag{28}\]

In this case, one may notice the following identity:

\[
\Psi_{\text{Wish}}(x^2) = 2\Psi_{\text{GOE}}(x) \quad \text{for } q = 1 , \tag{29}\]

which will be discussed in more detail in Sec. 2.4.2 concerning bi-invariant rectangular matrices.
Figure 3: On the left, the rate function (in red) for the largest eigenvalue of a GOE matrix with $\sigma = 1$, whose expression is given by Eq. (24). On the right, the rate function (in red) for the largest eigenvalue of a Wishart matrix with $q = 1$, given by Eq. (28). In each case, the rate function is infinite for values below the edge of the limiting distribution and is otherwise given as half the area between the curve of the second branch of the Stieltjes transform (in blue) and the curve of the Stieltjes transform (in cyan), see Eq. (20).

Remark (Behavior near the edge and the Tracy-Widom ‘$3/2$’ scaling): If one is looking at a non-critical density satisfying the condition of Eq. (14) near the edge, then both the Stieltjes and its second branch behaves near the top edge as:

\[
\begin{align*}
g_A(a_+ + \epsilon) &= g_A(a_+) - \frac{\gamma^2}{3} \sqrt{a_+ + \epsilon} + o(\sqrt{\epsilon}), \\
\bar{g}_A(a_+ + \epsilon) &= g_A(a_+) + \frac{\gamma^2}{3} \sqrt{a_+ + \epsilon} + o(\sqrt{\epsilon}).
\end{align*}
\]

so approximating the integral of Eq. (20) by Euler method, at first order one has for the rate function:

\[
\Psi(a_+ + \epsilon) = \frac{2\gamma^3}{3} \epsilon^{3/2} + o(\epsilon^{3/2}),
\]

and hence the probability behaves as

\[
P[\lambda_1(C) \approx x] \approx \exp \left[ -\frac{2}{3} u^{3/2} + o(N) \right]
\]

where $u = \gamma N^{2/3}(x - c_+)$. (32)

The scaling of the reduced variable $u$ and the asymptotic behavior matches the large argument behavior of the Tracy-Widom regime which describes the probability of finding an eigenvalue near the edge, see Ref. [25].

2.3.2 A word on the pushed Coulomb gas ($x < a_+$)

For $x < a_+$, one can still use the Coulomb gas analogy, but now the perturbed 2d-Coulomb gas is compressed such that its top particle is at the position $x$. Unlike the case $x > a_+$, the equilibrium measure in the bulk is modified, since one needs to push a large fraction of the particles to satisfy this constraint. This explains the different scaling in Eq. (15) in this scenario, and we refer to Ref. [25] for a description of the rate function in this case. This left large deviation will not be discussed in the rest of this note.
2.4 The case of one rectangular random matrices

In this paragraph, we describe the case of rectangular random matrices. The reader only interested in symmetric random matrices may skip this section and jump directly to Sec. 3.

2.4.1 Singular value decomposition

Let $A \equiv A_{N\times M}$ be a $(N \times M)$ real matrix. Without loss of generality, we consider $M \geq N$. We will be interested in the double scaling limit where $N \to \infty$ and $M \to \infty$ but the ratio stays finite: $\frac{N}{M} \to q \in (0,1)$. (33)

The singular value decomposition (SVD) of $A$ is given by:

$$A = U_1 \Sigma V_1^T,$$

where $U_1$ (resp. $V_1$) is a $(N \times N)$ (resp. $(M \times M)$) orthogonal matrix, $\Sigma$ is a diagonal rectangular matrix:

$$\Sigma = \begin{pmatrix} s_1(A) & 0 & 0 \\ 0 & \ddots & 0 \\ 0 & 0 & s_N(A) \end{pmatrix},$$

and the $s_i(A)$ are the singular values of $A$. They are related to the eigenvalues of the matrix $AA^T$ by the relation:

$$s_i(A) = \sqrt{\lambda_i(AA^T)}.$$ (36)

2.4.2 Bi-invariant ensemble

We say that a rectangular matrix is taken from a bi-invariant ensemble if its law can be written as:

$$\mathbb{P}_V[A \in R] = \frac{1}{Z_{N,V}} \int_R e^{-\frac{N}{2} \text{Tr} V(AA^T)} dA,$$ (37)

for an analytic potential $V(.)$, since it satisfies the property:

$$\mathbb{P}_V[UAV^T \in R] = \mathbb{P}_V[A \in R],$$ (38)

for any $U \in O(N)$ and any $V \in O(M)$. The change of variable $A \to (U, \{s_i \equiv s_i(A)\}, V)$ introduces a Jacobian [43] which is equal to:

$$\text{Jac } [A \to (U, \{s_i\}, V)] \propto e^{\frac{1}{2} \sum_{i,j,(r,s)} \log |s_i^r - s_j^s|} \prod_{i=1}^N s_i^{M-N}.$$ (39)

\[3\]In the rest of this section and when we are considering rectangular matrices, all limits are assumed to be taken under this setting.
In this case, the matrix $A$ admits the SVD of Eq. (34) where $U_1$ (resp. $V_1$) is taken uniformly over $O(N)$ (resp. over $O(M)$) and the singular values $s_i$ admit the following joint density:

$$P_N(s_1, \ldots, s_N) = \frac{1}{Z_N} \exp \left[ -\frac{N}{2} \sum_{i=1}^{N} \left( V(s_i^2) + \left( 1 - \frac{M}{N} \right) \log(s_i^2) \right) + \frac{1}{2} \sum_{i,j|i \neq j} \log |s_i^2 - s_j^2| \right].$$

(40)

If we introduce the modified potential

$$\tilde{V}_q(x) := V(x) + \left( 1 - \frac{1}{q} \right) \log x,$$

with $q = N/M$, this can be written as:

$$P_N(s_1, \ldots, s_N) = \frac{1}{Z_N} \exp \left[ -\frac{N}{2} \sum_{i=1}^{N} \tilde{V}_q(s_i^2) + \frac{1}{2} \sum_{i,j|i \neq j} \log |s_i^2 - s_j^2| \right].$$

(42)

Note that if we do the change of variable $\{s_i(A)\} \to \{\lambda_i (AA^T)\}$ given by Eq. (38) in the joint law of Eq. (42), we have that the matrix $AA^T$ is taken from an invariant ensemble with the modified potential $\tilde{V}_q(.)$ (plus a vanishing term coming from the change of variable)\footnote{Taking into account the Jacobian amounts to do the change $\tilde{V}_q(x) \to \tilde{V}_q(x) + \frac{1}{N} \log x$. In particular, this vanishing term prevents the eigenvalues of the matrix $AA^T$ to be negative for $q = 1$ where the coefficient in front of the logarithm in Eq. (11) is null in this case. For $q = 1$, one has to consider $\tilde{V}_1(.)$ as being infinite for negative values.}. As a consequence, in the large double scaling limit of Eq. (33), the empirical singular value distribution converges to a smooth limit:

$$\rho_A(s) := \frac{1}{N} \sum_{i=1}^{N} \delta(s - s_i(A)) \to \rho_A(s),$$

(43)

where the limiting singular value distribution (LSVD) $\rho_A$ is given as:

$$\rho_A(s) = 2s \mu_{AA^T}(s^2),$$

(44)

where $\mu_{AA^T}$ is solution of the Tricomi problem of Eq. (7) with the potential $V(.)$ replaced by $\tilde{V}_q(.)$ of Eq. (11):

$$\text{P.V.} \int \frac{\mu_{AA^T}(\lambda')}{\lambda - \lambda'} d\lambda' = \frac{\tilde{V}_q'(\lambda)}{2}.$$

(45)

The edges $a_{\pm}$ of the LSVD $\rho_A$ are the square root of the edges of the distribution $\mu_{AA^T}$. Equivalently, the LSVD $\rho_A$ is the solution of the following equation:

$$\text{P.V.} \int \frac{\rho_A(s')}{s^2 - s'^2} ds' = \frac{\tilde{V}_q'(s^2)}{2},$$

(46)

which can be directly seen from the joint law of Eq. (42).

Example (Gaussian rectangular random matrices and Ginibre matrices): Let’s consider a $(N \times M)$ matrix $A$ with Gaussian i.i.d entries with mean zero and variance $1/M$. This
corresponds to $V(x) = \xi$. The matrix $\frac{1}{2\sigma} AA^T$ is a Gaussian white Wishart matrix with density given by Eq. (9). Since the LSVD of the matrix $A$ is related to the spectrum of Marcenko-Pastur distribution by $\rho_A(x) = 2x^2 \mu_{\text{MP}}(\frac{x^2}{2\sigma^2})$, one gets:

$$\rho_A(s) = \frac{\sqrt{4qs^4 - (s^2 - \sigma^2(1 + q))^2}}{\pi\sigma^2qs} I_{[\sigma(1-\sqrt{q}),\sigma(1+\sqrt{q})]}.$$  

(47)

In particular the case $q = 1$ corresponds to Ginibre random matrices and Eq. (47) becomes the so-called quarter-circle distribution:

$$\rho_A(s) = \frac{\sqrt{4s^2 - s^2}}{\pi\sigma^2} I_{[0, 2\sigma]}.$$  

(48)

### 2.4.3 Bi-invariant ensemble with a wall and fixed diagonal rectangular matrices

Similarly to the symmetric case, we say that a rectangular random matrix is taken from a bi-invariant ensemble with a wall at the position $w_A$ if its SVD is given by Eq. (34) with $U$ (resp. $V$) taken uniformly over $O(N)$ (resp. over $O(M)$) and the singular values follow the law of Eq. (42) with now $\tilde{V}(x > w_A^2) = \infty$, such that no singular value can be higher than the position $w_A$. The introduction of this wall will allow us to study the sum of rectangular matrices where one (or both) of them is a fixed diagonal rectangular matrix of the form:

$$\tilde{A} = \begin{pmatrix} \tilde{a}_1 & 0 & 0 \\ 0 & \ddots & 0 \\ 0 & 0 & \tilde{a}_N \end{pmatrix},$$

(49)

where the $\{\tilde{a}_i\}$ are frozen sequence of number such that at large $N$, the empirical distribution of the $\{\tilde{a}_i\}$ converges to the same $\rho_A$:

$$\rho_{\tilde{A}}(s) := \frac{1}{N} \sum_{i=1}^N \delta(s - \tilde{a}_i) \to \rho_A(s).$$  

(50)

### 2.4.4 Right large deviation of the top singular value

As in the symmetric case, the goal is to estimate for large $N$, the probability of finding the top singular value at a position $x$ above its typical value given by the edge $a_+$ of $\rho_A$:

$$P[s_1(A) \simeq x] = \exp[-N\Phi(x)].$$  

(51)

From the relation (58), we have:

$$P[s_1(A) \simeq x] = P[\lambda_1(AA^T) \simeq x^2],$$

(52)

and hence

$$\Phi(x) = \Psi_{AA^T}(x^2),$$

(53)

5When considering two diagonal rectangular matrices, we will be considering the sum $C = \tilde{A} + UV^T$ with $U$ and $V$ uniform over $O(N)$ and $O(M)$ respectively, such that $\tilde{A}$ and $UV^T$ are asymptotically bi-free, and the spectrum of the singular values of the sum is given asymptotically by the rectangular free convolution described in Sec. 6.1
where $\Psi_{AA^T}(.)$ is the rate function associated with the invariant matrix $AA^T$ in the potential $\tilde{V}_q(.)$. Namely, using Eq. (20), we have:

$$\Phi(x) = \frac{1}{2} \int_{x_+^2}^{x^2} \left( g_{AA^T}(t) - g_{AA^T}(t) \right) dt,$$

where $g_{AA^T}$ and $\bar{g}_{AA^T}$ are respectively the Stieltjes and second branch of the Stieltjes of $\mu_{AA^T}$. Equivalently, we can write the rate function $\Phi$ as:

$$\Phi(x) = \int_{a_+}^x t \left( \tilde{V}_q'(t^2) - \frac{1}{2} \int_{a_-}^{a_+} \frac{\rho_A(s)}{t^2 - s^2} ds \right) dt.$$

(55)

**Remark (square matrix and symmetrized density):** In the case where $q = 1$, corresponding to the case where $A$ is an (asymptotic) square matrix but not necessarily symmetric, there exist a nice relation with the symmetric case of Sec. 2.1. Let’s consider a symmetric matrix $\hat{A} \sim P \hat{V}(.)$, where its potential $\hat{V}(.)$ is related to the potential $V(.)$ of Eq. (37) of the square (but non-symmetric) matrix $A$ by:

$$\hat{V}(\lambda) := \frac{V(\lambda^2)}{2}.$$

(56)

In the large $N$ limit, the limiting density $\mu_{\hat{A}}(.)$ of $\hat{A}$ satisfies Eq. (7) with $V(.)$ replaced by $\hat{V}(.)$, that is using Eq. (56):

$$\text{P.V.} \int \frac{\mu_{\hat{A}}(\lambda')}{\lambda - \lambda'} d\lambda' = \lambda V'(\lambda^2).$$

(57)

On the other hand, for $q = 1$ since $V_1(\lambda^2) = V(\lambda^2)$ (see Eq. (41)), Eq. (46) reads:

$$\text{P.V.} \int \frac{\rho_A(\lambda')}{\lambda^2 - \lambda'^2} d\lambda' = \frac{V'(\lambda^2)}{2},$$

(58)

so using the identity:

$$\frac{1}{\lambda^2 - \lambda'^2} = \frac{1}{2\lambda} \left( \frac{1}{\lambda - \lambda'} + \frac{1}{\lambda + \lambda'} \right),$$

(59)

we have:

$$\text{P.V.} \int \frac{1}{\lambda - \lambda'} \left( \frac{\rho_A(\lambda') + \rho_A(-\lambda')}{2} \right) d\lambda' = \lambda V'(\lambda^2),$$

(60)

and hence by comparing Eq. (57) and (60), we have that the distribution $\mu_{\hat{A}}(.)$ is the symmetrized distribution of $\rho_A(.)$:

$$\mu_{\hat{A}}(.) = \frac{\rho_A(.) + \rho_A(-.)}{2}.$$

(61)

Furthermore, using again the identity Eq. (59) in Eq. (55) for $q = 1$ with the definition of $\hat{V}(.)$ given by Eq. (56), we can write the rate function as:

$$\Phi(x) = \int_{a_+}^x \left( \tilde{V}'(t) - 2g_{\hat{A}}(t) \right) dt = 2\Psi_{\hat{A}}(x).$$

(62)
Figure 4: The Rate function (in red solid line) for the largest singular value of a Ginibre random matrix with $\sigma = 1$. This rate function is twice the rate function of the largest eigenvalue of a GOE matrix with also $\sigma = 1$, see Eq. (64).

where $\hat{\mu}_A$ is the Stieltjes transform of $\mu_A$, and $\hat{\Psi}_A$ is the rate function associated to the large deviation of the largest eigenvalue of $A$. In other words, for a bi-invariant square matrix, the rate function associated to the largest singular value is twice the one associated to the largest eigenvalue of the invariant symmetric matrix whose limiting eigenvalue density is equal to the symmetrized distribution of $\rho_A$. This can be heuristically guessed by remarking that for $q = 1$, we can express Eq. (42) as:

$$P_N(s_1, \ldots, s_N) = \frac{1}{Z_N} \exp \left[ -\frac{N}{2} \sum_{i=1}^{N} \left( \hat{V}(s_i) + \hat{V}(-s_i) \right) + \frac{1}{2} \sum_{i,j \neq j} |s_i - s_j| + \frac{1}{2} \log |s_i + s_j| \right],$$

(63)

where the potential $\hat{V}(x)$ is symmetric by construction. The joint law of the $N$ (positive) singular values can be interpreted as the law of $2N$ eigenvalues following the usual Eq. (5) where the first $N$ variables are constraint to be positive and each of the last $N$ is constraint to equal minus its positive counterpart. In the large $N$ limit, these constraints are irrelevant: the two problems have the same density (which does not depend on $N$) and differ by a factor of two for the rate function (which as an explicit $N$ factor).

Example (Rate function for Ginibre matrices): If $A$ is a Ginibre matrix, the LSVD is the quarter-circle law of Eq. (48) and its symmetrized density is the semi-circle law of Eq. (8). As a consequence, the rate function $\Phi_{\text{Gin}}$ of the largest singular value of a Ginibre matrix is given by:

$$\Phi_{\text{Gin}}(x) = 2\Psi_{\text{GOE}}(x) = \frac{x\sqrt{x^2 - 4\sigma^2}}{2\sigma^2} + 2\log \left( \frac{2\sigma}{\sqrt{x^2 - 4\sigma^2} + x} \right).$$

(64)

For $\sigma = 1$, $AA^T$ is a Wishart with shape parameter $q = 1$, so Eq. (64) and Eq. (63) give the relation (29).
3 The tilting method

3.1 Notation

In the previous section, we have reviewed the results concerning the right large deviation of the top eigenvalue (or singular value) of one random matrix. The goal of this section is to describe the general framework to tackle the case of the large deviation of the largest eigenvalue (resp. singular value) of a matrix $C$ given as the (free) sum or product of two symmetric (resp. rectangular) random matrices $A$ and $B$. In the large $N$ limit, the limiting density $\mu_C$ (resp. $\rho_C$) of eigenvalues (resp. singular values) of the matrix $C$ is given by free probability theory and depends precisely on the operation (sum of symmetric matrices, product of symmetric matrices or sum of rectangular matrices) one is considering. This will be discussed in each dedicated section, see Secs. 4, Sec. 5 and Sec. 6 respectively, but we argue that the strategy to get the right large deviation is the same. To put everything in the same framework we denote by

$$\zeta_i(C) := \begin{cases} 
\lambda_i(C) & \text{if } C \text{ is the sum/product of symmetric matrices}, \\
 s_i(C) & \text{if } C \text{ is the sum of rectangular matrices}.
\end{cases}$$

(65)

In any case, if we denote by $c_+$ the edge of the spectrum of $\mu_C$ (resp. $\rho_C$), we have:

$$\zeta_1(C) \to_{N \to \infty} c_+,$$

(66)

and similar to the one-random matrix model, the natural question is to estimate the probability $\mathbb{P}[\zeta_1(C) \approx x]$ at large but finite $N$. Since one recovers the original setting by taking the limit $B \to 0$ (the null matrix) in the additive case or $B \to I$ (the identity matrix) in the multiplicative case, one should expect again to have the same different scaling as before for $x > c_+$. As before, to tackle both the symmetric and rectangular cases at the same time, let’s denote by:

$$\Pi_C(x) := \begin{cases} 
\Psi_C(x) & \text{if } C \text{ is the sum/product of symmetric matrices}, \\
 \Phi_C(x) & \text{if } C \text{ is the sum of rectangular matrices},
\end{cases}$$

(67)

such that $\Pi_C$ is the rate function we want to compute:

$$\mathbb{P}[\zeta_1(C) \approx x] \approx \exp \left[ -N\Pi_C(x) + o(N) \right] \quad \text{for } x > c_+,$$

(68)

from the knowledge of the laws of the matrices $A$ and $B$.

3.2 Idea of the tilting method and general expression for the rate function

The starting point for the derivation of the large deviation of one random matrix is the joint law density of the eigenvalues/singular values $\zeta_i(C)$, from which we can use the Coulomb gas approach. For the sum or the product of matrices, one does not have a simple expression for the joint density $P_N(\zeta_1, \ldots, \zeta_N)$ of the eigenvalues/singular values, except in some specific cases, see Ref. 44. Instead of directly looking at the matrix $C$, the idea introduced in Ref. 14 in the context of RMT, is to look at a weighted realization

---

As we will see, the case of the product of two rectangular matrices can be deduced from the symmetric case.
of this matrix. If we denote by $P(.)$ the probability density of the random matrix $C$ in the
space of symmetric/rectangular matrix, let’s consider another random matrix $C’$ whose
probability density is given by:

$$P^\theta(C’) := \frac{Z_{C’}(\theta)}{\mathbb{E}[Z_{C}(\theta)]} P(C’). \quad (69)$$

where $Z_{C’}(\theta) \equiv Z(\zeta_1(C’),\ldots,\zeta_N(C’),\theta)$ is a function whose precise expression will be
given later on. For now, let us note that this function depends on $C’$ only through its
eigenvalues/singular values in addition to the free parameter $\theta$. The expectation in the
denominator of the RHS of Eq. (69) is an average over $C \sim P(.)$ (and hence an average
over both $A$ and $B$): $\mathbb{E}[Z_{C}(\theta)] := \int Z_{C}(\theta) P(C)dC$ such that $P^\theta(.)$ is well normalized.
Because $Z_{C’}(\theta)$ only depends on the $\zeta_i(C’)$ we can relate the joint density $P^\theta_N(\zeta_1,\ldots,\zeta_N)$
of the eigenvalues/singular values of $C’$ to the (unknown) joint density $P_N(\zeta_1,\ldots,\zeta_N)$ of
eigenvalues/singular values of $C$:

$$P^\theta_N(\zeta_1,\ldots,\zeta_N) = \frac{Z_{C’}(\theta)}{\mathbb{E}[Z_{C}(\theta)]} P_N(\zeta_1,\ldots,\zeta_N). \quad (70)$$

by integrating Eq. (70) we have:

$$\text{Prob.}[\zeta_1(C’) \simeq x] = \frac{1}{\mathbb{E}[Z_{C’}(\theta)]} \int \delta(\zeta_1 - x) Z_{C’}(\theta) P_N(\zeta_1,\ldots,\zeta_N) d\zeta_1 \ldots d\zeta_N. \quad (71)$$

Now if we choose $Z_{C’}(\theta)$ such that for large $N$ this function explicitly depend on the
position of the largest eigenvalue/singular value $\zeta_1 \equiv \zeta_1(C’)$ but is self-averaging with
respect to the other $\zeta_2,\ldots,\zeta_N$ and thus independent of them, then the integral over these
variables is nothing else than the probability of Eq. (68) we want to estimate. At large $N$
the density of eigenvalues (or singular values) of $C’$ is the same as $C$, but the position of
top eigenvalue/singular value might different. In other words, we have:

$$\text{Prob.}[\zeta_1(C’) \simeq x] = e^{N[J_C(x,\theta) - F_C(\theta) - \Pi_C(x)] + o(N)}. \quad (72)$$

where we have introduced the quenched free energy as the large $N$ limit

$$J_C(x,\theta) := \frac{1}{N} \log Z_{C:\{\zeta_1 = x\}}(\theta), \quad (73)$$

where $\{\zeta_1 = x\}$ indicates that the limit is taken with the constraint that the top eigenvalue
(or singular value) is fixed at $x$; and similarly the annealed free energy as:

$$F_C(\theta) := \frac{1}{N} \log \mathbb{E} Z_{C}(\theta). \quad (74)$$

Given a value of the free parameter $\theta$, what is the typical value $x^*(\theta)$ of the largest
eigenvalue (or singular value) of the matrix $C’$ as $N$ goes to infinity? By Jensen inequality,
the function in the bracket of the RHS of Eq. (74) is always non-positive (otherwise the
probability would be higher than one) and so the typical value $x^*(\theta)$ corresponds to the
case where this function is exactly zero, namely $x^*(\theta)$ is given as the solution of:

$$\Pi_C(x^*(\theta)) - J_C(x^*(\theta),\theta) - F_C(\theta) = 0. \quad (75)$$

Now the idea of the tilting method is to look at Eq. (75) the other way: fix any $x > c_+$,
can we vary the free parameter $\theta$ until it reaches a value $\theta^* \equiv \theta^*(x)$ such that now the
event $\{\zeta_1(C’) \simeq x\}$ becomes typical? If so, we can relate the unknown rate function $\Pi_C$
to the annealed and quenched free energies:

$$\Pi_C(x) = J_C(x,\theta^*(x)) - F_C(\theta^*(x)). \quad (76)$$
Since the LHS of (71) is a probability measure, it is always bounded by one, so this optimal \( \theta^* \) - if it exists - is given by:

\[
\theta^*(x) = \arg \sup_{\theta \geq 0} \{ I_C(x, \theta) := J_C(x, \theta) - F_C(\theta) \}.
\] (77)

In particular, if the supremum is a maximum, one has that \( \theta^* \) is solution of:

\[
I'_C(x, \theta^*) := \partial_\theta J_C(x, \theta)|_{\theta = \theta^*} - F'_C(\theta^*) = 0.
\] (78)

Next since we have Eq. (66), by construction \( \Pi_C(c_+) = 0 \). One can therefore take the derivative of Eq. (76) with respect to \( x \) to get the following integral representation for the rate function:

\[
\Pi_C(x) = \int_{c_+}^x \partial_t J_C(t, \theta^*(t)) + \theta^*(t)(\partial_\theta J_C(t, \theta)|_{\theta = \theta^*} - F'_C(\theta^*))dt,
\] (79)

but by Eq. (78) the second term is null, so that we have the following simple formula:

\[
\Pi_C(x) = \int_{c_+}^x \partial_t J_C(t, \theta^*(t))dt \quad \text{with } \theta^* \text{ solution of Eq. (78)}.
\] (80)

### 3.3 Spherical Integrals as tilting functions

To summarize, we need to find a tilting function \( Z_C \) which in the large \( N \) limit only depends on the limiting distribution of the matrix \( C \) and the position of its top eigenvalue/singular value and such that:

1. we can compute the partial derivatives of the quenched free energy Eq. (73),
2. we can compute the derivative of the annealed free energy of Eq. (74),
3. we can show that for each \( x > c_+ \), there is one optimal temperature \( \theta^*(x) \) solution of Eq. (78) and we compute it,

then we get the rate function thanks to Eq. (80). Based on this necessary properties, we argue that a natural candidate for the tilting function is given by the spherical integral of the operation we are considering. The reason is twofold:

- On the one hand, the quenched free energy associated to each spherical integral has been computed before in the literature, see Refs. [36, 37, 38, 39, 40], and is known to satisfy a transition depending on the parameter \( \theta \), between a phase where it does not depend explicitly on the position of the top eigenvalue/singular value and a phase where it does. The asymptotics of the quenched free energy is summarized in Sec. 4.3 in Sec. 5.3 and in Sec. 6.3 for respectively the additive spherical integral, the multiplicative spherical integral, and the rectangular spherical integral.

- On the other hand, the spherical functions satisfy (by construction, as we will see later on) the following decomposition property:

\[
\mathbb{E}[Z_C(\theta)] = \mathbb{E}_A[Z_A(\theta)] \mathbb{E}_B[Z_B(\theta)].
\] (81)

Applying the logarithm function and dividing by \( N \) Eq. (81), this means that the annealed free energy is given by:

\[
F_C(\theta) = F_A(w_A, \theta) + F_B(w_B, \theta),
\] (82)

where for \( A \sim \mathbb{P}_{V_A, w_A} \) (and similarly for \( B \sim \mathbb{P}_{V_B, w_B} \)), we have defined

\[
F_A(w_A, \theta) := \frac{1}{N} \log \mathbb{E}_A Z_A(\theta),
\] (83)
and put explicitly the dependence in the position of the wall \( w_A \) (resp. \( w_B \)). Since we have a precise description for the law of each matrix \( A \) and \( B \) separately but not for \( C \), this allows us to compute the annealed free energy and the results are also given in Sec. 4.3, in Sec. 5.3 and in Sec. 6.3.

As a consequence, once we have an expression for the (derivatives of) the annealed and quenched free energies, we only need to prove that the optimal \( \theta^*(x) \) is well defined for each (attainable) \( x \) and compute it. This is done for each case in Sec. 4.5, Sec. 5.4 and Sec. 6.4. Injecting this expression in Eq. (80), we can then get an expression for the rate function and the results are given in in Sec. 4.6, in Sec. 5.5 and in Sec. 6.5.

Remark (Spherical function as partition function of spherical spin glass model): We have used the notations of statistical physics to denote the quantities of Eq. (73) and (74) as respectively the quenched and annealed free energies. The reason is that the spherical integral \( Z_C(\theta) \) can be seen as the partition function over configuration \( \sigma \) living on the sphere, with disorder \( C \) and inverse temperature \( \theta \):

\[
Z_C(\theta) := \langle e^{N\theta H(\sigma)} \rangle. \tag{84}
\]

The precise description of the spin glass model will depend on the nature of the operation we are considering and be given explicitly in Sec. 4.2 for the case of the sum, in 5.2 for the case of the product, and in Sec. 6.2 for the rectangular case. Let us mention that the rate function is given as the highest difference between the quenched and annealed free energy for a value of the top eigenvalue/singular value being fixed. Since for such systems it is known that both the quenched and annealed free energies are equal (this is the so-called ‘paramagnetic phase’) below a certain threshold of the inverse temperature, the optimal inverse temperature \( \theta^* \) in Eq. (87) is necessarily attained after this threshold (in the so-called ‘spin-glass phase’).

Remark (the case of diagonal matrices and wall at the edge): If one of the matrix, say \( A \), is replaced by a diagonal (resp. rectangular diagonal) matrix, \( \tilde{A} \) as described in Sec. 2.2 (resp. as described in Sec. 2.4.3), then the decomposition property (81) is now given by:

\[
\mathbb{E}[Z_C(\theta)] = Z_{\tilde{A}}(\theta) \mathbb{E}_B[Z_B(\theta)]. \tag{85}
\]

Since there is no constraint on the top eigenvalue/singular value, and the limiting density of \( \tilde{A} \) is the same as the one of \( A \), we have for the free energy

\[
F_C(\theta) = J_A(a_+,\theta) + F_B(w_B,\theta). \tag{86}
\]

Now we argue that in each case, we have the following property:

\[
\partial_\theta F_A(w_A = a_+, \theta) = \partial_\theta J_A(a_+, \theta), \tag{87}
\]

such that the derivative of the annealed free energy of Eq. (82) and Eq. (86) are equal. Since no other quantity is modified, from the point of view of large deviation, it is equivalent to replacing the diagonal matrix \( A \) by a random matrix \( A \sim P_{V,w_A=a_+} \) from an invariant ensemble with the same limiting density \( \mu_A(.) \), but with a wall at the edge. The same argument holds if one considers the free sum of two diagonal matrices.

### 4 Large deviation for the sum of symmetric matrices

In this section, we consider the case where the matrix \( C \) is given as

\[
C = A + B, \tag{88}
\]
where $A \sim \mathbb{P}_{V_A,w_A}$ and $B \sim \mathbb{P}_{V_B,w_B}$ are two symmetric matrices, each taken from an invariant ensemble with a wall as defined in Sec. 2.2. We aim at computing the rate function $\Psi_C(x)$:

$$\mathbb{P}[\lambda_1(C) \simeq x] = \exp[-N \Psi_C(x) + o(N)] \quad \text{for } x > c_+,$$

where $c_+$ is the edge of the limiting spectrum $\mu_C$ of $C$, and $\mu_C$ is described by free probability, see the next paragraph.

### 4.1 The sum of invariant matrices: free convolution and the R-transform

The limiting spectral distribution $\mu_C(.)$ is a smooth density with right edge $c_+$ and is given as the unique probability distribution solution of:

$$R_C(y) = R_A(y) + R_B(y),$$

for all $y$ in the complex plane close enough to the origin, where $R_A$ (resp. $R_B, R_C$) is the R-transform of the limiting spectral distribution $\mu_A$ (resp. $\mu_B, \mu_C$):

$$R_A(y) := g_A^{(-1)}(y) - \frac{1}{y},$$

where $g_A^{(-1)}(.)$ denotes the (functional) inverse of the Stieltjes transform of Eq. (18). This inverse, and hence also the R-transform, is only defined between $(0, g_A(a_+))$. However, for invariant ensemble, one can extend analytically this function for values beyond $g_A(a_+)$. In this case, this corresponds to inverting the second branch of the Stieltjes transform given by Eq. (19) and not the Stieltjes branch itself, see App. A.1. In the following, the R-transform has to be understood with this analytical continuation procedure. Eq. (90) shows that the R-transform linearizes the sum, and hence it is the random matrix analogous of the cumulant generating function of classical probability. The limiting spectral distribution is therefore called the free (additive) convolution of $\mu_A$ and $\mu_B$ and is usually denoted by $\mu_C := \mu_A \boxplus \mu_B$ in the RMT literature. We refer the reader to Ref. [45, 46, 47] for more detail on the free convolution. We will be using the two following properties of the additive free convolution:

- If we denote by

$$r_A := \lim_{w_A \to \infty} \tilde{g}_A(w_A),$$

then for $\theta \in (0, r_A)$, $R_A(.)$ is an increasing function of $\theta$, see App. A.2.1.

- The Stieltjes transform at the edge of the spectrum of the matrix $C$ satisfies the following inequality:

$$g_C(c_+) \leq \min (g_A(a_+), g_B(b_+)),$$

see App. A.3.

**Example (R-transform of GOE matrices):** For a GOE matrix inverting Eq. (22), one has that the inverse of the Stieljes is given by:

$$g^{(-1)}_{sc}(y) = \sigma^2 y + \frac{1}{y},$$

We recall that since we are studying the symmetric case, one needs to replace the notation $\zeta_i(C)$ and $\Pi_C(x)$ in Sec. 3 by $\lambda_i(C)$ and $\Psi_C(x)$ respectively.
and so the R-transform is given by:

$$R_{sc}(y) = \sigma^2 y.$$  \hfill (95)

Example (R-transform of Wishart matrices): For a Wishart matrix inverting Eq. (25), one has its R-transform is given by:

$$R_{MP}(y) = \frac{1}{1 - qy}.$$  \hfill (96)

4.2 The additive spherical integral and the SSK model

Based on what we have discussed in Sec. 3.3, we argue that a natural candidate for the tilt function of Eq. (69) is given by the additive spherical function $Z_C(\theta)$, where for any symmetric matrix $M$ and $\theta$ positive, it is defined by:

$$Z_M(\theta) := \int_{S^{N-1}} \exp \left[ \frac{N \theta}{2} \sigma^T M \sigma \right] d\omega(\sigma),$$  \hfill (97)

where $S^{N-1} := \{\sigma \in \mathbb{R}^N \text{ s.t } ||\sigma|| = 1\}$ is the hypersphere of radius one and $d\omega(\sigma)$ is the compact notation for the uniform measure over $S^{N-1}$ normalized to one. It is clear that this function only depends on the eigenvalues of $M$, because we can always absorb the matrix of eigenvectors in the variable of integration $\sigma$ by a change of variable. Equivalently, the additive spherical integral can be written as

$$Z_M(\theta) = \int_{O(N)} e^{\frac{N}{2} Tr(O^T \theta ee^T)O} dO,$$  \hfill (98)

where $dO$ is the normalized uniform Haar measure over $O(N)$. In RMT, $Z_M(\theta)$ is also known as the rank-one Harish-Chandra-Itzykson-Zuber (HCIZ) integral, see Ref. [48, 49].

The asymptotic behavior of this spherical integral is related to the $R$-transform, as we will see later. Note that if one replaces the rank one matrix $\theta ee^T$ in Eq. (98) by a full rank matrix, then the asymptotic is governed by a different complex variational principle that was first derived by Matytsin, see Refs. [50, 51, 52] and it is an open problem to understand the crossover between the two different regimes. By Haar invariance, for any symmetric matrices $M_1$ and $M_2$, we have the following property:

$$\int_{O(N)} Z_{M_1 + OM_2O^T}(\theta)dO = Z_{M_1}(\theta) Z_{M_2}(\theta).$$  \hfill (99)

If we now apply this relation for $M_1 = A$ and $M_2 = B$, since by Eq. (2) we have $B \overset{\text{inlaw}}{=} OBO^T$, and $A$ and $B$ are independent, we have after taking the average over both $A$ and $B$, the desired property (81).

As we have argued in Sec. 3.3, we can interpret the additive spherical as the partition function of spherical model. Indeed, we can always write Eq. (97) as

$$Z_C(\theta) := \langle e^{\frac{N}{2} \theta H_{SSK}(\sigma)} \rangle,$$  \hfill (100)

where to follow the standard notation in statistical physics, we have denoted by $\langle \cdot \rangle \equiv \int_{S^{N-1}} d\omega(\sigma)$ the uniform average over the spins living in the sphere of radius one and the Hamiltonian $H_{SSK}(\cdot)$ is given by the quadratic form:

$$H_{SSK}(\sigma) := \sum_{i=1}^{N} \lambda_i (M) \sigma_i^2.$$  \hfill (101)
This model is known (see Refs. [53, 54, 55, 56]) as the \((p = 2)\) Spherical Sherrington-Kirkpatrick (SSK in short) model\(^8\). The matrix \(M\) is the disordered pairwise interaction and the parameter \(\theta\) is the inverse temperature of the model. The SSK model has been studied in detail in the literature, and in particular the case where \(M\) is a GOE matrix has received a lot of attention. In this paper, we are interested in the case where \(M = C\) given by Eq. (88). Qualitatively, for high temperature it is known that the system is in a paramagnetic phase and all eigenvalue of the matrix \(C\) contributes roughly equally to the partition function while for low temperature the situation is drastically different and the system is in a spin glass phase where the partition function is dominated by rare configurations which put more weight on the top eigenvalue \(\lambda_1(C)\).

4.3 Asymptotic behavior of the annealed and quenched free energies of the SSK model

As explained in Sec. 3, in order to get the rate function of the largest eigenvalue of \(C\), we need to compute the derivatives of the quenched and annealed free energies of Eq. (73) and Eq. (74) with the partition function given by Eq. (97).

For a matrix \(C\) with limiting density \(\mu_C\) conditioned to have its largest eigenvalue \(\lambda_1(C)\) fixed at the position \(x\), the partial derivatives of the quenched free energy are known \([36]\) to be given by:

\[
\partial_\theta J_C(x, \theta) = \begin{cases} 
\frac{1}{2} R_C(\theta) & \text{for } \theta \leq g_C(x), \\
 x - \frac{1}{\theta} & \text{for } \theta > g_C(x),
\end{cases}
\]

(102)

and by:

\[
\partial_x J_C(x, \theta) = \begin{cases} 
0 & \text{for } \theta \leq g_C(x), \\
 \theta - g_C(x) & \text{for } \theta > g_C(x),
\end{cases}
\]

(103)

Thanks to Eq. (82), the computation of the (derivative of the) annealed free energy \(F_C(.)\) reduced to the computation of the annealed free energies \(F_A(.)\) and \(F_B(.)\) given by Eq. (83). Those annealed free energies can be computed based on (an extension of) recent ideas developed in Ref. [35] in the case of GOE. The proof is left in the App. B. For \(A \sim \mathbb{P}_{V_A, w_A}\) (and similarly for \(B \sim \mathbb{P}_{V_B, w_B}\)), the annealed free energy is given by

\[
\partial_\theta F_A(w_A, \theta) = \begin{cases} 
\frac{1}{2} R_A(\theta) & \text{for } \theta \leq \bar{g}_A(w_A), \\
w_A - \frac{1}{\theta} & \text{for } \theta > \bar{g}_A(w_A),
\end{cases}
\]

(104)

where \(\bar{g}_A(x)\) is the second branch of the Stieltjes transform from Eq.(19). Let us mention two important remarks:

Remark (wall at the edge and diagonal matrices): If we choose the position of the wall to be exactly at the edge: \(w_A = a_+\), since we have the relation

\[
\bar{g}_A(a_+) = g_A(a_+),
\]

(105)

The SSK is usually introduced with a different convention by absorbing the \(N\) in the spin variable: \(\tilde{\sigma} := \sqrt{N}\sigma\) so that the spins lives on a sphere with radius \(\sqrt{N}\), which does not change the spherical integral.
Eq. [104] reads in this case:

$$\partial_\theta F_A(w_A = a_+, \theta) = \frac{1}{2} \begin{cases} R_A(\theta) & \text{for } \theta \leq g_A(a_+) \\ a_- - \frac{1}{\theta} & \text{for } \theta \geq g_A(a_+) \end{cases}$$  \hspace{1cm} (106)$$

Comparing Eq. (106) and Eq. (102) (with the index $C$ replaced by the index $A$ and for $x = a_+$), we see that we have indeed the relation (87) such that from the point of large deviation we can consider a fixed diagonal matrix as an invariant matrix with a wall at the edge of its distribution.

**Remark (wall at infinity and classical invariant ensemble):** Since classical ensembles are obtained by taking the limit $w_A \rightarrow \infty$, we have for the corresponding annealed free energy:

$$\partial_\theta F_A(w_A \rightarrow \infty, \theta) = \begin{cases} R_A(\theta) & \text{for } \theta \leq r_A \\ \infty & \text{for } \theta \geq r_A \end{cases}$$  \hspace{1cm} (107)$$

where we recall that $r_A$ is defined as the limit of the second branch of Stieltjes transform, see Eq. (92). One may note that the second line of Eq. (107) is removed if $r_A = \infty$ (which is for example is the case for a GOE matrix, see Eq. (23) for $z \rightarrow \infty$) but is present otherwise (which is for example is the case for a Wishart matrix for which $r_A = \frac{1}{q}$, see Eq. (26) for $z \rightarrow \infty$).

### 4.4 Retrieving the right large deviation for one random matrix

The next step in order to get the rate function is to show that there exist an optimal temperature $\theta^*(x)$ and compute it. Let’s consider the case of one random matrix $A \sim \mathbb{F}_V(.)$ in a classical invariant ensemble, and let’s retrieve the expression of Eq. (20) with the tilting method as a warm-up exercise. For any $x > a_+$, the optimal inverse temperature $\theta^*$ is given as the supremum of Eq. (77) with the notation $J_C(.)$ and $F_C(.)$ replaced by $J_A(.)$ and $F_A(w_A \rightarrow \infty, .)$.

One may notice by integrating Eqs. (102) and (107) with respect to $\theta$, that for $\theta$ between 0 and $g_A(x)$, we have:

$$J_A(x, \theta) = F_A(w_A \rightarrow \infty, \theta) = \frac{1}{2} \int_0^\theta R_A(\theta') d\theta' \quad \text{(for } \theta \in (0, g_A(x)).$$  \hspace{1cm} (108)$$

This corresponds to the high temperature regime (or paramagnetic phase) of the system where both the annealed and quenched free energy are equal. Necessarily, the optimal temperature $\theta^*(x)$, if there is one, cannot be in this region since from Eq. (77), we want precisely the difference between the two free energies to be as high as possible. We can therefore restrict the range of possible optimal temperature to be in the spin glass phase, $\theta > g_A(x)$:

$$\theta^*(x) = \arg \sup_{\theta > g_A(x)} \{ I_x(\theta) := J_A(x, \theta) - F_A(w_A \rightarrow \infty, \theta) \} \quad \text{(for } \theta > g_A(x)).$$  \hspace{1cm} (109)$$

Let’s compute the derivative with respect to $\theta$ of this function $I_x(\theta)$. According to Eq. (102) and Eq. (107), and the definition of the $R$-transform given by Eq. (91), it is simply given by:

$$I'_x(\theta) = \frac{1}{2} \left( x - g_A^{(-1)}(\theta) \right) \quad \text{(for } \theta > g_A(x)).$$  \hspace{1cm} (110)$$
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Figure 5: Derivative of the difference of the free energy in the case of one GOE random matrix with $\sigma = 1$ and $x = 3$, given as the argument of Eq. (109). For $\theta \leq g_{sc}(x)$, this function (in black) is null since the two free energies are equals, see Eq. (108), and this corresponds to the paramagnetic phase. For $\theta \geq g_{sc}(x)$, this function (in brown) is increasing and then decreasing with a maximum at $g_{sc}(a_+ = 2\sigma) = 1$, and this corresponds to the spin glass phase. The optimal inverse temperature (in blue) corresponds to the value where this function crosses the real axis in the spin glass phase.

Here the function $g_A^{(-1)}(\theta) = R_A(\theta) + 1/\theta$ contains the inverse of both branch of the Stieltjes transform. It is decreasing until it reaches the value $\theta = g_A(a_+)$ and then it is increasing until it reaches the (possible infinite) value, $\theta = r_A = \bar{g}_A(w_A \to \infty)$ where it goes to infinity. Conversely, the function $I'_x(\theta)$ of Eq. (110), seen as function of $\theta$ for $x$ fixed, starts at zero at $\theta = g_A(x)$ and then is increasing until it reaches the point $\theta = g_A(a_+)$ and then decreasing again, and goes to $-\infty$ as $\theta \to r_A$. Thus, as one varies $\theta$ starting at $g_A(x)$, this function is positive and then negative and only crosses the real axis once. As a consequence, the supremum in Eq. (109) is a maximum and this maximum is unique. This maximum $\theta^*$ is given at the unique point where the function $I'_x(\theta)$ of Eq. (110) crosses the real axis in the region $\theta > g_A(a_+)$. In other words, finding $\theta^*$ amounts to solve the equation:

$$x = g_A^{(-1)}(\theta^*(x)) \quad \text{for } \theta^*(x) > g_A(a_+),$$

which is nothing else than the definition of the second branch of the Stieltjes transform, that is we have:

$$\theta^*(x) = \bar{g}_A(x).$$

If we now use the integral representation Eq. (80) of the rate function, with the expression of Eq. (103) for the partial derivative of the quenched free energy, together with Eq. (112) for the expression of $\theta^*$, we recover Eq. (20) as expected. A plot of the function $I'_x$, for $A$ a GOE matrix, is given in Fig. 5.
4.5 Optimal inverse temperature for the sum

Let’s now consider the general case given by Eq. (88). Without loss of generality, we can consider

\[ \bar{g}_A(w_A) \leq \bar{g}_B(w_B). \] (113)

We further assume the non-trivial condition:

\[ g_C(c_+) < \infty, \] (114)

as for \( g_C(c_+) = \infty \) (which necessarily implies \( g_A(a_+) = g_B(b_+) = \infty \) by Eq. (93)), the right large deviation is infinite for any \( x > c_+ \). As in the previous section, we first want to show that the supremum in Eq. (77) is attained at a unique point, where \( F_C \) is given by the sum of Eq. (82) and the annealed free energies \( F_A(\cdot) \) and \( F_B(\cdot) \) are given by Eq. (104). Since the function \( I_\theta(\theta) \) is given as the sum of three piece-wise functions, let’s first note that we have the following set of inequalities:

\[ g_C(x) \leq g_C(c_+) \leq g_A(a_+) \leq \bar{g}_A(w_A) \leq \bar{g}_B(w_B). \] (115)

The first inequality is due to the fact that the Stieltjes is decreasing for \( x > c_+ \). The second inequality is the property (93) of the free convolution. The third is due to the second branch of the Stieltjes transform being monotonically increasing. The fourth is the previously mentioned convention of Eq. (113). Using the asymptotics of Eqs. (102), (104) for the quenched and annealed free energies, together with the linearizing property (90) of the R-transform, one has the following behavior for the difference between the derivative of the annealed and quenched free energy:

\[
I'_x(\theta) = \begin{cases} 
0 & \text{for } \theta \leq g_C(x), \\
 x - g_C^{(-1)}(\theta) & \text{for } g_C(x) \leq \theta \leq \bar{g}_A(w_A), \\
x - w_A - R_B(\theta) & \text{for } \bar{g}_A(w_A) \leq \theta \leq \bar{g}_B(w_B), \\
x - w_A - w_B + \frac{1}{2\theta} & \text{for } \theta \geq \bar{g}_B(w_B).
\end{cases}
\] (116)

where if \( \bar{g}_B(w_B) = \infty \) one has to remove the last line and similarly if \( \bar{g}_A(w_A) = \infty \), one has to remove the last two lines. This function is represented in Fig. 6 for different values of \( x \). Let’s look at each interval separately.

1. For \( \theta < g_C(x) \), we are in the paramagnetic phase where both the annealed and the free energy are equal. Since for each \( x > c_+ \), we want again the difference between the two to be as high as possible, the optimal inverse temperature is not in this region of the phase space.

2. For \( g_C(x) \leq \theta \leq \bar{g}_A(w_A) \), as we have seen in the simple case of one invariant matrix, the function \( \theta \mapsto x - g_C^{(-1)}(\theta) \) is increasing until it reaches \( g_C(c_+) \) and then decreasing.

3. For \( \bar{g}_A(w_A) \leq \theta \leq \bar{g}_B(w_B) \), since the R-transform is increasing, the function \( \theta \mapsto x - w_A - R_B(\theta) \) is decreasing.

For general \( A \) and \( B \), having \( w_A \leq w_B \) does not imply \( \bar{g}_A(w_A) \leq \bar{g}_B(w_B) \) nor its converse. One can even come up with examples where \( A \) has a no wall \((w_A \to \infty)\) while \( B \) has a finite wall \( w_B \) but still \( \bar{g}_A(w_A) \leq \bar{g}_B(w_B) \).
4. For \( \bar{g}_A(w_A) \leq \theta \leq \bar{g}_B(w_B) \), the function \( \theta \mapsto x - w_A - w_B + \frac{1}{\theta} \) is decreasing.
One can easily check that the function of Eq. (116) is continuous at each point where its
behavior changes. At \( \bar{g}_A(w_A) \) it is equal to:
\[
I'_x(\bar{g}_A(w_A)) = \frac{1}{2} \left( x - g_C^{(-1)}(\bar{g}_A(w_A)) \right),
\]
and at \( \bar{g}_B(w_B) \), it is equal to:
\[
I'_x(\bar{g}_B(w_B)) = x - w_A - w_B + \frac{1}{\bar{g}_B(w_B)}.
\]
To summarize, in the spin glass phase \( \theta \geq g_C(x) \) the function of Eq. (116) is continuously
increasing until \( \theta = g_C(c_+) \) and then it is continuously decreasing.
For \( x > w_A + w_B \), it is easy to check that this function never crosses the real axis for
values of \( \theta > g_C(x) \), as a consequence,
\[
\theta^*(x) = \infty\quad \text{for} \quad x > w_A + w_B.
\]
This is expected because for the sum of two matrices we have the classical inequality:
\[
\lambda_1(C) \leq \lambda_1(A) + \lambda_1(B),
\]
and since by definition of the walls, \( \lambda_1(A) \leq w_A \) and \( \lambda_1(B) \leq w_B \), the top eigenvalue of
\( C \) cannot exceed \( w_A + w_B \). So we find that the rate function is infinite for \( x > w_A + w_B \).
Otherwise, for values of \( x < w_A + w_B \), this function always crosses the real axis once in
this region. The correct equation for \( \theta^*(x) \) - the point where the function \( I'_x(.) \) touches
the real axis, see Eq. (78) - depends on if the value of this function at \( g_A(w_A) \) or \( g_B(w_B) \)
is above or below zero, and hence on the value of \( x \). There exist three possible cases,
separated by two critical points, \( x_{c_1} \) and \( x_{c_2} \) defined respectively as the solution of the
RHS of Eq. (117) and the RHS of Eq. (118) being equal to zero, that is:
\[
x_{c_1} := g_C^{(-1)}(\bar{g}_A(w_A)) = w_A + R_B(\bar{g}_A(w_A)),
\]
and
\[
x_{c_2} := w_A + w_B - \frac{1}{\bar{g}_B(w_B)}.
\]
Note that \( x_{c_1} \leq x_{c_2} \) as we have postulated Eq. (113). We have:
1. For \( c_+ < x < x_{c_1} \), the optimal inverse temperature is attained in the region \( g_C(x) \leq \theta \leq \bar{g}_A(w_A) \) and so replacing in Eq. (78) the expression of the difference of the free
energies by the top line of Eq. (116), it is solution of the same equation (111) as the
one in the simple one invariant random matrix case (with \( g_A^{(-1)} \) replaced by \( g_C^{(-1)} \))
and thus we have:
\[
\theta^*(x) = \bar{g}_C(x),
\]
where \( \bar{g}_C(.) \) is defined as the inverse of \( g_C^{(-1)}(.) \) for values beyond \( g_C(c_+) \).
2. For \( x_{c_1} < x < x_{c_2} \), the optimal inverse temperature is attained in the region \( \bar{g}_A(w_A) \leq \theta \leq \bar{g}_B(w_B) \) and so from the expression of the second line of the RHS of
Eq. (116), it is solution of:
\[
R_B(\theta^*(x)) = x - w_A,
\]
since the R-transform is continuously increasing, it has an inverse which we denote by $\mathcal{R}_B^{(-1)}$ so that the optimal temperature is given by:

$$\theta^*(x) = \mathcal{R}_B^{(-1)} (x - w_A).$$  \hfill (125)

3. For $x_{c_2} < x < w_A + w_B$, $\theta^*(x)$ is attained in the region $\theta \geq \bar{g}_B(w_B)$ and so solving the third line of Eq. (116) being equal to zero, we have:

$$\theta^*(x) = \frac{1}{w_A + w_B - x}.$$  \hfill (126)

One can check that the piecewise function $\theta^*(x)$ is actually continuously increasing.
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Figure 6: Representation of the function of Eq. (116) for A and B two matrices from a GOE ensemble with a wall at their edge, with $\sigma_A = 1$ and $\sigma_B = 9/10$ and for different values of $x$. Each color represents the correct expression of this piecewise continuous function in a given interval. In the upper left, $x = 2.75$ and the optimal inverse temperature is attained in the first region where the brown curve crosses the real axis. In the upper right, $x = 2.85$ and the optimal inverse temperature is attained in the second region where the yellow curve crosses the real axis. In the center, $x = 2.95$ and the optimal inverse temperature is attained in the third region where the green curve crosses the real axis.
4.6 Expression for the rate function

Now that we have the expression for the optimal temperature, we can get the expression for the rate function \( \Psi_C(.) \) thanks to Eq. (80). This gives:

\[
\Psi_C(x) = \begin{cases} 
\frac{1}{2} \int_{x_c^+}^{x} (\bar{g}_C(t) - g_C(t)) \, dt & \text{for } c_+ \leq x \leq x_c^1, \\
K_1 + \frac{1}{2} \int_{x_c^1}^{x} \left( \mathcal{R}_B^{(1)}(t - w_A) - g_C(t) \right) \, dt & \text{for } x_c^1 \leq x \leq x_c^2, \\
K_2 + \frac{1}{2} \log \left( \frac{1}{w_A + w_B - x} \right) - \frac{1}{2} \int_{x_c^2}^{x} g_C(t) \, dt & \text{for } x_c^2 \leq x \leq w_A + w_B. 
\end{cases}
\]

(127)

and is infinite for values of \( x \) outside \( (c_+, w_A + w_B) \). The constant \( K_1 \) (resp. \( K_2 \)) is given when \( x_c^1 < \infty \) (resp. when \( x_c^2 < \infty \)) by:

\[
K_1 := \frac{1}{2} \int_{c_+}^{x_c^1} (\bar{g}_C(t) - g_C(t)) \, dt, \tag{128}
\]

and by:

\[
K_2 := K_1 + \frac{1}{2} \log \left( \frac{1}{\bar{g}_B(w_B)} \right) + \frac{1}{2} \int_{x_c^1}^{x_c^2} \mathcal{R}_B^{(1)}(t - w_A) - g_C(t) \, dt, \tag{129}
\]

such that the rate function is continuous (and actually at least \( C^2 \)) at each critical point.

Remark (Effective potential): The effective potential Eq. (21) can be computed from the rate function and gives that \( V(x)/2 \) is equal to the same expression as Eq. (127) with a plus sign instead of a minus sign in front of \( g_C(t) \) (including in the constants Eqs. (128) and (129)). The potential is only defined up to an arbitrary constant chosen here such that \( V(c_+) = 0 \). An example of effective potential in plotted in Fig. 7.

Remark (Tracy-Widom ‘3/2’-scaling near the edge): Since the first regime matches the ones of the classical case of one random matrix given by Eq. (20), we retrieve in particular the Tracy-Widom ‘3/2’-scaling of Eq. (32) near the edge for the free convolution of non-degenerate densities, as recently investigated in Ref. [57].

Remark (Number of critical points): In general, if one is considering the sum of two random matrices taken from an invariant ensemble with a wall, then the rate function has two possible critical points. However, if \( \bar{g}_A(w_A) = \bar{g}_B(w_B) \), then from Eqs. (121) (122), one can see that two critical points merge, and we have at most one critical point. In particular, this happens when one is considering the free sum \( \tilde{A} + \tilde{O} \tilde{A} \tilde{O}^T \), where \( \tilde{A} \) is a fixed diagonal matrix. Since \( x_{c_1} \) diverges if \( w_A \to \infty \) while \( x_{c_2} \) diverges if either \( w_A \to \infty \) or \( w_B \to \infty \), the free sum of a two fixed diagonal and a fluctuating matrix (no wall) has at most one critical point while the sum of two fluctuating matrices never has a critical point, in this case the rate function is the same as that of an invariant ensemble Eq. (20).

Remark (Interpretation of the three regimes): For \( c_+ \leq x \leq x_c^1 \) the rate function is the same as the one from an invariant ensemble. In this regime, the eigenvalues (including rare large ones) of the matrix \( C \) behave exactly as an invariant ensemble with the potential (and its analytical continuation outside the segment \([c_-, c_+]) \) \( \Psi_C(.) \) compatible with the limiting density \( \mu_C(.) \), that is, \( V_C(.) \) is given by Eq. (7). In particular, walls (if any) do not
modify the rate function in this regime. For \( x_{c_1} \leq x \leq x_{c_2} \), the wall \( w_A \) starts to matter, the derivative of the rate function is now the same as if the matrix \( A \) were replaced by a rank-1 matrix with eigenvalue \( w_A \) but with the still correct \( g_C(x) \) (see App. D). Finally, for \( x_{c_1} \leq x \leq w_A + w_B \), both walls matter and the derivative of the rate function is now the same as for the sum of two rank-one matrices with eigenvalues \( w_A \) and \( w_B \), again up to the correct \( g_C(x) \) (see App. D). In particular, very close to the maximal value \( w_A + w_B \), we have:

\[
P[\lambda_1(C) \simeq (w_A + w_B)(1 - \epsilon)] \approx \epsilon^{N/2} \quad \text{for } \epsilon \ll 1,
\]

which is the asymptotic probability of two random vectors of having a squared overlap of order \( 1 - \epsilon \) in dimension \( N \).

**Example (Free sum of two diagonal semi-circle matrices):** In this paragraph, we will compute explicitly the rate function \( \Psi_C(x) \) for a matrix \( C = A + OBO^T \), where \( A \) and \( B \) are two fixed diagonal matrices with the semi-circle distribution of Eq. (8) as their limiting spectrum. Without loss of generality, let’s consider that their variance are given by \( \sigma_A = 1 \) and by \( \sigma_B^2 = \sigma^2 \leq 1 \) respectively. The computation is equivalent to the sum of two invariant random matrices in quadratic potentials \( V_i(x) = x^2/(2\sigma_i^2) \) and a wall at \( w_i = 2\sigma_i \) for \( i = A, B \) respectively. The free convolution of two semi-circle distributions is again a semi-circle distribution, with variance the sum of the variance. In other words, the limiting law and Stieltjes transform of the matrix \( C \) is given respectively by Eq. (5) and Eq. (22) with \( \sigma_C = \sqrt{1 + \sigma^2} \). Since we have \( g_A(2) \leq g_B(2\sigma) \) and the R-transform of the semi-circle distribution is given by Eq. (56), the optimal inverse temperature is given by:

\[
\theta^*(x) = \begin{cases} 
\frac{x + \sqrt{x^2 - 4(1 + \sigma^2)}}{2(1 + \sigma^2)} & \text{for } 2\sqrt{1 + \sigma^2} \leq x \leq 2 + \sigma^2, \\
\frac{x - 2 + \sigma^2}{\sigma^2} & \text{for } 2 + \sigma^2 \leq x \leq 2 + \sigma, \\
\frac{1}{x + 2\sigma - x} & \text{for } 2 + \sigma \leq x \leq 2 + 2\sigma.
\end{cases}
\]

and so the rate function is given for \( x \in [2\sqrt{1 + \sigma^2}, 2 + 2\sigma] \) by

\[
\Psi_{sc+sc}(x) = \begin{cases} 
\frac{x}{2\sqrt{1 + \sigma^2}} + \log \left( \frac{2\sqrt{1 + \sigma^2}}{4(1 + \sigma^2)} + \sqrt{x^2 - 4(1 + \sigma^2) + x} \right) & \text{for } 2\sqrt{1 + \sigma^2} \leq x \leq 2 + \sigma^2, \\
\frac{(x - 2)^2}{4\sigma^2(1 + \sigma^2)} + \frac{4\sigma^2 + x^2 - 8x + 12 + x\sqrt{x^2 - 4(1 + \sigma^2)}}{8(1 + \sigma^2)} + \frac{1}{4} \log \left( \frac{x^2 - 2(1 + \sigma^2) - x\sqrt{x^2 - 4(1 + \sigma^2)}}{2(1 + \sigma^2)^2} \right) & \text{for } 2 + \sigma^2 \leq x \leq 2 + \sigma, \\
\frac{1}{4} \log \left( \frac{(2 + \sigma)(2 + \sigma - \sqrt{\sigma(4 - 3\sigma)}) - 2(1 + \sigma^2)}{2} \right) + \frac{6(1 + \sigma^2) - x^2 + x\sqrt{x^2 - 4(1 + \sigma^2)}}{8(1 + \sigma^2)} + \frac{1}{2} \log \left( \frac{\sigma(2 + \sigma + \sqrt{\sigma(4 - 3\sigma)})}{(1 + \sigma^2)(2(1 + \sigma) - x)(x + \sqrt{x^2 - 4(1 + \sigma^2)})} \right) & \text{for } 2 + \sigma \leq x \leq 2 + 2\sigma.
\end{cases}
\]
Figure 7: One the left, the rate function of the largest eigenvalue of the sum of $A$ and $B$ from a GOE ensemble with a wall at their edge, with $\sigma_A = 1$ and $\sigma_B = \sigma = 9/10$, see Eq. (132). On the right, the effective potential, Eq. (21), for the same problem. Note that for $x < x_{c_1}$, the effective potential is given by $V(x) = x^2/(2(1 + \sigma^2))$ and that nothing special happens at $x = c_+ = 2\sqrt{1 + \sigma^2}$. The potential is non-analytic at the two points $x_{c_1} = 2 + \sigma^2$ and $x_{c_2} = 2 + \sigma$ (the two vertical dashed lines) and diverges at $w_A + w_B = 2 + 2\sigma$ after which it is infinite (shaded area). Although it is impossible to see from this graph, it deviates from the quadratic potential (dotted green line) for $x > x_{c_1}$.

and is infinite otherwise. This function has been plotted in Fig. 7 for $\sigma = 9/10$.

5 Large deviation for the product of symmetric matrices

In this section we consider the case where the matrix $C$ is given as the symmetric product\footnote{One may note that since we are interested in the eigenvalues, we can equivalently consider the product $AB$ since this matrix is similar to the matrix $C$ and hence has the same eigenvalues. However, unlike $C$, the matrix $AB$ is a priori not symmetric.}

\[ C = \sqrt{AB}\sqrt{A}, \quad (133) \]

where $A \sim \mathbb{P}_{V_A,w_A}$ and $B \sim \mathbb{P}_{V_B,w_B}$ are two positive semi-definite random matrices. In the large $N$ limit, the limiting density $\mu_C$ of $C$ is described by the multiplicative free convolution of the next section and our goal is to compute the rate function $\Psi_C(x)$\footnote{We recall once again that since we are studying the case of symmetric matrices, one needs to replace the notation $\zeta_i(C)$ and $\Pi_C(x)$ by respectively $\zeta_i(C)$ and $\Psi_C(x)$ in Sec. 3.}

\[ \mathbb{P}[\lambda_1(C) \simeq x] \approx \exp[-N \Psi_C(x) + o(N)] \quad \text{for } x > c_+, \quad (134) \]

describing the right large deviation of the top eigenvalue of $C$ far from its typical value given by the edge $c_+$ of $\mu_C$. Let us make the following important remark concerning the case of the product of rectangular matrices.

Remark (product of rectangular random matrices): We argue that the case of the product of two rectangular matrices reduced to the symmetric cases. Indeed, if we have two rectangular matrices $A$ and $B$ of size $(N \times M)$ and $(M \times K)$ respectively, then the non-
zero singular values of the product are given by:

\[ s_i(AB) = \sqrt{\lambda_i(ABB^T A^T)} = \sqrt{\lambda_i(\sqrt{A^TABB^T} \sqrt{A^T}A)}. \]

(135)

Since \( A^T A \) and \( B^T B \) are two \((M \times M)\) symmetric matrices we recover the case of Eq. (133).

5.1 Product of invariant matrices: the multiplicative free convolution and the S-transform

The limiting density \( \mu_C(.) \) is given as the unique probability distribution solution of:

\[ \tilde{S}_C(y) = \tilde{S}_A(y) \tilde{S}_B(y), \]

(136)

for all \( z \) in the complex plane close enough to the origin, where \( \tilde{S}_A \) (resp. \( \tilde{S}_B, \tilde{S}_C \)) is the (modified) S-transform\(^{12}\) of the limiting spectral distribution \( \mu_A \) (resp. \( \mu_B, \mu_C \)):

\[ \tilde{S}_A(y) := \frac{y}{y+1} t_A^{(-1)}(y), \]

(137)

where \( t_A \) (resp. \( t_B, t_C \)), is the T-transform of the limiting distribution \( \mu_A \) (resp. \( \mu_B, \mu_C \)), which is defined for all \( z \in \mathbb{C} \setminus [c_-, c_+] \) by:

\[ t_A(z) := zg_A(z) - 1 = \int_{a_-}^{a_+} \frac{\lambda \mu_A(\lambda)}{z - \lambda} d\lambda. \]

(138)

Similarly, we define the second branch of the T-transform as:

\[ \bar{t}_A(z) := zg_A(z) - 1. \]

(139)

The function \( \bar{t}_A(.) \) is the inverse of \( t_A^{(-1)}(.) \) continued to values higher than \( t_A(a_+) \). As a consequence of Eq. (136), the logarithm of the S-transform linearizes the multiplication and hence it is the random matrix analogous of the (log of the) Mellin transform of classical probability. The limiting spectral distribution is therefore called the free multiplicative convolution of \( \mu_A \) and \( \mu_B \) and is usually denoted by \( \mu_C := \mu_A \boxtimes \mu_B \) in the RMT literature.

We will be using the following properties of the multiplicative free convolution:

- If we denote by

\[ s_A := \lim_{w_A \to \infty} \bar{t}_A(w_A), \]

(140)

then for \( \theta \in (0, s_A) \), \( \tilde{S}_A(.) \) is an increasing function of \( \theta \), see App. A.2.2.

- The T-transform of the matrix \( C \) satisfies the following inequality at the edge:

\[ t_C(c_+) \leq \min(t_A(a_+), t_B(b_+)), \]

(141)

see App. A.3.

Example (S-transform of a Wishart matrix): For a Wishart matrix, from its Stieltjes transform given by Eq. (25), one can easily get the T-transform defined by Eq. (138) and invert it to get the S-transform of Eq. (137):

\[ \tilde{S}_{MP}(y) = 1 + gy. \]

(142)

\(^{12}\)The standard S-transform \( S \) is usually defined in the literature as the reciprocal of our S-transform: \( \tilde{S}(z) = \frac{1}{S(z)} \). As we will see, the convention \( \tilde{S}(.) \) will appear more naturally.
5.2 The multiplicative spherical integral and the LSSK model

For the multiplicative case, we argue that a good candidate for the tilt is the multiplicative spherical integral \( Z_C(\theta) \), where for any positive semi-definite matrix \( M \) and \( \theta \geq 0 \), this spherical integral is given by:

\[
Z_M(\theta) := \int_{S^{N-1}} d\omega(\sigma) (\sigma^T M \sigma)^{\frac{\theta}{2}}.
\]

(143)

where we recall that \( S^{N-1} \) is the hyper-sphere of radius one and \( d\omega(.) \) is the unit uniform measure over \( S^{N-1} \). By Haar property, for any two positive semi-definite matrices \( M_1 \) and \( M_2 \), this function satisfies:

\[
\int_{O(N)} Z_{\sqrt{M_1} O M_2 O^T \sqrt{M_1}}(\theta) dO = Z_{M_1}(\theta) Z_{M_2}(\theta),
\]

(144)

which gives for \( M_1 = A \) and \( M_2 = B \) taken from an invariant ensemble and after averaging, the desired decomposition property of Eq. (81).

We can again interpret \( Z_M(\theta) \) as the partition function of a spherical model:

\[
Z_M(\theta) := \langle e^{\frac{1}{2} \theta H_{LSSK}(\sigma)} \rangle,
\]

(145)

with the Hamiltonian:

\[
H_{LSSK}(\sigma) := \log \left( \sum_{i=1}^{N} \lambda_i(M) \sigma_i^2 \right).
\]

(146)

Since \( M \) is the symmetric product of definite positive matrices, its eigenvalues are positive, so this Hamiltonian is well defined. In this paper, we are interested in the case \( M = C \) given by Eq. (133). Due to the logarithmic term, we denote this model as the Logarithmic Spherical Sherrington-Kirkpatrick (LSSK for short) model. The behavior of \( Z_C(\theta) \) for \( N \) large has been recently investigated in Refs. [38, 39] and are given in the following section.

Due to its similarity with the original SSK model, one should expect to have a similar behavior, with a paramagnetic phase at high temperature and a spin glass phase at low temperature.

5.3 Asymptotic behavior of the quenched and annealed free energies of the LSSK model

We summarize here the asymptotic behavior of (the derivatives of) the quenched and annealed free energies.

For \( C \) conditioned to have its largest eigenvalue fixed at the position \( x \), the partial derivatives of the quenched free energy of Eq. (73) with \( Z_C(\theta) \) given by Eq. (143) satisfy a phase transition. In the high temperature regime, it has been shown in Refs. [38, 39] that the derivative with respect to the parameter \( \theta \) of the quenched free energy is for small enough \( \theta \) the logarithm of the S-transform. One can also get the behavior for low temperature where there is a saturation, and we have:

\[
\partial_{\theta} J_C(x, \theta) = \begin{cases} 
\log \tilde{S}_C(\theta) & \text{for } \theta \leq t_C(x), \\
\frac{1}{2} \log \left( \frac{x^\theta}{\theta+1} \right) & \text{for } \theta \geq t_C(x).
\end{cases}
\]

(147)
Similarly, the partial derivative with respect to \( x \) is given by:

\[
\partial_x J_C(x, \theta) = \begin{cases} 
0 & \text{for } \theta \leq t_C(x), \\
\frac{\theta + 1}{2} - g_C(x) & \text{for } \theta \geq t_C(x).
\end{cases}
\]

(148)

For the derivative of the annealed free energy \( F_C(\cdot) \), one only needs the of \( F_A(w_A, \cdot) \) and \( F_B(w_B, \cdot) \) separately since we have the decomposition of Eq. (82), which are given by (see App. B.2 for a derivation):

\[
\partial_\theta F_A(w_A, \theta) = \begin{cases} 
\log \tilde{S}_A(\theta) & \text{for } \theta \leq \tilde{t}_A(w_A), \\
\log \left( \frac{w_A \theta}{\theta + 1} \right) & \text{for } \theta \geq \tilde{t}_A(w_A),
\end{cases}
\]

(149)

and similarly for \( F_B(w_B, \cdot) \). Note that if the wall is at the edge \( w_A = a_+ \), since \( t_A(a_+) = \tilde{t}_A(a_+) \), we have Eq. 87 and hence form the large deviation of the top eigenvalue, we can indeed consider fixed diagonal matrices as invariant matrices with a wall at the edge. Conversely, classical invariant ensembles correspond to the limit \( w_A \to \infty \) from which we see that the annealed free energy is equal to the logarithm of the S-transform for \( \theta < s_A \), with \( s_A \) given by the limit of (140), and is otherwise infinite.

5.4 Optimal temperature for the product

Without any loss of generality, let’s assume

\[
\tilde{t}_A(w_A) \leq \tilde{t}_B(w_B),
\]

(150)

and

\[
\tilde{t}_C(c_+) \leq \infty.
\]

(151)

Our goal is to show that the supremum in Eq. (77) is attained at a unique point by looking at the derivative \( I'_x(\cdot) \) with respect to \( \theta \). Paying attention to the bounds in Eqs. (147) and (149), one has the following behavior:

\[
I'_x(\theta) = \begin{cases} 
0 & \text{for } \theta \leq t_C(x), \\
\log \frac{x}{t_C^{(-1)}(\theta)} & \text{for } t_C(x) \leq \theta \leq \tilde{t}_A(w_A), \\
\log \frac{x}{w_A \tilde{S}_B(\theta)} & \text{for } \tilde{t}_A(w_A) \leq \theta \leq \tilde{t}_B(w_B), \\
\log \frac{x(\theta + 1)}{w_A w_B \theta} & \text{for } \theta \geq \tilde{t}_B(w_B).
\end{cases}
\]

(152)

Based on similar monotonous argument as in the additive case of Sec. 4.5, one can show that for \( \theta \geq t_C(x) \) this function is continuously increasing until it reaches the point \( t_C(c_+) \) and then it is continuously decreasing. For values of \( x > w_A w_B \), it never crosses the real axis, and we have \( \theta^*(x) = \infty \). Otherwise, it crosses the real axis exactly one time and the equation determining \( \theta^*(x) \) depends on the position of \( x \) with respect to the two critical points \( x_{c_1} \) and \( x_{c_2} \) defined by

\[
x_{c_1} := t_C^{(-1)}(\tilde{t}_A(w_A)) = w_A \tilde{S}_B(\tilde{t}_A(w_A)),
\]

(153)
and by:

\[ x_{c_2} := w_A w_B \frac{\tilde{t}_B(w_B)}{t_B(w_B) + 1}. \] (154)

1. For \( c_+ < x < x_{c_1} \), \( \theta^* \) is attained in \((t_C(c_+), \tilde{t}_A(w_A))\) and so setting the second line of the RHS of Eq. (152) being equals to zero, gives:

\[ \theta^*(x) = \tilde{t}_C(x); \] (155)

2. For \( x_{c_1} < x < x_{c_2} \), the optimal inverse temperature is attained in the region \( \tilde{t}_A(w_A) \leq \theta \leq t_B(w_B) \) and \( \theta^*(x) \) is solution of the third line of the RHS of Eq. (152) being equal to zero, that is:

\[ \theta^*(x) = \tilde{S}_B^{(-1)} \left( \frac{x}{w_A} \right); \] (156)

3. For \( x_{c_2} < x < w_A w_B \), \( \theta^*(x) \) is attained in the region \( \theta \geq t_B(w_B) \) and so from Eq. (152) it is given by:

\[ \theta^*(x) = \frac{x}{w_A w_B - x}. \] (157)

5.5 Expression for the rate function

Using the expressions of the previous section for the optimal temperature together with the expression of the partial derivative of the quenched free energy of Eq. (148) in Eq. (80), we have that the rate function is given by:

\[
\Psi_C(x) = \begin{cases} 
\frac{1}{2} \int_{c_+}^{x} (\tilde{g}_C(t) - g_C(t)) dt & \text{for } c_+ \leq x \leq x_{c_1}, \\
K_1 + \frac{1}{2} \int_{x_{c_1}}^{x} \left( \frac{\tilde{S}_B^{(-1)} \left( \frac{t}{w_A} \right) + 1}{t} - g_C(t) \right) dt & \text{for } x_{c_1} \leq x \leq x_{c_2}, \\
K_2 + \frac{1}{2} \log \left( \frac{x}{w_A w_B - x} \right) - \frac{1}{2} \int_{x_{c_2}}^{x} g_C(t) dt & \text{for } x_{c_2} \leq x \leq w_A w_B.
\end{cases}
\] (158)

and is infinite for other values of \( x \). The constant \( K_1 \) is again given by Eq. (128) with now \( x_{c_1} \) given Eq. (153) (if \( x_{c_1} < \infty \)) and \( K_2 \) is defined by:

\[
K_2 := K_1 + \frac{1}{2} \log \left( \frac{1}{t_B(w_B)} \right) + \frac{1}{2} \int_{x_{c_1}}^{x_{c_2}} \left( \frac{\tilde{S}_B^{(-1)} \left( \frac{t}{w_A} \right) + 1}{t} - g_C(t) \right) dt
\] (159)

if \( x_{c_2} < \infty \).

**Example (Rate Function for Generalized Wishart):** Let’s consider the case in Eq. (133) where \( B \) is a (White) Wishart with shape ratio \( q \) and \( A \) is a fixed diagonal (positive semi-definite) matrix. In this case, we have \( w_A = a_+ \) and \( w_B = \tilde{t}_B(w_B) = \infty \). As a
consequence, there is just one critical point and using the expression (137) for the S-transform of the Wishart matrix, it is given by:

\[ x_{c_1} = a_+ (1 + q t_A(a_+)) \] (160)

and using Eq. (142) for the S-transform, we have for the rate function:

\[
\Psi_C(x) = \begin{cases} 
\frac{1}{2} \int_{c_+}^{x} (\bar{g}_C(t) - g_C(t)) dt & \text{for } c_+ \leq x \leq x_{c_1}, \\
K_1 + \frac{1}{2} \left(-\frac{1}{q} - t_A(a_+) + \frac{x}{qa_+} + \left(1 - \frac{1}{q}\right) \log \left(\frac{x}{x_{c_1}}\right) - \int_{x_{c_1}}^{x} g_C(t) dt\right) & \text{for } x \geq x_{c_1},
\end{cases}
\] (161)

which is up to a change in the notation, the results obtained in Ref. [34].

6 Large deviation for the top singular value of sum of rectangular matrices

In this section, we consider the case where the matrix \( C \) is given as

\[ C = A + B, \] (162)

where \( A \sim \mathbb{P}_{V_{A,w_A}} \) and \( B \sim \mathbb{P}_{V_{B,w_B}} \) are two rectangular matrices, each taken from a bi-invariant ensemble with a wall as defined in Sec. 2.4.3. We aim at computing the rate function \( \Phi_C(x) \):\(^{13}\)

\[ \mathbb{P} [s_1(C) = x] \approx \exp \left[-N \Phi_C(x) + o(N)\right] \text{ for } x > c_+, \] (163)

where \( c_+ \) is the edge of the limiting density of singular values \( \rho_C \) of \( C \), described by the rectangular free convolution, see the next paragraph. Note that unlike the case of the product of rectangular matrices, this case does not boil down to consider the sum of symmetric matrices, since:

\[ s_i (A + B) = \sqrt{\lambda_i (AA^T + BB^T + AB^T + BA^T)} \neq \sqrt{\lambda_i (AA^T + BB^T)}. \] (164)

For specific values of \( q \) (namely \( q = 0 \), corresponding to long matrices and \( q = 1 \), corresponding to square matrices), it is known - as we will see - that this rectangular free convolution is related to the additive free convolution of Sec. 4.1.

6.1 Rectangular free convolution

The LSVD \( \rho_C \) of \( C \) of Eq. (162) is given by the rectangular free convolution (with shape ratio \( q \)): \(^{58, 59}\), denoted by \( \rho_A \boxplus_q \rho_B \) in the RMT literature, which is – similarly to the additive and multiplicative free convolution – defined via a linearizing transform called the (modified) rectangular C-transform (with shape ratio \( q \)):\(^{14}\)

\[ \tilde{C}_C^{(q)}(y) = \tilde{C}_A^{(q)}(y) + \tilde{C}_B^{(q)}(y). \] (165)

\(^{13}\)We recall that since we are studying the rectangular case, one needs to replace the notation \( \zeta_i(C) \) and \( \Pi_C(x) \) in Sec. 3 by \( s_i(C) \) and \( \Phi_C(x) \) respectively.

\(^{14}\)The standard convention for the rectangular R-transform, \( \mathcal{R}_A^{(q)} \), is related to our rectangular C-transform \( \tilde{C}_A^{(q)} \), via \( \tilde{C}_A^{(q)}(t) =: \mathcal{R}_A^{(q)}(t^2)/t \). As we will see, the convention \( \tilde{C}_A^{(q)} \) will appear more naturally.
This transform is given by the formula:

\[
\tilde{C}^{(q)}_A(y) := \frac{U\left(y d^{(-1)}_A(y)\right)}{y},
\]

(166)

where \(U(.)\) is defined by:

\[
U(y) := -1 - q + \frac{\sqrt{(1 - q)^2 + 4qy^2}}{2q}.
\]

(167)

Note that \(U(.)\) is an increasing function of \(y\) whose inverse transform is given by the simple formula:

\[
U^{-1}(z) = \sqrt{(1 + z)(1 + qz)}.
\]

(168)

The function \(d^{(-1)}_A(.)\) in Eq. (166) is the inverse functional of the D-transform, which is the rectangular counterpart of the Stieltjes transform (resp. T-transform) in the additive (resp. multiplicative) case, defined by:

\[
d_A(z) := \sqrt{\left(\int \frac{z}{z^2 - s^2} \rho_A(s) ds\right) \left(q \int \frac{z}{z^2 - s^2} \rho_A(s) ds + \frac{1 - q}{z}\right)}.
\]

(169)

Note that if we denote by \(g_{AA^T}(.)\) the Stieltjes transform of the measure \(\mu_{AA^T}(.) = \frac{\rho_{AA^T}(s)}{2\sqrt{s}}\), the limiting Stieltjes of the matrix \(AA^T\), then we have:

\[
d_A(z) = \sqrt{qz^2 (g_{AA^T}(z^2))^2 + (1 - q)g_{AA^T}(z^2)}.
\]

(170)

Remark (long matrices \((q \to 0)\) and additive free convolution): In the limit \(q \to 0\), corresponding to the case of \((N \times M)\) rectangular long matrices with \(1 \ll N \ll M\), we have for the function \(U\) and the D-transform,

\[
U(y) \to_{q \to 0} y^2 - 1,
\]

(171)

and

\[
d_A(z) \to_{q \to 0} \sqrt{g_{AA^T}(z^2)},
\]

(172)

and so the inverse of the D-transform is given by:

\[
d^{(-1)}_A(y) \to_{q \to 0} \sqrt{g^{(-1)}_{AA^T}(y^2)}.
\]

(173)

As a consequence, the rectangular C-transform is related to the R-transform by

\[
\tilde{C}^{(q)}_A(y) = y R_{AA^T}(y^2),
\]

(174)

and so by the linearizing property of the C-transform and the R-transform we have:

\[
\tilde{C}^{(q)}_C(y) = y R_{AA^T + BB^T}(y^2).
\]

(175)

In other words for long matrices, if one is looking at the LSVD of the sum, one can replace the symbol ‘\(\neq\)’ in Eq. (164) by an equality!
Remark (square matrices \((q = 1)\) and symmetrized density): For \(q = 1\), corresponding to (asymptotic) square matrices, the function \(U\) is simply given by:

\[
U(y) \to_{q \to 1} y - 1,
\]

and the D-transform of Eq. \((169)\) considerably simplifies (for \(z > a_+\)) into:

\[
d_A(z) = \int \frac{z}{z^2 - s^2} \rho_A(s) ds = \int \frac{\mu_A(\lambda)}{z - \lambda} d\lambda =: g_A(z) \quad \text{(for } q = 1). \tag{177}
\]

where we recall that \(\mu_A\) is the symmetrized density of \(\rho_A\), given by Eq. \((61)\). The C-transform of Eq. \((166)\) reads in this case:

\[
\hat{C}_A^{(1)}(y) = \mathbb{R}_A(y), \tag{178}
\]

and by linearizing property, we have that the LSVD of the matrix \(C\) is given as the unique probability measure on \(\mathbb{R}_+\) such that:

\[
\hat{C}_C^{(1)}(y) = \mathbb{R}_{A+B}(y). \tag{179}
\]

In other words, the singular values of the sum of two (bi-free) square matrices is given asymptotically by the additive free convolution of Sec. 4.1 of their respective symmetrized singular value densities.

Example (Gaussian rectangular random matrices): Let’s consider the case of Gaussian rectangular matrices with LSVD given Eq. \((47)\). Using Eq. \((170)\) with the expression of Eq. \((142)\) for the Stieltjes transform of the Marchenko-Pastur distribution, one gets the following expression for the D-transform (for \(z > 0\)):

\[
d_A(z) = \frac{1}{\sigma^2} \sqrt{\frac{z^2 - (1 + q)\sigma^2 - \sqrt{z^4 - 2(1 + q)\sigma^2 z^2 + (1 - q)^2 \sigma^4}}{2q}}, \tag{180}
\]

whose inverse is given by

\[
d_A^{(-1)}(y) = \frac{\sqrt{(1 + \sigma^2 y^2)(1 + q\sigma^2 y^2)}}{y}. \tag{181}
\]

The argument inside the square-root function is nothing else than the inverse \(U^{(-1)}\) evaluated at \(\sigma^2 y^2\), see Eq. \((168)\). Using Eq. \((166)\), the rectangular C-transform of the Gaussian rectangular matrix is given simply by:

\[
\hat{C}_A^{(q)}(y) = \sigma^2 y. \tag{182}
\]

In the following, we will be using the two following properties of the rectangular free convolution:

- we argue that the function \(\hat{C}_A^{(q)}(y)\) is a continuous increasing function see App. A.2
- The D-transform at the edge of \(\rho_C\) satisfies the following inequality:

\[
d_C(c_+) \leq \min(d_A(a_+), d_B(a_+)) \tag{183}
\]

see App. A.3
6.2 Rectangular spherical integral and the BSSK model

Similar to the cases of the sum of symmetric matrices, we choose the tilt function for the problem of the sum of rectangular matrices to be given by the rectangular spherical integral \( Z_C(\theta) \) defined for any rectangular matrix \( M \) and \( \theta \geq 0 \) by:

\[
Z_M(\theta) := \int_{S^{N-1}} d\sigma_1 \int_{S^{M-1}} d\sigma_2 \exp \left[ \sqrt{NM\theta} \sigma_1^T M \sigma_2 \right].
\]  

(184)

For any rectangular matrices \( M_1 \) and \( M_2 \), this function satisfies the following property:

\[
\int_{O(N)} \int_{O(M)} Z_{M_1 + UM_2V^T}(\theta) dU dV = Z_{M_1}(\theta) Z_{M_2}(\theta),
\]

(185)

which evaluated for \( M_1 = A \) and \( M_2 = B \) given as rectangular bi-invariant random matrices, gives after integration over the laws of \( A \) and \( B \), the decomposition property of Eq. (81).

This rectangular spherical can again be understood as the partition function of a spherical model with inverse temperature \( \theta \). Indeed, if we denote by

\[
\sigma := \frac{1}{\sqrt{2}} [\sigma_1, \sigma_2] \in S^{N+M-1},
\]

(186)

\( Z_C(\theta) \) can be written as:

\[
Z_M(\theta) := \langle e^{\sqrt{NM\theta} H^{BSSK}(\sigma)} \rangle,
\]

(187)

with the Hamiltonian

\[
H^{BSSK}(\theta) := \sigma^T \begin{pmatrix} 0 & M \\ M^T & 0 \end{pmatrix} \sigma,
\]

(188)

and by bi-invariance, this can be also written as:

\[
H^{BSSK}(\theta) = \sum_{i=1}^N s_i(M)\sigma_i\sigma_{N+i}.
\]

(189)

This model is known [60, 61, 62] as the Bipartite Spherical Sherrington-Kirkpatrick (BSSK in short) spin model, due to the graph structure of the interaction matrix: each coordinate of one family vector interacts only with members of the other family.

6.3 Asymptotic behavior of the annealed and quenched free energy of the BSSK model

To have the rate function, we first need to compute the derivatives of the quenched and annealed free energy of the BSSK model of Eq. (73) and Eq. (74) respectively with the tilt function \( Z_C \) given by Eq. (184).

For \( C \) conditioned to have its largest singular value at the position \( x \), the quenched annealed free energy is known to be related to the rectangular C-transform for small enough value of the inverse temperature \( \theta \). For higher value, it depends also on the position \( x \), see the derivation in the Appendix, and we have in full generality:

\[
\partial_\theta J_C(x, \theta) = \begin{cases} \tilde{C}_C^\theta (\theta) & \text{for } \theta \leq d_C(x), \\ \frac{U(\theta x)}{\alpha} & \text{for } \theta \geq d_C(x). \end{cases}
\]

(190)
Similarly, the partial derivative with respect to $x$ is given by:

$$
\partial_x J_C(x, \theta) = \begin{cases} 
0 & \text{for } \theta \leq d_C(x), \\
\sqrt{(1-q)^2+4q\theta^2x^2}/2q & \text{for } \theta \geq t_C(x). 
\end{cases}
$$

(191)

The derivative of the annealed free energy $F_C$ is the sum of the derivative of the annealed free energy $F_A$ and $F_B$ which are given by:

$$
\partial_\theta F_A(w_A, \theta) = \begin{cases} 
\tilde{C}_A(q)(\theta) & \text{for } \theta \leq \tilde{d}_A(w_A), \\
U(\theta w_A) & \text{for } \theta \geq \tilde{d}_A(w_A), 
\end{cases}
$$

(192)

and similarly for $F_B$. If the wall is at the edge $w_A = a_+$, since $d_A(a_+) = \tilde{d}_A(a_+)$, we have Eq. (197) and hence form the large deviation of the top singular value, we can consider fixed rectangular diagonal matrices as bi-invariant matrices with a wall at the edge.

### 6.4 Optimal temperature for the rectangular case

Without loss of generality, we assume:

$$
\tilde{d}_A(w_A) \leq \tilde{d}_B(w_B),
$$

(193)

and the non-trivial condition:

$$
d_C(c_+) < \infty.
$$

(194)

In this case, the derivative with respect to $\theta$ of the function $I_x(.)$ in the supremum of Eq. (77) is given by:

$$
I'_x(\theta) = \begin{cases} 
0 & \text{for } \theta \leq d_C(x), \\
\frac{U(\theta x)}{\theta} - \tilde{C}_C(q)(\theta) & \text{for } d_C(x) \leq \theta \leq \tilde{d}_A(w_A), \\
\frac{U(\theta x)}{\theta} - \frac{U(\theta w_A)}{\theta} - \tilde{C}_B(q)(\theta) & \text{for } \tilde{d}_A(w_A) \leq \theta \leq \tilde{d}_B(w_B), \\
\frac{U(\theta x)}{\theta} - \frac{U(\theta w_A)}{\theta} - \frac{U(\theta w_B)}{\theta} & \text{for } \theta \geq \tilde{d}_B(w_B). 
\end{cases}
$$

(195)

By property of the rectangular free convolution, for $\theta > d_C(x)$, this function is first increasing with $\theta$ until it reaches the value $\theta = d_C(c_+)$ and then it is decreasing with $\theta$. One can check that it crosses the real axis if $x$ is in the interval $[c_+, w_A + w_B]$, and in this case, the position of the optimal inverse temperature $\theta^*$ depends on two critical points $x_{c_1}$ and $x_{c_2}$. The first one is given by

$$
x_{c_1} := \tilde{d}_C^{-1}(\tilde{d}_A(w_A)).
$$

(196)

Unfortunately, unlike the sum and the product of symmetric matrices, the expression for $x_{c_1}$ in terms of the rectangular C-transform is quite involved. If we introduce the function:

$$
f_q(z) := \frac{1}{2} \sqrt{(1-q)^2 + 4qz^2},
$$

(197)
to ease the notation, then we have:

$$x_{c_1} = \sqrt{w_A^2 + \tilde{C}_B(q)(\tilde{d}_A(w_A)) \left( q\tilde{C}_B(q)(\tilde{d}_A(w_A)) + \frac{f_q(w_A\tilde{d}_A(w_A))}{\tilde{d}_A(w_A)} \right)}.$$

(198)

The other critical point $x_{c_2}$ is given by:

$$x_{c_2} := \frac{1}{d_B(w_B)} U^{(-1)} \left( U(w_A\tilde{d}_B(w_B)) + U(w_B\tilde{d}_B(w_B)) \right),$$

(199)

where we recall that $U^{(-1)}$ is given by Eq. (168). Eq. (199) can be written in semi-explicit form with the function $f_q$ of Eq. (197):

$$x_{c_2} = \sqrt{\left( f_q \left( w_A\tilde{d}_B(w_B) \right) + f_q \left( w_B\tilde{d}_B(w_B) \right) - 1 \right) \left( f_q \left( w_A\tilde{d}_B(w_B) \right) + f_q \left( w_B\tilde{d}_B(w_B) \right) - q \right)} \sqrt{d_B(w_B)}.$$

(200)

1. for $c_+ \leq x \leq x_{c_1}$, $\theta^*$ is attained in $(d_C(c_+), \tilde{d}_A(w_A))$ and hence $\theta^*$ is solution of the second line of the RHS of Eq. (195) being equal to zero. Using Eq. (166) to express the C-transform in terms of the function $U$, one gets:

$$U(\theta^* x) = U(d_C^{-1}(\theta^*) \theta^*);$$

(201)

and by applying the (monotonous) function $U^{(-1)}(.)$ to this equation and dividing by $\theta^*$, one gets to solve the equation:

$$d_C^{-1}(\theta^*) = x \quad \text{for} \quad \theta^* \in (d_C(c_+), \tilde{d}_A(w_A)).$$

(202)

The solution is given by the second branch of the D-transform:

$$\theta^*(x) = d_C(x).$$

(203)

2. for $x_{c_1} \leq x \leq x_{c_2}$, the optimal inverse temperature is attained in the region $\tilde{d}_A(w_A) \leq \theta \leq \tilde{d}_B(w_B)$. $\theta^* = \theta^*(x)$ is solution of the third line of the RHS of Eq. (195) being equal to zero so that it satisfies:

$$U(x\theta^*) := U(w_A\theta^*) + \tilde{C}_B(q)(\theta^*) \theta^*;$$

(204)

If one applies the function $U^{(-1)}$ on each side, one gets after simplification an analytical expression for the function $\theta^* \mapsto x(\theta^*)$:

$$x(\theta^*) = \sqrt{w_A^2 + \tilde{C}_B(q)(\theta^*) \left( q\tilde{C}_B(q)(\theta^*) + \frac{f_q(w_A\theta^*)}{\theta^*} \right)},$$

(205)

which is by definition the inverse of the function $\theta^*(x)$. Now unfortunately for general values of the parameter $q$, we do not have a simple analytical formula for the optimal inverse temperature function of the position $x$ and so we simply denote by $F_1$ the solution of Eq. (205) with unknown $\theta^*$ for $x$ between $x_{c_1}$ and $x_{c_2}$.

3. for $x_{c_2} \leq x \leq w_A + w_B$, $\theta^*(x)$ is attained in the region $\theta \geq \tilde{d}_B(w_B)$ and so from Eq. (195) and after simplification, one gets the following analytical expression for the function $\theta^* \mapsto x(\theta^*)$:

$$x(\theta^*) = \frac{\sqrt{(f_q(w_A\theta^*) + f_q(w_B\theta^*) - 1)(f_q(w_A\theta^*) + f_q(w_B\theta^*) - q)}}{\sqrt{\theta^*}}.$$

(206)
In full generality, one can isolate one of the radical functions and take the square of the newly obtain equation and repeat the process until it becomes a polynomial equation. In our setting and for general $q, w_A, w_B$, one would obtain that $(\theta^*)^2$ is one of the zeros of a polynomial of degree 8, and hence there is no hope of finding an analytical expression for $\theta^*$. As a consequence, we simply denote by $F_2$ the solution (in $\theta$) of Eq. (206) for $x$ higher than $x_c^2$. Now for specific values of $w_A$ and $w_B$, for example $w_A = w_B$, or $q$, for example $q = 0$ or $q = 1$, Eq. (206) becomes, after some work, a quadratic or even linear equation for $(\theta^*)^2$ (or $\theta$), as we will see.

Remark (Simplification for the case of long ($q = 0$) matrices):
• For $x_{c_1} \leq x \leq x_{c_2}$, Eq. (205) for the optimal inverse temperature simplifies into:

$$x = \sqrt{w_A + \frac{\hat{G}_B^{(0)}(\theta^*)}{\theta^*}},$$

and since the rectangular C-transform of a long matrix is related to R-transform by Eq. (174), we have:

$$\theta^*(x) = \sqrt{R_{BB}^{(-1)}(x^2 - w_A^2)}. \tag{208}$$

• For $x_{c_2} \leq x \leq w_A + w_B$, Eq. (206) for the optimal inverse temperature simplifies into:

$$x = \sqrt{\frac{\theta^* (w_A^2 + w_B^2) - 1}{\theta^*}}, \tag{209}$$

such that the optimal temperature is given by:

$$\theta^*(x) = \frac{1}{\sqrt{w_A + w_B - x^2}}. \tag{210}$$

Remark (Simplification for the case of square ($q = 1$) matrices):
• For $x_{c_1} \leq x \leq x_{c_2}$, Eq. (205) for the optimal inverse temperature simplifies into:

$$x - w_A = C_B^{(1)}(\theta^*), \tag{211}$$

and since for $q = 1$, the rectangular C-transform is the R-transform of the symmetrized density (see Eq. (178)), we have:

$$\theta^*(x) = R_B^{(-1)}(x - w_A). \tag{212}$$

• For $x_{c_2} \leq x \leq w_A + w_B$, Eq. (206) for the optimal inverse temperature simplifies into:

$$(x\theta^*(x))^2 = (\theta^*(x)(w_A + w_B) - 1)^2, \tag{213}$$

and hence we have:

$$\theta^*(x) = \frac{1}{w_A + w_B - x}. \tag{214}$$
6.5 Expression for the rate function

Using the general expression of Eq. (80) for the rate function with the expression of Eq. (191) and the expression of the optimal inverse temperature of the previous section, we have:

\[
\Psi_C(x) = \begin{cases} 
\frac{1}{2} \int_{c_+}^{x^2} (\tilde{g}_{CC}(t) - g_{CC}(t)) \, dt & \text{for } c_+ \leq x \leq x_{c_1}, \\
K_1 + \int_{x_{c_1}}^{x} \frac{f_q(F_1(t)t) - f_q(d_C(t)t)}{qt} \, dt & \text{for } x_{c_1} \leq x \leq x_{c_2}, \\
K_2 + \int_{x_{c_2}}^{x} \frac{f_q(F_2(t)t) - f_q(d_C(t)t)}{qt} \, dt & \text{for } x_{c_2} \leq x \leq w_A + w_B.
\end{cases}
\]

where we recall that \(x_{c_1}, x_{c_2}\) are defined by Eq. (196) and Eq. (199) and \(F_1\) (resp. \(F_2\)) is defined as the (correct) solution with unknown \(\theta^x\) of Eq. (205) (resp. Eq. (206)) and \(K_1\) and \(K_2\) are the constants such that this rate function is continuous. To get the top line of Eq. (215) we have the property of Eq. (170) relating the D-transform and the Stieltjes transform.

Remark (Rate function for the sum of long \((q \to 0)\) matrices): In this case, we have:

\[
\Phi_C(x) = \Psi_{AA^T+BB^T}(x^2) = \begin{cases} 
\frac{1}{2} \int_{c_+}^{x^2} (\tilde{g}_{AA^T+BB^T}(t) - g_{AA^T+BB^T}(t)) \, dt & \text{for } c_+ \leq x \leq x_{c_1}, \\
K_1 + \frac{1}{2} \int_{x_{c_1}}^{x^2} \left( R_{BB}^{-1}(t) - w_A^2 \right) - g_{AA^T+BB^T}(t) \, dt & \text{for } x_{c_1} \leq x \leq x_{c_2}, \\
K_2 + \frac{1}{2} \log \left( \frac{1}{w_A^2 + w_B^2 - x^2} \right) - \frac{1}{2} \int_{x_{c_2}}^{x^2} g_{AA^T+BB^T}(t) \, dt & \text{for } x_{c_2} \leq x \leq w_A + w_B.
\end{cases}
\]

Remark (Rate function for the sum of square \((q = 1)\) matrices): In this case, we have:

\[
\Phi_C(x) = 2\Psi_{\hat{A}+\hat{B}}(x) = \begin{cases} 
\int_{c_+}^{x} \tilde{g}_{\hat{A}+\hat{B}}(t) - g_{\hat{A}+\hat{B}}(t) \, dt & \text{for } c_+ \leq x \leq x_{c_1}, \\
K_1 + \int_{x_{c_1}}^{x} \left( R_{BB}^{-1}(t) - w_A \right) - g_{\hat{A}+\hat{B}}(t) \, dt & \text{for } x_{c_1} \leq x \leq x_{c_2}, \\
K_2 + \log \left( \frac{1}{w_A + w_B - x} \right) - \int_{x_{c_2}}^{x} g_{\hat{A}+\hat{B}}(t) \, dt & \text{for } x_{c_2} \leq x \leq w_A + w_B.
\end{cases}
\]

Example (Free sum of fixed diagonal quarter-circle distribution): Let’s consider two diagonal square matrices \(\hat{A}\) and \(\hat{B}\) with SVD given by Eq. (48) where without loss of generality we take the variances to be respectively equal to \(\sigma_A = 1\) and \(\sigma_B \leq 1\) then we have that
the rate function $\Phi_{qc+qc}$ associated to the large deviation of the top singular value of the sum $\tilde{A} + U B V^T$ is given by:

$$\Phi_{qc+qc}(x) = 2\Psi_{sc+sc}(x),$$

with $\Psi_{sc+sc}$ given by Eq. (132).

7 Conclusion

In this paper, we have derived the right large deviation function for:

1. the top eigenvalue of the sum of two arbitrary symmetric matrices;
2. the top eigenvalue of the product of two arbitrary symmetric matrices;
3. the top singular of the sum of two arbitrary rectangular matrices;

where by arbitrary we mean that we can take the matrices to be either taken from a rotationally invariant ensemble (resp. a bi-invariant for the case of rectangular random matrices) or to be a randomly rotated fixed diagonal matrix (resp. a fixed diagonal rectangular matrices). The results rely on a direct link with spherical spin models and are summarized in Sec. 4.6 for the case of the sum of symmetric matrices, in Sec. 5.5 for the case of the product of symmetric matrices and in Sec. 6.5 for the case of the sum of rectangular matrices. In each case, we find that the rate function has up to three different regimes, and we give an interpretation of the behavior in each regime. Let us mention right away that this construction directly extends to complex matrices: for unitary invariant random matrices (resp. complex rectangular matrices), it is known that the derivatives of the quenched and annealed free energies are twice the ones of the real case and so does the rate functions. A natural question is to extend the above construction to tackle the ‘left’ large deviation, for which the speed of convergence of the large deviation is $N^2$. We leave this problem for future research.

Acknowledgements: P.M. would like to warmly thank Tristan Gautié for fruitful discussions at the early stage of the project. P.M. would also like to thank Florent Benaych-Georges for discussions regarding the properties of the rectangular free convolution and Satya Majumdar for several discussions regarding Coulomb gas and more generally large deviation problems in Random Matrix Theory. Both authors would like to thank Laura Foini and Jorge Kurchan for sharing their work on annealed averages.

References

[1] A. Guionnet and M. Maïda, “Large deviations for the largest eigenvalue of the sum of two random matrices,” Electronic Journal of Probability, vol. 25, pp. 1 – 24, 2020.

[2] J. Wishart, “The generalised product moment distribution in samples from a normal multivariate population,” Biometrika, vol. 20A, no. 1/2, pp. 32–52, 1928.

[3] E. P. Wigner, “On the distribution of the roots of certain symmetric matrices,” Annals of Mathematics, vol. 67, no. 2, pp. 325–327, 1958.

[4] S. F. Edwards and P. W. Anderson, “Theory of spin glasses,” Journal of Physics F: Metal Physics, vol. 5, pp. 965–974, may 1975.

[5] D. Sherrington and S. Kirkpatrick, “Solvable model of a spin-glass,” Physical review letters, vol. 35, no. 26, p. 1792, 1975.

[6] A. M. Tulino and S. Verdú, Random matrix theory and wireless communications. Now Publishers Inc, 2004.
[26] F. Augeri, “Large deviations principle for the largest eigenvalue of wigner matrices without Gaussian tails,” *Electronic Journal of Probability*, vol. 21, pp. 1 – 49, 2016.

[27] F. Augeri, A. Guionnet, and J. Husson, “Large deviations for the largest eigenvalue of sub-Gaussian matrices,” *Communications in Mathematical Physics*, vol. 383, pp. 997–1050, Feb. 2021.

[28] J. Husson, “Large deviations for the largest eigenvalue of matrices with variance profiles,” *preprint arXiv:2002.01010*, 2020.

[29] A. Guionnet and J. Husson, “Large deviations for the largest eigenvalue of Rademacher matrices,” *The Annals of Probability*, vol. 48, no. 3, pp. 1436 – 1465, 2020.

[30] M. Maïda, “Large deviations for the largest eigenvalue of rank one deformations of Gaussian ensembles,” *Electronic Journal of Probability*, vol. 12, pp. 1131 – 1150, 2007.

[31] P. Bianchi, M. Debbah, M. Maïda, and J. Najim, “Performance of statistical tests for single-source detection using random matrix theory,” *IEEE Transactions on Information Theory*, vol. 57, no. 4, pp. 2400–2419, 2011.

[32] F. Benaych-Georges, A. Guionnet, and M. Maïda, “Large deviations of the extreme eigenvalues of random deformations of matrices,” *Probability Theory and Related Fields*, vol. 154, pp. 703–751, July 2011.

[33] B. McKenna, “Large deviations for extreme eigenvalues of deformed Wigner random matrices,” *Electronic Journal of Probability*, vol. 26, pp. 1 – 37, 2021.

[34] A. Maillard, “Large deviations of extreme eigenvalues of generalized sample covariance matrices,” *EPL (Europhysics Letters)*, vol. 133, p. 20005, jan 2021.

[35] L. Foini and J. Kurchan, “Annealed averages in spin and matrix models,” *preprint arXiv:2104.04363*, 2021.

[36] A. Guionnet and M. Maïda, “A Fourier view on the R-transform and related asymptotics of spherical integrals,” *Journal of Functional Analysis*, vol. 222, no. 2, pp. 435–490, 2005.

[37] B. Collins and P. Śniady, “New scaling of Itzykson–Zuber integrals,” *Annales de l’Institut Henri Poincare (B) Probability and Statistics*, vol. 43, no. 2, pp. 139–146, 2007.

[38] P. Mergny and M. Potters, “Asymptotic behavior of the multiplicative counterpart of the Harish-Chandra integral and the S-transform,” *preprint arXiv:2007.09421*, 2020.

[39] J. Husson, “Asymptotic behavior of multiplicative spherical integrals and S-transform,” *preprint arXiv:2108.11842*, 2021.

[40] F. Benaych-Georges, “Rectangular r-transform as the limit of rectangular spherical integrals,” *Journal of Theoretical Probability*, vol. 24, no. 4, p. 969, 2011.

[41] C. A. Tracy and H. Widom, “Level-spacing distributions and the airy kernel,” *Communications in Mathematical Physics*, vol. 159, pp. 151–174, Jan. 1994.

[42] C. A. Tracy and H. Widom, “On orthogonal and symplectic matrix ensembles,” *Communications in Mathematical Physics*, vol. 177, pp. 727–754, Apr. 1996.

[43] L. Hua, *Harmonic analysis of functions of several complex variables in the classical domains*. No. 6, American Mathematical Soc., 1963.

[44] P. Mergny and S. N. Majumdar, “Stability of large complex systems with heterogeneous relaxation dynamics,” *Journal of Statistical Mechanics: Theory and Experiment*, vol. 2021, no. 12, p. 123301, 2021.
[45] D. V. Voiculescu, “Addition of certain non-commuting random variables,” *Journal of Functional Analysis*, vol. 66, pp. 323–346, May 1986.

[46] D. V. Voiculescu, *Free probability theory*, vol. 12. American Mathematical Soc., 1997.

[47] J. A. Mingo and R. Speicher, *Free probability and random matrices*, vol. 35. Springer, 2017.

[48] Harish-Chandra, “Differential operators on a semisimple Lie algebra,” *American Journal of Mathematics*, vol. 79, p. 87, Jan. 1957.

[49] C. Itzykson and J.-B. Zuber, “The planar approximation. II,” *Journal of Mathematical Physics*, vol. 21, pp. 411–421, Mar. 1980.

[50] A. Matytsin, “On the Large-N limit of the Itzykson-Zuber integral,” *Nuclear Physics B*, vol. 411, pp. 805–820, Jan. 1994.

[51] A. Guionnet and O. Zeitouni, “Large deviations asymptotics for spherical integrals,” *Journal of Functional Analysis*, vol. 188, pp. 461–515, Feb. 2002.

[52] J. Bun, J. Bouchaud, S. Majumdar, and M. Potters, “Instanton approach to Large N Harish-Chandra-Itzykson-Zuber integrals,” *Phys. Rev. Lett.*, vol. 113, Aug. 2014.

[53] J. M. Kosterlitz, D. J. Thouless, and R. C. Jones, “Spherical model of a spin-glass,” *Phys. Rev. Lett.*, vol. 36, pp. 1217–1220, May 1976.

[54] D. J. Gross and M. Mézard, “The simplest spin glass,” *Nuclear Physics B*, vol. 240, no. 4, pp. 431–452, 1984.

[55] L. F. Cugliandolo and D. S. Dean, “Full dynamical solution for a spherical spin-glass model,” *Journal of Physics A: Mathematical and General*, vol. 28, pp. 4213–4234, Aug 1995.

[56] J. Baik and J. O. Lee, “Fluctuations of the free energy of the spherical sherrington–kirkpatrick model,” *Journal of Statistical Physics*, vol. 165, pp. 185–224, Sept. 2016.

[57] H. C. Ji and J. Park, “Tracy-Widom limit for free sum of random matrices,” 2021.

[58] F. Benaych-Georges, “Rectangular random matrices, related convolution,” *Probability Theory and Related Fields*, vol. 144, pp. 471–515, Apr. 2008.

[59] F. Benaych-Georges, “Rectangular random matrices, entropy, and Fisher’s information,” *Journal of Operator Theory*, vol. 62, no. 2, pp. 371–419, 2009.

[60] A. Auffinger and W.-K. Chen, “Free energy and complexity of spherical bipartite models,” *Journal of Statistical Physics*, vol. 157, pp. 40–59, July 2014.

[61] A. Barra, P. Contucci, E. Mingione, and D. Tantari, “Multi-species mean field spin glasses. rigorous results,” *Annales Henri Poincaré*, vol. 16, pp. 691–708, June 2014.

[62] J. Baik and J. O. Lee, “Free energy of bipartite spherical Sherrington–Kirkpatrick model,” *Annales de l'Institut Henri Poincaré, Probabilités et Statistiques*, vol. 56, Nov. 2020.

[63] E. Brézin, C. Itzykson, G. Parisi, and J. B. Zuber, “Planar diagrams,” *Communications in Mathematical Physics*, vol. 59, pp. 25–51, feb 1978.

[64] S. F. Edwards and R. C. Jones, “The eigenvalue spectrum of a large symmetric random matrix,” *Journal of Physics A: Mathematical and General*, vol. 9, pp. 1595–1603, oct 1976.

[65] J. Baik, G. B. Arous, and S. Péché, “Phase transition of the largest eigenvalue for nonnull complex sample covariance matrices,” *The Annals of Probability*, vol. 33, Sept. 2005.
[66] F. Benaych-Georges and R. R. Nadakuditi, “The eigenvalues and eigenvectors of finite, low rank perturbations of large random matrices,” *Advances in Mathematics*, vol. 227, pp. 494–521, May 2011.

[67] J. Sherman and W. J. Morrison, “Adjustment of an inverse matrix corresponding to a change in one element of a given matrix,” *The Annals of Mathematical Statistics*, vol. 21, no. 1, pp. 124–127, 1950.

[68] F. Benaych-Georges and R. R. Nadakuditi, “The singular values and vectors of low rank perturbations of large rectangular random matrices,” *Journal of Multivariate Analysis*, vol. 111, pp. 120–135, 2012.
A Properties of transforms of RMT and Free Probability

A.1 The Stieltjes transform and its inverse

For a random matrix $A \sim P$ taken from an invariant ensemble with empirical spectral distribution $\mu_A(\lambda) = \frac{1}{N} \sum_{i=1}^{N} \delta(\lambda - \lambda_i(A)) \to \mu_A$, we recall that its Stieltjes transform is given by:

$$g_A(z) := \text{Tr}(z - A)^{-1} = \int \frac{\mu_A(\lambda)}{z - \lambda} d\lambda \to g_A(z) := \int_{a_-}^{a_+} \frac{\mu_A(\lambda)}{z - \lambda} d\lambda. \quad (219)$$

Conversely, one obtains the density $\mu_A(\cdot)$ from the knowledge of the Stieltjes transform thanks to the so-called Sokhotski-Plemelj inversion formula:

$$\mu_A(\lambda) = \frac{1}{\pi} \text{Im} g_A(\lambda - i0^+). \quad (220)$$

It is clear from the expression (219) of the Stieltjes transform that for real $z > a_+$, $g_A(\cdot)$ is a continuous decreasing function, with asymptotic behavior

$$g_A(z) \sim \frac{1}{z} \quad z \to \infty. \quad (221)$$

Since this function is decreasing its admits an inverse $g_A^{-1}$ defined on $(0, g_A(a_+))$ which is also decreasing. Now, it turns out that one can generally extend analytically this function for values outside this interval, which we also denote by $g_A^{-1}$. If one can do so, necessarily the inverse function cannot continue to be decreasing, otherwise we can invert it again to obtain a real function, which would be in contradiction with the inversion formula (220).

Note that this in turn gives us a way to find the top edge of the distribution:

- if $g_A(a_+) < \infty$, then $a_+ = g_A^{-1}(y^*)$ with $y^*$ such that $(g_A^{-1})'(y^*) = 0$;
- otherwise, $a_+ = \lim_{x \to \infty} g_A^{-1}(x)$.

Now, in the case of invariant ensemble, the analytical continuation of the inverse of the Stieltjes admits a natural interpretation. Without loss of generality, let’s consider the case $g_A(a_+) < \infty$, since one can immediately see that there is no such analytical continuation of the inverse in the case $g_A(a_+) = \infty$. For $V(\cdot)$ an analytic potential on the real line, convex after the top edge $a_+$, and $z$ a complex variable outside the support of the distribution $\mu_A$, the corresponding Stieltjes transform $g_A \equiv g_A(z)$ is known to satisfy the following algebraic equation:

$$g_A^2 - V'(z)g_A + P(z) = 0, \quad (222)$$

where the function $P$ is defined as:

$$P(z) := \lim_{N \to \infty} \sum_{i=1}^{N} \frac{V'(\lambda_i) - V'(\lambda)}{z - \lambda} = \int_{a_-}^{a_+} \frac{V'(z) - V'(\lambda)}{z - \lambda} \mu_A(\lambda) d\lambda. \quad (223)$$

Eq. (222) is of second order in $g_A$ and therefore admits two solutions. Using the asymptotic behavior of Eq. (221) for the Stieltjes transform, one gets that the correct solution is given by the so-called Brézin-Itzykson-Parisi-Zuber (BIPZ) formula:

$$g_A(z) = \frac{V'(z)}{2} - \frac{\sqrt{V'^2(z) - 4P(z)}}{2}. \quad (224)$$
Interestingly, one can naturally look at the other non-physical solution of Eq. (222) given by:

\[ \tilde{g}_A(z) = \frac{V'(z)}{2} + \frac{\sqrt{V'^2(z) - 4P(z)}}{2}, \]  

which is known as the second branch of the Stieltjes transform. For \( z \geq a_+ \), this function starts at \( \tilde{g}_A(a+) = g_A(a+) \) and is then continuously increasing with asymptotic behavior given by:

\[ \tilde{g}_A(z) \sim V'(z). \]  

Note that this gives Eq. (19) in the main text. If now look at the algebraic equation (222) the other way by fixing the value of \( g_A = y \) for some \( y \) in \( (0, g_A(a+)) \), the corresponding \( z(y) \equiv z \) is by definition the inverse \( g_A^{(-1)}(y) \). If now the parameter \( y \) is higher than \( g_A(a+) \) (but lower than \( r_A := \lim_{z \to \infty} V'(z) \)), Eq. (222) is the implicit equation for the analytical continuation of \( g^{(-1)} \). Since this regime corresponds to the second branch of Stieltjes, we have a natural interpretation for the analytical continuation of \( g_A^{(-1)} \) beyond the point \( g_A(a+) \): it is the inverse function of the second branch of the Stieltjes transform. Now, for a general smooth density \( \mu_A \) (not necessarily arising from the eigenvalue distribution of an invariant ensemble), we define the second branch of its Stieltjes as the inverse of the \( g_A^{(-1)} \) associated to semi-circle distribution for \( \sigma = 1 \) in Fig. 8.

Similarly to the Stieltjes transform, one has the same behavior for the T-transform of Eq. (138) and D-transform of Eq. (169). In particular, the analytical continuation of the inverse of the T-transform \( \tilde{t}_A^{(-1)}(.) \) (resp. D-transform \( \tilde{d}_A^{(-1)}(.) \)) beyond the point \( t_A(a+) \) (resp. \( d_A(a+) \)) corresponds respectively to invert the second branch of the T-transform \( \tilde{t}_A(.) \) satisfying:

\[ \tilde{t}_A(z) = z\tilde{g}_A(z) - 1, \]  

and to invert the second branch of the D-transform satisfying:

\[ \tilde{d}_A(z) = \sqrt{qz^2 (\tilde{g}_{AA'}(z^2))^2 + (1 - q)\tilde{g}_{AA'}(z^2)}. \]
A.2 monotonic behavior of the linearizing transforms

In this section, we show that the R-transform, S-transform and C-transform are monotonously increasing.

A.2.1 for the R-transform

For any $y \in (0, r_A)$, we recall that the R-transform is given by:

$$R_A(y) := g_A^{(-1)}(y) - \frac{1}{y},$$  \hspace{1cm} (229)

where $g_A^{(-1)}(y)$ is the inverse of $g_A$ on $(0, g_A(a_+))$ and is the inverse of $\bar{g}_A$ on $(g_A(a_+), r_A)$, as described in the previous Sec. A.1.

- For $y \in (g_A(a_+), r_A)$, one may note that the R-transform is clearly (strictly) monotonously increasing since it is the sum of (strictly) increasing function.
- For $y \in (0, g_A(a_+))$, let’s take a look at the derivative of the R-transform:

$$R_A'(y) = \frac{1}{g_A'\left(g_A^{(-1)}(y)\right)} + \frac{1}{y^2},$$  \hspace{1cm} (230)

but for any $z > a_+$, we have:

$$-g_A'(z) = \int \left(\frac{1}{z - \lambda}\right)^2 \mu_A(\lambda) d\lambda \geq \left(\int \frac{\mu_A(\lambda)}{z - \lambda} d\lambda\right)^2 = g_A^2(z).$$  \hspace{1cm} (231)

If now one applies this inequality for $z = g_A^{(-1)}(y)$ with $y \in (0, g_A(a_+))$, the RHS of Eq. (231) is simply given by $y^2$ since $g_A(g_A^{(-1)}(y)) = y$ and so:

$$R_A'(y) \geq 0,$$  \hspace{1cm} (232)

such that the R-transform is indeed monotonously increasing. If $\mu_A$ is not a Dirac mass, then the above inequalities are strict, such that one can indeed take the inverse of the R-transform.

A.2.2 for the S-transform

For any $y \in (0, s_A)$, we recall that the (modified) S-transform is given by:

$$\tilde{S}_A(y) := t_A^{(-1)}(y) \frac{y}{y + 1}.$$  \hspace{1cm} (233)

- For $y \in (t_A(a_+), s_A)$, The (modified) S-transform is a continuous increasing function as the product of positive and increasing functions.
- For $y \in (0, t_A(a_+))$, the derivative of the S-transform is given by

$$\left(\tilde{S}_A\right)'(y) = \frac{1}{(y + 1)^2 t_A'(t_A^{(-1)}(y))} \left(t_A^{(-1)}(y) t_A'(t_A^{(-1)}(y)) + y(y + 1)\right).$$  \hspace{1cm} (234)

Since the derivative of the T-transform is given by

$$t_A'(z) = -\int_{a_-}^{a_+} \frac{\lambda}{(z - \lambda)^2} \mu_A(\lambda) d\lambda \leq 0,$$  \hspace{1cm} (235)
the term in front of the parenthesis is always non-positive. Next expressing the Stieltjes transform in terms of the T-transform in Eq. (231), thanks to the definition of the T-transform of Eq. (138), we have the following inequality:

$$-zt(z) \geq t(z)(t(z) + 1)$$

(236)

which for $z = t^{(-1)}(y)$ gives from Eq. (234) that the derivative of the S-transform is always positive:

$$\left(\tilde{S}A\right)'(y) \geq 0.$$  

(237)

As a consequence, the S-transform is always monotonously increasing. For a non-degenerate (that is different from a Dirac mass) distribution $\mu_A$, one can again check that the inequalities are strict such that the S-transform is strictly continuously increasing and hence admits a well-defined inverse.

A.2.3 for the rectangular C-transform

We recall that the rectangular C-transform is given by:

$$\tilde{C}_A(q) := U(y d_A^{(-1)}(y)),$$

(238)

with

$$W(y, z') := \frac{U(y z')}{y}.$$  

(239)

and the function $U$ is given by Eq. (167).

- For $y \in (d_A(a_+), c_A := \lim_{w_A \to \infty} d_A(w_A))$ and $z' > a_+$, one can check that the function $W(y, z')$ is increasing with each variable while the other one is fixed (that is, $z' \mapsto W_y(z') := W(y, z')$ and $y \mapsto W_z(y) := W(y, z')$ are continuously increasing). Furthermore, for $y \in (d_A(a_+), c_A)$, $d_A^{(-1)}(y)$ is also (continuously) increasing, thus the rectangular C-transform is continuously increasing as the composition of continuously increasing functions.

- For $y \in (0, d_A(a_+))$, the derivative of the rectangular C-transform is given by:

$$\left(\tilde{C}_A(q)\right)'(y) = (1 + q) + \frac{4qy d_A^{(-1)}(y)}{d_A^{(-1)}(y) - (1 - q)^2 - 4q d_A^{(-1)}(y)^2}.$$  

(240)

Next for $z > a_+ > 0$, we can rewrite Eq. (231) as:

$$-\frac{d}{dz}(g_{AA^t}(z^2)) \geq 2z g_{AA^t}(z^2).$$

(241)

From the definition of Eq. (169) of the D-transform, we can express $g_{AA^t}$ in terms of the D-transform:

$$g_{AA^t}(z^2) = -1 + q + \sqrt{(1 - q)^2 + 4q^2 d_A(z)}.$$  

(242)

Injecting this into the inequality of Eq. (241) and then setting $z = d_A^{(-1)}(y)$ leads hopefully after several simplifications to the positivity of the term in bracket of Eq. (240). Since all the other terms are positive, the rectangular C-transform is a (continuously) increasing function.
A.3 Inequalities at the edge of the free convolutions

The goal of this section is to prove the set of inequalities given by the Eqs. (93) (141) (183). The proof of this statement in the additive case is also given in Ref. [1]. The idea is based on subordination relations:

- For the case of the sum of symmetric matrices of Sec. 4, let’s assume without any loss of generality $g_A(a_+) \leq g_B(b_+)$. Using the definition of Eq. (91) of the R-transform, we can write the linearizing property of Eq. (90) as an implicit equation for $g_C$. For any $z \geq c_+$, we have:

$$g_C(z) = g_A(z - R_B(g_C(z))) .$$

(243)

Since $z \geq c_+$, $g_C(z) \in \mathbb{R}$ and so for the RHS of Eq. (243) to be real, we must have $z - R_B(g_C(z)) \geq a_+$. By decreasing property of $g_A$, this implies:

$$g_C(z) \leq g_A(a_+) ,$$

(244)

and if we now set $z = c_+ + \epsilon$ and take $\epsilon \to 0^+$, this give the desired property of Eq. (93).

- Similarly, in the case of the product of positive semi-definite matrix of Sec. 5, we assume without loss of generality $t_A(a_+) < t_B(b_+)$ and the subordination relation reads for $z \geq c_+$:

$$t_C(z) = t_A \left( \frac{z}{S_B(t_C(z))} \right) \leq t_A(a_+) ,$$

(245)

where the inequality in Eq. (245) is due to the same reasoning as in the additive case and taking again the limit $z = c_+ + \epsilon$ with $\epsilon \to 0^+$ gives Eq. (141).

- for the cases of the sum of rectangular matrices, we have the following subordination relation for $z \geq c_+$:

$$d_C(z) = d_A \left( \frac{U^{(-1)}(U(d_C(z)z) - \tilde{C}^{(q)}(d_C(z))d_C(z))}{d_C(z)} \right) ,$$

(246)

which gives Eq. (183) for similar reason.

B Asymptotic of the quenched and annealed free energy

The goal of this section is to describe the main steps to get the asymptotic behavior of the quenched and free energies of each model. For the annealed free energy, we primarily insist on the additive symmetric case (SSK model) as the way to get the annealed free energy for the LSSK model and BSSK model is similar.

B.1 For the SSK model (additive spherical integral)

In this section, we focus on the SSK model of Sec. 4.

B.1.1 Complex integral representation and quenched free energy

The starting point of the computation of the free energies is a complex integral representation of the partition function $Z_M(\theta)$ of Eq. (100). If we denote again by $\lambda = (\lambda_1, \ldots, \lambda_N)$, the eigenvalues of a symmetric matrix $M$, by removing the constraint over the sphere by
introducing a Lagrange multiplier \( z \) and using a Gaussian integration, we can write the partition function as:

\[
Z_M(\theta) = \frac{1}{2\pi i} \int_{C} e^{\frac{N}{2} G_N(\lambda, z, \theta)} dz ,
\]

(247)

where \( C \) is a vertical line in the complex plane that goes to the right of all the eigenvalues and

\[
G_N(\lambda, z, \theta) := z\theta - 1 - \log \theta - \frac{1}{N} \sum_{k=1}^{N} \log(z - \lambda_k) + O\left(\frac{1}{N}\right) .
\]

(248)

The integral representation is true for any symmetric matrix. If we now set \( M \) to be equal to the matrix \( C \) conditioned to have its top eigenvalue at the position \( x \), \( M = C|\{\lambda_1 = x\} \), and take the large \( N \) limit, we have the following saddle-point approximation:

\[
Z_{C|\{\lambda_1 = x\}}(\theta) \approx \frac{1}{K} e^{\frac{N}{2} G_N(x, \lambda_2, ..., \lambda_N, z^*, \theta)} ,
\]

(249)

with \( K \) a constant and \( z^* \) the solution of the saddle point equation given by setting the partial derivative with respect to \( z \) in the expression of Eq. (248) to be equal to zero. A careful analysis shows that this saddle point \( z^* \) may exhibit a possible saturation at \( x \), depending on the value of the parameter \( \theta \), as shown in Ref. [36] and this gives the behavior of the partial derivatives of Eq. (102) and Eq. (103).

### B.1.2 Computation of the annealed free energy

We now turn to the limiting behavior of the annealed free energy of the SSK model given by Eq. (104) for a random matrix \( A \sim P_{w_A}V, \theta_A \), based on ideas developed in Ref. [35]. Setting \( M = A \) in Eq. (247) and taking the average over the law of Eq. (5) for the eigenvalues of \( A \), we have the following integral representation:

\[
\mathbb{E}_A Z_A(\theta) = \frac{1}{2\pi i} \int_{C \times \mathbb{R}^N} e^{\frac{N}{2} H_N(\lambda, z, \theta)} d\lambda d\mathbb{1}_{\{\lambda_i \leq w_A\}} dz ,
\]

(250)

with:

\[
H_N(\lambda, z, \theta) := -\sum_{i=1}^{N} V(\lambda_i) + \frac{1}{N} \sum_{i,j|j\neq i} \log|\lambda_i - \lambda_j| - \frac{1}{N} \sum_{i=1}^{N} \log(z - \lambda_i) + z\theta - 1 - \log \theta + O\left(\frac{1}{N}\right) .
\]

(251)

This can be understood as the Hamiltonian of a system of \( N + 1 \) particles. In the large \( N \) limit, we argue that the integral is dominated by the most probable configuration given as the solution of the set of saddle-point equations:

\[
\begin{aligned}
\partial_{\lambda_i z} H_N(\lambda^*, z^*, \theta) &= 0 \quad \text{for } i = 1, \ldots, N , \\
\partial_{z z} H_N(\lambda^*, z^*, \theta) &= 0
\end{aligned}
\]

(252)

The variable \( z \) superficially looks like another eigenvalue repelled by all the other ones and with its own linear potential. But closer inspection reveals that the force between \( z \) and the \( \lambda_i \) is actually attractive. What is even stranger is that the equilibrium position of \( z \) is a local minimum of the probability. The reason for this is that in the integral of Eq. (250), \( z \) is integrated on a vertical line in the complex plane, so the second derivative in that direction should be positive for the integral to converge.
that is:

\[
\begin{aligned}
V'(\lambda_i^*) &= \frac{2}{N} \sum_{j=1; j\neq i}^N \frac{1}{\lambda_i^* - \lambda_j^*} + \frac{1}{N} \frac{1}{z^* - \lambda_i^*} \quad \text{for } i = 1, \ldots, N, \\
\theta &= \frac{1}{N} \sum_{i=1}^N \frac{1}{z^* - \lambda_i^*}.
\end{aligned}
\] (253)

These two equations have to be understood with the additional constraints:

\[
\begin{aligned}
\lambda_1^* \leq z^* \\
\lambda_N^* \leq \cdots \leq \lambda_1^* \leq w_A.
\end{aligned}
\] (254)

We need to distinguish three different cases:

1. For \( \theta \leq g_A(a_+) \), the bottom line of Eq. (253) can be satisfied with the \( \lambda_i^* \)'s in their classical positions. By direct inversion we find:

\[
\theta \simeq g_A(z^*) + 1 \frac{1}{N} \frac{1}{z^* - \lambda_1^*} + O \left( \frac{1}{N} \right).
\] (256)

Next, since \( V(\cdot) \) is analytic, we can approximate the potential and interaction term in Eq. (253) for \( i = 1 \) by:

\[
\begin{aligned}
V'(\lambda_1^*) &= V'(z^*) + O \left( \frac{1}{N} \right), \\
\frac{1}{N} \sum_{j=2}^N \frac{1}{\lambda_1^* - \lambda_j^*} &\simeq g_A(z^*) + O \left( \frac{1}{N} \right).
\end{aligned}
\] (257)

injecting this in the top line of Eq. (253) for \( i = 1 \) one gets:

\[
V'(z^*) = 2g_A(z^*) + 1 \frac{1}{N} \frac{1}{z^* - \lambda_1^*} + O \left( \frac{1}{N} \right).
\] (259)

Now making the difference of Eq. (256) and Eq. (259) to eliminate the term \( \frac{1}{z^* - \lambda_1^*} \) and neglecting term of order \( O \left( \frac{1}{N} \right) \) one obtain a simple self consistent equation for the unknown \( z^* \):

\[
V'(z^*) - g_A(z^*) = \theta,
\] (260)

which using Eq. (19) reads:

\[
\bar{g}_A(z^*) = \theta.
\] (261)

where \( \bar{g}_A(\cdot) \) is the second branch of the Stieltjes transform as described in App. A.1.

Following the properties of the second branch of the Stieltjes transform, inverting Eq. (261) yields:

\[
z^*(\theta) = g_A^{(-1)}(\theta).
\] (262)

where \( g_A^{(-1)}(\cdot) \) is here the analytical continuation beyond the point \( g_A(a_+) \) of the inverse of the Stieltjes. This explains the result in the main text.
3. for $\theta \geq \bar{g}_A(w_A)$, the position of the top eigenvalue becomes fixed at the wall and since the distance between $z^*$ and this top of eigenvalue is infinitely small in the large $N$ limit, we have again a saturation, but now at the position $w_A$ instead of $x$ in the quenched case:

$$z^*(\theta) = w_A. \quad (263)$$

Once we have the expression for the saddle points $z^*$, we get the annealed free energy for the SSK model by taking the logarithm and this gives the expression of Eq. (104) in the main text.

**Remark (GOE matrices and Gaussian integration):** For $A$ a GOE matrix with variance $\sigma^2$, the annealed free energy can be directly obtained by Gaussian integration. By rotationally invariance, the average of the partition function is simply the moment generating function of one of the diagonal element, say $A_{11}$. Since this element is a Gaussian random variable with variance $2\sigma^2/N$, we have:

$$\mathbb{E}_A[Z_A(\theta)] = \int e^{\frac{N\theta}{2}\sum_{m=1}^{M} x_m^T x_m} \prod_{i=1}^{M} e^{-\frac{|x_m|^2}{2}} dx = \left(\int e^{-\frac{1}{2} x^T (1-q\theta e_1 e_1^T) x} \frac{1}{(2\pi)^{\frac{N}{2}}} dx \right)^M. \quad (264)$$

Using the expression of Eq. (95) for the $R$-transform, this gives indeed Eq. (104) for the annealed free energy.

**Remark (Wishart matrices and Gaussian integration):** For $A$ a Wishart matrix of shape parameter $q = N/M$, the annealed free energy can be also directly obtained by Gaussian integration. Indeed, we have $A \rightarrow_{\text{law}} \frac{1}{M} \sum_{m=1}^{M} x_m^T x_m$, where the $\{x_m\}_{m=1,\ldots,M}$ are $M$ independent $N$-dimensional standard Gaussian vectors. Since $A$ is rotationally invariant, we can remove the integral over the sphere and fix $\sigma = e_1 = (1,0,\ldots,0)$ without loss of generality. This gives:

$$\mathbb{E}_A[Z_A(\theta)] = \int e^{\frac{N\theta}{2}\sum_{m=1}^{M} x_m^T x_m} e_{1} \prod_{i=1}^{M} e^{-\frac{|x|^2}{2}} dx = \left(\int e^{-\frac{1}{2} x^T (1-q\theta e_1 e_1^T) x} \frac{1}{(2\pi)^{\frac{N}{2}}} dx \right)^M. \quad (265)$$

Now for $\theta \geq 1/q$, the integral inside the bracket is diverging and hence we get $F_A'(\theta) = \infty$ in this case. Otherwise, we can do the Gaussian integration, and we have:

$$\frac{1}{N} \log \mathbb{E}_A[Z_A(\theta)] = -\frac{1}{2q} \log (1-q\theta) \quad (\text{for } \theta < \frac{1}{q}). \quad (266)$$

Using the expression of Eq. (96) for the $R$-transform of a Wishart matrix, this gives indeed Eq. (104) for the annealed free energy. A similar computation can be one for generalized Wishart matrices.

**B.2 For the LSSK model (multiplicative spherical integral)**

The behavior in the multiplicative case for which the partition function $Z_M(\theta)$ of the LSSK given by Eq. (143) is very similar to the additive case, so we only outline the main steps to compute the free energies. One can show see Ref. [38] that this spherical integral admit the following complex integral representation:

$$Z_M(\theta) = \frac{1}{2\pi i} \int e^{\frac{N\theta}{2} G_N(\lambda, z)} dz, \quad (267)$$
with
\[ G_N(\lambda, z, \theta) = z\theta - \frac{1}{N} \sum_{i=1}^{N} \log(1 - \lambda_i e^{-z}) + K + \theta \log \theta - (1 + \theta) \log(1 + \theta) + O \left( \frac{1}{N} \right), \]
\[ (268) \]

with \( K \) a constant and \( \mathcal{C} \) an integral in the complex plane crossing the real axis at a point \( \gamma \) such that \( e^{\gamma} \) is on the right of all eigenvalues. Setting \( M = C|\lambda_1 = x| \) and taking the large \( N \) limit, we can use once again the saddle-point approximation, and this gives Eq. (147) and Eq. (148) for the quenched free energy.

For the annealed free energy, one can repeat the exact same method as in Sec. B.1.2 for the additive case by looking at the saddle points of Eq. (267) averaged over the law of the \( \lambda_i \)'s. One has to consider the three different cases \( \theta \leq t_A(a_+), t_A(a_+) \leq \theta \leq \tilde{t}_A(w_A) \) and \( \theta \geq \tilde{t}_A(w_A) \). The first case is the same solution as the quenched free energy, the second is the analytical continuation of the first case and the third is the saturated case giving Eq. (149).

### B.3 For the BSSK model (rectangular spherical integral)

In this section, we consider the asymptotic behavior of the rectangular spherical integral \( Z_M(\theta) \) of Sec. 6 defined by Eq. (184). In particular, we derive in detail the computation of the quenched free energy.

#### B.3.1 complex integral representation

Removing the constraints on the spheres by introducing Lagrange multipliers \( z_1, z_2 \), we have:
\[ Z_M(\theta) = \Gamma \left( \frac{N}{2} \right) \Gamma \left( \frac{M}{2} \right) \left( \frac{1}{4\pi i} \right)^2 \int_{\mathcal{C}_1,\mathcal{C}_2} dz_1 dz_2 \int_{R^{N+M}} dy e^{\frac{z_1^2}{2} + \frac{z_2^2}{2} - \frac{1}{4} y^T M^{-1} y}, \]
\[ (269) \]

where the matrix \( Q \equiv Q(z_1, z_2, \theta, s) \) is given by:
\[ Q = \begin{pmatrix} z_1 I_N & -\sqrt{NM\theta} \text{Diag}(s) & 0_{M-N,N} \\ -\sqrt{NM\theta} \text{Diag}(s) & z_2 I_N & 0_{M-N,N} \\ 0_{M-N,N} & 0_{M-N,N} & z_2 I_{M-N} \end{pmatrix}. \]

with \( s \equiv (s_1(M), \ldots, s_N(M)) \) the vector of singular values. By Gaussian integration, we have:
\[ Z_M(\theta) = \Gamma \left( \frac{N}{2} \right) \Gamma \left( \frac{M}{2} \right) \left( \frac{1}{4\pi i} \right)^2 \int_{\mathcal{C}_1,\mathcal{C}_2} dz_1 dz_2 e^{z_1^2/2 + z_2^2/2} (\det M)^{-\frac{1}{2}}, \]
\[ (270) \]

so we need to compute the determinant of this matrix \( Q \). Expanding twice along the right-bottom block, we have:
\[ \det Q = \det(z_2 I_{M-N}) \det \begin{pmatrix} z_1 I_N & -\sqrt{NM\theta} \text{Diag}(s) \\ -\sqrt{NM\theta} \text{Diag}(s) & z_2 I_N \end{pmatrix}, \]
\[ (271) \]
\[ \det Q = z_2^{M-N} \det(z_2 I_N) \det \left( z_1 I_N - \left( \sqrt{NM\theta} \right)^2 \frac{1}{z_2} \text{Diag}(s^2) \right), \]
\[ (272) \]
\[ \det Q = z_2^{M-N} \prod_{i=1}^{N} \left( z_1 z_2 - NM\theta^2 s_i^2 \right). \]
\[ (273) \]
which gives:

\[ Z_M(\theta) = \Gamma \left( \frac{N}{2} \right) \Gamma \left( \frac{M}{2} \right) \left( \frac{1}{4\pi i} \right)^2 \int_{\mathcal{C}_1, \mathcal{C}_2} dz_1 dz_2 e^{\frac{N-M}{2} \frac{N}{4} + \frac{M}{2} \frac{M}{4} - \frac{1}{2} \sum_{i=1}^{N} \log (z_1 z_2 - N M \theta^2 s_i^2)} . \]  

(274)

Let’s do the change of variable \((z_1 \to N \theta z_1, dz_1 \to N \theta dz_1)\), \((z_2 \to M \theta z_2, dz_2 \to M \theta dz_2)\) we have:

\[ Z_M(\theta) = \frac{\Gamma \left( \frac{N}{2} \right) \Gamma \left( \frac{M}{2} \right)}{(N \theta)^{\frac{N}{2} - 1} (M \theta)^{\frac{M}{2} - 1}} \left( \frac{1}{4\pi i} \right)^2 \int_{\mathcal{C}_1, \mathcal{C}_2} dz_1 dz_2 e^{\frac{N-M}{2} \frac{N}{4} \frac{N}{2} + \frac{M}{2} \frac{M}{4} + \frac{M}{2} \frac{M}{4} - \frac{1}{2} \sum_{i=1}^{N} \log (z_1 z_2 - s_i^2)} . \]

(275)

If we now consider the large \(N\) limit with the double scaling limit of Eq. (33) and use Stirling approximation to get the behavior of the multiplicative constant, we have the following (double) integral representation:

\[ Z_M(\theta) = \left( \frac{1}{4\pi i} \right)^2 \int_{\mathcal{C}_1, \mathcal{C}_2} dz_1 dz_2 e^{\frac{N}{2} G(z_1, z_2, \theta)} , \]

(276)

with:

\[ G(z_1, z_2, \theta) := \theta z_1 + \frac{\theta}{q} z_2 - \frac{1}{q} \log z_2 - \frac{1}{N} \sum_{i=1}^{N} \log (z_1 z_2 - s_i^2) - \frac{1}{q} \left( 1 + \log \theta \right) + O \left( \frac{1}{N} \right) . \]

(277)

### 3.2 saddle-point computations

Let’s consider the case where in the large \(N\) limit the singular value density of \(M\) is given by the \(\rho_C\), the rectangular free convolution of \(\rho_A\) and \(\rho_B\), but its top singular value is fixed at the position \(x\). In this large \(N\) limit, the complex integral of Eq. (276) is dominated by the saddle points \((z_1^*, z_2^*) \equiv (z_1^*(\theta), z_2^*(\theta))\) solutions of the zero-gradient equations:

\[
\begin{align*}
\partial_{z_1} G(z_1^*, z_2^*, \theta) &= 0 , \\
\partial_{z_2} G(z_1^*, z_2^*, \theta) &= 0 .
\end{align*}
\]

(278)

that is, solution of:

\[
\theta - \frac{2}{N} \sum_{i=1}^{N} (z_1^* z_2^* - s_i^2)^{-1} = 0 ,
\]

(279)

\[
\theta - (1-q) \frac{1}{z_2^*} - \frac{q z_1^*}{N} \sum_{i=1}^{N} (z_1^* z_2^* - s_i^2)^{-1} = 0 .
\]

(280)

The equations Eq. (279) and Eq. (280) are coupled but can be easily taken care of by noting that:

1. if ones multiply Eq. (279) by \(q z_1^*\) and Eq. (280) by \(z_2^*\) and then subtract the two, one gets

\[
\theta (q z_1^* - z_2^*) = (q - 1) ,
\]

(281)

that is

\[
z_2^* = q z_1^* + \frac{1-q}{\theta} ,
\]

(282)
2. if we put the variable \( \theta \) on the RHS in both Eq. (279) and Eq. (280) and multiply the two equations, we get:

\[
\theta^2 = q z_1^* z_2^* \left( \frac{1}{N} \sum_{i=1}^{N} \frac{1}{z_1^* z_2^* - s_i^*} \right)^2 + (1 - q) \sum_{i=1}^{N} \frac{1}{z_1^* z_2^* - s_i^*}.
\]

(283)

that is following the expression (169) of the D-transform:

\[
\theta = d_M(\sqrt{z_1^* z_2^*})
\]

(284)

Eq. (282) and Eq. (284) allow one to get the behavior of the spherical integral but as in the additive and multiplicative case, we need to be careful before inverting Eq. (284) and we have to consider two cases:

**the case \( \theta \leq d_C(x) \):** In this case, we can directly invert Eq. (284) and we get:

\[
z_1^* z_2^* = \left[ d_C^{(-1)}(\theta) \right]^2 \text{ for } \theta \leq d_A(x).
\]

(285)

Injecting Eq. (282) in Eq. (285), we get the following quadratic equation for \( z_1^* \):

\[
q(z_1^*)^2 + \frac{1 - q}{\theta} z_1^* - \left[ d_C^{(-1)}(\theta) \right]^2 = 0,
\]

(286)

whose (correct) solution is given by:

\[
z_1^*(\theta) = \frac{-(1 - q) + \sqrt{(1 - q)^2 + 4q\theta^2 \left[ d_C^{(-1)}(\theta) \right]^2}}{2q\theta}.
\]

(287)

We have all the tools to compute the free energy in this regime. Let’s first look at the partial derivative with respect to the variable \( \theta \). We have:

\[
\partial_\theta J_C(x, \theta) = \frac{1}{2} \frac{d}{d\theta} \mathcal{G}(z_1^*(\theta), z_2^*(\theta), \theta),
\]

(288)

but since \( z_1^*, z_2^* \) are solutions of the zero-gradient equations (278), we have:

\[
\partial_\theta J_C(x, \theta) = \frac{1}{2} \partial_\theta \mathcal{G}(z_1^*(\theta), z_2^*(\theta), \theta),
\]

(289)

which using Eq. (277) gives:

\[
\partial_\theta J_C(x, \theta) = \frac{1}{2} \left[ z_1^*(\theta) + z_2^*(\theta) \frac{1}{q} - \frac{1 + q}{q \theta} \right].
\]

(290)

Next using Eq. (282), we can express \( z_2^* \) as a function of \( z_1^* \):

\[
\partial_\theta J_C(x, \theta) = z_1^*(\theta) - \frac{1}{\theta}.
\]

(291)

so that using Eq. (287), we have:

\[
\partial_\theta J_C(x, \theta) = \frac{-1 - q + \sqrt{(1 - q)^2 + 4q\theta^2 \left[ d_C^{(-1)}(\theta) \right]^2}}{2q\theta} \quad \text{(for } \theta \leq d_C(x)\),
\]

(292)
which is by definition the rectangular C-transform of Eq. 166. It is also immediate to see that the partial derivative with respect to $x$ is null in this regime.

**the case $\theta \geq d_C(x)$:** In this case, we have (again) a saturation. To satisfy Eq. 284, one must have:

$$\sqrt{z_1^* z_2^*} = x ,$$  \hspace{1cm} (293)

since Eq. 282 is still valid, $z_1^*$ is solution of the same quadratic equation 286 except that the term $d_A^{(-1)}(\theta)$ is replaced by $x$, so that we have:

$$z_1^*(x, \theta) = \frac{-(1 - q) + \sqrt{(1 - q)^2 + 4q\theta^2x^2}}{2q\theta} .$$  \hspace{1cm} (294)

and hence, we have for the free energy:

$$\partial_\theta J_C(x, \theta) = \frac{-1 - q + \sqrt{(1 - q)^2 + 4q\theta^2x^2}}{2q\theta} \quad \text{ (for $\theta \geq d_C(x)$).}$$  \hspace{1cm} (295)

Let us now take a look at the derivative with respect to $x$. From the integral representation of Eq. 275, we have:

$$\partial_x J_C(x, \theta) = \frac{1}{2} \partial_x \left[ 2\theta z_1^*(x, \theta) - \frac{1 - q}{q} \log \left(q z_1^*(x, \theta) + \frac{1 - q}{\theta}\right) - \int \log(x^2 - s^2)\rho_C(s)ds \right] ,$$  \hspace{1cm} (296)

which using the expression of Eq. 294 for $z_1^*(x, \theta)$ gives:

$$\partial_x J_C(x, \theta) = \frac{-(1 - q) + \sqrt{(1 - q)^2 + 4q\theta^2x^2}}{2qx} - x g_{CC^T}(x^2) \quad \text{ (for $\theta \geq d_C(x)$).}$$  \hspace{1cm} (297)

and using the definition 170 of the D-transform, this can be also written as:

$$\partial_x J_C(x, \theta) = \frac{\sqrt{(1 - q)^2 + 4q\theta^2x^2} - \sqrt{(1 - q)^2 + 4qd_C(x)^2x^2}}{2qx} \quad \text{ (for $\theta \geq d_C(x)$).}$$  \hspace{1cm} (298)

This concludes the proof of the quenched free energy of the BSSK model.

By averaging over the law 40 of a bi-invariant matrix, a similar computation as in the additive case shows that the annealed free energy is given by:

$$\partial_\theta F_A(w_A, \theta) = \frac{-1 - q + \sqrt{(1 - q)^2 + 4q\theta^2\left[d_A^{(-1)}(\theta)\right]^2}}{q\theta} \quad \text{ for } \theta \leq d_A(w_A) ,$$  \hspace{1cm} (299)

and

$$\partial_\theta F_A(w_A, \theta) = \frac{-1 - q + \sqrt{(1 - q)^2 + 4q\theta^2w_A^2}}{q\theta} \quad \text{ for } \theta \geq d_A(w_A) .$$  \hspace{1cm} (300)

**C  Large deviation for rank-one deformation**

In this section, we consider the case where the square (resp. rectangular) matrix $C$ is a rank-one deformation of a random matrix $B$ and study the right large deviation of its largest eigenvalue (resp. singular value). For this type of problem, depending on the
norm of the vector of the rank-one deformation, it is well known that there exists a regime where the top eigenvalue (resp. singular value) sticks to the right edge of the bulk density and another one where it pops out of the bulk density and forms an outlier. As in the full-rank deformation, we would like to characterize completely the large deviation of this top eigenvalue/singular value. It turns out that the tilting method with spherical integral allows one to get an answer for this problem for as long as we are looking at values of $x$ higher than the typical one. In particular, this tilting method does not work when one looks at the large deviation at the left of the typical outlier, if there is one. We can however complete the picture for this left large deviation by looking at the poles of this rank-one deformation thanks to the Sherman-Morrison formula. We consider different types of rank-one deformations and separate the study in the several cases.

C.1 Additive rank-one deformation

In this subsection, the matrix $B \sim P_{V,w_B}(\cdot)$, with limiting spectral density $\mu_B$ and (right) edge $b_+$ and we consider the rank-one additive deformation:

$$C := B + \gamma v v^T,$$

where $v$ is an arbitrary unit vector. In this case, it is well known [64, 65, 66] that the top eigenvalue $\lambda_1(C)$ admits a so-called BBP-phase transition in the large $N$ limit.

- For $\gamma \leq \frac{1}{g_B(b_+)}$: the top eigenvalue sticks to the edge $b_+$,

$$\lambda_1(C) \to b_+. \quad (302)$$

- For $\gamma \geq \frac{1}{g_B(b_+)}$: the top eigenvalue pops out of the bulk and is equal to

$$\lambda_1(C) \to \lambda^* := R_B \left( \frac{1}{\gamma} \right) + 1 = \frac{1}{g_B^{(-1)}} \left( \frac{1}{\gamma} \right). \quad (303)$$

C.1.1 The tilting method and its failure for left large deviation.

At finite but large $N$, we can once again ask what is the probability $\mathbb{P}[\lambda_1(C) \simeq x]$ of finding the top eigenvalue far from its typical value $b_+$ (resp. $\lambda^*$) if $\gamma < \frac{1}{g_B(b_+)}$ (resp. if $\gamma > \frac{1}{g_B(b_+)}$). Since we are looking at the sum of two matrices, let’s consider the tilt with the SSK partition function given by Eq. (100). By Haar property, we still have the decomposition of Eq. (81) for the spherical integral, hence the annealed free energy of Eq. (74) is given by:

$$F_C(\theta) = F_B(w_B, \theta) + F_{rk1}(\theta), \quad (304)$$

where

$$F_{rk1}(\theta) \simeq \frac{1}{N} \log \mathbb{E} Z_{\gamma vv^T}(\theta). \quad (305)$$

Since the spectrum of the rank-one matrix $\gamma vv^T$ consist of $N - 1$ zero eigenvalues and one non-zero eigenvalue equal to $\gamma$, We have $F_{rk1}(\theta) = J_0(\gamma, \theta)$ where $J_0$ is defined by replacing the general measure $\mu_A(\cdot)$ in Eq. (102) by the trivial Dirac measure at zero,

\[\text{If one replaces the matrix } B \text{ by a fixed diagonal matrix of Sec. 2.2 then one has to consider the vector } v \text{ to be taken uniformly over the sphere } S^{N-1}.\]
\[ \delta(-0). \] Next, since the Stieltjes transform of this measure is simply equal to \( \frac{1}{2} \) and its R-transform is equal to 0, this reads:

\[
(F_{rk1})'(\theta) = \frac{1}{2} \begin{cases} 0 & \text{for } \theta \leq \frac{1}{\gamma}, \\ \gamma - \frac{1}{\theta} & \text{for } \theta \geq \frac{1}{\gamma}. \end{cases}
\] (306)

Finally, since \( C \) is a rank-one modification of \( B \), its bulk density is also given by \( \mu_B(\cdot) \), hence from Eq. (102), the behavior of its quenched free energy, with \( x \) is the position of the top eigenvalue, reads:

\[
\partial \theta J_C(x, \theta) = \frac{1}{2} \begin{cases} \mathcal{R}_B(\theta) & \text{for } \theta \leq g_B(x), \\ x - \frac{1}{\theta} & \text{for } \theta \geq g_B(x). \end{cases}
\] (307)

To continue we need to compute the optimal temperature \( \theta^*(x) \) (if there is one) and hence study the behavior of the function

\[
I_x'(\theta) := \partial \theta J_C(x, \theta) - \partial \theta F_B(w_B, \theta) - (F_{rk1})'(\theta). \] (308)

Comparing Eq. (104), Eq. (306) and Eq. (307), the behavior of this function depends on the relative position of \( \frac{1}{\gamma} \) with respect to \( g_B(x) \) and \( g_B(b_+) \) and we need to consider three different cases.

The case \( g_B(x) \leq g_B(b_+) \leq \frac{1}{\gamma} \) (right large deviation below the threshold): In this case, the top eigenvalue converges to the edge, see Eq. (302). The difference between the quenched and free energy is given by:

\[
I_x'(\theta) = \frac{1}{2} \begin{cases} 0 & \text{for } \theta \leq g_B(x), \\ x - g_B^{(-1)}(\theta) & \text{for } g_B(x) \leq \theta \leq \frac{1}{\gamma}, \\ (x - \gamma) - \mathcal{R}_B(\theta) & \text{for } \frac{1}{\gamma} \leq \theta \leq \tilde{g}_B(w_B), \\ x - w_B - \gamma + \frac{1}{\theta} & \text{for } \theta \geq \tilde{g}_B(w_B). \end{cases}
\] (309)

Similarly to the full-rank case, for \( \theta \) starting at \( g_B(x) \), this function is continuously increasing with \( \theta \) until it reaches the value \( \theta = g_B(b_+) \) and then it continuously decreases. For \( x < w_B + \gamma \), it must cross the real axis only one time for \( \theta \in (g_B(x), \infty) \). Now since \( g_B(x) \leq g_B(b_+) \leq \frac{1}{\gamma} \), this value \( \theta^*(x) \) solution of Eq. (78) has a different behavior depending on the position of \( x \) with respect to the critical points \( x_{c_1} \) and \( x_{c_2} \) defined by

\[
x_{c_1} := g_B^{(-1)} \left( \frac{1}{\gamma} \right), \] (310)

and by

\[
x_{c_2} := w_B + \gamma - \frac{1}{g_B(w_B)}, \] (311)
and thus we get:

\[
\theta^*(x) = \begin{cases} 
\bar{g}_B(x) & \text{for } b_+ \leq x \leq x_{c_1}, \\
\mathcal{R}^{(-1)}_B(x - \gamma) & \text{for } x_{c_1} \leq x \leq x_{c_2}, \\
\frac{1}{w_B + \gamma - x} & \text{for } x_{c_2} \leq x \leq w_B + \gamma.
\end{cases}
\] (312)

The case \( g_B(x) \leq \frac{1}{\gamma} \leq g_B(b_+) \) (right large deviation above the threshold): In this case, one has a creation of an outlier at the position \( \lambda^* \) given by Eq. (303). Because we are looking at a value of \( \frac{1}{\gamma} \leq g_B(b_+) \) and \( g_B^{(-1)}(.) \) is decreasing in \((0, g_B(b_+))\), this corresponds to \( x \geq \lambda^* \) and hence looking at large deviation at the right of the outlier. It is a straightforward computation to show that the difference of free energies is again given by Eq. (309). However, since there is now the constraint \( g_B(x) \leq \frac{1}{\gamma} \leq g_B(b_+) \), \( \theta^*(x) \) cannot be attained in the interval \((g_B(x), \frac{1}{\gamma})\). In other words, \( \theta^* \) is given by Eq. (312) where the first line is removed:

\[
\theta^*(x) = \begin{cases} 
\mathcal{R}^{(-1)}_B(x - \gamma) & \text{for } \lambda^* \leq x \leq x_{c_2}, \\
\frac{1}{w_B + \gamma - x} & \text{for } x_{c_2} \leq x \leq w_B + \gamma.
\end{cases}
\] (313)

where \( x_{c_2} \) is again defined by Eq. (311).

The case \( \frac{1}{\gamma} \leq g_B(x) \leq g_B(b_+) \) (failure of getting the left large deviation above the threshold): This case corresponds to have an outlier at \( \lambda^* \) given by Eq. (303), but looking at values of \( x \) at the right of this outlier, \( b_+ \leq x \leq \lambda^* \). In this case, one finds that the difference of free energies is given by

\[
I'_\lambda(\theta) = \frac{1}{2} \begin{cases} 
0 & \text{for } \theta \leq \frac{1}{\gamma}, \\
-\gamma + \frac{1}{\gamma} & \text{for } \frac{1}{\gamma} \leq \theta \leq g_B(x), \\
(x - \gamma) - \mathcal{R}_B(\theta) & \text{for } g_B(x) \leq \theta \leq \bar{g}_B(w_B), \\
x - w_B - \gamma + \frac{1}{\gamma} & \text{for } \theta \geq \bar{g}_B(w_B).
\end{cases}
\] (314)

This function is always decreasing with respect to the variable \( \theta \) and a consequence the supremum of Eq. (314) is theoretically attained at zero, but this cannot be correct since this corresponds to the original model without the tilt. As a consequence, in this regime the tilting method fails. It is nevertheless tempting to argue that the rate function should have the same expression as the one obtained for ‘right’ large deviation. This will turn out to be true, as shown by the ‘Sherman-Morrison method’ of the next section.

C.1.2 Large deviation beyond the threshold and the Sherman-Morrison formula

To get the full behavior in the presence of an outlier at \( \lambda^* \), the idea is to use the Sherman-Morrison formula [67]. For a symmetric matrix \( M \) and two vectors \( u_0, v_0 \), this formula
is given by:

$$(M + u_0v_0^\top)^{-1} = M^{-1} - \frac{M^{-1}u_0v_0^\top M^{-1}}{1 + v_0^\top M^{-1}u_0}. \quad (315)$$

This formula allows one to relate the resolvent of a rank one perturbation of a matrix to the resolvent of the matrix plus an additional term. Namely, setting $M = zI - B$, $u_0 = -\gamma v$ and $v_0 = v$ in Eq. (315), one has:

$$G_C(z) = G_B(z) + \frac{\gamma}{1 - \gamma v^\top G_B(z)v} G_B(z)vv^\top G_B(z). \quad (316)$$

where $G_B(z)$ is the resolvent of $B$, defined by:

$$G_B(z) := (zI - B)^{-1}, \quad (317)$$

and $G_C(z)$ is defined similarly. The resolvent contains all the information of the matrix $C$ and in particular the eigenvalues of $C$ corresponds to a value for which the resolvent is ill-defined. Now for the matrix $C$ to have just one outlier out of the bulk, say at a position $\lambda_1(C) = x$, the divergence in the resolvent of Eq. (316) must come from the denominator of the RHS of Eq. (316), that is:

$$1 - \gamma v^\top G_B(x)v = 0. \quad (318)$$

As a consequence, we can write the probability of finding the top eigenvalue $\lambda_1(C)$ at the position $x$ in terms of an average over a Dirac function:

$$P[\lambda_1(C) \simeq x] = E[\delta(1 - \gamma v^\top G_B(x)v = 0)]. \quad (319)$$

Using the inverse Laplace representation of the Dirac, this can be equivalently written as:

$$P[\lambda_1(C) \simeq x] = \frac{1}{K} E\left[ \int_{\mathbb{C}} e^{\frac{Nz_1}{2} + \frac{Nz_2}{2}} \left( \int_{\mathbb{R}^N} e^{-\frac{N}{2}v^\top(2I + \gamma G_B(x))v} dv \right) dz_1 dz_2 \right], \quad (320)$$

where $K$ is a (complex) constant whose asymptotic will not contribute to the large deviation in its integral representation. For simplicity, we take the notation $K$ from one line to another, even though this constant might be different. Next, since $B$ is rotationally invariant, we can either take the vector $v$ to be either fixed or random. To perform the computation, it will be convenient to take $v$ uniform over the sphere. Removing the constraint over the sphere by introducing a second Lagrange multiplier $z_2$, Eq. (320) now writes:

$$P[\lambda_1(C) \simeq x] = \frac{1}{K} E\left[ \int_{\mathbb{C}^2} e^{\frac{Nz_1}{2} + \frac{Nz_2}{2}} \left( \int_{\mathbb{R}^N} e^{-\frac{N}{2}v^\top(2I + \gamma G_B(x))v} dv \right) dz_1 dz_2 \right]. \quad (321)$$

By Gaussian integration over the $N$-dimensional variable $v$, we have the following integral:

$$P[\lambda_1(C) \simeq x] = E\left[ \int_{\mathbb{C}^2} e^{\frac{N}{2}H(z_1, z_2, x)} dz_1 dz_2 \right], \quad (322)$$

with:

$$H(z_1, z_2, x) := z_1 + z_2 - \frac{1}{N} \sum_{i=1}^N \log(\gamma z_1 + z_2(x - b_i)) + \frac{1}{N} \sum_{i=1}^N \log(x - b_i) + K + O\left(\frac{1}{N}\right), \quad (323)$$
where $K$ is constant independent of $z_1, z_2$ and $x$. In the large $N$ limit, this integral over the variables $z_1$ and $z_2$ are dominated by the saddle-points $z_1^*$ and $z_2^*$ solutions of:
\[
\begin{align*}
\frac{1}{N} \sum_{i=1}^{N} \frac{1}{\gamma z_1^* + z_2^* (x-b_i)} &= 1, \\
\frac{1}{N} \sum_{i=1}^{N} \frac{x-b_i}{\gamma z_1^* + z_2^* (x-b_i)} &= 1.
\end{align*}
\]

Combining the two equations, we have that the two saddle points are related to one each other by:
\[
z_1^* + z_2^* = 1.
\] (325)

As we will see later on, only the saddle-point $z_2^*$ will contribute to the large deviation. Substituting $z_2^*$ in the top line of Eq. (324), we have:
\[
\frac{z_2^*}{\gamma} = g_B \left( x - \gamma + \frac{\gamma}{z_2^*} \right).
\] (326)

As in the full-rank case of Section 3 and since we are taking the expectation, we need to distinguish two cases: Eq. (326) only makes sense if the argument of the RHS does not exceed $w_B$, that is:

- if $x \leq x_{c_2}$, with $x_{c_2}$ defined by Eq. (311), then we don’t have any saturation. Inverting Eq. (326) gives:
  \[
  \frac{z_2^*}{\gamma} = R_B^{(-1)} (x - \gamma).
  \] (327)

- if $x \geq x_{c_2}$, then there is a saturation, that is $z_2^*$ is given by
  \[
  \frac{z_2^*}{\gamma} = \frac{1}{w_B + \gamma - x}.
  \] (328)

We have now all the tools to express the rate function in this regime. We have:
\[
\Psi_C(x) = -\int_{x}^{x_{\lambda^*}} \frac{d}{ds} H(z_1^*, z_2^*, s) ds = -\int_{x}^{x_{\lambda^*}} \frac{\partial}{\partial s} H(z_1^*, z_2^*, s) ds,
\] (329)

since the partial derivatives with respect to $z_1^*$ and $z_2^*$ are exactly zero at the saddle points. The derivative of the function $H$ with respect to $s$ is given thanks to Eq. (325) by:
\[
\frac{\partial}{\partial s} H(z_1^*, z_2^*, s) = -\frac{1}{N} \sum_{i=1}^{N} \frac{z_2^*}{\gamma z_1^* + z_2^* (x-b_i)} + \frac{1}{N} \sum_{i=1}^{N} \frac{1}{x-b_i}.
\] (330)

The first term in the RHS can be simplified since if we multiply the topline of Eq. (324) by $\frac{z_2^*}{\gamma}$ we find that this term is exactly $\frac{z_2^*}{\gamma}$. Taking the large $N$ limit, one obtain the final expression for the rate function. The result is summarized in the next section.
C.1.3 Expression for the rate function

- if \( \gamma \leq \frac{1}{g_B(b_+)} \), then for \( x \) not in \([b_+, w_B + \gamma]\) the rate function is infinite and is otherwise given by:

\[
\Psi_C(x) = \begin{cases} 
\frac{1}{2} \int_{b_+}^{x} g_B(t) - g_B(t) \, dt & \text{for } b_+ \leq x \leq x_{c_1}, \\
K_1 + \frac{1}{2} \int_{x_{c_1}}^{x} \left( R_B^{-1}(t) - g_B(t) \right) \, dt & \text{for } x_{c_1} \leq x \leq x_{c_2}, \\
K_2 + \frac{1}{2} \log \left( \frac{1}{w_B + \gamma - x} \right) - \frac{1}{2} \int_{x_{c_2}}^{x} g_B(t) \, dt & \text{for } x_{c_2} \leq x \leq w_B + \gamma.
\end{cases}
\]  

(331)

- if \( \gamma \geq \frac{1}{g_B(b_+)} \) then for \( x \) not in \([b_+, w_B + \gamma]\) the rate function is infinite and is otherwise given by:

\[
\Psi_C(x) = \begin{cases} 
\frac{1}{2} \int_{\lambda^*}^{x} \left( R_B^{-1}(t) - g_B(t) \right) \, dt & \text{for } b_+ \leq x \leq x_{c_2}, \\
K_2^* + \frac{1}{2} \log \left( \frac{1}{w_B + \gamma - x} \right) - \frac{1}{2} \int_{x_{c_2}}^{x} g_B(t) \, dt & \text{for } x_{c_2} \leq x \leq w_B + \gamma,
\end{cases}
\]

with

\[
K_2^* = \frac{1}{2} \int_{\lambda^*}^{x_{c_2}} (\bar{g}_B(t) - g_B(t)) \, dt + \frac{1}{2} \log \left( \frac{1}{g_B(w_B)} \right).
\]  

(333)

Remark (Behavior near the edge): Below the threshold when there is no outlier, if the density is non-degenerate, one recovers the Tracy-Widom ‘3/2’ scaling for the rate function since the expression matches the ones of the classical case of Eq. \((20)\). However above the threshold, because both the Stieltjes transform and the R-transform (and hence its shifted inverse) analytic around \( \lambda^* \), the rate function is a square behavior close to the outlier. This is expected because the fluctuations of the outliers are known to be Gaussian and of variance \( N^{-\frac{1}{2}} \).

Example (rank-one perturbation of GOE): Let’s consider the case where \( A \) is a GOE matrix. In this case, \( b_+ = 2\sigma \), \( g_B(b_+) = \frac{2}{\sqrt{\pi}} \), and if \( \gamma \leq \sigma \) there is no outlier but one critical point \( x_{c_1} = \gamma + \frac{\sigma^2}{\gamma} \), and if \( \gamma \geq \sigma \) there is one outlier at \( \lambda^* = \gamma + \frac{\sigma^2}{\gamma} \). As a consequence, the rate function is given by:

- if \( \gamma \leq \sigma \),

\[
\Psi_C(x) = \begin{cases} 
\frac{1}{4\sigma^2} x \sqrt{x^2 - 4\sigma^2} \gamma^2 + \log \left( \frac{3\sigma}{\sqrt{x^2 - 4\sigma^2} + \sigma} \right) & \text{for } 2\sigma \leq x \leq \gamma + \frac{\sigma^2}{\gamma}, \\
\frac{1}{4\sigma^2} \left( x^2 - (\gamma + \frac{\sigma^2}{\gamma})^2 \right) + \frac{1}{4\sigma^2} x \sqrt{x^2 - 4\sigma^2} \gamma^2 + \log \left( \frac{2\sigma}{x + \sqrt{x^2 - 4\sigma^2}} \right) & \text{for } x \geq \gamma + \frac{\sigma^2}{\gamma}.
\end{cases}
\]  

(334)

One can find a plot of this function for \( \gamma = 1/2 \) and \( \sigma = 1 \) in Fig. 9 (Left).

- and if \( \gamma \geq \sigma \),

\[
\Psi_C(x) = \frac{1}{4\sigma^2} x^2 - 4\gamma x + 2(\gamma^2 + \sigma^2) + x \sqrt{x^2 - 4\sigma^2} \gamma^2 + \log \left( \frac{2\sigma}{x + \sqrt{x^2 - 4\sigma^2}} \right).
\]  

(335)

One can find a plot of this function for \( \gamma = 2 \) and \( \sigma = 1 \) in Fig. 9 (Right).
Figure 9: On the left, the Rate function (in red) of the largest eigenvalue of the sum of a GOE matrix with \( \sigma = 1 \) and a rank-one matrix with a non-zero eigenvalue equal to \( \gamma = 1/2 \), as described by Eq. (334). This function admits a phase transition at \( x_c = 2.5 \), represented by the vertical dotted line. On the right, the Rate function (in red) of the largest eigenvalue of the sum of a GOE matrix with \( \sigma = 1 \) and a rank-one matrix with now a non-zero eigenvalue equal to \( \gamma = 2 \), as described by Eq. (335). In this case, one is above the BBP transition and the typical position of the largest eigenvalue of this matrix is represented in dotted line.

C.2 Multiplicative case

Similar to the additive case, we consider in this subsection the ‘multiplicative’ rank-one deformation:

\[
C = \sqrt{I + \gamma vv^T} B \sqrt{I + \gamma vv^T},
\]

where \( B \sim \mathcal{P}_{V,w} \) and is further assumed to be semi-definite positive. In the large \( N \) limit, the top eigenvalue \( \lambda_1(C) \) admits the following transition [66]:

- for \( \gamma < \frac{1}{t_B(b_+)} \): the top eigenvalue sticks to the edge \( b_+ \):
  \[
  \lambda_1(C) \rightarrow b_+,
  \]
  \[
  \lambda_1(C) \rightarrow \lambda^* := t_B^{-1} \left( \frac{1}{\gamma} \right).
  \]

The proof of the large deviation in this case is similar to the additive case. One has to consider the multiplicative spherical integral and compute the free energy of the LSSK model with disorder matrix \( I + \gamma vv^T \) whose spectrum is composed of \( N - 1 \) eigenvalues equals to 1 and one outlier at 1 + \( \gamma \). One has to separate the study into three cases, depending on the relative value of \( \gamma \) with respect to \( t_A(x) \) and \( t_A(a_+) \). Similarly to the additive case, the tilting method allows one to get the large deviation at the right of the typical value, whether there is an outlier or not, but fails to get the large deviation at the left of the outlier when there is one. To complete the picture, one needs to use the Sherman-Morrison formula of Eq. (315) applied to our rank-one deformation of Eq. (336). If if the top eigenvalue is an outlier at the position \( x \), then it satisfies:

\[
1 - \gamma v^T \sqrt{BG_B(x)} \sqrt{Bv} = 0.
\]

Using again the delta trick, one gets the ‘left’ large deviation. In full generality, we have the following expression for the rate function
• if $\gamma \leq \frac{1}{t_B(b_+)}$, then for $x$ not in $[b_+, w_B(1+\gamma)]$ the rate function is infinite and is otherwise given by:

$$
\Psi_C(x) = \begin{cases} 
\frac{1}{2} \int_{b_+}^{x} \tilde{g}_B(t) - g_B(t) dt & \text{for } b_+ \leq x \leq x_{c_1}, \\
K_1 + \frac{1}{2} \int_{x_{c_1}}^{x} \left( \frac{S_B^{(1)-1} (\frac{t}{t+\gamma})+1}{t} - g_B(t) \right) dt & \text{for } x_{c_1} \leq x \leq x_{c_2}, \\
K_2 + \frac{1}{2} \log \left( \frac{x}{w_B(t+\gamma)-x} \right) - \frac{1}{2} \int_{x_{c_2}}^{x} g_B(t) dt & \text{for } x_{c_2} \leq x \leq w_B(1+\gamma). 
\end{cases}
$$

(340)

• if $\gamma \geq \frac{1}{t_B(b_+)}$, then for $x$ not in $[b_+, w_B(1+\gamma)]$ the rate function is infinite and is otherwise given by:

$$
\Psi_C(x) = \begin{cases} 
\frac{1}{2} \int_{x_{c_2}}^{x} \left( \frac{S_B^{(1)-1} (\frac{t}{t+\gamma})+1}{t} - g_B(t) \right) dt & \text{for } b_+ \leq x \leq x_{c_2}, \\
K_2^* + \frac{1}{2} \log \left( \frac{x}{w_B(t+\gamma)-x} \right) - \frac{1}{2} \int_{x_{c_2}}^{x} g_B(t) dt & \text{for } x_{c_2} \leq x \leq w_B(1+\gamma). 
\end{cases}
$$

(341)

with

$$K_2^* = \log \left( \frac{1}{t_B(w_B)} \right) + \int_{x_{c_2}}^{x_{c_2}} \left[ S_B^{(1)-1} (\frac{t}{t+\gamma})+1 - g_B(t) \right] dt. \quad (342)$$

Example (spiked square Wishart): Let’s consider the case where $\mathbf{B}$ is Wishart, where in order to have simple analytical formula for the rate function, we consider the shape parameter to be equal to one, $q = 1$. In this case, the density of Eq. (336) is known as a spiked (square) Wishart matrix and the rate function for its largest eigenvalue is given by:

• if $\gamma \leq 1$, then there is no outlier and the rate function is given by:

$$
\Psi_C(x) = \begin{cases} 
\frac{\sqrt{x(x-4)}}{2} + \log \left( \frac{x-2-\sqrt{x(x-4)}}{2} \right) & \text{for } 4 \leq x \leq 2 + \gamma + \frac{1}{\gamma}, \\
x-\gamma x+1(1+\gamma)\sqrt{x(x-4)} + \frac{1}{2} \log \left( \frac{x-2-\gamma-\gamma \sqrt{x(x-4)}}{2} \right) & \text{for } x \geq 2 + \gamma + \frac{1}{\gamma}. 
\end{cases}
$$

(343)

One can find a plot of this function for $\gamma = 1/2$ and $q = 1$ in Fig. 10 (Left).

• if $\gamma > 1$, then there is an outlier at $\lambda^* = 2 + \gamma + \frac{1}{\gamma}$ and in this case the rate function is given by:

$$
\Psi_C(x) = \frac{1+\frac{1}{\gamma}}{2} + \frac{x-2-\gamma-\frac{1}{\gamma}}{2(1+\gamma)} + \frac{\sqrt{x(x-4)}-x}{4} + \frac{1}{2} \log \left( \frac{\gamma-1-\sqrt{\gamma}}{1+\sqrt{\gamma}} \right). \quad (344)
$$

One can find a plot of this function for $\gamma = 2$ and $q = 1$ in Fig. 10 (Right).
Figure 10: On the left, the Rate function (in red) of the largest eigenvalue of a spiked Wishart matrix with \( q = 1 \) and the value of the spike is \( \gamma = 1/2 \), as described by Eq. (334). This function admits a phase transition at \( x_{c1} = 4.5 \) represented by the vertical dotted line. On the right, the Rate function (in red) of the largest eigenvalue of the sum of a spiked Wishart matrix with \( q = 1 \) and a spike \( \gamma = 2 \), as described by Eq. (335). In this case, one is above the BBP transition and the typical position of the largest eigenvalue of this matrix is represented in dotted line.

C.3 Rectangular case

In this case, the position of the top singular eigenvalue \( s_1(C) \) of the matrix

\[
C = A + \gamma uv^T
\]

admits a phase transition given by \[68\]:

- for \( \gamma < \frac{1}{d_B(s_+)^2} \): the top singular value sticks to the edge \( b_+ \):
  
  \[
s_1(C) \to b_+ ;
  \]
  
  \[
  (346)
  \]

- for \( \gamma > \frac{1}{d_B(s_+)^2} \): the top singular value pops out of the bulk and is equal to:

  \[
  s_1(C) \to s^* := d_B^{-1} \left( \frac{1}{\gamma} \right) ;
  \]

  \[
  (347)
  \]

and the large deviation can be obtained similarly.

D Rank-one plus rank-one

In this section, we consider the toy model of the sum of two rank-one matrix where one is randomly rotated:

\[
C := w_A ee^T + w_B vv^T ,
\]

with \( e \) the unit vector in the first canonical direction and \( v \) a unit vector taken uniformly on \( S^{N-1} \), we choose \( w_A \geq w_B \) without loss of generality. The largest eigenvalue of \( C \) is given by

\[
\lambda_1(C) = w_A + w_B + \sqrt{(w_A - w_B)^2 + 4w_Aw_B|e^T v|^2},
\]

(349)
Figure 11: The rate function for the eigenvalue of the toy model of the sum of two rank-one matrices with non-zero eigenvalues being respectively given by $w_A = 2$ and $w_B = 1$, as described by Eq. (352).

Note that since $0 \leq |e^T v|^2 \leq 1$, we have $w_A \leq \lambda_1(C) \leq w_A + w_B$ as expected. In the limit $N \to \infty$, the vector $v$ is almost-surely orthogonal to the vector $e$ so that the top eigenvalue of the matrix $C$ is given by $w_A$. Note that this can be checked by taking the limit $|e^T v| \to 0^+$ in Eq. (349). Now at large but finite $N$, we can ask what is the probability of finding $\lambda_1(C)$ at a position $x$ higher than $w_A$. To do so, let’s remark, that since $v$ is uniform on the sphere, the square of each of its component - and hence the squared overlap - is known to follow a Beta distribution of parameters $(1/2, N/2)$. Its probability density given by:

$$p \left( |e^T v|^2 = \phi \right) = \frac{\phi^{-1/2}(1-\phi)^{N/2-1}}{B(1/2,N/2)},$$  

(350)

where $B(1/2, N/2)$ is the Euler Beta function. From this we can write the exact probability density $P_N$ of the law of $\lambda_1(C)$:

$$P_N(\lambda_1) = \frac{2\lambda_1 - w_A - w_B}{B(1/2, N/2)w_Aw_B} \left( 1 - \frac{\lambda_1(w_A + w_B - \lambda_1)}{w_Aw_B} \right)^{-1/2} \left( \frac{\lambda_1(w_A + w_B - \lambda_1)}{w_Aw_B} \right)^{N/2-1}.$$  

(351)

In the large $N$ limit we obtain the following rate function for the large deviations of $\lambda_1(C)$

$$\Psi_C(x) = -\log \left( \frac{w_A + w_B - x}{w_B} \right) - \log \left( \frac{x}{w_A} \right).$$  

(352)

This rate function is represented in Fig. 11. This is the same rate function that we had in the third regime of Eq. (127) with $c_+ = x_{c_2} = w_A$ and $g_C(z) = 1/z$.  
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