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Abstract. Suppose $p$ is a prime, $t$ is a positive integer, and $f \in \mathbb{Z}[x]$ is a univariate polynomial of degree $d$ with coefficients of absolute value $< p^t$. We show that for any fixed $t$, we can compute the number of roots in $\mathbb{Z}/(p^t)$ of $f$ in deterministic time $(d + \log p)^{O(1)}$. This fixed parameter tractability appears to be new for $t \geq 3$. A consequence for arithmetic geometry is that we can efficiently compute Igusa zeta functions $Z$, for univariate polynomials, assuming the degree of $Z$ is fixed.
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1. Introduction

Given a prime \( p \), and a polynomial \( f \in \mathbb{Z}[x] \) of degree \( d \) with coefficients of absolute value \( < p^t \), it is a basic problem to count the roots of \( f \) in \( \mathbb{Z}/(p^t) \). Aside from its natural cryptological relevance, counting roots in \( \mathbb{Z}/(p^t) \) is closely related to factoring polynomials over the \( p \)-adic rationals \( \mathbb{Q}_p \), and the latter problem is fundamental in polynomial-time factoring over the rationals \( \mathbb{Q} \), the study of prime ideals in number fields \( \mathbb{F} \), \( \mathbb{F}_t \), elliptic curve cryptography \( \mathcal{E} \), the computation of zeta functions \( \mathcal{Z} \), and the detection of rational points on curves \( \mathcal{C} \).

There is surprisingly little written about root counting in \( \mathbb{Z}/(p^t) \) for \( t \geq 2 \): While an algorithm for counting roots of \( f \) in \( \mathbb{Z}/(p^t) \) in time polynomial in \( d + \log p \) has been known in the case \( t = 1 \) for many decades (just compute the degree of \( \gcd(x^p - x, f) \) in \( \mathbb{F}_p[x] \)), the case \( t = 2 \) was just solved in 2017 by some of our students \( [12] \). The cases \( t \geq 3 \), which we solve here, appeared to be completely open. One complication with \( t \geq 2 \) is that polynomials in \( (\mathbb{Z}/(p^t))[x] \) do not have unique factorization, thus obstructing a simple use of polynomial \( \gcd \).

However, certain basic facts can be established quickly. For instance, the number of roots can be exponential in \( \log p \). (It is natural to use \( \log p \), among other parameters, to measure the size of a polynomial since it take \( O(t \log p) \) bits to specify a solution in \( \mathbb{Z}/(p^t) \).) The quadratic polynomial \( x^2 = 0 \), which has roots \( 0, p, 2p, \ldots, (p - 1) \) in \( \mathbb{Z}/(p^2) \), is such an example. This is why we focus on computing the number of roots of \( f \), instead of listing or searching for the roots in \( \mathbb{Z}/(p^t) \).

Let \( N_t(f) \) denote the number of roots of \( f \) in \( \mathbb{Z}/(p^t) \) (setting \( N_0(f) := 1 \)). The Poincare series for \( f \) is \( P(x) := \sum_{t=0}^{\infty} N_t(f)x^t \). Assuming \( P(x) \) is a rational function in \( x \), one can reasonably recover \( N_t(f) \) for any \( t \) via standard generating function techniques. That \( P(x) \) is in fact a rational function in \( x \) was first proved in 1974 by Igusa (in the course of deriving a new class of zeta functions \( \mathcal{I} \)), applying resolution of singularities. Denef found a new proof (using \( p \)-adic cell decomposition \( \mathcal{C} \)) leading to more algorithmic approaches later. While this in principle gives us a way to compute \( N_t(f) \), there are few papers studying the computational complexity of Igusa zeta functions \( \mathcal{I} \). Our work here thus also contributes in the direction of arithmetic geometry by significantly improving \( \mathcal{I} \), where it is assumed that \( f(x) \) splits completely over \( \mathbb{Q} \).

To better describe our results, let us start with a naive description of the first key idea: How do roots in \( \mathbb{Z}/(p^t) \) lift to roots in \( \mathbb{Z}/(p^t) \)? A simple root of \( f \) in \( \mathbb{Z}/(p) \) can be lifted uniquely to a root in \( \mathbb{Z}/(p^t) \), according to the classical Hensel’s lemma (see, e.g., \( [7] \)). But a root with multiplicity \( \geq 2 \) in \( \mathbb{Z}/(p) \) can potentially be the image (under mod \( p \) reduction) of many roots in \( \mathbb{Z}/(p^t) \), as illustrated by our earlier example \( f(x) = x^2 \). Or a root may not be liftable at all, e.g., \( x^2 + p = 0 \) has no roots mod \( p^2 \), even though it has a root mod \( p \). More to the point, if one wants a fast deterministic algorithm, one can not assume that one has access to individual roots. This is because it is still an open problem whether there exists a deterministic polynomial time algorithm for finding roots of polynomials modulo \( p \), see for example \( [8] \).

Nevertheless, we have overcome this difficulty and found a way to keep track of how to correctly lift roots of any multiplicity.

**Theorem 1.1.** There is a deterministic algorithm that computes the number, \( N_t(f) \), of roots in \( \mathbb{Z}/(p^t) \) of \( f \) in time \( (d + \log(p) + 2t)^{O(1)} \).

Theorem 1.1 is proved in Section 5. Note that Theorem 1.1 implies that if \( t = O(\log \log p) \) then there is a deterministic \( (d + \log p)^{O(1)} \) algorithm to count the roots of \( f \) in \( \mathbb{Z}/(p^t) \). We are unaware of any earlier algorithm achieving this complexity bound, even if randomness is allowed.

Our main technical innovations are the following:

- We use ideals in the ring \( \mathbb{Z}[x_1, \ldots, x_k] \) of multivariate polynomials over the \( p \)-adic integers to keep track of the roots of \( f \) in \( \mathbb{Z}/(p^t) \). More precisely, from the expansion:
  
  \[
  f(x_1 + px_2 + \cdots + p^{k-1}x_{k-1}) = g_1(x_1) + pg_2(x_1, x_2) + p^2g_3(x_1, x_2, x_3) + \cdots
  \]
we build a collection of ideals in \( \mathbb{Z}_p[x_1, \ldots, x_k] \), starting from \((g_1(x_1))\). We can then decompose the ideals according to multiplicity type and rationality. This process produces a tree of ideals which will ultimately encode the summands making up our final count of roots.

- The expansion above is not unique. (For example, adding \( p \) to \( g_1 \) and subtracting 1 from \( g_2 \) gives us another expansion.) However, we manage to keep most of our computation within \( \mathbb{Z}/(p) \), and maintain uniformity for the roots of our intermediate ideals, by using Teichmuller lifting (described in Section [4]).

## 2. Overview of Our Approach

To count the number of roots in \( \mathbb{Z}/(p^t) \) of \( f \in \mathbb{Z}[x] \), our algorithm follows a divide-and-conquer strategy. First, factor \( f \) over \( \mathbb{F}_p \) as follows:

\[
(1) \quad f(x) = f_1(x)f_2^2(x)f_3^3(x)\cdots f_l^l(x)g(x) \pmod{p},
\]

where each \( f_i \) is a monic polynomial over \( \mathbb{F}_p \) that can be split into a product of distinct linear factors over \( \mathbb{F}_p \), and the \( f_i \) are pairwise relatively prime, and \( g(x) \) is free of linear factors in \( \mathbb{F}_p[x] \). For an element \( \alpha \in \mathbb{F}_p \), we call its pre-image under the natural map \( \mathbb{Z} \rightarrow \mathbb{F}_p \) a lift of \( \alpha \) to \( \mathbb{Z} \). Similarly, we can define a lift of \( \alpha \) to \( \mathbb{Z}_p \) (the \( p \)-adic integers) or to \( \mathbb{Z}/(p^t) \). We extend the concept to polynomials in \( \mathbb{F}_p[x] \). The core of our algorithm counts how many roots of \( f \) in \( \mathbb{Z}/(p^t) \) are lifts of roots of \( f_i \) in \( \mathbb{F}_p \), for each \( i \). For \( f_1 \), by Hensel’s lifting lemma, the answer should be \( \deg f_1 \) for all \( t \). For other \( f_i \), however, Hensel’s lemma will not apply, so we run our algorithm on the pair \((f, m)\), where \( m \) is the lift of \( f_i \) to \( \mathbb{Z}[x] \), for each \( i \in \{2, \ldots, l\} \), to see how many lifts (to roots of \( f \) in \( \mathbb{Z}/(p^t) \)) are produced by the roots of \( f_i \) in \( \mathbb{Z}/(p) \). The final count will be the summation of the results over all the \( f_i \), since the roots of \( f \) in \( \mathbb{Z}/(p^t) \) are partitioned by the roots of the \( f_i \).

The first step of the algorithm (when applied to a pair \((f, m)\)) is to find the maximum positive integer \( s \) such that there exists a polynomial such that

\[
(2) \quad f(x_1 + px_2) = p^s g(x_1, x_2) \pmod{(m(x_1), p^t)}.
\]

We may assume that

\[
g(x_1, x_2) = \sum_{0 \leq j < t} g_j(x_1)x_2^j,
\]

and for all \( j \), either \( g_j = 0 \) or \( \gcd(m(x_1), g_j(x_1)) = 1 \) over \( \mathbb{F}_p \). (Otherwise some \( f_i \) can be split further, and we restart the algorithm with new \( m \)’s of smaller degrees.) Since \( m|f \) over \( \mathbb{F}_p[x] \), such \( s \) and \( g \) exist, and can be found efficiently.

If \( s \geq t \), then each root of \( m \) in \( \mathbb{F}_p \) lifts to \( p^{t-1} \) roots of \( f \) in \( \mathbb{Z}/(p^t) \).

If \( s < t \), let \( r \in \mathbb{F}_p \) be any root of \( m \) and let \( r' \) be the corresponding lifted root of \( m \) in \( \mathbb{Z}_p \). We then have

\[
f(r' + ap) = p^s g(r', a) \pmod{p^t}.
\]

So \( r' + ap \) is a root in \( \mathbb{Z}/(p^t) \) for \( f \) if and only if

\[
g(r', a) = 0 \pmod{p^{t-s}}.
\]

The preceding argument leads us to the following result.

**Proposition 2.1.** The number of roots in \( \mathbb{Z}/(p^t) \) of \( f \) that are lifts of the roots of \( m \) (mod \( p \)) is equal to \( p^{s-1} \) times the number of solutions in \((\mathbb{Z}/(p^{t-s}))^2\) of the 2 \( \times \) 2 polynomial system (in the variables \((x_1, x_2)\)) below:

\[
(2) \quad \begin{align*}
m(x_1) &= 0 \\
g(x_1, x_2) &= 0
\end{align*}
\]

There is a dichotomy corollary from the above proposition.
Corollary 2.2. If $m^2 | f$ in $\mathbb{F}_p[x]$, and $t \geq 2$, then any root of $m$ in $\mathbb{F}_p$ is either not liftable to a root in $\mathbb{Z}/(p^t)$ of $f$, or can be lifted to at least $p$ roots of $f$ in $\mathbb{Z}/(p^t)$.

2.1. The algorithm for $t = 3$. Recall that our algorithm begins by seeking the maximal positive integer $s$ such that there is a polynomial $g$ satisfying

$$f(x_1 + px_2) = p^s g(x_1, x_2) \pmod{(m(x_1), p^t)},$$

where $m(x) \in \mathbb{Z}[x]$ and $m^2 | f$ over $\mathbb{F}_p$. If $s = 1$ then we must have

$$f = g'm^2 + pg$$

for some polynomials $g'$ and $g$ with $\gcd(m, g) = 1$ over $\mathbb{F}_p$. None of the roots of $m$ in $\mathbb{F}_p$ can then be lifted.

If $s = 2$ then we have $f(x_1 + px_2) = p^2 g(x_1, x_2) \pmod{(m(x_1), p^3)}$.

Corollary 2.3. The number of roots in $\mathbb{Z}/(p^3)$ of $f$ that are lifts of roots of $m \pmod{p}$ is equal to $p$ times the number of roots in $\mathbb{F}_p^2$ of the $2 \times 2$ polynomial system below:

$$\begin{align*}
m(x_1) &= 0 \\
g(x_1, x_2) &= 0
\end{align*}$$

which can be calculated in deterministic polynomial time.

Note that since the degree of $x_2$ in $g$ is at most 2, any root of $m$ in $\mathbb{Z}/(p)$ can be lifted to at most $2p$ roots in $\mathbb{Z}/(p^3)$.

If $g(x_1, x_2)$ is linear in $x_2$, then counting points for $f$ is easy. The following theorem covers the other case.

Theorem 2.4. Assume that $g(x_1, x_2) = x_2^2 + g'(x_1, x_2)$, where the degree of $x_2$ in $g'$ is less than 2. Let $M$ be the companion matrix of $m$. Let $X(x_1)$ be the discriminant of the second equation in $f$, viewed as a polynomial in $x_2$. Let $D(x_2)$ be the determinant of the matrix $g(M, x_2)$. Let $E$ be the number of solutions of $D(x_2)$ over $\mathbb{F}_p$, counting multiplicity. The number of solutions of the $2 \times 2$ polynomial system $f$ is equal to $E - \deg \gcd(m, X)$.

Proof. Suppose that over $\mathbb{F}_p$

$$m(x) = \prod_{i=1}^c (x - \alpha_i).$$

Then $M = V \text{diag}(\alpha_1, \alpha_2, \ldots, \alpha_c) V^{-1}$ for some invertible matrix $V \in \mathbb{F}_p^{c \times c}$, where $\text{diag}$ maps a vector into a diagonal matrix in the obvious way. So $g(M, x_2) = V \text{diag}(g(\alpha_i, x_2), \ldots) V^{-1}$. We then have

$$D(x_2) = \prod_{i=1}^c g(\alpha_i, x_2).$$

If $a_1$ is a solution of $D(x_2)$ then there must exist a root $\alpha_i$ of $m$ such that $a_1$ is a solution of

$$g(\alpha_i, a_1) = 0.$$

If $m | X$, then for every root $\alpha_i$ of $m$, the above equation has a solution in $\mathbb{F}_p$ with multiplicity two, so the number of solutions of $f$ is $E/2 (= c)$.

If $\gcd(m, X) = 1$, the equation has two distinct roots (which may not lie in $\mathbb{F}_p$), and the total number solutions of $f$ is $E$. ■

Assume that $f \in \mathbb{Z}[x]$ is not divisible by $p$. The preceding ideas are formalized in the following algorithm:
Algorithm 1 The case \( t = 3 \)

1: function \( \text{count} \left( f(x) \in \mathbb{Z}[x], f(x) \neq 0 \pmod{p} \right) \)
2: Factor
\[
f(x) = f_1(x)f_2^2(x)f_3^3(x)...f_n^n(x)g(x) \pmod{p}.
\]
3: \( \text{count} = \deg f_1 \) \( \triangleright \) Every roots of \( f_1 \) can be lifted uniquely.
4: Push \( f_2(x), f_3(x), \ldots, f_s(x) \) into a stack
5: while \( S \neq \emptyset \) do
6: Pop a polynomial from the stack, find its lift to \( \mathbb{Z} \) and denote it by \( m(x) \)
7: Find the maximum \( s \) and a polynomial \( g(x_1, x_2) \) such that
\[
f(x_1 + px_2) = p^s g(x_1, x_2) \pmod{(m(x_1), p^t)}.
\]
8: if \( s = 3 \) then
9: \( \text{count} \leftarrow \text{count} + p^2 \deg m \)
10: else
11: if \( s = 2 \) then
12: Let \( g'(x_1) \) be the leading coefficient of \( g(x_1, x_2) \), viewed as a polynomial in \( x_2 \).
13: if \( \gcd(m, g') \) in \( \mathbb{F}_p[x] \) is nontrivial then
14: Find the nontrivial factorization \( m(x) = m_1(x)m_2(x) \) in \( \mathbb{F}_p[x] \)
15: Push \( m_1 \) and \( m_2 \) into the stack
16: else
17: \( \text{count} \leftarrow \) the number of the \( \mathbb{F}_p \)-points of \([3]\)
18: end if
19: end if
20: end if
21: end while
22: return \( \text{count} \)
23: end function

3. FROM TAYLOR SERIES TO IDEALS

For any polynomial \( m(x) \) of degree \( n \), define
\[
T_{m,j}(x, y) = \sum_{1 \leq i \leq j} \frac{y^{i-1}}{i!} \frac{d^i m}{(dx)^i}(x).
\]

Note that if \( m \in \mathbb{Z}[x] \) then \( \frac{1}{i!} \frac{d^i m}{(dx)^i}(x) \), being a Taylor expansion coefficient, also lies in \( \mathbb{Z}[x] \). So \( T_{m,j} \) is an integral multivariate polynomial for any \( j \). Since \( T_{m,1}(x, y) \) does not depend on \( y \), we abbreviate \( T_{m,1}(x, y) \) by \( T_m(x) \). The following lemma follows from a simple application of Taylor expansion:

**Lemma 3.1.** Let \( m \in \mathbb{Z}[x] \) be an irreducible polynomial that splits completely, without repeated factors, into linear factors over \( \mathbb{F}_p \). Let \( r \in \mathbb{F}_p \) be any root of \( m \) and let \( r' \in \mathbb{Z}_p \) be the corresponding \( p \)-adic integer root of \( m \). Then
\[
m(r' + ap) = apT_m(r) \pmod{p^2}.
\]
To put it in another way, we have the following congruence:
\[
m(x_1 + px_2) \equiv px_2T_m(x_1) \pmod{m(x_1), p^2}
\]
in the ring \( \mathbb{Z}[x_1, x_2] \).

That one can always associate an \( r \in \mathbb{Z}/(p) \) to a root \( r' \in \mathbb{Z}_p \) as above is an immediate consequence of the classical Hensel’s Lemma [7]. More generally, we have the following stronger result:
Theorem 3.3. When we start with factors over $F_s$, the simplest subcase is the ideal $I = (m)$. Theorem 4.1. The number of roots in $Z(p)$ which can be calculated in deterministic polynomial time.

\[ m(r' + ap) = apT_{m,u-1}(r', ap) \pmod{p^u}. \]

And in the ring $Z[x_1, x_2]$, we have

\[ m(x_1 + px_2) = x_2pT_{m,u-1}(x_1, px_2) \pmod{m(x_1), p^u}. \]

Proof. By Taylor expansion:

\[
m(r' + ap) = m(r') + \sum_{1 \leq i < u} \frac{(ap)^i}{i!} \frac{d^i m}{(dx)^i}(r') \pmod{p^u},
\]

\[
= \sum_{1 \leq i < u} \frac{(ap)^{i-1}}{i!} \frac{d^i m}{(dx)^i}(r') \pmod{p^u},
\]

\[
ap \sum_{1 \leq i < u} \frac{(ap)^{i-1}}{i!} \frac{d^i m}{(dx)^i}(r') \pmod{p^u}.
\]

As observed earlier, $\frac{1}{m} \frac{d^i m}{(dx)^i}(x)$ is an integral polynomial (even when $i > p - 1$), so we are done. □

Note that in the setting of Lemma 3.2, $T_{m,u-1}(r', ap) \equiv T_m(r') \not\equiv 0 \pmod{p}$.

The following theorem is a generalization of the preceding lemmas to ideals.

Theorem 3.3. Let $I$ be an ideal in $Z_p[x_1, x_2, \cdots, x_{d-1}]$. Assume that $I \pmod{p}$ is a zero dimensional radical ideal in $F_p[x_1, x_2, \cdots, x_{d-1}]$ with only rational roots. Let $f(x_1, x_2, \cdots, x_k)$ be an integer polynomial whose degree on $x_k$ is less than $p$. If $f(r_1, r_2, \cdots, r_k) \equiv 0 \pmod{p^s}$ for every $Z_p$-root $(r_1, r_2, \cdots, r_{k-1})$ of $I$, and every integer $r_k$, then there must exist a polynomial $g(x_1, x_2, \cdots, x_k)$ such that

\[ f(x_1, x_2, \cdots, x_k) \equiv p^s g(x_1, x_2, \cdots, x_k) \pmod{I}. \]

The theorem can be proved by induction on $s$. Lemma 3.2 is basically the special case of Theorem 3.3 when $s = 1, k = 2$, $I = (m(x_1))$ and $f(x_1, x_2) = m(x_1 + px_2)$. It is important that the ideal $I \pmod{p}$ need to be radical, just like in Lemma 3.2, $m(x)$ need to be free of repeated factors over $F_p$.

4. THE CASE $t = 4$ AND THE NEED FOR TEICHMÜLLER LIFTING.

Here we work on the case $t = 4$. Earlier, we saw that $m(x)$ can be taken to be any lift of $f_i$ to $Z[x]$. In this section we will use Teichmüller lifting to get some uniformity needed by our algorithm. We start with

\[ f(x_1 + px_2) \equiv p^s g(x_1, x_2) \pmod{m(x_1), p^4}. \]

The simplest subcase is $s = 4$. Every root of $m(x)$ can be lift to $p^3$ many roots of $f$ in $Z/p^4$.

If $s = 3$, we have

Theorem 4.1. The number of roots in $Z/(p^4)$ of $f$ that are lifts of roots of $m \pmod{p}$ is equal to $p^2$ times the number of roots in $F_p^2$ of the $2 \times 2$ polynomial system (in the variables $(x_1, x_2)$) below:

\[
m(x_1) = 0
\]

\[
g(x_1, x_2) = 0
\]

which can be calculated in deterministic polynomial time.
The most interesting subcase is when \( s = 2 \). From Equation 3 we first build an ideal
\[
(m(x_1), g(x_1, x_2)) \pmod{p} \subset \mathbb{F}_p[x_1, x_2].
\]
We can assume that the leading coefficient of \( g(x_1, x_2) \), viewed as a polynomial in \( x_2 \), is invertible in \( \mathbb{F}_p[x_1]/(m(x_1)) \), thus the polynomial can be made monic. If not, we can factor \( m(x_1) \), and use its factors as new \( m(x_1) \)'s, and restart the algorithm with \( m(x_1) \) of smaller degrees. So we may assume that the ideal is given as
\[
(m(x_1), x_2^{n_2} + f_2(x_1, x_2)),
\]
where \( n_2 \leq 2 \) and the degree of \( x_2 \) in \( f_2 \) is less than \( n_2 \). If \((r, r_2)\) is a root in \( \mathbb{F}_p \) of the ideal, and \( r_1 \) is the lift of \( r \) to the \( \mathbb{Z}_p \)-root of \( m \), then \( r_1 + pr_2 \) is a solution of \( f \pmod{p^3} \). We compute the rational component of the ideal, and find its radical over \( \mathbb{F}_p \). In the process, we may factor \( m(x) \) over \( \mathbb{F}_p \). But how do we keep the information about \( p \)-adic roots of \( m(x) \), a polynomial with integer coefficients?

Our solution to this problem is to use Teichmuller lifting: Recall that for an element \( \alpha \) in the prime finite field \( \mathbb{Z}/p\mathbb{Z} \), the Teichmuller lifting of \( \alpha \) is the unique \( p \)-adic integer \( w(\alpha) \in \mathbb{Z}_p \) such that \( w(\alpha) \equiv \alpha \pmod{p} \) and \( w(\alpha)^p = w(\alpha) \). If \( a \) is any integer representative of \( \alpha \), then the Teichmuller lifting of \( \alpha \) can be computed by
\[
w(\alpha) = \lim_{k \to \infty} a^{p^k}, \ w(\alpha) \equiv a^{p^t} \pmod{p^t}.
\]
Although the full Teichmuller lifting cannot be computed in finite time, we will see momentarily how its mod \( p^t \) reduction can be computed in deterministic polynomial time.

Let us now review how the mod \( p^t \) reduction of the Teichmuller lift can be computed in deterministic polynomial time: If \( m(x) \in \mathbb{Z}[x] \) is a monic polynomial of degree \( d > 0 \) such that \( m(x) \pmod{p} \) splits as a product of distinct linear factors
\[
m(x) \equiv \prod_{i=1}^{d} (x - \alpha_i) \pmod{p}, \ \alpha_i \in \mathbb{Z}/p\mathbb{Z},
\]
then the Teichmuller lifting of \( m(x) \pmod{p} \) is defined to be the unique monic \( p \)-adic polynomial \( \hat{m}(x) \in \mathbb{Z}_p[x] \) of degree \( d \) such that the \( p \)-adic roots of \( \hat{m}(x) \) are exactly the Teichmuller lifting of the roots of \( m(x) \pmod{p} \). That is,
\[
\hat{m}(x) = \prod_{i=1}^{d} (x - w(\alpha_i)) \in \mathbb{Z}_p[x].
\]
The Teichmuller lifting \( \hat{m}(x) \) can be computed without factoring \( m(x) \pmod{p} \). Using the coefficients of \( m(x) \), one forms a \( d \times d \) companion matrix \( M \) with integer entries such that \( m(x) = \det(xI_d - M) \). Then, one can show that
\[
\hat{m}(x) = \lim_{k \to \infty} \det(xI_d - M^{p^k}), \ \hat{m}(x) \equiv \det(xI_d - M^{p^t}) \pmod{p^t}.
\]
This construction and computation of Teichmuller lifting of a single polynomial \( m(x) \pmod{p} \) can be extended to any triangular zero dimensional radical ideal with only rational roots as follows.

Let \( I \) be a radical ideal with only rational roots of the form
\[
I = (g_1(x_1), g_2(x_1, x_2), \ldots, g_k(x_1, \ldots, x_k)) \subset \mathbb{F}_p[x_1, x_2, \ldots, x_k],
\]
where \( g_i(x_1, \ldots, x_i) \) is a monic polynomial in \( x_i \) of the form
\[
g_i(x_1, \ldots, x_i) = x_i^{n_i} + f_i(x_1, x_2, \ldots, x_i), \ n_i \geq 1
\]
satisfying that the degree in \( x_i \) of \( f_i \) is less than \( n_i \). Such a presentation of the ideal \( I \) is called triangular form. It is clear that \( I \) is a zero dimensional complete intersection. Using the companion
matrix of a polynomial, we can easily find $n_i \times n_i$ matrices $M_{i-1}(x_1, \ldots, x_{i-1})$ whose entries are polynomials with coefficients in $\mathbb{Z}$ such that

$$g_i(x_1, \ldots, x_i) \equiv \det(x_i I_{n_i} - M_i(x_1, \ldots, x_{i-1})) \mod p,$$

for $1 \leq i \leq k$.

Recursively define the polynomial $f_{i}(x_1, \ldots, x_i) \in \mathbb{Z}/p^t\mathbb{Z}[x_1, \ldots, x_i]$ for $1 \leq i \leq k$ such that

$$f_1(x_1) \equiv \det(x_1 I_{n_1} - M_0^p) \mod p^t,$$

$$f_2(x_1, x_2) \equiv \det(x_2 I_{n_2} - M_1(x_1)^p) \mod (p^t, f_1(x_1)),$$

$$
\vdots
$$

$$f_k(x_1, \ldots, x_k) \equiv \det(x_k I_{n_k} - M_{k-1}(x_1, \ldots, x_{k-1})^p) \mod (p^t, f_1, \ldots, f_{k-1}).$$

The ideal $\hat{I} = (f_1, \ldots, f_k) \in \mathbb{Z}/p^t\mathbb{Z}[x_1, \ldots, x_i]$ is called the Teichmuller lifting mod $p^t$ of $I$. It is independent of the choice of the auxiliary integral matrices $M_i$. The roots of $\hat{I}$ over $\mathbb{Z}/p^t\mathbb{Z}$ are precisely the Teichmuller liftings mod $p^t$ of the roots of $I$ over $\mathbb{F}_p$. Each point $(r_1, \ldots, r_k)$ over $\mathbb{Z}/p^t\mathbb{Z}$ of $\hat{I}$ satisfies the condition $r_i^p \equiv r_i \mod p^t$.

We require that $m(x)$ be the Teichmuller lift at beginning of the algorithm. Then we compute the Teichmuller lift of the ideal, which is an ideal in $\mathbb{Z}[x_1, x_2]$. We only need it modulo $p^t$. Denote the ideal by $I_2$. For every root $(r_1, r_2)$ of $I_2$, $r_1 + pr_2$ is a solution of $f(x) = 0 \pmod{p^3}$. Namely, for any integer $r_3$, we have $f(r_1 + pr_2 + p^2r_3) = 0 \pmod{p^3}$.

According to Theorem 3.3 there exists a polynomial $G(x_1, x_2, x_3)$ such that

$$f(x_1 + px_2 + p^2x_3) \equiv p^3G(x_1, x_2, x_3) \pmod{I_2},$$

since $I_2$ (mod p) is radical. We have

$$f(x_1 + px_2 + p^2x_3) = g_1(x_1, x_2)p^3x_3 + g_0(x_1, x_2)p^3 \pmod{(I_2, p^4)}.$$

Hence if $(r_1, r_2)$ is a root of $I_2$, then $r_1 + pr_2 + p^2r_3$ is a root of $f$ (mod $p^4$) iff $(r_1, r_2, r_3)$ satisfies

$$g_1(x_1, x_2)x_3 + g_0(x_1, x_2).$$

Assume that $g_1 \neq 0$ and it does not vanish on any of the roots of $I_2$ (mod p). We count the rational roots of

$$(I_2, g_1(x_1, x_2)x_3 + g_0(x_1, x_2)) \pmod{p} \subset \mathbb{F}_p[x_1, x_2, x_3].$$

Multiplying the number by $p$ gives us the number of $\mathbb{Z}/(p^t)$ roots of $f$.

5. Generalization to Arbitrary $t \geq 4$

We now generalize the idea for the case of $t = 4$ to counting roots in $\mathbb{Z}/(p^t)$ of $f(x)$ when $t \geq 5$ and $f$ is not identically 0 mod $p$. (We can of course divide $f$ by $p$ and reduce $t$ by 1 to apply our methods here, should $p | f$.) In the algorithm, we build a tree of ideals. At level $k$, the ideals belong to the ring $\mathbb{Z}/(p^t)[x_1, x_2, \ldots, x_k]$. The root of the tree (level 0) is $\{0\} \subset \mathbb{Z}/(p^t)$, the zero ideal. At the next level the ideals are $(m(x_1))$, where $m(x_1)$ is taken to be the Teichmuller lift of $f_1$ in Equation 3.1. We study how the roots in $\mathbb{Z}_p$ of $m(x_1)$ can be lifted to solutions of $f(x)$ in $\mathbb{Z}/p^t$.

Let $I_0, I_1, \ldots, I_k$ be the ideals in a path from the root to a leaf. We require:

- $I_0 = \{0\} \subset \mathbb{Z}/(p^t)$ and $I_i \subset \mathbb{Z}/(p^t)[x_1, x_2, \ldots, x_i]$;
- $I_i = I_{i+1} \cap \mathbb{Z}/(p^t)[x_1, x_2, \ldots, x_i]$ for all $0 \leq i \leq k - 1$;
- The ideal $I_i$ (mod $p$) is a zero dimensional and radical ideal with only rational roots in $\mathbb{F}_p[x_1, x_2, \ldots, x_i]$ for all $0 \leq i \leq k$; Furthermore, $I_i$ can be written as

$$(I_{i-1}, x_1^{n_i} + f_i(x_1, x_2, \ldots, x_i))$$

\subset \mathbb{Z}/(p^t)[x_1, x_2, \ldots, x_i]

(5)

where degree of $x_i$ in $f_i$ is less than $n_i$.
- The ideal $I_i$ is (the mod-$p^t$ part of) the Teichmuller lift of $I_i$ (mod $p$).
The basic strategy of the algorithm is to grow every branch of the tree until we reach a leaf that whose ideal allows a trivial count of the solutions. (In which case we output the count and terminate the branch.) If all branches terminate then we compute the summation of the numbers on all the leaves as the output of the algorithm. The tree of ideals contains complete information about the solutions of \( f \pmod{p^t} \) in the following sense:

- For any ideal \( I_k \) in the tree, there exists an integer \( s \), such that \( i \leq s \leq t \), and if \( (r_1, r_2, \ldots, r_i) \) is a solution of \( I_k \) in \((\mathbb{Z}/(p^t))^i\), then \( r_1 + pr_2 + \cdots + p^{i-1}r_i + p^ir \) is a solution of \( f(x) \pmod{p^s} \) for any integer \( r \). Denote the maximum such \( s \) by \( s(I_k) \).
- If \( r \) is a root of \( f \pmod{p^t} \), then there exists a terminal leaf \( I_k \) in the tree such that
  \[
  r \equiv r_1 + pr_2 + \cdots + p^{k-1}r_k \pmod{p^k}
  \]
  for some root \( (r_1, r_2, \ldots, r_k) \) of \( I_k \).

Suppose in the end of one branch we have an ideal \( I_k \subset \mathbb{Z}/(p^t)[x_1, x_2, \ldots, x_k] \). The ideal \( I_k \pmod p \) is zero dimensional and radical in \( \mathbb{F}_p \) with only rational roots. There are two termination conditions:

- If \( s(I_k) \geq t \), then each root of \( I_k \) in \( \mathbb{Z}^k_p \) can produce \( p^{t-k} \) roots of \( f(x) \pmod{p^t} \). We can count the number of roots in \( \mathbb{F}_p^k \) of \( I_k \), multiply it by \( p^{t-k} \), output the number, and terminate the branch.
- Let \( g(x_1, x_2, \cdots, x_{k+1}) \) be the polynomial satisfying
  \[
  f(x_1 + px_2 + p^2x_3 + \cdots + p^{k-1}x_k + p^kx_{k+1}) \equiv p^{s(I_k)}g(x_1, x_2, \cdots, x_{k+1}) \pmod{I_k}.
  \]
  Such a polynomial exists according to Theorem 3.3. Let \( D(x_1, x_2, \cdots, x_k) \) be the discriminant of \( g \), viewed as a polynomial in \( x_{k+1} \). Another termination condition is that none of the roots of \( I_k \) vanishes on \( D \). In this case, the count on this leaf is the number of rational roots of \((I_k, g) \pmod p \subset \mathbb{F}_p[x_1, x_2, \cdots, x_{k+1}] \).

**Example 5.1.** If \( I_1 = (m(x_1)) \) where \( m(x_1) \) is the lift to \( \mathbb{Z}[x] \) of \( f_1 \) in Equation 4, then \( s(I_1) = 1 \), and \( g(x_1, x_2) = x_2(df/dx)(x_1) \pmod p \) and \( \gcd((df/dx) \pmod p, f \pmod p) = 1 \). So \( I_1 \) is a terminal leaf. \( \diamond \)

If none of the conditions holds, let
\[
g = \sum_{j \leq t/k} g_j(x_1, x_2, \cdots, x_k)x_{k+1}^j.
\]

The degree bound \( t/k \) is due to the fact that \( p^{kj} \) divides any term in the monomial expansion of \( f(x_1 + px_2 + \cdots + p^{k-1}x_k + p^kx_{k+1}) \) that has a factor \( x_{k+1}^j \). If any of the non-constant \( g_j \) vanish at some rational root of \( I_k \) in \( \mathbb{F}_p \), then this allows \( I_k \pmod p \) to decompose. Otherwise, for the ideal \( (I_k, g) \subset \mathbb{Z}/(p^t)[x_1, x_2, \cdots, x_{k+1}] \), we compute its decomposition in \( \mathbb{F}_p[x_1, x_2, \cdots, x_{k+1}] \) according to multiplicity type, find the radicals of the underlying ideals, and then lift them back to \( \mathbb{Z}/(p^t)[x_1, x_2, \cdots, x_{k+1}] \). They become the children of \( I_k \). Note that if \((I_k, g)\) does not have rational roots, it means that none of the roots of \( I_k \) can be lifted to solution of \( f \pmod{p^{s+1}} \), and thus the branch terminates with count 0.

**Proof of Theorem 1.1:** If \( p \leq d \) then factoring polynomials over \( \mathbb{F}_p \) can be done in time polynomial in \( d \), and all the ideals in the tree are maximal. The number of children that \( I_k \) \((k > 1)\) can have is bounded from above by \( t/k \), the degree of \( g \). (More precisely, number of nonterminal children is bounded from above by \( t/(2k) \).) The complexity is determined by the size of the tree, which is bounded from above by \( \prod_{1 \leq k \leq t}(t/k) < e^t \).

If \( p > d \) then we need to compute in the ring \( \mathbb{F}_p[x_1, x_2, \cdots, x_k]/I_k \). Observe that in (5), we must have \( n_i < t/(i-1) \) for \( i \geq 2 \). So the ring is a linear space over \( \mathbb{F}_p \) with dimension \( \prod_{2 \leq k \leq t} n_i < e^t \).
6. Computer Algebra Discussion

In this section, we explain how to split ideals over $\mathbb{F}_p$ into triangular form so that the Teichmuller lift to $\mathbb{Z}_p$ can be computed. We start with the one variable case: for any given ideal $I = (f(x)) \subset \mathbb{F}_p[x]$, we can split $f(x)$ into the following form

$$f(x) = g_1(x)^{d_1} \cdots g_t(x)^{d_t} g_0(x)$$

where $d_1 > \cdots > d_t > 0$, the polynomials $g_1(x), \ldots, g_t(x) \in \mathbb{F}_p[x]$ are separable, pairwise co-prime and each splits completely over $\mathbb{F}_p$, and $g_0(x)$ has no linear factors in $\mathbb{F}_p[x]$. This can be computed deterministically in time polynomial in $\log(p) \deg(f)$. Note that, for $1 \leq i \leq t$, each root of $g_i(x)$ has multiplicity $d_i$ in $I$. This means that we can count the number of $\mathbb{F}_p$-rational roots of $I$ and their multiplicities in polynomial time. Also, the rational part of $I$ (i.e., excluding the part of $g_0(x)$) is decomposed into $t$ parts $g_1(x), \ldots, g_t(x)$.

Now we show how to go from $k$ variables to $k + 1$ variables for any $k \geq 1$. Suppose $J = (g_1, g_2, \ldots, g_k) \subset \mathbb{F}_p[x_1, \ldots, x_k]$ has a triangular form:

$$g_1 = x_1^{n_1} + r_1(x_1),$$
$$g_2 = x_2^{n_2} + r_2(x_1, x_2),$$
$$\vdots$$
$$g_k = x_k^{n_k} + r_k(x_1, x_2, \ldots, x_k),$$

where $g_i$ is monic in $x_i$ (i.e., the degree of $r_i$ in $x_i$ is less than $< n_i$) for $1 \leq i \leq k$. We further assume that $J$ is radical and completely splitting over $\mathbb{F}_p$, that is, $J$ has $n_1 n_2 \cdots n_k$ distinct solutions in $\mathbb{F}_p$. In particular, $g_1(x_1)$ has $n_1$ distinct roots in $\mathbb{F}_p$ and, for each root $a_1 \in \mathbb{F}_p$ of $g_1(x_1)$, there are $n_2$ distinct $a_2 \in \mathbb{F}_2$ so that $(a_1, a_2)$ is a solution of $g_2(x_1, x_2)$. In general, for $1 \leq i < k$, each solution $(a_1, \ldots, a_i) \in \mathbb{F}_p$ of $g_1, \ldots, g_i$ can be extended to $n_{i+1}$ distinct solutions $(a_1, \ldots, a_i, a_{i+1}) \in \mathbb{F}_p^{i+1}$ of $g_{i+1}$. For convenience, any ideal with these properties is called a splitting triangular ideal.

Let $f \in \mathbb{F}_p[x_1, \ldots, x_k, x_{k+1}]$ be any nonzero polynomial which is monic in $x_{k+1}$, and let $I = (J, f)$ be the ideal generated by $J$ and $f$ in $\mathbb{F}_p[x_1, \ldots, x_k, x_{k+1}]$. We want to decompose $I$ into splitting triangular ideals, together with their multiplicities. More precisely, we want to decompose $I$ into the following form:

$$(6) \quad I = (J_1, h_1^{d_1}) \cap (J_2, h_2^{d_2}) \cap \cdots \cap (J_m, h_m^{d_m}) \cap (J_0, h_0),$$

where $J = J_1 \cap J_2 \cap \cdots \cap J_m \cap J_0$, $I_0 = (J_0, h_0)$ has no solutions in $\mathbb{F}_p^{k+1}$, and the ideals $I_i = (J_i, h_i) \subset \mathbb{F}_p[x_1, \ldots, x_k, x_{k+1}]$, $1 \leq i \leq m$, are splitting triangular ideals and are pairwise co-prime (hence any distinct pair of them have no common solutions).

To get the decomposition (6), we first compute

$$w := x_{k+1}^p - x_{k+1} \text{ mod } G,$$

where $G = \{g_1, g_2, \ldots, g_k, f\}$ is a Gröbner basis under the lexicographical order with $x_{k+1} > x_k > \cdots > x_1$. Via the square-and-multiply method, $w$ can be computed using $O(\log(p)^3 n^2)$ bit operations where $n = \deg(f) \cdot n_1 \cdots n_k$ is the degree of the ideal $I$. Next we compute the Gröbner basis $B$ of $\{g_1, g_2, \ldots, g_k, f, w\}$ (under lex order with $x_{k+1} > x_k > \cdots > x_1$), which is radical and completely splitting (hence all of its solutions are in $\mathbb{F}_p^{k+1}$ and are distinct). This means that we get rid of the nonlinear part $(J_0, h_0)$ in (6). The ideal $(B)$ is now equal to the radical of the rational part of $I$. To decompose $(B)$ into splitting triangular ideals, we view each polynomial in $B$ as a polynomial in $x_{k+1}$ with coefficient in $\mathbb{F}_p[x_1, \ldots, x_k]$. Let $t_0 = 0 < t_1 < \cdots < t_v$ be the distinct degrees of $x_{k+1}$ among the polynomials in $B$. For $0 \leq i \leq v$, let $B_i$ denote the set of the leading coefficient of all $g \in B$ with $\deg(g) \leq t_i$. We have the chain of ideals

$$J \subseteq (B_0) \subset (B_1) \subset \cdots \subset (B_{v-1}) \subset (B_v) = \mathbb{F}_p[x_1, \ldots, x_k],$$
with the following properties:

(i) \( 1 \in B_i \),
(ii) each \( B_i \) \((1 \leq i \leq v)\) is automatically a Gröbner basis under the lex order with \( x_k > \cdots > x_1 \)

(one can remove some redundant polynomials from \( B_i \)),
(iii) for \( 0 \leq i < v \), each solution of \( B_i \) that is not a solution of \( B_{i+1} \) can be extended to exactly \( t_{i+1} \) distinct solutions of \( I \).

We can compute a Gröbner basis \( C_i \) for the colon ideal \((B_{i+1}) : (B_i)\) for \( 0 \leq i < v \). These \( C_i \)'s gives us the different components of \( J \) that have different number of solution extensions. Together with \( B \), we get different components of \((I, w)\). These components are completely splitting, but may not be in triangular form (as stated above). We again use Gröbner basis structure to further decompose them until all are splitting triangular ideals \((J_i, h_i)\). Note that computing Gröbner bases is generally NP-hard. However, all of our ideals are of a special form, and their Gröbner bases can be computed deterministically in polynomial time via the incremental method in [9] (see also [10]).

Finally, to get the multiplicity of each component \((J_i, h_i)\), we compute the Gröbner basis for the ideal \((J_i, f, f^{(j)})\) where \( f^{(j)} \) denotes the \( j \)-th derivative of \( f \) for \( j = 1, 2, \ldots, \deg(f) \), until the Gröbner basis is 1. These ideals may not be in triangular form, so may split further. But the total number of components is at most the degree of \( f \). Hence the total number of bit operations used is still polynomial in \( \log(p) \deg(I) \).
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