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Abstract: The fundamental ingredients that build the observables in conformal field theory are the spectrum of operators and the OPE coefficients, or equivalently, the two and three-point functions of the theory. Recently an inversion formula solving the OPE coefficients by a convolution over the light-cone double-discontinuities of the correlator has been found by Simon Caron-Huot. Taking into account that the same OPE data determine the Mellin amplitude representation of the correlator, motivate us to look for an analogous inversion formula in Mellin space, which we develops partially on this paper.
1 Introduction

The basic building blocks of correlation functions of local operators in conformal field theories are given by the spectrum and the OPE coefficients. Despite intense study of interacting conformal field theories over the last couple of decades, we still lack of a general framework that allow us to compute those fundamental blocks from first principles and possibly at any coupling. The most promising candidate so far for such a framework is the conformal bootstrap program, which adheres to the ideal that physical observables, such as correlation function in conformal field theories, should be constrained or even solved by imposing on them a minimal set of physical requirements, such as unitarity, locality, crossing, space-time symmetries and perhaps a general set of inner symmetries.

On the CFT department of this program, there has been a successful resurgence of this idea involving many new intriguing and exciting results. From the numerical approach, tremendous progress has been made mostly boosted by the techniques developed in [1], where the problem of bounding operator dimensions by crossing symmetry conditions was revisited. Among the most popular subsequent applications of this new techniques concerns to the famous 3D Ising model [2–5]. The amount of work in this direction is so vast that we will not even try to summarize it in this introduction, but instead we refer the reader to some nice updated reviews on the topic [6, 7].

On the analytic side of the story, the recent progress is as exciting and impressive. By studying the crossing equation of a four point correlation function of scalars as an expansion
in inverse powers of the spin for large spin exchanges \cite{8–13}, it has been developed a “perturbation theory on spin”\cite{14} that can be applied equally at weak and strong coupling regimes. This has been used successfully on a number of examples, remarkably giving accurate results even for operators of spin as large as (or better, as small as) two \cite{5, 13}. Another similar limit that allows to constraint the OPE coefficients is the Regge limit at high energy scattering where some interesting progress has also been made \cite{15, 16}. In applications to AdS/CFT duality, more particularly to $\mathcal{N} = 4$ SYM, the analytic bootstrap have been used recently to compute the OPE coefficients of operators in the stress-tensor multiplet \cite{17–19} which lately should corresponds to loop corrections in AdS space, where not much is know so far, although some modest progress have been done lately \cite{20–24}

In principle, bootstrap techniques based on crossing symmetry are not exclusive for conformal field theories and it should be possible to extend them to constraint S-matrix elements of general field theories. Some important considerations on that regard were made lately as well \cite{25–27}

Even more recently, Simon Caron-Huot developed the CFT analogous of the Froissart-Gribov formula for partial wave S-matrix expansion, which inverts the conformal block expansion in cross-ratios space and allows to write the OPE coefficients in terms of a convolution over the double discontinuities of the four point correlation function, with a kernel corresponding to a particular conformal block (in practice, the collinear limit of it) \cite{28}. Explicitly the inversion formula looks like,

$$c_{\Delta, J} = \frac{\kappa}{4\pi} \int_0^1 dz d\bar{z} \mu(z, \bar{z}) G_{\Delta+1-d}^{(J+d-1)}(z, \bar{z}) \text{dDisc} [G(z, \bar{z})], \quad (1.1)$$

where $\text{dDisc} [G(z, \bar{z})]$ denotes the double discontinuity on Lorentz signature arising by crossing the branch cuts from the light-cone singularities, $\mu$ is a measure factor and the coordinates $(z, \bar{z})$ are esencially the cross-ratios. This formula was re-derived in coordinate space in \cite{29} where instead of using the Froissart-Gribov trick, the authors used the orthogonality relation between partial waves and its shadows to invert the euclidean OPE to later Wick rotate to Lorentz signature in order to expose the light-cone branch cuts on which the double discontinuities arise\footnote{See also \cite{30}, where is also shown how the Lorentzian blocks can be derived directly by inspection of the boundary conditions of the conformal Casimirs}.

Equation (1.1) is the main motivation of this short note. Here we take some steps in formulating an analogous inversion formula in Mellin space. As we will see in the main body of this work, it is possible to invert the conformal block expansion in Mellin space by using ortogonality relations among the Mellin residues. The Mellin amplitude representation of the collinear limit of a four point function can be written in terms of almost-Hanh polynomials \cite{15, 31, 32} which satisfy the desired orthogonality. It is then expected, than the full Mellin representation of a given four-point function preserve this orthogonality property, since it can be written in terms of Mack Polynomials \cite{33} which likely should form an orthogonal basis\footnote{To my knowledge, up today there is not a prove for the orthogonality of Mack polynomials.}.
Even in using a formula such as (1.1) in cross-ratios space, one can see that the Mellin representation have the advantage that the cross-ratios dependence is through simple monomials and hence it is expected that the computation of discontinuities would be easier to perform in Mellin space than over more complicated functions of the cross-ratios. This fact has been exploited before for example in [34]. The double discontinuity across the light-cone branch cuts in (1.1) is responsible for killing the double twist contributions to the OPE coefficient. In Mellin space it translates to introducing zeros on the Mellin variables at the right positions to cancel the poles associated to the double twist operators.

Even thought it might be possible that a Froissart-Gribov type of contour deformation which introduces the proper zeros exist purely in Mellin space, in this work we are not intended to study those deformations, but rather are going to use the double-discontinuity as an input.

Finally, let us end this introduction by highlight some important applications of Mellin space in conformal field theory. It has been remarkable useful and enlightening the application of it in taking the Regge limit on CFT correlation functions [15, 16], as well as in taking advantage of the S-matrix character of the Mellin amplitudes to extract information about correlation functions [35, 36], or even in some attempts to do the inverse trick and instead use the correlator knowledge to gain information on the S-matrix [37, 38]. Also very recently a Mellin representation for half-BPS four-point functions in $\mathcal{N} = 4$ SYM has been found in [39, 40]. More aligned to the ideas of this paper, a very interesting boostrap approach in Mellin space has been developed in the works [32, 41–43]^3, where unlike here, crossing symmetry is guaranteed by construction and the bootstrap equations are given by imposing the conditions that kill double twist contributions instead.

## 2 Mellin block expansion

We will consider a conformal correlation function of four scalar primary operators. Conformal invariance dictates that up to a fix prefactor, it is given only by a function of the cross ratios,

$$ u = z\bar{z} = \frac{x_{12}^2 x_{34}^2}{x_{13}^2 x_{24}^2}, \quad v = (1 - z)(1 - \bar{z}) = \frac{x_{23}^2 x_{14}^2}{x_{13}^2 x_{24}^2}, \quad (2.1) $$

as,

$$ \prod_{i=1}^{4} \phi_i(x_i) = \frac{1}{(x_{12}^2)^{\Delta_1 + \Delta_2} (x_{34}^2)^{\Delta_3 + \Delta_4}} \left( \frac{x_{24}^2}{x_{13}^2} \right)^a \left( \frac{x_{14}^2}{x_{13}^2} \right)^b \mathcal{G}(u, v). \quad (2.2) $$

with $a = \frac{\Delta_1 - \Delta_2}{2}$ and $b = \frac{\Delta_3 - \Delta_4}{2}$. The function $\mathcal{G}(u, v)$ can be expanded in terms of known conformal blocks [45],

$$ \mathcal{G}(u, v) = \sum_{\Delta, J} c_{\Delta, J} G_{\Delta}^{(J)}(u, v). \quad (2.3) $$

Which in even space-time dimension can be written as an expansion in terms of hypergeometric functions. For $d = 4$ we have,

$$ G_{\Delta}^{(J)}(u, v) = \frac{z\bar{z}}{z - \bar{z}} \left( k_{\Delta - J - 2}(\bar{z}) k_{\Delta + J}(\bar{z}) - k_{\Delta + J}(z) k_{\Delta - J - 2}(z) \right), \quad (2.4) $$

^3See also [44] where the Mellin bootstrap has been applied to study interacting theories in $d > 6$. 
with
\[ k_\beta(z) = z^{\beta/2} \, _2F_1\left(\frac{\beta}{2} + a, \frac{\beta}{2} + b; \beta | z\right). \] (2.5)

We want to utilize a Mellin representation for the conformal blocks \[33\], to do so we use the conventions in \[46\] to write,
\[ G(u,v) = \int_{\rho - i\infty}^{\rho + i\infty} \frac{ds \, dt}{(2\pi i)^2} \left(\frac{\tau - s - t}{\tau - s}\right) \cdot \mathcal{M}(s,t) \, u^s \, v^{-(s+t)}, \] (2.6)
where \( \mathcal{M}(s,t) \) is known as the Mellin amplitude and in the context of conformal field theory was introduced by Mack in \[33\]. By comparing (2.6) to the conformal block expansion (2.3) we can conclude that it should exist an equivalent expansion in Mellin space as,
\[ \mathcal{M}(s,t) = \sum_{\Delta, J} c_{\Delta, J} \, m^{(J)}(s,t), \] (2.7)
such as the transformation of the sub-amplitudes \( m^{(J)}(s,t) \) correspond to the usual conformal blocks in cross-ratios \( g^{(J)}(u,v) \), explicitly,
\[ g^{(J)}(u,v) = \int_{\rho - i\infty}^{\rho + i\infty} \frac{ds \, dt}{(2\pi i)^2} \left(\frac{\tau - s - t}{\tau - s}\right) \cdot m^{(J)}(s,t) \, u^s \, v^{-(s+t)}, \] (2.8)
where \( \beta = \frac{\Delta - J}{2} \) and \( \tau = \frac{\Delta - J}{2} \) are the conformal spin and conformal twist respectively.

Let us define for future reference some terms we are going to use along the main sections. We will refer to the subamplitudes \( m^{(J)}(s,t) \) expanding (2.7) as Mellin blocks. We also define,
\[ \gamma_{\lambda,a} = \Gamma(\lambda + a)\Gamma(\lambda - a), \] (2.9)
In applications, we sometimes need the Mellin amplitude with the extra gamma functions removed, and consider the Mellin (inverse) transformation,
\[ \tilde{g}(u,v) = \int_{\rho - i\infty}^{\rho + i\infty} \frac{ds \, dt}{(2\pi i)^2} \, \tilde{\mathcal{M}}(s,t) \, u^s \, v^{-(s+t)}, \] (2.10)
we will call \( \tilde{\mathcal{M}} \) the amputated Mellin amplitude. Finally, it is worth noticing that in the representation (2.8), crossing \( u \leftrightarrow v \) translates simply to \( m(s,t,r) = m(r,t,s) \) in Mellin space, where the variables \( (s,t,r) \) satisfies the usual kinematical relation for four particles, namely,
\[ s + t + r = -\sum_{i=1}^{4} \frac{\Delta_i}{4}, \] (2.11)
where \( \Delta_i \) are the conformal weights of the scalar operators involved in the correlator.
2.1 Primary “collinear” Mellin blocks

The leading contribution to the collinear limit \( z \to 0 \) (\( u \to 0 \) and \( v \to (1-\bar{z}) \)) in the coordinate \( s \)-channel expansion of (2.4) is controlled by the collinear conformal blocks (2.5),

\[
u^\tau k_\beta (1 - v) = u^\tau (1 - v)^\beta 2F1 \left( \frac{\beta}{2} + a, \frac{\beta}{2} + b, \beta | 1 - v \right).
\]

It can be seen that this block can be reproduced from the representation (2.8) by considering the leading residue at the pole \( s = \frac{\tau}{2} \) from the Mellin amplitude block \( m^{(J)}(s,t) \), which in turns can be expressed as [15, 32, 46],

\[
m^{(\beta)}(\frac{\tau}{2}, t) = \frac{(t + a)_{\frac{\tau}{2}}(t + b)_{\frac{\tau}{2}}}{\kappa_\beta} P_{\frac{\beta}{2}}(a, b|t),
\]

with

\[
\kappa_\beta = \frac{\gamma_{\frac{\beta}{2}, a} \gamma_{\frac{\beta}{2}, b}}{\Gamma(\beta) \Gamma(\beta - 1)},
\]

and

\[
P_{\frac{\beta}{2}}(a, b, \tau|s) = \frac{(a)_{\frac{\beta}{2}}(b)_{\frac{\beta}{2}}}{\Gamma\left(\frac{\beta}{2} + 1\right)} 3F2 \left[ -\frac{\beta}{2}, -t, \frac{\beta}{2} - 1 \mid a, b \right],
\]

where \((\cdots)_n\) denotes the Pochhammer symbol. As it was previously noticed by G. Korchemsky [31] and in [15, 32], the polynomials \( P_{\frac{\beta}{2}}(a, b|t) \) are known in the literature as continuous Hahn polynomials and we have used the definition given at [47]. They satisfy the orthogonality relation [47]

\[
\int_{i-\infty}^{i\infty} \frac{dt}{2\pi i} \Gamma(-t) \Gamma(-t - a - b) \Gamma(t + \frac{\tau}{2} + a) \Gamma(t + \frac{\tau}{2} + b) P_J(a, b, \tau|t) P_K(a, b, \tau|t) = \frac{\gamma_{\frac{\beta}{2}, a} \gamma_{\frac{\beta}{2}, b}}{(\beta - 1) \Gamma(\Delta - 1)} \delta_J, K
\]

However, the Mellin blocks (2.13) are not quite equal to Hahn polynomials due to the \( t \)-dependent factor in front of \( P_{\frac{\beta}{2}}(a, b, \tau|s) \). Fortunately for us, the Mellin blocks still satisfy a similar orthogonality relation, which we will prove in the appendix and reads,

\[
\int_{i-\infty}^{i\infty} \frac{dt}{2\pi i} \Gamma(-t) \Gamma(-t - a - b) \Gamma(t + \frac{\tau}{2} + a) \Gamma(t + \frac{\tau}{2} + b) m^{(\beta)}(\frac{\tau}{2}, t) m^{(\beta')}(\frac{\tau}{2}, t) = \frac{\Gamma(\beta - 1)}{\kappa_\beta \Gamma\left(\frac{\beta}{2} + 1\right)} \delta\beta, \beta'
\]

---

4In this work, whenever we refer to \( s \)-channel or \( t \)-channel we mean in cross-ratios space, not in the Mellin variables.

5In writing the Mellin block in this form, we have made the assumption that \( \beta/2 \) is an integer. However, since it is an hypergeometric function, we can assume that there exist an analytic continuation to any other value of \( \beta/2 \) and we still will use the blocks in the same form.

6It is worth to mention that if we were defined the Mellin blocks in terms of the spin \( J \) instead of the conformal spin \( \beta \), they would be equal to Hahn polynomials up to a normalization factor.
At the collinear limit, the four point function (2.3) can be expanded as,
\[ G(u \to 0, v) \sim \sum_{\beta} c_{\tau,\beta} u^{\frac{\tau}{2}} k_{\beta}(1 - v). \] (2.18)

Therefore we can use the Mellin block (2.13) to write down a corresponding Mellin block decomposition of the Mellin amplitude as,
\[ \mathcal{M}(\tau/2, t) \sim \sum_{\beta} c_{\tau,\beta} m^{(\beta)}(\tau/2, t). \] (2.19)

### 2.2 Inverting the Mellin decomposition.

By using the orthogonality relation (2.17) on (2.19) we get an inversion for the Mellin amplitude expansion in Mellin space.

\[
\int_{i\infty}^{i\infty} \frac{dt}{2\pi i} \Gamma(-t)\Gamma(-t - a - b)\Gamma\left(t + \frac{\tau}{2} + a\right)\Gamma\left(t + \frac{\tau}{2} + b\right) m^{(\beta)}(\tau/2, t) \mathcal{M}(\tau/2, t) = c_{\tau,\beta} \Gamma(\beta - 1) \frac{\Gamma(\beta - 1)}{\Gamma\left(\frac{\beta}{2} + 1\right)}. \] (2.20)

Is worth remarking here that this formula is applicable on the region of validity of the expansion (2.18), namely, for the collinear \(s\)-channel expansion. Obviously there is a similar formula valid for the analogous limit on a \(t\)-channel expansion due to cross symmetry in Mellin space.

#### Light-cone double-discontinuity

We are after an equation analogous to (1.1) in Mellin space, and hence we would like to consider an inversion that does not contains contributions from double twist operators. In cross-ratios space, Caron-Huot realized that this is the role played by the light-cone discontinuities of the four point function, which can be isolated by using a clever Froissart-Grivot-like contour deformation. Even thought it would be interesting to see whether or not such a contour deformation exist purely in Mellin space, in this work we will not intend to play a similar game and only are going to use it is as an input.

Sticking at the collinear region, the double-discontinuity across the light-cone branch-cut \(u \to 0\) of the four point function translates to the following in Mellin space,

\[
d\text{Disc}(G(u, v)) = \int_{-\infty}^{\rho - \infty} ds \, dt \frac{\Gamma(-t)\Gamma(-t - a - b)\Gamma(s + t + a)\Gamma(s + t + b)}{(2\pi i)^2} = \frac{\Gamma(\frac{\tau}{2} - s) \Gamma\left(\frac{d - \beta}{2} - s\right)}{\Gamma\left(\frac{\beta}{2} + 1\right)} \mathcal{M}^{\text{dis}}(s, t) |u|^s v^{-(s+t)}, \] (2.21)

where we have absorbed the phase from the discontinuity into a new object,

\[ \mathcal{M}^{\text{dis}}(s, t) \equiv \mathcal{M}(s, t) \frac{\sin^2(\pi s)}{\pi^2}, \] (2.22)
such that in practice, the actual inversion formula we are going to use is
\[
\int_{-i\infty}^{i\infty} \frac{dt}{2\pi i} \Gamma(-t)\Gamma(-t - a - b) \Gamma\left(t + \frac{\tau}{2} + a\right) \Gamma\left(t + \frac{\tau}{2} + b\right) m^{(\beta)}(\tau/2, t) \mathcal{M}^{\text{dis}}(\tau/2, t) = c_{\tau,\beta} \frac{\Gamma(\beta - 1)}{\kappa_\beta \Gamma\left(\frac{\beta}{2} + 1\right)}.
\]

(2.23)

3 Simplest examples

In this section we would like to apply the inversion formula discussed in the section above to some simple cases.

3.1 Vacuum

It would be convenient to use some examples that allow us to make a first comparison with the expressions at [28]. Following [28], let's start with the vacuum contribution. At the collinear limit we want to consider the $t$-channel block,

\[
f_{\tau'}(v, u) = \left(\frac{v}{1-v}\right)^{\frac{\tau'}{2} + a} (1-v)^a.
\]

(3.1)

The prime on $\tau'$ indicates that this corresponds to the twist of the operators expanding the crossed channel. It is easy to see that the corresponding amputated Mellin amplitude reproducing the function (3.1) is given by,

\[
\tilde{\mathcal{M}}(\tau'/2 + a, t) = \frac{\Gamma\left(1 - \frac{\tau'}{2}\right) \Gamma\left(t + \frac{\tau'}{2} + a\right)}{\Gamma(t + a + 1)}.
\]

(3.2)

Therefore, the Mellin amplitude associated to the discontinuity is,

\[
\tilde{\mathcal{M}}^{\text{dis}}(\tau'/2 + a, t) = \frac{\Gamma\left(1 - \frac{\tau'}{2}\right) \Gamma\left(t + \frac{\tau'}{2} + a\right)}{\Gamma(t + a + 1)} \frac{\sin^2(\pi \left(\tau'/2 + a\right))}{\pi^2}.
\]

(3.3)

Inserting this expression into (2.23) we have,

\[
\int_{-i\infty}^{i\infty} \frac{dt}{2\pi i} \Gamma(-t)\Gamma(-t - a - b) \Gamma\left(t + \frac{\tau}{2} + a\right) \Gamma\left(t + \frac{\tau}{2} + b\right) \times m^{(\beta)}(\tau'/2, t) \frac{\Gamma\left(1 - \frac{\tau'}{2}\right) \Gamma\left(t + \frac{\tau'}{2} + a\right)}{\Gamma(t + a + 1)} \frac{\sin^2(\pi \left(\tau'/2 + a\right))}{\pi^2} = \frac{\Gamma(\beta - 1)}{\kappa_\beta \Gamma\left(\frac{\beta}{2} + 1\right)} c_{\tau,\beta}.
\]

(3.4)

After using the series representation for the hypergeometric function $3F_2(\ldots |z)$ in the definition of $m^{(\beta)}(\tau'/2, t)$ and commuting the sum with the contour integral, it is straightforward to perform the integration to obtain,
\begin{equation}
\tau' = \beta = \Gamma (\beta^2 - a) \Gamma (\beta^2 + b) \Gamma \left( \frac{\beta - \tau'}{2} - 1 \right) / \Gamma (-\tau' - a)^2 \Gamma (\beta - 1) \Gamma \left( \frac{\beta + \tau'}{2} + 1 \right) \equiv I_{\tau', \beta}^{a, b} \frac{T_{\tau', \beta}}{T_{\tau', \beta}}, \tag{3.5}
\end{equation}

where we have defined $I_{\tau, \beta}^{a, b}$ for future reference and to match the notation of [28].

In the s-channel, the function $f(u, v)$ (3.1) can be expanded in terms of collinear conformal blocks as [45]

\begin{equation}
f(u, v) = \sum_{k=0}^{\infty} c_{\Delta, k} u^\Delta (1 - v)^k 2F1 \left( \Delta + k, \Delta + k, 2\Delta + 2k | 1 - v \right). \tag{3.6}
\end{equation}

where the coefficients $c_{\Delta, k}$ has been computed in [48] by solving the bootstrap equation for free fields. Comparing this last expansion with (2.18) and (2.19) it can be also inverted straightforwardly in Mellin space. We can use crossing on (3.1) to go to the s-channel, but in practice it is equivalent to use (3.5) by exchanging $\tau \rightarrow -\Delta$ (as well as $J \rightarrow k$ and $\beta/2 \rightarrow \Delta + k$). Taking also $a = b = 0$ corresponds to equal dimension operators. After making those replacements, we obtain the result from [48]

\begin{equation}
c_{\Delta + k} = I_{-\Delta, \Delta + k}^{0, 0} = \frac{\Gamma(\Delta + k)^2}{\Gamma(\Delta)^2} \frac{\Gamma(2\Delta + k - 1)}{\Gamma(k + 1)\Gamma(2\Delta + 2k + 1)}. \tag{3.7}
\end{equation}

### 3.2 Double twist operators

We would like to considering here the OPE coefficients associated to double twist operators with large spin. In order to do so, we are going to use the same strategy followed by [8].

As it has been argued in [8], large spin operators at low twist in the s-channel are controlled by the t-channel block expansion around $u \rightarrow 0$ and $v \rightarrow 0$. The conformal blocks admit the expansion (2.12) at $u \rightarrow 0$, but since the series expansion of the hypergeometric function at (2.12) is around $v = 1$, in order to explore the region $v \rightarrow 0$ we need to make an analytical continuation to $v = 0$, which is given by (see for example [51]),

\begin{equation}
2F1(A, B, D | 1 - v) = v^{D - A - B} \frac{\Gamma(D)\Gamma(A + B - D)}{\Gamma(B)\Gamma(A)} 2F1(D - A, D - B, 1 - A - B + D | v)
+ \frac{\Gamma(D)\Gamma(-A - B + D)}{\Gamma(D - B)\Gamma(D - A)} 2F1(A, B, 1 + A - B + D | v), \tag{3.8}
\end{equation}

applying this formula on (2.12), we have at leading order around $(u, v) \rightarrow (0, 0)$,

\begin{equation}
g_{\Delta, \tau} = u^{\tau} (1 - v)^{\beta} \left( \frac{\Gamma(\beta)\Gamma(-a - b)}{\Gamma(\beta/2 - b)\Gamma(\beta/2 - a)} + \frac{\Gamma(\beta)\Gamma(a + b)}{\Gamma(\beta/2 + a)\Gamma(\beta/2 + b)} v^{-a - b} \right). \tag{3.9}
\end{equation}

one can see that when $a + b = 0$, the expansion around $(u, v) \rightarrow (0, 0)$ develops logarithms which are associated to the anomalous dimension of double twist operator. Extracting the

I would like to thank Charlotte Sleight for kindly point it me out the distributional character of Mellin amplitudes for disconnected correlators and as well as for call to my attention the related work [49, 50].
leading contribution to (2.12) at \((u, v) \rightarrow (0, 0)\) & \(a + b = 0\), we obtain,

\[
g^{(J)}_\Delta (u, v) \sim u^{\frac{\tau}{2}} (1 - v)^{\frac{\beta}{2}} \frac{\Gamma(\beta)}{\Gamma \left( \frac{\beta}{2} + a \right) \Gamma \left( \frac{\beta}{2} - a \right)} (-2 \ln v). \tag{3.10}
\]

To go to the crossed channel we need to exchange \(u \leftrightarrow v\) and multiply by a factor

\[
\frac{u^{\Delta_0}}{v^{\Delta_0}}, \tag{3.11}
\]

from here and on the remaining of this subsection we have taken equal dimension scalars for simplicity in the expressions, i.e \(a = b = 0\). At leading order in the crossed channel we have,

\[
g^{(J)}_\Delta (v, u) \sim u^{\Delta_0} v^{\frac{\tau}{2} - \Delta_0} \frac{\Gamma(\beta)}{\Gamma \left( \frac{\beta}{2} \right)^2} (-2 \ln u). \tag{3.12}
\]

As argue by [8], the leading contribution in the crossed channel expansion of \(G(v, u)\) is given by the operators with the lowest twist. Ignoring the contribution from the unity we have,

\[
G(v, u) \sim c^{\min, \tau}_{\Delta, \tau} \left( \frac{v}{1 - v} \right)^{\frac{\tau}{2} - \Delta_0} \frac{\Gamma(\beta)}{\Gamma \left( \frac{\beta}{2} \right)^2} (-2 \ln u) \tag{3.13}
\]

where we have denote by \(c^{\min, \tau}_{\Delta, \tau}\) as the OPE coefficient associated to the operator with the lowest twist that can show up on the \(t\)–channel expansion.

On the direct channel the leading term (3.13) should admit a collinear expansion of the form (2.18). By using the fact that we are considering operators with low twist, (hence low anomalous twist), we can expand at first order in the anomalous dimension \(u^{\Delta_0 + \delta \tau /2} \sim \frac{\delta \tau}{2} u^{\Delta_0} \ln u\). All in all at first order, the \(s\)–channel expansion in the collinear limit can be written as,

\[
G(u \rightarrow 0, v) \sim u^{\Delta_0} \ln u \sum_{\beta} c_{r, \beta} (1 - v)^{\beta} \frac{\Gamma(\beta)}{\Gamma \left( \frac{\beta}{2} + a \right) \Gamma \left( \frac{\beta}{2} + b \right)} F_1 \left( \frac{\beta}{2} + a, \frac{\beta}{2} + b, \beta |1 - v \right). \tag{3.14}
\]

such us the crossing equation takes the form,

\[
c^{\min, \tau}_{\Delta, \tau} \left( \frac{v}{1 - v} \right)^{\frac{\tau}{2} - \Delta_0} \frac{\Gamma(\beta)}{\Gamma \left( \frac{\beta}{2} \right)^2} = \sum_{\beta} \frac{\delta \tau}{2} c_{r, \beta} (1 - v)^{\beta} F_1 \left( \frac{\beta}{2} + a, \frac{\beta}{2} + b, \beta |1 - v \right). \tag{3.15}
\]

Now it is trivial to invert the above expansion in Mellin space applying (2.23) and by using essentially the same amputed Mellin amplitude (3.3) by making the replacement

\[
\frac{\tau'}{2} \rightarrow \frac{\tau}{2} - \Delta_0. \tag{3.16}
\]
and adding the multiplicative constants,
\[
\tilde{\mathcal{M}}^{\text{dis}}(\tau'/2 + a, t) = c_{\Delta, \tau}^{\min} \frac{\Gamma(\beta)}{\Gamma\left(\frac{\beta}{2}\right)^2} \left\{ \frac{1 - \frac{\tau'}{2}}{t + \frac{\tau'}{2} + a} \right\} \frac{\sin^2(\pi \frac{\tau'}{2} + a)}{\pi^2}.
\]
(3.17)

Putting this back into (2.23) and going through the same computation as in the section above, we obtain
\[
c_{\tau, \beta} \frac{\delta \tau}{2} = c_{\Delta, \tau}^{\min} \frac{\Gamma(\beta)}{\Gamma\left(\frac{\beta}{2}\right)^2} \left\{ t^{0.0} \Gamma(\beta, \frac{\beta}{2}) \right\} \frac{t^{0.0}}{t - \Delta_0, \frac{\beta}{2}}.
\]
(3.18)

It was additionally argued in [8] that the coefficients \(c_{\tau, \beta}\) expanding the direct channel in (3.15) should correspond to those ones in the expansion of the vacuum \(c_{\Delta, k}^{\text{free}}\) (3.7).

Putting all those things together we can write,
\[
\frac{\delta \tau}{2} = c_{\Delta, \tau}^{\min} \frac{\Gamma(\beta)}{\Gamma\left(\frac{\beta}{2}\right)^2} \left\{ t^{0.0} \Gamma(\beta, \frac{\beta}{2}) \right\} \frac{t^{0.0}}{t - \Delta_0, \frac{\beta}{2} - \Delta_0, \frac{\beta}{2} - k}.
\]
(3.19)

By taking the large \(-\beta\) on the right hand side of the above equation, we have the first correction in \(1/\beta\) to the twist of large spin double twist operators in terms of the minimal twist operator, as previously done in [8, 28]. We are going to see this more generally in the next section.

### 3.3 Higher order corrections

It should be possible in principle to compute leading corrections to the result above, as long as it is still possible to have an expansion in terms of collinear blocks. In this section we would like to illustrate how it would works by using a simple example, namely a exchange of a scalar block in the crossed channel. The collinear limit in the crossed channel for a scalar block around \(v \to 0\) is approximated by [52],
\[
g_{\ell, \Delta}(u \to 0, v) \sim -\ln u \frac{\Gamma(\Delta')}{\Gamma\left(\frac{\Delta'}{2}\right)^2} \, 2F_1\left(\frac{\Delta'}{2}, \frac{\Delta'}{2}; \Delta' - 1 \vert v\right).
\]
(3.20)

such as, taking \(a = b = 0\) for simplicity, the corrections on higher order in powers of \(v\) for the crossing equation looks like,
\[
\frac{c_{\sub}^{\text{sub}}(\frac{v}{1-v})^{\Delta' - \Delta_0}}{\Gamma(\frac{\Delta'}{2})} \frac{\Gamma(\Delta')}{\Gamma\left(\frac{\Delta'}{2}\right)^2} \, 2F_1\left(\frac{\Delta'}{2}, \frac{\Delta'}{2}; \Delta' - 1 \vert v\right) = \sum_\beta \frac{\delta \tau(J)}{2} c_{\Delta, k}^{\text{free}} \left(1 - v\right)^{\frac{\beta}{2}} \left(\frac{\beta}{2} \vert \beta \right) \, 2F_1\left(\frac{\beta}{2}, \frac{\beta}{2}; \beta \vert 1 - v\right).
\]
(3.21)

Where \(\delta \tau(J)\) is now explicitly understood as a function of \(J\). A generalization for the amputated Mellin (3.3), perhaps naive, but which reproduce the collinear expansion at the first
line of (3.21) is as follows,

\[ M_{\text{sub-dis}}(\Delta'/2, t) = c_{\Delta', \tau} \frac{\Gamma(1 - \Delta'/2 + \Delta_0) \Gamma(t + \Delta'/2 - \Delta_0)}{\Gamma(t + 1) \pi^2} \sin^2 \left( \pi \left( \frac{\Delta'}{2} - \Delta_0 \right) \right) \]

\[ \frac{\Gamma(\Delta')}{\Gamma \left( \frac{\Delta'}{2} \right)^2} {}_3F_1 \left[ \begin{array}{c} \Delta'/2, \Delta'/2, t + \Delta'/2 - \Delta_0 \\ \Delta' - 1, \frac{\Delta'}{2} - \Delta_0 \end{array} \right]_1 \]  

(3.22)

We can now invert the expansion on the second line of (3.21) as,

\[ \int_{-\infty}^{\infty} \frac{dt}{2\pi i} \frac{\Gamma^2(-t) \Gamma \left( t + \frac{\Delta'}{2} \right)^2}{m^{(\beta)}(\Delta', t) M_{\text{sub-dis}}(\Delta'/2, t)} = \frac{\delta \tau(J)}{2} c_{\Delta, k} \frac{\Gamma(\beta-1)}{\kappa_{\beta} \Gamma \left( \frac{\beta}{2} + 1 \right)} . \]

(3.23)

By expanding the hypergeometric function in the definition of \( M_{\text{sub-dis}}(\Delta'/2, t) \) the computation follows essentially the same steps as in the previous sections term by term on the expansion, so each individual terms give us a function \( I_{\beta, \tau} \), more precisely, after performing the contour integration we end up with,

\[ c_{\Delta_0, \tau} e^{i\pi(\Delta-1)} \frac{\Gamma(\Delta')}{\Gamma \left( \frac{\Delta'}{2} \right)^2} \sum_{k=0}^{\infty} \frac{\left( \frac{\Delta'}{2} \right)^2}{k!} \frac{(-1)^k}{(\Delta' - 1)_k} I_{0,0}^{0,0} = \frac{\delta \tau(J)}{2} c_{\Delta, k} . \]

(3.24)

This equation can be rewritten in a terms of a hypergeometric function but that form will not be very illuminating either. We can however try a large \( \beta \) limit. By taking \( \Delta' \sim 1 \), the leading term on a large \( \beta \) expansion on the right hand side is,

\[ \frac{\delta \tau(J)}{2} = c_{\Delta_0, \tau} \frac{\Gamma(\Delta')}{\Gamma \left( \frac{\Delta'}{2} \right)^2} \frac{\Gamma(\Delta_0)^2}{\Gamma(\Delta_0 - \frac{\Delta'}{2})^2} \sum_{k=0}^{\infty} \frac{\left( \frac{\Delta'}{2} \right)^2}{k!} \frac{(-1)^k}{(\Delta' - 1)_k} \left( \frac{2}{\beta} \right)^{\Delta'+2k} \]

\[ = c_{\Delta_0, \tau} \frac{\Gamma(\Delta')}{\Gamma \left( \frac{\Delta'}{2} \right)^2} \frac{\Gamma(\Delta_0)^2}{\Gamma(\Delta_0 - \frac{\Delta'}{2})^2} \left( \frac{2}{\beta} \right)^{\Delta'} \frac{\Delta'}{2} {}_2F_1 \left( \frac{\Delta'}{2}, \frac{\Delta'}{2}; \Delta' - 1 \left| \left( \frac{2\Delta_0}{\beta} \right)^2 \right. \right) . \]

(3.25)

or even better, taking the same limit but this time with \( \frac{\Delta'}{\beta} \) kept fixed lead us to,

\[ \frac{\delta \tau(J)}{2} = c_{\Delta_0, \tau} \frac{\Gamma(\Delta')}{\Gamma \left( \frac{\Delta'}{2} \right)^2} \left( \frac{2}{\beta} \right)^{\Delta'} \frac{\Delta'}{2} {}_2F_1 \left( \frac{\Delta'}{2}, \frac{\Delta'}{2}; \Delta' - 1 \left| \left( \frac{2\Delta_0}{\beta} \right)^2 \right. \right) . \]

(3.26)

The last result agrees with the re-summation of the leading terms in the large \( J \) expansion for the scalar block performed in [52].
4 Conclusions and outlook

In this work we have considered the translation of Caron-Huot’s OPE inversion formula (1.1) from cross-ratios space to Mellin space in the collinear approximation. In order to do so we have written the Mellin amplitude residue at $s = \tau/2$ in terms of Mellin blocks that in turns can be expressed in terms of orthogonal polynomials approximately equal to Hanh polynomials. We used the aforementioned orthogonality to invert the expansion in Mellin space and introduced by hand the zeros responsible for the cancellation of the poles associated to double twist operators. Finally we have have checked the inversion in Mellin space on a couple of simple examples withing the region of validity.

It would be nice to see if an inversion formula can be formulate entirely in Mellin space without any reference to space-time. In particular, it would be interesting to see what is the analogous contour deformation a lá Froissart-Gribov in Mellin space, or even better, if there exist a formulation of lorentzian CFT uniquely in terms of Mellin space variables.

In the derivation of (1.1) it is important that the correlator in position space have a good behavior (bounded) at large energies, in order to avoid contributions from infinity after the contour deformation, which probably keeps out the coefficients for operators of lowest spin, $J = 0$ and $J = 1$. Despite we have not used a contour deformation explicitly, we believe the inversion in Mellin space considered here might be still not valid for the lowest spins, since in essence it is just a translation of (1.1). This and other important features of the inversion (1.1) remains to be better understood in Mellin space.

Over the last decade we have gained some important understanding of the Mellin representation for correlation functions in conformal field theory, however, we feel it is still a very unexplored subject that might not only have something else to teach us but can be a potentially useful tool.
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A Mellin blocks orthogonality

In the main body of this work we have defined the polynomial Mellin blocks as,

$$m^{(\beta)}(\tau/2, t) = \frac{(t + a)_{\tau/2}(t + b)_{\tau/2}}{\kappa_{\beta}} \frac{(a)_{\beta/2}(b)_{\beta/2}}{\Gamma\left(\frac{\beta}{2} + 1\right)} 3F2\left[-\frac{\beta}{2}, -t, -\frac{\beta}{2} - 1 \mid 1\right],$$

(A.1)
with
\[ \kappa_\beta = \frac{\gamma_{\frac{\beta}{2}} a \gamma_{\frac{\beta}{2}} b}{\Gamma(\beta) \Gamma(\beta - 1)}, \]  
(A.2)

In order to prove the orthogonality relation (2.17) we are going to follow the same route as for the case of Hahn polynomials [53], as there, it is sufficient to show that \( m^{(\beta)}(t) \) is orthogonal to one polynomial of each degree less than \( \frac{\beta}{2} \) and then check the constant when they are both of the same degree. Let’s consider the following polynomial of degree \( \frac{\beta'}{2} \), which includes the normalization constants,
\[ q^{(\beta')}(\tau/2, t) = \frac{(-t - a - b)_{\frac{\beta'}{2}}}{\kappa_{\beta'} \Gamma \left( \frac{\beta'}{2} + 1 \right)} \]  
(A.3)

\[ \int_{-\infty}^{\infty} \frac{dt}{2\pi i} \Gamma(-t) \Gamma(-t - a - b) \Gamma \left( t + \frac{\tau}{2} + a \right) \Gamma \left( t + \frac{\tau}{2} + b \right) m^{(\beta)}(\tau/2, t) q^{(\beta')}(\tau/2, t) \]
\[ = \frac{(a)_{\beta/2} (b)_{\beta/2}}{\kappa_\beta \Gamma \left( \frac{\beta}{2} + 1 \right) \kappa_{\beta'} \Gamma \left( \frac{\beta'}{2} + 1 \right)} \sum_{n=0}^{\beta/2} \left( -\frac{\beta}{2} \right)_n \left( \frac{\beta}{2} - 1 \right)_n \frac{\Gamma \left( \beta + 1 \right) \Gamma \left( \beta - 1 \right)}{n! (a)_n (b)_n} \]
\[ \times \int_{-\infty}^{\infty} \frac{dt}{2\pi i} \Gamma(-t + n) \Gamma \left( t + a \right) \Gamma \left( t + b \right), \]  
(A.4)

we can perform the contour integral by means of Barnes first lemma, leading us to,
\[ \frac{\Gamma \left( \frac{\beta}{2} + a \right) \Gamma \left( \frac{\beta}{2} + b \right) \Gamma \left( \frac{\beta'}{2} - a \right) \Gamma \left( \frac{\beta'}{2} - b \right)}{\kappa_\beta \Gamma \left( \frac{\beta'}{2} + 1 \right) \kappa_{\beta'} \Gamma \left( \frac{\beta'}{2} + 1 \right)} \frac{\Gamma \left( \frac{\beta}{2} \right)}{\Gamma \left( \frac{\beta}{2} - 1 \right)} 2F1 \left( -\frac{\beta}{2}, \frac{\beta}{2} - 1 | \frac{\beta'}{2} \right), \]  
(A.5)

here we can use Gauss summation formula (sometimes referred as Gauss hypergeometric theorem), namely,
\[ 2F1 \left( a, b; c | 1 \right) = \frac{(c - b - a)}{(c - a)}, \]  
(A.6)

to end up with,
\[ \frac{\Gamma \left( \frac{\beta}{2} + a \right) \Gamma \left( \frac{\beta}{2} + b \right) \Gamma \left( \frac{\beta'}{2} - a \right) \Gamma \left( \frac{\beta'}{2} - b \right)}{\kappa_\beta \Gamma \left( \frac{\beta'}{2} + 1 \right) \kappa_{\beta'} \Gamma \left( \frac{\beta'}{2} + 1 \right)} \frac{(-1)^{\frac{\beta}{2}} \left( -\frac{\beta'}{2} \right)^{\frac{\beta}{2}}}{\left( \frac{\beta'}{2} \right)^{\frac{\beta}{2}}}, \]  
(A.7)

which vanishes for \( \beta' < \beta \). The constant at \( \beta' = \beta \) is equal to
\[ \frac{\Gamma(\beta - 1)}{\kappa_\beta \Gamma \left( \frac{\beta}{2} + 1 \right)}, \]  
(A.8)

This proves (2.17).
References

[1] R. Rattazzi, V. S. Rychkov, E. Tonni and A. Vichi, *Bounding scalar operator dimensions in 4D CFT*, JHEP 12 (2008) 031, [0807.0004].

[2] S. El-Showk, M. F. Paulos, D. Poland, S. Rychkov, D. Simmons-Duffin and A. Vichi, *Solving the 3D Ising Model with the Conformal Bootstrap*, Phys. Rev. D86 (2012) 025022, [1203.6064].

[3] F. Kos, D. Poland and D. Simmons-Duffin, *Bootstrapping Mixed Correlators in the 3D Ising Model*, JHEP 11 (2014) 109, [1406.4855].

[4] S. El-Showk, M. F. Paulos, D. Poland, S. Rychkov, D. Simmons-Duffin and A. Vichi, *Solving the 3d Ising Model with the Conformal Bootstrap II. c-Minimization and Precise Critical Exponents*, J. Stat. Phys. 157 (2014) 869, [1403.4545].

[5] D. Simmons-Duffin, *The Lightcone Bootstrap and the Spectrum of the 3d Ising CFT*, JHEP 03 (2017) 086, [1612.08471].

[6] S. Rychkov, *EPFL Lectures on Conformal Field Theory in D=3 Dimensions*. SpringerBriefs in Physics. 2016, 10.1007/978-3-319-43626-5.

[7] D. Simmons-Duffin, *The Conformal Bootstrap*, in *Proceedings, Theoretical Advanced Study Institute in Elementary Particle Physics: New Frontiers in Fields and Strings (TASI 2015): Boulder, CO, USA, June 1-26, 2015*, pp. 1–74, 2017. 1602.07982. DOI.

[8] Z. Komargodski and A. Zhiboedov, *Convexity and Liberation at Large Spin*, JHEP 11 (2013) 140, [1212.4103].

[9] A. L. Fitzpatrick, J. Kaplan, D. Poland and D. Simmons-Duffin, *The Analytic Bootstrap and AdS Superhorizon Locality*, JHEP 12 (2013) 004, [1212.3616].

[10] A. Kaviraj, K. Sen and A. Sinha, *Analytic bootstrap at large spin*, JHEP 11 (2015) 083, [1502.01437].

[11] A. Kaviraj, K. Sen and A. Sinha, *Universal anomalous dimensions at large spin and large twist*, JHEP 07 (2015) 026, [1504.00772].

[12] L. F. Alday, A. Bissi and T. Lukowski, *Large spin systematics in CFT*, JHEP 11 (2015) 101, [1502.07707].

[13] L. F. Alday and A. Zhiboedov, *Conformal Bootstrap With Slightly Broken Higher Spin Symmetry*, JHEP 06 (2016) 091, [1506.04659].

[14] L. F. Alday, *Large Spin Perturbation Theory*, 1611.01500.

[15] M. S. Costa, V. Goncalves and J. Penedones, *Conformal Regge theory*, JHEP 12 (2012) 091, [1209.4355].

[16] M. S. Costa, T. Hansen and J. Penedones, *Bounds for OPE coefficients on the Regge trajectory*, 1707.07689.

[17] O. Aharony, L. F. Alday, A. Bissi and E. Perlmutter, *Loops in AdS from Conformal Field Theory*, JHEP 07 (2017) 036, [1612.03891].

[18] L. F. Alday and A. Bissi, *Loop Corrections to Supergravity on AdS5 × S5*, 1706.02388.

[19] L. F. Alday and S. Caron-Huot, *Gravitational S-matrix from CFT dispersion relations*, 1711.02031.
[20] J. Penedones, Writing CFT correlation functions as AdS scattering amplitudes, *JHEP* **03** (2011) 025, [1011.1485].

[21] S. Giombi, C. Sleight and M. Taronna, Spinning AdS Loop Diagrams: Two Point Functions, *JHEP* **03** (2017) 08404.

[22] E. Y. Yuan, Simplicity in AdS Perturbative Dynamics, *1801.07283*.

[23] E. Y. Yuan, Loops in the Bulk, *1710.01361*.

[24] C. Cardona, Mellin-(Schwinger) representation of One-loop Witten diagrams in AdS, *1708.06339*.

[25] M. F. Paulos, J. Penedones, J. Toledo, B. C. van Rees and P. Vieira, The S-matrix Bootstrap III: Higher Dimensional Amplitudes, *1708.06765*.

[26] M. F. Paulos, J. Penedones, J. Toledo, B. C. van Rees and P. Vieira, The S-matrix bootstrap II: two dimensional amplitudes, *JHEP* **11** (2017) 143, [1607.06110].

[27] M. F. Paulos, J. Penedones, J. Toledo, B. C. van Rees and P. Vieira, The S-matrix bootstrap. Part I: QFT in AdS, *JHEP* **11** (2017) 133, [1607.06109].

[28] S. Caron-Huot, Analyticity in Spin in Conformal Theories, *JHEP* **09** (2017) 078, [1703.00278].

[29] D. Simmons-Duffin, D. Stanford and E. Witten, A spacetime derivation of the Lorentzian OPE inversion formula, *1711.03816*.

[30] T. Raben and C.-I. Tan, Minkowski Conformal Blocks and the Regge Limit for SYK-like Models, *1801.04208*.

[31] G. P. Korchemsky, Bethe ansatz for QCD pomeron, *Nucl. Phys.* **B443** (1995) 255–304, [hep-ph/9501232].

[32] P. Dey, K. Ghosh and A. Sinha, Simplifying large spin bootstrap in Mellin space, *JHEP* **01** (2018) 152, [1709.06110].

[33] G. Mack, D-independent representation of Conformal Field Theories in D dimensions via transformation to auxiliary Dual Resonance Models. Scalar amplitudes, [0907.2407].

[34] A. V. Belitsky, S. Hohenegger, G. P. Korchemsky, E. Sokatchev and A. Zhiboedov, From correlation functions to event shapes, *Nucl. Phys.* **B884** (2014) 305–343, [1309.0769].

[35] V. Gonalves, J. Penedones and E. Trevisani, Factorization of Mellin amplitudes, *JHEP* **10** (2015) 040, [1410.4185].

[36] A. L. Fitzpatrick, J. Kaplan, J. Penedones, S. Raju and B. C. van Rees, A Natural Language for AdS/CFT Correlators, *JHEP* **11** (2011) 095, [1107.1499].

[37] C. Cardona, Y.-t. Huang and T.-H. Tsai, On the linearity of Regge trajectory at large transfer energy, [1611.06797].

[38] C. Cardona and Y.-t. Huang, S-matrix singularities and CFT correlation functions, [1702.03283].

[39] L. Rastelli and X. Zhou, How to Succeed at Holographic Correlators Without Really Trying, [1710.05923].

[40] L. Rastelli and X. Zhou, Mellin amplitudes for $\text{AdS}_5 \times S^5$, *Phys. Rev. Lett.* **118** (2017) 091602, [1608.06624].
[41] R. Gopakumar, A. Kaviraj, K. Sen and A. Sinha, Conformal Bootstrap in Mellin Space, Phys. Rev. Lett. 118 (2017) 081601, [1609.00572].

[42] P. Dey, A. Kaviraj and A. Sinha, Mellin space bootstrap for global symmetry, JHEP 07 (2017) 019, [1612.05032].

[43] R. Gopakumar, A. Kaviraj, K. Sen and A. Sinha, A Mellin space approach to the conformal bootstrap, JHEP 05 (2017) 027, [1611.08407].

[44] J. Golden and D. R. Mayerson, Mellin Bootstrap for Scalars in Generic Dimension, 1711.03980.

[45] F. A. Dolan and H. Osborn, Conformal four point functions and the operator product expansion, Nucl. Phys. B599 (2001) 459–496, [hep-th/0011040].

[46] F. A. Dolan and H. Osborn, Conformal Partial Waves: Further Mathematical Results, 1108.6194.

[47] R. A. G. E. Andrews and R. Roy, Special functions, Cambridge University Press (1999).

[48] I. Heemskerk, J. Penedones, J. Polchinski and J. Sully, Holography from Conformal Field Theory, JHEP 10 (2009) 079, [0907.0151].

[49] X. Bekaert, J. Erdmenger, D. Ponomarev and C. Sleight, Bulk quartic vertices from boundary four-point correlators, in Proceedings, International Workshop on Higher Spin Gauge Theories: Singapore, Singapore, November 4-6, 2015, pp. 291–303, 2017. 1602.08570. DOI.

[50] M. Taronna, Pseudo-local Theories: A Functional Class Proposal, in Proceedings, International Workshop on Higher Spin Gauge Theories: Singapore, Singapore, November 4-6, 2015, pp. 59–84, 2017. 1602.08566. DOI.

[51] W. Maier, L. j. slater, generalized hypergeometric functions. xiii + 273 s. m. fig. u. tab. cambridge 1966. university press. preis geb. 70 s. net, ZAMM - Journal of Applied Mathematics and Mechanics / Zeitschrift fr Angewandte Mathematik und Mechanik 46 (1966) 332–332.

[52] L. F. Alday and A. Zhiboedov, An Algebraic Approach to the Analytic Bootstrap, JHEP 04 (2017) 157, [1510.08091].

[53] R. Askey, Continuous hahn polynomials, Journal of Physics A: Mathematical and General 18 (1985) L1017.