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Abstract

Neural Processes (NPs) are a family of conditional generative models that are able to model a distribution over functions, in a way that allows them to perform predictions at test time conditioned on a number of context points. A recent addition to this family, Convolutional Conditional Neural Processes (CONVCNP), have shown remarkable improvement in performance over prior art, but we find that they sometimes struggle to generalize when applied to time series data. In particular, they are not robust to distribution shifts and fail to extrapolate observed patterns into the future. By incorporating a Gaussian Process into the model, we are able to remedy this and at the same time improve performance within distribution. As an added benefit, the Gaussian Process reintroduces the possibility to sample from the model, a key feature of other members in the NP family.

1 INTRODUCTION

Neural Processes [Garnelo et al., 2018a,b] have been proposed as a way to leverage the expressiveness of neural networks to learn a distribution over functions (often referred to as a stochastic process), so that they can condition their predictions on observations given at test time, a so-called context. But what does it mean to successfully learn such a distribution? We believe that it should be characterized by the following: 1) accurate predictions, meaning predictions should be as close as possible to the true underlying function, 2) good reconstruction of the given observations, and 3) generalization, because we assume that there will be some underlying generative process from which the distribution originates and which is valid beyond the finite data we observe. The latter is especially important when only few context observations are given that could be explained by several different functions. Follow-up work to Neural Processes has mostly emphasized the first two aspects, the most prominent of which are Attentive Neural Processes (ANP) [Kim et al., 2019] and Convolutional Conditional Neural Process (CONVCNP) [Gordon et al., 2020], each improving upon its predecessor in terms of both prediction accuracy and reconstruction ability.

We propose a model that addresses all of the above, with a particular focus on the ability to generalize. By combining CONVCNP with a Gaussian Process, we achieve a significant improvement in generalization: the model, which we call GP-CONVCNP, can better extrapolate far from the provided context observations—meaning into future given past and present observations—and is more robust to a distribution shift at test time. It further reintroduces the ability to sample from the model, something that CONVCNP is incapable of, showing a better sample distribution than both NP and ANP. Finally, we find that our proposed model often yields a significant improvement in predictive performance on in-distribution data as well. We focus our evaluation on time series data, where we see the greatest potential for applications of our model. In this context, we consider several synthetic datasets as well as real time series, specifically weather data and predator-prey population dynamics. We provide a complete implementation 1 including data for convenience, to reproduce all experiments in this work.

2 PROBLEM STATEMENT & METHODS

In the framework of Neural Processes [Garnelo et al., 2018a,b] we assume that we are given a set of N observations $C = \{(x_c, y_c)\}_{c=1}^{N} =: (x_c, y_c)$, often called the context, where $x_c \in X$ are samples from the input space $X$ and $y_c \in Y$ are samples from the output space $Y$ (commonly $X = \mathbb{R}^{d_X}$ and $Y = \mathbb{R}^{d_Y}$, in this work we restrict ourselves to $X = \mathbb{R}$, because time is scalar). It is assumed that these observations were generated by some function

1 https://github.com/MIC-DKFZ/gpconvcnp
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Figure 1: Our work proposes GP-CONVCNP, an extension of CONVCNP that reintroduces sampling and improves generalization on time series data. Shown here are examples for the different synthetic time series and methods evaluated in this work (mean prediction in blue, samples in red). While the mean predictions from CONVCNP and GP-CONVCNP look similar—and significantly better than those from Neural Processes (NP) and Attentive Neural Processes (ANP)—only GP-CONVCNP combines high quality predictions (a feature of CONVCNP) with the ability to sample (a feature of NP and ANP). While synthetic data measures in-distribution performance, we evaluate generalization capabilities on real data.

\[ f : X \to Y, \text{ i.e. } y_c = f(x_c), \text{ and our goal is to infer } f \text{ from } C \text{ so that we may evaluate it at arbitrary new input locations } x_t. \text{ In reality, this will most likely mean we have collected a number of measurements over time and are interested in an } f \text{ that lets us interpolate and extrapolate those measurements. Note that when we speak of predictive performance, we refer to both of those cases and not in a temporal sense. The problem is ill-posed without placing further assumptions on } f, \text{ which is why we typically restrict it to some family } \mathcal{F}: \text{ polynomials of some order, a combination of oscillating functions with different frequencies, etc.. However, in many cases it is undesired or even impossible to manually specify } \mathcal{F}, \text{ so Neural Processes propose to use neural networks to learn an approximate representation of } \mathcal{F} \text{ by observing many examples } f \in \mathcal{F}. \text{ The latter are typically represented as a context set } C \text{ (the measurements we have) and a target set } T = \{(x_t, y_t)\}_{t=1}^M =: (x_t, y_t) \text{ (the measurements we’re interested in). By learning to reconstruct the examples } f \text{ from a limited number of context points a model should implicitly form a representation of } \mathcal{F}, \text{ which leads to the following learning objective:}

\begin{align}
\max_\theta & \sum_{f \in \mathcal{F}} \log p_\theta(y_t | x_t, x_c, y_c) \\
= & \max_\theta \sum_{f \in \mathcal{F}} \sum_t \log N(y_t; g_\mu(Z, x_t), g_\sigma(Z, x_t))
\end{align}

This objective is common to all approaches we evaluate in our work, and the second line formalizes the fact that we choose to always model the output as a diagonal Gaussian, parametrized by mean and variance functions \(g_\mu, g_\sigma\) that seek to maximize the log-likelihood of the targets \(y_t\). The output variance can also be fixed, but Le et al. [2018] show that a learned output variance is preferable. \(Z\) is a representation of the context \((x_c, y_c)\), i.e. there is a mapping \(E : X, Y \to Z\). The implementation of \(E\) is where the members of the Neural Process family differ most, and we visualize them in Fig. A.1.
2.1 (ATTENTIVE) NEURAL PROCESSES

The original Neural Processes [Garnelo et al., 2018b] implement $E$ as a neural network that encodes individual context observations $(x_c, y_c)$ into a finite-dimensional space. These representations are then averaged to form the global representation $Z$. Similar to Eq. (2), $Z$ parametrizes a Gaussian distribution, which enables NP to sample from this latent space and produce diverse predictions; we do not consider the deterministic NP variant [Garnelo et al., 2018a] in this work. NP are trained by maximizing a lower bound on Eq. (2), similar to variational autoencoders. In our NP implementation $E$ and $(g^\theta_0, g^\theta_1)$ are symmetric 6-layer MLP, with a representation size of 128. Attentive Neural Processes [Kim et al., 2019] are motivated by the observation that NP poorly reconstruct the provided context, i.e. the predictions seem to miss the context points, as seen for example in Fig. 1. To mitigate this effect, ANP augment NP with an additional deterministic encoder-decoder path. Instead of averaging the individual representations, a learned attention mechanism combines them, conditioned on a target point $x_t$. So while NP need to compress representations to a single point in $Z$, ANP don’t have this bottleneck, which likely contributes to their improved performance. In our ANP implementation, the deterministic path mirrors the variational path, with both the representation dimension and the embedding dimension of the attention mechanism being 128. Le et al. [2018] evaluated several hyperparameter configurations for NP and ANP and our implementation matches their best performing one.

2.2 FROM CONVCNP TO GP-CONVCNP

With the goal of enabling translation equivariance (i.e. independence of the value range of $x_c$ and $x_t$) in Neural Processes, the authors of Convolutional Conditional Neural Processes (CONVCNP) [Gordon et al., 2020] approach their work from the perspective of learning on sets [Zaheer et al., 2017]. While NP and ANP map the context set into a finite-dimensional representation, CONVCNP map it into an infinite-dimensional function space. The authors show that in this scenario translation equivariance (as well as permutation invariance) can only be achieved if the mapping $E$ can be represented in the form

$$ E(x_c, y_c) = \rho(E'(x_c, y_c)) $$

$$ E'(x_c, y_c) = \sum_c \phi(y_c) \psi(\cdot - x_c) $$

where $\phi : Y \to \mathbb{R}^2$ and $\psi : X \to \mathbb{R}$, so that $E'$ defines a function and $\rho$ operates in function space and must be translation equivariant. The similar naming of $E, E'$ is deliberate, because herein lies a key difference to NP (and also ANP): NP learn a powerful mapping (i.e. neural network) from the context to a representation and then another one from this representation to the output space, whereas CONVCNP employs a very simple mapping to another representation (to function space, because $\phi$ and $\psi$ are defined with kernels, see below). A powerful approximator is then learned that operates within this representation space, as $\rho$ is a CNN operating on a discretization of $E'$. The mapping back to output space is again a simple one, usually also $\psi$ combined with a linear map. In this sense, both $E$ and $E'$ can be thought of as representations when we make the connection to NP. See also Fig. A.1 for a visualization of these differences. In Gordon et al. [2020], $\psi$ is chosen to be a simple Gaussian kernel, and $\phi$ such that the resulting $E'$ has two components:

$$ E'(x_c, y_c) = \left( \sum_c k(\cdot, x_c), \sum_c \sum_{y_c} k(\cdot, x_{c, y_c}) \right) $$

which is the combination of a kernel density estimator and a Nadaraya-Watson estimator. This estimate is discretized on a suitable grid and a CNN $\rho$ is applied, the result of which is again turned into a continuous function by convolving with the (Gaussian) kernel $\psi$. We use the official implementation$^2$ in our experiments. Note that $k$ in Eq. (5) is the same as $\psi$ in the implementation.

In this work, we propose GP-CONVCNP, a model that replaces the deterministic kernel density estimate $E'$ in CONVCNP with a Gaussian Process posterior [Rasmussen and Williams, 2006]. Gaussian Processes (GP) are a popular choice for time series analysis [Roberts et al., 2013], but typically require a lot of prior knowledge about a problem to choose an appropriate kernel. We will find that this is not the case for GP-CONVCNP, which is even able to learn periodicity when the chosen kernel is not periodic.

The posterior in a GP is a normal distribution with a mean function $m(x_t)$ conditioned on the context and a covariance function $K(x_t)$ specified by some kernel $k$:

$$ m(x_t) = k^T_{tc} (k_{cc} + \sigma^2 I)^{-1} y_c $$

$$ K(x_t) = k_{tt} + \sigma^2 - k^T_{tc} (k_{cc} + \sigma^2 I)^{-1} k_{tc} $$

where $k_{tc} = k(x_t, x_c)$ etc. and $\sigma^2$ is a noise parameter that essentially determines how close the prediction will be to the context points. We make this parameter learnable. Note that Eq. (6) is very similar to Eq. (5), it corresponds to the second component of the Nadaraya-Watson estimator with only a changed denominator.

The first obvious benefit of this model is that we can sample from the GP posterior distribution and thus also from

https://github.com/cambridge-mlg/convcnp
our model, recovering one very compelling property of NP that CONVNP lacks. Another advantage we see is that by working with a distribution instead of a deterministic estimate as input to the CNN, the data distribution is implicitly smoothed. It has been established that such smoothing reduces overfitting and improves generalization, e.g. by adding noise to inputs [Bishop [1995], p.347] or more generally doing data augmentation [Volpi et al., 2018]. Working with a distribution instead of a deterministic estimate, we need to perform Monte-Carlo integration to get a prediction from our model. During training, however, we only use a single sample, as is commonly done e.g. in variational autoencoders when training with mini-batch stochastic gradient descent. To facilitate comparison, the kernel we use in our GP is the same as in CONVNP, i.e. a Gaussian kernel with a learnable length scale.

Note that our model retains all desirable characteristics of the competing approaches, in particular permutation invariance with respect to the inputs (present in all prior art) and translation equivariance (present in CONVNP). For details on the various optimization parameters etc. we refer to the provided implementation.

3 EXPERIMENTS

We design our experiments with the purpose of evaluating how well members of the Neural Process family, including the one we propose, are suited for the task of learning distributions over functions, i.e. for time series data. Like the works we compare ourselves with, we evaluate both predictive performance (How good is our prediction between context points?) via the predictive log-likelihood and the reconstruction performance (How good is our prediction at the context points?) via the root-mean-square error (RSME), because predictions directly at the context points are usually extremely narrow Gaussians, leading to unstable likelihoods.

As outlined in the introduction, one defining aspect of successfully learning a distribution over functions is a model’s ability to generalize. This can mean several things, for example independence with respect to the input value range,

| Predictive LL↑ | Matern-5/2 GP | Weakly Per. GP | Fourier Series | Step Functions |
|----------------|---------------|----------------|----------------|----------------|
| GP (EQ)        | 1.031 ± 0.075 | -8.034 ± 2.260 | -0.241 ± 0.752 | -2 × 10^{17}   |
| GP (Oracle)    | 1.933 ± 0.095 | 1.876 ± 0.026  |                |                |
| NP             | -0.496 ± 0.027 | -1.161 ± 0.007 | -1.743 ± 0.020 | -3.287 ± 0.491 |
| ANP            | 0.723 ± 0.046 | -1.047 ± 0.008 | -0.976 ± 0.028 | -65.141 ± 60.979 |
| CONVNP         | 1.710 ± 0.038 | -0.153 ± 0.033 | 0.372 ± 0.065  | 0.522 ± 0.163  |
| GP-CONVNP      | 1.930 ± 0.031 | -0.090 ± 0.021 | 1.632 ± 0.079  | -0.532 ± 0.044 |

| Recon. Error↓  | GP (EQ)       | Weakly Per. GP | Fourier Series | Step Functions |
|----------------|---------------|----------------|----------------|----------------|
| NP             | 0.001 ± 0.001 | 0.028 ± 0.001  | 0.004 ± 0.001  | 0.097 ± 0.001  |
| ANP            | **0.008 ± 0.002** | 0.491 ± 0.004  | 0.181 ± 0.018  | 0.284 ± 0.013  |
| CONVNP         | 0.025 ± 0.020 | 0.109 ± 0.077  | **0.042 ± 0.027** | 0.121 ± 0.017  |
| GP-CONVNP      | 0.013 ± 0.002 | **0.061 ± 0.007** | **0.040 ± 0.023** | 0.116 ± 0.017  |

Table 1: Results for synthetically created data. Test data was generated with the same parameters as the training data, so we’re looking at in-distribution performance. ↑/↓ indicate that higher/lower is better. Errors represent 1 standard deviation over 5 runs with different seeds (standard error of the mean for GPs, because seed influence is negligible), where each run was evaluated with 102 400 (30 720 for W_2) samples. Bold indicates that the method(s) are significantly better than all non-bold methods, i.e. when the difference is larger than the root sum of squares of the standard deviations. Overall, GP-CONVNP outperforms the competing approaches, especially in terms of predictive log-likelihood and sample diversity (compared to an oracle) where applicable. In terms of reconstruction error, our method outperforms prior art on three datasets, but is on par with CONVNP on two of those. Interestingly, the EQ-GP, which is what our model uses as an initial estimate, performs rather poorly in all but the first example. In the first example, where the EQ-GP is already a decent estimate, our approach leverages that information and matches the oracle GP in predictive performance! The reconstruction error and W_2 of the oracle are zero, so we don’t show them here. The dependence of model performance on the number of context points is visualized in Fig. A.2 for the two GP examples.
called translation equivariance. This is a key feature of CONVCNP (as long as a stationary kernel is used for interpolation), and we retain this property in GP-CONVCNP. We evaluate two further attributes of generalization, both on real world data: one is the ability to extrapolate the context information, i.e. to produce good predictions well into the future by inferring an underlying pattern; the other is the ability to deal with a distribution shift at test time, in our case a shift from simulated to real world data.

On top of the above, we are also interested in how well the distribution of samples from a model matches the ideal distribution. In general, the latter is not accessible, but for some synthetic examples we describe below, specifically those from a Gaussian Process, we do have access, simply by using the generating GP as an oracle. We can then compare this reference—a Gaussian distribution—with the distribution of samples from our model. Note that one sample is a prediction at all target points at once, as seen for example in Fig. 1. The majority of approaches that estimate differences between distributions fall into the categories of either $f$-divergences or Integral Probability Measures (for an overview see for example Sriperumbudur et al. [2009]). The former require evaluations of likelihoods for both distributions, while we only have individual samples from our model. We opt for a parameter-free representative of the IPM category, the Wasserstein distance $W_2$. We elaborate further on the definition and motivation in Appendix C.4.

We initially test our method on diverse synthetic time series. The first two have also been used in Gordon et al. [2020], and they allow us to evaluate the sample diversity, as outlined above: (1) Samples from a Gaussian Process with a Matern-5/2 kernel. (2) Samples from a Gaussian Process with a weakly periodic kernel. (3) Fourier series with a variable number of components, each of which has random bias, amplitude and phase. (4) Step functions, which were specifically chosen to challenge our model, as the kernel we employ introduces smoothness assumptions that are ill-suited for this problem. All of these are described in greater detail in Appendix C as well as the provided implementation. The size $N$ of the context set is drawn uniformly from $[3, 100)$ and the size $M$ of the target set from $[N, 100)$ following Le et al. [2018]. We further join the context set into the target set as done in Garnelo et al. [2018a,b]. Examples can be seen in Fig. 1.

The first real world dataset we look at are weather record-ings for several different US, Canadian and Israeli cities. In particular we focus on temperature measurements in hourly intervals that have been collected over the course of 5 years (see Appendix C.2). Temperatures in each city are normalized by their respective means and standard deviations. We
randomly sample sequences of \( \sim 1 \) month as instances and evaluate two tasks, taking US and Canadian cities as the training set and Israeli cities as the test set:

1. Interpolation, where we draw context points and target points randomly from the entire sequence (i.e. the same as in the synthetic examples).
2. Extrapolation, where context points are drawn from the first half of the sequence and performance is evaluated on the second half (as shown in Fig. 1). We can reasonably be sure that temperature changes between day and night occur in the future with the same frequency, so extrapolating this pattern is a good test of a model’s ability to generalize.

The second real world dataset are measurements of a predator-prey population of lynx and hare. Such population dynamics are often approximated by Lotka-Volterra equations [Leigh 1968], so we train models on simulated population dynamics and test on both the simulated and real world data. Gordon et al. [2020] used this dataset as well, but only to qualitatively show that ConVCPN can be applied to it. The analysis will allow us to quantify how robust the models are to a shift in distribution at test time, as the simulation parameters are almost certainly not an ideal fit for the real world data. For details on the simulation process we refer to Appendix C.3.

Finally, even though the focus of our work is on time series data, we include some image experiments, mainly for the purpose of a more nuanced direct comparison with ConVCPN. In particular, we compare the models on MNIST [Lecun et al.], CIFAR10 [Krizhevsky 2009] and CelebA [Liu et al. 2015]. For the latter two, we work on resampled versions at \( 32^2 \) resolution. More details are given in Appendix E.

### 4 RESULTS

Table 1 shows results for the various synthetic time series. In this experiment the models are trained and tested on random samples generated in the same way, so these results measure *in-distribution* performance. We find that GP-ConVCPN is the overall best performing method, significantly so in terms of predictive performance for 3 out of the 4 time series and performing on par with ConVCPN on the other. Reconstruction performance is on par with ConVCPN in 3 out of 4 instances and significantly better in one. For reference, we also show results for a Gaussian Process with EQ kernel (what our model uses) and the oracle where available. Evidently, the initial GP estimate in our model doesn’t have to be very good, but when it is, like in the Matern-5/2 case, our approach leverages this and even matches the oracle in performance. For examples originating from a Gaussian Process, we can evaluate the sample diversity with respect to the oracle GP, finding that GP-ConVCPN significantly outperforms the other methods in this regard. It is important to note, however, that this measure does not fully isolate the sample diversity. A low reconstruction error, for example, will also improve the \( W_2 \), which is likely the reason that ANP still performs better than NP, even though the former hardly displays any variation in its samples, as seen in Fig. 1.

| Temperature Time Series | Population Dynamics |
|-------------------------|----------------------|
| Interpolation           | Extrapolation        |
| GP (per.)               | -2.075 ± 0.237       | -46.611 ± 2.557 |
| NP                      | -0.855 ± 0.003       | -1.267 ± 0.011  |
| ANP                     | -0.733 ± 0.008       | -1.938 ± 0.381  |
| CONVCPN                 | -0.522 ± 0.008       | -1.261 ± 0.002  |
| GP-CONVCPN              | -0.515 ± 0.019       | -1.190 ± 0.016  |
| Simulated               |                      |                  |
| Real                    |                      |                  |

For the temperature interpolation task, context points are randomly sampled from the test interval, for the temperature extrapolation task we provide context points in the first half of the interval and measure performance on the second half (as seen in Fig. 2). For comparison, we also show a periodic GP with an Exponential Sine-Squared kernel. (right) For the population dynamics, models are trained on simulated data, so the real world data (also shown in Fig. 3) is likely out-of-distribution, as evidenced by the stark drop in performance. There is no obvious choice of kernel if one wanted to apply a GP to this problem.
Figure 3: Example of CONV CNP and GP-CONV CNP applied to the simulated Lotka-Volterra population dynamics (top) and to the real Hudson Bay Company lynx-hare dataset (bottom). Both perform well on the simulated (i.e. in-distribution) data and seem to struggle fitting the test interval on the real world data. Not however how the predicted uncertainty is larger for GP-CONV CNP. We display the best out of 5 models in each case, and for CONV CNP the performance is much more volatile, as seen in Table 2. NP and ANP perform poorly on the real world data, the corresponding figure is Fig. A.4.

The figure also shows how NP and ANP struggle to fit high frequency signals, while CONV CNP and GP-CONV CNP are able to. The sample diversity in GP-CONV CNP is larger than in ANP, but samples are only significantly different from the mean prediction when further away from the context points in areas of high predictive uncertainty (shaded areas correspond to 1σ). In contrast, samples from the NP are more diverse throughout, at the expense of accurately matching the context points.

Table 3: Results for the image experiments, in terms of predictive log-likelihood (i.e. higher is better) on the respective test sets. Errors represent 1 standard deviation over 10 runs with different seeds. Bold indicates a significant difference, i.e. when the difference is larger than the root sum of squares of the standard deviations. GP-CONV CNP outperforms CONV CNP overall, with a slight (non-significant) advantage for CONV CNP on MNIST. Visual examples and more details on the image experiments are given in Appendix E.

| Dataset      | CONV CNP       | GP-CONV CNP    |
|--------------|----------------|----------------|
| MNIST        | 4.133 ± 0.057  | 4.077 ± 0.026  |
| CIFAR10      | 2.462 ± 0.006  | **2.744 ± 0.008** |
| CelebA       | 2.212 ± 0.006  | **2.468 ± 0.008** |

Examples from the temperature time series dataset can be seen in Fig. 2. The key characteristic of the signal is the temperature change between day and night, making it a high frequency signal not unlike the weakly periodic GP samples in the synthetic dataset. NP and ANP were not able to fit these signals, as can be seen in Fig. A.3. The top row of Fig. 2 shows an example of the regular interpolation task, the bottom row an example of the extrapolation task, which we deem an important aspect of generalization. CONV CNP and GP-CONV CNP are both able to interpolate as well as extrapolate the correct temperature pattern, but occasionally CONV CNP underestimates the amplitude when extrapolating. We also show an example of a periodic GP using an Exponential Sine-Squared kernel, which is a common choice for periodic signals. It fails to capture finer variations in the signal and often struggles to infer the right frequency, which results in its poor extrapolation performance in Table 2. We find that while CONV CNP and GP-CONV CNP perform on par for the interpolation task, GP-CONV CNP performs significantly better than the other methods on the extrapolation task.

To measure how robust the different members of the Neural Process family are to a distribution shift at test time, we train models on population dynamics simulated as Lotka-Volterra processes, and evaluate performance both on simulated (in-distribution) and real world (out-of-distribution) data. The real world dataset, along with a simulated example, can be seen in Fig. 3. While both CONV CNP and GP-CONV CNP perform well on the simulated data, they seem to struggle with extrapolation on the real world data, as shown in Fig. A.4.
fit the simulated data well, they struggle with the test interval on the real data. This is reflected in Table 2 as well, where we find that CONVCNP performs better than GP-CONVCNP (even significantly so, albeit not with a huge difference) on the simulated data. Applied to the real world dataset, all methods experience a large drop in performance, indicating that this is indeed a significant distribution shift. GP-CONVCNP is by far the best performing method here, which is likely because of a better estimate of the predictive uncertainty. Note how the uncertainty predicted by CONVCNP is smaller than that of GP-CONVCNP in Fig 3 (the figure shows 1σ). The predictions we show here are from the best performing seed in each case, other CONVCNP models predicted an even narrower distribution. We selected this particular interval for testing because it’s the same interval Gordon et al. [2020] show in the CONVCNP paper. We also evaluated with context points drawn randomly from the entire interval (i.e. the same way we evaluate on the simulated data), and GP-CONVCNP still performs significantly better than the competing approaches (see Table A.1).

CONVCNP also showed performance improvements compared to NP and ANP when applied to image data. While the focus of our work is on time series, we were also interested to see if our model yields any benefits in this domain. It does indeed, as seen in Table 3 where GP-CONVCNP outperforms CONVCNP on both CIFAR10 and CelebA (CONVCNP has a non-significant advantage on MNIST). Examples are given in Appendix E where we don’t see any meaningful difference in visual quality. The latter only “measures” the quality of the mean prediction, so we suspect that the performance improvement is due to a more accurate predictive uncertainty.

5 RELATED WORK

Neural Processes have inspired a number of works outside of the ones we discuss. Louizos et al. [2019] propose to not merge observations into a global latent space, but instead learn conditional relationships between them. This is especially suitable for semantically meaningful clustering and classification. Singh et al. [2019] and Willi et al. [2019] address the problem of overlapping and changing dynamics in the generating process of the data, a special case we do not include here. With a simple Gaussian kernel, we wouldn’t expect our model to perform well in that scenario, but one could of course introduce inductive bias in the form of e.g. non-stationary kernels, when translation equivariance is no longer desired. NPs have also been scaled to extremely complex output spaces like in Generative Query Networks [Esliami et al., 2018] Rosenbaum et al. [2018], where a single observation is a full image. GQN directly relates to the problem of (3D) scene understanding [Sitzmann et al., 2019] Engelcke et al. [2020].

6 DISCUSSION

We have presented a new model in the Neural Process family that extends CONVCNP by incorporating a Gaussian Process into it. We show on both synthetic and real time series that this improves performance overall, but most markedly when generalization is required: our model, GP-CONVCNP, can better extrapolate to regions far from the provided context points and is more robust when moving to real world data after training on simulated data. We further retain translation equivariance, a key feature of CONVCNP, as long as a stationary kernel is used for the GP. The introduction of the latter also allows us to draw multiple samples from the model, where the distribution of samples from our model better matches the samples from an oracle than those from a regular Neural Process or an Attentive Neural Process do. Our model uses the prediction from a GP with an EQ-kernel.
as an initial estimate. Interestingly, this estimate needn’t be very good—our model can learn periodicity even with a non-periodic input kernel—but when it is, our model can fully leverage it and even match the performance of an oracle, as seen in Table 1. An advantage all Neural Process flavors enjoy compared to many conventional time series prediction methods such as ARIMA models (see e.g. [Hyndman and Athanasopoulos, 2018]) is that they naturally work on non-uniform time series, with observations acquired at arbitrary times.

Of course, with the benefits of GPs we also inherit their limitations. GPs are typically slow, naively requiring $O(N^3)$ operations in the number of context observations, and our model inherits this complexity. While this was a non-issue on the time series data used in our work, GP-CNP was noticeably slower than ConvCNNP (roughly 1.5x) in the image experiments, which we included for a more complete comparison with ConvCNNP. Our model still outperformed ConvCNNP, but for larger images the improved performance will likely not be worth the additional cost. Making GPs faster is a very active research area, as outlined above. For our model specifically it seems reasonable to leverage work on deep kernels [Wilson et al., 2016b] or to learn mappings before the GP prediction like in Calandra et al. [2016] in order to learn more meaningful GP posteriors that capture information about the training distribution. We do expect that our model is well suited to also work with these approximate methods, as we modify the prediction from the GP with a powerful neural network that should be able to correct minor approximation errors. For example, KISS-GP [Wilson and Nickisch, 2015] only has linear complexity, so incorporating it or one of the many other efficient approximate methods into our model should allow it to scale to much larger datasets. We leave a verification of this for future work.
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Figure A.1: Schematic overview of the different methods used in this work. Dotted lines indicate sampling and we use the following acronyms: multilayer perceptron (MLP), kernel density estimate (KDE), Gaussian Process (GP), linear layer (LIN), convolutional neural network (CNN). (First row) Neural Processes (NP) encode each context point \((x_c, y_c)\) into a representation \(z_c\). These are then averaged to form a global representation \(z\). A sample from the global representation is concatenated with the target input \(x_t\) to predict the target output \(y_t\). (Second row) Attentive Neural Processes (ANP) contain a NP, but have a second deterministic path. In this path, the context pairs are also encoded separately into representations \(a_c\). These are then combined via an attention mechanism that uses \(x_t\) as the query, \(x_c\) as the keys and \(a_c\) as the values. The resulting representation \(a\) is concatenated with the representation from the NP path and the target input to predict the target output. (Third row) CONVCNP performs a kernel density estimate on the context observations \((x_c, y_c)\), thus mapping to a continuous representation. This representation is evaluated on a grid, i.e. discretized, and a projection and CNN operate on the discretized representation. The result is evaluated at a target input \(x_t\) by performing a convolution with the discretized representation and finally projected to predict the target output. (Fourth row) GP-CONVCNP works similar to CONVCNP, but instead of a deterministic kernel density estimate a Gaussian Process is applied to the context. We sample from the GP posterior and discretize the result, continuing with the same operations as in CONVCNP. Note that for visual purposes, the KDE and GP outputs are one-dimensional, but in reality the output space can have any number of dimensions.
A METHOD DESCRIPTIONS

Fig. A.1 shows schematic representations of the different methods used in this work, and a description is given in the figure caption. The MLPs in both NP and ANP have 6 hidden layers with 128 channels each, and the input and output sizes are adjusted to match the dimensions of data and latent representations. The latent representation in both models has 128 dimensions, so that the encoders for the NP and the NP path in ANP have 256 output channels to represent both the mean and the standard deviation of a Gaussian distribution (in practice, we predict the variance, not the standard deviation). The attention mechanism in ANP also uses 128 as the embedding dimension. These configurations follow [Le et al., 2018], who evaluated several different configurations for NP and ANP.

CONVCNP and GP-CONVCNP both use a Gaussian kernel with a learnable length scale \( l \) to map the input to a continuous representation, given by

\[
k(x, x') = \exp\left(-\frac{|x - x'|^2}{2l^2}\right)
\]

The result is discretized onto a grid, which we obtain by taking the minimum and maximum of the target inputs as the value range, padded by 0.1 units. The grid is constructed over this range with a resolution of 20 points per unit. The discretized representations are projected to 8 channels before a CNN is applied. The CNN is a 12-layer residual network with ReLU activations. The number of channels in the convolutional layers doubles every second layer for the first 6 layers and is then decreased symmetrically, leading to 8 output channels. Residual connections are implemented via concatenation. Predictions are obtained by convolving the CNN output with a target input, followed by a final projection.

B OPTIMIZATION

Recall that our optimization objective is

\[
\max_{\theta} \sum_{f \in F} \log p_\theta(y_t | x_t, x_c, y_c)
\]

which we can rewrite as

\[
\max_{\theta} \sum_{f \in F} \log p_\theta(y_t | x_t, Z)
\]

where \( Z \) is given by the different \( E \) that encode the context defined in Section 2. For CONVCNP this is deterministic, so we can maximize Eq. (9) directly. For the other methods we can again rewrite the summands as

\[
\log p(y_t | x_t, x_c, y_c) = \log \mathbb{E}_{z \sim p(z | x_c, y_c)} p(y_t | x_t, z)
\]

where we now distinguish \( z \) as an expression of \( Z \). In GP-CONVCNP, \( p(z | x_c, y_c) \) is given by the GP posterior, so for training we would need to integrate over the posterior. In practice, we just draw a single sample, which is common practice in stochastic mini-batch training. Approximating the expectation with this sample, we can also directly maximize the log-likelihood.

In contrast to the above, \( p(z | x_c, y_c) \) is an unknown or intractable mapping in NP and ANP, so we employ variational inference, i.e. we approximate \( p(z | x_c, y_c) \) with a member of some family \( Q \) that we can find by optimization. The log-likelihood then becomes

\[
\log p(y_t | x_t, x_c, y_c) \geq \mathbb{E}_{z \sim q(z | x_t, y_t)} \log p(y_t | x_t, z) - D_{KL}(q(z | x_t, y_t) || p(z | x_c, y_c))
\]

where the inequality follows from Jensen’s inequality. To maximize the LHS it is sufficient to maximize the RHS,

\[
D_{KL}(q(z | x_t, y_t) || p(z | x_c, y_c)) \approx \mathbb{E}_{z \sim q(z | x_t, y_t)} \log p(y_t | x_t, z) - D_{KL}(q(z | x_t, y_t) || q(z | x_c, y_c))
\]

where the inequality follows from Jensen’s inequality. To maximize the LHS it is sufficient to maximize the RHS, and Eq. (13) is what is being optimized in NP and ANP. \( q \) corresponds to what we designated as \( E \) in Section 2. Like for GP-CONVCNP, we approximate the expectation with a single sample during training.

In our implementation, we use Adam with an initial learning rate of 0.001. We train each model for 600 000 batches with a batch size of 256. We repeatedly multiply the learning rate by \( \gamma = 0.995 \) after training for 1000 batches.

C DATA & EVALUATION DETAILS

C.1 SYNTHETIC DATA

For all synthetic time series draws we define the x-axis to cover the interval \([-3, 3]\). As outlined in Section 3.2, we draw \( N \) context points randomly from this interval, with \( N \) a random integer from the range \([3, 100]\). We then draw \( M \) target points in the same manner, with \( M \) a random integer from \([N, 100]\). During training, we add the context points to the target set so that the methods learn to reconstruct the context. These are the different types we evaluate:

\[
\frac{1}{M} \sum_{t=1}^{M} \left| y_t - \hat{y}_t \right|
\]
1. Samples from a Gaussian Process with a Matern-5/2 kernel with lengthscale parameter \( l = 0.5 \). The kernel is given by

\[
k(x, x') = \left( 1 + \frac{\sqrt{5}|x - x'|}{l} + \frac{5|x - x'|^2}{3l^2} \right) \cdot \exp\left( -\frac{5|x - x'|}{l} \right)
\]  

(14)

2. Samples from a Gaussian Process with a weakly periodic kernel that is given by

\[
k(x, x') = \exp\left( -\frac{|x - x'|^2}{8} \right) \cdot \exp\left( (\cos(8\pi x) - \cos(8\pi x'))^2 \right) \cdot \exp\left( (\sin(8\pi x) - \sin(8\pi x'))^2 \right)
\]  

(15)

3. Fourier series that are given by

\[
f(x) = a_0 + \sum_{k=1}^{K} a_k \cos(kx - \phi_k)
\]

where \( K \) is a random integer from \([10, 20]\) and \( a_k \) (including \( a_0 \)) as well as \( \phi_k \) are random real numbers drawn from \([-1, 1]\).

4. Step functions, where we draw \( S \) stepping points along the x-axis, with \( S \) a random integer from \([3, 10]\). The interval between two stepping points is assigned a constant value that is drawn from \([-3, 3]\). We ensure that each interval is at least 0.1 units wide and that the step difference is also at least 0.1 units in magnitude.

### C.2 TEMPERATURE TIME SERIES

The temperature dataset we work with is taken from [historical-hourly-weather-data](https://www.kaggle.com/selfishgene/historical-hourly-weather-data). It consists of hourly temperature measurements in 30 US and Canadian cities as well as 6 Israeli cities, taken continuously over the course of \( \sim 5 \) years. Occasionally there are NaN values reported in the dataset, we either crop those when at the beginning/end of a sequence or fill them via linear interpolation. We use the US/Canadian cities as our training and validation set and the Israeli cities as our test set. For both training and testing we draw random sequences of length 720 (i.e. 30 days) from the corresponding set, and then draw \( N \) context points and \( M \) target points from the sequence, with \( N \) from the interval \([20, 100]\) and \( M \) from \([N, 100]\). The temperatures for each city are normalized by their respective means and standard deviations, and we define the time range for a given sequence to be \([0, 3]\), so that one time unit is equivalent to 10 days. We evaluate each seed for a model with 100 random samples and report the mean and standard deviation over 5 seeds for each model. For convenience, we include the data with our implementation.

### C.3 POPULATION DYNAMICS

We simulate population dynamics of a predator-prey population with a Lotka-Volterra model. Let \( X \) be the number of predators at a given time and \( Y \) the number of prey. We draw initial numbers \( X \) from \([50, 100]\) and \( Y \) from \([100, 150]\). We then draw time increments from an exponential distribution and after each time increment one of the following events occurs:

1. A single predator is born with probability proportional to the rate \( \theta_0 \cdot X \cdot Y \)
2. A single predator dies with probability proportional to the rate \( \theta_1 \cdot X \)
3. A single prey is born with probability proportional to the rate \( \theta_2 \cdot X \)
4. A single prey dies with probability proportional to the rate \( \theta_3 \cdot Y \)

The rate of the exponential distribution we draw time increments from is the sum of the above rates. Each population is simulated for 10000 events, and we reject populations that have died out, populations that exceed a total number of 500 individuals at any given point, as well as those whose accumulated time is larger than 100 units. To get value ranges that are better suitable for training, we rescale the time axis by a factor 0.1 and the population axis by a factor 0.01. For each population we draw \( \theta_0 \) from \([0.005, 0.01]\), \( \theta_1 \) from \([0.5, 0.8]\), \( \theta_2 \) from \([0.5, 0.8]\) and \( \theta_3 \) from \([0.005, 0.01]\). These parameters result in roughly 2/3 of the simulated populations matching our criteria. We also tried the parameters reported in [Gordon et al., 2020](https://example-models/blob/master/knitr/lotka-volterra/hudson-bay-lynx-hare), but found that we had to reject more than 90% of populations, which meant an unreasonably long training time, as the simulation process for the populations is difficult to parallelize and thus rather slow. The \( N \) context points and \( M \) target points are again drawn randomly from a population, with \( N \) from \([20, 100]\) and \( M \) from \([\max(70, N), 150]\).

We evaluate models trained on simulated data on real world measurements of a lynx-hare population. The data were recorded at the end of the 19th and the start of the 20th century by the Hudson’s Bay Company. To the best of our knowledge, the data represent recorded trades of pelts from the two animals and not direct measurements of the populations. There is no unique source for the data in a tabular format, but we used [historical-hourly-weather-data](https://github.com/stan-dev/example-models/blob/master/knitr/lotka-volterra/hudson-bay-lynx-hare) and include the data with our code for convenience. For evaluation, we normalize the data so that the mean population matches the mean of populations in the simulated data and the time interval matches the mean duration of a simulated population.
C.4 WASSERSTEIN DISTANCE

As outlined in Section 3, we seek to compare the distribution of samples from a model with a reference distribution, which we have access to for the synthetic examples sampled from a GP in the form of the prediction from the same GP. Comparing distributions is usually done with either some form of f-divergence (e.g. the Kullback-Leibler divergence) or with an Integral Probability Measure (IPM) f-divergences require evaluations of likelihoods in both distributions, while we can only evaluate those under the GP posterior but not in our models. IPM only compare samples from the distributions and are thus suited for our scenario. One of the more well-known measures from this group is the Wasserstein distance given by:

\[ W_p(P, Q) = \min_\pi \left( \sum_{i=1}^{|P|} ||x_i - y_{\pi(i)}||^p \right)^{1/p} \]  

(17)

where \( P = \{x_i\} \) and \( Q = \{y_i\} \) are collections of samples from the two distributions. In colloquial terms, the Wasserstein distance is the minimum overall distance between sample pairs, taken over all possible pairings between samples from the two distributions. For this reason the Wasserstein-1 distance is also called the Earth Mover Distance. \( p \) is the only hyperparameter we need to select, making this measure a very convenient choice. We set \( p = 2 \) so that the underlying distance metric becomes the Euclidean distance.

D ADDITIONAL RESULTS

In this section we show some additional results, specifically we show the performance as a function of the number of context points (Fig. A.2) as well as examples for NP and ANP on the temperature time series dataset in Fig. A.3 and on the population dynamics dataset in Fig. A.4. We also show results on the population dynamics dataset in Table A.1 using a different evaluation method compared to the main manuscript.

Table A.1: This table corresponds to the rightmost column in Table 2, i.e. it shows results on the real world population dynamics data. In Table 2 the evaluation was performed as seen in Fig. 3 meaning one contiguous interval on the data was selected as the target region and the rest of the data is provided as context, following Gordon et al. [2020]. Here we instead sample the context and target points randomly from the entire interval, like we do in the other experiments as well. For each seed, we average over 100 random draws and report the standard deviation over 5 seeds as errors. While CONV-CNP maintains leading performance in terms of reconstruction error, GP-CONV-CNP significantly outperforms the other methods in predictive performance, similar to what we found in Table 2. All methods perform worse compared to the evaluation method used in Table 2 of swapping the kernel interpolation for a GP to make the comparison fair. All other hyper parameters are the same as in the time series experiments.

Examples for both CONV-CNP and GP-CONV-CNP can be seen in Fig. A.5, Fig. A.6 and Fig. A.7 with each example taken from the test sets. There is not noticeable visual difference between the two model, so we assume that the improved performance is due to better estimates of the predictive uncertainty (i.e. the standard deviation of the predicted Gaussian). In terms of performance, we found that inference takes roughly 1.5x as long for GP-CONV-CNP as it does for CONV-CNP, which we believe is still an acceptable tradeoff.

E IMAGE EXPERIMENTS

For a more complete comparison of our model with CONV-CNP, we include image experiments, specifically MNIST, CIFAR10 and CelebA. For the latter two, we work with re-sampled images at 32×32 resolution. The context set has a size drawn from \([20, 400]\) (\([20, 300]\) for MNIST), the target set a size drawn from \([50, 400]\), and we reconstruct both target and context points during training. We evaluate the average log-likelihood of the model predictions on the respective test sets, as seen in Table A.3. The implementation of CONV-CNP is again taken directly from the official repository, and we leave the architecture unchanged with the exception
Figure A.2: Performance as a function of the number of context points for the two synthetic GP examples. For sparse context points, our model and CONVCNP are on par, while an increasing number of context points leads to an advantage for our model.

Figure A.3: Examples from the temperature time series test set for NP and ANP. For the interpolation task (left) we provide context points from the full sequence, for the extrapolation task (right) we provide context points in the first half of the sequence and evaluate the second. Both methods are unable to fit the context points, likely because the frequency is too high to be represented in the models.
Figure A.4: Example of NP and ANP applied to the simulated Lotka-Volterra population dynamics (top) and to the real Hudson Bay Company lynx-hare dataset (bottom). Similar to CONVCNP and GP-CONVCNP, seen in Fig. 3, both work well on simulated data. On the real data, however, both struggle to fit the context points and produce a poor prediction for the test interval.
Figure A.5: Examples for CONV-CNP and GP-CONV-CNP applied on MNIST test data. Models were trained on the training set. Numbers indicate the number of context points and the top left panel shows the reference image for each case.
Figure A.6: Examples for ConvCNP and GP-ConvCNP applied on CIFAR10 test data. Models were trained on the training set. Numbers indicate the number of context points and the top left panel shows the reference image for each case.
Figure A.7: Examples for CONV-CNP and GP-CONV-CNP applied on CelebA test data, resized to 32x32 resolution. Models were trained on the training set. Numbers indicate the number of context points and the top left panel shows the reference image for each case.