Exploring metallicity-dependent rates of Type Ia supernovae and their impact on galaxy formation
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ABSTRACT
Type Ia supernovae play a critical role in stellar feedback and elemental enrichment in galaxies. Recent transient surveys like the All-Sky Automated Survey for Supernova (ASAS-SN) and the Dark Energy Survey (DES) find that the specific Ia rate at $z \sim 0$ may be $\lesssim 20 - 50x$ higher in lower-mass galaxies than at Milky Way-mass. Independently, Milky Way observations show that the close-binary fraction of solar-type stars is higher at lower metallicity. Motivated by these observations, we use the FIRE-2 cosmological zoom-in simulations to explore the impact of varying Ia rate models, including metallicity dependence, on galaxies across a range of stellar masses: $10^7 M_\odot - 10^{11} M_\odot$. First, we benchmark our simulated star-formation histories (SFHs) against observations. We show that assumed SFHs and stellar mass functions play a major role in determining the degree of tension between observations and metallicity-independent Ia rate models, and potentially cause ASAS-SN and DES observations against observations. We show that assumed SFHs and stellar mass functions play a major role in determining the degree of tension between observations and metallicity-independent Ia rate models, and potentially cause ASAS-SN and DES observations to be much more consistent with each other than might naively appear. Models in which the Ia rate increases with decreasing metallicity provide significantly better agreement with observations. Encouragingly, these increases in Ia rate ($\gtrsim 10x$ in low-mass galaxies) do not significantly impact galaxy stellar masses and morphologies: effective radii, axis ratios, and $\sigma$ remain largely unaffected except for our most extreme rate models. We explore implications for both $[Fe/H]$ and $[\alpha/Fe]$ enrichment: metallicity-dependent Ia rate models can improve agreement with the observed stellar mass-metallicity relations in low-mass galaxies. Our results demonstrate that a wide range of metallicity-dependent Ia models are viable for galaxy formation and motivate future work in this area.
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1 INTRODUCTION
Type Ia supernovae arise from the thermonuclear explosions of carbon-oxygen white dwarf (WD) stars (Hoyle & Fowler 1960) and have importance across astrophysics and cosmology. In addition to being significant sources of iron and other elements, they provide mechanical feedback in the inter-stellar medium (ISM) of galaxies - see for example Iwamoto et al. (1999), Brachwitz et al. (2000), Lach et al. (2020) for discussions of Ia nucleosynthesis and Matteucci & Greggio (1986), Kobayashi et al. (2006, 2015, 2020) for their impact on galactic and cosmic elemental enrichment. Ia are also fundamental to our study of cosmic expansion, since their intrinsic luminosities and therefore distances can be constrained with high precision (Phillips 1993; Hamuy et al. 1995, amongst others), and their homogeneity allows for their use as ‘standard candles’ – an important rung of the extragalactic distance ladder. This makes them excellent probes of the Universe on the largest scales and of the evolution of cosmic expansion (see for example Scolnic 2013; Abbott et al. 2019; Riess 2020).

Despite the critical role that Ia supernovae play in astrophysics and cosmology, our understanding of their progenitors and explosion mechanisms remains limited (see Maoz & Mannucci 2012; Wang & Han 2012; Maoz et al. 2014, for reviews on the subject). There are two main competing ideas regarding the physical progenitor systems that lead to the explosion, both involving a WD in a close-binary system with a companion star. In the single-degenerate (SD) scenario, the binary companion is a main sequence (MS) star (as in Whelan & Iben 1973; Nomoto 1982), while in the double-degenerate (DD) model it is another carbon-oxygen WD (eg., Tutukov & Iungelson 1976; Tutukov & Yungelson 1979; Iben & Tutukov 1984; Webbink 1984; Thompson 2011; Dong et al. 2015). Both ideas have their pros and cons: although observational evidence disfavours the SD model in many cases (Nugent et al. 2011; Chomiuk et al. 2012; Shappee et al. 2013, 2018; Tucker et al. 2020), there are theoretical difficulties with the exact production mechanism of Ia from the DD scenario (Shen et al. 2012, for example).
Characterizing the delay time distribution (DTD) of Ia supernovae is essential to test the validity of various progenitor scenarios. The DTD describes the supernova rate as a function of the time since star formation, and thus carries characteristic signatures of the progenitor mechanism (see Wang & Han 2012; Maoz & Graur 2017, for a review of observations). The SD scenario produces a broad range of functional forms, most of which fail to account for the longer delay times seen in observations (for example Graur et al. 2014). Conversely, most DD models predict a power-law DTD form of roughly $\tau^{-1}$, where $\tau$ is the delay time after the formation of a stellar population. There is also evidence that some Ia occur promptly after star formation ($\lesssim 100$ Myr), along with a delayed component that occurs much later ($\gtrsim 1$ Gyr) (Mannucci et al. 2005; Scannapieco & Bildsten 2005; Sullivan et al. 2006; Brandt et al. 2010; Maoz et al. 2011; Maoz & Mannucci 2012).

Another key observation in the study of Type Ia supernovae is the properties of their host galaxies. According to observations, lower-mass galaxies produce more Ia per unit stellar mass than higher-mass galaxies (for example Mannucci et al. 2005). Many observational surveys have studied the relationship between Ia and their host galaxies, such as the Lick Observatory Supernova Survey (LOSS; Li et al. 2000), the Nearby Supernova Factory (SNFactory; Aldering et al. 2002; Childress et al. 2013), the Texas Supernova Search (TSS; Quimby 2006), the SuperNova Legacy Survey (SNLS; Astier et al. 2006; Guy et al. 2010), Sloan Digital Sky Survey-II Supernova Survey (Friedman et al. 2008), and the Palomar Transient Facility (PTF; Law et al. 2009). These efforts have identified trends between the Ia rate and galaxy characteristics (seeNeill et al. 2006; Sullivan et al. 2006; Li et al. 2011; Quimby et al. 2012; Smith et al. 2012; Gao & Pritchet 2013; Graur & Maoz 2013; Graur et al. 2015, 2017; Heringer et al. 2017, 2019).

Recently, Brown et al. (2019) showed that in the All-Sky Automated Survey for Supernova (ASAS-SN; Shappee et al. 2013; Kochanek et al. 2017), the specific rate of Ia supernovae (total rate divided by galaxy stellar mass) is significantly higher in lower-mass galaxies, being $\sim 20-50$ times higher at $M_{\text{star}} \sim 10^7 M_\odot$ than at $M_{\text{star}} \sim 10^{10} M_\odot$ in their strongest observed trends. One might expect this trend qualitatively, given that more massive galaxies have lower specific star formation rates ($s$SFRs) on average at $z \sim 0$, and thus have lower specific Ia rates – especially due to the strong prompt component of Ia rate models after a brief time delay following a burst of star formation. However, Brown et al. (2019) find no significant difference in this mass dependence even when splitting their sample of supernova host galaxies into star-forming and quiescent. Furthermore, their inferred increase of $\sim 20-50\times$ appears quantitatively too strong to be explained simply by the dependence of average $s$SFR on galaxy stellar mass. This seemingly indicates that the observed trend is not simply a consequence of galaxies being star-forming or quiescent at different masses, but rather has something to do with the intrinsic nature of the Ia rates themselves.

Other supernova survey results also show similar trends relative to host galaxy mass, such as Graur & Maoz (2013) and more recently, the Dark Energy Survey (DES; Wiseman et al. 2021), among others. While the results from these different studies all qualitatively agree on the observed increase in Ia specific rate at lower galaxy stellar mass, they contain certain differences in the properties of their supernova and host galaxy samples. In particular, the Graur & Maoz (2013) results span a range from $10^{10} M_\odot$ to $10^{11.5} M_\odot$ in galaxy stellar mass, the DES (Wiseman et al. 2021) sample from $10^8 M_\odot$ to $10^{11.5} M_\odot$, and the ASAS-SN (Brown et al. 2019) sample covering the largest range from $10^7 M_\odot$ to $10^{11.5} M_\odot$. Additionally, the volume-limited sample from ASAS-SN is the most local ($z < 0.02$), while the other two samples cover slightly higher redshift ranges while still being close to present day; $z \sim 0.1$ for Graur & Maoz (2013) and $0.2 < z < 0.6$ for DES. Sample nuances notwithstanding, the fact remains that multiple supernova surveys have shown that the specific Ia rate increases with decreasing galaxy mass.

In this paper we explore potential variations to models for Ia rates and DTDs that might account for this mass dependence. One motivation comes from observations of stars in the Milky Way: the close-binary fraction of solar-type stars in our Galaxy is higher in stellar populations with lower metallicity (see Moe et al. 2019, for example). This has potential implications for Ia rates, because all widely accepted models for Ia require the presence of stars in a close-binary system. To the extent that stellar populations in lower-mass galaxies are more metal-poor on average, (for example Lequeux et al. 1979; Tremonti et al. 2004; Gallazzi et al. 2005; Lee et al. 2006; Kirby et al. 2013; Leethochawalit et al. 2018), lower-mass galaxies should have higher close-binary fractions, potentially boosting their Ia rates per unit stellar mass relative to higher-mass galaxies. For a related viewpoint regarding the dependence of wide binary fractions on iron abundance, see Hwang et al. (2021). Further motivation for metallicity dependence to Ia rates also comes from other observations of Milky Way stellar populations: blue straggler stars (BSS) are more common at lower metallicities (as discussed in Wyse et al. 2020). While this study argues that mass transfer in close-binary pairs is the likely cause for BSS formation, this result has implications for Ia rates too, by lending further credence to the prevalence of higher close-binary fractions in metal-poor populations. This motivates our exploration of metallicity-dependence Ia rate models in an effort to investigate the mass dependence of specific Ia rates, and their implications for the astrophysics of stellar feedback and elemental enrichment in galaxy formation.

A number of previous studies have examined different models for the rates of core-collapse supernova in galaxy simulations (Springel & Hernquist 2003; Ageritz et al. 2013; Crain et al. 2015; Kim et al. 2016; Rosdahl et al. 2017; Peebles et al. 2019; Keller & Kruijssen 2020), and certain previous observational studies (such as Cooper et al. 2009) have discussed metallicity dependence of observed Ia rates. However, to our knowledge our paper is the first to explore metallicity-dependent models for Ia rates using cosmological zoom-in simulations, through which we also study their impact on galaxy formation.

2 METHODS

2.1 FIRE-2 simulations

We use a fiducial suite of 28 cosmological zoom-in simulations of galaxies with stellar masses from $10^7 M_\odot$ - $10^{11.2} M_\odot$, from the Feedback In Realistic Environments (FIRE) project (Hopkins 2018b). FIRE simulations are run using Gizmo, a Lagrangian Meshless Finite Mass (MFM) hydrodynamics code (Hopkins 2015). Each simulation includes an implementation of fluid dynamics, star formation, and stellar feedback based on the FIRE-2 numerical prescription. FIRE-2 models the multi-phase inter-stellar medium (ISM) in galaxies and incorporates physically motivated, metallicity-dependent radiative heating and cooling processes for gas. These include free-free, photoionisation and recombinaction, Compton, photoelectric and dust collisional, cosmic ray, molecular, metal-line, and fine structure processes. They account for 11 elements (H, He, C, N,
Table 1. The properties of the FIRE-2 simulations that we analyse at $z = 0$. These are the original FIRE-2 simulations that used the Mannucci et al. (2006) DTD, and form the fiducial suite that we use for our analysis. For details of the re-simulations with varying rate models, refer to Table 2 and Section 2.4. We measure all properties (including total stellar mass and Ia rates) using all star particles within a 15 kpc spherical volume around each host galaxy. We list the initial star and gas particle masses under ‘Baryonic Resolution’. $\tau_{90}$ denotes the lookback time from present day at which a galaxy assembled 90% per cent of its current stellar mass, while sSFR denotes the specific star formation rate at $z \sim 0$ (averaged over the last 500 Myr in lookback time).

| Name$^1$ | Stellar Mass $[M_\odot]$ | Baryonic Resolution $[M_\odot]$ | $\tau_{90}$ (lookback) [Gyr] | sSFR $[10^{-11}\text{[yr}^{-1}]]$ | Ref. |
|---------|-----------------|-----------------|----------------|----------------|-----|
| m12m    | $1.2 \times 10^{11}$ | 7100            | 1.49           | 11.2           | A   |
| m12b    | $9.3 \times 10^{10}$ | 4000            | 1.38           | 13.0           | B   |
| m12f    | $9.1 \times 10^{10}$ | 7100            | 1.27           | 12.0           | C   |
| Thelma  | $8.2 \times 10^{10}$ | 7100            | 1.19           | 11.4           | D   |
| Romeo   | $7.5 \times 10^{10}$ | 4000            | 1.08           | 14.8           | C   |
| m12i    | $6.9 \times 10^{10}$ | 3500            | 2.13           | 8.10           | C   |
| m12c    | $6.8 \times 10^{10}$ | 7100            | 1.45           | 11.1           | E   |
| m12w    | $6.3 \times 10^{10}$ | 7100            | 0.98           | 15.6           | C   |
| m11g    | $6.1 \times 10^{10}$ | 7100            | 0.92           | 22.7           | F   |
| Remus   | $5.2 \times 10^{10}$ | 12000           | 0.97           | 18.6           | G   |
| Juliet  | $4.8 \times 10^{10}$ | 4000            | 1.89           | 8.34           | B   |
| Louise  | $4.1 \times 10^{10}$ | 3500            | 1.57           | 10.3           | C   |
| m11f    | $2.7 \times 10^{10}$ | 4000            | 1.52           | 10.5           | C   |
| m12z    | $2.7 \times 10^{10}$ | 12000           | 0.76           | 19.1           | G   |
| m12r    | $2.2 \times 10^{10}$ | 4200            | 0.55           | 25.3           | C   |
| m12v    | $1.8 \times 10^{10}$ | 7100            | 0.83           | 15.7           | F   |
| m11d    | $1.0 \times 10^{10}$ | 7100            | 0.78           | 18.0           | H   |
| m11e    | $1.5 \times 10^{10}$ | 7100            | 0.90           | 16.7           | H   |
| m11v    | $1.1 \times 10^{10}$ | 7100            | 0.62           | 21.6           | A   |
| m11i    | $1.0 \times 10^{10}$ | 7100            | 1.14           | 9.07           | H   |
| m1ic    | $8.9 \times 10^{9}$  | 2100            | 0.91           | 16.7           | A   |
| m11q    | $4.0 \times 10^{9}$  | 880             | 1.65           | 7.69           | A   |
| m11h    | $4.0 \times 10^{9}$  | 880             | 3.02           | 1.01           | H   |
| m11a    | $1.3 \times 10^{9}$  | 2100            | 1.30           | 15.2           | G   |
| m11b    | $4.9 \times 10^{7}$  | 2100            | 2.17           | 1.68           | B   |
| m10z    | $4.0 \times 10^{7}$  | 250             | 0.93           | 7.03           | A   |
| m10y    | $2.3 \times 10^{7}$  | 250             | 2.06           | 2.50           | A   |
| m09     | $1.2 \times 10^{6}$  | 250 [& 30]      | 11.7           | $\approx 0$    | I   |

$^1$Simulation first introduced at this resolution in: A: Hopkins et al. (2018b), B: Garrison-Kimmel et al. (2019b), C: Garrison-Kimmel et al. (2019a), D: Garrison-Kimmel et al. (2017), E: Wetzel et al. (2016), F: Samuel et al. (2020), G: Chan et al. (2018), H: El-Badry et al. (2018), and I: Wheeler et al. (2019).
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In FIRE-2, star particles evolve along standard stellar population models from e.g. STARBURST99 v7.0 (Leitherer et al. 1999). We also include the following time-resolved stellar feedback processes: core-collapse and Type Ia supernovae, continuous mass loss, radiation pressure, photoionisation, and photo-electric heating. FIRE-2 uses rates for core-collapse supernovae from STARBURST99 (Leitherer et al. 1999), and their nucleosynthetic yields from Nomoto et al. (2006). Stellar wind yields, sourced primarily from O, B, and AGB stars, are from a combination of models from van den Hoek & Groenewegen (1997), Marigo (2001), and Izzard et al. (2004), synthesised in Wiersma et al. (2009). For details on the implementation of Ia supernovae, see Section 2.3. For a discussion of the implementation of supernova feedback energetics in FIRE-2, see Hopkins et al. (2018a).

We generate cosmological zoom-in initial conditions for each simulation at $z = 99$ using the MUSIC code (Hahn & Abel 2011). These initial conditions are embedded within periodic cosmological boxes of side length ranging from 70 to 172 Mpc. We save 600 snapshots per simulation from $z = 99$ to $z = 0$, with an average spacing of $\lesssim 25$ Myr. For all simulations we assume flat ΛCDM cosmology, using parameters broadly consistent with those from Planck Collaboration et al. (2018): $h = 0.68 \pm 0.07$, $\Omega_\Lambda = 0.69 \pm 0.07$, $\Omega_m = 0.266 \pm 0.031$, $\Omega_b = 0.0455 \pm 0.048$, $\sigma_8 = 0.801 \pm 0.082$, and $n_s = 0.961 \pm 0.097$.

In each simulation, we consider only the host galaxy and not the satellites. Our sample of simulated galaxies contains 15 hosts with dark matter (DM) halo masses of $M_{200m} \approx 10^{12} M_\odot$ (labelled as ‘m12’), along with ‘Romeo’, ‘Juliet’, ‘Romulus’, ‘Remus’, ‘Thelma’, and ‘Louise’), 10 with halo masses of $M_{200m} \approx 10^{11} M_\odot$ (labelled as ‘m11’), 2 with halo masses of $M_{200m} \approx 10^{10} M_\odot$ (labelled as ‘m10’), and 1 with a halo mass of $M_{200m} \approx 10^{9} M_\odot$ (labelled as ‘m09’). Here $M_{200m}$ refers to the total mass within the radius containing 200 times the mean matter density of the Universe.

Table 1 lists all of the (fiducial) FIRE-2 simulations that we use along with the stellar masses of each galaxy, the initial baryonic particle masses in the simulation, the lookback time to when each galaxy assembled 90 per cent of its stellar mass at $z = 0$, and its sSFR at $z = 0$.

In this paper, we examine not only metallicity-dependent models for Ia supernova rates using the FIRE simulations, but also their dependence on and impact on various galaxy properties – star formation rate (SFR), star formation history (SFH), morphology, and elemental abundance. Previous studies have benchmarked a number of these properties for the fiducial FIRE-2 simulations, and we list them here for reference. Hopkins et al. (2018a) describe the implementation and testing of supernova modelling in FIRE-2, but without much specific detail on different models for Ia rates. For discussion of stellar mass assembly timescales and SFHs in FIRE-2 galaxies, see Garrison-Kimmel et al. (2019a), Garrison-Kimmel et al. (2019b), Graus et al. (2019), Iyer et al. (2020), and Santisteban et al. (2020). Sparre et al. (2017) and Flores Velázquez et al. (2021) examined SFRs of FIRE-2 galaxies using different observational tracers, while Emami et al. (2021) tested the impact of bursty SFHs on the sizes of FIRE-2 low-mass galaxies. For stellar elemental abundances in FIRE, Ma et al. (2016), Escala et al. (2018), and Hopkins et al. (2020) benchmarked both iron and alpha-capture element distributions in high-mass and low-mass galaxies, while Wheeler et al. (2019) provided the same for ultra-faint galaxies.

2.2 Benchmarking star-formation histories in FIRE-2

Before studying supernova rates, we first examine the SFHs for FIRE-2 galaxies. Irrespective of choice of Ia DTD (either the Mannucci
et al. (2006) or the Maoz & Graur (2017) models), at any given time, Ia rates should be most sensitive to recent star formation. In Appendix A and Figure A1, we show that for the entire range in galaxy masses we consider, star formation within the last ~ 1Gyr in lookback time accounts for the majority of Ia events at $z = 0$, with lower-mass galaxies being somewhat more sensitive to slightly earlier star formation. Thus, we benchmark recent SFHs in our simulations against a compilation of observations and semi-empirical models of galaxies from $10^7 M_\odot$ to $10^{11} M_\odot$, to provide confidence in using FIRE-2 to compare to observed Ia rates and to test alternative rate models.

Figure 1 shows the sSFR at $z = 0$ versus stellar mass for each FIRE-2 galaxy. We also show sSFRs from a compilation of observations as well as from the semi-empirical UniverseMachine model (hereafter UM; Behroozi et al. 2019). In computing present-day sSFRs, we take the mean of the sSFR, ($\langle M_* \rangle$), over the last 500Myr in lookback time, to account for stochasticity in the simulations and to better match the redshift range of the observations. We show the mean or median trend line along with 68% confidence intervals for the observed samples wherever applicable, while for the remaining observations we provide a best-fit relation to compare against.

The intrinsic scatter between different observational star-forming main sequence (SFMS) relations is large, likely from the variety of techniques used to infer SFRs in their respective samples. Whitaker et al. (2012) rely on Spitzer-MIPS fluxes from the S-COSMOS and FIDEL surveys. Speagle et al. (2014) present a compilation of SFMS measurements from a variety of observational papers using different techniques for measuring SFRs. Ilbert et al. (2015) rely on mid- and far-infrared observations of a catalogue of galaxies from the COSMOS and GOODS surveys. Johnston et al. (2015) employ SED fitting of broad-band photometry and mid-infrared data from the VIDEO survey. Aird et al. (2017) use deep Chandra X-ray luminosity observations and measurements of high- and low-mass X-ray binary stars. McGaugh et al. (2017) estimate SFRs for lower-mass (and low-surface-brightness) galaxies using a compilation of Hα flux measurements. Popesso et al. (2019) leverage infrared observations from WISE and Herschel as well as Hα fluxes. Finally, Sánchez-Menguiano et al. (2019) derive SFRs from dust-corrected Hα luminosities of galaxies in the SDSS-IV MaNGA survey. We do not claim to prefer any one sample over the others, because the differences in the various observational techniques are beyond the scope of this paper - for a more detailed study of different SFR tracers in the FIRE simulations, see Flores Velázquez et al. (2021) instead. Here, however, we present the entire spread of observed samples to compare our simulations against.

Nominally, the FIRE-2 trendline for all $M_*$ does not necessarily agree with any single observed sample extrapolated across the entire mass range – in particular, some such as Ilbert et al. (2015) show a significantly steeper trend in sSFR. However, all of our $M_* > 10^9 M_\odot$ simulations broadly agree with the full range of observed sSFRs after accounting for 1σ uncertainties and systematic scatter between datasets. Although extrapolations of the higher-mass observed SFMS to $M_* < 10^9 M_\odot$ would suggest tension with our lower-mass simulations, those simulations agree within 1σ with the McGaugh et al. (2017) values, measured directly for low-mass galaxies. Additionally, in Appendix B and Figure B1, we compare the 90% per cent stellar mass assembly timescales for FIRE-2 galaxies with observed values for Local Group galaxies as well as observed and semi-empirical values at high masses. That comparison shows good systematic agreement between our low-mass simulations and Local Group observations. Since a slightly longer star formation timescale is relevant for $z \sim 0$ Ia rates for low-mass galaxies, this comparison provides confidence in our low-mass SFHs despite the seeming tension with extrapolations of the high-mass SFMs. Altogether, examining our simulated SFHs validates their accuracy, especially in the context of their Ia rates being ‘realistic’ and not biased by the idiosyncrasies of their recent SFHs.

2.3 Type Ia supernovae: delay time distributions and nucleosynthetic yields

FIRE-2 assumes nucleosynthetic yields for Type Ia supernovae from Iwamoto et al. (1999). The original Ia DTD implementation in FIRE-2 is that of Mannucci et al. (2006), which uses a prompt Gaussian component followed by a constant rate at later times. However, the DTD from Maoz & Graur (2017), with a roughly $\tau^{-1}$ form, is more observationally and theoretically motivated. Thus, for our analysis here, we focus on the DTD from Maoz & Graur (2017) and metallicity-dependent modifications to its normalisation (as described in Section 2.4). We also examine re-simulations of specific galaxies with different metallicity-dependent Ia rate models, as discussed in Section 2.4 and Table 2. The left and centre panels of Figure 2 compare the functional forms of the two DTDs, with the FIRE-2 implementation of the core-collapse supernova rates also shown for comparison.

As Figure 2 (centre) shows, the Maoz & Graur (2017) DTD leads to a higher cumulative number of Ia for times $\geq 100$ Myr, and the ratio of the number of supernovae relative to the Mannucci et al. (2006) DTD is: 2.4 at 1 Gyr, 1.81 at 10 Gyr, and 1.47 at 13.7 Gyr. Also, the total number of core-collapse supernovae is ~ 10× higher than Ia in either case, and the mechanical kinetic energy of IMF-averaged supernova events implemented in FIRE-2 is identical for core-collapse and Ia ($\sim 10^{51}$ erg), so Ia do not dominate supernova feedback unless their rate is increased by more than 10×, which is important for understanding the results from our metallicity-dependent Ia rates. To explore the overall normalization of this rate increase, we also impose an (arbitrary) cap on how much the rate can be boosted – either 10× or 100×, as Equation 1 shows.

During simulation runtime, Gizmo samples supernova events probabilistically from the DTD based on the age of each star particle. For the first part of our analysis, we re-compute Ia rates keeping galaxy properties fixed (as shown in Table 1), by post-processing a single $z = 0$ snapshot. We consider the ages (at $z = 0$) of all star particles within a 15 kpc spherical volume around each host galaxy, and we apply them to the DTD of choice to retrieve an Ia rate for each star particle. We then add these to obtain an overall Ia rate for the galaxy, and we divided by the total stellar mass of the galaxy at $z = 0$ to compute the specific Ia rate. To account for stochasticity (burstiness) in the star-formation rates, and to roughly match the redshift distribution of the observations that we compare against, we average the Ia rate over the past 500 Myr in lookback time from $z = 0$.

2.4 Metallicity-dependent Ia rates and re-simulations

Motivated by observations of the Milky Way showing that the close-binary fraction of stars is higher in lower-metallicity stars (see Section 1), we introduce a power-law metallicity-dependent modifier to the normalization of the Ia DTD from Maoz & Graur (2017). Note that a detailed theoretical examination of the physics behind such a metallicity dependence and its exact nature are beyond the scope of this paper; instead we carry out an empirical analysis of metallicity-dependent rate modifications using the FIRE-2 simulations, and their macroscopic effects on stellar feedback, elemental enrichment, and galaxy formation in general.
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Figure 1. Specific star formation rate (sSFR) at $z = 0$. We show sSFR averaged over the last 500 Myr for FIRE-2 galaxies (red points), compared to observations (Whitaker et al. 2012; Speagle et al. 2014; Ilbert et al. 2015; Johnston et al. 2015; Aird et al. 2017; McGaugh et al. 2017; Popesso et al. 2019; Sánchez-Menguiano et al. 2019), which we show as best-fit lines with (where provided) 1 – $\sigma$ scatter. We also compare to sSFR values from the semi-empirical model UNiVERSE MACHINE (UM; Behroozi et al. 2019). Across our entire mass range, FIRE-2 sSFRs fall within the range of observed values, although they do not necessarily agree with a single observational fit extrapolated across the entire mass range. There is general agreement even at for our lower-mass simulations, as also discussed in Appendix B and Figure B1. Because the specific rates of Ia supernovae at $z \sim 0$ are primarily sensitive to very recent star formation (within $\lesssim 1$ Gyr) and thus to sSFRs at $z \sim 0$, this broad agreement, within significant observational scatter, provides an important benchmark of our simulated SFHs and resultant Ia rates.

Figure 2. Comparison of models for the delay time distribution (DTD) of Type Ia supernovae. Left & Centre: specific rate (rate divided by stellar mass; left) and cumulative specific number (centre) of Ia versus stellar age. Mannucci et al. (2006) (blue) is the fiducial DTD used in FIRE-2 simulations, while the Maoz & Graur (2017) DTD (red) is what we use for all analysis and re-simulation in this work. The ratio of the cumulative number of Ia supernovae in Maoz & Graur (2017) relative to Mannucci et al. (2006) is: $\frac{dN_{\text{Ia}}}{dt} = 10^{7} \text{yr}^{-1} \text{M}_{\odot}^{-1}$, and resultant Ia rates.

Equation 1 shows the functional form for our power-law modifier, where for each star particle, we multiply the normalisation of the Ia rate by a power law based on total metallicity of a star particle (normalised to Solar as per Asplund et al. 2009) raised to a negative exponent, along with a choice of an artificial rate boost cap, $f_{\text{max}}$. These models simply multiply the normalisation of the Ia rates; they do not change the shape of the DTD. See Section 2.4 and Equation 1 for more on our metallicity-dependent modifiers.

Equation 1 shows the functional form for our power-law modifier, where for each star particle, we multiply the normalisation of the Maoz & Graur (2017) DTD (denoted by $dN_{\text{Ia}}/dt\, dM_{\ast}$) with the minimum of the following two quantities: (a) a metallicity-dependent power law, normalised to the solar metal mass fraction (from Asplund et al. 2009), with a variable exponent (denoted by $(Z/Z_{\odot})^{\alpha}$), and

$$\frac{dN_{\text{Ia}}}{dt\, dM_{\ast}} \equiv \frac{dN_{\text{Ia}}}{dt\, dM_{\ast}} \bigg|_{0} \times f(Z) \equiv \min \left( \left( \frac{Z}{Z_{\odot}} \right)^{\alpha} \cdot f_{\text{max}} \right)$$

(1)
(b) an (arbitrary) cap $f_{\text{max}}$ of either 10x or 100x imposed on the rate enhancement. The latter allows us to control the strength of the total boost to the Ia rate and ensure that it is not arbitrarily large for populations with arbitrarily low metallicities. A cap of 10x also means that the feedback from Ia is comparable to (does not dominate over) that from core-collapse supernovae (which we do not modify) at low metallicities.

Figure 2 (right) provides a visual representation of the metallicity dependence of our modifier, including the normalisation to Solar abundance. The impact of the choice of rate-boost cap also is visible for $[\text{M/H}] \leq -2$. Again, the (simple) modifiers that we explore affect only the normalisation of the Maoz & Graur (2017) DTD, without altering its shape.

There is an important distinction between re-computing rates in post-processing with our metallicity-dependent models and fixed galaxy properties, and self-consistently re-simulating galaxies with modified Ia rate models. To test our metallicity-dependent rate models and compare to results from observational surveys, we first compute Ia rates for various FIRE-2 simulations by applying these models in post-processing only. While this allows us to estimate the Ia rates resulting from various modifications to the DTD, it does not change the simulation’s feedback energetics, enrichment, or SFH (all of which are based on the original simulations using the DTD from Mannucci et al. 2006). Note that this is not an issue for the fiducial, metallicity-independent Maoz & Graur (2017) DTD, since the difference in the number of Ia over ~ 10 Gyr is ~ 50 per cent, but becomes a major concern when we introduce metallicity dependence. Therefore, to self-consistently model the simulations’ formation histories, we re-simulate a subset (4) of the FIRE-2 galaxies (m12i, m11e, m11b and m09, with original stellar masses of $\sim 10^9 M_\odot$, $10^8 M_\odot$, $10^7 M_\odot$, and $10^6 M_\odot$ respectively) using the DTD from Maoz & Graur (2017) and various metallicity-dependent rate modifiers. We then examine their (self-consistent) Ia rates, elemental abundances, and other galaxy properties. Table 2 lists these re-simulations, including the input models that we use and the resultant galaxy properties at $z = 0$.

2.5 Observed Ia supernova rates

The two primary observational datasets of Ia rates we compare against throughout this paper are from ASAS-SN (Brown et al. 2019) and DES (Wiseman et al. 2021). The quantity actually measured in both surveys is the number of $z \sim 0$ Ia supernovae per unit time in galaxies in a given mass bin. They then divide these values by the total stellar mass in that bin from an independently measured galaxy stellar mass function (SMF) at $z = 0$ to get a specific rate of Ia. This choice of assumed SMF is important, because it directly (linearly) affects the inferred specific rate of Ia.

Brown et al. (2019) use the SMF from Bell et al. (2003), which is a fairly ‘shallow’ mass function, with $dN/d \log M_\star$ almost flat towards lower stellar masses. On the other hand, Wiseman et al. (2021) use the Baldry et al. (2012) SMF, which is much steeper towards the low-mass end – roughly $dN/d \log M_\star \propto M_\star^{-1/2}$. This leads to a discrepancy in the total stellar mass in different mass bins assumed in both studies, especially at lower masses. As we will show, this difference in assumed stellar mass function accounts for almost all of the apparent difference in specific Ia rate between ASAS-SN and DES in the regime $< 10^9 M_\odot$.

Additionally, the choice of SMF influences the resultant abundance-matching relation in models like UM and requires different galaxy SFHs to be self-consistent. Specifically, a steeper SMF requires higher late-time SFRs to match the shallower $M_\star-M_\text{halo}$ relation, while choosing a shallower SMF requires a steeper $M_\star-M_\text{halo}$ relation and thus lower late-time SFRs, especially at lower masses. This also affects the resultant Ia rate, because supernova rates at $z \sim 0$ are sensitive to recent star formation.

In Figure 3, we compare specific rates of Ia supernovae from ASAS-SN and DES. We normalize all rates (simulated and observed) to the same (arbitrary) rate at $M_\star = 10^{10} M_\odot$. We do this because of the convention in Brown et al. (2019), as computing absolute Ia rates from observations is non-trivial, and our primary goal is to explore mass dependence of the rates, not their exact normalisation.

At masses $> 10^9 M_\odot$, the trend in specific rate from DES qualitatively agrees with the original ASAS-SN values (those that utilise the Bell et al. (2003) SMF), for both their samples, rising by a factor of 2 – 6 from $M_\star \sim 10^{11} M_\odot$ down to $\sim 10^9 M_\odot$. However, the two are discrepant for galaxies $< 10^9 M_\odot$, up to a factor of 7–8. Both original ASAS-SN samples that utilise the shallower Bell et al. (2003) SMF show significantly higher Ia rates at lower stellar masses compared to DES ($\sim 10x$ at $M_\star = 3 \times 10^8 M_\odot$ and larger at even lower masses). We also show modified versions of both ASAS-SN samples that use the Baldry et al. (2012) SMF instead, which are more consistent with DES results. We compute this by multiplying the ASAS-SN rates in...
Table 2. Re-simulations with varying Ia rate models. All analysis (including total stellar mass, Ia rates, and elemental abundances) is at $z = 0$ using star particles within 15 kpc from the galaxy’s centre. Baryonic resolutions (initial star/gas particle masses) for each set of re-simulations are: 57000 $M_{\odot}$ for all m12i, 7100 $M_{\odot}$ for all m11e, 2100 $M_{\odot}$ for all m11b, 250 $M_{\odot}$ for m09Mann and m09Z05-100x, and 30 $M_{\odot}$ for m09Maoz and m09Z05-10x. For each one, we also show the choices of power-law exponent, or $\alpha$, and rate boost cap, or $f_{\text{max}}$ (as described in Equation 1). $\tau_{90}$ denotes the time at which a galaxy assembled 90 per cent of its current stellar mass, while sSFR denotes the $z \sim 0$ specific star formation rate (those with sSFR $\geq 0$ quenched before present day from increased Ia supernova feedback, or in the case of m09 and its re-simulations, reionisation). For m12i re-simulations, [Fe/H] and [Mg/Fe] represent $M_*$-weighted linear mean values for all selected star particles, while for m11e and m11b re-simulations, they represent $M_*$-weighted median values (as described in Section 3.2.3, Equation 3, and Figure 8). For each m09 re-simulation, we show the [Fe/H] and [Mg/Fe] values that represent the $M_*$-weighted median for only those star particles that have been enriched and are no longer at the imposed initial metallicity floor (further details in Section 3.2.4 and Figure 9).

\[
\frac{dN_{\text{Ia}}}{dt dM_*}\bigg|_{\text{modified}} = \frac{dN_{\text{Ia}}}{dt dM_*}\bigg|_{\text{ASAS-SN}} \times \frac{M_*(B03)}{M_*(B12)}
\]

This modification leads to better agreement (within 1$\sigma$) between ASAS-SN and DES for Ia rates, with almost all the discrepancy at lower masses eliminated. The question of the trend in specific Ia rate versus stellar mass then comes down to that of the appropriate SMF at $z \sim 0$. A steeper SMF results in higher SFRs for low-mass galaxies at late times and specific Ia rates that have shallower dependence on stellar mass. Conversely, a shallower SMF leads to lower late-time SFRs and higher Ia rates at the low-mass end. While a more thorough examination of this issue is beyond the scope of this paper, it is important to note as a significant source of systematic uncertainty. Note: henceforth, we use the ASAS-SN volume-limited rates rescaled to the Baldry et al. (2012) SMF as our ‘reference’ observed rate to compare against, while also showing the full systematic scatter in rates across different observations and assumed SMFs.

3 RESULTS

3.1 Comparisons to observed Ia rates

The DTD from Maoz & Graur (2017) is an updated, more physically motivated model with stronger observational support than that of Mannucci et al. (2006). We also find that computing Ia rates in our simulations using either of the two DTDs results in qualitatively the same (approximately flat) trend versus galaxy mass. Therefore, for all subsequent analysis with metallicity-independent Ia rates, we apply only the Maoz & Graur (2017) DTD in post-processing.

3.1.1 Metallicity-independent Ia rates

Figure 4 compares observations of specific Ia rates to those from applying the metallicity-independent Maoz & Graur (2017) DTD to our simulations. For this figure and all subsequent ones showing Ia rates, we compare against the full systematic spread of allowed observational trends in specific Ia rate versus stellar mass from Figure 3 (grey contours and shaded region), as well as the ASAS-SN values adjusted to the Baldry et al. (2012) SMF as a representative sample. An important caveat about the grey shaded region is that just because it shows the full systematic spread in possible observations does not mean that one can simply fit the shallowest or steepest slope.
Figure 4. Comparison of observed Ia specific rates to fiducial FIRE-2 simulations (with no metallicity dependence) and UM. We normalise all rates to the same (arbitrary) value at $M_\star = 10^{10} M_\odot$. Black squares show the rates from ASAS-SN using the Baldry et al. (2012) SMF, as in Figure 3, with the grey shaded region showing the full spread in possible Ia rate trends. Blue points show rates from DES in Wiseman et al. (2021). Red circles show rates from FIRE-2 simulations, applying the DTD from Maoz & Graur (2017) in post-processing. These rates are discrepant with most of the possible observed trends across the entire mass range. Orange triangles show the rates by applying the same DTD to semi-empirical galaxy SFHs from UniversesMachine (UM; Behroozi et al. 2019). Going from $M_{\rm{star}} \sim 10^{11} M_\odot$ to $10^{13} M_\odot$, the re-scaled ASAS-SN rates increase by $\sim 20\times$, the fiducial FIRE-2 rates decrease by $\sim 0.6$, and the UM rates increase by $\sim 3\times$. DES values don’t cover the entire mass range, but increase by $\sim 4\times$ going from $10^{11} M_\odot$ to $10^{10} M_\odot$. While these semi-empirical SFHs help reduce the tension with observed rates somewhat, they still show a significant discrepancy compared to the stronger trends in the observations. This motivates our exploration of metallicity-dependent Ia rates.

and does not necessarily say that any single observational dataset is consistent with that entire range of slopes.

As before, we normalise to the same (arbitrary) rate at $10^{10} M_\odot$. Given that we benchmark sSFRs and $\tau_{90}$ (90 per cent stellar mass assembly timescale) values in our simulations at $z \approx 0$ (Figures 1 and B1), and that our choices of DTD in FIRE-2 (Mannucci et al. 2006; Maoz & Graur 2017) are normalised to match observations, we know that the absolute Ia rates in our $M_\star \sim 10^{10} M_\odot$ galaxies are approximately consistent with observations, by design. Thus, we focus only on the relative trends in specific Ia rates here and in subsequent figures.

Figure 4 shows a potential discrepancy between the simulated Ia rates using the fiducial DTD from Maoz & Graur (2017) and the rates from observations, especially with the stronger of the allowed trends. The potential discrepancy seems especially strong at low masses, with the FIRE-2 rates being $\approx 100\times$ lower than the upper end of the spread in observations at $\sim 10^{7} M_\odot$, and $\approx 10 - 20\times$ lower than ASAS-SN values using the Baldry et al. (2012) SMF at the same mass. To check any possible variations (stochasticity) or systematic offsets in our simulated SFHs, we also show the rates computed by applying the same DTD to average galaxy SFHs UM. While the UM rates reduce the tension with observations somewhat, both the slope of the trend with mass and the relative rates still show a potential discrepancy at low masses. Going from $M_{\rm{star}} \sim 10^{11} M_\odot$ to $10^{13} M_\odot$, the re-scaled ASAS-SN rates increase by $\sim 20\times$, the fiducial FIRE-2 rates decrease by $\sim 0.6$, and the UM rates increase by $\sim 3\times$. DES values don’t cover the entire mass range, but increase by $\sim 4\times$ going from $10^{11} M_\odot$ to $10^{10} M_\odot$. Considering the full systematic spread in possible observed trends either somewhat decreases the discrepancy with the Maoz & Graur (2017) DTD or greatly increases it, given the logarithmic scale on the $y$-axis. The fact that these discrepancies exist regardless of the choice of SFHs further motivates our exploration of modified (metallicity-dependent) rates for Ia supernovae.

3.1.2 Metallicity-dependent Ia rates

Figure 5 shows our metallicity-dependent modifier to Ia rates applied to the FIRE-2 simulations in post-processing (we test self-consistent re-simulations in Section 3.2.1), compared to the same range in allowed observational trends as in Figure 4. For our models, we show Ia rates based on power-law exponent values (see Equation 1) of $\alpha = 0.0$, $\alpha = -0.5$, and $\alpha = -1.0$. The top two panels of Figure 5 show metallicity-dependent rates using the fiducial FIRE-2 SFHs, along with a rate boost cap of $f_{\rm{max}} = 10\times$ or $100\times$. Reproducing the strongest allowed trend in the observations requires a fairly extreme metallicity dependence of $\alpha \approx -1.0$ and $f_{\rm{max}} \geq 100\times$.

The bottom two panels of Figure 5 show the application of the metallicity-dependent modifiers to Ia rates to SFHs from UM instead. We do this by retaining the metallicities of the star particles in FIRE-2 galaxies but adjusting their ages to match the SFHs of the UM galaxy closest in stellar mass at $z = 0$. While this is not fully self-consistent, given that the elemental enrichment history of a galaxy may change with its SFH, it does preserve the relative rank ordering of age and metallicity among star particles, and we consider it a reasonable test given that the elemental enrichment history of a galaxy may change with its SFH.

With these SFHs (that have more recent star formation in lower $M_\star$ galaxies, hence a more enhanced Ia rate there), a power-law exponent of $\alpha = -0.5$ is sufficient to match ASAS-SN values using the Baldry et al. (2012) SMF, and that of $\sim -1.0$ is sufficient to reproduce the strongest observed trend in Ia rate, depending on the choice of $f_{\rm{max}}$. 

3.2 Metallicity-dependent models for Ia rates in self-consistent galaxy re-simulations

3.2.1 Self-consistent metallicity-dependent Ia rates

Having shown that metallicity-dependent Ia rate modifiers are able, in principle, to produce simulated rates that are consistent with the full range allowed by observations, we seek to examine the effects of boosting Ia rates on other aspects of galaxy formation. Re-simulating galaxies with different Ia rate models is fundamentally different from simply computing rates in post-processing. In the former, changes to the Ia rate affect both the mechanical feedback and metal enrichment, leading to differences in SFHs as well as enrichment histories, while in the latter (and all of our analysis so far) we simply compute Ia rates without altering galaxy properties.

Self-consistent re-simulations are especially important for lower-mass galaxies, with more metal-poor stellar populations, which would have their rates boosted much more than the Milky-Way mass galaxies. As explained in Section 2.4, we re-simulate 4 of the FIRE-2 galaxies (m12i, m11e, m11b, and m09) with various metallicity-dependent modifiers to the Maoz & Graur (2017) DTD. Table 2 lists
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Figure 5. Metallicity-dependent modifications to the rates of Ia supernova. The results of testing power-law modifications to the normalisation of the Maoz & Graur (2017) DTD (as defined in section 2.4). \( \alpha \) is the power-law exponent, and the rate boost cap \( f_{\text{max}} \) ensures that no population has its rate boosted by more than 10\( \times \) or 100\( \times \). We apply these modified Ia rates in post-processing, assuming that they do not significantly affect the SFHs (but see also Figure 6). As in Figure 4, black squares show the rates from ASAS-SN using the Baldry et al. (2012) SMF, with the grey shaded region showing the full spread in possible Ia rate trends versus stellar mass. **Top left:** Simulated rates with FIRE-2 SFHs and \( f_{\text{max}} = 100 \times \). **Top right:** Same as top left, but with \( f_{\text{max}} = 10 \times \). **Bottom left:** Same, but re-normalizing the star particle ages to match the mean SFH from UM, thus preserving the metallicity distributions in each simulation, and with \( f_{\text{max}} = 10 \times \). **Bottom right:** Same as bottom left, but with \( f_{\text{max}} = 100 \times \). With FIRE-2 SFHs, we require strong metallicity dependence (\( \alpha \sim -1.0, f_{\text{max}} = 100 \times \)) to match the strongest observed trends, while modifying the SFHs to match UM requires less extreme dependence on metallicity (\( \alpha \sim -0.5 \) to \( -1.0, f_{\text{max}} \) as low as 10\( \times \)). Thus we find a potentially viable parameter space, in agreement with observations, for metallicity-dependent rates of Ia supernovae.

Figure 6 shows the specific Ia rates for the re-simulations of 3 of the galaxies run with our metallicity-dependent rate models. Importantly, the effect on the rate versus \( M_M \) diagram is not quite the same as that from our post-processing analysis in Figure 5, especially for the lower-mass galaxies (m11e and m11b), because the re-simulations with extreme rate models (\( \alpha = -1.0 \) and \( f_{\text{max}} = 100 \times \)) form significantly fewer stars, owing to increased supernova feedback. This means that the rates in the re-simulated galaxies are plausibly consistent with the shallowest observed trends and quasi-consistent with the re-scaled ASAS-SN rates, but not with the steepest possible observed trends. However, they allow us to favour our moderately metallicity-dependent model (\( \alpha = -0.5, f_{\text{max}} = 100 \times \)) since it gives us rates within observational scatter while not having too large of an impact on the final galaxy masses.

these re-simulations, with their Ia rate modifiers, and resultant galaxy properties.

Figure 6 shows the specific Ia rates for the re-simulations of 3 of the galaxies run with our metallicity-dependent rate models. Importantly, the effect on the rate versus \( M_M \) diagram is not quite the same as that from our post-processing analysis in Figure 5, especially for the lower-mass galaxies (m11e and m11b), because the re-simulations with extreme rate models (\( \alpha = -1.0 \) and \( f_{\text{max}} = 100 \times \)) form significantly fewer stars, owing to increased supernova feedback. This means that the rates in the re-simulated galaxies are plausibly consistent with the shallowest observed trends and quasi-consistent with the re-scaled ASAS-SN rates, but not with the steepest possible observed trends. However, they allow us to favour our moderately metallicity-dependent model (\( \alpha = -0.5, f_{\text{max}} = 100 \times \)) since it gives us rates within observational scatter while not having too large of an impact on the final galaxy masses.
3.2.2 Effects on galaxy properties: mass, size, morphology

We next examine the effect of our modified models for Ia rates on the overall properties of these galaxies. For the re-simulations of m12i, m11e, and m11b, we compare 4 parameters at $z = 0$: (a) stellar mass, (b) $R_{90}$, the radius enclosing 90 per cent of the stellar mass, (c) $v/\sigma$ for stars, a measure of rotational versus dispersion support, and (d) minor to major axis ratio of the stars (based on the principal axes of the rotational inertia tensor of the galaxy). Note that the m09 re-simulations are at a mass scale especially sensitive to even the slightest perturbations in feedback energetics and with morphologies and sizes that are not well constrained by observations, so we do not include those in this part of the analysis.

Figure 7 (top) shows that for the Milky Way-mass galaxy m12i, the various re-simulations do not significantly impact its stellar mass, because the Ia rates near solar metallicity scale are barely changed by design. Thus, any changes to its early formation (when it was low metallicity) do not significantly alter its properties at $z \sim 0$. The lower-mass galaxies m11e and m11b, however, show a gradual decline in stellar mass with increasing Ia rate boosts, with the most extreme models leading to an almost order of magnitude drop. Figure 7 (upper middle) shows $R_{90}$, which gradually increases with more extreme rate models for m12i and m11b. m11e shows a sharper decline in stellar mass with increasing Ia rate boosts, with the overall properties of these galaxies. For the re-simulations of m12i (red points), m11e (orange points), and m11b (brown points). Circles and stars show metallicity-independent Mannucci et al. (2006) and Maoz & Graur (2017) models, while the other shapes show the metallicity-dependent models. The re-simulations with stronger metallicity dependence to Ia rates show better agreement with the observed trends, though the lower-mass galaxies re-simulated with the most extreme rate model ($\alpha = -1.0, f_{\text{max}} = 100 \times$) form lower stellar mass by up to an order of magnitude, given the significantly increased stellar feedback. Thus, self-consistent feedback limits how steep of a relation between Ia rate and stellar mass one can achieve, even as $\alpha \ll 0$ and $f_{\text{max}} \rightarrow \infty$. However, this comparison does allow us to favour our moderate model ($\alpha = -0.5, f_{\text{max}} = 100 \times$) since it gives us rates within observational scatter while not impacting the final stellar mass to a large extent.

Figure 7 (bottom) shows the effect of our modified models for Ia rates on galaxy properties: mass, size, morphology.
increase in radius, with the most extreme metallicity-dependent models resulting in diffuse galaxies. We suspect that this is because some feature of m11e’s formation history makes its size especially susceptible to changes in feedback energetics. For more detailed studies on ‘puffiness’ of low-mass galaxies using the FIRE simulations, refer to El-Badry et al. (2016) and Kado-Fong et al. (2021). Figure 7 (lower middle) shows that the stellar v/σ, or the rotation versus dispersion metric, remains nearly unchanged for all 3 galaxies regardless of the choice of model for Ia rates. Finally, Figure 7 (bottom) shows that m12i remains ‘disk-like’ (small axis ratios) for all its variant re-simulations, while m11e and m11b show increasing axis ratios and more spheroidal morphologies for the more extreme rate models.

We conclude that our most extreme metallicity-dependent Ia rate models most clearly impact the stellar masses and effective radii of the re-simulated galaxies, especially at lower-masses. However, there remains room for our more modest rate models that don’t have as large of an impact on the resultant galaxy overall. For these properties, rigorously comparing against observations is beyond the scope of this paper – but is potentially important for future work.

3.2.3 Relation between stellar mass and metallicity

We also examine the impact on stellar elemental abundances, Figure 8 (left) shows the present-day relation between stellar metallicity, [Fe/H], and stellar mass for our entire suite of original FIRE-2 galaxies. We compare to observed stellar iron abundances from Kirby et al. (2013) at low mass and Gallazzi et al. (2005) at high mass. While Gallazzi et al. (2005) measured metallicities of high-mass galaxies with SDSS fiber spectroscopy, Kirby et al. (2013) measured resolved star-by-star metallicities in Local Group low-mass galaxies. Therefore, to make accurate comparisons, we compute iron abundances for our simulated galaxies in 2 ways: (a) using the logarithmic value of $M_\star$-weighted linear mean metallicity for galaxies with $M_\star > 10^9 \, M_\odot$, and (b) a median value of log iron abundances of individual star particles, weighted by the particle masses. Equation 3 describes the log $M_\star$-weighted linear mean metallicity, where the sums are over star particles (denoted by i), $Z_{Fe,i}$ represents the iron mass fraction of star particles, and $1.38 \times 10^{-3}$ is the Solar iron mass fraction from Asplund et al. (2009).

$$\text{Metallicity} = \log_{10} \left[ \frac{\sum_i (M_{\text{star},i} \times Z_{Fe,i})}{\sum_i (M_{\text{star},i} \times 1.38 \times 10^{-3})} \right]$$

We find that iron abundances for FIRE-2 galaxies at stellar masses $> 10^9 \, M_\odot$ agree with observations within 1σ, while galaxies at lower masses show a systematic deficit relative to the observed relation. Previous studies of FIRE-2 simulations have shown this offset at $M_\star < 10^9 \, M_\odot$ as well, such as Ma et al. (2016), Wetzel et al. (2016), Escala et al. (2018), Wheeler et al. (2019), and Hopkins et al. (2020).

The right panel of Figure 8 shows the same stellar mass-metallicity relation, but for our re-simulations of m12i, m11e, and m11b with metallicity-dependent rates. The metallicities of the m12i re-simulations hardly change, because the boost in Ia rates at this mass is negligible – the good agreement with observations remains. For the lower-mass m11e and m11b re-simulations, the switch from the Mannucci et al. (2006) DTD to the metallicity-independent DTD from Maoz & Graur (2017) leads to a modest but significant increase in [Fe/H], because of the net increase in the total number of Ia supernovae. A previous study using FIRE simulations (Muley et al. 2021) also reported this increase in total number by simply switching to the Maoz & Graur (2017) DTD. Additionally, the metallicity-dependent rate models lead to improved agreement with the observed mass-metallicity relation. For the most extreme rate models ($\alpha = -1.0$ with $f_{\text{max}} = 10\times$ or $100\times$), the overall drop in stellar mass leads to the galaxies moving down along the relation, while still agreeing well with the observed values. This suggests that the systematic discrepancy in low-mass, low-metallicity galaxies is possibly from underestimation of Type Ia supernova rates, and our intermediate metallicity-dependent models can account for any apparent discrepancy at these masses.

3.2.4 Iron abundances in ultra-faint galaxies

At stellar masses of $10^3 - 10^5 \, M_\odot$, previous studies (Wheeler et al. 2019, for example), have shown that simulated galaxies tend to significantly under-produce their iron abundance relative to observations such as those from Kirby et al. (2013). Simulation projects besides FIRE also have shown this under-enrichment of ultra-faint galaxies by ~ 2 dex or more relative to Kirby et al. (2013), such as Macciò et al. (2017), the Engineering Dwarfs at Galaxy formation’s Edge (EDGE; Agertz et al. 2020) project, and the Mint Resolution DC Justice League simulations (Applebaum et al. 2021). We investigate whether introducing metallicity-dependent models for Ia rates alleviates this tension, using the re-simulated versions of m09.

Figure 9 shows the relation between stellar [Fe/H] and stellar mass at $10^3 - 10^5 \, M_\odot$. We also show observations in Kirby et al. (2013). For comparison to prior studies using the FIRE-2 simulations, we include the point from Wheeler et al. (2019) for the original m09 simulation, which used the standard cosmic UV background in FIRE-2 (Faucher-Giguère et al. 2009), corresponding to an earlier redshift of HI reionisation of $z_{\text{reion}} \sim 10$. We also show median [Fe/H] abundances for our version of the m09 simulation with an updated cosmic UV background model (Faucher-Giguère 2020), corresponding to a later reionisation redshift of $z_{\text{reion}} \sim 7.8$, as well as the versions of it re-simulated with different metallicity-dependent models for Ia rates.

For all simulations, we show 2 different $M_\star$-weighted median [Fe/H] values, connected by a grey dashed line in each case. This is because the FIRE-2 model does not model Pop III stars, instead assigning a metallicity floor of [Fe/H] = -3.82 to pristine gas when simulations begin. (This value is based on Asplund et al. (2009) Solar values, which corresponds to ~ -4.0 in units of Anders & Grevesse (1989).) At these extremely low masses, reionisation plus stellar feedback result in short SFHs with few enriched stars forming, such that many star particles form from gas at the metallicity floor, which results in the median [Fe/H] value being artificially skewed towards ~ -4. Because we cannot adjust for this in the absence of a full model of Pop III stars, and because Pop III stars would not survive to $z = 0$ to have their [Fe/H] measured, we show two median [Fe/H] values for each galaxy - one that takes into account all star particles and another that only considers star particles that have been enriched above the metallicity floor.

A couple of other considerations also potentially justify considering the enriched populations: (a) even at the full 30 $M_\odot$ resolution, our simulations may not be fully time-resolving the SFHs of these extremely low-mass galaxies to resolve early enrichment events, and (b) uncertainties surrounding variations in early stellar initial mass functions (IMFs) suggest that the low-mass end may not be fully populated at low metallicities.

Note that our modifications to the UV/X-ray ionising background and Ia rates in m09 have a non-trivial impact on its $z = 0$ stellar mass – these impacts, however, make sense given the underlying changes in physics. The first-order effect is that of the updated ionising back-
Figure 8. Relation between stellar mass and stellar metallicity. We show observed values of [Fe/H] from Gallazzi et al. (2005) and Kirby et al. (2013) for reference. In both panels, values for simulations with $M_* > 10^9 M_{\odot}$ are $M_*$-weighted linear mean metallicities, while those for simulations with $M_* < 10^9 M_{\odot}$ are $M_*$-weighted median values (as described in Section 3.2.3). Vertical grey dashed lines partition the two regimes. Left: mass-metallicity relation for our fiducial FIRE-2 suite (red circles). FIRE-2 galaxies show good agreement with observations $M_* \geq 10^9 M_{\odot}$, but $> 1 \sigma$ discrepancy for $M_* < 10^9 M_{\odot}$, on average. Right: same, for 3 of the galaxies that we re-simulate with various metallicity-dependent models for Ia rates: m12i in red, m11e in orange, and m11b in brown. We show the original FIRE-2 galaxies with the Mannucci et al. (2006) DTD as circles, the re-simulations with the metallicity-independent DTD from Maoz & Graur (2017) as squares, and those with the metallicity-dependent Ia rates as other shapes. For $M_* \leq 10^9 M_{\odot}$, re-simulations with metallicity-dependent Ia rates show better agreement with observations.

As Figure 9 shows, going from the original FIRE-2 version with the Mannucci et al. (2006) DTD to the metallicity-independent DTD from Maoz & Graur (2017) to metallicity-dependent rate models increases the median iron abundance and in general reduces, but does not eliminate, the tension with observations. Considering only enriched stellar populations leads to much better agreement. However, the differences across our metallicity-dependent models for Ia rates are too modest to provide a definitive test. We remind the reader that other simulation studies (EDGE, DC Justice League) also report the original discrepancy, and that a combination of modelling core-collapse supernova enrichment in Pop III stars and metallicity-dependent Ia rates might provide the best agreement in the stellar mass-metallicity relation at these galaxy masses.

3.2.5 Stellar α-element abundances

Finally, we investigate the impact of modifying rates of Ia supernovae on stellar alpha-to-iron ratios. Specifically, we consider stellar [Mg/Fe], because boosting the Ia rate without changing the core-collapse supernova rate should drive up iron abundances without changing α-element abundances like magnesium, thus leading to lower [Mg/Fe].

We investigate stellar [Mg/Fe] versus [Fe/H] for 3 of our re-simulated galaxies in Figure 10. For m11b and m11e, [Mg/Fe] versus [Fe/H] for the metallicity-independent DTDs from Mannucci et al. (2006) and Maoz & Graur (2017) are broadly consistent with observations of select Local Group dwarf galaxies at similar masses from Vargas et al. (2014), as the right panel shows. For re-simulations with metallicity-dependent models for Ia rates, the median [Mg/Fe] drops as expected. These reductions in normalisation are $\sim 0.5 - 0.75$ for $\alpha = -0.5$ and $\sim 1 - 1.25$ for $\alpha = -1.0$. One caveat here is that uncertainties in our assumed core-collapse supernova rates and magnesium yields might also play a role in determining the overall [Mg/Fe] normalisation, but likely to a lesser extent that our strong metallicity-dependent Ia rate modifiers.

In the 2 lower-mass galaxies (m11e and m11b), we find for certain models that [Mg/Fe] values actually increase with [Fe/H], resulting in a positive slope, and a dearth of stars at low [Fe/H], given how rapidly [Fe/H] enriches at low [Fe/H] in the more extreme metallicity-dependent Ia models, especially during strong early burst of star formation. The higher-mass simulation (m12i) also shows such positive slopes in some cases. This is possibly from early stellar populations being metal poor leading to increased Ia rates and a drop in [Mg/Fe], with later populations converging on solar (or higher) abundances and not having their Ia rates boosted significantly. Such an effect could result in the seen convergence of [Mg/Fe] values around [Fe/H] $\sim 0$. 

---

Stellar [Fe/H] reference. In both panels, values for simulations with $M_* > 10^9 M_{\odot}$ are $M_*$-weighted linear mean metallicities, while those for simulations with $M_* < 10^9 M_{\odot}$ are $M_*$-weighted median values (as described in Section 3.2.3). Vertical grey dashed lines partition the two regimes. Left: mass-metallicity relation for our fiducial FIRE-2 suite (red circles). FIRE-2 galaxies show good agreement with observations $M_* \geq 10^9 M_{\odot}$, but $> 1 \sigma$ discrepancy for $M_* < 10^9 M_{\odot}$, on average. Right: same, for 3 of the galaxies that we re-simulate with various metallicity-dependent models for Ia rates: m12i in red, m11e in orange, and m11b in brown. We show the original FIRE-2 galaxies with the Mannucci et al. (2006) DTD as circles, the re-simulations with the metallicity-independent DTD from Maoz & Graur (2017) as squares, and those with the metallicity-dependent Ia rates as other shapes. For $M_* \leq 10^9 M_{\odot}$, re-simulations with metallicity-dependent Ia rates show better agreement with observations.

As Figure 9 shows, going from the original FIRE-2 version with the Mannucci et al. (2006) DTD to the metallicity-independent DTD from Maoz & Graur (2017) to metallicity-dependent rate models increases the median iron abundance and in general reduces, but does not eliminate, the tension with observations. Considering only enriched stellar populations leads to much better agreement. However, the differences across our metallicity-dependent models for Ia rates are too modest to provide a definitive test. We remind the reader that other simulation studies (EDGE, DC Justice League) also report the original discrepancy, and that a combination of modelling core-collapse supernova enrichment in Pop III stars and metallicity-dependent Ia rates might provide the best agreement in the stellar mass-metallicity relation at these galaxy masses.

3.2.5 Stellar α-element abundances

Finally, we investigate the impact of modifying rates of Ia supernovae on stellar alpha-to-iron ratios. Specifically, we consider stellar [Mg/Fe], because boosting the Ia rate without changing the core-collapse supernova rate should drive up iron abundances without changing α-element abundances like magnesium, thus leading to lower [Mg/Fe].

We investigate stellar [Mg/Fe] versus [Fe/H] for 3 of our re-simulated galaxies in Figure 10. For m11b and m11e, [Mg/Fe] versus [Fe/H] for the metallicity-independent DTDs from Mannucci et al. (2006) and Maoz & Graur (2017) are broadly consistent with observations of select Local Group dwarf galaxies at similar masses from Vargas et al. (2014), as the right panel shows. For re-simulations with metallicity-dependent models for Ia rates, the median [Mg/Fe] drops as expected. These reductions in normalisation are $\sim 0.5 - 0.75$ for $\alpha = -0.5$ and $\sim 1 - 1.25$ for $\alpha = -1.0$. One caveat here is that uncertainties in our assumed core-collapse supernova rates and magnesium yields might also play a role in determining the overall [Mg/Fe] normalisation, but likely to a lesser extent that our strong metallicity-dependent Ia rate modifiers.

In the 2 lower-mass galaxies (m11e and m11b), we find for certain models that [Mg/Fe] values actually increase with [Fe/H], resulting in a positive slope, and a dearth of stars at low [Fe/H], given how rapidly [Fe/H] enriches at low [Fe/H] in the more extreme metallicity-dependent Ia models, especially during strong early burst of star formation. The higher-mass simulation (m12i) also shows such positive slopes in some cases. This is possibly from early stellar populations being metal poor leading to increased Ia rates and a drop in [Mg/Fe], with later populations converging on solar (or higher) abundances and not having their Ia rates boosted significantly. Such an effect could result in the seen convergence of [Mg/Fe] values around [Fe/H] $\sim 0$. 

---
In either case, we are not aware of any observed significant positive slopes in [Mg/Fe] versus [Fe/H].

Figure 10 also shows, in the more extreme ($\alpha = -1.0$) rate variants of the two lower-mass galaxies m11e and m11b, a gap in [Fe/H] values, which ‘jump’ to $\geq -2.0$ and above. This is because both galaxies have relatively small numbers of enriched stars, and those enriched populations have abundances of [Fe/H] $\geq -2.0$ from increased stellar feedback when their Ia rates were significantly boosted. In the extreme variants of both m11e and m11b, the greatly increased Ia feedback results in truncated, bursty star formation, and a majority of stars end up staying at the metallicity floor, while some enriched populations end up with [Fe/H] $\geq -2.0$. This results in a narrow distribution of iron abundances for enriched stars at [Fe/H] $\approx -2$ to $-1$.

Overall, we find that the more extreme models for Ia rates (those with $\alpha < -0.5$ or $f_{\text{max}} >> 10$) result in dramatic drops in stellar [Mg/Fe], or strongly positive trends in [Mg/Fe], versus [Fe/H], likely ruled out by observations. This allows us to disfavour those extreme models and instead favour ones with more modest dependence of Ia rate on overall metallicity.

4 SUMMARY AND CONCLUSIONS

We explored a range of metallicity-dependent models for Ia supernova rates, motivated by the observed trends in specific Ia rate versus galaxy mass in surveys like ASAS-SN and DES, and by observations of the metallicity dependence of the close-binary fraction of Milky Way stars. We also explored the impact of these models on various aspects of galaxy formation.

Some studies (DES; Wiseman et al. 2021, for example) argued that the trend in the specific Ia rate versus galaxy stellar mass is potentially consistent with a DTD similar to that of Maoz & Graur (2017), without invoking any additional dependence. However, others (such as ASAS-SN; Brown et al. 2019) claim that such a DTD cannot be reconciled with observed trends. We find that differences between these works/surveys arise not primarily because of differences in Ia measurements or assumed DTDs, but rather, primarily from different assumed galaxy SMFs and SFHs at $z \sim 0$. If the low-mass SMF rises steeply (as per Baldry et al. 2012), late-time SFHs of low-mass galaxies would be higher and the inferred specific Ia rates for low-mass galaxies much lower – in this case, the tension is significantly weaker but potentially still not reconcilable with metallicity-independent Ia rates. If the SMF is shallow at lower masses, with lower late-time SFHs (as determined in Bell et al. 2003, and predicted in the FIRE simulations), then the tension is quite strong and additional metallicity dependence of the Ia DTD is definitely required.

Here we summarise our main results, including the various motivations for metallicity-dependent Ia rates, our range of explored models, and their impact on different aspects of galaxy formation and evolution:

(i) Specific Ia rates depend mostly on recent SFHs and choice of SMFs, especially at the low-mass end: We showed that for the DTD from Maoz & Graur (2017), Ia rates at $z \sim 0$ are mostly sensitive to recent star formation, $\leq 1$ Gyr. Additionally, assuming a steep low-mass SFM (as in Baldry et al. 2012) and higher late-time SFHs results in a weaker inferred trend of Ia rate versus stellar mass, while a shallower low-mass SFM (such as Bell et al. 2003) and lower late-time SFHs leads to a steeper dependence of Ia rate on galaxy mass. The latter definitely cannot be reconciled with a vanilla DTD and we see weak tension even for the former, motivating additional dependence of Ia rates on a quantity like metallicity.

(ii) Our metallicity-dependent model for Ia rates, motivated by observations: Milky Way observations (Moe et al. 2019; Wyse et al. 2020) of the close-binary fraction of Solar-type stars being anti-correlated with metallicity motivated our choice of metallicity-dependent modifiers to the Ia DTD from Maoz & Graur (2017). We chose the form $\text{Rate}_{\text{Ia}} \propto \min \left( (Z/Z_\odot)^\alpha, f_{\text{max}} \right)$, with $-1 \leq \alpha \leq 0$ and $f_{\text{max}} = 10 x$ or 100x. When computing rates in post-processing, we found a viable set of models that recover the full systematic spread in observed trends, including the steepest ones consistent with a shallower low-mass SMF.

(iii) Re-simulations with self-consistent modifications to Ia rates improve agreement with observed rates except for when the more extreme cases lead to strongly increased feedback: The re-simulated galaxies show minimal changes to stellar masses, sizes, circularity, and shapes, barring the most extreme models with $\alpha \leq -1.0$ or $f_{\text{max}} \geq 100$, which puff up, over-quench, and/or destroy their disk-like structure. The specific Ia rates in these re-simulations, while closer to the steeper observed trends, are at best $1 - \sigma$ too
shallow and do not resolve the tension completely because of the trade off between boosting supernova rates and forming fewer new stars overall.

(iv) Better agreement with observed stellar mass-metallicity relation, with uncertainty for extremely low-mass galaxies: While high-mass galaxies in the fiducial FIRE-2 suite show reasonable agreement with observed metallicities, lower-mass galaxies are systematically lower by $0.2 - 0.5$ dex (as has also been shown previously by Ma et al. 2016; Escala et al. 2018; Hopkins et al. 2020). The metallicity-dependent rate models increase the stellar iron abundance in simulations with lower stellar masses ($10^8 M_\odot < M_* < 10^9 M_\odot$) and more metal-poor populations, improving somewhat the agreement with the observed mass-metallicity relation at low masses. For extremely low-mass ($M_* < 10^5 M_\odot$) galaxies, however, the self-limiting nature of increased Ia feedback (and possibly persistent resolution limits of our simulations) mean that our modified models can account for only about half of the deficit in [Fe/H] compared with observations. Previously Muley et al. (2021) have shown, using FIRE simulations, that age- and metallicity-dependent core-collapse supernova yields also do not solve the [Fe/H] discrepancy at extremely low masses. Both of these results point to potential new astrophysics or a combination of modifications to feedback and enrichment processes being the solution, motivating future work on this subject that explores different factors in combination.

(v) Impact of modifying Ia rates on alpha element abundances: The primary effect of boosting Ia rates is to lower [Mg/Fe], with a higher-order effect altering the slope of the [Mg/Fe] versus [Fe/H] trend, especially in low-mass galaxies. This enables us to strongly disfavour our more extreme models ($\alpha < -0.5$ and/or $f_{\text{max}} > 10$) in favour of those with a more moderate dependence of Ia rates on metallicity.

Although Type Ia supernovae are only one piece of the puzzle for understanding stellar populations and modelling feedback in galaxies (along with core-collapse supernovae, stellar winds, photoionisation, photoelectric heating, etc.), understanding their numbers, rates, and energetics is nonetheless crucial to a wide variety of topics in astrophysics and cosmology. To our knowledge, this work is the first to explore metallicity-dependent Ia rates and their impact using cosmological simulations of galaxy formation. We hope to lay the groundwork for and motivate future studies in this area.
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SIMULATED STAR FORMATION HISTORIES

APPENDIX A: SENSITIVITY OF IA RATES TO STELLAR AGES

Here, we further explore the sensitivity of Ia rates on the galaxy SFH and ages of the stellar populations, using the Maoz & Graur (2017) DTD applied to our FIRE-2 galaxies. Figure A1 shows, for bins in present-day stellar mass, the cumulative contribution fraction to the total present-day Ia rate in our simulations from stellar populations younger than a given age (measured in lookback time from $z=0$). By considering only those stellar populations formed within different ranges in lookback time from present day, we compute the ratio of absolute Ia rates from the selected stars relative to the total Ia rate from all stars. Including only stellar populations formed within the last ~1 Gyr accounts for the majority of the present-day Ia rates across all galaxy masses that we examine.

Thus, for all star-forming galaxies and simulations in our analysis, the Ia rates are sensitive primarily to recent (~1 Gyr) star formation. This motivates why, in Section 2.2 and Appendix B, we benchmark our simulated SFHs to observational and semi-empirical results using metrics for only recent SFHs: the aggregated absolute Ia rates from the selected stars relative to the total Ia rate in our simulations from stellar populations across all galaxy masses.

APPENDIX B: ADDITIONAL BENCHMARKS OF SIMULATED STAR FORMATION HISTORIES

We present another benchmark of the SFHs of FIRE-2 simulations, especially for our lower-mass galaxies, beyond the sSFRs in Figure 1. We consider $\tau_{90}$, the lookback time prior present day when a galaxy assembled 90 per cent of its current stellar mass. For reference, for a simple flat SFH (constant SFR), $\sim 70$ per cent of the present-day Ia rate comes from stars that form after $\tau_{90}$. Figure B1 shows $\tau_{90}$ for our fiducial suite of FIRE-2 galaxies. For comparison, we show...
Figure A1. Dependence of Ia rates at $z = 0$ on stellar age in the FIRE-2 simulations. For the (metallicity-independent) delay time distribution from Maoz & Graur (2017) (re-computed in post-processing), we show the cumulative contribution fraction to the total Ia rate at $z = 0$ from stellar populations younger than a given age. The 3 lines and shaded regions show simulations grouped into 3 stellar mass bins. At each age, we show the median and 68 per cent spread of this fraction across the simulations. Considering only stars younger than $\sim 1.1$ Gyr, 0.75 Gyr, and 0.63 Gyr accounts for the majority of the $z = 0$ Ia rate for galaxies in stellar mass ranges of $10^6 - 10^8 M_\odot$, $10^8 - 10^{10} M_\odot$, and $10^{10} - 10^{12} M_\odot$ respectively. For star-forming galaxies, Ia rates are sensitive primarily to only recent ($\leq 1$ Gyr) star formation, which motivates our benchmarks of recent SFHs in Figures 1 and B1.

$\tau_{90}$ values from observations compiled by Leitner (2012), the semi-empirical model UniverseMachine (UM; Behroozi et al. 2019), as well as those for Local Group galaxies (Weisz et al. 2014; Skillman et al. 2017). For galaxies with $M_\ast \lesssim 10^9 M_\odot$, we find good agreement to within 1$\sigma$ between our simulations and observations. At higher masses, we find that FIRE-2 galaxies systematically form later than semi-empirical models would suggest, with $\gtrsim 1\sigma$ disagreement. A previous comparison of stellar mass assembly of $M_\ast \gtrsim 10^{10} M_\odot$ mass galaxies in FIRE in Santistevan et al. (2020) appears to show better agreement with the Leitner (2012) and UM trends, but we note that their comparison is in redshift space, which likely causes the discrepancy to appear smaller than it does in linear time units here.

For higher mass galaxies, because Ia rates are primarily sensitive to a galaxy’s recent ($\leq 1$ Gyr) star-formation, the sSFR comparison in Figure 1 is more relevant than $\tau_{90}$. However, for $M_\ast \lesssim 10^9 M_\odot$, star formation on a slightly longer timescale matters, so this agreement of $\tau_{90}$ values with observations lends confidence to the Ia rates in our low-mass FIRE-2 galaxies - with the still important note of caution that our stellar mass dependence of both sSFR and specific Ia rates in FIRE-2 may be shallower than observed (as per Figures 1 and 4).