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Abstract
We study the problem of maximizing terminal utility for an agent facing model uncertainty, in a frictionless discrete-time market with one safe asset and finitely many risky assets. We show that an optimal investment strategy exists if the utility function, defined either on the positive real line or on the whole real line, is bounded from above. We further find that the boundedness assumption can be dropped, provided that we impose suitable integrability conditions, related to some strengthened form of no-arbitrage. These results are obtained in an alternative framework for model uncertainty, where all possible dynamics of the stock prices are represented by a collection of stochastic processes on the same filtered probability space, rather than by a family of probability measures.
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1 | INTRODUCTION

Tackling model uncertainty has become a popular research area of mathematical finance, particularly over the past decade, in great part due to its providing a more realistic description of financial markets and behaviors.

The classical paradigm in the literature has been that economic agents have an objective and unequivocal a priori knowledge of the probability laws governing the evolution of markets, which is typically modeled by fixing a filtered probability space that supports an adapted stochastic process describing the prices of the underlying assets (representative papers on expected utility maximization within the classical “model certainty” theory include, but are far from limited to,
Cox & Huang, 1989; Cvitanić & Karatzas, 1992; Karatzas, Lehoczky, & Shreve, 1987; Karatzas, Lehoczky, Shreve, & Xu, 1991; Kramkov & Schachermayer, 1999; Merton, 1971; Pliska, 1986; and Zariphopoulou, 1994). In practice, however, there is often insufficient available information to build completely accurate models.

The dominant framework to model this uncertainty or ambiguity is to consider a nonempty family of priors $\mathcal{P}$, representing all the probability measures that are deemed possible on some canonical space where questions of hedging, pricing, and optimal investment are addressed. The presence of multiple, possibly mutually singular probability measures expresses, in an intellectually satisfying way, that we are looking for solutions that work whatever the true model specification is (in the given class of models). The associated mathematical difficulties are tantalizing, just like the connection to well-established theories such as that of optimal transport (we mention the work of Beiglböck, Henry-Labordère, & Penkner, 2013 and Dolinsky & Soner, 2013, among others).

Looking more closely at the optimal investment problem under uncertainty, the seminal paper of Gilboa and Schmeidler (1989) provides an extension to robust preferences of the axiomatic characterization proposed by Von Neumann and Morgenstern (1944) for standard expected utility without uncertainty. A significant body of literature has studied this problem under the assumption that the collection $\mathcal{P}$ is dominated, that is, there is a reference measure with respect to which all priors are absolutely continuous (the reader may consult, for example, the references cited in Bartl, Cheridito, and Kupper, 2019 and Föllmer, Schied, and Weber, 2009). If, on the contrary, the set of scenario measures is nondominated, the existence of a robust utility maximizer in discrete time has been established by: Nutz (2016), for a bounded above utility function defined on the positive real line; Neufeld and Šikić (2018), also in the case of a utility function that is bounded from above, but in a market with frictions; Bartl (2019), where a dual representation is derived for exponential utility; Blanchard and Carassus (2018), whose work appears to be the first treating the case of a general unbounded utility on the positive half-line; Bartl et al. (2019), who rely on the axioms of Zermelo-Fraenkel set theory together with Martin’s axiom (a cardinality principle weaker than the continuum hypothesis) to solve the problem for a bounded above utility on the whole real line.

This article addresses the utility maximization problem when uncertainty is present in an alternative framework, which we regard as no less adequate and allow to prove results that are currently unavailable in the mainstream setting: the agents consider a whole family $S$ of stochastic processes, defined on the same fixed stochastic basis, as the class of possible scenarios for the prices, all of which are seen as equally plausible. Put differently, while in our context, investors know the real-world likelihood of outcomes (in particular, what the null and sure events are), they are uncertain about the dynamics followed by the prices, so the misspecification of the true model is represented by a collection of processes to consider. In short, the present setting deviates from the usual one in that, instead of fixing a process $S$ on a measurable space $(\Omega, \mathcal{F})$ (in most cases, $S$ consists of the coordinate mappings on a convenient path space) and considering a family $\mathcal{P}$ of probabilities on $(\Omega, \mathcal{F})$, we fix the stochastic basis (i.e., the available information together with the true chances of events occurring) and vary the process $S \in \mathcal{L}$. Parametric classes of models, which assume a particular specification for the evolution of prices with some common driving factor structure and a set of (unknown or unspecified) parameters determining the price dynamics, typically fall into our setting.

In the standard setting, robust utilities give rise to preference relations between all (suitably integrable) random variables (see, e.g., the axiomatic treatment in Gilboa and Schmeidler, 1989), in particular preferences are defined for every possible portfolio terminal wealth. In our setting, on the other hand, preferences are actually defined on agents’ decisions (specifically, the admissible
controls/investment policies/portfolio strategies), where the utility of a decision (portfolio strategy) is the infimum of its expected utility over the family of possible models. Apparently, there is no way to extend these preferences to all random variables. There is no obvious relationship between these two approaches. Ours emphasizes that there is a class of models (e.g., corresponding to a parametrization), the investor is uncertain about which is the right one and prefers strategies with higher worst-case utilities. In the standard approach, uncertainty is already present at the choice of the probability space, as usual in theoretical statistics, and any two random outcomes can be compared, regardless of being a portfolio terminal value or not.

An important aspect to notice is that this alternative uncertainty modeling approach does not exclude the laws of these processes being, for example, mutually singular. One obvious comparative advantage at the core of our work is that we are still able to use results of classical probability theory; namely, we are able to avoid the delicate measurability issues arising in the nondominated quasi-sure framework (we point out that we do not impose any particular structure on our family of models \( \mathcal{F} \)), and apply Komlós-type arguments to construct candidates for optimal strategies. In this way, we can cover certain cases which the standard setting cannot. There are also model specifications that elude our present approach, but are conveniently handled with the existing tools. Hence, our contribution complements, without subsuming, the prevailing approach of, for example, Nutz (2016), Bartl (2019), Blanchard and Carassus (2018), and Neufeld and Šikić (2018); see Section 4 for more on this.

The aim of this paper is to investigate conditions under which the robust utility maximization problem from terminal wealth for a risk-averse investor in a discrete-time financial market admits a solution. The agents adopt a worst-case approach in evaluating a given payoff by first minimizing the welfare performance of each portfolio over all the stock prices that can materialize, and only then selecting the investment strategies that offer the best of such worst-scenario utilities. In the aforementioned papers in the nondominated quasi-sure setting, a main mathematical tool for proving the existence of optimal strategies is dynamic programming, which allows to reduce the multiperiod robust portfolio choice problem to a sequence of one-period decision problems, but leads to difficult measurability and analyticity issues (for instance, at each time step, it is necessary to consider a suitable family of possible transition probability measures, and subsequently take their concatenation; this is referred to as “time-consistency” in the terminology of Bartl et al., 2019). In the present work, we instead use an approach that deals with the primal problem directly, by constructing optimal portfolios from optimizing sequences (i.e., whose worst-case expected utility becomes arbitrarily close to the supremum over all strategies). We need neither the time-consistency assumption (present in all related papers except Bartl et al., 2019) nor extra set-theoretical hypotheses (present in Bartl et al., 2019).

Our results are obtained under the assumption that there are no arbitrage opportunities for at least some price evolution in the collection of all possible models and that model is nondegenerate in a suitable sense. We compare this condition to the conventional robust no-arbitrage condition in Remark 2.6 below. This condition enables us to work with an equivalent martingale measure (whose existence would otherwise be unknown at this time); it is also intimately connected to other existing notions of the absence of arbitrage, such as the “weak no-arbitrage” first proposed by Davis and Hobson (2007) (see Assumption 2.1 and the discussion in Remark 2.6 below).

One main contribution of this work is that utility functions on the positive axis and on the whole real line are both treated. In addition, we consider bounded above functions as well as functions that can grow without bound; in the latter case, we must replace boundedness of the utility with certain integrability conditions on quantities related to the price process. Random endowments or liabilities could be admitted at little cost, but this is not pursued in the present work.
The structure of the paper is as follows: Section 2 presents the model and the mathematical formulation of the utility maximization problem taking into account model uncertainty. Section 3 states and discusses our main results on the existence of robust optimal strategies. Section 4 contains some illustrative examples highlighting important differences, advantages, and drawbacks of the present framework in relation to the quasi-sure framework. Section 5 outlines future directions of research and concludes. For fluidity, all proofs are collected in the Appendix.

2 | MODEL

Consider a financial market consisting of \( d \in \mathbb{N} \) traded risky assets plus an additional risk-free asset with constant unit price, and fix a time horizon \( T \in \mathbb{N} \). Let \( (\Omega, \mathcal{F}, \mathbb{F} = \{\mathcal{F}_t\}_{t \in [0,1,...,T]}, \mathbb{P}) \) be a discrete-time stochastic basis, and assume that the \( \sigma \)-algebras occurring in this paper contain all \( \mathbb{P} \)-null sets. For every \( n \in \mathbb{N} \) and \( \mathcal{G} \subseteq \mathcal{F} \), denote by \( L^0(\mathcal{G}; \mathbb{R}^n) \) the space of \( \mathcal{G} \)-measurable, \( \mathbb{R}^n \)-valued random variables (as usual, we identify random variables coinciding outside a \( \mathbb{P} \)-null set), endowed with the metrizable topology of convergence in probability.

Let \( \mathcal{L} \) be a nonempty family of adapted, \( \mathbb{R}^d \)-valued processes on this stochastic basis, and define the topological product space \( \mathcal{L} := \bigotimes_{t=1}^T L^0(\mathcal{F}_{t-1}; \mathbb{R}^d) \). When the (discounted) prices of the risky assets evolve according to the process \( S \in \mathcal{L} \), the (discounted) wealth at time \( t \in \{0,1,...,T\} \) of a self-financing portfolio \( \phi \in \mathcal{L} \) starting from initial capital \( w_0 \in \mathbb{R} \) is given by

\[
W^S_t(w_0, \phi) = w_0 + \sum_{s=1}^t \langle \phi_s, \Delta S_s \rangle_{\mathbb{R}^d}.
\]

Here, \( \Delta S_t := S_t - S_{t-1} \) is the price change at trading period \( t \in \{1,...,T\} \), while \( \langle \cdot, \cdot \rangle_{\mathbb{R}^d} \) denotes the Euclidean inner product in \( \mathbb{R}^d \) with the corresponding norm \( \| \cdot \|_{\mathbb{R}^d} \). A strategy is admissible if it is feasible for every particular possible price; more precisely, the set of admissible trading strategies with initial capital \( w_0 \) is \( \mathcal{A}(w_0) := \bigcap_{S \in \mathcal{L}} \mathcal{L}(w_0, S) \) for some \( \mathcal{L}(w_0, S) \subseteq \mathcal{L} \) to be specified later, depending on the domain of the utility function.

Next, for every \( S \in \mathcal{L} \) and \( t \in \{1,...,T\} \), let \( \mathbb{P}^{\Delta S_t|\mathcal{F}_{t-1}}(\cdot, \cdot) \) be a regular conditional distribution of \( \Delta S_t \) with respect to \( \mathcal{F}_{t-1} \). By redefining on a \( \mathbb{P} \)-null set, \( \mathbb{P}^{\Delta S_t|\mathcal{F}_{t-1}}(\cdot, \omega) \) is a probability measure on \( (\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d)) \) for all \( \omega \in \Omega \), and we denote by \( D_t^S(\omega) \) the smallest affine subset of \( \mathbb{R}^d \) containing the support of \( \mathbb{P}^{\Delta S_t|\mathcal{F}_{t-1}}(\cdot, \omega) \).

Throughout the paper, assume that the collection of stock prices contains at least one process for which there is no chance of making a riskless profit out of nothing. In addition, the redundant assets in the trading mechanism for such price model must also be redundant for all the other price processes that can materialize. These requirements are formalized as follows.

Assumption 2.1. There exists \( S^* \in \mathcal{L} \) satisfying both

for all \( \phi \in \mathcal{L} \) \((w_0, S^*)\), if \( W^{S^*}_T(0, \phi) \geq 0 \) \( \mathbb{P} \)-almost surely (a.s.), then \( W^{S^*}_T(0, \phi) = 0 \) \( \mathbb{P} \)-a.s.,

and for each \( S \in S \)

\[
D_t^S \subseteq D_t^{S^*} \text{ almost surely, for all } t \in \{1,...,T\}. \tag{1}
\]
The set of such $S^*$ will be denoted by $\mathcal{L}^*$. The following alternative characterization of the arbitrage-free and “nonredundant” price processes is provided by Rásonyi and Stettner (2005, Proposition 3.3) (see also Carassus and Rásonyi, 2007, Proposition 2.1).

**Proposition 2.2.** Let $S \in \mathcal{L}$. The two statements below are equivalent.

(i) $\text{NA}(S)$ holds.

(ii) For every $t \in \{1, \ldots, T\}$, there exist $\mathcal{F}_{t-1}$-measurable random variables $\beta_t^S > 0 \ \mathbb{P}$-a.s. and $\kappa_t^S > 0 \ \mathbb{P}$-a.s. such that

$$
\text{ess inf}_{\xi \in \Xi^S_t} \mathbb{P} \left\{ \langle \xi, \Delta S_t \rangle_{\mathbb{R}^d} \leq -\beta_t^S \| \xi \|_{\mathbb{R}^d} | \mathcal{F}_{t-1} \right\} \geq \kappa_t^S \mathbb{P}$
$$

$a.s. on \{D_t^S \neq \{0_d\}\}$, \hspace{2cm} (2)

where $\Xi^S_t := \{\xi \in L^0(\mathcal{F}_{t-1};\mathbb{R}^d) : \xi(\omega) \in D_t^S(\omega) \ \text{for} \ \mathbb{P}$-a.e. $\omega \in \Omega\}$.

Furthermore, we make the assumption that the investors’ risk preferences are continuous and nonsatiable, with declining marginal utility. These are fairly weak conditions on the utility function: we require neither strict concavity nor smoothness (in particular, no Inada-type conditions need to be satisfied).

**Assumption 2.3.** The utility function $U : \mathbb{R} \to \mathbb{R} \cup \{-\infty\}$ is nondecreasing, concave and upper semicontinuous.

We define

$$
dom(U) := \{x \in \mathbb{R} : U(x) > -\infty\}, \hspace{2cm} (3)
$$

which is an interval of the form $(b, +\infty)$ or $[b, +\infty)$ for some $b \in \mathbb{R} \cup \{\pm \infty\}$. Upper semicontinuity means that, if $b \in \mathbb{R}$, then $\lim_{x \to b^+} U(x) = U(b)$ (where the latter may be finite or $-\infty$).

In the presence of uncertainty, the investors’ objective is to choose an admissible portfolio that maximizes their expected utility from terminal wealth in the worst possible concretization of the asset prices, where the same plausibility is attached to every price process in $\mathcal{L}$. This model uncertainty version of the optimal portfolio problem is defined precisely below.

**Definition 2.4** (Robust optimal portfolio). A portfolio $\phi^* \in \mathcal{A}(w_0)$ is optimal under model uncertainty for an investor with initial wealth $w_0$ if

$$
u(w_0) := \sup_{\varphi \in \mathcal{A}(w_0)} \inf_{S \in \mathcal{F}} \mathbb{E}_\mathbb{P} \left[ U(W_T^S(w_0, \varphi)) \right] = \inf_{S \in \mathcal{F}} \mathbb{E}_\mathbb{P} \left[ U(W_T^S(w_0, \phi^*)) \right]. \hspace{2cm} (4)
$$

Here, we adopt the usual convention that, if a random variable is such that its positive and negative parts both have infinite expectation, then its expectation is defined to be $-\infty$ (i.e., $+\infty - \infty := -\infty$).
Remark 2.5. It is trivial that  \[ \inf_{S \in \mathcal{L}} \mathbb{E}_\mathbb{P} \left[ U \left( W^S_T \left( w_0, 0 \right) \right) \right] = U \left( w_0 \right) \] for all \( w_0 \in \text{dom} \left( U \right) \), where \( 0 \equiv (0, \ldots, 0) \) denotes the safe portfolio allocating all wealth to the safe asset. Therefore, \( u \left( w_0 \right) > -\infty \) provided that the safe portfolio is admissible.

The next section demonstrates the existence of an optimizer for (4) in two settings: initially, investors are subject to the usual no-bankruptcy requirement; subsequently, we relax this restriction by treating the case of finite utility on the whole real line.

Remark 2.6.

(i) We establish our results under Assumption 2.1, which implies that there is at least one model \( S^* \in \mathcal{L} \) that is arbitrage-free in the classical sense; in other words, \( \text{NA}(S^*) \) corresponds to the classical absence of arbitrage opportunities for the price process \( S^* \). Incidentally, this condition is the counterpart of the conventional concept of “weak no-arbitrage” of Davis and Hobson (2007) (itself a particular case of the “no \( \mathcal{R} \)-arbitrage” property formulated in Burzoni, Fritelli, and Maggis, 2016, Definition 5.1).

(ii) Another pertinent comparison is with the standard “robust no-arbitrage condition” introduced by Bouchard and Nutz (2015, Definition 1.1), which in the present framework reads as:

\[
\text{For all } S \in \mathcal{L}, W^S_T (0, \phi) \geq 0 \text{ \( \mathbb{P} \)-a.s.} \Rightarrow \text{For all } S \in \mathcal{L}, W^S_T (0, \phi) = 0 \text{ \( \mathbb{P} \)-a.s.} \quad (\text{NA}(S))
\]

In the multiple priors setting, Blanchard and Carassus (2019, Theorem 3.8) show that (the multiple-prior equivalent of) \( \text{NA}(S) \) implies weak no-arbitrage, but the converse direction fails; refer to Blanchard and Carassus (2019, statement (5) of Lemma 3.7). In addition, Theorem 3.30 of Blanchard and Carassus (2019) states that (the multiple-prior equivalent of) Assumption 2.1 is actually equivalent to the robust no-arbitrage condition of Bouchard and Nutz (2015); hence, it seems to be a fairly natural requirement. Note, however, that the multiple priors framework is different from the current one; therefore, it is not possible to directly transfer results from either one to the other.

Returning to our framework, Assumption 2.1 is stronger than condition \( \text{NA}(S) \). To see this, let \( \phi \in \mathcal{A}(w_0) \) such that, for all \( S \in \mathcal{L} \), it holds \( \mathbb{P} \)-a.s. that \( W^S_T (0, \phi) \geq 0 \). Then, for all \( t \in \{1, \ldots, T\} \), we get \( W^{S^*}_T (0, \phi) = 0 \text{ \( \mathbb{P} \)-a.s.} \), which, in turn, implies that \( \phi_t(\omega) \) belongs to the orthogonal complement of \( D^S_t(\omega) \) for \( \mathbb{P} \)-a.e. \( \omega \in \Omega \). Hence, \( \phi_t \) is also orthogonal to \( D^S_t \subseteq D_t^{S^*} \) for all \( S \in S \), and we conclude \( W^{S^*}_T (0, \phi) = 0 \text{ \( \mathbb{P} \)-a.s.} \). Unlike in the multiple priors case, however, in the present framework, \( \text{NA}(S) \) does not imply in general that Assumption 2.1 holds or even \( \text{NA}(S^*) \) for some \( S^* \). Indeed, consider a one-period model with one risky asset (i.e., take \( T = 1 \) and \( d = 1 \)) where \( \mathcal{L} \) consists of two processes: \( \hat{S} \) such that \( \mathbb{P} \{ \Delta \hat{S}_1 = 0 \} = \mathbb{P} \{ \Delta \hat{S}_1 = 1 \} = 1/2 \), and \( \hat{S} \) such that \( \mathbb{P} \{ \Delta \hat{S}_1 = 0 \} = \mathbb{P} \{ \Delta \hat{S}_1 = -1 \} = 1/2 \); then although \( \text{NA}(S) \) holds, neither \( \text{NA}(\hat{S}) \) nor \( \text{NA}(\hat{S}) \) do (note also that \( D^\hat{S}_1 = D^\hat{S}_1 = \mathbb{R} \)).

The reason why we work under the “weak no-arbitrage” assumption rather than the “robust no-arbitrage” condition is that the former provides us with an equivalent martingale measure, by the Dalang–Morton–Willinger theorem (Dalang, Morton, & Willinger, 1990); obtaining a version of the fundamental theorem of asset pricing associated with \( \text{NA}(S) \) is a project worth further pursuing in the current setting (as already done in the quasi-sure framework; see Bouchard and Nutz, 2015 and Blanchard and Carassus, 2019).
(iii) Compare also to Blanchard and Carassus (2018), where unbounded from above utilities defined on the positive half-real line are treated under a (strengthened) no-arbitrage condition for every model $S \in \mathcal{L}$ (see Definition 2.4 therein). We point out that we obtain our existence Theorem 3.11 below, for unbounded utilities over the whole real line, under a similar (strong) absence of arbitrage assumption for all possible price processes. This trivially implies the robust no-arbitrage condition $\text{NA}(S)$, as also observed by Blanchard and Carassus (2019, Lemma 3.7(4)) in the multipriors setting; additionally, see Theorem 3.8 in the same paper, establishing the equivalence between robust no-arbitrage and the existence of some subfamily of priors (having the same “relevant” events as the original one) that are all arbitrage-free. It is still unclear what the suitable notion of no-arbitrage should be in addressing the unbounded robust optimal portfolio problem. Recall that, in utility maximization “under certainty,” absence of arbitrage is a necessary condition for the existence of an optimizer, as shown, for example, by Rásonyi and Stettner (2005, Proposition 3.1).

### 3 MAIN RESULTS

The proofs of the existence theorems in this section all share a common structure: First, we verify the finiteness of the value function for the optimization problem (4), so as to ensure that investors cannot attain near bliss from the strategies available in the market. We can then take a maximizing sequence of portfolios, and obtain from it a candidate for an optimizer via a compactness argument. Lastly, we use the upper semicontinuity of the worst-case expected utility with respect to the strategies to check that the portfolio found in the preceding step is indeed optimal.

Under the upper boundedness assumption on risk preferences, both well-posedness and upper semicontinuity are straightforward—the only point remaining to show being that a suitable collection of strategies satisfies some form of compactness. Once we drop the requirement that the utility should be bounded from above, however, we start running into some integrability problems (namely, we no longer have an obvious integrable upper bound for the positive part of terminal utility, guaranteeing the convergence of certain integrals), which we handle by introducing additional hypotheses.

When the nonbankruptcy constraint is in force, the classical absence of arbitrage combined with trading “nonredundancy” in one of the realizable models is enough to establish bounds on the admissible strategies (given by the auxiliary, almost surely finite random variables $G^S_t$ found in Lemma 3.3 below). For the reasons just set forth, with unbounded utilities, we need these bounds to be integrable as well, which is achieved through a strengthening of the no-arbitrage condition, in the sense of (8).

Turning to a setting where wealth is allowed to take on positive as well as negative values with positive probability, we again see that boundedness of preferences together with risk aversion suffices to have compactness; the arguments are more lengthy and involved than those of its positive real line counterpart, since the bounds of Lemma 3.3 are no longer available. Finally, for the particularly delicate case of an unbounded utility defined on the whole real line, the proof becomes even more intricate; as it turns out, absence of arbitrage in just one model is not enough anymore, and we must actually assume that every possible model admits no arbitrage opportunities. On top of it, even though we allow the utility to grow arbitrarily large, we must require that it does so in a strictly sublinear way in the sense of (10) below. These conditions ensure the upper semicontinuity properties that are needed for the proof.
Summing up, if we consider utilities that are bounded above, then we are able to show that a robust optimal portfolio exists without having to impose any conditions other than Assumption 2.1; by contrast, the robust portfolio choice with an unbounded utility involves increased difficulties that call for considerably more stringent assumptions, not only on arbitrage but also on price dynamics and utility growth. These are not surprising, see the related discussions in Nutz (2016) and Blanchard and Carassus (2018).

3.1 Utility on the positive real line

We start by focusing on the case where debt is disallowed under every scenario for the evolution of stock prices, so the utility function has effective domain of definition equal to the positive half-line.

**Assumption 3.1.** For all \( S \in \mathcal{L} \),

\[
\mathcal{L} (w_0, S) := \{ \phi \in \mathcal{L} : \forall t \in \{0, 1, \ldots, T\}, \ W_t^S (w_0, \phi) \geq 0 \ P\text{-a.s.} \}.
\]

(5)

Moreover, \( \text{int} (\text{dom} (U)) = (0, +\infty) \).

**Remark 3.2.** Due to monotonicity, \( U (\cdot) \) extends in a natural way to \([0, +\infty)\) by setting \( U (0) := \lim_{x \to 0^+} U (x) \), which is possibly \(-\infty\). Suppose further, without loss of generality, that \( U (+\infty) := \lim_{x \to +\infty} U (x) > 0 \). Finally, note that, in addition to being nonempty and convex, \( \mathcal{A} (w_0) \) is closed with respect to the subspace topology \( \tau \) of the product topology on \( \mathcal{L} \).

Both existence theorems of the current subsection rely on the following key lemma, whose proof proceeds along the lines of that of Rásonyi and Stettner (2006, Lemma 2.1). This result comes into play in the construction of an optimal portfolio as it implies the boundedness of the admissible set \( \mathcal{A} (w_0) \), therefore making it possible to employ a compactness argument to extract a candidate solution to (4).

**Lemma 3.3.** Let \( w_0 > 0 \), and let Assumption 2.1 hold. Moreover, let Assumption 3.1 hold. Then, for every \( S \in \mathcal{L}^* \) and \( t \in \{1, \ldots, T\} \), there exists an \( \mathcal{F}_{t-1} \)-measurable random variable \( G_t^S > 0 \ P\text{-a.s.} \) such that

\[
\text{ess sup}_{\phi \in \mathcal{L} (w_0, S)} \left\| \hat{\phi}_t^S \right\|_{\mathbb{R}^d} \leq G_t^S < +\infty \ P\text{-a.s.},
\]

(6)

where \( \hat{\phi}_t^S (\omega) \) denotes the orthogonal projection of \( \phi_t (\omega) \) on \( D_t^S (\omega) \) for all \( \omega \in \Omega \).

**Proof.** See the Appendix.

**Remark 3.4.** For all \( \phi \in \mathcal{L} (w_0, S) \) and \( t \in \{1, \ldots, T\} \), we have \( \hat{\phi}_t^S \in L^0 (\mathcal{F}_{t-1}; \mathbb{R}^d) \) as well as \( \langle \hat{\phi}_t^S, \Delta S_t \rangle_{\mathbb{R}^d} = \langle \hat{\phi}_t, \Delta S_t \rangle_{\mathbb{R}^d} \ P\text{-a.s.} \) (refer to Carassus and Rásonyi, 2016, Remark 3.4), so replacing a portfolio with its orthogonal projection does not alter its value. More importantly, when Assumption 2.1 holds and \( S^* \in S^* \), then, for all \( S \in S \), we have \( \langle \hat{\phi}_t^{S^*}, \Delta S_t \rangle_{\mathbb{R}^d} = \langle \hat{\phi}_t, \Delta S_t \rangle_{\mathbb{R}^d} \) almost surely since \( D_t^S \subseteq D_t^{S^*} \).
Our first main result states that whenever the investors’ utility is bounded from above, not only is the robust utility maximization problem (4) trivially well posed (i.e., \( u(w_0) < +\infty \) for every initial capital \( w_0 \)), but also an optimal strategy always exists.

**Theorem 3.5.** Let \( w_0 > 0 \), and let Assumptions 2.1, 2.3, and 3.1 hold. If \( U(\infty) < +\infty \), then there exists \( \phi^* \in \mathcal{A}(w_0) \) such that

\[
u(w_0) = \inf_{S \in \mathcal{L}} \mathbb{E}_p \left[ U \left( W^S_T (w_0, \phi^*) \right) \right] < +\infty.
\]

**Proof.** See the Appendix.

Alternatively, suppose that investors can derive an arbitrarily high level of satisfaction as wealth grows arbitrarily large. In order to still be able to control from above the robust expected utility of terminal wealth, and thus obtain a solution for (4), we make the additional assumption (8) concerning the dynamics of all possible prices combined with a stronger version of absence of arbitrage in at least one of the models.

**Theorem 3.6.** Let \( w_0 > 0 \), and let Assumptions 2.1, 2.3, and 3.1 be valid. Also, define

\[
\mathcal{W} := \{ X \in L^0(\mathcal{F}_T; \mathbb{R}) : \forall p > 0, \mathbb{E}_p \left[ |X|^p \right] < +\infty \}.
\]

(7)

Assume further that

\[
\left\{ \|\Delta S_t\|_{\mathbb{R}^d} : S \in \mathcal{L} \right\} \subseteq \mathcal{W} \quad \text{and} \quad \frac{1}{\beta_t^{S^*}} \in \mathcal{W} \quad \text{for all } t \in \{1, \ldots, T\}
\]

(8)

holds for some \( S^* \in \mathcal{L}^* \), where each \( \beta_t^{S^*} \) is the random variable given by Proposition 2.2. Then there exists \( \phi^* \in \mathcal{A}(w_0) \) such that

\[
u(w_0) = \inf_{S \in \mathcal{L}} \mathbb{E}_p \left[ U \left( W^S_T (w_0, \phi^*) \right) \right] < +\infty.
\]

**Proof.** See the Appendix.

**Remark 3.7.** We may wonder what happens if we relax the bankruptcy prohibition at all intermediate times by imposing that the admissible strategies for each price process \( S \in \mathcal{L} \) yield non-negative wealth only at the terminal time. In other words, instead of \( \mathcal{A}(w_0) \), we can consider the larger set

\[
\tilde{\mathcal{A}} (w_0) := \bigcap_{S \in \mathcal{L}} \mathcal{D} (w_0, S),
\]

where

\[
\mathcal{D} (w_0, S) := \{ \phi \in \mathcal{L} : W^S_T (w_0, \phi) \geq 0 \mathbb{P}\text{-a.s.} \}.
\]

(9)
Clearly, for all \( w_0 > 0 \),
\[
\tilde{u}(w_0) := \sup_{\varphi \in \mathcal{A}(w_0)} \inf_{S \in \mathcal{L}} \mathbb{E}_P \left[ U \left( W^S_T(w_0, \varphi) \right) \right] \geq u(w_0),
\]
so the question arises of whether the above inequality can be strict.

It is not difficult to see that, under Assumption 2.1, \( \mathcal{L}(w_0, S) = \mathcal{L}(w_0, S) \) for all \( S \in \mathcal{L}^* \). Indeed, if we let \( \phi \in \mathcal{L} \) with \( W^\phi_T(w_0, \phi) \geq 0 \) \( \mathbb{P} \)-a.s., then we know by the Dalang–Morton–Willinger theorem (Dalang et al., 1990) combined with Theorem 2 of Jacod and Shiryaev (1998) that the wealth process \( \{W^{S^*}_\tau(w_0, \phi)\}_{\tau \in [0,1,...,T]} \) is a true martingale under some equivalent martingale measure. The desired conclusion follows from the observation that a martingale with nonnegative terminal value is nonnegative.

Additionally, we can easily check that, if we replace \( \mathcal{A}(w_0) \) with \( \tilde{\mathcal{A}}(w_0) \) in Theorems 3.5 and 3.6, the results remain valid with the same proofs (the key fact being that the two sets of feasible portfolios actually coincide for all arbitrage-free price models, as shown above). However, the value of the robust utility maximization problem over these two domains may well differ; below we provide an example where this happens. This is in sharp contrast with the multiple-priors setting, where such a relaxation of the admissible set does not affect the optimization problem, since under robust no-arbitrage, a quasi-surely nonnegative terminal wealth implies the quasi-sure nonnegativity of wealth at all intermediate times (refer, e.g., to Blanchard and Carassus, 2018, Lemma 4.3).

Let \( T := 2 \), and let \( X \) be a standard Gaussian. Consider also the random variables \( \varepsilon_i, i \in \{1, 2\} \) such that
\[
\mathbb{P}\{\varepsilon_1 = -1/2\} = \mathbb{P}\{\varepsilon_1 = 4\} = 1/2, \\
\mathbb{P}\{\varepsilon_2 = -1/2\} = \mathbb{P}\{\varepsilon_2 = 1/2\} = 1/2,
\]
and \( X, \varepsilon_1, \varepsilon_2 \) are independent. Moreover, the filtration \( \mathcal{F} \) is defined by setting \( \mathcal{F}_0 \) to be the family of \( \mathbb{P} \)-null sets, \( \mathcal{F}_1 := \mathcal{F}_0 \vee \sigma(X, \varepsilon_1) \), and \( \mathcal{F}_2 := \mathcal{F}_1 \vee \sigma(\varepsilon_2) \).

We consider one risky asset, that is, \( d = 1 \). Our family of models has three elements, \( \mathcal{L} = \{S^*, \tilde{S}, \bar{S}\} \), defined as follows:
\[
\Delta S^*_1 = \varepsilon_1, \quad \Delta S^*_2 = \varepsilon_2, \\
\Delta \tilde{S}_1 = X, \quad \Delta \tilde{S}_2 = 3 - X, \\
\Delta \bar{S}_1 = 3, \quad \Delta \bar{S}_2 = 0.
\]

Clearly, \( D^{S^*}_1 = D^{S^*}_2 = \mathbb{R} \), hence Assumption 2.1 is testified by \( S^* \in \mathcal{L}^* \).

Take the bounded utility \( U(x) := \min\{\sqrt{x}, 2\} \), for all \( x \in (0, +\infty) \), and set the initial capital to \( w_0 = 1 \). Each portfolio strategy \( \phi = (\phi_1, \phi_2) \) consists of a deterministic number \( \phi_1 \in \mathbb{R} \), and an \( \mathcal{F}_1 \)-measurable real-valued random variable \( \phi_2 \).

Notice that \( \phi \in \mathcal{A}(1) \) implies \( \phi_1 = 0 \), since \( X \) is unbounded both from above and from below. Hence, by the construction of \( \tilde{S} \),
\[
u(1) = \sup_{\phi \in \mathcal{A}(1)} \inf_{S \in \mathcal{L}} \mathbb{E}_P \left[ U \left( W^S_T(1, \phi) \right) \right] \leq \sup_{\phi \in \mathcal{A}(1)} \mathbb{E}_P \left[ U \left( W^\tilde{S}_T(1, \phi) \right) \right] = U(1) = 1.
\]
On the other hand, choosing the strategy $\hat{\phi}$ with $\hat{\phi}_1 = \hat{\phi}_2 = 1$ gives $W_T^S(1, \hat{\phi}) \geq 0$ for all $S \in \mathcal{L}$, thus $\hat{\phi} \in \tilde{\mathcal{A}}(1) \setminus \mathcal{A}(1)$. Moreover, we can directly check that, for all $S \in \mathcal{L}$,

$$
\mathbb{E}_\mathcal{P} \left[ U \left( W_T^S(1, \hat{\phi}) \right) \right] \geq \frac{5}{4},
$$

which, in turn, results in

$$
\hat{u}(1) = \sup_{\phi \in \tilde{\mathcal{A}}(1)} \inf_{S \in \mathcal{L}} \mathbb{E}_\mathcal{P} \left[ U \left( W_T^S(1, \phi) \right) \right] > 1.
$$

### 3.2 Utility on the whole real line

Consider now the possibility that wealth can become negative, meaning that the utility function takes on finite values everywhere on the real line. In other words, no constraints are imposed on portfolio choice, and hence, any self-financing investment strategy is admissible.

**Assumption 3.8.** For all $S \in \mathcal{L}$, $\mathcal{L}(w_0, S) := \mathcal{L}$. Moreover, $\text{dom}(U) = \mathbb{R}$.

The next result extends our Theorem 3.5 to the whole real line and shows that there is also an optimal portfolio in this setting.

**Theorem 3.9.** Let $w_0 \in \mathbb{R}$, and let Assumptions 2.1, 2.3, and 3.8 hold. If $U(+\infty) < +\infty$, then there exists $\phi^* \in \mathcal{L}$ such that

$$
u(w_0) = \inf_{S \in \mathcal{L}} \mathbb{E}_\mathcal{P} \left[ U \left( W_T^S(w_0, \phi^*) \right) \right] < +\infty.
$$

**Proof.** See the Appendix.

In our last theorem, we remove the hypothesis of $U(\cdot)$ being bounded from above. This comes at the expense of assuming that each $S \in \mathcal{L}$ should be arbitrage-free, in a strong sense; we further point out that (11) bears a close resemblance to the conditions of Theorem 3.6 above as well as those of Blanchard and Carassus (2018, Theorem 3.6). Likewise, dealing with the integrability issues that arise from $U(+\infty) = +\infty$ requires a supplementary growth condition on the utility for large positive values of wealth—namely, that the function displays strictly sublinear growth. Nonetheless, (10) is still quite mild; in fact, it is even slightly weaker than the reasonable asymptotic elasticity property at $+\infty$ (see Kramkov & Schachermayer, 1999). As far as we know, this is the first result in the literature that treats, in a robust setting, an unbounded utility function defined on the whole real line.

**Remark 3.10.** A simple, yet important observation underpinning the proof of Theorem 3.11 below is that $u(w_0) > -\infty$ (recall Remark 2.5) along with the convention $+\infty - \infty := -\infty$ leads to the equality $u(w_0) = \sup_{\phi \in \tilde{\mathcal{A}}(w_0)} \inf_{S \in \mathcal{L}} \mathbb{E}_\mathcal{P} \left[ U \left( W_T^S(w_0, \phi) \right) \right]$, where $\tilde{\mathcal{A}}(w_0) := \bigcap_{S \in \mathcal{L}} \left\{ \phi \in \mathcal{L} : \mathbb{E}_\mathcal{P} \left[ U^- \left( W_T^S(w_0, \phi) \right) \right] < +\infty \right\} \neq \emptyset$. 

$$
\tilde{\mathcal{A}}(w_0) := \bigcap_{S \in \mathcal{L}} \left\{ \phi \in \mathcal{L} : \mathbb{E}_\mathcal{P} \left[ U^- \left( W_T^S(w_0, \phi) \right) \right] < +\infty \right\} \neq \emptyset.
$$
This means that any investment leading to infinite disappointment in at least one possible model is automatically excluded from the robust portfolio problem as it can never be optimal, thereby effectively restricting the set of admissible controls from $\mathcal{L}$ to $\mathcal{A}(w_0)$.

**Theorem 3.11.** Let $w_0 \in \mathbb{R}$, and let Assumptions 2.1, 2.3, and 3.8 hold. Assume further that the following three conditions are all satisfied.

(i) $\mathcal{L} = \mathcal{L}^*$.

(ii) There are $C > 0$ and $\alpha \in [0, 1)$ such that

$$U(x) \leq C(x^\alpha + 1) \quad \text{for all } x \geq 0.$$  \hspace{1cm} (10)

(iii) For all $S \in \mathcal{L}$,

$$\frac{1}{\rho^S_t}, \frac{1}{\kappa^S_t}, \|\Delta S_t\|_{\mathbb{R}^d} \in \mathcal{W} \quad \text{for all } t \in \{1, \ldots, T\},$$  \hspace{1cm} (11)

where $\rho^S_t$ and $\kappa^S_t$ are the random variables given by Proposition 2.2, and $\mathcal{W}$ is as in (7).

Then there exists $\phi^* \in \mathcal{A}(w_0)$ such that

$$u(w_0) = \inf_{S \in \mathcal{L}} \mathbb{E}_p \left[ U \left( W^S_T(w_0, \phi^*) \right) \right] < +\infty.$$

**Proof.** See the Appendix.

**Remark 3.12.** At this point, let us briefly look at the case of “model-free” utility maximization; see, for example, Acciaio, Beiglböck, Penkner, and Schachermayer (2016), where $\mathcal{L}$ consists of all the adapted price processes (or just the ones satisfying no arbitrage). A moment’s reflection shows that, in those cases, only the identically 0 strategy is admissible in the case of $U(\cdot)$ on the positive real axis. In the case of $U(\cdot)$ defined on the whole real line, every strategy except 0 yields utility $-\infty$. In other words, the problem becomes trivial.

Another model-free approach has been outlined in Burzoni et al. (2016). However, it concentrates uniquely on arbitrage, and probabilities do not appear in the natural way (i.e., their set $\mathcal{L}$ does not determine a set of probabilities). In the special case $\mathcal{L} = \{\Omega\}$, the set of all probabilities appears naturally, and we already addressed this case in the previous paragraph. For all other cases of Burzoni et al. (2016), we do not see even how the utility maximization problem could be properly formulated.

### 4 | EXAMPLES

**Example 4.1.** When prices are assumed to be continuous-time Itô processes, uncertainty in the drift and volatility are the classical setting for model robustness. This has been fervently studied, we refer to the seminal paper of Epstein and Ji (2014). We sketch a simple discrete-time analog below.
Consider the $t$-fold Cartesian product $\Omega_t := \{-1, 1\}^t$ for all $t \in \{0, 1, \ldots, T\}$, and denote by $2^{\Omega_t}$ the power set of $\Omega_t$. Set also $\Omega := \Omega_T$. Define the mappings $\Pi_t : \Omega \rightarrow \Omega_t$ as

$$
\Pi_t (\omega) := (\omega_1, \ldots, \omega_t), \quad \text{for all } \omega = (\omega_1, \ldots, \omega_t, \ldots, \omega_T) \in \Omega,
$$

and the filtration $\mathbb{F}$ as $\mathcal{F}_t := \Pi_t^{-1} (2^{\Omega_t})$. Fix $p \in (0,1)$, and equip the measurable space $(\Omega, 2^{\Omega})$ with the probability measure defined by

$$
\mathbb{P}(\{\omega\}) := \prod_{t=1}^T \left( p \delta_1 (\{\text{proj}_t (\omega)\}) + (1-p)\delta_{-1} (\{\text{proj}_t (\omega)\}) \right), \quad \text{for all } \omega \in \Omega,
$$

where $\delta_x$ is the Dirac measure at $x \in \mathbb{R}$, and $\text{proj}_t$ is the $t$th projection map from $\Omega$ to $\{-1, 1\}$. Moreover, let $s_0 \in \mathbb{R}$ be given, and introduce the parameter space $\Theta := [\sigma, \bar{\sigma}]^T \times \mathbb{R}^T$ for some $0 < \sigma < \bar{\sigma}$. For every $\theta = (\sigma, \mu) \in \Theta$, define the real-valued process $S^\theta = \{S^\theta_t\}_{t \in \{0, 1, \ldots, T\}}$ as

$$
S^\theta_t (\omega) := s_0 + \sum_{s=1}^t (\sigma \text{proj}_s (\omega) + \mu), \quad \text{for all } \omega \in \Omega, \ t \in \{0, 1, \ldots, T\}.
$$

When $p = 1/2$ then this model is a possible discrete-time analog of the continuous-time Bachelier model.

Even though arbitrage opportunities exist for certain price processes, it is easily seen that each $S^\theta \in \mathcal{L}$ with $|\mu| < \sigma$ admits a unique equivalent martingale measure given by

$$
\mathbb{Q}^\theta (\{\omega\}) := 2^{-T} \prod_{t=1}^T \left( 1 - \text{proj}_t (\omega) \frac{\mu}{\sigma} \right), \quad \text{for all } \omega \in \Omega.
$$

In addition, $S^\theta$ has independent increments for every $\theta \in \Theta$, which entails that condition (8) holds and (11) is satisfied by any arbitrage-free process in $\mathcal{L}$, as observed by Rásonyi and Stettner (2005, Proposition 7.1). Note also that $\mathcal{L}$ may contain price processes whose laws are mutually singular.

Consider now $\mathcal{P} := \{\text{Law}(S) : S \in \mathcal{L}\}$, which is a subset of the space of all probability measures on $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$. This simple model class is a typical example of model-misspecification where the “volatility” parameter $\sigma$ and the drift parameter $\mu$ are unknown. It can be treated in our framework. It does not, however, satisfy the condition on the sets of probability measures $\mathcal{P}_t (\omega)$ in Nutz (2016, Section 3) or Bartl (2019, Section 2); namely, the family of possible models for the stock price at time $t+1$ given the state $\omega$ at time $t$ is not convex (as convexity here would mean being closed under taking mixtures of probabilities).

One could consider various generalizations of this example; $\mu_t$ and $\sigma_t$ could be time-dependent and even $\mathcal{F}_{t-1}$-measurable; taking $\Omega := \mathbb{R}^T$, we could consider more general noise processes with possibly continuous laws, etc.

**Example 4.2.** Most papers in the standard multiple-priors framework (e.g., Bartl, 2019; Bouchard & Nutz, 2015; Nutz, 2016) assume the “time-consistency” property. It is possible to construct an example where the corresponding $\mathcal{P}$ fails to satisfy this property, but can be treated in our framework. Recall also Bartl et al. (2019), who could drop time consistency using additional set-theoretical axioms.
Fix $T := 2$ and $d = 1$ (i.e., consider a single risky asset). Take $\Omega_1 = \mathbb{R}$ and $\Omega := \Omega_2 = \mathbb{R}^2$. Let $\varepsilon_i$, $i \in \{1, 2\}$ be two independent and identically distributed random variables with $\mathbb{P}\{\varepsilon_i = \pm 1\} = 1/2$, and define the filtration $\mathcal{F}$ such that $\mathcal{F}_0$ is the $\sigma$-algebra of $\mathbb{P}$-zero sets, $\mathcal{F}_1 := \sigma(\varepsilon_1)$, and $\mathcal{F}_2 := \sigma(\varepsilon_1, \varepsilon_2)$.

Let $s_0 = 0$, and for each $\theta = (\mu_1, \mu_2) \in \mathbb{R}^2$ define the real-valued price process $S^\theta = \{S^\theta_t\}_{t \in \{0, 1, 2\}}$ as

$$S^\theta_t := s_0 + \sum_{s=1}^t (\mu_s + \varepsilon_s), \quad \text{for all } t \in \{0, 1, 2\}.$$ 

Assume further that there are only two possible price models; namely, $\mathcal{L} = \{S^\theta : \theta \in \Theta\}$, where $\Theta = \{\theta_1 = (0.1, 0.3), \theta_2 = (0.2, 0.5)\}$. Note that $\mathcal{L} = \mathcal{L}^*$. Lastly, introduce the notation $\mathcal{P} := \{\text{Law}(S) : S \in \mathcal{L}\}$.

Time consistency means that there is a collection of probabilities $\mathcal{P}_0$ on $\mathbb{R}$ and a set-valued mapping $\mathcal{P}_1$ from $\mathbb{R}$ to the set of probability measures on $\mathbb{R}$ such that $\mathcal{P}_1$ consists of all probability measures $\mathbb{P}$ on $\mathbb{R}^2$ admitting the decomposition

$$\mathbb{P}(A) = \int_{\mathbb{R}} \int_{\mathbb{R}} 1_A(\omega_1, \omega_2) P_1(\omega_1, d\omega_2) \mathbb{P}_0(d\omega_1) \quad \text{for all } A \in \mathcal{B}(\mathbb{R}^2)$$

($\mathbb{P} = P_0 \otimes P_1$ in abbreviated form), for some $P_0 \in \mathcal{P}_0$ and $P_1$ satisfying $P_1(\omega) \in \mathcal{P}_1(\omega)$ for all $\omega \in \mathbb{R}$; see Bouchard and Nutz (2015).

Next, observe that, for every $\theta = (\mu_1, \mu_2) \in \mathbb{R}^2$, each of the stock prices $S^\theta_1$ and $S^\theta_2$ has discrete law with support $\{s_0 + \mu_1 - 1, s_0 + \mu_1 + 1\}$ and $\{s_0 + \mu_1 + \mu_2 - 2, s_0 + \mu_1 + \mu_2, s_0 + \mu_1 + \mu_2 + 2\}$, respectively; moreover, moreover,

$$\mathbb{P}\{S^\theta_1 = s_0 + \mu_1 \pm 1\} = \frac{1}{2},$$

$$\mathbb{P}\{S^\theta_2 = s_0 + \mu_1 + \mu_2 \pm 2\} = \frac{1}{4}, \quad \mathbb{P}\{S^\theta_2 = s_0 + \mu_1 + \mu_2\} = \frac{1}{2}.$$

Assume, with a view to a contradiction, that time consistency holds. Denoting by $\mathbb{P}_i$ the probability law of $S^\theta_i$ for $i \in \{1, 2\}$, straightforward computations yield

$$\mathbb{P}_1 = P^1_0 \otimes P^1_1,$$

$$\mathbb{P}_2 = P^2_0 \otimes P^2_1,$$

where $P^1_0 \in \mathcal{P}_0$ is the discrete distribution with $P^1_0\{0.1 \pm 1\} = 1/2$; $P^1_1$ is such that $P^1_1(0.1 \pm 1) \in \mathcal{P}_1(0.1 \pm 1)$ are the discrete distributions with

$$P^1_1(0.1 + 1, [0.1 + 0.3 + 2]) = P^1_1(0.1 + 1, [0.1 + 0.3]) = 1/2,$$

$$P^1_1(0.1 - 1, [0.1 + 0.3 - 2]) = P^1_1(0.1 - 1, [0.1 + 0.3]) = 1/2;$$
$P^2_0 \in \mathcal{P}_0$ is the discrete distribution with $P^2_0 \{0.2 \pm 1\} = 1/2$; and $P^2_1$ is such that $P^2_1 (0.2 \pm 1) \in \mathcal{P}_1 (0.2 \pm 1)$ are the discrete distributions with
\[
P^2_1 (0.2 + 1, \{0.2 + 0.5 + 2\}) = P^2_1 (0.2 + 1, \{0.2 + 0.5\}) = 1/2,
\]
\[
P^2_1 (0.2 - 1, \{0.2 + 0.5 - 2\}) = P^2_1 (0.2 - 1, \{0.2 + 0.5\}) = 1/2.
\]

However, $\tilde{P} := P^1_0 \otimes P^2_1$ is not an element of $\mathcal{P}$, a contradiction. A different example can be found in Riedel (2009, Appendix D, Example 3).

**Example 4.3.** This is a much simplified version of Example 2.7 of Bartl (2019). Let us fix $s_0 \in \mathbb{R}$ and $\sigma > 0$, set
\[
S_t (\omega) := s_0 + \sigma \sum_{s=1}^t \text{proj}_s (\omega), \quad \text{for all } \omega \in \Omega, \ t \in \{0, 1, \ldots, T\},
\]
and define $\mathcal{P} := \{\mathbb{P} : \ p \in (0, 1)\}$ where each $\mathbb{P}$ is of the form (12). While $\mathcal{P}$ satisfies the conditions of Nutz (2016), we cannot incorporate this example into our framework in a natural way. Indeed, one would need an information filtration $\mathcal{F} = \{\mathcal{F}_t\}_{t \in \{0,1,\ldots,T\}}$ such that the price increments (which can be constant times Bernoulli with arbitrary parameters) are measurable with respect to it. This is feasible only if $\mathcal{F}$ is generated by continuous random variables. This is, however, unnatural, as the investment decision at time $t + 1$ should be measurable with respect to the price movements up to $t$, which are discrete-valued random variables. Hence, there is no way of incorporating this example into our framework in a meaningful way.

Examples 4.1 and 4.3 show that while the usual approach is capable of capturing uncertainty at the level of the “probabilistic skeleton” of the process (e.g., probabilities on a tree), our approach can be successful for various parametrisations when the filtration (the information structure) is kept fixed.

Below is another, “nonparametric” example that can be covered by our method.

**Example 4.4.** On a fixed probability space $(\Omega, \mathcal{F}, \mathbb{P})$, consider a collection $\{\varepsilon_1, \ldots, \varepsilon_T\}$ of independent and standard uniform random variables. Define the filtration $\mathcal{F}$ as $\mathcal{F}_t := \sigma(\varepsilon_1, \ldots, \varepsilon_t)$ for all $t \in \{0, 1, \ldots, T\}$, let $s_0 \in \mathbb{R}$ be given, and denote by $\Theta$ the set of $T$-tuples of $\mathcal{F}_{t-1} \otimes \mathcal{B} ([0, 1])$-measurable functions $\theta_t : \Omega \times [0, 1] \rightarrow \mathbb{R}$, $t \in \{1, \ldots, T\}$ that are nondecreasing in their second variable.

For every $\theta = (\theta_1, \ldots, \theta_T) \in \Theta$, let $S^\theta := \{S^\theta_t\}_{t \in \{0,1,\ldots,T\}}$ be the real-valued process given by
\[
S^\theta_t (\omega) := s_0 + \sigma \sum_{s=1}^t \theta_s (\omega, \varepsilon_s (\omega)), \quad \text{for all } \omega \in \Omega, \ t \in \{0, 1, \ldots, T\}.
\]

Let now $\mathcal{L} \subseteq \{S^\theta : \ \theta \in \Theta\}$. If $\mathcal{L}$ contains $S^{\theta^*}$ for some $\theta^*$ such that $\theta^*_t (\omega, \cdot)$ takes on positive as well as negative values with positive Lebesgue measure for all $t$ and $\omega$, then $S^{\theta^*}$ clearly satisfies the no-arbitrage assumption as well as (1). Notice that an arbitrary probability law on $\mathbb{R}$ can be represented by a random variable that is a nondecreasing function of a standard uniform random variable.
We now show that this example subsumes Example 2.8 of Bartl (2019), except that we prefer to use an additive dynamics instead of the multiplicative one of Bartl (2019). For every \( t \in \{1, \ldots, T\} \), fix \( \mathcal{F}_{t-1} \)-measurable real-valued random variables \( \mu_t \leq \bar{\mu}_t \), and positive \( \mathcal{F}_{t-1} \)-measurable random variables \( \sigma_t, \epsilon_t \). Now we can define \( \mathcal{L} \) as the set of price models \( S = \{S_t\}_{t \in \{0,1,\ldots,T\}} \) satisfying \( S_0 := s_0 \in \mathbb{R} \) and

\[
S_t = S_{t-1} + \mu_t + Y_t, \quad \text{for all } t \in \{1, \ldots, T\},
\]

where \( \mu_t \) ranges over \([\mu_t, \bar{\mu}_t]\)-valued \( \mathcal{F}_{t-1} \)-measurable random variables, and \( Y_t \) ranges over the random variables whose conditional law with respect to \( \mathcal{F}_{t-1} \) is \( \epsilon_t(\omega) \)-close to the Gaussian law with mean 0 and variance \( \sigma_t(\omega) \), for almost every \( \omega \), in some suitable distance. We do not enter into further technical details.

**Example 4.5** (Option trading). Let \( Z_t, t \in \{1, \ldots, T\} \) be \( \mathbb{R}^m \)-valued random variables on some probability space \((\Omega, \mathcal{F}, \mathbb{P})\), representing the prices of \( m \) stocks, and let \( Z_0 \in \mathbb{R}^m \) be deterministic. Let \( \mathcal{F}_0 \) be the set of \( \mathbb{P} \)-zero sets, and let

\[
\mathcal{F}_t := \mathcal{F}_0 \vee \sigma(Z_s, s \in \{1, \ldots, t\})
\]

for \( t \in \{1, \ldots, T\} \). We assume that NA(\( Z \)) holds; hence, there is at least one probability, equivalent to \( \mathbb{P} \), under which \( Z \) is a martingale. Denote by \( \mathcal{G} \) the set of all such probabilities. Let \( G \) be an \( \mathbb{R}^d \)-valued \( \mathcal{F}_T \)-measurable random variable, representing the terminal value of \( d \) options written on these stocks, and let \( g \in \mathbb{R}^d \) be a vector representing the (known) prices of these options at time 0.

Assume that \( \mathcal{Q}(g) := \{Q \in \mathcal{Q} : \mathbb{E}_Q[G] = g\} \neq \emptyset \), and fix some nonempty \( \mathcal{R} \subset \mathcal{Q}(g) \). Define

\[
\mathcal{L} := \{\mathbb{E}_Q[G|\mathcal{F}_t], t \in \{0, \ldots, T\} : Q \in \mathcal{R}\},
\]

the collection of possible option price processes under the various risk-neutral probabilities \( Q \in \mathcal{R} \).

Results of our paper apply to the above setting where there is uncertainty about the pricing measure and the investor with worst-case robust preferences tries to optimally trade in these options.

5 CONCLUSION

This paper provides a positive answer to the question of existence of solutions to the worst-case robust utility maximization problem in an alternative framework for model uncertainty. It is desirable to extend the arguments of this work to continuous-time models, as done in the companion paper of Chau and Résonyi (2019) in a market where proportional transaction costs are present.

It is also worth investigating whether there exists a price process \( S_0 \in \mathcal{L} \) with respect to which the standard utility maximization problem is equivalent to the robust utility maximization problem (by analogy with, e.g., the least favorable measure in Schied (2005)).

The fundamental questions of arbitrage and superhedging have been intensively studied in the presence of multiple priors, see Remark 2.6 above, as well as Acciaio et al. (2016), Bouchard and Nutz (2015), Burzoni et al. (2016), and Burzoni, Fritelli, Hou, Maggis, and Oblój (2019) and
the references therein. These questions have not yet been addressed in the setting of the present work, and will be the subject of future research.
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ENDNOTES
1 We thank the referee for suggesting this counterexample.
2 We thank the referee for posing this interesting question, as well as for pointing out another fundamental difference between the two frameworks.
3 Here, $\mathcal{G} \lor \mathcal{H}$ denotes the $\sigma$-algebra generated by the union of the two $\sigma$-algebras $\mathcal{G}$ and $\mathcal{H}$.
4 Hereafter,

$$U^\pm(x) := \max\{\pm U(x), 0\}, \quad \text{for all } x \in \text{dom}(U),$$

denote the positive and negative parts of $U(\cdot)$, respectively.
5 We thank the referee for drawing our attention to this point.
6 Given $x \in \mathbb{R}$, the Dirac measure at $x$ is the probability measure $\delta_x : \mathcal{B}(\mathbb{R}) \to \{0,1\}$ defined by

$$\delta_x(B) := \begin{cases} 1, & \text{if } x \in B, \\ 0, & \text{otherwise.} \end{cases}$$

7 Given a Cartesian product $X_1 \times \cdots \times X_n$ and $k \in \{1, \ldots, n\}$, the $k$th projection map $\text{proj}_k : X_1 \times \cdots \times X_n \to X_k$ is defined by

$$\text{proj}_k(x_1, \ldots, x_n) := x_k, \quad \text{for all } (x_1, \ldots, x_n) \in X_1 \times \cdots \times X_n.$$

8 Here, $\mathcal{B}(\mathbb{R}^2)$ denotes the Borel $\sigma$-algebra of $\mathbb{R}^2$ (i.e., the smallest $\sigma$-algebra containing all open subsets of $\mathbb{R}^2$).
9 Here, $1_{A} : X \to \{0,1\}$ is the indicator function of the set $A \subseteq X$, defined as

$$1_A(x) := \begin{cases} 1, & \text{if } x \in A, \\ 0, & \text{otherwise.} \end{cases}$$
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**APPENDIX: PROOFS**

This appendix contains the proofs of the results presented in Section 3.

**Proof of Lemma 3.3.** Let $S^* \in \mathcal{L}^* \neq \emptyset$ be given. We construct the random variables $G_{1}^{S^*}, \ldots, G_{T}^{S^*}$ recursively as follows.

(i) Define $G_{1}^{S^*} := w_0 / \beta_1^{S^*}$, where $\beta_1^{S^*}$ is given by Proposition 2.2, and let $\phi \in \mathcal{L} (w_0, S^*)$. Clearly, $G_{1}^{S^*}$ is both strictly positive and finite on the $\mathbb{P}$-full set $\{\beta_1^{S^*} > 0\}$. It follows from $w_0 + \langle \hat{\phi}_1^{S^*}, \Delta S_1^* \rangle_{\mathbb{R}^d} = w_0 + \langle \phi, \Delta S_1^* \rangle_{\mathbb{R}^d} = W_1^{S^*} (w_0, \phi) \geq 0$ $\mathbb{P}$-a.s. (recall Remark 3.4) that

$$
\mathbb{P} \left( \left\| \hat{\phi}_1^{S^*} \right\|_{\mathbb{R}^d} > G_1^{S^*} \right) \cap \left( \left\langle \hat{\phi}_1^{S^*}, \Delta S_1^* \right\rangle_{\mathbb{R}^d} \leq - \beta_1^{S^*} \left\| \hat{\phi}_1^{S^*} \right\|_{\mathbb{R}^d} \right) \leq \mathbb{P} \left( \left\langle \hat{\phi}_1^{S^*}, \Delta S_1^* \right\rangle_{\mathbb{R}^d} < -w_0 \right) = 0.
$$

This inequality together with (2) as well as the $\mathcal{F}_0$-measurability of both $\hat{\phi}_1^{S^*}$ and $G_1^{S^*}$ yields

$$
\mathbb{E}_\mathbb{P} \left[ \kappa_1^{S^*} \mathbf{1}_{\left\{ \left\| \hat{\phi}_1^{S^*} \right\|_{\mathbb{R}^d} > G_1^{S^*} \right\}} \right] \leq \mathbb{P} \left( \left\{ \left\| \hat{\phi}_1^{S^*} \right\|_{\mathbb{R}^d} > G_1^{S^*} \right\} \cap \left( \left\langle \hat{\phi}_1^{S^*}, \Delta S_1^* \right\rangle_{\mathbb{R}^d} \leq - \beta_1^{S^*} \left\| \hat{\phi}_1^{S^*} \right\|_{\mathbb{R}^d} \right) \right) = 0 \mathbb{P}$$.a.s.

Given that $\kappa_1^{S^*} > 0$ $\mathbb{P}$-a.s., we conclude $\mathbb{P} \{ \left\| \hat{\phi}_1^{S^*} \right\|_{\mathbb{R}^d} > G_1^{S^*} \} = 0$.

(ii) Suppose that, for some $t \in \{1, \ldots, T\}$, we have obtained $G_{1}^{S^*}, \ldots, G_{t}^{S^*}$ satisfying the conditions of Lemma 3.3. Setting $G_{t+1}^{S^*} := (w_0 + \sum_{s=1}^{t} G_{s}^{S^*} \left\| \Delta S_s^* \right\|_{\mathbb{R}^d}) / \beta_{t+1}^{S^*}$, its measurability, $\mathbb{P}$-a.s. strict
positivity and finiteness properties are straightforward. Moreover, given any $\phi \in \mathcal{L}(w_0, S^*)$, we can use the Cauchy–Schwarz inequality (along with Remark 3.4 again) to obtain

$$0 \leq W_{t+1}^S(w_0, \phi) \leq w_0 + \sum_{s=1}^{t} \| \phi_{s+1}^S \|_{\mathbb{R}^d} \| \Delta S_s^* \|_{\mathbb{R}^d} + \langle \phi_{t+1}^S, \Delta S_{t+1}^* \rangle_{\mathbb{R}^d} \leq \beta_{t+1}^S G_{t+1} + \langle \phi_{t+1}^S, \Delta S_{t+1}^* \rangle_{\mathbb{R}^d} \mathbb{P}\text{-a.s.}$$

As a consequence,

$$\mathbb{P} \left( \| \phi_{t+1}^S \|_{\mathbb{R}^d} > G_{t+1}^S \right) \cap \left\{ \langle \phi_{t+1}^S, \Delta S_{t+1}^* \rangle_{\mathbb{R}^d} \leq -\beta_{t+1}^S \| \phi_{t+1}^S \|_{\mathbb{R}^d} \right\} \leq \mathbb{P} \left( \langle \phi_{t+1}^S, \Delta S_{t+1}^* \rangle_{\mathbb{R}^d} < -\beta_{t+1}^S G_{t+1}^S \right) = 0,$$

and a similar argument to that of the previous step leads to $\| \phi_{t+1}^S \|_{\mathbb{R}^d} \leq G_{t+1}^S \mathbb{P}\text{-a.s.}$

**Proof of Theorem 3.5.** Well-posedness of the optimization problem (4) is trivial, as

$$\mathbb{E}_\mathbb{P} \left[ U^+ (W_T^S(w_0, \varphi)) \right]$$

for all $\varphi \in \mathcal{A}(w_0)$ and $S \in \mathcal{L}$. The proof of existence of an optimal portfolio is organized into three parts.

(i) We claim that, for every $S \in \mathcal{L}$, the functional $\Xi^S : \mathcal{A}(w_0) \to \mathbb{R} \cup \{-\infty\}$ defined by

$$\Xi^S(\varphi) := \mathbb{E}_\mathbb{P} \left[ U (W_T^S(w_0, \varphi)) \right], \quad \text{for all } \varphi \in \mathcal{A}(w_0),$$

is sequentially upper semicontinuous. To see this, let $\varphi \in \mathcal{A}(w_0)$ and consider a sequence $\{\varphi^n\}_{n \in \mathbb{N}} \subseteq \mathcal{A}(w_0)$ converging to $\varphi$ with respect to $\tau$. Then $\{\varphi^n\}_{n \in \mathbb{N}}$ converges in probability to $\varphi$, for all $t \in \{1, \ldots, T\}$, which combined with the continuous mapping theorem gives the convergence in probability of the sequence of random variables $\{U^\pm (W_T^S(w_0, \varphi^n))\}_{n \in \mathbb{N}}$ to $U^\pm (W_T^S(w_0, \varphi))$. Hence,

$$\limsup_{n \to +\infty} \Xi^S(\varphi^n) \leq \limsup_{n \to +\infty} \mathbb{E}_\mathbb{P} \left[ U^+ (W_T^S(w_0, \varphi^n)) \right] - \liminf_{n \to +\infty} \mathbb{E}_\mathbb{P} \left[ U^- (W_T^S(w_0, \varphi^n)) \right]$$

$$\leq \mathbb{E}_\mathbb{P} \left[ U^+ (W_T^S(w_0, \varphi)) \right] - \mathbb{E}_\mathbb{P} \left[ U^- (W_T^S(w_0, \varphi)) \right] = \Xi^S(\varphi),$$

where the second inequality is a consequence of Fatou’s lemma and the reverse Fatou lemma (whose use is justified by $U^+ (W_T^S(w_0, \varphi^n)) \leq U (+\infty)$ for all $n \in \mathbb{N}$).

Now note that $\mathcal{L}$ is first-countable, since any finite product of metrizable spaces is metrizable and every metrizable space is first-countable. But this implies that the subspace $\mathcal{A}(w_0)$ is also first-countable. In addition, recall that sequential upper semicontinuity and upper semicontinuity are equivalent notions in first-countable spaces. Consequently, the functional $\Xi : \mathcal{A}(w_0) \to \mathbb{R} \cup \{-\infty\}$ defined as

$$\Xi(\varphi) := \inf_{S \in \mathcal{L}} \mathbb{E}_\mathbb{P} \left[ U (W_T^S(w_0, \varphi)) \right], \quad \text{for all } \varphi \in \mathcal{A}(w_0),$$

being the pointwise infimum of the nonempty collection $\{\Xi^S(\cdot)\}_{S \in \mathcal{L}}$ of upper semicontinuous functions, is itself upper semicontinuous.
(ii) Consider a sequence \( \{\varphi_n\}_{n \in \mathbb{N}} \subseteq \mathcal{A} (w_0) \) such that, for all \( n \in \mathbb{N} \),

\[
\Xi (\varphi^n) = \inf_{S \in \mathcal{I}} \mathbb{E}_p \left[ U \left( W_T^S (w_0, \varphi^n) \right) \right] > u (w_0) - \frac{1}{n}.
\]  

(A.1)

By virtue of Assumption 2.1, we can find some process \( S^* \) in \( \mathcal{L}^* \) for the risky asset prices. From now on we will write \( \varphi^n \) instead of the projections \( \varphi_{i}^{n} \), for simplicity’s sake.

Then \( \{\varphi^n\}_{n \in \mathbb{N}} \) is a sequence in \( L^0 (\mathcal{F}_0; \mathbb{R}^d) \) with \( \sup_{n \in \mathbb{N}} \|\varphi^n\|_{\mathbb{R}^d} \leq G_2^{S^{*}} < +\infty \) \( \mathbb{P} \)-a.s. by Lemma 3.3, so it follows from Schachermayer (1992, Lemma 3.2) that there exists a sequence \( \{\vartheta^n\}_{n \in \mathbb{N}} \) of convex combinations of the tail of \( \{\varphi^n\}_{n \in \mathbb{N}} \) (i.e., \( \vartheta^n \in \text{conv} \{\varphi^m : m \geq n\} \) for all \( n \in \mathbb{N} \)) converging in probability to some \( \varphi^1 \in L^0 (\mathcal{F}_0; \mathbb{R}^d) \).

Next, denote by \( \{\vartheta^n_2\}_{n \in \mathbb{N}} \) the sequence of the same convex combinations of \( \{\varphi_2^n\}_{n \in \mathbb{N}} \), and note that \( \sup_{n \in \mathbb{N}} \|\vartheta^n_2\|_{\mathbb{R}^d} \leq G_2^{S^{*}} < +\infty \) \( \mathbb{P} \)-a.s. Applying Lemma 3.2 in Schachermayer (1992) again, this time to \( \{\vartheta^n_2\}_{n \in \mathbb{N}} \), yields a sequence \( \{\vartheta^n_2\}_{n \in \mathbb{N}} \) of elements \( \vartheta^n_2 \in \text{conv} \{\vartheta^m_2 : m \geq n\} \) (thus, of convex combinations of the tail of \( \{\varphi_2^n\}_{n \in \mathbb{N}} \)) that converges in probability to some \( \varphi^2 \in L^0 (\mathcal{F}_1; \mathbb{R}^d) \). Hence, letting \( \{\vartheta^n_1\}_{n \in \mathbb{N}} \) be given by the same convex combinations (of \( \{\varphi_1^n\}_{n \in \mathbb{N}} \)) as \( \{\vartheta^n_2\}_{n \in \mathbb{N}} \) (of \( \{\varphi^n_2\}_{n \in \mathbb{N}} \)), it is immediate that not only \( \{\vartheta^n_1\}_{n \in \mathbb{N}} \) converges in probability to \( \varphi^1 \), but also \( \{\vartheta^n_1, \vartheta^n_2\} \in \text{conv} \{\varphi^m_1, \varphi^m_2 : m \geq n\} \) for all \( n \in \mathbb{N} \).

Proceeding recursively in this way, we construct in a finite number of steps a process \( \varphi^* \in \mathcal{L} \) and a sequence \( \{\varphi^n\}_{n \in \mathbb{N}} \) such that \( \varphi^n \in \text{conv} \{\varphi^n, \varphi^{n+1}, ...\} \) for all \( n \in \mathbb{N} \), and convergence in probability of \( \{\varphi^n\}_{n \in \mathbb{N}} \) to \( \varphi^* \) holds for all \( t \in \{1, ..., T\} \).

Lastly, given any \( n \in \mathbb{N} \), observe that \( \varphi^n \) belongs to \( D_t^\nu \) \( \mathbb{P} \)-a.s. for all \( t \in \{1, ..., T\} \); moreover, we can easily check that \( W^S (w_0, \varphi^n) \in \text{conv} \{W^S (w_0, \varphi^m) : m \geq n\} \) for all \( S \in \mathcal{L} \), provided that (1) holds.

(iii) It remains only to verify that the process \( \varphi^* \in \mathcal{L} \) found in (ii) is a solution of (4). That \( \varphi^* \) is an admissible portfolio is straightforward by the convexity and closedness properties of \( \mathcal{A} (w_0) \).

Furthermore, we use that \( U (\cdot) \) is concave and inequality (A.1) to see that

\[
\Xi (\varphi^n) = \inf_{S \in \mathcal{I}} \mathbb{E}_p \left[ U \left( W_T^S (w_0, \varphi^n) \right) \right] \geq u (w_0) - \frac{1}{n}
\]

for all \( n \in \mathbb{N} \), which together with (sequential) upper semicontinuity yields \( \Xi (\varphi^*) \geq \limsup_{n \to +\infty} \Xi (\varphi^n) \geq u (w_0) \).

\[\square\]

Proof of Theorem 3.6. A quick inspection of the proof of Lemma 3.3 reveals that, under condition (8), the random variables \( G_1^{S^*}, ..., G_T^{S^*} \) also belong to \( \mathcal{W} \). The proof proceeds in three steps.

(i) To show that (4) is well-posed, first observe that, because \( U (\cdot) \) is concave, there is \( C > 0 \) such that \( U (x) \leq C (|x| + 1) \) for all \( x > 0 \). Using this linear growth condition, the Cauchy–Schwarz inequality, and Lemma 3.3 (while also recalling Remark 3.4),

\[
U \left( W_T^S (w_0, \varphi) \right) = U \left( W_T^S (w_0, \varphi^*) \right) \leq C \left( 1 + w_0 + \sum_{s=1}^{T} G_s^{S^*} \|\Delta S_s\|_{\mathbb{R}^d} \right)
\]

(A.2)

for all \( \varphi \in \mathcal{A} (w_0) \) and \( S \in \mathcal{L} \), thus \( u (w_0) \leq C \left( 1 + w_0 + \sum_{s=1}^{T} \mathbb{E}_p \left[ (G_s^{S^*})^2 \right]^\frac{1}{2} \mathbb{E}_p \left[ \|\Delta S_s\|_{\mathbb{R}^d}^2 \right]^\frac{1}{2} \right) < +\infty \).
(ii) Let the functionals $\Xi^S(\cdot)$ for every $S \in \mathcal{L}$, and $\Xi(\cdot)$ be as in the proof of Theorem 3.5. To establish upper semicontinuity of $\Xi(\cdot)$, it suffices to show that $\Xi^S(\cdot)$ is sequentially upper semicontinuous for all $S \in \mathcal{L}$, so fix $\varphi \in \mathcal{A}(w_0)$ and an arbitrary sequence $\{\varphi^n\}_{n \in \mathbb{N}} \subseteq \mathcal{A}(w_0)$ convergent to $\varphi$ in the topology $\tau$. Since $\{U^\pm (w_0^S, \varphi^n)\}_{n \in \mathbb{N}}$ converge in probability to $U^\pm (w_T^S, \varphi)$, and $\{U^\pm (w_T^S, \varphi^n)\}_{n \in \mathbb{N}}$ is dominated by the integrable random variable on the right-hand side of (A.2), we can apply both Fatou’s lemma and the reverse Fatou lemma to obtain

$$\limsup_{n \to +\infty} \Xi^S(\varphi^n) \leq \limsup_{n \to +\infty} \mathbb{E}_P [U^+ (w_T^S, \varphi^n)] - \liminf_{n \to +\infty} \mathbb{E}_P [U^- (w_T^S, \varphi^n)] \leq \Xi^S(\varphi).$$

(iii) The desired conclusion can now be reached by reproducing verbatim steps (ii) and (iii) in the proof of Theorem 3.5. □

**Proof of Theorem 3.9.** Without loss of generality, assume that $U(0) = 0$. Any strategy in $\mathcal{L}$ is optimal for (4) if $U(\cdot)$ is constant, so suppose otherwise. Then, by concavity of $U(\cdot)$, there exist $C_1, C_2 > 0$ such that

$$U(x) \leq C_1 x + C_2 \quad \text{for all } x \leq 0.$$  \hspace{1cm} (A.3)

Now fix some $S^* \in \mathcal{L}^* \neq \emptyset$, and let $\{\varphi^n\}_{n \in \mathbb{N}} \subseteq \mathcal{L}$ such that $\inf_{S \in \mathcal{L}} \mathbb{E}_P [U(w_T^S, \varphi^n)] > u(w_0) - 1/n$ for every $n \in \mathbb{N}$ (recall that $u(w_0) > -\infty$). As above, we will write $\phi^n$ to denote $\phi^{S^*,n}$ in what follows.

The proof consists of several steps.

(i) Using

$$\mathbb{E}_P [U^- (w_T^{S^n}, \varphi^n)] \leq U(+\infty) - \inf_{S \in \mathcal{L}} \mathbb{E}_P [U(w_T^S, \varphi^n)] \leq U(+\infty) - u(w_0) + \frac{1}{n}$$

for all $n \in \mathbb{N}$ and $U(+\infty) < +\infty$, we get $\sup_{n \in \mathbb{N}} \mathbb{E}_P [U^- (w_T^{S^n}, \varphi^n)] < +\infty$. Also, (A.3) implies

$$\sup_{n \in \mathbb{N}} \mathbb{E}_P \left[ \left( w_T^{S^n}(w_0, \varphi^n) \right)^- \right] \leq \frac{1}{C_1} \left( \sup_{n \in \mathbb{N}} \mathbb{E}_P \left[ U^- (w_T^{S^n}(w_0, \varphi^n)) \right] + C_2 \right) < +\infty.$$

(ii) Since NA($S^*$) holds, it follows from the Dalang–Morton–Willinger theorem (Dalang et al., 1990) that there exists a probability measure $Q^*$, equivalent to $P$, such that $S^*$ is a martingale under $Q^*$, and $\xi^* := dQ^*/dP$ is $P$-a.s. bounded above by some constant $K^* > 0$. Then, for every $n \in \mathbb{N}$,

$$\mathbb{E}_{Q^*} \left[ \left( w_T^{S^n}(w_0, \varphi^n) \right)^- \right] = \mathbb{E}_P \left[ \xi^* w_T^{S^n}(w_0, \varphi^n) \right] \leq K^* \sup_{n \in \mathbb{N}} \mathbb{E}_P \left[ \left( w_T^{S^n}(w_0, \varphi^n) \right)^- \right] < +\infty,$$  \hspace{1cm} (A.4)
so by Jacod and Shiryaev (1998, Theorem 2), the process \( \{ W_t^{S_n}(w_0, \varphi^n) \}_{t \in [0, T]} \) is a \( Q^* \)-martingale. As a consequence,

\[
\sup_{n \in \mathbb{N}} \mathbb{E}_{Q^*} \left[ W_T^{S_n}(w_0, \varphi^n)^+ \right] \leq w_0 + \sup_{n \in \mathbb{N}} \mathbb{E}_{Q^*} \left[ \left( W_T^{S_n}(w_0, \varphi^n) \right)^- \right] < +\infty,
\]

which, in turn, implies \( \sup_{n \in \mathbb{N}} \mathbb{E}_{Q^*} [ |W_T^{S_n}(w_0, \varphi^n)| ] < +\infty \). The fact that \( \{ W_t^{S_n}(w_0, \varphi^n) \}_{t \in [0, T]} \) is a \( Q^* \)-submartingale for each \( n \in \mathbb{N} \) leads to

\[
\sup_{n \in \mathbb{N}} \sup_{t \in [0, T]} \mathbb{E}_{Q^*} \left[ W_t^{S_n}(w_0, \varphi^n) \right] \leq \sup_{n \in \mathbb{N}} \mathbb{E}_{Q^*} \left[ W_T^{S_n}(w_0, \varphi^n) \right] < +\infty. \tag{A.5}
\]

(iii) A straightforward adaptation of the arguments from the proof of Lemma 3.11 in Rásonyi and Rodríguez-Villarreal (2015) shows

\[
\sup_{n \in \mathbb{N}} \sup_{t \in [1, T]} \mathbb{E}_{Q^*} \left[ \frac{\beta_t^{S_n} \left( \kappa_t^{S_n} \right)^2}{\xi_{t-1}^n \mathbb{E}_P \left[ \mathbf{1}_{\xi_t^n} \left| \mathcal{F}_{t-1} \right. \right]} \| \varphi_t^n \|_{\mathbb{R}^d} \right] < +\infty. \tag{A.6}
\]

Indeed, if we fix arbitrary \( n \in \mathbb{N} \) and \( t \in \{1, \ldots, T\} \), then (A.5) together with

\[
\left| \langle \varphi_t^n, \Delta S_t^n \rangle_{\mathbb{R}^d} \right| = \left| W_t^{S_n} (w_0, \varphi_t^n) - W_{t-1}^{S_n} (w_0, \varphi_t^n) \right| \leq \left| W_t^{S_n} (w_0, \varphi_t^n) \right| + \left| W_{t-1}^{S_n} (w_0, \varphi_t^n) \right|
\]

yields \( \sup_{n \in \mathbb{N}} \sup_{t \in [1, T]} \mathbb{E}_P \left[ |\langle \varphi_t^n, \Delta S_t^n \rangle_{\mathbb{R}^d}| \right] < +\infty \). On the other hand, using the tower rule, Bayes’ rule, the conditional Cauchy–Schwarz inequality, and (2),

\[
\mathbb{E}_{Q^*} \left[ |\langle \varphi_t^n, \Delta S_t^n \rangle_{\mathbb{R}^d}| \right]
\]

\[
\geq \mathbb{E}_{Q^*} \left[ |\langle \varphi_t^n, \Delta S_t^n \rangle_{\mathbb{R}^d}| 1_A_t^n \right] \geq \mathbb{E}_{Q^*} \left[ \beta_t^{S_n} \| \varphi_t^n \|_{\mathbb{R}^d} 1_A_t^n \right] \geq \mathbb{E}_{Q^*} \left[ \beta_t^{S_n} \| \varphi_t^n \|_{\mathbb{R}^d} \mathbb{E}_{Q^*} \left[ 1_A_t^n \left| \mathcal{F}_{t-1} \right. \right] \right]
\]

\[
= \mathbb{E}_{Q^*} \left[ \beta_t^{S_n} \| \varphi_t^n \|_{\mathbb{R}^d} \mathbb{E}_{P} \left[ \frac{1}{\xi_{t-1}^n} \left\{ A_t^n \left| \mathcal{F}_{t-1} \right. \right\} \right] \right]
\]

\[
\geq \mathbb{E}_{Q^*} \left[ \beta_t^{S_n} \| \varphi_t^n \|_{\mathbb{R}^d} \mathbb{E}_{P} \left[ \frac{1}{\xi_{t-1}^n} \left( \kappa_{t-1}^{S_n} \right)^2 \right] \right]
\]

where \( A_t^n := \{ \langle \varphi_t^n, \Delta S_t^n \rangle_{\mathbb{R}^d} \leq -\beta_t^{S_n} \| \varphi_t^n \|_{\mathbb{R}^d} \} \), and \( \kappa_t^n := \mathbb{E}_P \left[ \xi_t^n \left| \mathcal{F}_{t-1} \right. \right] \) for all \( s \in \{0, 1, \ldots, T\} \).

(iv) Next we claim that, for every \( t \in \{1, \ldots, T\} \), there exists a probability measure \( \tilde{Q}_t \), equivalent to \( P \), such that

\[
\sup_{n \in \mathbb{N}} \mathbb{E}_{\tilde{Q}_t} \left[ \| \varphi_t^n \|_{\mathbb{R}^d} \right] < +\infty.
\]
The proof is identical to that of, for example, Imkeller and Perkowski (2015, Lemma 3.2), but we reproduce it here for the convenience of the reader. Let \( t \in \{1, \ldots, T\} \) be given, and define \( \tilde{Q}_t : \mathcal{F}_T \to [0, 1] \) as

\[
\tilde{Q}_t(A) := \frac{\mathbb{E}_Q[1_A Z_t]}{\mathbb{E}_Q[Z_t]}, \quad \text{for all } A \in \mathcal{F}_T,
\]

where \( Z_t := \min \{ \beta_t S_t (\kappa_t S_t)^2 / (\zeta_t^{*} E_\mathbb{P}[1/\zeta_t^{*} | \mathcal{F}_{t-1}]), 1 \} \) > 0 \( \mathbb{Q} \)-a.s. Clearly, \( \tilde{Q}_t \) is equivalent to \( Q^{*} \) (hence, by transitivity, to \( \mathbb{P} \)). Moreover, for all \( n \in \mathbb{N} \),

\[
\mathbb{E}_{\tilde{Q}_t} \left[ \| \varphi_t^n \|_{\mathbb{R}^d} \right] = \frac{\mathbb{E}_Q \left[ Z_t \| \varphi_t^n \|_{\mathbb{R}^d} \right]}{\mathbb{E}_Q[Z_t]} \leq \frac{1}{\mathbb{E}_Q[Z_t]} \sup_{n \in \mathbb{N}} \mathbb{E}_Q \left[ \frac{\beta_t S_t (\kappa_t^{*})^2}{\zeta_t^{*} E_\mathbb{P}[1/\zeta_t^{*} | \mathcal{F}_{t-1}]} \| \varphi_t^n \|_{\mathbb{R}^d} \right],
\]

which combined with (A.6) gives the intended result.

(v) Since \( \sup_{n \in \mathbb{N}} \mathbb{E}_{\tilde{Q}_1} \left[ \| \varphi_1^n \|_{\mathbb{R}^d} \right] < +\infty \) by the previous step, we can apply the Komlós theorem to find an \( \mathcal{F}_0 \)-measurable \( \mathbb{R}^d \)-valued random variable \( \phi_1^{*} \) with \( \mathbb{E}_{\tilde{Q}_1} \left[ \| \phi_1^{*} \|_{\mathbb{R}^d} \right] < +\infty \) as well as a subsequence \( \{ \varphi_1^{n_1(k)} \}_{k \in \mathbb{N}} \) such that all of its subsequences are Césaro-convergent \( \tilde{Q}_1 \)-a.s. to \( \phi_1^{*} \).

Next, because \( \sup_{k \in \mathbb{N}} \mathbb{E}_{\tilde{Q}_2} \left[ \| \varphi_2^{n_1(k)} \|_{\mathbb{R}^d} \right] \leq \sup_{n \in \mathbb{N}} \mathbb{E}_{\tilde{Q}_2} \left[ \| \varphi_2^n \|_{\mathbb{R}^d} \right] < +\infty \), we can extract a further subsequence \( \{ n_2(k) \}_{k \in \mathbb{N}} \) of \( \{ n_1(k) \}_{k \in \mathbb{N}} \) such that \( \{ \varphi_2^{n_2(k)} \}_{k \in \mathbb{N}} \) (with all of its subsequences) Césaro-converge \( \tilde{Q}_2 \)-a.s. to some \( \mathcal{F}_1 \)-measurable \( \mathbb{R}^d \)-valued random variable \( \phi_2^{*} \).

Repeating the same argument \( T - 2 \) more times, we produce \( \phi^{*} \in \mathcal{L} \) and a subsequence of the original maximizing sequence (which, for simplicity, we continue to denote by \( \{ \varphi^n \}_{n \in \mathbb{N}} \)) such that, for all \( t \in \{1, \ldots, T\} \),

\[
\lim_{n \to +\infty} \frac{1}{n} \sum_{i=1}^{n} \varphi_t^i = \phi_t^{*},
\]

\( \tilde{Q}_t \)-a.s. (whence \( \mathbb{P} \)-a.s., and consequently also in \( \mathbb{P} \)-probability).

(vi) The proof that the functional \( \Xi : \mathcal{L} \to \mathbb{R} \) defined by

\[
\Xi(\varphi) := \inf_{S \in \mathcal{L}} \mathbb{E}_\mathbb{P} \left[ U \left( W_T^S(w_0, \varphi) \right) \right], \quad \text{for all } \varphi \in \mathcal{L},
\]

is upper semicontinuous unfolds exactly as in the proof of Theorem 3.5. Hence,

\[
\Xi(\phi^{*}) \geq \limsup_{n \to +\infty} \frac{1}{n} \sum_{i=1}^{n} \varphi^i \geq \limsup_{n \to +\infty} \frac{1}{n} \sum_{i=1}^{n} \Xi(\varphi^i) = u(w_0),
\]

the second inequality being due to the assumption that \( U(\cdot) \) is concave. This establishes the optimality of \( \phi^{*} \).

\[\square\]

Proof of Theorem 3.11. We use some ideas originating from Rásonyi and Rodrigues (2013), and later reused in Rásonyi (2016) and Rásonyi (2017). We may and will assume that \( U(0) = 0 \); this can be ensured by adding a constant to \( U(\cdot) \), which changes neither \( \mathcal{A}(w_0) \) nor the validity of
(10) (though it may change the constant $C$ figuring there). The case of constant $U (\cdot)$ is trivial. In all other cases,

$$U (x) \leq C_1 x + C_2 \quad \text{for all } x \leq 0$$

(A.3)

holds for some $C_1, C_2 > 0$. We carry out the proof in three steps.

(i) Fix $S \in {\mathcal{L}}$ and some $c < 0$; also, let $\phi \in {\mathcal{L}}$ with $\mathbb{E}_P [U^- (W^S_T (w_0, \phi))] < +\infty$ be given. Define the continuously differentiable, concave, and strictly increasing function $\overline{U} : \mathbb{R} \to \mathbb{R}$ as

$$\overline{U} (x) := \begin{cases} x, & \text{if } x < 0, \\ 2(x + 1)^{1/2} - 1, & \text{if } x \geq 0. \end{cases}$$

By Proposition 7.1 of Rásonyi and Stettner (2005) (refer also to Remark 7.4 therein), there exists a probability measure $\mathbb{Q}(S) \sim \mathbb{P}$ such that $S$ is a $\mathbb{Q}(S)$-martingale, and $d\mathbb{P}/d\mathbb{Q}(S)$ is bounded $\mathbb{P}$-a.s.; furthermore, $d\mathbb{P}/d\mathbb{Q}(S) \in {\mathcal{W}}$ (for a similar construction, see Rásonyi and Rodríguez-Villarreal, 2015, Lemma 3.1).

Combining the a.s. boundedness of $d\mathbb{Q}(S)/d\mathbb{P}$ with (A.3) yields $\mathbb{E}_{\mathbb{Q}(S)} [(W^S_T (w_0, \phi)^-) < +\infty$, so by Theorem 2 of Jacod and Shiryaev (1998), the process $\{W^S_t (w_0, \phi)\}_{t \in [0, 1, \ldots, T]}$ is a $\mathbb{Q}(S)$-martingale. In particular,

$$\mathbb{E}_{\mathbb{Q}(S)} [W^S_T (w_0, \phi)] = w_0.$$  

(A.7)

Next, choose $\theta > 1$ such that $\alpha \theta < 1$. Then,

$$\mathbb{E}_P [U^+ (W^S_T (w_0, \phi))] \leq \mathbb{E}_P \left[ \left( U^+ (W^S_T (w_0, \phi))^\theta \right)^{\frac{1}{\theta}} \right] + 1 \leq C_3 \left( \mathbb{E}_P \left[ (W^S_T (w_0, \phi)^+)^{\alpha \theta} \right] + 1 \right)$$

$$\leq C_4 \left( \mathbb{E}_{\mathbb{Q}(S)} [W^S_T (w_0, \phi)^+]^{\alpha \theta} + 1 \right) \leq C_4 \left( \mathbb{E}_{\mathbb{Q}(S)} [W^S_T (w_0, \phi)^-] + |w_0|^{\alpha \theta} + 1 \right)$$

$$\leq C_5 \left( \mathbb{E}_P [W^S_T (w_0, \phi)^-]^{\alpha \theta} + 1 \right) \leq C_6 \left( \mathbb{E}_P [U^- (W^S_T (w_0, \phi))]^{\alpha \theta} + 1 \right),$$

(A.8)

with suitable constants $C_3, C_4, C_5, C_6 \in (0, +\infty)$ not depending on the strategy $\phi$. Here, the first inequality is trivial, while we use (10) in the second inequality, Hölder’s inequality (with exponent $1/\alpha \theta > 1$) and $d\mathbb{P}/d\mathbb{Q}(S) \in {\mathcal{W}}$ in the third inequality, (A.7) in the fourth inequality, boundedness of $d\mathbb{Q}(S)/d\mathbb{P}$ in the fifth inequality, and (A.3) in the last inequality. As a consequence,

$$\mathbb{E}_P [U^+ (W^S_T (w_0, \phi))] < +\infty.$$ 

Finally, define

$$\mathcal{D}_c (S) := \{ \phi \in {\mathcal{L}} : \mathbb{E}_P [U (W^S_T (w_0, \phi))] \geq c \}.$$
and consider an arbitrary \( \varphi \in \mathcal{D}_c(S) \). We remark that \( \mathcal{D}_c(S) \) is a convex subset of
\[
\mathcal{L}(w_0, S) := \{ \varphi \in \mathcal{L} : \mathbb{E}_P \left[ U^- \left( W^S_T (w_0, \varphi) \right) \right] < +\infty \}
\]
(due to our convention \( +\infty - \infty := -\infty \)). It is elementary to show that, if \( x \geq 0 \) satisfies
\[
D_1 (1 + x^\alpha \theta) - x \geq D_2 \text{ for some } D_2 < 0 < D_1, \tag{A.9}
\]
then
\[
x \leq \frac{2D_1}{1 - \alpha \theta} + 2(D_1 - D_2). \tag{A.10}
\]
Applying this observation to \( D_1 := C_6, D_2 := c \), and \( x := \mathbb{E}_P \left[ U^-(W^S_T(w_0, \varphi)) \right] \), we get from (A.8), (A.9), and
\[
\mathbb{E}_P \left[ U^+ (W^S_T(w_0, \varphi)) \right] = \mathbb{E}_P \left[ U (W^S_T(w_0, \varphi)) \right] + \mathbb{E}_P \left[ U^-(W^S_T(w_0, \varphi)) \right] \geq c + \mathbb{E}_P \left[ U^- (W^S_T(w_0, \varphi)) \right]
\]
that
\[
\sup_{\varphi \in \mathcal{D}_c(S)} \mathbb{E}_P \left[ U^- (W^S_T(w_0, \varphi)) \right] < +\infty. \tag{A.11}
\]
Hence, using (A.8) again gives
\[
\sup_{\varphi \in \mathcal{D}_c(S)} \mathbb{E}_P \left[ (U^+ (W^S_T(w_0, \varphi)))^{\theta} \right] < +\infty. \tag{A.11}
\]
(ii) Consider the functional \( \Xi^S : \mathcal{L} (w_0, S) \rightarrow \mathbb{R} \) defined as \( \Xi^S (\varphi) := \mathbb{E}_P \left[ U (W^S_T(w_0, \varphi)) \right] \), for all \( \varphi \in \mathcal{L} (w_0, S) \). Similarly to the previous proofs, we show upper semicontinuity of \( \Xi^S \) on \( \mathcal{D}_c(S) \). If \( \mathcal{D}_c(S) \) is empty, then there is nothing to prove. Otherwise, let \( \{ \psi^n \}_{n \in \mathbb{N}} \subseteq \mathcal{D}_c(S) \) converge to some \( \psi \) (in the topology of \( \mathcal{L} \) ). By de la Vallée-Poussin theorem, (A.11) implies the uniform integrability of the family \( \{ U^+ (W^S_T(w_0, \psi^n)) \}_{n \in \mathbb{N}} \), so
\[
\Xi^S (\psi) \geq \limsup_{n \to \infty} \Xi^S (\psi^n) \geq c,
\]
which entails not only upper semicontinuity of \( \Xi^S (\cdot) \), but \( \psi \in \mathcal{D}_c(S) \) as well. In other words, we have also shown that \( \mathcal{D}_c(S) \) is closed in \( \mathcal{L} \). Then, it is easy to see that \( \Xi : \mathcal{A} (w_0) \rightarrow \mathbb{R} \) given by
\[
\Xi(\varphi) := \inf_{S \in \mathcal{L}} \Xi^S (\varphi), \text{ for all } \varphi \in \mathcal{A} (w_0),
\]
is upper semicontinuous, too, on \( \cap_{S \in \mathcal{L}} \mathcal{D}_c(S) \).
(iii) Now we turn to showing existence of an optimizer. Take a sequence \( \{ \phi^n \}_{n \in \mathbb{N}} \subseteq \mathcal{A} (w_0) \) such that \( \Xi (\phi^n) \rightarrow \sup_{\varphi \in \mathcal{A} (w_0)} \Xi (\varphi) \) as \( n \to \infty \). There is \( c < 0 \) such that \( \phi^n \in \cap_{S \in \mathcal{L}} \mathcal{D}_c(S) \) for all \( n \in \mathbb{N} \) large enough (otherwise we could extract a subsequence \( \{ \phi^{n_k} \}_{k \in \mathbb{N}} \) with \( \Xi (\phi^{n_k}) < -k \) for all \( k \in \mathbb{N} \), leading to the contradiction \( u (w_0) = -\infty \)). Fix an arbitrary \( S^* \in \mathcal{L} \). Recalling (A.3), (A.10), and the boundedness of \( d \mathbb{Q} (S^*) / d \mathbb{P} \),
\[
\sup_{n \in \mathbb{N}} \mathbb{E}_{\mathbb{Q}(S^*)} \left[ \left( W^S_T (w_0, \phi^n) \right)^\theta \right] < +\infty,
\]
which also implies, by the $Q(S^*)$-martingale property of $\{W^S_T (w_0, \phi^n)\}_{t \in \{0,1,\ldots, T\}}$ for each $n \in \mathbb{N}$, that

$$\sup_{n \in \mathbb{N}} \mathbb{E}_{Q(S^*)} \left[ \left| W^S_T (w_0, \phi^n) \right| \right] < +\infty.$$  

From this point onward, we can follow mutatis mutandis the steps (iii) to (v) in the proof of Theorem 3.9 and obtain an optimal strategy $\phi^* \in \cap_{S \in \mathcal{S}} \mathcal{D}_c (S) \subseteq \mathcal{A} (w_0)$. \hfill \square