LIMITS OF YANG-MILLS $\alpha$-CONNECTIONS
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ABSTRACT. In the spirit of recent work of Lamm, Malchiodi and Micallef in the setting of harmonic maps [LMM15], we identify Yang-Mills connections obtained by approximations with respect to the Yang-Mills $\alpha$-energy. More specifically, we show that for the SU(2) Hopf fibration over $S^4$, for sufficiently small $\alpha$ values the SO(4) invariant ADHM instanton is the unique $\alpha$-critical point which has Yang-Mills $\alpha$-energy lower than a specific threshold.

1. Introduction

Let $(E, h) \to (M, g)$ be a smooth vector bundle over a closed Riemannian manifold. For a connection $\nabla \in \mathcal{W}^{1,2}(A_E(M))$ the Yang-Mills energy of $\nabla$ is

$$\mathcal{YM}(\nabla) := \frac{1}{2} \int_M |F_\nabla|_{g,h}^2 \, dV_g,$$

where $F_\nabla$ denotes the curvature tensor of $\nabla$.

Assume $M$ is 4-dimensional. For every $\alpha > 1$ and $\nabla \in \mathcal{W}^{1,2\alpha}(A_E(M))$, Hong, Tian and Yin [HTY15] introduced a perturbation of the Yang-Mills energy, the Yang-Mills $\alpha$-energy

$$\mathcal{YM}_\alpha(\nabla) := \frac{1}{2} \int_M \left( 3 + |F_\nabla|_{g,h}^2 \right)^\alpha \, dV_g.$$

Unlike the Yang-Mills energy, this quantity is not conformally invariant for dim $M = 4$. Critical points of this energy are smooth up to gauge due to work of Isobe [Iso08] (stated explicitly §4 of [HS13]) and satisfy

$$\left( (D^*_\nabla F_\nabla)_j^\mu \right)_{\beta \gamma} + \frac{2(\alpha-1)}{(2+|F_\nabla|_{g,h}^2)} \left( \nabla_i \left( F_k^\eta \right) F_{k\ell}^\zeta \right) F_\nabla F_{\eta \ell} F_{\beta \gamma} = 0.$$

where $\star$ denotes the Hodge star operator. Setting $\alpha = 1$ one obtains the equation satisfied precisely by a Yang-Mills connection. In [HTY15] the corresponding negative gradient flow of the $\alpha$-energy was studied. Hong and Schabrun continued exploring the energy in [HS13], verifying the Palais Smale condition and acquiring energy identities for the $\alpha$-energy and flow (cf. [HS13] Theorem 1).

In the recent work of Lamm, Malchiodi and Micallef in [LMM15], the authors studied degree 1 maps over $S^2$ and demonstrated that for sufficiently small $\alpha$, the only $\alpha$-harmonic maps with suitably low $\alpha$-energy are rotations. In this spirit we demonstrate that the $\alpha$-limiting process identifies a special element of the space of Yang-Mills connections in the following setting.

Proposition 1.1. For all $\nabla \in \mathcal{W}^{1,2\alpha}(A_E(S^4))$,

$$\mathcal{YM}_\alpha(\nabla) \geq 6^\alpha \frac{4}{3} \pi^2.$$

1In [HTY15] the energy is $\frac{1}{2} \int_M \left( 1 + |F_\nabla|_{g,h}^2 \right)^\alpha \, dV_g$. This alternate version retains the main intrinsic properties.
Proof. Recalling the formula for the second Chern class of $E$ (denoted $C_2[E \rightarrow S^4]$) combined with the decomposition $F_\nabla = F_\nabla^+ + F_\nabla^-$ (where $F_\nabla^\pm$ denotes the (anti)self dual pieces of $F_\nabla$) yields
\[
\frac{16}{3} \pi^2 = \text{Vol}(S^4) + \frac{8}{3} \pi^2 C_2[E \rightarrow S^4]
\]
\[
= \int_{S^4} dV_\bar{\nabla} + \frac{4}{3} \int_{S^4} \text{tr}_H(F_\nabla \wedge F_\nabla)
\]
\[
= \int_{S^4} \left( 1 + \frac{1}{3} \left( |F_\nabla^-|^2 - |F_\nabla^+|^2 \right) \right) dV_\bar{\nabla}
\]
\[
\leq \int_{S^4} \left( 1 + \frac{1}{3} |F_\nabla|^2 \right) dV_\bar{\nabla}
\]
\[
(\ast_1)
\]
\[
= \left| 1 + \frac{1}{3} |F_\nabla| \left| \right|_L^1
\]
\[
\leq \left| 1 + \frac{1}{3} |F_\nabla| \right|_L^a \| 1 \|_{L^a^*}
\]
\[
(\ast_2)
\]
\[
= \frac{2^{1/\alpha}}{3} \left( \frac{1}{2} \int_{S^4} \left( 3 + |F_\nabla|^2 \right)^\alpha \right) \left( \frac{\pi^2}{3} \right)^{(\alpha-1)/\alpha}
\]
\[
= \frac{2^{1/\alpha}}{3} \left( \mathcal{YM}_\alpha(\nabla) \right)^{1/\alpha} \left( \frac{\pi^2}{3} \right)^{(\alpha-1)/\alpha},
\]
where $\alpha^*$ appearing in $(\ast_2)$ denotes the dual of $\alpha$ in the sense of Hölder’s inequality. Raising both sides of the resultant inequality of (1.4) to the $\alpha$ power and rearranging yields the result. \[\Box\]

We introduce a special class of connections, the ADHM instantons. We withhold discussion of the quaternionic coordinate system over which these are defined (cf. [Nab10], §6.3 pp.353-361). While these are defined over $\mathbb{H}^1$, we may regard each as a connection on $S^4$ via Uhlenbeck’s Removable Singularities Theorem of [Uhl82b].

**Definition 1.2** (ADHM instanton). Let $\xi \in \mathbb{H}^1$ and $\lambda \in \mathbb{R}$. Then the $(\xi, \lambda)$-**ADHM instanton** is the connection $\nabla^{\xi,\lambda} := \partial + \Gamma^{\xi,\lambda}$ where $\Gamma^{\xi,\lambda}$ is the $\mathbb{H}^1$ valued 1-form (with corresponding curvature)

\[
\Gamma^{\xi,\lambda}(\zeta) := \Im \left[ \frac{\xi - \zeta}{\zeta - \xi \zeta^2 + \lambda^2} \right] d\zeta,
\]
\[
F^{\xi,\lambda}(\zeta) = \frac{\lambda^2}{(\zeta - \xi \zeta^2 + \lambda^2)} d\zeta \wedge d\zeta.
\]

For $\lambda \equiv 1$ define the **basic connection** $\nabla := \nabla^{\xi,1}$ (invariant under choice of $\xi$). Recall the following result of Atiyah, Drinfeld, Hitchin and Manin.

**Theorem of [ADHM78].** Every Yang-Mills energy minimizer is an ADHM instanton.

In contrast to the Yang-Mills energy, the Yang-Mills $\alpha$-energy differentiates $\nabla$ from other ADHM instantons. This fact provides guiding intuition for our main result, Theorem A.

**Proposition 1.3.** $\nabla$ is the only Yang-Mills $\alpha$-energy minimizer.

**Proof.** We compute the $\alpha$-energy of $\nabla$ by recalling the formulae introduced above
\[
\mathcal{YM}_\alpha(\nabla) = \frac{1}{2} \int_{S^4} \left( 3 + |F_\nabla|^2 \right)^\alpha dV_\bar{\nabla}
\]
\[
= \frac{1}{2} \int_{\mathbb{H}^1} \left( 3 + \frac{1}{16} \left( |\zeta|^2 + 1 \right)^4 |F_\nabla^\pm|^2 \right) \left( \frac{48}{(|\zeta|^2 + 1)} \right) \left( \frac{16}{(|\zeta|^2 + 1)} \right)^4 dV
\]
\[
= 6^{\alpha} \frac{3}{\pi^2} \int_{S^4} \frac{1}{V_\bar{\nabla}} dV_\nabla
\]
\[
= 6^{\alpha} \frac{3}{\pi^2}.
\]
Comparing against (1.3), above, we see that only in the case of antiself dual connections (•) with pointwise curvature norm precisely 3 (⋆) the inequalities are in equalities, that is, when $\nabla \equiv \bar{\nabla}$. □

1.1. Main results. Our task is to prove the following.

**Theorem A.** Let $E \rightarrow (S^4, \mathring{g})$ be the adjoint bundle associated to the SU(2) Hopf fibration. There exists $\epsilon > 0$ and $\alpha_0 > 1$ such that for any $\alpha \leq \alpha_0$ the only critical point $\nabla^\alpha$ of the Yang-Mills $\alpha$-energy which satisfies $\mathcal{YM}_\alpha(\nabla^0) \leq 6^\alpha \frac{4}{3} \pi^2 + \epsilon$ is the basic ADHM connection $\bar{\nabla}$.

**Remark 1.4.** This gives a beautiful analogy with the results of [LMM15]. Through its rotational invariance, $\bar{\nabla}$ corresponds to all rotations in the harmonic maps setting.

A natural corollary to Theorem A follows directly as a consequence of long time existence and convergence of Yang-Mills $\alpha$-flow presented in Theorem 1.1 of [HTY15].

**Corollary A.** Let $\{\nabla^\alpha_t\}$ be a family of solutions to Yang-Mills $\alpha$-flow satisfying $\mathcal{YM}_\alpha(\nabla^0_0) \leq 6^\alpha \frac{4}{3} \pi^2 + \epsilon$ and $\alpha \leq \alpha_0$ as in the assumptions of Theorem A. Then $\{\nabla^\alpha_t\}$ converges smoothly in $\alpha$ and $t$ to $\bar{\nabla}$.

1.1.1. Concepts of proof. We begin this work establishing background and discussing relevant actions of gauge transformations and conformal automorphisms in §2. In §3 we demonstrate that connections with sufficiently small Yang-Mills $\alpha$-energy are close in the $W^{1,\,2}$ sense (up to gauge transform and conformal pull back) to $\bar{\nabla}$. Then we strengthen the result in §4 for such connections which are also low $\alpha$-energy $\alpha$-critical points by instead showing such closeness in $W^{2,\,p}$ for certain $p$ values necessary for later Sobolev embeddings. Next, in §5 we show that connections which, when pulled back by conformal automorphisms are close to the basic connection, are in fact contained within a compact set which depends on their Yang-Mills $\alpha$-energy. In §6 we improve this notion of $W^{2,\,p}$ closeness and conclude the proof of Theorem A.

The guiding forces for intuition come from the close ties between harmonic map and Yang-Mills theory (many of the relationships are outlined in [Bou06a, Bou06b]). The discrepancies between the two theories are mainly the nonlinearity of the curvature quantities and their relationship with corresponding connections, the fact that the space of connections is affine, and the delicate balance of certain gauge transformations’ interaction with conformal automorphisms in this specific setting.

Unexpectedly, due to the dimensionality of our setting, we faced significant complication in a step of the proof in comparison to that of [LMM15]. A key step in their argument is attaining a certain $L^\infty$ control of a comparison between a general $\alpha$-critical map and the identity map. This $L^\infty$ bound comes from controlling two derivatives of such a quantity in $L^2$. Unfortunately, in our setting due to dimensionality more derivatives were required to obtain the analogous type of control. Naïvely, one would attempt to estimate higher derivatives, but we were unsuccessful in a direct attempt due to the difficulty of estimating terms coming from action of the conformal automorphisms. Thus, we had to introduce an intricate strategy requiring a hole-filling technique to prove Morrey norm estimates to obtain such $L^\infty$ control.

As is ubiquitous throughout Yang-Mills theory, the action of the gauge group must be considered. In our setting is was natural to construct a global ‘comparative’ gauge transformation relating to the basic connection following an argument of Tao and Tian [TT04] which in turn was based on the classic argument of Uhlenbeck [Uhl82a]. Though the techniques are well known, this Coulomb-type gauge on a global scale has not yet appeared in the literature. Our gauge transformation was powerful in acquiring key estimates and naturally interacted with the action of conformal automorphisms.

1.1.2. Reflections. Naturally, one asks how this type of $\alpha$-limiting process behaves in other settings. More precisely, given a sequence of $\{\nabla^\alpha\}$ be a sequence of $\alpha$-harmonic connections over a charge $\ell$ bundle $E \rightarrow (M, g)$, which critical points of the Yang-Mills energy could $\{\nabla^\alpha\}$ possibly converge to? Some cases to consider are SU(2) type bundles over the following spaces, which admit ADHM
constructions (as stated in [DK90] pp. 127–129): \(\mathbb{CP}^2\) (charge 1), \(\mathbb{CP}^2\) (charge 2), and \(S^2 \times S^2\) (charge 2). It would be interesting to know which canonical connections the Yang-Mills \(\alpha\)-energy identifies in these various settings, especially cases which do not have as obvious structural symmetry as the setting above. Based on our initial work as well as that of [LMM15], we conjecture that in general settings the limits coming from \(\alpha\)-approximations lie in a compact subset of the moduli space.

In [LMM15], the authors construct a family of critical points of the harmonic map \(\alpha\)-energy which are degree 1, are high energy and are not rotations. In the Yang-Mills setting, an analogous construction is not obvious - is there an operation on connections over \(S^4\) that corresponds to ‘wrapping’ maps around \(S^2\)?
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1.2. Background concepts.

1.2.1. Connection Sobolev spaces. Fix \(\nabla_{\text{ref}} \in C^\infty (A_E(S^4))\). The space \(W^{l,p}(\Lambda^i(\text{Ad} E))\) is the completion of the space of smooth sections of \(\Lambda^i(\text{Ad} E)\) with respect to the norm

\[
\|A\|_{W^{l,p}} := \left( \sum_{k=0}^{l} \left\| \nabla_{\text{ref}}^{(k)} A \right\|_{L^p}^p \right)^{1/p} < \infty, \quad A \in \Lambda^i(\text{Ad} E).
\]

This space is preserved (up to equivalent norms) regardless of choice of \(\nabla_{\text{ref}}\) though for this setting we take \(\nabla_{\text{ref}} \equiv \tilde{\nabla}\).

1.2.2. Quaternionic coordinates. Via Uhlenbeck’s Removable Singularity theorem in [Uhl82b], a connection \(\nabla \in A_E(S^4, \hat{g})\) may be identified through stereographic projection uniquely with a connection over the compactified complex 2-plane (and thus over quaternionic space, \(\mathbb{H}^1\)). It is an elementary to show the Yang-Mills \(\alpha\)-energy translates to

\[
\mathcal{YM}_\alpha(\nabla) = \int_{\mathbb{H}^1} \left( 3 + \frac{1}{16} \left( |\zeta|^2 + 1 \right)^4 |F_\nabla|^2 \right)^{\alpha/4} \left( |\zeta|^2 + 1 \right)^{-4} dV.
\]

1.2.3. ADHM instantons. The ADHM connections are instanton solutions to the Yang-Mills equations discovered by Belavin, Polyakov, Schwartz and Tyupkin in [BPST75], and later constructed using linear algebraic methods via Atiyah, Drinfeld, Hitchin and Manin in [ADHM78]. Referring to Definition 1.2, one may derive the following formulas for the ADHM connections’ curvatures (cf. [Nab10] pp.356-357).

**Proposition 1.5.** For \(\xi \in \mathbb{H}^1\) and \(\lambda \in \mathbb{R}\),

\[
\left| F_\xi^{\xi,\lambda}(\zeta) \right|^2 = \frac{48\lambda^4}{(\zeta^2 - \xi^2 + \lambda^2)^4}, \quad \left\| F_\xi^{\xi,\lambda} \right\|_{L^2}^2 = 8\pi^2.
\]
**Remark 1.6.** It is immediate that $|F_{\tilde{\nabla}}|_g$ is constant with respect to the spherical metric, since

\[(1.5) \quad |F_{\tilde{\nabla}}|^2 = \frac{1}{16} \left( |\zeta|^2 + 1 \right)^4 |F_{\tilde{\nabla}}|^2 = 3.\]

2. Action of gauges transformations and conformal automorphisms

2.1. **Gauge group and enlargement.** Many of the main complications and interesting properties of Yang-Mills theory stem from the interactions of the gauge group with the connections. For four dimensional manifolds, the gauge group can be naturally extended to a larger class of objects which will be key for our upcoming analysis. We discuss the interactions of connections, conformal automorphisms and gauge transformations as well as define key quantities which identify their action on the $\alpha$-energy.

2.1.1. **Gauge group.** Regardless of setting, the gauge group of Yang-Mills theory is both the primary difficulty to overcome and the tool to overcome it.

**Definition 2.1.** A gauge transformation is a section of $\zeta$ of $G_E := \text{Aut} E$. The action of a gauge transformation $\zeta$ on a connection $\nabla$ is denoted by $\zeta[\nabla]$ and given by

$$\zeta : \mathcal{A}_E (S^4) \rightarrow \mathcal{A}_E (S^4)$$

$$: \nabla \mapsto \zeta[\nabla] := \zeta^{-1} \circ \nabla \circ \zeta,$$

Furthermore, for any $\omega \in \Lambda^p(\text{Ad} E)$ for $p \in \mathbb{N} \cup \{0\}$ we have the action of the gauge transformation given in coordinates by $\zeta \left[ \omega^\beta_{\gamma \mu} \right] := (\zeta^{-1})^\beta_\delta \omega^\gamma_{\tau \mu} (\zeta_\tau)^\tau_\delta$.

**Lemma 2.2.** Let $\zeta \in S(G_E)$ and $\nabla \in \mathcal{A}_E (S^4)$, and $\nu \in S(E)$, the coordinate expression of $\zeta[\nabla]$ is

$$\left( \zeta[\nabla] \nu \right)^\beta_i = \partial_i \nu^\beta + (\Gamma_{\zeta[\nabla]})^\beta_{ij} \nu^j,$$

where

\[(2.1) \quad (\Gamma_{\zeta[\nabla]})^\beta_{ij} := (\zeta^{-1})^\beta_{\gamma \delta} (\partial_i \zeta^\delta_{\gamma \mu} + (\zeta^{-1})^\gamma_{\delta \gamma} \zeta^\delta_{\tau \mu} (\zeta_\tau)^\tau_{\delta \gamma}).\]

**Corollary 2.3.** Suppose $\nabla \in C^\infty (\mathcal{A}_E (S^4))$ and $\zeta \in S(G_E)$. Then $(F_{\zeta[\nabla]})^\beta_{ij} = (\zeta^{-1})^\beta_{\gamma \delta} (F_{\nu})^\delta_{ij} \zeta^\gamma_{\delta \mu}$.

2.1.2. **Conformal automorphisms enlarging the group.** Given a connection, we are interested in how various pointwise and $L^2$-norms as well as the $\alpha$-energy depends on actions by conformal automorphisms of the four sphere. The special indefinite orthogonal group $SO(5, 1)$ is isomorphic to the space of conformal automorphisms of the four sphere (a detailed summary of this isomorphism is outlined in pages pp.49-52 in [Slo92]). Via stereographic projection every $\varphi \in SO(5, 1)$ may be expressed in the form

$$\varphi (\zeta) = \xi_2 + \lambda \varphi (\xi_2 - \xi_1), \quad \xi_1, \xi_2 \in \mathbb{H},$$

where $\varphi$ is a rotation, $\epsilon \in \{0, 2\}$, and $\lambda > 0$ is called the dilation factor, characterizing the magnitude of $\varphi$.

The gauge group $G_E$ is the group of automorphisms in each fiber, and thus projects onto the base manifold as the identity map on $M$. Since for four dimensional base manifolds, the Yang-Mills energy depends only on the conformal class of the base metric, we can enlarge the gauge group by considering automorphisms of $E$ which project onto $M$ as conformal automorphisms (cf. [BL81] pp.198). This is naturally called the enlarged gauge group, where for $\varphi : S^4 \rightarrow S^4$ a conformal automorphism,

$$\varphi : \mathcal{A}_E (S^4) \rightarrow \mathcal{A}_E (S^4)$$

$$: (\varphi^* \nabla)_{\nu} (\varphi^* \mu) = \varphi^* \left( \nabla_{\varphi^*(\mu)} \right) \text{ for } V \in T S^4,$$
that is, given any \( \varphi \in \text{SO}(5,1) \) and \( \nabla \in \mathcal{A}_E (S^4) \) with local expression \( \nabla = \partial + \Gamma \),

\[
(\varphi^* \nabla) := \partial + \varphi^* \Gamma, \quad \text{where} \quad (\varphi^* \Gamma)_\mu^\beta := (\partial_i \varphi^j) \Gamma^\beta_{j \mu}.
\]

The curvature of \( \varphi^* \nabla \) is

\[
F_{\varphi^* \nabla} = (\partial_j \varphi^k) \left( \partial_i \Gamma^\beta_{k \mu} \right) - (\partial_i \varphi^k) \left( \partial_j \Gamma^\beta_{k \mu} \right) + (\partial_i \varphi^k) (\partial_j \varphi^l) \Gamma^\beta_{l \mu} \Gamma^\zeta_{k \mu} - (\partial_j \varphi^k) (\partial_i \varphi^l) \Gamma^\beta_{l \mu} \Gamma^\zeta_{k \mu}.
\]

2.1.4. A Coulomb-type projection. We will be considering a specific type of Coulomb gauge, that is ‘centered’ with respect to \( \tilde{\nabla} \). This particular transformation is key to our argument and naturally interacts with conformal automorphisms.

**Definition 2.4.** A gauge transformation \( \zeta \in S (\mathcal{G}_E) \) puts \( \nabla \in \mathcal{A}_E (S^4) \) in (global) \( \tilde{\nabla} \)-Coulomb gauge if

\[
D_{\tilde{\nabla}} [\zeta [\nabla] - \tilde{\nabla}] = 0.
\]

Call \( \zeta \) satisfying (2.4) the \( \tilde{\nabla} \)-Coulomb gauge transformation (associated to \( \nabla \)). Define the \( \tilde{\nabla} \)-Coulomb gauge projection by

\[
\bar{\Pi} : \mathcal{A}_E (S^4) \to \mathcal{A}_E (S^4)
\]

\[
: \nabla \mapsto \zeta [\nabla].
\]

The action of these \( \tilde{\nabla} \)-Coulomb gauges commutes with that of conformal automorphisms.

**Proposition 2.5.** For any \( \varphi \in \text{SO}(5,1) \), one has \( \bar{\Pi} [\varphi^* \nabla] = \varphi^* \bar{\Pi} [\nabla] \).

**Proof.** This result can be confirmed by considering dilations and rotations individually since every element of \( \text{SO}(5,1) \) is the composition of these two types. The first follows immediately from natural commutation of dilations with gauge transformations (cf. (2.1) and (2.2)), and the second from the rotational invariance of \( \tilde{\nabla} \), which we describe now. By the definition of our \( \tilde{\nabla} \)-Coulomb projection, and application of appropriate pullback gauge transformations, given a rotation \( \varrho : S^4 \to S^4 \),

\[
0 = D^*_{\varrho \tilde{\nabla}} [\varrho^* \nabla - \tilde{\nabla}] = \varrho_* D^*_{(\varrho^{-1})^* \tilde{\nabla}} \left[ \nabla - (\varrho^{-1})^* \tilde{\nabla} \right] = \varrho_* D^*_{\varrho \tilde{\nabla}} [\nabla - \tilde{\nabla}].
\]

Thus, the \( \tilde{\nabla} \)-Coulomb gauge for \( \varrho^* \nabla \) coincides with the \( \tilde{\nabla} \)-Coulomb gauge for \( \nabla \).\[\square\]

2.1.4. Behavior of energies. We explore the behavior of energy quantities undergoing conformal dilation and propose a modified energy which distinguishes the dilations’ effects. When considering the dilation \( \zeta \mapsto \lambda \zeta \) we abuse notation by referring to the map as \( \lambda \). Using (2.3),

\[
|F_{\lambda \nabla} (\zeta)|_\tilde{g}^2 = \lambda^4 \frac{1}{16} |F_\nabla (\zeta)|^2 \left( |\zeta|^2 + 1 \right)^4,
\]

\[
|F_\nabla (\lambda \zeta)|_\tilde{g}^2 = \frac{1}{16} \left( |\lambda \zeta|^2 + 1 \right)^4 |F_\nabla (\lambda \zeta)|^2.
\]

Combining these yields

\[
|F_{\lambda \nabla} (\zeta)|^2 = \lambda^4 \left( \frac{1+|\zeta|^2}{1+|\lambda \zeta|^2} \right)^4 |F_\nabla (\lambda \zeta)|^2.
\]

Then setting

\[
\chi (\lambda) := \frac{1}{\lambda^4 \left( \frac{1+|\zeta|^2}{1+|\lambda \zeta|^2} \right)^4},
\]

\[
\chi (\lambda) := \frac{1}{\lambda^4 \left( \frac{1+|\zeta|^2}{1+|\lambda \zeta|^2} \right)^4},
\]
it follows that for $\lambda > 0$,
\[
\mathcal{YM}_\alpha(\nabla) = \frac{1}{2} \int_{S^4} \left( 3 + |F_{\phi}(\xi)|^2 \right)^{\alpha} dV_g (\xi)
\]
\[
= \frac{1}{2} \int_{S^4} \left( 3 + |F_{\phi}(\lambda \xi)|^2 \right)^{\alpha} dV_g (\lambda \xi)
\]
\[
= \frac{3\alpha}{2} \int_{S^3} \left( 1 + \frac{1}{3} \chi_\lambda (\xi) |F_{\lambda \phi}(\xi)|^2 \right)^{\alpha} \frac{16\lambda^4}{(1+|\lambda\xi|^2)^4} dV
\]
\[
= \frac{3\alpha}{2} \int_{S^3} \left( 1 + \frac{1}{3} \chi_\lambda (\xi) |F_{\lambda \phi}(\xi)|^2 \right)^{\alpha} \frac{16}{(1+|\xi|^2)^4} dV (\lambda \xi).
\]
Set
\[
(2.6) \quad \mathcal{YM}_{\alpha,\lambda}(\nabla) := \frac{1}{2} \int_{S^4} \left( 3 + \chi_\lambda |F_{\phi}|^2 \right)^{\alpha} \frac{1}{\chi_\lambda} dV_g,
\]
resulting in a natural relationship and symmetry, where for $\varphi \in SO(5,1)$ with $|\varphi| = \lambda$,
\[
(2.7) \quad \mathcal{YM}_\alpha(\nabla) = \mathcal{YM}_{\alpha,\lambda} (\varphi^* \nabla) = \mathcal{YM}_{\alpha,\lambda}^{-1} \left( (\varphi^{-1})^* \nabla \right).
\]
Thus $\nabla$ is a critical point of $\mathcal{YM}_\alpha$ if and only if $\lambda^* \nabla$ is a critical point of $\mathcal{YM}_{\alpha,\lambda}$. By utilizing this symmetry of $\mathcal{YM}_{\alpha,\lambda}$ with respect to $\lambda$ about 1, it suffices to consider $\lambda \geq 1$.

**Remark 2.6.** Henceforth we refer to $\nabla$ when discussing critical points of $\mathcal{YM}_{\alpha,\lambda}$ to help notify the reader that these connections are $\alpha$-dilations of $\alpha$-critical points (rather than $\alpha$-critical points).

**Proposition 2.7.** With $\chi_\lambda$ as in (2.5), the gradient equation of $\mathcal{YM}_{\alpha,\lambda}$ is

\[
(\text{Grad}_\nabla \mathcal{YM}_{\alpha,\lambda}) = D_\nabla F_{\nabla} + \Theta_1(\nabla) + \Theta_2(\nabla),
\]
where
\[
(2.8) \quad \begin{cases}
(\Theta_1(\nabla))_{j}^{\alpha} := \frac{2\chi_\lambda (\alpha - 1)}{(3 + \chi_\lambda |F_{\nabla}|^2)^{\alpha}} \left( \nabla_i F_{p\delta} (F_{\nabla})^{\zeta}_{p\delta} (F_{\nabla})_{ij}^{\beta} \right), \\
(\Theta_2(\nabla))_{j}^{\alpha} := -\frac{\chi_\lambda (\alpha - 1)}{(3 + \chi_\lambda |F_{\nabla}|^2)^{\alpha}} \left( \nabla_i \log \chi_\lambda |F_{\nabla}|^2 (F_{\nabla})_{ij}^{\beta} \right).
\end{cases}
\]

**Proof.** Let $\nabla_t$ be a one parameter family of smooth connections, and consider
\[
\frac{d}{dt} \left[ \mathcal{YM}_{\alpha,\lambda}(\nabla_t) \right] = \frac{1}{2} \int_{S^4} \frac{d}{dt} \left[ \left( 3 + \chi_\lambda |F_{\nabla_t}|^2 \right)^{\alpha} \right] \frac{1}{\chi_\lambda} dV_g
\]
\[
= \frac{1}{2} \int_{S^4} \alpha \left( 3 + \chi_\lambda |F_{\nabla_t}|^2 \right)^{\alpha - 1} \frac{d}{dt} \left[ |F_{\nabla_t}|^2 \right] dV_g
\]
\[
= \int_{S^4} \alpha \left( 3 + \chi_\lambda |F_{\nabla_t}|^2 \right)^{\alpha - 1} \left< D_{\nabla_t} \left[ \frac{d}{dt} \right], F_{\nabla_t} \right>_g dV_g
\]
\[
= 2 \int_{S^4} \alpha \left( 3 + \chi_\lambda |F_{\nabla_t}|^2 \right)^{\alpha - 1} \left< \nabla_t \left[ \frac{d}{dt} \right], F_{\nabla_t} \right>_g dV_g
\]
\[
+ 2 \int_{S^4} \alpha (\alpha - 1) \left( 3 + \chi_\lambda |F_{\nabla_t}|^2 \right)^{\alpha - 2} \nabla_i \left[ \chi_\lambda |F_{\nabla_t}|^2 \right] \text{tr}_h \left[ (F_{\nabla_t})_{ij} \left( \frac{d}{dt} \left[ \frac{d}{dt} \right] \right) \right] dV_g.
\]
Consequently
\[
[\text{Grad} \mathcal{YM}_{\alpha,\lambda}(\nabla)]_{\alpha}^{\beta} = \left( 3 + \chi_\lambda |F_{\nabla}|^2 \right)^{\alpha - 1} \left[ (D_{\nabla} F_{\nabla})_{ij}^{\alpha} + \frac{\chi_\lambda (\alpha - 1)}{(3 + \chi_\lambda |F_{\nabla}|^2)^{\alpha}} \left( 2 \text{tr}_h \left[ (\nabla_t (F_{\nabla})_{pq}) (F_{\nabla})_{pq} \right] - |F_{\nabla}|^2 (\nabla_i \log \chi_\lambda) (F_{\nabla})_{ij}^{\alpha} \right),
\]
yielding the result. \( \square \)
3. General Closeness to SO(5,1) Pullbacks

Initially we will prove a general result on connections with sufficiently controlled $\mathcal{YM}_\alpha$ energy (not necessarily $\alpha$-critical) which asserts existence of and characterizes the magnitude of a conformal automorphism required to ‘pull’ the connection sufficiently close to $\nabla$.

**Proposition 3.1.** There exists some $\delta_0 > 0$ so that for any $\delta \in (0, \delta_0)$, there exists some $\epsilon > 0$ so that if $\alpha \in [1,2]$ and $\mathcal{YM}_\alpha(\nabla) \leq 6^\alpha \frac{4}{3} \pi^2 + \epsilon$, then there exists $\varphi \in \text{SO}(5,1)$ such that

\[
(3.1) \quad \left\| \bar{\Pi}[\varphi^*\nabla] - \nabla \right\|_{W^{1,2}} + \left\| F_{\bar{\Pi}[\varphi^*\nabla]} - F_{\nabla} \right\|_{L^2} \leq \delta,
\]

furthermore there is some fixed constant $C > 0$ such that if $\lambda \geq 1$ is the dilation factor of $\varphi$, then

\[
(3.2) \quad (\alpha - 1) (\log \lambda) \min \{\log \lambda, 1\} \leq C \delta.
\]

**Remark 3.2.** The proof of this result relies on the following

- **Lemma 3.3.** The smallness in terms of curvature difference in (3.1) is shown for $\delta$ is restricted to a single value rather than a given range.
- **Theorem 3.6.** A Poincaré inequality (Proposition 3.5) is used to establish a property of $\nabla$-Coulomb gauges with an eye toward concluding the complete smallness of (3.1).
- **Lemma 3.7.** The Yang-Mills $\alpha$-energy of an arbitrary connection is compared to that of the basic connection $\nabla$.
- **Lemma 3.8.** The gap between $\mathcal{YM}_{\alpha,\lambda}$ energy and $\mathcal{YM}_\alpha$ is characterized on $\nabla$ as a function of $\alpha$ and $\lambda$.

The proof of Proposition 3.1 tying together these results will be concluded at end of this section.

This first lemma proves a result similar to Proposition 3.1 above, though here we will fix one value of $\delta$ rather than a range of values. It requires a concentration compactness result for $\alpha$-connections (Theorem 7.4) which follows quickly from results of [HTY15]. We state this result the appendix and supply a sketch of the proof (cf. Theorem 7.4).

**Lemma 3.3.** Given $\delta > 0$ there exists $\epsilon > 0$ sufficiently small with the following property: for all $\alpha \geq 1$, if $\nabla \in W^{1,2\alpha}(A_E(S^4))$ and $\mathcal{YM}_\alpha \leq 6^\alpha \frac{4}{3} \pi^2 + \epsilon$, then there exists $\varphi \in \text{SO}(5,1)$ so that

\[
(3.3) \quad \left\| F_{\bar{\Pi}[\varphi^*\nabla]} - F_{\nabla} \right\|_{L^2} \leq \delta.
\]

**Proof.** Suppose $\mathcal{YM}_\alpha(\nabla) \leq 6^\alpha \frac{4}{3} \pi^2 + \epsilon$. As a consequence of (1.4) we have that

\[
\mathcal{YM}_1(\nabla) = \frac{1}{2} \int_{S^4} \left(3 + |F_{\nabla}|^2 \right) dV_{\nabla} \leq \left(\mathcal{YM}_\alpha(\nabla) \left(\frac{4\pi^2}{3}\right)^{(\alpha-1)}\right)^{1/\alpha} \leq \left(1 + \frac{\epsilon}{6^\alpha \frac{4}{3} \pi^2}\right) 6^\alpha \frac{4}{3} \pi^2 \left(\frac{4\pi^2}{3}\right)^{(\alpha-1)} \leq 8\pi^2 + \epsilon.
\]

Suppose to the contrary that the statement were not true. This would imply that the Coulomb gauge may not actually exist (as in Theorem 3.6) and thus no gauge transformation could get the curvature ‘close’ to that of $\nabla$. More precisely, if the contrary statement holds, then there is a sequence $\epsilon_n \searrow 0$, and a sequence $\{\nabla^n\} \subset W^{1,2}(A_E(S^4))$ with $\mathcal{YM}_1(\nabla^n) \leq 6^\alpha \frac{4}{3} \pi^2 + \epsilon_n$, some $\delta > 0$ so that

\[
(3.4) \quad \left\| F_{\sigma_n[\varphi_n^*\nabla^n]} - F_{\nabla^n} \right\|_{L^2} > \delta \text{ for all } \{\varphi_n\} \in \text{SO}(5,1), \{\sigma_n\} \in G_E.
\]
For each \( \{ \nabla^n \} \), let \( \xi \in \mathbb{S}^4 \) be a point such that \( |F_{\nabla^n}(\xi)| = \sup_{\xi \in \mathbb{S}^4} |F_{\nabla^n}| \). For each \( n \) there exists a conformal automorphism \( \varphi_n \), which consists of a translation of \( \xi \) to the north pole \( \infty \in \mathbb{S}^4 \), combined with a dilation so that \( |F_{\varphi_n^* \nabla^n}(\infty)| = 3 \). Via the Removable Singularities Theorem of [Uhl82b], we can argue via a standard gauge patching argument that there exists a sequence of gauge transformations \( \sigma_n \) such that the sequences \( \{ \varphi_n [\varphi_n^* \nabla^n] \} \) converges to some connection \( \nabla \), and furthermore due to the assumed energy bounds of these quantities we know that \( \nabla \) is antiself-dual (to see this in more detail, see our argument in Theorem 7.4). This implies, in particular that \( \nabla = \psi^* \bar{\nabla} \). So now we have

\[
(\psi^{-1})^* \sigma_n [\varphi_n^* \nabla^n] \to \bar{\nabla}.
\]

We note in particular, that \( \text{SO}(5,1) \), interpreted as a subset of the enlarged gauge group \( \bar{\mathcal{G}}_E \) acts naturally on \( \mathcal{G}_E \) by conjugation, and so

\[
(\psi^{-1})^* \sigma_n [\varphi_n^* \nabla^n] = (\psi^{-1} \sigma_n \psi) \left( (\psi^{-1} \varphi_n)^* \nabla^n \right).
\]

Indeed, this is of the form of a gauge transformation applied to a pullback. Therefore we have that there exists \( \{ \nu_n \} \subset \mathcal{G}_E \) and \( \{ \phi_n \} \subset \text{SO}(5,1) \) so that

\[
\left| |F_{\nabla^n}| - F_{\bar{\nabla}} \right|_{L^2} \to 0.
\]

In turn, as a result of Theorem 3.6 we have that

\[
\left| |F_{\Pi[\varphi_n^* \nabla^n]} - F_{\bar{\nabla}} \right|_{L^2} \to 0,
\]

which contradictions (3.4), and so the result follows.

Next we will show the implications of this smallness of \( L^2 \) in terms of curvature difference directly on the norm of connection difference itself. This is a proof in the spirit of Theorem 1.3 of [Uhl82b], where the fundamental difference is that it is given on a global scale and bounds the difference of connections in terms of the difference of curvatures. As of now, there is no such proof present in the literature. This will be highly necessary in the following section. To do so we first establish a fundamental Poincaré inequality. The proof, which is stated in the appendix (§7.4), relies on the following result (Lemma 3.4), which gives crucial control over commutator type terms which is used regularly in our arguments. The result was inspired by Lemma 2.30 of [BL81], and the proof is included in the appendix (cf. §7.4). Combining these estimates with the geometry of the setup at play is a crucial technique used multiple times through our remaining arguments within this paper.

**Lemma 3.4.** Let \( A \in \Lambda^1(\text{Ad}E) \) and \( B \in \left( \Lambda^1(\text{Ad}E) \right)^{\otimes 2} \). Then

\[
\left\langle \bar{F}_{ij}, [A_i, A_j] \right\rangle_g \leq |A|^2_g, \text{ and } \left\langle \bar{F}_{ij}, [B_{ki}, B_{kj}] \right\rangle_g \leq 4 |B|^2_g.
\]

One of the many consequences of this result is the following

**Proposition 3.5** (Global \( \bar{\nabla} \)-Poincaré inequalities). Given \( A \in \Lambda^1(\text{Ad}E) \) there exists \( C_P > 0 \) such that

\[
||A||^2_{L^2} \leq C_P \left| \bar{\nabla} A \right|_{L^2} \text{ and } \left| \bar{\nabla} A \right|^2_{L^2} \leq C_P \left| \bar{\nabla}^2 A \right|_{L^2}.
\]

A proof of a localized version of these Poincaré inequalities is given in the appendix, with a simple gluing argument one can construct this global argument over \( \mathbb{S}^4 \) (a rough constant will do for our purposes). With this we characterize a norm-controlling behavior of our \( \bar{\nabla} \)-Coulomb gauge.

**Theorem 3.6.** If \( \delta \in (0,1) \) is sufficiently small, then every connection \( \nabla \) such that there exists a \( \varsigma \in \mathcal{G}_E \) so that

\[
|F_{\nabla} - F_{\bar{\nabla}}|_{L^2} \leq \delta
\]
in fact admits a $\tilde{\nabla}$-Coulomb projection $\tilde{\Pi} [\nabla]$ which obeys the bounds

$$
(3.8) \quad \left\| \tilde{\Pi} [\nabla] - \nabla \right\|_{L^2} \leq C \left\| F_{\tilde{\Pi}[\nabla]} - F_{\nabla} \right\|_{L^2} ; \quad \left\| F_{\tilde{\Pi}[\nabla]} - F_{\nabla} \right\|_{L^2} \leq \delta.
$$

Through the next two lemmata we will put a bound on the dilation factor $\lambda$ of $\varphi$ in Lemma 3.1. To obtain it we will use the fact that due to the closeness characterized in (3.3) we expect that $\mathcal{YM}_{a,\lambda}(\varphi^* \nabla)$ should be close to $\mathcal{YM}_{a,\lambda}(\nabla)$. We will compute explicitly how $\mathcal{YM}_{a,\lambda}(\nabla)$ grows with $\lambda$ (that is, how the $\alpha$-energy of pullbacks of the basic connection grow).

**Lemma 3.7.** If $\lambda \geq 1$ and $\alpha \in [1, 2]$

$$
(3.9) \quad \mathcal{YM}_{a,\lambda}(\nabla) - \mathcal{YM}_{a,\lambda}(\nabla) \geq -\alpha \left( 3 \frac{\alpha - 1}{2} (1 + \lambda^4)^{\alpha - 1} \left\| F_{\nabla}^2 \right\|_{g} - 3 \right\|_{L^1}.
$$

**Proof.** As a result of the mean value theorem, there exists some positive function $f : S^4 \to [0, \infty)$ whose value at $\xi \in S^4$ lies between $|F_{\nabla}|^2_g$ and $3 \equiv |F_{\nabla}|^2_g$ and satisfies

$$
(3.10) \quad \mathcal{YM}_{a,\lambda}(\nabla) - \mathcal{YM}_{a,\lambda}(\nabla) = \frac{\alpha}{2} \int_{S^4} (3 + \chi \lambda f)^{\alpha - 1} \left( |F_{\nabla}^2|_g - 3 \right) \, dV_g.
$$

Now, set

$$
A_+ := \left\{ \xi \in S^4 : |F_{\nabla}(\xi)|^2_g \geq 3 \right\} \quad A_- := \left\{ \xi \in S^4 : |F_{\nabla}(\xi)|^2_g < 3 \right\}.
$$

Then $f \geq 3$ on $A_+$, and $f \leq 3$ on $A_-$. Considering integration on these individual sets we have

$$
\int_{A_+} (3 + \chi \lambda f)^{\alpha - 1} \left( |F_{\nabla}^2|_g - 3 \right) \, dV_g \geq 3^{\alpha - 1} \int_{A_+} (1 + \chi \lambda)^{\alpha - 1} \left( |F_{\nabla}^2|_g - 3 \right) \, dV_g.
$$

Consequently it follows that over the entire region

$$
(3.11) \quad \int_{S^4} (3 + \chi \lambda f)^{\alpha - 1} \left( |F_{\nabla}^2|_g - 3 \right) \, dV_g \geq 3^{\alpha - 1} \int_{S^4} (1 + \chi \lambda)^{\alpha - 1} \left( |F_{\nabla}^2|_g - 3 \right) \, dV_g.
$$

Now since $\sup_{S^4} \chi \lambda = \lambda^4$,

$$
(3.12) \quad \left| \int_{S^4} (1 + \chi \lambda)^{\alpha - 1} (\alpha - 1) \left( |F_{\nabla}^2|_g - 3 \right) \, dV_g \right| \leq (1 + \lambda^4)^{\alpha - 1} \left\| |F_{\nabla}^2|_g - 3 \right\|_{L^1}.
$$

Consequently combining the estimates, (3.10), (3.11), (3.12) we obtain the result (3.9). \hfill \Box

**Lemma 3.8.** One has

$$
(3.13) \quad \mathcal{YM}_{a,\lambda}(\nabla) = \mathcal{YM}_{a,\lambda}(\lambda^{-1} \nabla) = \mathcal{YM}_{a,\lambda}(\lambda^* \nabla).
$$

By setting

$$
\mathcal{U}(\alpha, \lambda) := \mathcal{YM}_{a,\lambda}(\lambda^* \nabla) - 6^4 \frac{4\pi}{3} a^2,
$$

there exists a fixed constant $C > 0$ such that for $\alpha \in (1, 2]$

$$
(3.14) \quad \mathcal{U}(\alpha, \lambda) \geq \begin{cases} 
C \lambda^{4\alpha - 4} & \text{if } \alpha - 1 \log \lambda \geq 5 \\
C (\alpha - 1) \log \lambda & \text{if } (\alpha - 1) \leq (\alpha - 1) \log \lambda \leq 5 \\
C (\alpha - 1) \log \lambda^2 & \text{if } 0 \leq \log \lambda \leq 1.
\end{cases}
$$

Furthermore $\mathcal{YM}_{a}(\lambda^* \nabla)$ is increasing in $\lambda$ and for $0 \leq (\alpha - 1) \log \lambda \leq 2$,

$$
(3.15) \quad \frac{\partial}{\partial \log \lambda} \left[ \mathcal{YM}_{a}(\lambda^* \nabla) \right] = \frac{\partial}{\partial \log \lambda} \left[ \mathcal{YM}_{a,\lambda}(\nabla) \right] \geq C (\alpha - 1)^{\frac{\log \lambda|_g}{1 + \log \lambda|_g}}.
$$
Proof. First observe that
\begin{equation}
\mathcal{YM}_{\alpha, \lambda}(\nabla) := \frac{3^5}{2} \int_{\Sigma^4} (1 + \chi_{\lambda})^\alpha \frac{1}{\chi_{\lambda}} dV_g.
\end{equation}
We will first write an alternate formula for $\mathcal{YM}_{\alpha}(\lambda^* \nabla)$ using a change of variables. First we convert (3.16) to a radial integral; let $r := |\zeta|$ and then, akin to the computations in §2.1.2,
$$ |F_{\lambda^* \nabla}|^2_g = \lambda^4 \frac{1}{\lambda} |F_{\nabla}(\lambda \zeta)|^2 \left( |\zeta|^2 + 1 \right)^4 = \frac{3 \lambda^4 (|\zeta|^2 + 1)^4}{(1 + |\zeta|^2)^4} = \frac{3}{\lambda^4 (\zeta)}, $$
and thus
\begin{equation}
\mathcal{YM}_{\alpha}(\lambda^* \nabla) = \frac{3^5}{2} \frac{8 \pi^2}{3} \int_0^\infty \left( 1 + \frac{\lambda^4 (r^2 + 1)^4}{(1 + \lambda^2 r^2)^4} \right)^\alpha \frac{r^3}{(1 + r^2)^4} dr.
\end{equation}
We will next change variables, gathering up "$(\lambda \alpha)^{1/4}$" type quantities:
$$ \begin{cases} w := \lambda \frac{1 + \lambda^2 r^2}{1 + \lambda^2 r^2} \\ dw := 2 r \lambda \frac{1 - \lambda^2}{(1 + \lambda^2 r^2)} dr. \end{cases} $$
Observing that $r^2 = \frac{\lambda - w}{\lambda (\lambda - 1)}$, we update (3.17) and obtain
\begin{equation}
\frac{2 \pi^2 3^{\alpha - 1}}{(\lambda - 1)^\alpha} \int_{1/\lambda}^\lambda \left( 1 + w^4 \right)^\alpha \frac{\lambda - w}{w^2 - \lambda^2} dw.
\end{equation}
It is now clear that the symmetry between $\lambda$ and $\frac{1}{\lambda}$ is preserved since
$$ \mathcal{YM}_{\alpha}( (\lambda^{-1})^* \nabla) = \mathcal{YM}_{\alpha}( \lambda^* \nabla) . $$
Combining this with (2.7) yields (3.13). We apply the change of variables $w = e^t$ and $\lambda = e^r$ to (3.18),
\begin{align*}
\frac{2 \pi^2 3^{\alpha - 1}}{(e^r - e^{-r})^2} \int_{-r}^r (1 + e^{2t})^\alpha \frac{e^{(e^r - e^{-r})(e^{2t} - e^{-2t})}}{e^{4t}} dt \\
= \frac{2 \pi^2 3^{\alpha - 1}}{4 \sinh \tau)^2} \int_{-\tau}^\tau (e^{-2t} + e^{2t})^\alpha \frac{e^{2\alpha t(e^r - e^{-r})(e^{2t} - e^{-2t})}}{e^{4t}} dt \\
= \frac{2 \pi^2 3^{\alpha - 1}}{4 \sinh \tau)^2} \int_{-\tau}^\tau (\cosh 2t)^\alpha \frac{e^{(\alpha - 1)2t(e^r - e^{-r})}}{e^{4t}} dt \\
= \frac{2 \pi^2 3^{\alpha - 1}}{4 \sinh \tau)^2} \int_{-\tau}^\tau (\cosh 2t)^\alpha \frac{e^{(\alpha - 1)2t(e^{2t} - e^{-2t})}}{e^{4t}} dt.
\end{align*}
We compute out the underbraced term
$$ \frac{(e^r - e^{-r})(e^{2t} - e^{-2t})}{e^{4t}} = e^{-t} (e^{2r} - 1 - e^{2t} + e^{-2r}) = 2 (\cosh \tau - \cosh t) . $$
We observe the following symmetry identity
$$ \int_{-\tau}^\tau (\cosh 2t)^\alpha \frac{e^{(\alpha - 1)2t}}{e^{4t}} \cosh (\alpha - 1)2t (\cosh \tau - \cosh t) dt = \int_{-\tau}^\tau (\cosh 2(-t))^\alpha \frac{e^{(\alpha - 1)2(-t)}}{e^{4t}} \cosh (\alpha - 1)2(-t) (\cosh \tau - \cosh(-t)) dt. $$
Applying this symmetry yields
$$ \mathcal{YM}_{\alpha}(\lambda^* \nabla) = \frac{2 \pi^2 3^{\alpha - 1}}{(\sinh \tau)^2} \int_0^\tau (\cosh 2t)^\alpha \cosh [(\alpha - 1)2t] (\cosh \tau - \cosh t) dt. $$
The idea of the next portion of the proof is to provide lower bounds depending on $\lambda$ and $\alpha$ for the gap function $\mathcal{O}$ measuring the difference of the $\alpha$-energy of $\lambda^* \nabla$ from the $\alpha$-energy of $\nabla$. We set
\begin{equation}
\mathcal{YM}_{\alpha}( (\alpha^\tau)^* \nabla) := 6 \alpha \frac{4}{3} \pi^2 G(\sigma).
\end{equation}
We will solve for $G$, and apply the change of variables
\[
\begin{aligned}
\beta &:= (\alpha - 1), \\
\sigma &:= \beta \tau, \\
\tau &:= (\alpha - 1) \log \lambda.
\end{aligned}
\]

Now, applying the change of variables (denoted ‘c.o.v’ below),
\[
G(\sigma) = \frac{1}{4(\sinh^2 \alpha)} \int_0^{\sigma} (\cosh 2t) \alpha \cosh [2(\alpha - 1)t] (\cosh \tau - \cosh t) \, dt
\]
\[
(3.20)
\]
\[
\frac{c.o.v}{1} \rightarrow \frac{1}{4(\sinh \frac{3}{3\beta})^3} \int_0^{\sigma} (\cosh \frac{2\alpha}{\beta})^{\beta + 1} (\cosh \frac{3}{3\beta}) (\cosh \frac{3}{3\beta} - \cosh \frac{3}{3\beta}) \, ds.
\]

With this new formulation we address the various cases of (3.14).

\((\alpha - 1) \log \lambda \geq 5\) Noting that
\[
\frac{\partial}{\partial s} \left[ \left( \sinh \frac{s}{\beta} \right)^3 \right] = \frac{3}{\beta} \left( \sinh \frac{s}{\beta} \right)^2 \cosh \frac{s}{\beta},
\]
we rewrite (3.20) and decrease the region of integration as follows
\[
G(\sigma) \geq \frac{1}{12(\sinh \frac{3}{3\beta})^3} \int_{\sigma - 2}^{\sigma - 1} \frac{\partial}{\partial s} \left[ \left( \sinh \frac{s}{\beta} \right)^3 \right] \left( \cosh \frac{2\alpha}{\beta} \right)^{\beta + 1} \left( \sinh \frac{s}{\beta} \right)^{-2} (\cosh \frac{3}{3\beta} - \cosh \frac{3}{3\beta}) \, ds.
\]

We estimate the underbraced part, which we call $Q(s)$ on the interval $[\sigma - 1, \sigma]$,
\[
Q(s) = \cosh 2s \left( \sinh \frac{s}{\beta} \right)^{-2} \left( \cosh \frac{2\alpha}{\beta} \right)^{\beta + 1} \left( \cosh \frac{s}{\beta} - \cosh \frac{s}{\beta} \right) = [\cosh 2s] T_1 \left[ \cosh \frac{2\alpha}{\beta} \left( \sinh \frac{3}{3\beta} \right)^{-2} \right] T_2 \left[ \left( \cosh \frac{3}{3\beta} \right)^{\beta} \right] T_3 \left[ \left( \cosh \frac{s}{\beta} - \cosh \frac{s}{\beta} \right) \right] T_4.
\]

For the $T_1$, we estimate that
\[
T_1 \geq \left[ \frac{ e^{2s} }{ 2 } \right]_{\sigma - 2}^{\sigma - 1} \geq \frac{ e^{2(\sigma - 2)} }{ 2 } = \frac{ e^{2\sigma} }{ 2 e^\tau }.
\]

For the $T_2$, using the hyperbolic sine additive angle identity,
\[
T_2 \geq \left( \sinh \frac{2\alpha}{\beta} \right) \left( \sinh \frac{s}{\beta} \right)^{-2} = 2.
\]

For $T_3$ we have that
\[
T_3 \geq \left( \frac{ e^{2\alpha} }{ 2 } \right) = \left[ \frac{ e^{2\alpha} }{ 2 } \right]_{\sigma - 2}^{\sigma - 1} = \frac{ e^{2(\sigma - 2)} + e^{2(\sigma - 2)} }{ 2 e^\tau } \geq \frac{ e^{2(\sigma - 2)} }{ 2 e^\tau } = \frac{ e^{2\sigma} }{ 2 e^\tau }.
\]

For $T_4$, we estimate
\[
\frac{ \cosh \frac{s}{\beta} }{ \cosh \frac{3}{3\beta} } \geq \frac{ e^{-\frac{s}{\beta}} + e^{-\frac{3}{3\beta}} }{ e^{\frac{s}{\beta}} + e^{\frac{3}{3\beta}} } \geq \frac{ \frac{s}{\beta} + \frac{3}{3\beta} }{ 2 e^{\frac{s}{\beta}} } \geq \frac{ 1 }{ 2 } \left( e^{\frac{s}{\beta}} + e^{-\frac{3}{3\beta}} \right) \geq \frac{ 1 }{ 2 } e^{\frac{s}{\beta}} \geq \frac{ e^{3s} }{ 2 e^{3\beta} }.
\]

and so we conclude that
\[
Q(s) \big|_{\sigma - 2}^{\sigma - 1} = T_1 T_2 T_3 \big|_{\sigma - 2}^{\sigma - 1} = \frac{ e^{4s} }{ 2 e^{\tau} } (e - 2).
\]
Now, we compute, noting that for $x > y > 0$, we have $x^3 - y^3 \geq (x - y)^3$, giving

$$
\frac{1}{(\sinh \frac{\sigma}{\beta})^3} \int_{\sigma-2}^{\sigma} \frac{d}{ds} \left[ \left( \sinh \frac{\sigma}{\beta} \right)^3 \right] ds = \frac{1}{(\sinh \frac{\sigma}{\beta})^3} \left( \left( \sinh \frac{(\sigma-1)}{\beta} \right)^3 - \left( \sinh \frac{(\sigma-2)}{\beta} \right)^3 \right) \\
\geq \frac{1}{(\sinh \frac{\sigma}{\beta})^3} \left( \sinh \left( \frac{\sigma-1}{\beta} \right) - \sinh \left( \frac{\sigma-2}{\beta} \right) \right)^3 \\
= \left( \frac{e^{\frac{\sigma-1}{\beta}} - e^{\frac{\sigma-2}{\beta}} + e^{\frac{\sigma-3}{\beta}}}{e^{\frac{\sigma-1}{\beta}} - e^{\frac{\sigma-2}{\beta}}} \right)^3 \\
= \left( \frac{e^{\frac{1}{\beta}} - e^{\frac{2}{\beta}}} {e^{\frac{1}{\beta}}} \right)^3 \\
\geq \frac{(e^{1/\beta} - e^{2/\beta})^3}{e^6}.
$$

Note that the last line follows from the monotonicity of $f(x) = \frac{x-1}{x^2}$. Now we combine everything together,

$$
G(\sigma) \geq e^{4\sigma} \left( \frac{(e^{2}(e-1)^3}{2^{3/4} 3^{e/4}} \right) \geq e^{4\sigma} \left( \frac{(e^{2}(e-1)^3}{2^{3/4} 3^{e/4}} \right).
$$

Taking $\sigma \geq 5$, we conclude that

$$
G(\sigma) - 1 \geq e^{4\sigma} \left( \frac{(e^{2}(e-1)^3}{2^{3/4} 3^{e/4}} \right) - \frac{1}{e^{4\sigma}} \geq 0,
$$

which concludes the first estimate.

Now we make some necessary preparations for the remaining two cases. We start with

$$
G(\sigma) := \frac{1}{4\beta(\sinh \frac{\sigma}{\beta})^3} \int_{0}^{\sigma} \left( \cosh \frac{2s}{\beta} \right)^{\beta+1} (\cosh 2s) \left( \cosh \frac{\sigma}{\beta} - \cosh \frac{s}{\beta} \right) ds.
$$

We differentiate, and obtain

$$
G'(\sigma) = \frac{1}{4\beta^2(\sinh \frac{\sigma}{\beta})^3} \int_{0}^{\sigma} \left( \cosh \frac{2s}{\beta} \right)^{\beta+1} (\cosh 2s) \left( 3 \left( \cosh \frac{\sigma}{\beta} \cosh \frac{s}{\beta} - \cosh^2 \frac{\sigma}{\beta} \right) + \sinh^2 \frac{\sigma}{\beta} \right) ds.
$$

Now we set $g(s, \sigma) = \left( \cosh \frac{2s}{\beta} \right)^{\beta} (\cosh 2s)$ and observe that

$$
\frac{\partial g}{\partial s}(s, \sigma) = 2 \left( \cosh \frac{2s}{\beta} \right)^{\beta-1} \left( \sinh \frac{2s}{\beta} \right).
$$

Next, set $h(s)$ to be the function

$$
h(s) = -\beta \sinh \frac{s}{\beta} \left( \cosh \frac{s}{\beta} - \cosh \frac{\sigma}{\beta} \right) \left( 2 \cosh \frac{\sigma}{\beta} \cosh \frac{s}{\beta} - 1 \right),
$$

which is negative and satisfies $h(0) = h(\sigma) = 0$. Differentiating this, we obtain the familiar quantity

$$
\frac{\partial h}{\partial s}(s) := \left( \cosh \frac{2s}{\beta} \right) \left( 3 \left( \cosh \frac{s}{\beta} \cosh \frac{s}{\beta} - \cosh^2 \frac{s}{\beta} \right) + \sinh^2 \frac{2s}{\beta} \right).
$$
From this we can observe the following identity and apply an appropriate integration by parts,

\begin{equation}
G'(\sigma) = \frac{1}{4\beta^2(\sinh \frac{\sigma}{\beta})^4} \int_0^\sigma g(s, \sigma) \left( \frac{\partial h(s)}{\partial s} \right) ds
- \frac{1}{4\beta^2(\sinh \frac{\sigma}{\beta})^4} \int_0^\sigma \left( \frac{\partial g(s, \sigma)}{\partial s} \right) h(s) ds
= \frac{1}{2\beta(\sinh \frac{\sigma}{\beta})^4} \int_0^\sigma \left( \cosh \frac{2\sigma}{\beta} \right)^{\beta-1} \left( \sinh \frac{2\sigma}{\beta} \right) \sinh \frac{\sigma}{\beta} \left( \cosh \frac{\sigma}{\beta} - \cosh \frac{\sigma}{\beta} \right) \left( 2 \cosh \frac{\sigma}{\beta} \cosh \frac{\sigma}{\beta} - 1 \right) ds.
\end{equation}

We estimate \( G' \) from below in the two different cases.

\[ (\alpha - 1) \leq (\alpha - 1) \log \lambda \leq 5 \] This is equivalent to considering \( 0 < \beta \leq \sigma \leq 5 \). For this, we show that \( G' \) is bounded below by a positive constant which is independent of \( \beta \). To do so we apply the following:

\[ \frac{\cosh \frac{\sigma}{\beta}}{\sinh \frac{\sigma}{\beta}} > 1, \quad \frac{\sinh \frac{\sigma}{\beta}}{\cosh \frac{\sigma}{\beta}} \geq \tanh \frac{\alpha \sigma}{\beta}. \]

Then for \( \theta \in (0, 1) \) and \( \beta \leq \sigma \), utilizing further the fact that \( \tanh \alpha \theta \geq \tanh \theta \) and \( \cosh \frac{\sigma}{\beta} \geq 1 \),

\begin{align*}
G'(\sigma) & = \frac{1}{2\beta(\sinh \frac{\sigma}{\beta})^4} \int_0^\sigma \left( \cosh \frac{2\sigma}{\beta} \right)^{\beta} \left( \frac{\sinh \frac{2\alpha}{\beta}}{\cosh \frac{2\sigma}{\beta}} \right)^{\beta} \left( \beta \sinh \frac{\sigma}{\beta} \right) \left( \cosh \frac{\sigma}{\beta} - \cosh \frac{\sigma}{\beta} \right) \left( 2 \cosh \frac{\sigma}{\beta} \cosh \frac{\sigma}{\beta} - 1 \right) ds \\
& \geq \frac{1}{2\beta(\sinh \frac{\sigma}{\beta})^4} \int_{\beta \theta}^\sigma \left( \frac{1}{\beta} \sinh \frac{\sigma}{\beta} \right) \left( \cosh \frac{\sigma}{\beta} - \cosh \frac{\sigma}{\beta} \right) \cosh \frac{\sigma}{\beta} ds \\
& \geq \frac{\tanh \frac{2\alpha \theta}{2(\sinh \frac{\sigma}{\beta})^4}}{\left( \cosh^2 \frac{\sigma}{\beta} - 3 \cosh^2 \theta \right)} \left( \frac{1}{\beta} \cosh \frac{\sigma}{\beta} \cos \frac{\sigma}{\beta} \cosh^2 \theta + \frac{1}{3} \cosh^3 \theta \right)
\end{align*}

Choose \( \theta \) so that \( \cosh \theta \leq \frac{1}{\sqrt{e}} \cosh 1 \), then we can conclude that there is some constant \( C > 0 \) independent of anything such that if \( \alpha > 1 \) and \( \lambda \geq e \), that is, \( \tau \geq 1 \) and \( 0 < \beta \leq \sigma \) then

\[ G'(\sigma) \geq \frac{\tanh \frac{2\theta}{2(\sinh \frac{\sigma}{\beta})^4}}{24(\sinh \frac{\sigma}{\beta})^3} \left( \cosh \frac{\sigma}{\beta} \right)^3 \geq C > 0. \]

Therefore, we have that for \( 0 < \beta \leq \sigma \) we have

\begin{equation}
G(\sigma) \geq G(\beta) + C(\sigma - \beta).
\end{equation}

\[ 0 < (\alpha - 1) \log \lambda \leq (\alpha - 1) \leq 1 \] Next let’s consider the lower bound for \( G' \) in this setting, which is equivalent to \( 0 < \sigma \leq \beta \leq 1 \). Beginning again from the inequality (3.21), we apply the identities

\[ \left( \cosh \frac{\sigma}{\beta} \right)^{\beta} \leq 1, \quad \frac{\sinh \frac{2\alpha}{\beta}}{\cosh \frac{2\sigma}{\beta}} \geq \tanh \frac{2\alpha}{\beta}, \quad \left( 2 \cosh \frac{\sigma}{\beta} \cosh \frac{\sigma}{\beta} - 1 \right) \geq \cosh \frac{\sigma}{\beta} \cosh \frac{\sigma}{\beta}. \]

Applying them in, we have

\begin{equation}
G'(\sigma) \geq \frac{1}{2\beta(\sinh \frac{\sigma}{\beta})^4} \int_0^\sigma \left( \tanh \frac{2\alpha}{\beta} \right) \sinh \frac{\sigma}{\beta} \left( \cosh \frac{\sigma}{\beta} - \cosh \frac{\sigma}{\beta} \right) \cosh \frac{\sigma}{\beta} \cosh \frac{\sigma}{\beta} ds.
\end{equation}
Then we apply three more identities:
\[ \sinh x \geq x, \quad \cosh x \geq 1 + \frac{x^2}{2}, \quad \tanh x \geq \frac{x}{(\cosh 2)^{\alpha}} \quad \text{for } x \in [0, 2], \quad \sinh x \leq x \cosh x, \]
and update (3.23) to obtain
\[
G'(\sigma) \geq \frac{\beta^4}{2\beta^4(\cosh \sigma)^2} \int_0^\sigma \frac{1}{(\cosh 2)^{\alpha}} (1 + \frac{\sigma^2}{2\beta^2}) \left( \cosh \frac{\sigma}{\beta} - \cosh \frac{\sigma}{\beta} \right) ds
\]
(3.24)
\[
\geq \frac{\beta}{2\beta^4(\cosh 1)^4(\cosh 2)^2} \int_0^\sigma \frac{1}{(\cosh 2)^{\alpha}} s^2 (1 + \frac{\sigma^2}{2\beta^2}) \left( \cosh \frac{\sigma}{\beta} - \cosh \frac{\sigma}{\beta} \right) ds.
\]
Lastly, we implement an identity from standard ODE theory that
\[ (\cosh x - \cosh y) \geq \frac{1}{2} (x - y)^2. \]
Applying this to (3.24) we can finally conclude that
\[
G'(\sigma) \geq \frac{1}{2\beta^4(\cosh 1)^4(\cosh 2)^2} \int_0^\sigma s^2 (\sigma - s)^2 ds
\]
(3.25)
\[
\geq \frac{\sigma^2}{60(\cosh 1)^4(\cosh 2)^4\beta} \geq \frac{(\alpha-1)(\log \lambda)^2}{60(\cosh 1)^4(\cosh 2)^4\beta}.
\]
so for \(0 \leq \sigma \leq \beta\),
\[
G(\sigma) - G(0) \geq \frac{(\alpha-1)(\log \lambda)^2}{60(\cosh 1)^4(\cosh 2)^4\beta}.
\]
(3.26)
Now we can establish the last two estimates. In the event that \((\alpha-1) \leq (\alpha-1) \log \lambda \leq 5\), then by rescaling (3.22) and applying the identities of \(\beta\) and \(\sigma\) we have
\[ U(\alpha, \lambda) \geq 6^{(\alpha-1)^2} (\cosh (\alpha-1) - 1) + C \alpha (\alpha-1) (\log \lambda - 1) \geq C (\alpha-1) \log \lambda. \]
If \(\log \lambda \leq 1\) (the latter case) we again obtain from rescaling from (3.26) that
\[ U(\alpha, \lambda) \geq 6^{\frac{2}{3}} (\alpha-1) (\log \lambda)^2. \]
Now we prove the last two claims. We know that \(\mathcal{Y}M_{\alpha,\lambda}\) is monotonically increasing with respect to \(\lambda\) since \(G^2\) is positive (cf. (3.21)). To show the final expression, (3.15), we note that from (3.19) that
\[ \frac{\partial}{\partial \log \lambda} [\mathcal{Y}M_{\alpha,\lambda} (\bar{\nu})] \geq C (\alpha-1) \geq C (\alpha-1) \frac{|\log \lambda|}{1+|\log \lambda|}. \]
For \(0 < \log \lambda \leq 1\) we use (3.25) to conclude
\[ \frac{\partial}{\partial \log \lambda} [\mathcal{Y}M_{\alpha,\lambda} (\bar{\nu})] \geq C (\alpha-1) \log \lambda \geq C (\alpha-1) \frac{|\log \lambda|}{1+|\log \lambda|}. \]
This concludes the argument. \(\square\)

Proof of Proposition 3.1. Since we have Lemma 3.3 and thus appropriate control over connection and curvature differences, it remains to prove (3.2), the resultant control over \(\lambda\) (though dependent on \(\alpha\)). To do so we will apply Lemma 3.7 to \(\varphi^*\nabla\), where \(\varphi\) a conformal automorphism which enforces curvature difference smallness in the sense of (3.3), and \(\lambda \geq 1\) its corresponding dilation factor. Obtaining the inequality
\[ \left| |F_{\varphi^*\nabla}|^2 \right|_{L^1} - 3 \right|_{L^1} \leq \left| |F_{\varphi^*\nabla} - F_{\bar{\nu}}| \left| |F_{\varphi^*\nabla} + F_{\bar{\nu}}| \right|_{L^1} \leq \delta \sqrt{\left( \frac{16}{3} \pi^2 + \epsilon \right)} \left( \frac{16}{3} \pi^2 \right) \leq \delta \left( \frac{16}{3} \pi^2 \right)^2, \]
we apply this to (3.9) to obtain
\[ 6^{\frac{4}{3}} \pi^2 + \epsilon \geq \mathcal{Y}M_{\alpha} (\nabla) = \mathcal{Y}M_{\alpha,\lambda} (\varphi^*\nabla) \geq \mathcal{Y}M_{\alpha,\lambda} (\bar{\nu}) - \alpha 6^{\frac{4}{3}} \pi^2 \lambda^{4(\alpha-1)} \delta. \]
Additionally, from Lemma 3.8,

\begin{equation}
\mathcal{Y} \mathcal{M}_{\alpha, \lambda} (\bar{\nabla}) = \mathcal{Y} \mathcal{M}_{\alpha} (\lambda^* \bar{\nabla}) = \frac{16}{\pi^2} \delta^2 + o(\alpha, \lambda),
\end{equation}

and note that \( \varepsilon \) in Lemma 3.3 is always bounded above by \( \delta \). Then we rewrite (3.27) as,

\begin{equation}
\delta \left( 1 + C' \lambda^{4\alpha - 4} \right) \geq o(\alpha, \lambda) \text{ for some } C' \in \mathbb{R}.
\end{equation}

Now we need to consider the regions mentioned in Lemma 3.8. In the case that \((\alpha - 1) \log \lambda \geq 5\), that is (multiplying both sides by 5 and exponentiating) \( \lambda^{5(\alpha - 1)} \geq e^{10} \) (i.e. \( \lambda^{4(\alpha - 1)} \geq e^{8} \)). Then by (3.14) we have deduced the lower bound \( o(\alpha, \lambda) \geq C' \lambda^{4(\alpha - 1)} \), which implies that (3.29) is false when \( 0 \leq \delta < \delta_0 : = \min \{ C_\nu \lambda, C e^8 \} \). Therefore \( \lambda^{4(\alpha - 1)} < e^8 \) and thus, combining the latter two cases of (3.14) and (3.29), we have

\[ \delta \left( 1 + C' e^8 \right) \geq C \left( \alpha - 1 \right) (\log \lambda) \min \{ \log \lambda, 1 \}, \]

yielding the result. \( \square \)

4. Closeness of \( \alpha \)-connections in the \( W^{2,p} \)-norm

Now we prove a refinement of Proposition 3.1 which demonstrates closeness between \( \varphi^* \nabla \) and \( \bar{\nabla} \) in \( W^{2,p} \) for \( p \in (2, \frac{12}{5}] \), with the further restriction that \( \nabla \) is a Yang-Mills \( \alpha \)-connection. The determination of this range will be clarified in Proposition 5.3 (the fundamental reason being to apply necessary Sobolev embeddings). At this point in the proof we reach a key fundamental difference between the arguments of [LMM15] and ours. Since we are working in the four rather than two dimensional setting, our Sobolev embeddings are not as favorable in that we require more degrees of differentiability. To address this we introduce the notion of Morrey space of maps.

**Definition 4.1.** Take \( \Omega \subset S^4 \) and set \( \Omega (\zeta_0, \rho) : = \Omega \cap B_\rho (\zeta_0) \) and for every \( p \in [1, +\infty] \), \( \lambda \geq 0 \) set,

\[ \mathcal{M}_\lambda^p (\Omega) : = \left\{ u \in L^p (\Omega) : \sup_{\zeta_0 \in \Omega} \rho^{-\lambda} \int_{\Omega(\zeta_0, \rho)} |u|^p \, dV_\rho < \infty \right\}, \]

with associated norm defined by

\[ ||u||_{\mathcal{M}_\lambda^p} : = \left( \sup_{\zeta_0 \in \Omega} \rho^{-\lambda} \int_{\Omega(\zeta_0, \rho)} |u|^p \, dV_\rho \right)^{1/p} < \infty. \]

Using this space we intend to use the following result of Morrey.

**Theorem 1.1** of [Gia83]. Assume \( p \geq n \) and let \( u \in W^{1,p}_{loc} \), \( Du \in \mathcal{M}^{p,n-p+\varepsilon}_{loc} \) for some \( \varepsilon > 0 \). Then \( u \in C^{0,\frac{\varepsilon}{p}}_{loc} \).

**Remark 4.2** (Notational conventions). For the proofs of this following proposition as well as that of Lemma 7.10, we will indicate applications of either Sobolev embeddings or Poincaré inequality with a subscript \( S \) or \( P \) on constants. This is nonstandard but will help the reader follow manipulations.

**Proposition 4.3.** There exists \( \alpha_0 > 1 \), \( \delta_0, C = C (\alpha_0, \delta_0) > 0 \) depending on only \( \alpha_0 \) and \( \delta_0 \) such that for every \( \alpha \in (1, \alpha_0] \), every \( \delta \in (0, \delta_0] \) and for every critical point \( \nabla \in W^{1,2\alpha} (A_E (S^4)) \) of \( \mathcal{Y} \mathcal{M}_{\alpha, \lambda} \) satisfying (3.1) and (3.2) then for \( p \in (2, \frac{12}{5}] \) sufficiently small,

\begin{equation}
\left\| \Pi [\nabla] - \bar{\nabla} \right\|_{L^\infty} + \left\| F_{\Pi [\nabla]} - F_{\bar{\nabla}} \right\|_{W^{1, p}} \leq C (\delta + (\alpha - 1)).
\end{equation}
Proof. We summarize the proof. Via Proposition 3.1 we have that the difference of curvatures is small, i.e. \( (3.7) \). For notational convenience set \( \nabla \equiv \Pi [\nabla] \). Initially, we demonstrate

\[
|\nabla - \nabla \nmid_{W^{2,2}} + ||F_\nabla - F_\nabla\nmid_{W^{1,2}} < C (\delta + (\alpha - 1)) .
\]

Using this, we will apply a hole-filling argument to obtain the necessary Morrey type estimates, and apply appropriate embeddings to obtain the main result. We will first conclude (4.2) by obtaining bounds on the first derivative of \( F_\nabla - F_\nabla \), and second derivative of \( \nabla - \nabla \) (in fact, the curvature bounds follow from the polarization of curvature). Now, recall that the Yang-Mills \( \alpha \)-energy is also preserved under gauge transformation, so using Proposition 2.7, since \( \nabla \) is a critical point of \( \mathcal{Y} \mathcal{M}_{\alpha, \lambda} \) and \( \nabla \) is a critical point of \( \mathcal{Y} \mathcal{M} \) we take the difference of the corresponding equations,

\[
0 = \left[ D_\nabla F_\nabla - D_\nabla F_\nabla \right] + \Theta_1(\nabla) + \Theta_2(\nabla).
\]

Our goal is to first estimate \( \mathcal{Y} \equiv \nabla - \nabla \) in the \( W^{2,2} \) sense. To do so we first identify key pointwise estimates on \( \Theta_i \) for \( i \in \{1, 2\} \).

\[
|\Theta_1(\nabla)|_\nabla \leq 4\chi_\lambda (\alpha - 1) \frac{||\nabla F_\nabla||^2}{3+\chi_\lambda ||F_\nabla||^2}_\nabla \\
\leq 4\chi_\lambda (\alpha - 1) \frac{||\nabla F_\nabla||^2}{\chi_\lambda ||F_\nabla||^2}_\nabla \\
\leq C (\alpha - 1) ||\nabla F_\nabla||_\nabla \\
\leq C (\alpha - 1) \left( ||\nabla F_\nabla||_\nabla + ||\mathcal{Y}, F_\nabla||_\nabla \right) \\
\leq C (\alpha - 1) \left( ||\nabla(2)\mathcal{Y}||_\nabla + ||\nabla\mathcal{Y}||_\nabla + ||\mathcal{Y}||^3_\nabla \right) .
\]

\[
|\Theta_2(\nabla)|_\nabla \leq \frac{2\chi_\lambda (\alpha - 1)}{3+\chi_\lambda ||F_\nabla||^2}_\nabla ||\nabla \log \chi_\lambda||_\nabla ||F_\nabla||^2_\nabla \\
\leq \frac{2\chi_\lambda (\alpha - 1)}{\chi_\lambda ||F_\nabla||^2}_\nabla ||\nabla \log \chi_\lambda||_\nabla ||F_\nabla||^3_\nabla \\
\leq C (\alpha - 1) ||\nabla \log \chi_\lambda||_\nabla ||F_\nabla||_\nabla \\
\leq C (\alpha - 1) ||\nabla \log \chi_\lambda||_\nabla \left( 1 + ||\nabla\mathcal{Y}||_\nabla + ||\mathcal{Y}||^2_\nabla \right) .
\]

Via integration by parts combined with (3.5) and applying the formula of the curvature tensor,

\[
\left| ||\nabla(2)\mathcal{Y}||^2_L \right| = - \int_{\mathcal{S}^4} \langle \nabla_i, \nabla_j \mathcal{Y} \rangle dV_g \\
\quad - \int_{\mathcal{S}^4} \langle \nabla_i \mathcal{Y}, \nabla_k \mathcal{Y} \rangle_\nabla dV_g \\
\quad - \int_{\mathcal{S}^4} \langle \nabla_i \mathcal{Y}, \nabla_l \mathcal{Y} \rangle_\nabla dV_g \\
\quad + 2 \int_{\mathcal{S}^4} \langle \nabla_i \mathcal{Y}, \nabla_k \mathcal{Y} \rangle_\nabla dV_g \\
\quad \leq ||\nabla(2)\mathcal{Y}||^2_L + 11 ||\nabla(2)\mathcal{Y}||^2_L - 2 \int_{\mathcal{S}^4} \langle \nabla_i, \nabla_j \mathcal{Y} \rangle_\nabla dV_g \\
\quad = ||\nabla(2)\mathcal{Y}||^2_L + 11 ||\nabla(2)\mathcal{Y}||^2_L - 2 \int_{\mathcal{S}^4} \langle \nabla(2)\mathcal{Y}, \mathcal{Y} \rangle_\nabla dV_g \\
\quad \leq ||\nabla(2)\mathcal{Y}||^2_L + 11 ||\nabla(2)\mathcal{Y}||^2_L + 8 ||\mathcal{Y}||^2_L \\
\quad < C\delta + ||\nabla(2)\mathcal{Y}||^2_L .
\]
We will estimate the latter term. Recall from Proposition 7.2 in the appendix combined with (4.3),

\[
\bar{\Delta} Y_{i\theta}^\beta = -3\bar{\Delta} Y_{i\theta} - 2\bar{\Delta} Y_{\mu} \tilde{F}_\mu^{i\theta} + 2\bar{\Delta} Y_{\mu} \Upsilon_{i\theta}^\mu - \bar{\Delta} Y_{\mu} \Upsilon_{i\theta}^\mu + (\Theta_1 + \Theta_2)^2_{i\alpha} - \left( \bar{\nabla}_i Y_{\mu} - 2\bar{\Delta} Y_{\mu} (\bar{\nabla}_i \Upsilon_{i\theta}) + 2\left( \bar{\nabla}_k \Upsilon_{i\mu} \right) Y_{k\theta}^\mu. \right)
\]

(4.7)

With this in mind we compute each term of

\[
\|\bar{\Delta} Y\|^2_{L^2} = \int_{S^4} \left(-3\langle Y, \bar{\Delta} Y\rangle + 2\left[\bar{F}_{ki}, Y_{k}\right], \bar{\Delta} Y_{i}\right) dV_{\bar{g}} + \int_{S^4} \langle \bar{\Delta} Y, Y^s_{\bar{g}} \rangle_{\bar{g}} dV_{\bar{g}}
\]

\[
+ \int_{S^4} \left( \bar{\nabla} Y *_{\bar{g}} Y *_{\bar{g}} \bar{\Delta} Y \right) dV_{\bar{g}} + \int_{S^4} \langle (\Theta_1 + \Theta_2), \bar{\Delta} Y \rangle_{\bar{g}} dV_{\bar{g}}.
\]

For the first term we apply integration by parts combined with (3.5), noting \( F_{\bar{g}} \) is \( \bar{\nabla} \)-parallel

\[
\int_{S^4} \left(-3\langle Y, \bar{\Delta} Y\rangle + 2\left[\bar{F}_{ki}, Y_{k}\right], \bar{\Delta} Y_{i}\right) dV_{\bar{g}} = \int_{S^4} 3\left|\bar{\nabla} Y\right|^2 + 2\left[\left[\bar{F}_{ki}, \bar{F}_{k}\right], \bar{\Delta} Y_{i}\right) dV_{\bar{g}}
\]

\[
\leq C ((\alpha - 1) + \delta),
\]

For the second term, via integration by parts, Hölder’s inequality and Sobolev embedding

\[
\int_{S^4} \langle \bar{\Delta} Y, Y^s_{\bar{g}} \rangle_{\bar{g}} dV_{\bar{g}} \leq C \int_{S^4} |\bar{\nabla} Y|^2_{\bar{g}} |Y|^2_{\bar{g}} dV_{\bar{g}}
\]

\[
\leq C \left( \int_{S^4} |\bar{\nabla} Y|^4_{\bar{g}} dV_{\bar{g}} \right)^{1/2} \left( \int_{S^4} |Y|^4_{\bar{g}} dV_{\bar{g}} \right)^{1/2}
\]

\[
\leq C ((\alpha - 1) + \delta) \left( C ((\alpha - 1) + \delta) + \int_{S^4} |\bar{\nabla}^2 Y|^2_{\bar{g}} dV_{\bar{g}} \right)
\]

\[
\leq C ((\alpha - 1) + \delta) \int_{S^4} |\bar{\nabla}^2 Y|^2_{\bar{g}} dV_{\bar{g}} + C ((\alpha - 1) + \delta).
\]

Likewise we have that, using a weighted Hölder’s inequality and then applying the same equation as above in (4.8),

\[
\int_{S^4} \left( \bar{\nabla} Y *_{\bar{g}} Y *_{\bar{g}} \bar{\Delta} Y \right) dV_{\bar{g}} \leq \nu \int_{S^4} \bar{\Delta} Y^2_{\bar{g}} dV_{\bar{g}} + \frac{C}{\nu} \int_{S^4} \bar{\nabla} Y^2_{\bar{g}} \bar{\Delta} Y^2_{\bar{g}} dV_{\bar{g}}
\]

\[
\leq C (\nu + (\alpha - 1) + \delta) \int_{S^4} \bar{\Delta} Y^2_{\bar{g}} dV_{\bar{g}} + C ((\alpha - 1) + \delta).
\]

Decomposing

\[
\int_{S^4} \langle \bar{\Delta} Y, \Theta_1 \rangle_{\bar{g}} dV_{\bar{g}} \leq C (\alpha - 1) \left[ \int_{S^4} |\bar{\nabla}^2 Y|^2_{\bar{g}} dV_{\bar{g}} + \int_{S^4} |\bar{\nabla} Y|_{\bar{g}} |Y|_{\bar{g}} \bar{\nabla} Y_{\bar{g}} dV_{\bar{g}} + \int_{S^4} |Y|_{\bar{g}} |\bar{\Delta} Y|_{\bar{g}} dV_{\bar{g}} \right]
\]

\[
+ C (\alpha - 1) \int_{S^4} |\bar{\Delta} Y|_{\bar{g}} |Y|^2_{\bar{g}} dV_{\bar{g}}
\]

\[
= (\alpha - 1) \sum_{i=1}^{4} T_i.
\]
For the second term,
\[
T_2 \leq \nu \int_{S^4} |\nabla^{(2)} Y|_g^2 \, dV_g + \frac{C}{\nu} \int_{S^4} |\nabla Y|_g^2 \, dV_g
\leq \nu \int_{S^4} |\nabla^{(2)} Y|_g^2 \, dV_g + \left( \int_{S^4} |\nabla Y|_g^4 \, dV_g \right)^{1/2} \left( \int_{S^4} |\nabla Y|_g^2 \, dV_g \right)^{1/2}
\leq \nu \int_{S^4} |\nabla^{(2)} Y|_g^2 \, dV_g + C (\delta + (\alpha - 1)) \left( (\delta + (\alpha - 1)) + \int_{S^4} |\nabla^{(2)} Y|_g^2 \, dV_g \right)
\leq C (\delta + (\alpha - 1) + \nu) \int_{S^4} |\nabla^{(2)} Y|_g^2 \, dV_g + C (\delta + (\alpha - 1)).
\]

For the third term,
\[
T_3 \leq \int_{S^4} |Y|_g \cdot |\nabla^{(2)} Y|_g \, dV_g
\leq C \left( \int_{S^4} |\nabla Y|_g^4 \, dV_g \right)^{1/2} \left( \int_{S^4} |Y|_g^2 \, dV_g \right)^{1/2}
\leq C \nu \int_{S^4} |\nabla Y|_g^2 \, dV_g.
\]

\(T_4\) follows exactly as in (4.8) and (4.9) above.
\[
\int_{S^4} \langle \nabla Y, \Theta_2 \rangle_\theta \, dV_g \leq (\alpha - 1) \left[ \int_{S^4} |\nabla \log \chi|_g \cdot |\nabla Y|_g \cdot |\nabla Y|_g \, dV_g + \int_{S^4} |\nabla \log \chi|_g \cdot |\nabla Y|_g \cdot |Y|_g^2 \, dV_g \right] = \sum_{i=1}^2 Q_i.
\]

We estimate these two terms. First we estimate
\[
Q_1 \leq C \int_{S^4} \left( |\nabla \log \chi|_g^2 + |\nabla \nabla Y|_g^2 \right) \, dV_g
\leq C \left( \int_{S^4} |\nabla \log \chi|_g^4 \right)^{1/2} \left( \int_{S^4} |\nabla Y|_g^4 \right)^{1/2} + C \int_{S^4} |\nabla^{(2)} Y|_g^2 \, dV_g
\leq C \log \lambda \left( C (\alpha - 1 + \delta) + \int_{S^4} |\nabla^{(2)} Y|_g^2 \, dV_g \right) + C \int_{S^4} |\nabla^{(2)} Y|_g^2 \, dV_g.
\]

Next we estimate
\[
Q_2 \leq \int_{S^4} |Y|_g^4 \, dV_g + \int_{S^4} |\nabla \log \chi|_g^2 \cdot |\nabla Y|_g^2 \, dV_g
\leq C (\alpha - 1 + \delta) + C \left( \int_{S^4} |\nabla \log \chi|_g^4 \, dV_g \right)^{1/2} \left( \int_{S^4} |\nabla Y|_g^4 \, dV_g \right)^{1/2}
\leq C (\alpha - 1 + \delta) + C \log \lambda \left( C (\alpha - 1 + \delta) + \int_{S^4} |\nabla^{(2)} Y|_g^2 \, dV_g \right).
\]

Therefore we have that, combining everything
\[
|\nabla^{(2)} Y|_{L^2}^2 \leq C (\alpha - 1 + \delta) |\nabla^{(2)} Y|_{L^2}^2 + C (\alpha - 1 + \delta).
\]

Thus provided \(\delta_0, (\alpha_0 - 1)\) are sufficiently small, we may absorb the \(\nabla^{(2)} Y\) type terms into the left side of (4.6), allowing us to conclude the control
\[
(4.10) \quad |\nabla^{(2)} Y|_{L^2} \leq C (\delta + (\alpha - 1)).
\]
It is not difficult to believe that derivatives of curvature differences are intrinsically related to derivatives of $\Upsilon$. Consider the case for the $L^2$ control of the $\nabla$ derivative of $(F_\nabla - F_\nabla)$. Applying Proposition 7.1,

$$|\nabla [F_\nabla - F_\nabla]|_g \leq C \left( |\nabla^{(2)}\Upsilon|_g + |\Upsilon * \nabla\Upsilon|_g \right).$$

Consequently the estimates in $L^2$ on this term follow directly from those above.

Our next goal is to demonstrate that $\nabla\Upsilon \in M^\beta_\Upsilon$ for some $\beta > 0$. To do so we use the Sobolev embedding $M^1_\Upsilon \hookrightarrow M^\beta_\Upsilon$ and focus our attention on demonstrating containment in $M^1_\Upsilon$ (for the sake of brevity we include this step in the appendix, Lemma 7.10). Provided the estimate $\|\Upsilon\|_{M^\beta_\Upsilon} \leq C (\alpha - 1 + \delta)$ we will translate our setting to a functional perspective to apply Theorem 1.1 of [Gia83]. In a $\nabla$-adapted frame we note the control $|\tilde{\Gamma}| \leq CR$. Therefore using the coordinate decomposition $\nabla_i \Upsilon^\beta = \partial_i \Upsilon^\beta + [\tilde{\Gamma}_i, \Upsilon^\beta]_\alpha$,

$$R^{-\beta} \int_{B_R} |\partial_i \Upsilon^\beta|^4 \ dV_g \leq R^{-\beta} \int_{B_R} \left( |\nabla_i \Upsilon^\beta|^4 + CR^4 |\Upsilon^\beta|^4 \right) \ dV_g, \eta \leq R^{-\beta} \int_{B_R} |\nabla \Upsilon|^4 \ dV_g, \eta + R^{4-\beta} \int_{B_R} |\Upsilon|^4 \ dV_g, \eta \leq C ((\alpha - 1) + \delta).$$

Applying Theorem 1.1 of [Gia83] to each coefficient function of $\Upsilon$, with $p = n = 4$ we thus have desired Hölder continuity for all coefficients of $\Upsilon$, and so

$$\|\Upsilon\|_{C_{\tilde{\Gamma}, \Upsilon}^{0, \beta}} \leq C ((\alpha - 1) + \delta).$$

This is a particularly strong and immediately implies that $\|\Upsilon\|_{L^\infty} \leq C (\alpha - 1 + \delta)$. Furthermore, as discussed on [GM12] pp.76-78 (combining Proposition 5.4 and Theorem 5.5 of the text) we have $C_{\tilde{\Gamma}, \Upsilon}^{0, \beta}$ equivalent to $M^2_{\Upsilon}$ in the sense of functions, where $\nu := \frac{\nu}{2} + 4$. Applying these results to the coefficient functions of $\nabla$ on a local level as above in a $\nabla$-adapted frame, we obtain that

$$\|\Upsilon\|_{M^\beta_{\Upsilon}} \leq C ((\alpha - 1) + \delta).$$

Via polarization of $F_\nabla - F_\nabla$ in terms of $\Upsilon$ it follows that

$$\|F_\nabla - F_\nabla\|_{M^{1,2}_{\Upsilon}} \leq C ((\alpha - 1) + \delta),$$

where $\mu := \min \{\nu, \beta\}$.

Lastly, we use the fact that for $\varepsilon$ sufficiently small (in particular $\varepsilon \leq \frac{\mu}{\mu - \varepsilon}$),

$$\|F_\nabla - F_\nabla\|_{M^{1,2+\varepsilon}_{\Upsilon}} \leq C \|F_\nabla - F_\nabla\|_{M^{1,2}_{\Upsilon}},$$

where $\gamma \leq \mu (1 + \frac{\varepsilon}{2} - 2\varepsilon)$. Provided $\alpha_0$ is chosen sufficiently small so that the range of $p$ values lies in $2 + \varepsilon$, in particular, $\alpha_0 < \frac{2p+2}{2-\varepsilon}$ (cf. (5.5) for the reasoning for such choice) then we finally attain

$$\|F_\nabla - F_\nabla\|_{W^{1,p}} \leq C ((\alpha - 1) + \delta),$$

and thus concluding (4.1). \hfill \Box

5. Bound on $\lambda$

We next demonstrate how the estimates (3.2) and (4.1) imply small growth of $\frac{\partial}{\partial \log \lambda} [\mathcal{YM}_{\alpha,\lambda}(\nabla)]$ which, when coupled with (3.15), yields a bound on $\lambda$ (which is independent of how close $\alpha$ is to 1). We compute $\frac{\partial}{\partial \log \lambda} [\mathcal{YM}_{\alpha,\lambda}(\nabla)]$ directly from (2.5) and (2.6).
Lemma 5.1. We have the following equalities.

\[ \frac{\partial \chi_\lambda}{\partial \log \lambda}(\zeta) = \chi_\lambda(\zeta) \left( \frac{4(\lambda^2|\zeta|^2-1)}{\lambda^2|\zeta|^4+1} \right). \]

Proof. Recalling that \( \chi_\lambda(\zeta) = \frac{1}{\sqrt{\lambda^2+1}} \left( \frac{1+|\zeta|^2}{|\zeta|^2+1} \right)^4 \), we have

\[
(\log \chi_\lambda)(\zeta) = 4 \log \left( 1 + \lambda^2 |\zeta|^2 \right) - 4 \log \lambda - 4 \log \left( |\zeta|^2 + 1 \right)
\]

\[ \frac{\partial (\log \chi_\lambda)}{\partial \lambda}(\zeta) = \frac{4(\lambda^2|\zeta|^2-1)}{\lambda^2|\zeta|^4+1}. \]

Remanipulating this accordingly, one obtains \( \frac{\partial \chi_\lambda}{\partial \log \lambda} = \chi_\lambda \frac{\partial (\log \chi_\lambda)}{\partial \lambda} \), giving the result. \( \square \)

Proposition 5.2. The following inequality holds.

\[
\frac{\partial}{\partial \log \lambda} \left[ \mathcal{Y} \mathcal{M}_{\alpha, \lambda}(\tilde{\nabla}) \right] - \frac{\partial}{\partial \log \lambda} \left[ \mathcal{Y} \mathcal{M}_{\alpha, \lambda}(\nabla) \right]
\]

\[
\leq C (\alpha - 1) \left( 1 + \lambda^4(\alpha - 1) \right) ||F_\tilde{\nabla} - F_\nabla||_{L^2} \left( ||F_\tilde{\nabla}||_{L^2} + ||F_\nabla||_{L^2} \right)
\]

\[ + C (\alpha - 1)^2 \left( 1 + \lambda^4(\alpha - 1) \right) \left( ||F_\tilde{\nabla}||_{L^{2\alpha+2}} + ||F_\nabla||_{L^{2\alpha+2}} \right) ||F_\tilde{\nabla} - F_\nabla||_{L^{2\alpha+2}} ||F_\nabla||_{L^{2\alpha+2}}^2. \]

Proof. We differentiate and obtain

\[
\frac{\partial}{\partial \log \lambda} \left[ \mathcal{Y} \mathcal{M}_{\alpha, \lambda}(\nabla) \right] = \frac{1}{2} \frac{\partial}{\partial \log \lambda} \left[ \int_{S^4} \left( 3 + \chi_\lambda |F_\nabla|^2 \right)^{\alpha-1} \frac{1}{\chi_\lambda} dV_\bar{g} \right]
\]

\[ = \frac{1}{2} \int_{S^4} \left( 3 + \chi_\lambda |F_\nabla|^2 \right)^{\alpha-1} \left( (\alpha - 1) |F_\nabla|^2 - \frac{2}{\chi_\lambda} \right) \left( \frac{\partial \chi_\lambda}{\partial \log \lambda} \right) \frac{1}{\chi_\lambda} dV_\bar{g}
\]

\[ = 2 \int_{S^4} \left( 3 + \chi_\lambda |F_\nabla|^2 \right)^{\alpha-1} \left( (\alpha - 1) |F_\nabla|^2 - \frac{2}{\chi_\lambda} \right) \left( \frac{\chi_\lambda^2 |\zeta|^2-1}{\chi_\lambda^2|\zeta|^4+1} \right) dV_\bar{g}. \]

For computational ease, set \( \mu(\zeta) := \left( \frac{|\zeta|^2-1}{|\zeta|^2+1} \right) \in [-1, 1] \) so that the underlined quantity is \( \mu(\chi_\lambda). \)

Then

\[
\frac{\partial}{\partial \log \lambda} \left[ \mathcal{Y} \mathcal{M}_{\alpha, \lambda}(\tilde{\nabla}) \right] - \frac{\partial}{\partial \log \lambda} \left[ \mathcal{Y} \mathcal{M}_{\alpha, \lambda}(\nabla) \right]
\]

\[
= - \int_{S^4} \left( 3 + 3 \chi_\lambda \right)^{\alpha-1} - \left( 3 + \chi_\lambda |F_\nabla|^2 \right)^{\alpha-1} \frac{2\mu(\chi_\lambda)}{\chi_\lambda} dV_\bar{g}
\]

\[ + (\alpha - 1) \int_{S^4} \left( 3 + 3 \chi_\lambda \right)^{\alpha-1} - \left( 3 + 3 \chi_\lambda |F_\nabla|^2 \right)^{\alpha-1} \mu(\chi_\lambda) dV_\bar{g}. \]

Similar to the proof of Lemma 3.7, there exists some \( f : S^4 \rightarrow [0, \infty) \) whose value at \( \zeta \in S^4 \) lies between \( |F_\nabla(\tilde{\zeta})|^2 \) and \( 3 = |F_\nabla(\zeta)|^2 \) such that

\[
\left( 3^\alpha \left( 1 + \chi_\lambda \right)^{\alpha-1} - \left( 3 + \chi_\lambda |F_\nabla|^2 \right)^{\alpha-1} \right) = (\alpha - 1) (3 + f \chi_\lambda)^{\alpha-2} \chi_\lambda \left( 3 - |F_\nabla|^2 \right).
\]

Then multiplying through by \( |F_\nabla|^2 \) and remanipulating,

\[
3 \left( 3 + 3 \chi_\lambda \right)^{\alpha-1} - |F_\nabla|^2 \left( 3 + 3 \chi_\lambda |F_\nabla|^2 \right)^{\alpha-1}
\]

\[ = (3 + 3 \chi_\lambda)^{\alpha-1} \left( 3 - |F_\nabla|^2 \right) + (\alpha - 1) (3 + f \chi_\lambda)^{\alpha-2} \chi_\lambda \left( 3 - |F_\nabla|^2 \right) |F_\nabla|^2. \]
Note for $\alpha \leq 2$ one has $(3 + f \chi_\lambda)^{\alpha - 2} \leq 1$. Furthermore

$$\frac{\chi_\lambda |F_{\psi}|^2_{g_0}}{3 + f \chi_\lambda} \begin{cases} \frac{1}{4} |F_{\psi}|^2_{g} & \text{if } |F_{\psi}|^2_{g} \geq 3 \\ 1 & \text{if } |F_{\psi}|^2_{g} \leq 3 \end{cases} \leq 1 + |F_{\psi}|^2_{g}.$$

and furthermore,

$$(3 + 3 \chi_\lambda)^{\alpha - 1} = 3^{\alpha - 1} (1 + \frac{\lambda \zeta}{\chi_\lambda})^{\alpha - 1} \leq 6^{\alpha - 1} \lambda^{4(\alpha - 1)}, \quad (3 + f \chi_\lambda)^{\alpha - 1} \leq 6^{\alpha - 1} \lambda^{4(\alpha - 1)} \left(1 + |F_{\psi}|^{2\alpha}_{g}\right).$$

Then using the fact that $|\mu| \leq 1$,

$$\left| \left( (3 + 3 \chi_\lambda)^{\alpha - 1} - (3 + \chi_\lambda |F_{\psi}|^{2}_{g})^{\alpha - 1} \right) \frac{2\mu(\lambda \zeta)}{\chi_\lambda} \right| \leq 2 (\alpha - 1) \left| 3 - |F_{\psi}|^2_{g} \right|,$$

and

$$(5.3) \quad \left| 3 (3 + 3 \chi_\lambda)^{\alpha - 1} - |F_{\psi}|^2_{g} \left( 3 + \chi_\lambda |F_{\psi}|^{2}_{g} \right)^{\alpha - 1} \mu(\lambda \zeta) \right| \leq C \lambda^{4(\alpha - 1)} \left| 3 - |F_{\psi}|^2_{g} \right| \left(1 + (\alpha - 1) |F_{\psi}|^{2\alpha}_{g}\right) \left.\right|_{T_2}.$$

Therefor, applying (5.2), (5.3) into (5.2)

$$\frac{\partial}{\partial \log \lambda} \left[ Y_{\chi_\lambda} \left( \bar{\nabla} \right) \right] - \frac{\partial}{\partial \log \lambda} \left[ Y_{\chi_\lambda} \left( \nabla \right) \right] \leq C (\alpha - 1) \lambda^{4(\alpha - 1)} \int_{S^4} \left| 3 - |F_{\psi}|^2_{g} \right| \left(1 + (\alpha - 1) |F_{\psi}|^{2\alpha}_{g}\right) dV_g$$

$$\leq C (\alpha - 1) \lambda^{4(\alpha - 1)} \int_{S^4} \left| 3 - |F_{\psi}|^2_{g} \right| dV_g \left.\right|_{T_1} + \left[ C (\alpha - 1)^2 \lambda^{4(\alpha - 1)} \int_{S^4} \left| 3 - |F_{\psi}|^2_{g} \right| |F_{\psi}|^{2\alpha}_{g} dV_g \right. \left.\right|_{T_2}.$$

For $T_1$ we compute out, first applying Hölder’s inequality followed by triangle inequality

$$\int_{S^4} \left| F_{\psi} \right|^2_{g} - |F_{\psi}|^2_{g} dV_g \leq \int_{S^4} \left( |F_{\psi}|^2_{g} - |F_{\psi}|^2_{g} \right) \left( |F_{\psi}|^2_{g} + |F_{\psi}|^2_{g} \right) dV_g$$

$$\leq \int_{S^4} \left| F_{\psi} - F_{\psi} \right|_{g} \left| F_{\psi} + F_{\psi} \right|_{g} dV_g$$

$$\leq ||F_{\psi} - F_{\psi}||_{L^2} ||F_{\psi} + F_{\psi}||_{L^2}$$

$$\leq ||F_{\psi} - F_{\psi}||_{L^2} (||F_{\psi}||_{L^2} + ||F_{\psi}||_{L^2}).$$

For $T_2$ this follows in a similar fashion but rather than apply the standard Hölder’s inequality we apply the triple version, namely, for $f, g, h \in C^1(S^4)$,

$$\int f g h dV = ||f||_{L^p} ||g||_{L^q} ||h||_{L^r}, \quad \frac{1}{p} + \frac{1}{q} + \frac{1}{r} = 1,$$

where in our case we will take $p = q = 2\alpha + 2$ and $r = \frac{\alpha}{2\alpha + 2}$. Now we compute

$$\int_{S^4} \left| F_{\psi} \right|^2_{g} - |F_{\psi}|^2_{g} \left| F_{\psi} \right|^{2\alpha}_{g} dV_g \leq \int_{S^4} \left| F_{\psi} + F_{\psi} \right|_{g} \left| F_{\psi} - F_{\psi} \right|_{g} \left| F_{\psi} \right|^{2\alpha}_{g} dV_g$$

$$\leq \left( ||F_{\psi} + F_{\psi}||_{L^{2\alpha + 2}} ||F_{\psi} - F_{\psi}||_{L^{2\alpha + 2}} \right) \left| F_{\psi} \right|^{\frac{\alpha + 1}{2\alpha - 1}}_{L^{2\alpha + 2}}$$

$$\leq \left( ||F_{\psi}||_{L^{2\alpha + 2}} + ||F_{\psi}||_{L^{2\alpha + 2}} \right) \left| F_{\psi} \right|^{\frac{\alpha + 1}{2\alpha - 1}}_{L^{2\alpha + 2}}.$$
Note that the manipulation of the last quantity follows from the fact that
\[ \left\| F_{\overline{\nabla}}^{2\alpha} \right\|_{L^{\frac{4\alpha}{\alpha+1}}} = \left( \int |F_{\overline{\nabla}}^{2\alpha}|^{\frac{4\alpha}{\alpha+1}} \, dV \right)^{\frac{\alpha}{\alpha+1}} = \left( \left( \int |F_{\overline{\nabla}}^{2\alpha+2} \, dV \right)^{\frac{1}{\alpha+2}} \right)^{2\alpha} = \| F_{\overline{\nabla}}^{2\alpha} \|_{L^{2\alpha+2}}. \]

Combining these estimates we conclude (5.1).

\[ \square \]

**Proposition 5.3.** There exist \( \alpha_0 > 1, \delta_0 > 0 \) possibly smaller than those in Proposition 4.3 such that if \( \nabla \in W^{1,2\alpha} (\mathcal{A}_E(S^4)) \) is a critical point of \( \mathcal{Y}M_{\alpha,\lambda} \) satisfying (3.1) and (3.2), with \( \alpha \in (1, \alpha_0] \) and \( \delta \in (0, \delta_0] \), then

\[ \log \lambda \leq C (\delta + \alpha - 1). \tag{5.4} \]

**Proof.** As in Proposition 5.3 we will be considering the relationship between the connections \( \nabla \) and \( \overline{\nabla} \). Then we can apply a Sobolev embedding to obtain that
\[ \left\| F_{\overline{\nabla}[\nabla]} - F_{\overline{\nabla}} \right\|_{L^{2\alpha+2}} \leq C_{S,\alpha} \left\| F_{\overline{\nabla}[\nabla]} - F_{\overline{\nabla}} \right\|_{W^{1,p}}, \]
where \( p := \frac{4(\alpha+1)}{\alpha+3} \).

This choice is explained as follows: we have that \( W^{1,p} \hookrightarrow L^{p^*} \), so if we desire \( p^* = 2\alpha + 2 \) we compute
\[ \left( \frac{1}{p^*} = \frac{1}{p} - \frac{1}{2} \right) \rightarrow \left( p = \frac{4(\alpha+1)}{\alpha+3} \right). \]

Since we can assume that \( \alpha_0 \leq 2 \), we have that \( p \in \left( \frac{12}{7}, \frac{12}{5} \right] \), as in Proposition 4.3. Then \( C_{S,\alpha} \) can in fact then be chosen independent of \( \alpha \), so by taking \( \alpha_0 \) and \( \delta_0 \) as in Proposition 4.3, we obtain that, from (4.1),
\[ \left\| F_{\overline{\nabla}[\nabla]} - F_{\overline{\nabla}} \right\|_{L^{2\alpha+2}} \leq C S (\delta + \alpha - 1). \tag{5.6} \]

Consequently, we have that
\[ \left\| F_{\nabla} \right\|_{L^{2\alpha+2}} = \left\| F_{\overline{\nabla}[\nabla]} \right\|_{L^{2\alpha+2}} \leq \left\| F_{\overline{\nabla}[\nabla]} - F_{\overline{\nabla}} \right\|_{L^{2\alpha+2}} + \left\| F_{\overline{\nabla}} \right\|_{L^{2\alpha+2}} \leq C. \tag{5.7} \]

Furthermore by (3.2)
\[ \lambda^{4(\alpha-1)} \leq \max \left\{ e^{4CS}, e^{4\alpha_0-1} \right\}. \tag{5.8} \]

Since \( \nabla \) is a critical point of \( \mathcal{Y}M_{\alpha,\lambda} \) we claim that \( \frac{\partial}{\partial \log \tau} \left[ \mathcal{Y}M_{\alpha,\lambda}(\nabla) \right]_{\tau=\lambda} = 0 \). To see this, first note that, via (2.7),
\[ \mathcal{Y}M_{\alpha,\tau}(\nabla) = \mathcal{Y}M_{\alpha}(\tau^{-1})^* \nabla = \mathcal{Y}M_{\alpha,\lambda}(\lambda^*(\tau^{-1})^* \nabla), \]
and thus
\[ \frac{\partial}{\partial \log \tau} \left[ \mathcal{Y}M_{\alpha,\tau}(\nabla) \right]_{\tau=\lambda} = \left( \tau \frac{\partial}{\partial \tau} \left[ \mathcal{Y}M_{\alpha,\tau}(\nabla) \right] \right)_{\tau=\lambda} = \mathcal{Y}M_{\alpha,\lambda}(\nabla)(\Xi), \tag{5.9} \]
where \( \Xi \in \Lambda^1(Ad E) \) is given by
\[ \Xi := \left( \tau \frac{\partial}{\partial \tau} \left[ (\lambda \tau^{-1})^* \nabla \right] \right)_{\tau=\lambda}. \]

But, \( \nabla \) is a critical point of \( \mathcal{Y}M_{\alpha,\lambda} \) and thus \( \mathcal{Y}M_{\alpha,\lambda}(\nabla) = 0 \), which forces (5.9) to vanish. Consequently it follows from combining (3.15) (for a lower bound), (5.1), (5.6), (5.7) and (5.8) (for the upper bound) that
\[ \frac{(\alpha-1)}{C} \frac{\log \lambda}{1 + \log \lambda} \leq \frac{\partial}{\partial \log \lambda} \left[ \mathcal{Y}M_{\alpha,\lambda}(\overline{\nabla}) \right] \leq C (\alpha - 1) (\delta + \alpha - 1). \tag{5.10} \]

We obtain the estimate (5.4) by taking \( \alpha_0 \) and \( \delta \) sufficiently close to 1 and 0 respectively. \( \square \)
6. Proof of Main Result

Ultimately our goal is to prove the dilation factor of the conformal automorphism is precisely 1, though at this point in our argument, we cannot to better than (5.4); a bound dependent on the closeness in curvature and \( \alpha \)-value. Proposition 3.1 hints to choose a \( \varphi \in \text{SO}(5,1) \) minimizing

\[
\left\| F_{\Pi[\varphi^* \nabla]} - F_{\tilde{\varphi}} \right\|_{L^2(S^4, g)}^2 = \left\| F_{(\varphi^{-1})^* \varphi^* \nabla} - F_{(\varphi^{-1})^* \tilde{\varphi}} \right\|_{L^2(S^4, (\varphi^{-1})^* g)}^2 = \left\| F_{\nabla} - F_{(\varphi^{-1})^* \tilde{\varphi}} \right\|_{L^2(S^4, g)}^2.
\]

For our purposes, however, we will be even more selective in our choice of minimizer to help ourselves in later computations. Noting the relationship of Theorem 3.6 between connection and curvature difference, for a fixed \( \nabla \in \mathcal{A}_E(S^4) \) we may instead choose to minimize

\[
Z^\nabla(\varphi) := \left\| F_{\Pi[\varphi^* \nabla]} - F_{\tilde{\varphi}} \right\|_{L^2(S^4, g)}^2 + \left\| \Pi[\varphi^* \nabla] - \tilde{\nabla} \right\|_{L^2(S^4, g)}^2.
\]

To justify that this minimization is possible within \( \text{SO}(5,1) \), we prove the following.

**Lemma 6.1.** It is sufficient to minimize \( Z^\nabla(\varphi) \) over a compact subset of \( \text{SO}(5,1) \).

*Proof.* To do this, we first note that minimizing \( Z^\nabla(\varphi) \) is equivalent to minimizing (6.1). We make the key observation that (up to rotations), \( \varphi \) goes to infinity only if it approaches a dilation from the south pole towards the north pole by large \( \lambda > 0 \), so that the energy of the dilation portion of \( \varphi \), given by \( \lambda \), is concentrating on a small disk \( \overline{B} \) centered at the south pole. Since we will be working in various regions of integration we will denote the set in our subscripts.

Consider \( \overline{B} \) so small that \( \|F_\nabla\|^2_{L^2(\overline{B})} < \epsilon \). We separate out and divide up the equality, applying the conformal and gauge invariance of the norm,

\[
\left\| F_{\Pi[\nabla]} - F_{(\varphi^{-1})^* \tilde{\nabla}} \right\|_{L^2}^2 = \left\| F_{\Pi[\nabla]} \right\|_{L^2}^2 + 2 \left\langle F_{\Pi[\nabla]}, F_{(\varphi^{-1})^* \tilde{\nabla}} \right\rangle_{L^2} + \left\| F_{(\varphi^{-1})^* \tilde{\nabla}} \right\|_{L^2}^2.
\]

Furthermore, we can decompose the middle term into their corresponding parts on or outside of \( \partial B \):

\[
\left\langle F_{\Pi[\nabla]}, F_{(\varphi^{-1})^* \tilde{\nabla}} \right\rangle_{L^2} \leq \left\| F_{\nabla} \right\|_{L^2(\partial B)}^2 \left\| F_{\tilde{\nabla}} \right\|_{L^2(\partial B)}^2 + \left\langle F_{\Pi[\nabla]}, F_{(\varphi^{-1})^* \tilde{\nabla}} \right\rangle_{L^2(S^4 - \overline{B})}^2 \leq 8\pi^2 \epsilon + (\lambda^{-1})^2 \left\langle F_{\Pi[\nabla]}, F_{(\varphi^{-1})^* \tilde{\nabla}} \right\rangle_{L^2(S^4 - \overline{B})}
\]

\[
\leq C\epsilon.
\]

This implies that \( \left\langle F_{\Pi[\nabla]}, F_{(\varphi^{-1})^* \tilde{\nabla}} \right\rangle_{L^2} \) is small, and so in particular we can update (6.3),

\[
\left\| F_{\Pi[\nabla]} - F_{(\varphi^{-1})^* \tilde{\nabla}} \right\|_{L^2}^2 \geq 16\pi^2 - C\epsilon \gg 0,
\]

concluding that the minimization of (6.2) occurs on a compact subset of \( \text{SO}(5,1) \), away from conformal infinity, as desired. \( \square \)

Recall the Yang-Mills energy Jacobi operator given by

\[
(\mathcal{F}^\nabla(\Xi))_{\mu}^\beta := -(D^\mu \nabla \Xi)_{\mu}^\beta - (F_\nabla)_{\kappa \delta}^\beta \Xi_{k \mu} + \Xi_{k \delta}^\beta (F_\nabla)_{\kappa \mu}.
\]

This can be derived as follows. Varying the Euler-Lagrange equation for Yang-Mills energy,

\[
\frac{\partial}{\partial s} [D^\nabla s F_{\nabla s}]_{\nabla s = \nabla} = - \frac{\partial}{\partial s} [\nabla_k F_{ki}]_{\nabla s = \nabla} = (D^\nabla s D_\nabla \Gamma)_{i} + \left[ F_{ki}, \Gamma_{k} \right].
\]

Using the the Bochner formula, which we substitute into (6.4),

\[
\triangle_D \Xi = - \triangle \Xi + 3 \Xi + [F_{ki}, \Xi_{k}],
\]
we can write the Jacobi operator in the form
\[
(\mathcal{J}^\nabla(\Xi))_i = \Delta \Xi_i + (DD^*\Xi)_i - 3\Xi_i - 2[F_{ki}, \Xi_k].
\]

The kernel of the Jacobi operator is precisely the tangent space to the moduli space of instantons (this follows from Proposition 4.2.23 of [DK90]), which in turn is precisely the tangent space of the orbit of \(\nabla\) under the action of SO(5, 1). Let \(\mathcal{A}\) denote the orthogonal projection of the 1-form \(A\) onto the kernel of \(\mathcal{J}^\nabla\) with respect to the \(L^2\) inner product. Then from ellipticity of the system,
\[
||A||_{L^2} \leq C \left( ||\mathcal{J}^\nabla A||_{L^p} + ||\mathcal{A}||_{L^p} \right).
\]

Now, assume that \(\varphi\) minimizes \(\mathcal{Z}^\nabla(\varphi)\), and again set \(\nabla \equiv \varphi^*\nabla\). We now estimate the two terms on the right side of the inequality in the case \(A \equiv \Upsilon(= \nabla - \nabla)\), keeping in mind two main identities:
\[
D^*_\nabla \Upsilon = 0 \text{ (due to } \nabla\text{-Coulomb gauge), \quad } \mathcal{J}^\nabla(\Upsilon) = 0 \text{ (due to } \Upsilon \in \text{Ker } \mathcal{J}^\nabla).
\]

**Proposition 6.2.** Assuming the results above
\[
||\Upsilon||_{L^2} \leq C (\alpha - 1) \log \lambda,
\]

**Proof.** We first estimate the \(L^p\) norm of \(\Upsilon\). From the minimizing property of \(\mathcal{Z}^\nabla(\varphi)\) we have that,
\[
0 = \int_{S^4} \langle F_{\nabla} - F_{\nabla^\varphi}, \nabla \Upsilon \rangle_g \, dV_g + \int_{S^4} \langle \Upsilon, \Upsilon \rangle_g \, dV_g
\]
\[
= \int_{S^4} \langle F_{\nabla} - F_{\nabla^\varphi}, \nabla \Upsilon + [\Upsilon, \Upsilon] \rangle_g \, dV_g + \int_{S^4} \langle \Upsilon, \Upsilon \rangle_g \, dV_g
\]
\[
= \left[ \int_{S^4} \langle F_{\nabla} - F_{\nabla^\varphi}, \nabla \Upsilon \rangle_g \, dV_g \right]_{T_1} + \left[ \int_{S^4} \langle F_{\nabla} - F_{\nabla^\varphi}, [\Upsilon, \Upsilon] \rangle_g \, dV_g \right]_{T_2} + \int_{S^4} \langle \Upsilon, \Upsilon \rangle_g \, dV_g.
\]

Using the polarization identity of the curvature, Proposition 7.1, we break the terms \(T_1\) and \(T_2\) apart into four labelled integrals:
\[
||\Upsilon||_{L^2}^2 = \left[ \int_{S^4} \left( \nabla_i \Upsilon^\beta_{j\zeta} \right) \left( \nabla_i \Upsilon^\zeta_{j\beta} \right) \, dV_g \right]_{T_{11}} + \left[ \int_{S^4} \left( \nabla_i \Upsilon^\beta_{j\zeta} \right) \left[ \Upsilon_i, \Upsilon_{j\beta} \right]_{\zeta} \, dV_g \right]_{T_{21}}
\]
\[
+ \left[ \int_{S^4} \left[ \Upsilon_i, \Upsilon_{j\beta} \right]_{\zeta} \left( \nabla_i \Upsilon^\zeta_{j\beta} \right) \, dV_g \right]_{T_{12}} + \left[ \int_{S^4} \left[ \Upsilon_i, \Upsilon_{j\beta} \right]_{\zeta} \left[ \Upsilon_i, \Upsilon_{j\beta} \right]_{\zeta} \, dV_g \right]_{T_{22}}.
\]

Let’s manipulate these each separately. We have that
\[
T_{11} = \int_{S^4} \left( \nabla_i \Upsilon^\beta_{j\zeta} \right) \left( \nabla_i \Upsilon^\zeta_{j\beta} \right) \, dV_g = \int_{S^4} \left( \nabla_i \Upsilon^\beta_{j\zeta} \right) \left( \nabla_i \Upsilon^\zeta_{j\beta} \right) \, dV_g = \int_{S^4} \Upsilon^\beta_{j\zeta} \left( \nabla_i \Upsilon^\zeta_{j\beta} \right) \, dV_g.
\]

Next we approach \(T_{21}\). Here we have
\[
T_{21} = \int_{S^4} \left( \nabla_i \Upsilon^\beta_{j\zeta} \right) \left[ \Upsilon_i, \Upsilon_{j\beta} \right]_{\zeta} \, dV_g = 2 \int_{S^4} \left( \nabla_i \Upsilon^\beta_{j\zeta} \right) \left[ \Upsilon_i, \Upsilon_{j\beta} \right]_{\zeta} \, dV_g = 2 \int_{S^4} \Upsilon^\beta_{j\zeta} \left[ \Upsilon_i, \Upsilon_{j\beta} \right]_{\zeta} \, dV_g.
\]

Note for the following that we apply the fact that \(D^*\Upsilon \equiv 0\).
\[
T_{21} = -\frac{1}{2} T_{12}.
\]

For \(T_{22}\), we use the skew symmetry with respect to the bundle indices,
\[
T_{22} = \int_{S^4} \left[ \Upsilon_i, \Upsilon_{j\beta} \right]_{\zeta} \left[ \Upsilon_i, \Upsilon_{j\beta} \right]_{\zeta} \, dV_g = 2 \int_{S^4} \Upsilon^\beta_{j\zeta} \Upsilon^\zeta_{j\beta} \, dV_g.
\]

Combining these together, we have that
\[
||\Upsilon||_{L^2}^2 = \sum_{i,j=1}^{2} T_{ij} = \int_{S^4} \Upsilon^\beta_{j\mu} \left( \nabla^* \nabla \Upsilon \right)_{j\beta}^{\mu} + \Upsilon^\beta_{j\mu} \left[ \Upsilon_i, \left( \nabla_i \Upsilon_j \right) \right]_{\beta}^{\mu} + 2 \Upsilon^\beta_{j\mu} \Upsilon^\zeta_{j\beta} \left[ \Upsilon_i, \Upsilon_{j\beta} \right]_{\zeta}^{\mu}.
\]
Applying (6.4) noting that \( J^\nabla (Y) \equiv 0 \) to the first term on the right, we have that
\[
\| Y \|_{L^2}^2 = \int_{S^4} -Y_{j\mu}^\beta \left[ \tilde{F}_{k\beta} Y_k \right]_{ij}^\mu + Y_{i\mu}^\beta \left[ Y_j, (\tilde{v}_i Y_j) \right]_{ij}^\beta + 2 Y_i^\beta \nabla^\beta \left[ Y_i Y_j \right]_{ij}^\mu
\]
\[
\leq C \| Y \|_{L^2} \| Y \|_{L^2} + \| Y \|_{L^2}^2 \| \nabla Y \|_{L^2} + \| Y \|_{L^2} \| Y^2 \|_{L^2}
\]
\[
\leq C\delta \left( \| Y \|_{L^2}^2 + \| \nabla Y \|_{L^2} \right) .
\]

Now, we claim furthermore that \( \| \nabla Y \|_{L^2} \leq C \| Y \|_{L^2} \). To see this, consider the ratio \( \| \nabla Y \|_{L^2} \| Y \|_{L^2}^{-1} \). This is scale invariant in \( Y \) and when restricted to \( \{ A \in L^1 (Ad E) : |A|_g \equiv 1 \} \) has a maximum and minimum, and is thus bounded. So we can update (6.7) by applying this estimate and dividing through by \( \| Y \|_{L^2} \) to conclude that \( \| Y \|_{W^{1,2}} \leq C\delta \), and using the Sobolev embedding \( W^{1,2} \hookrightarrow L^p \), we conclude \( \| Y \|_{L^p}^2 \leq C S \delta \).

Now, we estimate the Jacobi operator term, by observing that, by subtracting \( \Theta_1 \) and \( \Theta_2 \) from both sides of (4.3) and inserting in (4.7), and then finally observing the presence of the terms of the \( J^\nabla \) (this is the first line of the right hand side of (4.7)), with rearrangement we obtain
\[
\left( J^\nabla (Y) \right)_{ij}^\beta = \left( \tilde{v}_i Y_{k\mu}^\beta \right) Y^{\mu}_{k\beta} - Y_{k\mu}^\beta \left( \tilde{v}_i Y^{\mu}_{k\beta} \right) + 2 \left( \tilde{v}_k Y_{i\beta}^{\mu} \right) Y^{\mu}_{k\beta}
\]
\[
- Y_{i\mu}^\beta \nabla_{k\mu} Y^{\mu}_{k\beta} + Y_j^\beta Y_{i\mu} \nabla_{j\mu} Y^{\mu}_{i\beta} + (\Theta_1 (\nabla))_{ij}^\beta + (\Theta_2 (\nabla))_{ij}^\beta .
\]

In fact, we actually obtained all of these term types from the proof of Proposition 4.3. Therefore
\[
\left\| J^\nabla (Y) \right\|_{W^{1,2}} \leq C (\delta + (\alpha - 1)) (1 + \log \lambda) .
\]

Applying the Sobolev embedding, \( L^p \hookrightarrow W^{1,2} \), by taking \( \delta_0 \) and \( (\alpha_0 - 1) \) both sufficiently small, we may conclude that by inserting our estimates into (6.5) and absorbing proper terms across the inequality, we obtain (6.6). \( \square \)

Proof of Theorem A. We refer back to the proof of Proposition 5.3 using the improved estimate in (6.6) obtain
\[
\| F \nabla - F^\nabla \|_{L^{2a+2}} \leq C (\alpha - 1) \log \lambda .
\]

Then the inequalities in (5.10) transform to (in particular to (3.15))
\[
\frac{(\alpha - 1) \log \lambda}{C \theta} \leq \frac{\partial}{\partial \log \lambda} \left[ \mathcal{M}_{\alpha, \lambda} (\nabla) \right] \leq C (\alpha - 1)^2 \log \lambda .
\]

By taking \( \alpha \) sufficiently close to (but not equal to 1) and knowing that \( \lambda \) is greater than 1 and bounded, conclude that \( \lambda \equiv 1 \). However, using (6.6) we conclude that \( \nabla \) vanishes, that is, \( \nabla \equiv \nabla \), which yields the result. \( \square \)

7. Appendix

7.1. Background material. We state a variety of key polarization identities, which require elementary computation to show. For the following let \( \nabla, \nabla \in C^2 (A E(M)) \), and \( \mathcal{Y} := \nabla - \nabla \). We record more general formulas; not assuming \( M = S^4 \).

Proposition 7.1 (Curvature polarization). We have
\[
(F \nabla - F^\nabla)_{ij}^\beta = \left( \nabla_i Y_{j\beta}^\gamma - \left( \nabla_j Y_{i\beta}^\gamma \right) + Y_{ij}^\mu \nabla_{j\mu} Y_{i\beta}^\gamma - Y_{ij}^\mu \nabla_{i\mu} Y_{j\beta}^\gamma .
\]
Proposition 7.2 \((D^*_{\omega} F_{\omega} \text{ polarization})\). We have that
\[
-(D^*_{\omega} F_{\omega} - D^*_{\omega} F_{\omega})_{k\theta}^\beta = (\nabla_k \nabla_k Y_{i\theta})^\beta - (\nabla_i \nabla_k Y_{k\theta})^\beta - Rm^\mu_{kik} Y_{\rho\theta} + 2Y^\beta_{k\mu} (F_{\omega})^\mu_{k\theta} - 2 (F_{\omega})_{k\theta}^\beta \nabla_{k\theta}^\mu
+ (\nabla_k Y_{k\mu})^\beta Y_{\mu\theta}^\rho - 2Y^\beta_{k\mu} \nabla_{k\mu} \nabla_{k\theta}^\rho + Y^\beta_{k\mu} \nabla_{k\theta}^\rho Y_{k\mu}^\theta
+ (\nabla_k Y_{k\mu})^\beta Y_{\mu\theta}^\rho - 2Y^\beta_{k\mu} (\nabla_k Y_{k\theta})^\rho - 2 (\nabla_k Y_{k\mu})^\rho Y_{k\theta}.
\]

7.2. Various technical computations.

Lemma 7.3 (Estimate for \(\chi_\lambda\)). There is a constant \(C > 0\) which is independent of \(\lambda \geq 1\) so that
\[
\|
abla \log \chi_\lambda \|
\leq \left\{ \begin{array}{ll}
C \log \lambda & \text{when } \lambda \in [1, e] \\
C (\log \lambda)^{1/2} & \text{when } \lambda \in [e, \infty). 
\end{array} \right.
\]

Proof. To apply spherical coordinates we use the appropriate change of variables
\[
\zeta_1 = r \sin \theta \sin \varphi \cos \vartheta, \quad \zeta_2 = r \sin \theta \sin \varphi \sin \vartheta, \quad \zeta_3 = r \sin \theta \cos \varphi, \quad \zeta_4 = r \cos \vartheta
\]
\[
g_{rr} = 1, \quad g_{11} := g_{\theta \varphi} = r^2, \quad g_{22} := g_{\varphi \varphi} = r^2 \sin^2 \theta, \quad g_{33} := g_{\varphi \vartheta} = r^2 \sin^2 \theta \sin^2 \varphi.
\]

Inserting these into the formula for the Levi-Civita connection, we have
\[
\Gamma_i^r = 0 \quad (i \neq j), \quad \Gamma_i^{11} = r, \quad \Gamma_i^{22} = r \sin^2 \theta, \quad \Gamma_i^{33} = r \sin^2 \theta \sin^2 \varphi.
\]

Recalling the formula for \(\chi_\lambda(\zeta) = \frac{1}{\chi} \left( \frac{1+|\zeta|^2}{|\zeta|^2+1} \right)^\frac{4}{2}\) via (2.5), take \(r = \left| \zeta \right|\). Observe that
\[
\nabla \log \chi_\lambda = \frac{\partial}{\partial r} \left[ \log \chi_\lambda \right] \quad \text{and} \quad \nabla(\log \chi_\lambda) = \frac{\partial^2}{\partial r^2} \left[ \log \chi_\lambda \right] - \left( \sum_{i=1}^3 \Gamma_i^{rr} \right) \frac{\partial}{\partial r} \left[ \log \chi_\lambda \right].
\]

First we compute
\[
\frac{\partial}{\partial r} \left[ \log \chi_\lambda \right] = \frac{8(\lambda^2 - 1)}{\lambda^4} \left( \frac{1}{\lambda^4 + 1} \right)^\frac{4}{2}, \quad \frac{\partial^2}{\partial r^2} \left[ \log \chi_\lambda \right] = -\frac{8(\lambda^2 - 1)(3\lambda^2 + 2) + (\lambda^2 + 1)\lambda - 1}{\lambda^4 + 1} \left( \frac{1}{\lambda^4 + 1} \right)^\frac{4}{2}.
\]

Thus we have that, for the first derivative of \(\log \chi_\lambda\),
\[
\|
abla \log \chi_\lambda \|^2 = \left( \int_0^{2\pi} \int_0^\pi \int_0^\pi d\varphi_1 d\varphi_2 d\varphi_3 \right) \left( \int_0^\infty r^3 \left( \frac{\partial}{\partial r} \left[ \log \chi_\lambda \right] \right)^2 dr \right)
= 2\pi^3 \left( \int_0^{1/\lambda} \int_0^1 r^5 dr + \int_0^{1/\lambda} \int_0^1 r^3 \frac{1}{\lambda^4} dr + \int_0^{1/\lambda} \int_0^1 \frac{1}{\lambda^4 + 1} dr \right)
= 2\pi^3 \left( \lambda^2 - 1 \right)^2 \left( \int_0^{1/\lambda} r^5 dr + \int_0^{1/\lambda} \frac{1}{\lambda^4} dr + \int_0^{1/\lambda} \frac{1}{\lambda^4 + 1} dr \right)
= 2\pi^3 \left( \lambda^2 - 1 \right)^2 \left( \frac{1}{\lambda^4} + \frac{1}{\lambda^4 + 1} \right)^2 \left( \frac{1}{\lambda^4} + \frac{1}{\lambda^4 + 1} \right)^2.
\]

Now we approach the second derivative of \(\log \chi_\lambda\). Utilizing (7.4) above, we note that
\[
\|
abla(\log \chi_\lambda) \|^2 \leq \left| \frac{\partial^2}{\partial r^2} \left[ \log \chi_\lambda \right] \right|^2 + \left| \Gamma_i^{rr} \right| \left| \frac{\partial}{\partial r} \left[ \log \chi_\lambda \right] \right|^2.
\]
In this case we have that

\[
\left\| \frac{\partial^2}{\partial r} \log \chi \right\|_{L^2}^2
= \left( \int_0^{2\pi} \int_0^{\pi} \int_0^{\pi} d\theta_1 d\theta_2 d\theta_3 \right) \left( \int_0^\infty \frac{r^3}{(1+r^2)^3} \left( \frac{\partial^2}{\partial r} \log \chi \right)^2 dr \right)
= 2\pi^3 \left( \int_0^{1/\lambda} + \int_{1/\lambda}^1 + \int_1^\infty \right) \frac{r^3}{(1+r^2)^3} \left( \frac{\partial^2}{\partial r} \log \chi \right)^2 dr
\leq 27\pi^3 (\lambda^2 - 1)^2 \int_0^{1/\lambda} \left( r^{11} \lambda^4 + r^9 (6\lambda^4 + 6\lambda^2) + r^7 (\lambda^4 - 4\lambda^2 + 1) + r^5 (-2\lambda^2 - 2) + r^3 \right) dr
+ 27\pi^3 (\lambda^2 - 1)^2 \int_{1/\lambda}^1 \frac{1}{r^3 \lambda^2} \left( r^{11} \lambda^4 + r^9 (6\lambda^4 + 6\lambda^2) + r^7 (\lambda^4 - 4\lambda^2 + 1) + r^5 (-2\lambda^2 - 2) + r^3 \right) dr
+ 27\pi^3 (\lambda^2 - 1)^2 \int_1^\infty \frac{1}{r^2 \lambda^3} \left( r^{11} \lambda^4 + r^9 (6\lambda^4 + 6\lambda^2) + r^7 (\lambda^4 - 4\lambda^2 + 1) + r^5 (-2\lambda^2 - 2) + r^3 \right) dr
= 27\pi^3 \left( \frac{\lambda-1}{\lambda} \right)^2 \left( \frac{\lambda+1}{\lambda} \right)^2 \left( \frac{1}{\lambda} - \frac{1}{\lambda} \right)
= 27\pi^3 \left( \frac{\lambda-1}{\lambda} \right)^2 \left( \frac{\lambda+1}{\lambda} \right)^2 \cdot
\]

For the second component of (7.5), we have

\[
\int_0^{2\pi} \int_0^{\pi} \int_0^{\pi} \int_0^\infty \frac{r^3}{(1+r^2)^3} \left( \frac{\Gamma_r}{\partial r} \log \chi \right)^2 dr d\theta_1 d\theta_2 d\theta_3
= \left( \int_0^{2\pi} \int_0^{\pi} \int_0^{\pi} (1 + \sin^2 \vartheta_1 + \sin^2 \vartheta_1 \sin^2 \vartheta_2)^2 d\theta_1 d\theta_2 d\theta_3 \right) \left( \int_0^\infty \frac{64(\lambda^2 - 1)^2 r^9}{(r^2 + 1)^3 (\lambda^2 r^2 + 1)} dr \right)
= \frac{217\pi^2}{32} \left( \int_0^\infty \frac{64(\lambda^2 - 1)^2 r^9}{(r^2 + 1)^3 (\lambda^2 r^2 + 1)} dr \right)
\leq 2 \cdot 217\pi^2 (\lambda^2 - 1)^2 \left( \int_0^{1/\lambda} r^9 dr + \int_{1/\lambda}^1 \frac{r^5}{\lambda^2} dr + \int_1^\infty \frac{1}{\lambda^2 r^5} dr \right)
= 2 \cdot 217\pi^2 \left( \frac{\lambda-1}{\lambda} \right)^2 \left( \frac{\lambda+1}{\lambda} \right)^2 \left( \frac{1}{\lambda} - \frac{1}{\lambda} \right)
= \frac{23}{11} \cdot 217\pi^2 \left( \frac{\lambda-1}{\lambda} \right)^2 \left( \frac{\lambda+1}{\lambda} \right)^2 \cdot
\]

Using (7.3) above we have that

\[
\left| \frac{\Gamma_r}{\partial r} \chi \lambda \right|^2 = r^2 \left( 1 + \sin^2 \vartheta_1 + \sin^2 \vartheta_1 \sin^2 \vartheta_2 \right)^2 \left| \frac{\partial^2}{\partial r} \log \chi \right|^2 \cdot\]
With this we compute

\[
\|\Gamma^r \partial_r \chi_{\lambda}\|_2^2 = 2\pi \left( \int_0^\pi \int_0^\pi (1 + \sin^2 \vartheta_1 + \sin^2 \vartheta_2)\vartheta_1 \vartheta_2 \right) \left( \int_0^\infty r^5 |\chi_{\lambda}|^2 \, dr \right) \\
= \frac{\pi}{64} \int_0^\pi (-68 \cosh (2\vartheta_2) + 3 \cosh (4\vartheta_2) + 217) \, d\vartheta_2 \left( \int_0^\infty r^5 |\chi_{\lambda}|^2 \, dr \right) \\
= \frac{217\pi^2}{64} \int_0^\infty r^5 |\chi_{\lambda}|^2 \, dr \\
= 217\pi^2 (\lambda^2 - 1)^2 \left( \int_0^\infty \frac{r^7}{(1 + \lambda^2 r^2)^2} \, dr \right) \\
= 217\pi^2 (\lambda^2 - 1)^2 \left( \int_0^1 \frac{r^7}{\lambda^2} \, dr + \frac{1}{\lambda^2} \int_1^\infty r^3 \, dr + \frac{1}{\lambda} \int_1^\infty r^{-9} \, dr \right) \\
= \frac{217\pi^2 (\lambda-1)^2 (\lambda+1)^2}{8} \left( \frac{3}{8} - \frac{1}{8\pi} \right) \\
\leq \frac{217\pi^2 (\lambda-1)^2 (\lambda+1)^2}{8}.
\]

To all of these estimates, we note that \( \frac{\lambda-1}{\lambda} \leq 1 + \frac{1}{\lambda} \leq 2 \). It is a standard fact that

\[
\frac{\lambda-1}{\lambda} \leq \begin{cases} 
(\log \lambda) \quad \text{when } \lambda \in [1, \infty), \\
(\log \lambda)^{1/2} \quad \text{when } \lambda \in [e, \infty).
\end{cases}
\]

Applying these, we conclude (7.4). The result follows. \( \square \)

7.3. \( \alpha \)-connection concentration compactness result.

**Theorem 7.4.** Let \( \{\alpha_i\} \subset [1, 2] \) with \( \lim_{i \to \infty} \alpha_i = 1 \). Given corresponding Yang-Mills \( \alpha_i \)-energy minimizing connections \( \{\nabla^i\} \), there exists sequences \( \{\varphi_i\} \subset \SO(5, 1) \) and \( \{\sigma_i\} \subset \mathcal{G}_E \) such that there is a subsequence \( \{\sigma_{ij} \left[ \varphi_{ij}^* \nabla^i \right]\} \) which converges strongly in \( C^\infty \) to a antiself dual connection \( \nabla^\infty \).

**Proof.** First, assume that the pointwise curvature norms \( |F_{\nabla^i}|_{\hat{g}} \) do not concentrate as \( i \to \infty \). If so, then the derivatives of curvature are also controlled via the \( \epsilon \)-regularity and derivative estimates results of [HTY15] (Lemmas 3.5 and 3.6) (note that these results are for the Yang-Mills \( \alpha \)-flow, but for our purposes we can apply them assuming the stationary setting). Thus up to gauge transformation, the sequence \( \{\sigma_{ij} \left[ \varphi_{ij}^* \nabla^i \right]\} \) converges to a minimal energy critical value of the Yang-Mills energy, which implies antiself duality (cf. Proposition 1.1).

If the pointwise curvature norms concentrate as \( i \to \infty \), then we do a maximal blowup along the sequence, to identify a sequence of points \( \{\zeta_{i'}\} \) with \( \zeta_{i'} \) admitting supremal pointwise curvature norm for all \( k \leq i' \). There exists a further subsequence \( \{\zeta_{i''}\} \) converging to \( \zeta_{\infty} \in \mathbb{S}^4 \), so that

\[
\lim_{i'' \to \infty} \left| F_{\nabla^{i''}} (\zeta_{i''}) \right|_{\hat{g}} = \infty.
\]

Stereographically projecting \( \mathbb{S}^4 \) onto \( \mathbb{H}^1 \), with \( \zeta_{\infty} \) as the center point, we see that on \( \mathbb{H}^1 \), dilation centered at the origin is equivalent to performing a conformal automorphism on \( \mathbb{S}^4 \). Consequently, we can normalize the curvature via dilations in the blowup so that one has (identifying back to the corresponding setting on \( \mathbb{S}^4 \)),

\[
\lim_{i'' \to \infty} \left| F_{\varphi_{i''}^* \nabla^{i''}} (\zeta_{i''}) \right|_{\hat{g}} = 1.
\]

This modified sequence satisfies the initial case, above, namely that the pointwise norms do not concentrate, which concludes the result. \( \square \)
7.4. Poincaré Inequalities. In this section we will compute global and localized \( \nabla \)-Poincaré inequalities which rely heavily on the strong structure of the \( \nabla \) and its corresponding curvature. To do so, we first need to establish Lemma 3.4, namely, pointwise bounds on commutator type terms.

Proof of Lemma 3.4. Using the formula for \( \nabla \)-invariants written out in coordinates, identifying \( \text{Ad} E \) with \( \mathbb{R}^4 \) (as discussed in [Nab10]), we see that on \( \mathbb{R}^4 \),

\[
F_\nabla = \frac{2}{(1+|\zeta|^2)} \left( (d\zeta^{12} - d\zeta^{34}) i + (d\zeta^{13} + d\zeta^{24}) j + (d\zeta^{14} - d\zeta^{23}) k \right),
\]

where here \( d\zeta^{ij} := d\zeta^i \wedge d\zeta^j \). We aim to compute

\[
\left\langle \nabla F_{ij}, [A_i, A_j] \right\rangle = \nabla F_{ij} [A_i, A_j]^i + \nabla F_{ij} [A_i, A_j]^j + \nabla F_{ij} [A_i, A_j]^k.
\]

Computing strictly in coordinates of \( \mathbb{R}^4 \), we compute the following.

\[
[A_i, A_j]^i = 2 (A_i^j A_j^k - A_j^k A_i^j).
\]

Then we have that

\[
\left\langle \nabla F_{ij}, [A_i, A_j] \right\rangle = \frac{4}{(1+|\zeta|^2)} \left( (A_i^j A_j^k - A_j^k A_i^j) - (A_i^j A_j^k - A_j^k A_i^j) \right).
\]

We have that for \( 1, m \in \mathbb{R}^4 \) then \( |A_i^j A_j^k| \leq |A_i^j|^2 + |A_j^k|^2 \), so we have

\[
\left| \nabla F_{ij} [A_i, A_j]^i \right| \leq \frac{2}{(1+|\zeta|^2)} \left( |A_i^j|^2 + |A_j^k|^2 + |A_i^j|^2 + |A_j^k|^2 + |A_i^j|^2 + |A_i^j|^2 \right).
\]

Consequently it follows that (applying the round metric)

\[
\left| \nabla F_{ij} [A_i, A_j] \right| \leq |A_i^j|^2.
\]

The second inequality of (3.5) follows similarly (noting the contraction within the commutator adds an extra dimensional factor of 4). \( \Box \)

Proposition 7.5 (Localized \( \nabla \)-Poincaré inequalities). For \( R > 0 \), \( \ell \in \mathbb{N} \), and \( A \in (\Lambda^1 (B_R) \otimes \text{Ad} E) \) where \( B_R \subset \mathbb{S}^4 \) there exists \( C_P > 0 \) such that

\[
\int_{B_R} |A_i^\ell| dV_\hat{g} \leq C_P R^\ell \int_{B_R} |\nabla A_i^\ell| dV_\hat{g}, \quad \text{and} \quad \int_{B_R} |\nabla A_i^\ell| dV_\hat{g} \leq C_P R^\ell \int_{B_R} |\nabla (\nabla A_i^\ell)| dV_\hat{g}.
\]

Proof. We provide a proof by contradiction. If the inequality above were false, we can find a normalized sequence \( \{A_i^\ell\} \) satisfying

\[
\int_{B_R} |\nabla A_i^\ell| dV_\hat{g} \to 0, \quad \int_{B_R} |A_i^\ell| dV_\hat{g} = 1.
\]

Via theorems of Rellich and Banach-Alaoglu, we choose a normalized subsequence \( \{A_i^\ell\} \) satisfying

\[
A_i^\ell \overset{L^p}{\to} A, \quad A_i^\ell \overset{W^{1,p}}{\to} A \quad \text{and so} \quad \nabla A \equiv 0, \quad \text{and} \quad ||A||_{L^p(\Lambda^1 (B_R) \otimes \text{Ad} E)} \equiv 1.
\]

It follows from the Ambrose-Singer Theorem ([AS53] Theorem 2) that this cannot hold. Implicitly the theorem relates the curvature of the connection to its holonomy. Thus, if one finds a local parallel section of \( \Lambda^1 (B_R) \otimes \text{Ad} E \) in a neighborhood of some point, the holonomy is reduced, which is a contradiction since \( \nabla \) has full holonomy. This concludes the first inequality of (7.6).

For the second inequality of (7.6), we again perform a proof by contradiction and construct a normalizing sequence \( \{A_i\} \), this time satisfying

\[
\int_{B_R} |\nabla (\nabla A_i^\ell)| dV_\hat{g} \to 0, \quad \int_{B_R} |\nabla A_i| dV_\hat{g} = 1.
\]
Again by Rellich's and Banach-Alaoglu’s theorems there is a further subsequence \( \{A_{j'}\} \) such that
\[
A_{j'} \rightharpoonup^{W^{1,2}} A, \quad A_{j'} \to A \quad \text{and so} \quad \nabla(2) A \equiv 0, \quad \text{and} \quad \|\tilde{\nabla} A\|_{L^4((A^2(B))^{\otimes 2} \otimes \text{Ad} E)} \equiv 1.
\]
In particular \( \nabla(2) A \equiv 0 \). Since this is true on the coordinate level, we also have
\[
0 = \nabla_{i} \nabla_{j} A_{k} - \nabla_{j} \nabla_{i} A_{k} = [\nabla_{i}, \nabla_{j}] A_{k}.
\]
In particular, this implies that (using (3.4))
\[
0 = \langle [\nabla_{i}, \nabla_{j}] A_{i}, A_{j} \rangle_{\tilde{g}} = -3 |A|_{\tilde{g}}^{2} + \langle [\tilde{F}_{ij}, A_{i}], A_{j} \rangle_{\tilde{g}} < 0,
\]
an obvious contradiction. \( \square \)

Note that Proposition 3.5 follows naturally from a simple covering argument over \( \mathbb{S}^{4} \).

7.5. Properties of \( \nabla \)-Coulomb gauge. Here we include a proof of Theorem 3.6, an global adaption of Tao and Tian’s local result ([TT04] Theorem 4.6) which in turn was inspired by Theorem 1.3 of [Uhl82b]. Set \( K > 1 \) to be an absolute constant we to be chosen later, and define two sets
\[
U_{\epsilon} := \{ \nabla \in A_{E}(\mathbb{S}^{4}) : \inf_{\xi \in \mathcal{G}_{E}} \| F_{\xi}[\nabla] - F_{\tilde{\nabla}} \|_{L^{2}} \leq \epsilon \}
\]
\[
U^{*}_{\epsilon} := \{ \nabla \in U_{\epsilon}(\mathbb{S}^{4}) : \| \tilde{\Pi}[\nabla] - \tilde{\nabla} \|_{W^{1,2}} \leq K \epsilon \}.
\]
Our goal is to show \( U^{*}_{\epsilon} \equiv U_{\epsilon} \), thus establishing Theorem 3.6. The preliminary step needed in the proof is a bootstrap estimate. Throughout the proof, we warn the reader to be cautious of the meaning of \( \Upsilon \), as it changes periodically throughout the argument (it will either be \( \nabla - \tilde{\nabla} \) or \( \Pi[\nabla] - \tilde{\nabla} \)).

**Lemma 7.6** (Bootstrap estimate). For any \( \nabla \in U_{\epsilon}^{*} \), the following estimate may be bootstrapped
\[
\| \tilde{\Pi}[\nabla] - \tilde{\nabla} \|_{L^{2}} \leq K \epsilon,
\]
to instead obtain
\[
\| \tilde{\Pi}[\nabla] - \tilde{\nabla} \|_{L^{2}} \leq K^{2} \epsilon,
\]
additionally, (3.8) holds.

**Proof.** Set \( \Upsilon := \tilde{\Pi}[\nabla] - \tilde{\nabla} \). Via Proposition 3.5 and Proposition 7.1,
\[
\| \Upsilon \|_{L^{2}} \leq C \| D_{\tilde{\nabla}} \Upsilon \|_{L^{2}}
\]
\[
= C \| F_{\tilde{\Pi}[\nabla]} - F_{\tilde{\nabla}} + [\Upsilon, \Upsilon] \|_{L^{2}}
\]
\[
\leq C \| F_{\tilde{\Pi}[\nabla]} - F_{\tilde{\nabla}} \|_{L^{2}} + C \| \Upsilon \|_{L^{2}}^{2}
\]
\[
\leq C \epsilon + C \| \Upsilon \|_{L^{2}}^{2}.
\]
Applying the estimates yields the desired results. \( \square \)

Now take \( \nabla \in U_{\epsilon} \) and consider the one-parameter family of connections for \( s \in [0, 1] \) by
\[
\nabla_{s}(x) := \tilde{\nabla}(x) + s(\nabla - \tilde{\nabla})(sx).
\]
One can see that for \( s = 0 \), \( \nabla_{0} \equiv \tilde{\nabla} \) and \( \nabla_{1} \equiv \nabla \). We next verify this entire family lies inside of \( U_{\epsilon} \).

**Proposition 7.7.** Using the notation above \( \nabla_{s} \in U_{\epsilon} \).
Proof. Take $\Upsilon_s := \nabla_s - \bar{\nabla}$ and observe that
\[
[F_{\nabla_s} - F_{\bar{\nabla}}]_x = [D_{\bar{\nabla}} (\Upsilon_s) + [\Upsilon_s, \Upsilon_s]]_x,
\]
\[
= s [D_{\bar{\nabla}} (\Upsilon) + [\Upsilon, \Upsilon]]_{sx},
\]
\[
= s [F_{\nabla} - F_{\bar{\nabla}}]_{sx}.
\]
Consequently
\[
||F_{\nabla_s} - F_{\bar{\nabla}}||_{L^2} = s ||F_{\nabla} - F_{\bar{\nabla}}||_{L^2} \leq \frac{\alpha}{2},
\]
as desired. \hfill \Box

**Proposition 7.8** (Continuity of the Coulomb gauge construction in smooth norms). Let $X \in (0, \infty)$, $p \in (2, 4)$ and let $\nabla \in \mathcal{U}_\epsilon$ be such that
\[
||\nabla - \bar{\nabla}||_{W^{1,p}} \leq X.
\]
Then there exists a quantity $\delta_X > 0$ depending only on $X$, $G_E, p, \epsilon$, such that
\[
\{\nabla + A \in \mathcal{U}_\epsilon : ||A||_{W^{1,p}} \leq \delta_X\} \subset \mathcal{U}_\epsilon^*.
\]

**Proof.** Fix $p$ (all constants are allowed to depend on $p$), and let $C_X \geq 0$ denote quantities dependent on $X$, which can be updated as necessary. As in [TT04], the argument consists of three steps.

**Step 1. Estimation of the $\bar{\nabla}$-Coulomb gauge in smooth norms.** Note that via Proposition 7.1 combined with Hölder’s inequality, there exists a constant $C_X \geq 0$ such that
\[
||F_\nabla - F_{\bar{\nabla}}||_{L^p} \leq C_X.
\]
This constant $C_X$ can be updated as necessary to bound above
\[
||F_{\Pi[\nabla]} - F_{\bar{\nabla}}||_{L^p} \leq C_X.
\]
Manipulating as in the lemma above,
\[
||\Pi[\nabla] - \bar{\Pi}||_{W^{1,p}} \leq ||F_{\Pi[\nabla]} - F_{\bar{\nabla}}||_{L^p} + C \left(||\Pi[\nabla] - \bar{\Pi}|| + ||\Pi[\nabla] - \bar{\Pi}||\right)_{W^{1,p}} \leq C_X.
\]
Let $\varsigma$ denote the gauge transformation such that $\varsigma[\nabla] = \Pi[\nabla] = \partial + \Sigma$. Then
\[
\Sigma^\gamma_{i\theta} := (\varsigma^{-1})^\gamma_\delta (\partial_\delta \varsigma^\gamma_{i\theta}) + (\varsigma^{-1})^\gamma_\delta \Gamma^\gamma_{i\tau} \varsigma^\tau_{\theta}.
\]
Remanipulating, and setting $\Upsilon := \varsigma[\nabla] - \bar{\nabla}$ and $\bar{\Upsilon} := \nabla - \bar{\nabla}$ yields
\[
\left(\partial_\tau \varsigma^\mu_{i\theta}\right) = \varsigma^\rho_{i\theta} \varsigma^\delta_{j\theta} - \Gamma^\rho_{i\tau} \varsigma^\gamma_{\theta},
\]
\[
\left(\varsigma^\rho_{i\theta} \varsigma^\delta_{j\theta} - \Gamma^\rho_{i\tau} \varsigma^\gamma_{\theta}\right) \varsigma^\mu_{j\theta} = \varsigma^\rho_{i\theta} \bar{\Upsilon}^\beta_{j\theta} - Y^\rho_{i\mu} \varsigma^\mu_{j\theta}.
\]
Now we note that
\[
\bar{\nabla} \varsigma^\mu_{i\theta} = \left(\bar{\nabla} \varsigma^\rho_{i\theta}\right) \bar{\nabla}^\beta_{i\theta} + \varsigma^\rho_{i\theta} \left(\bar{\nabla} \varsigma^\beta_{i\theta}\right) - \left(\bar{\nabla} \varsigma^\beta_{i\theta}\right) \varsigma^\rho_{i\mu} \left(\bar{\nabla} \varsigma^\mu_{i\theta}\right)
\]
\[
= \varsigma^\rho_{i\theta} \varsigma^\beta_{j\theta} - Y^\rho_{i\mu} \varsigma^\mu_{j\theta} \varsigma^\beta_{i\theta} + \varsigma^\rho_{i\theta} \left(\bar{\nabla} \varsigma^\beta_{i\theta}\right) - \left(\bar{\nabla} \varsigma^\beta_{i\theta}\right) \varsigma^\rho_{i\mu} \left(\varsigma^\mu_{j\theta} \varsigma^\beta_{i\theta} - Y^\rho_{i\mu} \varsigma^\beta_{j\theta} \varsigma^\mu_{i\theta}\right).
\]
We thus have that
\[
||\bar{\nabla}^2 \varsigma||_g \leq ||\varsigma||_g \left(||\nabla \varsigma|| + ||\nabla^2 \varsigma||\right) + ||\nabla \varsigma||^2_\bar{\nabla} \leq C ||\varsigma||_g \left(||\nabla \varsigma|| + ||\nabla^2 \varsigma||\right).
\]
Consequently we have
\[
|\varsigma||_g + ||\nabla \varsigma|| + ||\bar{\nabla}^2 \varsigma||_g \leq C ||\varsigma||_g \left(||\nabla \varsigma|| + ||\nabla^2 \varsigma|| + ||\nabla \varsigma|| + ||\nabla^2 \varsigma||\right).
Combining these all together we conclude that $||\xi||_{W^{2,p}} \leq C_X$, concluding the first step.

**Step 2. Pass to the $\nabla$-Coulomb gauge.** As a consequence of **Step 1**, it follows that the action of a $\nabla$-Coulomb gauge transformation is uniformly continuous in the sense of the $W^{2,p}$-topology in a small neighborhood of $\nabla$. Furthermore, since both $U_\epsilon$ and $U_\epsilon^*$ are in fact invariant under gauge transformation (the $\nabla$-projection always overrides any gauge action) we can prove Proposition 7.8 specifically in the setting $\nabla = \Pi [\nabla]$.

**Step 3. Apply perturbation theory to the Coulomb gauge.** Fix the perturbation parameter $A$ as in Proposition 7.8. To show $\nabla + A \in U_\epsilon^*$, we must construct a gauge transformation $\zeta$ satisfying

$$D_\nabla^\zeta (\zeta [\nabla + A] - \nabla) = 0.$$  

To do so, we give a perturbative argument. Set $\zeta := e^\sigma$, recall the formula (2.1) of a gauge action on a connection. We have that $\zeta [\nabla + A] - \nabla$ is given by

$$(\zeta [\nabla + A] - \nabla)_{i\theta}^\beta = (\zeta^{-1})_\gamma^\beta (\partial_i s_\theta^\gamma) + (\zeta^{-1})_\delta^\beta (\Gamma - A)_i^\gamma s_\theta^\gamma - \Gamma_{i\theta}^\delta$$

$$= (\zeta^{-1})_\delta^\beta (\nabla_i s_\theta^\delta) - (\zeta^{-1})_\delta^\beta \Gamma_{iv}^\sigma s_\theta^\gamma + (\zeta^{-1})_\delta^\beta (\Gamma + A)_i^\gamma s_\theta^\gamma$$

$$= (\zeta^{-1})_\delta^\beta (\nabla_i s_\theta^\delta) + (\zeta^{-1})_\delta^\beta (\Gamma + A)_i^\gamma s_\theta^\gamma.$$  

Converting this to be in terms of $\sigma$ (and simultaneously defining our term $W$) we have

$$W (\sigma, \nabla + A) = (\zeta [\nabla + A] - \nabla)_{i\theta}^\beta - \nabla_i s_\theta^\beta$$

$$= (e^{-\sigma})_\delta^\beta (\nabla + A)_{i\gamma} (e^\sigma)_\theta^\gamma$$

$$= (\text{Id}_\delta^\beta - \sigma^\beta + \cdots) (\nabla + A)_{i\gamma} (\text{Id}_\delta^\beta + \sigma^\beta + \cdots)$$

$$= (\nabla + A)_{i\theta}^\beta - \sigma^\beta (\nabla + A)_{i\theta}^\gamma + (\nabla + A)_{i\theta}^\beta \sigma^\delta (\nabla + A)_{i\theta}^\gamma \sigma^\delta + \cdots.$$  

Expanding out $0 = D_\nabla^\zeta (W (\sigma, \nabla + A) + \nabla \sigma)$ gives

$$0 = -\nabla_i \left[ (\zeta^{-1})_\gamma^\beta (\partial_i s_\theta^\gamma) + (\zeta^{-1})_\delta^\beta (\Gamma - A)_i^\gamma (\zeta^\gamma)_\theta \right]$$

$$= -\nabla_i \left[ (\zeta^{-1})_\gamma^\beta (\nabla_i s_\theta^\gamma - \Gamma_{iv}^\sigma s_\theta^\gamma + \zeta^\gamma \Gamma_{i\theta}^\sigma) + (\zeta^{-1})_\delta^\beta (\Gamma + A)_i^\gamma (\zeta^\gamma)_\theta \right]$$

$$= - (\zeta^{-1})_\gamma^\beta \Delta s_\theta^\gamma + (\zeta^{-1})_\omega^\beta (\nabla_i s_\theta^\gamma) (\zeta^{-1})_\gamma^\delta (\nabla_i s_\theta^\gamma) + (\zeta^{-1})_\gamma^\beta \nabla_i s_\theta^\gamma$$

$$+ (\zeta^{-1})_\mu^\delta (\nabla_i s_\theta^\gamma) (\zeta^{-1})_\nu^\gamma (\Gamma + A)_i^\gamma s_\theta^\gamma - (\zeta^{-1})_\gamma^\beta \nabla_i (\Gamma + A)_i^\gamma s_\theta^\gamma - (\zeta^{-1})_\gamma^\beta (\Gamma + A)_i^\gamma (\nabla_i s_\theta^\gamma).$$  

Inserting the fact that $\zeta \equiv e^\sigma$, we have that

$$0 = -\Delta s_\theta^\gamma + \left( \nabla_i s_\theta^\gamma \right) + \left( \exp (\sigma) \right)_\gamma^\beta \nabla_i \left( \nabla_i s_\theta^\gamma \right) - \left( \nabla_i s_\theta^\gamma \right) \nabla_i \left( \nabla_i s_\theta^\gamma \right)$$

$$+ \left( \nabla_i s_\theta^\gamma \right) (\Gamma + A)_i^\gamma (\nabla_i s_\theta^\gamma) - (\exp (\sigma))_\gamma^\beta \Gamma_{i\theta}^\sigma (\nabla_i s_\theta^\gamma) + \left( \nabla_i s_\theta^\gamma \right) \nabla_i \left( \nabla_i s_\theta^\gamma \right)$$

$$- (\exp (\sigma))_\gamma^\beta (\Gamma + A)_i^\gamma (\exp (\sigma))_\gamma^\beta \nabla_i \left( \nabla_i s_\theta^\gamma \right)$$

$$= -\Delta s_\theta^\gamma + \left( \nabla_i s_\theta^\gamma \right) + \left( \nabla_i s_\theta^\gamma \right) \left[ \left( \exp (\sigma) \right)_\gamma^\beta (\Gamma + A)_i^\gamma (\exp (\sigma))_\gamma^\beta \nabla_i \left( \nabla_i s_\theta^\gamma \right) - \nabla_i \left( \nabla_i s_\theta^\gamma \right) \right]$$

$$- (\exp (\sigma))_\gamma^\beta \nabla_i (\Gamma + A)_i^\gamma (\exp (\sigma))_\gamma^\beta - \nabla_i \left( \nabla_i s_\theta^\gamma \right).$$
Therefore we have that,
\[
\tilde{\Delta} \sigma^\delta = \left( \tilde{\nabla}_i \sigma^\delta \right) \left( \tilde{\nabla}_i \sigma^\delta \right) + \left( \tilde{\nabla}_i \sigma^\nu \right) \left[ (e^{-\sigma})_{\delta}^\nu (Y + A)_{\gamma}^\delta (e^\sigma)_{\gamma}^\nu + (e^{-\sigma})_{\delta}^\nu \tilde{\Gamma}_\gamma^\delta (e^\sigma)_{\gamma}^\nu - \tilde{\Gamma}_i^\nu \right] - (e^{-\sigma})_{\delta}^\nu \tilde{\nabla}_i A^\nu_{\gamma} (e^\sigma)_{\gamma}^\nu - (e^{-\sigma})_{\delta}^\nu (Y + A)_{\gamma}^\delta (e^\sigma)_{\gamma}^\nu \left( \tilde{\nabla}_i \sigma^\delta \right). \tag{7.10}
\]

By combining (7.9) and (7.8), and noting that here, $D^*_\varphi \left[ \mathcal{W} \left( \sigma^{(j)}, \nabla + A \right) \right]$ is precisely the right hand side of (7.10), we conclude
\[
\tilde{\Delta} \sigma = D^*_\varphi \left[ \mathcal{W} \left( \sigma, \nabla + A \right) \right].
\]

Consider the following iteration scheme, with initial condition $\sigma^{(0)} \equiv 0$,
\[
\tilde{\Delta} \sigma^{(\ell+1)} := D^*_\varphi \left[ \mathcal{W} \left( \sigma^{(\ell)}, \nabla + A \right) \right].
\]

Note $\sigma^{(\ell+1)}$ is uniquely defined by standard elliptic regularity. We will derive bounds on $\sigma^{(\ell+1)}$. First, based off of the system above, we have
\[
\left\| \sigma^{(\ell+1)} \right\|_{W^{2,p}} \leq C \left\| D^*_\varphi \left[ \mathcal{W} \left( \sigma^{(\ell)}, \nabla + A \right) \right] \right\|_{W^{2,p}} + C \left\| \mathcal{W} \left( \sigma^{(\ell)}, \nabla + A \right) \right\|_{W^{1,p}}.
\]

We estimate each term on the right hand side. For both terms, we apply the exponential power series expansion for some $C > 0$ depending on $\tilde{\nabla}$.

First by (7.9),
\[
\left\| \mathcal{W} \left( \sigma^{(\ell)}, \nabla + A \right) \right\|_{g} \leq C \left| A \right|_{g} \left( 1 + \left| \sigma^{(\ell)} \right|_{g} \right).
\]

From this we can deduce, using Hölder’s inequality, that
\[
\left\| \mathcal{W} \left( \sigma^{(\ell)}, \nabla + A \right) \right\|_{W^{1,p}} \leq C \left( \left\| \sigma^{(\ell)} \right\|^2_{W^{2,p}} + \left\| A \right\|_{W^{1,p}} \right).
\]

Using (7.10) above, we see that
\[
\left\| D^*_\varphi \left[ \mathcal{W} \left( \sigma^{(\ell)}, \nabla + A \right) \right] \right\|_{g} \leq C \left( \left\| \tilde{\nabla} \sigma^{(\ell)} \right|^2_{g} + \left( 1 + \left| \sigma^{(\ell)} \right|_{g} \right) \left( \left\| \tilde{\nabla} \sigma^{(\ell)} \right|^2_{g} \left( \left| Y + A \right|_{g} + 1 \right) + \left\| \tilde{\nabla} A \right|^2_{g} \right) \right).
\]

Therefore we can expand out with Hölder’s inequality, noting that $\nabla \in U^*_\varepsilon$ and conclude that
\[
\left\| D^*_\varphi \mathcal{W} \left( \sigma^{(\ell)}, \nabla + A \right) \right\|_{W^{1,p}} \leq C \left\| \sigma^{(\ell)} \right\|^2_{W^{2,p}} + K \varepsilon \left\| \sigma^{(\ell)} \right\|_{W^{2,p}} + \left\| A \right\|_{W^{2,p}}.
\]

Thus, as long as $\delta_X$ is sufficiently small, we can obtain inductively that
\[
\left\| \sigma^{(\ell)} \right\|_{W^{2,p}} \leq C \delta_X.
\]

We adapt this iteration scheme to conclude that $\sigma^{(\ell)}$ converges in $W^{2,p}$ to a solution $\sigma$ satisfying
\[
\left\| \sigma \right\|_{W^{2,p}} \leq C \delta_X.
\]

As a result of standard Sobolev embeddings, $\sigma$ has some Hölder regularity, which, when elliptic regularity is applied, can be bootstrapped to conclude that $\sigma$ is in fact smooth. If we exponentiate $\sigma$ and apply Hölder’s inequality we obtain a smooth $\tilde{\nabla}$-Coulomb gauge $\varsigma \left[ \nabla + A \right]$ satisfying
\[
\left\| \varsigma - \text{Id} \right\|_{W^{2,p}}, \left\| \varsigma^{-1} - \text{Id} \right\|_{W^{2,p}} \leq C \delta_X.
\]

As a consequence of the gauge transformation action and (7.7) of the assumptions on $A$,
\[
\left\| \varsigma \left[ \nabla + A \right] - \nabla \right\|_{W^{1,p}} \leq C_X \delta_X.
\]

Therefore since $p \in (2, 4)$ we have
\[
\left\| \varsigma \left[ \nabla + A \right] - \nabla \right\|_{W^{1,2}} \leq C_X \delta_X.
If $\delta_X$ is sufficiently small, as a consequence of our bootstrapping estimate of Lemma 7.6 we have
\[ |\kappa [\nabla + A] - \tilde{\nu}|_{W^{1,2}} \leq K \epsilon. \]
which is precisely the desired result. \hfill \Box

7.6. **Morrey-type Inequalities.** Let $R > 0$ and $\eta \in C^\infty$ be a nonnegative function, where
\[ \eta(x) = \begin{cases} 1 & \text{when } x \in B_{R/2}, \\ 0 & \text{when } x \notin B_R. \end{cases} \]

**Remark 7.9** (More notational conventions). We will be using an unusual convention when working with cutoff functions in this argument. Our notation simply notifies the reader that some power of the cutoff is present. Ultimately this makes the proof easier to read; the choice of power of the cutoff is not necessary to the argument, but it is clear it is finite. Take
\[ d V_{\hat{g}, \eta} := \eta^K d V_{\hat{g}}, \text{ where } K \in \mathbb{N} \text{ is sufficiently large.} \]

Refer to Remark 4.2 regarding our notation for scaling coefficients.

**Lemma 7.10.** Given the assumptions of Proposition 4.3, (4.2), and (4.10) there exists $\beta > 0$ such that
\[ \|\tilde{\nabla}^k Y\|_{M^1_\beta} \leq C (\alpha - 1 + \delta). \]

**Proof.** We will compute the Morrey inequalities for $\tilde{\nabla} Y$ and $\tilde{\nabla}^2 Y$ separately. We also point out that due to the estimate (3.2) of Proposition 3.1 combined with Lemma 7.3 give that
\[ (\alpha - 1) \|\nabla \log \chi_\alpha\|_{L^2}^2 + (\alpha - 1) \|\nabla^2 \log \chi_\alpha\|_{L^2} \leq C \delta, \quad \mu \in \{1, 2\}. \]

We show below that $\tilde{\nabla} Y \in M^2_\beta$ and $\tilde{\nabla}^2 Y \in M^2_\beta$ to conclude $\tilde{\nabla} Y \in M^1_\beta$ with necessary bounds.

\[ \tilde{\nabla} Y \in M^2_\beta \]

For this, we simply have the following by applying Hölder’s inequality followed by applying our global estimates on $\tilde{\nabla}^k Y$ for $k \in \{0, 1, 2\}$,
\[ \int_{B_R} |\tilde{\nabla} Y|_{g, \eta}^2 d V_{\hat{g}, \eta} \leq \left( \int_{B_R} d V_{\hat{g}, \eta} \right)^{1/2} \left( \int_{B_R} |\tilde{\nabla} Y|_{g, \eta}^4 d V_{\hat{g}, \eta} \right)^{1/2} \]
\[ \leq \left( \int_{B_R} d V_{\hat{g}, \eta} \right)^{1/2} \left( \int_{S^4} |\tilde{\nabla} Y|_{\hat{g}}^4 d V_{\hat{g}} \right)^{1/2} \]
\[ \leq C_S (\delta + (\alpha - 1)) R^2. \]

Therefore $\tilde{\nabla} Y \in M^2_\beta$. 

\[ \tilde{\nabla}^2 Y \in M^2_\beta \]

We perform a hole-filling argument. To begin,
\[ \int_{S^4} |\tilde{\nabla}^2 Y|_{\hat{g}}^2 d V_{\hat{g}, \eta} \leq \left[ C \int_{S^4} |\tilde{\nabla}^2 Y|_{\hat{g}} |\tilde{\nabla} Y|_{\hat{g}} |\nabla \eta|_{\hat{g}} d V_{\hat{g}, \eta} \right]_{T_1} + \left[ - \int_{S^4} \langle\tilde{\nabla} Y, \tilde{\Delta} \tilde{\nabla} Y\rangle_{\hat{g}} d V_{\hat{g}, \eta} \right]_{T_2}. \]

For the first term we have that, using a weighted Young’s inequality for $\nu > 0$ to be chosen and applying the local Poincaré inequality (Proposition 7.5)
\[ T_1 \leq \nu \int_{S^4} |\tilde{\nabla}^2 Y|_{\hat{g}}^2 d V_{\hat{g}, \eta} + \frac{C}{\nu R^2} \int_{B_R \setminus B_{R/2}} |\tilde{\nabla} Y|_{\hat{g}}^2 d V_{\hat{g}} \]
\[ \leq \nu \int_{S^4} |\tilde{\nabla}^2 Y|_{\hat{g}}^2 d V_{\hat{g}, \eta} + C_P \int_{B_R \setminus B_{R/2}} |\tilde{\nabla}^2 Y|_{\hat{g}}^2 d V_{\hat{g}}. \]
We next manipulate $T_2$, commuting derivatives and applying (4.7),

\[
T_2 = - \int_{S^4} \langle \nabla \tilde{\mathcal{Y}}, \Delta \nabla \mathcal{Y} \rangle \, dV_{\tilde{g}, \eta} \\
= \left[ - \int_{S^4} \langle \nabla \tilde{\mathcal{Y}}, \nabla_{\tilde{k}} \left[ \nabla_{\tilde{k}}, \nabla_{\tilde{i}} \right] \mathcal{Y} \rangle \, dV_{\tilde{g}, \eta} \right]_{T_{21}} \\
+ \left[ - \int_{S^4} \langle \nabla \tilde{\mathcal{Y}}, \nabla_{\tilde{k}} \mathcal{Y} \rangle \, dV_{\tilde{g}, \eta} \right]_{T_{22}} + \left[ - \int_{S^4} \langle \nabla \tilde{\mathcal{Y}}, \Delta \mathcal{Y} \rangle \, dV_{\tilde{g}, \eta} \right]_{T_{23}}.
\]

Note that the estimates of $T_{21}$ and $T_{22}$ follow in suit with the manipulations of (4.6), and thus we conclude that

\[
T_{21} + T_{22} \leq 11 \int_{B_R} |\nabla \mathcal{Y}|^2 \, dV_{\tilde{g}, \eta} + 8 \int_{B_R} |\mathcal{Y}|^2 \, dV_{\tilde{g}, \eta} \leq C_P \left( R^4 \int_{B_R} |\nabla^{(2)} \mathcal{Y}|^2 \, dV_{\tilde{g}} + R^2 ((\alpha - 1) + \delta) \right)
\leq C ((\alpha - 1) + \delta) R^2.
\]

Now we approach $T_{23}$. Applying (4.7) coming from the $\alpha$-critical equation,

\[
T_{23} = \left[ - \int_{S^4} \langle \nabla \tilde{\mathcal{Y}}, 3\nabla \mathcal{Y} \rangle \, dV_{\tilde{g}, \eta} - \int_{S^4} \langle \nabla \tilde{\mathcal{Y}}, [\tilde{\mathcal{F}}, \nabla \mathcal{Y}] \rangle \, dV_{\tilde{g}, \eta} \right]_{T_{231}} \\
+ \left[ \int_{S^4} (\nabla \nabla \mathcal{Y})^3 \, dV_{\tilde{g}, \eta} \right]_{T_{232}} + \left[ \int_{S^4} \langle \nabla^{(2)} \mathcal{Y} * \nabla \mathcal{Y} * \mathcal{Y} \rangle \, dV_{\tilde{g}, \eta} \right]_{T_{233}} \\
+ \left[ - \int_{S^4} \langle \nabla \tilde{\mathcal{Y}}, \nabla \Theta_1 \rangle \, dV_{\tilde{g}, \eta} \right]_{T_{234}} + \left[ - \int_{S^4} \langle \nabla \tilde{\mathcal{Y}}, \nabla \Theta_2 \rangle \, dV_{\tilde{g}, \eta} \right]_{T_{235}}.
\]

For the first term, note that using (3.5) once more,

\[
T_{231} \leq \int_{S^4} |\nabla \mathcal{Y}|^2 \, dV_{\tilde{g}, \eta} \leq C ((\alpha - 1) + \delta) R^2.
\]

Next we have that, applying Hölder’s inequality, then global Sobolev embedding $W^{1,2} \hookrightarrow L^4$, and localized Poincaré inequality and finally incorporating the global $L^2$-estimate for $\nabla^{(2)} \mathcal{Y}$.

\[
T_{232} \leq \int_{S^4} |\nabla \nabla \mathcal{Y}|^3 \, dV_{\tilde{g}, \eta} \\
\leq \left( \int_{S^4} |\nabla \mathcal{Y}|^4 \, dV_{\tilde{g}, \eta} \right)^{1/2} \left( \int_{S^4} |\nabla \nabla \mathcal{Y}|^2 \, dV_{\tilde{g}, \eta} \right)^{1/2} \\
\leq C \delta \int_{B_R} |\nabla \nabla \mathcal{Y}|^2 \, dV_{\tilde{g}, \eta} + \int_{S^4} |\nabla \mathcal{Y}|^2 \, dV_{\tilde{g}, \eta} \\
\leq C \delta \left( \int_{B_R} |\nabla \nabla \mathcal{Y}|^2 \, dV_{\tilde{g}, \eta} + \int_{S^4} |\nabla \mathcal{Y}|^2 \, dV_{\tilde{g}, \eta} \right) \\
\leq C \delta \int_{B_R} |\nabla \nabla \mathcal{Y}|^2 \, dV_{\tilde{g}, \eta} + C \delta \left( \int_{B_R \setminus B_{R/2}} |\nabla \nabla \mathcal{Y}|^2 \, dV_{\tilde{g}} + \frac{1}{R^2} \int_{B_R \setminus B_{R/2}} |\nabla \mathcal{Y}|^2 \, dV_{\tilde{g}} \right) \\
\leq C \delta \int_{B_R} |\nabla \nabla \mathcal{Y}|^2 \, dV_{\tilde{g}, \eta} + C_P \delta \left( R^2 \int_{B_R \setminus B_{R/2}} |\nabla \nabla \mathcal{Y}|^2 \, dV_{\tilde{g}} + \int_{B_R \setminus B_{R/2}} |\nabla \nabla \mathcal{Y}|^2 \, dV_{\tilde{g}} \right) \\
\leq C \delta \int_{B_R} |\nabla \nabla \mathcal{Y}|^2 \, dV_{\tilde{g}, \eta} + C \delta \int_{B_R \setminus B_{R/2}} |\nabla \nabla \mathcal{Y}|^2 \, dV_{\tilde{g}} + C ((\alpha - 1) + \delta) R^2.
\]
Next, applying a weighted Young's inequality, Hölder's inequality, applying the global $L^4$-bound on $\bar{\nabla}$, and Sobolev embedding $L^4 \hookrightarrow W^{1,2}$ and then applying the localized Poincaré inequality,

\[
T_{233} \leq C \int_{S^4} \left| \bar{\nabla} (2) \bar{\nabla} \right| \bar{\nabla} \nabla \bar{g}_\eta \ dv_{\bar{g}_\eta} \\
\leq \nu \int_{S^4} \left| \bar{\nabla} (2) \bar{\nabla} \right| \bar{\nabla} \nabla \bar{g}_\eta \ dv_{\bar{g}_\eta} + C \int_{S^4} \left| \bar{\nabla} \nabla \right| \bar{\nabla} \nabla \bar{g}_\eta \ dv_{\bar{g}_\eta} \\
\leq \nu \int_{S^4} \left| \bar{\nabla} (2) \bar{\nabla} \right| \bar{\nabla} \nabla \bar{g}_\eta + C \left( \int_{S^4} \left| \bar{\nabla} \nabla \right| \bar{\nabla} \nabla \bar{g}_\eta \right)^{1/2} \left( \int_{S^4} \left| \bar{\nabla} \nabla \right| \bar{\nabla} \nabla \bar{g}_\eta \right)^{1/2} \\
\leq \nu \int_{S^4} \left| \bar{\nabla} (2) \bar{\nabla} \right| \bar{\nabla} \nabla \bar{g}_\eta + C \delta \left( \int_{S^4} \left| \bar{\nabla} \nabla \right| \bar{\nabla} \nabla \bar{g}_\eta + \int_{S^4} \left| \bar{\nabla} \nabla \right| \bar{\nabla} \nabla \bar{g}_\eta \right) \\
\leq \nu \int_{S^4} \left| \bar{\nabla} (2) \bar{\nabla} \right| \bar{\nabla} \nabla \bar{g}_\eta + C \left( \int_{S^4} \left| \bar{\nabla} \nabla \right| \bar{\nabla} \nabla \bar{g}_\eta + \int_{S^4} \left| \bar{\nabla} \nabla \right| \bar{\nabla} \nabla \bar{g}_\eta \right) \\
\leq \nu \int_{S^4} \left| \bar{\nabla} (2) \bar{\nabla} \right| \bar{\nabla} \nabla \bar{g}_\eta + C \left( \int_{S^4} \left| \bar{\nabla} \nabla \right| \bar{\nabla} \nabla \bar{g}_\eta + \int_{S^4} \left| \bar{\nabla} \nabla \right| \bar{\nabla} \nabla \bar{g}_\eta \right) \\
\leq \nu \int_{S^4} \left| \bar{\nabla} (2) \bar{\nabla} \right| \bar{\nabla} \nabla \bar{g}_\eta + C \left( \int_{S^4} \left| \bar{\nabla} \nabla \right| \bar{\nabla} \nabla \bar{g}_\eta + \int_{S^4} \left| \bar{\nabla} \nabla \right| \bar{\nabla} \nabla \bar{g}_\eta \right) \\
\leq \nu \int_{S^4} \left| \bar{\nabla} (2) \bar{\nabla} \right| \bar{\nabla} \nabla \bar{g}_\eta + C \delta \left( \int_{S^4} \left| \bar{\nabla} \nabla \right| \bar{\nabla} \nabla \bar{g}_\eta + \int_{S^4} \left| \bar{\nabla} \nabla \right| \bar{\nabla} \nabla \bar{g}_\eta \right)
\]

We now approach the first term with $\alpha$ dependence,

\[
T_{234} = \left[ \int_{S^4} \left( \bar{\nabla} \nabla \Theta \right) \bar{g}_\eta \ dv_{\bar{g}_\eta} \right]_{T_{2341}} + \left[ \int_{S^4} \bar{\nabla} \nabla \bar{g}_\eta \right]_{T_{2342}}.
\]

We compute these separately. We have that

\[
T_{2341} \leq \nu \int_{S^4} \left| \bar{\nabla} (2) \bar{\nabla} \right| \bar{\nabla} \nabla \bar{g}_\eta \ dv_{\bar{g}_\eta} \\
\leq C (\alpha - 1) \int_{S^4} \left| \bar{\nabla} (2) \bar{\nabla} \right| \bar{\nabla} \nabla \bar{g}_\eta + C (\alpha - 1) \int_{S^4} \left| \bar{\nabla} (2) \bar{\nabla} \right| \bar{\nabla} \nabla \bar{g}_\eta + C (\alpha - 1) \int_{S^4} \left| \bar{\nabla} (2) \bar{\nabla} \right| \bar{\nabla} \nabla \bar{g}_\eta.
\]

The first term can be absorbed, and the second is precisely $T_{233}$. For the third term of (7.13) we apply a weighted Young's inequality, the global estimate to $\bar{\nabla} (2) \bar{\nabla}$.
For the last integral in (7.13) we have

\[ \int_{S^2} \left| \nabla (2) \gamma \right|^2 \left| \nabla \eta \right|^2 \, dV_{g, \eta} \]

\[ \leq \nu \int_{S^2} \left| \nabla (2) \gamma \right|^2 \, dV_{g, \eta} + C \left( \int_{S^2} \left| \nabla \eta \right|^2 \, dV_{g, \eta} \right)^{1/3} \left( \int_{S^2} \left| \nabla \eta \right|^2 \, dV_{g, \eta} \right)^{2/3} \]

\[ \leq \nu \int_{S^2} \left| \nabla (2) \gamma \right|^2 \, dV_{g, \eta} + C \left( \int_{S^2} \left| \nabla \eta \right|^2 \, dV_{g, \eta} \right)^{1/3} \]

\[ \leq \nu \int_{S^2} \left| \nabla (2) \gamma \right|^2 \, dV_{g, \eta} + C \left( \int_{S^2} \left| \nabla \eta \right|^2 \, dV_{g, \eta} \right)^{1/3} + \left( \int_{S^2} \left| \nabla (2) \gamma \right|^2 \, dV_{g, \eta} \right)^{1/3} \]

\[ \leq \nu \int_{S^2} \left| \nabla (2) \gamma \right|^2 \, dV_{g, \eta} + C \left( \int_{S^2} \left| \nabla \eta \right|^2 \, dV_{g, \eta} \right)^{1/3} \]

\[ \leq \nu \int_{S^2} \left| \nabla (2) \gamma \right|^2 \, dV_{g, \eta} + C \left( \int_{S^2} \left| \nabla \eta \right|^2 \, dV_{g, \eta} \right)^{1/3} \]

\[ \leq \nu \int_{S^2} \left| \nabla (2) \gamma \right|^2 \, dV_{g, \eta} + C \left( \int_{S^2} \left| \nabla \eta \right|^2 \, dV_{g, \eta} \right)^{1/3} + \left( \int_{S^2} \left| \nabla (2) \gamma \right|^2 \, dV_{g, \eta} \right)^{1/3} \]

We now address the next term

\[ T_{2342} = \int_{S^2} \nabla \gamma \ast \Theta_1 \ast \nabla \eta \, dV_{g, \eta} \]

(7.14)

\[ \leq C \left( \alpha - 1 \right) \int_{S^2} \left| \nabla (2) \gamma \right| \left| \nabla \gamma \right| \left| \nabla \eta \right| \, dV_{g, \eta} + C \left( \alpha - 1 \right) \int_{S^2} \left| \nabla \gamma \right|^2 \left| \nabla \eta \right| \, dV_{g, \eta} \]

The first term is exactly \( T_1 \), so we can apply the same estimate. Now we approach the second term of (7.14), applying Young’s inequality, Hölder’s inequality, a global Sobolev embedding of \( W^{1,2} \hookrightarrow L^4 \), and localized Poincaré inequalities, and global \( L^2 \) control of \( \nabla (2) \gamma \),

\[ \int_{S^4} \left| \nabla \gamma \right|^2 \left| \nabla \eta \right| \, dV_{g, \eta} \leq C \int_{S^4} \left| \nabla \gamma \right|^4 \, dV_{g, \eta} + C \int_{B_R \setminus B_{R/2}} \left| \nabla \eta \right|^2 \, dV_g \]

\[ \leq C (\delta + (\alpha - 1)) \left( \int_{S^4} \left| \nabla \gamma \right|^4 \, dV_{g, \eta} \right)^{1/2} + R^2 C_P \int_{B_R \setminus B_{R/2}} \left| \nabla (2) \gamma \right|^2 \, dV_g \]

\[ \leq C \left( \alpha - 1 \right) + \left( \int_{S^4} \left| \nabla \gamma \right|^4 \, dV_{g, \eta} \right)^{1/2} + \left( \int_{S^4} \left| \nabla \eta \right|^2 \, dV_{g, \eta} \right) + C \delta \left( \alpha - 1 \right) \]

\[ \leq C \int_{B_R \setminus B_{R/2}} \left| \nabla (2) \gamma \right|^2 \, dV_g + C \left( \alpha - 1 \right) \int_{S^4} \left| \nabla \gamma \right|^2 \, dV_{g, \eta} + C \delta \left( \alpha - 1 \right) \].
For the third term, applying weighted Young’s inequality in preparation for an application of Poincaré inequality, then a Hölder’s inequality followed by applying global $L^4$ control of $\Upsilon$,

\[
\int_{S^4} |\nabla \Upsilon|_g |\Upsilon|_g |\nabla \eta|_g \, dV_{g,\eta} \leq \frac{\nu}{C_P R^2} \int_{B_R \setminus B_{R/2}} |\nabla \Upsilon|_g^2 \, dV_g + \frac{C_P \nu}{\nu} \int_{B_R \setminus B_{R/2}} |\Upsilon|_g^2 \, dV_g
\]

\[
\leq \nu \int_{B_R \setminus B_{R/2}} |\nabla (2) \Upsilon|_g^2 \, dV_g + C \left( \int_{S^4} |\Upsilon|_g^4 \, dV_g \right)^{1/2} \left( \int_{B_R \setminus B_{R/2}} |\Upsilon|_g^4 \, dV_g \right)^{1/2}
\]

\[
\leq \nu \int_{B_R \setminus B_{R/2}} |\nabla (2) \Upsilon|_g^2 \, dV_g + C \delta R^2.
\]

For the fourth integral we apply weighted Young’s inequality followed by localized Poincaré inequality and Hölder’s inequality, using the global Sobolev embedding $W^{2,2} \hookrightarrow L^8$ and once more applying localized Poincaré,

\[
\int_{S^4} |\nabla \Upsilon|_g |\Upsilon|_g^3 |\nabla \eta|_g \, dV_{g,\eta} \leq \frac{1}{\nu^2} \int_{B_R \setminus B_{R/2}} |\Upsilon|_g^2 \, dV_g + \int_{S^4} |\nabla \Upsilon|_g^2 |\Upsilon|_g^4 \, dV_{g,\eta}
\]

\[
\leq C_P R^2 \int_{B_R \setminus B_{R/2}} |\nabla (2) \Upsilon|_g^2 \, dV_g + C \left( \int_{S^4} |\nabla (2) \Upsilon|_g^4 \, dV_{g,\eta} \right)^{1/2} \left( \int_{S^4} |\Upsilon|_g^8 \, dV_{g,\eta} \right)^{1/2}
\]

\[
\leq C \int_{B_R \setminus B_{R/2}} |\nabla (2) \Upsilon|_g^2 \, dV_g + C_S \delta \left( \int_{S^4} |\nabla \Upsilon|_g^4 \, dV_{g,\eta} + \int_{S^4} |\nabla |\Upsilon|_g^2 \, dV_{g,\eta} \right)
\]

\[
\leq C_P \delta \left( \int_{S^4} |\nabla (2) \Upsilon|_g^2 \, dV_{g,\eta} + \int_{B_R \setminus B_{R/2}} |\nabla (2) \Upsilon|_g^2 \, dV_g + C R^2 ((\alpha - 1) + \delta) \right).
\]

Next we have that

\[
T_{235} = \left[ \int_{S^4} \langle \Delta \Upsilon, \Theta_2 \rangle_g \, dV_{g,\eta} \right]_{T_{2351}} + \left[ \int_{S^4} \nabla \Upsilon \ast \Theta_2 \ast \nabla \eta \, dV_{g,\eta} \right]_{T_{2352}}.
\]

Then we expand out

(7.15)

\[
T_{2351} \leq C (\alpha - 1) \int_{S^4} |\nabla (2) \Upsilon|_g |\Theta_2|_g \, dV_{g,\eta}
\]

\[
\leq C (\alpha - 1) \int_{S^4} |\nabla (2) \Upsilon|_g |\nabla \log \chi|_g \, dV_{g,\eta} + C (\alpha - 1) \int_{S^4} |\nabla (2) \Upsilon|_g |\nabla \log \chi|_g \, dV_{g,\eta}
\]

\[
+ C (\alpha - 1) \int_{S^4} |\nabla (2) \Upsilon|_g |\Upsilon|_g^2 |\nabla \log \chi|_g \, dV_{g,\eta}.
\]
For the first term of (7.15), applying a weighted Young’s inequality and Hölder’s inequality, followed by global Sobolev embedding $W^{1,2} \hookrightarrow L^4$,

\[ C (\alpha - 1) \int_{\mathbb{S}^4} |\nabla (2) \mathcal{Y} | \frac{1}{\tilde{g}} | \tilde{\nabla} \mathcal{Y} | | \nabla \log \chi \lambda | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} \]

\[ \leq (\alpha - 1) \nu \int_{\mathbb{S}^4} |\nabla (2) \mathcal{Y} | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} + \frac{C (\alpha - 1)}{\nu} \int_{\mathbb{S}^4} |\nabla \log \chi \lambda | \frac{1}{\tilde{g}} | \tilde{\nabla} \mathcal{Y} | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} \]

\[ \leq (\alpha - 1) \nu \int_{\mathbb{S}^4} |\nabla (2) \mathcal{Y} | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} + C (\alpha - 1) \left( \int_{\mathbb{S}^4} |\nabla \log \chi \lambda | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} \right)^{1/2} \left( \int_{\mathbb{S}^4} |\nabla \tilde{\nabla} \mathcal{Y} | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} \right)^{1/2} \]

\[ \leq (\alpha - 1) \nu \int_{\mathbb{S}^4} |\nabla (2) \mathcal{Y} | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} + C(\alpha - 1) \left( \int_{\mathbb{S}^4} |\nabla \log \chi \lambda | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} \right)^{1/2} \left( \int_{\mathbb{S}^4} dV_{\tilde{g},\eta} \right)^{1/2} \]

\[ \leq \nu \int_{\mathbb{S}^4} |\nabla (2) \mathcal{Y} | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} + C \nu \delta. \]

Lastly for the third term of (7.15), applying a weighted Young’s inequality, Hölder’s inequality, a global Sobolev embedding and then localized Poincaré to the remaining pieces,

\[ C (\alpha - 1) \int_{\mathbb{S}^4} |\nabla (2) \mathcal{Y} | \frac{1}{\tilde{g}} | \tilde{\nabla} \mathcal{Y} | | \nabla \log \chi \lambda | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} \]

\[ \leq (\alpha - 1) \nu \int_{\mathbb{S}^4} |\nabla (2) \mathcal{Y} | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} + (\alpha - 1) \frac{C}{\nu} \int_{\mathbb{S}^4} |\nabla \log \chi \lambda | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} \]

\[ \leq (\alpha - 1) \nu \int_{\mathbb{S}^4} |\nabla (2) \mathcal{Y} | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} + (\alpha - 1) C \left( \int_{\mathbb{S}^4} |\nabla \log \chi \lambda | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} \right)^{1/2} \left( \int_{\mathbb{S}^4} |\nabla \tilde{\nabla} \mathcal{Y} | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} \right)^{1/2} \]

\[ \leq (\alpha - 1) \nu \int_{\mathbb{S}^4} |\nabla (2) \mathcal{Y} | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} + C(\alpha - 1) \left( \int_{\mathbb{S}^4} |\nabla \log \chi \lambda | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} \right)^{1/2} \left( \int_{\mathbb{S}^4} |\nabla \tilde{\nabla} \mathcal{Y} | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} \right)^{1/2} \]

\[ \leq (\alpha - 1) \nu \int_{\mathbb{S}^4} |\nabla (2) \mathcal{Y} | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} + CP \delta (\nu \tilde{g} + \nu \tilde{g} + \nu \tilde{g} + \nu \tilde{g} + \nu \tilde{g} + \nu \tilde{g} + \nu \tilde{g} + \nu \tilde{g}) \]

\[ \leq (\alpha - 1) \nu \int_{\mathbb{S}^4} |\nabla (2) \mathcal{Y} | \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} + C \nu \delta. \]

We next expand out (7.16)

\[ T_{3352} \leq C \int_{\mathbb{S}^4} |\nabla \mathcal{Y} | \frac{1}{\tilde{g}} |\Theta_2| \frac{1}{\tilde{g}} |\nabla \eta| \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} \]

\[ \leq C (\alpha - 1) \int_{\mathbb{S}^4} |\nabla \mathcal{Y} | \frac{1}{\tilde{g}} |\nabla \log \chi \lambda | \frac{1}{\tilde{g}} |\nabla \eta| \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} + C (\alpha - 1) \int_{\mathbb{S}^4} |\nabla \mathcal{Y} | \frac{1}{\tilde{g}} |\nabla \log \chi \lambda | \frac{1}{\tilde{g}} |\nabla \eta| \frac{1}{\tilde{g}} dV_{\tilde{g},\eta} \]

\[ + C (\alpha - 1) \int_{\mathbb{S}^4} |\nabla \mathcal{Y} | \frac{1}{\tilde{g}} |\nabla \log \chi \lambda | \frac{1}{\tilde{g}} |\nabla \eta| \frac{1}{\tilde{g}} dV_{\tilde{g},\eta}. \]
For the first term of (7.16), applying a weighted Young’s inequality in preparation for a Poincaré inequality, then Hőlder’s inequality and applying the global bounds of log \( \chi \) type terms,

\[
C (\alpha - 1) \int_{S^4} |\bar{\nabla} \Upsilon|_{\bar{g}} |\nabla \log \chi|_{\bar{g}} |\nabla \eta|_{\bar{g}} dV_{\bar{g}, \eta}
\]

\[
\leq \frac{\nu}{CPR^2} \int_{B_R \setminus B_{R/2}} |\bar{\nabla} \Upsilon|^2_{\bar{g}} dV_{\bar{g}} + (\alpha - 1) \frac{CC_\nu}{\nu} \int_{S^4} |\nabla \log \chi|_{\bar{g}}^2 dV_{\bar{g}}
\]

\[
\leq \nu \int_{B_R \setminus B_{R/2}} |\bar{\nabla} \Upsilon|^2_{\bar{g}} dV_{\bar{g}} + C (\alpha - 1) \left( \int_{S^4} dV_{\bar{g}, \eta} \right)^{1/2} \left( \int_{S^4} |\nabla \log \chi|_{\bar{g}}^4 dV_{\bar{g}, \eta} \right)^{1/2}
\]

\[
\leq \nu \int_{B_R \setminus B_{R/2}} |\bar{\nabla} \Upsilon|^2_{\bar{g}} dV_{\bar{g}} + C_\delta R^2.
\]

For the second term of (7.16) we apply Hőlder’s inequality twice followed by global \( L^4 \) bounds of \( \nabla \log \chi \), a global Sobolev embedding \( W^{1,2} \hookrightarrow L^4 \) and the localized Poincaré inequality

\[
C (\alpha - 1) \int_{S^4} |\bar{\nabla} \Upsilon|_{\bar{g}} |\Upsilon|^2_{\bar{g}} |\nabla \log \chi|_{\bar{g}} |\nabla \eta|_{\bar{g}} dV_{\bar{g}, \eta}
\]

\[
\leq \frac{C}{R} (\alpha - 1) \left( \int_{S^4} |\bar{\nabla} \Upsilon|^4_{\bar{g}} dV_{\bar{g}, \eta} \right)^{1/2} \left( \int_{S^4} |\nabla \log \chi|_{\bar{g}}^2 dV_{\bar{g}, \eta} \right)^{1/2}
\]

\[
\leq \frac{C}{R} (\alpha - 1) \left( \int_{S^4} |\bar{\nabla} \Upsilon|^4_{\bar{g}} dV_{\bar{g}, \eta} \right)^{1/2} \left( \int_{B_R} dV_{\bar{g}} \right)^{1/2} \left( \int_{S^4} |\nabla \log \chi|_{\bar{g}}^4 dV_{\bar{g}, \eta} \right)^{1/4}
\]

\[
\leq C_\delta \left( \int_{S^4} |\bar{\nabla} \Upsilon|^2_{\bar{g}} dV_{\bar{g}, \eta} + \int_{S^4} |\nabla \eta|^2_{\bar{g}} dV_{\bar{g}, \eta} \right)
\]

\[
\leq C_P (\delta + (\alpha - 1)) R^2 + C_P \int_{B_R \setminus B_{R/2}} |\bar{\nabla} \Upsilon|^2_{\bar{g}} dV_{\bar{g}}.
\]

For the third term of (7.16), applying weighted Young’s inequality (‘preparing’ for the application of the Poincaré inequality with our choice of weight), then Poincaré inequality and Hőlder’s inequality, then applying Sobolev embedding \( W^{2,2} \hookrightarrow L^8 \) and Poincaré inequalities once more

\[
C (\alpha - 1) \int_{S^4} |\bar{\nabla} \Upsilon|_{\bar{g}} |\Upsilon|^2_{\bar{g}} |\nabla \log \chi|_{\bar{g}} |\nabla \eta|_{\bar{g}} dV_{\bar{g}, \eta}
\]

\[
\leq \frac{\nu}{CPR^2} \int_{B_R \setminus B_{R/2}} |\bar{\nabla} \Upsilon|^2_{\bar{g}} dV_{\bar{g}, \eta} + \frac{C(\alpha-1)CP}{\nu} \int_{S^4} |\Upsilon|^4_{\bar{g}} |\nabla \log \chi|_{\bar{g}}^2 dV_{\bar{g}, \eta}
\]

\[
\leq \nu \int_{S^4} |\bar{\nabla} \Upsilon|^2_{\bar{g}} dV_{\bar{g}, \eta} + C (\alpha - 1) \left( \int_{S^4} |\Upsilon|^8_{\bar{g}} dV_{\bar{g}, \eta} \right)^{1/2} \left( \int_{S^4} |\nabla \log \chi|_{\bar{g}}^4 dV_{\bar{g}, \eta} \right)^{1/2}
\]

\[
\leq \nu \int_{S^4} |\bar{\nabla} \Upsilon|^2_{\bar{g}} dV_{\bar{g}, \eta} + C_\delta \left( \int_{S^4} |\Upsilon|^2_{\bar{g}} dV_{\bar{g}, \eta} + \int_{S^4} |\nabla \eta|^2_{\bar{g}} dV_{\bar{g}, \eta} + \int_{S^4} |\bar{\nabla} \Upsilon|^2_{\bar{g}} dV_{\bar{g}, \eta} \right) \left( \int_{S^4} |\nabla \log \chi|_{\bar{g}}^4 dV_{\bar{g}, \eta} \right)^{1/4}
\]

\[
\leq \nu \int_{S^4} |\bar{\nabla} \Upsilon|^2_{\bar{g}} dV_{\bar{g}, \eta} + C_P \delta \left( \int_{B_R \setminus B_{R/2}} |\bar{\nabla} \Upsilon|^2_{\bar{g}} dV_{\bar{g}} + \int_{S^4} |\bar{\nabla} \Upsilon|^2_{\bar{g}} dV_{\bar{g}, \eta} + R^2 (\alpha - 1) \right).
\]

Take \( \nu \leq \frac{1}{R^2} \) so that the terms scaled by \( \nu \) may be absorbed into the left hand side of (7.12). Furthermore, choose \( \delta, \alpha \) sufficiently small so that remaining terms may be absorbed over,

\[
\int_{R^2} |\bar{\nabla} \Upsilon|^2_{\bar{g}} dV_{\bar{g}} \leq C \left( \int_{B_R \setminus B_{R/2}} |\bar{\nabla} \Upsilon|^2_{\bar{g}} dV_{\bar{g}} + R^2 (\alpha - 1) \right).
\]
Define
\[ f(R) := \int_{B_R \setminus B_{\frac{R}{2}}} |\nabla^{(2)} g|^2 dV_g + R^2 ((\alpha - 1) + \delta). \]

Remanipulating (7.17) above, we have that
\[ f \left( \frac{R}{2} \right) \leq \frac{C}{\sqrt{R}} f(R), \]
and therefore for all \( k \geq 1, \)
\[ f \left( \frac{R}{2^k} \right) \leq \left( \frac{C}{\sqrt{R}} \right)^k \left( \int_{B_R} |\nabla \Upsilon|^2 dV_g + R^2 ((\alpha - 1) + \delta) \right) \leq \left( \frac{C}{\sqrt{R}} \right)^k C ((\alpha - 1) + \delta). \]
This implies that there exists some \( \beta > 0 \) such that
\[ \int_{B_R} |\nabla \Upsilon|^2 dV_g \leq C (\alpha - 1 + \delta) R^{2\beta}, \]
which yields the desired Morrey bound. \( \square \)
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