Abstract—This paper explores the potential of the intelligent reflecting surface (IRS) in realizing multi-user concurrent communication and localization, using the same time-frequency resources. Specifically, we propose an IRS-enabled multi-user integrated sensing and communication (ISAC) framework, where a distributed semi-passive IRS assists the uplink data transmission from multiple users to the base station (BS) and conducts multi-user localization, simultaneously. We first design an ISAC transmission protocol, where the whole transmission period consists of two periods, i.e., the ISAC period for simultaneous uplink communication and multi-user localization, and the pure communication (PC) period for only uplink data transmission. For the ISAC period, we propose a multi-user location sensing algorithm, which utilizes the uplink communication signals unknown to the IRS, thus removing the requirement of dedicated positioning reference signals in conventional location sensing methods. Based on the sensed users’ locations, we propose two novel beamforming algorithms for the ISAC period and PC period, respectively, which can work with discrete phase shifts and require no channel state information (CSI) acquisition. Numerical results show that the proposed multi-user location sensing algorithm can achieve up to millimeter-level positioning accuracy, indicating the advantage of the IRS-enabled ISAC framework. Moreover, the proposed beamforming algorithms with sensed location information and discrete phase shifts can achieve comparable performance to the benchmark considering perfect CSI acquisition and continuous phase shifts, demonstrating how the location information can ensure the communication performance.
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I. INTRODUCTION

INTELLIGENT reflecting surface (IRS) is considered as a promising technology for the sixth-generation (6G) mobile communications, owing to its potential of enhancing the capacity and coverage of wireless network by proactively reconfiguring the wireless propagation environment [1]. In general, the IRS is an electromagnetic two-dimensional metasurface composed of a large array of passive reflecting elements, each of which can independently impose the required phase shift on the incident signal to create a desirable multi-path effect [2], [3], [4]. Moreover, the IRS can passively reflect the incident signals without any sophisticated signal processing operations that require radio-frequency (RF) transceiver hardware, thereby significantly reducing hardware cost and energy consumption [5], [6]. Due to the aforementioned attractive characteristics, IRS becomes a focal point of research in wireless communications.

The IRS-aided communications have been extensively investigated under various setups and objectives. By jointly optimizing active and passive beamforming, the IRS can significantly improve the communication performance in terms of spectral efficiency [7], [8], [9], sum rate [10], [11], [12], [13], [14], and energy efficiency [15], [16], [17], [18]. For example, the work [7] considered the spectral efficiency maximization problem via joint active and passive beamforming. Two beamforming algorithms based on fixed point iteration and manifold optimization techniques were respectively proposed for solving this problem. Later on, considering the general multi-user case, the work [10] formulated a weighted sum rate (WSR) maximization problem, which is solved by exploiting the block coordinate descent (BCD) technique. Furthermore, taking the hardware limitation into consideration, the authors in [11] proposed two beamforming algorithms with discrete phase shifts to maximize the sum rate, by invoking the majorization–minimization (MM) method. In addition to improving the spectral efficiency or the sum rate, IRS also has significant advantages in improving energy efficiency. For example, it was shown in [15] that through joint active and passive beamforming, the IRS-assisted MISO communication system can provide up to 300% higher energy efficiency than the relay-assisted one.

In addition to using the IRS for communications, some works explored the potential of the IRS in wireless localization [19], [20], [21], [22], [23], [24], [25]. In [19], the authors first introduced the IRS into wireless localization and derived the Cramer-Rao lower bounds (CRLB) for positioning with IRS. It was proved that the distributed IRS system can achieve better average CRLB than the centralized IRS system. Then, the work [20] investigated an IRS-assisted 2D mmWave positioning system and demonstrated that the positioning accuracy increases
with the number of IRS elements. Later on, a more practical IRS-aided 3D mmWave localization system was studied in [22]. By using the received signal strength (RSS) based positioning technique, an IRS-aided multi-user location sensing algorithm was proposed in [23]. It was shown that with the assistance of the IRS, the localization error is reduced by at least 3 times. Furthermore, through an angle of arrival (AoA) based iterative positioning algorithm, a centimeter-level positioning accuracy was achieved in [24].

All the aforementioned works considered the design of IRS-aided communications and localization, separately. However, it was demonstrated in [26] that there exists a trade-off between communication and localization performance. From this perspective, the work [26] established an IRS-aided joint localization and communication system, where the time allocation ratio for localization is optimized to balance the performance of communication and localization. In this paper, instead of allocating different time slots for communication and localization like [26], we propose to conduct localization and communication at the same time and frequency resources, thereby improving the spectral efficiency of the IRS-aided system, and also propose to use the sensed location information for enhancing communication performance. Specifically, we propose an IRS-enabled multi-user integrated sensing and communication (ISAC) framework, where a distributed semi-passive IRS is deployed to enable multi-user concurrent localization and communication.

The detailed working process of the IRS-enabled multi-user ISAC system is designed, including transmission protocol, multi-user location sensing, and beamforming design. The main contributions of this paper are summarized as follows.

- We construct a novel 3D multi-user ISAC framework based on a distributed IRS architecture to realize simultaneous communication and localization. The whole transmission period is composed of the ISAC period with two time blocks and the pure communication (PC) period. During the ISAC period, the passive sub-IRS assists the uplink transmission between the base station (BS) and multiple users, and meanwhile two semi-passive sub-IRSs conduct multi-user location sensing by using the uplink communication signals sent by multiple users to the BS. The sensed users’ locations in the first time block will be used for beamforming design in the second time block. During the PC period, all three sub-IRSs assist the uplink transmission by exploiting the users’ locations sensed in the second time block of the ISAC period for beamforming design.
- We propose a multi-user location sensing algorithm based on the uplink communication signals transmitted from multiple users to the BS, thereby removing the requirement of sending dedicated positioning reference signals. Specifically, we first estimate the effective AoA par corresponding to IRS links. Then, we estimate the path loss corresponding to each pair of effective AoAs. Finally, based on the estimated AoA pairs and their corresponding path losses, an AoA matching algorithm is proposed to determine users’ locations.
- We propose two novel beamforming algorithms with discrete phase shifts to maximize the sum rate for the ISAC period and the PC period, respectively, where the sensed location information is exploited for joint active and passive beamforming, thereby avoiding high-overhead channel estimation.
- Simulation results show that the proposed multi-user location sensing algorithm achieves millimeter-level positioning accuracy, demonstrating the benefit of the proposed IRS-enabled ISAC framework in realizing high-accuracy localization. Moreover, the proposed sensing-based beamforming algorithms with sensed users’ locations and discrete phase shifts achieve similar performance to the benchmark assuming perfect channel state information (CSI) and continuous phase shifts, validating the effectiveness of beamforming designs using sensed location information.

The remainder of this paper is organized as follows. Section II introduces the system model of the IRS-aided multi-user ISAC system. Section III presents a multi-user location sensing algorithm, while Section IV presents two sensing-based beamforming algorithms for the ISAC and PC periods, respectively. Section V extends the system to the general multi-IRS case. Numerical results are provided in Section VI. Finally, Section VII concludes this paper.

**Notations:** Vectors and matrices are denoted by boldface lower case and boldface upper case, respectively. The superscripts $\cdot^T$, $\cdot^H$, $\cdot^{-1}$, $\cdot^\dagger$, and $\cdot^*$ denote the operations of transpose, Hermitian transpose, inverse, pseudo-inverse and conjugate, respectively. The Euclidean norm, absolute value, Kronecker product are respectively denoted by $\| \cdot \|$, $|\cdot|$ and $\otimes$. $\mathbb{E}\{\cdot\}$ denotes the statistical expectation. Moreover, $\mathcal{CN}(0, \sigma^2)$ denotes the circularly symmetric complex Gaussian (CSCG) distribution with zero mean and variance $\sigma^2$. For matrices, $[\cdot]_{ij}$ denotes the $(i,j)$-th element of a matrix, $\text{tr}(\cdot)$ represents the matrix trace, diag$(\cdot)$ denotes a square diagonal matrix with the elements in $(\cdot)$ on its main diagonal, and $\mathbf{1}_{N \times M}$ denotes an $N \times M$ all-one matrix. For vectors, $[\cdot]_j$ denotes the $j$-th entry of a vector. Besides, $j$ in $\alpha e^{j\theta}$ denotes the imaginary unit.

**II. SYSTEM MODEL**

As illustrated in Fig. 1, we consider an IRS-aided multi-user uplink communication system operating in the mmWave band,
where a distributed semi-passive IRS with $M$ reflecting elements is deployed to assist the uplink data transmission from $K$ single-antenna users to a multi-antenna BS. We consider that the line-of-sight (LoS) paths between the BS and users are obstructed, and the IRS is deployed to establish strong virtual line-of-sight (VLoS) reflection paths between them. The distributed semi-passive IRS is composed of $3$ sub-IRSs. The first sub-IRS is passive and consists of $M_1$ passive reflecting elements, while the $i$-th ($i = 2, 3$) sub-IRS is semi-passive and consists of $M_i$ ($M_i < M_1$) semi-passive reflecting elements, which are capable of both sensing and reflecting [27], [28], [29], [30]. For ease of practical implementation, the phase shift of IRS takes values from a finite set $F_b = \{ 0, \frac{2\pi}{2^b}, \ldots, \frac{2\pi}{2^b} (2^b - 1) \}$, where $b$ is the bit-quantization number. The BS has an $N$-element uniform linear array (ULA) along the $y$ axis, while the $i$-th sub-IRS has an $M_{y,i} \times M_{z,i}$ uniform rectangular array (URA) lying on the $y$-$o$-$z$ plane. Moreover, there is a backhaul link connecting the BS and the IRS for exchanging information. In this paper, both user-IRS and IRS-BS channels are modeled as quasi-static block-fading channels, which remain almost unchanged during each coherence block but vary from one block to another.

A. ISAC Transmission Protocol

As illustrated in Fig. 2, we consider the transmission period within one coherence block, which is composed of the ISAC period with $T_1$ time slots and the PC period with $T_2$ time slots. The ISAC period is divided into time block 1 with $\tau_1$ time slots and time block 2 with $\tau_2$ time slots. During the ISAC period, the passive sub-IRS assists the uplink data transmission by reflecting, and meanwhile the two semi-passive sub-IRSs estimate users’ locations based on the communication signals transmitted from multiple users to the BS. Specifically, in the first time block, the passive sub-IRS generates a random phase shift beam due to the unavailability of CSI. In the second time block, the phase shift beam of the passive sub-IRS is properly designed to assist uplink data transmission by utilizing the users’ locations obtained in the first time block. During the PC period, all three sub-IRSs operate in the reflecting mode to assist the uplink data transmission. And joint active and passive beamforming is designed, based on more accurate users’ locations estimated in the second time block of the ISAC period. In addition, the last $\tau_g$ time slots of the $i$-th time block are the guard time for location sensing and IRS configuration. Since such time cost is trivial compared to the whole time block, we ignore it hereafter.

B. Channel Model

In general, the IRS operating in the mmWave band is deployed with LoS paths to both the BS and users. Hence, the channel from the $i$-th sub-IRS to the BS is modeled as [33]

$$
H_{12B,i} = \alpha_{12B,i} a_1 u_{12B,i}^A b_1 (u_{12B,i}^D, v_{12B,i}^D), \quad i = 1, 2, 3,
$$

(1)

where $\alpha_{12B,i}$ denotes the complex channel gain for the link from the $i$-th sub-IRS to the BS, $a_1$ and $b_1$ are the array response vectors for the BS and the $i$-th sub-IRS, respectively. The two effective angles of departure (AoDs) $v_{12B,i}$ and $\varphi_{12B,i}$ as well as the effective AoA $\gamma_{12B,i}$ are respectively defined as

$$
u_{12B,i} = 2 \frac{d_{IRS}}{\lambda} \cos (\varphi_{12B,i}),
$$

(2)

$$
\varphi_{12B,i} = 2 \frac{d_{IRS}}{\lambda} \sin (v_{12B,i}),
$$

(3)

$$
\gamma_{12B,i} = 2 \frac{d_{BS}}{\lambda} \sin (\gamma_{12B,i}),
$$

(4)

where $\lambda$ denotes the carrier wavelength, $d_{IRS}$ and $d_{BS}$ represent the distances between two adjacent reflecting elements of the IRS and two adjacent antennas of the BS, respectively. In addition, $\gamma_{12B,i}$ denotes the AoA at the BS, $v_{12B,i}$ and $\varphi_{12B,i}$ are the elevation and azimuth AoDs for the link from the $i$-th sub-IRS to the BS, respectively.

Similarly, the channel from the $k$-th user to the $i$-th sub-IRS is defined as

$$
H_{U2i,k} = \alpha_{U2i,k} a_1 (u_{U2i,k}^A, v_{U2i,k}^A) b_1 (u_{U2i,k}^D, v_{U2i,k}^D),
$$

(5)

where $\alpha_{U2i,k}$ denotes the complex channel gain for the link from the $k$-th user to the $i$-th sub-IRS, and the two effective AoAs from the $k$-th user to the $i$-th sub-IRS are defined as

$$
u_{U2i,k} = 2 \frac{d_{IRS}}{\lambda} \cos (\nu_{U2i,k}),
$$

(6)

$$
\gamma_{U2i,k} = 2 \frac{d_{BS}}{\lambda} \sin (\gamma_{U2i,k}),
$$

(7)

where $\nu_{U2i,k}$ and $\gamma_{U2i,k}$ denotes the elevation/azimuth AoAs for the link from the $k$-th user to the $i$-th sub-IRS.

Also, the channel from the passive sub-IRS to the $i$-th sub-IRS is modeled as

$$
H_{12i,i} = \alpha_{12i,i} a_1 (u_{12i,i}^A, v_{12i,i}^A) b_1 (u_{12i,i}^D, v_{12i,i}^D),
$$

(8)

where $\alpha_{12i,i}$ denotes the complex channel gain for the link from the passive sub-IRS to the $i$-th sub-IRS. In addition, the two effective AoAs $u_{12i,i}$ and $v_{12i,i}$ as well as the two effective AoDs $u_{12i,i}^D$ and $v_{12i,i}^D$ are respectively defined as

$$
u_{12i,i} = 2 \frac{d_{IRS}}{\lambda} \cos (\varphi_{12i,i}),
$$

(9)
\[ v_{12i}^{A} = 2 \frac{d_{IRS}}{\lambda} \sin \left( \frac{j \pi \gamma_{12i}}{\lambda} \right), \quad (10) \]
\[ v_{12i}^{D} = 2 \frac{d_{IRS}}{\lambda} \cos \left( \frac{j \pi \gamma_{12i}}{\lambda} \right), \quad (11) \]
\[ v_{12i}^{D} = 2 \frac{d_{IRS}}{\lambda} \sin \left( \frac{j \pi \gamma_{12i}}{\lambda} \right), \quad (12) \]

where \( \gamma_{12i}^{A}, \gamma_{12i}^{D} \) denotes the elevation/azimuth AoA and \( \gamma_{12i}^{D}, \gamma_{12i}^{A} \) denotes the elevation/azimuth AoD from the passive sub-IRS to the i-th sub-IRS.

Furthermore, we consider that \( d_{BS} = d_{IRS} = \frac{1}{2} \). As such, the array response vectors for the BS and the i-th sub-IRS are respectively given by
\[ a(u) = \begin{bmatrix} e^{j \pi (n-1) u} \hfill \ldots \hfill e^{j \pi (N-1) u} \end{bmatrix}^T, (13) \]
\[ b_{i}(u, v) = \begin{bmatrix} e^{j \pi (n-1) u} \hfill \ldots \hfill e^{j \pi (M-1) u} \hfill e^{j \pi (n-1) v} \hfill \ldots \hfill e^{j \pi (M-1) v} \end{bmatrix}^T \quad (14) \]

**C. Signal Model**

1) **ISAC Period**: In the ISAC period, only the passive sub-IRS (i.e., the first sub-IRS) operates in the reflecting mode to assist uplink transmission. During the n-th time block, the k-th user sends \( \sqrt{p_{sk}}(t) \), satisfying \( |s_{k}(t)| = 1 \), to the BS at time slot \( t \in N_n = \{(n-1) \tau_1 + 1, \ldots, \tau_1 + (n-1) \tau_2 \} \), where \( \rho \) denotes the transmit power. The received signal at the BS is given by
\[ y(t) = \sqrt{\rho} \sum_{k=1}^{K} |k_{f}(n)|^H H_{12B_{1},j} \Theta_{1}^{(n)} h_{U21,1,k} s_{k}(t) \]
\[ + \sum_{k=1}^{K} |k_{f}(n)|^H n_{BS}(t), \quad t \in N_n, \ n = 1, 2, (15) \]

where \( |k_{f}(n)| \) satisfying \( ||k_{f}(n)|| = 1 \), represents the BS combining vector of the k-th user in the n-th time block. The phase shift matrix of the first sub-IRS in the n-th time block is defined as \( \Theta_{1}^{(n)} = \text{diag}(\xi_{1}(n)) \), with the phase shift beam being \( \xi_{1}(n) = [e^{j \varphi_{1,1}}, \ldots, e^{j \varphi_{1,m}}, e^{j \varphi_{2,1}}, \ldots, e^{j \varphi_{2,m}}]^T \). In addition, \( n_{BS} \) represents the additive white Gaussian noise (AWGN) at the BS, whose elements follow the complex Gaussian distribution \( CN(0, \sigma^2) \).

The two semi-passive sub-IRSs operate in the sensing mode, and the received signal at the i-th sub-IRS is given by
\[ x_{i}(t) = \sqrt{\rho} \sum_{k=1}^{K} h_{U21,i,k} s_{k}(t) + \sqrt{\rho} H_{12I_{i},j} \Theta_{1}^{(n)} \sum_{k=1}^{K} h_{U21,1,k} s_{k}(t) \]
\[ + n_{i}(t), \quad i = 2, 3, \quad t \in N_n, \ n = 1, 2, (16) \]

where \( n_{i} \) represents the AWGN at the i-th sub-IRS, whose elements follow the complex Gaussian distribution \( CN(0, \sigma^2) \).

The instantaneous achievable rate of the k-th user during the ISAC period is given by
\[ R_{k}(t) = \log_{2} \left( 1 + \frac{\rho |k_{f}(n)|^H H_{12B_{1},j} \Theta_{1}^{(n)} h_{U21,1,k}^2}{\rho \sum_{j \neq k} |k_{f}(n)|^H H_{12B_{1},j} \Theta_{1}^{(n)} h_{U21,1,j}^2 + \sigma^2} \right), \quad t \in N_n \]

2) **PC Period**: In the PC period, all three sub-IRSs operate in the reflecting mode to assist uplink transmission. The k-th user sends \( \sqrt{p_{sk}}(t) \) to the BS at time slot \( t \in T_2 = \{ T_1 + 1, \ldots, T_1 + T_2 \} \). The received signal at the BS is
\[ y(t) = \sqrt{\rho} \sum_{k=1}^{K} |k_{f}(n)|^H H_{12B_{1},j} \Theta_{1}^{(n)} h_{U21,k} s_{k}(t) \]
\[ + \sum_{k=1}^{K} |k_{f}(n)|^H n_{BS}(t), \quad t \in T_2, (18) \]

where \( H_{12B} = [H_{12B_{1},j}, H_{12B_{2},j}, H_{12B_{3},j}] \in \mathbb{C}^{N \times M} \) and \( h_{U21,k} \in \mathbb{C}^{U2I_{1,k},U2I_{2,k},U2I_{3,k}} \) denote the baseband equivalent channels from the IRS to the BS and from the k-th user to the IRS, respectively. The phase shift matrix of the whole IRS is defined as \( \Theta(t) = \text{diag}(\xi(t)) \), where \( \xi(t) = [\xi_{1}(t), \xi_{2}(t), \xi_{3}(t)]^T \) with the phase shift beam being \( \xi_{i}(t) = [e^{j \varphi_{1,i,1}}, \ldots, e^{j \varphi_{1,i,m}}, e^{j \varphi_{2,i,1}}, \ldots, e^{j \varphi_{2,i,m}}]^T \).

The instantaneous achievable rate of the k-th user during the PC period is given by
\[ R_{k}(t) = \log_{2} \left( 1 + \frac{\rho |k_{f}(n)|^H H_{12B} \Theta(t) h_{U21,k}^2}{\rho \sum_{j \neq k} |k_{f}(n)|^H H_{12B} \Theta(t) h_{U21,j}^2 + \sigma^2} \right), \quad t \in T_2 \]

**III. MULTI-USER LOCATION SENSING**

In this section, we design a multi-user location sensing algorithm based on the received communication signals at the two semi-passive sub-IRSs. Specifically, we first estimate the effective AoA pairs at the two semi-passive IRSs, by combining the use of the forward-backward spatial smoothing (FBSS) technique, the total least squares-estimation of signal parameters via rotational invariance technique (TLS-ESPRIT), and the multiple signal classification (MUSIC) technique [34]. After excluding the AoA pairs corresponding to the links from the passive sub-IRS to the two semi-passive sub-IRSs, we obtain the effective AoA pairs corresponding to the links from multiple users to the semi-passive sub-IRSs. Then, we estimate the path losses corresponding to these effective AoA pairs. Finally, based on the estimated effective AoA pairs and their corresponding path losses, an AoA matching algorithm is proposed to determine users’ locations.

A. **Estimate Effective AoAs**

To reduce the coherency of the received signals at the semi-passive sub-IRS, we first adopt the FBSS technique to preprocess...
the received signals. Then, we separately estimate the effective AoAs corresponding to the $y$ axis (i.e., $u_{21,i,k}^A$ and $u_{12i,i}^A$) and the $z$ axis (i.e., $v_{21,i,k}^A$ and $v_{12i,i}^A$), by invoking the TLS-ESPRIT algorithm. Finally, we pair the effective AoAs corresponding to the $y$ axis with those corresponding to the $z$ axis by invoking the MUSIC algorithm.

1) Preprocess the Received Signals by Using the FBSS Technique: Without loss of generality, we focus on the estimation of the effective AoAs at the $i$-th sub-IRS in the $n$-th time block ($i \in \{2, 3\}$ and $n \in \{1, 2\}$). We construct a set of $N_{\text{micro},i}$ micro-surfaces for the $i$-th sub-IRS. Each micro-surface is composed of $L_{\text{micro},i} = Q_{y,i} \times Q_{z,i}$ semi-passive elements and shifted by one row along the $z$ direction or one column along the $y$ direction from the preceding micro-surface. For example, we construct a set of 4 micro-surfaces each with $4 \times 4$ semi-passive elements, as illustrated in Fig. 3.

Denote the received signals at the $m$-th micro-surface of the $i$-th sub-IRS during the $n$-th time block by $x_{i,m}(t) \in \mathbb{C}^{L_{\text{micro},i} \times 1}$, $t \in N_n$, and define their auto-correlation matrix as $R_{\text{micro},i}^{(n)}(m) \triangleq \mathbb{E}[x_{i,m}(t)x_{i,m}(t)^H]$, $t \in N_n$. According to the FBSS technique, we estimate $R_{\text{micro},i}^{(n)}$ as

$$R_{\text{micro},i}^{(n)} = \frac{1}{2\tau_n N_{\text{micro},i}} \sum_{t \in N_n} \sum_{m=1}^{N_{\text{micro},i}} x_{i,m}(t) x_{i,m}(t)^H + J[x_{i,m}(t)]^*[x_{i,m}(t)]^T J,$$

where $J$ denotes the exchange matrix, with the 1 elements residing on its counterdiagonal and all other elements being zero. Then, we perform eigenvalue decomposition of $R_{\text{micro},i}^{(n)}$

$$R_{\text{micro},i}^{(n)} = U_i^{(n)} \text{diag} \left( \lambda_{1,1}^{(n)}, \ldots, \lambda_{1,L_{\text{micro},i}}^{(n)} \right) U_i^{(n)^T},$$

where $U_i^{(n)} \triangleq \left[ u_{i,1}^{(n)}, \ldots, u_{i,L_{\text{micro},i}}^{(n)} \right]$ and the eigenvalues $\lambda_{1,1}^{(n)}, \ldots, \lambda_{1,L_{\text{micro},i}}^{(n)}$ are in descending order.

2) Estimate $u_{21,i,k}^A$ and $u_{12i,i}^A$ by Using the TLS ESPRIT Algorithm: As shown in Fig. 4(a), for the first micro-surface of the $i$-th sub-IRS, we construct two auxiliary sub-surfaces each with $L_{\text{aux},i} = Q_{y,i} \times Q_{z,i}$ semi-passive elements, satisfying $L_{\text{aux},i} \geq K + 2$. The signal sub-space corresponding to the two auxiliary sub-surfaces is given by

$$U_{S_{i,m}}^{(n)} \triangleq \begin{bmatrix} U_{i,m}^{(n)} \\ J \end{bmatrix}, \quad m = 1, 2,$$

where $U_{i,m}^{(n)} \triangleq U_{i,m}^{(n)} \in \mathbb{C}^{L_{\text{aux},i} \times (K+1)}$, $J \in \mathbb{R}^{L_{\text{aux},i} \times L_{\text{aux},i}}$ is a selecting matrix whose elements are either 1 or 0. If the $j$-th reflecting element of the micro-surface 1 is selected as the $i$-th element of the auxiliary sub-surface $m$, then we set $[J]_{ij} = 1$. Otherwise, we set $[J]_{ij} = 0$.

Then, we define $C_{i,m}^{(n)} \triangleq U_{S_{i,m}}^{(n)^H} U_{S_{i,1}}^{(n)^T} U_{S_{i,2}}^{(n)^T} U_{S_{i,1}}^{(n)} U_{S_{i,2}}^{(n)} \in \mathbb{C}^{(2K+2) \times (2K+2)}$ and perform eigendecomposition of it, which yields

$$C_i^{(n)} = [V_{i,11}^{(n)} V_{i,12}^{(n)}] \Lambda_i^{C,i} [V_{i,11}^{(n)^H} V_{i,12}^{(n)^H}]$$

where $\Lambda_i^{C,i} \triangleq \text{diag} \left( \lambda_{C,i}^{(n)}, \ldots, \lambda_{C,i}^{(n)\Lambda_{i,k}} \right)$ with its eigenvalues in descending order, $V_{i,11}^{(n)}$ and $V_{i,12}^{(n)}$ are two $(K+1) \times (K+1)$ matrices.

After obtaining $V_{i,11}^{(n)}$ and $V_{i,12}^{(n)}$, we calculate

$$\Phi_{i,L_{\text{aux}},l}^{(n)} = -V_{i,12}^{(n)} V_{i,12}^{(n)^{-1}}.$$  

By performing eigenvalue decomposition of $\Phi_{i,L_{\text{aux}},l}^{(n)}$, we obtain its eigenvalues as $\lambda_{L_{\text{aux}},i}^{(n)} l = 1, \ldots, K + 1$.

Finally, we estimate the effective AoAs at the $i$-th sub-IRS corresponding to the $y$ axis as

$$u_i^{(n)} = \angle \left( \lambda_{l}^{(n)} \right)$$

The estimators of $u_{21,i,k}^A$ and $u_{12i,i}^A$ in the $n$-th time block belong to $U_i^{(n)} \triangleq \left[ u_i^{(n)} \right]$, $l = 1, \ldots, K + 1$, i.e., $u_{21,i,k}^A, u_{12i,i}^A \in U_i^{(n)}$.

3) Estimate $v_{21,i,k}^A$ and $v_{12i,i}^A$ by Using the TLS-ESPRIT Algorithm: As shown in Fig. 4(b), for the first micro-surface of the $i$-th sub-IRS, we construct two auxiliary sub-surfaces each with $L_{\text{aux},i} = Q_{y,i} \times Q_{z,i} - 1$ semi-passive elements, satisfying $L_{\text{aux},i} \geq K + 2$. Following the similar process of estimating $u_{21,i,k}^A$ and $u_{12i,i}^A$, we estimate the effective AoAs at the $i$-th sub-IRS corresponding to the $z$ axis as $v_i^{(n)}$, $l = 1, \ldots, K + 1$. The
estimators of $\hat{v}_{i}^{A_{1,1},i,k}$ and $\hat{v}_{i}^{A_{1,1},i,k}$ in the $n$-th time block belong to $\mathcal{V}_{i}^{n} = \{ \tilde{v}_{i}^{n} | i, l = 1, \ldots, K+1 \}$, i.e., $\hat{v}_{i}^{A_{1,1},i,k} \in \mathcal{V}_{i}^{n}$.

4) Pair $\dot{u}_{i}^{n}$ and $\dot{v}_{i}^{n}$ by Using the MUSIC Algorithm: Let

\[
f^{(s)}(\dot{u}_{i}^{n}, \dot{v}_{i}^{n}) = b_{\text{micro},i}^{H}(\dot{u}_{i}^{n}, \dot{v}_{i}^{n}) U_{N,i}^{n},
\]

where $U_{N,i}^{n} \triangleq \{ u_{i,(K+2),i}, \ldots, u_{i,(K+2),i} \}$, and $b_{\text{micro},i}$ denotes the array response vector of the micro-surface on the $i$-th sub-IRS. Then, we compute

\[
f(\dot{u}_{i}^{n}, \dot{v}_{i}^{n}) = \sum_{s=1}^{K+1} \tilde{f}^{(s)}(\dot{u}_{i}^{n}, \dot{v}_{i}^{n}) H, 1 \leq s \leq K+1,
\]

and choose the $K+1$ minima $f(\dot{u}_{i}^{n}, \dot{v}_{i}^{n})$, $l = 1, \ldots, K+1$, where $\dot{u}_{i}^{n} \in U_{i}^{n}$ and $\dot{v}_{i}^{n} \in V_{i}^{n}$. As such, we obtain $K+1$ pairs of effective AoAs $(\hat{u}_{i}^{n}, \hat{v}_{i}^{n})$, $l = 1, \ldots, K+1$.

5) Determine the AoA Pairs Corresponding to the Links From Users to Semi-Passive sub-IRSes: Denote the locations of the BS and the $i$-th sub-IRS by $\mathbf{q}_{BS} = (x_{BS}, y_{BS}, z_{BS})$ and $\mathbf{q}_{i} = (x_{i}, y_{i}, z_{i})$, respectively. Due to the fixed locations of the BS and the sub-IRS, we assume that their locations are perfectly known. Therefore, the effective AoAs from the passive sub-IRS to the $i$-th ($i = 2, 3$) sub-IRS can be calculated as

\[
u_{i}^{A_{1,1},i} = \frac{y_{i} - y_{1}}{\| \mathbf{q}_{i} - \mathbf{q}_{1} \|} \quad \nu_{i}^{A_{1,1},i} = \frac{z_{i} - z_{1}}{\| \mathbf{q}_{i} - \mathbf{q}_{1} \|}.
\]

After excluding the AoA pair corresponding to $(\nu_{i}^{A_{1,1},i}, \nu_{i}^{A_{1,1},i})$, $l = 1, \ldots, K+1$, the $i$-th sub-IRS obtains $K$ pairs of effective AoAs corresponding to $K$ users, the set of which is denoted by $\mathcal{A}_{i} = \{ (\hat{u}_{i}^{n}, \hat{v}_{i}^{n}) | i, l = 1, \ldots, K, k \}$.

B. Determine Users’ Locations

For the effective AoA pair $(\hat{u}_{i}^{n}, \hat{v}_{i}^{n})$ in $\mathcal{A}_{2}$, we should find the effective AoA pair in $\mathcal{A}_{3}$, so that the two effective AoA pairs are corresponding to the same user. As such, the user location can be determined by these two AoA pairs. In the following, we first estimate the path losses corresponding to the $2K$ AoA pairs that belong to $\mathcal{A}_{2}$ or $\mathcal{A}_{3}$. Then, $K^2$ possible users’ locations and their corresponding path losses are computed. Based on the estimated $2K$ path losses and the calculated $K^2$ possible path losses, an AoA matching algorithm is proposed to determine users’ locations.

1) Estimate the Path Loss Corresponding to Each Pair of Effective AoAs: According to (5) and (8), the received signal at the $i$-th sub-IRS during the $n$-th time block of the ISAC period can be rewritten as (29) shown at the bottom of this page, where

\[
x_{i}^{(n)}(t) = \sqrt{P} \alpha_{i2,i} \mathbf{b}_{i}^{H} (u_{i,1,i}^{A_{1,1},i}, v_{i,1,i}^{A_{1,1},i}) \mathbf{b}_{i}^{H} (u_{i,1,i}^{A_{1,1},i}, v_{i,1,i}^{A_{1,1},i}) \mathbf{H}_{i}^{(n)} \sum_{k=1}^{K} \alpha_{i2,1,i,k} \mathbf{b}_{i} (u_{i,1,i}^{A_{1,1},i}, v_{i,1,i}^{A_{1,1},i}) s_{k}(t) + \mathbf{n}_{i}(t),
\]

\[
x_{i}^{(n)}(t) = \sqrt{P} \alpha_{i2,i} \mathbf{b}_{i}^{H} (u_{i,1,i}^{A_{1,1},i}, v_{i,1,i}^{A_{1,1},i}) \mathbf{b}_{i}^{H} (u_{i,1,i}^{A_{1,1},i}, v_{i,1,i}^{A_{1,1},i}) \mathbf{H}_{i}^{(n)} \sum_{k=1}^{K} \alpha_{i2,1,i,k} \mathbf{b}_{i} (u_{i,1,i}^{A_{1,1},i}, v_{i,1,i}^{A_{1,1},i}) s_{k}(t) + \mathbf{n}_{i}(t),
\]

where $x_{i}^{(n)}(t)$ is the received signal at the $i$-th sub-IRS during the $n$-th time block of the ISAC period, and $\mathbf{H}_{i}^{(n)}$ is the channel matrix of the $i$-th sub-IRS. The path loss $|\alpha_{i2,i}|$ is determined by the $l$-th diagonal element of $\mathbf{R}_{i}^{(n)}$.
Let \( \hat{\mathbf{a}}_{U,i}^{(n)} \triangleq [\hat{\mathbf{a}}_{U,i,1}^{(n)}, \hat{\mathbf{a}}_{U,i,2}^{(n)}, \ldots, \hat{\mathbf{a}}_{U,i,K}^{(n)}] \) T and \( \tilde{\mathbf{a}}_{U,i,ls}^{(n)} \triangleq \|\mathbf{a}_{U,i,ls}^{(n)} - \mathbf{q}_i\| \). The above equations can be compactly expressed as
\[
\hat{\mathbf{a}}_{U,i,ls}^{(n)} = \mathbf{p},
\]
where
\[
\hat{\mathbf{a}}_{U,i,ls}^{(n)} = \begin{bmatrix} 1 & 0 & \hat{\mathbf{a}}_{U,i,1}^{(n)} & 0 \\ 0 & 1 & \hat{\mathbf{a}}_{U,i,2}^{(n)} & 0 \\ 1 & 0 & \hat{\mathbf{a}}_{U,i,3}^{(n)} & 0 \\ 0 & 1 & \hat{\mathbf{a}}_{U,i,3}^{(n)} & 0 \end{bmatrix},
\]
\[
\tilde{\mathbf{a}}_{U,i,ls}^{(n)} = \begin{bmatrix} \hat{y}_{U,i,ls}^{(n)} \\ \hat{y}_{U,i,ls}^{(n)} \\ \hat{y}_{U,i,ls}^{(n)} \\ \hat{y}_{U,i,ls}^{(n)} \end{bmatrix}.
\]
By solving the above matrix equation, we obtain
\[
\hat{\mathbf{d}}_{U2,1,i,ls}^{(n)} = \frac{\hat{u}_{3s}^{(n)}(z_2 - z_3) - \hat{u}_{3s}^{(n)}(y_2 - y_3)}{\hat{u}_{21}^{(n)}(z_3 - z_2) - \hat{v}_{3s}^{(n)}(y_3 - y_2)},
\]
\[
\hat{\mathbf{d}}_{U2,3,i,ls}^{(n)} = \frac{\hat{u}_{3s}^{(n)}(z_3 - z_2) - \hat{u}_{3s}^{(n)}(y_3 - y_2)}{\hat{u}_{21}^{(n)}(z_3 - z_2) - \hat{v}_{3s}^{(n)}(y_3 - y_2)},
\]
\[
\hat{\mathbf{d}}_{U2,2,i,ls}^{(n)} = \hat{y}_{U,i,ls}^{(n)} = y_2 - \hat{u}_{21}^{(n)}(z_2 - z_3),
\]
\[
\hat{\mathbf{d}}_{U2,2,i,ls}^{(n)} = \hat{z}_{U,i,ls}^{(n)} = z_2 - \hat{u}_{21}^{(n)}(z_2 - z_3).
\]
Next, we calculate \( \hat{\mathbf{d}}_{U,i,ls}^{(n)} \) according to the following equation
\[
\left( \hat{\mathbf{d}}_{U,i,ls}^{(n)} - x_i \right)^2 + \left( \hat{\mathbf{d}}_{U,i,ls}^{(n)} - y_i \right)^2 + \left( \hat{\mathbf{d}}_{U,i,ls}^{(n)} - z_i \right)^2 = \left( \hat{\mathbf{d}}_{U2,i,ls}^{(n)} \right)^2, \quad i = 2, 3,
\]
and obtain
\[
\hat{\mathbf{d}}_{U,i,ls}^{(n)} = \arg \omega_2 \min_{\omega_2 \in \{x_2 \pm \delta_x, y_2 \pm \delta_y, z_2 \pm \delta_z \}} |\omega_2 - \omega_3|, \quad \delta_x, \delta_y, \delta_z = \sqrt{\hat{\mathbf{d}}_{U2,i,ls}^{(n)}}, \quad (49)
\]
where \( \hat{\mathbf{d}}_{U2,i,ls}^{(n)} \) is the reference distance, and \( \hat{\mathbf{d}}_{U2} \) is the path loss exponent from users to the IRS.

3) Simultaneous Multi-User Location Sensing Through AoA Matching: In order to match the effective AoA pairs in \( \mathcal{A}_3 \) with those in \( \mathcal{A}_3 \) so that they are corresponding to the same user, we propose an AoA matching algorithm.

For the effective AoA pair \( (\hat{\mathbf{a}}_{U,i}^{(n)}, \hat{\mathbf{v}}_{U,i}^{(n)}) \) in \( \mathcal{A}_2 \), we denote its corresponding effective AoA pair in \( \mathcal{A}_3 \) by \( (\hat{\mathbf{c}}_{U,i}^{(n)}, \hat{\mathbf{c}}_{U,i}^{(n)} \) ). Then,
\[
\hat{\mathbf{R}}_{\hat{\mathbf{a}}_{U,i}^{(n)}} = \frac{1}{\rho} \left( \begin{bmatrix} \hat{\mathbf{B}}_{\hat{\mathbf{a}}_{U,i}^{(n)}} \end{bmatrix}^H \frac{1}{\hat{\mathbf{B}}_{\hat{\mathbf{a}}_{U,i}^{(n)}}} \right)^{-1} \begin{bmatrix} \hat{\mathbf{B}}_{\hat{\mathbf{a}}_{U,i}^{(n)}} \end{bmatrix}^H \left( \hat{\mathbf{R}}_{\hat{\mathbf{a}}_{U,i}^{(n)}} - \sigma_0^2 \mathbf{I} \right) \frac{1}{\hat{\mathbf{B}}_{\hat{\mathbf{a}}_{U,i}^{(n)}}} \left( \begin{bmatrix} \hat{\mathbf{B}}_{\hat{\mathbf{a}}_{U,i}^{(n)}} \end{bmatrix}^H \frac{1}{\hat{\mathbf{B}}_{\hat{\mathbf{a}}_{U,i}^{(n)}}} \right)^{-1},
\]
localization on orthogonal time-frequency resources. Second, for the uniform rectangular array, using the MUSIC technique requires the exhaustive search for AoAs in a two-dimensional plane. To avoid the high complexity, we combine the use of the TLS-ESPRIT and MUSIC techniques such that the AOAs can be searched only within a \((K + 1)^2\)-element set. Third, during the ISAC period, the semi-passive sub-IRS suffers interference from the reflection of the passive sub-IRS. Note that such interference issue is caused by the new IRS architecture, and does not exist in the traditional location sensing. To eliminate this interference, an effective interference cancellation method is proposed. Fourth, in order to estimate multiple users’ locations simultaneously, we propose an AoA matching algorithm such that multiple users’ locations can be estimated on the same time-frequency resources. While most existing AoA-based location sensing algorithms consider that multiple users’ locations are estimated on orthogonal time-frequency resources.

IV. SENSING-BASED JOINT ACTIVE AND PASSIVE BEAMFORMING

In this section, we propose two sensing-based beamforming algorithms to maximize the sum rate for the ISAC and PC periods, respectively, by capitalizing on the users’ locations sensed in the ISAC period.

A. ISAC Period

In the ISAC period, we first design the BS combining vectors by adopting the maximum ratio combining (MRC) technique, and then propose an estimation of distribution algorithm (EDA) based beamforming method to optimize the phase shift matrix of the passive sub-IRS.

During the \(n\)-th time block of the ISAC period, the sum rate of \(K\) users is given by

\[
R_{\text{sum}}(W^{(n)}, \Theta_1^{(n)}) = \sum_{k=1}^{K} \log_2 \left( 1 + \frac{\rho \sum_{j \neq k} \left| \sum_{n=1}^{N} H_{\text{12B1},j}^{(n)} W^{(n)} H_{\text{12B1},k}^{(n)} \right|^2}{\rho \sum_{j \neq k} \left| \sum_{n=1}^{N} H_{\text{12B1},j}^{(n)} W^{(n)} H_{\text{12B1},k}^{(n)} \right|^2 + \sigma_0^2} \right),
\]

where the combining matrix \(W^{(n)}\) is defined as \(W^{(n)} \triangleq [w_1^{(n)}, \ldots, w_K^{(n)}]\). As such, the sum rate maximization problem is formulated as

\[
(P1): \max_{W^{(n)}, \Theta_1^{(n)}} R_{\text{sum}}(W^{(n)}, \Theta_1^{(n)}),
\]

\[
\text{s.t. } \left\| w_k^{(n)} \right\| = 1,
\]

\[
g_{1,m}^{(n)} \in F_b, m = 1, \ldots, M_1.
\]

1) BS Combining Vectors Optimization: With the given phase shift matrix \(\Theta_1^{(n)}\), the problem (P1) can be reduced to the optimization of \(W^{(n)}\). By adopting the MRC technique, we obtain the combining vector for the \(k\)-th user as

\[
w_k^{(n)} = \frac{H_{\text{12B1},1}^{(n)} \Theta_1^{(n)} H_{\text{12B1},k}^{(n)}}{|H_{\text{12B1},1}^{(n)} \Theta_1^{(n)} H_{\text{12B1},k}^{(n)}|}.
\]

Since the locations of the BS and all the sub-IRSs are fixed, we consider that \(H_{\text{12B1},i}^{(n)}\) is perfectly known. Although \(H_{\text{12B1},i}^{(n)}\) is unavailable due to the phase ambiguity of its complex channel gain \(\alpha_{12B1,i}\), this phase ambiguity would not affect the calculation of \(R_{\text{sum}}\). Therefore, we define \(H_{\text{12B1},i}^{(n)} \triangleq |\alpha_{12B1,i}| [\alpha_{12B1,i}, A_1(n), A_2(n), A_3(n)], \) and design \(w_k^{(n)}\) as (55) shown at the bottom of the next page. Due to \(\|w_k^{(n)}\| = 1\), (56) shown at the bottom of the next page, can be easily verified. Substituting (56) into (55) yields \(w_k^{(n)} = \frac{1}{N} a(u_{12B1})\). Therefore, for any \(\Theta_1^{(n)}\), we obtain \(W^{(n)}\) as

\[
W^{(n)} = \frac{1}{N} [a(u_{12B1}), \ldots, a(u_{12B1})] \in \mathbb{C}^{N \times K}.
\]

2) IRS Phase Shift Matrix Optimization: With the given combining matrix \(W^{(n)}\), the problem (P1) can be simplified to the optimization of \(\Theta_1^{(n)}\). Since the user location information is unavailable in the first time block, \(\Theta_1^{(1)}\) is randomly generated. Therefore, in the following, we only focus on the design of \(\Theta_1^{(2)}\) in the second time block by invoking the users’ locations sensed in the first time block.

First, we set the probability matrix corresponding to \(\Theta_1^{(2)}\) as \(P_{1}^{(2)} = [P_{1,1}^{(2)}, \ldots, P_{1,m}^{(2)}, \ldots, P_{1,M_1}^{(2)}] \in \mathbb{C}^{M_1 \times M_1}\), where \(P_{1,m}^{(2)} = [p_{1,m,1}^{(2)}, \ldots, p_{1,m,2^b}^{(2)}]\) denotes the probability parameter for \(i_{1,m}^{(2)}\), with its entry \(p_{1,m,l}^{(2)}\) satisfying the probability constraints \(0 \leq p_{1,m,l}^{(2)} \leq 1\) and \(\sum_{l=1}^{2^b} p_{1,m,l}^{(2)} = 1\). Subsequently, we consider that \(i_{1,m}^{(2)}\) takes a value from \(F_b\) with an equal probability at first, and initialize the probability matrix as \(P_{1}^{(2),0} = \frac{1}{2^b} \times 1_{2^b \times M_1}\). Then, in the \(i\)-th iteration, we randomly generate \(S_{\text{ISAC}}\) candidates \(\{\Theta_{1,s}^{(2)}, s = 1, \ldots, S_{\text{ISAC}}\}\) according to the probability distribution function given by

\[
\Xi(\Theta_1^{(2)}, P_1^{(2),i}) = \prod_{m=1}^{M_1} \left( \prod_{l=1}^{2^b-1} \left( \prod_{i=1}^{p_{1,m,l}^{(2),i}} \Gamma(i_{1,m}^{(2)}, F_b(l)) \right) \right) \times \left( 1 - \prod_{l=1}^{2^b-1} \left( \prod_{i=1}^{p_{1,m,l}^{(2),i}} \Gamma(i_{1,m}^{(2)}, F_b(l)) \right) \right),
\]

where \(F_b(l)\) denotes the \(l\)-th entry of \(F_b\), and \(\Gamma(\nu_{1,m}^{(2)}, F_b(l))\) is a judge function given by

\[
\Gamma(\nu_{1,m}^{(2)}, F_b(l)) = \begin{cases} 1, & \nu_{1,m}^{(2)} = F_b(l) \\ 0, & \nu_{1,m}^{(2)} \neq F_b(l) \end{cases}.
\]

For each phase shift matrix candidate \(\Theta_1^{(2),s}\), we calculate the corresponding sum rate

\[
R_{\text{sum}}(\Theta_1^{(2),s})
\]
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largest sum rates in $h_{\hat{u}_21,1,k}^\epsilon$ and $\text{diag} = P$ according to (64).

\[ = \sum_{k=1}^{K} \log_2 \left( 1 + \rho \frac{w_k^{(2)} H_{12B,1} \Theta_1^{(2)} S_{\text{abs},1,k}^1}{\sigma_0^2} \right), \tag{60} \]

where

\[ h_{\text{abs},1,k}^\epsilon = \hat{u}_21,1,k \begin{pmatrix} \frac{\hat{u}_21,1,k}{\hat{u}_21,1,k} \\ 1 \end{pmatrix} b_1 \begin{pmatrix} A_{\text{abs},1,k} \\ A_{\text{abs},1,k} \end{pmatrix}, \quad n = 1, 2, \tag{61} \]

\[ A_{\text{abs},1,k} = \frac{\hat{u}_21,1,k}{\theta_1}, \quad v_{\text{abs},1,k} = \frac{\hat{u}_21,1,k}{v_{\text{abs},1,k}}, \tag{62} \]

\[ h_{\text{abs},1,k}^\epsilon = 10 \frac{\eta_{\text{abs},1,k}^\epsilon}{\eta_{\text{abs},1,k}^\epsilon} \left( \frac{P}{L(d_0) + 10 \log_{10} \frac{2}{n_0}} \right). \tag{63} \]

After that, we sort $\mathcal{R}_{\text{ISAC}} = \{ R_{\text{sum}}(\Theta_1^{(2,s)}, \hat{u}_21,1,k) \}_{s=1}^S_{\text{ISAC}}$ in descending order and select the $S_{\text{elite}}$ phase shift matrix samples corresponding to the $S_{\text{elite}}$ largest sum rates in $\mathcal{R}_{\text{ISAC}}$, i.e., $\Theta_1^{(2,s_q)}, s_q = 1, \ldots, S_{\text{elite}}$. Based on the selected $S_{\text{elite}}$ samples, we update the probability matrix in the $(i + 1)$-th iteration of $P_1^{(2)}$ with its elements given by

\[ p_{1,m,l}^{(2),i+1} = \frac{1}{S_{\text{elite}}} \sum_{s_q = 1}^{S_{\text{elite}}} \Gamma \left( \hat{\phi}_1^{(2)}, s_q, \mathcal{F}_b(l) \right), \]

\[ m = 1, \ldots, M_1, l = 1, \ldots, \nu. \tag{64} \]

Repeat the above process until the difference between the maximum and minimum of $\mathcal{R}_{\text{ISAC}}$ is less than the threshold $\kappa$, which indicates that $P_1^{(2)}$ is stable. The procedures of the beamforming algorithm in the second time block of the ISAC period are summarized in Algorithm 3.

**B. PC Period**

During the PC period, all three sub-IRSs operate in the reflecting mode to assist uplink transmission, and the sum rate of $K$ users can be expressed as

\[ R_{\text{sum}}(W(t), \Theta(t)) = \sum_{k=1}^{K} \log_2 \left( 1 + \frac{\rho}{\sigma_0^2} \frac{w_k^{H} H_{12B,1} \Theta(t) h_{21,1,k}^\epsilon}{\sigma_0^2} \right), \tag{65} \]

where $W(t)$ is defined as $W(t) = [w_1(t), \ldots, w_K(t)]$. As such, the sum rate maximization problem is formulated as

\[ \max_{W(t), \Theta(t)} R_{\text{sum}}(W(t), \Theta(t)), \tag{66a} \]

\[ \text{s.t. } \|w_k(t)\| = 1, \quad \hat{\phi}_{1,m}(t) \in \mathcal{F}_b, m = 1, \ldots, M_1, \quad i = 1, 2, 3. \tag{66b} \]

Algorithm 3: Sensing-Based Beamforming for the Second Time Block of the ISAC Period.

**Input:** $K_{(1)}, H_{12B,1}, S_{\text{ISAC}}, S_{\text{elite}}_{\text{ISAC}}, \mathcal{F}_b$.

1. Initialize $P_1^{(2),0} = \frac{1}{\mathcal{F}_b} \times 1_{2^b \times M_1}$ and $i = 1$.
2. Calculate $W^{(2)}$ based on the MRC method.
3. **repeat**
   4. Randomly generate $S_{\text{ISAC}}$ candidates $\{ \Theta^{(2,s_q)}_{1,s_q} \}_{s_q=1}^{S_{\text{ISAC}}}$ based on $\mathcal{E}(\Theta_1^{(2)}, P_1^{(2)})$.
   5. Calculate the sum rate $\{ R_{\text{sum}}(\Theta^{(2,s_q)}_{1,s_q}) \}_{s_q=1}^{S_{\text{ISAC}}}$ by (60).
   6. Sort $\mathcal{R}_{\text{ISAC}} = \{ R_{\text{sum}}(\Theta^{(2,s_q)}_{1,s_q}) \}_{s_q=1}^{S_{\text{ISAC}}}$ in descending order.
   7. Select $S_{\text{elite}}$ phase shift matrix samples corresponding to the $S_{\text{elite}}$ largest sum rates in $\mathcal{R}_{\text{ISAC}}$.
   8. Update $P_1^{(2),i+1}$ according to (64).
   9. Let $i \rightarrow i + 1$.
10. **until** $|\max(\mathcal{R}_{\text{ISAC}}) - \min(\mathcal{R}_{\text{ISAC}})| < \kappa$.

**Output:** $\Theta^{(2),\text{opt}}_{1,s_q} = \text{diag}(\xi^{(2),\text{opt}}_{1,s_q}) = \Theta^{(2),1}$, $W^{(2),\text{opt}} = W^{(2)}$.

where $W(t)$ is defined as $W(t) = [w_1(t), \ldots, w_K(t)]$. As such, the sum rate maximization problem is formulated as

\[ \max_{W(t), \Theta(t)} R_{\text{sum}}(W(t), \Theta(t)), \tag{66a} \]

\[ \text{s.t. } \|w_k(t)\| = 1, \quad \hat{\phi}_{1,m}(t) \in \mathcal{F}_b, m = 1, \ldots, M_1, \quad i = 1, 2, 3. \tag{66b} \]

Note that the calculation of the sum rate involves $h_{21,1,k}^\epsilon$, which is unavailable due to the phase ambiguity of $\alpha_{U21,1,k}$. Hence, during the first $C$ time slots of the PC period ($C \ll T_2$), we set $W(t) = \hat{W}_{\text{opt}}^{(2)}$ and $\Theta(t) = \text{diag}(\xi(t))$ in time slot $t \in \mathcal{T}_C = \{ T_1 + 1, \ldots, T_1 + C \}$, where $\xi(t) = [\xi^{(2),\text{opt}}_1^T, \xi^{(2),\text{opt}}_2^T, \xi^{(2),\text{opt}}_3^T]^T$, and $\xi(t)$ is randomly generated phase shift beam of the $i$-th $i = (2, 3)$ sub-IRS.

With the received signal strength obtained in the first $C$ time slots of the PC period and the users’ locations estimated in the ISAC period, the phase ambiguity of $\alpha_{U21,1,k}$ can be removed, which enables the sum rate calculation in the remaining time slots of the PC period. As such, in the remaining time slots of the PC period, we propose a joint active and passive beamforming algorithm to solve the sum rate maximization problem (P2), by combining the use of zero-forcing (ZF) and EDA-based techniques.
1) Remove the Phase Ambiguity of $\Theta_{U2I,i,k}$: We first reformat $h_{U2I,k}$ as

$$h_{U2I,k} = \begin{bmatrix} e^{j\psi_{1,k}} h_{abs,1,k}^{T}, e^{j\psi_{2,k}} h_{abs,2,k}^{T}, e^{j\psi_{3,k}} h_{abs,3,k}^{T} \end{bmatrix}^{T}$$

$$= e^{j\psi_{1,k}} h_{abs,1,k}^{T} e^{j\Delta_{2,k}} h_{abs,2,k}^{T} e^{j\Delta_{3,k}} h_{abs,3,k}^{T},$$

where $h_{abs,i,k} = |\alpha_{U2I,i,k}| b_i u_{U2I,i,k}$ and $\psi_i$ denotes the phase of $\alpha_{U2I,i,k}$. In the following, we try to estimate $\Delta_{i,k}$ ($i \in \{2,3\}$ and $k \in \{1, \ldots, K\}$), by exploiting the BS received signal strength obtained during the first $C$ time slots of the PC period. Define

$$D \triangleq \begin{bmatrix} \Delta_{2,1}, \ldots, \Delta_{2,2}, \ldots, \Delta_{2,K} \\ \Delta_{3,1}, \ldots, \Delta_{3,2}, \ldots, \Delta_{3,K} \end{bmatrix},$$

and assume that $\Delta_{i,k}$ belongs to the set $\mathcal{F}_\Delta = \{0, \frac{2\pi}{\Delta_0}, \ldots, \frac{2\pi}{\Delta_0} \}$, where $\Delta_0$ is the bit-quantization number, and $\Delta_{i,k}$ is approximately a continuous phase shift when $b_\Delta$ is sufficiently large. Based on this assumption, $D$ has $4^K$ possible values (i.e., $D \triangleq \{D \mid \Delta_{i,k} \in \mathcal{F}_\Delta, i = 2, 3, k = 1, \ldots, K\}$). For each possible value $D \in \mathcal{D}$, the corresponding BS received signal strength in time slot $t \in T_c$ can be calculated as

$$P(d, \Theta(t)) = \sum_{k=1}^{K} \rho \left| \hat{w}_k^H(t) H_{12B} \Theta(t) \hat{h}_{\Delta,k} \right|^2 + \sigma_0^2, t \in T_c,$$

where $\hat{h}_{\Delta,k} = [\hat{h}_{abs,1,k}^{(2),T}, e^{j\Delta_{2,k}} \hat{h}_{abs,2,k}^{(2),T}, e^{j\Delta_{3,k}} \hat{h}_{abs,3,k}^{(2),T}]^{T}$. Then, compare the possible BS received signal strength $P(d, \Theta(t))$ with the BS received signal strength $P(\Theta(t))$ obtained during the first $C$ time slots of the PC period, and define

$$f(D) = \sum_{t \in T_c} |P(d, \Theta(t)) - P(\Theta(t))|.$$

As such, $\Delta_{i,k}$ can be estimated as

$$\hat{\Delta}_{i,k} = \arg\min_{D \in D} f(D), i = 2, 3, k = 1, \ldots, K.$$

2) Joint Active and Passive Beamforming: First, we set the probability matrix corresponding to $\Theta(t)$ as

$$P = [p_1, \ldots, p_m, \ldots, p_M] \in \mathbb{C}^{2^b \times M},$$

where $p_m = [p_{m,1}, \ldots, p_{m,2^b}]^{T}$ denotes the probability parameter for $\vartheta_m$, with its entry $p_{m,j}$ satisfying the probability constraints $0 \leq p_{m,t} \leq 1$ and $\sum_{j=1}^{2^b} p_{m,j} = 1$. Subsequently, before the first iteration, we consider that $\vartheta_m$ takes a value from $\mathcal{F}_b$, with an equal probability, and initialize $D^0 = \frac{1}{2^b} \times 1_{2^b \times M}$. Then, in the $i$-th iteration, we randomly generate $S_{\text{PC}}$ candidates $\{\Theta^*(t)\}_{i=1}^{S_{\text{PC}}}$ according to the probability distribution function given by

$$\Xi(\Theta(t); P^i) = \prod_{m=1}^{M} \left( \prod_{l=1}^{2^b-1} \left( p_{m,l} \right)^{\Gamma(\vartheta_m(t), \mathcal{F}_b(l))} \right).$$

For each $\Theta^*(t)$, we define the corresponding effective channel as $H_{eq}^x = H_{12B} \Theta^*(t) \hat{H}_\Delta \in \mathbb{C}^{N \times K}$, where

$$\hat{H}_\Delta = \begin{bmatrix} \hat{h}_{\Delta,1}, \ldots, \hat{h}_{\Delta,k}, \ldots, \hat{h}_{\Delta,K} \end{bmatrix},$$

$$\hat{h}_{\Delta,k} = [\hat{h}_{abs,1,k}^{(2),T}, e^{j\Delta_{2,k}} \hat{h}_{abs,2,k}^{(2),T}, e^{j\Delta_{3,k}} \hat{h}_{abs,3,k}^{(2),T}]^{T}. \quad (73)$$

Then, following the ZF technique, we compute

$$\hat{W}_s^*(t) = \frac{[\hat{w}_1^*(t), \ldots, \hat{w}_N^*(t),]^{T}}{\hat{W}_s(t)}.$$

Based on which, the combining vector for the $k$-th user is calculated as

$$w_k^*(t) = \frac{\hat{w}_k(t)}{||\hat{w}_k(t)||}.$$

As such, the sum rate for each phase shift matrix candidate $\Theta^*(t)$ can be calculated as

$$R_{\text{sum}}(\Theta^*(t)) = \sum_{k=1}^{K} \log_2 \left( 1 + \frac{\rho \left| \hat{w}_k^H(t) H_{12B} \Theta^*(t) \hat{h}_{\Delta,k} \right|^2}{\rho \sum_{j \neq k} \left| \hat{w}_j^H(t) H_{12B} \Theta^*(t) \hat{h}_{\Delta,j} \right|^2 + \sigma_0^2} \right). \quad (77)$$

Next, we sort $R_{\text{PC}} = \{R_{\text{sum}}(\Theta^*(t))\}_{k=1}^{S_{\text{PC}}}$ in descending order and select $S_{\text{elite}}$ phase shift matrix samples corresponding to the $S_{\text{elite}}$ largest sum rates in $R_{\text{PC}}$, i.e., $\Theta_{s_1}, \ldots, \Theta_{s_{S_{\text{elite}}}}$. Based on the selected $S_{\text{elite}}$ samples, we update the probability matrix in the $(i+1)$-th iteration as $P^{i+1}$ with its elements given by

$$p_{m,l}^{i+1} = \frac{1}{S_{\text{elite}} \sum_{s_q=1}^{S_{\text{elite}}}} \Gamma(\hat{\vartheta}_{m,q}^*(t), \mathcal{F}_b(l)), \quad m = 1, \ldots, M, l = 1, \ldots, 2^b. \quad (78)$$

Repeat the above process until the difference between the maximum and minimum of $R_{\text{PC}}$ is less than the threshold $\kappa$. The detailed process of the beamforming algorithm in the PC period is given by Algorithm 4.

**Complexity analysis:** The computational complexity of Algorithm 3/Algorithm 4 is mainly determined by the calculation of (60)/(77) and the number of generated candidates per iteration. As such, the complexity of Algorithm 3 and Algorithm 4 are $O(K^2 M^2 N_S_{\text{ISC}})$ and $O(K^2 M^2 N S_{\text{PC}})$, respectively.

**Convergence analysis:** The proposed two beamforming algorithms are based on the EDA method, which has been proven in [37] to converge when $b = 1$. For $b > 1$, it is difficult to theoretically prove its convergence. In this case, we will provide some simulation results in the latter section to verify the convergence of the proposed beamforming algorithms.
Algorithm 4: Sensing-Based Beamforming Algorithm for the PC Period.

**Input:** $\mathcal{K}^{(2)}$, $\mathbf{H}_{12B}$, $S_{PC}$, $S_{opt}^{(t)}$, $\mathcal{F}_b$.

1: Initialize $\mathbf{P}^0 = \frac{1}{\pi} \times 1_{M \times M}$, and $i = 1$.
2: Estimate $\Delta_{i,k}$ according to (71).
3: repeat
4: Randomly generate $S_{PC}$ candidates $\{\Theta^t(\bar{q})\}_{s=1}^{S_{PC}}$ based on $\mathcal{E}(\Theta(t); \mathbf{P}^i)$.
5: Calculate $\mathbf{W}^i(t)$ based on the ZF method.
6: Calculate the sum rate $R_{\text{sum}}(\Theta^t(\bar{q}))$ by (77).
7: Sort $\mathcal{R}_{PC} = \{R_{\text{sum}}(\Theta^t(\bar{q}))\}_{s=1}^{S_{PC}}$ in descending order.
8: Select $S_{\text{elite}}^i$ phase shift matrix samples corresponding to the $S_{\text{elite}}^i$ largest sum rate in $\mathcal{R}_{PC}$.
9: Update $\mathbf{P}^{i+1}$ based on (78).
10: Let $i \rightarrow i + 1$.
11: until $|\max(\mathcal{R}_{PC}) - \min(\mathcal{R}_{PC})| < \kappa$.

**Output:** $\Theta^{i^*}(t) = \Theta^i(t)$, $\mathbf{W}^{i^*}(t) = \mathbf{W}^i(t)$

Remark 3: It is worth noting that the proposed two beamforming algorithms for both ISAC and PC periods are based on sensed location information instead of perfect CSI, which avoids high channel estimation overhead in the IRS-aided system.

V. EXTENSION TO THE GENERAL MULTI-IRS CASE

The proposed IRS-enabled multi-user ISAC system can be extended to the general case with $A$ passive sub-IRSs and $B$ semi-passive sub-IRSs where $A \geq 1$ and $B \geq 2$. For localization, during the ISAC period, by utilizing the proposed AoA estimation scheme in Section III-A, the effective AoA pairs corresponding to multiple users can be estimated at $B$ semi-passive sub-IRSs. Then, with the $B \times K$ pairs of effective AoAs, we combine the path loss estimation method and the AoA matching algorithm in Section III-B with the least square estimation technique such that the $B \times K$ pairs of effective AoAs can be fully used to achieve a high positioning accuracy. For communication, in both the ISAC and PC periods, by exploiting the sensed users’ locations, we combine the use of ZF and EDA techniques (see Section IV-B) to design the joint active and passive beamforming such that better communication performance can be achieved.

VI. SIMULATION RESULTS

In this section, numerical results are provided to demonstrate the effectiveness of the proposed multi-user location sensing and joint beamforming algorithms as well as to investigate the performance of the IRS-enabled multi-user ISAC system. The simulation setup is shown in Fig. 5, where $K$ users are distributed on a ninety-degree sector of the horizontal floor. The BS is 20 meters (m) above the horizontal floor, and the three sub-IRSs are respectively 5 m, 7 m, and 9 m above the horizontal floor. The distances from the BS to the second sub-IRS and from the second sub-IRS to the users are set to be $d_{B21,2} = 50$ m and $d_{B2U,2} = 10$ m, respectively. The path loss at the reference distance of 1 m is set as 30 dB. Other system parameters are set as follows: $K = 3$, $N = 8$, $M_1 = 32 \times 32$, $M_2 = M_3 = M_{\text{semi}} = 12 \times 12$, $T = 1200$, $T_1 = 120$, $\tau_1 = 20$, $e_{12B} = 2.3$, $e_{U21} = 2.2$, $e_{21} = 2.1$, $b = 3$, $d_{\Delta} = 4$, $S_{\text{ISAC}} = 1500$, $S_{\text{ISAC}} = 300$, $S_{PC} = 2000$, $S_{\text{elite}} = 400$, $\kappa = 10^{-4}$, $C = 4$, $\rho = 20$ dBm and $\sigma_0^2 = -80$ dBm (if not specified otherwise).

A. Performance of Multi-User Location Sensing

Without loss of generality, we focus on the localization during the first time block of the ISAC period. We adopt the root mean square error (RMSE) to measure the performance of localization,

$$\varepsilon = \frac{1}{K} \sum_{k=1}^{K} \left\| \hat{\mathbf{u}}_{u,k} - \mathbf{u}_{u,k} \right\|^2.$$  

(79)

Fig. 6 shows the RMSE of the estimated users’ locations versus the transmit power. For comparison, the 2D-MUSIC algorithm is presented, where the AoA pairs are determined by exhaustive search in a $2^{16}$-element set $\mathcal{G} = \{(u - \pi, v - \pi) \mid u, v \in \mathcal{F}_b\}$. It is obvious that the proposed algorithm performs much better than the 2D-MUSIC algorithm. On the one hand, as the transmit power increases, the localization accuracy of the proposed algorithm improves significantly, while that of the 2D-MUSIC algorithm improves at first and soon
achieves the error floor due to the limitation of the exhaustive search's precision. On the other hand, with the AoA quantization accuracy of \( G \) bits, the 2D-MUSIC algorithm requires \( 2^{2G} \) AoA searches, while the proposed algorithm only requires \((K + 1)^2\) AoA searches, which significantly reduces the complexity of localization. In addition, increasing the number of users leads to a lower localization accuracy. For instance, the localization accuracy is reduced by six times as the number of users increases from 2 to 3. This is because, with a given number of semi-passive elements, the path discrimination capability of the semi-passive IRS is fixed. With more users, the semi-passive sub-IRS has to distinguish more user-IRS paths, which would reduce the accuracy of the estimated effective AoAs corresponding to each user-IRS path.

Fig. 7 presents the RMSE of the estimated users' locations versus the sensing time (i.e., \( \tau_1 \)) with different user-IRS distances. For all three configurations of user-IRS distances, the RMSE of the estimated users' locations decreases as the sensing time becomes larger. This is because collecting more data can help suppress the adverse effect of noise, thereby improving the localization accuracy. Besides, the localization accuracy degrades with the increase of the user-IRS distance. This performance degradation can be compensated by increasing sensing time. For instance, when \( d_{1,121,2} \) increases from 10 m to 15 m, the RMSE remains unchanged at \( 10^{-2} \) by increasing \( \tau_1 \) from about 20 to 90.

Finally, in Fig. 8, we illustrate the cumulative distribution function of the RMSE by considering that all users are randomly distributed in a square centered at (4 m, 0 m, 0 m) with the side length of 10 m. For all three configurations of numbers of semi-passive elements, the proposed multi-user location sensing algorithm achieves a high positioning accuracy of at least 3 cm with the probability of 90\%. Moreover, by increasing the number of semi-passive elements to 400, a millimeter-level localization accuracy is achieved with the probability of 90\%, due to a high spatial resolution.

### B. Performance of the Proposed Sensing-Based Beamforming Algorithms

In this subsection, numerical results are presented to illustrate the effectiveness and convergence of the proposed beamforming algorithms in the ISAC and PC periods, respectively. For comparison, the alternating optimization (AO) algorithm [12] with continuous phase shifts and perfect CSI, the low complexity local search (LS) algorithm [14] with perfect CSI, as well as the random phase shift algorithm are presented as three benchmarks for both ISAC and PC periods. In addition, the ZF-based beamforming algorithm is presented as a benchmark for the ISAC period, to demonstrate the advantage of the proposed MRC-based beamforming algorithm in the ISAC period. The sum rates in the ISAC and PC periods are respectively defined as

\[
\bar{R}_{\text{ISAC}} = \mathbb{E} \{ R(t) \}, t \in \{1, 2, \ldots, T_1 \}, \tag{80}
\]

\[
\bar{R}_{\text{PC}} = \mathbb{E} \{ R(t) \}, t \in \{T_1 + 1, T_1 + 2, \ldots, T_1 + T_2 \}. \tag{81}
\]

Fig. 9(a) and (b) compare the sum rates of different beamforming algorithms versus the number of IRS elements operating in the reflecting mode. It is obvious that the proposed algorithm with discrete phase shifts and sensed location information is superior to the LS algorithm and the random phase shift algorithm, and even achieves comparable performance to the AO algorithm with continuous phase shifts and perfect CSI. Moreover, with the increase of the number of IRS elements, all beamforming algorithms except for the random phase shift algorithm achieve significant performance gains, especially in the case of a small number of IRS elements. For the proposed algorithm and the AO algorithm, the sum rate achieved in the PC period is much larger than that achieved in the ISAC period even with the same number of IRS elements operating in the reflecting mode. This is because there are more distributed sub-IRSs assisting uplink data transmission in the PC period, thereby providing a larger spatial multiplexing gain. In contrast, the LS algorithm and the random phase shift algorithm perform worse in the PC period, thus are not suitable for multiple IRS scenarios. In addition, we can observe from Fig. 9(a) that the proposed MRC-based beamforming algorithm for the ISAC period performs slightly better than the ZF-based beamforming algorithm. This is because the channel between the BS and IRS is rank-one with only one passive sub-IRS used for communication during the ISAC period. As such, the multi-user interference can not be effectively eliminated by using the ZF-based beamforming algorithm.
algorithm, leading to worse communication performance than the proposed MRC-based beamforming algorithm.

Fig. 10(a) and (b) compare the sum rates of different beamforming algorithms versus the user number $K$, where we set the total transmit power of $K$ users to be 20 dBm (i.e., $K\rho = 20$ dBm) and $M_{\text{semi}} = 16 \times 16$. In both ISAC and PC periods, the performance of all four beamforming algorithms degrades with the increase of the user number, especially for the LS algorithm. For the AO algorithm, the LS algorithm as well as the random phase shift algorithm, this performance degradation is due to more inter-user interference, while for the proposed beamforming algorithm, this performance degradation is due to both more inter-user interference and less accurate sensed users’ locations.

Fig. 11(a) and (b) illustrate the convergence of the proposed beamforming algorithms with different numbers of IRS elements and bit-quantization numbers. We can observe that the proposed two beamforming algorithms converge for any number of IRS elements and quantization bits. Adding more IRS elements decreases the convergence speed, due to the increased number of optimization variables. Also, as the bit-quantization number increases, the convergence speed becomes slower, due to the enlarged searching region of IRS phase shifts.

**C. Performance of the IRS-Enabled Multi-User ISAC System**

Fig. 12 illustrates the sum rate in the ISAC period versus $\tau_1/T_1$ with different values of $\rho$, where we set $T_1 : T = \frac{1}{15}$ and $T = 2000$. The optimal ratio of time allocation indicates that, it is desirable to allocate a small portion of time slots to the first time block and more time slots to the second time block. This is because the CSI is unavailable in the first time block, while location information is available in the second time block, which can be used for more effective beamforming design. Moreover, the optimal ratio $\tau_1/T_1$ decreases with the transmit power. With a larger transmit power, the positioning accuracy is sufficiently high and thus it is unnecessary to allocate too much time to the first time block. However, with too little time allocated to the first time block, the communication performance would degrade significantly, due to the fact that low-accuracy localization in the first time block would affect the effectiveness of beamforming design in the second time block.

Fig. 13 presents the sum rate in the whole transmission period versus the ratio $T_1/T$ with different $\rho$, where $\tau_1/T_1 = \frac{1}{15}$, $T = 1000$, and the sum rate is defined as

$$\bar{R} = \mathbb{E}\{R(t)\}, t \in \{1, 2, \ldots, T_1 + T_2\}. \tag{82}$$

The optimal ratio decreases as the transmit power becomes larger. For instance, with a lower power of $-5$ dBm, the optimal
$T_1/T$ is about 1, which indicates that simultaneous location sensing and communication should be conducted during the whole transmission period. As the transmit power increases to 5 dBm, the optimal $T_1/T$ drops to 0.2. With the highest transmit power of 25 dBm, the optimal ratio approaches 0. This is because with high transmit power, an enough high sensing accuracy can be achieved in a short time.

Finally, Fig. 14 shows the trade-off between the communication performance and localization performance of the ISAC period with different values of $\rho$, where we set $T_1 : T = \frac{1}{70}$ and $T = 2000$. We can observe that for all three configurations of transmit power, the communication-localization curve includes three regions. Specifically, in region 1, the localization performance is nearly saturated. Despite sacrificing the communication performance a lot, a little localization performance gain can be obtained. For example, when $\rho = 10$ dBm, sacrificing the sum rate from 9.5 bits/s/Hz to 2 bits/s/Hz, the localization accuracy can only be improved by less than twice. In region 2, the communication performance and the localization performance are properly balanced, and sacrificing the performance of one can effectively enhance that of another. For example, when $\rho = 20$ dBm, sacrificing the sum rate from 15.1 bits/s/Hz to 11.6 bits/s/Hz can achieve 10 times higher localization accuracy. In region 3, the location sensing accuracy is too low to promise the effectiveness of the sensing-based beamforming design, thus leading to an unsatisfying communication performance. Hence, in this scenario, it is suggested to allocate more resources to localization for promising good performance of both communication and localization.
VII. CONCLUSION

In this paper, we proposed an IRS-enabled multi-user ISAC framework, and designed its working process, including the transmission protocol, multi-user location sensing as well as joint active and passive beamforming. Specifically, we first designed an ISAC transmission protocol, where the considered transmission period consists of the ISAC period for multi-user simultaneous communication and localization and the PC period for uplink data transmission. Then, we proposed a multi-user location sensing algorithm, by using uplink communication signals sent by multiple users to the BS. Based on the sensed users’ locations, two novel beamforming algorithms were proposed to maximize the sum rate for the ISAC period and the PC period, respectively. Numerical results demonstrated that the proposed multi-user location sensing algorithm can provide millimeter-level accuracy with a high probability of 90%. By increasing the number of semi-passive elements or sensing time, the positioning accuracy can be further improved. Moreover, despite imperfect CSI and discrete phase shifts, the proposed two sensing-based beamforming algorithms achieve comparable performance to the benchmark with perfect CSI and continuous phase shifts, demonstrating the effectiveness of beamforming designs using sensed location information. In addition, we have investigated the overall communication performance of the IRS-enabled ISAC system, and numerical results showed that the optimal time ratio of the ISAC period to the PC period decreases with the increase of transmit power, indicating that less time should be allocated to the ISAC period when transmit power is high.
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