A high-order discontinuous Galerkin method for the poro-elasto-acoustic problem on polygonal and polyhedral grids
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Abstract

The aim of this work is to introduce and analyze a finite element discontinuous Galerkin method on polygonal meshes for the numerical discretization of acoustic waves propagation through poroelastic materials. Wave propagation is modeled by the acoustics equations in the acoustic domain and the low-frequency Biot’s equations in the poroelastic one. The coupling is introduced by considering (physically consistent) interface conditions, imposed on the interface between the domains, modeling both open and sealed pores. Existence and uniqueness is proven for the strong formulation based on employing the semigroup theory. For the space discretization we introduce and analyze a high-order discontinuous Galerkin method on polygonal and polyhedral meshes, which is then coupled with Newmark-β time integration schemes. A stability analysis both for the continuous problem and the semi-discrete one is presented and error estimates for the energy norm are derived for the semidiscrete problem. A wide set of numerical results obtained on test cases with manufactured solutions are presented in order to validate the error analysis. Examples of physical interest are also presented to test the capability of the proposed methods in practical cases.

1 Introduction

The paper deals with the mathematical model and numerical analysis of the coupled poro-elasto-acoustic differential problem modeling an acoustic/sound wave impacting a poroelastic medium and consequently propagating through it. Coupled poro-elasto-acoustic problems model the combined propagation of pressure and elastic waves through a porous material. Pressure waves propagate through the saturating fluid inside pores, while acoustic ones through the porous skeleton. The theory of propagation of acoustic waves with application to poroelasticity has been developed mainly by Biot [14] in 1956, by introducing general equations and proposing different ways to treat coupling between acoustic and poro-elastic domains. Pioneering advances of Biot’s theory concerned with slow compressional waves, whose study carried on the analysis on fast compressional waves, introduced in 1944 by Frenkel. Coupled poro-elasto-acoustic models find application in many science and engineering fields. For example, in acoustic engineering, for the study of sound propagation through acoustic panels, whose main intent is to intercept and absorb acoustic waves for noise reduction [41]; in civil engineering, for the study of passive control and vibroacoustics, where plastic foams and fibrous or granular materials are mainly used with this intent [29]; in aeronautical engineering, where
air-saturated porous materials are employed [20]; in biomedical engineering, for the study of ultrasound propagation throughout bones to diagnose osteoporosis and study its evolution [26] and to model soft tissues deformation, such as the heart tissue [27], the skin [33] and the aortic tissue [28]. Poro-elasto-acoustic models find a wide strand of literature also in computational geosciences: we refer the reader to [19] for a comprehensive review.

In order to model the poroelastic domain, the concept of pores is necessary. Pores can be seen as “holes” in the (elastic) material where a fluid is able to move. They can be classified into open and sealed (closed) pores: the first ones share a part with the outer surface of the material, while the latter ones are totally locked in, as shown in fig. 1a below. From the modeling viewpoint, the difference between them is the way in which interface conditions between acoustic and poroelastic domains are formulated, as detailed later on. From the numerical viewpoint we mention the Lagrange Multipliers method [36, 1, 24], the finite element method [13, 23] the spectral and pseudo spectral element method [32, 37], the ADER scheme [22, 21] and the finite difference method [30], to cite a few.

The aim of this paper is to propose and analyze a high-order discontinuous Galerkin (dG) method on polygonal and polyhedral grids for the space discretization of a coupled poro-elasto-acoustic problem, by extending the theory carried out in [3], where a coupled system of elasto-acoustic equations is analyzed. We point out that the geometric flexibility due to mild regularity requirements on the underlying computational mesh together with the arbitrary-order accuracy featured by the proposed dG method are crucial within this context as they ensure at the same time a high-level of flexibility in the representation of the geometry and an intrinsic high-level of precision and scalability that are mandatory to correctly represent the solution fields. Moreover, in the proposed semidiscrete dG formulation, the coupling between the acoustic and the poroelastic domains is introduced by considering (physically consistent) interface conditions, naturally incorporated in the scheme based on employing the For early results in the field of dG methods on polygonal and polyhedral grids we refer, for example, to [8, 18, 16, 4] for second-order elliptic problems problems, to [15] for time dependent problems, to [6, 7] for flows in fractured porous media, to [2] for fluid structure interaction problems, to [10] for non-liner sound waves, cf. also [17] for a comprehensive monograph and to [5] for a recent review in the context of geophysical applications.

The remaining part of the paper is structured as follows: in Section 2 we introduce the mathematical model and state an existence and uniqueness for the strong formulation. Moreover, we present the weak formulation of the continuous problem and prove suitable stability estimates. In Section 3 we introduce the the semidiscrete dG approximation on polygonal and polyhedral meshes and prove its stability. Section 4 is devoted to the analysis of the semi-discrete problem and $hp$—version $a$—priori error estimates are shown for the semidiscrete formulation. The time integration schemes based on the Newmark-β method are presented in Section 5. In Section 6 we discuss some two-dimensional numerical experiments to validate the theoretical results and show the performance of the proposed method in some examples of physical interest. Finally, in Section 7 we draw some conclusions. The proofs of the main theoretical results are postponed to Appendix.

2 The physical model and governing equations

Let $\Omega \subset \mathbb{R}^d$, $d = 2, 3$, be an open, convex polygonal/polyhedral domain decomposed as the union of two open, convex, polygonal/polyhedral subdomains: $\Omega = \Omega_\ell \cup \Omega_a$, representing the poroelastic and the acoustic domains, respectively, cf. fig. 1b. The two subdomains share part of their boundary, resulting in the interface $\Gamma_I = \partial \Omega_\ell \cap \partial \Omega_a$. The boundary of $\Omega$ is denoted by $\partial \Omega$, and we set $\partial \Omega_\ell = \Gamma_{pD} \cup \Gamma_I$ and $\partial \Omega_a = \Gamma_{aD} \cup \Gamma_I$, with $\Gamma_{pD} \cap \Gamma_I = \emptyset$ and $\Gamma_{aD} \cap \Gamma_I = \emptyset$. Surface measures of $\partial \Omega$, $\partial \Omega_p$, $\partial \Omega_a$ and $\Gamma_I$ are assumed to be strictly positive. The outer unit normal vectors to $\partial \Omega_p$ and $\partial \Omega_a$ are denoted by $\mathbf{n}_p$ and $\mathbf{n}_a$, respectively, so that $\mathbf{n}_p = -\mathbf{n}_a$ on $\Gamma_I$. In the following, for $X \subseteq \Omega$, the notation $L^2(X)$ is adopted in place of $[L^2(X)]^d$, with $d \in \{2, 3\}$. The scalar product in $X$ is denoted by $(\cdot, \cdot)_X$, with associated norm $\| \cdot \|_X$. Similarly, $H^\ell(X)$ is defined as $[H^\ell(X)]^d$, with $\ell \geq 0$, equipped with the norm
(a) Pores classification in a poroelastic domain. (b) $\Omega = \Omega_p \cup \Omega_a$.

Figure 1: (1a) Pores classification in a poroelastic domain: sealed (1) and open (2) pores; (1b) Graphic representation of the domain $\Omega = \Omega_p \cup \Omega_a$ for $d = 2$.

∥·∥_{ℓ,X}. Assuming conventionally that $H^0(X) \equiv L^2(X)$, we set: $∥·∥_X \equiv ∥·∥_{0,X}$. For any integer $k \geq 0$ and a generic Hilbert space $H$, the usual notation $C^k([0,T];H)$ has been adopted for the space of functions $k$-times differentiable in $[0,T]$, belonging to $H$. The notation $x \preceq y$ is introduced in place of $x \leq Cy$, with $C > 0$, independent of the discretization parameters, but possibly dependent on physical coefficients and the final observation time $T$.

2.1 The poro-elasto-acoustic problem

For a final observation time $T > 0$, to model wave propagation in a poro-elastic domain $\Omega_p$ we consider the two-displacement formulation of [31], written in the solid and filtration displacements, denoted by $u$ and $w$, respectively. As in [21], we consider the low-frequency Biot’s equations:

$$\begin{cases}
\rho\ddot{u} + \rho_f\ddot{w} - \nabla \cdot \sigma = f_p, & \text{in } \Omega_p \times (0,T], \\
\rho_f\ddot{u} + \rho_w\ddot{w} + \frac{k}{a}\dot{w} + \nabla p = g_p, & \text{in } \Omega_p \times (0,T].
\end{cases} \tag{1}$$

Here, the average density $\rho$ is given by $\rho = \phi \rho_f + (1 - \phi) \rho_s$, where $\rho_s$ is the solid density, $\rho_f$ is the saturating fluid density, $\rho_w$ is defined as $\rho_w = \frac{\phi}{a} \rho_f$, being $\phi$ the porosity of the material, that is nothing but the percentual of void spaces and satisfy $0 < \phi_0 \leq \phi \leq \phi_1 < 1$ and being $a > 1$ the tortuosity, a measure of the deviation of the pore fluid paths from straight streamlines in porous and saturated media, [38]. In (1) $\eta$ is used to represent the dynamic viscosity of the fluid, a measure of internal resistance and $k$ is the absolute permeability.

Remark 2.1. Notice that, as pointed out in [21], the second equation of system (1) is valid under a constraint on frequencies. In particular, the spectrum of the waves has to lie in the low-frequency range, so that in this analysis will be considered only frequencies lower than $f_c = \eta \phi / (2\pi a k \rho_f)$.

Remark 2.2. We point out that the two-displacement formulation (1) is not the unique possible choice. For example, one could write the equations considering the velocity of the solid skeleton $\dot{u}$ and the filtration velocity $\dot{w}$ as unknowns, cf. [21], or could consider a velocity-pressure $(u - p)$ formulation, as in [1, 12, 34], where $p$ denotes the pores pressure. Here, the two-displacement formulation turns out to be convenient in view of the coupling conditions stated below.

In $\Omega_p \times (0,T]$, we assume the following constitutive laws for the stress tensor $\sigma$ and for the pressure $p$:

$$\sigma(u,p) = C : \varepsilon(u) - \beta p I, \quad p(u,w) = -m(\beta \nabla \cdot u + \nabla \cdot w), \tag{2}$$

where the strain tensor $\varepsilon(\cdot)$ is defined as $\varepsilon(u) = \frac{1}{2}(\nabla u + \nabla u^T)$, and $C$ is the fourth-order, symmetric and uniformly elliptic elasticity tensor written as:

$$C = \begin{pmatrix}
\lambda + 2\mu & 0 & \lambda \\
0 & \mu & 0 \\
\lambda & 0 & \lambda + 2\mu
\end{pmatrix}.$$
Here, $\lambda$ and $\mu$ are the Lamé coefficients of the elastic skeleton. In (2) $\beta$ and $m$ are the Biot’s coefficients of the isotropic matrix. It can be shown that the Lamé coefficients of the saturated and dry matrices ($\lambda_f$ and $\lambda$, respectively) are linked, i.e.: $\lambda_f = \lambda + \beta^2 m$. By plugging the constitutive laws (2) into (1), the poro-elastic system in the two-displacement unknowns can be rewritten as:

$$\begin{cases}
\rho \ddot{u} + \rho_f \dot{w} - \nabla \cdot (C : \epsilon(u)) - \beta^2 m \nabla (\nabla \cdot u) - \beta m \nabla (\nabla \cdot w) = f_p, \\
\rho \ddot{u} + \rho_w \dot{w} + \frac{\eta}{k} \dot{w} - \beta m \nabla (\nabla \cdot u) - m \nabla (\nabla \cdot w) = g_p.
\end{cases} \quad (3)$$

In the fluid domain $\Omega_f$, we consider an acoustic wave with constant velocity $c$ and mass density $\rho_a$. For a given source term $f_a$, the acoustic potential $\varphi$ satisfies

$$c^{-2} \ddot{\varphi} - \rho_a^{-1} \nabla \cdot (\rho_a \nabla \varphi) = f_a, \quad \text{in } \Omega_a \times (0,T). \quad (4)$$

Finally, we discuss the coupling conditions interface $\Gamma_I$. The poro-elasto-acoustic coupling is prescribed through (physically consistent) interface conditions, cf. [25]. The continuity of stress and velocity fields are imposed in order to ensure the continuity of normal stresses and the conservation of mass at the interface $\Gamma_I$, respectively, while the continuity of the pressure filed is imposed by rewriting the acoustic potential in terms of a pressure. On $\Gamma_I$ we therefore impose

$$\begin{align*}
\sigma n_p &= -\rho_a \dot{\varphi} n_p, \\
(u + \dot{w}) \cdot n_p &= -\nabla \varphi \cdot n_p, \\
\tau[p] &= (\tau - 1) \dot{w} \cdot n_p,
\end{align*} \quad (5-7)$$

where $[\cdot]$ denotes the jump operator the interface $\Gamma_I$, i.e. $[p] = p_c - p_a$, and $\tau = 0,1$ is the hydraulic permeability at the interface and models both open and sealed pores, respectively, cf. fig. 1a, and the stress tensor $\sigma$ and the pressure $p$ obey the constitutive equations (2). If $\tau = 1$ (open pores), equation (7) reduces to the continuity of pressure at the interface, that is: $p = \rho_a \dot{\varphi}$, where $p$ is explicit in terms of $u$ and $w$ through constitutive law (2). If $\tau = 0$ (sealed pores), (7) simplifies to $\dot{w} \cdot n_p = 0$, that implies that (6) imposes a continuity only on the solid velocity, namely: $\dot{u} \cdot n_p = -\nabla \varphi \cdot n_p$, and the filtration velocity is imposed to be null at the interface.

Finally, supplementing the constitutive equations with suitable boundary conditions (here supposed for simplicity to be of homogeneous Dirichlet type), the poro-elasto-acoustic problem reads as: for any time $t \in (0,T]$, find $(u, w, \varphi) : \Omega_p \times \Omega_p \times \Omega_a \rightarrow \mathbb{R}$ such that:

$$\begin{align*}
\rho \ddot{u} + \rho_f \dot{w} - \nabla \cdot (C : \epsilon(u)) - \beta^2 m \nabla (\nabla \cdot u) - \beta m \nabla (\nabla \cdot w) &= f_p, \quad \text{in } \Omega_p, \\
\rho \ddot{u} + \rho_w \dot{w} + \frac{\eta}{k} \dot{w} - \beta m \nabla (\nabla \cdot u) - m \nabla (\nabla \cdot w) &= g_p, \quad \text{in } \Omega_p, \\
\rho_a c^{-2} \ddot{\varphi} - \nabla \cdot (\rho_a \nabla \varphi) &= \rho_a f_a, \quad \text{in } \Omega_a, \\
(C : \epsilon(u) + \beta m (\nabla \cdot u + \nabla \cdot w)) n_p &= -\rho_a \dot{\varphi} n_p, \quad \text{on } \Gamma_I, \\
(u + \dot{w}) \cdot n_p &= -\nabla \varphi \cdot n_p, \quad \text{on } \Gamma_I, \\
-\tau m [\beta \nabla \cdot u + \nabla \cdot w] &= (\tau - 1) \dot{w} \cdot n_p, \quad \text{on } \Gamma_I,
\end{align*} \quad (8)$$

supplemented with initial conditions $u(\cdot, 0) = u_0, w(\cdot, 0) = w_0, \dot{u}(\cdot, 0) = u_1, \dot{w}(\cdot, 0) = w_1$, in $\Omega_p$ and $\varphi(\cdot, 0) = \varphi_0, \dot{\varphi}(\cdot, 0) = \dot{\varphi}_1$ in $\Omega_a$. Notice that the acoustic equation has been multiplied by $\rho_a$.

The existence and uniqueness of a strong solution to (8) follows the lines of [3] and can be inferred in the framework of the Hille-Yosida theory. We define the space $H^2(\Omega_p) = \{v \in L^2(\Omega_p) : \nabla \cdot (C : \epsilon(v)) \in L^2(\Omega_p)\}$, $H^2(\Omega_p) = \{v \in L^2(\Omega_p) : D^2v \in L^2(\Omega_p)\}$, and $H^2(\Omega_a) = \{v \in L^2(\Omega_a) : \Delta v \in L^2(\Omega_a)\}$, where $D^2v$ denotes all the weak second derivatives for the function $v$ and state the following result (its proof is postponed to Appendix).

**Theorem 1** (Existence and uniqueness of (8)). Assume that the initial data have the following regularity: $u_0 \in H^2(\Omega_p) \cap H^1(\Omega_p) \cap H^2_0(\Omega_p), u_1 \in H^1(\Omega_p), w_0 \in H^1(\Omega_p) \cap H^2_0(\Omega_p), w_1 \in H^1(\Omega_p), \varphi_0 \in H^2(\Omega_a) \cap H^1(\Omega_a), \varphi_1 \in H^1(\Omega_a)$, and that the source terms are such that $f_p \in C^1([0,T]; L^2(\Omega_p)), g_p \in C^1([0,T]; L^2(\Omega_p))$ and $f_a \in C^1([0,T]; L^2(\Omega_a))$. Then, problem (8) admits a unique strong solution $(u, w, \varphi)$ s.t.

$$u \in C^2([0,T]; L^2(\Omega_p)) \cap C^1([0,T]; H^1_0(\Omega_p)) \cap C^0([0,T]; H^2(\Omega_p)) \cap C^0([0,T]; H^2(\Omega_a) \cap H^2_0(\Omega_p) \cap H^2_0(\Omega_p)),$$
\( w \in C^2([0,T]; L^2(\Omega_p)) \cap C^1([0,T]; H^1_0(\Omega_p)) \cap C^0([0,T]; H^2(\Omega_p) \cap H^1_0(\Omega_p)), \)
\( \varphi \in C^2([0,T]; L^2(\Omega_a)) \cap C^1([0,T]; H^1_0(\Omega_a)) \cap C^0([0,T]; H^1(\Omega_a) \cap H^1_0(\Omega_a)). \)

### 2.2 Weak formulation and stability estimates

The weak form of (8) reads as: for any \( t \in (0,T] \), find \((u,w,\varphi)\) such that

\[
(\rho \ddot{u}, v_\Omega) + (\rho_f \dot{w}, v_\Omega) + A^p(u,v) + B^p(\beta u + w, \beta v) + C^p(\varphi, v) + (\rho_f \ddot{u}, \xi)_\Omega + (\rho_f \dot{w}, \xi)_\Omega + \eta k^{-1}(\dot{w}, \xi)_\Omega + B^p(\beta u + w, \xi) + \tau C^p(\varphi, \xi) + (\rho a c^{-2} \varphi, \psi)_\Omega \\
+ A^a(\varphi, \psi) + C^a(u, \psi) + \tau C^a(w, \psi) = (f_p, v)_\Omega + (g_p, \xi)_\Omega + (\rho a f_a, \psi)_\Omega, \quad (9)
\]

for all \((v, \xi, \psi)\), where for any \( u, v \in H^1_0(\Omega_p) \) and \( \varphi, \psi \in H^1_0(\Omega_a) \) we have set

\[
A^p(u,v) = (C : \varepsilon(u), \varepsilon(v))_{\Omega_p}, \quad B^p(u,v) = (m \nabla \cdot u, \nabla \cdot v)_{\Omega_p}, \\
A^a(\varphi, \psi) = (\rho_a \nabla \varphi, \nabla \psi)_{\Omega_a}, \quad C^p(\varphi, v) = (\rho_a \varphi n_p, v)_{\Gamma}, \quad C^a(u, \psi) = (\rho_a u \cdot n_a, \psi)_{\Gamma}.
\]

Next, we present a stability estimates for the semi-discrete problem (9). To start with, we define \( \bar{\rho}_s = (1 - \phi)\rho_s, a = 1 + a_0, \) with \( a_0 > 0 \) and \( \bar{\rho}_w = \sqrt{\rho_f a_0} / \phi \) and introduce the following norm:

\[
\| (u, w, \varphi) \|_\mathcal{E}^2 = \| u \|_{E^2,\mathcal{E}}^2 + \| \varphi \|_{E,\mathcal{E},a}^2 + \| m^{1/2} \nabla \cdot (\beta u + w) \|_{\Omega_p}^2 + \| \rho_f^{1/2} (\phi^{1/2} u + \phi^{-1/2} w) \|_{\Omega_p}^2 + \| \bar{\rho}_w w \|_{\Omega_p}^2,
\]

where

\[
\| u \|_{E^2,\mathcal{E}}^2 = \| \bar{\rho}_s \dot{u} \|_{\Omega_p}^2 + \| C^{1/2} \varepsilon(u) \|_{\Omega_p}^2 \quad \forall u \in H^1(\Omega_p), \\
\| \varphi \|_{E,\mathcal{E},a}^2 = \| \varepsilon^{-1} \rho_a^{1/2} \varphi \|_{\Omega_a}^2 + \| \nabla \varphi \|_{\Omega_a}^2 \quad \forall \psi \in H^1(\Omega_a).
\]

The proof of the following result follows taking in (9) as test functions \((\dot{u}, \ddot{u}, \varphi)\), using that \( C_a(u, \varphi) + C_p(\varphi, \dot{u}) = 0 \), integrating in time between 0 and \( t \) and applying the Cauchy-Schwarz inequality together with the Gronwall’s lemma (cf. [35]).

**Theorem 2** (Stability of the continuous formulation). Suppose that the data \( f_p, a_p \) and \( g_p \) are sufficiently regular. For any \( t \in (0,T] \), let \((u, w, \varphi)(t)\) be the solution of (9). Then, the following bound holds

\[
\| (u, w, \varphi)(t) \|_\mathcal{E} \lesssim \| (u, w, \varphi)(0) \|_\mathcal{E} + \int_0^t \left( \| \bar{\rho}_s^{-1/2} f_p \|_{\Omega_p} + \| \bar{\rho}_w^{-1/2} g_p \|_{\Omega_p} + \| \rho a^{1/2} f_a \|_{\Omega_a} \right) dt.
\]

### 3 The semi-discrete formulation and its stability analysis

We introduce a *polytopic* mesh \( \mathcal{T}_h \) made of general polygons (in 2d) or polyhedra (in 3d) and write \( \mathcal{T}_h \) as \( \mathcal{T}_h = \mathcal{T}_h^p \cup \mathcal{T}_h^a \), where \( \mathcal{T}_h^p = \{ \kappa \in \mathcal{T}_h : \kappa \subseteq \Omega_p \} \), with \( i = \{ p, a \} \). Implicit in this decomposition there is the assumption that the meshes \( \mathcal{T}_h^p \) and \( \mathcal{T}_h^a \) are aligned with \( \Omega_p \) and \( \Omega_a \), respectively. Polynomial degrees \( p_{p,\kappa} \geq 1 \) and \( p_{a,\kappa} \geq 1 \) are associated with each element of \( \mathcal{T}_h^p \) and \( \mathcal{T}_h^a \), respectively. The finite-dimensional spaces are introduced as follows: \( V_h^p = [P_{p,\kappa}(\mathcal{T}_h^p)]^d \) and \( V_h^a = [P_{a,\kappa}(\mathcal{T}_h^a)] \) where \( P_{r}(\mathcal{T}_h) \) is the space of square integrable functions \( \psi \) in \( \Omega_i \) that are polynomial of degree less than or equal to \( r \) in any element \( \kappa \) of \( \mathcal{T}_h^i \) with \( i = \{ p, a \} \).

In the following, we assume that \( \mathcal{C}, \rho_a \) and \( m \) are element-wise constant and we define \( \overline{\mathcal{C}}_\kappa = (|C^{1/2}||^2)_{\kappa}, \overline{m}_\kappa = (m)_{\kappa} \) for all \( \kappa \in \mathcal{T}_h^p \) and \( \overline{\rho}_{a,\kappa} = \rho_a|\kappa| \) for all \( \kappa \in \mathcal{T}_h^a \). The symbol \( | \cdot |_2 \) stands for the norm induced by the \( L^2 \)-norm on \( \mathbb{R}^n \), where \( n \) is the dimension of the space of second-order symmetric tensors, so that \( n = 3 \) if \( d = 2 \) and \( n = 6 \) if \( d = 3 \). In order to deal with polygonal and polyhedral elements, we define an *interface* as the intersection of the \( (d-1) \)-dimensional faces of any two neighboring elements of \( \mathcal{T}_h \). If \( d = 2 \), an interface/facet is a line segment and the set of all
interfaces/faces is denoted by $F_h$. When $d = 3$, an interface can be a general polygon that we assume could be further decomposed into a set of planar triangles collected in the set $F_h$. We decompose $F_h$ as $F_h = F_{h,t} \cup F_{h}^0 \cup F_{h}^a$, where $F_{h,t} = \{ F \in F_h : F \subset \partial \kappa^p \cap \partial \kappa^a, \kappa^p \in T_h^p, \kappa^a \in T_h^a \}$, and $F_h^0$ and $F_h^a$ denote all the faces of $T_h^0$ and $T_h^a$, respectively, not lying on $\Gamma_I$. Finally, the faces of $T_h^p$ and $T_h^a$ can be further written as the union of internal (i) and boundary (b) faces, respectively, i.e.: $F_h^p = F_h^{p,i} \cup F_h^{p,b}$ and $F_h^a = F_h^{a,i} \cup F_h^{a,b}$.

Following [17], we next introduce the main assumption on $T_h$.

**Definition 3.1.** A mesh $T_h$ is said to be polytopic-regular if for any $\kappa \in T_h$, there exists a set of non-overlapping $d$-dimensional simplices, $d = 2, 3$, contained in $\kappa \{ S^F_\kappa \}_{F \subset \partial \kappa}$ such that for any face $F \subset \partial \kappa$, the following condition holds:

$$
h_\kappa \lesssim \frac{d|S^F_\kappa|}{|F|}.
$$

(10)

This definition allows thus to introduce the following assumption.

**Assumption 3.1.** The sequence of meshes $\{T_h\}_h$ is assumed to be uniformly polytopic regular in the sense of definition 3.1.

Note that, as pointed out in [17], the above assumption does not impose any restriction on either the number of faces per element nor on their measure relative to the diameter of the element they belong to; we refer to [17] for more details. Under this assumption, the following trace-inverse inequality holds:

$$
||v||_{L^2(\partial\kappa)} \lesssim p h^{-1/2}_\kappa ||v||_{L^2(\kappa)} \quad \forall \kappa \in T_h \forall v \in P_p(\kappa).
$$

(11)

In the following, to avoid technicalities we also make the following assumption.

**Assumption 3.2.** For any pair of neighboring elements $\kappa^\pm \in T_h$. The following $hp$-local bounded variation property holds: $h_{\kappa^+} \lesssim h_{\kappa^-} \lesssim h_{\kappa^+}, \quad p_{\kappa^+} \lesssim p_{\kappa^-} \lesssim p_{\kappa^+}$.

Finally, following [11], for sufficiently piecewise smooth scalar-, vector- and tensor-valued fields $\psi$, $v$ and $\tau$, respectively, we define the averages and jumps on each interior face $F \in F_h^{i,i} \cup F_h^{i,j} \cup F_h^{j,i}$ shared by the elements $\kappa^\pm \in T_h^p$ as follows:

$$
\{\psi\} = \psi^\pm \mathbf{n}^+ + \psi^- \mathbf{n}^-, \quad \{v\} = v^\pm \otimes \mathbf{n}^+ + v^- \otimes \mathbf{n}^-, \quad \{\tau\} = \tau^\pm \mathbf{n}^+ + \tau^- \mathbf{n}^-,
$$

where $\mathbf{a} \otimes \mathbf{b}$ is the tensor product of $\mathbf{a}, \mathbf{b} \in \mathbb{R}^3$, $\pm$ is the trace on $F$ taken within the interior of $\kappa^\pm$, respectively, and $\mathbf{n}^\pm$ is the outer unit normal vector to $\partial \kappa^\pm$, respectively. Accordingly, on boundary faces $F \in F_h^{i,b} \cup F_h^{a,b}$, we set $\{\psi\} = \psi \mathbf{n}$, $\{\psi\} = \psi$, $\{v\} = v \otimes \mathbf{n}$, $\{v\} = v$, $\{\tau\} = \tau \mathbf{n}$, $\{\tau\} = \tau$.

### 3.1 Semi-discrete dG formulation

We are now ready to introduce the semi-discrete dG formulation: for any time $t \in [0, T]$, find $\mathbf{E}_h(t) = (u_h, w_h, \varphi_h) \in V_h^p \times V_h^a \times V_h^a$, s.t.

$$
(\rho \ddot{u}_h, \dot{v}_h)_{\Omega_p} + (\rho f \dot{w}_h, \dot{v}_h)_{\Omega_p} + A_p^0(u_h, v_h) + B_p^0(\beta u_h + w_h, \dot{v}_h)
$$

$$
+ C_h^p(\varphi_h, \dot{v}_h) + (\rho \dot{w}_h, \dot{\xi}_h)_{\Omega_p} + (\rho \omega \dot{w}_h, \dot{\xi}_h)_{\Omega_p} + \eta \kappa^{-1} \dot{w}_h, \dot{\xi}_h)_{\Omega_p} + B_h^p(\beta u_h + w_h, \xi_h)
$$

$$
+ \gamma \kappa^{-1} \dot{w}_h, \dot{\xi}_h + (\rho c \kappa^{-1} \varphi_h, \dot{v}_h)_{\Omega_a} + A_a^0(\varphi_h, \dot{v}_h) + C_a^0(u_h, \dot{v}_h) + \tau C_h^a(\dot{w}_h, \dot{\xi}_h)
$$

$$
= (f_p, v_h)_{\Omega_p} + (g_p, \xi_h)_{\Omega_p} + (\rho \alpha a, \psi_h)_{\Omega_a}
$$

(12)

for all $(v_h, \xi_h, \psi_h) \in V_h^p \times V_h^a \times V_h^a$. Defining $\nabla_h$ and $\nabla_h^-$ to be the broken and divergence operators, respectively, setting $\epsilon_h(v) = \nabla_h v + \nabla_h v^\tau$, $\sigma_h(v) = C : \epsilon_h(v)$, and using the short-hand notation
\( \langle \cdot, \cdot \rangle_\Omega = \sum_{\kappa \in \mathcal{T}_h} \int_{\kappa} \cdot \) and \( \langle \cdot, \cdot \rangle_{\mathcal{F}_h} = \sum_{F \in \mathcal{F}_h} \int_F \cdot \), the bilinear forms appearing in the above formulation are given by

\[
A^p_h(u, v) = (\sigma_h(u), e_h(v))_{\Omega_p} - \langle \{\sigma_h(u)\}, [v] \rangle_{\mathcal{F}^p_h} - \langle [u], \{\sigma_h(v)\} \rangle_{\mathcal{F}^p_h} + \langle \eta[u], [v] \rangle_{\mathcal{F}^p_h},
\]

\[
B^p_h(u, v) = (m \nabla_h \cdot u, \nabla_h \cdot v)_{\Omega_p} - \langle \{m(\nabla_h \cdot u)I\}, [v] \rangle_{\mathcal{F}^p_h} - \langle [u], m(\nabla_h \cdot v)I \rangle_{\mathcal{F}^p_h} + \langle \gamma[u], [v] \rangle_{\mathcal{F}^p_h},
\]

\[
A^a_h(\varphi, \psi) = (\rho_a \nabla_h \varphi, \nabla_h \psi)_{\Omega_a} - \langle \{\rho_a \nabla_h \varphi\}, [\psi] \rangle_{\mathcal{F}^a_h} - \langle [\varphi], \{\rho_a \nabla_h \psi\} \rangle_{\mathcal{F}^a_h} + \langle \chi[\varphi], [\psi] \rangle_{\mathcal{F}^a_h},
\]

and

\[
C^p_h(\varphi, v) = \langle \rho_a \varphi n_p, v \rangle_{\mathcal{F}^p_h}, \quad C^a_h(u, \psi) = \langle -\rho_a u \cdot n_p, \psi \rangle_{\mathcal{F}^a_h},
\]

for all \( u, v \in V^p_h \) and \( \varphi, \psi \in V^a_h \). Moreover, the stabilization functions \( \eta \in L^\infty(\mathcal{F}^p_h) \), \( \gamma \in L^\infty(\mathcal{F}^p_h) \) and \( \chi \in L^\infty(\mathcal{F}^a_h) \), are defined as follows:

\[
\eta|_F = \begin{cases} 
    c_1 \max_{\kappa \in \{\kappa^+, \kappa^-\}} \left( \frac{p_{\kappa, p, p, \kappa}}{h_\kappa} \right) & \forall F \in \mathcal{F}^{p,i}_h, \quad F \subseteq \partial \kappa^+ \cap \partial \kappa^-,
    \\
    \frac{\bar{p}_{\kappa, p, p, \kappa}}{h_\kappa} & \forall F \in \mathcal{F}^{p,b}_h, \quad F \subseteq \partial \kappa,
\end{cases}
\]

(14)

\[
\gamma|_F = \begin{cases} 
    c_2 \max_{\kappa \in \{\kappa^+, \kappa^-\}} \left( \frac{m_{\kappa, p, p, \kappa}}{h_\kappa} \right) & \forall F \in \mathcal{F}^{p,i}_h, \quad F \subseteq \partial \kappa^+ \cap \partial \kappa^-,
    \\
    \frac{\bar{m}_{\kappa, p, p, \kappa}}{h_\kappa} & \forall F \in \mathcal{F}^{p,b}_h, \quad F \subseteq \partial \kappa,
\end{cases}
\]

(15)

\[
\chi|_F = \begin{cases} 
    c_3 \max_{\kappa \in \{\kappa^+, \kappa^-\}} \left( \frac{\bar{p}_{\kappa, p, \kappa}}{h_\kappa} \right) & \forall F \in \mathcal{F}^{a,i}_h, \quad F \subseteq \partial \kappa^+ \cap \partial \kappa^-,
    \\
    \frac{\bar{p}_{\kappa, p, \kappa}}{h_\kappa} & \forall F \in \mathcal{F}^{a,b}_h, \quad F \subseteq \partial \kappa,
\end{cases}
\]

(16)

with \( c_1, c_2, c_3 > 0 \) positive constants, to be properly chosen.

By fixing a basis for the discrete spaces \( V^p_h \) and \( V^a_h \) and denoting by \( U, W, \Phi \) the vector of the expansion coefficients in the chosen basis of the unknowns \( u_h, w_h \) and \( \varphi_h \), respectively, , the semi-discrete formulation (12) can be written equivalently as:

\[
\begin{bmatrix}
M^p \quad M^p_{zf} \quad 0 \\
M^p_{zf} \quad M^p_{zw} \quad 0 \\
0 \quad 0 \quad M^a
\end{bmatrix}
\begin{bmatrix}
\dot{U} \\
\dot{W} \\
\dot{\Phi}
\end{bmatrix}
+ \begin{bmatrix}
0 \quad 0 \quad C^p \\
0 \quad \eta^{-1} M^p \quad \tau C^p \\
0 \quad \tau C^a
\end{bmatrix}
\begin{bmatrix}
U \\
W \\
\Phi
\end{bmatrix}
= \begin{bmatrix}
A^p + \beta^2 B^p \quad \beta B^p \quad 0 \\
\beta B^p \quad B^p \quad 0 \\
0 \quad 0 \quad A^a
\end{bmatrix}
\begin{bmatrix}
F^p \\
W \\
G^a
\end{bmatrix}
\]

(17)

with initial conditions \( U(0) = U_0, \quad W(0) = W_0, \quad \Phi(0) = \Phi_0, \quad \dot{U}(0) = U_1, \quad \dot{W}(0) = W_1, \quad \dot{\Phi}(0) = \Phi_1 \).

We remark that \( F^p, G^p \) and \( F^a \) are the vector representations of the linear functionals \( (f_p, v_h)_{\Omega_p}, (g_p, \xi_h)_{\Omega_p} \) and \( (\rho_a f_a, \psi_h)_{\Omega_a} \), respectively.
3.2 Stability analysis

To carry out the stability analysis, we introduce the following energy norm

$$
\|(v, z, \psi)\|_E^2 = \|v\|_{E,v}^2 + \|\beta v + z\|_{E,p}^2 + \|\psi\|_{E,a}^2,
$$

(18)

for all \((v, z, \psi) \in V_h^p \times V_h^p \times V_h^a\), where

$$
\|v\|_{E,v}^2 = \left(\bar{\rho}_s^{1/2} \dot{v}\right)_{\Omega_p}^2 + \|v\|_{dG,e}^2,
$$

(19)

$$
\|\beta v + z\|_{E,p}^2 = \|\beta v + z\|_{dG,p}^2 + \left(\phi^{1/2} \dot{v} + \phi^{-1/2} \dot{z}\right)_{\Omega_p}^2 + \|\bar{\rho}_w \dot{z}\|_{\Omega_p}^2,
$$

(20)

$$
\|\psi\|_{E,a}^2 = \left(\rho_a^{-1/2} \psi\right)_{\Omega_a}^2 + \|\psi\|_{dG,a}^2,
$$

(21)

and where

$$
\|v\|_{dG,e}^2 = \left(\mathcal{C}^{1/2} e_h(v)\right)_{\Omega_p}^2 + \left(\eta^{1/2} \|v\|_{F_h^p} \right)^2, \quad \forall v \in V_h^p \\
\|z\|_{dG,p}^2 = \left(m^{1/2} \nabla_h \cdot z\right)_{\Omega_p}^2 + \left(\gamma^{1/2} \|z\|\right)_{\Omega_p}^2, \quad \forall z \in V_h^p, \\
\|\psi\|_{dG,a}^2 = \left(\rho_a^{1/2} \nabla_h \psi\right)_{\Omega_a}^2 + \left(\chi^{1/2} \|\psi\|\right)_{\Omega_a}^2, \quad \forall \psi \in V_h^a.
$$

The main stability result is stated in the following theorem.

**Theorem 3** (Stability of the semi-discrete formulation). Let assumption 3.1 and assumption 3.2 be satisfied. For sufficiently large penalty parameter \(c_1, c_2\) and \(c_3\) in (14), (15) and (16), respectively, let \((u_h, w_h, \varphi_h)(t)\) be the solution of (12) for any \(t \in [0, T]\). Then,

$$
\|(u_h, w_h, \varphi_h)(t)\|_E \lesssim \|(u_h, w_h, \varphi_h)(0)\|_E + \int_0^t \left(\left(\|\bar{\rho}_s^{-1/2} f_p\|_{\Omega_p} + \|\bar{\rho}_w^{-1/2} g_p\|_{\Omega_p} + \|\rho_a^{-1/2} f_a\|_{\Omega_a}\right)\right) d\tau.
$$

(22)

**Proof.** By taking \((v_h, \xi_h, \psi_h) = (u_h, \dot{w}_h, \dot{\varphi}_h)\) in (12), using the definition of the bilinear forms \(A_h^p, A_h^a\) and \(B_h^p\) and the skew-symmetry of the coupling bilinear forms (13), we obtain:

$$
\frac{1}{2} \frac{d}{dt} \left[\|\rho^{1/2} \dot{u}_h\|_{\Omega_p}^2 + \|u_h\|_{dG,e}^2 - 2\langle \sigma_h(u_h), u_h \rangle_{F_h^p} + \left(\rho_a^{-1/2} \varphi_h\right)_{\Omega_a}^2\right] \\
+ \|\dot{\varphi}_h\|_{dG,a}^2 - 2\langle \nabla_h \varphi_h, [\varphi_h]\rangle_{F_h^p} + \left|\rho_w^{1/2} \dot{w}_h\right|_{\Omega_a}^2 + 2\left(\rho_f \dot{w}_h, \dot{u}_h\right)_{\Omega_p} + 2\|\beta u_h + w_h\|_{dG,p}^2 \\
- 2\langle \nabla_h (\beta u_h + w_h), f \rangle_{F_h^p} + \|\beta u_h + w_h\|_{F_h^p}^2 + \eta^{-1}\|\dot{w}_h\|_{\Omega_p}^2

= (f_p, \dot{u}_h)_{\Omega_p} + (g_p, \dot{w}_h)_{\Omega_p} + (\rho_a f_a, \dot{\varphi}_h)_{\Omega_a}.
$$

(23)

We next observe that \(\|\rho^{1/2} \dot{u}_h\|_{\Omega_p}^2 = \|\bar{\rho}_s^{1/2} \dot{u}_h\|_{\Omega_p}^2 + \|\phi^{1/2} \rho_f^{1/2} \dot{u}_h\|_{\Omega_p}^2\), and, writing the tortuosity \(a > 1\) as \(a = 1 + a_0\), with \(a_0 > 0\), and setting \(\bar{\rho}_s = (1 - \phi) \rho_s\) and \(\bar{\rho}_w = a_0 \rho_f / \phi\), we obtain

$$
\|\rho_w^{1/2} \dot{w}_h\|_{\Omega_p}^2 = \|(\rho_f / \phi)^{1/2} \dot{w}_h\|_{\Omega_p}^2 + \|(a_0 \rho_f / \phi)^{1/2} \dot{w}_h\|_{\Omega_p}^2.
$$

According to the above notation, it follows that

$$
\|\rho^{1/2} \dot{u}_h\|_{\Omega_p}^2 + \|\rho_w^{1/2} \dot{w}_h\|_{\Omega_p}^2 + 2\left(\rho_f \dot{w}_h, \dot{u}_h\right)_{\Omega_p} = \\
\|\bar{\rho}_s^{1/2} \dot{u}_h\|_{\Omega_p}^2 + \|\phi^{1/2} \rho_f^{1/2} \dot{u}_h + \phi^{-1/2} \rho_f^{1/2} \dot{w}_h\|_{\Omega_p}^2 + \|\bar{\rho}_w^{1/2} \dot{w}_h\|_{\Omega_p}^2.
$$
From definitions (18), (19), (20), it follows that the left hand side of (23) can be written as: \( \frac{1}{2} \frac{d}{dt} \| I \| + \eta k^{-1} \| \dot{\mathbf{w}}_h \|_{\Omega_p}^2 \) where
\[
I = \| u_h \|_{E_h}^2 + \| \varphi_h \|_{E_a}^2 + \| \beta u_h + w_h \|_{F_h}^2 - 2 \{ \{ \sigma_h(u_h) \} \} \| u_h \|_{F_h}^p \\
- 2 \{ \{ \nabla_h \varphi_h \} \| \varphi_h \|_{F_h} - 2 (m \{ \nabla_h \cdot (\beta u_h + w_h)I \}, \| \beta u_h + w_h \|_{F_h}^p).
\]
By integrating between 0 and \( t \) we therefore obtain
\[
\left[ I \right]_0^t + 2 \eta k^{-1} \int_0^t \| \dot{\mathbf{w}}_h \|_{\Omega_p}^2 (\tau) d\tau = 2 \int_0^t (f_p, \dot{u}_h)_{\Omega_p} + (g_p, \dot{w}_h)_{\Omega_p} + (\rho_a f_a, \dot{\varphi}_h)_{\Omega_a} d\tau.
\]
By using lemma A.3 in the appendix, the Cauchy-Schwarz inequality and since
\[
\| (u_h, w_h, \varphi_h)(t) \|_{E_h}^2 \lesssim \| (u_h, w_h, \varphi_h)(0) \|_{E_h}^2 + 2 \eta k^{-1} \int_0^t \| \dot{\mathbf{w}}_h \|_{\Omega_p}^2 (\tau) d\tau,
\]
it follows
\[
\| (u_h, w_h, \varphi_h)(t) \|_{E_h}^2 \lesssim \| (u_h, w_h, \varphi_h)(0) \|_{E_h}^2 + \int_0^t \left( \| \dot{\mathbf{w}}_h \|_{\Omega_p}^2 \right) \| (u_h, w_h, \varphi_h)(t) \|_{E_h} d\tau,
\]
for \( t \in (0, T] \). The thesis follows by applying Gronwall’s Lemma (see [35]). \( \square \)

## 4 Error analysis for the semi-discrete formulation

In this section we prove an a-priori error estimate for the semi-discrete problem (12). We first observe that by setting, for any time \( t \in [0, T] \), \( e^u(t) = (u-u_h)(t) \), \( e^w(t) = (w-w_h)(t) \), and \( e^\varphi(t) = (\varphi-\varphi_h)(t) \) and by using the strong consistency of the semi-discrete formulation (12), the error equation reads as follows
\[
(p \dot{e}^u, v)_{\Omega_p} + (p \dot{e}^w, v)_{\Omega_p} + A_h^p(e^u, v) + B_h^p(\beta e^u + e^w, v) + C_h^p(e^\varphi, v) \\
+ (p \dot{e}^\varphi, \xi)_{\Omega_p} + (p \dot{e}^\varphi, \xi)_{\Omega_p} + \eta k^{-1} (\dot{e}^u, \xi)_{\Omega_p} + B_h^p(\beta e^u + e^w, \xi) \\
+ \tau C_h^p(e^\varphi, \xi) + (p \dot{\varphi}, \dot{\varphi})_{\Omega_a} + A_h^a(e^\varphi, \psi) + C_h^a(e^u, \psi) + \tau C_h^a(e^w, \psi) = 0
\]
for any \( (v, \xi, \psi) \in V_h^p \times V_h^p \times V_h^a \).

Next, we introduce the following definition and a further mesh assumption; cf [18, 17].

**Definition 4.1.** A covering \( \mathcal{T}_\# \) of the polytopic mesh \( \mathcal{T}_h \) is a set of regular shaped \( d \)-dimensional simplices \( \mathcal{K}, d = 2, 3, \) s.t. \( \forall \mathcal{K} \in \mathcal{T}_h, \mathcal{K} \in \mathcal{T}_\# \) s.t. \( \mathcal{K} \subseteq \mathcal{K} \).

**Assumption 4.1.** Any mesh \( \mathcal{T}_h \) admits a covering \( \mathcal{T}_\# \) in the sense of definition 4.1 of such that i) \( \max_{\mathcal{K} \in \mathcal{T}_h} \text{card}\{ \mathcal{K}' \in \mathcal{T}_h : \mathcal{K}' \cap \mathcal{K} \neq \emptyset, \mathcal{K} \cap \mathcal{T}_h \} \lesssim 1 \); ii) \( h_\mathcal{K} \lesssim h_\kappa \) for each pair \( \mathcal{K} \in \mathcal{T}_h, \mathcal{K} \in \mathcal{T}_\# \) with \( \kappa \subseteq \mathcal{K} \).

We also introduce the following norms
\[
\| v \|_{2_{dG,e}}^R = \| v \|_{dG,e}^2 + \| \eta^{-1/2} \{ \{ C : e_h(v) \} \} \|_{F_h}^2, \quad \forall v \in H^2(\mathcal{T}_h^p),
\]
\[
\| \psi \|_{2_{dG,a}}^R = \| \psi \|_{dG,a}^2 + \| \chi^{-1/2} \{ \rho_a \nabla_h \psi \} \|_{F_h}^2, \quad \forall \psi \in H^2(\mathcal{T}_h^a),
\]
\[
\| z \|_{2_{dG,p}}^R = \| z \|_{dG,p}^2 + \| \gamma^{-1/2} \{ (\nabla_h \cdot z) I \} \|_{F_h}^2, \quad \forall z \in H^2(\mathcal{T}_h^p).
\]
For an open bounded polytopic domain $\Sigma \subset \mathbb{R}^d$ and a generic polytopic mesh $T_h$ over $\Sigma$ satisfying assumption 4.1, as in [18], we can introduce the Stein extension operator $\hat{\mathbf{E}} : H^m(\kappa) \to H^m(\mathbb{R}^d)$ [39], for any $\kappa \in T_h$ and $m \in \mathbb{N}_0$, such that $\hat{\mathbf{E}} v|_\kappa = v$ and $\|\hat{\mathbf{E}} v\|_{m,\mathbb{R}^d} \lesssim \|v\|_{m,\kappa}$. The corresponding vector-valued version mapping $H^m(\kappa)$ onto $H^m(\mathbb{R}^d)$ acts component-wise and is denoted in the same way. Reasoning as in [3], we can obtain the following interpolation bounds.

**Lemma 1.** For any $(v, z, \psi) \in H^m(T_h^p) \times H^\ell(T_h^p) \times H^n(T_h^p)$, with $m, \ell, n \geq 2$, there exists $(v_I, z_I, \psi_I) \in V^p_h \times V^p_h \times V^a_h$ such that

$$
\|v - v_I\|^2 \lesssim \sum_{\kappa \in T_h^p} \frac{h^{2(s \kappa - 1)}_{\kappa}}{p^{s \kappa - 3}_{\kappa}} \|\hat{\mathbf{E}} v\|^2_{m,\kappa},
$$

$$
\|z - z_I\|^2 \lesssim \sum_{\kappa \in T_h^p} \frac{h^{2(r \kappa - 1)}_{\kappa}}{p^{2r \kappa - 3}_{\kappa}} \|\hat{\mathbf{E}} z\|^2_{\ell,\kappa},
$$

$$
\|\psi - \psi_I\|^2 \lesssim \sum_{\kappa \in T_h^p} \frac{h^{2(q \kappa - 1)}_{\kappa}}{p^{q \kappa - 3}_{\kappa}} \|\hat{\mathbf{E}} \psi\|^2_{n,\kappa},
$$

where $s_\kappa = \min(m, p_{\kappa \kappa} + 1)$, $r_\kappa = \min(\ell, p_{\kappa \kappa} + 1)$ and $q_\kappa = \min(n, p_{\kappa \kappa} + 1)$. Moreover, if $(u, w, \varphi) \in C^1([0, T] ; H^m(T_h^p)) \times C^1([0, T] ; H^\ell(T_h^p)) \times C^1([0, T] ; H^n(T_h^p))$, with $m, \ell, n \geq 2$, there exists $(u_I, w_I, \varphi_I) \in V^p_h \times V^p_h \times V^a_h$ s.t.:

$$
\|(u - u_I, w - w_I, \varphi - \varphi_I)\|_{2} \lesssim \sum_{\kappa \in T_h^p} \frac{h^{2(s \kappa - 1)}_{\kappa}}{p^{s \kappa - 3}_{\kappa}} \left( \|\hat{\mathbf{E}} u\|^2_{m,\kappa} + \|\hat{\mathbf{E}} u\|^2_{m,\kappa} \right)
$$

$$
+ \sum_{\kappa \in T_h^p} \frac{h^{2(r \kappa - 1)}_{\kappa}}{p^{2r \kappa - 3}_{\kappa}} \left( \|\hat{\mathbf{E}} w\|^2_{\ell,\kappa} + \|\hat{\mathbf{E}} w\|^2_{\ell,\kappa} \right)
$$

$$
+ \sum_{\kappa \in T_h^p} \frac{h^{2(q \kappa - 1)}_{\kappa}}{p^{q \kappa - 3}_{\kappa}} \left( \|\hat{\mathbf{E}} \varphi\|^2_{n,\kappa} + \|\hat{\mathbf{E}} \varphi\|^2_{n,\kappa} \right).
$$

We are now ready to state the main result of this section.

**Theorem 4** (A-priori error estimates). Let assumption 3.1, assumption 3.2 and assumption 4.1 hold. Assume that the exact solution of problem (8) is such that $u \in C^1([0, T] ; H^2(\Omega_p) \cap H^m(T_h^p))$, $w \in C^2([0, T] ; H^2(\Omega_p) \cap H^\ell(T_h^p))$ and $\varphi \in C^2([0, T] ; H^2(\Omega_p) \cap H^n(T_h^p))$, with $m, n, \ell \geq 2$ and let $(u_h, w_h, \varphi_h) \in C^2([0, T] ; V^p_h) \times C^2([0, T] ; V^p_h) \times C^2([0, T] ; V^a_h)$ be the solution of the semi-discrete problem (12), with sufficiently large penalty parameters $c_1$, $c_2$ and $c_3$. Then, for any $t \in [0, T]$

$$
\|(e^u, e^w, e^\varphi)(t)\|_{2} \lesssim \sum_{\kappa \in T_h^p} \frac{h^{s \kappa - 1}_{\kappa}}{p^{s \kappa - 3}_{\kappa}} \left( \|\hat{\mathbf{E}} u\|^2_{m,\kappa} + \|\hat{\mathbf{E}} u\|^2_{m,\kappa} + \int_0^t \left( \|\hat{\mathbf{E}} u\|^2_{m,\kappa} + \|\hat{\mathbf{E}} u\|^2_{m,\kappa} \right) \right)
$$

$$
+ \sum_{\kappa \in T_h^p} \frac{h^{r \kappa - 1}_{\kappa}}{p^{r \kappa - 3}_{\kappa}} \left( \|\hat{\mathbf{E}} w\|^2_{\ell,\kappa} + \|\hat{\mathbf{E}} w\|^2_{\ell,\kappa} + \int_0^t \left( \|\hat{\mathbf{E}} w\|^2_{\ell,\kappa} + \|\hat{\mathbf{E}} w\|^2_{\ell,\kappa} \right) \right)
$$

$$
+ \sum_{\kappa \in T_h^p} \frac{h^{q \kappa - 1}_{\kappa}}{p^{q \kappa - 3}_{\kappa}} \left( \|\hat{\mathbf{E}} \varphi\|^2_{n,\kappa} + \|\hat{\mathbf{E}} \varphi\|^2_{n,\kappa} + \int_0^t \left( \|\hat{\mathbf{E}} \varphi\|^2_{n,\kappa} + \|\hat{\mathbf{E}} \varphi\|^2_{n,\kappa} \right) \right).
$$

**Proof.** For any time $t \in [0, T]$, let $(u_I, w_I, \varphi_I)(t) \in V^p_h \times V^p_h \times V^a_h$ be the interpolants defined in lemma 1. We split the error $E(t) = (e^u, e^w, e^\varphi)(t)$ as $E(t) = E_I(t) - E_h(t)$, where

$$
E_I(t) = (e^u_I, e^w_I, e^\varphi_I)(t) = (u - u_I, w - w_I, \varphi - \varphi_I)(t),
$$

$$
E_h(t) = (e^u_h, e^w_h, e^\varphi_h)(t) = (u - u_h, w - w_h, \varphi - \varphi_h)(t).
$$
\( E_h(t) = (e^u_h, e^w_h, c^v_h)(t) = (u_h - u_I, w_h - w_I, \varphi_h - \varphi_I)(t). \)

From the triangle inequality we have \( \| E(t) \|_E^2 \leq \| E_h(t) \|_E^2 + \| E_I(t) \|_E^2 \), and lemma 1 can be used to bound the term \( \| E_I(t) \|_E \). As for the term \( \| E_h \|_E \), by taking \( (v, \xi, \psi) = (e^u_h, \dot{e}^u_h, e^v_h) \) as test functions in (24), taking into account that \( E = E_I - E_h \), neglecting the coupling terms thanks to skew-symmetry, collecting a first time derivative and defining the recall of the energy norm, identity (24) can be rewritten as

\[
\frac{1}{2} \frac{d}{dt} \mathcal{N}(t) + \eta k^{-1} \| \dot{e}^w_h \|_{\Omega_p}^2 = 1
\]

(25)

where

\[
(1) = (\rho \dot{e}^u_h, \dot{e}^w_h)_{\Omega_p} + (\rho f \dot{e}^u_h, \dot{e}^v_h)_{\Omega_p} + A^p_h(e^u_h, \dot{e}^u_h) + B^p_h(\beta e^u_h + e^w_h, \dot{e}^u_h) + C^p_h(e^u_h, \dot{e}^w_h)_{\Omega_p}
\]


(26)

and

\[
\mathcal{N}(t) - \mathcal{N}(0) + 2 \int_0^t \eta k^{-1} \| \dot{e}^w_h \|_{\Omega_p}^2 \, dt \lesssim \int_0^t (1) \, dt,
\]

(27)

where in the second inequality we have used lemma A.3 to bound from below the left hand side and that \( E_h(0) \) since \( e^u_h(0) = e^v_h(0) = e^w(0) = 0 \). Next, we bound each of the terms appearing in \( (1) \), cf. (26). By employing the Cauchy-Schwarz inequality, it follows

\[
| (\tilde{\rho}_s \dot{e}^u_h, \dot{e}^w_h)_{\Omega_p} | \lesssim \| \dot{e}^u_h \|_{\Omega_p} \| \dot{e}^w_h \|_{\Omega_p}, \quad | (\rho_c \dot{e}^u_h, \dot{e}^w_h)_{\Omega_p} | \lesssim \| \dot{e}^u_h \|_{\Omega_p} \| \dot{e}^w_h \|_{\Omega_p},
\]

and

\[
(\rho f \dot{e}^u_h, \dot{e}^v_h)_{\Omega_p} + (\rho f \dot{e}^u_h, \dot{e}^v_h)_{\Omega_p} + (\rho f \dot{e}^u_h, \dot{e}^v_h)_{\Omega_p} + (\rho f \phi^{-1} \dot{e}^w_h, \dot{e}^w_h)_{\Omega_p} + (\tilde{\rho}_u \dot{e}^u_h, \dot{e}^w_h)_{\Omega_p}
\]

\[
= \left( \phi^{1/2} \rho_f^{1/2} \dot{e}^u_h + \rho_f^{1/2} \phi^{-1/2} \dot{e}^w_h, \phi^{1/2} \rho_f^{1/2} \dot{e}^u_h + \rho_f^{1/2} \phi^{-1/2} \dot{e}^w_h \right)_{\Omega_p} + (\tilde{\rho}_u \dot{e}^u_h, \dot{e}^w_h)_{\Omega_p}
\]

\[
\lesssim \left\| \phi^{1/2} \rho_f^{1/2} \dot{e}^u_h + \rho_f^{1/2} \phi^{-1/2} \dot{e}^w_h \right\|_{\Omega_p} \left\| \phi^{1/2} \rho_f^{1/2} \dot{e}^u_h + \rho_f^{1/2} \phi^{-1/2} \dot{e}^w_h \right\|_{\Omega_p}
\]

\[
+ \left\| \tilde{\rho}_u \dot{e}^u_h \right\|_{\Omega_p} \left\| \tilde{\rho}_u \dot{e}^w_h \right\|_{\Omega_p}.
\]

For the \( A^p_h \) and \( A^0_h \)- terms in (26), by employing the continuity estimates in lemma A.2 and observing that \( \| \cdot \|_{dG, \ast} \leq \| \cdot \|_{\Omega_p} \), it follows

\[
A^p_h(e^u_h, \dot{e}^u_h) + A^0_h(e^v_h, \dot{e}^v_h) = \frac{d}{dt} \left( A^p_h(e^u_h, \dot{e}^u_h) + A^0_h(e^v_h, \dot{e}^v_h) \right) - A^p_h(e^u_h, \dot{e}^u_h) + A^0_h(e^v_h, \dot{e}^v_h)
\]

\[
\lesssim \frac{d}{dt} \left( \| e^u_h \|_{dG, e} \| e^u_h \|_{\Omega_p} + \| e^v_h \|_{dG, e} \| e^v_h \|_{\Omega_p} \right) + \left( \| e^u_h \|_{dG, e} \| e^u_h \|_{\Omega_p} + \| e^v_h \|_{dG, e} \| e^v_h \|_{\Omega_p} \right).
\]

The term \( B^p_h \) can be bounded in the same way, i.e.,

\[
B^p_h(\beta e^u_h + e^v_h, \dot{e}^u_h + e^v_h) \lesssim \frac{d}{dt} \left( \| \beta e^u_h + e^v_h \|_{dG, \ast} \| \beta e^u_h + e^v_h \|_{dG, \ast} \right)
\]
A direct application of the Young’s inequality gives
\[ p \leq \phi \left( \frac{\|e_h \|_{\Omega_p}^2}{h^2} \right) \]
Collecting all the previous bounds, we get
\[ \phi \left( \int \frac{\|e_h \|_{\Omega_p}^2}{h^2} \right) \]
for $\tau = \{0, 1\}$. Now, recalling the definitions of the coupling bilinear forms, using the Cauchy-Schwarz inequality, the trace-inverse inequality (11), the definition of the energy norm we get
\[ C_h(p, e, \dot{e}) = C_h(p, e, \dot{e}^w) + C_h(p, e, \dot{e}^w) + C_h(p, e, \dot{e}^y) = C_h(p, e, \dot{e}^y) + C_h(p, e, \dot{e}^y), \]
where in the last bound we have also used assumption 3.2. Then, we have
\[ \int_0^t C_h(p, e, \dot{e}) \, dt \lesssim \sum_{p \in T_h} \|\rho_e \dot{e}_f \|_F \|\dot{e}_h \|_F \lesssim \sum_{p \in T_h} \|\dot{e}_f \|_{\partial_\Omega_e} \|\dot{e}_h \|_{\partial_\Omega_e} \]
In the same way, we can conclude that
\[ \int_0^t C_h(p, e, \dot{e}) \, dt \lesssim \sum_{p \in T_h} \|\rho_e \dot{e}_f \|_F \|\dot{e}_h \|_F \]
Collecting all the previous bounds, we get
\[ \|E_h\|_{\mathcal{E}}^2 \lesssim \|\dot{e}_f \|_{\mathcal{E}, e} + \|\dot{e}_h \|_{\mathcal{E}, h} + \|\dot{e}_i \|_{\mathcal{E}, i} \]
A direct application of the Young’s inequality gives
\[ \|E_h\|_{\mathcal{E}}^2 \lesssim C^2(e, e, e) + \int_0^t D(e, e, e) \|E_h\|_{\mathcal{E}} \, dt, \]
(28)
The term $C$ can be bounded based on employing the estimates in lemma 1. Analogously, to estimate term $D$, we make use of lemma 1 and the following ones for $I_h^0(\dot{e}_T^n)$ and $I_h^0(\dot{e}_T^n + \tau \dot{e}_T^n)$

$$I_h^0(\dot{e}_T^n) \lesssim \sum_{k \in T_h} \frac{h_k^{n-1}}{m-3/2} \| \dot{\mathcal{E}} \|_{n,K}$$

$$I_h^0(\dot{e}_T^n + \tau \dot{e}_T^n) \lesssim \sum_{k \in T_h} \frac{h_k^{n-1}}{m-3/2} \| \mathcal{E} \|_{m,K} + \sum_{k \in T_h} \frac{h_k^{n-1}}{p_{p,k}} \| \mathcal{E} \|_{\ell,K}.$$  

Finally, by employing Gronwall’s lemma we get

$$\| E_k \|_E \lesssim C(e_T^n, e_T^n, e_T^n) + \int_0^t D(e_T^n, e_T^n, e_T^n) dt,$$

and the thesis follows.

5 Time discretization

In order to discretize in time equation (17), we employ the Newmark-$\beta$ method, as described in the following. We discretize the time interval $[0,T]$ by introducing a timestep $\Delta t > 0$, such that $\forall k \in \mathbb{N}$, $t_{k+1} - t_k = \Delta t$ and define $X^k$ as $X^k = X(t_k)$, with $X = [U, W, \Phi]^T$. We rewrite equation (17) in compact form as $A \ddot{X} + B \dot{X} + C X = F$ and get

$$\ddot{X} = A^{-1}(F - B \dot{X} - C X) = A^{-1} F - A^{-1} B \dot{X} - A^{-1} C X = \mathcal{L}(t, X, \dot{X}),$$

The Newmark scheme is defined by introducing a Taylor expansion for displacement and velocity, respectively:

$$\begin{cases}
X^{k+1} = X^k + \Delta t Z^k + \Delta t^2 (\beta N L^{k+1} + (\frac{1}{2} - \beta N) L^k), \\
Z^{k+1} = Z^k + \Delta t (\gamma N L^{k+1} + (1 - \gamma N) L^k),
\end{cases} \tag{29}$$

where $Z^k = \dot{X}(t_k)$, $L^k = L(t_k, X^k, Z^k)$ and the Newmark parameters $\beta N$ and $\gamma N$ satisfy the following constraints $0 \leq \gamma N \leq 1, 0 \leq 2\beta N \leq 1$. The typical choices of parameters are $\gamma N = 1/2$ and $\beta N = 1/4$, for which the scheme is unconditionally stable and second order accurate. Finally, by plugging the definition of $\mathcal{L}$ into (29), for $k \geq 0$, the time integration reduces to:

$$\begin{bmatrix}
A + \Delta t^2 \beta N C \\
\gamma N \Delta t C
\end{bmatrix}
\begin{bmatrix}
X^{k+1} \\
Z^{k+1}
\end{bmatrix} =
\begin{bmatrix}
A + \Delta t^2 \beta N C \\
\gamma N \Delta t C
\end{bmatrix}
\begin{bmatrix}
X^k \\
Z^k
\end{bmatrix} +
\begin{bmatrix}
\Delta t^2 \beta N F^{k+1} \\
\gamma N \Delta t F^k
\end{bmatrix},$$

where $\tilde{\beta}_N = (\frac{1}{2} - \beta N)$ and $\tilde{\gamma}_N = (1 - \gamma N)$.

6 Numerical results

Numerical implementation has been carried out through the software MATLAB. Meshes have been generated through the polymeshier software, cf.[40].
The model problem is solved in $\Omega = (-1,1) \times (0,1)$, on a sequence of polygonal meshes as the one shown in fig. 2, and with physical parameters shown in table 1. For the first test case, we choose as exact solution

$$u(x,y;t) = \left( x^2 \cos\left(\frac{\pi x}{2}\right) \sin(\pi x) \right) \cos(\sqrt{2} \pi t), \quad w(x,y;t) = -u(x,y;t),$$

in order to have a null pressure in the whole poroelastic domain. Since the solution together with its first $x$, $y$- and $t$-derivatives are identically zero at the interface $\Gamma = 0 \times (0,1)$, interface coupling conditions are consequently null. This suggests to test both the open pores ($\tau = 0$) and the sealed pores ($\tau = 1$) cases with the same manufactured solution. A sequence of uniformly refined polygonal meshes have been considered, with uniform polynomial degree $p_{\kappa} = p_{a,\kappa} = p = 1,2,3$. The final time $T$ has been set equal to 0.25, considering a timestep of $\Delta t = 10^{-4}$ for the Newmark-$\beta$ scheme, $\gamma_{N} = 1/2$ and $\beta_{N} = 1/4$. The penalty parameters $c_{1}, c_{2}$ and $c_{3}$ appearing in the definition (14)–(16) have been chosen equal to 10. In fig. 3 we report the computed errors as a function of the inverse of the mesh-size (log-log scale), for the case $p = 3$. As predicted by theorem 4 the errors decays proportionally to $h^3$. Moreover, we have also computed the $L^2$-errors on the pressure field $p$. These results are reported fig. 4 and show a convergence rate proportional to $h^3$, as expected. We point out
the that discrete pressure has been computed through equation (2). Finally, we compute the $L^2$ norm

$$
\|p - p_h\|_{\Omega}
$$

of the error fixing a computational mesh of $N = 400$ polygons and varying the polynomial degree $p = 1, 2, \ldots, 5$. The computed errors are reported in fig. 5 (semi-log scale), and an exponential decay of the error is clearly attained.

Test case 2. Oblique interface

The second test cases consider a domain $\Omega = (0, 400) \times (0, 400)$ m$^2$, with a straight interface with slope 60$^\circ$, cf. fig. 6a. Physical and dimensional parameters have been chosen as in [21] and listed in table 2. Boundary and initial conditions have been set equal to zero both for the poroelastic and the acoustic domain. Forcing terms are null in $\Omega_p$, while in $\Omega_a$ a forcing term is imposed until $t = 0.05$ s, by considering the following load: $f_a = r(x, y)h(t)$, where

$$
h(t) = \begin{cases}
\sum_{k=1}^{4} \alpha_k \sin(\gamma_k \omega_0 t), & \text{if } 0 < t < \frac{1}{f_0} \\
0, & \text{otherwise,}
\end{cases}
$$

(30)

with coefficients defined as: $\alpha_1 = 1$, $\alpha_2 = -21/32$, $\alpha_3 = 63/768$, $\alpha_4 = -1/512$, $\gamma_k = 2^{k-1}$, $\omega_0 = 2\pi f_0$ Hz, $f_0 = 20$ Hz. The function $r(x, y)$ is defined as $r(x, y) = 1$, if $(x, y) \in \bigcup_{i=1}^{4} B(x_i, r)$, while

![Figure 4: Test case 1. Computed error, at the final time $T$, $\|p - p_h\|_{\Omega}$ as a function of $h$ ($p = 3$).](image)

![Figure 5: Test case 2. Physical parameters.](image)
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Figure 5: Test case 1. Computed errors, at the final time $T$, as a function of the polynomial degree $p$ on a computational mesh of $N = 400$ polygons.

$r(x, y) = 0$, otherwise, where $B(x_i, r)$ is the circle centered in $x_i$ and with radius $r$. Here, we set $x_1 = (250, 100)$ m, $x_2 = (250, 150)$ m, $x_3 = (250, 200)$ m, $x_4 = (250, 250)$ m and $r = 10$ m. Notice that, the support of the function $r(x, y)$ has been reported in fig. 6a, superimposed with a sample of one of the computational meshes employed. Simulations have been carried out by considering a polygonal mesh consisting in $N = 6586$ polygons, subdivided into $N_a = 3564$ and $N_p = 3022$ polygons for the acoustic and poroelastic domain, respectively, a Newmark scheme with time step $\Delta t = 10^{-3}$ s and $\gamma_N = 1/2$ and $\beta_N = 1/4$. In a time interval $[0, 0.15]$ s and a polynomial degree $p_{a, \kappa} = p_{a, \kappa} = p = 4$.

In fig. 7 we show the absolute value of the computed acoustic potential $\varphi_h$ in the acoustic domain and of the computed displacement wave field $u_h$ in the poroelastic one. As one can see part of the acoustic wave propagates through the poroelastic domain where the main wavefront is aligned with the oblique interface. Moreover, in fig. 8 we report the computed pressure $p_h$ along the horizontal line $y = 200$ m. It is possible to notice that the pressure wave correctly propagates from the acoustic domain to the poroelastic one: the continuity at the interface boundary can be appreciated. Remark that $p_h = \rho_a \dot{\varphi}$ in the acoustic domain while $p_h = -m(\beta \nabla \cdot u + \nabla \cdot w)$ in the poroelastic one.

Test case 3: Sinusoidal interface

Finally, with the same data of test case 2, we consider a square domain $\Omega = [-1500, 1500]^2$ m$^2$ and a sinusoidal interface $\Gamma$ defined through the relation $\Gamma(x) = 40 \sin \left( \frac{\pi}{100} x \right)$, cf. fig. 6b. The number of polygons composing the mesh is $N = 5441$, subdivided into $N_a = 2713$ and $N_p = 2728$ polygons for the acoustic and poro-elastic subdomains, respectively. Moreover, as shown in fig. 6b, we have set the initial conditions on the acoustic domain, by defining $h(t)$ as before and $r(x, y) = 1$, if $(x, y) \in B(x_i, r)$, and equal to 0, otherwise, with $x_1 = (0, 150)$ m and $r = 50$ m. In fig. 9 we show the propagation of the discrete pressure at the time instants $t = 0.2, 0.4, 0.5$ s and $t = 0.6$ s. Observe how the sinusoidal interface contributes to the diffraction of the acoustic wave in the poroelastic domain. In particular, we can observe the main wave front traveling towards the rigid walls of the domain followed by waves having smaller amplitude originated by the sinusoidal shape of the contact boundary.
Figure 6: Test cases 2 and 3. Computational domains and computational grids. The support of $r(x, y)$ is also superimposed in cyan over the mesh.

Figure 7: Test case 2. Oblique interface. Computed potential $\varphi_h$ in the acoustic domain and the computed displacement wave field $u_h$ at three time instants ($t = 0.04, 0.08, 0.12$ s), with $\Delta t = 10^{-3}$ s.

Figure 8: Test case 2. Oblique interface. Computed pressure wave $p_h$ along the line $y = 200$ m at the time instants $t = 0.04$ s (left), $t = 0.08$ s (center) and $t = 0.12$ s (right).
Figure 9: Test case 4. computed pressure $p_h$ at the time instants $t = 0.2$ s (top-left), $t = 0.4$ s (top-right), $t = 0.5$ s (bottom-left) and $t = 0.6$ s (bottom-right) with $\Delta t = 10^{-3}$ s.
7 Conclusions

In this work we have presented and analyzed a dG approximation to the coupled poro-elasto-acoustic problem on polygonal and polyhedral grids. Existence and uniqueness of the (strong) solution to the continuous problem has been proven based on employing the semigroup theory. We have proved a stability result for both the continuous and the semi-discrete formulations together with an a priori $hp$-version error estimates for the semidiscrete solution in a suitable energy norm. Finally, a wide set of two-dimensional numerical simulations have been carried out.

A Appendix

The proof of theorem 1 as well as some technical results used for the stability and error analysis are presented below.

Proof. (Theorem 1) The proof follows the lines of [3, Theorem 3.1]. Let $v = \dot{u}$, $z = \dot{w}$, $\lambda = \dot{\varphi}$ and let $\mathcal{U} = (u, v, w, z, \varphi, \lambda)$. We introduce the following Hilbert space $\mathbb{H} = H^1_0(\Omega_p) \times L^2(\Omega_p) \times H^1_0(\Omega_p) \times L^2(\Omega_p) \times H^1_0(\Omega_a) \times L^2(\Omega_a)$, equipped with the scalar product

\[
\langle (\mathcal{U}_1, \mathcal{U}_2)_{\mathbb{H}} \rangle = (\tilde{\rho} u_1, u_2)_{\Omega_p} + (\tilde{\rho} w z_1, z_2)_{\Omega_p} + \left( \rho_f [\phi^{1/2} v_1 + \phi^{-1/2} z_1], \phi^{1/2} v_2 + \phi^{-1/2} z_2 \right)_{\Omega_p} + (\mathcal{C} : \mathbf{e}(u_1), \mathbf{e}(u_2))_{\Omega_p} + (m \nabla \cdot (\beta u_1 + w_1), \nabla \cdot (\beta u_2 + w_2))_{\Omega_p} + (\rho \alpha c^{-2} \lambda_1, \lambda_2)_{\Omega_a} + (\rho \varphi_1, \nabla \varphi_2)_{\Omega_a},
\]

where $\tilde{\rho} = (1 - \phi) \rho_f$, $\tilde{\rho} = a_0 \rho_f / \phi$ and $\alpha = 1 + a_0$. We define the operator

\[
A : \mathcal{D}(A) \subset \mathbb{H} \to \mathbb{H}
\]

\[
A \mathcal{U} = \begin{pmatrix}
-\frac{1}{\rho_T} \left( \rho w \nabla \cdot \sigma + \rho_f (\frac{\eta}{k} z + \nabla p) \right) \\
-\frac{1}{\rho_T} (\rho_f \nabla \cdot \sigma + \rho (\frac{\eta}{k} z + \nabla p)) \\
-\lambda \\
-c^2 \Delta \varphi
\end{pmatrix},
\]

with $\rho_T = \rho w - \rho_f^2 > 0$, and where

\[
\mathcal{D}(A) = \{ \mathcal{U} \in \mathbb{H} : u \in H^1_0(\Omega_p) \cap H^2(\Omega_p), v \in H^1_0(\Omega_p), w \in H^2(\Omega_p), \\
z \in H^1_0(\Omega_p), \varphi \in H^2(\Omega_a), \lambda \in H^1_0(\Omega_a); (\sigma + \rho \lambda I) \cdot n_p = 0, \text{ on } \Gamma_I, \\
p - \rho \lambda n_p = 0, \text{ on } \Gamma_1, (\nabla \varphi + v + z) \cdot n_a = 0, \text{ on } \Gamma_1 \}.
\]

With the above notation, problem (8) can be reformulated as follows: given $F \in C^1([0, T] ; \mathbb{H})$ defined as $F(t) = (0, (\rho w f_p - \rho_f g_p) / \rho_T, 0, (\rho g_p - \rho_f f_p) / \rho_T, 0, c^2 f_a)$ and $\mathcal{U}_0 \in \mathcal{D}(A)$, find $\mathcal{U} \in C^1([0, T] ; \mathbb{H}) \cap C^0([0, T] ; \mathcal{D}(A))$ such that

\[
\begin{aligned}
\frac{d \mathcal{U}}{dt} + A \mathcal{U}(t) &= F(t), \quad t \in (0, T], \\
\mathcal{U}(0) &= \mathcal{U}_0.
\end{aligned}
\]

Owing to the Hille-Yosida theorem, the above problem is well-posed provided $A$ is maximal monotone, i.e. $(A \mathcal{U}, \mathcal{U})_{\mathbb{H}} \geq 0 \forall \mathcal{U} \in \mathcal{D}(A)$ and $I + A$ is surjective from $\mathcal{D}(A)$ to $\mathbb{H}$. The first condition follows by definition of the scalar product in $\mathbb{H}$, the definition of the domain $\mathcal{D}(A)$ and integrating by parts, i.e.

\[
(A \mathcal{U}, \mathcal{U})_{\mathbb{H}} = - \left( \rho w \nabla \cdot \sigma + \rho_f \frac{\eta}{k} z + \rho \frac{\eta}{k} \nabla p, v \right)_{\Omega_p} - (\mathcal{C} : \mathbf{e}(v), \mathbf{e}(u))_{\Omega_p} \]

\[
+ \left( \rho_f \frac{\eta}{k} \nabla \cdot \sigma + \rho \frac{\eta}{k} z + \rho \frac{\eta}{k} \nabla p, v \right)_{\Omega_p} - (\rho \alpha \Delta \varphi, \lambda)_{\Omega_a}.
\]
(31a), (31c) and (31e). Then \( U \in \mathcal{D} \).

Milgram Lemma. Indeed, \( A \) and \( D \) can be proved based on employing assumption 3.1 and the trace inverse inequality (11).

\[
\phi := v_0 \quad \text{and} \quad \lambda := v_1, \quad \text{respectively, so that} \quad (31a)-(31f) \quad \text{can be rewritten as:}
\]

\[
\begin{align*}
\rho u + \rho_f w - \nabla \cdot \sigma &= \rho (\mathcal{F}_1 + \mathcal{F}_2) + \rho_f (\mathcal{F}_3 + \mathcal{F}_4) = G_1, \\
\rho_f u + \rho_w w + \frac{\eta}{k} w + \nabla p &= \rho_f (\mathcal{F}_1 + \mathcal{F}_2) + \rho_w (\mathcal{F}_3 + \mathcal{F}_4) + \frac{\eta}{k} \mathcal{F}_3 = G_2, \\
\rho_a c^{-2} \varphi - \rho_a \Delta \varphi &= \rho_a c^{-2} (\mathcal{F}_5 + \mathcal{F}_6) = G_3.
\end{align*}
\]

Since \( n_p = -n_a \) on \( \Gamma_I \), using (31a), (31e) and (31e) and the transmission conditions on \( \Gamma_I \) embedded in the definition of \( \mathcal{D}(A) \), the variational formulation of the above problem reads: find \( (u, w, \varphi) \) \( \in \mathbf{H}^1_0(\Omega_p) \times \mathbf{H}^1_0(\Omega_p) \times H^1_0(\Omega_a) \) s.t.

\[
\mathcal{A}((u, w, \varphi), (v, z, \lambda)) = \mathcal{L}(v, z, \lambda),
\]

for any \( (v, z, \lambda) \in \mathbf{H}^1_0(\Omega_p) \times \mathbf{H}^1_0(\Omega_p) \times H^1_0(\Omega_a) \), where

\[
\mathcal{A}((u, w, \varphi), (v, z, \lambda)) = (\rho u, v)_{\Omega_p} + (\rho_f w, v)_{\Omega_p} + (\mathcal{C} e(u), e(v))_{\Omega_a} + (m \nabla \cdot (\beta u + w), \nabla \cdot (\beta v + z))_{\Omega_p} + (\eta k^{-1} w, z)_{\Omega_p}
\]

\[
+ (\rho_a c^{-2} \varphi, \lambda)_{\Omega_a} + (\rho_a \nabla \varphi, \nabla \lambda)_{\Omega_a} + (\rho_f u, z)_{\Omega_p} + (\rho_w w, z)_{\Omega_p} + (\rho_a \varphi n_p, v + z)_{\Gamma_I} - (\rho_a (u + w) \cdot n_p, \lambda)_{\Gamma_I},
\]

and \( \mathcal{L}(v, z, \lambda) = (G_1, v)_{\Omega_p} + (G_2, z)_{\Omega_p} + (G_3, \lambda)_{\Omega_a} \). This problem is well posed thanks to the Lax-Milgram Lemma. Indeed, \( \mathcal{A} \) is coercive since the interface contribution vanish when \( v = u, z = w \) and \( \lambda = \varphi \). In addition, thanks to (31b), \( u \in \mathbf{H}^2(\Omega_p) \cap H^1_0(\Omega_p), w \in \mathbf{H}^2(\Omega_p) \cap H^1_0(\Omega_p) \) and \( \varphi \in H^2(\Omega_a) \cap H^1_0(\Omega_a) \). Moreover, this gives \( (v, z, \lambda) \in \mathbf{H}^1_0(\Omega_p) \times \mathbf{H}^1_0(\Omega_p) \times H^1_0(\Omega_a) \), thanks to (31a), (31e) and (31e). Then \( \mathcal{U} \in \mathcal{D}(A) \) and the proof is complete.

Finally, we conclude the Appendix with some technical results needed in the analysis. The first lemma can be proved based on employing assumption 3.1 and the trace inverse inequality (11).

**Lemma A.1.** The following bounds hold:

\[
\left\| \eta^{-1/2} \{ \sigma_h(v) \} \right\|_{\mathcal{F}^1_h} \leq \frac{1}{\sqrt{c_1}} \left\| \mathbf{C}^{1/2} \epsilon_h(v) \right\|_{\Omega_p} \quad \forall v \in \mathbf{V}^p_h,
\]

(33)
where $c_1$, $c_2$ and $c_3$ are the stability parameters appearing in (14), (15) and (16), respectively.

The next result follows based on employing lemma A.1.

**Lemma A.2.** Let assumption 3.1 and assumption 3.2 be satisfied. Then,

$$
\begin{align*}
A_h^p(u, v) &\lesssim \|u\|_{dG,e}^2 \|v\|_{dG,e} \quad A_h^p(u, u) \gtrsim \|u\|_{dG,e}^2 & \forall u, v \in V^p_h, \\
B_h^p(u, v) &\lesssim \|u\|_{dG,p} \|v\|_{dG,p} \quad B_h^p(u, u) \gtrsim \|u\|_{dG,p}^2 & \forall u, v \in V^p_h, \\
A_h^p(\varphi, \psi) &\lesssim \|\varphi\|_{dG,a} \|\psi\|_{dG,a} \quad A_h^p(\varphi, \varphi) \gtrsim \|\varphi\|_{dG,a}^2 & \forall \varphi, \psi \in V^a_h, \\
A_h^p(\varphi, \psi) &\lesssim \|\varphi\|_{dG,a} \|\psi\|_{dG,a} \quad B_h^p(w, z) \lesssim \|w\|_{dG,p} \|z\|_{dG,p} & \forall w \in H^2(T^p_h), \forall z \in V^p_h.
\end{align*}
$$

The coercivity bounds hold provided that the stability parameters $c_1$, $c_2$ and $c_3$ appearing in (14),(15) and (16), respectively, are chosen sufficiently large.

**Lemma A.3.** It holds:

$$
\begin{align*}
\|u_h\|_{L^2(E,e)}^2 &\lesssim \|u_h\|_{L^2(E,e)}^2 - 2 \{\sigma_h(u_h)\} \cdot [u_h]_{F^p_h} \lesssim \|u_h\|_{L^2(E,e)}^2 & \forall u_h \in C^1([0, T]; V^p_h), \\
\|\varphi_h\|_{L^2(E,a)}^2 &\lesssim \|\varphi_h\|_{L^2(E,a)}^2 - 2 \{\nabla_h \varphi_h\} \cdot [\varphi_h]_{F^p_h} \lesssim \|\varphi_h\|_{L^2(E,a)}^2 & \forall \varphi_h \in C^1([0, T]; V^p_h), \\
\|z_h\|_{0, dG,p}^2 &\lesssim \|z_h\|_{0, dG,p}^2 - 2m \{\langle \nabla_h \cdot z_h I \rangle\} \cdot [z_h]_{F^p_h} \lesssim \|z_h\|_{0, dG,p}^2 & \forall \varphi_h \in C^1([0, T]; V^a_h).
\end{align*}
$$

The lower bounds hold provided that the penalization constants $c_1$, $c_2$ and $c_3$ appearing in equations (14), (15) and (16) are chosen sufficiently large.

**Proof.** For the proof of the first two bounds, cf [9] and [3, Lemma A.2]. Concerning the last bound, it follows with the same arguments.
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