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Abstract. Consider a multitype coalescent process in which each block has a colour in \( \{1, \ldots, d\} \). Individual blocks may change colour, and some number of blocks of various colours may merge to form a new block of some colour. We show that if the law of a multitype coalescent process is invariant under permutations of blocks of the same colour, has consistent Markovian projections, and has asynchronous mergers, then it is a multitype Λ-coalescent: a process in which single blocks may change colour, two blocks of like colour may merge to form a single block of that colour, or large mergers across various colours happen at rates governed by a \( d \)-tuple of measures on \([0,1]^d\). We go on to identify when such processes come down from infinity. Our framework generalises Pitman’s celebrated classification theorem for singletype coalescent processes, and provides a unifying setting for numerous examples that have appeared in the literature, including the seed-bank model, the island model, and the coalescent structure of continuous-state branching processes.
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1. Introduction and statements of main results

1.1. Motivation. Coalescent processes follow the formation and coagulation of clusters (referred to as “blocks”), as governed by simple probabilistic rules. Notwithstanding interesting applications in physics and chemistry, they are best known for their time-reversed form which describes the construction of genealogical trees of evolving populations. The most important questions about these processes concern their behaviour at early times when initiated with a large (or infinite) number of blocks. This setting corresponds to looking far back in time in the genealogy of a large population, and results obtained there have important consequences for applied scientists in the field of population genetics. Of particular interest is the question of whether or not a coalescent process may “come down from infinity”, meaning that it almost surely has a finite number of blocks after any positive time.

To aid the development of a robust mathematical theory of these processes issued from infinity, certain properties are required. Individual elements should behave identically: this is codified in the concept of exchangeability, which states that the process should be invariant under permutations of block labels. The rules should be well-behaved across different scales: a consistent process is one in which each restriction to a finite number of elements is itself a Markov chain. Multiple events should not happen simultaneously (though this last criterion can be relaxed if one is careful [18]).

Famously, Pitman [16] proved that these requirements together uniquely specify a class of processes known as Λ-coalescents (which were incidentally discovered simultaneously by Sagitov [17]). These are characterised by a measure Λ on the unit interval, with the rule that at any moment in which a restriction of the process to \( \{1, \ldots, n\} \) has \( b \) blocks, any \( k \) of these blocks are merging to form a single new block at rate

\[
\lambda_{b,k} := \int_{[0,1]} s^{k-2} (1 - s)^{b-k} \Lambda(ds).
\]
The majority of previously-studied coalescent processes, including those of Kingman [13] and Bolthausen and Sznitman [5], fall into this class. The existence of this framework has enabled the discovery of powerful general results. Important examples include the establishment of a simple criterion for exactly when a $\Lambda$-coalescent is able to come down from infinity [19], and even its asymptotic rate of descent [2].

The $\Lambda$-coalescent processes have no restrictions on which blocks may coalesce. In genealogical terms, they describe populations assumed to occupy a geographic region which is sufficiently small and well-connected. This assumption is too simplistic to properly capture the evolution of natural populations, however, which typically have been geographically separated for periods long enough to affect the shape of their ancestral trees. To account for this it is necessary to consider models of multiple coalescing populations. A large body of work exists under the heading of metapopulation coalescent models, almost all of which is concerned with the limit in which the number of types is large. The “standard structured coalescent” of Notohara [15] extends Kingman’s coalescent to a metapopulation setting, and establishes duality with a corresponding forward population dynamical model. Another interesting example of a structured coalescent is the recently proposed seed-bank model [4], where blocks come in two types, only one of which undergoes mergers.

Amongst this diverse body of work, the high-level questions of how the requirements of consistency and exchangeability constrain the range of possible models and behaviours have so far gone unanswered. In this article we answer these questions, providing a unifying setting for such processes with multiple types in the framework of multitype $\Lambda$-coalescents, a class of coalescent processes taking values in the collection of $d$-type partitions of a set:

**Definition 1.1.** Let $S$ be a countable set. A $d$-type partition of $S$ is a $d$-tuple $\pi = (\pi_1, \ldots, \pi_d)$ of disjoint collections of subsets of $S$ such that the union $\hat{\pi} = \pi_1 \cup \ldots \cup \pi_d$ is a partition of $S$. We call $\hat{\pi}$ the underlying partition of $\pi$.

Clearly each block $\Gamma$ contained in the underlying partition $\hat{\pi}$ of $\pi$ is contained in exactly one of the collections $\pi_i$ for some $i$; in this case we refer to $i$ as the colour or type of the block $\Gamma$. (We use ‘type’ and ‘colour’ interchangeably throughout the article.) It is easily verified that whenever $T$ is a subset of $S$, a $d$-type partition on $S$ may be projected onto $T$ to induce a $d$-type partition on $T$. Throughout the paper, when possible we take an intrinsic approach in that we are not concerned with the underlying set $S$, but rather the number of blocks of each colour. With the $d$-type partitions of a set $S$ defined, we now offer a rather broad definition of $d$-type coalescent processes.

**Definition 1.2.** A $d$-type coalescent process is a stochastic processes $(\pi(t))_{t \geq 0}$ taking values in the set of $d$-type partitions of a set $S$ with the property that the blocks of the underlying partition process $(\hat{\pi}(t))_{t \geq 0}$ merge as time passes.

In other words, the underlying partition process of a $d$-type coalescent process is a single-type coalescent process.

We now introduce the multitype $\Lambda$-coalescents. Whenever $j = (j_1, \ldots, j_d)$ is a multiindex, we use the term $j$ blocks to refer to a collection of blocks containing exactly $j_i$ blocks of type $i$. We write $a \leq b$ if $a_i \leq b_i$ for each $1 \leq i \leq d$. We write $a < b$ if $a \leq b$ and $a \neq b$.

**Definition 1.3** (The multitype $\Lambda$-coalescents). Write $\Lambda = (\rho_{ii \rightarrow i}, \rho_{ji \rightarrow i}, Q_{i ightarrow i} : i, j \in \{1, \ldots, d\})$, where $\rho_{ii \rightarrow i}, \rho_{ji \rightarrow i} \geq 0$ and each $Q_{i \rightarrow i}$ is a measure on the unit cube $[0, 1]^d$ satisfying the integrability condition

$$
\int_{[0, 1]^d} \left( s_i^2 + \sum_{j \neq i} s_j \right) Q_{i \rightarrow i}(ds) < \infty.
$$
The multitype \( \Lambda \)-coalescent is the coalescent process taking values in the set of \( d \)-type partitions of a countable set \( S \) and governed by the following rule for non-zero \( \mathbf{k} \leq \mathbf{b} \): when a projection of the process onto a subset \( T \) of \( S \) has \( \mathbf{b} \) blocks, any \( \mathbf{k} \) of these blocks are merging to form a single block of type \( i \) at rate
\[
\lambda_{\mathbf{b}, \mathbf{k} \rightarrow i} = \sum_{j \neq i} 1_{k_j = e_j \rho_{j \rightarrow i}} + 1_{k_i = 2e_i \rho_{ii \rightarrow i}} + \int_{[0,1]^d} s^k (1 - s)^{b^i - k^i} Q_{\rightarrow i}(ds),
\]
where for multiindices \( \mathbf{k} \leq \mathbf{b} \) and \( s \in [0,1]^d \), \( s^k (1 - s)^{b - k} := \prod_{j=1}^d s_j^{b_j} (1 - s_j)^{b_j - k_j} \).

We now analyse the integral formula \((3)\) for the rate \( \lambda_{\mathbf{b}, \mathbf{k} \rightarrow i} \) at which a collection of \( \mathbf{k} \) of \( \mathbf{b} \) blocks merge to form a single block of type \( i \):

- Any individual block of type \( j \) changes to type \( i \) at rate \( \rho_{j \rightarrow i} \). These changes can be thought of as mutations.
- Any pair of blocks of type \( i \) merge to form a single block of type \( i \) at rate \( \rho_{ii \rightarrow i} \).
- At rate \( Q_{\rightarrow i}(ds) \) a merger event of type \( i \) and involvement probabilities \( s = (s_1, \ldots, s_d) \) occurs. At this event, a proportion of all blocks in the process across various types merge to form a single block of type \( i \) according to the following rule: independently each block of some type \( j \) elects to be involved in the merger with probability \( s_j \), or not be involved with probability \( 1 - s_j \).

We make a brief clarification on the large merger events:

**Remark 1.4.** Suppose at some moment there are \( \mathbf{b} \) blocks in the system and a merger event of type \( i \) occurs with involvement probabilities \( s = (s_1, \ldots, s_d) \). Then for nonzero \( \mathbf{k} \leq \mathbf{b} \), the probability that \( \mathbf{k} \) blocks are involved in the merger is given by \( \prod_{j=1}^d (b_j - k_j) s_j^{b_j} (1 - s_j)^{b_j - k_j} \); after this merger there are \( \mathbf{b} - \mathbf{k} + \mathbf{e}_i \) blocks in the system.

We now clarify the situation in the \( \mathbf{k} = 0 \) setting. When there are \( \mathbf{b} \) blocks in the system, and a type \( i \) merger occurs with involvement probabilities \( s = (s_1, \ldots, s_d) \), there is a \( \prod_{j=1}^d (1 - s_j)^{b_j} \) probability that none of the \( \mathbf{b} \) blocks are involved in this merger, i.e. the merger is empty. We emphasise that at such an event no new type \( i \) block is created during this ‘empty’ merger, so that after an empty merger of type \( i \) there are still \( \mathbf{b} \) (rather than \( \mathbf{b} + \mathbf{e}_i \)) blocks.

Let us take a moment to reconnect the multitype \( \Lambda \)-coalescents with the single-type \( \Lambda \)-coalescents introduced by Pitman [16] and Sagitov [17]. Indeed, every measure \( \Lambda \) on \([0,1]\) may be unpacked via a unique representation
\[
\Lambda(ds) = \rho \delta_0(ds) + s^2 Q(ds),
\]
where \( \rho \geq 0 \), \( \delta_0 \) is the Dirac mass at zero, and \( Q(ds) \) is a measure on \([0,1]\) not charging zero (i.e. \( Q(\{0\}) = 0 \)). This representation induces an alternative representation to \((1)\)
\[
\lambda_{\mathbf{b}, \mathbf{k}} = \rho 1_{k=2} + \int_0^1 s^k (1 - s)^{b - k} Q(ds).
\]
The equation \((5)\) is simply the single-type special case of \((3)\).

In the next section we will give our main result, which states that any \( d \)-type coalescent process enjoying the properties of exchangeability, consistency and asynchronous mergers may be realised as a \( d \)-type \( \Lambda \)-coalescent.

### 1.2. The classification theorem and recursions on \( \mathbb{Z}^d_{\geq 0} \)

Our main result classifies the set of coalescent processes that are exchangeable, consistent and asynchronous. We now take a brief moment to outline each of these concepts. We give a full description of multitype exchangeability in Section [5.1], but let us just say here that in essence, a \( d \)-type coalescent process is exchangeable if its law is invariant under permutations of blocks of the same colour. Turning to consistency, we noted above that every \( d \)-type partition on a set \( S \) induces a \( d \)-type partition on every subset...
T of S. In particular, we say a d-type coalescent process on S is consistent if every projection of the process onto a subset T of S is a Markov process in its own filtration. Finally, we say a d-type Λ-coalescent is asynchronous, or more explicitly, has asynchronous mergers, if there are (almost-surely) no instances in which two separate collections of blocks merge to form two new blocks simultaneously. In other words, asynchronous means there are no simultaneous multiple mergers.

We now state our main result:

**Theorem 1.5.** A d-type coalescent process is exchangeable, consistent and has asynchronous mergers if and only if it is a d-type Λ-coalescent.

Theorem 1.5 is a generalisation of the main result [16] Theorem 1] of Pitman’s original work on single-type Λ-coalescents, and our proof begins with analogous ideas from the de Finetti theory. Namely, Pitman makes the crucial observation that any single-type exchangeable and consistent coalescent process with asynchronous mergers must have the property that the merger rates satisfy the recursion

\[ \lambda_{b,k} = \lambda_{b+1,k} + \lambda_{b+1,k+1} \quad \text{for } 2 \leq k \leq b, \]

thereby reducing the problem to classifying the sets of non-negative real numbers \( \lambda_{b,k} : 2 \leq k \leq b \) satisfying the relation (6). Pitman transforms the variables \( \lambda_{b,k} \) in such a way that they can be subjected to de Finetti theory, finding along the way that the boundary value leads to an extra degree of freedom which appears as the \( \rho \) part of the \( \Lambda = (\rho, Q) \) decomposition.

As in the single-type setting, we are also able to use a consistency argument in the multitype case to reduce the proof of Theorem 1.5 to a purely algebraic problem. Outlining our approach here, recall that \( \lambda_{b,k\rightarrow i} \) is the rate at which, when a projection of the process has \( b \) blocks, any \( k \) blocks are merging to form a single block of type \( i \). In Section 3 we consider how projections of a consistent d-type coalescent process onto different subsets \( T \) and \( T' \) of S witness the same merger, and use the consistency of the process to infer that the rates \( \lambda_{b,k\rightarrow i} \) satisfy the multitype analogue

\[ \lambda_{b,k\rightarrow i} = \lambda_{b+e_j,k\rightarrow i} + \lambda_{b+e_j,k+e_j\rightarrow i} \quad j \in \{1, \ldots, d\} \]

of the recursion (6), where \((e_1, \ldots, e_d)\) is the standard basis of \( \mathbb{Z}^d \).

Our principal task in proving Theorem 1.5 is then an algebraic one: namely, to characterise the set of arrays \( \mu_{b,k} : k \leq b \in \mathbb{Z}^d_{\geq 0} - \{0, e_i\} \) indexed by \( \mathbb{Z}^d_{\geq 0} - \{0, e_i\} \) satisfying the recursion

\[ \mu_{b,k} = \mu_{b+e_j,k} + \mu_{b+e_j,k+e_j} \quad j \in \{1, \ldots, d\}. \]

As mentioned above, this task is fairly straightforward for \( d = 1 \), and follows from a simple translation of the array and an application of de Finetti’s theorem. It transpires however that the \( d \geq 2 \) case is significantly more delicate, with multiple degrees of freedom arising due to the geometry of the indexing set \( \mathbb{Z}^d_{\geq 0} - \{0, e_i\} \), which contains multiple ‘corners’. To set up our approach here, it will be of no cost for us to work with a slightly more general class of indexing sets, the cofinite upper sets:

**Definition 1.6.** An upper set in \( \mathbb{Z}^d_{\geq 0} \) is a subset \( \Gamma \) of \( \mathbb{Z}^d_{\geq 0} \) with the property

\[ x \in \Gamma, x \leq y \implies y \in \Gamma. \]

An upper set \( \Gamma \) is cofinite if \( \mathbb{Z}^d_{\geq 0} - \Gamma \) is finite. An element \( x \) of an upper set \( \Gamma \) is minimal if there does not exist \( y \) in \( \Gamma \) for which \( y < x \). We write \( M \) for the minimal elements of \( \Gamma \).

The set \( \mathbb{Z}^d_{\geq 0} \) is a cofinite upper set with \( \{0\} \) as its single minimal element. The set \( \mathbb{Z}^d_{\geq 0} - \{0, e_i\} \) is a cofinite upper set with minimal elements \( \{e_1, \ldots, e_{i-1}, 2e_i, e_{i+1}, \ldots, e_d\} \).

With this new definition at hand, our main algebraic result, Theorem 1.5 gives an answer to the more general problem of characterising the real-valued arrays satisfying (6) and doubly indexed by a cofinite upper set \( \Gamma \):
Figure 1. The dotted elements denote an upper set in $\mathbb{Z}^2_{\geq 0}$. The larger dots denote the minimal elements.

**Theorem 1.7.** If $(\mu_{b,k} : k \leq b, b \in \Gamma)$ is an array of non-negative real numbers satisfying the recursion (8) and indexed by a cofinite upper set $\Gamma$ with minimal elements $M$, then there exists a function $\rho : M \to [0, \infty)$ and a measure $J$ on $[0,1]^d$ not charging $\{0\}$ such that

$$\mu_{b,k} = \sum_{x \in M} 1_{k=x} \rho(x) + \int_{[0,1]^d} s^k (1 - s)^{b-k} J(ds) \quad k \leq b \in \Gamma.$$  

Moreover, the measure $J$ satisfies the integrability condition

$$(9) \quad \int_{[0,1]^d} s^x J(ds) < \infty \quad \text{for every} \quad x \in \Gamma.$$  

In essence, Theorem 1.7 states that the global behaviour of $\Gamma$-indexed arrays satisfying (8) is governed by a measure $J$ on $[0,1]^d$, though additional degrees with additional degrees of freedom arising due to the minimal elements of $\Gamma$.

Theorem 1.5 follows quickly from Theorem 1.7. Sketching the key steps here, for each $i$ the array $(\lambda_{b,k \to i} : k \leq b \in \mathbb{Z}^d_{\geq 0})$ associated with the merger rates of the type $i$ mergers satisfies the recursion (8) and is defined for all $k \leq b$ in the cofinite upper set $\Gamma_i = \mathbb{Z}^d_{\geq 0} - \{0, e_i\}$. As mentioned above, the minimal elements of $\mathbb{Z}^d_{\geq 0} - \{0, e_i\}$ are $M_i := \{e_1, \ldots, e_{i-1}, 2e_i, e_{i+1}, \ldots, e_d\}$. It follows from Theorem 1.7 that for each $i$ there is a function $\rho_i : M_i \to [0, \infty)$ and a measure $J_i$ such that

$$\lambda_{b,k \to i} = \sum_{x \in M_i} 1_{k=x} \rho_i(x) + \int_{[0,1]^d} s^k (1 - s)^{b-k} J_i(ds).$$

Writing $Q_{\to i}$ for $J_i$ and $\rho_{ii \to i} := \rho_i(2e_i)$ and $\rho_{ij \to i} := \rho_i(e_j)$, we obtain Theorem 1.5 as written.

In Section 2 we explore the algebraic structure of the rates from a different perspective, supplying probabilistic intuition for the integrability conditions (2), as well as exploring from a probabilistic perspective why no consistent process may have pairwise mergers at a rate $\rho_{j \to i} > 0$ across different types (i.e. unless $j = \ell = i$).

### 1.3. Coming down from infinity.

Take a multitype $\Lambda$-coalescent with $\Lambda = (\rho_{j \to i}; \rho_{ii \to i}; Q_{\to i} : 1 \leq i \neq j \leq d)$. Whenever $\gamma$ is a $d$-type partition of a set $S$, we write $P_\gamma$ for the law of the $d$-type $\Lambda$-coalescent on $S$ starting from $\pi(0) = \gamma$. Write $N_i(t) := \#\pi_i(t)$ for the number of type $i$ blocks
in the process. We say a \(d\)-type \(\Lambda\)-coalescent *comes down from infinity* if
\[
\mathbb{P}_\gamma(N_i(t) < \infty \text{ for each } i = 1, \ldots, d \text{ and } t > 0) = 1
\]
for every \(d\)-type partition \(\gamma = (\gamma_1, \ldots, \gamma_d)\) of a countable set \(S\).

Shortly, we provide a characterisation of when \(d\)-type \(\Lambda\)-coalescents come down from infinity. Before this however, we review the single-type case. The first breakthrough in characterising when single-type \(\Lambda\)-coalescent processes come down from infinity was due to Schweinsberg [19], who gave a necessary and sufficient result in terms of the finiteness of a sum involving rates in the process. Bertoin and Le Gall [3] established an alternative criterion, drawing on connections with continuous-state branching processes by introducing the function
\[
\psi(q) := \frac{\rho}{2}q^2 + \int_0^1 e^{-qs} - 1 + qs \, Q(ds),
\]
where we have used the \(\Lambda = (\rho, Q)\) decomposition set out in (3). Bertoin and Le Gall show that a \(\Lambda\)-coalescent comes down from infinity almost surely if and only if
\[
\int_s^\infty \frac{dq}{\psi(q)} < \infty \quad \text{for } s > 0.
\]
We call the function \(\psi(q)\) the processing speed, since it can be thought of as measuring the asymptotic speed of coagulation.

With a view to relating the multitype case to the well understood single-type case, given a multitype \(\Lambda\)-coalescent with \(\Lambda = (\rho_j \to_i, \rho_i \to_i, Q_{\rightarrow i})\) in Section 4 we consider various projections of the \(d\)-type coalescent obtained by only considering the dynamics associated with blocks of a certain type. In particular, we define the type \(i\) processing speed of the multitype \(\Lambda\)-coalescent by
\[
\psi_i(q) := \frac{\rho_{ii \to i}}{2}q_i^2 + \int_{[0,1]^d} e^{-qs_i} - 1 + qs_i \, Q(q_i)(ds).
\]
We highlight that the integrand in (12) depends only on the \(i^{th}\) component \(s_i\) of \(s \in [0,1]^d\). We also note that since \(e^{-qs_i} - 1 + qs_i \leq C_q s_i^2\), for some constant \(C_q\) depending on \(q\), (12) guarantees that \(\psi_i(q)\) is finite.

The main result of this section characterises when \(d\)-type \(\Lambda\)-coalescents come down from infinity.

**Theorem 1.8.** Let \((\pi(t))_{t \geq 0}\) be a \(d\)-type \(\Lambda\)-coalescent with \(\Lambda = (\rho_j \to i, \rho_i \to i, Q_{\rightarrow i})\), and let \(\psi_1, \ldots, \psi_d\) given as in (12). Then \((\pi(t))_{t \geq 0}\) comes down from infinity if and only if
\[
\int_s^\infty \frac{dq}{\psi_i(q)} < \infty \quad \text{for each } i = 1, \ldots, d \text{ and every } s > 0.
\]

The proof of Theorem 1.8 is given in Section 4. The ‘only if’ part of the proof is fairly straightforward, and follows from a coupling argument relating the multitype \(\Lambda\)-coalescent to a single-type \(\Lambda\)-coalescent with killing, whereupon we appeal to the Bertoin and Le Gall’s criterion [3] in the single-type case.

The ‘if’ direction of the proof on the other hand is more involved, since in this setting we face complications unseen in the single-type case, with the most notable difficulty being the non-monotonicity of the number of blocks of a given type. Here we find the need to appeal to convexity arguments in order to control the rate at which the total number of blocks decreases. Indeed, we have a multidimensional analogue \(\Psi : \mathbb{R}_d^+ \to [0, \infty)\) of the single-type processing speed given by
\[
\Psi(q_1, \ldots, q_d) := \sum_{i=1}^d \frac{\rho_{ii \to i}}{2}q_i - 1 + \sum_{i=1}^d \int_{[0,1]^d} (q, s) - 1 + \prod_{j=1}^d (1 - s_j)^{q_i} \, Q(q_i)(ds)
\]
where \( \langle n, s \rangle = \sum_{j=1}^{d} q_j s_j \) is the inner product. We will see that the function \( \Psi(n_1, \ldots, n_d) \) is precisely the expected rate at which the total number of blocks in the process decreases when there are \( n \) blocks. (We note that in one dimension \( \Psi \) differs from Bertoin and Le Gall’s function \( \psi \) defined in (10); our formula gives the precise expected rate of decrease, where as their simpler formula characterises only the large-\( q \) asymptotics of the expected rate of decrease when there are \( q \) blocks. The two formulas have equivalent asymptotics for large \( q \), and hence the relevant ODEs in (14) and (16) below have equivalent small time behaviour.) Crucially, \( \Psi \) is a convex function in \( q \).

We take a moment to explain the motivation behind the function \( \Phi \). When the process has \( \Lambda \)-coalescent comes down from infinity, the matter of the speed at which the process comes down terms of the expected number of blocks, and then appeal to an ODE comparison argument.

While in the present article we give a conclusive verdict on the whether or not a multitype \( \Lambda \)-coalcoalescent comes down from infinity, the matter of the speed at which the process comes down is far more delicate, and is as-of-yet unclear to the authors. In the single-type case, Berestycki, Berestycki and Limic [2] showed that roughly speaking, when the process has a large number \( n \) of blocks, the asymptotic rate at which blocks coagulate is well captured by \( \psi(n) \) (with \( \psi \) given in (10)). More precisely, they show that

\[
\lim_{t \downarrow 0} N(t)/v(t) = 1 \quad \text{almost surely},
\]

where \( N(t) \) is the number of blocks in the process at time \( t \), \( v(t) \) is the solution to the ordinary differential equation

\[
\dot{v}(t) = -\psi(v(t)) \quad v(0) = +\infty.
\]

The existence of solutions to the ordinary differential equation in (14) is equivalent to the finiteness of the integral in (11).

As for the multitype case, we speculate that provided one can make sense of the initial conditions, the small-\( t \) asymptotics of the block numbers \((N_1(t), \ldots, N_d(t))\) are connected to ordinary differential equations associated with the flow on \( \mathbb{R}^d \) associated with \( \Phi : \mathbb{R}^d_{\geq 0} \rightarrow \mathbb{R}^d \), where the \( i \)th component of \( \Phi \) is given by

\[
\Phi_i(q_1, \ldots, q_d) := \sum_{j \neq i} (\rho_{j \rightarrow i} q_j - \rho_{i \rightarrow j} q_i) - \rho_{ii \rightarrow i} \frac{q_i(q_i - 1)}{2} - \sum_{j=1}^{d} \int_{[0,1]^d} s_j q_i Q_{j \rightarrow i}(ds) + \int_{[0,1]^d} 1 - \prod_{j=1}^{d} (1 - s_j)^{\rho_{j i}} Q_{j \rightarrow i}(ds).
\]

We take a moment to explain the motivation behind the function \( \Phi \). When the process has \( n \) blocks, the \( i \)th component \( \Phi_i(n_1, \ldots, n_d) \) of \( \Phi(n_1, \ldots, n_d) \) gives the expected change in the number of blocks of type \( i \) thanks to the following contributions:

- For \( j \neq i \), at rate \( \rho_{j \rightarrow i} \), a block of type \( j \) changes to type \( i \). It follow that if there are \( n_j \) blocks of type \( j \), the average increase in blocks of type \( i \) due to this effect is given by \( \rho_{j \rightarrow i} n_j \). Conversely, at rate \( \rho_{i \rightarrow j} \), a block of type \( i \) changes to colour to type \( j \), and accordingly the average decrease in blocks of type \( i \) due to this effect is given by \( \rho_{i \rightarrow j} n_i \).
- At rate \( \rho_{ii \rightarrow i} \frac{n_i(n_i-1)}{2} \), a pair of blocks of type \( i \) merge to form a single block of type \( i \) (decreasing the total number of type \( i \) blocks by 1).
- For each \( j \), at rate \( Q_{j \rightarrow i}(ds) \) a merger of type \( j \) with involvement probabilities \( s = (s_1, \ldots, s_d) \) occurs, and since each type \( i \) block has a probability \( s_i \) of being involved in this event, when there are \( n_i \) type \( i \) blocks the expected rate of decrease in the number of blocks of type \( i \) due to such events is \( \sum_{j=1}^{d} \int_{[0,1]^d} s_i n_j Q_{j \rightarrow i}(ds) \).
- Finally, we have the term \( \int_{[0,1]^d} 1 - \prod_{j=1}^{d} (1 - s_j)^{\rho_{j i}} Q_{j \rightarrow i}(ds) \), which is due to the possible creation of a new block of type \( i \) at a type \( i \) merger event, c.f. Remark [4]. A type \( i \) merger
event with involvement probabilities \( s = (s_1, \ldots, s_d) \) has probability \( 1 - \prod_{j=1}^d (1 - s_j)^{v_j} \) of being non-empty; at such an event a ‘new’ block of type \( i \) is created.

We recall from above that the function \( \Psi : \mathbb{R}^d \geq 0 \to [0, \infty) \) defined in (13) measures the expected decrease in the total number of blocks across all types. In particular, comparing (13) and (15) the reader may verify that

\[
\Psi(q_1, \ldots, q_d) = -\sum_{i=1}^d \Phi_i(q_1, \ldots, q_d).
\]

Under the heuristic that the small-time asymptotics for the number of blocks are governed by a multivariate ODE based on the expected changes, we conjecture the following:

**Conjecture 1.9.** Let \( \Phi : \mathbb{R}^d \to \mathbb{R}^d \) be the function with components given in (15). Then provided the conditions of Theorem 1.8 hold, the ordinary differential equation

\[
\dot{v}(t) = \Phi(v(t)) \quad v_i(0) = +\infty
\]

has a unique solution that captures the asymptotic speed at which the \( \Lambda \)-coalescent comes down from infinity. That is, starting with infinitely many blocks of each type we have

\[
\lim_{t \downarrow 0} N_i(t)/v_i(t) = 1 \text{ almost surely.}
\]

Let us highlight in particular one consequence of Theorem 1.8, namely that the projected processing speeds \( \psi_1, \ldots, \psi_d \) given in (12) are independent of the rates \( \rho_j \to i \) at which individual blocks change colour, and hence by Theorem 1.8 the matter of whether a multitype \( \Lambda \)-coalescent comes down from infinity is also independent of these rates. While the rates \( \rho_j \to i \) have no effect on whether the process comes down from infinity, they feature in the definition of \( \Phi \), and we therefore believe they have a significant effect on the speed at which the numbers of different types of blocks come down from infinity.

The remainder of the paper is structured as follows.

- In Section 2 we explore further properties of multitype \( \Lambda \)-coalescents, and collect together various instances of multitype \( \Lambda \)-coalescents occurring in the literature.
- In Section 3 we develop our de Finetti for intratype exchangeable arrays, and use this theory to ultimately prove our main classification result, Theorem 1.5.
- In Section 4 we prove Theorem 1.8 concerning the characterisation of when a multitype \( \Lambda \)-coalescent comes down from infinity.

2. **Examples and non-examples of \( \Lambda \)-coalescents**

In this section we will examine multitype \( \Lambda \)-coalescents in full detail, looking at various structural aspects of these processes as well as several examples. We begin in the next section by studying the specific form taken by the merger rates of the coalescent.

2.1. **The impossibility of replicator pairwise mergers.** Upon closer inspection of Theorem 1.5 the reader will note that an exchangeable and consistent coalescent process with asynchronous mergers may not have pairwise mergers across different types. That is, no such process may exist in which the merger rates take the more general form

\[
\lambda_{b,k \to i} = \sum_{j \neq i} 1_{k = e_j} \rho_{j \to i} + \sum_{1 \leq j \leq \ell \leq d} \rho_{j \ell \to i} 1_{k = e_j + e_\ell} + \int_{[0,1]^d} s^k (1 - s)^{b-k} Q_{\to i}(ds),
\]

unless each of the terms \( \rho_{j \ell \to i} = 0 \) for all \( j, \ell \) not both equal to \( i \).

It transpires that any process with some \( \rho_{j \ell \to i} \neq 0 \) for some pair \((j, \ell)\) such that \( j \) and \( \ell \) are not both equal to \( i \) does not have projections that are Markovian in their own filtration. To see this, consider the projection of such a \( \Lambda \)-coalescent onto \( \{n\} = \{e_i\} \), which amounts to tracking the
colour of a block that started as colour \( j \) at time zero. Tracking the colour of this single block, the rate at which this block changes colour to type \( i \) is clearly dependent on the number of type \( k \) blocks that currently exist in the system, and hence is not Markovian in its own filtration.

We would like to emphasise however that one can construct interesting exchangeable coalescent processes that are not consistent, provided there is a finite number of initial blocks:

**Example 2.1** (An exchangeable but non-consistent \( d \)-type coalescent process (not a \( \Lambda \)-coalescent!)). The replicator coalescent is the exchangeable but inconsistent Markov process taking values in the set of \( d \)-type partitions of \([n] := \{(i, j) : 1 \leq i \leq d, 1 \leq j \leq n_i\}\) and defined as follows. The process starts with \( n_i \) blocks of type \( i \), with each \( \pi_i(0) \) being the partition of \( \{i\} \times \{1, \ldots, n_i\} \) into singletons. The process is then governed by the following merger rates:

- Any single block of type \( j \) changes type to type \( i \) at rate \( \rho_{j \to i} \).
- Any pair of blocks of types \( j \) and \( \ell \) merge to form a single block of colour \( i \) at rate \( \rho_{j \ell \to i} \).

The replicator coalescent is a well-defined Markov process whose law is exchangeable in that it is invariant under the action of a \( d \)-tuple of permutations \( \sigma_1, \ldots, \sigma_d \) where \( \sigma_i : \{i\} \times \{1, \ldots, n_i\} \to \{i\} \times \{1, \ldots, n_i\} \). However, this process does not have the property that its partitions induced by projection onto subsets of \([n]\) are Markov processes on their own filtration. The replicator coalescents are studied in work in preparation by the latter two authors together with Lizbeth Peñaloza Valesco.

Conversely, the reader may wonder whether there are non-exchangeable multi-type coalescent processes that are consistent. It is easy to construct such processes:

**Example 2.2** (A consistent but non-exchangeable 2-type coalescent process (not a \( \Lambda \)-coalescent!)). Let \((q_k)_{k \in \mathbb{N}}\) be any collection of positive reals, not all identical, and take the process in which we start with countably many red blocks \( \{1\}, \{2\}, \ldots \). Suppose the red block \( \{k\} \) turns blue at rate \( q_k \), and then the blue blocks perform a standard Kingman coalescent amongst themselves (say).

This is a two-type coalescent process on \( \mathbb{N} \) with Markovian projections. However this process is not exchangeable, since there are natural numbers \( k \neq j \) such that the rate at which \( \{k\} \) turns blue is different to the rate at which \( \{j\} \) turns blue, and hence the law of the process is not invariant under the transposition of \( k \) and \( j \).

2.2. The integrability of the merger measure. We now turn to discussing momentarily the integrability condition \([2]\). The quantity

\[
r_{ii \to i} := \rho_{ii \to i} + \int_{[0,1]^d} s^2 Q_{\to i}(ds) < \infty
\]

is precisely the rate at which any two separate blocks of type \( i \) merge to form a single block of type \( i \). Similarly, the quantity

\[
r_{j \to i} := \rho_{j \to i} + \int_{[0,1]^d} s Q_{\to i}(ds)
\]

is the rate at which a single block of type \( j \) changes colour to type \( i \). Both of these rates are, by the consistency of the process, independent of the remainder of the system. Clearly both of these rates need to be finite in order to have a well-defined Markov process with the Feller property. In the single-type case the requirement that \( r_{ii \to i} \) is finite is usually formulated in terms of the finiteness of \( \Lambda(ds) := \rho_0((ds) + s^2 Q(ds) \) as a measure on \([0,1]\).

The remainder of this section is dedicated to looking at examples of multitype \( \Lambda \)-coalescents that have appeared in the literature. We begin in the next section with the multitype Kingman coalescent first due to Notahara \([15]\).
2.3. Multitype Kingman coalescents. We refer to the collection of multitype $\Lambda$-coalescents for which $Q_{-i} = 0$ for every $i$ as the multi-type Kingman coalescents:

Example 2.3. The multitype Kingman coalescent is the exchangeable and consistent stochastic process $(\pi(t))_{t \geq 0}$ taking values in the set of $d$-type partitions of $\mathbb{N}_d := \{(i, j) : 1 \leq i \leq d, j \in \mathbb{N}\}$ such that at time zero each $\pi_i(0)$ is the partition of $\{i\} \times \mathbb{N}$ into singletons, and blocks merge according to the following merger rates:

- Any single block of type $j$ changes type to type $i$ at rate $\rho_{j \rightarrow i}$.
- Any pair of blocks of type $i$ merge to form a single block of colour $i$ at rate $\rho_{ii \rightarrow i}$.

By Theorem 1.8, the multitype Kingman coalescent comes down from infinity if and only if $\rho_{ii \rightarrow i} > 0$ for each $i = 1, \ldots, d$. These processes were first studied by Notohara, [13], who realises this group of processes in the context of a multitype version of the Wright-Fisher process, in which there is migration between types in the process.

2.4. The coalescent structure of continuous-state branching processes. In work by the first author with Amaury Lambert [11], multitype $\Lambda$-coalescents arise naturally in a study of the coalescent structure of the so-called $d$-dimensional continuous-state branching processes. A $d$-dimensional continuous-state branching process is a $\mathbb{R}^d_{\geq 0}$-valued Markov process enjoying the branching property: if $Z^x$ is a copy of the process starting from $x \in \mathbb{R}^d_{\geq 0}$ and $Z^y$ is a copy of the process starting from $y \in \mathbb{R}^d_{\geq 0}$, then $Z^x + Z^y$ has the same law as $Z^{x+y}$. The law of the process is governed by a branching mechanism, a function $\phi : \mathbb{R}^d \to \mathbb{R}^d$ whose $i$th component has a Lévy-Khintchine representation

\[
\phi_i(\lambda) = -\sum_{j=1}^{d} \kappa_{i,j} \lambda_j + \beta_i \lambda_i^2 + \int_{\mathbb{R}^d_{\geq 0}} (e^{-\langle\lambda, r\rangle} - 1 + \lambda_i r_i 1_{r_i \leq 1}) \nu_i(dr),
\]

where $\nu_i$ is a measure on $\mathbb{R}^d_{\geq 0}$ satisfying certain integrability conditions and determining the rates of jumps in the process. The $d$-dimensional continuous-state branching process is best thought of as appraising the evolution of a continuous $d$-type population in continuous time, and in [13] the problem is considered of sampling various individuals from this population and tracing their genealogical histories back in time. These genealogical histories give rise to a $d$-type coalescent process. In [11] it is shown that these coalescent processes, while non-Markovian in general, have a local representation in terms of a multitype $\Lambda$-coalescent. More explicitly, if a sample of $n$ particles is taken from the population associated with a $d$-type continuous state branching process at a small time $t$, the authors show that the probability that a group of $b$ blocks in the sample are descended from an ancestor of type $i$ at time zero takes precisely the form $\lambda_{b,k \rightarrow i}$ in (3), where the quantities $\rho_{j \rightarrow i}$, $\rho_{ii \rightarrow i}$ and $Q_{-i}$ may all be extracted from the $i$th component of the Levy-Khintchine representation. Just after a moment in which the population has size $x = (x_1, \ldots, x_d) \in \mathbb{R}^d_{\geq 0}$, the mergers are governed by multitype $\Lambda$-coalescent type rates with:

\[
\rho_{ii \rightarrow i} = \beta_i/x_i, \quad \rho_{j \rightarrow i} = \kappa_{i,j}x_i/x_j \quad \text{and} \quad Q_{-i}(ds) = T_x^\# \nu_i
\]

where $T_x^\# \nu_i$ is the pushforward of $\nu$ on $\mathbb{R}^d_{\geq 0}$ onto $[0,1]^d$ via the map $r_i \mapsto \frac{r_i}{x_i + r_i}$. We refer the reader to Theorem 4.2 of [11] for further details.

We would like to highlight in particular the connection drawn in [11] between Notohara’s multitype Kingman coalescent and the $d$-dimensional Feller diffusion, the continuous-state branching process given by solutions to the $d$-dimensional stochastic differential equation

\[
dZ_i(t) = \sqrt{2\beta_i} Z_i(t) dB_i(t) + \sum_{j=1}^{d} \kappa_{i-j} Z_i(t) dt.
\]
The (non-negative) solutions to this equation may be thought of as giving the size of a $d$-type population, and upon making sense of taking a sample from this population at some time, its coalescent process evolves according to the following rules when the population size is $x = (x_1, \ldots, x_d)$:

- Any pair of blocks of type $i$ are merging to form a single block of type $i$ at rate $2\beta_i x_i$.
- A block of type $j$ is turning to type $i$ at rate $\kappa_{j\rightarrow i} x_j / x_i$.

That is, pairwise mergers within type $i$ occur at a rate inversely proportional to the type $i$ population size at that moment, and changes of colour of individual blocks depend on the ratio of the relevant population sizes. In fact, this connection between the multitype Kingman coalescent and the $d$-dimensional Feller diffusion was first noted in the single-type case by Donnelly and Kurtz [6].

2.5. The seed bank coalescent. Blath et al. [4] study a two-type variant of the Wright-Fisher model in which there are active individuals which reproduce according to the usual Wright-Fisher dynamics, as well as a dormant population who may become active at a certain rate. Blath et al. show that the coalescent process associated with sampling particles in the process and tracing their genealogies back in time is given by the following special case of Notohara’s multitype Kingman coalescent seen in Example 2.3.

Example 2.4 (The Seed bank coalescent). The seed bank Kingman coalescent is a two-type coalescent in which we have an active ($a$) type and a dormant ($d$) type, there are no giant mergers (i.e. $Q_{\rightarrow a} = Q_{\rightarrow d} = 0$), and

$$
\rho_{aa\rightarrow a} > 0, \rho_{a\rightarrow d} > 0, \rho_{d\rightarrow a} > 0, \rho_{dd\rightarrow d} = 0.
$$

2.6. Further related work. Limic and Sturm [14] discuss precisely the special case of our paper where for each $i$, for a fixed measure $J$ on $[0,1]$,

$$
J_i(ds) := \delta_0(ds_1) \times \ldots \delta_0(ds_{i-1}) \times J(ds_i) \times \delta_0(ds_{i+1}) \times \ldots \times \delta_0(ds_d).
$$

That is, big mergers only happen within types, and occur with the same measure for every type. Under these dynamics Limic and Sturm go on to study the space-time asymptotics of spatial $\Lambda$-coalescents on large tori in $d \geq 3$ dimensions, foreshadowing work by Angel, Berestycki and Limic [1], which we discuss in a moment. Heuer and Sturm [10] study a similar set up on the two-dimensional torus.

Angel et al. [1] look at a class of $d$-type $\Lambda$-coalescents whose types are indexed by the lattice $\mathbb{Z}^d$. The blocks whose type corresponds to a particular point in $\mathbb{Z}^d$ merge with other blocks at the same position according to the dynamics of a single-type $\Lambda$-coalescent, though we have the additional structure that the types of the underlying blocks change according to a random walk on $\mathbb{Z}^d$. The authors find for $d \geq 3$ that if the underlying mergers are governed by Kingman coalescent dynamics at each point, then starting with $N$ particles at the origin there are $O((\log^* N)^{d-2})$ blocks extant in the process at positive times. (Here, $\log^* x$ is the inverse of the tower function $x^x$.) Analogous results are found in $d = 2$, as well as in the setting where the Kingman mergers are replaced by a beta coalescent. As in Limic and Sturm [14], these coalescent processes only experience mergers within types.

Griffiths [9] shows that multitype coalescent processes with mutations or pairwise mergers arises in the context of coalescent duals to multitype $\Lambda$-fleming viot processes.

Freeman [7] constructs an extension of the single-type $\Lambda$-coalescent to the spatial continuum.

Greven, Limic and Winter [8] study genealogical questions in the setting of interacting Moran models and Fisher-Wright diffusions.

3. Proof of the classification Theorem 1.5

In this section we prove Theorem 1.7 and use this result to prove our main result, Theorem 1.5 which provides a classification of exchangeable, consistent and asynchronous $d$-type coalescent
processes in terms of multitype $\Lambda$-coalescents. Before proving Theorem 1.7 in Section 3.3 we begin in the next section by exploring further the notion of $d$-type exchangeability, which was only touched on briefly in the introduction.

3.1. Further discussion of $d$-type exchangeability. Recall that in the introduction we stated that a $d$-type coalescent process $(\pi(t))_{t \geq 0}$ is exchangeable if its law is invariant under permutations of blocks of the same colour. In this section we give a more explicit description of this property and the surrounding definitions, recalling some of the notions given in the introduction.

A (single-type) partition $\pi$ of a set $S$ is a collection of disjoint subsets (or blocks) of $S$ whose union is $S$. A (single-type) coalescent process on $S$ is a stochastic process $(\pi(t))_{t \geq 0}$ taking values in the set of partitions of $S$ with the property that for all times $t < t'$, every block of $\pi(t)$ is a subset of a block of $\pi(t')$. Recalling Definition 1.1, a $d$-type partition $\pi = (\pi_1, \ldots, \pi_d)$ of a set $S$ is a $d$-tuple of disjoint collections of subsets of $S$ with the property that the underlying partition $\tilde{\pi} := \pi_1 \cup \ldots \cup \pi_d$ is a single-type partition of $S$. A $d$-type coalescent process on $S$ is a stochastic process $(\pi(t))_{t \geq 0}$ taking values in the set of $d$-type partitions of $S$ with the property that the underlying partition process $(\tilde{\pi}(t))_{t \geq 0}$ is a single-type coalescent process.

Let $S$ be a countable set. A bijection $\sigma : S \to S$ on a set $S$ has compact support (we call all such maps compact bijections for short) if there are only finitely many $s \in S$ for which $\sigma(s)$ is different to $s$.

We now recall the usual definition of exchangeability in the single-type case. Given a bijection $\sigma : N \to N$, and a partition $\pi$ of $N$, we may define a new partition $\sigma \pi$ of $N$ by letting $\sigma \pi$ be the partition of $N$ whose blocks have the form $\{\sigma^{-1}(i) : i \in \Gamma\}$ for blocks $\Gamma$ of $\pi$. That is, for $j, j'$ in $N$

$$j, j' \text{ are in the same block of } \sigma \pi \iff \sigma(j), \sigma(j') \text{ are in the same block of } \pi$$

A Markovian single-type coalescent process taking values in the set of partitions of $N$ is exchangeable if its law is invariant under the action of compact bijections $\sigma : N \to N$ of the natural numbers, i.e. for all such $\sigma$ the process $(\sigma \pi(t))_{t \geq 0}$ has the same law as $(\pi(t))_{t \geq 0}$.

We now give a more intrinsic definition of exchangeability, again in the single-type case. Consider a single-type coalescent process $(\pi(t))_{t \geq 0}$ taking values in the set of partitions of a set $S$ and suppose $\pi(0)$ is countable. Since the process is a coalescent process, for each $t \geq 0$, each block of $\pi(t)$ is a union of blocks in $\pi(0)$. Let $\sigma : \pi(0) \to \pi(0)$ be a compact bijection. For each $t \geq 0$, we may create a new partition $\sigma \pi(t)$ of $S$ by declaring, for each pair of elements $\Gamma, \Gamma'$ of $\pi(0)$ (note: $\Gamma, \Gamma'$ are subsets of $S$)

$$\Gamma, \Gamma' \text{ are subsets of the same block of } \sigma \pi(t) \iff \sigma(\Gamma), \sigma(\Gamma') \text{ are subsets of the same block of } \pi(t).$$

Clearly the new process $(\sigma \pi(t))_{t \geq 0}$ is a coalescent process. We say a Markovian single-type coalescent process starting from $\sigma \pi(0)$ is exchangeable if its law is invariant under the action of bijections $\sigma : \pi(0) \to \pi(0)$, i.e. for all such $\sigma$ the process $(\sigma \pi(t))_{t \geq 0}$ has the same law as $(\pi(t))_{t \geq 0}$.

It is clear that this intrinsic definition of exchangeability agrees with the usual definition of exchangeability in the setting that a single-type coalescent process takes values in the set of partitions of $\mathbb{N}$ and starts from the singletons.

Turning to the $d$-type case, suppose we have a $d$-type coalescent process $(\pi(t))_{t \geq 0}$ on a set $S$. Let $\pi(0) = (\pi_1(0), \ldots, \pi_d(0))$ denote the initial $d$-type partition of $S$, and suppose each $\pi_i(0)$ is countable. Note that since $(\pi(t))_{t \geq 0} = (\pi_1(t), \ldots, \pi_d(t))_{t \geq 0}$ is a $d$-type coalescent process, each element of $\pi_i(t)$ is a union of some elements (themselves subsets of $S$) of the initial underlying partition $\pi(0) := \pi_1(0) \cup \ldots \cup \pi_d(0)$. Let $\sigma := (\sigma_1, \ldots, \sigma_d)$ be a $d$-tuple of
compact bijections \( \sigma_i : \pi_i(0) \to \pi_i(0) \). For each \( t \geq 0 \), we may create a new \( d \)-type partition \( \sigma(t) = (\sigma_1(t), \ldots, \sigma_d(t))_{d \geq 0} \) of \( S \) by declaring, for each \( i, i' \) and each pair of elements \( \Gamma \in \pi_i(0), \Gamma' \in \pi_{i'}(0) \) (again note, \( \Gamma, \Gamma' \) are subsets of \( S \))

\[
\Gamma, \Gamma' \text{ are subsets of the same block of } \pi_j(t) \\
\iff \sigma_i(\Gamma), \sigma_{i'}(\Gamma') \text{ are subsets of the same block of } \pi_j(t).
\]

Clearly the new process \( (\sigma(t))_{t \geq 0} \) is a \( d \)-type coalescent process. We say a Markovian \( d \)-type coalescent process on \( S \) is exchangeable if \( (\sigma\pi(t))_{t \geq 0} \) has the same law as \( \pi(t) \) for every \( d \)-tuple \((\sigma_1, \ldots, \sigma_d)\) of compact bijections \( \sigma_i : \pi_i(0) \to \pi_i(0) \). In other words, the law of the process is invariant under permutations of initial blocks of the same type.

### 3.2. \( d \)-type exchangeability and de Finetti’s theorem.

Recall that Theorem 1.7 is concerned with arrays \((\mu_{b,k} : k \leq b, k, b \in \mathbb{Z}_0^d - B_\ell)\) of non-negative reals satisfying the recursion

\[
\mu_{b,k} = \mu_{b+e_j,k} + \mu_{b,e_j,k+e_j}, \quad j \in \{1, \ldots, d\}.
\]

Theorem 1.7 states that for any such array satisfying (20) there exist a collection of non-negative numbers \((\rho_x : x \in M_\ell)\) indexed by the minimal elements \(M_\ell\) of \(\mathbb{Z}_0^d - B_\ell\) and a measure \(J\) defined on the unit cube \([0,1]^d\) and not charging zero such that the \(\{\rho_x\}\) and \(J\) determine the entire array through the equation

\[
\mu_{b,k} = \sum_{x \in M_\ell} 1_{k=x} \rho_x + \int_{[0,1]^d} s^k (1-s)^{b-k} f(ds).
\]

One of our key tools in proving Theorem 1.7 is a de Finetti theorem for separately exchangeable sequences. Namely, we say a collection \(\mathcal{X} := (X_{i,j} : 1 \leq i \leq d, j \in \mathbb{N})\) of \(d\)-sequences of random variables taking values in a Borel measurable space \(S\) is separately exchangeable if, for every \(d\)-tuple \(\sigma := (\sigma_i)_{i=1}^d\) of permutations \(\sigma_i : \mathbb{N} \to \mathbb{N}\) the individually permuted sequences \(\sigma\mathcal{X} := (X_{i,\sigma(i)} : 1 \leq i \leq d, j \in \mathbb{N})\) have the same law as \(\mathcal{X}\). Let \(\mathcal{M}_1(S)\) denote the set of probability measures on \(S\) endowed with the \(\sigma\)-field generated by projection maps \(\mu \mapsto \mu(B)\) for \(B\) Borel, and let \(\mathcal{M}_1(S)^d\) denote the associated \(d\)-fold product space. The de Finetti theorem for separately exchangeable sequences states that if \(\mathcal{X}\) is separately exchangeable under a probability measure \(P\), then there is a probability measure \(\Pi\) on \(\mathcal{M}_1(S)^d\) such that

\[
\mathbb{P}\left( \bigcap_{i=1}^d \bigcap_{j=1}^{n_i} \{X_{i,j} \in du_{i,j}\} \right) = \int_{\mathcal{M}_1(S)^d} \Pi(d\nu) \prod_{i=1}^d \prod_{j=1}^{n_i} \nu_i(du_{i,j}).
\]

See Section 1.1 of Kallenberg [12] for details. We warn the reader that at times the term separate exchangeability may refer to a different concept in the context of \(d\)-dimensional arrays, as in Chapter 7 of [12].

In the special case where the random variables \(X_{i,j}\) in a separately exchangeable random sequence \(\mathcal{X} := (X_{i,j} : 1 \leq i \leq d, j \in \mathbb{N})\) take values in \(\{0,1\}\), each measure \(\nu_i\) occurring in (21) takes the form \(s_i \delta_0 + (1-s_i) \delta_1\). In particular, in this setting the de Finetti theorem for separately exchangeable sequences reads as saying there exists a probability measure \(\Pi\) on \([0,1]^d\) such that

\[
\mathbb{P}\left( \bigcap_{i=1}^d \{X_{i,1} = 1, \ldots, X_{i,k_i} = 1, X_{i,k_i+1} = 0, \ldots, X_{i,b_i} = 0\} \right) = \int_{[0,1]^d} \Pi(ds)s^k(1-s)^{b-k}.
\]

From this de Finetti theory for separately exchangeable sequences, we now extract the following key algebraic fact, which the reader will note is an analogue of Theorem 1.7 in the setting in which \(\ell = 0 \in \mathbb{Z}_0^d\), i.e. the box \(B_\ell\) consists just of the origin.
Lemma 3.1. Let \((\mu_{b,k} : k \leq b : k, b \in \mathbb{Z}_{\geq 0}^d)\) be an array of non-negative reals satisfying the recursion (20). Then there exists a constant \(\rho_0\) and a finite measure \(J\) on \([0,1]^d\) not charging zero such that

\[
\mu_{b,k} = 1_{k=0}\rho_0 + \int_{[0,1]^d} s^k(1-s)^{b-k}J(ds).
\]

Proof. Let \((\mu_{b,k} : k \leq b \in \mathbb{Z}_{\geq 0}^d)\) be an array of non-negative reals satisfying (20). By dividing through by \(\mu_{0,0}\), we may assume without loss of generality for the remainder of the proof that \(\mu_{0,0} = 1\). We note now as a consequence of (20) that we have \(0 \leq \mu_{b,k} \leq 1\) for all \(k \leq b \in \mathbb{Z}_{\geq 0}^d\).

Consider now the separately exchangeable random sequence \(X = (X_{i,j} : 1 \leq i \leq d, j \in \mathbb{N})\) with the property that \(P(E_{b,k}) = \mu_{b,k}\), where

\[
E_{b,k} = \bigcap_{i=1}^d \{X_{i,1} = 1, \ldots, X_{i,k} = 1, X_{i,k+1} = 0, \ldots, X_{i,b_i} = 0\}.
\]

To see that this is a consistent probability measure, we note that the cylinder events \(E_{b,k}\) generate the \(\sigma\)-algebra for \(X\). Writing \(E_{b,k}\) as a disjoint union

\[
E_{b,k} = E_{b+e_j,k} \cup \cdots \cup E_{b+e_{k+1},k+1},
\]

we see that the equation (20) ensures consistency, i.e. that \(P(E_{b,k}) = P(E_{b+e_j,k}) + \cdots + P(E_{b+e_{k+1},k+1})\).

In particular we may appeal to (22), so that there exists a measure \(\Pi\) on \([0,1]^d\) such that

\[
\mu_{b,k} = \int_{[0,1]^d} s^k(1-s)^{b-k}\Pi(ds).
\]

The result follows by writing \(\Pi = \rho_0\delta_0 + J\), where \(\delta_0\) is the dirac mass at 0 in \([0,1]^d\) and \(J\) is a measure on \([0,1]^d\) not charging zero. \(\square\)

3.3. Proof of Theorem 1.7. We now prove Theorem 1.7.

Let \((\mu_{b,k} : k \leq b : b, b \in \Gamma)\) be an array of non-negative real numbers satisfying the recursion (8) and indexed by a cofinite upper set \(\Gamma\) with minimal elements \(M\). If \(\Gamma = \mathbb{Z}_{\geq 0}^d\) we are done by Lemma 3.1; here, the unique minimal element of \(\Gamma\) is 0.

We now assume without loss of generality for the remainder of this section that \(\Gamma\) is a proper cofinite upper subset of \(\mathbb{Z}_{\geq 0}^d\), that is, \(\mathbb{Z}_{\geq 0}^d - \Gamma\) is non-empty. The following quick lemma tells us about the minimal elements of such \(\Gamma\).

Lemma 3.2. Let \(\Gamma\) be a proper cofinite upper subset of \(\mathbb{Z}_{\geq 0}^d\), and let \(M\) denote the minimal elements of \(\Gamma\). Then for each \(1 \leq i \leq d\), \(M\) contains an element of the form \(q_i e_i\), where \(q_i\) is in \(\mathbb{Z}_{>0}\).

Proof. Fix \(1 \leq i \leq d\). We note that since \(\Gamma\) is cofinite, \(\Gamma\) contains an element of the form \(pe_i\), since otherwise, \(\mathbb{Z}_{\geq 0}^d - \Gamma\) would contain the infinite set \(\{pe_i : p \in \mathbb{Z}_{\geq 0}\}\). Let \(q_i e_i\) denote the least such element. Then \(q_i e_i\) is a minimal element of \(\mathbb{Z}_{\geq 0}^d\). Finally, \(q_i > 0\), because otherwise \(\Gamma\) would be all of \(\mathbb{Z}_{\geq 0}^d\), and therefore not a proper subset of \(\mathbb{Z}_{\geq 0}^d\). \(\square\)

For each minimal element \(x \in M\) we define a new array \((\mu_{b,k}^x : k \leq b \in \mathbb{Z}_{\geq 0}^d)\) by setting

\[
(23) \quad \mu_{b,k}^x := \mu_{b+x,k+x}.
\]

Thanks to the fact that \(\Gamma\) is an upper set, and hence contains all \(x \leq k \leq b\), the new array \((\mu_{b,k}^x : k \leq b \in \mathbb{Z}_{\geq 0}^d)\) is indexed by all of \(\mathbb{Z}_{\geq 0}\) (and not just a subset thereof). It follows that
\((\mu_{b,k}^x)\) lends itself to immediate characterisation by Lemma 3.1, namely, there exists a \(\rho(x) \geq 0\) and a finite measure \(J^x\) on \([0, 1]^d\) not charging zero such that

\[
\mu_{b,k}^x = \rho(x)1_{k=0} + \int_{[0,1]^d} s^k(1 - s)^{b-k}J^x(ds).
\]

Our next lemma gives us some information about the relationships between the measures \(\{J^x : x \in M\}\) created in this construction.

**Lemma 3.3.** For minimal elements \(x\) of \(\Gamma\), let \(J^x\) denote the measures defined in \((24)\). Then for \(x, y \in M\) we have:

1. The equality

\[
s^{x \vee y - x}J^x(ds) = s^{x \vee y - y}J^y(ds)
\]

of measures on \([0, 1]^d\). Here \(x \vee y := (\max\{x_1, y_1\}, \ldots, \max\{x_d, y_d\})\) denotes the supremum of \(x\) and \(y\).

2. The implication

\[
x_j > 0 \implies J^x = 0 \text{ on } \{s_j = 0\}.
\]

**Proof.** We investigate the overlap between translated arrays associated with distinct minimal elements \(x\) and \(y\) of \(M\). Consider that from \((24)\), for any \(b \geq k \geq x \vee y\) we have

\[
\mu_{b,k}^x = \mu_{b-x,k-x}^x = \mu_{b-y,k-y}^y.
\]

Note that if \(x\) and \(y\) are distinct minimal elements, and \(k \geq x \vee y\), then \(k\) is distinct from both \(x\) and \(y\). Using \((24)\) in \((25)\), we see that for \(b \geq k \geq x \vee y\) we have

\[
\int_{[0,1]^d} s^{k-x}(1 - s)^{b-k}J^x(ds) = \int_{[0,1]^d} s^{k-y}(1 - s)^{b-k}J^y(ds).
\]

By setting \(k = x \vee y\) and \(b = x \vee y + j\) in \((27)\), for all \(j \in \mathbb{Z}^d_{\geq 0}\) we have

\[
\int_{[0,1]^d} s^{x \vee y - x}(1 - s)^jJ^x(ds) = \int_{[0,1]^d} s^{x \vee y - y}(1 - s)^jJ^y(ds).
\]

Since the moments of a measure on \([0, 1]^d\) determine the measure (see e.g. \([20]\) Theorem 1.1.2) in order for \((28)\) to hold for all \(j\) in \(\mathbb{Z}^d_{\geq 0}\) it must be the case that we have the equality

\[
s^{x \vee y - x}J^x(ds) = s^{x \vee y - y}J^y(ds)
\]

of measures on \([0, 1]^d\), establishing the first part of the lemma.

We turn to proving the second part of the lemma. Recall from Lemma 3.2 that \(M\) contains elements of the form \(q_ie_i\) (with \(q_i > 0\)) for each \(1 \leq i \leq d\). Let \(x\) and \(q_ie_i\) be distinct minimal elements. Then \(q_i > x_i\), since otherwise we would have \(q_ie_i < x\), contradicting the minimality of \(x\). Now

\[
s^{x \vee q_ie_i - x} = s_{q_i - x_i}^{x_i} \quad \text{and} \quad s^{x \vee q_ie_i - q_ie_i} s_{j}^{x_j} = \prod_{j \neq i} s_{j}^{x_j},
\]

so that in particular from \((25)\) we have

\[
s_{i}^{q_i - x_i}J^x(ds) = \prod_{j \neq i} \int_{[0,1]^d} s_{j}^{x_j}J^qie_i(ds) \quad \text{on } [0, 1]^d.
\]

From \((29)\), we see that for \(j \neq i\) for which \(x_j > 0\), the measure \(s_{i}^{q_i - x_i}J^x(ds)\) is zero on the subset \(\{s_j = 0\}\) of \([0, 1]^d\). In particular, for all \(j \neq i\) with \(x_j > 0\), \(J^x\) is zero on \(\{s_j = 0, s_i > 0\}\). It
follows that for such \( x \), \( J^x \) is zero on \( \cup_{i \neq j, j \neq 0} \{ s_j = 0, s_i > 0 \} = \{ s_j = 0 \} - \{ 0 \} \). Finally, since \( J^x \) has no mass on \( \{ 0 \} \), it follows that for all minimal \( x \) we have
\[
x_j > 0 \implies J^x = 0 \text{ on } \{ s_j = 0 \},
\]
completing the proof. \( \square \)

We note that thanks to part (2) of Lemma 3.3, \( J^x \) has no support on \( \{ s_j = 0 \} \) for any \( j \) with \( x_j > 0 \), and it follows that we can define a measure \( s^{-x}J^x(ds) \) on \( [0,1]^d - \{ 0 \} \). Our next lemma further studies the domains and relations between the different measures \( \{ J^x : x \in M \} \).

**Lemma 3.4.** Define \( D_x := \cap_{j : x_j > 0} \{ s_j > 0 \} \). Then
\[
\begin{align*}
(1) \quad & \bigcup_{x \in M} D_x = [0,1]^d - \{ 0 \}. \\
(2) \quad & s^{-x}J^x(ds) = s^{-y}J^y(ds) \text{ on } D_x \cap D_y.
\end{align*}
\]

**Proof.** To prove the first part of the lemma, we note from Lemma 3.2 that \( M \) contains elements of the form \( q_{i,e_i} \) for each \( 1 \leq i \leq d \). For such elements we have \( D_{q_{i,e_i}} = \{ s_i > 0 \} \). In particular,
\[
\bigcup_{x \in M} D_x \supseteq \bigcup_{i=1}^d D_{q_{i,e_i}} = \bigcup_{i=1}^d \{ s_i > 0 \} = [0,1]^d - \{ 0 \}.
\]
As for the next part of the lemma, we note from part 1 of Lemma 3.3 we have
\[
s^{-x}J^x(ds) = s^{-y}J^y(ds) \quad \text{on } [0,1]^d.
\]
In particular, for all \( s \in D_x \cap D_y = \{ s_j > 0 \} \) for every \( j \) such that \( x_j \lor y_j > 0 \) we have
\[
s^{-x}J^x(ds) = s^{-y}J^y(ds),
\]
as required. \( \square \)

We are now ready to prove Theorem 1.7.

**Proof of Theorem 1.7.** By Lemma 3.3 we can define a measure \( J \) on \( [0,1]^d - \{ 0 \} \) by setting
\[
(30) \quad J(ds) := s^{-x}J^x(ds) \quad \text{on } D_x.
\]
The first part of Lemma 3.4 guarantees that a definition for \( J \) is given on all of \( [0,1]^d - \{ 0 \} \); the latter part guarantees that \( J \) is well defined, i.e. that the definitions given on the overlapping sets \( D_x \) and \( D_y \) are consistent.

With this choice of \( J \) constructed from \( \{ J^x : x \in M \} \), and with \( \{ \rho(x) : x \in M \} \) given in (23), we define an array
\[
(31) \quad \lambda_{b,k} := \sum_{x \in M} \rho(x)1_{k=x} + \int_{[0,1]^d} s^k(1-s)^{b-k}J(ds).
\]
We now claim that
\[
(32) \quad \lambda_{b,k} = \mu_{b,k} \quad \text{for all } b \geq k \in \mathbb{Z}_{\geq 0}.
\]
With a view to proving (32) we note that for any \( k \leq b \) in \( \mathbb{Z}_{\geq 0} \), there exists some \( x \) in \( M \) such that \( x \leq k \). In particular, by (23) and (24) on the one hand we have
\[
(33) \quad \mu_{b,k} = \rho(x)1_{k=x} + \int_{[0,1]^d} s^{k-x}(1-s)^{b-k}J^x(ds).
\]
On the other hand, by the minimality of \( x \), \( k \geq x \) guarantees that \( k \) is distinct from each minimal \( y \neq x \), so that by (31) for \( k \geq x \) we have
\[
(34) \quad \lambda_{b,k} := \rho(x)1_{k=x} + \int_{[0,1]^d} s^k(1-s)^{b-k}J(ds).
\]
In light of (33) and (34), in order to prove (32) it remains to show that for all \( b \geq k \geq x \) we have
\[
\int_{[0,1]^d} s^{k-x}(1-s)^{b-k} J^x(ds) = \int_{[0,1]^d} s^k(1-s)^{b-k} J(ds).
\]
Here we note that since \( k \geq x \), the integrand \( s^k(1-s)^{b-k} \) on the right-hand-side of (33) is supported on \( D_{x} := \cap_{j \geq 0} \{ s_j > 0 \} \). By part (2) of Lemma 3.3 the measure \( J^x \) is also supported on \( x \). Thus we may reduce (33) to
\[
\int_{D_x} s^{k-x}(1-s)^{b-k} J^x(ds) = \int_{D_x} s^k(1-s)^{b-k} J(ds).
\]
The equation (32) now follows from using the definition (30).

It follows from (32) and (31) that there exists a function \( \rho : M \rightarrow [0,\infty) \) and a measure \( J \) on \([0,1]^d\) not charging zero such that
\[
\mu_{b,k} := \sum_{x \in M} \rho(x) 1_{k=x} + \int_{[0,1]^d} s^k(1-s)^{b-k} J(ds),
\]
which is the principal claim of Theorem 1.7. In order to complete the proof of Theorem 1.7 it remains to show that the integrability condition
\[
\int_{[0,1]^d} s^x J(ds) < \infty \quad x \in \Gamma
\]
holds. Since every \( x \in \Gamma \) is greater than or equal to some \( x' \in M \), in which case \( s^{x'} \leq s^x \) on \([0,1]^d\), it is sufficient to establish (36) for just \( x \) in \( M \). This follows immediately from the fact that by definition, \( s^x J(ds) = J^x(ds) \), and the latter is a finite measure according to its construction in (24).

\[\Box\]

3.4. Proof of Theorem 1.5. We now prove our main classification result, Theorem 1.5.

**Proof of Theorem 1.5.** First we note that by construction, one direction of Theorem 1.5 is trivial. Indeed, by construction every \( d \)-type \( \Lambda \)-coalescent is clearly exchangeable, consistent, and has asynchronous mergers.

We turn to proving that every exchangeable, consistent and asynchronous coalescent process with these properties is a \( d \)-type \( \Lambda \)-coalescent. Without loss of generality, we let \( (\pi(t))_{t \geq 0} = (\pi(1)(t), \ldots, \pi(d)(t))_{t \geq 0} \) be a coalescent process taking values in the set of \( d \)-type partitions of the set \( S = \mathbb{N}_d := \{(i,j) : 1 \leq i \leq d, j \in \mathbb{N}\} \) with these properties.. Throughout the proof, for multi-indices \( n = (n_1, \ldots, n_d) \) let \([n]\) denote the subset of \( \mathbb{N}_d \) given by
\[
[n] := \{(i,j) : 1 \leq i \leq d, 1 \leq j \leq n_i\}.
\]
By consistency, the projection of \( \pi(t)|_{[n]} \) onto \([n]\) is a Markov chain in its own filtration, taking values in the set of \( d \)-type partitions of \([n]\). Let \( \pi \) and \( \tau \) be distinct \( d \)-type partitions of \([n]\) and let
\[
\lambda_{\gamma \rightarrow \tau} := \lim_{h \downarrow 0} \frac{1}{h} \mathbb{P} \left( \pi(t+h)|_{[n]} = \tau | \pi(t)|_{[n]} = \gamma \right).
\]
Since \( \pi(t) \) is an asynchronous coalescent process, so is \( \pi(t)|_{[n]} \), and hence the quantity \( \lambda_{\gamma \rightarrow \tau} \) may only be non-zero when \( \tau \) may be obtained from \( \gamma \) by merging several blocks of the underlying partition of \( \gamma \) to form a single block of some type \( i \) in \( \tau \), and leaving the other blocks and their types the same.

We now make a key observation that follows from the exchangeability of the process: the rate \( \lambda_{\gamma \rightarrow \tau} \) depends only on the types \( b \) and \( k \) of the underlying blocks of \( \gamma \) and \( \tau \), as well as the type \( i \) of the newly merged block, and is in particular independent of the underlying size \( n \) of the projection. Let \( \lambda_{b,k,i} \) denote the corresponding rate.
We now claim that the rates $\lambda_{b,k,i}$ satisfy the recursion
\[
\lambda_{b,k,i} = \lambda_{b+e_j,k-i} + \lambda_{b+e_j,k,e_j+i}.
\]

To see that (37) holds, suppose that at some moment $t$, for a pair of multi-indices $m \geq n$, the smaller projection $\pi(t)|_{[m]}$ has $b$ blocks and the larger projection $\pi(t)|_{[n]}$ has $b + e_j$ blocks. Given any subcollection of $k$ of the $b$ blocks in the smaller projection, there are two possible $\rightarrow i$ merger events that can happen for the larger projection that are witnessed by the smaller projection as $k$ blocks merging to a single block of type $i$. One of these events involves $k + e_j$ blocks merging out of the $b + e_j$, the other involving $k$ of $b + e_j$ merging. The equation (37) follows.

In particular, since the array $(\lambda_{b,k,i})$ is indexed by $k \leq b \in \mathbb{Z}_{\geq 0} - B$, we are in the setting of Theorem 1.7 so that by Theorem 1.7 there constants $\rho_{j,i}$ and $\rho_{ii,i}$ and measures $Q_{-i}$ such that
\[
\lambda_{b,k,i} = \sum_{j \neq i} 1_{k=e_j}\rho_{j,i} + 1_{k=2e_i}\rho_{ii,i} + \int_{[0,1]^d} s^k(1-s)^{b-k}Q_{-i}(ds),
\]
completing the proof of Theorem 1.5.

$\square$

4. COMING DOWN FROM INFINITY: PROOFS

Let $\Lambda = (\rho_{j,i}, \rho_{ii,i}, Q_{-i} : 1 \leq i \neq j \leq d)$. In this section we prove Theorem 1.8 which states that if $\pi(t)$ is a $\Lambda$-coalescent starting with infinitely many blocks of each colour, then $\pi(t)$ comes down from infinity if and only if
\[
\int_s^\infty \frac{dq}{\psi_i(q)} < \infty \quad \text{for all } s > 0 \text{ and } i \in \{1, \ldots, d\}
\]
where $\psi_i$ is defined in (12).

It is useful to consider the type $i$ projected coalescent, the single-type $\Lambda$-coalescent with pairwise mergers at rate $\rho_{ii,i}$, and merger measure on $[0,1]$ given by the projection $\bar{Q}_{-i}$ of $Q_{-i}$ onto $(0,1]$ under the map $(s_1, \ldots, s_d) \mapsto s_i$. In other words, for Borel subsets $A$ of $(0,1]$
\[
\bar{Q}_{-i}(A) := \int_{[0,1]^d} 1\{s_i \in A\}Q_{-i}(ds).
\]
More explicitly, the type $i$ projected coalescent is the single-type $\Lambda$-coalescent associated with the measure
\[
\bar{\Lambda}_i(ds) = \rho_{ii,i}\delta_0(ds) + s^{-2}\bar{Q}_{-i}(ds) \quad s \in [0,1].
\]
The $\bar{Q}_{-i}$-coalescent may be thought of as the single-type $\Lambda$-coalescent that may be obtained from the multi-type $\Lambda$-coalescent starting with only blocks of type $i$, and ‘switching off’ any mergers or changes of colour of type $i$ blocks into other colours.

We begin by proving the ‘only if’ direction of the proof.

4.1. Proof of the ‘only if’ direction in Theorem 1.8. Fix a $k \in \{1, \ldots, d\}$. In this section we show that if $(\pi(t))_{t \geq 0}$ is a $\Lambda$-coalescent that comes down from infinity, then $\int_s^\infty \frac{dq}{\psi_k(q)} < \infty$ for each $s > 0$.

To this end, let $\Lambda = (\rho_{j,i}, \rho_{ii,i}, Q_{-i} : 1 \leq i < j \leq d)$, and suppose $(\pi(t))_{t \geq 0} = (\pi_1(t), \ldots, \pi_d(t))_{t \geq 0}$ is a $\Lambda$-coalescent that comes down from infinity. Suppose further that $(\pi(t))_{t \geq 0}$ starts from the $d$-type partition of $\mathbb{N}$ with
\[
\pi_k(t) = \{\{n\} : n \in \mathbb{N}\}, \quad \pi_i(0) = \emptyset \text{ for } i \neq k.
\]
That is, we begin with the singletons of $\mathbb{N}$, each with type $k$.

Consider now that the $k^{th}$ component of $(\pi(t))_{t \geq 0}$ is not a Markov process in its own filtration. Indeed, while the type $k$ blocks may merge and also change colour away from type $k$ according to Markovian dynamics, there are also new type-$k$ blocks being created at rates that depend on
the number of blocks of other types in the system. It is, however, possible to construct a Markov process from the type \( k \) blocks of \((\pi(t))_{t \geq 0}\), by taking a version of the process \( \pi_k(t) \) in which we do not allow ‘new’ blocks of type \( k \) to appear. We encourage the reader to take a glance at Figure 2 to garner an idea before we give a precise definition.

With our multitype \( \Lambda \)-coalence (\( (\pi(t))_{t \geq 0} \) on \( \mathbb{N} \) we can associate a function \( f_t : \mathbb{N} \to \{1, \ldots, d\} \) by letting \( f_t(n) \) denote the colour of the block containing \( n \) at time \( t \), in other words
\[
f_t(n) = i \iff \text{The block of } \pi(t) \text{ containing } n \text{ has type } i.
\]

Given a block \( \Gamma \) of \( \pi_k(t) \), we define the subset \( \text{Always}_k(\Gamma, t) \) of \( \Gamma \) to be the set of elements who were always contained in a block of type \( k \) leading up to time \( t \), i.e.
\[
\text{Always}_k(\Gamma, t) := \{n \in \Gamma : f_s(n) = k \ \forall s \in [0, t]\} \quad \Gamma \in \pi_k(t).
\]

We now define \( \hat{\pi}_k(t) \) to be the set of non-empty blocks that arise in this way, i.e.
\[
\hat{\pi}_k(t) := \{\text{Always}_k(\Gamma, t) \text{ nonempty} : \Gamma \in \pi_k(t)\}.
\]

\( \hat{\pi}_k(t) \) is a partition of a subset of \( \mathbb{N} \), and the cardinality of the collection \( \hat{\pi}_k(t) \) is at most that of \( \pi_k(t) \). Clearly \( \hat{\pi}_k(0) = \pi_k(0) \). Since \( (\pi(t))_{t \geq 0} \) comes down from infinity, we have \( \mathbb{P}(\#\pi_k(t) < \infty \ \forall t = 1) \), and as a result, \( \mathbb{P}(\#\hat{\pi}_k(t) < \infty \ \forall t = 1) \).

When \( (\kappa(t))_{t \geq 0} \) is a stochastic process such that each \( \kappa(t) \) is equal to a collection of subsets of \( \mathbb{N} \), we write
\[
(40) \quad \kappa(t)|_n := \{\Gamma \cap [n] \text{ nonempty} : \Gamma \in \kappa(t)\},
\]
for its projection onto \( \{1, \ldots, n\} \). Figure 2 depicts a projection of a multitype \( \Lambda \)-coalence with starting configuration \( (39) \) onto \( \{1, \ldots, n\} \), as well as the projection of the associated process \( (\hat{\pi}_k(t))_{t \geq 0} \).

The main idea here is that \( (\hat{\pi}_k(t))_{t \geq 0} \) is in fact a Markov process in its own filtration, and has the dynamics of a single-type \( \Lambda \)-coalence with killing. More specifically, the blocks of \( (\hat{\pi}_k(t))_{t \geq 0} \) merge according to the dynamics of a single-type \( (\rho_{kk \to k}, \bar{Q}_{k \to k}) \)-coalence, and are killed according to the following dynamics:

- Individual blocks are eliminated from the process at rate \( \sum_{i \neq k} \rho_{k \to i} \).
- Let \( W_k \) be the measure on \([0, 1]\) given by the pushforward of \( \sum_{i \neq k} Q_{k \to i}(ds) \) under the projection \( s \in [0, 1]^d \mapsto s_k \in [0, 1] \). More specifically, for Borel subsets \( A \) of \([0, 1]\),
\[
W_k(A) := \sum_{i \neq k} \int_{[0, 1]^d} 1\{s_k \in A\} Q_{k \to i}(ds).
\]

For \( u \in [0, 1] \), at rate \( W_k(du) \) a large killing event with parameter \( u \) happens for the \( \hat{\pi}_k(t) \) process: namely at this event each block of \( \hat{\pi}_k(t) \) is independently killed with probability \( u \), or remains alive with probability \( 1 - u \). The average killing rate due to this effect is given by
\[
\int_0^1 uW_k(du) = \sum_{i \neq k} \int_{[0, 1]^d} s_k Q_{k \to i}(ds).
\]
The rate at which each individual block is removed from the process is given by
\[
(41) \quad r_k := \sum_{i \neq k} \int_{[0, 1]^d} s_k Q_{k \to i}(ds) + \sum_{i \neq k} \rho_{k \to i} < \infty,
\]
where the finiteness of \( r_k \) follows from the integrability condition (2).

As we observed above, the process \( (\hat{\pi}_k(t))_{t \geq 0} \) comes down from infinity. We would now like to utilise this fact to show that the single-type \( (\rho_{kk \to k}, \bar{Q}_{k \to k}) \)-coalence without killing also comes down from infinity.
In this direction we have the following lemma.

Lemma 4.1. Let \((\kappa(t))_{t \geq 0}\) be a single-type \((\rho,Q)\) coalescent, and let \((\hat{\kappa}(t))_{t \geq 0}\) be a version of \((\kappa(t))_{t \geq 0}\) in which blocks are killed according to the following dynamics:

- Individual blocks are eliminated from the process at rate \(\delta > 0\).
- Let \(W\) be a measure on \([0,1]\). At rate \(W(du)\) a large killing event with parameter \(u\) happens for the blocks of \((\hat{\kappa}(t))_{t \geq 0}\), at which each block is independently killed with parameter \(u\), and remains alive with probability \(1 - u\).

Suppose that \(r := \delta + \int_0^1 uW(du) < \infty\). Then if \((\hat{\kappa}(t))_{t \geq 0}\) comes down from infinity, so does \((\kappa(t))_{t \geq 0}\), i.e.

\[
\Pr(\#\hat{\kappa}(t) < \infty \forall t > 0) = 1 \quad \text{implies} \quad \Pr(\#\kappa(t) < \infty \forall t > 0) = 1.
\]

Proof. There is a natural coupling between \((\kappa(t))_{t \geq 0}\) and \((\hat{\kappa}(t))_{t \geq 0}\), so that for each \(t\), \(\hat{\kappa}(t)\) is a subcollection of the partition \(\kappa(t)\). In this coupling, for each block \(\Gamma\) of \(\kappa(t)\), the probability that the block is also contained in \(\hat{\kappa}(t)\) is \(e^{-rt}\).

Let \(\hat{\kappa}(t)|_n\) and \(\kappa(t)|_n\) denote the restrictions of partitions to \(\{1, \ldots, n\}\), as defined in (40). Write

\[
A_n(t) := \frac{\#\hat{\kappa}(t)|_n}{\#\kappa(t)|_n}.
\]

Then the expectation of \(A_n(t)\) is \(e^{-rt}\), and by applying Markov’s inequality to the non-negative random variable \(1 - A_n(t)\) it follows that \(\Pr(A_n(t) < 1/2) \leq 2(1 - e^{-rt})\). In particular, there exists
a constant $C_r$ such that for all $0 < t \leq 1$ and all $n \in \mathbb{N}$ we have

$$\mathbb{P}(A_n(t) < 1/2) \leq C_r t.$$ 

It follows that for all $n, m \in \mathbb{N}$ we have

$$\mathbb{P}(\#\kappa(t)|_n > m) = \mathbb{P}(\#\kappa(t)|_n > m, \#\kappa(t)|_n > m/2) + \mathbb{P}(\#\kappa(t)|_n > m, \#\kappa(t)|_n \leq m/2) \leq \mathbb{P}(\#\kappa(t)|_n > m/2) + C_r t.$$ 

Now since $\mathbb{P}(\#\kappa(t) = \infty) = \lim_{n \to \infty} \lim_{m \to \infty} \mathbb{P}(\#\kappa|_n > m) = 0$, we obtain

$$\mathbb{P}(\#\kappa(t) = \infty) = \lim_{m \to \infty} \lim_{n \to \infty} \mathbb{P}(\#\kappa|_n > m) \leq C_r t.$$ 

Now since $\#\kappa(t)$ is almost-surely non-increasing, it follows that whenever $t_1 < t_2$, $\{\#\kappa(t_2) = \infty\}$ implies $\{\#\kappa(t_1) = \infty\}$. In particular, for any $t > 0$, it follows that $\mathbb{P}(\exists s > 0 : \#\kappa(s) = \infty) \leq C_r t$. Thus we have

$$\mathbb{P}(\exists s > 0 : \#\kappa(s) = \infty) = 0,$$

completing the proof. \hfill $\Box$

We are now equipped to prove one direction of Theorem 1.8.

Proof of ‘only if’ direction of Theorem 1.8 Let $(\pi(t))_{t \geq 0}$ be a multitype $\Lambda$-coalescent that comes down from infinity. We saw at the beginning of this section that we can construct from $(\pi(t))_{t \geq 0}$ a stochastic process $(\tilde{\pi}_k(t))_{t \geq 0}$ that has the law of single-type $(\rho_{kk \to k}, \bar{Q}_{kk \to k})$-coalescent with stochastic killing at an average rate $r_k < \infty$. Since $(\pi(t))_{t \geq 0}$ comes down from infinity, and $\tilde{\pi}_k(t)$ has at most the same number of blocks as the $k^{th}$ component $\pi_k(t)$ of $\pi(t)$, it follows that $(\tilde{\pi}_k(t))_{t \geq 0}$ also comes down from infinity.

Since $(\tilde{\pi}_k(t))_{t \geq 0}$ has the law of a single-type $(\rho_{kk \to k}, \bar{Q}_{kk \to k})$-coalescent with killing at a finite expected rate $r_k < \infty$, and $(\tilde{\pi}_k(t))_{t \geq 0}$ comes down from infinity, it follows from Lemma 4.1 that the single-type $(\rho_{kk \to k}, \bar{Q}_{kk \to k})$-coalescent without killing also comes down from infinity.

We now appeal to the work of Bertoin and Le Gall \cite{BLG} which we discussed in Section 1.3, which states that if

$$\psi_k(q) := \frac{\rho_{kk \to k} - q^2}{2} + \int_0^1 e^{-qu} - 1 + qu \bar{Q}_{kk \to k}(du)$$

is the asymptotic processing speed associated with the $(\rho_{kk \to k}, \bar{Q}_{kk \to k})$-coalescent that comes down from infinity, then

$$\int_s^\infty \frac{dq}{\psi_k(q)} < \infty \quad \text{for all } s > 0.$$

That completes the proof of one direction of Theorem 1.8. \hfill $\Box$

4.2. Proof of the ‘if’ direction of Theorem 1.8 Generally speaking, multi-type $\Lambda$-coalescents exhibit complicated behaviour regarding the number of blocks. Due to blocks changing type as well as cross-type mergers, the number of blocks of a certain type may increase whilst numbers of other types are decreasing. What can be said however is that the total number of blocks in a multi-type $\Lambda$-coalescent never increases.

In our first lemma we characterised the average rate of decrease in the number of blocks in the multitype $\Lambda$-coalescent. Recall that we write $(N_1(t), \ldots, N_d(t))$ for the $\mathbb{Z}_{\geq 0}^d$-valued process where $N_i(t)$ counts the number of blocks of type $i$ in the process at time $t$. 
Lemma 4.2. If at some moment we have \((N_1(t), \ldots, N_d(t)) = (n_1, \ldots, n_d)\), then the expected change in the total number of blocks when there are \(n\) blocks is given by

\[
\lim_{h \to 0} h^{-1} \mathbb{E} \left( \sum_{j=1}^{d} (N_j(t+h) - N_j(t)) | N(t) = n \right) = -\Psi(n_1, \ldots, n_d),
\]

where \(\Psi : \mathbb{R}^d \to [0, \infty)\) is given by

\[
(42) \quad \Psi(x_1, \ldots, x_d) = \sum_{i=1}^{d} \rho_{i \to i} \frac{x_i(x_i-1)}{2} + \sum_{i=1}^{d} \int_{[0,1]^d} \left\{ \sum_{j=1}^{d} x_j s_j - 1 + \prod_{j=1}^{d} (1-s_j)^{x_j} \right\} Q_{\to i}(ds).
\]

\[\text{Proof.}\] We observe that single blocks changing colour have no effect on the total number of blocks. Hence it is only pairwise mergers and larger mergers which cause decreases in the total number of blocks. The former term \(\sum_{i=1}^{d} \rho_{i \to i} \frac{x_i(x_i-1)}{2}\) in the definition for \(\Psi\) is the expected size of the decrease in the number of blocks due to pairwise mergers. It remains to account for the sum \(\sum_{i=1}^{d} R_i(n)\) of the quantities

\[
(43) \quad R_i(n) := \int_{[0,1]^d} \left\{ \sum_{j=1}^{d} n_j s_j - 1 + \prod_{j=1}^{d} (1-s_j)^{n_j} \right\} Q_{\to i}(ds).
\]

To this end, suppose \(m = (m_1, \ldots, m_d)\) blocks are involved in a merger to form a single block of type \(i\). Then at this merger the number of blocks of type \(j\) decreases by \(m_j\) for all \(j \neq i\), and the number of type \(i\) blocks decreases by \(m_i - 1\{\exists j : m_j > 0\}\). In particular, the total number of blocks in the process at this merger decreases by

\[m_1 + \ldots + m_d - 1\{\exists j : m_j > 0\},\]

where \(1\{\exists j : m_j > 0\}\) is the indicator function that at least one of the \(m_i\) is nonzero.

Now given a type \(i\) merger associated with a value \(s \in [0,1]^d\), when the process has \(n\) blocks the number of type \(j\) blocks involved in the merger is binomially distributed with parameters \(n_j\) and \(s_j\). In particular, the result follows by noting that if \((M_1, \ldots, M_d)\) is a vector of independent binomially distributed random variables such that each \(M_j\) has parameters \((n_j, s_j)\), then

\[
\mathbb{E} [M_1 + \ldots + M_d - 1\{\exists j : M_j > 0\}] = \mathbb{E} [M_1 + \ldots + M_d - 1 + 1\{M_j = 0 \forall j\}] = \sum_{j=1}^{d} n_j s_j - 1 + \prod_{j=1}^{d} (1-s_j)^{n_j}.
\]

With a view to controlling from below the rate of decrease in the number of blocks when there are \(n\) total blocks, we define the function \(\Omega : [0, \infty) \to [0, \infty)\)

\[
\Omega(x) := \min_{x_1 + \ldots + x_d = x} \Psi(x_1, \ldots, x_d),
\]

where \(\Psi\) is as in Lemma 4.2 and the minimum is taken over all non-negative \(d\)-tuples summing to \(x\).

Our next lemma will allow us to use Jensen’s inequality down the line.

Lemma 4.3. The functions \(\Psi : \mathbb{R}^d_+ \to \mathbb{R}_+\) and \(\Omega : \mathbb{R}_+ \to \mathbb{R}_+\) are convex.

\[\text{Proof.}\] We consider \(\Psi\) first. We begin by noting that for each \(s \in [0,1]^d\), the function

\[
x \mapsto \sum_{j=1}^{d} x_j s_j - 1 + \prod_{j=1}^{d} (1-s_j)^{x_j}
\]


is a convex function from $\mathbb{R}^d_{\geq 0}$ to $\mathbb{R}_{\geq 0}$, and hence each integral $R_i(x_1, \ldots, x_d)$ as in (43) is also convex. The convexity of $\Psi$ now follows from the fact that the sum of convex functions is convex.

Turning our attention to $\Omega$, we note from explicit calculation that for real $x, y$ and $\lambda \in [0, 1]$ we have

$$\Omega(\lambda x + (1 - \lambda)y) := \min_{z_1 + \ldots + z_d = \lambda x + (1 - \lambda)y} \Psi(z_1, \ldots, z_d)$$

$$= \min_{x_1 + \ldots + x_d = x, y_1 + \ldots + y_d = y} \Psi(\lambda x_1 + (1 - \lambda)y_1, \ldots, \lambda x_d + (1 - \lambda)y_d)$$

$$\leq \min_{x_1 + \ldots + x_d = x, y_1 + \ldots + y_d = y} \{\lambda \Psi(x_1, \ldots, x_d) + (1 - \lambda)\Psi(y_1, \ldots, y_d)\}$$

$$= \lambda \Omega(x) + (1 - \lambda)\Omega(y),$$

which establishes the convexity of $\Omega$. □

Recall in the introduction (equation (12)) we defined the projected type $i$ processing speed $\psi_i : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ to be the function

$$\psi_i(x) := \rho_{i\rightarrow i} \frac{x(x - 1)}{2} + \int_{[0,1]^d} x s_i - 1 + e^{-x s_i} Q_{\rightarrow i}(ds).$$

We will also require the non-asymptotic variant

$$\tilde{\psi}_i(x) := \rho_{i\rightarrow i} \frac{x(x - 1)}{2} + \int_{[0,1]^d} x s_i - 1 + (1 - s_i) Q_{\rightarrow i}(ds).$$

The following lemma states that integrability conditions for $\psi_i$ and $\tilde{\psi}_i$ are equivalent.

**Lemma 4.4.** We have

$$\int_{s}^{\infty} \frac{dq}{\psi_i(q)} < \infty \iff \int_{s}^{\infty} \frac{dq}{\tilde{\psi}_i(q)} < \infty$$

**Proof.** Since $(1 - s_i)^q \leq e^{-q s_i}$ for all $s_i \in [0, 1], q > 0$ we clearly have $\psi_i(q) \geq \tilde{\psi}_i(q)$, so that

$$\int_{s}^{\infty} \frac{dq}{\psi_i(q)} < \infty \implies \int_{s}^{\infty} \frac{dq}{\tilde{\psi}_i(q)} < \infty.$$

On the other hand, we now claim that for every $q \geq 2$, we have $2 \tilde{\psi}_i(q) \geq \psi_i(q)$, which is sufficient to prove the converse claim. Indeed, since $(1 - u/q)^q$ is an increasing function of $q$, setting $u = qs$ for all $q \geq 2$ we have

$$2 ((1 - s)^q - 1 + qs) - (e^{-qs} - 1 + qs) = 2 ((1 - u/q)^q - 1 + u) - (e^{-u} - 1 + u)$$

$$\geq 2 ((1 - u/2)^2 - 1 + u) - (e^{-u} - 1 + u)$$

$$\geq 2 \frac{u^2}{4} - u^2/2 = 0,$$

where to obtain the final inequality above we used the fact that $e^{-u} - 1 + u \leq u^2/2$. It follows that whenever $q \geq 2$ we have the inequality

$$2 ((1 - s)^q - 1 + qs) \geq e^{-qs} - 1 + qs.$$

Integrating against $Q_{\rightarrow i}(ds)$ leads to $2 \tilde{\psi}_i(q) \geq \psi_i(q)$, and in particular

$$\int_{s}^{\infty} \frac{dq}{\psi_i(q)} < \infty \implies \int_{s}^{\infty} \frac{dq}{\tilde{\psi}_i(q)} < \infty,$$

completing the proof. □

Our next lemma bounds the total rate of decrease in the number of blocks in terms of the $\psi_i$. 

Lemma 4.5. We have

$$\Psi(x_1, \ldots, x_d) \geq \sum_{j=1}^{d} \tilde{\psi}_j(x_j).$$

Proof. First we note that for each $i$ we have

$$\left\{ \sum_{j=1}^{d} x_j s_j - 1 + \prod_{j=1}^{d} (1 - s_j)^{x_j} \right\} - \{ x_is_i - 1 + (1 - s_i)^{x_i} \}
= \sum_{j \neq i} x_j s_j - (1 - s_i)^{x_i} \left\{ 1 - \prod_{j \neq i} (1 - s_j)^{x_j} \right\}
\geq \sum_{j \neq i} x_j s_j - (1 - s_i)^{x_i} \sum_{j \neq i} x_j s_j
\geq 0.$$  

In particular we have

$$\int_{[0,1]^d} \left\{ \sum_{j=1}^{d} x_j s_j - 1 + \prod_{j=1}^{d} (1 - s_j)^{x_j} \right\} Q_{\to i}(ds) \geq \int_{[0,1]^d} \{ x_is_i - 1 + (1 - s_i)^{x_i} \} Q_{\to i}(ds).$$

Summing over $i$, we see that $\Psi(x_1, \ldots, x_d) \geq \sum_{j=1}^{d} \tilde{\psi}_j(x_j).$  

Our next lemma states that if each $\psi_i$ satisfies the Bertoin-Le Gall [3] integrability condition, so does $\Omega$.

Lemma 4.6. Suppose for each $i = 1, \ldots, d$ and for all $s > 0$ we have $\int_{s}^{\infty} \frac{dq}{\psi_i(q)} < \infty$. Then for all $s > 0$ we have $\int_{s}^{\infty} \frac{dq}{\Omega(q)} < \infty$.

Proof. By Lemma 4.4, $\int_{s}^{\infty} \frac{dq}{\psi_i(q)} < \infty$ for every $s > 0$ implies $\int_{s}^{\infty} \frac{dq}{\psi_i(q)} < \infty$ for every $s > 0$.

On the other hand, by Lemma 4.5 we have

$$\Omega(x) := \min_{x_1 + \ldots + x_d = x} \Psi(x_1, \ldots, x_d) \geq \min_{x_1 + \ldots + x_d = x} \sum_{j=1}^{d} \tilde{\psi}_j(x_j).$$

Now suppose $x_1 + \ldots + x_d = x$ for non-negative $x_i$. Then at least one of the $x_i$ is greater than $x/d$. In particular from (44) we have the crude lower bound

$$\Omega(x) \geq \min_{i=1, \ldots, d} \tilde{\psi}_i(x/d).$$

It follows that

$$\frac{1}{\Omega(x)} \leq \frac{1}{\min_{i=1, \ldots, d} \tilde{\psi}_i(x/d)} = \max_{i=1, \ldots, d} \frac{1}{\tilde{\psi}_i(x/d)} \leq \sum_{i=1}^{d} \frac{1}{\psi_i(x/d)}.$$  

It follows that

$$\int_{s}^{\infty} \frac{dq}{\Omega(q)} \leq \sum_{i=1}^{d} \int_{s}^{\infty} \frac{dq}{\psi_i(q)} = d \sum_{i=1}^{d} \int_{s/d}^{\infty} \frac{dq}{\psi_i(q)} < \infty.$$  

Our next lemma controls the expected number of blocks in terms of the solution to an ordinary differential equation.
Lemma 4.7. For \( n \in \mathbb{Z}_{\geq 0}^d \), let \( v_n(t) := \mathbb{E}_n(N_1(t) + \ldots + N_d(t)) \) denote the expected number of blocks in a multitype \( \Lambda \)-coalescent starting with \( n_i \) blocks of type \( i \). Then  
\[
v_n(t) \leq w_n(t),
\]
where for \( n = n_1 + \ldots + n_d \), \( w_n(t) \) is the solution to the integral equation  
\[
w_n(t) = n - \int_0^t \Omega(w_n(s)) ds.
\]

Proof. Using Lemma 4.2 to obtain the equality below we have  
\[
v_n(t) = n - \int_0^t \mathbb{E} [\Psi(N_1(s), \ldots, N_d(s))] ds \leq n - \int_0^t \Psi (\mathbb{E}[N_1(s)], \ldots, \mathbb{E}[N_d(s)]) ds \leq n - \int_0^t \Omega(v_n(s)) ds
\]
where the second inequality above follows from using Jensen’s inequality and the convexity of \( \Psi \) (Lemma 4.3), and the third inequality above follows from the definition of \( \Omega \).

The result now follows from an ODE comparison argument. \( \qed \)

We are now equipped to prove the more difficult direction of Theorem 1.8.

Proof of ‘if’ direction of Theorem 1.8. Suppose that \( \int_s^\infty \frac{dq}{\psi(q)} < \infty \) for each \( i \). Then by Lemma 4.6 it follows that \( \int_s^\infty \frac{dq}{\lambda(q)} < \infty \). We now note for each \( t > 0 \) that \( w_n(t) \) defined in (4.7) may be written as the unique solution to the equation  
\[
t = \int_{w_n(t)}^\infty \frac{dq}{\Omega(q)}.
\]
In particular, for each \( t > 0 \) we may clearly define \( w_\infty(t) \) to be the unique solution to the equation  
\[
t = \int_{w_n(t)}^\infty \frac{dq}{\Omega(q)}.
\]
Plainly for each \( t \) we have \( w_n(t) \leq w_{n+1}(t) \leq \ldots \leq w_\infty(t) \). In particular, by Lemma 4.7 for each \( t \) and every \( n \in \mathbb{Z}_{\geq 0}^d \) we have  
\[
\mathbb{E}_n[N_1(t) + \ldots + N_d(t)] \leq w_\infty(t) < \infty.
\]
It follows from the monotone convergence theorem that the multitype \( \Lambda \)-coalescent comes down from infinity. \( \qed \)
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