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Abstract—The fast iterative soft thresholding algorithm (FISTA) is used to solve convex regularized optimization problems in machine learning. Distributed implementations of the algorithm have become popular since they enable the analysis of large datasets. However, existing formulations of FISTA communicate data at every iteration which reduces its performance on modern distributed architectures. The communication costs of FISTA, including bandwidth and latency costs, is closely tied to the mathematical formulation of the algorithm. This work reformulates FISTA to communicate data at every “k” iterations and reduces data communication when operating on large data sets. We formulate the algorithm for two different optimization methods on the Lasso problem and show that the latency cost is reduced by a factor of k while bandwidth and floating-point operation costs remain the same. The convergence rates and stability properties of the reformulated algorithms are similar to the standard formulations. The performance of communication-avoiding FISTA and Proximal Newton methods is evaluated on 1 to 1024 nodes for multiple benchmarks and demonstrate average speedups of 3-10× with scaling properties that outperform the classical algorithms.
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I. INTRODUCTION

Mathematical optimization is one of the main pillars of machine learning, where parameter values are computed based on observed data. Applications in many big data and large-scale scientific computing domains need the solution to convex optimization problems [1]. The performance of these optimization problems is often dominated by communication which is closely tied to the formulation of the algorithms. A popular approach to estimate parameters in convex optimization problems is solving a regularized least square problem that can solve many ill-conditioned systems. L1-regularized least square problems are often solved using the class of proximal methods, called iterative shrinkage-thresholding algorithms (ISTA) [1]. The advantage of ISTA is in its simplicity. However, ISTA has also been recognized as a slow method in terms of convergence rate [1]. It is well known that for large-scale problems first order methods are often the only practical option. Fast iterative shrinkage-thresholding algorithm (FISTA) extends ISTA while preserving the computational simplicity of ISTA and has a global rate of convergence that is significantly better, both theoretically and practically [3]. Another class of widely used proximal methods are proximal Newton-type methods (PNM) that use second order information in their proximal mapping which have a superlinear rate of convergence [4]. Stochastic formulations of FISTA and PNM, abbreviated as SFISTA and SPNM, are often more efficient for processing large data [1] and thus are used as the base algorithms in this work. These methods are iterative by nature, therefore need to communicate data in each iteration. Since communication is more expensive than arithmetic, the scalability and performance of these algorithms are bound by communication costs on distributed architectures.

The performance of an algorithm on modern computing architectures depends on the costs of arithmetic and data communication between different levels of memory and processors over a network. The communication cost of an algorithm is computed by adding bandwidth costs, the time required to move words, and latency costs, the time to communicate messages between processors. On modern computer architectures the cost of communication is often orders of magnitude larger than floating point operation costs and this gap is increasing [5]. Classical formulations of optimization methods are inherently communication-bound. Therefore, to achieve high-performance on modern distributed platforms, optimization methods have to be reformulated to minimize communication and data movement rather than arithmetic complexity [6].

Recent work has developed algorithms to reduce communication in a number of optimization and machine learning methods. Communication efficient optimization libraries such as [7], [8], [9] attempt to reduce communication, though they may change the convergence behavior of the algorithm. For example, CoCoA [7] uses a local solver on each machine and shares information between the solvers with highly flexible communication schemes. HOGWILD! [8] implements stochastic gradient descent (SGD) without locking which achieves a nearly optimal convergence rate (compared to its serial counterpart) only if the optimization problem is sparse. K-AVG [9] modifies SGD by communicating every k iterations. This method changes the convergence behavior of SGD by arguing that frequent synchronization does not always lead to faster convergence. You et. al. [10] present a partitioning algorithm to efficiently divide the training set among processors for support vector
machines (SVMs). Their approach works well for SVMs but does not extend to optimization problems in general. P-packSVM [11] uses a similar approach to ours to derive an SGD-based SVM algorithm which communicates every k iterations. Our work extends this technique to proximal least-squares problems solved by FISTA and Newton-type methods.

Standard optimization algorithms are iterative and compute an update direction per iteration by communicating data. Krylov iterative solvers, frequently used to solve linear systems of equations, follow a similar pattern. Efforts to reformulate standard formulations of Krylov solvers by scientific computing practitioners has lead the developed of k-step Krylov solvers [12], [13]. These algorithms compute k basis vectors at-once by unrolling k iterations of the standard algorithm. With careful partitioning of the original data matrix [14], [15], the matrix powers kernel in the reformulated Krylov methods can be optimized to reduce communication costs by \(O(k)\) compared to the classical algorithm. k-step methods are powerful as they are arithmetically the same as the standard methods and thus often preserve convergence properties. However, data partitioning costs can be very high in the communication-avoiding implementations of k-step Krylov methods and matrices from many optimization problems are not good candidates for such partitioning. Devarakonda et. al. extend k-step methods to the block coordinate decent (BCD) methods [16]. Their implementation reduces latency costs by a factor \(k\) while increasing the bandwidth and floating point operations (flops) costs.

In this work we introduce k-step formulations for the stochastic FISTA (SFISTA) and stochastic proximal Newton-type method (SPNM) algorithms. Unlike the k-step formulations of Krylov methods which avoid communication by partitioning data—such an approach does not work for large matrices in optimization problems—we use randomized sampling to reformulate the classical algorithms and to reduce communication. Randomization enables us to control the communication and computation cost in the reformulated algorithm. Our approach reduces the latency cost without significantly increasing bandwidth costs or flops.

We introduce communication-avoiding implementations of SFISTA (CA-SFISTA) and SPNM (CA-SPNM) to reduce communication by reducing latency costs. Figure 1 shows the execution time of SFISTA for the covtype dataset. SFISTA shows poor scaling properties when the number of processors increase and demonstrates no performance gains on 64 processors vs. one processor. CA-SFISTA can solve the regularized least square problem by iteratively updating the optimization variable every k iterations and reduces the latency cost by a factor of \(k\). CA-SFISTA and CA-SPNM outperform the classical algorithms without changing the convergence behavior. We control randomization by sampling from the distributed data between processors. Random sampling enables us to create sub-samples of data to improve locality and arithmetic costs in each iteration. Unrolling of iterations to reformulate the standard algorithms is also made possible through random sampling.

The following summarizes the contributions of the work:

- We introduce CA-SFISTA and CA-SPNM that provably reduce the latency cost of two well-known optimization methods used to solve L1-regularized least square problems by a factor of \(O(k)\) without changing the convergence behavior of the original algorithms.
- The communication-avoiding algorithms achieve upto 10X speedup on the target supercomputers.
- We develop a randomized sampling strategy that creates samples of data for each processor to facilitate the derivation and implementations of CA-SFISTA and CA-SPNM.
- Computation and communication costs of the classical algorithms as well as the proposed communication-avoiding algorithms are presented. Our analysis shows that CA-SPNM and CA-SFISTA reduce communication costs without changing the floating points operation or bandwidth costs.

II. BACKGROUND

This section introduces the L1-regularized least squares problems and algorithmic approaches for their solution. Details of the communication model used throughout the paper is also provided.

A. Regularized Least Squares Problem

Consider the following composite additive cost optimization problem of the form

\[
\min_{w \in \mathbb{R}^d} F(w) \equiv f(w) + g(w)
\]

where \(g : \mathbb{R}^d \rightarrow \mathbb{R}\) is a continuous, convex, possibly nonsmooth function and \(f : \mathbb{R}^d \rightarrow \mathbb{R}\) is a smooth and convex function, with a Lipschitz-continuous gradient. Let \(L(f)\) be the Lipschitz constant of the gradient of \(f\). This form can represent a large class of regression problems based on different choices of \(f\) and \(g\). In particular, the \(L1\)-regularized
least squares problem, a.k.a. the least absolute shrinkage and selection operator (LASSO) problem, is a special case where

\[ f(w) = \frac{1}{2n} \|X^Tw - y\|^2, \quad g(w) = \lambda \|w\|_1, \]

when \( X \in \mathbb{R}^{d \times n} \) is the input data matrix, where rows are the features and columns are the samples, \( y \in \mathbb{R}^n \) holds the labels (or observations), \( w \in \mathbb{R}^d \) is the optimization variable, and \( \lambda \in \mathbb{R} \) is the regularization (penalty) parameter. The parameter \( \lambda \) controls the sparsity of the solution, since increasing its value magnifies the effect of the second term \( g(w) \), which itself is minimized at \( w = 0 \). In this case, the gradient of \( f(w) \) is given by:

\[ \nabla f(w) = \frac{1}{n}(XX^Tw - Xy). \tag{2} \]

LASSO problems appear frequently in machine learning applications including learning directed and undirected graphical models, elastic-net regularized problems, and feature selection in classification problems and data analysis. Let

\[ \hat{w} = \arg\min_w \frac{1}{2n} \|X^Tw - y\|^2 + \lambda \|w\|_1 \tag{3} \]

be the optimal solution to the LASSO problem. The LASSO objective contains two parts, a quadratic penalty \( f \) and the \( L_1 \)-regularization term \( g \). Therefore, LASSO has regression characteristics by minimizing a least squares error and has subset selection features by shrinking the optimization variable and setting parts of it to zero.

### B. Solving LASSO

Among the most efficient methods for solving convex optimization problems of the form (1) are first order methods that use a proximal step in order to handle the possibly non-smooth part \( g \). In particular, for the LASSO problem, the class of iterative soft thresholding algorithms, recently improved to FISTA [3], have become very popular due to their excellent performance. Each iteration of FISTA, involves computing a gradient followed by a soft thresholding operator. More recently, inspired by first order methods, proximal Newton methods have been introduced that use second order information (hessian) in their proximal part. These methods are globally convergent and could achieve a superlinear rate of convergence in the neighborhood of the optimal solution [4]. The fact that FISTA and proximal Newton methods are key algorithms for solving composite convex optimization problems motivates us to introduce communication-avoiding variants of these methods and discuss their computation and communication complexity.

### C. Communication Model

The cost of an algorithm includes arithmetic and computation. Traditionally, algorithms have been analyzed with floating point operation costs. However, communication costs are a crucial part in analyzing algorithms in large-scale simulations [23]. The cost of floating point operations and communication, including bandwidth and latency, can be combined to obtain the following model:

\[ T = \gamma F + \alpha L + \beta W \tag{4} \]

where \( T \) is the overall execution time approximated by a linear function of \( F, L, \) and \( W \), which are total number of floating point operations, the number of messages sent, and the number of words moved respectively. Also, \( \gamma, \alpha, \) and \( \beta \) are machine-specific parameters that show the cost of one floating point operation, the cost of sending a message, and the cost of moving a word. Among different communication models, the LogP [24] and LogGP [25] models are often used to develop communication models for parallel architectures. The communication model used in this paper is a simplified model known as \( \alpha - \beta \) which uses \( \gamma, \alpha, \) and \( \beta \) and shows the effect of communication and computation on the algorithm cost.

### III. Classical Stochastic Algorithms

Even though there are some advantages to using batch optimization methods, multiple intuitive, practical, and theoretical reasons exist for using stochastic optimization methods. Stochastic methods can use information more efficiently than batch methods by choosing data randomly from the data matrix. In particular, for large-scale machine learning problems, training sets involve a good deal of (approximate) redundant data which makes batch methods inefficient in-practice. Theoretical analysis also favors stochastic methods for many big data scenarios [1]. This section explains the SFISTA and SPNM algorithms and analyzes their computation and communication costs. The associated costs are derived under the assumption that columns of \( X \) are distributed in a way that each processor has roughly the same number of non-zeros. The vector \( y \) is distributed among processors while vectors with dimension \( d \) such as \( v \) and \( w \) are replicated on all processors. Finally, we assume that \( n \gg d \) which means we are dealing with many observations in the application.

#### A. Stochastic Fast Iterative Shrinkage-Thresholding Algorithm (SFISTA)

Computing the gradient in (2) is very expensive since the data matrix \( X \) is being multiplied by its transpose. The cost of this operation can be reduced by sampling from the original matrix, leading to a randomized variant of FISTA [26], [27]. If \( b \) percent of columns of \( X \) are sampled, the new gradient vector is obtained by:

\[ \nabla f(w) = \frac{1}{m}(XI_jI_j^TX^Tw - XI_jI_j^Ty) \tag{5} \]

where \( m = \lfloor bn \rfloor \) and \( I_j \) is a random matrix containing one non-zero per column representing samples used for computing the gradient. Therefore the generalized gradient
update is:

\[ w_{j+1} = S_\lambda(w_j - t_j \nabla f(w_j)) \]  

(6)

where \( S_\lambda \) is the soft thresholding operator defined as:

\[ S_\lambda(w)_i = \begin{cases} w_i - \lambda & \text{if } w_i > \lambda \\ 0 & \text{if } -\lambda \leq w_i \leq \lambda \\ w_i + \lambda & \text{if } w_i < -\lambda \end{cases} \]  

(7)

where \([.]_i\) represents the \(i\)-th element of a vector. FISTA accelerates the rate of generalized gradient by modifying the update rule as follows:

\[ w_{j+1} = S_\lambda(v_j - t_j \nabla f(w_j)) \]  

(8)

where \( v_j \) is the auxiliary variable defined as:

\[ v_j = w_j + j - 2 \Delta w_j \]  

(9)

and \( \Delta w_j = w_j - w_{j-1} \). Algorithm I shows the SFISTA algorithm for solving the LASSO problem.

**B. Stochastic Proximal Newton Methods (SPNM)**

FISTA uses the first order information of \( f \) (gradient) to update the optimization variable. However, proximal Newton methods solve the same problem with second order information (Hessian), or an approximation of it, to compute the smooth segment of the composite function [I]. Proximal Newton methods achieve a superlinear convergence rate in the vicinity of the optimal solution [I]. As discussed in section [II-A], since LASSO starts with an initial condition at \( w = 0 \) and because the optimal solution is typically very sparse, the sequence of \( w_k \) will be close enough to the optimal solution for different values of \( k \). Therefore, very often proximal Newton methods achieve a superlinear convergence rate and converge faster than FISTA. Proximal Newton methods solve [I] with quadratic approximation to the smooth function \( f \) in each iteration [II-A] as follows:

\[ w_{j+1} = \arg\min_{y} \nabla f(w_j)^T(y - w_j) + \frac{1}{2}(y - w_j)^T H_j(y - w_j) + g(y) \]  

(10)

where \( H_j \) is the approximation of the Hessian \( f \) at iteration \( j \). Since a closed form solution of (10) does not exist, a first order algorithm is often used to solve (10) and to update the optimization variable. Algorithm II shows the stochastic proximal Newton method for solving LASSO. As demonstrated, the SPNM algorithm takes a block of data, approximates the Hessian based on sampled columns, and uses a first order solver to solve (10) in lines 7-10 with \( Q \) updates on the optimization variable. Thus, SPNM can be seen as a first order solver operating on blocks of data.

The following theorems analyze the computation and communication costs of SFISTA and SPNM.

#### Theorem 1

\( T \) iterations of SFISTA on \( P \) processors over the critical path has following costs: \( F = O(T d_{bn} P) \) flops, \( W = O(T \Delta d_{b} \log P) \) words moved, \( L = O(T \log P) \) messages and \( M = O(d_{b} P) \) words of memory.

**Proof.** SFISTA computes the gradient in line 5 which consists of three parts. The first part multiplies \( X \) by its transpose in line 5 which requires \( O(\Delta d_{b} P) \) operations and communicates \( O(\Delta d_{b} \log P) \) words and \( O(\log P) \) messages. Computing the second part which involves multiplying sampled \( X \) and \( y \), requires \( O(d_{b} P) \) operations and needs \( O(\Delta \log P) \) words with \( O(\log P) \) messages. These two operations dominate other costs of the algorithm. Finally, the algorithm computes the gradient and updates the optimization variable redundantly on processors. Computing the gradient (line 5) requires \( O(d_{b}^2) \) operations without any communication between processors. The vector updates need \( O(d) \) operations. Therefore, the total cost of SFISTA for \( T \) iterations is \( O(T d_{bn} P) \) flops, \( O(T \Delta d_{b} \log P) \) words, and \( O(T \log P) \) messages. Each processor needs enough memory to store three parts of \( \nabla f, v_j, w_j \) and \( 1 \)-th of \( X \). Therefore, it needs \( d_{b}^2 + d + d_{b} + d_{b} P = O(d_{b} \log P) \) words of memory.

#### Theorem 2

\( T \) iterations of SPNM on \( P \) processors over the critical path has the following costs: \( F = O(T d_{bn} P + \Delta d_{b} \log P) \) flops, \( W = O(T \Delta d_{b} \log P) \) words moved, \( L = O(T \log P) \) messages, and \( M = O(d_{b} P) \) words of memory.

**Proof.** SPNM solves the minimization problem using the Hessian. This requires \( O(\frac{1}{\epsilon}) \) inner iterations in order to reach \( \epsilon \)-optimal solution. An analysis similar to theorem 1 can be used to prove this theorem.

The communication bottleneck of SFISTA and SPNM: Despite the fact that stochastic implementations of FISTA

---

**Algorithm I: The SFISTA algorithm**

```
1: Input: \( X \in \mathbb{R}^{m \times n}, y \in \mathbb{R}^n \), \( w_0 \in \mathbb{R}^m \), \( k \geq 1 \) and \( b \in (0, 1] \).
2: set \( m = [bn] \)
3: for \( j = 0, 1, \ldots, T \) do
4:     Generate \( I_j = \{i_1, i_2, \ldots, i_m\} \in \mathbb{R}^{n \times m} \) where \( i_k \in [d]|h = 1, \ldots, m| \) is chosen uniformly at random
5:     \( \nabla f(w_j) = \frac{1}{n} X I_j^T X^T w_j - \frac{1}{m} X I_j^T y \)
6:     \( v_j = w_j - t_j \nabla f(w_j) \)
7:     \( w_j = S_\lambda(v_j - t_j \nabla f(w_j)) \)
8: output \( w_T \)
```

**Algorithm II: The SPNM algorithm**

```
1: Input: \( X \in \mathbb{R}^{m \times n}, y \in \mathbb{R}^n \), \( w_0 \in \mathbb{R}^m \), \( k \geq 1 \) and \( b \in (0, 1] \).
2: set \( m = [bn] \)
3: for \( j = 0, 1, \ldots, T \) do
4:     Generate \( I_j = \{i_1, i_2, \ldots, i_m\} \in \mathbb{R}^{n \times m} \) where \( i_k \in [d]|h = 1, \ldots, m| \) is chosen uniformly at random
5:     \( \nabla f(w_j) = \frac{1}{n} X I_j^T X^T w_j - \frac{1}{m} X I_j^T y \)
6:     \( z_0 = w_j - t_j \nabla f(z_0) \)
7:     for \( q = 1, \ldots, Q \) do
8:         \( z_q = S_\lambda(z_{q-1} - t_j \nabla f(z_q)) \)
9:         \( q = q + 1 \)
10: \( w_j = z_Q \)
11: output \( w_T \)
```
and proximal Newton methods are more practical for large-scale machine learning applications, they do not scale well on distributed architectures (e.g. Figure 1). In each iteration of both algorithms, the gradient vector has to be communicated at line 5 with an all-reduce operation which leads to expensive communication.

IV. AVOIDING COMMUNICATION IN SFISTA AND SPNM

We reformulate the SFISTA and SPNM algorithms to take k-steps at once without communicating data. The proposed k-step formulations reduce data communication and latency costs by a factor of k without increasing bandwidth costs and significantly improve the scalability of SFISTA and SPNM on distributed platforms. This section presents our formulations for k-step SFISTA and k-step SPNM, also referred to as communication-avoiding SFISTA (CA-SFISTA) and SPNM (CA-SPNM). We will also introduce a randomized sampling strategy that leverages randomization to generate data partitions for each processor and to make the k-step derivations possible. Communication, memory, bandwidth, and latency costs for the CA-algorithms are also presented.

A. The CA-SISTA and CA-SPNM Algorithms

Communication-avoiding SFISTA: Algorithm III shows the CA-SISTA algorithm. As discussed, the communication bottleneck is at line 5 in Algorithm IV thus for the reformulation we start by unrolling the loop in line 4 of the classical algorithm for k-steps and will sample from the data matrix X to compute the gradient of the objective function. As demonstrated in Algorithm III, a random matrix is produced based on uniform distribution and is used to select columns from of X and y to compute Gram matrices \( G_j \in \mathbb{R}^{d \times d} \) and \( R_j \in \mathbb{R}^d \) in line 6. Operations in line 6 are done in k unrolled iterations because every iteration involves a different random matrix \( I_{ik+j} \), without randomized sampling we could not unroll these iterations.

These local Gram matrices are concatenated into matrices \( G \in \mathbb{R}^{d \times kd} \) and \( R \in \mathbb{R}^{d \times k} \) in line 7 which are then broadcasted to all processors. This communication only occurs every k iterations, thus, the CA-SISTA algorithm reduces latency costs. Also, sending large amounts of data at every k iteration improves bandwidth utilization. Processors do not need to communicate for the updates in lines 9-13 for k iterations. Gram matrices \( G \) and \( R \) consist of k blocks of size \( d \times d \) and k vectors of size \( d \) respectively. At every iteration a block of \( G \) and one column of \( R \) is chosen and is used to compute the gradient in line 10. Each block of \( G \) and \( R \) comes from sub-sampled data and contributes to computing the gradient. The auxiliary variable is updated in line 12 and the soft thresholding operator updates \( w \).

To conclude, the CA-SISTA algorithm only communicates data every k iterations in line 7 which reduces the number of messages communicated between processors by \( O(k) \).

Algorithm III: The CA-SISTA Algorithm

1: input: \( X \in \mathbb{R}^{d \times n}, y \in \mathbb{R}^n, w_0 \in \mathbb{R}^d, k>1, b \in \mathbb{Z}_+, s.t \ b \leq n \)
2: set \( m = \lfloor bn \rfloor \)
3: for \( i = 0, 1, ..., \frac{n}{k} \) do
4: for \( j = 1, ..., k \) do
5: Generate \( H_{ik+j} \) are \( d \times d \) blocks of G
6: \( \nabla f(w_{ik+j}) = H_{ik+j}w_{ik+j-1} - R_{ik+j} \)
7: \( w_{ik+j} = \text{argmin} \nabla f(w_{ik+j})^T (y - w_{ik+j-1}) + \frac{1}{2} (y - w_{ik+j-1})^T (y - w_{ik+j-1}) + h(y) \)
8: solve the optimization using FISTA:
9: \( v_{ik+j} = w_{ik+j-1} + \frac{k+1}{k+2} (w_{ik+j-1} - w_{ik+j-2}) \)
10: \( w_{ik+j} = S_{\lambda t} (v_{ik+j} - t_{ik+j} \nabla g(w_{ik+j})) \)
11: output \( w_{ik+j} \)

Communication-avoiding SPNM: Similar to the CA-SISTA formulation, CA-SPNM in Algorithm IV is formulated by unrolling iterations in line 4 of the classical SPNM algorithm. Lines 1 through 10 in Algorithm IV follow the same analysis as CA-SFISTA. CA-SPNM solves the inner subproblem inexact in lines 13-16. It uses a first order method without any communication to get an \( \epsilon \)-optimal solution for the inner problem. The same blocks of \( G \) and \( R \) are used in the subproblem until a solution is achieved after \( Q \) iterations. The value of \( w \) from the previous iteration is used as a warm start initialization in line 13 to improve the convergence rate of the inner iterations and the overall algorithm. The CA-SPNM algorithm only communicates the Gram matrices at line 7 and thus the total number of messages communicated is reduced by a factor of k.

In conclusion, derivations of CA-SISTA and CA-SPNM start from a randomized variant of the classical algorithm, enabling us to unroll the iterations while maintaining the exact arithmetic of the classical algorithms.

B. Using Randomized Sampling to Avoid Communication

We leverage randomized sampling in the stochastic variants of FISTA and proximal Newton methods to derive the communication-avoiding formulations. With randomized sampling, CA-SISTA and CA-SPNM generate independent samples at each iteration. These randomly selected samples contribute to computing gradient and Hessian matrices and as a result allow us to unroll k iterations of the classical algorithms to avoid communication. We create blocks of the Gram matrices \( G \) and \( R \) by randomly selecting k different subset of the columns by each processor. Performing one all-reduce operation every k iterations on these Gram matrices is far less expensive than doing an all-reduce operation at every iteration, which enables us to avoid communication.

Algorithm V shows a pseudo implementation of CA-SISTA (CA-SPNM follows a similar pattern). While the
Algorithm IV: The CA-SPNM Algorithm

1: Input: $X \in \mathbb{R}^{n \times n}$, $y \in \mathbb{R}^n$, $w_0 \in \mathbb{R}^d$, $K > 1$, $b \in \mathbb{Z}_+$ s.t. $b \leq n$
2: set $m = \lfloor bn \rfloor$
3: for $i = 0, 1, \ldots, T$ do
4: for $j = 1, \ldots, k$ do
5: Generate $I_{ik} = \{i_1, i_2, \ldots, i_m\} \subset [n]$ where $\{i_j\in [d]|bh_j = 1, \ldots, m\}$ is chosen uniformly at random
6: $G_j = \frac{1}{m} \sum_{I_{ik} \subset G_j} X_{ik} X_{ik}^T$, $R_j = \frac{1}{m} X_{ik}^T P_{ik} y$
7: set $G = G_1 G_2 \ldots G_m$ and $R = [R_1 | R_2 | \ldots | R_b]$
8: for $j = 1, \ldots, k$ do
9: $H_{ik} = A \times B \times C$
10: $\nabla_f(w_{ik}) = H_{ik} w_{ik} - R_{ik}$
11: $w_{ik} = \text{argmin} \nabla_f(w_{ik})^T (y - w_{ik}) + b(y)$
12: $\text{solve this minimization problem using a first order method}$
13: $z_0 = w_{ik} - 1$
14: for $q = 1, \ldots, Q$
15: $z_q = S_{X_{ik}} (z_{q-1} - t_{ik} \nabla_f(z_q))$
16: $q = q + 1$
17: $w_{ik} = z_q$
18: output $w_T$

Algorithm V: Distributed Implementation of CA-SFISTA

1. INPUT: $k, b, \lambda, T$ and training dataset $X, y$
2. INITIALIZE: $w_0 = 0$
3. Distribute $X$ column-wise on all processors so each processor roughly has the same amount of non-zeros
4. for $i = 0, \ldots, T$ do
5. for $j = 1, \ldots, k$ do on each processor
6. Randomly select $b$ percent of columns of $X$ and rows of $y$
7. compute $X X^T$ and $X Y$
8. stack the results in Gram matrices
9. All-reduce the Gram matrices
10. for $j = 1, \ldots, k$ do on each processor
11. compute gradient using blocks of Gram matrices
12. update $w$, $w \leftarrow S_{X_{ik}} (w - t_{ik} \nabla_f(w))$
13. RETURN $w_T$

data matrix $X$ is distributed among processors in line 3, randomize sampling is used in line 6 to reduce the cost of the matrix-matrix and matrix-vector operations in line 7, which allows us to control on-node communication and computation costs. We then stack these results in the Gram matrices in line 8 and do an all-reduce operation every $k$ iterations at line 9. Blocks of data from the Gram matrices are selected in line 11 based on the data dimensions and recurrence updates happen at line 12.

C. Cost of Communication-Avoiding Algorithms

We discuss the computation, storage, and communication costs of CA-SFISTA and CA-SPNM in following theorems and show that these algorithms reduce latency costs while preserving both bandwidth and flops costs.

Theorem 3. $T$ iterations of CA-SFISTA on $P$ processors over the critical path has the following costs: $F = O(\frac{kd^2bn}{P})$ flops, $W = O(\frac{Td^2logP}{P})$ words moved, $L = O(\frac{T^2}{P})$ messages and $M = O(\frac{kd^2}{P} + kd^2)$ words of memory.

Proof. CA-SFISTA computes $G$ which requires $O(\frac{kd^2bn}{P})$ operations, communicates $O(kd^2logP)$ words, and requires $O(\frac{logP}{P})$ messages. Computing $R$ requires $O(\frac{kd2}{P})$ operations and communicates $O(kdlogP)$ words with $O(\frac{logP}{P})$ messages. Then the algorithm computes the gradient and solves the minimization problem redundantly on all processors using a soft thresholding operator which requires $O(kd^2)$ operations for computing the gradient and $O(kd)$ for the soft thresholding operator without any communication. The vector updates on $w_{ik}$ can be done without any communication. Since the critical path occurs every $k$ iteration then the algorithm costs $O\left(\frac{Td^2bn}{P}\right)$ flops, $O(\frac{Td^2logP}{P})$ words and $O(\frac{T^2logP}{P})$ messages. Each processor needs to store $G, R, v_{ik}, w_{ik}$ and $\frac{1}{k}$-th of $X$. Therefore, it needs $kd^2 + sd + d + \frac{dn}{P} = O\left(\frac{dn}{P} + kd^2\right)$ words of memory.

Theorem 4. $T$ iterations CA-SPNM on $P$ processors over the critical path has following costs: $F = O\left(\frac{Td^2bn}{P} + \frac{T^2}{P}\right)$ flops, $W = O\left(\frac{Td^2logP}{P}\right)$ words moved, $L = O\left(\frac{T^2}{P}\right)$ messages and $M = O\left(\frac{kd^2}{P} + kd^2\right)$ words.

Proof. CA-SPNM computes $G$ and $R$ and sends them to all processors. Each processors solves the minimization problem redundantly for $K$ iterations. At each inner iteration, the ISTA algorithm solves the minimization problem in $Q$ iterations. In order to get an $\epsilon$-optimal solution, the algorithm needs to run for $O(1/\epsilon)$ iterations; CA-SPNM requires $O(\frac{kd^2}{P})$ operations for this. A analysis similar to the proof to theorem 1 proves this theorem.

Table I shows the summary of costs for the CA algorithms compared to the classical algorithms.

V. EXPERIMENTAL RESULTS

This section presents experimental setup and performance results. The system setup and datasets as well as algorithm parameter settings are discussed first. We then show the effect of parameters $k$ and $b$ on the algorithms’ convergence rate. Speedup and strong scaling properties of the communication-avoiding algorithms are demonstrated in the last section and are compared to the classical algorithms.

A. Methodology

Table I shows the datasets used for our experiments. The datasets are from dense and sparse machine learning applications from [28] and vary in size and sparsity. The algorithms are implemented in C/C++ using Intel MKL for (sparse/dense) BLAS routines and MPI for parallel processing. While use a dense data format for our theoretical analysis, we use the compressed sparse row format (CSR) to store the data for sparse datasets. Our experiments are conducted on the XSEDE Comet systems [29].

Selecting $\lambda$: $\lambda$ should be chosen based on the prediction accuracy of the dataset and can affect convergence rates. We tune $\lambda$ for so that our experiments have reasonable running time. The final tuned value for $\lambda$, for all experiments, is 0.1 for abalone and 0.01 for susy and covtype.
Table I: Latency, floating point operations, memory, and bandwidth costs for different algorithms; $d$, $n$, $P$, $k$, and $\epsilon$ represent number of rows, number of columns, number of processors, step parameter, and the accuracy of the first order inner solver.

| Algorithm  | Latency cost (L) | Ops cost (F) | Memory cost (M) | Bandwidth cost (W) |
|------------|------------------|--------------|-----------------|-------------------|
| SFISTA     | $O(T\log P)$    | $O(\frac{Td^2 \log P}{T^2})$ | $O(\frac{d^2n}{T})$ | $O(Td^2 \log P)$ |
| CA-SFISTA  | $O(\frac{Td^2 \log P}{T^2})$ | $O(\frac{Td^2 \log P}{T^2})$ | $O(\frac{d^2n}{T})$ | $O(Td^2 \log P)$ |
| SPNM       | $O(T\log P)$    | $O(\frac{Td^2 \log P}{T^2})$ | $O(\frac{d^2n}{T})$ | $O(Td^2 \log P)$ |
| CA-SPNM    | $O(\frac{Td^2 \log P}{T^2})$ | $O(\frac{Td^2 \log P}{T^2})$ + $2d^2$ | $O(\frac{d^2n}{T})$ | $O(Td^2 \log P)$ |

Stopping criteria: The stopping condition in CA-SFISTA and CA-SPNM could be set based on two criteria: (i) The algorithms can execute for a pre-specified number of iterations, shown with $T$ in Algorithms III and IV. We use this stopping criteria for our experiments on strong scaling (section V-C2) since the number of operations should remain the same across all processors; (ii) The second stopping criteria is based on the distance to the optimal solution. We define a normalized distance to the optimal solution, called relative solution error obtained via $\frac{\|u-u_{opt}\|}{\|u_{opt}\|}$, where $\|u_{opt}\|$ is the optimal solution found using Templates for First-Order Conic Solvers (TFOCS) [30]. TFOCS is a first order method where the tolerance for its stopping criteria is $10^{-5}$. Putting a bound on the stopping criteria enforces the algorithms to run until a solution close enough to optimal is achieved. The CA-SFISTA and CA-SPNM algorithms have to be changed in line 3 to include a while-loop with the condition to exit when the relative solution error becomes smaller than a tolerance $tol$. The $tol$ parameter for each dataset is chosen to provide a reasonable execution time. This stopping condition is used for the speedup experiments in section V-C1.

| Dataset  | Row numbers | Column numbers | Percentage of nnz | Size (mB) |
|----------|-------------|----------------|-------------------|-----------|
| abalone  | 4177        | 8              | 100%              | 258.7KB   |
| susy     | 5M          | 18             | 25.39%            | 2.47GB    |
| covtype  | 581,012     | 54             | 22.12%            | 71.2MB    |

Table II: The datasets.

B. Convergence Analysis

This section shows the effect of the sampling rate $b$ on convergence. Computation costs of each processor can be significantly reduced with a smaller $b$, however, very small sample sizes can influence stability and convergence. We also demonstrate that changing $k$ in the $k$-step formulations of SFISTA and SPNM does not affect their convergence and stability behavior compared to the classical algorithms since the $k$-step formulations are arithmetically the same as the original algorithms. The susy dataset also follows a similar analysis; we did not include its data due to space limitations.

1) Effect of $b$ on Convergence: Figure 2 shows the convergence behavior of CA-SFISTA and CA-SPNM for different sampling rates. The figure shows that for the same parameters, CA-SPNM converges faster than CA-SFISTA for all datasets. Smaller sampling rates reduce the floating point operation costs on each processor and as shown in Figure 2, the convergence rate does change for large values of $b$. For example, we see that the residual solution error of CA-SFISTA follows the same pattern for both values of $b=0.01$ and $b=0.5$ for covtype. However, if very few columns of the dataset is sampled then the gradient and Hessian may not represent a correct update direction. This gets worse as we get closer to the optimal solution, as shown in Figure 2 for $b=0.01$ on both datasets. For these experiments we set $k$ to 32; following shows the effect of $k$ on convergence.

2) Effect of $k$ on Convergence: Figure 3 shows the convergence behavior of CA-SPNM and CA-SFISTA for two values of $k$ and shows the convergence rate of the classical SPNM and SFISTA algorithms. Since the CA derivations are arithmetically the same as the classical formulations, their convergence is also the same as SPNM and SFISTA. The experiments also demonstrate that changing $k$ does not affect the stability and residual solution error. We tested the convergence rate and stability behavior of the algorithms for up to $k=128$ and a similar trend was observed. For these experiments, $b$ is set to its best value.

C. Performance Experiments

Speedup and scaling results are presented in this section. Speedup results are obtained using the second stopping criteria and the tolerance parameter $tol$ is set to 0.1 for all the experiments. For the scaling experiments, we use the first stopping criteria with 100 iterations to execute the same number of operations across the experiments. The largest dataset susy is executed on upto 1024 processors and the two smaller datasets abalone and covtype are executed on upto 64 and 512 processors respectively to report reasonable scalability based on size.

1) Speedup: Figure 4 shows the speedup for all the datasets for different combinations of nodes ($P$) and $k$ for CA-SFISTA. All the speedups are normalized over SFISTA. At small scale, for example for $P=8$ and $k=32$ for abalone in Figure 4, a speedup of 1.79X is achieved, while for the same dataset we can get a speedup of 9.63X on 64 nodes. Increasing $k$ significantly improves the performance of abalone since CA-SFISTA for a larger $k$ increases the ratio of floating point operations to communication for this relatively small data set on more processors.

As shown in the figure, the performance of all datasets almost always improves when increasing the number of
nodes or $k$. For a fixed number of processors increasing $k$ reduces latency costs and communication without changing bandwidth or arithmetic costs. Figure 5 shows the speedup results for the CA-SPNM algorithm and follows a similar trend to CA-SFISTA. Figure 6 shows the speedup of CA-SFISTA and CA-SPNM algorithms on largest number of nodes for each dataset (64 for abalone, 512 for covtype, and 1024 for susy). Increasing $k$ reduces the number of communicated massages and latency costs. Therefore, the speedups improve as $k$ increases.

2) Strong Scaling: Figure 7 (a) and Figure 7 (b) show strong scaling results for CA-SFISTA and CA-SPNM. The running times are the average over five runs for 100 iterations of the algorithm. The figures show the scaling behavior of the $k$-step algorithms for $k=32$ and compare it to SFISTA and SPNM. As shown in both figures, the classical algorithms do not scale well and their execution times increase when latency costs dominate. For example, for the abalone dataset, SFISTA’s running time increases on more than 8 processors, while CA-SFISTA continues to scale. The communication-avoiding methods are closer to ideal scaling. We intentionally added the $p = 1024$ data point for the covtype dataset to Figure 7 to show that the performance of the $k$-step algorithms is bounded by bandwidth. This is because increasing $k$ and the number of processors, increases the number of words to be moved in every $k$ iterations and performance is bounded by the bandwidth of the machine. If the processors had no bandwidth limitations then the algorithms would scale for all increasing $k$.

VI. CONCLUSION

Existing formulations of stochastic FISTA and proximal newton methods suffer from high communication costs and do not scale well on distributed platforms when operating on large datasets. We reformulate classical algorithms of SFISTA and SPNM to reduce inherent communication in their formulations. Our communication-avoiding algorithms leverage randomized sampling to overlap iterations and reduce communication costs by a factor of $k$. The proposed $k$-step algorithms do not change the classical algorithms’ convergence behavior and preserve the overall bandwidth and arithmetic costs. Our experiments show that CA-SFISTA and CA-SPNM provide up to 10X speedup for the tested datasets on distributed platforms.
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