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Abstract
In this paper we propose to bridge the gap between using extremely low resolution 1-bit measurements and estimating targets' parameters, such as their velocities, that exist in a continuum, i.e., by performing Off-the-Grid estimation. To that end, a Continuous version of Orthogonal Matching Pursuit (COMP) is modified in order to leverage the 1-bit measurements coming from a simple Doppler Radar. Using Monte-Carlo simulations, we show that although the resolution of the acquisition is dramatically reduced, velocity estimation of multiple targets can still be achieved and reaches performances beyond classic On-the-Grid methods. Furthermore, we show empirically that adding a random and uniform dithering before the quantization is necessary when estimating more than one target.
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I. INTRODUCTION
In recent years the use of coarse acquisition such as 1-bit quantization has gain traction in radar applications [1]–[4]. Lowering the resolution of the acquisition helps creating more cost or energy efficient systems or lower the data load in applications with multiple sensors working jointly, such as MIMO systems [1], [5]. Lowering the resolution of the acquisition usually comes at a cost in terms of performances. Imposing more assumptions on the signal is one way to remedy this loss. Such assumptions are, for example, that the signal is sparse, or that the targets of interest exist in a discretized domain (e.g., a discrete range profile, velocities that lie on a grid,...). In this paper, we challenge this latter assumption by developing a method that can recover from 1-bit dithered measurements the velocities of different targets that belong in a continuum. Simply put, we quantized the measurements with a resolution far below the classic acquisition while still being able to estimate targets' velocities beyond the constraints of the discrete grid.

Coarse acquisition process such as 1-bit quantization, where only the signs of the measurements are recorded from analog signals, have been used in various applications [1]–[4], [6]–[9]. Given the important data compression that they operate on the sampled signal compared to a high resolution signal, they were used in [4] for Synthetic Aperture Radar (SAR) processing. Moreover, with the advent of compressive sensing [10]–[13], there has been numerous studies of how to leverage this quantization beyond just treating it as a bounded quantization noise applied on the classic measurements. In [7] it was shown that Projected Back-Projection (PBP), which projects the matched filter estimation onto the set of sparse signals, when used in conjunction with a uniform dithering, provides a uniform reconstruction guarantee on sparse signals. This work paved the way to more applied papers on the use of quantized and dithered measurement in radar signal processing [2], [3]. Other methods rely on the Deep-Learning framework to perform reconstruction of signals [5]. Finally, there exists other works that rely on more applications based properties of the signals [12], [14], [15].

On another flavor, the field dedicated to the estimation of signals parameterized over a continuous domain have recently grown in interest. For instance, in [16], [17], the authors estimate multiple frequencies on a continuous domain from a linear combination of complex exponentials by adapting a projected gradient descent. In [18], [19], the authors solve the Off-the-Grid problem with an Atomic Norm Minimization (ANM) formulated as a semidefinite program. An application of this strategy for 1-bit quantized radar measurements has been proposed in [11]. Although these methods exhibit promising performance, their high computational complexities make them not suitable for real-time radar applications.

In [20], a continuous version of the Basis Pursuit [21] is derived from the definition of an interpolation model. This interpolation efficiently approximates any received waveform parameterized over a continuum from a finite set of interpolants. In [22], [23], the authors similarly designed a continuous adaptation of the Orthogonal Matching Pursuit (OMP) [24], namely the Continuous OMP (COMP), using the same interpolation concept. The low complexity of this algorithm makes it appealing...
for real-time radar applications. In this paper, we extend COMP to work with 1-bit quantized measurements and evaluate the effect of dithering on this algorithm. While other contributions have investigated the combination of quantization and Off-the-Grid estimation via ANM \cite{1, 25, 26}, our implementation of COMP proposes an alternative that is affordable in terms of computation time.

This paper is organized as follow. In Section \textbf{III} we present the ideal expression of the signal received by a simple monotone radar in the presence of multiple targets with different velocities. Section \textbf{IV} describes the effect of quantizing this signal in the extreme case of 1-bit resolution. The use of dithering is motivated and the expression of the resulting signal is detailed. In Section \textbf{V} we present in details our extension of COMP that we use to recover the Off-the-Grid values of the velocities from 1-bit quantized signal. Finally, Section \textbf{VI} proposes an analysis of the results of extensive Monte-Carlo simulations before concluding in Section \textbf{VII}.

The claims of the paper are as follows: (i) the Monte-Carlo simulations show the ability of our algorithm to recover the targets’ velocities from 1-bit quantized measurements by leveraging the effect of the dithering, (ii) we show that the improvement brought by the interpolation methodology of COMP holds for quantized measurement and (iii) the low complexity of our adaptation of COMP together with 1-bit and dithered measurements may open the way for new designs of cost-effective and high resolution radar systems.

**Notations:** Matrices and vectors are denoted by bold symbols, \( i = \sqrt{-1} \), and \( c \) is the speed of light. The scalar product between the vectors \( a \) and \( b \) reads \( \langle a, b \rangle \). The transpose and conjugate transpose of a matrix \( A \) are \( A^\top \) and \( A^H \), \( \mathcal{C}(0, \sigma^2) \) denotes the complex normal distribution with variance \( \sigma^2 \), \( \mathcal{U}(a, b) \) denotes the uniform distribution with \( a < b \), \( \delta_T(a, b) := \min(|b - a|, 1 - (b - a)) \) is the unit 1D torus distance between \( a \) and \( b \). We write \( [K] := \{1, \cdots, K\} \).

\section{System Model}

In this paper, we study a simple Continuous Wave Radar (CWR) transmitting a single frequency \( f_0 \). The observed scene is assumed to contain a known number \( K \) of distinct targets moving with the respective radial velocities \( \{v_k\}_{k=1}^K \). Assuming a noiseless scenario, after a coherent demodulation of the signal resulting from the \( K \) received echoes and a sampling at rate \( 1/T_s \), we obtain the signal

\[ y = \sum_{k=1}^K \alpha_k a(v_k), \tag{1} \]

where \( a(v) := (a_1(v), \cdots, a_M(v))^\top \in \mathbb{C}^M \) and

\[ a_m(v) = \exp(-i4\pi f_0 T_s v_k/c m). \tag{2} \]

The coefficients \( \alpha_k \in \mathbb{C} \) are independent random variables that model all attenuation and phase shift occurring in the transmission. To meet the Shannon-Nyquist sampling theorem, the velocities are assumed to be bounded such that \( v_k \in \mathcal{V} := [-\frac{c}{4f_0 T_s}, \frac{c}{4f_0 T_s}] \) for all \( k \in [K] \).

The equation (1) represents the signal \( y \) with a linear combination of \( K \) atoms \( a(v) \) parameterized in \( \mathcal{V} \). In other terms, \( y \) is decomposed in the continuous set of waveforms, named a dictionary, \( \mathcal{D} := \{a(v)\}_{v \in \mathcal{V}} \). Such a general representation was considered earlier in continuous sparse signal recovery \cite{27}.

\section{Quantization}

A full resolution model of the CWR signal has been introduced in the previous section. For this signal to be processed it first needs to be measured. The digitisation of analog signals is performed using Analog to Digital Converters (ADCs). Their fixed resolution induces a discrepancy between the analog signal and its measured version. Classically, for high resolutions, this discrepancy is modelled as a random and bounded quantization noise or is simply ignored in the processing. The latter can only be done when the ADCs’ resolution is high enough. In this work we decide to dramatically depart from this requirement by reducing the resolution of the ADCs to one bit; effectively only recording the sign of the measurements on each \( I \) and \( Q \) channels after the coherent demodulation.

We define the quantization operator as

\[ Q_\delta(y) = \frac{\delta}{2} \text{sign}(y^R) + \frac{\delta}{2} i \text{sign}(y^I), \]

with \( \delta \geq \max_m(|y_m|) \), and \( y = y^R + iy^I \).

However, authors in \cite{23} have warned against using this quantization directly on signal made of a linear combination of few components, which is are complex exponentials in our case. Indeed, Plan and Vershynin showed, for instance, that binary waveforms (e.g., Bernoulli) have intrinsic limitations. For example, some weights \( \alpha_k \) in (1) cannot be recovered from their quantized measurements \( Q_\delta(y) \) regardless of the number of measurements \( M \). More recently, authors in \cite{2, 3} showed a similar issue for Fourier based model. They showed theoretically and through radar measurements that information related to low power targets can be entirely removed from the quantized measurements, thus preventing any further signal estimation.
Fig. 1. Representation of the 1-bit quantization of resolution $\delta$ performed on both the real and imaginary domain.

Fig. 2. Representation of an artefact where two different full resolution signals (in red and blue), have the same 1-bit measurements.

This issue, coming from the deterministic way in which the quantizer operates, can be solved by dithering the signal. In other words, by changing the thresholds used in the quantization at each measurement. The quantizer then becomes:

$$A_\delta(y) = Q_\delta(y + \xi)$$  \hspace{1cm} (3)$$

where $\xi \in \mathbb{C}^M$ is the dithering. There exists different strategies that one can follow to set this dithering [7], [8], [10], [29]. In this paper we focus on the use of a random uniform dithering that spans the dynamic of the measured signal. While adding this random vector seems counter intuitive at first for enhancing the estimation, authors in [7] showed that adding a dithering that follows a uniform distribution $\xi_i \sim \mathcal{U}(-\frac{\delta}{2}, \frac{\delta}{2}) + \mathcal{U}(-\frac{\delta}{2}, \frac{\delta}{2})$ allows to upperbound the reconstruction of sparse On-the-Grid signals using the Projected Back-Projection (PBP) algorithm. This bound relies on the fact that for a uniform dithering with an appropriate $\delta$, $E(A_\delta(y)) = y$. The upperbound on the signal reconstruction of PBP scales as $O(\sqrt{\frac{M}{K}})$. This means that, in order to obtain a better estimate, and thus avoid these artefacts, one only need to increase the number the measurements $M$.

IV. OFF THE GRID RECONSTRUCTION

The velocities of the $K$ targets observed by the radar are taken from the continuous space $\mathcal{V}$. Conventionally, these velocities are assumed to lie on a grid which results from the discretization of $\mathcal{V}$. In this paper, we aim to break this common assumption and compute Off-the-Grid estimates of the velocities. In this framework, we consider the Continuous Orthogonal Matching Pursuit (COMP) algorithm which has been developed in [22], [23] and extended in [30] for radar applications. The COMP extends the Orthogonal Matching Pursuit (OMP) [24] with the concept of interpolant dictionaries from the continuous Basis Pursuit [20], [31]. This greedy algorithm has the advantage to be sufficiently fast for real time radar applications [30] while being naturally compatible with the setting of 1-bit measurements presented in the previous section.

In the next paragraphs, we briefly describe the general principle of OMP and COMP and explain how COMP succeeds to provide Off-the-Grid estimates. Then, we describe how we adapted COMP to quantized measurements.

A. From OMP to COMP

Both OMP and COMP operate with a parameter grid which results from the discretization of $\mathcal{V}$. Let us denote this grid by $\Omega := \{\tilde{v}_n\}_{n=1}^N \subset \mathcal{V}$. In OMP, we build a dictionary which contains the $N$ atoms associated to $\Omega$, i.e., this dictionary is $\mathcal{D}_\Omega := \{a(v)\}_{v \in \Omega}$. Then, in a nutshell, OMP attempts to greedily determine the best linear combinations of $K$ distinct atoms
taken from $D_0$ to fit the measurements. Therefore, although the actual velocities of the targets may take values outside of $\Omega$ (i.e., Off-the-Grid) OMP is only able to provide On-the-Grid estimates, leading to grid errors. In COMP, we instead build a group of interpolant dictionaries which enables us to approximately access, from the grid, all the atoms that lie near $\Omega$ while using finite dictionaries. In other terms, we associate to each grid index $D_n$, there is a grid bin $\bar{v}_n \in \Omega$ indexed by $n$ such that

$$a(v) \simeq \sum_{i=1}^I d_i[n] c^n_i(v), \quad (4)$$

where the coefficients $c^n_i(v)$ are defined from a mapping function $C(v - \bar{v}_n)$ which depends on the interpolation scheme, i.e., $c^n_i(v) := (c^n_1(v), \ldots, c^n_I(v))^\top = C(v - \bar{v}_n)$. For example, if one builds an interpolation scheme from an order-2 Taylor expansion, then $I = 3$ and for $i = 1..3$ the interpolant $d_i[n]$ is the $(i - 1)$-th derivative of $a(v)$ evaluated in $\bar{v}_n$ and $C(v - \bar{v}_n) = (1, v - \bar{v}_n, (v - \bar{v}_n)^2)^\top$.

We denote $D_n := [d_1[n], \ldots, d_I[n]]$ for the simplicity of notations. With the approximation (4), we can write that there exist at least one of set grid bins indexed by $n_1, \ldots, n_k$ such that

$$y \simeq \sum_{k=1}^K D_{n_k} \beta_k, \quad (5)$$

where $\beta_k := \alpha_k c_{n_k}(v) \in \mathbb{C}^I$.

### B. COMP for quantized radar measurements

Alg. 1 directly formulates the Continuous OMP for quantized measurement. We named this adaptation the Quantized Continuous OMP (QCOMP). In each iteration of this greedy algorithm, QCOMP first determines from (6) the index of the On-the-Grid atom that best fits the residue $r^{(k)}$. This residue is initially set to the measurement $z$. Such correlation, similar to PBP, has been shown to be efficient even with the 1-bit quantized measurement $z := \mathcal{A}(y)$. As stated in the previous section, dithering the measurements is required to enable the successful estimation of more than one target. We show in the next section the relevance of this result for OMP-based algorithms.

In the next step, we estimate the coefficients $\beta^{(k)} := (\beta^{(1)}_1, \ldots, \beta^{(1)}_k)^\top$. More precisely, in each iteration, we select the coefficients that provide the linear combination of $k \times I$ interpolant atoms from $D^{(k)}$ that best fit $z$. As QCOMP works with the quantized measurement $z := \mathcal{A}(y)$, one may want to estimate these coefficients with the minimization

$$\hat{\beta}^{(k)} = \arg \min_{\beta \in \mathbb{C}^{kI}} \|\mathcal{A}(D^{(k)} \beta) - z\|^2_2. \quad (11)$$

Algorithm 1: Quantized COMP (QCOMP)

| Input | $K$, $z$, $\xi$ |
|-------|------------------|
| Output | $\{\hat{a}_k\}^K_{k=1}, \{\hat{v}_k\}^K_{k=1}$ |
| begin | |
| Initialization: $r^{(1)} = z$, $D^{(0)} = \emptyset$, $k = 1$; |
| While $k \leq K$ : |
| $\hat{n}_k = \arg \min_n |\langle a(\bar{v}_n), r^{(k)} \rangle|$ |
| $D^{(k)} = [D^{(k-1)}, D_{n_k}]$ |
| $\hat{\beta}^{(k)} = \arg \min_{\beta \in \mathbb{C}^{kI}} \|\mathcal{A}(D^{(k)} \beta) - z\|^2_2$ |
| $r^{(k+1)} = z - \mathcal{A}(D^{(k)} \hat{\beta}^{(k)})$ |
| $k \leftarrow k + 1$ |
| For all $k \in [K]$, |
| $(\hat{a}_k, \hat{v}_k)^\top = \arg \min_{\alpha \in \mathbb{C}, v \in \mathcal{V}} \|\mathcal{A}(v - \hat{v}_k)\|^2_2$ |

\[ \text{Algorithm 1: Quantized COMP (QCOMP)} \]
observe that using the interpolant dictionaries based on the Taylor approximation allows for a finer estimation of the velocity of the target. It is however worth noting that in this fairly simple setting where the target, which in turns helps reducing the residue. The miss rate represented in Fig. 3(b) is
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in Section III it can be easily explained. The purpose of the developed method is to recover the frequency of the complex signal with \( \xi \) lying on a continuous domain \([20], [22]\). The non interpolated scheme cannot provide estimates lying outside the grid. Increasing this density improves the ability of grid based algorithms—such as QCOMP—to estimate parameter values separately for each \( k \in [K] \). The separation of steps \( S2 \) and \( S2 \) is essential to guarantee a time-efficient algorithm and is only poorly detrimental to the reconstruction \([22]\).

V. SIMULATIONS RESULTS

We evaluated the ability of QCOMP to recover the velocities of \( K \) distinct targets with extensive Monte-Carlo simulations. We compared two different reconstruction schemes: (S1) a non-interpolated scheme with \( I = 1 \) and \( d^{(1)}[n] := a(\bar{v}_n) \) and (S2) the interpolation scheme built from an order 1 Taylor expansion of the grid atoms, \( i.e., \) with \( I = 2, d^{(1)}[n] = a(\bar{v}_n), d^{(2)}[n] = \frac{d}{2}a(\bar{v}_n) \) \([20], [22]\). Note that COMP with the scheme (S1) is strictly equivalent to OMP and hence, is not able to provide Off-the-Grid estimates. This will act as a reference to highlight the benefit of using interpolant atoms (even with a simple order 1 Taylor expansion) in (S2).

For each reconstruction scheme, we consider three different measurement models from which the reconstruction operates:

(a) the classic measurement \( y \), (b) the 1-bit quantized measurement \( z \) with no dithering (\( \xi = 0 \)) and (c) the quantized dithered signal with \( \xi \) following the complex uniform distribution presented in Section III.

A. Performance metrics and settings

In Fig. 3 and 4 we compare the performance of these six different scenarios. Each point in each curve is obtained from the average results of 10,000 independent realisations of \( K \) targets from the distributions \( a_k \sim \mathbb{C}N(0, 1) \) and \( v_k \sim \mathcal{U}(\mathbb{V}) \). We defined four performance metrics which together provide a complete and thorough evaluation of the different scenarios.

The first three are related to the support recovery capability of the algorithm. Each run of the algorithm in a given scenario provides \( K \) velocity estimates. With an appropriate choice of association between the estimates \( \hat{\mathbf{v}}_k \) to the actual values \( \mathbf{v}_k \), we define the estimation error for all \( k \in [K] \) as \( E_k := d_1(\hat{v}_k, v_k)/\bar{d}(\mathbf{v}_k) \) which corresponds to the intrinsic resolution (\( i.e., \) the width of the main lobe) of the ambiguity function. This normalization enables our results to be general for any radar system parameter values as the velocity estimation error is computed with respect to this resolution.

The four performance metrics are defined as follows.

- The average estimation defined by the average value of \( K^{-1} \sum_{k=1}^{K} E_k \) across the 10,000 realisations,
- The miss rate: the estimation of \( v_k \) is a miss if \( E_k \geq 1 \),
- The average hit error that computes the estimation error only across the unmissed estimations,
- The average residue or reconstruction error defined by \( \| y - \hat{D}^{(K)} \hat{\beta}^{(K)} \|_2 \) when \( y \) is used as input for COMP and \( \| z - \mathcal{A}(\hat{D}^{(K)} \hat{\beta}^{(K)}) \|_2 \) when \( z \) is the input of QCOMP.

For each targets' realisation, the estimates \( \hat{v}_k \) are paired with the actual velocities in order to have the lowest miss rate.

The result of the next section are obtained with \( M = 256 \) and by modifying the grid density which we define as the ratio \( N/M \). Increasing this density improves the ability of grid based algorithms—such as QCOMP—to estimate parameter values that lie on a continuous domain \([20], [22], [30]\). The non interpolated scheme cannot provide estimates lying outside the grid and hence, theoretically requires an infinite \( N \) to possibly estimate the exact velocities. The interpolation scheme enables us to estimate Off-the-Grid velocities from a grid with reasonable density. Therefore, with classical measurements, increasing \( N/M \) continuously improves the overall quality of estimation at the cost of computation time. Moreover for a fixed density \( N/M \), an interpolated model provides better estimates than a non interpolated one \([20], [30]\). In the next section, we study how this statement is affected by the quantization either with and without dithering.

B. Results

Now that the simulation's setting and metric have been introduced, let us focus on the results. As expected, in Fig 3(d), we see that the classic acquisition without quantization exhibits the best reconstruction performances. Furthermore, one can observe that using the interpolant dictionaries based on the Taylor approximation allows for a finer estimation of the velocity of the target, which in turns helps reducing the residue. The miss rate represented in Fig. 3(b) is 0 for almost all values of \( N \). This demonstrates that using extremely coarse 1-bit measurements does not prevent QCOMP from estimating the velocity of the target. It is however worth noting that in this fairly simple setting where \( K = 1 \), adding a dithering does not seem to help in terms of Estimation Error. While this seems, at first glance, at odds with the theory developed in \([7]\) and mentioned in Section III it can be easily explained. The purpose of the developed method is to recover the frequency of the complex
Fig. 3. Performance metrics comparison between the application of QCOMP with non-interpolated (blue) and the interpolated (red) scheme working either with the full resolution measurement $y$ (solid), the non-dithered quantized measurement (dashed) or the dithered quantized measurement (dotted) for $K = 1$.

(a) Average error on the velocity estimation, (b) miss rate, (c) average hit error and (d) average value of the residual reconstruction error.

exponential, that is linked to the velocity of the only target, from 1-bit measurements. In a non dithered setting, this can be easily achieved by observing the rate at which the observed quadrants are changing. Adding a dithering, which allows us to have a bound on the reconstruction, is still tantamount to lowering the SNR of the signal before quantization, which hinders this rate estimation process, for a given $M$. As it will become more apparent later, this explanation only holds for $K = 1$.

Increasing the number of targets to $K = 2$ in Fig. 4 shows the real potential of the Off-the-Grid estimation from quantized and dithered targets. Indeed, in Fig. 4(d) we see that the tendencies observed in Fig. 3(d), are reversed, i.e., adding a dithering to the quantization enhances the reconstruction compared to the deterministic quantization. In Fig. 4(a) we see, for both interpolation schemes, that the dithered scheme outperforms the deterministic quantization by an order of magnitude. In Fig. 4(b), we see that the deterministic scheme saturates at miss rate of around 20%, while the dithered scheme approaches the 1%. This is consistent with the theory developed in [3], [7] and referenced in Section III, where it is shown that a coarse and deterministic quantization induces artefact in the quantization that often translates to cancelling the effect of one or more target from the signal. In other terms, the miss rate is higher without dithering because in many realisations, QCOMP only recovers one of the targets. In Fig. 4(c), we see that adding a dither ensures that most of the targets will be recovered, but at a price in the quality of the estimation.

We finish this section by noting that in Fig. 4(a-d) the 1-bit schemes seems to saturate when the grid density $N/M$ increases for a fixed $M = 256$, while no saturation is observed with the full resolution scheme. Increasing $N/M$ improves the quality of the approximation and hence, reduces the interpolation error which leads to a lower miss rate. However the estimation error induced by the quantization are better mitigated by the dithering for a large value of $M$. Therefore, when $M$ is constant, this quantization error remains constant and begins to dominate the interpolation error when $N/M$ increases.

VI. CONCLUSION AND FUTURE WORKS

In this paper we combined two distinct fields in radar detection theory: one where we dramatically lower the resolution of the ADCs to obtain a 1-bit quantizer and one where we look for target parameters that exist in a continuous space. To this end, we extended the existing Continuous OMP to take into account such 1-bit quantizer by combining the dithering and interpolation strategies. We proposed the Quantized Continuous OMP (QCOMP) in its simplest and fastest definition. We may investigate in the future more sophisticated definitions of the QCOMP that propose a better trade-off between accuracy and computation
time. Yet our simple definition of QCOMP already shows that the estimation of velocities from a continuous domain exhibits behaviours with respect to the dithering that are similar to those previously studied in the On-the-Grid framework where the real target velocities lie in a discrete space. Moreover, we observed and explained how working with the quantized measurements modifies the sensitivity of the algorithm to the grid density when velocities lie Off-the-Grid. In the future, we will extend this work to more complex radar systems allowing the estimation of ranges, velocities and angles.
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