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Abstract: In this article, we present an analysis of the accuracy level of methods for modeling the multi-service overflow systems that service Erlang, Engset, and Pascal traffic. In systems with traffic overflow, new calls that cannot be serviced by the primary resources are overflown (directed) to other available resources that can service a given call, that is, to the secondary resources (alternative resources). In the article, we focus on studying the influence of methods for determining the parameters of traffic that overflows to the secondary resources on the accuracy of determining the traffic characteristics of overflow systems. Our analysis revealed that the main source of the inaccuracy of the existing methods is their approach to determining both the average value and the variance of multi-service Pascal traffic streams offered to the secondary resources. Therefore, we proposed a new method for determining the parameters of Pascal overflow traffic. The method is based on the decomposition of multi-service primary resources into single-service resources and the subsequent conversion of Engset and Pascal streams into equivalents of Erlang traffic. The results of the analytical calculations obtained on the basis of the new method are then compared with the results of simulation experiments for a number of selected structures of overflow systems that service Erlang, Engset, and Pascal traffic. The results of the study indicate that the proposed theoretical model has a significantly higher accuracy than the models proposed in the literature. The method can be used in the analysis, dimensioning, and optimization of multi-service telecommunication systems composed of separated resources, for example, mobile cellular systems.
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1. Introduction

Traffic overflow is one of the oldest techniques for the optimization of traffic stream distributions in telecommunications and computer networks. The overflow mechanism is initiated in time intervals that correspond to the states of total occupancies of resources termed primary resources, historically primary group or direct group (Defining the resources of a network by the term “link group” originated from the construction of the first telecommunications networks, in which the basic resource was the link, with the link corresponding to a physical pair of cables linking, for example, telephone exchanges with one another. In this study, to describe the resources of present-day telecommunications networks, the term “network resources” is used, expressed in allocation units, for example, links, channels or basic bandwidth units [1]). In such states, new calls that cannot be serviced by the primary resources will be directed (will overflow) to other available resources that can service a given call at the time. The resources to which traffic overflows are called secondary resources or alternative resources, historically secondary groups or alternative groups.

Initially, traffic overflow was primarily used in single-service hierarchical telecommunications networks with traffic redirection through alternative routes [2–5]. An application of two or more levels of hierarchy in networks with traffic redirection through alternative
routes largely led to the effective use of network resources satisfying at the same time the requirements of demanded service quality. The use of alternative resources also guaranteed easy adaptability of a network to changeable load conditions resulting from both changes in the intensity and structure of offered traffic and from damages to certain elements of the network (link groups, exchanges), without the costly necessity to develop and expand switching exchanges [6].

Today, the traffic overflow mechanism in telecommunications networks, defined as the so-called vertical call handover [7,8], is mainly used to optimize the use of resources that are offered by a number of different technologies that operate within the same area, as is the case with overlay networks [8,9]. As a result, a decision as to whether connections are to be redirected (overflow traffic) is frequently related not so much to the mobility of users but rather to the pursuit of operators to obtain required load (e.g., balanced/sustainable) for individual networks operating with different technologies or redirecting connections to resources that are optimal from a point of view of a service that is being executed (traffic class). It follows from the practice of many mobile network operators that for overlay networks, composed of picocells, microcells, and macrocells, one of the most frequently executed call admission policies is to treat cells with a larger range (macrocells) as cells that service traffic that could not be serviced in cells with a lower range (picocells, microcells) [7,9–12]. When this is the case, traffic redirected to a macrocell is then overflow traffic with different characteristics from traffic offered directly to the network by users [10,11]. In today’s circumstances, the traffic overflow mechanism is considered to be one of the most effective methods to balance (equalize) load in self-organizing (self-optimizing, self-configuring) networks [13,14]). The recent research studies show that the traffic overflow technique is often considered in 5G networks. The authors of [15] consider a system consisting of base stations encompassing both 5G millimeter-wave New Radio (NR) technology and Wireless Gigabit Alliance (WiGiG) technologies occupying a spectrum at 60 GHz. The authors assumed that NR users’ requests can be overflown to WiGiG technology. This overflow (off-loading) technique could also be used in 5G systems with network slicing [16,17].

The traffic overflow mechanism has also found its application in information technology (IT) systems as a strategy to increase the efficiency in data centers [18] and content delivery networks [19], among others. In the case of data centers, the two basic premises for the application of traffic overflow are equalization of load [19,20] and reduction of energy consumption [21–23]. Load equalization can be used both within the same center and between distributed data centers that are connected with one another using appropriate network technologies. The demands that arrive at a given data center can, when they coincide with intensified and increased load, overflow to another server (virtual machine) that is part of the data center’s infrastructure, or to another center within a distributed data center architecture (web-based solutions, cloud-based solutions). In the case of IT systems, the mutual overflow technique is more frequently used. This technique is appropriate for flat topologies, where network/systems are built with a certain number of primary resources without designating resources as secondary resources. In systems with mutual overflow, the request can be overflown (forwarded) bidirectionally between certain primary resources [24,25].

Many analyses of the effectiveness of the traffic overflow mechanism show that in traditional and modern telecommunications networks alike, both access and backbone networks, the traffic overflow technique has the advantage of increasing the reliability and use of network resources, as well as optimizing traffic distribution and improving the quality of service (QoS) and the quality of experience (QoE) in multi-service traffic streams, generated by end users [26–29].

To use the traffic overflow mechanism more effectively, it is necessary to develop analytical models of traffic overflow systems, in particular models of multi-service systems. The basic models of overflow systems with single-service traffic were developed in as early as the mid-20th century. The first studies on modeling multi-service systems with traffic overflow were initiated toward the end of the 20th century [30–32] and were soon further
developed at the beginning of this century [28,33,34]. However, the above-mentioned studies were limited to modeling systems with PCT1 traffic streams (in traffic theory, offered traffic generated by an infinite number of sources (Poissonian call streams) is defined as PCT1 (Pure Chance Traffic of Type 1), while the model of a system that services such traffic streams—with the assumption that service time is exponential—is called the Erlang model. The term PCT2 (Pure Chance Traffic of Type 2), in turn, refers to traffic offered by a finite number of traffic sources (binomial distribution of call stream), that is, the type of traffic considered both in the Bernoulli model, in which the capacity of the system is higher than the number of traffic sources, and in the Engset model, in which the number of traffic sources of individual call classes is higher than the capacity of the system. In the literature, these terms are used interchangeably—PCT1 traffic or Erlang traffic streams, PCT2 traffic or Engset traffic streams. The models of systems in which PCT2 traffic streams (Engset) and Pascal streams are also taken into consideration are proposed in [35]. The assumption in the latter study is that multi-service Engset and Pascal streams can be modeled by equivalent Erlang streams. The same assumption, however, leads to significant inaccuracies for Pascal streams.

The present study proposes a novel model of a multi-service overflow system to which a mixture of multi-service Erlang, Engset, and Pascal traffic streams are offered. To determine the parameters of overflow traffic, offered to the primary resources as Pascal traffic, a new method has been developed. This new method makes it possible to significantly increase the accuracy of determining the average value and variance of overflow traffic.

The rest of this article is divided into seven parts. Section 2 presents a review of research related to modeling systems with overflow traffic. Section 3 provides an outline of the subject of the study, that is, the multi-service overflow system with Erlang, Engset, and Pascal traffic. Section 4 examines a model of primary resources. In Section 5, the existing methods for determining the parameters of overflow traffic are analyzed, and a new method for estimating the average value and variance of Pascal traffic is proposed. A model of secondary resources is presented in Section 6. In Section 7, the results of the analytical calculations are compared with the results of simulation experiments for a number of selected structures of overflow systems with Erlang, Engset, and Pascal traffic. Section 8 sums up the article.

2. Related Work

Analytical modeling of overflow networks (overflow systems) is a complex problem. The division of resources into primary and secondary resources leads to a significant change in the characteristics of traffic streams that overflow from the primary resources and are offered to the secondary resources, thus preventing the PCT1 (Erlang) model or the PCT2 model from being applied. Unlike PCT1 traffic, which can be fully described by the average value of traffic intensity, overflow traffic requires many more parameters.

The analytical models of overflow systems published in the literature involve both single-service and multi-service systems. Single-service traffic overflow systems have been addressed in many analyses presented in the literature, for example in [3–5,36–38]. The basic mathematical models for overflow systems with single-service traffic were developed as early as the mid-20th century. These models were further expanded into three groups of methods for analyzing overflow systems, that is, methods based on the analysis of state equations resulting from the service process in the system [39–41], methods based on the analysis of the state space of the service process [3,5,37] and methods based on the analysis of the call admission process [36,42].

The methods modeling overflow systems that are commonly and widely used in engineering applications typically belong to the group of methods based on the analysis of the state space on account of their high accuracy and accompanying low complexity resulting from a description of the overflow traffic stream that is reduced to just its first two moments. In the three best known methods in this group, presented in [3,5,37], the following two parameters are used to describe the traffic stream offered to the secondary
resources—the average value and the variance. Methods of this group are still used in modeling modern telecommunications systems. For example, in [15,43], the traffic overflow phenomenon is considered in the context of fifth-generation (5G) millimeter-wave networks. In [43], the authors analyzed the performance metrics of mobile traffic overflowed from one base station to another. As the main metric, they used the blocking probability, which was defined as the proportion of user requests that cannot be served by any of the neighboring base stations due to either physical-layer blocking or capacity-limited blocking. To determine physical-layer blocking the authors applied line-of-sight model [44], while in order to determine capacity-limited blocking they applied the Erlang B formula [45]. The request blocked in the base station of the first choice form the overflow traffic offered to subsequent neighboring base stations. The parameters of the overflow traffic are determined according to the Erlang fixed-point approximation method. The model elaborated in [43] does not offer the possibility of calculating blocking probabilities individually for different traffic streams, with different requirements.

The authors of [15] consider a system consisting of base stations encompassing both 5G millimeter-wave New Radio (NR) technology and WiGiG technologies occupying spectrum at a 60 GHz, known as NR-U (New Radio Unlicensed). They assumed that user requests that cannot be serviced with a given bitrate at the NR part of the NR-U base station can be overflowed to the WiGiG technology (depending on the technology implemented in user equipment). Using an M/G/K/K model to service processes of NR-U sessions at the NR part of NR-U base station, the authors were able to determine the fraction of load that NR-U cannot handle in the licensed spectrum using the NR part of the NR-U base station [15]. However, the model proposed in [15] does not take into account the difference in the volume of required resources by different traffic streams—only the minimum bitrate is considered.

The problem of multi-service traffic overflow in telecommunications networks has been addressed in many studies. Typically, the most convenient models for the analytical modeling of traffic characteristics of multi-service networks with traffic overflow are the so-called multi-rate models. The basic multi-rate models were initially developed for wired systems (networks) with integrated (multi-rate) services—ISDN (Integrated Services Digital Network) and B-ISDN (Broadband ISDN) [46–49]. Currently, they are also used to model wireless multi-service telecommunications systems [50–52]. The initial assumption in multi-rate models is that the resources demanded by calls of particular traffic classes are a multiple of the so-called allocation unit (AU), which can be defined as the greatest common divisor of the resources demanded by calls of all traffic classes offered to the system. Depending on the multi-service multi-rate system (multi-service systems, systems with integrated traffic) under investigation, the AU can refer to both bitrate and other physical quantities that limit the resources of a system.

In research on modeling multi-service overflow systems, models based on an analysis of the call admission processes are predominant (the methods based on the analysis of the call admission processes are characterized by exponential computational complexity, since they require—to determine moments—solutions to state equations related to the multi-dimensional Markov process that takes place in the system under consideration). The interrupted Poisson process [IPP], the Markov-modulated Poisson process [MMPP]) [31]), and methods based on an analysis of the state space of systems are under consideration. These methods are in fact extensions of existing solutions for single-service systems and take into consideration the influence of traffic streams with different parameters (call intensity, service time, the volume of demanded resources) and their mutual correlation.

The first effective methods to model and dimension multi-service overflow networks were proposed between 2007 and 2008, in [28] and concurrently in [34]. In [28,34], the primary resources are described by a model of a full-availability resource, that is, a state-independent model, in which a call will be admitted for service if the system has enough free resources to service this call. The solutions proposed in [28,34] make it possible to determine in a simple way the variance and intensity of traffic that overflows to alternative
resources. To determine the traffic characteristics of the alternative resources that service
overflow traffic, in [28,34] a modified full-availability group model, modified according
to the approach proposed by Hayward [5] for single-service systems, is used. In this
model, both the capacity of the full-availability group and the values of offered traffic
intensities for individual classes are divided by appropriate peakedness coefficients. An
alternative analytical model, one that also assumes full availability of the primary resources,
is proposed in [53]. This model is based on an appropriately defined, bi-dimensional
convolution operation and allows overflow systems with any type of traffic offered to the
primary resources to be modeled. The models in [54–56] consider overflow systems in
which overflow traffic changes the service parameters, such as service time and bitrate,
in the secondary resources. The assumed changes in the parameters were not, however,
linked to any network traffic shaping mechanisms. Over time, the model in [28] for multi-
service overflow systems, based on the Fredericks–Hayward approach, was successively
expanded. Subsequent studies considered, among others, (i) limited availability of the
secondary resources [57], (ii) thresholdless compression (elastic traffic) [58], (iii) threshold
compression (adaptive traffic) [35], and (iv) multi-service Erlang, Engset, and Pascal traffic
streams [35,59].

The approach to modeling multi-service overflow systems used in the above studies
includes three stages: Stage 1, which involves the development of a model of the primary
resources; Stage 2, which includes the determination of the parameters of overflow traffic;
and Stage 3, which involves the determination of the traffic characteristics of alternative
resources. Although there is extensive literature on several solutions to the problems of the
first and third stages, the main problem—concerning a determination of the parameters
of traffic that overflows from primary resources that service multi-service mixtures of
Erlang-Engset-Pascal traffic—still has only rough solutions.

This article aims to analyze the accuracy of determining the parameters of overflow
traffic, in particular the accuracy of the calculations of traffic streams of multi-service Pascal
traffic, and to develop a new and significantly more accurate method for determining the
parameters of overflow traffic.

Further on in the article, a scheme of traffic overflow and a model of primary and
secondary resources will be briefly described, and a new method for determining the traffic
parameters of overflow traffic for multi-service Pascal streams will be proposed. This
method will allow the accuracy of modeling traffic overflow systems to be significantly
increased.

3. Scheme of Traffic Overflow under Consideration

This article considers an overflow system in which calls of different traffic classes
are redirected to a system of secondary resources when the primary resources are fully
occupied. When all secondary resources are also occupied, calls will be lost. Figure 1 shows
a general scheme of the traffic overflow system.

![Figure 1. Scheme of the multi-service overflow system.](image)

The primary resources of the system shown in Figure 1 are composed of \( r \) components,
where each resource \( s \) has a capacity \( V_s \), expressed in allocation units (AUs). The secondary
resource has the capacity of the server, namely \( V_0 \) AUs.
This system is offered traffic streams generated by three types of traffic sources considered in traffic theory, that is, Erlang, Engset, and Pascal sources. Each of these traffic types is related to different call streams, described by the flow intensity (call arrival) and the number of demanded AUs. The assumption in the figure is that a primary resource \( s \) is offered \( m_t \) traffic classes from the set \( M_s \), where \( m_{\text{En}}^s \) classes that belong to the set \( M_{\text{En}}^s \) are Erlang, \( m_{\text{Er}}^s \) classes that belong to the set \( M_{\text{Er}}^s \) are Erlang, and \( m_{\text{Pa}}^s \) classes that belong to the set \( M_{\text{Pa}}^s \) are Pascal traffic classes, with \( m_{\text{En}}^s + m_{\text{Er}}^s + m_{\text{Pa}}^s = m_s \), \( M_{\text{En}}^s \cup M_{\text{Er}}^s \cup M_{\text{Pa}}^s = M_s \) and \( m = \sum_{s=1}^{\tau} m_s \). The parameters of the input traffic are described by the parameter \( A_j \), that is, the average traffic intensity of class \( c \in M_s \) type \( X \) that overflows from the primary resource \( s \) that is in the occupancy state \( n \) AUs, and by the parameter \( t_c \), that is, the number of AUs demanded by a call of class \( c \) for service.

Traffic that cannot be serviced by a given resource \( s \) is offered to shared secondary resources with a capacity \( V_s \). This traffic is described by the parameter that determines the volume of demanded AUs in the secondary resources (the parameter \( t_c \)) and by the parameters that describe the probabilistic properties of these streams, that is, the parameter \( R_{X,s}^c \) that determines the average intensity for traffic of class \( c \in M_s \) that overflows from the primary resource \( s \), with the assumption that traffic of class \( c \) offered to the primary resource \( s \) is of type \( X \) \((X = \text{Er} | \text{En} | \text{Pa})\), and the parameter \( \left[ c_{\text{Es}}^2 \right] X \) that determines the variance of traffic of class \( c \) of type \( X \) that overflows from the resource \( s \) of the system of primary resources.

4. Model of Primary Resources

In this article, to model the components of the primary resource, a recursive occupancy distribution is used [60]. In line with the notation adopted in this article, for Erlang, Engset, and Pascal traffic this distribution can be written in the following way:

\[
[P_n]_{V_s} = \frac{1}{n} \left\{ \sum_{l \in M_{\text{En}}^s} A_{i,s}^{\text{En}} t_l [P_{n-t_l}]_{V_s} + \sum_{j \in M_{\text{Pa}}^s} A_{j,s}^{\text{Pa}} (n - t_l) t_l [P_{n-t_l}]_{V_s} + \sum_{l \in M_{\text{Pa}}^s} A_{j,s}^{\text{Pa}} (n - t_l) t_l [P_{n-t_l}]_{V_s} \right\},
\]

where the distribution \( [P_n]_{V_s} \) determines the occupancy probability \( n \) AU in the primary resource \( s \) with the capacity of the resource \( V_s \). In Figure 1, \( A_{i,s}^{\text{En}} \) denotes the value of Erlang traffic, whereas the values of Engset \( (A_{j,s}^{\text{En}} (n)) \), and Pascal traffic \( (A_{j,s}^{\text{Pa}} (n)) \), offered to individual primary resources \( s \), are determined on the basis of the following dependencies [61]:

\[
\forall 1 \leq l \leq r \forall j \in M_{\text{En}}^s A_{j,s}^{\text{En}} (n) = \alpha_{j,s}^{\text{En}} \left[ S_{j,s}^{\text{En}} - n_{j,s}^{\text{En}} (n) \right],
\]

\[
\forall 1 \leq l \leq r \forall j \in M_{\text{Pa}}^s A_{j,s}^{\text{Pa}} (n) = \alpha_{j,s}^{\text{Pa}} \left[ S_{j,s}^{\text{Pa}} + n_{j,s}^{\text{Pa}} (n) \right],
\]

where:

- \( i, j, l \) indexes for call classes of Erlang, Engset, and Pascal traffic, respectively,
- \( \alpha_{j,s}^{\text{En}} \) average traffic intensity of class \( j \) for Engset traffic generated by one free source in the resource \( s \),
- \( \alpha_{j,s}^{\text{Pa}} \) average traffic intensity of class \( l \) for Pascal traffic generated by one free source,
- \( S_{j,s}^{\text{En}} \) the number of traffic sources of class \( j \) of the Engset type, related to the primary resource \( s \),
- \( S_{j,s}^{\text{Pa}} \) the number of traffic sources of class \( l \) of the Pascal type, related to the primary resource \( s \),
- \( n_{j,s}^{\text{En}} \) the number of traffic sources of class \( j \) of the Engset type, serviced in the occupancy state \( n \) AU of the primary resource \( s \),
- \( n_{j,s}^{\text{Pa}} \) the number of traffic sources of class \( l \) of the Pascal type, serviced in the occupancy state \( n \) AU of the primary resource \( s \).
The blocking probability in such a system results from the finite capacity of the resource and can be determined for calls of class \( c \) by the following formula:

\[
\left[ E^X \right]_{V_s} = \sum_{n=V_s-(t-1)}^{V_s} [P_n]_{V_s} \quad \text{dla } c \in M^X_s. \tag{4}
\]

Formula (4) determines the sum of the blocking states for calls of class \( c \), that is, those states in which the number of free AUs in the resource is lower than the number of AUs demanded to set up a connection of class \( c \).

5. Model of Traffic That Overflows from Primary Resources

The effects of blocking of calls of individual traffic classes in primary resources lead to traffic overflow, with these surplus calls overflowing to a shared secondary resource with a capacity \( V_0 \). With the computationally effective methods for modeling multi-service overflow traffic that have been developed so far [28,34], the assumption was that overflow traffic could be characterized by two parameters—the average value \( R_{cs} \) and the variance \( \sigma^2_{cs} \). The accompanying assumption was that to determine the value of these parameters, Riordan’s formulas could be used [3], developed for single-service systems, in which the primary resources were offered single-service Erlang traffic streams. These formulas, for single-service systems with Erlang streams, take on the following form:

\[
R = AE_V(A), \tag{5}
\]

\[
\sigma^2 = R \left( \frac{A}{V + 1 - A + R} + 1 - R \right), \tag{6}
\]

\[
Z = \frac{\sigma^2}{R} = \frac{A}{V + 1 - A + R} + 1 - R, \tag{7}
\]

where \( Z \) is a peakedness coefficient, \( A \) denotes the value of offered single-service traffic, \( \sigma^2 \) denotes the variance of offered traffic, and \( E_V(A) \) is the value of blocking for a traffic stream with the intensity \( A \).

Formula (5) is intuitively evident, since it is only traffic that is lost in the primary resource that can be offered traffic and, at the same time, can be serviced by a secondary resource. It should be noted that for \( V = 0 \) (zero capacity of the primary resource), \( R = \sigma^2 = A \), which was to be expected, since the total traffic is directed to the secondary resource. Therefore, for each value of the parameters \( A \) and \( V \) of the full-availability resource, it is possible to unequivocally determine the parameters of overflow traffic \( R \) and \( \sigma^2 \).

The assumptions of the single-service nature of the systems and the presence of Erlang traffic adopted in Riordan’s formulas mean that they cannot be used directly in modeling multi-service systems with Erlang, Engset, and Pascal overflow traffic. A necessary adaptation of a model of a system with multi-service overflow traffic must therefore include a stage in which of the resource \( s \) that services \( m_s \) traffic classes of multi-service traffic is decomposed into \( m_s \) fictitious resources, each of them designed to service only one traffic class (a reduction to a single-service system), and a stage in which Engset and Pascal streams are changed into certain equivalents of Erlang traffic. Further on in the article, an analysis and review of existing methods for executing these stages will be provided, and new methods that significantly increase the accuracy of calculations, in particular for modeling Pascal traffic streams, will be proposed.

5.1. Methods for Determining the Parameters of Overflow Traffic

In [28,34], two different methods for the decomposition of primary resources are proposed. One method is based on the serviced traffic matching criterion [28], the other one on the blocking probability matching criterion [34]. In the method based on the matching criterion for serviced traffic, the capacity of the fictitious resource \( V_{cs} \) is defined as the part
of the real resource $V_s$ that is not occupied by calls of the remaining classes (different from class $c$). Therefore, we obtain

$$V_{c,s} = V_s - \sum_{i=1, i \neq c}^{m_s} Y_{i,s} t_{i,s},$$  \hspace{1cm} (8)$$

where $Y_{c,s}$ is the average number of calls of class $c$ serviced in the resource $s$. According to the definition of the intensity of serviced traffic,

$$Y_{c,s} = A_{c,s}(1 - [E_c]_{V_s}).$$  \hspace{1cm} (9)$$

With methods based on the matching criterion of the blocking probability, to determine the capacity of the fictitious resources, the assumption was that the blocking probability $[E_i]_{V_{i,s}}$ for calls of class $c$ in the fictitious resource $s_i$ with capacity $V_{i,s}$ is the same as the blocking probability $[E_c]_{V_s}$ for calls of this class in the primary resource $s$ with capacity $V_s$:

$$\forall 1 \leq c \leq m_s \forall 1 \leq s \leq r \quad [E_c]_{V_{i,s}} = [E_c]_{V_s}.$$  \hspace{1cm} (10)$$

The above method, proposed in [34] initially for Erlang traffic streams, was then expanded in [35] to include systems with Erlang, Engset, and Pascal traffic streams.

In keeping with [35], to determine the capacity of the fictitious primary resource $X_{c,s}$, the assumption is that the blocking probability $[E_c]_{v_{X,s}}$ for calls of class $c$ of type X in the fictitious primary resource $s_{c,s}$ with capacity $v_{X,s}$ is the same as the blocking probability $[E_c]_{V_s}$ for calls of this class in the primary resource $s$ with capacity $V_s$:

$$\forall c \in M_X \quad [E_c]_{v_{X,s}} = [E_c]_{V_s}.$$  \hspace{1cm} (11)$$

The method for the decomposition of the primary resource $s$ into $m_s$ fictitious primary resources and $m_s$ equivalent fictitious primary resources is presented in Figure 2.

**Figure 2.** Decomposition of the primary resource $s$ into $m_s$ fictitious primary resources and $m_s$ equivalent fictitious primary resources.

We should note at this point that on the basis of Formula (4) that it is possible to determine the blocking probabilities for the individual traffic classes offered to the primary resource $s$. It follows from the assumption expressed by Formula (11) that the obtained blocking probabilities are the same as the probabilities for the matching fictitious primary resources. Since each resource services only one traffic class, the capacities $v_{X,s}$ of the decomposed fictitious primary resources can be determined on the basis of single-service full-availability models for Erlang, Engset, and Pascal traffic. In these models, it is possible to determine the blocking probability as the occupancy probability of all AUs:
\[
\forall \epsilon \in M^X \left[ E^X_{\epsilon} \right]_{\epsilon^X_S} = E^X_{V_S} = \left[ P^X_{\epsilon^X_S} \right]_{\epsilon^X_S}
\] (12)

In this way, the capacities of the fictitious resources to which single-service Erlang, Engset, and Pascal traffic is offered can be determined on the basis of appropriate formulas that determine the blocking probability in the Erlang, Engset and Pascal model:

\[
\left[ E^E_{i^E} \right]_{i^E_S} = \left[ P^E_{i^E_S} \right]_{i^E_S} = E^E_{i^E_S} \left( A^E_{i^E_S} \right) = \sum_{n=0}^{\infty} \left( \frac{\left( A^E_{i^E_S} \right)^n}{n!} \right) \left( \frac{1}{\left( \epsilon^E_S \right)} \right)
\] (13)

\[
\left[ E^E_{j^E} \right]_{j^E_S} = \left[ P^E_{j^E_S} \right]_{j^E_S} = \sum_{n=0}^{\infty} \left( \frac{\left( A^E_{j^E_S} \right)^n}{n!} \right) \left( \frac{1}{\left( \epsilon^E_S \right)} \right)
\] (14)

\[
\left[ E^E_{i^E} \right]_{i^E_S} = \left[ P^E_{i^E_S} \right]_{i^E_S} = \sum_{n=0}^{\infty} \left( \frac{\left( A^E_{i^E_S} \right)^n}{n!} \right) \left( \frac{1}{\left( \epsilon^E_S \right)} \right)
\] (15)

Formulas (13)–(15) deal with single-service systems, in which admission of a new call denotes the occupancy of a single AU.

In keeping with [35], the next step in the decomposition of the primary resource \( s \) was to change the fictitious primary resource \( s^X \), servicing Engset or Pascal traffic, into an equivalent fictitious primary resource that services equivalent Erlang traffic. Equivalent Erlang traffic \( A^E_{i^E_S} \) and \( A^P_{i^P_S} \) is such traffic offered to certain fictitious additional resources with capacities \( \Delta^E_{i^E_S} \) and \( \Delta^P_{i^P_S} \) that overflows from these resources is equal, with regard to the average value and variance, to Engset traffic \( A^E_{i^E_S} \) and Pascal traffic \( A^P_{i^P_S} \). Note that in the notation of the equivalent traffic, for example, in \( A^E_{i^E_S} \) the symbol \( \epsilon \), which indicates the primary nature of this traffic, has been preserved in the superscript. The asterisk inserted into the subscript indicates that it is already equivalent Erlang traffic. For primary Erlang traffic, we then have \( A^E_{i^E_S} = A^E_{i^E_S} \) and \( A^P_{i^P_S} = A^E_{i^E_S} \), and \( \Delta^E_{i^E_S} = 0 \).

The parameters of the equivalent fictitious primary resource \( s^E \) can be determined on the basis of the equivalent random technique (ERT) method [35]. Average values and variances of Erlang, Engset and Pascal traffic can be determined on the basis of the following dependencies:

- Erlang traffic:
  \[
  A^E_{i^E_S} \left( \sigma^2_{i^E_S} \right)^E = A^E_{i^E_S}
  \] (16)

- Engset traffic:
  \[
  A^E_{i^E_S} = S^E_{i^E_S} \left( \frac{A^E_{i^E_S}}{1 + A^E_{i^E_S}} \right)^E = S^E_{i^E_S} \left( \frac{A^E_{i^E_S}}{1 + A^E_{i^E_S}} \right)^E
  \] (17)
Pascal traffic:

\[
A^p_{I,s} = S^p_{I,s} \frac{a^p_{I,s}}{1 - a^p_{I,s}} \left[ \sigma^2_{I,\Delta s} \right]^{p^a} = S^p_{I,s} \frac{a^p_{I,s}}{1 - a^p_{I,s}}. \tag{18}
\]

In keeping with the ERT method, the average value \( R \) and the variance \( \sigma^2 \) of traffic that overflows from the primary resource with capacity \( V \) to which traffic \( A \) of the Erlang type is offered can be determined on the basis of Riordan’s Formulas (5) and (6). In the traffic change scheme under consideration, the group with capacity \( V = \Delta v_{c,s}^X \) is offered equivalent traffic of the Erlang type with intensity \( A = A_{c,s}^X \). From this group, traffic overflows with the average value \( R = A_{c,s}^X \) and the variance \( \left[ \sigma^2_{c,s} \right]^X \). Therefore, in the notation adopted for this article, Riordan’s formulas can be written in the following way:

\[
A_{c,s}^X = A_{c,s}^X R_{c,s} (A_{c,s}^X), \tag{19}
\]

\[
\left[ \sigma^2_{c,s} \right]^X = A_{c,s}^X \left( \frac{A_{c,s}^X}{\Delta v_{c,s}^X + 1 - A_{c,s}^X + A_{c,s}^X} + 1 - A_{c,s}^X \right). \tag{20}
\]

Formulas (19) and (20) allow us to determine the parameter pair \( (A_{c,s}^X, \Delta v_{c,s}^X) \) on the basis of known values of the parameter pair \( (A_{c,s}^X, \left[ \sigma^2_{c,s} \right]^X) \), which depending on the type of traffic under consideration, can be described by Formulas (16)–(18). Following the determination of the value of the parameters \( (A_{c,s}^X, \Delta v_{c,s}^X) \), it is possible to estimate the traffic that overflows from the equivalent fictitious primary resource \( s^X_c \), that is, the parameter \( \Delta v_{c,s}^X \) [3]:

\[
\Delta v_{c,s}^X = v_{c,s}^X + \Delta v_{c,s}^X. \tag{21}
\]

Note that the parameter pair \( (A_{c,s}^X, \Delta v_{c,s}^X) \) for each of the equivalent fictitious primary resources \( s^X_c \) is determined by the Erlang model for a full-availability group [41].

Overflow traffic of class \( c \) that overflows from the primary resource \( s \) is equivalent to traffic that overflows from the equivalent fictitious primary resource \( s_c \) and will be characterized by two parameters: the average value of traffic intensity \( R_{c,s}^X \) and the variance \( \left[ \sigma^2_{c,s} \right]^X \). Since the equivalent fictitious primary resource \( s^X_c \) is determined by a single-service Erlang model, the parameters \( R_{c,s}^X \) and \( \left[ \sigma^2_{c,s} \right]^X \) can be determined on the basis of Riordan’s formulas and, in the adopted notation, will take on the following form:

\[
R_{c,s}^X = A_{c,s}^X R_{c,s} (A_{c,s}^X), \tag{22}
\]

\[
\left[ \sigma^2_{c,s} \right]^X = R_{c,s}^X \left( \frac{A_{c,s}^X}{R_{c,s} + 1 - A_{c,s}^X + R_{c,s}^X} + 1 - R_{c,s}^X \right). \tag{23}
\]

The peakedness coefficients (factors) \( Z_{c,s}^X \) of traffic of class \( c \) that overflows from the equivalent fictitious primary resource \( s^X_c \) are defined as the ratio between the variance and the average value:

\[
Z_{c,s}^X = \frac{\left[ \sigma^2_{c,s} \right]^X}{R_{c,s}^X}. \tag{24}
\]

5.2. Accuracy Analysis of Glabowski-Kmiciec-Stasiak 2018 Method for Determining the Parameters of Overflow Traffic

The method for determining the parameters of overflow traffic in [35], based on the concept in [54], was subjected to in-house validation experiments. As a result of our simulation studies, we established that the main element of the method in [35] that influenced its inaccuracy was the procedure by which Pascal traffic classes were changed into equivalent classes of the Erlang type [62]. The problem is that both the average value
and the variance of traffic offered to the primary resources, described by Formula (18), take into consideration the following dependency:

$$\alpha_{Pa}^2 = \frac{\alpha Pa_{s1}}{1 - \alpha Pa_{s}}.$$

(25)

We note that in the above dependency, the value of traffic offered by one free source $\alpha = 1$ returns a value that is not allowed. An increase in $\alpha$, within the range $(0, 1)$, leads to an exponential increase in the above dependency, followed by negative values that tend toward zero, so that this range will be exceeded. Values exceeding the range in question, that is, for $\alpha > 1$, in successive stages of changing the fictitious resources into equivalent fictitious resources (Section 5.1), will cause the evaluation of the average value of overflow traffic to be near 0. To visualize the error in the determination of the average value of overflow traffic and its relation to and dependency on the average intensity of traffic offered by one free traffic source $\alpha$ of the traffic class analyzed, Figures 3–6 show the relative error between the analytical and the simulation results for two exemple systems (Table 1), with specific values of $\alpha$ assigned to a given class.

Table 1. The parameters of the multi-service systems.

| System | Resource | Offered Traffic | Number of Traffic Sources |
|--------|----------|-----------------|--------------------------|
| 1      | $V_1 = 120$ AUs | $t_{Pa,1} = 3$ AUs, $t_{Pa,2} = 4$ AUs | $S_{Pa,1} = 40$, $S_{Pa,2} = 30$ |
|        | $V_2 = 90$ AUs | $t_{Pa,3} = 1$ AUs, $t_{Pa,4} = 2$ AUs, $t_{Pa,5} = 3$ AUs | $S_{Pa,3} = 50$, $S_{Pa,4} = 30$, $S_{Pa,5} = 70$ |
|        | $V_0 = 50$ AUs | $t_{Pa,1} = 3$ AUs, $t_{Pa,2} = 4$ AUs | $S_{Pa,1} = 70$ |
| 2      | $V_1 = 70$ AUs | $t_{E1,1} = 7$ AUs, $t_{E1,2} = 5$ AUs, $t_{Pa,3} = 2$ AUs | $S_{E1,2} = 50$, $S_{Pa,3} = 25$ |
|        | $V_2 = 100$ AUs | $t_{Pa,4} = 4$ AUs, $t_{Pa,5} = 5$ AUs | $S_{Pa,4} = 30$, $S_{Pa,5} = 40$ |
|        | $V_0 = 60$ AUs | | |

Figure 3. Relative error of the average value of overflow traffic, System 1, Resource 1 ($\alpha$ values specified directly in the figure).
On the basis of numerous studies and their results presented in Figures 3–6, one can observe that along with an increase in traffic offered to one AU of the primary resources, the relative error of the analytically obtained average value of overflow traffic \( R \) also increases, which is followed by a decrease in the accuracy of the analytically determined values. This increase is maintained for \( \alpha < 1 \).
5.3. New Method for Determining the Parameters of Multi-Service Overflow Systems

The analysis of the factors that decrease the accuracy in modeling systems with multi-service overflow traffic prompted us to develop a new method for the decomposition of primary resources that would help determine the first two traffic moments of traffic that overflows to the secondary resources. In order to present the most important results of this method, we note that for each class $c$ that is serviced in the primary resource $s$, the difference between the average intensity of traffic $A_{Xc,s}$ and the value of carried traffic $Y_{Xc,s}$ is the average value of the intensity of traffic $R_{Xc,s}$ that overflows from this resource:

$$R_{Xc,s} = A_{Xc,s} - Y_{Xc,s}.$$  \hspace{1cm} (26)

At the same time, the value of $R_{Xc,s}$ can be estimated as the part of offered traffic $A_{Xc,s}$ that is moved to the resource $s$ when calls of class $c$ are blocked:

$$R_{Xc,s} = A_{Xc,s}E_{Xc,s}(A_{Xc,s}),$$ \hspace{1cm} (27)

where $E_{Xc,s}$ is the blocking probability for calls of class $c$ of type $X$ in the primary resource $s$ (Formula (4)). The value of this probability can be determined on the basis of the method in [60]. At the same time, this method allows the average value $Y_{Xc,s}$ of carried traffic of class $c$ of type $X$ in the resource $s$ to be precisely determined.

Having accurate values of $E_{Xc,s}$ and $Y_{Xc,s}$ and using Formulas (26) and (27), we can determine, for any traffic type $X$, the value of the equivalent Erlang traffic $A_{Xc,ss}$ that leads to the same value of carried traffic of type $X$:

$$A_{Xc,ss} = A_{Xc,s} = \frac{Y_{Xc,s}}{1 - E_{Xc,s}(A_{Xc,s})}.$$ \hspace{1cm} (28)

The average value of offered traffic $A_{Xc,s}$, determined by Formula (28), defines the first parameter of the parameter pair ($A_{Xc,ss}$, $V_{Xc,ss}$) for the equivalent fictitious primary resource $s_{Xc}$. The other parameter from the pair of parameters is determined by a juxtaposition of the blocking value $E_{Xc,s}$, determined on the basis of Formula (4), and the values that result from the Erlang $B$ formula (Formula (13)). After taking into consideration the description of the parameter pair of the equivalent fictitious primary resource, the dependency that results from Formula (13) can be written in the following form:
\[ E_{c,s} = \frac{(A_{c,s}^X)^{V_{c,s}}}{V_{c,s}^{V_0}} \sum_{m=0}^{V_0} \frac{(A_{c,s}^X)^m}{m!}. \] (29)

Thus, the values of the average value parameters \( A_{c,s}^X \) of offered traffic and the capacity \( V_{c,s} \) allow us to determine, using Riordan’s Formulas (22) and (23), the average value of traffic that overflows to the secondary resources \( R_{c,s}^X \) as well as its variance \( \sigma_{c,s}^2 \).

The discussed model was incorporated into a method based on the matching criterion for the blocking probability, and its accuracy was validated by simulations for many configurations of overflow systems.

6. Model of Secondary Resources

As a result of the decomposition operation and the change of the primary resources into equivalent fictitious primary resources, the overflow traffic streams, initially generated according to Erlang, Engset, and Pascal distributions, are characterized by the following parameters: the average value of traffic intensity \( R_{c,s}^X \) the variance \( \sigma_{c,s}^2 \), and the number of AUs \( t_c \) required for a given connection to be set up. These streams are offered to a system of secondary resources with a server capacity of \( V_0 \) AU.

To model the occupancy distribution in multi-service secondary resources to which a mixture of overflow traffic is offered, Hayward’s approach can be applied [28]. This approach is based on a division of the parameters of the secondary resource system (traffic intensity and capacity) by the peakedness coefficients of offered traffic. As a result, the occupancy distribution in the system of secondary resources, using the adopted notation, can be written as follows:

\[ [P_n]_{V_0} = \frac{1}{n} \sum_{s=1}^{r} \sum_{c \leq M_s} \frac{R_{c,s}^X t_c [P_{n-t_c}]_{V_0}}{Z_{c,s}}. \] (30)

In Formula (30), the parameters of the traffic that overflows from the primary resources are determined by Formulas (22)–(24). The parameter \( Z \) is the aggregated peakedness coefficient [59]

\[ Z = \sum_{s=1}^{r} \sum_{c=1}^{M_s} Z_{c,s}^X \sum_{k=1}^{m} \frac{R_{c,s}^X t_c}{\sum_{j=1}^{m} \sum_{l=1}^{N_j} R_{j,l}^X}. \] (31)

The blocking probability for traffic of class \( c \) in the secondary resources (regardless of which primary resources this traffic overflows from) is equal to:

\[ [E_c]_{V_0} = \sum_{n=Y_c}^{Y_c} \frac{[P_n]_{V_0}}{Z_{c,s}}. \] (32)

To sum up the above considerations, the method for calculating the blocking probability in multi-service overflow systems to which Erlang–Engset–Pascal traffic is offered can be presented as follows:

1. Determination of the occupancy distribution \( [P_n]_{V_0} \) in the primary resource \( s \), where \( 1 \leq s \leq r \) —Formula (1).
2. Determination of the blocking probability \( [E_{c,s}]_{V_0} \) for traffic streams of all classes in the primary resource \( s \), where \( 1 \leq s \leq r, 1 \leq c \leq M_s \) —Formula (4).
3. Determination of the capacity \( v_{c,s}^{E_r} \) for each fictitious primary resource \( s_{c,s}^{E_r} \) —Formula (13).
4. Determination of the capacity \( v_{c,s}^{E_p} \) for each fictitious primary resource \( s_{c,s}^{E_p} \) —Formula (14).
5. Determination of the variance \( \sigma_{c,s}^2 \) of Erlang traffic offered to the primary resource —Formula (16).
6. Determination of the variance \( \sigma_{c,s}^2 \) of Engset traffic offered to the primary resource—Formula (17).
7. Determination of the parameters of the equivalent fictitious primary resource $s_c^{En}$, that is, the equivalent intensity of Erlang traffic $A_{c,s}^{En}$ and the equivalent capacity $c_{c,s}^{En}$ for Engset streams—Formulas (19)–(21).

8. Determination of the parameters of the equivalent fictitious primary resource $s_c^{Pa}$, that is, the equivalent intensity of Erlang traffic $A_{c,s}^{Pa}$ and the equivalent capacity $c_{c,s}^{Pa}$ for Pascal streams—Formulas (28) and (29).

9. Determination of the parameters of overflow traffic: the average value of the intensity of traffic $R_{c,s}^{X}$ and the variance $\left[\sigma_{c,s}^{2}\right]^{X}$—Formulas (22) and (23).

10. Determination of the aggregated peakedness coefficient $Z$—Formula (31).

11. Determination of the occupancy distribution $[P_n]_{0/Z}$ in the system of secondary resources—Formula (30).

12. Determination of the blocking probability $[E_c]_{0/Z}$ for traffic streams of the classes offered to the system of secondary resources—Formula (32).

The main innovation of the method proposed in Sections 5.3 and 6, in relation to the existing methods, including the method in [35], is the development of a new method for the decomposition of primary resources that can help determine the first two traffic moments of traffic that overflows to the secondary resources (the decomposition of primary resources is necessary to determine the variance of the multi-service traffic overflowing from the primary resources—Section 5.1). The developed method (Section 5.3) is dedicated to Pascal streams, for which the existing methods led to large calculation errors. These errors resulted from Formula (18) to determine the values $A_{c,s}^{Pa}$ and $\left[\sigma_{c,s}^{2}\right]^{Pa}$ of Pascal traffic streams, used to determine the equivalent resource capacity. The applied formula made it impossible to determine the average traffic value and the variance of traffic offered by a single source, $\alpha = 1$ (denominator of Formula (18) equal to 0). At the same time, this formula failed to properly account for the increase in Pascal traffic intensity with the number of sources being served, and thus for the increase in overflow traffic associated with Pascal streams. As a consequence, the new method proposes that the value of equivalent traffic (related to Pascal classes) will be determined on the basis of the value of the overflow traffic, and not—as in the method in [35]—on the basis of information about the number of Pascal sources and their intensity (Formulaes (26)–(28)). This approach allowed us to obtain a much greater accuracy in determining the variance of the overflow traffic and, consequently, in determining the probability of blocking in secondary resources (a comparison of the accuracy of both methods is presented in Section 7). The new method of determining the parameters of traffic flowing to the secondary resources (Section 5.3) did not require changes in the general approach to determining the value of the blocking probability in secondary resources (Section 6), in relation to the method proposed in [35]. The only change introduced in the proposed method compared with the method proposed in [35] is the procedure for determining the aggregated peakedness coefficient. The new method leads to less computational complexity.

7. Results of Modeling a Selected Number of Overflow System with Erlang–Engset–Pascal Traffic

The analytical method for modeling telecommunications systems with Erlang, Engset, and Pascal traffic overflow presented in this article is an approximate method. To evaluate its accuracy, the results of the analytical modeling were compared with the data obtained in the simulation experiments. The model accuracy was verified in a simulation tool designed by us. The Microsoft .NET programming platform was chosen to build the simulator. It allows the application to be executed on all devices with Microsoft operating systems. For the development of the simulator the C# language was chosen because of its efficiency and rich library resources. The program interface was designed in the WPF (Windows Presentation Foundation) structure in the XAML language, and its code was separated from the functional code according to the MVVM (model-view-view-model) architectural pattern. Building our own simulator allows us to examine the operation of the models as accurately as possible and allows for high flexibility of system construction.
The results of the simulation studies for three example overflow systems, whose parameters are given in Table 1 (Systems 1 and 2) and Table 2 (System 3), are shown in Figures 7–9.

According to the general scheme of traffic overflow (Section 3), requests, the parameters of which are given in Tables 1 and 2, are first directed to the primary resources, where an attempt is made to handle them. If there are not enough free resources to handle a given request, it is redirected to the secondary resources. If the current state of the secondary resources also does not support the request, it is lost.

In Tables 1 and 2, the amount of resources requested by the calls of individual classes is marked as $t_{X,No.}$, where $X$ stands for the type of traffic ($X = \text{Pa}|\text{En}|\text{Er}$) and $No.$ is the number of the traffic class. For Engset and Pascal traffic classes, the tables provide information on the number of sources generating traffic streams of a given class (parameters $S_{\text{En},No.}$ and $S_{\text{Pa},No.}$, respectively). For Erlang traffic classes, the information about the number of traffic sources is not provided because these sources are assumed to be unlimited (infinite).

System 1 services exclusively Pascal traffic classes, while Systems 2 and 3 service Erlang–Engset–Pascal traffic classes. System 1 is composed of two primary resources with a capacity of $V_1 = 120$ AUs and $V_2 = 90$ AUs, and a secondary resource with a capacity of $V_0 = 50$ AUs. Only traffic from Pascal-type classes is offered to System 1. In System 2, the primary resource with a capacity of $V_1 = 70$ AUs supports all three types of traffic, that is, Erlang, Engset, and Pascal, while the other primary resource with a capacity of $V_2 = 100$ AUs supports only Pascal traffic flows. The secondary resource of System 2 has a capacity of $V_0 = 60$ AUs. In System 3, the first primary resource with a capacity of $V_1 = 90$ AUs handles Erlang, Engset, and Pascal streams, while the second primary resource with a capacity of $V_2 = 110$ AUs handles Erlang and Pascal classes. The requests that cannot be handled by the primary resources are overflowed to the secondary resource with a capacity of $V_0 = 40$ AUs. The parameters of the tested systems were selected so as to be able to verify the accuracy of the method in the worst cases, that is, for a large share of the Pascal stream in the total traffic offered to the system. At the same time, using Erlang, Engset, and Pascal traffic streams allows taking into account the diverse nature of traffic sources at the level of reports. Erlang traffic can be used to characterize the traffic generated by a very large population of traffic sources associated with a given traffic class (constant traffic intensity). Engset traffic allows taking into account the impact of a limited number of traffic sources on the decrease in the traffic volume offered along with the number of traffic sources being served. Pascal traffic can be used to model traffic with a high peakedness coefficient (a high variance-to-mean ratio).

The blocking probabilities determined by the proposed method are compared with the results obtained by the simulation method. In the graphs, the blocking probability results are grouped for traffic classes of the same type and request. The results determined by each of the methods are compared with the values obtained by the simulation method for a traffic intensity range of 0.5–2.5 Erl offered to a single AU of the primary resources with a step of 0.1. For each step, a simulation was performed in 5 series, each with 1,000,000 calls. The simulated values are presented in the form of points with 95% confidence intervals calculated according to Student’s t-distribution for 5 series of calls. Each of the presented simulation results is at least one order of magnitude higher than its confidence interval. The results are presented in relation to an average traffic value of $a$ offered to a single unit of the primary resources, which for one primary resource $s$ can be written as follows:

$$a^s = \frac{\sum_{c=1}^{m} A_{X,c} X_{X,c} V_s}{V_s}, \quad (33)$$

where:
- $m$—the number of classes offered to primary resources,
- $A_{X,c}$—the average intensity of traffic of class $c$ ($c \in m$) of type $X$ ($X \in \text{Er, En, Pa}$) offered to primary resource $s$,
- $t_c$—demands of calls of class $c$ expressed in AUs,
- $V_s$—capacity of primary resource $s$.

### Table 2. The parameters of the multi-service systems.

| System | Resource | Offered Traffic | Number of Traffic Sources |
|--------|----------|-----------------|---------------------------|
| 1      | $V_1 = 90$ AUs | $t_{Er,1} = 5$ AUs, $t_{En,2} = 2$ AUs, $t_{Pa,3} = 3$ AUs | $S_{En,2} = 80$, $S_{Pa,3} = 50$ |
| 2      | $V_2 = 110$ AUs | $t_{Er,4} = 4$ AUs, $t_{Pa,5} = 5$ AUs | $S_{Pa,5} = 80$ |
| 0      | $V_0 = 40$ AUs |                             |                           |

From an analysis of the modeling results presented in Figures 7–9, we observe that the proposed method leads to highly accurate calculations of the blocking probability in the secondary resources, both for a mixture of Erlang, Engset, and Pascal traffic streams and for the independently occurring and the problematic Pascal streams. To evaluate the influence of the proposed method on the accuracy of the end results, Figures 10–14 compare for Systems 1, 2, and 3 the results obtained by the method proposed in [35] (“old method” in the legends) and with those obtained by the method developed in this article (“proposed method” in the legends).

**Figure 7.** Blocking probability of particular traffic classes in the alternative resources of System 1.
Figure 8. Blocking probability of particular traffic classes in the alternative resources of System 2.

Figure 9. Blocking probability of particular traffic classes in the alternative resources of System 3.

Figure 10. Blocking probability of the Pascal traffic class $t_{Pa,4} = 2$ in the secondary resources in System 1.
Figure 11. Blocking probability of the Erlang traffic class $t_{Er,1} = 7$ in the secondary resources in System 2.

Figure 12. Blocking probability of the Pascal traffic class $t_{Pa,3} = 2$ in the secondary resources in System 2.

Figure 13. Blocking probability of the Pascal traffic class $t_{Pa,5} = 5$ in the secondary resources in System 3.
E (blocking probability) $a$ (traffic offered to 1 AU of the primary resources’ capacity) [Erl]

Figure 14. Blocking probability of the Engset traffic class $t_{En,2} = 2$ in the secondary resources in System 3.

On the basis of the blocking probability, in turn, other important characteristics, properties and performance indicators can be evaluated, for example, the call loss probability (the call congestion), the volume of traffic overflown from primary resources, and so forth. For example, one the basis of the blocking probability $[E^X_{c,V_s}]$ for class $c$ calls in primary resource $s$ (Formula (4)), we can calculate the loss probability $[B^X_{c,V_s}]$ in this resource (i.e., the ratio of the number of class $c$ calls overflowing to the secondary resource to the number of class $c$ calls offered to the primary resource). The call loss probability for class $j$ Engset traffic stream and for class $l$ Pascal traffic stream can be determined by the following formulas:

$$[B^j_{En,V_s}] = \sum_{n=V_s-t_j+1}^{V_s} \frac{[P^n_{En,V_s}] V_s [S^n_{En} - n_{En}^n (t)] \gamma^j_{En,s}}{\sum_{n=0}^{V_s} [P^n_{En,V_s}] V_s [S^n_{En} - n_{En}^n (t)] \gamma^j_{En,s}}, \quad (34)$$

$$[B^l_{Pa,V_s}] = \sum_{n=V_s-t_l+1}^{V_s} \frac{[P^n_{Pa,V_s}] V_s [S^n_{Pa} + n_{Pa}^n (t)] \gamma^l_{Pa,s}}{\sum_{n=0}^{V_s} [P^n_{Pa,V_s}] V_s [S^n_{Pa} + n_{Pa}^n (t)] \gamma^l_{Pa,s}}, \quad (35)$$

where $\gamma^j_{En,s}$ and $\gamma^l_{Pa,s}$ determine the intensity of calls generated by each idle source of class $j$ (Engset) and class $l$ (Pascal), respectively.

The simulation and analytical results of the call loss probability in the primary resources of three example systems, whose parameters are given in Tables 1 and 2, are shown in Figures 15–17.

An analysis of the presented results shows that the proposed method is distinguished by high accuracy and a stable level of errors, independently of the parameters of the system, the type of serviced traffic classes, and the volume of offered traffic.
Figure 15. Loss probability (call congestion) of three selected traffic classes in the primary resources of System 1.

Figure 16. Loss probability (call congestion) of three selected traffic classes in the primary resources of System 2.

Figure 17. Loss probability (call congestion) of three selected traffic classes in the primary resources of System 3.
8. Conclusions

This article proposes an analytical model of a multi-service hierarchical system with overflow traffic. The initial assumption is that the primary resources of the system are offered mixtures of Erlang, Engset, and Pascal multi-service traffic streams. Existing methods for modeling such systems are reviewed and analyzed, while the reasons for their insufficient accuracy are presented and discussed. The results of the analysis allowed us to develop a new method for calculating the parameters of overflow traffic that has the advantage of obtaining higher accuracy in modeling systems with multi-service overflow traffic.

To the best of our knowledge, the proposed method is also the first method that enables the analysis of systems with traffic overflow for any range of values of the offered traffic. The analysis of the previously developed solutions showed that for Pascal streams, they do not allow for the analysis of systems in which the traffic intensity offered by Pascal streams is equal or close to 1 Erl per system AU. Owing to its application versatility (Erlang, Engset and Pascal traffic streams) and high accuracy, the developed method can be employed in analyzing and dimensioning telecommunications networks at the flow (call) level. The use of Erlang, Engset, and Pascal streams allows taking into account the diverse nature of the traffic sources. Erlang traffic can be used to characterize the behavior of many flows whose average traffic volume is constant over time. Engset traffic allows us to take into account the impact of a limited (compared with the system capacity) number of traffic sources on the change (reduction) in the intensity of the offered traffic along with the number of serviced traffic sources. Engset traffic is often used to approximate flows with a long service time and a limited number of traffic sources. Pascal traffic can be used to model traffic with large values of the peakedness coefficient (variance-to-mean ratio).

The great interest in using traffic overflow to optimize 4G and 5G networks [15–17,43] indicates that the proposed method, by taking into account the different sizes of the requested resources and types of traffic offered as well as the high accuracy of calculations, can be widely used in the analysis and dimensioning of 4G and 5G access networks. The proposed method can also be used to develop call admission control mechanisms for multi-service telecommunications networks.
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