Orbeez-SLAM: A Real-time Monocular Visual SLAM with ORB Features and NeRF-realized Mapping
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Fig. 1: Orbeez-SLAM process. The numbers above the camera represent the timestamp of tracking. The left image shows NeRF result at 27 seconds training from scratch. The right image shows that after seeing the unseen region on the left (i.e., novel views), our NeRF model can update the region in seconds. Our Orbeez-SLAM is real-time and pre-training-free.

Abstract—A spatial AI that can perform complex tasks through visual signals and cooperate with humans is highly anticipated. To achieve this, we need a visual SLAM that easily adapts to new scenes without pre-training and generates dense maps for downstream tasks in real-time. None of the previous learning-based and non-learning-based visual SLAMs satisfy all needs due to the intrinsic limitations of their components. In this work, we develop a visual SLAM named Orbeez-SLAM, which successfully collaborates with implicit neural representation and visual odometry to achieve our goals. Moreover, Orbeez-SLAM can work with the monocular camera since it only needs RGB inputs, making it widely applicable to the real world. Results show that our SLAM is up to 800x faster than the baseline with superior rendering outcomes. Code link: https://github.com/MarvinChung/Orbeez-SLAM.

I. INTRODUCTION

An intelligent spatial AI that can receive visual signals (RGB-D images) and cooperate with humans to solve complicated tasks is highly valued. To efficiently understand semantics knowledge from the environment and act like a human, spatial AI requires a core component named visual simultaneous localization and mapping (SLAM). The visual SLAM should quickly adapt to new scenes without pre-training and generate real-time fine-grained maps for downstream tasks, such as domestic robots. However, traditional visual SLAMs [1], [2] mainly focus on localization accuracy and only provide crude maps. To this end, this work aims to develop a visual SLAM with the aforementioned properties.
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for the training speed issue. With the help of the multi-resolution hash encoding and the CUDA framework [8], instant-ngp can train NeRFs in a few seconds.

To tackle the above shortcomings, we seek to develop a monocular visual SLAM that is pre-training-free and achieves real-time inference for practical applications. To this end, we propose Orbeez-SLAM, combining feature-based SLAM (e.g., ORB-SLAM2 [11]) and a NeRF based on the instant-ngp framework [7]. Different from [5], [6], we emphasize that VO (in ORB-SLAM2) can provide a better camera pose estimation even at the early stage of the training, which lets Orbeez-SLAM can work with monocular cameras, i.e., without depth supervision. Moreover, we simultaneously estimate camera poses via VO and update the NeRF network. Notably, the training process is online and real-time without pre-training, as depicted in Fig. 1. As a result, Orbeez-SLAM can render dense information such as the depth and color of scenes. Besides, it is validated in various indoor scenes and outperforms NeRF-SLAM baselines on speed, camera tracking, and reconstruction aspects. To summarize, our contributions are threefold:

- We propose Orbeez-SLAM, the first real-time monocular visual SLAM that is pre-training-free and provides dense maps, tailored for spatial AI applications.
- By combining visual odometry and a fast NeRF framework, our method reaches real-time inference and produces dense maps.
- We extensively validate Orbeez-SLAM with state-of-the-art (SOTA) baselines on challenging benchmarks, showing superior quantitative and qualitative results.

II. RELATED WORKS

A. Implicit neural representations

To represent a 3D scene, explicit representations (e.g., point clouds) need huge space to store information. By contrast, implicit surface representations, such as signed distance functions (SDF), alleviate the space issue and have been widely developed in recent years. Among them, some works [9], [10] leverage neural networks to learn the implicit function, called implicit neural representations (INRs). With the property of continuous representation of the signals, INRs demonstrate several advantages: (a) they are not coupled to the spatial dimension/resolution of input signals, and (b) they can predict/synthesize the unobserved regions.

Besides, NeRF, a novel and popular INR, has illustrated its success in novel view synthesis [4], [11]–[13]. Nonetheless, most NeRFs assume that the camera pose is known. Thus, COLMAP [14], [15] is often used to estimate intrinsic and extrinsic (camera poses) in NeRF-related works. In addition, a few works [16]–[18] optimize camera poses via NeRF photometric loss, but the process requires a long training time. Hence, as aforementioned, instant-ngp [7] develops a framework that can train NeRFs in a few seconds, leveraging the multi-resolution hash encoding and CUDA platform [8].

Intuitively, implicit surface representations can serve as maps in visual SLAM systems. For instance, some studies [19], [20] leverage the SDF to construct the map. Besides, two recent NeRF-SLAMs [5], [6] pave the way for cooperating NeRFs and visual SLAM. However, they need RGB-D inputs and show a slow convergence speed, which do not satisfy our needs. Therefore, we aim to build a NeRF-SLAM to generate a dense map in real-time. Moreover, our work can work with the monocular camera and train from scratch at the target scene without a lengthy pre-training process.

B. Visual SLAM systems

Traditional visual SLAMs reveal strengths in outdoor and large scenes. Also, they can rapidly compute accurate locations but lack the fine-grained information from scenes. There are two categories of visual SLAMs, feature-based and direct SLAM. Feature-based SLAMs [1], [21], [22] extract and match image features between frames and then minimize the reprojection error. Besides, Direct SLAM [2] uses pixel intensities to localize and minimize the photometric error.

To satisfy the needs of spatial AI, we require a visual SLAM that provides a dense map for complicated tasks. Several works [3], [5], [6] achieve this objective under deep learning techniques. However, they either need pre-training [3] that limits the adaptation capability or optimize the camera poses and network parameters only relying on NeRF photometric loss and depth supervision [5], [6], lacking the knowledge of VO. Thus, we develop Orbeez-SLAM that eliminates these drawbacks by considering the VO guidance and fast NeRF implementation. Consequently, Orbeez-SLAM is pre-training-free for novel scenes and reaches real-time inference (with online training).

III. PRELIMINARIES

A. NeRF

NeRF [4] reconstructs a 3D scene by training on a sequence of 2D images from distinct viewpoints. A continuous scene can be represented as a function \( F : (x, d) \rightarrow (c, \sigma) \), where \( x \) is the 3D location, \( d = (dx, dy, dz) \) is the 3D Cartesian unit vector representing the direction \((\theta, \phi)\). Outputs are color \( c = (r, g, b) \) and volume density \( \sigma \). Such a continuous representation, as a function, can be approximated with an MLP network \( F(\Theta) \) by optimizing the weight \( \Theta \).

Following above definitions, for any ray \( r(t) = o + td \), the color \( C(r) \) within the near and far bounds \([t_n, t_f]\) can be obtained through the integral of products of transmittance \( T(t) \), volume density and the color at each point, i.e.,

\[
C(r) = \int_{t_n}^{t_f} T(t) \sigma(r(t)) c(r(t), d) dt, \tag{1}
\]

where

\[
T(t) = \exp \left( - \int_{t_n}^{t} \sigma(r(s)) ds \right). \tag{2}
\]

To feed the input rays into the neural network, \( N \) discrete points \( t_i \in [t_n, t_f], i \in [1, N] \) are sampled to estimate the color (Eq. 1) with the quadrature rule [23]:

\[
\hat{C}(r) = \sum_{i=1}^{N} T_i (1 - \exp(-\sigma_i(t_{i+1} - t_i))) c_i, \tag{3}
\]
IV. METHODOLOGY

A. System overview

Fig. 3 shows our system pipeline. The tracking process extracts the image features from the input image stream $I$ and estimates the camera poses via VO. The mapping system generates map points with triangulation and optimizes camera poses and map points with bundle adjustment (re-projection error). These map points represent a sparse point cloud. We then utilize the updated camera poses and the map to train NeRF. Since the process is differentiable, we can still optimize the camera poses from NeRF photometric loss. In the end, the NeRF can generate a dense map for downstream tasks. Moreover, this pipeline should work for any SLAM that provides sparse point cloud.

B. Optimization

The following objectives are used to optimize Orbeez-SLAM: (a) pose estimation, (b) bundle adjustment, and (c) NeRF regression. Among them, (a) is in the tracking process, and (b) and (c) are conducted in the mapping process.

(a) Pose estimation: Reprojection error [28] is widely used in feature-based SLAM [1], [21], [22] to estimate the pose, and its formulation is as follows:

$$ L_{rpj} = \sum_{ij} \| u_{ij} - \pi(\mathcal{C}_j, P_i) \|_2 $$

(b) Bundle adjustment: After the triangulation step in VO, new map points are added to the local map. The bundle adjustment objective also minimizes the reprojection error for both the map point positions and the camera poses:

$$ \min_{\{ [R|t]|j \}, \{P_i \}} L_{rpj} $$

Minimizing (6) is actually a nonlinear least square problem. We solve these two objectives by the Levenberg-Marquardt method, followed [1]. The bundle adjustment optimizes the camera poses of keyframes $(K, [R|t])$ and observable map points in these keyframes. Then, these optimized keyframes and map points are passed to the NeRF.

(c) NeRF regression: NeRF minimizes the photometric error by regressing the image color. A ray can be formulated by giving a keyframe $(K, [R|t])$ and a pixel coordinate $[u, v]$:

$$ r(d) = (-RT^t d + RT K^{-1} [u, v, 1]^T), d \in \mathbb{R} $$

By applying the skip voxel strategy mentioned in Fig. 2, we sample positions on the ray were near to the surface. Finally, the NeRF photometric loss is the L2 norm between predicted color $\hat{C}(r)$ and the pixel color $C(r)$:

$$ L_{pht} = \sum_{ij} \| C(r_{ij}) - \hat{C}(r_{ij}) \|_2 $$

where $C(r_{ij})$ is the observed color of ray $j$ in image $I_i$. Since (9) is differentiable, both camera extrinsic $\{[R|t]|j\}$ and network parameters $\Theta$ can be optimized by $L_{pht}$. But, after examinations (cf. Tab. V), we only optimize $\{[R|t]|j\}$ by (6).
The tracking and mapping processes run concurrently. A frame from the image stream must satisfy the two conditions to become a keyframe. The first condition filters out those frames with weak tracking results. The second condition drops the frame if the mapping process is busy. The tracking process provides camera poses estimation. The mapping process refines the camera poses and maintains the maps. We also show the dense point cloud generated from our proposed ray-casting triangulation which is introduced in Section IV-C.

C. Ray-casting triangulation

In Fig. 2, we show that the density grid can accelerate the rendering process. However, this structure only considers a ray and highly relies on the density prediction of the NeRF model. We additionally store the number of sampling times for each voxel. A voxel that frequently blocks the casting ray is more likely to be the surface, as shown in Fig. 4. For noise rejection, we only triangulate points that lie within voxels that are scanned by rays frequently enough. We chose 64 as the threshold for practical implementation since such a value has the best visualization, according to our experience. We also utilize the data structure’s map point generated from the sparse point cloud. Since the map point’s surroundings are more likely to be the surface, we add a significant number to the sample counter of the density grid. We claim that this method can find a more reliable surface and online generates map points with a training NeRF. Map points generated by this method are not optimized in (8). We show the dense point cloud generated by this method in Fig. 3.

V. Experiments

A. Experimental setup

Datasets. For a fair comparison, we conduct our experiments on three benchmarks, TUM RGB-D [29], Replica [30], and ScanNet [31], which provide extensive images, depths, and camera trajectories and are widely used in previous works. Baselines. We compare proposed Orbeez-SLAM with two categories of baselines, (a) learning-based SLAM: DI-Fusion [32], iMap [5], iMap* (re-implemented in [6]), and NICE-SLAM [6]. (b) traditional based SLAM: BAD-SLAM [33], Kintinuous [34], and ORB-SLAM2 [1].

Evaluation settings. In practice, monocular SLAM works validate the effectiveness under depth version since they cannot estimate the correct scale of the scenes without knowing depth. Also, all previous NeRF-SLAMs require depth supervision. Thus, all methods are verified on the depth version. We still demonstrate that Orbeez-SLAM can work with monocular cameras. Moreover, we extensively examine the efficacy from two aspects, tracking and mapping results.

Metrics. To evaluate the tracking results, we report the absolute trajectory error (ATE), which computes the root mean square error (RMSE) between the ground truth (GT) trajectory and the aligned estimated trajectory. For the mapping results, we extend PSNR and Depth L1 metrics that are often used in NeRF to NeRF-SLAM. PSNR assesses the distortion rate of NeRF rendered and GT images traversed by the GT trajectory. As for Depth L1, we calculate the L1 error of estimated and GT depth traversed by the GT trajectory.

Unlike in [5], [6], we do not evaluate on meshes. We argue that assessing performance on meshes may be unfair because the mesh generation process by post processing NeRF is not unified. In addition, our setting has the following advantages:

- Numbers of sampled keyframes in distinct works are various while evaluating with GT trajectory provides a consistent standard.
TABLE I: Tracking Results on TUM RGB-D. ATE [cm] (↓) is used. Learning-based and traditional SLAMs are separated by the middle line. Results of DI-Fusion, iMAP, iMAP*, NICE-SLAM, BAD-SLAM and Kintinuous are from [6]. The best out of 5 runs are reported.

| Method          | fr1/desk | fr2/xyz | fr3/office |
|-----------------|----------|---------|------------|
| DI-Fusion [32]  | 4.4      | 2.3     | 15.6       |
| iMAP [5]        | 4.9      | 2.0     | 5.8        |
| iMAP* [6]       | 7.2      | 2.1     | 9.0        |
| NICE-SLAM [6]   | 2.7      | 1.8     | 3.0        |
| Orbeez-SLAM (Ours) | 1.9   | 0.3     | 1.0        |
| BAD-SLAM [33]   | 1.7      | 1.1     | 1.7        |
| Kintinuous [34] | 3.7      | 2.9     | 3.0        |
| ORB-SLAM2 [1]   | 1.6      | 0.3     | 0.9        |

TABLE II: Tracking Results on ScanNet. ATE [cm] (↓) is used. Results of iMAP*, DI-Fusion and NICE-SLAM are from [6].

| Scene ID | # images | fr1/desk | fr2/xyz | fr3/office |
|----------|----------|----------|---------|------------|
|          | 0000     | 0059     | 0106    | 0169       | 0181       | 0207       | Avg.       |
| DI-Fusion [32] | 62.99    | 128.00   | 18.50   | 75.80      | 87.88      | 100.19     | 78.89      |
| iMAP [5]      | 55.95    | 32.06    | 17.50   | 70.51      | 32.10      | 11.91      | 36.67      |
| iMAP* [6]     | 8.64     | 12.25    | 8.09    | 10.28      | 12.93      | 5.59       | 9.63       |
| NICE-SLAM [6] | 7.22     | 7.15     | 8.05    | 6.58       | 15.77      | 7.16       | 8.655      |
| Orbeez-SLAM (Ours) | 7.57   | 6.92     | 8.30    | 6.90       | 16.42      | 8.78       | 9.15       |

TABLE III: Reconstruction Results on Replica. Depth L1 [cm] (↓) and PSNR [dB] (↑) are used. The values are averaged over office 0 to 4 and room 0 to 2. NICE-SLAM use GT depth during rendering color and depth. We show the results of NICE-SLAM w and w/o GT depth.

| Method               | Depth ↓ | Depth ↓ | PSNR ↑ | PSNR ↑ |
|----------------------|---------|---------|--------|--------|
|                      | w/o GT  | w/o GT  | w/ GT  | w/ GT  |
| NICE-SLAM [6]        | 13.49   | 4.22    | 17.74  | 24.60  |
| Orbeez-SLAM (Ours)   | 11.88   | -       | 29.25  | -      |

- The depth and PSNR can effectively reflect the quality of the geometry and radiance learned by NeRF.
- Our setting can verify the methods on novel views since only keyframes (subset of GT trajectory) are used during training. Besides, even if the model backs up seen keyframes, the metric can still reveal that when they are localized to the wrong viewpoints.

Implementation Details. We conduct all experiments on a desktop PC with an Intel i7-9700 CPU and a NVIDIA RTX 3090 GPU. We follow the official code in ORB-SLAM2 [1] and instant-ngp [7] to implement Orbeez-SLAM. Note that Orbeez-SLAM inherits the loop-closing process from ORB-SLAM2 [1] to improve the trajectory accuracy. We do not pull the keyframe like ORB-SLAM2 to ensure the keyframe is not eliminated after passing to the NeRF. The code is written in C++ and CUDA. About losses, reprojection error is optimized via g2o [35] framework, and the photometric error in NeRF is optimized via tiny-cuda-nn framework [8].

B. Quantitative Results

We aim to verify whether Orbeez-SLAM can produce accurate trajectories (ATE), precise 3D reconstructions (Depth), and detailed perception information (PSNR) under our challenging settings, i.e., real-time inference without pre-training. Previous works focus on the first two indicators. However, a dense map containing rich perception information is vital for spatial AI applications; thus, we also attend to this aspect.

Evaluation on TUM RGB-D (small-scale) [29]. TABLE I lists tracking results of all methods. Note that Orbeez-SLAM outperforms all deep-learning baselines with a significant gap (top half). Besides, ORB-SLAM2 is our upper bound on the tracking results since our method is built on it. Nevertheless, Orbeez-SLAM only shows a minor performance drop while it provides a dense map generated by NeRF.

Evaluation on ScanNet (large-scale) [31]. As revealed in TABLE II, we obtain the best average results across all scenes. We assume the performance difference between us and ORB-SLAM2 is due to randomness. In addition, NICE-SLAM performs best in some cases, echoing the claimed strength for scaling-up scenes in [6]. Especially scenes 0181 and 0207 contain compartments. Improving performance in large scenes with rooms is one of future works.

Evaluation on Replica [30]. NICE-SLAM evaluates the mapping results on Replica since it provides GT meshes. But, as stated before, we argue that the mesh generation process from NeRF is not unified and tricky. Hence, we use common metrics in NeRF works, Depth L1 and PSNR.

As demonstrated in TABLE III, NICE-SLAM obtains the best values on the Depth L1 when GT depth is supported during rendering depth. However, our Depth L1 values outperform NICE-SLAM when it has no GT depth in rendering. Note that our NeRF is never supervised by GT depth. Next, when comparing the quality of rendered images from NeRF, we beat all variants of NICE-SLAM on PSNR, indicating that our method provides a superior color result.

Runtime Comparison. TABLE IV depicts the elapsed time per second [fps] (↑) when running on TUM RGB-D. We show that Orbeez-SLAM is much faster than the SOTA NeRF-SLAM.

| Method            | fr1/desk | fr2/xyz | fr3/office |
|-------------------|----------|---------|------------|
| NICE-SLAM [6]     | 0.056    | 0.028   | 0.037      |
| Orbeez-SLAM (Ours)| 19.210   | 22.725  | 21.542     |

TABLE V: Ablation study on Replica. We demonstrate that optimizing camera poses only from reprojection error \(L_{\text{rpj}}\) is better than from both \(L_{\text{rpj}}\) and photometric error \(L_{\text{pht}}\).

| L_{\text{rpj}} | L_{\text{pht}} | ATE ↓ | Depth ↓ | PSNR ↑ |
|---------------|---------------|------|---------|--------|
| ✓             | ✓             | 5.3  | 13.43   | 25.52  |
| ✓             | ✓             | 0.8  | 11.88   | 29.25  |

1https://github.com/raulmur/ORB_SLAM2
2https://github.com/NVlabs/instant-ngp

Fig. 5: **Comparison of Rendering Results.** RGB and Depth of NeRF-rendered results from Orbeez-SLAM (ours) and NICE-SLAM [6] are visualized. We provide the results of Orbeez-SLAM (mono and RGB-D) and NICE-SLAM (RGB-D w/ and w/o GT depth during inference). Notably, we do not use depth information for NeRF rendering in the RGB-D setting (depth is only used for the tracking process); thus, NICE-SLAM provides a better depth rendering result.

Fig. 6: **NeRF Results across Time.** Our NeRF-rendered results from TUM-fr3/office, Replica-office, and ScanNet-0207 are listed across time. The elapsed time is indicated at the top left corner. The first, second, and third columns are the rendering results at the beginning of training, the end of the tracking process, and the full convergence of loss values, respectively. Our NeRF computes good results on TUM and Replica but fails on ScanNet (large scene). It successfully reconstructs the bed but fails to rebuild the desk on the left, revealing that large scenes are more challenging.

D. Qualitative Results

We deliver qualitative results in Fig. 5 and Fig. 6. As stated in Fig. 5, NICE-SLAM renders images with the help of GT depth. To be clear, GT depth is used during training of both NICE-SLAM cases. By contrast, our Orbeez-SLAM does not use depth supervision to render images, even in the RGB-D case where the GT depth is only used for tracking. Notably, Orbeez-SLAM provides a superior RGB result than NICE-SLAM under both settings. We highlight that NICE-SLAM produces better depth results due to accessing GT depth.

Besides, we provide Orbeez-SLAM rendered results at distinct timestamps in Fig 6. After the real-time SLAM is ended (second column), we apply offline training for NeRF until losses fully converge (third column). Orbeez-SLAM demonstrates excellent outcomes in TUM and Replica cases (first two rows) but fails at the large-scale ScanNet case. We assume large-scale scenes are more challenging to Orbeez-SLAM, and we leave it as one of future works.

VI. Conclusion

We aim to develop a core component in spatial AI, i.e., a pre-training-free visual SLAM that reaches real-time inference and provides dense maps for downstream tasks. To this end, we propose Orbeez-SLAM, which utilizes ORB features and NeRF-realized mapping. We cooperate with visual odometry and fast NeRF implementation on the instant-ngp platform. Moreover, Orbeez-SLAM can work with monocular cameras, leading to flexible, practical applications. We believe we pave the way for speeding up the development progress of spatial AI. Notably, how to effectively leverage dense maps in downstream tasks is interesting but is out of the scope of this paper; we leave it as future works.
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