Modelling the transfer function of two-dimensional SQUID and SQIF arrays with thermal noise
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We present a theoretical model for 2D SQUID and SQIF arrays with over-damped Josephson junctions for uniform bias current injection at 77 K. Our simulations demonstrate the importance of including Johnson thermal noise and reveal that the mutual inductive coupling between SQUID loops is of minor importance. Our numerical results establish the validity of a simple scaling behaviour between the voltages of 1D and 2D SQUID arrays and show that the same scaling behaviour applies to the maximum transfer functions. The maximum transfer function of a 2D SQUID array can be further optimised by applying the optimal bias current which depends on the SQUID loop self-inductance and the junction critical current. Our investigation further reveals that a scaling behaviour exits between the maximum transfer function of a 2D SQUID array and that of a single dc-SQUID. Finally, we investigate the voltage response of 1D and 2D SQIF arrays and illustrate the effects of adding spreads in the heights and widths of SQUID loops.

I. INTRODUCTION

Superconducting quantum interference devices (SQUIDs) have been extensively investigated for their very high magnetic field sensitivity both experimentally and theoretically. SQUIDs are routinely fabricated using both low-temperature superconducting (LTS) and high-temperature superconducting (HTS) thin films. The lower operating temperature provides LTS SQUIDs with better noise performance at the expense of more complex cryogenic conditions, compared to HTS SQUIDs. For example, HTS SQUIDs have found applications in geophysical exploration due to less stringent cryogenic constraints resulting in SQUID systems with reduced size, weight and power. Voss studied the effect of thermal noise on the I-V characteristics of shunted Josephson junctions (JJs), and Tesche and Clarke extensively investigated the effect of thermal noise on the performance of dc-SQUIDs. These studies showed a significant decrease in the voltage modulation depth and transfer function due to thermal noise at high temperatures (77 K).

The interest in SQUID arrays appeared in order to improve the sensitivity and robustness of dc-SQUIDs. Miller et al. theoretically studied one-dimensional (1D) SQUID arrays, also called superconducting quantum interference gratings (SQUIG) as an analogy to optical interference gratings. In this work the authors considered self- and mutual-inductance effects of the SQUIDs connected in parallel, as well as different screening parameters. Their results predicted a better magnetic field resolution for 1D parallel SQUID arrays compared to a single dc-SQUID. Despite this prediction, Gerdenmann et al. experimentally measured small 1D parallel arrays of HTS SQUIDs, showing a decrease of the voltage modulation, which was attributed to bias current-induced magnetic flux. Likewise, Mitchell et al. experimentally found a degradation in the voltage modulation with the number N of junctions in parallel for N > 11 and modelling predicted either a plateau or a decrease of the transfer function with N depending on the bias current lead configuration. Early measurements of 1D arrays of M SQUIDs connected in series showed voltage modulation improvement and white noise reduction with increasing M.

One-dimensional parallel SQUID and SQIF arrays have been previously theoretically studied at T = 0 K and experimentally investigated at high temperatures (T = 77 K). Recently, Müller and Mitchell introduced a theoretical model for 1D parallel HTS SQUID arrays that includes thermal noise and fluxoid focusing. This model showed excellent agreement with experimental results at 77K.

Superconducting quantum interference filters (SQIF) were theoretically proposed by Oppenländer et al. and experimentally reported at high temperatures by Caputo et al. The SQUIDs making up these arrays have different loop areas creating a destructive voltage interference for magnetic fluxes away from zero external magnetic flux. Therefore SQIF arrays are ideal to perform absolute magnetic field measurements, since they present a unique dip. Obtaining a SQIF-like response using SQUIDs in series was theoretically studied by Häussler et al. and then experimentally demonstrated by Oppenländer et al. Alternatively, Longhini et al. varied the distance between the non-locally coupled SQUIDs. In doing so, the magnetic coupling between SQUIDs differs which breaks the periodicity of the voltage with the applied magnetic field. Interest has grown in the performance of two-dimensional (2D) SQIF arrays which are predicted to have improved sensitivity, dynamic range, bandwidth and linearity compared with single SQUIDs. Kornev et al. studied 1D parallel SQIF arrays connected in series and analysed the SQUID coupling in the array. They also showed the linear increase of the voltage modulation with the number of SQIFs in series and the conservation of linearity.

Large 2D SQUID arrays operating at high-temperatures have been experimentally measured and studied. Two-dimensional SQUID arrays models without considering thermal noise have been
previously investigated by Cybart et al., Dalichaouch et al. and Taylor et al., but these models become inaccurate at 77 K where the thermal noise strength is large.

The goal of this work is to introduce a model that accurately calculates the response of 2D SQUID and SQIF arrays operating at 77 K by including the thermal noise from the junction resistors. Our theoretical model assumes overdamped junctions (RSJ model) and includes the magnetic flux coupling due to all the currents flowing in the array as well as the magnetic flux created by the bias leads. The conservation of currents at every vertex of the array is taken into account. In this work we will demonstrate that including thermal noise is crucial to obtain the correct array response for devices operating at high-temperatures (77 K), where the thermal noise plays an important role. We will use this model to compare the time-averaged voltage and the maximum transfer function of 1D and 2D SQUID arrays at $T = 77$ K for different bias currents. We will show that the mutual inductive coupling between SQUID loops is of minor importance to calculate the maximum transfer function and the overall voltage response. Most importantly, we will demonstrate that the voltage response of 1D and 2D SQUID arrays are approximately proportional. And that the maximum transfer function of a 2D SQUID array can be directly related to the maximum transfer function of a dc-SQUID. Furthermore, we will compare 2D SQIF arrays with different SQUID area distributions.

Our paper is structured as follows. In Sec. II we introduce the mathematical framework of our model for 2D SQUID and SQIF arrays. We derive the system of coupled differential equations for the phase differences of the overdamped JJ’s of the array where we include the effects of the mutual inductive coupling between the SQUID loops and the Johnson thermal noise from the JJ resistors. In Sec. III we present our simulation results. In (A) we emphasise the importance of thermal noise and in (B) we study the voltage response of 2D SQUID arrays and the effect of the mutual inductive coupling between SQUID loops. In (C) we investigate the dependence of the maximum transfer function on the device bias current and array size, while in (D) we reveal its dependence on the JJ critical current and the SQUID loop self-inductance. In (E) we show how the maximum transfer function of a 2D SQUID array is related to that of a dc-SQUID. In (F) we discuss the voltage modulation depth of 2D SQUID arrays. And in (G) we present our findings for 2D SQIF arrays. Finally, in Sec. IV we give a summary of our work.

II. MATHEMATICAL MODEL

In Fig. 1 we show a schematic diagram of the 2D SQUID and SQIF arrays under study, which consist of SQUIDs connected by sharing JJs along their sides. The loop areas are identical for SQUID arrays while they differ for SQIF arrays. We use the notation $(N_s, N_p)$-array which is an array with $N_s$ JJs in series and $N_p$ JJs in parallel. The $(1, 2)$-array is the common dc-SQUID, a 1D parallel array is a $(1, N_p)$-array and a serial dc-SQUID array is a $(N_s, 2)$-array. These arrays have $N_c = N_p - 1$ number of SQUIDs in each row, a total number of SQUIDs of $N_{SQ} = N_s \times N_p$ and a total number of JJs of $N_{JJ} = N_s \times N_p$. In this study we assume a grid-like structure, where the heights of the SQUIDs in the same row are equal. The same holds for the widths of the SQUIDs in the same column. In our arrays the JJs are located only in the vertical tracks, which is very different to the so-called JJ-arrays where JJs are also present along the horizontal tracks.

For this study we are assuming uniformly biased arrays, i.e. there are $N_p$ entering and exiting bias leads which carry equal currents $I_b$ (Fig. 1). As the SQUID loops are rectangular it is convenient to define vertical currents $I_v$ and horizontal currents $I_h$ (Fig. 1). Assuming identical overdamped JJs (RSJ model) one derives the current-phase equation

$$I_k(t) = I_c \sin \varphi_k(t) + \Phi_0 \frac{d\varphi_k(t)}{dt},$$

(1)

where $t$ is the time, $I_c$ and $R$ are the critical current and normal resistance of the JJs and $\Phi_0$ the flux quantum. $\varphi_k(t)$ is the time-dependent gauge-invariant phase difference across the $k$th junction and $I_k(t)$ is the noise
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FIG. 1. Diagram of the different currents used in our model for SQUID and SQIF arrays. Arrows indicate the current direction used for Kirchhoff’s Law analysis. In dark blue we show the time-independent bias currents $I_b$. Green arrows represent the vertical currents $I_v$, which have the same direction as the bias currents. Red depicts the horizontal currents $I_h$, and orange arrows represent the horizontal currents $I_v$ flowing along the bottom part of the SQUIDs in the last row. Black crosses indicate JJs. The applied magnetic field $\vec{B}_a$ points upwards perpendicular to the array as indicated. $N_p$ is the number of JJs connected in parallel per row, while $N_s$ is number of rows. Finally $N_c = N_p - 1$ is the number of SQUIDs in parallel (number of columns).
current created by the Johnson thermal noise at the \(k\)th junction.

### A. Kirchhoff’s Law

At each vertex (crossing point between tracks) one can apply Kirchhoff’s law which gives

\[
I_k = J_k - J_{k-1} + I_b, \quad (2)
\]

\[
I_{(n-1)N_p+k} = J_{(n-1)N_c+k} - J_{(n-1)N_c+(k-1)} + I_{(n-2)N_p+k}, \quad (3)
\]

with \(1 < k < N_p\) and \(1 < n \leq N_s\). Here Eq. (2) corresponds to any inside vertex of the top row, and Eq. (3) defines any inside vertex of any other row (i.e. \(1 < n \leq N_s\)). For the first vertex of each row one finds

\[
I_1 = J_1 + I_b, \quad (4)
\]

\[
I_{(n-1)N_p+1} = J_{(n-1)N_c+1} + I_{(n-2)N_p+1}. \quad (5)
\]

Equivalently, for the last vertex of each row one obtains

\[
I_{N_p} = -J_{N_c} + I_b, \quad (6)
\]

\[
I_{nN_p} = -J_{nN_c} + I_{(n-1)N_p}. \quad (7)
\]

Using matrix notation we can combine Eqs. (2)-(7) and obtain

\[
(\hat{K}_I - \hat{K}_J) \vec{I} = \vec{J} + \vec{I}_b, \quad (8)
\]

\[
\vec{I} = \hat{K}_I^{-1} (\hat{K}_J \vec{J} + \vec{I}_b), \quad (9)
\]

where \(\hat{K}_I\) is a square matrix with dimensions \([N_{JJ} \times N_{JJ}]\), and \(\hat{K}_J\) is a matrix with dimensions \([N_{JJ} \times N_SQ]\). The elements of these two matrices are defined as

\[
(\hat{K}_I)_{ij} = \delta_{i,j} - \delta_{i-N_p,j}, \quad (10)
\]

\[
(\hat{K}_J)_{ij} = \delta_{i,j} - \delta_{i-1,j}, \quad (11)
\]

where \(\delta_{i,j}\) is the Kronecker delta.

The current vectors are defined as

\[
\vec{I} = (I_1, I_2, \ldots, I_{N_{JJ}})^T, \quad (12)
\]

\[
\vec{J} = (J_1, J_2, \ldots, J_{N_SQ})^T, \quad (13)
\]

\[
\vec{I}_b = (I_b, I_b, \ldots, I_b, 0, \ldots, 0)^T, \quad (14)
\]

\[
\vec{I}_f = (I_b, I_b, \ldots, I_b)^T, \quad (15)
\]

where the superscript \(T\) means transposition. Note that \(\vec{J}\) does not contain the \(J_k\) currents of the bottom horizontal tracks. The bias current vector \(\vec{I}_b\) has dimension \([N_{JJ}, 1]\) with the first \(N_p\) components equal to \(I_b\) and the rest being zero. And the bias current vector for the leads exiting from the bottom of the array \(\vec{I}_f\) has dimension \([N_p, 1]\).

### B. Geometric and kinetic inductance

Using the second Ginzburg-Landau equation\(^{29}\), we can find a relationship between phases, fluxes and currents of the array. As we only have JJs at the vertical sides of each loop, we can choose a closed path around each loop which will connect the total magnetic flux threading each SQUID with the phases of its two junctions and one obtains

\[
\frac{\Phi_0}{2\pi} (\varphi_{k+1} - \varphi_k) = \Phi_s^L + \Phi_s^B + \mu_0 \lambda^2 \oint_{C_s} \vec{j} \cdot d\vec{l}, \quad (16)
\]

where \(\mu_0\) is the permeability of vacuum, \(\lambda\) the London penetration depth\(^{29}\) of the material and \(\vec{j}\) is the current density along the closed anti-clockwise path \(C_s\) which encircles the \(s\)th SQUID. Here \(s = k - (n - 1)\) where \(k\) is the JJ index and \(n\) the row index. In Eq. (16), \(\Phi_s^L\) is the applied flux threading the \(s\)th SQUID and \(\Phi_s^B\) is the flux threading loop number \(s\) generated by all the currents flowing in the array (including the leads). The applied magnetic flux is \(\Phi_s^L = B_{sa} \cdot a_s^x \cdot a_s^y\), with \(B_{sa}\) the perpendicular applied magnetic field (Fig. 1), and \(a_s^x\) and \(a_s^y\) the width and height of the \(s\)th SQUID loop (Fig. 2).

The flux \(\Phi_s^L\) can be expressed in terms of the partial geometric inductances (\(L_s\)) and currents as

\[
\Phi_s^L = \sum_{n} L_{sn}^L I_n + \sum_{n} L_{sn}^{f, j} J_n^f + \sum_{n} \left[ \sum_{n} L_{sn}^b J_n^b \right]. \quad (17)
\]

\(L_{sn}^L\) are the partial inductance terms, where the first subscript, \(s\), defines the SQUID loop where the magnetic flux is induced, and the second subscript defines the current creating that flux. The superscript indicates the different superconductor tracks, i.e. vertical (\(v\)), horizontal (\(H\)), bottom horizontal tracks of the array (\(hf\)).
and bias leads (b) where \( L_{kn}^b = L_{kn}^{in} + L_{kn}^{out} \) with \( L_{kn}^{in} \) and \( L_{kn}^{out} \) the partial inductances of the top and bottom bias leads.

Because in our case the Pearl penetration depth \( \Lambda = \lambda^2 / d \) (\( d \) is the film thickness) satisfies \( w / 2 \ll \Lambda \), the current density \( \vec{j} \) is approximately homogeneous across tracks. Therefore the last term in Eq. (16) becomes

\[
\mu_0 \lambda^2 \oint_{C_s} \vec{j} \cdot d\vec{l} = \frac{\mu_0 \Lambda}{w} (a_y^k [I_k - I_{k+1}] + a_x^k [J_s - J_{s+N_s}]) .
\]

(18)

The terms \( \mu_0 \lambda^2 a_y^k \) and \( \mu_0 \lambda^2 a_x^k \) are the partial kinetic inductances of the \( s \)th SQUID loop. In order to simplify notation, from this point onward, we incorporate the partial kinetic inductance terms into the partial geometric self-inductances in Eq. (17).

Writing Eqs. (16) and (17) in matrix notation, one derives

\[
\Phi_0 \frac{1}{2\pi} \hat{D} \vec{\varphi} = \vec{\Phi}_a + L_V \vec{I} + L_H \vec{J} + L_{hf} \vec{J}_f + L_b \vec{I}_b,
\]

(19)

with \( \vec{\varphi} = (\varphi_1, \varphi_2, \ldots, \varphi_{N_{JJ}}, \varphi_{N_{sSQ}})^T \) and \( \vec{\Phi}_a = (\Phi_1, \Phi_2, \ldots, \Phi_{N_{sSQ}})^T \).

\( \hat{D} \) is a matrix of dimensions \( [N_{SQ} \times N_{JJ}] \) defined as

\[
\hat{D}_{ij} = \delta_{i,j-1} - \delta_{i,j},
\]

(20)

C. Phase-difference dynamics of the array

To derive a system of coupled differential equations for the phase-differences \( \varphi_k \) that describes the array dynamics, we need to express Eq. (1) in terms of the time-dependent phase-differences \( \varphi_k(\tau) \) and time-independent quantities. To achieve this, we start by writing Eq. (19) in terms of the horizontal currents \( J_k \).

We note that the current-vector \( \vec{J}_f \) (Fig. 1) can be expressed in terms of \( \vec{I} \) and \( \vec{I}_f \) as

\[
\vec{J}_f = \vec{N}_f \vec{I}_f - \vec{N}_f \vec{I},
\]

(21)

where the matrices \( \vec{N}_f \) and \( \vec{N}_f \) ensure conservation of current at the vertices at the bottom part of the array. The dimensions of \( \vec{N}_f \) and \( \vec{N}_f \) are \([N_c \times N_p]\) and \([N_c \times N_{JJ}]\) respectively, and these matrices are defined as

\[
\left( \vec{N}_f \right)_{ij} = \sum_{k=1}^{i} \delta_{k,j},
\]

(22)

\[
\left( \vec{N}_f \right)_{ij} = \sum_{k=1}^{i} \delta_{N_{JJ} - N_p + k,j}.
\]

(23)

Using Eqs. (20) and (23), we rewrite Eq. (19) as

\[
\Phi_0 \frac{1}{2\pi} \hat{D} \vec{\varphi} = \vec{\Phi}_a + L_V \vec{I} + L_H \vec{J} + L_b \vec{I}_b + L_{hf} \vec{N}_f \vec{I}_f,
\]

(24)

where we have defined \( \vec{L}_f = \left( \vec{L}_f - L_{hf} \vec{N}_f \right) \).

Finally using conservation of current, Eq. (9), we can express the phase-current equation, Eq. (24), only in terms of the \( \vec{J} \) currents, which gives

\[
\Phi_0 \frac{1}{2\pi} \hat{D} \vec{\varphi} = \vec{\Phi}_a + \vec{L}_f \vec{I},
\]

(25)

where \( \vec{L} = \left( \vec{L}_V \vec{K} + \vec{L}_H \right) \) with \( \vec{K} = \vec{K}_f^{-1} \vec{K}_J \), and \( \vec{\Phi}_a = \vec{\Phi}_a + \left( \vec{L}_V \vec{K}_f^{-1} + \vec{L}_b \right) \vec{I}_b + \vec{L}_{hf} \vec{N}_f \vec{I}_f \) are time-independent vectors.

Next step is to express Eq. (1) in matrix form, i.e.

\[
\vec{I} = \vec{i}_n = \sin (\vec{\varphi}(\tau)) + \frac{d\vec{\varphi}(\tau)}{d\tau},
\]

(26)

where \( \vec{\varphi} \) is a vector with components \( \sin(\varphi_k) \), \( \tau = \omega_c t \) is the normalized time with \( \omega_c = 2\pi R_I / \Phi_0 \) the characteristic frequency, and \( \vec{i}_n = \vec{i}_n / I_c \) is the normalized noise current vector.

Finally, combining Eqs. (1), (25) and (26), we obtain a coupled system of first-order non-linear differential equations for \( \varphi_k(\tau) \) that describes the time evolution of the array as

\[
\frac{d\vec{\varphi}}{d\tau} = \left[ \vec{i}_n - \sin (\vec{\varphi}) + \frac{\Phi_0}{2\pi I_c} \vec{K} \hat{L}^{-1} \hat{D} \vec{\varphi} + \vec{C} \right],
\]

(27)

where \( \vec{C} = \left( \vec{K}_f^{-1} \vec{I}_b - \vec{K} \hat{L}^{-1} \vec{\Phi}_n \right) / I_c \) is a vector with time-independent components. Equation (27) is the key equation of our paper.

D. Thermal noise and numerical method

To generate the individual thermal noise at each JJ we use the approach used by Tesche and Clarke13 and Voss14. The normalized noise currents are generated at each time-step using random number generators that follow a Gaussian distribution where its mean and mean-square-deviation satisfy

\[
\overline{\vec{i}_{n,k}} = 0,
\]

\[
\overline{\vec{i}_{n,k}^2} = 2\Gamma / \Delta \tau.
\]

Here \( \Gamma \) is the thermal noise strength

\[
\Gamma = \frac{2\pi k_B T}{\Phi_0 I_c},
\]

(28)

where \( k_B \) is the Boltzmann constant, \( T \) the device operating temperature and \( \Delta \tau \) the normalized time-step used when solving Eq. (27) numerically. In this work we use \( T = 77 \) K and \( \Delta \tau = 0.1 \).

We have solved Eq. (27) using numerical integration: to do so one must choose the initial conditions of the JJ
phase differences $\varphi_k(0)$. We found that a good choice for the initial condition of the overdamped system of Eq. \[27\] is

$$\varphi_{k+1}(0) = \varphi_k(0) + \frac{2\pi \Phi_0}{\Phi_0},$$  \tag{29}$$

where $\varphi_{1+N_p(n-1)}(0) = 0$ for the first JJ of each row $n$. The Euler method and Runge-Kutta 4th order method were both tested and gave convergent results. The data presented in this paper have been obtained using the Euler method since it was computationally faster.

E. Voltage of 2D arrays

Once Eq. \[27\] is solved, we can integrate the second Josephson equation, i.e. $V_k(t) = \Phi_0 \frac{\partial v_k(t)}{\partial \varphi_k(t)}$, to obtain the time-averaged voltage $V_k$ at the $k^{th}$ JJ. Then, the normalised time-averaged voltage is $\bar{v}_k = V_k/(I_c R)$. The normalised time-averaged voltage $\bar{v}$ across the whole array, between top and bottom leads, is given by

$$\bar{v} = \sum_{n=0}^{N_s-1} \frac{1}{N_P} \sum_{k=nN_p+1}^{(n+1)N_p} \bar{v}_k.$$  \tag{30}$$

The time-averaged voltages across JJs in the same row are identical. Averaging over voltages in the same row as in Eq. \[30\] improves the numerical accuracy. In this work $10^5$ time-iterations were needed to achieve a voltage numerical error of less than 1%. In case of the transfer function, which is the derivative of the voltage with respect of the applied flux, smoother voltage curves are needed in order to achieve sufficient accuracy. Thus, when calculating the transfer function, $10^6$ time-iterations were used.

III. SIMULATION, RESULTS AND DISCUSSION

The time-averaged normalised voltage $\bar{v}$ of a $(N_s, N_p)$-array with uniform bias current injection depends on the parameter set \{$N_s, N_p, I_c, L, T, I_b, \Phi_0$\} where $L$ represents all the partial inductances. The parameter set is particularly large for SQIF arrays where the SQUID loops have different sizes. The operating temperature $T$ is taken as fixed, while $I_b$ and $\Phi_0$ depend on external sources and can be easily adjusted. The bias current $I_b$ can be tuned to optimise the voltage modulation depth, $\Delta \bar{v} = \max(\bar{v}) - \min(\bar{v})$, and $\Phi_0$ can be adjusted to find the maximum transfer function $\bar{v}_{\max} = \max(\partial \bar{v}/\partial \varphi)$ for a given $I_b$. $\bar{v}_{\max}$ can then be optimised by finding the optimal $I_b$. If the mutual inductive coupling between SQUID loops can be neglected, the set of parameters for $\bar{v}_{\max}$ of a SQUID array reduces to \{$N_s, N_p, I_c, L_s, I_b$\} where $L_s$ is the SQUID loop self-inductance. In this case, the alternative set \{$N_s, N_p, \beta_L, \Gamma, I_b$\} can be used, where $\beta_L$ is the screening parameter, $\beta_L = 2L_s I_c/\Phi_0$ and $I_b = I_b/I_c$.

In this study we consider arrays with film thickness $d = 0.22 \ \mu m$, junction width $w = 2 \ \mu m$, London penetration depth $\lambda = 0.4 \ \mu m$ and bias lead lengths $100 \ \mu m$, and the device operating temperature is fixed at $T = 77 K$. Also, unless stated otherwise, we use square-SQUID loops $a_x = a_y = 10 \ \mu m$ and a critical current of $I_c = 20 \ \mu A$ which is commonly found for HTS JJs.\[27\] These values give $\beta_L = 0.7$ and $\Gamma = 0.16$ (Eq. \[28\]). In this paper we calculate the inductance by assuming homogeneous current density across the superconducting tracks. For the geometric partial inductances we apply the analytical expressions derived by Hoer and Love.\[31\] If more accurate inductance calculations are needed in the case of wider tracks, one can obtain the inductances using finite element methods such as 3D-MLSI or FastHenry and implement them in our model.

In the $\beta_L << 1$ limit, our model shows an excellent agreement with the analytical formula given by Oppenländer et al.\[13\] for 1D SQUID arrays.

A. The importance of thermal noise

YBCO step-edge JJs at $T = 77 K$ typically have a critical current of $I_c = 20 \ \mu A$\[23\] and thus $\Gamma = 0.16$. In our calculations we can turn off the effect of the thermal noise by setting $\Gamma = 0$.

Figure 3(a) compares $\bar{v}(\phi_a)$ curves, where $\phi_a = \Phi_a/\Phi_0$, of a $(1, 1)$-SQUID array for $\Gamma = 0.16$ with curves for $\Gamma = 0$ at $I_b = 0.5, 0.75$ and 1. $\bar{v}(\phi_a)$ of a 1D or 2D SQUID array is periodic in $\phi_a$ with period 1 like in the case of a symmetric dc-SQUID. For $I_b < 1$ the dashed $\Gamma = 0$ curves show zero voltage regions while with thermal noise the SQUID array is always in a non-zero voltage state for $I_b > 0$. In Fig. 3(b) we show the corresponding transfer function $\bar{v}_\phi(\phi_a) = \partial \bar{v}(\phi_a)/\partial \phi_a$, which demonstrates that thermal noise strongly decreases the transfer function $\bar{v}_\phi$. Thus, it is crucial to include the effect of thermal noise when calculating the behaviour of 2D SQUID arrays at 77 K for typical $I_c$ values.

B. Voltage versus magnetic flux response of $(N_s, N_p)$-SQUID arrays

Figure 4(a) shows the $N_s$-normalised voltage $\bar{v}/N_s$ versus $\phi_a$ at different $I_b$ for four different $(N_s, N_p)$-SQUID arrays, i.e. for $(1, 2)$, $(1, 11)$ $(10, 2)$ and $(10, 11)$. The $\bar{v}/N_s$ of narrow arrays with $N_p = 2$ are displayed in red and the wider arrays with $N_p = 11$ in blue. The solid curves belong to the short arrays (1D parallel arrays) with $N_s = 11$ while the dashed curves are the long arrays with $N_s = 10$. Figure 4(a) reveals the validity of the scaling approximation.
sharp voltage dips and thus the applied flux $\phi^*_a$ that maximises the transfer function is smaller for the wider arrays.

Figure 4(b) illustrates for $N_s = 10$ the effect of the mutual inductances on $\bar{v}(\phi_a)$ for $N_p = 2$ and 11 at different $i_b$. Here $\beta_L = 0.7$ and $\Gamma = 0.16$. The dashed lines are with mutual inductances while the black solid lines without them. Only minor differences are noticeable for the overall voltage response. Interestingly, Dalichaouch et al. claimed that mutual inductances are important to obtain the correct transfer function and voltage response, but their calculations have been done without thermal noise at $\Gamma = 0$. The computational time needed for our simulations did not increase significantly when mutual inductances were included, and therefore the simulations presented in this paper are with mutual inductances.

**C. Maximum transfer function dependence on the bias current**

In Fig. 5(a) we show the normalised maximum transfer function $\bar{v}^{\text{max}}_a/N_s = \max(\partial \bar{v}/\partial \phi_a)/N_s$ versus the bias current, $i_b = I_b/I_c$, for six different $(N_s, N_p)$-SQUID arrays operating at $T = 77$ K. The solid lines with diamond symbols correspond to 1D SQUID arrays and the dashed lines with circles describe 2D SQUID arrays with $N_s = 10$. The colours describe the number of junctions in parallel of each array, i.e. red for $N_p = 2$, green for $N_p = 5$ and blue for $N_p = 11$. From Fig. 5(a) we can see that an optimal bias current $i_b^{\text{opt}}$ exists for each array with $i_b^{\text{opt}} \approx 0.75$. The figure also reveals that the scaling approximation (Eq. 31) is valid for the $\bar{v}^{\text{max}}_a$ within about 20% at bias currents close to the $i_b^{\text{opt}}$. For larger bias currents the maximum transfer functions scale very well with $N_s$ for all $N_p$ studied. Figure 5(a) further shows a significant increase of $\bar{v}^{\text{max}}_a/N_s$ from $N_p = 2$ to 5. This is due to the sharpening of the dip of $\bar{v}(\phi_a)$ with $N_p$, which could also be seen in Fig. 5(a) comparing the $N_p = 2$ arrays with the $N_p = 11$ ones. This effect has previously been reported by Oppenländer et al. for uniformly biased SQIF arrays at $T = 0$ K. While in Fig. 5(a) there is a large difference between $N_p = 2$ and 5, this is not the case for $N_p = 5$ and 11. The reason for this will be discussed below.

The applied flux $\phi^*_a$ that maximises the transfer function $\partial \bar{v}/\partial \phi_a$ at $i_b^{\text{opt}} = 0.75$ is shown in Fig. 5(b) as a function of $N_p$ for $N_s = 1$ and 10. While $\phi^*_a \approx 0.25$ for a dc-SQUID and dc-SQUID in series, $\phi^*_a$ drops to $\phi^*_a \approx 0.07$ for wider arrays with $N_p \geq 5$. There is not much difference in $\phi^*_a$ for $N_s = 1$ and $N_s = 10$.
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\[ \bar{v}^s(N_s, N_p) \approx N_s \times \bar{v}(1, N_p). \]  

When comparing the dashed curves with the solid ones in Fig. 3(a), one can see that the scaling approximation Eq. (31) holds reasonably well for certain $i_b$ and $\phi_a$, in particular for not too small $i_b$ and $\phi_a$ values. We will discuss the validity of the scaling approximation in more detail further below. Comparing the $N_p = 2$ with the $N_p = 11$ curves shows that the wider arrays produce sharper voltage dips, and thus the applied flux $\phi^*_a$ that maximises the transfer function is smaller for the wider arrays.

When comparing the dashed curves with the solid ones in Fig. 3(a), one can see that the scaling approximation Eq. (31) holds reasonably well for certain $i_b$ and $\phi_a$, in particular for not too small $i_b$ and $\phi_a$ values. We will discuss the validity of the scaling approximation in more detail further below. Comparing the $N_p = 2$ with the $N_p = 11$ curves shows that the wider arrays produce sharper voltage dips, and thus the applied flux $\phi^*_a$ that maximises the transfer function is smaller for the wider arrays.

Figure 4(b) illustrates for $N_s = 10$ the effect of the mutual inductances on $\bar{v}(\phi_a)$ for $N_p = 2$ and 11 at three different $i_b$. Here $\beta_L = 0.7$ and $\Gamma = 0.16$. The dashed lines are with mutual inductances while the black solid lines without them. Only minor differences are noticeable for the overall voltage response. Interestingly, Dalichaouch et al. claimed that mutual inductances are important to obtain the correct transfer function and voltage response, but their calculations have been done without thermal noise at $\Gamma = 0$. The computational time needed for our simulations did not increase significantly when mutual inductances were included, and therefore the simulations presented in this paper are with mutual inductances.

**C. Maximum transfer function dependence on the bias current**

In Fig. 5(a) we show the normalised maximum transfer function $\bar{v}^{\text{max}}_a/N_s = \max(\partial \bar{v}/\partial \phi_a)/N_s$ versus the bias current, $i_b = I_b/I_c$, for six different $(N_s, N_p)$-SQUID arrays operating at $T = 77$ K. The solid lines with diamond symbols correspond to 1D SQUID arrays and the dashed lines with circles describe 2D SQUID arrays with $N_s = 10$. The colours describe the number of junctions in parallel of each array, i.e. red for $N_p = 2$, green for $N_p = 5$ and blue for $N_p = 11$. From Fig. 5(a) we can see that an optimal bias current $i_b^{\text{opt}}$ exists for each array with $i_b^{\text{opt}} \approx 0.75$. The figure also reveals that the scaling approximation (Eq. 31) is valid for the $\bar{v}^{\text{max}}_a$ within about 20% at bias currents close to the $i_b^{\text{opt}}$. For larger bias currents the maximum transfer functions scale very well with $N_s$ for all $N_p$ studied. Figure 5(a) further shows a significant increase of $\bar{v}^{\text{max}}_a/N_s$ from $N_p = 2$ to 5. This is due to the sharpening of the dip of $\bar{v}(\phi_a)$ with $N_p$, which could also be seen in Fig. 5(a) comparing the $N_p = 2$ arrays with the $N_p = 11$ ones. This effect has previously been reported by Oppenländer et al. for uniformly biased SQIF arrays at $T = 0$ K. While in Fig. 5(a) there is a large difference between $N_p = 2$ and 5, this is not the case for $N_p = 5$ and 11. The reason for this will be discussed below.

The applied flux $\phi^*_a$ that maximises the transfer function $\partial \bar{v}/\partial \phi_a$ at $i_b^{\text{opt}} = 0.75$ is shown in Fig. 5(b) as a function of $N_p$ for $N_s = 1$ and 10. While $\phi^*_a \approx 0.25$ for a dc-SQUID and dc-SQUID in series, $\phi^*_a$ drops to $\phi^*_a \approx 0.07$ for wider arrays with $N_p \geq 5$. There is not much difference in $\phi^*_a$ for $N_s = 1$ and $N_s = 10$.  

\[ \bar{v}(N_s, N_p) \approx N_s \times \bar{v}(1, N_p). \]  

When comparing the dashed curves with the solid ones in Fig. 3(a), one can see that the scaling approximation Eq. (31) holds reasonably well for certain $i_b$ and $\phi_a$, in particular for not too small $i_b$ and $\phi_a$ values. We will discuss the validity of the scaling approximation in more detail further below. Comparing the $N_p = 2$ with the $N_p = 11$ curves shows that the wider arrays produce sharper voltage dips, and thus the applied flux $\phi^*_a$ that maximises the transfer function is smaller for the wider arrays.
FIG. 4. (a) $\bar{v}/N_s$ versus $\phi_a$ for different bias currents $i_b$ at $T = 77$ K. Four different SQUID arrays are shown. In blue SQUID arrays with $N_p = 11$, in red SQUID arrays with $N_p = 2$. Solid lines represent 1D arrays ($N_s = 1$) and dashed lines represent 2D arrays with $N_s = 10$. (b) $\bar{v}/N_s$ versus $\phi_a$ with and without mutual inductances for $(10,N_p)$-arrays with $N_p = 2$ (red) and $N_p = 11$ (blue). The black solid curves are without mutual inductances, labelled “self-ind.”, while the dashed curves are with mutual inductances, labelled “mutual ind”.

D. Maximum transfer function dependence on critical current and SQUID self-inductance

Previously we have seen that the contribution of the mutual inductance for these kind of arrays is negligible, and therefore either $L_s$ and $I_c$ or $\beta_L$ and $\Gamma$ can be used as array parameters.

Using $L_s = 36.6$ pH, which corresponds to a SQUID loop size of $a_x = a_y = 10 \mu$m, in Fig. 6(a) we show the normalised maximum transfer function $\bar{v}_{\phi}^{\text{max}}/N_s$ versus the bias current $i_b$ for arrays with different $I_c$. Colours depict different critical currents, i.e. in red for $I_c = 10$.

FIG. 5. (a) Normalised maximum transfer function $\bar{v}_{\phi}^{\text{max}}/N_s$ versus bias current $i_b$ at $T = 77$ K for six different SQUID arrays, i.e. three 1D arrays (solid lines with diamond symbols) and three 2D arrays with $N_s = 10$ (dashed lines with circles). Colors indicate the number of JJs in parallel: $N_p = 2$ (red), $N_p = 5$ (green) and $N_p = 11$ (blue). (b) Applied magnetic flux $\phi_\ast$ that maximises $\bar{v}_{\phi}$ versus $N_p$ for $(1,N_p)$-SQUID arrays (solid lines with diamonds) and $(10,N_p)$-SQUID arrays (dashed lines with circles) at $77$ K for the optimal bias current $i_b^{\text{opt}} = 0.75$. 

\[ \bar{v}_{\phi} = \frac{\bar{v}}{N_s} \]
E. Maximum transfer function dependence on \( N_s \) and \( N_p \) and the coupling radius

To understand better the dependence of the maximum transfer function \( \bar{v}_\phi \) on the array dimensions, \( N_s \) and \( N_p \), at \( T = 77 \) K we show in Fig. 6 a three-dimensional plot using a bias current of \( i_b = 0.75 \), which is close to the optimal bias current for most arrays. Figure 7 clearly shows the linear dependence on \( N_s \). In contrast, \( \bar{v}_\phi \) initially increases with \( N_p \) up to \( N_p^* \approx 5 \), followed by a small decrease and a plateau for larger \( N_p \). \( N_p^* \) does not depend on \( N_s \). This plateauing behaviour was previously reported for 1D parallel array calculations at \( T = 0 \) K by Kornev et al.\cite{21,22} and also by Mitchell et al.\cite{23}. Kornev et al\cite{21,22} explained this behaviour by the concept of a “coupling radius” (or “interaction radius”) \( N_p^* \), which arises because the array acts as an R-L network, which, depending on its operating frequency, only allows \( N_p^* \) parallel JJs to couple or interact. According to Kornev et al\cite{22}, \( N_p^* \) depends on the normalised coupling impedance \( \omega L \) of the array which can be expressed as \( \omega L = \pi \beta_L \bar{v}(i_b, \phi_b) \).

Importantly, Fig. 7 reveals that \( \bar{v}_\phi(N_s, N_p) \) can be approximated by

\[
\bar{v}_\phi(N_s, N_p) \approx \frac{N_s \tilde{N}_p}{2} \times \bar{v}_\phi^{\max}(1, 2),
\]

with \( \tilde{N}_p = N_p \) if \( N_p < N_p^* \) and \( \tilde{N}_p = N_p^* \) if \( N_p \geq N_p^* \).
where $\bar{v}_\phi^{\text{max}}(1,2)$ is the maximum transfer function of the dc-SQUID. $N_p^*$ increases with decreasing the self-inductance $L_s$ and $N_p^* \to \infty$ if $L_s \to 0$.

FIG. 7. Maximum transfer function $\bar{v}_\phi^{\text{max}}$ versus $N_s$ and $N_p$ at $T = 77$ K for a bias current $i_b = 0.75$. The SQUID arrays have square SQUID loops, i.e. $a_x = a_y = 10$ µm ($L_s = 36.6$ pH), $I_c = 20$ µA ($\beta_L = 0.7$ and $\Gamma = 0.16$), and $N_p^*$ is about 5.

F. Voltage modulation depth dependence on bias current

In Fig. 8 we study the same arrays as in Fig. 5(a), but in this case instead of the $\bar{v}_\phi^{\text{max}}$ we analyse the normalised voltage modulation depth $\Delta \bar{v}/N_s = (\max(\bar{v})-\min(\bar{v}))/N_s$ versus the bias current $i_b = I_b/I_c$ operating at $T = 77$ K. Solid lines with diamond symbols correspond to 1D SQUID arrays and dashed lines with circles describe 2D SQUID arrays with $N_s = 10$. The colours indicate the number of JJ in parallel, i.e. red for $N_p = 2$, green for $N_p = 5$ and blue for $N_p = 11$. From Fig. 8 we can see that an optimal bias current $i_b^{\text{opt}}$ exists for each array with $i_b^{\text{opt}} \approx 0.7 - 0.8$. One can also see that the scaling approximation (Eq. 31) holds very well for $N_p = 2$ and 5. For $N_p = 11$ the scaling approximation holds within 10% in the region close to $i_b^{\text{opt}}$. The optimal bias current for $N_p = 11$ is slightly different between the 1D and 2D arrays, being $i_b^{\text{opt}} \approx 0.7$ for the 2D array and $i_b^{\text{opt}} \approx 0.75$ for the 1D one.

Comparing Figs. 5(a) with Fig. 8 reveals that $i_b^{\text{opt}}$ for $\Delta \bar{v}/N_s$ and for $\bar{v}_\phi^{\text{max}}/N_s$ are very similar, and therefore experimentally one could use the maximum voltage modulation depth to obtain the optimal bias current of the maximum transfer function.

FIG. 8. Normalised voltage modulation depth $\Delta \bar{v}/N_s$ versus bias current $i_b$ at $T = 77$ K for three 1D arrays (solid lines with diamonds) and three 2D arrays with $N_s = 10$ (dashed lines with circles). Colors indicate the number of JJs in parallel: $N_p = 2$ (red), $N_p = 5$ (green) and $N_p = 11$ (blue).

G. Voltage versus magnetic flux response of $(N_s, N_p)$-SQIF arrays

For some applications like absolute field magnetometers the periodicity of the $\bar{v}(\phi_a)$ response of dc-SQUIDs and SQUID arrays is not a desirable feature since it does not offer a unique response. For these kind of applications SQIF arrays are preferred because the periodicity with the magnetic flux is broken by introducing a spread in the SQUID loop areas of the array. The array structures considered in our model follow grid-like patterns. This kind of structure implies that SQUIDs in the same row must have same height and SQUIDs in the same column must have same width (see Fig. 1). With these two restrictions in mind, we can create a SQIF response by changing the width and/or height of the SQUID loops.

In Fig. 9(a) we show the voltage $\bar{v}$ versus the averaged magnetic flux $\langle \phi_a \rangle = \sum_{s=1}^{N_S} \phi_a^s/N_S$ of five different SQIF arrays at $T = 77$ K and $i_b = 1$. All these arrays have eleven junctions in parallel ($N_p = 11$), and the colours of the curves indicate the number of SQUIDs in series, with red $N_s = 1$, blue $N_s = 3$ and green $N_s = 5$. The SQIFs represented with dashed lines are created by only varying the width $a_x$ of the SQUIDs using random normal distributed values with a standard deviation of $\sim 30\%$. The 2D SQIFs ($N_s = 3$ and 5) represented with solid lines are obtained by adding a $\sim 30\%$ spread in the height $a_y$ of the SQUIDs. Figure 9(a) shows that the SQIFs with spreads in both directions have less promi-
nent secondary peaks than the SQIFs with spread only in $a_x$. The modulation depth of the main dip gets slightly reduced for spreads in both $a_x$ and $a_y$.

In Fig. 9(b) we can see more clearly the effects of considering loop area spreads in both $a_x$ and $a_y$. By adding the spread in the loop width of each column and in the loop height of each row we achieve a larger spread in the SQUID loop areas which creates stronger destructive interference.

Instead of generating SQIF arrays using randomly generated spreads with a given mean value, one could generate the SQUID loops in a systematic manner. One choice, that has been used before for 1D SQIF array, is using Gaussian arrays to determine the height of each row and width of each column. A systematic method would further reduce secondary peaks since it would ensure distinct SQUID loop areas. It also could help to achieve greater linearity of $\bar{v}(\phi_a)$ around $\phi_a^{opt}$.

IV. SUMMARY

In this paper we presented a theoretical model which describes the behaviour of 1D and 2D SQUID and SQIF arrays for uniform bias current injection at $T = 77$ K. Besides the parameters that characterise a single dc-SQUID here the number $N_s$ of SQUID rows and the number $N_p$ of JJs in parallel as well as the mutual inductive coupling between SQUID loops become additional parameters. The largest arrays size that we studied was $(N_s, N_p) = (10, 11)$.

Our results showed that the inclusion of Johnson thermal noise is paramount for correctly predicting the voltage response and the maximum transfer function. By turning the mutual inductances on and off we elucidated the role of the inductive coupling between SQUID loops, revealing that the contribution from mutual inductances is negligibly small for these array sizes.

Furthermore, our simulations established the validity of an approximate scaling behaviour for the voltage in the form $\bar{v}(N_s, N_p) \approx N_s \times \bar{v}(1, N_p)$ for certain bias currents and applied fluxes. Such an approximate scaling was also found for the maximum transfer function and is most accurate for narrow arrays and large bias currents. The applied magnetic flux that maximises the transfer function was found to decrease with increasing $N_p$.

We demonstrated that the maximum transfer function can be be optimised with a bias current $i_{opt}$ which depends only weakly on our choice of the SQUID self-inductance and JJ critical current.

Most importantly, our simulations revealed that the maximum transfer function of a 2D SQUID array is proportional to the maximum transfer function of the corresponding dc-SQUID and scales with $N_s N_p^*/2$ or $N_s N_p^*/2$ where $N_p^*$ is the so called coupling radius.

Our calculations also showed that the bias current which optimises the maximum transfer function also optimises the voltage modulation depth of 2D-SQUID arrays.
In addition, we studied 2D SQIF arrays where we compared arrays which only had a spread in the SQUID loop height with arrays with spreads in both SQUID loop height and width. We showed that increasing the spread in both directions further reduces secondary oscillations in the voltage response.

Our work offers researchers a theoretical model that can accurately simulate 1D and 2D SQUID and SQIF arrays made from HTS materials as it fully includes thermal noise. The model could be used in the future to further deepen our understanding of the complicated parameter dependence of 2D SQUID and SQIF arrays.