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Abstract

The effective quasistatic conductivity of composite polymeric electrolytes is studied in terms of a hard-core–penetrable-layer model. Used to incorporate the interface phenomena (such as amorphization of the polymer matrix around filler particles, stiffening effect by those on the amorphous phase, irregularities of the filler grains’ surfaces, etc.), the layers are assumed to be electrically inhomogeneous, consisting of a finite or infinite number of concentric uniform shells. The rules of dominance, imposed on the overlapping regions, are equivalent to the requirement that the local electric properties in the system be determined by the distance from the point of interest to the nearest particle’s center. The desired conductivity is calculated using our original many-particle (compact-group) approach which, however, avoids an in-depth elaboration of polarization and correlation processes. The result is expressed through the electrical and geometrical parameters of the constituents. Contrasting it with experiment reveals that the theory adequately describes the effective conductivity as a function of the filler concentration and temperature for a number of polymeric composites based on poly(ethylene oxide) or oxymethylene-linked poly(ethylene oxide) and is more flexible in comparison with other theories.
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1 Introduction

It has been shown experimentally [1 2 3 4 5 6 7] that the effective electrical conductivity $\sigma_{\text{eff}}$ of composite polymeric electrolytes (CPEs) comprising nano- or microsized filler particles embedded into a polymer matrix demonstrates a nonmonotonic behavior with the filler volume concentration $c$. One typically observes a considerable increase in $\sigma_{\text{eff}}$ at small $c$, even if nonconductive particles are added, followed up by a decrease in $\sigma_{\text{eff}}$ at high $c$. The maximum value of $\sigma_{\text{eff}}$ can exceed the electrical conductivity of the pure matrix by up to three orders of magnitude. This property makes CPEs useful materials for numerous electrochemical applications, such as batteries, supercapacitors, fuel cells, sensors, displays, etc. [8 9 10 11 12 13 14 15].
Qualitatively, the indicated behavior of $\sigma_{\text{eff}}$ is explained by the formation of a highly-conductive amorphous polymer phase around filler particles due to retardation of the polymer crystallization process by them [16]. As $c$ is low, the volume fraction of the amorphous regions increases almost additively, leading to an increase in $\sigma_{\text{eff}}$. As $c$ is high, that decreases, and so does $\sigma_{\text{eff}}$. The existence of such an amorphous phase has been confirmed experimentally by, say, NMR [17], DSC [2, 18], Raman spectroscopy [19], and X-ray investigations [3, 20, 21].

Analytical theories of $\sigma_{\text{eff}}$ for systems of spherical particles are represented by various combinations, such as [2, 16, 22, 23, 24, 25], of the classical one-particle approaches by Maxwell-Garnett [26, 27, 28] and Bruggeman (“effective medium”) [29, 30] applied to systems of hard core-shell particles. They pursue the idea [31, 32] that each particle and the adjacent interphase can be viewed as a single “complex particle”, with its effective conductivity found through the effective response of the isolated complex particle to a uniform field. In this way, the original three-phase system is reduced to a two-phase one whose effective conductivity is found again by the standard one-particle methods [26, 27, 28, 29, 30] or their modifications. Introducing different quasi-two-phase models of CPEs for the limiting cases of low and high values of $c$ [22, 33, 34], and sewing the solutions at the concentration $c^*$ corresponding to the maximum of $\sigma_{\text{eff}}$, the functional form of $\sigma_{\text{eff}}$ is obtained for the entire range of $c$. As a result, the dependence of $\sigma_{\text{eff}}$ upon $c$ has a nonphysical cusp at $c = c^*$, with $c^*$ being a fitting parameter. Finally, assuming the validity of the empirical Vogel–Tamman–Fulcher (VTF) equation [18] for the shell conductivity and postulating a certain dependence of $T_0$ upon $c$, the expression for $\sigma_{\text{eff}}$ can be obtained which is claimed [4] to reproduce both the concentration and temperature dependences of $\sigma_{\text{eff}}$.

In our opinion, repeated applications of homogenization procedure to the same system, oversimplification of it to one-particle approaches, and presence of a number of fitting parameters testify that the above theories cannot be considered as fully consistent. This fact necessitates the development of new approaches to the problem.

In this paper, we present a theory for $\sigma_{\text{eff}}$ of CPEs viewed as macroscopically homogeneous and isotropic 3D dispersions of hard-core particles encompassed by penetrable (freely overlapping) layers. Such models have already been proposed and thoroughly studied in random resistor network simulations [7, 16, 35, 36]. Our analytical calculations are based upon the compact-group approach (CGA) [37, 38, 39, 40] and its results [41, 42] for the case of homogeneous layers. Even in this simplest case, the theory has proven to be efficient in describing $\sigma_{\text{eff}}$ of percolating dispersions [41] and colloidal suspensions of nanosized particles [42]. Here, we generalize results [41, 42] to the case of inhomogeneous (multi-shell and continuous) penetrable layers to show that the functional forms of the theoretical concentration and temperature dependences obtained for $\sigma_{\text{eff}}$ are sufficient to describe, in a single way, extensive experimental data [2, 4] for a series of CPEs based on poly(ethylene oxide) (PEO) and oxymethylene-linked PEO (OMPEO): PEO–NaI–NASICON [sodium (Na) Super Ionic CONductor Na$_3$Zr$_2$P$_{0.8}$Si$_{2.2}$O$_{12}$] [2], (PEO)$_{10}$–NaI–$\theta$-Al$_2$O$_3$ [4], PEO–LiClO$_4$–PAAM (polyacrylamid) [2, 4], and OMPEO–PAAM–LiClO$_4$ [4].

Three crucial features of the theory should be emphasized.

1. We use the notion of penetrable layers as a feasible mathematical way of modelling the mesoscale structure of real CPEs. Formally embedding hard-core–penetrable-layer particles into a uniform matrix and imposing a certain order of dominance for the overlapping constituents (see subsection 2.2), we actually require that the local properties of the resulting physical system be determined by the distance from the point of interest to the center of the nearest particle. In the case of homogeneous layers, we associate the regions occupied by the layers with a homogeneous amorphous polymer phase. Finally, taken the layers to be inhomogeneous, say, consisting of a number of concentric shells, we introduce an inhomogeneous amorphous phase and other mesostructural
units in real CPEs.

2. For a system with overlapping constituents, the concepts of an individual particle and its conductivity become ambiguous. Consequently, neither one-particle classical approaches, nor any combinations of them are applicable. In contrast, the CGA is a consistent many-particle approach whose results are expected to be rigorous in the quasistatic limit. The analysis within the CGA requires no in-depth elaboration of polarization and correlation processes, but reduces to simple modeling of the complex dielectric permittivity distribution in the system, calculations and summation of the moments of its local deviations from the effective complex permittivity, and obtaining an integral relation for $\sigma_{\text{eff}}$ in the quasistatic limit. It will be shown elsewhere that the CGA results for the $\sigma_{\text{eff}}$ of dispersions of hard-core–penetrable-layer particles are in very good agreement with the available simulation results [7, 16, 35, 36]. Other applications of the CGA can be found in [43, 44], where the problems of step-like electric percolation in nematic liquid crystals filled with multiwalled carbon nanotubes [43] and applicability of differential mixing rules [44] are discussed.

3. The theory is limited to finding and testing the functional relationships between $\sigma_{\text{eff}}$ of CPEs and the electrical and geometrical parameters of their constituents. It turns out that the agreement of our results for $\sigma_{\text{eff}}$ with experimental data [2, 4] can be reached only on condition that the penetrable layer is inhomogeneous. This fact may signify that several physical and/or chemical mechanisms are responsible for the formation of the properties of CPEs. Some suggestions on the relevant physical mechanisms and their effects on the mesoscale structure of real CPEs are given in the text. The feasible chemical mechanisms involving the complexation via alkali metal cations are discussed in [4, 16]. Yet the analysis of these questions lies far beyond the scope of this paper.

The paper is arranged as follows. The basic concepts and relations of the CGA are presented in subsection 2.1. The model for the microstructure of CPEs and the calculation of $\sigma_{\text{eff}}$ for this model within the CGA are discussed in subsection 2.2. The fitting procedures for comparison of our theory with experiment are outlined in subsection 3.1. The results of processing data [2, 4] for $\sigma_{\text{eff}}$ as a function of filler particle concentration and that of temperature with our theory are discussed in subsections 3.2 and 3.3 respectively. The main results of the paper are summarized in section 4.

## 2 Theoretical model

### 2.1 Basic concepts and relations

The basic ideas behind the CGA were formulated in [37, 38, 39] and developed further in [40, 41, 42]. A compact group is defined as a macroscopic region that contains a sufficiently large number $N \gg 1$ of structural units (say, filler particles) to reproduce the properties of the entire system, but still has a linear size that is much smaller than the wavelength $\lambda$ of probing radiation. With respect to a field with $\lambda \to \infty$, a compact group can be treated as a point-like inhomogeneity, with the fluctuations of $N$ inside being negligibly small. Under these conditions, a particulate system can be viewed as a set of such groups, and its local complex permittivity can be written as $\hat{\varepsilon}_0 + \delta\hat{\varepsilon}(r)$, where $\hat{\varepsilon}_0$ is the complex permittivity of the matrix and $\delta\hat{\varepsilon}(r)$ is the contribution from a compact group located at the point of interest $r$. The problem is to find the effective complex permittivity $\hat{\varepsilon}_{\text{eff}}$ characterizing the effective electrodynamic response of the system to a long-wavelength probing field of frequency $\omega \to 0$.

To allow for different ways of electrodynamic homogenization, we assume that this response is
equivalent to that of a system made up by embedding the constituents (filler particles and matrix) of the given system into a uniform host with a complex permittivity \( \hat{\varepsilon}_f \). The complex permittivity distribution in this auxiliary system is modeled as

\[
\hat{\varepsilon}(\mathbf{r}) = \hat{\varepsilon}_f + \delta\hat{\varepsilon}(\mathbf{r})
\]

(1)

where the term \( \delta\hat{\varepsilon}(\mathbf{r}) \) is due to a compact group (now comprising filler particles and regions occupied by the real matrix) located at point \( \mathbf{r} \). The explicit expression for \( \delta\hat{\varepsilon}(\mathbf{r}) \) is constructed in terms of the permittivities and characteristic (indicator) functions of the constituents, with other relevant parameters (the degree of penetrability, etc.) taken into account. For probing fields with the time dependence given, by convention, by a factor \( e^{-i\omega t} \), the desired complex permittivity \( \hat{\varepsilon}_{\text{eff}} \) is defined as the proportionality coefficient in the relation

\[
\langle \mathbf{J}(\mathbf{r}) \rangle = -i\omega\langle \varepsilon_0 \hat{\varepsilon}(\mathbf{r}) \mathbf{E}(\mathbf{r}) \rangle = -i\omega\varepsilon_0\hat{\varepsilon}_{\text{eff}} \langle \mathbf{E}(\mathbf{r}) \rangle
\]

(2)

where \( \mathbf{E}(\mathbf{r}) \) and \( \mathbf{J}(\mathbf{r}) \) are the local field and the complex current density, respectively, the angular brackets stand for the ensemble averaging or averaging by integration over the volume, \( i \) is the imaginary unit, and \( \varepsilon_0 \) is the electric constant.

In the quasistatic limit \( \omega \to 0 \), the averages in Eq. (2) are formed mainly by multiple reemissions and correlations within compact groups. As a result, they can be evaluated, without a detailed elaboration of the processes involved, by

\[
\langle \mathbf{E} \rangle = \left[ 1 + \sum_{s=1}^{\infty} \left( -\frac{1}{3\hat{\varepsilon}_f} \right)^s \langle (\delta\hat{\varepsilon}(\mathbf{r}))^s \rangle \right] \mathbf{E}_0
\]

(3)

\[
\langle \mathbf{J} \rangle = -i\omega\varepsilon_0\hat{\varepsilon}_f \left[ 1 - 2\sum_{s=1}^{\infty} \left( -\frac{1}{3\hat{\varepsilon}_f} \right)^s \langle (\delta\hat{\varepsilon}(\mathbf{r}))^s \rangle \right] \mathbf{E}_0
\]

(4)

where \( \mathbf{E}_0 \) is the probing field amplitude in the host of permittivity \( \hat{\varepsilon}_f \).

So, the procedure for finding \( \hat{\varepsilon}_{\text{eff}} \) involves: 1) the choice of \( \hat{\varepsilon}_f \); 2) modeling the permittivity distribution (1); 3) finding and summing up the moments of \( \delta\hat{\varepsilon}(\mathbf{r}) \) in Eqs. (3) and (4). Due to the macroscopicity of compact groups, the final equation for \( \hat{\varepsilon}_{\text{eff}} \) is independent of their size.

The approximation \( \hat{\varepsilon}_f = \hat{\varepsilon}_0 \) is known as the Maxwell-Garnett type of homogenization. In what follows, we, however, take \( \hat{\varepsilon}_f = \hat{\varepsilon}_{\text{eff}} \); this corresponds to the Bruggeman-type homogenization. Besides being physically reasonable for systems with complex microstructure, it is the one that is compatible with the CGA, as shown in [40]. It should be emphasized that despite a seeming similarity of some of their results, the CGA is not identical to the classical Maxwell-Garnett [26, 27, 28] and Bruggeman [29, 30] approaches. The latter deal with the responses of solitary particles to a uniform field, whereas the former considers that of a macroscopically large group of particles embedded in the effective medium of permittivity \( \hat{\varepsilon}_{\text{eff}} \).

Finally, modeling each complex permittivity involved as \( \hat{\varepsilon} = \varepsilon + i\sigma/\varepsilon_0\omega \), where \( \varepsilon \) is the quasistatic real part of the permittivity, and passing to the limit \( \omega \to 0 \) in the equation for \( \hat{\varepsilon}_{\text{eff}} \), we obtained a closed equation for the effective conductivity \( \sigma_{\text{eff}} \) of the system as a function of the volume concentrations and conductivities of the constituents.

### 2.2 Application to CPEs

The model under consideration is partially depicted in Fig. 1. A CPE is viewed as a dispersion of filler particles consisting of hard cores, with complex permittivity \( \hat{\varepsilon}_1 \) and radius \( R_0 \), and adjacent
interphase layers; the particles are embedded into a uniform matrix, with complex permittivity \( \hat{\varepsilon}_0 \). The interphase layers are penetrable and in general inhomogeneous. We model each one as a set of \( M \) concentric penetrable shells (an “M-shell” approximation), with complex permittivities \( \hat{\varepsilon}_{2,j} \) and radii \( R_j, j = 1, 2, \ldots, M \) \( (R_0 \leq R_1 \leq R_2 \leq \cdots \leq R_M) \); passing to \( M \to \infty \), we obtain the case of continuous inhomogeneous layers (a “continuous-layer” approximation).

![Figure 1](image)

**Figure 1**: A composite electrolyte viewed as a dispersion of filler particles, with hard cores and penetrable interphase layers, embedded into a uniform matrix. The cases of one-shell (homogeneous, a) and two-shell (inhomogeneous, b) layers are shown.

To complete the model, a rule defining the complex permittivity distribution \( \hat{\varepsilon} = \hat{\varepsilon}(\mathbf{r}) \) in the dispersion is needed. We assume that the local properties of the dispersion are formed according to the principle of dominance: if some of its constituents overlap, the properties of the dominant one are expressed to the exclusion of those of the others. The order of dominance is: hard cores > penetrable shells with a smaller \( j \) > penetrable shells with a larger \( j \) > the matrix. Consequently, the local value \( \hat{\varepsilon}(\mathbf{r}) \) is determined only by the distance \( l \equiv \min_{\mathbf{r}_a} |\mathbf{r} - \mathbf{r}_a| \) from the point of interest \( \mathbf{r} \) to the center of the nearest particle (\( \mathbf{r}_a \) are the position vectors of the particles):

\[
\hat{\varepsilon}(\mathbf{r}) = \begin{cases} 
\hat{\varepsilon}_1 & \text{if } l < R_0 \\
\hat{\varepsilon}_{2,j} & \text{if } R_{j-1} < l < R_j \ (1 \leq j \leq M) \\
\hat{\varepsilon}_0 & \text{if } l > R_M 
\end{cases} \quad (5)
\]

In view of the accepted rule, the volume concentrations of the constituents are found as follows. Let \( \phi = \phi(c, \delta) \) be the effective volume concentration (the sum of the hard-core, \( c \), and penetrable-layer, \( \phi - c \), volume concentrations) of filler particles for the case of uniform one-shell layers; here \( \delta = t/R_0 \) is the relative thickness of such layers, of thickness \( t = R_1 - R_0 \), with respect to \( R_0 \). Given \( \phi(c, \delta) \) and under suggestion \( 5 \), the overall volume concentration of regions with permittivity \( \hat{\varepsilon}_{2,j} \) is

\[
\phi_j = \phi(c, \delta_j) - \phi(c, \delta_{j-1}) \quad (6)
\]

where \( \delta_j = (R_j - R_0)/R_0, \phi(c, 0) = c \).

Thus, provided the fluctuation effects are negligible, the dispersion can be considered as an aggregate of non-overlapping regions with permittivities \( \hat{\varepsilon}_1, \hat{\varepsilon}_{2,j}, \hat{\varepsilon}_0 \) and net volume concentrations \( c, \phi_j, 1 - \phi(c, \delta_M) \), respectively. Within the CGA, its effective permittivity \( \hat{\varepsilon}_{\text{eff}} \) is found as follows. Let \( \Pi_0(\mathbf{r}), \Pi_1(\mathbf{r}) \) and \( \Pi_{2,j}(\mathbf{r}) \) be the characteristic functions of the entire sets of those regions (occupied by, respectively, the real matrix, hard cores and \( j \)-th shells) which form a compact
Due to the orthogonality of $\Pi_0(r)$, then Eqs. (2), (3), and (4) give the equation for $\hat{\varepsilon}$ group at point $r$ calculated readily:

$$
\delta \hat{\varepsilon}(r) = (\hat{\varepsilon}_0 - \hat{\varepsilon}_{\text{eff}})\Pi_0(r) + (\hat{\varepsilon}_1 - \hat{\varepsilon}_{\text{eff}})\Pi_1(r) + \sum_{j=1}^{M}(\hat{\varepsilon}_{2,j} - \hat{\varepsilon}_{\text{eff}})\Pi_{2,j}(r)
$$

(7)

Due to the orthogonality of $\Pi_0(r)$, $\Pi_1(r)$ and $\Pi_{2,j}(r)$ to one another, the moments of $\delta \hat{\varepsilon}(r)$ are calculated readily:

$$
\langle (\delta \hat{\varepsilon}(r))^s \rangle = \frac{1}{V} \int_V (\delta \hat{\varepsilon}(r))^s \, d\mathbf{r} = (1 - \phi(c, \delta_M))(\hat{\varepsilon}_0 - \hat{\varepsilon}_{\text{eff}})^s + c(\hat{\varepsilon}_1 - \hat{\varepsilon}_{\text{eff}})^s + \sum_{j=1}^{M} \phi_j(\hat{\varepsilon}_{2,j} - \hat{\varepsilon}_{\text{eff}})^s
$$

(8)

Then Eqs. (2), (3), and (4) give the equation for $\hat{\varepsilon}_{\text{eff}}$:

$$
(1 - \phi(c, \delta_M))\frac{\hat{\varepsilon}_0 - \hat{\varepsilon}_{\text{eff}}}{2\hat{\varepsilon}_{\text{eff}} + \hat{\varepsilon}_0} + c\frac{\hat{\varepsilon}_1 - \hat{\varepsilon}_{\text{eff}}}{2\hat{\varepsilon}_{\text{eff}} + \hat{\varepsilon}_1} + \sum_{j=1}^{M} \phi_j\frac{\hat{\varepsilon}_{2,j} - \hat{\varepsilon}_{\text{eff}}}{2\hat{\varepsilon}_{\text{eff}} + \hat{\varepsilon}_{2,j}} = 0
$$

(9)

Whence the desired equation for $\sigma_{\text{eff}}$ is obtained:

$$
(1 - \phi(c, \delta_M))\frac{\sigma_0 - \sigma_{\text{eff}}}{2\sigma_{\text{eff}} + \sigma_0} + c\frac{\sigma_1 - \sigma_{\text{eff}}}{2\sigma_{\text{eff}} + \sigma_1} + \sum_{j=1}^{M} \phi_j\frac{\sigma_{2,j} - \sigma_{\text{eff}}}{2\sigma_{\text{eff}} + \sigma_{2,j}} = 0
$$

(10)

For the case of penetrable layers with piecewise-continuous conductivity profile $\sigma_2 = \sigma_2(r)$ and finite thickness, that is, in the limit $M \to \infty$, $\delta_M$ fixed, Eq. (10) takes the form

$$
(1 - \phi(c, \delta_M))\frac{\sigma_0 - \sigma_{\text{eff}}}{2\sigma_{\text{eff}} + \sigma_0} + c\frac{\sigma_1 - \sigma_{\text{eff}}}{2\sigma_{\text{eff}} + \sigma_1} + \int_0^{\delta_M} du \frac{\partial \phi(c, u)}{\partial u} \frac{\sigma_2(u) - \sigma_{\text{eff}}}{2\sigma_{\text{eff}} + \sigma_2(u)} = 0
$$

(11)

where the layer’s conductivity profile $\sigma_2(r)$ is expressed as a function $\sigma_2 = \sigma_2(u)$ of the variable $u = (r - R_0)/R_0$, the relative distance from a current point in the layer to the surface of the core.

In deriving Eqs. (9) and (10) in the above way, the fact of spherical symmetry of cores and layers is actually insignificant; as a consequence, these equations remain valid for macroscopically homogeneous and isotropic dispersions of nonspherical particles, with properly determined $c$ and $\phi_j$. For spherical hard-core–penetrable-shell, $\phi = \phi(c, \delta)$ can be estimated using the scaled-particle approximation \[45, 46\] ($\psi = (1 + \delta)^{-3}$, $\phi_t = c/\psi$):

$$
\phi(c, \delta) = 1 - (1 - c) \exp \left[ -\frac{(1 - \psi)\phi_t}{1 - c} \right] \times \exp \left[ -\frac{3c\phi_t}{2(1 - c)^3} \left( 2 - 3\psi^{1/3} + \psi - c \left( 3\psi^{1/3} - 6\psi^{2/3} + 3\psi \right) \right) \right]
$$

(12)

This result is in a good agreement with Monte Carlo simulations \[47, 48\]. We use it in further applications of the theory.
3 Processing experimental data

3.1 Fitting procedures

To put the theory to the test, we first check the applicability of the $M$-shell and continuous-layer approximations to the description of the concentration dependence of $\sigma_{\text{eff}}$. Then we use the three-shell approximation to describe the temperature behavior of $\sigma_{\text{eff}}$. The procedures involved consist of the following three steps:

1. Fitting experimental data $[2, 4]$ for $\sigma_{\text{eff}}$ as a function of $c$ at a fixed temperature with Eq. [10] in order to determine the relative thicknesses $\delta_j$ and conductivities $x_{2j} = \sigma_{2j}/\sigma_0$ of the shells in the layer. For each electrolyte under study, the number of the shells is taken not to exceed three.

In other words, the one-, two- and three-shell approximations are exploited for $\sigma_2(r)$ at this step. Outside the hard core $(r > R_0, u > 0)$, the corresponding conductivity profiles $x(u) = \sigma(r)/\sigma_0$ for the local conductivity values $\sigma(r)$ are, respectively,

$$x(u) = x_{21} + (1 - x_{21})\theta(u - \delta_1), \quad M = 1$$

$$x(u) = x_{21} + (x_{22} - x_{21})\theta(u - \delta_1) + (1 - x_{22})\theta(u - \delta_2), \quad M = 2$$

$$x(u) = x_{21} + (x_{22} - x_{21})\theta(u - \delta_1) + (x_{23} - x_{22})\theta(u - \delta_2) + (1 - x_{23})\theta(u - \delta_3), \quad M = 3$$

where $\theta(u)$ is the unit step-function.

If the values of $x_{2j}$ (or some of them) differ considerably, then $\sigma_2(r)$ consists of several distinct parts. We assume that these parts account for different mechanisms (discussed in subsections $[3, 2]$) that are responsible for the formation of $\sigma_{\text{eff}}$ and contribute most significantly to $\sigma_{\text{eff}}$ in certain ranges of $c$. To estimate these ranges, we take into account the following facts: in the system of the $j$th shells, with inner radius $R_{j-1}$ and outer radius $R_j$, percolation paths start to form at the threshold concentration $c = c_{c,j}$ given by the condition $\phi(c_{c,j}, \delta_j) = 1/3$ (see [11]); the greatest value of these shells’ contribution to $\sigma_{\text{eff}}$ occurs at $c = c_{m,j}$ where their volume concentration $\phi_j$ has a maximum; the parameter $x_{2,j}$ governs whether this contribution increases $(x_{2,j} > x_{\text{eff}}|_{c_{c,j}})$ or decreases $(x_{2,j} < x_{\text{eff}}|_{c_{c,j}})$ with $c$ in the interval $(c_{c,j}, c_{m,j})$.

Consequently, the behavior of $\sigma_{\text{eff}}$ in the interval $(c_{c,M}, c_{m,M})$ is governed by the outermost shells $(j = M)$, with the largest inner and outer radii; $\sigma_{\text{eff}}$ increases if $x_{2,M} > 1$ and decreases if $x_{2,M} > 1$. As $c$ is further increased, the $(M - 1)$th shells, with smaller inner $R_{M-2}$ and outer $R_{M-1}$ radii, start to contribute; the role of the $M$th shells starts to diminish; and the behavior of $\sigma_{\text{eff}}$ with $c$ becomes governed by $x_{2,M-1}$. If, for instance, $x_{2,M-1} \gg x_{2,M} > 1$, then $\sigma_{\text{eff}}$ should keep growing with $c$. However, if $x_{2,M} > 1$ and $x_{2,M} \ll x_{2,M}$, then a maximum of $\sigma_{\text{eff}}$ is expected to appear near $c_{m,M}$; and if $x_{2,M} < 1$ and $x_{2,M-1} \gg 1$, then a minimum of $\sigma_{\text{eff}}$ is expected near $c_{m,M}$. For sufficiently large and differing $\delta_M$ and $\delta_{M-1}$, these local extrema may become resolvable. The parameters of their location and height (depth) are used to obtain preliminary estimates for $\delta_M$, $\delta_{M-1}$, and $x_{2,M}$; that for $x_{2,M-1}$ is obtained by varying $x_{2,M-1}$ so as to recover the behavior of $\sigma_{\text{eff}}$ at $c > c_{m,M}$.

Similar considerations can be developed for other inner shells, should they be needed to incorporate a greater number of the mechanisms involved. They considerably restrict the ranges for admissible values of the fitting parameters. Furthermore, the shapes of fitting curves prove to be very sensitive to the fitting parameters’ variations. The result is that for the observed nonmonotonic dependences of $\sigma_{\text{eff}}$ upon $c$, even by-hand fitting is efficient to obtain the fitting curves with reasonable percentage deviations, mostly within the interval $(-25\%, 25\%)$, from experimental data and high values, $\approx 0.92$ to 0.99, for the coefficient of determination $R^2$. In the situation where the
number of experimental points is limited and the experimental errors have not been reported, a further optimization of the fitting procedure for profiles (14) and (15) does not seem necessary.

2. Fitting the same data for $\sigma_{\text{eff}}$ using Eq. (11) with $\sigma_2(r)$ generated by the continuously differentiable sigmoid-type functions ($0 < u < \delta_M$)

$$x_2(u) = X_{21} + \frac{X_{22} - X_{21}}{1 + \exp \left[-\frac{u - \Delta_j}{\alpha}\right]} + \frac{1 - X_{22}}{1 + \exp \left[-\frac{u - \Delta_j}{\alpha}\right]}$$

$$x_2(u) = X_{21} + \frac{X_{22} - X_{21}}{1 + \exp \left[-\frac{u - \Delta_j}{\alpha}\right]} + \frac{X_{23} - X_{22}}{1 + \exp \left[-\frac{u - \Delta_j}{\alpha}\right]} + \frac{1 - X_{23}}{1 + \exp \left[-\frac{u - \Delta_j}{\alpha}\right]}$$

(16)

(17)

In the limiting case $\alpha \to 0$ and $\delta_M \to \infty$, profiles (16) and (17) transform into profiles (14) and (15), respectively, with $\Delta_j = \delta_j$ and $X_{2,j} = x_{2,j}$ having the previous physical meanings. For $\alpha \neq 0$, $\Delta_j$ and $X_{2,j}$ should be viewed only as formal parameters in the generating functions (16) and (17).

At this step, the continuous-layer approximation is used in order to fit the experimental $\sigma_{\text{eff}}$ versus $c$ data. In doing so, the layer’s conductivity profiles of types (16) and (17) are varied by increasing $\alpha$ as much as possible and adjusting $\Delta_j$ and $X_{2,j}$ properly.

3. Applying the three-shell approximation, with corresponding $\delta_j$ taken to be temperature-independent, to $\sigma_{\text{eff}}$ versus $c$ data [4] for three conductivity isotherms of blends of amorphous OMPEO with PAAM in order to obtain the values for $\sigma_{2,j}$ and $\sigma_0$ at three different temperatures. Next, assuming that the latter conductivities obey the VTF equation

$$\sigma = \frac{A}{\sqrt{T}} \exp\left(-\frac{B}{T - T_0}\right)$$

the parameters $A$, $B$, and $T_0$ for each shell and the matrix are found by solving the pertinent systems of three equations. Finally, having $\delta_j$ from the same fitting procedure, and disregarding the temperature dependence of $\sigma_1$, the temperature dependence of $\sigma_{\text{eff}}$ is recovered with Eq. (10) and contrasted with experiment.

### 3.2 Concentration dependence of $\sigma_{\text{eff}}$

Experimental data [2] [4] for several types of PEO- and OMPEO-based CPEs reveal a non-monotonic behavior of $\sigma_{\text{eff}}$ with $c$, with a maximum of $\sigma_{\text{eff}}$ occurring for $c$ in between 0.05 and 0.1 for PEO–NaI–NASICON and (PEO)$_{10}$–NaI–$\theta$-Al$_2$O$_3$ (see Fig. 2a), that in between 0.2 and 0.3 for PEO–PAAM–LiClO$_4$ and OMPEO–PAAM–LiClO$_4$ (Fig. 3a), and possibly a minimum of $\sigma_{\text{eff}}$ at $c$ close to 0.1 for OMPEO–PAAM–LiClO$_4$. Our fitting results (see Figs. 2a, 3a and Table 1) for different types of $\sigma_2(r)$ (Figs. 2b and 3b, respectively) give a clear hint at the inhomogeneity of it: a good agreement of our theory with data [2] [4] (see Fig. 4 for the percentage deviations of experimental data from our fits and Table 1 for the corresponding values of $R^2$) is reached within the two-shell approximation for CPEs with inorganic conductive (NASICON) or nonconductive ($\theta$-Al$_2$O$_3$) filler particles, and the three-shell approximation for blends, complexed with LiClO$_4$, of PEO or OMPEO with PAAM. The values of $\delta_j$ and $x_{2,j}$ obtained correlate well with those expected to lead to the previously predicted scenarios of the behavior of $\sigma_{\text{eff}}$ with $c$.

The use of the continuous-layer approximation, which may seem more adequate physically, alters the model shapes of the one-particle’s conductivity profiles noticeably; in fact, they become similar to those suggested in simulations [16, 35, 36]. However, at least for the indicated CPEs, this approximation does not change much the theoretical estimates for $\sigma_{\text{eff}}$ as compared to those given by the three-shell approximation, yet usually reducing the $R^2$ values for the corresponding
Figure 2: (a) Experimental data for $\sigma_{eff}$ as a function of $c$ for PEO–NaI–NASICON \[2\] (○) and (PEO)$_{10}$–NaI–θ-Al$_2$O$_3$ \[4\] (●) electrolytes, and their fits within the one-shell, two-shell, and continuous layer approximations. The legends identify the fits with parameters specified in Table I. (b) The corresponding one-particle’s conductivity profiles used to model the mesoscopic structure of these electrolytes.

Figure 3: (a) Experimental data for $\sigma_{eff}$ as a function of $c$ for PEO–PAAM–LiClO$_4$ \[2, 4\] (○) and OMPEO–PAAM–LiClO$_4$ \[4\] (●) electrolytes, and their fits within the two-shell, three-shell, and continuous layer approximations. The legends identify the fits with parameters specified in Table I. (b) The corresponding one-particle’s conductivity profiles used to model the mesoscopic structure of these electrolytes.
Table 1: Parameters used to fit $\sigma_{\text{eff}}$ vs $c$ data \textsuperscript{[2,4]} for composite polyether-based electrolytes at $t = 25^\circ$C within several-shell and continuous-layer approximations, and $R^2$ values for appropriate fits.

| Layer       | $L$ $^{a}$ | $\sigma_0$, S/cm | $x_1$ | $\delta_1^{b}$ | $\delta_2^{b}$ | $\delta_3^{b}$ | $x_{21}^{b}$ | $x_{22}^{b}$ | $x_{23}^{b}$ | $R^2$, $\%$ |
|-------------|------------|-------------------|-------|----------------|----------------|----------------|--------------|--------------|--------------|--------------|
| **PEO–NaI–NASICON** |            |                   |       | $\Delta_1^{c}$ | $\Delta_2^{c}$ | $\Delta_3^{c}$ | $X_{21}^{c}$ | $X_{22}^{c}$ | $X_{23}^{c}$ |             |
| one-shell   | 1a         | $9.86 \times 10^{-9}$ | $1.4 \times 10^4$ | 1.6 | $-$ | $-$ | $-$ | $-$ | $-$ | $-$ | $100$          |
| one-shell   | 1b         | 1.4               |                   | 1.6 | $-$ | $-$ | $-$ | $-$ | $-$ | $-$ | $1300$         |
| two-shell   | 1c         | 70                |                   | 1.0 | 1.55 | $-$ | $-$ | $-$ | $-$ | $-$ | $400$          |
| continuous  | 1d         | 70                |                   | 1.0 | 1.55 | $-$ | $-$ | $-$ | $-$ | $-$ | $400$          |
| $\alpha = 0.05$ |         |                   |       | $-$ | $-$ | $-$ | $-$ | $-$ | $-$ |             | $99.4$         |
| **(PEO)$_{10}$–NaI–$\theta$-Al$_2$O$_3$** |            |                   |       | $-$ | $-$ | $-$ | $-$ | $-$ | $-$ |             | $95.5$         |
| one-shell   | 2a         | $1.54 \times 10^{-8}$ | $6.5 \times 10^{-13}$ | 2.1 | $-$ | $-$ | $-$ | $-$ | $-$ | $-$ | $230$          |
| two-shell   | 2b         | 0.7               | 2.1              | $-$ | $-$ | $-$ | $-$ | $-$ | $-$ | $-$ | $435$          |
| two-shell   | 2c         | 0.8               | 2.1              | $-$ | $-$ | $-$ | $-$ | $-$ | $-$ | $-$ | $520$          |
| continuous  | 2d         | 0.9               | 2.1              | $-$ | $-$ | $-$ | $-$ | $-$ | $-$ | $-$ | $560$          |
| $\alpha = 0.05$ |         |                   |       | $-$ | $-$ | $-$ | $-$ | $-$ | $-$ |             | $98.6$         |
| **PEO–PAAM–LiClO$_4$** |            |                   |       | $-$ | $-$ | $-$ | $-$ | $-$ | $-$ |             | $95.0$         |
| two-shell   | 3a         | $6.12 \times 10^{-7}$ | $1.6 \times 10^{-6}$ | 0.15 | 0.60 | $-$ | 5.0 | $-$ | $-$ | $-$ | $800$          |
| three-shell | 3b         | 0.16              | 0.50             | 0.80 | 5.0 | 800 | 27 | $-$ | $-$ | $-$ |             | $92.3$         |
| continuous  | 3c         | 0.32              | 0.45             | 0.48 | 2.0 | 9400 | 27 | $-$ | $-$ | $-$ |             | $92.9$         |
| $\alpha = 0.03$ |         |                   |       | $-$ | $-$ | $-$ | $-$ | $-$ | $-$ |             |               |
| **OMPEO–PAAM–LiClO$_4$, after annealing** |            |                   |       | $-$ | $-$ | $-$ | $-$ | $-$ | $-$ |             |               |
| two-shell   | 4a         | $1.61 \times 10^{-5}$ | $6.2 \times 10^{-8}$ | 0.36 | 0.75 | $-$ | 0.60 | 75 | $-$ | $-$ | $46.3$         |
| three-shell | 4b         | 0.40              | 0.80             | 1.40 | 0.57 | 750 | 0.10 | $-$ | $-$ | $-$ |             | $93.8$         |
| continuous  | 4c         | 0.54              | 0.64             | 1.53 | 0.44 | 14200 | 0.10 | $-$ | $-$ | $-$ |             | $81.7$         |
| $\alpha = 0.02$ |         |                   |       | $-$ | $-$ | $-$ | $-$ | $-$ | $-$ |             |               |

$^{a}$ Legends used to identify the corresponding fitting curves.

$^{b}$ Parameters for several-shell approximations.

$^{c}$ Parameters for continuous-layer approximations.

fits to the experiment. This fact gives grounds to apply the three-shell approximation to the study of the temperature behavior of $\sigma_{\text{eff}}$ (see subsection \textsuperscript{[3,3]}). In a more comprehensive sense, it sustains the idea that $\sigma_2(r)$ effectively accounts for the net effect on $\sigma_{\text{eff}}$ by different mechanisms.

Based on the conductivity values obtained (see Table \textsuperscript{1}), we can assume that $\sigma_{\text{eff}}$ of the above CPEs is contributed by several common mechanisms \textsuperscript{[16]}:

1. The amorphization of the polymer matrix by filler grains, that is, formation of a highly conductive (due to its large disorder and enhanced ionic mobility) amorphous polymer phase near the polymer-filler interface. This effect is attributed to the inhibition of the polymer crystallization process near the filler grains, which act as both nucleation centers for the polymer matrix and mechanical hindrances for polymer crystallite growth.

2. The stiffening effect of the filler on the amorphous phase, that is, the reduction of the flexibility of polymer chain segments and, consequently, of the ionic mobility in the close vicinity of the polymer-filler interface. It leads to a decrease in the local conductivity values ($\sigma_{2,1}$) there in comparison with those ($\sigma_{2,2}$) at greater distances from the interface. The innermost shell, of
Figure 4: Percentage deviations of experimental $\sigma_{\text{eff}}$ vs $c$ data for PEO–NaI–NASICON \cite{2}, (PEO)$_{10}$–NaI–$\theta$-Al$_2$O$_3$ \cite{1}, PEO–PAAM–LiClO$_4$ \cite{2,4}, and OMPEO–PAAM–LiClO$_4$ \cite{4} electrolytes from fitting curves 1c (□), 2c (△), 3b (▽), and 4b (◇), respectively (see Figs. 2 and 3). The filled markers: the same for fitting curves 1d, 2d, 3c, and 4c, respectively. The percentage deviation, $\approx 1040\%$, for the reported experimental point $c \approx 0.18$, $x_{\text{eff}} \approx 2.8$ for (PEO)$_{10}$–NaI–$\theta$-Al$_2$O$_3$ (the fifth ● in Fig. 2) from the 2c curve is not shown. The $R^2$ values for the above fits are summarized in Table 1.

conductivity $\sigma_{2,1}$, is also supposed to incorporate the effects caused by irregularities in the shape of the filler grains (such as PAAM globes in polymer blends).

3. An effective decrease, compared to that of the pure filler, of the conductivity of highly-conductive filler grains inside CPEs caused by the formation of the highly-resistive polymer-filler interface. Our processing results for $\sigma_1$ in PEO–NaI–NASICON electrolytes agree with this expectation.

Of interest is the fact that the layer’s conductivity profiles inferred for the OMPEO-based electrolytes exhibit a peak followed by a trough, whereas those for the PEO-based electrolytes exhibit a peak alone (see Figs. 2b and 3b). To explain it, we should return to the concept of penetrable layers and emphasize that their conductivity profiles are not equivalent to the actual conductivity distributions around the hard cores, but represent a convenient way for modeling the effective microstructure of CPEs. The electrical properties of the layer’s outermost part determine the behavior of $\sigma_{\text{eff}}$ at low $c$ where $\sigma_{\text{eff}}$ is significantly contributed by the matrix. If the pure matrix polymer is relatively high-conductive (such as amorphous OMPEO compared to semicrystalline PEO), then the addition of a low-conductive polymer (such as PAAM) to it may detectably decrease its conductivity (say, due to the formation of complexes involving the Li$^+$ cations and PAAM). A visible trough may then be needed on $\sigma_2(r)$ to incorporate this effect within our approach. As $c$ is increased, the interphase amorphous regions with higher conductivities come into play.

Finally, two examples of contrasting our results with those predicted by theory \cite{4} (outlined in section 1) are given in Fig. 5. They clearly demonstrate that our approach exhibits a greater flexibility in the quantitative description of the electrical conductivities of CPEs.
Figure 5: Comparison of the three-shell approximation (solid lines 3b and 4b, see Table 1) with effective medium theory [4] (dashed lines, see Table 7 and Fig. 10 in [4]), both applied to experimental data [1] for PEO–PAAM–LiClO$_4$ (○) and OMPEO–PAAM–LiClO$_4$ (after annealing) (●) at 25°C (concentration of LiClO$_4$ is equal to 10 mol % with respect to ether oxygen concentration).

3.3 Temperature dependence of $\sigma_{\text{eff}}$

The results of applying the three-shell approximation to three $\sigma_{\text{eff}}$ vs $c$ isotherms [4] of OMPEO–PAAM–LiClO$_4$ electrolytes (with 10 mol% LiClO$_4$, after annealing) are presented in Figs. 6, 7 and Table 2. The temperature-independent values $\delta_1 = 0.40$, $\delta_2 = 0.80$, and $\delta_3 = 1.40$ were used (see Table 1). The fitting values obtained for $\sigma_0$ and $\sigma_{3,j}$ were then used to estimate the VTF parameters for the CPE’s constituents; they are summarized in Table 3. Finally, employing Eqs. (10) at $M = 3$ and (18) and the above geometrical and electrical data for the CPE’s constituents, the $\sigma_{\text{eff}}$ vs $T$ dependences were recovered for all OMPEO–PAAM–LiClO$_4$ samples discussed in [4]; these results are shown in Figs. 8 and 9.

Three remarks are worth making here:

1. Our estimates $B = 1270$ K and $T_0 = 190$ K for pure OMPEO turn out to be close to estimates $B = 1200$ K and $T_0 = 195$ K obtained from direct conductivity measurements [1]. In contrast, our estimate for the preexponential factor $A$ differs noticeably from that in [4]: $A = 36.1$ and 27.0 S · K$^{1/2}$/cm, respectively. Together with the fact that our theoretical curves fit the experimental data better, this result may indicate that the effective electrical properties of the polymer matrix are altered in the course of CPE preparation.

2. All our estimates of the VTF parameters for the shells fall in the value ranges reported in [4] for all OMPEO–PAAM–LiClO$_4$ samples studied. Therefore, from this point of view, they are not contradictory.

3. Taking into account the original uncertainties in the shells’ conductivity values obtained by processing the three conductivity isotherms, it can be concluded that the experimental data for the samples with 5, 25, and 40 vol% PAAM are reproduced by our theory well. Those for the samples with 10 and 50 vol% PAAM are recovered sufficiently well; the agreement is improved by a multiplicative renormalization (multiplication by a constant factor) of the theoretical results. The latter fact may be attributed to the discrepancy in the $A$-values obtained in [4] and in the present work for the matrix conductivity.
4 Conclusion

We have proposed a new approach to finding the effective quasistatic electrical conductivity $\sigma_{\text{eff}}$ of CPEs. Its two major features are as follows:

1. The microstructure of a CPE is viewed as a result of embedding hard-core particles with adjacent penetrable (freely overlapping) layers into a uniform matrix. The layers are isotropic and, in general, inhomogeneous: they comprise a finite or infinite number of concentric shells. With the order of dominance taken to be hard cores $>$ shorter-radius shells $>$ longer-radius shell $>$ the matrix, the local value of the complex permittivity and, consequently, that of the quasistatic electrical conductivity in the system are determined by the distance from the point of interest to the center of the nearest particle. The layer’s conductivity profile is expected to account for different mechanisms contributing to the electrical properties of real CPEs. Some of its parts should have enhanced ionic conductivity, as compared to that of the polymer-based matrix with a higher degree of crystallinity, to form percolation paths.

2. The effective complex permittivity and then $\sigma_{\text{eff}}$ are found for the model by applying the CGA. This approach makes it possible to avoid a detailed modeling of the many-particle polarization and correlation process in the system. The desired $\sigma_{\text{eff}}$ is eventually shown to satisfy an integral relation found by summing up all the moments of the local complex permittivity deviations from the effective complex permittivity and passing to the quasistatic limit.

Putting the model to the test reveals that it is capable of recovering extensive experimental data \cite{2, 4} for a series of PEO- and OMPEO-based electrolytes in a wide range of concentration. However, the agreement between the theory and experiment is reachable only under the suggestion of electrical inhomogeneity of the layers. To reproduce the major features of the concentration behavior of $\sigma_{\text{eff}}$ for those data, the two-shell structures for $\sigma_2(r)$ are sufficient to be used for PEO–NaI–NASICON \cite{2} and (PEO)$_{10}$–NaI–$\theta$-Al$_2$O$_3$ \cite{4}, and the three-shell ones for PEO–
Figure 7: Percentage deviations of experimental $\sigma_{\text{eff}}$ vs $c$ data \cite{4} for three $\sigma_{\text{eff}}$ isotherms of OMPEO–PAAM–LiClO$_4$ electrolytes (with 10 mol\% LiClO$_4$, after annealing) from our fits shown in Fig. \ref{fig:6}. The markers ◦, •, and ▽ refer to the same data as those in Fig. \ref{fig:6}. The $R^2$ values for these fits are 87.2, 91.4, and 94.5 \%, respectively.

PAAM–LiClO$_4$ \cite{2,4} and OMPEO–PAAM–LiClO$_4$ \cite{4}. The continuous sigmoid-type analogues of these conductivity profiles are also proposed. Their shapes are similar to those suggested in simulations \cite{16,35,36}. Finally, finding the VTF parameters for the polymer matrix and shell conductivities obtained by processing the three available conductivity isotherms within the three-shell approximation, the temperature behavior of $\sigma_{\text{eff}}$ for different samples of OMPEO–PAAM–LiClO$_4$ \cite{4} is recovered satisfactorily.

The fitting results indicate that for the above CPEs, the observed behavior of $\sigma_{\text{eff}}$ can be attributed to several mechanisms: (1) a change of the matrix’s conductivity in the course of preparation of a CPE; (2) an amorphization of the polymer matrix by filler grains; (3) a stiffening effect of the filler grains on the amorphous phase; (4) effects caused by irregularities in the filler grains’ shapes; (5) a formation of a highly-resistive polymer-filler interface. These mechanisms are effectively taken into account through the parameters of the outermost [mechanism (1)], central [mechanism (2)], and innermost [mechanisms (3) and (4)] parts in $\sigma_2(r)$, which gradually come into play as $c$ is increased; or a reduced value, compared to that in a solitary state, of the conductivity for highly-conductive filler grains inside CPEs [mechanism (5)].
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Table 2: Conductivity values, in S/cm, used to fit $\sigma_{\text{eff}}$ vs $c$ isotherms [4] for OMPEO–PAAM–LiClO$_4$ electrolytes $^{a,b}$ (see Fig. 6).

| Constituent   | $t = 0^\circ\text{C}$ | $t = 25^\circ\text{C}$ | $t = 100^\circ\text{C}$ |
|---------------|------------------------|-------------------------|--------------------------|
| Matrix, $\sigma_0$ | $4.64 \times 10^{-7}$   | $1.57 \times 10^{-5}$    | $1.78 \times 10^{-3}$    |
| First shell, $\sigma_{21}$ | $5.75 \times 10^{-7}$   | $8.70 \times 10^{-6}$    | $4.21 \times 10^{-4}$    |
| Second shell, $\sigma_{22}$ | $1.025 \times 10^{-3}$  | $7.74 \times 10^{-3}$    | $1.00 \times 10^{-1}$    |
| Third shell, $\sigma_{23}$ | $1.07 \times 10^{-7}$   | $3.12 \times 10^{-6}$    | $1.36 \times 10^{-4}$    |

$^a$ With 10 mol% LiClO$_4$.

$^b$ Due to the complexation of Li$^+$ cations with PAAM chains, PAAM–LiClO$_4$ cores are essentially nonconductive, with room temperature conductivity $\sigma_1 \sim 1 \times 10^{-12}$ S/cm [4]. This value was used in our calculations. An increase of $\sigma_1$ by several orders of magnitude does not affect, within the required accuracy, the results obtained.

Table 3: VTF parameters obtained for OMPEO–PAAM–LiClO$_4$ electrolytes $^a$

| Constituent   | $A$, S $\times$ K$^{1/2}$/cm | $B$, K | $T_0$, K |
|---------------|-----------------------------|--------|----------|
| Matrix, $\sigma_0$ | 36.1$^a$                      | 1270   | 190      |
| First shell, $\sigma_{21}$ | 4.33                        | 1210   | 180      |
| Second shell, $\sigma_{22}$ | 71.1                       | 634    | 197      |
| Third shell, $\sigma_{23}$ | 0.229                      | 720    | 212      |

$^a$ With 10 mol% LiClO$_4$.
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