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ABSTRACT

We have developed a new stellar population synthesis model designed to study early-type galaxies. It provides optical and near-infrared colors, and line indices for 25 absorption lines. It can synthesize single age, single metallicity stellar populations or follow the galaxy through its evolution from an initial gas cloud to the present time. The model incorporates the new isochrones of the Padova group and the latest stellar spectral libraries. We have applied our model to new data for a set of three early-type galaxies, to find out whether these can be fitted using single-age old metal-rich stellar populations, as is normal practice when one uses other stellar models of this kind. The model is extensively compared with previous ones in the literature to establish its accuracy as well as the accuracy of this kind of models in general.

Using the evolutionary version of the model we find that we cannot fit the most metal-rich elliptical galaxies if we keep the IMF constant and do not allow infall of gas. We do however reproduce the results of Arimoto & Yoshii (1986) for the evolution of the gas, and produce colors, and, for the first time with this type of models, absorption line strengths. It is in fact possible to fit the data for the elliptical galaxies by varying the IMF with time. Our numerical model is in good broad agreement with the analytical simple model. We prefer however to calculate the evolution of the gas numerically instead of using the simple model, since it offers more flexibility, and even improved insight, when comparing with observations. In the present paper we describe the model, and compare a few key observables with new data for three early-type standard galaxies. However the data, as well as our fits, will be discussed in much more detail in a second paper (Vazdekis et al. 1996), where some conclusions will be drawn about elliptical galaxies on the basis of this model.

Subject headings: Elliptical Galaxies, Galactic Evolution, Stellar Evolution, Stellar Spectroscopy, Chemical Evolution, Metallicity, Spectral Energy Distribution
1. INTRODUCTION

1.1. Population Synthesis

The information that is available about galaxies primarily relates to their morphology, internal kinematics, and spectral energy distribution. The further away one goes, the less important become the first two, compared to the third. Clearly, if one wants to study galaxy evolution, study of the electromagnetic spectrum is of maximum importance. Since the spectrum of a galaxy generally consists of a combination of stellar spectra, emission from gas, and possibly non-thermal radiation, partly extinguished by dust, and since also stellar spectra exist in a very large number of varieties, it is clear that understanding the spectrum of a galaxy is very difficult.

To study complicated spectra it is necessary to first understand the spectral energy distributions of relatively simple objects. For this reason we will discuss here a model that analyzes the spectra of early-type galaxies. These objects appear to contain relatively little dust extinction and gaseous interstellar medium, and to have little recent star formation. They have, for these reasons, been the most studied objects in the current literature on population synthesis. There have been a number of accepted ways to attack the problem of understanding the spectrum of an elliptical. To understand why we adopt our current method, we will summarize shortly some of the population synthesis methods most often used in the literature.

A stellar population synthesis program tries to find a combination of stars for which the integrated spectrum agrees with the observed spectrum of the object under study. In practice the problem is often under-constrained, i.e., a number of combinations of stars can be found which are able to fit the spectrum. To overcome this problem one generally forces the solution to obey certain constraints. These range from simple continuity requirements (e.g. the luminosity function should decrease monotonically) to the requirement that the distribution of stars is determined completely by stellar evolution calculations. Models with very few physical constraints are generally called empirical population synthesis models, as opposed to evolutionary models.

Empirical models have been used with some success by Spinrad & Taylor (1971), Faber (1972), O’Connell (1976, 1980) and Pickles (1985). These papers often make use of linear programming to obtain their results. Some workers, notably Bica (1988), have attempted to take into account evolutionary effects by using, as units of population, distributions of stars observed in clusters of our Galaxy, instead of individual stars.

Evolutionary models use a theoretical isochrone or HR diagram, convert isochrone parameters to observed spectra in some way and, finally, integrate along the isochrone. They all need to make an assumption about which initial mass function IMF to use. Also, the models need a recipe prescribing when the stars have been formed. Since the IMF is not very well known at the present time, its treatment is not very different from one model to another. However, as far as the star formation rate (SFR) is concerned, some models assume that all stars are formed at the same time, others prescribe that the SFR has to decrease exponentially with time, while still others explicitly try to describe the whole formation of a galaxy from a gas cloud and form stars when the physical conditions in the gas are adequate. Examples of this kind of evolutionary models can be found in Tinsley (1968,1972,1978a,1978b,1980), Searle et al. (1973), Tinsley & Gunn (1976), Turrosse (1976), Whitford (1978), Larson & Tinsley (1978), Wu et al. (1980), VandenBerg (1983), Bruzual (1983,1992), Stetson & Harris (1988), Renzini & Buzzoni (1986), Rocca-Volmerange & Guiderdoni (1987,1988,1990), Guiderdoni & Rocca-Volmerange (1987,1990,1991), Yoshii & Takahara (1988), Rocca-Volmerange (1989), Buzzoni (1989), Charlot & Bruzual (1991), Lacey et al. (1993) and Bruzual & Charlot (1993). Some of these models not only predict colors but also line-strengths notably those of Peletier (1989) and Worthey (1994).

There are also models which combine evolutionary population predictions with considerations of chemical evolution. These models follow the evolution of the gas and make use of isochrones of more than one metallicity (solar). Examples of these chemoevolutionary population synthesis models are Arimoto & Yoshii (1986,1987), Casusso (1991), Bressan et al. (1994) as well as the model presented in this paper. Note that for this type of models only the global metallicity, Z, is normally taken into account to determine the stellar populations. However it is in principle possible to follow the abundance distribution separately for each of several important elements in the gas. Examples of these so called chemical evolution models can be found in Larson (1972), Matteucci & Tornambe (1987), Tosi (1988) and there are many more. However, calculating colors and especially absorption line-strengths in such models has not been attempted up to now. Finally, among this kind of models there are a few which combine chemical evolution with dynamics, e.g. Theis, Burkert & Hensler (1992).

One cannot say that one type of model is better than another. In general, more observables and phys-
ical parameters can be calculated if one makes more assumptions. If no assumptions are made about the physics, as in the empirical models, one may end up with solutions that are unphysical. If however wrong assumptions are made, one will not learn anything about the stellar evolution history either. We show later in this paper that our results can be reproduced using the *simple* analytical model and possibly with infall. This means that we could have replaced the part of the model that deals with the evolution of the gas by some analytical calculations. However, we have preferred to build up the numerical machinery, since it offers much more flexibility, and even improved insight. It is clear that our understanding of all these aspects is improving with time, which means that the models that are to be applied can legitimately be more and more complicated, and in this context we have developed the evolutionary population synthesis code presented in this paper. For the reasons mentioned above it should never be used as a static black box out from which a theoretical fit to the data is to be taken, but as an evolving tool, which might help in disentangling stellar populations in a composite system.

1.2. Evolutionary synthesis in general, and its problems

If one wants to calculate the final spectrum of a galaxy that has evolved from a gas cloud, one has to integrate over time the spectra of all stars that are still living at the current time. The number of stars formed at a certain epoch is determined by the star formation rate. Little is known about this, so many models give it a prescribed form, and let it decrease e.g. exponentially. In this paper we assume that the SFR is proportional to the gas density (Schmidt 1959). The gas density itself and the chemical evolution of the gas is calculated taking into account the original gas, and the metal-enriched gas that is ejected by stars. The yields for the various elements needed for this calculation are not especially well known, and better knowledge would significantly improve the model. Other factors that may affect the SFR, such as inflow or outflow, are not considered in the context of the present models.

The stars living at the current epoch contain stellar populations with a mixture of ages and metallicities. To calculate the final spectrum we decompose the stars into single stellar populations (SSP) each of a single age and metallicity, and calculate their spectra. To do this, one needs in the first place theoretical isochrones. The parameters of the isochrones depend, amongst others, on opacities of ions and molecules, and are reasonably well known for the early stages of stellar evolution. However for later phases such as the AGB and the Post-AGB, evolutionary calculations are very complicated, and could still benefit from significant improvement. The isochrones are much better for solar and sub-solar metallicity than for metal rich stars, because the former can be, and have been, tested observationally on globular clusters. In general, the relative composition of the elements heavier than Helium in the models is close to solar; only recently have people included for example oxygen-enhancement (Vandenberg 1992) or α-element enhancement (Weiss *et al.* 1995).

The following step is to obtain a spectrum for a star with physical parameters given by the isochrones. Model atmospheres needed for this (e.g. Kurucz 1992) appear to be reasonably reliable in the blue. In the red, molecular opacities make them, for the time being, much less reliable. For that reason several authors (Faber *et al.* 1985, Gorgas *et al.* 1993 and Worthey *et al.* 1994) have developed a method that depends much more on observations. They use a grid of observed stars with various theoretical parameters to determine fitting functions that can be used to calculate an absorption line index for any combination of theoretical isochrone parameters. The problem however is that these fitting functions at the moment are available only for a limited number of absorption lines, since one needs many stars of various types and metallicities to make them.

If one wants to carry out population synthesis, one needs to cover as large a wavelength range as possible, and also at as high a spectral resolution. This is to cover many colors and line indices, since in principle every color and absorption line is affected in a different way by the parameters above: the SFR, the IMF, the metallicity and abundance ratios etc. In practice a model with complete coverage from UV to near-IR is hard to implement, because of lack of fitting functions, color calibrations etc., and the observations are hard to obtain. In this paper we are concentrating on early-type galaxies, for which high spectral resolution is less important, due to their large velocity dispersions. We have produced model output for colors and lines that are relatively easy to obtain and reproduce, and that allow us to separate effects due to various relevant physical parameters. To some extent we are limited by the availability of libraries of stars, especially for the fitting functions, so this aspect too, can be significantly improved in the future.

The layout of the paper is as follows. In Section 2 we will describe how we obtain colors and absorption line indices for a single stellar population, emphasizing differences from previous studies, and especially any improvements. In Section 3 we introduce our...
chemical evolutionary model. In Section 4 we apply our model to a limited set of data from three standard galaxies, for which the data is presented in an accompanying paper (Vazdekis et al. 1996, Paper II). We perform the fits for an SSP (the static option) and for a full evolutionary case. In Section 5 the conclusions are presented.

Finally, in Paper II, apart from presenting the observational basis of the data-set used here, we carry out a comprehensive fit of the whole set of indices and colors on the basis of the scenarios suggested in this paper. In particular, we compare the fits obtained assuming a single-age single-metallicity stellar population or using the full chemical evolution model. We also discuss the relations between elements.

2. A single-age, single-metallicity stellar population

The stellar content of a model galaxy calculated by our full evolutionary model consists of stars of various ages and metallicities. In practice its output spectrum is the integrated output of a large number of spectra of stellar populations each with a single age and metallicity (SSPs). In effect, the SSPs can be thought of as the building blocks of our stellar population model, although in an evolutionary model these SSPs are not independent but linked by physical parameters governing star formation, which makes the evolutionary method intrinsically more meaningful. Many authors, e.g. Worthey (1994) (hereafter W94), restrict themselves to calculating a single SSP, which is less general, but whose simplicity can give insights in the stellar populations of a galaxy. We will refer to a single age single metallicity model as the static case of our stellar population model. In this section we will explain in detail how integrated colors and line strengths are calculated for this static case.

This model works as follows. Assuming an age and a metallicity it calculates the present distribution of the stars according to the required isochrone (see next subsection) and weights the light of the stars on this isochrone with the assumed IMF (as defined in Section 2.2). Then it calculates the integrated colors and absorption lines, weighting each individual contributing star by its luminosity (as explained in Sections 2.3 and 2.4). We present the results of our model for a grid of ages and metallicities and compare them with the literature.

2.1. The stellar data

2.1.1. General

Our models are based on stellar evolution theory and require a set of isochrones to predict the distribution of the stars in the HR diagram at a given time. In this work we have adopted the large grids of theoretical isochrones provided by Bertelli et al. (1994) (hereafter BBCFN). Their initial compositions have been chosen according to the empirical law of Pagel (1989) $\Delta Y/\Delta Z = 2.5$ and are $[Z=0.0004, Y=0.23]$, $[Z=0.001, Y=0.23]$, $[Z=0.004, Y=0.24]$, $[Z=0.008, Y=0.25]$, $[Z=0.02, Y=0.28]$ and $[Z=0.05, Y=0.352]$. All these sets of isochrones were computed using the most recent radiative opacities by Iglesias et al. (1992) (OPAL) except those of $[Z=0.001, Y=0.23]$ which are based on models with the radiative opacities by Huebner et al. (1977) (LAOL). These isochrones cover a wide range of ages and of masses, from approximately $4 \times 10^6$ to $17 \times 10^9$ yrs and 0.6 to $\sim 72 M_\odot$ respectively. Another main advantage in the application of these sets of isochrones is that they cover all the stellar evolutionary stages: from the ZAMS, beyond the red giant tip until the white dwarf stage after the planetary nebula phase. For more details about these isochrones we refer the reader to BBCFN.

The set of isochrones with $Z = 0.001$ can be safely used because the effect of varying from LAOL to OPAL opacities at low metallicities has been estimated to be small by Alongi et al. (1993) (see also BBCFN).

2.1.2. Use of the isochrones of BBCFN

In order to be used in our spectrophotometric stellar population synthesis models (see next sections), the isochrones must contain the following quantities: age, the initial and the present mass along the isochrone, the effective temperature and the gravity.

Because the electronic file with the isochrones provided by the Padova group, instead of the initial mass contains the indefinite integral of the IMF by number over the mass (FLUM), as defined in BBCFN, we first obtain the initial mass by inverting the equation

$$FLUM = \frac{m^{1-\alpha}}{1-\alpha}$$

where $\alpha = 2.35$. Now, from the initial stellar mass and the mass at a given point on the isochrone, we obtain the gas mass fraction ejected by a star of mass $m$ and metallicity $Z$ until time $t$: $R_z(m, t)$ (see Section 3.2.1).

Since the gravities are not in the electronic data base of the isochrones we have calculated them using:

$$g = (4\pi G)^{m_{isoc}} r_{eff}^4$$

Where \( m_{isoc} \) and \( r_{eff} \) are the initial mass and the effective radius of the isochrone at mass \( m \), respectively.
where \( \sigma \) and \( G \) are the Stefan-Boltzmann and the gravitational constants respectively and \( m_{\text{isoc}} \) is the mass along the isochrone.

### 2.1.3. The very low-mass stars

As the low-mass limit of the isochrones used is \( 0.6M_\odot \), we decided to complete them with stars of lower masses. The reason for this is that, even if these stars do not individually contribute substantially, their integrated light may not be negligible (see Table 5, above all in the near IR for old systems, in those cases where we require a population model with an IMF with high slope.

To complete the lower-mass MS of the isochrones of composition \( Z=0.008, Z=0.02 \) and \( Z=0.05 \) we used the results for low-mass stars, for \( Z=0.004, Z=0.01, Z=0.02 \) and \( Z=0.03 \), generously provided to us by Pols (private communication). The corresponding tracks for solar composition are described in Pols et al. (1996). These tracks have been calculated using a renewed version (Han, Podsiadlowski & Eggleton 1994) of the evolution program of Eggleton (1973), incorporating an improved equation of state and making use of radiative opacity tables from Alexander & Ferguson (1994) for the low temperatures. Since the stars with masses below \( 0.6M_\odot \) are always on the ZAMS and show almost no evolution, it is straightforward to incorporate them into the lower MS via the appropriate isochrones. However, for the isochrones with metallicity \( Z=0.008 \) we first linearly interpolated the low-mass stars between \( Z=0.004 \) and \( Z=0.01 \). Finally, to complete the low-MS of the super metal rich isochrones (\( Z=0.05 \)) we were forced to extrapolate linearly from the low-mass stars of \( Z=0.02 \) and \( Z=0.03 \). As a test we see that in the theoretical HR-diagram there is good agreement between stars above (from BBCFN) and below \( 0.6M_\odot \).

### 2.2. The initial mass function.

In this work we adopt two IMF shapes:

i) **Unimodal:**

\[
\Phi(m) = \beta m^{-\mu}
\]

where \( \mu \) for the solar neighborhood is equal to 1.35 (\( \mu_{\text{salpeter}} \)), and \( \beta \) is a constant.

ii) **Bimodal:**

\[
\begin{align*}
\Phi(m) &= \beta 0.4^{-\mu} & m \leq 0.2M_\odot \\
\Phi(m) &= \beta p(m) & 0.2 < m < 0.6M_\odot \\
\Phi(m) &= \beta m^{-\mu} & m \geq 0.6M_\odot
\end{align*}
\]

where \( p(m) \) is a spline for which we calculate the corresponding coefficients solving the following system obtained by the boundary conditions:

**Fig. 1.**— Plot of our unimodal and bimodal IMF with slope 1.35. Also represented are the data of Scalo (1986).

**Fig. 2.**— Plot of the bolometric correction \( BC(K) \) as a function of the color \( V-K \) for solar composition. The two dotted portions are linear interpolations to bridge discontinuities at \( V-K \sim 0.8 \) and \( V-K \sim 3 \), which result from using the different sources indicated.
\begin{align}
p(0.2) &= 0.4^{-\mu} \\
p'(0.2) &= 0 \\
p(0.6) &= 0.6^{-\mu} \\
p'(0.6) &= -\mu0.6^{-\mu-1}
\end{align}

This bimodal IMF is based on observational results of Scalo (1986) and Kroupa et al. (1993).

Normalizing our IMF to unity we have

$$\int_{m_1}^{m_p} \beta m^{-\mu} dm + \int_{m_p}^{m_u} \beta m^{-\mu} dm = 1$$

where \(m_1\) and \(m_u\) are, respectively, the lower and upper mass limits of the stellar range considered (in this paper we choose 0.0992 \(M_\odot\) and 72 \(M_\odot\) for these limits). We obtain the constant \(\beta\) via numerical integration.

In Fig. 1 we plot our IMFs for \(\mu = 1.35\), comparing them with the data of Scalo (1986).

### 2.3. The Integrated Colors

The integrated flux of an SSP at a wavelength \(\lambda\), \(F_{\lambda,TOT}\) can be calculated using:

$$F_{\lambda,TOT} = \int_{m_1}^{m_G} N(m,T_G) F_\lambda(m,T_G) dm$$

where \(m_{T_G}\) is the mass of a star whose lifetime is \(T_G\), \(F_\lambda(m,T_G)\) the flux of a star with mass \(m\) and age \(T_G\), and \(N(m,T_G)\) is the number of these stars. This final distribution of stars is calculated via

$$N(m,T_G) = \frac{\Phi(m)}{M_G} M_G \Delta m$$

where \(M_G\) is the mass of the galaxy (or of a given region of the galaxy studied).

For the wavelengths we chose to use the Johnson-Kron-Cousins UBV system in the visible and the Bessell-Brett system in the near-infrared. Definitions of the UBV passbands are given in Buser & Kurucz (1978), for R and I in Bessell (1990) and for JHK in Bessell & Brett (1988).

To obtain \(F_\lambda(m,T_G)\) from the theoretical luminosities, effective temperatures and gravities along the isochrones for each metallicity we preferred to use, whenever possible, empirical relations from observed stars, rather than theoretical spectra. We performed this using bolometric corrections (BC) and \(T_{\text{eff}}\)-color and color-color relations. This was possible for the isochrones with metallicities not very different from solar: \(Z=0.008\), \(Z=0.02\) and \(Z=0.05\). For lower metallicities, due to the lack of calibration stars, we had to take the computed colors of BBCFN, obtained by convolving the SEDs of the library of stellar spectra of Kurucz with the theoretical passbands.

#### Dust Analysis

To be able to investigate the presence of dust, we have implemented in the code the Galactic reddening law of Rieke & Lebofsky (1985) which allows us to correct for small amounts of reddening.

##### 2.3.1. Bolometric Corrections

For early-type stars we calculated the BCs following Code et al. (1976). For late-type stars we used the formula of Bessell & Wood (1984) which relates the BC to the \(V - K\) color. Finally, we used the metal-dependent formulae given in Alonso et al. (1995) to determine the BCs of the low-MS in the range of temperatures: 4000-8000K. Because the resulting BCs, from different sources, do not match exactly, we have interpolated linearly between them to avoid discontinuities. Fig. 2 summarizes the BC for solar composition.

##### 2.3.2. Temperature-color and color-color conversions

Where possible we have used empirical studies for which the effective temperatures had been determined using reliable stellar angular diameter measurements (using the lunar occultation technique). For color-color conversions we preferred studies which include a full set of colors rather than those which give a more restricted set, and require the inclusion of subsidiary information to complete them. In this way we avoid, as far as possible, problems derived from the use of different sets of filters. Nowadays the various observatories are quite well standardized. It is rather a question of different filter sets which were used at different times. Separate conversions were performed for giants and dwarfs:

- Dwarfs in the range 4000-8000 K: except for U-V (for which we used the color-color relations of Johnson 1966), we inverted the polynomial fitting functions of Alonso et al. (1996) to obtain each color as a function of the \(T_{\text{eff}}\) and the metallicity. To obtain their relations they observed a large sample of MS stars (\(\sim 500\)) with spectral types from F0 to K5 covering a wide range in metallicity (\(-3.0 < [M/H] < 0.5\)). To transform from their J and K filters to our system we used the relations given in Alonso et al. (1994).
- Stars hotter than 8000 K: we first obtained the \(B-V\) from the \(T_{\text{eff}}-(B-V)\) table of Code et al.
(1976) and then used the color-color relations of Johnson (1966). We took a smoothly interpolated transition from Alonso et al. (1996) for the boundary at 8000 K. This method works since line blanketing for these hot stars is not very important. For the case of stars hotter than 34000 K we used the colors given in BBCFN (up to 50000 K obtained by convolving with the Kurucz stellar spectra library and above 50000 K by assigning pure black-body (BB) spectra, see BBCFN for details). Finally, to convert from the R and I broad-band filters in the Johnson (1966) system to those in the Johnson, Kron, Cousins system (Bessell 1990) we used the linear relations of Bessell (1983).

- Dwarfs cooler than 4000 K: due to lack of reliable observations we took the BB effective temperatures of Johnson (1966). The same paper, which does not list any metallicity dependence, was used to obtain the different colors by shifting them to match the well-calibrated metal-dependent colors of Alonso et al. (1996) at 4000 K. In this way we have in fact obtained the dependence on metallicity, which becomes more important as the temperature decreases, as can be seen in Alonso et al. (1996).

- Giants in the range 3350-4930 K: using the empirical calibration of Ridgway et al. (1980) we first obtained the \((V-K)\) color from \(T_{\text{eff}}\), after which we applied the color-color conversions for giants of Bessell & Brett (1988) to obtain the other colors. For the cooler giants we also used the stellar library of Fluks et al. (1994).

- Giants cooler than 3350 K: unfortunately there is a lack of observations for these stars. Especially for old stellar populations, the contribution from giants with spectral types later than M5 is not negligible in red filters especially for steep IMFs. For these stars we used the metal-dependent model colors of Bessell et al. (1989, 1991). Since these models do not contain the U and B filters, we obtained the \(U-V\) and \(B-V\) colors from the observational stellar library of Fluks et al. (1994), taking stars with the corresponding \(V-K\). Finally, to avoid problems in matching these stars with hotter giants we have interpolated the colors between 3200 and 3350 K. We strongly encourage observers to carry out programs to obtain good empirical data for cool giants as well as for cool dwarfs. It is also important to study empirically the dependence on the metal content. In this respect observations in Baade’s window such as those obtained by Terndrup et al. (1990 and 1991) are very useful.

2.4. Line index synthesis

As well as the colors, we have also calculated absorption line strengths. To make it possible to compare observations with the line strengths from the models, we have worked in the extended Lick-system (Worthey et al. 1994). This has the additional advantage that many observed spectra are available for calibration: stars in that paper and also in Faber et al. (1985) and Gorgas et al. (1993). We used the fitting functions of Worthey et al. (1994) to relate each line index to its corresponding three atmospheric parameters: \([M/H]\), \(\log g\) and \(T_{\text{eff}}\) (or \(V-K\)). Since for the CN1 and CN2 indices these authors do not give fitting functions for metallicities below \([M/H] = -1\) we have obtained second order polynomial relations, which are given in Table 1. For this we used around ~ 30 stars of their sample with low metallicities and for which they measured the two indices. We also have included some features in the near-IR: the CaII triplet and the Mg ii line. We have used the stellar spectra of Díaz et al. (1989) to calibrate second order polynomial relations between each line index and its corresponding atmospheric parameters. All these fitting functions have been tabulated in Table 1. As pointed out by Díaz et al. (1989) it is useful to distinguish between two ranges, metal-poor and metal-rich (separated at \([M/H] = -0.3\)). In the first the index is strongly dependent on \([M/H]\), while in the second it depends much more strongly on gravity.

We assigned a luminosity class to each live star by adopting a rather broad set of criteria to distinguish between dwarfs and giants. One of the best discriminators for this is clearly \(\log g\) and we have used as limits:

\[
\begin{align*}
\log g & \geq 4.0 & \text{dwarfs} \\
3.5 & < \log g < 4.0 & \begin{cases} \text{if} \ (V-K) \leq 2 \log g - 6 & \text{dwarfs} \\ \text{if} \ (V-K) > 2 \log g - 6 & \text{giants} \end{cases} \\
\log g & \leq 3.5 & \text{giants}
\end{align*}
\]

Because in the gravity range \(3.5 < \log g < 4\), the value of \(\log g\) alone cannot discriminate between the
two classes of stars, we decided to use the \( V-K \) criterion cited to divide the subgiant region into two parts. Finally, stars with \( (V-K) < -1.0 \) or \( \log T_{\text{eff}} > 4.63 \) are not classified, because they are not important for line-strength computations. This equation was mainly used when calculating the contributions of the \( M \) stars to the integrated absorption features.

The code yields a stellar distribution for a given age of the galaxy and metallicity \( (Z) \), converted to \([M/H] \) by the relation

\[
[M/H] = \log(Z/Z_\odot)
\]  

To calculate an integrated line index the code integrates the contributions of all the stars (obtained using Eq. 11) to calculate the total line index for the resulting SSP. An integrated line-index \( W_i \) is a flux-weighted mean flux and could be expressed either as an equivalent width (EW) or in magnitudes. We have decided to maintain the convention of Burstein et al. (1984), used also in Worthey et al. (1994) of expressing the molecular-band features in magnitudes and the atomic-line features in equivalent width (EW) in \( \AA \). The NIR features are expressed in EW as well. We calculate \( W_i \) in the following way:

\[
W_i = \frac{\int_{m_{li}}^{m_{ui}} W(m, T_G) N(m, T_G) F_c(m, T_G) dm}{\int_{m_{li}}^{m_{ui}} N(m, T_G) F_c(m, T_G) dm}
\]  

where \( F_c(m, T_G) \) is the flux in the continuum corresponding to the central wavelength of the spectral feature of the star of mass \( m \) at \( T_G \), obtained by a linear interpolation between the closest broad-band filter fluxes \( F_{\lambda_i} \) and \( F_{\lambda_u} \)

\[
F_c(m, T_G) = F_{\lambda_i} + (F_{\lambda_u} - F_{\lambda_i}) \left( \frac{\lambda_i - \lambda_l}{\lambda_u - \lambda_l} \right)
\]  

where \( \lambda_i, \lambda_l \) and \( \lambda_u \) are the central wavelengths of the index and the two broad-band filters respectively.

Finally, to convert the indices expressed in EW to magnitudes we use the following relation

\[
mag = -2.5 \log \left( \frac{\Delta \lambda_i - W_i}{\Delta \lambda_i} \right)
\]  

where \( \Delta \lambda_i \) is the wavelength width (in \( \AA \)) of the feature.

2.5. The model input

To model a single stellar population the main input parameters which must be defined are:

- The age \( T_G \) of the galaxy (or of the observed zone of the galaxy).
- The metallicity \( Z \).

2.6. The derived colors and absorption lines for a single stellar population

In Tables 2 and 3 we present the resulting colors and line indices for single stellar populations for unimodal and bimodal IMFs with two slopes \( \mu \): 1.35 and 2.35. For each \( \mu \) we present the results for different metallicities and ages. The differences between the two IMFs mainly affect the reddest colors or indices. These Tables, as well as others which also include data for models with other \( \mu \) values can be obtained from the authors.
\[ \text{Table 1: The fitting functions for the CN1 and CN2 indices (as defined in Worthey et al. (1994) for } [M/H] \leq -1 \text{ and for the near-IR features as defined in Díaz et al. (1989) (who define the region of the continuum as well). Given are the polynomial coefficients where } Z \text{ should be read as } [M/H], \log g \text{ and } T_{\text{eff}} \text{ as } \log T_{\text{eff}}. \]

| Index | \( g^2 \) | \( Z^2 \) | \( T_{\text{eff}}^2 \) | \( g \) | \( Z \) | \( T_{\text{eff}} \) | \( Zg \) | \( gT_{\text{eff}} \) | \( ZT_{\text{eff}} \) | Constant | Validity |
|-------|----------|----------|-----------------|------|-----|-------|-------|--------|--------|----------|---------|
| CN1   | -0.0428  | 0.4230   | -2.6264         | -7.6603 | 16.2199 | 4.5248 | -0.1189 | 2.1176 | -3.9428 | 19.9478 | 3980 < \( T_{\text{eff}} \) < 5100 |
| CN1   | -0.0089  | 0.0818   | -0.0558         | -2.8505 | 0.0702 | -2.9541 | -0.0002 | 0.7670 | 0.0945 | 12.1739 | 5100 < \( T_{\text{eff}} \) < 11100 |
| CN2   | -0.0196  | -0.1867  | 0.1706          | -0.0520 | -10.5277 | -0.1924 | 0.0541 | 0.7073 | 2.6526 | -2.5165 | 3980 < \( T_{\text{eff}} \) < 5100 |
| CN2   | -0.0148  | 0.0170   | 0.1875          | -2.6252 | -0.4784 | -4.2434 | -0.0485 | 0.7027 | 0.2019 | 13.5325 | 5100 < \( T_{\text{eff}} \) < 11100 |
| Ca\(_{\alpha}\)1 | -0.0065  | 0.0024   | 0.4254          | 5.5058 | -6.2485 | 1.1452 | -0.1162 | -1.5381 | 1.8636 | -7.9084 |
| Ca\(_{\alpha}\)1 | 0.1269   | -0.8879  | 0.6840          | 4.9417 | 4.2020 | 0.5141 | -0.3062 | -1.6106 | -0.7240 | -7.7763 |
| Ca\(_{\alpha}\)2 | 0.1669   | -0.1111  | 0.6564          | 9.9490 | -8.8215 | 3.8129 | -0.1269 | -3.0427 | 2.6914 | -17.0107 |
| Ca\(_{\alpha}\)2 | 0.2208   | -2.3469  | 0.0913          | 1.1574 | -9.3570 | 1.0685 | -0.3788 | -0.7946 | 3.2014 | 1.9801 |
| Ca\(_{\alpha}\)3 | 0.1335   | -0.1789  | 1.6471          | 9.8307 | -2.5977 | -4.5822 | -0.0627 | -2.9351 | 0.8503 | -0.6660 |
| Ca\(_{\alpha}\)3 | 0.1801   | -1.6372  | 0.6482          | -1.1326 | -20.1575 | -3.4841 | -0.6283 | -0.1215 | 6.2543 | 10.3075 |
| Mg\(_{\alpha}\) | 0.0425   | 0.0453   | 0.5193          | 3.9973 | 1.9597 | -3.2429 | -0.0278 | -1.1445 | -0.4173 | 5.9036 |
| Mg\(_{\alpha}\) | 0.0302   | 0.2442   | -0.8184         | 0.9179 | 1.3805 | 4.0668 | 0.0241 | -0.2869 | -0.3096 | -3.1040 |
| Age | [M/L] | Z | µ (M/L) | U-V | β | V | V-J | V-I | B-V | C | Ca | Ca | Ca | TiO | NaD | Fe5782 | Fe5709 | Fe5406 | Fe5270 | Fe5335 | Fe5015 | H | Fe4668 | Fe4531 | Ca4455 | Ca4227 | Ca4538 | Ca4435 | Ca4459 | Ca4538 | Ca4435 | Ca4459 | Ca4459 | Ca4435 | Ca4459 | Ca4435 | Ca4459 |
|-----|-------|---|---------|-----|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 1   | 1.35  | 0.48 | 0.082  | 0.645 | 10.9 | 2.35 | 4.0 | 3.2 | 3.5 | 3.8 | 4.0 | 4.3 | 4.5 | 4.7 | 4.9 | 5.2 | 5.5 | 5.8 | 6.1 | 6.4 | 6.7 | 7.0 | 7.3 | 7.6 | 7.9 | 8.2 | 8.5 | 8.8 | 9.1 | 9.4 | 9.7 |
| 4   | 1.35  | 0.48 | 0.082  | 0.645 | 10.9 | 2.35 | 4.0 | 3.2 | 3.5 | 3.8 | 4.0 | 4.3 | 4.5 | 4.7 | 4.9 | 5.2 | 5.5 | 5.8 | 6.1 | 6.4 | 6.7 | 7.0 | 7.3 | 7.6 | 7.9 | 8.2 | 8.5 | 8.8 | 9.1 | 9.4 | 9.7 |
| 8   | 1.35  | 0.48 | 0.082  | 0.645 | 10.9 | 2.35 | 4.0 | 3.2 | 3.5 | 3.8 | 4.0 | 4.3 | 4.5 | 4.7 | 4.9 | 5.2 | 5.5 | 5.8 | 6.1 | 6.4 | 6.7 | 7.0 | 7.3 | 7.6 | 7.9 | 8.2 | 8.5 | 8.8 | 9.1 | 9.4 | 9.7 |
| 12  | 1.35  | 0.48 | 0.082  | 0.645 | 10.9 | 2.35 | 4.0 | 3.2 | 3.5 | 3.8 | 4.0 | 4.3 | 4.5 | 4.7 | 4.9 | 5.2 | 5.5 | 5.8 | 6.1 | 6.4 | 6.7 | 7.0 | 7.3 | 7.6 | 7.9 | 8.2 | 8.5 | 8.8 | 9.1 | 9.4 | 9.7 |
| 17  | 1.35  | 0.48 | 0.082  | 0.645 | 10.9 | 2.35 | 4.0 | 3.2 | 3.5 | 3.8 | 4.0 | 4.3 | 4.5 | 4.7 | 4.9 | 5.2 | 5.5 | 5.8 | 6.1 | 6.4 | 6.7 | 7.0 | 7.3 | 7.6 | 7.9 | 8.2 | 8.5 | 8.8 | 9.1 | 9.4 | 9.7 |

Table 3: The model observables for SSPs with a bimodal IMF with slopes 1.35 and 2.35.
Fig. 3.— Comparison of the colors predicted in our SSP models with those obtained by different authors versus age and metallicity for a Salpeter IMF.
2.6.1. Comparison with other authors

As a check on our method we compared our synthetic colors with those published by Buzzoni (1989) (we selected those models which include the red horizontal branch and have a mass-loss rate parameter \( \eta = 0.3 \)), Bruzual & Charlot (1996) (private communication, a revised version of the results of Bruzual & Charlot 1993), Tantalo et al. (1996) (which includes the revised results of Bressan et al. 1994) and W94. In Fig. 3 we present the color-age (for solar metallicity) and color-metallicity diagrams for young (2 Gyr) and old (12 Gyr) stellar populations. In most of the plots we see that our results are always in better agreement with the values obtained by Tantalo et al. (1996) and Bruzual & Charlot (1996), while we differ substantially from the results obtained by W94 and Buzzoni (1989). We also note that the older models of the Padova group (Bressan et al. 1994) give much redder \( V - K \) colors than we find (similar to colors of W94) while the model of Bruzual & Charlot (1993) is much bluer than ours for moderate ages. The similarity between our results and those of Tantalo et al. (1996) is due to the use of the same theoretical isochrones, whereas the small differences are caused by the different conversions to the observational plane. The very red \( V - K \) colors of W94 for cool stars are attributed to his bolometric corrections.

A nice paper analyzing the differences between these models has been written by Charlot et al. (1996). They found that the scatter between authors is due to the use of different isochrones rather than spectral calibrations. Finally, the colors of Buzzoni (1989) differ very much from the others.

For the absorption lines we have compared our results with those of W94, Bruzual & Charlot (1996) and Bressan et al. (1996). In Figs. 4 and 5 we investigate the behavior of representative indices, from eight different elements. In Fig. 4 these indices are plotted as a function of age for solar composition. In Fig. 5 we plot the same synthetic indices versus the metallicity for young (2 Gyr) and old (12 Gyr) stellar populations. Looking at these figures we infer that the agreement is generally good. Once again our models agree better with Bruzual & Charlot (1996) than with W94. In particular we can notice that our line-strength predictions are in general stronger than the ones of W94, except for H\( \beta \), as expected, and for TiO\( \gamma \). Since most of these indices are calculated directly from the theoretical isochrone parameters without any intermediate conversion to the observational plane, as explained in Section 2.4, we attribute this to the fact that our isochrones are slightly cooler, especially for the MS and the turnoff stars, as well

![Fig. 4](image1.png)

**Fig. 4.**— A representative set of our synthetic indices versus age for a Salpeter IMF and solar composition compared with the same indices calculated by different authors (from Bressan et al. 1996 only H\( \beta \), Mg\( _2 \) and \( < Fe > = \frac{Fe_{5270} + Fe_{5335}}{2} \) are available).
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**Fig. 5.**— The synthetic indices versus metallicity for a Salpeter IMF and for assumed ages of 2 and 12 Gyr, compared with the equivalent plots from W94 and Bressan et al. (1996).
as the upper-RGB and AGB stars. This difference in the temperature is mainly caused by the adopted opacities. However other different stellar evolution prescriptions are also significant (see for more details Charlot et al. 1996). The disagreement among the models is greatest for NaD, Ca4227 and TiO_I. This is well understood if we look at the index-(V − K) diagrams of Gorgas et al. (1993) and Worthey et al. (1994) index-(V − K) plots for observed stars. The dependence of Ca4227 and NaD on temperature is very steep (compared with e.g iron indices) for EWs of ∼1 and ∼2 respectively (where differences in the integrated predictions also become appreciable), especially for dwarf stars. The case of TiO_I is stronger than ours because his bolometric corrections, the same reason that his V−K is redder. This is clear when one realises that both are strongly dependent on very red stars, for which W94 has a problem with the BCs (see Charlot et al. 1996).

2.6.2. Comparison with observed clusters

Since clusters are considered to be coeval, they are ideal for testing the synthetic colors and absorption lines of our models. In Fig. 6 we have compared our model colors and absolute magnitudes with the M_K vs. V−K color-magnitude diagrams of Houdashelt et al. (1992) for M 67 and Frogel et al. (1981) for 47 Tuc. For M 67 we used an isochrone of 4.5 Gyr and solar metallicity, while for 47 Tuc we used an age of 17 Gyr and Z=0.004. Notice that for 47 Tuc our colors are the same as those of BBCFN, since there is no difference in the calibration for low metallicities. The fit for M 67 is also excellent, in general the agreement in V−K is better than 0.05 mag everywhere. W94 obtained a good fit for Z=0.0134 and 4.5 Gyr, while we use Z=0.02. This difference reflects the difference in temperature of the isochrones in general.

Next, we made a comparison between our models and the integrated colors as well as line-strengths of some globular clusters. Two color-color diagrams and V − K vs. Mg2 are given in Fig. 7, while in Fig. 8 a number of index-Mg2 diagrams are represented. For the colors, the observational data of Galactic and M31 globular clusters are from Burstein et al. (1984), who used raw data from different authors (references therein). We selected, following the classification of Searle et al. (1980), UBV data for the LMC globular clusters from Bica et al. (1992) and Girardi et al. (1995). The line-strengths of Galactic and M 31 globular clusters are from Burstein et al. (1984) and for other Galactic globular clusters from Covino et al. (1995). The integrated model observables have been obtained with a bimodal IMF of slope μ = 1.35 for SSPs with different metallicities and ages (ranging from 1 to 17 Gyr). In Fig. 8 we see that our models fit the data very well and that the required metallicity is always lower than solar. As one can see in Fig. 8 our models also fit very well the plots of G band, Hβ and iron indices vs. Mg2. For instance, the Hβ-Mg2 diagram indicates that the ages of these clusters must be older than say ∼10 Gyr. On the other hand, the NaD and CN1 features do not fit so well. The NaD mismatch can be probably attributed to interstellar absorption, which can increase the EW of the observed features by up to 1 Å (Gorgas et al. 1993). However, for the most metal-rich clusters, we sometimes observe differences even higher than 1 Å. Bica et al. (1991) found similar results for a large sample of galaxies. For the CN lines the mismatch cannot be attributed to extinction since the line is purely stellar. Here only for the most metal-rich galaxies is the mismatch large. There are all clusters of M31. It could be that abundance ratio variation effects play a role here in the metal-rich galaxy M 31 (W94). W94 also attributed the CN mismatch observed in the metal-rich galaxy M 31 to abundance ratios effects. This effect could also be responsible for part of the NaD mismatch.
Fig. 6.— Color-magnitude diagram of M 67 and 47 Tuc together with our stellar colors. We plot stars of M 67 from Houdashelt et al. (1992) and stars of 47 Tuc by Frogel et al. (1981).

Fig. 7.— Comparison of our models with optical and IR colors and Mg$_2$ for Galactic, M31 and LMC globular clusters (see the text for more details). Presented are models with a bimodal IMF of slope $\mu = 1.35$ for SSPs of different metallicities, ranging in age from 1 to 17 Gyr.

Fig. 8.— Comparison of our integrated indices with observations of Galactic and M31 globular clusters in a number of index-Mg$_2$ diagrams. Our indices are obtained with a bimodal IMF of slope $\mu = 1.35$ for SSPs of different metallicities, ranging in age from 1 to 17 Gyr.
Fig. 9.— $V - K$ for models with and without HB+AGB, and shifting the isochrone by 50 K.

Fig. 10.— $U - V$ for models with and without HB+AGB, and shifting the isochrone by 50 K.
2.7. Errors in integrated line indices and colors

Since models of this kind are extremely complicated, the determination of the errors in colors and lines is very difficult. Part of the physics involved is not completely understood (e.g. molecular opacities), and even where it is understood calculations can be very difficult (e.g. accounting for convection). Errors can be due to uncertainties in theoretical stellar parameters, especially for advanced stages of stellar evolution, to the slope of the IMF, about which little theoretical is known, to the conversion from the theoretical to the observational plane using observed and synthetic stars, and to many more factors.

One way to estimate our errors is to compare our results with results from other authors (see Section 2.6.1). But since some errors are systematic, and possibly different for each group, this is not enough. For this reason we also present the differences in integrated colors and indices between the values for whole model, and those of all stages except the HB and the AGB for which the isochrone calculations might contain large uncertainties. In Fig. 9 we present \( V-K \) with and without HB+AGB for various ages and metallicities. Without the latest phases \( V-K \) is quite well-behaved, i.e. monotonic in age and metallicity. In Fig. 10, we see that the advanced stages contribute considerably in \( U-V \), which could maybe explain why our models are amongst the reddest in this color.

The differences are quantified in Table 4. In the last column we give the maximum differences, in magnitude, or as a fraction of the line strength. These numbers have the same order of magnitude as the differences between the authors in Fig. 3.

This table gives an idea of the relative accuracy of the various colors and lines. The possibilities for systematic errors are considerable. The worst colors are \( U-V \) and \( V-K \), while the models for lines CN\(_1\), CN\(_2\), Ca4227, Fe4668 and Fe5782 are the most uncertain. These possible errors have to be taken into account when applying the model to observational data. Note that these are not (and do not have to be) the lines for which the comparison between various authors is the worst.

As an additional test we have shifted the whole isochrone to the blue by 50 K, which might be a reasonable uncertainty in the isochrones. The results are also plotted in Figs. 9 and 10. As expected, the effect is systematic but does not change either \( U-V \) or \( V-K \) by more than 0.05 \textit{mag}.

The comparison with M 67 or 47 Tuc shows that here our error in \( V-K \) is probably smaller than 0.05 \textit{mag} everywhere. Assuming that the whole RGB (and further stages) are 0.1 \textit{mag} too blue (or too red) we find that the integrated \( V-K \) is 0.07 \textit{mag} too blue (or too red) for several ages and metallicities. This means that the error due to RGB mismatch is not larger than 0.04 \textit{mag}, although at Z=0.05 the errors might be larger, since no globular clusters are present here for calibration.

In order to quantify how any mismatch in the calibration of the K vs. \( V-K \) diagrams of red giant branches of globulars (see Fig. 6) is propagated through the models, we assumed that the stars on the whole RGB (and further stages) are 0.1 mag too blue or 0.1 mag too red. We then found that the integrated \( V-K \) colors are 0.07 mag too blue with respect to the red propagation for models of 17 Gyr, and Z=0.02 and 0.05. For models of 1 Gyr and the same metallicities we obtained a difference of 0.08 mag. This means that we may assume that the error in integrated \( V-K \) up to the tip of the RGB is smaller than 0.04 mag, although at Z=0.05 this error could be larger, since no globular clusters here are present to calibrate the models. At low metallicities there are no differences between our integrated colors and those of BBCFN.

2.7.1. The effect of the very low mass stars on the integrated observables

In this section we briefly quantify the effects of very low-mass stars (< 0.6\( M_\odot \)) on the integrated observables. Since their effects are more important in the red we have calculated the effects on \( V-K \) and NaD. In Table 5 we present integrated \( V-K \) and NaD for models with a unimodal IMF, a bimodal IMF (which diminishes the contributions of these very low-mass stars) and an IMF with a lower-mass cutoff of precisely 0.6\( M_\odot \). As one expects their influence is larger for steeper IMF slopes and greater ages. See also Fig. 14.
| Color/Index | n= | Z=0.02, 8 Gyr | Z=0.05, 8 Gyr | Z=0.02, 16 Gyr | Z=0.05, 16 Gyr | max. rel. error |
|-------------|----|---------------|---------------|---------------|---------------|----------------|
| $U - V$     | y  | 0.156         | 0.207         | 0.121         | 0.162         | 0.207 |
| $B - R$     | y  | 0.060         | 0.085         | 0.039         | 0.060         | 0.085 |
| $V - I$     | y  | 0.030         | 0.063         | -0.010        | 0.017         | 0.063 |
| $V - J$     | y  | 0.115         | 0.122         | -0.054        | 0.009         | 0.122 |
| CN$_1$      | y  | 0.029         | 0.041         | 0.033         | 0.040         | 0.041 |
| CN$_2$      | y  | 0.031         | 0.045         | 0.037         | 0.043         | 0.045 |
| Ca4227      | n  | 0.028         | 0.125         | -0.033        | 0.058         | 0.125 |
| Fe4383      | n  | 0.043         | 0.010         | 0.030         | 0.004         | 0.043 |
| Fe4333      | n  | 0.079         | 0.063         | 0.045         | 0.035         | 0.079 |
| Ca4455      | n  | 0.071         | 0.079         | 0.038         | 0.053         | 0.079 |
| Fe4531      | n  | 0.050         | 0.064         | 0.023         | 0.036         | 0.064 |
| Fe4668      | n  | 0.132         | 0.113         | 0.163         | 0.085         | 0.132 |
| H$eta$    | n  | -0.067        | -0.088        | 0.000         | -0.007        | 0.088 |
| Fe5015      | n  | 0.067         | 0.068         | 0.051         | 0.059         | 0.068 |
| Mg1         | y  | 0.010         | 0.025         | 0.000         | 0.014         | 0.025 |
| Mg2         | y  | 0.011         | 0.027         | -0.003        | 0.012         | 0.027 |
| Mg8         | n  | 0.009         | 0.023         | -0.030        | -0.010        | 0.030 |
| Fe5270      | n  | 0.059         | 0.070         | 0.029         | 0.039         | 0.070 |
| Fe5335      | n  | 0.056         | 0.073         | 0.019         | 0.041         | 0.073 |
| Fe5406      | n  | 0.086         | 0.103         | 0.042         | 0.062         | 0.103 |
| Fe5709      | n  | 0.099         | 0.100         | 0.088         | 0.092         | 0.100 |
| Fe5782      | n  | 0.125         | 0.165         | 0.094         | 0.126         | 0.165 |
| NaD         | n  | -0.004        | 0.045         | -0.051        | -0.013        | 0.051 |
| TiO$_1$     | y  | 0.000         | 0.005         | -0.002        | 0.002         | 0.005 |
| TiO$_2$     | y  | 0.001         | 0.015         | -0.004        | 0.009         | 0.015 |
| Ca4411      | n  | 0.030         | 0.065         | 0.015         | 0.053         | 0.065 |
| Ca4412      | n  | 0.043         | 0.065         | 0.014         | 0.053         | 0.065 |
| Ca4413      | n  | 0.062         | 0.107         | 0.026         | 0.098         | 0.107 |
| MgI         | n  | 0.009         | 0.002         | -0.033        | -0.026        | 0.033 |

Table 4: Predicted differences in integrated colors and indices for SSPs with and without the inclusion of the HB+AGB phases of stellar evolution. The given numbers indicate the relative errors in magnitude, or as a fraction of the line-strength.

| Color/Index | n= | Z=0.008, 1 Gyr | Z=0.02, 1 Gyr | Z=0.05, 1 Gyr | Z=0.008, 16 Gyr | Z=0.02, 16 Gyr | Z=0.05, 16 Gyr |
|-------------|----|---------------|---------------|---------------|---------------|---------------|---------------|
| $U - V$     | y  | 2.70          | 2.70          | 2.70          | 2.70          | 2.94          | 2.94          | 2.94          | 2.90          | 2.94          | 2.94          | 2.46          | 2.44          | 2.13          |
| $B - R$     | y  | 2.97          | 2.97          | 2.97          | 2.97          | 3.30          | 3.30          | 3.30          | 3.27          | 1.97          | 1.97          | 1.95          | 3.56          | 3.54          | 3.26          |
| $V - K$     | y  | 3.11          | 3.11          | 3.11          | 3.11          | 3.54          | 3.54          | 3.54          | 3.50          | 2.95          | 2.95          | 2.93          | 5.08          | 5.07          | 4.83          |

Table 5: Test of the influence of the stars of masses lower than 0.6 $M_{\odot}$ on the integrated $V - K$ color and NaD index for two ages (1 and 16 Gyr) and three metallicities ($Z=0.008$, $Z=0.02$ and $Z=0.05$). 'U' means that the observables were obtained using a unimodal IMF, which includes all the stars up to 0.0992 $M_{\odot}$, 'B' means that we used a bimodal IMF which diminishes the influence of these very low-mass stars, and 'O' means that we avoided the low-mass stars by taking an IMF with a lower mass-cutoff of 0.6 $M_{\odot}$. As expected the influence of such stars is larger for steeper IMF slopes and greater ages.
3. The chemo-evolutionary model

In this section we present a new and fully elaborated spectrophotometric stellar population synthesis model which, apart from an assumed IMF, needs only an analytical functional form for the SFR (see 3.1) to follow the evolution of a galaxy from an initial gas cloud to the present time, including the chemical evolution by taking into account mass loss from stars and supernovae. We explain the ingredients of the models together with the method of calculation in 3.2, while all the details about the ejecta are explained in 3.3. The output from the code will be effectively a mixture of SSPs of different ages and metallicities, which have been calculated in the way described in Section 2. We provide here a discussion of the influence of each of the main input parameters and we compare our chemical evolution model with the model of Arimoto & Yoshii (1986) (hereafter AY86). Finally we present some tables with model observables obtained for a set of representative input parameters.

3.1. The Star Formation Rate

To quantify how much gas is converted to stars at each time, we need to define the Star Formation Rate (SFR) $C(t)$. We assume that it is proportional to a power, $k$, of the fractional gas mass $f_g(t)$ ($f_g(t) = \frac{M_g(t)}{M_G(t)}$) where $M_g(t)$ is the mass of the gas at time $t$ and $M_G(t)$ is the total mass of the zone at that time, so that $M_G(t) = M_g(t) + M_s(t)$ where $M_s(t)$ is the stellar mass, including remnants. Then

$$C(t) = \nu f_g(t)^k$$  \hspace{1cm} (14)

The power $k$ is observationally estimated at between 1 and 2 according to Schmidt (1959), or $k = 1.3 \pm 0.3$ (Kenneicutt 1989). In this paper we take $k = 1$. $\nu$ is a constant, which fixes the timescale of star formation (see Arimoto & Yoshii, 1986, 1987) and should depend on the overall physical state of the gas: temperature, density, and magnetic field strength etc.

3.2. The stellar population synthesis and the chemical evolution

We broadly follow the mathematical formalism established by AY86 and Casuso (1991). We assume a fixed volume, a well-defined zone, in the galaxy under study, initially containing gas, with mass $M_g(t = 0)$ which in the present paper is taken as fixed, i.e. no gas flows into or out of the volume considered. When the physical conditions appropriate for gravitational collapse are reached stars are formed, with the appropriate SFR and the IMF.

The implementation is as follows: during a specified time interval $\Delta t$, a generation of stars, with properties determined by the SFR, the IMF and the metallicity at that moment, is created if $f_g(t)$ is greater than a certain lower limit $f_{g_{\text{min}}}$. Successive generations of stars will be formed until the present time (or a specified epoch $T_G$) so that the light which is observed comes from a composite set of stars from all the generations, (SSPs), each with its corresponding age and metallicity, surviving at time $T_G$.

3.2.1. The stellar population model

We start by assuming that all the mass is in gaseous form, i.e. zero initial mass fraction in stellar form ($M_s(t = 0) = 0$), therefore $f_g(t = 0) = 1$, and that the gas has a certain metallicity (usually $Z(t = 0) = 0$). The evolution of the fractional gas mass $f_g(t)$ is governed by the differential equation

$$\frac{df_g(t)}{dt} = -C(t) + F(t)$$  \hspace{1cm} (15)

where $F(t)$ is the fractional mass of gas (expelled by stars and due to inflow from outside the zone) entering the zone per unit time at time $t$, during the last time-interval $(t, t - \Delta t)$. We first must calculate $F(t)$, which comprises the total ejecta (from the stars which had been created before the given epoch) in the most recent time-interval $(t, t - \Delta t)$,

$$F(t) = \int_{t}^{t+\Delta t} \int_{m_{\text{min}}(t')}^{m_{\text{max}}(t')} B(m, t-t') R_z(m, t') dm dt' + P(t)$$  \hspace{1cm} (16)

where the integration over time represents the contributions to the fractional gas mass of the stars of each SSP created until $t$. A given SSP has an age of $t'$ at time $t$. Therefore, the last contributing SSP has an age $t' = \Delta t$ and the oldest one is the first SSP, with an age $t' = t$. In this equation:

- $B(m, t-t')$ (called the birth function) is the gas mass fraction per unit time per unit mass, which goes into stars of mass $m$ at time $t - t'$, divided by the total mass of the zone.
- $R_z(m, t')$ is the gas mass fraction ejected by a star of mass $m$ and metallicity $Z$ until the time $t'$, or during its lifetime $t_m$, if $t' \geq t_m$.
- $m_{\text{min}}(t')$ is the lowest mass corresponding to a post-RGB star which is ejecting matter via winds at the age $t'$.
- $m_{\text{max}}(t' - \Delta t)$ is the mass of the star whose lifetime $t_m$ is equal to the age $t' - \Delta t$.
- $P(t)$ is a term which represents the net inflow of material entering the zone.
Splitting the integral over the mass into two terms we get:

\[
F(t) = \int_{t_0}^{t} \left[ \int_{m_w(t')}^{m_d(t')} B(m, t - t') R_z(m, t') dm + \int_{m_d(t')}^{m_d(t - \Delta t)} B(m, t - t') R_z(m, t_m) dm \right] dt' + \Phi(t)
\]

where the first term represents the contribution to the total ejecta from stars in post-RGB stages, whose matter is ejected into the interstellar medium via winds, and the second term represents the contribution from the stars which at time \( t' \) had already reached the end of their evolution and ejected the whole of their initial masses except their remnants. The masses \( m_w(t') \), \( m_d(t') \) and \( m_d(t' - \Delta t) \) are obtained from the corresponding isochrones. We note that these quantities are approximate, because they have been obtained from the closest isochrone to the required age which has the closest metallicity to that of the desired SSP. However, the fractions \( R_z(m, t') \) are obtained directly from the isochrones (see Section 2.1.2) and the \( R_z(m, t_m) \) from the final ejecta (see Section 3.3).

For analytical simplicity we separate \( B(m, t) \) into time-dependent and mass-dependent terms, \( C(t) \) and \( \Phi(m) \), yielding

\[
B(m, t) = \Phi(m) C(t)
\]

We have solved the equation (15) without using the approximation of instantaneous recycling (Tinsley 1980), but evaluating \( f_g(t) \) at time \( t \) using the previous values of \( f_g(t - \Delta t) \), \( C(t - \Delta t) \) and \( F(t - \Delta t) \)

\[
f_g(t) = f_g(t - \Delta t) + \frac{df_g(t)}{dt} \Delta t
\]

If the resulting value of \( f_g(t) \) is greater than a pre-set value \( f_{g_{\text{min}}} \) the SFR, \( C(t) \), is evaluated from Eq. 15, but if it is smaller no stars are being formed and therefore \( C(t) \) is set to 0. We apply this threshold based on a suggestion by Kennicutt (1989) that below a certain critical gas density there is no massive star formation at all. However, Caldwell et al. (1994) conclude the opposite. For that reason we decided for the present to set this free parameter \( f_{g_{\text{min}}} \) to 0.

**Mass Conservation.** In order to guarantee mass conservation in our calculations, we have normalized to unity the constant \( \beta \) at each time-step \( \Delta t \): this is performed numerically and corrects errors generated by the need to discretize the time evolution.

The finite time step also leads to the following problem. Consider a group of post-RGB stars which at time \( t \) are ejecting matter into the ISM so that their contributions are included in \( F(t) \). Let us now assume that at some point during the next step \( t + \Delta t \) these stars die, so that their total contributions \( R_z(m, t_m) \) are included in \( F(t + \Delta t) \). Therefore \( F(t + \Delta t) \) also contains the part of the ejected matter previously computed. However, at this time \( t + \Delta t \) this gas, could for example go into the formation of new stars but at the same time was computed as a newly ejected matter. To correct it, we subtract this gas from \( F(t + \Delta t) \).

**Infall and Outflow.** In this paper we consider a closed-box model in which the zone does not suffer any kind of interchange of gas with its neighborhood. However, to be more general the equations written above include this possibility by means of the term \( P(t) \) which can have different forms (see for example Lacey & Fall 1985), or Clayton (1985, 1986). Obviously, for a closed-box model the term \( P(t) \) is 0.

### 3.2.2. Chemical evolution

Historically, see for example Tinsley (1980) and AY86, the total fraction of the heavy elements ejected by a star of initial mass \( m \) was written as

\[
E_{z}(m) = Q_{z}(m) + Z_{g}(t - t_{m})(R_{z}(m, t) - Q_{z}(m))
\]

where \( Z_{g} \) represents an average metallicity \( Z \) or that of any individual element Fe, O, etc.; \( Z_{g}(t - t_{m}) \) is the initial \( Z \) content at the time of the star formation and \( Q_{z}(m) \) is the ratio of the mass fraction of new metals (or this could refer to some particular element) synthesized in a star of mass \( m \) and ejected, to the mass of the star. This equation was re-written by Maeder (1992) as

\[
E_{z}(m) = Q_{z}(m) + Z_{g}(t - t_{m})(R_{z}(m, t))
\]

This change is due to a correct use of the definition of the yields, which are only the new and not the total fraction of metals ejected, so there is no reason to subtract \( Q_{z}(m) \) a second time. Therefore the chemical evolution in our zone can be accounted for in this model as

\[
\frac{dZ_{g}(t)}{dt} = \frac{1}{f_{g}(t)} \int_{\Delta t}^{t} \int_{m_d(t')}^{m_d(t' - \Delta t)} B(m, t - t')(Q_{z}(m)
\]
\[
\begin{align*}
+Z_g(t - t')R_z(m, t') - R_z(m, t')Z_g(t)\frac{dmdt'}{dt} \\
+P(t)(Z_g'(t) - Z_g(t))
\end{align*}
\]

where \(Z_g'(t)\) is the metallicity of the neighborhood of the zone at time \(t\), and \(m_{a}(t')\) is the mass of the star whose lifetime \(t_m\) is equal to the age of the corresponding SSP \(t'\) at the time at which the computation is made.

Next the code calculates the corresponding metallicity \(Z_g(t)\) using an equation with a similar form to Eq. 19.

All this is done for each discrete time-step \((\Delta t)\) until the desired time for the region under consideration \(T_G\). When \(t = T_G\) we obtain the final model results for the chemical evolution and star formation history of the zone studied.

The approximation when \(f_g(t) \to 0\). To avoid any numerical instabilities in the calculation of \(Z(t)\) when \(F(t)\Delta t \sim f_g(t)\) we use the following approximation for Eq. 22:

\[
Z_g(t) = \frac{1}{F(t)} \int_{t - \Delta t}^{t} \int_{m_a(t')} B(m, t - t') |Q_z(m) + Z_g(t - t')R_z(m, t')|\frac{dmdt'}{dt} + P(t)(Z_g'(t) - Z_g(t))
\]

3.3. The total ejecta

As explained above, the gas-mass fraction \(R_z(m, t)\) ejected by a star until a given time \(t\), is obtained from the isochrones, but since for a star which does not end its evolution as a WD, the core C-ignition phase is the last stage included in the above referenced isochrones, we do not know the real mass of the remnant. This implies that we cannot calculate the total gas-mass fraction ejected by a star during the whole of its life \(R_z(m, t_m)\). We also need the stellar yields, \(Q_z(m)\), to account for the chemical evolution using Eq. 22. Both quantities depend on the mass of the star and on its initial composition but, unfortunately, there is a lack of extensive tables giving these numbers, especially for non-solar metallicities. We chose to use the results of Renzini & Voli (1981) for the intermediate stars \((1 - 8M_\odot)\) and those of Maeder (1992) for massive stars. In these studies tables are available for solar metallicity and also for \(Z = 0.004\) and \(Z = 0.001\).

Because the code follows the enrichment of the ISM in terms of \(Z\), instead of individual elements, we have computed \(Q_z(m)\) for the case of intermediate stars by adding all the metal contributors contained in the tables of Renzini & Voli for the case of \(\eta = 1/3\) and \(\alpha = 0\): the parameter of the rate of mass loss in the empirical formulation by Reimers (1975) and the rate of the mixing-length to the pressure scale height. For all these intermediate stars we have used the remnant values only for those stars which do not end their lives as a WD because, as was pointed out above, these can be obtained directly from the isochrones. For massive stars we took both quantities from the tables of Maeder (1992), interpolating linearly between the values given for the two cases of mass-loss rates for stars more massive than \(20M_\odot\) with solar composition. Finally, to obtain both quantities at the compositions of the published isochrones, linear interpolations were made between \(Z = 0.004\) and \(Z = 0.02\) to obtain the values for \(Z = 0.008\) in the case of intermediate stars while \(Z = 0.001\) and \(Z = 0.02\) were used to obtain the values for \(Z = 0.004\) and \(Z = 0.008\) for massive stars. To avoid extrapolation, we used values for \(Z = 0.004\) for intermediate-mass stars with lower metallicities, and values for \(Z = 0.001\) for massive stars of these metallicities. For the same reason, we took the solar values for higher metallicities for both kind of stars.

All this information is kept in a file in which we interpolate linearly to obtain a more finely divided distribution of stars according to their initial mass. We must point out that we have taken into account only the fractions of new metals ejected \(Q_z(m)\) when the stars die, and not in their previous stages. However, this is not the case for \(R_z(m, t)\) which was computed from the isochrones. This approximation does not introduce any appreciable error, since the fraction of ejected gas coming from living stars during a given period period \(\Delta t\) is much smaller than that of more massive dying stars and therefore the fraction of metals that is added is even less important. In any case, for these stars their total fraction \(R_z(m, t_m)\) or \(Q_z(m)\) is always taken into account in the following period \(\Delta t\).
Fig. 11.— Comparison of the time variation of the metal content and of the fractional mass of gas computed here with those obtained by AY86 (large symbols) for different parameter sets \((\nu, \mu)\), where \(\nu\) is in units of \(10^{-4} \text{Myr}^{-1}\) (the solar neighborhood value given by these authors is 1.92 in our units). Models with equal \(\mu\) have the same point type. To be consistent with AY86 our results were obtained using a unimodal IMF for which \(m_l = 0.05M_\odot\) and \(m_u = 60M_\odot\). For \(\nu = 1.92\) and \(\mu = 1.35\) the empirical age-metallicity relation of Twarog (1980) is well reproduced. The wiggles that appear when working at high SFR regimes are due to numerical instabilities which were diminished by using the approximation of Eq. 23. This is caused by the virtual absence of available gas. However this effect does not have any influence on the observed light of the galaxy, because at these high SFR most of the stars we observe at the present time were created during the first Gyr.

Fig. 12.— Plot of the contributions of each constituent SSP to the integrated light in V at 15 Gyr. We used the same models as in Fig. 11. Values of the parameters \((\nu, \mu)\) are shown beside the corresponding curves.
3.4. The final distribution of the stars and the integrated observables

To obtain the final distribution of the stars we scan all the created SSPs, with ages between 0 and \( T_G \), and mark those stars whose lifetimes allow them to be still emitting light at the present time \( T_G \). The number of stars \( N(m, t) \) corresponding to each SSP and which survive to the present time, with masses in the range \((m, m + \Delta m)\) formed in the time interval \((t, t - \Delta t)\) is calculated using:

\[
N(m, t) = \frac{B(m, t)}{m} M_G(t) \Delta m \Delta t
\]

Once this distribution of stars is known we integrate the fluxes \( F_\lambda \) of all surviving stars of all the SSPs in each photometric band

\[
F_\lambda = \int_{T_G}^{t_\Delta t} \int_{m_t}^{m_\nu} N(m, t') F_\lambda(m, t') dm dt'
\]

where \( m_\nu \) is the mass of a star which dies at \( t = t' \). Finally, the code calculates the integrated set of colors.

We proceed as in 2.4 to calculate the integrated line indices but now taking into account that the code yields a stellar distribution that is composed of the set of SSPs whose stars are still alive. For each surviving star of each created SSP, the code takes the \( \log g \) and the \( T_{eff} \) directly from the isochrones and generates the metallicity from the chemical evolution in \( Z \) which is transformed to \([M/H]\), as in Eq. 10, but now \( Z \) is the metallicity of the closest isochrone and not exactly the one given by the model output. A luminosity class, as defined in Eq. 9, is assigned to each contributing star. Then it calculates the individual contribution of a star to the desired line index via the corresponding fitting functions and integrates:

\[
W_i = \int_{T_G}^{t_\Delta t} \int_{m_t}^{m_\nu} W(m, t') N(m, t') F_\lambda(m, t') dm dt'
\]

where \( F_\lambda(m, t') \) is the flux of the continuum of the star of mass \( m \) at time \( t' \) obtained by a linear interpolation as in Eq. 12.

3.5. Input to the model

In this section we investigate the influence of the most important input parameters; basically we focus our attention on \( \nu \), \( \mu \) and the age. These are the main parameters determining the star formation and the chemical evolution of a desired region of a galaxy, and therefore by varying them we can obtain model output that can be compared with observations.

3.5.1. The free INPUT parameters

The code needs the following free input parameters which will determine the evolution of the region under study:

- The SFR coefficient \( \nu \) (in units of \( 10^{-4} \text{Myr}^{-1} \)).
- The minimum gas fraction below which no new stars can be created, \( f_{g_{\text{min}}} \). In the present study we will leave \( f_{g_{\text{min}}} \) at 0.
- The shape of the IMF: the unimodal or the bimodal IMF as were defined in Section 2.2. The slope \( \mu \). The lower and upper mass-cutoff: \( m_l \) and \( m_u \). In the present study these are fixed at 0.0992 and 72 \( M_\odot \). We should point out that higher values for the lower mass-cutoff imply fewer low-mass stars, and by inference more high-mass stars so that the chemical evolution proceeds more rapidly and higher metallicities are reached. On the other hand a decrease in \( m_l \) implies that a very important fraction of the mass is locked into low-mass stars preventing ISM enrichment, especially for IMF’s with \( \mu > 1.35 \). Generally, using a low IMF slope \( (\mu < 1.35) \) higher metallicities are reached (more rapidly if using a high star formation coefficient \( \nu \)), due to the relative importance of massive stars.
- The age \( T_G \) of the zone and the time-step \( \Delta t \). Because results do not depend strongly on \( \Delta t \) we mainly use a time-step of 100 \( \text{Myr}^{-1} \) (see Section 3.5.3 for discussion).
Table 6: The relative errors in the integrated colors and indices obtained by comparing two time-steps: $\Delta t = 100$ and $50 M_{yr}$. We selected values of $(\nu, \mu)$ which together with the age do not allow the metallicity to be greater than $Z=0.1$. The given numbers are the difference in the color or index in magnitude, or this difference as a relative fraction (divided by the index at $\Delta t = 100$), when the index is expressed in EW (following the convention of W94).
Table 7: The model observables obtained with our full chemical evolutionary model for a constant unimodal and bimodal IMF with slope 1.35. The SFR coefficient $\nu < Z >$ and $\nu > Z >$ are in units of $10^{-4} M_{\odot} yr^{-1}$, while the age is in Gyr. $Z_{\text{end}}$ indicates the metallicity at the assumed age while $< Z >$ indicates the average metallicity.
3.5.2. Effects of changing $\mu$ and $\nu$

The main parameters determining the evolution of the metallicity in a model are the coefficient $\nu$ of the SFR and the shape of the IMF, mainly its slope $\mu$. These two as well as the assumed age for the zone under study will determine the final metallicity and the average value.

We have compared our evolution of the metallicity and the fractional gas mass with AY86, using the same IMF (with the same values of the lower and upper mass limits), a linear dependence of the SFR on the fractional gas mass, and without using any star formation threshold. The evolution of the metallicity of the gas, and the gas fraction are plotted in Fig. 11 for different pairs of model parameters ($\nu, \mu$). Despite the use of updated isochrones and stellar yields, the latter for the case of massive stars, the agreement is very good. Here also the empirical relation between age and metallicity of nearby stars (Twarog 1980) is fitted for $\nu = 1.92$ (the solar neighborhood value given in AY86 but in our units of $10^{-4}Myr^{-1}$) and a Salpeter IMF ($\mu = 1.35$). Despite the similarity of the chemical evolution, their resulting colors are different from ours. This is caused by the use of different isochrones and different isochrone-color conversions. This point was already discussed in Bressan et al. (1994), who used the same set of isochrones we used, but different conversions.

This figure can be used to see the effect of varying the SFR coefficient together with the IMF slope. When using a low $\nu$ only a small fraction of the available gas at each time $t$ will be used to form new stars, and therefore the ISM enrichment is very slow, especially for a high $\mu$, which favors low mass stars which do not eject large amounts of matter. In Fig. 12 where we have represented the contribution of each SSP to the presently observed light in the V band, we see how most of the observed light comes from the recent SSPs. However, for high SFR models the amount of available gas rapidly decreases (see the case of $\nu = 19.2$ in Fig. 11), especially when using high IMF slopes, causing the matter to be locked up in low-mass stars. In that case the observed light comes mostly from the oldest SSPs. For high SFR the metallicity usually increases much faster, but for $\nu \geq 10$, at a certain time the metallicity reaches a maximum and starts to decline due to ejection of unprocessed matter from the oldest and numerous low-metallic SSPs stars. Obviously, here one should understand that the highest resulting metallicity is reached when combining strong $\nu$’s with low $\mu$’s. This effect can also be seen when combining a normal $\nu = 1.92$ with $\mu = 0.35$ obtaining $Z > 0.1$ values (see Fig. 11). At $Z = 0.1$ the models are still not good enough to be compared with observations.

Following Arimoto & Yoshii (1987), a typical timescale value for elliptical galaxies is in around $100 \times 10^{-4}Myr^{-1}$. However, to fit different kinds of objects, often other values over a wide range ($0.1 - 200$) are needed. For the same reason in practice, a considerable range in $\mu$ around 1.35 (Salpeter) might be needed in order to fit the observations.

3.5.3. The time-step

$\Delta t$ is the time-step used in the calculation. In principle this parameter should be infinitely small but one has to find a value sufficiently large that the model does not spend too much computing time, and sufficiently small that the results remain accurate. In theory, this parameter has to be smaller than the cooling time of a cloud to form a new SSP. Empirically we have made tests to ascertain for which $\Delta t$ we can still obtain reliable results. Table 6 shows the dependence of the final results on this parameter for a reasonable range of values (we selected values of $\nu$ and $\mu$ which at the assumed age do not allow the metallicity to be greater than $Z=0.1$, see Fig. 11). In general the relative error for the colors and indices is smaller than a few percent, except for very high SFR coefficients, when, for $\nu = 50$, this error is around $\sim 20\%$. The worst colors again are U-V and V - K. This comparison shows that for most cases, a value of $100 \ Myr$ is reasonable and is sufficient to obtain reasonable results. However, when working with high $\nu$ and/or low $\mu$ it is advisable to use shorter time-steps. Obviously, the use of much shorter $\Delta t$ is more important for the study of systems with recent starbursts, but is not necessary for old systems. In fact, a useful compromise can be to use shorter time-steps for the last 100 Myr; time interval only.

3.5.4. The static option

If we remove all the evolutionary aspects of our code we obtain a model consisting of a unique SSP as in Section 2. This option could in fact be obtained by equating the time-step $\Delta t$ to the desired age of the galaxy, and by using the initial metallicity throughout.

3.6. The observables from our closed-box evolutionary model

Here we assumes that our region does not interchange any matter with the neighborhood, the so-called closed-box model. In Table 7 we present the observables and metallicities (the final and the average values) obtained with unimodal and bimodal
IMFs constant in time, with slope $\mu = 1.35$ for different SFR coefficients and ages. For the sake of brevity and since we want to apply our model to early-type galaxies we present in this Table results obtained only for $\mu = 1.35$ because with this value we obtain metallicities which are not too far from solar, as can be seen in Fig. 11. As expected, the bimodal IMF always leads to higher metallicities since the weight of low-mass stars is diminished and therefore the chemical evolution is more influenced by massive stars. However, as explained above, for real galaxies one might need a range in $\mu$. This Table and others with further data can be obtained from the authors.

4. Application of our model to three early-type galaxies

In this section we apply the model we described in the previous sections to the central regions of a few standard early-type galaxies. We first apply the static version of our models, and later the evolutionary version. Although static studies have been carried out before (e.g. Peletier 1989, Worthey et al. 1992, etc.) in this paper and its companion (Paper II) many more spectral line indices are analyzed than is generally done. The evolutionary aspect of our model is completely new. Up to now, nobody has tried to fit at the same time colors and absorption line strengths of elliptical galaxies with an evolutionary model. For that purpose we have obtained high quality spectroscopic observational data of two standard giant ellipticals (NGC 3379 and NGC 4472) and the bulge of the Sombrero Galaxy (NGC 4594). The details of these observations (including the conversion of the line-strengths to the Lick system) are to be found in Paper II. Here as a sample we will analyze the values for the three galaxies at 5 arcsec from their centers. Here it is possible to see that a higher than (or at least equal to) solar metallicity is required to fit real data, whatever the age or the IMF slope. This confirms the results given in W94 for a Salpeter IMF.

4.1. Applying the single-age stellar population model

In Figs. 13 and 14 we have plotted the models, together with our three galaxies, in two important diagnostic diagrams: $B - V$ vs. $\text{Mg}_2$, and of $V - K$ vs. $\text{Mg}_2$. In the first place, one sees that for each galaxy

| $t_0$ (Gyr.) | 0.2  | 0.5  | 1    | 2    |
|--------------|------|------|------|------|
| $Z(t_0)$     | $(\nu, \mu_0)$ |
| $\sim 2.5\times Z_\odot$ | (30,0.8) | (15,0.8) | (10,1) | (5,1) |
|               | (30,1) | (15,1) | (7.5,0.8) | (2.5,0.5) |
|               | (20,0.5) | (10,0.5) | (7.5,1) | (1,-1) |
|               | (20,0.8) | (10,0.8) | (5,0.5) | |
|               | (15,0) | (7.5,0) | (5,0.8) | |
|               | (15,0.5) | (7.5,0.5) | (2.5,-1) | |
|               | (10,-1) | (5,-1) | (2.5,0) | |
|               | (10,0) | (5,0) | | |

| $\sim Z_\odot$ | (15,1) | (7.5,1) | (5,1) | (1,0.5) |
|               | (10,0.5) | (5,0.8) | (2.5,0.5) | (1,0.8) |
|               | (10,0.8) | (2.5,0) | (2.5,0.8) | (0.5,-1) |
|               | (7.5,0) | (2.5,0.5) | (1,0) | (0.5,0) |
|               | (7.5,0.5) | (1,-1) | | |
|               | (5,-1) | (5,0) | | |

Table 8: Sets of models with parameters $(\nu, \mu_0)$ which drive the chemical evolution to reach values $\sim 2.5$ times solar, and solar metallicity at times, $t_0$, of 0.2, 0.5, 1 and 2 Gyr.
there are models which fit the data. In the two diagrams our models seem to fit better than, for example, those by W94. Looking at the two diagrams one can also see that solar metallicities or larger values are required to fit the observational data for the three galaxies, whatever their ages or their IMF slopes. This result was inferred by ourselves (Casuso et al. 1996) from an analysis of the Mg$_2$ index alone.

Comparing models by various authors (see Section 2.6) we have seen that $V-K$ is a very difficult color to model, due to uncertainties in the color-temperature and color-color transformations for low-mass stars and in our knowledge of advanced stages of stellar evolution. On the other hand it is also a very sensitive color, due to its large wavelength baseline. In Fig. 14 we see that $V-K$ depends considerably on the IMF slope $\mu$. We consider IMF slopes of 1.35 and 2.35 and the two shapes of IMF proposed in Section 2.2. In this plot we see that low-mass stars are important in determining $V-K$, since there is a substantial difference between the predictions for the unimodal and bimodal IMFs, especially for high IMFs slopes and greater ages. Therefore the stars with masses below 0.6$M_\odot$ have a non negligible effect, and can make the $V-K$ color redder by $\sim 0.4$ mag for old populations (see for details Section 2.7.1).

Finally we see that if one includes a small amount of extinction, which reddens the colors but does not change the line indices, the quality of the fits degrades. In Paper II we will discuss the fit to the other colors and absorption lines in more detail.

4.2. Applying the chemo-evolutionary model

In an exploratory attempt to find an acceptable evolutionary fit to our galaxies we will focus our attention on various very important observables: the colors $V-K$ and $U-V$, and the Mg$_2$ and H$\beta$ indices. We first run models varying the two main parameters ($\mu, \nu$) and also the ages assigned to the galaxies. Here we also study the two forms of the IMF: the unimodal and the bimodal cases. In all these cases we use an IMF slope constant in time in a *closed-box* approximation. Figs. 15, 16 and 17 show the model output for the selected observables when we sweep our parameter space. In these plots one can easily see how our evolutionary scheme of stellar population synthesis cannot fit the real data. In particular we see that the Mg$_2$ index of the models is always too low for given colors. There is an exception when using extremely steep unimodal IMFs for which we can obtain $M_{\text{G}_2} \geq 0.28$ (independently of the SFR that we use) but which cannot increase as rapidly as the $V-K$ color, due to the coolest very low MS stars.
It is didactically instructive to compare the results of our models with the distribution of stars as a function of the metallicity with those resulting from analytical models. In Fig. 18 we show the contributions at the present time of the stars as a function of metallicity and age for some of the best fitting (although not acceptable) models, inferred from Figs. 15, 16 and 17. We have also plotted some of the so-called simple analytical models which assume a closed system, initially all metal-free gas and a constant IMF (see the review of Audouze & Tinsley 1976). We see that both, the simple models and ours, yield distributions which contain important fractions of low-metallicity stars, explaining the mismatch in the $V - K$ vs. Mg$_2$. We are clearly dealing with a version of the G-dwarf problem in which we have to account for the absence of low metallicity stars. This is why, with our invariant IMF models, we cannot obtain higher values for Mg$_2$. If we choose a low value for $\nu$ to decrease the importance of the first SSPs, then we get more or less continuous star formation, and the youngest SSPs will be the brightest, and since they are young, their Mg$_2$ will be rather low, even if they are metal-rich. All this is thoroughly discussed in Casuso et al. (1996) in which we focused our attention exclusively on the Mg$_2$ index. If one looks at the results presented in AY86, one sees that the authors have the same problem, and that they can barely find a solution that fits a typical $B - V$ and $V - K$ for a galaxy. They would not have been able to fit its Mg$_2$ index with their model. The previous conclusions are more solid if we look at the H$\beta$ vs. $U - V$ diagram, which cannot be fitted either. Finally, in Figs. 15 and 17 there are a few models, with very low IMF slopes, which almost fit the $V - K$ vs. Mg$_2$ diagrams of this set of galaxies. These models however do not fit the corresponding H$\beta$ vs. $U - V$ diagrams (see Fig. 16).

The fact that the metallicity distribution of our model agrees with the predictions of a simple analytic model does not mean however that the latter are adequate for handling in detail the variations which have in fact occurred in stellar populations, even in less complex systems such as ellipticals. The present model is much more flexible in including the evolutionary histories of stars (such as mass loss) and allows us to understand better the star formation history. The fact that the stellar frequency distribution with metallicity can be reproduced with an analytical model does however give some support to our procedure.

4.2.1. A variable IMF scenario

The key question is now how to build a scenario that produces a dominant old but metal-rich popu-
Fig. 18.— Histogram of the cumulative mass fraction of living stars as a function of the metallicity for two models, with constant IMF, which give fits that are the best, but not acceptable, compared to real data. 'U' means unimodal IMF while 'B' means bimodal. These models were selected by looking at Figs. 15, 16 and 17. We have also plotted a couple of simple analytical models fixing the final metallicity to match ours, but varying the net yield $\gamma$. To be compared with these analytical models, in the embedded figure (same scale) we plot one of our models that give rise to chemical evolution which yields to solar metallicity. Notice that the analytical models almost match ours.

All our models assume an age of 17 Gyr. In the second figure we plot the corresponding chemical evolution for these two models. Finally, in the last figure we show $I_{rel}(V)$, the fraction (not cumulative) of the total luminosity per time step in V, at the present time, of the SSPs formed at different epochs. Notice that the cumulative fraction of stars with metallicities lower than solar is in the range 8 – 36%. Also notice that these stars contribute substantially to the present light, as indicated in the last plot.

This scenario is plausible physically because:

- It is likely that the central density and temperature were initially, high, which favored high-mass star formation (see starbursts references) in these massive galaxies, so that the IMF slope could well have been smaller than 1.

- Later, conditions tend towards those of the solar neighborhood, so that $\mu$ becomes larger.

If we do not want to include a specific treatment for the galactic equilibrium between SN rates and the galactic mass-dependent binding energy to predict when gas densities are able to form stars, we have to introduce a phenomenological parameter, which is the duration of this short period in which massive stars were favored. For this purpose we first plot in Fig. 19 the chemical evolution during the first 2 Gyr, for flatter IMF slopes ($-1 \leq \mu_0 \leq 1$) for different SFR regimes (characterized by the $\nu$ coefficients). The results here do not depend very much on whether we choose a unimodal or bimodal IMF (in the latter case the metallicities that are reached are slightly higher). Because we are limited by the isochrones, which are available only for solar and 2.5 times solar metallicities, we will analyze those chemical evolution parameters for which the two metallicities are reached in different periods of time: 0.2, 0.5 1 and 2 Gyr. Table 8 summarizes these results. The main difference for two pairs of chemical evolution models which reach the same metallicity level at this initial period is that for lower $\mu_0$ the contribution of the earliest SSPs to
the present light is less important.

The $(V - K)$-Mg$_2$ diagram is a useful diagnostic, and helps us to check which solutions are reasonable. However, other diagrams such as $U - V$ vs. H$eta$ serve the same purpose (see Figs. 15 and 16 or Figs. 21 and 22). In Figs. 20, 21 and 22 we plot the diagrams for the models with $\nu$ and $\mu_0$ which reach a metallicity of 2.5 times solar at $t_0$ following Table 8. Focusing our attention on the $V - K$ vs. Mg$_2$ plots we clearly see that with a bimodal IMF our data can be fitted better. In these plots we also find that better fits can be obtained for $t_0 \leq 1$ Gyr. The reason for that is clear: if we extend the initial period of time we need lower SFR coefficients implying that the most recent stellar populations become relatively more important and therefore the Mg$_2$ decreases. The highest values for the Mg$_2$ index are in fact obtained for $t_0 = 0.2$ Gyr.

In Fig. 23 we detail the different contributions to the present time of some of the most representative fits. We see that the contribution of the stars with metallicities lower than solar, formed during the very short early stage of the galaxy evolution, is almost negligible (lower than $\sim 5\%$). To illustrate this, we have also compared these results with a simple analytic model which yields the same final metallicity as our variable IMF model. In the same figure we also plotted an analytical infall model, in which metal-free gas enters at a rate assumed to equal the stellar birthrate (Larson 1972, Audouze & Tinsley 1976 for a review). We see that this model yields the same results as our numerical variable IMF model. Therefore there are two main ways to obtain the required metallicity distributions. We have chosen a variable IMF scenario rather than infall in our numerical models because this would seem to be a more reasonable physical assumption for ellipticals and bulges, whereas long-term infall would clearly be a reasonable assumption for the evolution of the disk population such as that of the solar neighborhood.

Finally, since the Mg$_2$ should decrease if we choose models $(\nu, \mu_0)$ which reach solar metallicity at $t_0$ we also took $t_0 = 0.2$ Gyr to make Mg$_2$ as high as possible. Fig. 24 shows that for these models we cannot obtain the observed high values. The Sombrero is the only galaxy which seems to be fitted by this level of metallicity for a remaining $\mu$ lower than 1.7, but this is not a real fit, because with these IMF slopes the metallicity continues increasing to reach values higher than $Z=0.1$ and even more, and therefore the resulting observables are not fitted. NGC 3379 seems to require higher metallicity than solar but not as high as 2.5 times solar, while NGC 4472 seems to be well fitted by a value of 2.5 times solar.

Here we should direct our attention to the recent paper of Gibson (1996) in which he criticizes this variable IMF scenario. He constructs a coupled photometric and chemical evolution package based on the predictions for the bimodal star formation/IMF scenario of Elbaz et al. (1995) implementing both the isochrones of W94 and those of BBCFN for single stellar population models. His models produce $V - K$ colors $\sim 0.5 \rightarrow 1.4$ magnitudes too red compared to data from ellipticals. We have shown in this section that we can fit the data very well. In our opinion the reason for the discrepancy found by Gibson (1996) is not due to a variable IMF scenario but to the following effects: i) our method of converting the isochrone parameters to colors gives a bluer $V - K$, as can be seen for example in Fig. 3 for a single stellar population model of 12 Gyr and metallicity higher than solar. ii) for his calculations Gibson (1996) used a SSP while we have followed the chemical evolution during the whole history of the galaxy using our evolutionary model.
Fig. 19.— The chemical evolution in the first 2 Gyr for different values \((\nu, \mu)\) for a bimodal IMF. The horizontal lines indicate solar and 2.5 times solar metallicities.

Fig. 20.— The \((V - K)\)-Mg\(_2\) diagram obtained using the assumption that during an initial short period of time (0.2, 0.5, 1 and 2 Gyr.) the IMF was less steep (with an slope of \(\mu_0\)) than during the remaining time (with an slope of \(\mu\)). A unimodal IMF was used. \((\nu, \mu_0)\) are given in brackets while \(\mu\) is shown at the end of each curve, which represents the synthetic values obtained for assumed ages ranging along the curves from 8 to 17 yr. Notice that the scale is different from that in Figs. 15, 16 and 17. Following Table 8, values of \((\nu, \mu_0)\) were selected to obtain a metallicity around 2.5 times solar at the end of the initial period of time. On the diagrams we have represented only the results obtained for specific models \((\nu, \mu_0)\) which bracket the observed data. Therefore, acceptable fits will be contained for \((\nu, \mu_0)\) values between these two limiting models.
Fig. 21.— The same as in Fig. 20 but for a bimodal IMF. Notice that here the models fit better than in the previous unimodal case.

Fig. 22.— The Hβ-(U-V) diagram corresponding to the same set of parameters of Fig. 21.

Fig. 23.— The same plots as in Fig. 23 but now using two of the most representative fits of the variable IMF models which fit the data, by inspection of Figs. 20, 21 and 22. For comparison we represent a simple analytical model with a final metallicity of 2.5 $Z_{\odot}$. Notice that the cumulative fraction of stars with metallicities lower than solar is now below $\sim 5\%$. Also notice that the contribution to the present light of the stars born at the early stages of the galaxy evolution (with low metallicities) is much less important than in Fig. 18. Finally, we see that another possible scenario capable of explaining the observed distribution of stars is by means of an infall model in which metal-free gas enters at a rate assumed to equal the stellar birthrate (Larson 1972).
5. Conclusions

We have developed a stellar population model to apply to early-type galaxies. It produces optical and near-infrared colors, and absorption line strengths in lines from 4100 - 8800 Å on the Lick system, is applicable to systems of intermediate or old age, and metallicity larger than 0.1 Z⊙. The model is chemoevolutionary, i.e. it calculates the properties of a stellar system, starting from a primordial gas cloud. However, it can easily be used to predict the properties of systems with a single age and metallicity. The model colors and line strengths are determined by integrating stellar observables along theoretical isochrones, in this way obtaining Single Stellar Populations (SSPs), and then integrating these SSPs over time. The model uses isochrones with solar metal abundance ratios. As far as possible empirical calibrations have been used to convert theoretical isochrone values to observables for individual stars. Some properties of the models are:

- Extensive comparisons with models from other authors show that there is broad overall agreement in the colors and line strengths. We have also made independent estimates of the errors in our observables.
- Our chemical evolutionary model is in good agreement with Arimoto & Yoshii (1986). We present optical and IR colors which are likely to be improved as a result of new calibration relations. Also, for the first time, we give integrated line strengths for an evolutionary model.
- We find that for a closed box approximation the most metal rich elliptical galaxies cannot be fitted with a single IMF that is constant in time. To solve this problem, we propose a scenario invoking an IMF skewed towards high-mass stars during a short, initial period (smaller than 1 Gyr), followed by preferential low-mass star formation in the remaining time.
- We have briefly tested the model here by fitting it to a few key colors and line strength indices, using a new data set for 3 standard early-type galaxies. In general, satisfactory results are reported. A much more comprehensive comparison of theory with observations is given in Paper II.

To conclude, we need to make a few statements about the applicability of this model. Given the nature of this type studies, the numbers given in the text will soon cease to be the most accurate possible,
because better isochrones become available, or better calibrations linking one parameter to another. Therefore, we will try to update the model as time goes on, and interested people can always obtain the most recent version electronically from the authors. There are however a few areas in which we think that further effort by the astronomical community is needed to improve models of this kind. These are:

- We show that absorption line strengths are generally more accurate than integrated colors. To change this situation better color-color relations are needed, especially for very high and very low metallicities.

- Inclusion of more absorption line observations will make this kind of models more useful. Especially in the near-UV or near-IR very little work has been done, except in the region of the Ca II triplet. More libraries like the one of Worthey et al. (1994) are urgently needed.

- It looks as if a substantial part of the uncertainties are due to incorrect treatment of the later stages of stellar evolution, such as the AGB. Theoretical work in this area would be very valuable.
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