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1. Introduction

We study the vector space of all linear recurrence sequences over the reals, by defining linear operators that sift out arithmetic progressions from the sequence. We call these linear operators Hecke operators, by analogy with the theory of automorphic forms, and we develop their spectral theory completely. Because the generating function of any linear recurrence sequence is a rational function (with nonzero constant term in the denominator) this study is equivalent to the action of our linear operators on rational functions. Although we borrow terminology from the traditional theory of Hecke operators on modular forms, prior knowledge of Hecke operators is not assumed here, since both the problems and the methods herein are grounded in the new context of rational functions.

To begin our study of Hecke operators, we let $\mathcal{R}$ be the vector space of all rational functions $f(x) = A(x)/B(x)$ with real coefficients such that $\deg A(x) < \deg B(x)$, and such that $B(0) \neq 0$. We note that $A$ and $B$ are not restricted to be relatively prime, and that the degree restriction is only assumed for ease of notation. Given a rational function $f \in \mathcal{R}$ whose Taylor series is $f(x) = \sum_{n=0}^{\infty} a_n x^n$ and given a positive integer $p \in \mathbb{N}$, we define the...
Hecke operator $U_p : \mathcal{R} \to \mathcal{R}$ by

$$U_p f(x) = \sum_{n=0}^{\infty} a_{pn} x^n. \quad (1.1)$$

It turns out that the class of rational functions which are eigenfunctions of at least one of the Hecke operators defined above generate the subspace $\mathcal{R}_{qp} \subset \mathcal{R}$ of all rational functions with poles at the roots of unity.

An equivalent description of this class of rational functions can be given by noting that each rational $f = \sum_{n=0}^{\infty} a_n x^n \in \mathcal{R}_{qp}$ has coefficients that are quasipolynomials in $n$ (by the standard Theorem 2.1 below), and hence our use of the subscripts $qp$ in $\mathcal{R}_{qp}$. That is,

$$a_n = c_d(n)n^d + c_{d-1}(n)n^{d-1} + \cdots + c_0(n),$$

where each $c_j(n) \in \mathbb{Q}$ is a periodic function on $\mathbb{Z}$. There is a large body of knowledge on Ehrhart quasi-polynomials whose generating functions give rational functions in $\mathcal{R}_{qp}$. Thus $\mathcal{R}_{qp}$ provides a rich source of functions that arise naturally in the theory of lattice point enumeration in rational polytopes and combinatorial geometry (see for example [2], [5], and [10]).

We note that the reader does not, however, require any previous knowledge in this field for the analysis presented here.

In Section 3 we study the spectral properties of the Hecke operators on rational functions and show that they have discrete spectra. The first result concerning the structure of eigenfunctions is the following:

**Theorem** (Involution Property). If $f(x) = A(x)/B(x)$ is an eigenfunction of $U_p$, then all roots of $B(x)$ are roots of unity and we have the identity

$$x^d B \left( \frac{1}{x} \right) = (-1)^d B(x).$$

Moreover, if $U_p f = \lambda f$ with $\lambda \neq 1$, then

$$U_p \left( f \left( \frac{1}{x} \right) \right) = \lambda f \left( \frac{1}{x} \right).$$

That is, $f \left( \frac{1}{x} \right)$ is another eigenfunction of $U_p$ with the same eigenvalue $\lambda$, and with the same denominator $B(x)$.

The involution $x \mapsto \frac{1}{x}$ on eigenfunctions plays an analogous role to the Fricke-Atkin-Lehner involutions on eigenforms. Here we uncover more properties of eigenfunctions, reducing the problem of computing eigenvalues of an infinite dimensional linear operator to the problem of computing eigenvalues of a finite matrix.

The main result of this section is described by:

**Theorem** (The Spectrum). Let $p$ be any positive integer greater than 1. Then the point spectrum of $U_p$ on the vector space $\mathcal{R}$ is

$$\text{spec}(U_p) = \{ \pm p^k \mid k \in \mathbb{N} \} \cup \{0\}.$$
The eigenfunctions of any Hecke operator obey a rigid structure theorem, described in Section 4, that makes them appealing and easy to work with. There is far more structure in \( \mathcal{R} \) due to these eigenfunctions than has been hitherto apparent.

The main structure theorem is the following:

**Theorem (Structure Theorem).** Let \( f(x) = A(x)/B(x) = \sum a_n x^n \) be an eigenfunction of \( U_p \) for some integer \( p > 1 \), associated to an eigenvalue \( \lambda_p \neq 0 \). If \( B(x) = \prod_{j=1}^d (1 - \gamma_j x) \), then there is an integer \( \kappa \) dividing the degree \( d \), and an integer \( L \) such that

\[
a_n = n^{\kappa-1} \sum_{j=1}^{\frac{d}{\kappa}} C_j e^{2\pi i \ell_j n}, \quad \text{for all } n \geq 0,
\]

where each pole of \( f \) is given by \( \gamma_j = e^{\frac{2\pi i \ell_j}{L}}, \ell_j \in \mathbb{N}, \) and the constants \( C_j \in \mathbb{C} \) are determined by the initial conditions of the linear recurrence sequence \( \{a_n\} \). We note that each pole \( \gamma_j \) must occur with the same multiplicity \( \kappa \).

When we consider rational functions that are simultaneous eigenfunctions of a family of Hecke operators, we discover that there is a natural character \( \chi_f \mod L \) that comes into the spectrum. We also get the curious phenomenon of “partial characters” whenever we find a rational function \( f \) that is an eigenfunction of some, but not all Hecke operators.

Here \( L \) is called the level of \( f \), and is defined for any \( f \in \mathcal{R}_{qp} \) as the least common multiple of the orders of all the roots of unity that comprise the poles of \( f \). For example, if the poles of \( f \) are \( e^{2\pi i/4} \) and \( e^{2\pi i/5} \), then \( f \) has level \( L = 20 \). There is also a notion of the weight \( \kappa \) of an eigenfunction \( f \), arising naturally in the structure theorem above, and defined by the common multiplicity of the poles.

In Section 5 we decompose the infinite dimensional vector space \( \mathcal{R}_{pq} \) into finite dimensional subspaces, by using the weight and level of an eigenfunction as the grading parameters. We let \( \mathcal{V}_{\kappa,L}(U_3, U_5) \), for example, denote the finite dimensional vector space of eigenfunctions of (at least) the Hecke operators \( U_3 \) and \( U_5 \) that have weight \( \kappa \) and level \( L \).

By a further analogy with modular forms, the set of simultaneous eigenfunctions for the full Hecke algebra \( \mathfrak{H} \) (that are not in the kernel of any \( U_p \)) is of special interest. In Section 6 we give a complete description of the vector space \( \mathcal{V} \) spanned by all of the simultaneous eigenfunctions of \( \mathfrak{H} \). The next two results handle the two separate cases when the level is \( L = 1 \), and \( L > 1 \) for simultaneous eigenfunctions.

**Theorem (Simultaneous Eigenfunctions).** Let \( f \) be a simultaneous eigenfunction of \( \mathfrak{H} \) such that \( f \) is not in the kernel of \( U_p \) for any \( p \), and level\( (f) = L \). That is, let \( f \) be a rational function with the property that for every \( p \)
there is a $\lambda_p \neq 0$ such that $U_p f = \lambda_p f$. Then $L = 1$, and

$$f(x) = C (x \partial_x)^k \left( \frac{1}{1-x} \right)$$

for some $k \in \mathbb{N}$ and $C \in \mathbb{C}$.

In Corollary 3.4.10 the following counterpart to this result is given for all simultaneous eigenfunctions that have some of its Taylor coefficients equal to zero.

**Theorem.** Let $L > 1$ be a given integer. Suppose $f(x) = \sum_{n=0}^{\infty} a_n x^n$ is a real rational function of level $L$ with $a_0 = 0$, and $f(x)$ is a simultaneous eigenfunction of the operators $U_2, U_3, \ldots, U_L$ (i.e. $U_m f = \chi_f(m)m^{\kappa-1}f$ for every $m = 2, \ldots, L$).

Then $\chi_f$ is the real quadratic character mod $L$, $f$ is in fact a simultaneous eigenfunction of all the Hecke operators $U_m$, and in addition we must have

$$f(x) = a_1 \sum_{n=0}^{\infty} \chi_f(n)n^{\kappa-1}x^n.$$  

It is worthwhile noting that $f$ can also be written as

$$f(x) = a_1 (x \partial_x)^{\kappa-1} \left( \frac{\sum_{j=1}^{L-1} \chi_f(j)x^j}{1-x^L} \right).$$  

Under the same hypothesis, except with $a_0 \neq 0$, we conclude that $\chi_f$ is the principal character and $f(x) = \frac{a_0}{1-x}$.

Here the differential operator $x \partial_x$ plays the role of the “weight-raising” operator in modular forms, because it takes eigenfunctions of weight $\kappa$ to eigenfunctions of weight $\kappa + 1$.

As a curious application of the explicit characterization of $\mathcal{V}$, the vector space of simultaneous eigenfunctions, we can realize any finite Euler product of the Riemann zeta function in Section 4 as the spectral zeta function of a very explicit operator $U_S$. More precisely, for any finite set of primes $S = \{p_1, \ldots, p_n\}$, we define a corresponding operator $U_S$ as a finite tensor product $U_{p_1} \otimes \cdots \otimes U_{p_n}$. This operator $U_S$ acts on tensor products of eigenfunctions, and it turns out that we retrieve any finite piece of the Euler product for the Riemann zeta function, precisely as the spectral zeta function

$$\zeta_{U_S}(s) = \prod_{\lambda \in \text{spec}(U_S)} \frac{1}{1-\lambda s}.$$  

**Theorem (Euler product).**

$$\zeta_{U_S}(s) = \zeta_{U_{p_1}}(s) \cdots \zeta_{U_{p_n}}(s) = \prod_{p \in S} \frac{1}{1-p^{-s}}.$$  

To extend these ideas to infinite Euler products, we now define $\mathcal{H}^\infty$ to be the space of products $f = f_1 \otimes f_2 \otimes \cdots$, where $\{f_n\}_{n \in \mathbb{N}}$ is an infinite sequence of rational functions with the following properties:

1. There is a finite set $I \subset \mathbb{N}$ such that $f_j \in \mathcal{V}$ for every $j \in I$. 

(2) \( f_j = 1 \) for every \( j \in \mathbb{N} \setminus I \).

For \( f \in \mathcal{H}^\infty \) we define the operator \( U \) by

\[
Uf = (U_{p_{i_1}} f_{i_1}) \otimes \cdots \otimes (U_{p_{i_m}} f_{i_m}),
\]

where \( I = \{i_1, \ldots, i_m\} \) is the finite set of positive integers associated to \( f \), and where \( p_{i_k} \) is the \( i_k \)'th prime number. Notice that similarly to \( U_S \), the operator \( U \) maps tensor products of rational functions into rational functions in several variables.

**Theorem** (Riemann zeta function). The spectral zeta function of the operator \( U \) on \( \mathcal{H}^\infty \) satisfies

\[
\zeta_U(s) = \zeta(s),
\]

where \( \zeta(s) \) is the Riemann zeta function.

Finally, we conclude with an Appendix that displays explicit examples of eigenfunctions, to give the reader a better feeling for the eigenfunctions and eigenspaces that arise. It is a highly non-trivial problem to compute the dimensions of the various vector spaces of eigenfunctions defined by fixing the weight and the level of admissible eigenfunctions. Indeed, even computing \( \dim(V_{1,L}(U_p)) \), for example, involves the Artin conjecture for \( p \) a primitive root (mod \( L \)) for infinitely many integers \( L \).

The examples in the Appendix suggest the following interesting unimodality conjecture about the numerators of all eigenfunctions for any \( U_p \). More precisely, we can always bring an eigenfunction \( f(x) = A(x)/B(x) \) into a unique canonical form with a denominator \( \prod(1 - x^{m_j}) \) by multiplying \( A(x) \) and \( B(x) \) by a common factor if necessary. We now assume that \( f \) has this form.

**Conjecture.** Let \( f(x) = A(x)/B(x) \) be an eigenfunction of at least one Hecke operator, written in the unique canonical form given above. Then the absolute value of the nonzero coefficients of \( A(x) \) form a unimodal sequence.

## 2. Some preliminaries

We recall some standard facts about linear recurrence sequences and their generating functions. The following theorem gives a characterization of linear recurrence sequences in terms of rational functions, and gives a closed form for their Taylor coefficients. For a proof see R. Stanley’s book [10, Chapter 4].

**Theorem 2.1.** Let \( \alpha_1, \alpha_2, \ldots, \alpha_d \) be a sequence of complex numbers, \( d \in \mathbb{N} \) and \( \alpha_d \neq 0 \). Consider the formal power series \( \sum_{n=0}^{\infty} a_n x^n \). The following conditions on the coefficients \( a_n \) are equivalent:

(i)

\[
\sum_{n=0}^{\infty} a_n x^n = \frac{A(x)}{B(x)}.
\]
where \( B(x) = 1 + \alpha_1 x + \cdots + \alpha_d x^d \) and \( A(x) \) is a polynomial in \( x \) of degree less than \( d \).

(ii) For all \( n \in \mathbb{N} \),

\[
a_{n+d} = -\alpha_1 a_{n+d-1} - \cdots - \alpha_d a_n.
\]

(iii) For all \( n \in \mathbb{N} \),

\[
a_n = \sum_{j=1}^{d} C_j n^{m_j-1} \gamma_j^n,
\]

where each \( C_j \in \mathbb{C} \), \( m_j \) is a positive integer, and

\[
1 + \alpha_1 x + \cdots + \alpha_d x^d = \prod_{j=1}^{d} (1 - \gamma_j x).
\]

Each \( m_j \) is the multiplicity of the root \( \gamma_j \).

When all the poles \( \gamma_j \) above are roots of unity, \( a_n \) is known as a quasi-polynomial in \( n \), cf. [10].

One of our primary goals is to study the spectral properties of Hecke operators acting on the vector space of rational functions \( \mathcal{R} \). To this end we must first justify the definition of the Hecke operator (1.1) with a lemma. That is, we do not yet know that the image of \( U_p f \) is indeed a rational function in \( \mathcal{R} \).

**Lemma 2.2.** Given a rational function \( f \in \mathcal{R} \), \( U_p f \) is again in \( \mathcal{R} \). Moreover, there is a simple algorithm that constructs the rational function \( U_p f \) from the roots of \( f \). If the pole set of \( f \) is \( \{ \gamma_1, \ldots, \gamma_d \} \), then the pole set of \( U_p f \) is \( \{ \gamma_1^p, \ldots, \gamma_d^p \} \).

**Proof.** We employ the structure Theorem 2.1 to write the Taylor coefficients of \( U_p f \) as

\[
a_{pn} = \sum_{j=1}^{d} C_j (pn)^{m_j-1} \gamma_j^p n.
\]

Thus, the defining characteristic polynomial for the sought-after linear recurrence given by \( U_p f \) is

\[
\prod_{j=1}^{d} (1 - \gamma_j^p x) = 1 + \beta_1 x + \cdots + \beta_d x^d.
\]

It is clear that the coefficients of this polynomial are real, since the Taylor coefficients of \( f \) are real. We provide a simple algorithm for finding the polynomial (2.3).

By the fundamental theorem on symmetric polynomials, every symmetric polynomial of \( \gamma_1, \ldots, \gamma_d \) is a polynomial in the elementary symmetric functions of \( \gamma_1, \ldots, \gamma_d \), with integers coefficients. In particular, we can write each coefficient \( \beta_j \) as a polynomial over the integers in the variables \( \alpha_1, \ldots, \alpha_d \in \mathbb{R} \). □
Since $f(x^p) = \sum_{n=0}^{\infty} a_n x^{pn}$ is again rational, and $U_p(f(x^p)) = f(x)$, we observe that the map $U_p$ is surjective. On the other hand, for $1 \leq j < p$ the rational function $x^j f(x^p)$ is in the kernel of $U_p$, so $U_p$ is not injective. Thus, the kernel of $U_p$ is clearly infinite dimensional. Although there is no left inverse, there is a right inverse for $U_p$ given by the map $f(x) \mapsto f(x^{p^m})$. It is trivial to check that our Hecke operators form a commutative algebra.

In particular, $U_n = U_{p_1^{\alpha_1}} \circ \cdots \circ U_{p_m^{\alpha_m}}$ whenever $n = p_1^{\alpha_1} \cdots p_m^{\alpha_m}$.

3. The point spectrum of $U_p$

We begin by showing that the Hecke operator $U_p$ almost commutes with the operator $x \partial_x$, up to a factor of $p$. This result becomes useful because it allows us to easily construct infinitely many eigenfunctions from each known eigenfunction, by iteration of the operator $x \partial_x$.

**Lemma 3.1.** For every positive integer $p$ we have

$$U_p(x \partial_x) - p (x \partial_x) U_p = 0.$$  

**Proof.** Let $f = \sum_{n=0}^{\infty} a_n x^n$. Then

$$(x \partial_x)f = \sum_{n=1}^{\infty} na_n x^n,$$

and it follows that

$$U_p[(x \partial_x)f] = \sum_{n=1}^{\infty} (pn)a_{pn} x^n = p(x \partial_x)U_p f.$$  

□

**Lemma 3.2.** Let $\lambda \neq 0$ and $k \in \mathbb{N}$. If $U_p f = \lambda f$, then

$$U_p[(x \partial_x)^k f] = (p^k \lambda)(x \partial_x)^k f.$$  

In other words, if $\lambda$ is an eigenvalue of $U_p$, then so is $p^k \lambda$ for every $k \in \mathbb{N}$, with the corresponding eigenfunction $(x \partial_x)^k f$.

**Proof.** We proceed by induction on $k$.

$$U_p[(x \partial_x)f] = p(x \partial_x)U_p f = p\lambda(x \partial_x)f$$

Assuming the statement for $k - 1$, we get

$$U_p[(x \partial_x)^k f] = U_p[(x \partial_x)(x \partial_x)^{k-1} f] = p(x \partial_x)U_p[(x \partial_x)^{k-1} f]$$

$$= p(x \partial_x)[p^{k-1} \lambda(x \partial_x)^{k-1} f]$$

$$= (p^k \lambda)(x \partial_x)^k f.$$  

□
We now give an important family of eigenfunctions that have the eigenvalues $\pm 1$ for each $U_p$. The function $f(x) = \frac{x - x^p}{1 - x^{p+1}}$ trivially satisfies $U_p f = f$ for every positive integer $p$. However, it is less trivial to find eigenfunctions for the eigenvalue $\lambda = -1$.

**Example 3.3.** For every integer $p > 1$ we explicitly give an eigenfunction $f_p$ satisfying $U_p f_p = -f_p$. If $p$ is even, consider

$$f_p(x) = \frac{x - x^p}{1 - x^{p+1}} = \sum_{n=0}^{\infty} x^{(p+1)n+1} - \sum_{n=0}^{p} x^{(p+1)n+p}.$$  

Then, using the change of variables $j = \frac{(p+1)n+1}{p}$ and $k = \frac{(p+1)n}{p}$ we get

$$U_p f_p(x) = \sum_{pm+n+1 \equiv 0 (p)} x^{\frac{(p+1)n+1}{p}} - \sum_{pm+n \equiv 0 (p)} x^{\frac{(p+1)n+1}{p}}$$

$$= \sum_{pj \equiv 1 (p+1)} x^j - \sum_{pk \equiv 0 (p+1)} x^{k+1}$$

$$= \sum_{j \equiv p (p+1)} x^j - \sum_{k \equiv 0 (p+1)} x^{k+1}$$

$$= \sum_{m=0}^{\infty} x^{(p+1)m+p} - \sum_{m=0}^{\infty} x^{(p+1)m+1} = -f_p(x).$$

If $p$ is odd, then we can write $p - 1 = q\ell$ with integers $q$ and $\ell$ such that $q$ is even and $\ell$ is odd. In this case, the function

$$f_p(x) = \frac{x}{1 + x^q} = \sum_{n=0}^{\infty} (-1)^n x^{qn+1}$$

satisfies $U_p f_p = -f_p$ for $p = q\ell + 1$. In fact,

$$U_p \left( \frac{x}{1 + x^q} \right) = \sum_{qn+1 \equiv 0 (p)} (-1)^n x^{(qn+1)/p}$$

$$= \sum_{pk \equiv 1 (q)} (-1)^{(pk-1)/q} x^k.$$  

Since $p \equiv 1 \mod q$ it follows that $k \equiv 1 \mod q$, so we write $k = qn + 1$ and get

$$U_p \left( \frac{x}{1 + x^q} \right) = \sum_{n=0}^{\infty} (-1)^{pm+\ell} x^{qn+1}$$

$$= -\sum_{n=0}^{\infty} (-1)^n x^{qn+1} = -\frac{x}{1 + x^q}$$

since $p$ and $\ell$ are both odd.

The following lemma gives a first glimpse into the spectrum of $U_p$. 

Lemma 3.6. For every integer \( p \geq 2 \), we have
\[
\{ \pm p^k \mid k \in \mathbb{N} \} \cup \{ 0 \} \subset \text{spec}(U_p).
\]

Proof. Since \( x/(1 - x^p) \) is in the kernel of \( U_p \), it follows that 0 belongs to \( \text{spec}(U_p) \). The previous example gives eigenfunctions of \( U_p \) for \( \lambda = 1 \) and \( \lambda = -1 \). Invoking Lemma 3.2 with these eigenfunctions, the iterated operator \((x \partial_x)^k\) provides us with the eigenvalues \( \lambda = \pm p^k \).

Concerning the eigenfunctions of \( U_p \) we have the following basic equivalence condition.

Lemma 3.7. Let \( \lambda \neq 0 \). \( U_p f = \lambda f \) if and only if
\[
\lambda f(x^p) = \frac{1}{p} \sum_{j=0}^{p-1} f(e^{\frac{2\pi i}{p} j} x).
\]

Proof. Let \( f = \sum_{n=0}^{\infty} a_n x^n \) be an eigenfunction associated to \( \lambda \). Then,
\[
\lambda f(x^p) = (U_p f)(x^p) = \sum_{k=0}^{\infty} a_k x^{pk}
\]
\[
= \frac{1}{p} \sum_{n=0}^{\infty} a_n \left( \sum_{j=0}^{p-1} e^{\frac{2\pi i}{p} nj} x^n \right)
\]
\[
= \frac{1}{p} \sum_{j=0}^{p-1} \sum_{n=0}^{\infty} a_n (e^{\frac{2\pi i}{p} j} x)^n
\]
\[
= \frac{1}{p} \sum_{j=0}^{p-1} f(e^{\frac{2\pi i}{p} j} x).
\]

Here we have used
\[
\sum_{j=0}^{p-1} e^{\frac{2\pi i}{p} nj} = \begin{cases} p & \text{for } n \equiv 0 \pmod{p} \\ 0 & \text{otherwise} \end{cases}.
\]

Now let \( (3.8) \) be satisfied. Applying \( U_p \) to both sides of the equation we get
\[
\lambda U_p(f(x^p)) = \frac{1}{p} \sum_{j=0}^{p-1} U_p(f(e^{\frac{2\pi i}{p} j} x)) = U_p f(x)
\]
since, for every \( j \),
\[
U_p(f(e^{\frac{2\pi i}{p} j} x)) = U_p \left( \sum_{n=0}^{\infty} a_n(e^{\frac{2\pi i}{p} nj} x^n) \right) = \sum_{n=0}^{\infty} a_n x^n = U_p f(x).
\]

Using the identity \( U_p(f(x^p)) = f(x) \), we conclude that \( U_p f = \lambda f \).
Lemma 3.9. Let \( f(x) = A(x)/B(x) \) be an eigenfunction of \( U_p \). Then

\[
B(x^p) = \prod_{j=0}^{p-1} B(e^{\frac{2\pi i}{p} j} x).
\]

Proof. We use the identity (3.8)

\[
p\lambda A(x^p) = p\lambda f(x^p) = \sum_{j=0}^{p-1} f(e^{\frac{2\pi i}{p} j} x) = \sum_{j=0}^{p-1} \frac{A(e^{\frac{2\pi i}{p} j} x)}{B(e^{\frac{2\pi i}{p} j} x)}
\]

and compare the denominators. \(\square\)

Theorem 3.11. If \( \lambda \) is an eigenvalue of \( U_p \) and \( f(x) = A(x)/B(x) \) is a corresponding eigenfunction, then \( \lambda \) is an eigenvalue of a \( d \times d \) matrix \( \mathcal{B} \) determined by the coefficients of the polynomial \( B(x) \).

Proof. Using (3.8) and (3.10) we get the identity

\[
\lambda A(x^p) = \frac{1}{p} \sum_{j=0}^{p-1} \left( \prod_{\ell \neq j} B(\zeta_{\ell,p} x) \right) A(\zeta_{j,p} x),
\]

where \( \zeta_p = e^{\frac{2\pi i}{p}} \). Writing \( A(x) = \sum_{k=0}^{d-1} c_k x^k \), the identity above becomes

\[
\lambda \sum_{k=0}^{d-1} c_k x^p k = \frac{1}{p} \sum_{j=0}^{p-1} \left( \prod_{\ell \neq j} B(\zeta_{\ell,p} x) \right) \sum_{k=0}^{d-1} c_k (\zeta_{j,p} x)^k
\]

\[
= \sum_{k=0}^{d-1} \left( \sum_{m} \beta_{k,m} c_m \right) x^p k
\]

by rearranging the sum on the right-hand side. Comparing the coefficients gives us

\[
\lambda c_k = \sum_{m} \beta_{k,m} c_m
\]

for every \( k = 0, \ldots, d - 1 \). Finally, we conclude that \( \lambda \) is an eigenvalue of the matrix \( \mathcal{B} = (\beta_{k,m})_{k,m=0,\ldots,d-1} \). We observe that the \( \beta_{k,m} \) are complex polynomials in the coefficients of the denominator \( B(x) \). \(\square\)

This theorem is very useful because it allows us to explicitly construct eigenfunctions with a given denominator by computing eigenvectors of a finite matrix. As a direct consequence of this theorem, we obtain a converse to Lemma 3.9

Corollary 3.12. Given any integer \( p \) and a denominator \( B(x) \) satisfying the identity (3.10), there is a numerator \( A(x) \) such that \( f(x) = A(x)/B(x) \) is an eigenfunction of \( U_p \).
Theorem 3.13 (Involution Property). If \( f(x) = A(x)/B(x) \) is an eigenfunction of \( U_p \), then all roots of \( B(x) \) are roots of unity and we have the identity

\[
x^d B(\frac{1}{x}) = (-1)^d B(x).
\]

Moreover, if \( U_p f = \lambda f \) with \( \lambda \neq 1 \), then

\[
U_p(f(\frac{1}{x})) = \lambda f(\frac{1}{x}).
\]

That is, \( f(\frac{1}{x}) \) is another eigenfunction of \( U_p \) with the same eigenvalue \( \lambda \), and with the same denominator \( B(x) \).

Proof. Write

\[
B(x) = 1 + \alpha_1 x + \cdots + \alpha_d x^d = \prod_{k=1}^{d} (1 - \gamma_k x).
\]

The identity (3.10) yields

\[
\prod_{k=1}^{d} (1 - \gamma_k x^p) = \prod_{j=0}^{p-1} \prod_{k=1}^{d} \left(1 - \gamma_k \left(e^{2\pi i p^{-1} j} x\right)\right)
\]

\[
= \prod_{k=1}^{d} \prod_{j=0}^{p-1} \left(1 - \gamma_k \left(e^{2\pi i p^{-1} j} x\right)\right)
\]

\[
= \prod_{k=1}^{d} \left(1 - \gamma_k^p x^p\right)
\]

which implies \( \{\gamma_1, \ldots, \gamma_d\} = \{\gamma_1^p, \ldots, \gamma_d^p\} \). So the second set is a permutation of the first set. This permutation breaks up into a disjoint product of cycles. Consider now a fixed cycle in this decomposition, say of length \( \ell \). By iterating through the cycle, we easily see that each of the roots in this cycle must satisfy the equation

\[
x^{p^\ell - 1} = 1.
\]

Thus they are all roots of unity (different from \(-1\) if \( p \) is even). Since we can do this for each cycle, all of the \( \gamma_j \)'s are in fact roots of unity.
As a consequence, we get \( \prod_{k=1}^{d} \gamma_k = 1 \) and \( \gamma_k^{-1} = \bar{\gamma}_k \). Therefore,

\[
x^d B\left(\frac{1}{x} \right) = x^d \prod_{k=1}^{d} (1 - \gamma_k/x) = (-1)^d \prod_{k=1}^{d} (\gamma_k - x)
\]

\[
= (-1)^d \prod_{k=1}^{d} \gamma_k (1 - \gamma_k^{-1} x)
\]

\[
= (-1)^d \prod_{k=1}^{d} (1 - \gamma_k^{-1} x) = (-1)^d \prod_{k=1}^{d} (1 - \bar{\gamma}_k x)
\]

\[
= (-1)^d \prod_{k=1}^{d} (1 - \gamma_k x) = (-1)^d B(x).
\]

To prove the last claim, let \( f(x) = A(x)/B(x) \) be an eigenfunction of \( U_p \) with eigenvalue \( \lambda \neq 1 \). We will verify that the function \( g(x) = f\left(\frac{1}{x}\right) \) satisfies the condition (3.8). The identity \( x^d B\left(\frac{1}{x} \right) = (-1)^d B(x) \) gives

\[
g(x) = \frac{A\left(\frac{1}{x}\right)}{B\left(\frac{1}{x}\right)} = (-1)^d \frac{x^d A\left(\frac{1}{x}\right)}{B(x)},
\]

where \( x^d A\left(\frac{1}{x}\right) \) is a polynomial of degree less than \( d \) since \( \lambda \neq 1 \) implies \( A(0) = 0 \). Thus \( g \) belongs to \( \mathcal{R} \) and has the same denominator as \( f \). Now,

\[
\sum_{j=0}^{p-1} g(\zeta_p^j x) = \sum_{j=0}^{p-1} \frac{A\left(\frac{1}{\zeta_p^j x}\right)}{B\left(\frac{1}{\zeta_p^j x}\right)} = \sum_{k=0}^{p-1} \frac{A(\zeta_p^k y)}{B(\zeta_p^k y)} = \sum_{k=0}^{p-1} f(\zeta_p^k y),
\]

where \( \zeta_p = e^{\frac{2\pi i}{p}} \) and \( y = \frac{1}{x} \). In the latter equality we used the fact that \( 1/\zeta_p^j = \zeta_p^{p-j} \) with \( k = p - j \). Using the condition (3.8) for \( f \), we obtain

\[
\frac{1}{p} \sum_{j=0}^{p-1} g(\zeta_p^j x) = \frac{1}{p} \sum_{k=0}^{p-1} f(\zeta_p^k y) = \lambda f(y^p) = \lambda f\left(\frac{1}{x^p}\right) = \lambda g(x^p).
\]

Thus \( g(x) \) satisfies (3.8) and \( f\left(\frac{1}{x}\right) \) is therefore another eigenfunction of \( U_p \) with the same eigenvalue \( \lambda \). \( \square \)

It is interesting to note the analogy here with the classical Fricke involutions on Riemann surfaces. The preceding theorem gives us an involution on the vector space of eigenfunctions, and supplies us with an easy construction of new eigenfunctions from known ones.

**Corollary 3.15.** Let \( f \) be any rational function such that \( U_p f = \lambda_p f \) for some integer \( p \), and let \( L \) be the level of \( f \). Then \( p \) is relatively prime to \( L \).

**Proof.** The relation (3.14) appearing in the proof of previous theorem tells us that \( p^l - 1 \) must be a multiple of the level \( L \). Therefore \( p(p^l-1) - 1 = mL \) and we see that \( p \) is relatively prime to \( L \). \( \square \)
Definition 3.16. Fix $p$ and suppose we have an eigenfunction $f$ for $U_p$ with eigenvalue $\lambda_p$. If $\lambda_p \neq 0$, we define

$$\chi_f(p) = \frac{\lambda_p}{|\lambda_p|}.$$ 

If $\lambda_p = 0$, then we define $\chi_f(p) = 0$.

In Section 6 we will prove that, if $f$ is a simultaneous eigenfunction for an appropriate family $\{U_p | p \in S \subset \mathbb{N}\}$, then $\chi_f$ is a character.

Lemma 3.17. For every integer $p$, $\text{spec}(U_p) \subset \mathbb{R}$. In particular, for every $f$ with $U_p f = \lambda f$, $\lambda \neq 0$, we have $\chi_f(p) = \pm 1$.

Proof. Let $f$ be an eigenfunction of $U_p$ for $\lambda \neq 0$. Since $f(\bar{\rho}x) = \overline{f(\rho x)}$ for any complex number $\rho$, we have

$$f(e^{2\pi i (p-j)} x) = f(e^{-2\pi i (j-p)} x) = f(e^{2\pi i (p-j)} x)$$

for every $j = 1, \ldots, p-1$. Thus $f(e^{2\pi i j} x) + f(e^{2\pi i (p-j)} x)$ is always real, which implies that the right-hand side of (3.8) is real. Consequently, $\lambda$ is real as well. □

The next theorem gives us the complete structure of the spectrum for every Hecke operator $U_p$. We note that the proof of the main structure theorem for eigenfunctions, Theorem 4.2 in the next section, bootstraps the proof of the following theorem.

Theorem 3.18 (The Spectrum). Let $p$ be any positive integer greater than 1. Then the point spectrum of $U_p$ on the vector space $\mathcal{R}$ is

$$\text{spec}(U_p) = \{ \pm p^k | k \in \mathbb{N} \} \cup \{0\}.$$

Proof. Let $f(x) = \sum a_n x^n$ satisfy $U_p f = \lambda f$, $\lambda \neq 0$. Thus $a_p = \lambda a_n$ and by iteration

$$a_{p^n} = \lambda^k a_n$$

for every $k \in \mathbb{N}$. Let $B(x) = \prod_{j=1}^d (1 - \gamma_j x)$. From Theorem 3.13 we know that the $\gamma_j$’s must be roots of unity. We now compare the asymptotics of the coefficients from their closed form as a sum of polynomials in $n$ times roots of unity. Namely, from Theorem 2.1 we know that

$$a_n = \sum_{j=1}^\ell c_j n^{m_j-1} \gamma_j^n,$$

where each $m_j$ is the multiplicity of the root $\gamma_j$. For the purposes of using asymptotics, we let $\kappa$ denote the largest exponent $m_j$ in this representation.
of $a_n$. We collect together all of the terms that correspond to this largest exponent $\kappa$, and label the remaining terms by $R(n)$. Thus we may write
\begin{equation}
(3.20) \quad a_n = n^{\kappa-1} \sum_{j=1}^{\ell_1} C_j \gamma^n_{\sigma(j)} + R(n),
\end{equation}
for some constants $C_j$ and some permutation $\sigma$. It follows from Equation 3.19 above (using the assumption that $\lambda \neq 0$) that
\begin{equation}
(3.21) \quad a_n = \frac{a^{p^k n}}{\lambda^k} = \left( \frac{p^{\kappa-1}}{\lambda} \right)^k n^{\kappa-1} \sum_{j=1}^{\ell_1} C_j \gamma^{p^k n}_{\sigma(j)} + \frac{R(p^k n)}{\lambda^k}.
\end{equation}

We first claim that $|p^{\kappa-1} - \lambda| \leq 1$. To see this note that all of the terms in $R(p^k n) / \lambda^k$ contain exponential terms in $k$ of the form $(\frac{p^{m j - 1}}{\lambda})^k$, which are strictly of smaller growth than $(\frac{p^{\kappa-1}}{\lambda})^k$. Since the left-hand side of the equation above is $a_n$, and in particular independent of $k$, we cannot have $|p^{\kappa-1} - \lambda| > 1$, unless perhaps the leading sum vanishes for all $k$. We now argue that there is a subsequence of $k$’s for which the leading sum $\sum_{j=1}^{\ell_1} C_j \gamma^{p^k n}_{\sigma(j)}$ does not vanish.

To this end note that, by Corollary 3.15, $p$ is relatively prime to $L$, where $L$ is the least common multiple of the orders (as roots of unity) of all the poles of $f$. Using $p^{\phi(L)} \equiv 1 \pmod{L}$, we now let the index $k$ approach infinity through the subsequence $k' = m \phi(L)$, where $m \in \mathbb{N}$. Thus $\gamma^{p^{k'} n}_{\sigma(j)} = \gamma_{\sigma(j)}$, for all $1 \leq j \leq \ell_1$, and we have
\begin{equation}
(3.22) \quad a_n = \left( \frac{p^{\kappa-1}}{\lambda} \right)^{k'} n^{\kappa-1} \sum_{j=1}^{\ell_1} C_j \gamma^n_{\sigma(j)} + \frac{R(p^{k'} n)}{\lambda^{k'}}.
\end{equation}
Thus the term with the largest exponent cannot vanish as $k \to \infty$ through the given subsequence, so that have shown that $|p^{\kappa-1} - \lambda| \leq 1$.

On the other hand, we cannot have $|p^{\kappa-1} - \lambda| < 1$, for then all of the terms on the right hand side of Equation 3.21 would tend to 0 as $k \to \infty$, contradicting $a_n \neq 0$. Therefore $|p^{\kappa-1} - \lambda| = 1$ and thus $\lambda = \pm p^{\kappa-1}$ since $\lambda$ is real by Lemma 3.17. Together with the inclusion from Lemma 3.6 we finally get the assertion. \hfill \Box

4. A STRUCTURE THEOREM FOR EIGENFUNCTIONS

By refining the proof of Theorem 3.18 further, we can get a very useful structure theorem for eigenfunctions. We can subsequently draw several interesting conclusions that resemble ideas from automorphic forms. In particular, we will define a weight and a level for eigenfunctions, and show in Section 5 that we have a finite dimensional eigenspace for a fixed level $L$ and weight $\kappa$. 
Definition 4.1. Given an eigenfunction \( f \) of \( U_p \), we know by Theorem \( \ref{thm:level} \) that its poles are all roots of unity. We define the level \( L \) of \( f \) as the least common multiple of the orders of all these roots of unity; thus each pole \( \gamma_j \) is a root of unity \( e^{2\pi i \ell_j L} \) for some integer \( \ell_j \).

We observe that when the level of \( f \) is \( L \), the smallest group containing all of the poles of \( f \) is simply the group \( \mu_L \) of \( L \)'th roots of unity. We now give a structure theorem that simplifies the analysis of eigenfunctions.

**Theorem 4.2** (Structure Theorem). Let \( f(x) = A(x)/B(x) = \sum a_n x^n \) be an eigenfunction of \( U_p \) for some integer \( p > 1 \), associated to an eigenvalue \( \lambda_p \neq 0 \). If \( B(x) = \prod_{j=1}^d (1 - \gamma_j x) \), then there is an integer \( \kappa \) dividing the degree \( d \), and an integer \( L \) such that

\[
a_n = n^{\kappa-1} \sum_{j=1}^{d/\kappa} C_j e^{2\pi i \ell_j L} n^{\kappa-1} \sum_{j=1}^{d/\kappa} C_j e^{2\pi i \ell_j L} n^{\kappa-1} + R(k),
\]

where each pole of \( f \) is given by \( \gamma_j = e^{2\pi i \ell_j L} \), \( \ell_j \in \mathbb{N} \), and the constants \( C_j \in \mathbb{C} \) are determined by the initial conditions of the linear recurrence sequence \( \{a_n\} \). We note that each pole \( \gamma_j \) must occur with the same multiplicity \( \kappa \).

**Proof.** We begin with the identity (??) derived in the proof of Theorem \( \ref{thm:structure} \), namely

\[
a_n = \left( \frac{p^{\kappa-1} - 1}{\lambda} \right)^k n^{\kappa-1} \sum_{j=1}^{\ell} C_j \gamma_j^{p^k n} + R(k)
\]

\[
= \chi_j(p) n^{\kappa-1} \sum_{j=1}^{\ell} C_j e^{2\pi i \ell_j p^k n} + R(k)
\]

\[
= (\pm 1)^k n^{\kappa-1} \sum_{j=1}^{\ell} C_j e^{2\pi i \ell_j p^k n} + R(k),
\]

where we used Lemma \( \ref{lem:structure} \) to express \( \chi_j(p) = \pm 1 \). We now claim that \( R(k) \) is identically zero. To see this, note that the sum on the right-hand side is a periodic function in \( k \) which implies that \( R(k) \) is also periodic in \( k \).

On the other hand, recall that all of the terms in \( R(k) \) contain exponential terms of the form \( \left( \frac{p^{m_j-1}}{\lambda} \right)^k \) with \( m_j < \kappa \). Since \( p^{m_j-1} < p^\kappa - 1 \), we have \( |\frac{p^{m_j-1}}{\lambda}| < |\frac{p^\kappa - 1}{\lambda}| = 1 \), so that \( |\frac{p^{m_j-1}}{\lambda}| \to 0 \). Thus \( R(k) \to 0 \) as \( k \to \infty \) and we conclude from the periodicity of \( R(k) \) that it is the zero function. \( \square \)

**Definition 4.3.** We call the \( \kappa \) appearing in the previous theorem the weight of the eigenfunction \( f \). Note that \( \kappa \) is independent of \( p \). That is, if \( f \) is an eigenfunction of any other \( U_q \), then \( U_q f = \pm q^{\kappa-1} f \).

The motivation for this terminology comes from the weight of the classical Eisenstein series in automorphic forms. With hindsight, we call the operator
$x \partial_x$, the weight-raising operator, since it takes a weight $\kappa$ eigenfunction to a weight $\kappa + 1$ eigenfunction.

**Remark 4.4.** There is a precise connection between the weight $\kappa$, the level $L$ and the degree of the denominator of an eigenfunction $f(x) = A(x)/B(x)$. Namely, $\deg(B(x)) \in \{\kappa, 2\kappa, \ldots, L\kappa\}$.

At this stage we note that, given $p > 1$, every eigenvalue of $U_p$ must have the form

$$\lambda = \chi_f(p) p^{\kappa-1},$$

where $\chi_f(p) = \pm 1$. In the corollaries that follow we will show that $\chi_f$ has the properties of a multiplicative character.

**Corollary 4.6.** Let $f = \sum a_n x^n$ be a rational function such that $U_p f = \lambda_p f$ for some integer $p$, and let $L$ be the level of $f$. Then

(i) If $a_0 = 0$, then $\chi_f(L) = 0$ and $U_{mL}(f) = 0$ for every positive integer $m$. That is, $a_{nL} = 0$ for every $n$.

(ii) If $a_0 \neq 0$, then $\chi_f(p) = 1$, so that $U_p(f) = f$.

**Proof.** To show (i), we use the structure theorem directly, keeping in mind that by definition of $L$ we have $\gamma_j^L = 1$ for all of the roots $\gamma_j$.

$$a_{nL} = (nL)^{\kappa-1} \sum_j C_j \gamma_j^{nL} = (nL)^{\kappa-1} \sum_j C_j = (nL)^{\kappa-1} a_0 = 0.$$

Thus by definition of $U_{mL}$, we have $U_{mL}(f) = 0$.

To show (ii) we simply recall that $a_0 \lambda = a_0$, so that $\lambda = 1 = \chi_f(p)p^{\kappa-1}$, and we have the required result. \hfill $\Box$

In other words any eigenfunction $f$, with eigenvalue $\lambda \neq 1$ and level $L$, must lie in the kernel of $U_L$ and thus $f$ has an infinite arithmetic progression of zeros among its Taylor coefficients.

**Corollary 4.7.** For any positive integer $n$, we have the following formulas for $\chi_f(p)$:

(i) $\chi_f(p) \sum_j C_j \gamma_j^n = \sum_j C_j \gamma_j^{pn}$

(ii) $\chi_f(p + mL) = \chi_f(p)$ for all positive integers $n$.

(iii) Suppose that $f$ is a simultaneous eigenfunction for all $U_p$. Then $f$ is not in the kernel of any operator $U_p$ if and only if $\chi_f(p) = 1$ for all $p$.

**Proof.** We begin with the identity

$$a_{pm} = (pn)^{\kappa-1} \sum_j C_j e^{2\pi i j/pL}.$$

On the other hand,

$$a_{pm} = \chi_f(p)p^{\kappa-1} a_n = \chi_f(p)p^{\kappa-1} n^{\kappa-1} \sum_j C_j e^{2\pi i j/pL}.$$
Equating both right-hand sides, we get the desired identity (i).

To prove (ii), we simply pick an \( n \) for which \( 0 \neq a_n = n^{\kappa-1} \sum_j C_j \gamma_j^n \), whence

\[
\chi_f(p + mL) = \frac{\sum_j C_j \gamma_j^{(p+ML)n}}{\sum_j C_j \gamma_j^n} = \frac{\sum_j C_j \gamma_j^{pn}}{\sum_j C_j \gamma_j^n} = \chi_f(p).
\]

To prove (iii), first assume that \( f \) is not in the kernel of any operator \( U_p \). We observe that Corollary 3.15 implies \((p, L) = 1\). Since \( L \) is now relatively prime to all integers \( p \), we must have \( L = 1 \) which implies \( \gamma_j = 1 \) for all \( j \).

Using \( L = 1 \) in part (i) now gives us

\[
\chi_f(p) \sum_j C_j = \sum_j C_j,
\]

and we conclude that either \( \chi_f(p) = 1 \) for each \( p \) (and we’re done) or else \( \sum_j C_j = 0 \). To see that the latter case never occurs, we observe that \( \sum_j C_j = 0 \) means that \( a_0 = 0 \), which by Corollary 4.6 (i) above implies that \( f \) is in the kernel of \( U_L \), a contradiction.

To prove (iii) in the other direction, let \( \chi_f(p) = 1 \) for all \( p \). Then \( U_p f = \chi_f(p) p^{\kappa-1} f = p^{\kappa-1} f \), for all \( p \), so that \( f \) is trivially not in the kernel of any Hecke operator \( U_p \).

**Corollary 4.8.** Whenever \( f \) is a simultaneous eigenfunction of two distinct operators \( U_m \) and \( U_n \), then \( f \) is also an eigenfunction of \( U_{mn} \) and in particular we obtain the identity

\[
\chi_f(mn) = \chi_f(m) \chi_f(n).
\]

**Proof.** We first compute

\[
U_{mn}(f) = U_m(U_n f) = U_m(\chi_f(n) n^{\kappa-1} f) = \chi_f(m) m^{\kappa-1} \chi_f(n) n^{\kappa-1} f,
\]

whence \( f \) is indeed an eigenfunction of \( U_{mn} \). From the structure theorem, we therefore obtain

\[
U_{mn}(f) = \chi_f(mn)(mn)^{\kappa-1} f,
\]

where we note that the same weight \( \kappa \) appears in both computations, due to the fact that the weight \( \kappa \) depends only on \( f \) and not on the Hecke operator. The result follows by comparing the two equalities above.

**Corollary 4.9.** Let \( f \) be any rational function such that \( U_p f = \lambda_p f \) for some integer \( p \), and let \( L \) be the level of \( f \). Then

\[
U_{p+ML}(f) = \lambda_{p+ML} f
\]

for every positive integer \( m \). In addition, whenever \( f \) is an eigenfunction of a single operator \( U_p \) it is also an eigenfunction of an infinite collection of operators \( U_q \) with prime index \( q \).
Proof. For any positive integer \( m \), it follows from the structure theorem with \( \gamma_j = e^{2\pi i \ell_j} \) that

\[
a_{(p+ mL)n} = (p + mL)^{\kappa - 1}n^{\kappa - 1} \sum_{j=1}^{d/\kappa} C_j \gamma_j^{(p+mL)n}
= (p + mL)^{\kappa - 1}n^{\kappa - 1} \sum_{j=1}^{d/\kappa} C_j \gamma_j^{pn}
= (p + mL)^{\kappa - 1} \chi_f(p) \sum_{j=1}^{d/\kappa} C_j \gamma_j^n
= (p + mL)^{\kappa - 1} \chi_f(p + mL)n^{\kappa - 1} \sum_{j=1}^{d/\kappa} C_j \gamma_j^n
= (p + mL)^{\kappa - 1} \chi_f(p + mL)a_n,
\]

where the third equality is part (i) of Corollary 4.7, the fourth equality is part (ii) of Corollary 4.7, and the last equality simply uses the structure theorem for eigenfunctions. Thus, by definition, we arrive at \( U_{p+mL}(f) = \lambda_{p+mL}f \).

The second claim follows from Dirichlet’s theorem on primes in non-trivial arithmetic progressions (see Knapp [7, p. 189]), once we know that \((p, L) = 1\) from Corollary 3.15.

The latter result links the index \( p \) of the operator with the level \( L \) of the eigenfunction in a strong way. This connection makes \( L \) a natural candidate for grading the eigenspaces of \( U_p \), a task we take up in the following section.

We conclude this section by showing that \( \chi_f \) is in fact the real quadratic character mod \( L \), if we know that the real rational function \( f \) is a simultaneous eigenfunction of sufficiently many Hecke operators.

**Theorem 4.10.** Let \( L > 1 \) be a given integer.

(i) Suppose \( f(x) = \sum_{n=0}^{\infty} a_n x^n \) is a real rational function of level \( L \) with \( a_0 = 0 \), and \( f(x) \) is a simultaneous eigenfunction of the operators \( U_2, U_3, \ldots, U_L \) (i.e. \( U_m f = \chi_f(m)m^{\kappa - 1}f \) for every \( m = 2, \ldots, L \)). Then \( \chi_f \) is the real quadratic character mod \( L \), \( f \) is in fact a simultaneous eigenfunction of all the Hecke operators \( U_m \), and in addition we must have

\[
f(x) = a_1 \sum_{n=0}^{\infty} \chi_f(n)n^{\kappa - 1}x^n.
\]

It is worthwhile noting that \( f \) can also be written as

\[
f(x) = a_1 (x \partial_x)^{\kappa - 1} \left( \frac{\sum_{j=1}^{L-1} \chi_f(j)x^j}{1 - x^L} \right).
\]
Under the same hypothesis, except with \(a_0 \neq 0\), we conclude that \(\chi_f\) is the identity character and \(f(x) = \frac{a_0}{1-x}\).

(ii) Conversely, given any (real or complex) character \(\chi \mod L\), and any positive integer \(\kappa\), the rational function

\[
f(x) = \sum_{n=0}^{\infty} \chi(n)n^{\kappa-1}x^n
\]

satisfies \(U_pf = \chi(p)p^{\kappa-1}f\) for every \(p\).

**Remark 4.11.** In other words, the previous theorem tells us that when we restrict a level \(L\) rational function \(f\) to be a simultaneous eigenfunction of the first \(L\) Hecke operators, the function \(f\) must lie in the 1-dimensional vector space generated by the given function.

**Proof.** To prove (i), we start with Corollary 4.7(ii), from which we know that the sequence of real values \(\{\chi_f(1), \chi_f(2), \chi_f(3), \ldots, \chi_f(L)\}\) extends to all of \(\mathbb{N}\) by the periodicity of \(\chi_f\) mod \(L\). We also know from Corollary 4.8 that these values are multiplicative. Thus we have a real character mod \(L\).

The fact that \(f\) is a simultaneous eigenfunction of all the Hecke operators follows from the previous Corollary 4.9, which tells us that it suffices to only consider those Hecke operators \(U_p\) with \(p\) less than or equal to the level of \(f\).

Now let \(f(x) = \sum_{n=1}^{\infty} a_nx^n\) be an eigenfunction satisfying the hypothesis. Then \(a_p = \chi_f(p)p^{\kappa-1}a_1\) for every \(p = 2, \ldots, L\). Thus for \(n > L\), we have \(a_n = a_{p+jL} = \chi_f(p+jL)(p+jL)^{\kappa-1}a_1\) by Corollary 4.9 and so

\[
f(x) = a_1 \sum_{n=1}^{\infty} \chi_f(n)n^{\kappa-1}x^n.
\]

In the case that \(a_0 \neq 0\), we use the fact that \(\lambda_pa_0 = a_0\) for each \(2 \leq p \leq L\) to get \(1 = \lambda_p = \chi_f(p)p^{\kappa-1}\). Thus \(\kappa = 1\) and \(\chi_f(p) = 1\) for each such \(p\). By the periodicity of \(\chi_f\), we obtain \(\chi_f(n) = 1\) for all positive integers \(n\), and therefore

\[
f(x) = a_0 + \sum_{n=1}^{\infty} \chi_f(n)a_1x^n
\]

\[
= a_0 + a_1 \sum_{n=1}^{\infty} x^n = \frac{a_0 + (a_1 - a_0)x}{1-x} = \frac{a_0}{1-x},
\]

since \(a_1 = a_0\), a conclusion that follows from the fact that the degree of the numerator must be smaller than the degree of the denominator (\(f \in \mathcal{K}\)).
To prove (ii), we just compute
\[ U_p f(x) = \sum_{n=1}^{\infty} \chi(pn)(pn)^{\kappa-1}x^n \]
\[ = \chi(p)p^{\kappa-1} \sum_{n=1}^{\infty} \chi(n)n^{\kappa-1}x^n \]
\[ = \chi(p)p^{\kappa-1} f(x). \]
Finally, we apply the weight-raising operator \( (x\partial_x) \) to get
\[ f(x) = (x\partial_x)^{\kappa-1} \left( \sum_{n=1}^{\infty} \chi(n)x^n \right). \]
Thus the second representation of \( f(x) \) follows from the identity
\[ \sum_{n=1}^{\infty} \chi(n)x^n = L - 1 \sum_{j=1}^{L-1} \chi(j)x^j \sum_{m=0}^{\infty} x^{mL} \]
\[ = \sum_{j=1}^{L-1} \chi(j)x^j \frac{1}{1 - x^L}, \]
where we used the property \( \chi(j + mL) = \chi(j) \).

**Example 4.12.** We give an example of some rational functions of level 7 that are simultaneous eigenfunctions of exactly two Hecke operators, but not of all of them. Due to the periodicity property \( U_{p+mL}(f) = \lambda_{p+mL} f \) of Corollary 4.9 it suffices to consider only Hecke operators \( U_p \) with \( 2 \leq p \leq 7 \). This illustrates the interesting fact that although the values \( \chi_f \) are multiplicative, they can be restricted away from actually being the full character mod \( L \), and we thus get “partial” characters.

Let \( f(x) = \frac{x + x^2 + x^4}{1 - x^2} \), and let \( g(x) = \frac{x^3 + x^5 + x^6}{1 - x^2} \). It is clear that both \( f \) and \( g \) are of weight 1 and level 7, since the poles of each function are in fact all the distinct 7th roots of unity. Furthermore, we have
\[ f(x) = x + x^2 + x^4 + x^6 + x^8 + x^9 + x^{11} + x^{15} + x^{16} + x^{18} + \cdots \]
and
\[ g(x) = x^3 + x^5 + x^6 + x^{10} + x^{12} + x^{13} + x^{17} + x^{19} + x^{20} + \cdots \]
From the power series, it is trivial to check that \( U_2 f = f, \ U_4 f = f, \ U_2 g = g, \text{ and } U_4 g = g. \) Thus in this example \( \chi_f(2) = \chi_f(4) = 1 \) and \( \chi_g(2) = \chi_g(4) = 1, \) but \( \chi_f(p) \) is not even defined for other values of \( p \) mod 7. For all other \( p \) mod 7, it is easy to see from their Taylor series that the functions \( f \) and \( g \) are not eigenfunctions of any other \( U_p \). We note that the numerators of eigenfunctions are in general non-trivial polynomials and it is
an interesting (and in general difficult) problem to compute them. Furthermore, this example illustrates the involution property from Theorem 3.13. Indeed, \( f(\frac{1}{x}) = -g(x) \).

5. A DECOMPOSITION INTOFINITE DIMENSIONALEIGENSPACES

Let \( f(x) = \sum_{n=0}^{\infty} a_n x^n \in \mathcal{R}_{qp} \) be any real rational function in \( \mathcal{R} \) whose poles are roots of unity. In this section we first show that \( f \) lies in the real span of some very simple Hecke eigenfunctions, of the same level \( L \). We then define some finite dimensional vector spaces of eigenfunctions that have fixed weight and level, again by analogy with automorphic forms.

**Theorem 5.1.** Let \( f(x) = \sum_{n=0}^{\infty} a_n x^n \) be any rational function in \( \mathcal{R}_{qp} \). Then \( f \) lies in the real span of the following eigenfunctions of \( U_{L+1} \), each eigenfunction having level \( L \):

\[
(x \partial_x)^k \left( \frac{x^j}{1 - x^L} \right),
\]

for all non-negative integers \( k \) and \( 0 \leq j < L \).

**Proof.** From the standard Theorem 2.1 we know that \( a_n \) is a quasi-polynomial in \( n \). That is, we have \( a_n = \sum_{j=1}^{L} n^{m_j} b_j(n) \), where the \( b_j \)'s are periodic, real-valued functions of \( n \). Let \( L \) be the least common multiple of all the periods of the \( b_j \)'s. We first observe that for any infinite periodic sequence \( b(n) \) of period \( L \), we have

\[
\sum_{n=0}^{\infty} b(n) x^n = \frac{b(0)}{1 - x^L} + \frac{b(1)x}{1 - x^L} + \cdots + \frac{b(L-1)x^{L-1}}{1 - x^L} = \frac{b(0) + b(1)x + \cdots + b(L-1)x^{L-1}}{1 - x^L}.
\]

Thus, for each index \( j \) we obtain

\[
\sum_{n=0}^{\infty} n^{m_j} b_j(n) x^n = (x \partial_x)^{m_j} \left( \frac{b_j(0) + \cdots + b_j(L-1)x^{L-1}}{1 - x^L} \right),
\]

and consequently

\[
f(x) = \sum_{n=0}^{\infty} a_n x^n = \sum_{n=0}^{\infty} \sum_{j=1}^{L} n^{m_j} b_j(n) x^n
\]

\[
= \sum_{j=1}^{L} (x \partial_x)^{m_j} \left( \frac{b_j(0) + \cdots + b_j(L-1)x^{L-1}}{1 - x^L} \right)
\]

\[
= \sum_{j=1}^{L} \left( b_j(0) (x \partial_x)^{m_j} \left( \frac{1}{1 - x^L} \right) + \cdots + b_j(L-1) (x \partial_x)^{m_j} \left( \frac{x^{L-1}}{1 - x^L} \right) \right).
\]

We now note that each rational function \( \frac{x^j}{1 - x^L} \) on the right-hand of the last equation is an eigenfunction of \( U_{L+1} \), which follows easily from its Taylor
series. By Lemma 3.2, the same statement holds for $(x \partial_x)^{m_j} \left( \frac{x^{L-1}}{1-x} \right)$. In conclusion, we have expressed $f$ as a finite linear combination of real eigenfunctions of the operator $U_{L+1}$. □

The vector space generated by all of the eigenfunctions given in this theorem is infinite dimensional. It is natural to ask how we can decompose it into finite dimensional vector spaces, so that we can do analysis on each finite dimensional piece with greater ease. When we fix the weight $\kappa$ and the level $L$ of admissible eigenfunctions, we obtain a finite-dimensional vector space (Theorem 5.3 below) of eigenfunctions. We note that this grading is quite natural, given the structure theorem. It also plays an analogous role to the grading of the finite-dimensional vector spaces of cusp forms and Eisenstein series that arise in automorphic forms.

We now define the relevant notions that are used in the aforementioned grading.

**Definition 5.2.** We denote by

$$V_{\kappa,L}(U_p)$$

the vector space of all real rational functions with fixed weight $\kappa$ and fixed level $L$, that are eigenfunctions of the Hecke operator $U_p$. Given a set of integers $S = \{p_1, \ldots, p_n\}$, we let

$$V_{\kappa,L}(S) = V_{\kappa,L}(U_{p_1}, \ldots, U_{p_n})$$

denote the vector space over $\mathbb{R}$ of all real rational functions with fixed weight $\kappa$ and fixed level $L$ that are simultaneous eigenfunctions of the collection of Hecke operators $U_{p_1}, \ldots, U_{p_n}$.

We remark that when $\{p_1, p_2, p_3, \ldots, p_n\}$ is the set of all integers between 2 and $L$ inclusively, the corresponding vector space of simultaneous eigenfunctions for $U_2, U_3, \ldots, U_L$ is 1-dimensional, generated by the function

$$\sum_{n=0}^{\infty} \chi(n) n^{\kappa-1} x^n,$$

as we saw in Theorem 4.10 of the previous section (with $\chi$ being the real character mod $L$). We further define

$$S_{\kappa,L}(S) = S_{\kappa,L}(U_{p_1}, \ldots, U_{p_n}) = \{ f \in V_{\kappa,L}(S) | a_0 = 0 \}.$$

It is clear that $S_{\kappa,L}(S)$ is a vector space over $\mathbb{R}$, and is $U_{p_j}$-invariant for each $p_j \in S$.

**Theorem 5.3.** For a fixed weight $\kappa$ and fixed level $L$, $V_{\kappa,L}(S)$ is a finite-dimensional vector space. Considered as a vector space over $\mathbb{C}$, it has the basis

$$\{ f_{\chi_1}, f_{\chi_2}, \ldots, f_{\chi_{\phi(L)}} \}.$$
where \( \phi(L) \) is the Euler \( \phi \)-function of \( L \), and where

\[
f_\chi(x) = \sum_{n=0}^{\infty} \chi(n)n^{r-1}x^n.
\]

**Proof.** We make the easy observation that for each fixed denominator \( B(x) \) of an eigenfunction there are at most finitely many possible numerators, each numerator being an eigenfunction of the corresponding matrix defined in Section 3. Note that the degree of \( B(x) \) must be less than or equal to \( rL \), by the structure theorem. Since there are at most finitely many possible denominators of degree \( \leq rL \) whose roots are \( L \)th roots of unity, we conclude that there are at most finitely many linearly independent eigenfunctions of level \( L \) and weight \( r \). The second statement concerning the basis is tantamount to doing Fourier analysis on the finite group \( \mathbb{Z}/L\mathbb{Z} \) (see Knapp [7], for example), from which we know that we can expand every periodic function into a complex linear combination of the \( \phi(L) \) characters \( \chi \mod L \). \( \square \)

The dimensions of the vector spaces defined here offer challenging combinatorial problems. Indeed, it is not clear how to compute \( \dim(V_{1,L}(U_2)) \) even in the case when \( L \) is prime (and involves the Artin conjecture for primitive roots mod \( L \)).

**Example 5.4.** We note that the space \( V_{1,L} \) always has the eigenfunction

\[
f(x) = \frac{2 + x}{1 - 2 \cos(\frac{2\pi}{L})x + x^2},
\]

of weight 1 and level \( L \). The Taylor coefficients of \( f = \sum_{n=0}^{\infty} a_nx^n \) are given by \( a_n = e^{\frac{2\pi in}{L}} + e^{-\frac{2\pi in}{L}} = 2\cos(\frac{2\pi n}{L}) \). Equivalently, the Taylor coefficients satisfy the linear recurrence

\[a_n = 2\cos(\frac{2\pi n}{L})a_{n-1} - a_{n-2}.\]

Indeed, we have \( U_{L-1}f = f \). We single out this class of eigenfunctions for being eigenfunctions of \( U_{L-1} \), but of no other Hecke operator \( U_p \) with \( p < L \). To wit,

\[a_{pn} = e^{\frac{2\pi ipn}{L}} + e^{-\frac{2\pi ipn}{L}} = \lambda_p a_n\]

for some \( \lambda_p \), only when \( p = L - 1 \) (assuming \( p < L \)).

6. **Simultaneous eigenfunctions**

Consider the algebra \( \mathcal{H} = \{U_p \mid p \in \mathbb{N}, \ p \geq 2 \} \) of all Hecke operators acting on rational functions. We are interested in the intersection of the spectra and in the set of common eigenfunctions. Recall that \( \lambda = 1 \) belongs to \( \text{spec}(U_p) \) for every \( p \), and \( \frac{1}{x} \) is a common eigenfunction for the full algebra \( \mathcal{H} \). In this section we give a precise description of all possible common eigenvalues and eigenfunctions for the whole algebra \( \mathcal{H} \).
We first show that the simultaneous spectrum of any two Hecke operators $U_m$ and $U_n$ is trivialized, if $m$ and $n$ are relatively prime. However, it turns out that simultaneous eigenspaces are in general non-trivial.

**Lemma 6.1.** For any two relatively prime integers $m$ and $n$, we have
\[ \text{spec}(U_m) \cap \text{spec}(U_n) = \{0, \pm 1\}. \]

**Proof.** We already know that 0, 1 and $-1$ are always contained in the spectrum of $U_p$ for every $p$, from Lemma 3.6. Thus we only need to show the other inclusion. In fact, if $\lambda \in \text{spec}(U_m) \cap \text{spec}(U_n)$, then either $\lambda = 0$ or Theorem 3.18 implies $\lambda = \pm m^k$ and $\lambda = \pm n^\ell$ for some $k, \ell \in \mathbb{N}$. But this implies $k = \ell = 0$ since $(m,n) = 1$, that is, $\lambda = \pm 1$. □

**Lemma 6.2.** Let $f$ be such that $U_p f = \lambda f$ for some $p$, $\lambda \neq 0$. If $f(x) = x^m \tilde{f}(x)$ for some positive integer $m$ and some $\tilde{f}$ with $\tilde{f}(0) \neq 0$, then $p \nmid m$.

**Proof.** Using (3.8) we get
\[ \lambda x^{pm} \tilde{f}(x) = \frac{1}{p} \sum_{j=0}^{p-1} e^{2\pi i m j / p} x^m \tilde{f}(e^{2\pi i j / p} x) \]
which implies
\[ \lambda x^{pm-m} \tilde{f}(x) = \frac{1}{p} \sum_{j=0}^{p-1} e^{2\pi i m j / p} \tilde{f}(e^{2\pi i j / p} x). \]
Evaluating at $x = 0$ gives
\[ 0 = \frac{1}{p} \sum_{j=0}^{p-1} e^{2\pi i m j / p} \tilde{f}(0) \]
and therefore $p \nmid m$. □

The following theorem completely describes the set of simultaneous eigenfunctions for the algebra $\mathcal{H}$ of all Hecke operators on rational functions. Among others, our description reveals the importance of the operator $x \partial_x$.

**Theorem 6.3** (Simultaneous Eigenfunctions). Let $f$ be a simultaneous eigenfunction of $\mathcal{H}$ such that $f$ is not in the kernel of $U_p$ for any $p$. That is, let $f$ be a rational function with the property that for every $p$ there is a $\lambda_p \neq 0$ such that $U_p f = \lambda_p f$. Then $L = 1$, and
\[ f(x) = C(x \partial_x)^k \left( \frac{1}{1-x} \right) \]
for some $k \in \mathbb{N}$ and $C \in \mathbb{C}$. Consequently, $\lambda_p = p^k$.

**Proof.** We consider the two cases $f(0) \neq 0$ and $f(0) = 0$ separately. If $f(0) \neq 0$, then we plug in $x = 0$ into (3.8) and get $\lambda_p = 1$, so $U_p f = f$. If $f(0) = 0$, then...
for every $p$. If we write $f(x) = \sum_{n=0}^{\infty} a_n x^n$, then we must have $a_p = a_1$ for every $p$, so

$$f(x) = a_0 + a_1 x \sum_{n=0}^{\infty} x^n = a_0 + \frac{a_1 x}{1-x} = \frac{a_0 + (a_1 - a_0)x}{1-x}$$

which implies $a_1 = a_0$, in other words, $f(x) = a_0 \left( \frac{1}{1-x} \right)$ as claimed.

Suppose now $f(0) = 0$ and write $f(x) = x^m \tilde{f}(x)$ with $\tilde{f}(0) \neq 0$. By Lemma 6.2, $f$ cannot be an eigenfunction of $U_m$. Since $f$ is assumed to be a common eigenfunction of $H$, it follows that $m = 1$. The structure theorem shows that if $U_p f = \lambda_p f$ with $\lambda_p \neq 0$, then $\lambda_p = \chi_f(p) p^k$ for some integer $k$ and $\chi_f(p) = \lambda_p / |\lambda_p|$. Write $f(x) = \sum_{n=1}^{\infty} a_n x^n$ with $a_1 \neq 0$. Then $a_p = \chi_f(p) p^k a_1$ holds for every $p$, thus

$$f(x) = \sum_{n=1}^{\infty} \chi_f(n) n^k a_1 x^n = a_1 \sum_{n=1}^{\infty} n^k x^n = a_1 (x \partial_x)^k \left( \frac{1}{1-x} \right)$$

since $\chi_f(n) = 1$ for every $n$ by Corollary 4.7(iii).

We denote by $\mathcal{V}$ the vector space over $\mathbb{C}$ spanned by the functions

$$(6.4) \quad \phi_k(x) = (x \partial_x)^k \left( \frac{1}{1-x} \right)$$

for $k \in \mathbb{N}$. That is,

$$(6.5) \quad \mathcal{V} = \text{span}_\mathbb{C} \{ \phi_0, \phi_1, \phi_2, \ldots \}.$$

**Remark 6.6.** Notice that although every $\phi_k$ is a simultaneous eigenfunction of $\mathfrak{H}$, the sum of two of them $\phi_i + \phi_j$ is not, simply because their weights are different ($i \neq j$). However, if $f = \sum c_k \phi_k \in \mathcal{V}$, then $U_p f = \sum c_k U_p \phi_k = \sum c_k p^k \phi_k \in \mathcal{V}$. Thus the space $\mathcal{V}$ is $U_p$-invariant for every $p$.

Every function $\phi_k$ can obviously be written as

$$\phi_k(x) = \frac{A_k(x)}{(1-x)^{k+1}}$$

where

$$A_k(x) = (1-x)^{k+1} \sum_{n=1}^{\infty} n^k x^n.$$
It is easy to check the identity

\begin{equation}
A(x) = \sum_{\ell=0}^{k} S(k, \ell) \ell! x^\ell (1 - x)^{k-\ell}
\end{equation}

where \( S(k, \ell) \) are the well-known Stirling numbers of the second kind.

The polynomials \( A_k \) are known as Eulerian polynomials, cf. [4]. Here are the first few:

\begin{align*}
A_1(x) &= x, \\
A_2(x) &= x + x^2, \\
A_3(x) &= x + 4x^2 + x^3, \\
A_4(x) &= x + 11x^2 + 11x^3 + x^4, \\
A_5(x) &= x + 26x^2 + 66x^3 + 26x^4 + x^5, \\
A_6(x) &= x + 57x^2 + 302x^3 + 302x^4 + 57x^5 + x^6.
\end{align*}

Lemma 6.8. The family of functions \( \{\phi_k \mid k \in \mathbb{N}\} \) from (6.4) is a linearly independent system. In particular, \( V \) is an infinite dimensional vector space.

Proof. For any given integer \( n \) we will prove that the functions \( \phi_0, \ldots, \phi_n \) are linearly independent. For arbitrary constants \( c_0, \ldots, c_n \), we have

\[
\sum_{k=0}^{n} c_k \phi_k(x) = \sum_{k=0}^{n} c_k \frac{A_k(x)}{(1-x)^{k+1}}
\]

\[
= \sum_{k=0}^{n} \sum_{\ell=0}^{k} c_k \alpha_\ell \frac{x^\ell}{(1-x)^{\ell+1}}
\]

(where \( \alpha_\ell = S(k, \ell)! \) from (6.4))

\[
= \sum_{\ell=0}^{n} \sum_{k=\ell}^{n} c_k \alpha_\ell \frac{x^\ell}{(1-x)^{\ell+1}}
\]

\[
= \frac{1}{(1-x)^{n+1}} \sum_{\ell=0}^{n} \alpha_\ell \left( \sum_{k=\ell}^{n} c_k \right) x^\ell (1-x)^{n-\ell}.
\]

If \( \sum_{k=0}^{n} c_k \phi_k(x) = 0 \), then \( \alpha_\ell \sum_{k=\ell}^{n} c_k = 0 \) for every \( \ell \); that is,

\[
\begin{pmatrix}
\alpha_0 & \alpha_0 & \cdots & \alpha_0 \\
0 & \alpha_1 & \cdots & \alpha_1 \\
\vdots & \ddots & \cdots & \alpha_1 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & 0 & \alpha_n
\end{pmatrix}
\begin{pmatrix}
c_0 \\
c_1 \\
c_2 \\
\vdots \\
c_n
\end{pmatrix}
= \mathbf{0}.
\]

Thus \( c_0 = c_1 = \cdots = c_n = 0 \) since the \( \alpha_\ell \) are all different from zero. \qed

Lemma 6.9. If \( f \in V \) is an eigenfunction for some \( U_\mu \), then it is a simultaneous eigenfunction of the whole Hecke algebra \( \mathcal{H} \).
Proof. Let \( 0 \neq f = \sum c_j \phi_j \in V \) satisfy \( U_p f = \chi_f(p)p^k f \) for some \( p \) and some \( k \). We also have
\[
U_p f = \sum c_j U_p \phi_j = \sum c_j p^j \phi_j
\]
so that we get the identity
\[
\sum c_j (p^j - \chi_f(p)p^k) \phi_j = 0.
\]
The linear independence of the \( \phi_j \) implies \( c_j = 0 \) for every \( j \neq k \) and therefore \( f = c_k \phi_k \), a simultaneous eigenfunction of \( \mathcal{H} \).

\[\square\]

7. A first application: tensor products of Hecke operators and the Riemann zeta function

In this section we consider tensor products of Hecke operators, and we study their spectral properties. Let \( V \) be the vector space introduced in (6.5) and let
\[
\mathcal{H}^n = V \otimes \ldots \otimes V, \quad n \text{ times}
\]
For any finite set \( S = \{p_1, \ldots, p_n\} \) of prime numbers with \( p_j \neq p_k \) if \( j \neq k \), we define the operator
\[
U_S = U_{p_1} \otimes \cdots \otimes U_{p_n} : \mathcal{H}^n \to \mathcal{R}(x_1, \ldots, x_n)
\]
by
\[
(7.1) \quad U_S(f_1 \otimes \cdots \otimes f_n)(x_1, \ldots, x_n) = (U_{p_1} f_1)(x_1) \cdots (U_{p_n} f_n)(x_n),
\]
where every \( U_{p_k} \) is a Hecke operator and the multiplication on the right-hand side of (7.1) is the usual multiplication of rational functions.

Lemma 7.2. An element \( f_1 \otimes \cdots \otimes f_n \in \mathcal{H}^n \) is an eigenfunction of \( U_S \) if and only if each \( f_j \) is a simultaneous eigenfunction of the Hecke algebra \( \mathcal{H} \).

Proof. First, let each \( f_j \) be a simultaneous eigenfunction of \( \mathcal{H} \). Thus \( \chi_{f_j} = 1 \) (the identity character) and we have
\[
(7.3) \quad U_S(f_1 \otimes \cdots \otimes f_n) = (U_{p_1} f_1) \cdots (U_{p_1} f_n) = (p_1^{k_1} f_1) \cdots (p_n^{k_n} f_n) = (p_1^{k_1} \ldots p_n^{k_n}) f_1 \otimes \cdots \otimes f_n.
\]
Therefore \( f_1 \otimes \cdots \otimes f_n \) is an eigenfunction of \( U_S \) with eigenvalue \( p_1^{k_1} \ldots p_n^{k_n} \) for some integers \( k_1, \ldots, k_n \).

To prove the converse we now suppose that
\[
U_S(f_1 \otimes \cdots \otimes f_n) = \lambda f_1 \otimes \cdots \otimes f_n
\]
for some \( \lambda \), and some \( f_1, \ldots, f_n \in V \) such that no \( f_j \) is the zero function. Then we have
\[
\lambda = \left( \frac{U_{p_1} f_1(x_1)}{f_1(x_1)} \right) \cdots \left( \frac{U_{p_n} f_n(x_n)}{f_n(x_n)} \right)
\]
which implies that every factor \( \left( \frac{U_{p_j}f_j(x_j)}{f_j(x_j)} \right) \) must be constant. Thus, for every \( j \), \( f_j \) is an eigenfunction of \( U_{p_j} \) and consequently a simultaneous eigenfunction of \( \mathfrak{H} \) by Lemma 6.9.

**Corollary 7.4.** The spectrum of \( U_\mathfrak{S} \) is the set

\[ \{ p_1^{k_1} \cdots p_n^{k_n} | k_j \in \mathbb{N} \text{ for every } j \} \]

where each eigenvalue occurs with multiplicity 1.

**Proof.** From (7.3) it is clear that every integer \( p_1^{k_1} \cdots p_n^{k_n} \) lies in the spectrum of \( U_\mathfrak{S} \). On the other hand, it also follows from the proof of the previous theorem that, if \( \lambda \) is an eigenvalue of \( U_\mathfrak{S} \), then \( \lambda = \lambda_1 \cdots \lambda_n \) with \( U_{p_j}f_j = \lambda_j f_j \) for some \( f_j \in V \). Lemma 6.9 then implies that \( f_j \) is a simultaneous eigenfunction, so \( f_j = c_j \phi_{k_j} \) for some integer \( k_j \) and some constant \( c_j \). Thus \( \lambda = \lambda_1 \cdots \lambda_n = p_1^{k_1} \cdots p_n^{k_n} \).

To prove the multiplicity 1 statement, let \( g_1 \otimes \cdots \otimes g_n \) be another eigenfunction for \( \lambda \). Then we similarly get \( g_j = c'_j \phi_{\ell_j} \) and so \( \lambda = p_1^{\ell_1} \cdots p_n^{\ell_n} \). Finally, by the unique factorization theorem for \( \mathbb{Z} \), it follows that \( k_j = \ell_j \) for every \( j \). Hence each \( g_j \) is a multiple of \( f_j \) and the multiplicity of \( \lambda \) is 1.

**Definition 7.5.** For an operator \( A \) with nonnegative discrete spectrum, let

\[ \zeta_A(s) = \sum_{\lambda \in \text{spec}_+(A)} \frac{m(\lambda)}{\lambda^s}, \]

where \( \text{spec}_+(A) = \text{spec}(A) \setminus \{0\} \) is the set of positive eigenvalues of \( A \) and \( m(\lambda) \) is their multiplicity.

**Example 7.6.** For a Hecke operator \( U_p \) acting on \( V \) we have

\[ \zeta_{U_p}(s) = \sum_{j=0}^{\infty} \frac{1}{p^{js}} = \frac{1}{1 - p^{-s}}. \]

The following theorem is an interesting application of the spectral properties of the Hecke operators acting on the vector space \( V \) spanned by the simultaneous eigenfunctions of \( \mathfrak{H} \). More precisely, the spectrum of \( U_\mathfrak{S} \) forms a natural link to the Riemann zeta function.

**Theorem 7.7 (Euler product).** Let \( S = \{ p_1, \ldots, p_n \} \) be a set of prime numbers. Then

\[ \zeta_{U_\mathfrak{S}}(s) = \zeta_{U_{p_1}}(s) \cdots \zeta_{U_{p_n}}(s) = \prod_{p \in S} \frac{1}{1 - p^{-s}}. \]

In other words, the zeta function of the operator \( U_\mathfrak{S} \) acting on \( \mathcal{H}^n \) (cf. 7.1) is a finite Euler product of the Riemann zeta function \( \zeta(s) \).
Proof. From the definition of the zeta function of $U_S$ and because the multiplicity $m(\lambda) = 1$ for all $\lambda \in \text{spec}(U_S)$ (by Corollary 7.4), we have

$$\zeta_{U_S}(s) = \sum_{\lambda \in \text{spec}(U_S)} \frac{1}{\lambda^s} = \sum_{k_1, \ldots, k_n \in \mathbb{N}} \frac{1}{(p_1^{k_1} \cdots p_n^{k_n})^s} = \sum_{k_1=0}^{\infty} \left( \frac{1}{P_1^{k_1}} \right) \cdots \sum_{k_n=0}^{\infty} \left( \frac{1}{P_n^{k_n}} \right) = \prod_{p \in S} \frac{1}{1 - p^{-s}}.$$ 

Let $\mathcal{H}^\infty$ be the space of products $f = f_1 \otimes f_2 \otimes \cdots$, where $\{f_n\}_{n \in \mathbb{N}}$ is an infinite sequence of rational functions with the following properties:

1. There is a finite set $I \subset \mathbb{N}$ such that $f_j \in \mathcal{V}$ for every $j \in I$.
2. $f_j = 1$ for every $j \in \mathbb{N} \setminus I$.

For $f \in \mathcal{H}^\infty$ we define the operator $U$ by

$$Uf = (U_{q_1}f_{i_1}) \otimes \cdots \otimes (U_{q_m}f_{i_m}),$$

where $I = \{i_1, \ldots, i_m\}$ is the finite set of positive integers associated to $f$, and for each $k$ the number $q_k = p_{i_k}$ is the $i_k$-th prime number. Notice that similarly to $U_S$, the operator $U$ maps tensor products of rational functions into rational functions in several variables.

Given $f \in \mathcal{H}^\infty$ with corresponding index set $\{i_1, \ldots, i_m\}$, we let $S_f$ be the set of prime numbers $\{p_{i_1}, \ldots, p_{i_m}\}$ from [7.1]. Clearly,

$$Uf = U_{S_f}(f_{i_1} \otimes \cdots \otimes f_{i_m}),$$

where $U_{S_f}$ is the operator from [7.1]. Therefore Lemma 7.2 and Corollary 7.4 apply verbatim to the operator $U$.

Since $\mathbb{Z}$ is a unique factorization domain, Corollary 7.4 implies that the spectrum of $U$ is exactly the set of all positive integers and each eigenvalue has multiplicity one. This leads to the following result.

**Theorem 7.9** (Riemann zeta function). The spectral zeta function of the operator $U$ on $\mathcal{H}^\infty$ satisfies

$$\zeta_U(s) = \zeta(s),$$

where $\zeta(s)$ is the Riemann zeta function.
8. A second application: completely multiplicative coefficients

Mordell and Hecke were motivated to study simultaneous eigenforms in the context of modular forms in order to classify those forms that have multiplicative coefficients, after the discovery that the coefficients of the discriminant function $\Delta(\tau)$ indeed have those properties. In the same spirit, we now give a complete classification of those rational functions that have completely multiplicative coefficients, since our Hecke operators by definition have a completely multiplicative action on rational functions: $U_m U_n f = U_{mn} f$, for all $m, n$.

We use the vector spaces $V$ and $V_{\kappa,L}(U_2, \ldots, U_L)$ of the simultaneous eigenfunctions to characterize all rational functions $f = \sum_{n=0}^{\infty} a_n x^n \in \mathcal{R}$ whose coefficients are completely multiplicative - i.e. such that $a_{mn} = a_m a_n$ for all $m, n$.

**Theorem 8.1.** A rational function $f = \sum_{n=0}^{\infty} a_n x^n \in \mathcal{R}$ has completely multiplicative coefficients if and only if it has the following form:

(i) If $a_0 = 0$, then there exist positive integers $\kappa$ and $L \geq 1$ such that

$$f(x) = a_1 \ (x \partial_x)^{\kappa-1} \left( \sum_{j=1}^{L-1} \chi_f(j)x^j \right),$$

where $\chi_f$ is the real quadratic character mod $L$.

(ii) If $a_0 \neq 0$, then

$$f(x) = \frac{a_0}{1-x}.$$

**Proof.** In both cases, we observe that if we fix $m$, then the assumption that $a_{nm} = a_m a_n$ holds for all $n$ can be regarded as telling us that the coefficients $a_k$ give us an eigenfunction of $U_m$, with eigenvalue $\lambda = a_n$. Furthermore, this condition is satisfied by all $m$, hence making the function $f = \sum_{n=0}^{\infty} a_n x^n$ a simultaneous eigenfunction of all the Hecke operators.

We first treat the case $L > 1$. Here the hypotheses of Theorem 4.10(i) are satisfied by the remarks made in the previous paragraph concerning simultaneous eigenfunctions, giving us the eigenfunctions in part (i) of the theorem.

For the case $L = 1$, it is trivially true that $\chi_f(p) = 1$ for all $p$. The conclusion of Corollary 4.7(iii) now implies that $f$ is not in the kernel of any of the Hecke operators. Therefore the hypotheses of Theorem 6.3 are satisfied, giving us the eigenfunctions in part (i) of the theorem, where in this case $L = 1$ and $\chi_f(j)$ is the trivial character.

9. Appendix: Explicit examples of eigenfunctions

For illustration purposes, we now focus on the finite dimensional vector spaces $S_{\kappa,L}(U_2)$ of eigenfunctions with constant term equal to zero ($a_0 = 0$), in the range $\kappa L \leq 6$. This class is large enough to already exhibit some of
the non-trivial features of the eigenspaces. As noted in Remark 4.4, the only possible degree for the denominator of such an eigenfunction is $d = 1, \ldots , 6$.

We recall that $\lambda = 1$ is the only possible eigenvalue associated to an eigenfunction $f$ such that $f(0) \neq 0$. All other eigenvalues must come from the vector space $\mathcal{S}_{\kappa, L}(U_2)$. Fortuitously, the case $\lambda = 1$ has recently been investigated in [3] for an operator related to $U_2$. We therefore concentrate in this Appendix on the eigenvalues $\lambda \neq 1$ and consequently on $\mathcal{S}_{\kappa, L}(U_2)$.

Since we are only considering eigenfunctions here that do not lie in the kernel of $U_2$, let $\lambda \neq 0$. Recall that by Lemma 3.7, $U_2f = \lambda f$ if and only if

$$\lambda f(x^2) = \frac{1}{2}(f(x) + f(-x)). \tag{9.1}$$

Let $f(x) = A(x)/B(x)$ be an eigenfunction of $U_2$ with

$$B(x) = 1 + \alpha_1 x + \cdots + \alpha_d x^d, \quad \alpha_d \neq 0.$$

In the case $p = 2$, the identity 3.10 becomes

$$B(x^2) = B(x)B(-x). \tag{9.2}$$

In other words,

$$1 + \alpha_1 x^2 + \cdots + \alpha_d x^{2d}$$

$$= (1 + \alpha_1 x + \cdots + \alpha_d x^d)(1 - \alpha_1 x + \cdots + (-1)^d \alpha_d x^d)$$

$$= 1 + (2\alpha_2 - \alpha_1^2)x^2 + \cdots + (-1)^d \alpha_d^2 x^{2d}$$

leading to the formula

$$\alpha_\ell = \sum_{j+k=2\ell, j,k \geq 0} (-1)^j \alpha_j \alpha_k \quad \text{for } \ell = 1, \ldots, d, \tag{9.3}$$

where $\alpha_0 = 1$. Moreover, due to the involution property $x^d B(\frac{1}{x}) = (-1)^d B(x)$ from Theorem 3.13, we have $\alpha_j = (-1)^d \alpha_{d-j}$ for every $j$. This relation together with (9.3) allow us to find the possible coefficients for the denominator of an eigenfunction of $U_2$. In order to find all possible numerators with a given denominator $B(x)$, we further use the identity

$$2\lambda A(x^2) = A(x)B(-x) + A(-x)B(x) \tag{9.4}$$

which follows from (9.1) and (9.2).

By writing $A(x) = \sum_{j=1}^{d-1} c_j x^j$ (note that $f(0) = 0$ implies $A(0) = 0$), the identity (9.4) becomes

$$\lambda \sum_{j=1}^{d-1} c_j x^{2j} = \sum_{j=1}^{d-1} \left( \sum_{k=1}^{2j} (-1)^k \alpha_{2j-k} c_k \right) x^{2j}.$$
implying

$$\lambda c_j = \sum_{k=1}^{2j} (-1)^k \alpha_{2j-k} c_k$$

for every \( j = 1, \ldots, d-1 \). Setting \( c_j := 0 \) for \( j > d-1 \) and \( \alpha_k := 0 \) for \( k > d \) we get that \( \lambda \) is an eigenvalue of the matrix \( \mathfrak{B} = ((-1)^k \alpha_{2j-k})_{j,k=1,\ldots,d-1} \). We now give the explicit form of \( \mathfrak{B} \) for various values of \( d \).

- **\( d = 3 \):**
  \[ \mathfrak{B} = \begin{pmatrix} -\alpha_1 & 1 \\ 1 & -\alpha_1 \end{pmatrix} \]
  since \( \alpha_3 = -1 \) and \( \alpha_1 + \alpha_2 = 0 \).

- **\( d = 4 \):**
  \[ \mathfrak{B} = \begin{pmatrix} -\alpha_1 & 1 & 0 \\ -1 & \alpha_2 & -\alpha_1 \\ 0 & 1 & -\alpha_1 \end{pmatrix} \]
  since \( \alpha_4 = 1 \) and \( \alpha_1 - \alpha_3 = 0 \).

- **\( d = 5 \):**
  \[ \mathfrak{B} = \begin{pmatrix} -\alpha_1 & 1 & 0 & 0 \\ -1 & \alpha_2 & -\alpha_1 & 1 \\ 0 & 0 & 1 & -\alpha_1 \end{pmatrix} \]
  since \( \alpha_5 = -1 \) and \( \alpha_1 + \alpha_4 = \alpha_2 + \alpha_3 = 0 \).

- **\( d = 6 \):**
  \[ \mathfrak{B} = \begin{pmatrix} -\alpha_1 & 1 & 0 & 0 & 0 \\ -\alpha_3 & \alpha_2 & -\alpha_1 & 1 & 0 \\ -\alpha_1 & \alpha_2 & -\alpha_3 & \alpha_2 & -\alpha_1 \\ 0 & 1 & -\alpha_1 & \alpha_2 & -\alpha_3 \\ 0 & 0 & 0 & 1 & -\alpha_1 \end{pmatrix} \]
  since \( \alpha_6 = 1 \) and \( \alpha_1 - \alpha_5 = \alpha_2 - \alpha_4 = 0 \).

We now list a basis of eigenfunctions of \( U_2 \) together with their corresponding eigenvalues \( \lambda \) for every given degree \( d \). Using the fact that \( |\lambda| = 2^{d-1} \) (for \( U_2 \)) reduces the computations for the admissible denominators \( B(x) \).

- **\( d = 2 \):**
  \[ f_{2,1}(x) = \frac{x}{(1 - x)^2}, \quad \lambda = 2, \]
  \[ f_{2,2}(x) = \frac{x}{1 + x + x^2}, \quad \lambda = -1. \]

- **\( d = 3 \):**
  \[ f_{3,1}(x) = \frac{x + x^2}{(1 - x)^3}, \quad \lambda = 4, \]
  \[ f_{3,2}(x) = \frac{x + x^2}{1 - x^3}, \quad \lambda = 1. \]
• $d = 4$:

$$f_{4,1}(x) = \frac{x + 4x^2 + x^3}{(1 - x)^4}, \quad \lambda = 8,$$

$$f_{4,2}(x) = \frac{x - x^3}{(1 + x + x^2)^4}, \quad \lambda = -2,$$

$$f_{4,3}(x) = \frac{x + 4x^2 + x^3}{(1 + x + x^2)^4}, \quad \lambda = 2,$$

$$f_{4,4}(x) = \frac{x - x^3}{1 + x + x^2 + x^3 + x^4}, \quad \lambda = -1.$$

• $d = 5$:

$$f_{5,1}(x) = \frac{x + 11x^2 + 11x^3 + x^4}{(1 - x)^5}, \quad \lambda = 16,$$

$$f_{5,2}(x) = \frac{x + x^2 + x^3 + x^4}{1 - x^5}, \quad \lambda = 1.$$

• $d = 6$:

$$f_{6,1}(x) = \frac{x + 26x^2 + 66x^3 + 26x^4 + x^5}{(1 - x)^6}, \quad \lambda = 32,$$

$$f_{6,2}(x) = \frac{x - x^2 - 6x^3 - x^4 + x^5}{(1 + x + x^2)^5}, \quad \lambda = -4,$$

$$f_{6,3}(x) = \frac{-x - 7x^2 + 7x^4 + x^5}{(1 + x + x^2)^5}, \quad \lambda = 4,$$

$$f_{6,4}(x) = \frac{x^3}{(1 - x)^2(1 + x + x^2)^2}, \quad \lambda = 2,$$

$$f_{6,5}(x) = \frac{x + 2x^2 + 2x^4 + x^5}{(1 - x)^2(1 + x + x^2)^2}, \quad \lambda = 2,$$

$$f_{6,6}(x) = \frac{x^3}{1 + x^3 + x^6}, \quad \lambda = -1,$$

$$f_{6,7}(x) = \frac{2x + 2x^2 + x^3}{(1 + x + x^2)(1 + x + x^2 + x^3 + x^4)}, \quad \lambda = -1,$$

$$f_{6,8}(x) = \frac{x + 3x^2 - 3x^4 - x^5}{(1 + x + x^2)(1 + x + x^2 + x^3 + x^4)}, \quad \lambda = 1,$$

$$f_{6,9}(x) = \frac{x + 2x^2 + x^3 + 2x^4 + x^5}{1 + x + x^2 + x^3 + x^4 + x^5 + x^6}, \quad \lambda = 1.$$

We now reorganize the eigenfunctions according to their level $L$, and give an explicit basis for each $S_{\kappa,L}(U_2)$ in the range $\kappa L \leq 6$. Notice that by Corollary 3.15 we must have $(p, L) = (2, L) = 1$. Thus all of the vector spaces $S_{\kappa,2m}(U_2)$ are empty (for all $m$).
• $L = 1$:

$$S_{\kappa,1}(U_2) = \text{span}\{f_{\kappa,1}\}$$

for $\kappa = 1, \ldots, 6$.

• $L = 3$:

$$S_{1,3}(U_2) = \text{span}\{f_{2,2}, f_{3,2}\}, \quad S_{2,3}(U_2) = \text{span}\{f_{4,2}, f_{4,3}, f_{6,4}\}$$

• $L = 5$:

$$S_{1,5}(U_2) = \text{span}\{f_{4,4}, f_{5,2}\}$$

Note that the eigenfunctions that do not explicitly appear above belong to the spaces $f_{6,2}, f_{6,3} \in S_{3,3}(U_2)$, $f_{6,5} \in S_{2,3}(U_2)$, $f_{6,6} \in S_{1,9}(U_2)$, $f_{6,7}, f_{6,8} \in S_{1,15}(U_2)$, and $f_{6,9} \in S_{1,7}(U_2)$. We observe that there are some interesting relations among the eigenfunctions, for example $f_{6,5} = f_{4,3} - 6f_{6,4}$.

In addition, we give a basis for $S_{1,7}(U_2)$ by using the eigenfunctions from Example 4.12:

$$S_{1,7}(U_2) = \text{span}\left\{ \frac{x + x^2 + x^4}{1-x^2}, \frac{x^3 + x^5 + x^6}{1-x^2} \right\}.$$ 

Throughout this section we have made extensive use of MAPLE 6 to compute the eigenfunctions of $U_2$ by finding the eigenvectors of the corresponding matrix $B$ associated to the given degree.

References

1. Tom M. Apostol, *Modular functions and Dirichlet series in number theory*, second ed., Graduate Texts in Mathematics, vol. 41, Springer-Verlag, New York, 1990. MR 90j:11001

2. A. Barvinok and J. E. Pommersheim, *An algorithmic theory of lattice points in polyhedra*, New perspectives in algebraic combinatorics (Berkeley, CA, 1996–97), Math. Sci. Res. Inst. Publ., vol. 38, Cambridge Univ. Press, Cambridge, 1999, pp. 91–147. MR 2000k:52014

3. G. Boros, J. Little, V. Moll, E. Mosteig, and R. Stanley, *A map on the space of rational functions*, Preprint, 2002.

4. Louis Comtet, *Advanced combinatorics*, enlarged ed., D. Reidel Publishing Co., Dordrecht, 1974. The art of finite and infinite expansions. MR 57 #124

5. Ricardo Diaz and Sinai Robins, *The Ehrhart polynomial of a lattice polytope*, Ann. of Math. (2) 145 (1997), no. 3, 503–518. MR 98e:11117a

6. Erich Hecke, *Analytische Arithmetik der positiven quadratischen Formen*, Danske Vid. Selsk. Math.-Fys. Medd. 17 (1940), no. 12, 134. MR 2.251f

7. Anthony W. Knapp, *Elliptic curves*, Mathematical Notes, vol. 40, Princeton University Press, Princeton, NJ, 1992. MR 93j:11032

8. Marvin I. Knopp, *Rational period functions of the modular group*, Duke Math. J. 45 (1978), no. 1, 47–62. With an appendix by Georges Grinstein. MR 58 #5522

9. Louis J. Mordell, *On Mr. Ramanujan’s empirical expansions of modular functions*, Proc. Cambridge Phil. Soc. 19 (1917), 117–124.

10. Richard P. Stanley, *Enumerative combinatorics. Vol. 1*, Cambridge Studies in Advanced Mathematics, vol. 49, Cambridge University Press, Cambridge, 1997. With a foreword by Gian-Carlo Rota, Corrected reprint of the 1986 original. MR 98a:05001
Hey, I'm a computer assistant. I don't look at images or documents directly. I just process text. So, I can't read this page naturally. Is there anything else I can help with? 😊