Route Optimization of Unmanned Aerial Vehicle by using Reinforcement Learning
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Abstract: The study proposes the machine learning based algorithm for autonomous vehicle. The dynamic characteristic of unmanned aerial vehicle and real time disturbances such as wind currents, obstacles are considered. The novelty of the work lies in the introduction of reinforcement learning for achieving optimized path which can be followed by the unmanned aerial vehicles to complete the tour from initial to destination point. The feasible optimal route may be found by incorporating the algorithm with a reasonable optimality and computational cost when map and current field data are given.
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1. INTRODUCTION

Technology is overpowering our lives now a day. Autonomous Vehicle is one of those leading technologies which are emerging. Unmanned aerial vehicle (UAV) is one of those autonomous vehicles which are useful and essential in current scenarios. UAVs are serving human life with different capabilities and applications in different sectors. UAVs can be useful for commercial, recreational and public uses. However, 90 percent of UAV production is meant for military purposes. But recently non-military drone market is expected to increase its sale in coming decades [1-2]. Service providers and delivery industries are looking for feasible yet smart delivery options [3]. UAVs can also be used for different monitoring purposes e.g. water sampling [4], land slide [5] and any volcanic eruptions [6-7] and civil health [8].

The areas where human cannot reach can possibly accessed by UAV for communication and radio access [9-11]. But, there are some technical challenges which restrict the expansion of commercial UAV utilization. Batter constraint is one of the major challenges which are required to address for successful implementation of UAV. On other hand, duration of flight of UAV is an important consideration and it is very much associated with battery life. So, the easy and basic solution is to increase in battery size or change in battery materials. But both the solutions are appeared to be unfeasible as the increase in battery size turns into increase in weight, which reduces the capability of flight time and it may also turn into cost increment of the device. The alternative way is to optimize the battery usage thus sustainable battery life can be ensured. To optimize the battery life, the drone needs to find take decision about the optimum route to reach at the destination. So, optimum route
selection becomes the key thing in this regard. In practical, it is very tough to find out the optimal path for routing the UAV as different obstacles, winds become the major issue. It becomes inappropriate to apply analytical techniques and classical law of guidance. In generic solution, dynamic program and any search based techniques are suggested for global path planning. But, there chance that it may suffer from Bellman’s curse of dimensionality [12]. In the context of flight time of UAV, figure 1. is drawn to understand the UAV during its flight.

It is studied that reinforcement learning [13] is different from supervised learning. In supervised learning, supervisor provides the desired output and the supervisor is well-known about the system model. In contrast, no supervision is there for RL and it depends upon the environment at the time of learning process though there is no prior information given to the system [13]. RL provides conventional search based methods, which involves discrete system space and control input space. A suitable framework is provided which includes vehicles motion model environmental disturbances. To achieve better path optimality under known disturbance condition path planning algorithm with optimal computational cost could be very much significant. In this paper, a reinforcement learning based path planning algorithm is proposed which may help to understand the feasible path ensuring optimal computational cost for UAV.

![Fig 1. An Unmanned Aerial Vehicle during its flight time](image)

2. SIGNIFICANT RELATED WORK

Recent days, an extensive work is going on path planning and it is becoming a primary research topic in vehicles guidance and robotics. The potential field method [14] is one of the popular approaches to provide guidance to vehicles. The vehicle’s routing path is computed after considering the artificial potential fields which represents the obstacles and destination. Graph search techniques are applied for guiding autonomous under water vehicles [15]. A path is selected by using the graph, where collisions do not take place. Genetic algorithm is useful to guide autonomous vehicles [16]. Real time disturbances are considered in path panning and dynamic computation approach is used to find optimized path to save the battery life [17-18].

The typical grid based search algorithm such as A* and Dijkstra’s are also reported with modified version [19-20]. Wind is also equally important consideration for UAV’s [21-23]. In case of autonomous vehicles, different resistance are considered in path planning and using conventional or modified versions of generic algorithms are applied to generate paths. Some of the famous algorithm e.g. A*, rapidly exploring random tree (RRT) are used to find out the path for autonomous vehicles.
Fig 2. Flow diagram of reinforcement learning

RL algorithms are suitable as trial-error feedbacks are used for achieving optimized solution. From various review, it is studied that these algorithms are providing feasible framework for the problem which was thought to be a great challenge [13]. But still there is a need of improving the algorithm to ensure more optimized path thus increased battery life and flight time.

3. REINFORCEMENT LEARNING (RL) IN PATH PLANNING:

There are some basic components of the RL algorithm, which includes agent, an environment, states, action keywords, policies and action value function. The figure 2 describes the block diagram of reinforcement learning. The environment basically defines the situation which gives reward to agent. States can be defined as parameters which describe the agent and the environment. The state of the agent is changed by action. Rewards are evaluated depending upon the environment after determining the pros and cons of the applied action. At different states actions are selected based on the policies.

RL can be proposed to find optimal solution. When an agent chooses desired action, a reward is given, this process repeats. This encourages the agent to maximize its rewards. Based on the temporal difference learning [13] L can be employed as the learning algorithm in this following study. In L learning, \( L(p, f) \) is the action values function. \( L(p, f) \) is expected reward from present state to final state. Where \( p \) represents present state and \( f \) denotes the final state.

The RL problem is described as searching for optimal solution, criteria for searching optimal solution is the selection of good action in every step of the learning. The learning rate and process may differ based on how \( L(p, f) \) is calculated to select an action. The value \( L(p, f) \) can be updated in this manner.

\[
L(p, f) \leftarrow (1-\alpha)L(p, f) + \alpha(r + \gamma \max L(p', f'))
\]  

Where, \( r \) denotes rewards after the \( p, f \) and \( p', f' \) are the next state and action. Learning rate is denoted as \( \alpha \) and \( \gamma \) represents discontinuing factor which is used to use weight the learned result near the current time step. The \( \alpha \) is always positive constant and here the value is 0.1 and \( \gamma \) is set to 1.

Using the equation 1, the value of \( L \) can be updated. Since, \( L \) converges to the optimal solution when the maximum \( L \) value is obtained the next step. By applying temporal difference method, next \( L \) value can be computed from the current \( L \) value. To select the maximum \( L \) which leads to optimal action is known as greedy action. However, agent must explore other actions during different learning iterations. If agent only chooses greedy action, other actions cannot be explored. It does turn into optimal \( L \) value in the initial iterations. This is known as off policy method as different policies are considered when \( L \) is computed and action is selected. To compute current \( L \), the next maximum \( L \).
value is used. By keeping the balance between exploring next state and exploiting current states, $L$ can be computed effectively. In this investigation, $\varepsilon$ greedy policy is used for optimal action depending on the probability of $\alpha$ \cite{24}.

4. PATH/ROUTE PLANNING FORMULATION

The kinetic vehicle model describes the range of vehicle motion. In route planning, it is considered during the discretization of the motion states and control action in continuous space by applying RL techniques. A tile coding process is used for incorporating continuous state space variable \cite{13}. It is clearly understood from the name of the technique that the receiver fields are clubbed into section of the state space. Using a set of square tiles, the position state variables are discretized into square domains. The vehicles direction state is discretized into finite interims. Importantly, the direction of the vehicle is maintained in a position tile where the vehicle is located at that moment. When the vehicle reaches the boundary of the adjacent tile, a new action is determined. $L(p, f)$ is also updated along with the position and direction after selecting the new state action \cite{13}. For controlling the yaw rate of the vehicle an individual policy is in the action. The amount of time the agent remains in each tile is considered as a “penalty”. For each successful journey, the sum of penalties considered as elapsed time for the journey from initial point to terminal point. The total reward can be determined by multiplying some of penalties with -1. If the total reward is increased, the total optimal time path is achieved. $L$ is constituted with different actions which will determine the optimum time path between starting and destination point. In $L$ learning generally it is assumed that the initial $L$ value is “zero”. It implies that no information about $L$ is provided. If any prior information is available, the $L$ function may be initialized as non-zero function. The nonzero value of $L$ function can affect the performance of $L$ learning; basically the convergence of the function will be disturbed.

5. PATH/ROUTE SMOOTHING

The degree of smoothness in the determined path and angle of trajectories depend upon the discretized resolution. There is relation between computational efficiency and smoothness of the path. The geometric route cannot be smoothening directly as motion constraints and wind current effects are ignored during these process. The vehicle speed profile is relative to the place as each tile is affected by different parameters of the actions. In this study, yaw angles are smoothed rather that smoothening the path itself. The end point is shifted to predefined destination by using some iterative schemes. After smoothening the yaw angles, they are stretched or compressed slightly along the time and angle axes. The Correction factors $T_\phi$ and $\theta_c$ are considered as variations on time and angle axes respectively. By using the steepest descent method \cite{25}, the appropriate value of $T_\phi$ and $\theta_c$ can be calculated.

6. PROPOSED PATH/ROUTE PLANNING ALGORITHM FOR UAV ROUTING APPLICATION

The algorithm proposed for the UAV to ensure optimized path selection, higher battery life and flight time is discussed.

Define $L(p, f)$ with a value, repeat for each iteration

```
Initialize $p$ in each repeat for each step in each iteration

Choose $f$ from $p$ using the policy derived from $L$

Take action $p$, observe $r$, $f'$

$$L(p, f) \leftarrow L(p, f) + \alpha(r + \gamma) \max_{f'} L(p', f') - L(p, f)$$

$$S \leftarrow S'$$
```

4
Until $f$ is the terminal.

**Until convergence**

**Smooth** path by applying average

Initialize $T_c, \theta_c$

While $e_{\varepsilon} > \varepsilon$

Define $e_{\varepsilon}$ distance is predefined and shifted end point

$$T_c \leftarrow T_c - \alpha \frac{\partial f(T_{\varepsilon}, \theta_{\varepsilon})}{\partial T_{\varepsilon}}$$

$$\theta_c \leftarrow \theta_c - \beta \frac{\partial f(T_{\varepsilon}, \theta_{\varepsilon})}{\partial \theta_{\varepsilon}}$$

End while

End post-processing

7. **CONCLUSION:**

The proposed work is focused on a sustainable method for path or route optimization of an unmanned aerial vehicle and the novelty of the work lies on the introduction of reinforcement based algorithm for UAV routing application. The disturbances like wind current and obstacles are considered to provide enhanced routing efficiency in real-time application. Herein, a suitable reinforcement learning based algorithm is proposed for optimizing the path which in turns may increase the battery life and ensure higher flight time. Based on the proposed algorithm for the particular UAV applications, the simulation can be done and a comparative study can be made with respect to other existing algorithms for UAV application.
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