Recovering Spatiotemporal Correspondence between Deformable Objects by Exploiting Consistent Foreground Motion in Video
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Abstract

Given unstructured videos of deformable objects (such as animals in the wild), we automatically recover spatiotemporal correspondences to map one object to another. In contrast to traditional methods based on appearance, which fail in such challenging conditions, we exploit consistency in observed object motion between instances. Our approach discovers pairs of short video intervals where the foreground moves in a consistent manner and uses these candidates as seeds for spatial alignment. We model the spatial correspondence between point trajectories generated by an object in one interval to those in the other using a homography. We find thousands of pairs of frames for which we successfully recover valid alignments without any human supervision.

1. Introduction

Most computer vision systems cannot take advantage of the abundance of Internet video content as training data. This is because current algorithms typically learn only under strong supervision and annotating video content is labor intensive. Our work is motivated by recent efforts to learn visual concepts from large quantities of weakly/noisily labeled video [19, 22, 25, 30]. Here, we explore a slightly different question: can we reliably recover spatiotemporal correspondences between deformable objects under weak supervision? For instance, given a collection of animal documentary videos, can we automatically match pixels on a tiger in one video to those on a different tiger in another video (Figs. 1 and 2)?

Recovering point-to-point spatiotemporal correspondences across videos is powerful because it enables us to assemble a collection of aligned foreground masks (automatically extracted) from a collection of videos of the same object class. For instance, in Fig. 1, we can map each part of a tiger in the first video to the corresponding part in the second (e.g. head goes to head, front-right paw goes to front-right paw, etc.). Accomplishing this task in the presence of significant object appearance variations is particularly important since it enables the collection to capture the richness of the visual concept (e.g., different coloring and textures of an animal, like in Figs. 1 and 2). Achieving this could replace the expensive manual annotations required by several popular methods for learning visual concepts [7,10,14,31,34], including methods that require annotations at the part level [1,3,11]. Additionally, it can enable novel applications, such as replacing one instance of an object with a suitable instance from a different video (like the adult tiger and the cub in Fig. 2, bottom).

Our task is challenging because real-world videos are not temporally segmented and contain multiple moving objects filmed against cluttered backgrounds under varying viewpoints, as well as occlusions and camera motion. Traditional methods for matching still images using local appear-
Figure 2. Pairs of short sequences in different videos with consistent foreground motion can be matched more reliably than individual frames. Here, the two sequences are aligned in time (frames are in one-to-one correspondence) and space (2D points are in correspondence). Our method recovers the spatial alignment from such pairs by fitting a homography to dense trajectory correspondences, shown in yellow in the second column (note the correspondences between trajectories on the legs of the two walking tigers). In the last three columns, we display the alignment by projecting the pixels in the first video (top) onto the second (bottom) with the recovered homography. An estimate of the foreground (found automatically using motion cues) provides the spatial support for the alignment (shown in green). Using trajectories enables us to align instances despite large differences in appearance, like matching the cub to the adult tiger here.

ance descriptors [2, 16, 21] typically fail on this data, i.e., they do not find reliable correspondences across individual frames from different videos. Instead, this can be done more reliably by matching motion descriptors across temporal intervals where the objects exhibit consistent motion patterns, which is the key observation behind this work. In other words, we can exploit the characteristic motion of an object class (e.g., a tiger’s prowl) to identify suitable correspondences, as well as to align them with great accuracy. To do so, we introduce a new technique that aligns sequences of frames spatiotemporally by using matches between point trajectories (e.g., those computed as in Wang et al. [32]) in contrast to aligning still images by matching appearance-based keypoints [21, 23]).

The contributions of our work can be summarized as follows. First, we propose a weakly supervised system that goes from a large collection of unstructured video containing an instance of the object class to a tight network of spatiotemporal correspondences. Second, we introduce an appearance-free method for aligning sequences of frames with consistent motion based on trajectory matching. Third, we make publicly available a new set of ground-truth annotations: 19 landmark positions (e.g., left eye, front left knee, neck, etc.) for each tiger in over 17,500 frames of animal documentary footage. Our experiments show that exploiting consistency in foreground motion as proposed here significantly outperforms traditional approaches for recovering correspondence based on local appearance matching [23]. Our method recovers over 1000 pairs of correctly aligned sequences from 100 video shots of tigers in the wild (roughly 12 minutes of video). We emphasize that the recovered alignment is between entire sequences (e.g., Fig. 2), not just pairs of frames. If we count the frames in the aligned sequences individually, our method puts in correspondence 10,000 pairs of frames. At the same level of precision (0.5), local appearance matching using SIFT key-points returns fewer than 3000 pairs of frames.

2. Related work

Most works on spatial alignment focus on matching between images for a variety of applications such as multi-view reconstruction [29], image stitching [4], and object instance recognition [12, 23]. The traditional approach identifies candidate matches using a local appearance descriptor (e.g., SIFT [23]) with global geometric verification performed using RANSAC [6, 13] or semi-local consistency checks [12,18,28]. Patchmatch [2] and SIFT flow [21] generalize this notion to match patches between semantically similar scenes.

Spatiotemporal alignment [5] and temporal frame correspondence [27] in video has also been explored, but typically only for multiple viewpoints of the same dynamic scene. Similarly, Fan et al. [9] demonstrated alignment of presentation video to presentation slides by exploiting the foreknowledge that the two are in correspondence. In the context of video action recognition, there has been work on matching of spatiotemporal templates to actor silhouettes [15,35] or groupings of supervoxels [20]. Our work is quite different because we map pixels from one unstructured video to another. Jain et al. [17] mine discriminative space-time patches and match these across videos. Their work focuses on rough alignment using sparse matches (typically one patch per clip) while we seek a finer spatial alignment driven by dense correspondences between trajectories, which leads to an accurate homography estimation.

A few recent works exploit video as a source of training data for object class detectors [25, 30]. However, their use of video is limited to segmenting objects from their background. Ramanan et al. [26] build a simple 2D pictorial structure model of an animal from one video. None of these methods find spatiotemporal correspondences between object instances.
3. Overview

The input to our method is a large set of video shots, each containing one or more instances of an object class (e.g., tiger). The output is a collection of pairwise correspondences between frames, like the one in Fig. 1. Each correspondence is both temporal, i.e., we find correspondences between individual frames from shots that are not temporally aligned, and spatial, i.e., we recover the transformation mapping points in the first frame to the second (Fig. 1, bottom).

We reliably recover the frame-to-frame correspondences by finding and aligning short sequences of frames that exhibit consistent foreground motion, such as the two tigers in Fig. 2. Two aligned sequences of length $k$ provide $k$ frame-to-frame correspondences. Aligning sequences using motion cues is in fact more reliable than aligning individual frames using appearance cues. The latter typically fails in the presence of clutter, occlusions, and different viewpoints (all common in the broad range of videos in our data). Motion also enables us to put in correspondence instances with different color and textures (like the white and orange tiger in Fig. 1, or the cub and the adult in Fig. 2). Additionally, it allows us to reliably segment the object from the background [24], which simplifies finding spatial correspondences.

Consistent motion pairs. We focus on automatically recovering pairs of sequences of the same length that can be aligned by a single homography transformation constant through time (i.e., the same homography maps the $k$th frame in the first sequence to the $k$th frame in the second sequence, $\forall k$). We call such a pair of sequences a Consistent Motion Pair (CMP). From this definition it follows that only two sequences where the object is performing similar motions in the same order can be a CMP. This includes sequences with non-rigid deformations, as long as the deformations occur in the same order. For example, the two tigers in Fig. 2 are in the same phase of walking.

System architecture. Our method deems two sequences to be a CMP if it can estimate a homography geometrically consistent with trajectory correspondences extracted across the sequences. However, naively examining every possible pair of sequences in the data is impractical. For example, the number of pairs of fixed length in just 20 minutes of video (30,000 frames) is roughly one billion. Hence, we propose a fast scheme for identifying a manageable set of promising CMP candidates (steps 1-4 in Fig. 3). This allows us to process a large number of shots with a limited computational budget. We provide details in Sec. 4. Then, we only retain a candidate if our method can estimate a geometrically consistent homography (step 5 in Fig. 3), which is more computationally intensive (Sec. 5). For each retained candidate, we output the $k$ associated frame-to-frame correspondences together with the estimated homography. Note that as preprocessing we use the method by Papazoglou et al. [24] to extract reliable foreground masks from each shot based on motion. These masks remove confusing evidence from the background.

4. Extracting CMP candidates

We now present how to extract CMP candidates from all the possible pairs of sequences in a database of video shots. First, we use the method in [8] to recover clusters of short intervals showing similar motion. This method first segments the input shots into shorter intervals (Fig. 3, step 2) and clusters them using motion cues (Fig. 3, step 3). As discussed in [8], clustering shorter intervals (typically 10 – 200 consecutive frames in a shot each) finds more compact clusters than directly clustering the entire shots.

We then extract a small set of CMP candidates from each pair $(p, q)$ of intervals within a cluster (Fig. 3, step 4). First, we compute a frame-level representation by aggregating in a bag of words (BoW) all of the descriptors formed by trajectories (e.g., trajectory shape [32]) starting at that frame, as shown in Fig. 4. Let $d_{ij}$ be the histogram intersection between the BoWs for frame $i$ in $p$ and frame $j$ in $q$. We generate CMP candidates by finding the closest sequences of $k$ frames, ranked using

$$s((f^p_i, f^p_{i+k-1}],[f^q_j, f^q_{j+k-1}]) = \sum_{l=0}^{k-1} d_{(i+l)(j+l)}$$

This distance preserves the temporal order of the frames, whereas using a BoW aggregated over the sequences would not. The top ten candidates from each pair of intervals are passed on to the next processing step (Sec. 5).

The naive way of computing (1) for every pair of sequences in the dataset (i.e., without doing any clustering) is quadratic in the number of frames in the dataset. Clustering reduces the search space to quadratic in the number of frames within a cluster. The clustering step itself is very efficient, as it only requires computing distances between pairs of intervals, which is orders of magnitude fewer than every pair of frames. We show in the experiments that this procedure extracts CMP candidates with good accuracy (Sec. 6.2). On our dataset, it effectively reduces the number of homographies we need to compute from 300 million to 3000.

5. Spatial alignment estimation

We now discuss how we estimate the homography for a CMP candidate found in the previous step. A standard method to estimate a homography between two images is to apply RANSAC on a set of putative keypoint correspondences [16].
Figure 3. Overview of our method. The input is a collection of shots showing the same class (1). Each shot (which can be of any length) is partitioned into shorter temporal intervals of 10-200 frames (2), which are then clustered together (3) using motion cues. ([8] shows that using intervals shorter than the original shots finds more compact clusters.) The clusters effectively limit the search space: we extract CMP candidates only from pairs of intervals in the same cluster (4). For each pair, we extract CMP candidates from all possible pairs of sequences of fixed length (10 frames). An example of a pair is shown in the bottom right (see text and Fig. 4 for the details). Last, we estimate a spatial alignment for each candidate (5) using point correspondences found using motion cues (see text) and output only those candidates where the alignment is geometrically consistent with the correspondences.

Figure 4. Generating CMP candidates between two intervals. First, we approximate the pairwise distance between frames as the histogram distance between their BoWs (which contains all motion descriptors through the frame). Then we keep as CMP candidates the top scoring pairs of sequences of length $k$ with respect to (1). Note that for the two intervals above, the number of pairs of sequences to examine is $(n-k) \cdot (m-k)$.

A 2D planar homography $H_{uv}$ between two images can be determined from a set of four or more correspondences by solving

$$X_u = H_{uv} X_v'$$

where $X_u \leftrightarrow X_v$ denote the point correspondences (see the Normalized DLT algorithm for more details [16]).

RANSAC is an iterative random algorithm that estimates a homography from a set of putative correspondences $P_{uv} = \{(x_u, y_u) \leftrightarrow (x_v, y_v)\}$ that may include outliers. Traditionally, $P_{uv}$ contains matches between local appearance descriptors, like SIFT [23]. At each iteration, a hypothesis is generated by fitting a homography to four correspondences randomly sampled from $P_{uv}$; the computed homography with the largest number of inliers is kept. The final ratio of inliers to outliers can be used to discard the output homography (i.e., if this number is below a given threshold). This final consistency check filters out homographies that do not fit enough correspondences.

We modify this algorithm in two significant ways. First, we use point correspondences found by matching trajectories. The motion descriptors of the trajectories prove much more robust than SIFT keypoints (see the results in Fig. 10). Second, the algorithm above is used to align still images, while we match the two sequences of a CMP candidate. Under the assumption that the homography does not change with time, a straightforward modification would be to aggregate all point correspondences in a sequence in $P_{uv}$. However, this does not preserve any temporal information. Hence, we propose a new method to estimate a homography from matched trajectories that preserves the temporal order of their points.

Finding matches between trajectories is discussed next (Sec 5.1). We then discuss fitting homographies to matched trajectories (Sec 5.2). Last, we make this method more robust by adding correspondences between the estimated foreground masks (Sec. 5.3).

5.1. Matching trajectories

We now discuss finding matches between trajectories from the two sequences of a CMP candidate (extracted using the dense point tracker by Wang et al. [32]). We match
Figure 5. Modifying the TS descriptor. The TS descriptor is the concatenation of the 2D displacement vectors of the trajectory across consecutive frames (the green arrow denotes one such vector). This descriptor works well when aggregated in unordered representations like Bag-of-Words [32], but matches found between individual trajectories are not very robust. We make TS more discriminative by appending the vector (in yellow) between the trajectory and the center of mass of the foreground mask (in green) in the frame where the trajectory starts.

5.2. Homography from trajectory matches

We fit a homography to the trajectory matches extracted from a CMP candidate in two different ways:

Independent matching (IM) Each trajectory match generates $n$ point-to-point correspondences per frame, one for each point in the trajectory. Each point correspondence is used independently during RANSAC.

Temporal matching (TM) We sample four trajectory matches at each RANSAC iteration instead of four point correspondences. We solve Eq. 2 using the $4n$ associated point correspondences; the overdetermined system is solved in the least squares sense. A trajectory match is considered an inlier only if $\frac{n}{2} + 1$ of its point correspondences are inliers. We found empirically that this works better than enforcing all points to be inliers.

Temporal matching encourages geometric consistency over the duration of the CMP candidate. Independent matching can potentially overfit to point correspondences from just a few frames. For example, all inliers could come from, say, the first frame (Fig. 11).

5.3. Combining trajectories with foreground masks

The homography estimated from trajectory matches tends to be inaccurate when the input matches do not cover the entire foreground. Consider the first row of Fig. 7: the homography that best fits the trajectory matches is suboptimal for the regions of the tiger without any match (it completely misaligns the tigers’ left leg). To address this issue, we note that the bounding boxes enclosing the foreground masks provide a coarse, global mapping (Fig. 6). We use this as a spatial regularizer.

Specifically, we fit a homography by minimizing an objective function that uses the matches between the corners of the bounding boxes (foreground matches) as additional point-to-point correspondences (four per frame in a CMP):

$$\min \|H_{uv}X'_u - X_u\| + \lambda\|H_{uv}F'_v - F_u\|.$$

(3)

$F_u$ and $F_v$ denote the foreground matches, while $X_u$ and $X_v$ denote the four trajectory matches that are randomly sampled at every RANSAC iteration. By setting $\lambda = 0$ we obtain the same objective function as before. With $\lambda > 0$, our method is much more stable (see the improved alignment in Fig. 7, bottom right). We conclude noting that...
Figure 7. Top: Trajectory correspondences (in yellow) often cover only part of the object (head and right leg here). Here, RANSAC overfit to to correspondences on the head, and the estimated homography provides an incorrect mapping for the legs (top right). Bottom: Adding correspondences from the foreground bounding boxes provides a more stable mapping (bottom right). Note that correspondences in the bottom row are also found automatically by our method; there is no manual intervention needed.

6. Evaluation

We evaluate our method on a dataset of 110 video shots of tigers sourced from documentary nature footage, for a total of 17,500 frames (roughly 12 minutes of video).

6.1. Evaluation protocol

**Landmark annotations.** In each frame, we annotate the 2D location of 19 landmarks on the tiger. Given that tigers are so deformable, we choose the following landmarks (Fig. 8): ankles (4), feet (4), knees (4), neck (1), shoulders (2), chin (1), pelvis (1), and eyes (2). We do not annotate landmarks that are occluded. These annotations are publicly available at calvin.inf.ed.ac.uk/datasets/tiger-landmarks/.

Unlike coarser annotations, such as bounding boxes, this set of landmarks allows us to evaluate the alignment of objects with non-rigid parts with great accuracy. Consider Fig. 8 (bottom): although the global alignment looks correct, our landmarks detect that the front legs are swapped.

**Reprojection error.** Given a pair of frames and a homography, we project each landmark in the first frame onto the second using the homography and compute the Euclidean distance to its true location. The reprojection error is the average between this distance and the reverse (i.e., the distance for landmarks projected from the second frame into the first). To avoid penalizing frames where the tiger is at a larger scale, we normalize the reprojection error by the scale of the tiger, approximated as the maximum distance between any two landmarks in the frame. The reprojection error for pairs of sequences (e.g., a CMP) is the average reprojection error of all visible landmarks over all frames.

In Fig. 9 we can see that the alignment provided by the homography clearly degrades as the reprojection error grows. When the error is around 0.2, the alignment is still acceptable, but a few parts start to be misaligned. (We checked many more examples to confirm this trend.) As the error keeps increasing above 0.2, the alignment becomes significantly inaccurate. In what follows, we use this threshold to determine whether a homography estimated by our method is correct or not. However, we also require that the Intersection over Union (IoU) of the landmarks visible in the sequences is above 0.5. If the IoU is low, a homography that is globally incorrect might still map the few landmarks that are visible in both sequences correctly by chance. We show a few examples of IoU ≤ 0.5 in Fig. 9, caused by significantly different pose and severe cropping.

6.2. Evaluating CMP candidates

First, we evaluate our method for retrieving CMP candidates (Sec. 4) in isolation. Given a CMP candidate, we use its landmarks (i.e., correspondences from an oracle) to fit the homography that we use to compute reprojection error. We consider a candidate valid if the resulting reprojection error is below 0.2 and IoU above 0.5.

Our method returns roughly 3000 CMP candidates. Using the criterion above, 51% are valid CMPs. Note that each CMP consists of ten aligned frames, so this result corresponds to approximately 15,000 pairs of frames that can...
Figure 9. Reprojection error. We consider an alignment incorrect if the reprojection error computed on the ground-truth landmarks is less than 0.2. This error increases as the quality of the alignment degrades. Around 0.2 alignments contain some mistakes (e.g., the slightly misaligned legs in the top row), but are typically acceptable. We reject alignments without computing the error when the Intersection over Union of the visible landmarks in the aligned pair is below 0.5 (like the two examples in the bottom row).

be spatially aligned out of 30,000. If we extract candidates by uniformly sampling sequences from pairs of shots (i.e., without clustering or ranking as described in Sec. 4), the percentage of valid CMPs drops to 19%. Restricting sampling to sequences within a cluster (but without ranking) manages 47%, but it is still inferior to our full method.

6.3. Evaluating spatial alignment estimation

We now evaluate our method for producing the correspondences automatically. In this case, there is no oracle available to provide landmark correspondences. Since our method returns a homography for a CMP candidate when at least a given fraction of the correspondences are inliers, we can generate precision-recall curves by varying this threshold. Precision measures the fraction of CMPs returned by our method that are valid (i.e., reprojection error less than 0.2 and IoU above 0.5); recall measures the fraction of CMPs we know to be valid (based on the oracle homography) for which we find a sufficiently good alignment. These curves are shown in Fig. 10.

First, we compare matching trajectories (either using independent or temporal matching) to a baseline using SIFT. The baseline fits a homography to SIFT keypoint matches found in the two sequences of the CMP candidate, using only keypoints inside the foreground mask. (Again, we preserve the temporal order by matching only keypoints in corresponding frames.) Both versions of trajectory matching are clearly superior to this SIFT baseline (Fig. 10, left). When recall is maximized for SIFT matching, we find fewer than 100 valid CMPs out of roughly 1500 returned homographies (precision is less than 0.1). In contrast, the trajectory methods match the recall of SIFT with precision near 0.8. We also see that temporal matching dominates independent matching, achieving consistently higher precision for a given recall.

Adding spatial regularization using the foreground matches improves the performance of all three methods (Fig. 10, right). Again, temporal matching is superior to independent matching, and both trajectory methods outperform SIFT keypoints. We also tested an alternative that used the matches between the foreground bounding boxes alone. Note that when we use foreground matches alone we always find a homography with a large enough fraction of inliers for all values of the threshold we tested. This is because we can always find a homography that maps the four corners of a bounding box onto another exactly, and the bounding boxes did not change significantly over the duration of our CMP candidates. The best performing method is temporal matching combined with foreground correspondences: it consistently achieves higher precision for a given recall than the other combined methods and significantly improves precision compared to using the foreground correspondences alone. When recall is maximized, it returns 1500 correctly aligned CMPs (i.e. 15,000 pairs of frames) with precision 0.5.

Figs. 11 and 12 show the difference in quality of alignment on representative examples. Fig. 11 compares temporal matching to independent matching. In the first two columns, we show the original first and last frame of a CMP returned by our method. We map the pixels in the foreground masks of the first sequence onto the second using the homography estimated using temporal matching (top row) and independent matching (bottom row), respectively. The alignment found using temporal matching is consistently good across all ten frames, while with independent matching it degrades over time. In Fig. 12 (top rows), we show examples where combining foreground and trajectory matches is more accurate than using foreground matches
Figure 11. Temporal matching (TM) performs better than independent matching (IM). The latter often overfits to correspondences from 1-2 frames and does not provide a spatial alignment consistent through time. Here, the alignment for the first frame in the sequence is acceptable (bottom row, third column), but it degrades in the last frame (bottom row, fourth column). TM recovers an alignment that is accurate for the entire sequence (top row).

only. Without the trajectory matches included, the alignment fails when the foreground mask mistakenly includes portions of the background or excludes parts of the object. Importantly, this shows that our method can also align sequences with imperfect foreground masks. In the bottom rows, we compare the alignment found by matching SIFT keypoints to the alignment found using temporal matching for two different pairs. In each case, using trajectories finds a good alignment. SIFT instead fails, mostly because matching keypoints gets confused by the recurring texture patterns of the tigers. Consider the bottom row in particular. Although the tigers are superficially similar, the variation in the stripe pattern on the two individuals is sufficient to degrade any matching based on appearance descriptors alone. While we focus here on comparing appearance versus motion alone, we believe that the combination of appearance and motion could enable robust matching over a broader range of object classes.

7. Discussion

We present a method that automatically extracts dense spatiotemporal correspondences from a collection of videos showing a particular object class. We argue that motion offers a complementary modality to appearance-based descriptors for finding correspondences in video since it can: 1) segment the object of interest from cluttered backgrounds; 2) drastically prune the search space of frame pairs over which homographies need to be estimated by identifying promising short sequences; and 3) generate reliable point-to-point correspondences across such sequences from which one can accurately estimate the desired mapping.

By using the motion of dense trajectories to find pixel-level correspondences, we reliably associate parts despite variation in appearance. A tiger’s paw is recognized and matched across instances because of the characteristic way it moves as a tiger walks, not because of how it looks.

Figure 12. Top two rows: Estimating the homography from the foreground correspondences fails in several cases (third column), typically when the bounding boxes are not tight around the objects (first-second columns). However, when combined with matched trajectories, the recovered homography is accurate (fourth column). Bottom two rows: Estimating homographies from trajectory correspondences (TM) is often more accurate than from local appearance descriptors (SIFT). The striped texture confuses matches based on SIFT even when the two tigers look similar (third row).

Furthermore, trajectories that extend over multiple frames provide automatic temporal regularization as corresponding points in one frame must remain in correspondence in the surrounding frames. We use motion-based correspondences aggregated over short sequences of frames to guarantee that our method carefully selects the most reliable of the possible aligned pairs from a large amount of noisy input frames.

The correspondences we find can be used to learn a general model of the object class without requiring any human supervision beyond video-level object class labels. Additionally, they can enable novel applications, such as replacing an instance of an object with an instance from a different video, or retrieving videos in a collection that tightly match the motion of the object in a query video.

Finally, we note that although we focus here on the specific example of aligning tigers across videos, our method is not specific to this particular object class. The only requirement for success is that the objects exhibit consistency in behavior and thus exhibit the same characteristic motion patterns across different observations.
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