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Abstract

We study the eigenvector problem in homogeneous superintegrable $N$-state chiral Potts model (CPM) by the symmetry principal. Using duality symmetry and (spin-)inversion in CPM, together with Onsager-algebra symmetry and $sl_2$-loop-algebra symmetry of the superintegrable $\tau^{(2)}$-model, we construct the complete $k'$-dependent CPM-eigenvectors in the local spin basis for an arbitrary Onsager sector. In this paper, we present the complete classification of quantum numbers of superintegrable $\tau^{(2)}$-model. Accordingly, there are four types of sectors. The relationships among Onsager sectors under duality and inversion, together with their Bethe roots and CPM-eigenvectors, are explicitly found. Using algebraic-Bethe-ansatz techniques and duality of CPM, we construct the Bethe states and the Fabricius-McCoy currents of the superintegrable $\tau^{(2)}$-model through its equivalent spin-$N-1/2$-XXZ chain. The $\tau^{(2)}$-eigenvectors in a sector are derived from the Bethe state and the $sl_2$-product structure determined by the Fabricius-McCoy current of the sector. From those $\tau^{(2)}$-eigenvectors, the $k'$-dependence of CPM state vectors in local-spin-basis form is obtained by the Onsager-algebra symmetry of the superintegrable chiral Potts quantum chain.
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1 Introduction

The eigenvalue spectrum of the $N$-state chiral Potts model (CPM) was solved by the method of functional relations [1, 9, 10, 19, 36, 46], where by regarding CPM as a descendant of the six-vertex $\tau(2)$-model [21], the chiral Potts transfer matrix can be derived as the $Q$-operator of $\tau(2)$-matrix in the general framework of Baxter's $TQ$-relation [6]. In the superintegrable case, the degeneracy of $\tau(2)$-model occurs, and the $\tau(2)$-eigenspace for an eigenvalue $\tau(2)(t)$ forms an Onsager sector with the dimension equal to the number of chiral-Potts-eigenvalues associated with $\tau(2)(t)$ in the functional-relation scheme [1, 8, 11, 12, 19, 46]. Much progress has been made in CPM on the study of eigenvalues, which leads to successful calculations of many important physical quantities, such as the free energy and the order parameter of the theory [7, 13, 14, 16, 17, 18, 30]. However there remain some unsolved problems significant in CPM, like correlation functions, whose solutions demand a deep understanding of eigenvectors. The purpose of this paper aims to provide an explicit construction of complete eigenvectors in the quantum space $\mathbf{V}_{r,Q}$ for the (homogeneous) superintegrable CPM of a finite size $L$ with the (skewed) boundary condition $r$ and $\mathbb{Z}_N$-charge $Q$. It is known that $\mathbf{V}_{r,Q}$ is decomposed into (Onsager) sectors $E_{F,P_a,P_b}$, labeled by quantum numbers $P_a, P_b$, and the Bethe polynomial $F(=F(t))$ whose roots satisfy the Bethe equation of a superintegrable $\tau(2)$-model (see (2.24) in the paper). The $\tau(2)$-degeneracy multiplicity of $E_{F,P_a,P_b}$ is $2^{m_{EF}}$ (a power of 2), and the eigenvectors of CPM, depending on a temperature-like parameter $k'$, form a basis of $E_{F,P_a,P_b}$:

$$E_{F,P_a,P_b} = \bigoplus_s \mathbb{C} \bar{v}(s;k') \quad \text{with} \quad s = (s_1, \ldots, s_{m_{EF}}), s_i = \pm(=\pm1), \quad k' \in \mathbb{R}. \quad (1.1)$$

In this work, we obtain an expression of the above CPM-eigenvectors $\bar{v}(s;k')$ in the local spin basis. First, we present the complete constraints of quantum numbers in superintegrable CPM, by which we classify all Onsager sectors into four types: $I_{\pm}, i_{\pm}$. The duality symmetry of superintegrable CPM [8, 48] interchanges sectors of type $I_{\pm}$ and $i_{\pm}$ respectively, with a precise relationship between $k'$-vectors of one sector and $k'^{-1}$-vectors of its dual sector in (1.1) under the duality correspondence of quantum spaces (see (2.39), (2.44) in the paper). In particular, the duality induces an one-to-one correspondence between the state vectors in (1.1) for a $I_{\pm}$-sector at $k' = \infty$ and its dual $i_{\pm}$-sector at $k' = 0$, which will serve the role of basic $\tau(2)$-eigenvectors in our approach of the CPM-eigenvector problem. The basic $\tau(2)$-eigenvectors can be regarded as the state vectors at $\infty$- or 0-temperature in an Onsager sector of type $I_{\pm}$ or $i_{\pm}$ respectively. Using the $sl_2$-product algebra inherited by basic $\tau(2)$-eigenvectors, the $sl_2$-loop-algebra structure of $E_{F,P_a,P_b}$ is defined through the modified $\tau(N)$-eigenvalue, i.e. the evaluation polynomial (2.27) in the paper. There is another reflective symmetry in the theory of superintegrable CPM. Indeed, by examining the relationship between roots of the $\tau(2)$-Bethe equation, the $\pm$-sectors within the same $I$- or $i$-type have shown a inversion relation with conjugate total momentum, in which a canonical identification of the $k'$-vectors of one sector and $(-k')$-vectors of another sector in (1.1) naturally appears (see (2.63) in the paper). In the
discussion of $k'$-state vectors in duality and inversion, the exact correspondences are both dictated by the Onsager-algebra symmetry induced from the superintegrable chiral Potts quantum chain [29]. It is known that there are two kinds of symmetry to describe the $\tau^{(2)}$-degeneracy in superintegrable CPM: the Onsager-algebra symmetry [41] and the $sl_2$-loop-algebra symmetry [37, 38, 43, 48], which play different roles in the derivation of CPM-eigenvectors. In fact, the Onsager-algebra generators in the chiral Potts chain give rise to an irreducible Onsager-algebra representation on $\mathcal{E}_{F,P_a,P_b}$, which enables us to express the state vector $\vec{v}(s;k')$ in (1.1) using the basic $\tau^{(2)}$-eigenvectors with the $k'$-dependent coefficients determined by $(F, P_a, P_b)$ (see (2.28), (3.3), (3.10) in the paper). On the other hand, the loop-algebra symmetry is about the $sl_2$-loop-algebra structure of basic $\tau^{(2)}$-eigenvectors in $\mathcal{E}_{F,P_a,P_b}$. This $sl_2$-loop-algebra representation of $\mathcal{E}_{F,P_a,P_b}$ shares the same evaluation polynomial (or Drinfeld polynomial) as the Onsager-algebra symmetry, but in essence arises from the theory of spin-$N_\frac{1}{2}$ XXZ-chains, which are in fact equivalent to superintegrable $\tau^{(2)}$-models [37, 38, 43, 49]. By the algebraic-Bethe-ansatz of XXZ-chains [28, 31, 33], we obtain the Bethe state represented by the local spin basis as the basic $\tau^{(2)}$-Bethe state of the sector. With the help of the duality relation, the basic $\tau^{(2)}$-Bethe state is revealed as the vector with highest weight in a plus(+)-sector, and the lowest weight in a minus(−)-sector among basic $\tau^{(2)}$-eigenvectors, (see (4.36), (4.37) in the paper). Furthermore, we are able to identify the explicit operator of quantum spaces which gives rise to the inversion relation in CPM through the XXZ chain equivalent to the superintegrable $\tau^{(2)}$-model. For $I_\pm$-sectors, the inversion operator is given by the reversion of all spin and site-orientation of the local spin basis, whose conjugation by duality correspondence serves the inversion operator of $i_\pm$-sectors, (see Proposition 4.1 in the paper). By a similar argument in [27, 43], the Fabricius-McCoy current can be successfully constructed in an arbitrary sector of the superintegrable $\tau^{(2)}$-model as a series with local-operator coefficients in the loop-algebra representation of $\mathcal{E}_{F,P_a,P_b}$. When applying to the basic $\tau^{(2)}$-Bethe state, the Fabricius-McCoy current produces a local-vector form of the basic $\tau^{(2)}$-eigenvectors in $\mathcal{E}_{F,P_a,P_b}$, hence follows the $k'$-dependent local-vector form of CPM-eigenvectors in (1.1) by using the Onsager-algebra symmetry.

This paper is organized as follows. Section 2 mainly reviews facts on the duality relation and quantum numbers of superintegrable CPM in [48] which are relevant to the discussion of this work. We first in Subsection 2.1 briefly survey some basic facts about the duality of homogeneous CPM and $\tau^{(2)}$-model. The detailed structures especially held for the superintegrable case are described in Subsection 2.2. In Subsection 2.3, we provide the complete constraints about quantum numbers in the superintegrable CPM, consisting of four types of Onsager sectors, $I_\pm, i_\pm$. The correspondence between $I$- and $i$-sectors under the duality relation is given here. Furthermore, by comparing solutions of the Bethe equation, we find the inversion symmetry among ±-sectors of superintegrable $\tau^{(2)}$-model with the conjugate total momentum. In Section 3, we examine the degeneracy symmetries of a superintegrable $\tau^{(2)}$-sector, and show that these structures are compatible with the duality and inversion of CPM. A procedure of constructing the superintegrable CPM-eigenvectors is presented here by using the degeneracy symmetries of CPM. We first in Subsection 3.1 re-examine in details the well-known Onsager-algebra symmetry of a superintegrable $\tau^{(2)}$-model [8, 23, 24, 29, 48], and show how the CPM $k'$-eigenvectors in (1.1) can be constructed from basic $\tau^{(2)}$-eigenvectors in
a sector through the Onsager-algebra structure. The exact correspondence of CPM-eigenvectors between sectors under the duality and inversion is also established by the identification of Onsager-algebra representations. Using the basic $\tau^{(2)}$-eigenvectors in (1.1) at $k' = \infty$ or $0$, we define \(sl_2\)-product-algebra and the \(sl_2\)-loop-algebra structures of a $\tau^{(2)}$-eigenspace in Subsection 3.2. This loop-algebra structure will incorporate the loop-algebra symmetry induced from the XXZ-chain equivalent to the superintegrable $\tau^{(2)}$-model discussed in the next two sections. In Section 4, we employ the algebraic-Bethe-ansatz method as in [37, 38, 43] to investigate the basic $\tau^{(2)}$-eigenvectors of a superintegrable $\tau^{(2)}$-model through its equivalent spin-$\frac{N-1}{2}$ XXZ chain [44]. This equivalent relation is a special case among the general equivalence between XXZ-chains with $U_q(sl_2)$-cyclic representation and arbitrary $\tau^{(2)}$-models, a result in [44, 45], now briefly reviewed in Subsection 4.1. Here we assume $N(= 2M + 1)$ odd as in [48] for the convenience of simple notions when making the identification of local operators between XXZ chains and $\tau^{(2)}$-models. In Subsection 4.2, by the standard algebraic-Bethe-ansatz argument [28, 31, 33], we obtain the Bethe state in the local spin basis and a set of operators expressed by monodromy-entries, commuting with the $\tau^{(2)}$-matrix. The Bethe state can be realized as the basic $\tau^{(2)}$-eigenvector with the highest or lowest weight. In the special case $m = r = 0, L \equiv 0$, some of these operators are corresponding to the operators of the ground-state sector in [4, 5]. For sectors in $I_+ \cap I_- (= i_+ \cap i_-)$, those operators also provide the local-operator form of algebra generators for the loop-algebra symmetry of an Onsager sector previously discussed in Subsection 3.2, a result generalizing those in [37, 38] or [43] for the case $r = m = 0$ or $r = 0, m = M$ respectively. Furthermore, through the local operators of XXZ chains, we are able to identify the correspondence of quantum spaces which produces the inversion symmetry in superintegrable CPM. Section 5 is devoted to the Fabricius-McCoy current, which is a series in the $sl_2$-loop algebra expressed by monodromy entries of the XXZ chain. The Fabricius-McCoy current plays a crucial role in our study of CPM-eigenvector problem as an ingredient to construct the basic $\tau^{(2)}$-eigenvectors. In Subsection 5.1, by methods in [27, 43], we construct the Fabricius-McCoy currents in sectors $I_\pm$ consistent with the inversion symmetry. In Subsection 5.2, the Fabricius-McCoy currents of $i_\pm$-sectors are obtained by Fabricius-McCoy currents of $I_\pm$-sectors in the dual $\tau^{(2)}$-model through the duality correspondence.

Notation: In this paper, we use the following standard notations. For a positive integer $N$ greater than one, \(C^N\) denotes the vector space of \(N\)-cyclic vectors with the canonical base \(|\sigma\rangle, \sigma \in \mathbb{Z}_N \:(= \mathbb{Z}/N\mathbb{Z})\), and Weyl operators $X, Z$ satisfying $X^N = Z^N = 1, XZ = \omega^{-1}ZX$:

\[
X|\sigma\rangle = |\sigma + 1\rangle, \quad Z|\sigma\rangle = \omega^\sigma|\sigma\rangle \quad (\sigma \in \mathbb{Z}_N, \quad \omega := e^{2\pi i}).
\]

The Fourier basis \(\{|\vec{k}\rangle\}\) of \(C^N\) is defined by

\[
|\vec{k}\rangle = \frac{1}{\sqrt{N}} \sum_{\sigma=0}^{N-1} \omega^{-k\sigma}|\sigma\rangle, \quad |\sigma\rangle = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} \omega^{\sigma k}|\vec{k}\rangle, \quad \sigma \in \mathbb{Z}_N,
\]

(1.2)

with Weyl operators, $\hat{X}|\vec{k}\rangle = |\vec{k} + 1\rangle, \hat{Z}|\vec{k}\rangle = \omega^k|\vec{k}\rangle$, satisfying the relation,

\[
(X, Z) = (\hat{Z}, \hat{X}^{-1}).
\]

(1.3)
2 Duality and Quantum Numbers in Superintegrable Chiral Potts Model

2.1 Duality in chiral Potts model and $\tau^{(2)}$-model

We start with some basic notions in a homogeneous $\tau^{(2)}$-model and CPM, then state some facts in [48] about the duality of CPM. Since the duality in [48] was formulated in the form of a general inhomogeneous CPM, for easy reference in this paper, we shall summary the results in the homogeneous case, and make the modification of some conventions used in [48] for the purpose of elucidation. The correspondence between quantum spaces in duality will be essential for the later discussion of CPM-eigenvector problem. The summary will be sketchy, but also serve to establish notations.

The $L$-operator of $\tau^{(2)}$-model [19, 21] (see also in [45, 46]) is the two-by-two matrix expressed by Weyl operators $X, Z$ or $\hat{X}, \hat{Z}$ in (1.3):

$$L(t) = \begin{pmatrix}
1 - t\frac{\omega}{\omega - b} X, & (\frac{1}{t} - \omega \frac{a}{\omega - b} X)Z \\
-t(\frac{1}{\omega - b} X)Z^{-1}, & -\frac{1}{\omega - b} + \omega \frac{a}{\omega - b} X
\end{pmatrix}, \quad (X, Z) \leftrightarrow (\hat{Z}, \hat{X})^{-1},$$

(2.1)

with non-zero complex parameters $a, b, a', b', c$. It is known that the above $L$-operator satisfies the Yang-Baxter (YB) equation

$$R(t/t')(L(t) \bigotimes \text{aux})(1 \bigotimes \text{aux}) = (1 \bigotimes \text{aux})(L(t') \bigotimes \text{aux})R(t/t'),$$

for the asymmetry $R$-matrix

$$R(t) = \begin{pmatrix}
t\omega - 1 & 0 & 0 & 0 \\
0 & t - 1 & \omega - 1 & 0 \\
0 & t(\omega - 1) & (t - 1)\omega & 0 \\
0 & 0 & 0 & t\omega - 1
\end{pmatrix}.$$  

Over a chain of size $L$, we have the monodromy matrix,

$$L_1(t)L_2(t) \cdots L_L(t) = \begin{pmatrix}
A(t) & B(t) \\
C(t) & D(t)
\end{pmatrix}, \quad L_\ell(t) = L(t).$$

(2.2)

The $\tau^{(2)}$-model with the boundary condition

$$\sigma_{L+1} \equiv \sigma_1 - r \pmod{N}, \quad (r \in \mathbb{Z}_N),$$

(2.3)

is the commuting family of $\tau^{(2)}$-operators defined by

$$\tau^{(2)}(t) = A(\omega t) + \omega^r D(\omega t).$$

(2.4)

The spin-shift operator $X := \prod_\ell X_\ell$ commutes with (2.4), with the eigenvalue $\omega^Q$ for $Q \in \mathbb{Z}_N$. Hence $\tau^{(2)}(t)$ preserves the charge-$Q$ subspace, denoted by

$$V_{r, Q} = \{v = \sum_{\sigma_1, \ldots, \sigma_L} v_{\sigma_1, \ldots, \sigma_L} |\sigma_1, \ldots, \sigma_L\} \in \otimes_\ell \mathbb{C}^N \mid \sigma_{L+1} \equiv \sigma_1 - r, \quad X(v) = \omega^Q v\},$$

(2.5)
with the basis:
\[
V_{r,Q} = \bigoplus \mathbf{C}|Q; n_1, \ldots, n_L\rangle = \bigoplus \mathbf{C}|n'_1, \ldots, n'_L\rangle = (u^{Qn_1}|n_1\rangle),
\]
where \(|Q; n_1, \ldots, n_L\rangle := N^{-1/2} \sum_{\sigma_0=0}^{N-1} \omega^{-Q\sigma}|\sigma_1, \ldots, \sigma_L\rangle\) with \(\sigma_\ell - \sigma_{\ell+1} = n_\ell\) are the basis introduced in [3, 4] for cyclic boundary condition, i.e. \(r = 0\), case. Note that \(V_{r,Q}\) is subspace of the quantum space \(\otimes^L \mathbf{C}^N\) with a Hermitian inner-product induced from the local spin orthonormal basis (1.2). The basis in (2.6) are indeed (Hermitian) orthonormal basis of \(V_{r,Q}\).

The parameters of \(\tau^{(2)}\)-model (2.1) in CPM over a square lattice (rotated by 45°-degree) \(\Gamma\) are
\[
(a', b', \alpha, \beta, c) = (x_p, y_p, x_p, y_p, \mu_p^2), \quad p \in \mathfrak{M}_{k'}
\]
where \(\mathfrak{M}_{k'}\) is the CPM rapidity \(k'\)-curve defined by
\[
\mathfrak{M}_{k'} : kx^N = 1 - k' \mu^{-N}, ky^N = 1 - k' \mu^N, \quad (k'^2 \neq 0, 1, k^2 + k'^2 = 1)
\]
(see, e.g. [1, 19]). The \(\tau^{(2)}\)-model (2.4) with parameters (2.7) will also be denoted by
\[
\tau^{(2)}(t) = \tau^{(2)}(t;p).
\]
Here the spectral parameter \(t\) is identified with \(x_q y_q\) for a generic rapidity \(q\) in (2.8):
\[
t (\equiv t_q) = x_q y_q, \quad q \in \mathfrak{M}_{k'}.
\]
Then \(t^N\) is related to \(\mu^N\) by the equation of a genus-\((N-1)\) hyperelliptic curve \(W_{k'}:\)

\[
W_{k'} : t^N = \frac{(1-kL)(1-k'L^{-1})}{k^2}, \quad \lambda = \mu^N.
\]
As in [11] (3.11)-(3.13), [9] (10), [19] (4.27a) (4.27b), [43] Proposition 2.1, (2.31) and [45] (2.25), one can construct \(\tau^{(j)}\)-matrices from (2.1), with \(\tau^{(0)} = 0, \tau^{(1)} = I\) and \(\tau^{(2)}\) in (2.9), so that the fusion relation holds:
\[
\begin{align*}
\tau^{(2)}(\omega^j t)\tau^{(j)}(t) &= \omega^t X z(\omega^j t)\tau^{(j-1)}(t) + \tau^{(j+1)}(t), \quad j \geq 1; \\
\tau^{(N+1)}(t) &= \omega^t X z(t)\tau^{(N-1)}(t) + u(t)I,
\end{align*}
\]
where \(z(t) = (\omega^{t^2} - t^2)^L\), \(u(t) = \alpha_q + \bar{\alpha}_q\) with \(\alpha_q = (\mu^N(y_p^N - x_p^N)y_p^N - x_p^N)\), \(\bar{\alpha}_q = (\mu^{-N}(y_p^N - y_p^N)y_p^N - y_p^N)^L\).

The Q-operator of \(\tau^{(2)}\)-matrix (2.9) is the chiral Potts transfer matrices (of size \(L\) and boundary condition \(r\)) [11, 19, 45], which are \(\otimes^L \mathbf{C}^N\)-operators defined by
\[
\begin{align*}
T(q)_{\{\sigma\}, \{\sigma'\}} &= \prod_{\ell=1}^L W_{pq}(\sigma_\ell - \sigma'_\ell) W_{pq}(\sigma_{\ell+1} - \sigma'_\ell), \\
\tilde{T}(q)_{\{\sigma\}, \{\sigma'\}} &= \prod_{\ell=1}^L W_{pq}(\sigma_\ell - \sigma''_\ell) W_{pq}(\sigma'_\ell - \sigma_{\ell+1}''), \quad (p, q \in \mathfrak{M}_{k'}).
\end{align*}
\]
Here \(W_{pq}, \tilde{W}_{pq}\) are the Boltzmann weights in CPM [20]:
\[
\begin{align*}
\frac{W_{pq}(\sigma)}{W_{pq}(0)} &= \left(\frac{\mu_p}{\mu_q}\right)^\sigma \prod_{j=1}^\sigma \frac{y_p - \omega^j x_p}{y_q - \omega^j x_q}, \\
\frac{\tilde{W}_{pq}(\sigma)}{\tilde{W}_{pq}(0)} &= \left(\frac{\mu_p}{\mu_q}\right)^\sigma \prod_{j=1}^\sigma \frac{\omega x_p - \omega^j x_q}{y_q - \omega^j y_p}
\end{align*}
\]
with \( \sigma \in \mathbb{Z}_N \) and \( W_{p,q}(0) = \overline{W}_{p,q}(0) = 1 \), and they are uniquely determined by their Fourier transform: \( \overline{W}_{pq}(k) = \frac{1}{\sqrt{N}} \sum_{\sigma=0}^{N-1} \omega^{k \sigma} W_{pq}(\sigma) \), \( W_{pq}(k) = \frac{1}{\sqrt{N}} \sum_{\sigma=0}^{N-1} \omega^{k \sigma} \overline{W}_{pq}(\sigma) \). Then \( T, \hat{T} \) in (2.13) commute with \( X \), and \( \hat{T}(q) = T(q)S_R = S_R T(q) \) where \( S_R \) is the spatial translation operator \( S_R|j_1, \ldots , j_L\rangle = |j_2, \ldots , j_{L+1}\rangle \). By the star-triangle relation of Boltzmann weights \([2, 3, 20, 34, 35]\),

\[
[T(q), T(q')] = [\hat{T}(q), \hat{T}(q')] = 0 \quad (q, q' \in \mathbb{M}_k),
\]

hence \( T, \hat{T} \) in (2.13) preserve the charge-\( Q \) subspace, and are decomposed into automorphisms of \( V_{r,Q} \) in (2.5).

Consider the \( \tau^{(2)} \)-model and CPM over the dual lattice \( \Gamma^* \), but replacing \( k' \)-rapidities in (2.7), (2.10) and (2.13) by \( k'^{-1} \)-rapidities, denoted by \( p^*, t^*, q^* \) for \( p^*, q^* \in \mathbb{M}_{1/k'} \). The dual \( \tau^{(2)*}(t^*) (= \tau^{(2)*}(t^*; p^*)) \), and CPM matrices, \( T^*(q^*) (= T^*(q^*; p^*)) \), \( \hat{T}^*(q^*) (= \hat{T}^*(q^*; p^*)) \), are of size \( L \) with the boundary condition \( r^* \), defined in terms of Weyl-operators \( X^*, Z^* \) of the local (face-)quantum space \( \mathbb{C}^N = \sum_{\sigma^* \in \mathbb{Z}_N} \mathbb{C} |\sigma^*\rangle \) over \( \Gamma^* \). The Fourier basis of \( |\sigma^*\rangle \)'s in (1.2) and (1.3) are denoted by \( |n\rangle \)'s with the Weyl-operators \( x, z \) satisfying the relation \( (X^*, Z^*) = (z, x^{-1}) \). The matrices, \( \tau^{(2)*}(t^*), T^*(q^*), \hat{T}^*(q^*) \), all commute with the spin-shift operator \( \tau^* = \prod_{\ell} X^*_\ell = \prod_{\ell} z^*_\ell = z \) with the dual-charge \( Q^* \), hence preserve the charge-\( Q^* \) subspace:

\[
V_{r^*,Q^*} = \bigoplus_{n \equiv Q^*} \mathbb{C}|n_1, \ldots , n_L\rangle \quad (|n_{L+1}\rangle = \omega^{-r^* n_1}|n_1\rangle).
\] (2.15)

Under the lattice-identification, \( \Gamma^* \leftrightarrow \Gamma \), so that local quantum vector spaces at the \( \ell \)th position of \( \Gamma^* \) and \( \Gamma \) are identified via the isomorphism,

\[
\Phi : \mathbb{C}^N \rightarrow \mathbb{C}^N, \quad |n\rangle \mapsto \hat{|n\rangle} \quad (\iff \langle \sigma \rangle \mapsto \langle \sigma \rangle),
\] (2.16)

\( \tau^{(2)*}(t^*) \) and \( T^*(q^*), \hat{T}^*(q^*) \) in the (dual-charge) \( Q^* \)-sector can be canonically identified with the \( \tau^{(2)} \)-model and CPM over \( \Gamma \) using the vertical rapidity \( p^* \in \mathbb{M}_{1/k'} \), the boundary condition \( r^* \) and charge \( Q^* \), denoted by \( \tau^{(2)*}(t^*; p^*) \) and \( \tau^{(2)*}(t^*; p^*) \). On the other hand, when \( (r, Q) = (Q^*, r^*) \), the quantum space \( V_{r,Q} \) in (2.5) and \( V_{r^*,Q^*} \) in (2.15) are isomorphic under isometric linear transformation:

\[
\Theta : V_{r,Q} \cong V_{r^*,Q^*}, \quad |Q; n_1, \ldots , n_L\rangle \mapsto |n_1, \ldots , n_L\rangle, \quad (r, Q) = (Q^*, r^*).
\] (2.17)

Consider the duality of rapidity curves between \( \mathbb{M}_{k'} \) and \( \mathbb{M}_{1/k'} \) ([48] (3.9)),

\[
\mathbb{M}_{k'} \overset{\sim}{\rightarrow} \mathbb{M}_{1/k'}, \quad p = (x_p, y_p, \mu_p) \rightarrow p^* = (x_{p*}, y_{p*}, \mu_{p*}) := (i^{\frac{1}{N}} x_p \mu_p, i^{\frac{1}{N}} y_p \mu_p^{-1}, \mu_p^{-1}),
\] (2.18)

so that the spectral parameter \( t \) is sent to \( t^* = (-1)^{\frac{1}{N}} t \). Then the Boltzmann weights (2.14) with rapidities in \( \mathbb{M}_{k'} \) and \( \mathbb{M}_{1/k'} \) are related by \( \overline{W}_{pq}(k) = W_{p^*, q^*}(k) \), \( W_{pq}(k) = \overline{W}_{p^*, q^*}(N - k) \). ([48] (3.17)). Under the duality identification of quantum spaces (2.17) and rapidities (2.18), the \( \tau^{(2)} \)-model \( \tau^{(2)}(t) \) and \( T(q), \hat{T}(q) \) of CPM are equivalent to the dual models, \( \tau^{(2)*}(t^*) \) and \( T^*(q^*), \hat{T}^*(q^*) \).

---

1 The \( X^*, Z^*, r^*, Q^*, V_{r^*, Q^*}, T^*(q^*; p^*), \hat{T}^*(q^*; p^*) \) here are denoted by \( X^*, Z^*, x, q, W_{r,q}, T^*(q^*; p^*), \hat{T}^*(q^*; p^*) \) respectively in [48].
Indeed, the following similar relations hold between \( \tau^{(2)} \)-models and CPMs when \( (r, Q) = (Q^\ast, r^\ast) \), under the identification (2.18) for rapidities and (2.16) (2.17) for quantum spaces:

\[
\begin{align*}
\text{Quantum space :} & \quad V_{r, Q} \quad \tau^{(2)}(t), \quad \tau^{(2)}(t^\ast) = \Theta \tau^{(2)}(t) \Theta^{-1} \quad \tau^{(2)}(t^\ast) = \Phi \tau^{(2)}(t^\ast) \Phi^{-1}; \\
\text{CPM :} & \quad \frac{T(q)}{\hat{T}(q)}, \quad \frac{T^\ast(q^\ast)}{\hat{T}^\ast(q^\ast)} = \left( \frac{W^f_{pq}(0)}{W_{pq}^f(0)} \right)^L \Theta \frac{T(q)}{\hat{T}(q)} \Theta^{-1}, \quad \frac{T^\ast(q^\ast)}{\hat{T}^\ast(q^\ast)} = \Phi \frac{T^\ast(q^\ast)}{\hat{T}^\ast(q^\ast)} \Phi^{-1}.
\end{align*}
\]

Hence one obtains the duality between \( \tau^{(2)} \)-models and CPMs with \( k' \) and \( k'^{-1} \)-rapidities:

\[
\tau^{(2)}(t^\ast) = \Psi \tau^{(2)}(t) \Psi^{-1}, \quad \frac{T^\ast(q^\ast)}{\hat{T}^\ast(q^\ast)} = \left( \frac{W^f_{pq}(0)}{W_{pq}^f(0)} \right)^L \Psi \frac{T(q)}{\hat{T}(q)} \Psi^{-1},
\]

where \( \Psi := \Phi \Theta \) is the duality correspondence which preserves the Hermitian metric of quantum spaces:

\[
\Psi : V_{r, Q} \rightarrow V_{r^*, Q^*}, \quad |Q; n_1, \ldots, n_L \rangle \mapsto |\tilde{n}_1, \ldots, \tilde{n}_L \rangle, \quad (\sum_{\ell=1}^L n_\ell \equiv r) \quad (r, Q) = (Q^\ast, r^\ast),
\]

([48] (3.12) (3.15) (3.16) (3.19) (3.22)).

### 2.2 Duality in superintegrable chiral Potts model and \( \tau^{(2)} \)-model

For the rest of this paper, we consider the superintegrable homogeneous \( \tau^{(2)} \)-model and CPM with \( p \) in (2.7) defined by\(^3\)

\[
p := p(k') : (x_p, y_p, \mu_p) = (\eta^{\frac{1}{2}} \omega^m, \eta^{\frac{1}{2}}, 1) \in \mathbb{M}_{k'}, \quad \eta := \eta(k') := \left( \frac{k'}{1+k'} \right)^{\frac{1}{N}},
\]

for \( 0 \leq m \leq N - 1 \), where \( k' \neq 0, \pm 1 \) ([1, 4, 5, 41] for the case \( m = r = 0 \), [8, 11, 12] for \( m = 0, r \in \mathbb{Z}_N \), [44] for \( r = 0, m = \frac{N-1}{2} \), and [48] for \( r, m \in \mathbb{Z}_N \). The duality of superintegrable CPM has been discussed years ago in [8] for \( m = 0 \). In this subsection, we summarize the results in [44] Section 3.5 about the superintegrable CPM for arbitrary \( r \) and \( m \), but stated only in the homogeneous case.

The \( L_\ell(t) \) of (2.2) for \( p \) in (2.21) are gauge-equivalent to

\[
L_\ell(t) = \left( \begin{array}{cc} 1 - tX & (1 - \omega^{1+m} X)Z \ \\
-t(1 - \omega^m X)Z^{-1} & -t + \omega^{1+2m} X \end{array} \right), \quad (t := \omega^m p^{-1} t),
\]

by the diagonal matrix \( \text{dia}[\eta^{\frac{1}{2}}, 1] \), i.e. \( \text{dia}[\eta^{\frac{1}{2}}, 1] \cdot L_\ell(t) \cdot \text{dia}[\eta^{\frac{1}{2}}, 1] = L_\ell(t) \) for all \( \ell \). Hence the \( \tau^{(2)} \)-models for all \( k' \) are the same when using the normalized spectral parameter \( t \), a property

---

\(^2\)The \( \tau^{(2)}_{k'}(t; p, p') \) in [48] is equal to \( \tau^{(2)*}_{k'}(t^\ast; p^\ast, p^\ast) \) here.

\(^3\)Here we consider only the case \( n_0 = 0 \) for the homogeneous superintegrable CPM in [48] where the vertical rapidity is defined by \( (x_p, y_p, \mu_p) = (\eta^{\frac{1}{2}} \omega^m, \eta^{\frac{1}{2}}, \omega^m) \). By applying the similar transformation \( Z^{2n_0} \) on the local quantum space \( C^N \) which changes \( X \) to \( \omega^m X \), the discussion for the case of an arbitrary \( n_0 \) can be reduced to that of \( n_0 = 0 \) by the similarity relation of chiral Potts transfer matrices at \( p = (x_p, y_p, \mu_p) \) and \( p(i) := (x_p, y_p, \omega^i \mu_p) \):

\[
T(q(i); p(i)) = Z^{2i}T(q; p)Z^{-2i} \omega^{-2i}, \quad \hat{T}(q(i); p(i)) = Z^{2i} \hat{T}(q; p)Z^{-2i} \quad \text{for} \quad i = n_0.
\]
which enables us to discuss the \( \tau^{(2)}(t, p(k')) \) simultaneously for all \( k' \). It is well-known that the \( \tau^{(2)} \)-eigenvalues can be solved by the Bethe ansatz equation \([1, 11, 12, 46, 48]\). Express the \( \tau^{(2)} \)-eigenvalue \( (2.9) \) in the form

\[
\tau^{(2)}(t; p) = \tau^{(2)}(t) = \omega^{-P_a}(1 - \omega^{-m} t)P F(t) + \omega^{P_b}(1 - \omega^{1-m} t)L F(\omega^2 t) F(\omega t) \tag{2.23}
\]

where \( P_a, P_b \) are integers with \( 0 \leq P_a + P_b \leq N - 1 \), and the roots of polynomial \( F(t) = \prod_{j=1}^{J}(1 + \omega v_j t) \) satisfy the Bethe equation \( ([1] (4.11), [11] (6.22), [12] (16), [46] (4.31) (4.32)) : \)

\[
(\frac{v_i + \omega^{-1-m}}{v_i + \omega^{-2-m}})^{L} = -\omega^{-P_a-P_b} \prod_{j=1}^{J} \frac{v_i - \omega^{-1} v_j}{v_i - \omega v_j}, \quad i = 1, \ldots, J. \tag{2.24}
\]

Note that a \( \tau^{(2)} \)-eigenvalue is uniquely determined by a triple \( (F, P_a, P_b) \) satisfying (2.24), and the corresponding \( \tau^{(2)} \)-eigenspace will be denoted by \( E_{F, P_a, P_b} \).

Using (2.12), one finds the eigenvalue-expression of \( \tau^{(j)} \)-model, \( \tau^{(j)}(t; p) = \tau^{(j)}(t) \), in terms of \( P_a, P_b \) and the Bethe polynomial \( F(t) \). In particular, one obtains the polynomial \( P(t) \) from \( \tau^{(N)}(t) \):

\[
P(t) = t^{-P_a-P_b} \frac{\tau^{(N)}(t)}{F(t)} \quad P(t) = \omega^{-P_b} \sum_{k=0}^{N-1} \frac{(1-t^{N})^{\omega, k} t^{-P_a+P_b}}{(1-\omega^{-m} t)^{J} F(\omega^k t)} \tag{2.25}
\]

\([1] (2.37) \) for the case \( N = 3, F = 1 \), \([11] (6.25), [12] (17) \) and \([48] (2.23) (2.26) (2.33) \). The Bethe relation (2.24) is indeed the polynomial criterion of the function \( P(t) \) in (2.25), which can be regarded as an \( t^N \)-polynomial with \( t^N \)-degree \( m_E \),

\[
m_E := \left[ \frac{(N-1)L-P_a-P_b-2J}{N} \right] \quad \Leftrightarrow \quad Nm_E = (N-1)L-P_a-P_b-2J-d_E \quad \text{for some} \quad 0 \leq d_E \leq N - 1 \tag{2.26}
\]

and \( P(0) \neq 0 \). Write \( P(t) \) in terms of its roots \( t_i^{N} \)'s, and define the (evaluation) polynomial \( P_{ev}(\xi) \) of degree \( m_E \) by

\[
P_{ev}(t^N) := \frac{P(t)}{P(0)} = \frac{(-1)^{m_E} \prod_{i=1}^{m_E} (t^N - t_i^N)}{\prod_{i=1}^{m_E} (t^N - a_i^N)} = \prod_{i=1}^{m_E} (1 - a_i^N), \quad a_i := t_i^{-N}. \tag{2.27}
\]

Denote

\[
\cos \theta_i := \frac{t_i^N + 1}{t_i^N - 1} = \frac{1 + a_i}{1 - a_i}, \quad i = 1, \ldots, m_E, \tag{2.28}
\]

and define the "normalized" reciprocal polynomial of \( P_{ev}(\xi) \):

\[
P'_{ev}(\xi) = \frac{(-\xi)^{m_E} P_{ev}(\frac{1}{\xi})}{m_E \prod_{a_i} a_i} = \prod_{i=1}^{m_E} (1 - a_i^{-1}) \tag{2.29}
\]

By the method of functional relations in CPM \([19] \), one can solve the \( T, \tilde{T} \)-eigenvalues through the polynomial \( P(t) \) in (2.25). The explicit form of \( T, \tilde{T} \)-eigenvalues are expressed by \((1] (2.22) \) for the case \( r = m = 0 \), \([11] (6.14), [12] (21) \) for \( m = 0, r \in \mathbb{Z}_N \), and \([48] (2.36) \) for \( m, r \in \mathbb{Z}_N \)

\[
T(q) = \alpha_1 N^L \frac{R_m(x)^L(1-x)^L}{R_m(y)^L(1-y)^L} F(t) - \frac{\mu^L P_a \mu^L}{\omega^{b+1} \mu^L P_a \mu^L} G(\lambda),
\]

\[
\tilde{T}(q) = \alpha_1^{-1} N^L \frac{R_m(x)^L(1-x)^L}{R_m(y)^L(1-y)^L} F(t) - \frac{\mu^L P_a \mu^L}{\omega^{b+1} \mu^L P_a \mu^L} G(\lambda), \tag{2.30}
\]
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where $\alpha_1 := (-1)^mL\omega^{\frac{m(m+1)L+2mP_h}{2}}$, $R_m(z) := \prod_{j=0}^{\frac{1}{2}-m}(1-\omega^{jz})$, $\mu := \mu_q$, $\lambda := \mu^N$, with the total momentum
\[ S_R = \omega^{-m(m+1)L+m(P_h-P_a)}\omega^{P_hF(\omega^{1+m})} = \frac{F(\omega^m)}{F(\omega^1)}. \] (2.31)

Here the variables $x, y, t$ are the normalized coordinates of $x_q, y_q, t_q$:
\[ x := \omega^m x_p^{-1} x_q, \quad y := y_p^{-1} y_q, \quad t := \omega^m t_p^{-1} t_q, \] (2.32)

and $G(\lambda)$ is the factor-function of $P(t)$ in (2.25): $G(\lambda)\tilde{G}(\lambda^{-1}) = \frac{p(t)}{P(\omega^m)}$, with the expression
\[ G(\lambda) = \prod_{i=1}^{m_E} \frac{(\lambda + 1) - (\lambda - 1)w_i}{2\lambda}, \] (2.33)

where $w_i$'s are solutions for $t^N = t_i^N$ in the following equivalent form of $W_{k'}$ in (2.11),
\[ W_{k'} : \frac{(1-k')^2}{4}w = \frac{(1-k')^2}{4} + \frac{k'}{1-\epsilon}, \quad (w := \frac{\lambda + 1}{\lambda - 1}). \] (2.34)

Let $\overline{w}_i$ be the $w$-value in (2.34) for a zero $t_i^N$ of $P(t)$ with
\[ \text{Re}(1-k'\overline{w}_i) > 0 \quad \text{for} \quad k' \in \mathbb{R}. \]

Note that $\text{Re}(1-k'\overline{w}_i) \to 1$ as $k' \to 0$, and $\text{Re}(1-k'\overline{w}_i) \to \pm 1$ as $k' \to \pm \infty$. Any choice of $w_i = s_i\overline{w}_i$ ($1 \leq i \leq m_E$) with $s_i = \pm$ in (2.33) gives rise to a $T$-(or $\tilde{T}$)-eigenvalue (2.30) with the norm-one eigenvector, denoted by $\overline{v}(s_1, \ldots, s_{m_E}; k')$. All such vectors form a basis of $\mathcal{E}_{F,P_a,P_b}$ in (1.1), (when $s_E = 0$, $\overline{v}(s; k')$ is the norm-one base element in the 1-dimensional space $\mathcal{E}_{F,P_a,P_b}$).

For rapidities $q$ near $p$ in $\mathfrak{m}_{k'}$, up to first order of small $\epsilon$, we have
\[ x_q = \omega^m \eta^2 (1 - 2k'\epsilon), \quad y_q = \eta^2 (1 + 2k'\epsilon), \quad \mu_q = 1 + 2(k' - 1)\epsilon. \]

Then $\tilde{T}(q)$ is expressed by ( [1] (1.11)-(1.17), [48] (2.43) (2.44))
\[ \tilde{T}(q) = 1(1 + (N - 1 - 2m)L\epsilon) + \epsilon H(k') + O(\epsilon^2) \]

where the Hamiltonian $H(k')$ is given by
\[ H(k') = H_0 + k'H_1, \quad H_0 = -2\sum_{\ell=1}^{L} \sum_{j=1}^{N-1} \frac{\omega^{m_j}Z^j_1Z^{j+1}_1}{\lambda - \omega^{-j}}, \quad H_1 = -2\sum_{\ell=1}^{L} \sum_{j=1}^{N-1} \frac{\omega^{m_j}X^j_1}{\lambda - \omega^{-j}}. \] (2.35)

with the boundary condition: $Z_{L+1} = \omega^{-r}Z_1$, $X_{L+1} = X_1$. By (2.30), one may regard (1.1) as the $H(k')$-eigenvector decomposition of $\mathcal{E}_{F,P_a,P_b}$ with the $H(k')$-eigenvalues:
\[ E(s_1, \ldots, s_{m_E}; k') = E(s; k') = \alpha + k'\beta + N\sum_{i=1}^{m_E}s_i\varepsilon(\theta_i) \] (2.36)

where $\alpha = 2P_h + Nm_E - (N - 1 - 2m)L\beta, \beta = 2(P_h - P_a) - \alpha$, and $\varepsilon(\theta_i) = (1 - k')(\overline{w}_i)$, expressed by
\[ \varepsilon(\theta_i) = \varepsilon(\theta_i; k') = \sqrt{1 + k'^2 - 2k'\cos\theta_i} \geq 0 \quad \text{for} \quad k' \in \mathbb{R}. \] (2.37)
Then \{\vec{v}(s;k')\}_{k'\in \mathbb{R}} forms a continuous family of orthonormal basis of \(\mathcal{E}_{F,P_a,P_b}\) with the \(\pm\infty\)-monodromy relation \(\vec{v}(s;+\infty) = \lambda(s)\vec{v}(-s;-\infty)\) for some \(\lambda(s) \in \mathbb{C}\) with \(|\lambda(s)| = 1\). For the description of duality symmetry, we also need the following \(k'\)-state basis of \(\mathcal{E}_{F,P_a,P_b}\) continuous at \(k' = \infty\):

\[
\vec{w}(s_1, \ldots, s_{m_E}; k') = \vec{w}(s; k') := \begin{cases} 
\vec{v}(s_1, \ldots, s_{m_E}; k') & \text{if } k' > 0 \\
\lambda(s)\vec{v}(-s_1, \ldots, -s_{m_E}; k') & \text{if } k' < 0.
\end{cases}
\]

The \(T, \tilde{T}\)-eigenvalues (2.30) of \(\vec{w}(s; k')\) are given by setting \(w_i = \frac{\tilde{v}_{k'}}{|\tilde{v}_{k'}|} s_i \vec{w}_i\) in (2.33), with the \(H(k')\)-eigenvalue

\[
\vec{E}(s_1, \ldots, s_{m_E}; k') = \vec{E}(s; k') = \alpha + k'\beta + N\sum_{i=1}^{m_E} k'_i s_i \varepsilon(\theta_i).
\]

Note that \(\text{Re}(1 - k')\sum_{i=1}^{m_E} k'_i \rightarrow \pm 1\) as \(k' \rightarrow \pm 0\), and \(\text{Re}(\frac{1 - k'}{|k'|} \sum_{i=1}^{m_E} k'_i) \rightarrow 1\) as \(k' \rightarrow \pm \infty\), corresponding to the continuity of \(\vec{w}(s; k')\) at \(\infty\) with the \(0^\pm\)-monodromy relation \(\vec{w}(s; 0^+) = \lambda(-s)^{-1}\vec{w}(-s; 0^-)\). Hence we have CPM eigenvector-decomposition of the \(\tau^{(2)}\)-eigenspace for large \(k'\):

\[
\mathcal{E}_{F,P_a,P_b} = \bigoplus_{s} \mathbb{C} \vec{w}(s; k') \text{ with } s = (s_1, \ldots, s_{m_E}), \quad 0 \neq k' \in \mathbb{R} \cup \{\infty\}.
\]

Note that \(\vec{v}(s; k')\)'s and \(\vec{w}(s; k')\)'s are uniquely determined by their eigenvalue (2.36) for a general \(k'\) up to a norm-one scale factor. In the rest of this paper, we shall also write \(\vec{v}(s; k')\) or \(\vec{w}(s; k')\) as the norm-one vector up to a factor if no ambiguity could arise.

By (2.18), the dual rapidity \(p^*\) of the superintegrable \(p\) in (2.21) is again defined by (2.21) for \(\eta^* = \eta(1/k')\). Hence the dual \(\tau^{(2)}\)-model, \(\tau^{(2)}(t^*)\), and CPM, \(T^{(2)}(q^*)\), \((2.38)\), with the boundary condition \(r^* = Q\) and charge \(Q^* = r\) in (2.19) are again defined by (2.22) and (2.30), but using the coordinates \(t^*, x^*, y^*, \mu^*, \cdots\) and the Bethe polynomial \(F^*(t^*)\). The relation (2.19) in turn yields the following identification of normalized variables and quantum numbers ((48) (3.24))\footnote{In \(m = 0\) case, the duality was found by Baxter in [8] where the variables \(x, y, \mu\) and \(x_d, y_d, \mu_d\) in (2.1), (5.4) there are correspond to \(x, y^{-1}, y\mu^{-1}\) and \(x^*, y^* \mu^*\) respectively in this paper.}:

\[
\begin{align*}
x^* &= x \mu, \quad y^* = y \mu^{-1}, \quad \mu^* = \mu^{-1}, \quad t^* = t, \\
P_a^* &= P_a, \quad P_b^* = P_b, \quad P_\mu \equiv r, \quad P_{\mu}^* \equiv Q, \\
J^* &= J, \quad m_E^* = m_E, \quad a_1^* = a_1, \quad S_R^* = S_R
\end{align*}
\]

with \(F^*(t^*) = F(t), \quad P^*(t^*) = P(t), \quad G^*(\lambda^*) = \lambda^{m_E} G(\lambda), \quad (1 - k')\overline{m}_i = k'(1 - k'^{-1})\overline{w}_i\). In particular, both \(\tau^{(2)}(t)\) and \(\tau^{(2)}(t^*)\) are defined by the same \(L\)-operator (2.22), with the identical
eigenvalue (2.23), but \( \Psi \)-related as operators in (2.19). Note that the monodromy matrices (2.2) of \( \tau^{(2)} \) and \( \tau^{(2)*} \) are not related by \( \Psi \). The Hamiltonian \( H^\dagger(k'^{-1}) = H_0^\dagger + k'^{-1}H_1^\dagger \) of \( T^\dagger(q^*) \) is \( \Psi \)-similar to \( H(k') \) in (2.35):

\[
H(k') = k'\Psi^{-1}H^\dagger(k'^{-1})\Psi \quad (\Leftrightarrow \quad H_0 = \Psi^{-1}H_1^\dagger\Psi, \quad H_1 = \Psi^{-1}H_0^\dagger\Psi).
\]

Hence \( \Psi \) in (2.20) induces an isomorphism between the \( \tau^{(2)} \)-eigenspaces \( \mathcal{E}_{F,P_a,P_b} \) in \( V_{\tau,Q} \) and \( \mathcal{E}_{F,P_a,P_b}^\dagger \) in \( V_{\tau^*,Q^*} \) which sends a \( k' \)-eigenvector to a \( k'^{-1} \)-eigenvector with the same eigenvalue with the linear terms related by \( \alpha = \beta^\dagger, \beta = \alpha^\dagger \). Since \( \tilde{E}(s;k') = k'E^\dagger(s;k'^{-1}) \), \( \Psi(\tilde{w}(s;k')) \) is equal to \( \tilde{v}(s;k'^{-1}) \) up to a norm-one factor. Indeed, we have

\[
\Psi \colon \quad \tilde{w}(s_1,\ldots,s_{m_E};k') \mapsto \lambda(-s)\tilde{v}(s_1,\ldots,s_{m_E};k'^{-1}), \quad \lambda(-s) = \prod_{i=1}^{m_E}(-s_i),
\]

\[
\tilde{v}(s_1,\ldots,s_{m_E};k') \mapsto \lambda(-s)\tilde{w}(s_1,\ldots,s_{m_E};k'^{-1}).
\]  

The factor \( \pm 1 \) in above are derived from the Onsager-algebra structure of \( \mathcal{E}_{F,P_a,P_b} = \mathcal{E}_{F,P_a,P_b}^\dagger \) with the identification of Onsager-algebra generators, \( H_0 = H_1^\dagger \) and \( H_1 = H_0^\dagger \) in (2.43), which we shall discuss in Subsection 3.1.

### 2.3 Quantum numbers and Bethe equation in superintegrable \( \tau^{(2)} \)-model

In this subsection, we describe the complete constraints of quantum numbers in the superintegrable CPM, which consist of fours types of sectors, then discuss their relationship under the duality relation of CPM. Furthermore we describe another reflective symmetry between sectors with conjugate total momentum through the relation among solutions of Bethe equation.

The integers \( P_a, P_b \) and \( P_\mu \) in (2.30) are indeed quantum numbers of the superintegrable \( \tau^{(2)} \)-model, depending only on the \( \tau^{(2)} \)-eigenvalue. By the finiteness of Boltzmann weights as \( x_q \) or \( y_q \) tending to zero in (2.30), together with the behavior of the leading and constant terms of \( \tau^{(2)}(t) \) ([46] (4.26) (4.27)), one finds \( P_a, P_b \) are non-negative integers satisfying

\[
0 \leq P_a + P_b \leq N - 1, \quad P_b - P_a \equiv Q + r + (1 + 2m)L \pmod{N}.
\]

Furthermore, there are further constraints involving the number \( J \) in (2.24)\(^5\), which are classified into four types ([46] (4.36) (4.37), [48] (2.25)):

\[
I_+ : \quad P_a = 0, P_b \equiv mL + r - J, \quad I_- : \quad P_b = 0, mL + Q - J \equiv 0
\]

\[
i_+ : \quad P_a = 0, P_b \equiv mL + Q - J, \quad i_- : \quad P_b = 0, mL + r - J \equiv 0.
\]

The finiteness of Boltzmann weights when \( \mu_q \) or \( \mu_q^{-1} \) tends to zero yields the integer \( P_\mu(\equiv r \pmod{N}) \) satisfy the relation:

\[
P_b - mL + J \leq P_\mu \leq (N - 1 - m)L - P_a - N m_E - J \quad (= P_b - mL + J + d_E),
\]

\(^5\)The number \( J \) here is denoted by \( m_\mu \) in [1].
where \( d_E \) is defined in (2.26) (for \( m = 0 \) case, see [12] (22)-(24)). Since \( d_E \) is an non-negative integer less that \( N \), \( P_\mu \) is uniquely defined by (2.47), hence determined by \( P_a, P_b \) and \( J \). Using (2.45) and (2.47), one finds the quantum numbers of sectors in (2.46) are given as follows:

\[
\begin{align*}
I_+ : \quad & P_a = 0, \quad P_b \equiv mL + r - J, \\
& Q \equiv -(1 + m)L - J, \\
P_\mu = P_b - mL + J; \\
I_0 : \quad & P_a \equiv -(1 + m)L - r - J, \quad P_b = 0, \\
& Q \equiv -mL + J, \\
P_\mu = (N - 1 - m)L - P_a - NmE - J; \\
i_+ : \quad & P_a = 0, \quad P_b \equiv mL + Q - J, \\
& r \equiv -(1 + m)L - J, \\
P_\mu = (N - 1 - m)L - NmE - J; \\
i_- : \quad & P_a \equiv -(1 + m)L - Q - J, \quad P_b = 0, \\
& r \equiv -mL + J, \\
P_\mu = -mL + J,
\end{align*}
\]

by which, the linear term in (2.36) can be written as

\[
\alpha + k'\beta = \begin{cases} 
(P_b - P_a - d_E) + k'(P_b - P_a + d_E) & \text{for sectors in } I^+ \cup i_+; \\
(P_b - P_a + d_E) + k'(P_b - P_a - d_E) & \text{for sectors in } I^- \cup i_+.
\end{cases}
\]

Note that there are common sectors in (2.48), indeed

\[
\begin{align*}
I_+ \cap I_- = i_+ \cap i_- : \quad & P_a = P_b = 0 \equiv (1 + 2m)L + 2r \quad (\equiv (1 + 2m)L + 2Q); \\
I_+ \cap i_+ = \quad & \begin{cases} 
i_\pm = i_\pm & \text{if } r \equiv Q, \\
\emptyset & \text{otherwise,}
\end{cases} \\
I_+ \cap i_- : \quad & P_a = P_b = 0 \equiv mL + r - J \equiv (1 + m)L + Q + J, \\
I_- \cap i_+ : \quad & P_a = P_b = 0 \equiv (1 + m)L + r + J \equiv mL + Q - J.
\end{align*}
\]

By (2.45) (2.48) and (2.49), the above first case is characterized by either one of the following equivalent conditions:

\[
I_+ \cap I_- = i_+ \cap i_- : \quad P_a = P_b = 0, Q = r \iff \alpha + k'\beta = 0.
\]

Since the quantum space \( V_{r,Q} \) in (2.5) is the union of \( \mathcal{E}_{F,P_a,P_b} \) with \( P_a, P_b \) satisfying (2.45):

\[
V_{r,Q} = \bigcup \{ \mathcal{E}_{F,P_a,P_b} \} | P_b - P_a \equiv (1 + 2m)L + Q + r, F : \text{Bethe polynomial} \},
\]

one may determine those sectors in (2.46) which appear in the above relation. Indeed, for \( \mathcal{E}_{F,P_a,P_b} \subset V_{r,Q}, \) by (2.48) and (2.50), in the case of \((1 + 2m)L + Q + r \equiv 0 \) we find

\[
P_a = P_b = 0, \quad (F, P_a, P_b) \in \begin{cases} 
I_+ \cap I_- = i_+ \cap i_- , & \text{if } r \equiv Q, \\
(I_+ \cap i_- \setminus (I_- \cup i_+)) \cup (I_- \cap i_+ \setminus (I_+ \cup i_-)), & \text{if } r \not\equiv Q,
\end{cases}
\]

and when \((1 + 2m)L + Q + r \not\equiv 0, \) \( P_a, P_b \equiv (0, (1 + 2m)L + Q + r) \) or \(-(1 + 2m)L - Q - r, 0) \) with

\[
(F, P_a = 0, P_b) \in \begin{cases} 
I_+ \setminus (I_- \cup i_-) = i_+ \setminus (I_- \cup i_-), & \text{if } r \equiv Q, \\
(I_+ \setminus (I_- \cup i_- \cup i_+)) \cup (i_+ \setminus (I_- \cup i_- \cup I_+)), & \text{if } r \not\equiv Q;
\end{cases}
\]

\[
(F, P_a, P_b = 0) \in \begin{cases} 
I_- \setminus (I_+ \cup i_+) = i_- \setminus (I_+ \cup i_+), & \text{if } r \equiv Q, \\
(I_- \setminus (I_+ \cup i_+ \cup i_-)) \cup (i_- \setminus (I_+ \cup i_+ \cup I_-)), & \text{if } r \not\equiv Q.
\end{cases}
\]
The dual model $\tau^{(2)\dagger}(t)$ in (2.19) also consists of four types of sectors, $I^\dagger_\pm, i^\dagger_\pm$ as in (2.48). By (2.42) and the identification of their quantum spaces by $\Psi$ (or $\Psi^\dagger$) in (2.20), the sectors of $\tau^{(2)}_-$ and $\tau^{(2)\dagger}_-$-model with equal $J$ are identified under duality according to

$$i_\pm \longleftrightarrow I^\dagger_\pm, \quad I_\pm \longleftrightarrow i^\dagger_\pm \quad \text{respectively},$$

(2.53)

which are consistent with the decomposition in (2.52). Note that $\Psi^\dagger \Psi = \omega^{QQ^*} S_T$ ([48] Section 3.1), and the eigenvectors of $\tau^{(2)}(t)$ and $\tau^{(2)\dagger}(t)$ correspond to each other under $\Psi$ or $\Psi^\dagger$. Using (2.42) and (2.48), one finds the exact relation between quantum numbers $P_\mu$ and $P_\mu^*$ of the dual sectors in (2.53): $P_\mu \pm d_E = P_\mu^*$. In particular, all sectors $(F, P_a, P_b) \in I_+ \cap I_- = i_+ \cap i_-$ in (2.51) are fixed by the dual correspondence (2.53), hence $\Psi$ in (2.20) induces an automorphism of $\mathcal{E}(F, P_a, P_b)$: $\Psi: \mathcal{E}(F, P_a, P_b) \cong \mathcal{E}(F, P_a, P_b)$.

Next we establish an one-to-one correspondence between sectors in $I_+$ and $I_-$, also between $i_+$ and $i_-$. For non-zero complex numbers $v_j$’s with $F(t) = \prod_{j=1}^J (1 + \omega v_j t)$, we define

$$F'(t) = \prod_{j=1}^J (1 + \omega v'_j t), \quad v'_j := v_j^{-1} \omega^{-3-2m} \quad (1 \leq j \leq J),$$

(2.54)

which is related to $F(t)$ by

$$F'(\omega^m t) = \frac{\omega^{-(2+m)J}}{\prod_{j=1}^J v_j} t^J F(\omega^{1+m} t^{-1}).$$

(2.55)

Note that the relation between $v_j$ and $v'_j$ is "reciprocal", i.e., $v''_j = v_j$ and $F''(t) = F(t)$.

**Lemma 2.1** Assume $P_a, P_b$ and $P'_a, P'_b$ are integers satisfying the relation

$$P_a + P_b + P'_a + P'_b \equiv -(L + 2J) \quad \text{(mod N)}. \quad (2.56)$$

(i). $\{v_j\}_{j=1}^J$ is a solution of Bethe equation (2.24) for $(P_a, P_b)$ if and only if $\{v'_j\}_{j=1}^J$ is a solution of Bethe equation (2.24) for $(P'_a, P'_b)$.

(ii). Let $\tau^{(2)}(t), \tau^{(2)}(t)$ be the $\tau^{(2)}$-eigenvalues in (2.23) for $(P_a, P_b, F)$ and $(P'_a, P'_b, F')$ respectively, and $P(t), P'(t)$ be their corresponding $t^N$-polynomials of degree $m_E, m'_E$ in (2.25). Then

$$\tau^{(2)}(\omega^m t) = \omega^{P'_b + P'_a + L + J} (-t)^L \tau^{(2)}(\omega^{-m} t^{-1})$$

$$\Leftrightarrow \tau^{(2)}(\omega^m t) = \omega^{P_b + P'_a + L + J} (-t)^L \tau^{(2)}(\omega^{-m} t^{-1}),$$

and $P(t), P'(t)$ satisfy the following reciprocal relation:

$$\omega^{P'_b + m(P'_a + P'_b)} \left( \prod_{j=1}^J v_j \right) P'(t) = \omega^{P_b + m(P_a + P_b)} \left( \prod_{j=1}^J v_j \right) P(t) t^{-1} t^{N m_E}, \quad (2.57)$$

with

$$m_E = m'_E, \quad P_a + P_b = d'_E, \quad P'_a + P'_b = d_E \quad (2.58)$$

where $d_E, d'_E$ are defined in (2.26) for $P(t), P'(t)$ respectively.
Proof. It is easy to verify (i). The relation of \( \tau^{(2)} \)-eigenvalues in (ii) follows from (2.55), by which the term \( (1 - \omega^{-m+k}t)LF'(\omega^k t)F'(\omega^{k+1} t) \) in the expression of \( P'(t) \) in (2.25) is equal to

\[
(-1)^L \omega^{-m(2J+k)} \prod_{j=1}^J v_j v_j^{-1} t^{2J+L} (1 - \omega^{-m-k}t^{-1})^L F(\omega^{-k+2m}t^{-1}) F(\omega^{-k+2m}t^{-1}).
\]

Under the condition (2.56), one can write \( P'(t) \) in the form

\[
\omega P'_a + m(P'_a + P'_b) \prod_{j=1}^J v_j \mathcal{P}'(t) = t^{(N-1)L-2J-Nm_E-(P_a+P_b+P'_a+P'_b)} \omega^P p_m + m + \prod_{j=1}^J v_j \mathcal{P}'(t) t^{N m_E} \mathcal{P}(\omega^{2m} t^{-1}).
\]

Since \( P'(0) \neq 0 \) and \( m_E \) is the \( t^N \)-degree of \( \mathcal{P}(t) \), the above expression yields

\[
(N-1)L-2J-Nm_E = P_a + P_b + P'_a + P'_b.
\]

hence we obtain (2.58) by (2.26). Then follows (2.57) by \( \mathcal{P}(\omega^{2m} t^{-1}) = \mathcal{P}(t^{-1}) \). □

Remark. By (2.57), the roots of \( P'(t) \) and \( \mathcal{P}(t) \) in the above lemma are reciprocal. Hence the \( \theta'_i, \theta_i \) for \( P'(t), \mathcal{P}(t) \) in (2.28) are related to \( \theta'_i = \pi - \theta_i \) for \( 1 \leq i \leq m_E \), and the evaluation polynomial \( (P')_{ev}(\xi) \) of \( P'(t) \) in (2.27) is equal to the polynomial in (2.29): \( (P')_{ev}(\xi) = (P)_{ev}(\xi) \).

With \( (P_a, P_b) \in I_\pm, i_\pm \) and \( (P'_a, P'_b) \in I_\mp, i_\mp \) respectively with the same \( J \) in Lemma 2.1, the condition (2.56) holds by (2.48). Therefore, one finds the one-to-one correspondence of sectors in (2.46):

\[
(F, P_a, P_b) \in I_\pm, i_\pm \leftrightarrow (F', P'_a, P'_b) \in I_\mp, i_\mp, \text{ respectively (2.59)}
\]

where \( F' \) is in (2.54), with their \( \tau^{(2)} \)-eigenvalues and \( \mathcal{P} \)-polynomials related in Lemma 2.1. Furthermore, by (2.48) and (2.58), the linear terms of sectors in (2.49) are related by

\[
I_\pm: \alpha = \alpha', \beta = -\beta'; \quad i_\pm: \alpha = -\alpha', \beta = \beta'. \quad (2.60)
\]

By (2.55) and (2.48), the total momentum \( S_R, S'_R \) (2.31) of two sectors in (2.59) are related by the following conjugate relation:

\[
S_R S'_R = \omega^{2(m+1)r} \quad \text{or} \quad \omega^{2(m+1)Q} \quad \text{for} \quad (F, P_a, P_b) \in I_\pm \text{ or } i_\pm \text{ respectively. (2.61)}
\]

Denote the boundary condition and \( Z_N \)-charge of \( \mathcal{E}_{F, P_a, P_b} \) and \( \mathcal{E}_{F', P'_a, P'_b} \) in (2.59) by \( (r, Q), (r', Q') \) respectively. Then \( (r, Q) = (r', Q') \) if and only if \( L + 2J \equiv 0 \mod{N} \); and when \( L + 2J \neq 0 \), \( r = r', Q \neq Q' \) in the case \( I_\pm \), and \( r \neq r', Q = Q' \) in the case \( i_\pm \). In particular, the condition (2.51) is preserved under the conjugate correspondence (2.59) with \( r = Q = r' = Q' \), in which case \( S_R S'_R = \omega^{2(m+1)R} \). The sectors fixed by (2.59), i.e. \( (F, P_a, P_b) = (F', P'_a, P'_b) \), are characterized by the following condition by Lemma 2.1:

\[
P_a = P_b = 0, Q \equiv r, \quad F(\omega^m t) = \frac{\omega^{-(2m)} t^L F}{(\prod_{j=1}^J v_j)} F(\omega^{1+m} t^{-1})
\]

\[
(\Leftrightarrow \tau^{(2)}(\omega^m t) = \omega^{L+J} (-t)^{L+(2)(\omega^{m-1} t^{-1})}), \quad (2.62)
\]
with $S_R = \pm \omega \frac{(2m+1)r}{2}$. In this situation, $p(t)$ is a $t$-polynomial with $t$-degree $Nm_E = (N - 1)L - 2J$, satisfying the reciprocal condition

$$p(t) = \omega^{3J - mL} \prod_{j=1}^{J} v_j^2 p(t^{-1}) t^{Nm_E}, \quad p(0) = N.$$ 

Note that the condition for $F = 1$ (i.e. $J = 0$) satisfying the relation (2.62) is $P_a = P_b = Q = r = 0, L \equiv 0$, where $S_R = 1$.

In Subsection 3.1, using the Onsager-algebra symmetry of the eigenspaces, we indicate the existence of a canonical isomorphism between $\mathcal{E}_F, P_a, P_b$ and $\mathcal{E}^F, P_a', P_b'$ with the basis correspondence:

$$I_\pm \ni \mathcal{E}_F, P_a, P_b \ni \bar{w}(s_1, \ldots, s_{m_E}; k') \leftrightarrow \bar{w}'(-s_1, \ldots, -s_{m_E}; -k') \in \mathcal{E}^F, P_a', P_b' \in I^\mp, \quad i_\pm \ni \mathcal{E}_F, P_a, P_b \ni \bar{v}(s_1, \ldots, s_{m_E}; k') \leftrightarrow (-1)^{m_E} \bar{v}'(-s_1, \ldots, -s_{m_E}; -k') \in \mathcal{E}^F, P_a', P_b' \in i^\mp. \quad (2.63)$$

Indeed, later in Proposition 4.1, we shall show the above correspondence is induced by the spin-inversion operator of the quantum space. Note that the duality of $\tau^{(2)}$-model interchanges $I_+$ ($i_+$) and $I_-$ ($i_-$)-sectors in (2.53) with the same Bethe polynomial by (2.42), hence the inverse correspondence (2.63) commutes with the duality relation.

### 3 Onsager-algebra Symmetry and $sl_2$-loop-algebra Symmetry in Superintegrable $\tau^{(2)}$-model

In this section, we study the degeneracy symmetries of an Onsager sectors in a superintegrable $\tau^{(2)}$-model, and examine the relationship of CPM $k'$-eigenvectors under the duality and inversion relations. We also describe a procedure of constructing the $k'$-state vector of superintegrable CPM through these symmetries.

#### 3.1 The Onsager algebra structure of superintegrable $\tau^{(2)}$-eigenspaces

The CPM $k'$-vectors in (1.1) or (2.41) can be studied through the superintegrable chiral Potts quantum chain $H(k')$ in (2.35) with the structure known since decades ago [8]. For our purpose, an explicit and precise relationship between CPM $k'$-eigenvectors for different $k'$'s is needed. We re-examine the Onsager-algebra symmetry of superintegrable chiral Potts quantum chain through the theory of Onsager-algebra representation [23, 24, 40]. Since the pair of operators, $\frac{2H_0}{N}$ and $\frac{-2H_1}{N}$, satisfy the Dolan-Grady relation [29], the Hamiltonian $H(k')$ gives rise to an Onsager-algebra representation on $\mathcal{E}_F, P_a, P_b$ [24, 39]. It is known that the Onsager-algebra can be realized as the Lie-subalgebra of the loop-algebra $sl_2[z, z^{-1}]$ fixed by the standard involution $(e^\pm, h, z) \leftrightarrow (e^\mp, -h, z^{-1})$ [40], and any irreducible representation of the Onsager algebra is always induced from an irreducible $sl_2[z, z^{-1}]$-representation by evaluating $z$ on a finite number of non-zero values not equal to $\pm 1$ [23, 24]. For the Onsager-algebra representation $\mathcal{E}_F, P_a, P_b$, the $H(k')$-eigenvalue expression (2.36) for the basis in (1.1) yields that the $sl_2[z, z^{-1}]$-representation is obtained by evaluating $z$ at $e^{i\theta_i}$'s related
to zeros of $P(t)$ by (2.28), equivalently $e^{i \theta_i} = \frac{t_i^{N/2+1}}{t_i^{N/2}-1}$, then applying the spin-$\frac{1}{2}$ $sl_2$-representation on each evaluated factor.

In this subsection, we discuss the structure of $H(k')$-eigenvectors of $\mathcal{E}_{F,P_a,P_b}$ in (2.38) for $k' \in \mathbb{R}$. First we note that $\theta_i$’s in (2.36) are real with $0 < \theta_i < \pi$, equivalently the roots $t_i^{N}$ of $P_{ev}(\xi)$ in (2.27) are all negative real, $-\infty < t_i^{N} < 0$ with $\text{Im}(t_i^{N/2}) < 0$. With the Hermitian form induced from the quantum space $\otimes_i^L \mathbb{C}^N$, $\mathcal{E}_{F,P_a,P_b}$ carries a $\mathbb{C}^2$-product structure:

$$\mathcal{E}_{F,P_a,P_b} \cong \otimes_{i=1}^{mE} V_i, \quad V_i = \mathbb{C}b_i^+ + \mathbb{C}b_i^- (\cong \mathbb{C}^2),$$

(3.1)

so that the basis in (2.38) and (2.39) can be expressed as a product form as follows. Indeed as operators of $\mathcal{E}_{F,P_a,P_b}$, $\frac{2H_0}{N}$ and $-\frac{2H_1}{N}$ form an irreducible representation of Onsager algebra, considered as a subalgebra of $sl_2[z,z^{-1}]$ with the identification $\frac{2H_0}{N} = e_i^+ + e_i^-$ and $-\frac{2H_1}{N} = z e_i^+ + z^{-1} e_i^-$. The representation space $\mathcal{E}_{F,P_a,P_b}$ is factored into product of $m_E$-copies of spin-$\frac{1}{2}$ $sl_2$-representation by evaluating $z$ at $e^{i \theta_i}$ at the $i$th factor $V_i$ in (3.1), where $b_i^\pm$ are the basis for spin-$\frac{1}{2}$ representation. Let $e^\pm_i, h_i$ be the standard operators of the special Lie-algebra $sl(V_i)$ with respect to the basis $b_i^\pm$, and $J_i^x := e^{1-i\epsilon_i^+e_i^-} = i, J_i^y := \frac{-i(e_i^-+e_i^+)}{2}, J_i^z := \frac{h_i}{2}$ are the unitary operators. Then the Hamiltonian $H(k')$ on $\mathcal{E}_{F,P_a,P_b}$ can be expressed by $^6$:

$$H(k') = \alpha + k' \beta + N \sum_{i=1}^{mE} \left( e_i^+ + e_i^- - k'(e^{i \theta_i} e_i^+ + e^{-i \theta_i} e_i^-) \right)$$

$$H(k') = \alpha + k' \beta + 2N \sum_{i=1}^{mE} \left( 1 - k' \cos \theta_i \right) J_i^x + k' \sin \theta_i J_i^y.$$

(3.2)

One may use the above formulas to find the expression of $H(k')$-eigenvectors, i.e. $\vec{v}(s;k')$ in (1.1) or $\vec{w}(s;k')$ in (2.39) in terms of $b_i^\pm$’s. Corresponding to the $i$th component of the $H(k')$-eigenvalues (2.36), (2.40) of $\vec{v}(s;k')$ and $\vec{w}(s;k')$ for $1 \leq i \leq m_E$, we define the angle-functions, depending on $k'$ and $\theta_i$ in (2.28), by the following analytic relations:

$$e^{i \varphi_{i,k'}} := \frac{1 - k' \cos \theta_i - ik' \sin \theta_i}{\varepsilon(\theta_i,k')}, \quad e^{i \varphi_i,k'} := \frac{[k'(1 - k' \cos \theta_i - ik' \sin \theta_i)]}{k' \varepsilon(\theta_i,k')}.$$

(3.3)

where $\varepsilon(\theta_i,k') = \sqrt{1 + k'^2 - 2k' \cos \theta_i}$ in (2.37), and $\varphi_{i,k'}, \varphi_{i,k'}$ satisfy the relations:

\begin{align*}
\vartheta_{i,k'} (k' \in \mathbb{R}) & : \vartheta_{i,-\infty} = 2\pi + \vartheta_i, \vartheta_{i,-1} = 2\pi + \frac{\vartheta_i}{2}, \quad \vartheta_{i,0} = 2\vartheta_i, \vartheta_{i,1} = 3\frac{\pi + \vartheta_i}{2}, \quad \vartheta_{i,\infty} = \pi + \vartheta_i; \\
\varphi_{i,k'} (k' \in \mathbb{R}^\star \cup \{\infty\}) & : \varphi_{i,0} = \pi, \quad \varphi_{i,-1} = \pi + \frac{\vartheta_i}{2}, \quad \varphi_{i,\infty} = \pi + \vartheta_i, \quad \varphi_{i,1} = 2\pi, \quad \varphi_{i,0+} = 2\pi. 
\end{align*}

Note that $\vartheta_{i,k'} = \varphi_{i,k'}$ for $k' > 0$ and $\vartheta_{i,k'} = \varphi_{i,k'} + \pi$ for $k' < 0$. Using the relation $\varepsilon(\theta;k') = |k'| \varepsilon(\theta;1/k')$, one finds $e^{i(\varphi_{i,k'} + \vartheta_{i,1/k'} - \theta_i)} = -1$, hence $\varphi_{i,k'} + \vartheta_{i,1/k'} = 3\pi + \theta_i$. Since the $H(k')$-eigenvectors are obtained by diagonalizing the $V_i$-operators in (3.2), we consider two $k'$-basis $\vec{w}_{i,k'}^+, \vec{w}_{i,k'}^-$ of $V_i$:

$$V_i = \mathbb{C} \vec{w}_{i,k'}^+ + \mathbb{C} \vec{w}_{i,k'}^-, \quad (\vec{w}_{i,k'}^+, \vec{w}_{i,k'}^-) = (b_i^+, b_i^-) \left( \begin{array}{cc} e^{i \varphi_{i,k'}}/2 & -ie^{i \varphi_{i,k'}}/2 \\ e^{-i \varphi_{i,k'}}/2 & ie^{-i \varphi_{i,k'}}/2 \end{array} \right) \left( \begin{array}{c} \varphi \varphi \varphi \varphi \\ \varphi \varphi \varphi \varphi \end{array} \right),$$

(3.4)

$^6$The second relation in (3.2) for $i_-$-sector with $J = 0$, when changing $P_a, k', \theta_i, J_i^x, J_i^y$ to $Q, -k', \pi - \theta_i, -J_i^x, -J_i^y$, is the same as [8] (2.20).
Then
\( \left( \mathbf{w}^+_{i,k'}, \mathbf{w}^-_{i,k'} \right) = \begin{cases} (\mathbf{v}^+_{i,k'}, \mathbf{v}^-_{i,k'}) & \text{if } k' > 0, \\ (\mathbf{v}^-_{i,k'}, -\mathbf{v}^+_{i,k'}) & \text{if } k' < 0, \end{cases} \) \hspace{1cm} (3.5)

with \((-\mathbf{w}^-_{i,0^+}, \mathbf{w}^+_{i,0^-}) = (\mathbf{v}^+_{i,0^+}, \mathbf{v}^-_{i,0^-}) = (\mathbf{w}^+_{i,0^+}, -\mathbf{v}^-_{i,0^-}) = (\mathbf{w}^+_{i,0^-}, \mathbf{v}^-_{i,0^-}) = (\mathbf{w}^+_{i,0^-}, \mathbf{v}^-_{i,0^-}).\)

Using
\[
(b^+_i, b^-_i) = \left( \mathbf{w}^+_{i,\infty}, \mathbf{w}^-_{i,\infty} \right) \left( \begin{array}{cc} e^{-i\theta_i/2} & -e^{i\theta_i/2} \\ ie^{-i\theta_i/2} & ie^{i\theta_i/2} \end{array} \right) \frac{1}{\sqrt{2i}} = \left( \mathbf{v}^+_{i,0}, \mathbf{v}^-_{i,0} \right) \left( \begin{array}{cc} -i & -i \\ 1 & 1 \end{array} \right) \frac{1}{\sqrt{2i}},
\]
the basis \( \mathbf{w}^+_{i,k'}, \mathbf{v}^+_{i,k'} \), in (3.4) can be expressed by \( \mathbf{w}^+_{i,\infty} \) or \( \mathbf{v}^+_{i,0} \) respectively:
\[
\begin{align*}
(\mathbf{w}^+_{i,k'}, \mathbf{w}^-_{i,k'}) &= \left( \mathbf{w}^+_{i,\infty}, \mathbf{w}^-_{i,\infty} \right) \left( \begin{array}{cc} \sin \frac{\varphi_{i,k'}-\vartheta_i}{2} & -\cos \frac{\varphi_{i,k'}-\vartheta_i}{2} \\ \cos \frac{\varphi_{i,k'}-\vartheta_i}{2} & \sin \frac{\varphi_{i,k'}-\vartheta_i}{2} \end{array} \right), \\
(\mathbf{v}^+_{i,k'}, \mathbf{v}^-_{i,k'}) &= \left( \mathbf{v}^+_{i,0}, \mathbf{v}^-_{i,0} \right) \left( \begin{array}{cc} -\cos \frac{\vartheta_i}{2} & -\sin \frac{\vartheta_i}{2} \\ \sin \frac{\vartheta_i}{2} & -\cos \frac{\vartheta_i}{2} \end{array} \right). \hspace{1cm} (3.7)
\end{align*}
\]

With respective to the basis \( \mathbf{w}^\pm_{i,k'} \) of \( V_i \), one has \( e^\pm_{i,k'}, h^\pm_{i,k'} \) as the standard generators of the special Lie-algebra \( sl(V_i) \) with the unitary basis \( J^{x,y,z}_{i,k'} = e^\pm_{i,k'} + e^\mp_{i,k'} \), \( -i(e^\pm_{i,k'} - e^-_{i,k'}) \), \( h^\pm_{i,k'} \) respectively. Similarly, for the basis \( \mathbf{v}^\pm_{i,k'} \), we have \( sl(V_i) \)-generators \( e^\pm_{i,k'}, h^\pm_{i,k'} \) and the unitary basis \( J^{x,y,z}_{i,k'} \) with the relations \( J^{x,y,z}_{i,k'} = k'J^{x,y,z}_{i,k'} \), \( J^{y}_{i,k'} = J^{y}_{i,k'} \). Using (3.2) (3.4), one finds
\[
H(k') = \alpha + k'\beta + 2N \sum_{i=1}^{m_E} k_i \varepsilon(\theta_i) J^{z}_{i,k'}, \hspace{1cm} \alpha + k'\beta + 2N \sum_{i=1}^{m_E} \varepsilon(\theta_i) J^{z}_{i,k'}.
\]

The above formulas provide the following expression of \( H(k') \)-eigenvectors \( \vec{w}(s;k') \) or \( \vec{v}(s;k') \) with eigenvalue \( \vec{E}(s;k') \) or \( E(s;k') \) in (2.40), (2.36) respectively:
\[
\vec{w}(s;k') = \bigotimes_{i=1}^{m_E} \mathbf{w}^s_{i,k'}. \hspace{1cm} \vec{v}(s;k') = \bigotimes_{i=1}^{m_E} \mathbf{v}^s_{i,k'}. \hspace{1cm} (3.8)
\]

By (3.5), the relation (2.39) holds for \( \lambda(s) = \prod_{i=1}^{m_E} s_i \). We shall consider \( V_i \) is a vector space with a Hermitian form induced from \( b_i^\pm \), and \( \mathbf{w}^\pm_{i,k'} \)’s or \( \mathbf{v}^\pm_{i,k'} \)’s form a continuous family of \( V_i \). Then \( \vec{w}(s;k') \) or \( \vec{v}(s;k') \) in (3.8) form an orthonormal basis of \( \mathcal{E}_{P_1,P_2,P_3} \) as in (2.39) or (1.1). By (3.6), \( H(k') \) can also be expressed by the \( sl_2 \)-operators for \( k' = 0, \infty \):
\[
H(k') = \alpha + k'\beta + 2N \sum_{i=1}^{m_E} \left( (k' - \cos \theta_i) J^z_{i,\infty} - \sin \theta_i J^x_{i,\infty} \right) = \alpha + k'\beta + 2N \sum_{i=1}^{m_E} \varepsilon(\theta_i) J^z_{i,0} + k'\sin \theta_i J^z_{i,0} \right) \right). \hspace{1cm} (3.9)
\]

The second expression in (3.9) is the usual matrix expression of \( H(k') \) in literature, e.g. [8, 15, 30]. From (3.2) and (3.9), one then can express the eigenvectors of \( H(k') \) for an arbitrary real \( k' \) in terms of \( H(0) \)-eigenvectors or \( H(\infty) \)-eigenvectors. Indeed, by (3.7), one finds
\[
\begin{align*}
\mathbf{w}^s_{i,k'} &= \sum_{s'_i=\pm 1} \mathbf{w}^s_{i,\infty} \sin \left( \frac{\varphi_{i,k'}-\vartheta_i}{2} + \frac{(s_i-s'_i)\pi}{4} \right), \\
\mathbf{v}^s_{i,k'} &= \sum_{s'_i=\pm 1} \mathbf{v}^s_{i,0} \sin \left( \frac{\vartheta_i}{2} + \frac{(s_i-s'_i)\pi}{4} \right)
\end{align*}
\]

7The matrix form of \( H(k') \) in [8, 15, 30] is with respect to the basis \( \mathbf{v}^+_{i,0} \), hence differs from the expression here by the \( J_x \)-similar relation.
hence the basis elements at \( k' \) in (3.8) can be expressed by \( \bar{v}(s';0) \) or \( \bar{w}(s';\infty) \) by\(^8\)

\[
\begin{align*}
\bar{w}(s_1, \ldots, s_{m_{E}}; k') &= \sum_{s'_1, \ldots, s'_{m_{E}}} \bar{w}(s'_1, \ldots, s'_{m_{E}}; \infty) \prod_{i=1}^{m_{E}} \sin \left( \frac{\varphi_{i,k'}-\theta_{i}}{2} + \frac{(s'_i-s_i)\pi}{4} \right), \\
\bar{v}(s_1, \ldots, s_{m_{E}}; k') &= \sum_{s'_1, \ldots, s'_{m_{E}}} \bar{v}(s'_1, \ldots, s'_{m_{E}}; 0) \prod_{i=1}^{m_{E}} \sin \left( \frac{\varphi_{i,k'}-\pi}{2} + \frac{(s'_i-s_i)\pi}{4} \right).
\end{align*}
\]

(3.10)

The basis \( \bar{w}(s';\infty) \)'s or \( \bar{v}(s';0) \)'s will be served as the basic \( \tau(2) \)-eigenvectors of a sector. In Subsections 3.2, 4.2, and Section 5, we shall derive a scheme of producing a local-spin-vector form of the basic \( \tau(2) \)-eigenvectors. The formula (3.10) then provides the \( k' \)-dependent state vectors of CPM in terms of the local spin basis.

Next we consider the relation between the chiral Potts quantum chain \( H(k') \) and \( H^\dagger(k'-1) = H_0^\dagger + k^\dagger H_1^\dagger \) of (3.2) at \( k' \). By (2.19), (2.42) and (2.43), the \( \tau(2) \)-eigenspace \( \mathcal{E}_F, P_a, P_b \) of boundary condition \( r^\dagger = Q \) and charge \( Q^\dagger = r \) sector can be identified with \( \tau(2) \)-eigenspace \( \mathcal{E}_F, P_a, P_b \) through \( \psi \).

As the same Onsager-algebra representation by identifying Onsager-generators \( H_0 = H_1^\dagger, H_1 = H_0^\dagger, \mathcal{E}_F, P_a, P_b = \otimes_{i=1}^{m_{E}} V_i \) with \( V_i \) in (3.1) expressed by the basis as those in (3.1) and (3.4):

\[
\mathcal{E}_F, P_a, P_b = \otimes_{i=1}^{m_{E}} V_i, \quad V_i = \mathbf{C}b_i^{\dagger +} + \mathbf{C}b_i^{\dagger -} = \mathbf{C}w_{i,k'}^{\dagger +} + \mathbf{C}w_{i,k'}^{\dagger -}, \quad \mathbf{C}v_{i,k'}^{\dagger +} + \mathbf{C}v_{i,k'}^{\dagger -},
\]

(3.11)

where the basis \( w_{i,k'}^{\dagger +}, w_{i,k'}^{\dagger -} \) are related to \( b_i^{\dagger \pm} \) by the same relation in (3.4). The equality \( H(k') = k^\dagger H^\dagger(k'-1) \) yields the equality of linear terms \( \alpha = \beta^\dagger, \beta = \alpha^\dagger \) and the Onsager-algebra forms of \( H(k') \) and \( H^\dagger(k'-1) \):

\[
J_i^\dagger = -\cos \theta_i J_i^\dagger + \sin \theta_i J_i^\theta, \quad -\cos \theta_i J_i^\dagger + \sin \theta_i J_i^\theta = J_i^\dagger (i = 1, \ldots, m_{E}),
\]

by which the basis \( b_i^{\dagger \pm}, b_i^{\dagger \pm} \) of \( V_i \) satisfy the uniquely unitary relation (up to \( \pm \) sign):

\[
(b_i^{\dagger +}, b_i^{\dagger -}) = (b_i^{\dagger +}, b_i^{\dagger -}) \left( \begin{array}{cc} 0 & e^{i\theta_i/2} \\ -ie^{-i\theta_i/2} & 0 \end{array} \right).
\]

By (3.4) and the relation \( \varphi_{i,k'} + \vartheta_{i,k'} = \theta_i + 3\pi \), one finds

\[
(w_{i,k'}^{\dagger +}, w_{i,k'}^{\dagger -}) = (-v_{i,1/k'}, v_{i,1/k'}), \quad (v_{i,k'}, v_{i,k'}) = (-v_{i,1/k'}, v_{i,1/k'});
\]

then follows the relation (2.44) by (3.8).

We now examine the Onsager algebra structures between the inverse sectors in (2.59). First we consider the case when \( \mathcal{E}_F, P_a, P_b \in I_\pm \) and \( \mathcal{E}'_{F', P'_a, P'_b} \in I_\mp \) in (2.59). By Remark of Lemma 2.1 and (2.60), the linear terms of \( H(k') \) of \( \mathcal{E}_F, P_a, P_b \) in (3.2) and \( H^\dagger(-k') \) of \( \mathcal{E}'_{F', P'_a, P'_b} \) are related by \( \alpha + k'\beta = \alpha' - k'\beta' \), and the angles \( \theta_i \)'s of \( H(k') \) in (3.2) are related to \( \theta_i' \)'s of \( H^\dagger(-k') \) by \( \theta_i' + \theta_i = \pi \) for \( 1 \leq i \leq m_{E} \). Identify \( \mathcal{E}'_{F', P'_a, P'_b} \) with \( \mathcal{E}_F, P_a, P_b \) in (3.1):

\[
\mathcal{E}'_{F', P'_a, P'_b} = \otimes_{i=1}^{m_{E}} V_i, \quad V_i = \mathbf{C}b_i^{\dagger +} + \mathbf{C}b_i^{\dagger -},
\]
In this subsection, we define a loop-algebra \( (2.44) \) sends a state of \( E \). Then follows the isomorphism in (2.63) for \( i \) and \( b \). J distinguish from \( E \), \( i \), \( b \), and \( F \). Using the above basis, the \((1, 1)\)-loop algebra structure of superintegrable \((2)\)-eigenspaces.

The relation \( H^\prime(k') = H^\prime(-k') \), i.e. \( H_0 = H_0', H_1 = -H_1 \), is equivalent to \( \alpha = \alpha', \beta = -\beta', \) and \( J_i^x = J_i^x, J_i^y = -J_i^y \) for all \( i \). This yields the unique (up to \( \pm \)-sign) unitary relation between \( b_i^\pm \) and \( b_i^\pm \):

\[
(b_i^+, b_i^-) = (-b_i^-, -b_i^+),
\]

which implies

\[
(w_{i,k'}, w_{i,-k'}) = (w_{i,-k'}, w_{i,k'}).
\]

Then follows the isomorphism in (2.63) for \( I_\pm \)-sectors. For \( i \)-sector case, the duality isomorphism (2.44) sends \( i_\pm \supset E_{F', P_a, P_b} \subset V_{r, Q} \) and \( i_\pm \supset E_{F', P_a', P_b'} \subset V_{r, Q} \) to \( I_\pm \supset E_{F, P_a, P_b} \subset V_{r, Q} \) and \( I_\pm \supset E_{F, P_a', P_b'} \subset V_{r, Q} \) respectively with \( Q^\ast = r, Q'^\ast = r' \) and \( r^\ast = Q \). Then the inverse relation of \( E_{F, P_a, P_b} \) and \( E_{F, P_a', P_b'} \) in (2.63) follows from the inverse relation of \( E_{F, P_a, P_b} \) and \( E_{F, P_a', P_b'} \).

3.2 The \( sl_2 \)-loop algebra structure of superintegrable \( \tau(2) \)-eigenspaces

In this subsection, we define a loop-algebra \( sl_2[z, z^{-1}] \)-structure on \( E_{F, P_a, P_b} \) based on the \( (m_E \oplus sl_2) \)-structure (3.8) of \( E_{F, P_a, P_b} \) at \( k' = 0 \) or \( \infty \). The choice of \( k' \) is suggested by the structure of Bethe state of \( E_{F, P_a, P_b} \) later appeared in (4.36) and (4.37) of Subsection 4.2. For convenience, we introduce the following notions for the basic \( \tau(2) \)-eigenvectors:

\[
\tilde{u}(s) = \tilde{u}(s_1, \ldots, s_{m_E}) = \begin{cases} 
\bar{w}(s; \infty) & \text{if } (F, P_a, P_b) \in I_\pm, \\
\bar{w}(s; 0) & \text{if } (F, P_a, P_b) \in i_\pm.
\end{cases}
\]

(3.12)

Using the above basis, the \( (m_E \oplus sl_2) \)-structure of \( E_{F, P_a, P_b} \) consists of operators \( h_i, e_i^\pm \) for \( 1 \leq i \leq m_E \) defined by

\[
h_i : \tilde{u}(s_1, \ldots, s_i, \ldots, s_{m_E}) \mapsto s_i \tilde{u}(s_1, \ldots, s_i, \ldots, s_{m_E}),
\]

\[
e_i^\pm : \tilde{u}(s_1, \ldots, s_i, \ldots, s_{m_E}) \mapsto \frac{(1 \mp i)}{2} \tilde{u}(s_1, \ldots, -s_i, \ldots, s_{m_E}).
\]

(3.13)

We use the bold-face character \( h_i, e_i^\pm \) as the generators of a \( sl_2 \)-product structure of \( E_{F, P_a, P_b} \) to distinguish from \( h_i, e_i^\pm \) of Subsection 3.1 in the discussion of Onsager-algebra structure of \( E_{F, P_a, P_b} \). The \( sl_2 \)-loop-algebra structure of \( E_{F, P_a, P_b} \) will be defined through the operators \( h_i, e_i^\pm \) in (3.13). Indeed, using the product structure in (3.1), \( \tilde{u}(s) = \otimes_{i=1}^{m_E} u_i^{s_i} \) with \( u_i^{s_i} = \bar{w}_{i, \infty} \) or \( v_{i, 0} \), then \( (h_i, e_i^\pm) \) =
Indeed, we define the polynomials of degree \((m, e; \infty)\) or \((h_i, \infty, e_i; \infty)\) according to \((F, P_a, P_b) \in I_+ \cap i_\pm\) respectively. For \((F, P_a, P_b) \in I_+ \cap i_\pm\) or \(I_+ \cap i_\mp\), there are two \(sl_2\)-product structures of \(E_{F, P_a, P_b}\), one induced from \(\tilde{w}(s; \infty)\), denoted by \(\tilde{u}_\infty(s), h_i, \infty, e_i; \infty\), and the other, \(\tilde{u}_0(s), h_i, 0, e_i; 0\), induced from \(\tilde{v}(s; 0)\). By (2.44), one has 
\[
\Psi(\tilde{u}_\infty(s)) = \prod_{i=1}^{m}(-s_i)\tilde{u}_0(s).
\]
For a \(sl_2\)-product structure of \(E_{F, P_a, P_b}\) in (3.12), we use the evaluation polynomials \(P_{ev}(\xi)\) in (2.27) to define a \(sl_2[z, z^{-1}]\)-structure of \(E_{F, P_a, P_b}\) as follows. For \(g = e^\pm, h \in sl_2\), the element \(gz^n\) in \(sl_2[z, z^{-1}]\) will be denoted by \(g(n) = gz^n\) for \(n \in \mathbb{Z}\). It is well known that the loop algebra is generated by the Chevalley basis, \(E_1 = e^+(0), F_1 = e^-(0), E_0 = e^-(1), F_0 = e^+(1), H_1 = -H_0 = h(0)\). Indeed, using \(h(1) = [e^+(1), e^-(0)], h(-1) = [e^+(0), e^-(1)\], the rest loop-algebra operators are given by \(ad_{h(1)}(e^\pm(0)) = (\pm 2)ae^\pm(n), ad_{h(-1)}(e^\pm(0)) = (\pm 2)n^ae^\pm(-n)\) for \(n \geq 0\). The loop-algebra structure on \(E_{F, P_a, P_b}\) is obtained by evaluating the loop-variable \(z\) on the inverse roots \(a_i\)'s of \(P_{ev}(\xi)\) in (2.27):
\[
sl_2[z, z^{-1}] \rightarrow sl(E_{F, P_a, P_b}), \quad g(n) \rightarrow \sum_{i=1}^{m} g_i a_i^n, \quad (g = e^\pm, h, n \in \mathbb{Z}), \quad m := m_E, \quad (3.14)
\]
where \(g_i\)'s are the operators in (3.13). We shall also denote the image of \(g(n)\) in above by the same letter \(g(n)\) if no confusion could arise. Then the \(E_{F, P_a, P_b}\)-operators \(g(n)\)'s satisfy the loop-algebra condition. In particular, the Serre relation holds: 
\[
[e^\pm(j), e^\pm(j), [e^\pm(j), e^\pm(k)]] = 0 \quad \text{for} \quad j \neq k \quad \text{and} \quad j, k = 0, 1.
\]
One may express the product operators in (3.13) in terms of loop-operators in (3.14). Indeed, we define the polynomials of degree \((m - 1)\) associated with \(P_{ev}(\xi), P_{ev}'(\xi)\) in (2.27) (2.29):
\[
P_{ev,j}(\xi) = \frac{P_{ev}(\xi)}{1 - a_j \xi}, \quad P_{ev,j}'(\xi) = \frac{P_{ev}'(\xi)}{1 - a_j \xi}, \quad (1 \leq j \leq m),
\]
which are related by \(P_{ev,j}'(\xi) = P_{ev,j}(\xi^{-1})(-\xi)^{m-1} \prod_{i \neq j} a_i^{-1}\). The inverse of relations (3.14) for \(n_0 \leq n \leq n_0 + m - 1\) with a fixed \(n_0 \in \mathbb{Z}\), 
\[
(g(n_0), \ldots, g(n), \ldots, g(n_0 + m - 1)) = (g_1, g_2, \ldots, g_m)
\]

\[
\left(\begin{array}{cccc}
a_1^{n_0} & \ldots & a_1^n & \ldots & a_1^{n_0+m-1} \\
a_2^{n_0} & \ldots & a_2^n & \ldots & a_2^{n_0+m-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
a_m^{n_0} & \ldots & a_m^n & \ldots & a_m^{n_0+m-1}
\end{array}\right)
\]

yields
\[
(g_1, g_2, \ldots, g_m) = (g(n_0), \ldots, g(n), \ldots, g(n_0 + m - 1))
\]

\[
\left(\begin{array}{cccc}
c_{1,1}' & c_{1,2}' & \ldots & c_{1,m}' \\
c_{2,1}' & \ldots & \ldots & \ldots \\
\vdots & \vdots & \ddots & \vdots \\
c_{m,1}' & \ldots & c_{m,2}' & \ldots & c_{m,m}'
\end{array}\right), \quad (3.15)
\]
where \( k := n - n_0 \), and \( c^{t}_{i,j} \)’s are defined by \( \frac{p_{ev,j}(\xi)}{p_{ev,j}(a_j)} = \sum_{i=0}^{m-1} c^{t}_{i,j} \xi^i \). Equivalently, the inverse of (3.14)\( n_0 - m + 1 \leq n \leq n_0 \) yields

\[
(g_1, g_2, \ldots, g_m) = (g(n_0), \ldots, g(n), \ldots, g(n_0 - m + 1))
\]

\[
\begin{pmatrix}
\frac{c_{0,1}}{a_0} & \frac{c_{0,2}}{a_2} & \cdots & \frac{c_{0,m}}{a_m} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{c_{m-1,1}}{a_0} & \frac{c_{m-1,2}}{a_2} & \cdots & \frac{c_{m-1,m}}{a_m}
\end{pmatrix}
\]

(3.16)

where \( k := n_0 - n \), and \( \sum_{i=0}^{m-1} c^{t}_{i,j} \xi^i = \frac{p_{ev,j}(\xi)}{p_{ev,j}(a_j)} \). Note that by \( c^{t}_{k,j} = c_{m-1-k,j} a_j^{-m+1} \), the relation (3.16)\( n_0' \) is the same as (3.15)\( n_0 \) with \( n_0' = n_0 + m - 1 \). The relation (3.15) or (3.16) enables one to construct a local spin operator form for \( sl_2 \)-operators \( g_i \)’s from the loop-algebra operators \( g(n) \)’s through the polynomial \( p_{ev}(\xi) \) if the local-spin-operator form of \( g(n) \)’s are found. This method has been employed in the study of ground state sector in [3, 4]. For this purpose, we consider the following loop-algebra currents on \( \mathcal{E}_{F,P_a,P_b} \) ([27] (1.20), [43] (4.35)):

\[
\mathbf{E}^-(\xi) = \sum_{n=0}^{\infty} e^-(n) \xi^n, \quad \mathbf{E}^+(\xi) = \sum_{n=1}^{\infty} e^+(n) \xi^{n-1},
\]

whose poles both coincide with zeros of \( p_{ev}(\xi) \):

\[
\begin{align*}
p_{ev}(\xi) \mathbf{E}^-(\xi) &= \sum_{i=1}^{m} e^+_i \left( \Pi_{j \neq i} (1 - a_j \xi) \right) = \sum_{k=0}^{m-1} (-1)^k \rho^- \xi^k, \\
p_{ev}(\xi) \mathbf{E}^+(\xi) &= \sum_{i=1}^{m} e^-_i a_i \left( \Pi_{j \neq i} (1 - a_j \xi) \right) = \sum_{k=0}^{m-1} (-1)^k \rho^+ \xi^k,
\end{align*}
\]

(3.18)

with \( \rho_- = e^-(0), \rho^- = \left( \Pi_{i=1}^{m} a_i \right) e^-(1) \), and \( \rho^+_0 = e^+(1), \rho^+_{m-1} = \left( \Pi_{i=1}^{m} a_i \right) e^+(0) \). The \( sl_2 \)-operators \( e^+_i \) \((1 \leq i \leq m)\) are related to \( \mathbf{E}^+(\xi) \) by (3.16) respectively. For the problem of CPM-eigenvectors in \( \mathcal{E}_{F,P_a,P_b} \), it suffices to find an expression of the following states and operators in terms of local spin basis:

\[
\begin{align*}
\text{Sector } I_{+}, i_+ & : \quad \langle \mathbf{u}^+(\ldots, +), \; \mathbf{E}^-(\xi) \rangle \\
\text{Sector } I_{-}, i_- & : \quad \langle \mathbf{u}^-(\ldots, -), \; \mathbf{E}^+(\xi) \rangle
\end{align*}
\]

(3.19)

where \( \mathbf{u}^i(s) \)’s are defined in (3.12). Using (3.16), one can derive the local-spin-operator form \( sl_2 \)-operators \( e^+_i \) \((1 \leq i \leq m_E)\) from \( \mathbf{E}^+(\xi) \) respectively. Then the local-spin-vector form of \( \mathbf{u}(s_1, \ldots, s_{m_E}) \) are given by

\[
\mathbf{u}(s_1, \ldots, s_{m_E}) = \begin{cases} \\
   (\prod_{i=1}^{m_E} e^+_i) \mathbf{u}^+(\ldots, +) & \text{for sector } I_{+}, i_+, \\
   (\prod_{i=1}^{m_E} e^-_i) \mathbf{u}^-(\ldots, -) & \text{for sector } I_{-}, i_-
\end{cases}
\]

(3.20)

Using (3.10), one then express the \( k' \)-dependent state vectors of CPM in terms of the local spin basis. We are going to construct the local spin form of states and operators in (3.19) by the algebraic-Bethe-ansatz method through the equivalent XXZ-chain of the superintegrable \( \tau^{(2)} \)-model as in [37, 38, 43]. The vector in (3.19) has been identified with the Bethe state in \( \mathcal{E}_{F,P_a,P_b} \) in [48], which
will be recalled in Subsection 4.2. The current in (3.19), up to a scale polynomial, is identified with the Fabricius-McCoy current with the local spin form, which will be constructed in Section 5.

Remark. There are two-parameter isomorphisms of \( sl_2[z, z^{-1}] \), \( \tilde{e}^\pm(0) = a^\pm b^\pm(0), \tilde{e}^\pm(\pm1) = b^\pm a^\pm(\pm1) \) for \( a, b \in C^* \), and the identification of mode basis: \( \tilde{e}^\pm(n) = a^{-n}b^n e^\pm(n) \), \( \tilde{h}(n) = a^{-n}b^n \tilde{h}(n) \). The corresponding \((\otimes^n sl_2)\)-structures on \( \mathcal{E}_F, P_a, P_b \) are related by

\[
\begin{align*}
(e_1^+, \ldots, e_m^+) &= a^{\pm1}(e_1^+, \ldots, e_m^+)(a_k b_k) \text{ dia}[a^{-kb}](c_{k,l}), \\
(h_1, \ldots, h_m) &= a^{\pm1}(h_1, \ldots, h_m)(a_k b_k) \text{ dia}[a^{-kb}](c_{k,l}),
\end{align*}
\]

where \( a_{jk}, c_{k,l}, a_{jk}, c_{k,j} \) are in (3.15), (3.16) with indices \( 0 \leq k \leq m - 1 \) and \( 1 \leq j \leq m \). The currents in (3.17) are connected by \( \tilde{E}^-(\xi) = a^{-1}E^-(a^{-1}b \xi), \tilde{E}^+(\xi) = aE^+(ab^{-1} \xi) \).

## 4 Degeneracy of XXZ chains and Superintegrable \( \tau^{(2)} \)-models

In this section, we investigate the degeneracy of a superintegrable \( \tau^{(2)} \)-model through its equivalent spin-\( \frac{N-1}{2} \) XXZ chain as in \([37, 38, 43, 48]\). We shall recall the result in \([48]\) Section 4.2 about the realization of the Bethe state as a basic \( \tau^{(2)} \)-eigenvector of an Onsager sector. The inversion correspondence of quantum spaces in superintegrable CPM will be also identified through the local operators in XXZ chains.

### 4.1 XXZ-chains with \( U_q(sl_2) \)-cyclic representation

Using the generators \( K^{\pm \frac{1}{2}}, e^\pm \) of quantum group \( U_q(sl_2) \) for an arbitrary \( q \) (with relations \( K^{\pm \frac{1}{2}} e^\pm K^{-\frac{1}{2}} = q^{\pm1} e^\pm, [e^+, e^-] = K^{-\frac{1}{2}} - K^{\frac{1}{2}} \)), one finds a two-parameter family of \( L \)-operators

\[
L(s) = \left( \begin{array}{c}
\rho^{-1} \nu^{\frac{1}{2}} s K^{\frac{1}{2}} - \nu^{-\frac{1}{2}} s^{-1} K^{-\frac{1}{2}} \\
(q - q^{-1}) e^+
\end{array} \right), 0 \neq \rho, \nu \in C,
\]

of YB solutions:

\[
R_{6v}(s/s')(L(s) \bigotimes 1)(1 \bigotimes L(s')) = (1 \bigotimes L(s'))(L(s) \bigotimes 1) R_{6v}(s/s'),
\]

where \( R_{6v} \) is the symmetric six-vertex \( R \)-matrix

\[
R_{6v}(s) = \left( \begin{array}{cccc}
s^{-1}q - sq^{-1} & 0 & 0 & 0 \\
0 & s^{-1} - s & q - q^{-1} & 0 \\
0 & q - q^{-1} & s^{-1} - s & 0 \\
0 & 0 & 0 & s^{-1}q - sq^{-1}
\end{array} \right).
\]

The \( q^{-2r} \)-twisted trace

\[
t(s) = A(s) + q^{-2r} D(s), \ s \in C,
\]

(4.2)
of the monodromy matrix of size $L$,

$$
\bigotimes_{\ell=1}^{L} L_{\ell}(s) = \left( \begin{array}{cc} A(s) & B(s) \\ C(s) & D(s) \end{array} \right), \quad L_{\ell} = L,
$$

(4.3)

form a commuting family for $s \in \mathbb{C}$ with coefficients in $\bigotimes_{\ell=1}^{L} U_q(sl_2)$, which commute with $K^\pm := \bigotimes_{\ell=1}^{L} K^\pm_{\ell}$. The leading and lowest terms of entries in (4.3),

\begin{align*}
A_{\pm}^{\pm} &= \lim_{s \to \pm \infty} \nu \frac{\bar{K}}{2}(\pm s)^{\mp L} A(s), & B_{\pm}^{\pm} &= \lim_{s \to \pm \infty} \nu \frac{\bar{K}}{2}(\pm s)^{\mp L} B(s), \\
C_{\pm}^{\pm} &= \lim_{s \to \pm \infty} \nu \frac{\bar{K}}{2}(\pm s)^{\mp L} C(s), & D_{\pm}^{\pm} &= \lim_{s \to \pm \infty} \nu \frac{\bar{K}}{2}(\pm s)^{\mp L} D(s),
\end{align*}

give rise to the quantum affine algebra $U_q(sl_2)$:

\begin{align*}
A_- &= D_+ = \bar{K}^{\frac{1}{2}}, & B_+ &= \rho L A_- = -L D_-, & C_+ &= \rho L A_+, \\
C_- &= \rho L B_- = -L B_+, & D_- &= \rho L D_+ = -L A_+,
\end{align*}

(4.4)

with the Chevalley generators, $k_0^{-1} = k_1 = K$, $e_1 = C_+$, $f_1 = B_-$, $e_0 = B_+$, $f_0 = C_-$, and the Hopf-algebra structure:

\begin{align*}
\Delta(k_i) &= k_i \otimes k_i, \quad i = 0, 1, \\
\Delta(e_1) &= k_1^{\frac{1}{2}} \otimes e_1 + \rho^{-1} e_1 \otimes k_0^{\frac{1}{2}}, \quad \Delta(f_1) = k_1^{-\frac{1}{2}} \otimes f_1 + \rho f_1 \otimes k_0^{\frac{1}{2}}, \\
\Delta(e_0) &= \rho^{-1} k_0^{\frac{1}{2}} \otimes e_0 + e_0 \otimes k_1^{\frac{1}{2}}, \quad \Delta(f_0) = \rho k_0^{\frac{1}{2}} \otimes f_0 + f_0 \otimes k_1^{\frac{1}{2}}.
\end{align*}

In particular, one obtains the well-known homogeneous XXZ chain of spin-$\frac{d-2}{2}$ by setting $\rho = 1, \nu = q^{d-2}$ and the spin-$\frac{d-1}{2}$ (highest weight) representation of $U_q(sl_2)$ on $\mathbb{C}^d = \bigotimes_{k=0}^{d-1} \mathbb{C} e^k$:

$$
K^{\frac{1}{2}}(e^k) = q^{\frac{d-2}{2} n} e^k, \quad e^+ (e^k) = [k] e^{k-1}, \quad e^- (e^k) = [d-1-k] e^{k+1},
$$

(4.5)

where $[n] = [n]_q = \frac{q^n - q^{-n}}{q - q^{-1}}$ and $e^+ (e^0) = e^- (e^{d-1}) = 0$ (see, e.g. [32, 42, 43] and references therein).

When the anisotropic parameter $q$ in (4.1) is a $N$th primitive root of unity, there is a three-parameter family of $U_q(sl_2)$-cyclic representation on $\mathbb{C}^N$, $s_{\phi, \phi', \varepsilon}$ labeled by non-zero complex numbers $\phi, \phi', \varepsilon$:

$$
K^{\frac{1}{2}}(\hat{k}) = q^{\frac{N-1}{2} \phi q^\varepsilon \hat{k}}, \quad e^+ (\hat{k}) = q^{\frac{N-1}{2} \phi' q^{-\varepsilon} \hat{k} + 1}, \quad e^- (\hat{k}) = q^{\phi q^{\varepsilon} \hat{k} - q^{-\varepsilon} \hat{k} + 1},
$$

(4.6)

(see, e.g. [22, 25]), where $\hat{k}$ $(k \in \mathbb{Z}_N)$ are the Fourier basis of $\mathbb{C}^N$ in (1.2). With the cyclic representation $s_{\phi, \phi', \varepsilon}$ on $L$ in (4.3), the monodromy matrix

$$
\bigotimes_{\ell=1}^{L} L_{\ell}(s) = \left( \begin{array}{cc} A(s) & B(s) \\ C(s) & D(s) \end{array} \right), \quad L_{\ell}(s) = s_{\phi, \phi', \varepsilon} L(s),
$$

(4.7)

\footnote{A_{\pm}, D_{\pm}, B_{\pm}, C_{\pm} here differ those in [48] by some scales. Indeed, those in (4.4) are equal to $\rho^{-2} A_{\pm}, \rho^2 D_{\pm}, \nu \frac{\bar{K}}{q} B_{\pm}, \nu \frac{\bar{K}}{q} C_{\pm}$ in [48].}
gives rise to the transfer matrix of XXZ chain for the \( U_q(sl_2) \)-cyclic representation \( s_{\phi,\phi',\varepsilon} \) with the boundary condition (2.3):

\[
\mathcal{T}(s) = \mathcal{A}(s) + q^{-2r} \mathcal{D}(s) = (\otimes s_{\phi,\phi',\varepsilon}) \mathcal{t}(s).
\]  

(4.8)

It is known that the above XXZ chains of \( U_q(sl_2) \)-cyclic representation (4.8) are equivalent to the \( \tau^{(2)} \)-models (2.4) [47]. For simplicity, hereafter in this paper we shall consider only the odd \( N \) case for the \( N \)th root-of-unity \( q \):

\[
N = 2M + 1, \quad q := \omega^M \left( = \omega^{\frac{1}{2}} \right).
\]

Now the cyclic representation (4.6) can be expressed by Weyl operators (1.3):

\[
K_{\frac{1}{2}} = q^{\frac{\phi'-\phi}{2}} Z^\frac{1}{2}, \quad e^+ = q^\frac{1}{2} \frac{(q^{\phi+1}Z^\frac{1}{2} - q^{-\phi-1}Z^{-\frac{1}{2}})}{q-q^{-1}} \hat{X}, \quad e^- = q^{-\frac{1}{2}} \frac{q^{\phi'+1}Z^{-\frac{1}{2}} - q^{-\phi'-1}Z^\frac{1}{2}}{q-q^{-1}} \hat{X}^{-1}.
\]

By setting \( t = s^2 \), up to the gauge transform \( \text{dia}[1, -sq] \), the modified \( L \)-operator \( -s\nu^2 K_{\frac{1}{2}} \mathcal{L}_\ell(s) \) of (4.7) is equivalent to \( \mathcal{L}_\ell(t) \) in (2.2) by the identification of parameters:

\[
a = \rho \nu \frac{1}{1-q^{-\phi-\phi'}} - \varepsilon, \quad \omega \alpha' = \rho^2 \nu^{-1}, \quad b = \nu \frac{1}{1-q^{-\phi-\phi'}} + \varepsilon, \quad b' = \nu^{-1}, \quad c = \rho^{-1} q^{\phi-\phi'},
\]

in which case, the \( \tau^{(2)}(t; p) \) in (2.4) and \( T(s) \) in (4.8) are related by

\[
\tau^{(2)}(t; p) = (-q^{-1}s)^{\nu^2} K_{\frac{1}{2}} T(q^{-1}s), \quad t = s^2.
\]

In particular, the XXZ chain for \((\rho, \nu) = (\omega^{m-M}, 1), (\phi, \phi', \varepsilon) \equiv (-1 - m, m, M) \pmod{N} \) in the \( L \)-operator of (4.7):

\[
\mathcal{L}_\ell(s) = \begin{pmatrix} q^{1+2m} s K_{\frac{1}{2}}^{-1} - s^{-1} K_{\frac{1}{2}} & (q-q^{-1}) e^- \\ (q-q^{-1}) e^+ & s K_{\frac{1}{2}} - q^{-1-2m} s K_{\frac{1}{2}}^{-1} \end{pmatrix}
\]

(4.9)

with the \( U_q(sl_2) \)-representation

\[
K_{\frac{1}{2}} = q^{\frac{1}{2}+m} Z^\frac{1}{2}, \quad e^+ = q^\frac{1}{2} \frac{(q^{1+m}Z^\frac{1}{2} - q^{-1-m}Z^{-\frac{1}{2}})}{q-q^{-1}} \hat{X}, \quad e^- = q^{-\frac{1}{2}} \frac{q^{1+m}Z^{-\frac{1}{2}} - q^{-1-m}Z^\frac{1}{2}}{q-q^{-1}} \hat{X}^{-1},
\]

(4.10)

is equivalent to the superintegrable \( \tau^{(2)} \)-model (2.22) by the gauge \( \text{dia}[1, -sq] \) and identification of spectral parameters: \( t = s^2 \) as in [44]. Denote the local operators in the second Onsager-operator \( H_1 \) of (2.35) by

\[
H_1 = 2 \sum \ell \, S_{\ell \bar{\ell}}, \quad S^z := -\sum_{j=1}^{N-1} \omega^m \frac{Z_j}{1-\omega^{-j}}.
\]

(4.11)

Using the equality \( \sum_{j=1}^{N-1} \omega^{kj}(1-\omega^{-j})^{-1} = (N - 1 - 2k)/2 \) for \( 0 \leq k \leq N - 1 \), one finds

\[
S^z(e^k) = (k - \frac{N-1}{2}) e^k, \quad e^k := |\overline{k-m}\rangle \quad (k = 0, \ldots, N - 1).
\]

(4.12)

In terms of the above basis \( e^k \)'s, (4.10) is expressed by

\[
K_{\frac{1}{2}}(e^k) = q^{\frac{k-N\frac{1}{2}}{2}} e^k, \quad e^+(e^k) = q^{\frac{k}{2}} [N - 1 - k] e^{k+1}, \quad e^-(e^k) = q^{\frac{k}{2}} [k-1] e^{k+1},
\]

(4.13)

The \( S^z \) in Section 4.2 of [48] differs from \( S^z \) here by a minus sign.
which is equivalent to the spin-$\frac{N-1}{2}$ (highest weight) $U_q(sl_2)$-representation (4.5) by the similar isomorphism of $C^N$, $e^k \mapsto q^k e^{N-1-k}$. Note that the operator $K(= \prod_{\ell} K_\ell)$ is now expressed by $K = q^{H_1}$. It is known that conjugation of the spin-inversion of local states, $j(e^k) = e^{N-1-k}$ ($0 \leq k \leq N - 1$), of the spin representation (4.13) is given by
\[ j \cdot K^{\frac{1}{2}} \cdot j = K^{\frac{1}{2}}, \quad j \cdot e^\pm \cdot j = q^{\mp 1} e^\mp. \]

Hence the local $L$-operator $L_\ell(s)$ in (4.9) at the site $\ell$ is gauge-equivalent to the transpose of $L_\ell(-q^{-1-2m}s^{-1})$ by the diagonal matrix dia[$q, 1$] under the conjugation of the local spin-inversion operator $j$: \[ j \cdot L_\ell(s) \cdot j = \text{dia}[q, 1] \cdot L_\ell(-q^{-1-2m}s^{-1}) \cdot \text{dia}[q^{-1}, 1]. \]

Since the monodromy matrix for the transpose $L$-operator $L_\ell(s)^t$ is conjugate to the transpose of the monodromy matrix (4.7) under the transformation of quantum space $\otimes^L C^N$ sending $\otimes^L_{\ell=1} v_\ell \rightarrow \otimes^L_{\ell=1} v_\ell'$ with $v_{L+1-\ell} = v_\ell$, we find that the monodromy entries in (4.7) satisfies the inversion property:
\[ j \cdot A(s) \cdot j = A(-q^{-1-2m}s^{-1}), \quad j \cdot B(s) \cdot j = C(-q^{-1-2m}s^{-1}) q, \quad j \cdot C(s) \cdot j = C(-q^{-1-2m}s^{-1}) q^{-1}, \quad j \cdot D(s) \cdot j = D(-q^{-1-2m}s^{-1}) q \] (4.14)
where $j$ is the spin-inversion operator of quantum spaces:
\[ j : \otimes^L C^N \rightarrow \otimes^L C^N, \quad \otimes^L_{\ell=1} e^k_\ell \mapsto \otimes^L_{\ell=1} e^{L+1-\ell}_\ell, \quad k_{L+1-\ell} = N - 1 - k_\ell \] (4.15)
for $0 \leq k_\ell \leq N - 1$ and $1 \leq \ell \leq L$. Using (4.12), one can express $j$ in terms of local spin basis in (1.2) by
\[ j |k_1, \ldots, k_L\rangle = |k_1', \ldots, k_L'\rangle, \quad j |\sigma_1, \ldots, \sigma_L\rangle = \omega^{-1+2m} \sum_{\ell} \sigma_\ell |\sigma_1', \ldots, \sigma_L'\rangle, \quad |\sigma_{L+1-\ell}\rangle := |-\sigma_\ell\rangle, \] (4.16)
which defines an isomorphism between $V_{r,Q}$ and $V_{r,Q'}$ with the charge relation $Q + Q' \equiv -(1+2m)L$. Hence $K^{\frac{1}{2}}$ and the Hamiltonian $H(k')$ with boundary condition $r$ in (2.35) satisfy the following $j$-conjugation relations:
\[ j \cdot K^{\frac{1}{2}} \cdot j = K^{\frac{1}{2}}, \quad j \cdot H(k') \cdot j = H(-k'). \] (4.17)

4.2 Degeneracy of XXZ-chain with spin-$\frac{N-1}{2}$ $U_q(sl_2)$-representation and super-integrable $\tau^{(2)}$-model

In this subsection, we study the $sl_2$-loop-algebra symmetry of spin-$\frac{N-1}{2}$ XXZ-chain with $L$-operator in (4.9). The leading and lowest terms $A_\pm, B_\pm, C_\pm, D_\pm$ of monodromy entries (4.7) are obtained by employing the representation (4.10) (or equivalently (4.13) ) in (4.4), and they satisfy the condition of ABCD-algebra:
\[ [A(s), A(s')] = [B(s), B(s')] = [C(s), C(s')] = [D(s), D(s')] = 0; \]
\[ A(s)B(s') = f_{s,s'}B(s')A(s) - g_{s,s'}B(s)A(s'), \]
\[ A(s)C(s') = f_{s',s}C(s')A(s) - g_{s',s}C(s)A(s'), \quad (A \leftrightarrow D \text{ and } B \leftrightarrow C), \] (4.18)
where \( f_{s,s'} := \frac{s^2 q^2 - s'^2 q^2}{q(s^2 - s'^2)} \), \( g_{s,s'} := \frac{s'(q^2 - 1)}{q(s^2 - s'^2)} \). Then follow the relations

\[
\mathcal{A}(s) \prod_{i=1}^{n} \mathcal{B}(s_i) = \left( \prod_{i=1}^{n} f_{s,i} \right) \left( \prod_{i=1}^{n} \mathcal{B}(s_i) \right) \mathcal{A}(s)
- \sum_{k=1}^{n} g_{s,k} \left( \prod_{i=1, i \neq k}^{n} f_{k,i} \right) \mathcal{B}(s) \prod_{i=1, i \neq k}^{n} \mathcal{B}(s_i) \mathcal{A}(s_k),
\]

\[
\mathcal{D}(s) \prod_{i=1}^{n} \mathcal{B}(s_i) = \left( \prod_{i=1}^{n} f_{i,s} \right) \left( \prod_{i=1}^{n} \mathcal{B}(s_i) \right) \mathcal{D}(s)
- \sum_{k=1}^{n} g_{k,s} \left( \prod_{i=1, i \neq k}^{n} f_{i,k} \right) \mathcal{B}(s) \prod_{i=1, i \neq k}^{n} \mathcal{B}(s_i) \mathcal{D}(s_k);
\]

(4.19)

\[
(A \leftrightarrow \mathcal{D} \text{ and } B \leftrightarrow C),
\]

here we write only \( i \) for \( s_i \) in the subscripts of \( f_{s,s'}, g_{s,s'} \). With \( s \) or \( s' \) tends to \( \infty, 0 \) in (4.18), one finds

\[
\mathcal{A}_{\pm} \mathcal{B}(s) = \mathcal{B}(s) \mathcal{A}_{\pm} q^\pm 1,
\]

\[
\mathcal{D}_{\pm} \mathcal{B}(s) = \mathcal{B}(s) \mathcal{D}_{\pm} q^\pm 1.
\]

(4.20)

Since (4.13) is equivalent to the spin-\( \frac{N-1}{2} \) highest weight \( U_q(sl_2) \)-representation, one may define the normalized \( n \)th power of \( \mathcal{B}_{\pm}, \mathcal{C}_{\pm} \) as in [26, 37, 38], \( \mathcal{B}_{\pm}^{(n)} = \prod_{i=1}^{n} \mathcal{B}_{\pm,1} \), \( \mathcal{C}_{\pm}^{(n)} = \prod_{i=1}^{n} \mathcal{C}_{\pm,1} \), \( (n \geq 0) \), on a generic \( q \) first, then taking the limit on the \( N \)th root of unity \( q \), where \( [n]! = \prod_{i=1}^{n} [i] \) and \( [0]! := 1 \). By induction argument, one finds the following expression of \( \mathcal{B}_{\pm}^{(n)}, \mathcal{C}_{\pm}^{(n)} \):

\[
\mathcal{B}_{\pm}^{(n)} = \sum_{0 \leq k_i < N, k_1 + \cdots + k_L = n} \frac{1}{[k_1]! \cdots [k_L]!} \otimes_{i=1}^{L} K_i^{\pm \frac{1}{2} \left( \sum_{j<i} - \sum_{j>i} \right) k_j} \left( e_i^\pm \right)^{k_i} \rho^\pm \left( \sum_{j<i} k_j \right),
\]

\[
\mathcal{C}_{\pm}^{(n)} = \sum_{0 \leq k_i < N, k_1 + \cdots + k_L = n} \frac{1}{[k_1]! \cdots [k_L]!} \otimes_{i=1}^{L} K_i^{\pm \frac{1}{2} \left( \sum_{j<i} - \sum_{j>i} \right) k_j} \left( e_i^\pm \right)^{k_i} \rho^\pm \left( \sum_{j<i} k_j \right),
\]

(4.21)

where \( \rho = q^{-2m-1} (= \omega^{-M}) \). By setting \( s_i = xq^{-i} \) \( (i = 1, \ldots, n) \) in (4.19), with the same argument in [37] Section 3, [38] Section 4 or [43] Section 4.2, one finds the relations:

\[
\mathcal{A}(s) \mathcal{B}_{\pm}^{(n)} = q^\pm n \mathcal{B}_{\pm}^{(n)} \mathcal{A}(s) + s^\pm 1 \mathcal{B}(s) \mathcal{B}_{\pm}^{(n-1)} \mathcal{A}_{\pm},
\]

\[
\mathcal{D}(s) \mathcal{B}_{\pm}^{(n)} = q^\pm n \mathcal{B}_{\pm}^{(n)} \mathcal{D}(s) - s^\pm 1 \mathcal{B}(s) \mathcal{B}_{\pm}^{(n-1)} \mathcal{D}_{\pm},
\]

(4.22)

\( A \leftrightarrow \mathcal{D} \text{ and } B \leftrightarrow C \).

For non-negative integers \( n, n', n'' \) with \( n \equiv n' \equiv -n'' \pmod{N} \), by (4.20) and (4.22), one finds

\[
\left[ A(s), \mathcal{C}_{\pm}^{(n') \mathcal{B}_{\pm}^{(n)}} \right] = \pm s \left( \mathcal{C}_{\pm}^{(n')} \mathcal{B}(s) \mathcal{B}_{\pm}^{(n-1)} - \mathcal{C}(s) \mathcal{C}_{\pm}^{(n'-1) \mathcal{B}_{\pm}^{(n)}} \right) q^n \mathcal{A}_{\pm} q^{-n} \mathcal{D}_{\pm},
\]

\[
\left[ D(s), \mathcal{C}_{\pm}^{(n') \mathcal{B}_{\pm}^{(n)}} \right] = \pm s^{-1} \mathcal{C}_{\pm}^{(n'')} \mathcal{B}(s) \mathcal{B}_{\pm}^{(n-1)} q^{n''} \mathcal{A}_{\pm} q^{-n''} \mathcal{D}_{\pm} + s \mathcal{C}(s) \mathcal{C}_{\pm}^{(n'-1) \mathcal{B}_{\pm}^{(n)}} q^n \mathcal{A}_{\pm} q^{-n} \mathcal{D}_{\pm},
\]

(4.23)

hence

\[
\left[ T(s), \mathcal{C}_{\pm}^{(n') \mathcal{B}_{\pm}^{(n)}} \right] = s \left( \mathcal{C}_{\pm}^{(n')} \mathcal{B}(s) \mathcal{B}_{\pm}^{(n-1)} - \mathcal{C}(s) \mathcal{C}_{\pm}^{(n'-1) \mathcal{B}_{\pm}^{(n)}} \right) (q^n \mathcal{A}_{\pm} - q^{2r-n} \mathcal{D}_{\pm}),
\]

\[
\left[ T(s), \mathcal{C}_{\pm}^{(n'')} \mathcal{B}_{\pm}^{(n)} \right] = -s^{-1} \mathcal{C}_{\pm}^{(n'')} \mathcal{B}(s) \mathcal{B}_{\pm}^{(n-1)} (q^{n''} \mathcal{A}_{\pm} - q^{-n''} \mathcal{D}_{\pm}) - s \mathcal{C}(s) \mathcal{C}_{\pm}^{(n'-1) \mathcal{B}_{\pm}^{(n)}} (q^n \mathcal{A}_{\pm} - q^{2r-n} \mathcal{D}_{\pm}),
\]

(4.24)

Similarly, we have

\[
\left[ T(s), \mathcal{B}_{\pm}^{(n')} \mathcal{C}_{\pm}^{(n)} \right] = -s \left( \mathcal{B}_{\pm}^{(n')} \mathcal{C}(s) \mathcal{C}_{\pm}^{(n-1)} - \mathcal{B}(s) \mathcal{B}_{\pm}^{(n'-1) \mathcal{C}_{\pm}^{(n)}} \right) (q^{-n} \mathcal{A}_{\pm} - q^{2r+n} \mathcal{D}_{\pm}),
\]

\[
\left[ T(s), \mathcal{B}_{\pm}^{(n'')} \mathcal{C}_{\pm}^{(n)} \right] = -s^{-1} \mathcal{B}_{\pm}^{(n'')} \mathcal{C}(s) \mathcal{C}_{\pm}^{(n-1)} \mathcal{B}(s) \mathcal{B}_{\pm}^{(n'-1) \mathcal{C}_{\pm}^{(n)}} (q^n \mathcal{A}_{\pm} - q^{2r+n} \mathcal{D}_{\pm}),
\]

\[
\left[ T(s), \mathcal{B}_{\pm}^{(n')} \mathcal{C}_{\pm}^{(n)} \right] = -s^{-1} \left( \mathcal{B}_{\pm}^{(n')} \mathcal{C}(s) \mathcal{C}_{\pm}^{(n-1)} - \mathcal{B}(s) \mathcal{B}_{\pm}^{(n'-1) \mathcal{C}_{\pm}^{(n)}} \right) (q^n \mathcal{A}_{\pm} - q^{2r-n} \mathcal{D}_{\pm}),
\]

\[
\left[ T(s), \mathcal{B}_{\pm}^{(n'')} \mathcal{C}_{\pm}^{(n)} \right] = -s^{-1} \left( \mathcal{B}_{\pm}^{(n'')} \mathcal{C}(s) \mathcal{C}_{\pm}^{(n-1)} \mathcal{B}(s) \mathcal{B}_{\pm}^{(n'-1) \mathcal{C}_{\pm}^{(n)}} \right) (q^n \mathcal{A}_{\pm} - q^{2r-n} \mathcal{D}_{\pm}),
\]
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and
\[
\begin{align*}
[T(s), C_-(n) B_+^{(n)}] &= s C_-(n) B(s) B_+^{(n-1)} (q^{-n} q^n A_+ - q^{n-2r} D_+) - s^{-1} C(s) C_-(n) B_+^{(n)} \\
[T(s), B_+^{(n)} C_-^{(n)}] &= -s B_+^{(n)} C(s) C_-^{(n-1)} (q^n A_+ - q^{n-2r} D_+) + s^{-1} B(s) B_+^{(n-1)} C_-^{(n)} \\
[T(s), B_-^{(n)} C_+^{(n)}] &= -s^{-1} B_-^{(n)} C(s) C_+^{(n-1)} (q^n A_+ - q^{n-2r} D_+) + s B(s) B_-^{(n-1)} C_+^{(n)}.
\end{align*}
\]

Using the above formulas, we can generalize the results in [37, 38, 43, 49] as follows:

**Lemma 4.1** The superintegrable \(\tau^{(2)}\)-model \(\tau^{(2)}(t)\) (2.23) with the L-operator (2.22) is equivalent to the XXZ chain \(T(s)\) (4.8) defined by the L-operator (4.9) employing the representation (4.10), so that the equality holds\(^{11}\):

\[
\tau^{(2)}(t) = (-q^{-1}s)L^{-1}K^{-1}T(q^{-1}s), \quad t = s^2.
\]

Indeed, the monodromy entries (2.2), (4.7) of \(\tau^{(2)}\)-model and XXZ chain (respectively) are related by

\[
\frac{A(t)}{D(t)} = (-s)^L K^{-1} A(s), \quad \frac{B(t)}{C(t)} = (-s)^L 1 q^{-1} K^{-1} B(s).
\]

Then the relation (2.23) in \(\tau^{(2)}\)-model is equivalent to the following one in XXZ chain:

\[
(-s)^L K^{-1} T(s) = q^{2P_++J}(1 - q^{2m+2}s_2^2)^L \prod_{i=1}^{N} f_{s,i} + q^{-2P_+-J}(1 - q^{2m}s_2^2)^L \prod_{i=1}^{N} f_{s,i}.
\]

where \(f_{s,i}, f_{s,i}\) are in (4.19) for the roots \(s_i^2 = -(\omega\nu_i)^{-1}\) of \(F(t)\) in (2.23), satisfying the Bethe equation equivalent to (2.24):

\[
(1 - q^{2m+2}s_j^2)^L = -q^{-2P_++P_+} \prod_{i=1}^{N} \frac{q^{2s_i^2} - s_j^2}{s_i^2 - q^{2m}s_j^2}, \quad j = 1, \ldots, J.
\]

Both the operators \(\tau^{(2)}(t)\) and \(T(s)\) (on the quantum space \(V_{r,Q}\)) commute with

\[
C_+^{(n')} B_+^{(n)}, \quad B_+^{(p')} C_+^{(p)}, \quad C_-^{(n')} B_-^{(n)}, \quad B_-^{(p')} C_-^{(p)}
\]

where \(B_+^{(n)}, C_+^{(n)}\) are defined in (4.21) with non-negative integer powers satisfying

\[
\begin{align*}
n_+ &\equiv n' + \equiv -p_+ \equiv -p_+ \equiv Q - r, \\
n_- &\equiv n' \equiv -p_- \equiv -p_- \equiv (1 + 2m)L + Q + r(\equiv P_+ - P_0) \pmod{N}.
\end{align*}
\]

When \(2r + (2m+1)L \equiv 0\), \(\tau^{(2)}(t)\) and \(T(s)\) commute with

\[
C_+^{(n')} C_-^{(n)}, \quad B_+^{(p')} C_+^{(p)}, \quad B_-^{(p')} C_-^{(p)}
\]

where \(n, n'\) are non-negative integers satisfying \(n \equiv -n' \equiv Q + L(m - M)(\equiv -H_1) \pmod{N}.

\(^{11}\)The relation (4.26) here is the same as formula (4.9) in [44].
Proof. By the discussion in Subsection 4.2, (4.26) and (4.27) are easily obtained, then follow the relations (4.28) and (4.29). By (4.10), \( K = q^{L(1+2m)} \hat{Z}^{-1} = \omega^{L(M-m)} X^{-1} \). Since (4.23) and (4.24) are zeros whenever the last terms in the formulas vanish, the expression of \( A_\pm, D_\pm \) in (4.4), together with (4.20), implies that the operators in (4.30) commute with \( T(s) \) and \( K \), hence also with \( \tau^{(2)}(t) \) by (4.26). Using (4.23) and (4.25), \( T(s) \) commutes with operators in (4.32) if \( Kq^{-2n} = \rho^{-L} q^{2r} = \rho^{L} q^{-2r} \), hence follows the conclusion by the assumption of odd \( N = 2M + 1 \). □

By (4.24), \( \tau^{(2)}(t) \) and \( T(s) \) in the above lemma can also be regarded as the transfer matrices of the dual \( \tau^{(2)} \)-model \( \tau^{(2)}(t) \) in (2.19), and its equivalent XXZ chain \( T(s) \) defined by (4.9) and (4.10): \( \tau^{(2)}(t) \) and \( T(s) \) commute with the boundary condition \( r^* = Q \). Then \( \tau^{(2)}(t) \) and \( T(s) \) commute on \( V_{r^*} \), \( Q^* \) (\( Q^* = r \)) with the operators \( C^{(n)}_\pm B^{(n)}_\pm \) as in (4.30) with \( n = n^\pm, p^\pm \) defined by \( r^*, Q^* \) in (4.31). Since \( n^\pm = p^\pm, n^\pm = n^- \), the \( \tau^{(2)} \)-duality relation in (2.19) in turn yields the commutativity of \( V_{r^*} \)-operators \( \tau^{(2)}(t), T(s) \) and

\[
\Psi^{-1}C^{(p^\pm)}_+ B^{(p^\pm)}_+ \Psi, \quad \Psi^{-1}B^{(n^\pm)}_+ C^{(n^\pm)}_+ \Psi, \quad \Psi^{-1}C^{(n^\pm)}_- B^{(n^\pm)}_- \Psi, \quad \Psi^{-1}B^{(n^\pm)}_- C^{(n^\pm)}_- \Psi (4.33)
\]

with \( \Psi \) in (2.20), and non-negative-integer powers in (4.31). Furthermore, when \( 2Q + (2M+1)L \equiv 0 \), \( \tau^{(2)}(t) \) and \( T(s) \) commute with

\[
\Psi^{-1}C^{(n^\pm)}_+ B^{(n^\pm)}_+ \Psi, \quad \Psi^{-1}C^{(n^\pm)}_- B^{(n^\pm)}_- \Psi, \quad \Psi^{-1}B^{(n^\pm)}_- C^{(n^\pm)}_- \Psi, \quad \Psi^{-1}B^{(n^\pm)}_+ C^{(n^\pm)}_+ \Psi (4.34)
\]

with \( n^\pm = -n^\pm \equiv r + L(m-M)(\equiv -H_0) \pmod{N} \).

By (4.31), the powers of operators in (4.30), (4.33) (or (4.32), (4.34)) are all \( N \)-multiples if and only if \( Q = r, P_a = P_b = 0 \), which is equivalent to those sectors in \( I_+ \cap I_- = i_+ \cap i_- \) by (2.50). In this situation, (4.30) are generated by \( B^{(N)}_\pm, C^{(N)}_\pm \) as the Chevalley generators \( E_0, E_1 \) respectively, which give rise to a \( sl_2 \)-loop-algebra on a sector in \( V_{r^*}, Q^* \) (\( r = Q = \frac{(1+2m)L}{2} \)) with the Bethe state as the highest (or lowest) weight vector ([37, 38, 49] for the case \( r = m = 0 \) [43] for the case \( r = 0, m = M \) and [48]). Furthermore, the Bethe state of each sector in (2.48) was obtained in [48] Section 4.2 by the algebraic-Bethe-ansatz method as follows. With the local basis \( e^k_\ell \)'s in (4.12), we define the pseudo-vacuum of \( \tau^{(2)}(t) \) by

\[
\Omega^+ (= \Omega^+) := \bigotimes_{\ell=1}^L e^N_{\ell}, \quad \Omega^-(= \Omega^-) := \bigotimes_{\ell=1}^L e^0_{\ell}, \quad \left( e^k_{L+1} = \omega^{r(k-m)} e^k_1 \right), (4.35)
\]

which can also expressed by \( \Omega^\pm = |k^\pm_1, \ldots, k^\pm_L \rangle \) (\( |k^\pm_L+1 \rangle = \omega^{-rk_1} |k^\pm_L \rangle \)) with \( k^\pm_\ell = N - 1 - m \) and \( k^\pm_\ell = -m \) for all \( \ell \). Then

\[
C(t) \Omega^+ = C(s) \Omega^+ = 0, \quad B(t) \Omega^- = B(s) \Omega^- = 0
\]

\[
A(t) \Omega^+ = \left( \frac{(1-\omega^{m-1-t})L}{(\omega^{m-1-t})L} \right) \Omega^+ \quad (\Leftrightarrow A(s) \Omega^+ = \left( \frac{(q^{2m+3/2}-s^{-1}q^{-1/2})L}{(q^{2m+1/2}-s^{-1}q^{-1/2})L} \right) \Omega^+),
\]

\[
D(t) \Omega^- = \left( \frac{(1-\omega^{m-2-t})L}{(\omega^{m-2-t})L} \right) \Omega^- \quad (\Leftrightarrow D(s) \Omega^- = \left( \frac{(q^{2m+1/2}-s^{-1}q^{-1/2})L}{(q^{2m+3/2}-s^{-1}q^{-1/2})L} \right) \Omega^-),
\]

\[12\]The \( N \)-th root of unity and spectral parameters in [43] (for the case \( d = N \)) are slightly different with those used in this paper. Indeed with the same \( N \)-th root of unity \( q \), the \( \omega, s, t \) and \( t' \) (in Section 4.3), of [43] are respectively equal to \( \omega^{-1}, sq^{-N-2}, t, t' \) and \( t' \) here. The Bethe equation (4.22)_{d=N} for the eigenvalue (4.21)_{d=N} in [43] can be identified with (4.29) and \( K -(4.28) \) in the \( I_+ \)-sectors for the case \( m = M, r = 0 \) here.
where $A, B, \ldots$ and $A, B, \ldots$ are the monodromy-entries in (2.2) and (4.7) respectively. Define

$$
\psi^+ = \psi^+(v_1^+, \ldots, v_J^+) = \prod_{j=1}^J B(-\omega v_j^+)\Omega^+_j, \\
\psi^- = \psi^-(v_1^-, \ldots, v_J^-) = \prod_{j=1}^J C(-\omega v_j^-)\Omega^-_j,
$$

(4.36)

where $v_j^+$'s are Bethe roots (2.24) of $F(t)$ in (2.23). Then $\psi^\pm$ is the Bethe state of $I_\pm$-sectors respectively with $J$ and quantum numbers in (2.50). By the commutation relation between $B(t), C(t)$ and $H_1$ in (2.35), $[H_1, B(t)] = -2B(t), [H_1, C(t)] = 2C(t)$, and using (2.48), one finds $(H_1 - b)\psi^\pm = \pm NmE\psi^\pm$ (respectively) where $b$ is the linear term in (2.36). Hence $\psi^\pm$ can be identified with the basis element $\bar{\psi}(\pm; k')$ of $E_{F(P_a, P_b)}$ at $k' = \infty$ in (2.41)\(^{13}\):

$$
\psi^+_\parallel = \bar{\psi}(+, \ldots, +), \quad \psi^-_\parallel = \bar{\psi}(-, \ldots, -).
$$

With the same Bethe-state argument for the dual model $\tau(2)^\dagger(t)$, through the duality correspondence (2.19), $\tau(2)^\dagger$-Bethe states are converted to Bethe states of $\tau(2)(t)$ via the isomorphism $\Psi$ in (2.20):

$$
\phi^+ = \phi^+(v_1^+, \ldots, v_J^+) = \prod_{j=1}^J B(-\omega v_j^+)\Psi^{-1}\Omega^+_Q = \Psi^{-1}\prod_{j=1}^J B(-\omega v_j^+)\Omega^+_Q, \\
\phi^- = \phi^-(v_1^-, \ldots, v_J^-) = \prod_{j=1}^J C(-\omega v_j^-)\Omega^-_Q = \Psi^{-1}\prod_{j=1}^J C(-\omega v_j^-)\Omega^-_Q,
$$

(4.37)

where $\Psi^{-1}\Omega^\pm_Q = |Q; n_1^\pm, \ldots, n_L^\pm\rangle (\parallel(n_{L+1}^\pm) = \omega^{-Qn_1^\pm}|(n_1^\pm))$ with $n_1^+ = N - 1 - m$ and $n_1^- = -m$ for all $\ell$. Then $\phi^\pm$ are the Bethe states of $i_\pm$-sectors (respectively) with quantum numbers in (2.50). By (2.44), $\phi^\pm$ can be identified with the basis element $\bar{\phi}(\pm; k')$ of of $E_{F(P_a, P_b)}$ in (1.1) at $k' = 0$:

$$
\phi^+_\parallel = \bar{\phi}(+, \ldots, +), \quad \phi^-_\parallel = \bar{\phi}(-, \ldots, -).
$$

Under the dual correspondence (2.53), $\Psi : E_{F(P_a, P_b)} \simeq E_{F(P_a, P_b)}$, the Bethe states $\psi^\pm, \phi^\pm$ are identified with $\phi^\pm, \psi^\pm$ respectively.

By (4.14) and (4.27), the $j$-conjugate relation of monodromy entries (2.2) of $\tau(2)$-model $\tau(2)(t)$ (= $\tau(2)^\dagger(t)$ for $j$ in (4.15) are given by

$$
J^A(t)D(t)\cdot J = (-t)^L q^{(1+2m)L}K_A^{(\omega^{1+2m}t^{-1})}, \quad J^\dagger B(t)C(t)\cdot J = (-t)^L q^{(1+2m)L}K_C^{(\omega^{1+2m}t^{-1})}q^{2m}.
$$

(4.38)

By (2.4), the $\tau(2)$-matrix satisfy the following inversion relation:

$$
J^\dagger A(t)D(t)\cdot J = (-t)^L q^{-L}K^{\tau(2)}(\omega^{m-1}t^{-1}), \\
J^\dagger B(t)C(t)\cdot J = (-t)^L q^{-L}K^*\tau(2)^*(\omega^{m-1}t^{-1})
$$

(4.39)

where $J^\dagger = \Psi^{-1}j\Psi, K^* = \Psi^{-1}K\Psi$ with $\Psi$ defined in (2.20). Note that in general $J^\dagger \neq J$. The first relation in (4.39) holds only for sectors with the same boundary condition $r$, and the second relation, induced from $\tau(2)^\dagger(t)$-matrix via the identification (2.19) and (2.42), holds for sectors with the same charge $Q$. Then $j$ or $j^\dagger$ permute the $\tau(2)$-eigenspaces $E_{F(P_a, P_b)}$'s. Indeed, we have the following result:

\[^{13}\text{The } \bar{\psi}(\pm, \ldots, \pm; \infty) \text{ in } [48] \text{ Section 4.2 are equal to } \bar{w}(\pm, \ldots, \pm; \infty) \text{ in this paper.}\]
Proposition 4.1. Under the spin-inversion operator $j$ or $j^*$, the $\tau^{(2)}$-eigenspaces and Bethe states (4.36) or (4.37) are in one-to-correspondence:

$$j : (\mathcal{E}_{F,P_a,P_b}, \psi^\pm) \in I_\pm \leftrightarrow (\mathcal{E}_{F',P'_a,P'_b}, \psi^\mp) \in I_{\mp},$$

$$j^* : (\mathcal{E}_{F,P_a,P_b}, \phi^\pm) \in i_\pm \leftrightarrow (\mathcal{E}_{F',P'_a,P'_b}, \phi^\mp) \in i_{\mp},$$

such that $(F, P_a, P_b)$ and $(F', P'_a, P'_b)$ are related by (2.55) with the results in Lemma 2.1 valid for their $\tau^{(2)}$-eigenvalues and evaluation polynomials. Furthermore, the isomorphism in (4.40) induces the inversion relation between the correspondence of $k'$ and $(-k')$-eigenvectors in (2.63).

Proof. By (4.39), $j(\mathcal{E}_{F,P_a,P_b})$ or $j^*(\mathcal{E}_{F',P'_a,P'_b})$ are $\tau^{(2)}$-eigenspaces. Let $\nu_j = \nu_j^\pm (1 \leq j \leq J)$ be the Bethe roots in the definition of Bethe state $\psi^\pm, \phi^\pm$ of $\mathcal{E}_{F,P_a,P_b}$ in (4.36) or (4.37). Since $j(\Omega_\pm^\mp) = \Omega_\mp^\pm$ and $j^*(\Omega^\pm_{Q'}^\pm) = \Omega^\mp_{Q'}$, using the $j$-conjugate relations of $B(t), C(t)$ in (3.28), one finds $j(\psi^\pm) = \psi^\mp, j^*(\phi^\pm) = \phi^\mp$, and the Bethe roots, $\nu_j = \nu_j^\pm$ and $\nu_j^\prime = \nu_j^\mp$, are related by (2.54).

Hence $(F, P_a, P_b)$ and $(F', P'_a, P'_b)$ satisfy conditions in Lemma 2.1, where the eigenvalue relations in Lemma 2.1 (ii) are equivalent to (4.39) with $q^{-L}K = \omega^{-LM}X^{-1}$ and $q^{-L}K^* = \omega^{-LM-r}$. Then we obtain the isomorphism of sectors in (4.40). In order to show (2.63), we first consider the $I_\pm$-sector case. By (4.17), $j(\tilde{E}(s; k'))$ is a $H(-k')$-eigenvector in $\mathcal{E}_{F',P'_a,P'_b}$ with the eigenvalue $\tilde{E}(s; k')$ in (2.40). As $j$ is an isometric isomorphism, $j(\tilde{w}(s; k')) = \tilde{w}^\prime(s' ; -k')$ for some $s' = (s'_1, \ldots, s'_m)$, and $\tilde{E}(s; k') = \tilde{E}'(s' ; -k') = \alpha' - \beta k' + N \sum_{i=1}^{m_E} k_i^\prime \epsilon(\theta_i^\prime; -k')$. Hence $\alpha + k' \beta = \alpha' - \beta k'$ as in (2.60).

Using (2.28) and (2.57), one finds $\theta_i + \theta_i^\prime = \pi, \epsilon(\theta_i; k') = \epsilon(\theta_i^\prime; -k')$, hence $s_i^\prime = -s_i$ for all $i$. Therefore $j$ induces the correspondence in (2.63) for $I_\pm$-sectors. Using the $j$-correspondence (2.63) about $I_\pm$-sectors for the dual $\tau^{(2)}$-model, together with the duality correspondence (2.44), one obtains $j^*$ in (4.40) gives rise to the inverse correspondence (2.63) for $i_\pm$-sectors. $\Box$

Remark. (I) The isomorphism (2.63) in Proposition 4.1 for $k' = \infty$ or 0 with $s_i = \pm 1$ for all $i$ is the same as the correspondence of Bethe states in (4.40) by (3.12). Indeed, (2.63) induces the correspondence of $\tau^{(2)}$-eigenvectors in (3.12):

$$I_\pm \ni \mathcal{E}_{F,P_a,P_b} \ni \tilde{u}(s_1, \ldots, s_{m_E}) \leftrightarrow \tilde{u}^\prime(-s_1, \ldots, -s_{m_E}) \in \mathcal{E}_{F',P'_a,P'_b} \subset I_{\mp},$$

$$i_\pm \ni \mathcal{E}_{F,P_a,P_b} \ni \tilde{u}(s_1, \ldots, s_{m_E}) \leftrightarrow \tilde{u}^\prime(1)^{m_E} \tilde{u}(-s_1, \ldots, -s_{m_E}) \in \mathcal{E}_{F',P'_a,P'_b} \subset i_{\mp}.$$

By (2.57), (3.13) and (3.14), the correspondence (4.40) induces the equivalence of the $sl_2$-product and loop-algebra structure of $\tau^{(2)}$-eigenspaces:

$$I_\pm : \; j \cdot e_i^\pm \cdot j = e_i^\mp,$$

$$j \cdot h_i \cdot j = -h_i, \; j \cdot e_i^\pm(n) \cdot j = e_i^\mp(-n), \; j \cdot h_i(n) \cdot j = -h_i(-n);$$

$$i_\pm : \; j^* \cdot e_i^\pm \cdot j^* = e_i^\mp,$$

$$j^* \cdot h_i \cdot j^* = -h_i, \; j^* \cdot e_i^\pm(n) \cdot j^* = e_i^\mp(-n), \; j^* \cdot h_i(n) \cdot j^* = -h_i(-n),$$

for $i = 1, \ldots, m_E$, and $n \in \mathbb{Z}$. In particular, the currents $E_i^\mp(\xi)$ of $\mathcal{E}_{F,P_a,P_b}$ and $E_i^\pm(\xi)$ of $\mathcal{E}_{F',P'_a,P'_b}$ in (3.17) are related by

$$j \cdot E_i^\mp(\xi^{-1}) \cdot j = -\xi E_i^\pm(\xi) \quad \text{or} \quad j^* \cdot E_i^\mp(\xi^{-1}) \cdot j^* = -\xi E_i^\pm(\xi).$$

(II) By (4.16), $j^*$ is an isomorphism between $V_{r,Q}$ and $V_{r',Q}$ with $r + r' = -(1 + 2m)L$ which sends $|Q; n_1, \ldots, n_L\rangle$ to $|Q; n'_1, \ldots, n'_L\rangle$ with $n'_i = N - 1 - 2m - n_{L+1-i}$. 
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(III) For a sector $\mathcal{E}_{F,P_a,P_b}$ in $V_{r,Q}$, operators in (4.30), (4.32), (4.33) and (4.34) can be used to describe the $\tau^{(2)}$-degeneracy of $\mathcal{E}_{F,P_a,P_b}$, where these operators, when applied to the Bethe state, are expected to generate all vectors as in $(I_+ \cap L_-)$-sectors. In the case $m = r = 0, L \equiv 0$, the loop-algebra structure of the ground-state sector (i.e. $i_-$-sector with $J = 0$) was investigated in [4, 5] through these operators with partial success. The operators $\mathbf{e}^-(n), \mathbf{e}^+(n')$ for $n \geq 1, n' \geq 0$ are constructed from (4.33), (4.34) for $(i_-)$-ground-state sector in [5] Section 3.5, but the relationship between the complete $sl_2$-loop algebra structure of $\tau^{(2)}$-eigenspace in Subsection 3.2 and operators in (4.33) and (4.34) is still unknown. However, using the local-operator form of $\mathbf{e}^\pm(n')$ for $n' \geq 1$ and the relation (3.15) or (3.16), one can derive a local-operator expression of the $sl_2$-product structure $\mathbf{e}_1^\pm$, hence $\mathbf{h}_i$ of $\mathcal{E}_{F=1,P_a,P_b=0}$. By using the Bethe state $|\Omega\rangle = \Psi^{-1}|Q^{-}\rangle$ and the relation (3.20), one then obtains the local-spin form of $\tau^{(2)}$-eigenvectors. In [4, 5], the eigenvector $\vec{v}(s_1, \ldots, s_{m_E}; k')$ of superintegrable CPM transfer matrix $T$ or $\hat{T}$ in (2.13) and (2.30) are constructed from $\vec{v}(s'_1, \ldots, s'_{m_E}; 0)$'s through linear transformations of $V_i$ in (3.1), which can be identified with the $C$-algebra spanned by $\mathbf{1}_i, \mathbf{e}_1^\pm$. Write $T, \hat{T}$ as a product of $V_i$-transformations, expressed in a rotation-operator form ([5] (130) and (137)). By the expression of $\langle \Omega|T|\Omega\rangle, \langle \Omega|\mathbf{e}_1^\pm T|\Omega\rangle$ and $\langle \Omega|\hat{T}|\Omega\rangle, \langle \Omega|\hat{T}\mathbf{e}_1^\pm|\Omega\rangle$, the local-operator form of rotation matrices are derived in [5] ((150)-(152), (161)-(162)) so that one obtains the $k'$-dependent local-spin form of $\vec{v}(s; k')$ up to a scaling factor ([5] (159)). On the other hand, through the Onsager-algebra representation generated by the quantum spin chain $H(k')$ (2.35) and using the form of (3.2) and (3.9), one may also find the expression of $\vec{v}(s; k')$ or $\vec{w}(s; k')$ in terms of $\vec{v}(s; 0)$ or $\vec{w}(s; 0)$ by (3.10). Equivalently, the formula (3.10) is the expression of $k'$-eigenvectors in terms of $\infty$-eigenvectors or 0-eigenvectors in (3.9). This approach can be applied to the general case for an arbitrary sector as well. By this method, the effort of non-trivial calculation about rotation matrices in [4, 5] can be avoided, even for the ground state sector. Hence the expression of $k'$-dependence of the CPM state vectors in the local spin basis can be obtained by (3.10) if the local-spin-vector form of $\vec{u}(s)$ in (3.12) is known. By (3.20), the CPM-eigenvector problem is then reduced to the local-spin form of the states and currents in (3.19). As the states in (3.19) are identified with the Bethe states in (4.36) or (4.37) expressed in the local spin basis, it suffices to find an equivalent form for the current $\mathbf{E}_1^\pm(\xi)$ in (3.19) in terms of monodromy entries in (4.7), given by the Fabricius-McCoy current discussed later in Section 5. Note that $\mathbf{E}_1^-(\xi)$ or $\mathbf{E}_1^+(\xi)$ is defined in (3.17), whose operator-coefficients constitute only one-half of the nilpotent part of the loop-algebra $sl_2[1, z, z^{-1}]$, in particular no Serre-relation among the generators. The structure of one-half nilpotent subalgebra is simpler than the subalgebra constructed in [5] for the ground state $i_-$-sector, but it is sufficient to produce the $sl_2$-product algebra elements in the $\tau^{(2)}$-eigenvector formula (3.20).

\[14\] In the paper we use different conventions than those in [4, 5], where $Q, m_Q, |\Omega\rangle, \langle \overline{\Omega}|$, $x_{n,Q}^\pm, \mathbf{E}_{k,Q}^\pm, H_k^Q$ are corresponding to $N - Q, m_E, \Psi^{-1}|Q^{-}\rangle, \Psi^{-1}|Q^+\rangle, \mathbf{e}_k^\pm(n), \mathbf{h}_k^Q$ here respectively.
5 The \(sl_2\)-loop-algebra Generators in Superintegrable \(\tau^{(2)}\)-model

In this section, we derive the currents in (3.19) of a superintegrable \(\tau^{(2)}(t)\) through its equivalent the XXZ chain \(\mathcal{T}(s)\) in Lemma 4.1 with the identification of spectral variables \(t = s^2\). By extending the method in [27, 43], the local-operator-representation of those currents will be obtained by the Fabricius-McCoy current which is a series in terms of the monodromy matrix (4.7) of \(\mathcal{T}(s)\). As in [43] Section 4.2, we construct the Fabricius-McCoy current for a sector in (2.48) by differentiating the relations in (4.19). For convenience, we use the subscript of variables \(s, q\) to indicate the logarithmic partial-derivative \(s \partial_s, q \partial_q, \ldots\) of an operator or function, e.g, \(B_s = s(\partial_s B), B_q = q(\partial_q B)\), \((f, s, s') = s(\partial_s f, s'), (f, s, s')' = s'(\partial_s f, s')\) etc. By the same argument in [43] Proposition 4.1, the highest weight representation (4.13) of \(U_q(sl_2)\)-operators in the monodromy matrix (4.7) yields the vanishing of averages of the off-diagonal entries, \(\langle B \rangle = \langle C \rangle = 0\), where \(\langle O \rangle = \prod_{i=0}^{N-1} O(q^i s)\). The vanishing of \(\langle B \rangle\) and \(\langle C \rangle\) mirrors the automatic vanishing of certain constraint equations in Bethe’s ansatz, hence should create the complete \(N\)-strings in the degeneracy. As in [27] (1.36)-(1.40), we replace the vanishing creation operators by derivatives of \(\langle B \rangle, \langle C \rangle\) to form the Fabricius-McCoy current of XXZ chain \(\mathcal{T}(s)\). Note that the \(s\)-derivative of \(\langle B \rangle, \langle C \rangle\) vanishes:

\[
B_s = \left( \sum_{n=0}^{N-1} B_n (s q^n) \right) \prod_{i=0, i \neq n}^{N-1} B(s q^i) = 0, \quad B \leftrightarrow C = 0, \quad (5.1)
\]

and the leading and lowest terms of the \(q\)-derivative of \(\langle B \rangle, \langle C \rangle\) are

\[
B_s^{(N)} = (2N^2)^{-1} \lim_{n \to \infty} (\pm s)^{\mp N(L-1)} \langle B \rangle_q (s),
\]

\[
C_s^{(N)} = (2N^2)^{-1} \lim_{n \to \infty} (\pm s)^{\mp N(L-1)} \langle C \rangle_q (s),
\]

by \(\prod_{i=1}^{N-1} (1 - \omega^j) = N (43) (4.34)\).

5.1 The Fabricius-McCoy current of \(I_\pm\)-sectors

For a sector in \(I_+\) of (2.48) with the Bethe state \(\psi^+ = \psi^+(v_1^+, \ldots, v_j^+)\) in (4.36), the Fabricius-McCoy current is a current in the form

\[
\mathcal{B}^{(N)}(s) = \langle B(s) \rangle_q + B^{(N)}_\varphi (s), \quad B^{(N)}_\varphi (s) = \sum_{n=0}^{N-1} \varphi (s q^n) B(s q^n) \prod_{i=0, i \neq n}^{N-1} B(s q^i), \quad (5.3)
\]

for some suitable \(\varphi(s)\) such that the following properties hold:

\[
\mathcal{T}(s) (\prod_{i=1}^n B^{(N)}(x_i)) \psi^+ = (\prod_{i=1}^n B^{(N)}(x_i)) \mathcal{T}(s) \psi^+, \quad (n \geq 1), \quad (5.4)
\]

where \(s, s', x_i \in \mathbb{C}\) ([27] (2.1)-(2.14), [43] (4.39) (4.40)). Note that \(\mathcal{B}^{(N)}(s) = \mathcal{B}^{(N)}(qs)\) by the construction of \(\mathcal{B}^{(N)}(s)\). Since \(\langle B(s) \rangle_q, B(s)\) commute with \(B(s')\) for all \(s, s'\), \([\mathcal{B}^{(N)}(s), \mathcal{B}^{(N)}(s')] = 0\). By differentiating relations in (4.19) for \(n = N\), then using the identities

\[
\begin{align*}
\sum_{i=1}^N f_{s,i} = 1, \quad (\prod_{i=1}^N f_{s,i}) = (\delta_k, n - \delta_k, n-1) \frac{2}{q-q^{-1}}, \\
(\prod_{i=1, i \neq k}^N f_{i,k}) = (\delta_k, n - \delta_k, n+1) \frac{2}{q-q^{-1}}, 
\end{align*}
\]

\footnote{Here we assume \((\delta, \pm) = (e^\pm)\) so that \([\langle B(s) \rangle_q, \langle B(s') \rangle_q] = 0\).}
for \( s_i = xq^i \) \((1 \leq i \leq N)\), one finds the following relations between \( A(s), D(s) \) and \( B^{(N)}(x) \) in (5.3):

\[
\begin{align*}
[A(s), B^{(N)}(x)] &= \frac{2B(s)}{q^2 - 1} \sum_{k=0}^{N-1} g_{s,k}(\varphi(xq^{k+1}) - \varphi(xq^k) - 1)(\prod_{i \neq k} B(xq^i))A(xq^k); \\
[D(s), B^{(N)}(x)] &= \frac{2B(s)}{q^2 - 1} \sum_{k=0}^{N-1} g_{s,k}(\varphi(xq^{k-1}) - \varphi(xq^k) + 1)(\prod_{i \neq k} B(xq^i))D(xq^k),
\end{align*}
\]

(5.5)

(for the details, see [43] Section 4.2). Using \( B = 0 \), one can show the relations

\[
\left( \prod_{i=1}^{N-1} B(sq^i) \right)^{\frac{A(s)}{D(s)}} \prod_{i=1}^{n} B^{(N)}(x_i) \psi^+ = \frac{\alpha(s)}{d(s)} L_i \prod_{j=1}^{J} f_{s,j} \left( \prod_{i=1}^{N-1} B(sq^i) \right) \prod_{i=1}^{n} B^{(N)}(x_i) \psi^+,
\]

(5.6)

where \( s, x_i \in \mathbb{C} \), \( s_j^2 = -1 - (\varphi^+)_j \) as in (4.29), \( \alpha(s) := sq^{2\frac{m+3}{2}} - s^{-\frac{1}{2}}d(s) := sq^{-\frac{1}{2}} - s^{-\frac{1}{2}}q^{-2m-\frac{1}{2}} \), by induction first on \( n = 0 \) by (4.19) with the Bethe roots \( s_i \) \((i = 1, \ldots, J)\), then applying \( \prod_{i=1}^{N-1} B(sq^i) \) on relations in (5.5) for the general \( n \). Evaluating (5.5) on the Bethe state \( \psi^+ \), then using (5.6) in (5.7) with \( s = xq^k \) \((0 \leq k \leq N - 1)\), the identity (5.4) for \( n = 1 \) is equivalent to the following constraint of \( \varphi(s) \):

\[
(\varphi(s) - \varphi(q^{-1}s) - 1)(1 - \omega^{-m}t)L F(t) = (\varphi(q^{-1}s) - \varphi(q^{-2}s) - 1)(1 - \omega^{-m}t)L F(\omega t)\omega^{P_b + P_a}.
\]

(5.8)

By (2.25) and (2.27), \( P_{ev}(t^N) \) can be written in the form,

\[
P_{ev}(t^N)\omega^{P_b} P(0) = \omega^{P_a} P(t) = \sum_{k=0}^{N-1} p(\omega^k t), \quad p(t) := \frac{(1 - t^N)L t^{-(P_a + P_b)}}{(1 - \omega^{-m}t)L F(t)\omega^t}.
\]

Since \( p(t) \) satisfies the relation (5.8), \( \varphi(s) - \varphi(q^{-1}s) - 1 = \alpha(t^N)p(t) \) for some \( t^N \)-function \( \alpha \).

Then \( \alpha(t^N) = -\frac{N}{\omega^{P_b} P(t)} \) by \( \varphi(s) = \varphi(q^N s) \), and the solution of \( \varphi \)-function in (5.8) is uniquely, up to additive \( s^N \)-functions (which define the current in (5.3) by \( B = 0 \)), given by

\[
\varphi(s) = \sum_{k=1}^{N} \frac{kp(\omega^{k-1}t)}{P_{ev}(t^N)\omega^{P_b} P(0)} \cdot \left( \frac{\sum_{k=1}^{N} kp(\omega^{k-1}t)}{\omega^{P_b} P(t)} \right).
\]

(5.9)

With the above \( \varphi(s) \) in (5.3), we define the Fabrizius-McCoy current \( B^{(N)}(s) \) satisfying (5.4) for \( n = 1 \). By replacing \( \psi^+ \) by \( \prod_{i=1}^{n} B^{(N)}(x_i) \psi^+ \), and using (5.5) and (5.5) in the above argument, the relation (5.4) follows by induction for the general \( n \). Furthermore, using the method in [27] ((3.1)-(3.5)), one can show the poles of \( B^{(N)}(s) \) equal to zeros of \( P_{ev}(t^N) \), first by the Bethe equation (2.24), to determine the behavior of \( \varphi(s)P_{ev}(t^N) \) near a pole \( t = -\omega^{1+n}q^+_i \) \((1 \leq n \leq N)\) as

\[
\varphi(s)P_{ev}(t^N) \rightarrow \frac{1 - N\delta_{n,N}}{1 + \omega^{1+n}q^+_i t} \cdot \frac{(-\omega)^{P_a + P_b}(v_i^+)^{(-N+1)L + P_a + P_b + 2J-2}(v_i^+ - 1)_{L}}{\omega^{P_b} P(0)(1 - \omega)(v_i^+ + \omega^{-1-m}) \prod_{j \neq i}(v_i^+ - v_j^+)(v_j^+ - v_j^+)}.
\]

then by (5.1), the current \( P_{ev}(t^N)B^{(N)}(s) \) in (5.3) near \( t = -\omega^{1+n}q^+_i \) \((1 \leq n \leq N)\) as

\[
\frac{1 - N}{1 + \omega^{1+n}q^+_i t} \cdot \frac{(-\omega)^{P_a + P_b}(v_i^+)^{(-N+1)L + P_a + P_b + 2J-2}(v_i^+ - 1)_{L}}{\omega^{P_b} P(0)(1 - \omega)(v_i^+ + \omega^{-1-m}) \prod_{j \neq i}(v_i^+ - v_j^+)(v_j^+ - v_j^+)} B_{s_i} \prod_{k=1}^{N} B(s_i q^{-k}).
\]
By (4.27) and \(- (\omega v^{\mu}_t)^{-1} = s^2_t\), the above operator vanishes when applied to the Bethe state \(\psi^+\), and the same vanishing property for \(\prod_i B_i^{(N)}(x_i)\psi^+\) holds, even though \(\varphi(s)\) has poles at the Bethe roots \(s^2_t = - (\omega v^{+}_t)^{-1}\). Therefore, \(\mathcal{P}_{\text{ev}}(t^N)(-s)^{N(L-1)}B^{(N)}(s)\) is a regular current of \(\mathcal{E}_{P_a, P_b}\) with \(t\)-degree \(\leq N(L-1) + (N-1)L - P_a - P_b - 2J\), invariant under \(t \mapsto \omega t\), hence a \(t^N\)-current with \(t^N\)-degree \(\leq L + m_E - 1\) where \(m_E\) is in (2.26):

\[
\mathcal{P}_{\text{ev}}(t^N)(-s)^{N(L-1)}B^{(N)}(s) = \sum_{k=0}^{L+m_E-1} (-1)^k \bar{R}_k t^k N. \tag{5.10}
\]

Hence the current \(\mathcal{P}_{\text{ev}}(t^N)(-s)^{N(L-1)}B^{(N)}(s)\) has the \(t^N\)-degree \(\leq (L - 1) + m_E\). On the other hand, \(\mathcal{E}_{-}^{(N)}(t)\) in (3.17) also satisfies the relation (5.4) with poles equal to \(\mathcal{P}_{\text{ev}}(t^N)\)'s zeros by (3.18). Since a \(\mathcal{E}_{P_a, P_b}\)-current with the property (5.4) and poles the same as \(\mathcal{P}_{\text{ev}}(t^N)\)'s zeros is unique up to scale functions, \((-s)^{N(L-1)}B^{(N)}(s)\) differs from \(\mathcal{E}_{-}^{(N)}(t)\) by some \(t^N\)-polynomial \(\gamma(t^N)\) with degree \(\leq L\):

\[
(-s)^{N(L-1)}B^{(N)}(s) = \gamma(t^N)\mathcal{E}_{-}^{(N)}(t), \quad \gamma(t^N) = \sum_{n=0}^{L} \gamma_n(-\xi)^n. \tag{5.11}
\]

Furthermore, by (3.18) and (5.2), the constant and \(t^{N(L-1)+Nm_E}\)-coefficient of \(\mathcal{P}_{\text{ev}}(t^N)\)-multiple of currents in (5.11) yield

\[
B_{-}^{(N)} + \frac{R_{-}^N}{2N^2} = \frac{\gamma_0}{2N^2} e^{-0}, \quad B_{+}^{(N)} + \frac{R_{+}^{L+m_E-1}}{2N^2 \prod_{i=1}^{N} a_i} = \frac{\gamma_{-}}{2N^2} e^{(-1)}.
\]

By the Remark in Subsection 3.2, the above \(e^{-0}, e^{(-1)}\) can be normalized so that the local-operator expression of the loop-operator \(e^{-0}, e^{(-1)}\) is given by

\[
\gamma_0 = \gamma_{-} = 2N^2, \quad B_{-}^{(N)} + \frac{R_{-}^N}{2N^2} = e^{-0}, \quad B_{+}^{(N)} + \frac{R_{+}^{L+m_E-1}}{2N^2 \prod_{i=1}^{N} a_i} = e^{(-1)}. \tag{5.12}
\]

For an \(L\)-sector \(\mathcal{E}_{P_a, P_b}\) with Bethe state \(\psi^+\) in (3.19), we consider its \(j\)-inverse \(L\)-sector and Bethe state \((\mathcal{E}_{P_a, P_b}, \psi^+)\) in (4.39). Let \(B^{(N)}(s)\) be the Fabricius-McCoy current (5.3) of \(\mathcal{E}_{P_a, P_b}\) defined by \(\varphi'(s)\) in (5.9) using the evaluation polynomial \(P(t)\) of \(\mathcal{E}_{P_a, P_b}\).

\[
\varphi'(s) = \sum_{k=1}^{N} \frac{k p'(\omega^{k-1}t)}{\omega^{k-1} p'(:t)}, \quad p'(t) = \frac{(1 - t^N) (t^{P_a'} + P_b')}{(1 - \omega^{-m}t) LF'(t) F'(\omega t)}.
\]

The Fabricius-McCoy current of \(\mathcal{E}_{P_a, P_b}\) is defined by

\[
C^{(N)}(s) = j \cdot B^{(N)}(-q^{-1-2m}s^{-1}) \cdot j \tag{5.13}
\]

for the consistency of the inversion relation of monodromy entries in (4.14). Indeed, one can express the above current in terms of the monodromy \(C\)-entry of \(\mathcal{E}_{P_a, P_b}\) as follows:

**Lemma 5.1**

\[
C^{(N)}(s) = (C(s)q) + C^{(N)}_{\varphi}(s), \quad C^{(N)}_{\varphi}(s) = \sum_{n=0}^{N-1} \varphi(s q^n) C(s q^n) \prod_{i=0, i \neq n}^{N-1} C(s q^i), \tag{5.14}
\]

where \(\varphi(s)\) is defined in (5.9).
Proof. First, we find the relation between $\varphi(s)$ and $\varphi'(s)$. By (2.26 and (2.58), the quantum numbers of the inverse sectors are related by $P_a + P_b + P'_a + P'_b = (N - 1)L - 2J - NmE$. By (2.54), (2.55) and (2.57), $p'(t), p'(t)$ are related to $p(t), p(t)$ in (5.9) by

\[
p'(\omega^{-1}t^{-1}) = p(\omega^{-1}t)\omega^{-mE}\omega^m(\omega^m - P'_a - P'_b) + (3 + 2m)J(\prod_{j=1}^J v_j)^2,
\]

\[
\omega^{P_b} p'(t^{-1}) = \omega^{P_b} p(t)\omega^{-mE}\omega^m(\omega^m - P'_a - P'_b) + (3 + 2m)J(\prod_{j=1}^J v_j)^2,
\]

which yield the relation

\[
\varphi'(-q^{-1-2m}t^{-1}) = \frac{\sum_{k=1}^N k\omega^k}{\omega^{P_b}p(t)} = N + 1 - \varphi(s).
\]  

(5.15)

By (4.14), the chain rule of differentiation implies

\[
\mathcal{J}(\mathcal{B}'_q(-q^{-1-2m}t^{-1}q^n) = -\mathcal{C}(sq^{-n})s. \]

Using (5.1) and (5.15), one finds

\[
\mathcal{J}(\mathcal{B}'(-q^{-1-2m}t^{-1}q^n) \cdot \mathcal{J} = \mathcal{B}(\mathcal{C}(s)q + (1 + 2m)\mathcal{J}(\mathcal{B}'_q(-q^{-1-2m}t^{-1}q^n)J = \mathcal{C}(\mathcal{C}(s)q - (N + 1)\mathcal{C}(s) = \mathcal{C}_N(s).
\]

(5.16)

Then follows (5.14). □

Remark. By (5.15), the relation (5.7) of $\varphi'$ in sector $I_+$ is equivalent to the following relation of $\varphi$ in sector $I_-:

\[
(\varphi(sq^{-1}) - \varphi(s)) + aL(sq^{-1}) \prod_{i=1}^J f_{s_i,s} + (\varphi(sq) - \varphi(s) - 1)q^{-2r}q^L(sq) \prod_{i=1}^J f_{s,s_i} = 0,
\]

which is again equivalent to (5.8). One can also derive the Fabricius-McCoy current (5.14) of $\mathcal{E}_F, P_a, P_b$ directly by the same argument as that for (5.3).

By (2.29), Remark of Lemma 2.1 and (4.41), the substitution of $s$ by $-q^{-1-2m}t^{-1}$ in the $\mathcal{J}$-conjugation of $\mathcal{B}(N)$ in (5.10) and (5.11) yields

\[
\mathcal{P}_{\mathcal{E}}(t^N)(-s)^{N(L-1)} \mathcal{C}(\mathcal{B}(N)(s) = \sum_{k=0}^{L+mE-1} (-1)^k N \mathcal{R}_{k}^{+} t^{kN},
\]

\[
(-s)^{N(L-1)} \mathcal{C}(\mathcal{B}(N)(s) = \gamma_+^{-1}(t^N) \mathcal{E}^-(t^N), \quad \gamma_+^{-1}(t^N) \mathcal{E}^-(t^N) = \sum_{n=0}^{L+mE-1} \gamma_+^{-1}(t^N) \mathcal{R}_{n}^{+} / 2N^2 = e^+(0),
\]

(5.17)

(5.18)

Hence we have shown the following result.

Proposition 5.1 (i) For a sector in $I_+$, the Fabricius-McCoy current $\mathcal{B}(N)(s)$ is defined by (5.3) with $\varphi$ in (5.9), which is equal to a multiple of the current $\mathcal{E}^-(t^N)$ via the relations (5.11). The $sl_2$-loop-algebra generators $e^-(0), e^-(0)$ in Subsection 3.2 are expressed by local operators in (5.12).

(ii) For a sector in $I_-$, the Fabricius-McCoy current is $\mathcal{C}(N)(s)$ in (5.14)) with $\varphi$ in (5.9), which is equal to a multiple of the current $\mathcal{E}^+(t^N)$ in (3.17) via the second relation of (5.17). The $sl_2$-loop-algebra generators $e^+(1), e^+(1)$ in Subsection 3.2 are expressed by local operators in (5.18).

(iii) For a $I_+$-sector $(\mathcal{E}_F, P_a, P_b, \psi^+)$ and $I_-$-sector $(\mathcal{E}_F, P_a, P_b, \psi^-)$ in the inversion correspondence (4.40), the Fabricius-McCoy currents are connected by the inverse relation (5.13).
5.2 The Fabricius-McCoy current of i⁺-sectors

Remark. (I) For a sector $\mathcal{E}_{F,P_a,P_b}$ in $I_+ \cap L_-$, by (2.51) we have $P_a = P_b = d_E = 0$, and $H_1 \equiv 0 \pmod{N}$. Then $\mathcal{E}_{F,P_a,P_b}$ contains the Bethe states $\psi^\pm$ so that they are $\gamma$-conjugate under the inversion correspondence (4.40). In this case, by (5.9), $\mathcal{R}_{0}^\pm$ and $\mathcal{R}_{L+mE-1}^\pm$ are zeros as they are equal to some scale-multiples of the lowest and leading term of $\langle \mathcal{B} \rangle_s, \langle \mathcal{C} \rangle_s$ in (5.1). By (5.12) and (5.18), $\mathcal{B}_{0}^{(N)} = e_{\infty}^-(0), \mathcal{B}_{+}^{(N)} = e_{\infty}^-(1)$ and $\mathcal{C}_{-}^{(N)} = e_{\infty}^+(1), \mathcal{C}_{+}^{(N)} = e_{\infty}^+(0)$ so that they form the $sl_2$-loop-algebra generators of $\mathcal{E}_{F,P_a,P_b}$ in [43].

(ii) In Proposition 5.1 (i), (ii), the $\mathcal{R}_{0}^\pm$'s in (5.10), (5.17) are operators in the local spin basis, depending on $F(t)$ and $P_a, P_b$. Hence the Fabricius-McCoy current is expressed by local-spin operators. As $P_{ev}(\xi)\mathcal{E}^\pm(\xi)$ is a degree-$(m_E-1)\xi$ polynomial with operator-coefficients, one may solve the polynomial $\gamma^\pm(\xi)$ and the local-operator coefficients of $P_{ev}(\xi)\mathcal{E}^\pm(\xi)$ by using the $P_{ev}(t^N)$-multiple of Fabricius-McCoy current in (5.11) or (5.17), under the normalization condition (5.12), (5.18) respectively. Therefore we obtain the local-operator expression of currents in (3.19), hence follows the local-spin vectors in (3.20) for $I_\pm$-sectors.

5.2 The Fabricius-McCoy current of $i_\pm$-sectors

The eigenvectors of (5.1) respectively. Therefore we obtain the local-operator expression of currents in (3.19), hence

\[ \mathcal{B}^{(N)}(s) := \Psi^{-1}\mathcal{B}^{(N)\dagger}(s)\Psi, \quad \mathcal{C}^{(N)}(s) := \Psi^{-1}\mathcal{C}^{(N)\dagger}(s)\Psi \quad \text{for } i_+, i_- - \text{sector respectively}, \]

where $\mathcal{B}^{(N)\dagger}(s), \mathcal{C}^{(N)\dagger}(s)$ are the Fabricius-McCoy currents of $\tau^2(t)$ in Proposition 5.1 for the $I_{1\pm}$-sector dual to the $i_\pm$-sector of $\tau^2(t)$ in (2.53), and $\Psi$ is the duality correspondence in (2.20). The Fabricius-McCoy current is a polynomial-multiple of $\mathcal{E}^\pm(t^N)$ in (3.17) so that the relations (5.11) and (5.17) hold. The $sl_2$-loop-algebra generators, $e^-(-1), e^+(1)$, and the equality of currents in Theorem 4.1 where only the first term in (5.12) here was stated. Note that $\varphi(s)$ in [43] differs from the $\varphi(s)$ in (5.9) here (for the case $m = M, r = 0$) by the additive function $-(N+1)\mathcal{P}_{ev}(t^N)$.

\[ \mathcal{C}^{(N)}(s) = j^* \cdot \mathcal{B}^{(N)}(-q^{-1} - 2m s^{-1}) \cdot j^*. \]

\[ \mathcal{B}^{(N)}(s) := \Psi^{-1}\mathcal{B}^{(N)\dagger}(s)\Psi, \quad \mathcal{C}^{(N)}(s) := \Psi^{-1}\mathcal{C}^{(N)\dagger}(s)\Psi \quad \text{for } i_+, i_- - \text{sector respectively}, \]
Note that $\tau^{(2)}(t)$ and $\tau^{(2)}(t)$ share the same polynomial $p_{ev}(t^N)$ in (2.27). By (2.19), the Fabričius-McCoy current $B^{(N)}(s)$ or $C^{(N)}(s)$ for a $i_\pm$-sector is again defined by (5.3) or (5.14) with $\varphi$ in (5.9). As in Remark (II) of Proposition 5.1, one can obtain the local spin form of $\tau^{(2)}$-eigenvectors in (3.20) for $i_\pm$-sectors. For a $(i_+ \cap i_-)$-sector $E_{F,P_a,P_b}$, by (2.48), $E_{F,P_a,P_b}$ is invariant under the conjugations of $\Psi, j$ and $j^*$. The Fabričius-McCoy currents $B^{(N)}_\infty, C^{(N)}_\infty$ in Proposition 5.1 and $B^{(N)}_0, C^{(N)}_0$ in Proposition 5.2 are related by (5.19). The $sl_2$-loop algebra of $E_{F,P_a,P_b}$ generated by $B^{(N)}_{0,-} = e_0^-(0), B^{(N)}_{0,+} = e_0^+(0)$, $C^{(N)}_{0,-} = e_0^-(1)$ and $C^{(N)}_{0,+} = e_0^+(0)$ is $\Psi$-conjugate to the loop algebra in Proposition 5.1 Remark (I), with the $\tau^{(2)}$-eigenvectors in $E_{F,P_a,P_b}$ related by $\Psi(\tilde{u}_\infty(s)) = \tilde{u}_0(s) \prod_{i=1}^{n_{\text{ev}}} (-s_i)$.

**Remark.** (I) The definition of Fabričius-McCoy current of a superintegrable $\tau^{(2)}$-model defined in this section strongly relies on its equivalent XXZ-chain in Lemma 4.1. In (5.3) or (5.14), by (4.27), the second term $B^{(N)}(s), C^{(N)}(s)$ can be phrased in terms of the $\tau^{(2)}$ monodromy entry $B(t), C(t)$ in (2.2) respectively. The first term $(B(s))_q$ (or $(C(s))_q$) is constructed through a process of deforming the $N$th root of unity $q$ to a generic $\bar{q}$ in (1.3), using the $L$-operator (4.9) as the solution of $YB$ equation for the symmetry $R_\Omega$-matrix. However, there exist no finite-dimensional Weyl operators $\tilde{Z}, \tilde{X}$ for a generic $\bar{q}$ such that the relations (1.3) and (4.10) hold. It is not clear how to deform the $L$-operator (2.22) to a $YB$ solution for the asymmetry $R_\Omega$-matrix so that the relation (4.26) is still valid for a generic $\bar{q}$. Since the operator-coefficients of the Fabričius-McCoy current are expressed by products of local operators in (4.13), we can use (4.10) to express the Fabričius-McCoy current in terms of local Weyl operators in (1.3). Nevertheless the approach of local-spin form of $E^+(\xi)$ through the Fabričius-McCoy current is in essence based on the general theory of XXZ-chain.

(II) The Fabričius-McCoy current $B^{(N)}(s)$ (5.3) in Propositions 5.1 and 5.2, hence $E^-(\xi)$, is defined by the monodromy entry $B(s)$ of XXZ-chain only. Similarly, $C^{(N)}(s)$ and $E^-(\xi)$ in (5.14) depends only on the monodromy entry $C(s)$. But in general, the equation (5.11) or (5.17) is related to many terms of coefficients in the monodromy entry, not only evolved with the leading or lowest term, even for the relation (5.12) or (5.18). For example, in the ground-state $i_-$-sector with $m = r = 0, L \equiv 0$ case in [5] where $P_a \neq 0$ and $P_b = 0$, $R^+_L$ in (5.18) is expressed by products of $C_0, ..., C_{P_a}$, and $R^+_{L+mP_a-1}$ by products of $C_{L-1+N-P_a}, ..., C_{L-1}$, where $C_j$’s are defined by $(-s)^{(L-1)}C(s) = \sum_{j=0}^{L-1} C_j(-t)^j$. Hence the expressions of $e^+(1), e^+(0)$ in (5.12) or (5.18) are different from those in [5], which are in the form of (4.33),(4.34). The relationship between these two approaches is not clear at this moment.

6 Concluding Remarks

In this work, the $k'$-dependent CPM-eigenvectors are constructed by using symmetries in the superintegrable $\tau^{(2)}$-model and CPM. First in Subsection 2.3, by the constraints of quantum numbers, we classify all Onsager sectors of a superintegrable $\tau^{(2)}$-model into type $I_\pm$ and $i_\pm$, and discuss
their relationship under two reflective symmetries: the duality of superintegrable CPM in [8, 48], and the inversion relation in (2.59). The duality interchanges sectors of \( I \) and \( i \); while the inversion interchanges the + and − sectors. The quantum-space correspondence of (2.20) in duality relation was found in [48], while the correspondence of quantum spaces in inversion symmetry of superintegrable \( \tau(2) \)-model was constructed through the local operators in the XXZ chain equivalent to the \( \tau(2) \)-model (Proposition 4.1). Furthermore, the correspondences of \( k' \)-CPM-state vectors under these two reflective symmetries are explicitly found through the theory of Onsager-algebra representation. The Onsager-algebra symmetry also produces the \( k' \)-dependent expression (3.10) of CPM-state vectors

\[
I_{\pm}: \quad \vec{w}(s_1, \ldots, s_{m_E}; k') = \sum_{s_1', \ldots, s_{m_E}'} u(s_1', \ldots, s_{m_E}') \prod_{i=1}^{m_E} \sin(\varphi_{i,k'} - \varphi_i + (s_i - s_i') \frac{\pi}{4}),
\]

\[
i_{\pm}: \quad \vec{v}(s_1, \ldots, s_{m_E}; k') = \sum_{s_1', \ldots, s_{m_E}'} u(s_1', \ldots, s_{m_E}') \prod_{i=1}^{m_E} \sin(\varphi_{i,k'} - \frac{\pi}{2} + (s_i - s_i') \frac{\pi}{4}).
\]

where \( e^{\theta_i} \)'s are the evaluation values of the Onsager-algebra representation of a sector \( E_{P_a,P_b} \), \( \varphi_{i,k'} \) and \( \varphi_i \) are \( k' \)-dependent angle-functions defined in (3.3), and \( \vec{u}(s) \) are the basic \( \tau(2) \)-eigenvectors in (3.12). We may express the basic \( \tau(2) \)-eigenvectors \( \vec{u}(s) \) in the local spin basis through the theory of spin-\( \frac{N}{2} \) XXZ chains. Indeed as in [37, 38, 43, 48], the loop-algebra symmetry of an Onsager sector in superintegrable \( \tau(2) \)-model can be defined through its equivalent spin-\( \frac{N}{2} \) XXZ chain in Sections 4 and 5. First, the Bethe state (4.36) or (4.37) in algebraic-Bethe-ansatz can be realized as the basic \( \tau(2) \)-vector with the highest or lowest weight among basic \( \tau(2) \)-eigenvectors in a sector. Then using the algebraic-Bethe-ansatz techniques of XXZ chains, we are able to construct the Fabricius-McCoy currents of all sectors of a superintegrable \( \tau(2) \)-model compatible with duality and inversion. As the Fabricius-McCoy current is expressed by local operators proportional to \( \mathbf{E}^\pm(\xi) \) in (3.19), together with the basic Bethe-\( \tau(2) \)-state, one then obtains the local-vector form of basic \( \tau(2) \)-eigenvectors \( \vec{u}(s) \) in an Onsager sector by using the relations in (3.20).
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