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ABSTRACT
We present a novel way of using neural networks (NN) to estimate the redshift distribution of a galaxy sample. We are able to obtain a probability density function (PDF) for each galaxy using a classification neural network. The method is applied to 58714 galaxies in CFHTLenS that have spectroscopic redshifts from DEEP2, VVDS and VIPERS. Using this data we show that the stacked PDF’s give an excellent representation of the true \(N(z)\) using information from 5, 4 or 3 photometric bands. We show that the fractional error due to using \(N(z_{\text{phot}})\) instead of \(N(z_{\text{truth}})\) is \(\leq 1\%\) on the lensing power spectrum \((P_\kappa)\) in several tomographic bins. Further we investigate how well this method performs when few training samples are available and show that in this regime the neural network slightly overestimates the \(N(z)\) at high \(z\). Finally the case where the training sample is not representative of the full data set is investigated.
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1 INTRODUCTION
Ongoing and future galaxy surveys will need to measure the photometric redshift of the order of a billion galaxies (e.g. DES\textsuperscript{1}, KiDS\textsuperscript{2}, HSC\textsuperscript{3}, P-AT\textsuperscript{4}, J-PAS\textsuperscript{5}, LSST\textsuperscript{6}, Euclid\textsuperscript{7}, WFIRST\textsuperscript{8}). The estimation of the correct redshift distribution is of great importance for several cosmological probes. Baryonic acoustic oscillations and weak gravitational lensing are two probes that have strong potential to constrain dark-energy (Albrecht et al. 2006) for which accurate redshifts are essential. For example, in weak lensing the strength of the lensing signal is directly dependent on the distance between the observer, the lenses and the sources.

In the literature there are two main methods of measuring photometric redshift, the first being template fitting methods the other being empirical training methods (see Hildebrandt et al. (2010) for a comparison of the different methods). Template fitting methods rely on fitting empirical or synthetic galaxy spectra convolved with observed filters and telescope response to the observed magnitudes in the survey (e.g. Benítez (2011), Arnouts et al. (1999), Feldmann et al. (2006)). Empirical methods use a set of spectroscopic training redshift to calibrate an algorithm to learn a mapping between the observed magnitudes and the redshifts of the galaxies. There are a slew of machine learning algorithms that have been applied to the photometric redshift problem: neural networks (e.g. Collister & Lahav (2004)), boosted decision trees (e.g. Gerdes et al. (2010)), random forests (e.g. Carrasco Kind & Brunner (2013)), gaussian processes (e.g. Way et al. (2009)), self-organised maps (e.g. Geach (2012)), spectral connectivity analysis (e.g. Freeman et al. (2009)), support vector machines (e.g. Wadadekar (2005)) and quasi newton algorithm (e.g. Cuvuot et al. (2012)). From the machine learning methods TPZ (Carrasco Kind & Brunner (2013)), ArborZ (Gerdes et al. (2010)) and the method described in Wolf (2009) are able to provide a PDF for each galaxy. This feature is more common in template fitting methods (e.g. Le Phare, BPZ, ZEBRA). Both methods have their advantages and disadvantages. The template fitting methods rely on the assumption that the SED templates are a true representation of the observed SED’s, which is not necessarily the case. For training based methods it is essential that the training data is a true representation of the full survey data. When the full galaxy sample contains galaxies that are not or sparsely represented in training data then the results for those subsamples may be unreliable. Several methods have been proposed in the literature to infer the \(N(z)\) by cross-
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correlating with a spectroscopic reference population. Most methods rely on cross-correlation at large scales (e.g. Newman et al. 2008, McQuinn & White 2013), while Menard et al. (2013) advocate adding small scales information. Jasche & Wandelt (2012) propose increasing the redshift precision by imposing an isotropy and two-point correlation prior in a Bayesian analysis after the initial redshift have been measured using methods mentioned above.

All methods need a spectroscopic set to train, calibrate and/or validate and thus will also depend on any systematics present in the spectroscopic set, this has been studied in Cunha et al. (2012a, b). An overview and discussion of the spectroscopic requirements for future surveys is given in Newman et al. (2013).

The paper is organised as follows: in Sect. 2 we give a brief overview of neural networks and explain the methodology of obtaining a PDF for each galaxy using a NN. Then we show how well the method works on CFHTLenS data in Sect. 3. Further we investigate the performance when few training samples are available (Sect. 4). Finally we show how the performance is affected when the NN is trained on a non-representative sample (Sect. 5).

2 METHODOLOGY

The photometric redshift problem is categorised as a supervised learning problem in machine learning as opposed to unsupervised learning. We have a set of labeled training data with some properties and we wish to infer the labels on data for which we only have the properties. The properties are usually called features, in the case of photometric redshift this usually consists of photometric information but also can contain information like galaxy size. A further division is made into regression and classification problems. In classification problems the labels are discrete values while in regression problems the labels take on continuous values. In the light of the photometric redshift problem neural networks have been used to obtain the most likely photometric redshift as a regression problem (see Collister & Lahav 2004). In this work we show how one can use a classification NN to estimate the redshift distribution of a galaxy sample.

2.1 Neural Networks

The simplest form of a NN consists of several ordered layers of perceptrons, which is called a multi-layer perceptron (MLP). A perceptron is an algorithm that maps an input vector \( \mathbf{x} \) to a scalar. We follow the notation from MacKay (2003).

\[
f(\mathbf{x}; \mathbf{w}, \theta) = \theta + \sum_{i}^{n} w_i x_i
\]

Here \( \mathbf{w} = w_i \) are the weights of the network and \( \theta \) is known as the bias. A three layer perceptron has one input layer one hidden layer and one output layer. Given an input vector with \( l \) nodes, a hidden layer with \( j \) nodes and final layer with \( i \) output nodes then the outputs of the hidden layer are given by

\[
h_j = g^{(1)}(f_j^{(1)}) \text{ with } f_j^{(1)} = \theta_j^{(1)} + \sum_{i}^{n} w_{ij}^{(1)} x_i,
\]

The output layer produces

\[
y_i = g^{(2)}(f_i^{(2)}) \text{ with } f_i^{(2)} = \theta_i^{(2)} + \sum_j w_{ij}^{(2)} h_j.
\]

Here \( g^{(1)}(x) = 1/(1 + e^{-x}) \) is the sigmoid function and \( g^{(2)}(x) = x \). A more complex architecture can be achieved by stacking several hidden layers. A network with more hidden layers can model higher complexities but as a downside they tend to over-fit if one is not careful to stop the training at the appropriate time. Figure 1 is a diagram of a 3 layer network with 3 inputs, 1 hidden layer with 4 nodes and an output layer with 2 nodes.

2.2 Regression and classification networks

The NN used in this work (see Sect. 2.5) considers the network parameters to be random variables with the following posterior

\[
\mathcal{P}(\mathbf{a}; \alpha, \sigma) = \mathcal{L}(\mathbf{a}; \sigma) \times \mathcal{S}(\mathbf{a}; \alpha)
\]

Here \( \mathbf{a} \) denotes all the network parameters (i.e. the weights and biases), \( \mathcal{L} \) is the likelihood that depends on \( \mathbf{a} \) and the hyper parameter \( \sigma = \{\sigma_i\} \), this is the standard deviation of the outputs. \( \log \mathcal{S}(\mathbf{a}; \alpha) = \frac{1}{2} \sum_{i} \alpha_i^2 \) is the prior with \( \alpha \) acting as a regularisation parameter and is usually referred to as the weight decay rate. The prior favors small values of \( \mathbf{w} \) and decreases the tendency of the network to overfit on the training data. The likelihood for a regression network differs from the one of a classification network. For a regression network the log-likelihood is given by

\[
\log \mathcal{L}(\mathbf{a}; \sigma) = -\frac{K \log(2\pi)}{2} - \sum_{i}^{N} \log(\sigma_i)
\]

\[
-\frac{1}{2} \sum_{k=1}^{K} \sum_{i=1}^{N} \left( \frac{y_i(x^{(k)}, \mathbf{a}) - \mu_i^{(k)}}{\sigma_i} \right)^2
\]

Here \( N \) is the number of outputs, \( K \) is the amount of training samples, \( y_i(x^{(k)}, \mathbf{a}) \) is the prediction of \( t^{(k)} \) using \( x^{(k)} \) as inputs. When a classification problem contains mutually
exclusive classes only, a classification network can give the probability that an object belongs to a certain class. This is done by applying a softmax transformation to the output layer.

\[ y_i(x^{(k)}; a) \rightarrow \frac{\exp[y_i(x^{(k)}; a)]}{\sum_{j=1}^{N} \exp[y_j(x^{(k)}; a)]} \] \hspace{1cm} (6)

This transforms the output to all positive values that add up to 1 and as such can be interpreted as a PDF. The likelihood in the case of classification NN is given by the cross-entropy of the targets and the softmax transformed outputs. The cross-entropy of two PDF’s is at its minimum when the two functions are equal.

\[ \log L(a; \alpha) = -\sum_{k=1}^{K} \sum_{i=1}^{N} y_i^{(k)} \log y_i(x^{(k)}; a) \] \hspace{1cm} (7)

The NN uses a 2nd-order optimisation method based on the conjugate gradient algorithm, we refer the reader to [Graff et al. 2013] for a detailed description of the network training algorithm.

### 2.3 Convergence

If the network architecture is complex enough eventually it will start to over-fit the data. To combat this behaviour the data is divided into 2 sets, a training set and a validation set. The NN is fed the training set and the squared error is calculated on the training set and the validation set after each training iteration. When the squared error of the validation set starts to rise while the error on the training set is still descending then this indicates that the network is starting to over-fit. At this point the algorithm stops optimising and the best network parameters are returned to the user.

### 2.4 Acquiring the probability density function for a galaxy using a classification NN

Instead of using a regression network to get the best possible photometric redshift we use a classification network to estimate the probability that a galaxy is in a certain redshift bin. Given that a galaxy cannot be in more than one redshift bin at the same time a classification NN with a softmax transformation is ideally suited for this purpose. Before training the network we bin our data in $n$ redshift bins, these bins are our classes. When training the network, the features, in this case being the magnitudes and the magnitude errors, and the classes are fed to the NN. The class consists of one number between 0 and $n-1$. The NN outputs $n$ values between [0,1] one for each class that sum up to 1, these can be interpreted as the probability that the galaxy resides in that class which in this case is a redshift bin.

### 2.5 Software

Two public NN software packages where used in the initial stages of this work: SkyNet [11] and the PyBrain [11] implementation of neural networks, both gave consistent results. All the figures and data shown in this paper where obtained with the MPI version of SkyNet.

### 3 APPLICATION TO THE CFHTLenS DATASET

We apply our method to the CFHTLenS [11] data set [Erben et al. 2013, Heymans et al. 2012] to see how well the method performs in estimating the $N(z)$. The photometric information used is the one as measured in [Hildebrandt et al. 2012] (H12 from here on). All magnitudes are in CFHTLenS are AB magnitudes. A comparison with the photometric redshifts from H12 can be found in appendix A. CFHTLenS is based on the Wide component of the Canada-France-Hawaii Telescope Legacy Survey (CFHTLS). CFHTLS was observed in 5 broad bands $u^*, g, i', r'$ and $z'$ in 4 independent fields (W1, W2, W3 and W4) with the following mean observing times per band:

- $u^*$ band 3000 s
- $g$ band 2500 s
- $r'$ band 2000 s
- $i'$ band 4300 s
- $z'$ band 3600 s.

We use the spectroscopic redshifts from the following surveys: VVDS deep [Le Fèvre et al. 2005], VVDS F-22 [Garilli et al. 2008], DEEP2 [Davis et al. 2007] and VIPERS [Garilli et al. 2013] that lie within the CFHTLS fields. VVDS deep is located in the W1 field and was selected in the magnitude range $17.5 \leq I_{AB} \leq 24.0$. The DEEP2 survey is located in the W3 field where objects were selected in $18.5 \leq R_{AB} \leq 24.1$ and selected to maximise the amount of galaxies over stars. The VVDS-F22 survey lies within the W4 field and galaxies are selected in $17.5 \leq I_{AB} \leq 22.5$. VIPERS survey lies within the W1 and W4 fields, targets where colour selected to maximise the number galaxies in $0.5 < z < 1.2$ down to $i_{AB} < 22.5$. In Figure 2 we show the CFHTLenS $i'$ band magnitude distribution for all the 58714 matched galaxies with $0 < z < 2.0$. The $z = 2.0$ limit guarantees that any galaxy with a higher redshift will be misclassified, we propose a possible solution to this problem in Sect 6. We perform the analysis using 40 redshift bins within the redshift range. This provides redshift information at $\Delta z = 0.05$ resolution. It is advised to have equal amount of nodes in the last hidden layer as there are classes to classify, in this case this is 40. Therefore the NN is trained using 3 hidden layers with respectively 20, 40 and 40 nodes per layer. No optimisation of the network architecture or parameters is attempted in this study. The data set is subdivided into two sets, the training set and the validation set. The division is 70% for training and 30% for the validation set. This leads to 41100 training galaxies and 17614 validation galaxies.
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3.1 \(N(z)\) estimates using 5, 4 or 3 photometric bands

In this subsection we investigate how well the stacked PDF’s perform in approximating the true \(N(z)\) in 8 tomographic bins. The division of the tomographic bins can be seen in Table 1. Tomographic bin 2 to 7 correspond to the same tomographic bins that [Heymans et al. (2013)] used for the tomographic lensing analysis in CFHTLenS. When selecting the galaxies in photometric redshift space there are several options on which \(z_{\text{phot}}\) to select. Some options are to take the mode or mean of the PDF. Another option would be to run the NN in regression mode and use the output as the \(z_{\text{phot}}\) estimate. Using a regression NN, the mean and the mode of the PDF as \(z_{\text{phot}}\) showed similar results in the initial stages of this work. In the rest of this work we use the mode of the PDF as \(z_{\text{phot}}\) to select galaxies and leave a full analysis of which \(z_{\text{phot}}\) is best to use for future work. We perform the analysis using all five bands \((u^*, g', i', r'\text{ and } z')\) and then consecutively drop the \(u^*\) and \(i'\) band. The \(u^*\) band is dropped as several wide field surveys do not observe in this band. The \(i\) band is dropped for two reasons, first it is the deepest band and such removing it tests the method in an extreme case. Secondly to generally investigate how well the method performs when only 3 bands are available. The 4 and 3 band virtual surveys respectively use 80% and 52% of the 5 band observing time. A similar exercise could be done with any other permutation of 4 and 3 bands.

To get an estimate of the errors we make 50 random training and validation sets. We thus train 50 networks and obtain 50 PDF’s for each galaxy allowing us to use the mean as best PDF\(_{\text{phot}}\) and use the variance between the sets to estimate the errors (i.e cross-validation). We note that this error estimate is the measurement error given the galaxy features and the variation of the features in the spectroscopic set it does not take into account spatial variance usually referred to as cosmic variance. In Figure 3 we plot the mean \(N(z_{\text{phot}})\) and \(N(z)\) of 50 validation sets as learned by the NN in the case of using 5, 4 or 3 photometric band information as features. The true \(N(z)\) is estimated by binning the spectroscopic redshifts for the selected galaxies in bins of the same width as the NN output (\(\Delta z = 0.05\)). In most of the panels the difference between \(N(z)\) and \(N(z_{\text{phot}})\) cannot be perceived. We interpret this as the NN learning the degeneracies for the galaxies at different redshifts given the input features. The loss of information from dropping photometric information is most notable in the resulting width of the galaxy selection. The width of the redshift distribution increases with less bands, this is most notable in the low and high redshift bins. This can also be seen in the transition matrices that are shown in Appendix 1 for the 3 cases. A more quantitative way to judge the performance of the NN is plotted in Figure 4, it shows the difference between the cumulative \(N(z)\) and the cumulative \(N(z_{\text{phot}})\). The errors are given by the standard deviation between the 50 validation samples. Figure 4 shows that the loss of photometric bands leads to larger errors in the estimation of the cumulative distribution for most redshift bins. In Table 1 we show the maximum size of the standard deviation for all the 8 tomographic bins as a function of the photometric bands used. The largest increase in maximum error happens in the first and last two tomographic bins. In the other bins there is either a minimal increase or the values are very similar. In tomographic bin 6 the maximum error decreases when using less photometric bands. This could be within the noise (i.e. within the error on the error bar) or the fact that for this tomographic bin the NN does learn the degeneracies better when less photometric band information is fed to the NN. The more features fed to a NN the more training data it needs to learn a correct mapping from the features to the correct labels. At high \(z\) in tomographic bin 3 through 5 in Figure 4 the difference between the cumulative functions is not consistent with zero. The values are of the order \(\sim 0.0003 \pm 0.0002\). The NN tends to put slightly more probability at high \(z\) than the truth, this can also be seen in the transition matrices in Appendix B, B1 and B2 where, for example, when selecting galaxies in tomographic bin 3 a fraction of 1.4% \(\pm 0.2\%\) are in tomographic bin 8 while the NN predicts 1.8\% \(\pm 0.2\%\) of the galaxies to be there when using 5 band photometric information.

| z bin | \(z - selection\) | 5 bands | 4 bands | 3 bands |
|-------|------------------|---------|---------|---------|
| bin 1 | \(0.0 < z \leq 0.2\) | 0.0270  | 0.0280  | 0.0336  |
| bin 2 | \(0.2 < z \leq 0.39\) | 0.0134  | 0.0161  | 0.0223  |
| bin 3 | \(0.39 < z \leq 0.58\) | 0.0069  | 0.0083  | 0.0076  |
| bin 4 | \(0.58 < z \leq 0.72\) | 0.0081  | 0.0077  | 0.0079  |
| bin 5 | \(0.72 < z \leq 0.86\) | 0.0073  | 0.0079  | 0.0079  |
| bin 6 | \(0.86 < z \leq 1.02\) | 0.0115  | 0.0109  | 0.0100  |
| bin 7 | \(1.02 < z \leq 1.3\)  | 0.0153  | 0.0141  | 0.0334  |
| bin 8 | \(1.3 < z \leq 2.0\)  | 0.0343  | 0.0459  | 0.0545  |

Table 1. The maximum standard deviation value of the difference of the cumulative \(N(z)\) and \(N(z_{\text{phot}})\) estimated on the 50 validation samples for each of the redshift bin given the amount of photometric bands used.

3.2 \(P_{\kappa}(l)\) Estimation

In this section we see how the theoretical lensing power spectrum \(P_{\kappa}(l)\) from \(N(z_{\text{phot}})\) compares to the \(P_{\kappa}(l)\) of the true \(N(z)\) ([Bartelmann & Schneider (2001)] for a review for
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Figure 3. The figure shows the mean of the 50 validation samples for the NN $N(z_{\text{phot}})$ (blue-dashed line) and the true $N(z)$ (solid-red line) of the validation set. The left panels show the results using $u^*, g', r', i', z'$ photometric information. The middle panels show the same for $g', r', i', z'$ with the right panels showing the results using just $g', r', i', z'$ photometric information. No error bars are shown due to most of them not being visible in the plot.

weak gravitational lensing theory). We calculate the lensing power spectra for the 50 validation $N(z)$'s and $N(z_{\text{phot}})$'s in all 8 tomographic bins that were obtained using 5, 4 or 3 band photometric information. This was done with the publicly available Nicea code [Kilbinger et al. 2009]. We assume a ΛCDM cosmology using the Smith et al. (2003) fitting function ($\Omega_m = 0.25$, $\Omega_b = 0.044$, $h = 0.7$, $n_s = 0.95$, $\Omega_{\Lambda} = 0.75$, $\sigma_8 = 0.8$ and $w = -1$). To assess the performance we take the ratios of $P_\kappa(l)_{\text{phot}}$ and $P_\kappa(l)_{\text{truth}}$ with range of multipole $50 \leq l \leq 5000$. The errors are given by the standard deviation of the 50 samples. Figure 4 shows the results for the ratios for selected tomographic bins as a function of $l$. Table 2 summarises the information for all the bins averaged over all $l$ values. All the ratios are consistent with 1. In tomographic bin 3, 4, 5 and 6 we are able to obtain an fractional error on $P_\kappa \leq 1\%$ when using 5 band photometry information. When using 4 bands this is true for tomographic bin 5 and 6. When using 3 bands this is true only for tomographic bin 5. In Appendix C we provide a fitting function to the fractional error on $P_\kappa$ as function on galaxy density in the tomographic bin.

4 PERFORMANCE AS A FUNCTION OF NUMBER OF TRAINING SAMPLES

In this section we vary the number of training samples and see how the method performs when a few but fair (i.e random subsample) training samples are available. This test is
Figure 4. The left panels show the difference between the cumulative $N(z_{\text{phot}})$ and the cumulative $N(z)$ using $u^*,g',r',i'$ and $z'$ photometric information. The error bars are standard deviation between the 50 validation samples. The middle panels show the same for $g',r',i'$ and $z'$ and the right most panels show the results using just $g',r',z'$ information. For low and high redshift bins the errors increase significantly from the 5 band case to the 3 band case. For intermediate redshift the error increase is minimal. Note that the y-axis is not the same for all redshift bins.

Table 2. The ratios of $P_n(l)_{\text{phot}} / P_n(l)_{\text{truth}}$ averaged over the entire $l$ range ($50 \leq l \leq 5000$) for the 8 tomographic bins using 5, 4 or 3 band information. The error is mean error bar size over the full $l$ range. All ratios are consistent with 1. See Figure 5 for a $l$ dependent plot.

| $z$ bin | 5 bands | 4 bands | 3 bands |
|--------|---------|---------|---------|
| bin 1  | $1.02 \pm 0.11$ | $1.02 \pm 0.14$ | $1.11 \pm 0.16$ |
| bin 2  | $0.996 \pm 0.047$ | $0.996 \pm 0.036$ | $1.007 \pm 0.042$ |
| bin 3  | $1.004 \pm 0.009$ | $1.001 \pm 0.012$ | $0.998 \pm 0.013$ |
| bin 4  | $1.001 \pm 0.010$ | $1.000 \pm 0.012$ | $1.001 \pm 0.012$ |
| bin 5  | $0.996 \pm 0.009$ | $0.998 \pm 0.009$ | $1.001 \pm 0.009$ |
| bin 6  | $1.000 \pm 0.009$ | $1.000 \pm 0.009$ | $0.999 \pm 0.015$ |
| bin 7  | $1.013 \pm 0.014$ | $1.010 \pm 0.016$ | $1.000 \pm 0.037$ |
| bin 8  | $1.010 \pm 0.056$ | $1.002 \pm 0.079$ | $1.00 \pm 0.08$ |

Table 2. The ratios of $P_n(l)_{\text{phot}} / P_n(l)_{\text{truth}}$ averaged over the entire $l$ range ($50 \leq l \leq 5000$) for the 8 tomographic bins using 5, 4 or 3 band information. The error is mean error bar size over the full $l$ range. All ratios are consistent with 1. See Figure 5 for a $l$ dependent plot.

performed using all 5 photometric bands. We fix the validation set to a random sub-sample of 20000 galaxies this leaves us with a parent training set of 39388 galaxies. From this parent training catalogue we make various training sets. We vary the training sample size between 250 to 3500 galaxies and choose the galaxies so that no galaxy appears twice in a training set for a certain training sample size, i.e. sampling without replacement. See Table 3 for details on the training sets. The left panel of Figure 6 shows the high redshift tail of the full $N(z)$. The right panel shows the estimated values divided by the true values for 5 narrow bins with width $\Delta z = 0.05$ as a function of the amount of training samples. These redshift bins are the outputs of the NN from the full validation set. No galaxy selection took place like in Sect. 3.1. The errors are estimated as the standard deviation between the different training sets. For a small number of
Table 3. The first 2 columns depict the training set size and the number of training sets that fit in the parent training set of 39388 galaxies. The last 2 columns are the ratio of \( N(z_{\text{phot}})/N(z) \) at high \( z \) given the amount of training samples. The error is given by the standard deviation from the results on the different training sets.

### Lines of text from the image:

| Training set size | # sets | \( z \) = [1.6-1.65] | \( z \) = [1.95 - 2.0] |
|-------------------|--------|------------------|------------------|
| 250               | 157    | 3.5 ± 1.4        | 8.3 ± 2.6        |
| 500               | 78     | 2.6 ± 0.9        | 6.5 ± 2.3        |
| 1000              | 39     | 1.9 ± 0.8        | 4.6 ± 1.9        |
| 1500              | 26     | 1.7 ± 0.8        | 3.7 ± 1.3        |
| 2000              | 19     | 1.4 ± 0.7        | 3.1 ± 0.8        |
| 2500              | 15     | 1.4 ± 0.7        | 3.0 ± 0.7        |
| 3000              | 13     | 1.3 ± 0.3        | 2.7 ± 0.7        |
| 3500              | 11     | 1.4 ± 0.4        | 2.3 ± 0.6        |

Training samples (~ 250) \( N(z_{\text{phot}}) \) is unbiased for \( z \) up to ~ 1. When looking at higher redshift it becomes clear that the \( N(z_{\text{phot}}) \) tends to overestimate the amount of galaxies present. The bias diminishes when using more training samples but even for the largest training set number tested (i.e 3500), the estimates at \( z > 1.6 \) are still biased. This is most likely due to the small amount of training samples at high redshift. For a training set size of 3500 galaxies only ~150 galaxies lie beyond \( z = 1.5 \), which is unlikely to be a fair representation of the true galaxy population that resides in the validation set. For comparison, when using 70% of all the spectra as training set there are ~1700 galaxies with \( 1.5 < z < 2.0 \), the ratio \( N(z_{\text{phot}})/N(z) = 1.9 ± 0.8 \) at \( z = [1.95 - 2.00] \) and consistent with 1 for all other bins.

Figure 5. The left panels show the ratio between \( P(x)_{\text{phot}} \) and \( P(x)_{\text{truth}} \) using \( u', g', r', i' \) and \( z' \) photometric information for tomographic bin 1, 5 and 6 for \( 50 \leq l \leq 5000 \). The error bars are standard deviation between the 50 validation samples. The middle panels show the same for \( g', r', i' \) and \( z' \) and the right most panels show the results using just \( g', r', z' \) information. Note that the y-axis is not the same for all redshift bins.

Figure 6. The left panel shows the high redshift \( (z > 1) \) tail of \( N(z) \) and the \( N(z_{\text{phot}}) \) estimates for different training set sizes. Validation set size = 20000 galaxies. Error bars where omitted for sake of clarity. The inset shows the very high redshift tail where the \( N(z_{\text{phot}}) \) is overestimating the truth. The right panel shows the ratio of \( N(z_{\text{phot}}) \) over \( N(z) \) for selected redshift bins with width \( \Delta = 0.05 \) as a function of training size. The black dotted line depicts a ratio = 1.
Figure 7. The $i'$ band magnitude distribution in the training, validation and test set used in Sect. 5.

Table 4. The amount of galaxies as a function of $i$ band magnitude for the training, validation and test set.

| $i$ selection | Training | Validation | Test |
|---------------|----------|------------|------|
| $i \leq 23.0$ | 40892    | 10468      | 0    |
| $23.0 < i \leq 23.5$ | 127      | 41         | 3088 |
| $23.5 < i \leq 24.0$ | 48       | 10         | 2579 |
| $24.0 < i \leq 24.5$ | 17       | 3          | 1126 |
| $24.5 < i$        | 15       | 0          | 295  |

5 TRAINING ON A NON REPRESENTATIVE POPULATION

In this section we see how well the NN method performs when we train on a sample that is not representative of the full catalogue using all 5 bands. To do so we split the data into 3 sets: a training set, a validation set and a test set. As before the NN trains on the training sample and uses the validation sample to help decide when to stop training. Therefore we need that the validation set does not contain galaxy samples that are not present in the training set. This would not fairly represent the performance of the NN on a galaxy population for which few to no spectra are available. The test set contains galaxies that are not or sparsely represented in the training set. As a test set use all the galaxies in the W1 and W3 field with $i > 23.0$. The validation and training parent set consists of all galaxies in W1 and W3 that have $i \leq 23.0$ together with all the galaxies in W4. We randomly subdivide that parent set in 70% training and 30% validation sets. There are 207 galaxies with $i > 23.0$ in the training set and 7086 in the test set, as a comparison 70% of the full sample with $i > 24.5$ amounts to 215 galaxies. In Figure 7 the $i'$ band magnitudes are shown for the three sets. Table 4 shows the details of amount of galaxies per set as a function of magnitude.

To quantify how well $N(z_{\text{phot}})$ compares to $N(z)$ we use the following metric: the maximum distance between the cumulative distribution function of the true $N(z)$ and the cumulative distribution function of the predicted $N(z_{\text{phot}})$.

$$D = \max|\text{cdf}(N(z)) - \text{cdf}(N(z_{\text{phot}}))|,$$

(8)

This test resembles a Kolmogorov-Smirnov (KS) test but is not the same as we perform it on binned data. Like the KS test a lower value of D means that $N(z_{\text{phot}})$ is a better representation of $N(z)$. Table 5 shows the $D$ values for all redshift bins for the test sample and the $D$ values obtained in Sect. 3.1.

In Figure 8 we show how well the NN is able to retrieve the full redshift distribution compared to the truth. The NN performs significantly worse than in Sect. 3. The performance is best in redshift bins where the most training samples are present, showing that the NN has limited

| $z$-bin | $D_1$ | $D_2$ | $D_3$ |
|---------|-------|-------|-------|
| all $z$ | 0.051 | 0.0109 | 0.0028 |
| bin 1   | 0.19  | 0.0712 | 0.0115 |
| bin 2   | 0.07  | 0.0324 | 0.0062 |
| bin 3   | 0.09  | 0.0180 | 0.0032 |
| bin 4   | 0.08  | 0.0291 | 0.0050 |
| bin 5   | 0.04  | 0.0260 | 0.0038 |
| bin 6   | 0.07  | 0.0303 | 0.0079 |
| bin 7   | 0.07  | 0.0553 | 0.0149 |
| bin 8   | 0.18  | 0.1653 | 0.0135 |

Table 5. The $D$ values for different tests. $D_1$ values are those for the test set as studied in Sect. 5. $D_2$ is the maximum $D$ value of the 50 validation samples when trained on 70% of the galaxies. $D_3$ is the mean $D$ from the 50 validation samples. All 3 cases uses 5 band photometry information.
but non negligible capacity to extrapolate. In the lowest and highest tomographic bin the performance is worse although this could be due to the low number statistics in these tomographic bin. These results are therefore as good as one might expect, as the galaxies with spectroscopic redshifts at these faint magnitudes will have brighter magnitude counterparts. This is in contrast to the faint galaxies which were targeted by spectroscopic surveys but could not be assigned unique spectroscopic redshifts. See Newman et al. (2013) for a discussion on success rate of spectroscopic surveys. Similar to Sect.3.2 we show how the lensing power spectrum $P_\kappa(l)$ from $N(z_{phot})$ compares to the $P_\kappa(l)$ of the true $N(z)$ for the test sample. Figure 9 shows the ratio of the two power spectra.

Figure 8. The left panel shows the $N(z)$ and $N(z_{phot})$ for 9 redshift bins of the 7086 galaxies in the test set. The middle panels shows the cumulative distributions while the third panel shows the difference between the cumulative distributions. The $D$ statistic is equal to the maximum absolute value of the third panel.
CONCLUSION AND DISCUSSION

In this work we show how to use a classification neural network to estimate the $N(z)$ and apply it to CFHTLenS in 8 redshift bins that are optimised for a tomographic weak lensing analysis. By cross-validating on 50 training samples we are able to get an estimate of the measurement error on $N(z_{\text{phot}})$. We show that a neural network is able to learn the degeneracies from the data using 5, 4 or 3 photometric band information. $N(z_{\text{phot}})$ is excellent approximation of the true $N(z)$. Leaving out photometric bands leads to wider redshifts selection but has only a small effect on how well the method can recover the $N(z)$. We show that the NN tends to slightly overestimate the amount of objects in the high $z$ tail of the distribution by $\sim 0.4$ – $0.2\%$ (see Appendix B for the transition matrixes). This is likely due to the fact that there are only a few training examples present at high $z$. This is more clearly seen when we vary the amount of training samples in Sect. 4. As more training samples are added the overestimation becomes smaller. Adding fake training data from simulated catalogues (Vanzella et al. (2004)) might be able to mitigate the problem where few training samples are available. The fractional error on the lensing powers spectrum for 5 bands ranges from $\sim 5\%$ to $< 1\%$ for all tomographic bins with $z > 0.2$. This range changes to $\sim 8\%$ to $< 1\%$ when using 4 or 3 band photometric information. For the tomographic bin with $0.9 < z \leq 0.2$ the fractional error is $\sim 11\% - 16\%$ (see Table 2 for the full details). The slight overestimation in the high redshift tail is not significant enough to bias the $P_\kappa$ estimation. Further we show that the NN has some capacity to extrapolate to galaxy samples that are not in the training sample. This appears to work best in redshift ranges where lots of training samples are presents. More concretely the fractional error on $P_\kappa$ ranges from $\sim < 1\%$ to $16\%$ in tomographic bins 2 through 7.

In future research we plan to study the optimal number of galaxies per bin (i.e. per class) as such to optimise the redshift resolution without biasing the $N(z)$ estimation. In regions where many training samples are present more fine grained redshift information can be obtained while for regions where training samples are scarce one could use wider bins. Taking this to the extreme the NN could be trained with one or several very wide redshift bins at very high $z$ that contains all the training galaxies above some $z$ threshold. This could alleviate the case where high $z$ galaxies get misclassified as is guaranteed to happen in the current setup. Further it is unclear how much information is carried in the size and ellipticity of a galaxy for this sample using this method. Collister & Lahav (2004) showed that adding size and concentration index information to the regression network ANN2 showed a 3% improvement on $\sigma_{\text{rms}}$. For example, one would expect that for edge on galaxies that are redder due to dust, the ellipticity of the galaxy provides useful information that NN can use to break degeneracies. Adding more features to the NN comes with a caveat: the more features fed to a NN the more training samples it needs to learn the mapping, thus setting more stringent requirements on the spectroscopic set. Although given that the size and ellipticity space is likely to be densely sampled it remains to be seen if this is an issue.

All the photometric redshifts for CFHTLenS will be made publicly available in the near future.
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APPENDIX A: COMPARISON WITH BPZ

This appendix compares the redshifts obtained by H012, using the BPZ code and this work. In the left column in Figure A1 we show the mean $z_{\text{truth}}$ and $z_{\text{BPZ}}$ of the 50 validation sets (17817 galaxies per set) in 9 redshift bins. We use the $z_{\text{phot}}$ as returned by BPZ to select galaxies, this coincides with the mode of the PDF returned by the code. The PDF returned for the galaxies has the same z resolution as the NN output ($\Delta z = 0.05$). The $N(z_{\text{true}}$ is obtained by binning the spectra of the selected galaxies with the same z resolution. The right column in Figure A1 shows the difference of the cumulative distributions for the results

Table 1. The same as table 5 with the $D_4$ values added. The $D_4$ values are the mean $D$ from the 50 validation samples for the redshifts derived using BPZ in (Hildebrandt et al. 2012). The $D_i$ values are those from the test set (see Sect.5). $D_2$ is the maximum $D$ value of the 50 validation samples when trained on 70% of the galaxies. $D_3$ is thus the worst result for each redshift bin from Sect.5. $D_3$ is the mean $D$ from the 50 validation samples in Sect.6. All 4 cases use 5 band photometry information.
Figure A1. The left column shows the mean $N(z)$ truth (solid black line) and $N(z)$ BPZ (dotted red line) of the 50 validation sets for the full distribution and the 8 tomographic bins. The right column shows the mean difference in the cumulative function $N(z_{\text{phot}})$ and $N(z)$ for both BPZ (dotted line) and the NN (solid line). It is clear for NN performs significantly better than BPZ on the validation set.

APPENDIX B: TRANSITION MATRIX

This appendix shows the transition matrices $B_1, B_2$ and $B_3$ for the 8 redshift bins studied in Sect. 3.1. The transition matrix shows the percentage of the galaxies that are in each tomographic bin for a given redshift selection. The diagonal thus shows the fraction of galaxies that lie in the tomographic bin on which the galaxies were selected. The off diagonal terms show the fraction leaked to the other bins. We show two rows for each bin. The top row is the predicted transition estimated by the NN, the bottom row is the actual transition. The errors are the standard deviation form the 50 validation samples. In left most column the average amount of galaxies selected in each bin is given. For the selection in tomographic bin 3, 4, 5 and 7 the transition matrices show that the NN overestimates the amount of objects in bin 8 using 5 bands. When using 4 or 3 bands this only happens in tomographic bin 3 and 4.

APPENDIX C: FITTING FUNCTION TO THE FRACTIONAL ERROR ON $P_\kappa$

In this appendix we provide fitting functions to the fractional error on $P_\kappa$ as a function of the density of spectral redshift available in the tomographic bin. We note that tomographic bin 2 is an outlier for the case of 5 and 4 bands and that the fitting function does not provide a correct estimate for this bin, see Figure C1. $x$ is the amount of training samples (70% of the full sample) available in the tomographic bin.
These fitting functions are a first order approximation as they just look at the number of available training galaxies and do not take into account degeneracies between bins.
Fractional error in $P_x$ for 5 bands, the green dashed line for 4 bands and the dotted blue line for 3 bands. Tomographic bin 2 is outlier for the redshift. The error bars are given by the standard deviation of the error bar size over the range of 50 < $l$ < 5000. The red solid line depicts the best fit for 5 bands, the green dashed line for 4 bands and the dotted blue line for 3 bands. Tomographic bin 2 is outlier for the 5 and 4 band case.

Table B3. 3 band transition matrix. Note that for bins 3 and 4 the NN over estimates the amount of galaxies in bin 8.