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Abstract—Gait is a unique biometric feature that can be recognized at a distance; thus, it has broad applications in crime prevention, forensic identification, and social security. To portray a gait, existing gait recognition methods utilize either a gait template which makes it difficult to preserve temporal information, or a gait sequence that maintains unnecessary sequential constraints and thus loses the flexibility of gait recognition. In this paper, we present a novel perspective that utilizes gait as a deep set, which means that a set of gait frames are integrated by a global-local fused deep network inspired by the way our left- and right-hemisphere processes information to learn information that can be used in identification. Based on this deep set perspective, our method is immune to frame permutations, and can naturally integrate frames from different videos that have been acquired under different scenarios, such as diverse viewing angles, different clothes, or different item-carrying conditions. Experiments show that under normal walking conditions, our single-model method achieves an average rank-1 accuracy of 96.1% on the CASIA-B gait dataset and an accuracy of 87.9% on the OU-MVLP gait dataset. Under various complex scenarios, our model also exhibits a high level of robustness. It achieves accuracies of 90.8% and 70.3% on CASIA-B under bag-carrying and coat-wearing walking conditions respectively, significantly outperforming the best existing methods. Moreover, the proposed method maintains a satisfactory accuracy even when only small numbers of frames are available in the test samples; for example, it achieves 85.0% on CASIA-B even when using only 7 frames. The source code has been released at https://github.com/AbnerHqC/GaitSet.
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1 INTRODUCTION

Unlike other biometric identification sources such as a face, fingerprint, or iris, gait is a unique biometric feature that can be recognized from a distance without any intrusive interactions with subjects. This characteristic gives gait recognition high potential for use in applications such as crime prevention, forensic identification, and social security.

However, a person’s variational poses in walking, which forms the basic information for gait recognition, is easily affected by exterior factors such as the subject’s walking speed, clothing, and item-carrying condition as well as the camera’s viewpoint and frame rate. These factors make gait recognition very challenging, especially cross-view gait recognition, which seeks to identify gait that might be captured from different angles. It thus is crucial to develop a practical gait recognition system.

The existing works have tried to tackle the problem from two aspects. They either regard gait as a single image or regard it as a video sequence. Methods in the first category compress all gait silhouettes into one image, i.e., a gait template, for gait recognition [1], [2], [3], [4], [5], [6], [7]. Although various existing gait templates [5], [6], [7] encode information as abundantly as possible, the compression process omits significant features such as temporal information and fine-grained spatial information. To address this issue, the methods in the second category extract features directly from the original gait silhouette sequences [8], [9], [10]. These methods preserve more temporal information but would suffer a significant degradation when an input contains discontinuous frames or has a frame rate different from the training dataset.

To solve these problems, we present a novel perspective that regards gait as a set of gait silhouettes. Because gait is a periodic motion, it can be represented by a single period. Meanwhile, in a silhouette sequence containing one gait period, it can be observed that the silhouette in each position has a unique pose, as shown in Fig. 1. Given anyone’s gait silhouettes, we can easily rearrange them into the correct order solely by observing their appearance. This suggests that the order of the poses in a gait period is not a key information
to differentiate one person from others, since the pattern of the order is universal. Based on such an assumption, we can directly regard gait as a set of images and extract temporal information without ranking each frame like a video.

From this perspective, we propose an end-to-end deep learning model called GaitSet that extracts features from a gait frame set to identify gaits. Fig. 2 shows the overall scheme of GaitSet. The input to our model is a set of gait silhouettes. First, a CNN is used to extract frame-level features from each silhouette independently (local information). Second, an operation called Set Pooling is used to aggregate frame-level features into a single set-level feature (global information). Because this operation is conducted using high-level feature maps instead of the original silhouettes, it preserves spatial and temporal information better than a gait template; this aspect is experimentally validated in Sec. 4.5. The global-local fused deep network resembles the way our brain processes information [11]. Third, a structure called Horizontal pyramid mapping (HPM) is applied to project the set-level feature into a more discriminative space to obtain a final deep set representation. The superiority of the proposed method can be summarized in the following three aspects:

- **Flexible:** Our model is pretty flexible since it imposes no constraints on the input except the size of the silhouette. This means that the input set can consist of any number of nonconsecutive silhouettes filmed under different viewpoints with different walking conditions. Related experiments are presented in Sec. 4.7.

- **Fast:** Our model directly learns the deep set gait representation of gait instead of measuring the similarity between a pair of gait templates or sequences. Thus, the representation of each sample only needs to be computed once and the recognition can be done by comparing Euclidean distance between the representations of different samples.

- **Effective:** Our model substantially improves the state-of-the-art performance on the CASIA-B [12] and the OU-MVLP [13] datasets, exhibiting strong robustness to view and walking condition variations and high generalization ability to large datasets.

Compared with our previous AAAI-19 conference paper on this topic, we have extended our work in four ways: 1) we surveyed and compared more state-of-the-art gait recognition algorithms; 2) we conducted more comprehensive experiments to evaluate the performance of the proposed GaitSet model; 3) we achieved better performance by improving the loss function used in GaitSet; 4) a post feature dimension reduction module were included to enhance the practicality.

2 RELATED WORKS

In this section, we briefly survey developments in gait recognition and set-based deep learning methods.

2.1 Gait Recognition

Gait recognition can be broadly categorized into template-based and sequence-based approaches. In the former category, the previous works have generally divided this pipeline into two parts, i.e., template generation and matching. The goal of template generation is to compress gait information into a single image, e.g., a Gait Energy Image (GEI) [14] or a Chrono-Gait Image (CGI) [15]. To generate a template, these approaches first estimate the human silhouettes in each frame through background removal. Then, they generate a gait template by applying pixel level operators to the aligned silhouettes [15]. In the template matching procedure, they first extract the gait representation from a template image using machine learning approaches such as canonical correlation analysis (CCA) [16], linear discriminant analysis (LDA) [1], [17] and deep learning [18]. Then, they measure the similarity between pairs of representations using Euclidean distance or other metric learning approaches [1], [3], [4], [7]. For example, the view transformation model (VTM) learns a projection between different views [19]. [2] proposed view-invariant discriminative projection (ViDP) to project the templates into a latent space to learn a view-invariant representation. Finally, they assign a label to the template based on the measured distance using a classifier, e.g., SVM or nearest neighbor classifier [4], [6], [7], [19], [20], [21].

In the second category, the video-based approaches directly take a sequence of silhouettes as an input. For instance, the 3D CNN-based approaches [7], [9] extract temporal-spatial information using 3D convolutions; Liao [8] and An [c] utilize human skeletons to lean gait features which is robust to the change of clothing; [23] fused sequential frames by LSTM attention units; and [10] proposed the spatial-temporal graph attention network (STGAN) to uncover the graph relationships between gait frames, followed by obtaining attention for gait video. In recent, a part-based model [a] was proposed to capture spatial-temporal feature of each part and achieved promising results. To prevent redundancy feature in part-based model, two stage training strategy was used in [b] to learn compact features successfully.

In the second category, the video-based approaches directly take a sequence of silhouettes as an input. For instance, the 3D CNN-based approaches [7], [9] extract temporal-spatial information using 3D convolutions; Liao et al. [8] and An et al. [22] utilized human skeletons to learn gait features robust to the change of clothing; Zhang et al. [23] fused sequential frames by LSTM attention units; and Wu et al. [10] proposed the spatial-temporal graph attention network (STGAN) to uncover the graph relationships between gait frames, followed by obtaining attention for gait video. Recently, a part-based model [24] was proposed to capture spatial-temporal features of each part and achieved promising results. To prevent redundancy feature in part-based model, a two-stage training strategy was used in [25] to learn compact features effectively.

2.2 Deep Learning on an Unordered Set

Most deep learning works have been focusing on regular input representations such as video sequences or images. The initial goal for using unordered sets was to address point cloud tasks in the computer vision domain [28] based on PointNet. Using an unordered set, PointNet can avoid the noise introduced by quantization and the extension of data, leading to a high prediction performance. Since then, set-based methods have been widely used in the point cloud domain [29], [30], [31] and in content recommendation [32].
and image captioning \cite{33} by integrating features into the form of a set. \cite{34} further formalized the deep learning tasks defined for sets and characterized of the permutations using invariant functions. To the best of our knowledge, this topic has not been studied in depth in the gait recognition domain except in our previous AAAI-19 conference version of this paper \cite{26}.

## 3 GaitSet

In this section, we introduce the details of our GaitSet method, which learns deep discriminative information from a set of gait silhouettes. To improve understanding, the overall pipeline is illustrated in Fig. 2.

### 3.1 Problem Formulation

The concept for regarding gait as a deep set will be formulated first. Given a dataset of \( N \) people with identities \( y_i, i \in 1, 2, ..., N \), we assume that the gait silhouettes of a certain person are subject to a distribution \( P_i \) which is uniquely related to that individual. Therefore, all silhouettes in one or more sequences of a given person can be regarded as a set of \( n \) silhouettes \( X_i = \{ x_{ij} | j = 1, 2, ..., n \} \), where \( x_{ij} \sim P_i \). Under this assumption, we tackle the gait recognition task via 3 steps, formulated as follows:

\[
f_i = H(G(F(x_{i1}^1), F(x_{i1}^2), ..., F(x_{in}^n)))
\]  

(1)

where \( F \) is a convolutional network that seeks to extract frame-level features from each gait silhouette. The function \( G \) is a permutation invariant function used to map a set of frame-level features to a set-level feature \cite{34} based on set pooling (SP), which will be introduced in Sec. 3.2. The function \( H \) learns the deep set discriminative representation of \( P_i \) from the set-level feature through a structure called horizontal pyramid mapping (HMP) which will be discussed in Sec. 3.3. The input \( X_i \) is a tensor with four dimensions: set dimension, image channel dimension, image height dimension, and image width dimension.

### 3.2 Set Pooling

The goal of Set Pooling (SP) is to condense a set of gait information, formulated as \( z = G(V) \), where \( z \) denotes the set-level feature and \( V = \{ v^j | j = 1, 2, ..., n \} \) denotes the frame-level features, where \( v^j \) means the \( j \)-th frame-level feature map and \( n \) denotes the number of gait frames in a set. Note that there are two constraints when performing an SP operation. First, if we expect to take a set as an input, the function should be a permutation invariant function satisfying:

\[
G(\{ v^j | j = 1, 2, ..., n \}) = G(\{ v^{\pi(j)} | j = 1, 2, ..., n \})
\]  

(2)

where \( \pi \) is any permutation \cite{34}. Second, the function \( G \) should be able to take a set with arbitrary cardinality because the number of a person’s gait silhouettes can be arbitrary in a real-world scenario. Next, we describe several instantiations of \( G \). The experiments will show that although different instantiations of SP do influence the performances, they do not produce significant differences, and all SP instantiations achieve better performances than do the GEI-based methods by a large margin.

**Basic Statistical Functions** To meet the invariant constraint requirement in Eq. 2, one rational strategy of SP is to use statistical functions on the set dimension. To balance the representativeness and the computational cost, we considered three statistical functions: \( \max(\cdot), \text{mean}(\cdot) \) and \( \text{median}(\cdot) \). A comprehensive comparison will be given in Sec. 4.

**Joint Functions** Further, two feasible ways to join the aforementioned 3 basic statistical functions are analyzed as follows:

\[
G(\cdot) = \max(\cdot) + \text{mean}(\cdot) + \text{median}(\cdot)
\]  

(3)

\[
G(\cdot) = 1_{1C}(\text{cat}(\max(\cdot), \text{mean}(\cdot), \text{median}(\cdot)))
\]  

(4)

where \( \text{cat} \) means concatenating on the channel dimension, \( 1_{1C} \) denotes a \( 1 \times 1 \) convolutional layer, and \( \max, \text{mean} \) and \( \text{median} \) are applied to the set dimension. Eq. 4 is an extended version of Eq. 3 which allows the \( 1 \times 1 \) convolutional layer to learn a proper weight for combining information extracted by different statistical functions.
Attention Visual attention has been successfully applied in many computer vision tasks [35], [36], [37], and we also capitalize on attention to implement SP. We included two attention strategies in our work. The first one is a pixel-wise attention. Specifically, we refine the output of SP by utilizing the global information to learn an element-wise attention map for each frame-level feature map, as shown in Fig. 3b. First, global information is first collected by the statistical functions. Then, it is input into a $1 \times 1$ convolutional layer along with the original feature map to calculate an attention map for the refinement. The final set-level feature $z$ is extracted by employing a MAX operation on the set of the refined frame-level feature maps. We use the residual structure to accelerate and stabilize the convergence. Another is a frame-wise attention, in which global max pooling is first applied on each $v^j$ to get a compressed frame-wise feature. Then, based on the frame-wise feature, a fully connected layer is applied to calculate a frame-wise weight $a^j$. Finally, $z$ is calculated by $\sum_{j=1}^{n} a^j v^j$, where $a^j$ is the softmax-normalized frame-wise weight. Fig. 3c illustrates the architecture of the frame-wise attention.

3.3 Horizontal Pyramid Mapping

In the literature, splitting feature maps into strips is a commonly used tactic in person re-identification tasks [27], [38]. For instance, [27] proposed horizontal pyramid pooling (HPP) through cropping and resizing the images into a uniform size based on pedestrian size while varying the discriminative parts from image to image. With 4 scales, HPP can thus help the deep network gather both local and global information by focusing on features with different sizes. Here, we improve HPP to adapt it to the gait recognition task; instead of applying a $1 \times 1$ convolutional layer after the pooling, we use independent fully connected layers (FC) for each pooled feature to map it into the discriminative space, as shown in Fig. 4. We call this approach horizontal pyramid mapping (HPM).

Concretely, HPM has $S$ scales. On scale $s \in 1, 2, ..., S$, the feature map extracted by SP is split into $2^{s-1}$ strips on the height dimension, i.e. $\sum_{s=1}^{S} 2^{s-1}$ strips in total. Then, global pooling is applied to the 3-D strips to obtain 1-D features. For a strip $z_{s,t}$ where $t \in 1, 2, ..., 2^{s-1}$ represents the index of the strip in the scale, the global pooling is formulated as $f'_{s,t} = \maxpool(z_{s,t}) + \text{avgpool}(z_{s,t})$, where $\maxpool$ and $\text{avgpool}$ denote global max pooling (GMP) and global average pooling (GAP) respectively. Note that the functions $\maxpool$ and $\text{avgpool}$ are used at the same time because the combined results outperform applying either operation alone. The final step is to employ FCs to map the features $f'$ into a deep discriminative space. Because the strips at different scales depict features of different receptive fields, and different strips at each scale depict features of different spatial positions, using independent FCs is a natural choice, as shown in Fig. 4.

3.4 Multilayer Global Pipeline

Generally, different layers of a convolutional network have different receptive fields. The deeper a layer is, the larger the receptive field will be. Thus, pixels in the feature maps of a shallow layer pay more attention to local and fine-grained information while those in deeper layers focus more on global and coarse-grained information. The set-level features extracted by applying SP to different layers are analogous. As shown in the main pipeline of Fig. 2, only one SP is applied to the last layer of the convolutional network. To collect different-level set information, we propose a multilayer global pipeline (MGP), which has a similar structure to the convolutional network in the main pipeline; however, we add the set-level features extracted by different layers to MGP.

The final feature map generated by MGP is also mapped into $\sum_{s=1}^{S} 2^{s-1}$ features by HPM. Note that 1) the HPM that
executes after MGP does not share parameters with the HPM that executes after the main pipeline. 2) The main pipeline is similar to that of human cognition, which focuses intuitively on a person’s profile, whereas the MCH can preserve more details of a person’s walking movements.

3.5 Loss Functions and Training Strategy

In the field of identification [39, 40, 41], two loss functions are widely used, i.e., cross entropy loss and triplet loss [42]. To obtain the best performance, we conducted comprehensive experiments on these two loss functions.

Cross-entropy loss is common in classification tasks. It measures the gap between a predictive distribution and the corresponding true distribution. In the recognition task, the output classes reflect all labels (identities) in the training set. As mentioned above, the output of the network are \( 2 \times \sum_{s=1}^{S} 2^{s-1} \) features with a dimension of \( d \). During training, a cross entropy loss was calculated for each feature and then all losses were summed up as a total loss. During testing, the feature before the softmax layer is used for recognition.

Triplet loss was initially proposed for face recognition [40] but has become a popular loss function for metric embedding learning and has achieved high performances on various tasks [26], [40], [42], [43], [44]. It aims to pull semantically-similar points close to each other while pushing semantically-different points away from each other [42]. The specific version of triplet loss adopted in this paper is Batch All (BA) triplet loss [42].

Specifically, we denote a sample triplet as \( r = (\alpha, \beta, \gamma) \) where \( \alpha \) represents the anchor, \( \beta \) is a sample with the same label as the anchor \( \alpha \), and \( \gamma \) denotes a sample with a label different from that of the anchor \( \alpha \). Then, the \( BA_+ \) triplet loss of this triplet is defined as follows:

\[
L(r) = \text{ReLU}(\xi + D_{\alpha, \beta} - D_{\alpha, \gamma}),
\]

where \( \xi \) is the margin between intraclass distance \( D_{\alpha, \beta} \) and interclass distance \( D_{\alpha, \gamma} \). For a triplet \( r \), each sample has \( 2 \times \sum_{s=1}^{S} 2^{s-1} \) features. We calculated the triplet loss for each corresponding feature triplet, i.e., \( 2 \times \sum_{s=1}^{S} 2^{s-1} \) triplet losses were calculated.

Using a combination of two loss functions Our previous work [26] only used Batch All (BA) triplet loss and achieved state-of-the-art performance. In this study, to improve the learning ability, we combined the cross entropy loss with the triplet loss. First, cross entropy loss was used to train the network to converge. Then, a smaller learning rate with Batch All (BA) triplet loss was used to let the model find a more discriminant metric space. Experiments to compare these two losses are shown in Sec. 4.5.2.

3.6 Training and Test

Training. In the training phase, a batch with a size of \( p \times k \) is sampled from the training set, where \( p \) denotes the number of persons and \( k \) is the number of training samples each person has in the batch. Note that although the experiment shows that our model performs well when its input is the set composed of silhouettes gathered from arbitrary sequences, during the training phase, a sample is composed only of silhouettes sampled in one sequence.

Testing. Given a query \( Q \), the goal is to retrieve all the sets with the same identity in gallery set \( G \). We denote a sample in \( G \) as \( G_s \). First, \( Q \) is input into GaitSet model to generate \( 2 \times \sum_{s=1}^{S} 2^{s-1} \) multiscale features, then all these features are concatenated into a final representation \( F_Q \) as shown in Fig. 2. The same process is applied to each \( G_s \) to obtain \( F_{G_s} \). Finally, \( F_Q \) is compared with every \( F_{G_s} \) to calculate the rank-1 recognition accuracy, which means the percentage of the correct subjects ranked first, based on nearest Euclidean distance.

3.7 Post Feature Dimension Reduction

As introduced in Sec. 3.6, the identification is achieved by comparing \( F_Q \) with every \( F_{G_s} \) to find the nearest neighbor. Let \( d_f \) denotes the dimension of the final representation \( F \). The computational complexity of this identification process is \( O(d_f | G_s |) \) where \(| \cdot | \) calculates the cardinality of a set. In practical applications, \(| G_s | \) could be extremely large. A small \( d_f \) will be the key to keep the process efficient. Thus, we proposed a post feature dimension reduction module which is a post trained linear projection to reduce the dimension of the output feature while maintaining a competitive recognition accuracy. Specifically, based on a trained GaitSet model with fixed parameters, we feed the learned \( d_f \) dimensional feature into a fully connected layer with an output of dimension \( d_f' \). The new \( d_f' \) dimensional features are used to calculate a triplet loss to train the fully connected layer. In Sec. 4.4, we show that compared with directly shrinking the output dimension of the HPM, our post feature dimension reduction model can effectively reduce the feature dimension into a significantly smaller size while preserving a high recognition performance.

4 Experiments

In this section, we report the results of comprehensive experiments conducted to evaluate the performance of the proposed GaitSet. First, we compared GaitSet with other state-of-the-art methods on two public gait datasets: CASIA-B [12] and OU-MVLP [13]. Then, we conducted a set of ablation studies on CASIA-B. Third, we studied the effectiveness of feature dimension reduction. Finally, we analyzed the practicality of GaitSet from three aspects: limited silhouettes, multiple views, and multiple walking conditions.

4.1 Datasets

The CASIA-B dataset [12] is a popular gait dataset that contains 124 subjects labeled from 001 to 124. Each subject has 3 walking conditions, i.e., normal (NM) (6 video sequences per subject), walking with a bag (BG) (2 video sequences per subject) and wearing a coat or jacket (CL) (2 video sequences per subject). Each sequence is simultaneously framed under 11 views (\( 0^\circ, 18^\circ, \ldots, 180^\circ \)). Thus, this dataset contains \( 124 \times (6 + 2 + 2) \times 11 = 113,640 \) videos in total. Since this dataset does not include official training and test subset partitions, we conducted our experiments using three kinds of division popular in the current literature. Based on the sizes of the training sets, we name these three kinds of division small-sample training (ST), medium-sample training (MT) and large-sample training (LT). In ST, the
first 24 subjects (001-024) were used for training and the remaining 100 subjects were used for testing with no overlap. In MT, the first 62 subjects (001-062) were used for training, and the remaining 62 subjects were used for testing. In LT, the first 74 subjects (001-074) were used for training and the remaining 50 subjects were used for testing. For the test sets in all three settings, the first 4 sequences of the NM condition (i.e., NM #1-4) were kept in the gallery, and the remaining 6 sequences were divided into 3 probe subsets, i.e., the NM subset condition #5-6, the BG subset containing BG #1-2 and the CL subset containing CL #1-2.

The OU-MVLP dataset [13] is currently the largest public gait dataset. It contains 10,307 subjects with 14 views (0°, 15°, ..., 90°; 180°, 195°, ..., 270°) per subject and 2 sequences (#00-01) per view. According to its protocol, the sequences of 5,154 subjects are used for training, and the sequences of the remaining 5,154 subjects are used for testing. In the test set, sequences with index #01 are kept in the gallery and those with index #00 are used as probes.

4.2 Parameter Setting

In all the experiments, the input was a set of aligned silhouettes of size 64 × 44. The silhouettes were directly provided by the datasets and were aligned based on the methods described in [13]. We adopted the Adam optimizer [45] for training our GaitSet network. The code for all the experiments was written in Python with Pytorch 0.4.0. The models were trained on a computer equipped with 4 NVIDIA 1080TI GPUs. Unless otherwise stated, the set cardinality during the training phase was set to 30. The margin ξ in the triplet loss function (Eq. 5) was set to 0.2. The number of HPM scales C was set to 5. 1), For the CASIA-B dataset, we set the number of channels in C1 and C2 as 32, in C3 and C4 as 64, and in C5 and C6 as 128. Under these settings, the average computational complexity of our model is 8.6GFLOPs. 2) On the OU-MVLP dataset, which contains 20 times more sequences than CASIA-B, we used convolutional layers with more channels, i.e., C1 = C2 = 64, C3 = C4 = 128, C5 = C6 = 256. For convenience, the details of batch size, learning rate, and training iterations on different experimental settings are listed in Tab. 1. Furthermore, rank-1 accuracy is adopted as a criterion in the subsequent evaluations.

4.3 Brief Introduction of Compared Methods

Among our compared methods, View-invariant Discriminative Projection (ViDP) [2] uses a unitary linear projection to project the templates into latent space to learn a view-invariant represent. Correlated Motion Co-Clustering (CMCC) [16] first uses motion co-clustering to partition the most related parts of gaits from different views into the same group, and then applies canonical correlation analysis (CCA) on each group to maximize the correlation between gait information across views. Wu et al. proposed several CNN based models in [7]. CNN-LB feeds GEIs of two gait sequences into a 3-layer CNN as two channels and judges whether the two GEIs belong to the same person; CNN-3D runs 3-layers 3D-CNN on 9 adjacent frames and averages predictions of 16 9-frame samples to get the final output; CNN-Ensemble aggregates outputs of 8 different networks and achieves the best performance in this work. Yu et al. [21] applied AutoEncoder (AE) to extract view-invariant features. He et al. [21] proposed a multi-task GAN (MGAN) to project gait features from one angle to another angle for multi-view gait recognition. Angle Center Loss (ACL) [23] which is robust to different local parts and temporal window sizes is proposed to learn discriminative gait features. GEINet [18] classifies GEIs of different persons with a 2-layer CNN followed by 2 fully connected layers. Takemura et al. [4] improved the structures proposed in [7] to leverage triplet loss.

4.4 Main Results

4.4.1 CASIA-B

Tab. 2 shows a comparison between the state-of-the-art methods and the proposed GaitSet. Except for GaitSet, the other results were directly taken from their original papers. All the results were averaged on the 11 gallery views and the identical views were excluded. For example, the accuracy of probe view 36° was averaged on 10 gallery views, excluding gallery view 36°. From Tab. 2 an interesting relationship between views and accuracies can be observed. In addition to 0° and 180°, where low accuracies are expected, the accuracy for 90° is a local minimum value that is always worse than the accuracy for 72° or 108°. The possible reason is that gait contains feature information not only those parallel to the walking direction, such as stride, which can be observed most clearly at 90° but also feature information vertical to the walking direction, such as the left-right swinging motions of the body or arms, which can be observed most clearly at 0° or 180°. Therefore, both parallel and vertical perspectives lose some portion of the gait information while views such as 36° and 144° achieve a better balance between these two extremes.

Small-Sample Training (ST) Our method achieved a high performance even with only 24 subjects in the training set and exceeded the best performance reported [7] by well over 10% on the reported values. There are two main reasons for these results. 1) Because our model regards the input as a set, the number of samples (frames) available for training the convolutional network in the main pipeline is dozens of times higher than the number of samples used to train the template- or video-based models. Taking a mini-batch as an example, our model input consists of 30 × 128 = 3, 840 silhouettes, while under the same batch size other template-based models only obtain 128 templates. 2) Because the sample sets used in the training phase are composed of frames selected randomly from the sequence in the training set, each of which can generate multiple different sample sets; thus, any units related to set feature learning (such as MGP and HPM) can also be trained well.

In addition, it is noteworthy that in ST, all the other compared models were trained and tested only on the NM subset, whereas our model was trained and tested on all the NM, BG, and CL subsets. If we instead focus our model on only one subset, it performs even better, because then, the training and testing environments are the same and exhibit more consistency.

1. Since Wu et al proposed more than one model [7], we cited the most competitive results under different experimental settings.
TABLE 1
Batch size ($B_S$), learning rate ($L_R$), and training iterations (Iter) on OU-MVLP and the three settings of CASIA-B (CASIA-ST, CASIA-MT, and CASIA-LT). When being trained with cross entropy loss, a mini-batch is randomly selected from the training set. When being trained with triplet loss, a mini-batch is composed as described in Sec. 5.6.

|               | CASIA-ST | CASIA-MT | CASIA-LT | OU-MVLP |
|---------------|----------|----------|----------|---------|
| CE            | 150      | 150      | 150      | Iter<150k: 1e-4; Iter>=150k: 1e-5 |
| $L_R$         | 1e-4     | 1e-4     | 1e-4     | Iter<150k: 1e-4; Iter>=150k: 1e-5 |
| Iter          | 70k      | 80k      | 90k      | Iter<150k: 1e-4; Iter>=150k: 1e-5 |
| Triplet Only  | $B_S$ p = 8, k = 16 | $B_S$ p = 8, k = 16 | $B_S$ p = 8, k = 16 | Iter<150k: 1e-4; Iter>=150k: 1e-5 |
| $L_R$         | 1e-4     | 1e-4     | 1e-4     | Iter<150k: 1e-4; Iter>=150k: 1e-5 |
| Iter          | 80k      | 80k      | 100k     | Iter<150k: 1e-4; Iter>=150k: 1e-5 |
| Triplet Tune  | $B_S$ p = 8, k = 16 | $B_S$ p = 8, k = 16 | $B_S$ p = 8, k = 16 | Iter<150k: 1e-4; Iter>=150k: 1e-5 |
| $L_R$         | 1e-5     | 1e-5     | 1e-5     | Iter<150k: 1e-4; Iter>=150k: 1e-5 |
| Iter          | 30k      | 40k      | 60k      | Iter<150k: 1e-4; Iter>=150k: 1e-5 |

TABLE 2
Averaged rank-1 accuracies on CASIA-B under three different experimental settings, excluding identical-view cases.

| Gallery NM#1-4 | 0°-180° | mean |
|----------------|---------|------|
| Probe          | U'     | 18° | 36° | 54° | 72° | 90° | 108° | 126° | 144° | 162° | 180° | mean |
| ST             | NM#5-6 | 49.3 | 46.3 | 54.8 | 71.6 | 64.1 | 36.4 | 30.6 | 45.2 |
|               | GaitSet(ours) | 61.5 | 52.4 | 77.8 | 92.6 | 81.4 | 54.6 | 40.6 | 65.2 |
|                 | CNN-Ensemble [7] | 63.6 | 65.7 | 64.9 | 89.1 | 82.4 | 49.7 | 35.4 | 68.2 |
|                 | MGAN [6] | 58.1 | 56.9 | 76.4 | 82.5 | 75.5 | 45.3 | 31.3 | 60.1 |
|                 | AE [2] | 59.9 | 56.9 | 76.4 | 82.5 | 75.5 | 45.3 | 31.3 | 60.1 |
|                 | GaitSet(ours) | 66.5 | 68.6 | 76.2 | 88.9 | 82.9 | 50.6 | 36.4 | 65.8 |
|                 | MGAN [6] | 53.8 | 53.8 | 73.8 | 83.9 | 78.0 | 44.2 | 29.9 | 59.3 |
|                 | AE [2] | 64.8 | 68.6 | 76.2 | 88.9 | 82.9 | 50.6 | 36.4 | 65.8 |
|                 | GaitSet(ours) | 69.1 | 71.1 | 79.7 | 91.8 | 86.4 | 54.3 | 40.2 | 75.9 |
|                 | MGAN [6] | 76.2 | 78.3 | 86.4 | 99.2 | 93.8 | 60.9 | 46.7 | 81.5 |
|                 | AE [2] | 77.3 | 81.3 | 89.0 | 101.0 | 95.6 | 62.1 | 47.9 | 82.5 |
|                 | GaitSet(ours) | 80.3 | 84.3 | 92.1 | 104.2 | 99.2 | 64.8 | 49.6 | 84.8 |
|                 | MGAN [6] | 81.2 | 85.6 | 91.8 | 104.2 | 100.0 | 67.5 | 50.2 | 87.1 |
|                 | AE [2] | 84.3 | 88.7 | 96.4 | 108.9 | 104.2 | 70.7 | 51.7 | 89.3 |
|                 | GaitSet(ours) | 89.4 | 93.8 | 102.1 | 111.0 | 110.0 | 74.1 | 52.8 | 92.5 |
|                 | MGAN [6] | 91.9 | 96.4 | 104.2 | 111.0 | 110.0 | 77.2 | 54.3 | 95.9 |
|                 | AE [2] | 95.9 | 100.0 | 104.2 | 111.0 | 110.0 | 80.3 | 55.6 | 99.1 |
|                 | GaitSet(ours) | 100.0 | 104.2 | 111.0 | 110.0 | 110.0 | 83.4 | 57.3 | 102.4 |

TABLE 3
Averaged rank-1 accuracies on OU-MVLP, excluding identical-view cases. GEINet: 18, 3in+2diff: 4.

| Probe | Gallery All 14 Views | Gallery 0°, 30°, 60°, 90° |
|-------|----------------------|--------------------------|
|       | GEINet | Ours | GEINet  | 3in+2diff | Ours |
| 0°    | 11.4   | 81.3 | 8.2     | 25.5      | 79.6 |
| 15°   | 29.1   | 88.6 | -       | 87.1      | 84.3 |
| 30°   | 41.5   | 90.2 | 32.3    | 50.0      | 87.4 |
| 45°   | 45.5   | 90.7 | -       | 89.8      | 84.3 |
| 60°   | 39.5   | 88.6 | 33.6    | 45.3      | 86.2 |
| 75°   | 41.8   | 89.1 | -       | 88.0      | -    |
| 90°   | 38.9   | 88.3 | 28.5    | 40.6      | 84.3 |
| 105°  | 41.9   | 88.1 | -       | 88.1      | -    |
| 120°  | 33.1   | 87.7 | -       | 84.2      | -    |
| 135°  | 43.2   | 89.4 | -       | 87.1      | -    |
| 150°  | 45.6   | 89.7 | -       | 87.6      | -    |
| 165°  | 39.4   | 87.8 | -       | 86.3      | -    |
| 180°  | 40.5   | 88.3 | -       | 86.4      | -    |
| 200°  | 36.3   | 86.9 | -       | 85.8      | -    |
| mean  | 35.8   | 87.9 | -       | 83.9      | -    |

Medium-Sample Training (MT) & Large-Sample Training (LT) Generally, the performance of deep learning models depends heavily on the scale of the training sets. Thus, we evaluated our GaitSet using two different divisions for the training set and test set, i.e., MT and LT, as recommended in the prior literature. Tab. 2 shows that our model attains fairly good results on the NM subset, especially on LT, where the results of all views except 180° are over 90%. This result shows that the accuracy gains obvious improvement when more training data is available for this subset.

Our model achieves satisfactory performance on the BG subset. On the CL dataset, the recognition performances are somewhat less satisfactory, although our model still exceeds the best performance reported so far [7] by over 15%. This reduced performance may be explained by the following three reasons: 1) a coat can entirely change a person’s appearance, e.g., a subject looks larger in a coat than in a T-shirt. 2) A coat can hide the motions of both limbs and body. 3) In the training set, the ratio of the CL subset is substantially lower than that of the NM subset, demanding stronger discriminative ability on the part of the model.
Ablation experiments conducted on **CASIA-B** using setting LT. The results are rank-1 accuracies averaged on all 11 views, excluding identical-view cases. The numbers in brackets indicate the second highest results in each column. Here ‘att’ is the abbreviation of attention.

**TABLE 4**

| GEI | Set | Set Pooling | MGP | NM | BG | CL |
|-----|-----|-------------|-----|----|----|----|
|     |     | Max Mean Median Joint sum Joint L1 IC Pix-att Frame att |
| √   | √   | √           | 89.0 | 76.3 | 50.7 |
| √   | √   | √           | 95.4 | 88.7 | 69.9 |
| √   | √   | √           | 95.0 | 86.3 | 66.3 |
| √   | √   | √           | 94.8 | 84.9 | 63.7 |
| √   | √   | √           | 94.1 | 84.1 | 64.3 |
| √   | √   | √           | 94.9 | 86.9 | 66.8 |
| √   | √   | √           | 95.6 | 88.9 | 69.6 |
| √   | √   | √           | 95.0 | 85.1 | 65.3 |
| √   | √   | √           | 96.1 | 90.8 | 70.3 |

**4.4.2 OU-MVLP**

Tab. 3 compares GaitSet with the two other methods on the OU-MVLP dataset. As some of the previous works did not conduct experiments on all 14 views, we list our results based on two types of gallery sets, i.e. all 14 views and 4 typical views (0°, 30°, 60°, 90°). All the results are averaged on the gallery views and identical views are excluded. The results show that our method generalizes well to a dataset with a large scale and wide view variation. Moreover, because the representation for each sample only needs to be calculated once, our model can complete the test involving all 133,780 sequences in only 14 minutes with 4 NVIDIA 1080Ti GPUs.

It is noteworthy that because some subjects missing several gait sequences have not been removed from the probe set, the maximum rank-1 accuracy cannot reach 100%. If we do not count the cases that have no corresponding samples in the gallery, the average rank-1 accuracy of all probe views will rise to 94.1% rather than 87.9%.

Fig. 5 shows the relationship between training iterations and test accuracy. We can see that after the cross entropy loss reaches its best performance, further tuning with triplet loss can still engender improvement.

![Fig. 5. The accuracy change process on OU-MVLP.](image)

**4.5 Ablation Experiments and Model Studies**

In this section, we report ablation experiments and model studies on CASIA-B, to examine the effectiveness of regarding gait as a set with set pooling, MGP, HPM, and different training strategies with different loss combinations.

**TABLE 5**

The impact of different HPM scales and HPM weight independence experiments conducted on **CASIA-B** using the setting on LT. The results are rank-1 accuracies averaged on all 11 views, excluding identical-view cases.

| HPM scales | HPM weights Independent | NM | BG | CL |
|------------|-------------------------|----|----|----|
| 1(no HPM)  | √                       | 91.8 | 82.4 | 59.4 |
| 2          | √                       | 91.8 | 82.9 | 60.1 |
| 3          | √                       | 91.7 | 83.0 | 64.2 |
| 4          | √                       | 93.9 | 86.9 | 64.5 |
| 5          | √                       | 91.1 | 82.0 | 60.9 |

All the experiments were based on the settings under CASIA-B LT, as shown in Tab. 2

**4.5.1 Ablation experiments**

**Set VS. GEI** The first two rows of Tab. 4 show the effectiveness of regarding gait as a set. With totally identical networks, the result of using the set exceeds that of using GEI by more than 6% on the NM subset and more than 19% on the CL subset. The only difference is that in the GEI experiment, the gait silhouettes are averaged into a single GEI before being fed into the network. There might be two main reasons for this improvement: 1) our SP extracts the set-level feature from a high-level feature map where the temporal information is well preserved and the spatial information has been sufficiently processed; and 2) as mentioned in Sec. 4.4, regarding gait as a set enlarges the volume of training data.

**The impact of SP** In Tab. 4, the results from the second row to the eighth row show the impact of different SP strategies. SP with pixel-wised attention achieves the highest accuracy on the NM and BG subsets and when max(·) is used, it obtains the highest accuracy on the CL subsets. Considering the fact that SP with max(·) also achieves the second best performance on the NM and BG subsets and has the most concise structure; thus, we choose it as the SP strategy in the final version of GaitSet.

**The impact of MGP** The second and the last rows of Tab. 4 show that MGP improves all three test subsets. This result is consistent with our experience mentioned in Sec. 3.4, i.e., that set-level features extracted from different layers of the main pipeline contain different discriminative information.

**The impact of HPM scales and HPM weight independence** As shown in Tab. 5, HPM obtains better performance with more scales. Furthermore, the last two lines of Tab. 5...
compare the impact of the weight independence of the fully connected layer in HPM. It can be seen that using independent weights increases the accuracy by more than 7% on each subset. During the experiments, we also noticed that introducing independent weights makes the network converge faster.

4.5.2 Training strategies
Our previous AAAI-19 paper utilized triplet loss to achieve good performance. To further improve the gait recognition accuracy, we combined triplet loss and cross-entropy loss to train the GaitSet model.

| Loss function | BN | Dropout | NM | BG | CL |
|----------------|----|---------|----|----|----|
| CEloss         | ✓  | ✓       | 90.9 | 84.8 | 46.7 |
|                | ✓  |         | 94.4 | 89.4 | 60.2 |
|                | ✓  |         | 95.6 | 90.1 | 64.8 |
| Triplet loss   | ✓  | ✓       | 95.5 | 87.3 | 69.3 |
|                | ✓  |         | 94.5 | 87.1 | 66.9 |
|                | ✓  |         | 95.3 | 90.3 | 67.3 |
| CEloss + Triplet loss | ✓  | ✓       | 94.7 | 88.7 | 66.9 |
|                | ✓  |         | 96.1 | 90.8 | 70.3 |

Tab. 6 shows the results of the three training strategies, and the impact of batch normalization and dropout. All three training strategies exceed 95% rank-1 accuracy on the NM subset when using batch normalization and dropout. However, only the pretraining model that combines the two losses reaches the highest 96.1% rank-1 accuracy. The first and third lines of Tab. 6 reveal that the dropout layers is essential for a robust training performance of cross-entropy loss in this case. We also see that batch normalization improves all the training strategies.

4.6 Feature Dimension Reduction
As mentioned in Sec. 4.6, the testing feature after concatenating all the HPM outputs has $256 \times 31^2 = 15,872$ dimensions in a standard framework, which impairs the testing efficiency. Therefore, we conducted dimensional reduction using two methods. One is to set the feature dimension to a lower level by shrinking the output dimension of the HPM fully connected layers. The other method is to perform the testing task after introducing a new fully connected layer, which achieves a large compression of the original 15,872 dimensions.

**HPM Output Dimensions.** The HPM output dimensions were set to 32, 64, 128, 256, 512, and 1,024. Using these different dimension, we studied the recognition accuracy with approximately 50,000 – 60,000 training iterations. As Fig. 6 shows, even when the output dimensions are as low as 32, the performance still reaches 93% on the NM subset with all three loss function strategies. However, there is still a negative impact on the performance if the HPM output dimensions are too low (down to 32) or too high (up to 1024). The reasons for this performance degeneration are that 1) the fully connected layers whose output dimensions are too high can easily be overfitting because they contain too many parameters, and 2) an output dimension that is too small would significantly constrain the fully connected layers’ learning capacity. In particular, the model trained with CE loss is less robust on the CL subset with high dimensional HMP outputs, while the model with the pretraining strategy has a stable performance on the CL subset. By decreasing the HMP output dimensions, we can compress the final feature dimension from 15,872 to one quarter of that. While this compression is associated with a subtle performance impairment, the degeneration of recognition performance on the BG and CL subsets cannot be ignored.

**Dimension reduction with the new FC** Undoubtedly, we can directly reduce the final feature dimension. After the model has been well trained, a new fully connected layer is applied to the 15,872 dimension feature to reduce it into a lower dimension. This new layer is tuned for 10,000 iterations with triplet loss and a learning rate of $1e^{-4}$. We investigate the output dimensions of 128, 256, 512, 1024, 2048, and 4,096.

| feature dimension | NM | BG | CL |
|-------------------|----|----|----|
| 128               | 91.7 | 83.5 | 62.5 |
| 256               | 94.1 | 87.3 | 66.6 |
| 512               | 94.4 | 88.4 | 68.9 |
| 1024              | 95.0 | 89.3 | 69.1 |
| 2048              | 95.0 | 90.2 | 70.0 |
| 4096              | 94.9 | 90.2 | 70.3 |

As the Tab. 7 shows, the final feature dimension can be compressed to 1024 while maintaining the recognition accuracy at 95% on the NM subset; this is only 6.5% of the original 15,872 dimensions. Similar to changing the output dimension of HPM, a too-small feature dimension leads to a performance decrease. Although it runs counter to the idea of an end-to-end design, introducing this postprocessing effectively compresses the learned feature representation, making the method more practical for real applications.

4.7 Practicality
Because of the flexibility of the gait set approach, GaitSet may be useful in more complicated practical conditions. In this section, we investigate the practicality of GaitSet through three novel scenarios: 1) How does GaitSet perform when a input set contains only a few silhouettes? 2) Can silhouettes with different views enhance the identification accuracy? 3) Can the model effectively extract deep discriminative representation from a set containing silhouettes shot under different walking conditions? It is worth noting that we did not retrain or tune our model in these experiments; the exact model used in the Sec. 4.4 with the LT setting is used here. Note that here the reported accuracies are averaged on 10 times experiments with different random seeds.

**Limited Silhouettes.** In real forensic identification scenarios, cases occur in which no continuous sequence of a subject’s gait is available, only some fitful and sporadic silhouettes. We simulate such a circumstance by randomly selecting a certain number of frames from sequences to compose each sample...
Fig. 6. Relationships between recognition accuracy and the HPM output dimension. From left to right are the individual results on the CASIA-B NM, BG, and CL subsets. The relationships vary with different training strategies, as shown by the different lines in each graph.

Fig. 7. Average rank-1 accuracies with constraints of silhouette volume on the CASIA-B dataset using the LT setting. The accuracy values are averaged on all 11 views excluding identical-view cases, and the final reported results are averaged across 10 experimental repetitions.

in both the gallery and probe. Fig. 7 shows the relationship between the number of silhouettes in each input set and the rank-1 accuracy averaged on all 11 probe views. Our method attains an 82% accuracy using only 7 silhouettes. This result also indicates that our model makes full use of the temporal information contained in a gait set. It can also be observed that 1) the accuracy rises monotonically as the number of silhouettes increases, and 2) the accuracy is close to the best performance when the samples contain more than 25 silhouettes. This number is consistent with the number of frames that one gait period contains.

**Multiple Views.** Here we study a scenario where one person’s gait is collected from different views. We simulate these scenarios by constructing each silhouette sample selected from two sequences that have the same walking condition but different views. To alleviate the effects of the number of silhouettes, an experiment is performed under the case where the maximum silhouette number is 10. Unlike the previous contrast experiments of a single view where an input set consists of 10 silhouettes from one sequence, more concretely, in this experiment, an input set is made up of 5 silhouettes from each of two sequences in the two-view experiment. Note that in this experiment, only probe samples are composed by the aforementioned method, whereas the sample in the gallery is composed of all silhouettes from one sequence.

Because there are too many view pairs to display them all, we summarize the results by averaging the accuracies of each possible view difference, as indicated in Tab. 8. For example, the result of a 90° difference was averaged by the accuracies of 6 view pairs (0° & 90°, 18° & 108°, ..., 90° & 180°). Furthermore, the 9 view differences were folded at 90° and those larger than 90° were averaged with the corresponding view differences of less than 90°. For example, the results of the 18° view difference were averaged with those of the 108° view difference. Our model effectively aggregates information from different views and boosts the final performance. This result can be explained by the pattern between views and accuracies discussed in Sec. 4. Including multiple views in the input set allows the model to gather both parallel and vertical information, resulting in performance improvements.

**Multiple Walking Conditions.** In real life, it is highly likely that gait sequences of the same person occur under different walking conditions. We simulate such different conditions by forming an input set using silhouettes from two sequences with the same view but different walking conditions and conduct experiments under the constraint of different numbers of silhouettes. Note that in this experiment, only the probe samples are composed by the method discussed above. All the samples in the gallery are constructed using all the silhouettes from one sequence. Moreover, the probe-gallery division of this experiment is different. For each subject, the sequences NM #02, BG #02, and CL #02 are kept in the gallery, while the sequences NM #01, BG #01, and CL #01 are used as probes.

**TABLE 8**

Multiview experiments conducted on CASIA-B using the LT setting. Cases with the probe contains the views in the gallery are excluded.

| View difference | 18° | 64° | 36° | 144° | 54° | 126° | 72° | 108° | 90° | Single view |
|-----------------|-----|-----|-----|------|-----|------|-----|------|-----|--------------|
| 5 silhouettes   | 93.3| 97.6| 96.2| 99.3 | 96.1|
| 10 silhouettes  | 94.3| 97.6| 96.2| 99.3 | 96.1|
| All silhouettes | 93.3| 97.6| 96.2| 99.3 | 96.1|

**TABLE 9**

Multiple walking condition experiments conducted on CASIA-B using the LT setting. The results are rank-1 accuracies averaged on all 11 views, excluding identical-view cases. The numbers in brackets indicate the constraints of the silhouette number in each input set.

| NM(10) | 91.1 |
|--------|------|
| NM(10)+BG(10) | 93.0 |
| NM(20) | 94.2 |
| BG(10) | 85.8 |
| NM(10)+CL(10) | 91.6 |
| BG(20) | 89.4 |
| CL(10) | 85.1 |
| BG(10)+CL(10) | 89.7 |
| CL(20) | 88.9 |
From Tab. [9] we can see that 1) the accuracies are still boosted as the number of silhouettes increases, and 2) when the number of the silhouettes is fixed, the results reveal the relationships between different walking conditions. Containing large yet complementary noises and information, the combination of silhouettes from BG and CL helps the model improve the accuracy. In contrast, silhouettes of NM contain little noise. Consequently, substituting silhouettes of the other two conditions for some of them does not provide extra useful information but only introduces noise, leading to a degraded performance.

5 CONCLUSION

In this paper, we presented a novel perspective that regards gait as a deep set, called a GaitSet. The proposed GaitSet approach extracts both spatial and temporal information more effectively and efficiently than do the existing methods, which regard gait as either a template or a sequence. Unlike other existing gait recognition approaches, the GaitSet approach also provides an innovative way to aggregate valuable spatiotemporal information from different sequences to enhance the accuracy of cross-view gait recognition. Experiments on two benchmark gait datasets indicate that GaitSet achieves the highest recognition accuracy compared with other state-of-the-art algorithms, and the results reveal that GaitSet exhibits a wide range of flexibility and robustness when applied to various complex environments, showing a great potential for practical applications. In addition, since the set assumption could fit various other biometric identification tasks including person re-identification and video-based face recognition, the structure of GaitSet can be applied to these tasks with few minor changes in the future.
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