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Abstract

We use the method of Compensated Compactness and Kinteic Formulation to show that the almost everywhere limit of quasilinear viscous approximations is the unique entropy solution (in the sense of F. Otto) of the corresponding scalar conservation laws on a bounded domain in $\mathbb{R}^d$, where the viscous term is of the form $\varepsilon \text{div}(B(u^\varepsilon)\nabla u^\varepsilon)$.

1 Introduction

Let $\Omega$ be a bounded domain in $\mathbb{R}^d$ with smooth boundary $\partial \Omega$. For $T > 0$, denote $\Omega_T := \Omega \times (0, T)$. We write the initial boundary value problem (IBVP) for scalar conservation laws given by

\begin{align*}
    u_t + \nabla \cdot f(u) &= 0 \quad \text{in } \Omega_T, \\
    u(x, t) &= 0 \quad \text{on } \partial \Omega \times (0, T), \\
    u(x, 0) &= u_0(x) \quad x \in \Omega.
\end{align*}

*Keywords: Conservation laws, Quasilinear Viscous Approximations.*
where $f = (f_1, f_2, \ldots, f_d)$ is the flux function and $u_0$ is the initial condition.

Consider the IBVP for the generalized viscosity problem

$$u_t^\varepsilon + \nabla \cdot f(u^\varepsilon) = \varepsilon \nabla \cdot (B(u^\varepsilon) \nabla u^\varepsilon) \quad \text{in } \Omega_T, \tag{1.2a}$$

$$u^\varepsilon(x, t) = 0 \quad \text{on } \partial \Omega \times (0, T), \tag{1.2b}$$

$$u^\varepsilon(x, 0) = u_0^\varepsilon(x) \quad x \in \Omega, \tag{1.2c}$$

indexed by $\varepsilon > 0$. The problem of the form (1.2a) is posed in [12]. The aim of this article is to prove that the a.e. limit of sequence of solutions $(u^\varepsilon)$ to (1.2)(called quasilinear viscous approximations) is the unique entropy solution for IBVP (1.1) in the sense of Otto [10].

The equation of the form (1.2a) appears in many physical systems. For instances, it appears in viscous shallow water problem [30] and in the equations of gas dynamics for viscous, heat conducting fluid in eulerian coordinates [31]. Apart from above mentioned physical systems, the equation of the form (1.2a) is very important in the study of numerical analysis. Kurganov and Liu [29] proposed a finite volume method for solving general multidimensional system of conservation laws. In which they introduce an adaptive way of adding viscosity in the shock region. As a result the scheme captures numerically stable solution of hyperbolic conservation laws. The coefficient of the added numerical viscosity appears as a function of the solution and hence the convergence of the scheme to the entropy solution is similar to the problem considered in this article. Mishra and Spinolo [28] have designed schemes for systems in one space dimension that incorporate the explicit information about the underlying viscous operators. Consequently, these schemes approximate the viscosity solution of conservation laws.

Let us write the hypothesis on $f$, $B$, and $u_0$.

**Hypothesis D**

(a) Let $f \in (C^2(\mathbb{R}))^d$, $f' \in (L^\infty(\mathbb{R}))^d$, and denote

$$\|f'\|_{(L^\infty(\mathbb{R}))^d} := \max_{1 \leq j \leq d} \left( \sup_{y \in \mathbb{R}} |f'(y)| \right).$$

(b) Let $B \in C^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$, and there exists an $r > 0$ such that $B \geq r$.

(c) Let $u_0$ be in $L^\infty(\Omega)$. There exists a sequence $(u_0^\varepsilon) \in \mathcal{D}(\Omega)$ and a constant $A > 0$ such that $\|u_0^\varepsilon\| \leq A$. Denote $I := [-A, A]$. 
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Let $1 < p \leq 2$ and $p' > 1$ be such that \( \frac{1}{p} + \frac{1}{p'} = 1 \). Let $\psi \in L^{p'}(\mathbb{R})$ having essential compact support. Let $f$ satisfy the following
\[
\text{meas}\left\{ c \in \text{supp} \psi, \tau + (f_1'(c), f_2'(c), \cdots, f_d'(c)) \cdot \xi = 0 \right\} = 0
\]
for all $(\tau, \xi) \in \mathbb{R} \times \mathbb{R}^d$ with $\tau^2 + |\xi|^2 = 1$.

We now give another hypothesis on $f, B, u_0$.

**Hypothesis E:**

(a) Let $f \in C^2(\mathbb{R})$, $f' \in L^\infty(\mathbb{R})$, and denote
\[
\|f'\|_{L^\infty(\mathbb{R})} := \sup_{y \in \mathbb{R}} |f'(y)|.
\]
(b) Let $B \in C^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$, and there exists an $r > 0$ such that $B \geq r$. 
(c) Let $u_0$ be in $L^\infty(\Omega)$. There exists a sequence $(u_{0\varepsilon}) \in \mathcal{D}(\Omega)$ and a constant $A > 0$ such that $\|u_{0\varepsilon}\| \leq A$. Denote $I := [-A, A]$. 
(d) Let $d = 1$ and the set \( \{ z \in \mathbb{R} : f''(z) \neq 0 \} \) is dense in $\mathbb{R}$, i.e., the derivative of the flux function $f$ satisfies the following property: Restriction of $f' : \mathbb{R} \to \mathbb{R}$ to any non-degenerate interval is a nonconstant function.

We now give the final hypothesis on $f, B, u_0$.

**Hypothesis F:**

(a) Let $f \in (C^2(\mathbb{R}))^d$, $f' \in (L^\infty(\mathbb{R}))^d$, and denote
\[
\|f'\|_{(L^\infty(\mathbb{R}))^d} := \max_{1 \leq j \leq d} \sup_{y \in \mathbb{R}} |f_j'(y)|.
\]
(b) Let $B \in C^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$, and there exists an $r > 0$ such that $B \geq r$.
(c) Let $d = 2$ and the functions $f_1', f_2' : \mathbb{R} \to \mathbb{R}$ are linearly independent, i.e., for all $\xi \in \mathbb{R}^2$ with $|\xi| = 1$, the following quantity
\[
S(\xi, \cdot) := \xi_1 f_1' + \xi_2 f_2',
\]
is not zero identically on $\mathbb{R}$.
(d) \( u_0 \in BV_0(\Omega) \cap L^\infty(\Omega) \), where \( BV_0(\Omega) \) denotes the space of functions of bounded variation, having zero trace on \( \partial \Omega \) (see [14] for details), and \( u_{0\varepsilon} \) as constructed in the next section having the properties stated in Lemma 2.2. and we denote \( I := [-A, A] \).

For hyperbolic problems posed on bounded domain, it is well known that any smooth solution is constant on any maximal segment of characteristic. We assume that this segment intersects \( \Omega \times \{0\} \) and \( \partial \Omega \times (0,T) \). The informations which propagate through this segment from initial datum to the boundary \( \partial \Omega \times (0,T) \) may not match with the prescribed boundary condition. In other words IBVP for hyperbolic problems are ill-posed in general [1]. Therefore it is incorrect to assume boundary data pointwise. Thus we need to give a meaning to the way in which the boundary conditions are realized. In BV-setting, Bardos-LeRoux-Nedelec prove the existence, uniqueness of entropy solutions by introducing a formulation of entropy solutions (BLN entropy condition) including boundary term. BLN entropy condition gives a way to interpret the boundary conditions whenever the entropy solution is of bounded variations. Since the BLN condition uses the trace of the solution on the boundary \( \partial \Omega \times (0,T) \), it is not relevant for all those solutions which are not of bounded variations. Otto [10] generalizes the BLN entropy condition to the \( L^\infty \) setting by giving a new concept of entropy solutions. In this approach Otto introduces “boundary entropy-entropy flux” pair and ask the boundary condition to hold in an integral form. In the \( L^\infty \) setting Otto also proves the existence, uniqueness of entropy solution satisfying the concept of entropy introduced by him. Therefore Otto’s entropy condition gives another way to interpret the boundary conditions. For extensions of the concepts of entropy solution to such contexts, we refer the reader to Martin [26], Carrillo [19], Vallet [20] in the \( L^\infty \)-setting, and to Porretta and Vovelle [21], Ammar et al. [22] in \( L^1 \)-setting. For system of hyperbolic equations, Dubois and LeFloch [35] generalizes the boundary-entropy inequality of Bardos-LeRoux-Nedelec by introducing a boundary entropy inequality in the domain \( \{(x,t) : x > 0, t > 0\} \) for general viscosity term as considered in this article.

In this context, we have the following three main results. The main differences of these results are on the assumptions on the initial data \( u_0 \) and the space dimension \( d \) in Hypothesis D, Hypothesis E, Hypothesis F.

**Theorem 1.1** Let \( f, B, u_0 \) satisfy Hypothesis D. Then the a.e. limit of the quasilinear viscous approximations \( (u^\varepsilon) \) is the unique entropy solution of IBVP (1.1) in the sense of Otto [10].
**Theorem 1.2** Let \( f, B, u_0 \) satisfy Hypothesis E. Then the a.e. limit of the quasilinear viscous approximations \( (u^\varepsilon) \) is the unique entropy solution of IBVP (1.1) in the sense of Otto [10].

**Theorem 1.3** Let \( f, B, u_0 \) satisfy Hypothesis F. Then the a.e. limit of the quasilinear viscous approximations \( (u^\varepsilon) \) is the unique entropy solution of IBVP (1.1) in the sense of Otto [10].

In order to extract the a.e. convergent subsequence of the quasilinear viscous approximations, we use the method of Compensated Compactness for space dimension \( d = 1 \) and \( d = 2 \) and the Kinetic formulation for the multidimensional case. But compactness arguments based on a priori BV bound is the most effective tool for studying the conservation laws. In general, it is difficult to get a priori BV estimates for sequence of approximate solutions \( (u^\varepsilon) \). We have established the BV-estimate of quasilinear viscous approximations \( (u^\varepsilon) \) in [6] for BV initial data. In this work, we use compensated compactness and kinetic formulation as we mainly focus on \( L^\infty(\Omega) \) initial data.

We now briefly review the literatures on the method of Compensated Compactness in the context of the the problem (1.2a). Let \( \Omega = \mathbb{R}, T = \infty \). For \( B(.) \equiv 1, \) Tartar [2],[7] established the almost everywhere convergence of a subsequence of the approximate solutions \( (u^\varepsilon) \) using theory of compensated compactness in one space dimension. In [25], Markati considers the viscosity term of the form \( \varepsilon (B(u^\varepsilon) u_x)_x \) and prove that the a.e. limit of the viscosity approximations is the unique Kruzhkov’s entropy solution to the corresponding scalar conservation laws. In [24], the Markati and Natalini study viscosity problem with degenerate gradient dependent viscosity of the form \( \varepsilon (B(u_x))_x \). They also prove the convergence of the viscosity approximations to the unique Kruzhkov’s entropy solution of scalar conservation laws using Compensated Compactness. We use the similar analysis from Tartar [2],[7] to conclude the existence of a.e. convergent subsequence in the bounded domain \( \Omega \) of \( \mathbb{R} \). The hard to get BV a priori estimates difficulty is replaced by \( L^2 \)--type compact entropy production by Tartar in the context of conservation laws. An existence result is proved in [2, p.66] for \( u_0 \in W^{1,\infty}(\Omega) \). In one space dimension, we use initial data \( u_0 \) in \( L^\infty(\Omega) \) for the proof of existence of almost everywhere convergent subsequence. We use a similar analysis from [9] to conclude the extraction of a.e. convergent subsequence for space dimension \( d = 2 \). These extraction of almost everywhere convergent subsequence is independent of spatial a priori BV bounds of \( (u^\varepsilon) \). Since we work with bounded domain \( \Omega \) of \( \mathbb{R}^d \), we prove that the a.e. limit is the unique entropy solution of corresponding scalar conservation laws in the sense of Otto [10].
We briefly review the literatures on Kinetic formulations and Kinetic techniques of scalar conservation laws. Let $\Omega = \mathbb{R}^d$ and $T = \infty$. In [27], Perthame and Tadmor consider a Boltzmann-like kineic equation and show that the local density of a kinetic particle admits a continuum limit as it converges strongly with $\varepsilon \to 0$ to the unique Kruzhkov entropy solution of the corresponding scalar conservation laws using BV- compactness arguement in several space dimension and using compensated compactness arguement in one space dimension. In [15], Tadmor et al. introduced a Kinetic formulation for multi-dimensional scalar conservation laws and proved that sequence of solutions of the cauchy problem to scalar conservations laws and sequence of approximations to scalar conservations laws are $L^1 \left( \mathbb{R}^d \times (0, \infty) \right)$ – compact using Velocity averaging lemmata. Let $\Omega$ bounded domain. In [33], Imbert and Vovelle prove a comparison principle between any weak entropy subsolution and any weak entropy supersolution of the initial-boundary value problem using Kinetic formulation and Kinetic techniques. As an application of comaprism principle, they study that the Bhatnagar–Gross–Krook-like kinetic model that approximates the scalar conservation law. For $B(\cdot) \equiv 1$, In [34], Droniou et al. prove that the rate of convergence of the viscous approximation to the weak entropy solution is of order $\varepsilon^{\frac{1}{3}}$, where $\varepsilon$ is the size of the artificial viscosity. We refer the reader to [32] for a rate of convergence result using kinetic formulation and kinetic technique.

In this article, we establish the existence of an almost everywhere convergent subsequence of the approximate solutions $(u^\varepsilon)$ using Kinetic Formulation and kinetic technique introduced in [15] in any space dimension. For $\Omega = \mathbb{R}^d$, $T = \infty$ and $B(\cdot) \equiv 1$, Tadmor et al. [9] apply Velocity Averaging lemma to the kinetic formulation of (1.2a) as a multidimensional spatial kinetic formulation. As a consequence, they use that the time derivative of the pseudo maxwellian is bounded in the space of measure $\mathcal{M} \left( \mathbb{R}^d \times \mathbb{R} \times (0, \infty) \right)$, i.e., $(\frac{\partial u^\varepsilon}{\partial t})$ is bounded in $\mathcal{M} \left( \mathbb{R}^d \times \mathbb{R} \times (0, \infty) \right)$. This is possible if the initial data are BV functions as shown in [9]. Therefore the extraction of almost everywhere convergent subsequence of $(u^\varepsilon)$ is proved in [9] for BV initial data. But we use Velocity Averaging lemma directly from [15] to kinetic formulation of (1.2a) as space-time separate version, we are able to establish the existence of $a.e.$ convergent subsequence of $(u^\varepsilon)$ for $L^\infty(\Omega)$ initial data and $B$ as mentioned in Hypothesis D. This proof relies on Velocity Averaging lemma. These results are proved in Section 4. We use Velocity Averaging lemma on the domain $\mathbb{R}^d \times \mathbb{R} \times (0, \infty)$. But the sequence of measures

$$m^\varepsilon(x, c, t) := \varepsilon \eta' (u^\varepsilon; c) \sum_{j=1}^{d} \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right)$$
is defined on \( \Omega \times \mathbb{R} \times (0, T) \). Therefore firstly, we prove that for every \( M > 0 \), \( (m^\varepsilon) \) is bounded in \( \mathcal{M}(\Omega \times (-M, M) \times (0, T)) \). Secondly, applying Reisz-representation theorem of dual spaces, we extend the sequence of measures \( (m^\varepsilon) \) to the space \( \mathbb{R}^d \times \mathbb{R} \times (0, \infty) \) which preserves the total variations. As a result, we can use a standard result from [15] to get that the derivative of this extended sequence of measures can be expressed as the composition of inverses of Riesz potentials. This is one of the requirements to apply Velocity Averaging lemma. Therefore it is a combination of arguments of the domains \( \Omega \times \mathbb{R} \times (0, T) \) and \( \mathbb{R}^d \times \mathbb{R} \times (0, \infty) \). These arguments are connected through Riesz representation theorem.

In order to apply Velocity Averaging lemma, we need to prove that the sequence of measures \( (m^\varepsilon) \) is bounded in \( \mathcal{M}(\mathbb{R}^d \times \mathbb{R} \times (0, \infty)) \). We observe from [15] that the sequence of measures \( (m^\varepsilon) \) can be interpreted as the following Kruzhkov entropy dissipation

\[
m^\varepsilon(x, c, t) = \frac{\partial}{\partial t}(|u^\varepsilon - c|) + \sum_{j=1}^{d} \frac{\partial}{\partial x_j} (sg(u^\varepsilon - c) (f_j(u^\varepsilon) - f_j(c)))
\]

in the sense of distribution \( \mathcal{D}'(\Omega \times (0, T)) \) (See Section 4). We notice in the entropy dissipation form that the second order nonlinear term on the RHS of (1.2a) can be expressed as a sum of first order derivatives of “Kruzhkov entropy-entropy fluxes” in the sense of distributions. Then applying the boundedness of the sequence \( \sum_{j=1}^{d} \left( \sqrt{\varepsilon} \left\| \frac{\partial u^\varepsilon}{\partial x_j} \right\|_{L^2(\Omega_T)} \right) \) and Step 2 of Lemma 4.2 from Subsection 4.2, we can show that \( (m^\varepsilon) \) are bounded sequence of measures. Instead of using entropy dissipation form, we work directly with the sequence of measures \( m^\varepsilon(x, c, t) := \varepsilon \eta'(u^\varepsilon; c) \sum_{j=1}^{d} \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) \). We give a different proof of boundedness of sequence of measures \( (m^\varepsilon) \) by using \( (sg(x) \tanh (n |x|)) \) as the sequence of approximations for the sign function \( sg(x) \). This is motivated by the BV-estimate result from our previous work [6] as in the case of BV-estimate, we use \( (\tanh nx) \) as the approximations of \( (sg (x)) \). Then we express the second order nonlinear term present in \( (m^\varepsilon) \) as a sum of first order derivatives in the sense of distributions by clever computations and using the property

\[
\lim_{n \to \infty} \tanh' (n |u^\varepsilon - c|) = \lim_{n \to \infty} \tanh' \left( n \left| \frac{\partial u^\varepsilon}{\partial x_j} \right| \right).
\]

This is the idea of the entropy dissipation property. This result is proved in Lemma 4.2.

In Section 5, we derive that the \( a.e. \) limit of a subsequence of approximate solutions \( (u^\varepsilon) \) is the unique entropy solution in the sense of Otto [10]. For \( B(.) \equiv 1 \), in \( L^\infty \)-
setting, the existence of entropy solution is proved using vanishing viscosity method. In this proof, an inequality \[11, p.113\] satisfied by “boundary entropy-entropy flux” pairs is proved using an appropriate multiplier (see \[11, p.129\] for the multiplier). This inequality is equivalent to the definition of Otto’s entropy solution \[11, p.113\]. As a consequence, existence of entropy solution is proved in the sense of Otto. But we prove that the \(a.e.\) limit of sequence of quasilinear viscous approximations is the Otto’s entropy solution for \(B\) as mentioned in Hypothesis D in \(L^\infty - \) setting by proving Lemma 5.4. In proving Lemma 5.4 we have used the properties of “boundary entropy-entropy flux” pair and introduced clever computations. To prove Lemma 5.4 it is equivalent to prove an inequality which is equivalent to definition of Otto’s entropy solution of \[11, p.113\] satisfied by “boundary entropy-entropy flux” pairs mentioned in Step 3 in the proof of Theorem 1.1. The only difference in our inequality with the inequality of \[11, p.113\] is that the Lipschitz constant \(M\) is replaced by another Lipschitz constant \(M_d\) in our case. Therefore, we finish establishing that the \(a.e.\) limit of quasilinear viscous approximations is the unique entropy solution in the sense of Otto whenever the initial data in \(L^\infty (\Omega)\) and for \(B\) as mentioned in Hypothesis D.

The plan for the paper are the following. In Section 2, we state results about existence, uniqueness of solutions of (1.2), estimates results of solutions and its derivatives. In Section 3, we extract \(a.e.\) convergent subsequence of \((u^\varepsilon)\) using Compensated Compactness for space dimension \(d = 1\) and \(d = 2\). In Section 4, we establish the existence of an \(a.e.\) convergent subsequence of \((u^\varepsilon)\) using Kinetic Formulation in any space dimension. In Section 5, we derive that the \(a.e.\) limit of \((u^\varepsilon)\) is the unique entropy solution in the sense of Otto \[10\].

2 Existence, uniqueness, maximum principle and derivative estimates

2.1 Existence and Uniqueness of Solutions

We begin this section by constructing sequences of approximations \((u_{0\varepsilon})\) for the initial data \(u_0\). The sequence \((u_{0\varepsilon})\) mentioned in Hypothesis D are constructed in the following result in view of the discussions from \[13, p.31-p.35\]. We prove the result for any space dimension \(d \in \mathbb{N}\).
Lemma 2.1 Let $u_0 \in L^\infty(\Omega)$ and $1 \leq p < \infty$. Then there exists a sequence $(u_{0\epsilon})$ in $\mathcal{D}(\Omega)$ and $A > 0$ such that $\|u_{0\epsilon}\| \leq A$ and $u_{0\epsilon} \rightarrow u_0$ in $L^p(\Omega)$ as $\epsilon \rightarrow 0$.

Proof:

We prove Lemma 2.1 in two steps. In Step 1, we show the construction of $(u_{0\epsilon})$ and prove its convergence to $u_0$ in $L^p(\Omega)$. In Step 2, we show the existence of a constant $A > 0$ such that $\|u_{0\epsilon}\| \leq A$.

Step 1: Denote

$$P := \{ y \in \mathbb{R}^d : |y_i| < 1, i = 1, 2, \cdots, d \}, \quad P^+ := \{ y \in P : y_d > 0 \}, \quad \Gamma := \{ y \in P : y_d = 0 \}.$$ 

Since $\partial \Omega$ is smooth, for a given point $x_0 \in \partial \Omega$, there exists a neighbourhood $U_0$ of $x_0$ and a smooth invertible mapping $\Psi_0 : P \rightarrow U_0$ such that

$$\Psi_0(P^+) = U_0 \cap \Omega, \quad \Psi_0(\Gamma) = U_0 \cap \partial \Omega.$$ 

Let $\eta_0 \in \mathcal{D}(U_0)$. We consider $\eta_0 u_0$ instead of $u_0$ in the neighbourhood $U_0$ of $x_0$. Define $v : P^+ \rightarrow \mathbb{R}$ by

$$v(y) := (\eta_0 u_0) (\Psi(y)).$$ 

Since $\eta_0 \in \mathcal{D}(U_0)$, therefore $v \equiv 0$ in a neighbourhood of the upper boundary and the lateral boundary of $P^+$. Let $\tilde{v}$ be the extension of $v$ to $P$ by setting $\tilde{v} = 0$ in $P \setminus P^+$. Let $\tilde{\rho}_\epsilon : \mathbb{R} \rightarrow \mathbb{R}$ be the standard sequence of mollifiers. Define $J_\epsilon \tilde{v}(y) : P^+ \rightarrow \mathbb{R}$ by

$$J_\epsilon \tilde{v}(y) := \int_P \tilde{\rho}_\epsilon(y_1 - z_1) \tilde{\rho}_\epsilon(y_2 - z_2) \cdots \tilde{\rho}_\epsilon(y_{d-1} - z_{d-1}) \tilde{\rho}_\epsilon(y_d - z_d - 2\epsilon) \tilde{v}(z) dz.$$ 

(2.3)

For clarity, we only show that $(J_\epsilon \tilde{v})$ has compact support in $P^+$. Since $\tilde{v}$ is zero in a neighbourhood of the upper boundary and the lateral boundary of $P^+$, we only show that $J_\epsilon \tilde{v}$ is zero in $\{ y \in P^+ : 0 < y_d < \epsilon \}$. We know that $\rho_\epsilon(y_d - z_d - 2\epsilon) = 0$ whenever $|y_d - z_d - 2\epsilon| \geq \epsilon$. Let us compute

$$|y_d - z_d - 2\epsilon| = |z_d + \epsilon + (\epsilon - y_d)|,$$

$$\geq z_d + \epsilon > \epsilon. \quad (2.4)$$ 

Therefore $(J_\epsilon \tilde{v})$ has compact support in $P^+$. As a result, the function $(J_\epsilon \tilde{v}(\Psi_0^{-1}(x)))$ belongs to $C^0_\infty(\Omega \cap U_{x_0})$. Denote $h_\epsilon : \mathbb{R}^d \rightarrow \mathbb{R}$ by

$$h_\epsilon(p) = \tilde{\rho}_\epsilon(p_1) \tilde{\rho}_\epsilon(p_2) \cdots \tilde{\rho}_\epsilon(p_{d-1}) \tilde{\rho}_\epsilon(p_d - 2\epsilon).$$
For $y \in P$, we have $J_\varepsilon \tilde{v}(y) = (h_\varepsilon * \tilde{v})(y)$. Therefore for $1 \leq p < \infty$, we obtain

$$J_\varepsilon \tilde{v} \to \eta u_0 \text{ in } L^p(P^+) \text{ as } \varepsilon \to 0.$$ 

Therefore we have

$$J_\varepsilon \tilde{v}(\Psi_0^{-1}(x)) \to \eta u_0 \text{ in } L^p(\Omega) \text{ as } \varepsilon \to 0.$$ 

Since $\partial \Omega$ is compact, there exists $x_1, x_2, \cdots, x_N \in \partial \Omega$ and $U_1, U_2, \cdots, U_N$ such that $\partial \Omega \subset \bigcup_{i=1}^N U_i$. Choose $U_{N+1} \subset \subset \Omega$ such that

$$\overline{\Omega} \subset \bigcup_{i=1}^{N+1} U_i.$$ 

For $i = 1, 2, \cdots, N, N + 1$, let $\eta_i$ be a partition of unity associated to $U_i$. For $i = 1, 2, \cdots, N$, let $(u_{0i}^\varepsilon)$ be the sequences corresponding to $U_i$, $\eta_i$ obtained as above manner, i.e., $u_{0i}^\varepsilon = J_\varepsilon \tilde{v}_i(\Psi_i^{-1}(x))$. Let $\rho_\varepsilon : \mathbb{R}^d \to \mathbb{R}$ be sequence of mollifiers. Then $u_{0N+1}^\varepsilon := (\eta_{N+1} u_0) * \rho_\varepsilon \to \eta_{N+1} u_0$ on $U_{N+1}$ in $L^p(\Omega)$ as $\varepsilon \to 0$.

Denote

$$u_{0\varepsilon}(x) := \sum_{i=1}^{N+1} u_{0i}^\varepsilon(x).$$ 

It is clear that $u_{0\varepsilon} \to u_0$ in $L^p(\Omega)$ as $\varepsilon \to 0$.

**Step 2:** Applying change of variable $\frac{y-z}{\varepsilon} = p$ in \ref{2.3}, we get

$$J_\varepsilon \tilde{v}(y) := \int_{y_1-\varepsilon}^{y_1+\varepsilon} \int_{y_2-\varepsilon}^{y_2+\varepsilon} \cdots \int_{y_d-\varepsilon}^{y_d+\varepsilon} \frac{1}{\varepsilon^d} \rho \left( \frac{y_1-z_1}{\varepsilon} \right) \cdots \rho \left( \frac{y_d-z_d-2\varepsilon}{\varepsilon} \right) \tilde{v}(z) \, dz,$$

$$= \int_{-1}^{1} \int_{-1}^{1} \cdots \int_{-1}^{1} \rho(p_1) \rho(p_2) \cdots \rho(p_{d-1}) \rho(p_d - 2) \, \tilde{v}(x - \varepsilon p) \, (-1)^d \, dp \quad \text{(2.5)}$$

Taking modulus on both sides of \ref{2.5}, for $i \in \{1, 2, \cdots, N\}$, we get

$$\left\| J_\varepsilon \tilde{v}_i(\Psi_i^{-1}) \right\|_{L^\infty(\Omega)} \leq 2^d \left( \left\| \rho \right\|_{L^\infty(\mathbb{R})} \right)^d \eta_i u_0 \left\| \right\|_{L^\infty(\Omega)}.$$ \hfill \(\text{(2.6)}\)

In view of \ref{2.6}, for $i = 1, 2, \cdots, N$, there exist constants $C_i > 0$ such that

$$\left\| u_{0i}^\varepsilon \right\|_{L^\infty(\Omega)} \leq C_i \quad \text{(2.7)}$$

Again, observe that $\| \eta_0 u_0 * \rho_\varepsilon \|_{L^\infty(\Omega)} \leq \| \eta_0 u_0 \|_{L^\infty(\Omega)}$ on $U_{N+1}$.

Taking $A = \max \{ C_1, C_2, \cdots, C_d, \| \eta_0 u_0 \|_{L^\infty(\Omega)} \}$, we conclude the proof of Lemma \ref{2.1}.

We give the next result for any space dimension $d \in \mathbb{N}$. A proof of this result can be found in \cite{6}. The sequence $(u_{0\varepsilon})$ of Lemma \ref{2.2} is used in Hypothesis F.
Lemma 2.2 The sequence \((u_0^\varepsilon)\) has the following properties:

1. \(u_0^\varepsilon \to u_0\) in the sense of intermediate (or strict) convergence in \(BV(\Omega)\), i.e.,
   \[ u_0^\varepsilon \to u_0 \text{ in } L^1(\Omega), \quad \int_\Omega |Du_0^\varepsilon| \to \int_\Omega |Du_0|. \]

2. There exists a constant \(A > 0\) such that for all \(\varepsilon > 0\),
   \[ \|u_0^\varepsilon\|_{L^\infty(\Omega)} + \|\nabla u_0^\varepsilon\|_{(L^1(\Omega))^d} + \varepsilon \|\Delta u_0^\varepsilon\|_{L^1(\Omega)} + \varepsilon \|\nabla u_0^\varepsilon\|_{(L^2(\Omega))^d}^2 \leq A. \]

Applying a result from [5], we conclude the following existence of a unique classical solution for IBVP (1.2).

Theorem 2.1 [5, p.452] [Unique Classical Solution] Let \(f, B, u_0\) satisfy Hypothesis D. Then there exists a unique solution \(u^\varepsilon\) of generalized viscosity problem (1.2) in the space \(C^{2+\frac{\beta}{2}}(\Omega_T)\). Further, for each \(i = 1, 2, \ldots, d\) the second order partial derivatives \(u_{x_it}\) belong to \(L^2(\Omega_T)\).

2.2 Estimates on Solutions and its derivatives

We now recall the maximum principle of generalized viscosity problem (1.2) from [6] p.12, i.e.,

Theorem 2.2 (Maximum principle) Let \(f : \mathbb{R} \to \mathbb{R}^d\) be a \(C^1\) function and \(u_0 \in L^\infty(\Omega)\). Then any solution \(u^\varepsilon\) of generalized viscosity problem (1.2) satisfies the bound

\[ ||u^\varepsilon(\cdot, t)||_{L^\infty(\Omega)} \leq ||u_0||_{L^\infty(\Omega)} \text{ a.e. } t \in (0, T). \quad (2.8) \]

Applying Theorem 2.2 to regularized viscosity problem (1.2) and using \(\|u_0^\varepsilon\|_{L^\infty(\Omega)} \leq A\), we conclude the next result.

Theorem 2.3 Let \(f, B, \) and \(u_0\) be as in Hypothesis D, Hypothesis E and and Hypothesis F. Then any solution \(u\) of generalized viscosity problem (1.2) satisfies the bound

\[ ||u^\varepsilon(\cdot, t)||_{L^\infty(\Omega_T)} \leq A. \quad (2.9) \]

Quasilinear viscous approximations \((u^\varepsilon)\) obtained in Theorem 2.1 satisfies the following estimate. This is a very useful result.
Theorem 2.4 Let $f$, $B$, $u_0$ satisfy Hypothesis D, Hypothesis E and Hypothesis F. Let $u^\varepsilon$ be the unique solution to generalized viscosity problem (1.2). Then

$$
\sum_{j=1}^{d} \left( \sqrt{\varepsilon} \left\| \frac{\partial u^\varepsilon}{\partial x_j} \right\|_{L^2(\Omega_T)} \right)^2 \leq \frac{1}{2r} \|u_{0\varepsilon}\|_{L^2(\Omega)}^2 \leq \frac{1}{2r} A^2 \text{Vol}(\Omega). \quad (2.10)
$$

A proof of Theorem 2.4 follows from [6].

3 Compactness of quasilinear viscous approximations

In this section, we show the existence of an a.e. convergent subsequence of sequence of quasilinear viscous approximations $(u^\varepsilon)$ which are solutions to generalized viscosity problem (1.2). In order to extract a.e. convergent subsequence of quasilinear viscous approximations $(u^\varepsilon)$, we use the method of Compensated Compactness. We use Divergence-Curl lemma for $d = 1$ and for $d = 2$, we use Theorem of Compensated Compactness.

The following result shows that the quasilinear viscous approximations $(u^\varepsilon)$ satisfies compact entropy productions. We prove Theorem 3.1 with Hypothesis E in any space dimension $d \in \mathbb{N}$ and the same proof works with Hypothesis F.

Theorem 3.1 Assume Hypothesis E and let $(u^\varepsilon)$ be as in Theorem 2.1. Then

$$
\frac{\partial \eta(u^\varepsilon)}{\partial t} + \sum_{j=1}^{d} \frac{\partial q_j(u^\varepsilon)}{\partial x_j} \subset \text{compact set in } H^{-1}(\Omega_T) \quad (3.11)
$$

for every $C^2(\mathbb{R})$ entropy-entropy flux pair $(\eta, q)$ of conservation laws (1.1a).

The following result is used to prove (3.11).

Lemma 3.1 [3, p.514] Let $\Omega$ be an open subset of $\mathbb{R}^d$ and $(\phi_n)$ be a bounded sequence in $W^{-1,p}(\Omega)$, for some $p > 2$. Further, let $\phi_n = \xi_n + \psi_n$, where $(\xi_n)$ lies in a compact set of $H^{-1}(\Omega)$, while $(\psi_n)$ lies in a bounded set of the space of measures $M(\Omega)$. Then $(\phi_n)$ lies in a compact set of $H^{-1}(\Omega)$.

Proof of Theorem 3.1 Let $\eta : \mathbb{R} \to \mathbb{R}$ be a convex, $C^2(\mathbb{R})$ entropy. Then for $j = 1, 2, \ldots, d$, there exist $C^2(\mathbb{R})$ functions $q_j : \mathbb{R} \to \mathbb{R}$ such that

$$
\eta' f_j' = q_j'. \quad (3.12)
$$
Multiplying both sides the equation (1.2a) by \( \eta'(u^\varepsilon) \) and using chain rule, we get

\[
\frac{\partial \eta(u^\varepsilon)}{\partial t} + \sum_{j=1}^{d} \frac{\partial q_j(u^\varepsilon)}{\partial x_j} = \varepsilon \sum_{j=1}^{d} \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) \eta'(u^\varepsilon). \tag{3.13}
\]

From equation (3.13), we get

\[
\frac{\partial \eta(u^\varepsilon)}{\partial t} + \sum_{j=1}^{d} \frac{\partial q_j(u^\varepsilon)}{\partial x_j} = \varepsilon \sum_{j=1}^{d} \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial \eta(u^\varepsilon)}{\partial x_j} \right) - \varepsilon \sum_{j=1}^{d} B(u^\varepsilon) \left( \frac{\partial u^\varepsilon}{\partial x_j} \right)^2 \eta''(u^\varepsilon). \tag{3.14}
\]

By appealing to Lemma 3.1, (3.11) will be proved if we prove

\[
\varepsilon \sum_{j=1}^{d} \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial \eta(u^\varepsilon)}{\partial x_j} \right) \to 0 \text{ in } H^{-1}(\Omega_T) \tag{3.15}
\]

and

\[
- \varepsilon \sum_{j=1}^{d} B(u^\varepsilon) \left( \frac{\partial u^\varepsilon}{\partial x_j} \right)^2 \eta''(u^\varepsilon) \text{ is bounded in the space of measures } M(\Omega_T). \tag{3.16}
\]

Firstly, we prove (3.15). Note that

\[
\left\| \varepsilon \sum_{j=1}^{d} \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial \eta(u^\varepsilon)}{\partial x_j} \right) \right\|_{H^{-1}(\Omega_T)} = \sup_{\phi \in H^1_0(\Omega_T)} \left| \int_{0}^{T} \int_{\Omega} \varepsilon \sum_{j=1}^{d} \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial \eta(u^\varepsilon)}{\partial x_j} \right) \phi \, dx \, dt \right|.
\tag{3.17}
\]

Using integration by parts formula and \( \|\phi\|_{H^1_0(\Omega_T)} \leq 1 \) in (3.17), we arrive at

\[
\left| - \int_{0}^{T} \int_{\Omega} \varepsilon \sum_{j=1}^{d} B(u^\varepsilon) \eta'(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \frac{\partial \phi}{\partial x_j} \, dx \, dt \right| \leq \varepsilon \|B\|_{L^\infty(\mathbb{R})} \|\eta'\|_{L^\infty(\Omega)} \|\nabla u^\varepsilon\|_{(L^2(\Omega_T))^d}. \tag{3.18}
\]

From Theorem 2.4, we have

\[
\sum_{j=1}^{d} \left( \sqrt{\varepsilon} \left\| \frac{\partial u^\varepsilon}{\partial x_j} \right\|_{L^2(\Omega_T)} \right)^2 \leq \frac{1}{2r} \|u_{0\varepsilon}\|_{L^2(\Omega)}^2 \leq \frac{1}{2r} A^2 \text{Vol}(\Omega). \tag{3.19}
\]

Using (3.19) in (3.18) and letting \( \varepsilon \to 0 \) in (3.18), we have (3.15).

Secondly, we want to prove (3.16). We have

\[
- \varepsilon \sum_{j=1}^{d} B(u^\varepsilon) \left( \frac{\partial u^\varepsilon}{\partial x_j} \right)^2 \eta''(u^\varepsilon) \in L^1(\Omega_T). \]

We know that \( L^1(\Omega_T) \) is continuously imbedded in \( (L^\infty(\Omega_T))^* \). Therefore, we have

\[
\left\| - \varepsilon \sum_{j=1}^{d} B(u^\varepsilon) \left( \frac{\partial u^\varepsilon}{\partial x_j} \right)^2 \eta''(u^\varepsilon) \right\|_{M(\Omega_T)} \leq \varepsilon \|B\|_{L^\infty(\mathbb{R})} \|\eta''\|_{L^\infty(\Omega)} \|\nabla u\|_{(L^2(\Omega_T))^d}. \tag{3.20}
\]
Using inequality (3.19) in (3.20), we get
\[
\left\| \varepsilon \sum_{j=1}^{d} B(u^\varepsilon) \left( \frac{\partial u}{\partial x_j} \right)^2 \eta''(u^\varepsilon) \right\|_{M(\Omega_T)} \leq C' \| B \|_{L^\infty(\mathbb{R})} \| \eta'' \|_{L^\infty(I)},
\] (3.21)
where \( C' \) is independent of \( \varepsilon \). Therefore we have obtained (3.16). Using (3.15), (3.16) and in view of Lemma 3.1, we have (3.11).

For space dimension \( d = 1 \), the extraction of an a.e. convergent subsequence is obtained by proving the following result.

**Theorem 3.2** Assume Hypothesis E and let \((u^\varepsilon)\) be sequence of solutions to generalized viscosity problem (1.2) such that
\[
\frac{\partial \eta(u^\varepsilon)}{\partial t} + \frac{\partial q(u^\varepsilon)}{\partial x} \subset \text{compact set in } H^{-1}(\Omega_T).
\] (3.22)
for every \( C^2(\mathbb{R}) \) entropy-entropy flux pair \((\eta, q)\) of scalar conservation laws (1.1a) in one space dimension. Then there is a subsequence of \((u^\varepsilon)\) such that the subsequence is denoted by \((u^\varepsilon)\) and the following convergence in \( L^\infty(\Omega_T) - \text{weak}^* \)
\[
u^\varepsilon \rightharpoonup u, \quad f(u^\varepsilon) \rightharpoonup f(u), \quad \text{as } \varepsilon \to 0.
\]
holds. Further, if the set of \( u \) with \( f''(u) \neq 0 \) is dense in \( \mathbb{R} \), then \((u^\varepsilon)\) converges almost everywhere to \( u \) in \( \Omega_T \).

The following results are used to prove Theorem 3.2.

**Theorem 3.3 (Young Measure)** \([7, \text{p.147}]\)

1. Let \( K \subset \mathbb{R}^p \) be bounded and \( \Omega \subset \mathbb{R}^d \) be an open set. Let \( u_n : \Omega \to \mathbb{R}^p \) be such that \( u_n \in K \) a.e.. Then there exists a subsequence \((u_m)\) and a family of probability measures \((\nu_x)_{x\in \Omega}\) (depending measurably on \( x \)) with \( \text{supp } \nu_x \subset K \) such that if \( F \) is continuous function on \( \mathbb{R}^p \) and
\[
\bar{f} = \langle \nu_x, F(\lambda) \rangle \quad a.e.
\]
then
\[
F(u_m) \rightharpoonup \bar{f}(x) \quad \text{in } L^\infty(\Omega) - \text{weak}^*
\]
2. Conversely, let \((\nu_x)_{x \in \Omega}\) be a family of probability measures with support in \(\overline{K}\). Then there exists a sequence \((u_n)_n\), where \(u_n : \Omega \rightarrow \mathbb{R}^p\) and \(u_n \in K\ a.e.,\) such that for all continuous functions on \(\mathbb{R}^p\), we have

\[ F(u_n) \rightharpoonup f(x) = \langle \nu_x, F(\lambda) \rangle \text{ in } L^\infty(\Omega) - \text{ weak}^* \]

We give definition of Young measures.

**Definition 3.1** The family of probability measure \((\nu_x)_{x \in \Omega}\) that we get from Theorem 3.3 is called Young measures associated with the sequence \((u_n)_{n=1}^\infty\).

**Lemma 3.2** *(Div-curl lemma)* \([8, \text{p.90}], [3, \text{p.513}]\)

Let \(\Omega \subset \mathbb{R}^d\) be an open set and \(G_n\) and \(H_n\) be two sequences of vector fields in \(L^2(\Omega; \mathbb{R}^d)\) converging weakly to limits \(\overline{G}\) and \(\overline{H}\) respectively as \(n \rightarrow \infty\). Assume both \((\text{div } G_n)\) and \(\text{(curl } H_n)\) lie in a compact subset of \(H^{-1}_{\text{loc}}(\Omega)\). Then we have the following convergence in the sense of distributions as \(n \rightarrow \infty\)

\[ G_n, H_n \rightharpoonup \overline{G}, \overline{H}. \]

**Proof of Theorem 3.2** A proof of Theorem 3.2 is available on the lines of \([3, \text{p.518}]\)

We now show that the sequence \((\frac{\partial u^\varepsilon}{\partial t})\) lies in a compact set of \(H^{-1}_{\text{loc}}(\Omega_T)\). This is used in the extraction of \(a.e.\) convergent subsequence of the quasilinear viscous approximations \((u^\varepsilon)\) for \(d = 2\).

**Theorem 3.4** Assume Hypothesis F. Let \((u^\varepsilon)\) be the sequence of solutions to (1.2). Then \((\frac{\partial u^\varepsilon}{\partial t})\) is compact in \(H^{-1}_{\text{loc}}(\Omega_T)\).

**Proof :**

We prove Theorem 3.4 in two steps. In Step-1, we show that the sequence \((\frac{\partial u^\varepsilon}{\partial t})\) is bounded in \(L^1(\Omega_T)\) and in Step-2, we use Murat’s Lemma 3.1 to show that \((\frac{\partial u^\varepsilon}{\partial t})\) is compact in \(H^{-1}_{\text{loc}}(\Omega_T)\).

**Step-1:** Let \(u_0 \in BV_0(\Omega) \cap L^\infty(\Omega)\). Applying a result from \([6]\), we conclude the existence of a constant \(C_1 > 0\) such that for every \(\varepsilon > 0\), we have

\[ \left\| \frac{\partial u^\varepsilon}{\partial t} \right\|_{L^1(\Omega_T)} \leq C_1. \quad (3.23) \]
Step 2: Since $L^1(\Omega_T)$ is continuously imbedded in the space of measures $M(\Omega_T)$. Therefore we have

$$\left\| \frac{\partial u^\varepsilon}{\partial t} \right\|_{M(\Omega_T)} \leq \left\| \frac{\partial u^\varepsilon}{\partial t} \right\|_{L^1(\Omega_T)}$$

(3.24)

In view of (3.23), we see that $\left( \frac{\partial u^\varepsilon}{\partial t} \right)$ is bounded in the space of measures $M(\Omega_T)$. Therefore the sequence $\left( \frac{\partial u^\varepsilon}{\partial t} \right)$ is bounded in $W^{-1,\infty}(\Omega_T)$ as $\| u^\varepsilon \|_{L^\infty(\Omega_T)} \leq A$. An application of Murat’s Lemma 3.1 we get that the sequence $\left( \frac{\partial u^\varepsilon}{\partial t} \right)$ is compact in $H^{-1}(\Omega_T)$.

We need to prove the following result for extraction of a.e. convergent subsequence of quasilinear viscous approximations $(u^\varepsilon)$ to generalized viscosity problem (1.2) for $d = 2$.

**Theorem 3.5** Assume Hypothesis F and let $(u^\varepsilon)$ be the sequence of solutions to viscosity problem (1.2). Then there exists a subsequence $(u^{\varepsilon_k})$ of $(u^\varepsilon)$ and a function $u$ such that for a.e. $(x,t) \in \Omega_T$ the following convergence

$$u^{\varepsilon_k}(x,t) \to u(x,t) \text{ as } k \to \infty.$$  

(3.25)

holds.

**Proof:**

A proof of the extraction of almost everywhere convergent subsequence of $(u^\varepsilon)$ is available in [9] whenever $B \equiv 1$. We use similar arguments to prove Theorem 3.5.

Multiplying (1.2a) by $f_1'$, $f_2'$, we get

$$\left( f_1'(u^\varepsilon) \right)^2 \frac{\partial u^\varepsilon}{\partial x_1} + f_1'(u^\varepsilon)f_2'(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_2} = \varepsilon \sum_{j=1}^2 f_1'(u^\varepsilon) \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) - \frac{\partial f_1(u^\varepsilon)}{\partial t},$$

$$f_1'(u^\varepsilon)f_2'(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_1} + \left( f_2'(u^\varepsilon) \right)^2 \frac{\partial u^\varepsilon}{\partial x_2} = \varepsilon \sum_{j=1}^2 f_2'(u^\varepsilon) \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) - \frac{\partial f_2(u^\varepsilon)}{\partial t}.$$  

(3.26)

Denote

$$F_{11}(\lambda) := \int_0^\lambda \left( f_1'(s) \right)^2 ds,$$

$$F_{12}(\lambda) := \int_0^\lambda f_1'(s)f_2'(s) ds,$$

$$F_{22}(\lambda) := \int_0^\lambda \left( f_2'(s) \right)^2 ds.$$  

(3.27)
Equation (3.26) can be rewritten as

\[
\begin{align*}
\frac{\partial F_{11}(u^\varepsilon)}{\partial x_1} + \frac{\partial F_{12}(u^\varepsilon)}{\partial x_2} & = \varepsilon \sum_{j=1}^{2} \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial f_1(u^\varepsilon)}{\partial x_j} \right) - \varepsilon \sum_{j=1}^{2} B(u^\varepsilon) \left( \frac{\partial u^\varepsilon}{\partial x_j} \right)^2 \frac{f''_1(u^\varepsilon)}{ \partial t}, \\
\frac{\partial F_{12}(u^\varepsilon)}{\partial x_1} + \frac{\partial F_{22}(u^\varepsilon)}{\partial x_2} & = \varepsilon \sum_{j=1}^{2} \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial f_2(u^\varepsilon)}{\partial x_j} \right) - \varepsilon \sum_{j=1}^{2} B(u^\varepsilon) \left( \frac{\partial u^\varepsilon}{\partial x_j} \right)^2 \frac{f''_2(u^\varepsilon)}{ \partial t}.
\end{align*}
\]

(3.28)

We now show that RHS of two equations of (3.28) lie in a compact set of \( H^{-1}(\Omega_T) \). For that we show that for \( i = 1, 2 \),

(i).

\[
\varepsilon \sum_{j=1}^{2} \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial f_i(u^\varepsilon)}{\partial x_j} \right) \rightarrow 0 \text{ in } H^{-1}(\Omega_T),
\]

(3.29)

(ii).

\[-\varepsilon \sum_{j=1}^{2} B(u^\varepsilon) \left( \frac{\partial u^\varepsilon}{\partial x_j} \right)^2 f''_1(u^\varepsilon) - \frac{\partial f_1(u^\varepsilon)}{ \partial t} \text{ is bounded in the space of measure } M(\Omega_T).\]

(3.30)

Firstly, we prove (3.29). Observe that

\[
\left\| \varepsilon \sum_{j=1}^{2} \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial f_i(u^\varepsilon)}{\partial x_j} \right) \right\|_{H^{-1}(\Omega_T)} = \sup \left\{ \int_0^T \int_\Omega \left( \varepsilon \sum_{j=1}^{2} \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial f_i(u^\varepsilon)}{\partial x_j} \right) \right) \phi(x,t) \, dx \, dt : \|\phi\|_{H^1_0(\Omega_T)} \leq 1 \right\},
\]

\[
= \sup \left\{ \int_0^T \int_\Omega \left( \varepsilon \sum_{j=1}^{2} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right)^2 \frac{f''_i(u^\varepsilon)}{ } - \frac{\partial f_i(u^\varepsilon)}{ \partial t} \right) \phi(x,t) \, dx \, dt : \|\phi\|_{H^1_0(\Omega_T)} \leq 1 \right\},
\]

\[
\leq \varepsilon \| B \|_{L^\infty(I)} \left( \max_{1 \leq i \leq 2} \| f'_i \|_{L^\infty(I)} \right) \| \nabla u^\varepsilon \|_{(L^2(\Omega_T))^2}^2.
\]

(3.31)

Since \( \sqrt{\varepsilon} \| \nabla u^\varepsilon \|_{(L^2(\Omega_T))^2} \leq C \), which is independent of \( \varepsilon \), therefore we have (3.29) and

\[
\varepsilon \sum_{j=1}^{2} \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial f_i(u^\varepsilon)}{\partial x_j} \right) \text{ lie in a compact set of } H^{-1}(\Omega_T).
\]
Secondly, we show (3.30). We know that $L^1(\Omega_T)$ is continuously imbedded in $(L^{\infty}(\Omega_T))^*$. Therefore we have
\[
\left\| -\epsilon^2 \sum_{j=1}^{2} B(u^\epsilon) \left( \frac{\partial u^\epsilon}{\partial x_j} \right)^2 f_1'(u^\epsilon) - \frac{\partial f_1(u^\epsilon)}{\partial t} \right\|_{M(\Omega_T)} \leq \int_0^T \int_{\Omega} \epsilon^2 \sum_{j=1}^{2} B(u^\epsilon) \left( \frac{\partial u^\epsilon}{\partial x_j} \right)^2 f_1''(u^\epsilon)
\]
\[
- f_1'(u^\epsilon) \frac{\partial u^\epsilon}{\partial t} \right\| dx \, dt,
\]
\[
\leq \| B \|^L(\Omega_T) \max_{1 \leq i \leq 2} \left( \sup_{y \in I} \left| f_i''(y) \right| \right) \left( \sqrt{\epsilon} \| \nabla u^\epsilon \|_{(L^2(\Omega_T))^2} \right)^2 + \max_{1 \leq i \leq 2} \left( \sup_{y \in I} \left| f_i''(y) \right| \right) \| \frac{\partial u^\epsilon}{\partial t} \|_{L^1(\Omega_T)} \tag{3.32}
\]
Applying Theorem 3.4 and $\sqrt{\epsilon} \| \nabla u^\epsilon \|_{(L^2(\Omega_T))^2} \leq C$, which is independent of $\epsilon$, we get (3.30).

We want to use Theorem of Compensated Compactness [2, p.31] to conclude the almost everywhere convergence of $(u^\epsilon)$ to a function $u$ in $L^{\infty}(\Omega_T)$. Observe that
\[
F_{11}(u^\epsilon) \rightharpoonup \bar{F}_{11} \text{ in } L^2(\Omega_T) \text{ as } \epsilon \to 0, \\
F_{12}(u^\epsilon) \rightharpoonup \bar{F}_{12} \text{ in } L^2(\Omega_T) \text{ as } \epsilon \to 0, \\
F_{22}(u^\epsilon) \rightharpoonup \bar{F}_{22} \text{ in } L^2(\Omega_T) \text{ as } \epsilon \to 0. \tag{3.33}
\]

Therefore, we obtain
\[
(F_{11}(u^\epsilon), F_{12}(u^\epsilon), F_{12}(u^\epsilon), F_{22}(u^\epsilon)) \rightharpoonup (\bar{F}_{11}, \bar{F}_{12}, \bar{F}_{12}, \bar{F}_{22}) \text{ as } \epsilon \to 0.
\]

The following combinations
\[
\frac{\partial}{\partial x_1} F_{11}(u^\epsilon) + \frac{\partial}{\partial x_2} F_{12}(u^\epsilon), \quad \frac{\partial}{\partial x_1} F_{12}(u^\epsilon) + \frac{\partial}{\partial x_2} F_{22}(u^\epsilon),
\]
\[
\frac{\partial}{\partial t} F_{11}(u^\epsilon), \quad \frac{\partial}{\partial t} F_{22}(u^\epsilon), \tag{3.34}
\]
are compact in $H^{-1}(\Omega_T)$.

Consider the set
\[
\nu := \{ (\lambda, \xi) \in \mathbb{R}^4 \times \mathbb{R}^3 \setminus \{0\} \ ; \ \lambda_1 \xi_1 + \lambda_2 \xi_2 = 0, \ \lambda_1 \xi_1 + \lambda_2 \xi_2 = 0, \ \lambda_1 \xi_0 = 0, \ \lambda_3 \xi_0 = 0 \}.
\]
The quadratics $Q(F_{11}(u^\epsilon), F_{12}(u^\epsilon), F_{12}(u^\epsilon), F_{22}(u^\epsilon))$ which vanish on the projections,
\[
\Lambda = \{ \lambda \in \mathbb{R}^4 \ : \ (\lambda, \xi) \in \nu \},
\]
are
\[
\{ \lambda \in \mathbb{R}^4 \ : \ \lambda_1 \lambda_4 - \lambda_2 \lambda_3 = 0 \}.
\]
As a result, we have
\[
(F_{11}(u^\epsilon), F_{12}(u^\epsilon)) \cdot (F_{22}(u^\epsilon), F_{12}(u^\epsilon)) \rightharpoonup \bar{F}_{11} \bar{F}_{22} - \bar{F}_{12}^2 \text{ in } L^2(\Omega_T) \text{ as } \epsilon \to 0. \tag{3.35}
\]
If we write (3.35) in terms of Young's measures $\nu_{x,t}(\cdot)$, we get

$$\left\langle \nu_{x,t}, (F_{11}(\lambda) - F_{11}) \cdot (F_{22}(\lambda) - F_{22}) - (F_{12}(\lambda) - F_{12})^2 \right\rangle = 0. \quad (3.36)$$

A proof of extraction of a subsequence of $(u^\varepsilon)$ converges a.e. to a function $u$ in $L^\infty(\Omega_T)$ follows from [9, p.702-p.703]. This completes the proof.

4 Kinetic Formulation-the multidimensional case

We write the proof of the extraction of a.e. convergent subsequence of the quasilinear viscous approximations $(u^\varepsilon)$ which are unique solutions of (1.2). We use Velocity averaging lemma to extract the a.e. convergent subsequence. In order to apply velocity averaging lemma, we need to derive the Kinetic formulation of (1.2a). We follow the computation from the lines of [9, p.706] to derive the kinetic formulation. We now introduce the sign function and the Kruzhkov entropy-entropy flux pairs which is used in the derivation of Kinetic formulation of (1.2a). Denote

$$sg(s) := \begin{cases} 1 & \text{if } s > 0 \\ 0 & \text{if } s = 0 \\ -1 & \text{if } s < 0 \end{cases}$$

For $c \in \mathbb{R}$, the family of Kruzhkov entropy and entropy fluxes are $\eta(u; c) := |u - c|$ and $j \in \{1, 2, \cdots, d\}$, $q_j(u; c) = sg(u - c) (f_j(u) - f_j(c))$.

4.1 Kinetic Equations of Generalized Viscosity Problem

**Proposition 4.1** The kinetic equation of the generalized viscosity problem (1.2a) is given by

$$\frac{\partial \chi^\varepsilon}{\partial t} + \sum_{j=1}^{d} f_j'(c) \frac{\partial \chi^\varepsilon}{\partial x_j} = \frac{\partial}{\partial c} \left( \frac{\varepsilon}{2} \sum_{j=1}^{d} \eta'(u^\varepsilon; c) \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) \right) \quad (4.37)$$

in $\mathcal{D}'(\Omega \times \mathbb{R} \times (0, T))$

**Proof:**

Let $G : \mathbb{R} \rightarrow \mathbb{R}$ be a $C^\infty$ function such that

$$G(x) := |x| \text{ for } |x| \geq 1, \ G'' \geq 0.$$
For $n \in \mathbb{N}$, denote

$$G_n(x) := \frac{1}{n} G\left(n \ (x-c)\right).$$

Then $G_n(x) \to |x-c|$ as $n \to \infty$. We now compute

$$G'_n(x) := \begin{cases} 
\frac{d}{dx} (|x-c|), & \text{if } |x-c| \geq \frac{1}{n} \\
G'\left(n \ (x-c)\right), & \text{if } |x-c| < \frac{1}{n}.
\end{cases}$$

Then we have

$$G'_n(x) = \begin{cases} 
1 \text{ if } x \geq c \ |x-c| \geq \frac{1}{n}, \\
-1 \text{ if } x < c \ |x-c| \geq \frac{1}{n}, \\
G'\left(n \ (x-c)\right), & \text{if } |x-c| < \frac{1}{n}.
\end{cases}$$

Therefore

$$G'_n(x) \to \text{sg}(x-c) \text{ as } n \to \infty.$$
Differentiating (4.40) with respect to $c$ we get

$$\frac{\partial}{\partial t} \left( \frac{\partial}{\partial c} (\eta(u^\varepsilon;c) - \eta(0;c)) \right) + \sum_{j=1}^{d} \frac{\partial}{\partial x_j} \left( \frac{\partial}{\partial c} (q_j(u^\varepsilon;c) - q_j(0;c)) \right)$$

$$= \frac{\partial}{\partial c} \left( \varepsilon \eta'(u^\varepsilon;c) \sum_{j=1}^{d} \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) \right)$$

in $\mathcal{D}'(\Omega \times (0,T))$.  

(4.41)

Note that $\eta(u^\varepsilon;c) = |u^\varepsilon - c|$, $\eta(0;c) = |c|$. Denote

$$P(u^\varepsilon;c) := |u^\varepsilon - c| - |c|.$$  

We now compute the derivative of $P$ with respect to $c$.

$$\frac{\partial}{\partial c} P(u^\varepsilon;c) = \frac{\partial}{\partial c} (|u^\varepsilon - c| - |c|)$$

$$= \frac{\partial}{\partial c} |u^\varepsilon - c| - \frac{\partial}{\partial c} |c|$$

$$= \text{sg}(u^\varepsilon - c) - \text{sg}(c)$$

(4.42)

For $j = 1, 2, \cdots, d$, denote

$$Q_j(u^\varepsilon;c) := q_j(u^\varepsilon;c) - q_j(0;c),$$

$$= \text{sg}(u^\varepsilon - c) (f_j(u^\varepsilon) - f_j(0)) + \text{sg}(c) (f_j(0) - f_j(c)).$$

Let us compute the derivative of $Q_j^\varepsilon$ with respect to $c$.

$$\frac{\partial}{\partial c} Q_j(u^\varepsilon;c) = 2 \left( f_j(u^\varepsilon(x,t)) - f_j(u^\varepsilon(x,t)) \right) \delta_{\varepsilon=u^\varepsilon(x,t)} - f_j'(c) \text{sg}(u^\varepsilon - c)$$

$$+ 2 (f_j(0) - f_j(0)) \delta_{c=0} - f_j'(c) \text{sg}(c).$$

Therefore we have

$$\frac{\partial}{\partial c} Q_j(u^\varepsilon;c) = -f_j'(c) \left( \text{sg}(u^\varepsilon - c) + \text{sg}(c) \right).$$

(4.43)

Let $\phi \in \mathcal{D}(\Omega \times \mathbb{R} \times (0,T))$. For $j \in \{1, 2, \cdots, d\}$, we compute

$$\left\langle \frac{\partial^2}{\partial x_j \partial c} Q_j(u^\varepsilon;c), \phi \right\rangle = - \left\langle \frac{\partial}{\partial c} Q_j(u^\varepsilon;c), \frac{\partial \phi}{\partial x_j} \right\rangle$$

$$= \left\langle f_j'(c) \left( \text{sg}(u^\varepsilon - c) + \text{sg}(c) \right), \frac{\partial \phi}{\partial x_j} \right\rangle$$

$$= \left\langle f_j'(c) \frac{\partial}{\partial x_j} \left( \text{sg}(u^\varepsilon - c) + \text{sg}(c) \right), \phi \right\rangle$$

$$= \left\langle f_j'(c) \frac{\partial}{\partial x_j} \left( \text{sg}(u^\varepsilon - c) - \text{sg}(c) \right), \phi \right\rangle$$

$$= \left\langle f_j'(c) \left( \text{sg}(u^\varepsilon - c) - \text{sg}(c) \right), \frac{\partial \phi}{\partial x_j} \right\rangle.$$  

(4.44)
Denote
\[ \chi^\varepsilon(x, t; c) := \chi_{u^\varepsilon}(c), \]
where
\[ \chi_{u^\varepsilon}(c) := \begin{cases} 
1, & \text{if } u^\varepsilon < c < 0, \\
-1, & \text{if } 0 < c < u^\varepsilon, \\
0, & \text{otherwise}
\end{cases} \]

Also observe that \( \int_{-\infty}^{\infty} \chi_{u^\varepsilon}(c) dc = -u^\varepsilon \) and \( \chi^\varepsilon = \chi_{u^\varepsilon}(c) \). Dividing (4.41) by 2 and applying the above computations, we get (4.37).

Denote
\[ p_{\min}^\varepsilon := \min \left\{ \min_{(x,t) \in \Omega_T} \frac{\varepsilon}{2} \sum_{j=1}^{d} 1 \cdot \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) , \min_{(x,t) \in \Omega_T} \frac{\varepsilon}{2} \sum_{j=1}^{d} (-1) \cdot \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) , 0 \right\} \]

Since range \( (\eta'(u^\varepsilon; c)) = \text{sgn}(u^\varepsilon - c) = \{-1, 0, 1\} \), \( p_{\min}^\varepsilon \) is independent of \( c \) variable and we have
\[ \frac{\varepsilon}{2} \sum_{j=1}^{d} \eta'(u^\varepsilon; c) \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) \geq p_{\min}^\varepsilon \]
and
\[ \frac{\partial}{\partial c} \left( \frac{\varepsilon}{2} \sum_{j=1}^{d} \eta'(u^\varepsilon; c) \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) \right) = \frac{\partial}{\partial c} \left( \frac{\varepsilon}{2} \sum_{j=1}^{d} \eta'(u^\varepsilon; c) \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) - p_{\min}^\varepsilon \right) \]

Therefore (4.40) defines a kinetic formulation with \( \chi^\varepsilon(x, t; c) := \chi_{u^\varepsilon}(c) \) according to the definition of [15, p.170]

### 4.2 Boundedness of the Sequence of Measures

Denote
\[ m^\varepsilon := \frac{\varepsilon}{2} \sum_{j=1}^{d} \eta'(u^\varepsilon; c) \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right). \]

Firstly, we prove that for every \( M > 0 \), the sequence of measures \( (m^\varepsilon) \) is bounded in \( \mathcal{M}(\Omega \times (-M, M) \times (0, T)) \). Secondly, since we want to apply Velocity Averaging lemma
on $\mathbb{R}^d \times \mathbb{R} \times (0, \infty)$, we extends this sequence of measures $(m^\varepsilon)$ to $\mathbb{R}^d \times \mathbb{R} \times (0, \infty)$ using standard argument of Riesz representation theorem of dual spaces keeping the total variation same. This extension is denoted by $\tilde{m}^\varepsilon$. These results are proved in this subsection. Then we can assume a standard result from [15] that the derivative of $\tilde{m}^\varepsilon$ with respect to $c$ can be expressed as the composition of inverses of Riesz potentials which is one of the requirements to apply Velocity Averaging lemma.

For a real number $M > 0$, denote

$$\Omega_{MT} := \Omega \times (-M, M) \times (0, T).$$

$$C^1_0(\overline{\Omega_{MT}}) := \{ v \in C^1(\overline{\Omega_{MT}}) : v(x, c, t) = 0 \text{ on } \partial\Omega_{MT} \}.$$  

The next result shows that the sequence of measures $(m^\varepsilon)$ is bounded in $\mathcal{M}(\Omega_{MT})$.

**Proposition 4.2** The sequence of measures $(m^\varepsilon)$ is bounded in $\mathcal{M}(\Omega_{MT})$.

**Proof**:

We prove Proposition 4.2 in two steps. In Step 1, we prove that the sequence $(m^\varepsilon)$ is bounded in $(C^1_0(\overline{\Omega_{MT}}))^*$. In Step 2, We prove the measure representation of $(m^\varepsilon)$.

**Step 1**: For $n \in \mathbb{N}$ and $s \in \mathbb{R}$, denote $sg_n(s) := \tanh(ns)$. Then $sg_n(s) \to sg(s)$ as $n \to \infty$ and $|s|sg_n'(s) \leq 4$.

Let $\phi \in C^1_0(\overline{\Omega_{MT}})$. We consider

$$\langle m^\varepsilon, \phi \rangle = \frac{\varepsilon}{2} \sum_{j=1}^d \int_{\Omega_{MT}} \eta'(u^\varepsilon; c) \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) \phi(x, c, t) \, dx \, dc \, dt$$

$$= \frac{\varepsilon}{2} \sum_{j=1}^d \int_{\Omega_{MT}} \sg(u^\varepsilon - c) \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) \phi(x, c, t) \, dx \, dc \, dt,$$

$$= \frac{\varepsilon}{2} \sum_{j=1}^d \lim_{n \to \infty} \int_{\Omega_{MT}} \sg_n(|u^\varepsilon - c|) \sg(u^\varepsilon - c) \left( \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) \right) \phi(x, c, t) \, dx \, dc \, dt. \quad (4.45)$$

Since $u^\varepsilon \in C^{2+\beta,1+\frac{\beta}{2}}(\overline{\Omega_T})$, then $u^\varepsilon - c \in H^1(\Omega_{MT})$ and $|u^\varepsilon - c| \in H^1(\Omega_{MT})$. Hence $sg_n(|u^\varepsilon - c|) \in H^1(\Omega_{MT})$. As a consequence, we have $sg_n(|u^\varepsilon - c|) \phi \in H^1(\Omega_{MT})$ and $B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \in H^1(\Omega_{MT})$. Therefore we have the following product rule (see [13, p.17])

$$\frac{\partial}{\partial x_j} \left( sg_n(|u^\varepsilon - c|) \phi B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) \phi = sg_n(|u^\varepsilon - c|) \phi \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right)$$

$$+ B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \frac{\partial}{\partial x_j} (sg_n(|u^\varepsilon - c|) \phi). \quad (4.46)$$

23
Therefore we have

\[
\text{sgn} \left( |u^\epsilon - c| \right) \phi \frac{\partial}{\partial x_j} \left( B(u^\epsilon) \frac{\partial u^\epsilon}{\partial x_j} \right) = \frac{\partial}{\partial x_j} \left( \text{sgn} \left( |u^\epsilon - c| \right) \phi B(u^\epsilon) \frac{\partial u^\epsilon}{\partial x_j} \right) - B(u^\epsilon) \frac{\partial u^\epsilon}{\partial x_j} \text{sgn} \left( |u^\epsilon - c| \right) \phi
\]

\[
- B(u^\epsilon) \frac{\partial u^\epsilon}{\partial x_j} \text{sgn} \left( |u^\epsilon - c| \right) \frac{\partial \phi}{\partial x_j}
\]

(4.47)

\[
\frac{\epsilon}{2} \sum_{j=1}^{d} \lim_{n \to \infty} \int_{\Omega_{MT}} \text{sgn} \left( |u^\epsilon - c| \right) \text{sgn}(u^\epsilon - c) \left( \frac{\partial}{\partial x_j} \left( B(u^\epsilon) \frac{\partial u^\epsilon}{\partial x_j} \right) \right) \phi(x, c, t) \, dc \, dx \, dt
\]

\[
= - \frac{\epsilon}{2} \sum_{j=1}^{d} \lim_{n \to \infty} \left\{ \int_{\Omega_{MT}} \text{sgn}(u^\epsilon - c) \frac{\partial}{\partial x_j} \left( \text{sgn} \left( |u^\epsilon - c| \right) \phi B(u^\epsilon) \frac{\partial u^\epsilon}{\partial x_j} \right) \, dc \, dx \, dt \right\}
\]

\[- \frac{\epsilon}{2} \sum_{j=1}^{d} \lim_{n \to \infty} \left\{ \int_{\Omega_{MT}} \text{sgn} \left( |u^\epsilon - c| \right) \text{sgn}(u^\epsilon - c) \left( B(u^\epsilon) \frac{\partial u^\epsilon}{\partial x_j} \right) \frac{\partial \phi}{\partial x_j} \, dc \, dx \, dt \right\}
\]

(4.48)

Since \( u^\epsilon = c \) gives \( \frac{\partial u^\epsilon}{\partial x_j} = 0 \), therefore we have

\[
\lim_{n \to \infty} \text{sgn}' \left( |u^\epsilon - c| \right) = \lim_{n \to \infty} \text{sgn}' \left( \left| \frac{\partial u^\epsilon}{\partial x_j} \right| \right).
\]

Applying the above observation in (4.48), we obtain

\[
\frac{\epsilon}{2} \sum_{j=1}^{d} \lim_{n \to \infty} \int_{\Omega_{MT}} \text{sgn} \left( |u^\epsilon - c| \right) \text{sgn}(u^\epsilon - c) \left( \frac{\partial}{\partial x_j} \left( B(u^\epsilon) \frac{\partial u^\epsilon}{\partial x_j} \right) \right) \phi(x, c, t) \, dc \, dx \, dt
\]

\[
= - \frac{\epsilon}{2} \sum_{j=1}^{d} \lim_{n \to \infty} \left\{ \int_{\Omega_{MT}} \text{sgn}(u^\epsilon - c) \frac{\partial}{\partial x_j} \left( \text{sgn} \left( |u^\epsilon - c| \right) \phi B(u^\epsilon) \frac{\partial u^\epsilon}{\partial x_j} \right) \, dc \, dx \, dt \right\}
\]

\[- \frac{\epsilon}{2} \sum_{j=1}^{d} \lim_{n \to \infty} \left\{ \int_{\Omega_{MT}} \text{sgn} \left( |u^\epsilon - c| \right) \text{sgn}(u^\epsilon - c) \left( B(u^\epsilon) \frac{\partial u^\epsilon}{\partial x_j} \right) \frac{\partial \phi}{\partial x_j} \, dc \, dx \, dt \right\}
\]

(4.49)
Consider the first term on the RHS of (4.49), we get
\[
\int_{\Omega_{MT}} \text{sg}(u^\varepsilon - c) \frac{\partial}{\partial x_j} \left( \text{sg}_n(|u^\varepsilon - c|) \phi B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) \, dc \, dx \, dt \\
= \left\langle \text{sg}(u^\varepsilon - c), \frac{\partial}{\partial x_j} \left( \text{sg}_n(|u^\varepsilon - c|) \phi B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) \right\rangle
\]
(4.50)
\[
= - \left\langle \delta_{c=u^\varepsilon}, \text{sg}_n(|u^\varepsilon - c|) \phi B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right\rangle = 0.
\]
The second term converges to zero as \( n \to \infty \) as an application of Dominated convergence theorem. This is because as \( \frac{\partial u^\varepsilon}{\partial x_j} \text{sg}_n \left( \frac{\partial u^\varepsilon}{\partial x_j} \right) \leq 4 \) and \( \text{sg}_n \left( \frac{\partial u^\varepsilon}{\partial x_j} \right) \to 0 \) as \( n \to \infty \). Therefore using all the above computation, we arrive at
\[
\langle m^\varepsilon, \phi \rangle = -\frac{\varepsilon}{2} \sum_{j=1}^{d} \left\{ \int_{\Omega_{MT}} \text{sg}(u^\varepsilon - c) \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) \frac{\partial \phi}{\partial x_j} \, dc \, dx \, dt \right\}
\]
(4.51)
\[
\text{Therefore applying Hölder inequality we have}
\]
\[
|\langle m^\varepsilon, \phi \rangle| = \sqrt{\varepsilon} \| B \|_{L^\infty(I)} \sum_{j=1}^{d} \left( \sqrt{\varepsilon} \left\| \frac{\partial u^\varepsilon}{\partial x_j} \right\|_{L^2(\Omega_{MT})} \right) \left\| \frac{\partial \phi}{\partial x_j} \right\|_{L^2(\Omega_{MT})}
\]
\[
\leq \sqrt{\varepsilon} \| B \|_{L^\infty(I)} \sqrt{2M} \left( \sum_{j=1}^{d} \left( \sqrt{\varepsilon} \left\| \frac{\partial u^\varepsilon}{\partial x_j} \right\|_{L^2(\Omega_T)} \right) \right) \text{Vol} (\Omega_{MT}) \| \phi \|_{C^1(\Omega_{MT})}
\]
(4.52)
Since for \( j \in \{1, 2, \ldots, d\} \), the sequence \( \left( \sqrt{\varepsilon} \left\| \frac{\partial u^\varepsilon}{\partial x_j} \right\|_{L^2(\Omega_T)} \right) \) is bounded, \( \text{Vol} (\Omega_{MT}) < \infty \) and \( 0 < \varepsilon < 1 \), therefore the sequence \( (m^\varepsilon) \) is bounded in \( (C^1(\Omega_{MT}))^* \).

**Step 2:** We know that \( C^1(\Omega_{MT}) \) is a Banach space with \( \| \cdot \|_{C^1(\Omega_{MT})} \) norm. Since \( C^1_0(\Omega_{MT}) \) is a closed subspace of \( C^1(\Omega_{MT}) \), therefore \( C^1_0(\Omega_{MT}) \) is a Banach space. We also have that \( C^1_0(\Omega_{MT}) \) is separable. Consider the map \( P : C^1_0(\Omega_{MT}) \to (C(\Omega_{MT}))^{d+1} \) defined by
\[
P(u) := \left( u, \frac{\partial u}{\partial x_1}, \frac{\partial u}{\partial x_2}, \ldots, \frac{\partial u}{\partial x_d} \right).
\]
Therefore \( P \) is an isometric isomorphism from \( C^1_0(\Omega_{MT}) \) to \( \text{Range}(P) \). Hence \( \text{Range}(P) \) is a closed subspace of \( (C(\Omega_{MT}))^{d+1} \). Since \( P \) is an isometric isomorphism, for \( z \in \text{Range}(P) \) and there exists unique \( u \in C^1_0(\Omega_{MT}) \) such that a linear functional on \( \text{Range}(P) \) is defined as
\[
(m^\varepsilon)^* (z) := (m^\varepsilon)^* (P(u)) = m^\varepsilon (P^{-1}(z)) = m^\varepsilon (u).
\]
Since the sequence \((m^\varepsilon)\) is bounded in \((C^1_0(\overline{\Omega_{MT}}))^*\), the sequence \((m^\varepsilon)^*\) is bounded in \((\text{Range}(P))^*\). Hence by Hahn-Banach extension theorem, there exists a norm preserving extension \((m^\varepsilon)^*\) of \((m^\varepsilon)^*\) to \((C(\overline{\Omega_{MT}}))^{d+1}\). By Riesz representation theorem for measures there exists \(\mu^\varepsilon \in (\mathcal{M}(\overline{\Omega_{MT}}))^{d+1}\) vector measures such that for \(u \in (C(\overline{\Omega_{MT}}))^{d+1}\), we have
\[
\tilde{(m^\varepsilon)^*}(u) = \sum_{j=0}^d \langle \mu^\varepsilon_j, u_j \rangle.
\]

Therefore for \(u \in C^1_0(\overline{\Omega_{MT}})\), we get
\[
m^\varepsilon(u) = (m^\varepsilon)^*(P(u)) = (m^\varepsilon)^*(P(u)) = \langle \mu^\varepsilon_0, u \rangle + \sum_{j=1}^d \langle \mu^\varepsilon_j, \partial u^\varepsilon/\partial x_j \rangle
\]
\[(4.53)\]

\textbf{Proposition 4.3} Let \(j \in \{0, 1, 2, \ldots, d\}\). There exist extension \(\tilde{\mu}^j\) in \(\mathcal{M}(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\) such that \(\|\mu^j\| = \|\tilde{\mu}^j\|\).

\textbf{Proof :}

For \(j \in \{0, 1, 2, \ldots, d\}\), since \((\mu^j_{\varepsilon})\) is a bounded sequence of measures, \((\mu^j_{\varepsilon})\) can be identified as elements \((T_{\mu^j_{\varepsilon}})\) in \((C(\overline{\Omega_{MT}}))^*\), where \(C(\overline{\Omega_{MT}})\) denotes the set of bounded continuous functions. Applying Tietze extension theorem, we extend continuous function \(f\) in \(C(\overline{\Omega_{MT}})\) to a continuous function \(\tilde{f}\) in \(C_b(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\) such that
\[
\sup \{|f(x, c, t)| : (x, c, t) \in \overline{\Omega_{MT}}\} = \sup \{||\tilde{f}(x, c, t)|| : (x, c, t) \in \mathbb{R}^d \times \mathbb{R} \times (0, \infty)\},
\]
where the set \(C_b(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\) denotes the set of bounded continuous functions. Denote
\[
Y := \left\{ \tilde{f} : \tilde{f}|_{\overline{\Omega_{MT}}} = f \in C(\overline{\Omega_{MT}}) \right\}.
\]
Let \(T \in Y^*\), then
\[
\|T\|_{Y^*} = \sup \left\{ |T(\tilde{f})| : ||\tilde{f}||_{\infty} \leq 1 \right\},
\]
\[
= \sup \left\{ |T(\tilde{f})| : ||\tilde{f}||_{\infty} = ||f||_{\infty} \leq 1 \right\},
\]
\[
= \sup \left\{ |T(f)| : ||f||_{\infty} \leq 1 \right\},
\]
\[
= ||T||_{(C(\Omega_{MT}))^*}. \quad (4.54)
\]
The map $\mu_j^\varepsilon \mapsto T_{\mu_j^\varepsilon}$ is an isometric isomorphism from $\mathcal{M}(\Omega_{MT})$ to $(C(\Omega_{MT}))^*$. Therefore $\|\mu_j^\varepsilon\| = \|T_{\mu_j^\varepsilon}\|$. Let $T_{Y\mu_j^\varepsilon}$ be linear maps on $Y$ such that

$$\|T_{Y\mu_j^\varepsilon}\| = \|T_{\mu_j^\varepsilon}\|.$$

Then applying (1.54), we conclude that $\|T_{Y\mu_j^\varepsilon}\| = \|\mu_j^\varepsilon\|$. Then by Hahn-Banach theorem, we extend $T_{Ym^\varepsilon}$ to a continuous linear functional $\tilde{T}_{\mu_j^\varepsilon}$ on $C_b(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))$ such that

$$\|\tilde{T}_{\mu_j^\varepsilon}\| = \|T_{Y\mu_j^\varepsilon}\| = \|\mu_j^\varepsilon\|.$$

There exists $\left(\tilde{\mu}_j^\varepsilon\right)$ in $\mathcal{M}(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))$ such that

$$\|\tilde{\mu}_j^\varepsilon\| = \|\tilde{T}_{\mu_j^\varepsilon}\| = \|\mu_j^\varepsilon\|.$$

Since $(\mu_j^\varepsilon)$ is bounded, we get $\left(\tilde{\mu}_j^\varepsilon\right)$ is also bounded.

Applying Proposition 4.2 and Proposition 4.3, we conclude the following result.

**Proposition 4.4** Let $\tilde{\mu}^\varepsilon := \left(\tilde{\mu}_0^\varepsilon, \tilde{\mu}_1^\varepsilon, \tilde{\mu}_2^\varepsilon, \ldots, \tilde{\mu}_d^\varepsilon\right)$. Then the sequence of linear functional $\tilde{m}^\varepsilon : (C(\mathbb{R}^d \times \mathbb{R} \times (0, \infty)))^{d+1} \to \mathbb{R}$ defined by

$$\tilde{m}^\varepsilon(u) = \sum_{j=0}^{d} \left\langle \tilde{\mu}_j^\varepsilon, u_j \right\rangle$$

is bounded in $\mathcal{M}(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))$.

### 4.3 Application of Velocity Averaging lemma

In this subsection, we extract an $a.e.$ convergent subsequence of $(u^\varepsilon)$ by applying Velocity Averaging lemma. In order to apply velocity averaging lemma, from equation (4.37), we recall the following kinetic equation of (1.2a).

$$\frac{\partial \chi^\varepsilon}{\partial t} + \sum_{j=1}^{d} f_j(c, \chi^\varepsilon) \frac{\partial \chi^\varepsilon}{\partial x_j} = \frac{\partial m^\varepsilon}{\partial c} \text{ in } \mathcal{D}'(\Omega \times \mathbb{R} \times (0, T)). \quad (4.55)$$

We recall the following result which is used to extract a convergent subsequence of $(u^\varepsilon)$. 27
Theorem 4.1 [15, p.178] Let $1 < p \leq 2$, let $h$ be bounded in $L^p\left(\mathbb{R}^d \times \mathbb{R}_c \times (0, \infty)\right)$, let $g$ belong to a compact set of $L^p\left(\mathbb{R}^d \times \mathbb{R}_c \times (0, \infty)\right)$ and $r \geq 0$. We assume that $h$ satisfies

$$
\frac{\partial h}{\partial t} + \sum_{i=1}^{d} f'_i(c) \frac{\partial h}{\partial x_i} = (-\Delta_{x,t} + 1) \left[ \frac{1}{r} (\Delta_c + 1) \right] g \text{ in } D' \left(\mathbb{R}^d \times \mathbb{R}_c \times (0, \infty)\right),
$$

(4.56)

where for $i = 1, 2, \cdots, d$, each $f'_i \in C^{d,\alpha}_{\text{loc}}$ with $l = r$, $\alpha = 1$ if $r$ is an integer, $l = [r]$, $\alpha = r - l$, if $r$ is not an integer. Let $\psi \in L^p\left(\mathbb{R}_c\right)$ having essential compact support. Let the following

$$
\text{meas}\left\{ c \in \text{supp} \psi, \tau + (f'_1(c), f'_2(c), \cdots, f'_d(c)) \cdot \xi = 0 \right\} = 0
$$

for all $(\tau, \xi) \in \mathbb{R} \times \mathbb{R}^d$ with $\tau^2 + |\xi|^2 = 1$.

holds. Then $\int_R h \psi \, dc$ belongs to a compact set of $L^p_{\text{loc}}\left(\mathbb{R}^d \times (0, \infty)\right)$.

We want to apply Theorem 4.1 with $h = \chi^c(c) = \chi_{w^c(x,t)}(c)$. Observe that $h$ is defined on $\mathbb{R}^d \times \mathbb{R} \times (0, \infty)$ but in our case $\chi^c$ is defined on $\Omega \times \mathbb{R} \times (0, T)$. In order to get values of $\chi^c$ on $\mathbb{R}^d \times \mathbb{R} \times (0, \infty)$, we need to extend $u^c$ outside $\Omega_T$. Therefore we define the following extension of $u^c$. Denote

$$
\tilde{u}^c(x,t) := \begin{cases} 
 u^c(x,t) & \text{if } (x,t) \in (\Omega_T \cup (\Omega \times \{0\}) \cup (\partial \Omega \times (0,T))) \\
 0 & \text{if } (x,t) \in (\mathbb{R}^d \times (0,\infty)) \setminus (\Omega_T \cup (\Omega \times \{0\}) \cup (\partial \Omega \times (0,T)))
\end{cases}.
$$

Denote $\tilde{\chi}^c(x,c,t) := \chi_{w^c(x,t)}(c)$. Observe that $\tilde{\chi}^c(x,c,t) = \chi_{\tilde{u}^c(x,t)}(c) \equiv 0$ if $(x,c,t) \notin \Omega \times [-\|u_0\|_{L^\infty(\Omega)}, \|u_0\|_{L^\infty(\Omega)}] \times (0,T)$ as $\|u^c\|_{L^\infty(\Omega_T)} \leq \|u_0\|_{L^\infty(\Omega)}$.

We now assume the following result from [15, p.178] as the definitions of the inverse of the Bessel potential given in [18] and [17] are same.

Lemma 4.1 For $1 < p \leq 2$ and $r > 1 + \frac{d+2}{p}$, there exists a sequence $(g^c)$ in a compact set of $L^p(\mathbb{R}^d \times \mathbb{R} \times (0,\infty))$ such that $\frac{\partial \tilde{u}^c}{\partial c} = (-\Delta_{x,t} + I) \left[ \frac{1}{r} (\Delta_c + I) \right] g^c$ in $D' \left(\mathbb{R}^d \times \mathbb{R} \times (0,\infty)\right)$.

Since we are interested in solving IBVP (1.2) in the domain $\Omega_T$, we denote

$$
\tilde{g}^c(x,c,t) := \begin{cases} 
 g^c(x,c,t) & \text{if } (x,c,t) \in \Omega \times \left(-\|u_0\|_{L^\infty(\Omega)}, \|u_0\|_{L^\infty(\Omega)}\right) \times (0,T), \\
 0 & \text{Otherwise}
\end{cases}
$$

as $\Omega \times \left\{-\|u_0\|_{L^\infty(\Omega)}\right\} \times (0,T), \Omega \times \left\{\|u_0\|_{L^\infty(\Omega)}\right\} \times (0,T)$ are measure zero sets in $\mathbb{R}^{d+2}$.
Remark 4.1 For a meaning of $(I - \Delta_{x,t})^{\frac{1}{2}} (I - \Delta_v)^{\frac{1}{2}} g^z$ in Lemma 4.1, we refer the reader to the discussions of [17, p.524-p.525] and [17, p.552-p.553].

In order to understand Remark 4.1, the following a few lines are important. For $\alpha > 0$, let $G_\alpha := (I - \Delta)^{-\alpha}$ be the Bessel Potential. For $1 \leq p \leq \infty$, let $f \in L^p(\mathbb{R}^d)$. Then the Bessel Potential is defined as the convolution of $f$ with the Bessel Kernel as given in [18, p.134] and [17, p.540]. Let $\Psi_\alpha := (I - \Delta)^{\alpha}$ be the inverse of the Bessel Potential $G_\alpha$. A result on the lines of [17, p.548] shows that $\Psi_\alpha$ is the inverse of $G_\alpha$. For a rigorous discussion on $G_\alpha$ and $\Psi_\alpha$, we refer the reader to [17, p.538-p.554] and [18, p.130-p.150].

The next result is about the range of the inverse of the Bessel potential under a few assumptions.

Lemma 4.2 Let $1 < r < \infty$, $1 < p < \infty$ and $\alpha > 0$ such that $\frac{1}{p} - \frac{\alpha}{d} \leq \frac{1}{r} \leq \frac{1}{p}$. Let $\Psi_\alpha := (I - \Delta)^{\alpha}$. Then for $f \in L^r(\mathbb{R}^d) \cap L^p(\mathbb{R}^d)$, $\Psi_\alpha f \in L^p(\mathbb{R}^d)$.

Proof:

For $\alpha > 0$, $1 < r < \infty$ and $1 < p < \infty$, let $f \in L^r(\mathbb{R}^d) \cap L^p(\mathbb{R}^d)$. A definition of $\Psi_\alpha$ is given (See [17, p.552]) by $\Psi_\alpha f := h_\alpha * f + D_\alpha^p f$, where $h_\alpha(y) \in L^1(\mathbb{R}^d)$ and $D_\alpha^p f$ is the hypersingular integral given by

$$D_\alpha^p f = \int_{\mathbb{R}^d} \frac{(\Delta_y^l f)(x)}{|y|^{d+\alpha}} P(y) \, dy,$$

where the characteristic $P(y)$ is a polynomial of degree less than $\alpha$. Observe that since $h_\alpha(y) \in L^1(\mathbb{R}^d)$ and $f \in L^p(\mathbb{R}^d)$, we have $h_\alpha * f \in L^p(\mathbb{R}^d)$. In order to prove that $\Psi_\alpha \in L^p(\mathbb{R}^d)$, it is enough to show that $D_\alpha^p f \in L^p(\mathbb{R}^d)$.

We prove $D_\alpha^p f \in L^p(\mathbb{R}^d)$ in six steps. In Step 1, we give definition of finite difference of a function. In Step 2, we define Riesz potential and state a result which shows that the Riesz potential is a bounded linear map under a few assumptions. In Step 3, we define Riesz differentiation and we also state a result which asserts that the Riesz differentiation is the left inverse of Riesz potential. In Step 4, we define Riesz differentiation with homogenous characteristic and the truncated hypersingular integral with homogenous characteristic. In Step 5, we state a few results of convergence of truncated hypersingular integrals to the Riesz differentiations. In Step 6, we show that $D_\alpha^p f \in L^p(\mathbb{R}^d)$ and as a consequence we complete the proof of Lemma 4.2.
Step 1: [Finite Differences] We now give definitions of finite differences \((\Delta_y^lf)(x)\) from \([17, \text{p.499}]\) of functions of several variables \(f\) with a vector step size \(h\). For \(x, h \in \mathbb{R}^d\), the translation operator \(\tau_h\) is defined by

\[
(\tau_h f)(x) := f(x - h).
\]

The non-centered finite difference is defined by

\[
(\Delta_y^hf)(x) := (I - \tau_h)^l f = \sum_{k=0}^l (-1)^k \binom{l}{k} f(x - kh).
\]

Step 2: [Riesz Potential] For \(\alpha > 0\), \(\alpha \notin \{d, d + 2, d + 4, \cdots\}\) and \(\phi\) in a suitable function space, the Riesz potential \(([17, \text{p.483}])\) is defined by

\[
I^\alpha \phi := \frac{1}{\gamma_d(\alpha)} \int_{\mathbb{R}^d} \frac{\phi(y)}{|x - y|^{d-\alpha}} dy,
\]

where the normalizing constants \(([17, \text{p.490}])\) are defined by

\[
\gamma_d = 2^\alpha \pi^{\frac{d}{2}} \Gamma \left( \frac{\alpha}{2} \right) / \Gamma \left( \frac{d-\alpha}{2} \right).
\]

The next result shows that the Riesz potential is a bounded linear map from \(L^p(\mathbb{R}^d)\) to \(L^q(\mathbb{R}^d)\).

**Theorem 4.2** \([17, \text{p.494}]\) Let \(1 \leq p \leq \infty\), \(1 \leq q \leq \infty\) and \(\alpha > 0\). The operator \(I^\alpha\) is bounded from \(L^p(\mathbb{R}^d)\) to \(L^q(\mathbb{R}^d)\) if and only if

\[
0 < \alpha < d, \quad 1 < p < \frac{d}{\alpha}, \quad \frac{1}{q} = \frac{1}{p} - \frac{\alpha}{d}.
\]

Step 3:

**Definition 4.1** \([17, \text{p.499}]\) (Riesz Differentiation) For \(\alpha > 0\), the realization of the operator \((-\Delta)^{\frac{\alpha}{2}}\) is the Riesz differentiation and is given in the form of hypersingular integral

\[
D^\alpha f = \frac{1}{e_{d,l}(\alpha)} \int_{\mathbb{R}^d} \frac{(\Delta_y^lf)(x)}{|y|^{d+\alpha}} dy,
\]

where the normalizing constants \(e_{d,l}(\alpha)\) is chosen so that \(D^\alpha f\) does not depend on \(l\) only if \(l > \alpha\).
Definition 4.2 [17, p.500] For $\delta > 0$, the truncated hypersingular integral is defined by

$$D_\delta^\alpha f = \frac{1}{e_{d,l}(\alpha)} \int_{|y| \geq \delta} \frac{(\Delta_y^l f)(x)}{|y|^{d+\alpha}} dy,$$

The next result is about the fact that the Riesz derivative is the left inverse of the Riesz potential.

Theorem 4.3 [17, p.517] The operator $D^\alpha f = \lim_{\delta \to 0} D_\delta^\alpha f$ $[L^p - \text{limit}]$ is the left inverse to the Riesz potential with in the frames of the spaces $L^p(\mathbb{R}^d)$:

$$D^\alpha I^\alpha \phi \equiv \phi, \phi \in L^p(\mathbb{R}^d), 1 \leq p < \frac{d}{\alpha}.$$

Step 4:

Definition 4.3 [17, p.518](Riesz Differentiation with Homogenous Characteristic)

Let the characteristic function $P$ be homogenous in $y$, i.e., for $y \in \mathbb{R}^d$, denote $y' := \frac{y}{||y||}$, then $P : S_{d-1} \to \mathbb{R}$ defined by $P = P(y')$. For $l > \alpha$, the Riesz differentiation with with homogenous characteristic $P$ is defined by

$$D_P^\alpha f = \frac{1}{e_{d,l}(\alpha)} \int_{\mathbb{R}^d} \frac{(\Delta_y^l f)(x)}{|y|^{d+\alpha}} P(y) dy,$$

Definition 4.4 [17, p.524] For $\delta > 0$, the truncated hypersingular integral with homogenous characteristic $P$ is defined by

$$D_{P,\delta}^\alpha f = \frac{1}{e_{d,l}(\alpha)} \int_{|y| \geq \delta} \frac{(\Delta_y^l f)(x)}{|y|^{d+\alpha}} P(y) dy,$$

Step 5:

(a) For arbitrary bounded characteristic $P$, the convergence of $(D_\delta^\alpha f)$ to $D^\alpha f$ in $L^p(\mathbb{R}^d)$ as $\delta \to 0$ implies the convergence of $(D_{P,\delta}^\alpha f)$ to $D_P^\alpha f$ in $L^p(\mathbb{R}^d)$ as $\delta \to 0$. That is, for $1 < r < \infty$, let $f \in L^r(\mathbb{R}^d)$ such that $D^\alpha f$ exists in $L^p(\mathbb{R}^d)$, then $D_P^\alpha f$ exists in $L^p(\mathbb{R}^d)$. This result is mentioned in [17, p.523].

(b) Let $P(y)$ be a characteristic such that $P$ satisfies the ellipticity condition

$$\int_{S_{d-1}} (-ix.\sigma)^\alpha P(\sigma) d\sigma \neq 0, \ |x| = 1,$$
then the convergence of \((D^\alpha_{P,\delta}f)\) to \(D^\alpha_P f\) in \(L^p(\mathbb{R}^d)\) as \(\delta \to 0\) implies the convergence of \((D^\alpha_{\delta}f)\) to \(D^\alpha f\) in \(L^p(\mathbb{R}^d)\) as \(\delta \to 0\) for \(f \in L^p(\mathbb{R}^d)\) \[17\] p.524-p.525.

The details of the results Step 5 (a) and Step 5 (b) can be found in Nogin and Samko’s article as mentioned in \[17\] p.523-p.525.

**Step 6:** For \(1 < p < \infty, f \in L^p(\mathbb{R}^d)\), we have \(h_\alpha * f \in L^p(\mathbb{R}^d)\) and since \(P\) is polynomial of degree less than \(\alpha\), therefore \(P\) is bounded on \(S_{d-1}\). Applying Step 5 (a), we conclude that \(D^\alpha_P f \in L^p(\mathbb{R}^d)\). Applying Theorem \[4.2\] with \(q = r\), we get \(\frac{1}{r} \leq \frac{1}{p}\). Therefore we get \(p \leq r\). Now if \(f \in L^p(\mathbb{R}^d) \cap L^p(\mathbb{R}^d)\), then \(\Psi^\alpha f \in L^p(\mathbb{R}^d)\).

**Alternative Way:** If \(P\) satisfies the ellipticity condition defined in Step 5 (b), by applying Step 5 (b), for \(1 < p < \infty, 1 < r < \infty\) with \(\frac{1}{p} - \frac{\alpha}{d} \leq \frac{1}{r} \leq \frac{1}{p}\), the convergence of \((D^\alpha_{P,\delta}f)\) to \(D^\alpha_P f\) in \(L^p(\mathbb{R}^d)\) as \(\delta \to 0\) implies the convergence of \((D^\alpha_{\delta}f)\) to \(D^\alpha f\) in \(L^p(\mathbb{R}^d)\) as \(\delta \to 0\) for \(f \in L^p(\mathbb{R}^d)\) (See \[17\] p.523-p.525). Hence we have \(\Psi^\alpha f \in L^p(\mathbb{R}^d)\) for \(f \in L^p(\mathbb{R}^d)\). Taking \(P = 1\), we conclude the desired convergence \(\blacksquare\)

**Proposition 4.5** Let \(\alpha > 0\) and \(\Psi^\alpha\) be the inverse of Bessel potential. Then, for \(1 \leq p \leq 2\), \(\Psi^\alpha \tilde{g}^\varepsilon \in L^p(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\).

**Proof:**

For \(1 \leq r \leq p \leq 2\), observe that \(\tilde{g}^\varepsilon \in L^r(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\) as \(\mu \in \mathcal{M}(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\) satisfies the ellipticity condition defined in Step 5 (b), by applying Lemma \[4.2\] gives that \(\Psi^\alpha \tilde{g}^\varepsilon \in L^p(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\) \(\blacksquare\)

**Proposition 4.6** Let \(1 < p \leq 2\) and \((\tilde{m}^\varepsilon)\) be a bounded sequence of positive measures in \(\mathcal{M}(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\). Then

(a) for \(1 \leq p \leq \frac{d+2}{d+1}\) and \((d+2)\frac{p-1}{p} < s < 1\), \((\tilde{m}^\varepsilon)\) is bounded in \(W^{-s,p}(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\). Moreover \(s \to 0_+\) as \(p \to 1_+\).

(b) there exists a sequence \((g^\varepsilon)\) in compact subset of \(L^p(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\) such that

\[
\frac{\partial x^\varepsilon}{\partial t} + \sum_{j=1}^{d} f_j^\varepsilon(c) \frac{\partial x^\varepsilon}{\partial x_j} = (-\Delta_x + 1)^{\frac{1}{2}} (-\Delta_c + 1)^{\frac{1}{2}} \left(\chi^\varepsilon + \chi^\varepsilon(\partial_t)\right) g^\varepsilon \text{ in } \mathcal{D}'(\Omega \times \mathbb{R} \times (0,T)). \tag{4.57}
\]
We prove Proposition 4.6 in two steps. In Step 1, we prove part (a) and in Step 2, we prove part (b) of Proposition 4.6. 

**Step 1:** For \(0 < s < 1\) and \(sp' > d + 2\), applying Theorem 8.2 of [16, p.562], we obtain that \(W^{s,p'}(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\) is continuously imbedded in \(C^\alpha(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\) with \(\alpha := (sp' - (d + 2))/p'\) with standard Hölder norm in \(C^\alpha(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\). Hence \(W^{s,p'}(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\) is continuously imbedded in \(C(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\) as \(C^\alpha(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\) is continuously imbedded \(C(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\) with supremum norm in \(C(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\). Applying duality argument, we get that \(\mathcal{M}(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\) is continuously imbedded in \(W^{-s,p}(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\) for \(sp' > d + 2\) and \(p', p\) satisfies \(1/p' + 1/p = 1\). Hence \(p' = \frac{p}{p-1}\). Therefore \(p\) satisfies

\[
\frac{sp}{(p-1)} > (d+2), \quad (d+2)p < (d+2) + sp, \quad (d+2)+p \text{ as } 0 < s < 1.
\]

The above computation gives \(p < \frac{d+2}{d+1}\). Therefore for \(1 \leq p \leq \frac{d+2}{d+1}\), for \(j \in \{0, 1, 2, \cdots, d\}\), \(\mu_j^\varepsilon\) is bounded in \(W^{-s,p}(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\). Hence for \(1 \leq p \leq \frac{d+2}{d+1}\), \((\widetilde{m}^\varepsilon)\) is bounded in \(W^{-s,p}(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\). Since \(p'\) satisfies \(\frac{d+2}{p} < s < 1\), therefore \(p\) satisfies \(s > (d+2)\frac{p-1}{p}\). This implies \(\frac{1}{p-1} > \frac{(d+2)}{ps}\). Hence we conclude that \(s \to 0_+\) as \(p \to 1_+\).

**Step 2:** Applying Lemma 4.4 for all \(\phi \in \mathcal{D}(\mathbb{R}^d \times \mathbb{R} \times (0, \infty))\), we have

\[
\left\langle \frac{\partial \widetilde{m}^\varepsilon}{\partial c}, \phi \right\rangle = \left\langle (-\Delta_{x,t} + I)^{\frac{1}{2}}(-\Delta_c + I)^{\frac{1}{2}} g^\varepsilon, \phi \right\rangle.
\]

In particular, for \(\phi \in \mathcal{D}(\Omega \times \mathbb{R} \times (0,T))\), we have \(\left\langle \frac{\partial \widetilde{m}^\varepsilon}{\partial c}, \phi \right\rangle = \left\langle (-\Delta_{x,t} + I)^{\frac{1}{2}}(-\Delta_c + I)^{\frac{1}{2}} g^\varepsilon, \phi \right\rangle\). Therefore, we conclude 4.57 with \(\widetilde{m}^\varepsilon \bigg|_{\Omega \times \mathbb{R} \times (0,T)} = m^\varepsilon\).

We now give a standard result from measure theory.

**Theorem 4.4** Let \(A \subset \mathbb{R}^d\) be Lebesgue measurable set. Then there exist a \(G_\delta-\text{set } G\) and a \(F_\sigma-\text{set } F\) such that \(F \subset A \subset G\) and

\[
\mu(G \setminus A) = \mu(A \setminus F) = 0.
\]
We now use Theorem 4.1 to conclude the next result.

**Theorem 4.5** Assume Hypothesis D. Then the sequence of quasilinear viscous approximations \( u^\varepsilon \) which are solutions of IBVP (1.2) lies in a compact subset of \( L^p_{\text{loc}}(\Omega_T) \).

**Proof:**

Let \( \mathcal{L}_1, \mathcal{L}_2 \) denote the sigma algebras of Lebesgue measurable sets of \( \Omega \times (-\|u_0\|_{L^\infty(\Omega)}, \|u_0\|_{L^\infty(\Omega)}) \times (0,T) \) and \( \mathbb{R}^d \times \mathbb{R} \times (0,\infty) \) respectively. Let \( \mathcal{B}_1, \mathcal{B}_2 \) denote the sigma algebras of Borel measurable sets of \( \Omega \times (-\|u_0\|_{L^\infty(\Omega)}, \|u_0\|_{L^\infty(\Omega)}) \times (0,T) \) and \( \mathbb{R}^d \times \mathbb{R} \times (0,\infty) \) respectively. Since open sets of \( \Omega \times \mathbb{R} \times (0,T) \) are open sets of \( \mathbb{R}^d \times \mathbb{R} \times (0,\infty) \), therefore \( \mathcal{B}_1 \subset \mathcal{B}_2 \). We know that measure zero sets of \( \Omega \times (-\|u_0\|_{L^\infty(\Omega)}, \|u_0\|_{L^\infty(\Omega)}) \times (0,T) \) are also measure zero sets of \( \mathbb{R}^d \times \mathbb{R} \times (0,\infty) \). Hence, the measure zero sets are Lebesgue measurable sets of \( \mathbb{R}^d \times \mathbb{R} \times (0,\infty) \). Applying Theorem 4.4 we conclude that \( \mathcal{L}_1 \subset \mathcal{L}_2 \). Let \( \tilde{m}^\varepsilon \) be the Lebesgue measure on \( \mathcal{L}_2 \) introduced by the regular Borel measure \( \tilde{m}^\varepsilon \) (See [23, p.22-p.23]) on \( \mathcal{B}_2 \) such that \( \tilde{m}^\varepsilon|_{\mathcal{B}_2} = \tilde{m}^\varepsilon \). Define \( \nu^\varepsilon : \mathcal{L}_2 \to [0, \infty] \) by

\[
\nu^\varepsilon(A) := \tilde{m}^\varepsilon(A \cap (\Omega \times (-\|u_0\|_{L^\infty(\Omega)}, \|u_0\|_{L^\infty(\Omega)}) \times (0,T)))
\]

We prove that \( (\nu^\varepsilon) \) is a sequence of measures on \( \mathcal{L}_2 \) in two steps. In Step (a), we show that for every \( \varepsilon > 0 \), \( \nu^\varepsilon(\emptyset) = 0 \) and in Step (b), we show that for every \( \varepsilon > 0 \), \( \nu^\varepsilon \) is countably additive on \( \mathcal{L}_2 \).

**Step (a):** For \( \varepsilon > 0 \), since \( \tilde{m}^\varepsilon \) are measures, we have \( \nu^\varepsilon(\emptyset) = \tilde{m}^\varepsilon(\emptyset) = \tilde{m}^\varepsilon(\emptyset) = 0 \).

**Step (b):** For \( n \in \mathbb{N} \), let \( A_n \in \mathcal{L}_2 \) such that \( A_i \cap A_j = \emptyset \) for \( i \neq j \). Observe that

\[
\bigcup_{j=1}^\infty A_j = \left( \bigcup_{j=1}^\infty (A_j \cap (\Omega \times (-\|u_0\|_{L^\infty(\Omega)}, \|u_0\|_{L^\infty(\Omega)}) \times (0,T))) \right) \\
\bigcup \left( \bigcup_{j=1}^\infty (A_j \cap (\Omega \times (-\|u_0\|_{L^\infty(\Omega)}, \|u_0\|_{L^\infty(\Omega)}) \times (0,T))) \right)
\]

In view of (4.58), we have

\[
\nu^\varepsilon\left( \bigcup_{j=1}^\infty A_j \right) = \tilde{m}^\varepsilon\left( \bigcup_{j=1}^\infty (A_j \cap (\Omega \times (-\|u_0\|_{L^\infty(\Omega)}, \|u_0\|_{L^\infty(\Omega)}) \times (0,T))) \right) \\
= \sum_{j=1}^\infty \tilde{m}^\varepsilon(A_j \cap (\Omega \times (-\|u_0\|_{L^\infty(\Omega)}, \|u_0\|_{L^\infty(\Omega)}) \times (0,T))) \\
= \sum_{j=1}^\infty \nu^\varepsilon(A_j). \quad (4.58)
\]

Therefore \( (\nu^\varepsilon) \) defines a sequence of measures.
We now verify (4.56) in the following three steps with \( h = \tilde{\chi}^\varepsilon \).

**Step 1:** Let \( \phi \in \mathcal{D} \left( \mathbb{R}^d \times \mathbb{R} \times (0, \infty) \right) \) such that
\[
\text{supp} (\phi) \subset \Omega \times (-\|u_0\|_{L^\infty(\Omega)}, \|u_0\|_{L^\infty(\Omega)}) \times (0, T).
\]
In view of (4.55), we have
\[
\frac{\partial \tilde{\chi}^\varepsilon}{\partial t} + \sum_{j=1}^d f_j'(c) \frac{\partial \tilde{\chi}^\varepsilon}{\partial x_j} = \frac{\partial \chi^\varepsilon}{\partial t} + \sum_{j=1}^d f_j'(c) \frac{\partial \chi^\varepsilon}{\partial x_j} = \frac{\partial m^\varepsilon}{\partial c} = \frac{\partial \tilde{\chi}^\varepsilon}{\partial c} = \frac{\partial \nu^\varepsilon}{\partial c}
\]
in \( \mathcal{D}' \left( \Omega \times (-\|u_0\|_{L^\infty(\Omega)}, \|u_0\|_{L^\infty(\Omega)}) \times (0, T) \right) \). Applying Proposition 4.6, we have (4.56).

**Step 2:** Let \( \phi \in \mathcal{D} \left( \mathbb{R}^d \times \mathbb{R} \times (0, \infty) \right) \) such that
\[
\text{supp} (\phi) \subset \mathbb{R}^d \times \mathbb{R} \times (0, \infty) \setminus \Omega \times (-\|u_0\|_{L^\infty(\Omega)}, \|u_0\|_{L^\infty(\Omega)}) \times (0, T),
\]
then from the equation, we get
\[
\int_{\mathbb{R}^d} \int_{-\|u_0\|_{L^\infty(\Omega)}}^{\|u_0\|_{L^\infty(\Omega)}} \left\{ \tilde{\chi}^\varepsilon(c) \frac{\partial \phi}{\partial t} + \sum_{j=0}^d f_j'(c) \tilde{\chi}^\varepsilon \frac{\partial \phi}{\partial x_j} \right\} \, dx \, dc \, dt = -\left\langle \frac{\partial \nu^\varepsilon}{\partial c}, \phi \right\rangle = \left\langle \nu^\varepsilon, \frac{\partial \phi}{\partial c} \right\rangle = \int_{\mathbb{R}^d \times \mathbb{R} \times (0, \infty)} \frac{\partial \phi}{\partial c} \, dv^\varepsilon
\]
(4.59)
Since \( \text{Supp} (\nu^\varepsilon) \subset \Omega \times (-\|u_0\|_{L^\infty(\Omega)}, \|u_0\|_{L^\infty(\Omega)}) \times (0, T) \), hence the LHS and RHS both are zero.

**Step 3:** Let \( \phi \in \mathcal{D} \left( \mathbb{R}^d \times \mathbb{R} \times (0, \infty) \right) \) such that
\[
\text{measure} \left( \text{Supp} (\phi) \cap (\Omega \times (-\|u_0\|_{L^\infty(\Omega)}, \|u_0\|_{L^\infty(\Omega)}) \times (0, T)) \right) > 0.
\]
For \( j \in \{1, 2, \cdots, d\} \), we know that \( \chi^\varepsilon = \text{sg} (u^\varepsilon - c) - \text{sg} (c) \) satisfies (4.55) in \( \mathcal{D}' (\Omega \times \mathbb{R} \times (0, T)) \). Observe that
\[
\frac{\partial}{\partial t} (\text{sg} (u^\varepsilon - c) - \text{sg} (c)) = \frac{\partial}{\partial t} (\text{sg} (u^\varepsilon + c) + \text{sg} (c))
\]
\[
\frac{\partial}{\partial x_j} (\text{sg} (u^\varepsilon - c) - \text{sg} (u^\varepsilon - c)) = \frac{\partial}{\partial x_j} (\text{sg} (u^\varepsilon + c) + \text{sg} (c))
\]
Since \( \tilde{u}^\varepsilon \equiv 0 \) on \( \partial \Omega \times (0, T) \), therefore \( \tilde{u}^\varepsilon \) lies in \( H^1 \left( \mathbb{R}^d \times (0, T) \right) \). Observe that the set \( \mathbb{R}^d \times \mathbb{R} \times \{T\} \) is a measure zero set in \( \mathbb{R}^d \times \mathbb{R} \times (0, \infty) \). Let \( \phi \in \mathcal{D} \left( \mathbb{R}^d \times \mathbb{R} \times (0, \infty) \right) \)
such that \( \text{supp} (\phi) \subset \mathcal{D} \left( \mathbb{R}^d \times \mathbb{R} \times (0, T) \right) \) or \( \text{supp} (\phi) \subset \mathcal{D} \left( \mathbb{R}^d \times \mathbb{R} \times (T, \infty) \right) \), then the derivation of Kintzec equations in Subsection 4.1 is valid in the domains \( \mathbb{R}^d \times \mathbb{R} \times (0, T) \) and \( \mathbb{R}^d \times \mathbb{R} \times (T, \infty) \). Therefore, we obtain

\[
\left( \frac{\partial}{\partial t} \left( \eta(\tilde{u}^\varepsilon; c) - \eta(0; c) \right) \right) + \sum_{j=1}^d \left( \frac{\partial}{\partial x_j} \left[ q_j(\tilde{u}^\varepsilon; c) - q_j(0; c) \right) \right]
= \left( \varepsilon \eta' \left( \tilde{u}^\varepsilon; c \right) \sum_{j=1}^d \frac{\partial}{\partial x_j} \left( B(\tilde{u}^\varepsilon) \frac{\partial \tilde{u}^\varepsilon}{\partial x_j} \right) \right) \text{ on } \mathbb{R}^d \times \mathbb{R} \times ((0, \infty) \setminus \{T\}).
\]

(4.60)

Since \((\eta(\tilde{u}^\varepsilon; c) - \eta(0; c) \right), (q_j(\tilde{u}^\varepsilon; c) - q_j(0; c) \right) \in L^1_{\text{loc}} \left( \mathbb{R}^d \times \mathbb{R} \times (0, \infty) \right) \) and \( \mathbb{R}^d \times \mathbb{R} \times \{T\} \)
is a set of measure zero, we have the following in distributions.

\[
\frac{\partial}{\partial c} \left( \frac{\partial}{\partial t} \left( \eta(\tilde{u}^\varepsilon; c) - \eta(0; c) \right) \right) + \sum_{j=1}^d \frac{\partial}{\partial c} \left( \frac{\partial}{\partial x_j} \left( q_j(\tilde{u}^\varepsilon; c) - q_j(0; c) \right) \right)
= \frac{\partial}{\partial c} \left( \varepsilon \eta' \left( \tilde{u}^\varepsilon; c \right) \sum_{j=1}^d \frac{\partial}{\partial x_j} \left( B(\tilde{u}^\varepsilon) \frac{\partial \tilde{u}^\varepsilon}{\partial x_j} \right) \right) \text{ in } \mathcal{D}' \left( \mathbb{R}^d \times \mathbb{R} \times (0, \infty) \right).
\]

(4.61)

\[
\frac{\partial}{\partial t} \left( \frac{\partial}{\partial c} \left( \eta(\tilde{u}^\varepsilon; c) - \eta(0; c) \right) \right) + \sum_{j=1}^d \frac{\partial}{\partial x_j} \left( \frac{\partial}{\partial c} \left( q_j(\tilde{u}^\varepsilon; c) - q_j(0; c) \right) \right) \right)
= \frac{\partial}{\partial c} \left( \varepsilon \eta' \left( \tilde{u}^\varepsilon; c \right) \sum_{j=1}^d \frac{\partial}{\partial x_j} \left( B(\tilde{u}^\varepsilon) \frac{\partial \tilde{u}^\varepsilon}{\partial x_j} \right) \right) \text{ in } \mathcal{D}' \left( \mathbb{R}^d \times \mathbb{R} \times (0, \infty) \right).
\]

(4.62)

From (4.62), we arrive at

\[
\frac{\partial}{\partial t} \left( \text{sg} \left( \tilde{u}^\varepsilon - c \right) - \text{sg}(c) \right) + \sum_{j=1}^d f_j'(c) \frac{\partial}{\partial x_j} \left( \text{sg} \left( \tilde{u}^\varepsilon - c \right) - \text{sg}(c) \right)
= \frac{\partial}{\partial c} \left( \varepsilon \eta' \left( \tilde{u}^\varepsilon; c \right) \sum_{j=1}^d \frac{\partial}{\partial x_j} \left( B(\tilde{u}^\varepsilon) \frac{\partial \tilde{u}^\varepsilon}{\partial x_j} \right) \right) \text{ in } \mathcal{D}' \left( \mathbb{R}^d \times \mathbb{R} \times (0, \infty) \right).
\]

(4.63)

Observe that

\[
\frac{\partial}{\partial t} \left( \text{sg} \left( \tilde{u}^\varepsilon - c \right) + \text{sg}(c) \right) + \sum_{j=1}^d f_j'(c) \frac{\partial}{\partial x_j} \left( \text{sg} \left( \tilde{u}^\varepsilon - c \right) + \text{sg}(c) \right)
= \frac{\partial}{\partial c} \left( \varepsilon \eta' \left( \tilde{u}^\varepsilon; c \right) \sum_{j=1}^d \frac{\partial}{\partial x_j} \left( B(\tilde{u}^\varepsilon) \frac{\partial \tilde{u}^\varepsilon}{\partial x_j} \right) \right) \text{ in } \mathcal{D}' \left( \mathbb{R}^d \times \mathbb{R} \times (0, \infty) \right).
\]

(4.64)
Let $\phi \in D\left(\mathbb{R}^d \times \mathbb{R} \times (0, \infty)\right)$ such that $\text{supp} (\phi) \cap \mathbb{R}^d \times \mathbb{R} \times \{T\} \neq \emptyset$. Then, we consider the following

$$
\int_{\mathbb{R}^d \times \mathbb{R} \times (0, \infty)} \left\{ \frac{\partial \tilde{\chi}^\varepsilon(c)}{\partial t} + \sum_{j=1}^{d} f_j^\varepsilon(c) \frac{\partial \tilde{\chi}^\varepsilon}{\partial x_j} \right\} \phi \, dx \, dc \, dt
$$

$$
= \int_{\mathbb{R}^d \times \mathbb{R} \times (0, \infty)} \left\{ \frac{\partial}{\partial t} \left( \text{sg} \left( \tilde{u}^\varepsilon - c \right) + \text{sg} (c) \right) + \sum_{j=1}^{d} f_j^\varepsilon(c) \frac{\partial}{\partial x_j} \left( \text{sg} \left( \tilde{u}^\varepsilon - c \right) + \text{sg} (c) \right) \right\} \phi \, dx \, dc \, dt
$$

$$
= - \lim_{N \to \infty} \int_{-N}^{N} \int_{\Omega \times (0, T)} \left\{ \left( \text{sg} \left( u^\varepsilon - c \right) + \text{sg} (c) \right) \frac{\partial \phi}{\partial t} + \sum_{j=1}^{d} f_j^\varepsilon(c) \left( \text{sg} \left( u^\varepsilon - c \right) + \text{sg} (c) \right) \frac{\partial \phi}{\partial x_j} \right\} \, dx \, dt \, dc
$$

$$
+ \lim_{N \to \infty} \int_{-N}^{N} \int_{\Omega \times (0, T)} \left( \text{sg} \left( \tilde{u}^\varepsilon(x, T) - c \right) + \text{sg} (c) \right) \phi(x, c, T) - \text{sg} \left( u^\varepsilon(x, 0) - c \right) + \text{sg} (c)) \phi(x, c, 0)) \right) \, dt \, dx \, dc
$$

$$
+ \sum_{j=1}^{d} \lim_{N \to \infty} \int_{-N}^{N} \int_{0}^{T} \int_{\partial \Omega} \left( \text{sg} \left( u^\varepsilon(x, t) - c \right) + \text{sg} (c) \right) \phi(x, c, t) \sigma_j \, d\sigma \, dt \, dc.
$$

(4.65)

Since $u^\varepsilon = 0$ on $\partial \Omega \times (0, T)$, therefore $\left( \text{sg} \left( u^\varepsilon - c \right) + \text{sg} (c) \right) \phi(x, c, t) = 0$ on the parabolic boundary of $\Omega_T$. Observe that the LHS of (4.65) is zero in $D' \left( \mathbb{R}^d \times \mathbb{R} \times (0, \infty) \setminus (\Omega \times (-\|u_0\|_{L^\infty(\Omega)}, \|u_0\|_{L^\infty(\Omega)}) \times (0, T)) \right)$, therefore, we consider the RHS of (4.65) only on $\Omega \times (-\|u_0\|_{L^\infty(\Omega)}, \|u_0\|_{L^\infty(\Omega)}) \times (0, T)$. Hence, we obtain the following

$$
\varepsilon \eta' \left( \tilde{u}^\varepsilon; c \right) \sum_{j=1}^{d} \frac{\partial}{\partial x_j} \left( B(\tilde{u}^\varepsilon) \frac{\partial \tilde{u}^\varepsilon}{\partial x_j} \right) = \varepsilon \eta' \left( u^\varepsilon; c \right) \sum_{j=1}^{d} \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) = m^\varepsilon
$$

in $D' \left( \Omega \times (-\|u_0\|_{L^\infty(\Omega)}, \|u_0\|_{L^\infty(\Omega)}) \times (0, T) \right)$.

Using (4.65) in (4.66), we arrive at

$$
\int_{\mathbb{R}^d \times \mathbb{R} \times (0, \infty)} \left\{ \frac{\partial \tilde{\chi}^\varepsilon(c)}{\partial t} + \sum_{j=1}^{d} f_j(c) \frac{\partial \tilde{\chi}^\varepsilon}{\partial x_j} \right\} \phi \, dx \, dc \, dt = \int_{\mathbb{R}^d \times \mathbb{R} \times (0, \infty)} \frac{\partial \phi}{\partial c} \, dv^\varepsilon.
$$

(4.66)

Applying Proposition 4.1 in (4.66), we conclude (4.56). An application of Theorem 4.1 with $h = \chi_{\tilde{g}^\varepsilon}(c)$, $g = \tilde{g}^\varepsilon$ and $\psi(c) = \chi_{[-\|u_0\|_{\infty}, \|u_0\|_{\infty}]}(c)$, we conclude the proof of Theorem 4.5.

5  Unique entropy solution to scalar conservation law

In this section, we want to prove that the a.e. limit of quasilinear viscous approximations is the unique entropy solution for scalar conservation laws in the sense of Otto [10]. We
now give some basic definitions before introducing the concepts of entropy solution.

**Definition 5.1 (Entropy)** Let $\eta$ be a convex function. Then $\eta$ is said to be an entropy if for $j \in \{1, 2, \cdots, d\}$, there exist function $q_j$ such that for all $z \in \mathbb{R}$, the following equality

$$\eta'(z) f'_j(z) = q'_j(z)$$

hold.

Denote $Q := (Q_1, Q_2, \cdots, Q_d)$.

**Definition 5.2 (Boundary-Entropy)** Let $H, Q \in C^2(\mathbb{R}^2)$. A pair $(H, Q)$ is called a boundary entropy-entropy flux pair if for $w \in \mathbb{R}$, $(H(., w), Q(., w))$ is an entropy-entropy flux pair in the sense of Definition 5.1 and $H, Q$ satisfy

$$H(w, w) = 0, \quad Q(w, w) = 0, \quad \partial_1 H(w, w) = 0,$$

where $\partial_1 H$ denotes the partial derivative with respect to the first variable.

**Remark 5.1** Let $k \in \mathbb{R}$ be arbitrary but fixed and let $l \in \mathbb{N}$. Define the entropy-entropy flux pair $(\eta_l, q_l)$ by

$$\eta_l(z) := \left( (z - k)^2 + \left( \frac{1}{l} \right)^2 \right)^{\frac{1}{2}} - \frac{1}{l},$$

$$q_l(z) := \int_k^z \eta'_l(r) f'(r) \, dr.$$

Then $(\eta_l, q_l)$ converges uniformly to a non-smooth entropy-entropy flux pair $(|z - k|, F(z, k))$ as $l \to \infty$, where

$$F(z, k) = \text{sgn}(z - k) (f(z) - f(k)).$$

Denote the closed interval between real numbers $a, b$ by

$$\mathcal{I}[a, b] := [\min(a, b), \max(a, b)].$$

Define a boundary entropy-entropy flux pair $(H_l, Q_l)$ by

$$H_l(z, w) := \left( (\text{dist}(z, \mathcal{I}(w, k)))^2 + \left( \frac{1}{l} \right)^2 \right)^{\frac{1}{2}} - \frac{1}{l},$$

$$Q_l(z, w) := \int_w^z \partial_1 H_l(r, w) f'(r) \, dr.$$
The sequence \((H_l, Q_l)\) converges uniformly to \((\text{dist}(z, I[w, k]), F(z, w, k))\) as \(l \to \infty\), where \(F \in (C(\mathbb{R}^3))^d\) is given by

\[
F(z, w, k) := \begin{cases} 
  f(w) - f(k) & \text{if } z \leq w \leq k \\
  0 & \text{if } w \leq z \leq k \\
  f(z) - f(k) & \text{if } w \leq k \leq z \\
  f(k) - f(z) & \text{if } z \leq k \leq w \\
  0 & \text{if } k \leq z \leq w \\
  f(z) - f(w) & \text{if } k \leq w \leq z.
\end{cases}
\]

**Definition 5.3 (F. Otto)** \([11, p.103]\) Let \(u_0 \in L^\infty(\Omega)\) and \(f \in (C^1(\mathbb{R}))^d\). We say that \(u\) is an entropy solution for IBVP (1.1) if and only if \(u \in L^\infty(\Omega_T)\) and satisfies:

1. the conservation laws and the entropy condition in the sense

\[
\int_{\Omega_T} \left( \eta(u) \frac{\partial \phi}{\partial t} + \sum_{j=1}^d q_i(u) \frac{\partial \phi}{\partial x_j} \right) \, dx \, dt \geq 0 \tag{5.67}
\]

for all \(\phi \in D(\Omega_T), \ \phi \geq 0\) and all entropy-entropy flux pairs \((\eta, q)\);

2. the boundary condition in the sense

\[
\text{ess lim}_{h \to 0} \int_0^T \int_{\partial \Omega} Q(u(r + h\nu(r)), 0) \cdot \nu(r) \beta(r) \, dr \geq 0, \tag{5.68}
\]

for all \(\beta \in L^1(\partial \Omega \times (0, T))\), \(\beta \geq 0\) a.e. and all boundary entropy fluxes \(Q\);

3. the initial condition \(u_0 \in L^\infty(\Omega)\) in the sense

\[
\text{ess lim}_{t \to 0} \int_{\Omega} |u(x, t) - u_0(x)| \, dx = 0. \tag{5.69}
\]

**Proof:**

**Proof of Theorem**\([11]\) We prove Theorem\([1.1]\) in six steps and for any dimension \(d \in \mathbb{N}\). In Step 1, we show that the a.e. limit of a subsequence of solutions to generalized viscosity problem \([1.2]\) is a weak solution of scalar conservation law \([1.1]\). In Step 2, a weak solution satisfies the inequality \([5.67]\). In Step 3, we develop theory similar to \([11]\)
to prove (5.68). In Step 4, we show that \( u \) satisfies (5.68). In Step 5, we show that \( u \) satisfies initial condition (5.69). In Step 6, we conclude uniqueness of weak solutions of IBVP for conservation laws (1.1).

**Step 1:** Let \( \phi \in \mathcal{D}(\Omega \times [0,T]) \). Multiplying the equation (1.2a) by \( \phi \), integrating over \( \Omega_T \) and using integrating by parts formula, we get

\[
\int_0^T \int_\Omega \left( \frac{\partial}{\partial t} u^\varepsilon - \varepsilon \sum_{j=1}^d \int_0^T \int_\Omega B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \frac{\partial \phi}{\partial x_j} \, dx \, dt + \sum_{j=1}^d \int_0^T \int_\Omega f_j(u^\varepsilon) \frac{\partial \phi}{\partial x_j} \, dx \, dt \right) = \int \Omega u^\varepsilon(x,0) \phi(x,0) \, dx. 
\]

(5.70)

We pass to the limit in (5.70) in three steps. Firstly, we show that

\[
\lim_{\varepsilon \to 0} \int_0^T \int_\Omega \left( \frac{\partial}{\partial t} u^\varepsilon \right) \, dx \, dt = \int_0^T \int_\Omega \left( \frac{\partial}{\partial t} u \right) \, dx \, dt. 
\]

(5.71)

In view of maximum principle (2.9), the integrand on LHS in (5.71) is a.e. pointwise bounded by \( \|u_0\|_{L^\infty(\Omega)} \frac{\partial \phi}{\partial t} \). Since \( u^\varepsilon \to u \) as \( \varepsilon \to 0 \), we get (5.71) by applying bounded convergence theorem.

Next, for \( j = 1, 2, \ldots, d \), proofs of

\[
\lim_{\varepsilon \to 0} \int_0^T \int_\Omega f_j(u^\varepsilon) \frac{\partial \phi}{\partial x_j} \, dx \, dt = \int_0^T \int_\Omega f_j(u) \frac{\partial \phi}{\partial x_j} \, dx \, dt 
\]

(5.72)

and

\[
\int \Omega u^\varepsilon(x,0) \phi(x,0) \, dx = \int \Omega u_0(x) \phi(x,0) \, dx \to \int \Omega u(x,0) \phi(x,0) \, dx 
\]

(5.73)

follow similarly. Finally, for \( j = 1, 2, \ldots, d \), we show that

\[
\lim_{\varepsilon \to 0} \int_0^T \int_\Omega B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \frac{\partial \phi}{\partial x_j} \, dx \, dt = 0.
\]

(5.74)

Note that

\[
\left| \varepsilon \int_0^T \int_\Omega B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \frac{\partial \phi}{\partial x_j} \, dx \, dt \right| \leq \|B\|_{L^\infty(I)} \varepsilon \int_0^T \int_\Omega \left| \frac{\partial u^\varepsilon}{\partial x_j} \right| \left| \frac{\partial \phi}{\partial x_j} \right| \, dx \, dt, 
\]

\[
\leq \|B\|_{L^\infty(I)} \varepsilon \sqrt{\int_0^T \int_\Omega \left( \varepsilon \int_\Omega \left| \frac{\partial u^\varepsilon}{\partial x_j} \right| L^2(\Omega_T) \right) \left| \frac{\partial \phi}{\partial x_j} \right| L^2(\Omega_T) \, dx \, dt}.
\]

(5.75)

Using boundedness of \( \varepsilon \int_0^T \left| \frac{\partial u^\varepsilon}{\partial x_j} \right| L^2(\Omega_T) \) in (5.75), we get (5.74).

Equations (5.71), (5.74), (5.72), (5.73) together give

\[
\int_0^T \int_\Omega u \frac{\partial \phi}{\partial t} \, dx \, dt + \sum_{j=1}^d \int_0^T \int_\Omega f_j(u) \frac{\partial \phi}{\partial x_j} \, dx \, dt = \int \Omega u_0(x) \phi(x,0) \, dx. 
\]

(5.76)
Therefore \( u \) is a weak solution of initial value problem for conservation law (1.1).

**Step 2:** We work with Kruzhkov’s entropy pairs as any convex function belongs to the convex hull of the set of all affine functions of the form

\[
u \mapsto |u - k|.
\]

For \( k \in \mathbb{R} \), Kruzhkov’s entropy pairs are given by

\[
\begin{align*}
\eta(u) &= |u - k|, \\
q(u) &= \text{sg}(u - k) \ (f(u) - f(k)),
\end{align*}
\]

where for \( j = 1, 2, \ldots, d \), \( \eta \) and \( q = (q_1, q_2, \ldots, q_d) \) satisfy the following relation

\[
\eta'(u) f'_j(u) = q'_j(u).
\]

Multiplying (1.2a) by \( \eta'(u^\varepsilon) \) and applying chain rule, we get

\[
\frac{\partial \eta(u^\varepsilon)}{\partial t} + \sum_{j=1}^d \frac{\partial q_j(u^\varepsilon)}{\partial x_j} = \varepsilon \eta'(u^\varepsilon) \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right).
\]

(5.78)

Let \( \phi \in D(\Omega_T) \) and \( \phi \geq 0 \). Multiplying (5.78) by \( \phi \), integrating over \( \Omega_T \) and using integration by parts formula, we obtain

\[
-\int_{\Omega_T} \eta(u^\varepsilon) \frac{\partial \phi}{\partial t} \, dx \, dt - \sum_{j=1}^d \int_{\Omega_T} q_j(u^\varepsilon) \frac{\partial \phi}{\partial x_j} \, dx \, dt = \varepsilon \sum_{j=1}^d \int_{\Omega_T} \eta'(u^\varepsilon) \phi \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) \, dx \, dt.
\]

(5.79)

Taking \( \lim \inf \) as \( \varepsilon \to 0 \) on both sides of (5.79), we have

\[
-\int_{\Omega_T} \eta(u) \frac{\partial \phi}{\partial t} \, dx \, dt - \sum_{j=1}^d \int_{\Omega_T} q_j(u) \frac{\partial \phi}{\partial x_j} \, dx \, dt = \lim \inf_{\varepsilon \to 0} \sum_{j=1}^d \left( \varepsilon \int_{\Omega_T} \eta'(u^\varepsilon) \phi \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) \, dx \, dt \right).
\]

(5.80)

Let \( G : \mathbb{R}^d \to \mathbb{R} \) be a \( C^\infty \) function such that

\[
G(x) = |x| \text{ for } |x| \geq 1 \text{ and } G'' \geq 0.
\]

For \( \delta > 0 \), define \( G_\delta : \mathbb{R} \to \mathbb{R} \) by

\[
G_\delta(y) = \delta G \left( \frac{(y - k)}{\delta} \right).
\]
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so that $G_\delta(y) \to |y - k|$ as $\delta \to 0$, see [4, p.72]. The function $G_\delta$ is a convex function and $G'_\delta(v) \to \text{sg}(v - k)$ as $\delta \to 0$.

For $j = 1, 2, \cdots, d$, note that

$$
\varepsilon \int_{\Omega_T} \eta'(u^\varepsilon) \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) \, dx \, dt = \varepsilon \lim_{\delta \to 0} \int_{\Omega_T} G'_\delta(u^\varepsilon) \phi \frac{\partial}{\partial x_j} \left( B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \right) \, dx \, dt.
$$

$$
= \varepsilon \lim_{\delta \to 0} \int_{\Omega_T} G''(u^\varepsilon) \phi B(u^\varepsilon) \left( \frac{\partial u^\varepsilon}{\partial x_j} \right)^2 \, dx \, dt
- \varepsilon \lim_{\delta \to 0} \int_{\Omega_T} G'(u^\varepsilon) \frac{\partial \phi}{\partial x_j} B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \, dx \, dt.
$$

(5.81)

Since $\sqrt{\varepsilon \| \frac{\partial u^\varepsilon}{\partial x_j} \|_{L^2(\Omega_T)}}$ is bounded, for $j = 1, 2, \cdots, d$, we can easily deduce that

$$
\left| - \varepsilon \lim_{\delta \to 0} \int_{\Omega_T} G'_\delta(u^\varepsilon) \frac{\partial \phi}{\partial x_j} B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \, dx \, dt \right| \to 0 \text{ as } \varepsilon \to 0.
$$

Therefore, we have

$$
\left| - \varepsilon \sum_{j=1}^{d} \lim_{\delta \to 0} \int_{\Omega_T} G'_\delta(u^\varepsilon) \frac{\partial \phi}{\partial x_j} B(u^\varepsilon) \frac{\partial u^\varepsilon}{\partial x_j} \, dx \, dt \right| \to 0 \text{ as } \varepsilon \to 0.
$$

(5.82)

Observe that

$$
- \lim_{\varepsilon \to 0} \sup_{\delta \to 0} \left( \varepsilon \sum_{j=1}^{d} \lim_{\delta \to 0} \int_{\Omega_T} G''(u^\varepsilon) \phi B(u^\varepsilon) \left( \frac{\partial u^\varepsilon}{\partial x_j} \right)^2 \, dx \, dt \right) \leq 0.
$$

(5.83)

Using (5.82), (5.83) in (5.80), we have required inequality (5.67).

**Step 3:** The following results are useful in proving Theorem 5.1 and Lemma 5.3.

**Lemma 5.1** [11, p.105] Let $\delta > 0$ be a real number and $g \in L^\infty((0, \delta))$. Then the following

(1) $\lim \inf_{n \to \infty} \left( n \int_{0}^{\frac{1}{n}} g(t) \, dt \right) \geq \text{ess lim inf}_{t \to 0^+} g(t),$

(2) $\lim \sup_{n \to \infty} \left( n \int_{0}^{\frac{1}{n}} g(t) \, dt \right) \leq \text{ess lim sup}_{t \to 0^+} g(t),$

(3) $\lim_{n \to \infty} \left( n \int_{0}^{\frac{1}{n}} g(t) \, dt \right) = \text{ess lim}_{t \to 0^+} g(t)$.
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Lemma 5.2 Let $\delta > 0$ be a real number and $g \in L^\infty((-\delta,0))$. Then the following hold.

1. \[ \liminf_{n \to \infty} \left( n \int_{-\frac{1}{n}}^{0} g(t) \, dt \right) \geq \text{esslim inf}_{t \to 0^+} g(t), \]

2. \[ \limsup_{n \to \infty} \left( n \int_{-\frac{1}{n}}^{0} g(t) \, dt \right) \leq \text{esslim sup}_{t \to 0^+} g(t), \]

3. \[ \lim_{n \to \infty} \left( n \int_{-\frac{1}{n}}^{0} g(t) \, dt \right) = \text{ess lim}_{t \to 0^+} g(t) \]

hold.

The proof of Lemma 5.2 is similar to the proof of Lemma 5.1.

Theorem 5.1 Let $(H,Q)$ be boundary entropy-entropy flux pair. Then for all $\phi \in \mathcal{D}(\mathbb{R}^d \times \mathbb{R}), \phi \geq 0$ and $k \in \mathbb{R}$, the following inequality

\[
-\left\{ \int_{0}^{T} \int_{\Omega} H(u,k) \frac{\partial \phi}{\partial t} \, dx \, dt + \sum_{j=1}^{d} \int_{0}^{T} \int_{\Omega} Q_j(u,k) \frac{\partial \phi}{\partial x_j} \, dx \, dt \right\} \leq \int_{\Omega} H(u_0,k) \phi(x,0) \, dx
\]

\[
- \sum_{j=1}^{d} \text{esslim inf}_{s \to 0^-} \int_{0}^{T} \int_{\partial \Omega} Q_j(u(r+s \nu),k) \nu_j \phi(r) \, dr
\]

holds.

A proof of Theorem 5.1 can be found on the lines of [11, p.106].

In order to obtain inequality (5.68), we need to prove the following result.

Lemma 5.3 Let $(H,Q)$ be a boundary entropy-entropy flux pair and $u \in L^\infty(\Omega_T)$. For all $\gamma \in \mathcal{D}(\Omega_T), \gamma \geq 0$ and all $k \in \mathbb{R}$, $u$ satisfy

\[
\int_{0}^{T} \int_{\Omega} \left\{ H(u,k) \frac{\partial \gamma}{\partial t} + \sum_{0}^{T} Q_j(u,k) \frac{\partial \gamma}{\partial x_j} \right\} \, dx \, dt \geq 0. \quad (5.85)
\]
Then there exists a set $E$ of Lebesgue measure zero such that for all $\beta \in L^1(\Gamma)$, $\beta \geq 0$ and $v^D \in L^\infty(\Gamma)$

$$\lim_{s \to 0} \int_\Gamma Q(u(r + s\nu(r)), v^D) \cdot \nu(r) \beta(r) \, dr$$

exists for $s \notin E$.

Moreover, let $M > 0$ be constant of Lipschitz continuity of $f$. For all $\gamma \in D \left( \mathbb{R}^d \times (0, T) \right)$, $\gamma \geq 0$, all $k \in \mathbb{R}$ and for some $u^D$, $u$ satisfies

$$-\int_0^T \int_\Omega \left\{ H(u, k) \frac{\partial \gamma}{\partial t} + \sum_{j=1}^d Q_j(u, k) \frac{\partial \gamma}{\partial x_j} \right\} \, dx \, dt \leq Md \int_\Gamma H(u^D, k) \gamma \, dr. \quad (5.86)$$

Then for all $\beta \in L^1(\Gamma)$, $\beta \geq 0$, the following

$$\text{ess lim}_{s \to 0} \int_\Gamma Q(u(r + s\nu(r)), v^D) \cdot \nu(r) \beta(r) \, dr \geq 0 \quad (5.87)$$

almost everywhere $s \in (-\infty, 0)$.

The main difficulty in proving Lemma 5.3 is to prove inequality (5.86) which is satisfied by the boundary entropy-entropy flux pair. We overcome this difficulty by proving the following result.

**Lemma 5.4** Let $(H, Q)$ be boundary entropy-entropy flux pair and $u \in L^\infty(\Omega_T)$. Then

(1) for all $\phi \in D(\mathbb{R}^d \times \mathbb{R})$, $\phi \geq 0$ and $k \in \mathbb{R}$, the following inequality

$$-\left\{ \int_0^T \int_\Omega \left( H(u, k) \frac{\partial \phi}{\partial t} + \sum_{j=1}^d Q_j(u, k) \frac{\partial \phi}{\partial x_j} \right) \right\} \, dx \, dt \leq \int_\Omega H(u_0, k) \phi(x, 0) \, dx$$

$$+ M d \int_\Gamma H(u, k) \phi \, dr. \quad (5.88)$$

holds.

(2) for all $\phi \in D(\mathbb{R}^d \times (0, T))$, $\phi \geq 0$ and $k \in \mathbb{R}$, the following inequality

$$-\left\{ \int_0^T \int_\Omega \left( H(u, k) \frac{\partial \phi}{\partial t} + \sum_{j=1}^d Q_j(u, k) \frac{\partial \phi}{\partial x_j} \right) \right\} \, dx \, dt \leq M d \int_\Gamma H(u, k) \phi \, dr. \quad (5.89)$$

holds.
Proof:

For \( k \in \mathbb{R} \) and \( j = 1, 2, \cdots, d \), denote
\[
\eta(z) := H(z, k), \quad q_j(z) := Q_j(z, k) \quad \text{and} \quad q := (q_1, q_2, \cdots, q_d).
\]
Then for \( j = 1, 2, \cdots, d \) and \( z \in \mathbb{R} \), \((\eta, q)\) satisfies
\[
q_j(z) = \eta'(z)f_j'(z).
\]
Since \( q_j(k) = 0 \), therefore \( q_j(z) = \int_k^z \eta'(s)f_j'(s) \, ds \). For \( j = 1, 2, \cdots, d \), observe that
\[
q_j(z) = \begin{cases} \int_k^z \eta'(s)f_j'(s) \, ds & \text{if } z \geq k \\ -\int_k^z \eta'(s)f_j'(s) \, ds & \text{if } z < k \end{cases}
\]
Since \( \eta''(z) \geq 0 \) for \( z \in \mathbb{R} \), therefore \( \eta' : \mathbb{R} \to \mathbb{R} \) is an increasing function. Since \( H \) is a boundary entropy, we have \( \eta'(k) = 0 \). Therefore for \( z \geq k \), we have \( \eta'(z) \geq 0 \) and for \( z \leq k \), we have \( \eta'(z) \leq 0 \). Therefore we obtain \( -\eta'(z) \geq 0 \) for \( z < k \). For \( \beta \in L^1(\Gamma) \), \( \beta \geq 0 \) and a.e. \( r \in \Gamma \), observe that
\[
|q_j(u(r + sv(r)))v_j(r)\beta(r)| \leq \begin{cases} M \left( \int_k^{u(r+sv(r))} \eta'(s) \, ds \right) \beta(r) & \text{if } u(r + sv(r)) \geq k \\ M \left( \int_k^{u(r+sv(r))} -\eta'(s) \, ds \right) \beta(r) & \text{if } u(r + sv(r)) < k \end{cases}
\]
Therefore we have
\[
|q_j(u(r + sv(r)))v_j(r)\beta(r)| \leq M \eta(u(r + sv(r))) \beta(r).
\]
This shows that for \( j = 1, 2, \cdots, d \), the following holds:
\[
q_j(u(r + sv(r)))v_j(r)\beta(r) \geq -M \eta(u(r + sv(r))) \beta(r).
\] (5.90)

Integrating (5.90) over \( \Gamma \), we get
\[
\int_{\Gamma} q_j(u(r + sv(r)))v_j(r)\beta(r) \, dr \geq -M \int_{\Gamma} \eta(u(r + sv(r))) \beta(r) \, dr.
\] (5.91)

Taking ess \( \liminf \) as \( s \to 0^- \) on both sides of (5.91), we obtain
\[
\text{ess \( \liminf \) } \int_{\Gamma} q_j(u(r + sv(r)))v_j(r)\beta(r) \, dr \geq -\text{ess \( \limsup \) } \int_{\Gamma} M \eta(u(r + sv(r))) \beta(r) \, dr.
\] (5.92)

Summing (5.92) over \( j = 1, 2, \cdots, d \), we have
\[
-\sum_{j=1}^{d} \text{ess \( \liminf \) } \int_{\Gamma} q_j(u(r + sv(r)))v_j(r)\beta(r) \, dr \leq Md \int_{\Gamma} \eta(u(r)) \beta(r) \, dr.
\] (5.93)
Using (5.93) in (5.84), we conclude inequality (5.88).

In particular taking \( \phi \in \mathcal{D}(\mathbb{R}^d \times (0, T)) \) in (5.88), we conclude (5.89).

**Proof of Lemma 5.3**: Since we have inequality (5.86) in Lemma 5.4, therefore a proof of Lemma 5.3 can be obtained by following similar proof of a result from [11, p.115]. The only difference in the proof of Lemma 5.3 is that we replace the Lipschitz constant \( M \) in an inequality of [11, p.115] by another Lipschitz constant \( M_d \) on RHS of inequality (5.86).

The following result is used to show that the limit \( u \) satisfies the initial data in \( L^1(\Omega) \) sense.

**Lemma 5.5** [11, p.118] Let \( (u, u_0) \in L^\infty(\Omega_T) \times L^\infty(\Omega) \) satisfy
\[
- \int_0^T \int_\Omega \left\{ |u - k| \frac{\partial \beta}{\partial t} + \sum_{j=1}^d F_j(u) \frac{\partial \beta}{\partial x_j} \right\} \, dx \, dt \leq \int_\Omega |u_0 - k| \beta(0) \, dx \tag{5.94}
\]
for all \( \beta \in \mathcal{D}((-\infty, T) \times \Omega) \) with \( \beta \geq 0 \) and all \( k \in \mathbb{R} \). Then we have
\[
\text{ess lim}_{t \to 0^+} \int_\Omega |u(x, t) - u_0(x)| \, dx = 0
\]

**Step 4**: Applying Lemma 5.3 with \( u^D = 0 \), we conclude (5.68).

**Step 5**: Observe that (5.88) holds for \((\eta_l, q_l)\) introduced in Remark 5.1. Then passing to the limit as \( l \to \infty \), we conclude (5.94). Applying Lemma 5.5, we conclude (5.69). Therefore \( u \) is an entropy solution in the sense of Otto [10].

**Step 6**: The uniqueness of entropy solutions follows from [11, p.113].

**Proof of Theorem 1.2**: The proof of Theorem 1.2 is similar to the proof of Theorem 1.1.

**Proof of Theorem 1.3**: The proof of Theorem 1.3 is similar to the proof of Theorem 1.1.
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