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Abstract
Efficient quantum compiling is essential for complex quantum algorithms realization. The Solovay–Kitaev (S–K) theorem offers a theoretical lower bound on the required operations for approaching any unitary operator. However, it is still an open question that this lower bound can be actually reached in practice. Here, we present an efficient quantum compiler which, for the first time, approaches the S–K lower bound in practical implementations, both for single-qubit and two-qubit scenarios, marking a significant milestone. Our compiler leverages deep reinforcement learning (RL) techniques to address current limitations in terms of optimality and inference time. Furthermore, we show that our compiler is versatile by demonstrating comparable performance between inverse-free basis sets, which is always the case in real quantum devices, and inverse-closed sets. Our findings also emphasize the often-neglected constant term in scaling laws, bridging the gap between theory and practice in quantum compiling. These results highlight the potential of RL-based quantum compilers, offering efficiency and practicality while contributing novel insights to quantum compiling theory.

1. Introduction
The first-generation quantum computers [1–6] have shown their potential across many scientific domains such as quantum machine learning [7–15], quantum information processing [16–21], and quantum simulation [22–29]. In general, the power of a quantum chip heavily depends on the efficiency of its quantum compiler. That is, an optimal quantum compiler can translate a high-level quantum algorithm into the hardware-level operations (i.e. assembly language) using the fewest number of instructions on a universal basis set to achieve the highest accuracy [30]. Owing to its crucial role, huge efforts have been dedicated to devising efficient quantum compilers and understanding their capabilities. On the theoretical side, the Solovay–Kitaev (S–K) theorem [31] has inspired studies [32, 33] demonstrating that when considering an inverse-closed universal basis set, defined as a set of gates and their inverses, any unitary transformation can be approximated via sequential elemental operators. This sequence exhibits a scaling length of $O(\log^c(1/\varepsilon))$ where $c \geq 1$, under the constraint of an arbitrary tolerance $\varepsilon$. However, it is normally the case that the real quantum hardware only permits an inverse-free universal basis set, meaning that not every inverse of the basis gates is included in this set, which makes these results not applicable. To this end, an important line of research is deriving the optimal sequence length in the inverse-free setting. A recent study [34] has proved an inverse-free version of the S–K theorem, which states that the sequence length scales with $O(\log^c(1/\varepsilon))$ but has a larger $c = 8.62$ compared to the inverse-closed setting. Nevertheless, it is still an open question whether the value of $c$ could be further reduced.

* The authors list is in alphabetical order.
The formidable computational challenge stemming from the exponential search space has posed practical obstacles for numerous theoretical quantum compilers [35–46]. To design quantum compilers towards noisy intermediate-scale quantum (NISQ) devices [47–49] mapped the quantum circuit compiling problem into a temporal planning problem. This paradigm shift has facilitated the deployment of classical optimization algorithms, thereby enabling the transformation of a wide spectrum of quantum circuits onto near-term quantum processors. Another line of research [50–57] has involved the application of hybrid quantum–classical algorithms to the field of quantum compiling, often referred to as the variational quantum compiling algorithm. This approach involves the training of parameterized quantum circuits to approximate the desired unitary operation, a task necessitating intricate optimization of circuit architecture and rotation gate parameters throughout the training procedure. However, the aforementioned optimization-based compilers exhibit suboptimal performance in terms of inference time, necessitating the re-execution of their optimization algorithms when confronted with a new target unitary.

Among recent studies on quantum compiling, a novel avenue of exploration [58, 59] has emerged: harnessing reinforcement learning (RL) [60, 61] methodologies to yield the advancement of quantum compilers. Two compelling reasons underpin this trajectory. The first stems from the empirical evidence witnessed in contexts such as AlphaGo [62], AlphaZero [63], and AlphaTensor [64], where RL has demonstrated remarkable efficacy in navigating vast, exponentially scaled search spaces to efficiently identify promising solutions. The second reason derives from the shared inherent mechanics of sequential decision making exhibited by both quantum compiling and RL, which invites the prospect of synergizing these two domains. The central concept behind this track is reformulating quantum compiling as an RL-solvable task, which is finding the shortest path (i.e. minimum sequence length) to reach the location closest to the destination (i.e. target unitary). To accomplish this task, the RL-based compiling algorithm can be divided into two distinct phases: the training phase and the inference phase. In the training phase, the initial step involves constructing a training dataset that comprises a set of target unitaries with their optimal compiling sequences derived from the chosen basis set. These unitary-sequence pairs serve as guidelines for the RL-based compiler, enabling the trained compiler to decompose unknown target unitaries in similar performance. The optimal utilization of the universal basis set underscores the adaptability and versatility of the RL-based compiler. In the ensuing inference process, these trained RL compilers are capable of directly choosing elements from the universal basis set sequentially thus constructing the compiling sequence for any given target unitary without additional training overhead. Consequently, RL-based quantum compilers embrace two favorable merits over conventional strategies, i.e. the compatibility of different quantum systems and an efficient inference process. However, there are several flaws in current RL-based compilers impeding their practical deployment. First, current RL-based compilers can only be applied to the single-qubit case, or multi-qubit scenario under restricted circumstances. The main reason behind this is that the search space scales exponentially with the increase of the qubit number, which brings the challenge to the RL model. Second, current RL-based compilers operate in relative isolation from established traditional quantum compiling theories. On one hand, the ongoing theoretical exploration of RL remains in a state of flux, frequently characterized as a ‘black box’ model, thereby rendering the theoretical assessment of RL compilers intricate. This, in turn, impedes the comparative analysis of their performance against conventional quantum compiling algorithms, such as the S–K algorithm. Conversely, the complex structure of composite circuits produced by RL-based compilers presents challenges in their applicability as sources of inspiration for the advancement of compiling theories.

In this work, we devise a novel deep RL-based quantum compiling algorithm with AQ∗ search. Our proposal serves to enhance both the effectiveness and efficiency of existing RL-based quantum compilers, concurrently advancing the comprehension of quantum compiling principles. Two key technical components of our proposal are the deep Q-network (DQN) [65–67] and the AQ∗ search strategy [68–70]. In essence, the DQN enriches the resilience of the RL model during the training phase, enhancing its capacity for unitary decomposition by retaining more pertinent information compared to the cost-to-go model utilized in [58]. This augmentation alleviates the challenges associated with multi-qubit compiling tasks. Diverging from conventional inference strategies that generate every compiling sequence element by traversing the universal basis set, the AQ∗ search leverages the trained DQN to instantaneously output the optimal element in a parallel manner. This results in an efficient inference phase, particularly valuable in the domain of multi-qubit compiling tasks.

We conduct systematic numerical simulations to exhibit the superiority of our proposal on both single-qubit and two-qubit operator compiling. It is noteworthy that previous RL-based compilers [58, 59] for multi-qubit compilation frequently enforce specific structural constraints on the compiling sequence. Our present study operates without such limitations. In the task of single-qubit operator compiling, our algorithm can generate logic quantum operators within a tolerance of 0.99999 average fidelity under the inverse-closed universal basis sets, i.e. the Clifford+T universal basis set, Fibonacci anyons basis, and the HRC
efficient universal basis set [33], 0.999 average fidelity under the inverse-free universal basis set [71], and 0.9996 average fidelity under the two-qubit universal basis set. For clarity, the comparison among different quantum compilers with respect to the achieved length complexities is summarized in table 1. Notably, the numerical findings underscore the near-optimality of our proposal. Specifically, with the improvement of the compiling accuracy ε, the output sequence length complexity scales as $O\left(\log^{1.025}(1/\varepsilon)\right)$ and $O\left(\log^{1.014}(1/\varepsilon)\right)$ using HRC basis set under single- and two-qubit situations, which matches the lower bound of the length complexity from counting volume up to a constant factor. It’s worth noting while there exist quantum compiling algorithms theoretically approaching optimality, their practical implementation falls short due to computational constraints, such as iteration steps in the S–K algorithm. To the best of our knowledge, this is the first numerical evidence showing the practical saturation of the S–K lower bound. Besides, using an inverse-free basis set, our proposal generates compiling sequence scaling $O\left(\log^{0.9735}(1/\varepsilon)\right)$, which provides empirical evidence for pursuing a more advanced inverse-free S–K theorem. In addition to this, we empirically ascertain that the omitted constant term within the aforementioned sequence length complexity significantly impacts the performance assessment of universal basis sets. For instance, our approach yields compiling sequences that scale with $2.2\log^{1.25}(1/\varepsilon)$ for the Clifford $+$ T set and $0.7\log^{1.25}(1/\varepsilon)$ for the Fibonacci anyons basis. While a comparison of the polynomial coefficients of the logarithmic term suggests greater efficiency for the Clifford $+$ T set, numerical findings consistently reveal that our proposal attains higher accuracy with fewer operations utilizing the Fibonacci anyons set.

In conclusion, our findings demonstrate the remarkable proximity of our proposed solution to optimality, closely aligning with the lower threshold established by the S–K theorem. This achievement offers a robust benchmark for evaluating traditional compiling strategies within both single-qubit and multi-qubit contexts, across experimental and theoretical realms. Through comprehensive numerical analyses, we have not only advanced quantum compiling algorithms but also contributed to bridging the gap between theoretical results and practical implementations. These results highlight the potential of RL-based quantum compilers, offering efficiency and practicality while contributing novel insights to quantum compiling theory.

2. Quantum compiling in the framework of Markov decision process

Before moving on to present our proposal, we first recap quantum compiling and its reformulation in the language of RL. Suppose that the target unitary is $U$ and a discrete universal basis set is $\mathcal{A}_U$. Mathematically, $\mathcal{A}_U$ is inverse-closed if, for every element in this gate set, its exact inverse is also contained; otherwise, $\mathcal{A}_U$ is inverse-free. The purpose of quantum compiling is to find a minimum sequence of basis $\{A_0, A_1, \ldots, A_{L-1}\} \in \mathcal{A}_U$ such that the distance between $U$ and $\prod_{j=0}^{L-1} A_j$ is bounded within a pre-defined error $\varepsilon$, i.e.

$$d\left(\prod_{j=0}^{L-1} A_j, U\right) < \varepsilon. \quad (1)$$

The composition of the basis gates $\prod_{j=0}^{L-1} A_j$ refers to the final circuit generated by the specific compiling algorithm. Throughout the whole study, the distance $d(X, Y) = ||X - Y||$ refers to Frobenius Norm (F-norm) and $\mathcal{A}_U$ specifies the universal basis set shown in table 1. Note that our proposal can be easily extended to other universal basis sets and distance measures, e.g. quaternion distance [72], diamond norm [73], Hilbert-Schmidt distance [74]. Besides, the basis set $\mathcal{A}_U$ can be initialized to match the connectivity constraints on real quantum devices.

2.1. Markov decision process

Within the paradigm of standard RL systems [75], an agent engages in an iterative process characterized by trial and error interactions with an environment. The primary aim of the agent is to acquire the capability to make decisions that maximize its cumulative rewards over an extended period. In this iterative process, each discrete reward is acquired from the environment subsequent to the agent’s execution of particular actions. These individual rewards merge into cumulative rewards that encapsulate the entirety of the agent’s acquired gains throughout the learning trajectory. A succinct representation of this trajectory is visually depicted in figure 1, which provides a detailed insight into a single iteration of interaction while intentionally excluding additional iterations for clarity and focus. To facilitate this learning process, RL researchers commonly employ a mathematical framework known as the discounted Markov Decision Process (MDP) [76]. This framework provides a structured way to describe how the agent’s actions influence the environment and how
it can make optimal decisions to achieve its goals. It’s worth noting that the RL is a field of study focused on training agents to make intelligent decisions in dynamic and uncertain environments, making MDPs a crucial tool in this task.

Formally, a discounted MDP is termed as a quintuple \((S, A, P, R, \gamma)\). In this formulation, \(S\) represents a measurable state space, while \(A\) denotes a measurable action space. The mapping \(P : S \times A \rightarrow M(S)\) characterizes the Markovian transition probability distribution, indicating how the system moves from one state to another when taking a particular action \(a \in A\). Similarly, \(R : S \times A \rightarrow M(\mathbb{R})\) is the immediate reward distribution associated with these state transitions. Additionally, the discount factor \(0 \leq \gamma \leq 1\) is introduced to ensure the convergence of the accumulated rewards. In this framework, the transition probability distribution \(P\) and reward distribution \(R\) control the mechanics of state transitions and the distribution of rewards, respectively. Both of these aspects are governed by the characteristics of the environment. The state space \(S\) and action space \(A\) often encompass sets with either a finite or infinite number of components. The agent’s goal is to establish a mapping from \(S\) to \(A\) with the purpose of maximizing the cumulative rewards. This mapping can exhibit a probabilistic nature, commonly referred to as a policy.

Let us illustrate the concept of an MDP through a concrete example. In this scenario, an agent initiates from an initial state, denoted as \(s_0\). Subsequently, at each iteration \(t\), the agent selects an action \(a_t \in A\) in accordance with a policy \(\pi(\cdot | s_t)\). Following this action, the agent proceeds to observe the subsequent state, denoted as \(s_{t+1}\), which obeys the transition probability distribution \(P(\cdot | s_t, a_t)\). Simultaneously, the agent receives an immediate reward, represented as \(r_t = r(\cdot | s_t, a_t)\). This sequence of events constitutes a single iteration. Upon repeating this process for a total of \(T\) iterations, the cumulative sequence of interactions, denoted as \(\tau = (s_0, a_0, r_1, s_1, a_1, r_2, \ldots, s_T, a_T, r_T)\), is commonly referred to as a trajectory. To optimize its performance and maximize the cumulative rewards, expressed as \(\sum_{j=1}^{\infty} \gamma^j r_j\), the agent embarks on a trial-and-error learning journey. It learns the optimal policy, denoted as \(\pi^*\), by drawing insights from the experiences gathered through various trajectories \(\{\tau\}\). These experiences guide the agent’s decision-making process, enabling it to establish more rewardful policies.

### 2.2. Quantum compiling in the framework of MDP

To compile any target \(U\) within the tolerance \(\varepsilon\), the agent aims to construct a unitary \(U_t = \prod_{j=t-1}^{\infty} A_j\) from a discrete universal basis set \(A_\mathbb{U}\) in the sense that the composition of \(U_t\) uses the minimum number of basis gates in \(A_\mathbb{U}\) and satisfies \(d(U U^\dagger_t, I) < \varepsilon\). This problem of discrete optimization can be cast to an MDP [77]. In particular, as shown in figure 1, the action space \(A\) can be defined as the hardware-specific universal operators \(A_\mathbb{U}\), and for simplicity, we refer to both as \(A\) subsequently. The state space \(S\) is referred to as the unitary space \(\{S_t = U \cdot U^\dagger_t\}\), which encodes all of the information needed by the agent to execute compiling. The transition probability distribution \(P\) is referred to as a deterministic distribution \(P(S_{t+1} = U U^\dagger_{t+1} | S_t, A_t) = 1\), where \(U_{t+1} = A_t \cdot U_t = \prod_{j=t}^{\infty} A_j\). Furthermore, the Markov property of this transition can be formulated as \(P[S_{t+1} | S_t, A_t] = P[S_{t+1} | S_t, A_1, A_2, A_3, \ldots, A_t]\), which means that the distribution of the next state only depends on the present state-action pair and is independent of the previous state-action pairs. Without loss of generality, we treat the cost of different operators \(A_j\) chosen from the action space \(A\) to be equal and thus obtain a general reward function

\[
R(S_{t-1}, A_{t-1}) = \begin{cases} 
0 & \text{if } d(S_t, I) < \varepsilon \\
-1 & \text{otherwise,}
\end{cases}
\]

where \(S_t\) is the next state following the deterministic transition probability distribution \(P\). Specifically, equation (2) denotes the reward acquired by the agent in the \(t\)th iteration, which is also referred to as \(R_t\).
interaction between the agent and the environment terminates at \( r(S_{t-1}, A_{t-1}) = 0 \), indicating that \( d(S_t, I) < \epsilon \) has been achieved.

Following the above explanations, the aim of the optimal quantum compiler is finding the optimal trajectory \( \tau^* = (S_0, A_0, R_1, S_1, \ldots, S_{t-1}, A_{t-1}, R_t, S_t) \) with the maximum cumulative rewards \( \sum_{j=1}^{t} \gamma^j R_j \) where \( \gamma = 1 \). The S–K theorem guarantees the existence of the composite unitary \( U_t = \prod_{i=t}^{0} A_j \) satisfying \( d(S_t, I) < \epsilon \) for any tolerance \( \epsilon \). For the optimal trajectory \( \tau^* \), the state starts from the target unitary \( S_0 = U \) and ends at \( S_t = UU_t^\dagger \) satisfying \( d(S_t, I) < \epsilon \). This implies \( S_t \approx I \) and \( U \approx U_t \). The maximum cumulative rewards amount that the agent accomplishes the quantum compiling with the minimum number of operators below the precision threshold \( \epsilon \) and the sequence length complexity arrives at the lower bound \( O(\log(1/\epsilon)) \).

We note that finding the optimal trajectory of the above MDP is extremely challenging, due to the exponential state space and sparse reward [78]. Concretely, for a single-qubit system whose universal basis set contains 6 basis gates, when \( t = 30 \), the state space scales with \( 6^{30} \approx 10^{23} \); for a two-qubit system whose universal basis set contains 14 basis gates, when \( t = 30 \), the state space scales with \( 14^{20} \approx 10^{34} \). Due to this exponentially large space, the condition \( d(S_{t+1}, I) < \epsilon \) in equation (2) is hard to satisfy, which incurs \( r = -1 \) along the trajectories without useful information. Therefore, an untrained agent would may fail to see a non-negative reward signal and unlikely outputs a demanded gate sequence through the random trial and error strategy. To avoid the issue of the sparse reward, our proposal first generates the trajectories with non-negative reward signal and unlikely outputs a demanded gate sequence through the random trial and error strategy. The compiled unitary is formulated by the sequence of the selected gates through this MDP.

\[ Q^* (s, a) = \max_{\pi} \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t R_t \mid s_0 = s, a_0 = a, \pi \right], \]

which estimates the maximum cumulative rewards starting from state \( s \in \mathcal{S} \) and taking action \( a \in \mathcal{A} \). With this function, we can determine the optimal trajectory for compiling. Concretely, given the compiling target \( U \), we can identify the optimal action \( A_0 = \arg \max_{a \in \mathcal{A}} Q^* (U, a) \) and apply it to the state \( U \). Upon obtaining a new state \( UA_0^U \), we can then determine the next optimal action \( A_1 = \arg \max_{a \in \mathcal{A}} Q^* (UA_0^U, a) \). This process can be repeated recursively to identify the compiling sequence \( \{A_0, A_1, \ldots\} \) to approximate \( U \). The optimality of \( Q^* (s, a) \) guarantees the shortest compiling sequence.

It’s worth noting that this reformulation process can also be applied to the noise setting by updating the state space accordingly. For example, as shown in figure 1, to obtain the matrix representation of a noisy

---

**Figure 1.** Reformulation of quantum compiling into an RL problem modeled by Markov Decision Process (MDP). During an interaction between the agent and environment, the agent selects a single gate \( T \) from the universal basis set \( \mathcal{A} \) to approach the compiling target \( U \); the constructed unitary feeds the agent with a new state \( HSHT \) as the consequence of the selected gate \( T \) and a reward, 0 or \(-1\), measuring the quality of the selected gate sequence \( \{H, S, H, T\} \). The MDP ends with a non-negative reward signal 0, ensuring that the compilation is accomplished. The compiled unitary is formulated by the sequence of the selected gates during this MDP.
circuit HSHT, we can utilize the quantum process tomography result as a new state. This results in states constituting a higher-dimensional Hilbert space, posing additional challenges in finding the optimal trajectory.

2.3. Value-based RL methods

The value-based RL algorithms focus on detecting optimal policy \( \pi^* \) by approximating the optimal value function. In the context of RL, there are two kinds of value function, i.e. the state-value function \( V^\pi(s) = \mathbb{E} \sum_{j=0}^{\infty} \gamma^j R_j \ | \ s_0 = s, \pi \) that outputs the cumulative rewards starting from state \( s \) under the policy \( \pi \), and action-value function \( Q^\pi(s, a) = \mathbb{E} \sum_{j=0}^{\infty} \gamma^j R_j \ | \ s_0 = s, a_0 = a, \pi \) that outputs the cumulative rewards starting from the state \( s \) and action \( a \) under the policy \( \pi \). Bellman optimality equation for the state-value function \( V(s) \) indicates

\[
V^\pi(s) = \max_a \mathbb{E}_{s' \sim P(\cdot|s,a)} [r + \gamma V^\pi(s')] |s,
\]

where \( (s, a, P, r, \gamma) \) corresponds to the state, action, transition probability distribution, reward, and discount factor, respectively, and \( s' \) is the next state obeying the deterministic distribution \( P(\cdot|s, a) \). Using this Bellman equation as an iterative update, i.e. \( V^{(t)}(s) = \max_a \mathbb{E} [r + \gamma V^{(t-1)}(s') | s] \), the state-value function \( V^{(t)} \) also converges to the optimal state-value function obeying equation (3), i.e. \( V^{(t)} \to V^* \) as \( t \to \infty \).

Similarly, the bellman iteration for the action-value function \( Q(s, a) \) will be elaborated in the next section. After the bellman iteration, the optimal value function can guide the agent towards the optimal trajectory \( \tau^* \) equipped with maximum cumulative rewards.

3. RL-enhanced quantum compiler

The quantum compiling problem in equation (1) can be reformulated into a value-based RL problem, which in turn can be addressed by the deep Q-network [65] (detailed in the subsequent context). As shown in figure 1, the agent proceeds compilation by adding gates sequentially rather than searching a complete gate sequences directly. To avoid the sparse reward issue, our proposal adopts the distance measure \( d(U \prod_{j=0}^{i-1} A_j^I, I) \) instead of \( d(\prod_{j=0}^{i-1} A_j^I, U) \), where \( U \) is the target unitary and \( I \) is the identity operator. This tactic was first proposed by [58]. Using the language of value-based RL, quantum compiling is equivalent to finding the action-value function \( Q(s, a) \) obeying the following Bellman optimality equation,

\[
Q^\pi(s, a) = \mathbb{E}_{s' \sim P(\cdot|s,a)} [r + \gamma \max_{a'} Q^\pi(s', a') | s, a],
\]

where the physical meaning of \( s, a, P, r, \) and \( \gamma \) is state (i.e. \( U \prod_{j=0}^{i-1} A_j^I \)), action (i.e. the adopted quantum gate \( A_j \in A \)), transition probability distribution, reward, and the discount factor, respectively. The notation \( s' \) refers to the next state of the composed unitary obeying the distribution \( P(\cdot|s, a) \). The optimal action-value function \( Q^*(s, a) \) is defined as the maximum expected cumulative rewards achievable by taking action \( a \) when some states \( \{s\} \) are observed. In the task of quantum compiling, \( Q^*(s = U \prod_{j=1}^{t} A_j^I, a = A_{t+1}) \) refers to the negative shortest distance (the minimum sequence length) between the identity state \( I \) and the next state \( s' = U \prod_{j=1}^{t} A_j^I \), which is obtained by interacting the state \( s \) with the action gate \( a \). Using the Bellman equation to attain the optimal policy, the connection of the action-value function between the \( t \)th iteration and the \( (t-1) \)th iteration can be established by the Bellman operator, i.e.

\[
Q^{(t)}(s, a) = \mathbb{E} [r + \gamma \max_{a'} Q^{(t-1)}(s', a') | s, a].
\]

It has been proved that such action-value function converges to the optimal action-value function, \( Q^{(t)} \to Q^* \) as \( t \to \infty \) [76]. Compared with prior RL-based strategies, this reformulation can not only alleviate the computational bottleneck but also enables the theoretical guarantee for convergence. Concretely, different from [58] that approximates the optimal state-value function \( V^*(s) \), we employ the action-value function \( Q^*(s, a) \), which has advantages in both the training phase and the inference phase. The state-value function \( V(s) \) can be represented as a deep neural network, which outputs a scalar approximating the value of the input state \( s \). Meanwhile, the action-value function \( Q(s, a) \) can also represented as the deep Q-network, which outputs a vector approximating the value of every next state \( s' \). While the number of parameters of the deep Q-network grows linearly with the size of the action space, the number of forward passes needed to compute the loss function stays constant for each update. Moreover, [68] has indicated that in a large action space \( A \), the training time for deep Q-network can be up to 100 more times faster than the state-value
function with a similar layout. Besides, in the inference phase, each query of the action-value function is equivalent to querying the state-value function with |A| times. These reductions are beneficial to generalize our algorithm to the multi-qubit scenario.

3.1. Data generation and deep Q-learning

We now elucidate how our proposal accomplishes the quantum compiling task described in equation (5). Our proposal consists of three components. At the initialization stage, our protocol builds an efficient sample distribution over the sample pairs \( (s, a, r, s') \). Here, \( s \) is the state, \( a \) is the action, \( r \) is the reward, and \( s' \) is the next state. This distribution is achieved by tuning trainable parameters \( \theta \) to minimize a sequence of loss function instances. These reductions are beneficial to generalize our algorithm to the multi-qubit scenario.

The optimization of DQN is as follows. Recall that in the context of quantum compiling [79], the state space is exponentially scaled with the sequence length and number of qubits. As such, the updating rule in equation (5) is impractical for multi-qubit systems. To this end, an alternative is employing a DQN [65, 68] \( Q(s, a; \theta(0)) \) as shown in figure 2(b) to estimate the action-value function \( Q(s, a) \) in equation (5). This approximation is achieved by tuning trainable parameters \( \theta(0) \) to minimize a sequence of loss function instances \( L_t(\theta(0); t = 0, 1, 2, \cdots) \) with

\[
L_t(\theta(0)) = \mathbb{E}_{s, a, r, s' \sim \phi (t)} \left[ (y(t) - Q(s, a; \theta(0)))^2 \right],
\]

where \( y(t) = \mathbb{E}_{s', a' \sim P(\cdot | s,a)} \left[ r + \gamma \max_{a'} Q(s', a'; \theta(t-1)) \right] \). The optimization of DQN allows a stable learning performance. Specifically, we start with a DQN with random initialized parameters, and the training experience below a predefined gate sequence length \( d \) is collected to optimize the DQN by minimizing the cost function in equation (6). The optimization of DQN with gate sequence length \( d \) is continuously proceed until the training loss in equation (6) is below a pre-fixed threshold \( \delta \). Subsequently, the training experience below a predefined gate sequence length \( d + 1 \) is fed into DQN to minimize the cost function in equation (6). Similarly, the optimization of DQN is

Figure 2. The process of data generation and deep Q-learning. (a) The process of data generation for single-qubit cases under the Clifford + T universal basis set. The training experience is composed of the sampled trajectories across the whole circuit space, e.g. the trajectory (highlighted by the red line) is randomly sampled from the whole circuit space expanded by a universal basis set. The selected trajectories are put into the replay pool to decouple the correlation between the sample tuples. Namely, a trajectory is decomposed into sequences of sample tuples, and then fed into the learning process, e.g. taking action \( a_0 = S \) from state \( s_0 = U_H S T \) leads to the next state \( s_{t+1} = U_H S T \) with reward \(-1\). (b) The process of deep Q-learning amounts to minimizing the training loss at the bottom right plot. The blue (orange) boxes are hidden layers (input and output layers) of deep Q-networks (DQNs). A key feature of DQNs is that their output layers describe the action-value functions. The input of the DQN is a vector transformed from the unitary matrix corresponding to the state unitary, and the output is a vector corresponding to the value function of all next state unitaries.
continuously proceed until the training loss reaches a threshold $\delta$. The learning process stops when $d$ reaches a pre-set threshold.

We remark that both behavior distribution $\phi(s,a)$ and the adopted DQN contribute to the superior performance of our protocol. Specifically, $\phi(s,a)$ determines the efficiency of the learning process. It ensures that every generated trajectory is an experience of a successful compilation, which avoids the dilemma of sparse reward [78] and allows the production of high-quality sample information. In addition, DQN fully exploits the sample trajectories, which in turn efficiently approximates the optimal strategy and ensures the achievement of multi-qubit compilation. The process of successively increasing $d$ in optimization ensures learning stability.

3.2. AQ* search

Once the training is completed, the proposed quantum compiler becomes capable of inferring the gate sequence for previously unseen quantum operators via the AQ* search algorithm [68]. The inference process is iterative in nature. In the initial iteration, the AQ* search takes the target unitary $\mathcal{U}$ as input and generates a vector that assesses the quality of each action within the action space $\mathcal{A}$, guided by the trained DQN. Specifically, this action quality of an action $A' \in \mathcal{A}$, is quantified by the number of required basis gates to transform the state $A'\mathcal{U}$ into a state close to the identity matrix. This quality metric aligns with the negative cumulative rewards for the state $A'\mathcal{U}$. Thus, the accuracy of the inference process is contingent on the quality of the trained DQN. Subsequently, in each subsequent iteration, the best action identified in the preceding iteration is applied to the input state from the prior iteration (e.g. $A'\mathcal{U}$ in the second iteration). The inference process continues until the AQ* search method outputs a state that closely approximates the identity matrix, satisfying equation (1). It’s important to note that this approach diverges from conventional quantum compiling algorithms and RL-based compilers based on state value functions [38]. In these alternatives, each iteration within the inference process requires traversing the entire universal basis set $\mathcal{A}$ and executing a heuristic function for $|\mathcal{A}|$ times to select a promising action. In contrast, our proposal only necessitates a single execution of the DQN for this task. Celebrated by the parallel testing of $|\mathcal{A}|$ actions, the inference time of our proposal is ignorable, which ensures its scalability. To attain the optimal trajectory $\tau^*$ starting from any target $\mathcal{U}$, we define an evaluation function

$$f(s,a;\mathcal{U}) = G(s;\mathcal{U}) + Q(s,a;\theta)$$

(7)

where $G(s;\mathcal{U})$ represents the realized cumulative rewards from the target unitary $\mathcal{U}$ to the state $s$, and $Q(s,a;\theta)$ refers to DQN approximating the maximum cumulative rewards from the state $s$ to $I$ taking action $a$. It’s important to note that constructing both of these functions involves minimal computational overhead. For the construction of $G(s;\mathcal{U})$, it is only necessary to maintain a record of the number of basis gates required to transform the target unitary $\mathcal{U}$ into the state $s$. On the other hand, $Q(s,a;\theta)$ essentially represents the trained RL model and does not require additional computational burden for its construction. The essence of $f(s,a;\mathcal{U})$ is to provide effective guidance for finding the shortest gate sequence approximating the target unitary $\mathcal{U}$.

In practical terms, we initiate with a set of intermediate states and the target for compilation, $\{U \prod_i A_i^\dagger, \mathcal{U}\}$. Subsequently, we select the action yielding the highest reward $A = \arg\max_{A'} f(s,a;\mathcal{U})$ for each $s$ and update $s$ with its subsequent state $s'$ as determined by the action $A$, following the transition probability distribution $P$. When the distance between a state in $\{s\}$ and the identity state $I$ falls below a predefined termination accuracy threshold $\varepsilon$, i.e. satisfying equation (1), the desired sequence between $\mathcal{U}$ and $I$, within the specified tolerance, is achieved. The AQ* Search harnesses the advantages of DQNs, resulting in superior performance compared to other methodologies, as outlined in the next section.

4. Results

We conducted extensive experiments to exhibit the effectiveness of our proposal. To assess the universality and the efficiency of our proposal, we separately apply our proposal to compile inverse-closed single-qubit and two-qubit operators with different universal basis sets. In addition, we comprehensively evaluated our proposal’s performance by employing different distance metrics, including the F-norm, fidelity, and spectral norm. Furthermore, to address a long-standing problem in the inverse-free S–K theorem, we apply our proposal to compile single-qubit operators under an inverse-free basis to seek a lower exponent $c$. In addition, we explored the influence of heuristic search algorithms on the quality of the compiled sequences and demonstrated the advantages of the AQ* search algorithm.

The experiments were conducted using a Nvidia Tesla V100 GPU. Table 2 presents the computational costs associated with the training phase, including training time, sample size, and parameter size. It is evident
In the numerical simulations, considering that the training difficulty is exacerbated by the sparsity of sequences of moderate length cover the space of unitary matrices in a uniform way, a limitation of the standard S–K theorem is that it requires the gate set to be inverse-free basis set.

| Compiling task | Training time (days) | Sample size (billions) | Parameter size (thousands) |
|----------------|----------------------|------------------------|---------------------------|
| Single-qubit   | 2–4                  | 1.898                  | 72                        |
| Two-qubit      | 7–8                  | 12.665                 | 128                       |

Table 2. The computational cost during the training phase.

that the computational cost in the two-qubit case is nearly twice that of the single-qubit case, with a notable difference in sample count, exceeding six times.

### 4.1. Universal basis sets
Here we present all the universal basis sets utilized in this study, encompassing both the inverse-closed and inverse-free sets.

Fibonacci anyons basis sets. Fibonacci anyons are quasiparticle excitations of topological states that obey non-Abelian braiding statistics [80] and the simplest non-Abelian quasiparticles that enable universal topological quantum computation [81] by braiding alone [82]. Their mathematical expression is

\[
A_1 = \begin{pmatrix}
\eta^{-4} & 0 \\
0 & \eta^3
\end{pmatrix}, \quad A_2 = \begin{pmatrix}
-\phi^{-1} \eta^{-1} & \phi^{-1} \eta^{-3} \\
\phi^{-1} \eta^{-3} & -\phi^{-1}
\end{pmatrix},
\]

where \( \eta = e^{\pi i / 5} \) and \( \phi = \frac{\sqrt{5} + 1}{2} \).

HRC basis set. The HRC universal basis set proposed in [33] takes the form

\[
B_1 = \frac{1}{\sqrt{3}} \begin{pmatrix} 1 & 2i \\ 2i & 1 \end{pmatrix}, \quad B_2 = \frac{1}{\sqrt{3}} \begin{pmatrix} 1 & 2 \\ -2 & 1 \end{pmatrix}, \quad B_3 = \frac{1}{\sqrt{3}} \begin{pmatrix} 1 + 2i & 0 \\ 0 & 1 - 2i \end{pmatrix}.
\]

Clifford \( + T \) basis set. The \( n \)-qubit Clifford group is generated by the Hadamard gate \( H \), the phase gate \( S \), the controlled-not gate [83]. One can obtain a universal basis set by adding the non-Clifford operator \( T \) into Clifford group. The mathematical expression of the basis gates is

\[
H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \quad S = \begin{pmatrix} 1 & 0 \\ 0 & i \end{pmatrix}, \quad T = \begin{pmatrix} 1 & 0 \\ 0 & e^{\pi i / 4} \end{pmatrix}.
\]

In the numerical simulations, considering that the training difficulty is exacerbated by the sparsity of \( T \) and \( S \), we replace \( S \) by \( H \cdot S \) in training DQN.

Inverse-free basis set. A limitation of the standard S–K theorem is that it requires the gate set to be inverse-closed. An alternative would be inverse-free gate sets, which are diffusive enough such that the sequences of moderate length cover the space of unitary matrices in a uniform way [71]. To verify our proposal in the inverse-free setting, we exploit a diffusive set \( M \) composed of two gates \( \{A, B\} \). More precisely, \( A = \hat{H} \cdot \hat{F} \) and \( B = \hat{T} \cdot \hat{F} \) where \( \hat{H} \) is the Hadamard gate, \( \hat{T} \) the T-gate and \( \hat{F} \) a randomly generated unitary matrix

\[
\hat{F} = \begin{pmatrix}
-0.40194 - i0.43507 & -0.36803 - i0.71674 \\
0.36803 - i0.71674 & -0.40194 + i0.43507
\end{pmatrix}.
\]

### 4.2. Inverse-closed single-qubit universal gates
To demonstrate the versatility of our proposal, we focus on three different inverse-closed universal basis sets to make single-qubit compiling, i.e. Clifford \( + T \) group, Fibonacci anyons, and HRC universal basis set. In the following, we evaluate the performance of our RL-based quantum compiler by separately compiling single-qubit and multi-qubit operators using these basis sets.

The protocol setting is as follows. The employed DQN \( \Omega(s, a; \theta) \) consists of two hidden layers, six residual blocks, and \( |A| \) output neurons, where \( |A| = 5, 6, 4 \) for Clifford \( + T \) group, HRC gates, and Fibonacci anyons, respectively. A visual description of the DQN can be seen in figure 3. The first two hidden layers are of sizes 5000 and 1000 for single-qubit cases, 6000 and 2000 for multi-qubit cases, respectively, and each residual block consists of two hidden layers with 1000 hidden neurons each. We exploit the Adam [84] optimizer to optimize DQN, and set the learning rate as \( \eta = 10^{-3} \) without weight decay. We set the accuracy threshold in equation (1) as \( \epsilon = 10^{-3} \) and the threshold of the mean square error loss in equation (6) as \( \delta = 10^{-2} \). The gate sequence length \( \delta \) in figure 2(a) varies from 3 to 40. In the inference stage, the number of test samples is set as \( 10^3 \). During the training process, as a demonstration of efficiency and practicality, we keep the time...
consumption of the training phase within an acceptable range: no more than one week. This thrift generates a separation between the actual DQN we learned within a fixed training time and the best DQN our algorithm can learn, and this separation gets smaller as training time increases.

To quantitively measure the efficiency of our protocol under different basis sets, we exploit three common metrics in quantum compiling, i.e. Frobenius norm

\[ M_1(U_n, U) = \|U_n^\dagger U - I\|_F = \sqrt{\text{Tr} \left( \left( U_n^\dagger U - I \right) \left( U_n^\dagger U - I \right)^\dagger \right)} = \sqrt{\text{Tr} \left( 2I - U_n^\dagger U_n - U_n U_n^\dagger \right)}, \]

fidelity

\[ M_2(U_n, U) = \int \langle \psi | U_n^\dagger U | \psi \rangle \langle \psi | U^\dagger U_n | \psi \rangle d\psi, \]

with Haar measure \( \int d\psi = 1 \), and spectral norm

\[ M_3(U_n, U) = \sup_{\langle \psi | \psi \rangle = 1} \|U_n - U\|_2, \]

where \( \| \cdot \|_2 \) represents the vector 2-norm. The metric \( M_1 \) measures the distance between two matrices and its derivatives have been used in many quantum subfields [58, 85]. The metric \( M_2 \) focuses on the fidelity between the complied and target unitary, as discussed in [59]. Additionally, the spectral norm \( M_3 \) has been utilized in [34].

The simulation results of compiling single-qubit operators under the fidelity metric \( M_2 \) are shown in figure 4. In particular, figures 4(a)–(c) exhibit the simulation results under different basis sets. Particularly, the average fidelity of the HRC set, Fibonacci anyons, and the Clifford+T group is \( M_2 = 99.999\% \) when \( d = 15 \), \( M_2 = 99.996\% \) when \( d = 40 \), and \( M_2 = 99.88\% \) when \( d = 40 \), respectively. According to the two metrics and the learning-time consumption, the HRC set outperforms the rest two universal basis sets. The inferior performance of the Clifford+T group is prohibited by its sparsity. Figure 4(b) depicts the compiled gate sequence during the training process. That is, with increasing the gate sequence length \( d \), the compiling accuracy is constantly enhanced.

We further utilize the simulation results to infer the sequence length complexity of our RL-based quantum compiler via extrapolation. With setting \( \varepsilon = 1 - M_2 \), the sequence length complexity of our RL-based quantum compiler scales with 0.89log\(^{0.855}(1/\varepsilon)\) for the HRC gates, 0.737log\(^{1.52}(1/\varepsilon)\) for the Fibonacci anyons, and 2.169log\(^{1.25}(1/\varepsilon)\) for the Clifford+T group, respectively. An illustration is demonstrated in figure 4(d) and a comparison with other quantum compilers is summarized in table 1. Specifically, our RL-based compiler outperforms prior RL-based compilers and is near-optimal, guaranteed by the inverse-closed S–K Theorem. In addition to this, we empirically ascertain that the omitted constant...
term within the compiling sequence length complexity significantly impacts the performance assessment of universal basis sets. For instance, our approach yields compiling sequences that scale with $2.2 \log^{1.52}(1/\epsilon)$ for the Clifford$+T$ set and $0.7 \log^{1.52}(1/\epsilon)$ for the Fibonacci anyons basis. While a comparison of the polynomial coefficients of the logarithmic term suggests greater efficiency for the Clifford$+T$ set, numerical findings consistently reveal that our proposal attains higher accuracy with fewer operations utilizing the Fibonacci anyons set. These observations collectively affirm the efficacy of our proposal, concurrently enhancing our comprehension of quantum compiling challenges.

### 4.3. Inverse-closed two-qubit gates

Most RL-based quantum compilers suffer from the exponentially large state space with respect to the number of qubits. As a result, they have to restrict the state space for multi-qubit compiling. In [58], they leveraged insights from KAK decomposition [86] to fix the number of the employed CNOT gates and their position in the compiled unitary. As a result of this approach, the RL-based compiler only optimizes the single-qubit components in this template. This external intervention significantly simplifies the challenge of two-qubit quantum compiling, which reduces the two-qubit operator compiling task into a single-qubit operator compiling task. However, it is important to note that this approach cannot provide convincing evidence for RL compilers to finish multi-qubit compiling tasks. Alternatively, [59] fixed the compiling targets as the multiplication of the universal gates. In contrast, our simulation selects compiling targets exclusively from the rotation $X \otimes Z$ gate category, without imposing any constraints on the angles involved in these rotations.

We now demonstrate more simulation results. In particular, the adopted universal basis set is formed by HRC universal gates and the CNOT gate. Mathematically, the action space yields

$$\mathcal{A}' = \left\{ B_i \otimes I, B_i^\dagger \otimes I, I \otimes B_i, I \otimes B_i^\dagger, B_2 \otimes I, B_2^\dagger \otimes I, I \otimes B_2, I \otimes B_2^\dagger, B_3 \otimes I, B_3^\dagger \otimes I, I \otimes B_3, I \otimes B_3^\dagger, |0\rangle \langle 0| \otimes I + |1\rangle \langle 1| \otimes X, I \otimes |0\rangle \langle 0| + X \otimes |1\rangle \langle 1| \right\},$$

where the dimension of the action space is $|\mathcal{A}| = 14$. The gate sequence length $d$ ranges from 3 to 20. For ease of illustration, we set the target operator as $U = e^{-i\frac{\pi}{2} (X \otimes Z)}$.

The simulation results of compiling two-qubit operators are shown in figure 5. Here we only exploit the HRC universal basis set and the CNOT gate. Compared to the single-qubit case, most of the hyperparameters settings remain unchanged during training, except for the structure of DQN, which is detailed in figure 3.
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After training, the sequence length complexity of our RL-based compiler scales with \( 1.905 \log^{1.014} (1 / (1 - \bar{f})) \) with fidelity above 0.9995, as demonstrated in figure 5(b). Here we note that the sequence length is measured by the total number of quantum gates, including both single- and two-qubit gates. This empirically indicates that our RL-based compiler approaches to the optimal compiler under the HRC universal basis set in the two-qubit case. Besides, each row in figure 5(c) stands for the compiling result for a certain target unitary. More specifically, the circuit diagram depicts the complied gates generated by AQ* search guided by the trained DQN. The heatmap shows the fidelity \( U_k \) \(_{n} \). In particular, it indicates that when \( \alpha = 1 \), we have \( M_1(U_n, U) = 0.0869 \), \( M_2(U_n, U) = 0.9996 \), when \( \alpha = 13 \), we obtain \( M_1(U_n, U) = 0.0549 \), \( M_2(U_n, U) = 0.9998 \), when \( \alpha = 26 \), we obtain \( M_1(U_n, U) = 0.0694 \), \( M_2(U_n, U) = 0.9997 \), when \( \alpha = 44 \), we obtain \( M_1(U_n, U) = 0.0559 \), \( M_2(U_n, U) = 0.9998 \). In figure 5(d), we present the results of compiling general unitaries from \( \{e^{-i\cdot\frac{\pi}{2}(X\otimes Z)}|\alpha = k \times \frac{\pi}{127}\} \). These results verify the efficiency of the HRC universal basis set in compiling multi-qubit operators.

4.4. Inverse-free single-qubit universal gates
We next apply our proposal to complete single-qubit operator compilation using an inverse-free diffusive basis set. The exploited basis set \([71]\) is composed of the gates \( \mathcal{A} = \{A, B\} \). During the training stage, the setup of our protocol is identical to those introduced in the inverse-closed scenario. The simulation results are demonstrated in figure 6. The sequence length complexity of our RL-based compiler scales with \( 2.683 \log^{0.974} (1 / (1 - \bar{f})) \) and the fidelity \( \bar{f} \) is above 0.9987.

The achieved results also address a long-standing problem in the inverse-free S–K theorem, which is designing an optimal compiling algorithm with the lowest exponent \( c \). Recall that under the same diffusive set presented above, the most advanced inverse-free quantum compiling algorithm generates sequence with length complexity \( c = \log 3 / \log 2 \) \([71]\). According to the achieved simulation results, our protocol allows a lower exponent \( c \) than this deterministic solution. A recent study proposed an inverse-free S–K theorem \([34]\). That is, in the single-qubit situation, the sequence length for the inverse-free universal basis sets scales with \( O(\log^c (1 / (1 - \bar{f}))) \) with \( c = 8.62 \). In conjunction with the achieved results and the conclusion of \([34]\), our proposal provides certain empirical evidence for the existence of a more efficient inverse-free S–K theorem.

4.5. Supplemented single-qubit experiments
In section 4.2, we assessed our proposal’s performance using the fidelity metric \( M_2 \). However, to provide a comprehensive evaluation, we now explore its performance under different metrics. Notably, prior studies have utilized the F-norm \([58]\) and spectral norm \([34]\) as alternative metrics to quantify the dissimilarity between \( U_n \) and \( U \). To facilitate a more accurate comparison with these studies, here we employ the F-norm.
Figure 6. The performance of our RL-based quantum compiler on inverse-free universal basis set. (a) The light-colored portion of the bar chart records the time cost of the DQN expanded by the diffusive universal basis set with gate sequence length \(d\); and the dark part records the compiling fidelity \(M_2\) induced by the DQN with gate sequence length \(d\). (b) Every data point is obtained by averaging the length of the approximating sequence generated by AQ\(^*\) search using a validation set of \(10^3\) unitary targets. We check the linearity between \(\log(\log(1/\varepsilon))\) and \(\log(\bar{f})\) in the subplot at the bottom right. We plot the output length complexity of the diffusive universal basis set as a function of average fidelity \(\bar{f}\).

Figure 7. Comparison between different single-qubit universal basis sets under the metric of (a) F-norm and (b) spectral norm. 

\(M_1\) and the spectral norm \(M_3\) to evaluate our proposal’s performance. The structure of the DQN and the hyperparameter settings are not changed in this setting. We set the accuracy threshold in equation (1) as \(\varepsilon = 10^{-3}\) and the threshold of the MSE loss in equation (6) as \(\delta = 10^{-2}\). The gate sequence length \(d\) in figure 2(a) varies from 3 to 40. Every data point is obtained by averaging the length of the compiling sequence generated by AQ\(^*\) search using a validation set containing \(10^3\) unseen unitary targets. The achieved sequence length complexity of our proposal via extrapolation under the metric of F-norm \(M_1\) is shown in figure 7(a). With setting \(\varepsilon = M_1\), the sequence length complexity of our RL-based quantum compiler scales with 

\[
\frac{2.284\log^{0.9877}(1/\varepsilon)}{d} + 11.66
\]

for the HRC gates, 

\[
\frac{2.238\log^{3.94}(1/\varepsilon)}{d} + 11.66
\]

for the Fibonacci anyons, and 

\[
\frac{5.69\log^{1.248}(1/\varepsilon)}{d} + 11.66
\]

for the Clifford+T group, respectively. These results validate that our proposal is robust under different distance metrics \(d(U_n, U)\). For the diffusive gates set, the achieved sequence length complexity of our proposal under the metric spectral norm \(M_3\) is plotted in figure 7(b). When \(\varepsilon = M_3\), the sequence length complexity of our RL-based quantum compiler scales with 

\[
\frac{6.268\log^{0.8783}(1/d)}{d} + 11.66
\]

Our protocol allows a lower exponent \(c = 0.8783\) than \(c = 8.62\) in [34] under same metric, providing concrete empirical evidence in pursuing a
more advanced inverse-free S–K theorem. In a summary, above results indicate that the choice of distance metric will not have a significant impact on the performance of our proposal.

4.6. More details of AQ* search

Algorithm 1. AQ* Search.

Require: starting state $s_0$, deep Q-network $Q(\theta)$
1. OPEN $\leftarrow$ priority queue
2. CLOSED $\leftarrow$ dictionary that maps nodes to path costs
3. $n_0 = \text{NODE}(s = s_0, g = 0)$
4. $a_0 = \text{argmax}_{a \in A} Q(s_0, a; \theta)$
5. $v_0 = Q(s_0, a_0; \theta)$
6. Push $(s_0, a_0)$ to OPEN with reward $0 + v_0$
7. while not IS_EMPTY(OPEN) do
   8. $(s, a) = \text{POP}(\text{OPEN})$
   9. $s' = A(s, a)$
   10. if IS_GOAL($s'$) then
       11. return $\text{PATH_TO_GOAL}(s, a)$
   12. $g' = n.g + r(s, s')$
   13. $n' = \text{NODE}(s = s', g = g')$
   14. if $n'$ not in CLOSED or $g' < \text{CLOSED}[n']$ then
       15. $\text{CLOSED}[n'] = g'$
       16. for $a' \in A$ do
       17. $q' = V_0(s', a')$
       18. $v' = g' + q'$
       19. Push $(s', a')$ to OPEN with reward $v'$
   20. return Failure

The Pseudo code of AQ* search is summarized in Algorithm 1. Unlike conventional approaches that simply normalize the learned deep Q-network to derive the policy, AQ* search facilitates the generation of the optimal trajectory by combining the DQN with search methods, which is widely used in high-dimensional complex control problems (e.g. Go [62], Rubik’s cube [87]). To exhibit the power of AQ* search, in the following, we compare the performance of AQ* search with two typical conventional policies. The first one is a random policy, $\pi_r(a \mid s) = \text{argmax}_{a \in A} Q(s, a; \theta)$, which constantly performs the action that is believed to yield the highest expected reward. The second one is a Boltzmann policy, i.e. $\pi_b(a \mid s) = \frac{e^{-Q(s, a; \theta)/kT}}{\sum_{a' \in A} e^{-Q(s, a'; \theta)/kT}}$, where $k$ is the Boltzmann constant, $T$ is the temperature.

We compare the efficiency of different inference strategies under single-qubit Clifford+T universal basis set. The hyper-parameters settings are as follows. All the inference algorithms are guided by the learned DQN with gate sequence length $d = 40$. The random strategy is realized by using the Boltzmann distribution with setting $T = 1/k$. We sample 100 single-qubit unseen unitaries and employ the above three inference algorithms to build the compiling strings.

The simulation results in the measure of fidelity are illustrated in figure 8. The average fidelity scales with 0.9955 for the AQ* search, 0.9784 for the Boltzmann distribution strategy, 0.9708 for the random strategy. From the perspective of robustness, AQ* search has less variance and thus is more stable. These results validate that AQ* search is a more powerful inference strategy compared with conventional inference strategies.
5. Conclusion and discussion

We have proposed an efficient and practical quantum compiler for multi-qubit operators. Attributed to the power of deep RL models and heuristic search, our proposal is compatible with various universal basis sets and quantum platforms. Under the inverse-closed setting, the achieved empirical results imply that our proposal is near-optimal in compiling single-qubit and two-qubit operators, supported by the S–K theorem. In addition, we demonstrate how to use an RL-based compiler to compile multi-qubit operators without additional constraints. Under the inverse-free setting, our proposal outperforms the current state-of-the-art method. This provides concrete empirical evidence for pursuing a more advanced inverse-free S–K theorem. Furthermore, our numerical results indicate that the omitted constant term within the compiling sequence length complexity significantly impacts the performance assessment of universal basis sets, which is ignored by most theoretical studies. Consequently, our proposal can not only accelerate the realization of large-scale quantum algorithms and quantum supremacy but also facilitate theoretical understanding of the capabilities and limitations of quantum compiling.

However, while our method can be applied to noisy settings or real quantum devices in principle, its cost and performance in such cases remain unexplored. Specifically, its ability to approach the S–K lower bound in noisy environments is an open question, both theoretically and practically. Although our main focus in this study is utilizing RL to design efficient quantum compilers, the concept behind our proposal can be generalized to other crucial quantum learning tasks from pulse and circuits to the logical level. In particular, at the pulse level, RL techniques can be used to solve quantum control problems [88–90]; at the circuit level, RL methods have potential to accelerate Hamiltonian simulation [91]; at the logical level, RL approaches contribute to execute complicated circuits on near-term quantum machines by reducing the number of gates [92–94]. For a specified quantum learning task listed above, how to leverage the prior knowledge to design a powerful RL model to attain a better performance deserves to be further explored.
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