ABSTRACT

Comprehensive research data management is fundamental to ensuring reproducible, open scientific research. However, sufficient research data assistance is often not offered at universities, and when offered, typically only provides basic services that are viewed as optional. Integrating information specialists into research groups provides a potentially promising means of improving data management by providing personalized data management workflows. Workflows are comprehensive, executable guides that require planning, implementation, feedback, and adaptation. Comprehensive data management workflows should include a file organization scheme, the creation of data management roles for members, a data storage/sharing guide, and training and evaluation. Librarians, who regularly interact with faculty and students and are familiar with data management tools, are uniquely situated to assist with the creation and assessment of these workflows.
Organizing and sharing research data is a fundamental part of the research process (Mons, 2020) that has been shown to increase citation rates for publications (Dorch, Drachen, & Ellegaard, 2015; Henneken & Accomazzi, 2011; Piwowar, Day, & Frisem, 2007), improve research reproducibility (Hothorn & Leisch, 2011; Popkin, 2019), and even save lives (Pisani et al., 2016). To improve the data sharing practices of researchers, the barriers to scientific data sharing must be reduced. Surveys of researchers have revealed that lack of knowledge and institutional resources often prevent them from sharing data (Curty, Crowston, Specht, Grant, & Dalton, 2017; J. Kim, Schuler, & Pechenina, 2018). One interesting series of surveys by Tenopir et al. demonstrated that scientists have positive views on data sharing in general, but do not wish to change their own practices (Tenopir et al., 2011; Tenopir, Christian, Allard, & Borycz, 2018; Tenopir et al., 2015). This is partly because their practices appear adequate and organizing and sharing data seems like a waste of time, but one of the most striking discoveries was that researchers did not know where to go for help when they wanted to find or share their data. They almost always sought help from a member of their group or a colleague, but rarely sought help from data and information specialists like librarians. Encouraging closer interactions between librarians and research groups could be one way to shift the scientific culture to a more open data environment.

Many initiatives that incorporate librarians into the research process are already in place at universities. Most of the top 100 universities in the world already have research support services involving their libraries (Si, Zeng, Guo, & Zhuang, 2019). However, in most cases only basic data management services are provided, such as Data Management Plan assistance and instruction on best practices (Cox, Kennan, Lyon, & Pinfield, 2017; Cox, Kennan, Lyon, Pinfield, & Sbaffi, 2019; Kollen et al., 2017). A small proportion of universities offer more advanced instruction on data curation, processing, and analysis (Kollen et al., 2017), and most universities do not have standardized data management policies (Cox et al., 2019). Close interaction with librarians has been shown to improve research output and data sharing (Rethlefsen, Farrell, Osterhaus Trzasko, & Brigham, 2015). One promising method in research support services is the consultative leadership model, which encourages researchers to consult librarians at each stage of the research data lifecycle (Yu, Deuble, & Morgan, 2017). Lab-integration takes this model a step further by encouraging researchers to consider librarians as part of their lab groups (Carroll, Eskridge, & Chang, 2020). Scientific reliability and openness can thus be improved by encouraging a new type of interaction between existing departments in academia.

Describing the successful implementation of research data management plans within academic research is an important step for determining the unique challenges and lessons that other information professionals might use to change practices in their institutions. There are several examples of successful data management case studies at universities in the literature (Brocke & Lippe, 2015; Burnette, Williams, & Imker, 2016; Petters, Brooks, Smith, & Haas, 2019; Soehner, Steeves, & Ward, 2010). Generally case studies focus on large, university wide projects (Soehner et al., 2010). Smaller, more focused studies can demonstrate the importance of tailoring plans to the needs of the primary investigator (PI) and group members. For example, Petters et al. created and taught a data management curriculum targeted towards an ecological research group at Virginia Tech (Petters et al., 2019). Burnette et al. used interviews to evaluate the plan implementation process after providing some initial research consultations (Burnette et al., 2016), which provided insight into the management challenges that arise when introducing data management workflows into the research process.

Many data management case studies involve close interaction with the research group for only a portion of the research data life cycle. Surveys indicate that most libraries do offer personal, in-depth interactions in the form of research consultations (Si et al., 2019), but most of these interactions occur in the form of workshops, general data management instruction, or tool/code training (Murray et al., 2019). Research data services are typically available to help with the early stages of a project in the form of data management plans or data management training, or near the end of project when data preservation and dissemination become issues (Murray et al., 2019; Petters et al., 2019). More holistic approaches that incorporate information specialists in the planning, implementation, uptake, and preservation of data are rare (Curdt, 2019; Curdt & Hoffmeister, 2015; Jones, 2013).
Resource allocation is an important issue for research data services. Research grants and universities often do not allocate funds for data management support and there are typically only a few data or liaison librarians available to cover the needs of hundreds or thousands of researchers (Mons, 2020). The Delft University of Technology addresses this by providing one Data Steward for each academic department that is available to answer questions for faculty (TU Delft, 2020). Virginia Tech provides Data and Informatics Consultants that collaborate with other university units to provide consistent and widespread services (Ogier, Brown, Petters, Hilal, & Porter, 2018). One way to amplify the impact of research consultations is to record and track progress and methodology in an open repository (e.g., Open Science Framework) for other faculty members and librarians to access (COS, 2020). Furthermore, if libraries focus on providing generalizable, non-technical data support (e.g., file naming conventions, data role assignments) then more librarians could be made available to provide data services as little technical expertise would be needed.

This essay, informed by interactions with science and engineering faculty, describes the philosophy behind the design of research data services offered by the Vanderbilt Science and Engineering Library. Librarians will be integrated into research groups to engage with the PI and students regularly and learn their daily research routines. Working closely with the PI, the librarian will then create comprehensive data management workflows that include file organization schemes, the creation of data management roles for members, data storage/sharing guides, and training. The procedures and tools that are developed for each group will be stored on the Open Science Framework to provide guidance for other researchers and librarians. Assessment of the workflows will also be carried out by the librarian to make adaptations and improvements to the process.

2 BECOMING PART OF THE GROUP

2.1 INITIAL INTERACTION

Trust between librarians and faculty must be established before faculty will consider integrating librarians into the research process. In previous work, interactions like this have been initiated by advertising consultancy services to faculty and students using online applications and appointments (Carroll et al., 2020; Si et al., 2019). However, it is generally a good idea to take an active approach by contacting faculty that have already shown an interest in improving their data management practices or those that have a good professional relationship with the specific librarians that will be working with their groups. In some cases librarians may feel reluctant to participate in the implementation of a data management workflow out of fear that faculty members will view this as an imposition or that they do not have the subject specific knowledge necessary to assist with data organization. However, faculty largely have positive views of data sharing and are amenable to working with librarians as long as they maintain control of their data (Lage, Losoff, & Maness, 2011). Furthermore, most of the knowledge necessary to implement data management workflows is group specific rather than field specific, which means that field specific expertise is often not necessary (Murray et al., 2019).

Most faculty members do not have substantive data organization rules for their research groups (Akers & Doty, 2013; Tenopir et al., 2020). Introducing basic practices that are tuned to the needs of the specific research group, and working with the group long enough to address issues that arise should have a more lasting impact as it substantially reduces the cost, time, and knowledge barriers that prevent most research data from being organized properly. Regular meetings with the PI, attendance of group meetings, and availability for questions from students are all important in the initial phase of the workflow design.

3 DATA MANAGEMENT WORKFLOWS

The primary difference between a data management plan and a workflow is actionability. A workflow closes the gap between data management theory and actual practice by providing group specific, concrete steps that researchers can take to improve their data management practices. Teaching data management principles and best practices is not enough to change the behavior of individual researchers. Research is notorious for addressing very specific, complex, and difficult problems. Data management workflows should follow suit. They should be specific enough that each group member knows exactly what they need to do with their data at every step. Data should be fully incorporated into the daily tasks of each group member.
The librarian can provide general knowledge about data organization and tools, but to create a workflow the PI and students need to provide insight into the daily routine of the group. The most important aspect of this interaction is understanding how to balance the introduction of new procedures, tools, and compliance requirements with the knowledge level of group members as well as the level of work needed to implement the proposed ideas. If the new procedures require learning how to use multiple complex tools, substantially change existing group workflows, require hours of extra work to fulfill, and/or have no accountability mechanism, then these changes will prove unsustainable.

The goal of a data management workflow is to make research data understandable and procedures reproducible for people unfamiliar with the work. Accomplishing this goal will require group members to have clear and simple guides and tasks, accountability for their work, and a way to share progress and feedback. Hence, the four fundamental parts of an efficient data management workflow are:

1. **File organization and naming scheme** to ensure that folders and files are consistent enough to easily navigate and understand their contents.
2. **Code/data cleaning and upload procedures** to allow other group members to understand and check the work of their colleagues.
3. **Group data management roles** to ensure file security and compliance with the new procedures.
4. **Research group wiki** for group members to share important lab documents like lab notebooks, project updates, and published research data.

### 3.1 FILE ORGANIZATION AND NAMING SCHEME

Organizing and naming files and folders properly is fundamental to reproducible scientific research. Yet this topic is not always sufficiently addressed by research data services offered at universities, which tend to focus on providing technological assistance (Kollen et al., 2017; Murray et al., 2019). Organizations like the Data Observation Network for Earth (DataONE) offer guidelines and lessons on file organization that are very useful (Strasser, Cook, Michener, & Budden, 2011), but general guidelines are often ambiguous and those from different organizations and fields may conflict. Consistency is key when designing a data management workflow, so file organization principles should be flexible enough that they can be adapted to a specific group upon discussion with the PI and students. The guidelines should then be clearly described and checked for consistency regularly. Five general guidelines for designing a file organization scheme that should work for most research groups are provided here:

1. **A central location for file storage** should be used by all group members. The security needs for this storage location should be discussed with the PI. This can be a local server or an online repository.
2. **A project centered folder hierarchy** should be used to allow group members to find files that are connected by a specific project goal in one location. Each project folder should contain a consistent set of folders that hold files related to specific aspects of the research life cycle (e.g., Literature, Analysis, Funding, Publications, Training) (Broke & Lippe, 2015; Noble, 2009).
3. **Only clean code/data/manuscripts** should be stored in the central project folders for the research group. These folders should only contain work that you would be happy for someone else to critique.
4. **Tag based file names** that give information about the contents and the location of each file should be used. Tags should be recorded and described in a README file and used consistently (Borer, Seabloom, Jones, & Schildhauer, 2009; MIT, 2018). Tags should be separated using delimiters that are consistent between projects. Two common variable naming conventions are snake case, which uses underscores as delimiters and camel case, which uses capital letters to separate words (Divine, 2018).
5. **README files** containing the author, path, name, edit dates, and description of the important files should be created for every project. There are many templates available that can help with README design (MIT, 2018).
The exact details of the hierarchy, files names, README file contents, and code cleaning rules should be discussed with the PI and students. Once these details are decided, the rules should be recorded and stored in a central location that all group members can access. These guidelines should then be followed for all files placed in the project folders. Making adaptations to the file organization will likely be necessary. Upon making these changes all of the files describing the file organization scheme should be updated immediately, followed by all of the existing files that do not comply with these changes.

3.2 CODE/DATA CLEANING AND UPLOAD PROCEDURES

Guidelines for cleaning code should also be provided for all group members. Teaching and enforcing basic coding standards has clear benefits to the quality of research output (Li & Prasad, 2005; Popic, Velick, Jaroslov, Spasic, & Vulic, 2018; Wilson et al., 2014). Coding procedures can be fairly general but should be described clearly and used consistently by all group members. It is a good idea to use existing code and data cleaning best practices procedures as a starting point (NOAA, 2007; Ruder & Ge, 2014). The procedures do not necessarily have to be code specific, but can be if the PI and/or students think it is necessary. Some guidelines for code and data cleaning are listed here:

1. **Include a detailed header** in all code files that lists the author, description, date of last edit, and dependencies.
2. **Code should be divided into modules** that accomplish specific purposes to make the code easy to follow.
3. **Comments should be included** that describe each module and each variable.
4. **Descriptive variable names** that describe the variable contents should be used. Logical variables, constants, functions, and iterative variables can be distinguished with specific naming conventions.
5. **Scripts, data, and output** files should each have their own folders and be named in accordance with the file naming conventions of the lab.
6. **README files** that list the code files, purpose, author, edit dates, and changes to the code should be included with the code.
7. **One table per data file** makes all data visible in the file list.
8. **Versions of code/data** should be tracked using a tool like git or within README files and version tags in files names.

Some of these steps may not be necessary for every research group. Research groups that write very complex, language specific codes may require a much more detailed set of coding standards, but most research groups should benefit from consistently enforced, basic coding practices (Popic et al., 2018; Wilson et al., 2016). Once the cleaning and upload procedures are decided. A detailed description of the minimum requirements for code to be stored on the group’s server should be provided to the group by the librarian. Any code existing in this storage location should be updated based on these standards. Librarians should also provide training in the use of any tools that will be used for code/data versioning or cleaning, such as GitHub or OpenRefine (GitHub, 2020; OpenRefine, 2020). The Software Carpentries website offers an excellent introduction to these tools that might be useful (Software Carpentry, 2020). This training should include a precise series of steps on how these new tools will be incorporated into the group workflow. It is vital for librarians to remain available after the initial training to answer questions for students unfamiliar with these tools.

3.3 DATA MANAGEMENT ROLES

The primary step that makes a data management workflow actionable is assigning data management roles to group members. Descriptions of the daily and weekly tasks for each role should be stored in a central location so each member understands their duties. These roles should be designed so as not to place an undue burden on any single group member. Multiple checks should be put in place to make sure that all group members are performing the tasks assigned to them. A few key roles that should be considered are provided here:

1. **Data role manager** will track the role assignments in the group, onboard new group members, offboard members that will soon leave the group, and register issues of non-compliance with data management guidelines.
2. **Project manager** will be responsible for tracking the progress of a project and ensuring compliance with data management and coding procedures. The project manager is responsible for addressing feedback from the file reviewer.

3. **Project member** will be responsible for writing and cleaning code, updating READMEs, and providing updates to the project manager on his or her portion of a project.

4. **File reviewer** will check the code, data, naming conventions, and file hierarchy for a project on which he or she is not directly involved and provide feedback to the project manager.

The librarian and PI should be responsible for deciding on and writing the specific tasks for each of the data management roles in the group. It is best to have the daily and weekly tasks for each role clearly described and have procedures in place for times when roles need to be changed. Meetings between project managers, project members, and file reviewers should occur regularly. Procedures for offboarding group members should be in place to ensure that the exiting member’s files are clean and organized before leaving. Onboarding training procedures should be clearly outlined as well. If the file organization and cleaning guidelines are followed strictly then the onboarding process for research projects should be quite simple.

### 3.4 FACILITATION AND TRAINING

To facilitate the use of the data management workflows designed for the group, a group wiki should be used for the storage of important lab documents like the data role assignment list, lab notebooks, project updates, data management procedures, pre-prints, and published data. This can be done locally or in an online repository like the Open Science Framework, depending on the security needs of the group. The librarian will be responsible for the creation of documents outlining the file organization rules, code/data cleaning procedures, onboarding and offboarding procedures, and tasks for the data management roles. The tools created by the librarian will make it simple for each of the data management roles to perform their tasks. These tools could include a data role tracking spreadsheet, README templates, code checklists for file reviewers, versioning procedures, and data publication guidelines. Each of these tools should be presented to the PI for approval. All of these tools should be organized, described, and stored in an open repository to allow other faculty and librarians to reproduce and adapt these procedures for their needs. The Open Science Framework is an excellent option for sharing these procedures as many research groups have already used it to manage their files and data (Roesch et al., 2016; Wyble et al., 2017).

Training and monitoring the success of the data management workflow represents a substantive time commitment from the librarian. However, most of the time commitment occurs in the early stages of the project when the workflow documents are created. Once the workflow guidelines and tools are in place, the librarian will need to meet with the group members to provide training and assistance. The training should include descriptions of the file organization, data/code cleaning procedures, data management roles, and how to navigate the documentation describing these aspects of the new workflow. To do so the librarian should attend group meetings and meet with students to answer questions. After the training the librarian will need to be available for questions and to address issues with the workflow, but should not have to commit a great deal of time to assisting the group. After six months to a year an assessment of the new data management workflow should be performed to evaluate the successes and failures of the program.

### 4 CONCLUSIONS

The importance of personal interaction in the implementation of data management workflows is extremely important. Creating workflows with library support should reduce barriers preventing PIs from taking full advantage of their data. Once in place these workflows should help faculty save a great deal of time, publish more papers, and increase the reproducibility and citation rates of their publications (Piwowar et al., 2007). Effective data management workflows could give early adopters a competitive edge that would motivate other faculty to follow suit, which could change the practices of entire departments and universities. This requires a large time commitment from university libraries, but this is one of the primary reasons why the data consultation model between librarians and research faculty is potentially so powerful. Libraries are permanent fixtures...
at all universities, containing professionals whose primary job is to make it easier for faculty and students to find and use information. Librarians do not cost extra money, evaluate students, or compete with faculty for publications or resources. This means that librarians could easily be viewed as research group members whose primary focus is making research more efficient.

From the perspective of an academic library, another advantage of this consultation model is that librarians can gain in-depth understandings of and build meaningful relationships with research groups over longer periods of time, while also fostering researchers’ competencies in data management practices. This is in direct contrast to the data management workshop model, which despite its popularity among academic libraries, frequently encounters issues related to both effectiveness and sustainability (Reed, 2013). Practices like these have been discussed widely by members of professional data and information science communities (Borycz & Carroll, 2018, 2020; Tenopir, Sandusky, Allard, & Birch, 2014), but funding often goes to the creation of new organizations rather than the training and development of people in long-standing professions at research institutions. In my view, refocusing an existing system is far faster, cheaper, and easier than creating a new one to address an old problem.

It may not seem like changing the nature of a few professional relationships could change the scientific community as a whole, but human behavior can be altered drastically just by making an existing task slightly easier. It is clear that open and organized data will be necessary to resolve many of the existing issues that plague the sciences. All that stands in the way are misaligned personal incentives (Curty et al., 2017; Y. Kim & Yoon, 2017; Tenopir et al., 2011, 2018, 2015). Changing these incentives will require a great deal of trust in the data management and sharing practices of colleagues. Librarians could help to build this trust as they are established members of the academic community with no competing research interests and expertise in information management. Providing quality, consistent, actionable data management support at universities is well within the scope of the mission of libraries, and once the value of this service is demonstrated researchers will be eager to participate.
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