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The lifetime of wire rope is crucial in industry manufacturing, mining, and so on. The damage can be detected by using appropriate nondestructive testing techniques or destructive tests by cutting the part. For broken wires classification problems, this work is aimed at improving the recognition accuracy. Facing the defects at the exterior of the rope, a novel method for recognition of broken wires is firstly developed based on magnetic and infrared information fusion. A denoising method, which is adopted for magnetic signal, is proposed for eliminating baseline signal and wave strand. An image segmentation method is employed for parting the defects of infrared images. Characteristic vectors are extracted from magnetic images and infrared images, then kernel extreme learning machine network is applied to implement recognition of broken wires. Experimental results show that the denoising method and image segmentation are effective and the information fusion can improve the classification accuracy, which can provide useful information for estimating the residual lifetime of wire rope.

1. Introduction

Wire ropes play an important role in many fields such as cranes, oil drilling rigs, elevators, and mine hoist. The safety of wire ropes is closely related to people’s life and resources loss as well as the normal operation of industry. Because of the complex structure of wire ropes and the diversity of application environment, it is difficult to evaluate the health of wire ropes in service [1, 2]. Thus, it is necessary to effectively and accurately perform the quantitative nondestructive testing (NDT) of wire rope by adopting proper methods.

At present, the NDT methods of wire rope include electromagnetic [3, 4], X-ray [5], acoustic [6–9], and optical [10] method [1]. X-ray apparatus has radioactive contamination; acoustic method detects wire rope by striking, which is simple but one-sided; CCD camera optical testing method can directly show the real defects through imaging, but it is susceptible to oil pollution; because of high sensitivity, high speed, and low cost, electromagnetic NDT method is widely used [11–14]. However, no single nondestructive testing technique can identify all kinds of defects. Infrared nondestructive testing does not contain dangerous radiation and has characteristic of noncontact; thus, it has widely applied in solving real problems in numerous areas [15]. In addition, its popular application areas contain building sector [16, 17], aeronautics and astronautics [18], chemical industry [19], food [20], cultural heritage [21], and so on. Munoz et al. [22, 23] determined heat source dissipation from infrared thermographic measurements based on the heat diffusion equation provided by thermodynamics principles and identified damage evolution in carbon fibre reinforced composites combing acoustic emission and infrared thermography.

Magnetic flux leakage (MFL) detection of wire rope mainly includes the forward calculation model of MFL detection, pretreatment of MFL signal, and inversion of defect [24]. For example, Yan et al. [25] employed a three-dimensional finite element method (FEM) to analyze MFL signals. This method provided theoretical guidance for detection signal analysis and hardware design. Based on the magnetic dipole model, Yang [2] created the leakage magnetic field analysis models of single wire fracture, surface broken wire, and internal broken wire of wire rope, which provided the theoretical basis for the quantitative analysis of wire rope. Zhao and Zhang [11, 12] made FEM on the distribution of...
magnetic flux leakage of typical broken wire defects in steel cables, and obtained the relationship between MFL and detection distance, damage size, and internal broken wire. In [13, 14], a magnetic dipole model was established to design the prototype, which provided a theoretical basis for the quantification of defects. Through the FEM model of wire rope and the FEM simulation under different broken wires, DU et al. [26] studied the influence of different broken wires on the safety coefficient of wire rope.

Because actual MFL detection signals are polluted by many noise sources, it is necessary to preprocess the signals in order to reconstruct the defects. Zhang et al. [27, 28] utilized wavelet based on compressed sensing to denoise the strand wave, but it restored a lot of noise; then, they combined the Hilbert-Huang Transform (HHT) and Compressed Sensing Wavelet Filtering (CSWF) to reduce various background noises. Zheng and Zhang [29] explored wavelet soft threshold to inhibit the noise; nevertheless, the denoising effect is poor. Then Zheng and Zhang [30] implemented Variational Mode Decomposition (VMD) and a wavelet transformation to remove noise from the raw MFL signals, which can effectively eliminate noise. Hong et al. [31] proposed an adaptive wavelet threshold denoising method based on a new threshold function, which achieved good denoising effect on the MFL signal of wire rope. To realize the visualization of defects, Zhao [13] utilized an adaptive notch filtering algorithm for suppressing wave noise.

To visualize and quantify defects and realize quantitative detection of broken wires, researchers need to implement defect inversion. In order to perform defect inversion, numerous scholars have used various methods. Through adopting the wavelet super-resolution reconstruction technique, the resolution of defect grayscale was improved in [28]. Zhang and Tan [33] proposed a super-resolution (SR) reconstruction method based on Tikhonov regular multi-frame, which can effectively remain image features of defects while the axial resolution was reduced and circumferential resolution was increased. In [28, 32], researchers implemented classification of defects by adopting back propagation (BP) neural networks. However, BP was easy to fall into local minimum, which can lead to problems such as network underfitting and insufficient generalization ability. Wan et al. [34] investigated the theory on optimal wavelet packet with the Least Squares Support Vector Machine (LS-SVM) to diagnose elevator faults, which was then validated by the experiment. Zheng and Zhang and Qin et al. [29, 35] took the Support Vector Machine (SVM) with a radial basis function classified to conduct the fault pattern recognition, whereas this method was not very effective.

The researchers [15, 36] investigated the failures of steel ropes and defect of ferromagnetic specimens by means of thermovision. In [15], since the measurements required extremely sensitive thermovision technology, the method can detect the tight of ropes at certain conditions. In [34], the researchers developed a new active thermography technique, which can detect the defect in ferromagnetic steel specimens. The fusion of infrared and other information is effective and widely used. Kee and Oh et al. [16] combined air-coupled impact-echo and infrared thermography. It can improve effectiveness of the individual test data. Data fusion of ground-penetrating radar and infrared thermography improved the accuracy of detecting defects [37]. The researchers [38] combined finite element analysis with experimental data from infrared thermography, which provided accurate means to assess quantitatively the size and position of thermal imperfections. According to these, it is demonstrated that data fusion is effective. In this paper, fused data based on infrared thermography and magnetic is utilized to detect the number of broken wires.

Electromagnetic NDT for wire rope is susceptible to hardware design and magnetic signal processing. In [13, 14], the location and number of sensors can affect the quality of acquisition signal. Insufficient quantity will lead to the serious loss of MFL signal, while dense placement of sensors can lead to serious signal interference, resulting in difficulty of noise reduction. Meanwhile, the small broken wire defect information may be drowned out by noise. However, thermal infrared is a visualization method, which can intuitively grasp the surface damage state of wire rope and be closer to the actual damage pattern than magnetic data. Meanwhile, it is without the shortcomings of magnetic detection method and it can make up for the loss of small defects in magnetic information. Thus, the combination of the two methods supply more information for the damage and can avoid the loss of defect information.

To improve classification accuracy of broken wires and provide a reference for evaluating the service life of wire rope, the combination of infrared information and magnetic information is put forward for the first time to perform quantitative identification of wire rope. To processing magnetic signal, an algorithm based on Wavelet Total Variation (WATV) is proposed to remove noise from the raw MFL signals. The noise from high-frequency magnetic leakage, baseline drift, and strand waves can be suppressed by the proposed algorithm. To separate defects from infrared images, an image processing method based on distance is presented. After extracting statistical texture, invariant moment characteristics, and color moment, a fusion method based on kernel extreme learning machine (KELM) of decision level fusion is proposed to combine magnetic and infrared information. Experiment results show that the information fusion based on magnetic and infrared can improve the recognition rate of broken wires.

In the next sections, the platform to get data, the processing for magnetic data, steps for extracting infrared information, and recognition for broken wires after information fusion will be introduced in turn. In this paper, major innovations are as follows: (1) the proposed denoising algorithm based on WATV can eliminate noise generated by channel imbalance, the structure of wire ropes, and so on; (2) an infrared image segmentation algorithm based on distance is presented; and (3) information fusion combined magnetic with infrared to perform classification is firstly adopted.

2. Related Knowledge

2.1. WATV Denoising. WATV denoising method can suppress pseudo-Gibbs oscillations and spurious noise spikes
by estimating all wavelet coefficients simultaneously via the minimization of a single objective function. The method is formulated as an optimization problem incorporating both wavelet sparsity and TV regularizer [39]. The wavelet coefficients are calculated by solving the optimization problem shown in formula (1). If \( a_j \) satisfies formula (2), \( F(w) \) is strictly convex.

\[
\hat{\omega} = \arg \min_{\omega} \left\{ F(\omega) = \frac{1}{2} \| Wy - \omega \|_2^2 + \sum_{j,k} \lambda_j \phi(\omega_{j,k}; a_j) + \beta \| D W^T \omega \|_1 \right\} \quad (1)
\]

W represents the wavelet transform; \( \omega_{j,k} \) is the scale and time indices, respectively. \( \lambda_j \) and \( \beta \) are the regularization parameters. The penalty term \( \| D W^T \omega \|_1 \) is the total variation of the signal estimate \( \hat{x} \); the function \( \phi(\cdot; a_j) \) is a non-convex sparsity-inducing penalty function with

\[
0 \leq a_j < \frac{1}{\lambda_j} \quad (2)
\]

Based on variable splitting and the alternating direction method of multipliers (ADMM), equation (1) can be expressed as a constrained problem:

\[
\arg \min_{\omega, u} \left( g_1(\omega) + g_2(u) \right) \text{ subject to } u = \omega \quad (3)
\]

\[
g_1(\omega) = \frac{1}{2} \| Wy - \omega \|_2^2 + \sum_{j,k} \lambda_j \phi(\omega_{j,k}; a_j) \quad (4)
\]

\[
g_2(u) = \beta \| D W^T u \|_1 \quad (5)
\]

The augmented Lagrangian is given by:

\[
L(\omega, u, \mu) = g_1(\omega) + g_2(u) + \frac{\mu}{2} \| u - \omega - d \|_2^2 \quad (6)
\]

where \( \mu > 0 \). As proven in [39, 40], an iteration algorithm which consists of three steps to solve (1) is obtained:

\[
\omega = \arg \min_{\omega} \left( g_1(\omega) + \frac{\mu}{2} \| u - \omega - d \|_2^2 \right) \quad (7)
\]

\[
= \arg \min_{u} \sum_{j,k} \left\{ 1 \right\} \left( \frac{1}{2} \left( p_{j,k} - \omega_{j,k} \right)^2 + \frac{\lambda_j}{\mu + 1} \phi(\omega_{j,k}; a_j) \right)
\]

where \( p = (Wy + \mu(u - d))/(\mu + 1) \)

\[
u = \arg \min_{u} \left( g_2(u) + \frac{\mu}{2} \| u - \omega - d \|_2^2 \right) \quad (8)
\]

\[
u = v + W(tvd(W^T v, \beta/\mu) - W^T v)
\]

where \( v = d + \omega, \) tvd is total variation denoising.

\[
d = d - (u - \omega) \quad (9)
\]

We initialize \( u = Wy \) and \( d = 0 \). The detailed solutions to (7) and (8) are given in [39]. The solution of equation (1) can be calculated by (7), (8), (9).

2.2. Bilateral Texture Filtering. The Bilateral Texture Filtering (BTF) effectively removes texture while preserving structure. The computation of guidance image via patch shift is the only additional step over the standard bilateral filter. How patch shift works is illustrated in detail in [41]. The BTF can be expressed as follows:

\[
\Delta (\Omega_q) = I_{\max}(\Omega_q) - I_{\min}(\Omega_q) \quad (10)
\]

\[
mRTV(\Omega_q) = \Delta(\Omega_q) \frac{\max_{r\in\Omega_q}(\partial I_r)}{\sum_{r\in\Omega_q}(\partial I_r)} + \varepsilon \quad (11)
\]

\[
\alpha_p = 2\left(\frac{1}{1 + \exp(-\sigma_a(mRTV(\Omega_p) - mRTV(\Omega_q)))} - 0.5\right) \quad (12)
\]

\[
G'_{p} = \alpha_p G_p + (1-\alpha_p)B_p \quad (13)
\]

where \( I_{\max}(\Omega_q) \) and \( I_{\min}(\Omega_q) \) are the maximum and the minimum image intensities in patch \( \Omega_q \) that is least likely to contain a prominent structure edge; \( \Omega_q \) is the center patch of average intensity for each pixel \( p \); \( B_p \) is the average image intensity; \( G_p \) represents the texture signal that is obtained by copying \( B_{q} \) at \( q \) that has the smallest \( \Delta(\Omega_q) \) in the neighborhood of \( p(B_q) \) is the average intensity in \( \Omega_q \); \( \sigma_a \) controls the sharpness of the weight transition from edges to smooth/texture regions; \( G'_{p} \) is the modified guidance image.

2.3. Kernel Extreme Learning Machine. KELM is formulated by applying Mercer’s condition to ELM (extreme learning machine) [42]. It has great generalization and stability. KELM is a single-layer feed forward neural network. The hidden layer output matrix \( H \) with \( L \) hidden neurons is:

\[
H = \begin{bmatrix}
h(w_{1}^T x_1 + b_1) & h(w_{1}^T x_1 + b_2) & \cdots & h(w_{1}^T x_1 + b_L) \\
\vdots & \vdots & \ddots & \vdots \\
h(w_{L}^T x_N + b_1) & h(w_{L}^T x_N + b_2) & \cdots & h(w_{L}^T x_N + b_L)
\end{bmatrix} \quad (14)
\]

where \( h(\cdot) \) is the activation function of hidden layer, \( W = [w_{1}, w_{2}, \cdots, w_{L}] \in \mathbb{R}^{d \times L} \) and \( B = [b_1, b_2, \cdots, b_L]^T \in \mathbb{R}^L \) are the input weights and biases between randomly generated input layers and hidden layers, respectively. \( X = [x_1, x_2, \cdots, x_N] \in \mathbb{R}^{d \times N} \) denotes a set of samples with label \( T = [t_1, t_2, \cdots, t_N] \in \mathbb{R}^{1 \times N} \). The classification problem for the proposed constrained-optimization-based ELM with a single output node can be formulated as [42, 43]:
\[
\min \left( \frac{\| \beta \|^2}{2} + \frac{C}{2} \sum_{i=1}^{N} \| e_i \|^2 \right) \quad \text{subject to} \quad h(x_i) \beta = y_i, \quad i = 1, \ldots, N \Rightarrow H \beta = T - \xi^T
\]

where \( \beta \in \mathbb{R}^{k \times 1} \) is the output weight of hidden layer and output layer, \( \xi = [\xi_1, \xi_2, \ldots, \xi_L] \) is the prediction error matrix of training data, and \( C \) is a penalty factor. The output function of the ELM classifier is:

\[
f(x) = h(x)\beta' = h(x)H^T \left( H^TH + \frac{I_{kxk}}{C} \right)^{-1} T
\]

Then, the output of KELM is

\[
f(x) = h(x)\beta' = h(x)H^T \left( H^TH + \frac{I_{knk}}{C} \right)^{-1} T
\]

where \( \Omega = HH^T \in R^{N \times N} \), \( \Omega_{kj} = h(x_i)h(x_j)^T = k(x_i, x_j) \), and \( k(\cdot) \) is the kernel function.

3. Experiments

In this part, through processing and fusing magnetic signal and infrared image, the classification for six kinds of broken wires is implemented. In this experiment, the number of broken wires is one, two, three, four, five, and seven. Many wires are wound into a strand, then it is wound into a wire rope. The damage of the wire rope is related to the geometry and winding mode of the wire rope [1, 2, 13]. As shown in Figure 1, the structure of the wire rope is 6 × 36 with a diameter of 28 mm. The length of the wire ropes is 6.5 m. The specimens used are 185, where the number of training samples is 139 and testing number is 46. The number of broken wires is from 1 to 5 and 7 wires, where the number of every samples set of broken wires is 30, 30, 32, 34, 35, and 34. The width of samples contains 2 mm, 5 mm, and 1.5 cm. The depth of defects is 1 mm. The type of defect is shown in Figure 2.

To implement the recognition of broken wires, the processing steps are shown in Figure 3.

3.1. Data Collection. When there is no defect on wire rope and materials of the wire rope are uniform and identical, the magnetic flux through the cross-section of the wire rope should be equal in the axial direction. If there is a defect, the permeability at the defect becomes smaller, the magnetic field only passes through the air field and then returns to the inside of the wire rope; thus, magnetic leakage on surface is formed [12–14]. According to this principle, a magnetic flux leakage detection device is designed. Data collection contains magnetic signal acquisition and thermal infrared image acquisition. The specific devices and collecting procedures are as follows: the magnetic data acquisition device adopted contains Unsaturated Magnetic Excitation (UME) source, an array of 18 Giant Magnetoresistance (GMR) sensors, data acquisition unit, data storage, and control system [33].

As shown in Figure 4, data collection steps are as follows: After loading unsaturated magnetic field on wire rope, the weak MFL signal can be obtained through equal-space sampling. As the acquisition system moves along the axial direction of the wire rope, the photoelectric encoder produces the pulses. Then, the control system collects the defect information from 18 channels according to pulses. And the final magnetic data is stored in the SD card.

Because the rate of infrared radiation from defect location is different from that from nondefect location, the damage of wire rope can be detected. Infrared information acquisition system, as shown in Figure 5(a), includes heating unit and data collection. The heating unit is composed of the metal tube and tight wires. The metal tube is 40 mm in diameter and 20 cm in length. Wire is adopted to heat the metal tube. Infrared thermography is adopted to capture the images of defect information. The angle of camera should be adjusted according to the location of the defects to maintain the distance between the defect and the camera lens constant.

The camera we adopted is thermal imager FLUKE TIX 660. The thermal resolution of the infrared camera is -20°C to 1200°C. The distance between wire rope and camera is 35 ± 2 cm. The specific processes are as follows: after the wire is energized, the wire rope temperature rises by heating the metal tube. When the temperature of fault is maintained at about 40 ± 2°C, the defect images are taken by the infrared camera. Single images are acquired through the device shown in Figure 5(a). After installing the thermal infrared camera on the tripod, the defective part is heated, and the images of wire rope surface defect are obtained by panning the tripod. The focus of the image is formed by centering the defect and fixing the distance between the defect and the camera. The captured raw infrared picture is shown in Figure 5(b). (The defect is marked by a box.)

3.2. Data Processing. The data analysis covers processes for magnetic data and infrared image, which involves signal processing and image processing. Filtering signal noise and damage visualization are the main procedures for magnetic information analysis. For managing infrared images, texture filtering and defect segmentation are adopted.
3.2.1. Magnetic Data Processing. Using the system mentioned in Figure 4, raw UME signals can be obtained. As shown in Figure 6. Raw UME signals including incoherent baseline caused by channel imbalance, system noise, and strand wave noise produced by structure of wire rope should be filtered out to obtain pure defects information.

The algorithm based on WATV is employed to inhibit the noise. The data from each channel need to be processed as follows:

1. Note that $y_i (i = 1 \sim 18)$ is the each channel data. Select $y_i$ and apply WATV to it:
(i) Initialize $u = W_y$ by wavelet transform, $d = 0$, and $a_j = 1/\lambda_j$.

(ii) Calculate $p = (Wy + \mu(u - d))/(\mu + 1)$. Update $\omega$ according to formulation (7), (8), (9) until reaching the number of iterations (the number is set to 10 to remove baseline drift).

(iii) Retain the wavelet scale containing defect information and set others to zero.

(iv) Then signal $x$ is reconstructed by inverse wavelet transform: $x = W^T\omega$.

(2) Get the denoised signal $x'$ after repeating step 1 for three times to ensure the effect of noise reduction and not excessive noise reduction. Let $x'$ as the input signal and repeat i and ii. Use wavelet soft threshold on the wavelet coefficients at different scales:

(i) Select 5 db wavelet to decompose it into eight layers

(ii) The coefficients of different scales should be quantified by soft threshold

(iii) Reconstruct the wavelet coefficients

(3) Take a small strand wave of 460. Judge the signal segment in the whole signal similar to the selected wave and set the similar band to zero (if the amplitude difference of signal with the same length as the select strand wave is less than 5, then set the signal to zero.)
(4) Remove channels that do not contain defect information

(5) The noise reduction data can be obtained by superposing the processed signals

The single channel data processed by the above algorithm is shown in Figure 7. Through adopting the above algorithm, the baseline, system noise, and strand wave are removed so that the defects information are clearer. Figure 8 shows the filtered 3D data graph.

To visualize the defects, the images of flaws are presented by utilizing gray level normalization, circumferential interpolation, defect location, and segmentation.

To eliminate the effect of uneven excitation on wire ropes and convert all the data with a uniform standard, normalization is necessary. Normalization is the basis of data visualization; hence, equation (18) is adopted to stretch the defects between 0-255.

\[
IM_N(j, q) = 255 \times \left( \frac{IM(j, q)}{700} + 0.5 \right) \quad (18)
\]

\(IM_N(j, q)\) and \(IM(j, q)\) are the normalized data and raw data, respectively; \(q\) is the number of sensor channel and \(j\) is the length of signal. The data after normalizing is shown in Figure 9.

Because circumferential data is acquired from 18 sensor channels, circumferential resolution is much lower than the axial one. The pixel count in circumferential is 18; however, the pixel count in axial is more than ten thousand. Three spline interpolations is employed to enhance the circumferential resolution, which increases the pixel count from 18 to 300. In addition, the procedure contributes to realize the visualization of defect images. The schematic of data after interpolations is shown in Figure 10. Then, we obtain gray image of leakage magnetic by converting the double data to unit 8. Figure 11 shows the grayscale image of a wire rope’s leakage magnetic field.

Inspired by [30], the defects are located and segmented using the modulus maximum method. The flaws are divided into images of resolution with 300 * 300.

3.2.2. Infrared Image Processing. Infrared images can be obtained using the device as shown in Figure 5. To achieve defect segmentation, the following rules is used to convert the color image to a grayscale image:

\[
IM_{\text{gray}} = IM_R \times 0.114 + IM_G \times 0.229 + IM_B \times 0.587 \quad (19)
\]

where \(IM_{\text{gray}}\) is the gray picture; \(IM_R\), \(IM_G\), and \(IM_B\) denote the red layer, green layer, and blue layer of the color image, respectively. The parameters in equation (19) are selected according to the amount of defect information. The
transformed photograph of infrared image with $640 \times 480$ is shown in Figure 12.

BTF is utilized to implement texture filtering, which can remove the fine grain of wire rope. The specific algorithm is as follows:

1. Compute $B$, the average image of $IM_{gray}$, by applying $k \times k$ box kernel representing a patch
2. For each pixel $p \in IM_{gray}$, calculate $mRTV$ by equations (10) and (11) and the total range $\Delta(\Omega_p)$ in formulation (10).
3. Acquire the guidance image $G$ via patch shift on each pixel. Find $q \in \Omega_p$ with minimum $mRTV_q$, then copy $B_q$ to $G_p$
4. Compute $\alpha$ by using equation (12) for each pixel
5. Obtain $G' = \alpha G + (1-\alpha)B$
6. Obtain filtered image $J$ using $G'$ as guidance

BTF can filter out texture contained in the infrared image of wire rope. The filtered infrared image is shown in Figure 13.

The image after texture filtering also exists strand wave, which makes trouble for feature extraction. The distances between strand waves are fixed according to the structure of wire rope, and the defects are located between strand waves. Therefore, an algorithm based on distance is proposed to part the damage. The algorithm can be described as follows:

1. After binarization of image $J$, locate the maximum and minimum values of the row and column with pixel value of 1 in the image, respectively. Then the image $B$, as shown in Figure 13, is obtained: $B = J(l_{min} : l_{max} , c_{min} : c_{max})$ ($l_{min}$ and $l_{max}$ are the maximum and minimum of line; $c_{min}$ and $c_{max}$ are the maximum and minimum of column).

3.3. Data Fusion. In this section, the decision level fusion based on KELM is adopted to implement data fusion. After image preprocessing, appropriate features are extracted. All features are mixed together and uniformly normalized; then, information acquisition, fusion, and decision-making are performed through KELM neural network. The procedures of data fusion are shown in Figure 16.

3.3.1. Feature Extraction. The defect images from UME and infrared have high dimension, which will reduce the speed of classification. Redundancy between features can also be disastrous for networks. Thus, it is necessary to employ
proper features to implement recognition. Tan and Zhang [33] had proven that average contrast, third-order moment, conformance, and entropy were more sensitive than other texture features and odd order invariant moments were more sensitive than other moments. Thus, in this experiment, a part of statistical texture features and odd order invariant moments from the magnetic images and the color moments and areas from the infrared images are selected.

Texture features involving smoothness, roughness, and regularity are an important method to describe the images, which contain average brightness, standard deviation, third moment, measure (smoothness), conformance, and entropy. Histogram is core in describing image texture, let $z$ denote a random variable of gray level and $p(z_i), i = 0, 1, 2, \cdots, L - 1$ is the histogram, the $n$-th moment of the mean is:

$$
\mu_n = \sum_{i=0}^{L-1} (z_i - m)^n p(z_i)
$$

(21)

$m$ is the average brightness:

$$
m = \sum_{i=0}^{L-1} z_i p(z_i)
$$

(22)
The standard deviation is:

\[ \sigma = \sqrt{\mu_2(z)} = \sqrt{\sigma^2} \quad (23) \]

It reflects the average change in the image \[33\]. The normalized measure is defined as:

\[ R(z) = 1 - \frac{1}{1 + \sigma^2(z)} \quad (24) \]

which is a descriptor of relative smoothness. The third moment is a measure of histogram skewness, which is defined as:

\[ \mu_3(z) = \sum_{i=0}^{L-1} (z_i - m)^3 p(z_i) \quad (25) \]

it reflects how symmetric the histograms are, and its positive and negative values reflect whether they lean to the left or right.

Conformance is defined as:

\[ U(z) = \sum_{i=0}^{L-1} p^3(z_i) \quad (26) \]

\[ U \] has maximum value for all images with the same grayscale. The average entropy is:

\[ e(z) = -\sum_{i=0}^{L-1} p(z_i) \log_2 p(z_i) \quad (27) \]

it is a measure of variability and reflects the degree of randomness in the gray-level values. Its value is a variable and the value is zero if the image is constant.

Invariant moment groups are based on the statistical analysis of image gray distribution. They are constant for translation, scaling, and rotation, which can describe the features of defects. Given an image \( f(x, y) \), which size is \( M \times N \), the odd order invariant moments are:

\[ M_1 = u_{00} + u_{02} \]

\[ M_3 = (u_{30} - 3u_{12})^2 + (3u_{21} + u_{03})^2 \]

\[ M_5 = (u_{50} - 3u_{32}) + (u_{30} + u_{12})^2 - 3(u_{21} + u_{03})^2 + (3u_{21} - u_{03})^2 \]

\[ M_7 = (u_{70} - 3u_{52}) + (u_{50} + u_{12})^2 - 3(u_{21} - u_{03})^2 + (3u_{21} - u_{03})^2 \]

\[ M_9 = (u_{90} - 3u_{72}) + (u_{70} + u_{12})^2 - 3(u_{21} + u_{03})^2 + (3u_{21} + u_{03})^2 \]

where \( u_{pq} \) is central moments:

\[ u_{pq} = \sum_{x} \sum_{y} (x - \bar{x})^p(y - \bar{y})^q f(x, y) \quad (29) \]

\( \bar{x} \) and \( \bar{y} \) are the center of gravity of image: \( \bar{x} = m_{10}/m_{00}, \)

and \( \bar{y} = m_{01}/m_{00} \); \( m_{pq} \) is the \( (p + q) \) order moment, which is defined as:

\[ m_{pq} = \sum_{x} \sum_{y} x^p y^q f(x, y) \quad (30) \]

The area of the infrared image is defined as the size of the image captured by the proposed algorithm based on distance:

\[ A = L \times W \quad (31) \]

\( L \) is the length of image, \( W \) is the width of image.

The color moment is the important feature of color images whose color space is not quantified, and the feature vector dimension is low [29]. The three color moments per color component are defined as:

\[ \mu = \frac{1}{N} \sum_{j=1}^{N} p_j \]

\[ \sigma = \left( \frac{1}{N} \sum_{j=1}^{N} (p_j - \mu)^2 \right)^{1/2} \quad (32) \]

\[ s = \left( \frac{1}{N} \sum_{j=1}^{N} (p_j - \mu)^3 \right)^{1/3} \]

\( p_j \) is the \( j \)-th pixel, \( N \) is the number of the pixel. We extract three color moments of R, G, and B channels as part of the infrared features.

When completing classification via magnetic features only, a part of statistical texture features and odd order invariant moments is adopted. If the magnetic and infrared information are combined to classify the broken wires, we added the color moments and area of infrared images as features.

3.3.2. Fusion Based on KELM. Infrared data is closer to the actual damage pattern than magnetic data and provides more color information; however, different sizes of same broken wires may lead to low accuracy. Magnetic data with the same broken wires has similar visual image. Thus, the combination of the two methods can supply more information for the damage and improve the classification accuracy.

The decision level fusion is the highest level of fusion, is directly aimed at specific decision targets, and makes full use of the initial decision of each image [44]. Neural network method is employed to fuse information. After pretreating the data from different sensors and making an initial judgment, the decision of different information should be processed; then, the final result is obtained by decision level fusion [44].

The magnetic features and infrared features are put in a matrix; then, the features are normalized to the range of 1 to -1, which can increase the convergence speed of the network and make preparation for data fusion. The label of the sample is a preliminary judgment on the target. The samples
with label are the input of KELM. The hidden layer output can be calculated through the input weights and biases in formula (14), and the result is a kernel matrix. The output of KELM can be calculated through formula (16). The weight is obtained by the kernel function. And the data preliminary decision is implemented by feature mapping of neural network, data learning, and weight determination. Then, the fusion is implemented by comparing output of the neural network and target label. The specific classification results are described in Section 3.4.

3.3.3. Research on Sample Size and Fusion Result. BP neural network [28, 29, 32], radial basis function (RBF) algorithm [27], k-nearest neighbor (KNN) [30], and KELM are applied to three models. Table 1 shows the results of fusion for each method under different models. The results in Table 1 are obtained from the average of 20 random experiments.

In Table 1, the parameters of each network are numbers of hidden layer node in BP network is 30, the spread in RBF is 0.01, k in KNN is 6, the penalty coefficient, and kernel parameter in KELM are 100 and 0.01. The number of samples is 185. According to [25, 26, 28], three models are set to research the relationship between the number of training samples and the quality of the result. The number of training sample set corresponding to model 1 is 92. The number of training sample set corresponding to model 2 is 122. The number of training sample set corresponding to model 3 is 139.

Through Table 1, it is demonstrated that as the number of test samples increases, the quality of the results gets better. When selecting model 2 to present the speed of classifiers, the result of fusion speed is as shown in Table 2. In Table 1, the fusion results of RBF and KELM are better than BP and KNN. Meanwhile, fusion speed of KELM shown in Table 2 is the best. Thus, through analyzing the result in Tables 1 and 2, it is obvious that KELM is reliable. The research for the performance of recognition algorithms and classification results will be presented in the next section.

3.4. Classification Results. In this part, the classification results are presented using different recognition algorithms. KELM has advantages of high running speed and good generalization, we adopted it to implement the recognition of 6 classes of broken wires. In this section, the defects by magnetic information, infrared data, and combination of the magnetic and infrared information are classified, respectively, which proves that the information fusion is more effective. For KELM, the penalty coefficient C and kernel parameter σ are adjusted from the set C = {1, 100, 10000} and σ = {0.001, 0.01, 0.1}. The KELM network is trained by a set of 139 randomly selected specimens, and the others are the testing samples.

For UME, the average of two error accuracy of 20 random train/test splits with different parameters are reported in Table 3. Different parameters will lead to different identification accuracy. When σ = 0.1 and C = 100, the recognition accuracy rate is the highest; however, the average training accuracy is only 82.3%. The average training accuracy reaches 96.7% and the recognition accuracy is 91.2% when

| Table 1: Fusion result of several neural network algorithms. |
|-----------------|---------|---------|---------|---------|
| Model            | BP   | RBF   | KNN   | KELM   |
| Model 1          | 96.8%| 94.6% | 96.7% | 97.8%  |
| Model 2          | 96.8%| 95.2% | 96.8% | 98.4%  |
| Model 3          | 97.8%| 97.8% | 95.8% | 100.0% |

| Table 2: Running time for four neural network algorithms (s). |
|-----------------|---------|---------|---------|
| Time (s)        | BP     | RBF    | KNN    |
| Magnetic data   | 79.60  | 0.17   | 0.02   |
| Fused data      | 4.00   | 0.15   | 0.03   | 0.02   |

σ = 0.01 and C = 100. Table 3 presents the average of two error recognition accuracy of 20 randomly generated train/test splits based on the fusion of magnetic and infrared. When the training accuracy is higher than 90%, the highest accuracy is 98.4%.

Figure 17 shows the absolute error distribution of one group testing result when σ = 0.01 and C = 100. The training accuracy of two methods are all higher than 90%. When the magnetic information only exists in the network, the maximum error is 5. When the infrared information only exists in the network, the maximum error is also 5. And the most errors are concentrated in one and two broken wires. However, when the fusion features contain in the network, the maximum error is 2, and the recognition accuracy is higher. It is obvious that there are fewer errors using the fused features than that adopting magnetic features only and infrared only. Therefore, these testing results demonstrate that the fusion of magnetic and infrared not only is feasible but also can improve the recognition accuracy of broken wires.

Several recognition algorithms are applied to the MFL data: BP neural network [28, 29, 32], RBF algorithm [27], and KNN algorithm [30]. The data for recognition is the same as that used in the KELM network. Tables 4–6 show the recognition results for each method when the limiting error is 2 wires.

From Tables 3–6, it is obvious that the fused data yielded much better classification results than magnetic data. In this paper, neural networks are considered reliable when the training accuracy is higher than 90%. (Note that KNN has no training process and the algorithm finds k samples in the training set closest to the test sample based on a distance measurement [30, 45].) Therefore, the highest recognition rates are presented in Table 7. Table 7 presents the best results of four classifiers using only magnetic data, infrared data, and fused data. It is obvious that the result for fused data is higher than magnetic and infrared.

4. Conclusions and Discussions

In this report, the algorithm based on WATV has been proposed to suppress the noise from UME, which can eliminate the baseline signal and other noises successfully. Then an image processing algorithm based on distance was proposed, through which the damages in infrared images were
Table 3: Performance of the designed KELM network under different parameter settings.

| Accuracy | $\sigma = 0.001$ | $\sigma = 0.001$ | $\sigma = 0.01$ | $\sigma = 0.01$ | $\sigma = 0.1$ | $\sigma = 0.1$ | $\sigma = 0.1$ |
|----------|------------------|------------------|------------------|------------------|-----------------|-----------------|-----------------|
| Magnetic data | 87.9% | 87.6% | 91.2% | 91.2% | 90.0% | 91.4% | 92.2% | 87.8% |
| Infrared data | 81.1% | 81.3% | 82.0% | 81.7% | 81.7% | 82.8% | 92.7% | 82.3% |
| Fused data | 98.0% | 97.9% | 98.8% | 98.4% | 98.4% | 98.9% | 98.9% | 98.0% |

Figure 17: Recognition distribution of error: (a) distribution of error when the magnetic features are only contained; (b) distribution of error when the infrared features are only contained; (c) distribution of error when the magnetic and infrared are fused.

Table 4: Recognition accuracy for different numbers of hidden layer node in BP network.

| Accuracy | $N = 15$ | $N = 17$ | $N = 20$ | $N = 21$ | $N = 24$ | $N = 25$ | $N = 27$ | $N = 30$ |
|----------|---------|---------|---------|---------|---------|---------|---------|---------|
| Magnetic data | 82.7% | 82.0% | 84.4% | 84.7% | 84.6% | 86.0% | 85.0% |
| Infrared data | 82.3% | 82.7% | 84.0% | 84.8% | 82.4% | 82.3% | 82.3% |
| Fused data | 97.0% | 96.6% | 97.9% | 97.1% | 97.4% | 97.4% | 97.7% |

Table 5: Performance of the various RBF classification networks ($S$ is spread).

| Accuracy | $S = 0.008$ | $S = 0.009$ | $S = 0.01$ | $S = 0.03$ | $S = 0.05$ | $S = 0.1$ | $S = 0.12$ | $S = 0.15$ |
|----------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Magnetic data | 87.7% | 87.8% | 91.3% | 91.0% | 89.6% | 88.7% | 87.3% |
| Infrared data | 78.2% | 78.3% | 80.0% | 81.3% | 82.3% | 82.0% | 81.4% | 81.6% |
| Fused data | 97.2% | 97.0% | 97.5% | 98.9% | 98.7% | 97.5% | 97.3% | 96.6% |
successfully parted. Then, the sensitive features to fuse magnetic and infrared information were selected. The recognition accuracies for the two ways under different experimental settings were reported. A number of experimental results has clearly demonstrated that the information fusion based on magnetic and infrared outperform magnetic only based classification.

The research promotes recognition rate of broken wires and makes contributions to estimating the residual lifetime of wire rope. The two information can overcome the loss of small defects in magnetic signal noise reduction. The system utilized have good performance facing the defects at the exterior of the rope. However, the thermal infrared acquisition system needs to be perfected to realize the image information acquisition of the whole wire rope. Furthermore, we have not been able to create defects inside of the wire rope. We will simulate the situation when the defect is inside the wire rope through analysis in future work. Meanwhile, efficient noise reduction algorithm is also one of the focuses of future research.

**Data Availability**

The data used to support the findings of this study are included within the article.

**Conflicts of Interest**

The authors declare that there is no conflict of interest regarding the publication of this paper.
[19] D. Mohanty, E. Hockaday, J. Li, D. K. Hensley, C. Daniel, and D. L. Wood III, "Effect of electrode manufacturing defects on electrochemical performance of lithium-ion batteries: cognizance of the battery failure sources," Journal of Power Sources, vol. 312, pp. 70–79, 2016.

[20] A. López-Maestresalas, J. C. Keresztes, M. Goodarzi, S. Arazuri, C. Jarén, and W. Saesy, "Non-destructive detection of blackspot in potatoes by Vis-NIR and SWIR hyperspectral imaging," Food Control, vol. 70, pp. 229–241, 2016.

[21] F. Mercuri, C. Cicero, N. Orazi, S. Paoloni, M. Marinelli, and U. Zammit, "Infrared thermography applied to the study of cultural heritage," International Journal of Thermophysics, vol. 36, no. 5-6, pp. 1189–1194, 2015.

[22] V. Munoz, B. Vales, M. Perrin et al., "Damage detection in CFRP by coupling acoustic emission and infrared thermography," Composites Part B: Engineering, vol. 85, pp. 68–75, 2015.

[23] B. Vales, V. Munoz, H. Welemane et al., "Heat source estimation in anisotropic materials," Composite Structures, vol. 136, pp. 287–296, 2016.

[24] C. L. Wang, Z. L. Chen, and X. L. Ma, Visualization technology of defect in magnetic fluid leak testing. National Defense Industry Press, Beijing, China, 2014.

[25] X. Yan, D. Zhang, S. Pan, E. Zhang, and W. Gao, "Online non-destructive testing for fine steel wire rope in electromagnetic interference environment," NDT & E International, vol. 92, pp. 75–81, 2017.

[26] M. B. Du Wenzheng, X. Zheng, C. Dazhi, and W. Peng, "Finite element analysis on the wire breaking rule of 1×71WS steel wire rope," International Conference on Mechanical, Aeronautical and Automotive Engineering, vol. 108, article 01002, 2017.

[27] J. W. Zhang, X. J. Tan, and P. B. Zheng, "Non-destructive detection of wire rope discontinuities from residual magnetic field images using the Hilbert-Huang transform and compressed sensing," Sensors, vol. 17, no. 3, p. 608, 2017.

[28] J. W. Zhang and X. J. Tan, "Quantitative inspection of remanence of broken wire rope based on compressed sensing," Sensors, vol. 16, no. 9, article 1366, 2016.

[29] P. B. Zheng and J. W. Zhang, "Quantitative nondestructive testing of wire rope based on pseudo-color image enhancement technology," Nondestructive Testing and Evaluation, vol. 34, no. 3, pp. 221–242, 2019.

[30] P. B. Zheng and J. W. Zhang, "Application of variational mode decomposition and k-nearest neighbor algorithm in the quantitative nondestructive testing of wire ropes," Shock and Vibration, vol. 2019, Article ID 9828536, 14 pages, 2019.

[31] H. Y. Wang, J. Tian, and J. Y. Meng, "Study on the adaptive wavelet threshold denoising method for coal mine hoisting wire rope signals based on novel thresholding function," Insight - Non-Destructive Testing and Condition Monitoring, vol. 60, no. 2, pp. 99–103, 2018.

[32] J. W. Zhang, P. B. Zheng, and X. J. Tan, "Recognition of broken wire rope based on remanence using EEMD and wavelet methods," Sensors, vol. 18, no. 4, article 1110, 2018.

[33] X. J. Tan and J. W. Zhang, "Evaluation of composite wire ropes using unsaturated magnetic excitation and reconstruction image with super-resolution," Applied Science, vol. 8, no. 5, p. 767, 2018.

[34] Z. Wan, S. Yi, K. Li et al., "Diagnosis of elevator faults with LS-SVM based on optimization by K-CV," Journal of Electrical and Computer Engineering, vol. 2015, Article ID 935038, 8 pages, 2015.

[35] Y. N. Qin, G. H. Gao, M. J. Lian, and Y. Liu, "Wire rope fault diagnosis based on wavelet analysis and support vector machine (SVM)," Advanced Materials Research, vol. 971-973, pp. 1396–1399, 2014.

[36] B. B. Lahiri, S. Bagavathiapan, C. Soumny et al., "Infrared thermography based defect detection in ferromagnetic specimens using a low frequency alternating magnetic field," Infrared Physics & Technology, vol. 64, pp. 125–133, 2014.

[37] O. Moselhi, M. Ahmed, and A. Bhowmick, "Multisensor data fusion for bridge condition assessment," Journal of Performance of Constructed Facilities, vol. 31, no. 4, 2017.

[38] F. Gallay, M. Richou, N. Vignal et al., "Quantitative thermal imperfection delamination using non-destructive infrared thermography on an advanced DEMO divertor concept," Physica Scripta, vol. T170, article 014015, 2017.

[39] Y. Ding and I. W. Selesnick, "Artifact-free wavelet denoising: non-convex sparse regularization, convex optimization," IEEE Signal Processing Letters, vol. 22, no. 9, pp. 1364–1368, 2015.

[40] J. Eckstein and D. Bertsekas, "On the Douglas–Rachford splitting method and the proximal point algorithm for maximal monotone operators," Mathematical Programming, vol. 55, no. 1-3, pp. 293–318, 1992.

[41] H. Cho, H. Lee, H. Kang, and S. Lee, "Bilateral texture filtering," ACM Transactions on Graphics, vol. 33, no. 4, pp. 1–8, 2014.

[42] L. Zhang, D. Zhang, and F. Tian, "SVM and ELM: who wins? Object recognition with deep convolutional features from imagenet," Proceedings of ELM-2015 Volume I, J. Cao, K. Mao, J. Wu, and A. Lendasse, Eds., pp. 249–263, Springer, Cham, 2016.

[43] Q. He, X. Jin, C. Du, F. Zhuang, and Z. Shi, "Clustering in extreme learning machine feature space," Neurocomputing, vol. 128, pp. 88–95, 2012.

[44] C. Z. Han, H. Y. Zhu, and Z. S. Duan, Multi-source information fusion, Tsinghua University Press, Beijing, China, 2010.

[45] Z. H. Zhou, Machine Learning, Tsinghua University Press, Beijing, China, 2016.