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Abstract: Cloud computing hastens technology driven innovation by taking advantage of the speed, the cost-effectiveness, the efficiency and the security that such applications offer. By using cloud computing, public organizations can exploit the economies of scale and innovate both efficiently and rapidly. The present study focuses on the factors influencing the adoption of a new technological application within the procedures of change management. It examines the willingness to adopt cloud computing for the case of administrative employees in a higher education institute working environment. A prediction model explores a Ubiquitous cloud computing adoption system (USAS), utilizing the theory of technology acceptance model (TAM) and resulting that end users are welcoming the adoption of the cloud computing. Policy makers should move towards empowering the stakeholders with e-skills to stimulate technology driven innovation, resulting in improvements in effectiveness and efficiency, in the creation of new jobs and in the promotion of sustainable development practices.
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1. Introduction

One of the recently emerged technological evolutions is cloud computing. It allows for organizations to have access to computing resources hosted by third parties through the Internet or Web servers (the ‘cloud’) [1] and benefit instead of building or expanding their own IT infrastructures. Cloud computing offers organizations the opportunity to adopt information technologies (ITs) that could not otherwise afford due to high cost [2]. It also allows for accessibility to data, quick processing, easy transfer and storage of digital resources regardless of location, time, borders and geographical distances [3,4]. Cloud computing services emphasize on providing low cost or free applications through the Internet.

To date, research mostly focused on the adoption of cloud computing by organizations through the technology–organization–environment (TOE) model, by studying the underlying factors of the organizational settings [5–7]. Very few studies have explored the factors that influence the adoption
of cloud computing by specifically concentrating on the end users [2,7,8]. The end users are approaching cloud computing as professionals/employees or individually for private use. Sharma, et al. [2] and Yang, et al. [9] have examined the employee’s perceptions of using cloud computing at a public sector working environment. This subject requires attention since users’ perceptions may influence and motivate the implementation of cloud computing in an organization. The adoption procedure of cloud computing may fail if end users within the organization resist to or sabotage the adoption of this new technology. To understand the factors that influence end user’s adoption, the methodology of technology acceptance model (TAM) is used. TAM explains user’s intention to use the technology [10–12].

Through the TAM model, Davis [11] applies the constructs of perceived ease of use (PEOU) and perceived usefulness (PU) as beliefs capable to predict future behavior of the users. Some researchers propose the extension of this research model by adding more variables that may influence users’ behavioral intention to adopt the cloud computing [2]. In addition, information system researchers have proposed the use of predictive analytics instead of explanatory statistical analysis to build and test the theory [13–15].

Public sector globally has delayed in adopting cloud computing compared to the private sector. Some of the hurdles that public sector organizations incur is the lack of in-house expertise on Information Technologies (ITs), the lack of trust in the technology or the providers, the absence until recently of regulatory authorities and the lack of willingness to change the currently used procedures [16,17]. The cloud computing situation in EU-28 is illustrated in Figure 1, according to Eurostat data [18]. This figure shows a rising trend in cloud computing usage between 2014–2018 for all countries. Nowadays, almost one out of four enterprises in Europe (with Internet access and > 10 employees) uses cloud computing. Greece falls back in cloud services diffusion, where only 13% of the surveyed companies used cloud computing. One of the prevailing characteristics of Greek economy is that it consists of a business network where 95% of businesses are small and medium-sized enterprises (SMEs) that have less than 10 employees, so authors assumed that these enterprises were not surveyed [19].
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**Figure 1.** cloud computing Usage in EU-28 enterprises (created by the authors according to Eurostat [18]).

The economic crisis and the problems caused in the global financial system affected, among others, the operations of educational establishments, with governments spending less money than before to invest in upgrading them [20]. The rapid development of technology demands continuous upgrades on hardware and software programs and creates pressure to educational institution budgets to keep up with digital technologies. Cloud computing seems to be the opportunity for the educational system to invest on the new way of delivering computing services and benefit from the
flexibility of “paying as you go” cost structure. Furthermore, strategic alliances between private firms and education institutes under the concept of open innovation offer significant benefits for all parties involved. One of the main characteristics of cloud computing are the significant cost advantages on IT expenditures and the simplification and convenience of the way computer related services are delivered, since cloud computing services can be accessed by less powerful devices, such as smartphones or notebooks [21,22]. Document sharing and editing at the same time by different employees (for example via Office 365 platform) enhances elaboration and efficiency of administrative staff [22]. cloud computing permits the reduction in administrative overheads and reduced resource management costs [23]. The research of the Washington State University’s School of Electrical Engineering and Computer Science (EECS) concluded that despite the challenging economic climate, cloud computing has led to an expansion of the services offered to staff and students [24].

This research analyzed the adoption process of cloud computing by end users and identified the factors affecting their adoption decision, by using the case of administrative personnel working at two public universities in Greece. The contribution of this study is significant for implications on public economic organizations due to the difficult economic conditions that Greece has faced during the last decade and which do not allow for high-cost investments to implement technologies that can be challenged by end users. Furthermore, the collected data are analyzed through classification algorithms to predict the cloud technology use intention and the best method is identified. More specifically, the research model and the hypotheses are looking for the factors to determine any significant impact on the administrative personnel’s behavioral intention to adopt cloud computing.

The remainder of the study is structured as follows: A literature review provides the background on cloud computing and models of adoption theory; then the foundations theory of the research model are presented and the research hypotheses are proposed. After the results, the main findings and their implications are outlined in a discussion and conclusion section about the empirical results. The final section also includes limitations for future research.

2. Literature Review

2.1. Cloud Computing and Open Innovation

The concept of open innovation promotes the idea that knowledge is better developed both inside the limits of an organization and outside of it. The concept of open innovation supports the sharing of a firms’ unused resources with other organizations, the common collaboration of resources and the formation of alliances. Open innovation offers significant benefits such as cost reduction, access to new ideas and more funding research and development (R&D) capabilities [25]. A close relation of the adoption of open innovation and a firm’s performance was reported for the case of an information and communication company [26]. One of the novel operations that emerged during the last decade within information and communication technologies is cloud computing [27]. The term describes a model that enables ubiquitous, convenient on demand network access to computing resources, rapidly provisioned and released with minimal management efforts [28]. There are software applications that are available to users via high speed Internet access and consist of two components, infrastructure of the cloud and software applications that run on the cloud. The first component consists of the hardware resources required to support the cloud services that are provided as server, storage and network components. The second component refers to software applications and computing power for running business applications, as provided via the Internet by third parties. Large-scale enterprises, SMEs and public organizations seek the advantages that cloud computing offers; reduced cost of IT services, minimum infrastructure investments, increased reliability, availability and flexibility of services [7]. There are four different models that an organization may choose for cloud computing: (a) The public cloud, which is available through a third-party service provider, e.g., Google Apps, (b) The private cloud, which is managed within the organization or a large company in a segregated area (physically and logically), (c) The Community
cloud, which is used and controlled by a group of companies who share common interests and d) The Hybrid cloud, which is a combination of public and private cloud [22].

The applications provided in cloud computing include: (a) software as service (SaaS) applications such as word processing, CRM (customer relationship management), ERP (enterprise resource planning) which are available over the Internet (hosted) from commercial vendors such as Gmail, Google Apps, Facebook, Cisco WebEx, (b) platform as service (PaaS) applications, which are platforms and software development kits available over the Internet from commercial vendors such as Microsoft Azure services, Google App platform, Amazon relational database, (c) Infrastructure as service (IaaS) applications, which are tangible physical devices like virtual computer servers, storage devices that are located in a data center and can be accessed and used over the Internet using login authenticating system and passwords [22]. For example, in an educational institution, administrative personnel, academic staff and students can use the service of SaaS and IaaS applications of cloud computing providers. Any software launched by end users resides at the server of the SaaS cloud provider and is assessed online [20]. The same SaaS applications addressed to medium sized e-commerce business having criteria as complexity, reliability, security, privacy, firm size while a business should choose PaaS or IaaS applications with criteria of compatibility and scalability [29].

Among the benefits of cloud computing are the scalability, the ease of implementation and enhanced service quality provided to users. Poniszewska-Maranda et al. [30] examined the combination of real time systems and the use of cloud computing and resulted in building efficient systems.

Adopting cloud computing, may also imply organizational risks related to data protection of organizations, businesses and citizens, data confidentiality, data integrity and general security concerns. There is a fear of data segregation in the cloud and worries about the long-term viability of the cloud computing provider [31]. Other risks include disputes or litigation with the provider about service debasement, cost escalation or hidden service costs and fear of data segregation in the cloud [32].

The use of cloud computing services in higher education institutes can set an example and promote the development of the organization [25]. The alliances between government, universities and businesses (known as triple helix) concerning the promotion of R&D and open innovation concept is emphasized in a review study concerning the public support for open innovation [33]. It is mentioned that “public investment in education, mainly at a postgraduate level, can promote regional and national innovation systems” [33].

European Union (EU) has acted towards the protection of citizens, civil servants and economic entities by introducing the EU’s general data protection regulation [34]. Some EU countries have developed their own guidelines on cloud computing services. In Greece a local implementation law at 2019, along with EU’s general data protection regulation [34], underlines critical issues about insuring data security and data protection with reference to legal and operating issues, including the obligation of cloud providers to provide transparency in collecting and processing personal data relating to customers, provide security and decryption of data and prevent transfer of these data to third parties [34].

Next, authors discuss the factors that may influence the end users’ adoption of cloud computing in a working environment and authors made the hypotheses for this research study.

2.2. User Adoption of Cloud Computing

Exploring technology acceptance by end users is a longstanding issue in management information systems (MIS) research. Performance gains from the adoption of a new technology may be delayed or postponed if users are unwilling to accept and use the available systems/applications [35].

The successful implementation and adoption of a new technology such as cloud computing depends on technical factors of IT, on characteristics of the organization that introduces the technology and on the response of professionals/employees within the organization, the end users of the new technology [36].
Prevailing models in explaining technology adoption by end users is the technology acceptance model (TAM) Davis [37], the theory of reasoned action (TRA) [38] and the theory of planned behavior (TPB) [39]. The models of TRA and TPB predict the factors that influence the users’ intention to use a new technology. According to TRA, someone’s intention is a direct determinant of his future attitude. Attitude and subjective norms (the opinion of important others) influence users’ intention to perform towards the new technology. The TAM aims at tracing the impact of external factors on internal beliefs of the end user and their attitudes.

TAM was extensively used in a wide range of scientific domains such as: e-learning [40,41], Internet banking [12,42–44], mobile learning [45–48] and social networking [37,49].

According to TAM [50] there are two perceptions in adopting a new technology: the perceived usefulness (PU) of the new technology and the perceived ease of use (PEOU). These internal beliefs according to TAM determines the behavioral intention and the attitude of the user to perform towards the adoption of the new technology. These beliefs mediate the influence of all other factors in the acceptance and usage of new information systems [51].

Davis [11] stated that the belief of perceived usefulness (PU), is someone’s belief that a system is “capable of being used advantageously” p. 320 [11]. Another definition of perceived usefulness is “the degree to which an individual believes that using a particular system would enhance his or her job performance”. Potential users could consider a specific technology as useful, but at the same time they could consider it as hard to learn and use, thus questioning the performance benefits resulting from the usage. Hence, in addition to the usefulness, usage is influenced by application’s perceived ease of use. If a system fails to support people in performing better in their jobs then the new technology is not likely to be accepted, despite of careful implementation efforts by the management [52].

Perceived ease of use (PEOU) refers to someone’s belief that using a new technology would be free of physical or mental effort or any kind of difficulty. PEOU is supported to have a significant direct effect on perceived usefulness (PU) of the new technology [53]. Some studies in Information systems adoption literature including new technologies refer to the influence of PEOU on the technology acceptance. These subjects are on internet banking [12], smartphone technologies [54] and mobile internet [2,55].

PU is considered a significant factor in predicting technology adoption. Kryvinska et al. [2] and Chong [13] support the hypothesis that PU plays a significant role in the adoption of Internet services. Almazroï et al. [56] examined factors influencing the adoption of cloud computing and resulted that perceived usefulness was the strongest predictor of users’ behavioral intention. There are studies that resulted that PEOU is a much stronger predictor for adoption than the PU [36]. A study by Chong [13] used advanced hybrid statistical modeling and found that ease of use was not a statistically significant predictor [2].

Various studies researched the existence of psychological factors and individual differences as contributors to forming perceptions towards the adoption of cloud computing [57]. Venkatesh and Davis [53] and Venkatesh [58] researched the model TAM2 which incorporates additional external variables as factors influencing the adoption of the new technology [59]. According to TAM2, a person’s performance is determined by his behavioral intentions. Behavioral intention is the potency of one’s intention to perform a specific behavior and is determined by ones’ Attitude and by his Subjective norms. A negative attitude during technology’s initial implementation forms perceptions affecting the intrinsic motivation to adopt the technology [60]. Gupta in a research on SME’s adoption of cloud computing concluded that PEOU and convenience were the strongest predictors of adoption [22]. Gangwar and Date [61] resulted that threat, risk, vulnerability, availability, support and compliance are important determinants in adoption of cloud computing in Indian organizations [57]. Behrend et al. [36], examined the factors affecting the adoption of cloud computing in colleges. They searched additional determinants to PEOU and PU in an extended version of TAM (TAM 3) [62]. They resulted that important determinants of PEOU are individual differences, such as information technology self-efficacy and computer anxiety—and some facilitating conditions such as trust. The
social influence is an important determinant of PU that affects the behavior of the user and the specific system characteristics [36].

Information technology self-efficacy and computer anxiety are two factors that have impact on user's behavior. The perception of Ease of use influences peoples’ attitude and their behavior through self-efficacy. According to Bandura [63] self-efficacy is a judgement of how well someone can execute actions required in order to deal with prospective situations. According to Compeau and Higgins [64] computer self-efficacy is the degree that an individual believes that is capable to perform a specific task or job using a computer or a related technology. Information technology self-efficacy is an important factor to consider when determining whether administrative personnel will adopt cloud computing [28]. Ashtari and Eydgahi [28], found that information technology self-efficacy was a strong and significant predictor of users’ perceived usefulness of cloud computing applications. Sharma et al. [2] resulted that information technology self-efficacy, trust and job opportunity are important predictors of adoption of cloud computing. Having higher degree of information technology self-efficacy is expected to influence users to feel more comfortable in learning new knowledge for Internet activities and helps them achieve the desired results [2].

Information technology anxiety is defined by Venkatesh [58] as an individual’s discomfort in the possibility of using computers. Computer anxiety refers to negative emotions, fear or anxiety towards computer usage and hostile or aggressive thoughts about utilization of computer-based technology [28,65]. Ashtari and Eydgahi [28] resulted in significant negative correlations in information technology anxiety and PU of cloud computing.

One of the main concerns in cloud computing adoption remains the systems’ security and unauthorized access and loss due to breaches of security [28]. In addition, Liao and Cheung [66] found that system security is a significant determinant of user’s adoption. The risk minimizes as authentication and encryption procedures are applied to data [22]. Users’ intention to adopt cloud computing follows the trust to the system provider, to minimize the risk of system failure or the fear to experience personal loss of money, time or data [67]. Ma et al. [68] resulted that potential users tend to adopt cloud computing services based on the trustworthiness of service provider. It was also emphasized that adopters continue to use CC if their quality of experience is as per their expectation. A zero difference between user’s prior expectations and the actual perceived performance of the technology enhance adoption [69].

Data privacy risks are among the first issues reported by users of cloud computing [70]. In order to protect citizens, businesses and some governments in European Union (EU) along with EU’s GDPR regulations have also enact privacy regulations that aim at providing increased levels of security for citizens and prohibit the leakage of sensitive personal data outside the EU. These regulations prompted Amazon among others to expand on storage facilities located within EU [34].

3. Materials and Methods

In the current research authors pertain the adoption of cloud computing through the prism of individual user choice adoption, while the innovation diffusion and adoption studies in technological and organizational context are approached through the diffusion of innovation theory (DOI) [71] and the technology, organization and environment framework (TOE) [5]. The research model that guided the study measured perceived usefulness and perceived ease of use by using items adopted from studies on technology adoption theory, the TAM2 instrument [53,58]. The items for self-efficacy were adopted from [64,72]. The items of perceived risk were based on [73]. The proposed model aims to predict cognitive and affective determinants of cloud computing adoption by end users.

3.1. Data Collection

To determine user’s intention to adopt cloud computing, a survey was conducted during the second quarter of 2019. Initially, a pilot study was performed to 30 participants to ensure the applicability of the construct. Questionnaires were afterwards distributed to 820 administrative personnel of two Greek public universities resided in the largest city of Greece, Athens, the University of West Attica and the Panteion University, in a method of convenience sampling. The total number
of Administrative personnel working at 36 Greek universities is 7751 persons, according to the Education and Lifelong Learning Center of University of Athens. Participants were administrative employees, familiar with Internet access for inquiries and communication purposes with other people or organizations. Participation was voluntary. All respondents were assured for privacy and were asked to indicate the extent of their agreement with the statements of the questionnaire. All questionnaires were distributed and recollected after one week. A total of 702 complete responses were obtained, with a response rate of 86%. Finally, 697 usable questionnaires were collected after eliminating incomplete questionnaires (net response rate of 85%). Demographic variables such as gender, age, education, job position and work experience were adopted from [74] and were employed to estimate possible response bias.

3.2. Experimental Setup Dataset Structuring

Authors evaluated the given dataset where each instance summarizes data collected for a certain user. The dataset was created by collecting variables concerning user’s preferences with regards to cloud computing adoption at the public sector working place. Our class attribute (dependent variable) is a binary question (no/yes) concerning users’ preference to adopt cloud-computing technology soon. Specifically, the research questionnaire contained of 23 questions on the opinion of each user separately. The dataset structure is presented in Table 1.

| Attribute                        | Type       | Value          |
|----------------------------------|------------|----------------|
| Adoption                         | Predictive | \{0,1,2,3,4\} |
| Use                              | Predictive | \{0,1,2,3,4\} |
| Satisfaction                     | Predictive | \{0,1,2,3,4\} |
| Job performance                  | Predictive | \{0,1,2,3,4\} |
| Work more quickly                | Predictive | \{0,1,2,3,4\} |
| Increase productivity            | Predictive | \{0,1,2\}     |
| Make job easier                  | Predictive | \{0,1,2\}     |
| Effectiveness                    | Predictive | \{0,1,2\}     |
| Perceived information quality    | Predictive | \{0,1,2\}     |
| Perceived system quality         | Predictive | \{0,1,2\}     |
| Efficiency                       | Predictive | \{0,1,2\}     |
| Access costs                     | Predictive | \{0,1,2\}     |
| Ease to use                      | Predictive | \{0,1,2,3,4\} |
| Ease to become skillful          | Predictive | \{0,1,2,3,4\} |
| Ease to learn                    | Predictive | \{0,1,2,3,4\} |
| Predisposition                   | Predictive | \{0,1\}       |
| Security                         | Predictive | \{0,1\}       |
| Informational technology anxiety | Predictive | \{0,1\}       |
| Work experience                  | Predictive | \{0,1,2,3,4\} |
Out of the 702 users, the actual dataset had 697 instances because there were omitted instances with missing values. Each instance depicts all the available information of a unique user taking part to the survey. Hence, authors performed predictive analytics for the preference to adopt cloud-computing technology in the working environment with the data produced by 697 users participating in the incorporated survey. In addition, each instance of the dataset had 23 attributes, 22 of them where predictive attributes, while the last one is the class attribute. Since the class attribute (preference to adopt cloud-computing) takes only two values (no/yes), authors used binary classification algorithms. The initial value is 466 out of 697 users that were willing to adopt in cloud-computing soon. The 22 predictive attributes take categorical values in the range of “strongly disagree” to “strongly agree”. The class attribute takes value either 0 or 1, where 0 value means that the user is not ready to adopt cloud computing soon and 1 value means that the user is ready to adopt cloud computing.

3.3. Adopted Classifiers

Authors experimented with binary classifiers where it was assessed their efficiency to rank them and propose an optimal solution. Such solution enables the prediction of user preferences in the working environment regarding the adoption of cloud computing technology in the public sector [75–78]. Machine learning classification algorithms are used as the core object of performing predictive inference analytics. Such algorithms according to the predicted values of the examined model are divided in two major categories. In the first category the predicted value is numerical, which is in the case of regression analyses. Instead, in the second category the predicted value is categorical, which is in the case of classification analyses. If there are more than two classes, authors dealt with multiclass classification. In the specific case where the predicted categorical values take only two class values authors dealt with binary classification.

To define which classifiers to adopt in this study authors experimented with certain classification algorithms available in Weka [79]. Such classifiers are: (1) k-nearest neighbors, i.e., k-NN, (2) One R, (3) Hoeffding tree and (4) support vector machine, i.e., SVM. It was assessed the prediction accuracy of each selected classifier to rank them and define the optimal one for our problem.

The experimented parameters of the final dataset include the adopted classifiers, the evaluation method, as well as the evaluation metrics incorporated to assess the proposed classification models. See Table 2.

| Parameter                        | Value                  |
|----------------------------------|------------------------|
| 1st Experimented classifier      | k-NN                   |
| 2nd Experimented classifier      | One R                  |
| 3rd Experimented classifier      | Hoeffding tree         |
| 4th Experimented classifier      | SVM                    |
| Evaluation method               | 10-fold cross-validation|
| Evaluation metrics              | a, Confusion matrix    |
3.4. Evaluation Method and Metrics

Authors evaluated the examined models with 10-fold cross-validation evaluation method, which divides the initial dataset to 10 equal sized parts and then in certain loop incorporates the first 9 parts to train the classifier and the remaining 1 to test the classifier. This process is repeated until all the parts are used for training and testing. To clarify the creation of the training and testing datasets the authors used 9 parts of the initial dataset in 10 certain loops, to create the training dataset. The remaining last part is used to create the testing dataset. By the end of the process, it holds that all the parts of the initial dataset have been used for the creation of certain training and testing datasets. The process prevents the use of a single part to belong both to training and testing dataset, thus once per part is used for the creation of the training dataset it is not allowed to form the testing dataset. The 10-fold cross-validation is a common evaluation method in machine learning literature to assess the efficiency of a classifier, especially when the available amount of data in the dataset is limited, as it is the case in our study.

It was also evaluated the adopted classification models with the confusion matrix evaluation metric. The confusion matrix is a special form of matrix, which in the case of binary classification has the following form, as described in Table 3:

| Class 0 | Class 1 | ←Classified as |
|---------|---------|----------------|
| A       | B       | class 0 (not prefer cloud computing) |
| C       | D       | class 1 (prefer cloud computing) |

Where, “A” quantity depicts the number of class 0 instances, which are classified correct as instances of class 0. “B” quantity depicts the number of class 0 instances, which are falsely classified as instances of class 1. “C” quantity depicts the number of class 1 instances, which are classified falsely as class 0 instances, while “D” quantity depicts the number of class 1 instances correctly classified as instances of class 1. A given classification model is considered as effective if it maximizes “A” and “D” quantities, while concretely minimizes “B” and “C” quantities.

Authors assessed the effectiveness of the adopted classifiers by incorporating the prediction accuracy evaluation metric, $a \in [0, 1]$, which is defined in the following equation:

$$a = \frac{t_p + t_n}{t_p + f_p + t_n + f_n}$$

where, $t_p$, are the instances, which are classified correct as positives and $t_n$, are the instances, which are classified correct as negatives. In addition, $f_p$, are the instances, which are classified false are positives and $f_n$, are the instances, which are classified false as negatives. A low value of $a$ means a weak classifier while a high value of $a$ indicates an efficient classifier.

To equally treat the classifiers’ performance we introduce the time required to build model, qualitative evaluation metric, $t \in (0, \text{infinity})$. Given a certain dataset as input, $t$ is able to qualitatively inform us regarding the classifier complexity and computation costs. The qualitatively rational behind $t$ evaluation metric is that the less complex and less computation costly the classifier is the less time to build model, $t$, is required. Specifically, a low value of $t$ indicates that the selected classifier is less complex and requires less computation costs than another classifier, which has a higher value of $t$. When the lower bound of $t$ is near to zero, this means that the classification model is efficient with regards to algorithm complexity and computation costs while if the upper bound is near to infinity, this means that the classifier is not optimal for the same input dataset.
4. Results

4.1. Description

Respondents’ demographic profile showed that more than 83% of the respondents had university degree or higher degree while the years of their experience varied between “less than 5 years” for 45% of the respondents and “more than 10 years” for more than 40% of the respondents. Their working duties ranged widely between administration, management, planning, research and technical support. Generally, all respondents were familiar with the usage of Internet/www. According to Figure 2, most the respondents were female (62%). Women prefer to be occupied at service sector providing support and services as they were characterized as “nurturing” [44].

Concerning the age of the respondents, according to Figure 3, more than 50% of the sample were between 30 to 50 years. Almost 7% of the respondents were more than 51 years old.

According to Figure 4, the majority (82%) of end users of cloud computing had acquired a university degree or had completed postgraduate studies.
Concerning work experience, according to Figure 5, more than half of the respondents had working experience below 10 years while 20% had an experience of more than 20 years.

The distribution of job position among end users ranged between 8% directors, 29% supervisors and 63% administrative personnel, as depicted in Figure 6.
According to descriptive analysis in Figure 7, respondents were familiar with cloud computing and were willing to adopt it in performing their work duties. They agreed that cloud computing was a technology “easy to use” and “easy to become skillful at using it”. But respondents expressed their disagreement on the statements that “cloud computing helps them working more quickly” or that cloud computing was able to increase their “job performance” or “the effectiveness of their job”. They did not consider that their “efficiency was affected by cloud computing usage” and that cloud computing could “make their job easier”. Since our sample was of administrative personnel that were not currently using the cloud computing in the working environment, they were not in position to compare the results of using cloud computing or not. New technologies become more appealing to their results since users get familiar and gained experience in using them [80]. The opinions of respondents on cloud computing “perceived information quality” were vague. After implementing cloud computing, few organizations had to increase their bandwidth connection so that users were able to enjoy the benefits of cloud computing. These perceptions further influence respondents’ levels of satisfaction in using cloud computing. Respondents also could not decide whether cloud computing “influence their access costs to Internet/web”. Employees working in an organization enjoyed the benefit of free wi-fi Internet access, so they did not have an opinion about the cost of usage.
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Figure 7. Cloud Computing (cc) adoption variables.

Respondents also could not decide whether cloud computing “influence their access costs to Internet/web”. Employees working in an organization enjoy the benefit of free wi-fi Internet access, so they do not have an opinion about the cost of usage.

When the dataset was created, it was used Weka open source software to examine which classifier to adopt for the prediction purpose in our case [79].

4.2. Experimented Classifiers Prediction Accuracy

Authors evaluated the classification algorithms of the proposed model for the final dataset. It was used 10-fold cross-validation applied to the dataset. For the selected classifiers authors obtained the following values of prediction accuracy: k-NN classifier achieves $a = 0.8464$, One R classifier achieves $a = 0.8895$, Hoeffding tree classifier achieves $a = 0.9454$ and SVM classifier achieves $a = 0.9985$, as depicted in Figure 8. It was observed that SVM classifier achieves the higher prediction. To adopt this classifier as the proposed classification model for the research problem authors applied McNemar’s statistical significance test on the classification resulted of all the selected classifiers. McNemar’s test proved that all the selected classifiers had statistically significant prediction accuracy.
results compared with SVM classifier’s prediction accuracy. Therefore, authors adopted SVM classifier as the best prediction model.

![Figure 8. Classifiers prediction accuracy.](image)

### 4.3. Experimented Classifiers Confusion Matrix

To further assess the efficiency of the adopted classification model authors exploited the confusion matrices of all the classifiers. As it is shown from Table 4, confusion matrix for the SVM classifier outperformed the prediction results of the other tested classifiers.

Table 4. Confusion matrices of all the experimented classifiers.

|               | k-NN          | One R        |
|---------------|---------------|--------------|
|               | Class 0       | Class 1      | Classified as | Class 0       | Class 1      | Classified as |
| k-NN          | 158           | 34           | class 0      | 164           | 10           | class 0      |
|               | 73            | 432          | class 1      | 67            | 456          | class 1      |
| One R         |               |              |              |               |              |              |
|               | 205           | 12           | class 0      | 231           | 1            | class 0      |
|               | 26            | 454          | class 1      | 0             | 465          | class 1      |
| Hoeffding tree|               |              |              |               |              |              |
|               | 205           | 12           | class 0      | 231           | 1            | class 0      |
|               | 26            | 454          | class 1      | 0             | 465          | class 1      |

### 4.4. Experimented Classifiers Time to Build Model

The time to build model, \( t \), was also used as a qualitative evaluation metric to assess the overall efficiency of the experimented classification models with regards to algorithm complexity and computational costs. In Table 5 it is observed the values of \( t \) for the selected classifiers. The classifiers of k-NN, OneR and Hoeffding tree achieve lower \( t \) while SVM achieves the higher \( t \). Although it seems that SVM was not as efficient as the other classifiers, this did not hold in our case because we needed to train the selected models only once to get the classification output. In addition, a poor value of \( t \)—which was in case of SVM—was still exceptionally low, actually less than a single second. Under this assumption, it did not really matter the high value of \( t \), but rather the high value of an SVM classifier, which added value in the concept of this study, where training process happened only once.
Table 5. Time to build models of all the experimented classifiers.

| Classifier          | Time (s) |
|---------------------|----------|
| k-NN                | 0.01     |
| One R               | 0.02     |
| Hoeffding tree      | 0.17     |
| SVM                 | 0.49     |

4.5. Weka Classifiers Parameter Tuning

We have discussed that the proposed study is based on classifiers available on Weka machine learning workbench [79]. To support and reproduce our findings, we need to explain the tuning parameters of each classifier. Such tuning includes selected hyperparameters, sampling procedures, computational costs and experimental settings associated to each classification model for training and testing. Actually, in this study the authors used the default tuning parameters available by the graphical user interface (GUI) of Weka workbench for the selected classifiers. This means that the prospective researcher that would like to experiment and reproduce our findings based on certain tuning parameters could use Weka default GUI to run the same experiments with the adopted classifiers and observe the same results. The reason why the authors used the default settings was that Weka proposes such tuning parameters after experimented with several datasets and empirically proposes a set of parameters. However, it holds that machine learning is an empirical science and there is no possibility of someone to propose an overall best practice for a certain type of dataset. What is proposed in practice, is to work with several classification models and choose the best among them for a selected research area, given certain assumptions for the parameter tuning. In our study, we experimented with various settings of the parameter tuning for certain training and testing datasets emerged by 10-fold cross-validation evaluation method and we found that the default settings of Weka, for the considered classifiers, had the optimal behavior in the examined study. Thus, we accepted this parameter tuning as the proposed one for the incorporated classifiers.

5. Discussion

The proliferation of the Internet, the broadband expansion, the widespread use of mobile and wireless services, and the high-speed communication have emerged cloud computing to ubiquitous technological event [80]. Globalization demands technologically advanced products and services, containing an increased level of knowledge and specialization [44]. Thus, technology driven innovation offers enhanced welfare for stakeholders, public organizations, large-scale enterprises, SMEs and for society [60]. Cloud computing adoption resulted in important technological advantages for economic organizations, by improving their productivity, reducing their hardware and software costs while increasing their competitiveness, without affecting the quality of the services provided [81].

In approaching the challenges and the realities to enable organizations to create and profit from innovation, Chesbrough [82] illustrated open innovation in a contemporary business and managerial context. Indeed, modern organizations have achieved tremendous success by linking all activities together in a substantially tight, quick and cheap way of functionality. Subsequently, the cost of starting a new business has fallen substantially due to the ability to use open source software as a building block, while housing storage in a cloud paying for only for what they use [82]. The author denoted that businesses must share their innovation processes. Specifically, businesses should open their knowledge flow to generate new growth, while the unused internal knowledge must flow openly to stakeholders, such as the academia and society. This helps generating new revenue and future business opportunities. Therefore, open innovation will reach the university context since it leads to long-term benefits [82]. Other indicative sectors gaining from open innovation applicability are those of transportation industry, government regulation, public transportation and automotive industry [83].
Technology is a leading force to economic growth while the dynamics of economic life are complex and have a cyclic character. According to the entrepreneurial cyclical dynamics model of open innovation, economic dynamics nowadays stem from the synergy of three sub-economies [84]. The synergy of the market open innovation economy based on SME’s and startup business, the synergy of the closed open innovation based on large-scale business and finally the synergy of the social open innovation. The balance between the three sub-economies leads to increased economy dynamics and to economic growth [84]. Therefore, academia policy makers should aim for synergies with industry and society.

According to the concept of the quadruple helix model [85], this sets the direction in which open innovation policy makers should move. This model suggests four main players engaged to the application of open innovation: university, government, industry and society. According to this model, the application of open innovation practices promotes the notion of sustainability of the economy, society and environment. Concerning the universities, this can be achieved by focusing on simultaneous combined actions of resources and experience sharing with the industry. More specifically, universities can contribute with scientific research, knowledge and technology transfer. Furthermore, they can act as a trusted third-party. The industry on the other hand, offers the platform for crowdsourcing, the supply chain management and forwards the alliance between large firms and SMEs [85].

Open innovation systems should be carefully designed and implemented to achieve their purposes. Special care should be given to control the cost and the complexity of such systems and reinforce the positive effects of information sharing and outsourcing. As presented for the case of Alibaba platform, the open innovation strategy applied from 1997 to 2017, although it had positive effects and led to an expansion of activities, it also created an increase in cost and complexity to the system [86]. Therefore, in the university context, open innovation policy makers should focus on providing enough information feedback loops to open innovation systems and at the same time take actions to strengthen the open innovation culture of the organization.

The main challenges of open innovation are, first, how to execute and govern this new mode, second, to investigate the dynamics and differences of business models and how they interact and work altogether and, third, to determine the intensive relationship developed while focusing on diverse open innovation business models [83]. Therefore, critical issues that are triggered by the application of diverse business models and university policy makers should consider, are the platform trust and the data safety that arise while formulating open innovation platforms [83].

On the other hand, innovation is a risky business that has high failure rates since almost 96% of all innovations do not return their capital cost, and 66% of new products fail within two years. Contrarily, there are vast potential benefits of innovation policies prospected. Specifically, innovation policies should recognize that the linear research-and-development model will be outpaced by a nonlinear, open and collaborative innovation process that follows the conceptualization of “fail fast, scale fast” [87]. Indeed, prototypes need to be converted into viable commercial products or services through scaling up the new infrastructure globally [87]. In such a successful case of open innovation functionality to business environments, it is noteworthy the case of the NBI group. Particularly, the NBI group follows a quite selective process, where in a typical year, the team evaluates 50–100 projects and launches ten to twenty investigations. Then, five to ten of these investigations are seeded as formal projects, with the expectation that one to two of them will go to market. In scaling down the seeding projects by the NBI group the final formalized seed projects are falling in areas of mobility, cloud computing, Internet of Things and Data Analytics [82].

In a similar business environment Curley [87] examined an emerging innovation tool that diffuses among universities, industry, governments and communities by exploiting disruptive technologies—such as cloud computing, the Internet of things and big data—to quickly and effectively solve societal challenges in sustainable and profitable ways, called open innovation 2.0 [87]. This author opened a critical argumentation on involving open innovation into effect at contemporary institutions and companies that remain unaware of this radical managerial shift. Particularly, there is often a confusion between invention and innovation. Invention is the creation of
a technology or method, while innovation concerns the use of that technology or method to create value. In addition, institutional or societal cultures can inhibit user and citizen involvement, while intellectual property (IP) models may inhibit collaboration. Other managerial constraints are the fact that governmental funding can stifle the emergence of ideas by requiring that detailed descriptions of proposed work be specified before research can begin, while policymaking may lag behind the marketplace [87].

A research on senior executives in European public sector revealed that digitalization and e-government are important reforming trends, capable of enhancing efficiency and effectiveness of provided services [88]. Greece recently faced an economic and budgetary pressure and still suffers from the impact of its consequences. The demand for modernization of procedures and services may be bridged by digitalization of services through transit to cloud computing usage. Increased adoption of cloud computing can result in enhanced job opportunities, increased technological competence, technological flexibility and competitiveness growth. A study from the Foundation for Economic and Industrial Research [81], supports that Greece can benefit up to €16 billion by 2021 from a rapid adoption of cloud computing, based on cost saving procedures (by freeing IT costs on installing and maintaining applications locally, on know-how and on saving energy from electricity consumption needed to run and cooling hardware equal, to €4.8 billion). The secondary effects include the creation of about 38,000 new jobs [20].

Policy makers and managers, within the process of change management procedures, need to focus on the performance gains from the adoption of new technology and analyze the users’ willingness to accept and use the cloud computing. In drawing policy-making and strategies regarding the bias among smart cities, the scalability and the humanitarian orientation of smart cities development across the micro, mezzo and macro levels of analysis, it remains challenging to bypass that bias, while finding ways in which: (a) cities/urban areas are influencing growth and development strategies and (b) inter and multidisciplinary research is advancing to bridge between the normative and the empirical in the smart cities debate [89]. In the relevant literature a variety of such complementary interdisciplinary perspectives include computing/ICT, political economy, public policy, technology driven innovation and entrepreneurship, are all proven increasingly sophisticated technologies, unveiling the determination of urban computing as a conceptual and methodological framework that integrates the plethora of and their applications in city/urban space. In this way urban computing is perspective to exercise targeted solutions for the challenges that the cities/urban spaces face. In addition, the aforementioned framework should be proven effective to conceive of and build synergies, and to apply in the city/urban space context a wide variation of targeted approaches and techniques [90]. The implementation of scientific bodies aids with advice, can educate users and promote the best practice to provide security assurance in cloud computing. Legal issues concerning privacy and data protection should be applied thoroughly by law makers before a large implementation of cloud computing services in educational establishments. Since “Ease of use” is a significant factor of cloud computing adoption, it should be supported to increase information technology self-efficacy of end users [2]. In addition, educational institutions should be at the edge of implementing new technologies under training programs and open innovation alliances in a cost-effective and environmentally sustainable way [20].

6. Conclusions

The main aim of this research was to discover the most appropriate data classification algorithm for the variable of “willingness to use cloud services”. The contribution of this study to technology driven innovation through cloud computing in two public universities, Panteion and the University of West Attica, lies in the fact that it has located the main aspects of the users’ willingness to adopt such a technology, for the case of these universities. Data were collected from a sample of 697 administrative employees coming from these two Greek universities. The findings of the classification algorithms methods, concerning their appropriateness for the prediction of the “willingness to use cloud computing” variable, indicated that the SVM classifier achieved the highest prediction accuracy compared to the other algorithms (k-NN, One R, Hoeffding tree and support
vector machine). The proposed SVM model had a classification accuracy of 0.9985 over the total number of instances. The variable of “easiness to use” was the most important one in determining the users’ willingness to use cloud computing.

Descriptive analysis also indicated that university administrative employees strongly agree on the adoption of cloud computing. Though most university employees of our sample reported that they are familiar with cloud computing and use it daily, on the other hand, cloud computing is still not perceived by the respondents as a technology that may increase their job performance or make them work more quickly and effectively. This is happening because the transition to the electronic file and record keeping is currently under development for the Greek public sector and since some documents are kept in their physical form, university employees are spending a great deal of their time dealing with hand-written information. Furthermore, the available computer systems in the university are not enough for all users and they are usually outdated.

Implementation of appropriate support policies such as the strengthening of the e-skills of stakeholders helps in freeing up resources while it enhances and stimulates the concept of open innovation within the university.

6.1. Implications

Universities play a significant role in disseminating novelties, new knowledge and promoting research. In Greece, there is still a delay in strategic partnerships between academia and industry for using the universities advantages in open innovation applications. Therefore, university policy makers should consider the importance of the strategic alliances with private companies as they can contribute to the promotion of innovations, such as cloud computing. The industry can also benefit from the alliance with the academic partner because it can have reductions in R&D cost by assigning projects to the academy and using their scientific knowledge [91].

Cloud computing providers need to move towards strengthening the positive attitude of the university users’ concerning the “easiness to use” [92]. The gap between users and non-users can be bridged by strengthening the e-skills of the employees that are not familiar with the new technology.

University policymakers should also aim for business information campaigns concerning the benefits of the new technological trend and engage into useful marketing strategies to implement policies of low-cost Internet access. According to Hackbart et al. users perceive a system as easier to use since they gain knowledge and confidence through direct experience [93]. University users also need to experience the reliability and speed of using cloud computing services [94]. The provision of new computers and a low-cost access to high Internet connection speed [95] can strengthen the “easiness to use” aspect of the adoption [20].

Summing up, it is suggested that public university policymakers work on policies that: (a) emphasize and inform the users of the economic and technological advantages of cloud computing such as availability of resources, speed, easiness of use, (b) ensure that the data remains protected by expanding the use of e-signatures and computer security systems, (c) strengthen the e-skills of the users through training and seminars, (d) promote alliances between public and private parties, (e) promote the conversion of paper documents into electronic documents and the expansion of e-signature for the public sector, (f) update and expand the computer availability within the university.

6.2. Limits and Future Research Topics

A limitation of the present study is that data concern only two out of the 36 universities in Greece, although the sample covers around 10% of the total universities’ administrative personnel. In addition, the sample participating at the survey was selected by convenience sampling method.

Furthermore, the authors discovered that the proposed methodology of this study on classification algorithms can be applied with particularly good results to determine the most important variables towards users’ adoption of cloud services within universities. Future research should be focused in extending the applicable framework to a wider range of Greek universities to cover both urban and rural situated universities and expand the sample size for research verification purposes.
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