Evidence-based medicine—When observational studies are better than randomized controlled trials
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Abstract
In evidence-based medicine, clinical research questions may be addressed by different study designs. This article describes when randomized controlled trials (RCT) are needed and when observational studies are more suitable. According to the Centre for Evidence-Based Medicine, study designs can be divided into analytic and non-analytic (descriptive) study designs. Analytic studies aim to quantify the association of an intervention (eg, treatment) or a naturally occurring exposure with an outcome. They can be subdivided into experimental (ie, RCT) and observational studies. The RCT is the best study design to evaluate the intended effect of an intervention, because the randomization procedure breaks the link between the allocation of the intervention and patient prognosis. If the randomization of the intervention or exposure is not possible, one needs to depend on observational analytic studies, but these studies usually suffer from bias and confounding. If the study focuses on unintended effects of interventions (ie, effects of an intervention that are not intended or foreseen), observational analytic studies are the most suitable study designs, provided that there is no link between the allocation of the intervention and the unintended effect. Furthermore, non-analytic studies (ie, descriptive studies) also rely on observational study designs. In summary, RCTs and observational study designs are inherently different, and depending on the study aim, they each have their own strengths and weaknesses.
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1 | INTRODUCTION

A lead editorial in the British Medical Journal by Dave Sackett defined evidence-based medicine (EBM) as “the conscientious, explicit and judicious use of current best evidence in making decisions about the care of individual patients.”1 In EBM, clinical research questions may be addressed by different study designs, each with their own merits and limitations. In the traditional hierarchy of study designs, the randomized controlled trial (RCT) is placed on top, followed by cohort studies, case-control studies, case reports and case series.2 However, the foremost consideration for the choice of study design should be the research question. For some research questions, an RCT might be
the most suitable design, whereas for other research questions observational study designs are to be preferred.

According to the Centre for Evidence-Based Medicine, clinical studies can be divided into analytic and non-analytic studies. The types of clinical studies (analytic vs non-analytic studies) along with specific study designs and examples of research questions are given in Table 1. An analytic study aims to quantify the causal relationship between an intervention (e.g., treatment) or a naturally occurring exposure (hereafter indicated as exposure) (e.g., the presence of a disease) and an outcome. To quantify the effect, it is necessary to compare the rates of the outcome in the intervention or exposed group, with that in a control group. Within analytic research, a further distinction can be made between experimental and observational analytic studies. In experimental studies, that is, RCTs, the investigator intentionally manipulates the intervention by randomly allocating participants to the intervention or control group. In contrast, in observational analytic studies, the intervention or exposure as well as the control group are simply measured (observed) without manipulation by the researcher. Non-analytic or descriptive studies on the other hand aim to describe what is happening in a population (e.g., the incidence or prevalence of a disease), without quantifying a causal relationship, using observational study designs.

This article aims to show when RCT are needed, and when observational studies are more suitable than RCT.

### Table 1

| Types of clinical studies | Study designs | Studied association | Examples |
|--------------------------|---------------|---------------------|----------|
| Analytic                 |               |                     |          |
| Experimental             | Randomized controlled trial | Between an intervention and an intended outcome | What is the effect of benazepril plus amlodipine vs benazepril plus hydrochlorothiazide on the progression of CKD? |
| Observational analytic   | Cohort study, case-control study, some cross-sectional studies | Between an intervention and an intended outcome | What is the difference in survival among ESRD patients on dialysis, on a transplant waiting list, and after receiving a renal transplant? |
|                          |               | Between an exposure and outcome | What is the risk of all-cause mortality in each stage of CKD? |
|                          |               | Between an intervention and unintended outcome | What are the effects of ACE/AII inhibitors use vs no use, on peritoneal membrane transport characteristic in long-term PD patients? |
| Non-analytic Descriptive | Case reports, case series, cross-sectional studies (surveys) | Not applicable | What is the prevalence of CKD in individual European countries? |
|                          |               |                     | What are the international time trends in the incidence of RRT for ESRD by PRD from 2005 to 2014? |

Abbreviations: ACE, angiotensin-converting enzyme; AII, angiotensin-II; CKD, chronic kidney disease; CRF, chronic renal failure; ESRD, end-stage renal disease; PD, peritoneal dialysis; PRD, primary renal disease; RRT, renal replacement therapy.

---

**SUMMARY AT A GLANCE**

In evidence-based medicine, clinical research questions may be addressed by different study designs. In this article, we explain that randomized controlled trials and observational study designs are inherently different, and depending on the study aim, they each have their own strengths and weaknesses.

### 2 | EXPERIMENTAL STUDIES

When the aim is to evaluate the intended effect of an intervention, the RCT is the gold standard (Figure 1A). An intended effect is the outcome the person who prescribes the intervention intends to achieve. For example, a physician may prescribe a certain drug with the intention to prevent mortality. This is different from unintended effects, which will be discussed later in this article. By the strength of the design, the evidence produced by a sufficiently powered RCT is highly convincing in determining the presence or absence of a causal relationship between an intervention and its intended effect on the outcome. In an RCT, randomization is used to allocate participants to the intervention group or the control group (e.g., without intervention, with a placebo or an alternative treatment). By randomization, one
aims to prevent confounding by indication, also known as selection by prognosis. Confounding by indication usually occurs when clinicians decide who will receive the intervention, as their opinion about the patient's prognosis guides their decision on treatment allocation. For example, patients with more severe symptoms usually receive treatment that is more intensive. As a result, the group receiving more intensive treatment may have worse outcomes due to their worse prognosis at baseline. Without randomization, the intervention and the control group will usually be different with respect to their baseline characteristics and their prognosis. Of note, randomization does not guarantee that the intervention and control group will be exactly the same in terms of baseline characteristics. However, randomization does ensure that any remaining differences between the intervention and control groups are determined by chance.

An example of an RCT is the study by Bakris et al in which 11,506 patients with hypertension who were at high risk of cardiovascular events were randomly assigned to receive benazepril plus amlodipine or benazepril plus hydrochlorothiazide. These patients were followed over time to assess the effect of these different antihypertensive treatments (intervention) with respect to slowing the progression of chronic kidney disease (CKD) (intended outcome). The investigators found that the risk of progression was lower using a combination of benazepril plus amlodipine than with benazepril plus hydrochlorothiazide (hazard ratio [HR]: 0.52) (95% confidence interval [95% CI] 0.41-0.65).

2.1 Limitations of RCT

Randomized controlled trials have several important limitations. First, the generalizability of their results is often limited due to sampling bias. This occurs when the study sample or the groups resulting from randomization are not representative of the source population they were drawn from. This can be due to strict inclusion criteria. RCTs outside the field of nephrology often routinely exclude CKD patients and therefore the generalizability of their results to patients with CKD may be questionable. Second, RCT are generally expensive to perform, and therefore the study samples are often relatively small and
their follow-up relatively short. As a result, there might be substantial baseline differences remaining in the measured and unmeasured confounders between the two groups after randomization (although these differences are determined by chance). Third, for some research questions on the intended effect of an intervention, an RCT may be impossible, unfeasible or unnecessary. For instance, an RCT might be too costly, it might be unethical to randomize the intervention, or the health benefit of the treatment may be so dramatic that observational studies can demonstrate their effectiveness. These and other reasons are described in more detail elsewhere.2,14,15

3 | OBSERVATIONAL ANALYTIC STUDIES

In the above-mentioned situations, when performing an RCT investigating the intended effect of an intervention is not possible or not justified, observational study designs, such as cohort studies (Figure 1B) or case-control studies are needed.6 An observational study design may also be preferred for other reasons, such as the lack of generalizability in an RCT. Observational studies are also necessary to assess the effect of a naturally occurring exposure on an outcome (Figure 1C). Please note that in observational analytic studies investigating the effect of an exposure there are no intended or unintended effects, just outcomes.16

In cohort studies, participants are free of the outcome at study entry and are followed over time to assess who will develop the outcome and who will not. Cohort studies tend to be less costly to perform than RCTs, as they usually rely on less invasive and intensive methods of data collection. In addition, usually there are less ethical aspects to consider, since there is no intervention. However, a specific limitation of cohort studies is that they typically need to run for several years, and/or include many participants, in order to observe a sufficient number of occurrences of the (potentially rare) outcome. An example of a large cohort study, running for more than a decade, is the study by Wen et al.17 They studied a large cohort of 462,293 adults to compare the all-cause mortality risk (outcome) between different stages of CKD (naturally occurring exposure). They found the HR for all-cause mortality to be lower in CKD stage 1 (HR: 1.8, 95% CI: 1.5-2.2), stage 2 (HR: 1.7, 95% CI: 1.5-1.9), and stage 3 (HR: 1.5, 95% CI: 1.4-1.6) compared with CKD stage 4 (HR: 5.3, 95% CI: 4.5-6.2) and stage 5 (HR: 9.1, 95% CI: 7.2-11.4).17

Case-control studies are usually more efficient than cohort studies, because instead of selecting individuals on the basis of exposure or intervention, the selection of individuals is based on the outcome. Patients with a certain outcome (cases) are compared with a subset of individuals who did not develop the outcome (controls).6 As a result, the number of included persons in the control group can be limited. The researchers may then use retrospective data to find out to what extent cases and controls were exposed to the exposure or intervention of interest. The main limitations of case-control studies may include the difficulty in selecting an appropriate control group, and recall bias as data are always collected retrospectively. An example of a case-control study is the study by Fored et al on the association between socio-economic status (SES) (naturally occurring exposure) and chronic renal failure (CRF) (outcome).18 They defined a source population from which they selected those with CRF as cases, and randomly selected a similar number of people without CRF as controls. They found that in families having a low SES, the risk of developing CRF was significantly higher (odds ratio [OR] = 1.6 [95% CI: 1.0-2.6] for men and OR = 2.1 [95% CI: 1.1-4.0] for women) than in families with a high SES.

The main drawback of observational analytic studies is that the intervention or exposure is not randomized, and therefore confounding by indication (in case of an intervention) or differences in case-mix between the exposed and unexposed groups (in case of a naturally occurring exposure) are likely to exist.6 This means that there are usually differences in measured and unmeasured confounders between the comparison groups.16 As a result, any observed effect of the intervention or the exposure on the outcome might be due to these baseline differences. A variety of methods exists aiming to address confounding in observational analytic studies. The most commonly used methods are given in Box 1. However, in most cases, residual confounding remains and as a result, it is often not possible to draw firm conclusions about causality from observational analytic studies.

4 | STUDY OF UNINTENDED EFFECTS

Unintended effects are all effects on outcomes—harmful, harmless or even beneficial—that are produced by an intervention or treatment, that were not originally intended by the person who prescribed the intervention.4 In the field of medicine, unintended effects can be side effects, and particularly the side effects of pharmaceutical agents are widely studied. Unintended effects of interventions may be relatively uncommon and often hard to predict, and they are therefore usually not considered in clinicians’ decision-making.8 When clinicians do not know the unintended effects of an intervention, they cannot base their treatment allocation on these effects and therefore confounding by indication usually does not occur.6 For this reason randomization is not needed, and thus observational analytic studies can be used to quantify the unintended effects of interventions (Figure 1D). Because unintended effects may occur less frequently, these studies may require a large sample size and sometimes extended follow-up.6 In this perspective, RCTs are also less suitable as they normally include relatively small patient samples with relatively short follow-up times, and have limited generalizability as a result of rigid inclusion and exclusion criteria. It should be noted; however, that once the occurrence of an unintended effect of a treatment is well known, physicians may take this into account in their treatment allocation, and consequently confounding by indication may occur. Also, in the situation that the treatment allocation by the physician is related to a certain variable (eg, patients with more severe symptoms receive more intensive treatment) and this specific variable is related to the unintended outcome (eg, patients with more severe symptoms may suffer more from unintended effects) confounding by indication will also occur. In this
Once a treatment has been introduced into clinical practice, one can study its unintended effects. To this end, pharmaceutical companies use so-called post-marketing surveillance, which is often mandated by the regulatory agencies, such as the American Food and Drug Administration, the European Medicines Agency and the Australian Therapeutic Goods Administration. To monitor the effectiveness and safety of drugs, and the occurrence of unintended effects, they rely on real-world observational study designs. Most unintended effects, especially those that are adverse and require medical attention, are first brought to attention in case reports. However, some

**BOX 1** Methods used in observational analytic studies aiming to address confounding

| Method                  | Description                                                                                       | Potential limitations                                      | References |
|------------------------|--------------------------------------------------------------------------------------------------|------------------------------------------------------------|------------|
| Restriction            | Restricting the study sample by including only participants with equal or more similar values of a measured confounding variable, thereby reducing confounding. The association between exposure and outcome is studied in this restricted group only | Lower generalizability of results, reduced sample size and statistical power, less useful if there are many confounders | 28         |
| Stratification         | Participants are divided into groups on the basis of a measured confounding variable. The association between exposure and outcome is studied in each group, and usually a weighted average of the association is calculated for the combined groups | Less useful if there are many confounders                    | 29,30      |
| Multi-variable regression | The effect of the exposure on the outcome is modelled together with all measured potential confounders (following the criteria for confounding), resulting in an estimated effect size that is adjusted for all confounders | Sample size and number of events determine how many confounders can be included in the model | 28,31      |
| Propensity score matching | The propensity score (PS) is the probability for any individual to be allocated to the treatment condition, calculated (usually by logistic regression) from their baseline characteristics. Thereafter each treated participant can be matched to an untreated participant, who had the same probability of receiving the treatment. Outcomes in both groups are then compared to determine the treatment effect | Finding matches can be difficult, leading to dropping of unmatched cases or accepting less-than-ideal matches | 32-34      |
| Inverse probability weighting | A probability is calculated for each individual, which is then used to weight the observations. These weights are calculated by taking the inverse of the PS (1/PS) for those in the exposed sample, and 1/1-PS for those in the unexposed sample. After weighting, regular statistical tests can be used, usually without further need for adjusting for observed confounders | Biased if the model to estimate weights is not specified correctly | 35,36      |
| Instrumental variables | An instrumental variable (IV) or instrument is first identified, this variable should meet three criteria: (a) the IV has a causal effect on the allocation of exposure, (b) the IV has no direct effect on the outcome (only through the actual exposure) and (c) the IV and the outcome do not share common causes. The second step is to estimate the proportion of variance in the allocation of the exposure attributable to the IV. When participants are grouped based on the IV, which is assumed to be pseudo-randomized, their results can be compared to determine the effect of the exposure | Finding a suitable IV can be difficult, potentially non-perfect correlation between IV and the exposure, assumed homogeneity in treatment effect may be violated | 37,38      |

*All these methods of addressing confounding in observational analytic studies share a common important limitation, namely residual confounding, as it is not possible to adjust for unknown, unmeasured or incorrectly assessed confounders.*

case, an RCT might be a more appropriate study design provided the unintended effect occurs with sufficient frequency.
adverse effects might be very common, relatively benign, or only occur long after the treatment start, and not give rise to case reports, leading to underreporting. Therefore, more systematic surveillance systems that can link data from health-care insurers and government agencies, and observational cohort studies might be employed.20

An example of an observational study on unintended effects is the study by Kolesnyk et al, who assessed the unintended effects of using angiotensin-converting enzyme (ACE) and angiotensin-II (AII) inhibitors vs a control group without such medication on the peritoneal membrane function in a cohort of long-term peritoneal dialysis (PD) patients.21 The investigators found that ACE/AII inhibitors had a protective effect on peritoneal membrane function (P = .037). Because the ACE/AII inhibitors were prescribed with the aim to treat hypertension or heart failure, and not intended to prevent peritoneal membrane damage in PD, this is considered to be an unintended effect, albeit a beneficial one.

5 | DESCRIPTIVE STUDIES

Observational study designs are also needed for non-analytic studies (ie, descriptive studies). Such studies examine the frequency of risk factors, diseases or other health outcomes in a population, without assessing causal relationships.4 Descriptive studies can for example be used to inform health-care professionals and policymakers on the amount of public health resources needed.22 For descriptive studies, one can use population statistics, or draw a sample from the population. In this article, we mainly focus on cross-sectional descriptive studies and descriptive studies describing time trends. A more detailed description of types of descriptive studies can be found elsewhere.23

Cross-sectional descriptive studies can usually be implemented in a relatively short timeframe and with a reasonable budget. As the frequency of a disease may differ between groups and may depend on factors such as age and sex, it is common to standardize the results for these factors using a reference population.24 An example is the study by Brück et al, which describes the prevalence of CKD in 13 European countries.25 The CKD prevalence was age- and sex-standardized to the population of the 27 Member States of the European Union to enable comparison between countries. The results of that study suggested substantial international differences in the prevalence of CKD across European countries, varying from 3% to 17% for CKD stages 1 to 5, and from 1% to 6% for CKD stages 3 to 5.25 Descriptive studies may suffer from sampling bias due to their sample selection methods, which may hamper the generalizability of the results.

Other descriptive studies can describe (long-term) time trends, for instance the incidence or prevalence of a disease. Insight into such trends may allow policymakers, health-care practitioners and researchers to identify newly emerging health threats, to optimize future allocation of resources, initiate preventive efforts and monitor changes over time.22,25 However, even if trends indicate favourable changes following preventive efforts, descriptive studies alone cannot establish causal links between prevention and outcome. Another caveat of studies investigating long-term trends is that they need data collection over several years, preferably using the same methodology. An example of a descriptive study describing time trends is the one by Stel et al that made an international comparison of trends in the incidence of renal replacement therapy (RRT) for patients with end-stage kidney disease (ESKD) by primary renal disease.26 The incidence of RRT for ESKD due to diabetes mellitus or hypertension was found to strongly increase in Asia between 2005 and 2014, whereas both declined in Europe. Conversely, the incidence of RRT for ESKD due to glomerulonephritis was stable or decreased in all included countries.

6 | CONCLUSIONS

The answer to the question “is an observational study better than an RCT?” depends on the research question at hand. There is not one overall gold standard study design for clinical research. With respect to analytic studies, the RCT is the best study design when it comes to evaluating the intended effect of an intervention. However, this type of research represents only a fraction of all clinical research. Observational analytic studies are most suitable if randomization of the intervention or exposure is not feasible or if the research question focuses on unintended effects of interventions. For non-analytic or descriptive studies, observational study designs are also needed. We conclude that RCT and observational studies are inherently different, and each have their own strengths and weaknesses depending on the study question.
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