Optical lattice clocks promise unparalleled sensitivity to the temporal variation of the electron-to-proton mass ratio and insight into possible new physics beyond the Standard Model. We propose to realize a molecular clock with bosonic $^{174}$Yb$_2$ molecules, where the forbidden $^1S_0 \rightarrow ^3P_0$ clock transition would be induced magnetically. The use of a bosonic species avoids possible complications due to hyperfine structure present in fermionic species. While direct clock line photoassociation would be challenging, weakly bound ground state molecules could be produced by STIRAP and used instead. The recent scattering measurements [L. Franchi, et al. New J. Phys. 19, 103037 (2017)] enable us to determine the positions of target $^1S_0^+^3P_0$ vibrational levels and calculate the Franck-Condon factors for clock transitions between ground and excited molecular states. The resulting magnetically induced Rabi frequencies are similar to those for atoms hinting that an experimental realization is feasible. A successful observation could pave the way towards Hz-level molecular spectroscopy.

Optical atomic clocks [1, 2] have made it possible to test the fundamentals of physics [3] and place limits on temporal variation of fundamental constants [4–9], to explore quantum many-body systems [10–12] or even to search for topological dark matter through its impact on the fine-structure constant [13, 14]. Molecular clocks promise increased sensitivity to the variation of the electron-to-proton mass ratio [15–18]. Observation of coherent oscillations of this fundamental constant could also inform of the presence of dark matter [19, 20]. Thanks to their simple structure, molecules composed of alkaline-earth-metal and similar atoms are excellent prototype systems for the investigation of, for example, Casimir-Polder interactions [21] or new gravitylike forces [22, 23]. For this reason, spectroscopy of molecular or quasi-molecular systems using doubly forbidden transitions is a rapidly growing field: recent achievements include the production of subradiant states in Yb$_2$ [24] and Sr$_2$ [25, 26], magnetic tuning of forbidden molecular $J = 0 \rightarrow 2$ transitions [27] and photoassociation near the ultranarrow $^1S_0 \rightarrow ^3P_2$ line [28]. A molecular clock using the $^1S_0 \rightarrow ^3P_0$ transition, however, has remained elusive.

In this Letter we show that clock spectroscopy in a molecular system may indeed be within reach if one chooses to work with weakly bound ultracold molecules. We focus on a spinless bosonic species, $^{174}$Yb$_2$, to avoid possible complications related to the hyperfine structure present in fermions. In bosonic atoms the strictly forbidden $^1S_0^3P_0$ transition can be enabled by applying a small magnetic field [30, 31]. The same mechanism could be used for molecules (Fig. 1a): clock spectroscopy between molecular $^1S_0^+^1S_0$ and $^1S_0^+^3P_0$ states would be enabled by magnetic coupling of the latter and the bright $^1S_0^3P_1$ state. Recent determinations of ground-excited-state [32] and ground-ground-state [33] scattering properties allow us to predict the positions of near-threshold $^1S_0^3P_0$ bound states. Direct observation of these states by clock line photoassociation turns out to be challenging due to unfavorable Franck-Condon factors even in a tight lattice. Instead we propose to produce weakly bound ground state molecules by STIRAP [34–36] using $^1S_0^+^3P_1$ intermediate states [29, 37] and conduct clock spectroscopy between near-threshold $^1S_0^+^1S_0$ and $^1S_0^+^3P_0$ bound states (Fig. 1b). Multiple clock transitions are available, depending on the choice of ground and excited vibrational levels (Fig. 2a). Thanks to Franck-Condon factors close to unity the magnetically induced molecular Rabi frequencies can be on the order of or even larger than atomic under similar experimental conditions. In principle, the proposed molecular clock could be implemented in existing $^{174}$Yb atomic clock experiments with 3D optical lattices [32, 38].

We start with the determination of $^1S_0^+^3P_0$ bound state energies using a model potential. The relative motion of atoms in the $^1S_0^+^3P_0$ state can be governed by a $0_u^-$ (gerade) or $0_u^+$ (ungerade) potential. If the two atoms were originally in the
a) Positions and relative Rabi frequencies $\Omega_{\text{man}}/\Omega_{\text{a}}$ of the molecular clock transitions between ground $^1S_0+^3S_0$ and excited $^1S_0+^3P_0$ states. The numbers indicate the ground and excited vibrational quantum numbers. b) Radial wavefunctions $\Psi(R)$ for the top three energy levels of the rotationless ground $^{174}\text{Yb}_2$ $^1S_0+^3S_0$ 0 and $^1S_0+^3P_0$ 0 excited states. c) Magnetically induced optical Rabi frequencies for three transitions with the best Franck-Condon factors for a magnetic field $|B| = 1$ mT.

Ground $^1S_0$ state and were excited close together as a pair, like in the experiments [32, 38], then Laporte rule [43] dictates that the excited pair ends up in the ungerade $\Omega_u^-$ excited state. The experimental ground-excited-state scattering length $a_{\text{ge}}$ therefore applies to the $\Omega_u^-$ potential. The vibrational spacings of energy levels close to the dissociation limit depend primarily on the van der Waals $-C_6(0^-)R^{-6}$ interaction [44]. On the other hand, the position of the topmost vibrational state is related to the scattering length $a_{\text{ge}}$, because both are determined by a zero-energy WKB phase integral of the interaction potential [42, 45, 46]. This relationship is routinely used to determine the s-wave scattering lengths and long range interactions via photoassociation spectroscopy of near threshold energy levels [33, 42, 47–53].

Here we already have the experimental $^1S_0+^3P_0$ s-wave scattering length $a_{\text{ge}}$ from the combined results of Refs. [32, 33] and we can use $ab\text{ initio}$-based $C_6(0_u^0)$ and $C_6(0_u^-)$ coefficients [39] to calculate the bound state energies using a simple model potential $V(0_u^0) = -C_6(0_u^0)R^{-8} - (1 - \sigma/R^6)C_6(0_u^-)R^{-6}$. We include the $-C_6(0_u^-)R^{-6}$ interaction for improved accuracy. $C_6(0_u^-)$ is taken directly from Ref. [39] while $C_6(0_u^0)$ is estimated using $C_6(0_u^0)$ and $C_6(1_u^0)$, see Table I for details. By setting $\sigma = 9.01555455a_0$ we tune the scattering length of this potential to the combined experimental value of $a_{\text{ge}} = 94.84(0.14)a_0$ [32, 33] ($a_0 \approx 0.0529177$ nm is the Bohr radius).

We calculate the positions $E_v$ of excited state vibrational levels by numerically solving [54, 55] the radial Schrödinger equation $-\hbar^2/2\mu(d^2/dR^2) + V(0_u^0))\Psi_e(R) = E_e\Psi_e(R)$. The reduced mass $\mu$ is half the mass of the $^{174}\text{Yb}$ atom [56]. The energies of three most weakly bound $^1S_0+^3P_0$ states, and the appropriate error budgets, are given in Table II. The energy of $-13.755(43)$ MHz for the $v'_e = -1$ state is determined to particularly high accuracy which will aid the initial search in a future experiment. The uncertainty of the theoretical $C_6(0_u^-)$

| Parameter | Value | Unit | Source |
|-----------|-------|------|--------|
| $a_{\text{ge}} - a_{\text{gg}}$ | -10.19(0.13) | $a_0$ | Ref. [32] |
| $a_{\text{gg}}$ | -19(11) | $a_0$ | Ref. [38] |
| $a_{\text{gg}}$ | +104.9(1.5) | $a_0$ | Ref. [42] |
| $a_{\text{gg}}$ | +105.0332(95) | $a_0$ | Ref. [33] |
| $a_{\text{gg}}$ | +94.7(1.6) | $a_0$ | Ref. [32] |
| $a_{\text{gg}}$ | +94.84(0.14) | $a_0$ | Refs. [32, 33] combined |

$C_6(0_u^-) = 2561(95)\times E_v a_0^6$ Ref. [39]

$C_6(0_u^0) = 3.20(0.14)10^8 E_v a_0^6$

$C_6(1_u^0) = 4.11(0.18)10^6 E_v a_0^6$

$C_6(0_u^0) = 3.81(0.21)10^6 E_v a_0^6$ Estimated

$\text{Ref. [39] did not give the } C_6(0_u^-) \text{ coefficient, but it can be estimated from } C_6(0_u^0) \text{ and } C_6(1_u^0) \text{ using the asymptotic relations between Hund’s case (c) } 0_u^-, 1_u^+ \text{ and } 0_u^+ \text{ potentials and the } 3S_1^+ \text{ case (a) potentials } 3S_3^+ \text{ and } 3P_3 \text{. A similar estimate for } C_6(0_u^0) \text{ gives a value 6.9% larger than Ref. [39] so we added this percentage to the uncertainty evaluation for } C_6(0_u^-) \text{ as a measure of an additional systematic error.}$

TABLE II. Positions $E_v$ and error budget for three near-threshold vibrational states in the rotationless $^1S_0+^3P_0$ 0 state of $^{174}\text{Yb}$ calculated using a model potential fitted to the s-wave scattering length $a_{\text{ge}} = 94.84(0.14)a_0$ [32, 33], the theoretical van der Waals coefficients $C_6 = 2561(95)E_v a_0^6$ [39] and the estimated $C_6 = 3.81(0.21)10^6 E_v a_0^6$. See text for details. The total uncertainty is calculated from individual contributions from each of the parameters.

| $v'_e$ | $E_v$ (MHz) | Uncertainty from $a_{\text{ge}}$ | Total uncertainty | Final |
|--------|-------------|-------------------------------|------------------|-------|
| $-1$   | $-13.7554$  | 0.0421 0.3356 0.9103 | 0.04284.143222.5490 | $-13.755(43)$ |
| $-2$   | $-322.4590$| 0.0030 4.122122.4799 |                      |       |
| $-3$   | $-1438.7356$| 0.0066 0.24711.5109 |                      |       |
parameter has the largest impact on the positions of $\nu' = -2$ and $\nu' = -3$ states; the contribution from the $C_a$ parameter only plays a minor role in the total error budget of any of the reported states. The observation of transitions to the $\nu' = -1$ state alone would make it possible to constrain the $C_a(0_u^+)$ parameter and improve the predictions for more deeply bound states. The positions of the molecular clock lines with respect to the atomic $^1S_0 \rightarrow ^3P_0$ line, shown in Fig. 2a, depend on the difference between energies of excited and ground vibrational levels relative to their dissociation limits. The positions of three most weakly bound ground state vibrational levels have already been measured by two-color photoassociation spectroscopy: $-10.62513(53)$ MHz, $-325.66378(98)$ MHz, and $-1527.88543(34)$ MHz [33]. The resulting molecular line positions are given in Table III. Of particular interest are the $-1 \rightarrow -1$ and $-2 \rightarrow -2$ transitions at $-3.130(43)$ MHz and $+3.2(4.2)$ MHz, which are only a few MHz away from the atomic clock line and which, as shown below, yield the best Rabi frequencies.

In bosonic spin-singlet atoms the $^1S_0 \rightarrow ^3P_0$ transitions are strictly forbidden. Optical atomic clocks utilizing bosonic species rely on the technique pioneered in Refs. [30, 31] of applying small static magnetic fields $B$ to induce (slight) Zeeman mixing of atomic ($m = 0$) states $|^3P_0\rangle$ and $|^3P_1\rangle$. The resulting mixed state $|\tilde{P}_0\rangle \approx |^3P_0\rangle + \frac{\Delta}{\Omega} |^3P_1\rangle$, where $\Delta = \langle^3P_0|\hat{\mu} \cdot \hat{B}|^3P_1\rangle / \hbar$ is the Zeeman matrix element, and $\Omega$ is the fine splitting between the two triplet states. The effective Rabi frequency of a clock transition interrogated by an optical field of amplitude $a$ is $\Omega_a = \langle^1S_0|\hat{a} \hat{E}|^3P_0\rangle / \hbar = \frac{\Omega}{\Delta} \langle^1S_0|\hat{a} \hat{E}|^3P_1\rangle / \hbar$. The atomic Rabi frequency, assuming parallel magnetic and optical fields, can be conveniently written as $\Omega_a = \alpha \sqrt{I|B|}$, where $I$ is the laser intensity. For $Yb$ $\alpha = 186 \text{ Hz}/(\sqrt{\text{mW/cm}^2})$ [30]. We can also use this result for weakly bound molecules. It is typical for vibrational wavefunctions of near-threshold vibrational energy levels (Fig. 1a) to extend to many tens of $a_0$ [47]. For internuclear distances $R \gtrsim 15 a_0$ the atomic interaction in Yb is small compared to the fine splitting $\Delta$ and may be treated as a perturbation. In the absence of external fields we can write the molecular state of indistinguishable atoms $A$ and $B$ as products of atomic states [40, 46, 57]:

The ground state $|g\rangle = |^1S_0\rangle_A |^1S_0\rangle_B \Psi_g(R)Y^{m_g}(\theta, \phi)$ and the symmetrized ungerade excited state $|e\rangle = \frac{1}{\sqrt{2}} \left( |^3P_0\rangle_A |^1S_0\rangle_B - |^{-1}L\rangle_A |^3P_0\rangle_B \Psi_e(R)Y^{m_e}(\theta, \phi) \right)$.

The total orbital angular momentum $L = 1$; $\Psi_e(R)$ are the respective ground ($g$) and excited ($e$) radial wavefunctions, and $Y^{m}(\theta, \phi)$ are spherical harmonics describing the rotational motion. Here we only consider $s$-wave states with $l = m = 0$.

In presence of a magnetic field $B$ the atomic states $|^3P_0\rangle_{A,B}$ in $|e\rangle$ are replaced by $|\tilde{P}_0\rangle_{A,B}$ forming the mixed molecular state $|\tilde{e}\rangle$. The molecular Rabi frequency is, by definition, $\Omega_{mol} = \langle\tilde{e}|\tilde{d}_{mol} \cdot \hat{E}|\tilde{e}\rangle / \hbar$. For atoms at distances where the electron clouds are well separated, but still much closer than the transition wavelength $\lambda \approx 578 \text{ nm}$, the molecular dipole moment $\tilde{d}_{mol} = \tilde{d}_A + \tilde{d}_B$ [58]. Assuming the splitting $\Delta$ to be independent of $R$, we arrive at the intuitive result

$$\Omega_{mol} = \sqrt{2} \sqrt{f_{FC} \Omega_{at}},$$

where $f_{FC} = \left| \int_0^{\infty} \Psi_g(R)\Psi_e(R)dR \right|^2$ is the usual Franck-Condon factor between ground- and excited-state wavefunctions $\Psi_g(R)$ and $\Psi_e(R)$. The $\sqrt{2}$ is a superradiant enhancement factor typical for $g-u$ transitions allowed by the Laporte rule. For Franck-Condon factors $f_{FC}$ close to unity the molecular Rabi frequencies $\Omega_{mol}$ could be comparable, or even slightly exceed, the atomic Rabi frequency $\Omega_{at}$. It should be noted that for short distances $R$ this simple derivation no longer holds and magnetic couplings between the $^1S_0+^3P_0$ states should be considered instead.

We have investigated the possibility of direct clock photoassociation of unbound atomic pairs in 3D optical lattice sites. The result is negative: even for a strong lattice with lattice frequency $\omega = 100 \text{ kHz}$ the respective Franck-Condon factors for $\nu' = -1, -2, -3$ are $1.06 \times 10^{-5}, 1.49 \times 10^{-5}$ and $1.14 \times 10^{-5}$. These, combined with the low atomic transition probability would make direct photoassociation experimentally challenging. In principle, stronger magnetic and optical fields could be used to compensate for the small $f_{FC}$. For example, in a lattice with an experimentally reasonable $\omega = 20 \text{ kHz}$ a Rabi frequency of only $1 \text{ Hz}$ for a transition to the $\nu_e = -1$ state would require a laser intensity of $150 \text{ W/cm}^2$ even with the magnetic field increased to $10 \text{ mT}$. This may explain why no experimental observation of clock line photoassociation has been so far reported.

The Franck-Condon factors can be improved by orders of magnitude if transitions between weakly bound $^1S_0+^1S_0$ and $^1S_0+^3P_0$ states are used instead of direct photoassociation. The positions of near-threshold energy levels with the same vibrational quantum numbers $\nu'_e$ are very similar and, consequently, molecular transitions lie close to the atomic line (Fig. 2a). The respective $C_a$ factors being comparable ($C_a(0_u^+) \approx 1937 E_{mol}^{0_u^+}$ [33]), the classical outer turning points are also similar and the radial wavefunctions (Fig. 2b) have significant overlap. This leads to unusually favorable Franck-Condon factors reaching even 0.95 for the $-1 \rightarrow -1$ transition, see Table III. In Fig. 2c we show projected molecular Rabi frequencies as a function of laser intensity $I$ for a mag-

| $\nu'_e$ | $\nu'_e = -1$ | $\nu'_e = -2$ | $\nu'_e = -3$ |
|---------|-------------|-------------|-------------|
| $\Delta \nu$ (MHz) | $f_{FC}$ | $\Delta \nu$ (MHz) | $f_{FC}$ | $\Delta \nu$ (MHz) | $f_{FC}$ |
| $-1$ | $-13.10(33)$ | $0.9495$ | $-311.8(4.2)$ | $0.0217$ | $-1428(23)$ | $0.166$ |
| $-2$ | $311.90(33)$ | $0.0009$ | $3.2(4.2)$ | $0.6755$ | $-1113(23)$ | $0.2140$ |
| $-3$ | $1514.10(33)$ | $0.0002$ | $1205.4(4.2)$ | $0.0025$ | $89(23)$ | $0.3990$ |

TABLE III. Positions $\Delta \nu$ of molecular clock lines relative to the atomic clock transition. The respective Franck-Condon factors $f_{FC}$ were calculated using the ground state potential of Ref. [33] and the present $0_u^+$ interaction model. The uncertainties are dominated by the error bars of the excited state energy level positions (see Table II).
netic field $|B| = 1\, \text{mT}$. As expected, they are comparable to $\Omega_y$; values of a few Hz can be obtained for laser intensities well below $1\, \text{W/cm}^2$. In a practical experimental realization, the same laser power (and possibly even the same beam) could be used for atomic and molecular transitions.

Weakly bound ground state $^{174}\text{Yb}_2$ molecules necessary for clock spectroscopy could be produced by STIRAP [34–36, 59, 60] in a deep optical lattice using $^1S_0^+P_1^0\, 0^+_g$ energy levels as intermediate states. The Franch-Condon factors for the STIRAP “pump” and “dump” transitions are not nearly as convenient as in, for example, strontium due to extended outer turning points in the excited state. We have, however, tentatively checked by numerical simulations of the three level dynamics [36] that optical production of weakly bound Yb molecules is still possible. Ground state molecules in the $v_x = -1$ state could be produced using the known $0^+_g \rightarrow 1974$-MHz energy level [29] as an intermediate state. STIRAP pulses executed over 100 ms in a lattice of trapping frequency $\omega = 20\, \text{kHz}$, and with moderate maximum pump and dump laser intensities of $50\, \text{W/cm}^2$ and $10\, \text{mW/cm}^2$ would yield about 75% transfer efficiency. For the $v_x = -2$ state a 69% efficiency is obtained under the same conditions apart from the dump laser intensity being increased to $1\, \text{W/cm}^2$. For the $v_x = -3$ state a deeper intermediate state at $-3678\, \text{MHz}$ would have to be used and for both maximum laser intensities equal to $50\, \text{W/cm}^2$ would give an efficiency of 51%. Given the high efficiencies, STIRAP could also be used to dissociate [36] the remaining ground state molecules for detection after clock line interrogation. In a thermal gas, molecules in the most weakly bound $v_x = -1$ state could also be produced by spontaneous decay in photoassociation [61, 62] on the $-1974$-MHz line at an efficiency of about 6%.

So far we have ignored the role of short range molecular physics. In principle, strong coupling with radiative molecular states could shorten the lifetimes of the $0^+_g$ states. Out of molecular states correlating with $^1S_0^+P_1\, 2$ and $^1S_0^+P_1\, 1$ asymptotes the only spin-orbit coupling occurs with the higher lying metastable $^1S_0^+P_2\, 0^+_g$ state [40]. This way the $^1S_0^+P_2\, 0^+_g$ state is the lowest state of $0^+_g$ symmetry and as such would be immune to predissociation, which limited the lifetimes of e.g. the subradiant states in Sr$_2$ [25]. It is possible that complications could arise from other, high lying, atomic asymptotes, e.g. $^1S_0^+D_{1,2,3}$: unfortunately, no ab initio calculations of these states are available at this point and it is not known if any of related molecular potentials would cross the $^1S_0^+P_0\, 0^+_g$ dissociation limit. We note, however, that both Bouganne et al. [38] and Franchi et al. [32] report a lack of inelastic g–e collisions, hinting at long lived molecular states. Another possible consequence of short range molecular interactions is the possible enhancement of $\Omega_{\text{mol}}$ from short range variation of the splitting $\Delta$ or if a perturber $0^+_g$ or $1_u$ vibrational state accidentally coincides with the probed energy level. If present, such effects could be compensated for by dialing down the magnetic field.

We have shown that spectroscopy of weakly bound cold molecules near the $^1S_0\rightarrow P_0$ clock transition may be experimentally feasible. We have predicted, to high accuracy, the positions of three most weakly bound $0^+_g$ energy levels below the $^1S_0^+P_0\, 0^+_g$ asymptote of the bosonic $^{174}\text{Yb}_2$ molecule. We have shown that thanks to favorable Franck-Condon factors a molecular analog of magnetic-field-induced optical clock spectroscopy [30, 31] is possible. The magnetically induced Rabi frequencies for optical clock transitions between weakly bound $^1S_0^+P_0\, 0^+_g$ and $^1S_0^+P_0\, 0^+_g$ energy levels can be comparable to those for the atomic clock transition. The necessary ground-state weakly bound molecules could be produced by either spontaneous emission following intercombination line photoassociation, or by the STIRAP technique in deep optical lattice utilizing one of the known $^1S_0^+P_1\, 0^+_g$ intermediate states. The predicted transitions could be observed in existing optical atomic clock setups that use $^{174}\text{Yb}$ atoms. Since the $^1S_0^+P_2\, 0^+_g$ state is immune to predissociation, its vibrational states could be long lived and their positions could be measured at the hertz level. The two strongest transitions lie at very small detunings with respect to the atomic clock line: $-3.130(43)\, \text{MHz}$ and $+3.2(4.2)\, \text{MHz}$. In principle, depending on the prepared sample (whether atomic or molecular, and in which vibrational state), the same experimental apparatus could be used to compare the readings of an atomic and molecular frequency standard. Possible applications include searching for the temporal variation of the fundamental constants [4, 6, 7, 15, 18] or new physics beyond the Standard Model [8, 13]. The mechanism is universal and should apply to other bosonic species used in optical clocks, like $^{88}\text{Sr}$.
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