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ABSTRACT
Due to the mobility of devices, device-to-device (D2D) communication is a promising fifth-generation (5G) technology in dynamic environments for improving message transmission efficiency for group communication. Additionally, all services in an ad hoc network are current Vehicle Ad Hoc Network (VANET) applications. Therefore, D2D communication has been introduced in ad hoc environments to reduce latency during vehicle conversations, such as autonomous vehicle solutions and drone fleet management for cellular vehicle-to-everything (C-V2X) modules and Internet of Drones (IoDs) networks. However, providing secure and effective group communication is an urgent challenge. To solve these problems, we propose a dynamic group management solution based on distributed ledger technology. This study demonstrates that a distributed ledger-based hierarchical architecture for dynamic group management is faster and more adaptable without compromising security and performance. Furthermore, the proposed method can facilitate the transfer of direct communication data without a centralized database, thereby reducing the chance of a single point of failure. In addition, the research was tested by a third party that has established close cooperation with world-leading automotive electronics suppliers in Taiwan.
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I. INTRODUCTION
In the Internet of Things (IoT) era, the fifth generation (5G) network provides a completely mobile and connected society for billions of connected objects [1] [2], [3], [4], [5]. Currently, promising applications in ad hoc networks are increasing. In addition, today’s information and computing systems are distributed in nature. For example, intelligent vehicles are experiencing revolutionary growth in research and industry. In terms of road safety, high data transfer and network communication, all services in an ad hoc network are critical for current vehicular ad hoc network (VANET) applications such as a cellular vehicle-to-everything (C-V2X) [6], [7] module in automation solutions. The C-V2X can be used for drone fleet management and autonomous cars. Moreover, ad hoc networks can be organized using D2D communication, which can be used for emergency communications. Therefore, device-to-device (D2D) communication was introduced in the V2X environment to reduce delays during vehicle conversation. However, dynamic topology and member management is a major issue in ad hoc network groups. As the number of nodes increases, the dynamic system becomes more complex and requires dynamic management to ensure safety.

Due to the lack of network protection, as the number of ubiquitous devices continues to increase, the network becomes more vulnerable to attacks. Consequently, security is a crucial issue for the rapidly evolving D2D network, which
is essential to provide services in a small coverage area [8], [9], [10]. Therefore, the system needs to provide timely and reliable service for dynamic group member management. However, the salient features of ad hoc networks bring challenges in achieving these goals, including authentication and availability [11], [12].

Figure 1 shows ad hoc network issues. The connectivity between nodes is inevitably affected by the movement, arrival and departure of nodes. Since the current applications in the ad hoc network are naturally scattered [13], [14], an authenticator is necessary to conduct dynamic and distributed management. However, by using centralized authenticators and fully distributed authenticators, existing methods are being challenged. A centralized authenticator uses static configuration, while the distributed authenticator lacks the efficiency of updating the group key. For example, trusted agencies are responsible for the registration of roadside units (RSU) and vehicles and provide support for necessary communication assistance [15]. In addition, the group key in Vehicular Ad Hoc Network (VANET) cannot be updated correctly [16]. In other words, the traditional security mechanisms used in VANET still has defects [17], [18]. Distributed ledger technology contains specific and verifiable records of all transactions that have been made within a distributed system [19]. However, a fully distributed blockchain authenticator is very slow to update authentication information.

To solve the problem of dynamic topology and dynamic group management, this research proposes a hybrid and effective security protocol based on distributed ledger technology and edge center architecture. In addition, distributed ledger technology with consensus algorithms enables nodes in ad hoc networks (such as fleet managers) to improve security, convenience and efficiency.

In summary, in view of the limitations of centralized and fully distributed networks, the research proposed a hybrid architecture based on distributed ledger technology to improve security and efficiency. The article makes the following contributions.

- A distributed ledger based hierarchical architecture for dynamic group management without compromising security and performance. The dynamic membership extension of consensus algorithm with dynamic group keys allows the set of nodes in the group to change over time.
- The proposed method can facilitate the transmission of direct communication data without a centralized database, thereby reducing the chance of a single point of failure.
- The research is carried out in the OMNET++ simulator and implemented in an experimental environment. The experimental results are also tested by a third party.

The remainder of this paper is organized as follows. Section II introduces the problem and related work. Design goals, threat model, network model, security requirements, system model and preliminaries are carried out in Section III. In Section IV, the proposed protocol is conducted and discussed in detail and then evaluated in Section V. In addition, Section VI has some discussion and future directions. Finally, Section VII summarizes this article.

II. PROBLEM DESCRIPTION AND RELATED WORK

In this section, the problem of dynamic group management in wireless ad hoc networks is described, existing research is briefly reviewed, and the differences between our work and existing methods are emphasized.

A. PROBLEM DESCRIPTION

Thus, it is essential to perform the authentication process safely and efficiently. In addition, the IEEE 1609.2 standard defines secure message format and suggests that message processing shall be within a validity period of less than five seconds for authentication credentials [20]. However, ad hoc networks do not have a fast and reliable mechanism to protect group management in dynamic topology and member management. For example, device-to-device (D2D) communication requires effective security solutions for proximity-based direct communication without the assistance of cellular networks [21].

B. RELATED WORK

Blockchain provides access to distributed ledgers in a trusted and secure manners [22], [23]. Therefore, multiple industries and organizations are studying the implementation of blockchain technology for intelligent vehicles. The vehicle network used the blockchain in the self-organizing network to communicate between vehicles [24], [25], [26]. Other studies applied blockchain to provide decentralization, traceability, and immutability in the Internet of Things [27], [28]. Feng et al. proposed a blockchain-based distributed collocation storage architecture for data security process platform of Wireless Sensor Network (WSN) [29]. Moreover, several studies have been considered for group key management of connected devices [30], [31], [32]. The group key can be updated for authenticated vehicles when vehicles join and leave the group [33]. However, this requires a third party trusted organization to distribute group keys for all vehicles, and there are security risks of key escrow and the complexity of certificate management. Abd-Elrahman et al. [34] proposed an identity-based encryption (IBE) group authentication scheme using multiple private key generators. Nevertheless, this scheme relies on external key servers that are
vulnerable to key escrow attacks. To alleviate the key update overhead, the decentralized architecture consists of a key distribution center and multiple subkey distribution centers for managing IoT groups [35]. Although some blockchain-based key management techniques for VANET have been proposed [25], [36], these methods lack automatic key renewal in dynamic applications [37]. Additionally, the problem of single point of failure remains. Nevertheless, a secure trust environment for D2D communication using dynamic group keys with dynamic consensus mechanism has not been discussed. In addition, traditionally fully distributed blockchain authenticators use a slow consensus mechanism to update identity verification information.

Table 1 summarizes existing issues related to centralized and distributed authenticators. Table 2 lists the popular decentralized blockchain consensus protocols. Centralized authenticators use a static configuration, whereas distributed authenticators lack the efficiency to update group keys. However, the traditional security mechanisms used in VANET still have flaws, such as the potential risk of a single point of failure for remote servers [38], [39], [40]. Additionally, fully distributed blockchain authenticators are very slow to update authentication information [41], [42]. To confirm any single transaction in the system, Bitcoin’s Proof-of-work (PoW) consensus takes an average of 10 minutes to resolve and requires six consecutive blocks [43]. Because of their high mobility, VANET nodes require shorter security protocol execution times to achieve the same throughput. Therefore, it is more difficult to provide secure network connectivity in a distributed architecture than in a centralized architectures [44], [45], [46]. For example, the high mobility of connected vehicles makes the proof-of-work (PoW) process difficult, as there is limited time for nodes to move to exchange new blocks for verification [47]. In addition, cloud data servers consume a large amount of energy each year in a centralized architecture. Instead, distributed architectures use spare onboard computing resources on connected vehicles to minimize the cloud server energy consumption [45], [48]. In addition, in the ad-hoc world of V2X and IoD (Internet of Drones) networks, cloud servers equipped with powerful computing units may have higher computing power. In contrast, computing power is limited and depends on the CPU load with an ad-hoc onboard computer with a fully distributed architecture [45], [49].

### C. DIFFERENCES FROM EXISTING WORK

The centralized authenticator uses a static configuration and a fixed network topology requires a complete and continuous network infrastructure (ground control center) deployment. However, the distributed authenticator lacks efficiency in updating the group key. Furthermore, owing to the decentralized nature of edge-centric systems, single-point-of-failure limitations can be avoided. Aiming at the limitations of centralized and fully distributed networks, this study proposes a hybrid architecture based on distributed ledger technology. Hierarchical architecture helps address scalability and efficient resource utilization by reducing the communication load with the central authenticator. Therefore, to meet the requirements of dynamic topology and dynamic member management, this study provides a timely and reliable security protocol based on distributed ledger technology. When the communication network is unstable, distributed ledger technology can be used to ensure that group management works properly locally. For example, when the vehicle passes through the tunnel, the leader and the remote server are disconnected. When the connection between the fleet and the remote server is interrupted through the tunnel, the regional group fleet management can still be maintained and the safety of the fleet can be maintained. This allows the group manager to continue its operations even if it is temporarily isolated from the remote server. In other words, an unreliable network connection won’t affect the work of the group manager, which can then work locally. Additionally, the local server periodically attempts to connect to the remote server. A network connection can be established to send periodic reports containing group-related information for all logged events.

The proposed method has to trade off scalability and performance efficiency to account for high throughput or security across a large number of nodes. In other words, a fully distributed blockchain system creates a larger computational and storage burden. This is because all parties need to come to a consensus and store the transaction. Therefore, we propose a hierarchical decentralized architecture for dynamic group management to reduce overhead. In addition, participants must register their identities on the local server/cloud server in advance to ensure a certain degree of security by supplementing node identity management.
III. SYSTEM OVERVIEW

This section presents the design goals, threat model, network model, security requirements, system model and preliminaries.

A. DESIGN GOALS

This study has the following primary goals with respect to decentralization, security and performance.

- Decentralization: The network is not managed by a central party. Subnetting allows the network to be divided into groups. The desire to achieve decentralization is to provide efficient key management services and extend the blockchain to device-to-device communication applications.

- Secure transaction: Securely transmit and commit transactions within a group to ensure the confidentiality of resources and to protect data integrity.

- Low latency: This research aims to reach a consensus within five seconds to meet the requirements of the IEEE 1609.2 standard security mechanism.

B. SECURITY REQUIREMENTS

OSI Security Architecture Recommendation ITU-T X.800 defines this systematic approach and focuses on security attacks, mechanisms and services. To satisfy the security characteristics of the proposed method, Table 3 lists some potential threats and suggested countermeasures for D2D communication. Therefore, this research design refers to this security framework to illustrate cybersecurity and the concepts of threats and attacks. Accordingly, we employ distributed ledger technology and dynamic group management. Furthermore, the study assumes that cryptographic primitives are secure and that computing the Diffie-Hellman problem is difficult. This study considers five categories of security services: authentication, access control, confidentiality, integrity, and non-repudiation. For example, the ECDSA and symmetric key algorithms are used to satisfy the integrity and confidentiality of security services. authorization violation, eavesdropping, masquerading, and modification attacks are the security threats considered in this study.

C. THREAT MODEL

D2D communication is wireless and usually introduces some security holes [54]. A useful classification method for security attacks is the term for passive and active attacks. Passive attacks learn or use information in the system, such as eavesdropping, without affecting system resources. Conversely, active attacks attempt to change system resources or affect their operations, such as masquerading and modifying messages. To avoid potential threats, the proposed protocol needs to resist attacks, such as authorization violations, eavesdropping, masquerading and forgery, and modifying attacks [55], [56]. Figure 2 shows the security testing scenarios for this method.

![Security threats](image)

Table 3: Some potential attacks in D2D communication and the proposed countermeasures.

| Threat                  | Consequences                                                                 | Countermeasures                                                                 |
|-------------------------|------------------------------------------------------------------------------|---------------------------------------------------------------------------------|
| Authorization Violation | 1. Unauthorized access violation (not available within the scope of permission) | 1. Hash-based message authentication code. 2. ECDSA digital signature          |
| Eavesdropping           | 1. Loss of info. 2. Loss of privacy                                             | 1. Hash-based message authentication code. 2. ECDSA digital signature          |
| Masquerading            | 1. Unauthorized access violation (not available within the scope of permission) | 1. Diffie-Hellman/ ECDSA key exchange. 2. Symmetric key algorithm              |
| Modification            | 1. Denial of service (DoS)                                                    | 1. Dynamic distributed consensus. 2. Firewalls, intrusion detection, etc.      |

![Authorization violation](image)
combination of encryption technology and dynamic group key management. Figure 4 shows the eavesdropping test results.

3) MASQUERADE AND FORGERY
An attacker pretends to be a different entity, such as a group manager. For example, an attacker alters some portion of a legitimate message to produce an unauthorized effect. In this case, the attacker intercepts and modifies the network's communication content and then resends it. The main countermeasures for masquerading and forgery are authentication, data integrity, non-repudiation, and data confidentiality through digital signature technology and dynamic group key management. Figure 5 shows the masquerade and forgery tests.

4) MODIFICATION ATTACK
When the content of a data transfer is changed without detection, and resulting in unauthorized effects occurs, message modification happens. For example, an attacker intercepts and modifies the network’s communication content and then resends it. The primary countermeasure for a modification attack is to use digital signature technology with dynamic group key management to perform authentication, data integrity, non-repudiation, and data confidentiality. Figure 6 shows the modification attack test.

D. NETWORK ARCHITECTURE
Figure 7 shows the architecture of the system. The N-tier architecture includes a cloud platform, local servers, edge devices, and user equipment. In cross view, the local server is the group manager of the gateway group GWG. In the vertical view, the UE group UEG_i consists of a group manager GW_i and multiple UEs. Note that the N-tier architecture can be controlled using remote cloud computing or local servers. Therefore, group permissions of local electronic devices enable decentralized control with short delays, fast processing, and fast transfer speeds. In other words, there are a group manager and n group members to process records to ensure the consistency of the system state. In each round, the group manager has a master copy of the data to be written. In addition, the group members maintain backup copies of data on the other nodes. That is to say, the Merkle root consensus checks to ensure that the digital digest data (i.e., hash data) is the same for every replica in the process. Therefore, each node’s blockchain storage can be attributed to the overhead of system space complexity [57]. Furthermore, the space overhead of the proposed method can be reduced from the hierarchical structure. In other words, we need only to maintain the hash value of the backup copies. Because we have to compute only the root of the Merkle tree for validation. Therefore, the hash value is sufficient. The storage overhead for hash values is low.

E. SYSTEM MODEL
Figure 8 depicts the core technology components and core application components of the proposed method. Specifically, the core technical components mainly include consensus data transmission and reception, security services, data storage, network discovery, and message communication. The core application components can manage the group nodes. That is, the method adopts an asymmetric encryption mechanism to realize data encryption and decryption, signature verification, and authentication verification. This research provides security guarantees to protect the confidentiality, integrity, unforgeability, and privacy of data. For example, digital signatures provide authentication, data integrity, and data
confidentiality security services [55]. In addition, through the consensus mechanism, group nodes can verify data writing and other behaviors and reach a consensus trust establishment method.

2) CRYPTOGRAPHIC PRIMITIVES

Outputs a tuple $(g^q, g^T)$. The algorithm takes the security parameter $k$ and bilinear parameter generator $Gen$ is a probabilistic algorithm.

Definition 1 (Bilinear Parameter Generator Gen): A bilinear parameter generator Gen is a probabilistic algorithm. The algorithm takes the security parameter $k$ as the input and outputs a tuple $(q, g, g_T, G, G_T, e)$, where $G$ and $G_T$ are two $q$-factorial cyclic groups. $g$ and $g_T$ are two generators of $G$ and $G_T$, and $e: G 	imes G ightarrow G_T$ is a recognized bilinear map.

2) CRYPTOGRAPHIC PRIMITIVES

Cryptography is one of the key techniques for realizing a secure distributed ledger [58].

- **Symmetric Ciphers**: For example, the widely used Advanced Encryption Standard (AES) is used for single-key or traditional encryption.
- **Asymmetric Ciphers**: Two related keys are used to perform supplementary operations such as encryption and decryption or signature generation and signature verification.

1) Public-key Cryptosystem: The generation of such keys rely on an encryption algorithm based on mathematical problems to generate a one-way function. Using two keys has far-reaching implications for confidentiality, key distribution, and authentication [59].

2) Diffie-Hellman key exchange: The Diffie-Hellman algorithm depends on its effectiveness on the difficulty of computing discrete logarithm. For any integer $b$ and the original root $a$ of the prime $p$, a unique index $i$ can be found. The index $i$ is recalculated as the discrete logarithm of $b$ for the base $q$, mod $p$.

3) Elliptic Curve Cryptography: Elliptic curve encryption is based on computational hardness of the mathematical problem associated with elliptic curves. The well-known digital signature technology Elliptic Curve Digital Signature Algorithm (ECDSA) is based on elliptic curve cryptography.

4) Message Authentication Code: The message authentication code function provides data integrity and data source authentication. When A has a message to send to B, it calculates the MAC based on message and key: $MAC = C(K, M)$, where $M$ is input message, $C$ is MAC function, $K$ is shared secret key and $MAC$ is message authentication code [55].

5) Digital signature: A digital signature which is a public-key cryptography technique equipped with a pair of private and public keys $(x, Y)$. A digital signature is composed of two main algorithms signature generation $Sign_1(.)$ and signature verification $Verify(.)$:

- Signature generation $Sign_1(.)$: Given a message $m$ and a private key $x$, produces a digital signature on $m$ as $Sign_m = Sign(x, m)$.
- Signature verification $Verify(.)$: Given the message $m$, a public key $Y$ and digital signature $Sign_m$, either accepts or rejects the signature as being valid if $Verify(m, Sign_m)$ outputs true.

3) DISTRIBUTED LEDGER TECHNOLOGY (DLT) AND MERKLE TREE

DLT is often used as a synonym for blockchain and refers to the distributed, decentralized ledger aspect of blockchain. In blockchain systems, the SHA256 hash function is $h : \{0, 1\}^* \rightarrow \{0, 1\}^{256}$ commonly used. For untrusted systems, consensus algorithms bring specific security attributes (integrity, agreement, and validity) [60]. The shared information is recorded in a trusted manner by collaboration between nodes in a distributed group using cryptographic techniques and distributed consensus algorithms.

The distributed ledger in the proposed method is on the basis of the structure of the Merkle tree (also commonly referred to as a hash tree). The Merkle tree provides efficient and secure verification of content that stores hash values and the ledger digest references the root node of the tree.
data structure. The leaf nodes of a Merkle tree based on an unlimited one-time signature tree scheme are marked with values, such as pseudo identity PID. An example of a Merkle tree in a gateway group is shown in Figure 9. In addition, in the Merkle tree structure, the path length from any leaf to the root of a (balanced) binary tree with \( n \) leaves is determined using the \( \log_2 n \) approximation.

![Merkle Tree Example](image)

**FIGURE 9. Example of Merkle tree.**

### IV. PROPOSED PROTOCOL

An authentication protocol based on hierarchical private group topology and distributed ledger technology was developed for D2D communication. A dynamic group management security mechanism can provide credential and dynamic membership management for secure IoT domains in groups.

#### A. SYSTEM INITIALIZATION

The entity descriptions, assumptions, system initialization phase, encryption keys, and hash function used in the groups are described below.

Entity descriptions are shown as follows.

- **Local server**: The local server acts as the group manager to manage the nodes in the gateway group GW. In addition, the real information of legitimate gateways and the UEs is stored therein. The local server can serve as a server or other electronic device with a powerful computing power.
- **Gateway (GW)**: GWs act as gates from the UEs to a local server. GWs perform authentication operations for UE groups and can be deployed quickly through virtual machines. A gateway device may be a base station, a mobile edge computing platform, a roadside unit, or other computing capable electronic device, but it is not limited thereto.
- **User equipment (UE)**: UEs are terminal devices in a network. A legitimate UE installs the D2D security application after registration with a local server. The personal device (user equipment) may be a mobile phone, a driving navigation device, a drone, or other electronic device having basic computing capabilities, but is not limited thereto.

Under the given assumptions, the local server and gateways are considered honest and sufficiently robust to provide correct source data and defend against attack. Moreover, UEs may consist of or be captured by some adversaries. Furthermore, the underlying encryption schemes are secure. Additionally, misbehaving nodes can be detected. For example, if a leaving node wants to illegally use a service or resource that is not available within its authority, the malicious node will not be able to grant permissions without an updated dynamic group key.

Algorithm 1 describes the five stages of system initialization of the gateway group performed by the local server. Note that the pre-shared key \( preK \) is used as the session key for the gateway group GWG. \( preK \) is prestored on each device’s hardware encryption card, or produced and distributed by the local server through secure channels. In the same way, the UE group UEG is similar to GWG. For instance, the UE can establish a secure channel over SSL to ensure data integrity and confidentiality. The system parameters of UEG are issued by the UE group manager \( GWG \). \( UEG_i \) generates its public/private key pair by following the system setup phase of GWG.

The three stages related to the encryption key and hash function set of the group members are shown in Algorithm 2. Note that the process of triggering each dynamic group key update is based on joining the event or leaving event to GWG or UEG. In addition, the hash tree allows for efficient and secure verification of the contents of the data structure.

#### B. PROPOSED METHOD

After initializing the system, the proposed method focuses on how to share dynamic membership data between ad hoc network groups.

1) **SOLUTION OVERVIEW**

In the network security protocol, the requester and the group manager first perform an interactive mutual authentication phase. Subsequently, the group manager and other members enter the dynamically distributed consensus phase. If the network security system protocol is in a horizontal view, the same cross-group gateways belong to the same group, such as the GWG. Conversely, if the network security system protocol is in a vertical view, the gateway GW and multiple UEs are owned by the same group, such as \( UEG_i \). Note that the process of the UE group is similar to that of the GW group except for the mutual authentication.

1) **Mutual authentication**: A secure process in which the requester and the group manager verifies each other’s identities. If a node in GWG requests to join, the steps are described as follows. In addition, the leaving event is similar to the joining event. Figure 10 shows the state transitions of the proposed method. The requester sends the request and receives a response. On the other hand, the group manager processes the request and reaches a consensus with the group members.
**Algorithm 1 System Initialization**

**Function** `LocalServerIni`:
- Generate and publish public key $Y_{\text{localserver}}$
- Produce and distribute the pre-shared key $preK$ via secure channels /* as the session key for the gateway group $GWG$ */

**Function** `SystemParameterGeneration`:
- **Initialization**: bilinear mapping $\epsilon : \mathbb{G} \times \mathbb{G} \rightarrow \mathbb{G}_T$ /* $\mathbb{G}$, $\mathbb{G}_T$ = multiplicative cyclic groups of prime order $q$, where $g$ and $g_T$ are generators of $\mathbb{G}$ and $\mathbb{G}_T$ respectively. */
- Generate a tuple $(q, g, g_T, \mathbb{G}, \mathbb{G}_T, e)$ by running a bilinear parameter generator $\text{Gen}(k)$ /* $k$: a given security parameter */
- Choose one secure symmetric encryption algorithm $\text{Enc}_{sk}(M)$ /* $M$: msg, $sk$: secret key */
- Select two hash functions $H_0$ and $H_1$
  - $H_0 : [0, 1]^* \rightarrow \mathbb{G}, H_1 : [0, 1]^* \rightarrow \mathbb{Z}_q^*$ /*
- Publish the system parameters of $GWG = (g, g_T, \mathbb{G}, \mathbb{G}_T, e, \text{Enc}_{sk}(M), H_0, H_1)$

**Function** `SystemSetup`:
- The group manager of $GWG \leftarrow$ the local server
- while not all the group managers of UE groups have been set do
  - The group manager of $UEG_i \leftarrow GW_i$ $GW_i$ randomly chooses its private key $x_i \in \mathbb{Z}_q^*$
  - $GW_i$ calculates its public key by $Y_i = g^{x_i}$

**Function** `DigitalSignatureAlgoIni`:
- The signature process is designed to be completed offline to reduce the data latency
- The elliptic curve digital signature algorithm (ECDSA) selects private key $x_i$, message $M$, domain parameters, and public key $Y_i$ as inputs
- The output of ECDSA is $\sigma_i(M)$ signature

**Function** `PreRegistration`:
- $GW_i$ computes $\text{Enc}_{sk}(Y_i, GWID_i)$ and sends it to the local server for verification. /* Similarly, $UE_{ik_i}$ encrypts its public key $Y_{ik_i}$ and real ID $\text{RID}_{ik_i}$ and publishes $\text{Enc}_{sk}(Y_{ik_i}, \text{RID}_{ik_i})$ to the local server through $GW_i$ */
- Local server decrypts and verifies the encrypted data through $preK$ or legitimate UE list
  - /* If $UE_{ik_i}$ is verified, the local server computes the pseudoidentity using $\text{PID}_{ik_i} = H_1(\text{RID}_{ik_i})$ */
- The local server signs $(GWID_i, Y_i)$ by ECDSA using the private key $x_{\text{localserver}}$ and publishes it /* Similarly, $(\text{PID}_{ik_i}, Y_{ik_i})$ in the authorized $UE_{ik_i}$ */

**Algorithm 2 Group Membership Setup**

**Function** `DynamicGroupKey`:
- **Initialization**: The local server generates the initial temporary gateway group key $TGGI$ or an initial temporary UE group key $TMGI_i$ for $GW_i$
- $TGGI$ and $TMGI_i$ are published by the local server to $GWG$ and $GW_i$ through secure channels, respectively
- **Dynamic Group Key Generation**:
  - while in $GWG$ do
    - if a gateway node joins then
      - The local server and group members update $TGGI$ using $TGGI = H_1(TGGI)$
    - else
      - The local server chooses a random number $\text{RAND}_{\text{localserver}}$ and updates $TGGI$ by $TGGI = H_0(TGGI, \text{RAND}_{\text{localserver}})$
      - The local server sends the updated $TGGI$ to the remaining gateway group members
  - while in $UEG_i$ do
    - if an UE node joins then
      - $GW_i$ and group members update $TMGI_i$ by $TMGI_i = H_1(TMGI_i)$
    - else
      - $GW_i$ selects a random number $\text{RAND}_{GW_i}$ and updates $TMGI_i$ by $TMGI_i = H_0(TMGI_i, \text{RAND}_{GW_i})$
      - $GW_i$ publish the updated $TMGI_i$ to the remaining group members

**Function** `GroupMemberHashes`:
- /* is used for group consistency */
  - while is the local server $GW_0$ or group member in $GWG$ do
    - $GW_0$ and the group members produce a hardware-protected Merkle tree separately by $HK_{G_0} = H_1(\text{GWID}_0)$ /* $HK_{G_0}$ is located at leaf node */
  - while is the UE group manager $GW_i$ (or $UE_0$) or group member in $UEG_i$ do
    - $GW_i$ (or $UE_0$) and the group members generate a hardware-protected Merkle tree respectively by $HK_{U_{ik_i}} = H_1(\text{PID}_{ik_i})$ /* Similar to $HK_{G_0}$ */

**Function** `GroupMemberPrivateKey`:
- /* The group member private key is used for secure communication between the group manager and each group member */
  - while group member in $GWG$ do
    - $HK_{U_{ik_i}} = H_0(HK_{U_{ik_i}}, \text{RAND}_{GW_i})$
  - while group member in $UEG_i$ do
    - $HK_{U_{ik_i}} = H_0(HK_{U_{ik_i}}, \text{RAND}_{GW_i})$
• **Session Key Establishment.** A requester begins with a ReqHello message to a secure D2D network, followed by AckHello from the group manager. The two parties use a symmetric encryption key, such as a shared secret key, for the communication session.

• **Service Request.** The requester sends a GrpMsgServiceRequest message to the group manager. The requester creates message $m$ and computes $m' = E(k, (m, Timestamp)_{x_R})$ with its private key $x_R$ and a secret shared key $k$. Then, the requester sends $m$ and $m'$ to the group manager.

2) **DYNAMIC GROUP KEY**

An update of the dynamic group key is triggered by an event and is used to perform the consensus update process later. In addition, the dynamic group key is applied to **forward secrecy (FS)** and backward secrecy (BS) techniques.

**Forward secrecy** ensures that group members cannot decrypt previous group data sent before joining the group. This means that new users joining the conversation cannot access any old keys. On the other hand, **backward secrecy** ensures that members cannot decrypt data after leaving the group. The group members who leave the group will not have any access rights in the future.

The group manager then passes the consensus information to the group members. The detailed procedure is described in Section IV-B3.

3) **DYNAMIC DISTRIBUTED CONSENSUS**

The study proposes a dynamic distributed consistency solution to enable instant member changes across the entire participant network. In a traditional full blockchain, the node set is not known. However, the nodes of the proposed system are authorized. Each group member was responsible for distributed ledgers during each consensus period. Therefore, the group member information can be dynamically updated and maintained securely.

Figure 11 shows the state transition of the manager and members of the dynamic distributed consensus group. In the state diagram, the top label on the edge is the reason for the state transition (receive message). By contrast, the bottom label is a message sent due to a state transition. The detailed dynamic distributed consensus protocol includes the following phases.

1) **CONSENSUS REQUEST:** The group manager sends a ConsensusReq message to all group members.
The group manager generates a block log and proposal, and then multicasts the consensus information to all group members in the phase.

2) **ACK COMMIT**: When a group member receives a ConsensusReq message, it returns an AckCommit message to the group manager to tell the manager that it is ready to commit a portion of its consensus log locally. Otherwise, the group member returns the ConsensusAbort message.

3) **GLOBAL COMMIT**: When the group manager collects the majority response AckCommit from group members, and the group manager sends a GlobalCommit message to the group members. Otherwise, the group manager decides to abort the consensus transaction and multi-casts the GlobalAbort message.

4) **XRES RESPONSE**: Each group member that acknowledged for a commit waits for a reaction by the group manager. If a group member receives a GlobalCommit message, it commits to the consensus log locally. Afterwards, the group member responds to its Merkle tree root value XRES to the group manager for a consensus check. Otherwise, when a GlobalAbort message is received, the consensus transaction is locally aborted.

5) **CONSISTENCY CHECK**: When the group manager verifies that the majority of group members answer the Merkle Tree root value XRES successfully, the group manager sends a ConsensusFinished message to the group members. Otherwise, the group manager transmits RETRY message to the failure nodes. Subsequently, the group manager waits and updates the XRES.

If the majority of group members answer correctly, the group manager sends a ConsensusFinished message to the group members. On the contrary, the group manager aborts the consensus transaction and multi-casts the XRESAbort message.

In addition, Algorithm 3 and 4 show the log replication process of the group manager and each group member, respectively, during the dynamic distributed consensus process. Additionally, Algorithm 5 describes the failover process when the group manager fails or crashes. The current group manager is selected based on the highest weight in the candidate group manager list or token ring rule. That is to say, the selection rules of the group manager are based on Token-Ring, computing workload, hardware support, capacity, etc.

4) **SECURITY ANALYSIS**

We now focus on the potential attacks and possible problems. An informal security analysis was performed on the following security features.

- **Authentication**: Entity authentication is implemented between several GWs (cross-group, such as GWG) in the same group or between GW and several UEs (vertical groups, such as UEG). When the GWs, GW and UEs exchange information, entity authentication is performed by checking membership. Typically, authentication in the D2D communication mode is implemented using the signature σ or message authentication code and the dynamic group key to verify the identity of the entity. In other words, the sender signs the group data before sending them to another device. Therefore, the recipient can verify the signer identity. In addition, the dynamic group key is only updated in the same group. In other words, non-members cannot authenticate and update the dynamic group key.

- **Data confidentiality**: During the transfer, the data is properly encrypted in transmission time and in the original text. The widest range of services protects all data transmitted between the sender and the receiver over a period of time.

- **Data integrity**: Message authentication code is used to provide message integrity and message verification. Digital signatures provide the source and integrity of data units to prevent forgery. In other words, the correctness and permission of the data are protected by the signature σ. Raw data from a sender is expected by verifying the original σ. In other words, the connection-oriented integrity service handles the message flow, ensuring that the message is received when the message is sent without modification, copying, inserting, reordering, or replaying. Therefore, the integrity and authority of the data is guaranteed.

In the absence of a key (such as a session key and the dynamic group key), the eavesdropper cannot decrypt the ciphertext. In other words, a session key is shared between a sender and a receiver. In addition, the dynamic group key is updated in the same group. For example, the session uses an integer multiplicative set of modulo p, where p is a prime number and g is the original root modulus p. Both parties agree on the algorithm parameters p and g. The parties generate their private keys, named a, b, and c. During the session, an eavesdropper obtains two key hints g^b and g^c, and in the absence of b or c.

However, during the session, the eavesdropper cannot export the shared key g^bc under the discrete log problem (DLP) assumption during the session. Moreover, if the eavesdropper is not a member of the group, the eavesdropper cannot acquire the updated dynamic group key. Therefore, the eavesdropping attack is resisted and the confidentiality of the data is guaranteed.

- **Non-repudiation**: Mutual authentication procedure and dynamic consensus procedure are undeniable to both the sender and the receiver. A sender’s signature σ does not give the entity an opportunity to reject the transfer event. In other words, digital signatures provide protection that prevents the entities participating in the communication from participating in all or part of the communication.
Therefore, non-repudiation prevents messages that the sender or receiver refuses to transmit.

V. EVALUATION
The method was tested using the well-known network simulator OMNET++ and was implemented in an actual experimental environment. The experimental tests were passed by a trusted third party and are divided into three types: functional tests, performance tests, and security tests.

To begin with, functional tests included mutual authentication: authentication (identity verification), mutual authentication: integrity, mutual authentication: non-repudiation, and mutual authentication: confidentiality. In addition, performance tests were performed on the transmission delay of mutual authentication and consensus information. Note that the security tests include violations of authorization, masquerade and forgery, eavesdropping, and modification attacks.

A. SIMULATION
The ad hoc mode and IEEE 802.11 infrastructure were implemented in the INET framework version 3.2.4 of OMNeT++ simulator version 4.6 [61]. Among them, OMNeT++ is an open source network simulator widely used in academia. The realization of the Wi-Fi Direct function for D2D communication in the work is based on [62] to negotiate the group manager and group members with secure communication. Figure 12 shows the simulation performance analysis between the centralized and hierarchical topologies. The results demonstrated that the hierarchical topology had advantages in terms of effective group management and simple data fusion.

In this section, Wi-Fi Direct is realized in five cases. In the test scenario, the group manager is assigned at the beginning of the simulation. As a result, other nodes detected the existing group manager and joined or left the group. In the test cases, there are a different topology, in which there is a group manager with group members 10, 50, 100, and 300. The Wi-Fi Direct function was implemented as a management module to promote its use, customization, and integration in OMNeT++.

B. EXPERIMENTAL ENVIRONMENT SETTING
In the experiment, these devices are installed and different nodes are run for the gateway group on the Cubieboard4 CC-A80 platform. In addition, smart mobile devices as UEs are used for unrestricted user brand Android OS 6.0 or higher user device groups. CC-A80 has 2GB DDR3 memory, onboard VGA display port, 100M/1000M RJ45, dual-band WIFI, onboard Bluetooth, supports lithium battery and RTC battery, four USB ports and 1 USB 3.0 OTG port. The implemented experimental environment is performed on D2D communication using WiFi Direct technology.

Let $GW_g$ be the group manager of the gateway group, as shown in Figure 13. If the new gateway $GW_c$ wanted to

---

**Algorithm 3 Log Replication: At Group Manager**

Data: `JoinReq` or `DepartReq`, `AckCommit`, `XRES`

Result: `ConsensusReq`, `GlobalCommit`, `ConsensusFinished`

Initialization: acknowledgment, `XRES ← 0`

write `StartConsensus` to local log and multicast `ConsensusReq` to all group members; /* Phase 1 */

while not the majority acknowledgment collected do
  wait for incoming acknowledgment; /* Phase 3 */
  if `timeout` then
    write `GlobalAbort` to local log;
    multicast `GlobalAbort` to all group members and exit;
  end
  record acknowledgment;
end

if the majority group members sent `AckCommit` then
  write `GlobalCommit` to local log and multicast `GlobalCommit` to all group members;
else
  write `GlobalAbort` to local log and multicast `GlobalAbort` to all group members;
end

while not the majority `XRES` have been collected do
  wait for any incoming `XRES`; /* Phase 5 */
  if `timeout` then
    write `GlobalAbort` to local log;
    multicast `GlobalAbort` to all group members and exit;
  end
  record `XRES`;
end

if the majority group members sent `XRES` then
  retrieve `RES` from its MerkleTreeRoot;
  if the majority group members answer (`XRES` == `RES`) then
    write `ConsensusFinished` to local log;
    multicast `ConsensusFinished`
  else
    ask the group members for `RETRY` and wait for any incoming `XRES`;
    record and update `XRES`;
    if not the majority answer (`XRES` == `RES`) and `timeout` then
      write `XRESAbort` to local log;
      multicast `XRESAbort` to all group members and exit;
    else
      write `ConsensusFinished` to local log;
      multicast `ConsensusFinished` to all group members;
    end
  end
else
  write `GlobalAbort` to local log;
  multicast `GlobalAbort` to all group members;
end
Algorithm 4 LogSync: For Each Group Member

Data: ConsensusReq
GlobalCommit

Result: AckCommit
XRES; /* XRES: Respond MerkleTree root for consistency check */

Initialization: DECISION ← φ
AckCommit ← φ
RESULT ← φ

write INIT to local log; /* Make transition to abort safely */
wait for ConsensusReq from the group manager;
if timeout then
   write ConsensusAbort to local log;
   exit; /* Abort the procedure LogSync consensus transaction */
end

if group member sends an acknowledgment then
   write AckCommit to local log;
   send AckCommit to the group manager; /* Phase 2: ACK to the group manager by the existing group members */
   wait for DECISION from the group manager;
   if timeout then
      ask the group manager for DECISION;
   end

   write DECISION to local log;
   if (DECISION == GlobalCommit) then
      write GlobalCommit to local log; /* Update the merkle Tree */
      respond XRES = its MerkleTreeRoot to the group manager; /* Phase 4: Respond for consistency check by the group members */
      wait for RESULT from the group manager;
      if timeout then
         ask the group manager for RESULT;
      end
      write RESULT to local log;
      if (RESULT == RETRY) then
         re-calculate XRES;
         respond XRES to the group manager; /* RETRY: Response to XRES correction */
      else if (RESULT == ConsensusFinished) then
         write ConsensusFinished to local log;
      else
         write XRESAbort to local log;
      end
   else
      write ConsensusAbort to local log;
   end
else
   write ConsensusAbort to local log;
   send ConsensusAbort to the group manager;
end

Algorithm 5 Failover: Group Manager Selection

Data: Trigger Event TEvent; /* The current group manager is busy loading or leaving or crashing */
RULE; /* The group manager selection rule */

Result: Group manager candidate GMC(N)

Initialization: Select the initial group manager candidate list through the local server

write INIT to the local log; /* Initial group manager candidate list */
wait for TEvent;
if timeout then
   write FailoverAbort to local log;
   exit; /* Abort procedure, Failover */
end

while TEvent do
   if RULE == 1 then
      Calculate the group manager candidates according to specified features: /* RULE 1: computing workload, hardware support, capacity, etc.. */
      Sort the group manager candidates and select the first ranking node GMC(N);
   else
      Select new group manager candidate GMC(N) using the Token Ring method; /* RULE 2: Token-Ring */
   end
   GM = GMC(N); /* Current group manager is updated */
   update the list of new group manager candidates;
end

regularly monitor the data and energy of each group member;
join, the security group management mechanism is activated when GW C communicates with the D2D network. GW C then authenticated with the group manager GW B. After that, the group manager GW B and the existing team member GW A performed a consensus check. Note that an unauthorized node would be forced to disconnect from the network.

C. EVALUATION
1) PERFORMANCE TEST
The experimental topology and environment for the performance test are shown in Figure 14. The Remote Manager web-based page displays the gateway connection status of the D2D network. There are five of these devices used to test the security protocols proposed in D2D communication. Figure 15 describes the performance of joining the group of five devices, including the request process and the consensus process. In addition, Figure 16 demonstrates the performance of leaving the group of five devices. Note that the practical
results have higher delay than the simulation results and may be affected by propagation delay, transmission delay, nodal processing delay, and device performance.

Table 4 presents the security features of the proposed protocol and existing blockchain-based group key agreement protocols. Let denote security properties such as S1: “Replay Attack Resistance”, S2: “Forgery Attack Resistance”, S3: “Forward Secrecy”, S4: “Backward Secrecy”, S5: “Mutual Authentication” and S6: “Anonymity”. However, existing schemes [63], [64], [65] do not consider or guarantee safety features. In [63], Mandal et al. proposed a certificateless group key agreement framework to solve the key escrow problem using cryptographic signatures. Nevertheless, this protocol does not support privacy protection. Tan and Chung [64] designed a blockchain-based certificateless authentication scheme using consortium blockchains to manage authentication and group key distribution in VANET. However, their protocol does not take into account the backward secrecy requirement of the group key. Baga et al. [65] introduced a blockchain-based secure communication privacy protection batch authentication scheme for VANET. However, the batch verification scheme do not consider whether there are invalid signatures in batch signatures. Furthermore, their protocol does not support forward secrecy and backward secrecy for group keys. Therefore, according to the Table 4, the proposed protocol based on hierarchical topology and distributed ledger technology can provide higher security compared to existing protocols. The overhead of the proposed method can be reduced from the hierarchical structure. Furthermore, the proposed dynamic group management and dynamic distributed consensus scheme can provide higher security.

Table 5 describes a comparison of group key management protocols. A hierarchical topology with N nodes allows a communication distance of O(logN) between the group manager and group members through the fabric, while a KDC
A fast and reliable dynamic group management scheme is designed to support node dynamics. However, if the manager leaves the system, the system must be reinitialized, which results in a lot of communication and computational overhead. For our distributed ledger-based architecture and failover support, if a node leaves the system, the communication and computation complexity is $O(\log N)$ and $O(N)$, respectively. Therefore, the proposed hierarchical scheme is more efficient and flexible.

**TABLE 5. Performance comparison.**

| Scheme            | Computational Cost | Communication Cost |
|-------------------|--------------------|-------------------|
|                  | Join  | Leave | Join  | Leave |
| Zhang et al. [66] | $O(N)$ | $O(N)$ | $O(N)$ | $O(N)$ |
| Chen et al. [61]  | $O(N)$ | $O(N)$ | $O(N)$ | $O(N)$ |
| Tseng et al. [68] | $O(N)$ | $O(N)$ | $O(N)$ | $O(N)$ |
| Proposed          | $O(N)$ | $O(N)$ | $O(\log N)$ | $O(\log N)$ |

**VI. DISCUSSION AND FUTURE DIRECTION**

**A. DISCUSSION**

A fast and reliable dynamic group management security mechanism allows the authentication and membership update time to be less than 1 second.

- **Dynamic group management.** When a new member joins or one of the old members leaves a group, the dynamic group key is updated. After a group manager and group members update the dynamic group keys, a dynamically distributed consensus process for the group manager and group members is performed.
- **Dynamic distributed consensus.** The proposed dynamic distributed consensus method was designed using cryptographic techniques to ensure consensus and trustworthiness in group management. The consensus algorithm specifies a set of rules and procedures that all the participating nodes should follow. A group manager is responsible for managing group membership through a dynamic group key and dynamic distributed consensus mechanisms. Figure 17 shows a comparison with a fully distributed system. For example, the Bitcoin network utilizes proof-of-work consensus and has a high latency of approximately 10 minutes, making it ineffective for ad hoc networks. In other words, the PoW relies on machines to perform mathematical operations to obtain blockkeeping rights. At the same time, each time a consensus is reached, the entire network must participate in the calculation, and the performance efficiency is relatively low.

A hierarchical topology with $N$ nodes allows the average distance between the group manager and group members to be $O(\log N)$ through a structure, whereas a fully distributed topology would generate $O(N)$. In other words, a rights-based private decentralized network that limits the group member size, so trust is not lost in a decentralized network.

**FIGURE 17. Consensus Comparison with Fully Distributed System.**

- **Trust communication.** The private decentralized network map of the honest nodes is well collected, and the communication channels between the honest nodes are synchronized.
- **No Intrinsic incentive.** The private decentralized network can be implemented without an intrinsic token to provide an economic incentive as a fully distributed blockchain system.

In summary, the proposed method must trade off scalability and performance efficiency to address high throughput or security issues with a large number of nodes. Therefore, we propose a layered decentralized architecture with distributed ledger technology for dynamic group management to reduce overhead and enhance security. For example, the space overhead of the proposed method can be reduced from the hierarchical structure. In other words, we only need to maintain the hash of the backup copy. Because we only need to compute the root of the Merkle tree for verification. Therefore, the storage overhead of the hash value is low. However, the proposed method is still a proof of concept and has limitations in future work. First, further governance and regulation are required. In addition, another disadvantage of the study is that it does not formally focus on the usual honest or malicious devices, which may be unrealistic in anonymity and public systems. Furthermore, the study has some limitations, namely, the group key update and session key exchanged in each message introduced network management traffic. Therefore, this study is suitable for group management within a limited range due to the propagation delay caused by the distance from the transmitter to the receiver, or the transmission delay caused by the wireless network protocol used. In a normal blockchain system, if the node size scales to hundreds or thousands, the key bottleneck for scalability is: performance drops significantly. In other words, the more nodes participating in validation, the longer the latency will generally result, which reduces throughput. Additionally, malicious clients masquerading as legitimate clients pose a higher security threat to larger participant sizes.

**B. FUTURE DIRECTION**

1) **DEEP LEARNING LEDGER**

The remote location of the cloud makes the current Artificial intelligence (AI) algorithms ineffective or inefficient.
for time-critical applications. Currently, the emergence of distributed ledger technology makes it more likely to bring AI to the edge. Therefore, combining deep learning and distributed ledger techniques helps provide an advanced computing infrastructure [69], [70], [71]. For example, combining blockchain and deep recurrent neural networks for edge computing fleet identification.

2) KEYLESS SIGNATURE INFRASTRUCTURE

The keyless signature infrastructure (KSI) is a globally distributed system for providing server support and timestamp digital signature services. Keyless signatures are efficient and are an alternative to traditional public key infrastructure. Accordingly, KSI can solve the long-term validity of digital signatures in a private ad hoc network [69]. For example, fleet nodes can use KSI to attest to the registration time of group management.

3) QUANTUM INFORMATION

Quantum teleportation and blind quantum computing are powerful tools [69], [72]. Therefore, to better transmit quantum information through vehicular networks, it is necessary to explore the related quantum vehicular network communication technologies. For example, quantum key distribution technology has been applied for identity registration and authentication in VANET.

VII. CONCLUSION

Owing to frequent changes in the number of nodes in wireless ad hoc networks, this study proposes a distributed dynamic security authentication adjustment method to solve the limitations of centralized and fully distributed networks. The distributed ledger-based architecture for dynamic group management does not affect the security and performance. This study leverages the salient features of cryptographic techniques and dynamic distributed consensus to provide a trusted and synchronized ledger for D2D communication. The dynamic membership expansion of the consensus algorithm with dynamic group keys allows a set of nodes in the group to change over time. Additionally, the proposed method can facilitate the transmission of direct communication data without a centralized database, thereby reducing the chance of a single point of failure.

Moreover, the research was tested using the well-known network simulator OMNET++ and was implemented in an experimental environment. In addition, the experimental tests were conducted by a trusted third party. Therefore, this study provides appropriate procedures for the group management of customers and public fleets (such as drones).
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