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Abstract—The multi-way relay channel is a multicast network where \(L\) users exchange data through a relay. In this paper, the capacity region of a class of multi-way relay channels is derived, where the channel inputs and outputs take values over finite fields. The cut-set upper bound to the capacity region is derived and is shown to be achievable by our proposed functional-decode-forward coding strategy. More specifically, for the general case where the users can transmit at possibly different rates, functional-decode-forward, combined with rate splitting and joint source-channel decoding, is proved to achieve the capacity region; while for the case where all users transmit at a common rate, rate splitting and joint source-channel decoding are not required to achieve the capacity. That the capacity-achieving coding strategies do not utilize the users’ received signals in the users’ encoding functions implies that feedback does not increase the capacity region of this class of multi-way relay channels.

I. INTRODUCTION

We consider the multi-way relay channel (MWRC), where \(L\) users (\(L \geq 2\)) exchange data via a relay. Each user is to send its data to all other users. We further consider the case where there is no direct link among the users. So, information exchange among the users can only be done through the relay. Common applications of this model include conference calls in the cellular network where mobile users communicate among themselves through a base station, and satellite communications (see Fig. 1).

The MWRC is an extension of the two-way relay channel (TWRC) where two users exchange data via a relay (e.g., see [1]–[3]). As the TWRC embeds a relay channel, coding strategies designed for the relay channel were modified and attempted on the TWRC. These include:

- **Complete-decode-forward** (CDF): The relay completely decodes the users’ messages, and broadcasts them back to the users (see [1]–[3]).
- **Compress-forward**: The relay quantizes its received signals, re-encodes and broadcasts them to the users (see [2], [3]).
- **Amplify-forward**: The relay simply scales and forwards what it receives (see [1]–[3]). When applied to the Gaussian TWRC, this strategy is also known as analog network coding [5].
- Combinations of the above strategies (see [6], [7]).
- A combination of partial-decode-forward and compress-forward (see [8]).

\(^1\)This strategy is commonly referred to as decode-forward or decode-and-forward. We refer to this strategy as complete-decode-forward to differentiate it from our proposed functional-decode-forward CDF, compress-forward, and amplify-forward coding strategies for the TWRC have been extended to the Gaussian MWRC by Gündüz et al. [9]. However, none of these strategies achieve the capacity region of the MWRC in general.

A. Functional-Decode-Forward

Recently, functional-decode-forward (FDF) has been proposed for the TWRC, where the relay decodes a function of the two users’ messages and broadcasts the function back to the users [10]–[14]. Obviously, the function must be defined such that each user can decode the message of the other user from the function and its own message. FDF was shown to achieve: (i) the capacity region of the binary TWRC [10], where the channels are binary symmetric, and (ii) within \(\frac{1}{2}\) bit of the capacity region of the Gaussian TWRC [13]. Linear codes are used in FDF for the binary channel, and lattice codes [15] are used in FDF for the Gaussian channel. FDF for the Gaussian TWRC was extended to the multi-pair Gaussian TWRC (where multiple source-destination pairs exchange data via one relay) by Gündüz et al. [9].

In the TWRC and the multi-pair TWRC, FDF was designed for pairwise data exchange. We later proposed FDF for the MWRC (a non-trivial extension of FDF for the TWRC) where multiple users exchange data via a relay at a common rate, and showed that FDF achieves the common-rate capacity of the binary MWRC [16]. Applying insights from the binary MWRC has allowed us to obtain the common-rate capacity of the Gaussian MWRC with three or more users where all nodes transmit at the same power [17].

In this paper, we extend our proposed FDF for the common-rate binary MWRC [16] to the general-rate MWRC over a finite field where the channel inputs and outputs take values
over a finite field and where the users can possibly transmit at different rates. Furthermore, unlike [9], [16], we consider the more general unrestricted MWRC where each user’s encoding function at any time can depend on its own message and its previously received signals. Note that the binary MWRC is a special case of the MWRC over a finite field.

On the uplink (the channel from the users to the relay), we use functional decoding combined with rate splitting. Similar to [16], linear codes are used here. The main idea behind this generalization (from the binary channel to the finite field channel) relies on the fact that optimal (capacity-achieving) linear codes can be constructed for channels over finite fields. Using linear codes on the uplink, the relay is able to decode a function of the users’ codewords, which is also a codeword from the linear code. On the downlink (the channel from the relay to the users), the relay needs to send different messages to different users, and so the coding technique for broadcast channels with receiver side information developed by Tuncel [18] is used, which utilizes joint source-channel decoding. We show that the combination of FDF, rate splitting, and joint source-channel decoding achieves the capacity region of the MWRC over a finite field.

We shall see later that using the capacity-achieving FDF, the users’ transmitted signals only depend on their respective messages and do not depend on their received signals. This means utilizing feedback at the users does not increase the capacity region of the MWRC over a finite field.

This, to the best of our knowledge, is the first example of an MWRC where the capacity region is found for all noise distributions/levels. The optimal coding strategy for the MWRC over a finite field proposed in this paper gives insights into optimal processing/coding strategies for other classes of MWRCs. This work suggests that for the general MWRC, functional decoding should be performed at the relay, and joint source-channel decoding at the users.

On the uplink of MWRCs, the relay receives interfering signals from all the users (see [15]). Such networks, where some node(s) receives a function (which can be noisy) of more than one other node’s transmission, are usually referred to as networks with interference. Using our proposed FDF, up to two users are allowed to transmit at any time, and the relay attempts to decode a function of the users’ messages. Rather than avoiding interference, this coding strategy embraces it and can thus be viewed as a form of interference alignment [19].

Remark 1: Note that linear codes are also used in other types of networks, including the multicast (one source sending data to multiple destinations) network with interference [20–22], the multiple-access channel where the destination is to decode a linear combination of the sources’ messages [20, 21], and the multi-source multicast network with no interference [23]. Linear codes have been shown to be optimal (capacity-achieving) in these networks when the channels are themselves linear. Note that the MWRC is not a special case of these networks as it has multiple sources and multiple destinations, and it incorporates interference in its network model.

Furthermore, the coding strategy for the uplink developed in this paper is different from existing strategies.

B. Other Related Work

A channel model similar to the finite field channel considered in this paper is the deterministic (noiseless) channel. In the deterministic model, the channel output is the arithmetic summation of the bit-shifted channel inputs, and there is no noise. The deterministic model has been used to construct coding strategies and to gain insights for more general channels. This approach has been applied to the multiple-access channel [24], the broadcast channel [24], the interference channel [25, 26], the deterministic TWRC [27], and the deterministic multi-pair TWRC [28]. For the deterministic TWRC and the deterministic multi-pair TWRC, it has been shown that linear coding achieves the capacities, an observation similar to that in this paper for the finite field MWRC.

The MWRC we consider herein, where each user is to decode the messages from all other users, can be seen as a generalization of the TWRC. Different extensions of the TWRC include:

- The multi-pair TWRC where multiple source-destination pairs exchange messages via one relay [28, 29]. Here, each destination only decodes the message from one source.
- The multi-pair TWRC where multiple users exchange messages with a base station via a relay [30]. Here, each user sends its message to the base station, and the base station sends different messages to each user.
- The TWRC with additional private messages from the users to the relay [31, 32].
- The MWRC where the users are separated into different groups and all users in each group exchange messages among themselves [9].

The MWRC has also been studied from the point of view of source coding, where multiple users exchange possibly correlated data via a relay. In the source coding setting, the channel from the users to the relay and that from the relay to the users are assumed to be noiseless. The problem formulation is how many bits the users need to encode their respective messages to be sent to the relay; and after the relay receives these encoded messages, how many bits the relay needs to transmit to the users in order for each user to recover the messages of all other users. The three-user lossless case (where each user perfectly reconstructs the other two users’ messages) was studied by Wyner et al. [33], the two-user lossless case and lossy case (where each user reconstructs the other user’s message with a prescribed distortion) was studied by Su and El Gamal [34], and the two-user lossy case with common reconstructions (where each user must also be able to determine the lossy reconstructed message of the other user) was studied by Timo et al. [35].

C. Organization

The rest of the paper is organized as follows. In Sec. III we describe the MWRC over a finite field, define the notation
used in this paper, and quote a few lemmas that will be used in the later sections. We derive upper bounds to the capacity region and the common-rate capacity of the MWRC over a finite field in Sec. VI. We then construct linear codes over finite fields in Sec. VII which facilitate functional decoding at the relay. We derive the capacity region of the finite field MWRC in Sec. VIII. In Sec. IX we use the two-user binary MWRC as an example to analyze why neither CDF nor FDF with separate source-channel decoding achieves the capacity region of the MWRC in general. Sec. IX concludes the paper.

II. CHANNEL MODEL

Fig. 2 depicts the $L$-user MWRC considered in this paper, where there is no direct user-to-user link. Nodes 1, 2, ..., $L$ are the users, and node 0 is the relay. By definition, $L \geq 2$, and each user is to decode the messages from all other users, i.e., the users perform full data exchange. We denote by $X_i$ node $i$’s input to the channel, $Y_i$ the channel output received by node $i$, and $W_i$ node $i$’s message. We assume that the messages are independent. We consider a full-duplex and causal relay, meaning that the relay can transmit and receive at the same time, and that the transmit signal of the relay at any time can only depend on its past received signals.

Definition 1: We define the $L$-user MWRC over a finite field $\mathcal{F}$ (with associated addition $\oplus$, multiplication $\circ$, and the additive identity $0 \in \mathcal{F}$) as follows:

- The uplink channel is the weighted sum of all users’ channel inputs and the relay’s receiver noise:

$$ Y_0 = \left( \sum_{i=1}^{L} (h_{i,0} \oplus X_i) \right) \oplus N_0 $$

- The downlink consists of independent channels from the relay to the users:

$$ Y_i = (h_{0,i} \oplus X_0) \oplus N_i, \quad \forall i \in \{1, 2, \ldots, L\} $$

The parameters $h_{i,0}, \forall i$, are fixed and are known to all the nodes a priori. Recall that $\mathcal{F}$ is a field if and only if $|\mathcal{F}| = \ell^2$ for some prime number $\ell$ and some positive integer $z$.

- The uplink channel is the sum of all users’ channel inputs and the relay’s receiver noise:

$$ Y_i = (h_{0,i} \oplus X_0) \oplus N_i, \quad \forall i \in \{1, 2, \ldots, L\} $$

where $X_0, N_i, Y_i \in \mathcal{F}$, $h_{0,i} \in \mathcal{F} \setminus \{0\}, \forall i$, and $N_i$ is the receiver noise at node $i$ and is an i.i.d. random variable for each channel use and for each user $i$. Each $h_{0,i}$ is fixed for all channel uses and is known to node $i$ a priori.

Remark 2: The MWRC over a finite field is defined to resemble the wireless additive white Gaussian noise channel where the channel output is the sum of attenuated (usually as a result of path loss, which is inversely proportional to the node distances) channel inputs and noise. However, addition and multiplication over a field do not bear the same practical implication as those over real numbers.

Let $X_i[t]$ and $Y_i[t]$ denote the transmitted signal and the received signal of user $i$ respectively on the $t$-th channel use. We consider the following block code of $n$ simultaneous uplink and downlink channel uses, meaning that the relay and all users transmit $X_i[t]$ respectively and simultaneously, for $t \in \{1, 2, \ldots, n\}$.

Definition 2: A $(2^{nR_1}, 2^{nR_2}, \ldots, 2^{nR_L}, n)$ code for the MWRC consists of

1) $L$ messages, one for each user: $W_i \in \mathcal{W}_i = \{1, \ldots, 2^{nR_i}\}$, for $i \in \{1, 2, \ldots, L\}$. We denote by $\Omega \triangleq (W_1, W_2, \ldots, W_L)$ the message tuple.

2) $L$ sets of user encoding functions, one set for each user: $f_{i, t} : \mathcal{W}_i \times \mathcal{F}^{t-1} \rightarrow \mathcal{F}$, such that $X_i[t] = f_{i, t}(W_i, Y_{i[1]}, Y_{i[2]}, \ldots, Y_{i[t-1]})$, for $i \in \{1, 2, \ldots, L\}$, $t \in \{1, 2, \ldots, n\}$. This means the transmit signal of a user at any time can depend on its message and its previously received signals.

3) A set of relay encoding functions: $f_{0, t} : \mathcal{F}^{t-1} \rightarrow \mathcal{F}$, for $t \in \{1, 2, \ldots, n\}$, such that $X_0[t] = f_{0, t}(Y_0[1], Y_0[2], \ldots, Y_0[t-1])$. This means the transmit signal of the relay at any time can only depend on its previously received signals.

4) $L$ user decoding functions, one for each user: $g_i : \mathcal{F}^{n} \times \mathcal{W}_i \rightarrow \mathcal{W}_i \times \mathcal{W}_{i-1} \times \mathcal{W}_{i+1} \times \cdots \times \mathcal{W}_L$, such that $\hat{\Omega}_i \triangleq (W_{i-1}, W_{i+1}, \ldots, W_L, \hat{W}_i)$, for $i \in \{1, 2, \ldots, L\}$, where $\hat{W}_{i,j}$ is node $i$’s estimate of $W_j$, and $Y_{i[t]} = (Y_{i[1]}, Y_{i[2]}, \ldots, Y_{i[n]})$. This means each user decodes the messages sent by all other users based on its $n$ received signals and the knowledge of its own message.

Note that the source message $W_i$, which is an $nR_i$-bit message, is sent from user $i$ to all other nodes (through the relay) in $n$ channel uses, giving a rate of $\frac{nR_i}{n} = R_i$ bits/channel use. We say that user $i$ transmits at the rate $R_i$ bits/channel use.

In this paper, bold letters are used to denote collections of variables across time, e.g., $X = (X[1], X[2], \ldots, X[k])$, for
some integer $k > 1$. The length of the vector will be explicitly mentioned when it is not clear from the context. For a random variable $X$, we use the corresponding lower case $x$ to denote its realization.

Definition 3: Assuming that the message tuple $\Omega \triangleq (W_1, W_2, \ldots, W_L)$ is uniformly distributed over the product set $\Omega^L \triangleq W_1 \times W_2 \times \cdots \times W_L$, the average error probability for the $(2^{nR_1}, 2^{nR_2}, \ldots, 2^{nR_L}, n)$ code is defined as

$$P_e = \Pr\left\{W_{ij} \neq W_j, \text{ for some } j \in \{1, 2, \ldots, L\} \right\}$$

and some $i \in \{1, 2, \ldots, L\} \setminus j$.\hspace{1cm} (3a)

$$= \frac{1}{2^n} \sum_{j=1}^{L} \sum_{\omega \in \Omega} \Pr\left\{\bigcup_{i=1}^{L} \left\{\Omega_{ij} \neq \omega_{ij}\right\} \Omega = \omega\right\},$$

where $\omega_{ij} = (w_1, \ldots, w_{i-1}, w_{i+1}, \ldots, w_L)$ is defined as $\omega$ without the $i$-th entry.

Definition 4: A rate tuple $(R_1, R_2, \ldots, R_L)$ is said to be achievable if, for any $\epsilon > 0$, there is at least one $(2^{nR_1}, 2^{nR_2}, \ldots, 2^{nR_L}, n)$ code such that $P_e < \epsilon$.

We say that a node can reliably decode a message if and only if the average probability that the node wrongly decodes the message can be made arbitrarily small. Hence, the rate tuple $(R_1, R_2, \ldots, R_L)$ is achievable if each user can reliably decode the messages from all other users.

Definition 5: The capacity region $C$ is defined as the closure of all achievable rate tuples.

In this paper, we also consider the common-rate case (a special case) where all users transmit at $R = R_i$, $\forall i \in \{1, 2, \ldots, L\}$. We say that the common rate $R$ is achievable if the rate tuple $(R, R, \ldots, R)$ is achievable. The common-rate capacity can be similarly defined:

Definition 6: We define the common-rate capacity (also known as the symmetrical capacity [9]) as

$$C \triangleq \sup\{R : (R, R, \ldots, R) \text{ is achievable}\}.$$ \hspace{1cm} (4)

The common rate is useful in systems where all users have the same amount of information to send, or in fair systems where every user is to be given the same guaranteed uplink bandwidth, i.e., each user can send data up to a certain rate, at which all other users are able to decode.

To simplify equations in this paper, we define

$$R_{\min} = \min_{j \in \{1, 2, \ldots, L\}} R_j$$ \hspace{1cm} (5)

$$R_i^c = \left\{\sum_{j=1}^{L} R_j\right\} - R_i$$ \hspace{1cm} (6)

$$P_{\min}^c = \left\{\sum_{j=1}^{L} R_j\right\} - R_{\min}.$$ \hspace{1cm} (7)

For a random variable $X \in \mathcal{X}$, $H(X) = -\sum_{x \in \mathcal{X}} p(x) \log_2 p(x)$ is the entropy of $X$. We denote the uniform distribution of $X$ by $p_X(x)$.

A. Existing Results

In this section, we quote existing results that will be used in the later sections in this paper.

First, for a finite field $\mathcal{F}$ with associated operations of addition $\oplus$, multiplication $\circ$, and the additive identity $\mathbf{0} \in \mathcal{F}$, we have the following lemma due to Jelinek [36, Lemma 9.3]:

**Lemma 1:** Consider a finite field $\mathcal{F}$. We have the following

1) the equation $a \oplus x = b$ (where $x$ is the unknown) has a unique solution in $\mathcal{F}$.

2) for each $a \in \mathcal{F}$, the set $\{a \oplus x : x \in \mathcal{F}\}$ is equal to $\mathcal{F}$.

3) the equation $c \circ y = d$ (where $y$ is the unknown) has a unique solution in $\mathcal{F}$ provided $c \neq \mathbf{0}$.

4) for each $c \in \mathcal{F} \setminus \{\mathbf{0}\}$, the set $\{c \circ y : y \in \mathcal{F}\}$ is equal to $\mathcal{F}$.

In this paper, we prove achievability and capacity results based on the properties of the set of jointly $\delta$-typical sequences, which is defined as follows:

**Definition 7:** The jointly $\delta$-typical set $A^n_{\mathcal{X}, \mathcal{Y}}$ with respect to a distribution $p(x,y)$ on $\mathcal{X} \times \mathcal{Y}$ is the set of sequences $(x,y) = ((x_1,y_1),(x_2,y_2),\ldots,(x_n,y_n)) \in \mathcal{X}^n \times \mathcal{Y}^n$ such that

$$\left|\frac{1}{n} \log_2 p(x) - H(X)\right| < \delta$$ \hspace{1cm} (8)

$$\left|\frac{1}{n} \log_2 p(y) - H(Y)\right| < \delta$$ \hspace{1cm} (9)

$$\left|\frac{1}{n} \log_2 p(x,y) - H(X,Y)\right| < \delta,$$ \hspace{1cm} (10)

where $p(x,y) = \prod_{i=1}^{n} p(x_i,y_i)$. The sequences in $A^n_{\mathcal{X}, \mathcal{Y}}$ are called jointly $\delta$-typical sequences.

The jointly $\delta$-typical set has the following properties (taken from [37] pages 196–197):

**Lemma 2:** Let

$$(\mathbf{X}, \mathbf{Y}) = ((X_1,Y_1),(X_2,Y_2),\ldots,(X_n,Y_n)),$$ \hspace{1cm} (11)

where $(X_i,Y_i)$ are i.i.d. drawn according to $p(x,y)$. The following holds for sufficiently large $n$:

$$\Pr\left\{(\mathbf{X}, \mathbf{Y}) \in A^n_{\mathcal{X}, \mathcal{Y}}\right\} > 1 - \delta.$$ \hspace{1cm} (12)

**Lemma 3:** Let $(\tilde{X}, \tilde{Y}) = ((\tilde{X}_1, \tilde{Y}_1),\ldots,(\tilde{X}_n, \tilde{Y}_n))$ where $(\tilde{X}_i, \tilde{Y}_i)$ are i.i.d. drawn according to $p(x)p(y)$ (where $p(x)$ and $p(y)$ are the marginal probability distribution functions of $p(x,y)$). Then,

$$\Pr\left\{ (\tilde{X}, \tilde{Y}) \in A^n_{\mathcal{X}, \mathcal{Y}} \right\} \leq 2^{-n(H(\mathcal{X})-\delta)}.$$ \hspace{1cm} (13)

Next, we have the following theorem due to Tuncel [18] for the broadcast channel with receiver side information.

**Theorem 1:** Consider a broadcast channel $p(y_1, y_2, \ldots, y_L|x_0)$ where node 0 is the source and nodes $1, 2, \ldots, L$ are receivers. Node 0 is to send a message $U = (U^{(1)}, U^{(2)}, \ldots, U^{(n)})$ to all the receivers, and each receiver $i$ has side information $S_i = (S_i^{(1)}, S_i^{(2)}, \ldots, S_i^{(n_i)})$ a priori. Each $(U^{(v)}, S_i^{(1)}, S_i^{(2)}, \ldots, S_i^{(v)})$ is i.i.d. according to $p(u, s_1, s_2, \ldots, s_L)$, for all $v \in \{1, 2, \ldots, n_i\}$. The source transmits $X_0(U)$ as a function of $U$ in $n$ channel uses.
Each receiver $i$ can reliably decode $U_i$ from its $n$ received channel outputs $Y_i$ and its side information $S_i$, if $n_s$ and $n$ are sufficiently large and if

$$H(U|S_i) < \frac{n}{n_s} I(X_0;Y_i), \quad \forall i \in \{1,2,\ldots,L\},$$  \hspace{1cm} (14)

for some $p(x_0)$.

To show achievability in the Theorem 1 joint source-channel decoding is utilized in the sense that each receiver uses its side information in the channel decoding.

We will use the above result for the downlink of the MWRC in Sec. IV. On the downlink, the relay transmits a function of the users' messages that it has decoded on the uplink. Each user $i$ decodes the function sent by the relay from its received symbols and its own message $W_i$ as side information.

III. UPPER BOUNDS TO THE CAPACITY REGION AND THE COMMON-RATE CAPACITY

In this section, we derive cut-set upper bounds to the capacity region and the common-rate capacity of the MWRC over a finite field. A cut-set upper bound to the capacity region of a network is the maximum rate that information can be transferred across a cut separating two disjoint sets of nodes, assuming that all nodes on each side of the cut can fully cooperate [17] page 591].

Theorem 2: Consider the $L$-user MWRC over a finite field $\mathcal{F}$. If the rate tuple $(R_1,R_2,\ldots,R_L)$ is achievable, then

$$R^*_i \leq \log_2 |\mathcal{F}| - H(N_i), \quad \forall i \in \{1,2,\ldots,L\}. \hspace{1cm} (15)$$

$$R^*_i \leq \log_2 |\mathcal{F}| - H(N_i), \quad \forall i \in \{1,2,\ldots,L\}. \hspace{1cm} (16)$$

Proof of Theorem 2: Consider a network of $m$ nodes, in which node $i$ sends information at the rate $R_{i,j}$ to node $j$. If the set of rates $\{R_{i,j}\}$ are achievable, there exists some joint probability distribution $p(x_1,x_2,\ldots,x_m)$ such that the sum rate across a cut is constrained by [7] Theorem 15.10.1

$$\sum_{i \in S,j \in S^c} R_{i,j} \leq I(X_S;Y_S|X_S), \hspace{1cm} (17)$$

for all $S \subset \{1,2,\ldots,m\}$. Here $X_S = \{X_i : i \in S\}$, and $S^c = \{1,2,\ldots,m\} \setminus S$.

First, we consider the cut separating $S = \{1,2,\ldots,L\} \setminus \{i\}$ for some $i \in \{1,2,\ldots,L\}$, and $S^c = \{i\}$. The total information flow from $S$ to $S^c$ is $(W_1,W_2,\ldots,W_{i-1},W_{i+1},\ldots,W_L)$ with the sum rate of $\sum_{j=1,j\neq i}^L R_j = R^*_i$. We have the following rate constraint on $R^*_i$, for each $i \in \{1,2,\ldots,L\}$:

$$R^*_i \leq I(X_S;Y_S|X_S), \hspace{1cm} (18a)$$

$$= H(Y_S|X_S) - H(Y_S|X_S) \hspace{1cm} (18b)$$

$$= H(Y_0,Y_i|X_0,X_i) - H(Y_0,Y_i|X_0,\ldots,X_{i-1},X_{i+1}\ldots,X_L) \hspace{1cm} (18c)$$

$$= H \left( \bigoplus_{j \in S} (h_{j,0} \circ X_j) \right) + H(N_i) - H(N_i) \hspace{1cm} (18d)$$

$$= H \left( \bigoplus_{j \in S} (h_{j,0} \circ X_j) \right) + H(N_i) - H(N_0)$$

where (15e) is because $\left( \bigoplus_{j \in S} X_j \right) = N_0$ and $N_i$ are statistically independent, so are $N_0$ and $N_i$.

Now, we consider the cut separating $S = \{1,2,\ldots,L\} \setminus \{i\}$ for some $i \in \{1,2,\ldots,L\}$, and $S^c = \{i\}$. The total information flow from $S$ to $S^c$ is again $(W_1,W_2,\ldots,W_{i-1},W_{i+1},\ldots,W_L)$ with the sum rate of $R^*_i$. We have the following rate constraint on $R^*_i$, for each $i \in \{1,2,\ldots,L\}$.

$$R^*_i \leq I(X_S;Y_S|X_S), \hspace{1cm} (19a)$$

$$= H(Y_S|X_S) - H(Y_S|X_S) \hspace{1cm} (19b)$$

$$= H(Y_0,Y_i|X_0) - H(Y_0,Y_i|X_0,\ldots,X_{i-1}) \hspace{1cm} (19c)$$

$$= H \left( (h_{0,1} \circ X_0) \oplus N_i \right) - H(X_0 \oplus N_i|X_0,\ldots,X_{i-1}) \hspace{1cm} (19d)$$

$$= H \left( (h_{0,1} \circ X_0) \oplus N_i \right) - H(N_i). \hspace{1cm} (19e)$$

All achievable rate tuples must be bounded by the two constraints (18a) and (19a) for all $i$ and for some $p(x_0,x_1,\ldots,x_L)$. Note that $H(N_i)$, $\forall i$, only depends on the respective noise distributions and does not depend on the choice of input distribution $p(x_0,x_1,\ldots,x_L)$.

For any discrete random variable $X \in \mathcal{F}$, the maximum of $H(X)$ is $\log_2 |\mathcal{F}|$ and is attained by the uniform distribution $p(x) = \frac{1}{|\mathcal{F}|}$ [37] Theorem 2.6.4]. For a random variable $N \in \mathcal{F}$ and a constant $h \in \mathcal{F} \setminus \{0\}$, from Lemma 1 there is a bijective (one-to-one and onto) mapping from $X$ to $Y = [(h \circ X) + N]$. So, if $p(x)$ is a uniform distribution, then for any $N = n$, $p(y|n)$ is a uniform distribution. Averaged over all $n$, $p(y) = \sum_{n \in \mathcal{F}} p(y|n)p(n)$ is also a uniform distribution. So, choosing the independent and uniform distribution $p(x_0,x_1,\ldots,x_L) = p^0(x_0)p^0(x_1)\cdots p^0(x_L)$ simultaneously maximizes (18a) and (19a) for all $i \in \{0,1,\ldots,L\}$, giving

$$R^*_i \leq \log_2 |\mathcal{F}| - H(N_0), \hspace{1cm} (20)$$

$$R^*_i \leq \log_2 |\mathcal{F}| - H(N_i), \hspace{1cm} (21)$$

for all $i \in \{0,1,\ldots,L\}$. Eqn. (20) can be further simplified to

$$R^*_i \leq \log_2 |\mathcal{F}| - H(N_0).$$

For the common rate case, we have the following upper bound on the common-rate capacity:

Corollary 1: Consider the $L$-user MWRC over a finite field $\mathcal{F}$. The common-rate capacity is upper-bounded by

$$C \leq \frac{1}{L-1} \left( \log_2 |\mathcal{F}| - \max_{i \in \{0,1,\ldots,L\}} H(N_i) \right).$$

Proof of Corollary 7: Under the constraint $R = R_i$, $\forall i \in \{1,2,\ldots,L\}$, we have $R_{\min} = R^*_i = (L-1)R_i$. So, (15) and (16) in Theorem 2 simplify to $(L-1)R \leq \log_2 |\mathcal{F}| - H(N_i)$, for $i \in \{0,1,\ldots,L\}$. 


IV. FIELDS AND LINEAR CODES

Random linear codes will be employed by the users to transmit their respective source messages to the relay in the FDF coding strategy. Using random linear codes, for any two messages the corresponding codewords are statistically independent, and the summation of these two codewords is also a codeword with the same structure and properties as the original codewords. With this, the relay will be able to decode the summation of two codewords to obtain the desired function of the source messages without needing to decode the individual messages. In this section, we present a construction of random linear codes with elements from finite fields, and prove in Theorem 3 that these codes achieve the capacity region of the finite field adder channel.

Consider a message of the form \( s \in \mathcal{F}^k \), and a linear code that maps \( s \) to a length-\( n \) codeword \( x \in \mathcal{F}^n \):

\[
\begin{align*}
x &= (s \odot \mathbf{G}) \oplus q, \quad (23a) \\
&= \left( \begin{array}{c} g_1 \\ g_2 \\ \vdots \\ g_n \\ \end{array} \right) \oplus q, \quad (23b)
\end{align*}
\]

where \( x \) is a row vector of length \( n \), \( s \) is a row vector of length \( k \), \( \mathbf{G} \) is a fixed \( k \)-by-\( n \) matrix, with each element independently and uniformly chosen over \( \mathcal{F} \), \( g_i \), the \( i \)-th row in \( \mathbf{G} \), is a row vector of length \( n \), and \( q \) is a fixed row vector of length \( n \), with each element independently and uniformly chosen over \( \mathcal{F} \).

We will show that the codeletter of the above code is uniform i.i.d., and any two codewords are independent. We extend Gallager’s results for binary linear codes [58] pages 206–207] to finite field linear codes in the following two lemmas.

**Lemma 4:** Consider the linear codes defined in (23a). Over the ensemble of codes, the probability that a message \( s_1 \) is mapped to a given codeword \( x_1 \) is \( p(x_1) = |\mathcal{F}|^{-n} \).

**Proof of Lemma 4:** There are \( |\mathcal{F}|^{n(k+1)} \) ways of selecting \( \mathbf{G} \) and \( q \). As the elements are arbitrarily chosen, each \( (\mathbf{G}, q) \) has a probability of \( |\mathcal{F}|^{-n(k+1)} \) of being selected. Following from Lemma 1 for any \( \mathbf{G} \), there is only one \( q \) that results in the given \( x_1 \). So, there are only \( |\mathcal{F}|^{nk} \) different \( (\mathbf{G}, q) \)'s that map \( s_1 \) to \( x_1 \). Hence, \( p(x_1) = |\mathcal{F}|^{nk} |\mathcal{F}|^{-n(k+1)} = |\mathcal{F}|^{-n} \).

**Lemma 5:** Consider the linear codes defined in (23a). Let \( s_1 \) and \( s_2 \) be two different messages. The corresponding codewords, i.e.,

\[
\begin{align*}
x_1 &= (s_1 \odot \mathbf{G}) \oplus q, \quad (24) \\
x_2 &= (s_2 \odot \mathbf{G}) \oplus q, \quad (25)
\end{align*}
\]

are statistically independent.

**Proof of Lemma 5:** To show independence, we need to find the probabilities \( p(x_1) \) and \( p(x_2|x_1) \), and show that \( p(x_1, x_2) = p(x_1)p(x_2) \). Equivalently, we find the probabilities \( p(x_1 \oplus -x_2) \) and \( p(x_1|x_1 \oplus -x_2) \), where \( -x_2 \) is the additive inverse of \( x_2 \) in \( \mathcal{F} \). Let \( s_1 \) and \( s_2 \) differ in the \( j \)-th position (they may differ, additionally, in other positions). So, \( x_1 \oplus -x_2 = (s_1 \oplus -s_2) \odot \mathbf{G} \). For any \( (g_1, \ldots, g_{j-1}, g_{j+1}, \ldots, g_k) \), there is only one \( g_j \) that results in the given \( (x_1 \oplus -x_2) \). Hence, there are only \( |\mathcal{F}|^{n(k-1)} \) different \( \mathbf{G} \)'s that give \( (x_1 \oplus -x_2) \). In addition, for any chosen \( \mathbf{G} \) that gives the required \( (x_1 \oplus -x_2) \), there is only one \( q \) that results in the given \( x_1 \). So, there are only \( |\mathcal{F}|^{n(k-1)} \) unique \( (\mathbf{G}, q) \)'s that give the desired \( (x_1 \oplus -x_2, x_1) \) or equivalently the desired \( (x_1, x_2) \). Again each \( (\mathbf{G}, q) \) has a probability of \( |\mathcal{F}|^{-n(k-1)} \) of being selected. So, the probability \( p(x_1, x_2) = |\mathcal{F}|^{n(k-1)}|\mathcal{F}|^{-n(k+1)} = |\mathcal{F}|^{-2n} = p(x_1)p(x_2) \).

**Remark 3:** The key in proving Lemma 5 is to find the probability of the summation of the first codeword and the additive inverse of the second codeword, rather than the summation of the two codewords (as in the binary case [58] page 207]). Note that for the binary case, the additive inverse of a codeword is the codeword itself.

**Remark 4:** Note that although the dither vector \( q \) is not required for proving that two codewords are independent (Lemma 5), it is required for proving that all codeletters for any codeword are independent and uniformly distributed (Lemma 4).

**Theorem 3:** Consider a point-to-point finite field adder channel

\[
Y = X + N, \quad (26)
\]

where \( X \in \mathcal{F} \) is the channel input from the transmitter, \( Y \in \mathcal{F} \) is the channel output received by the receiver, and \( N \in \mathcal{F} \) is the channel noise and is an i.i.d. random variable for each channel use. Using the linear code in (23a), the source sends a message \( S \), which is uniformly distributed in \( \mathcal{F}^k \), over \( n \) uses of the channel, \( X(S) \). The receiver can decode the message \( S \) from the \( n \) received signals \( Y \) with arbitrarily small error probability if \( n \) is sufficiently large and if

\[
\frac{k \log_2 |\mathcal{F}|}{n} < \log_2 |\mathcal{F}| - H(N). \quad (27)
\]

**Proof of Theorem 3** The source transmits \( X(S) = (S \odot \mathbf{G}) \oplus q \), according to (23a), over \( n \) channel uses. The receiver receives \( Y \) according to (26). It decodes \( S = a \) if there is one and only one codeword \( X(a) \) that is jointly \( \delta \)-typical with the received signals, i.e.,

- \( (X(a), Y) \in A_{XY}^{n\delta} \), and
- \( (X(b), Y) \notin A_{XY}^{n\delta} \) for all \( b \notin \mathcal{F}^k \) \{ \{a\} \}.

Without loss of generality, let \( S = a \) be the message sent. The probability that the receiver makes an error in decoding is

\[
P_{error} = \Pr(\hat{S} \neq a) = \Pr\left\{ (X(a), Y) \notin A_{XY}^{n\delta} \text{ or } (X(b), Y) \in A_{XY}^{n\delta} \text{ for some } b \neq a \right\}. \quad (28a)
\]

\[
\leq \Pr\left\{ (X(a), Y) \notin A_{XY}^{n\delta} \right\} + \sum_{b \neq a} \Pr\left\{ (X(b), Y) \in A_{XY}^{n\delta} \right\}. \quad (28b)
\]

From Lemma 2 we have

\[
\Pr\left\{ (X(a), Y) \notin A_{XY}^{n\delta} \right\} < \delta. \quad (29)
\]
For any \( \mathbf{b} \neq \mathbf{a} \), from Lemma 4 we know that \( p(\mathbf{x}(\mathbf{b})) = \prod_{t=1}^{n} p^t(\mathbf{x}(t)) \), and from Lemma 5 we know that \( \mathbf{x}(\mathbf{a}) \) and \( \mathbf{x}(\mathbf{b}) \) are independent, and hence \( p(\mathbf{x}(\mathbf{b}), y) = \prod_{t=1}^{n} p^t(\mathbf{x}(t)) p(y(t)) \). So, from Lemma 5 we have

\[
\Pr\left\{ (\mathbf{X}(\mathbf{b}), Y) \in A^n_{[X,Y]} \right\} \leq 2^{-n(I^n(X;Y) - 3\delta)},
\]

(30)

where \( I^n(X;Y) \) is evaluated with \( p(x,y) = p^n(x)p(y|x) \). Note that \( p(y|x) = p(n) \).

This gives

\[
P_{\text{error}} \leq \delta + (\frac{|\mathcal{F}|}{k} - 1)2^{-n(I^n(X;Y) - 3\delta)} \quad (31a)
\]

\[
in \delta + 2\left( \frac{\log_2 |\mathcal{F}|}{n} - (I^n(X;Y) - 3\delta) \right) \quad (31b)
\]

Choosing a sufficiently large \( n \) and a sufficiently small \( \delta > 0 \), if

\[
\frac{k \log_2 |\mathcal{F}|}{n} < I^n(X;Y) - 3\delta \quad (32a)
\]

\[
= \log_2 |\mathcal{F}| - H(N) - 3\delta, \quad (32b)
\]

then \( P_{\text{error}} \) can be made as small as desired.

So, if \( n \) is sufficiently large and if \( \frac{k \log_2 |\mathcal{F}|}{n} < \log_2 |\mathcal{F}| - H(N) \), then the receiver can decode \( S \) with an arbitrarily small error probability.

Remark 5: Consider a message \( w \in \{1,2,\ldots,2^nR\} \), and choose an integer \( k \) such that

\[
2^nR \leq |\mathcal{F}|^k \iff R \leq \frac{\log_2 |\mathcal{F}|}{n}. \quad (33)
\]

We can define an injective (one-to-one) function that maps each \( w \in \{1,2,\ldots,2^nR\} \) to a unique \( s \in \mathcal{F}^k \), and send \( s \) using the linear code (23a) over \( n \) uses of the channel (26). For any \( R \) that satisfies

\[
R < \log_2 |\mathcal{F}| - H(N), \quad (34)
\]

we can always find sufficiently large \( k \) and \( n \), such that

\[
R < \frac{k \log_2 |\mathcal{F}|}{n} < \log_2 |\mathcal{F}| - H(N), \quad (35)
\]

meaning that the receiver can reliably decode \( s \), and it can then reverse the mapping from \( s \) to get the correct \( w \). This means the rates in (34) are achievable using linear codes. From [17] pages 189-191, the channel (26) is symmetrical and its capacity is \( I(X;Y) \) evaluated with the uniform input distribution, i.e., \( I^n(X;Y) = \log_2 |\mathcal{F}| - H(N) \) bits/channel use. So, the random linear code defined in (23a) can be used to achieve the capacity of the channel (26).

V. ACHIEVABLE RATE REGION OF FUNCTIONAL-DECODE-FORWARD

In this section, we extend the FDF scheme developed in [16] to MWRCs where the users are not constrained to transmitting at a common rate. Major differences are: (i) On the uplink, rate splitting is used, and (ii) On the downlink, joint source-channel decoding is used. Since rate splitting is used, we assume that the rates of all users, \( R_i, \forall i \in \{1,2,\ldots,L\} \), are rational number\(^1\). The reason for this will become apparent later.

We consider \( T \) message tuples. Each user \( i, i \in \{1,2,\ldots,L\} \), sends \( T \) messages of \( nR_i \) bits each, meaning that each user can transmit at a different rate. Denote the \( T \) messages of user \( i \) by \( (W_i[1], W_i[2], \ldots, W_i[T]) \) where \( W_i[t] \in \{1,2,\ldots,2^nR_i\} \) for all \( t \). Since we consider full data exchange, user \( i \) needs to decode the messages sent by all the other users, i.e., \( \{W_j[t] : \forall j \in \{1,2,\ldots,L\} \setminus \{i\}, \forall t \in \{1,2,\ldots,T\}\} \).

The message exchange among the users (via the relay) will be carried out in a total of \((T+1)\) blocks of transmission. In the \( t \)-th block, for each \( t \in \{1,2,\ldots,T\} \), each user \( i \) transmits (on the uplink) a codeword as a function of its \( t \)-th message \( W_i[t] \). At the end of the \( t \)-th block, the relay decodes functions of its received signals in the \( t \)-th block. It then re-encodes these functions and transmits them (on the downlink) in the next block, i.e., the \((t+1)\)-th block. At the end of the \((t+1)\)-th block, each user \( i \) then decodes the relay’s transmission to obtain the \( t \)-th message of all other users, i.e., \( \{W_j[t] : j \in \{1,2,\ldots,L\} \setminus \{i\}\} \). So, for each pair of the \( t \)-th block on the uplink and the \((t+1)\)-th block on the downlink, if each user can reliably decode the \( t \)-th message of all other users, then repeating the same coding scheme for all \( t \in \{1,2,\ldots,T\} \), at the end of \((T+1)\) blocks, all users will have reliably decoded the messages sent by all users transmitted in the first \( T \) blocks.

Let each block consist of \( n \) channel uses, i.e., the entire transmission utilizes a total of \((T+1)n\) channel uses. Each user \( i \) transmits a total of \( TnR_i \) bits in this transmission period. If each user can reliably decode the messages of all other users, then the rate tuple \( \left(\frac{TnR_1}{(T+1)n}, \frac{TnR_2}{(T+1)n}, \ldots, \frac{TnR_L}{(T+1)n}\right) \) is achievable. For any \( R_1, R_2, \ldots, R_L, \) and \( n \), we can choose a sufficiently large \( T \) such that the achievable rate tuple is arbitrarily close to \( (R_1, R_2, \ldots, R_L) \). In this section, we derive constraints on \( R_1, R_2, \ldots, R_L \) such that the rate tuple is achievable.

Since the encoding and decoding functions for all nodes are repeated in every block (different blocks for different message tuples), we focus on the first message tuple in Secs. V-A and V-B. The relevant channel uses are the first block on the uplink and the second block on the downlink. For simplicity, we denote \( W_i[1] \) by \( W_i \) in the these sections.

A. On the Uplink

Message Splitting and Mapping:

Recall that \( R_i'' = \left( \sum_{j=1}^{L} R_j \right) - R_i \) and \( R_{\min}^c = \min_{j \in \{1,2,\ldots,L\}} R_j \) and \( R_{\min}^c = \sum_{j=1}^{L} R_j - R_{\min} \). For the uplink of the MWRC, we use the idea of FDF in [16] combined with rate splitting. For each user \( i, i \in \{1,2,\ldots,L\} \), we split its rate into

\[
R_i = R_{\min} + R_i', \quad (36)
\]

where \( R_i' \geq 0 \). So, each message \( W_i \) can be split into

\[
W_i = (A_i, B_i), \quad (37)
\]

where \( A_i \in \{1,2,\ldots,2^nR_{\min}\} \) is a random message of \( nR_{\min} \) bits in length and \( B_i \in \{1,2,\ldots,2^nR_i'\} \) is a random message

\(^1\)Note that for the common-rate case, this is not required.
of \(nR'_1\) bits in length\(2^{nR_{min}/n}\). Let \(D\), \(0 \leq D < L\), be the number of users whose message is strictly more than \(nR_{min}\) bits. Let the set of these users be
\[
\{d_1, d_2, \ldots, d_D\} \triangleq D \triangleq \{j : R'_j > 0\}. \tag{38}
\]
So, for all users \(i \notin D\), \(W_i = A_i, B_i = \emptyset\), and \(R'_i = 0\).

On the downlink, we will invoke the result in Theorem 7 where the relay sends messages each consisting of \(n_s\) i.i.d. random variables. To do this, we will further split each message into \(n_s\) parts, i.e.,
\[
A_i = (A_{i}^{(1)}, A_{i}^{(2)}, \ldots, A_{i}^{(n_s)}), \quad \forall i \in \{1, 2, \ldots, L\} \tag{39}
\]
\[
B_j = (B_{j}^{(1)}, B_{j}^{(2)}, \ldots, B_{j}^{(n_s)}), \quad \forall j \in \{d_1, d_2, \ldots, d_D\}. \tag{40}
\]

where all \(A_{i}^{(v)}\) are independently and uniformly distributed in \(\{1, 2, \ldots, 2^{nR_{max}/n_s}\}\), and all \(B_{j}^{(v)}\) are independently and uniformly distributed in \(\{1, 2, \ldots, 2^{nR'_i/n_s}\}\). All these messages will be transmitted using linear codes in \(F\) defined in (23a). To do this, we define an injective function that maps each \(\alpha \in \{1, 2, \ldots, 2^{nR_{max}/n_s}\}\) to a unique length-\(n_B\) finite field vector \(s(\alpha) \in F^{n_B}\). This means the vector length \(n_B\) must be chosen such that
\[
\frac{2^{nR_{max}/n_s}}{n} \leq |F|^{n_B} \tag{41a}
\]
\[
k_B n_s \log_2 |F| \geq R_{min} \tag{41b}
\]
This guarantees that a user can always reverse the function to get the correct \(A_{i}^{(v)}\) from \(S(A_{i}^{(v)})\). Similarly, for each \(j \in D\), we define an injective function that maps each \(\beta_j \in \{1, 2, \ldots, 2^{nR'_i/n_s}\}\) to a unique length-\(n_B\) finite field vector \(s(\beta_j) \in F^{n_B}\). So, \(k_B, n_B\) must be chosen such that
\[
\frac{k_B n_s \log_2 |F|}{n} \geq R'_j. \tag{42}
\]
The length of the vector \(s(\gamma)\) and the corresponding mapping is clear from its argument \(\gamma \in \{\alpha, \beta_j\}\).

Transmission:

The block of \(n\) uplink channel uses are split into \((L + D - 1)\) sub-blocks. Each of the \(l\)-th sub-blocks for \(1 \leq l \leq L - 1\) consists of \(\frac{nR_{min}}{R_{min}}\) channel uses\(^4\). Each of the \(l\)-th sub-blocks for \(L \leq l \leq L + D - 1\) consists of \(\frac{nR_{min}}{nR'_{min}}\) channel uses\(^4\). Note that if we sum the number of channel uses in all sub-blocks, we get
\[
(L-1)\frac{nR_{min}}{R_{min}} + \sum_{d \in D} \frac{nR'_{d}}{R_{min}} = \sum_{j=1}^{L-D} \left(\frac{R_{min} + R'_j}{R_{min}} - \frac{R_{min}}{R_{min}}\right) = n. \tag{43}
\]

The first \((L - 1)\) sub-blocks (of equal length) are used to send \(\{A_i : i \in \{1, 2, \ldots, L\}\}\). The next \(D\) sub-blocks (of possibly different length) are used to send \(\{B_j : j \in D\}\).

In the \(l\)-th sub-block for \(l \in \{1, 2, \ldots, L - 1\}\), only two users (more specifically, users \(l\) and \((l+1)\)) transmit, and the rest of the users do not transmit (which is defined as transmitting the additive identity \(\emptyset\)). Define the transmission of user \(i\) in the sub-block as
\[
X_i = (X_i^{(1)}, X_i^{(2)}, \ldots, X_i^{(n)}). \tag{44}
\]
The two active users transmit using linear codes in \(F\) of the form defined in (23a), i.e.,
\[
X_{i}^{(v)} = \begin{cases} (S(A_{i}^{(v)}) \odot G_{A_{i}}) \oplus q_{A_{i},v}, & \text{if } i = l \text{ or } l + 1 \\ \emptyset, & \text{otherwise} \end{cases} \tag{45}
\]
for all \(v \in \{1, 2, \ldots, n_s\}\), where each \(S(A_{i}^{(v)})\) is a row vector of length \(k_A\), \(G_{A_{i}}\) is a fixed \(k_A \times \frac{nR_{min}}{nR_{min}}\) matrix\(^5\), each \(X_{i}^{(v)}\) and \(q_{A_{i},v}\) is a row vector of length \(\frac{nR_{min}}{nR_{min}}\) and \(\emptyset\) is the all-zero row vector. Each element in the vectors/matrix is over \(F\).

For the next \(D\) sub-blocks, only users in \(D\) (with an “extra” message \(B_i\)) transmit. We use the same notation in (44) for the transmitted symbols. More specifically, in the \((L - 1 + m)\)-th sub-block for \(m \in \{1, 2, \ldots, D\}\), only one user, \(d_m \in D\), transmits, and does so using a linear code of the form defined in (23a), i.e.,
\[
X_{i}^{(v)} = \begin{cases} (S(B_{i}^{(v)}) \odot G_{B_{i}}) \oplus q_{B_{i},v}, & \text{if } i = d_m \\ \emptyset, & \text{otherwise} \end{cases} \tag{46}
\]
for all \(v \in \{1, 2, \ldots, n_s\}\), where \(S(B_{d_m}^{(v)})\) is a row vector of length \(k_{B,d_m}\), \(G_{B,d_m}\) is a fixed \(k_{B,d_m} \times \frac{nR'_{d_m}}{nR_{min}}\) matrix\(^5\), and each \(X_{d_m}^{(v)}\) and \(q_{B,d_m}\) is a fixed row vector of length \(\frac{nR_{min}}{nR_{min}}\).

Each element in \(G_{A_{i}}, G_{B,d_m}, q_{A_{i}}, q_{B,d_m}\) is independently and uniformly chosen over \(F\), is fixed for all transmissions, and is made known to the relay. The transmission scheme above is summarized in Fig. 3.

Decoding:

In the \(l\)-th sub-block for \(l \in \{1, 2, \ldots, L - 1\}\), the relay receives \(Y_{l} = (Y_{l}^{(1)}, Y_{l}^{(2)}, \ldots, Y_{l}^{(n)}), \) where \(Y_{l}^{(v)} = X_{l+1}^{(v)} + N_{l}^{(v)}\) and
\[
X_{l+1}^{(v)} = ([h_{l,0} \odot S(A_{l}^{(v)})] \oplus (h_{l+1,0} \odot S(A_{l+1}^{(v)}))] \odot G_{A_{l}} \oplus (q_{A_{l}} \odot q_{A_{l+1}}), \tag{47}
\]
which is also a linear codeword of the form (23a), where the “message” is
\[
S(A_{l+1}^{(v)}) \triangleq (h_{l,0} \odot S(A_{l}^{(v)})) \oplus (h_{l+1,0} \odot S(A_{l+1}^{(v)})) \in F^{n_B}. \tag{48}
\]
From Theorem 3 if \(\frac{nR_{min}}{nR_{min}}\) is sufficiently large and if
\[
\frac{k_A \log_2 |F|}{nR_{min}} < \log_2 |F| - H(N_0), \tag{49}
\]
then the relay can reliably decode \(S(A_{l+1}^{(v)})\), for all \(v \in \{1, 2, \ldots, n_s\}\).

In the \((m + L - 1)\)-th sub-block for \(m \in \{1, 2, \ldots, D\}\), only one user \(d_m\) transmits at any time. The relay scales each
\(^4\)Since \(R_{min}\) and \(R'_i, \forall i\), are rational numbers, we can choose a sufficiently large \(n\) such that \(nR_{min}\) and \(nR'_i, \forall i\), are integers.

\(^5\)For any (possibly large) \(n_s\), we choose a much larger \(n\) such that \(\frac{nR_{min}}{nR_{min}}\) is sufficiently large, so that \(\frac{nR'_{d_m}}{nR_{min}}\) and all \(\frac{nR'_{d_m}}{nR_{min}}\) are integers.
of its received signals by $h_{d_m,0}^{-1}$ (the multiplicative inverse of $h_{d_m,0}$) to get

$$\tilde{Y}_0 = h_{d_m,0}^{-1} \circ Y_i = X_{d_m} \oplus \tilde{N}_0,$$

where $\tilde{N}_0 = h_{d_m,0}^{-1} \circ N_0$. Note that $H(\tilde{N}_0) = H(N_0)$ as, for any fixed $h_{d_m,0}^{-1} \neq 0$, there is a bijective mapping between the two random variables $(h_{d_m,0}^{-1} \circ N_0)$ and $N_0$. Applying Theorem 3 if $\frac{nR_{d_m}}{n_sR_{\text{min}}}$ is sufficiently large and if

$$\frac{k_{B,d_m} \log_2 |F|}{n_sR_{\text{min}}} < \log_2 |F| - H(\tilde{N}_0) = \log_2 |F| - H(N_0),$$

then the relay can reliably decode $S(B_{d_m}^{(v)})$ from $\tilde{Y}_0^{(v)} = X_{d_m}^{(v)} + \tilde{N}_0^{(v)}$, for all $v \in \{1, 2, \ldots, n_s\}$.

Define

$$U^{(v)} \triangleq \left( S(A_{1,2}^{(v)}), S(A_{2,3}^{(v)}), \ldots, S(A_{L-1,L}^{(v)}), S(B_{d_1}^{(v)}), S(B_{d_2}^{(v)}), \ldots, S(B_{d_D}^{(v)}) \right),$$

and

$$U \triangleq (U^{(1)}, U^{(2)}, \ldots, U^{(n_s)}).$$

On the uplink, if

$$R_{\text{min}} < \log_2 |F| - H(N_0),$$

we can always find sufficiently large $\frac{n}{n_s}$, $k_A$, and $\{k_{B,d_m}\}_{d_m \in D}$, such that

$$R_{\text{min}}^c \leq \frac{k_{A,n_s} \log_2 |F|}{n_s R_{\text{min}}} < \log_2 |F| - H(N_0),$$

meaning that Eqs. (41b), (49) and (42), (51) can be satisfied in their respective sub-blocks. So, if (53) is satisfied and if $\frac{n}{n_s}$ is sufficiently large, the relay can reliably decode $U$.

Eqs. (53) and (55) also mean that $\frac{k_{A,n_s} \log_2 |F|}{n}$ can be chosen arbitrarily close to $R_{\text{min}}$, i.e.,

$$k_{A,n_s} \log_2 |F| = R_{\text{min}} + \eta,$$

where $\eta > 0$ can be chosen arbitrarily small.

### B. On the Downlink

Now, assume, that the relay decodes $U$ in the first block of $n$ uplink uses, it broadcasts this information in the second block of $n$ downlink uses. For decoding on the downlink, each user $i$, $i \in \{1, 2, \ldots, L\}$, scales each of its received signals by $h_{0,i}^{-1}$ to get

$$\tilde{Y}_i = h_{0,i}^{-1} \circ Y_i = X_0 \oplus \tilde{N}_i,$$

where $\tilde{N}_i = h_{0,i}^{-1} \circ N_i$, and $H(\tilde{N}_i) = H(N_i)$.

Note that each $U^{(v)}$ is i.i.d., for all $v \in \{1, 2, \ldots, n_s\}$, so are $S(A_{i,i+1}^{(v)})$ for all $v$, and $S(B_{i}^{(v)})$ for all $v$. We use $U$, $S_{i,i+1}$, and $S_{i}$ to denote the respective generic random variables. Thus, we have $U = (S_1, S_2, S_3, \ldots, S_{L-1}, S_d, S_{d+1}, \ldots, S_{d_D})$.

With this, we can re-cast the downlink as a broadcast channel in which the relay broadcasts a message $U = [U^{(v)}]_{v=1}^{n_s}$ to all the users, where each user $i \in D$ knows $[S(B_{i}^{(v)})]_{v=1}^{n_s}$ (which is correlated with the message $U$) a priori. So, each user $i \in D$ can use its side information $[S(B_{i}^{(v)})]_{v=1}^{n_s}$ to decode $U$ from its scaled received signals $\tilde{Y}_i$ during channel decoding (hence joint source-channel decoding). Note that all users do not need to use their respective $A_i$ as side information for decoding $U$ (see Remark 6).

From Theorem 1 all users can reliably decode $U$ if $n_s$ and $n$ are sufficiently large and if

$$n_s H(U|S_i) < n I(X_0; \tilde{Y}_i), \quad \forall i \in D$$

(59)

$$n_s H(U) < n I(X_0; \tilde{Y}_i), \quad \forall i \notin D,$$

(60)

for some $p(x_0)$. Note that $S(B_{i}^{(v)}) = \emptyset$ if $i \notin D$. Choosing the uniform distribution for $X_0$, $I(X_0; \tilde{Y}_i) = \log_2 |F| - H(\tilde{N}_i) = \log_2 |F| - H(N_i)$, for all $i \in \{1, 2, \ldots, L\}$.

Since the mapping from $B_{i}^{(v)}$ (which is uniformly distributed in $[1, 2, \ldots, 2^{nR_i/n_s}]$) to $S(B_{i}^{(v)})$ is injective, we have, for all $i \in D$,

$$H(S_i) = \frac{nR_i}{n_s},$$

(61)

Since $S_{i,i+1} \in F_k$, we have

$$H(S_{i,i+1}) \leq k_A \log_2 |F|,$$

(62)

with equality if and only if $S_{i,i+1}$ is uniformly distributed in $F_k$. Note that each $A_i^{(v)}$, $\forall i$, being uniformly distributed does not imply that $S(A_{i,i+1}^{(v)})$ is uniformly distributed.
This gives

\[
H(U)
\leq \sum_{i=1}^{L-1} H(S_{i,i+1}) + \sum_{d \in D} H(S_d) \quad \text{for all } j < i \text{ and } j \geq 1
\]

\[
+ \sum_{k=1}^{D} H(S_{d_k}) \quad \text{for all } k < k \text{ and } \ell \leq 1,
\]

\[
\left\{ S_{m,n,m} : 1 \leq m \leq L - 1 \right\}
\]

(63a)

\[
\leq \left( \sum_{i=1}^{L-1} H(S_{i,i+1}) + \sum_{d \in D} H(S_d) \right)
\]

(63b)

\[
\leq (L - 1)k_A \log_2 |\mathcal{F}| + \sum_{d \in D} \frac{nR_d'}{n_s}
\]

(63c)

\[
= (L - 1)\frac{n}{n_s} (R_{\text{min}} + \eta) + \frac{n}{n_s} \sum_{d \in D} R_d'
\]

(63d)

\[
= \frac{n}{n_s} \left( (L - 1)R_{\text{min}} + \sum_{d \in D} R_d' + (L - 1)\eta \right)
\]

(63e)

\[
= \frac{n}{n_s} \left( R_{\text{min}} + \zeta \right),
\]

(63f)

where \( \eta \) is defined in (59), and \( \zeta = (L - 1)\eta > 0 \) can be chosen arbitrarily small. Here, (63a) follows from the chain rule, and (63b) is because conditioning can only reduce entropy.

It follows that for all \( i \in D \),

\[
H(U|S_i) = H(U) + H(S_i|U) - H(S_i)
\]

(64a)

\[
= H(U) - H(S_i)
\]

(64b)

\[
\leq \frac{n}{n_s} \left( R_{\text{min}} + \zeta - R_i' \right)
\]

(64c)

\[
= \frac{n}{n_s} \left( \sum_{j=1}^{L} R_j' - R_{\text{min}} - R_i' + \zeta \right)
\]

(64d)

\[
= \frac{n}{n_s} \left( R_i' + \zeta \right),
\]

(64e)

where \( \zeta > 0 \) can be chosen arbitrarily small. Here, (64b) is because \( H(S_i|U) = 0 \).

Note that for all \( i \notin D \), \( R_i' = 0 \), meaning \( R_i = R_{\text{min}} \), and hence \( R_i' = R_{\text{min}}. \) Now, for all \( i \in \{1, 2, \ldots, L\}, \) if

\[
R_i' < \log_2 |\mathcal{F}| - H(N_i),
\]

(65)

which is equivalent to

\[
R_i' + \psi = \log_2 |\mathcal{F}| - H(N_i), \quad \text{for some } \psi > 0,
\]

(66)

we can then choose \( \zeta = \frac{\psi}{\log_2 |\mathcal{F}| - H(N_i)} \) for (64d) and (64e) so that (59) and (61) can both be satisfied, i.e., all users can reliably decode \( U \) with sufficiently large \( n_s \) and \( n \).

Note that on the downlink, linear codes are not required.

Remark 6: Consider the two-user case (i.e., \( L = 2 \)) where \( R_1 = R_2 = R_{\text{min}} \). So, the two messages are \( W_1 = A_1 \) and \( W_2 = A_2 \). Ideally, we choose \( k_A \) such that \( nR_{\text{min}}/n_s \approx k_A \log_2 |\mathcal{F}| \). Hence

\[
H(U^{(v)}) = H(S(A_1^{(v)})) \approx k_A \log_2 |\mathcal{F}|.
\]

Since \( U^{(v)} = S(A_1^{(v)}) \), we have \( H(U^{(v)}) = H(S(A_1^{(v)}) \approx k_A \log_2 |\mathcal{F}|. \) Since \( A_1^{(v)} \) and \( A_2^{(v)} \) are uniformly distributed in \( \{1, 2, \ldots, 2nR_{\text{min}}/n_s\} \), we have \( H(A_1^{(v)}) = H(A_2^{(v)}) = nR_{\text{min}}/n_s. \) Given \( A_1^{(v)} \), the only uncertainty left in \( U^{(v)} \) is that of \( A_2^{(v)} \). This means \( H(U^{(v)}|A_1^{(v)}) = H(A_2^{(v)}) = nR_{\text{min}}/n_s \approx k_A \log_2 |\mathcal{F}| \approx H(U^{(v)}). \) Similarly, we can show that \( H(U^{(v)}|A_2^{(v)}) \approx H(U^{(v)}). \) So, each message, \( A_1^{(v)} \) or \( A_2^{(v)} \), individually conveys very little information about \( U^{(v)} \). This explains why we do not lose optimality by not using \( A_1 \) as side information when each user decodes \( U \) on the downlink.

C. Decoding of Other Users’ Messages

Assume that every user \( i \) for all \( i \in \{1, 2, \ldots, L\} \), correctly decodes \( U_i \), i.e., \( U_i^{(v)} \equiv \{ S(A_1^{(v)}), S(A_2^{(v)}), \ldots, S(A_L^{(v)}), S(B_{d_1}^{(v)}), S(B_{d_2}^{(v)}), \ldots, S(B_{d_n}^{(v)}) \} \) for all \( v \in \{1, 2, \ldots, n_s\} \), sent by the relay. Since (42) is true, user \( i \) can correctly decode \( B_j^{(v)} \) from \( S(B_j^{(v)}) \), for all \( j \in D \). Recall that \( B_k^{(v)} = \emptyset \), for all \( k \notin D \).

Then user \( i \) performs the following:

\[
S(A_i^{(v)}) = (h_{i+1,0}^{(v)} \circ S(A_{i,i+1}^{(v)})) \quad \text{or } (h_{i+1,0}^{(v)} \circ S(A_{i+1,i}^{(v)})) \quad (67a)
\]

\[
S(A_i^{(v)}) = (h_{i,0}^{(v)} \circ S(A_{i,0}^{(v)}))(67b)
\]

\[
S(A_L^{(v)}) = (h_{L,0}^{(v)} \circ S(A_{L-1,L}^{(v)})) \quad \text{or } (h_{L,0}^{(v)} \circ S(A_{L-1,L}^{(v)})) \quad (67c)
\]

\[
S(A_{i-1}^{(v)}) = (h_{i-1,0}^{(v)} \circ S(A_{i-1,i}^{(v)})) \quad \text{or } (h_{i-1,0}^{(v)} \circ S(A_{i-1,i}^{(v)})) \quad (67d)
\]

\[
S(A_{i+1}^{(v)}) = (h_{i,0}^{(v)} \circ S(A_{i+1,i}^{(v)})) \quad \text{or } (h_{i,0}^{(v)} \circ S(A_{i+1,i}^{(v)})) \quad (67e)
\]

\[
S(A_1^{(v)}) = (h_{1,0}^{(v)} \circ S(A_{1,2}^{(v)})) \quad \text{or } (h_{1,0}^{(v)} \circ S(A_{1,2}^{(v)})) \quad (67f)
\]

to get \( \{ S(A_1^{(v)}), S(A_2^{(v)}), \ldots, S(A_{i-1}^{(v)}), S(A_{i+1}^{(v)}), \ldots, S(A_L^{(v)}) \} \). Since (41b) is true, user \( i \) can correctly decode \( A_j^{(v)} \) from \( S(A_j^{(v)}) \), for all \( j \in \{1, 2, \ldots, L\} \setminus \{i\} \). Repeating that for all \( v \in \{1, 2, \ldots, n_s\} \), user \( i \) then obtains all other users’ messages, i.e., \( \{ W_j = (A_j, B_j) : j \in \{1, 2, \ldots, L\} \setminus \{i\} \} \).

D. Probability of Error

In the above analyses, we focused on the first message tuple. Now, we consider all \( T \) message tuples. On the uplink, let the decoding error at the relay in the \( v \)-th fraction of the \( t \)-th sub-block of the \( t \)-th message tuple be \( P_v(0, t, l, v) \), for \( t \in \{1, 2, \ldots, T\}, l \in \{1, 2, \ldots, L + D - 1\} \), and \( v \in \{1, 2, \ldots, n_s\} \). On the downlink, let the decoding error at user \( i \) (of the message \( U \) sent by the relay) of the \( t \)-th message tuple be \( P_v(i, t) \), for \( i \in \{1, 2, \ldots, L\} \) and \( t \in \{1, 2, \ldots, T\} \).

For the \( t \)-th message tuple, from Section V-A, if \( \frac{n_s}{ \log_2 |\mathcal{F}|} \) is sufficiently large and if (54) is satisfied, then \( P_v(0, t, l, v) < \epsilon_1 \)
for any $\epsilon_1 > 0$, for all $l$ and $v$, meaning that the relay can reliably decode $U$. If the relay correctly decodes $U$ (of the $t$-th message tuple) and transmits it on the downlink, from Section V-B, with $n_s$ and $n$ sufficiently large and (55) satisfied, all users can reliably decode $U$, i.e., $P_e(i, t) < \epsilon_2$ for any $\epsilon_2 > 0$, for all $i \in \{1, 2, \ldots, L\}$.

Note that $P_e(i, t)$ for the users, i.e., $i \neq 0$, are found conditioned on the event that the relay has correctly decoded $U$ (of the $t$-th message tuple in the previous block of transmission). When we calculate the end-to-end error probability, $P_e$, in the remaining of the section, we will show that the event that the relay wrongly decodes (or correctly decodes parts of) $U$ can be made arbitrarily small (i.e., we do not assume that the relay correctly decodes $U$). Combining this with the fact that the probability that some users wrongly decode (or correctly decode parts of) $U$ given the relay has correctly decoded $U$ can also be made arbitrarily small, we can make $P_e$ as small as desired. If the relay makes a decoding error, the error propagates onto the downlink to the users. But we can make the probability of this event arbitrarily small.

Now, if (54) is satisfied, we have

$$\Pr\{\text{Relay makes some decoding error(s)}\} \leq \sum_{t=1}^{T} \sum_{l=1}^{L+D-1} \sum_{v=1}^{n_s} \Pr\left\{ \begin{array}{l}
\text{Relay wrongly decodes } S(A^{(v)}_{t,l+1}) \text{ or } \\
S(B^{(v)}_{t,l+1})\text{in the } l\text{-th sub-block for the } t\text{-th message tuple} \end{array} \right\}$$

(68a)

$$= \sum_{t=1}^{T} \sum_{l=1}^{L+D-1} \sum_{v=1}^{n_s} P_e(0, t, l, v)$$

(68b)

$$\leq (L + D - 1)TN_s\epsilon_1,$$

(68c)

and so

$$\Pr\{\text{Relay makes no error}\} \geq 1 - (L + D - 1)TN_s\epsilon_1.$$  

(69)

Conditioned on the event that the relay makes no decoding error, if (55) is satisfied, we have

$$\Pr\left\{ \begin{array}{l}
\text{Some user(s) makes some decoding error(s)} \\
\text{Relay makes no error} \end{array} \right\} \leq \sum_{i=1}^{L} \Pr\left\{ \begin{array}{l}
\text{User } i \text{ makes some decoding error(s)} \\
\text{Relay makes no error} \end{array} \right\}$$

(70a)

$$\leq \sum_{i=1}^{L} \sum_{t=1}^{T} P_e(i, t)$$

(70b)

$$\leq LT\epsilon_2,$$

(70c)

and so

$$\Pr\{\text{No user makes any decoding error} \mid \text{Relay makes no error}\} \geq 1 - LT\epsilon_2.$$

(71)

This gives

$$\Pr\{\text{No user makes any decoding error}\} > [1 - (L + D - 1)TN_s\epsilon_1][1 - LT\epsilon_2],$$

(72)

and

$$P_e \triangleq \Pr\{\text{Some user(s) makes some error(s)}\}$$

(73a)

$$\leq 1 - [1 - (L + D - 1)TN_s\epsilon_1][1 - LT\epsilon_2]$$

(73b)

$$< (L + D - 1)TN_s\epsilon_1 + LT\epsilon_2 - (L + D - 1)LT^2n_s\epsilon_1\epsilon_2,$$

(73c)

where $\epsilon_1 \to 0$ as $\frac{n_s}{n} \to \infty$, and $\epsilon_2 \to 0$ as $n_s, n \to \infty$. The RHS of (73c) can be made arbitrarily small for any $L, T, D$ (note that $D < L$), by choosing a sufficiently large $n_s$ and much larger $n$, such that $\frac{n_s}{n}$ is also sufficiently large, making $P_e$ arbitrarily small.

### E. The Capacity Region of the MWRC over a Finite Field

The preceding analysis means that all rate tuples $(R_1, R_2, \ldots, R_L)$ satisfying (54) and (55) are achievable. Comparing this achievable region with the capacity upper bound in Theorem 2, we have the following capacity theorem.

**Theorem 4:** Consider the $L$-user MWRC over a finite field $\mathcal{F}$. The capacity region is the set of all non-negative rate tuples $(R_1, R_2, \ldots, R_L)$ satisfying

$$R_{\text{min}}^c \leq \log_2 |\mathcal{F}| - H(N_0)$$

$$R_i^c \leq \log_2 |\mathcal{F}| - H(N_i), \quad \forall i \in \{1, 2, \ldots, L\}.$$

(74)

(75)

**Remark 7:** Note that in the FDF coding strategy proposed above, each user’s transmitted signals only depend on its message and do not depend on its received signals, i.e., $X_i[t] = f_{i,t}(W_i), \forall i, t$. Since this is sufficient to achieve the capacity region, the capacity region remains the same even if we consider the restricted MWRC where the users’ transmitted signals can only depend on their respective messages and cannot depend on their received signals. This means utilizing feedback does not increase the capacity region of MWRCs over finite fields.

**Remark 8:** The capacity region in Theorem 4 is equivalent to the set of all rate tuples $(R_1, R_2, \ldots, R_L)$ satisfying

$$R_i^c \leq \log_2 |\mathcal{F}| - \max\{H(N_0), H(N_i)\},$$

(76)

for all $i \in \{1, 2, \ldots, L\}$.

Now, we show that the capacity region in Remark 8 denoted by $\mathcal{R}$, is convex and hence the convex hull operation is not required. Let two rate tuples be $(R_1^{(1)}, R_2^{(1)}, \ldots, R_L^{(1)}), (R_1^{(2)}, R_2^{(2)}, \ldots, R_L^{(2)}) \in \mathcal{R}$. For any $\alpha \in [0, 1]$, define $(R_1^{(3)}, R_2^{(3)}, \ldots, R_L^{(3)})$ such that $R_i^{(3)} = \alpha R_i^{(1)} + (1 - \alpha) R_i^{(2)}, \forall i$. For this rate tuple, and for
all $i \in \{1, 2, \ldots, L\}$, we have

$$R_{i}^{(3)c} = \sum_{j=1}^{L} R_{j}^{(3)} - R_{i}^{(3)}$$

(77a)

$$= \sum_{j=1}^{L} (\alpha R_{j}^{(1)} + (1 - \alpha) R_{j}^{(2)}) - (\alpha R_{i}^{(1)} + (1 - \alpha) R_{i}^{(2)})$$

(77b)

$$\leq \alpha R_{i}^{(1)c} + (1 - \alpha) R_{i}^{(2)c}$$

(77c)

$$\leq \log_{2} |\mathcal{F}| - H(N_{i})$$

(77d)

where (77d) follows from (76).

From (77c) and (76), we get

$$R_{i}^{(3)c} \leq \log_{2} |\mathcal{F}| - H(N_{i}).$$

(78)

So, the rate tuple $(R_{1}^{(3)}, R_{2}^{(3)}, \ldots, R_{L}^{(3)}) \in \mathcal{R}$, meaning that $\mathcal{R}$ is convex.

\section*{F. The Common-Rate Capacity of the MWRC over a Finite Field}

Consider the common-rate case where all users transmit at the same rate, i.e., $R_{i} = R_{\min}$ for all $i \in \{1, 2, \ldots, L\}$. We have $W_{i} = A_{i}$ and $B_{i} = \emptyset$, for all $i$, i.e., rate splitting is not required. So, using FDF, on the uplink, the only the first $(L - 1)$ sub-blocks are required for each message to the users to transmit their respective $W_{i}$ in pairs. On the downlink, since $B_{i} = \emptyset$ for all $i$, the users do not need to use their own message in decoding $\cup$ (c.f. $[59] - [60]$), i.e., joint decoding is not required. The users only utilize their respective messages in steps (67a)–(67f) after they have decoded $\cup$. FDF without rate splitting and separate source-channel decoding achieves the common-rate capacity, stated in the following corollary.

\textbf{Corollary 2:} Consider the $L$-user MWRC over a finite field $\mathcal{F}$. The common-rate capacity is

$$C = \frac{1}{L - 1} \left( \log_{2} |\mathcal{F}| - \max_{i \in \{0, 1, \ldots, L\}} H(N_{i}) \right).$$

(79)

\textbf{Proof of Corollary 2:} For the common-rate case, $R_{i} = R$, $\forall i \in \{1, 2, \ldots, L\}$ and we have $R_{\min}^{c} = R_{i}^{c} = (L - 1) R$, $\forall i$. From Theorem 3 all non-negative rate tuples $(R, R, \ldots, R)$ satisfying

$$(L - 1) R \leq \log_{2} |\mathcal{F}| - H(N_{i}), \quad \forall i \in \{0, 1, \ldots, L\},$$

(80)

are achievable. So, common rates up to $(\log_{2} |\mathcal{F}| - \max_{i \in \{0, 1, \ldots, L\}} H(N_{i}))/(L - 1)$ are achievable. From Corollary 1 we know that this is a capacity upper bound.

\section*{VI. A CASE STUDY: THE BINARY TWO-WAY RELAY CHANNEL}

In this section, we study the special case of the binary TWRC to illustrate the role of rate-splitting and joint source-channel decoding in achieving the capacity region. In the notation of this paper, we study the case where $L = 2$, $\mathcal{F} = \{0, 1\} = \mathcal{F}_{2}$, $\oplus$ and $\odot$ are addition and multiplication in modulo-two respectively. By definition, $h_{1,0} = h_{2,0} = h_{0,1} = h_{0,2} = 1$, since they cannot be zero. For the binary TWRC, the noise variables $N_{0}, N_{1},$ and $N_{2}$ are each binary, and we can define $\rho_{i} \in [0, 1]$ such that $\rho_{i} = \Pr\{N_{i} = 1\}$ and $H(\rho_{i}) = H(N_{i}) = -\rho_{i} \log_{2} \rho_{i} - (1 - \rho_{i}) \log_{2} (1 - \rho_{i})$. Without loss of generality, we consider $\rho_{i} \in [0, \frac{1}{2}]$ for all $i \in \{0, 1, 2\}$. Although the capacity region of the binary TWRC has been reported in [10], [12], we use this example to highlight the components of our scheme and to compare FDF with the complete-decode-forward (CDF) strategy.

\textbf{A. Functional-Decoding with Rate Splitting and Joint Source-Channel Decoding}

From Theorem 4 FDF with rate splitting and joint source-channel decoding achieves all non-negative rate pairs $(R_{1}, R_{2})$ satisfying

$$R_{1}, R_{2} < 1 - H(\rho_{0})$$

(81)

$$R_{1} < 1 - H(\rho_{2})$$

(82)

$$R_{2} < 1 - H(\rho_{1})$$

(83)

whose closure gives the capacity region.

\textbf{B. Functional-Decoding with Rate Splitting and Separate Source-Channel Decoding}

Now, we find the achievable rate region using FDF with rate splitting but with separate source-channel decoding.

The coding on the uplink is the same as that in Sec. V-A, i.e., using linear codes, functional decoding and rate splitting. First, we assume that $R_{2} \geq R_{1}$, and hence $W_{1} = A_{1}$ and $W_{2} = (A_{2}, B_{2})$. So, on the uplink, from (54), if $R_{2} \leq 1 - H(\rho_{0})$, the relay can reliably decode $(S(A_{1}^{(e)}))_{v_{0}}$, $(S(B_{2}^{(e)})_{v_{0}})$. Now, instead of using the joint source-channel decoding for the downlink described in Sec. V-B we use separate source-channel decoding in the sense that the users do not use their own messages in channel decoding. We re-cast the downlink as a broadcast channel with degraded message sets [59], where a source broadcasts a common message to two destinations and a private message to one of the destinations, and where both the destinations do not know the messages \textit{a priori}. Applying this to the downlink of the binary TWRC, we have the relay sending $(S(A_{1,2}^{(e)}))_{v_{0}}$ to both users, and $(S(B_{2}^{(e)})_{v_{0}})$ to user 1, and the users do not use their own messages in the channel decoding of $(S(A_{1,2}^{(e)})_{v_{0}})$ and $(S(B_{2}^{(e)})_{v_{0}})$.

Recall that $(S(A_{1,2}^{(e)})_{v_{0}})$ is an $nR_{1,2}$-bit message and $(S(B_{2}^{(e)})_{v_{0}})$ an $nR_{2}$-bit message. From [59], if $R_{1} < 1 - H(\beta(1 - \rho_{2}) + (1 - \beta)\rho_{2})$, $R_{2} < H(\beta(1 - \rho_{1}) + (1 - \beta)\rho_{1}) - H(\rho_{1})$, and $R_{1} + R_{2} < 1 - H(\rho_{1})$, for some $0 \leq \beta \leq \frac{1}{2}$, then both the users can reliably decode $(S(A_{1,2}^{(e)})_{v_{0}})$ and user 1 can reliably decode $(S(B_{2}^{(e)})_{v_{0}})$ purely from their respective received signals $Y_{i}$. Of course, after decoding $(S(A_{1,2}^{(e)})_{v_{0}})$ and $(S(B_{2}^{(e)})_{v_{0}})$ (for user 1), the users must follow the steps in (67a)–(67f) to obtain the other user’s message. But as far as channel decoding on the downlink is concerned, the users’ own messages are not used (as side information).

Combining the rate constraints on the uplink and on the downlink, we have the following achievable rate region:
Theorem 5: Consider the two-user MWRC over $\mathcal{F}_2$. FDF with rate splitting and separate source-channel decoding achieves the convex hull of $\mathcal{R}_1$ and $\mathcal{R}_2$, where

1. $\mathcal{R}_1$ is the set of all non-negative rate pairs $(R_1, R_1' + R_2')$ satisfying

$$R_1 < 1 - H(\beta(1 - \rho_2) + (1 - \beta)\rho_2)$$  \hspace{1cm} (84)
$$R_2' < H(\beta(1 - \rho_1) + (1 - \beta)\rho_1)$$  \hspace{1cm} (85)
$$R_1 + R_2' < 1 - \max\{H(\rho_0), H(\rho_1)\},$$  \hspace{1cm} (86)

for some $0 \leq \beta \leq \frac{1}{2}$.

2. $\mathcal{R}_2$ is the set of all non-negative rate pairs $(R_2 + R_1', R_2)$ satisfying

$$R_2 < -H(\alpha(1 - \rho_1) + (1 - \alpha)\rho_1)$$  \hspace{1cm} (87)
$$R_1' < H(\alpha(1 - \rho_2) + (1 - \alpha)\rho_2) - H(\rho_2)$$  \hspace{1cm} (88)
$$R_2 + R_1' < 1 - \max\{H(\rho_0), H(\rho_2)\},$$  \hspace{1cm} (89)

for some $0 \leq \alpha \leq \frac{1}{2}$.

Proof of Theorem 5: $\mathcal{R}_1$ follows directly from the above-mentioned rate constraints. $\mathcal{R}_2$ is obtained by reversing the role of users 1 and 2 for the case $R_1 \geq R_2$. Using time sharing, the convex hull of $\mathcal{R}_1$ and $\mathcal{R}_2$ is achievable.

Remark 9: We can show that when $\rho_1 \leq \rho_2$, $\mathcal{R}_2 \subseteq \mathcal{R}_1$, and vice versa. Hence, for any channel setting, it is sufficient to consider only one region in Theorem 5.

Now, we show that FDF with rate splitting and separate source-channel decoding achieves the capacity region of the binary TWRC under certain conditions.

Lemma 6: Consider the two-user MWRC over $\mathcal{F}_2$. If

1) $\rho_0 \geq \max\{\rho_1, \rho_2\}$, or
2) $\rho_1 = \rho_2$,

then FDF with rate splitting and separate source-channel decoding achieves the capacity region.

Proof of Lemma 6: First, consider the case $\rho_1 \leq \rho_2$, i.e., $H(\rho_2) \geq H(\rho_1)$. If $\rho_0 \geq \rho_2$, we have

$$1 - H(\rho_0) \leq 1 - H(\rho_2) \leq 1 - H(\rho_1).$$  \hspace{1cm} (91)

Then by setting $\beta = 0$, i.e., $R_2' = 0$, $\mathcal{R}_1$ in Theorem 5 becomes

$$\{(R_1, R_2) : 0 \leq R_1, R_2 < 1 - H(\rho_0)\}.$$  \hspace{1cm} (92)

The closure of the above region coincides with the capacity region since (81) implies (82) and (83) when (91) is true.

Similarly, for the case of $\rho_2 \leq \rho_1$, if $\rho_0 \geq \rho_1$, then the closure of $\mathcal{R}_2$ (with $\alpha = 0$) in Theorem 5 coincides with the capacity region.

Next, consider the case $\rho_1 = \rho_2$, i.e., $H(\rho_1) = H(\rho_2)$. By setting $\beta = 0$, i.e., $R_2' = 0$, $\mathcal{R}_1$ in Theorem 5 becomes

$$\{(R_1, R_2) : 0 \leq R_i < 1 - H(\rho_1), 0 \leq R_i < 1 - H(\rho_0),$$
$$\text{for } i = 1, 2\},$$  \hspace{1cm} (93)

whose closure also coincides with the capacity region.

C. Complete-Decode-Forward

Using CDF, the relay fully decodes both $W_1$ (of $nR_1$ bits) and $W_2$ (of $nR_2$ bits) on the uplink, which is a multiple-access channel. So, if

$$R_1 < 1 - H(\rho_0)$$  \hspace{1cm} (94)
$$R_2 < 1 - H(\rho_0)$$  \hspace{1cm} (95)
$$R_1 + R_2 < 1 - H(\rho_0),$$  \hspace{1cm} (96)

then the relay can reliably decode $W_1$ and $W_2$.

Assuming that the relay has successfully decoded $W_1$ and $W_2$, it broadcasts $(W_1, W_2)$ on the downlink. Using joint source-channel decoding, each user $i$, $i \in \{1, 2\}$, can reliably decode the other user’s message from their respective received signals $Y_i$ and their own messages $W_i$ if

$$R_1 < 1 - H(\rho_2)$$  \hspace{1cm} (97)
$$R_2 < 1 - H(\rho_1).$$  \hspace{1cm} (98)

Combining the uplink and the downlink constraints, the achievable rate region using CDF is given by the following theorem:

Theorem 6: Consider the two-user MWRC over $\mathcal{F}_2$. CDF achieves all non-negative rate pairs $(R_1, R_2)$ satisfying

$$R_1 < 1 - H(\rho_2)$$  \hspace{1cm} (99)
$$R_2 < 1 - H(\rho_1)$$  \hspace{1cm} (100)
$$R_1 + R_2 < 1 - H(\rho_0).$$  \hspace{1cm} (101)

CDF achieves the capacity region under the following conditions.

Lemma 7: Consider the two-user MWRC over $\mathcal{F}_2$. If

$$H(\rho_0) \leq H(\rho_1) + H(\rho_2) - 1,$$  \hspace{1cm} (102)

then CDF achieves the capacity region.

Proof of Lemma 7: We have

$$H(\rho_0) \leq H(\rho_1) + H(\rho_2) - 1$$  \hspace{1cm} (103)

and

$$H(\rho_1) \geq 1 - H(\rho_0) + H(\rho_2)$$  \hspace{1cm} (104)
$$H(\rho_0) \geq H(\rho_2).$$  \hspace{1cm} (105)

From (104), we know that conditions (99) and (100) imply (101). In this case, CDF achieves the following rate region

$$\{(R_1, R_2) : 0 \leq R_1 < 1 - H(\rho_2), 0 \leq R_2 < 1 - H(\rho_1)\},$$  \hspace{1cm} (106)

whose closure is the capacity region since (105), (82) and (83) imply (81).

D. Numerical Calculations and Discussion

We note FDF with rate splitting and joint source-channel decoding by FDF-RS (joint), and FDF with rate splitting and separate source-channel decoding by FDF-RS (separate) for the discussion in this section.

In Fig. 4, we compare FDF-RS (joint), FDF-RS (separate), and CDF for the following channel parameters: $\rho_0 = 0.1$, $\rho_1 = 0.05$, and $\rho_2 = 0.2$. In this example, the FDF-RS (separate) achieves a rate region strictly larger than that of CDF, but both
regions are strictly smaller than the capacity region which is achievable by FDF-RS (joint).

In Fig. 5 we fix $\rho_0 = 0.25$ and plot the range of $\rho_1$ and $\rho_2$ for which the capacity region is achieved by FDF-RS (separate) or CDF. The top-right corner corresponds to a noisier uplink ($\rho_1, \rho_2 > \rho_0$), while the bottom-left corner to a noisier downlink ($\rho_0 > \rho_1, \rho_2$).

For the capacity region in Sec. VI-A, we refer to the constraints (81) as the uplink constraints on the capacity region, and (82)-(83) the downlink constraints on the capacity region.

Using CDF, the relay needs to fully decode the users’ messages on the uplink, and this restricts the sum rate to be constrained by the uplink, c.f. (101). When the uplink is noisy and is the channel bottleneck, the capacity region is effectively constrained by the uplink constraint (81), which is strictly more relaxed than (101). So, CDF is not uplink optimized.

However, when the downlink is noisy such that $H(\rho_0) \leq H(\rho_1) + H(\rho_2) - 1$, the capacity region is effectively constrained by the downlink constraints (82)-(83), which is achievable by CDF, as shown in Lemma 4 and plotted in Fig. 5. We say that CDF is downlink optimized.

Using FDF-RS (separate), the users’ a priori knowledge about their own messages is not utilized during the channel decoding on the downlink – their own messages are used only after channel decoding. So, FDF with separate source-channel decoding is not downlink optimized. This is why when the downlink is noisy ($\rho_1 > \rho_0$ or $\rho_2 > \rho_0$), FDF-RS (separate) fails to achieve the capacity region. An exception is when $\rho_1 = \rho_2$, i.e., the downlink is symmetrical, in this case, the equal rate point (common rate) marks a vertex of the capacity region and from Corollary 2, we know that FDF with separate source-channel decoding achieves the common-rate capacity.

On the uplink, FDF-RS (separate) performs functional decoding at the relay and is able to achieve the uplink constraint on the capacity region. As shown in Lemma 6 and plotted in Fig. 5 when the uplink is the channel bottleneck, FDF-RS (separate) achieves the capacity region.

From Fig. 5 we see that using both CDF and FDF-RS (separate) does not cover the capacity region for all channel settings. On the other hand, FDF-RS (joint) is both uplink and downlink optimized, and it achieves the capacity region for all channel settings.

VII. CONCLUSION

We have proposed a functional-decode-forward (FDF) coding strategy with rate splitting and joint source-channel decoding that achieves the capacity region of the multi-way relay channel (MWRC) over finite fields. For the special case where all users transmit at the same rate, our proposed FDF achieves the common-rate capacity of MWRCs over finite fields without requiring rate splitting or joint source-channel decoding.

Using the two-user binary MWRC as an example, we showed that both FDF with rate splitting and separate source-channel decoding (denoted by FDF-RS (separate) in Figs. 4 and 5), and complete-decode-forward (CDF) fail to achieve the capacity region of the MWRC as (i) for the former, users’ messages are not utilized for channel decoding on the downlink and (ii) for the latter, the relay is constrained to decoding all users’ messages. We noted that the shortcoming of CDF corresponds to the strength of FDF with rate splitting and separate source-channel decoding, and vice versa. However, as seen from Fig. 5 even considering both strategies does not cover the capacity region for all noise distributions.

Our proposed FDF with rate splitting and joint source-channel decoding overcomes these shortcomings by having the relay decode only functions of the source messages on the uplink, and having the users utilize their own messages in channel decoding on the downlink. This strategy indeed achieves the capacity regions of MWRCs over finite fields for all noise distributions. Our proposed coding strategy can be applied to the general multi-source multi-destination multi-relay network, where the relays facilitate data exchange among
different source-destination pairs, but are themselves not required to decode the source messages.
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