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Abstract: Traffic incidents can create major non-recurring congestion and have the potential to be fatal. Traffic Engineers and researchers have worked vigorously to reduce and prevent traffic crashes and make roadways safer. Secondary crashes are collisions that have taken place inside of incident scene or within the queue, influenced by the already occurred primary incident. Secondary crash occurrences are less frequent than primary incidents, however, the incident management without considering a potential secondary crash can cause a worst-case scenario to both emergency vehicles and travelers. Although statistical models have been developed in the past to estimate the probability of secondary crashes, they do not consider time-series changes of the probability. A Markov chain, a stochastic model is used in this study to model randomly occurring incidents in a sequence. It is different from previously developed semi-Markov models by considering incident duration as a first-order to estimate the secondary crash parameters in the second order. Based on author’s previous models on incident duration prediction, this study develops a multivariate second-order Markov model to estimate the
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1. Introduction
Traffic crashes are largely responsible for causing congestion on roads, and the outcome can be deadly. In 2016, there were 37,461 traffic crash fatalities reported in the United States alone (NHTSA, 2016), which accounted for a 5.6% increase in traffic crash fatalities than the previous year (NHTSA, 2016). These incidents have caused 25% of all traffic delays experienced by drivers (Owens et al., 2010). Traffic incidents can be described as debris, collisions, and disabled vehicles that have resulted in frequent disruption of traffic operations (Yang, Bartin et al., 2014). These incidents can affect the risk of another car being involved in a secondary collision. Studies show that 1% of crashes are entirely or partially a result of a primary incident (Raub, 1997). In addition to the type of incidents mentioned previously, secondary crashes can result from other actions, such as rubbernecking, and buildup of the queue (traffic congestion) (Raub, 1997).

The Federal Highway Administration (FHWA) defines a secondary crash as “The number of secondary crashes beginning with the time of detection of the primary incident where a collision occurs either a) within the incident scene or b) within the queue, including the opposite direction, resulting from the original incident.” (Xiong, Tobias, Mannering et al., 2014) FHWA estimates that nearly 20% of all crashes are secondary crashes (Secondary Crashes, 0000). It is estimated that 18% of all fatalities happen on interstates, due to secondary crashes (Road Crash Statistics, 0000). The likelihood of a secondary crash will increase by 2.8% for each minute that a primary crash remains a hazard (Traffic Incident Management (TIM) Performance Measurement: On the Road to Success, 0000). With vehicle crashes costing the United States $242 billion dollars, agencies and researchers are constantly looking for ways to reduce and prevent traffic incidents (Study Shows, 2015). Secondary incidents have been studied based on analyzing crash risk (Yang, Ozbay, Xie, 2014; Yang, Ozbay, Morgul, Bartin, Xie et al, 2014) time period duration (Yang, Bartin, Ozbay, 2014; Yang, Ozbay, Xie et. al, 2014; Goodall, 2018), incident duration (A. Khattak et al., 2009), real-time prediction (Park, Gao, Haghani, 2017; Park and Haghani, 2016; Khattak, Wang, Zhang, Cetin et. al, 2011), and crash severity (Xu, Liu, Yang, Wang et al., 2016a). Compared to numerous studies on natural disasters, secondary crashes occur more often in everyday congestion. Even though secondary crash occurrences are less frequent than primary incidents, incident management without considering a potential secondary crash can cause a worst-case scenario to both emergency vehicles and travelers.

Although statistical models have been developed in the past to estimate the probability of secondary crashes, time-series changes of the probability are not considered. A Markov chain, a stochastic model is used in this study to model randomly occurring incidents in a sequence of events that have taken place previously. It is a useful model when modeling practical systems in transportation under uncertainty. By considering incident duration as a first-order to estimate the secondary crash parameters in the second-order, this study differentiates itself from a previously developed semi-Markov model (Ng et al., 2013). Based on the author’s previous models on the prediction of incident duration and secondary likelihood (Park, Gao, Haghani, 2017; Park, Haghani, 2016), this study develops a multivariate second-order Markov model to estimate the probability of a secondary crash based on various primary incidents, from Maryland Interstate 695 incident data.
For the remaining sections of this paper, we will discuss the previous studies regarding Markov models and predicting secondary crashes; in the Methodology section, we will discuss using our high-order Markov model to predict secondary crashes based on different scenarios; followed by discussing the results and then conclude this work.

2. Literature review

High-order Markov models have been used for prediction in various topics: Spectrum usage (Li et al., 2010), sales demand (Ching et al., 2003), and DNA sequencing (Ki, S., F. E. & N. M., 2004). Additionally, high-order Markov chains have had successful and widespread adoption in sensor and computer networks (Aceto et. al, 2021; Rossi et. al, 2015). Markov models have been used previously used to determine the time duration in-between a primary crash and secondary crash (Ng et al., 2013). However, the primary objective of this paper was to utilize high-order Markov models to conduct an analysis and calculate the probability of a secondary crash based on various primary incidents and locations. As a practical application, this second-order Markov model secondary crash prediction can be used for aiding emergency vehicle routing (Sayarshad et. al, 2017; Djavadian and Chow, 2017; Chow and Nurumbetova, 2015; You et. al, 2016).

Markov models have shown to be reliable at making predictions in the transportation field, more specifically in crash analysis. When the severity of crash data is reported, it is reported as discrete data. This has made crash injury severity observation a focus of many safety analyses (Road Crash Statistics, 0000). Semi-Markov models have been used to model the time duration to the next primary and secondary incidents (Sayarshad & Chow, 2017). The authors used an original semi-Markov model (Janssen & Manca, 2010) to model primary incidents and extended the model to include secondary incidents. The results were able to show that if a freeway is heavily traveled and has a high-speed limit, it is more susceptible to incidents and it is harder to make an impact on the time to a secondary incident. Hidden Markov models, such as the one used in (Xiong, Tobias, Mannering et al., 2014b) are commonly used to determine unobserved heterogeneity across time periods. The goal was to expand transportation research by developing a Markov switching random parameters model and applying it to crash injury severity’s. These findings will aid in a better understanding of how the effect of roadway and driver characteristics have on crash injuries. The states were split into two states (State I and State II) with three variables each: No injuries, Injury, and Fatality (y = 1, y = 2, y = 3). The data used is the Indiana police reported rural interstate single-vehicle crash from 1995 to 1999 (260 weeks). This data included factors such as roadway geometrics, pavement characteristics, driver characteristics, and collisions. The model developed used a Markov Switching Random Parameters Ordered Probit (MSRPOP) model. The state was changed every week (St) to accommodate for the 260 weeks. From this study, factors such as international roughness index, rut depth, and average annual daily traffic were said to influence crash injury severity from the observed states. State 1 was said to be more related to a driving environment with a higher probability of an injury than state 2. Out of the analysis, 76% of fatal crashes and 93% of injury crashes had more than an 80% probability to occur in state one.

Other variations of a Markov model are when the actual state is not observable from the data. To estimate the hidden safety state, the author of this paper (Park, Gao, Samuel et al., 2017) developed a Hidden Markov Model (HMM). The estimated human intent as various types of secondary tasks to estimate the probability of hazard detection. Singh et al. (Singh et al., 2004) developed a system for vehicle crash detection based on seven stages of left-right HMM. Left-Right HMM has shown to be successful when used in time-series applications. The parameters and data generated for this research were both real and computer-aided engineering data. Crash pulses were used to train the HMM’s. The pulses consisted of accelerometer measurements in a crash and the simulation of computer-aided engineering. The model was said to be 100% accurate and no cases of false positives or false negatives. The benefits of this model was: It was fast at detecting crashes ( ≥ 6ms), simple to implement since it only utilizes two sensors and an adaptable model that can be changed to use any vehicle line or additional sensors.
The same authors as the previous research (Singh et al., 2004) expanded their study by comparing HMM against Support Vector Machines (SVM) for vehicle crash detection (Singh & Song, 2010). HMM and SVM both perform well to optimizing their objective functions but performance can have different outcomes based on their assumptions. The data was for this project was acquired from a crash pulse library of a specific vehicle. The three groups of crash pulses were: vehicle crashes at 6–9 mph (low-speed crash), 12–25 mph (medium-speed crash), and high-speed crashes. The pulses were gathered from 27 crash experiments. The results were analyzed of a pulse rate from 4 to 8 ms. For HMM, the average detection rates were: 99.4% (4 ms), 99.3% (5 ms), 100% (6 ms). For SVM, average detection rates were: 99.4% (4 ms), 99.8% (5 ms), 99.9% (6 ms), and 100% (7 ms). Overall, this research showcased that HMMs can determine crash pulses from a non-crash pulse in 6 ms and SVM can detect collisions in 7 ms. To summarize, although previous papers have focused on modeling secondary crash risk using various factors, there have been no studies using a higher-order Markov model considering the impact of incident duration on secondary crash occurrences. We fill this gap by accomplishing the following contributions in this paper:

- This paper focuses on predicting whether a secondary crash will occur based on all incidents, the type of primary incident leading to a secondary crash, and exit locations.

| Author                  | Title                                                                 | Paper Objective | Semi- |
|-------------------------|----------------------------------------------------------------------|-----------------|------|
| Markov Model            | Hidden Markov Model                                                  | High-Order Markov Model |     |
| (Ng et al, 2013)        | “Modeling the time to the next primary and secondary incident: A semi-Markov stochastic process approach” | Duration between primary and secondary crash | ✓   |
| (Aceto et al, 2021)     | “Characterization and Prediction of Mobile-App Traffic Using Markov Modeling.” | Traffic Prediction |   ✓  |
| (Sayarshad et al, 2017) | “Non-myopic relocation of idle mobility-on-demand vehicles as a dynamic location-allocation-queuing problem.” | Emergency Vehicle Routing | ✓ |
| (Xiong et al, 2014b)    | “The analysis of vehicle crash injury-severity data: A Markov switching approach with road-segment heterogeneity” | Crash injury analysis | ✓   |
| (Park et al, 2017)      | “Modeling Effects of Forward Glance Durations on Latent Hazard Detection” | Hazard Detection | ✓   |
| (Singh et al, 2004)     | “Crash Detection System Using Hidden Markov Models.” | Vehicle Crash Detection | ✓   |
| (Singh et al, 2010)     | “Comparison of Hidden Markov Models and Support Vector Machines for vehicle crash detection” | Vehicle Crash Detection | ✓   |
| (Pugh et al, 2021)      | “High-Order Markov Model for Prediction of Secondary Crash Likelihood considering Incident Duration” | Secondary Incident Prediction | ✓   |
• This paper explores secondary crash prediction using a high-order Markov approach to model and predict secondary crashes.

• This paper determines which starting sequences (stages) result in secondary crash identification.

Additionally, we will discuss the technical challenges faced in the Discussion section of this paper.

3. Methodology
We present a general Markov chain method utilized in the secondary crash prediction and extend it to higher-order Markov chain.

3.1. Markov chains
A Markov chain is a random process in discrete time that is a sequence of a random variable. We can describe a Markov chain as follows: We have a set of states \( X = \{X_1, X_2, X_3, \ldots, X_N\} \), \( N \) being the number of possible states. Markov chains have an initial state vector \((N \times 1)\) matrix which is the probability distribution of starting at the \( N \) possible states. The initial state vector can be described as:

\[
\pi = \begin{bmatrix}
\pi_1 = P(X_1 = 1) \\
\pi_2 = P(X_1 = 2) \\
\vdots \\
\pi_N = P(X_1 = N)
\end{bmatrix}
\]  
\quad (1)

The stochastic property for the initial state distribution vector is:

\[
\sum_{i=1}^{N} \pi_i = 1
\]  
\quad (2)

\( \pi_i = 1 \) is defined as:

\[
\pi_i = P(X_1 = i), 1 \leq i \leq N.
\]  
\quad (3)

The process starts in state \( X_1 \), and will continue to move from one state to another. Every move to another state is considered to be a step. There is a probability associated with going from state to state which can be denoted as \( P_{ij} \), \( i \) is the initial state and \( j \) is the next state. These probabilities are known as transition probabilities. A random process that has the Markov property if the conditional probability of future states depends on the present state, and not any events that preceded it. The conditional transition probabilities can be denoted by:

\[
a_{i_1 \ldots i_k} = Pr(x_k | x_{k-1})
\]  
\quad (4)

and the probability of the next state of a first-order Markov model relationship can be denoted as:

\[
Pr(X_{t+1} = i_{t+1} | X_0 = i_0, X_1 = i_1, \ldots, X_t = i_t) = Pr(X_{t+1} = i_{t+1} | X_t = i_t)
\]  
\quad (5)

where \( x_t \) is the state of a categorical data sequence at time \( t \). The transition probability matrix is a \((I \times J)\) matrix that can be denoted as:

\[
A = \begin{bmatrix}
a_{11} & a_{12} & \cdots & a_{1J} \\
a_{21} & a_{22} & \cdots & a_{2J} \\
\vdots & \vdots & \ddots & \vdots \\
a_{11} & a_{12} & \cdots & a_{1J}
\end{bmatrix}
\]  
\quad (6)

Equations (1)—(6) describe the equations and properties of a first-order Markov process.
A high-order Markov model can be used to predict future states as well. A high-order Markov model will utilize more memory when making predictions. The next state will depend on the previous two or more states. For example, if you were trying to predict the next word in a sequence, it may be helpful to know the previous two words rather than just one previous word. In high-order Markov models, the previous history can have predictive value and can be used when making a future prediction.

\[
x_{r+1}^{(j)} = \sum_{k=1}^{s} \sum_{h=1}^{r} p_{r+h}^{(k)} x_{r+h+1}. j = 1, 2, \ldots, s, r = n - 1, n, \ldots
\]  

(7)

where the initial probability distributions are \( x_0^{(1)}, x_0^{(2)}, \ldots, x_0^{(n)} \) and \( \lambda_{j,k}^{(h)} \) satisfies

\[
\sum_{k=1}^{s} \sum_{h=1}^{r} \lambda_{j,k}^{(h)} = 1, j = 1, 2, \ldots, s
\]  

(8)

\[
\lambda_{j,k}^{(h)} \geq 0, 1 \leq j, k \leq s, 1 \leq h \leq n
\]  

(9)

Equations (7)—(9) describe the equations and properties of a high-order Markov process.

When making predictions, the sequences of secondary incidents needs to be fit to a Markov model. We estimate our higher-order Markov model by solving the linear-quadratic programming problem:

\[
\begin{align*}
\min \| \sum_{i=1}^{k} \lambda_i Q X - \lambda_i Q X \| \\
\text{s.t.} \\
\sum_{i=1}^{k} \lambda_i = 1 \\
\lambda_i \geq 0
\end{align*}
\]

(10)

State distributions are given \( X \), \( \lambda_i \) is lag parameter for lag \( i \) and \( Q \) is transition matrix. The heat map displays the transition probabilities for our fitted Markov model. After fitment of the high-order Markov model, a starting sequence is given and the next sequence can be predicted. The next sequence is predicted based on the transition probabilities of the fitted high-order Markov model. We estimate the probability distribution of the next sequence as:

\[
X^{(t)} = B \cdot \sum_{i=1}^{k} \lambda_i Q X^{(t-1)}
\]  

(11)

where distribution of states are at time \( t \) and is given as \( X^{(t)} \). The transition matrix of lag \( i \) is given as \( Q_i \), and \( \lambda_i \) specifies the lag parameter. \( B \) is the absorbing probability matrix.

### 3.2. High-order multivariate Markov model secondary crash application

In the previous section, we introduced the general Markov chain used to model and predict secondary crashes. The general Markov chain is then extended to a higher-order multivariate method. Our model is used to find the probability of a secondary crash given a primary incident. The four possible states are \( P \), \( S \), \( C \), \( NO \).

- \( P \) = primary incident
- \( S \) = secondary crash
- \( C \) = clearance of an incident
- \( NO \) = nothing happened (the state has not changed)

Each primary incident and the following states will be considered a sequence. There were a total of 39 incidents recorded. The 39 incidents were then grouped into 20 incident sequences. (One
primary crash and one secondary crash per sequence). In our analysis, we have three different scenarios. The scenarios were:

- All the sequences were used to fit the Markov model.
- Various primary incident types (disabled vehicles, primary collision, and obstructions) were used to fit the model.
- Grouped exit incident locations along Interstate 695.

The assumptions are:

- Sequences were only modeled up to 60 minutes starting from the primary incident.
- Each stage time step was taken in 15 minutes intervals.
- When fitting the model, sequences were recorded until there were two clearances (both incidents were cleared).
- When modeling, because a primary incident clearance and a secondary crash could both occur within a 15-minute time interval, whichever event came first was recorded as the first stage. The next stage would be the following event.
- Each model scenario was given three starting sequences 1. (p) (c) 2. (p) (s), and 3. (p) (no) to determine the prediction of the next two stages (30 minutes).

The scenarios will be described in the Results section and a probability of the predicted sequence will be given.

For a visual representation of transition probabilities, a heat map (Figure 1) and Markov chain diagram (Figure 2) were created from the fitting of our model. The figures are the actual heat map and Markov model for the “All Incidents” scenario. The heat map can be explained as the “greener” the block the higher the associated probability. The Y-axis (From) is the beginning
state and the X-axis (TO) is the ending state. For example, let us look at the (p) row on the heat map. From p to c (primary incident to a clearance) the probability is 20%. From (p) to (s) (primary incident to secondary crash) there is a 45% probability. From (p) to (no) (primary incident to nothing happens) there is a 35% chance nothing will happen (the state will stay the same). When starting from a secondary crash, there is a 50% chance that nothing will happen and a 50% chance a clearance will occur within the next 15 minutes.

3.3. Data description
The incident data was provided by The Regional Integrated Transportation Information System (RITIS) to find the probability of a secondary crash given a primary incident on Interstate 695 (I-695) in Maryland. The RITIS dataset provides valuable information such as incident location, time, type of incident, and incident duration. In Figure 3, the total number of incidents that occurred on Interstate 695 occurred during June 2018. For our analysis, we used incidents that occurred within the 30-mile section from exit 10 to exit 35, which is highlighted in red. Out of all the incidents shown, we classified 20 incidents as being secondary crashes. Table 1 displays the incident data statistics such as location, incident type, and incident duration. A previously
developed secondary crash identification method ([Park, Gao, Samuel et al., 2017]) (Figure 4) was utilized for all the above incidents.

| Incident Type   | Primary or Secondary Incident | Location | Incident Duration |
|-----------------|-------------------------------|----------|-------------------|
| Collision       | Primary                       | Exit 32  | 23 minutes        |
| Collision       | Secondary                     | Exit 29  | 38 minutes        |
| Collision       | Primary                       | Exit 31  | 27 minutes        |
| Collision       | Secondary                     | Exit 30  | 2 minutes         |
| Collision       | Primary                       | Exit 24  | 8 minutes         |
| Collision       | Secondary                     | Exit 24  | 31 minutes        |
| Obstruction     | Primary                       | Exit 18  | 42 minutes        |
| Collision       | Secondary                     | Exit 18  | 3 minutes         |
| Collision       | Primary                       | Exit 11  | 43 minutes        |
| Collision       | Secondary                     | Exit 11  | 2 minutes         |
| Disable Vehicle | Primary                       | Exit 10  | 2 minutes         |
| Collision       | Secondary                     | Exit 10  | 32 minutes        |
| Disabled Vehicle| Primary                       | Exit 32A | 3 minutes         |
| Collision       | Secondary                     | Exit 32A | 11 minutes        |
| Disabled Vehicle| Primary                       | Exit 23A | 1 hr. 27 min.    |
| Collision       | Secondary                     | Exit 23A | 25 minutes        |
| Collision       | Primary                       | Exit 23A | 25 minutes        |
| Collision       | Secondary                     | Exit 22  | 39 minutes        |
| Disabled Vehicle| Primary                       | Exit 21  | 1 minute          |
| Collision       | Secondary                     | Exit 21  | 34 minutes        |
| Obstruction     | Primary                       | Exit 30A | 1 hr. 36 min.    |
| Collision       | Secondary                     | Exit 30A | 3 hr. 42 min.    |
| Disabled Vehicles| Primary                      | Exit 29  | 33 minutes        |
| Collision       | Secondary                     | Exit 30  | 41 minutes        |
| Disabled Vehicle| Primary                       | Exit 16  | 1 minute          |
| Collision       | Secondary                     | Exit 16  | 28 minutes        |
| Disabled Vehicle| Primary                       | Exit 17  | 52 minute         |
| Collision       | Secondary                     | Exit 17  | 28 minutes        |
| Collision       | Primary                       | Exit 19  | 1 hr. 2 min.      |
| Collision       | Secondary                     | Exit 19  | 1 minute          |
| Disabled Vehicle| Primary                       | Exit 18  | 31 minutes        |
| Collision       | Secondary                     | Exit 18  | 1 hr. 4 min.      |
| Disabled Vehicle| Primary                       | Exit 31A | 1 minute          |
| Collision       | Secondary                     | Exit 31A | 34 minutes        |
| Disabled Vehicle| Primary                       | Exit 26A | 10 minutes        |
| Collision       | Secondary                     | Exit 25  | 16 minutes        |
| Obstruction     | Primary                       | Exit 28  | 19 minutes        |
| Collision       | Secondary                     | Exit 29B | 34 minutes        |
| Collision       | Primary                       | Exit 12  | 22 minutes        |
| Collision       | Secondary                     | Exit 12  | 11 minutes        |
4. Results

To determine how much the model can be trusted, we tested the model for its prediction accuracy shown in Table 2. To determine the accuracy, we found the accuracy for each scenario separately and then averaged the final accuracies to determine the overall prediction accuracy of the model. When testing, a sequence was removed from each scenario at random. The remaining sequences were used to fit the model. After completing the fitting, the model was giving the starting sequence of the removed sequence to make its prediction of the next two stages. The results indicated that in 6/9 of the scenarios the model predicted one of the stages correctly and received an accuracy of 50%. In 3/9 of the scenarios, the model predicted the next two stages correctly and received an accuracy of 100%. There were no cases where the model did not predict any of the next two stages correctly. The overall prediction accuracy of the model is 66.7%.

As previously mentioned, different scenarios will be used to determine the probability of a secondary crash. Table 1 shows the scenarios indicating that a secondary crash was predicted. The scenarios are as follows: All Events, Primary Incident, and Exit Number Location. The first

| Scenario          | Prediction Accuracy |
|-------------------|---------------------|
| All Incidents     | 50%                 |
| Collision         | 50 %                |
| Disable Vehicles  | 50 %                |
| Obstruction       | 100%                |
| Exits 10–15       | 100%                |
| Exits 15–20       | 50 %                |
| Exits 20–25       | 50 %                |
| Exits 25–30       | 100 %               |
scenario. All Events (Table 3) uses all 20 grouped incident sequences to fit the model. The model was given the three starting sequences stated previously. The results indicated that after a primary incident and a clearance, the model predicted there will be a secondary incident and a clearance within the next 30 minutes. Additionally, when a primary incident and secondary incident occur, shortly after clearance of one of the incidents will take place followed by another secondary crash. Both of these scenarios had a 12.9% probability.

The second scenario was the primary incident secondary crash prediction (Table 4). Since secondary crashes can be caused by different types of primary incidents, we decided to separate the sequences by the type of primary incident that leads to the secondary crash. It is interesting to note that there was only one scenario where the model predicted a secondary crash. The model predicted a secondary crash when the primary incident was an obstruction on the highway. The starting sequence given for that scenario was a primary incident followed by a clearance of the incident. The associated probability was 60%.

For the final scenario (Table 5) we split the incidents based on the location that they occurred. The exit numbers were separated into groups of five. The exits where the incidents occurred were from exits 10–35. This was to determine whether there was a location that was more susceptible to secondary crashes. From our results exit 15–20, there were two scenarios where secondary incidents were predicted. The starting sequences for those two scenarios were: (p) (c) and (p) (no). Also, the prediction made on one of the scenarios for exit 15–20 was the highest for this scenario group at 38.0%. For every exit group except exits 20–25, when the starting sequence was (p) (c) there was a secondary incident predicted. The probabilities for exit 10–15 (21.3%), 15 – 20 (38.0%), 25–30 (14.7%), and 30–35 (16.0%). The next predicted stages for exits 15–20, 25–30, and 30–35 all predicted the same “next predicted stages” as (s) (no). For exit 10–15, the next stage predicted stage was (s) (c). For exit 15–20, the next predicted stage was (c) (s). Our results also indicated that after a primary incident and clearance a secondary crash was predicted.

Out of all the examples tested, there were eight instances where secondary crashes were predicted. We wanted to determine which starting sequence was the most frequent in predicting

| Table 3. All incidents event secondary crash prediction (scenario I) |
|---------------------------------------------------------------|
| **Scenario** | **Starting Sequence** | **Next Predicted Stages (n = 2)** | **Probability** |
|--------------------------------|----------------------|-------------------------------|----------------|
| *All Events* | (p) (c)              | (s)(c)                        | 0.129           |
| *All Events* | (p) (s)              | (c) (s)                       | 0.129           |
| All Events   | (p) (no)             | (c) (no)                      | 0.110           |

| Table 4. Primary incident and secondary crash prediction (scenario II) |
|-------------------------------------------------------------------|
| **Primary Incident Type** | **Starting Sequence** | **Next Predicted Stages (n = 2)** | **Probability** |
|---------------------------|----------------------|-------------------------------|----------------|
| *Obstruction*             | (p) (c)              | (s)(no)                       | 0.600           |
| Obstruction               | (p) (s)              | (no) (no)                     | 0.227           |
| Obstruction               | (p) (no)             | (no) (no)                     | 0.110           |
| Disabled Vehicles         | (p) (c)              | (no) (c)                      | 0.205           |
| Disabled Vehicles         | (p) (s)              | (no) (c)                      | 0.220           |
| Disabled Vehicles         | (p) (no)             | (c) (no)                      | 0.205           |
| Collision                 | (p) (c)              | (c) (c)                       | 0.148           |
| Collision                 | (p) (s)              | (c) (c)                       | 0.247           |
| Collision                 | (p) (no)             | (no) (no)                     | 0.148           |
a secondary incident. The results for this question are shown in Figure 3. Out of the eight instances, the starting sequence (p) (c) accounted for 75% (Secondary Crashes, 0000) of the instances where secondary incidents were predicted. Both of the sequences (p) (no) and (p) (s) accounted for 12.5% (NHTSA, 2016) of the secondary incidents being predicted. This shows that typically when a primary crash is followed by a clearance, a secondary crash is more predicted to occur within the next two stages (30 minutes) than compared to the other starting sequences.

We have identified some research papers that focus on traffic crash prediction, including secondary incident prediction. The research papers compared in the table above use various different modeling approaches such as: Bayesian Random Effect Logit Model, Support Vector Machine (SVM) and Binary Logistic Regression. The accuracy rates range from 60.0% to 76.32%. Out of the models presented, our model (66.7%) has a higher prediction accuracy than three of the modeling approaches, including the model used to predict secondary incidents. Our model shows to preform similar or better to current modeling approaches for crash prediction. We believe our model accuracy will also improve even more with the use of additional data.

5. Discussion

5.1. Technical challenges
There were two primary technical challenges that we faced in our research. The first challenge was selecting a relevant incident duration time. Due to the implementation of the “Nothing happens” states, one could technically make a prediction from a starting sequence of two “Nothing happens” states. This could be a little confusing for the model when making a prediction. The model would be making a prediction using sequences were no event (primary incident) has occurred. For this reason, that is why we chose short sequences (only 1 hour total and 15 minute increments). Additionally, the starting sequences are chosen strategically as they only have at most one “NO” state in the model fitment process. Considering we are only predicting the next 30 minutes, the only time where two “Nothing happens” states would occur would be for starting sequence 3: (p) (no), or if that was the predicted next two states. For the latter example, there is a possibility that two “Nothing happens” states can occur. However, because the sequence starts with the primary incident, the model will know that an event (primary incident) has already occurred.
| Author | Title | Model | Accuracy |
|--------|-------|-------|----------|
| (Xu et. al, 2016a) | Real-time estimation of secondary crash likelihood on freeways using high-resolution loop detector data | Bayesian Random Effect Logit Model | 66.0% |
| (You. et. al, 2016) | Real-time freeway crash prediction model by using single ultrasonic detector lane-level data | Binary Logistic Regression | 61.0% |
| (Hassain and Muromachi, 2012) | A Bayesian network based framework for real-time crash prediction on the basic freeway segments of urban expressways | Bayesian Beleif Method | 66.0% |
| (Ahmed et. al, 2012) | Bayesian updating approach for real-time safety evaluation with automatic vehicle identification data. | Bayesian Update Model | 72.0% |
| (You et. al., 2017) | Real-time crash prediction on freeways using data mining and emerging techniques | Support Vector Machine (SVM) | 76.32% (test dataset) |
| (Wu et. al., 2019) | A Bayesian Network Model for Real-time Crash Prediction Based on Selected Variables by Random Forest | Bayesian Network-Random Forest (BN-RF) | 70.46% |
| (Pugh et. al., 2021) | High-Order Markov Model for Prediction of Secondary Crash Likelihood considering Incident Duration | High-Order Markov Model | 66.7% |

The second technical challenge was access to limited data. Due to the fact that our data was limited in number of secondary incidents occurring, there was little data to fit the model. However, we believe this modeling approach is promising and plan to further investigate these prediction matters in future works where we will have more data available.

5.2. Computational complexity
The hardware used to support this work was a 2018 Apple Macbook Pro 2.9 GHz 6-Core Intel Core i9, with 32 GB of RAM. Considering our model is relatively light and the sequences used to fit the model are all short; the run-time complexity of our model is quite efficient. The average run time of our model using 20 secondary incident sequences was 0.0474 seconds. If we doubled our secondary incident sequences by 40 sequences the average run-time would be 0.0533 seconds. If we increased the fit of the model to 100 secondary incident sequences the average run-time would be 0.1176 seconds.

5.3. Future studies
Crashes and traffic incidents are known for the potential of causing serious crashes and heavy congestion. Even though numerous projects have worked on natural disasters regarding secondary crashes, secondary crashes occur more often in everyday congestion scenarios. Previous researchers have focused on various aspects of modeling, predicting, and preventing secondary incidents. These findings have resulted in numerous amounts of valuable information regarding how to handle secondary crashes that will need to be investigated. We have added to this conversation by analyzing secondary crashes regarding the primary incident type, and incident exit location using a high-order Markov model. The second-order Markov model had an overall prediction accuracy of 66.7%. Our findings indicate when an obstruction is a primary incident there is a high probability that a secondary crash will occur within the next 30 minutes after the primary
obstruction incident and its clearance. Also, in most of our tests, when a primary crash and a clearance take place there was a secondary incident predicted within the next 30 minutes.

For future studies, we would like to obtain data where more secondary crashes are present for better modeling of secondary incidents. As well, we would like to include more historical data to better fit models for making secondary crash predictions. The question of is more history needed when giving starting sequences or should more stages be predicted when predicting secondary crashes will need to be investigated. Additionally, we plan to re-investigate the run-time complexity using these longer sequences and larger dataset. We would also like to further investigate the use of second-order Markov models in assisting emergency vehicles in managing the disbursement of emergency vehicles to clear the primary incident and prevent secondary crashes.
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