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Abstract

We propose a deep learning-based feature fusion approach for facial computing including face recognition as well as gender, race and age detection. Instead of training a single classifier on face images to classify them based on the features of the person whose face appears in the image, we first train four different classifiers for classifying face images based on race, age, gender and identification (ID). Multi-task features are then extracted from the trained models and cross-task-feature training is conducted which shows the value of fusing multimodal features extracted from multi-tasks. We have found that features trained for one task can be used for other related tasks. More interestingly, the features trained for a task with more classes (e.g. ID) and then used in another task with fewer classes (e.g. race) outperforms the features trained for the other task itself. The final feature fusion is performed by combining the four types of features extracted from the images by the four classifiers. The feature fusion approach improves the classifications accuracy by a 7.2%, 20.1%, 22.2%, 21.8% margin, respectively, for ID, age, race and gender recognition, over the results of single classifiers trained only on their individual features. The proposed method can be applied to applications in which different types of data or features can be extracted.

1. Introduction

Facial computing, mainly face recognition, is the process of automatically identifying or verifying a person from an image or video frame and has been an active research area for a long time. There are mainly two types of approaches to do face recognition. The first one is on the basis of designing image-specific features to represent the images and then applying common classifiers. The second group of methods, which have recently become very common, utilize deep learning methods. Deep learning models such as Convolutional Neural Networks (CNNs) [6] have shown high accuracy in face recognition. Although deep learning performs much better than most of the common machine learning and feature extraction approaches, researchers are still trying to improve these models by optimizing the training or fine-tuning these methods.

A different approach to improving the performance of deep learning models is by using multiple channels or modalities when available in the training data. In most feature fusion methods, the feature fusion aims to convert a single channel to multiple channels either by data augmentation or network structure modification. For most multi-channel learning approaches, an extra source of features could provide additional information. However, using only single-frame face images makes finding extra sources of information a big challenge.

Face recognition is the main task in facial computing. In addition to face recognition and verification, there have also been efforts for using the face images for facial expression, race or gender detection. These classification tasks work by training models and extracting features or descriptors that are suitable for particular tasks. In this paper, we present a feature fusion approach to achieve higher accuracy through deep learning models. Instead of focusing on challenging the state of the art and improving existing face recognition algorithms, we try to prove the power of fused features automatically extracted by deep learning models for multiple tasks, and then used for each of the tasks. The rationale is that it is possible that the feature extracted for one classification task may have useful information that another type of features extracted for a different classification task misses. This leads to the assumption that we may have better classification results if we combine the features from different classifiers, even though the classifiers classify the data based on different criteria. Our approach is different with multi-task learning in the sense that we do not change the generation of original primary task feature.

To verify this hypothesis, we train multiple classification models using CNNs, all on the same data, but labeled differently. The classification criteria, which determine the labels, include person identification (ID), gender, race, and
age recognition. Feeding an input image to the four models, we can extract four types of features, which can be fused to generate a more powerful feature for any of the four tasks (ID, gender, race and age recognition).

Since our goal is not proposing a new approach to outperform the state of the art work of face recognition, we are not focusing on designing and trying new structures for the deep learning models. The deep learning models we use in this work are CNNs. We perform multiple comparison experiments, which all show that the fusion features improve face recognition and all other recognition accuracy compared to the original features.

The rest of the paper is organized as follows. Section 2 discusses related work. In Section 3 we explain our feature fusion approach and propose our hypothesis of multi-task features, after a brief introduction of the feature learning models we use. In Section 4 we describe the methods and experiments in multimodal feature learning for multiple tasks. Then in Section 5, we present the feature fusion approach and the experiments. We conclude and explain our future work in section 5.

2. Related work

In most applications where the data consists of images, the images are directly used to extract features. Some researchers focus on different patches of images to get enhanced representations. In [7], the authors propose to feed different patches of digital images into the model to extract the prediction vectors. By taking different regions in the original image into consideration, a fusion method was proposed to combine the region generated features. Then, a final prediction is acquired. This method divides the original image into several patches and then combines patch features based on patch region and weights to generate fused features.

In order to do video classification, Machael, et al. [3] proposed several low-level descriptor models to extract high-level concepts. Low-level features such as color or texture are used to form fusion sensor to modify prediction based on Transferable Belief Model (TBM). In addition to sensor fusion, the authors also propose concept (classification labels) fusion when relation exists between two concepts.

A CNN based video classification study is introduced in [5], which makes use of the temporal information of the videos. Based on the fact that a video clip contains several contiguous frames in time, early fusion, late fusion and slow fusion of the video frames are proposed. The three fusion approaches are different in the structure of convolutional neural cells and the number of frames the model processes simultaneously. Their experiments show single frame with multi-resolutions and temporal fusion of multiple frames with complicated structures to achieve the best results. The proposed approach improves the CNN model by modify the convolutional layer details based on the type of the input data and provides augmented input data (multi-resolution).

Another important approach for fusion features and models are MTL (multi-task learning), which means applying one set of data to multi-task learning including the primary task the dataset designed for. Performance for the primary task will benefit from multi-task training. Richard Caruana [1] first introduced the idea of MTL, the training model are optimized by multiple label and corresponding loss, prediction results are supposed to be better when taking consideration of several kinds of loss. The MTL was applied into deep neural network for improving phoneme recognition in [9]. To enrich the feature for acoustic state prediction, the author added several other tasks of recognition like phone labels and state context. Multi-task learning DNN-HMMs are employed to combined the primary learning task and the secondary tasks respectively, and the best matching are selected among the several multi-task learning. Collerbert and Weston [2] proposed a deep network with multitask learning to the natural language processing task. A sentence are given several labels, experiments shows that multitasks learning always act better than single task and the more tasks it trains, the better performance it have. MTLs are also applied to face verification to avoid overfitting when training on a small dataset [12].

3. Our Feature Learning and Fusion Approach

3.1. Learning through CNN

Deep learning models have become very popular in image and signal-based classification. Compared to traditional classifiers, deep models have shown higher accuracy in recognition and detection [10, 11]. The accuracy of a deep learning approach relies heavily on the parameter updating methods and the training data. If the data presented to the model is large enough and also is a good representative of the entire data space, or if the training methods are more reliable, the accuracy can be improved.

One way to improve the accuracy from the dataset side is to augment the data by applying transformations to it, which increases the size of the dataset. To improve the model itself, optimization has to be performed on the structure of the model and the training and fine-tuning algorithms.

The deep learning model that we use in this work is the CNN. CNNs have received a lot of attention in the past few years, specifically in the tasks where the data is a set of images. Training a CNN includes two important parts: the forward pass estimation and the back-propagation mechanism. Contents of a CNN are mainly filter parameters and fully-connected layers. During the training part, the forward pass takes an incoming image as input and computes the clas-
Figure 1: The structure of a demonstrative convolutional neural network

Classification prediction. The prediction is compared with the true class label and estimation error, also called the loss, is calculated. Then the back-propagation step uses the loss to update the parameters of the model. This process is repeated iteratively until the model converges and the loss is minimized.

The forward pass estimation part consists of multiple convolutional neural layers. There are various numbers of filters in each layer and output features are generated by passing input images through the filters. As shown in Figure 1, the first convolutional layer uses filters to operate on the original image. If the output is set to 6, there are 6 filters in first convolutional layer. The output of each layer will be the input to the next layer. The back-propagation mechanism uses the loss as input to fine-tune the whole CNN parameters. The convolutional filters are always initialized to Gaussian. Stochastic Gradient Decent (SGD) is employed to iteratively refine the weights of the layers. A learning rate is set during parameter update. Initially the value of the learning rate is set to a large number to increase the speed of convergence. Then the learning rate is gradually reduced to improve accuracy [6].

CNN can be used to extract features from the data [4]. The features of an input image are in the forms of image or vectors that are the outputs of either the convolutional or the fully-connected layers, when feeding the input image into the CNN model. In low layers of the CNN (closer to the input layer), the features are more low-level and the retinotopical connection of the features to the original input images are notable. As we go deeper in the structure, the features become more high-level and more suitable for the classification task. We use the output of the connected layer from the CNN model as the learned features for feature fusion.

3.2. Overview of our approach

The representations learned by a deep learning model are similar to the ways human brain neurons learn representations of the sensory input. Our facial recognition approach is also inspired by the way humans recognize faces. When we recognize or memorize people’s faces, we are not only just recognizing the face and associating that to the identification, but there is always some other important information, such as the hairstyle, dressing style, facial expression, age, race, etc., which can play an important role in identifying the person, even without us paying intentional attention to them. In our approach, we aim to use such additional information, including race, gender and age.

The most effective way to obtain this information is to train separate CNN-based classifiers for race, gender and age models and extract and combine the features from these models. By intuition, the 3 types of features learned by different classifiers are suitable for different goals. Nevertheless we have found that features obtained from other individual classification tasks may have useful information that features extracted for a certain classification task misses. This leads to the proposed approach by which we may have better classification results if we combine the features from different classifiers, even though the classifiers classify the data based on different criteria. Figure 2 shows the idea behind the proposed approach.

As shown in Figure 2, the image on the left is in RGB format and we can understand the image directly. In another space, we call it the high-level space, which the image information is in the format suitable for classifier to process. Assume the gray rectangle stands for the perfect high-level representation of the original image. While in deep learning training, we can get the certain task feature such as the ID feature or age feature if ID or age labels are available. Taking the ID feature as an example, the features we obtain by training a CNN classifier using the ID labels contain only parts of the high level feature of the image. Otherwise the classification would be perfect. There are also some features out of the rectangle, which are for other specific
tasks; these features are generated by comparing with other samples during training. Different features do not share information outside the high level rectangle since they do not know other task labels during training. Based on our hypothesis, we have the following hypotheses:

1. Different features have overlapping areas, which means features for tasks of age or race classification can be used for identification, therefore we can run cross-task-feature recognition to verify it.

2. The features trained for other task have the possibility to outperform its "own" feature obtained for that task, since the former feature may have a larger area in the common with the high-level feature.

3. One feature may have an area inside the rectangle that other feature do not cover, therefore if multiple features are combined to do a classification task, the fusion feature may outperform individual features since more high level information is contained in the fusion feature.

To verify whether our hypotheses are valid, we have run experiments in both multimodal feature learning and fusion, described in Sections 4 and 5, respectively.

4. CNN-based Multimodal Feature Learning

As we described in Section 3, our goal is to combine all features learned from ID, gender, race and age detection. For this purpose, we need to train 4 classifiers with ID, gender, age, and race labels. Since it would be too much work if we manually label an existing dataset, and even we do this, the numbers of samples may not be balanced (which will affect the training), we have collected our own dataset.

We group people by gender (male, female), age (young, adult, old) and race (Asian, Latin-American, African, White). Therefore we have 2x3x4=24 sub-groups. For each of the sub-group we identify several names of famous people, for whom it is easy to obtain a large number of images from the Web. A face detector [8] is used to extract the face area from each image, and then we manually went through the dataset to remove the wrong images. Finally we collected 24000 images for 77 people, each has over 300 images on average.

Since the ID, gender, age and race labels of the face image datasets are now available, we first train a CNNs classifier for each of the 4 tasks. The same CNN structure is used for all four classifiers, as shown in Figure 3. Each CNN network is composed of an input layer, 3 convolutional layers and 2 fully-connected transformation layers (a high-level feature extraction layer and an output layer for labels). The convolutional filters we use for the 3 layers are 5x5, 5x5 and 3x3, respectively. The only difference of the structures for the four tasks is that, in the CNN structure for ID, the number of features for the high-level feature extraction layer is defined as 200 since there are much more classes (77 versus 2,3 and 4), while this parameter is set to 50 in other CNNs. The number of images in the original dataset (24000) is not sufficient for training our CNN models. Therefore we augment the dataset 10 times by applying image filters and affine transforms. For the following experiments, we use 70% of the augmented images for training and the remaining 30% for testing. Based on the CNNs structures, we used 200 images for training in each iteration, and the total number of iterations is 20,000.

The CNN structure enables us to extract features from the data in each layer. In Figure 4, we visualize the parameters of the trained models to show the differences of the four models. We also show the features of one of the sample images generated by the four models in Figure 5. The convolutional layers contain regular image processing filters, but by combining large number of these filters through the model, powerful predictions can be made by the CNNs. Shown in Figure 5 (from row 1 to row 4) are the features extracted from the three convolution layers (columns 1 to 3) and the high-level feature extraction layer (column 4) of the CNN models for ID, age, race and gender, respectively. From these features we can still see that the three convolutional layers are mainly low-level feature extractors, while the high-level feature extraction layer indeed extracted higher level features of the image. Compared to the low level features, the high-level feature is more descriptive and compact to use in cross-task classification below.

Before we move to the feature fusion step, we want to see if features from one task can be useful in other tasks, as hypotheses 1 and 2 suggest. If this works, it means the trained features have both common features about the images and the specific features for the classification tasks.

To test the features extracted for one task (e.g. ID) on other tasks (age, race or gender), we connect the high-level feature extraction layer of the trained CNN models for this task to two more fully-connected layers, before the final output layer, as shown in Figure 6. For each of the other tasks, e.g., for age classification, the two layers in the corresponding CNN are trained by feeding each image of the
training set to the trained CNN model (for ID) to obtain the cross-task high-level features, and then using them as the input to the 2-layered full connected model. Then the newly trained cross-task model (ID for age) is tested with the test set for each task (age in this example).

We apply individual features to all four tasks to perform the "cross-task-feature recognition". Table 1 shows the results of this experiment. We highlighted the 2 best performances for each task (if they are above 50%). We can see that all classifiers perform well using their "own" features and for all the cross-feature recognition cases, the results are always much better than random guesses. In particular, ID features do a much better job for other three "simpler" tasks like age, race and gender recognition.

Table 1 confirms our hypothesis about cross-feature recognition. Figure 8 gives more details of the changes of accuracy for the test data during the training of the cross-feature models. The accuracy always starts from random guessing then gradually reaches the final result. For the ID task, using features of the other three tasks can only achieve a 20% to 25% accuracy. Considering we have 77 classes to deal with and the features for the other three tasks are only trained to handle 2 to 4 classes, the results are still acceptable. For all the other three tasks, the gender, age and race

| Features | ID(77) | Age(3) | Race(4) | Gender(2) |
|----------|--------|--------|---------|-----------|
| ID(200)  | 60.2%  | 63.1%  | 58.3%   | 84.3%     |
| Age(50)  | 23.6%  | 69.1%  | 58.4%   | 76.9%     |
| Race(50) | 24.8%  | 62.3%  | 67.7%   | 76.7%     |
| Gender(50)| 22.8% | 63.1%  | 58.3%   | 84.3%     |
Table 2: Fusion feature recognition result versus own and other 3 fusion feature

| Features | ID    | Age   | Race  | Gender |
|----------|-------|-------|-------|--------|
| Own      | 60.2% | 69.1% | 67.7% | 84.3%  |
| Other three | 45.3% | 87.3% | 86.9% | 94.9%  |
| All      | 67.4% | 89.2% | 89.9% | 96.1%  |

Figure 7: CNN structure for the fused feature multi-tasks recognition

Figure 8: Comparison testing results on ID task training

Figure 9: Comparison testing results on Age task training

5. Feature Fusion Approach and Experiments

A good feature representation should be able represent most of the common features of representing the image as well as features specific to each individual classification tasks. Our cross-task-feature recognition experiments show that some of the common features can be learned by different tasks. It is very likely if we combine multiple features from multi-tasks to generate a fused feature for each of the tasks, we may have better classification for any of the classification tasks. For example, we can combine the ID feature with other three features (for age, race and gender) by concatenating them to a new one dimensional feature. As we have mentioned, the feature length for the ID task is 200 while the length for all the other 3 features is 50. Therefore we have a fused feature with a length of 350. We have also used fused features for all the other three tasks. The CNN structure for this feature fusion is shown in Figure 7. In the new addition, we have four layers: the first layer is simply the concatenating layer, and after two fully-connected layers, we have the output layer for labels. Again we trained these layers for each of the ID, age, race and gender tasks, using the fused features of the training dataset, and tested the fusion model for each task. The results is shown in Table 2.

From the table, we can see that the final result have 7.2%, 20.1%, 22.2%, 21.8% percentage improvement to the original features with the same setting. The combination of all the other three task features can also have big improvements in race, gender and age prediction, and a acceptable prediction for identification prediction. This indicates that we can
even train features for a task without having training labels of that task. We have also recorded all the testing scores with testing dataset during the training iterations (Figure 8 to Figure 11), which will have a more obvious description of the difference of the features we used. From Figure 8 to Figure 11, we can see the best performance is always by the fusion feature (red). The performance of their "own" feature (blue) ranks the 2nd in ID and does well in race, age and gender recognition. In the cross-task feature recognition of race, gender and age, the own feature act a little better than the other two, but the two other features are in the same level of performance in cross-task-feature recognition.

6. Conclusion and Future Work

In this paper, we proposed a feature learning and fusion approach for deep learning based facial computing. In addition to train a CNN model of training images for the ID recognition task, we trained three other models for race, age and gender recognition. We did the cross-task-feature recognition across multiple tasks and exhibited the value of multiple task features. By combined the features extracted from other three models with the original feature, we obtain the fusion features, which lead to a 7.2%, 20.1%, 22.2%, 21.8% improvement in the ID, age, race and gender prediction, respectively.

In the future, we would like to leverage the finding that training a system using more sub-groups can boost the performance of the original task with fewer groups. This is even true for related but different tasks. We plan to continue to work on to enrich our feature fusion approach. Right now, we only have sub-groups of race, gender and age; for some other groups such as facial expression, the situation may be more complicated. However, we will see the possibility of applying feature fusion approach to this type of task. So far we are generating the fusion feature directly by concatenating singe feature, we would like to try different merging algorithms to see if improvement can be made. We will also see if our approach can contribute to the improvement to the state of the art in face recognition/verification.
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