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Abstract—This paper considers the massive random access problem in multiple-input multiple-output (MIMO) quasi-static Rayleigh fading channels. Specifically, we derive achievability and converse bounds on the minimum energy-per-bit required for each active user to transmit $J$ bits with blocklength $n$, power $P$, and $L$ receive antennas under a per-user probability of error (PUPE) constraint, in the cases with and without a priori channel state information at the receiver (CSIR and no-CSI). In the case of no-CSI, we consider both the settings with and without the knowledge of the number $K_n$ of active users at the receiver. Numerical evaluation shows that the gap between achievable and converse bounds is less than $2.5$ dB for the CSIR case and less than $4$ dB for the no-CSI case in most considered regimes. Under the condition that the distribution of $K_n$ is known in advance, the uncertainty of the exact value of $K_n$ entails only a small penalty in terms of energy efficiency. Our results show the significance of MIMO for the massive random access problem. As an example, we show that the spectral efficiency grows approximately linearly with the number of receive antennas in the case of CSIR, whereas the growth rate decreases in the case of no-CSI. Moreover, in the case of no-CSI, we demonstrate the suboptimality of the pilot-assisted scheme, especially when the number of active users is large. Building on non-asymptotic results, assuming all users are active and $J = O(1)$, we obtain scaling laws of the number of supported users as follows: when $L = \Theta(n^2)$ and $P = \Theta\left(\frac{1}{n}\right)$, one can reliably serve $K = \mathcal{O}(n^2)$ users in the case of no-CSI; under mild conditions in the case of CSIR, the PUPE requirement is satisfied if and only if $\frac{\ln\ln KP}{n} = \Omega(1)$.

Index Terms—Energy efficiency, finite blocklength, massive random access, MIMO, scaling law.

I. INTRODUCTION

The design of uplink communication systems in many contemporary wireless networks is influenced by four issues: the rapidly expanding number of users with random activity patterns; the relatively small quantity of information bits to transmit; the strict requirement in communication latency; and the stringent demand on communication energy efficiency. Notably, these issues are present in many Internet-of-Things (IoT) applications, in which a very large number of sensors are deployed, but only a fraction of them are active at any given time. Active sensors often transmit hundreds of bits describing the parameters they have sensed to the base station (BS) within latency and energy constraints. To address these issues, massive random access technologies have been proposed recently, the study of which includes the information-theoretic analysis and the development of transmission and reception strategies for massive numbers of users with sporadic activity patterns in the regime of finite blocklength.

A. Previous Work

Some subsets of these issues have been discussed in recent years. The classical multiuser information theory in [1], [2], and [3] studied the fundamental limits of the conventional multiple access channel (MAC), where the number of users is fixed and the blocklength is taken to infinity. To characterize the massive user population in IoT applications, a new model called the many-access channel (MnAC) was proposed in [4], which allows the number of users to grow unboundedly with the blocklength. Based on this model, a new notion of capacity was introduced and characterized with random user activity [4]. Since the publication of [4], MnACs have been studied in various works with different settings, where a common assumption is that the number of users grows linearly and unboundedly with the blocklength [5], [6], [7], [8], [9]. However, the work in [4] relies on the assumption of infinite
payload size and blocklength, which cannot capture stringent energy requirements in massive access systems.

In addition to the massive user population, finite payload size and even finite blocklength should be taken into consideration to make the setting more relevant in practice. On this topic, Polyanskiy introduced the per-user probability of error (PUPE) criterion to measure the fraction of transmitted messages that are missing from the list of decoded messages, instead of utilizing the traditional joint error probability criterion, which results in another crucial departure from the classical MAC model [6].

Under the PUPE criterion, some works considered the regime with finite payload size, finite energy-per-bit, and infinite blocklength [7], [8], [9]. In particular, based on the MnAC model with the linear scaling mentioned above, under the assumptions of individual codebooks and a single BS antenna, Zadik et al. [7] and Kowshik and Polyanskiy [8] presented bounds on the tradeoff between user density and energy-per-bit for reliable transmission in additive white Gaussian noise (AWGN) channels and quasi-static fading channels, respectively. In both models, it was observed that in the low user density regime, the multi-user interference (MUI) can be almost perfectly canceled with good coded access schemes.

Finite blocklength considerations have also been studied to address transmission within latency constraints. For point-to-point channels, Polyanskiy et al. [11] developed a tight approximation to the maximal achievable rate for various channels with positive Shannon capacity, and this approximation was extended to quasi-static fading channels by Yang et al. [12]. For the K-user Gaussian MAC, achievability bounds and normal approximations with a joint error probability criterion were studied in [13]. Yavas et al. [14], [15] improved the achievable third-order term in [13] for Gaussian MAC, and extended this result to Gaussian random access channels under the assumption that the number K of users does not grow with the blocklength n. For the massive random access problem with finite blocklength, the works in [6] and [16] derived non-asymptotic bounds for Gaussian and Rayleigh fading channels, respectively, under the PUPE criterion and the assumption that the number K_a of active users is known a priori. It was pointed out in [17] that the number K_a of active users can be detected with high success probability in Rayleigh fading channels when both uplink and downlink transmissions are exploited to mitigate fading uncertainty, which supports the assumption of known K_a in [6] and [16].

When only the uplink transmission is utilized, the success probability of detecting K_a can be reduced [17]. The performance penalty in AWGN channels, suffering from the lack of knowledge of K_a, was analysed in [4], [18], and [19]. Specifically, in the asymptotic regime with infinite number of users, it was pointed out in [4] that the message-length capacity penalty due to unknown user activity on each of the K_a active users is $H_2(p_a)/p_a$ under the joint error probability criterion and the assumption that each user becomes active independently with probability p_a. Moreover, in [18], Lancho et al. derived non-asymptotic achievability and converse bounds for the single-user random access scenario, and numerical results for the binary-input Gaussian channel indicated that the bound with unknown user activity approaches the one with known K_a as the blocklength and signal-to-noise ratio (SNR) increase. Following from the maximum likelihood (ML) principle, a non-asymptotic achievable bound was derived in [19] for massive random access in Gaussian channels with unknown K_a, whereas a matching converse bound was not provided. As a result, it is significant to construct tight non-asymptotic bounds in both achievability and converse sides to characterize the performance loss caused by unknown K_a for massive random access. This problem will be addressed in this paper.

It should be noted that the above-mentioned non-asymptotic works on the massive random access communication problem [6], [16], [18], [19] rely on the assumption of a single BS antenna. In practice, equipping multiple antennas at the BS can bring great benefits in massive random access systems. Specifically, for the user activity detection problem, it was demonstrated in [20] that, with n channel uses and a sufficiently large number L of BS antennas satisfying $K_a/L = o(1)$, up to $K_a = O(n^2)$ active users can be identified among K potential users when $\frac{K_a}{n^2} = \Theta(1)$; it overcomes the fundamental limitation of the single-receive-antenna system, in which the number K_a of active users that can be identified is at most linear with the blocklength n. Given the great potential of multiple receive antennas for the activity detection problem as revealed by the scaling law in [20], it is natural to expect that multiple receive antennas could bring similar benefits for the joint activity and data detection problem in massive random access channels. An important goal of this paper is to characterize the impact of multiple BS antennas on the performance of joint activity and data detection in both the non-asymptotic regime and the asymptotic regime.

From the perspective of channel state information (CSI) availability, the above mentioned works can be divided into two categories: the case in which CSI is known at the receiver in advance (CSIR) [6], [7], [8], [9], [13], [14], [15], [19] (the AWGN channel without fading is a special case of CSIR), and the case in which there is no a priori CSI at the receiver (no-CSI) [8], [12], [20]. In the no-CSI case (i.e. the so called noncoherent setting), the communication scheme suggested by the capacity result makes no effort to estimate channel coefficients [21]. Thus, the scheme without explicit channel estimation is adopted in many works, such as [8], [12], and [20]. In the no-CSI case, the receiver is also allowed to gain channel knowledge, where channel estimation can be simply viewed as a specific form of coding [22], [23], [24]. In practical wireless systems, pilot-assisted schemes are widely adopted, in which users first send pilots for channel estimation, and then the estimated channels are utilized to decode the signals for each user. The performance of this scheme has been investigated in some works. In the single-user case, it was proved in [21] that the pilot-assisted scheme is optimal at a high SNR in terms of degrees of freedom for block-fading channels, and non-asymptotic bounds on the maximum coding
rate with finite blocklength were derived in [25]. For the scenario with multiple users, the large-antenna limit of the pilot-assisted scheme was studied in [26], where the achievable error probability was derived at finite blocklength, assuming channels were estimated based on the minimum mean-square error (MMSE) criterion and both the MMSE and maximum ratio criteria were utilized for mismatched combining. After combining, the complicated problem of jointly detecting $K$ transmitted codewords based on the received signals among $L$ BS antennas, is converted to the problem of separately detecting $K$ codewords in the single-receive-antenna fading channel, which, however, can result in a performance loss.

B. Our Contributions

In this paper, we consider the joint activity and data detection problem for massive random access in multiple-input multiple-output (MIMO) quasi-static Rayleigh fading channels. We analyze the fundamental tradeoff in this setup between the energy efficiency, latency, user density, and number of receive antennas using information-theoretic tools. Specifically, in both cases of CSIR and no-CSI, we derive achievability and converse bounds on the minimum energy-per-bit required for each active user to transmit $J = \log_2 M$ information bits with blocklength $n$, power $P$, $L$ receive antennas, and PUPE less than a constant, under the assumption that the number $K_a$ of active users is known \textit{a priori}. To characterize the performance loss caused by the uncertainty of user activities in the non-asymptotic regime, we also derive achievability and converse results for the no-CSI case in the setting where $K_a$ is random and unknown but its distribution $K_a \sim \text{Binom}(K,p_a)$ is known at the receiver in advance. Moreover, we study the performance of a pilot-assisted scheme. The derived non-asymptotic bounds provide theoretical benchmarks to evaluate practical transmission schemes. Building on these non-asymptotic bounds, we obtain scaling laws of the number of reliably served users in a special case where all users are active. These results reveal the great potential of multiple receive antennas for the massive access problem. Meanwhile, they show a significant difference in the required number of BS antennas between utilizing the PUPE criterion and the joint error probability criterion.

\textbf{Non-Asymptotic Analysis:} There are some twists in deriving non-asymptotic achievable bounds for massive random access in MIMO quasi-static Rayleigh fading channels. First, compared with traditional MAC, the number of users is greatly increased in massive random access channels, leading to a considerable increase in the number of error events. As a consequence, the simple union bound can be substantially loosened if not applied with care, and we need to resort to more efficient tools. Second, it is difficult to extend the bounds derived for the single-receive-antenna setting in [8] to the multiple-receive-antenna setting. Specifically, a projection decoder was used in [8] to derive the achievability bound in the no-CSI case, which measures the angle between the received signals and the subspace spanned by candidate transmitted codewords. Although the projection decoder has the advantage of not requiring fading distributions, it can be ineffectual when applied to the setting with multiple receive antennas. As an example, the use of large antenna arrays allows the number of reliably served active users to be much larger than the blocklength. In this case, the dimension of the subspace spanned by the transmitted codewords of active users is limited by the blocklength. Thus, the subspace spanned by $K_a$ transmitted codewords can be the same as that spanned by another set of $K_a$ codewords, which prevents the projection decoder from distinguishing them. Moreover, it is challenging (although not impossible) to jointly deal with the signals received over $L$ BS antennas based on the projection decoder, because the analysis of the angle between the subspace spanned by the received signals and the subspace spanned by $K_a$ transmitted codewords is quite involved.

To alleviate the problems mentioned above, for massive random access in MIMO quasi-static Rayleigh fading channels, new techniques are utilized in this paper to derive non-asymptotic achievable bounds on the minimum required energy-per-bit. Specifically, in both cases of CSIR and no-CSI, we leverage the ML-based decoder when $K_a$ is known \textit{a priori}. Note that, in contrast to the projection decoder mentioned above, the ML decoder is applicable regardless of whether $K_a$ is less than the blocklength or not, but at the price of requiring \textit{a priori} fading distribution. Moreover, when $K_a$ is unknown in advance, we first obtain an estimate of $K_a$ via an energy-based estimator; then, we output a set of decoded messages following the maximum \textit{a posteriori} (MAP) principle, which incorporates prior distributions in users’ messages of various sizes. For the pilot-assisted coded access scheme, in a special case where all users are active, we leverage the MMSE criterion to estimate channels in the first stage, and utilize the mismatched nearest neighbor criterion [27], [28] to decode in the second stage. The signals received over $L$ receive antennas can be jointly dealt with in aforementioned cases.

To evaluate the probability of the union of extremely many error events, we resort to standard bounding techniques proposed by Fano [29] and Gallager [30]. Gallager’s $p$-trick bound is used for a special case in which both the user activity and CSI are known at the receiver, considering that this bound is difficult to evaluate by the Monte Carlo method when random access is taken into consideration. The Fano’s bound is used to establish non-asymptotic achievable bounds in massive random access channels for the case of CSIR and no-CSI. Its performance relies on the choice of a region around the linear combination of the transmitted signals, which is interpreted as the “good region” [31]. In this work, we select an appropriate “good region” for massive random access channels, which is parameterized by two parameters $\omega$ and $\nu$. Our “good region” reduces to the one used in [8] if the parameter $\nu$ is set to 0. Using two parameters instead of one gives us great flexibility and accuracy in tuning the shape of the “good region”, thereby leading to tighter achievability results.

Numerical results demonstrate the tightness of our bounds. Specifically, the gap between the achievability bound and the converse bound is less than 2.5 dB for the CSIR case and less than 4 dB for the no-CSI case in most considered regimes (the Fano type converse bound for the no-CSI case relies
on the assumption of i.i.d. Gaussian codebooks). Compared to the case where the number of active users is known, the performance loss caused by unknown \( K_a \) is small. For example, in the setup with blocklength \( n = 1000 \), payload \( J = 100 \) bits, active probability \( p_a = 0.4 \), error requirement \( \epsilon = 0.001 \), and \( L = 128 \) receive antennas, the extra required energy-per-bit due to the uncertainty of the exact value of \( K_a \) is less than 0.3 dB on the converse side and less than 1.1 dB on the achievability side. Similar to AWGN channels [7] and single-receive-antenna quasi-static fading channels [8], the MUI can be almost perfectly cancelled in multiple-receive-antenna quasi-static fading channels when the number of active users is below a critical threshold. Additionally, in our considered regime, the spectral efficiency grows approximately linearly with the number of BS antennas for the CSIR case, but the lack of CSI at the receiver causes a slowdown in the growth rate. Furthermore, our results for the no-CSI case reveal that the orthogonal-pilot-assisted coded access scheme is suboptimal, especially when the number of active users is large, even if the power allocation between pilot and data symbols is optimized. Overall, we believe our non-asymptotic bounds provide theoretical benchmarks to evaluate practical transmission schemes, which are of considerable importance in massive random access systems.

**Asymptotic Analysis:** Building on these non-asymptotic results, in a special case where all users are assumed to be active, we obtain scaling laws of the number of reliably served users under the PUPE criterion. For the CSIR case, assuming \( n, K \to \infty \), \( M = \Theta(1) \), \( \ln K = o(n) \), and \( KP = \Theta(1) \) (\( P \) denotes the transmitting power per channel use), the PUPE requirement is satisfied if and only if \( \frac{nL\ln KP}{K} = \Theta(1) \). It can be divided into the following two regimes: 1) \( \frac{nL}{K} = \Theta(1) \) and \( KP = \Theta(1) \); 2) \( \frac{nL\ln KP}{K} = \Theta(1) \) and \( KP \to \infty \). The first regime is power-limited, where the number of degrees of freedom grows linearly with the number of users. As a result, by allocating orthogonal resources to users, the minimum received energy-per-user can be \( nLP = \Theta(1) \), which is as low as that in the single-user case [32]. The second regime is degrees-of-freedom-limited, where the number of degrees of freedom, i.e. \( nL \), is far less than the number of users, and the minimum received energy-per-user \( nLP \to \infty \). Two special scaling laws in the CSIR case are presented in Table I. We can observe that, in order to reliably serve \( K = \Theta(n^2) \) users, when the number of BS antennas is increased from \( L = \Theta\left(\frac{n}{\ln n}\right) \) to \( L = \Theta(n) \), the minimum required power can be considerably decreased from \( P = \Theta\left(\frac{n}{\ln n}\right) \) to \( P = \Theta\left(\frac{1}{\ln n}\right) \), which indicates the great potential of multiple receive antennas for the data detection problem. Moreover, our scaling laws reveal the tightness of the derived bounds in asymptotic cases since they are proved from both the achievability side and the converse side. The scaling law for the scenario with a single BS antenna is also presented in Table I for comparison: one can reliably serve \( K = \Theta(n) \) users when a positive constant PUPE is acceptable [8]; however, the number of users is only allowed to grow sublinearly with \( n \) even in AWGN channels when the PUPE is required to vanish [33].

For the no-CSI case, the scaling law from our result is shown in Table I, together with the result extended from [20], which is based on the joint error probability criterion. We observe from Table I a significant difference in the number of receive antennas to reliably serve \( K \) users between utilizing the PUPE criterion and the joint error probability criterion. Specifically, in order to obtain the scaling law on the achievability side, both the activity detection problem considered in [20] and the data detection problem of interest in this work can be formulated as similar sparse support recovery problems. Thus, the scaling law of the activity detection problem in [20] can be extended to that of the data detection problem as follows: under the joint error probability criterion, with a coherence block of dimension \( n \to \infty \) and a sufficient number of BS antennas \( L = \Theta(n^2\ln n) \), one can reliably serve up to \( K = \Theta(n^2) \) when the payload \( J = \Theta(1) \) and the power \( P = \Theta\left(\frac{1}{\ln n}\right) \) in the case of no-CSI. In this work, we consider the PUPE criterion, which is more appropriate for the consideration of massive access [6]. Our result shows that the required number of receive antennas can be reduced from \( L = \Theta(n^2\ln n) \) to \( L = \Theta(n^2) \) when we change from the joint error probability criterion to the PUPE criterion. In addition, it should be noted that, the case of \( nP = \Theta(1) \) and the case of \( n^2P = \Theta(1) \) in Table I imply that the energy-per-bit is finite and goes to 0, respectively, which are crucial in practical communication systems with stringent energy constraints.

The remainder of this paper is organized as follows. Section II introduces the system model. In Section III, we provide our main results, including achievability and converse bounds in both cases of CSIR and no-CSI, and corresponding scaling laws. Section IV presents numerical results. Conclusions are drawn in Section V. Most proofs are included in the appendices.

### Table I

**Comparison of Scaling Laws for Massive Access in Quasi-Static Rayleigh Fading Channels**

| Result | \( K \) | \( L \) | \( P \) | \( M \) | CSIR / no-CSI | Error Criterion | Achievability / Converse |
|--------|--------|--------|--------|--------|-------------|-----------------|-----------------|
| Theorem 5 | \( O(n^2) \) | \( \Theta(n) \) | \( \Theta\left(\frac{K^2}{n}\right) \) | \( \Theta(1) \) | CSIR | PUPE | both |
| Theorem 5 | \( O(n^2) \) | \( \Theta\left(\frac{n^2}{K}\right) \) | \( \Theta(1) \) | \( \Theta(1) \) | CSIR | PUPE | both |
| Theorem 11 | \( O(n^2) \) | \( \Theta(n^2) \) | \( \Theta(1) \) | \( \Theta(1) \) | no-CSI | PUPE | both |
| Extended from [20] | \( O(n^2) \) | \( \Theta(n^2\ln n) \) | \( \Theta\left(\frac{K^2}{n}\right) \) | \( \Theta(1) \) | no-CSI | Joint error probability | Achievability |
| [8] | \( O(n) \) | 1 | \( \Theta\left(\frac{K^2}{n}\right) \) | \( \Theta(1) \) | both | PUPE | both |
| [33] | \( \Theta(n) \) | 1 | \( \Theta\left(\frac{K^2}{n}\right) \) | \( \Theta(1) \) | CSIR (AWGN) | PUPE (vanish)\(^2\) | both |

\(^1\) In the case of no-CSI, the converse bound relies on the assumption of i.i.d. Gaussian codebooks.

\(^2\) The PUPE is required to vanish for the scaling law in [33], and a positive constant PUPE is acceptable for other cases in Table I.
Notation: Throughout this paper, uppercase and lowercase boldface letters denote matrices and column vectors, respectively. We use $[x]_m$ to denote the $m$-th element of a vector $x$, and use $[A]_{m,n}$, $[A]_{m,:}$, and $[A]_{:,n}$ to denote the $(m,n)$-th element, the $m$-th row vector, and the $n$-th column vector of a matrix $A$, respectively. The notation $I_n$ denotes an $n \times n$ identity matrix, and $I(t) \in \{0,1\}^{n \times n}$ denotes a diagonal matrix with the first $t < n$ diagonal entries being ones and all of the rest being 0. We use $(\cdot)^T$, $(\cdot)^H$, vec$(\cdot)$, $|\cdot|$, $\|\cdot\|_p$, and $\|\cdot\|_F$ to denote transpose, conjugate transpose, vectorization of a matrix $X$, determinant of a matrix $X$, $\ell_p$-norm of a vector $x$, and Frobenius norm of a matrix $X$, respectively. The notations $\lceil \cdot \rceil$ and $k!$ depict the ceiling function and factorial function, respectively. Given any complex vector, variable or matrix, the notations $\Re(\cdot)$ and $\Im(\cdot)$ return its real and imaginary parts, respectively. We use diag $\{x\}$ to denote a diagonal matrix with vector $x$ comprising its diagonal elements, and use diag $\{A, B\}$ to denote a block diagonal matrix with $A$ and $B$ in diagonal blocks. We use $\hat{\cdot}$ and $|\cdot|$ to denote set subtraction and the cardinality of a set $\mathcal{A}$, respectively. We use $B_{[\mathcal{A}]} = \{b_i : i \in \mathcal{A}\}$ to denote a set of vectors. We denote the set of nonnegative natural numbers by $\mathbb{N}_+$. For an integer $k > 0$, the notation $[k]$ denotes $\{1,2,\ldots,k\}$; for integers $k_2 \geq k_1 > 0$, the notation $[k_1 : k_2]$ denotes $\{k_1,k_1+1,\ldots,k_2\}$. We denote $x^+ = \max\{x,0\}$. We denote the projection matrix onto the subspace spanned by $S \subseteq \mathbb{C}^n$ and its orthogonal complement as $\mathcal{P}_S$ and $\mathcal{P}_S^\perp$, respectively. The notation $\mathcal{N}\left(\cdot,\cdot\right)$ denotes the complement of the event $\mathcal{G}$. We use $\mathcal{N}\left(\cdot,\cdot\right)$, $\mathcal{CN}\left(\cdot,\cdot\right)$, $\chi^2(d)$, $\chi^2(d,\lambda)$, and $\chi_m(n, A)$ to denote the standard Gaussian distribution, circularly symmetric complex Gaussian distribution, central chi-squared distribution with $d$ degrees of freedom, noncentral chi-squared distribution with $d$ degrees of freedom and noncentrality parameter $\lambda$, and Wishart distribution with $n$ degrees of freedom and covariance matrix $A$ of size $m \times m$, respectively. The functions $\gamma(\cdot,\cdot)$ and $\Gamma(\cdot)$ denote the lower incomplete gamma function and gamma function, respectively, with the assumption that $\gamma(\cdot,a) = 0$ if $a \leq 0$. For $0 \leq p \leq 1$, we denote $h(p) = -p\ln(p) + (1-p)\ln(1-p)$ and $h_2(p) = h(p)/\ln 2$ with $0 \ln0$ defined to be 0. Let $f(x)$ and $g(x)$ be positive. The notation $f(x) = \Theta(g(x))$ means that $\lim_{x \to \infty} f(x)/g(x) = 0$, $f(x) = \mathcal{O}(g(x))$ means that $\limsup_{x \to \infty} f(x)/g(x) < \infty$, $f(x) = \Theta(g(x))$ means that $f(x) = \mathcal{O}(g(x))$ and $g(x) = \mathcal{O}(f(x))$, and $f(x) = \Omega(g(x))$ means that $g(x) = \mathcal{O}(f(x))$.

II. System Model

We consider a massive random access system consisting of a BS equipped with $L$ receive antennas and $K$ potential users each equipped with a single transmit antenna. We assume that the user traffic is sporadic, i.e., only $K_a \leq K$ users are active at any given time. Each active user transmits $J$ information bits with blocklength $n$. The user set and active user set are denoted as $K$ and $K_a$, respectively.

We assume each user has an individual codebook of size $M = 2^J$ and blocklength $n$. The matrix $X_k = [x_{k,1}, x_{k,2}, \ldots, x_{k,M}] \in \mathbb{C}^{n \times M}$ consists of the codewords of the $k$-th user and the matrix $X = [X_1, X_2, \ldots, X_K] \in \mathbb{C}^{n \times MK}$ is obtained by concatenating all codebooks.

We consider a quasi-static Rayleigh fading channel model, where the channel stays constant during the transmission of a codeword. We assume synchronous transmission. The $l$-th antenna of the BS observes $y_l \in \mathbb{C}^n$ given by

$$y_l = \sum_{k \in K} h_{kl}(X_k) + z_l,$$

where $h_{kl} \sim \mathcal{CN}(0,1)$ denotes the fading coefficient between the $k$-th user and the $l$-th antenna of the BS, which is i.i.d. across different users and different BS antennas; the noise vector $z_l$ is distributed as $\mathcal{CN}(0,I_n)$, which is i.i.d. across $L$ BS antennas; the transmitted codeword of the $k$-th user is denoted as $x_k = x_{k,W_k}$. Here, if the $k$-th user is active, its message $W_k \in [M]$ is chosen uniformly at random; if it is inactive, we denote $W_k = 0$ and $x_k = 0$. Denote $\Phi \in \{0,1\}^{MK \times K}$ the binary selection matrix that satisfies $[\Phi]_{(k-1)M+W_k,k} = 1$ if the $k$-th user is active and the $W_k$-th codeword is transmitted by this user, and $[\Phi]_{(k-1)M+W_k,k} = 0$ otherwise. As presented in Fig. 1, the received signal over $L$ antennas of the BS can be written as

$$Y = X \Phi \mathbf{H} + Z,$$

where $Y = [y_1, \ldots, y_L] \in \mathbb{C}^{n \times L}$, $\mathbf{H} = [h_1, \ldots, h_L] \in \mathbb{C}^{K \times L}$, $h_k = [h_{1,k}, \ldots, h_{K,k}]^T \in \mathbb{C}^K$, and $Z = [z_1, \ldots, z_L] \in \mathbb{C}^{n \times L}$.

The decoder aims to find the estimated set $\hat{K}_a$ of active users, and find the estimate $\hat{x}_k$ of $x_k$ and corresponding message $\hat{W}_k$ of $W_k$ for $k \in \hat{K}_a$. We denote $\hat{W}_k = 0$ and $\hat{x}_k = 0$ for $k \notin \hat{K}_a$. As noted previously, in this work, we consider two scenarios: CSIR (the decoder knows the realization of the fading channel beforehand) and no-CSI (the decoder does not have a priori knowledge of the realization of the fading channel but it knows its distribution in advance). In the case of CSIR, we assume the number $K_a$ of active users is fixed and known to the receiver in advance as in [6]; in the case of no-CSI, we consider two settings: 1) $K_a$ is fixed and known to the receiver a priori; 2) $K_a$ is random and unknown to the receiver, but its distribution is known in advance.

Based on the PUPE criterion in [6] and [8], we introduce the notion of a massive random access code for the case of CSIR and no-CSI with known $K_a$ as follows:

![Fig. 1. Massive random access in MIMO quasi-static Rayleigh fading channels.](image-url)
**Definition 1 (CSIR and known \( K_a \)):** Let \( \mathcal{X}_k, \mathcal{H}_k \), and \( \mathcal{Y} \) denote the input alphabet of user \( k \), the channel fading coefficient alphabet of user \( k \), and the output alphabet, respectively. An \((n, M, \epsilon, P)_{\text{CSIR},K_a}\) massive random access code consists of

1. An encoder \( f_{\text{en},k} : [M] \mapsto \mathcal{X}_k \) that maps the message \( W_k \in [M] \) to a codeword \( x_{(k)} \in \mathcal{X}_k \) for \( k \in K_a \). The codewords in \([\mathcal{X}_k : k \in K]\) satisfy the power constraint
   \[
   \|x_{k,m}\|^2 \leq nP, \quad k \in K, \quad m \in [M].
   \]
   We assume that \( W_k \) is equiprobable on \([M] \) for \( k \in K_a \).
2. A decoder \( g_{\text{de,CSIR},K_a} : \mathcal{Y} \times \prod_{k \in K} \mathcal{H}_k \mapsto [M]^{K_a} \) that satisfies the PUPE constraint
   \[
   P_e = \frac{1}{K_a} \sum_{k \in K_a} P[W_k \neq \hat{W}_k] \leq \epsilon,
   \]
   where \( \hat{W}_k = (g_{\text{de,CSIR},K_a}(Y,H))_k \) denotes the decoded message for user \( k \) in the case of CSIR with known \( K_a \) to the receiver in advance.

**Definition 2 (No-CSI and Known \( K_a \)):** Let \( \mathcal{X}_k \) and \( \mathcal{Y} \) denote the input alphabet of user \( k \) and the output alphabet, respectively. An \((n, M, \epsilon, P)_{\text{no-CSI},K_a}\) massive random access code consists of

1. An encoder \( f_{\text{en},k} : [M] \mapsto \mathcal{X}_k \) that maps the message \( W_k \in [M] \) to a codeword \( x_{(k)} \in \mathcal{X}_k \) for \( k \in K_a \). The codewords satisfy the power constraint in (3). We assume that \( W_k \) is equiprobable on \([M] \) for \( k \in K_a \).
2. A decoder \( g_{\text{de,no-CSI},K_a} : \mathcal{Y} \mapsto [M]^{K_a} \) that satisfies the PUPE constraint in (4) for the case of no-CSI with known \( K_a \) to the receiver in advance. The decoded message for user \( k \) is denoted as \( \hat{W}_k = (g_{\text{de,no-CSI},K_a}(Y))_k \).

In the following, we introduce the notion of a massive random access code for the no-CSI case when the number \( K_a \) of active users is random and unknown. Specifically, we assume that each user becomes active independently with identical probability \( p_a \) during any given block. In this case, the number \( K_a \) of active users is random and distributed as \( K_a \sim \text{Binom}(K,p_a) \), which is assumed to be known to the receiver as in [34], [35], and [36]. The probability of the event that \( K_a = K_a \), i.e., there are exactly \( K_a \) active users among \( K \) potential users, is given by

\[
P_{K_a}(K_a) = \binom{K}{K_a} p_a^{K_a} (1-p_a)^{K-K_a}.
\]

Based on the per-user probability of misdetection/false-alarm in [19], we introduce the notion of a massive random access code for the no-CSI case with random and unknown \( K_a \) as follows:

**Definition 3 (No-CSI and Unknown \( K_a \)):** Let \( \mathcal{X}_k \) and \( \mathcal{Y} \) denote the input alphabet of user \( k \) and output alphabet, respectively. An \((n, M, \epsilon_{\text{MD}}, \epsilon_{\text{FA}}, P)_{\text{no-CSI},\text{no-CSI},K_a}\) massive random access code consists of

1. An encoder \( f_{\text{en},k} : [M] \mapsto \mathcal{X}_k \) that maps the message \( W_k \in [M] \) to a codeword \( x_{(k)} \in \mathcal{X}_k \) for \( k \in K_a \). The codewords satisfy the power constraint in (3). We assume that \( W_k \) is equiprobable on \([M] \) for \( k \in K_a \).
2. A decoder \( g_{\text{de,no-CSI},\text{no-CSI},K_a} : \mathcal{Y} \mapsto [M]^{K_a} \) that satisfies the per-user probability of misdetection constraint and the per-user probability of false-alarm constraint as follows:

   \[
P_{e,\text{MD}} = \mathbb{E}_{K_a} \left[ 1[K_a > 0] \frac{1}{K_a} \sum_{k \in K_a} P[W_k \neq \hat{W}_k] \right] \leq \epsilon_{\text{MD}},
   \]

   \[
P_{e,\text{FA}} = \mathbb{E}_{K_a} \left[ 1[K_a > 0] \frac{1}{K_a} \sum_{k \in K_a} P[W_k \neq \hat{W}_k] \right] \leq \epsilon_{\text{FA}},
   \]

where the decoded message \( \hat{W}_k \) for user \( k \) is given by \( \hat{W}_k = (g_{\text{de,no-CSI},\text{no-CSI},K_a}(Y))_k \) in the case of no-CSI with unknown \( K_a \) at the decoder.

Let \( S_e = \frac{K_a}{n} \) denote the spectral efficiency and \( E_b = \frac{nP}{K_a} \) denote the energy-per-bit. The minimum energy-per-bit in the case of CSIR and no-CSI with known \( K_a \) is defined as

\[
E^*_b(n, M, \epsilon, \xi, P) = \inf\left\{ E_b : \exists(n,M,\epsilon,\xi,P), \text{ code} \right\},
\]

\[
i \in \{\{\text{CSIR,}K_a\},\{\text{no-CSI,}K_a\}\}. \quad (10)
\]

**III. MAIN RESULTS**

In this section, we aim to bound the minimum energy-per-bit for ensuring reliable communication in MIMO quasi-static Rayleigh fading massive random access channels with finite blocklength and finite payload size, and to provide corresponding scaling laws. In Section III-A, we first introduce the main proof technique used to derive non-asymptotic achievability bounds for both the CSIR and no-CSI cases, where an appropriate “good region” is selected for massive random access channels. Next, we provide non-asymptotic bounds and scaling laws for the case of CSIR in Section III-B and for the case of no-CSI in Section III-C, respectively. Then, in Section III-D, we derive a non-asymptotic achievability bound for a pilot-assisted scheme. Several possible generalizations of our results are provided in Section III-E.

**A. “Good Region” for Massive Random Access Channels**

In this subsection, we consider a special case where the number \( K_a \) of active users is known \( a \text{ priori} \). A crucial step to derive an achievable bound on the minimum required energy-per-bit is to establish an upper bound on the probability \( P[M,f_{\ell},S_1] \) with fixed blocklength \( n \), payload \( J \), power \( P \), and \( L \) BS antennas. Here, \( f_{\ell},S_1 \) denotes the event that there are exactly \( t \) misdecoded codewords transmitted by users in the set \( S_1 \subset K_a \). In massive random access channels, a major challenge lies in that the event \( f_{\ell},S_1 \) is the union of a massive number of error events and most of them are not disjoint.
in the set $S$ region. In random access channels, we select an appropriate "good codeword" that is chosen appropriately. With this technique, the probability of the union of many events can be tightly bounded.

Fig. 2. The set relationship: (a) users: $S_1$ (in blue) denotes the set of active users whose transmitted codewords are misdecoded, $S_2$ (in red) denotes the set of identified users with false alarm codewords, $S_1 \cap S_2$ includes users that are correctly identified but incorrectly decoded, and $\mathcal{K}_a \setminus S_1 = \mathcal{K}_a \setminus S_2$ (in white) includes users that are correctly identified and correctly decoded; (b) codewords: for $S \in \{S_1, \mathcal{K}_a, \mathcal{K}_a \setminus S_1\}$, the set $c_{[S]}$ includes codewords transmitted by users in the set $S$, $\hat{c}_{[\mathcal{K}_a]}$ denotes the set of decoded codewords for users in the set $\hat{\mathcal{K}}_a$, and the set $c'_{[S_2]}$ includes false alarm codewords corresponding to users in the set $S_2$.

Specifically, we have $F_{t,S_1} = \bigcup_{S_2} \bigcup_{c_{[S_2]}} F_{t,S_1,S_2,c_{[S_2]}}$. Here, the set $S_2 \subset \mathcal{K} \setminus \mathcal{K}_a \cup S_1$ of size $t$ includes identified users with false alarm codewords, and it is worth noting that $S_2$ can also take values in $S_1$ because some users that are correctly identified can still be incorrectly decoded; the set $c_{[S_2]}$ includes $t$ false alarm codewords corresponding to users in the set $S_2$. As a result, the event $F_{t,S_1}$ is the union of about $(\mathcal{K} - \mathcal{K}_a + t)M^t$ events, which is considerably large for the massive random access communication problem. The set relationship is presented in Fig. 2.

A classical method to upper-bound the probability $P[F_{t,S_1}]$ is applying the union bound, which yields $P[F_{t,S_1}] \leq \sum_{S_2} \sum_{c_{[S_2]}} P[F_{t,S_1,S_2,c_{[S_2]}}]$. However, it may be very loose when the number of terms in the summation is large, as in the massive random access scenario considered in this paper. In order to tightly upper-bound the probability of the union of extremely many events, a standard bounding technique was proposed by Fano [29], which upper-bounds $P[F_{t,S_1}]$ as follows:

$$P[F_{t,S_1}] \leq P[F_{t,S_1}, Y \in \mathcal{R}_{t,S_1}] + P[Y \notin \mathcal{R}_{t,S_1}], \quad (12)$$

where $Y$ denotes the received signal and $\mathcal{R}_{t,S_1}$ represents a region around the linear combination of the transmitted signals, also known as the “good region” [31]. The union bound is only applied on the first term on the right-hand side (RHS) of (12), and the second term on the RHS of (12) can be tightly bounded and even accurately computed if $\mathcal{R}_{t,S_1}$ is chosen appropriately. With this technique, the probability of the union of many events can be tightly bounded.

To get a tight non-asymptotic achievability bound in massive random access channels, we select an appropriate “good region” $\mathcal{R}_{t,S_1}$ in the remainder of this subsection. Assuming that there is no power constraint, let $c_{(k)}$ denote the transmitted codeword of the $k$-th user, which is chosen uniformly at random from its codebook $C_k$. For a given received signal $Y$, the decoder searches for the estimated set of active users, i.e. $\hat{\mathcal{K}}_a \subset \mathcal{K}$ of size $\mathcal{K}_a$, and the estimated set of transmitted codewords, i.e. $\hat{c}_{[\mathcal{K}_a]} = \{\hat{c}_{(k)} \in C_k : k \in \hat{\mathcal{K}}_a\}$, to minimize the decoding metric $g(Y, \hat{c}_{[\mathcal{K}_a]})$. Note that an error event $F_{t,S_1}$ occurs if there exists a set of codewords $c_{[\mathcal{K}_a \setminus S_1]} \cup c'_{[S_2]}$ satisfying $g(Y, c_{[\mathcal{K}_a \setminus S_1]} \cup c'_{[S_2]}) \leq g(Y, c_{[\mathcal{K}_a]})$, where $c_{[S]} = \{c_{(k)} \in C_k : k \in S, c_{(k)} \neq c_{(k)}\}$ and $c'_{[S]} = \{c_{(k)} \in C_k : k \in S\}$ for the set $S \subset \mathcal{K}$. Roughly speaking, the more similar the “good region” $\mathcal{R}_{t,S_1}$ is to the Voronoi region $\mathcal{V}_{t,S_1}$, the tighter the upper bound on the RHS of (12) is but the higher the complexity is to compute this bound [31], where $\mathcal{V}_{t,S_1}$ is given by

$$\mathcal{V}_{t,S_1} = \{Y : g(Y, c_{[\mathcal{K}_a]}) = g(Y, c_{[\mathcal{K}_a \setminus S_1]} \cup c'_{[S_2]})\}, \quad \forall S_2 \subset \mathcal{K} \setminus \mathcal{K}_a \cup S_1, \forall c'_{[S_2]} \}. \quad (13)$$

For massive random access in MIMO fading channels, the “good region” $\mathcal{R}_{t,S_1}$ used for deriving a tight upper bound on the probability $P[F_{t,S_1}]$ in (12) is selected as follows:

$$\mathcal{R}_{t,S_1} = \{Y : g(Y, c_{[\mathcal{K}_a]}) \leq \omega g(Y, c_{[\mathcal{K}_a \setminus S_1]}) + \nu nL\}, \quad (14)$$

where $0 \leq \omega \leq 1$ and $\nu \geq 0$. By adjusting $\omega$ and $\nu$, we can find a “good region” $\mathcal{R}_{t,S_1}$ similar to the Voronoi region $\mathcal{V}_{t,S_1}$. As a result, when the received signal $Y$ falls inside $\mathcal{R}_{t,S_1}$, $\mathcal{K}_a$ transmitted codewords are likely to be correctly decoded rather than with $t$ misdecoded codewords corresponding to users in the set $S_1$.

In the following, we take the case of CSIR as an example to clearly illustrate the “good region” $\mathcal{R}_{t,S_1}$. Based on the ML decoding metric, the “good region” $\mathcal{R}_{t,S_1}$ in (14) can be expressed as

$$\mathcal{R}_{t,S_1} = \left\{Y : \sum_{l=1}^{L} \left| y_l - \sum_{k \in \mathcal{K}_a} h_{k,l}c_{(k)} \right|^2 \leq \omega \sum_{l=1}^{L} \left| y_l - \sum_{k \in \mathcal{K}_a \setminus S_1} h_{k,l}c_{(k)} \right|^2 + \nu nL \right\}. \quad (15)$$
In a special case of $0 \leq \omega < 1$, by straightforward manipulations, the “good region” $R_{t,S_1}$ in (15) can be rewritten as

$$ R_{t,S_1} = \left\{ Y : \sum_{l=1}^{L} \left\| Y_l - \frac{\sum_{k \in K_a} h_{k,l} c_k}{1 - \omega} \sum_{k \in K_a \setminus S_1} h_{k,l} c_k \right\|_2^2 \leq \omega \frac{\sum_{k \in K_a \setminus S_1} h_{k,l} c_k}{1 - \omega} \right\}.$$  

The region $R_{t,S_1}$ in (16) can be regarded as a sphere with flexible center and radius for different fading coefficients and codewords. For convenience, we denote $v_1 = \sum_{k \in K_a \setminus S_1} h_{k,l} c_k$ and $v_2 = \sum_{k \in K_a \setminus S_1} h_{k,l} c_k$. The center of this sphere can be any point in the ray with endpoint $v_1$ and direction $v_1 - v_2$: the radius of this sphere is $\sqrt{\frac{\sum_{k \in K_a \setminus S_1} h_{k,l} c_k}{1 - \omega} \sum_{k \in K_a \setminus S_1} h_{k,l} c_k}$. When $\omega = 0$, the region $R_{t,S_1}$ becomes a halfspace as shown in Fig. 3b. In other words, the upper bound based on the region $R_{t,S_1}$ reduces to the commonly used sphere bound [37] and tangential bound [38] in some special cases.

In general, the “good region” $R_{t,S_1}$ in (14) has some properties as follows:

- When the “good region” $R_{t,S_1}$ in (14) is the whole observation space, such as in the case of $\omega = 0$ and $\nu = \infty$, the upper bound on $P[F_{t,S_1}]$ in (12) based on $R_{t,S_1}$ reduces to that obtained by straightforwardly applying the union bound to $P[F_{t,S_1}]$ as provided above.

- In the special case of $\omega = 0$, the “good region” $R_{t,S_1}$ is independent of the set $S_1$ and reduces to $R = \{ Y : g(Y, c_{K_a}) \leq \nu L \}$. In essence, the transmitted signals from active users are treated as a whole for $R$ with $\omega = 0$, which is equivalent to the case of a single user. However, in the case of $0 < \omega \leq 1$, the region $R_{t,S_1}$ relies on the set of misdecoded users, which incorporates more details of the massive access model.

- Our “good region” in (14) is parameterized by two parameters $\omega$ and $\nu$, which reduces to the one used in [8] if $\nu$ is set to 0. In general, in order to derive non-asymptotic achievability bounds, using our “good region” in (14) is better than using the one in [8] for two reasons:

  - Using two parameters instead of one gives us great flexibility and accuracy in tuning the shape of the “good region”, thereby leading to tighter achievability results. Specifically, when $\omega = 0$, the region in (14) reduces to $R$ as explained above, but the upper bound in [8] diverges in this case. Moreover, as in (16), in the CSIR case with $0 \leq \omega < 1$, the region $R_{t,S_1}$ is essentially a sphere, where its center is determined by $\omega$ and its radius is controlled by both $\omega$ and $\nu$. However, for the region with $\nu = 0$, both the center and the radius are controlled by $\omega$. Thus, the value of the radius depends on the position of the center for the region in [8], whereas the radius of our “good region” can be flexibly changed by adjusting $\nu$. As a result, it is more likely to find a “good region” similar to the Voronoi region by simultaneously adjusting $\omega$ and $\nu$.

- The problem of finding an appropriate “good region” $R_{t,S_1}$ can be expressed as $\arg \min_{\omega,\nu} F_{t,S_1}(\omega, \nu)$, where $F_{t,S_1}(\omega, \nu)$ denotes an upper bound on the probability $P[F_{t,S_1}]$. Since it is difficult to obtain closed-form solutions for the optimal values of $\omega$ and $\nu$, we resort to numerical evaluations with exhaustive search to find $\omega$ and $\nu$ that yield a tight bound. Note that since the dependency of $F_{t,S_1}(\omega, \nu)$ on $\omega$ is more complicated than its dependency on $\nu$, there is a much higher complexity when searching for $\omega$ than $\nu$ (see Theorem 6 for instance). In contrast to the case of $\nu = 0$, the feasible region of $\omega$, in which the error requirement is satisfied, is enlarged when both $\omega$ and $\nu$ are taken into consideration. As a result, by introducing $\nu$ in (14), we can reduce the number of sampling points when searching for $\omega$, thereby reducing the complexity of finding an appropriate “good region”.

B. CSIR

In this subsection, we consider the case where CSI and the number of active users are available at the receiver, and establish non-asymptotic bounds for the massive random access model described in Section II. Specifically, we establish an upper bound on the PUPE in Theorem 1. On the basis of it, Corollary 2 is obtained, which presents an achievability bound (upper bound) on the minimum required energy-per-bit for massive random access. In a special case where all users are assumed to be active, we obtain a simplified achievability bound in Corollary 3. Then, in Theorem 4, we establish a converse bound (lower bound) on the minimum required energy-per-bit assuming user activity is known, and thus it can also be regarded as a converse bound for massive random access. Finally, on the basis of Corollary 3 and Theorem 4, we establish scaling laws in Theorem 5 for a special case where all users are assumed to be active.

1) Achievability Bound: An upper bound on the PUPE for massive random access in MIMO quasi-static Rayleigh fading channels with CSIR and known $K_a$ is given in Theorem 1.

**Theorem 1:** Assume that there are $K_a$ active users among $K$ potential users each equipped with a single antenna and the number of BS antennas is $L$. Each user has an individual codebook with size $M = 2^J$ and length $n$ satisfying the maximum power constraint in (3). For massive random access
in MIMO quasi-static Rayleigh fading channels with CSIR and known $K_a$, the PUPE can be upper-bounded as

$$P_e \leq \min_{0 \leq p < \rho \leq p} \left\{ p_0 + \sum_{t=1}^{K_a} \frac{t}{K_a} \min \{1, p_{1,t}, p_{2,t}\} \right\},$$

(17)

where

$$p_0 = K_a \left(1 - \frac{\gamma (n, n\rho)}{1} \right),$$

(18)

$$p_{1,t} = \min_{0 \leq \omega_1, 0 \leq \nu < \omega_1} \left\{ q_{1,t}(\omega, \nu) + q_{2,t}(\omega, \nu) \right\},$$

(19)

$$q_{1,t}(\omega, \nu) = \sum_{t_0=0}^{C_{t,0,t}} \mathbb{E} \left[ \tilde{A}_{S_1}, \tilde{A}_{S_2} \right] \left[ \min_{0 \leq r \leq 0, \lambda_{\min}(\mathbf{B}) \geq 1} \left( -L \left( n \ln(1 + r (1 - \omega)) + \ln |I_{K} + \mathbf{B}| - r \nu \right) \right) \right],$$

(20)

$$C_{t,0,t} = \left( \frac{K_a}{t} \right) \left( \frac{t}{t_0} \right) (K - K_a) (\lambda_{\min} - t - t_0) M^{t_0},$$

(21)

$$\tilde{A} = \frac{1 + r - u (u + r - \omega)}{1 + r (1 - \omega)} \left( \tilde{A}_{S_1} - \frac{u}{u - \omega} \tilde{A}_{S_2} \right) \tilde{A}_{S_2}^H,$$

(22)

$$q_{2,t}(\omega, \nu) =$$

$$\left\{ \begin{array}{ll}
\min_{n \geq 0, \delta \geq 0} \left( \frac{K_a}{t} \right) \mathbb{E} \left[ \tilde{A}_{S_1} \right] \left[ \gamma (tL_x, -n + n + \delta + \lambda_{\min}(\mathbf{B})) \right] + 2 \left( \frac{K_a}{t} \right) \left( n L_x, \nu \right) \mathbb{E} \left[ \tilde{A}_{S_1} \right] \left[ \tilde{A}_{S_1}^H \tilde{A}_{S_1} \right]^{-1/2} \nu \mathbb{E} \left[ \tilde{A}_{S_1} \right] \tilde{A}_{S_1}^H
\end{array} \right\},$$

(23)

$$p_{2,t} = \min_{0 \leq \rho \leq 1, 0 \leq \beta < \rho} \sum_{t_0=0}^{t} \left( \frac{K_a}{t} \right) \left( \frac{t}{t_0} \right) (K - K_a) (\lambda_{\min} - t - t_0) M^{p_{t} t},$$

(24)

Here, $H_1$ and $H_2$ are $t \times L$ submatrices of $H \in \mathbb{C}^{K \times L}$ formed by rows corresponding to the support of $S_1$ and $S_2$, respectively; $H \in \mathbb{C}^{K \times L}$ has i.i.d. $\mathcal{CN}(0, 1)$ entries; $S_1$ is an arbitrary $t$-subset of $K_a$; $S_2 = S_{2,1} \cup S_{2,2}$, where $S_{2,1}$ is an arbitrary $(t-t_0)$-subset of $S_1$ and $S_{2,2}$ is an arbitrary $(t-t_0)$-subset of $S_1$; $\tilde{A}_{S_1} = \tilde{A}_{S_1}^H$ and $\tilde{A}_{S_2} = \tilde{A}_{S_2}^H$; the matrix $A \in \mathbb{C}^{n \times M K}$ is the concatenation of codebooks of the $K$ users without power constraint, which has i.i.d. $\mathcal{CN}(0, P)$ entries; the binary selection matrix $\Phi_{S_1} \in \{0, 1\}^{MK \times K}$ indicates which codewords are transmitted by users in the set $S_1$, where $[\Phi_{S_1}]_{(k-1)M + W_k, k} = 1$ if user $k \in S_1$ is active and transmits the $W_k$-th codeword, and $[\Phi_{S_1}]_{(k-1)M + W_k, k} = 0$ otherwise; and similarly, $\Phi_{S_2} \in \{0, 1\}^{MK \times K}$ indicates which codewords are not transmitted but decoded for users in the set $S_2$.

Proof Sketch: We use a random coding scheme and an ML decoder, which searches for all possible support sets and finds the one that maximizes the likelihood function. As shown in (17), the upper bound on the PUPE comprises of two terms: the first term $p_0$ upper-bounds the total variation distance between the measure with power constraint and the one without power constraint, whose expression is given in (18) relying on a straightforward utilization of the union bound; the second term $\sum_{t=1}^{K_a} \frac{t}{K_a} \min \{1, p_{1,t}, p_{2,t}\}$ upper-bounds the PUPE assuming there is no power constraint. Here, $p_{1,t}$ and $p_{2,t}$ denote two upper bounds on $P \left[ \mathcal{F}_t \right]$, which indicates the probability of the event that there are exactly $t$ misdecoded users. We have $P \left[ \mathcal{F}_t \right] \leq \left( \frac{K_a}{t} \right) P \left[ \mathcal{F}_{t, S_1} \right]$. As mentioned in Section III-A, upper-bounding $P \left[ \mathcal{F}_{t, S_1} \right]$ is involved since $\mathcal{F}_{t, S_1}$ is essentially the union of a massive number of events. Two upper bounds on $P \left[ \mathcal{F}_t \right]$, i.e. $p_{1,t}$ and $p_{2,t}$, are obtained as follows:

- In Appendix A, we derive a general upper bound on the PUPE based on Fano’s bounding technique [29]. We obtain $p_{1,t}$ by particularizing this general bound to the CSIR case and performing additional manipulations as introduced in Appendix B-A. Specifically, we upper-bound $P \left[ \mathcal{F}_t \right]$ by the sum of two terms as presented in (19). The first term $q_{1,t}(\omega, \nu)$ denotes an upper bound on the probability of the joint event that the decoder yields exactly $t$ misdecoded users and the received signal falls inside the “good region”. The expression of $q_{1,t}(\omega, \nu)$ is given in (20), which is obtained by applying the union bound, Chernoff bound, and moment generating function of quadratic forms [39]. The second term $q_{2,t}(\omega, \nu)$ upper-bounds the probability of the event that the received signal falls outside this region, whose expression is given in (23).

- The expression of $p_{2,t}$ is given in (24), which is derived relying on Gallager’s p-trick [30] as introduced in Appendix B-B. Specifically, given a set $S_1$ including $t$ misdecoded users and a set $S_2$ including $t$ detected users with false alarm codewords, Gallager’s p-trick is applied to the union of about $M^t$ events, corresponding to different sets of false alarm codewords.

See Appendix B for the complete proof.

The following corollary of Theorem 1 provides an achievable bound on the minimum required energy-per-bit for the massive random access problem with CSIR and known $K_a$ at the receiver.

**Corollary 2:** Assume that there are $K_a$ active users among the $K$ potential users each equipped with a single antenna and the number of BS antennas is $L$. Each user has an individual codebook with size $M = 2^L$ and length $n$ satisfying the maximum power constraint in (3). For massive random access in MIMO quasi-static Rayleigh fading channels with CSIR and known $K_a$, the minimum energy-per-bit $E_{\text{CSIR}, K_a}^e(n, M, \epsilon)$
for satisfying the PUPE requirement in (4) can be upper-bounded as
\[ E^*_a,\text{CSIR},K_a(n,M,\epsilon) \leq \inf \frac{nP}{J}, \]  
where the inf is taken over all \( P > 0 \) satisfying that
\[ \epsilon \geq \min_{0 < P' < P} \left\{ p_0 + \frac{K}{t} \sum_{i=1}^{K_a} \min\left\{ 1, p_{1,t}, p_{2,t} \right\} \right\}. \]  
(26)

Here, \( p_0, p_{1,t}, \) and \( p_{2,t} \) are the same as those in Theorem 1.

In a special case where all users are assumed to be active, Corollary 2 reduces to the following Corollary 3. In essence, the achievability bound for the case where all users are active is equivalent to that with knowledge of the active user set.

**Corollary 3:** Assume that all users are active, i.e. \( K_a = K \). Suppose each user is equipped with a single antenna and the number of BS antennas is \( L \). Each user has an individual codebook with size \( M = 2^L \) and length \( n \) satisfying the maximum power constraint in (3). In MIMO quasi-static Rayleigh fading channels with CSIR, the minimum energy-per-bit \( E^*_a,\text{CSIR},K_a(n,M,\epsilon) \) for satisfying the PUPE requirement in (4) can be upper-bounded as
\[ E^*_a,\text{CSIR},K_a(n,M,\epsilon) \leq \inf \frac{nP}{J}, \]  
where the inf is taken over all \( P > 0 \) satisfying that
\[ \epsilon \geq \min_{0 < P' < P} \left\{ p_0 + \frac{K}{t} \sum_{i=1}^{K_a} \min\left\{ 1, \tilde{p}_{1,t}, \tilde{p}_{2,t} \right\} \right\}. \]  
(28)

Here, \( p_0 \) follows from \( p_0 \) in (18) by allowing \( K_a = K \); \( \tilde{p}_{1,t} \) is obtained by assuming \( S_1 = S_2 \) and \( K_a = K \) in (19), (20), (21), (22), and (23); and \( \tilde{p}_{2,t} \) is given by
\[ \tilde{p}_{2,t} = \min_{0 \leq \rho \leq 1, \rho \in \mathbb{N}_+} \left( K \right) \frac{M^{pt}}{t} \mathbb{E}_{\mathbf{G}} \left[ I_1 + \frac{P}{1+\rho} \mathbf{G} \mathbf{G}^H \right]^{-L}, \]  
(29)

where each element of \( \mathbf{G} \in \mathbb{C}^{t \times \rho n} \) is i.i.d. \( \mathcal{CN}(0,1) \) distributed. To simplify simulation complexities, \( \tilde{p}_{2,t} \) can be further upper-bounded as
\[ \tilde{p}_{2,t} \leq \tilde{p}_{2,t}^u = \min_{0 \leq \rho \leq 1, \rho \in \mathbb{N}_+} q(\rho), \]  
(30)

\[ q(\rho) = \begin{cases} \binom{K}{t} M^{pt} \left( \frac{m^t}{1+t} \right)^{-L-t} \prod_{i=\rho^m+1}^{\rho n} \frac{1-(i-L)}{1+(i-L)}, & \rho n \geq t+L \\ \binom{K}{t} M^{pt} \left( \frac{m^t}{1+t} \right)^{-L-\rho n} \prod_{i=\rho^m+1}^{\rho n} \frac{1-(i-L)}{1+(i-L)}, & \rho n \leq t-L \\ 1, & t-L < \rho n < t+L \end{cases} \]
(31)

**Proof:** See Appendix C.

When the BS is equipped with a single antenna, assuming all users are active and the number of users grows linearly and unboundedly with the blocklength, an achievability bound on the minimum required energy-per-bit was derived in [8, Th. IV 4] for the case of CSIR. In contrast, we consider a more practical communication system with random access, multiple BS antennas, and finite blocklength. In general, there are two major differences in the proof ideas of our achievability bounds and the result in [8, Th. IV.4]. First, we utilize standard bounding techniques proposed by Fano [29] and by Gallager [30] (corresponding to (19) and (24) in Theorem 1, respectively), whereas only the latter one, namely Gallager’s \( \rho \)-trick, is used in [8, Th. IV.4]. When random access is taken into consideration, in contrast to the “good region”-based bound (19), more samples are required by Gallager’s \( \rho \)-trick bound (24) to obtain a good estimate, which can be observed from numerical simulation. Gallager’s \( \rho \)-trick bound (24) is easy-to-evaluate only for a special case with knowledge of the active user set. Thus, for the massive random access problem, we resort to the bounding technique proposed by Fano [29] and the “good region” selected in (14). Second, when the BS is equipped with a single antenna, a key idea used in [8, Th. IV.4] is to drop a subset of users (less than \( \epsilon K_a \)) with very bad channel gains and decode the rest [40]. However, this idea is not applicable in our regime for two reasons: 1) as introduced in Section IV, \( \epsilon K_a \) is very small and even less than 1 in most of our considered settings, thereby making this decoding technique useless; 2) the channel quality imbalance between different users is greatly reduced when multiple antennas are equipped at the receiver, and it is not necessary to drop some users.

**2) Converse Bound:** Apart from the achievability bound, we provide a converse bound on the minimum required energy-per-bit for the massive random access problem in MIMO quasi-static Rayleigh fading channels with CSIR in the following theorem.

**Theorem 4:** Assume that there are \( K_a \) active users among \( K \) potential users each equipped with a single antenna and the number of BS antennas is \( L \). Let \( M = 2^L \), be the codebook size and \( n \) be the blocklength. For massive random access in MIMO quasi-static Rayleigh fading channels with CSIR, the minimum energy-per-bit \( E^*_a,\text{CSIR},K_a(n,M,\epsilon) \) for satisfying the PUPE requirement in (4) can be lower-bounded as
\[ E^*_a,\text{CSIR},K_a(n,M,\epsilon) \geq \inf \frac{nP}{J}. \]
(32)
The inf is taken over all \( P > 0 \) satisfying that
\[ \left( \frac{t}{K_a} - \epsilon \right) J - h_2(\epsilon) \leq \frac{n}{K_a} \mathbb{E}_{\mathbf{H}_t} \left[ \log_2 \left| \mathbf{I}_L + P \mathbf{H}_t^H \mathbf{H}_t \right| \right], \]
(33)
where \( \mathbf{H}_t \in \mathbb{C}^{t \times L} \) has i.i.d. \( \mathcal{CN}(0,1) \) entries. The condition in (33) can be loosened to:
\[ \left( \frac{t}{K_a} - \epsilon \right) J - h_2(\epsilon) \leq \frac{n}{K_a} \min\left\{ L \log_2(1+P_t), t \log_2(1+PL) \right\}, \forall t \in [K_a]. \]  
(34)

The minimum required energy-per-bit \( E^*_a,\text{CSIR},K_a(n,M,\epsilon) \) should also satisfy the meta-converse bound for the single-user multiple-receive-antenna channel with CSIR [41, Th. 1].
Proof Sketch: For the converse bound with multiple users, we first utilize the Fano inequality and then bound the mutual information therein under the assumption of CSI, which contributes to (33). In order to simplify calculations, we further upper-bound the RHS of (33) and obtain (34) by applying the concavity of the $\log_2 |\cdot|$ function. Moreover, the minimum required energy-per-bit $E_{\text{CSIR}}^k(n, M, \epsilon)$ should also satisfy the converse bound for the single-user multiple-antenna channels in the CSIR case [41, Th. 1], which is based on the meta-converse theorem in [11]. See Appendix D for the complete proof.

3) Asymptotic Analysis: On the basis of the achievability bound in Corollary 3 and the converse bound in Theorem 4, we establish scaling laws of the number of reliably served users in Theorem 5 for a special case where all users are assumed to be active.

Theorem 5: Assume that all users are active, i.e., $K_a = K$. Each user is equipped with a single antenna and the number of BS antennas is $L$. The channel is assumed to be Rayleigh distributed. Each user has an individual codebook with size $M$ and length $n$ satisfying the maximum power constraint in (3). Let $n, K \to \infty$, $M = \Theta(1)$, $\ln K = o(n)$, and $K_P = \Omega(1)$. In the case of CSIR, the PUPE requirement in (4) is satisfied if and only if $\frac{nL \ln K_P}{K} = \Omega(1)$.

Proof: See Appendix E.

Remark 1: In the case of CSIR, under the assumptions in Theorem 5, the sufficient and necessary condition $\frac{nL \ln K_P}{K} = \Omega(1)$ for satisfying the PUPE requirement can be divided into the following two regimes: 1) $\frac{nL}{n} = \Omega(1)$ and $K_P = \Theta(1)$; 2) $\frac{nL \ln K_P}{K} = \Omega(1)$ and $K_P \to \infty$. The first regime is power-limited, where the number of degrees of freedom, i.e., $n \min \{K, L\} = nL$, grows linearly with the number of users. It was pointed out in [32] that, in the single-user case, the minimum received energy-per-user required to transmit a finite number of information bits is given by $nLP = \Theta(1)$. By allocating orthogonal resources to $K$ users, the minimum required energy-per-user $nLP$ in the first regime can be as low as that in the single-user case. The second regime is degrees-of-freedom-limited, where the number of degrees of freedom, i.e., $nL$, is far less than the number of users, and the minimum received energy-per-user $nLP \to \infty$.

Remark 2: In the case of CSIR, under the maximum power constraint in (3) and the PUPE requirement in (4), the number of reliably served users is in the order of $O(n^2)$ in two regimes: 1) the number of BS antennas is $L = \Theta(n)$ and the power satisfies $P = \Theta(\frac{1}{n})$; 2) the number of BS antennas is $L = \Theta(\frac{1}{ln n})$ and the power satisfies $P = \Theta(\frac{1}{n})$. Our scaling law in Theorem 5 is proved from both the achievability side and the converse side, which reveals the tightness of our bounds in Corollary 3 and Theorem 4 in asymptotic cases. Moreover, it indicates the great potential of multiple receive antennas for the data detection problem. Specifically, we can observe from the condition $\frac{nL \ln K_P}{K} = \Omega(1)$ that, when the number $L$ of BS antennas is increased, the maximum number $K$ of reliably served users can be greatly increased and the required blocklength $n$ and power $P$ can be greatly decreased. As in Remark 2, in order to reliably serve $K = O(n^2)$ users, when the number of BS antennas is increased from $L = \Theta(\frac{n}{\ln n})$ to $L = \Theta(n)$, the minimum required power can be considerably decreased from $P = \Theta(\frac{1}{n})$ to $P = \Theta(\frac{1}{\ln n})$. Notably, the case of $P = \Theta(\frac{1}{n})$ and the case of $P = \Theta(\frac{1}{\ln n})$ imply that the energy-per-bit is finite and goes to 0, respectively, which are crucial in practical communication systems with stringent energy constraints.

C. No-CSI

In this subsection, we consider the case where neither the transmitters nor the decoder knows the realization of fading coefficients, but they both know the distribution. In this noncoherent setting, we establish non-asymptotic bounds for the massive random access model described in Section II, where both the cases with known $K_a$ and unknown $K_a$ are considered. Specifically, in Theorem 6, we establish an upper bound on the PUPE for massive random access with known $K_a$. On the basis of it, Corollary 7 is established, which presents an achievability bound (upper bound) on the minimum required energy-per-bit. For a general setting where the number of active users is random and unknown at the receiver, we establish an achievability bound on the minimum required energy-per-bit in Theorem 8. Then, we present the converse bounds (lower bounds) on the minimum required energy-per-bit in the cases with and without the knowledge of the number $K_a$ of active users at the receiver in Theorem 9 and Theorem 10, respectively, where the multiple-user Fano type bounds are established under the assumption of i.i.d. Gaussian codebooks. Finally, on the basis of Corollary 7 and Theorem 9, we establish scaling laws in Theorem 11 for a special case where all users are assumed to be active.

1) Achievability Bound With Known $K_a$: An upper bound on the PUPE for massive random access in MIMO quasi-static Rayleigh fading channels in the case with no-CSI and known $K_a$ is given in Theorem 6.

Theorem 6: Assume that there are $K_a$ active users among $K$ potential users each equipped with a single antenna and the number of BS antennas is $L$. Each user has an individual codebook with size $M = 2^n$ and length $n$ satisfying the maximum power constraint in (3). For massive random access in MIMO quasi-static Rayleigh fading channels with known $K_a$ but unknown CSI at the receiver, the PUPE is upper-bounded as

\[ P_e \leq \min_{0 < P^* < P} \left\{ p_0 + \sum_{i=1}^{K_a} \frac{t}{K_a} \min \{1, p_t\} \right\}, \tag{35} \]

where

\[ p_0 = K_a \left( 1 - \gamma \left( \frac{n}{\ln n}, \frac{1}{\Gamma(n)} \right) \right), \tag{36} \]

\[ p_t = \min_{0 \leq \omega \leq 1, 0 \leq \nu} \{ q_{1,t}(\omega, \nu) + q_{2,t}(\omega, \nu) \}, \tag{37} \]

\[ q_{1,t}(\omega, \nu) = \left( K_a \frac{t}{\Gamma(t)} \right)^{K_a + t} \sum_{i=1}^{K_a} \min_{u \geq 0, r \geq 0, \lambda_{\min}(B) > 0} \exp \left( L(n\nu - u\ln |F'|) \right). \]
there are about $M$ is Gaussian distributed, making the analysis easier. The two effects in the analysis. Fortunately, when channels are CSI case. As a result, the effects due to noise and channel technique proposed by Fano \[29\] and apply the “good region” of two terms as in (35): the first term known and no-CSI case because they exist in many terms including at first. However, the probability over false alarm codewords for users in the set $S$ is an arbitrary $t$-subset of $K_a$; $A_{S_2}$ denotes an $n \times |S_2|$ submatrix of $A$ including transmitted codewords of active users in the set $S \subset K_a$; $A_{S_2}^H$ denotes an $n \times |S_2|$ submatrix of $A$ including false-alarm codewords for users in the set $S_2$; the matrix $A \in \mathbb{C}^{n \times MK}$ is the concatenation of codebooks of the $K$ users without power constraint, which has i.i.d. $\mathcal{CN}(0, P^*)$ entries; and $\lambda_1, \ldots, \lambda_n$ denote non-zero eigenvalues of $F_1^{-1} A_S^H A_S^H$, with $m = \min \{n, t\}$.

**Proof Sketch:** Similar to the CSIR case, we use the random coding scheme and the ML decoder in the no-CSI case with known $K_a$. The PUPE can be upper-bounded as the sum of two terms as in (35): the first term $p_0$ upper-bounds the total variation distance between the measures with and without power constraint; the second term $\sum_{t=1}^{K_a} t \min \{1, p_t\}$ upper-bounds the PUPE assuming there is no power constraint. Here, $p_t$ denotes an upper bound on $P\{|F_i|\}$, which indicates the probability of the event that there are exactly $t$ misdected users. There are some differences in bounding $P\{|F_i|\}$ between the case of CSIR and no-CSI. First, Gallager’s $\rho$-trick is difficult to apply in the no-CSI case. Specifically, for a set $S_2$ including $t$ detected users with false alarm codewords, there are about $M^t$ (extremely large) events corresponding to different sets of false alarm codewords. Gallager’s $\rho$-trick can be useful only if it is applied to the union of these events at first. However, the probability over false alarm codewords conditioned on other variables is difficult to handle in the no-CSI case because they exist in many terms including $\ln |\cdot|$ and $\text{tr}(\cdot)$. Therefore, in this case, we only utilize the bounding technique proposed by Fano \[29\] and apply the “good region” selected in (14). Second, different from the CSI case, both the channel and noise are unknown to the receiver in the no-CSI case. As a result, the effects due to noise and channel are coupled together, and it is difficult to separate these two effects in the analysis. Therefore, when channels are Rayleigh distributed, conditioned on $X$, the received signal $Y$ is Gaussian distributed, making the analysis easier. The main techniques used for bounding $P\{|F_i|\}$ in the CSI case, such as the Chernoff bound and moment generating function of quadratic forms, are applied in the no-CSI case. See Appendix F for the complete proof.

The following corollary of Theorem 6 provides an achievability bound on the minimum required energy-per-bit for massive random access with known $K_a$ and no-CSI at the receiver.

**Corollary 7:** Assume that there are $K_a$ active users among $K$ potential users each equipped with a single antenna and the number of BS antennas is $L$. Each user has an individual codebook with size $M = 2^t$ and length $n$ satisfying the maximum power constraint in (3). For massive random access in MIMO quasi-static Rayleigh fading channels with known $K_a$ but unknown CSI at the receiver, the minimum energy-per-bit $E_{b,\text{no-CSI},K_a}(n, M, \epsilon)$ for satisfying the PUPE requirement in (4) can be upper-bounded as

$$E_{b,\text{no-CSI},K_a}(n, M, \epsilon) \leq \inf_{0 \leq P < P^*} \frac{np}{J},$$

where the inf is taken over all $P > 0$ satisfying that

$$\epsilon \geq \min_{0 < P' < P} \left\{ p_0 + \sum_{t=1}^{K_a} t \min \{1, p_t\} \right\}.$$ (45)

Here, $p_0$ and $p_t$ are the same as those in Theorem 6.

In the single-receive-antenna setting with known active user set, an asymptotic achievability bound on the minimum required energy-per-bit was derived in [8, Th. IV.1] for the no-CSI case. In the multiple-receive-antenna setting, a non-asymptotic achievability bound is provided in Corollary 7. There are some differences between the proof ideas of [8, Th. IV.1] and Theorem 6 in our work. First, we utilize the “good region” given in (14), which is better than the one used in [8, Th. IV.1] and reduces to it if $\nu$ is set to 0 as mentioned in Section III-A. Second, the projection decoder is used in [8, Theorem IV.1] for the single-receive-antenna setting, but we leverage the ML decoder in the multiple-receive-antenna setting in this work. As mentioned in the introduction, the projection decoder has an advantage of requiring no knowledge of the fading distribution, which can be observed from the decoding criterion of the projection decoder given by

$$\hat{K}_a, \{\hat{W}_k : k \in \hat{K}_a\} = \arg\max_{\hat{K}_a \subseteq \{K\}, |\hat{K}_a| = K_a} \max_{\{\hat{W}_k : k \in \hat{K}_a\}} P\{Y|X, \{\hat{W}_k : k \in \hat{K}_a\}, \mathbf{H}\},$$ (46)

where $X \in \mathbb{C}^{n \times MK}$ denotes the concatenation of codebooks of the $K$ users, $\mathbf{H}$ contains the channel fading coefficients, $Y$ denotes the received signal, $\hat{K}_a$ denotes the estimated set of active users, and $\hat{W}_k$ denotes the decoded message for user $k$. However, the projection decoder can be ineffectual when it is applied to the framework with multiple receive antennas and the number of active users is larger than the blocklength. Meanwhile, it is challenging (although not impossible) to jointly deal with the signals received over $L$ antennas based on the projection decoder, because the analysis of the angle between the subspace spanned by $L$ received signals and the one spanned by $K_a$ codewords is quite involved. Thus, we leverage the ML decoder in this work, which is efficient in the multiple-receive-antenna setting no matter whether $K_a$ is less than $n$ or not, at the price of requiring a priori distribution on $\mathbf{H}$, which can be observed from the ML decoding criterion.
given by
\[
\left[ \tilde{K}_d, \{\tilde{W}_k : k \in \tilde{K}_d \} \right]
= \arg \max_{K_d \subseteq \{1, \ldots, K\}} \mathbb{P} \left[ Y \left| X, \{\tilde{W}_k : k \in \tilde{K}_d \} \right. \right],
\]
(47)
\[
\mathbb{P} \left[ Y \left| X, \{\tilde{W}_k : k \in \tilde{K}_d \} \right. \right] = E_H \left\{ \mathbb{P} \left[ Y \left| X, \{\tilde{W}_k : k \in \tilde{K}_d \}, H \right. \right] \right\}.
\]
(48)

2) Achievability Bound With Random and Unknown \( K_a \): In Theorem 6 and Corollary 7, we assume \( K_a \) is known at the receiver in advance and the decoder outputs \( K_a \) messages. In such a setup, a misdetection for a user implies a false-alarm for another user, and vice versa. In this part, we consider a general case in which the number of active users is random and unknown to the receiver. In this case, we need to account for both the per-user probability of misdetection and the per-user probability of false-alarm. The following theorem provides an achievable bound on the minimum required energy-per-bit for the no-CSI case when the number \( K_a \) of active users is random and unknown.

Theorem 8: Assume that there are \( K \) potential users each equipped with a single antenna and the number of BS antennas is \( L \). The number of active users is assumed to be random and unknown, which is distributed as \( K_a \sim \text{Binom}(K, p_a) \). Each user has an individual codebook with size \( m = 2^J \) and length \( n \) satisfying the maximum power constraint in (3). For massive random access in MIMO quasi-static Rayleigh fading channels with no-CSI, the minimum energy-per-bit \( E^*_{b,s} \text{no-CISI,no-K}_a(n, M, \epsilon_{\text{MD}}, \epsilon_{\text{FA}}) \) for satisfying the per-user probability of misdetection and the per-user probability of false-alarm requirements in (7) and (9) can be upper-bounded as

\[
E^*_{b,s} \text{no-CISI,no-K}_a(n, M, \epsilon_{\text{MD}}, \epsilon_{\text{FA}}) \leq \inf \frac{n^P}{\bar{J}}.
\]
(49)

The inf is taken over all \( P > 0 \) satisfying
\[
\epsilon_{\text{MD}} \geq \min_{0 < \rho < P} \left\{ p_0 + \sum_{K_a=1}^{K} \frac{p_{K_a}(K_a)}{K_a} \sum_{K_a'; \epsilon \in T_{K_a'}} \frac{t + (K_a - K_a')^+}{K_a} \cdot \min \left\{ 1, \sum_{t' \in T_{K_a'}} p_{K_a', t', t', p_{K_a' \rightarrow K_a'}} \right\} \right\},
\]
(50)
\[
\epsilon_{\text{FA}} \geq \min_{0 < \rho < P} \left\{ p_0 + \sum_{K_a=0}^{K} \frac{p_{K_a}(K_a)}{K_a} \sum_{K_a'; \epsilon \in T_{K_a'}} \frac{t' + (K_a' - K_a)^+}{K_a} \cdot \min \left\{ 1, p_{K_a', t', t', p_{K_a' \rightarrow K_a'}} \right\} \right\},
\]
(51)

where
\[
p_0 = p_a K \left( 1 - \frac{\gamma (n, \frac{n^P}{\bar{J}})}{\Gamma (n)} \right),
\]
(52)
Here, $F$, $F'$, and $F_1$ are defined in (40), (41), and (42), respectively; $r'$ denotes a nonnegative integer referred to as the decoding radius; $S_1$ is an arbitrary subset of $K_a$ of size $t + (K_a - K_{a,u})^+$, which denotes the set of users whose codewords are misdecoded and can be divided into two subsets $S_{1,1}$ and $S_{1,2}$ of size $(K_a - K_{a,u})^+$ and $t$, respectively; $S_2$ is an arbitrary subset of $K_a \setminus (S_1 \cup K_{a,u})$ of size $t' + (K_{a,d} - K_a)^+$, which denotes the set of detected users with false-alarm codewords; $S_{2,1}$ is an arbitrary subset of $S_2$ of size $(K_a' - K_a)^+$; $A_S$ denotes an $n \times |S|$ submatrix of $A$ including transmitted codewords of users in the set $S \subseteq K_a$; $A_{S,t}$ denotes an $n \times |S|$ submatrix of $A$ including false-alarm codewords for users in the set $S \subseteq K_a$; the matrix $A \in \mathbb{C}^{n \times MK}$ is the concatenation of codeworks of all users without power constraint, which has i.i.d. $CN(0, P)$ entries; $\lambda_1, \ldots, \lambda_m$ are non-zero eigenvalues of $A_{K_a} A_{K_a}^H$ in decreasing order with $m' = \min\{n, K_a\}$; and $\lambda_1, \ldots, \lambda_m$ denote non-zero eigenvalues of $F_1^{-1} A_{S,t} A_{S,t}^H$ with $m = \min\{n, t + (K_a - K_{a,u})^+\}$.

Proof Sketch: The receiver first estimates the number of active users via an energy-based estimator, which is denoted as $K_a'$, and then outputs a set of decoded messages of size $\hat{K}$; the matrix $A \in \mathbb{C}^{n \times MK}$ is the concatenation of codeworks of all users without power constraint. When there is no power constraint, $p_{K_a' \rightarrow K_a' \hat{K}}$ upper-bounds the probability of the event that the estimation of $K_a$ is $K_a'$, which is obtained based on the Chernoff bound and moment generating function of quadratic forms. Moreover, $p_{K_a' \rightarrow K_a' t' t'}$ upper-bounds the probability of the event that there are exactly $t + (K_a - K_{a,u})^+$ misdetected codewords and $t' + (K_{a,d} - K_a)^+$ false-alarm codewords, which is derived along similar lines as in the case of known $K_a$. See Appendix G for the complete proof.

Theorem 8 presents an achievability bound on the minimum required energy-per-bit for the case in which the number $K_a$ of active users is random and unknown. Specifically, we first estimate the number of active users via an energy-based estimator, which is denoted as $K_a'$; then, we obtain a set of decoded messages of size $\hat{K}$ via an MAP-based decoder, where $\hat{K}$ is selected from the interval $[K_{a,d}'; K_{a,u}]$ determined by $K_a'$ and $r'$. The decoding radius $r'$ can be optimized according to the target misdetection and false-alarm probabilities. In general, a large decoding radius $r'$ can reduce the error probabilities suffering from inaccurate estimation of the number of active users; however, increasing $r'$ may increase the chance that the decoder returns a set of codewords whose posterior probability is larger than that of the transmitted codewords, especially when $P$ is small [19].

Compared with [19], where a random-coding achievable bound was derived for Gaussian massive random access channels assuming $K_a$ is unknown a priori, there are two main changes in this work. First, we employ the MAP-based decoder rather than the ML-based decoder used in [19]. When $K_a$ is unknown, the number of decoded messages is not given in advance. In this case, it is more advantageous to use the MAP-based decoder since it incorporates prior distributions in users’ messages of various sizes, at the price of requiring the knowledge of the distribution of $K_a$. Indeed, knowing the distribution of $K_a$ is a common assumption in many works such as [19], [34], [35], and [36]. Second, compared with Gaussian channels considered in [19], we further consider the massive random access problem in MIMO quasi-static Rayleigh fading channels, which increases the difficulties of upper-bounding the error probabilities. For example, the probability of the event that the number of active users is estimated as $K_a'$ is obtained by straightforward manipulation in [19], whereas more techniques, such as the Chernoff bound, “good region”-trick, and moment generating function of quadratic forms, are employed in quasi-static Rayleigh fading channels.

3) Converse Bound With Known $K_a$: In Theorem 9, we provide a converse bound on the minimum required energy-per-bit for massive random access in MIMO quasi-static Rayleigh fading channels with no-CSI and known $K_a$. This converse bound contains two parts, namely the multiple-user Fano type bound and the single-user bound, where the former relies on the assumption of i.i.d Gaussian codebooks (i.e., the converse is a weaker ensemble converse), but the single-user bound holds for all codes.

Theorem 9: Assume that there are $K_a$ active users among $K$ potential users each equipped with a single antenna and the number of BS antennas is $L$. Each user has an individual codebook with size $M = 2^J$ and length $n$. For massive random access in MIMO quasi-static Rayleigh fading channels with no-CSI and known $K_a$, the minimum energy-per-bit required
for satisfying the PUPE requirement in (4) can be lower-bounded as
\[ E_{b,\text{no-CSI},K_a}(n, M, \epsilon) \geq \inf \frac{nP}{r}. \]  
(74)
The inf is taken over all \( P > 0 \) satisfying the following two conditions:

1) Under the assumption that codewords have i.i.d. Gaussian entries, it should be satisfied that
\[ b_1 \leq \frac{LC}{K_a} - \frac{L}{K_a} \mathbb{E}_{X_{n}} \left[ \log_2 \left| I_{K_a} + X_{K_a}^{H} X_{K_a} \right| \right], \]  
(75)
\[ C = \min \left\{ n \log_2 \left( 1 + K_a P \right), K_a M \log_2 \left( 1 + \frac{nP}{M} \right) \right\}, \]  
(76)
where \( b_1 = J(1 - \epsilon) - h_2(\epsilon) \) and \( X_{K_a} \) is an \( n \times K_a \) matrix with each entry i.i.d. from \( \mathcal{CN}(0, P) \). The condition \( (75) \) can be loosened to
\[ b_1 \leq \frac{LC}{K_a} - \frac{L}{K_a} \sum_{i=0}^{K_a-1} \left( \psi(n - i) \log_2 e \right. \]
\[ + \log_2 \left( P + \frac{1}{n-\epsilon} \right), \quad 1 \leq K_n \leq n, \]
\[ + \log_2 \left( P + \frac{1}{K_a-1} \right), \quad K_a > n \]  
(77)
where \( \psi(\cdot) \) denotes Euler’s digamma function.

2) The single-user finite-blocklength bound shows that
\[ M \leq \frac{1}{\mathbb{P} \left[ \chi^2(2L) \geq (1 + (n+1)P)r \right]}, \]  
(78)
where \( r \) is the solution of
\[ \mathbb{P} \left[ \chi^2(2L) \leq r \right] = \epsilon. \]  
(79)

**Proof Sketch:** Similar to the CSIR case, we first utilize Fano’s inequality; then, we follow the idea in [42] to deal with the mutual information therein. Under the assumption of i.i.d. Gaussian codebooks, we obtain \( (75) \) for the scenario with multiple BS antennas and finite blocklength, which reduces to an easy-to-evaluate bound in \( (77) \). Moreover, the minimum required energy-per-bit \( E_{b,\text{no-CSI},K_a}(n, M, \epsilon) \) should also satisfy the single-user meta-converse bound in [43, Th. 3] with three changes as follows: 1) both the number of transmitting antennas and the number of subcodewords are set to be 1; 2) the blocklength is changed from \( n \) to \( n + 1 \) because we consider the maximum power constraint in (3), which can be replaced by the equal power constraint in [43] following from the standard \( n \rightarrow n + 1 \) trick \([11, \text{Lemma 39}]\); 3) to reduce the simulation complexity of the meta-converse bound in the single-user case, we choose the auxiliary distribution as \( Q_{Y(n+1)\times L} = \prod_{l=1}^{L} \mathcal{CN}(0, I_{n+1}) \), rather than the output distribution induced by the input distribution considered in [43]. See Appendix H for the complete proof of the Fano type bound.

Under the assumption that the entries of codebooks are i.i.d. with mean zero and variance \( P \), a converse bound was established in [8] and [42], in which the number of users is assumed to grow linearly and unboundedly with the blocklength and the BS is assumed to be equipped with a single antenna. In the scenario with multiple BS antennas and finite blocklength, some useful techniques used in [8] and [42], such as some results from random matrix theory, are not applicable, and it becomes more involved to obtain an easy-to-evaluate converse bound. Instead, in Theorem 9, we make stronger assumptions, i.e., we assume codebooks have i.i.d. \( \mathcal{CN}(0, P) \) entries, which makes the analysis easier. This raises an interesting open question of whether an easy-to-evaluate non-asymptotic converse bound can be obtained for the massive access problem in the multiple-receive-antenna setting under more general assumptions on the codebooks.

4) Converse Bound With Random and Unknown \( K_a \): In Theorem 10, we provide a converse bound on the minimum required energy-per-bit for massive random access in MIMO quasi-static Rayleigh fading channels with no-CSI and unknown number of active users. Similar to the case of known \( K_a \), the converse bound in Theorem 10 contains two parts, namely the multiple-user Fano type bound and the single-user bound, where the former relies on the assumption of i.i.d Gaussian codebooks (i.e., the converse is a weaker ensemble converse), but the single-user bound holds for all codes.

**Theorem 10:** Assume that there are \( K \) potential users each equipped with a single antenna and the number of BS antennas is \( L \). The number of active users is random and unknown, which is distributed as \( K_a \sim \text{Binom}(K, p_a) \). Each user has an individual codebook with size \( M = 2^L \) and length \( n \). For massive random access in MIMO quasi-static Rayleigh fading channels with no-CSI, the minimum energy-per-bit required for satisfying the error requirements in (7) and (9) can be lower-bounded as
\[ E_{b,\text{no-CSI,no-K}_a}(n, M, \epsilon_{\text{MD}}, \epsilon_{\text{FA}}) \geq \inf \frac{nP}{r}. \]  
(80)
The inf is taken over all \( P > 0 \) satisfying the following two conditions:

1) Under the assumptions that each codebook has i.i.d. \( \mathcal{CN}(0, P) \) entries and \( \epsilon_{\text{MD}} + \epsilon_{\text{FA}} \leq 1 - \frac{1}{1+2^L p_a / p_a^{-1}} \), it should be satisfied that
\[ b_1 \leq \frac{LC}{K_a} - \frac{L}{K_a} \sum_{K_a=0}^{K} P_{K_a}(K_a) \mathbb{E}_{X_{K_a}} \left[ \log_2 \left| I_n + X_{K_n} X_{K_a}^{H} \right| \right], \]  
(81)
\[ b_1 = (1 - \epsilon_{\text{MD}} - \epsilon_{\text{FA}}) (h_2(p_a) + p_a J) - h_2(\epsilon_{\text{MD}} + \epsilon_{\text{FA}}), \]  
(82)
\[ C = \min \left\{ n \log_2 \left( 1 + p_a K P \right), K_a M \log_2 \left( 1 + \frac{p_a}{M} nP \right) \right\}, \]  
(83)
where \( P_{K_a}(K_a) \) denotes the probability of the event that there are exactly \( K_a \) active users given in (5) and \( X_{K_a} \) denotes an \( n \times K_a \) matrix with each entry i.i.d. from \( \mathcal{CN}(0, P) \).

2) The single-user finite-blocklength bound shows that
\[ M \leq \frac{1}{\mathbb{P} \left[ \chi^2(2L) \geq (1 + (n+1)P)r \right]}, \]  
(84)
where $r$ is the solution of

$$P \left[ \chi^2(2L) \leq r \right] = \epsilon_2,$$

(85)

$$\epsilon_1 = \min \left\{ 1, \frac{\epsilon_{FA}}{1 - p_a} \right\},$$

(86)

$$\epsilon_2 = \min \left\{ 1, \frac{\epsilon_{MD}}{p_a} \right\}.$$

(87)

**Proof Sketch:** Both Condition 1 and Condition 2 take the uncertainty of user activities into consideration. Inspired by [4], condition 1 is established for the massive random access problem applying Fano’s inequality, under the assumption that codebooks have i.i.d. $\mathcal{CN}(0, P)$ entries. Condition 2 is established based on the single-user random access converse result in [18, Th. 2] with a properly selected auxiliary distribution (motivated by [44]). See Appendix I for the complete proof.

In [4], a Fano type converse bound was established for Gaussian massive random access channels under the joint error probability criterion. In this case, it was pointed out in [4] that Fano’s converse bound matches the achievability result well in terms of the message-length capacity, and the capacity penalty due to unknown user activities on each of the $K_a$ active users is $H_2(p_a)/p_a$ in the asymptotic regime with infinite number of users. In this work, under the assumption of Gaussian codebooks, we extend the Fano type converse result in [4] to the multiple-receive-antenna fading channels under the PUPE criterion. Moreover, based on the result in [18], we establish a finite-blocklength converse bound for the single-user random access problem in multiple-receive-antenna fading channels with unknown user activity, which can also be regarded as a converse bound for the massive random access problem.

5) Asymptotic Analysis: On the basis of the achievability bound in Theorem 6 and the converse bound in Theorem 9, we establish scaling laws of the number of reliably served users in Theorem 11 for a special case in which all users are assumed to be active.

**Theorem 11:** Assume that all users are active, i.e., $K_a = K$. Each user is equipped with a single antenna and the number of BS antennas is $L$. The channel is assumed to be Rayleigh distributed. Each user has an individual codebook with size $M$ and length $n$ satisfying the maximum power constraint in (3). Let $n, L \to \infty$ and $M = \Theta(1)$. In the case of no-CSI, when the number of BS antennas is in the order of $L = \Theta(n^2)$ and the power satisfies $P = \Theta \left( \frac{1}{n^3} \right)$, one can reliably serve up to $K = \Theta(n^2)$ users. A matching converse result is established assuming codebooks have i.i.d. Gaussian entries.

**Proof:** See Appendix J.

In order to obtain the scaling law on the achievability side, both the activity detection problem considered in [20] and the data detection problem of interest in this work can be formulated as similar sparse support recovery problems. This is because one can immediately obtain a data detection scheme from an activity detection scheme by assigning to each user a unique set of codewords, such that a user can transmit the codeword corresponding to its information message. Thus, by expanding the number of users from $K$ to $K_M$ and expanding the number of active users from $K_a$ to $K$, the scaling law of the activity detection problem in [20] can be extended to that of the data detection problem as presented in Table I: under the joint error probability criterion, with blocklength $n \to \infty$ and a sufficient number of BS antennas $L = \Theta \left( n^2 \ln n \right)$, one can reliably serve up to $K = \Theta \left( n^2 \right)$ users when the payload is $J = \Theta(1)$ and the power is $P = \Theta \left( \frac{1}{n^2} \right)$. Notably, there are some differences between this result and our scaling law in Theorem 11. First, the joint error probability criterion is used in [20], but we utilize the PUPE criterion in this work, which is more appropriate for massive access channels [6]. We point out that the required number of BS antennas can be reduced from $L = \Theta \left( n^2 \ln n \right)$ to $L = \Theta \left( n^2 \right)$ when we change from the joint error probability criterion to the PUPE criterion. Second, the result in [20] is on the achievability side: Theorem 11 is proved from both the achievable and converse sides, in which the converse result relies on the assumption that the codebooks have i.i.d. Gaussian entries. Notably, in our regime, it is satisfied that $n^2 = \Theta(1)$, i.e., the energy-per-bit goes to 0, which is attractive for IoT settings with stringent energy constraints.

In this subsection, without assuming a priori CSI at the receiver, we focus on the regime of $K = \Theta\left( n^2 \right)$, because this is the maximum number of users that can be reliably served in the sparse support recovery problem to the best of our knowledge. Theorem 11 shows that, when the power is $P = \Theta \left( \frac{1}{n^2} \right)$, one can reliably serve up to $K = \Theta \left( n^2 \right)$ users with $L = \Theta \left( n^2 \right)$ BS antennas. However, it is still unknown how the number of reliably served users increases as the number of BS antennas further increases.

**D. Pilot-Assisted Scheme in the No-CSI Case**

The pilot-assisted coded access scheme is widely used in practical wireless systems when there is no a priori CSI at the receiver. This scheme consists of two stages: 1) users transmit dedicated pilots for channel estimation; 2) users transmit codewords and the receiver utilizes the channel estimates to decode. This methodology falls into the general framework of the mismatched decoder [28]. From an information-theoretic perspective, channel estimation can be viewed as a specific form of coding in the no-CSI case as explained in the introduction. In this subsection, we only consider a special case where all users are active for simplicity, and establish an upper bound on the PUPE in Theorem 12. Indeed, the achievability bound for the case where all users are active is equivalent to that with knowledge of the active user set.

**Theorem 12:** Assume that all users are active, i.e., $K_a = K$. Each user is equipped with a single antenna and the number of BS antennas is $L$. Each user has a dedicated pilot with length $n_p \leq \min \{ n, K \}$ and power $n_p P_p \leq nP$. The matrix $B = [b_1, \ldots, b_K] \in \mathbb{C}^{n_p \times K}$ comprises of pilots of all users, which are drawn uniformly at random on an $n_p$-dimensional sphere of radius $\sqrt{n_p} P_p$. Each user also has an individual codebook with size $M = 2^L$ and length $n_d = n - n_p$, satisfying that the power of each codeword is no more than $nP - n_p P_p$. For the pilot-assisted coded access scheme in MIMO quasi-static
Rayleigh fading channels, the PUPE can be upper-bounded as

\[ P_c \leq \min_{0 < P' < P} \left\{ p_0 + \sum_{i=1}^{K} \frac{t}{K} \min \{ 1, p_t \} \right\}, \quad (88) \]

where

\[ p_0 = K \left( 1 - \frac{\gamma(n_d, n_d - n_p, P)}{\Gamma(n_d)} \right), \quad (89) \]

\[ p_t = \min_{0 \leq t \leq \nu} \left\{ q_{1,t}(\nu) + q_{2,t}(\nu) \right\}, \quad (90) \]

\[ q_{1,t}(\nu) = \left( \frac{K}{t} \right)^{t} \cdot \frac{1}{n_p} \frac{\min_{\nu \geq 0} \exp \left\{ \frac{R_{n_d, \ell} - L \ln |D|}{2} \right\}}{\min_{\nu \geq 0} \exp \left\{ \frac{R_{n_d, \ell} - L \ln |D|}{2} \right\}}, \quad (91) \]

\[ q_{2,t}(\nu) = \min \left\{ \frac{1}{n_p} \frac{\min_{\nu \geq 0} \exp \left\{ -\delta n_d \ell \right\}}{\min_{\nu \geq 0} \exp \left\{ -\delta n_d \ell \right\}} \right\} \cdot \left( 1 - \delta \right) \frac{\min_{\nu \geq 0} \exp \left\{ -\delta n_d \ell \right\}}{\min_{\nu \geq 0} \exp \left\{ -\delta n_d \ell \right\}}, \quad (92) \]

\[ D = (1 + r) I_{n_d + u} + (1 + u - r) \Sigma_1 + r \Sigma_2 - u (u - r) \Sigma_1 \Sigma_2, \quad (93) \]

\[ \Sigma_1 = \left[ \begin{array}{cc} \Re \left( D_{S_1} \right) & -\Im \left( D_{S_1} \right) \\ \Im \left( D_{S_1} \right) & \Re \left( D_{S_1} \right) \end{array} \right], \quad (94) \]

\[ \bar{D}_{S_1} = \left( \hat{A}_{S_1} - \hat{A}_{S_1} \right) \Sigma \left( \hat{A}_{S_1} - \hat{A}_{S_1} \right)^H, \quad (95) \]

\[ \Sigma_2 = \left[ \begin{array}{cc} \Re \left( \hat{A}_K \Sigma \hat{A}_K^H \right) & -\Im \left( \hat{A}_K \Sigma \hat{A}_K^H \right) \\ \Im \left( \hat{A}_K \Sigma \hat{A}_K^H \right) & \Re \left( \hat{A}_K \Sigma \hat{A}_K^H \right) \end{array} \right], \quad (96) \]

\[ \hat{D}_K = \left( I_K + B \Sigma \Sigma \right)^{-1}, \quad (97) \]

\[ \hat{D}_K = \left( I_K + B \Sigma \Sigma \right)^{-1}, \quad (98) \]

\[ n^* = \min \{ K, n_d \}. \quad (99) \]

Here, in a special case where pilots are orthogonal with \( n_p = K \), \( \Sigma_1 \) in (97) and \( \Sigma_2 \) in (98) reduce to \( \Sigma = \frac{n_p}{1 + n_p P} I_K \) and \( \Sigma = \frac{1}{1 + n_p P} I_K \), respectively; we have \( \hat{A}_{S_1} = A_{S_1} \), \( \hat{A}_{S_1} = A_{S_1} \), and \( \hat{A}_K = A_{K} \); the matrix \( A \in C^{n \times MK} \) is the concatenation of codebooks of the \( K \) users without power constraint, which has i.i.d. \( CN(0, P') \) entries; \( S_1 \) is an arbitrary \( t \)-subset of \( K \); the binary selection matrix \( \Phi_{S_1} \in \{0,1\}^{MK \times K} \) indicates which codewords are transmitted by users in the set \( S_1 \), where \( \Phi_{S_1}(k-1)M+W_k, k = 1 \) if user \( k \) in the set \( S_1 \) is active and the \( W_k \)-th codeword is transmitted, and \( \Phi_{S_1}(k-1)M+W_k, k = 0 \) otherwise; and similarly, \( \Phi_{S_1} \in \{0,1\}^{MK \times K} \) indicates which codewords are not transmitted but decoded for users in the set \( S_1 \).

Proof Sketch: The power of each pilot is \( n_p P_p \) and the power of each codeword is no more than \( nP - n_p P_p \), thereby satisfying the power constraint in (3). In the pilot transmission phase, users transmit dedicated pilots and the receiver estimates channels based on the MMSE criterion. In the data transmission phase, we use the random coding scheme and assume that users transmit codewords uniformly selected from their own codebooks. For the pilot-assisted scheme, the decoder has an incorrect estimate of the channel but uses the estimate as if it were perfect, which is different from the case of CSIR. Due to the channel estimation error, bounding \( P \left| F_C \right| \) is more involved for the pilot-assisted scheme than in the case of CSIR. Thus, in this subsection, we only utilize the bounding technique proposed by Fano in [29] and simplify the “good region” given in (14) with \( \omega = 0 \). See Appendix K for the complete proof.

The following corollary of Theorem 12 provides an achievability bound on the minimum required energy-per-bit for the pilot-assisted coded access scheme.

**Corollary 13:** Assume that all users are active. Each user is equipped with a single antenna and the number of BS antennas is \( L \). Assume each user has a dedicated pilot with length \( n_p < n \) and power \( n_p P_p < n P \). Each user also has an individual codebook with size \( M = 2^l \) and length \( n_d = n - n_p \) satisfying that the power of each codeword is no more than \( nP - n_p P_p \). For the pilot-assisted scheme in MIMO quasi-static Rayleigh fading channels, the minimum energy-per-bit \( E_{P, n,\text{CSI}, K, u}^* (n, M, \epsilon) \) for satisfying the PUPE requirement in (4) can be upper-bounded as

\[ E_{P, n,\text{CSI}, K, u}^* (n, M, \epsilon) \leq \inf_{P > 0} \epsilon_{P, 0} \left\{ p_0 + \sum_{i=1}^{K} \frac{t}{K} \min \{ 1, p_t \} \right\}, \quad (100) \]

where the inf is taken over all \( P > 0 \) satisfying that

\[ \epsilon \geq \frac{\min_{0 < P' < P} \left\{ p_0 + \sum_{i=1}^{K} \frac{t}{K} \min \{ 1, p_t \} \right\}}{\min_{0 < P' < P} \left\{ p_0 + \sum_{i=1}^{K} \frac{t}{K} \min \{ 1, p_t \} \right\}}. \quad (101) \]

Here, \( p_0 \) and \( p_t \) are the same as those in Theorem 12.

In Corollary 13, we derive an achievability bound on the minimum required energy-per-bit for the pilot-assisted transmission scheme. As we can see from the result, there exists a tradeoff between the accuracy of the estimated CSI and the blocklength available for data transmission. That is, a longer pilot is beneficial to improve the channel estimation performance, but at the price of reducing the number of channel uses available for data transmission. More results on this can be found in Section IV.

**E. Generalizations**

In this subsection, we introduce several possible generalizations of the results in this paper.

First, we have focused on MIMO quasi-static Rayleigh fading channels in this work. Note that the results can be extended to other types of fading channels, such as Ricean fading. Specifically, for the CSIR case, the derivations of the achievability bound based on Gallager’s ρ-trick and the
converse bound are independent of the fading distribution (i.e., these bounds can be general). The fading distribution only kicks in when evaluating them numerically, and the Rayleigh distribution assumption could simplify the computation. In both CSIR and no-CSI cases, the “good region”-based achievability bounds for Rayleigh fading channels can be extended to Rician fading channels because the main techniques used to derive them, such as Fano’s bounding technique, the union bound, Chernoff bound, and moment generating function of quadratic forms, are also applicable when channels are subject to Rician fading. In addition, in the case of no-CSI, converse bounds derived in [42] are applicable to a general fading model in the single-receive-antenna setting. Applying similar ideas in [42], we can extend the converse bound for Rayleigh fading to various types of fading in MIMO channels.

Second, we have considered the joint activity and data detection problem in MIMO quasi-static Rayleigh fading channels in this work, where each user is assumed to have an individual codebook. Note that the results can be extended to the framework of a common codebook. A similar extension with AWGN channels can be found in [6] and [15].

IV. NUMERICAL RESULTS

In this section, we validate our theoretical results in Section III through numerical simulations. We consider quasi-static fading channels with $L$ BS antennas. The channel between each transmit-receive antenna pair is independently Rayleigh-distributed. We assume the blocklength is $n = 1000$, payload is $J = 100$ bits, and target PUPE is $\epsilon = 0.001$. The required memory space to compute the bounds is $O(W^2)$ with $W = \max\{n, K\}$. In Section IV-A, we present the number of reliably served active users versus the energy-per-bit when the number of BS antennas is given. In Section IV-B, we present the spectral efficiency versus the number of BS antennas for fixed energy-per-bit. We use the Monte Carlo method with 500 samples to evaluate expectations in the converse bounds. For the achievability bounds, the parameters outside the expectations are optimized by sampling and exhaustively searching, with the expectations therein evaluated by the Monte Carlo method using 500 samples; once these parameters are determined, we generate 10000 samples to obtain ultimate achievability bounds.

A. The Number of Users Versus the Energy-per-bit

In Fig. 4, we present our achievability and converse bounds on the minimum required energy-per-bit with known $K_a$, together with the achievability bounds on the orthogonalization scheme time division multiple access (TDMA) [11], [12] and the performance of the scheme proposed in [20]. We assume there are $L = 32$ BS antennas. Next, we explain how each curve is obtained:

1) The achievability bound for the case of CSIR with knowledge of the active user set $K_a$ is based on Corollary 3, where only Gallager’s $\rho$-trick bound $p_{2,t}$ in (29) is utilized because it is tighter than the “good region”-based bound $p_{1,t}$ in our considered regime.

2) The achievability bound for the case of CSIR with known $K_a$ but unknown $K_a$ is based on the “good region” bound $p_{1,t}$ in Corollary 2. We set $u = \frac{1}{4\epsilon}$ to reduce searching complexity, which is optimal when $\omega = 0$. Gallager’s $\rho$-trick bound $p_{2,t}$ in Corollary 2 is not used because we observe from numerical simulation that it requires an extremely large number of samples to get a good estimate for the massive random access problem.

3) The converse bound for the case of CSIR is Theorem 4.

4) The achievability bound for the no-CSI case with known $K_a$ is Corollary 7, where the “good region”-based bound $p_t$ is provided in Theorem 6. To reduce simulation complexity, we set the parameter $u$ in $p_t$ to be $u = \frac{1}{4\epsilon}$. In this case, the term inside the expectation in (38) is a convex function of $r$, which is optimized by Newton’s method.

5) The converse bound for the case of no-CSI with known $K_a$ is Theorem 9.

6) For TDMA, to achieve the spectral efficiency $S_e = \frac{K_{\text{c},t}}{n}$, we compute the smallest $P$ ensuring the access of an active user with rate $\frac{K_{\text{c},t}}{n}$, blocklength $\frac{n}{K}$, target PUPE $\epsilon$, and $L$ BS antennas. Specifically, we utilize the $\kappa\beta$ bound [11, Th. 25] for the case of CSIR and the bound in [12, Eq. (67)] for the case of no-CSI, respectively.

7) For comparison, we present the joint activity and data detection performance of the scheme proposed in [20] for the case of no-CSI. We follow the concatenated coding scheme in [20, Sec. V], suitably adapted to our case. Specifically, we equally divide a coherence block with length $n = 1000$ into $D = 10$ slots. Let each user transmit $J_d = 10$ bits over a slot with $n_D = 100$ dimensions, yielding an overall payload $J = 100$. In each slot, we choose the columns of each coding matrix uniformly i.i.d. from the sphere with radius $P n_D$. For the inner code, we assume user $k$ sends the $i_{k,d}$-th column of the coding matrix, where $i_{k,d} \in [2^{J_D}]$ denotes the message produced by user $k$ in slot $d$. For the inner decoder, we use the non-Bayesian approach in
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As shown in Fig. 4, the gap between our achievability and converse bounds is less than 2.5 dB in all $K_a$ regimes for the CSIR case and less than 4 dB for $K_a$ less than 500 in the case of no-CSI with known $K_a$. Thus, our non-asymptotic bounds provide relatively accurate theoretical benchmarks to evaluate practical transmission schemes, which are of considerable importance in massive random access systems.

In the case of CSIR with known $K_a$, we can observe that the lack of knowledge of the active user set entails a penalty less than 1.2 dB in terms of energy efficiency. As expected, it is more costly to communicate in the no-CSI case than in the CSIR case, especially for a large number of active users. Additionally, similar to AWGN channels [7] and single-receive-antenna quasi-static fading channels [8], the almost perfect MUI cancellation effect is observed in multiple-receive-antenna quasi-static Rayleigh fading channels. Specifically, when the number of active users is below a critical threshold, the minimum required energy-per-bit is almost a constant, although a slow growth of the energy-per-bit as $K_a$ increases within this range for the no-CSI case. Moreover, we observe that the scheme in [20] is inferior to the achievable bound in the case of no-CSI, especially when $K_a > 80$. This is because, although the concatenated coding scheme in [20] contributes to the manageability of the coding matrix with the dimension as small as $100 \times 1024K$, it leads to a performance loss since the dimension of a slot is greatly reduced.

In addition, the orthogonalization scheme TDMA does not have the perfect MUI cancellation effect. TDMA is shown to be energy-inefficient for large user densities when user activity is known [8], and it becomes more energy-inefficient for the random access model since some resources allocated for inactive users are not utilized.

In Fig. 5, we compare the achievable and converse bounds on the minimum required energy-per-bit in the following two settings with no-CSI: 1) the number of active users is $K_a = 0.4K$, which is fixed and known in advance; 2) the number of active users is random and unknown, and its distribution $K_a \sim \text{Binom}(K, 0.4)$ is known a priori. In the case of unknown $K_a$, it is required that $(\epsilon_{MD} + \epsilon_{FA})/2 = \epsilon$. Moreover, the achievable bound for a pilot-assisted scheme is also computed. Next, we explain how each curve is obtained:

1) The achievable bounds for the no-CSI case are presented for the settings with and without the knowledge of the number $K_a$ of active users at the receiver. The bound with known $K_a$ is based on Corollary 7, which is computed in a similar way to that in Fig. 4. The bound for the setting with unknown $K_a$ is based on Theorem 8, where the decoding radius $r'$ is determined by brute-force searching from the set $\{0, 1, \ldots, 25\}$.

2) The converse bound for the setting with and without the knowledge of the number $K_a$ of active users is based on Theorem 9 and Theorem 10, respectively.

3) The achievable bound for the pilot-assisted coded access scheme is based on Corollary 13 under the assumption that the active user set $K_a$ is known a priori, wherein the power allocation between the pilot and data symbols is optimized and orthogonal pilots of length $n_p = K_a$ are utilized.

Our results reveal that the pilot-assisted coded access scheme is suboptimal in the no-CSI case, even if the power allocation between the pilot and data symbols is optimized. Specifically, the gap between the achievable bounds of the pilot-assisted scheme and the scheme without explicit channel estimation is less than 3.5 dB when the number of users is less than 800 but sees a dramatic increase when the number of users exceeds this. Moreover, from the achievable and converse bounds with and without the knowledge of the number $K_a$ of active users at the receiver, we can observe that once the distribution $K_a \sim \text{Binom}(K, p_a)$ is known in advance, the uncertainty of the exact value of $K_a$ entails only a small penalty in terms of energy efficiency, with the extra required energy-per-bit less than 0.3 dB on the converse side and less than 1.1 dB on the achievable side.

In Fig. 6, considering the setup with blocklength $n = 1000$, payload $J = 100$ bits, PUPE requirement $\epsilon = 0.001$, $L \in \{128, 500\}$ BS antennas, and known active user set $K_a$, we compare the non-orthogonal-pilot-based scheme with pilot
The number of active users versus the energy-per-bit $E_b$ for the pilot-assisted scheme with $n = 1000$, $J = 100$, $\epsilon = 0.001$, $n_p \in \{K_a, 0.8K_a\}$, $L \in \{128, 500\}$, $P_p = P$, and $P_d \leq P$.

length $n_p = 0.8K_a$ (i.e. $n_d = n - 0.8K_a$ channel uses for data transmission) and the orthogonal-pilot-based scheme with $n_p = K_a$ (i.e. $n_d = n - K_a$ channel uses for data transmission). The non-orthogonal pilots are generated using a sub-sampled discrete Fourier transform matrix. As opposed to the pilot-assisted scheme with $n_p = 0$,

In this case, the optimal value of $u$ is given by $u = \frac{1 + r}{2}$ and the term inside the expectation in (20) becomes a convex function of $r$. Thus, the optimal solution of $r$ can be generated by Newton’s method. The achievability bound in the no-CSI case is Corollary 7, which is computed similar to that in Fig. 4. We observe from Fig. 7 that, as $L$ increases, the spectral efficiency $S_e$ can exceed 100, i.e., the number of active users that are reliably served can exceed the blocklength $n$, regardless of whether CSIR is available or not. In the case of CSIR, the spectral efficiency increases with $L$ at an approximately constant speed, whereas the increasing speed gradually reduces in the no-CSI case due to the increased channel uncertainty. Additionally, as shown in Fig. 7a, in the case of CSIR, increasing energy-per-bit $E_b$ is beneficial for different values of BS antennas, where the gap between the spectral efficiency for $E_b = 10$ dB and $E_b = 20$ dB increases as $L$ increases. However, as observed in Fig. 7b, in the case of no-CSI, increasing energy-per-bit $E_b$ vanishes to zero as $K_a$ grows large, suffering from channel uncertainty in such a worse interference environment.

**B. The Spectral Efficiency Versus the Number of BS Antennas**

As illustrated in Fig. 7, we present bounds on the maximum spectral efficiency $S_e$ against the number $L$ of BS antennas. Specifically, the looser converse bounds (34) in Theorem 4 and (77) in Theorem 9 are utilized in the case of CSIR and no-CSI, respectively. For the achievability bound in the CSIR case, we utilize the “good region” bound $p_{1,t}$ in Corollary 2, where $\omega$ is set to be 0 to reduce simulation complexity.
In the case of no-CSI, the gap between achievable and converse bounds on the spectral efficiency per antenna is less than 0.13 bit/s/Hz, regardless of whether $E_b = 10$ dB or $E_b = 20$ dB.

V. CONCLUSION

Supporting the transmission of short packets under stringent latency and energy constraints is critically required for next-generation wireless communication networks. In this paper, we have considered such a communication system with finite blocklength and payload size. Under the PUPE criterion, we have established non-asymptotic achievability and converse bounds on the minimum required energy-per-bit for massive random access in MIMO quasi-static Rayleigh fading channels, with and without a priori CSI at the receiver.

In the case of no-CSI, we consider both the settings with and without the knowledge of the number $K_a$ of active users at the receiver. One key ingredient of the achievability bounds is the selection of an appropriate “good region”. Numerical results demonstrate the tightness of our bounds. Specifically, the gap between the achievability and converse bounds is less than 2.5 dB for the CSIR case and less than 4 dB for the no-CSI case in most considered regimes. The no-CSI achievability and converse bounds show that the extra required energy-per-bit due to the uncertainty of the exact value of $K_a$ is small in the considered regime, under the condition that the distribution of $K_a$ is known a priori. The almost perfect MUI cancellation effect for the number of active users below a certain threshold, which was previously observed in AWGN channels [7] and single-receive-antenna quasi-static fading channels [8], is prominent in multiple-receive-antenna quasi-static Rayleigh fading channels with CSIR, although there is a slow growth of the energy-per-bit as the number of active users increases within this range in the no-CSI case. Additionally, our results show the significance of MIMO for the massive random access problem. As an example, in our considered regime, the spectral efficiency grows approximately linearly with the number of BS antennas in the CSIR case, but the lack of CSI at the receiver causes a slowdown in the growth rate. Furthermore, in the case of no-CSI, we have demonstrated the suboptimality of the pilot-assisted scheme, especially when there are many users. Overall, we believe our non-asymptotic bounds provide theoretical benchmarks to evaluate practical schemes, and are of considerable importance in massive random access systems.

Building on these non-asymptotic bounds, assuming $n \to \infty$ and $J = \Theta(1)$, we have obtained scaling laws of the number of reliably served users for a special case where all users are active. For the CSIR case, assuming $K \to \infty$, $\ln K = o(n)$, and $KP = \Omega(1)$, the PUPE requirement is satisfied and only if $\frac{nL\ln KP}{K} = \Theta(1)$, i.e., if and only if one of the following two relations is satisfied: 1) $\frac{nL}{K} = \Theta(1)$ and $KP = \Theta(1)$; 2) $\frac{nL\ln KP}{K} = \Omega(1)$ and $KP \to \infty$. The first regime is power-limited and the second regime is degrees-of-freedom-limited. The condition $\frac{nL\ln KP}{K} = \Omega(1)$ shows the great potential of multiple receive antennas to considerably increase the number of reliably served users and reduce the required power $P$ and blocklength $n$. For the no-CSI case, we observe a significant difference in the required number of BS antennas between utilizing the PUPE criterion and the joint error probability criterion. Specifically, in order to reliably serve $K = O(n^2)$ users with power $P = \Theta\left(\frac{1}{n^2}\right)$, the required number of BS antennas is reduced from $L = \Theta\left(n^2\ln n\right)$ to $L = \Theta\left(n^2\right)$ when we change from the joint error probability criterion to the PUPE criterion. Notably, as presented in Table I, our scaling laws consider the regime in which the energy-per-bit is finite or goes to 0, which are crucial in practical communication systems with stringent energy constraints.

APPENDIX A

A GENERAL UPPER BOUND ON THE PUPE BASED ON FANO’S BOUNDING TECHNIQUE

In this appendix, we provide a general upper bound on the PUPE applying Fano’s “good region” technique, which is applicable for both CSIR and no-CSI cases. This bound is derived under the assumption that $K_a$ is known at the receiver beforehand, and it can be extended to the case without known $K_a$ as introduced in Appendix G.

We use a random coding scheme. Specifically, we generate a Gaussian codebook of size $M$ and length $n$ for each user independently. Let $C_k = \{c_k,1, c_k,2, \ldots, c_k,M\}$ denote the codebook of user $k$ without power constraint, where $c_{k,m} \sim \mathcal{CN}(0, P^2 I_n)$ for $m \in [M]$ and $k \in K$. We choose $P' < P$ to ensure that we can control the maximum power constraint violation events. Let $A \in \mathbb{C}^{n \times MK}$ denote the concatenation of codebooks of the $K$ users without power constraint. If user $k$ is active, let its transmitted codeword be $x_{(k)} = c_{(k)} \{||c_{(k)}||^2 \leq nP\}$, where $c_{(k)} = c_{k,W_k}$ with the message $W_k \in [M]$ chosen uniformly at random; if user $k$ is inactive, let $x_{(k)} = c_{(k)} = 0$.

The decoder aims to find the estimated set $\hat{K}_a$ of active users, and finds the estimate $\hat{c}_{(k)}$ of $c_{(k)}$ and corresponding message $\hat{W}_k$ of $W_k$ for $k \in \hat{K}_a$. Let $\hat{c}_{[\hat{K}_a]} = \{\hat{c}_{(k)} \in C_k : k \in \hat{K}_a\}$. The outputs of the decoder are given by

$$[\hat{K}_a, \hat{c}_{[\hat{K}_a]}] = \arg \min_{\hat{K}_a \subset K, |\hat{K}_a| = K_a} \min_{\hat{c}_{(k)} \in C_{\hat{K}_a} \forall k \in \hat{K}_a} g\left(Y, \hat{c}_{[\hat{K}_a]}\right),$$

$$\hat{W}_k = f_{\hat{c}_{(k)}}^{-1}(\hat{c}_{(k)}), \quad k \in \hat{K}_a,$$

where $g\left(Y, \hat{c}_{[\hat{K}_a]}\right)$ denotes the decoding metric. We have $\hat{W}_k = 0$ and $\hat{c}_{(k)} = 0$ for $k \notin \hat{K}_a$.

The PUPE in (4) can be upper-bounded as

$$P_e \leq p_0 + E\left[\sum_{k \in \hat{K}_a} 1 \left[W_k \neq \hat{W}_k\right]\right] \quad \text{no power constraint}$$

$$= p_0 + \sum_{t=1}^{K_a} \frac{t}{K_a} \mathbb{P}[F_t] \quad \text{no power constraint}.$$
where (104) follows because we change the measure \( x_{(k)} = c_{(k)}^1 \left\{ \| c_{(k)}(k) \|^2 \leq nP \right\} \) with power constraint to \( x_{(k)} = \Phi \) without power constraint by adding a total variation distance upper-bounded by \( p_0 \) [8]. Here, \( p_0 \) is given by

\[
p_0 = K_a \mathbb{P} \left[ \| c_{(k)}(k) \|^2 > nP \right] = K_a \left( 1 - \Phi \left( \frac{n - nP}{\Gamma(n)} \right) \right),
\]

which follows from the fact that \( \| c_{(k)}(k) \|^2 / \mathcal{X}^2(2n) \); \( \mathcal{F}_t = \{ \sum_{k \in \mathcal{K}_n} 1 \{ \mathbb{W}_k \neq \mathbb{W}_k \} \} \) indicates the event that there are exactly \( t \) misdecoded users. In what follows, we omit the subscript “no power constraint” for simplicity and upper-bound \( \mathbb{P} [\mathcal{F}_t] \) applying Fano’s “good region” technique [29].

Let the set \( S_1 \subset \mathcal{K}_n \) of size \( t \) denote the set of users whose codewords are misdecoded. Let the set \( S_2 \subset \mathcal{K}_n \setminus \mathcal{K}_n \cup S_1 \) of size \( t \) denote the set of detected users with false alarm codewords. For the sake of simplicity, we rewrite \( \{ S_1, S_2 \} \subset \mathcal{K}_n \setminus \mathcal{K}_n \cup S_1 \} \) to \( \{ S_1, S_2 \} \); and similarly for \( \{ \mathcal{S}_1 \} \) and \( \{ \mathcal{S}_2 \} \). We use \( c_{[i]} = \{ c_{(k)} : k \in S \} \) to denote the set of transmitted codewords corresponding to users in the set \( S \subset \mathcal{K}_n \), and use \( c_{[i]} = \{ c_{(k)} : k \in S \} \) to denote the set of false alarm codewords corresponding to users in the set \( S_2 \subset \mathcal{K}_n \). Recall that for massive random access in MIMO fading channels, the “good region” \( \mathcal{R}_{t,s} \) is given in (14) for any subset \( S \subset \mathcal{K}_n \) of size \( t \). We define the event \( \mathcal{G}_{\omega, \nu} = \bigcap_{S_1} \{ \mathbb{Y} \in \mathcal{R}_{t,s}, \mathbb{Y} \} \). Then, we obtain

\[
\mathbb{P} [\mathcal{F}_t] \leq \mathbb{P} \left[ \bigcup_{S_1} \bigcup_{S_2} \bigcup_{c_{[s]}(k)} \{ g (\mathbb{Y}, c_{[s]}(k) \cup c_{[s]}(k)) \} \bigcup \mathcal{G}_{\omega, \nu} \right] \leq \min_{0 \leq \omega < 1} \mathbb{P} \left[ \bigcup_{S_1} \bigcup_{S_2} \bigcup_{c_{[s]}(k)} \{ g (\mathbb{Y}, c_{[s]}(k) \cup c_{[s]}(k)) \} \bigcup \mathcal{G}_{\omega, \nu} \right],
\]

where (109) follows from Fano’s bounding technique given in (12).

The first probability on the RHS of (109) can be upper-bounded as

\[
\mathbb{P} \left[ \bigcup_{S_1} \bigcup_{S_2} \bigcup_{c_{[s]}(k)} \{ g (\mathbb{Y}, c_{[s]}(k) \cup c_{[s]}(k)) \} \right] \leq \sum_{S_1} \sum_{S_2} \sum_{c_{[s]}(k)} \mathbb{E} \left[ \min_{u,v} \mathbb{P} \left[ (u-v)g (\mathbb{Y}, c_{[s]}(k)) \right] \right],
\]

where (110) follows from the union bound and the fact that \( \mathbb{P} \left[ \{ a \geq 0 \} \cap \{ b \geq 0 \} \right] \leq \mathbb{P} \left[ a + b \geq 0 \right] \); (111) follows by applying the Chernoff bound in Lemma 14 shown below to the conditional probability in (110).

**Lemma 14 (Section 3.2.4 in [31]):** Let \( Z \) and \( W \) be any random variables. Then we have

\[
\mathbb{P} [Z \geq 0, W \leq 0] \leq \mathbb{E} \left[ \exp \{ sZ - rW \} \right], \quad \forall s \geq 0, \quad r \geq 0,
\]

and

\[
\mathbb{P} [W > 0] \leq \mathbb{E} \left[ \exp \{ sW \} \right], \quad \forall s \geq 0.
\]

We obtain an upper bound on \( \mathbb{P} [\mathcal{F}_t] \) by substituting (111) into (109). Together with (105), we obtain a general upper bound on the PUPE. Note that in both cases of CSIR and no-CSIR, the expectations in (111) and the probability \( \mathbb{P} [\mathcal{G}_{\omega, \nu}^c] \) on the RHS of (109) can be further bounded.

**APPENDIX B**

**PROOF OF THEOREM 1**

In this appendix, we prove Theorem 1 to derive an upper bound on the PUPE with known \( K_n \) and CSIR. Based on the notation in Appendix A, the ML decoding metric in this case is given by

\[
g (\mathbb{Y}, \mathcal{C}_{[s]}(k)) = \sum_{l=1}^{L} y_l - \sum_{k \in \mathcal{K}_n} h_{l,k} \mathcal{C}_{[s]}(k) \bigg|_2.
\]

As introduced in Appendix A, the PUPE can be upper-bounded by (105). The probability \( \mathbb{P} [\mathcal{F}_t] \) therein, i.e. the probability of the event that there are exactly \( t \) misdecoded users, is upper-bounded in (109) applying Fano’s “good region” technique. In the following Appendix B-A, we particularize the “good region”-based bound on \( \mathbb{P} [\mathcal{F}_t] \) given in Appendix A to the case of CSIR; then, in Appendix B-B, we derive another upper bound on \( \mathbb{P} [\mathcal{F}_t] \) applying Gallager’s error exponent analysis [30]. The two upper bounds are denoted as \( p_{1,t} \) and \( p_{2,t} \), respectively.

**A. Upper-Bounding \( \mathbb{P} [\mathcal{F}_t] \) Based on Fano’s Bounding Technique**

In this subsection, we particularize the “good region”-based bound on \( \mathbb{P} [\mathcal{F}_t] \) in (109) to the CSIR case, followed by further manipulations on the two probabilities on the RHS of (109).

Based on the notation in Appendix A, we have \( |S_1 \cap S_2| = t_0 \in [0, t] \). Let the binary selection matrix \( \Phi_{S_1} \in \{ 0, 1 \}^{MK \times K} \) indicate which codewords are transmitted by users in the set \( S_1 \subset K_n \). Let the binary selection matrix \( \Phi_{S_2} \in \{ 0, 1 \}^{MK \times K} \) indicate which codewords are not transmitted but decoded.
for users in the set $S_2 \subset K \setminus \mathcal{K}_n \cup S_1$. It is satisfied that $[\Phi_{S_1}(k-1)M + W_{k,0}] = 1$ if user $k \in S_1$ is active and the $W_k$-th codeword is transmitted by it, and $[\Phi_{S_1}(k-1)M + W_{k,0}] = 0$ otherwise; and similarly for $\Phi_{S'_2}$. Let $\tilde{A}_{S_1} = A_{\Phi_{S_1}} \in \mathbb{C}^{n \times K}$ and $\tilde{A}'_{S_2} = A_{\Phi_{S_2}} \in \mathbb{C}^{n \times K}$. The conditional expectation in (111) can be written as

$$E_{H,Z} \left( \exp \left( \left( -r \right) g(Y, c_{[k_n]} \cup c_{[S_2]}) \right) - u \right)$$

$$= E_{H,Z} \left( \exp \left( \left( -r \right) \|Z\|_F^2 - u \|Z + (\tilde{A}_{S_1} - \tilde{A}'_{S_2}) H \|_F^2 \right) \right)$$

$$= (1 + r (1 - \omega) - u \|Z + (\tilde{A}_{S_1} - \tilde{A}'_{S_2}) H \|_F^2) \exp \left( -u \|Z\|_F^2 \right)$$

Substituting (117) into (111), we have

$$P \left( \bigcup_{S_1} \bigcup_{c_{[S_2]}} \left\{ g(Y, c_{[k_n]} \cup c_{[S_2]} \cup A_{\Phi_{S_1}}) \leq g(Y, c_{[k_n]}) \right\} \bigcap G_{\omega, \nu} \right)$$

$$\leq \sum_{l=0}^t C_{t-o, l} E \left[ \tilde{A}_{S_1}, \tilde{A}'_{S_2} \left\{ \min_{u \geq 0, r \geq 0, \lambda_{\min}(\mathbf{B}) > -1} \left( 1 + r (1 - \omega) - u \|Z\|_F^2 \right) \right. \right.$$

$$\left. \left. \exp \left( rnuL - L \ln \|I_K + \tilde{B}\|_F^2 \right) \right\} \right]$$

where $C_{t-o, l} = \binom{K_t}{l} \binom{K - K_t}{l-t} (M-1)^t M^{t-o}$. Here, (123) follows because the expectation over $\tilde{A}_{S_1}$ and $\tilde{A}'_{S_2}$ is unchanged for different $S_1, S_2$, and $c_{[S_2]}$ once $t_0$ and $t$ are fixed, considering that the codebook matrix $A$ has i.i.d. $CN(0, P^*)$ entries. As a result, the first probability on the RHS of (109) is upper-bounded by (123), which is denoted as $q_{l-t}(\omega, \nu)$ as presented in (20).

In the following, we derive an upper bound $q_{l-t}(\omega, \nu)$ on the second term $P \left[ G_{\omega, \nu} \right]$ on the RHS of (109). To obtain $q_{l-t}(\omega, \nu)$, we upper-bound $P \left[ G_{\omega, \nu} \right]$ for the case of $t < n$ and $\omega \in (0, 1)$, the case of $t \geq n$ and $\omega \in (0, 1)$, and the case of $\omega = 0$, respectively.

**Case 1:** $t < n$, $\omega \in (0, 1)$. Let $\tilde{y}_0 = z_0 + \tilde{A}_{S_1} h_0$. We define the event $G_{\eta} = \bigcup_{S_1} \left\{ \sum_{l=1}^L \left\| P_{c_{[S]}_l} z_l \right\|_2^2 \leq tL(1 + \eta) \right\}$ for $\eta \geq 0$. We can bound $P \left[ G_{\omega, \nu} \right]$ as

$$P \left[ G_{\omega, \nu} \right]$$

$$= P \left[ \bigcup_{S_1} \left\{ \sum_{l=1}^L \left| z_l \right|_2^2 > \omega \sum_{l=1}^L \left| y_l \right|_2^2 + nL\nu \right\} \right]$$

$$= P \left[ \bigcup_{S_1} \left\{ \sum_{l=1}^L \left( \left| P_{c_{[S]}_l} z_l \right|_2^2 + \left| P_{c_{[S]}_l} \tilde{y}_l \right|_2^2 \right) + \omega \sum_{l=1}^L \left| y_l \right|_2^2 + nL\nu \right\} \right]$$

$$\leq \sum_{S_1} \sum_{l=1}^L \left\| P_{c_{[S]}_l} \tilde{y}_l \right\|_2^2$$

$$= \sum_{S_1} \left\| \sum_{l=1}^L \left( P_{c_{[S]}_l} \tilde{y}_l - \omega I_n \right) \right\|_2^2 + nL\nu - tL(1 + \eta) \right\} \right]$$

where (125) follows due to $\sum_{l=1}^L \left| z_l \right|_2^2 = \sum_{l=1}^L \left| P_{c_{[S]}_l} z_l \right|_2^2 + \sum_{l=1}^L \left| P_{c_{[S]}_l} \tilde{y}_l \right|_2^2$ and $P_{c_{[S]}_l} \tilde{y}_l = P_{c_{[S]}_l} z_l$; (126) follows from the bounding technique in (12) and the union bound.

Next, we focus on two terms on the RHS of (126). We have $P_{c_{[S]}_l} z_l \sim i.i.d. \mathcal{CN}(0, I_{L_t})$ for $l \in [L]$ conditioned on $c_{[S]}_l$. Let $U$ be a unitary matrix satisfying $UP_{c_{[S]}_l} U^H = I_{Lt}$. Conditioned on $c_{[S]}_l$, we have $U P_{c_{[S]}_l} z_l \sim \mathcal{C} \mathcal{N}(0, I_{L_t})$, which implies that $P_{c_{[S]}_l} z_l \leq \sum_{l=1}^L \left\| P_{c_{[S]}_l} z_l \right\|_2^2 \sim \frac{1}{L} \chi^2(2L)$ and $\sum_{l=1}^L \left\| P_{c_{[S]}_l} z_l \right\|_2^2 \sim \frac{1}{2L} \chi^2(2L)$. Hence, we can obtain

$$P \left[ G_{\omega, \nu} \right] \leq \sum_{S_1} P \left[ \sum_{l=1}^L \left\| P_{c_{[S]}_l} z_l \right\|_2^2 > tL(1 + \eta) \right]$$

(127)
where \( \lambda_1, \lambda_2, \ldots, \lambda_t \) are non-zero eigenvalues of the matrix \( P_{c_{|S_1|}} + \omega \tilde{A}_{S_1} \tilde{A}^H_{S_1} \). Here, (134) follows because conditioned on \( \tilde{A}_{S_1} \), the random vectors \( \mathbf{U} \tilde{w}_t \) and \( \tilde{w}_t \) have the same distribution as \( \mathcal{CN}(0, I_n) \) for a unitary matrix \( \mathbf{U} \) satisfying \( \mathbf{U}^H (P_{c_{|S_1|}} + \omega \tilde{A}_{S_1} \tilde{A}^H_{S_1}) \mathbf{U} = \text{diag}(\lambda_1, \ldots, \lambda_t, 0, \ldots, 0) \in \mathbb{R}^{n \times n} \); (135) follows from Lemma 16 shown below; (136) follows because \( \prod_{i=1}^{L} \lambda_i = |I_n + \omega \tilde{A}_{S_1} \tilde{A}^H_{S_1}| \). Together with (133), we can obtain

\[
q_{4,t}(\omega, \nu) \leq \mathbb{E}_{\tilde{A}_{S_1}} \left[ \gamma \left( tL, L c' | I_n + \omega \tilde{A}_{S_1} \tilde{A}^H_{S_1} \right)^{-\frac{1}{2}} \right] / \Gamma(tL). \tag{137}
\]

**Lemma 16** ([47]): Assume \( x_1, \ldots, x_s \) are independently distributed chi-square variables with \( m \) degrees of freedom. Assume \( \tilde{x} \sim \chi^2(m) \). Let the constant \( \gamma_j > 0 \). Then, for every constant \( c \),

\[
\mathbb{P} \left( \sum_{j=1}^{s} \gamma_j x_j < c \right) \leq \mathbb{P} \left( \prod_{j=1}^{s} \gamma_j^{\frac{1}{2}} \tilde{x} < c \right). \tag{138}
\]

Substituting (127), (131), and (137) into (126), we can obtain an upper bound on \( \mathbb{P} [G_{c,\nu}^c] \) in the case of \( t < n \) and \( \omega \in (0, 1) \) as presented in (23).

**Case 2:** \( t \geq n, \omega \in (0, 1) \).

Next, we upper-bound \( \mathbb{P} [G_{c,\nu}^c] \) when \( t \geq n \) and \( \omega \in (0, 1) \). Recall that \( \tilde{y}_t = z_t + \tilde{A}_{S_1} h_t \). We define the event \( G_{\eta} = \left\{ \sum_{i=1}^{L} ||z_t||^2 \leq nL(1 + \eta) \right\} \) for \( \eta \geq 0 \). We can bound \( \mathbb{P} [G_{c,\nu}^c] \) as

\[
\mathbb{P} [G_{c,\nu}^c] \leq \mathbb{P} \left[ \left\{ \sum_{i=1}^{L} ||z_t||^2 < nL \right\} \right] + 1 - \frac{\gamma(nL, nL(1 + \eta))}{\Gamma(nL)}, \tag{139}
\]

where \( C_{\omega,\nu,\eta} = \frac{1+\omega-\nu}{2} \). The first probability in the RHS of (140) can be further bounded as

\[
\mathbb{P} \left[ \left\{ \sum_{i=1}^{L} ||z_t||^2 < nL \right\} \right] \leq \left( \frac{K_\mu}{t} \right) \mathbb{E}_{\tilde{A}_{S_1}} \left[ \gamma \left( nL, nL \frac{1+\omega-\nu}{2}, I_n + \tilde{A}_{S_1} \tilde{A}^H_{S_1} \right)^{-\frac{1}{2}} \right] / \Gamma(nL), \tag{141}
\]

where (141) follows by applying Lemma 16 and from the fact that \( \tilde{y}_t \sim \mathcal{CN}(0, I_n + \tilde{A}_{S_1} \tilde{A}^H_{S_1}) \) conditioned on \( \tilde{A}_{S_1} \).

**Case 3:** \( \omega = 0 \).

In the case of \( \omega = 0 \), we have

\[
\mathbb{P} [G_{c,\nu}^c] \leq \mathbb{P} \left[ \sum_{i=1}^{L} ||z_t||^2 > nL \right] \tag{142}
\]
In conclusion, based on Fano’s bounding technique, we have obtained $q_{1,t}(\omega,\nu)$ in (20) (i.e. an upper bound on the first term in (109)) and $q_{2,t}(\omega,\nu)$ in (23) (i.e. an upper bound on the second term in (109)), which contributes to an upper bound $p_{1,t}$ in (19) on the probability $\mathbb{P}[\mathcal{F}_t]$.

### B. Upper-Bounding $\mathbb{P}[\mathcal{F}_t]$ Based on Gallager’s Bounding Technique

Let $\mathbf{H}_1$ and $\mathbf{H}_2$ be $t \times L$ submatrices of $\mathbf{H}$ formed by rows corresponding to the support of $S_1$ and $S_2$, respectively. Let $\mathbf{A}_{S_1}$ and $\mathbf{A}'_{S_2}$ be $n \times t$ submatrices of $\mathbf{A}$ formed by columns corresponding to the codewords transmitted by users in the set $S_1$ and the codewords not transmitted but decoded for users in the set $S_2$, respectively. Then, we have

$$
\mathbb{P}[\mathcal{F}_t|\mathbf{Z}, \mathbf{H}_1, \mathbf{H}_2, \mathbf{A}_{S_1}] 
\leq \mathbb{P}\left[ \bigcup_{S_1 \neq S_2} \left\{ \sum_{i \in [L]} \left( |z_i + \sum_{k \in S_1} h_{k,i}c(k) - \sum_{k \in S_2} h_{k,i}c(k) | \right)^2 \right\} \right]
\leq \sum_{S_1 \neq S_2} M_{S_1} \sum_{S_2} \mathbb{P}\left[ \left\| \mathbf{Z} + \mathbf{A}_{S_1} \mathbf{H}_1 - \mathbf{A}'_{S_2} \mathbf{H}_2 \right\|_F^2 \right]
\leq \left\| \mathbf{Z} \right\|_F^2 \mathbb{P}\left[ \left\{ \mathbf{Z}, \mathbf{H}_1, \mathbf{H}_2, \mathbf{A}_{S_1} \right\} \right],
$$

(144)

where (145) follows by applying Gallager’s $\rho$-trick, i.e., $\mathbb{P}[\bigcup B_j] \leq \sum_j \mathbb{P}[B_j]^{\rho}$ for any $\rho \in [0, 1]$ [30], [48, Sec. 5.6].

The probability on the RHS of (145) can be upper-bounded as

$$
\mathbb{P}\left[ \left\| \mathbf{Z} + \mathbf{A}_{S_1} \mathbf{H}_1 - \mathbf{A}'_{S_2} \mathbf{H}_2 \right\|_F^2 \leq \left\| \mathbf{Z} \right\|_F^2 \right]
\leq \mathbb{E}_{\mathbf{A}'_{S_2}} \left[ \exp\left\{ -\beta \left\| \mathbf{Z} + \mathbf{A}_{S_1} \mathbf{H}_1 - \mathbf{A}'_{S_2} \mathbf{H}_2 \right\|_F^2 \right\}
+ \beta \left\| \mathbf{Z} \right\|_F^2 \right]
= \mathbb{E}_{\mathbf{A}'_{S_2}} \left[ \exp\left\{ -\beta \left\| \mathbf{I}_{2L} + \beta \mathbf{\Sigma}_2 \right\|_F \right\}
+ \beta \left\| \mathbf{Z} \right\|_F^2 \right]
\leq \mathbb{E}_{\mathbf{A}'_{S_2}} \left[ \exp\left\{ -\beta \left\| \mathbf{I}_{2L} + \beta \mathbf{\Sigma}_2 \right\|_F \right\}
+ \beta \left\| \mathbf{Z} \right\|_F^2 \right],
$$

(146)

where (146) follows from the Chernoff bound in Lemma 14 with $\beta \geq 0$, and (147) is obtained as follows. Let $\mathbf{\mu}_i = \left( \mathbf{Z}_{i,:} + [\mathbf{A}_{S_1}]_{i,:} \mathbf{H}_1 \right)^H$ and $\mathbf{\nu}_i = \mathbf{\mu}_i - \left( [\mathbf{A}'_{S_2}]_{i,:} \mathbf{H}_2 \right)^H$.

Conditioned on $\mathbf{Z}, \mathbf{H}_1, \mathbf{H}_2$, and $\mathbf{A}_{S_1}$, we can obtain that $\nu_i \sim \mathcal{CN}(\mathbf{\mu}_i, P'H_2^H H_2)$ for $i \in [n]$. Let $\tilde{\mathbf{\nu}}_i = \left( \mathbb{R}(\mathbf{\nu}_i), \mathbb{I}(\mathbf{\nu}_i) \right)$, $\tilde{\mathbf{\mu}}_i = \left( \mathbb{R}(\mathbf{\mu}_i), \mathbb{I}(\mathbf{\mu}_i) \right)$, and $\tilde{\mathbf{\Sigma}}_2 = \left[ \mathbb{R}(P'H_2^H H_2), \mathbb{I}(P'H_2^H H_2), \mathbb{I}(P'H_2^H H_2), \mathbb{R}(P'H_2^H H_2) \right]$. We have $\tilde{\mathbf{\nu}}_i \sim \mathcal{N}(\tilde{\mathbf{\mu}}_i, \frac{\rho}{2} \mathbf{\Sigma}_2)$ conditioned on $\mathbf{Z}, \mathbf{H}_1, \mathbf{H}_2$, and $\mathbf{A}_{S_1}$. Then, applying Lemma 15, we can obtain

$$
\mathbb{E}_{\mathbf{A}'_{S_2}} \left[ \exp\left\{ -\beta \mathbf{\nu}_i^T \mathbf{\nu}_i \right\} \right]
= \mathbb{E}_{\mathbf{A}'_{S_2}} \left[ \exp\left\{ -\beta \tilde{\mathbf{\nu}}_i^T \tilde{\mathbf{\nu}}_i \right\} \right]
= \left| \mathbf{I}_{2L} + \beta \mathbf{\Sigma}_2 \right|^{-\frac{\rho}{2}} \exp\left\{ -\beta \tilde{\mathbf{\mu}}_i^T \left( \mathbf{I}_{2L} + \beta \mathbf{\Sigma}_2 \right)^{-1} \tilde{\mathbf{\mu}}_i \right\},
$$

(149)

which yields (147). Substituting (147) into (145) and taking the expectation over $\mathbf{A}_{S_1}$ and $\mathbf{Z}$, we can obtain

$$
\mathbb{P}[\mathcal{F}_t|\mathbf{H}_1, \mathbf{H}_2] \leq \sum_{S_1} \sum_{S_2} \mathcal{M}_{S_1} \left| \mathbf{I}_{2L} + \beta \mathbf{\Sigma}_2 \right|^{-\frac{\rho}{2}} \exp\left\{ -\beta \tilde{\mathbf{\mu}}_i^T \left( \mathbf{I}_{2L} + \beta \mathbf{\Sigma}_2 \right)^{-1} \tilde{\mathbf{\mu}}_i \right\},
$$

(150)

where $\tilde{\mathbf{\Sigma}}_2 = \left[ \mathbb{R}(P'H_2^H H_2), \mathbb{I}(P'H_2^H H_2), \mathbb{I}(P'H_2^H H_2), \mathbb{R}(P'H_2^H H_2) \right]$. Here, (150) follows by applying Lemma 15 and Sylvester’s determinant theorem under the condition that $0 \leq \beta < \frac{1}{\rho}$. Then, we have

$$
\left| \mathbf{I}_{2L} + \beta \mathbf{\Sigma}_2 \right|^{-\frac{\rho}{2}} \left| \mathbf{C}_{S_1, S_2} \right|,
$$

(151)

where (151) holds because

$$
\frac{\mathbb{R}(\mathbf{D})}{\mathbb{R}(\mathbf{D})} = \mathbb{R}(\mathbf{D}) \mathbb{I}(\mathbf{D}) \mathbb{I}(\mathbf{D}) \mathbb{R}(\mathbf{D})
\left| \mathbf{D} \right|^2 = \left| \mathbb{R}(\mathbf{D}) - \mathbb{I}(\mathbf{D}) \right|^2
$$

when $\mathbf{D}$ is nonsingular, and (153) holds because $\left| \mathbf{D} \right|^2 = \left| \mathbb{R}(\mathbf{D}) \right|^2 + \left| \mathbb{I}(\mathbf{D}) \right|^2$. Substituting (153) into (150) and taking the expectation over $\mathbf{H}_1$ and $\mathbf{H}_2$, we have

$$
\mathbb{P}[\mathcal{F}_t] \leq \frac{1}{t} \left( \frac{K_0}{t_0} \right) \left( \frac{K - K_0}{t - t_0} \right) \mathcal{M}_{S_1} \left| \mathbf{I}_{2L} + \beta \mathbf{\Sigma}_2 \right|^{-\frac{\rho}{2}} \exp\left\{ -\beta \tilde{\mathbf{\mu}}_i^T \left( \mathbf{I}_{2L} + \beta \mathbf{\Sigma}_2 \right)^{-1} \tilde{\mathbf{\mu}}_i \right\},
$$

(154)

where (154) holds because the expectation is unchanged for different $S_1$ and $S_2$ once $t_0$ and $t$ are fixed, considering that channel coefficients are i.i.d. for different users. Taking the minimum over $\rho$ and $\beta$ on the RHS of (154), we can obtain an upper bound on $\mathbb{P}[\mathcal{F}_t]$ based on Gallager’s $\rho$-trick, which is denoted as $p_{2,t}$ given in (24). This completes the proof of Theorem 1.
A. Proof of (29)

In a special case where all users are active (i.e., \( K_a = K \)), the set \( S_1 \) of misdecoded users is the same as the set \( S_2 \) including detected users with false alarm codewords. Thus, \( \hat{p}_{1,t} \) can be easily obtained from Theorem 1 and its proof is omitted here for the sake of brevity. Moreover, the proof of \( \hat{p}_{2,t} \) is provided in Appendix C-A; the upper bound \( \hat{p}_{2,t} \) on \( \hat{p}_{2,t} \) is derived in Appendix C-B.

B. Proof of the Upper Bound

Taking the expectation over \( H_1 \), we have

\[
\mathbb{P}[F_t | H_1] \leq \sum_{S_1} M_{pl} \exp \left\{ -\rho n \ln \left| I_L + \frac{P'}{1+\rho} H^H_1 H_1 \right| \right\},
\]

(155)

where (157) holds when \( \rho n \) is an integer and each element of \( H_1 \in \mathbb{C}^{t \times L} \) and \( G \in \mathbb{C}^{t \times pm} \) is i.i.d. \( CN(0, 1) \) distributed. This is because

\[
\mathbb{E}_{H_1, G} \left\{ \exp \left\{ -\rho n \ln \left| I_L + \frac{P'}{1+\rho} H^H_1 H_1 \right| \right\} \right\} = \left( \frac{P'}{1+\rho} \right)^{-L_L} \mathbb{E}_G \left[ \left| GG^H \right|^{-L} \right]
\]

(162)

\[
= \left( \frac{P'}{1+\rho} \right)^{-L_L} \mathbb{E} \left[ \prod_{i=\rho n-t+1}^{\rho n} \left( \frac{\chi_{2i}^2}{2} \right)^{-L} \right]
\]

(163)

\[
= \left( \frac{P'}{1+\rho} \right)^{-L_L} \prod_{i=\rho n-t+1}^{\rho n} \frac{\Gamma(i-L)}{\Gamma(i)}
\]

(164)

where (162) follows because \( |I+A| \geq |A| \) when \( A \) is a positive semidefinite matrix; (163) follows because the determinant of the Wishart matrix \( |GG^H| \) has the same distribution as the product of independent random variables with chi-square distributions, i.e., \( \prod_{i=\rho n-t+1}^{\rho n} \frac{\chi_{2i}^2}{2} \) [49, Sec. 3.5]; (164) follows from the moments of chi-square random variables.

Applying similar ideas, we can upper-bound this term in the case of \( \rho n \leq t - L \) as follows:

\[
\mathbb{E}_{G} \left[ \left| GG^H \right|^{-L} \right] \leq \left( \frac{P'}{1+\rho} \right)^{-L_{\rho n}} \prod_{i=-\rho n+1}^{t-L} \frac{\Gamma(i-L)}{\Gamma(i)}.
\]

(165)

Substituting (164) and (165) into (29) and considering \( \hat{p}_{2,t} \leq 1 \), we can obtain (30).

APPENDIX D

Proof of Theorem 4

In this appendix, we prove Theorem 4 to establish a converse bound on the minimum required energy-per-bit for the CSIR case. We assume a genie \( G \) reveals the set \( K_a \) of active users and a subset \( S_1 \subset K_a \) for messages \( \mathcal{W}_{S_1} = \{ W_k : k \in S_1 \} \) and corresponding fading coefficients to the decoder. It is evident that a converse bound in the genie case is a converse bound for the problem without genie. Let \( S_2 = K_a \setminus S_1 \) of size \( t \). Let \( \Phi_{S_2} \in \{ 0, 1 \}^{MK \times K} \) denote which codewords are transmitted by users in the set \( S_2 \subset K_a \), where \( \Phi_{S_2}^{(k-1)MK:W_{k,k}} = 1 \) if the \( k \)-th user belonging to the set \( S_2 \) is active and the \( W_{k,k} \)-th codeword is transmitted, and \( \Phi_{S_2}^{(k-1)MK:W_{k,k}} = 0 \) otherwise. The equivalent received signal of the \( t \)-th antenna at the BS is given by

\[
y^{G}_t = \sum_{k \in S_2} h_{k,t} x^{(k)} + z_t = X_{S_2} h_t + z_t \in \mathbb{C}^n.
\]

(166)

The equivalent received message over all antennas is given by

\[
Y^{G} = \Phi_{S_2} Y^{G} + Z,
\]

(167)

where \( Y^{G} = [Y^{G}_1, Y^{G}_2, \ldots, Y^{G}_t] \in \mathbb{C}^{n \times t} \), and \( H \) and \( Z \) are defined in Section II. Denote the decoded signal for the \( k \)-th user with genie as \( \hat{W}_k^{G} \). Let \( M_k = 1 \) if \( W_k \neq \hat{W}_k^{G} \) and \( P_{c,k} = E[M_k] \). We have \( P_{c,k} = 0 \) for \( k \in S_1 \). The averaged PUPE is \( P_{c}^{G} = \frac{1}{K_a} \sum_{k \in S_2} P_{c,k}^{G} \leq \epsilon \).

Based on the Fano inequality, we have

\[
\frac{t}{K_a} J - P_{c}^{G} \log_2 (2J-1) - \frac{1}{K_a} \sum_{k \in S_2} h_{2} (P_{c,k}^{G})
\]
\[
\frac{1}{K} \sum_{k \in S_2} I_2 \left( W_k; \hat{W}_k^G \right). \tag{168}
\]

Considering the concavity of \( h_2(\cdot) \) and the inequality that \( P_{e}^{G} \leq \epsilon \leq 1 - \frac{1}{2p} \), we have
\[
P_{e}^{G} \log_2 \left( 2^J - 1 \right) + \frac{1}{K} \sum_{k \in S_2} h_2 \left( P_{e,k}^{G} \right) \leq \epsilon J + h_2 \left( \epsilon \right). \tag{169}
\]

Denote \( \mathcal{W}_{S_2} = \{ W_k : k \in S_2 \} \), \( \mathcal{X}_{S_2} = \{ x_{(k)} : k \in S_2 \} \), and \( \hat{\mathcal{W}}_{S_2}^G = \{ \hat{W}_k^G : k \in S_2 \} \). The matrix \( \mathbf{H}_t \) is a \( t \times L \) submatrix of \( \mathbf{H} \) corresponding to fading coefficients of users in the set \( S_2 \). We can upper-bound \( \sum_{k \in S_2} I_2 \left( W_k; \hat{W}_k^G \right) \) as
\[
\sum_{k \in S_2} I_2 \left( W_k; \hat{W}_k^G \right) = H_2(\mathcal{W}_{S_2}) - \sum_{k \in S_2} H_2 \left( W_k; \hat{W}_k^G \right) \tag{170}
\]
\[
\geq H_2(\mathcal{W}_{S_2}) - H_2 \left( \mathcal{W}_{S_2}; \hat{\mathcal{W}}_{S_2}^G \right) \tag{171}
\]
\[
= I_2 \left( \mathcal{W}_{S_2}; \hat{\mathcal{W}}_{S_2}^G \right) \tag{172}
\]
\[
\leq n \mathbb{E}_{\mathbf{H}_t} \left[ \log_2 \left( 1 + P \mathbf{H}_t^t \mathbf{H}_t \right) \right], \tag{174}
\]
where \( H_2(x) \) denotes the entropy of a random variable \( x \). Here, (171) follows because
\[
H_2 \left( \mathcal{W}_{S_2}; \hat{\mathcal{W}}_{S_2}^G \right) = \sum_{k \in S_2} H_2 \left( W_k; \hat{W}_k^G, W_1, \ldots, W_{k-1} \right) \tag{175}
\]
\[
\leq \sum_{k \in S_2} H_2 \left( W_k; \hat{W}_k^G \right), \tag{176}
\]
(173) follows due to the data processing inequality and the Markov chain: \( \mathcal{W}_{S_2} \rightarrow \mathcal{X}_{S_2} \rightarrow Y^G \rightarrow \hat{\mathcal{W}}_{S_2}^G \), and (174) holds because both \( X \) and \( Z \) are independent for \( n \) channel uses and the normal distribution of codewords maximizes the entropy for a given variance [3, Th. 8.6.5].

Substituting (169) and (174) into (168), we can obtain (33) in Theorem 4. Then, applying the concavity of \( \log_2 \left( \cdot \right) \) function, we obtain (34), which completes the proof of Theorem 4.

**APPENDIX E**

**PROOF OF THEOREM 5**

To prove Theorem 5, we first establish an achievability result in Appendix E-A and then prove a converse result in Appendix E-B for the CSIR case assuming all users are active.

**A. Achievability**

In a special case where all users are active, the PUPE can be upper-bounded as
\[
P_e \leq \mathbb{E} \left[ \frac{1}{K} \sum_{k \in K} \mathbf{1} \left[ W_k \neq \hat{W}_k \right] \right] + \tilde{p}_0 \tag{177}
\]
\[
\leq \epsilon + \mathbb{P} \left[ \frac{1}{K} \sum_{k \in K} \mathbf{1} \left[ W_k \neq \hat{W}_k \right] \geq \epsilon \right] + \tilde{p}_0 \tag{178}
\]
\[
= \epsilon + \sum_{t=\lceil \epsilon K \rceil}^K \mathbb{P} \left[ \mathcal{F}_t \right] \text{no power constraint} \tag{179}
\]
where \( \epsilon \) denotes a positive constant less than \( \epsilon \); \( \mathcal{F}_t = \left\{ \sum_{k \in K} \mathbf{1} \left[ W_k \neq \hat{W}_k \right] = t \right\} \) denotes the event that there are exactly \( t \) misdecoded users; \( \tilde{p}_0 \) upper-bounds the power constraint violation probability given by
\[
\tilde{p}_0 = K \mathbb{P} \left[ \frac{x}{2n} > \frac{P}{p'} \right] \leq K \exp \left\{ -\frac{1}{2} \left( a + m - \sqrt{m \sqrt{2a + m}} \right) \right\}, \tag{180}
\]
which follows from Lemma 17 presented below. It is easy to see that \( c_P = \frac{P}{p'} - \frac{2 \sqrt{P}}{p'} - 1 + 1 \) is a positive finite constant, provided that \( \frac{p'}{p} - 1 \) is a positive finite constant. In the case of \( \ln K = o(n) \), we have \( \tilde{p}_0 \leq \exp \{ o(n) \} \rightarrow 0 \) as \( n \rightarrow \infty \).

**Lemma 17 ([50]):** Let \( x \sim \chi^2(m) \) be a central chi-square distributed variable with \( m \) degrees of freedom. For \( \forall a > 0 \),
\[
\mathbb{P} \left[ x \right] \leq \exp \left\{ -\frac{1}{2} \left( a + m - \sqrt{m \sqrt{2a + m}} \right) \right\}. \tag{181}
\]

An upper bound \( \tilde{p}_{1,t} \) on \( \mathbb{P} \left[ \mathcal{F}_t \right] \text{no power constraint} \) is given in Corollary 3. Next, we pay attention to upper-bounding \( \tilde{p}_{1,t} \), thereby finding the condition under which \( \sum_{t=\lceil \epsilon_1 K \rceil}^K \tilde{p}_{1,t} \rightarrow 0 \) and thus \( P_e \leq \epsilon \). In the case of \( \epsilon_1 K \geq n + L \), for \( t = \lceil \epsilon_1 K \rceil, \lceil \epsilon_1 K \rceil + 1, \ldots, K \), we have
\[
\tilde{p}_{1,t} \leq \left( \frac{K}{t} \right) M^t \left( \frac{P'}{2} \right)^{-Ln} \prod_{i=t-n-1}^{t} \frac{\Gamma(i-L)}{\Gamma(i)} \tag{182}
\]
\[
\leq \left( \frac{K}{t} \right) M^t \left( \frac{P' (t-n+1-L)}{2} \right)^{-Ln}, \tag{183}
\]
where (182) follows from (30) and (31) by allowing \( \rho = 1 \), and (183) follows from the equality that \( \Gamma(x) = (x-1)! \) for any positive integer \( x \).

Let \( t = \theta K \) with \( \theta \in S_0 = \{ \frac{1}{K}, \frac{2}{K}, \ldots, 1 \} \cap [\epsilon_1, 1] \). We have
\[
\sum_{t=\lceil \epsilon_1 K \rceil}^K \tilde{p}_{1,t} \tag{184}
\]
\[
\leq \exp \left\{ o(K) + K \max_{\theta \in S_0} \left\{ h(\theta) + \theta \ln M \right\} \frac{L n}{K} \ln \left( \frac{P'(\theta K - n - 1 - L)}{2} \right) \right\} \tag{185}
\]
\[
\leq \exp \left\{ o(K) + K \left( \frac{1}{2} \right) + \ln M \right\} \frac{L n}{K} \ln \left( \frac{P'(\epsilon_1 K - n - 1 - L)}{2} \right), \tag{186}
\]
where (185) follows from the inequality that [3, Example 11.1.3]
\[
\left( \frac{K}{t} \right) \leq \exp \left\{ K h(\theta) \right\}. \tag{187}
\]
Therefore, in the case of $K \to \infty$, we have $\sum_{k=\lceil \epsilon_1 K \rceil}^{K} \hat{p}_{1,t} \to 0$ provided that the finite constant 
\[ c_1 = \frac{\ln}{K} \ln \left( \frac{P^\prime \left( \epsilon_1 K - n + 1 - L \right)}{2} \right) - h \left( \frac{1}{2} \right) - \ln M > 0. \]  
(188)

Assume $M = \Theta(1)$, $K$ and $n \to \infty$, and $K \gg \frac{n + L}{\epsilon_1}$. In the case of $K P' = \Omega(1)$, we can obtain that (188) is satisfied if and only if $\frac{n L \ln K P'}{K} = \Omega(1)$, which can be divided into the following two relations:
1) We assume $P'K$ is a finite positive constant satisfying $P'K > \frac{c_1}{\epsilon_1}$. In this case, we have 
\[ c_1 = c_3 \frac{n L}{K} - c_2, \]  
(189)
where $c_2 = h \left( \frac{1}{2} \right) + \ln \frac{M}{2}$ and $c_3$ is a finite positive constant. In order to satisfy the condition in (188), it is possible to choose $\frac{n L \ln K P'}{K} = \Omega(1)$ and $P'K = \Theta(1)$. For example, this case is that the number of BS antennas satisfies $L = \Theta(n)$, the power satisfies $P' = \Theta \left( \frac{1}{n} \right)$ and the number of users satisfies $K = \Theta(n^2)$.
2) In the case of $P'K \to \infty$, we have 
\[ c_1 = \frac{\ln K P'}{K} - \ln \frac{O(1)}{K} - c_2, \]  
(190)
where $c_2 = h \left( \frac{1}{2} \right) + \ln \frac{M}{2}$. Applying (190), in order to satisfy the condition in (188), it is possible to choose $\frac{n L \ln K P'}{K} = \Omega(1)$ with $K P' \to \infty$. For example, this case satisfies $L = \Theta \left( \frac{1}{n^2} \right)$, $P' = \Theta \left( \frac{1}{n^2} \right)$, and $K = \Theta(n^2)$.

Combining (180) and (188), we conclude that assuming $K, n \to \infty$, $\ln K = o(n)$, $K P' = \Omega(1)$, $M = \Theta(1)$, and $K \geq \frac{n + L}{\epsilon_1}$, the PUPE requirement $P_c \leq \epsilon$ is satisfied provided that $\frac{n L \ln K P'}{K} = \Omega(1)$. In particular, the PUPE requirement is satisfied for $K = \frac{n + L}{\epsilon_1}$ users when $K P' = \Omega(1)$ (the condition $\frac{n L \ln K P'}{K} = \Omega(1)$ is satisfied directly in this case). It was proved in [8, Appendix A-C] that, if one can achieve a certain PUPE for $K$ users, it will also be possible to achieve the same PUPE for less than $K$ users. Thus, one can reliably serve $K \leq \frac{n + L}{\epsilon_1}$ users provided that $\frac{n L \ln K P'}{K} = \Omega(1)$, or under a stricter condition that $K P' = \Omega(1)$. As a result, assuming $K, n \to \infty$, $\ln K = o(n)$, $K P' = \Omega(1)$, and $M = \Theta(1)$, the PUPE requirement $P_c \leq \epsilon$ is satisfied if $\frac{n L \ln K P'}{K} = \Omega(1)$. That is, it is possible to choose the following two regimes: $\frac{n L \ln K P'}{K} = \Omega(1)$ and $K P' = \Omega(1)$; $\frac{n L \ln K P'}{K} = \Omega(1)$ and $K P' \to \infty$. In particular, when the number of BS antennas is $L = \Theta(n)$ (resp. $L = \Theta \left( \frac{1}{n^2} \right)$), the number of users that can be reliably served is in the order of $K = O(n^2)$.

### Appendix F

#### Proof of Theorem 6

In this appendix, we prove Theorem 6 to establish an achievability bound on the PUPE in the case of no-CSI with known $K_o$. As introduced in Appendix A, the PUPE can be upper-bounded by (105). The probability $\mathbb{P} \left[ \mathcal{F}_i \right]$ therein, i.e. the probability of the event that there are exactly $t$ mis-coded users, is upper-bounded in (109) applying Fano’s “good region” technique [29]. In the following, we particularize the “good region”-based bound on $\mathbb{P} \left[ \mathcal{F}_i \right]$ given in Appendix A to the no-CSI case, followed by further manipulations on the two probabilities on the RHS of (109).

Based on the notation introduced in Appendix A, the ML decoding metric $g \left( \mathbf{Y}, \hat{c}_{\left[ K_o \right]} \right)$ in the case of no-CSI is given by [20]
\[ g \left( \mathbf{Y}, \hat{c}_{\left[ K_o \right]} \right) = L \ln \left| \mathbf{I}_n + \sum_{k \in K_o} \hat{c}_{(k)} \hat{c}_{(k)}^H \right| + \text{tr} \left( \left( \mathbf{I}_n + \sum_{k \in K_o} \hat{c}_{(k)} \hat{c}_{(k)}^H \right)^{-1} \mathbf{Y} \mathbf{Y}^H \right) \]  
(192)
\[ = L \ln \left| \mathbf{I}_n + \mathbf{A} \Gamma_{K_o} \mathbf{A}^H \right| + \text{tr} \left( \left( \mathbf{I}_n + \mathbf{A} \Gamma_{K_o} \mathbf{A}^H \right)^{-1} \mathbf{Y} \mathbf{Y}^H \right) \]  
(193)
Here, the matrix $\mathbf{A} \in \mathbb{C}^{n \times MK}$ denotes the concatenation of codebooks of the $K$ users, which has i.i.d. $\mathcal{CN} \left( 0, P^* \right)$ entries; the matrix $\Gamma_{S} = \text{diag} \left\{ \gamma_{S} \right\}_{S \in \{0, 1\}^{K^* \times K^*}}$, where \( \gamma_{S} = 1 \) if $k \in S$ and the $W_k$-th codeword
is decoded for this user, and \( \gamma_{S_k}^{(k-1)M+W_k} = 0 \) otherwise. Similarly, let \( \Gamma_S = \text{diag}(\gamma_{S_k}) \in \{0,1\}^{K \times KM} \) be a diagonal matrix, where \( \gamma_{S_k}^{(k-1)M+W_k} = 1 \) if \( k \in S \) and the \( W_k \)-th codeword is transmitted by this user, and \( \gamma_{S_k}^{(k-1)M+W_k} = 0 \) otherwise. In the following, we denote \( g(Y, c_{K_a}[\gamma_{S_k}]) \) as \( g_{{\gamma_{S_k}}^\top} \) for simplicity.

Let \( A_{S_1} \in \mathbb{C}^{n \times |S|} \) denote the concatenation of transmitted codewords of active users in the set \( S \subset K_a \) and let \( A_{S_2} \in \mathbb{C}^{n \times |S|} \) denote the concatenation of false-alarm codewords for users in the set \( S_2 \subset K \setminus K_a \cup S_1 \). Denote \( A_{all} = \{ A_{K_a}, A_{K_a}[\gamma_{S_k}], A_{S_2} \} \). Define \( F, F' \), and \( F_1 \) as in (40), (41), and (42), respectively. The conditional expectation in (111) can be written as

\[
E_{H,Z} \left[ \exp \left\{ (u-r) g_\Gamma + u g_\Gamma - 2 \left[ \operatorname{tr} \left( YH (u-r) F^{-1} - u (F')^{-1} \right) \right] \right\} \right] = \exp \left\{ \left[ L((u-r) \ln |F|-u \ln |F'| + r \omega |F| - r \omega |F_1|-|B|) \right] \right\}. 
\]

Here, (195) follows from Lemma 15 by taking the expectation over \( H \) and \( Z \) provided that the minimum eigenvalue of \( B \) satisfies \( \lambda_{\min}(B) > 0 \), where the matrix \( B \) is given by

\[
B = (1-u+r)I_n + u(F')^{-1}F - r \omega F_1^{-1}F. 
\]

Then, we have

\[
\mathbb{P} \left[ \bigcup_{S_1} \bigcup_{c_{S_2}} \left\{ g_{\gamma_{S_k}}^{(K_a)} \leq g_\Gamma + |G_{\omega,\nu}^\top \right\} \right] 
\leq C_t \left[ \min_{u \geq 0, r \geq 0, \lambda_{\min}(B)>0} \exp \left\{ \left[ L((r \omega |F| - u \ln |F'| + r \omega \ln |F_1|-|B|) \right] \right\} \right]. 
\]

where \( C_t = \binom{K_a}{K \cdot (K-K_a+t)} M^t \). Here, (197) follows by substituting (195) into (111) and follows from the fact that the expectation in (197) is unchanged for different \( S_1, S_2 \), and \( c_{S_2} \) once \( t \) is fixed, considering that the codeword matrix \( A \) has i.i.d. \( \mathcal{CN}(0,F') \) entries. As a result, the first probability on the RHS of (109) is upper-bounded by (197), denoted as \( q_{t,t}^{\delta}(\omega,\nu) \) in (38).

Next, we proceed to upper-bound the second term \( \mathbb{P}[G_{\omega,\nu}] \) on the RHS of (109). Denote \( A_{all} = \{ A_{K_a}, A_{K_a}[\gamma_{S_k}] \} \) and define the event \( G_{\omega,\nu}^\delta = \left\{ \sum_{i=1}^{n} \frac{\chi_i^2(2L)}{2} \leq nL(1+\delta) \right\} \) for \( \delta > 0 \). We have

\[
\mathbb{P}[G_{\omega,\nu}] 
= \mathbb{P} \left[ \bigcup_{S_1} \left\{ g_{\gamma_{S_k}}^{(K_a)} > \omega g_\Gamma + \nu \right\} \right] 
\leq \sum_{S_1} \mathbb{E}_{A_{all}} \left[ \mathbb{P} \left[ \sum_{i=1}^{L} \tilde{y}_i^H (I_n - \omega F^H F_1^{-1} F^H) \tilde{y}_i > C_F A_{all} \right] \right] 
\leq \min_{\delta \geq 0} \sum_{S_1} \mathbb{E}_{A_{all}} \left[ \mathbb{P} \left[ \left\{ \sum_{i=1}^{n} (1-\omega - \omega \lambda_i) \frac{\chi_i^2(2L)}{2} > C_F \right\} \cap G_{\omega,\nu}^\delta \right] \right] + \mathbb{P}[G_{\omega,\nu}^\delta] 
\leq \min_{\delta \geq 0} \left\{ \sum_{S_1} q_{t,t}^{\delta}(\omega,\nu) + \frac{K_a}{1-\gamma(nL,nL,(1+\delta))} \right\}, 
\]

where \( C_F = \omega L \ln |F_1| - L \ln |F| + nL \nu; \lambda_1, \ldots, \lambda_n \) are eigenvalues of \( F^H F_1^{-1} F \) in decreasing order with the first \( m = \min \{n,t\} \) eigenvalues being positive and all of the rest being 0. Here, (199) follows from the union bound and the fact that \( \gamma_i = F^H \tilde{y}_i \overset{i.i.d.}{\sim} \mathcal{CN}(0,F) \) conditioned on \( A_{K_a} \), where \( \tilde{y}_i \overset{i.i.d.}{\sim} \mathcal{CN}(0,F_1) \) for \( i \in [L] \); (200) follows from the bounding technique in (12), and the fact that conditioned on \( A_{all}, \bar{U} \gamma_i \) and \( \gamma_i \) have the same distribution as \( \mathcal{CN}(0,F_1) \) for the unitary matrix \( U \) satisfying \( U^H (I_n - \omega F^H F_1^{-1} F^H) U = A \), where \( A = \text{diag} \{1-\omega - \omega \lambda_1, \ldots, 1-\omega - \omega \lambda_n\} \); (201) holds because \( \sum_{i=1}^{n} \chi_i^2(2L) \) has the same distribution as \( \chi_i^2(2nL) \) considering that \( \chi_i^2(2L), i = 1, \ldots, n \), are independent.

The first term on the RHS of (201) can be upper-bounded as

\[
\sum_{S_1} q_{t,t}^{\delta}(\omega,\nu) \leq \sum_{S_1} \mathbb{E}_{A_{all}} \left[ \mathbb{P} \left[ \sum_{i=1}^{n} \lambda_i \frac{\chi_i^2(2L)}{2} < \frac{nL(1+\delta)(1-\omega)}{\omega} \right] \right] 
\leq \mathbb{P} \left[ \sum_{i=1}^{n} \frac{\chi_i^2(2L)}{2} < \frac{nL(1+\delta)(1-\omega)}{\omega} \right] 
\leq \frac{K_a}{1-\gamma(nL,nL,(1+\delta))}, 
\]

where (203) follows from Lemma 16 and the fact that the number of non-zero eigenvalues of \( F^H F_1^{-1} F \) is \( m = \min \{n,t\} \), which are denoted as \( \lambda_1, \ldots, \lambda_m \) in decreasing order as aforementioned. Substituting (203) into (201), we can obtain an upper bound on \( \mathbb{P}[G_{\omega,\nu}] \), which is denoted as \( q_{t,t}^{\delta}(\omega,\nu) \) in (43).

In conclusion, based on Fano’s bounding technique, we have obtained \( q_{t,t}^{\delta}(\omega,\nu) \) in (38) (i.e. an upper bound on the first probability in (109)) and \( q_{t,t}^{\delta}(\omega,\nu) \) in (43) (i.e. an upper bound on the second probability in (109)), which contributes to an
upper bound \( p_u \) given in (37) on the probability \( \mathbb{P}[F_t] \). This completes the proof of Theorem 6.

**APPENDIX G
PROOF OF THEOREM 8**

In this appendix, we prove Theorem 8 to establish an achievability bound on the PUPE for the scheme in which the number \( K_a \) of active users is random and unknown. In this case, the decoder first estimates an active set \( K_a' \) of \( K_a \) via an energy-based estimator. Then, given \( K_a' \), the decoder produces a set of decoded codewords, which is denoted as \( \hat{c} \in \mathbb{C} \). The number of codewords in the set \( \hat{c} \) belongs to an interval around \( K_a' \), i.e., it is satisfied that \( |K_a'| \in [K_a', K_a' + \varepsilon] \), where \( K_a' = \max \{ 0, K_a' - r' \} \), \( K_a' - \min \{ K, K_a' + r' \} \), and \( r' \) denotes a nonnegative integer referred to as the decoding radius. Based on the notion introduced in Appendix A, the per-user probability of misdetection in (7) can be upper-bounded as

\[
P_{e,MD} = \mathbb{E} \left[ \frac{1}{K_a} \sum_{k \in K_a} 1 \left[ W_k \neq \hat{W}_k \right] \right]
\]

(204)

\[
\leq \sum_{K_a=1}^{K} P_{K_a}(K_a) \sum_{K_a'=0}^{K} \frac{t + (K_a - K_a')^+}{K_a} \cdot \mathbb{P}[F_t \cap \{ K_a \rightarrow K_a' \}]_{\text{no power constraint}} + p_0.
\]

(205)

Here, the integer \( t \) takes value in \( T_{K_a'} \) defined in (53) because the number of missedetected codewords, given by \( t + (K_a - K_a')^+ \), is lower-bounded by \( (K_a - K_a')^+ \) and upper-bounded by the total number \( K_a \) of transmitted messages; \( F_t \) denotes the event that there are exactly \( t + (K_a - K_a')^+ \) missedetected codewords; \( \{ K_a \rightarrow K_a' \} \) denotes the event that the estimation of \( K_a \) results in \( K_a' \); \( p_0 \) denotes an upper bound on the total variation distance between the measures with and without power constraint given by

\[
p_0 = \mathbb{E}[K_a] \left( 1 - \frac{\gamma(n, n_E)}{F(n)} \right).
\]

(206)

Likewise, the per-user probability of false-alarm in (9) can be upper-bounded as

\[
P_{e,FA} = \mathbb{E} \left[ \frac{1}{|K_a|} \sum_{k \in K_a} 1 \left[ W_k \neq \hat{W}_k \right] \right]
\]

(207)

\[
\leq \sum_{K_a=0}^{K} P_{K_a}(K_a) \sum_{K_a'=0}^{K} \sum_{\gamma=0}^{K_a} \frac{t' + (K_a - K_a')^+}{K_a} \cdot \mathbb{P}[F_{t',t'} \cap \{ K_a \rightarrow K_a' \}]_{\text{no power constraint}} + p_0,
\]

(208)

where \( \hat{K}_a \) denotes the number of detected codewords as given in (56); \( F_{t',t} \) denotes the event that there are exactly \( t' + (K_a' - K_a')^+ \) missedetected codewords and \( t' + (K_a' - K_a')^+ \) falsely alarmed codewords; the integer \( t' \) takes value in \( T_{K_a'} \) defined in (55) because: i) \( \hat{K}_a \) must be in \( [K_a', K_a' + \varepsilon] \); ii) the number of falsely alarmed codewords is lower-bounded by \( (K_a' - K_a')^+ \); iii) there exist falsely alarmed codewords only when \( \hat{K}_a \geq 1 \).

Next, we omit the subscript “no power constraint” for the sake of brevity. The probability in the RHS of 205 can be bounded as

\[
\mathbb{P}[F_t \cap \{ K_a \rightarrow K_a' \}] \\
= \mathbb{P}[F_t \cap \{ |\hat{K}_a'| \in [K_a', K_a' + \varepsilon] \} \cap \{ K_a \rightarrow K_a' \}] \\
\leq \min \left\{ \mathbb{P}[F_t \cap \{ |\hat{K}_a'| \in [K_a', K_a' + \varepsilon] \}], \mathbb{P}[K_a \rightarrow K_a'] \right\}
\]

(209)

\[
\leq \min \left\{ \sum_{t' \in T_{K_a'}} \mathbb{P}[F_{t',t'} \cap \{ |\hat{K}_a'| \in [K_a', K_a' + \varepsilon] \}], \mathbb{P}[K_a \rightarrow K_a'] \right\}.
\]

(210)

Here, \( F_{t',t} \) is defined in (54), which is obtained similar to \( T_{K_a'} \) with the difference that the number \( K_a \) of detected codewords can be 0; (209) follows because the event \( K_a \rightarrow K_a' \) implies that \( |\hat{K}_a'| \in [K_a', K_a' + \varepsilon] \) [19]; (210) follows from the fact that the joint probability is upper-bounded by each of the individual probabilities. Similarly, the probability in the RHS of 208 can be bounded as

\[
\mathbb{P}[F_{t',t'} \cap \{ K_a \rightarrow K_a' \}] \\
\leq \min \left\{ \mathbb{P}[F_{t',t'} | |\hat{K}_a'| \in [K_a', K_a' + \varepsilon]], \mathbb{P}[K_a \rightarrow K_a'] \right\}.
\]

(211)

In the remainder of this part, we proceed to upper-bound \( \mathbb{P}[F_{t',t'} | |\hat{K}_a'| \in [K_a', K_a' + \varepsilon]] \) and \( \mathbb{P}[K_a \rightarrow K_a'] \), respectively, which are two ingredients of upper-bounding \( P_{e,MD} \) and \( P_{e,FA} \).

A. Upper-Bounding \( \mathbb{P}[K_a \rightarrow K_a'] \)

Given the channel output \( Y \), the receiver estimates the number \( K_a \) of active users as

\[
K_a' = \arg \min_{K_a \in [0, K_a]} m(Y, \hat{K}_a),
\]

(213)

where \( m(Y, \hat{K}_a) \) denotes the energy-based estimation metric given by

\[
m(Y, \hat{K}_a) = \| Y \|_F^2 - nL \left( 1 + \hat{K}_a p' \right).
\]

(214)

Denote \( C_{K_a', \hat{K}_a} = \frac{K_a' + \hat{K}_a}{2} \). In the case of \( \hat{K}_a \neq K_a' \), the event \( m(Y, K_a') \leq m(Y, \hat{K}_a) \) is equivalent to

\[
\begin{align*}
\| Y \|^2_F \leq nL \left( 1 + C_{K_a', \hat{K}_a} p' \right), & \quad \text{if } \hat{K}_a < K_a' \\
\| Y \|^2_F \geq nL \left( 1 + C_{K_a', \hat{K}_a} p' \right), & \quad \text{if } \hat{K}_a > K_a'.
\end{align*}
\]

(215)

As a result, the probability of the event that \( K_a \) is estimated as \( K_a' \) is upper-bounded as

\[
\mathbb{P}[K_a \rightarrow K_a'] \\
\leq \mathbb{P} \left[ m(Y, K_a') \leq m(Y, \hat{K}_a), \forall K_a \neq K_a' \right]
\]

(216)

\[
\leq \min_{K_a \in [0, K_a]} \mathbb{P}[m(Y, K_a') \leq m(Y, \hat{K}_a)]
\]

(217)

\[
= \min_{K_a \in [0, K_a]} 1 \left[ \hat{K}_a < K_a \right] \mathbb{P} \left[ \| Y \|^2_F \leq nL \left( 1 + C_{K_a', \hat{K}_a} p' \right) \right]
\]
\[
+1 \left[ K'_a > \tilde{K}_a \right] P \left[ \|Y\|_F^2 \geq nL \left( 1 + C_{K'_a, \tilde{K}_a} P' \right) \right].
\]

(218)

The probability \( P \left[ \|Y\|_F^2 \leq nL \left( 1 + C_{K'_a, \tilde{K}_a} P' \right) \right] \) on the RHS of (218) can be upper-bounded following two approaches. First, applying the Chernoff bound and Lemma 15, we can obtain

\[
P \left[ \|Y\|_F^2 \leq nL \left( 1 + C_{K'_a, \tilde{K}_a} P' \right) \right] \\
\leq E_{A_{K_a}} \left[ \min_{\rho \geq 0} \exp \left( \rho nL \left( 1 + C_{K'_a, \tilde{K}_a} P' \right) - L \ln \left( \ln 1 + \rho F \right) \right) \right],
\]

(219)

where \( A_{K_a} \in \mathbb{C}^{n \times K_a} \) denotes the concatenation of the transmitted codewords of \( K_a \) active users and \( F = I_n + A_{K_a} A_{K_a}^H \). Define the event \( G_\eta = \left\{ \sum_{i=1}^n \lambda_i^2 (2L) \geq nL \eta \right\} \) for \( \eta \geq 0 \). Then, we can obtain another upper bound on \( P \left[ \|Y\|_F^2 \leq nL \left( 1 + C_{K'_a, \tilde{K}_a} P' \right) \right] \) as follows:

\[
P \left[ \|Y\|_F^2 \leq nL \left( 1 + C_{K'_a, \tilde{K}_a} P' \right) \right] \\
= E_{A_{K_a}} \left[ \sum_{\ell} Y_{\ell}^H (I_n + A_{K_a} A_{K_a}^H) Y_{\ell} \leq nL \\
+ nLC_{K'_a, \tilde{K}_a} P' A_{K_a} \right] \\
\leq \min_{\eta > 0} \left\{ E_{A_{K_a}} \left[ \sum_{\ell} Y_{\ell}^H (I_n + A_{K_a} A_{K_a}^H) Y_{\ell} \leq nL \left( 1 + C_{K'_a, \tilde{K}_a} P' \right) \right] \right\} \\
\leq \min_{\eta > 0} \left\{ E_{A_{K_a}} \left[ \sum_{\ell} \left( I_n^H + A_{K_a} A_{K_a}^H \right) Y_{\ell} \leq nL \left( 1 + C_{K'_a, \tilde{K}_a} P' \right) \right] \right\}
\]

(220)

B. Upper-Bounding \( P \left[ \|\hat{Y}\|_F^2 \left| K'_a \right\| \in [K'_a, 1, K'_a, u] \right] \)

In this subsection, we utilize the MAP decoder to upper-bound \( P \left[ \|\hat{Y}\|_F^2 \left| K'_a \right\| \in [K'_a, 1, K'_a, u] \right] \). Under the condition that \( |\tilde{K}_a| \in [K'_a, 1, K'_a, u] \), the outputs of the decoder are given by

\[
\hat{K}_a, C_{\tilde{K}_a}
\]

arg \( \min_{\tilde{K}_a \in K_a \cap \tilde{K}_a} \left( \min_{c_k \in \tilde{K}_a} g \left( Y, \hat{c}_{\tilde{K}_a} \right) \right)
\]

(224)

\( \hat{W}_k = f_{\tilde{K}_a} (c_k) \), \( k \in \tilde{K}_a \),

(225)

where the MAP decoding metric \( g \left( Y, \hat{c}_{\tilde{K}_a} \right) \) is given by

\[
g \left( Y, \hat{c}_{\tilde{K}_a} \right) \\
= L \ln \left( I_n + A_{\tilde{K}_a} A_{\tilde{K}_a}^H \right) + tr \left( \left( I_n + A_{\tilde{K}_a} A_{\tilde{K}_a}^H \right)^{-1} YY^H \right) \\
- \ln \left( P_{\tilde{K}_a} \left( \left( \tilde{K}_a \right) M \right) \right).
\]

Here, \( \Gamma_S \) is defined in Appendix F. In the remainder of this part, \( g \left( Y, \hat{c}_{\tilde{K}_a} \right) \) is denoted as \( g \left( \Gamma_S \right) \) for simplicity.

Let the set \( S_1 \subset K_a \) of size \( t + (K_a - K'_a, u)^+ \) denote the set of users whose codewords are misdecoded. The set \( S_1 \) can be divided into two subsets \( S_1, S_2 \) of size \( (K_a - K'_a, u)^+ \) and \( t \), respectively. Let the set \( S_2 \subset K \setminus K_a \cup S_1 \) of size \( t' \) denote the set of detected users with false-alarm codewords. Let \( S_2 \) denote an arbitrary subset of \( S_2 \) of size \( (K'_a, 1 - K_a)^+ \). For the sake of simplicity, we rewrite \( \bigcup_{S_1 \subset K_a \cap S_1 = \emptyset t + (K_a - K'_a, u)^+} \) to \( \bigcup_{S_1 \subset K_a \cap S_1 = \emptyset t + (K_a - K'_a, u)^+} \) to \( \bigcup_{S_1 \subset K_a \cap S_1 = \emptyset t + (K_a - K'_a, u)^+} \), similarly for \( \bigcup_{S_2 \subset K \setminus K_a \cup S_1 = \emptyset t' + (K'_a, 1 - K_a)^+} \).

\[
P \left[ \bigcup_{S_1 \subset K_a \cap S_1 = \emptyset t + (K_a - K'_a, u)^+} \bigcup_{S_2 \subset K \setminus K_a \cup S_1 = \emptyset t' + (K'_a, 1 - K_a)^+} \mathcal{G}_{\omega, \nu} \left| \tilde{K}_a \right\| \in [K'_a, 1, K'_a, u] \right]
\]

\[
\leq \min_{\omega \geq 0} \left\{ P \left[ \bigcup_{S_1 \subset K_a \cap S_1 = \emptyset t + (K_a - K'_a, u)^+} \bigcup_{S_2 \subset K \setminus K_a \cup S_1 = \emptyset t' + (K'_a, 1 - K_a)^+} \mathcal{G}_{\omega, \nu} \left| \tilde{K}_a \right\| \in [K'_a, 1, K'_a, u] \right] \right\}
\]

(227)

Similar to (111) and (197), we can obtain an upper bound on the first probability on the RHS of (227), which is denoted as \( g_1 (K_a - K'_a, u)^+ \) in (60). In the case of \( t + (K_a - K'_a, u)^+ > 0 \), the second probability on the RHS of (227) can be bounded as in Appendix F. When \( t + (K_a - K'_a, u)^+ = 0 \), we have

\[
P \left[ \mathcal{G}_{\omega, \nu} \left| \tilde{K}_a \right\| \in [K'_a, 1, K'_a, u] \right] \\
= P \left[ g \left( \Gamma_{\tilde{K}_a} \right) > \frac{nL \nu}{1 - \omega} \right]
\]

(228)
= \mathbb{E}_{A_{K_a}} \left[ 1 - \frac{\gamma (nL, nL, -L \ln |F| + b)}{\Gamma(nL)} \right], \quad (229)

where the constant \(b\) is given in (65). The RHS of (229) is denoted as \(q_{2,K_a,t,0}\) in (70). This concludes the proof of Theorem 8.

APPENDIX H
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In this appendix, we prove Theorem 9 to establish a Fano type converse bound on the minimum required energy-per-bit for the no-CSI case. Let \(\tilde{y} = [y_1^T, y_2^T, \ldots, y_T^T]^T \in \mathbb{C}^{nL \times 1}\) be a vector obtained by concatenating the received signals of \(L\) antennas at the BS. Let \(\bar{X}_{K_a,M}\) be an \(n \times K_a M\) submatrix of \(X\) including codebooks of \(K_a\) active users and denote \(\bar{X} = \text{diag} \{ \bar{X}_{K_a,M}, \ldots, \bar{X}_{K_a,M} \} \in \mathbb{C}^{nL \times K_a M L}\). Let \(\bar{H}_i \in \mathbb{C}^{K_a M \times K_a M}\) be a block diagonal matrix, where block \(k\) is a diagonal \(M \times M\) matrix with all diagonal entries equal to \(h_{k,i} \sim \mathcal{C}\mathcal{N}(0,1)\). Let \(\bar{H} = [\bar{H}_1, \ldots, \bar{H}_M]^T \in \mathbb{C}^{K_a M L \times K_a M L}\). The vector \(\tilde{\beta} \in \{0,1\}^{K_a M}\) includes \(K_a\) blocks, where each block is of size \(M\) and includes one 1; we have \(\tilde{\beta}_{(k-1)M+1} = 1\) if the \(W_k\)-th codeword is transmitted by user \(k\), and \(\tilde{\beta}_{(k-1)M+M+1} = 0\) otherwise. Then, we can model the communication system as
\[
\tilde{y} = \bar{X} \bar{H} \tilde{\beta} + \bar{z},
\]
where \(\bar{z} \in \mathbb{C}^{nL \times 1}\) with each entry i.i.d. from \(\mathcal{C}\mathcal{N}(0,1)\).

We assume a genie reveals the set of active users. Similar to the analysis in Appendix D, we have [8]
\[
(1 - \rho) J - h_2(\rho) \leq \frac{1}{K_a} I_2(\tilde{\beta}; \tilde{y} | \bar{X}).
\]

Based on the chain rule of the mutual information, we have
\[
I_2(\tilde{\beta}, \bar{H} \tilde{\beta}; \tilde{y} | \bar{X}) = I_2(\tilde{\beta}; \tilde{y} | \bar{X}) + I_2(\bar{H} \tilde{\beta}; \tilde{y} | \bar{X}_\tilde{\beta})).
\]

Since \(\bar{H} \tilde{\beta} \rightarrow (\tilde{y}, \bar{X})\) forms a Markov chain, the mutual information \(I_2(\tilde{\beta}; \tilde{y} | \bar{H} \tilde{\beta}, \bar{X}) = 0\). Hence, we have [42, Eq. (78)]
\[
I_2(\tilde{\beta}; \tilde{y} | \bar{X}) = I_2(\bar{H} \tilde{\beta}; \tilde{y} | \bar{X}) - (234).
\]

Next, we focus on the two terms on the RHS of (234). We have
\[
I_2(\bar{H} \tilde{\beta}; \tilde{y} | \bar{X} = \bar{X}^r) = I_2(\bar{H} \tilde{\beta}; \bar{X}^r | \tilde{y} + \bar{z}) \leq \sup_u \mathbb{E}_{u}[\bar{X}^r u + \tilde{z}] \log_2 \left| I_n + \frac{1}{M} \bar{X}_r^H \bar{X}_r \right| (237)
\]

where the matrix \(\bar{X}_{K_a,M}\) is a realization of \(\bar{X}_{K_a,M}\) and \(\bar{X}^r = \text{diag} \{ \bar{X}_{K_a,M}, \ldots, \bar{X}_{K_a,M} \}\) is a realization of \(\bar{X}\). The supremum in (236) is over \(u\) with \(\mathbb{E}[u] = 0\) and

\[
\mathbb{E}[uu^H] = E \left[ (\bar{H} \tilde{\beta})(\bar{H} \tilde{\beta})^H \right] = \frac{1}{M} \bar{I}_{K_a M L}. \] The supremum is achieved when \(u \sim \mathcal{CN}(0, \frac{1}{M} \bar{I}_{K_a M L})\) [42], which implies (237). Then, we have
\[
I_2(\bar{H} \tilde{\beta}; \tilde{y} | \bar{X}) \leq LE \left[ \log_2 \left| I_n + \frac{1}{M} \bar{X}_{K_a M} \bar{X}_{K_a M}^H \right| \right]. \quad (239)
\]

Under the assumption that the entries of codebooks are i.i.d. with mean zero and variance \(P\), the expectation on the RHS of (239) can be upper-bounded as
\[
\mathbb{E}[\log_2 \left| I_n + \frac{1}{M} \bar{X}_{K_a M} \bar{X}_{K_a M}^H \right|] \leq \min \left\{ n \log_2 (1 + K_a P), K_a M \log_2 \left( 1 + \frac{P}{M} \right) \right\} \quad (240)
\]

where (240) follows from the concavity of the \(\log_2 \left| \cdot \right| \) function. We denote the RHS of (240) as \(C\) for simplicity.

A lower bound on \(I(\tilde{\beta}; \tilde{y} | \tilde{X})\) can be derived as follows. Let \(\bar{X}_{K_a} \in \mathbb{C}^{n \times K_a}\) be a submatrix of \(X\) formed by columns corresponding to the support of \(\beta\). Let \(\bar{H}_{K_a}\) be a \(K_a \times L\) submatrix of \(H\) including fading coefficients between \(K_a\) active users and \(L\) antennas of the receiver. Then, the received signal given in (2) can be rewritten as
\[
\tilde{y} = \bar{X}_{K_a} \bar{H}_{K_a} + \bar{z}.
\]

We have
\[
I_2(\tilde{\beta}; \tilde{y} | \tilde{X}) = \left| \bar{X}_{K_a}^H \bar{H}_{K_a} \bar{X}_{K_a} \right| - \left| \bar{X}_{K_a}^H \bar{H}_{K_a} \bar{X}_{K_a} \right|.
\]

Substituting (240) and (246) into (243), we obtain an upper bound on \(I(\tilde{\beta}; \tilde{y} | \tilde{X})\). Substituting this bound into (231), the proof of (75) in Theorem 9 is completed.

Under the assumption that \(K\) users generate their codebooks independently with each entry i.i.d. from \(\mathcal{C}\mathcal{N}(0, P)\), we further lower-bound \(\mathbb{E}[\log_2 \left| I_n + \bar{X}_{K_a}^H \bar{X}_{K_a} \right|]\) in (246) in the remainder of this appendix. In the case of \(K_a > n\), let \(\alpha_i \sim \chi^2(2(K_a - i + 1))\) for \(i = 1, \ldots, n\). We have
\[
\mathbb{E}[\log_2 \left| I_n + \bar{X}_{K_a}^H \bar{X}_{K_a} \right|] \geq \sum_{i=1}^{n} \mathbb{E}[\log_2 (1 + P \alpha_i)] \geq \sum_{i=1}^{n} \mathbb{E}[\log_2 \alpha_i] + \sum_{i=1}^{n} \mathbb{E}[\log_2 (P + \frac{1}{\alpha_i})] \geq \sum_{i=1}^{n} (P + \frac{1}{K_a - i + 1}) \quad (249)
\]
where (247) follows from Lemma 18 shown below; (249) follows because \( \mathbb{E} \left[ \ln \frac{x^2(2i)}{2} \right] = \psi(b) \) with \( \psi(x) \) denoting Euler’s digamma function, and follows from Jensen’s inequality considering \( \log_2(P + \frac{1}{K_a}) \) is a convex function of \( x \). Let \( b_1 = J(1 - \epsilon) - b_2(\epsilon) \). Substituting (249) into (73), we have

\[
\frac{b_1}{K_a} \leq \frac{L}{K_a} \sum_{i=1}^{K_a} \left( \psi(K_a - i + 1) \log_2 e \right) + \log_2 \left( P + \frac{1}{K_a - i + 1} \right). \tag{250}
\]

**Lemma 18 (Section 4.1.1 in [51]):** For \( b > 0 \), a central complex Wishart matrix \( \mathbf{W} \sim \mathcal{W}_m(n, \mathbf{I}) \), with \( n \geq m \), satisfies

\[
\mathbb{E} \left[ \log_2 |\mathbf{I}_m + b\mathbf{W}| \right] > \sum_{i=n-m+1}^{n} \mathbb{E} \left[ \log_2 \left( 1 + \frac{\chi^2(2i)}{2} \right) \right], \tag{251}
\]

where \( \chi^2(2i) \) is a chi-square variate with \( 2i \) degrees of freedom.

Likewise, when \( K_a \leq n \), we have

\[
\mathbb{E} \left[ \log_2 |\mathbf{I}_{K_a} + \mathbf{X}_K^H \mathbf{X}_{K_a}| \right] \\
\geq \log_2 e \sum_{i=1}^{K_a} \psi(n - i + 1) + \log_2 \left( P + \frac{1}{n - i + 1} \right). \tag{252}
\]

Substituting (252) into (73), when \( K_a \leq n \), we have

\[
\frac{b_1}{K_a} \leq \frac{L}{K_a} \sum_{i=1}^{K_a} \left( \psi(n - i + 1) \log_2 e \right) + \log_2 \left( P + \frac{1}{n - i + 1} \right). \tag{253}
\]

Together with (250), the proof of (77) is completed, which concludes the proof of Theorem 9.

**APPENDIX I**

**PROOF OF THEOREM 10**

In this appendix, we prove Theorem 10 to establish a converse bound on the minimum required energy-per-bit for the case in which there is no CSI at the receiver and the number \( K_a \) of active users is random and unknown. In Appendix I-A, we establish a converse bound for the scenario with multiple users; in Appendix I-B, we establish a converse bound for the scenario with knowledge of the activities of \( K - 1 \) potential users and the transmitted codewords and channel coefficients of active users among them, which is also a converse bound for the massive random access problem.

**A. Multiple-User Random Access Converse Bound**

In this part, we use the Fano inequality to derive a converse bound on the minimum required energy-per-bit for the multiple-user case when \( K_a \) is random and unknown. Define \( \mathbf{v}, \mathbf{X}, \mathbf{X}_{K_M}, \mathbf{H}, \) and \( \mathbf{H} \) as in Appendix H. Let the vector \( \bar{\beta} \in \{0, 1\}^{K_M} \) indicate which codewords are transmitted by active users, which includes \( K \) blocks with each block of size \( M \) and including at most one 1. Specifically, according to the random access model described in Section II, for \( m \in [M] \) and \( k \in [K] \), we have \( \mathbb{P} \left[ \bar{\beta}_{(k-1)M + m} = 0 \right] = 1 - \frac{p_a}{M} \) and \( \mathbb{P} \left[ \bar{\beta}_{(k-1)M + m} = 1 \right] = \frac{p_a}{M} \). Then, we can model the communication system as

\[
\mathbf{y} = \mathbf{XH}\bar{\beta} + \mathbf{z}, \tag{254}
\]

where \( \mathbf{z} \in \mathbb{C}^{nL \times 1} \) with each entry i.i.d. from \( \mathcal{CN}(0, 1) \).

Let \( M_k = 1 \left[ \mathbf{W}_k \neq \mathbf{W}_k \right] \) and \( P_{e,k} = \mathbb{E} [M_k] \). The error requirements in (7) and (9) can be loosened to

\[
P_e = \frac{1}{K} \sum_{k \in K} P_{e,k} \leq \epsilon_{MD} + \epsilon_{FA}. \tag{255}
\]

For \( k \in K \), a Fano type argument gives

\[
(1 - P_{e,k})H_2(\mathbf{W}_k | \mathbf{X}) - h_2(P_{e,k}) \leq I_2(\mathbf{W}_k; \mathbf{W}_k | \mathbf{X}), \tag{256}
\]

where \( H_2(x) \) denotes the entropy of a random variable \( x \) and \( h_2(.) \) denotes the binary entropy function. The entropy \( H_2(\mathbf{W}_k | \mathbf{X}) \) can be computed as

\[
H_2(\mathbf{W}_k | \mathbf{X}) = H_2(\mathbf{W}_k) = -(1 - p_a) \log_2(1 - p_a) - p_a \log_2 \frac{p_a}{M} \tag{257}
\]

\[
h_2(p_a) = p_a J. \tag{259}
\]

Substituting (259) into (256) and taking the summation over \( k \in K \) on both sides of (256), we have

\[
K(1 - P_e)(h_2(p_a) + p_a J) - \sum_{k \in K} h_2(P_{e,k}) \leq \sum_{k \in K} I_2(\mathbf{W}_k; \mathbf{W}_k | \mathbf{X}). \tag{260}
\]

Considering the concavity of \( h_2(\cdot) \) and the inequality that \( P_e \leq \epsilon_{MD} + \epsilon_{FA} \leq 1 - \frac{1}{1 + 2(2p_a + p_a)}, \) we have

\[
P_e (h_2(p_a) + p_a J) + \frac{1}{K} \sum_{k \in K} h_2(P_{e,k}) \leq (\epsilon_{MD} + \epsilon_{FA})(h_2(p_a) + p_a J) + h_2(\epsilon_{MD} + \epsilon_{FA}). \tag{261}
\]

Moreover, applying (173), we have \( \sum_{k \in K} I_2(\mathbf{W}_k; \mathbf{W}_k | \mathbf{X}) \leq I_2(\mathbf{W}_k; \mathbf{y} | \mathbf{X}) = I_2(\mathbf{H}\bar{\beta}; \mathbf{y} | \mathbf{X}). \) Together with (234), (260), and (261), we can obtain

\[
K(1 - \epsilon_{MD} - \epsilon_{FA})(h_2(p_a) + p_a J) - K h_2(\epsilon_{MD} + \epsilon_{FA}) \\
\leq I_2 \left( \mathbf{H}\bar{\beta}; \mathbf{y} | \mathbf{X} \right) - I_2 \left( \mathbf{H}\bar{\beta}; \mathbf{y} | \bar{\beta}, \mathbf{X} \right). \tag{262}
\]

Next, we focus on the two terms on the RHS of (262). Following from similar ideas used in (238) and (239) with the difference that \( \mathbb{E} \left[ (\mathbf{H}\bar{\beta})(\mathbf{H}\bar{\beta})^H \right] = \frac{p_a}{M} \mathbf{I}_{KM} \), we have

\[
I_2 \left( \mathbf{H}\bar{\beta}; \mathbf{y} | \mathbf{X} \right) \leq LE \left[ \log_2 \left| \mathbf{I}_n + \frac{p_a}{M} \mathbf{X}_{KM} \mathbf{X}_{KM}^H \right| \right] = \mathcal{O}(L). \tag{263}
\]

Under the assumption that the entries of codebooks are i.i.d. with mean zero and variance \( P \), the expectation on the RHS of (263) can be upper-bounded as

\[
\mathbb{E} \left[ \log_2 \left| \mathbf{I}_n + \frac{p_a}{M} \mathbf{X}_{KM} \mathbf{X}_{KM}^H \right| \right] \leq \mathcal{O}(L). \tag{264}
\]
\[ \leq \min \left\{ n \log_2 \left( 1 + p_a K P \right) + M \log_2 \left( 1 + \frac{p_a}{M} n P \right) \right\}. \] (264)

Moreover, \( I_2 (H; \hat{y} | \hat{\beta}, \hat{X}) \) can be computed as
\[
I_2 (H; \hat{y} | \hat{\beta}, \hat{X}) = L \mathbb{E} \left[ \log_2 \left| \mathbf{I}_n + \mathbf{X}_{K_a} \mathbf{X}_{K_a}^H \right| \right] = L \sum_{K_a=0}^{K} \left( P_{K_a}(K_a) \mathbb{E} \left[ \log_2 \left| \mathbf{I}_n + \mathbf{X}_{K_a} \mathbf{X}_{K_a}^H \right| | K_a = K_a \right] \right),
\] (265)

where \( \mathbf{X}_{K_a} \in \mathbb{C}^{n \times K_a} \) denotes a submatrix of \( \mathbf{X} \) formed by columns corresponding to the support of \( \hat{\beta} \); \( P_{K_a}(K_a) \) denotes the probability of the event that there are exactly \( K_a \) active users given in (5); (265) follows from (246). Combining (262), (263), and (266), the proof of the converse bound for the multiple-user case is completed.

### B. Single-User Random Access Converse Bound

The converse bound for the scenario with knowledge of the activities of \( K - 1 \) potential users and the transmitted codewords and channel coefficients of active users among them, can be regarded as a converse bound for the massive random access problem. In this case, it is equivalent to assume that there is a single user in the system with active probability \( p_a \). If this user is active, it equiprobably selects a message \( W \) from \( \{1, 2, \ldots, M\} \), and the corresponding codeword is denoted as \( \mathbf{x}_W \in \mathbb{C}^n \) satisfying the maximum power constraint
\[
\|\mathbf{x}_W\|_2^2 \leq nP.
\] (267)

Let \( \mathcal{F} \subset \mathbb{C}^n \) be a set of permissible channel inputs as specified by (267). If this user is inactive, we assume \( W = 0 \) and \( \mathbf{x}_W = 0 \). The received signal is given by
\[
\mathbf{y} = \mathbf{x}_W \mathbf{h}^T + \mathbf{z} \in \mathbb{C}^{n \times L},
\] (268)

where the vector \( \mathbf{h} \sim \mathcal{CN}(0, \mathbf{I}_L) \) includes channel fading coefficients between the user and \( L \) antennas at the BS and the noise matrix \( \mathbf{z} \in \mathbb{C}^{n \times L} \) has i.i.d. \( \mathcal{CN}(0, 1) \) entries.

Denote the decoded message as \( \hat{W} \in \{0, 1, \ldots, M\} \). We define three types of error probabilities as follows: the probability of the event that the receiver detects the presence of a message even though the user is inactive is given by
\[
P_{e,1} = \mathbb{P} \left[ \hat{W} \neq 0 | W = 0 \right],
\] (269)

the probability of the event that the receiver does not decode correctly a transmitted message is given by
\[
P_{e,2} = \frac{1}{M} \sum_{m \in [M]} \mathbb{P} \left[ \hat{W} \neq m | W = m \right],
\] (270)

and the probability of the event that the receiver erroneously decides that the user is inactive is given by
\[
P_{e,3} = \frac{1}{M} \sum_{m \in [M]} \mathbb{P} \left[ \hat{W} = 0 | W = m \right],
\] (271)

where \( P_{e,3} \leq P_{e,2} \). Then, the error requirements in (7) and (9) can be rewritten as
\[
P_{e,MD} = p_a P_{e,2} \leq \epsilon_{MD},
\] (272)
\[
P_{e,FA} = (1 - p_a) P_{e,1} \leq \epsilon_{FA}.
\] (273)

An upper bound on the number of codewords that are compatible with the requirement that \( P_{e,1}, P_{e,2}, \) and \( P_{e,3} \) do not exceed \( \epsilon_1, \epsilon_2, \) and \( \epsilon_3, \) respectively, is provided in [18, Th. 2]. By changing the error requirement in [18] to (272) and (273) and by considering the multiple-receive-antenna setting, we obtain the following meta-converse result:

**Proposition 19:** Consider the single-user setup, where the user is active with probability \( p_a \). Let \( Q_{Y^n \times L} \) be an arbitrary distribution on \( \mathbb{Y}^{n \times L} \). When both the CSI and the user activity are unknown, every \( (n, M, \epsilon_{MD}, \epsilon_{FA}) \) code satisfies
\[
M \leq \sup_{P_{X^n} \in \mathcal{F}, P_{X^n} \mathbf{x}(\cdot) \in \mathcal{F}} \beta_{1-\epsilon_3} \left( P_{Y^n \times L | X^n = \mathbf{x}} \right),
\] (274)

where
\[
\beta_{1-\epsilon_3} \left( P_{Y^n \times L | X^n = \mathbf{x}} \right) \leq 1 - \beta_{1-\epsilon_1} \left( P_{Y^n \times L | X^n = \mathbf{0}} \right),
\] (275)
\[
\epsilon_3 \leq \epsilon_2,
\] (276)
\[
p_a \epsilon_2 = \epsilon_{MD},
\] (277)
\[
(1 - p_a) \epsilon_1 = \epsilon_{FA}.
\] (278)

Proposition 19 presents a meta-converse bound for the single-user random access problem. However, evaluating this bound is numerically intractable because it involves an optimization over all possible input distributions. Next, we proceed to loosen Proposition 19 and obtain an easy-to-evaluate bound as provided in Theorem 10.

Following from the inequality that \( M_{\text{in}}(n, \epsilon, P) \leq M_{\text{in}}(n+1, \epsilon, P) \) [11, Lemma 39], which relates the numbers of codewords under maximum power constraint and equal power constraint, the condition in (274) can be loosened to
\[
M \leq \sup_{P_{X^n} \in \mathcal{F}, P_{X^n} \mathbf{x}(\cdot) \in \mathcal{F}} \frac{1 - \beta_{1-\epsilon_3} \left( P_{Y_{(n+1)} \times L | X_{(n+1)} = \mathbf{0}} \right)}{\beta_{1-\epsilon_2} \left( P_{X_{(n+1)} \times L | X_{(n+1)} = \mathbf{x}} \right)},
\] (279)

where \( \mathcal{F}^{n+1} = \{ \mathbf{x} \in \mathbb{C}^{n+1} : \| \mathbf{x} \|_2^2 = (n+1)P \} \), the auxiliary distribution is chosen as \( Q_{Y_{(n+1)} \times L} = P_{Y_{(n+1)} \times L | X_{(n+1)} = \mathbf{0}} = \prod_{i=1}^L \mathcal{CN}(0, I_{n+1}) \) [44], and (280) follows from [11, Lemma 29] for any input \( \mathbf{x}_1 \in \mathcal{F}^{n+1} \). Meanwhile, under \( Q_{Y_{(n+1)} \times L} = \prod_{i=1}^L \mathcal{CN}(0, I_{n+1}) \), the condition in (275) becomes
\[
\beta_{1-\epsilon_3} \left( P_{Y_{(n+1)} \times L, Q_{Y_{(n+1)} \times L}} \right) \leq \epsilon_1.
\] (281)
Since $\alpha \to \beta_0(P_{Y^{(n+1)}\times L}, Q_{Y^{(n+1)}\times L})$ is monotonically non-decreasing, we can combine (281) and (276) as
\[ \beta_1 - \beta_2 \leq 2 \ln P_{Y^{(n+1)}\times L}|X_n=x_1, Q_{Y^{(n+1)}\times L}} \leq \epsilon_1. \] (282)

Following from [44, Lemma 6], we can obtain that
\[ \beta_1 - \beta_2 \leq M \beta_1 - \beta_2 \leq (P_{Y^{(n+1)}\times L}|X_n=x_1, Q_{Y^{(n+1)}\times L}}. \] (283)
Together with (280) and (282), we observe that the condition in (282) is satisfied once (280) is satisfied.

In the remainder of this appendix, we proceed to compute
\[ \ln \frac{dP_{Y^{(n+1)}\times L}|X_n=x_1, Q_{Y^{(n+1)}\times L}}{dQ_{Y^{(n+1)}\times L}} = -L \ln(1+(n+1)P) + \sum_{i=1}^{L} y_i^H (I_{n+1} - (I_{n+1} + x_1 x_i^H)^{-1}) y_i. \] (284)

Under $P_{Y^{(n+1)}\times L}|X_n=x_1, Q_{Y^{(n+1)}\times L}}$, (284) is distributed the same as
\[ H = -L \ln(1+(n+1)P) + \frac{(n+1)P}{1+(n+1)P} \frac{\chi^2(2L)}{2}. \] (285)

Under $Q_{Y^{(n+1)}\times L}$, (284) is distributed the same as
\[ G = -L \ln(1+(n+1)P) + \frac{(n+1)P}{1+(n+1)P} \frac{\chi^2(2L)}{2}. \] (286)

Thus, we have
\[ \beta_1 - \beta_2 = P \left[ G \geq \bar{r} \right] = P \left[ \chi^2(2L) \geq (1+n+1)Pr \right], \] (287)
where $\bar{r}$ and $r$ are chosen to satisfy
\[ P \left[ H \leq \bar{r} \right] = P \left[ \chi^2(2L) \leq r \right] = \epsilon_2. \] (289)

Thus, the single-user random access bound is obtained. It completes the proof of Theorem 10.

APPENDIX J
PROOF OF THEOREM 11

In this appendix, we prove Theorem 11 to establish a scaling law for the no-CSI case under the PUPE criterion and the assumption that all users are active. The achievability and converse scaling laws are established in Appendix J-A and Appendix J-B, respectively.

A. Achievability

Assume that the matrix $A \in \mathbb{C}^{n \times KM}$ consists of codewords of all users, with columns drawn uniformly i.i.d. from the sphere of radius $\sqrt{nP}$. The power constraint in (3) is fulfilled in this case. Then, the PUPE can be upper-bounded as
\[ P_e \leq \epsilon_1 + \mathbb{P} \left[ \frac{1}{K} \sum_{k \in K} 1 \left[ W_k \neq \tilde{W}_k \right] \geq \epsilon_1 \right] \leq \epsilon_1 + \mathbb{P} \left[ \bigcup_{I_{\ell} = \{1, K\}} \mathcal{F}_I \right], \] (290)
where the positive constant $\epsilon_1 < \epsilon$ and $\mathcal{F}_I$ denotes the event that there are exactly $t$ misdecoded users. Denote the set of codewords of $K$ users as $S_{\text{all}}$ of size $KM$ and the set of the transmitted codewords of $K$ users as $S_K$ of size $K$. Let $\Gamma_I = \text{diag}(\tau_{I}) \in \{0, 1\}^{KM \times KM}$, where $\tau_{I_i}$ is the $i$-th codeword in the set $S$ is transmitted by a user, and $\tau_{I_i} = 0$ otherwise. Similarly, let $\Gamma_I' = \text{diag}(\tau_{I_i}')$, where $\tau_{I_i}' = 1$ if the $i$-th codeword in the set $S$ is decoded for a user, and $\tau_{I_i}' = 0$ otherwise. Applying the decoding metric given in Appendix F, we can bound $\mathbb{P} [\mathcal{F}_I]$ as
\[ \mathbb{P} [\mathcal{F}_I] \leq \mathbb{P} \left[ \bigcup_{S_1 \subseteq S_{\text{all}}} \bigcup_{S_2 \subseteq S_{\text{all}}} \{ g(\Gamma_I \setminus S_1 \cup S_2) \leq g(S_K) \} \right] \leq \left( K \right)^t \left( KM - K \right)^t \mathbb{P} \left[ g(\Gamma_I' \setminus S_1 \cup S_2) \leq g(S_K) \right] \leq \exp \left[ t \ln \left( \frac{e^2 K^2 M}{t^2} \right) \right], \] (292)
(293)
(294)

where (294) holds because $\left( \frac{e^2 M K}{t} \right)^b$ for $a > b > 0$. Denote $A_{\text{all}} = \{ A, \Gamma_{S_{\text{all}}}, \Gamma_{S_K} \setminus S_{\text{all}} \}$. We can bound the probability on the RHS of (294) as
\[ \mathbb{P} \left[ g(\Gamma_{S_K} \setminus S_1 \cup S_2) \leq g(S_K) \right] \leq \mathbb{E}_{A_{\text{all}}} \left[ \min_{u \geq 0} \mathbb{E}_{H, Z} \left[ \exp \left( u g(\Gamma_S) - u g(\Gamma_{S_K} \setminus S_1 \cup S_2) \right) \right] \right], \] (295)
\[ \leq \mathbb{E}_{A} \left[ \exp \left( - \frac{1}{2} \ln |F| - \frac{1}{2} \ln |F'| + \ln \left( \frac{1}{2} + F + \frac{1}{2} F' \right) \right) \right], \] (296)
where $F = I_n + A \Gamma_{S_{\text{all}}} A^H$ and $F' = I_n + A \Gamma_{S_K \setminus S_1 \cup S_2} A^H$. (295) follows by applying Lemma 14 conditioned on $A_{\text{all}}$; (296) follows from Lemma 15 by allowing $u = \frac{1}{2}$ and taking the expectation over $H$ and $Z$, and from the fact that the expectation is unchanged for different $I_{\ell}$ and $I_{\ell}'$. Substituting (296) into (294), we obtain an upper bound on $\mathbb{P} [\mathcal{F}_I]$, which is a special case of the upper bound on $\mathbb{P} [\mathcal{F}_I]$ in Appendix F by allowing $\nu \to \infty$, $\omega = 1$, $r = 0$, and $u = \frac{1}{2}$.

Then, we aim to lower-bound $f(F, F') = -\frac{1}{2} \ln |F| - \frac{1}{2} \ln |F'| + \ln \frac{1}{2} F + \frac{1}{2} F'$ in (296). We have
\[ f(F, F') \geq \frac{1}{8} \left( F - F' \right) \left( F + F' \right)^{-1} \left( F - F' \right) \left( F + F' \right)^{-1} \geq \frac{1}{8} \sigma_{\text{min}}^2 \left( \frac{F + F'}{2} \right)^{-1} \right) \left( F - F' \right) \left( F - F' \right) \left( F + F' \right)^{-1} \] (297)
(298)
where $\sigma_{\min}(A)$ (resp., $\sigma_{\max}(A)$) denotes the minimum (resp., maximum) singular value of $A$; (297) follows from Lemma 20 shown below; (298) follows by applying the inequality $\text{tr}(AB) \geq \sigma_{\min}(A)\sigma_{\min}(B)$ twice for positive semi-definite matrices $A$ and $B$, and from the cyclic property of trace; (299) follows because the matrix $\frac{F + F'}{2}$ is positive definite, $\sigma_{\min}(A^{-1}) = \frac{1}{\sigma_{\max}(A)}$ for positive definite matrix $A$, the matrix $F - F'$ is Hermitian, and $\text{tr}(B^H B) = \|B\|^2_F$.

Lemma 20 (Proposition 1 in [52]): Let $p_1$ and $p_2$ be two multivariate Gaussian distributions with zero mean and positive definite covariance matrices $\Sigma_1$ and $\Sigma_2$, respectively. Then, the $\frac{1}{2}$-Rényi divergence between $p_1$ and $p_2$ is bounded as

$$D_{\frac{1}{2}}(p_1, p_2) = -\frac{1}{2} \ln |\Sigma_1| - \frac{1}{2} |\Sigma_2| + \ln \left[ \frac{1}{2} \Sigma_1 + \frac{1}{2} \Sigma_2 \right] \geq \frac{1}{2} \text{tr}\left((\Sigma_1 - \Sigma_2)(\Sigma_1 + \Sigma_2)^{-1}(\Sigma_1 - \Sigma_2)(\Sigma_1 + \Sigma_2)^{-1}\right).$$

In the following, we follow similar ideas in [20] to lower-bound $\|F - F'\|^2_F$ and upper-bound $\sigma_{\max}(\frac{F + F'}{2})$, respectively. Following from the Restricted Isometry Property (RIP) results in [20, Theorems 2 and 5 and Appendix A], under the condition that

$$\frac{2n(n-1)}{M} \leq K \leq \min \left\{ \frac{c_1 n(n-1)}{2 \ln^2 \left( \frac{eM}{c_2} \right)}, \frac{\sqrt{2n(n-1)}}{4M} \right\},$$

with probability exceeding $1 - \exp\left\{-c_3 \sqrt{n(n-1)}\right\}$ on a draw of concatenated codebooks of $K$ users, we have

$$\|F - F'\|^2_F \geq (1 - \delta) n^2 p^2 c_1 K,$$

where $0 < c_1 < 1$, $c_2 > 0$, $c_3 > 0$, and $0 < \delta < 1$ are universal constants.

Following from the large deviation result in [53, Th. 4.6.1], an upper bound on $\sigma_{\max}(\frac{F + F'}{2})$ can be derived as

$$\sigma_{\max}(\frac{F + F'}{2}) \leq P c' \left(2 \ln \left( \frac{eM}{2} \right) + \frac{\ln(2/\epsilon_2)}{\max\{K, n\}}\right) \max\{K, n\} + 1,$$

with probability at least $1 - \exp(-c_3 \max\{K, n\})$ for constants $C' > 0$ and $\beta > 0$. Following from [20, Appendix A], (304) is satisfied independent of transmitted codewords and decoded codewords with probability at least $1 - \epsilon_2$ where the positive constant $\epsilon_2$ is less than $\epsilon$. Denote by $G$ the event that (303) and (304) hold for all possible sets of transmitted codewords and decoded codewords. If the event $G$ occurs, (299) can be lower-bounded as

$$-\frac{1}{2} \ln |F| - \frac{1}{2} \ln |F'\| + \ln \left( \frac{1}{2} F + \frac{1}{2} F'\right) \geq m^* \epsilon_1 K,$$

where

$$m^* \geq \frac{1 - \delta}{2} \left(C' \left(2 \ln \left( \frac{eM}{2} \right) + \frac{\ln(2/\epsilon_2)}{\max\{K, n\}}\right) \max\{K, n\} + 1\right)^2,$$

Therefore, we have

$$P \left[ \bigcup_{t=[\epsilon_1 K]}^{K} \mathcal{F}_t \cap G \right] \leq \sum_{t=[\epsilon_1 K]}^{K} P [\mathcal{F}_t | G] \leq \sum_{t=[\epsilon_1 K]}^{K} \exp \left\{ t \ln \left( \frac{e^2 M^2}{t^2} \right) \right\} \leq \sum_{t=[\epsilon_1 K]}^{K} \exp \left\{ t \ln \left( \frac{e^2 M^2}{t^2} \right) - L m^* \epsilon_1 K \right\},$$

where (307) follows from the union bound and the inequality $P [\mathcal{G}_1 \cap \mathcal{G}_2] = P [\mathcal{G}_2] P [\mathcal{G}_1 | \mathcal{G}_2] \leq P [\mathcal{G}_1 | \mathcal{G}_2]$ for events $\mathcal{G}_1$ and $\mathcal{G}_2$; (308) follows from (294); (309) follows from (296) and (305). In the case of

$$c = \frac{m^* \epsilon_1 K}{4} - \ln \left( \frac{e^2 M^2}{c_1} \right) > 0,$$

we have $P \left[ \bigcup_{t=[\epsilon_1 K]}^{K} \mathcal{F}_t \cap G \right] \leq \exp \{o(K) - cK\}. \quad \text{Together with (291), we have}$

$$P_e \leq \epsilon_1 + P \left[ \bigcup_{t=[\epsilon_1 K]}^{K} \mathcal{F}_t \cap G \right] + P [\mathcal{G}^c] \leq \epsilon_1 + \exp \{o(K) - cK\} + \exp \{-c_3 (n-1)\} + \epsilon_2,$$

where $\epsilon_1 + \epsilon_2 < \epsilon$, and $c, c_3 > 0$ are universal constants. As $n, K \to \infty$, the error requirement $P_e \leq \epsilon$ in (4) is satisfied.

Combining (302), (306), (311), and (313), we can obtain the following scaling law. Supposing $M = \Theta(1)$ and $n, K, L \to \infty$, it is possible to serve $K = \Theta(n^2)$ users with $L = \Theta(n^2)$ BS antennas and power $P = \Theta \left( \frac{1}{n^2} \right)$, such that the PUPE constraint is satisfied. It was proved in [8, Appendix A-C] that, if one can achieve a certain PUPE for $K$ users, it will also be possible to achieve the same PUPE for less than $K$ users. As a result, under the PUPE criterion, we can reliably serve $K = O(n^2)$ users when $L = \Theta(n^2)$, $P = \Theta \left( \frac{1}{n^2} \right)$, and $M = \Theta(1)$. 
B. Converse

We assume $n, L \to \infty$ and $\epsilon$ and $M$ are positive finite constants. Recall that $b_1 = J(1-\epsilon) - b_2(\epsilon)$. Following from Theorem 9, in the case of $K > n$, the minimum required energy-per-bit is larger than $\min \frac{M}{P}$, where the infimum is taken over all $P > 0$ satisfying

$$b_1 \leq \frac{nL}{K} \log_2 (1 + KP) - \frac{L}{K} \sum_{i=1}^{n} \left( \psi(K - i + 1) \log_2 e + \log_2 \left( \frac{P}{K - i + 1} \right) \right),$$

(314)

where $\psi(\cdot)$ is Euler’s digamma function. The RHS of (314) can be further bounded and we have

$$b_1 \leq \frac{nL}{K} \log_2 \left( \frac{1 + KP}{1 + (K - i + 1)P} \right) + \log_2 \left( \frac{P}{K - i + 1} \right),$$

(315)

$$\leq b_1 \leq \frac{nL}{K} \log_2 \left( \frac{1 + KP}{1 + (K - n + 1)P} \right) + \log_2 \left( \frac{P}{K - n + 1} \right),$$

(316)

where (315) follows by applying the inequality $\psi(x) \geq \ln x - \frac{1}{x}$ for $x > 0$ into (314); (317) follows because $\log_2 (1 + x) \leq x \log_2 e$ for $x \geq 0$. It is evident that the RHS of (317) is a monotonically decreasing function of $K$. In the case of $L = \Theta(n^2)$ and $P = \Theta \left( \frac{1}{n^2} \right)$, the condition in (317) is satisfied if and only if the number $K$ of users satisfies that $n < K \leq \Theta(n^2)$.

In the case of $1 \leq K \leq n$, following from Theorem 9, the minimum required energy-per-bit is larger than $\min \frac{M}{P}$, where the infimum is taken over all $P > 0$ satisfying

$$b_1 \leq ML \log_2 \left( 1 + \frac{nP}{M} \right) - \frac{L}{K} \sum_{i=0}^{K-1} \left( \psi(n - i) \log_2 e + \log_2 \left( \frac{P}{n - i} \right) \right).$$

(318)

Similar to (317), the RHS of (318) can be further upper-bounded and we have

$$b_1 \leq ML \log_2 \left( 1 + \frac{nP}{M} \right) - L \log_2 \left( 1 + (n - K + 1)P \right) + \frac{L \log_2 e}{n},$$

(319)

In the case of $K = 1$, (319) reduces to

$$b_1 \leq ML \log_2 \left( 1 + \frac{nP}{M} \right) - L \log_2 \left( 1 + nP \right) + \frac{L \log_2 e}{n},$$

(320)

It is evident that $ML \log_2 \left( 1 + \frac{nP}{M} \right) - L \log_2 \left( 1 + nP \right) \geq 0$. Thus, when $L = \Theta(n^2)$ and $P = \Theta \left( \frac{1}{n^2} \right)$, the condition in (320) is satisfied for $K = 1$. Since the RHS of (319) is a monotonically increasing function of $K$, (319) is satisfied for any $1 \leq K \leq n$ in this case.

Taking both the cases of $1 \leq K \leq n$ and $K > n$ into consideration, we can draw the conclusion that when $M = \Theta(1)$, $n \to \infty$, $L = \Theta(n^2)$, and $P = \Theta \left( \frac{1}{n^2} \right)$, all users can be reliably served only if $K = \Theta(n^2)$.

Together with the achievability result in Appendix J-A, we conclude that assuming $M = \Theta(1)$ and $n \to \infty$, with $L = \Theta \left( \frac{n^2}{P} \right)$ BS antennas and the power $P = \Theta \left( \frac{1}{n^2} \right)$, one can satisfy the error requirement if and only if the number of users is $K = \Theta(n^2)$ when all users are active and there is no a priori CSI at the receiver.

APPENDIX K

PROOF OF THEOREM 12

In this appendix, we prove Theorem 12 to establish an achievability bound for the pilot-assisted coded access scheme. Specifically, we consider a special case where all users are active, i.e. $K_a = K$. We use pilots drawn uniformly at random on an $n_p$-dimensional sphere of radius $\sqrt{n_p}$. Thus, these pilots, denoted as $b_1, \ldots, b_K$ with length $n_p$, satisfy that $\|b_k\|^2 = n_pP_p$ for $k \in K$. Denote $B = [b_1, \ldots, b_K] \in \mathbb{C}^{n_p \times K}$. The received signal of the $l$-th antenna at the BS in the pilot transmission phase is given by

$$y_{l,p} = \sum_{k \in K} h_{k,l} b_k + z_{l,p} = Bh_l + z_{l,p} \in \mathbb{C}^{n_p},$$

(321)

where $h_{k,l} \sim \mathcal{CN}(0, 1)$ denotes the fading coefficient between the $k$-th user and the $l$-th antenna of the BS, which is i.i.d. across different users and different BS antennas; the vector $h_l = [h_{1,l}, \ldots, h_{K,l}]^T \in \mathbb{C}^K$; the noise vector $z_{l,p} \sim \mathcal{CN}(0, I_{n_p})$, which is i.i.d. across $L$ BS antennas.

The BS performs channel estimation based on the MMSE criterion. The estimated channel for the $l$-th antenna of the BS is given by

$$\hat{h}_l = (I_K + B^H B)^{-1} B^H y_{l,p},$$

(322)

where $\hat{h}_l = [\hat{h}_{1,l}, \ldots, \hat{h}_{K,l}]^T \in \mathbb{C}^K$ is distributed as $\hat{h}_l \sim \mathcal{CN} \left( 0, \hat{\Sigma} \right)$ with $\hat{\Sigma} = I_K - (I_K + B^H B)^{-1}$. From the orthogonality principle of the MMSE estimation, the channel estimation error $\hat{h}_l = h_l - \hat{h}_l = [\hat{h}_{1,l}, \ldots, \hat{h}_{K,l}]^T$ is independent of $h_l$, and is distributed as $\hat{h}_l \sim \mathcal{CN} \left( 0, \hat{\Sigma} \right)$ with $\hat{\Sigma} = (I_K + B^H B)^{-1}$. For fixed pilot matrix $B$, both the channel estimation $\hat{h}_l$ and the channel estimation error $\hat{h}_l$ are i.i.d. across $L$ BS antennas.

Similar to Appendix A, we use a random coding scheme in the data transmission phase by generating Gaussian codebooks of size $M$ and length $n_d = n - n_p$ without power control, which for the $k$-th user is denoted as $c_k = [c_{k,1}, \ldots, c_{k,M}]$ with $c_{k,m} \sim \mathcal{CN}(0, P_I_{n_d})$ for $k \in K$ and $m \in [M]$. We choose $P' < \frac{nP - n_pP_p}{n_d}$ to ensure that we can control the maximum power constraint violation event. The matrix $A \in \mathbb{C}^{n_x \times MK}$ denotes the concatenation of codebooks of the $K$ users. Let the transmitted codeword of user $k$ be $x(k) = c_{(k)} 1 \left\{ \|c_{(k)}\|^2 \leq nP - n_pP_p \right\}$, where $c_{(k)} = c_{k,M}$ with the message $W_k \in [M]$ chosen uniformly at random. The received signal of the $l$-th antenna in the data transmission phase is given by

$$y_{l,d} = \sum_{k \in K} h_{k,l} x(k) + z_{l,d} \in \mathbb{C}^{n_d},$$

(323)
where $h_{k,l}$ is defined as aforementioned, and the noise vector $z_{L,d} \sim CN(0, I_{n_d})$, which are i.i.d. across $L$ antennas. Denote the signals received over $L$ antennas as $Y_d = [Y_{1,d}, \ldots, Y_{L,d}] \in \mathbb{C}^{n_d \times L}$.

The decoder has an incorrect estimate of the channel, but uses the estimate as if it were perfect. Based on the notation introduced in Appendix A, the decoding metric in this case is given by

$$g(Y_d, \tilde{c}_{[K]}) = \sum_{k=1}^{L} \left\| Y_{l,d} - \tilde{h}_{k,d} c_{(k)} \right\|^2_2. \tag{324}$$

The decoder outputs

$$\hat{c}_{[K]} = \min_{(c_{(k)} \in G_{c_{[K]}})_{k \in K}} g(Y_d, \hat{c}_{[K]}), \tag{325}$$

$$\hat{W}_k = f_{e,n,k}^{-1}(\hat{c}_{(k)}), \quad k \in K. \tag{326}$$

We can upper-bound the PUPE as in (105) by allowing $K_a = K$, where the total variation distance $p_0$ for the pilot-assisted scheme is given by

$$p_0 = K \left( \frac{n^2}{nP - nP} \right) \tag{327}$$

$$= K \left( 1 - \frac{\rho}{1 - \frac{\rho}{nP - nP}} \right). \tag{328}$$

In the remainder of this appendix, we upper-bound $P[F_c]$ in (105) relying on the standard bounding technique proposed by Fano [29]. Compared with the case of CSIR, upper-bounding $P[F_c]$ is more involved for the pilot-assisted coded access scheme due to the channel estimation error. Hence, we simplify the “good region” introduced in Section III-A by allowing $w = 0$ and obtain

$$\mathcal{R} = \{Y_d : g(Y_d, c_{[K_a]}) \leq n_d L \nu \}. \tag{329}$$

Define the event $G_\nu = \{Y_d \in \mathcal{R}\}$. By replacing $G_{\nu,w}$ with $G_\nu$ and allowing $S_1 = S_2$, the upper bound on $P[F_c]$ in (109) becomes

$$P[F_c] \leq \min_{\nu \geq 0} \left\{ P\left( \bigcup_{S_1} \bigcup_{c_{[S_1]}} \left\{ g(Y_d, c_{[K_a] \cup S_1]} \right\} \leq g(Y_d, c_{K_a}) \right\} \right\} \tag{330}$$

$$\leq \min_{\nu \geq 0} \left\{ P[G_\nu] + P[G_{\nu}^c] \right\}. \tag{331}$$

In the following, we upper-bound $P[G_c \cap G_\nu]$ and $P[G_{\nu}^c]$, respectively.

Define $\tilde{A}_{S_1}, \tilde{A}_{S_1},$ and $\tilde{A}_K$ as in Theorem 12. Denote $H = [h_1, \ldots, h_L] \in \mathbb{C}^{K \times L}, H = [\hat{h}_1, \ldots, \hat{h}_L] \in \mathbb{C}^{K \times L}, \tilde{H} = [\hat{h}_1, \ldots, \hat{h}_L] \in \mathbb{C}^{K \times L},$ and $Z_d = [z_{1,d}, \ldots, z_{L,d}] \in \mathbb{C}^{n_d \times L}$.

Denote $A_{all} = \{\tilde{A}_K, \tilde{A}_{S_1}, \tilde{A}_{S_1}\}$. Using the above notation, we can obtain

$$P[G_c \cap G_\nu] \leq \sum_{S_1} \sum_{c_{[S_1]}} E_{A_{all}, B} \left[ \min_{u \geq 0, r \geq 0} \text{exp}\{rn_d L \nu\} \right]$$

$$\cdot \left[ z_{1,d} \tilde{H} \left\{ \exp\left\{ -u \left\| Z_d + \tilde{A}_K \tilde{H} \left( A_{S_1} - \tilde{A}_{S_1} \right) \tilde{H}\right\|^2_F + (u - r) \left\| Z_d + \tilde{A}_K \tilde{H} \|^2_F \right\} A_{all}, B \right]\right]\right] \tag{332}$$

$$\leq \left( K \right)^{M} E_{A_{all}, B} \left[ \min_{u \geq 0, r \geq 0} \text{exp}\{rn_d L \nu - \frac{L}{2} \ln |D|\} \right]. \tag{333}$$

where (332) follows by applying the Chernoff bound in Lemma 14 to the probability $P[G_c \cap G_\nu]$ conditioned on $A_{all}$ and $B$; (333) follows from Lemma 15 by taking the expectation over $\tilde{H}, \tilde{H},$ and $Z_d$ provided that the eigenvalues of $D$ are positive, with the expression of $D$ given in (93). The term on the RHS of (333) is denoted as $q_1, t (\nu)$ as presented in (91).

In the remainder of this appendix, we upper-bound $P[G_{\nu}^c]$ in two ways. Let $\lambda_1, \ldots, \lambda_n$ denote the eigenvalues of $\tilde{A}_K \Sigma \tilde{A}_K^H$ in decreasing order with rank $n^* = \min\{K, n_d\}$. First, applying the Chernoff bound and Lemma 15, we can bound $P[G_{\nu}^c]$ as

$$P[G_{\nu}^c] \leq E_{A_{K}, B} \left[ \min_{0 \leq \delta < 1/(1 + \lambda_1)} \text{exp}\{-\delta n_d L \nu\} \right] \frac{\left| (1 - \delta) I_{n_d} - \delta \tilde{A}_K \Sigma \tilde{A}_K^H \right|^{-L}}{\left| A_{all}, B \right|}. \tag{334}$$

Define the event $G_{\eta} = \{\frac{\chi^2(2n_dL)}{2} \leq n_d L \nu \}$ for $\eta \geq 0$. Alternatively, we have

$$P[G_{\nu}^c] \leq \left( E_{A_{K}, B} \left[ \left\{ \left( \sum_{i=1}^{n^*} \lambda_i^2 \right) n_d L \nu \right\} \right] \right) + P[G_{\eta}^c] \tag{335}$$

$$\leq \min_{0 \leq \eta \leq \nu} \left\{ E_{A_{K}, B} \left[ \left( \sum_{i=1}^{n^*} \lambda_i^2 \right) n_d L \nu \right] \right\} + P[G_{\eta}^c] \tag{336}$$

$$\leq \min_{0 \leq \eta \leq \nu} \left\{ E_{A_{K}, B} \left[ \left( \sum_{i=1}^{n^*} \lambda_i^2 \right) n_d L \nu \right] \right\} + 1 - \frac{\gamma (n_d L, n_d L \nu)}{\Gamma(n_d L)} \tag{337}$$

where the conditional probability on the RHS of (337) can be further upper-bounded as

$$P \left[ \sum_{i=1}^{n^*} \lambda_i^2 (2L n^*) \geq n_d L (\nu - \eta) \right] \tilde{A}_K, B \right] \leq P \left[ \lambda_1^2 (2L n^*) \geq n_d L (\nu - \eta) \right] \tilde{A}_K, B \right] \tag{338}$$
Taking the minimum value of (334) and (337), we can obtain the ultimate upper bound on $P\left[G'_t\right]$, which is denoted as $q_{2,1}(\nu)$ as in (92). This concludes the proof of Theorem 12.
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