MASS: Microphone Array Speech Simulator in Room Acoustic Environment for Multi-Channel Speech Coding and Enhancement
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Featured Application: The proposed MASS can simulate multiple signals collected by microphone array in room acoustic environment for multi-channel speech coding and enhancement.

Abstract: Multi-channel speech coding and enhancement is an indispensable technology in speech communication. In order to verify the effectiveness of multi-channel speech coding and enhancement methods in the research and development, a microphone array speech simulator (MASS) used in room acoustic environment is proposed. The proposed MASS is the improvement and extension of the existing multi-channel speech simulator. It aims to simulate clean speech, noisy speech, clean speech with reverberation, noisy speech with reverberation, and noise signals by microphone array used for multi-channel coding and enhancement of speech signal in room acoustic environment. The experimental results of the multi-channel speech coding and enhancement prove that the MASS could well simulate the signals used in real room acoustic environment and can be applied to the research of the related fields.
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1. Introduction

In recent years, with the rapid development of signal processing and deep learning technology, more and more speech signal processing algorithms are proposed, which greatly promotes the progress of the speech processing, especially for multi-channel speech signal processing technology, such as multi-channel speech coding and multi-channel speech enhancement, because it can use the spatial information of speech signal, so as to obtain better processing effect than single-channel methods [1]. Due to the popularity of multi-channel speech signal processing algorithms, more and more researchers are engaged in the research of related fields. However, in practice, multi-channel speech signal processing methods often need a large number of microphone arrays with different shapes as the research basis, which often leads to additional economy expenditure. Therefore, the research of microphone array speech simulator for real life simulation has become an indispensable step in the research of multi-channel speech signal processing. It allows one to quickly test and iterate a large number of ideas. In addition, it makes it possible to finely tune parameters for the algorithm before going to experiments in the physical world.

So far, many microphone array speech simulation methods have been proposed. For example, Odeon Room Acoustics Software [2] and Enhanced Acoustics Simulator for Engineers (EASE) [3] are the commercial architecture simulators to simulate the room acoustics of echoic environments.
However, they focus on the audible and architectural analysis of geometrically complex rooms such as concert halls, churches, etc. This level of sophistication is not necessarily required for the analysis of three-dimensional speech algorithms or evaluation of microphone array in echoic environments. In addition, a shoebox room acoustics simulator [4] was proposed by Schimmel et al., which could simulate specular and diffuse reverberant sound. This simulator caters more for evaluating signal processing algorithms and is freely available. Although it is efficient, it does not provide the ability to simulate arbitrary microphone arrays. Also, any phase inherent in the directional gain of a microphone is ignored. For example, a dipole microphone would appear to have two positive lobes. Based on the shoebox room acoustics, a multi-channel room acoustics simulator (MCROOMSIM) [5] was proposed by Wabnitz et al., which can simulate the recordings of arbitrary microphone arrays within an echoic shoebox room. Furthermore, this simulator provides realistic phase information thus resulting in accurate inter-channel time delays that is required for accurate simulation of microphone arrays. Nielsen et al. proposed a new single-channel and multi-channel audio recordings database (SMARD) [6], which contains multi-channel recordings for 20 audio segments in 48 different configurations arising from using three different loudspeakers, four different microphone arrays, various sound sources, and sensor locations inside a box-shaped listening room. Scheibler et al. proposed a pyroomacoustics [7] by Python, a software package aimed at the rapid development and testing of microphone array speech processing algorithms. The pyroomacoustics can use the image source model (ISM) to find all image sources up to a maximum specified order and generate the room impulse responses (RIRs) by their positions. It can be used to simulate various kinds of microphone array noisy reverberation speech in various room environments. The pyroomacoustics is available from GitHub (https://github.com/LCAV/pyroomacoustics). However, the pyroomacoustics can only add white noise to the speech in the form of analog microphone self-noise and cannot add any other diffuse noise signal according to the research needs.

In recent years, there have been other simulation methods of microphone array speech. For example, Diverse Environments Multi-channel Acoustic Noise Database (DEMAND) [8] provided a set of 16-channel noise files recorded in a variety of indoor and outdoor settings. The data were recorded using a planar microphone array consisting of four staggered rows. It can be used to simulate real noise signals of multi-channels in specific situations instead of self-design. Zhang et al. built an articulatory dataset specifying in Chinese Mandarin [9] and investigated its efficacy in speech animation, and the dataset was created by Carstens EMA AG501 device. This real multi-channel speech data can be only used for specific structures but not for the simulation in any acoustic environment. Hadad et al. proposed a multi-channel room impulse responses dataset [10]. The room impulse responses were measured by three microphones in different locations of the room under three different reverberation conditions. Therefore, it can only be used for multi-channel simulation in these specific environments. Suh et al. proposed a method for collecting the distant multi-channel speech and noise dataset [11]. The data were collected at four different distant positions in an indoor room, in which an artificial mouth was used for playing the clean source speech data and three kinds of multi-channel microphone arrays were used for recording the distant speech data. The dataset can be used for creating the simulated noisy speech data reflecting various indoor acoustic conditions corrupted by room reverberation and additive noise. However, its microphone array structure is fixed and cannot be adjusted for specific situations. Tang et al. proposed a geometric sound simulation approach for generating and augmenting training data in speech-related machine learning tasks [12]. The method is capable of modeling occlusion, specular, and diffuse reflections of sound in the complicated acoustic environments. Spatialized Multi-Speaker Wall Street Journal (SMS-WSJ) [13] proposed by Drude et al. is a multi-channel dataset of overlapping speech for training, evaluation, and the detailed analysis of source separation and extraction. It has a high degree of randomness w.r.t. room size, array center, and rotation, as well as speaker position. However, the microphone array in this dataset is only a circular array and cannot be changed, so it cannot be applied to the scenes that require a specific shape of the microphone array. Chen et al. proposed a dataset [14] for evaluating continuous
speech separation. In this dataset, the speech signal is continuous, containing both the overlapped and overlap-free components. However, only circular arrays are available in this data set, and no other array types are included. Although these methods recently proposed can better simulate the microphone array speech data in a real acoustic environment, most of them have certain limitations and cannot be arbitrarily changed according to the goal of the researcher, so this provides a direction for research on more adaptable microphone array speech simulator.

In this paper, a pyroomacoustics-based microphone array speech simulator (MASS) in room acoustic environment is proposed. In the MASS, the pyroomacoustics is extended to be able to add any kinds of isotropic spherically diffuse noise and set the corresponding signal-to-noise ratio (SNR) to better simulate real life scenes, such as meeting room acoustic environment. Through the analysis of the simulated microphone array speech and the experiments on the multi-channel speech coding and enhancement methods, it can be seen that the microphone array speech signals simulated by the MASS can well simulate the speech data in the real room acoustic environment, and can be applied in the research of related fields.

The structure of the paper is organized as follows: The proposed microphone array speech simulator is described in Section 2. The simulation and analysis are given in Section 3. Application in multi-channel speech coding and enhancement are shown in Section 4. Finally, conclusions and future work are summarized in Section 5.

2. Microphone Array Speech Simulator

The proposed MASS is an improvement and extension of the existing pyroomacoustics, which exploits the object-oriented features of Python to create a clean and intuitive application programming interface (API) for room acoustics simulation. As depicted in Figure 1, the pyroomacoustics is mainly composed of three parts including room, target sources, and microphone array that can be set. The room shape and height can be drawn freely in the form of coordinate points, and each microphone and target source can be placed arbitrarily according to the research needs. Therefore, it is very friendly to the research of speech signal processing based on microphone array in room acoustic environment.

![Figure 1](image)

**Figure 1.** The block diagram of the pyroomacoustics. The lines terminated by a bullet indicate attribute relationship and arrows indicates parameters to functions.

In pyroomacoustics, the ISM is used to find all image sources up to a maximum specified order and RIRs are generated from their positions. For a microphone array placed at \( r \), a target source \( s \), and a set of its visible image sources \( V_i(s) \), the RIR \( a_i(s, n) \) between \( r \) and \( s \) is given by

\[
a_i(s, n) = \sum_{s_i \in V_i(s)} \frac{(1 - \alpha)^{\text{order}(s_i)}}{4\pi||r - s_i||} \delta_{L_1}(n - F_s \frac{||r - s_i||}{c})
\]

(1)
where order(s) gives the reflection order of source s, α ∈ [0, 1] is the absorption factor of the walls, c is the speed of sound, F_s is sampling rate of signal, and δ_{LP} is the windowed sinc function, which is defined by

\[ δ_{LP}(t) = \begin{cases} \frac{1}{2}(1 + \cos\left(\frac{2\pi t}{T_w}\right))\text{sinc}(t) & \text{if } -\frac{T_w}{2} \leq t \leq \frac{T_w}{2} \\ 0 & \text{otherwise} \end{cases} \]

(2)

where \( T_w \) is the length of the window. Based on Sabine’s formula [15], the reverberation time (RT_{60}) of the room can be obtained indirectly from the absorption factor α, which can be written by

\[ RT_{60} = 0.161 \frac{V_{room}}{\alpha S_{room}} \]

(3)

where \( V_{room} \) and \( S_{room} \) represent the volume and surface area of the room, respectively. Note that for simplicity, we assumed the absorption factor α to be identical for all walls. Nevertheless, the pyroomacoustics allows to specify a different absorption factor for each wall. Therefore, pyroomacoustics can simulate the microphone array speech in room acoustic environment very conveniently. In the pyroomacoustics, for example, a simulation scenario is created by first defining a room where a speech source and a microphone array are attached. The actual speech is attached to the source as a raw speech sample. The ISM is then used to find all image sources up to a maximum specified order and the RIRs are generated from their positions. The microphone signals are then created by convolving speech samples associated to source with the appropriate RIRs. Since the simulation is done on discrete-time signals, a sampling frequency is specified for the room and the sources it contains. Microphones can optionally operate at a different sampling frequency; a rate conversion is done in this case [7].

In the actual research and application, however, it should be further improved. For example, when adding noise to the simulated microphone array speech, the pyroomacoustics can only add white noise to the speech in the form of analog microphone self-noise and cannot add any other diffuse noise signal according to the research needs. This provides a direction for the expansion of pyroomacoustics.

In order to better simulate microphone array speech in room acoustic environment for various research needs, according to the non-stationary array noise simulation method of isotropic noise field [16], we will expand the pyroomacoustics to add any isotropic spherically diffuse noise with any SNR to the simulated acoustic environment.

For the non-stationary array noise simulation method in isotropic noise field [16], the noise field is assumed to be homogeneous. So, in an isotropic spherically noise field, the spatial coherence function values at angular frequency \( \omega_k \) is given by

\[ γ_{pq}(\omega_k) = \frac{\sin(\omega_k d_{pq}/c)}{\omega_k d_{pq}/c} \]

(4)

where \( d_{pq} \) denotes the distance between the \( p \)th microphone and the \( q \)th microphone. We can define a matrix \( G(\omega_k) \) for each \( \omega_k \) that consists of the spatial coherence values as follows:

\[
G(\omega_k) = \begin{bmatrix}
γ_{11}(\omega_k) & γ_{12}(\omega_k) & \cdots & γ_{1M}(\omega_k) \\
γ_{21}(\omega_k) & γ_{22}(\omega_k) & \cdots & γ_{2M}(\omega_k) \\
\vdots & \vdots & \ddots & \vdots \\
γ_{M1}(\omega_k) & γ_{M2}(\omega_k) & \cdots & γ_{MM}(\omega_k)
\end{bmatrix}
\]

(5)

where \( M \) is the number of microphones. The eigenvalue decomposition (EVD) is used to decompose matrix \( G(\omega_k) \) as follows

\[
G(\omega_k) = V(\omega_k)D(\omega_k)V^H(\omega_k)
\]

(6)
where $D(\omega_k)$ is a diagonal matrix and $(\cdot)^H$ is the Hermitian operation. So, the transformation matrix $C(\omega_k)$ can be obtained by

$$C(\omega_k) = \sqrt{D(\omega_k)}V^H(\omega_k)$$  \hspace{1cm} (7)$$

Given noise matrix $N_c(l,\omega_k) = [N_{c1}(l,\omega_k), N_{c2}(l,\omega_k), \ldots, N_{cM}(l,\omega_k)]^T$, where the elements of the $N_c(l,\omega_k)$ are randomly selected from complete noise signal as long as clean speech and mutually independent. $l$ denotes the frame index. So, in frequency domain, the noise signals $N(l,\omega_k) = [N_1(l,\omega_k), N_2(l,\omega_k), \ldots, N_M(l,\omega_k)]^T$ that will be used in microphone array can be obtained by

$$N(l,\omega_k) = C^H(\omega_k)N_c(l,\omega_k)$$ \hspace{1cm} (8)$$

Finally, in time-domain, the noise signals that will be used in each microphone can be obtained by inverse short-time Fourier transform (STFT) on each element of the $N(l,\omega_k)$.

The integration of the \textit{pyroomacoustics} and the non-stationary array noise simulation method in isotropic noise field can be used to simulate the room acoustic environment closer to the real situation, such as the meeting room and other scenes that may have various non-stationary noises. The proposed extension method is shown in Figure 2.

![Figure 2](image-url)

**Figure 2.** The block diagram of the proposed microphone array speech simulator (MASS); it is an extension of the \textit{pyroomacoustics}.

Firstly, as described in Figure 2, for a target speech source located at a specific location, we set up a room (such as a meeting room) and add the required microphone array by using \textit{pyroomacoustics}. In order to better simulate the microphone array speech, we choose omnidirectional microphone with 10 times amplifier [6] to form the microphone array placed in the room, so as to get an auditory acceptable microphone array speech. When we set the absorption factor $\alpha$ to 1.0, we think that the walls of the room can absorb all the speech signals being propagated without any reflection and image source, and then the corresponding clean speech signals of microphone array are obtained. At the same time, we can set the absorption factor $\alpha$ to be less than 1.0, so as to get the clean speech with reverberation of microphone array by corresponding reverberation time according to Equation (3). Then, based on the collected speech signal at each microphone and noise signal, we can calculate noise signal of each microphone for the specific SNR level; that is, the power of noise signal in each channel can be expressed as

$$P_{n,i} = \frac{P_{s,i}}{10^{\frac{SNR_i}{10}}}$$ \hspace{1cm} (9)$$

where $P_{s,i}$ and $P_{n,i}$ are the powers of clean speech and noise at the $i$th channel of the microphone array, respectively. For example, we use babble noise to simulate diffuse noise derived from the meeting room. Finally, by adding noise with clean speech and clean speech with reverberation of each microphone,
respectively, the noisy speech and noisy speech with reverberation of microphone array are obtained, respectively.

Therefore, the proposed MASS based on *pyroomacoustics* can simulate more real microphone array speech with isotropic spherically diffuse noise in room acoustic environment. Table 1 shows the inputs and outputs of the MASS. With these parameters listed in the inputs, the corresponding five types of microphone array signals can be obtained in the outputs.

| Table 1. The inputs and outputs of the MASS. |
|---------------------------------------------|
| **Inputs**                             | **Outputs**                             |
| room size                                | microphone array clean speech          |
| source location                           | microphone array clean speech with reverberation |
| microphone array location                | microphone array noisy speech          |
| signal-to-noise ratio (SNR)               | microphone array noisy speech with reverberation |
| absorption factor                         | clean speech (for target speech source) |
| clean speech (for target speech source)   | noise signal (for diffuse noise)        |

3. Simulation and Analysis of Microphone Array Speech

3.1. Simulation of Microphone Array Speech in Room Acoustic Environment

In order to show and analyze microphone array speech simulated by the proposed MASS more intuitively, as shown in Figure 3, a common three-dimensional room acoustic environment for a meeting room is created. The simulated meeting room is 4 m long, 3 m wide, and 3 m high. In the center of the meeting room, a 2.2 m long, 1.1 m wide, and 0.75 m high rectangular conference table is placed. A uniform linear microphone array with a spacing of 4 cm is placed in the center of the conference table to collect the sound signals in the room. Around the conference table, there are 19 chairs (Target 1~Target 19) as shown in terms of the square and a TV screen that somebody is speaking (Target 20) hung on the wall to simulate target speech sources in the meeting room acoustic environment. The coordinates of microphone array and each target speech source are also shown in Figure 3. In order to simplify the simulation, we assume that: (1) Each target speech source makes sound independently without overlapping, but they can be set to overlapping if needed; and (2) the conference table and chairs are ideal and have no reflection to the incident sound wave.

![Figure 3. The meeting room acoustic environment with 20 target speech sources and a uniform linear microphone array.](image-url)
So, based on such a meeting room acoustic environment in Figure 3, the room acoustic environment can be abstracted as the room shape, target speech source, and microphone array settings for simulating microphone array speech in room acoustic environment by the proposed MASS as shown in Figure 4.

![Figure 4](image)

**Figure 4.** The abstracted meeting room acoustic environment with 20 target speech sources and a uniform linear microphone array.

### 3.2. Analysis of the Simulated Microphone Array Speech

With the room shape, target speech sources, and microphone array parameters described above, we can build the required microphone array speech by setting noise signal (such as babble noise), SNR level, absorption factor, which reflects the RT$_{60}$, and other parameters. The clean target speech used is randomly selected from TIMIT corpus [17]. Figure 5 depicts a real RIR with the RT$_{60}$ of 500 ms and Figure 6 shows the simulated RIRs between Target 1 and each microphone when the RT$_{60}$ is 500 ms. From the RIRs shown in Figure 6, we can clearly see that the simulated RIRs have similar positive and negative values as the real ones and obviously show the three features, direct path, early echoes, and reverberation, are similar to those in Figure 5. So, the speech signals of microphone array obtained by the RIRs can simulate the real microphone array speech well. Figure 7 shows the spectrograms of clean speech, noisy speech, clean speech with reverberation, noisy speech with reverberation, and noise signals of microphones array for Target 1 when the RT$_{60}$ is 500 ms and the SNR level is 5 dB.

![Figure 5](image)

**Figure 5.** The real room impulse response (RIR) for the RT$_{60}$ of 500 ms.
Figure 6. The RIRs between Target (Tar.) 1 and each microphone (Mic.) when the RT60 is 500 ms.

Figure 7. The spectrograms of clean speech, noisy speech, clean speech with reverberation, noisy speech with reverberation, and noise signals of microphone (Mic.) array for Target 1 when the RT60 is 500 ms and the signal-to-noise ratio (SNR) level is 5 dB.

From Figure 7, we can watch various types of speech and noise signals in each microphone. As a whole, due to the close distance between each microphone, the speech signals between each channel are very similar, but when we carefully observe their time-domain waveforms, we can clearly see their differences.

In order to verify whether the simulated microphone array speech conforms to the sound wave propagation model, we draw a segmental time-domain waveform of clean speech of microphone array...
in Figure 8a and a segmental comparison waveform with Target 1 in Figure 8b. The selected speech waveforms are enlarged for observing the relationship of each waveform.

![Amplitude attenuation between microphones](image1)

**Figure 8.** Time-domain waveform comparison; (a) clean speech signals of microphone array; (b) clean speech signals of microphone array together with the Target 1.

Through Figure 8, we can clearly see that there is a large amplitude attenuation and propagation delay between Target 1 and the speech signals of microphone array. In addition, we also find that amplitude attenuation and propagation delay between the microphones are small. According to sound wave propagation model given in [18], the speech signals of microphone array and target speech signals have the following approximate relationship:

\[
\sigma_{ij} = 10 \sqrt{\frac{\pi}{4q_{ij}}} s_j(t - \frac{q_{ij}}{c})
\]

where \(\sigma\) and \(\tau\) represent amplitude attenuation factor and propagation delay, respectively. \(x_i(t)\) and \(s_j(t)\) represent speech signal of the \(i^{th}\) microphone and the \(j^{th}\) target speech source, respectively. \(q_{ij}\) is the distance from the \(j^{th}\) target speech source to the \(i^{th}\) microphone.
distance from the target speech source \( j \)th to the \( i \)th microphone. Based on Equation (10) and time-domain waveform shown in Figure 8, we can quantitatively analyze the accuracy of time difference of arrival (TDOA) for microphone array. Given the location of speech source of Target 1 and microphone array in Figure 3, and combined with the sound wave propagation model, we can calculate the theoretical TDOA as

\[
TDOA_{\text{theoretical}} = \frac{(q_{j1} - q_{i1})}{c} F_s = \frac{(2.1187 - 1.8657)}{343} \times 16000 \text{ samples} = 1.3113 \text{ samples} \quad (11)
\]

At the same time, according to horizontal axis in Figure 8a, we can roughly find that the TDOA of microphone array speech simulated by the MASS is about 1.3 samples. Table 2 gives a comparison of the TDOA for theoretical and simulated values. From Table 2, we can see that the simulated TDOA could accurately reflect theoretical TDOA between the microphones. The TDOA reflects the spatial characteristics of the target speech source.

Table 2. Comparison of the time difference of arrival (TDOA) for theoretical and simulated values.

|                     | Theoretical TDOA | Simulated TDOA |
|---------------------|------------------|----------------|
|                     | 1.3113 samples   | about 1.3 samples |

Figure 9 shows the spatial coherence of the noise signals of microphone array. From Figure 9, we can see that the isotropic spherically diffuse noise is coherent at low frequency region, while the coherence at high frequency tends to zero. This phenomenon is consistent with the isotropic spherical diffuse noise model given in [16]. This means that the noise signals of microphone array simulated by the MASS can well simulate the isotropic spherically diffuse noise in the real environment and can be used to simulate noisy speech of microphone array.

3.3. Comparison with Other Speech Simulation Methods

In order to further verify the effectiveness of the proposed MASS method in real acoustic environment, the comparison of the MASS with the existing multi-channel speech simulation method (called MCS) [19] and SMARD method [6] is shown in this subsection. The noisy speech dataset of microphone array with reverberation simulated by the three methods is used for training a convolutional neural network (CNN)-based multi-channel speech enhancement method [19], respectively. Then three trained CNN models representing three different microphone array speech simulation methods are obtained. Three trained CNN models are tested using the microphone array speech in the real environment, and the CNN model with the best test results is expressed as the corresponding microphone array speech simulation method that can better simulate the real acoustic environment.

To ensure the generality of the experiment, the same parameters and configurations are set in three different microphone array speech simulation methods, so that the three datasets describing the same
acoustic environment are obtained. The acoustic environment described in the dataset is similar to that in Figure 3. The only difference is that a four-channel uniform linear microphone array with a distance of 5 cm is used, which is to match real microphone array data during the testing. Each position of target speech source matches 20 different speech segments that are randomly selected from the TIMIT corpus [17]. The dataset uses four types of the SNR levels (e.g., −5 dB, 0 dB, 5 dB, and 10 dB) of babble noise and seven types of reverberation time (e.g., as 200 ms, 300 ms, 400 ms, 500 ms, 600 ms, 700 ms, and 800 ms), and the total duration is about 10 hours. During the test, clean speech of microphone array with reverberation is obtained from the real recorded speech in LibriSpeech corpus [20] by using three microphone array speech simulation methods, and then the final real speech for the testing is obtained by adding the real recorded meeting room noise signals in the DEMAND dataset [8]. In the test set, each position of target speech source is equipped with five different speech segments, with the SNR levels of −5 dB, 0 dB, 5 dB, and 10 dB, and reverberation time of 300 ms, 500 ms, and 700 ms. The test set duration is about 1 hour.

The average results of all the speech on all the target speech source positions in real speech data are shown in Table 3. The improvements of perceptual evaluation of speech quality (PESQ) [21] δP and short-time objective intelligibility (STOI) [22] δS are used to test the corresponding results. As can be seen from Table 3, the CNN model trained by the proposed MASS method (called CNN_MASS) can achieve better speech enhancement effect than that trained by the MCS method (called CNN_MCS) or trained by the SMARD method (called CNN_SMARD). Especially in the case of low SNR levels, the simulation of isotropic spherically diffuse noise field in the proposed MASS method can better describe the real acoustic environment, so it can obtain a higher amount of improvement in the use of real data testing.

Table 3. The average improvement results in real speech data (The best performing methods are shown in bold).

| SNR [dB] | RT [ms] | CNN_SMARD | CNN_MCS | CNN_MASS |
|----------|---------|------------|---------|----------|
|          |         | ΔP | ΔS | ΔP | ΔS | ΔP | ΔS |
| -5       | 700     | 0.4289 | 0.2951 | 0.4345 | 0.3021 | 0.4502 | 0.3101 |
|          | 500     | 0.6621 | 0.2706 | 0.6598 | 0.2989 | 0.6789 | 0.3012 |
|          | 300     | 0.7731 | 0.3151 | 0.7902 | 0.3201 | 0.8067 | 0.3395 |
| 0        | 700     | 0.5645 | 0.1892 | 0.5762 | 0.1803 | 0.5801 | 0.1992 |
|          | 500     | 0.6587 | 0.2041 | 0.6412 | 0.2154 | 0.6621 | 0.2201 |
|          | 300     | 0.6598 | 0.2263 | 0.6701 | 0.2312 | 0.6689 | 0.2298 |
| 5        | 700     | 0.3678 | 0.1499 | 0.3562 | 0.1428 | 0.3609 | 0.1501 |
|          | 500     | 0.4726 | 0.1275 | 0.4893 | 0.1364 | 0.5011 | 0.1468 |
|          | 300     | 0.4987 | 0.1345 | 0.5098 | 0.1452 | 0.5126 | 0.1402 |
| 10       | 700     | 0.3251 | 0.0924 | 0.3178 | 0.0951 | 0.3365 | 0.0899 |
|          | 500     | 0.4482 | 0.0898 | 0.4557 | 0.0942 | 0.4406 | 0.1021 |
|          | 300     | 0.5041 | 0.1092 | 0.5189 | 0.1125 | 0.5208 | 0.1198 |

Therefore, based on the above analysis, the proposed MASS can well simulate the room acoustic environment with isotropic spherically diffuse noise, so as to simulate the required speech signals of microphone array for the research of related fields. In the next section, the multi-channel speech coding and enhancement methods are further used to verify the proposed MASS.

4. Applications in Multi-Channel Speech Coding and Enhancement

4.1. Simulation of Microphone Array Speech Signals

In order to better verify the accuracy of the microphone array speech signals simulated by the proposed MASS, we use the MASS to simulate the microphone array speech signals for multi-channel speech coding.
and enhancement. Table 4 shows the application conditions of the MASS. The room acoustic environment configuration used to simulate microphone array speech signals is same as Figure 3.

Table 4. Applications of the MASS.

| Application                          | Multi-Channel Speech Coding | Multi-Channel Speech Enhancement |
|--------------------------------------|----------------------------|---------------------------------|
| Input                                | Clean speech               | Noisy speech                    |
|                                      |                            | Clean speech with reverberation  |
|                                      |                            | Noisy speech with reverberation  |

4.2. Application in Multi-Channel Speech Coding

The enhance voice services (EVS) [23] is a new kind of speech coding standard after adaptive multi-rate (AMR) [24] and adaptive multi-rate wideband (AMR-WB) [25]. It has gradually replaced AMR and AMR-WB as a mainstream trend on mobile devices such as mobile phones. Compared with existing coding standards, the EVS codec enhanced quality and coding efficiency for narrowband (NB) and wideband (WB) speech services and enhanced quality by the introduction of super wideband (SWB) and full band (FB). Furthermore, the EVS codec has backward compatibility to the AMR-WB codec [26]. Given the EVS codec, a multi-channel speech codec based on the EVS and time delay of the TDOA estimation is proposed. That is, the speech signal of reference channel is encoded by the EVS codec, and the time delay between other channels and reference channel is estimated and used to represent spatial information. The encoded speech bitstream and the coded time delay bitstream are separated and decoded, and finally, the multi-channel output speech is recovered. In order to get a more accurate time delay, the linear forward spatial prediction-based TDOA estimation method [27] is used. The block diagram of the proposed multi-channel speech coding method combining with EVS and TDOA (called Multi-EVS-TDOA) are shown in Figure 10.

Figure 10. Block diagram of the Multi-enhance voice services (EVS)-TDOA.

Once the time delay is estimated, it is quantized by uniform quantization method. As shown in Figure 3, the speech source can appear at any position relative to the microphone array. Under the far-field assumption, the time delay between the microphones is 0 when the speech source is facing the microphone array. When the speech source is in line with the microphone array, the time delay between the microphones reaches the maximum. So, for the uniform linear array in this work, the distance between microphones is 0.04 m, and the maximum value of time delay is 2 samples. In this way, a 2-bit uniform quantizer with four levels can be used to quantize the estimated time delay that is the spatial information of speech source. Thus, its bit rate is calculated as (2560 bits/frame × 1 channel + 2 bits/frame) × 50 frames/s = 128.1 kbps, where 2560 is the bit number of one frame of EVS codec at 128 kbps, 2 is the bit number of one frame for the time delay, and 50 is the frame rate.

The performance bottleneck of the Multi-EVS-TDOA method is the accuracy of time delay estimation. In the current room acoustic environment, as shown in Table 2, the time delay should be manifold up-sample signal such as 10 times and estimate time delay. This up-sampling method improves the accuracy of time delay estimation, reduces the error, and increases speech quality. The block
diagram of the proposed up-sampling-based multi-channel speech coding method combining with EVS and TDOA (called US-Multi-EVS-TDOA) are shown in Figure 11. For the proposed multi-channel speech coding method, the sampling rate can be seen as a priori knowledge, and for multi-channel speech with a specific sampling frequency, the proposed multi-channel speech coding method based on the up-sampling can be directly used for the encoding and decoding. Due to the up-sampling, the maximum value of delay goes up to 20. These result in more bit requirements for the quantization of time delay. Here, a 5-bit uniform quantizer with 32 levels is used for quantizing time delay. The new bit rate becomes (2560 bits/frame × 1 channel + 5 bits/frame) × 50 frames/s = 128.25 kbps.

Figure 11. Block diagram of the up-sampling (US)-Multi-EVS-TDOA.

In this work, in order to show the best effect of the proposed codec, the 16 kHz sampling rate and 128 kbps bit rates are used to set the parameters of the EVS codec, while other parameters remain unchanged by default. In order to better demonstrate the superiority of the proposed method, the Multi-EVS method is considered as a reference method. In the Multi-EVS method, the collected speech signal of each microphone is encoded separately by the EVS and transmitted in the form of bitstream integration for realizing multi-channel codec. Thus, the bit rate of 10 channels is calculated as 2560 bits/frame × 50 frames/s × 10 channels = 1280 kbps.

The PESQ, STOI, segment SNR (SSNR) [28], and logarithm spectral distortion (LSD) [29] are used to evaluate the performance of the decoded speech. The average test results of Target 1 to Target 20 are shown in Figure 12.

Figure 12. Performance comparison of multi-channel speech coding: (a) Perceptual evaluation of speech quality (PESQ) results; (b) short-time objective intelligibility (STOI) results; (c) segment SNR (SSNR) results; (d) logarithm spectral distortion (LSD) results.
From Figure 12, we can see that the Multi-EVS obtains the highest PESQ, STOI, SSNR, and the lowest LSD because it encodes each channel separately under the maximum bit rates. Although Multi-EVS-TDOA only encodes one channel and time delays, its PESQ and STOI scores are larger at 4.4 and 0.999, respectively, and its LSD is also less than 1.0. However, due to precision problems of time delay estimation, the SSNR of the Multi-EVS-TDOA shows a downward trend, or even drops to 0dB or below. By contrast, the up-sampling used in the US-Multi-EVS-TDOA greatly increases the accuracy of delay estimation. This leads to a significant improvement of the SSNR. At the same time, compared with the Multi-EVS-TDOA, the US-Multi-EVS-TDOA has a certain degree of increase in LSD due to the introduction of up-sampling and down-sampling. Fortunately, the increase of the LSD does not exceed the scope of transparent coding; that is, the LSD should be less than 1.0 for transparent. So, the US-Multi-EVS-TDOA greatly improved the coding efficiency while maintaining the PESQ, STOI, SSNR, and LSD within an acceptable range. Therefore, we can draw a conclusion that the speech simulated by the proposed MASS method can be used in the research of multi-channel speech coding.

4.3. Application in Multi-Channel Speech Enhancement

In order to verify the accuracy of the MASS more comprehensively, we propose a multi-channel speech enhancement for the microphone array speech simulated by the proposed MASS, which is the integration of the weighted prediction error (WPE)-based dereverberation method [30] and complex Gaussian mixture model-based minimum variance distortionless response (CGMM-MVDR) beamforming method [31] (called WPE-CGMM-MVDR). Figure 13 shows the block diagram of the WPE-based dereverberation method, the CGMM-MVDR beamforming method, and the proposed WPE-CGMM-MVDR method using Figure 13a–c, respectively. The inputs of the system consist of noisy speech, clean speech with reverberation, or noisy speech with reverberation of microphone array that are simulated by the MASS. For dereverberation performance evaluation, such as Figure 13a, the input microphone array clean speech with reverberation goes through the WPE-based dereverberation module, which achieves the purpose of removing the reverberation part after 20 iterations. For the denoising performance evaluation, such as Figure 13b, a beamformer that uses a novel steering vector estimation method based on time-frequency masks is employed. The time-frequency masks are used to avoid inaccurate prior knowledge such as array geometry and plane wave propagation assumption. Thus, it provides a robust steering vector estimation. Here, the time-frequency masks are estimated by using a spectral model based on the CGMM. For the microphone array noisy speech with reverberation, such as Figure 13c, the WPE-based dereverberation and the CGMM-MVDR beamforming are integrated together to implement a complete speech enhancement system that can also finish dereverberation and denoising tasks.

![Figure 13. The block diagram of the multi-channel speech enhancement method: (a) Weighted prediction error (WPE)-based dereverberation method; (b) complex Gaussian mixture model-based minimum variance distortionless response (CGMM-MVDR)-based denoising method; (c) WPE-CGMM-MVDR-based dereverberation and denoising method.](image-url)
After the multi-channel speech enhancement experiments, the enhanced speech is obtained. The PESQ, STOI, SSNR, and LSD are used to evaluate the quality of the enhanced speech as well. The average evaluation results of Target 1 to Target 20 are shown in Figure 14. Among them, the test results of noisy speech, clean speech with reverberation, and noisy speech with reverberation come from reference microphone 0 in Figure 3.

![Figure 14. The average evaluation results of multi-channel speech enhancement. (a) PESQ results; (b) STOI results; (c) SSNR improvement results; (d) LSD results.](image)

Through Figure 14, we can clearly see the multi-channel speech enhancement results of the microphone array speech obtained by the proposed MASS. Experimental results show that whether it is dereverberation, denoising, or dereverberation plus denoising at the same time, the speech enhancement effect is still obvious even at a low SNR level. This phenomenon is consistent with the characteristics of the corresponding speech enhancement method. Therefore, we can draw a conclusion that the speech simulated by the proposed MASS method can be used in the research of multi-channel speech enhancement.

5. Conclusions

In this paper, a microphone array speech simulator, which is closer to a real room acoustic environment, was proposed based on the pyroomacoustics. The proposed MASS can better simulate some specific room acoustic environment, especially in the presence of isotropic spherically diffused noise. It can be used not only to simulate individual microphone array speech segments, but also to build microphone array speech datasets for deep neural network training. By analyzing the microphone array speech simulated by the proposed MASS and experiments based on multi-channel speech coding and enhancement, we can see that the simulated microphone array speech conforms to the sound wave propagation model in the corresponding acoustic environment, both in terms of amplitude attenuation and propagation delay, and the noise signal also conforms to the characteristics of isotropic spherically diffused noise. Through the corresponding multi-channel speech encoding and enhancement experiments, we can see that the proposed multi-channel speech coding and
enhancement method can be well performed on the simulated microphone array speech, and the simulated microphone array speech signals can be used for research in the related fields. So, the proposed MASS is valid. In the future, we will continue to improve the MASS and apply it to more applications.
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