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Abstract

Let $E \subseteq \mathbb{R}^n$ be a closed set of Hausdorff dimension $\alpha$. For $m \geq n$, let $\{B_1, \ldots, B_k\}$ be $n \times (m-n)$ matrices. We prove that if the system of matrices $B_j$ is non-degenerate in a suitable sense, $\alpha$ is sufficiently close to $n$, and if $E$ supports a probability measure obeying appropriate dimensionality and Fourier decay conditions, then for a range of $m$ depending on $n$ and $k$, the set $E$ contains a translate of a non-trivial $k$-point configuration $\{B_1 y, \ldots, B_k y\}$. As a consequence, we are able to establish existence of certain geometric configurations in Salem sets (such as parallelograms in $\mathbb{R}^n$ and isosceles right triangles in $\mathbb{R}^2$). This can be viewed as a multidimensional analogue of the result of [25] on 3-term arithmetic progressions in subsets of $\mathbb{R}$.

Contents

1 Introduction ................................................................. 2
  1.1 Notation and definitions .............................................. 4
  1.2 The main result ...................................................... 5
  1.3 Examples ............................................................ 5
  1.4 Outline of proof .................................................... 8
  1.5 Acknowledgment ..................................................... 10

2 A functional multilinear form for counting configurations ........... 10

3 Extending the multilinear form to measures ............................ 11

4 Counting geometric configurations in sparse sets ...................... 15
  4.1 Existence of candidate $\nu$ .......................................... 15
  4.2 Proof of Proposition 4.1(a) .......................................... 18
  4.3 Proof of Proposition 4.1(b) .......................................... 18
  4.4 Proof of Proposition 4.1(c) .......................................... 19

5 Absolutely continuous estimates ........................................... 23
  5.1 Preliminaries ......................................................... 23
  5.2 Almost periodic functions ........................................... 25
  5.3 Ubiquity of almost periodic functions ................................ 27
1 Introduction

This paper is a contribution to the study of Szemerédi-type problems in continuous settings in Euclidean spaces. Specifically, given a class of subsets of $\mathbb{R}^n$ that are “large” in a certain sense, one may ask whether every set in this class must contain certain geometric configurations. The precise meaning of this will vary. For instance, given a fixed set $F \subseteq \mathbb{R}^n$ (usually discrete, but not necessarily finite), one could ask if there is a geometrically similar copy of $F$ contained in every set $E$ in a given class; or one could ask if every such $E$ contains solutions to a given system of linear equations. This could be viewed as continuous analogues of Szemerédi’s theorem on arithmetic progressions in sets of integers of positive upper asymptotic density [32], or of its multidimensional variants [9].

It is an easy consequence of the Lebesgue density theorem that any set $E \subseteq \mathbb{R}^n$ of positive Lebesgue measure contains a similar copy of any finite set $F$. A famous conjecture of Erdős [7] states that for any infinite set of real numbers $F$, there exists a set $E$ of positive measure which does not contain any non-trivial affine copy of $F$. Falconer [8] shows using a Cantor-like construction that if $F \subseteq \mathbb{R}$ contains a slowly decaying sequence $\{x_n\}$ such that $x_n \searrow 0$ and $\lim \inf x_{i+1}/x_i = 1$, there exists a closed set $E \subseteq \mathbb{R}$ of positive measure which does not contain any affine copies of $F$. For other classes of negative examples and related results, see [5], [16], [23], [24]. For faster decaying sequences, such as the geometric sequence $\{2^{-i}\}$, the question remains open.

We will focus on the case when the configuration is finite, but $E$ has Lebesgue measure 0, making a trivial resolution of the problem impossible. Instead, the assumptions on the size of $E$ will be given in terms of its Hausdorff dimension $\dim_H(E)$. Recall that by Frostman’s lemma, we have

$$\dim_H(E) = \sup \left\{ \alpha \in [0, n] : \exists \mu \in \mathcal{M}(E) \text{ with } \sup_{\varepsilon > 0} \frac{\mu(B(x, \varepsilon))}{\varepsilon^\alpha} < \infty \right\},$$

(1.1)

where $\mathcal{M}(E)$ is the set of probability measures supported on $E$. 
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B Supplementary facts from Section 5
Consider the first non-trivial case where \( F \) consists of three points. Then we have the following result in \( \mathbb{R} \).

**Theorem 1.1** (Keleti, [21]). For a given distinct triple of points \( \{x, y, z\} \), there exists a compact set in \( \mathbb{R} \) with Hausdorff dimension 1 which does not contain any similar copy of \( \{x, y, z\} \).

Keleti also proves the existence of sets \( E \subset \mathbb{R} \) with \( \dim_H(E) = 1 \) that avoid all “one-dimensional parallelograms” \( \{x, x + y, x + z, x + y + z\} \), with \( y, z \neq 0 \) [20], or all similar copies of any 3-point configuration from a given sequence \( \{(x_i, y_i, z_i)\}_{i=1}^{\infty} \) [21].

In higher dimensions, there is a range or results of this type. For instance, we have the following.

**Theorem 1.2** (Maga, [26]). For distinct points \( x, y, z \in \mathbb{R}^2 \), there exists a compact set in \( \mathbb{R}^2 \) with Hausdorff dimension 2 which does not contain any similar copy of \( \{x, y, z\} \).

Further examples will be given in Section 1.3.

Additive combinatorics suggests that sets \( E \) that are “pseudorandom” in an appropriate sense should be better behaved with regard to Szemerédi-type phenomena than generic sets of the same size. For example, it is well known that there are sets \( A \subset \{1, 2, \ldots, N\} \) of cardinality at least \( C_\varepsilon N^{1-\varepsilon} \) for all \( \varepsilon \) such that \( A \) does not contain any non-trivial 3-term arithmetic progression (see [31], [1]). On the other hand, there are Szemerédi-type results available for sets of integers of zero asymptotic density if additional randomness or pseudorandomness conditions are assumed, see e.g. [22], [12]. Different types of pseudorandomness conditions have been used in the literature, depending on the context and especially on the type of configurations being sought. In the particular case of 3-term arithmetic progressions, the appropriate conditions take a Fourier analytic form [29]; a more recent (and much deeper) result is that Fourier analytic conditions can also be used to control more general finite configurations of “true complexity” [10].

In the continuous setting, this leads us to considering the Fourier dimension of a set \( E \subset \mathbb{R}^n \), defined as

\[
\dim_F(E) = \sup \left\{ \beta \in [0, n] : \exists \mu \in \mathcal{M}(E) \text{ with } \sup_{\xi \in \mathbb{R}^n} |\hat{\mu}(\xi)| (1 + |\xi|)^{\beta/2} < \infty \right\}.
\] (1.2)

Here, \( \hat{\mu}(\xi) = \int e^{-2\pi i x \cdot \xi} d\mu(x) \). It is well-known that \( \dim_F(E) \leq \dim_H(E) \) for all \( E \subset \mathbb{R}^n \). Strict inequality is possible and common, for instance the middle-thirds Cantor set has Fourier dimension 0 and Hausdorff dimension \( \log 2 / \log 3 \). When \( \dim_F(E) = \dim_H(E) \), we say that \( E \) is a Salem set. Most of the known constructions of Salem sets are probabilistic, see e.g. [30], [18], [2], [3], [25]; deterministic examples are in [17], [19].

It turns out that a suitable combination of Hausdorff and Fourier dimensionality conditions does indeed force the presence of three term progressions in subsets of \( \mathbb{R} \).

**Theorem 1.3** (Laba, Pramanik [25]). Suppose \( E \subset [0, 1] \) is a closed set which supports a probability measure \( \mu \) with the following properties:

(i) \( \mu([x, x + \varepsilon]) \leq C_1 \varepsilon^\alpha \) for all \( 0 < \varepsilon \leq 1 \),
We say $E_0$ where $k$ for both of these definitions, we will drop the produce also a measure that satisfies these conditions; this is discussed in [25] in more detail.

Proof works for any fixed 3-point configuration $\{x, y, z\}$. The assumptions (i), (ii) are not equivalent to the requirement that $E$ be a Salem set, but many constructions of Salem sets produce also a measure that satisfies these conditions; this is discussed in [25] in more detail.

The present paper may be seen as an extension of Theorem 1.3 to $\mathbb{R}^n$, and to a larger class of patterns, by showing that certain point configurations are realized by all sets in $\mathbb{R}^n$ supporting a measure that satisfies a ball condition of type (1.1) and a Fourier decay condition of type (1.2).

1.1 Notation and definitions

Definition 1.4. Fix integers $n \geq 2$, $k \geq 3$ and $m \geq n$. Suppose $B_1, \ldots, B_k$ are $n \times (m-n)$ matrices.

(a) We say $E$ contains a $k$-point $\mathbb{R}$-configuration if there exists $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^{m-n} \setminus \{0\}$ such that $\{x + B_j y\}_{j=1}^k \subseteq E$.

(b) Given any finite collection of subspaces $V_1, \ldots, V_q \subseteq \mathbb{R}^{m-n}$ with $\dim(V_i) < m - n$, we say that $E$ contains a non-trivial $k$-point $\mathbb{R}$-configuration with respect to $(V_1, \ldots, V_q)$ if there exists $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^{m-n} \setminus \bigcup_{i=1}^q V_i$ such that $\{x + B_j y\}_{j=1}^k \subseteq E$.

For both of these definitions, we will drop the $k$ from the notation if there is no confusion.

Let $A_1, \ldots, A_k$ be $n \times m$ matrices. For any set of distinct indices $J = \{j_1, \ldots, j_s\} \subseteq \{1, \ldots, k\}$, define the $ns \times m$ matrix $A_J$ by

$$A_J = (A_{j_1}^t \cdots A_{j_s}^t).$$

We shall use $A = A_{\{1, \ldots, k\}}$.

Let $r$ be the unique positive integer such that

$$n(r - 1) < nk - m \leq nr.$$  \hspace{1cm} (1.3)

If we have $nk - m$ components and account for $r - 1$ groups of size $n$, we are left with $nk - m - n(r - 1)$. This quantity is useful in the main theorem, and bulky to constantly use. We shall denote

$$n' = nk - m - n(r - 1).$$  \hspace{1cm} (1.4)

Notice if $nk - m$ is a multiple of $n$, then $n' = n$, and in general, $0 < n' \leq n$.

Definition 1.5. We say that $\{A_1, \ldots, A_k\}$ is non-degenerate if for any $J \subseteq \{1, \ldots, k\}$ with $\#(J) = k - r$ and any $j \in \{1, \ldots, k\} \setminus J$, the $m \times m$ matrix

$$\begin{pmatrix} A_j^t & \tilde{A}_j^t \end{pmatrix}$$

is non-singular for any choice of $\tilde{A}_j$ a submatrix of $A_j$. Observe that for the above matrix to be $m \times m$, we require $\tilde{A}_j$ to consist of $n - n'$ rows.
1.2 The main result

**Theorem 1.6.** Suppose
\[ n \left\lceil \frac{k + 1}{2} \right\rceil \leq m < nk \]  
(1.5)
and
\[ \frac{2(nk - m)}{k} < \beta < n. \]  
(1.6)
Let \( \{B_1, \ldots, B_k\} \) be a collection of \( n \times (m - n) \) matrices such that \( A_j = (I_{n \times n} B_j) \) is non-degenerate in the sense of Definition 1.5, where \( I_{n \times n} \) is the \( n \times n \) identity matrix. Then for any constant \( C \), there exists a positive number \( \varepsilon_0 = \varepsilon_0(C, n, k, m, B) \ll 1 \) with the following property. Suppose the set \( E \subseteq \mathbb{R}^n \) with \( |E| = 0 \) supports a positive, finite, Radon measure \( \mu \) with the two conditions:

(a) (ball condition) \( \sup_{0 < r < 1} \frac{\mu(B(x; r))}{r^n} \leq C \) if \( n - \varepsilon_0 < \alpha < n \),

(b) (Fourier decay) \( \sup_{\xi \in \mathbb{R}^n} |\hat{\mu}(\xi)|(1 + |\xi|)^{\beta/2} \leq C \).

Then:

(i) \( E \) contains a \( k \)-point \( B \)-configuration in the sense of Definition 1.4 (a).

(ii) Moreover, for any finite collection of subspaces \( V_1, \ldots, V_q \subseteq \mathbb{R}^{m-n} \) with \( \text{dim}(V_i) < m - n \), \( E \) contains a non-trivial \( k \)-point \( B \)-configuration with respect to \( (V_1, \ldots, V_q) \) in the sense of Definition 1.4 (b).

Note that (a) implies \( E \) has Hausdorff dimension at least \( \alpha \) by Frostman’s Lemma, and (b) implies that \( E \) has Fourier dimension at least \( \beta \).

The existence and constructions of measures on \( \mathbb{R} \) that satisfy (a), (b) are discussed in detail in [25]. In higher dimensions, it should be possible to generalize the construction in [25, Section 6] to produce examples in \( \mathbb{R}^n \); alternatively, it is easy to check that if \( \mu = \tilde{\mu}(dr) \times \sigma(d\omega) \) is a product measure in radial coordinates \( (r, \omega) \), where \( \tilde{\mu} \) is a Salem measure on \([0, 1]\) as in [25, Section 6] and \( \sigma \) is the Lebesgue measure on \( S^{n-1} \), then \( \mu \) satisfies the conditions (a), (b) of Theorem 1.6.

1.3 Examples

We now give a few examples of geometric configurations covered by Theorem 1.6. For proofs and further discussion, see Section 7.

**Corollary 1.7.** Let \( a, b, c \) be three distinct points in the plane. Suppose that \( E \subseteq \mathbb{R}^2 \) satisfies the assumptions of Theorem 1.6 with \( \varepsilon_0 \) small enough depending on \( C \) and on the configuration \( a, b, c \). Then \( E \) must contain three distinct points \( x, y, z \) such that the triangle \( \triangle xyz \) is a similar (possibly rotated) copy of the triangle \( \triangle abc \).
Theorem 1.2 shows that Corollary 1.7 fails without the assumption (b), even if $E$ has Hausdorff dimension 2.

In dimensions $n \geq 2$, one may also consider the following modified question: given a set $E \subset \mathbb{R}^n$, how large can $\dim_H(E)$ be if $E$ does not contain a triple of points forming a particular angle $\theta$?. For ease, we say $E \subseteq \mathbb{R}^n$ contains the angle $\theta$ if there exist distinct points $x, y, z \in E$ such that the angle between the vectors $y - x$ and $z - x$ is $\theta$, and write $\angle \theta \in E$. Define

$$C(n, \theta) = \sup \{ s : \exists E \subseteq \mathbb{R}^n \text{ compact with } \dim_H(E) = s, \angle \theta \notin E \}.$$ 

Harangi, Keleti, Kiss, Maga, Máté, Matilla, and Strenner [15] give upper bounds on $C(n, \theta)$ (which they show is tight for $\theta = 0, \pi$), and Máté [28] provides lower bounds. Their results are summarized below.

| $\theta$        | lower bound on $C(n, \theta)$ | upper bound on $C(n, \theta)$ |
|-----------------|-------------------------------|-------------------------------|
| $0, \pi$        | $n - 1$                       | $n - 1$                       |
| $\pi/2$         | $n/2$                         | $\lceil (n + 1)/2 \rceil$     |
| $\cos^2 \theta \in \mathbb{Q}$ | $n/4$                         | $n - 1$                       |
| other $\theta$  | $n/8$                         | $n - 1$                       |

Corollary 1.7 shows that if $\theta$ is given, then any set $E \subset \mathbb{R}^2$ as in Theorem 1.6 must not only contain $\theta$, but in fact $\theta$ can be realized as the angle at the apex of a non-degenerate isosceles triangle with vertices in $E$. This also answers, for such sets, a question posed by Maga [26]:

**Question 1.1.** If $E \subseteq \mathbb{R}^2$ is compact with $\dim_H(E) = 2$, must $E$ contain the vertices of an isosceles triangle?

A different point of view is adopted in [13], where the following question is considered. For $E \subset \mathbb{R}^2$, let $T_2(E) = E^3 / \sim$, where $(a, b, c) \sim (a', b', c')$ if and only if the triangles $\triangle abc$ and $\triangle a'b'c'$ are congruent. Observe that $T_2(\mathbb{R})$ can be parametrized as a 3-dimensional space, e.g. by one angle and the sidelengths of the two sides adjacent to it. What can we say about the size of $T_2(E)$ if the dimension of $E$ is given?

**Theorem 1.8** (Greenleaf and Iosevich, [13]). Let $E \subset \mathbb{R}^2$ be a compact set with $\dim_H(E) > 7/4$. Then $T_2(E)$ has positive 3-dimensional measure.

Theorem 1.8 does not (and, in light of Theorem 1.2, could not) guarantee the existence of a triangle similar to any particular triangle $\triangle abc$ given in advance. It does, however, ensure that the set of triangles spanned by points of $E$ is large. Our Theorem 1.6 does not provide this type of results, due to the dependence of $\varepsilon_0$ on $C$ and on the choice of configurations. While it might be possible to keep track of this dependence with more effort, Theorem 1.8 is simpler and holds for a much larger class of sets. For extensions of Theorem 1.8 to finite configurations in higher dimensions, see e.g. [6], [11], [14].

In yet another direction, Bourgain [4] proved that if $E \subset \mathbb{R}^n$ has positive upper density (with respect to the Lebesgue measure), and if $\Delta$ is a non-degenerate $(k - 1)$-dimensional simplex (i.e. a set of $k$ points in general position) with $k \leq n$, then $E$ contains a translated
and rotated copy of $\lambda \Delta$ for all $\lambda$ sufficiently large. A discrete analogue of this result was proved more recently by Magyar [27]. In dimension 2, Bourgain’s result says that there is a $\lambda_0 > 0$ such that for any $\lambda > \lambda_0$, $E$ contains two points $x, y$ with $|x - y| = \lambda$. Similarly, if $E \subset \mathbb{R}^3$ has positive upper density and $a, b, c$ are three distinct and non-collinear points in $\mathbb{R}^3$, then for all $\lambda$ large enough, $E$ contains translated and rotated copies of $\triangle abc$ rescaled by $\lambda$. However, Bourgain’s result does not apply to configurations of $n + 1$ or more points in $\mathbb{R}^n$, such as triangles in $\mathbb{R}^2$.

A related consequence of Theorem 1.6 is the following.

**Corollary 1.9.** Let $a, b, c$ be three distinct collinear points in $\mathbb{R}^n$. Suppose that $E \subset \mathbb{R}^n$ satisfies the assumptions of Theorem 1.6 with $\varepsilon_0$ small enough. Then $E$ must contain three distinct points $x, y, z$ that form a similar image of the triple $a, b, c$.

For $n = 2$, this is a special case of Corollary 1.9. While Theorem 1.6 does not seem to allow for similar images of general triangles in dimensions $n \geq 3$, it does cover the case of 3 collinear points in any dimension. Note in particular that this includes 3-term arithmetic progressions $\{x, x + y, x + 2y\}$ with $y \neq 0$, which is a “degenerate” configuration in the sense of Bourgain [4].

We now turn to parallelograms in dimensions 2 and higher.

**Corollary 1.10.** Suppose that $E \subset \mathbb{R}^n$ satisfies the assumptions of Theorem 1.6, with $\varepsilon_0$ small enough depending on $C$. Then $E$ contains a parallelogram $\{x, x + y, x + z, x + y + z\}$, where the four points are all distinct.

Again, this should be compared to a result of Maga, which shows that the result is false without the Fourier decay assumption.

**Theorem 1.11 (Maga, [26]).** There exists a compact set in $\mathbb{R}^n$ with Hausdorff dimension $n$ which does not contain any parallelogram $\{x, x + y, x + z, x + y + z\}$, with $y, z \neq 0$.

We end with a polynomial example.

**Corollary 1.12.** Let $a_1, \ldots, a_6$ be distinct numbers, all greater than 1. Suppose that $E \subset \mathbb{R}^3$ satisfies the assumptions of Theorem 1.6, with $\varepsilon_0$ small enough depending on $C$ and $a_i$. Then $E$ contains a configuration of the form

$$x, \ x + B_2 y, \ x + B_3 y, \ x + B_4 y,$$

for some $x \in \mathbb{R}^3$ and $y \in \mathbb{R}^6$ with $B_i y \neq 0$ for $i = 2, 3, 4$, where

$$B_2 = \begin{pmatrix} 1 & \ldots & 1 \\ a_1 & \ldots & a_6 \\ a_1^2 & \ldots & a_6^2 \end{pmatrix}, \quad B_3 = \begin{pmatrix} a_1^3 & \ldots & a_6^3 \\ a_1^4 & \ldots & a_6^4 \\ a_1^5 & \ldots & a_6^5 \end{pmatrix}, \quad B_4 = \begin{pmatrix} a_1^6 & \ldots & a_6^6 \\ a_1^7 & \ldots & a_6^7 \\ a_1^8 & \ldots & a_6^8 \end{pmatrix}.$$

This is a non-trivial result in the following sense. Since Vandermonde matrices are non-singular, the set of 6 vectors

$$\begin{pmatrix} 1 \\ a_1 \\ \vdots \\ a_1^5 \end{pmatrix}, \ldots, \begin{pmatrix} 1 \\ a_6 \\ \vdots \\ a_6^5 \end{pmatrix}$$
forms a basis for \(\mathbb{R}^6\). It follows that if \(a, b, c \in E\), there is a unique \(y \in \mathbb{R}^6\) such that \(b = a + B_2 y\) and \(c = a + B_3 y\). This also determines uniquely the point \(a + B_4 y\), which might or might not lie in \(E\). Our result asserts that, under the conditions of Corollary 1.12, we may choose \(x\) and \(y\) so that in fact all 4 points in (1.7) lie in \(E\).

1.4 Outline of proof

We introduce the following multilinear form:

\[
\Lambda(f_1, \ldots, f_k) = \int_{\mathbb{R}^m} \prod_{j=1}^k f_j(A_j \vec{x}) \, d\vec{x}.
\] (1.8)

If \(f_j = f\) for all \(j\), we write \(\Lambda(f)\) instead of \(\Lambda(f, \ldots, f)\). The use of multilinear forms formally similar to (1.8) is common in the literature on Szemerédi-type problems.

Our strategy, roughly following that of [25], is to define an analogue of (1.8) for measures via its Fourier-analytic representation (1.9) below, prove that this analogue can be used to count the \(k\)-point configurations we seek, and obtain lower bounds on it that imply the existence of such configurations. A key feature in the present work is the multidimensional geometry of the problem, determined by the system of matrices \(A_j\). While this issue is almost nonexistent in [25], here it will play a major role at every stage of the proof and will account for most of the difficulties, both technical and conceptual.

The multilinear form (1.8) is initially defined for \(f_j \in C_c^\infty(\mathbb{R}^n)\). We prove in Proposition 2.1 that for such functions we have

\[
\Lambda(f_1, \ldots, f_k) = C \int_S \prod_{j=1}^k \hat{f}_j(\xi_j) \, d\sigma(\xi_1, \ldots, \xi_k),
\] (1.9)

where \(\sigma\) is the Lebesgue measure on the subspace

\[
S = \left\{ \xi = (\xi_1, \ldots, \xi_k) \in (\mathbb{R}^n)^k : \sum_{j=1}^k A_j' \xi_j = \vec{0} \right\}
\] (1.10)

and \(C = C(A)\) is a constant only depending on the matrices \(A_j\). The importance of (1.9) for us is twofold. First, it allows us to use Fourier bounds on \(f_j\) to control the size of \(\Lambda(f_1, \ldots, f_k)\), a fact that we will use repeatedly in the paper. Second, unlike (1.8), (1.9) makes sense for more general (possibly singular) measures \(\mu_j\) instead of \(C_c^\infty\) functions, provided that their Fourier transforms are well enough behaved so that the integral

\[
\Lambda^*(\widehat{\mu}_1, \ldots, \widehat{\mu}_k) = C \int_S \prod_{j=1}^k \widehat{\mu}_j(\xi_j) \, d\sigma(\xi_1, \ldots, \xi_k),
\] (1.11)

converges.

We prove in Proposition 3.1 that the integral in (1.11) does indeed converge, provided that \(\mu_j\) and \(A_j\) obey the assumptions of Theorem 1.6. While the full strength of these assumptions is not needed at this point, we would like to emphasize two key conditions.
First, we require pointwise decay of $\hat{\mu}_j$. Second, in the absence of additional assumptions on the matrices $A_j$, the decay of $\hat{\mu}_j(\xi_j)$ in the $\xi_j$ variables would not necessarily translate into decay in any direction on the subspace $S$ in (1.10). The nondegeneracy conditions in Definition 1.5 ensure that $S$ is in “general position” relative to the subspaces $\{\xi_j = 0\}$ of the full configuration space $(\mathbb{R}^n)^k$ along which the functions $\hat{\mu}_j(\xi_j)$ do not decay. This puts us in the best possible geometric case with regard to the convergence of (1.11), and allows us to complete the proof of the proposition. Similar geometric issues (with somewhat different details) arise later in the proof as well, notably in the proofs of Propositions 4.1 and 5.1.

Let $\Lambda^*(\hat{\mu})$ be the multilinear form thus defined, with $\mu_1 = \cdots = \mu_k = \mu$. We claim that a lower bound of the form
\[
\Lambda^*(\hat{\mu}) > 0 \tag{1.12}
\]
implies the existence of the $k$-point configurations we seek. If $\mu$ were absolutely continuous with density $f$, this would follow trivially from Proposition 2.1, since (1.12) would be equivalent to a bound $\Lambda(f) > 0$, and $\Lambda(f)$ has a direct interpretation in terms of such configurations. For singular measures, however, (1.8) need not make sense.

We therefore proceed less directly, following the same route as in [25]. Namely, we prove in Proposition 4.1 that there exists a non-negative, finite, Radon measure $\nu = \nu(\mu)$ on $[0,1]^m$ such that
\begin{itemize}
  \item $\nu(\mathbb{R}^m) = \Lambda^*(\hat{\mu})$.
  \item $\supp \nu \subseteq \{x \in \mathbb{R}^m : A_1 x, \ldots, A_k x \in \supp \mu\}$.
  \item For any subspace $V \subseteq \mathbb{R}^m$ with $\dim V < m$, $\nu(V) = 0$.
\end{itemize}
The last condition implies that the $\nu$-measure of the set of “degenerate” configurations is 0. It follows that (1.12) indeed implies the existence of desired configurations in $\supp \mu$.

It remains to prove (1.12). Following the strategy of [25] again, we decompose $\mu = \mu_1 + \mu_2$, where $\mu_1$ is absolutely continuous with bounded density, and $\mu_2$ is singular but obeys good Fourier bounds. We then have
\[
\Lambda^*(\hat{\mu}) = \Lambda^*(\hat{\mu}_1) + \Lambda(\hat{\mu}_2, \hat{\mu}_1, \ldots, \hat{\mu}_1) + \cdots + \Lambda(\hat{\mu}_2). \tag{1.13}
\]
We will treat the first term on the right side of (1.13) as the main term, and the remaining terms as error terms.

To bound $\Lambda(\mu_1)$ from below, we need a quantitative Szemerédi-type estimate from below for bounded functions. In Proposition 5.1, we prove a bound
\[
\Lambda(f) \geq c(\delta, M) \tag{1.14}
\]
for all functions $f : [0,1]^n \to \mathbb{R}$ such that $0 \leq f \leq M$ and $\int f \geq \delta$. To this end, we will modify the “quantitative ergodic” proof of Varnavides’ Theorem given in [33]. While in [25] this proof could be reused almost verbatim, more substantial changes are needed in the multidimensional case. This will take up the bulk of Section 5.

The proof of Theorem 1.6 is completed in Section 6. We first carry out the decomposition $\mu = \mu_1 + \mu_2$ as described earlier, and prove the required bounds on the density of $\mu_1$ and the Fourier transform of $\mu_2$. The first term on the right side of (1.13) is bounded from below by
a constant $c > 0$ using (1.14), and the sum of the remaining terms can be shown to be less than $c$ in absolute value, using Proposition 3.1 again and the Fourier estimates on $\mu_2$.

The assumptions of Theorem 1.6 are sufficient for the entire proof to go through. However, many of our intermediate results hold under weaker conditions. We indicate this explicitly in the statements of the results in question, for clarity and possible use in future work.
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2 A functional multilinear form for counting configurations

We will consider the following multilinear form, initially defined for $f_j \in C^\infty_c(\mathbb{R}^n)$:

$$\Lambda(f_1, \ldots, f_k) = \int_{\mathbb{R}^m} \prod_{j=1}^k f_j(A_j\bar{x}) \, d\bar{x}. \quad (2.1)$$

If $f_j = f$ for all $j$, we write $\Lambda(f)$ instead of $\Lambda(f, \ldots, f)$. Clearly if $\Lambda(f) \neq 0$, then the support of $f$ contains configurations of the form $\{A_j\bar{x} : 1 \leq j \leq k\}$ for a set of $\bar{x}$ of positive measure. We will rewrite $\Lambda(f_1, \ldots, f_k)$ in a form that will allow us to extend it to measures, not just functions.

Proposition 2.1. For $f_j \in C^\infty_c(\mathbb{R}^n)$, $\Lambda(f_1, \ldots, f_k)$ defined in (2.1) admits the representation

$$\Lambda(f_1, \ldots, f_k) = C \int_S \prod_{j=1}^k \hat{f}_j(\xi_j) \, d\sigma(\xi_1, \ldots, \xi_k),$$

where $\sigma$ is the Lebesgue measure on the subspace

$$S = \left\{ \xi = (\xi_1, \ldots, \xi_k) \in (\mathbb{R}^n)^k : \sum_{j=1}^k A_j^T \xi_j = 0 \right\} \quad (2.2)$$

and $C = C(\Delta)$ is a constant only depending on the matrices $A_j$.

Proof. For $\Phi \in \mathcal{S}(\mathbb{R}^m)$ with $\Phi(0) = 1$, the dominated convergence theorem gives

$$\Lambda(f_1, \ldots, f_k) = \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^m} \left( \prod_{j=1}^k f_j(A_j\bar{x}) \right) \Phi(\varepsilon\bar{x}) \, d\bar{x}.$$

Applying the Fourier inversion formula in $\mathbb{R}^n$, $g(y) = \int_{\mathbb{R}^n} e^{2\pi i \bar{y} \cdot \xi} \hat{g}(\xi) \, d\xi$ where $\hat{g}(\xi) = \int_{\mathbb{R}^n} e^{-2\pi i x \cdot \xi} g(x) \, dx$, we get

$$\Lambda(f_1, \ldots, f_k) = \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^m} \left( \prod_{j=1}^k e^{2\pi i A_j\bar{x} \cdot \xi_j} \hat{f}_j(\xi_j) \, d\xi_j \right) \Phi(\varepsilon\bar{x}) \, d\bar{x}$$
\[
\begin{align*}
&= \lim_{\varepsilon \to 0^+} \int_{\xi=(\xi_1,\ldots,\xi_k) \in \mathbb{R}^k} \prod_{j=1}^k \hat{f}_j(\xi_j) \left[ \int_{\mathbb{R}^m} e^{2\pi i x \cdot A^t \xi} \Phi(\varepsilon \xi) \, d\varepsilon \right] \, d\xi
\\&= \lim_{\varepsilon \to 0^+} \int_{\xi \in \mathbb{R}^k} \prod_{j=1}^k \hat{f}_j(\xi_j) \frac{1}{\varepsilon^p} \Phi \left( \frac{A^t \xi}{\varepsilon} \right) \, d\xi
\\&= C_{A^t} \int_{\mathbb{R}^n} \prod_{j=1}^k \hat{f}_j(\xi_j) \, d\sigma(\xi),
\end{align*}
\]
for some constant \(C_{A^t}\). This last step follows from Proposition [A,3], with \(p = m\), \(d = nk\), \(V = S\), \(P = A^t\), and \(F = \prod \hat{f}_j\).

**Proposition 2.2.** Let \(g \in \mathcal{S}(\mathbb{R}^m)\), \(f_j \in C_c^\infty(\mathbb{R}^n)\). Then the integral

\[
\Theta(g; f_1, \ldots, f_k) := \int_{\mathbb{R}^m} g(\vec{x}) \prod_{j=1}^k f_j(A_j \vec{x}) \, d\vec{x}
\]
is absolutely convergent, and admits the representation

\[
\Theta(g; f_1, \ldots, f_k) = \int_{(\mathbb{R}^n)^k} \hat{g}( - A^t \xi) \prod_{j=1}^k \hat{f}_j(\xi_j) \, d\xi.
\]

**Proof.** By Fourier inversion,

\[
\Theta(g; f_1, \ldots, f_k) = \int_{\mathbb{R}^m} g(\vec{x}) \prod_{j=1}^k \left[ \int_{\mathbb{R}^n} e^{2\pi i A_j \vec{x} \cdot \xi_j} \hat{f}_j(\xi_j) \, d\xi_j \right] \, d\vec{x},
\]
which is absolutely convergent since \(\hat{f}_j, g \in \mathcal{S}(\mathbb{R}^m)\). Then by Fubini’s Theorem,

\[
\begin{align*}
\Theta(g; f_1, \ldots, f_k) &= \int_{(\mathbb{R}^n)^k} \prod_{j=1}^k \hat{f}_j(\xi_j) \left[ \int_{\mathbb{R}^m} g(x) e^{2\pi i x \cdot A^t \xi} \, d\vec{x} \right] \, d\xi
\\&= \int_{(\mathbb{R}^n)^k} \hat{g}( - A^t \xi) \prod_{j=1}^k \hat{f}_j(\xi_j) \, d\xi,
\end{align*}
\]
where the last line follows by the definition of the Fourier transform. \(\square\)

### 3 Extending the multilinear form to measures

With \(S\) as in (2.2), denote \(S^\perp = \{ \tau \in (\mathbb{R}^n)^k : \langle \tau, \xi \rangle = 0 \text{ for all } \xi \in S \}\) and fix a \(\tau \in S^\perp\). We will use the variable

\[
\eta = (\eta_1, \ldots, \eta_k) = \xi + \tau = (\xi_1, \ldots, \xi_k) + (\tau_1, \ldots, \tau_k) \in S + \tau,
\]
(3.1)
where \( \xi \in S \), and \( \eta_j, \xi_j, \tau_j \in \mathbb{R}^n \). Define

\[
\Lambda^*_\tau(g_1, \ldots, g_k) = \int_{S+\tau} \prod_{j=1}^k g_j(\eta_j) \, d\sigma(\eta),
\]

(3.2)

initially defined for \( g_j \in C_c(\mathbb{R}^n) \) so that the integral is absolutely convergent. If \( g_j = g \) for all \( j \), we write \( \Lambda^*_\tau(g) \) instead of \( \Lambda^*_\tau(g, \ldots, g) \). We will use \( \Lambda^*_\tau \) in place of \( \Lambda^*_0 \). Our next proposition shows that we may extend this multilinear form to continuous functions with appropriate decay.

In applications, \( g_j \) will be \( \hat{\mu} \), with \( \mu \) as in Theorem 1.6. While defining the multilinear form \( \Lambda \) for measures requires only the use of \( \Lambda^*_0 \) (so that the integration is on \( S \) as in Proposition 2.1), the proof of our main result will rely crucially on estimates on \( \Lambda^*_r \) uniform in \( \tau \).

**Proposition 3.1.** Let \( \{A_1, \ldots, A_k\} \) be a non-degenerate collection of \( n \times m \) matrices in the sense of Definition 1.5. Assume that \( nk/2 < m < nk \) and \( g_1, \ldots, g_k : \mathbb{R}^n \to \mathbb{C} \) are continuous functions satisfying

\[
|g_j(\kappa)| \leq M(1 + |\kappa|)^{-\beta/2}, \quad \kappa \in \mathbb{R}^n,
\]

(3.3)

for some \( \beta > 2(nk - m)/k \). Then the integral defining \( \Lambda^*_\tau = \Lambda^*_\tau(g_1, \ldots, g_k) \) is absolutely convergent for every \( \tau \in S^\perp \). Indeed,

\[
\sup_{\tau \in S^\perp} \Lambda^*_\tau(|g_1|, \ldots, |g_k|) \leq C
\]

where \( C \) depends only on \( n, k, m, M, \) and \( \Lambda \).

Since \( S + \tau \) for \( \tau \in S^\perp \) includes all possible translates of \( S \), Proposition 3.1 gives a uniform upper bound on the integral of \( \prod g_j \) over all affine copies of \( S \).

The proof of this proposition is based on a lemma which requires some additional notation. Let \( 0_{a \times b} \) denote the \( a \times b \) matrix consisting of 0’s; we will also use 0 when the size is evident. Let \( I_{n \times n} \) denote the \( n \times n \) identity matrix; we will also use \( I_n \) for short if the context is clear.

Define the \( nk \times n \) matrix \( E_j \) \((1 \leq j \leq k)\) by

\[
E_j^t = (0_{n \times n} \cdots I_{n \times n} \cdots 0_{n \times n}),
\]

where \( I_{n \times n} \) is in the \( j \)th block. For any \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_n) \in \{0, 1\}^n \), we denote \( I_{n \times n}(\varepsilon) = \text{diag}(\varepsilon_1, \ldots, \varepsilon_n) \). For a subset \( J' \subseteq \{1, \ldots, n\} \) and index \( j \in \{1, \ldots, k\} \), define the \( nk \times n \) matrix

\[
E_j(J')^t = (0_{n \times n} \cdots I_{n \times n}(\varepsilon) \cdots 0_{n \times n}),
\]

where \( I_{n \times n}(\varepsilon) \) is in the \( j \)th block and \( \varepsilon_i = 1 \) if and only if \( i \in J' \). Finally, for \( \xi \in S \) we define

\[
\xi_j(J') = E_j(J')\xi.
\]

**Lemma 3.2.** Let \( \{A_1, \ldots, A_k\} \) be a non-degenerate collection of \( n \times m \) matrices in the sense of Definition 1.5. Let \( J = \{j_1, \ldots, j_r\} \subseteq \{1, \ldots, k\} \) and \( J' \subseteq \{1, \ldots, n\} \) be collections of distinct indices with \( \#(J') = n' \), defined by (1.4). Then the projection of \((\xi_{j_1}, \ldots, \xi_{j_{r-1}}, \xi_{j_r}(J'))\) on \( S \) is a coordinate system on \( S \) as defined in (2.2). In particular, there exists a constant \( C = C(J, J', j, \Lambda) \) such that \( d\sigma(\xi) = C \, d\xi_{j_1} \cdots d\xi_{j_{r-1}} d\xi_{j_r}(J') \), where \( \sigma(\xi) \) is the Lebesgue measure on \( S \).
Proof. It suffices to prove

\[ S' = \{ \xi \in S : \xi_{j_1} = \xi_{j_2} = \cdots = \xi_{j_{r-1}} = \xi_{j_r} (J') = 0 \} \implies \dim S' = 0. \] (3.4)

We will examine \( S' = \{ \xi \in S : \xi_1 = \xi_2 = \cdots = \xi_{r-1} = \xi_r (J') = 0 \} \); the other cases are similar. \( S' \) is the subspace defined by

\[
\left\{ \xi \in (\mathbb{R}^n)^k : \begin{pmatrix} A'_1 & A'_2 & \cdots & A'_{r-1} & A'_r & A'_{r+1} & \cdots & A'_k \\ I_n & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\ 0 & I_n & \cdots & 0 & 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & I_n & 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 & I_n(\bar{I} - \bar{\varepsilon}) & 0 & \cdots & 0 \end{pmatrix} \xi = 0 \right\},
\]

where \( \varepsilon_i = 1 \) if and only if \( i \in J' \), and \( \bar{I} = (1, \ldots, 1) \). For \( \dim S' = 0 \), we need the kernel of the above \((m+nr) \times nk\) matrix to have dimension 0, so we need the rank of said matrix to be \( nk \). Notice \( I_n \) is of rank \( n \) and we have \( r-1 \) of these, and \( I(\bar{I} - \bar{\varepsilon}) \) has rank \([nk-m-n(r-1)]\), so it suffices for

\[
\text{rank} \begin{pmatrix} (A_r(\varepsilon))^t & A'_r & \cdots & A'_k \end{pmatrix} = nk - nr.
\]

A similar condition holds if we examine \( S' = \{ \xi \in S : \xi_{i_1} = \xi_{i_2} = \cdots = \xi_{i_{r-1}} = \xi_{i_r} (J') = 0 \} \) in general, and upon taking the transpose we arrive at the sufficient condition

\[
\text{rank} \begin{pmatrix} A_{ik_{r-(r-1)}}(\varepsilon) \\ A'_{ik_{r-(r-1)}} \end{pmatrix} = m \quad \text{(3.5)}
\]

for \( I = \{i_1, \ldots, i_{k-r}\} \subseteq \{1, \ldots, k\} \) a set of distinct indices, and \( \bar{\varepsilon} \cdot \bar{I} = n - n' \). Notice this means the matrix is of full rank. (3.5) follows from the non-degeneracy assumption in Definition 1.5. \( \square \)

Proof of Proposition 3.1. Fix \( \tau \in S^\perp \). We use \( \text{Sym}_k \) to denote the symmetric group on \( k \) elements. For a permutation \( \theta \in \text{Sym}_k \), we define the region

\[ \Omega_\theta = \{ \eta \in S + \tau : |\eta_{\theta(1)}| \leq |\eta_{\theta(2)}| \leq \cdots \leq |\eta_{\theta(k)}| \} \]

so that

\[ S + \tau = \bigcup_{\theta \in \text{Sym}_k} \Omega_\theta. \]

For simplicity and without loss of generality, we will examine the case of \( \theta = \text{id} \) and write \( \Omega_{\text{id}} \) as \( \Omega \); the other cases are analogous. It then suffices to show the convergence of the integral

\[
I = \int_\Omega \prod_{j=1}^k |g_j(\eta_j)| \, d\sigma \lesssim \int_\Omega \prod_{j=1}^k (1 + |\eta_j|)^{-\beta/2} \, d\sigma.
\]

Let \( L = \prod_{j=1}^{r-1} (1 + |\eta_j|)^{-\beta/2} \). By Hölder’s inequality over \( k - (r - 1) \) terms,

\[
I \lesssim \int_\Omega \prod_{j=1}^k (1 + |\eta_j|)^{-\beta/2} \, d\sigma
\]
\[
= \int \Omega \frac{1}{L} \prod_{i=r}^{k} (1 + |\eta_i|)^{-\beta/2} \, d\sigma \\
= \int \prod_{i=r}^{k} \left[ L^{1/(k-(r-1))} (1 + |\eta_i|)^{-\beta/2} \right] \, d\sigma \\
\leq \prod_{i=r}^{k} \left[ \int_{|\eta_i| \leq \cdots \leq |\eta_{r-1}| \leq |\eta_r|} L(1 + |\eta_i|)^{-\beta/2} \, d\sigma \right]^{1/(k-(r-1))} \\
\leq \int \prod_{i=r}^{k} \int_{|\eta_i| \leq \cdots \leq |\eta_{r-1}| \leq |\eta_r|} (1 + |\eta_i|)^{-\beta/2} \, d\sigma \, d\sigma \, d\sigma.
\]

In the last inequality, we see that for each \(i\), the integral is the same with a different dummy variable, so we collect the terms under the single index \(i = r\). Recalling our decomposition of \(\eta\) into \(\xi\) and \(\tau\) as per (3.1) and since \(\tau\) is fixed, we arrive at

\[
I \lesssim \int \prod_{|\xi_1 + \tau_1| \leq \cdots \leq |\xi_r + \tau_r|} (1 + |\xi_j + \tau_j|)^{-\beta/2} (1 + |\xi_r + \tau_r|)^{-\beta/2} \, d\sigma \, d\sigma \, d\sigma.
\]

Suppose \(\eta_r = (\eta_{r,1}, \ldots, \eta_{r,n})\), and for any permutation \(\pi \in \text{Sym}_n\), let

\[
\eta^\pi_r = (\eta_{r,\pi(1)}, \ldots, \eta_{r,\pi(n')}).
\]

As in the beginning of this section, we may partition our current region of integration into a finite number of regions of the form \(\{|\eta_r, \pi(1)| \geq \cdots \geq |\eta_r, \pi(n')|\}\) for \(\pi \in \text{Sym}_n\). Then \(|\eta_r| \leq n|\eta_{r,\pi(1)}|\), so that \(|\eta_r| \sim |\eta^\pi_r|\).

By Lemma 3.2, \(d\sigma(\xi) = C \, d\xi_1 \cdots d\xi_{r-1} d\xi^\pi_r\), hence

\[
\int \propto \int \prod_{|\xi_1 + \tau_1| \leq \cdots \leq |\xi_r + \tau_r|} (1 + |\xi_j + \tau_j|)^{-\beta/2} (1 + |\xi_r + \tau_r|)^{-\beta/2} \, d\sigma \, d\sigma \, d\sigma.
\]

Translating \(\xi_j\) by \(\tau_j\),

\[
\int \propto \int \prod_{|\xi_1 + \tau_1| \leq \cdots \leq |\xi_r + \tau_r|} (1 + |\xi_j + \tau_j|)^{-\beta/2} \, d\xi_j \left(1 + |\xi^\pi_r|\right)^{-\beta/2} \, d\xi^\pi_r.
\]

\[
\int \propto \int \prod_{0}^{1} (1 + \rho)^{-\beta/2 + n-1} \, d\rho \int (1 + |\xi^\pi_r|)^{\beta/2} \, d\xi^\pi_r.
\]

\[
= \int \prod_{0}^{1} (1 + |\xi^\pi_r|)^{n(r-1)-\beta k/2} \, d\xi^\pi_r.
\]
where the Jacobian in making the spherical change of coordinates \( \rho = |\xi_j| \) above is independent of \( \tau_j \). This last expression is finite (with a bound independent of \( \tau \)) when

\[
\beta k/2 - n(r - 1) > n' = nk - m - n(r - 1),
\]

which holds since \( 2(nk - m)/k < \beta < n \) and \( m > nk/2 \).

\[\square\]

4 Counting geometric configurations in sparse sets

In this section, we will show that the multilinear form \( \Lambda^* \) defined in (3.2) is effective in counting non-trivial configurations supported on appropriate sparse sets.

Proposition 4.1. Suppose \( nk/2 < m < nk \) and \( 2(nk - m)/k < \beta < n \). Let \( \{A_1, \ldots, A_k\} \) be a collection of \( n \times m \) matrices that are non-degenerate in the sense of Definition 1.5. Let \( \mu \) be a positive, finite, Radon measure \( \mu \) with

\[
\sup_{\xi \in \mathbb{R}^n} |\hat{\mu}(\xi)| (1 + |\xi|)^{\beta/2} \leq C. \tag{4.1}
\]

Then there exists a non-negative, finite, Radon measure \( \nu = \nu(\mu) \) on \([0, 1]^m\) such that

(a) \( \nu(\mathbb{R}^m) = \Lambda^*(\hat{\mu}) \).

(b) \( \text{supp} \nu \subseteq \{x \in \mathbb{R}^m : A_1 x, \ldots, A_k x \in \text{supp} \mu \} \).

(c) For any subspace \( V \subseteq \mathbb{R}^m \) with \( \dim V < m \), \( \nu(V) = 0 \).

4.1 Existence of candidate \( \nu \)

Fix a non-negative \( \phi \in \mathcal{S}(\mathbb{R}^m) \) with \( \int \phi = 1 \) and let \( \phi_\varepsilon(y) = \varepsilon^{-n}\phi(\varepsilon^{-1}y) \). Let \( \mu_\varepsilon = \mu \ast \phi_\varepsilon \). Notice \( \hat{\phi} \in \mathcal{S}(\mathbb{R}^m) \) since \( \phi \in \mathcal{S}(\mathbb{R}^m) \), so

\[
|\hat{\mu}_\varepsilon(\xi)| = |\hat{\mu}(\xi)\hat{\phi}(\varepsilon\xi)| \leq C(1 + |\xi|)^{-\beta/2} \tag{4.2}
\]

with \( C = \|\hat{\phi}\|_\infty \) independent of \( \varepsilon \). Furthermore, \( \hat{\phi}(\varepsilon\xi) \to \hat{\phi}(0) = \int \phi = 1 \) as \( \varepsilon \to 0 \), hence

\[
\hat{\mu}_\varepsilon(\xi) \to \hat{\mu}(\xi) \text{ pointwise as } \varepsilon \to 0. \tag{4.3}
\]

We prove that the multilinear form \( \Lambda^*_\tau \) satisfies a weak continuity property, in the following sense:

Lemma 4.2. \( \Lambda^*_\tau(\hat{\mu}_\varepsilon) \to \Lambda^*_\tau(\hat{\mu}) \) as \( \varepsilon \to 0 \) for every fixed \( \tau \in S^\bot \).

Proof. Fix \( \tau \in S^\bot \). By definition,

\[
\Lambda^*_\tau(\hat{\mu}_\varepsilon) = \int_{S + \tau} \prod_{j=1}^k \hat{\mu}_\varepsilon(\xi_j) \, d\xi.
\]
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By (4.2), \(|\hat{\mu}_\varepsilon(\eta)| \leq C (1 + |\eta|)^{-\beta/2} =: g(\eta)| \) uniformly in \(\varepsilon\), so
\[
\prod_{j=1}^k |\hat{\mu}_\varepsilon(\xi_j)| \leq C \prod_{j=1}^k g(\xi_j).
\]
By Proposition 3.1, \(\Lambda^*_\varepsilon(g)\) is finite, so by (4.3) and the dominated convergence theorem,
\[
\Lambda^*_\varepsilon(\hat{\mu}_\varepsilon) \to \Lambda^*_\varepsilon(\hat{\mu}) \quad \square
\]

For \(F \in C([0,1]_m)\) such that \(\hat{F} \in S(\mathbb{R}^m)\), define the linear functional \(\nu\) by
\[
\langle \nu, F \rangle = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^m} F(\bar{x}) \prod_{j=1}^k \mu_\varepsilon(A_j \bar{x}) \, d\bar{x}. \tag{4.4}
\]

We will prove in Lemma 4.3 below that the limit exists and extends as a bounded linear functional on \(C([0,1])\). Clearly, \(\langle \nu, F \rangle \geq 0\) if \(F \geq 0\). By the Riesz representation theorem, there exists a non-negative, finite, Radon measure \(\nu\) that identifies this linear functional; namely \(\langle \nu, F \rangle = \int F \, d\nu\).

**Lemma 4.3.** There exists a non-negative, bounded, linear functional \(\nu\) on \(C(0,1)_m\), that is,
\[
|\langle \nu, F \rangle| \leq C \|F\|_\infty \tag{4.5}
\]
for some positive constant \(C\) independent of \(F \in C([0,1])\), which agrees with (4.4) if \(\hat{F} \in S(\mathbb{R}^m)\).

**Proof.** Assume the limit (4.4) exists for \(F \in C([0,1])\), \(\hat{F} \in S(\mathbb{R}^m)\). Then
\[
|\langle \nu, F \rangle| \leq \lim_{\varepsilon \to 0} \int_{\mathbb{R}^m} |F(\bar{x})| \prod_{j=1}^k \mu_\varepsilon(A_j \bar{x}) \, d\bar{x}
\leq \|F\|_\infty \lim_{\varepsilon \to 0} \Lambda(\mu_\varepsilon)
= \|F\|_\infty \lim_{\varepsilon \to 0} \Lambda^*(\hat{\mu}_\varepsilon)
\leq C \|F\|_\infty,
\]
where the last line follows by Proposition 3.1, with a constant \(C\) independent of \(\varepsilon\). Thus, (4.5) holds.

It remains to prove that \(\langle \nu, F \rangle\) is well-defined. We will prove this by showing that the limit in (4.4) exists for \(F \in C([0,1]_m)\) such that \(\hat{F} \in S(\mathbb{R}^m)\) and use density arguments to extend the functional to all of \(C([0,1]_m)\). Applying Corollary 2.2 with \(g = F, f_1 = \ldots = f_k = \mu_\varepsilon\), we obtain
\[
\langle \nu, F \rangle = \lim_{\varepsilon \to 0} \Theta(F; \mu_\varepsilon, \ldots, \mu_\varepsilon) = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^{nk}} \hat{F}(-A^t \xi) \prod_{j=1}^k \hat{\mu}_\varepsilon(\xi_j) \, d\xi. \tag{4.6}
\]
By (4.3),

$$\hat{F}(-\hat{A}^t\xi) \prod_{j=1}^{k} \hat{\mu}(\xi_j) \rightarrow \hat{F}(-\hat{A}^t\xi) \prod_{j=1}^{k} \hat{\mu}(\xi_j)$$

pointwise, and by (4.2),

$$\left| \hat{F}(-\hat{A}^t\xi) \prod_{j=1}^{k} \hat{\mu}(\xi_j) \right| \leq C |\hat{F}(-\hat{A}^t\xi)| \prod_{j=1}^{k} (1 + |\xi_j|)^{-\beta/2}.$$

Existence of the limit in (4.6) will follow from the dominated convergence theorem, if we prove $|\hat{F}(-\hat{A}^t\xi)| \prod_{j=1}^{k} (1 + |\xi_j|)^{-\beta/2} \in L^1(\mathbb{R}^n/\mathbb{Z})$. To this end, let $g(t) = (1 + |t|)^{\beta/2}$ for $t \in \mathbb{R}$. Then

$$\int_{\mathbb{R}^n/\mathbb{Z}} |\hat{F}(-\hat{A}^t\xi)| \prod_{j=1}^{k} (1 + |\xi_j|)^{-\beta/2} d\xi = \int_{\mathbb{R}^m} |\hat{F}(\kappa)| \prod_{j=1}^{k} g(\xi_j) d\sigma(\xi) d\kappa$$

$$= \int_{\mathbb{R}^m} |\hat{F}(\kappa)| \Lambda^*_\tau(\kappa)(g) d\kappa$$

$$\leq C \int_{\mathbb{R}^m} |\hat{F}(\kappa)| d\kappa < \infty.$$

Here $\tau(\kappa)$ is the unique vector in $S^\perp$ such that $\{\hat{A}^t\xi = \kappa\} = S + \tau(\kappa)$. We have used Proposition 3.1 to bound $\Lambda^*_\tau(\kappa)$ in the last displayed inequality above, and used the fact that $\hat{F} \in S(\mathbb{R}^m)$ to deduce that $\hat{F} \in L^1(\mathbb{R}^m)$. By the dominated convergence theorem, the limit in (4.4) exists.

To extend $\nu$ to all of $C([0,1]^m)$, fix $F \in C([0,1]^m)$. Extend $F$ to $\tilde{F} \in C_c(\mathbb{R}^m)$ so that $F = \tilde{F}$ on $[0,1]^m$. We will reuse $F$ to mean $\tilde{F}$ for convenience. Get a sequence of functions $F_n \in C^\infty([0,1]^m)$ with $\tilde{F}_n \in S(\mathbb{R}^m)$ such that $\|F - F_n\|_\infty \rightarrow 0$. By the preceding proof,

$$|\langle \nu, F_n - F_m \rangle| \leq C \|F_n - F_m\|_\infty \rightarrow 0$$

as $n, m \rightarrow \infty$ since $F_n$ is Cauchy in sup norm. Thus the sequence of scalars $\langle \nu, F_n \rangle$ is Cauchy and hence converges. Define

$$\langle \nu, F \rangle = \lim_{n \rightarrow \infty} \langle \nu, F_n \rangle.$$ 

Clearly,

$$|\langle \nu, F \rangle| = \lim_{n \rightarrow \infty} |\langle \nu, F_n \rangle| \leq C \lim_{n \rightarrow \infty} \|F_n\|_\infty = C \|F\|_\infty.$$

The proof of Lemma 4.3 yields the following corollary which will be used later in the sequel:

**Corollary 4.4.** For $F \in C([0,1]^m)$ with $\hat{F} \in S(\mathbb{R}^m)$,

$$\langle \nu, F \rangle = \int_{\mathbb{R}^nk} \hat{F}(-\hat{A}^t\xi) \prod_{j=1}^{k} \hat{\mu}(\xi_j) d\xi.$$
4.2 Proof of Proposition 4.1(a)

Proof. We have

\[ \nu(\mathbb{R}^m) = \langle \nu, 1 \rangle = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^m} \prod_{j=1}^{k} \mu_{\varepsilon}(A_j x) \, dx = \lim_{\varepsilon \to 0} \Lambda(\mu_{\varepsilon}) = \lim_{\varepsilon \to 0} \Lambda^*(\hat{\mu}_{\varepsilon}) = \Lambda^*(\hat{\mu}) \]

by Lemma 4.2, with \( \tau = 0 \). \( \square \)

4.3 Proof of Proposition 4.1(b)

Proof. Define

\[ X := \{ x \in \mathbb{R}^m : A_1 x, \ldots, A_k x \in \text{supp} \mu \} \]

Since \( \text{supp} \mu \) is closed, \( X \) is closed. Let \( F \) be any continuous function on \( \mathbb{R}^m \) with \( \text{supp} F \) disjoint from \( X \), then \( \text{dist}(\text{supp} F, X) > 0 \). In order to prove that \( \nu \) is supported on \( X \), we aim to show that \( \langle \nu, F \rangle = 0 \). To this end, let us define

\[ X_N := \{ \bar{x} \in \mathbb{R}^m : \text{dist} (A_j \bar{x}, \text{supp} (\mu)) \leq 1/N \text{ for every } 1 \leq j \leq k \} \]

\[ = \bigcap_{j=1}^{k} \{ \bar{x} \in \mathbb{R}^m : \text{dist} (A_j \bar{x}, \text{supp} (\mu)) \leq 1/N \}. \]

Then \( X \subseteq X_N \) for every \( N \), and \( X = \bigcap_{N=1}^{\infty} X_N \). Furthermore,

\[ X_N^c = \bigcup_{j=1}^{k} \{ \bar{x} \in \mathbb{R}^m : \text{dist} (A_j \bar{x}, \text{supp} (\mu)) > 1/N \} \]

is an open set for every \( N \geq 1 \), with

\[ \text{supp} (F) \subseteq X^c = \bigcup_{N=1}^{\infty} X_N^c. \]

Introducing a smooth partition of unity subordinate to \( \{X_N^c \}_{N} \), we can write \( F = \sum_{N} F_N \) where each \( F_N \in C^\infty_c (\mathbb{R}^m) \) with \( \text{supp} (F_N) \subseteq X_N^c \). Note that since \( \text{supp} (F) \) is a compact subset of \( X^c \), it follows from the definition of a partition of unity that the infinite sum above is in fact a finite sum, so there is no issue of convergence.

Let \( \mu_{\varepsilon A_j}(\bar{x}) := \mu_{\varepsilon}(A_j \bar{x}) \). To compute

\[ \langle \nu, F_N \rangle = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^m} F_N(\bar{x}) \prod_{j=1}^{k} \mu_{\varepsilon}(A_j \bar{x}) \, d\bar{x} \]

\[ = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^m} F_N(\bar{x}) \prod_{j=1}^{k} \mu_{\varepsilon A_j}(\bar{x}) \, d\bar{x} \]

for a fixed \( N \geq 1 \), we observe that

\[ \text{supp} (\mu_{\varepsilon A_j}) \subseteq \{ \bar{x} \in \mathbb{R}^m : \text{dist} (A_j \bar{x}, \text{supp} (\mu)) \leq \varepsilon \} \]
\[ \subseteq \{ \vec{x} \in \mathbb{R}^m : \text{dist} (A_j \vec{x}, \text{supp} (\mu)) \leq 1/N \} \]

if \( \varepsilon \leq 1/N \). Thus the product \( \prod_{j=1}^{k} \mu_{\varepsilon}^{A_j} (\vec{x}) \) is supported on \( X_N \), whereas \( F_N \) is supported on \( X_N^c \). This implies

\[ \int_{\mathbb{R}^m} F_N(\vec{x}) \prod_{j=1}^{k} \mu_{\varepsilon}^{A_j} (\vec{x}) \ d\vec{x} = 0 \]

for all \( \varepsilon \leq 1/N \), so that \( \langle \nu, F_N \rangle = 0 \) for every \( N \geq 1 \). Therefore, \( \langle \nu, F \rangle = 0 \) as claimed. \( \square \)

4.4 Proof of Proposition 4.1(c)

Proof. It suffices to prove the proposition for \( \dim V = v = m - 1 \), since smaller subspaces have even less measure. Let \( P_V \) denote the projection onto \( V \). Fix \( v_0 \in V \) and define

\[ V_{\delta, \gamma} = \{ x \in \mathbb{R}^m : |v_0 - P_V x| \leq \gamma, \text{dist} (x, V) = |P_{V^\perp} x| \leq \delta \} \]

It suffices to prove \( \nu(V_{\delta}) \to 0 \) as \( \delta \to 0 \). If \( \phi_{\delta} \) is any smooth function with

\[ \phi_{\delta} = \begin{cases} 1 & \text{on } V_{\delta,1}, \\ 0 & \text{on } \mathbb{R}^m \setminus V_{\delta,2}, \end{cases} \quad (4.7) \]

then \( \nu(V_{\delta}) \leq \int \phi_{\delta} \ d\nu = \langle \nu, \phi_{\delta} \rangle \), so we aim to show that \( \langle \nu, \phi_{\delta} \rangle \to 0 \) as \( \delta \to 0 \).

Fix bases \( \{a_1, \ldots, a_{m-1}\} \) and \( \{b\} \) for \( V \) and \( V^\perp \) respectively, such that \( \{a_1, \ldots, a_{m-1}, b\} \) forms an orthonormal basis of \( \mathbb{R}^m \). Thus, for any \( x \in \mathbb{R}^m \), there is a unique decomposition

\[ x = u + w, \text{ with } u = \sum_{j=1}^{m-1} a_j a_j \in V, w = b b \in V^\perp, \quad (4.8) \]

where \( \vec{a} = (a_1, \ldots, a_{m-1})^t \in \mathbb{R}^{m-1}, b \in \mathbb{R} \).

Without loss of generality, we may assume \( \phi_{\delta} \) as in (4.7) to be variable-separated as

\[ \phi_{\delta}(x) = \phi_V(\vec{a}) \phi_{V^\perp}(\delta^{-1} b), \quad (4.9) \]

where \( \phi_V \in C_c^\infty (\mathbb{R}^{m-1}) \) is supported on \( \{ \vec{a} : |\sum_{j=1}^{m-1} a_j a_j - v_0| \leq 2 \} \) and \( \phi_{V^\perp} \in C_c^\infty (\mathbb{R}) \) is supported on \( \{ b : |b| \leq 2 \} \).

By Corollary 4.4

\[ \langle \nu, \phi_{\delta} \rangle = \int_{\mathbb{R}^{nk}} \hat{\phi}(\vec{A}^t \xi) \prod_{j=1}^{k} \hat{\mu}(\xi_j) \ d\xi. \quad (4.10) \]

We will show that this integral tends to 0 as \( \delta \to 0 \). The estimation of this integral relies on an orthogonal decomposition of \( \mathbb{R}^{nk} \) into specific subspaces, which we now describe. Let

\[ W = \{ \xi \in \mathbb{R}^{nk} : A^t \xi \cdot x = 0 \text{ for all } x \in V \}. \quad (4.11) \]

Then \( S \) is clearly a subspace of \( W \), as \( A^t \xi = 0 \) if \( \xi \in S \). It is also not difficult to see that \( \dim W = nk - v = nk - (m - 1) \). The proof of this has been relegated to Lemma 4.5 below. A consequence of this fact is that

\[ \dim W \cap S^\perp = 1 \quad (4.12) \]
since $S$ is $(nk - m)$-dimensional. Now write $\xi \in \mathbb{R}^{nk}$ as

$$\xi = \zeta + \eta + \lambda, \text{ where } \zeta \in S, \eta \in W \cap S^\perp, \lambda \in W^\perp,$$

so that $d\xi = d\sigma_{S + \eta + \lambda}(\xi) \, d\lambda$. Here $d\sigma_{S + \eta + \lambda}$ denotes the surface measure on $S + \eta + \lambda$, as defined in Definition A.1. We will soon show, in Lemmas 4.6 and 4.7 below, that the two factors of the integrand in (4.10) obey the size estimates:

$$\left| \prod_{j=1}^k \hat{\mu}(\xi_j) \right| \lesssim (1 + |A^t(\eta + \lambda) \cdot b|)^{-\varepsilon} \prod_{j=1}^k g(\xi_j),$$

(4.13)

and

$$|\hat{\phi}_\delta(-A^t \xi)| \leq \delta C_M (1 + |\lambda|)^{-M} (1 + \delta |A^t(\eta + \lambda) \cdot b|)^{-M}$$

(4.14)

for any $M \geq 1$. Here $g(\xi_j) = (1 + |\xi_j|)^{-\beta/2 + \varepsilon}$, where $\varepsilon > 0$ is chosen sufficiently small so that

$$\beta - 2\varepsilon > 2(nk - m)/k.$$  

(4.15)

Notice this is possible since $\beta > 2(nk - m)/k$.

Assuming (4.13) and (4.14) temporarily, the estimation of (4.10) proceeds as follows.

$$|\langle \nu, \phi_\delta \rangle| \leq \int_{\mathbb{R}^{nk}} |\hat{\phi}_\delta(-A^t \xi) \prod_{j=1}^k \hat{\mu}(\xi_j)| \, d\xi$$

$$\lesssim \int_{W^\perp} \left[ \int_{W \cap S^\perp} \left[ \int_{S + \eta + \lambda} \prod_{j=1}^k g(\xi_j) \, d\sigma_{S + \eta + \lambda}(\xi) \right] J(\eta, \lambda) \, d\eta \right] (1 + |\lambda|)^{-M} \, d\lambda,$$

where

$$J(\eta, \lambda) = \delta C_M (1 + |A^t(\eta + \lambda) \cdot b|)^{-\varepsilon} (1 + \delta |A^t(\eta + \lambda) \cdot b|)^{-M}.$$

We claim that

$$\int_{S + \eta + \lambda} \prod_{j=1}^k g(\xi_j) \, d\sigma(\xi) \leq C$$

(4.16)

and

$$\sup_{\lambda \in W^\perp} \int_{W \cap S^\perp} J(\eta, \lambda) \, d\eta \leq C_M \delta^{\varepsilon/2}.$$  

(4.17)

These two estimates yield, for $M \geq \dim(W^\perp) + 1$,

$$|\langle \nu, \phi_\delta \rangle| \lesssim C_M \delta^{\varepsilon/2} \int_{W^\perp} (1 + |\lambda|)^{-M} \, d\lambda$$

$$\lesssim C_M \delta^{\varepsilon/2} \to 0$$

as $\delta \to 0$, as required.

It remains to establish the estimates in (4.16) and (4.17). For the former, we observe that the left hand side of the inequality is $\Lambda_{\eta + \lambda}^*(g)$, so the desired conclusion follows from Proposition 3.1 and our choice (4.15) of $\varepsilon$.  
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To prove (4.17), we recall (4.12) so we may parametrize $\eta = sw_0$ for some fixed unit vector $w_0 \in W \cap S^\perp \setminus \{0\}$, with $d\eta = ds$. To confirm that $J(\eta, \lambda)$ has decay in $\eta$, we need to verify that $\mathbb{A}^t w_0 \cdot b \neq 0$. Indeed, if $\mathbb{A}^t w_0 \cdot b = 0$, then $\mathbb{A}^t w_0 \in V$ since $b \in V^\perp$. Since $w_0$ also lies in $W$ given by (4.11), this implies $\mathbb{A}^t w_0 \cdot \mathbb{A}^t w_0 = 0$, so that $\mathbb{A}^t w_0 = 0$. But the last equation says $w_0 \in S$, whereas $w_0 \in S^\perp$ by assumption. This forces $w_0 = 0$, a contradiction to $\|w_0\| = 1$.

We now set $c_0 := \mathbb{A}^t w_0 \cdot b$ which is nonzero by the discussion in the preceding paragraph. Making a linear change of variable $t = sc_0 + \mathbb{A}^t \lambda \cdot b$, with Jacobian $ds = dt/c_0$, we proceed to estimate the integral in (4.17) by partitioning the region of integration as follows,

$$
\int_{W \cap S^\perp} J(\eta, \lambda) \, d\eta = \delta C_M \int_{\mathbb{R}} (1 + |t|)^{-\varepsilon} (1 + \delta |t|)^{-M} dt/c_0
$$

$$
= \delta C_M \int_{|t| \leq \delta^{-1/2}} (1 + |t|)^{-\varepsilon} (1 + \delta |t|)^{-M} dt
$$

$$
+ \delta C_M \int_{|t| > \delta^{-1/2}} (1 + |t|)^{-\varepsilon} (1 + \delta |t|)^{-M} dt
$$

$$
\lesssim \delta^{1/2} C_M + \delta^{\varepsilon/2} C_M \int_{|t| > \delta^{-1/2}} (1 + \delta |t|)^{-M} dt
$$

$$
\approx \delta^{1/2} C_M + \delta^{\varepsilon/2} C_M \lesssim \delta^{1/2} C_M.
$$

This completes the proof of (4.17) and hence the proof of the proposition. \hfill \Box

Now we prove the three lemmas required earlier for this proof.

**Lemma 4.5.** Define $W$ as in (4.11). Then $\dim W = nk - v = nk - (m - 1)$.

**Proof.** As before, let $P_V$ denote the projection onto $V$. By (4.11),

$$
W = \{ \xi \in \mathbb{R}^{nk} : \mathbb{A}^t \xi \cdot x = 0 \text{ for all } x \in V \}
$$

$$
= \{ \xi \in \mathbb{R}^{nk} : \mathbb{A}^t \xi \cdot P_V x = 0 \text{ for all } x \in \mathbb{R}^m \}
$$

$$
= \{ \xi \in \mathbb{R}^{nk} : P^t_V \mathbb{A}^t \xi \cdot x = 0 \text{ for all } x \in \mathbb{R}^m \}
$$

$$
= \{ \xi \in \mathbb{R}^{nk} : P^t_V \mathbb{A}^t \xi \}
$$

$$
= \mathcal{N}(P^t_V \mathbb{A}^t),
$$

Writing $\mathbb{R}^m$ as $V \oplus V^\perp$, the dimension of $\mathbb{A}(V)$ must be equal to $\dim V = m - 1$ as $\mathbb{A}$ is of full rank and hence an isomorphism from $\mathbb{R}^m$ to the range of $\mathbb{A}$. Then $\mathbb{A} P_V$ is an isomorphism from $V$ to the range of $\mathbb{A} P_V$, so $\text{rank}(P^t_V \mathbb{A}^t) = \dim(V) = m - 1$, and thus $\dim W = nk - (m - 1)$.

\hfill \Box
Lemma 4.6. With \( \mu, \xi, \eta, \lambda, \beta \) defined as in the proof of Proposition 4.1(c), we have
\[
\left| \prod_{j=1}^{k} \hat{\mu}(\xi_j) \right| \lesssim (1 + |A^t(\eta + \lambda) \cdot b|)^{-\varepsilon} \prod_{j=1}^{k} (1 + |\xi_j|)^{-\beta/2 + \varepsilon},
\]
for any \( \varepsilon > 0. \)

Proof. The decay condition (4.1) on \( \hat{\mu} \) gives
\[
\left| \prod_{j=1}^{k} \hat{\mu}(\xi_j) \right| \leq C \prod_{j=1}^{k} (1 + |\xi_j|)^{-\varepsilon} \prod_{j=1}^{k} (1 + |\xi_j|)^{-\beta/2 + \varepsilon},
\]
for any \( \varepsilon > 0. \) We have
\[ |\eta + \lambda| \leq |\xi| \leq k \max_{1 \leq j \leq k} |\xi_j|, \]
and by Cauchy-Schwarz
\[ |A^t(\eta + \lambda) \cdot b| = |(\eta + \lambda) \cdot A^t b| \leq |\eta + \lambda||A b|. \]
Since \( A b \) is fixed, \( |A^t(\eta + \lambda) \cdot b| \lesssim |\eta + \lambda|, \) and so
\[
\left| \prod_{j=1}^{k} \hat{\mu}(\xi_j) \right| \lesssim (1 + |\eta + \lambda|)^{-\varepsilon} \prod_{j=1}^{k} (1 + |\xi_j|)^{-\beta/2 + \varepsilon}
\]
\[
\lesssim (1 + |A^t(\eta + \lambda) \cdot b|)^{-\varepsilon} \prod_{j=1}^{k} (1 + |\xi_j|)^{-\beta/2 + \varepsilon}.
\]

Lemma 4.7. With \( \phi_\delta, \xi, \zeta, \eta, \lambda, \beta \) defined as in the proof of Proposition 4.1(c), we have
\[
|\hat{\phi}_\delta(-A^t\xi)| \leq \delta C_M (1 + |\lambda|)^{-M} (1 + \delta |A^t(\eta + \lambda) \cdot b|)^{-M},
\]
for any \( M \in \mathbb{R}. \)

Proof. Since \( \zeta \in S \) implies \( A^t \zeta = 0, \) we have
\[
\hat{\phi}_\delta(-A^t\xi) = \hat{\phi}_\delta(-A^t(\zeta + \eta + \lambda))
\]
\[
= \hat{\phi}_\delta(-A^t(\eta + \lambda))
\]
\[
= \int \int V \phi_V(\vec{a}) \phi_{V^\perp}(\delta^{-1} b) e^{2\pi i h^t(\eta + \lambda) \cdot (u + w)} \ du \ dw.
\]
By definition, \( \eta \in W \) and \( u \in V \) give \( A^t \eta \cdot u = 0, \) and so
\[
\hat{\phi}_\delta(-A^t\xi) = \left[ \int_V \phi_V(\vec{a}) e^{2\pi i h^t \cdot A^t \vec{a}} \ du \right] \left[ \int_{V^\perp} \phi_{V^\perp}(\delta^{-1} b) e^{2\pi i h^t(\eta + \lambda) \cdot b} \ dw \right]
\]
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where we have used \( u = \sum_{i=1}^{m-1} a_i a_i = A_0 \vec{a} \) for some matrix \( A_0 \), \( w = b \vec{b} \), and \( du \, dw = da \, db \).

The first factor is by definition \( \phi_V(-A_0^t A^t \lambda) \). Since \( \phi_V \in S(\mathbb{R}^{m-1}) \), for every \( M \in \mathbb{R} \) we have
\[
|\phi_V(-A_0^t A^t \lambda)| \leq C_M(1 + |A_0^t A^t \lambda|)^{-M}.
\]

We claim \( |A_0^t A^t \lambda| \gtrsim |\lambda| \) for all \( \lambda \in W \). Since \( A_0^t A^t \) is linear, it suffices to prove \( A_0^t A^t \lambda \neq 0 \) for any \( \lambda \in W \). If \( \lambda \in W \), then by definition of \( W \) there exists \( x \in V \setminus \{0\} \) such that \( (A^t \lambda, x) \neq 0 \). Then \( x = A_0 \vec{a} \) for some \( \vec{a} \neq 0 \), so
\[
(A_0^t A^t \lambda, \vec{a}) = (A^t \lambda, A_0^t \vec{a}) \neq 0,
\]
and hence \( A_0^t A^t \lambda \neq 0 \). Then for every \( M \in \mathbb{R} \),
\[
|\phi_V(-A_0^t A^t \lambda)| \leq C_M(1 + |\lambda|)^{-M}.
\]

The second factor is, upon scaling, \( \delta \hat{\phi}_{V^\perp}(-\delta A^t \lambda) \). As \( \hat{\phi}_{V^\perp} \in S(\mathbb{R}) \), for every \( M \in \mathbb{R} \) we have
\[
|\delta \hat{\phi}_{V^\perp}(-\delta A^t \lambda) \cdot \vec{b})| \leq \delta(1 + \delta |A^t \lambda| \cdot \vec{b})^{-M},
\]
completing the proof. \( \square \)

## 5 Absolutely continuous estimates

In this section, we will restrict to the case when \( A_j \) is of the form \( A_j = (I_{n \times r} B_j) \), where \( B_j \) are \( n \times (m - n) \) matrices. Set \( x \in \mathbb{R}^n \) and \( y \in \mathbb{R}^{m-n} \), so that our configurations are of the form \( \{x + B_1 y, \ldots, x + B_k y\} \). With \( r \) defined as in (1.3), we will also assume \( k - 1 \geq 2r \), or equivalently, \( n \lceil (k + 1)/2 \rceil \leq m \), the first inequality of condition (1.5) of the main result.

**Proposition 5.1.** For every \( \delta, M > 0 \), there exists a constant \( c(\delta, M) > 0 \) with the following property: for every function \( f : [0, 1]^n \rightarrow \mathbb{R} \), \( 0 \leq f \leq M, \int f \geq \delta \), we have \( \Lambda(f) \geq c(\delta, M) \).

We will proceed as in the proof of Varnavides’ Theorem given in [33]. The strategy will be to decompose \( f = g + b \) into a “good” function \( g \) which is the major contribution and a “bad” function \( b \) whose contribution is negligible. This will be made precise in the following subsection.

### 5.1 Preliminaries

**Proposition 5.2.** Let \( f \) be as in Proposition 5.1. Suppose \( f = g + b \) where
\[
\|g\|_{\infty}, \|b\|_{\infty} \leq M; \quad \|g\|_1, \|b\|_1 = \delta.
\]

Then
\[
\Lambda(f) = \Lambda(g) + O(C(M, \delta)\|b\|_{\infty}).
\]
Proof. We use the decomposition \( f = g + b \) and the linearity of \( \Lambda \) to decompose \( \Lambda(f) \) into \( 2^k \) pieces. The main piece will be \( \Lambda(g) \) and the remaining pieces which constitute the error term have at least one copy of \( b \). By the hypothesis and Hölder's inequality,

\[
\|g\|_2^2, \|b\|_2^2 \leq M\delta.
\]

We will apply Lemma 5.3 below to estimate each of the \( 2^k - 1 \) summands in the error term, arriving at an upper bound of \( (2^k - 1)\|\hat{b}\|_\infty (M\delta)^r \).

We now prove the lemma required for the previous proposition.

**Lemma 5.3.** Let \( f_j \) be as in Proposition 5.1. Assume moreover that \( k - 1 \geq 2r \) and \( \|f_j\|_1 \leq 1 \) for \( 1 \leq j \leq k \). Then

\[
|\Lambda(f_1, \ldots, f_k)| \leq M\|\hat{f}_k\|_\infty \|f_r\|_1^{1/2} \|f_{2r}\|_1^{1/2} \prod_{j=1 \atop j \neq r}^{2r-1} \|\hat{f}_j\|_2.
\]

We have a similar bound for permutations of \( f_1, \ldots, f_k \).

**Proof.** Let us recall the Fourier representation of \( \Lambda \) from Proposition 2.1, which gives

\[
|\Lambda(f_1, \ldots, f_k)| \leq \int_S \prod_{j=1}^k |\hat{f}_j(\xi)| \ d\sigma(\xi).
\]

Since \( \|\hat{f}_j\|_\infty \leq \|f_j\|_1 \leq 1 \) for each \( j \), reducing the number of factors in the product that appears in the last integrand only makes the integral larger. We use the hypothesis \( k - 1 \geq 2r \) to drop \((k - 1 - 2r)\) of these factors and split the remaining \( 2r \) into two groups and apply the Cauchy-Schwarz inequality. Executing these steps leads to

\[
|\Lambda(f_1, \ldots, f_k)| \leq \int_S \prod_{j=1}^k |\hat{f}_j(\xi)| \ d\sigma(\xi)
\]

\[
\leq \|\hat{f}_k\|_\infty \int_S \prod_{j=1}^r |\hat{f}_j(\xi)| \prod_{j=r+1}^{2r-1} |\hat{f}_j(\xi)| \ d\sigma(\xi)
\]

\[
\leq \|\hat{f}_k\|_\infty \left( \int_S \prod_{j=1}^r |\hat{f}_j(\xi)|^2 \ d\sigma(\xi) \right)^{1/2} \left( \prod_{j=r+1}^{2r-1} |\hat{f}_j(\xi)|^2 \ d\sigma(\xi) \right)^{1/2}.
\]

Both of the above integrals are estimated in the same way; we will focus only on the first. If \( \xi_j = (\xi_{j,1}, \ldots, \xi_{j,n}) \), let \( \xi'_j = (\xi_{j,1}, \ldots, \xi_{j,n'}) \) with \( n' \) as defined in Definition 1.4; notice this is the same as \( \xi_{j''}^\text{id} \) as defined in Proposition 3.1. By Lemma 5.4 below, \( \|\hat{f}_r\|_{L_{L_{2r}}^2}^2 \leq M\|f_r\|_1 \), and so by Lemma 3.2,

\[
\int_S \prod_{j=1}^r |\hat{f}_j(\xi)|^2 \ d\sigma(\xi)
\]
\[
\int S = \prod_{j=1}^{r} |\widehat{f}_j(\xi_j)|^2 d\xi_1 \cdots d\xi_{r-1}
\]
\[\leq \int_{\mathbb{R}^{n(r-1)}} M\|f_r\|_1 \prod_{j=1}^{r-1} |\widehat{f}_j(\xi_j)|^2 d\xi_1 \cdots d\xi_{r-1}
\]
\[= M\|f_r\|_1 \prod_{j=1}^{r-1} \|\widehat{f}_j\|_2^2.
\]

The result follows.

Lemma 5.4. Let \(1 \leq j \leq k\). If \(\xi_j = (\xi_{j,1}, \ldots, \xi_{j,n})\), we denote \(\xi'_j = (\xi_{j,1}, \ldots, \xi_{j,n'})\) and \(\xi''_j = (\xi_{j,n'+1}, \ldots, \xi_{j,k})\). Suppose

(a) \(|f_j| \leq M\),

(b) \(\text{supp } f_j \subseteq [0, 1]^n\).

Then

\[\|\widehat{f}_j\|_{L^2_{\xi'_j}}^2 \leq M\|f_j\|_1
\]

uniformly for all \(\xi''_j\).

Proof. Fix \(\xi''_j\), and let \(F(x', \xi''_j) = \int f_j(x', x'')e^{-2\pi i \xi''_j \cdot x''} \, dx''\), where \(x', x''\) are the dual variables to \(\xi'_j, \xi''_j\) respectively. Then (a) and (b) give \(|F(x', \xi''_j)| \leq M\) for all \(x'\), and we calculate

\[\int |F(x', \xi''_j)| \, dx' \leq \int \int |f_j(x', x'')| \, dx' \, dx'' = \|f_j\|_1.
\]

By Hölder’s inequality, \(\|F\|_{L^2_{x'}}^2 \leq \|F\|_{\infty} \|F\|_{L^1_{x''}} \leq M\|f_j\|_1\). Now,

\[\widehat{f}_j(\xi'_j, \xi''_j) = \int F(x', \xi''_j)e^{-2\pi i \xi'_j \cdot x'} \, dx',
\]

which is the Fourier transform of \(F\) in \(x'\). Therefore by Plancherel’s theorem in the \(x'\) variables, \(\|\widehat{f}_j\|_{L^2_{\xi'_j}}^2 = \|F\|_{L^2_{x'}}^2 \leq M\|f_j\|_1\). \(\square\)

5.2 Almost periodic functions

In light of Proposition 5.2, our next goal will be to identify a large class of “good” functions \(g\) for which we can bound \(\Lambda(g)\) from below. It turns out that almost periodic functions, defined analogously to [33], can be used for this purpose.

Definition 5.5. 1. A character is a function \(\chi : [0, 1]^n \to \mathbb{C}\) of the form \(\chi(x) = e^{2\pi iv \cdot x}\) for some \(v \in \mathbb{Z}^n\).

2. If \(K \in \mathbb{N}\), then a \(K\)-quasiperiodic function is a function \(f\) of the form \(\sum_{\ell=1}^{K} c_{\ell} \chi_{\ell}\) where each \(\chi_{\ell}\) are characters (not necessarily distinct), and \(c_{\ell}\) are scalars with \(|c_{\ell}| \leq 1\).
3. If \( \sigma > 0 \), then \( f : [0,1]^n \to \mathbb{C} \) is \((\sigma,K)\)-almost periodic if there exists a \( K \)-quasiperiodic function \( f_{QP} \) such that \( \| f - f_{QP} \|_{L^2([0,1]^n)} \leq \sigma \). We call \( f_{QP} \) a \( K \)-quasiperiodic function approximating \( f \) within \( \sigma \).

**Lemma 5.6.** Let \( K \in \mathbb{N} \), \( M > 0 \), \( 0 < \delta < 1 \), and

\[
0 < \sigma \leq \frac{\delta^k}{4kM^{k-1}}. \tag{5.1}
\]

Then there exists \( c(K,\delta,M) > 0 \) such that for any non-negative \((\sigma,K)\)-almost periodic function \( f \) bounded by \( M \) and obeying \( \int f \geq \delta \),

\[
\Lambda(f) \geq c(K,\delta,M).
\]

**Proof.** Our goal is to bound \( \Lambda(f) \) from below by a multiple of \( \| f \|^k_1 \), which is known to be at least as large as \( \delta^k \). We will achieve this by approximating each factor in the integral defining \( \Lambda \) by \( f \), on a reasonably large set with acceptable error terms.

To this end, let \( f_{QP} \) be a \( K \)-quasiperiodic function approximating \( f \) within \( \sigma \), say

\[
f_{QP}(x) = \sum_{\ell=1}^K c\ell e^{2\pi i v \cdot x}
\]

and \( \| f - f_{QP} \| \leq \sigma \). Let \( \varepsilon > 0 \) be a small constant to be fixed later, and define

\[
C_\varepsilon = \{ y \in \mathbb{R}^{m-n} : \| A_j^\ell v \cdot y \| \leq \varepsilon, \text{ for all } 1 \leq j \leq k, 1 \leq \ell \leq K \}, \tag{5.2}
\]

where \( \| t \| \) denotes the distance of \( t \in \mathbb{R} \) to the nearest integer. We shall prove in Corollary B.2 that

\[
|C_\varepsilon| \geq c(\varepsilon,K) > 0 \tag{5.3}
\]

for some \( c(\varepsilon,K) \) possibly depending on \( k, m \) and \( n \) but is independent of \( f \). Let \( T^a \) be the shift map \( T^a f(x) := f(x + a) \). For \( y \in C_\varepsilon \) and any \( x \in [0,1]^n \),

\[
|T^{B_j^\ell y}f_{QP}(x) - f_{QP}(x)| = \left| \sum_{\ell=1}^K c\ell e^{2\pi i v \cdot x}(1 - e^{2\pi i A_j^\ell y}) \right|
\]

\[
\leq \sum_{\ell=1}^K |1 - e^{2\pi i A_j^\ell y}|
\]

\[
\leq \sum_{\ell=1}^K |A_j^\ell y \cdot y|
\]

\[
\leq K\varepsilon. \tag{5.4}
\]

The bound above leads to the following estimate:

\[
\| T^{B_j^\ell y}f - f \|_{L^2} \leq \| T^{B_j^\ell y}f - T^{B_j^\ell y}f_{QP} \|_{L^2} + \| T^{B_j^\ell y}f_{QP} - f_{QP} \|_{L^2} + \| f_{QP} - f \|_{L^2}
\]

\[
= 2\| f_{QP} - f \|_{L^2} + \| T^{B_j^\ell y}f_{QP} - f_{QP} \|_{L^2}
\]

\[
\leq 2\sigma + K\varepsilon
\]

\[
\leq \frac{\delta^k}{2kM^{k-1}} + K\varepsilon.
\]
In the sequence of inequalities above, we have used Hölder’s inequality in the first step, triangle inequality in the second step, norm-invariance of the shift operator in the third step, and (5.4) in the last step.

We now choose \( \varepsilon = \delta^k/(4kM^{k-1}) \), so that

\[
\|T^{B_j}y f - f\|_{L^1_x} \leq \frac{3\delta^k}{4kM^{k-1}}.
\]

(5.5)

For every \( 1 \leq j \leq k \), the bound \( \|T^{B_j}y f\|_{L^\infty_x} = \|f\|_\infty \leq M \) holds trivially, so by Lemma B.3 with \( C = M, f_j = f, g_j = T^{B_j}y f, R = k, p = 1 \), and \( \kappa = (3\delta^k)/(4kM^{k-1}) \), we have

\[
\left\| \prod_{j=1}^k T^{B_j}y f - f^k \right\|_{L^1_x} \leq kM^{k-1} \frac{3\delta^k}{4kM^{k-1}} = \frac{3\delta^k}{4}
\]

using (5.5). On the other hand, the bounded non-negativity of \( f \), the hypothesis \( \int f \geq \delta \), and Hölder’s inequality lead to

\[
\|f^k\|_1 \geq \|f\|_1^k \geq \delta^k,
\]

and so for \( y \in C_{\varepsilon} \),

\[
\left\| \prod_{j=1}^k T^{B_j}y f \right\|_{L^1_x} \geq \|f^k\|_1 - \left\| \prod_{j=1}^k T^{B_j}y f - f^k \right\|_{L^1_x} \geq \frac{\delta^k}{4}.
\]

(5.6)

We now combine [5.3], the positivity of \( f \) and the above to obtain

\[
\Lambda(f) = \int_{\mathbb{R}^{m-n}} \int_{\mathbb{R}^n} \prod_{j=1}^k f_j(x + B_jy) \, dx \, dy
\]

\[
= \int_{\mathbb{R}^{m-n}} \left\| \prod_{j=1}^k T^{B_j}y f \right\|_{L^1_x} \, dy
\]

\[
\geq \int_{C_{\varepsilon}} \left\| \prod_{j=1}^k T^{B_j}y f \right\|_{L^1_x} \, dy
\]

\[
\geq \delta^k c(\varepsilon, K)/4 = c(K, \delta, M).
\]

\[\square\]

### 5.3 Ubiquity of almost periodic functions

To make use of Lemma 5.6, we will approximate a general function \( f \) by an almost periodic function. In the following sequence of lemmas, we construct an increasingly larger family of \( \sigma \)-algebras with the property that any function measurable with respect to these will be almost periodic. We do this by an iterative random mechanism, the building block of which is summarized in the next result.
**Lemma 5.7.** Let \( 0 < \varepsilon \ll 1 \) and let \( \chi \) be a character. Viewing \( \mathbb{C} \) as \( \mathbb{R}^2 \), partition the complex plane \( \mathbb{C} = \bigcup_{Q \in \mathbb{Q}_\varepsilon} Q \) into squares of side-length \( \varepsilon \) with corners lying in the lattice \( \varepsilon \mathbb{Z}^2 \). For \( \omega \in [0, 1]^2 \), define \( \mathcal{B}_{\varepsilon, \chi, \omega} \) to be the \( \sigma \)-algebra generated by the atoms

\[
\{ \chi^{-1}(Q + \varepsilon \omega) : Q \in \mathbb{Q}_\varepsilon \}.
\]

There exists \( \omega \) such that

1. \( \| \chi - \mathbb{E}(\chi|\mathcal{B}_{\varepsilon, \chi, \omega}) \|_\infty \leq C\varepsilon \).

2. For every \( \sigma > 0 \) and \( M < 0 \), there exists \( K = K(\sigma, \varepsilon, M) \) such that every function \( f \) which is measurable with respect to \( \mathcal{B}_{\varepsilon, \chi, \omega} \) with \( \| f \|_\infty \leq M \) is \((\sigma, K)\)-almost periodic.

**Proof.** (1) follows from definition of \( \mathcal{B}_{\varepsilon, \chi, \omega} \), for any \( \omega \).

To prove (2), it suffices to prove: for each integer \( \ell > \ell_0 \) for some sufficiently large \( \ell_0 \), there exists a set \( \Omega_\ell \subseteq [0, 1]^2 \), \( |\Omega_\ell| > 1 - C2^{-\ell}\varepsilon \) with the following property. For \( \omega \in \Omega_\ell \), there exists \( K = K(\sigma, \varepsilon, M) \) such that every function \( f \) which is measurable with respect to \( \mathcal{B}_{\varepsilon, \chi, \omega} \) with \( \| f \|_\infty \leq M \) is \((\sigma, K)\)-almost periodic, for \( \sigma = 2^{-\ell} \).

Indeed, taking \( \Omega = \bigcap_{\ell > \ell_0} \Omega_\ell \), we have

\[
|\Omega| > 1 - C \sum_{\ell > \ell_0} 2^{-\ell} \varepsilon \geq 1 - C2^{-\ell_0} \varepsilon
\]

and so we may find \( \omega \in \Omega \). Then if \( \sigma > 0 \), get \( \ell > \ell_0 \) with \( 2^{-\ell} \leq \sigma \), and by the above, there exists \( K = K(2^{-\ell}, \varepsilon, M) \) such that every function \( f \) which is measurable with respect to \( \mathcal{B}_{\varepsilon, \chi, \omega} \) with \( \| f \|_\infty \leq M \) is \((2^{-\ell}, K)\)-almost periodic.

Fix \( \sigma = 2^{-\ell} \). We prove in Lemma B.4 that \( \mathcal{B}_{\varepsilon, \chi, \omega} \) has at most \( C\varepsilon^{-1} \) atoms, which we use to reduce the proof of Lemma 5.7 to a simpler form. Namely, it suffices to prove that for \( f \) an indicator function of one of those atoms, say

\[
f(x) = f_{Q, \omega}(x) := 1_{\chi^{-1}(Q + \varepsilon \omega)}(x) = 1_Q(\chi(x) - \varepsilon \omega),
\]

there exists a \( C(\sigma, \varepsilon)\)-quasiperiodic function \( g_{Q, \omega} \) such that \( \| f_{Q, \omega} - g_{Q, \omega} \|_2 \leq C^{-1} \sigma \varepsilon \) with probability \( 1 - C\sigma \varepsilon^{-1} \). (Here and below, \( C(\sigma, \varepsilon) \) will denote a constant which may change from line to line, but always depends only on \( M, \sigma, \varepsilon, \) in particular remains independent of \( f \).) Indeed, if this were the case, then any measurable \( f \) may be written as

\[
f(x) = \sum_{i \in I} c_i f_{Q_i, \omega}(x)
\]

where \( f_{Q_i, \omega}(c) = 1_{Q_i}(\chi(x) - \varepsilon \omega)(x) \), \( Q_i \in \mathbb{Q}_\varepsilon \) are distinct, and \( \#I \leq C\varepsilon^{-1} \). Notice \( \| f \|_\infty \leq M \) and the fact that \( f_{Q_i, \omega} \) have disjoint support means \( |c_i| \leq M \) for \( i \in I \). Letting \( g_{Q_i, \omega} \) be a \( C(\sigma/M, \varepsilon)\)-quasiperiodic function approximating \( f_{Q_i, \omega} \) to within \( C^{-1}M^{-1}\sigma \varepsilon \), we have that \( g = \sum_{i \in I} c_i g_{Q_i, \omega} \) is \( C(\sigma, \varepsilon)\)-quasiperiodic (repeating \( g_{Q_i, \omega} \) at most \( M \) times if necessary) and

\[
\| f - g \|_2 \leq \sum_{i \in I} |c_i| \| f_{Q_i, \omega} - g_{Q_i, \omega} \|_2 \leq \sigma.
\]
Thus we restrict to the case when \( f \) is the indicator function of one of those atoms, which we denote \( f_\omega \) for ease.
\[
f(x) = f_\omega(x) := 1_Q(\chi(x) - \varepsilon \omega).
\]
Let \( 0 \leq h \leq 1 \) be a continuous function on \([-2, 2]^2\) which is a good \( L^2\)-approximation for \( 1_Q \); precisely,
\[
\|1_Q - h\|_{L^2([-2,2]^2)}^2 < \frac{\sigma^3 \varepsilon^3}{10CM^2}.
\] (5.7)
By the Weierstrass Approximation Theorem, there exists a polynomial \( P \) such that
\[
\|h - P\|_{L^\infty([-2,2]^2)} < \left( \frac{\sigma^3 \varepsilon^3}{10CM^2} \right)^{1/2}.
\] (5.8)
Let \( h_\omega(x) := h(\chi(x) - \varepsilon \omega) \), and \( g_\omega(x) = P(\chi(x) - \varepsilon \omega) \); notice \( g_\omega \) can be written as a linear combination of at most \( C(\sigma, \varepsilon) \) characters, with coefficients at most \( C(\sigma, \varepsilon) \). Repeating characters if necessary, we may reduce the coefficients to be less than 1 and so \( g_\omega \) is \( C(\sigma, \varepsilon) \)-quasiperiodic. It should also be noted that \( \|g_\omega\|_{\infty} \leq \|g_\omega - h_\omega\|_{\infty} + \|h_\omega\|_{\infty} \leq 2 \).

It remains to show \( \|f_\omega - g_\omega\|_2 \leq C^{-1} M^{-1} \sigma \varepsilon \) with probability at least \( 1 - C\sigma\varepsilon^{-1} \). Define
\[
F(\omega) = \|f_\omega - g_\omega\|_2^2 = \int_{[0,1]^n} |f_\omega(x) - g_\omega(x)|^2 \, dx.
\]
By an application of Cauchy-Schwarz inequality on the integrand, combined with (5.7) and Tonelli’s Theorem, we obtain
\[
\|F\|_{L^1} = \int_{[0,1]^2} \int_{[0,1]^n} |f_\omega(x) - g_\omega(x)|^2 \, dx \, d\omega \\
\leq 2 \int_{[0,1]^2} \int_{[0,1]^n} \left[ |f_\omega(x) - h_\omega(x)|^2 + |h_\omega(x) - g_\omega(x)|^2 \right] \, dx \, d\omega \\
< \frac{\sigma^3 \varepsilon^3}{2CM^2} + \int_{[0,1]^n} \int_{[0,1]^2} |h_\omega(x) - g_\omega(x)|^2 \, d\omega \, dx \\
< \frac{\sigma^3 \varepsilon^3}{2CM^2} + \int_{[0,1]^n} \int_{[0,1]^2} |h(\chi(x) - \varepsilon \omega) - P(\chi(x) - \varepsilon \omega)|^2 \, d\omega \, dx.
\]
Using the change of variables \( \omega' = \chi(x) - \varepsilon \omega \) for fixed \( x \in [0,1]^n \), we have \( d\omega' = \varepsilon^2 \, d\omega \). Notice \( \omega' \) belongs to \([0, \varepsilon]^2\) shifted by \( \chi(x) \), so is contained in \([-2, 2]^2\). By (5.8),
\[
\|F\|_1 \leq \frac{\sigma^3 \varepsilon^3}{2CM^2} + \int_{[0,1]^n} \int_{\omega' \in [-2,2]^2} |h(\omega') - P(\omega')|^2 \frac{d\omega'}{\varepsilon^2} \, dx \\
\leq \frac{\sigma^3 \varepsilon^3}{2CM^2} + \int_{[0,1]^n} \int_{\omega' \in [-2,2]^2} |h(\omega') - P(\omega')|^2 \frac{d\omega'}{\varepsilon^2} \, dx \\
= \frac{\sigma^3 \varepsilon^3}{2CM^2} + \int_{[0,1]^n} \frac{1}{\varepsilon^2} \|h - P\|^2_{L^2([-2,2]^2)} \, dx \\
\leq \frac{\sigma^3 \varepsilon^3}{2CM^2} + \int_{[0,1]^n} \frac{1}{\varepsilon^2} \left( \frac{\sigma^3 \varepsilon^3}{10CM^2} \right) \, dx < \frac{1}{\varepsilon^2} \left( \frac{\sigma^3 \varepsilon^3}{10CM^2} \right).
\]
By Markov’s inequality,
\[ \{ \omega \in [0, 1]^2 : \|f_\omega - g_\omega\|_2^2 > C^{-2}M^{-2}\sigma^2\varepsilon^2 \} \leq \frac{C^2M^2\|F\|_1}{\sigma^2\varepsilon^2} \leq \frac{C^2M^2\frac{1}{\varepsilon^2} (\frac{\sigma^3}{\varepsilon M^2})}{\sigma^2\varepsilon^2} = C\sigma\varepsilon^{-1}. \]
Thus,
\[ \{ \omega \in [0, 1]^2 : \|f_\omega - g_\omega\|_2^2 \leq C^{-1}M^{-1}\sigma\varepsilon \} \geq 1 - C\sigma\varepsilon^{-1}, \]
as required.

The above proof also gives the following result.

**Corollary 5.8.** Let 0 < \(\varepsilon\) < 1 and let \(\chi\) be a character. Then the \(\sigma\)-algebra \(B_{\varepsilon,\chi,\omega}\) described in the statement of Lemma 5.7 can be chosen to have the additional property that for every atom \(\chi^{-1}(Q + \varepsilon\omega)\), \(Q \in \mathbb{Q}_\varepsilon\), there exists a \(K\)-quasiperiodic function \(g_{Q,\omega}\) that obeys \(\|g_{Q,\omega}(\cdot) - 1_Q(\chi(\cdot) - \varepsilon\omega)\|_2 < \sigma\) for every \(\sigma > 0\), and in addition \(\|g_{Q,\omega}\|_\infty \leq 2\).

We can concatenate the \(\sigma\)-algebras from Lemma 5.7. If \(B_1, \ldots, B_R\) are \(\sigma\)-algebras, denote by \(B_1 \lor \cdots \lor B_R\) the smallest \(\sigma\)-algebra which contains all of them.

**Corollary 5.9.** Let 0 < \(\varepsilon_1, \ldots, \varepsilon_R\) < 1 and let \(\chi_1, \ldots, \chi_R\) be characters. Let \(B_{\varepsilon_1,\chi_1}; \ldots, B_{\varepsilon_R,\chi_R}\) be the \(\sigma\)-algebras arising from Lemma 5.7. Then for every \(\sigma > 0\), there exists \(K = K(R, \sigma, \varepsilon_1, \ldots, \varepsilon_R)\) such that every function \(f\) which is measurable with respect to \(B_{\varepsilon_1,\chi_1} \lor \cdots \lor B_{\varepsilon_R,\chi_R}\) with \(\|f\|_\infty \leq M\) is \((\sigma, K)\)-almost periodic.

**Proof.** Since there are at most \(C(R, \varepsilon_1, \ldots, \varepsilon_R)\) atoms in \(B_{\varepsilon_1,\chi_1} \lor \cdots \lor B_{\varepsilon_R,\chi_R}\), it suffices to prove the claim in the case when \(f\) is the indicator function of a single atom. Then \(f\) is the product of \(R\) indicator functions \(f_1, \ldots, f_R\), where \(f_j\) is the indicator function of an atom from \(B_{\varepsilon_j,\chi_j}\). Let \(g_j\) be a \(K(\sigma/(2R^{2-1}), \varepsilon_j)\)-quasiperiodic function approximating \(f_j\) to within \(\sigma/(2R^{2-1})\) as provided in Corollary 5.9, notice \(\|g_j\|_\infty \leq 2\). Then \(g = \prod g_j\) is a \(K\)-quasiperiodic function where \(K = \prod K(\sigma/(2R^{2-1}), \varepsilon_j)\) depends only on \(R, \sigma, \varepsilon_1, \ldots, \varepsilon_R\). Finally, by Lemma B.3 with \(C = 2, p = 2, \kappa = \sigma/(2R^{2-1})\), we have
\[ \left\| \prod_{j=1}^R f_j - \prod_{j=1}^R g_j \right\|_2 \leq \sigma. \]

\[ \Box \]

### 5.4 Proof of Proposition 5.1

We will need two more auxiliary results, analogous to [33, Lemma 2.10 and 2.11].

**Lemma 5.10.** Let \(b\) be a function bounded by \(M\) with \(\|b\|_\infty \geq \sigma > 0\). Then there exists \(0 < \varepsilon \ll \sigma\), a character \(\chi\), and an associated \(\sigma\)-algebra \(B_{\varepsilon,\chi}\) (as defined earlier in this section) such that
\[ \left\| \mathbb{E}(b|B_{\varepsilon,\chi}) \right\|_2 \geq C^{-1}\sigma. \]
Proof. Since $\|\hat{b}\|_\infty \geq \sigma$, there exists a character $\chi$ such that

$$\left| \int_{[0,1]^n} b(x) \chi(x) \, dx \right| \geq \frac{\sigma}{2}. \quad (5.9)$$

On the other hand, the $\sigma$-algebra $\mathcal{B}_{\varepsilon,\chi}$ is generated by the atoms $\{\chi^{-1}(Q + \varepsilon \omega) ; Q \in Q_\varepsilon \}$ for some $\omega$ in the unit square. On each atom, $\chi$ can vary by at most $C\varepsilon$, hence

$$\|\chi - \mathbb{E}(\chi|\mathcal{B}_{\varepsilon,\chi})\|_\infty \leq C\varepsilon. \quad (5.10)$$

Since $b$ is bounded by $M$, (5.9) and (5.10) yield

$$\left| \int_{[0,1]^n} b(x) \mathbb{E}(\chi|\mathcal{B}_{\varepsilon,\chi})(x) \, dx \right| \geq \frac{\sigma}{2} - M\varepsilon.$$  

Conditional expectation being self-adjoint, the inequality above may be rewritten as

$$\left| \int_{[0,1]^n} \mathbb{E}(b|\mathcal{B}_{\varepsilon,\chi})(x)\chi(x) \, dx \right| \geq \frac{\sigma}{2} - M\varepsilon.$$  

Recalling that $\chi$ is bounded above by 1, the desired result now follows by choosing $\varepsilon$ sufficiently small relative to $\sigma$ and $M$, and applying Cauchy-Schwarz inequality to the integral on the left. \hfill \qed

Lemma 5.11. Let $F : \mathbb{R}^+ \times \mathbb{R}^+ \to \mathbb{R}^+$ be an arbitrary function, let $0 < \delta \leq 1$, and let $f \geq 0$ be a function bounded by $M$ with $\int f \geq \delta$. Let $\sigma$ satisfy (5.1). Then there exists a $K$ with $0 < K \leq C(F, \delta)$ and a decomposition $f = g + b$ where $g \geq 0$ is a bounded $(\sigma, K)$-almost periodic function with $\int g \geq \delta$, and $b$ obeys the bound

$$\|\hat{b}\|_\infty \leq F(\delta, K). \quad (5.11)$$

The proof of Lemma 5.11 is exactly identical to [33, 2.11].

Proof of Proposition 5.1. Let $F : \mathbb{R}^+ \times \mathbb{R}^+ \to \mathbb{R}^+$ be a function to be chosen later. Decompose $f = g + b$ as in Lemma 5.11. By Lemma 5.6

$$\Lambda(g) \geq c(K, \delta, M).$$

By Proposition 5.2 (5.11), and the above inequality,

$$\Lambda(f) \geq c(K, \delta, M) + O(C(M, \delta)F(\delta, K)).$$

By choosing $F$ sufficiently small and since $K \leq C(F, \delta)$, we get

$$\Lambda(f) \geq c(\delta, M)$$

as required. \hfill \qed
5.5 Quantitative Szemerédi bounds fail for general \( A \)

At the beginning of this section, we restricted to the case when \( A_j \) is of the form \( A_j = (I_n \times B_j) \) where \( B_j \) are \( n \times (m - n) \) matrices. The reason for this is that generic \( A_i \) will not provide a lower bound on \( \Lambda \) when \( \int f = \delta \), even when satisfying the non-degeneracy condition.

In the case \( n = 2, k = 3, m = 4 \), consider the function \( f = 1_{B((0,1),\delta)} \), the indicator of the ball centered at \((0,1)\) with radius \( \delta \leq 1/3 \). Define

\[
A_1 = \begin{pmatrix}
  1 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 
\end{pmatrix},
\]

\[
A_2 = \begin{pmatrix}
  0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 1 
\end{pmatrix},
\]

\[
A_3 = \begin{pmatrix}
  0 & 1 & 1 & 0 \\
  1 & 0 & 0 & 1 
\end{pmatrix}.
\]

It is clear that (3.5) holds for these matrices. In the integral defining \( \Lambda \), we consider the conditions for \( \vec{x} = (x_1, \ldots, x_4) \) to be in the support of \( \prod_{i=1}^{3} f(A_i \vec{x}) \). The first term of the product gives \( f(A_1 \vec{x}) = f(x_1, x_2) \), and so in particular, \( |x_2 - 1| < \delta \) which implies

\[
|x_2| > 1 - \delta. \tag{5.12}
\]

Similarly, considering the second term yields in particular

\[
|x_3| < \delta, \tag{5.13}
\]

while the third term gives

\[
|x_2 + x_3| < \delta. \tag{5.14}
\]

On the other hand, (5.12) and (5.13) give

\[
|x_2 + x_3| \geq |x_2| - |x_3| > 1 - 2\delta \geq \delta.
\]

Then the support of \( \prod_{i=1}^{4} f(A_i \vec{x}) \) is empty, and \( \Lambda = 0 \).

6 Proof of the main theorem

The preceding section gave a quantitative lower bound on the \( \Lambda \) quantity in the case of absolutely continuous measures with bounded density. This suggests the strategy of decomposing the measure \( \mu \) as \( \mu = \mu_1 + \mu_2 \) where \( \mu_1 \) is absolutely continuous with bounded density, and \( \mu_2 \) gives negligible contribution. In light of the Fourier form of \( \Lambda \), the key property of \( \mu_2 \) here will be having good bounds on the Fourier transform.

Let \( \phi \in \mathcal{S}(\mathbb{R}^n) \) be a non-negative function supported on \( B(0,1) \) with \( \int \phi = 1 \). For any positive integer \( N \), define \( \phi_N(x) = N^n \phi(Nx) \). Let \( N \gg 1 \) be a large constant to be determined later, and let

\[
\mu_1(x) = \mu \ast \phi_N(x).
\]
Clearly, \( \mu_1 \geq 0 \) is a \( C^\infty \) function of compact support with \( \int d\mu_1 = 1 \). Since \( \phi_N \) is supported on \( B(0, N^{-1}) \),

\[
|\mu_1(x)| \leq \int_{B(x, N^{-1})} |\phi_N(x - y)| \, d\mu(y) \\
= \int_{B(x, N^{-1})} N^n |\phi(N(x - y))| \, d\mu(y) \\
\leq CN^n \mu(B(x, N^{-1})) \\
\leq CN^{n-\alpha}
\]

where the last inequality follows by the ball condition (a). Then \( |\mu_1(x)| \leq M = Ce \) if \( N = e^{1/(n-\alpha)} \), which tends to infinity as \( \alpha \to n^- \).

Focusing now on \( \mu_2 \), we will prove that

\[
|\hat{\mu}_2(\xi)| \lesssim N^{-\frac{\beta}{2}} (1 + |\xi|)^{-\frac{\beta}{2}(1-\varepsilon)} \tag{6.1}
\]

for some constant \( \varepsilon > 0 \) to be chosen later. Since \( \int \phi = 1 \) and \( \phi \in \mathcal{S}(\mathbb{R}^n) \),

\[
|1 - \hat{\phi}(\xi)| = |\hat{\phi}(0) - \hat{\phi}(\xi)| = \left| \int_0^1 \frac{d}{dt} \hat{\phi}(t\xi) \, dt \right| = \int_0^1 |\xi \cdot \nabla \phi| \, dt \leq C|\xi|.
\]

In particular, defining \( \mu_2 = \mu - \mu_1 \) we have

\[
|\hat{\mu}_2(\xi)| \lesssim |\hat{\mu}(\xi)| \min(1, |\xi|N^{-1}).
\]

Notice if \( |\xi| \geq N \), then

\[
|\hat{\mu}_2(\xi)| \leq |\hat{\mu}(\xi)| \\
\lesssim (1 + |\xi|)^{-\beta/2} \\
= (1 + |\xi|)^{-\epsilon \beta/2} (1 + |\xi|)^{-\beta/2(1-\varepsilon)} \\
\lesssim N^{-\epsilon \beta/2 (1 + |\xi|)^{-\beta/2(1-\varepsilon)}}.
\]

On the other hand, if \( |\xi| < N \), then we still have

\[
|\hat{\mu}_2(\xi)| \leq |\hat{\mu}(\xi)| \\
\lesssim (1 + |\xi|)^{-\beta/2} |\xi|N^{-1} \\
= (1 + |\xi|)^{-\beta/2} |\xi|^\epsilon \beta/2 |\xi|^{-\epsilon \beta/2} N^{-1} \\
\lesssim N^{-\epsilon \beta/2 (1 + |\xi|)^{-\beta/2(1-\varepsilon)}}.
\]

Now, decompose

\[
\Lambda^*(\hat{\mu}) = \Lambda^*(\hat{\mu}_1) + \Lambda(\hat{\mu}_2, \hat{\mu}_1, \ldots, \hat{\mu}_1) + \cdots + \Lambda(\hat{\mu}_2).
\]

By Proposition 5.1, \( \Lambda^*(\hat{\mu}_1) = \Lambda(\mu_1) > c(\delta, M) \). It remains to show the \( \Lambda^* \) quantities containing at least one copy of \( \mu_2 \) are negligible relative to \( c(\delta, Ce) \). These quantities can be
written as $\Lambda^*(g_1, \ldots, g_k)$ where for each $1 \leq j \leq k$, $g_j$ is either $\hat{\mu}_1$ or $\hat{\mu}_2$ and at least one $g_j$ is $\hat{\mu}_2$. Without loss of generality, suppose $g_1 = \hat{\mu}_2$, so that

$$|g_1(\eta_1)| \lesssim N^{-\varepsilon \beta/2} (1 + |\eta_j|)^{-\beta/2(1-\varepsilon)}$$

by the above estimate on $\hat{\mu}_2$. For $j \geq 2$, we have

$$|g_j(\eta_j)| \lesssim (1 + |\eta_j|)^{-\beta/2(1-\varepsilon)}$$

by the above estimate on $\hat{\mu}_2$ and the general Fourier decay condition (b) on $\mu$. Then

$$\Lambda^*(g_1, \ldots, g_k) = \int_S \prod_{j=1}^k g_j(\eta_j) \, d\sigma$$

$$\leq N^{-\varepsilon \beta/2} \int_S \prod_{j=1}^k (1 + |\eta_j|)^{-\beta/2(1-\varepsilon)} \, d\sigma.$$

Since $\beta > 2(nk - m)/k$, we may choose $\varepsilon > 0$ so that $\beta' = \beta(1 - \varepsilon) > 2(nk - m)/k$. Then by Proposition 3.1 with $\beta'$ in place of $\beta$, the integral above is bounded by a constant independent of $N$. Then we may choose $N$ sufficiently large so that $\Lambda^*(g_1, \ldots, g_k) \leq 2^{-k}c(\delta, M)$, and so

$$\Lambda^*(\hat{\mu}) \geq 2^{-k}c(\delta, M).$$

7 Examples

For a fixed choice of $n \geq 1$ and $k \geq 3$, let $m = n\lceil (k + 1)/2 \rceil$, the smallest value allowed by ($1.5$). Non-degeneracy in this case will be the condition

$$\text{rank } \begin{pmatrix} A_{i_1} \\ \vdots \\ A_{i_{m/n}} \end{pmatrix} = \text{rank } \begin{pmatrix} I_{n \times n} & B_{i_1} \\ \vdots & \vdots \\ I_{n \times n} & B_{i_{m/n}} \end{pmatrix} = \lceil m, \rceil$$

for $i_1, \ldots, i_{\lceil (k+1)/2 \rceil} \in \{1, \ldots, k\}$ distinct. Reducing,

$$\text{rank } \begin{pmatrix} I_{n \times n} & B_{i_1} \\ 0_{n \times n} & B_{i_2} - B_{i_1} \\ \vdots & \vdots \\ 0_{n \times n} & B_{m/n} - B_{i_1} \end{pmatrix} = m.$$ 

Since $I_{n \times n}$ is of rank $n$, it suffices for

$$\text{rank } \begin{pmatrix} B_{i_2} - B_{i_1} \\ \vdots \\ B_{i_{m/n}} - B_{i_1} \end{pmatrix} = m - n, \quad (7.1)$$

for $i_1, \ldots, i_{m/n} \in \{1, \ldots, k\}$ distinct. Notice that while it is necessary to check (7.1) for every choice of $m/n$ indices $i_1, \ldots, i_{m/n}$, we do not need to check for permutations of the indices, any permutation suffices.
Example 7.1 (Triangles). We now prove the claim in Corollary 1.7 that if \(a, b, c\) are three distinct points in the plane, then any set \(E \subset \mathbb{R}^2\) obeying the assumptions of Theorem 1.6 with \(\varepsilon_0\) small enough (depending on \(C\) and on \(a, b, c\)) must contain a similar copy of the triangle \(\triangle abc\). Note that our proof allows for degenerate triangles where \(a, b, c\) are collinear.

Let \(\theta\) be the angle between the line segments \(\overline{ab}\) and \(\overline{ac}\), measured counter-clockwise, and let \(\lambda = \frac{|c-a|}{|b-a|}\). Permuting the points \(a, b, c\) if necessary, we may assume without loss of generality that \(\theta \in (0, \pi]\). Then it suffices to prove that \(E\) contains a configuration of the form

\[
x, \quad x + y, \quad x + \lambda y,
\]

(7.2)

where \(y\) is the vector \(y\) rotated by an angle \(\theta\) counter-clockwise, for some \(x, y \in \mathbb{R}^2\) with \(y \neq 0\).

Fix \(n = 2, k = 3,\) and \(m = 4\). Let \(B_1 = 0_{2 \times 2}\). By (7.1), non-degeneracy means that

\[
\text{rank}(B_j) = 2, \quad \text{rank}(B_3 - B_2) = 2,
\]

for \(j = 2, 3\). With \(\theta \in (0, \pi]\) and \(\lambda > 0\) as above, let

\[
B_2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad B_3 = \begin{pmatrix} \lambda \cos \theta & -\lambda \sin \theta \\ \lambda \sin \theta & \lambda \cos \theta \end{pmatrix}.
\]

It is easy to check that non-degeneracy holds, and this collection of matrices corresponds to configurations of the form (7.2). Letting \(V = \{0\}\), Theorem 1.6 asserts that any set \(E \subset \mathbb{R}^2\) obeying its assumptions with \(\varepsilon_0\) small enough must contain such a configuration, non-degenerate in the sense that \(y \neq 0\). This proves Corollary 1.7.

Example 7.2 (Collinear triples). We prove that if \(a, b, c\) are three distinct collinear points in \(\mathbb{R}^n\), then any set \(E \subset \mathbb{R}^n\) obeying the assumptions of Theorem 1.6 with \(\varepsilon_0\) small enough (depending on \(C\) and on \(a, b, c\)) must contain a non-degenerate similar copy of \(\{a, b, c\}\).

Without loss of generality, suppose \(|c-a| > |b-a|\). Let \(\lambda = \frac{|c-a|}{|b-a|} > 1\). Then it suffices to prove that \(E\) contains a configuration of the form

\[
x, \quad x + y, \quad x + \lambda y,
\]

(7.3)

for some \(x, y \in \mathbb{R}^n\) with \(y \neq 0\).

Fix a positive integer \(n\), \(k = 3\), and \(m = 2n\). Let \(B_1 = 0_{n \times n}\), \(B_2 = I_{n \times n}\), \(B_3 = \lambda I_{n \times n}\). Similarly to Example 7.1, this system of matrices produces configurations of the form (7.3), and the non-degeneracy condition (7.1) becomes

\[
\text{rank}(B_j) = n, \quad \text{rank}(B_3 - B_2) = n,
\]

for \(j = 2, 3\), which is easy to check for \(B_j\) as above. Applying Theorem 1.6 with \(V = \{0\}\) as before, we get the desired conclusion.

Example 7.3 (Parallelograms). We now prove Corollary 1.10. Fix \(n \geq 1, k = 4,\) and \(m = 3n\). Let \(B_1 = 0_{n \times 2n}\); (7.1) tells us non-degeneracy will be the condition

\[
\text{rank}(B_1) = 2n, \quad \text{rank}(B_3 - B_2) = 2n
\]
for \( i_1, i_2 \in \{2, 3, 4\} \) distinct.

Let
\[
B_2 = (I_{n \times n} \ 0_{n \times n}), \\
B_3 = (0_{n \times n} \ I_{n \times n}), \\
B_4 = B_2 + B_3 = (I_{n \times n} \ I_{n \times n}).
\]

Non-degeneracy clearly holds, and this collection of matrices corresponds to configurations of the form
\[
x, \ x + \begin{pmatrix} y_1 \\ \vdots \\ y_n \end{pmatrix}, \ x + \begin{pmatrix} y_{n+1} \\ \vdots \\ y_{2n} \end{pmatrix}, \ x + \begin{pmatrix} y_1 + y_{n+1} \\ \vdots \\ y_n + y_{2n} \end{pmatrix},
\]

for some \( x \in \mathbb{R}^n \) and \( y_1, \ldots, y_{2n} \in \mathbb{R} \). Geometrically, such configurations describe 2-dimensional parallelograms. To exclude degenerate cases where the parallelogram becomes a line segment, we define the “exceptional” subspaces
\[
V_1 = \{ y \in \mathbb{R}^{2n} : y_1 = \cdots = y_n = 0 \}, \\
V_2 = \{ y \in \mathbb{R}^{2n} : y_{n+1} = \cdots = y_{2n} = 0 \}, \\
V_3 = \{ y \in \mathbb{R}^{2n} : y_1 + y_{n+1} = 0, \ldots, y_n + y_{2n} = 0 \}, \\
V_4 = \{ y \in \mathbb{R}^{2n} : y_1 - y_{n+1} = 0, \ldots, y_n - y_{2n} = 0 \}
\]

Then Theorem 1.6 provides for the existence of parallelograms with \( y \) not in \( V_1, V_2, V_3, V_4 \), so that the four points in (7.4) are all distinct.

**Example 7.4 (Polynomial configurations).** Finally, we prove Corollary 1.12. We will in fact prove a stronger statement, namely that the result in Corollary 1.12 holds in \( \mathbb{R}^n \) for all \( n \geq 3 \), with (1.7) replaced by 4-point configurations defined below in Corollary 7.1.

As in Example 7.3, fix \( n \geq 1 \), \( k = 4 \), and \( m = 3n \), and let \( B_1 = 0_{n \times 2n} \). We will use a Vandermonde-style matrix for the remaining \( B_i \). To make the notation less cumbersome, for a function
\[
g : \mathbb{N} \times \mathbb{N} \to \mathbb{R} \quad (i, j) \mapsto g(i, j),
\]
we denote by \((g(i, j))_{a \times b}\) the \( a \times b \) matrix whose entry in the \( i \)th row and \( j \)th column is given by \( g(i, j) \).

**Corollary 7.1.** Let \( a_1, \ldots, a_{2n} \) be distinct real numbers, and let \( \eta, d \in \mathbb{N} \). Consider the following matrices:
\[
B_2 = (a_j^{\eta+(i-1)d})_{n \times 2n}, \quad B_3 = (a_j^{\eta+(n+i-1)d})_{n \times 2n}, \quad B_4 = (a_j^{\eta+(2n+i-1)d})_{n \times 2n}.
\]

Suppose that \( E \subset \mathbb{R}^n \) obeys the assumptions of Theorem 1.6, with \( \epsilon_0 \) small enough depending on \( C \) and \( a_i \). Then \( E \) contains a configuration of the form
\[
x, \ x + B_2y, \ x + B_3y, \ x + B_4y
\]

for some \( x \in \mathbb{R}^n \) and \( y \in \mathbb{R}^{2n} \) with \( B_iy \neq 0 \) for \( i = 2, 3, 4 \).
The proof of Corollary 7.1 will rely on two short lemmas.

**Lemma 7.2.** Suppose $0 \leq \eta_1 < \eta_2 < \ldots < \eta_t$ are integers. Then for any choice of constants $c_1, c_2, \ldots, c_t$ that are not all zero, the polynomial

$$P(x) = \sum_{i=1}^{t} c_i x^{\eta_i}$$

has fewer than $t$ distinct positive roots.

**Proof.** We prove this with induction. For $t = 1$, it is clear that $c_1 x^{\eta_1}$ cannot have a positive root since $c_1 \neq 0$, so the base case is satisfied. We make the inductive hypothesis that the lemma holds for $t$, and check $t + 1$. Suppose to the contrary that there exist constants $c_1, c_2, \ldots, c_{t+1}$, not all zero, such that the polynomial

$$P(x) = \sum_{i=1}^{t+1} c_i x^{\eta_i}$$

has at least $t + 1$ distinct positive roots. But then

$$x^{-\eta_1} P(x) = c_1 + c_2 x^{\eta_2 - \eta_1} + \ldots + c_{t+1} x^{\eta_{t+1} - \eta_1},$$

so by Rolle’s Theorem, the following polynomial has at least $t$ distinct positive roots:

$$P_1(x) := \frac{d}{dx}(x^{-\eta_1} P(x))$$

$$= c_2(\eta_2 - \eta_1)x^{\eta_2 - \eta_1 - 1} + c_3(\eta_3 - \eta_1)x^{\eta_3 - \eta_1 - 1} + \ldots + c_{t+1}(\eta_{t+1} - \eta_1)x^{\eta_{t+1} - \eta_1 - 1}$$

$$= \sum_{i=1}^{t+1} c_{i+1}(\eta_{i+1} - \eta_1)x^{\eta_{i+1} - \eta_1 - 1}$$

Since $\eta_i$ were strictly increasing integers, $c_{i+1}(\eta_{i+1} - \eta_1)$ are not all zero, and $\eta_{i+1} - \eta_1 - 1 \geq 0$ are strictly increasing integers. This contradicts the induction hypothesis and completes the proof.

**Lemma 7.3.** If

$$A = (a_{ij}^n)_{t \times s}$$

where $a_1, a_2, \ldots, a_s$ are distinct, positive real numbers and $0 \leq \eta_1 < \eta_2 < \ldots < \eta_t$ are integers, then $A$ has full rank.

**Proof.** Without loss of generality, $t \leq s$. It suffices to show the following submatrix has full rank:

$$A_t = (a_{ij}^n)_{t \times t}.$$ 

This holds if and only if $\det A_t \neq 0$. If to the contrary $\det A_t = 0$, then we can find constants $c_1, c_2, \ldots, c_t$ that are not all zero such that $\sum_{i=1}^{t} c_i R_i = \vec{0}$, where $R_i$ is the $i$th row of $A_t$; considering the $k$th position this says $\sum_{i=1}^{t} c_i a_{ij}^n = 0$ for $1 \leq j \leq t$. That is, the polynomial

$$P(x) = \sum_{i=1}^{t} c_i x^{\eta_i}$$

has fewer than $t$ distinct positive roots, contradicting the induction hypothesis.
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has at least the $t$ distinct positive roots $x = a_j$ for $1 \leq j \leq t$. This contradicts Lemma 7.2, so we must have $\det A_t \neq 0$ and hence $A$ has full rank.

**Proof of Corollary 7.1.** By Lemma 7.3,

$$\text{rank}\left( \begin{pmatrix} B_{i_1} \\ B_{i_2} \end{pmatrix} \right) = 2n$$

for $i_1, i_2 \in \{2, 3, 4\}$ distinct. It remains to check

$$\text{rank}\left( \begin{pmatrix} B_2 - B_4 \\ B_3 - B_4 \end{pmatrix} \right) = \text{rank}\left( \begin{pmatrix} (a_j^{\eta+(i-1)d} - a_j^{\eta+(2n+i-1)d})_{n \times 2n} \\ (a_j^{\eta+(n+i-1)d} - a_j^{\eta+(2n+i-1)d})_{n \times 2n} \end{pmatrix} \right) = 2n. \tag{7.6}$$

For constants $c_1, \ldots, c_{2n}$, consider the polynomial

$$Q_{c_1, \ldots, c_n}(x) = c_1(x^\eta - x^{\eta+2nd}) + c_2(x^\eta+d - x^{\eta+(2n+1)d}) + \cdots + c_n(x^{\eta+(n-1)d} - x^{\eta+(3n-1)d})$$

$$+ c_{n+1}(x^{\eta+nd} - x^{\eta+2nd}) + \cdots + c_{2n}(x^{\eta+(2n-1)d} - x^{\eta+(3n-1)d}) \tag{7.7}$$

If (7.6) fails to hold, then as in the proof of Lemma 7.3, there are constants $c_1, \ldots, c_{2n}$ not all 0 whose corresponding polynomial $Q(x) := Q_{c_1, \ldots, c_n}(x)$ has at least the 2$n$ distinct roots $a_1, \ldots, a_{2n}$, all of which are larger than 1. We may simplify $Q(x)$ as

$$Q(x) = c_1x^\eta(1 - x^{2nd}) + c_2x^{\eta+d}(1 - x^{2nd}) + \cdots + c_nx^{\eta+(n-1)d}(1 - x^{2nd})$$

$$+ c_{n+1}x^{\eta+nd}(1 - x^{2nd}) + \cdots + c_{2n}x^{\eta+(2n-1)d}(1 - x^{2nd})$$

$$= (1 - x^{nd})[c_1x^\eta(1 + x^{nd}) + c_2x^{\eta+d}(1 + x^{nd}) + \cdots + c_nx^{\eta+(n-1)d}(1 + x^{nd})]$$

$$+ c_{n+1}x^{\eta+nd} + \cdots + c_{2n}x^{\eta+(2n-1)d}]$$

$$= (1 - x^{nd})P(x),$$

where

$$P(x) = c_1x^\eta + c_2x^{\eta+d} + \cdots + c_nx^{\eta+(n-1)d} + (c_1 + c_{n+1})x^{\eta+nd} + \cdots + (c_n + c_{2n})x^{\eta+(2n-1)d}.$$ 

The roots of $Q(x)$ which are larger than 1 coincide with the roots of $P(x)$. Notice that not all of the coefficients of $P(x)$ are 0, since not all of $c_1, \ldots, c_{2n}$ are 0. Then by Lemma 7.2, $P(x)$ has fewer than $2n$ positive roots, a contradiction. Thus, (7.6) holds and $\{A_1, \ldots, A_k\}$ is non-degenerate. The result follows by applying Theorem 1.6 with $V_i = \{y \in \mathbb{R}^{2n} : B_iy = 0\}$ for $i = 2, 3, 4$. □

**A Approximate Identity**

For a $p \times d$ ($p \leq d$) matrix $P$ of full rank $p$, define

$$V = \{\xi \in \mathbb{R}^d : P\xi = 0\} = \mathcal{N}(P),$$

and $v = \text{dim}(V) = d - p$. 38
**Definition A.1.** Fix an orthonormal basis \( \{ \vec{\alpha}_1, \ldots, \vec{\alpha}_v \} \) of \( V \). The surface measure \( d\sigma \) on \( V \) is defined as follows:

\[
\int_V F \ d\sigma = \int_{\mathbb{R}^v} F(x_1\vec{\alpha}_1 + \cdots + x_v\vec{\alpha}_v) \ dx_1 \cdots dx_v
\]

for every \( F \in C_c(\mathbb{R}^d) \).

Note that this definition is independent of the choice of basis. Indeed, if \( \{ \vec{\beta}_1, \ldots, \vec{\beta}_v \} \) is another orthonormal basis of \( V \), then the mapping \( (x_1, \ldots, x_v) \mapsto (y_1, \ldots, y_v) \) given by \( \sum x_j\vec{\alpha}_j = \sum y_j\vec{\beta}_j \) is a linear isometry, hence given by an orthogonal matrix which has determinant 1. Then \( d\vec{x} = d\vec{y} \) and hence

\[
\int_{\mathbb{R}^v} F(x_1\vec{\alpha}_1 + \cdots + x_v\vec{\alpha}_v) \ dx_1 \cdots dx_v = \int_{\mathbb{R}^v} F(x_1\vec{\alpha}_1 + \cdots + x_v\vec{\alpha}_v) \ dx_1 \cdots dx_v.
\]

**Lemma A.2.** For any \( g \in C_c(\mathbb{R}^d) \) and any \( \Psi \in \mathcal{S}(\mathbb{R}^p) \) with \( \Psi(0) \neq 0 \),

\[
\lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^d} g(y_1, y_2) \frac{1}{\varepsilon^p} \hat{\Psi} \left( \frac{y_2}{\varepsilon} \right) \ dy_1dy_2 = \Psi(0) \int_{\mathbb{R}^{d-p}} g(y_1, 0) \ dy_1.
\]

Here, \( y = (y_1, y_2) \in \mathbb{R}^d \), with \( y_1 \in \mathbb{R}^{d-p} \) and \( y_2 \in \mathbb{R}^p \).

**Proof.** Fix \( \kappa > 0 \). Our goal is to show

\[
\left| \int_{\mathbb{R}^d} g(y_1, y_2) \frac{1}{\varepsilon^p} \hat{\Psi} \left( \frac{y_2}{\varepsilon} \right) \ dy_1dy_2 - \Psi(0) \int_{\mathbb{R}^{d-p}} g(y_1, 0) \ dy_1 \right| < \kappa
\]

for all \( \varepsilon > 0 \) sufficiently small. Then for every \( \varepsilon > 0 \), we have by definition of \( \Psi(0) \)

\[
\left| \int_{\mathbb{R}^d} g(y_1, y_2) \frac{1}{\varepsilon^p} \hat{\Psi} \left( \frac{y_2}{\varepsilon} \right) \ dy_1dy_2 - \Psi(0) \int_{\mathbb{R}^{d-p}} g(y_1, 0) \ dy_1 \right|
\]

\[
= \left| \int_{\mathbb{R}^d} g(y_1, y_2) \frac{1}{\varepsilon^p} \hat{\Psi} \left( \frac{y_2}{\varepsilon} \right) \ dy_1dy_2 - \int_{\mathbb{R}^p} \int_{\mathbb{R}^{d-p}} g(y_1, 0) \frac{1}{\varepsilon^p} \hat{\Psi} \left( \frac{y_2}{\varepsilon} \right) \ dy_1dy_2 \right|
\]

\[
\leq \int_{\mathbb{R}^d} \left| g(y_1, y_2) - g(y_1, 0) \right| \frac{1}{\varepsilon^p} \left| \hat{\Psi} \left( \frac{y_2}{\varepsilon} \right) \right| \ dy_1dy_2.
\]

We now partition our region of integration into where \( |y_2| \) is small and where it is large. By uniform continuity of \( g \) on its compact support \( K \), we may choose \( \eta > 0 \) sufficiently small so that

\[
\sup_{y_1 \in K} |g(y_1, y_2) - g(y_1, 0)| < \frac{\kappa}{2|\Psi(0)|} \quad \text{(A.1)}
\]

if \( |y_2| \leq \eta \). On this region,

\[
\int_{|y_2| \leq \eta} |g(y_1, y_2) - g(y_1, 0)| \frac{1}{\varepsilon^p} \left| \hat{\Psi} \left( \frac{y_2}{\varepsilon} \right) \right| \ dy_1dy_2
\]

\[
< \int_{|y_2| \leq \eta} \frac{\kappa}{2|\Psi(0)|} \frac{1}{\varepsilon^p} \left| \hat{\Psi} \left( \frac{y_2}{\varepsilon} \right) \right| \ dy_1dy_2 = \frac{\kappa}{2}.
\]
Since \( \hat{\Psi} \) is integrable, we can make the tail integral as small as we would like. In particular, there exists \( \varepsilon > 0 \) sufficiently small relative to \( \eta \) so that

\[
\int_{|y_2| > \eta/\varepsilon} |\hat{\Phi}(y_2)| \, dy_2 < \frac{\kappa}{4\|g\|_{\infty} \text{diam}(K)}.
\]

Then for this \( \varepsilon \),

\[
\int \int_{|y_2| > \eta, y \in K} |g(y_1, y_2) - g(y_1, 0)| \frac{1}{\varepsilon^p} |\hat{\Psi}(y_2)| \, dy_1 dy_2
\leq 2\|g\|_{\infty} \text{diam}(K) \int_{|y_2| > \eta/\varepsilon} |\hat{\Phi}(y_2)| \, dy_2 < \frac{\kappa}{2}.
\]

As this inequality holds for every \( \kappa > 0 \), the result follows.

**Proposition A.3.** For any \( P \) as above, there exists a constant \( C_P > 0 \) with the property that for any \( \Phi \in S(\mathbb{R}^p) \) with \( \Phi(0) = 1 \), the limit

\[
\lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^d} F(\xi) \frac{1}{\varepsilon^p} \hat{\Phi} \left( \frac{P\xi}{\varepsilon} \right) \, d\xi
\]
exists and equals \( C_P \int_V F \, d\sigma \).

**Proof.** Fix \( \Phi \in S(\mathbb{R}^p) \) with \( \Phi(0) = 1 \). Let \( \{\vec{\alpha}_1, \ldots, \vec{\alpha}_v\} \) be an orthonormal basis of \( V \). Extend this to an orthonormal basis of \( \mathbb{R}^d \), say \( \{\vec{\alpha}_1, \ldots, \vec{\alpha}_v, \vec{\alpha}_{v+1}, \ldots, \vec{\alpha}_d\} \). Given any function \( F \in C_c(\mathbb{R}^d) \), we define \( G_F : \mathbb{R}^d \to \mathbb{R} \) as follows:

\[
G(x_1, \ldots, x_d) = F \left( \sum_{j=1}^d x_j \vec{\alpha}_j \right).
\]

Notice \( G_F \in C_c(\mathbb{R}^d) \) as well. Then by definition,

\[
\int_V F \, d\sigma = \int_{\mathbb{R}^v} F \left( \sum_{j=1}^v x_j \vec{\alpha}_j \right) \, dx_1 \cdots dx_v
= \int_{\mathbb{R}^v} G_F(x_1, \ldots, x_v, 0, 0) \, dx_1 \cdots dx_v
= \frac{1}{\Psi(0)} \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^d} G_F(x_1, \ldots, x_v, x_{v+1}, \ldots, x_d) \frac{1}{\varepsilon^p} \hat{\Psi} \left( \frac{x_{v+1}}{\varepsilon}, \ldots, \frac{x_d}{\varepsilon} \right) \, d\vec{x}
\]
for any \( \Psi \in S(\mathbb{R}^d) \) with \( \Psi(0) \neq 0 \), by Lemma A.2. By the definition of \( G_F \), this gives

\[
\int_V F \, d\sigma = \frac{1}{\Psi(0)} \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^d} F(\xi) \frac{1}{\varepsilon^p} \hat{\Psi} \left( \frac{x_{v+1}}{\varepsilon}, \ldots, \frac{x_d}{\varepsilon} \right) \, d\vec{x},
\]
for any \( \Psi \in S(\mathbb{R}^d) \) with \( \Psi(0) \neq 0 \), where we denote \( \xi = \left( \sum_{j=1}^d x_j \vec{\alpha}_d \right) \). Now, let \( Q \) be the \( p \times p \) matrix defined by

\[
Q \begin{pmatrix} x_{v+1} \\ \vdots \\ x_d \end{pmatrix} = \sum_{j=v+1}^d x_j P \vec{\alpha}_j.
\]
Since $P$ is of full rank and acting on basis vectors, $Q$ is non-singular. Recall $V = \{ \xi : P\xi = 0 \}$ and $\{ \tilde{\alpha}_1, \ldots, \tilde{\alpha}_v \}$ is a basis for $V$, so $P\tilde{\alpha}_j = 0$ for $1 \leq j \leq v$. Then

$$
\begin{pmatrix}
x_{v+1} \\
\vdots \\
x_d
\end{pmatrix}
= Q^{-1} \sum_{j=v+1}^d x_j P\tilde{\alpha}_j = Q^{-1} \sum_{j=1}^d x_j P\tilde{\alpha}_j = Q^{-1} P\xi.
$$

(A.4)

Define $\Psi \in \mathcal{S}(\mathbb{R}^d)$ by

$$
\hat{\Psi}(\xi) = \hat{\Phi}(Q\xi).
$$

Then by (A.3) and (A.4),

$$
\int_V F \, d\sigma = \frac{1}{\Psi(0)} \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^d} F(\xi) \frac{1}{\varepsilon^p} \hat{\Psi} \left( \frac{Q^{-1} P\xi}{\varepsilon} \right) \, d\vec{x}
= \frac{1}{\Psi(0)} \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^d} F(\xi) \frac{1}{\varepsilon^p} \hat{\Phi} \left( \frac{P\xi}{\varepsilon} \right) \, d\vec{x}.
$$

Finally,

$$
\Psi(0) = \int_{\mathbb{R}^p} \hat{\Psi}(\xi) \, d\xi
= \int_{\mathbb{R}^p} \hat{\Phi}(Q\xi) \, d\xi
= \frac{1}{|Q|} \int_{\mathbb{R}^p} \hat{\Phi}(\xi) \, d\xi
= \frac{1}{|Q|} \Phi(0) = \frac{1}{|Q|}
$$

and so the result follows with $C_P = |Q|$. Note that $Q$ is also independent of the choice of basis, and is a function only of $P$. \hfill \Box

B Supplementary facts from Section 5

Lemma B.1. Given $0 < \varepsilon < 1$ and any integer $K \geq 1$, there exists a positive constant $c'(\varepsilon, K)$ such that

$$
|\{ t \in [0, 1] : \|tv\| \leq \varepsilon \text{ for all } 1 \leq \ell \leq K \}| \geq c'(\varepsilon, K),
$$

for any choice of $v_1, \ldots, v_K \in \mathbb{Z}$.

Proof. Clearly it suffices to prove the lemma for the case when $\varepsilon \leq 1$. Let $N$ be the unique integer that $N^{-1} < \varepsilon \leq (N - 1)^{-1}$, and consider the partition of the unit cube $[0, 1]^K$ into $N^K$ disjoint cubes of side length $N^{-1}$. That is, the vertices of the cubes are at points of the form $N^{-1}\mathbb{Z}^K$ mod 1. Define

$$
X_Q = \{ t \in [0, 1] : (tv_1, \ldots, tv_K) \text{ mod } 1 \in Q \}.
$$
Then since $|0, 1| = 1$, there must exist a cube $Q$ such that

$$|X_Q| \geq \frac{1}{N^K} \geq \left(\frac{\varepsilon}{2}\right)^K,$$

where we have used that $\varepsilon \leq (n - 1)^{-1}$. For $t \in X_Q$,

$$(tv_1, \ldots, tv_K) \mod 1 \in Q - Q \subseteq [-n^{-1}, n^{-1}]^K \subseteq [-\varepsilon, \varepsilon]^K,$$

and so $t v_\ell \mid \leq \varepsilon$ for every $1 \leq \ell \leq K$. Notice

$$|X_Q - X_Q| \geq |X_Q| \geq \left(\frac{\varepsilon}{2}\right)^K,$$

and so by symmetry

$$\left|\{t \in [0, 1] : \|tv_\ell\| \leq \varepsilon \text{ for all } 1 \leq \ell \leq K\}\right| \geq \frac{1}{2} \left(\frac{\varepsilon}{2}\right)^K.$$

Corollary B.2. Given $0 < \varepsilon < 1$, and integers $k, K, m, n \in \mathbb{N}$, $m > n$, there exists a positive constant $c$ depending on all of these quantities, for which the set

$$C_\varepsilon = \{y \in \mathbb{R}^{m-n} : \|A_j^t v_\ell \cdot y\| \leq \varepsilon, \text{ for all } 1 \leq j \leq k, 1 \leq \ell \leq K\},$$

defined as in Lemma 5.6 obeys the size estimate

$$|C_\varepsilon| \geq c$$

for any choice of matrices $\{A_j\}$ and vectors $\{v_\ell\}$.

Proof. Let $A_j^t v_\ell (i)$ denote the $i$th component of $A_j^t v_\ell$. Let

$$D_i = \{y_i \in [0, 1] : \|A_j^t v_\ell (i) y_i\| \leq \varepsilon/(m - n) \text{ for all } 1 \leq j \leq k, 1 \leq \ell \leq K\}.$$

By Lemma B.1,

$$|D_i| \geq c' \left(\frac{\varepsilon}{(m - n)}, K\right)^k$$

for $1 \leq i \leq m - n$. If $y = (y_1, \ldots, y_{m-n}) \in \prod_{i=1}^{m-n} D_i$, then

$$\|A_j^t v_\ell \cdot y\| = \left\|\sum_{i=1}^{m-n} A_j^t v_\ell (i) y_i\right\| \leq (m - n) \frac{\varepsilon}{m - n} = \varepsilon,$$

and so

$$C_\varepsilon \supseteq D_1 \times \cdots D_{m-n}.$$ 

Therefore,

$$|C_\varepsilon| \geq c' \left(\frac{\varepsilon}{(m - n)}, K\right)^{k(m-n)} = c(\varepsilon, K).$$

\[\square\]
Lemma B.3. Suppose $\|f_j\|_\infty, \|g_j\|_\infty \leq C$ and $\|f_j - g_j\|_p \leq \kappa$ for $1 \leq j \leq R$, for some $1 \leq p \leq \infty$. Then

$$\left\| \prod_{j=1}^{R} f_j - \prod_{j=1}^{R} g_j \right\|_p \leq RC^{R-1}\kappa.$$  

Proof.

$$\left\| \prod_{j=1}^{R} f_j - \prod_{j=1}^{R} g_j \right\|_p \leq \left\| f_1 \cdot \prod_{j=2}^{R} f_j - g_1 \cdot \prod_{j=2}^{R} f_j \right\|_p$$

$$+ \left\| g_1 \cdot f_2 \cdot \prod_{j=3}^{R} f_j - g_1 \cdot g_2 \cdot \prod_{j=3}^{R} f_j \right\|_p$$

$$+ \cdots + \left\| \prod_{j=1}^{R-1} g_j \cdot f_R - \prod_{j=1}^{R-1} g_j \cdot g_R \right\|_p$$

$$\leq \left( \prod_{j=1}^{R} \|f_j\|_\infty \right) \|f_1 - g_1\|_p$$

$$+ \|g_1\|_\infty \left( \prod_{j=2}^{R} \|f_j\|_\infty \right) \|f_2 - g_2\|_p$$

$$+ \cdots + \left( \prod_{j=1}^{R-1} \|g_j\|_\infty \right) \|f_R - g_R\|_p$$

$$\leq RC^{R-1}\kappa.$$  

Lemma B.4. For a fixed $\varepsilon, \chi, \omega$, define $\mathcal{B}_{\varepsilon, \chi, \omega}$ as in Lemma 5.7. Then $\mathcal{B}_{\varepsilon, \chi, \omega}$ has at most $\pi 4\sqrt{2}/\varepsilon$ atoms.

Proof. Let $N$ be the number of atoms of $\mathcal{B}_{\varepsilon, \chi, \omega}$. Recall that the atoms are of the form $\chi^{-1}(Q + \varepsilon \omega)$ for $Q \in \mathbb{Q}_\varepsilon$. Since the image of $\chi$ lies in the unit circle $\mathbb{S}^1$, the preimage of $(Q + \varepsilon \omega)$ under $\chi$ is non-empty if and only if $(Q + \varepsilon \omega) \cap \mathbb{S}^1 \neq \emptyset$. Since $\text{diam}(Q + \varepsilon \omega) = \sqrt{2}\varepsilon$, this holds if and only if $(Q + \varepsilon \omega)$ lies in the $(\sqrt{2}\varepsilon)$-thickened unit circle,

$$\mathbb{S}^{1,\sqrt{2}\varepsilon} = \{ x \in \mathbb{C} : \text{dist}(x, \mathbb{S}^1) \leq \sqrt{2}\varepsilon \}.$$  

It is easy to calculate $|\mathbb{S}^{1,\sqrt{2}\varepsilon}| = \pi 4\sqrt{2}\varepsilon$ and $|Q + \varepsilon \omega| = \varepsilon^2$ for every $Q \in \mathbb{Q}_\varepsilon$, so since the squares $Q + \varepsilon \omega$ are disjoint,

$$N \leq \frac{|\mathbb{S}^{1,\sqrt{2}\varepsilon}|}{|Q + \varepsilon \omega|} = \pi 4\sqrt{2} \frac{1}{\varepsilon}$$

as claimed.
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