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**SUMMARY**

Convolutional neural networks (CNNs) have a strong ability to understand and judge images. However, the enormous parameters and computation of CNNs have limited its application in resource-limited devices. In this letter, we used the idea of parameter sharing and dense connection to compress the parameters in the convolution kernel channel direction, thus greatly reducing the number of model parameters. On this basis, we designed Shared and Dense Channel-wise Convolutional Networks (SDChannelNets), mainly composed of Depth-wise Separable SD-Channel-wise Convolution layer. The advantage of SDChannelNets is that the number of model parameters is greatly reduced without or with little loss of accuracy. We also introduced a hyperparameter that can effectively balance the number of parameters and the accuracy of a model. We evaluated the model proposed by us through two popular image recognition tasks (CIFAR-10 and CIFAR-100). The results showed that SDChannelNets had similar accuracy to other CNNs, but the number of parameters was greatly reduced.
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1. Introduction

In recent years, convolutional neural networks have achieved remarkable success in the field of computer vision. Since AlexNet [7] won the championship of the Imagenet Large Scale Visual Recognition Challenge [6] in 2012, convolutional neural networks have been widely applied and studied. Later, various convolutional neural network models were proposed, such as VGG16 [4], which has 128 million parameters, and ResNet [5], which is a 152-layer convolutional neural network. As can be seen, in order to improve the accuracy, deeper and wider convolutional neural networks are designed. However, it will lead to a great increase in the number of parameters and the amount of computation. In many practical applications, models need to run on resource-limited devices, such as embedded devices and mobile phones, so more efficient models are required.

In this paper, we designed a new convolutional neural network structure for resource-limited environment. Our main contribution is to propose a novel method for channel-wise convolution. In this method, each convolutional layer has only one convolution kernel, and an input feature map is convolved with only a part of the convolution kernel each time and generates a single-channel feature map, and then multiple single-channel feature maps are connected into multi-channel feature map output. Our idea of parameter sharing and dense connection has not only reduced a large number of parameters but also enhanced the communication among the channels of feature maps. We substituted this convolution algorithm for the $1 \times 1$ convolution in MobileNetV2 [9], which greatly reduced the number of network parameters without or with little loss of accuracy.

2. Related Work

Tuning deep neural architectures to strike an optimal balance between accuracy and performance has been an active research field for the recent years [9]. Many teams have designed models with higher or similar accuracy and much fewer parameters compared with early models such as AlexNet, VGGNet, GoogLeNet [8] and ResNet.

MobileNets [10], proposed depthwise separable convolution i.e. $3 \times 3$ convolution is decomposed into $3 \times 1$ single-channel convolution and $1 \times 1$ convolution, features of each channel are extracted by single-channel convolution at first, and then fused by $1 \times 1$ convolution.

ChannelNets [11] proposed a channel-wise convolution algorithm, which replaces dense connections between feature maps with sparse connections. To be specific, channel-wise convolution is equivalent to performing one-dimensional convolution using a one-dimensional small convolution kernel in the channel direction, and then carrying out the above operation on each channel using this convolution kernel.

However, both MobileNets and ChannelNets have disadvantages. In MobileNets, the parameters of $1 \times 1$ convolution account for the majority of the total number of network parameters, reaching 74.59%. In ChannelNets, firstly, the channel-wise convolution algorithm has certain limitations in changing the number of channels, and can only maintain or reduce other than increase the number of input channels; secondly, ChannelNet-v2 only changed the last depth-wise separable convolution layer of ChannelNet-v1 into depth-wise separable channel-wise convolution layer at a cost of loss of 1% accuracy in ImageNet data set. It can be seen that sparse connection between channels of feature maps will cause certain information loss.
3. SDChannelNets Architecture

3.1 SD-Channel-Wise Convolution

First, let’s start with a standard convolutional layer. The standard convolutional layer chooses a feature map $F$ with a size of $D_f \times D_f \times m$ as an input and outputs a feature map $G$ with a size $D_s \times D_s \times n$, where $D_f$ is the width and height of the input feature map, $m$ is the number of channels of the input feature map, $D_s$ is the width and height of the output feature map, and $n$ is the number of channels of the output feature map. The standard convolution layer also contains a convolution kernel $K$ with a size of $D_k \times D_k \times m \times n$, where $D_k$ is the width and height of the convolution kernel, and $m$ and $n$ are the previously defined number of input channels and number of output channels respectively.

The number of parameters of a convolutional layer depends on the number of parameters of the convolutional kernel, which largely depends on the size of the $m \times n$ term. Therefore, the fact that the parameters of the convolutional kernel are mutually independent in the channel direction is an important factor leading to the large number of parameters. It is worth noting that when the stride $S$ is the width and height of the output feature map, and $n$ is the number of channels of the output feature map, the standard convolution operation of the mutually independent convolution kernel are mutually independent in the channel direction is greater than or equal to the number $m$ of input channels, the SD-channel-wise convolution is equivalent to the standard convolution.

The input and output feature maps of the SD-channel-wise convolution layer are the same as the input and output feature maps of a standard convolution layer, but the SD-channel-wise convolution kernel has only one long convolutional kernel. The input feature map is convolved with only one part of the long convolutional kernel each time and this part is shared by the parameters, which replaces the convolution operation of the mutually independent convolution kernels in the standard convolution layer. To be specific, we started with a special case of $D_f = 1$ and $D_k = 1$, dotted the input feature map of $1 \times 1 \times m$ with channels $(1 + x \ast S) \sim (m + x \ast S)$ of the long convolutional kernel, and obtained an output feature map with dimensions of $1 \times 1 \times n$, where $x \in N$ and $x < n$, $S$ is the stride in the channel direction. In the case of $D_f > 1$, the above convolution operation is carried out for each position in the space.

When $S$ is not 1, in order to keep $m$ and $n$ constant, the size of the convolution kernel will increase with the increase of $S$. Thus, in SD-channel-wise convolution, the number of parameters is:

$$D_k \cdot D_k \cdot (m + (n - 1) \cdot S)$$

With the approach of parameter sharing, we avoided the $m \times n$ term and greatly reduced the number of parameters. It is worth noting that when the stride $S$ in the channel direction is greater than or equal to the number $m$ of input channels, the SD-channel-wise convolution is equivalent to the standard convolution.

$$D_k \cdot D_k \cdot (m + (n - 1) \cdot S) \approx 1 \cdot 1 \cdot m \cdot n$$

3.2 Depth-Wise Separable SD-Channel-Wise Convolution

Depth-wise separable convolution is a key building block for many efficient neural network architectures [9]. It decomposes standard convolution into depth-wise convolution and $1 \times 1$ convolution. The depth-wise convolution is used to filter the features of each channel, and the $1 \times 1$ convolution is used to merge these features. This idea of factorization greatly reduces the amount of computation and the number of parameters. However, $1 \times 1$ convolution still contains many parameters. In MobileNets, the number of parameters of $1 \times 1$ convolution accounts for 75% of the total number of parameters in the model. To tackle this problem, we replaced $1 \times 1$ convolution with $1 \times 1$ SD-channel-wise convolution. The $1 \times 1$ SD-channel-wise convolution is shown in Fig. 1.

The number of parameters in the $1 \times 1$ convolution:

$$1 \cdot 1 \cdot m \cdot n$$

The number of parameters in the $1 \times 1$ SD-channel-wise convolution:

$$1 \cdot 1 \cdot (m + (n - 1) \cdot S)$$

With the approach of parameter sharing, we reduced the number of parameters:

$$1 \cdot 1 \cdot (m + (n - 1) \cdot S) \approx 1 \cdot 1 \cdot m \cdot n$$

The model size and accuracy are balanced by changing the stride $S$ in the channel direction. In the extreme case of $S = 1$, the number of parameters of the $1 \times 1$ SD-channel-wise convolution is tens to hundreds of times smaller than the number of parameters of the $1 \times 1$ convolution.

3.3 SDChannelNets

SDChannelNets are constructed using depth-wise separable SD-channel-wise convolutions. We followed the basic architecture of MobileNetV2 and made a fair comparison with MobileNetV2. Firstly, in order to minimize computations, we removed the first $1 \times 1$ convolution from the bottleneck block of MobileNetV2. Then, in order to keep the number of channels consistent with it, we set the depth multiplier of the depth-wise convolution as 6 or 1. Lastly, we replaced the second $1 \times 1$ convolution in the bottleneck blocks with $1 \times 1$ SD-channel-wise convolution. After the above modification, the bottleneck block constituted the SDC-bottleneck block in SDChannelNet. The input and output sizes of the
The difference between the SDC-bottleneck block and the bottleneck block is shown in Fig. 2. At the same time, we also noticed that the number of parameters in the dense connection layer of MobileNets accounted for 24.3% of the total number of parameters, so the convolution layer with 1280 output channels was removed. After the removal, the number of parameters and computation amount of the dense connection layer of the model were only 1/4 of the original. It is worth mentioning that when the basic features are fewer and activated by a nonlinear activation function, more basic features will be lost, resulting in fewer available features. Therefore, we removed the activation function Relu behind the first convolutional layer. This operation raised the accuracy of our model on the CIFAR-10 dataset by about 0.5%. The SDChannelNets structure is shown in Table 1.

### 3.4 Model Expanding Hyperparameter

We chose the stride $S$ of the SD-channel-wise convolution in the channel direction as a hyperparameter, which can be adjusted according to the required accuracy and number of parameters. Therefore, we designed three models, SDChannelNet-S1, SDChannelNet-S64 and SDChannelNet-S192, with a stride in the channel direction being 1, 64 and 192 respectively. Their total number of parameters ranged from 0.43 million to 0.7 million, about 12.6% to 20.6% of MobileNetV2, and the computation was 150 multiply-adds, 50% of MobileNetV2. It is worth noting that the reduction of computation is entirely due to the reduction of MobileNetV2, and the SD-channel-wise convolution only reduces parameters without reducing computation.

### 4. Experiments

We evaluated our model on CIFAR[13] dataset and compared it with other structural models and parameter reduction methods, such as pruning[17] and knowledge distillation[18].

#### 4.1 Datasets

Both CIFAR-10 and CIFAR-100 are composed of $32 \times 32$ color images. Their training set and test set contained 50,000 images and 10,000 images respectively. The difference between them was that the images of CIFAR-10 were classified into 10 categories, while the images of CIFAR-100 were classified into 100 categories. For preprocessing, we followed[15]. We trained with all the training images and reported the error rate on the test set at the end of the training.

#### 4.2 Training

Following[15], all networks were trained by stochastic gradient descent and used a weight decay of $10^{-4}$ and a Nesterov momentum of 0.9[14]. In CIFAR, the batch size we used for training was 64 and 250 epoch. The initial learning rate was set as 0.1, and the learning rate was divided by 10 at 60% and 80% of the total training epochs. We added BN[2] layer and Dropout[3] layer behind each convolution layer, except for the first layer.

#### 4.3 Classification Results on CIFAR

We trained SDChannelNets on CIFAR dataset using different channel strides, and compared them with other CNNs and parameter reduction methods in terms of error rate and number of parameters. The results are shown in Table 2.

Since the image size of the CIFAR dataset was $32 \times$
In this letter, we proposed a novel convolution algorithm, i.e., SD-Channel-Wise Convolution to replace traditional convolution and reduce the number of model parameters. We designed and used the Depth-Wise Separable SD-Channel-Wise Convolutions to build a compact and effective convolution neural network, called SDChannelNets. Then, we used the stride of the SD-Channel-Wise Convolutions as a hyperparameter to balance the accuracy and size of the model. Finally, compared with other CNNs and parameter reduction methods in experiments, SDChannelNets had fewer parameters and a better identification effect, which verified our compact and effective characteristics. We plan to combine SD-Channel-Wise Convolutions with other parameter reduction methods in the future work to explore a smaller and faster convolution neural network.

### Table 2

Comparison between SDChannelNets and other CNNs in terms of the error rates(%) and the number of total parameters on the CIFAR-10 and CIFAR-100 test set. + indicates results run by ourselves. - indicates error with data augmentation.

| Dataset               | CIFAR-10          | CIFAR-100         |
|-----------------------|-------------------|-------------------|
|                       | Params | Error(%) | Params | Error(%) |
| Network in Network [[12]] | -      | 10.41    | -      | 55.68    |
| ResNet16 (pre-activation) | 38.6M  | 10.18    | 5.22   | 38.6M    |
| ResNet-1001(pre-activation) | 1.7M    | 13.63 | 6.41 | 1.7M | 44.74 |
| ResNet with Sthentic Depth [1] | 1.7M    | 11.66 | 5.23 | 1.7M | 35.64 |
| ResNet-164(pre-activation) | 1.7M    | 11.26 | 5.46 | 1.7M | 35.58 |
| ResNet-1001(pre-activation) | 10.2M  | 10.56 | 4.62 | 10.2M | 33.47 |
| MobileNetV2 [9]        | 2.3M   | 10.60*  | 4.87*  | 2.65    | 31.36*  | 21.92*  |
| ChannelNet-v2 [11]     | 1.68M  | 11.03*  | 7.74*  | 1.7M   | 33.21*  | 23.89*  |
| ResNet18 (pre-activation) [17] | 0.49M | -      | 5.56 | - | - |
| SqueezeNet [8]         | 0.27M  | -      | 7.32   | 0.27M  | -      |
| SDChannelNet-S192     | 0.11M  | 12.59   | 6.37   | 0.14M  | 41.23  | 29.88  |
| SDChannelNet-S64      | 0.23M  | 9.92    | 5.02   | 0.24M  | 34.65  | 24.74  |
| SDChannelNet-S192     | 0.38M  | 8.84    | 4.54   | 0.41M  | 32.47  | 22.57  |

32, in order to enable SDChannelNets to better adapt to this input size, we changed the stride of the first three blocks or layers with a stride of 2 to 1. That is to say, the input size of the feature map of the average pooling layer is 8 × 8. To compete fairly with MobileNetV2 and ChannelNet-v2, we made the same change to them, too.

**CIFAR-10.** In Table 2, we can notice that the SDChannelNet-S1 has the fewest parameters only 0.11 million, decreasing by 95.2% compared with MobileNetV2, and shows certain performance, thanks to SD-channel-wise convolutions. When we set the channel stride of SDChannelNets as 64, the number of parameters of SDChannelNet-S64 was still small, only 0.21 million, 90.9% less than the number of parameter of MobileNetV2. Meanwhile, the error rate was 0.68% less than that of MobileNetV2 without data augmentation. In addition, the error rate of SDChannelNet-S192 was lower than those of other CNNs and parameter reduction methods in Table 2.

**CIFAR-100.** In Table 2, although the error rate of SDChannelNet-S192 was 1.11% higher than that of MobileNetV2, the number of parameters of SDChannelNet-S192 was only 0.41 million, 84.2% lower than that of MobileNetV2. Moreover, the results of SDChannelNet-S192 were better than those of other CNNs and parameter reduction methods except MobileNetV2 in Table 2. This confirms the superiority of our convolutional compression method.

### 4.4 Parameters Accuracy Trade-Off

As shown in Table 2, the positive correlation between the number of parameters SDChannelNets have and the accuracy they achieve. It can be seen that increasing the stride in the channel direction is an effective method to improve the model capability, and enables the model to achieve a good compromise between the number of parameters and the capability of the model.

### 5. Conclusion and Future Work

In this letter, we proposed a novel convolution algorithm,
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