EXTRAPOLATION ON HARDY SPACES AND APPLICATIONS
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Abstract. In this survey article some classical results concerning real interpolation between Hardy spaces are briefly presented and then it is explained how those results can be used to establish Yano-type extrapolation theorems for Hardy spaces. Some new extensions and variants of certain classical endpoint theorems in harmonic analysis are obtained as applications of the extrapolation results presented here.

1. Introduction

Let \( (X, \mu) \) and \( (Y, \nu) \) be two finite measure spaces. If \( T \) is a sublinear operator such that for some \( r > 0 \) one has \( \|T\|_{L^p(X) \to L^p(Y)} \leq (p-1)^{-r} \) for all \( 1 < p \leq 2 \), then it was shown by S. Yano in \([56]\) that in order to ensure that \( Tf \in L^1(Y) \) one needs to impose that \( f \in L \log^r L(X) \). See also Theorem 4.41 (ii) in Chapter XII in A. Zygmund’s book \([59]\).

One of the remarkable aspects of Yano’s extrapolation theorem is that it established connections between results that had previously been obtained independently to each other. For a list of results that can be connected via extrapolation, see Yano \([56]\) and for further applications of extrapolation theory and related historical remarks, see B. Jawerth and M. Milman \([19]\) and Milman \([35]\). Among the results that Yano’s extrapolation theorem has connected, a typical one concerns the classical theorems of M. Riesz \([45]\) and Zygmund \([57]\) on the mapping properties of the periodic Hilbert transform. Recall that if \( f \) is a trigonometric polynomial on \( \mathbb{T} \), then its periodic Hilbert transform \( Hf \) is given by

\[
H(f)(x) := \text{p.v.} \frac{1}{2\pi} \int_{(-\pi,\pi]} f(x-t) \cot(t/2) dt \quad (x \in \mathbb{T}).
\]

Here, we identify the torus \( \mathbb{T} \) with \( \mathbb{R}/(2\pi\mathbb{Z}) \). It follows from the work of Riesz \([45]\) that \( H \) can be extended as an \( L^p(\mathbb{T}) \)-bounded operator with

\[
\|H\|_{L^p(\mathbb{T}) \to L^p(\mathbb{T})} \lesssim \max \left\{ \frac{p}{p-1}, p \right\} \quad (1 < p < \infty).
\]

In \([57]\), Zygmund proved that \( H \) maps \( L \log L(\mathbb{T}) \) to \( L^1(\mathbb{T}) \), namely

\[
\|H(f)\|_{L^1(\mathbb{T})} \leq \frac{A}{2\pi} \int_{[-\pi,\pi]} |f(x)| \log^+ |f(x)| dx + B,
\]

where \( A, B > 0 \) are absolute constants. Observe that the aforementioned result of Zygmund can be regarded as a consequence of Riesz’s theorem, via Yano’s extrapolation theorem. Notice that, as \( H \) is translation-invariant, it follows from T. Tao’s
converse extrapolation theorem \[53\] that \[(1.2)\] also implies \[(1.1)\]. Furthermore, in view of the \(L^2(\mathbb{T})\)-boundedness of \(H\) and Marcinkiewicz-type interpolation, both the above-mentioned results of Riesz and Zygmund can actually be regarded as consequences of the fact that \(H\) is of weak-type \((1, 1)\), a result due to A. N. Kolmogorov \[20\]. We remark at this point that the exact behaviour of the \(L^p - L^p\) operator norm of \(H\) when restricted to \(L^p(\mathbb{T})\) was obtained in \[37\] by S. K. Pichorides, who showed that \(\|H\|_{L^p(\mathbb{T}) \to L^p(\mathbb{T})} = \tan(\pi/2p)\) for \(1 < p \leq 2\) and \(\|H\|_{L^p(\mathbb{T}) \to L^p(\mathbb{T})} = \cot(\pi/2p)\) for \(2 \leq p < \infty\); see \[37\], Theorem 3.7. It was also shown in \[37\] that the constant \(A\) in \[(1.2)\] has to satisfy \(A > 2/\pi\); see \[53\], Theorem 3.4.

Another example illustrating Yano’s extrapolation theorem can be obtained by considering the work of J. Bourgain \[1\] on the mapping properties of the classical Littlewood-Paley operator and the work of Tao and J. Wright \[54\] on Marcinkiewicz multiplier operators. To be more specific, recall that the Littlewood-Paley operator and as a consequence, he obtained yet another proof of \[(1.2)\]. Furthermore, in \[2\] ODYSSEAS BAKAS

\[\text{Littlewood-Paley operator and considering the work of J. Bourgain \[11\] on the mapping properties of the classical Hardy spaces. To be more precise, in \[38\], Pichorides proved that when restricted to \(H^p(\mathbb{T})\) the exponent \(r = 3/2\) in \[(1.3)\] can be improved to \(r = 1\), namely \[(1.5)\]

\[
\sup_{f \in H^p(\mathbb{T})} \|S_T(f)\|_{L^p(\mathbb{T})} \sim (p - 1)^{-1} \quad (1 < p \leq 2).
\]

Similarly, the exponent \(r = 3/2\) in \[(1.4)\] can be improved to \(r = 1\) when we restrict ourselves to \(H^1(\mathbb{T})\), as a classical result of Zygmund \[58\], Theorem 8] shows that \(S_T(f) \in L^1(\mathbb{T})\) if we assume \(f \in H^1(\mathbb{T}) \cap L \log L(\mathbb{T})\), namely \[(1.6)\]

\[
\|S_T(f)\|_{L^1(\mathbb{T})} \lesssim \|f\|_{L \log L(\mathbb{T})} \quad (f \in H^1(\mathbb{T})).
\]
The aforementioned results of Pichorides (1.5) and Zygmund (1.6) are in fact connected via a variant of Yano’s extrapolation theorem for Hardy spaces on the torus. Such versions of Yano’s theorem can be obtained as consequences of the abstract extrapolation theories for compatible couples of Banach spaces developed by Jawerth and Milman [19] (see also Jawerth and Milman [20] and Milman [35]) and by M. J. Carro and J. Martín [15] combined with available results concerning real interpolation between Hardy spaces. However, a direct approach that combines Yano’s original argument with techniques due to S. V. Kislyakov [24] (see also Kislyakov and Q. Xu [27, 28]) was presented in [3] for the one-dimensional periodic case. The main purpose of this survey paper is to present some variants of Yano’s theorem for Hardy spaces and explain how they can be deduced by using already existing results on real interpolation between Hardy spaces. Some new applications are obtained as applications of the extrapolation results presented here. More specifically, we establish a variant of Zygmund’s inequality (1.6) for functions defined on the real line as well as a two-parameter extension of a classical result due to Y. Meyer [34] concerning ‘thin’ spectral sets of integers.

The paper is organised as follows. For the convenience of the reader, in Section 2 we provide some notation and background and in Section 3, a brief overview of some classical results on real interpolation between Hardy spaces is given and then it is shown how those results can be used to establish extrapolation theorems for operators acting on Hardy spaces. In the last section of this paper we obtain some applications of the results presented in Section 3.

2. Notation and Preliminaries

2.1. Notation. If $X, Y > 0$ and $X \leq CY$, we write $X \preceq Y$. If $X \leq Y$ and $Y \leq X$, we write $X \asymp Y$.

The set of integers, the set of non-negative integers, and the set of natural numbers are denoted by $\mathbb{Z}$, $\mathbb{N}_0$, and $\mathbb{N}$, respectively.

If $t \geq 0$, then we use the notation $\log^+ t := \max\{\log t, 0\}$.

If $G$ is a locally compact abelian group, equipped with a Haar measure $m_G$, then the Fourier coefficient $\hat{f}(\gamma)$ of a function $f \in L^1(G)$ at $\gamma \in \hat{G}$ ($\hat{G}$ being the dual group of $G$) is given by

$$\hat{f}(\gamma) := \int_G f(x)\overline{\gamma(x)}dm_G(x).$$

If $G$ is compact then, following [47], we say that $f$ is a trigonometric polynomial on $G$ whenever $f$ is of the form

$$f(x) = \sum_{i=1}^{N} a_i \gamma_i(x) \quad (x \in G),$$

where $a_i$ are complex scalars and $\gamma_i \in \hat{G}$, $i = 1, \cdots, N$. If $f$ is a trigonometric polynomial on $\mathbb{T}^d$ and $\text{supp}(\hat{f}) \subseteq \mathbb{Z}_0^d$, then $f$ is said to be an analytic trigonometric polynomial on $\mathbb{T}^d$. Also, in the case where $G$ is compact, we take the normalised Haar measure $m_G$, i.e. $m_G(G) = 1$.

If $f$ is a measurable function defined over some measure space $(S, \mathcal{E}, \mu)$, then its non-increasing rearrangement $f^*$ is defined by

$$f^*(t) := \inf\{\lambda > 0 : \mu(\{x \in E : |f(x)| > \lambda\}) \leq t\}.$$
for \( t \geq 0 \), with the convention that \( \inf \emptyset = \infty \).

Let \((X, \mu)\) and \((Y, \nu)\) be two measure spaces and let \( T \) be an operator that maps measurable functions in \((X, \mu)\) to measurable functions in \((Y, \nu)\). We say that \( T \) is sublinear if, and only if, for all measurable functions \( f, g \) on \( X \) and for every constant \( c \in \mathbb{C} \) one has \( |T(cf)| = |c||T(f)|, |T(f + g)| \leq |T(f)| + |T(g)| \), and \( |T(f) - T(g)| \leq |T(f) - T(g)| \).

2.2. **Real interpolation.** Let \( X = (X_1, X_2) \) be a couple of compatible Banach spaces \((X_i, \| \cdot \|_i) \) (\( i = 1, 2 \)), that is, there exists a topological vector space \( X_0 \) such that \( X_i \subseteq X_0 \) continuously, \( i = 1, 2 \), and so \( X_1 + X_2, X_1 \cap X_2 \neq \emptyset \) are well-defined. For \( t > 0 \), the \( K\)-functional of \( x \in X_1 + X_2 \) is given by

\[
K(x, t; X_1, X_2) := \inf \{ \|x_1\|_1 + t\|x_2\|_2 : x = x_1 + x_2, \ x_i \in X_i \ (i = 1, 2) \}.
\]

For any given \( x \in X_1 + X_2 \), the non-negative function \( t \mapsto K(x, t; X_1, X_2) \) is concave on \((0, \infty)\) and hence, there exists a non-negative decreasing function \( t \mapsto k(x, t; X_1, X_2) \) such that

\[
K(x, t; X_1, X_2) = K(x, 0^+; X_1, X_2) + \int_0^t k(x, s; X_1, X_2)ds \quad \text{for } t > 0.
\]

The intermediate space \( X_{\theta,q} = (X_1, X_2)_{\theta,q} \) is defined to be the class of all \( x \in X_1 + X_2 \) such that \( \|x\|_{X_{\theta,q}} < \infty \), where

\[
\|x\|_{X_{\theta,q}} := \begin{cases} \left( \int_0^\infty [t^{-\theta}K(x, t; X_1, X_2)]^q dt/t \right)^{1/q} & \text{if } 0 < \theta < 1, \ 1 \leq q < \infty, \\ \sup_{t > 0} \{t^{-\theta}K(x, t; X_1, X_2)\} & \text{if } 0 \leq \theta \leq 1, \ q = \infty. \end{cases}
\]

For basic notions and results related to abstract interpolation, we refer the reader to the books of C. Bennett and R. Sharpley [6], J. Bergh and J. Lőström [7], and Y. A. Brudnyj and N. Y. Krugljak [14].

Following G. Pisier [41], if \( X = (X_1, X_2) \) and \( Y = (Y_1, Y_2) \) are couples of compatible Banach spaces such that \( Y_i \subseteq X_i \) continuously, \( i = 1, 2 \), the couple \( Y = (Y_1, Y_2) \) is said to be \( K\)-closed in \( X = (X_1, X_2) \) if there exists a constant \( C_0 > 0 \) such that

\[
K(x, t; Y_1, Y_2) \leq C_0 K(x, t; X_1, X_2)
\]

for every \( x \in Y_1 + Y_2 \) and for all \( t > 0 \).

2.3. **Function spaces.** Let \((S, \mathcal{E}, \mu)\) be a given \( \sigma \)-finite measure space.

Following [3], for \( 0 < p,q \leq \infty \) and \( r \in \mathbb{Z} \), define the Lorentz-Zygmund space \( L^{p,q}_{\log^r}(S) \) to be the class of all measurable functions \( f \) on \((S, \mathcal{E}, \mu)\) satisfying

\[
\|f\|_{L^{p,q}_{\log^r}(S)} < \infty,
\]

where

\[
\|f\|_{L^{p,q}_{\log^r}(S)} := \begin{cases} \left( \int_0^\infty [t^{1/p} (1 + |\log t|)^r f(t)]^q dt/t \right)^{1/q} & \text{if } q < \infty, \\ \sup_{t > 0} \{t^{1/p} (1 + |\log t|)^r f(t)\} & \text{if } q = \infty. \end{cases}
\]

For \( p, q \in (0, \infty) \) and \( r = 0 \), we write \( L^{p,q}_{\log^0}(S) = L^{p,q}(S) \) and if \( p = q \), we have \( L^{p,p}(S) = L^p(S) \). When \( p = q = 1 \) and \( r \in \mathbb{Z} \), we write \( L^{1,1}_{\log^r}(S) = L^{\log^r}(S) \).

For \( r > 0 \), consider the Orlicz function \( \Phi_r(t) := t[(1 + \log(1 + t))^{1/r} - 1], \ t \geq 0 \) and define \( \Phi_r(S) \) to be the space of all measurable functions \( f \) on \((S, \mathcal{E}, \mu)\) such that

\[
\int_S \Phi_r(|f(x)|)d\mu(x) < \infty.
\]
If we equip \( \Phi_r(S) \) with the Luxemburg-type norm
\[
\|f\|_{\Phi_r(S)} := \inf \left\{ \lambda > 0 : \int_S \Phi_r(\lambda^{-1}|f(x)|)d\mu(x) \leq 1 \right\},
\]
then \((\Phi_r(S), \| \cdot \|_{\Phi_r(S)})\) becomes a Banach space. It is well-known that in the case where \( \mu(S) < \infty \), the Orlicz space \((\Phi_r(S), \| \cdot \|_{\Phi_r(S)})\) can be identified with the Lorentz-Zygmund space \((L \log^\alpha L(S), \| \cdot \|_{L \log^\alpha L(S)})\); see \([3, \text{Lemma 10.1}]\).

For more details on Orlicz spaces, we refer the reader to the books of M. A. Krasnosel’skiî and Ja. B. Rutickiî \([30]\) and M. M. Rao and Z. D. Ren \([44]\). For more details on Lorentz-Zygmund spaces and their connections with Orlicz spaces, see Bennett and K. Rudnick \([3]\).

2.4. **Hardy spaces.** Let \( d \in \mathbb{N} \). Given a \( 0 < p < \infty \), the Hardy space \( H^p(\mathbb{T}^d) \) consists of all functions \( f \) on \( \mathbb{T}^d \) such that \( f \) is the boundary value of a holomorphic function \( F \) on the polydisk \( D^d := \{(z_1, \ldots, z_d) \in \mathbb{C}^d : |z_1| < 1, \ldots, |z_d| < 1\} \) satisfying
\[
\sup_{0 \leq r_1, \ldots, r_d < 1} \int_0^{2\pi} |F(r_1e^{ix_1}, \ldots, r_d e^{ix_d})|^p dx_1 \cdots dx_d < \infty.
\]
For \( p = \infty \), \( H^\infty(\mathbb{T}^d) \) is the space of all functions on \( \mathbb{T}^d \) that are boundary values of bounded holomorphic functions on \( D^d \).

Similarly, for \( 1 \leq p < \infty \), \( f \in H^p(\mathbb{R}^d) \) if, and only if, \( f \) is the boundary value of a holomorphic function \( F \) on \((\mathbb{R}^2)_d := \{(z_1, \ldots, z_d) \in \mathbb{C}^d : \text{Im}(z_1), \ldots, \text{Im}(z_d) > 0\}\) such that
\[
\sup_{y_1, \ldots, y_d > 0} \int_{\mathbb{R}^d} |F(x_1 + iy_1, \ldots, x_d + iy_d)|^p dx_1 \cdots dx_d < \infty
\]
and, for \( p = \infty \), \( H^\infty(\mathbb{R}^d) \) consists of all functions on \( \mathbb{R}^d \) that are boundary values of bounded holomorphic functions on \((\mathbb{R}^2)_d\).

It is well-known that for \( 1 \leq p \leq \infty \), one has
\[
H^p(\mathbb{T}^d) = \{ f \in L^p(\mathbb{T}^d) : \text{supp}(\hat{f}) \subseteq \mathbb{N}_0^d \}
\]
and that the spaces \((H^p(\mathbb{T}^d), \| \cdot \|_{L^p(\mathbb{T}^d)})\) and \((H^p(\mathbb{R}^d), \| \cdot \|_{L^p(\mathbb{R}^d)})\) are Banach.

For more details on one-dimensional Hardy spaces we refer the reader to P. L. Duren’s book \([17]\) and for higher-dimensional Hardy spaces, see, e.g., Chapter 3 in W. Rudin’s book \([45]\) and Sections 4 and 5 in Chapter XVII in Zygmund’s book \([50]\).

2.5. **\( \Lambda(p) \) sets.** In this subsection we briefly present some definitions and facts on ‘thin’ spectral sets in harmonic analysis. We remark that the notions and results mentioned here will only be used in Subsection 4.2 in which an extension of a classical result due to Meyer \([34]\) is obtained.

Let \( G \) be a compact abelian group. Given a \( p \in (2, \infty) \), a set \( \Lambda \subseteq \hat{G} \) is said to be \( \Lambda(p) \) if there exists a constant \( C_{\Lambda,p} > 0 \) such that
\[
\|f\|_{L^p(G)} \leq C_{\Lambda,p} \|f\|_{L^2(G)}
\]
for every trigonometric polynomial \( f \) on \( G \) with \( \text{supp}(\hat{f}) \subseteq \Lambda \). If \( \Lambda \) is a \( \Lambda(p) \) set for some \( p \in (2, \infty) \), then the best constant \( C_{\Lambda,p} \) in (2.1) is called the \( \Lambda(p) \) constant of \( \Lambda \) and is denoted by \( A(\Lambda,p) \).
A set \( \Lambda \subseteq \widehat{G} \) is called Sidon if there exists a constant \( S_\Lambda > 0 \) such that
\[
\sum_{\gamma \in \widehat{G}} |\hat{f}(\gamma)| \leq S_\Lambda \|f\|_{L^\infty(G)}
\]
for every trigonometric polynomial \( f \) on \( G \) with \( \text{supp}(\hat{f}) \subseteq \Lambda \). Thanks to a classical result of S. Sidon \cite{49}, typical examples of Sidon sets in \( L_p \)-sequences. For instance, \( \Lambda_p \) is a Sidon set.

In \cite{46, 47}, Rudin proved that Sidon sets are \( \Lambda(p) \) sets with \( A(\Lambda) \leq A(\Lambda)p^{1/2} \) for all \( p > 2 \) and, in \cite{39}, Pisier proved that the converse also holds true; if \( \Lambda \subseteq \widehat{G} \) is a \( \Lambda(p) \) set with \( A(\Lambda) \leq A(\Lambda)p^{1/2} \) for all \( p > 2 \), then it is necessarily a Sidon set. See also Chapter VI in the book of M. B. Marcus and Pisier \cite{33}. For another proof of Pisier’s theorem, see Bourgain \cite{10} and for further proofs and extensions of Pisier’s theorem, see Bourgain and M. Lewko \cite{13} and Pisier \cite{49}. For more details on \( \Lambda(p) \) sets and related topics, we refer the reader to the book of C. C. Graham and K. E. Hare \cite{18}.

**Remark 1.** If \( \Lambda \subseteq \widehat{G} \) is a \( \Lambda(p) \) set for some \( p > 2 \), then it follows from \cite{46}, (1.4.1)] that there exists a constant \( B_{\Lambda,p} > 0 \) such that
\[
\|f\|_{L^2(G)} \leq B_{\Lambda,p}\|f\|_{L^1(G)}
\]
for every trigonometric polynomial \( f \) on \( G \) with \( \text{supp}(\hat{f}) \subseteq \Lambda \).

### 3. Yano-type extrapolation theorems on Hardy spaces

This is the main section of the present paper and it is organised as follows. In Subsection 3.1 we give a brief overview of some classical results on real interpolation between Hardy spaces. In subsections 3.2 and 3.3 it is explained how the interpolation results presented in Subsection 3.1 can be used to establish Yano-type extrapolation theorems for various Hardy spaces.

#### 3.1. A brief overview of Real Interpolation between Hardy spaces

Let \((X, \mu)\) and \((Y, \mu)\) be two \( \sigma \)-finite measure spaces. The Marcinkiewicz interpolation theorem, in its simplest form, asserts that if \( T \) is a sublinear operator that is defined on \( L^r(X) + L^q(X) \) for \( 1 \leq r < q \leq \infty \) and such that \( T \) is bounded from \( L^r(X) \) to \( L^{r,q}(Y) \) and bounded from \( L^q(X) \) to \( L^{q,r}(Y) \), then \( T \) is \( L^p \)-bounded for all \( p \in (q, r) \); see e.g. Section 4 in Chapter I of E. M. Stein’s book \cite{52} or Section 4 in Chapter XII in Zygmund’s book \cite{50}.

In the classical approach for proving the aforementioned version of Marcinkiewicz interpolation theorem, say for \( q < \infty \), one takes an \( f \in L^p(X) \) and writes
\[
|T(f)|_{L^p(Y)} = p \int_0^\infty \lambda^{p-1} \nu(\{y \in Y : |T(f)(y)| > \lambda\})d\lambda.
\]
For \( \lambda > 0 \), one then decomposes \( f \) as \( f = f_\lambda + F_\lambda \), where \( f_\lambda \) is such that \( |f_\lambda(x)| \leq \min\{|f(x)|, \lambda\} \) for a.e. \( x \in X \) and \( F_\lambda \) satisfies
\[
\|F_\lambda\|_{L^r(X)} \leq \int_{\{|f| > \lambda\}} |f(x)|^r d\mu(x).
\]
Hence, by using the sublinearity of $T$ and the subadditivity of $\nu$, one has
\[
\|T(f)\|_{L^p(Y)}^p \leq p \int_0^\infty \lambda^{p-1} \nu(\{y \in Y : |T(f_\lambda)(y)| > \lambda/2\})d\lambda
\]
and then one applies the $L^q(X)$ to $L^{q,\infty}(Y)$ boundedness of $T$ to the first integral involving $f_\lambda$ and the $L^r(\mathbb{T})$ to $L^{r,\infty}(\mathbb{T})$ boundedness of $T$ to the second integral involving $F_\lambda$. To obtain such a decomposition, one can simply take $f_\lambda := f\chi_{\{|f| \leq \lambda\}}$ and $F_\lambda := f\chi_{\{|f| > \lambda\}}$.

The situation becomes more difficult when one works with operators acting on Hardy spaces. To see this, consider for instance the one-dimensional periodic case involving $f$ and so, the problem of real interpolation between Hardy spaces is much more delicate.

The first Marcinkiewicz-type decomposition for functions in Hardy spaces was obtained by P. W. Jones in [21]. More specifically, by constructing explicit solutions in the $\varepsilon$-problem on the upper half-plane with Carleson measure data [21, Theorem 1], Jones obtained a Marcinkiewicz-type decomposition for functions belonging to Hardy spaces over the upper half-plane; see Chapter 2 in [17]. Therefore, the simple decomposition mentioned above does not give in general functions $f_\lambda$, $F_\lambda$ that belong to appropriate Hardy spaces and so, the problem of real interpolation between Hardy space is much more delicate.

The first Marcinkiewicz-type decomposition for functions in Hardy spaces was obtained by P. W. Jones in [21]. More specifically, by constructing explicit solutions of the $\varepsilon$-problem on the upper half-plane with Carleson measure data [21, Theorem 1], Jones obtained a Marcinkiewicz-type decomposition for functions belonging to Hardy spaces over the upper half-plane; see [21, Theorem 2]. In particular, when $p = 1$, it follows from [21, Theorem 2] and its proof that there exist an absolute constant $C_0 > 0$ such that for every $f \in H^1(\mathbb{R})$ and $\lambda > 0$ one can find $f_\lambda \in H^{\infty}(\mathbb{R})$ and $F_\lambda \in H^1(\mathbb{R})$ satisfying the properties
\[
\begin{align*}
& f = f_\lambda + F_\lambda, \\
& \|f_\lambda\|_{L^\infty(\mathbb{R})} \leq C_0 \lambda, \\
& \|F_\lambda\|_{L^1(\mathbb{R})} \leq C_0 \int_{\{N(f) > \lambda\}} N(f)(x)dx,
\end{align*}
\]
where $N(f)$ denotes the non-tangential maximal function of $f$ given by $N(f)(x) := \sup_{|x-x'| < y} |f \ast P_y(x')|$ with $P_y(x) := \frac{y}{\pi(x^2 + y^2)}$ (x \in \mathbb{R}, \ y > 0) being the one-dimensional Poisson kernel. See also [22] as well as Sections 9 and 10 in Chapter 5 of [6]. A consequence of the work of Jones [21, 22] is that the couple $(H^1(\mathbb{R}), H^{\infty}(\mathbb{R}))$ is $K$-closed in $(L^1(\mathbb{R}), L^{\infty}(\mathbb{R}))$, that is, there exists a constant $C > 0$ such that
\[
K(f, t; H^1(\mathbb{R}), H^{\infty}(\mathbb{R})) \leq CK(f, t; L^1(\mathbb{R}), L^{\infty}(\mathbb{R}))
\]
for every $f \in H^1(\mathbb{R}) + H^{\infty}(\mathbb{R})$ and for all $t > 0$.

In 1984, in [9], Bourgain obtained a Marcinkiewicz-type decomposition for functions in $H^p(\mathbb{T})$ and more specifically, he proved that for every $0 < p < \infty$ there exists a constant $C_p > 0$ such that for every $f \in H^p(\mathbb{T})$ and $\lambda > 0$ one can find $f_\lambda \in H^{\infty}(\mathbb{T})$ and $F_\lambda \in H^p(\mathbb{T})$ satisfying the following properties
\[
\begin{align*}
& f = f_\lambda + F_\lambda, \\
& |f_\lambda(x)| \leq C_p \min\{|f(x)|, \lambda\} \quad \text{for a.e. } x \in \mathbb{T},
\end{align*}
\]
Theorem 2 was obtained. Suppose that there exist constants \( C \) such that \( f = f_\lambda + F_\lambda \) with \( f_\lambda \in H^p(\mathbb{T}) \) satisfying (3.6) and \( F_\lambda \in H^p(\mathbb{T}) \) satisfying (3.7); see [28, Lemma 5]. The Marcinkiewicz decomposition obtained in [28] by Kislyakov and Xu was based on their earlier works (see, e.g., Kislyakov [24], Xu [55], and Kislyakov and Xu [27]) and their approach is also elementary in the sense that, as the above-mentioned method of Bourgain, it only uses the fact that the periodic Hilbert transform is \( L^2(\mathbb{T}) \)-bounded. Let us also mention that in 1992, Xu, by using appropriate variants of techniques from [24], obtained different proofs and extensions of the interpolation theorems of Jones [21, 22]. In particular, in [55], Xu gave an alternative proof of (3.4) in the periodic setting that is, he proved that there exists a constant \( C_0 > 0 \) such that

\[
\|F_\lambda\|_{L^p(\mathbb{T})}^p \leq C_p \int_{|f| > \lambda} |f(x)|^p dx.
\]

A remarkable aspect of Bourgain’s approach is that it only uses the \( L^2(\mathbb{T}) \)-boundedness of the periodic Hilbert transform. In 1996, Kislyakov and Xu presented in [28] yet another method for decomposing any given function \( f \in H^p(\mathbb{T}) \) at ‘height’ \( \lambda \) as \( f = f_\lambda + F_\lambda \) and \( F_\lambda \in H^p(\mathbb{T}) \) satisfying (3.7). The Marcinkiewicz decomposition obtained in [28] by Kislyakov and Xu was based on their earlier works (see, e.g., Kislyakov [24], Xu [55], and Kislyakov and Xu [27]) and their approach is also elementary in the sense that, as the above-mentioned method of Bourgain, it only uses the fact that the periodic Hilbert transform is \( L^2(\mathbb{T}) \)-bounded.

For alternative approaches to real interpolation between Hardy spaces and variants of the interpolation results of Jones obtained in [21, 22], see also Pisier [41, 42], as well P. F. X. M"uller [36].

At this point, it is worth noting that, to the best of our knowledge, no interpolation results are known for Hardy spaces \( H^p(\mathbb{T}^d) \) for \( d \geq 3 \). In particular, the \( K \)-closedness of \( (H^1(\mathbb{T}^d), H^\infty(\mathbb{T}^d)) \) in \( (L^1(\mathbb{T}^d), L^\infty(\mathbb{T}^d)) \) is not yet available for \( d \geq 3 \).

3.2. A direct approach. In [3], the following Yano-type theorem for \( H^p(\mathbb{T}) \) spaces was obtained.

**Theorem 2 ([3]).** Let \( T \) be a sublinear operator acting on functions defined over the torus. Suppose that there exist constants \( C_0, r > 0 \) such that

\[
\sup_{f \in H^p(\mathbb{T})} \|T(f)\|_{L^p(\mathbb{T})} \leq C_0 (p - 1)^{-r} \quad \text{for all } p \in (1, 2].
\]

Then, there exists a constant \( D > 0 \), depending only on \( C_0 \) and \( r \), such that

\[
\|T(f)\|_{L^1(\mathbb{T})} \leq D \|f\|_{L^p(\mathbb{T})} \quad \text{for all } f \in H^1(\mathbb{T}).
\]

In [3], an elementary proof of Theorem 2 was presented, based on Yano’s original approach [50] combined with arguments of Kislyakov and Xu [24, 27, 28]. A direct proof of Theorem 2 can also be given by using the method of Bourgain [4] concerning Marcinkiewicz-type decompositions of functions in \( H^1(\mathbb{T}) \). In fact, Theorem 2 can be obtained by using a modification of Yano’s original argument combined with
any method that gives appropriate Marcinkiewicz-type decompositions for Hardy spaces on the torus.

To be more precise, suppose that $T$ is a sublinear operator satisfying \((3.9)\) and fix an arbitrary analytic trigonometric polynomial $f$ on the torus. Let $N \in \mathbb{N}$ be such that $2^{N-1} < \|f\|_{L^q(\mathbb{T})} \leq 2^N$ in the case where $\|f\|_{L^q(\mathbb{T})} > 1$, or, otherwise, set $N := 0$. Consider a finite collection of pairs $\{(f_{2^n}, F_{2^n})\}_{n=0}^N$ such that for $n \in \{0, \ldots, N\}$ the pair $(f_{2^n}, F_{2^n})$ is a Marcinkiewicz-type decomposition of $f \in H^1(\mathbb{T})$ at ‘height’ $\lambda = 2^n$ with associated constant $C > 0$, namely

\[
(3.11) \quad f = f_{2^n} + F_{2^n} \quad \text{with} \quad f_{2^n} \in H^\infty(\mathbb{T}), F_{2^n} \in H^1(\mathbb{T}),
\]

\[
(3.12) \quad |f_{2^n}(x)| \leq C \min\{|f(x)|, 2^n\} \quad \text{for a.e.} \ x \in \mathbb{T},
\]

\[
(3.13) \quad \|F_{2^n}\|_{L^1(\mathbb{T})} \leq C \int_{\{|f| > 2^n\}} |f(x)| dx.
\]

We remark that the precise construction of $\{(f_{2^n}, F_{2^n})\}_{n=0}^N$ for $n = 0, \ldots, N$ plays no rôle in the proof of Theorem 2 that we present here. For instance, it can be constructed either by using the method of Bourgain [9] or the method of Kislyakov and Xu [28]. In any case, having fixed such a collection $\{(f_{2^n}, F_{2^n})\}_{n=0}^N$ of Marcinkiewicz-type decompositions associated to $f$, write

\[
(3.14) \quad f = \sum_{n=0}^N \tilde{f}_n,
\]

where

\[
\tilde{f}_n := \begin{cases} \tilde{f}_1, & \text{if} \ n = 0, \\ f_{2^n} - f_{2^{n-1}}, & \text{if} \ n \geq 1. \end{cases}
\]

To prove \((3.11)\), note that, as in \([50]\), by using \((3.14)\), the sublinearity of $T$, and Hölder’s inequality, one gets

\[
(3.15) \quad \|T(f)\|_{L^1(\mathbb{T})} \leq C_0 \sum_{n=0}^N (n + 1)^r \|\tilde{f}_n\|_{L^1(\mathbb{T})}.
\]

Since by \((3.12)\) one has $|\tilde{f}_n| \leq 2^n$ for all $n \in \mathbb{N}_0$, by using, as in \([3]\), the elementary inequality $t^{(n+1)/(n+2)} \leq e^{n+1} t + (n + 1)^{-1} t^{r+2}$, which is valid for all $t \geq 0$ and $n \in \mathbb{N}$, one can easily deduce that

\[
(3.16) \quad \|T(f)\|_{L^1(\mathbb{T})} \leq 1 + \sum_{n=1}^N (n + 1)^r \|\tilde{f}_n\|_{L^1(\mathbb{T})},
\]

where the implied constant depends only on $C_0$, $r$ and it is independent of $f$. To handle the right-hand side of \((3.10)\), observe that since $F_{2^n} = f - f_{2^n}$, \((3.13)\) implies that

\[
\int_{\mathbb{T}} |\tilde{f}_n(x)| dx = \int_{\mathbb{T}} |F_{2^{n-1}}(x) - F_{2^n}(x)| dx \\
\leq \int_{\mathbb{T}} |F_{2^{n-1}}(x)| dx + \int_{\mathbb{T}} |F_{2^n}(x)| dx \\
\leq C \int_{\{|f| > 2^{n-1}\}} |f(x)| dx + C \int_{\{|f| > 2^n\}} |f(x)| dx \leq 2C \int_{\{|f| > 2^{n-1}\}} |f(x)| dx.
\]
Therefore, (3.10) becomes
\[
\| T(f) \|_{L^1(\mathbb{T})} \lesssim 1 + \sum_{n=1}^{N} (n+1)^r \int_{|f|>2^{n-1}} |f(x)| \, dx
\]
and so, an application of Fubini’s theorem yields
\[
(3.17) \quad \| T(f) \|_{L^1(\mathbb{T})} \lesssim 1 + \int |f(x)| \log^{r}(e + |f(x)|) \, dx,
\]
where the implied constant depends only on $C_0$ and $r$. Since (3.17) holds for all analytic trigonometric polynomials, (3.10) can easily be obtained by using the scaling invariance of $T$, followed by a simple density argument involving [31, Proposition 3.4] and finally, using the fact that the Orlicz space $(\Phi_r(\mathbb{T}), \| \cdot \|_{\Phi_r(\mathbb{T})})$ can be identified with the Lorentz-Zygmund space $(L^{log^r} L(\mathbb{T}), \| \cdot \|_{L^{log^r} L(\mathbb{T})})$; see [3].

3.3. Some further remarks and extensions. As mentioned above, Theorem 2 can also be obtained by combining the $K$-closedness of the couple $(H^1(\mathbb{T}), H^\infty(\mathbb{T}))$ in $(L^1(\mathbb{T}), L^\infty(\mathbb{T}))$ with abstract extrapolation results that can be extracted either from the theory of Jawerth and Milman [19] or from the theory of Carro and Martín [15].

Let us now briefly outline how Theorem 2 can be deduced from the work of Carro and Martín [15] and [33], see also Remark 4 below. The abstract extrapolation theory of [15] was presented for linear operators, but as remarked in [19], if the ‘target’ spaces are lattices, then the extrapolation theory developed there can also be extended to include sublinear operators. In particular, if for a $\sigma$-finite measure space $(S, E, \mu)$ one takes $\mathfrak{Y} = (L^1(\mu), L^\infty(\mu))$ and $T$ is a sublinear operator taking values in $\mathfrak{Y}$, then $K(Tf, t; L^1(\mu), L^\infty(\mu)) = \int_0^t (Tf)^*(s) \, ds$ for all $t > 0$ and so, the following version of [15, Theorem 3.1] holds true.

**Theorem 3** ([15]). Let $\mathfrak{X} = (X_1, X_2)$ be a compatible couple of Banach spaces such that $K(x, 0^r; X_1, X_2) = 0$ for all $x \in X_1 + X_2$ and let $\mathfrak{Y} = (L^1(\mu), L^\infty(\mu))$, where $(S, E, \mu)$ is a $\sigma$-finite measure space.

Given a $\theta_0 \in (0, 1)$, suppose that $T$ is a sublinear operator satisfying
\[
(3.18) \quad \| T \|_{\mathfrak{X}_{\theta_0, 1} \rightarrow \mathfrak{Y}_{0, \infty}} \leq A \theta^{-r} \quad \text{for all } 0 < \theta \leq \theta_0 < 1
\]
for some constants $A, r > 0$. Then, there exists a constant $C > 0$ such that
\[
(3.19) \quad \sup_{t \geq 0} \left\{ \int_0^t (Tf)^*(s) \, ds \over (1 + \log^+ t)^r \right\} \leq C \int_0^\infty k(x, s; X_1, X_2) \left[ 1 + \log^+(1/s) \right]^r \, ds.
\]

To prove Theorem 2 by using the previous theorem and (3.3), suppose that $T$ is a sublinear operator satisfying (3.3) and take $\mathfrak{Y} = (H^1(\mathbb{T}), H^\infty(\mathbb{T}))$ and $\mathfrak{Y} = (L^1(\mathbb{T}), L^\infty(\mathbb{T}))$. Then, $T$ satisfies (3.18) for $\theta_0 = 1/2$. Indeed to see this, for any given $\theta \in (0, 1/2)$, take a $p \in (1, 2]$ such that $\theta = (p - 1)/p$ and notice that one has
\[
\| T(f) \|_{\mathfrak{X}_{\theta, 1}} \leq \| T(f) \|_{L^p(\mathbb{T})} \leq (p - 1)^{-r} \| f \|_{L^p(\mathbb{T})} \leq (p - 1)^{-r} \| f \|_{L^{p-1}(\mathbb{T})} \leq \theta^{-r} \| f \|_{\mathfrak{X}_{\theta, 1}}
\]
for every analytic trigonometric polynomial $f$ on $\mathbb{T}$. By using a simple density argument, one can then extend $T$ to the whole of $\mathfrak{X}_{\theta, 1}$ such that (3.18) holds.
Hence, Theorem 3 yields
\[
\|T(f)\|_{L^1(\mathbb{T})} = \int_0^{2\pi} (Tf)(s)ds \sim \sup_{0 < t \leq 2\pi} \left\{ \frac{\int_0^t (Tf)(s)ds}{(1 + \log^+ t)^r} \right\} \\
\leq \int_0^{2\pi} k(f, s; H^1(\mathbb{T}), H^{\infty}(\mathbb{T}))\left[1 + \log^+(1/s)\right]^r ds.
\]

By using (3.8), one has
\[
\int_0^t k(f, s; H^1(\mathbb{T}), H^{\infty}(\mathbb{T}))ds = K(f, t; H^1(\mathbb{T}), H^{\infty}(\mathbb{T})) \lesssim K(f, t; L^1(\mathbb{T}), L^{\infty}(\mathbb{T})) = \int_0^t f^*(s)ds
\]
for all \(f \in H^1(\mathbb{T})\) and \(t > 0\). Hence, it follows from ‘Hardy’s lemma’ (see Proposition 3.6 in Chapter 2 of [4]) that
\[
\int_0^{2\pi} k(f, s; H^1(\mathbb{T}), H^{\infty}(\mathbb{T}))\left[1 + \log^+(1/s)\right]^r ds \\
\leq \int_0^{2\pi} f^*(s)\left[1 + \log^+(1/s)\right]^r ds \sim \|f\|_{L^{\log^+ L}(\mathbb{T})}
\]
and this completes the proof of Theorem 2.

Remark 4. As discussed in Section 5 of [15], in certain classical real cases the extrapolation theories of Jawerth and Milman [19] and Carro and Martín [15] coincide and in particular, one can show that a version of Theorem 3 for the case where \(\mu(S) < \infty\) can also be deduced from [19]. See also G. E. Karadzhov and Milman [23].

Remark 5. Notice that, in fact, as a consequence of Theorem 3 one obtains a stronger version of Theorem 2 in the sense that the same conclusion (3.10) holds under the assumption
\[
\sup_{0 < t \leq 2\pi} \left\{ t^{\frac{1}{p-1}} K(T(f), t; L^1(\mathbb{T}), L^{\infty}(\mathbb{T})) \right\} \lesssim (p-1)^{-r} \int_0^{2\pi} t^{\frac{1}{p-1}} K(f, t; H^1(\mathbb{T}), H^{\infty}(\mathbb{T}))dt/t,
\]
which is weaker than (3.9).

Similarly, by using Theorem 3 and (3.4) one obtains the following variant of Yano’s theorem for Hardy spaces on the real line.

Theorem 6. Let \(T\) be a sublinear operator acting on functions defined over the real line. Suppose that there exist constants \(C_0, r > 0\) such that
\[
\sup_{f \in H^p(\mathbb{R})} \frac{|T(f)|_{L^p(\mathbb{R})}}{\|f\|_{L^p(\mathbb{R})} = 1} \lesssim C_0 (p - 1)^{-r}
\]
for all \(p \in (1, 2]\).

Then, there exists a constant \(C > 0\), depending only on \(C_0\) and \(r\), such that
\[
\sup_{t > 0} \left\{ \frac{\int_0^t (Tf)^*(s)ds}{(1 + \log^+ t)^r} \right\} \leq C \int_0^\infty f^*(s)\left[1 + \log^+(1/s)\right]^r ds \quad (f \in H^1(\mathbb{R})).
\]
Remark 7. By combining Theorem 3 with [28, Theorem 1] of Kislyakov and Xu, one can extend Theorems 2 and 6 to sublinear operators defined over Hardy spaces of homogeneous-type.

We end this section with a version of Yano’s theorem for two-parameter Hardy spaces.

**Theorem 8.** Let $T$ be a sublinear operator acting on functions defined over $\mathbb{T}^2$. Suppose that there exist constants $C_0, r > 0$ such that

$$\sup_{f \in H^p(\mathbb{T}^2): \|f\|_{L^p(\mathbb{T}^2)} = 1} \|T(f)\|_L^1(\mathbb{T}^2) \leq C_0 (p - 1)^{-r}$$

for all $p \in (1, 2]$. Then, there exists a constant $B > 0$, depending only on $C_0$ and $r$, such that

$$\|T(f)\|_{L^1(\mathbb{T}^2)} \leq B \|f\|_{L^{log^r} L(\mathbb{T}^2)}$$

for all $f \in H^1(\mathbb{T}^2)$.

The proof of Theorem 8 is obtained by combining Theorem 3 with [28, Theorem 3] of Kislyakov and Xu, which asserts that $(H^1(\mathbb{T}^d), H^\infty(\mathbb{T}^d))$ is $K$-closed in $(L^1(\mathbb{T}^d), L^\infty(\mathbb{T}^d))$.

Remark 9. As mentioned in Subsection 3.1, the $K$-closedness of the couple $(H^1(\mathbb{T}^d), H^\infty(\mathbb{T}^d))$ with respect to $(L^1(\mathbb{T}^d), L^\infty(\mathbb{T}^d))$ is still an open problem when $d \geq 3$. Notice that an affirmative answer to this question would automatically imply a $d$-dimensional extension of Theorem 8 for $d \geq 3$ via the theories of abstract extrapolation mentioned above.

4. Applications

As mentioned in [3], typical applications of Theorem 2 are that Pichorides’s theorem (1.5) implies Zygmund’s inequality (1.6) and that Théorème 1 (a) in Chapter IV of Meyer’s paper [34] implies Théorème 1 (c) in Chapter IV of the same paper, namely that

$$\left( \sum_{k,l \in \mathbb{N}_0; \quad l < k} \hat{f}(3^k - 3^l)^2 \right)^{1/2} \lesssim \frac{1}{(p - 1)^{1/2}} \|f\|_{L^p(\mathbb{T})} \quad (f \in H^p(\mathbb{T}))$$

implies

$$\left( \sum_{k,l \in \mathbb{N}_0; \quad l < k} \hat{f}(3^k - 3^l)^2 \right)^{1/2} \lesssim \|f\|_{L^{log^1/2} L(\mathbb{T})} \quad \text{for all } f \in H^1(\mathbb{T}).$$

Notice that if we remove the analyticity assumptions, then the exponents $r = 1/2$ in $(p - 1)^{-1/2}$ in (4.1) and $r = 1/2$ in $L^{log^1/2} L$ in (4.2) must be replaced by $r = 1$; see [8, Corollaire 4].

In this section we obtain some new variants of the aforementioned results based on the extrapolation results presented in the previous section. To be more specific, in Subsection 4.1 we present a version of Zygmund’s inequality (1.6) for functions defined over the real line and in Subsection 4.2 we extend the above-mentioned results of Meyer to the product setting.
4.1. A Euclidean variant of an inequality due to Zygmund. For \( n \in \mathbb{Z} \), define the ‘rough’ Littlewood-Paley projection \( P_n \) to be the multiplier operator with symbol \( \chi_{(-2^{n+1},-2^n) \cup [2^n, 2^{n+1}]} \), that is, one has
\[
(P_n(f)) \hat{(}\xi\)) = \chi_{(-2^{n+1},-2^n) \cup [2^n, 2^{n+1}])(\xi) \cdot \hat{f}(\xi) \quad (\xi \in \mathbb{R})
\]
for all \( f \) belonging to the Schwartz class \( S(\mathbb{R}) \) on \( \mathbb{R} \). The corresponding Littlewood-Paley operator is given by
\[
S_\mathbb{R}(f) := \left( \sum_{n \in \mathbb{Z}} |P_n(f)|^2 \right)^{1/2}
\]
and is initially defined for \( f \in S(\mathbb{R}) \). It is well-known that \( S_\mathbb{R} \) can be extended as an \( L^p(\mathbb{R}) \)-bounded sublinear operator for all \( 1 < p < \infty \); see e.g. Chapter IV in [52]. Furthermore, it was shown in [4] that, when restricted to Hardy spaces \( H^p(\mathbb{R}) \) for \( p \) ‘close’ to 1, one has
\[
\sup_{f \in H^p(\mathbb{R})} \|S_\mathbb{R}(f)\|_{L^p(\mathbb{R})} \sim (p - 1)^{-1} \quad (p \to 1^+),
\]
which is a real-line version of Pichorides’s theorem \[150\]. By using (4.3) and Theorem [5] we get the following Euclidean analogue of Zygmund’s inequality \[116\].

**Theorem 10.** There exists an absolute constant \( C > 0 \) such that
\[
\sup_{t>0} \left\{ \frac{\int_0^\infty \left( S_\mathbb{R}(f) * (s)/t \right) ds}{1 + \log^+ t} \right\} \leq C \int_0^\infty f^+(s)[1 + \log^+ (1/s)] ds \quad (f \in H^1(\mathbb{R})).
\]

4.2. An extension of a theorem of Meyer to the product setting. This subsection focuses on the following extension of Meyer’s inequality \[4.2\] to the two-parameter setting.

**Theorem 11.** If \( \Lambda := \{3^k - 3^l : k, l \in \mathbb{N}_0, 0 \leq l < k \} \), then there exists an absolute constant \( C_0 > 0 \) such that
\[
\left( \sum_{(m,n) \in \Lambda \times \Lambda} |\hat{f}(m,n)|^2 \right)^{1/2} \leq C_0 \|f\|_{L_p T^2} \quad \text{for all } f \in H^1(T^2).
\]

**Remark 12.** By arguing as in [5], one shows that \[4.4\] is sharp in the sense that the exponent \( r = 1 \) in the \( L \log L \)-norm of \( f \in H^1(T^2) \) cannot be improved.

**Remark 13.** If we remove the analyticity assumption in Theorem [11] then the \( L \log L \)-norm in the right-hand side of \[4.4\] must be replaced by the \( L \log^2 L \)-norm; see [2, Proposition 14].

The proof of Theorem [11] will be obtained as a consequence of Theorem [5] combined with the following extension of \[4.1\] to the two-torus.

**Proposition 14.** If \( \Lambda := \{3^k - 3^l : k, l \in \mathbb{N}_0, 0 \leq l < k \} \), then there exists an absolute constant \( A_0 > 0 \) such that
\[
\left( \sum_{(m,n) \in \Lambda \times \Lambda} |\hat{f}(m,n)|^2 \right)^{1/2} \leq \frac{A_0}{p - 1} \|f\|_{L_p(T^2)} \quad (f \in H^p(T^2))
\]
for all \( 1 < p \leq 2 \).
The proof of Proposition 14 is obtained by adapting the argument of Meyer establishing [34, Théorème 1 (a)] to the two-parameter setting and it does not involve any methods and concepts related to the topics discussed in Section 3. For this reason, we first present the proof of Theorem 11 under the assumption that Proposition 14 holds true and then we proceed to the proof of Proposition 14 in a separate subsection.

Remark 15. Notice that, in view of [53, Lemma 2.2], (4.2) also implies (4.1) and (4.4) also implies (4.5).

4.2.2. Proof of Theorem 11 assuming that Proposition 14 holds. For $N \in \mathbb{N}$, let $\Lambda_N := \{3^k - 3^l : k, l \in \mathbb{N}_0, 0 \leq l < k \leq N\}$. For fixed $N_1, N_2 \in \mathbb{N}$, consider the multiplier operator $T_{\Lambda_N \Lambda_N}$ with symbol $\chi_{\Lambda_N \Lambda_N}$, that is for every trigonometric polynomial $g$ on $\mathbb{T}^2$ one has

$$T_{\Lambda_N \Lambda_N}(g)(x, y) = \sum_{(m,n) \in \Lambda_N \Lambda_N} \hat{g}(m,n)e^{i(mx+ny)} \quad \text{for } (x, y) \in \mathbb{T}^2.$$ 

Observe that it follows from Parseval’s identity, Hölder’s inequality and Proposition 14 that $T_{\Lambda_N \Lambda_N}$ is bounded on $H^p(\mathbb{T}^2)$ with corresponding operator norm growing like $(p-1)^{-1}$ as $p \to 1^+$. We thus conclude from Theorem 8 that

$$\|T_{\Lambda_N \Lambda_N}(f)\|_{L^1(\mathbb{T}^2)} \leq B\|f\|_{L^p(\mathbb{T}^2)} \quad (f \in H^1(\mathbb{T}^2)),$$

where $B > 0$ is independent of $f$ and $N_1, N_2$. Since $\| \cdot \|_{L^1(\mathbb{T}^2)} \leq \| \cdot \|_{L^2(\mathbb{T}^2)}$, at first glance, (4.6) seems to be weaker than the desired estimate (4.5). However, as $\Lambda \times \Lambda$ is a $\Lambda(p)$ set for all $p > 2$; see [2 Proposition 14] and $\Lambda_{N_1} \times \Lambda_{N_2} \subseteq \Lambda \times \Lambda$, it follows from Parseval’s identity, the definition of $T_{\Lambda_N \Lambda_N}$ and Remark 14 that

$$\left( \sum_{(m,n) \in \Lambda_N \Lambda_N} |\hat{f}(m,n)|^2 \right)^{1/2} \leq \|T_{\Lambda_N \Lambda_N}(f)\|_{L^2(\mathbb{T}^2)} \leq C\|T_{\Lambda_N \Lambda_N}(f)\|_{L^1(\mathbb{T}^2)},$$

where $C > 0$ is a constant independent of $f$ and $N_1, N_2$. Therefore, the proof of Theorem 11 is complete, in view of (4.6) and the last estimate, by taking $N_1, N_2 \to \infty$.

4.2.2. Proof of Proposition 14. To prove Proposition 14 we shall adapt the corresponding argument of Meyer [34] to the product setting and for this, we need the following two lemmas.

Lemma 16. Let $G$ be a compact abelian group and let $p > 2$ be given. If $\Lambda \subseteq \hat{G}$ is a $\Lambda(p)$ set, then for every $\gamma_0 \in \hat{G}$ the set $\Lambda_{\gamma_0} := \{\gamma_0 - \gamma' : \gamma' \in \Lambda\}$ is also a $\Lambda(p)$ set with $A(\Lambda_{\gamma_0}, p) = A(\Lambda, p)$.

Proof. The lemma is a direct consequence of the definition of $\Lambda(p)$ sets. Indeed, for a fixed $\gamma_0 \in \hat{G}$, take an arbitrary trigonometric polynomial $f$ on $G$ with $\text{supp}(\hat{f}) \subseteq \Lambda_{\gamma_0}$ and observe that $g(x) := \gamma_0(x)f(x)$, $x \in G$, is a trigonometric polynomial on $G$ with $\text{supp}(\hat{g}) \subseteq \Lambda$ and

$$\|f\|_{L^p(G)} = \|g\|_{L^1(G)} \leq A(\Lambda, p)\|g\|_{L^2(G)} = A(\Lambda, p)\|f\|_{L^2(G)}.$$

Hence, $\Lambda_{\gamma_0}$ is a $\Lambda(p)$ set with $A(\Lambda_{\gamma_0}, p) \leq A(\Lambda, p)$. Having established that $\Lambda_{\gamma_0}$ is a $\Lambda(p)$ set, one then deduces that $A(\Lambda, p) \leq A(\Lambda_{\gamma_0}, p)$ similarly. □
Lemma 17. Let $\phi \in C_0^\infty(\mathbb{R})$ be such that $\text{supp}(\phi) \subseteq [1/9, 9]$ and $\phi|_{[1/3, 3]} \equiv 1$. For $j \in \mathbb{N}_0$, consider the multiplier operator $T_j$ satisfying

$$
\widehat{T_j(g)}(n) = \phi(3^{-j}n)\hat{g}(n) \quad (n \in \mathbb{Z})
$$

for every trigonometric polynomial $g$ on $\mathbb{T}$.

Then, there exists an absolute constant $D_0 > 0$ such that for every $k_1, k_2 \in \mathbb{N}$ one has

$$
(4.7) \quad \left( \sum_{0 \leq l_1 < k_1, 0 \leq l_2 < k_2} |\hat{f}(3^{k_1} - 3^{l_1}, 3^{k_2} - 3^{l_2})|^2 \right)^{1/2} \leq \frac{D_0}{p - 1} \|T_{k_1} \otimes T_{k_2}(f)\|_{L^p(\mathbb{T}^2)}
$$

for all $1 < p \leq 2$.

Proof. We argue as in [24]. For $k \in \mathbb{N}$, we write $\hat{\Lambda}_k := (3^l)_{l=0}^{k-1}$ and $\Lambda'_k := \{3^k - 3^l : \ l \in \mathbb{N}_0, 0 \leq l < k\}$. Observe that since $\hat{\Lambda} := (\Lambda'_{l \in \mathbb{N}_0}$ is Sidon, $\hat{\Lambda} \times \hat{\Lambda}$ is a $\Lambda(p)$ set for all $p > 2$ whose $\Lambda(p)$ constant $A(\hat{\Lambda} \times \hat{\Lambda}, p)$ grows like $p$ as $p \to \infty$; see e.g. [40, Remarque, p. 24]. Hence, it follows that for every fixed $k_1, k_2 \in \mathbb{N}$, one has $A(\Lambda_{k_1} \times \Lambda_{k_2}, p) \leq A(\hat{\Lambda} \times \hat{\Lambda}, p) \leq Cp$ for all $p > 2$, where $C > 0$ is an absolute constant. We thus deduce from Lemma [16] that

$$
(4.8) \quad \|g\|_{L^p(\mathbb{T}^2)} \leq Cp\|g\|_{L^2(\mathbb{T}^2)} \quad (p > 2)
$$

for every trigonometric polynomial $g$ on $\mathbb{T}^2$ such that $\text{supp}(\hat{g}) \subseteq \Lambda_{k_1}' \times \Lambda_{k_2}'$.

Hence, for any given $1 < p \leq 2$ and $\hat{h} \in L^p(\mathbb{T}^2)$, it follows from duality, Hölder’s inequality, and (4.8) that

$$
\left( \sum_{(m,n) \in \Lambda_{k_1}' \times \Lambda_{k_2}'} |\hat{h}(m,n)|^2 \right)^{1/2} = \sup_{\text{supp}(\hat{g}) \subseteq \Lambda_{k_1}' \times \Lambda_{k_2}'} \left| \int_{\mathbb{T}^2} h(x,y)\overline{g(x,y)}dxdy \right| \leq \frac{D_0}{p - 1} \|h\|_{L^p(\mathbb{T}^2)}
$$

for all $l_1, l_2 \in \mathbb{N}_0$ with $0 \leq l_1 < k_1$, $0 \leq l_2 < k_2$.

Therefore, (4.7) is obtained from the last step by choosing $h := T_{k_1} \otimes T_{k_2}(f)$, since

$$
\hat{f}(3^{k_1} - 3^{l_1}, 3^{k_2} - 3^{l_2}) = \hat{f}(3^{k_1} - 3^{l_1}, 3^{k_2} - 3^{l_2})
$$

for all $l_1, l_2 \in \mathbb{N}_0$ with $0 \leq l_1 < k_1$, $0 \leq l_2 < k_2$. \hfill \square

Let $\phi$ and $T_j$ be as in the statement of Lemma 17. Notice that (4.7) gives

$$
(4.9) \quad \left( \sum_{(m,n) \in \Lambda \times \Lambda} |\hat{f}(m,n)|^2 \right)^{1/2} \leq \frac{D_0}{p - 1} \left( \sum_{(k_1,k_2) \in \mathbb{N}^2} \|T_{k_1} \otimes T_{k_2}(f)\|_{L^p(\mathbb{T}^2)}^2 \right)^{1/2}.
$$

Observe that by using (4.9) and Minkowski’s inequality, one gets

$$
\left( \sum_{(m,n) \in \Lambda \times \Lambda} |\hat{f}(m,n)|^2 \right)^{1/2} \leq \frac{D_0}{p - 1} \left\| \left( \sum_{(k_1,k_2) \in \mathbb{N}^2} |T_{k_1} \otimes T_{k_2}(f)|^2 \right)^{1/2} \right\|_{L^p(\mathbb{T}^2)}
$$
and so, to complete the proof of Proposition 13 it suffices to show that

$$\left\lVert \left( \sum_{(k_1, k_2) \in \mathbb{N}^2} |T_{k_1} \otimes T_{k_2}(f)|^2 \right)^{1/2} \right\rVert_{L^p(T^2)} \leq \|f\|_{L^p(T^2)} \quad (f \in H^p(T^2)),$$

where the implied constant is independent of $p \in (1, 2]$ and $f \in H^p(T^2)$. But the last estimate is a well-known Littlewood-Paley inequality; it follows, e.g., by iterating Stein’s classical multiplier theorem [50, 51]. Indeed, to establish (4.10), let $(r_k)_{k \in \mathbb{N}}$ be a given sequence of Rademacher functions over some probability space $(\Omega, \mathcal{A}, \mathbb{P})$, i.e. $(r_k)_{k \in \mathbb{N}}$ is a sequence of independent random variables such that $\mathbb{P}(|r_k = 1|) = \mathbb{P}(|r_k = -1|) = 1/2$ for all $k \in \mathbb{N}$. Then, consider the family of multiplier operators $(T_\omega)_{\omega \in \Omega}$ given by

$$T_\omega = \sum_{k \in \mathbb{N}} r_k(\omega)T_k \quad (\omega \in \Omega)$$

and note that by employing Stein’s multiplier theorem [50, 51] one deduces that $T_\omega$ is bounded on $(H^1(T), \| \cdot \|_{L^1(T^2)})$ with corresponding operator norm that is controlled by a constant depending only on $\phi$ and not on the choice of $\omega \in \Omega$ (see also [10, Theorem 1.20]). Since, by Parseval’s theorem, $T_\omega$ is bounded on $H^2(T)$ with corresponding operator norm that is majorised by a constant depending only on $\phi$ and not on $\omega \in \Omega$, it follows from Theorem 3.9 in Chapter XII of [59] that for all $p \in [1, 2]$ and $\omega \in \Omega$ one has

$$\|T_\omega\|_{(H^p(T), \| \cdot \|_{L^p(T^2)}) \rightarrow (H^p(T), \| \cdot \|_{L^p(T^2)})} \leq C,$$

where $C > 0$ is a constant that depends only on $\phi$ and not on $p \in [1, 2]$, $\omega \in \Omega$. We thus conclude by iterating (4.11) that for all $p \in [1, 2]$ and for each choice of $(\omega_1, \omega_2) \in \Omega^2$ one has

$$\left\lVert \sum_{(k_1, k_2) \in \mathbb{N}^2} r_{k_1}(\omega_1)r_{k_2}(\omega_2)T_{k_1} \otimes T_{k_2}(g) \right\rVert_{L^p(T^2)} \leq C^2\|g\|_{L^p(T^2)}$$

for every analytic trigonometric polynomial $g$ on $T^2$. Therefore, (4.10) is obtained by using the last estimate combined with multi-dimensional Khintchine’s inequality (see, e.g., Appendix D in [52]) and the fact that the class of analytic trigonometric polynomials on $T^2$ is dense in $H^q(T^2)$ for $q < \infty$. This completes the proof of Proposition 13.
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