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Abstract

In this short paper, we study the simulation of a large system of stochastic processes subject to a common driving noise and fast mean-reverting stochastic volatilities. This model may be used to describe the firm values of a large pool of financial entities. We then seek an efficient estimator for the probability of a default, indicated by a firm value below a certain threshold, conditional on common factors. We consider approximations where coefficients containing the fast volatility are replaced by certain ergodic averages (a type of law of large numbers), and study a correction term (of central limit theorem-type). The accuracy of these approximations is assessed by numerical simulation of pathwise losses and the estimation of payoff functions as they appear in basket credit derivatives.

1 Introduction and preliminaries

Consider a complete filtered probability space that is the product of two independent probability spaces,

\((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P}) = (\Omega^{x,y} \times \Omega^\uparrow, \mathcal{F}^{x,y} \otimes \mathcal{F}^\uparrow, \{\mathcal{F}^{x,y}_t \otimes \mathcal{F}^\uparrow_t\}_{t \geq 0}, \mathbb{P}^{x,y} \times \mathbb{P}^\uparrow)\),

such that \((\Omega^{x,y}, \mathcal{F}^{x,y}, \{\mathcal{F}^{x,y}_t\}_{t \geq 0}, \mathbb{P}^{x,y})\) supports a two-dimensional standard Brownian motion \((W^x, W^y)\) adapted to \(\{\mathcal{F}^{x,y}_t\}_{t \geq 0}\) and with correlation \(-1 < \rho_{xy} < 1\), and \((\Omega^\uparrow, \mathcal{F}^\uparrow, \{\mathcal{F}^\uparrow_t\}_{t \geq 0}, \mathbb{P}^\uparrow)\) supports an infinite i.i.d. sequence of two-dimensional uncorrelated standard Brownian motions \((W^x, W^y)\) adapted to \(\{\mathcal{F}^\uparrow_t\}_{t \geq 0}\).

For positive \(N_f \in \mathbb{Z}\), we study an \(N_f \times 2\)-dimensional system of SDEs of the form

\[
\begin{align*}
\mathrm{d}X^i_t &= \mu(V^i_t) \, \mathrm{d}t + \sigma(V^i_t) \left( \rho_x \, \mathrm{d}W^x_t + \sqrt{1 - \rho_x^2} \, \mathrm{d}W^{x,i}_t \right), \\
\mathrm{d}V^i_t &= -\frac{k}{\epsilon} V^i_t \, \mathrm{d}t + \frac{g(V^i_t)}{\sqrt{\epsilon}} \left( \rho_y \, \mathrm{d}W^y_t + \sqrt{1 - \rho_y^2} \, \mathrm{d}W^{y,i}_t \right),
\end{align*}
\]

(1.1)

with \(\rho_x, \rho_y \in (-1, 1)\), \(\epsilon, \kappa > 0\) all constant; \(\mu : \mathbb{R} \to \mathbb{R}\) and \(\sigma, g : \mathbb{R} \to \mathbb{R}_+\) given functions; \(((X^i_0, V^i_0))_{i \geq 1}\) are an exchangeable infinite sequence of two-dimensional random variables that are measurable with respect to \(\mathcal{F}_0 = \mathcal{F}^{x,y}_0 \otimes \mathcal{F}^\uparrow_0\).

We will consider the marginal distribution of any \(X^i_t\), conditional on \(\mathcal{F}^{x,y}_t\), which is the reason for writing the Brownian driver in the decomposed way above. Specifically, we study the setting of small \(\epsilon\), a characteristic, dimensionless reversion time of \(V\) to its mean. The mean is chosen 0 here without loss of generality, but the general case is obtained by adding the constant mean to \(Y\) and re-defining \(\sigma\) and \(\mu\).
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The process $X$ is thought to describe the log-asset prices of a large portfolio of financial entities and $V$ their instantaneous stochastic volatilities. The event of $X^i$ being below a certain threshold, or barrier, $B$ models the default of that entity. Therefore, estimating marginal distributions of $X^i$ conditional on the market factors is important for the valuation and risk management of basket credit derivatives.

A simplified version of $X$ in (1.1) with constant $\sigma$ has been considered in [1], where an SPDE for the empirical measure in the large pool limit is derived and used to compute tranche spreads of collateralised debt obligations, extended to jump-diffusions in [2]. The multilevel estimation of conditional expectations using the SDE system is analysed in [3], and a multilevel scheme for the SPDE in [4].

The large pool limit under stochastic volatilities is studied in [5]. Computationally, this presents extra difficulties partly because of the extra dimension of the conditional expectations, but also because empirical data demonstrate a fast timescale in the volatility component (see [7, 8, 9]), which makes accurate simulation substantially more time consuming. Motivated by the earlier work above on ergodic limits in the context of derivative pricing (and hence parabolic PDEs), [10] derive convergence in distribution of the conditional law of $X$ as $\epsilon \to 0$, leading to an SDE with coefficients averaged over the ergodic measure of the fast volatility process.

In this paper, we first present in Section 2 the simulation schemes used, including the standard Euler-Maruyama scheme and an improved scheme which exploits exact integration of the fast process. We then investigate in Section 3 a number of approximations to the $X$ process where the coefficients depending on $V$ are replaced by certain ergodic averages, and give an application to credit derivatives in Section 4. Moreover, we compute novel correction terms, heuristically motivated by a central limit theorem-type argument, which are shown to give significantly improved results, across all scenarios considered.

For simplicity, we will restrict ourselves to the case of constant $g = \sqrt{2\xi}$, i.e., an Ornstein-Uhlenbeck (O–U) process $V$, and $X_0 = 0$ and $Y^i_0 = y_0$ deterministic for all $i$. In that case, if we introduce a process $Z$ as the (strong) solution to

$$
\frac{dZ_t}{\epsilon} = -k_{\epsilon}Z_t dt + \frac{\xi \sqrt{2}}{\sqrt{\epsilon}} \rho_y dW^y_t, \quad Z_0 = 0,
$$

then $(X, Y)$ with $Y := V - Z$ satisfies, for $1 \leq i \leq N_f$,

$$
\begin{align*}
\frac{dX^i_t}{\epsilon} &= \mu(Y^i_t + Z_t) dt + \sigma(Y^i_t + Z_t) \left( \rho_x dW^x_t + \sqrt{1 - \rho_x^2} dW^{y,i}_t \right), \quad X^0_0 = 0, \\
\frac{dY^i_t}{\epsilon} &= -\frac{k}{\epsilon} Y^i_t dt + \frac{\xi \sqrt{2}}{\sqrt{\epsilon}} \sqrt{1 - \rho_y^2} dW^{y,i}_t, \quad Y^i_0 = y_0.
\end{align*}
$$

Consider now the 2-dimensional empirical measure

$$
\nu_{N_f,t} = \frac{1}{N_f} \sum_{i=1}^{N_f} \delta_{X^i_t, Y^i_t}.
$$

Using exchangeability, [6] prove the existence of a limit measure

$$
\nu_t = \lim_{N_f \to \infty} \nu_{N_f,t},
$$

where the weak limit exists almost surely in $\mathbb{P}$, when $\mu = r - \sigma^2/2$ for constant $r$ and continuous bounded $\sigma$. This follows [1] for the one-dimensional case of constant volatility, and [4] for stochastic volatility of Cox–Ingersoll–Ross type.
Moreover, for any Borel set $A$, we have in the set-ups of [1, 11, 5, 6] that
\[ \nu_t(A) = \mathbb{P}\left((X^1_t, Y^1_t) \in A \mid \mathcal{F}^{x,y}_t\right), \] (1.6)
where $(\mathcal{F}^{x,y}_t)_{t \geq 0}$ is here taken to be the filtration generated by the market Brownian drivers $W^x$ and $W^y$. Hence, the limit measure can be regarded as the behaviour of a single firm given the market drivers are known.

We expect these results to hold for general $\mu$ above also, but do not provide a proof for this as it is not the focus of this paper.

2 Simulation schemes for the fast O–U process

Here, we first give the standard Euler–Maruyama scheme for the fast O–U processes and then give an alternative discretisation based on the closed-from expression for the O–U processes,

\[ Y^{i}_t = y_0 e^{-\frac{k}{\epsilon} t} + \frac{\xi \sqrt{2}}{\sqrt{\epsilon}} \sqrt{1 - \rho^2_y} \int_0^t e^{-\frac{k}{\epsilon} (t-s)} dW^y_{s}, \] (2.1)

\[ Z_t = \frac{\xi \sqrt{2}}{\sqrt{\epsilon}} \rho_y \int_0^t e^{-\frac{k}{\epsilon} (t-s)} dW^y_{s}. \]

For the Euler–Maruyama scheme, we use a time mesh with timestep $\epsilon \delta t$, for some $\delta t > 0$ independent of $\epsilon$. The discrete-time approximation of $(Z_t)$ is thus generated by

\[ \hat{Z}_n = \hat{Z}_{n-1} - k \delta t \hat{Z}_{n-1} + \frac{\xi \sqrt{2}}{\sqrt{\epsilon}} \rho_y (W^y_{i_n} - W^y_{i_{n-1}}), \quad n = 1, 2, \ldots, \quad \hat{Z}_0 = 0, \] (2.2)

where $t_n = n \delta t \epsilon$, and similar for $Y$.

The strong error is of order 1 in $\delta t$ as the diffusion coefficient is constant and the Euler–Maruyama scheme coincides with the Milstein scheme. By choosing the time step proportionally to $\epsilon$, we found empirically that the error is asymptotically independent of $\epsilon$, but the cost increases proportionally to $\epsilon^{-1}$.

In our second scheme, we use the closed-form expressions of $Y^{i}$ and $Z$. From (2.1)

\[ Y^{i}_n \sim \mathcal{N} \left( y_0 e^{-\frac{k}{\epsilon} t_n} + \frac{\xi \sqrt{2}}{k} (1 - \rho^2_y) \left(1 - e^{-\frac{2k}{\epsilon} t_n}\right), \frac{\xi^2 \sqrt{2}}{k} (1 - \rho^2_y) \right), \] (2.3)

and

\[ Z_n \sim \mathcal{N} \left( 0, \frac{\xi^2 \rho^2_y}{k} \left(1 - e^{-\frac{2k}{\epsilon} t_n}\right) \right) \rightarrow \mathcal{N} \left( 0, \frac{\xi^2 \rho^2_y}{k} \right). \] (2.4)

Furthermore, the processes are independent across time in the limit $\epsilon \to 0$ since they decorrelate exponentially fast on the time scale $\epsilon$ (see [4]).

For a fixed time horizon $T > 0$, consider now a uniform grid $t_n = n \delta t, n \in \{0, 1, \ldots, N\}$, where $T = N \delta t$. The discrete-time approximation processes are thus

\[ y^{i}_{t_n} = y_0 e^{-\frac{k}{\epsilon} t_n} + \frac{\xi \sqrt{2}}{\sqrt{\epsilon}} \sqrt{1 - \rho^2_y} \sum_{j=1}^{N} e^{-\frac{k}{\epsilon} (t_n-t_{j-1})} (W^{y,i}_{t_j} - W^{y,i}_{t_{j-1}}) \]

\[ = e^{-\frac{k}{\epsilon} \delta t} \left( y^{i}_{t_{n-1}} + \frac{\xi \sqrt{2}}{\sqrt{\epsilon}} \sqrt{1 - \rho^2_y} (W^{y,i}_{t_n} - W^{y,i}_{t_{n-1}}) \right), \quad y^{i}_0 = y_0, \] (2.5)
and
\[
\begin{align*}
z_{tn} &= \frac{\xi \sqrt{2}}{\sqrt{\epsilon}} \rho_y \sum_{j=1}^{N} e^{-\frac{\xi}{\sqrt{\epsilon}} (t_n - t_{j-1})} \left( W_{t_j}^y - W_{t_{j-1}}^y \right) \\
&= e^{-\frac{\xi}{\sqrt{\epsilon}} \delta t} \left( z_{t_{n-1}} + \frac{\xi \sqrt{2}}{\sqrt{\epsilon}} \rho_y \left( W_{t_n}^y - W_{t_{n-1}}^y \right) \right), \quad z_0 = 0.
\end{align*}
\]

Finally, the approximated log-asset price processes are
\[
\begin{align*}
x_{i t_n} &= x_{i t_{n-1}} + \mu(y_{i t_{n-1}} + z_{t_{n-1}}) \delta t + \sigma(y_{i t_{n-1}} + z_{t_{n-1}}) \left( \rho_x \left( W_{t_n}^x - W_{t_{n-1}}^x \right) \\
&\quad+ \sqrt{1 - \rho_x^2} \left( W_{t_n}^{x,i} - W_{t_{n-1}}^{x,i} \right) \right), \quad x_{i 0} = 0.
\end{align*}
\]

We found in experiments that if we discretize the formulae (2.1) instead of the SDEs, this yields a lower time-discretization error. We will therefore use the schemes (2.5) to (2.8) for the numerical tests in the subsequent sections.

3 Pathwise conditional CDF

In this section, we give approximations to the loss function \( L_T = \mathbb{P} \left( X_T^1 \leq B \mid \mathcal{F}_T^{x,y} \right) \), i.e. the CDF of \( X_T^1 \) conditional on the market factors \( W^x \) and \( W^y \), using ergodic averages of coefficients and a correction term from a central limit theorem.

3.1 Conditional CDF and Monte Carlo estimators

Let \( B \in \mathbb{R} \) and consider the loss function at time \( T \) for a default level \( B \),
\[
L_{N_f,T} = \frac{1}{N_f} \sum_{i=1}^{N_f} \mathbb{1}_{X_T^1 \leq B},
\]

i.e., the proportion of companies that are in default at time \( T \). Since \( \{ \mathbb{1}_{X_T^1 \leq B} : 1 \leq i \leq N_f \} \) are conditionally (on \( \mathcal{F}_T^{x,y} \)) independent and identically distributed random variables, Birkhoff’s Ergodic Theorem (see [13, Section V.3]) implies that the limiting loss function can be regarded as the marginal CDF, i.e.,
\[
L_T = \lim_{N_f \to \infty} L_{N_f,T} = \mathbb{P} \left( X_T^1 \leq B \mid \mathcal{F}_T^{x,y} \right).
\]

We use a conditional Monte Carlo technique to estimate the marginal CDF. Denote by \( \mathcal{F}_T^{x,y,y_1} \) the filtration generated by the Brownian motions \( W^x, W^y, W^{y,1} \). Then
\[
\mathbb{P} \left( X_T^1 \leq B \mid \mathcal{F}_T^{x,y} \right) = \mathbb{E} \left[ \mathbb{E} \left[ \mathbb{1}_{X_T^1 \leq B} \mid \mathcal{F}_T^{x,y,y_1} \right] \mid \mathcal{F}_T^{x,y} \right] = \mathbb{E} \left[ \mathbb{P} \left( X_T^1 \leq B \mid \mathcal{F}_T^{x,y,y_1} \right) \right].
\]

Conditional on the \( \sigma \)-algebra \( \mathcal{F}_T^{x,y,y_1} \), noting \( W^{x,1} \) independent of \( W^{y,1} \) and \( W^y \),
\[
\int_0^T \sigma(Y_t^1 + Z_t) \, dW_t^{x,1} \overset{\text{law}}{=} \sqrt{\int_0^T \sigma^2(Y_t^1 + Z_t) \, dt} \, W_1,
\]

\[
(3.4)
\]
where $W_1$ is a standard normal random variable. Hence, we deduce from (1.3) that

\[
P\left(X_T^1 \leq B \mid \mathcal{F}_T^{x,y|y_1}\right) = \Phi \left( \frac{B - \int_0^T \mu(Y_t^1 + Z_t) dt - \rho_x \int_0^T \sigma(Y_t^1 + Z_t) dW_t^x}{\sqrt{(1 - \rho_x^2) \int_0^T \sigma^2(Y_t^1 + Z_t) dt}} \right), \tag{3.5}
\]

where $\Phi$ is the standard normal CDF. Using the discretizations from (2.5) and (2.7),

\[
P\left(X_T^1 \leq B \mid \mathcal{F}_T^{x,y|y_1}\right) \approx \Phi \left( \frac{B - \delta t \sum_{n=0}^{N-1} \mu(y_{tn}^1 + z_{tn}) - \rho_x \sum_{n=0}^{N-1} \sigma(y_{tn}^1 + z_{tn}) \left(W_{tn+1}^x - W_{tn}^x\right)}{\sqrt{(1 - \rho_x^2) \delta t \sum_{n=0}^{N-1} \sigma^2(y_{tn}^1 + z_{tn})}} \right). \tag{3.6}
\]

The marginal CDF, i.e., the outer expectation in (3.3), is estimated by a Monte Carlo average over a sufficiently large number of samples of $W^y$.

As an aside, we can estimate the marginal density (in $Y$)-average.

### 3.2 Ergodic averages

We will define approximations to the process by averaging SDE coefficients over the ergodic distribution of the O–U process,

\[
\langle f \rangle_Y = \int_{-\infty}^{\infty} f(y) \phi_Y(y) dy, \tag{3.8}
\]

where $\phi_Y$ is the centered normal density with variance $\xi^2(1 - \rho_x^2)/k$.

**Linear $Y$-average.** We first approximate the marginal CDF (in $x$) by using an ergodic $Y^1$ average (abbreviated $\text{erg}_1 Y$) over its stationary distribution, namely

\[
\int_0^T \sigma(Y_t^1 + Z_t) dW_t^x \approx \int_0^T \langle \sigma(\cdot + Z_t) \rangle_Y dW_t^x, \tag{3.9}
\]

which matches the first conditional (on $\mathcal{F}_T^{x,y}$) moment of the stochastic integral in the limit $\epsilon \to 0$. Hence, we obtain

\[
P\left(X_T^1 \leq B \mid \mathcal{F}_T^{x,y}\right) \approx \Phi \left( \frac{B - \int_0^T \langle \mu(\cdot + Z_t) \rangle_Y dt - \rho_x \int_0^T \langle \sigma(\cdot + Z_t) \rangle_Y dW_t^x}{\sqrt{(1 - \rho_x^2) \int_0^T \langle \sigma^2(\cdot + Z_t) \rangle_Y dt}} \right)
\approx \Phi \left( \frac{B - \delta t \sum_{n=0}^{N-1} \langle \mu(\cdot + z_{tn}) \rangle_Y - \rho_x \delta t \sum_{n=0}^{N-1} \langle \sigma(\cdot + z_{tn}) \rangle_Y \left(W_{tn+1}^x - W_{tn}^x\right)}{\sqrt{(1 - \rho_x^2) \delta t \sum_{n=0}^{N-1} \langle \sigma^2(\cdot + z_{tn}) \rangle_Y}} \right). \tag{3.10}
\]

**Quadratic $Y$-average.** Alternatively, we will use a quadratic ergodic $Y^1$ average (abbreviated $\text{erg}_2 Y$), namely

\[
\int_0^T \sigma(Y_t^1 + Z_t) dW_t^x \approx \int_0^T \langle \sigma^2(\cdot + Z_t) \rangle^1_Y dW_t^x, \tag{3.11}
\]

which matches the first and second unconditional moments of the stochastic integral in the limit $\epsilon \to 0$, to obtain

\[
P\left(X_T^1 \leq B \mid \mathcal{F}_T^{x,y}\right) \approx \Phi \left( \frac{B - \int_0^T \langle \mu(\cdot + Z_t) \rangle_Y dt - \rho_x \int_0^T \langle \sigma^2(\cdot + Z_t) \rangle^1_Y dW_t^x}{\sqrt{(1 - \rho_x^2) \int_0^T \langle \sigma^2(\cdot + Z_t) \rangle_Y dt}} \right)
\]
\[ \approx \Phi \left( \frac{B - \delta t \sum_{n=0}^{N-1} \langle \mu(\cdot + z_{tn}) \rangle_Y - \rho_x \sum_{n=0}^{N-1} \langle \sigma^2(\cdot + z_{tn}) \rangle_Y \frac{1}{2} \left( W_{tn+1}^x - W_{tn}^x \right)}{\sqrt{1 - \rho^2_x} \delta t \sum_{n=0}^{N-1} \langle \sigma^2(\cdot + z_{tn}) \rangle_Y} \right). \] (3.12)

Linear Y and Z-average. Third, we approximate the marginal CDF by using an ergodic \( Y^1 \) and \( Z \) average (abbreviated \( erg \_YZ \)) over their stationary distribution,

\[ \tilde{f} = \langle f(\cdot + Z) \rangle_Y Z = \langle f \rangle_{Y+Z} = \int_{-\infty}^{\infty} f(y) \phi_{Y+Z}(y) dy, \] (3.13)

where \( \phi_{Y+Z} \) is the centered normal density with variance \( \xi^2/k \). Hence, we obtain

\[ P \left( X_T^1 \leq B \mid \mathcal{F}_T^{x,y} \right) \approx \Phi \left( \frac{B - \tilde{\mu}T - \rho_x \tilde{\sigma} W_T^z}{\sqrt{1 - \rho^2_x} \tilde{\sigma}^2 T} \right). \] (3.14)

Quadratic Y and Z-average. Alternatively, we will use a quadratic ergodic \( Y^1 \) and \( Z \) average (abbreviated \( erg_2 YZ \)) in the stochastic integral to obtain

\[ P \left( X_T^1 \leq B \mid \mathcal{F}_T^{x,y} \right) \approx \Phi \left( \frac{B - \tilde{\mu}T - \rho_x \tilde{\sigma}^2 W_T^z}{\sqrt{1 - \rho^2_x} \tilde{\sigma}^2 T} \right). \] (3.15)

3.3 Approximation of marginal CDF by a CLT-type argument

Here, we introduce an approximation to the marginal CDF in \( Y^1 \) (abbreviated \( app Y \)), and hence to the limiting loss function, by adding a correction term from a central limit theorem (CLT). We note that, as \( \epsilon \to 0 \), the process \( (Y_t^1)_{0 \leq t \leq T} \) decorrelates exponentially fast, on the time scale \( \epsilon \).

Arguing informally with the central limit theorem under strong mixing (see, e.g., [14, Theorem 27.5]), we approximate for small \( \epsilon \), conditional on \( \mathcal{F}_T^{x,y} \),

\[ \frac{\int_0^T \sigma(Y_t^1 + Z_t) dW_t^x - \int_0^T \langle \sigma(\cdot + Z_t) \rangle_Y dW_t^x}{\sqrt{\int_0^T \left( \langle \sigma^2(\cdot + Z_t) \rangle_Y - \langle \sigma(\cdot + Z_t) \rangle_Y^2 \right) dt}} \overset{law}{\approx} W_1, \] (3.16)

where \( W_1 \) is a standard normal random variable. Similarly, for small \( \epsilon \) and conditional on \( \mathcal{F}_T^{x,y} \), we use

\[ \int_0^T f(Y_t^1 + Z_t) dt \overset{law}{\approx} \int_0^T \langle f(\cdot + Z_t) \rangle_Y dt. \] (3.17)

Note that, for any \( c_0, c_1 \in \mathbb{R} \),

\[ \mathbb{E} \left[ \Phi(c_0 - c_1 W_1) \right] = \Phi \left( \frac{c_0}{\sqrt{1 + c_1^2}} \right). \] (3.18)

Combining (3.3), (3.5) and (3.16)–(3.18) yields

\[ \approx \Phi \left( \frac{B - \delta t \sum_{n=0}^{N-1} \langle \mu(\cdot + z_{tn}) \rangle_Y - \rho_x \sum_{n=0}^{N-1} \langle \sigma(\cdot + z_{tn}) \rangle_Y \left( W_{tn+1}^x - W_{tn}^x \right)}{\sqrt{\delta t \sum_{n=0}^{N-1} \langle \sigma^2(\cdot + z_{tn}) \rangle_Y - \rho_x^2 \delta t \sum_{n=0}^{N-1} \langle \sigma(\cdot + z_{tn}) \rangle_Y^2}} \right). \] (3.19)
3.4 Exponential Ornstein–Uhlenbeck model

Henceforth, we consider an exponential Ornstein–Uhlenbeck stochastic volatility model for the dynamics of the asset price processes. The drift coefficient is \( \mu(y) = -\frac{1}{2} \sigma^2(y) \), whereas the diffusion coefficient is \( \sigma(y) = me^y \), see [15]. We do not have a closed-form formula for the conditional CDF is not available under this model.

We substitute the specific coefficients into the above formulae for the conditional CDF and use moment generating functions. From (3.6), we find an estimate for the conditional CDF marginal (in \( x \)) CDF,

\[
\mathbb{P} \left( X_T^1 \leq B \mid \mathcal{F}_T^{x,y_1} \right) \approx \Phi \left( \frac{B m^{-1} + \frac{1}{2} m \delta t \sum_{n=0}^{N-1} e^{2y_{tn} + \frac{1}{2} \delta t}}{\sqrt{(1 - \rho_x^2) \delta t \sum_{n=0}^{N-1} e^{2y_{tn} + \frac{1}{2} \delta t}}} - \rho_x \frac{\sum_{n=0}^{N-1} e^{y_{tn} + \frac{1}{2} \delta t} (W_{tn+1}^x - W_{tn}^x)}{\sqrt{\delta t \sum_{n=0}^{N-1} e^{2y_{tn} + \frac{1}{2} \delta t}}} \right). \tag{3.20}
\]

From (3.19), we find an estimate for the approximate conditional CDF,

\[
\mathbb{P} \left( X_T^1 \leq B \mid \mathcal{F}_T^{x,y} \right) \approx \Phi \left( \frac{B m^{-1} e^{-\frac{1}{2} \lambda^2 (1-\rho_x^2)} + \frac{1}{2} m e^{\frac{1}{2} \lambda^2 (1-\rho_x^2)} \delta t \sum_{n=0}^{N-1} e^{2z_{tn}}} {\sqrt{(1 - \rho_x^2) \delta t \sum_{n=0}^{N-1} e^{2z_{tn}}} - \rho_x \frac{\sum_{n=0}^{N-1} e^{z_{tn} - \frac{1}{2} \delta t} (W_{tn+1}^x - W_{tn}^x)}{\sqrt{\delta t \sum_{n=0}^{N-1} e^{2z_{tn}}} \}} \right). \tag{3.21}
\]

**Y-averages.** From (3.10) and (3.12), we find an estimate for the conditional CDF with the (linear and quadratic) ergodic \( Y^1 \) average,

\[
\mathbb{P} \left( X_T^1 \leq B \mid \mathcal{F}_T^{x,y} \right) \approx \Phi \left( \frac{B m^{-1} e^{-\frac{1}{2} \lambda^2 (1-\rho_x^2)} + \frac{1}{2} m e^{\frac{1}{2} \lambda^2 (1-\rho_x^2)} \delta t \sum_{n=0}^{N-1} e^{2z_{tn}}} {\sqrt{(1 - \rho_x^2) \delta t \sum_{n=0}^{N-1} e^{2z_{tn}}} - \rho_x \frac{e^{-\frac{1}{2} \lambda^2 (1-\rho_x^2)} \sum_{n=0}^{N-1} e^{z_{tn} - \frac{1}{2} \delta t} (W_{tn+1}^x - W_{tn}^x)}{\sqrt{\delta t \sum_{n=0}^{N-1} e^{2z_{tn}}} \}} \right), \tag{3.22}
\]

where \( \lambda = 0 \) for the quadratic average and \( \lambda = 1 \) for the linear average.

**Y and Z-averages.** Finally, from (3.14) and (3.15), we find an estimate for the marginal CDF with the (linear or quadratic) ergodic \( Y^1 \) and \( Z \) average,

\[
\mathbb{P} \left( X_T^1 \leq B \mid \mathcal{F}_T^{x,y} \right) \approx \Phi \left( \frac{B m^{-1} e^{-\frac{1}{2} \lambda^2 T} + \frac{1}{2} m e^{\frac{1}{2} \lambda^2 T} - \rho_x \frac{e^{-\frac{1}{2} \lambda^2 T} W_T^x}{\sqrt{1 - \rho_x^2} \sqrt{T}}} {\sqrt{(1 - \rho_x^2) T} - \sqrt{1 - \rho_x^2} \sqrt{T} \}} \right). \tag{3.23}
\]

The formulae (3.20)–(3.23) indicate that the approximation errors as well as the difference between the approximations will increase with \( |\rho_x| \).
3.5 Pathwise numerical tests

A motivation for considering pathwise tests of the different approximations is the filtering interpretation of the equations.

We fix the time horizon \( T = 1 \) and the default level \( B = -0.1 \), and assign the following values to the underlying model parameters:

\[
y_0 = 0.2, \ m = 0.1, \ k = 1.0, \ \xi = 0.26, \ \rho_x = 0.9, \ \rho_y = 0.5, \ \rho_{xy} = -0.6; \quad (3.24)
\]

we vary \( \epsilon \). We refer to [7, 9] for data that suggest a mean-reversion time of a few days for the S&P500.

To produce the results in Table 1, we fixed the paths for \((W^x, W^y)\), generated by standard sampling of i.i.d. normal increments, and then produced \(4 \cdot 10^5\) samples of \(W^y,1\) to estimate the outer expectation in (3.3), using the time stepping approximation (3.6). The number of samples was chosen such that the relative statistical error, estimated as the corrected sample standard deviation of the estimator divided by the value itself, was below 0.15%.

Our tests with different \( \epsilon \) suggest that the number of time steps should scale with \( \epsilon^{-1} \) for uniform accuracy. More specifically, for a fraction \( \epsilon \) of a year, 40 time steps were required for a sufficiently small time-discretization error that matches the statistical error.

The computations were carried out in MATLAB R2016b on a laptop with the following specifications: Intel(R) Core(TM) i7-6700HQ CPU 2.60GHz, 8GB RAM, running Windows 10 (64 bit). The computations below took several hours to compute the ‘true’ loss, which is why we considered only three ‘outer’ sample paths. The computation time for the various approximations was negligible as no inner sampling was required. This gain in efficiency is a major motivation for the approximations studied in this paper.

The results are presented in Table 1 and Figure 1.

The approximate conditional CDF (appY), derived from Lyapunov’s central limit theorem, provides a good fit to the true conditional CDF for small \( \epsilon \) across all samples. Figure 1 allows a comparison of this error to an asymptotic behaviour of order \( \epsilon^{1/2} \), however, due to the irregular behaviour of the individual path realisations, no definitive conclusions are possible.

For linear averaging of the volatility function in \( Y^1 \), erg1Y \( \approx \), which gives the correct conditional (on \( W^x, W^y \)) expectation of \( X^1 \) for \( \epsilon \rightarrow 0 \), the error broadly decreases for decreasing \( \epsilon \) but is significantly larger than in the CLT-based approximation. A similar behaviour is observed for quadratic averaging erg2Y, which gives the correct asymptotic second unconditional moment of \( X^1 \).

The approximations based on full (\( Y \) and \( Z \)) linear and quadratic averages, erg1YZ and erg2YZ, respectively, are independent of \( \epsilon \). It is seen from the last columns of Table 1 that they give a poor approximation to the true loss and are therefore not included in Figure 1 for clarity.

The latter observations are in line with [10, Theorem 2.4] who derive a limiting particle system for \( \epsilon \rightarrow 0 \) in which the averaged squared volatility and a modified correlation coefficient appear. In the SPDE for the limit empirical measure, this is replaced by a linear average and a yet different correlation coefficient. As per [10, Corollary 2.8], this indicates that except for \( \rho_y = 0 \), convergence is generally only observed in a distributional sense and not strongly.

4 Weak approximation of loss function

In this section, we give an application to basket credit derivatives and analyse numerically the accuracy of the approximations.
in credit derivatives, e.g., in single tranche CDOs [1, 4].

Let \( W \) be the Brownian motion. Let \( \eta \) decompose the Brownian motion \( W \). Here, we approximate the call price using the approximate marginal CDF from (3.19). We can compute the call price via (3.20) by estimating the limiting loss function at time \( T \) and for three realisations.

### Table 1: The marginal CDF (limiting loss function), its approximations and the corresponding relative errors (RE) for different values of \( \epsilon \) and for three realisations. The number of time steps is \( N = 4 \cdot 10^5 \) and the relative statistical error is 0.15%.

| \( \epsilon \) | Loss | \( \text{appY RE(\%)} \) | \( \text{ergY RE(\%)} \) | \( \text{ergY RE(\%)} \) | \( \text{ergYZ RE(\%)} \) | \( \text{ergYZ RE(\%)} \) |
|---|---|---|---|---|---|---|
| \( 10^0 \) | 0.49715 | 0.42303 | 14.91 | 0.41542 | 16.44 | 0.43350 | 12.80 | 0.51886 | 4.37 | 0.54713 | 10.05 |
| \( 10^{-1} \) | 0.53123 | 0.54974 | 3.48 | 0.55471 | 4.42 | 0.57538 | 8.31 | 0.51886 | 2.33 | 0.54713 | 2.99 |
| \( 10^{-2} \) | 0.67626 | 0.67967 | 0.50 | 0.69624 | 2.95 | 0.71826 | 6.21 | 0.51886 | 23.27 | 0.54713 | 19.09 |
| \( 10^{-3} \) | 0.58330 | 0.58041 | 0.50 | 0.58835 | 0.87 | 0.61049 | 4.66 | 0.51886 | 11.05 | 0.54713 | 6.20 |
| \( 10^{-4} \) | 0.47947 | 0.48005 | 0.12 | 0.47805 | 0.30 | 0.49815 | 3.90 | 0.51886 | 8.22 | 0.54713 | 14.11 |

We can compute the call price via (3.20) by estimating the limiting loss function at time \( T \) by Monte Carlo sampling of \( W^y \), and then the outer expectation in (4.1) by sampling of \( W^x \) and \( W^y \) (abbreviated \( \text{limCall} \)). Alternatively, for a large number of firms, we can approximate the call price by

\[
C_{N, a} = \mathbb{E} \left[ (L_{N, T} - a)^+ \right]
\]

and then estimate the expectation by a Monte Carlo average over discrete trajectories of \( W^x, W^y, W^{x,1}, \ldots, W^{x,N}, W^{y,1}, \ldots, W^{y,N} \) (abbreviated \( \text{firmsCall} \)). The latter method does not require that we simulate an inner expectation, which can be very expensive, but we lose the smoothness in the loss function.

### 4.1 Call price approximation by conditional CLT argument

Here, we approximate the call price using the approximate marginal CDF from (3.19). We can decompose the Brownian motion \( W^x \) as \( W^x = \rho_{xy} W^y + \sqrt{1 - \rho_{xy}^2} \tilde{W}^x \), where \( W^y \) and \( \tilde{W}^x \) are independent Brownian motions. Let \( \mathcal{F}^y \) be the filtration generated by the market Brownian driver \( W^y \). Conditional on the \( \sigma \)-algebra \( \mathcal{F}^y_T \),

\[
\int_0^T \langle \sigma(\cdot + Z_t) \rangle_Y d\tilde{W}_t^x \overset{\text{law}}{=} \sqrt{\int_0^T \langle \sigma(\cdot + Z_t) \rangle_Y^2 dt} dW_1,
\]
Figure 1: Double logarithmic plot of the relative errors (RE) of three approximations to the marginal CDF, for three realisations of \((W^x, W^y)\). Shown are the errors of the CLT approximation, app\(Y\) (circles), and the linear and quadratic \(Y\)-averages, erg\(1Y\) (crosses) and erg\(2Y\) (squares), respectively, for three sample paths.

where \(W_1\) is a standard normal random variable. Hence, the approximate conditional (on \(\mathcal{F}^y_T\)) law of the limiting loss function at time \(T\) is that of \(\Phi(c_{Y,0} - c_{Y,1}W_1)\), where

\[
c_{Y,0} = \frac{B - \int_0^T \langle \mu(\cdot + Z_t) \rangle_Y dt - \rho_x \rho_{xy} \int_0^T \langle \sigma(\cdot + Z_t) \rangle_Y dW^y_t}{\sqrt{\int_0^T \langle \sigma^2(\cdot + Z_t) \rangle_Y dt - \rho_x^2 \int_0^T \langle \sigma(\cdot + Z_t) \rangle_Y^2 dt}} ,
\]

(4.2)

\[
c_{Y,1} = \rho_x \sqrt{1 - \rho_{xy}^2} \left[ \frac{\int_0^T \langle \sigma(\cdot + Z_t) \rangle_Y^2 dt}{\int_0^T \langle \sigma^2(\cdot + Z_t) \rangle_Y dt - \rho_x^2 \int_0^T \langle \sigma(\cdot + Z_t) \rangle_Y^2 dt} \right] .
\]

(4.3)

Using a conditioning technique, we can express the call price as

\[
C_a = \mathbb{E} \left[ \mathbb{E} \left[ (L_T - a)^+ | \mathcal{F}^y_T \right] \right] .
\]

(4.4)

Upon noticing that \(c_{Y,1} > 0\), we can compute the inner expectation

\[
\mathbb{E} \left[ (L_T - a)^+ | \mathcal{F}^y_T \right] \approx \mathbb{E} \left[ \left( \Phi(c_{Y,0} - c_{Y,1}W_1) - a \right)^+ | \mathcal{F}^y_T \right] \\
= \int_{-\infty}^{w_0} \left( \Phi(c_{Y,0} - c_{Y,1}w) - \Phi(\Phi^{-1}(a)) \right) \phi(w) dw \\
= \int_{-\infty}^{w_0} \Phi(c_{Y,0} - c_{Y,1}w) \phi(w) dw - a\Phi(w_0),
\]

(4.5)

with \(\phi\) the standard normal PDF and \(w_0 = \frac{c_{Y,0} - \Phi^{-1}(a)}{c_{Y,1}}\). By [16], formula (10,010.1),

\[
\int_{-\infty}^{w_0} \Phi(c_{Y,0} - c_{Y,1}w) \phi(w) dw = \text{BvN} \left( \frac{c_{Y,0}}{\sqrt{1 + c_{Y,1}^2}}, w_0; \frac{c_{Y,1}}{\sqrt{1 + c_{Y,1}^2}} \right) ,
\]

(4.6)
where the bivariate normal CDF is
\[
\text{BvN}(h, k; \rho) = \frac{1}{2\pi\sqrt{1-\rho^2}} \int_{-\infty}^{h} \int_{-\infty}^{k} \exp\left(-\frac{x^2 - 2\rho xy + y^2}{2(1-\rho^2)}\right) dx \, dy.
\] (4.7)

Combining (4.3)–(4.6) yields
\[
\mathbb{E}[(L_T - a)^+ | F_t^y] \approx \text{BvN}\left(\frac{c_{Y,0}}{1 + c_{Y,1}^2}, \frac{c_{Y,0} - \Phi^{-1}(a)}{c_{Y,1}}; \frac{c_{Y,3}}{\sqrt{1 + c_{Y,3}^2}}\right) - a\Phi\left(\frac{c_{Y,0} - \Phi^{-1}(a)}{c_{Y,1}}\right).
\] (4.9)

Finally, we discretize the two coefficients, i.e., \(c_{Y,0} \approx \tilde{c}_{Y,0}\) and \(c_{Y,1} \approx \tilde{c}_{Y,1}\), where
\[
\tilde{c}_{Y,0} = \frac{B m^{-1} e^{-\frac{\rho^2}{2}(1-\rho_y^2)}}{\sqrt{1-\rho_x^2}} \mathcal{I} \sum_{n=0}^{N-1} e^{2z_n \delta t}, \quad \mathcal{M} = \sum_{n=0}^{N-1} e^{z_n} (W^y_{t+n+1} - W^y_{t+n}),
\] (4.10)

and estimate the outer expectation in (4.4) by Monte Carlo sampling of \(W^y\).

### 4.2 Call price approximation by ergodic averages

**Y-averages.** First, we approximate the call price by employing a linear or quadratic ergodic \(Y^1\) average. Recall from (3.10) and (3.12) that
\[
L_T \approx \Phi\left(\frac{B - \int_0^T \langle \mu(. + Z_t) \rangle Y \, dt - \rho_x \int_0^T \langle \sigma^2(. + Z_t)^T \rho_{xy} \rangle Y \, dW^y_t}{\sqrt{(1-\rho_x^2) \int_0^T \langle \sigma^2(. + Z_t) \rangle Y \, dt}}\right).
\] (4.11)

Proceeding as before, we deduce that
\[
\mathbb{E}[(L_T - a)^+ | F_t^y] \approx \text{BvN}\left(\frac{c_{Y,0}}{\sqrt{1 + c_{Y,1}^2}}; \frac{c_{Y,2} - \Phi^{-1}(a)}{c_{Y,1}}; \frac{c_{Y,3}}{\sqrt{1 + c_{Y,3}^2}}\right) - a\Phi\left(\frac{c_{Y,0} - \Phi^{-1}(a)}{c_{Y,1}}\right),
\] (4.12)

where
\[
c_{Y,2} = \frac{B - \int_0^T \langle \mu(. + Z_t) \rangle Y \, dt - \rho_x \rho_{xy} \int_0^T \langle \sigma^2(. + Z_t)^T \rho_{xy} \rangle Y \, dW^y_t}{\sqrt{(1-\rho_x^2) \int_0^T \langle \sigma^2(. + Z_t) \rangle Y \, dt}},
\] (4.13)

\[
c_{Y,3} = \frac{\rho_x \sqrt{1-\rho_{xy}^2} \int_0^T \langle \sigma^2(. + Z_t)^T \rho_{xy} \rangle Y \, dt}{\sqrt{(1-\rho_x^2) \int_0^T \langle \sigma^2(. + Z_t) \rangle Y \, dt}}.
\] (4.14)
As before, we discretize the two coefficients, i.e., \( c_{Y,2} \approx \bar{c}_{Y,2} \) and \( c_{Y,3} \approx \bar{c}_{Y,3} \), where

\[
\bar{c}_{Y,2} = \frac{Bm^{-1}e^{-\frac{T}{2}(1-\rho_x^2)} + \frac{1}{2}me^{\frac{T}{2}(1-\rho_x^2)}\mathcal{I} - \rho_x \rho_{xy} e^{-\frac{T}{2}(1-\rho_y^2)}\mathcal{M}}{\sqrt{1-\rho_x^2}\delta t \sum_{n=0}^{N-1} e^{2\zeta_n}},
\]

\[
\bar{c}_{Y,3} = \frac{\rho_x \sqrt{1-\rho_{xy}^2} e^{-\frac{\lambda Z}{2}\left(1-\rho_y^2\right)}}{\sqrt{1-\rho_x^2}},
\]

and estimate the outer expectation in (4.4) by a sample average over \( W^y \).

**Y and Z-averages.** Last, we approximate the call price by linear and quadratic ergodic \( Y \) and \( Z \) averages. Using (3.14) and (3.15), we can deduce in a similar fashion

\[
Ca \approx \text{BvN} \left( \frac{c_0}{\sqrt{1+c_1^2}}, \frac{c_0 - \Phi^{-1}(a)}{c_1}; \frac{c_1}{\sqrt{1+c_1^2}} \right) - a\bar{\Phi} \left( \frac{c_0 - \Phi^{-1}(a)}{c_1} \right),
\]

where

\[
c_0 = \frac{Bm^{-1}e^{-\frac{T}{2}} + \frac{1}{2}me^{\frac{T}{2}} T}{\sqrt{1-\rho_x^2}T}, \quad c_1 = \frac{\rho_x}{\sqrt{1-\rho_x^2}e^{-\lambda Z^2}}.
\]

### 4.3 Expected loss

In the special case of a linear payoff (\( a = 0 \)), the call price is simply the expected limiting loss function at time \( T \) (abbreviated \( \expLoss \)). Using a conditioning technique and (3.2), we can write the expected loss as

\[
\mathbb{E}[L_T] = \mathbb{E} \left[ \mathbb{E} \left[ 1_{X_T^1 \leq B} \mid \mathcal{F}_{T}^{x,y} \right] \right] = \mathbb{P} \left( X_T^1 \leq B \right) = \mathbb{E} \left[ \mathbb{P} \left( X_T^1 \leq B \mid \mathcal{F}_{T}^{x,y} \right) \right].
\]

From (1.3) we deduce that

\[
\mathbb{E}[L_T] = \mathbb{E} \left[ \Phi \left( \frac{B - \int_0^T \mu(Y_t^1 + Z_t) dt - \rho_x \rho_{xy} \int_0^T \sigma(Y_t^1 + Z_t) dW_t^y}{\sqrt{(1-\rho_x^2)(1-\rho_{xy}^2) \int_0^T \sigma^2(Y_t^1 + Z_t) dt}} \right) \right],
\]

which can be estimated by a Monte Carlo average over samples of \( W^y \) and \( W^{y,1} \). Hence, this provides a much faster method in the special case of a linear payoff.

### 4.4 Numerical tests

We perform numerical tests for the weak errors with the different approximations. We fix the time horizon \( T = 1 \) and the default level \( B = -0.1 \) as in Section 3 and assign the same values to the underlying model parameters as in (3.24). Furthermore, we fix \( \epsilon = 4 \cdot 10^{-3} \) as in [17], a choice which corresponds to a mean-reversion time of 1.5 days, as observed from S&P500 data (see [9]).

The number of samples for the outer expectations in, e.g., (4.4), was \( 1.2 \cdot 10^6 \) and gave a small statistical error, estimated as the corrected sample standard deviation of the estimator divided by the value itself, of 0.15% for the call price and 0.05% for the approximations and the expected loss. We have verified numerically that the errors associated with the number of time steps \( N \) and the number of firms \( N_f \) from Table 2 match the statistical errors.

We infer from the data in Table 2 that \( \epsilon = 4 \cdot 10^{-3} \) gives a very small appY-approximation error throughout. Squared averaging (conditional on \( Z \) or unconditional), where the first two moments of the \( X \) process are matched, results in a very good approximation for a linear payoff, but in a worse approximation than the linear average for a non-linear payoff.
Table 2: The call option price, its approximations and the corresponding relative errors (RE) for 3 different strikes \( a \in \{0.00, 0.05, 0.10\} \). The number of time steps is \( N = 10^4 \), the number of firms is \( N_f \in \{5, 150, 100\} \) – each value corresponds to one of the 3 strikes – and the relative statistical errors are 0.15% for the call price and 0.05% for the approximations and the expected loss.

| Method  | Strike = 0.00 | Strike = 0.05 | Strike = 0.10 |
|---------|---------------|---------------|---------------|
|         | Price         | RE            | Price         | RE            | Price         | RE            |
| \( \text{expLoss} \) | 0.18835       | –             | –             | –             | –             | –             |
| \( \text{firmsCall} \) | 0.18843       | 0.05%         | 0.16170       | –             | 0.14132       | –             |
| \( \text{appY} \) | 0.18878       | 0.23%         | 0.16155       | 0.09%         | 0.14078       | 0.38%         |
| \( \text{erg}_Y \) | 0.18390       | 2.36%         | 0.15860       | 1.92%         | 0.13941       | 1.35%         |
| \( \text{erg}_YZ \) | 0.18872       | 0.20%         | 0.16342       | 1.06%         | 0.14410       | 1.97%         |
| \( \text{erg}_YZ \) | 0.18262       | 3.04%         | 0.15724       | 2.76%         | 0.13789       | 2.42%         |

5 Conclusions

It has recently been shown theoretically in [10] that large pool models of processes with fast mean-reverting stochastic volatility may be approximated by one-dimensional models with constant, averaged model parameters. The limit as the mean-reversion speed goes to infinity is generally only attained in a distributional, but not in a strong sense.

We show in this paper how such averaged equations can be implemented numerically, but also observe that the approximation quality is poor in both the strong and the weak sense in cases of interest.

The main finding of the paper is an improved approximation obtained by a central limit theorem argument, which leads to consistently good accuracy both in a path-wise sense conditional on common noise, and in a weak sense when considering expected nonlinear functionals of the solution. A theoretically rigorous analysis of this empirically improved estimator will be the topic of future research.
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