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Abstract

Disease processes are usually driven by several genes interacting in molecular modules or pathways leading to the disease. The identification of such modules in gene or protein networks is the core of computational methods in biomedical research. With this pretext, the Disease Module Identification (DMI) DREAM Challenge was initiated as an effort to systematically assess module identification methods on a panel of 6 diverse genomic networks. In this paper, we propose a generic refinement method based on ideas of merging and splitting the hierarchical tree obtained from any community detection technique for constrained DMI in biological networks. The only constraint was that size of community is in the range [3, 100]. We propose a novel model evaluation metric, called F-score, computed from several unsupervised quality metrics like modularity, conductance and connectivity to determine the quality of a graph partition at given level of hierarchy. We also propose a quality measure, namely Inverse Confidence, which ranks and prune insignificant modules to obtain a curated list of candidate disease modules (DM) for biological network. The predicted modules are evaluated on the basis of the total number of unique candidate modules that are associated with complex traits and diseases from over 200 genome-wide association study (GWAS) datasets. During the competition, we identified 42 modules, ranking 15th at the official false detection rate (FDR) cut-off of 0.05 for identifying statistically significant DM in the 6 benchmark networks. However, for stringent FDR cut-offs 0.025 and 0.01, the proposed method identified 31 (rank 9) and 16 DMIs (rank 10) respectively. From additional analysis, our proposed approach detected a total of 44 DM in the networks in comparison to 60 for the winner of DREAM Challenge. Interestingly, for several individual benchmark networks, our performance was better or competitive with the winner.
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Motivation & background

A variety of genomic data has been used to construct biological networks. Biological networks are scale free by nature and it is well-known that scale-free networks exhibit community-like structure. Community-like structure in networks is equivalent to presence of a high degree of modularity. In biological networks, the modules often comprise of genes or proteins that are involved in the same biological functions. Network module identification methods, commonly known as community detection, and graph partitioning methods, attempt to reveal these functional units which is key to derive biological insights from genomic networks. However, the performance of different community detection methods using diverse parameter settings to uncover biologically relevant modules in myriad networks remain poorly understood because there has been no community effort to transparently evaluate module identification methods on common benchmarks and across diverse types of genomic networks. Thus, it is very difficult to objectively compare the strengths and limitations of alternative approaches. Evaluation of module identification methods typically relied either on random graphs, which do not allow for assessment of biological relevance of modules, or on pre-annotated functional gene sets (e.g., gene ontology or molecular pathway databases such as KEGG), which are still primarily incomplete and biased towards well-studied pathways.

To address these issues, an open community DREAM challenge enabling comprehensive and rigorous assessment of module identification methods across a broad range of gene and protein networks was initiated. The task in sub-challenge 1 was to identify functional modules in 6 individual benchmark networks s.t. the module size satisfied the constraint: $3 \leq \text{modulesize} \leq 100$.

The predicted modules were evaluated based on data from disease-relevant genome-wide association studies (GWAS). GWAS have successfully identified thousands of genetic loci associated with a broad range of complex traits and diseases. The variants are mapped to genes allowing to ask whether specific network modules are enriched in these genes. The DREAM challenge organizers employed a comprehensive collection of over 200 GWAS datasets, thereby, covering a broad spectrum of functional units, many of which have not been annotated previously.

In this paper, we focus on sub-challenge 1 where the goal is to predict functional modules for individual anonymized networks across a broad range of gene and protein networks. Our proposed pipeline requires a hierarchical tree from any state-of-the-art hierarchical community detection technique as input. The pipeline first identifies the optimal level of hierarchy using an F-score comprising of quality metrics like conductance, modularity and connectivity. Then it traverses the hierarchy bottom-up from the optimal level allowing to merge smaller communities based on the weighted connectivity criterion as long as they fit the size constraint. Further, it splits giant connected components ($\text{modulesize} > 100$).

For each giant connected component, we re-build the hierarchical tree using a linkage based agglomerative hierarchical technique and identify the optimal cut (number of clusters $k$) using the proposed F-score criterion. Finally, we propose a metric to indicate the confidence in each module among the final set of detected modules and develop a method to automatically select the right confidence threshold to prune less meaningful modules. Figure 1 depicts the proposed pipeline for the constrained disease module identification problem.
Methods

Data
The disease module identification methods were evaluated using 6 benchmark networks. Details of the networks are provided in Table 1.

Preprocessing
There are several preprocessing steps performed before the input network can be processed by the pipeline. The node IDs are mapped to a continuous set of integers starting from 1. If the aforementioned procedure is not performed, the network will end up with several isolated nodes and missing IDs. All the edge-weights in each network are normalized between 0 and 1. The input network are considered weighted and undirected in all our pipeline.

We experimented with removal of edges with a weight lower than a threshold $t = 0.05$ but observed that the corresponding results deteriorated. Hence, we recommend keeping all the edges in the network.

Preliminary experiments
In the initial submission rounds, we ran several out-of-the-box state-of-the-art community detection techniques including Order Statistics Local Optimization Method (OSLOM)$^4$, Louvain$^5$, Multi-level Hierarchical Kernel Spectral Clustering (MHKSC)$^6$$^7$, Dynamic Tree Cut$^8$ and METIS$^9$. We also tried to use the results obtained from these methods as input to consensus clustering based method PCAgglo$^{11}$ and ensemble clustering based method Ensemble-Clue$^{22}$ which are evaluated using complex traits and disease modules in 76 European GWAS datasets.

OSLOM is based on the local optimization of a fitness function expressing the statistical significance of communities with regards to random fluctuations, which is estimated with tools of extreme and order Statistics. The Louvain method is a greedy optimization method that attempts to optimize the modularity of a network partition. MHKSC technique uses a kernel spectral clustering formulation to random walk and exploits the structure of the projections in the eigenspace to automatically determine a set of increasing distance thresholds. It then uses these distance thresholds in a test phase to obtain multiple levels of hierarchy using principles of agglomerative hierarchical clustering. Dynamic Tree Cut method implements novel dynamic branch cutting technique for hierarchical clustering where it detects clusters in a dendogram depending on their shape. They are capable of identifying nested clusters, can identify clusters of various shape and are suitable for automation. METIS is a set of serial programs for multilevel recursive partitioning of the graph to produce fill reducing orderings for sparse matrices. PCAgglo performs logistic PCA on the concatenated node membership matrix formed from k different methods and then agglomerative hierarchical clustering is performed on the principal components. For METIS, Dynamic Tree Cut, PCAgglo and Ensemble-Clue, we selected that level of hierarchy for which the average module size was close to the best as per the exploratory data analysis provided by the DREAM Challenge organizers. The results that we obtained by direct application of out-of-the-box state-of-the-art community detection methods is depicted in Table 2.

Insights gained
The Best of All result were not submitted during the preliminary rounds of the Challenge because the Best of All method depicts the maximum number of enriched modules that can be identified by a simple ‘max’ combination of these techniques at default settings. However, as per our understanding the goal of the challenge is to develop a method or a generic framework which can optimally identify disease modules from various gene and protein interaction networks at different parameter settings. We gained several insights from these preliminary results including:

- Methods like OSLOM, MHKSC and PCAgglo generated a set of clusters whose cluster size distribution is nearly power law.
- For most of these methods there were several giant connected components which were ignored due to the strict upper bound constraint on the module size.
- For most of these methods nearly half of the nodes in each network were part of giant connected components that were removed due to size constraint.
- METIS generated uniform sized clusters and included most of the nodes in each network, hence can’t be optimized further.
- We didn’t get more enriched modules from a consensus (PCAgglo) or ensemble (ensemble-clue) based clustering methods.

| ID   | Directed | #Nodes | #Edges    | Type                                      | Edge-Weight          |
|------|----------|--------|-----------|-------------------------------------------|----------------------|
| 1_ppi| No       | 17,397 | 2,232,405 | Protein-protein interaction network       | Confidence score     |
| 2_ppi| No       | 12,420 | 397,309   | Protein-protein interaction network       | Confidence score     |
| 3_signal| Yes     | 5,254  | 21,826    | Signaling network                         | Confidence score     |
| 4_coexpr| No      | 12,588 | 1,000,000 | Co-expression network                     | Correlation          |
| 5_cancer| No      | 14,679 | 1,000,000 | Connects genes essential for similar tumor types | Correlation          |
| 6_homology| No     | 10,405 | 4,223,606 | Connects genes that are evolutionarily related | Confidence score     |
Notations
Let \( G(V, E) \) be an undirected graph with \( n = |V| \) representing number of nodes and \( m = |E| \) representing number of edges. Let \( S \) be the set of modules (or a partition of the network), where \( n_s \) is the number of nodes in a module \( s \in S \); \( m_s \) be the number of edges in \( s \) i.e. \( m_s = |\{ (u, v) \in E \colon u \in s, v \not\in s \}| \) and \( c_s \) be the number of edges on the boundary of \( s \) i.e. \( c_s = |\{ (u, v) \in E \colon u \in s, v \notin s \}| \) and \( d(u) \) is the degree of node \( u \).

Quality metrics
We provide summary of quality metrics used and definition of proposed quality metrics below:

1. **Modularity**: Modularity is a global metric which takes value between \(-1\) and \(1\). It measures the density of links inside communities compared to links between communities. For a weighted graph, modularity of a network partition is defined as:
   \[
   Q(S) = \frac{1}{2m} \sum_{s \in S} \left( m_s - E(m_s) \right),
   \]
   where \( m_s - E(m_s) \) is the difference between \( m_s \), the number of edges between nodes in \( s \) and \( E(m_s) \), the expected number of such edges in a random graph with identical degree sequence. Modularity value \( \leq 0 \) indicate that the corresponding partition behaves worse than a random partition of the network. Modularity score can only be obtained for graph partitions.

2. **Conductance**: Conductance is a local quality metric which can be defined for each individual community in the network and can be averaged for all the nodes in a module \( s \) (considering connectivity to other nodes in the same community) to get local connectivity metric. It can be averaged for all the modules \( s \in S \) to obtain the global connectivity \( CN(S) \) for a partition \( S \). It was used in \(1\) to evaluate whether genes perturbed by trait-associated variants are more densely interconnected than expected in complex diseases and generate connectivity enrichment curves. The connectivity matrix \( K \) is defined as: \( K = (I + \hat{W})^p \); with \( \hat{W} = D^{-\frac{1}{2}}WD^{-\frac{1}{2}} \), where \( K \) is \( p \)-step random walk kernel used to define pairwise connectivity between the nodes, \( I \) is an identity matrix, \( W \) is the weighted adjacency matrix and \( D \) is the weighted diagonal degree matrix. We set \( p = 4 \) for our biological networks as it allows to capture all meaningful interactions for paths of length \( \leq 4 \). The connectivity of a node \( i \) is estimated as \( CN(v_i) = \sum_{s \in S} c_s \), connectivity of module \( s \) is \( CN(S) = \sum_{s \in S} c_s \), and connectivity of partition \( S \) as \( CN(S) = \sum_{s \in S} c_s \). Here \(|\cdot|\) represents the cardinality function.

4. **F-score**: We need a quality metric which evaluates the quality of a partition using modularity, conductance and connectivity. While modularity captures global information, conductance and connectivity can capture local information. The proposed quality metric is defined as:
   \[
   F(S) = \frac{Q(S) + CN(S)}{2Q(S)CN(S)}
   \]
   Higher value of modularity indicates better quality clusters, lower value of conductance leads to good quality communities and higher value of connectivity indicate better quality of modules. We need to maximize modularity and connectivity while minimizing conductance. Hence, we take harmonic mean of modularity and connectivity in the denominator of F-score metric to give importance to both of the quality metrics. Thus, with conductance in the numerator, the minimum value of F-score corresponds
to the partition \( S \) with best quality cluster. However, if modularity value is \( \leq 0 \) then we set F-score to a very large value which depicts the poor quality of the partition.

5. **Inverse Confidence**: We need a metric to rank all the modules generated from the proposed framework. We first considered the average connectivity metric \( \text{CN}(s) \) for a community \( s \). However, the connectivity criterion prefers smaller size modules which tend to be more cliquish than bigger modules. We also considered using the conductance \( \text{CC}(s) \) of a community \( s \) to rank all the modules in partition \( S \). However, conductance value decreases as size of the community increases due to larger volume of the module (which is denominator of \( \text{CC}(\cdot) \)). We propose an inverse confidence metric to rank all the communities in a partition \( S \) as: 

\[
\text{IC}(s) = \frac{\text{CN}(s) \cdot s^2}{\text{CC}(s)}
\]

We utilized the Inverse Confidence metric in conjunction with modularity to remove out less meaningful communities as illustrated in Figure 2 and explained within the proposed framework. We finally convert the inverse confidence value of each module into a confidence score as:

\[
\text{Conf}(s) = 1 - \frac{\text{IC}(s)}{\text{arg max}(\text{IC}(s))}
\]

where the denominator is used for normalization.

**Proposed generic framework**

We followed the steps indicated in Figure 1 to build the proposed framework for constrained disease module identification.

1. Given an input network we perform the preprocessing step to create a modified input network where the node IDs are monotonically increasing, edge weights are normalized, and the network becomes weighted and undirected.

2. Run a state-of-the-art hierarchical community detection technique to generate the hierarchical tree structure.

3. Estimate quality of each level of hierarchy using modularity, conductance and connectivity.

4. Select that level of hierarchy for which the F-score is minimum.

5. For communities of size \( > 100 \) go to Step 2 until either the constraint exceeding communities cannot be split further or modularity of resulting cluster memberships becomes very poor.

6. In the merge step, we start with the partition \( (S) \) at the best level of hierarchy and traverse the hierarchical tree from that level in a bottom-up fashion. We iteratively merge those communities whose weighted mean connectivity score is less than the connectivity score for a module at next level of hierarchy where the module consists of those previous communities i.e.a. Here \( p \) and \( q \) are modules at level \( h - 1 \) and \( s \) is community at level \( h \) such that \( p, q \in s \). This results in an intermediate partition set or a set of modules.

7. We then consider all the communities \( s \) s.t. \( n_s > 100 \). For each such community \( s \), we consider the sub-graph comprising only the nodes from that community. We transform the corresponding weighted adjacency matrix i.e. \( \tilde{W} = W(v_i, v_j), \forall v_i, v_j \in s \) into a distance matrix \( D_{\tilde{W}} = 1 - \tilde{W} \). We then build the agglomerative hierarchical tree using the linkage clustering with Ward’s distance.

8. For each community \( s \) (\( n_s > 100 \)), once we obtain the agglomerative hierarchical tree, we cut the tree for different values of \( k \) i.e. the number of clusters. We

![Figure 2](image-url) *Figure 2. Figure 2 showcases the modularity values for different partitions obtained at various inverse confidence thresholds for network 3_signal. Here we also highlight the optimal inverse confidence threshold value.*
evaluate each such partition using the F-score and select that partition which has the minimum positive F-score.

9. Using Steps 6–7 on these bigger modules and the small size communities which satisfy the size constraint, we generate another set of intermediate clusters.

10. We rank this intermediate set of communities using the inverse confidence score i.e. $IC(s), \forall s \in S$. Lower inverse confidence corresponds to higher rank. We now remove all modules whose size exceeds the size constraint i.e. $n_s \leq 3$ and $n_s \geq 100$.

11. In this final step, we propose a mechanism to select the best set of modules for evaluation in an automated fashion independent of the network. We can calculate the maximum and minimum value of inverse confidence (IC) from the inverse confidence (IC) scores of all the communities in the intermediate partition $S$. We iteratively decrease the inverse confidence threshold from maximum to minimum thereby pruning clusters. At each such threshold, we calculate the modularity of the remaining set of partition using the subgraph corresponding to this partition $S'$ i.e. $GS'$. We select the threshold where the difference between $Q(S', \theta)$ and $Q_{prev}$ is minimum i.e. $\arg\min_s \{Q(S', \theta) - Q_{prev}\}$. Here $\theta$ represents the absolute value, $Q_{prev}$ is the modularity of the partition obtained at Step 2 and calculated in Step 3. For the final submission, we consider all the modules in the optimum partition i.e. $s \in S'$ obtained by pruning communities whose $IC(s) \geq \theta$.

Results

For our final submission, we utilized the method which is the fastest and most suitable for hierarchical graph partitioning i.e. Louvain method as we were allowed to make only 1 submission. We formulated a recursive version of Louvain method within the proposed generic framework. The Louvain method has comparable performance with the winners of the challenge to gain a sense of the robustness of the ranking with respect to the final GWAS data, the challenge organizers sub-sampled the hold-out set by drawing 76 GWASs (same number as during the preliminary phase) out of the 104 GWAS datasets. They created 1,000 subsamples of the hold-out set. The methods were then scored on each subsample (Sub-sampling was done here without replacement.)

The performance of each competing method $t$ for a given network was compared to the highest scoring method across the sub-samples by the paired Bayes factor $B_t$ i.e. the method with the highest score on this network in the hold-out set (all 104 GWASs) was defined as reference. The score $n(t, b)$ of method $t$ in subsample $b$ was thus compared with the score $n(ref’, b)$ of the reference method in the same subsample $b$. The Bayes factor $B_t$ is defined as the number of times the reference method outperforms method $t$, divided by the number of times method $t$ outperforms or ties the reference method over all subsamples. Methods with $B_t < 4$ were considered a tie with the reference method.

From Table 3, we observe that the winners (Double Spectral Clustering and Resolution Adjusted Clustering) perform far better than Constrained Louvain method on the protein-protein interaction networks (Networks 1 and 2) and homology network (Network 6). However, for the signaling, co-expression and the cancer networks (Networks 3, 4 and 5), proposed Constrained Louvain method has comparable performance with the winners of the challenge.

| Method                        | FDR Cutoff | N  | 1_ppi | 2_ppi | 3_signal | 4_coexpr | 5_cancer | 6_homology |
|-------------------------------|------------|----|-------|-------|----------|----------|----------|------------|
| Double Spectral Clustering*   | 0.05       | 2407| 60    | 16    | 13       | 9        | 12       | 5          | 5          |
| Resolution Adjusted Clustering* | 0.05     | 2780| 60    | 19    | 11       | 5        | 14       | 7          | 4          |
| Constrained Louvain           | 0.05       | 1965| 42    | 12    | 3        | 7        | 15       | 5          | 0          |
| Constrained MHKSC             | 0.05       | 2108| 37    | 5     | 3        | 4        | 18       | 4          | 3          |

Table 3. Final submission results comparing the winners with proposed generic framework. Here the proposed generic frameworks are referred as Constrained Louvain and Constrained Multi-level Hierarchical Kernel Spectral Clustering (MHKSC) and we use * to represent the winners of the competition. Here $N$ represents total number of candidate disease modules and $n_s$ represents the total number of significant disease modules identified in the 104 genome wide association study (GWAS) datasets. In the final round of the challenge, we submitted the results corresponding to Constrained Louvain method.
method (i.e., method $t$ outperforms the reference in more than 1 out of 5 subsamples). For networks 3, 4 and 5, the Bayes factor of proposed Constrained Louvain method was less than 4. This indicates that the proposed generic framework, though not the winner, is useful, generic and robust enough for identification of statistically significant disease modules in biological networks.

With the availability of the de-anonymized version of the networks along with the scoring tools used during the competition, we were able to perform additional experiments for the Constrained Louvain method. After the challenge, we identified an error in labeling the nodes in the significant disease modules that we submitted for the homology network (Network 6) during the competition. After correcting the labeling error, we identified 2 significant disease modules from Network 6.

Moreover, we performed additional analysis using 5 different FDR cut-offs (multiple testing) for each of the 6 benchmark networks to obtain the trends in the number of significant disease modules identified by the proposed generic framework for these cut-offs. This result is depicted in Figure 3. The FDR cut-off used as evaluation criterion during the competition was 0.05.

**Discussion**

The DREAM Challenge organizers made the GWAS datasets along with de-anonymized networks available to the challenge participants. This allowed us to further analyze our results. For each benchmark network, we identified the proteins or genes that make up the significant disease modules.

We investigated association of identified disease modules with disease/phenotype of the provided GWAS datasets. We used the official competition FDR cut-off of 0.05 as significance threshold to identify disease modules for each benchmark network. Table 4–Table 9 provides a detailed analysis of the significant modules and their corresponding associated disease (inferred from 104 hold-out GWAS datasets) for Networks 1, 2, 3, 4, 5 and 6 respectively. Each module is found to be associated with at least two GWAS datasets of the corresponding disease/phenotype. Moreover, many modules were found associated with multiple disease/phenotype.

![Figure 3. Number of disease modules identified by Constrained Louvain method for different false discovery rate (FDR) cut-offs for 6 benchmark networks.](image-url)
Table 4. Significant disease/trait modules identified for 1_ppi network by proposed Constrained Louvain method.

| Module Id | Disease/Trait (Number of GWAS datasets) | Genes/Proteins |
|-----------|----------------------------------------|---------------|
| 19        | Hip Circumference(3), Human Height(4), Waist Circumference(3) | C5orf24, LOX, FBN1, ADAMTS2, ECM1, FBLN5, MFAP5, EFEMP2, MFAP3, ELN, LTBP2, FBN2, MFAP4, ADAMTS5, PXDNL, MFAP2, FBLN1, PRSS35, LOXL1, B3GALTL, ADAMTS1, ADAMTS4, CFP |
| 54        | Ulcerative Colitis(2)                  | AMIGO2, AMIGO1, AMIGO3 |
| 56        | Coronary Artery Disease(2)             | AMIGO2, AMIGO1, AMIGO3 |
| 57        | Lipid Levels(2)                        | AMIGO2, AMIGO1, AMIGO3 |
| 145       | Coronary Artery Disease(2)             | AMIGO2, AMIGO1, AMIGO3 |
| 154       | Crohn’s Disease(2), Rheumatoid Arthritis(2), Ulcerative Colitis(2) | AMIGO2, AMIGO1, AMIGO3 |
| 157       | Ulcerative Colitis(2)                  | AMIGO2, AMIGO1, AMIGO3 |
| 174       | Lipid Levels(5)                        | AMIGO2, AMIGO1, AMIGO3 |
| 211       | HbA1C(2)                               | AMIGO2, AMIGO1, AMIGO3 |
| 251       | Psychiatric Disorders(2)               | AMIGO2, AMIGO1, AMIGO3 |
| 252       | Lipid Levels(5)                        | AMIGO2, AMIGO1, AMIGO3 |

Table 5. Significant disease/trait modules identified for 2_ppi network by proposed Constrained Louvain method.

| Module Id | Disease/Trait (Number of GWAS datasets) | Genes/Proteins |
|-----------|----------------------------------------|---------------|
| 81        | Human Height(3), Waist Circumference(2) | NPPA, NPPR1, NPPR3, NPP2, NPPC, NPPPA |
| 109       | Myocardial Infarction(2)                | NPPA, NPPR1, NPPR3, NPP2, NPPC, NPPPA |
| 144       | Narcolepsy(2), Rheumatoid Arthritis(2)  | NPPA, NPPR1, NPPR3, NPP2, NPPC, NPPPA |
### Table 6. Significant disease/trait modules identified for 3_signal network by proposed Constrained Louvain method.

| Module Id | Disease/Trait (Number of GWAS datasets)                                                                 | Genes/Proteins                                                                 |
|-----------|---------------------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------|
| 1         | Coronary Artery Disease(2), Lipid Levels(9), Myocardial Infarction(2)                                   | PCSK9, LDLR, APOB                                                             |
| 114       | BMI(2), Weight(2)                                                                                       | UBE3C, TLR2, TLR1, TLR10, SFTP A1, PSMD2, CYBB, NEU1, TLR6, DHX36, TRAP1      |
| 162       | Age-related Macular Degeneration(2)                                                                     | LTB, LTBR, TNF SF14, TNF RSF14                                                |
| 258       | Age-related Macular Degeneration(2)                                                                     | C3, CD46, C3A R1, FCB, CR1, CFI, CFH                                          |
| 284       | BMI(2)                                                                                                  | THPO, MPL, ATX N2L                                                            |
| 331       | Fasting Glucose(7)                                                                                       | GCK, GCKR, DUSP12                                                            |
| 337       | BMI(2)                                                                                                  | BCL2, BCL2L1, CSD2, TMBM6, TP5A A1, I TM2B, SPNS1, HRK, BCAP31                |

### Table 7. Significant disease/trait modules identified for 4_coexpr network by proposed Constrained Louvain method.

| Module Id | Disease/Trait (Number of GWAS datasets)                                                                 | Genes/Proteins                                                                 |
|-----------|---------------------------------------------------------------------------------------------------------|-------------------------------------------------------------------------------|
| 3         | Hip Circumference(4), Neuroticism(2), Psychiatric Disorders(7), Waist Circumference(2)                 | GLB1, C11orf75, VPS37C, CSF1R, TNF SF13, BLVRB, SH2B3, SCPEP1, NEU1, RNPEP, CDF, BLVRA, MANZ2B1, PION, M6PR, KIAA0930, PLEKH B2, NSM A, FCG RT, LRPA P1, CAPG, SAMH D1, SID T2, MGAT1, FKBP15 |
| 39        | Lipid Levels(4)                                                                                         | COCH, B4GALT6, TCEAL4, S100A6, CHL1, TSOPO, PI K3R3, CXXC4, CAPN2, PI PSK1B, YES1, GAS2, TRIP6, SLC20A1, TUBB2B, C18orf1, ATP2A3, GLDC, ANX2A2P2, HMHB1, ATP8A1, C20orf103, ACAP1, LRRC59, ENP4, CTNNAL1, ADAM9, CD200, EMID1, GSTM3, VEGFA, LAPT M4B, LAM A1, FXYD2, GGA2, S100A4, DAPK1, S100A11, ITGA1, PAR M1, ID T1, CYF1P1, MGAT3, CEBPB, BAG2, MK2, IFKZ2, WB5P, JAG1, QPR T, VAMP3, PLP2, NACALD, CNH4, FCG Rt2B, MRX R7, ASCL1, GNG7, TAX1B P3B, PLS3, ARH GAP6, ANXA1, IPCF1, RC8, BCL2, DMD, EPHB1, MT2A |
| 48        | Psychiatric Disorders(2)                                                                               | DNAH17, IL2RA, IL3RA, I COSLG, COL9 A2, CIITA, GRAP, IL21 R, TEC, TNFSF4, POU2F2, TCL6, PAOX, IKZF3, STOM, BTK, LILRB1, LILRB4, ADAM28, KMO, SLC2A5, GPR56, SH D2C, ST6GALNAC4, CDB6, SLC15A2, PCMT1, UGT1B27, ABCB4, PTNP7, GATM, PFFIBP2, DOK3, KLK2, VNN2, ADAM29, TLR7, STS, BNT2A2, TNF SF11, HLA-DRB4, SH3D21, LY9, FGD2, GH1, PHACTR1, HSPA1A, HCG26, ALOX5, LOC100505650, HLA-DOA, SCARF1, LTA, LTN, DNAS4E13, CRN1, CXorf121, ZNF518, PDE6G, TNFRSF4, P2RY10, OAT, RASGFR1, I L7, AKAP5, IGHV5-75, CXCR5, SLC9A7, PFN2, IRF5, TRAF3, TNF SF13B |
| 53        | Crohn's Disease(2), Rheumatoid Arthritis(3)                                                            | FTT3L, TXK, ACSL6, BACH2, ANKRD55, CDKN2D, CCR9, S1P1R, CCR5, HSPBP1, ANGPT4, LIME1, CD28, D28, TNF SF25, UBASH3A, GPR171, GPA33, CCR4, SIRPG, TNFSF8, XCL1, CDB8, KLAD1, PVRIQ, STAT4, TBX21, TRAV9-3, FASLG, TRIP6, CD7, ROR4, GFI1, CXCR6, SH2D1A, LOC79015, CAM4K, LAG3, IL23A, LRRN3, SPINK2, TRAT1, KLK1, IFNG, EMR1, SH2D2A, CD3G, CHMP7, KCNA3, CD6, MGST3, GZMM, ICOS, CD5, SLAMF1, PTPN4, CCR8, PDCD1, TRBC2, LOC100505397, RCAN3, TRBV10-2, OCM2, SIT1, PRKCO |
| 56        | Rheumatoid Arthritis(3)                                                                                 | SNTA1, DEXI, KI HD3C, PHKB, EEF1A1, MID1P1, SLC25A11, OGDH, VPS4A, GSTM2, MAP7D1, SCN1B, CARM1, KEAP1, USO1, GSTM1, ASIP, P2T, PHKG1, VPS52, FMAB N9B, GPS2, TRIP10, SLC2A4R, FHOD1, CTDNEP1, ARL2, RNF123, UQCC, LRRC20 |
| 92        | Lipid Levels(5)                                                                                         | C9, F7, CRP, TNP RR56, TAT, SLC17A2, HMGN2, LECT2, MASP2, C19orf80, TRMT5, LIPC, ABCG5, APOF, SPP2, CFH R5, FG2F1 |
| 99        | Lipid Levels(5)                                                                                         | CYPT7A1, GCKR, CLEC4M, PKLR, CRYA2, PRG4, DDO, IGFLS, LPA, FTD, FNK, C14orf105, SECl4A4, F13B8, MAS P1, CLDN16, CPN2, ART4, ADRA1A, FOLH1B, HGFAC, HAAO, FOLH1, MBL2, SLC7A9, DMT3AL, MLXIP, CASA, ABCC2, BETUB, LPAL2, CYPT3A43, CCL16, F11, OPG, SARDH, HNF4A, GPD1, CPS-1T1, NAT8, SLC38A3, AP0A4, NO Gum1, EPO, SHBG, HNF1A, SLC26A1, MBLN3, UPB1, NR13, ALDOA, RHBG, PON1, CPN1, CCN1, CYP2C19, PROZ, TTPA |
| 104       | Lipid Levels(3)                                                                                         | C3orf32, SERPINA6, ADH6, SULT2A1, SERPINA4, C4BPA, RGN, CBA, PLG, UGT2B4, SERPINF2, PGC, SERPINA10, ITI H1, HPR, MTPP, PROC, ANGPTL3, AKR1D1, MAT1A, BHMT |
Table 8. Significant disease/trait modules identified for 5_cancer network by proposed Constrained Louvain method.

| Module Id | Disease/Trait (Number of GWAS datasets) | Genes/Proteins |
|-----------|----------------------------------------|----------------|
| 109       | Psychiatric Disorders(2)               | ENDOU, IL37, WNT3, DNASE1L2, KCNK7, KRTAP2-4, KRTAP9-9, KRT83, KRTAP1-3, BPY2, KRT35 |
| 126       | Leptin(2)                              | HSPB7, CCDC48, HSPB2, BAALC, CSPG4, SLC16A4, MAP1A, SGCA, CSDC2, DNAJB5, NFASC, FH5L, PLEKH4A, STK32B, DAAM2, TRO, SPEG, ADAMTSL3, TMEM100, CLIP3, CACNA1C, TBX5, GPC4, SLC26A10, GREM2, LTBP2, C0r184, RRA2, EMILIN1, RAB32, HSPB6, HSPA12A, C0r158, TACR2, ADAMT8, ITGA1, CYTL1, SLC2A10, SCN7A, ARHGAP24, GPM6A, PRKG1, RAB40A, NBLA00301, SCRG1, HSPB3, SNA1, AGTR2, IL1B7, BEX1, SGCD, PER1, PKNOX2, CHRM2, FGF7, PDE5A, SMAD9, ENOX1, PNDF, HPSE2, ARNT2 |
| 135       | Waist Circumference(3)                 | TGFBI11, FLNL1, TJPL1, AXL, CAV2, COL5A1, TIMP3, FBN1, WWTR1, TMP2, UBE4A, LOXL2, OLFML3, FAP, POOLCE, NUPR11, CTGF, LTBP2, SEPT10, MAFAP2, TNC, FN1, PRSS33, PXDN, CDKN1A, CALD1, NID1, TMEM47, LOXL1, MRC2, PAPAP2, FBNL5, PPIC, IL1R1, LARGE, MYO1B, LHFP, MYL9, NID2, LOX, FLRT2, RASL12, C0r165, OLFL2A, SNA12, LAMB1, THBS1, PPAP2A, EFEMP1, DSE, ENAH, MAP1B, IGFBP3, DKK3, F2R, ADAMTS1, ARHGAP29, CDH11, MYLK, MYOF, COL1A1, NNTMT, COL5A2 |
| 138       | Narcolepsy(2), Rheumatoid Arthritis(3) | HLA-E, CTSC, KRT19, LAP3, LYZ, HLA-G, HCLS1, LCPI, HLA-DPA1, UCPI, TAPBP, RAC2, HLA-B, GRB10, LYN, SH3BGR1L, EIF2C2, LIPA, GRB14, CD74, CNDP2, HLA-F, LAPTM5, MYD88, DLG5, HLA-DRB1, HLA-C, TRIM22, HLA-DMA, LGMN, IFI30 |
| 184       | Obesity(2)                             | CINP, NDOR1, FAM158A, ZMAT5, HLC5, SURF2, KCTD2, LIN37, TEL02, C0r10, ZNF408, CCDC22, COQ6, BAD, C17orf59, RNF25, LIN7B, TBL3, TUG1, RPS6KB2, C2or12, PIH2, SART1, BRF1, TMEM110, AAGAB, AZ11, SSSCA1, ZNHIT2, NUDT2, PGF, TMEM104, ROM1, ARMCT, MKL1, AKP1, SUGP1, GTP2C5, E4F1, PPP2R2D, C2CD2L, ETV2, NADSYN1, NUBP2, LOC100129250, C11orf51, WDR52, GPKOW, KCTD17, TMED1, BCL7C, THAP7, NOCL4, TBCD, EXOC3, GNB3L1, FAM3A, KLHD4C, NKIRAS2, OPHN1, PIN1, FAU, SNAPP29, COMM6D, PUM2, C0r190, FAM3C, C16orf42, SHARPIN, BNPIX, TNPXR2, PIN1P1, ZNF389, CCDC101, DHR57B, PANK3, PRMT7, WDR13, DDX49, TMEM11, ASPSCR1, TNR2, ZFPL1 |
| 187       | Crohn’s Disease(2)                     | ARFGAP1, PCGF3, TAF1C, RETL1, MUS81, BRD9, CDX10, SH3B2P2, INPP5E, C19orf54, ABC20, SPG7, MAN1B1, DOM32, RAD9A, CEP164, NFRKB, MST1, CLASRP, NELF, TJP1, ASXL1, SLC35C2, TNLNA, PLXNA3, ZST2, SFI1, AG4B, ASAH1, INPPL1, FAM193B, CUL9, APBA3, RHOT2, SKIV2L, MDC1, RBM14, PAQR6, SLC26A6, FAM193A, PIGO, HTT, MOGS, C9or186, MFD5 |

Table 9. Significant disease/trait modules identified for 6_homology network by proposed Constrained Louvain method after the challenge.

| Module Id | Disease/Trait (Number of GWAS datasets) | Genes/Proteins |
|-----------|----------------------------------------|----------------|
| 105       | Coronary Artery Disease(2)             | RNASE7, KDM2A, SLC24A1, ESPR2, ASNS, MARCH9, BZW1, EDDM3B, VPS13D, APPB2, NAA16, THAP4, WGA3B, CYP3A43, FABP2 |
| 198       | Lipid Levels(4)                        | SODC3, NUDT19, AKR1C1, ZNF714, IFGBP6, CAT, ARHGAP32, PITPN1C, NFKB1L1, MAD2L2, EIF1B, LPO, ZNF620, TMEM204, DAND5, ARHGAP5, KRC21, S1P1, FEZF1, LMN1T2, COSSP1, TMED1, HOXA4, SLC36A4, FAM17F2, ASPM, FBXL20, OR5S1, HBG1, SFTPC, APOC4-APOC2, HEBX, ZNF521, TRIM56, CHT1, IFT20, MLXIP, AJUBA, IDE, GMIP |
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of similar nature. For example, as shown in Table 4, module 19 in 1_ppi network is found to be associated with anthropometric traits. This indicates that the identified modules correspond to preserved biological functions of genes/proteins.

Data availability
The Challenge datasets for registered participants are available at: https://www.synapse.org/#!Synapse:syn6156761/wiki/400659. Challenge documentation, including the detailed description of the Challenge design, overall results and scoring scripts can be found at: https://www.synapse.org/#!Synapse:syn6156761/wiki/400647.

Source code for the proposed framework is available from: https://github.com/raghvendra5688/DMI/tree/DMI_v1.0

The archived source code for the proposed framework along with a README file can be found at: https://doi.org/10.5281/zenodo.119742431.
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The methodology put forward in this paper seems novel. However, neither the utility of the module identification pipeline nor its generalizability are adequately demonstrated. This is likely due to vagueness in the description of methods and lack of theoretical justification and supporting computational experiments to validate the procedures and scoring metrics devised by the authors. Specific comments are listed in detail below.
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and finds that there is a subset of networks where their performance is comparable to that of the
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comprehensiveness of the datasets covered. Is the best scoring team’s method (not explained in
detail in the paper) applicable to the pipeline that the authors proposed? If so it would be more
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In their paper, “An unsupervised disease module identification technique in biological networks using novel quality metric based on connectivity, conductance and modularity”, Mall et al present an approach to identifying modules of genes from different types of networks, where their approach uses a novel quality metric to evaluate the quality of the partitions based on a number of network metrics such as modularity, conductance and connectivity. Through a series of steps defining the module detection pipeline employed by the authors, they identify modules for the different types of networks and assess the “truth” of the module using enrichment metrics based on GWAS findings as defined by the DMI Dream competition in which the authors had submitted their approach and results.

The approach detailed by the authors seems reasonable, and the idea of the DMI to test a great variety of methods against one another is excellent. The processing of networks to identify biologically meaningful modules is still an important area of research and competitions such as DMI have helped to assess progress and identify best practices.
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2. The authors given preliminary experiments done in the methods section, which ostensibly drove some thinking and refining on the approach they ultimately settled on. The preliminary experiments are not really methods, they are more results. And then there is an “insights gained” section in the methods, which again is not really a method but rather detail learnings from these earlier results.

3. While the authors do detail their own module identification process, the way in which the validity of the modules were assessed is not clearly articulated. What were the criteria set forth by DMI? How were the genes identified given a GWAS finding? There is error associated with identifying the vast majority of genes associated with a GWAS finding, so how was this handled? Was an enrichment score used for genes from GWAS being identified in the module? Was it per disease and combined over all diseases? Did effect sizes come into play? Etc. There should at least be a summary of this so that the reader can understand what it means to be able to count a module in the accuracy score for the competition. But there is nothing on this. The results speak to the paired Bayes factor that was used to compare methods, but you can’t really understand the appropriateness of that without have an understanding of the above questions.

4. There is a link to the Synapse platform regarding the challenge, with many scores of pages of material and then a paper posted on bioRxiv that provides details on the challenge and the findings. But it is not yet peer reviewed, it does not appear to be published yet, and so all of the missing detail in this present paper simply points to other papers that are not peer reviewed. It’s again a pretty tall order to ask a reviewer to sift through endless pages of material to understand the context of a paper they have been asked to review and to then review on top of that papers upon which the paper they were asked to review is based.
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