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Abstract

Low aspect ratio nanopores are expected to be applied to the detection of viruses and bacteria because of their high spatial resolution. Multiphysics simulations have revealed that the ion current–time waveform obtained from low aspect ratio nanopores contains information on not only the volume of viruses and bacteria but also the structure, surface charge, and flow dynamics. The analysis using machine learning extracts information about these analytes from the ion current–time waveform. The combination of low aspect ratio nanopores, multiphysics simulation, and machine learning has made it possible to distinguish different types of viruses and bacteria with high accuracy.
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1. **Introduction**

The control and prevention of infectious diseases caused by viruses and bacteria is a common issue worldwide. Even with the rapid advancement of science and technology, it remains difficult to control and prevent pandemics due to viruses such as influenza\(^1\text{–}^5\) and Zika\(^6\text{–}^{10}\). Diagnosing infectious diseases quickly, with high accuracy and at low cost, is paramount in the effort to control infectious diseases. In order to prevent the spread of infections, early diagnosis in the state where symptoms are not present, immediately after infection, is most effective. Currently, the RT-PCR method\(^11\text{–}^{13}\) that examines the genomes of viruses and bacteria and the ELISA technique\(^14\text{–}^{16}\) that utilizes antigen–antibody reactions are widely used for diagnosis after the symptoms of infection become evident. These methods require optical detection with sophisticated microscopy by dye labeling used as a monitor. Considering that smartphones are common and widely distributed throughout the world, it makes sense to explore electrical detection methods that can be implemented with smartphones and are easy for users. A diagnostic method that can be connected to a smartphone is one of the Internet of Things.\(^17\text{,}^{18}\) By analyzing the measurement data sent from a smartphone with a data server, it is possible to monitor infectious diseases around the world. This monitoring will allow us to find out the source of the infection and elucidate how the viruses and bacteria spread. On the other hand, in order to realize early diagnosis, it is necessary to have a low-cost, highly accurate, rapid method of detection that can function when the viral or bacterial load in the body is low. A promising method that would satisfy both rapid and early diagnosis of infectious diseases as well as be used by people all over the world is electrical detection of viruses and bacteria at a low concentration with high speed, high accuracy, and low cost. One of sensing platforms for such a method employs a solid-state nanopore\(^19\text{–}^{24}\).

Solid-state nanoporous materials have through-holes with a diameter of several \(\mu\)m to several nm in the solid membrane (Fig. 1a). Two electrodes are placed on each side of the membrane. The
membrane and nanopore are filled with an aqueous solution containing ions such as potassium and chloride. When a voltage is applied between the electrodes, ions pass through the nanopore, causing an ion current to flow between the electrodes (Fig. 1a). Once viruses and bacteria with negative surface charges are introduced into the solution, these analytes migrate through the nanopore to the positive electrode side by electrophoresis. When a virus or bacterium passes through the nanopore, the ion current is reduced because the flow of ions is blocked. The ion current returns to its original value after the virus or bacterium passes through the nanopore.

SiN is a representative material for membranes that make solid-state nanopores. The film thickness of many SiNs produced on a silicon substrate is around 50 nm. Solid-state nanopores have been created to develop next-generation DNA sequencers that determine the base sequence of DNA. Much of the research toward DNA sequencers has resulted in the need for thin membranes in order to achieve single-base molecule resolution. The thin membrane was thought to be able to detect substances passing through the nanopore with higher spatial resolution. Solid-state nanopores using single-layer graphene and single-layer MoS$_2$ have been developed as ideal membranes. Although single-base molecule resolution has not been obtained yet, identification of DNA oligomers composed of several identical base molecules has been realized. In the course of this development, solid-state nanopores have been classified into two types. When the thickness and diameter of a solid-state nanopore are $L$ and $D$, respectively, $L > D$ is classified as a high aspect ratio nanopore and $L < D$ is classified as a low aspect ratio nanopore (Fig. 1b). Coulter counters, from which the principles of solid-state nanopores originated, are classified as high aspect ratio nanopores. Graphene and MoS$_2$ are classified as low aspect ratio nanopores.

The ion current–time waveform generated by the translocation of a nanoscale object obtained using solid-state nanopores is often analyzed with three values: peak current value ($I_p$), current duration ($t_d$), and signal frequency ($f$) (Fig. 2a). When an ion current–time waveform is similar to
the schematic current trace in Fig. 2b, the analyte likely collides with the nanopore first before it translocates. In practice, it is also necessary that \( t_i \) not be too low in order to avoid clogging. In order to identify two or more types of analytes, an \( I_p \) histogram, a \( t_d \) histogram, and an \( I_p-t_d \) two-dimensional map are used.\(^{21, 24, 27, 37}\) When the histograms or the heat maps of two analytic types display two peaks without overlapping or two clearly separated clusters, the analytic types can be distinguished (Figs. 2c and 2d). On the other hands, when such peaks or clusters overlap, they cannot completely distinguish the analytic types. The analysis based on this histogram assumes that the change in the ion current correlates with the volume of the analytic. In particular, the histogram of \( I_p \) used in most analyses is a typical analysis method used with high aspect ratio nanopores to calculate the volume of a specimen. However, the flow dynamics of the analytic in high and low aspect ratio nanopores differ as described by different models. The major difference is the enhanced effect of electroosmotic flow on high aspect ratio nanopores that occurs at the interface between the pore wall and the liquid.\(^{38-40}\)

The ion current–time waveform obtained with a low aspect ratio nanopore provides more information than that of a high aspect ratio pore, such as the volume, surface structure, surface charge, and flow dynamics of the analytic.\(^{41-45}\) The analysis of these can complementary be made by the development of multiphysics simulation techniques with finite element methods.\(^{46, 47}\) In order to extract these four types of information from the waveform, it is necessary to analyze the vector quantities representing the waveform, not the scalar quantities of \( I_p \) or \( t_d \). One useful method of analysis is machine learning. Even an analytic that is difficult to identify by analysis using the histogram of \( I_p \) or \( t_d \) can be identified with high accuracy by using machine learning. Because the conventional analysis based on \( I_p \) and \( t_d \) utilizes a histogram that consists of statistical data of \( I_p \) and \( t_d \), it cannot be applied for a single ion current–time waveform. However, machine learning enables the analysis of individual ion current–time waveforms. For instance,
when analyzing the waveforms produced by two types of viruses with the machine learning algorithm, it is possible to identify the type for each waveform with high accuracy.\textsuperscript{42, 45} There are not many examples of analysis using machine learning, but those that do exist have demonstrated capability for high-precision discrimination between two types of viruses or two types of bacteria having almost the same volume.\textsuperscript{42-45}

In this review, in order to compare high aspect ratio nanopores and low aspect ratio nanopores, we focus on viruses and bacteria that have measurement examples in both classes of solid-state nanopores. First, we outline the flow dynamics that form the basis for analyzing the ion current–time waveform obtained from both types of solid-state nanopore. Graphene\textsuperscript{26, 28-31} and MoS\textsubscript{2}\textsuperscript{32-34} are typical low aspect ratio nanopores and are expected to be applied to DNA sequencing. The flow dynamics of single-stranded DNA with a diameter of 1 nm can be described by molecular dynamics.\textsuperscript{48} At present, DNA flow dynamics simulation on an experimental time scale is difficult, so this review does not deal with DNA. This is because the purpose herein is to consider the reasons why high accuracy can be obtained by analysis by machine learning based on multiphysics simulation.\textsuperscript{42-45}

In order to use solid-state nanopores practically, a large number of waveforms can be obtained in a short time, i.e., a high signal frequency is required. Knowing what determines the signal frequency is essential to controlling the signal frequency. The signal frequency increases as the probability that the analyte is captured by the solid-state nanopore increases.\textsuperscript{38} We will outline experimentally evaluable capture probabilities. In addition, the phenomenon in which the analyte clogs the solid-state nanopore has been observed in an actual experiment. The cause of clogging is rarely investigated, but in practice, it is necessary to prevent clogging. We will, therefore, outline the methodology for how to prevent clogging.\textsuperscript{49-53}

Finally, an example of analyzing the ion current–time waveform using machine learning will
be introduced. The analysis using machine learning indicates that viruses and bacteria, unidentified by conventional analysis using a histogram, can be identified with high accuracy via machine learning.\cite{42-45} It also shows that the physical interpretation of features used in machine learning is possible by combining virus and bacteria multiphysics simulation and machine learning. There are many excellent reviews of solid-state nanopores.\cite{21, 24, 27, 37} For an overview of solid-state nanopores, see Dekker's review.\cite{21} There are also many reviews focused on solid-state nanopore fabrication methods\cite{21, 24, 37} and reviews focused on the fluid dynamics of specimens\cite{40, 54, 55}. In this review, we will focus on an overview of the flow dynamics of high and low aspect ratio nanopores and the machine learning analysis of ion current–time waveform data obtained from the low aspect ratio nanopores.

2. **Ion Current–time Waveform and Flow Dynamics of an Analyte**

This section will provide an overview of the basics for analyzing ion current–time waveforms obtained using solid-state nanopores. In particular, the flow dynamics of the analyte differs between the high aspect ratio nanopore and the low aspect ratio nanopore. First, we will introduce ion current–time waveforms obtained by measuring viruses\cite{42, 45, 56-58}, liposomes\cite{59}, and bacteria\cite{43, 44} using solid-state nanopores. After reviewing the flow dynamics, we will outline the frequency with which analytes are captured by solid-state nanopores.\cite{38, 40} Finally, we will review the clogging phenomenon in solid-state nanopores, which is an important practical issue.\cite{49-53}

2. **1. Ion Current–time Waveforms of Single Viruses and Bacteria**

Genomic analysis using RT-PCR\cite{11-13} or DNA sequencing\cite{60-63} is the mainstream approach for testing viruses and bacteria. The volume and structure of these microorganisms are diverse, even if the organisms are of the same type. Solid-state nanopores are used to detect the volume of the
analyte. Thus, the utility of solid-state nanopores in the study of viral and bacterial identification may be somewhat limited. Here, we introduce some identification results of viruses and bacteria using solid-state nanopores.

Negatively charged filament viruses were measured using solid-state nanopores with a SiN thickness and nanopore diameter of 20 nm and 26 nm, respectively.\textsuperscript{57} The nearly linear filament virus was 6.6 nm in diameter and 880 nm in length (Fig. 3a). In the ion current–time waveform, passing events with an average $I_p$ of 0.12 nA and an average $t_d$ of 1.2 ms were observed. In addition, waveforms corresponding to the event of the virus hitting the nanopore entrance were observed, showing a smaller average $I_p$ and average $t_d$. These two events were distinguished by a two-dimensional map of $I_p$ and $t_d$ when the voltage and KCl concentration were below 100 mV and 300 mM, respectively. However, above these thresholds, these two events could not be distinguished.

A negatively charged tobacco mosaic virus with a diameter of 18 nm and a length of 300 nm was measured (Fig. 3b).\textsuperscript{58} Nanopores with diameters of 25, 30, and 50 nm were used on a 30-nm-thick SiN membrane. In this experiment, four characteristic ion current–time waveforms were obtained. A typical waveform of the virus passing through the nanopore was obtained (Type A in Fig. 3b). The waveform with small $I_p$ and $t_d$ (Type D in Fig. 3b; Fig. 2b) is the signal indicating that the virus collided with the entrance of the nanopore. Coarse-grained Langevin dynamics simulations\textsuperscript{64-66} revealed that the Type B signal indicates that the virus fluctuates at the nanopore entrance and passes through the nanopore. Type C represents the dynamics in which the virus fluctuates thermally while passing through the nanopore. Thus, one ion current–time waveform represents the flow dynamics of one virus. For the measurements of the filament virus and tobacco mosaic virus, a high aspect ratio nanopore was used, i.e., $L/D > 1$.

Spherical negatively charged influenza viruses were measured using low aspect ratio nanopores
Nanopores 300 nm in diameter were fabricated on a 50 nm-thick SiN membrane. The diameters of influenza A (H1N1), influenza A subtype (H3N2), and influenza B range from 80 to 150 nm, in that order. The differences between these three viruses lie in the proteins that make up the virus; these differences result in different distributions of surface charges. However, the resulting ion current–time waveforms were similar for the three viruses. Therefore, the analysis using the $I_p$ and $t_d$ histograms failed to distinguish between the three viruses. As will be described later, when machine learning was used to analyze the ion current–time waveform, the three viruses were identified with high accuracy.

Negatively charged liposomes with a diameter of 80 nm were measured with $L/D = 0.8$ solid-state nanopores with a diameter of 250 nm and a thickness of 200 nm (Fig. 3d). For hard polystyrene particles, $I_p$ increases with increasing bias voltage. However, in liposomes, $I_p$ decreased when the bias voltage was increased from 100 to 600 mV. This is because liposomes are soft nanoparticles with a surface charge and are deformed by a strong electric field. Multiphysics simulations estimated that the electric field at the center of the nanopore was 14 kV cm$^{-1}$ when the bias voltage was 600 mV. Such deformation of particles by a strong electric field has been reported in giant vesicles. The research group that conducted this experiment reported that human immunodeficiency virus with a diameter of 100 nm was also deformed by a strong electric field. As described above, the softness (or stiffness) of the analyte can be examined by changing the bias voltage.

The typical bacteria, *Escherichia coli* and *Bacillus subtilis*, were also measured. Solid-state nanopores with a diameter of 3 μm were used on a 40-nm-thick SiN membrane. The diameter and length of *E. coli* and *B. subtilis* are approximately 1 and 3 μm, respectively (Fig. 3e). The zeta potentials of *E. coli* and *B. subtilis* were $-37$ and $-38$ mV. There was no significant difference in volume or surface charge, so no significant difference in the ion current–time waveform was
observed. For this reason, these two bacteria could not be distinguished with high accuracy in the histograms of \( I_p \) and \( t_d \). However, since the curvatures of *E. coli* and *B. subtilis* are different, a difference between the entry dynamics into the nanopore and the passing dynamics would be expected. An analysis of the ion current–time waveform by machine learning produced high-precision discrimination between these two bacteria. In this experiment, streptococci with a rosary shape were also measured. The measurement results of streptococci and the results of waveform simulation based on multiphysics revealed that the waveform contains information about the bacterial structure.

There are numerous types of viruses and bacteria, but only a few have been measured with solid-state nanopores. In particular, discrimination between two viruses or bacteria has not been performed, except with low aspect ratio nanopores. In the next section, we will focus on the flow dynamics of viruses and bacteria in high aspect ratio nanopores.

2. Flow Dynamics of High Aspect Ratio Nanopores

Analyses of solid-state nanopores are typically conducted using \( I_p \) and \( t_d \) histograms. The following equation is used to analyze the ion current flowing through the solid-state nanopores.\(^{72}\)

\[
I = \frac{V}{R_{\text{acc}} + R_{\text{pore}}} \tag{1}
\]

where \( R_{\text{acc}} \) and \( R_{\text{pore}} \) are the access resistance and the resistance of the solid-state nanopore, respectively. When the electrical conductivity of the electrolyte is \( \kappa \),

\[
R = 2 \times \frac{1}{2\kappa D} = \frac{1}{\kappa D} \tag{2}
\]

\[
R = \frac{4L}{\pi\kappa D^2} \tag{3}
\]

These equations describe the base current of a high aspect ratio nanopore where the electric field
strength in the nanopore is constant (Fig. 4). However, in the low aspect ratio nanopore, since the electric field strength in the nanopore is not constant, the experimental value deviates from the estimated value of the base current. In particular, in the low aspect ratio nanopore, the electric field is concentrated on the nanopore edge, and the electric field strength at the center of the nanopore is smaller than that in the high aspect ratio nanopore. In addition, this equation does not take into account the electroosmotic flow that occurs at the interface between the nanopore and the liquid. Thus, the widely used formulas (1) to (3) are suitable to estimate of the physical quantities for the high aspect ratio nanopores.

High aspect ratio nanopores are available to researchers with a product called qNano. This measurement system dynamically adjusts the diameter of the through-hole made in the polymer. With high aspect ratio nanopores, the particle diameter and zeta potential of the analyte are obtained by utilizing the fact that \( I_p \) and \( I_d \) have information on the volume, particle velocity, and surface charge of the analyte.

2. **3. Flow Dynamics of Low Aspect Ratio Nanopores**

In both the high aspect ratio nanopore and the low aspect ratio nanopore, the flow dynamics of the analyte is governed by three forces: electrophoresis, electroosmotic flow, and fluid resistance (Fig. 5). In addition, flow dynamics depends on the gradients of pressure, temperature, and salt concentration. For this discussion, the influence of these gradients and the intermolecular interaction between the nanopore surface and the analyte will not be considered. At this time, the flow dynamics of the negatively charged analyte will be classified into the three separate cases shown in Fig. 5.

The negatively charged analyte receives a force in the direction of the positive electrode by electrophoresis. For materials with negatively charged surfaces, such as SiN, cations accumulate
at the solid–liquid interface. The cations flow in the opposite direction to electrophoresis; this is the electroosmotic flow. As a result, the analyte receives a force in the opposite direction to the electrophoresis. When electrophoresis > electroosmotic flow + fluid resistance, the analyte flows in the $Z$ direction (Fig. 5a). In this case, it experiences fluid resistance in the $-Z$ direction. That is, the nanopore passage speed of the analyte is reduced by the electroosmotic flow. When the surface charge density of the analyte is low, or the surface charge density of the nanopore is high, electrophoresis < electroosmotic flow + fluid resistance may occur (Fig. 5b). In this case, the analyte cannot enter the nanopore, and an ion current–time waveform cannot be obtained. On the other hand, when the surface charge is positive, such as with Al$_2$O$_3$ solid-state nanopores, anions accumulate at the nanopore–liquid interface. As a result, the electroosmotic flow in the $Z$ direction increases the nanopore translocation speed of the analyte (Fig. 5c). Thus, control of the polarity and density of the charge on the surface of the nanopore grants control of the translocation speed of the analyte in the nanopore.

Multiphysics simulation simulates the flow dynamics of analytes with diameters of several hundred nanometers or more, that is, the translocation of viruses and bacteria through solid-state nanopores. Typically, a COMSOL program package is used. The flow dynamics of viruses and bacteria in the nanopores is described by a composite of three equations: the Poisson equation describing electrostatics in the nanopore, the Navier–Stokes equation describing fluid flow, and the Nernst–Planck equation describing ion transport.

In the nanopore, the ion flow of the solution contributes to the ion current as well as the electrostatic charge at the nanopore–liquid interface. When the ion concentration in the equilibrium state at the interface, the Poisson equation is described by the Boltzmann distribution.
where $n_i^0$, $e$, and $V$ represent the far-field concentration of the $i$-th species, the elementary charge, and the electrical potential, respectively; $z_i$, $k$, and $T$ represent the corresponding valency, Boltzmann constant, and temperature, respectively. $\varepsilon_f$ is permittivity of the fluid. For NaCl, $z_i = 1$ and $z_i = -1$ correspond to Na$^+$ and Cl$^-$, respectively.

The motion of ions in the solution is described by the following Nernst–Planck equation, wherein $u_i$, $D_i$, and $u$ are the electrophoretic mobility, diffusion coefficient, and flow velocity of the $i$-th ion.\(^{40,46,47,54}\)

\[
\nabla J_i = \nabla \cdot \left( -\text{sgn}(z_i) \mu_i n_i \nabla V - D_i \nabla n_i + n_i u \right) \quad (6)
\]

The first term represents electrical migration, the second term represents density diffusion, and the third term represents convection. $\text{sgn}(z_i)$ is a sign function, $\text{sgn}(z_i) = 1$ if $z_i > 1$, $\text{sgn}(z_i) = 0$ if $z_i = 0$, and $\text{sgn}(z_i) = -1$ if $z_i < 1$. In the nanopore, $J_i = 0$ in the wall direction of the nanopore.

Fluid flow is described by the following Navier–Stokes equation, wherein $p$, $\eta$, and $f$ are the pressure, fluid viscosity, and electrical body force exerted on the fluid due to the local charges by the unbalanced ions, respectively.\(^{46,47,40,54}\)

\[
\rho \left( \frac{\partial u}{\partial t} + u \cdot \nabla u \right) = -\nabla p + \eta \nabla^2 u + f \quad (7)
\]

\[
\nabla \cdot u = 0 \quad (8)
\]

Moreover, electrical body force is given by the following formula.

\[
f = \left( -\nabla V \right) e \sum_i z_i n_i \quad (9)
\]

In a steady state, $\partial u/\partial t = 0$ and the flow velocity in the axial direction of the nanopore does not change, so $\partial u/\partial z = 0$. Also, $u_y = u_z = 0$. The above equations (4)–(9) are combined and solved to
find $n_i$, $E_z$, and $u_z$. The ion current in the solid-state nanopore can be calculated by the following equation when density diffusion is ignored.\(^{40,46,47,54}\)

$$J_z = e \sum_i z_i (-\text{sgn}(z_i) \mu_i n_i E_z + n_i \mu_z) \quad (10)$$

Since this simulation combines a plurality of physical models, it is called multiphysics simulation. In many cases, COMSOL is used as the calculation package.\(^90\) When simulating experimental results, we make assumptions about the structure and surface charge density of the solid nanopores and analytes. The time evolution of equations (4)–(10) is calculated on a large scale. For this reason, in practice, equations (4) to (10) are calculated in a steady state in which the analyte is placed in the nanopore to obtain the ion current value.\(^{46,47}\) The analyte is moved to obtain the ion current–position relationship. The simplest and the lowest time cost is the method of obtaining the ion current by changing the position and matching the ion current–time waveform with the waveform obtained in the experiment. If this method is not used, then a position–velocity plot is created from the electric field distribution and flow field. We integrate the reciprocal of the velocity at the position with respect to time. Finally, we plot the ion current–time waveform. This method is used to reliably obtain an ion current–time waveform.

Multiphysics simulation has been used to reproduce the ion current–time waveform of low aspect ratio nanopores.\(^{41-45}\) The results of streptococci with a connected form of cocci are illustrated in Fig. 6.\(^43\) The size of one coccus is 1.1 μm in length and 0.8 μm in diameter (Fig. 6a). Bacteria consisting of linked cocci were counted using low aspect ratio nanopores with $L/D = 0.04$. The ion current–time waveform shows a shape with two peaks (Fig. 6b). One streptococcus produced one peak, and streptococci with a shape in which $N (N = 2, 3, 4)$ cocci were linked showed $N$ peaks (Fig. 6c). Multiphysics simulation was used successfully to reproduce the experimental results (Fig. 6d). In addition, by making assumptions about the structure of the specimen and the surface charge, fitting a simulation waveform to the ion current–time waveform
obtained in the experiment enables structural analysis of a single streptococcus from the ion current waveform of the experiment. This shows that the tomography of a single virus or bacterium using ion current–time waveforms is possible.\textsuperscript{43} The simulations also showed that the ion current–time waveform depends on the direction in which the analyte enters the nanopore. This multiphysics simulation shows that the ion current–time waveform has information on structure, surface charge, and flow dynamics, as well as the volume of viruses and bacteria. However, it is difficult to extract this information from the $I_p$ and $t_d$ histograms. The problem is how to extract this information from the ion current–time waveform. One technique is analysis by machine learning. Before we outline the analysis by machine learning, let us discuss the capture frequency and clogging of solid-state nanopores.

### 2. 4. Capture Frequency of Analyte

The capture of viruses and bacteria in solid-state nanopores occurs approximately via the following two processes.\textsuperscript{91, 92} At first, before entering the electrical capture sphere around the nanopore entrance, analytes move toward the pore entrance in a density diffusive manner. Upon getting into the capture sphere, the analyte becomes majorly driven by an electrophoretic force. In the above physical picturing of the capture process, the radius of the electrical capture sphere $r^*$ is defined as the distance at which the analyte diffusion speed is equal to the electrical migration speed.\textsuperscript{38} $r^*$ gives a hemisphere with radius $r^*$ from the mouth of the nanopore. When the zeta potentials of the nanopore and the specimen are $\zeta_{\text{pore}}$ and $\zeta_{\text{ana}}$, respectively, the capture sphere is given by the following equation.\textsuperscript{38}

\begin{equation}
 r^* = \frac{\varepsilon D^2}{8\eta \delta} \left| \zeta_{\text{pore}} - |\zeta_{\text{ana}}| \right| \tag{11}
\end{equation}

where $\eta$, $\delta$, and $\varepsilon$ denote the viscosity of water, the diffusion coefficient of the specimen, and the
product of the permittivity of free-space and the dielectric constant of water, respectively. This analytical formula does not match the experimental results.\textsuperscript{38} This is thought to be due to poor estimates of approximation and zeta potential. However, in common with the capture sphere obtained by other derivation methods, the capture sphere is proportional to $D^2 / (4L + \pi D)$. In other words, the low aspect ratio nanopore has a large capture sphere and can capture an analyte far from the nanopore. Using Equation 10, the capture frequency is given by\textsuperscript{38}

$$ f = 2\pi N \delta \tilde{r}^* (12) $$

where $N$ indicates the number of analytes per unit volume. $f$ should be proportional to $1/t_f$ in Figure 1, but does not agree with the experimental results. In the future, it will be useful to estimate $\tilde{r}^*$ using multiphysics simulations.

5. Analyte Clogging

The ion current–time waveform and trapping frequency have been energetically studied to establish the basic principles of solid-state nanopores.\textsuperscript{40, 46, 47, 54} When using solid-state nanopores as a practical device, it is necessary that the nanopores not be clogged. Ideally, the nanopores would remain unclogged until enough data are available for analysis.

The chemical modification of solid-state nanopores using viruses and bacteria as specimens has been applied in the detection of influenza viruses A and B.\textsuperscript{45} The surface of a SiN low aspect ratio nanopore having a diameter of 300 nm and a thickness of 95 nm was modified with a peptide that recognizes hemagglutinin on the surface of influenza virus A. The purpose of this study was to improve the accuracy of distinguishing influenza viruses A and B by using the peptide's molecular recognition ability. Efforts toward the chemical modification of the solid-state nanopore surface for detecting viruses and bacteria have just begun, and it is expected that chemical modifications according to the types of viruses and bacteria will develop in the future.
Although this review focuses on viruses and bacteria, it is also important to look at the work that has been done in DNA and protein detection.\textsuperscript{49, 50} The main causes of clogging are 1) a substance larger than the diameter of the nanopore, 2) nonspecific adsorption of the substance near the mouth of the nanopore, and 3) nonspecific adsorption of the substance to the nanopore wall. When an amyloid-beta (A\textsubscript{\beta}) peptide was measured using a solid-state nanopore with a diameter of 33 nm and a thickness of 22 nm, the nanopore became clogged within a few minutes (Fig. 7a).\textsuperscript{49} This is a result of A\textsubscript{\beta} peptide aggregation in the nanopore or the vicinity of the mouth of the nanopore in the unmodified nanoporous material. However, when the surface of the solid-state nanopore was modified with a lipid-bilayer, the nanopore did not clog for at least 40 min (Fig. 7b). Lipid bilayers have the effect of preventing the non-specific adsorption of A\textsubscript{\beta} peptides.

DsDNA and ssDNA were measured using a SiN nanopore with a diameter of 14 nm and a thickness of 30 nm coated with Tween20.\textsuperscript{50} Tween20 is an amphiphilic nonionic surfactant molecule.\textsuperscript{93, 94} The hydrophobic part interacts with SiN, and the hydrophilic part becomes the “surface.” Thus, the Tween20 coating makes the surface uncharged and hydrophilic. As a result of preventing the non-specific adsorption of DNA to the hydrophobic SiN surface, the modified nanopore was able to resist clogging for more than 100 min. The unmodified nanopore has a complex ion current–time waveform, whereas the modified nanopore showed a Gaussian waveform.

Hydrophobic surfaces cause the nonspecific adsorption of biomolecules.\textsuperscript{95, 96} In addition, since the surfaces of many viruses and bacteria are negatively charged, they interact electrostatically with solid-state nanopores that have surface charges. Thus, charged and hydrophobic surfaces render solid-state nanopores susceptible to clogging. In contrast, uncharged and hydrophilic solid-state nanopores are much less likely to become clogged. Recall that SiN has a negative surface charge and is hydrophobic; however, solid-state nanopores modified with Tween20 have
uncharged and hydrophilic surfaces.\textsuperscript{50} Such chemical modification of the solid-state nanopore surface produces an uncharged and hydrophilic surface but also has the effect of reducing the diameter of the nanopore.\textsuperscript{49, 50} In addition, the modifying molecule may selectively interact with a biomolecular analyte. Therefore, the development of a method for controlling the properties of the nanopore surface without chemical modification would be highly desirable.

3. Analysis Method Using Machine Learning

Multiphysics simulations revealed that the ion current–time waveform has information on the volume, structure, surface charge, and dynamics of viruses and bacteria.\textsuperscript{42-45} If this information or composite information is extracted from the waveform and used, individual viruses and bacteria should be identified with a single waveform. Here, we show that individual viruses and bacteria can be identified by analyzing the ion current–time waveform using machine learning.

3. 1. Analysis Method Based on Machine Learning

The goal of analysis using machine learning is to identify which virus (bacteria) is producing a given ion current–time waveform with high accuracy.\textsuperscript{42, 45} Machine learning includes a method using supervised data and a method not using supervised data. Here, an analysis method based on machine learning using training data is introduced.

We consider the case of distinguishing between virus A and virus B. First, a classifier is learned that characterizes the ion current–time waveform of virus A alone or virus B alone (Fig. 8a). In the learning process, the features are defined by the analyst. Depending on the combination of features, there are cases in which classification is not performed (features $I_p$ and $t_d$) and those in which classification (Feature 1 and Feature 2) is performed. Generally, when there are $N$ features, a feature distribution is created in an $N$-dimensional space. The characteristic quantities often used
to describe nanopores are $I_p$ and $t_d$. The feature includes not only the measurement value itself but also a feature generated from the measurement amount, for example, the sharpness of the waveform. The feature is not only a scalar quantity but also a vector quantity, such as a current vector obtained by dividing a single waveform into $N$ waveforms in the time axis direction. Therefore, even if the histograms using $I_p$ and $t_d$ overlap, there is a possibility that virus A and virus B can be distinguished. Next, an inference model for discriminating between virus A and virus B is created by determining the feature quantity and classifier that gives the highest discrimination accuracy in the learning process. Next, a reasoning model is used to classify whether the ion current–time waveform obtained in the experiment was produced by virus A or virus B. Finally, a high-accuracy classification is made as to whether the given ion current–time waveform was produced by virus A or virus B. The accuracy is evaluated by the $F$-measure: the larger the $F$-measure, the higher the accuracy of classification.97

A specific data analysis method workflow is depicted in Fig. 8b.42-45 Waveforms (pulses) corresponding to viruses and bacteria are extracted from the ion current–time data ($I$–$t$ data) obtained with solid-state nanopores using filters. This extraction process requires low current noise. 27, 98-101 The current noise of the solid-state nanopore mainly depends on the parasitic capacitance of the solid-state nanopore. In order to increase the signal-to-noise ratio, optimization of the structure and materials of the solid-state device is essential. Next, a plurality of features is defined, and features of the extracted pulse data are extracted. In the fourth step, those features are combined. Next, undersampling is performed to match the number of data with the newer, smaller number of feature data; this is because the discrepancy in the number of data would lead to over-learning, i.e., incorrect learning. In the sixth step, the classifier is trained using the feature data set. When the number of virus features is $K_1$ and the number of classifiers is $K_2$, $K_1 \times K_2$ learning can be performed. Many types of classifiers have already been developed and published.
A free software WEKA (The Waikato Environment for Knowledge Analysis) program with many classifiers is often used. The identification accuracy is evaluated for all combinations of features and classifiers. A frequently used evaluation method is \( N \)-fold cross-validation (Fig. 9).

As an example, a 5-fold cross-validation method is as follows. When a dataset of the features of virus A and virus B is given, the data are divided into five sets. Four sets of data are used for learning, and one is used for verification. With this operation, the \( F \)-measure is obtained. The same operation is performed four times, and the average of the five \( F \)-measure values is obtained. The accuracy of identification is evaluated by the \( F \)-measure value. The \( F \)-measure is defined as follows:

\[
F\text{-measure} = 2 \frac{precision \times recall}{precision + recall} \tag{13}
\]

Assume that the number of pulses obtained in virus A and virus B measurements is shown in Figure 10. It shows that there are five data incorrectly identifying virus A as virus B. These five data are false negatives for virus A. Ten data are false positives for virus A. This matrix is called a confusion matrix. Precision and recall are obtained from the confusion matrix. Precision = \( \frac{150}{150 + 10} = 0.94 \) and recall = \( \frac{150}{150 + 5} = 0.97 \) for virus A.

When the \( I_p \) and \( t_d \) histograms obtained from solid-state nanopores overlap, the two viruses cannot be distinguished with high accuracy. Analysis by machine learning is similar to searching for non-overlapping histograms using features different from \( I_p \) and \( t_d \). However, even if high accuracy is obtained, it is difficult to elucidate the obtained cause physically or chemically. In other words, at present, it is difficult to physically or chemically interpret features that give high accuracy. One way to approach this is via multiphysics simulation. In the next section, examples of viruses and bacteria that have actually been analyzed using machine learning will be introduced.

### 3.2 Analysis of Viruses and Bacteria
Influenza A (H1N1), influenza B, and influenza A subtype (H3N2) were measured using SiN nanopores with \( L/D = 50 \text{ nm}/300 \text{ nm} \). The diameters of the three viruses range from 80 to 120 nm. The difference between the three viruses lies in the proteins that make up the virus. When a bias voltage of 0.1 V was applied, spiked ion current–time waveforms were obtained with the three viruses. The ion current–time waveform obtained in the multiphysics simulation of influenza with a diameter of 110 nm was consistent with the experimental results. Therefore, although there was no difference in the \( I_p \) histograms of the three viruses, it is expected that differences will occur in the charge and flow dynamics. In fact, 10 features, including \( I_p \) and \( t_d \), were extracted from the waveform (Fig. 11a). \( J_{\text{curr}} \), \( t_d \), \( r \), \( \theta \), and \( J_{\text{time}} \) mainly reflect the transit time, i.e., the surface charge and flow dynamics of the virus. \( I_p \), \( S \), and \( S_r \) mainly reflect the current change, i.e., the volume of the virus. The \( \beta \) value reflects the structure of the virus. Using the WEKA workbench with many classifiers, machine learning was performed by combining 60 feature vectors and 71 classifiers (Fig. 11b). \( F \)-measure values for all combinations (4260 ways) were obtained, and it was found that Rotation Forest was the classifier that gave the highest accuracy. A 10-fold cross-validation method was used as the evaluation method. The \( F \)-measure values for distinguishing A (H3N2) from B, A (H1N1) from A subtype (H3N2), and A (H1N1) from B were 0.61, 0.68, and 0.72, respectively (Fig. 11c). These \( F \)-measure values apply when a single ion current–time waveform is examined. In considering an actual case, we will make a definitive diagnosis of influenza type based on several waveforms. In distinguishing A (H3N2) from B, high accuracy of 0.94 was obtained when 11 or more pulses were used (Fig. 11d). Using the \( P_{\text{rec}} \) value given by each feature as an index, it is estimated that there are differences in the flow dynamics among the three influenza viruses (Fig. 11e).
volume, and the feature amount $\beta$ reflecting the structure gave the smallest $P_{\text{rec}}$ value.

$E. \ coli$ and $B. \ subtilis$ were measured with low aspect ratio nanopores with $L/D = 40 \text{ nm}/3000 \text{ nm}$.43 $E. \ coli$ and $B. \ subtilis$ have similar surface potentials of $-37 \text{ mV}$ and $-38 \text{ mV}$. Moreover, although they have the same volume, the curvature of their structures is different. In the $I_p$ and $t_d$ histograms, the two bacteria could not be distinguished with high accuracy. Multiphysics simulations suggested that the ion current–time waveform rises differently when the bacterial structure is different. Therefore, in addition to $I_p$ and $t_d$, feature values, including the feature value $\theta$ reflecting the curvature of the edge of the structure, were extracted, and 60 feature vectors were generated (Fig. 11f). $F$-measures were obtained by combining 67 classifiers, including Rotation Forest104 obtained with the WEKA workbench102 and features (Fig. 11g). The evaluation was performed by the 10-fold cross-validation method. When $L = 1490 \text{ nm}$, the two bacteria were identified with high accuracy ($F$-measure = 0.90). Similar to the virus, the characteristic amount and the $F$-measure were analyzed, and a $P_{\text{rec}}$ with high $I_p$, $A$, and $A_{\text{long,i}}$ reflecting the volume and structure was obtained. In contrast, $I_m$ and $t_{ds}$, which reflect surface charge and flow dynamics, gave small $P_{\text{rec}}$ values. Therefore, it is thought that high identification accuracy was obtained by identifying the curvature of the bacterial structure.

The $F$-measure at each aspect ratio was obtained by the same analysis method by changing the aspect ratio of the solid-state nanopore (Fig. 11h).43 When $L/D = 40 \text{ nm}/3000 \text{ nm} = 0.013$, the $F$-measure was 0.90. As $L$ was increased, the $F$-measure decreased. This is thought to be because the spatial resolution for examining the structure of bacteria decreases as the nanopore thickness increases. In nanopores with a large thickness, the $F$-measure was predicted to decrease, but the $F$-measure increased at thicknesses greater than $L = 500 \text{ nm}$. Even in the case of solid nanopores with $L/D = 1500 \text{ nm}/3000 \text{ nm}$, the same $F$-measure as that of solid-state nanopores with $L/D = 0.13$ was obtained. This result was obtained for the first time by analysis based on machine
learning. Thus, analysis based on machine learning is also effective for optimizing the device structure.

4. Outlook

Low aspect ratio nanopores can be used to measure viruses and bacteria with high spatial resolution. Multiphysics simulations support this fact and show that ion current–time waveforms have information on viral and bacterial volume, structure, surface charge, and flow dynamics. Until now, the analysis of the ion current–time waveform obtained from the nanopore has been analyzed in terms of the maximum change current value ($I_p$) and the current duration ($t_d$). For this reason, it was quite difficult to distinguish between viruses and bacteria having the same volume. Machine learning, using features that distinguish the volume, structure, surface charge, and flow dynamics of viruses and bacteria from ion current–time waveforms, has made it possible to accurately identify viruses and bacteria. The combination of solid-state nanopores, multiphysics simulation, and machine learning allows the accurate identification of a virus from a single waveform. Similarly, it is possible to identify which bacteria produce a given waveform.

Machine learning makes it possible to classify labeled data with high accuracy. The solid-state nanopore systems can be used to measure a single virus or bacterium based on the label information contained in the resulting waveform. Therefore, machine learning and solid-state nanopores make a good combination, allowing the labeling of a viral or bacterial species for each waveform. Since the number of waveforms is equal to the number of viral and bacterial species, the combination of techniques allows for quantitative analysis. It is a natural way to count the number of viruses and bacteria of the same type on a unit basis. Even if the number is large, an integral number of virus species and bacteria species can be obtained. Thus, the combination of solid-state nanopores and machine learning creates digital analytical chemistry that can
distinguish between integer multiples of viral and bacterial species.

*Digital analytical chemistry* enables the analysis of viruses and bacteria that could not otherwise be identified or quantitatively analyzed. If training data for *N* viruses or *N* bacteria are acquired, *N* types of identifications can be made. Although this new analytical chemistry enables multi-item analysis, there are two major challenges. One is a technology for transporting viruses and bacteria to solid-state nanopores. Solid-state nanopores output an ion current–time waveform that can be analyzed if viruses or bacteria pass through the nanopore. Ideally, it would be desirable to develop a flow channel technology that separates and extracts only the viruses and bacteria that are to be detected and transports them to the solid-state nanopores.\(^\text{105}\) However, it is difficult to isolate, extract, and transport only the viruses and bacteria desired. Therefore, another problem is in the high-accuracy identification of viruses and bacteria in the presence of contaminants. The identification of single molecules in the contaminants (noise) has been demonstrated.\(^\text{106}\) The analytical system measures and learns on a sample that does not contain an analyte, in which case the resulting signal is labeled as noise. When the solution containing the analyte is measured, the signals obtained include both the noise and the analyte signal. Since the noise has already been learned, the sample signal can be extracted. This is a type of machine learning called the Positive Unlabeled Classifier (PUC) method.\(^\text{107}\) In the ideal usage of the PUC method, the target virus or bacteria can be identified in blood with high accuracy by training the system on blood that does not contain the analyte. If this can be achieved through the combination of machine learning and solid-state nanopores, the separation and extraction of impurities will ultimately become unnecessary.
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Figure Captions

Fig. 1 High aspect ratio and low aspect ratio nanopores. (a) The principle of a solid-state nanopore system. The solid-state nanoporous material is composed of a membrane (light blue) and a support substrate (green). When the analyte (blue) passes through the nanopore, the ion current is hindered by the analyte, such that the ion current decreases. (b) Classification of high aspect ratio and low aspect ratio nanopores. The membrane thickness and pore diameter are $L$ and $D$, respectively.

Fig. 2 Typical analysis of an ion current–time waveform. (a) Schematic diagram of the ion current–time waveform when the analyte passes through the nanopore continuously. The peak ion current, the duration of the ion current, and the time between the ion current peaks are defined as $I_p$, $t_d$, and $t_f$, respectively. (b) Schematic diagram of the ion current–time waveform when the analyte collides with the nanopore. The collision produces a smaller $I_p$ and $t_d$ than does an analyte passing through the nanopore. (c) $I_p$ histogram and (d) a two-dimensional map of $I_p$ and $t_d$ extracted from the ion current–time waveform obtained when viruses A and B are measured.

Fig. 3 Measurement of viruses and bacteria using solid-state nanopores. (a) Filament virus measurement using nanopores with $L/D = 0.77$. Atomic force microscopy (AFM) image and ion current–time waveform on mica. (b) Measurement of tobacco mosaic virus using nanopores with $L/D < 1.2$. TEM image and ion current–time waveform of tobacco mosaic virus. (c) Measurement of influenza virus using solid-state nanopores with $L/D = 0.17$. Influenza structure and ion current–time waveform. (d) Measurement of liposome using solid-state nanopores with $L/D = 0.8$. TEM image of liposome and ion current–time waveform. (e) Measurement of Escherichia coli and Bacillus subtilis using solid-state nanopores with $L/D = 0.013$. SEM images of E. coli and B. subtilis. Ion current–time waveform obtained by superimposing 200 waveforms
of *E. coli* and *B. subtilis*. Scale bars denote 2 µm.

Fig. 4 Aspect ratio dependence of electric field strength obtained by Finite element analysis calculations. Electric field strengths of (a) a low aspect ratio nanopore, (b) an *L/D* ~ 1 nanopore, and (c) a high aspect ratio nanopore. (d) Aspect ratio dependence of electric field strength in the radial direction. (e) and (f) Aspect ratio dependence of the electric field strength in the z direction. *D* and *ρ* indicate the diameter and radial direction of the nanopore, respectively.

Fig. 5 Viral and bacterial flow dynamics. Viruses and bacteria are negatively charged. (a) A case in which the surface charge of the nanopore is negative. When electrophoresis > electroosmotic flow + fluid resistance, viruses and bacteria pass through the nanopore. (b) Another case wherein the surface charge of the nanopore is negative. When electrophoresis < electroosmotic flow + fluid resistance, viruses and bacteria cannot pass through the nanopore. (c) The case in which the surface charge of the nanopore is positive. Viruses and bacteria pass through the nanopore at a fast rate.

Fig. 6 Analysis of the ion current–time waveform obtained from bacteria. (a) Electron microscopic image of streptococci. Green is a false color. Scale bar denotes 0.5 µm. (b) Typical ion current–time waveform obtained from streptococci. Measured with low aspect ratio nanopores with *L/D* = 0.042. (c) Ion current–time waveform dependence of streptococci. *N* streptococci showed *N* peak current values. (d) Ion current–time waveform of *Streptococcus* by multiphysics simulation.

Fig. 7 Chemical modification of the solid-state nanopore surface. (a) Conceptual diagram of an
unmodified nanopore and the ion current–time waveform. Aβ peptides were measured with SiN nanopores with a diameter of 33 nm and a thickness of 22 nm. (b) Conceptual diagram and ion current–time waveform of a solid-state nanopore modified with a lipid bilayer.

Fig. 8 Analysis of ion current–time waveforms using machine learning. (a) In the learning process for two types of viruses, the ion current–time waveform of each virus is acquired. A classifier suitable for classifying two types of viruses is learned using the features of each waveform. For example, when the features are $I_p$ and $t_{eb}$, the two types of viruses are not successfully classified. If two types of features are used, the two types of viruses are classified with high accuracy. In the reasoning process, the ion current–time waveform of the virus does not indicate which virus was acquired. The waveform is classified using the feature that has the highest accuracy in the learning process. The classification result is evaluated by the $F$-measure value. This technique can classify which virus has produced a given waveform. (b) Learning process and reasoning process. The reasoning model uses the feature and classifier that achieved the highest accuracy in the learning process. Data combination refers to the mixing of virus A and virus B data. See Figure 9 for an example of undersampling and evaluation methods.

Fig. 9 Undersampling and evaluation methods. Undersampling is used when the number of data is not uniform; the number of data is set to the smaller number. The five-fold cross-validation method is one of the evaluation methods. The data groups obtained by undersampling are randomly divided into five groups. Four out of five groups are used as training data to build the reasoning model. A group of data is inputted to the determined reasoning model, and the $F$-measure is calculated. The $F$-measure obtained by repeating the same operation five times is averaged to evaluate the identification accuracy.
Fig. 10 Analysis of virus A and virus B using machine learning. (a) Confusion matrix. The numerical value of the matrix corresponds to the number of data. (b) Precision, recall, and $F$-measure calculated from the confusion matrix.

Fig. 11 Analysis of viral and bacterial ion current–time waveforms using machine learning. (a)–(e) Identification of influenza virus. (a) Ten defined features. (b) Distribution of $F$-measure for two types of influenza viruses. $F$-measure values obtained from all combinations of 60 feature vectors and 71 classifiers. (d) Pulse number dependency of the identification accuracy of two types of viruses. (e) Relationship between $P_{rec}$ and features. Physical interpretation of features. (f)–(h) Discrimination between *Escherichia coli* and *Bacillus subtilis*. (f) The defined feature. (g) A histogram of the aspect ratio dependence of the $F$-measure. (h) Dependence of $F$-measure on aspect ratio.
Fig. 1 High aspect ratio and low aspect ratio nanopores. (a) The principle of a solid-state nanopore system. The solid-state nanoporous material is composed of a membrane (light blue) and a support substrate (green). When the analyte (blue) passes through the nanopore, the ion current is hindered by the analyte, such that the ion current decreases. (b) Classification of high aspect ratio and low aspect ratio nanopores. The membrane thickness and pore diameter are $L$ and $D$, respectively.
Fig. 2 Typical analysis of an ion current–time waveform. (a) Schematic diagram of the ion current–time waveform when the analyte passes through the nanopore continuously. The peak ion current, the duration of the ion current, and the time between the ion current peaks are defined as $I_p$, $t_d$, and $t_f$, respectively. (b) Schematic diagram of the ion current–time waveform when the analyte collides with the nanopore. The collision produces a smaller $I_p$ and $t_d$ than does an analyte passing through the nanopore. (c) $I_p$ histogram and (d) a two-dimensional map of $I_p$ and $t_d$ extracted from the ion current–time waveform obtained when viruses A and B are measured.
Fig. 3 Measurement of viruses and bacteria using solid-state nanopores. (a) Filament virus measurement using nanopores with $L/D = 0.77$. Atomic force microscopy (AFM) image and ion current–time waveform on mica. (b) Measurement of tobacco mosaic virus using nanopores with $L/D < 1.2$. TEM image and ion current–time waveform of tobacco mosaic virus. (c) Measurement of influenza virus using solid-state nanopores with $L/D = 0.17$. Influenza structure and ion current–time waveform. (d) Measurement of liposome using solid-state nanopores with $L/D = 0.8$. 
TEM image of liposome and ion current–time waveform. (e) Measurement of *Escherichia coli* and *Bacillus subtilis* using solid-state nanopores with $L/D = 0.013$. SEM images of *E. coli* and *B. subtilis*. Ion current–time waveform obtained by superimposing 200 waveforms of *E. coli* and *B. subtilis*. Scale bar denote 2μm.
Fig. 4 Aspect ratio dependence of electric field strength obtained by Finite element analysis calculations. Electric field strengths of (a) a low aspect ratio nanopore, (b) an $L/D \sim 1$ nanopore, and (c) a high aspect ratio nanopore. (d) Aspect ratio dependence of electric field strength in the radial direction. (e) and (f) Aspect ratio dependence of the electric field strength in the $z$ direction. $D$ and $\rho$ indicate the diameter and radial direction of the nanopore, respectively.
Fig. 5 Viral and bacterial flow dynamics. Viruses and bacteria are negatively charged. (a) A case in which the surface charge of the nanopore is negative. When electrophoresis > electroosmotic flow + fluid resistance, viruses and bacteria pass through the nanopore. (b) Another case wherein the surface charge of the nanopore is negative. When electrophoresis < electroosmotic flow + fluid resistance, viruses and bacteria cannot pass through the nanopore. (c) The case in which the surface charge of the nanopore is positive. Viruses and bacteria pass through the nanopore at a fast rate.
Fig. 6 Analysis of the ion current–time waveform obtained from bacteria. (a) Electron microscopic image of streptococci. Green is a false color. Scale bar denotes 0.5 μm. (b) Typical ion current–time waveform obtained from streptococci. Measured with low aspect ratio nanopores with $L/D = 0.042$. (c) Ion current–time waveform dependence of streptococci. $N$ streptococci showed $N$ peak current values. (d) Ion current–time waveform of $Streptococcus$ by multiphysics simulation.
Fig. 7 Chemical modification of the solid-state nanopore surface. (a) Conceptual diagram of an unmodified nanopore and the ion current–time waveform. Aβ peptides were measured with SiN nanopores with a diameter of 33 nm and a thickness of 22 nm. (b) Conceptual diagram and ion current–time waveform of a solid-state nanopore modified with a lipid bilayer.
Fig. 8 Analysis of ion current–time waveforms using machine learning. (a) In the learning process for two types of viruses, the ion current–time waveform of each virus is acquired. A classifier suitable for classifying two types of viruses is learned using the features of each waveform. For example, when the features are $I_p$ and $t_d$, the two types of viruses are not successfully classified. If two types of features are used, the two types of viruses are classified with high accuracy. In the reasoning process, the ion current–time waveform of the virus does not indicate which virus was acquired. The waveform is classified using the feature that has the highest accuracy in the learning process. The classification result is evaluated by the $F$-measure value. This technique can classify which virus has produced a given waveform. (b) Learning process and reasoning process. The
reasoning model uses the feature and classifier that achieved the highest accuracy in the learning process. Data combination refers to the mixing of virus A and virus B data. See Figure 9 for an example of undersampling and evaluation methods.
Fig. 9 Undersampling and evaluation methods. Undersampling is used when the number of data is not uniform; the number of data is set to the smaller number. The five-fold cross-validation method is one of the evaluation methods. The data groups obtained by undersampling are randomly divided into five groups. Four out of five groups are used as training data to build the reasoning model. A group of data is inputted to the determined reasoning model, and the $F$-measure is calculated. The $F$-measure obtained by repeating the same operation five times is averaged to evaluate the identification accuracy.
Fig. 10 Analysis of virus A and virus B using machine learning. (a) Confusion matrix. The numerical value of the matrix corresponds to the number of data. (b) Precision, recall, and $F$-measure calculated from the confusion matrix.
Fig. 11 Analysis of viral and bacterial ion current–time waveforms using machine learning. (a)–(e) Identification of influenza virus. (a) Ten defined features. (b) Distribution of $F$-measure for two types of influenza viruses. $F$-measure values obtained from all combinations of 60 feature vectors and 71 classifiers. (d) Pulse number dependency of the identification accuracy of two
types of viruses. (e) Relationship between $P_{\text{rec}}$ and features. Physical interpretation of features. (f)–(h) Discrimination between \textit{Escherichia coli} and \textit{Bacillus subtilis}. (f) The defined feature. (g) A histogram of the aspect ratio dependence of the $F$-measure. (h) Dependence of $F$-measure on aspect ratio.
