Magnons and a two-component spin gap in FeV$_2$O$_4$
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The spinel vanadates have become a model family for exploring orbital order on the frustrated pyrochlore lattice, and recent debate has focused on the symmetry of local crystal fields at the cation sites. Here, we present neutron scattering measurements of the magnetic excitation spectrum in FeV$_2$O$_4$, a recent example of a ferrimagnetic spinel vanadate which is available in single crystal form. We report the existence of two emergent magnon modes at low temperatures, which draw strong parallels with the closely related material, MnV$_2$O$_4$. We were able to reproduce the essential elements of both the magnetic ordering pattern and the dispersion of the inelastic modes with semi-classical spin wave calculations, using a minimal model that implies a sizeable single-ion anisotropy on the vanadium sublattice. Taking into account the direction of ordered spins, we associate this anisotropy with the large trigonal distortion of VO$_6$ octahedra, previously observed via neutron powder diffraction measurements. We further report on the spin gap, which is an order-of-magnitude larger than that observed in MnV$_2$O$_4$. By looking at the overall temperature dependence, we were able to show that the gap magnitude is largely associated with the ferro-orbital order known to exist on the iron sublattice, but the contribution to the gap from the vanadium sublattice is in fact comparable to what is reported in the Mn compound. This reinforces the conclusion that the spin canting transition is associated with the ordering of vanadium orbitals in this system, and closer analysis indicates a two-component spin gap that contributes to this important convergence.

I. INTRODUCTION

The spinel vanadates (AV$_2$O$_4$) are an important model family for the study of orbital order, and notable for the frustrated pyrochlore network of spin and orbitally-active vanadium cations therein.$^1$ The major outstanding question in the study of these compounds is the nature of the orbital ordered state at low temperatures, and scattering studies are playing an important role in determining the relative importance of sub-dominate interaction and crystal field terms in the magnetic Hamiltonian. Here, we present inelastic neutron scattering data on FeV$_2$O$_4$ which contribute to this important conversation. FeV$_2$O$_4$ is a ferrimagnetic spinel, characterized by two orbitally active cation sites, and shown by previous diffraction studies to have three structural and two magnetic transitions.$^2,3$ We report on the existence of two inelastic spin-wave modes in the low temperature magnetic phases whose dispersions are well described by a model that assumes significant trigonal crystal fields at the vanadium site. Our data further show that the spin gap has a temperature dependence that reflects both magnetic transitions, and suggests that a full description of magnetism in this material requires consideration of the orbital order which exists on both cation sites.

Spinel vanadates with divalent transition metal atoms on the A-site are Mott insulators, and the octahedrally coordinated vanadium (V$^{3+}$) cations on the pyrochlore sublattice have S=1 spin and orbital triplet degrees-of-freedom in the ideal cubic phase. Nearly without exception, each exhibits a cubic-to-tetragonal structural transition with decreasing temperature, which partially lifts the orbital degeneracy and alters magnetic properties. In materials with non-magnetic A-site cations (A$^{2+} \in \left(Zn^{2+},Cd^{2+},Mg^{2+}\right)$), the cubic-tetragonal transition precedes the onset of Q = 2π(0,0,1) antiferromagnetic order at lower temperature.$^4$ The ferrimagnetic materials MnV$_2$O$_4$ and FeV$_2$O$_4$ are observed to have successive collinear Neel and canted antiferromagnetic transitions,$^5,6,7$ where the spin canting is coincident with the onset of the low-temperature tetragonal structure. Though generally associated with orbital order, the nature of these structural transitions and the exact configuration of electron orbitals at low temperatures are issues of active interest.

Discussions of orbital order have largely focused on the relative importance of two proposed patterns: a form of antiferro-orbital order (AFO) containing an alternating pattern of real orbitals in the ab-plane,$^8,9$ and a form of ferro-orbital order (FOO) where each site is occupied by a complex superposition of orbitals.$^{10,11}$ The two patterns are associated with slightly different tetragonal space groups, with the FOO pattern containing an additional glide plane symmetry (space group $I4_{1}/amd$, PACS numbers: 75.30.Ds, 75.25.Dk, 75.50.Gg, 78.70.Nx
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rather than \( I_{4h}/a \), but both were derived assuming a tetragonally distorted cubic crystal field environment. Recent developments, however, have indicated that a full understanding of the orbital ground state might require a proper treatment of the trigonal crystal fields which exist in the spinel structure when the fractional coordinate, \( x \), deviates from its ideal value of 0.25\(^3\). Trigonal fields have been invoked to explain neutron scattering data in \( MgV_2O_4 \)\(^{15}\) and the existence of a high field transition in \( CdV_2O_4 \)\(^{16}\). First-principles calculations have indicated that trigonal crystal fields play a defining role for the low-temperature states of \( MnV_2O_4 \)\(^{17}\) and \( FeV_2O_4 \)\(^{18}\). The “quantum 120° model” of Chern \( et al.\)\(^{19}\) was able to explain the experimental picture surrounding \( MnV_2O_4 \) by assuming that the trigonal crystal fields were a dominant contribution to the magnetic Hamiltonian. Our own neutron powder diffraction (NPD) work subsequently demonstrated that the observed magnetic ground state of \( FeV_2O_4 \) is consistent with the predictions of the quantum 120° model in the strong spin-orbit coupling limit\(^6\).

The current study follows up on our initial neutron powder diffraction study of \( FeV_2O_4 \), and presents inelastic neutron scattering data on single crystals. \( FeV_2O_4 \) is quite unique among the spinel vanadates, in that it has an orbital doublet degree-of-freedom on the A-site \( Fe^{2+} \) cation, in addition to the orbitally active vanadium cation on the spinel ‘B’-site. It is observed to have three distinct structural transitions, evolving from high-temperature cubic (HTC) to high-temperature tetragonal (HTT) to face-centered orthorhombic (FCO) to higher symmetry low-temperature tetragonal (LTT) structure with decreasing temperature\(^{20}\). The HTT-FCO and FCO-LTT structural transitions are further associated with the onset of collinear and canted spin structures, respectively, involving both of the cation sites\(^2\). The lowest temperature canted phase has additionally been shown to exhibit a net ferroelectric moment, that can be manipulated with moderate applied magnetic field\(^{21}\). The physics underlying these transitions has been argued mostly from analogy to other spinel systems. The highest temperature structural transition is thought to be the result of a Jahn-Teller transition and the onset of ferro-orbital order on the \( Fe^{2+} \) site, similar to \( FeCr_2O_4 \)\(^{21,22}\) and consistent with the distortion of the local \( FeO_4 \) tetrahedra\(^{23}\). The HTT-FCO transition is thought to be driven by antiferromagnetic exchange between the two cation sites, consistent with spin-only chromates\(^{24}\) and \( MnV_2O_4 \)\(^{25}\). In analogy to \( MnV_2O_4 \), we have also argued that the lowest transition can be understood to result from the onset of orbital order on the vanadium sublattice\(^2\) and pointed to the predictions of the quantum 120° model\(^{24}\).

In this article, we further this discussion by presenting neutron scattering measurements of spin-wave spectra in a large single crystal of \( FeV_2O_4 \). Two low energy modes are identified, with strong parallels to observed modes in \( MnV_2O_4 \)\(^{25}\) but fit to a model which more appropriately includes a local \( < 111 > \) singlet-ion anisotropy to encompass trigonal fields on the vanadyl sites. Using these fits, we argue that both [001] anisotropy on the iron site and the \( < 111 > \) anisotropy on the vanadium sites are essential for a proper description of the low-temperature physics. Implications for the low temperature orbital order and the parallels to \( MnV_2O_4 \) are discussed.

II. EXPERIMENTAL METHODS

Single crystals of \( FeV_2O_4 \) were grown by the float zone method, as described elsewhere\(^2\). Crystals were characterized first by heat capacity, using a Quantum Design Physical Property Measurement System at the National High Magnetic Field Laboratory in Tallahassee. The resulting data were previously published in the Supplementary Materials of Ref.\(^2\) and are presented again in Figure 1. Bulk magnetization was measured using a Vibrating Sample Magnetometer at the University of Illinois at Urbana-Champaign, with applied fields of \( H = 500 \) Oe along the cubic (001) direction, and plotted with the heat capacity data for direct comparison.

Neutron scattering experiments were performed using instruments at both the Spallation Neutron Source (SNS) and the High Flux Isotope Reactor (HFIR) at Oak Ridge National Laboratory. Spin waves were first measured using the SEQUOIA Fine Resolution Chopper Spectrometer at the SN\(^{25,26}\). The majority of measurements used \( E_f = 55 \) meV neutrons and the coarse chopper on SEQUOIA\(^{26}\), giving energy resolution of approximately 3 meV at the elastic line. One 3g crystal was mounted in a closed cycle refrigerator with the pseudo-cubic (HK0) plane horizontal, and spectra at three different temperatures (\( T = \) 4K, 85K and 120K) were built from measurements taken at 0.5° steps over a 100° range using the Mantid framework\(^2\). Background scattering from the cryostat and sample can were measured separately and subtracted from the data. Plots of SEQUOIA data were made using the Horace software package\(^{28}\).

Further measurements to explore the temperature dependence of the spin gap were performed at the HFIR, using the HB3 and CTAX triple-axis (TA) spectrometers. Both sets of measurements made use of the same crystal explored with SEQUOIA, oriented in the same scattering plane. For the lowest temperatures, the large energy transfers involved demanded the use of thermal neutrons. The HB3 spectrometer was employed, with a PG002 monochromator and analyzer, \( 48°-40°-40°-120° \) collimation and \( E_f = 14.7 \) meV neutrons. Higher order contamination was removed with two PG filters. Finer resolution measurements were performed at temperatures near the upper magnetic transitions, using the CTAX cold TA spectrometer, with guide-open-80°-open collimation. The energy of the scattered neutrons was fixed at \( E_f = 5 \) meV. Higher order contamination was removed by a cooled Be filter placed between the sample and analyzer.
III. RESULTS AND DISCUSSION

Characterization and elastic neutron scattering data shown in Fig. 1 largely confirm the temperature and nature of the phase transitions reported by our previous NPD work. Peaks in the heat capacity data (Fig. 1(a)) identify phase transitions at 138 K, 107 K and 60 K, and can be immediately associated with previously identified Jahn-Teller (T_c), the collinear Néel (T_{N1}) and the spin canting (T_{N2}) transitions, respectively. Magnetization versus temperature data for the current single crystal sample are plotted in the same panel, measured in both field-cooled (solid line) and zero-field-cooled (dashed line) configurations. As with measurements on powders, the field-cooled curve reveals an increase in net magnetization at the 107 K and 60 K transitions, reflecting the onset of collinear and canted ferrimagnetism. The divergence of ZFC and FC lines below T_{N1} can be associated with ferrimagnetic domain formation.

Fig. 1(b) shows scans of elastic neutron scattering intensity across the cubic (400) Bragg position. Temperatures are representative of the four distinct structural phases, identified above, and the peak profiles exhibit an evolution in-line with the known cubic-HTT-FCO-LTT sequence of transitions. The single cubic peak at T = 200 K splits at 120 K, reflecting the cubic-tetragonal transition at T_c = 140 K. The scan at T = 90 K shows a shift in scattering intensity from the high-angle to low angle peak, with the latter peak broader than resolution and best described by two Gaussians, as expected for the FCO phase. The T = 5 K scan is again described by two peaks, with intensity distributed between them with opposite sense to what is observed at T = 120 K. As with our NPD study, and confirmed by a subsequent single-crystal x-ray study, there is no indication of further structural transitions below T_{N2} = 60 K.

The existence of a magnetic transition at T_{N1} = 110K is confirmed by the emergence of spin wave excitations and the temperature dependence of the spin gap, as laid out below. Fig. 1(c) further shows temperature dependence of elastic scattering at the (220) Bragg position, as determined by scans of neutron energy with constant-Q (e.g. Inset, Fig. 1(a)). The intensity of this peak reflects the ordered moment on the iron sublattice, and serves as an order parameter for the Neel antiferromagnetic state. The intensity of the Bragg peak at the (200) position was measured via radial scans in the elastic channel, and is plotted in Fig. 1(d). The (200) Bragg peak reflects a breaking of a local glide plane symmetry preserved in the collinear spin state, and its intensity acts as an order parameter for spin canting. Data in Fig. 1(c) and (d) were fitted to the function

\[ I(T) = I_0 \times (1 - \frac{T}{T_N})^{2\beta} + \text{const}, \tag{1} \]

in the temperature range \( \frac{T}{T_N} > 0.75 \), to extract approximate values for critical temperatures and exponents. The extracted critical exponents, \( \beta_1 = 0.16 \pm 0.06 \) and \( \beta_2 = 0.32 \pm 0.03 \), are broadly consistent with Ising transitions in two and three dimensions, respectively, though more detailed measurements would be required to comment further. The fitted transition temperatures, \( T_{N1} = 107.5K \pm 0.1K \) and \( T_{N2} = 61.1K \pm 0.5K \), in-line with our earlier estimates from heat capacity and NPD. A new feature revealed by the single-crystal measurements is the significant elastic intensity about the (200) position which is seen to persist to temperatures well above \( T_{N2} \), and decrease monotonically with warming. In this temperature region, the (200) peaks are broader in Q than instrument resolution and can be associated with the existence of short-range spin canting correlations within the collinear Neel state. It is important to note that there is no change in the (400) Bragg intensity over the same temperature range, and so this effect cannot be simply associated with scattering from this structural peak with imperfectly filtered \( \lambda/2 \) neutrons. Spin canting is symmetrically allowed in the Fddd spacegroup of the FCO phase, and the observed short range correlations above the ordering transition is similar to what is seen in other frustrated geometries.

Main inelastic results from the SEQUOIA chopper spectrometer are summarized in Figures 2 and 3. At
the lowest temperatures, we observe two distinct dispersive modes with energies below 25 meV, and interpret them as magnons of the ferrimagnetic ordered state. The dispersion of these modes is plotted along five different symmetry directions in Fig. 2(a)-(d) and Fig. 3(a). The dominant mode is roughly twenty times as intense as the “weak” mode, and has shape and bandwidth reminiscent of the lowest energy mode reported by Chung et al. for MnV₂O₄. The minima coincide with the zone-centers of the diamond sublattice, consistent with the previous claim that this excitation is associated with the motion of A-site spins. The second mode is more difficult to discern in the contour plots of Fig. 2 but plots of neutron scattering intensity versus (H00) (Fig. 2(e)) and energy transfer (Fig. 2(f)) indicate that the weak mode has minima (maxima) where the strong mode has maxima (minima), with an equally large spin gap. These statements are confirmed below via triple-axis measurements.

A full theoretical construction to describe magnetic excitations in FeV₂O₄ must take into account the local ionic levels of both Fe²⁺ and V³⁺ cations. Here, we show that instead the essential elements of the observed spin excitations at low temperatures are captured by a minimal spin-wave model, with the inclusion of appropriate single-ion anisotropy terms.

Dispersion data were fit using semiclassical spin-wave calculations, assuming an ideal cubic structure and the Hamiltonian

\[ \mathcal{H} = \sum_{\langle i,j \rangle} J_{ij} \mathbf{S}_i \cdot \mathbf{S}_j + \sum_i D_i (\mathbf{S}_i \cdot \hat{n}_i)^2 \]

and the results are shown as solid lines in Fig. 2. Here, the sums are over all spins, including both cation sites, and interactions are truncated beyond nearest neighbors for the Fe²⁺ sites (nearest neighbor Fe-V interactions) and next-nearest neighbors for the V³⁺ sites (nearest neighbor V-V and nearest neighbor Fe-V interactions). The single-ion anisotropies are constrained to be along the (001) direction for the iron site, consistent with conclusions from x-ray diffraction and magnetization. The single-ion anisotropies are in fact perfectly along the local <111> directions for the vanadium sites, consistent with an important role for the trigonal crystal field. The exchange parameter, \( J_{ij} \), is also fitted differently when describing V-V pairs in (\( J_{BB} \)) or out of (\( J_{BB} \)) the tetragonal a-b plane.

The canting angle of spins in the ground state was determined self-consistently through fits of the inelastic data, and found to be within error equal to the value inferred from NPT. Further fit parameters are listed in Table 1. The spin-wave model explains the dispersion of the two observed modes in all directions, and identifies them as having a majority contribution from the motion of iron cations. The model predicts the existence of four additional modes with primarily vanadium character, not discernable in our inelastic neutron scattering data below energy transfers of 35 meV. One possible explanation for their absence is that they exist at energies above our measurement range; as shown in the Supplementary Information, spin-wave curves associated with the parameters in Table 1 indeed predict the four remaining modes reside in the energy range 30 - 60 meV. However, we further note that the ordered moment on the vanadium site is roughly 5 times weaker than the order iron moment, and thus the missing modes are expected to be much less intense than those reported here.

| \( J_{AB} \) | \( J_{BB} \) | \( J'_{BB} \) | \( D_A^{(001)} \) | \( D_B^{(111)} \) | Canting angle |
|---|---|---|---|---|---|
| -2.9(1) | +15(2) | -0.6(9) | -0.01(4) | -9.5(5) | 55(2) |

TABLE I: Exchange and anisotropy parameters inferred from fits of TOF neutron scattering data collected at T = 5 K to a semiclassical spin-wave model.

Of the parameters listed in Table 1, the exchange parameter \( J_{AB} \) is most tightly constrained by the available data, but there was significant freedom in choosing \( J_{BB} \) and \( J'_{BB} \). The given values provide a good description of the current data, but further constraints on \( J_{BB} \) and \( J'_{BB} \) will likely require measurements of the four remaining modes. It is interesting to note, however, that even a good description of all dispersion curves was possible only if we allowed the parameter \( J'_{BB} \), describing the exchange between V-V nearest neighbor pairs in the (101) direction, to be ferromagnetic. An antiferromagnetic \( J_{BB} \) and ferromagnetic \( J'_{BB} \) are in fact perfectly consistent with the 2-in-2-out spin structure stabilized in FeV₂O₄. Importantly, both anisotropy parameters \( D_A^{(001)} \) and \( D_B^{(111)} \) are predicted to contribute to the spin gap. The best fit value for \( D_B^{(111)} \) is large and negative. A large, negative anisotropy favoring spins in the <111> directions is consistent with the assumptions underlying the quantum 120° model of Chern et al.

In Fig. 3, we show a representative contour plot of the low-energy excitation spectrum at three temperatures, \( T = 5 \) K, 85 K and 125 K, corresponding to measurements in the canted spin, the collinear ferrimagnetic, and the paramagnetic states, respectively. One can see that the overall shape and bandwidth of the dominant mode is unchanged as the system evolves from the canted to the collinear spin state, with only a loss of scattering intensity resulting from a smaller ordered moment size at 85 K. This is as expected, as the spins on the iron sublattice are unaffected at the canting transition. Above \( T_{N1} \), the modes vanish entirely, confirming they are magnetic in origin. The most notable change with temperature is the magnitude of the spin gap, which is \( \Delta \sim 3 \) meV in the LTT phase but barely distinguishable from zero in Fig. 3(d) at \( T = 85 \) K.

To explore the temperature dependence of the magnetic states more fully, SEQUOIA results were supplemented by targeted triple-axis measurements over the range 5 K < \( T < 120 \) K. Figure 4(a) shows a comparison of scattering intensity at the (220) reciprocal lattice position versus energy transfer well-below and above the upper magnetic transition at \( T_{N1} = 110 \) K. The choice of (220) was dictated by the minimum of the dominant
FIG. 2: (a)-(d) Contour plots of neutron scattering intensity in several energy-momentum transfer planes, showing the Q-dependence of magnon excitations along several different symmetric directions in reciprocal space. Especially notable are the dispersive magnetic excitations which arise about points (2 0 0), (4 0 0) and symmetric equivalents. (e) A plot of scattering intensity versus (H 0 0) in the energy range E = 8-16 meV, revealing peaks at (-4 0 0) and (+2 0 0). (f) Plot of scattering intensity versus energy transfer at (2 2 0) and (2 0 0). In all plots, we use the high-temperature cubic basis to index the reciprocal lattice cell.

band in Fig. 2. The inset is plotted on a logarithmic scale, and reveals significant quasi-elastic scattering intensity at the higher temperature which collapses into the gapped magnon modes below the ordering transitions. The modes themselves are shown more clearly on a linear scale in the main panel. Similar base temperature scans are shown in Figure 3(b) at the (200) position—the location of the lowest-Q minimum of the weak mode in Fig. 2—and at (240)—a symmetrically equivalent position with larger dynamic range on the TA spectrometer.

Scans in both panels indicate multiple magnetic excitations below 25 meV. The dominant and weak magnon modes identified with SEQUOIA are confirmed in Fig. 3(a), where the greater intensity branch has a gap 8.9 meV ± 0.1 meV and the lower intensity branch appears much broader and is located around 23 meV. Both peaks are also present at (240) with the relative intensities reversed. In addition, the scans seem to indicate that an excitation exists with E≈12 meV. An equivalent excitation is seen at all measured Q, with an intensity that decreases with increasing scattering angle. As shown in Fig. 3(c), this peak also persists to temperatures as high as 120 K. The origin of this peak is a subject for future investigation.

To track the temperature dependence of the spin gap, we took scans at the (220) position with limited energy transfer and temperature increasing by 5 K increments from 5 K to 120 K. Select scans taken using a thermal TA instrument are shown in Fig. 3(a), and using a cold TA in Fig. 3(d). Solid lines represent the results of fitting to a series of Lorentzian peaks convolved with instrument resolution, with the energy of the 12 meV excitation held constant below T = 100 K to stabilize the fitting. The fitted gap is plotted as a function of temperature in Fig. 5. Results from the two datasets are consistent in the temperature region overlap, and the overall gap function is seen to rise up in a smooth, mean-field like way from the upper Néel temperature.

The temperature dependence was characterized using both single and double order-parameter functions, with the best fits shown as dashed and solid lines, respectively. The single OP fit gives $T_{N1} = 107.7$ K ± 0.5 K, within error equal to other measurements of critical temperature. However, a far superior description of the data is provided by the two-OP fit, which yields $T_{N1} = 107.0$ K ± 0.5 K and $T_{N2} = 60.3$ K ± 0.7 K. These values independently confirm the critical temperatures obtained from heat capacity, NPD and elastic neutron measurements. The increase of the gap at the canting transition, $T_{N2}$, is reminiscent of the opening of a gap from zero in MnV$_2$O$_4$ and reinforces the notion that this temperature can be associated with the ordering of orbitals on the vanadium sublattice. It is natural to ascribe the second, higher-temperature contribution to the gap function to the ferro-orbital order that exists on the iron sublattice below $T = 140$ K. Thus, the two-OP gap function presented in Fig. 5 indicates that orbital order on both cations sites is playing a defining role in this material.

The most distinguishing feature of the inelastic spectrum of FeV$_2$O$_4$ is the order-of-magnitude larger spin-gap over other spinel vanadates. However, the data in Fig. 5 imply that this is primarily due to the orbital order on
the A-site, combined with spin-orbit coupling and the large ordered iron moment, and has little to do with the physics of vanadium cations. Other distinguishing features of FeV$_2$O$_4$, including the (0 0 1) easy-axis observed via magnetization and associated magnetostrictive effects observed with x-ray diffraction, can also be explained by a strong single ion anisotropy for the spin on the A-site, as made clear by first principles calculations.

When focusing instead on the contribution to the gap from the vanadium sublattice, the magnitude and temperature dependence is comparable to what is reported for MnV$_2$O$_4$. We have noted in the past that the elastic ordering pattern of spins in FeV$_2$O$_4$ at low temperatures is consistent with the predictions of the quantum 120° model of Chern et al., in the strong spin-orbit coupling limit. In this model, developed to explain observations on MnV$_2$O$_4$, the in-plane direction of vanadium spins in the canted state is set by a competition between orbital exchange interactions and coupling to local trigonal distortions, which prefer spins to point along primary cubic axes and local <11> spin directions, respectively. Intuitively then, the statement that FeV$_2$O$_4$ lies in the strong spin-orbit coupling limit is equivalent to highlighting the dominant role of trigonal distortions, consistent with the success of our spin-wave model above. In the paper of Chern, it was concluded that MnV$_2$O$_4$ lies in the opposite, strong orbital exchange limit. This is surprising in the current context, as MnV$_2$O$_4$ has both a larger trigonal distortion than FeV$_2$O$_4$ and a larger spin-gap arising from the vanadium sublattice. A possible resolution comes from noting that the classification of MnV$_2$O$_4$ as being in the strong-exchange limit was based primarily on the directions for vanadium spins stated in the NPD paper of Garlea et al. However, the unpolarized NPD data of Garlea et al. were unable to uniquely determine in-plane spin directions, so the authors were careful to say that the decision to constrain the in-plane portion of the ordered spins to point along primary axes was an assumption of the structure refinement. As a further point of interest, one recent neutron diffraction study on single crystals of MnV$_2$O$_4$ largely confirms the structure of Garlea et al., but reports a slightly smaller canting angle of 54.9° for that material, nearly identical to the present case. Thus, the spin and orbital structures of MnV$_2$O$_4$ and FeV$_2$O$_4$ may be more closely related than previously thought.

A strong counter-argument to this conclusion is the different tetragonal space groups reported for MnV$_2$O$_4$ and FeV$_2$O$_4$. In fact, the $I4_1/and$ space group reported for FeV$_2$O$_4$ contains a glide-plane symmetry that is expected to be broken in the quantum 120° model, and normal mode analysis of recent x-ray diffraction data suggests fundamentally different orbitally ordered states for the Mn and Fe compounds. The trigonal distortion in FeV$_2$O$_4$ is large, but smaller than in MnV$_2$O$_4$. We suggest that the underlying assumption of a dominant (i.e. infinite) trigonal distortion may be violated in the case of FeV$_2$O$_4$. Detailed measurements of the inelastic spectrum of the two compounds, and an analysis which incorporates the full orbital and spin degrees-of-freedom in the

---

**FIG. 4:** (a) Constant-Q scans on the HB3 triple-axis spectrometer at the cubic (2 2 0) position. Shown are scans at temperatures above and well below the ordering temperatures in FeV$_2$O$_4$ on logarithmic (inset) and linear (main panel) scales. (b) Constant-Q scans at the (2 0 0) and (2 4 0) positions, which are symmetrically equivalent. (c)(d) show the temperature evolution of the constant-Q scans at (2 2 0), as measured with the HB3 and CTAX spectrometers, respectively.

**FIG. 5:** Temperature dependence of the excitation gap at the cubic (2 2 0) position in FeV$_2$O$_4$. Included are data from the HB3 (diamonds) and CTAX (circles) spectrometers. Lines are fits to power-law temperature dependence, assuming one (dashed) or two (solid) order-parameters. The latter was a better description of the data, and the parameters from that fit are shown explicitly.
$t_{2g}$ manifold may be key to a complete understanding of these systems.

IV. SUMMARY AND CONCLUSIONS

In conclusion, we have examined single crystal samples of FeV$_2$O$_4$ with elastic and inelastic neutron scattering. The sequence of structural and magnetic phase transitions identified in powders are confirmed by heat capacity, magnetization, and elastic neutron scattering on crystals. Inelastic neutron scattering measurements reveal two magnon branches below the ferrimagnetic transition at 110 K, and a semiclassical spin wave analysis was shown to be successful if single ion anisotropies are assumed to be in the (0 0 1) direction for the iron sublattice and the local <111> directions on the vanadium sublattice. The spin-gap was measured to be 8.9 ± 0.1 meV, mostly resulting from the ferro-orbital order on the A-site sublattice. The small increase in the gap from the vanadium sublattice is comparable to other materials, and consistent with the identification of the canting transition at 60 K with an orbital ordering transition on the B-site. Similarities in the measured inelastic spectra and the local direction of ordered spins suggest that the physics describing MnV$_2$O$_4$ and FeV$_2$O$_4$ systems are closely related. Reconciling the different crystallographic space groups in the two materials may require future measurements of the inelastic spectrum.
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