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As important methods to avoid landslide disasters, velocity monitoring and early warning are significant research topics in slope engineering at the present stage. This paper combines the randomness of velocity data in evolution process of landslide disasters, using Markov chain theory with no aftereffect to describe the randomness process, and introduces it into landslide warning. The research collects velocity monitoring data before landslide occurrence and applies average standard deviation method which can reflect statistical characteristics of the classification data to carry out state division of the velocity data. Then, it proposes landslide warning criteria and establishes landslide warning model based on dynamic prediction of future velocity status by Markov chain theory. Meanwhile, it puts forward the evaluation standard of landslide warning model from the aspects of timeliness, anti-interference, and credibility. At the same time, it takes typical open-pit mine landslide disaster as the engineering background and gradually optimizes and evaluates the landslide warning model from the above three evaluation standards. The results show that the landslide warning model can realize the landslide early warning of multiple monitoring points; it has good effects in both time warning and regional warning. On the other hand, the landslide warning model has high accuracy in timeliness, anti-jamming, and credibility, and it can reveal space-time evolution law of landslide occurrence, so this research has important theoretical significance and engineering promotion value.

1. Introduction

The frequency of large geological disasters has increased significantly with the severe climate changing, the continuous increasing of global population, the gradual expansion of human living areas, the increase geological disturbances of engineering activity, and other influencing factors since the 20th century [1–3]. Among them, the quantity of landslide disasters accounted for more than 70% of the total amount of geological disasters, and it is becoming the highest occurrence frequent and the maximum economic losses of geological disasters [4, 5].

As important methods to avoid landslide disasters, velocity monitoring and early warning are significant research topics in slope engineering; its core is monitoring data collection and landslide warning analysis. In recent years, with the development of slope monitoring technology, monitoring data collection has been effectively solved, but how to establish a landslide warning model based on monitoring data is still an important problem in the field of slope engineering at this stage. The research on landslide warning began in the 1960s. Japanese scholar Saito proposed an empirical formula for landslide warning, creating a precedent for landslide warning research [6]. In the next few decades, scholars from various countries have successively proposed dozens of landslide warning models and have experienced development stages such as qualitative landslide warning, quantitative landslide warning, and comprehensive landslide warning [7–11]. Qualitative landslide warning established the slope catastrophic evolution model based on engineering experience, and then analyzed catastrophic stage and stability state of the slope [12]. Guo counted 119 landslide cases in Wenchuan earthquake and established a landslide warning model from the perspectives of horizontal peak, slope angle, ground acceleration, rock type, geological structure, and so on by qualitative analysis method [13].
Wang used qualitative analysis methods to establish a landslide warning model which comprehensively considered rainfall, river erosion, human activities, and other factors and evaluated the typical loess slope stability in Baoji City, Shaanxi Province [14]. Quantitative landslide warning is a method which numericalizes geological features and external environment in the process of slope catastrophe evolution and then analyzes and forecasts the slope stability by mathematical and physical methods [15]. Ciervo analyzed the change law of soil mechanics parameters in rainfall-induced landslide evolution by mathematical statistical method and proposed a landslide warning model based on the evolution of soil mechanics parameters. At the same time, he applied the model to the landslide warning on the Amalfi coast in southern Italy and achieved good prediction results [16]. Yan quantified the influence of external environment on slope stability through sensitivity analysis and established a quantitative landslide warning model which considered the influence of external environment [17]. Comprehensive landslide warning is a method which applied physical simulation, numerical simulation, and other means to establish a geological, mechanical, and deformation coupling model that comprehensively reflects internal mechanism and external performance in the process of landslide disasters [18]. Tiranti established a landslide warning model that comprehensively considers strength conditions and deformation constraints through physical simulation method, and applied the model into Piemonte regional landslide warning, which achieved good warning results [19]. Canli established a coupled hydromechanical model to describe the evolution process of landslide disasters in rainfalls and applied it into slope warning with rainfalls [20]. The majority of scholars have done lots of research on landslide warning model, but the research results are still not very ideal. First of all, landslide warning models are hysteresis and warning information is not timely enough; it is to say there is not enough time to prepare for the disaster before landslides occur [21]. Secondly, a large number of landslides occur outside the warning area, that is to say, the failure rate of landslide area is very high. Lastly, the error warning rate is high, that means the warning information is provided when there is no risk of landslides, and this error warning information will have a serious impact on the normal productions and lives of residents [22]. The reason is that, due to the complexity, randomness, and uncertainty of landslide disasters evolution, a warning model is only suitable for a certain type or a certain stage of landslide prediction, and various landslide warning models have certain limitations. In addition, landslide warning should include landslide time warning and landslide area warning, the previous research focused on landslide time warning, and the landslide area warning is insufficient, but these two aspects should be in mutual unity in fact [23].

In the evolution process of landslide disasters, the anti-sliding force changing with time can be regarded as a random process, and the velocity data obtained by slope monitoring can also be regarded as a random process correspondingly [24]. Using the theories and methods of random process analyzed data and forecast warning have solid theoretical foundation and realistic practical requirements. Markov chain theory, as a method to describe the law of transition between system states, describes a process that the probability regularity of future state has been determined if the current state of the system is known; that is to say, future state of the system has nothing to do with past state under the condition that current state is known [25]. This memoryless feature is consistent with the practice of predicting future stability of the slope based on current stability in landslide warning, and it reflects the feasibility of Markov chain theory in landslide warning [26]. Therefore, this paper made an intensive research of landslide warning method based on Markov chain theory and established a reasonable and accurate landslide warning model to provide scientific means and theoretical basis for landslide disasters warning.

2. Landslide Warning Method

Markov chain theory is a method that describes the law of transition between system states; applying the method can obtain the transfer probability between different states and thus can predict the future state change trend of the system.

2.1. Markov Chain Theory. Assume random process $X(n), \{X(n), n \in N\}$, where $N$ is the set of nature numbers, and all values of $X(n)$ make up the discrete state $I, I = \{i_0, i_1, i_2, i_3 \ldots \}$, if the conditional probability satisfies formula (1) for any arbitrary $n \in N$ and $i \in I$,

$$P[X(n + 1) = i_{n+1}, X(n) = i_n, X(n - 1) = i_{n-1}, X(n - 2) = i_{n-2} \ldots X(0) = i_0] = P[X(n + 1) = i_{n+1}, X(n) = i_n]. \quad (1)$$

Then, we call $\{X(n), \ n \in N\}$ as a Markov chain. The process of $X(t), \{X(t), \ t \in T\}$, is a random vector that satisfies Markov chain and contains time factors when the set of nature numbers in formula (1) is endued to time attribute.
In formula (2), \( X(t) \) is the state of moment \( t \), and finite moment \( t \) forms a time set \( T, T = \{0, 1, 2, 3 \cdots \} \). It is obvious from formula (2) that the statistical properties of Markov chain are determined by the conditional probability \( P[X(t + 1) = i_{t+1} | X(t) = i_t] \). The conditional probability means the probability of system state is \( i_{t+1} \) at moment \( t + 1 \) under the condition that system state is \( i_t \) at moment \( t \). Therefore, the probability distribution of future states can be determined under the premise that initial state probability vector and transition probability matrix are known, so that reasonable predictions can be made of future states.

2.2. Markov Chain Prediction Method. For a data sequence composed of multiple data \{\( x_1, x_2, x_3 \cdots x_n \)\}, the data is divided into \( r \) states according to a specific standard, and \( q_{ij} \) represents the times of state sequence transitions from state \( i \) to state \( j \) by \( k = 1 \) steps (\( k \) is the number of statistical steps, \( k = 1, 2, 3 \cdots m \)). Obviously, \( q_{ij} \) can form an \( n \times n \) state transition frequency matrix \( q^{(k)} \). Formula (3) can be used to calculate the state transfer probability matrix \( p^{(k)} \) according to the state transition frequency matrix \( q^{(k)} \).

\[
p_{ij} = q_{ij} \cdot \left( \sum_{k=1}^{m} q_{ij} \right)^{-1}.
\]  

(3)

For an arbitrary state \( l, l \in \{1, 2, 3 \cdots r \} \), \( p_l \) is 1 when the state of \( x_{n-k} \) is \( l \). On the other side, \( p_l \) is 0 when the state of \( x_{n-k+1} \) is not \( l \). Thus, the initial state probability vector \( A_k \), \( A_k^T(n) = (p_1, p_2, p_3 \cdots p_i \cdots p_r) \), can be determined when the step length is \( k \). So the state distribution matrix \( B_{k}^{(n+1)} \) of \( x_{n+1} \) can be expressed as formula (4) in the condition of the step length being \( k \).

\[
B_{k}^{(n+1)} = A_k^T(n) \cdot p^{(k)}.
\]  

(4)

For the different values of \( k \), \( B_{k}^{(n+1)} \) consists of matrix \( B_1, B_2, B_3 \cdots B_{n+1} \). The calculation formula of self-correlation coefficient \( r_k \) can be expressed as formula (5) when the step length is \( k \).

\[
r_k = \frac{\sum_{t=1}^{m} (x_t - x) (x_{t+k} - x)}{\left[ \sum_{t=1}^{m} (x_t - x)^2 \cdot \sum_{t=1}^{m} (x_{t+k} - x)^2 \right]^{1/2}}.
\]  

(5)

In formula (5), \( x \) is average value of the data \{\( x_1, x_2, x_3 \ldots x_n \)\}. Accordingly, the weight vector \( w_k \) with step length \( m \) can be calculated by

\[
w_k = r_k \cdot \left( \sum_{k=1}^{m} r_k \right)^{-1}.
\]  

(6)

Different step weights form an \( m \times m \) weight matrix \( w \), \( w = (w_1, w_2, w_3 \ldots w_k \ldots w_m) \). The probability distribution vector \( C \) of next day prediction state through weighted Markov chain can be expressed as

\[
C^{(n+1)} = (c_1, c_2 \ldots c_r) = (w_1, w_2 \ldots w_k \ldots w_m) \cdot (B_1^{(n+1)}, B_2^{(n+1)} \ldots B_{m}^{(n+1)})^T.
\]  

(7)

In the probability distribution vector \( C \), the state corresponding to the column where the largest element is located is the most probable state for \( x_{n+1} \) predicted by the weighted Markov chain.

2.3. Markov Chain Landslide Warning Model. According to Markov chain prediction method, the state sequence contains time information of velocity data change if velocity data obtained by slope monitoring is divided into several states through certain criteria. Then, we can establish statistical laws of the slope stability state changes over time. Combined with velocity monitoring data and future state prediction characteristics, the model can determine whether to provide warning information. The establishment of landslide warning model can be expressed as follows.

2.3.1. Status Classification of Velocity Data. Landslide warning model should make a clear judgment on safety states of the slope stability. At the same time, states division should follow the principle of concise and clear. Therefore, velocity data was divided into two states of safe and dangerous. For the monitoring velocity data, the average value \( x \) and standard deviation \( s \) were calculated, and the boundary point \( D \) was determined according to \( D = x + b \cdot s \) (\( b \) is a...
variable parameter and it represents standard deviation multiple). It was defined as safe and represented by "1" when the velocity data was in the interval \([x_{\text{min}}, D]\). Conversely, it was defined as dangerous and represented by "2" when the velocity data was in the interval \([D, x_{\text{max}}]\).

2.3.2. Dynamic Prediction of Future Velocity. In order to effectively reduce the error warning rate of landslide warning model, the comprehensive prediction results are defined dangerous only in the condition that future states prediction results for the step length 1, 2, 3, 4, 5 of Markov chain prediction method are all dangerous. At the same time, the importance of current data is highlighted and the influence of historical data is gradually diminishing with the continuous update of monitoring data. As a result, the warning model should eliminate early historical data while incorporating new data opportunistically and predicts the future velocity state constantly through Markov chain prediction method.

2.3.3. Establishment of Landslide Warning Criteria. The warning model should also make clear whether to provide warning information while predicting the future velocity state. In the phase of constant velocity deformation, the dangerous velocity is rare and the prediction results will inevitably show a large number of safe states. Even if the dangerous state occurs, it will gradually revise and restore to safe state in dynamic data updating. On the other side, in the phase of accelerated velocity deformation before landslide, dangerous velocity appears in large numbers and the prediction results will continue to show dangerous values. The prediction will usually not revise and restore to safe state in the dynamic data updating due to the irreversible of landslides. Therefore, the landslide warning criteria of Markov chain landslide warning model can be described as follows:

\[
\begin{align*}
\text{The actual velocity state of yesterday was dangerous} & \quad \rightarrow \quad \text{Landslide warning} \\
\text{The actual velocity state of today is dangerous} & \quad \rightarrow \quad \text{Landslide warning} \\
\text{The prediction velocity state of next day is safe} & \quad \rightarrow \quad \text{Landslide warning} \quad (8)
\end{align*}
\]

2.4. Evaluation Index of Landslide Warning Model. In order to provide necessary emergency preparation time for people evacuation and property transfer, the basic requirement of landslide warning model is to give frequent warning information before the occurrence of landslides. At the same time, to ensure normal production and life of residents, the landslide warning model should not give warning information when there is no risk of landslide. Aiming at the above goals, this paper evaluates the landslide warning model from three aspects: timeliness, anti-interference, and credibility.

Apply warning intensity \(I\) to evaluate the index of timeliness. It is defined that, in \(R\) times of warning judgments within landslide emergency preparation time, warning model gives \(R\) times of warning information; then, the warning intensity \(I = R \cdot /R\). Apply error warning rate \(W\) to evaluate the index of anti-interference. It is defined that, in \(M\) times of warning judgments before landslide emergency preparation time, warning model gives \(M\) times of warning information; then, the error warning rate \(W = M\cdot /M\). Apply prediction consistency rate \(Y\) to evaluate the index of credibility. It is defined that, in \(Q\) times of warning judgments, \(Q\) times are consistent with the actual state among them; then, the prediction consistency rate \(Y = Q\cdot /Q\). Among the above three indexes, timeliness is the most significant evaluation index, anti-interference is an optimization index under the premise of satisfying timeliness, and credibility is an evaluation of model accuracy accumulation under the premise of satisfying timeliness and anti-interference. There is no need to pursue excessive credibility in engineering practice.

3. Engineering Case

3.1. Slope Engineering Overview. A large-scale landslide occurred in an open-pit mine on April 17. For the landslide body, the length is more than 700 m, the width is nearly 400 m, the height is nearly 200 m, and the volume is more than 3 million m³. There are 28 velocity monitoring points at 438, 462, 512, and 548 levels near the landslide area. Among them, 21 monitoring points are located in the landslide area and 7 monitoring points are located outside the landslide area [27]. The prospect of landslide area and the layout of monitoring points are shown in Figure 1.

The minimum velocity is 0.44 mm d⁻¹ and the maximum velocity is 3.02 mm d⁻¹ for the 20 velocity data in Table 1. At the same time, the average value \(x\) is 1.745 and the standard deviation \(s\) is 0.675. It can determine that the boundary point \(D = 2.015\) in the condition of standard deviation multiple is 0.4 based on the formula \(D = x + b \cdot s\). Therefore, it is defined safe and represented by "1" when the velocity data is in the interval \([0.44, 2.015]\), and it is defined dangerous and represented by "2" when the velocity data is in the interval \([2.015, 3.02]\). The state transition probability matrix with length of 1, 2, 3, 4, 5 can be calculated according to
formula (3). For this example, the 20th velocity data state is 2, and the initial state vector $A_T^1$ is $(0, 1)$. Similarly, the 19th, 18th, 17th, and 16th velocity data state are, respectively, 1, 1, 1, 2, and the initial state vectors are, respectively, $A_T^2 = (1, 0), A_T^3 = (1, 0), A_T^4 = (0, 1)$. The self-correlation coefficient and weight vector with step length of 1, 2, 3, 4, 5 can be calculated through formulas (5) and (6). On this basis, the probability distribution vector of future velocity state with each step length can be obtained. It can be known that the probability of predicting future velocity state as safe is 0.833 with step length of 1, the probability of predicting future velocity state as safe is 0.758 with step length of 2, the probability of predicting future velocity state as safe is 0.672 with step length of 3, the probability of predicting future velocity state as safe is 0.695 with step length of 4, and the probability of predicting future velocity state as safe is 0.743 with step length of 5. Therefore, Markov chain prediction method predicts that the future velocity state is safe.

Dynamically update data and implement Markov chain prediction process after acquiring new data so that we can obtain the state prediction sequence. According to actual velocity state information and predicted velocity state information, a warning judgment can be made based on landslide warning criteria. For WY3250-461 monitoring point, landslide warning model gives continuous warning information within 7 days before the occurrence of landslide. If emergency preparation time is set to 7 days, warning intensity is 100% and error warning rate is 0 of the warning model which indicate the model has good timeliness and anti-interference. At the same time, prediction consistency rate is 61%; the model can gradually accumulate confidence in the forecast process while satisfying the above two criteria.

### 3.3. Optimization of Warning Model

The average value and standard deviation are unchanged for a specific data sample, so the boundary point is only determined by standard deviation multiple. The larger the standard deviation multiple, the stricter the requirements for judging as dangerous. The model responds slowly to abnormal data, and timeliness of the warning model is poor correspondingly. On the contrary, the smaller the standard deviation multiple, the looser the requirements for judging as dangerous. The model responds sensitively to abnormal data, and error warning rate of the warning model is high correspondingly. For a specific standard deviation multiple, the generalization of transition matrix will be insufficient if the sample size is too small. Correspondingly, it cannot fully reflect recent state transition law and will lead to increased prediction sensitivity and error warning rate. On the contrary, abnormal data will impact weakly on prediction if the sample size is too large. But it reduces the sensitivity of the

| Date    | 5 Jan | 6 Jan | 7 Jan | 8 Jan | 9 Jan | 10 Jan | 11 Jan | 12 Jan | 13 Jan | 14 Jan |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Velocity/mm·d⁻¹ | 1.53  | 1.37  | 2.24  | 2.58  | 1.54  | 2.43  | 0.44  | 1.59  | 1.78  | 1.93  |
| Date    | 15 Jan | 16 Jan | 17 Jan | 18 Jan | 19 Jan | 20 Jan | 21 Jan | 22 Jan | 23 Jan | 24 Jan |
| Velocity/mm·d⁻¹ | 1.68  | 1.34  | 1.98  | 1.39  | 0.68  | 3.00  | 0.98  | 1.66  | 1.74  | 3.02  |

Figure 1: Engineering overview of landslide area. (a) Prospect of landslide area. (b) Layout of monitoring points.

Table 1: WY3250-461 monitoring point velocity data.
model and will lead to expressing poor timeliness of the warning model. In order to determine optimization parameters of the warning model, use prediction method to analyze each monitoring point in landslide area and optimize sample size and standard deviation multiple from three aspects of timeliness, anti-interference, and reliability. The curves of warning intensity under different sample sizes and standard deviation multiples are shown in Figures 2 and 3; the curves of prediction consistency are shown in Figure 4.

It can be seen from Figure 2 that warning intensity shows a trend of early increasing and then decreasing with increasing of sample size when the standard deviation multiple is unchanged. The optimization sample size is selected to be 20 according to the law of curve fitting. It can be seen from Figure 3 that warning intensity of 1 day, 3 days, and 5 days increases only with increasing of standard deviation multiple from 0.2 to 0.4, and the others all decrease in the condition of increasing standard deviation multiple. Therefore, alternative options of standard deviation multiple are 0, 0.2, and 0.4.
**Figure 4:** Prediction consistency rate with different standard deviation multiples.

**Table 2:** Warning results of monitoring points within 10 days before landslide.

| Serial number of monitoring points | Warning days before landslide | The location of monitoring points |
|------------------------------------|-------------------------------|----------------------------------|
|                                    | 10 9 8 7 6 5 4 3 2 1          |                                  |
| 2200-438                           | --- --- --- --- 6 5 4 --- 2 1 | In the landslide area            |
| 2250-438                           | --- --- --- --- 5 4 3 2 1     |                                  |
| 2300-438                           | --- --- --- --- 6 5 4 3 2 1   |                                  |
| 2350-444                           | --- --- --- --- 7 6 5 4 3 2 1 |                                  |
| 0-442                              | --- --- --- --- 6 5 4 3 2 1   |                                  |
| 3200-441                           | --- --- --- --- 6 5 4 3 2 1   |                                  |
| 3220-441                           | --- --- --- --- 7 6 5 4 3 2 1 |                                  |
| 2150-462                           | --- --- --- --- 6 5 --- 3 2 1 |                                  |
| 2250-462                           | --- --- --- --- --- 4 3 2 1   |                                  |
| 2300-462                           | --- --- --- --- --- 4 3 2 1   |                                  |
| 0-461                              | --- --- --- --- 7 6 --- 4 3 2 |                                  |
| 3200-461                           | --- --- --- --- 7 6 5 4 3 2 1 |                                  |
| 3250-461                           | --- --- --- --- 7 6 5 4 3 2 1 |                                  |
| 2250-512                           | --- --- --- --- 7 6 5 4 3 2 1 |                                  |
| 2300-512                           | --- --- --- --- 6 5 --- 4 3 2 |                                  |
| 0-512                              | --- --- --- --- 5 4 3 2 1    |                                  |
| 3300-528                           | --- --- --- --- 7 6 5 4 3 2 1 |                                  |
| 3300-515                           | --- --- --- --- 7 6 5 4 3 2 1 |                                  |
| 2300-548                           | --- --- --- --- 4 3 2 1      |                                  |
| 0-548                              | --- --- --- --- 5 4 3 2 1    |                                  |
| Warning rate                       | 0 0 0 0.38 0.52 0.71 0.95 0.95 1 1 | Outside the landslide area       |
| 2100-438                           | --- --- --- --- --- --- --- --- --- |                                |
| 2150-438                           | --- --- --- --- --- --- --- --- --- |                                |
| 2100-462                           | --- --- --- --- --- --- --- --- --- |                                |
| 3550-470                           | --- --- --- --- --- --- --- --- --- |                                |
| 2200-512                           | --- --- --- --- --- --- --- --- --- |                                |
| 3550-529                           | --- --- --- --- --- --- --- --- --- |                                |
| 2250-548                           | --- --- --- --- --- --- --- --- --- |                                |
| Warning rate                       | 0 0 0 0 0 0 0 0 0 0.29      |                                |
Figure 5: Warning information of each monitoring point before landslide. (a) 8 days before landslide. (b) 7 days before landslide. (c) 6 days before landslide. (d) 5 days before landslide. (e) 4 days before landslide. (f) 3 days before landslide. (g) 2 days before landslide. (h) 1 day before landslide.
It can be seen from Figure 4 that prediction consistency rate gradually increases with increasing of standard deviation multiple when standard deviation multiple is greater than 0.2. This is because increasing of standard deviation multiple leads to respond slowly to abnormal data of the warning model, so the warning model does not need to pursue too high prediction consistency rate. The optimization parameters of the warning model are determined to be sample size of 20 and standard deviation multiple of 0.4.

3.4. Analysis of Disaster Space-Time Evolution. Warning effect of the model for all monitoring points in the condition of sample size of 20 and standard deviation multiple of 0.4 is shown in Table 2.

The gray in Table 2 indicates that the model gives warning information. It can be seen that warning rate on 4 days and 3 days before occurrence of landslide is as high as 95% and warning rate on 2 days and 1 day before occurrence of landslide reaches 100% in the landslide area, which indicates the warning model has good timeliness. On the contrary, warning rate on 1 day before occurrence of landslide is only 29% and warning rate is 0 for the rest of the time outside the landslide area, which indicates the warning model has good anti-interference. The warning situations of all monitoring points in the slope area before occurrence of landslide are shown in Figure 5.

Figure 5 reveals the space-time evolution of landslide disaster. It can be seen from Figure 5 that the landslide disaster starts at 438 level, upper sliding body loses its support and landslide occurs due to lower sliding, and it belongs to a typical traction landslide.

4. Conclusion

This paper established a landslide warning model based on Markov chain theory and optimized parameters, evaluated accuracy of the landslide warning model through a typical landslide disaster case, and revealed the space-time evolution of landslide disaster. The main conclusions are as follows:

1. This paper analyzed Markov chain theory and proposed a prediction method by assigning time characteristics to the sample and then established a landslide warning model based on Markov chain theory and slope engineering practice.

2. In order to evaluate accuracy of the landslide warning model, this paper proposed warning model evaluation indicators from the aspects of timeliness, anti-interference, and credibility combined with practical requirements of slope engineering.

3. The landslide warning model was applied to practice of typical landslide. The model parameters are optimized in combination with evaluation indicators. The optimization parameters of the warning model were determined to be of a sample size of 20 and standard deviation multiple of 0.4.

4. In the condition that the warning model obtained optimization parameters, warning results before landslide of each monitoring point have been described, and space-time evolution of landslide disaster has been revealed based on warning situation of each monitoring point.
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