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The rapid progress of noisy intermediate-scale quantum (NISQ) computing underscores the need to test and evaluate new devices and applications. Quantum chemistry is a key application area for these devices, and therefore serves as an important benchmark for current and future quantum computer performance. Previous benchmarks in this field have focused on variational methods for computing ground and excited states of various molecules, including a benchmarking suite focused on performance of computing ground states for alkali-hydrides under an array of error mitigation methods. Here, we outline state of the art methods to reach chemical accuracy in hybrid quantum-classical electronic structure calculations of alkali hydride molecules on NISQ devices from IBM. We demonstrate how to extend the reach of variational eigensolvers with new symmetry preserving Ansätze. Next, we outline how to use quantum imaginary time evolution and Lanczos as a complementary method to variational techniques, highlighting the advantages of each approach. Finally, we demonstrate a new error mitigation method which uses systematic error cancellation via hidden inverse gate constructions, improving the performance of typical variational algorithms. These results show that electronic structure calculations have advanced rapidly, to routine chemical accuracy for simple molecules, from their inception on quantum computers a few short years ago, and they point to further rapid progress to larger molecules as the power of NISQ devices grows.

I. INTRODUCTION

Electronic structure calculation in quantum chemical systems is one of the most important applications of noisy intermediate scale quantum (NISQ) computers. Because of its important role as a key application, it has recently filled the gap in application-level benchmarks of quantum computer performance. Computational chemistry has long played a major role in benchmarking classical computers, starting with interpretation of molecular spectra against quantum chemistry calculations. Its importance has been recognized in Gerhard Hertzberg’s 1971 Nobel lecture awarded “for his contributions to the knowledge of electronic structure and geometry of molecules”. Today, a wide range recent electronic structure calculations using variational methods in the literature represent a promising paradigm within which to evaluate NISQ computers as well [1–6]. Recently these ideas were combined into a benchmark suite that aimed to enumerate the potential of cloud NISQ devices under an array of configurations including active orbitals, Ansatz construction, and error mitigation methods [7]. Further results in preparing and measuring quantum states for simple molecules indicate a growing capability that may eventually demonstrate quantum computational advantage [8], which makes tracking and validating performance of NISQ devices in this field all the more important.

Notably, recent methods for benchmarking, including quantum volume benchmarking [9], cross-entropy benchmarking [10], and randomized benchmarking [11], provide good low-level detail about quantum gate performance, but they have lacked an application-specific context that relates to the role of computation as a tool for discovery. This gap is compounded by the fact that performance metrics such as single and two qubit gate fidelities are not always good predictors of higher level
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application performance. This gap further motivates the use of quantum chemistry as a key performance indicator in the NISQ era. Here, we present the current progress in developing this application area as a performance benchmark, and we outline the accuracy and performance that is achievable for electronic structure calculations on quantum computers today with the state of the art algorithms and error mitigation techniques. We subsequently estimate where progress in this field can move to in the near term in light of these developments.

II. QUANTUM CHEMISTRY ALGORITHMS

One of the most well-known NISQ algorithms is the variational quantum eigensolver (VQE), which has proven to be especially versatile for testing and tuning applications of quantum chemistry on NISQ devices. In particular, the VQE method offered the first experimental example of an electronic structure calculation by quantum computing on quantum photonic hardware [12]. Upon its first implementation on superconducting hardware, the algorithm was shown to outperform time evolution via Trotterization and subsequent phase estimation [13]. The advantage of variational methods is that low-depth, parameterized circuits produce simple trial wavefunctions, minimizing errors due to decoherence, while classical optimization proved robust to the systematic and depolarization errors found in NISQ devices. Several implementations that followed focused on the utility of unitary coupled cluster methods and variations thereof [7, 14–17]. Other implementations demonstrated that the trial Ansatz need not be in UCC form to obtain chemical accuracy [3]. Eventually, variational methods were modified to be able to compute excited states as well [4].

The key limitation in time-evolution computation outlined in [13] motivated a search other techniques to compute time-evolved quantities such as full eigenspectra. Quantum imaginary time evolution (QITE) algorithm to find the ground-state energy of many-particle systems is one such method [18]. In principle, QITE is capable of preparing exact quantum states without variational optimization. Direct computation of the eigenspectra without ancilla qubits using this algorithm was outlined in [19], and the method was further extended to a practical application on NISQ devices in [20]. The quantum Lanczos method was used in tandem with QITE in these demonstrations in order to recover higher excited states of molecules and nuclei, avoiding the problem of high circuit depth associated with Trotterization and real time evolution. Further demonstrations of the QITE algorithm applied to chemistry problems include [21, 22]. These early examples were notably limited to two-qubit computations due to hardware noise. Details on the inner workings of these algorithms were included in a recent review [23].

Here, we start from this current state of the field and produce new benchmark techniques that extend the performance of both variational methods and QITE/QLanczos algorithms beyond the state of the art in electronic structure calculations on NISQ devices. In particular, we apply and obtain experimental data for an Ansatz constructed with a symmetry preserving circuit (SPC) introduced in Refs. [24–26]. This Ansatz preserves relevant chemical symmetries and has the benefit of minimal parameter count and low depth. Since the main limitation of coupled cluster methods is noise associated with large circuit depth, particularly in the number of CNOTs required, we find that VQE combined with SPCs vastly outperforms coupled cluster methods due to the commensurately lower noise associated with short depth. Further, since these circuits identify target symmetry spaces, they are also capable of probing select excited states for each unique combination of symmetry eigenvalues. We demonstrate this capability by directly calculating eigenspectra for a range of alkali-hydride molecules. Importantly, we show that VQE+SPC enables chemical accuracy in all of the test molecules in our suite over the cloud for the first time. We also compare and contrast the strengths of VQE+SPC with QITE/QLanczos and demonstrate the use of QITE on 4 qubit depths for the first time in chemistry problems. We make extensive use of error mitigation in our benchmarks, and here we also outline a new error mitigation technique via the use of hidden inverse gate constructions and demonstrate its use in variational algorithms. We find that this error mitigation technique substantially reduces the effects of coherent errors in simulation, further extending the reach of both variational and QITE algorithms by mitigating circuit noise.

The rest of this report proceeds as follows. In Section III, we discuss the chemical Hamiltonians of the alkali hydride molecules LiH, NaH, KH, RbH which are used in this paper as a suite of model chemical systems for benchmarking. In Section IV, we discuss three hybrid quantum-classical algorithms that are used to calculate the eigenvalues of the molecules of interest on a quantum computer. Specifically, in Section IV A, we discuss SPCs in VQE and present our data obtained using IBM’s quantum computers. We then discuss QITE and QLanczos algorithms in Section IV B and present our experimental data collected from IBM’s quantum hardware. In Section IV C, we introduce and demonstrate the hidden inverse as an error mitigation strategy for variational algorithms and demonstrate its application on a noisy quantum computer simulator for LiH and NaH molecules. Finally, we conclude and present further predictions for the state of the field in Section V.

III. CHEMISTRY MODEL

In this section, we introduce the underlying model of chemistry used throughout this paper. We start by discussing electronic structure of alkali hydrides molecules
LiH, NaH, KH, RbH. First, we discuss model of Hamiltonian in the second quantization and sketch the embedding of the quantum computation kernel in Hartree-Fock which separates small active set of orbitals from the remaining orbital treated with a mean-field approach. Our model of the quantum region includes four spin orbitals and requires four qubits when using the Jordan-Wigner transformation. Finally, we discuss eigenstates that correspond to our model Hamiltonian.

The test molecular systems used in this work are alkali hydride molecules LiH, NaH, KH, RbH which, respectively, have 4, 12, 20, 38 electrons. The minimal STO-3G basis set is used and the corresponding Hilbert space is spanned by, respectively, 6, 10, 14, 23 spherical atomic orbitals and twice as many molecular spin-orbitals. Even though we use only a minimal basis set, the size of the Hilbert space is too large for a direct computation of electronic structure on NISQ devices with the customary Jordan-Wigner transformation, as it requires that each orbital is represented by an individual qubit. Fortunately, this problem can be simplified. In the majority of chemical processes, such as bond breaking or formation, only the highest energy, valence electrons play a significant (active) role, whereas the tightly bound core electrons are largely (inactive) spectators whose role is limited to a mean-field screening of the Coulomb electrostatic field from the nuclei. The resulting effective Hamiltonian in the second quantization language is given by [7]:

\[ H = H_0 + H_1 + H_2, \]  

with \( H_0 \) given by

\[ H_0 = E_{\text{nucl}} + \sum_a (h^a_p + \frac{1}{2} \sum_b \tilde{g}^{ab}_{pq}), \]  

where \( a \) and \( b \) run over inactive occupied spin-orbitals of frozen-core. The \( E_{\text{nucl}} \) describes Coulomb repulsion between bare nuclei cores and the second term describes the effect of screening by the core electrons. Similarly, the 1-body term is given by

\[ H_1 = \sum_{p,q} \hat{p}^p \hat{q} \cdot \left( h^p_q + \frac{1}{2} \sum_a \tilde{g}^{ap}_{pq} \right) \]  

where the term \( h^p_q \) represents interaction of valence electrons with all core ions and the second term in the parenthesis describes its screening by core electrons. Finally, the 2-body part is

\[ H_2 = \frac{1}{4} \sum_{p,q,r,s} \tilde{g}^{pq}_{sr} \cdot \hat{p}^q \hat{r} \hat{s}. \]  

This Hamiltonian provides a powerful recipe for embedding of the quantum electronic structure calculation into a classically computed environment obtained via Hartree-Fock (HF) [7, 28].

For the model alkali hydride molecules studied here, only the 2 highest energy electrons are involved in chemical bonding. The selected active space includes only the highest occupied and lowest unoccupied molecular orbitals (HOMO and LUMO) and four molecular spin orbitals. The resulting Hilbert space spanned by the HOMO and LUMO is of \( O(2^4) \) size and can describe up to four electrons. The neutral case is described by placing two electrons within the active space. The Hamiltonian matrix has \( 16 \times 16 \) elements and is block diagonal with each block corresponding to a different number of electrons, with block size of 1, 4, 6, 4, and 1 for, respectively, 0, 1, 2, 3, and 4 electrons cases. In summary, the effective Hamiltonian applied allows for a significant reduction of quantum resources requiring only 4 qubits for the Jordan-Wigner transformed Hamiltonian. This construction is effectively the state of the art in quantum chemistry computations to date. While higher basis sets have been demonstrated, our benchmark basis set and subsequent qubit numbers are well-matched to today’s hardware. Subsequent implementations of these techniques underway will use larger basis sets and enable benchmarking of larger numbers of qubits as the coherence time of the larger cloud devices increases.

For the 4-qubit problems we investigate here, there are \( 2^4 = 16 \) eigenstates which we can group into distinct symmetry subspaces. Denoting the number of electrons within active space as \( N_e \) and corresponding spin projection as \( s_z \) one can write parametrized vectors associated with each Hamiltonian block as labeled by their distinguishable quantum numbers in general form:

\[
|N_e = 1, s_z = 0.5\rangle = \alpha_1|1000\rangle + \alpha_2|0100\rangle \\
|N_e = 2, s_z = 0\rangle = \beta_1|1010\rangle + \beta_2|1001\rangle + \beta_3|0110\rangle + \beta_4|0101\rangle \\
|N_e = 3, s_z = 0.5\rangle = \gamma_1|1110\rangle + \gamma_2|1101\rangle,
\]  

where we used spin block notation such that the first two bits in the ket occupation vector correspond to spin-up orbital whereas the last two bits in the ket correspond to spin-down orbitals. Next, we note that kets corresponding \( s_z = -0.5 \) can be easily obtained by symmetry relations. The trivial states for \( N_e = 0 (|0000\rangle) \) and \( N_e = 4 (|1111\rangle) \) have been skipped. The second formula in Eq. 6 for \( N_e = 2 \) parameterizes three singlet states \((s=0)\) and one triplet state \((s=1)\) mixed. For the \( N_e = 2 \) case, the singlet states can be written as

\[
|N_e = 2, s = 0, s_z = 0\rangle = \beta_1|1010\rangle + \beta_2|0101\rangle + \beta_3 \frac{1}{\sqrt{2}}(|1001\rangle + |0110\rangle).
\]
whereas the triplet states are

\[ |N_e = 2, s = 1, s_z = 1\rangle = |1100\rangle \]
\[ |N_e = 2, s = 1, s_z = 0\rangle = \frac{1}{\sqrt{2}}(|1001\rangle - |0110\rangle) \]
\[ |N_e = 2, s = 1, s_z = -1\rangle = |0011\rangle. \]  
\[ (8) \]

Note that of these, only the one with \( s_z = 0 \) is an entangled state, the remaining states are separable. The ground state of our model chemistry is a singlet state model described by Eq. 7.

IV. QUANTUM VARIATIONAL ELECTRONIC STRUCTURE COMPUTATIONS

In this section we discuss application of various variational quantum algorithms towards the estimation of ground and excited state electronic structure for model chemical Hamiltonians discussed in Sec. III. First we explain the symmetry preserving circuits in which trial state vectors are constructed to preserve spin projection during the variational search. As an illustration, these circuits are used to explore ground and excited states of our model systems on IBM Q hardware. Next, we discuss imaginary time evolution and quantum Lanczos eigensolvers and its application to alkali hydrides on IBM Q hardware. Finally, we illustrate the importance of noise mitigation and introduce the hidden inverse method as an approach to reduce noise in quantum computing.

A. Symmetry Preserving Circuits

In a standard VQE, parameterized Ans"atze are chosen that, ideally, are accurate, have a small amount of parameters and a low enough circuit depth for NISQ hardware. Symmetry Preserving Circuits (SPC) [24–26] have very efficient implementation on NISQ hardware, which we demonstrate here on metal alkali hydrides, experimentally for the first time. Since all of the molecules we consider can be mapped using the Jordan-Wigner mapping onto 4 qubits, the methodology of constructing the SPC results in a fairly simple, compact set of circuits. We note that the qubit tapering methods using symmetry information can also be used to improve performance by reducing circuit width [27]. The SPC method is complementary in its focus on circuit depth. Moreover, SPC uses the minimum number of parameters needed to describe arbitrary states with constraints on symmetries. These circuits are constructed following specific rules to preserve natural symmetries which exist in the problem Hamiltonian and are maintained through the Jordan-Wigner mapping. Specifically, in a system of \( 2n \) qubits, each qubit represents the occupation of a spin-orbital, and if we assume a block assignment of spins, then the \( n \) “top” qubits correspond to spin-up orbitals, while the \( n \) remaining “bottom” qubits correspond to spin-down orbitals. The SPC methodology constructs a circuit with gates that preserve the number of electrons (\( N_e \)) and spin projection (\( s_z \)). The primitive gate used in the SPC construction is a parameterized SWAP-type gate (denoted as ASWAP), given in the computational metric (Hermitian) hence its energy eigenvalues are real (time-reversal symmetry). Since a chemical Hamiltonian is real-valued and symmetric (Hermitian) hence its energy eigenvalues are real (time-reversal symmetry). Therefore, we can safely set \( \phi = 0 \) in Eq. (9). By inspection, we can also see that Eq. (9) naturally preserves particle number as it only acts non-trivially on the subspace spanned by \( \{01\}, \{10\}\) as controlled by the parameter \( \theta \). Similarly, ASWAP also preserves spin projection if the gate is not placed in a way that mixes the up-spin and down-spin subspaces, which is achieved by the construction described in Ref. [25]. Under the Jordan-Wigner mapping, total spin is a non-local quantity and therefore it is not simple to conserve using local (two-qubit) gates. Consequently, we focus only on preserving the local quantities of particle number and spin projection, using circuits constructed using Eq. (9).

In principle SPC are parameterized circuits constructed of ASWAP gates that operate within a small subspace while preserving the number of particles, \( N_e \),
and spin projection, $s_z$, but not the total spin. Moreover, the triplet states in our 4-qubits test case are not parameterized. When we consider full VQE experiments, we therefore are only concerned with generating the singlet state with $s_z = 0$. For completeness, the numerical parameters which generate the triplet state with $s_z = 0$ using the circuit in Fig. 1 are $\theta_1 = -\pi/4$, $\theta_2 = -\pi/4$, $\theta_3 = 3\pi/4$.

In Fig. 1 we show the simplified SPC for constructing any state with $N_e = 2$ in Eq. (6). For clarity we discuss how to simplify this circuit in the appendix and only present the result here. In total this circuit is composed of 3 CNOT gates, 21 single qubit gates (when expressed in terms of $R_z$, $R_y$, $X$, $H$, though other choices are possible), and the minimal number of parameters for this symmetry subspace, which is 3. The resulting quantum circuit is very similar to the recently proposed UCC-3 circuit in Ref. [7]. Since the ground state of the molecule we investigate is of the form of a state with $N_e = 2$ in Eq. (6), the circuit given by Fig. 1 can efficiently find these ground states.

In Fig. 2, we similarly show a SPC which finds any state with $N_e = 1$ in Eq. (6). Since this symmetry space is smaller, the resulting circuit is simpler. In this case, the total number of CNOT gates is 1, single qubit gates is 6 and the minimal parameter count is 1. Note that the states with $N_e = 1$ in Eq. (6) are degenerate with those with $N_e = 1, s_z = -0.5$. However, we could also build a SPC which finds this degenerate state, since it has a different $s_z$ eigenvalue. We omit finding these degenerate states in practice, but note that they are in principle, distinguishable with SPCs. By particle-hole symmetry we can also view Fig. 2 as the case of a single hole being exchanged (rather than a particle), therefore naturally representing the $N_e = 3, s_z = -0.5$ case. In this sense, the $N_e$ and $N − N_e$ particles cases only differ in the initial single qubit gates. Therefore we have two primary configurations of SPC, Fig. 1 and Fig. 2, for the case of chemical Hamiltonians on 4-qubits.

By employing direct search of energy minimum and maximum within each SPC subspace one can find all of the 16 eigenstates except one of three singlet states which is neither a minimum nor maximum energy within its own symmetry subspace. That is, energy minimization (maximization) within the singlet state subspace leads to the lowest (highest) energy state within this manifold. The third singlet state can be extracted by employing constraint optimization in which the orthogonality to the ground singlet state is enforced. We summarize the total number of states within each symmetry subspace in Table I. As discussed, the SPC allows to efficiently reduce search space while at the same time employing relatively simple circuits.

In Fig. 3 we show the dissociation of LiH, NaH, KH, and RbH molecules at five fixed interatomic distances. We plot the exact eigenenergies (found through diagonalization) in solid lines, while results from IBM quantum hardware are shown with markers. Specifically, we ran experiments on IBM Q devices Valencia, Bogota, Santiago, and Vigo but note that results are consistent across these devices. When executing SPC with three CNOT gates (blue, green and purple), we utilize Richardson extrapolation [29] and readout error mitigation strategies. For SPCs with only a single CNOT (red, orange, brown, and black), we chose to only use readout error mitigation as the benefit from Richardson extrapolation is not significant. As discussed above for each symmetry subspace, the SPCs can target two eigenenergies, one as a minimization and one as a maximization optimization within a target subspace.

In Fig. 4 we show the energy difference between the exact target eigenenergy and the energy obtained using IBM hardware. Each marker is offset to reduce crowding but the same fixed interatomic distances are present as shown in Fig. 3. Error bars are included, representing one standard deviation. We note that many of the standard deviations are of the same order as the energy error mean values. Even though we use the maximum allowed number of shots (8192) this indicates that shot noise is a major source of noise. We can also see that building our SPCs for these three molecules leads to similar results, as well as many measurements within chemical accuracy.

| Symmetry Space | # of States | CNOTs | Parameters |
|----------------|-------------|-------|-------------|
| $N_e = 1, s = 0.5, s_z = 0.5$ | 2 | 1 | 1 |
| $N_e = 1, s = 0.5, s_z = -0.5$ | 2 | 1 | 1 |
| $N_e = 2, s = 0, s_z = 0$ | 3 | 3 | 3 |
| $N_e = 2, s = 1, s_z = 0$ | 1 | 3 | 0 |
| $N_e = 3, s = 0.5, s_z = 0.5$ | 2 | 1 | 1 |
| $N_e = 3, s = 0.5, s_z = -0.5$ | 2 | 1 | 1 |

**Table I:** Table of symmetry spaces along with the number of states within each symmetry subspace and the CNOT and parameter count for the corresponding SPC. Note that we omit four trivial, separable states.

B. Quantum Imaginary Time Evolution and Quantum Lanczos Algorithms

In this section, we discuss the QITE and QLanczos algorithms which we used to calculate the energy levels for the same suite of molecules as above. The QITE algorithm offers the quantum version of imaginary-time evolution for the non-unitary evolution operator $U = e^{-\beta H}$. Starting with an appropriately chosen initial state $|\Psi_0\rangle$, after $n$ steps of imaginary-time evolution we obtain

$$|\Psi(\beta)\rangle = c_n(e^{-\Delta \tau H})^n|\Psi_0\rangle$$

where $\Delta \tau = \frac{\beta}{n}$ and $c_n$ is the normalization constant such that $c_n^{-2} = \langle \Psi_0 | U^2 | \Psi_0 \rangle$. $\beta$ can be thought of as the inverse temperature. As the temperature goes to zero, the system cools down to its ground state as long as the initial state has a non-zero overlap with it. To represent this non-unitary imaginary-time evolution on a quantum
The QITE algorithm proposes to approximate these non-unitary operators with unitary updates so that the step of evolution is

$$|\Psi_s\rangle = \frac{c_s}{c_{s-1}} e^{-i \Delta \tau H} |\Psi_{s-1}\rangle \approx e^{-i \Delta \tau A[s]} |\Psi_{s-1}\rangle$$

with \( c_0 = 1 \) and the unitary update operator given in terms of the Hermitian operator

$$A[s] = \sum_{i_1, \ldots, i_N} a[s]_{i_1, \ldots, i_N} \sigma_{i_1} \ldots \sigma_{i_N}$$

where \( N_q \) is the number of qubits and \( \sigma \in \{X,Y,Z\} \) are Pauli matrices. Our next step is to calculate the coefficients \( a[s] \) by solving Eq. (11) to second order, \( \mathcal{O}(\Delta \tau^2) \). This amounts to solving a linear system of equations, \((S + S^T) \cdot a = b\) where

$$S_{\mathcal{I},\mathcal{I}'} = (\sigma_{i_1} \ldots \sigma_{i_{N_q}} \sigma'_{i_1} \ldots \sigma'_{i_{N_q}})$$

and

$$b_\mathcal{I} = -i \sqrt{\frac{c_{s-1}}{c_s}} (\sigma_{i_1} \ldots \sigma_{i_{N_q}} H)$$

with \( \mathcal{I} = \{i_1, \ldots, i_{N_q}\} \) and similarly for \( \mathcal{I}' \). The expectation values at a given step \( s \) are calculated with respect to the state in the previous QITE step, \( |\Psi_{s-1}\rangle \). The bottleneck in this algorithm is due to the number of measurements needed to calculate \( S \) (a \( 3^{N_q} \times 3^{N_q} \) matrix) and \( b \) (a \( 3^{N_q} \)-dimensional vector) scales exponentially with the number of qubits \( N_q \) in the system. Having a real Hamiltonian eliminates the terms with an odd number of \( Y \) Pauli matrices in \( b \). Also, the fact that the matrix \( S + S^T \) is symmetric reduces the required number of measurements significantly. Nevertheless, the problem of complexity persists, and reducing QITE complexity is an active field of research, just as it has been for reducing circuit depth in VQE (see, e.g., [30]).

The cloud access to NISQ devices limits the number of measurements that can be done in a reasonable amount of time. Additionally, the depth of quantum circuits is limited by the decoherence time of the qubits. Because of these limitations, we perform QITE algorithms on a NISQ device by following these steps:

- To decide on the convergence of the energy expectation value, we use exact QITE calculations. This allows us to validate the hardware results even

FIG. 3: Dissociation curves of four molecules run on IBM Hardware (markers) at fixed interatomic distances of \{0.5, 1.0, 1.5, 2.0, 2.5\} Angstroms. For each molecule considered, the SPC can accurately probe seven of the eight interesting eigenstates (discussed in text). In all cases, we can see excellent agreement with the exact energies within each symmetry subspace (solid lines). Since the SPC distinguish between different symmetry spaces, we label each curve by its symmetry eigenvalues throughout dissociation.
FIG. 4: Energy differences from exact eigenenergies of each of the four molecules we consider. Markers are results from IBM hardware with error bars representing one standard deviation. Different symmetry spaces are artificially offset for easier viewing but still have the same fixed interatomic distances shown in Fig. 3. We show several results within chemical accuracy (dashed line).

though the noise in quantum hardware might result in deviations of energy values that are greater than the value that we choose for our convergence criterion. We set the latter to $\epsilon = 0.001$ for energy expectation values, and find the number of steps required for convergence.

- We then calculate the unitary updates in (12) at every QITE step from (13) and (14) by performing the energy expectation value calculations on a noisy quantum simulator which includes the noise model of the quantum hardware to be used.
- After choosing the initial state $|\Psi_0\rangle$ using the symmetry considerations for each of the reduced Hamiltonian blocks, we find the state $|\Psi_s\rangle = e^{-i\Delta \tau A[s]}e^{-i\Delta \tau A[s-1] \ldots} e^{-i\Delta \tau A[1]}|\Psi_0\rangle$ after application of $s$ unitary updates.
- We obtain the quantum circuit corresponding to the state $|\Psi_s\rangle$ by using the isometry function in IBM Qiskit library. This function is based on [31] which decomposes a given state into single-qubit and Controlled-NOT (CNOT) gates with the aim of having the least number of CNOT gates. An example of this quantum circuit can be seen in Fig. 14.

This quantum circuit has the same single-qubit $U3$ and two-qubit CNOT gates at every QITE step and only the angles of $U3$ gates are updated at every QITE step, where

$$U3(\theta, \phi, \lambda) = \begin{pmatrix}
\cos \frac{\theta}{2} & e^{i\lambda} \sin \frac{\theta}{2} \\
e^{i\phi} \sin \frac{\theta}{2} & e^{i(\phi+\lambda)} \cos \frac{\theta}{2}
\end{pmatrix}.$$  (15)

- We then run the quantum circuits corresponding to the states $|\Psi_s\rangle$ on quantum hardware and obtain the energy expectation values at every QITE step. (The experimental results of these calculations can be seen in Fig. 5).

Next, we discuss how to implement the QLanczos algorithm. The QLanczos algorithm makes use of the QITE algorithm to obtain the states in Krylov space which is spanned by $\{|\Phi_0\rangle, |\Phi_2\rangle, \ldots\}$, where $|\Phi_1\rangle \in \{|\Psi_0\rangle, |\Psi_2\rangle, \ldots\}$. After choosing the vectors in Krylov space, we calculate the overlap ($T$) and Hamiltonian ($\mathcal{H}$) matrices from the QITE algorithm measurements.
FIG. 5: Energy vs. bond distance obtained using the reduced Hamiltonian blocks for molecules LiH, KH, RbH, NaH. The experimental data, notated with markers in the figure, were obtained using QITE and QLanczos algorithms. The quantum circuits were run on IBM Q’s several quantum computers such as Casablanca, Manhattan, Vigo, Bogota, Rome. The experimental results are in very good agreement with the exact values shown with straight lines in figure. The error bars represent ±σ.

on quantum hardware. The normalization constants are calculated recursively using

\[ \frac{1}{c^2_{r+1}} = \frac{\langle \Phi_r | e^{-2\Delta \tau H} | \Phi_r \rangle}{c^2_r} \]  

(16)

Since we are using a small \( \Delta \tau \) approximation, we calculate the expectation value by expanding to first order in \( \Delta \tau \), \( \langle \Phi_r | e^{-2\Delta \tau H} | \Phi_r \rangle = 1 - 2\Delta \tau \langle \Phi_r | H | \Phi_r \rangle + O(\Delta \tau^2) \). Thus, we obtain the normalization constants using the energy expectation values obtained from quantum hardware in the implementation of the QITE algorithm. To increase the accuracy of the calculations, one can use higher-order approximations.

The overlap and Hamiltonian matrix elements can be expressed in terms of these constants and energy expectation values,

\[ T_{l,l'} = \langle \Phi_l | \Phi_{l'} \rangle = \frac{c_l c_{l'}}{c^2_r} \]  

(17)

and

\[ H_{l,l'} = \langle \Phi_l | H | \Phi_{l'} \rangle = T_{l,l'} \langle \Phi_r | H | \Phi_r \rangle \]  

(18)

where \( r = \frac{l + l'}{2} \), and \( l, l' \) are even integers.

The energy eigenvalues \( E \) are found by solving the generalized eigenvalue equation

\[ \mathcal{H} x = E \mathcal{T} x \]  

(19)

The corresponding eigenvectors \( x = (x_0, x_1, \ldots) \) determine the eigenstates of the system Hamiltonian,

\[ \ket{\Psi[E]} = c_E (x_0 \ket{\Phi_0} + x_1 \ket{\Phi_2} + \ldots) \]  

(20)

where \( c^{-1}_E = \| \sum_l x_l \ket{\Phi_l} \| \).

As explained in the previous section, the symmetry of each of these molecules leads to a simplification of the system which makes them good candidates for implementation on NISQ devices. In the previous section we used this symmetry to simplify the quantum circuits. As a second perspective, we present a simplification of the system by reducing the Hamiltonian into smaller blocks so that we can study these molecules using a smaller number of qubits on quantum hardware. For benchmarking purposes, we also present our QITE algorithm results for the full LiH molecule Hamiltonian for comparison with the results presented using the SPC method. In what
follows, we explain the reduction of the system size using the symmetry of the Hamiltonian of various molecules.

In Section III we discuss chemical Hamiltonian for our benchmark molecules. Some of the solutions are given in Eqs. 6, 7 and 8, and also listed in Table I. In a 4-qubit molecular Hamiltonian, the matrix elements corresponding to a no-electron state in the active space ($N_e = 0, s_z = 0$) and a 4-electron state ($N_e = 4, s_z = 0$) are diagonal so no further computation of eigenvalues and corresponding eigenstates is needed. The Hamiltonian blocks formed by single ($N_e = 1$) and three ($N_e = 3$) electron states are $4 \times 4$ matrices. However, each $4 \times 4$ Hamiltonian block is itself block-diagonal consisting of two $2 \times 2$ blocks corresponding to a different value of spin projection ($s_z = +\frac{1}{2}$ and $s_z = -\frac{1}{2}$). Each of the four $2 \times 2$ blocks can be handled by a single-qubit circuit. Similarly, two-electron states ($N_e = 2$) form a $6 \times 6$ matrix which includes a diagonal $4 \times 4$ Hamiltonian block for $s_z = 0$ (three singlet states and one triplet state) and can be represented using a 2-qubit circuit. The remaining two states represent triplet states with $s_z = 1+$ and $s_z = -1$. In conclusion, we can compute the energy levels of each $2^4 \times 2^4$ molecular Hamiltonian using only two-qubit and single-qubit circuits. This analysis shows that decomposition of the full Hamiltonian into diagonal blocks based on the number of electron and spin symmetries is essential making quantum computation compatible with NISQ devices.

We start by calculating the energy expectation values of the system using the QITE algorithm which will give us the ground state energies of the symmetry sector that the initial state belongs to. To this end, as mentioned earlier, the Hamiltonian of the molecules are divided into smaller blocks and the initial states are chosen accordingly using symmetry which results in a smaller number of imaginary-time steps required for convergence. To be able to represent these reduced Hamiltonian blocks on a quantum computer we need to express them in terms of Pauli matrices. This can be done by writing the block Hamiltonian $H_{\text{block}}$ as

$$H_{\text{block}} = \sum_I c_I \sigma_I$$

where $I = \{i_0, \ldots, i_{n_q-1}\}$ and $\sigma_I = \sigma_{i_0} \sigma_{i_1} \cdots \sigma_{i_{n_q-1}}$, with $\sigma \in \{I, X, Y, Z\}$ and $n_q$ the number of qubits used for this block Hamiltonian. The coefficients $c_I$ are found from

$$c_I = \frac{1}{2^{n_q}} \text{Tr}[H_{\text{block}} \cdot \sigma_I]$$

Once the coefficients $c_I$ are determined, the Hamiltonian

FIG. 6: Error in energy vs. bond distance obtained using the reduced Hamiltonian blocks for molecules LiH, KH, RbH, NaH. The dashed line in each panel represents the chemical accuracy ($1.5 \times 10^{-3}$). As seen in the figures we were able to obtain several energy eigenvalues within the chemical accuracy.
follows. We only used two-dimensional Krylov spaces for 2-qubit Hamiltonian. An example of 2-qubit quantum circuit for computation for each QITE step on IBM’s cloud accessible quantum computer. We did this for the reduced Hamiltonian blocks first and then for the 4-qubit full LiH molecule Hamiltonian. An example of 2-qubit quantum circuit for reduced block Hamiltonian of \( N_e = 2 \) states can be found in Fig. 14. At each QITE step the angles \( \theta_1, \theta_2 \) and \( \theta_3 \) change but the quantum circuit depth remains fixed. We then used the measured energy expectation values to find the energy eigenvalues of the systems of interest.

The calculation of the energy eigenvalue from the Hamiltonian matrices in (19), which have been shown to yield more accurate results in NISQ devices [32]. The Hamiltonian matrices are diagonally dominant with the diagonal elements being a large negative number since due to the electron–nuclei Coulomb interaction. Each reduced Hamiltonian block was shifted by appropriate constant value, to ensure that all matrix elements are of the same order. While this did not affect the eigenstates of the system, it improved the accuracy of the results significantly. The accuracy of the eigenvalues can be improved further if one includes higher-order terms in the expansion of \( e^{-\Delta \tau H} \), but this would require more measurements of higher moments of the Hamiltonian resulting in longer runs on quantum hardware.

We also present the errors in the energy eigenvalues as a function of the bond length as a result of using the QITE and QLanczos algorithms from reduced Hamiltonian blocks of molecules LiH and RbH where we also demonstrate the 2-qubit circuit obtained from \( \text{isometry} \) function of IBM’s Qiskit library.

In Fig. 5, we present our experimental results obtained using QITE and QLanczos algorithms for the energy of molecules LiH, KH, RbH, NaH as a function of bond length. We see an excellent agreement between the experimental results and the values obtained from exact diagonalization. In these plots, we present 7 of the 8 eigenvalues that could not be readily obtained from the Hamiltonian. The remaining eighth eigenvalue is the first excited-state energy of the \( N_e = 2 \) symmetry subspace for the molecules. It turns out to be exactly given by the analytic expression \( \frac{1}{\sqrt{2}} |(10) - |01\rangle \). This is confirmed by implementing the QITE algorithm on hardware starting with the initial state \( |\Psi_0\rangle = \frac{1}{\sqrt{2}} (|10\rangle - |01\rangle) \). We show the experimental results for this state in upper left panel of Fig. 5 for the LiH molecule.

In the results presented here we used the QITE algorithm to find the minimum and maximum state energies corresponding to \( N_e = 1, N_e = 2 \), and \( N_e = 3 \) symmetry subspaces and the QLanczos algorithm to find the remaining excited-state energies.

We also present the errors in the energy eigenvalues in Table I.

We use the information from symmetry considerations of the reduced block Hamiltonians to choose different initial states, \( |\Psi_0\rangle \), so as we obtain all energy levels of the system Hamiltonian.

\[ H_{\text{block}} \]

\[ = \begin{pmatrix}
N_e = 2, s_z = 0 & \varepsilon_s = 1, s_z = 0 & \varepsilon_s = 0.5 & \varepsilon_s = 0.5 \\
N_e = 1 & N_e = 2 & N_e = 2 & N_e = 2 \\
N_e = 3, s_z = 0 & N_e = 3, s_z = 0 & N_e = 3, s_z = 0 & N_e = 3, s_z = 0 \\
N_e = 1, s_z = 0 & N_e = 1, s_z = 0 & N_e = 1, s_z = 0 & N_e = 1, s_z = 0 \\
N_e = 3, s_z = 0 & N_e = 3, s_z = 0 & N_e = 3, s_z = 0 & N_e = 3, s_z = 0
\end{pmatrix} \]

\text{QLanczos Results}

To calculate the energy expectation values at each QITE step for the molecules that we study, we first ran the quantum circuits obtained using the \( \text{isometry} \) function for each QITE step on IBM’s cloud accessible quantum computer. We did this for the reduced Hamiltonian blocks first and then for the 4-qubit full LiH molecule Hamiltonian. The remaining eighth eigenvalue is the first excited-state energy of the \( N_e = 2 \) symmetry subspace for the molecules. It turns out to be exactly given by the analytic expression \( \frac{1}{\sqrt{2}} |(10) - |01\rangle \). This is confirmed by implementing the QITE algorithm on hardware starting with the initial state \( |\Psi_0\rangle = \frac{1}{\sqrt{2}} (|10\rangle - |01\rangle) \). We show the experimental results for this state in upper left panel of Fig. 5 for the LiH molecule.

In the results presented here we used the QITE algorithm to find the minimum and maximum state energies corresponding to \( N_e = 1, N_e = 2 \), and \( N_e = 3 \) symmetry subspaces and the QLanczos algorithm to find the remaining excited-state energies.

We also present the errors in the energy eigenvalues as a function of the bond length as a result of using the QITE and QLanczos algorithms from reduced Hamiltonian blocks of molecules LiH, RbH, NaH, KH with respect to chemical accuracy in Fig. 6. Although we only used readout error mitigation, we were able to obtain several energy eigenvalues within chemical accuracy.

Although the Hamiltonian can be separated into smaller blocks and these molecules can be studied in smaller quantum hardware sizes, for benchmarking purposes we also ran the QITE algorithm for the full 4-qubit LiH molecule Hamiltonian. Compared to the reduced system, the quantum circuit obtained using the IBM Q library \( \text{isometry} \) function is deeper than before and requires connections between all qubits in the system. Most of the IBM Q devices have linear layout with IBM Q Yorktown device having the most connections between qubits. Consequently, we ran the QITE algorithm on the IBM Q Yorktown and Melbourne device and the results

\[ \begin{pmatrix}
\end{pmatrix} \]
can be seen in Fig. 7. The Richardson extrapolation error mitigation strategy was applied to experimental energy values seen in Fig. 7. Although the experimental data are in agreement with exact values, most of them are not chemically accurate. Due to this noise, the QLanczos algorithm is not numerically stable and cannot be used to improve on QITE algorithm results in this case.

C. Reducing noise with hidden inverse

Variational algorithms are designed to work in near-term quantum computers with imperfect gates and in a nascent quantum error correction regime. It is known that the variational formalism has inherent robustness to certain types of time independent systematic errors. In addition, as demonstrated in the previous two sections, the “workhorse” error mitigation methods, readout error mitigation and Richardson extrapolation, can improve the expectation value accuracy in many instances. These two methods have key limitations, however. Beyond a certain circuit depth determined by overall hardware noise, Richardson extrapolation will not yield useful data [33]. Meanwhile, exact readout error mitigation is in principle unscalable, though scalable approximate methods are under development. On the other hand Recent advancements in quantum characterization procedures [34] have demonstrated systematic error parameters to be time-dependent stochastic in the time scale of multiple circuits run within a given circuit list. One way to model this type of error (in the context of variational algorithms) is with systematic errors that are drawn independently from a stationary distribution in every iteration of the classical optimizer. This has a direct effect on the performance of variational algorithms. In particular, mitigating such an error does not require exponential resources, and it can be done while maintaining constant circuit depth, unlike extrapolation methods.

In this section, we test the effectiveness of a circuit level error mitigation technique called hidden inverse [35, 36] to mitigate precisely this type of error. The key idea behind this error mitigation technique is that each self-inverse gate (such as CNOT) can be experimentally implemented in standard or inverted configuration. CNOT gates are not native gates in most hardware but are implemented by a combination of single qubit and two-qubit native rotations. By carefully choosing either the standard gate or the inverted gate within a circuit, it is possible to mitigate some of the errors of native rotations. Here we simulate VQE circuits with UCC-3 Ansatz [7] for LiH and NaH molecules under a two qubit over-rotation error noise model (See Appendix C for details on the simulation such as noise model, Ansatz and classical optimization).

Fig. 8 and Fig. 9 display the comparison between errors in calculated ground state energy computed with the native Ansatz and the hidden inverse optimized Ansatz as a function of the over-rotation error $\epsilon$. These plots are for LiH and NaH for a fixed interatomic distance of 0.5 Angstroms. The range of $\epsilon$ is chosen to match realistic noise parameters of current hardware. We can see from these two plots that when the over-rotation error increases, the average error in the calculated ground state energy with the native UCC-3 Ansatz (orange curve) tends to get worse. We also see large variability in the estimated energy as expected from the stochastic modeling of the error parameters. The hidden inverse optimized Ansatz (blue curve) is found to be robust against this stochastic over-rotation error as we see the error stay low (with small variability) across the error range.
V. CONCLUSION

In this report, we have outlined the state of the art of the field devoted to benchmarking quantum chemistry computations on NISQ devices. This application is a key indicator of NISQ capabilities, and it fills a performance assessment gap left open by low level benchmarks to date. We outlined how to extend these benchmarks with variational methods plus short depth Ansätze on one hand, and imaginary time evolution plus Lanczos on the other. We also outlined how to improve all of our algorithms with scalable error mitigation techniques via the hidden inverse.

In doing so we have added QITE, Lanczos, and SPCs to our electronic structure calculation benchmark suite. We used these algorithms to demonstrate that NISQ devices are now capable of chemical accuracy over the cloud for minimal basis set computations. Notably, only four years ago the first chemically accurate computations were performed by researchers with direct access to the hardware with intricate precision in analog quantum control, and chemical accuracy over the cloud was impossible. Meanwhile, the benchmarks presented here are fully specified in QASM. When this suite of molecules was simulated on quantum computers two years ago, it was found that chemical accuracy was just out of reach. Here, many of the same computations resulted in chemical accuracy, highlighting both the immense progress of quantum computers to date and the efficacy of application-level benchmarking in tracking this progress.

While the algorithms we tested were quite different in their approach and circuit constructions, we note that both were able to achieve chemically-accurate results for certain configurations. While all NISQ era algorithms necessarily suffer drawbacks, notably the requirement of very short depths, we note here that VQE+SPC and QITE+Lanczos have complementary properties and thus are optimal for different scenarios.

The SPC Ansätze are primarily designed to recover ground state and are optimal in circuit depth for ground state energy computation. However, VQE+SPC can also be applied to extract some excited states, particularly those which correspond to a minimum or maximum of energy within given symmetry Hamiltonian block. On the other hand, the QITE+Lanczos method is suitable not only for ground state calculations but is also intrinsically designed to recover excited states which are not accessible to VQE+SPC. However, the scalability of the algorithm is at an earlier state of development compared to VQE+SPC. We look forward to further refining these algorithms, and combining them with advanced error mitigation via the hidden inverse in hardware in the near future. Such advanced error mitigation techniques will be critical for enabling simulation of chemical systems beyond 4-qubits.

Finally, we note that given the rapid progress of NISQ devices in chemistry, as outlined by performance in this benchmark suite, we expect expanded basis sets to be usable for chemical accuracy in the very near future. While quantum computers with more than 50 qubits are now available, large molecules with many active orbitals will require a consistent and concerted effort in coherence time improvement in order to be simulatable. This is mostly due to the fact that the Hilbert space covered by active orbitals spanning an encoding across 50 qubits cannot be fully explored within the coherence times of today’s devices. Even linear-depth circuits will require a 5 to $10 \times$ improvement in coherence time over today’s run to completion before full decoherence. Nonetheless, given the current rate of progress, 10 qubit computations with more advanced bases will be routine within a year or two, and computations involving more than 30 qubits will soon follow. In this mesoscale era, just at the border of a potential quantum advantage, the pace will be brisk and the potential for new science and new discovery cannot be overestimated.
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Appendix A: Details of SPC simplifications

The SPC presented in the main text are constructed using the ASWAP gate as a primitive. Each ASWAP gate can be decomposed into three CNOTs and four single qubit gates according to Fig. 10.

\[ A(\theta, \phi) = R(\theta, \phi)^\dagger R(\theta, \phi) \]

FIG. 10: Decomposition of the A gate in terms of elementary single and two-qubit gates. $R(\theta, \phi) = R_x(\phi + \pi)R_y(\theta + \pi/2)$, where $R_x(\theta) = \exp(-i\theta \sigma_z/2)$, $R_y(\phi) = \exp(-i\phi \sigma_y/2)$.

Building the SPC for the case of $N_e = 2$, $s_z = 0$ imme-
FIG. 11: Following the SPC construction rules, we can directly build the SPC for the \( n = 4, m = 2, s_z = 0 \) symmetry eigenvalues. This circuit can be significantly simplified and the result is presented in the main text Fig. 1.

FIG. 12: A circuit which exactly generates any state with \( N_e = 3 \) in Eq. (6). This circuit can be thought of as swapping a single hole, while Fig. 2 swaps a single particle.

Immediately results in the circuit shown in Fig. 11. Naively, this circuit contains 12 CNOT gates, but with further investigation we can see that we can significantly simplify the circuit. The first such simplification can be seen since the input state is fixed by placing an X on qubits \( q_0, q_3 \). In this case, the first two CNOT gates in both of the first two ASWAP gates are unnecessary and can be replaced by either an I (Identity) or X gate. Furthermore, by inspection of Eq. (9), we can see that the ASWAP gate with zero arguments is locally equivalent to a controlled-Z gate. Additionally, another simplification can be performed since the final ASWAP(\( \theta_3 \)) gate has a ‘first’ CNOT gate which can be commuted through the controlled-Z gate and cancelled with the ‘last’ CNOT gate of ASWAP(\( \theta_1 \)). We can then also replace the ‘second’ CNOT gate of ASWAP(\( \theta_3 \)) with a single qubit X gate. In total, this then simplifies the SPC to only require three CNOT gates. Similar simplifications can be applied to arrive at the simplified Fig. 2.

We can slightly modify the \( N_e = 1, s_z = 0.5 \) circuit shown Fig. 2 in order to generate a similar circuit which works for the \( N_e = 3, s_z = 0.5 \) subspace. If we place initial X gates on the \( q_1, q_2 \) qubits and we also move the ASWAP gate to act on the bottom two qubits, then we immediately have a circuit which targets \( N_e = 3, s_z = 0.5 \) subspace with a similar form as Fig. 2. For completeness we show the resulting circuit in Fig. 12.

Appendix B: Example QITE Results

In Fig. 13 we present two examples of the measured energy expectation values as a function of imaginary time obtained from the QITE algorithm. Since the QITE algorithm always converges to the ground-state energy of the symmetry subspace that the initial state belongs to, in order to access some of the excited-state energies, we ran the QITE algorithm using \(-H_{\text{block}}\). Instead, Fig. 13(a) shows an example in which the energy expectation value converges to the third excited-state energy of the \( N_e = 2 \) symmetry subspace block Hamiltonian of the LiH molecule where we started with the initial state \(|\Psi_0\rangle = |11\rangle\). Fig. 13(b) shows the convergence to the ground state energy of the \( N_e = 2 \) symmetry subspace of RbH starting with the initial state \(|\Psi_0\rangle = |00\rangle\) and using \( H_{\text{block}} \) in the QITE algorithm.

The readout-error-mitigated (ROEM) experimental data in Fig. 13 were obtained by running the quantum circuits of the form shown in Fig. 14 on IBM Q 7-qubit Casablanca quantum hardware using the number of shots \( N_{\text{shots}} = 8192 \) at each measurement. The experiments in Fig. 13(a) (13(b)) were run \( N_{\text{runs}} = 3 \) (\( N_{\text{runs}} = 2 \)) times and the error bars represent one standard deviation (\( \pm \sigma \)). Although in these two examples we used IBM Q’s Casablanca device, for the rest of the measurements on quantum hardware we used various devices such as Manhattan, Vigo, Bogota, and Rome depending on their availabilities.

Appendix C: Details of hidden inverse error mitigation

In order to demonstrate the effectiveness of the hidden inverse protocol, we have decided to perform simulation under a ion trap noise model. A CNOT gate in trapped ion systems is synthesized using XX interaction padded with single qubit rotations as seen in Fig. 15 while the CNOT inverse is implemented using the configuration found in Fig. 16. Fig. 17 shows the standard UCC-3 Ansatz with three unknown parameters (\( \theta_1, \theta_2, \theta_3 \)). We then modified this Ansatz (shown in Fig. 18) where we carefully replaced some of the CNOT gates with CNOT inverse gates to cancel out systematic errors. For our simulation, we assumed single qubit gates are error free and XX gates contain multiplicative over-rotation type errors as such we apply \( XX(\pm(1 + \epsilon)*\frac{\pi}{4}) \). Error amounts are drawn independently from \( \epsilon \sim N(0, \epsilon) \) at each round of the classical optimizer. We used BOBYQA (Bound Optimization BY Quadratic Approximation) as implemented in SKQuant-Opt [37], a standard optimizer package for near term hybrid quantum classical algorithms. Although we have simulated the results under a ion trap model, hidden inverse can be applied to other systems too(as an example to reduce errors in ZX gates for a superconducting hardware).
FIG. 13: The convergence of the energy expectation values as a function of imaginary-time, $\beta$, using QITE algorithm. (a) Convergence to the ground state of $N_e = 2$ symmetry subspace for LiH molecule with initial state $|\Psi_0\rangle = |11\rangle$ and $-H$. The converged energy corresponds to the negative of the maximum (3rd excited state) energy of that symmetry subspace. (b) Convergence to the ground state of $N_e = 2$ symmetry subspace for RbH molecule with initial state $|\Psi_0\rangle = |00\rangle$ and $H$. The readout error mitigated experimental data were collected on IBM Q 7-qubit Casablanca device and compared to the data calculated using exact diagonalization. Error bars represent $\pm \sigma$.

$|0\rangle \xrightarrow{U_3(0,0,-\pi/2)} |U_3(\theta_2,0,0) \cdot U_3(\theta_3,0,0)|0\rangle$

$|0\rangle \xrightarrow{U_3(\theta_1,\pi,-\pi)}$

FIG. 14: The quantum circuit of each QITE step for 2-qubit reduced Hamiltonian blocks. At every QITE step the angles $\theta_1, \theta_2$ and $\theta_3$ change but the circuit depth is fixed.

$\text{RY}(\pi/2) \quad \text{RX}(\pi/2) \quad \text{RY}(-\pi/2)$

$\text{XX}(-\pi/4) \quad \text{RX}(\pi/4) \quad \text{RX}(-\pi/4)$

FIG. 15: Decomposition of CNOT gate into native ion trap gates

$\text{RY}(\pi/2) \quad \text{RX}(\pi/2) \quad \text{RX}(\pi/4) \quad \text{RY}(-\pi/2)$

FIG. 16: Decomposition of $\text{CNOT}^\dagger$ into native ion trap gates
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FIG. 17: UCC-3 Native Ansatz. The top qubit is control and the bottom qubit is target for all the $CX$ gates in the Ansatz.

FIG. 18: UCC-3 Hidden inverse Ansatz. The top qubit is control and the bottom qubit is target for all the $CX$ and $CX^\dagger$ gates in the Ansatz.