Magnetized ICF Implosions: Scaling of Temperature and Yield Enhancement
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This paper investigates the impact of an applied magnetic field on the yield and hot-spot temperature of inertial confinement fusion implosions. A scaling of temperature amplification due to magnetization is shown to be in agreement with unperturbed 2-D extended-magnetohydrodynamic simulations. A perfectly spherical hot-spot with an axial magnetic field is predicted to have a maximum temperature amplification of 37%. However, elongation of the hot-spot along field lines raises this value by decreasing the hot-spot surface area along magnetic field lines. A scaling for yield amplification predicts that a magnetic field has the greatest benefit for low temperature implosions; this is in agreement with simplified 1-D simulations, but not 2-D simulations where the hot-spot pressure can be significantly reduced by heat-flow anisotropy. Simulations including a P2 drive asymmetry then show that the magnetized yield is a maximum when the capsule drive corrects the hot-spot shape to be round at neutron bang-time. The benefit of an applied field increases when the implosion is more highly perturbed. Increasing the magnetic field strength past the value required to magnetize the electrons is beneficial due to additional suppression of perturbations by magnetic tension.

I. INTRODUCTION

Magnetic fields applied to inertial confinement fusion (ICF) implosions compress with the plasma, reaching strengths that can magnetize electron thermal conduction losses from the hot fuel. This was first demonstrated on the OMEGA Laser Facility, where an axial ST magnetic field increased the hot-spot temperature and yield by 15% and 30% respectively. Larger magnetic fields are anticipated to have a greater impact on the target performance, with some calculations showing a relaxation of the ignition cliff when thermal conduction is magnetized.

In addition to improvements in bulk target performance, an applied field fundamentally changes perturbation growth. Tension in the magnetic field lines through the Lorentz force can stabilize the Rayleigh-Taylor instability (RTI). 2-D simulations have demonstrated severe reductions in growth rates due to this phenomenon, although recent 3-D simulations demonstrated that the 2-D RTI suppression is greatly exaggerated. In addition, suppressing thermal conduction into perturbations reduces ablative stabilization and can result in greater perturbation growth during hot-spot stagnation. In direct-drive implosions a magnetic field can also result in greater drive-phase asymmetries by suppressing non-radial heat-flow in the conduction zone.

This paper demonstrates a simple scaling of hot-spot temperature and yield amplification due to an applied magnetic field. This scaling is shown to be applicable to a wide range of ICF designs, including both directly and indirectly driven systems and implosions of both spherical and cylindrical geometries. The changing impact of a magnetic field when low-mode drive asymmetries and higher mode perturbations are present is then explored.

In the presence of a magnetic field, electron thermal conduction becomes anisotropic:

\[
\mathbf{q} = -\kappa_\parallel (\hat{\mathbf{b}} \cdot \nabla T_e) \hat{\mathbf{b}} - \kappa_{\perp} \hat{\mathbf{b}} \times (\nabla T_e \times \hat{\mathbf{b}}) - \kappa_\omega \hat{\mathbf{b}} \times \nabla T_e \quad (1)
\]

Where \(\hat{\mathbf{b}}\) is the magnetic field unit vector. The first term on the right \((\kappa_\parallel)\) is heat-flow along magnetic field lines, which is unchanged by magnetization. The second term \((\kappa_{\perp})\) is heat-flow perpendicular to magnetic field lines, which becomes suppressed as the electron magnetization increases. The magnetization is characterized by the Hall Parameter, \(\omega_e T_e\) (the product of the electron gyrofrequency and the electron-ion collision time), which scales as:

\[
\omega_e T_e \sim \frac{T_e^{3/2} |\mathbf{B}|}{\rho_Z \text{eff}} \quad (2)
\]

where \(Z_{\text{eff}} \equiv <Z^2>/ <Z>\) is the effective ionization averaged over ion species. Equation (2) shows that a low density and high temperature plasma is more easily magnetized than a high density, low temperature plasma. A DT plasma with \(\omega_e T_e = 1\) will have perpendicular thermal conductivities suppressed by 69% \((\kappa_{\perp}/\kappa_\parallel = 0.31)\). For \(\omega_e T_e = 10\) this is reduced to \(\kappa_{\perp}/\kappa_\parallel < 0.01\).

The final term in equation (2) is the Righi-Leduc heat-flow, which represents the heat-flow deflected by the magnetic field, transferring heat perpendicular to the temperature gradient. For a DT plasma this effect peaks for \(\omega_e T_e \approx 0.6\), giving \(\kappa_{\omega}/\kappa_\parallel = 0.44\). Righi-Leduc heat-flow is typically ignored in magnetized ICF implosions, for two reasons. Firstly, the Hall Parameter of the compressed fuel is typically much greater than 1, resulting in \(\kappa_{\omega}\) being small. Secondly, implosions are most frequently modeled in 2-D, where \(\hat{\mathbf{b}} \times \nabla T_e\) is mostly out of the simulation plane and has no effect. However, 3-D simulations of the magnetized ablative-RTI have found that...
Righi-Leduc can seed higher mode perturbations when the plasma is moderately magnetized.\(^2\)

While the heat-flow in equation 1 is anisotropic, it is useful to define an effective thermal conductivity, \(\kappa_{eff}\), for characterizing magnetized implosions. \(\kappa_{eff}\) is defined such that an unmagnetized implosion has \(\kappa_{eff} = 1\). The effective thermal conductivity has different definitions in cylindrical and spherical geometries.

Magnetized cylindrical implosions have been conducted on the OMEGA Laser Facility, both with and without laser preheat. If the axial length-scale is assumed to be much greater than the radial, the heat-flow is everywhere perpendicular to an applied axial magnetic field. This orientation is optimal for magnetization, allowing for full suppression of electron heat-flow. Therefore, for cylindrical implosions, \(\kappa_{eff} = \kappa_\perp / \kappa_\parallel\). For the purposes of this paper, \(\kappa_\perp\) is calculated using the burn-averaged \(\omega_e \tau_e\).

Magnetized spherical implosions without applied perturbations are inherently two dimensional; an axial field is normal to the capsule surface at the pole and in the plane of the surface at the waist. If the plasma is completely magnetized (\(\omega_e \tau_e \gg 1\)) then the heat-flow will be suppressed in 2 out of the 3 possible dimensions. Therefore, for spherical implosions, \(\kappa_{eff} = 1/3 + 2k_\perp / 3k_\parallel\).\(^3\)

In reality the applied axial magnetic field bends during the implosion, resulting in a non-axial component that reduces the magnetic field effect.

A scaling for the hot-spot temperature with \(\kappa_{eff}\) can be simply derived from the change in temperature due to a heat-flow divergence:\(^2\)

\[
T_{hs}^{7/2} \sim \frac{R_{hs}^2 P_{hs}}{t_{stag} \kappa_{eff}} \quad (3)
\]

Where \(T_{hs}\) is the hot-spot temperature (assuming the electrons and ions are fully equilibrated), \(R_{hs}\) is the hot-spot radius, \(P_{hs}\) is the hot-spot pressure and \(t_{stag}\) is the stagnation time-scale. A Spitzer thermal conductivity has been assumed.\(^2\) By assuming that the hot-spot radius, pressure and stagnation time are not affected by the magnetic field, the temperature scales as \(T \sim \kappa_{eff}^{-2/7}\). A more thorough derivation and discussion will be given in section 1. This scaling, as well as the subsequent scaling for fusion yield, will be compared with two types of simulations. Firstly, 1-D calculations using a prescribed \(\kappa_{eff}\) are conducted. These do not include any MHD physics; instead the thermal conductivity in the fuel is artificially reduced. By keeping the simulations 1-D there is no impact from thermal conduction anisotropy on the implosion shape. Subsequently, the scalings are tested against full 2-D extended-MHD simulations, where an applied field strength is prescribed and the effective thermal conductivity is calculated using the burn averaged electron magnetization.

The simulations in this paper use the Gorgon extended-MHD code.\(^2\) Heat-flow in Gorgon is treated anisotropically, using a scheme that is designed to minimize numerical diffusion perpendicular to the field lines.\(^2\)\(^3\)\(^3\) The magnetic transport includes bulk plasma advection, resistive diffusion, Nernst and cross-gradient-Nernst advection of magnetic field. A Nernst advection effect is applicable to scaled-down direct-drive designs as well. These implosions are investigated without any perturbation sources, due to the added complications of instability growth in a magnetized direct-drive ablation from.\(^1\)\(^0\)\(^5\)\(^8\)

A cryogenic layered DT OMEGA implosion design is also simulated,\(^1\)\(^9\)\(^1\)\(^0\)\(^1\)\(^1\) demonstrating that the magnetization effect is applicable to scaled-down direct-drive designs as well. These impulsions are investigated without any perturbation sources, due to the added complications of instability growth in a magnetized direct-drive ablation from.\(^1\)\(^0\)\(^5\)\(^8\)

A cylindrical design is taken from the magnetized implosions conducted on the OMEGA Laser Facility without any fuel preheat.\(^2\)\(^2\)\(^1\)\(^5\)\(^9\) While this design compares well with theory for the simplified 1-D simulations with prescribed effective thermal conductivity, in practice the magnetic pressure is significant in these impulsions,\(^2\) and is not accounted for in the theoretical scaling.

The structure of this paper is as follows. Section 1 outlines the temperature amplification scaling and shows that it compares favorably with symmetrically-driven
FIG. 1: Temperature amplification by suppression of fuel electron thermal conductivity for several different target designs. Here the effective thermal conductivity, \( \kappa_{\text{eff}} \), is prescribed, and is not based on any MHD description. All simulations are 1-D, which is not possible once MHD physics is self-consistently included. \( T_i \) is a burn averaged quantity.

FIG. 2: Simulated temperature amplification from an applied magnetic field for 3 target designs. The effective thermal conductivity is calculated by using the burn-averaged Hall Parameter and the hot-spot shape. \( T_i \) is a burn averaged quantity.

II. TEMPERATURE AMPLIFICATION

This section explores how the temperature of an ICF hot-spot changes with varying thermal conductivity. The magnetic field is assumed to only affect the plasma during stagnation. A spherical hot-spot is used, although the resultant scaling is identical in cylindrical geometry.

At the beginning of stagnation, when the first shock has converged on axis and is expanding out through the hot-spot, the hot-spot is taken to have mass \( M_0 \). Ablation of cold fuel into the hot-spot at velocity \( V_{abl} \) over the stagnation time-scale \( \tau_{stag} \) gives a hot-spot mass:

\[
M_{hs} = M_0 + 4\pi R_{hs}^2 \tau_{stag} \rho_{sh} V_{abl} \quad (4)
\]

Where \( R_{hs} \) is the hot-spot radius and \( \rho_{sh} \) is the shell density. Mass ablation is induced by any process that heats the colder fuel at the hot-spot edge. Hot-spots are approximately isobaric, meaning that any transfer of heat results in the transport of mass in the opposite direction. A generic hot-spot power source \( \Psi \) (in units of J/s) heats up enough cold fuel such that:

\[
V_{abl} = \frac{\Psi}{(T_{hs} - T_{sh}) n_{i,sh} (1 + Z) 4\pi R_{hs}^2} \quad (5)
\]

where \( T_{sh} \) and \( n_{i,sh} \) are the shell temperature and ion number density. \( T_{hs} \) is the hot-spot temperature. An ideal gas equation of state has been assumed.

Electron thermal conduction is the dominant source of power transfer between the hot-spot and shell in a typical ICF implosion.\(^{[40,53]}\) In this case the thermal power transfer is \( \Psi_{qe} = 4\pi R_{hs}^2 \kappa_{\text{eff}} n_e \tau_e \nabla T_e / m_e \). Approximating \( \nabla T_e \approx (T_{hs} - T_{sh}) / R_{hs} \) and using the hot-spot quantities to evaluate the bulk parameters gives the hot-spot ablation velocity:

\[
V_{abl} = \frac{\kappa_{\text{eff}} a T_{hs}^{5/2}}{R_{hs} \rho_{sh} \ln\Lambda} + V_{abl,other} \quad (6)
\]

Where \( a \) is a pre-factor that depends on the plasma composition and \( \ln\Lambda \) is the Coulomb logarithm. For a more thorough derivation of this relation, see\(^{[53]}\) in that case the pre-factor \( a \) also depends on geometry. \( V_{abl,other} \) is the ablation velocity originating from other power sources, e.g. radiation, \( \alpha \)-heating or ion thermal
conduction. The impact of radiation will be discussed at the end of this section, but for now it is assumed that $V_{abl,other} = 0$. Combining equations \(1\) and \(6\) gives:

\[
(M_{hs} - M_0)\rho^{5/2} = \frac{4\pi R_{hs}\tau_{stag}\kappa_{eff}\alpha_{hs} m_i^{5/2}}{\ln\Lambda(1 + Z)^{5/2}}
\]

(7)

Where the temperature has been factored out by using the relation for the hot-spot pressure $P_{hs} = n_{i,hs}T_{hs}(1 + Z)$.

Next, a number of key assumptions are made that will be tested and discussed throughout this paper. First, the initial hot-spot mass is assumed to be much smaller than the final hot-spot mass ($M_0 \ll M_{hs}$); the validity of this assumption depends on the specific capsule design in question and decreases in validity as the mass ablation is more suppressed.

Secondly, it is assumed that only $\kappa_{eff}$ on the right hand side of equation \(7\) varies with applied field. For the hot-spot radius ($R_{hs}$) and stagnation time-scale ($\tau_{stag}$) this is found from simulations to be a good assumption. The invariance of the hot-spot pressure with changing thermal conductivity is found to be approximately true \(23\) but requires a more thorough discussion. The hot-spot pressure is equivalent to the hot-spot energy density; while thermal conduction is transfer of heat from the hot-spot to the cold fuel, that energy is then recycled into the hot-spot by ablation. Therefore, varying the thermal conductivity does not change the energy density. A second-order effect is the work done by that ablating plasma on the hot-spot\(23\); indeed, an applied magnetic field is found in simulations to marginally reduce the hot-spot pressure by reducing the work done by ablating plasma. More importantly, an applied magnetic field results in an asymmetric stagnated hot-spot\(23\), the impact of this inherent mode 2 asymmetry on hot-spot pressure will be investigated in section \(IV\). For now, the hot-spot pressure is assumed to be unchanged by magnetization of the electrons.

With these assumptions, the scaling of density and temperature amplification due to changes in thermal conductivity are found:

\[
\frac{\rho B}{\rho_{B=0}} = \kappa_{eff}^{2/7}
\]

(8)

\[
\frac{T_B}{T_{B=0}} = \kappa_{eff}^{-2/7}
\]

(9)

i.e. when thermal conduction losses are suppressed ($\kappa_{eff}$ is decreased), there is less ablation of plasma into the hot-spot (resulting in a lower density), but the reduced heat-flow thermally insulates the hot-spot to increase the temperature. This scaling has previously been used to assess the sensitivity of hot-spot temperature to thermal conductivity\(23\); that scaling used the SESAME thermal conductivities\(23\) (resulting in different temperature and density exponents) while here the form given by Spitzer-Harm is assumed\(23\). The differences between thermal conductivity models will be discussed at the end of this section.

The scaling of temperature with effective thermal conductivity is first done without any consideration of a magnetic field. 1-D simulations of cylindrical and spherical implosions are conducted, modifying the electron thermal conductivity in the fuel after the first shock has converged on axis (marking the beginning of the stagnation phase). In this way, $\kappa_{eff}$ is chosen for each simulation, and can have a value below 1/3 in spherical implosions, as there is no consideration of magnetic field geometry.

Figure \(1\) shows the temperature amplification by reducing the effective thermal conductivity from its nominal value of 1 to a series of values between 0.1. Other sources of fuel ablation (such as radiation transport and ion thermal conduction) have been included in these simulations, but $\alpha$-heating has been neglected. All designs and geometries roughly follow the $\kappa_{eff}^{-2/7}$ scaling, with greatest deviations for low values of $\kappa_{eff}$.

As $\kappa_{eff}$ tends towards zero, the simple model breaks down. The initial hot-spot mass $M_0$ was assumed to be much less than the final hot-spot mass $M_{hs}$; with $\kappa_{eff} = 0$ there is theoretically no ablation of mass into the hot-spot, giving no final hot-spot mass. Likewise, the temperature given by the scaling rises to infinity. In reality the initial hot-spot mass is not negligible and other sources of energy flux (in particular radiation transport) also contribute to mass ablation into the hot-spot, even when $\kappa_{eff} = 0$.

The hot-spot pressure is found to be relatively unaffected by the decrease in hot-spot ablation. For the warm symcap design, the pressure decreases by 0.02% for $\kappa_{eff} = 1/3$ and a total of 0.1% for $\kappa_{eff} = 0$. For the layered design, these changes are even smaller. The more important impact on the hot-spot pressure is from the induced shape asymmetry, which will be discussed in section \(IV\).

Next, full 2-D extended-MHD simulations have been executed for a variety of applied field strengths and target designs. No perturbations have been added to these simulations apart from the natural asymmetry arising from the application of a magnetic field\(23\). Now, instead of prescribing a specific $\kappa_{eff}$, the $\kappa_{eff}$ must be calculated from the simulations. As the hot-spot elongates along the magnetic field lines\(23\), there is an increased surface area that is perpendicular to the magnetic field. This means that a magnetized spherical capsule can reach $\kappa_{eff} < 1/3$, and the hot-spot is more insulated than if it remained round. In the simulations, the following definition for $\kappa_{eff}$ is used:

\[
\kappa_{eff} = \frac{A_z}{A_{total}} + \left(1 - \frac{A_z}{A_{total}}\right)\frac{\kappa_{\perp}}{\kappa_{\parallel}}
\]

(10)

Where $A_{total}$ is the total hot-spot surface area at bang-
time, using the $T_e = 1keV$ contour. $A_z = \int_S |\hat{n} \cdot \hat{z}|dS$ is the surface area along the direction of applied magnetic field, where $S$ is the hot-spot surface and $\hat{n}$ is the unit normal. For a completely spherical impllosion, $A_z/A_{\text{total}} = 1/3$. $\kappa_\perp/\kappa_\parallel$ is calculated using the burn-averaged electron magnetization.

Figure 2 plots ion temperature amplification against the post-processed effective thermal conductivity (equation 10) for the spherical implusion designs. Applied fields of 0T, 5T, 10T, 20T, 30T, 40T and 50T have been used. Again, the points roughly follow the theoretical scaling of $T_i \sim \kappa_{eff}^{-2/7}$.

Some of the indirect-drive simulations in figure 2 have $\kappa_{eff} < 1/3$; this is due to the hot-spot elongation along the magnetic field lines increasing the surface area that is perpendicular to the magnetic field ($A_z/A_{\text{total}} < 1/3$). For a 50T applied field, the layered design has $A_z/A_{\text{total}} = 0.294$ and the symcap design has $A_z/A_{\text{total}} = 0.292$ at bang-time. The symcap is also more magnetized, with burn-averaged $\kappa_\perp/\kappa_\parallel = 0.022$ as opposed to the layered target with $\kappa_\perp/\kappa_\parallel = 0.033$. Both of these contribute to the symcap temperature amplification due to a 50T magnetic field being higher than the layered target, with values of $T_B/T_{B=0} = 1.441$ and $T_B/T_{B=0} = 1.407$ respectively.

The hot-spot magnetization also reduces radiative emission. The Bremsstrahlung losses scale as $P^{2}_{hs}/T_{3/2}$. As the magnetic field increases the temperature but leaves the pressure approximately the same, the magnetized capsules have reduced losses, which enhances the temperature further. An equivalent set of simulations as those in figure 2 have been executed without any radiative losses; these simulations consistently sit below those with the radiation included.

The effective thermal conductivity in equation 10 can be approximated using experiment observables. The ratio $A_z/A_{\text{total}}$ can be inferred using neutron or x-ray emission images. The compressed magnetic field and hot-spot density can be approximated by using the convergence ratio of the implosion. Finally, the emitted neutron spectra can be used to infer the hot-spot temperature. The combination of density, temperature and magnetic field strength then give the hot-spot magnetization.

No cylindrical simulations have been included in figure 2. This is because the design simulated has a significant magnetic pressure in the hot-spot, which results in lowered stagnated thermal pressures. The resultant temperature amplification falls far below the $\kappa_{eff}^{-2/7}$ scaling.

Equations 8 and 9 assumed a Spitzer thermal conductivity. If, instead, a SESAME thermal conductivity is utilized, the temperature scales as $T_{B=0}/T_{B=0} = \kappa_{eff}^{-1/3}$. For $\kappa_{eff} = 1/3$ this gives a temperature amplification of 44% rather than 37%.

FIG. 3: Theorized increase in hot-spot yield due to the reduction of electron thermal conductivity in the fuel by factor $\kappa_{eff}$. Results for both DD and DT reactions are shown, using the Bosch-Hale formulation.

FIG. 4: Yield amplification by reducing the fuel electron thermal conductivity by a factor $\kappa_{eff}$. Both theory (lines) and 1-D simulations (points) are shown.

III. YIELD AMPLIFICATION

Using the scaling of temperature amplification by magnetization outlined in section IV, the theorized amplification of fusion reactions can be explored. In this section the discussion is limited to unperturbed capsules, while sections V and VI investigate P2 shape, P4 shape and higher mode perturbations.

The number of reactions between species $a$ and $b$ over the burn time-scale $\delta t_{\text{burn}}$ can be approximated as:
\[ Y_{ab} \approx \delta t_{burn} \frac{4\pi R_{0s}^3}{3} < \sigma_{ab} v > \frac{P^2}{(2 - \delta_{ab})^2 T_i^2} \] (11)

Where \(< \sigma_{ab} v > \) is the reactivity between species \(a\) and \(b\). \(\delta_{ab}\) is the Kronecker delta, which takes the values \(\delta_{ab} = 1\) for \(a = b\) and \(\delta_{ab} = 0\) for \(a \neq b\); this represents the higher availability of ions for single-species reactions.

Similar to section I, it is assumed that the magnetic field does not affect the burn time-scale, hot-spot radius or hot-spot pressure. Section IV explores the dependence of hot-spot pressure on magnetization in more detail; as magnetized hot-spots tend to elongate along magnetic field lines \(B\), a P2 drive asymmetry is needed to regain much of the hot-spot pressure lost by magnetization.

By combining the scaling of yield (equation 11) with a simplified form for the fusion reactivity \(< \sigma_{al} v >\) and the scaling of temperature with effective thermal conductivity (equation 9), a yield amplification for DT and DD reactions by electron magnetization can be found:

\[ \left[ \frac{Y_B}{Y_{B=0}} \right]_{DT} = \kappa_{eff}^{16/21} \exp \left( 19.94 \frac{1 - \kappa_{eff}^{2/21}}{T_B^{1/3}} \right) \] (12)

\[ \left[ \frac{Y_B}{Y_{B=0}} \right]_{DD} = \kappa_{eff}^{16/21} \exp \left( 18.76 \frac{1 - \kappa_{eff}^{2/21}}{T_B^{1/3}} \right) \] (13)

While temperature amplification by magnetization is dependent only on the electron Hall Parameter (through \(\kappa_{eff}\)), the yield amplification is also dependent on the unmagnetized hot-spot temperature \(T_{B=0}\). Equations 12 and 13 can be improved by using the Bosch-Hale formulation \(B-H\), rather than the simplified form; Bosch-Hale is used for all theory and simulations in this paper, but the resultant yield amplification equations are unwieldy (albeit simple to derive). Equations 12 and 13 demonstrate all the important Physics and give approximately the same answer as Bosch-Hale, albeit underpredicting the benefits of magnetization by up to 20% in regimes of interest.

Figure 3 plots the theorized yield amplification as a function of effective thermal conductivity for a range of unmagnetized hot-spot temperatures. It is worth reiterating that the theory assumes the same hot-spot pressure for both magnetized and unmagnetized cases; as the temperature increases, the density decreases. For the yield to go up with magnetization, the decrease in yield due to lower ion densities must be overcome by the increase in fusion reactivity with temperature. The DT reactivity increases quicker with temperature than the DD, making magnetization more beneficial for DT experiments in the regime of interest.

Hot-spots with initially low temperatures benefit most strongly from magnetization. For \(\kappa_{eff} = 1/3\), which is appropriate for a highly magnetized spherical implosion, a DT hot-spot with unmagnetized temperature \(T_{B=0} = 2\) keV has an expected yield amplification \(Y_B/Y_{B=0} = 2.3\), while a hot-spot of unmagnetized temperature \(T_{B=0} = 6\) keV would expect a yield amplification of \(Y_B/Y_{B=0} = 1.4\). For a high performing hot-spot with \(T_{B=0} = 10\) keV the anticipated 37% increase in temperature by magnetization has very little effect on the yield, with \(Y_B/Y_{B=0} = 1.08\). Note that none of these results include any consideration of \(\alpha\)-heating, which tends to amplify a yield enhancement \(\alpha\).

Figure 3 shows it is possible to decrease the yield by magnetization. By looking at a simple formula for fusion reactions it is possible to show that the highest yield is reached when the hot-spot temperature is increased to 15.5 keV for DT reactions \((12.9\) keV for DD) \(B\). Above this temperature the decrease in ion density by magnetization degrades the yield faster than the increased reactivity.

The yield scaling is tested against 1-D simulations where the thermal conductivity in the fuel is varied by a chosen factor \(\kappa_{eff}\). These calculations do not include any MHD physics, but allow for a clean comparison with the scaling without shape effects and magnetic transport complicating matters.

Figure 3 shows the yield amplification \(Y_{\kappa_{eff} = 0}/Y_{\kappa_{eff} = 0}\) for NIF indirect-drive designs (layered \(B\) and a symmetric \(B\)), a layered OMEGA direct-drive implosion \(B\) and an OMEGA cylindrical configuration \(B\). The simulations are the same as those used in figure 1. For each design a different theoretical scaling of yield amplification is plotted, as each design has a different unmagnetized hot-spot temperature. Both indirect-drive and direct-drive layered designs use DT fuel while the NIF syncap and the cylindrical implosions use DD.

The cylindrical design is found to improve most from reduced thermal conductivities, as the initial hot-spot temperature is only 2.15 keV. At this low temperature the DD reactivity increases rapidly with temperature.

The yield scalings compare favorably to the 1-D simulations. Note that the theory breaks down for \(\kappa_{eff} = 0\), predicting that the hot-spot temperature increases to infinity.

While the theoretical yield enhancement works effectively for 1-D simulations, 2-D MHD calculations differ greatly from these simple expectations. Section IV shows that the hot-spot shape is the primary reason for this discrepancy; hot-spot elongation along magnetic field lines results in a lower hot-spot pressure. It is shown that an asymmetric drive can be used to correct for this natural asymmetry with an applied magnetic field.

IV. P2 SHAPE

This section investigates mode 2 asymmetries that share the same axis as the applied magnetic field, i.e. a Legendre P2 mode. As an applied magnetic field does
The dependence of burn-averaged hot-spot temperature, DD yield and pressure on the applied P2 drive asymmetry for 0T, 10T and 30T initial field strengths. Demonstrative density slices at bang-time are overlain, with white dashed circles added to assist in assessing the final hot-spot symmetry. The 0T case is most symmetric for no drive asymmetry, while the 30T case is closest to round for a +4% P2 drive.

Increasing the hot-spot temperature does not universally increase the yield. Figure 5b shows how the yield varies with drive asymmetry. The result is opposite to the temperature dependence, with the capsule yield peaking when the magnetized implosion is driven with a negative P2 (to make the implosion more pancake shaped). For all levels of magnetization the implosion yield peaks when the hot-spot is the most round at bang-time. Figure 5c shows how the hot-spot pressure (taken as a burn-averaged value) varies with the applied drive. For a symmetric drive the 30T pressure is substantially below the unmagnetized case. Driving the 30T case to be round mostly recuperates the losses of having an asymmetric hot-spot. Note that only the P2 component has been tuned out in this implosion; the 30T density plot in figure 5b also contains a P4 component which could be accounted for.

Once the 30T hot-spot is corrected to be round (using a -4% P2 drive asymmetry in this case), the agreement with the theoretical yield amplification improves. The effective thermal conductivity from the simulation is calculated as 0.386, giving a predicted yield amplification of 1.44. Using the round unmagnetized implosion as the base case, the yield amplification from the 2-D simulations is 1.38. The 30T simulation without correcting for shape gives a 1.31 yield amplification.

Therefore, it is asserted that the theoretical yield amplification due to magnetization (equations 13 and 12) is approximately true when both the magnetized and unmagnetized cases are considered.

FIG. 5
magnetized hot-spots are round (each requiring a different drive asymmetry).

V. P4 SHAPE

Axi-symmetric mode 4 asymmetries (P4 Legendre modes) are commonly observed in indirect-drive implosion on the National Ignition Facility. The axial symmetry of these perturbations allows them to be simulated in 2-D even when a magnetic field is applied. By varying the P4 drive amplitude, the impact of asymmetries on the magnetized temperature and yield amplification can be explored. While section IV also studies this behavior for higher modes, those modes are not axi-symmetric in experiments and therefore should be modeled in 3-D.

For this section the layered NIF DT design is utilized, as the high convergence results in greater importance of the magnetic tension for perturbation growth.

Figure 6 shows the temperature and yield amplification due to magnetization as a function of P4 drive asymmetry for 10T, 30T and 50T applied magnetic fields. Example density plots at bang-time are also shown for specific drive asymmetries. A negative P4 drive asymmetry results in spikes propagating into the hot-spot at the poles and cold plasma constricting around the hot-spot at the waist. Positive P4 results in cold plasma constricting at the waist. Positive P4 results in cold plasma constricting at \( \theta = \pi/4, 3\pi/4 \).

In all cases a larger asymmetry results in lower temperature and yield. For a symmetric drive the unmagnetized yield is \( 6.1 \times 10^{15} \), decreasing by 63% for a -4% P4 drive and 68% for +4% P4 drive. The magnetized cases also decrease in temperature and yield as the drive is more asymmetric.

The benefit of the magnetic field, however, is found to be greatest for more perturbed capsules. The theorized yield amplification \( Y_B/Y_B=0 \) from figure 4 for the 50T symmetric drive case is 1.84. As discussed in section IV, the simulated yield amplification falls far below the theory (\( Y_B/Y_B=0 \)) due to hot-spot elongation lowering the pressure. Once the capsule is perturbed with a P4, the yield enhancement can greatly exceed the symmetric theory, with \( Y_B/Y_B=0\) =2.43 for a -4% P4 drive.

Yield and temperature amplification are more greatly enhanced by magnetization for negative P4 asymmetries. This is for 2 reasons. Firstly, the cold plasma constricting around the waist is stabilized by magnetic tension effects, meaning that the hot-spot core remains more open when a larger magnetic field is applied. Secondly, the enhanced hot-spot temperature by magnetization results in larger heat-flows along the magnetic field lines to the capsule poles; this results in greater thermal ablative stabilization of the spikes that propagate down the poles. Both of these effects can be seen by comparing the 0T and 50T density slices in figure 6a.

Increasing the applied field strength from 30T to 50T is also more beneficial once the capsule is perturbed. For a symmetric drive the yield amplification goes from 1.41 to 1.54 when 30T is used rather than 10T. Increasing the field further has little impact, with \( Y_B/Y_B=0 \) =1.56 for 50T. This is because the 30T hot-spot is already very magnetized, with a burn averaged Hall parameter of 17, corresponding to a perpendicular thermal conductivity suppression of \( \kappa_\perp/\kappa_\parallel = 0.004 \).

Once the capsule is perturbed, however, the magnetic tension plays an important role in improving the hot-spot symmetry. While the electron magnetization effectively plateaus once 30T is applied, the magnetic tension scales with \( |B|^2 \). For a +4% P4 drive asymmetry, the 50T field has a yield amplification by magnetization of 2.35, as compared with the 30T case of 1.92.

VI. HIGHER MODE PERTURBATIONS

This section incorporates higher mode perturbations into the 2-D simulations to investigate how the yield and temperature amplification depend on perturbation size. The layered indirect-drive design is chosen, as the higher convergence means perturbations of this type are expected to have a significant impact on the yield. The perturbations are initialized as HDC shell thickness asymmetries, although the amplitudes and distributions of modes are not based on real target specifications; again, this perturbation source is used as a toy problem to investigate the general behavior of magnetized implosions. 400 modes are applied, each with amplitudes chosen randomly between 0,\( a \) and with mode numbers randomly between \( k=1,180 \) with linear distribution. \a\ is varied between 0.60nm in this study. The same random numbers have been used between all the cases. This approach has also been used to investigate the self-generation of Biermann battery magnetic fields during hot-spot stagnation.

2-D simulations enforcing symmetry around the magnetic field axis are used. Real perturbations with these mode numbers will develop in 3-D. It has previously been shown that 2-D MHD simulations of 3-D asymmetries will drastically over-predict the importance of magnetic tension stabilization, as the simulations do not include the dimension where perturbation growth is not stabilized, but can instead be destabilized. Sections IV and V looked at specific cases where axi-symmetry is valid; in this section, only fully 3-D calculations are valid. 3-D MHD simulations of magnetized hot-spots have been completed, but these calculations are too laborious to scan perturbation amplitude. In order to get a basic idea of how magnetic tension and electron magnetization scale with perturbation amplitude, simulations with both the magnetic tension turned on and off are presented. The author posits that the 3-D truth is likely bounded by these answers.

Figure 7 shows density and temperature at neutron bang-time for 2 perturbation amplitudes and 0T, 10T and 50T applied fields. The magnetized simulations are...
FIG. 6: Temperature and yield amplification from an applied magnetic field for layered NIF simulations with a range of P4 drive asymmetries. Demonstrative density slices at neutron bang-time are overlaid. As the capsules are more perturbed, the benefit of the magnetic field increases.

shown with both magnetic tension turned on and off. For the smaller amplitude perturbations the main impact of the magnetic field is to thermally insulate the hot-spot, increasing the temperature and elongating along the magnetic field lines.

For larger amplitude perturbation cases (with maximum amplitude per mode of \(a=40\)nm), the impact of magnetization on perturbation growth can be seen. From 0T to 10T the perturbations become more unstable at the waist due to suppression of thermal ablative stabilization. For 10T the impact of magnetic tension stabilization is small. However, the Lorentz force scales as \(|\mathbf{B} \cdot \mathbf{B}|\), meaning that the 50T case has a magnetic tension stabilizing force 25 times larger than the 10T capsule. For the highly magnetized case the tension substantially suppresses the Rayleigh-Taylor growth at the waist, giving a yield amplification \(Y_{B=50T}/Y_{B=0} = 1.94\).

Note that the highly perturbed capsules compress magnetic field exactly onto the axis. In reality, a 3-D picture would reduce the magnetic flux compression in the hot-spot core and increase the impact of residual kinetic energy.

Figure 8 shows the temperature and yield amplification as a function of the initial perturbation size. The symmetric theory predicts the fully magnetized yield amplification to be \(Y_B/Y_{B=0} = 1.84\). For unperturbed implosions the yield amplification is far below the theory, with 30T and 50T giving amplifications of 1.53 and 1.55 respectively; for unperturbed capsules there is no obvious benefit for going from 30T to 50T. However, a highly perturbed implosion (\(a=60\)nm) has a simulated 50T yield amplification (with magnetic tension included) of 2.19. For 30T the yield amplification is 1.83.

The impact of magnetic field on perturbation growth is highly dependent on the distributions of mode numbers in the implosion, with high modes more affected by both decreased ablative stabilization and enhanced magnetic tension stabilization. The maximum mode number applied in the presented simulations was \(k=180\); calculations including higher mode sources (such as surface roughness) would be beneficial.

VII. CONCLUSIONS

A theoretical scaling of temperature amplification with hot-spot magnetization and shape has been shown to compare favorably with 2-D extended-MHD simulations of multiple magnetized implosion designs, including both directly and indirectly driven schemes. The theory assumes that the magnetic field only affects the ablation of cold fuel into the hot-spot during stagnation, lowering the hot-spot density while increasing the temperature. The theory also predicts that the temperature amplification increases when the hot-spot is more sausage shaped, which is borne out in simulations with applied P2 drive asymmetries; this is due to the smaller area with magnetic fields normal to the hot-spot surface.

Using this theory, an effective thermal conductivity of \(\kappa_{\text{eff}} = 0.6\) can be inferred for 8T experiments on the OMEGA Laser Facility that observed a 15\% increase in temperature. This suggests that increasing the magnetic field strength would continue to improve the performance.

The theory can be used to estimate an expected yield enhancement by magnetization, with low temperature unmagnetized implosions benefiting most from an applied field. However, the theory over-predicts yield amplification due to lower hot-spot pressures when the hot-
spot elongates along magnetic field lines. It is shown that a purposeful P2 drive asymmetry should be applied in order to make the implosion round again, improving the yield enhancement and bringing the results closer to the theoretical predictions.

Magnetic fields have also been shown to improve the robustness of implosions to perturbations, with greater yield enhancements when the capsules are perturbed by P4 and multi-mode asymmetries. This is particularly the case when the magnetic tension plays a significant role in suppressing perturbation growth.

So far, all effort has been spent on assessing the impact of magnetic fields on current designs. Next it will be important to optimize implosions for magnetization. The results here find greatest performance enhancements for cold and highly perturbed implosions; this implies that magnetized capsules may be able to succeed at a lower adiabat than unmagnetized implosions.

The results also suggest that facilities should strive for higher applied magnetic field strengths. While 30T is typically sufficient to fully magnetize the hot-spot electrons, higher fields result in the greater influence of magnetic tension, which can assist in stabilizing perturbation growth.

All results in this paper are without α-heating. If the implosion is at the foot of the ignition cliff then a burn-off yield amplification between 1.5-2 may be enough to result in much larger burn-on yield amplifications. An applied magnetic field can also confine α-particles to the hot-spot, resulting in greater yield enhancements than accounted for in this paper.

In order to assess the impact of an applied magnetic field on the recent high yield NIF experiment N210808, a 1-D simulation with thermal conductivity artificially suppressed was completed. This is the same methodology as used for the simulations in figures 1 and 4 but including...
FIG. 8: Temperature and yield amplification due to magnetization for capsules with multi-mode perturbations. Cases with and without magnetic tension stabilization are presented. The benefit of a 50T applied field over 30T is most obvious when the capsules are highly perturbed.

$\alpha$-heating. A value of $\kappa_{\text{eff}} = 0.3$ was used, representing the most magnetized cases simulated (e.g. in figure 2). The yield was found to be amplified by a factor of 2 due to thermal conductivity suppression, which exceeds the expectations from the no-$\alpha$ theory displayed in figure 3 for hot-spots with high unmagnetized temperatures. These results broadly agree with more detailed 2-D simulations of high yield implosions.\textsuperscript{[5]} It is expected that once the perturbations are also accounted for, the benefit of the magnetic field will increase.

In addition to the performance improvements, an applied magnetic field is expected to result in greater reproducibility and allow for higher convergence designs with larger 1-D yields.
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