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Abstract—This paper concerns a first-order algorithmic technique for a class of optimal control problems defined on switched-mode hybrid systems. The salient feature of the algorithm is that it avoids the computation of Fréchet or Gâteaux derivatives of the cost functional, which can be time consuming, but rather moves in a projected-gradient direction that is easily computable (for a class of problems) and does not require any explicit derivatives. The algorithm is applicable to a class of problems where a pointwise minimizer of the Hamiltonian is computable by a simple formula, and this includes many problems that arise in theory and applications. The natural setting for the algorithm is the space of continuous-time relaxed controls, whose special structure renders the analysis simpler than the setting of ordinary controls. While the space of relaxed controls has theoretical advantages, its elements are abstract entities that may not be amenable to computation. Therefore, a key feature of the algorithm is that it computes adequate approximations to relaxed controls without losing its theoretical convergence properties. Simulation results, including cpu times, support the theoretical developments.

I. INTRODUCTION

Consider the following optimal control problem where the state equation is

$$\dot{x}(t) = f(x(t), u(t)), \quad (1)$$

\(x(t) \in \mathbb{R}^n\) is the state variable, \(u(t) \in \mathbb{R}^k\) is the input, or control variable, \(t\) is time as confined to a given interval \([0,t_f]\). \(f : \mathbb{R}^n \times \mathbb{R}^k \rightarrow \mathbb{R}^n\) is the dynamic-response function, the initial state \(x(0) := x_0 \in \mathbb{R}^n\) is given, and the cost functional is

$$J = \int_0^{t_f} L(x(t), u(t)) \, dt + \phi(x(t_f)) \quad (2)$$

for cost functions \(L : \mathbb{R}^n \times \mathbb{R}^k \rightarrow \mathbb{R}\) and \(\phi : \mathbb{R}^n \rightarrow \mathbb{R}\). Let \(U \subset \mathbb{R}^k\) be a compact set, and consider the constraint that \(u(t) \in U\) for every \(t \in [0,t_f]\). To ensure that Eq. (1) has a unique, continuous and piecewise-differentiable solution, the integral in Eq. (2) is well defined, and other conditions mentioned in the sequel are satisfied, we make the following assumption.

Assumption 1: (1). The function \(f(x,u)\) is twice-continuously differentiable in \(x \in \mathbb{R}^n\) for every \(u \in U\); the functions \(f(x,u), \frac{\partial f}{\partial x}(x,u), \text{ and } \frac{\partial^2 f}{\partial x^2}(x,u)\) are locally-Lipschitz continuous in \((x,u) \in \mathbb{R}^n \times U\); and there exists \(K > 0\) such that, for every \(x \in \mathbb{R}^n\) and for every \(u \in U\), \(\|f(x,u)\| \leq K(\|x\| + 1)\). (2). The function \(L(x,u)\) is continuously differentiable in \(x \in \mathbb{R}^n\) for every \(u \in U\); and the functions \(L(x,u)\) and \(\frac{\partial }{\partial u}(x,u)\) are locally-Lipschitz continuous in \((x,u) \in \mathbb{R}^n \times U\).
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Define an admissible control to be a function \(u : [0,t_f] \rightarrow U\) which is piecewise continuously differentiable and has a finite number of points of non-continuity. We denote an admissible control by the bar notation \(\bar{u} := \{u(t)\}_{t \in [0,t_f]}\) to distinguish it from the value \(u(t) \in U\) for a given \(t \in [0,t_f]\). Denote by \(\mathcal{W}\) the space of admissible controls.

Observe that \(J\) as defined by Eqs. (1) - (2) can be viewed as a function of \(\bar{u} \in \mathcal{W}\), hence denoted by \(J(\bar{u})\) and called a cost functional. The optimal control problem is to minimize \(J(\bar{u})\) over \(\bar{u} \in \mathcal{W}\). Note that while the constraint set \(U\) is assumed to be compact it need not be convex, may have an empty interior and even be a finite set.

We set the optimal control problem in the framework of relaxed controls \([1]–[3]\), described in detail in the next section. A relaxed control is a mapping \(\mu\) from the interval \([0,t_f]\) into the set of Borel probability measures on the set \(U\). It is an extension of the notion of the ordinary control, defined as a Lebesgue-measurable function \(u : [0,t_f] \rightarrow U\). An ordinary control can be viewed as a relaxed control by associating with each \(t \in [0,t_f]\) the Dirac measure at \(u(t)\).

The space of relaxed controls is compact (in a suitable sense, discussed below) as well as convex, whereas the space of admissible controls typically is not compact and may not be convex. Therefore the setting of relaxed controls provides certain theoretical advantages over the setting of admissible controls, such as the existence of solutions to the optimal control problems \([1]–[3]\) and the simplicity of analysis of conceptual (abstract) algorithms \([4]\). However, implementation may be more difficult due to the fact that relaxed controls are more abstract objects than admissible controls. Much of the analysis in the sequel addresses this point by identifying a class of hybrid systems where implementable algorithms are possible with little complexity. This class of systems is broad enough to include various problems of practical and theoretical interest.

Given a relaxed control, let \(\{x(t)\}_{t \in [0,t_f]}\) and \(\{p(t)\}_{t \in [0,t_f]}\) be the associated state trajectory and costate trajectory defined by Eqs. (8) and (10), below. The algorithm defines a descent direction by computing a pointwise minimizer of the Hamiltonian function \(H(x(t),u,p(t))\) over \(u \in U\), for a finite set of points \(t \in [0,t_f]\). It then takes a suitable step in that direction to compute the next relaxed control.

Ref. [4] defined the algorithm and proved its convergence in the abstract setting of Eqs. (1) and (2). However, this setting does not include a general class of switched-mode hybrid systems of interest. The purpose of this paper is to close this gap, and extend the algorithm to systems and
problems defined as follows. The state equation is
\[ \dot{x}(t) \in \{ f_i(x(t), u_i(t)) : i = 1, \ldots, M \}, \quad (3) \]
where the functions \( f_i : \mathbb{R}^n \times \mathbb{R}^n_i \rightarrow \mathbb{R}^n \), \( i = 1, \ldots, M \) represent different modes of the system, \( u_i \in U_i \subset \mathbb{R}^n_i \), and the mode-dependent set \( U_i \) is compact. At each time \( t \in [0, t_f] \) the control variable, denoted by \( v(t) = (i(t), u_{i(t)}(t)) \), where \( i(t) \in \{1, \ldots, M\} \) and \( u_{i(t)}(t) \in U_{i(t)} \). Denote by \( V \) the set of pairs \( v = (i, u_i) \) such that \( i \in \{1, \ldots, M\} \) and \( u_i \in U_i \), and let \( \tilde{v} \) denote an admissible control, namely the function \( \{v(t)\}_{t \in [0, t_f]} \) which is piecewise continuously differentiable and has finite numbers of discontinuities. Denote by \( \mathcal{V} \) the space of admissible controls. The cost functional for the optimal control problem is
\[ J = J(\tilde{v}) = \int_0^{t_f} L_i(t) \, dt + \phi(x(t_f)), \quad (4) \]
where \( L_i : \mathbb{R}^n \rightarrow \mathbb{R} \), \( i = 1, \ldots, M \), are mode-dependent running cost functions, and \( \phi : \mathbb{R}^n \rightarrow \mathbb{R} \) is a final-state cost function. The optimal control problem is to minimize \( J = J(\tilde{v}) \) over \( \tilde{v} \in \mathcal{V} \).

The rest of the paper is organized as follows. Section II recounts relevant existing results, Section III extends the algorithm so as to be applicable for a class of switched-mode problems, and Section IV provides simulation results.

II. SURVEY OF ESTABLISHED RESULTS

This section surveys existing results which are relevant to the developments made in the sequel. In particular we discuss E. Polak's framework of infinite-dimensional optimization, the foundations of relaxed controls, and the preliminary algorithm presented in [4].

A. Optimality functions and sufficient descent

Let \( \mathcal{M} \) be a Hausdorff topological space with a Borel measure \( \mathcal{F} \), and let \( J : \mathcal{M} \rightarrow \mathbb{R} \) be a measurable function. Consider the abstract problem of minimizing \( J(\mu) \) over \( \mu \in \mathcal{M} \). For a given necessary optimality condition, let \( \Delta \subset \mathcal{M} \) be the set of points \( \mu \in \mathcal{M} \) where it is satisfied, and suppose that \( \Delta \) is measurable. Let \( \theta : \mathcal{M} \rightarrow \mathcal{R} \) be a measurable function. Polak defines \( \theta \) to be an optimality function if (i) \( \theta(\mu) = 0 \) iff \( \mu \in \Delta \), and (ii) \( |\theta(\mu)| \) provides a measure of the extent to which \( \mu \) fails to satisfy the optimality condition.

Consider an iterative algorithm for minimizing \( J \) over \( \mathcal{M} \), and let \( \tilde{\mu}_j \in \mathcal{M}, j = 1, 2, \ldots \) be a sequence of points it computes from a given initial point \( \mu_0 \in \mathcal{M} \). Suppose that we can represent the computation of \( \tilde{\mu}_{j+1} \) from \( \tilde{\mu}_j \) via the notation \( \tilde{\mu}_{j+1} = T(\tilde{\mu}_j) \), for a measurable mapping \( T : \mathcal{M} \rightarrow \mathcal{M} \).

Definition 1: The algorithm is a sufficient-descent method with respect to \( \theta \) if (i) for every \( \mu \in \mathcal{M} \), \( J(T(\mu)) \leq J(\mu) \); and (ii) for every \( \eta > 0 \) there exists \( \delta > 0 \) such that, for every \( \mu \in \mathcal{M} \) such that \( \theta(\mu) < -\eta \),
\[ J(T(\mu)) - J(\mu) < -\delta. \]

E. Polak has offered the following characterization of an algorithm's convergence,
\[ \lim_{j \rightarrow \infty} \theta(\tilde{\mu}_j) = 0. \]

He applied it to the development of a general framework for analysis and design of algorithms, which is especially useful in infinite-dimensional optimization [5]. Such convergence can be ascertained by the following result whose proof can be found in [5].

Proposition 1: Suppose that \( J(\mu) \) is bounded from below over \( \mu \in \mathcal{M} \). If the algorithm is of sufficient descent, then every sequence \( \{\tilde{\mu}_j\}_{j=1}^{\infty} \) of iteration points computed by the algorithm, satisfies Eq. (6).

B. Relaxed Controls

The theory of relaxed controls was developed in the late nineteen-sixties [1]-[3], and more recent surveys can be found in [6], [7]. This subsection summarizes its main points which are relevant to the present paper.

Consider the optimal control problem defined in Section I. Let \( M \) denote the space of Borel probability measures on the set \( U \), and denote by \( \mu \) a particular measure in \( M \). A relaxed control associated with the system (1) is a mapping \( \mu : [0, t_f] \rightarrow M \) which is measurable in the following sense: For every continuous function \( \zeta : U \rightarrow R \), the function \( \int_U \zeta(u) d\mu(t) \) is Lebesgue measurable in \( t \). We denote the space of relaxed controls by \( \mathcal{M} \), and an element in this space is denoted by \( \bar{\mu} := (\mu(t))_{t \in [0, t_f]} \).

The space of relaxed controls is endowed with the weak star topology whereby \( \lim_{k \rightarrow \infty} \int_{U} \zeta(u) d\mu_k(t) = \int_{U} \zeta(u) d\mu(t) \) if for every function \( \psi : [0, t_f] \times U \rightarrow R \) which is measurable and absolutely integrable in \( t \) on \([0, t_f]\) for every \( u \in U \), and continuous on \( U \) for every \( t \in [0, t_f] \).
with the boundary condition \( p(t_f) = \nabla \phi(x(t_f)) \), and the relaxed Hamiltonian is defined as

\[
H(x(t), \mu(t), p(t)) = \int_0^t \left( p(t)^\top f(x(t), u) + L(x(t), u) \right) dt.
\] (11)

The relaxed maximum principle states that if \( \tilde{\mu} \in \mathcal{M} \) is a solution for the relaxed optimal control problem then \( \mu(t) \) minimizes the Hamiltonian at almost every time-point \( t \in [0, t_f] \); see [7].

C. Preliminary version of the algorithm

This subsection describes the algorithm presented in [4], and recounts some theoretical results whose proofs can be found in the latter reference.

Consider a relaxed control \( \tilde{\mu} \in \mathcal{M} \), and let \( x(t) \) and \( p(t) \) denote the state variable and costate variable \( (t \in [0, t_f]) \) defined by Eqs. (8) and (10), respectively. The following optimality function is associated with the relaxed maximum principle:

\[
\theta(\tilde{\mu}) := \min_{\tilde{\mu} \in \mathcal{M}} \left\{ \int_0^{t_f} \left( H(x(t), \tilde{\mu}(t), p(t)) - H(x(t), \mu(t), p(t)) \right) dt \right\}
\] (12)

The minimum in (12) exists due to the compactness of the space \( \mathcal{M} \) in the weak-star topology. Fix \( \eta \in (0, 1) \). Due to the density of the space of admissible controls in \( \mathcal{M} \), there exists an admissible control \( \tilde{u}_\eta \) such that

\[
\int_0^{t_f} \left( H(x(t), \tilde{\mu}(t), p(t)) - H(x(t), \mu(t), p(t)) \right) dt < (1 - \eta) \theta(\tilde{\mu}).
\] (13)

Furthermore, \( \tilde{u}_\eta \) can have the following form: There exists a finite grid \( \mathcal{G} \subset [0, t_f] \) such that for all \( t \in \mathcal{G} \), \( \tilde{u}_\eta(t) \in \text{argmin}\{H(x(t), u, p(t)) : u \in U\} \), and for every \( t \in [0, t_f] \), \( \tilde{u}_\eta(t) \) is a zero-order hold (interpolation) of its values at \( t \in \mathcal{G} \) (see [4]).

Similarly to the presentation in Section II.A, we describe the algorithm by specifying its main loop, represented by a mapping \( T : \mathcal{M} \to \mathcal{M} \).

Given constants \( \eta \in (0, 1) \), \( \alpha \in (0, 1) \), and \( \beta \in (0, 1) \).

Given \( \tilde{\mu} \in \mathcal{M} \), compute \( T(\tilde{\mu}) \in \mathcal{M} \) as follows.

Algorithm 1: Step 1: Compute \( \{x(t)\} \) and \( \{p(t)\} \), \( t \in [0, t_f] \), by numerical means using Eqs. (8) and (10).

Step 2: Compute an admissible control \( \tilde{u}_\eta \in \mathcal{W} \) satisfying Eq. (13).

Step 3: Compute the largest \( \lambda \) from the set \( \{1, \beta, \beta^2, \ldots\} \) such that

\[
J((1 - \lambda) \bar{\mu} + \lambda \tilde{u}_\eta) - J(\tilde{\mu}) < \alpha \lambda \theta(\tilde{\mu}).
\] (14)

Denote the resulting \( \lambda \) by \( \lambda_\eta \).

Step 4: Set \( T(\tilde{\mu}) = (1 - \lambda_\eta) \tilde{\mu} + \lambda_\eta \tilde{u}_\eta \).

The step size defined in Step 3 of the algorithm is due to Armijo [5], and we remark that such a step size has been used extensively in gradient-descent optimization including optimal control problems [5], [8]–[11].

The following convergence result has been proved in [4].

**Theorem 1:** For every \( \eta \in (0, 1) \) there exists \( \tilde{\alpha} \in (0, 1) \) such that, for every choices of \( \alpha \in (0, \tilde{\alpha}) \) and \( \beta \in (0, 1) \), Algorithm 1 has the property of sufficient descent with respect to the relaxed maximum principle.

III. SWITCHED-MODE HYBRID SYSTEMS

In recent years there has been a growing interest in the hybrid optimal control problem defined by Eqs. (3) and (4). A number of algorithmic approaches emerged, including first- and second-order gradient-descent techniques [8], [12]–[15], zoning algorithms based on the geometric properties of the underlying systems [16], [17], projection-based algorithms [8], [9], [11], [18], methods based on dynamic programming and convex optimization [19], and needle-variation techniques [20], [21]. Relaxed-control algorithms were proposed in Refs. [10], [22]. An embedded control approach was analyzed in [23] and tested in conjunction with MATLAB’s fmincon nonlinear-programming solver [23], [24].

The algorithm in [10] operates in the setting of embedded controls as well. A comprehensive survey of algorithmic techniques for the hybrid optimal control problem can be found in [25].

The space of embedded controls provides a natural setting for the hybrid optimal control problem. Therefore, following [10], [23], [24] we also define the algorithm presented below in this setting. Embedded controls are defined as follows (see [7], [23]): Let \( W \) be the set of \( M \)-tuples of pairs, \( (\alpha_1, u_1), (\alpha_2, u_2), \ldots, (\alpha_M, u_M) \), where \( \alpha_i \geq 0 \) \( \forall i = 1, \ldots, M \), \( \sum_{i=1}^{M} \alpha_i = 1 \), and \( u_i \in U_i \), \( i = 1, \ldots, M \). An embedded control is a Lebesgue measurable function \( w : [0, t_f] \to W \), and we denote the space of embedded controls by \( \mathcal{W} \).

Furthermore, we denote an embedded control \( \{w(t)\}_{t \in [0, t_f]} \) by \( \tilde{w} \in \mathcal{W} \). It can be seen that \( \mathcal{W} \) lies between the space of ordinary controls and the space of relaxed controls. For a given \( \tilde{w} \in \mathcal{W} \), the embedded state equation is defined by

\[
\dot{x}(t) = \sum_{i=1}^{M} \alpha_i(t)f_i(x(t), u_i(t))
\] (15)

with the given boundary condition \( x(0) = x_0 \in \mathbb{R}^n \), the embedded cost functional has the form

\[
J = \sum_{i=1}^{M} \int_0^{t_f} \alpha_i(t)L_i(x(t), u_i(t))dt + \phi(x(t_f)),
\] (16)

and the embedded costate equation is

\[
\dot{p}(t) = -\sum_{i=1}^{M} \alpha_i(t) \left[ \frac{\partial f_i}{\partial x}(x(t), u_i(t)) \right]^\top p(t)
+ \left( \frac{\partial L_i}{\partial x}(x(t), u_i(t)) \right)^\top
\] (17)

with the boundary condition \( p(t_f) = \nabla \phi(x(t_f)) \). For a detailed expositions of embedded controls, see [7], [23].

The class of problems to which the algorithm defined below is applicable satisfies the following assumptions.

**Assumption 2:** For every \( x \in \mathbb{R}^n \), and for every \( i = 1, \ldots, M \), (i) \( f_i(x, u_i) \) is affine in \( u_i \in U_i \), and (ii) \( L_i(x, u_i) \) is convex in \( u_i \in U_i \).
Part (i) of the assumption means that for every \( i = 1, \ldots, M \) there exist functions \( \Phi_i : \mathbb{R}^n \to \mathbb{R}^{n \times k_i} \) and \( \Psi_i : \mathbb{R}^n \to \mathbb{R}^{n \times k_i} \) such that,
\[
f_i(x, u_i) = \Phi_i(x) u_i + \Psi_i(x),
\]
(18)

**Assumption 3:** For every \( i = 1, \ldots, M \), (i) the functions \( \Phi_i(x) \) and \( \Psi_i(x) \) are twice-continuously differentiable, and (ii) the function \( L_i(x, u) \) satisfies Assumption 1.

Given two embedded controls, \( \tilde{w}_1 \in \mathcal{W} \) and \( \tilde{w}_2 \in \mathcal{W}' \), and given \( \lambda \in [0,1] \), we use the notation \((1-\lambda)\tilde{w}_1 + \lambda \tilde{w}_2\) to designate the convex combination \((1-\lambda)\tilde{w}_1 + \lambda \tilde{w}_2\) in the sense of measures. Thus, if \( w_1(t) = ((\alpha_{1,1}(t), u_{1,1}(t)), \ldots, (\alpha_{M,1}(t), u_{M,1}(t))) \) and \( w_2(t) = ((\alpha_{2,1}(t), u_{2,1}(t)), \ldots, (\alpha_{2,M}(t), u_{2,M}(t))) \), then the state equation of \((1-\lambda)\tilde{w}_1 + \lambda \tilde{w}_2\) is
\[
\dot{x}(t) = (1-\lambda) \sum_{i=1}^{M} \alpha_{i,1}(t) f_i(x(t), u_{i,1}(t)) + \lambda \sum_{i=1}^{M} \alpha_{i,2}(t) f_i(x(t), u_{i,2}(t)),
\]
and the cost functional is
\[
J((1-\lambda)\tilde{w}_1 + \lambda \tilde{w}_2) = (1-\lambda) \int_{t_0}^{t_f} \sum_{i=1}^{M} \alpha_{i,1}(t) L_i(x(t), u_{i,1}(t)) \, dt + \lambda \int_{t_0}^{t_f} \sum_{i=1}^{M} \alpha_{i,2}(t) L_i(x(t), u_{i,2}(t)) \, dt + \phi(x(t_f)).
\]
(19)
(20)

The following algorithm is described by specifying its main loop, as for Algorithm 1. The input to the main loop is \( \tilde{w} \in \mathcal{W} \), and the corresponding output is \( \tilde{y} \in \mathcal{W}' \). The first three steps of the algorithm are identical to those of Algorithm 1, and the difference is in Step 4.

**Algorithm 2:** Given \( \tilde{w} = ((\alpha_{1}(t), u_{1}(t)), \ldots, (\alpha_{M}(t), u_{M}(t)), t \in [0, t_f]) \).

Step 1: Compute \( \{x(t)\} \) and \( \{p(t)\} \), \( t \in [0, t_f] \), by numerical means, using Eqs. (15) and (17).

Step 2: Compute an admissible control \( \tilde{u} \in \mathcal{U} \) satisfying Eq. (13). For every \( t \in [0, t_f] \), \( u_\eta(t) = (j(t), u^{\eta}_{j(t)}(t)) \) for some \( j(t) \in \{1, M\} \) and \( u^{\eta}_{j(t)}(t) \in U_{j(t)}(t) \), and we can view it as an embedded control of the form \( u^{\eta}_{\alpha}(t) = ((\alpha_{1}(t), u_{1}(t)), \ldots, (\alpha_{M}(t), u_{M}(t))) \), where, \( \alpha_{j}(t) \) is 1, and for all \( i \neq j(t), \alpha_i(t) = 0 \).

Step 3: Compute the largest \( \lambda \) from the set \( \{1, \beta, \beta^2, \ldots\} \) such that,
\[
J((1-\lambda)\tilde{w} + \lambda \tilde{u} \eta) - J(\tilde{w}) < \alpha \lambda \theta(\tilde{w}).
\]
(21)

Denote the resulting \( \lambda \) by \( \lambda_\omega \).

**Step 4:** For every \( t \in [0, t_f] \), define \( \gamma(t) = (1 - \lambda_\omega) \alpha(t) + \lambda_\omega \alpha'(t) \), and define \( \epsilon_i(t) = \lambda_\omega \alpha_i'(t) / \gamma(t) \). For every \( i = 1, \ldots, M \) define \( \bar{u}_i(t) = (1 - \epsilon_i(t)) u_i(t) + \epsilon_i(t) u_i(t) \), and set
\[
\tilde{y} = ((\gamma(t), \bar{u}_1(t)), \ldots, (\gamma_M(t), \bar{u}_M(t))), t \in [0, t_f].
\]
(22)

The following convergence result is proved in Ref. [26].

**Theorem 2:** Suppose that Assumption 2 and Assumption 3 are in force. For every \( \eta \in (0, 1) \) there exists \( \tilde{a} \in (0, \tilde{a}) \) and \( \beta \in (0, 1) \), Algorithm 2 has the property of sufficient descent with respect to the relaxed maximum principle.

**IV. Examples**

This section presents three examples: an autonomous switched-mode system, an unstable hybrid system, and a spring-mass damper system. The algorithm was coded by a MATLAB script, and run on a system based on an Intel Core i5 processor with 2.8 GHz clock. All of the numerical integrations were performed by the forward Euler method or the trapezoidal method.

**A. Curve tracking in a double-tank system**

Consider two cylindrical fluid tanks situated one on top of the other, each having a hole at the bottom. Fluid flows into each tank from the top and out through the hole. The input flow to the upper tank comes from a valve-controlled hose, and the input flow to the lower tank consists of the output flow from the upper tank. Let \( v(t) \) denote the input flow rate to the upper tank, and let \( x_1(t) \) and \( x_2(t) \) denote the amount of fluid in the upper tank and lower tank, respectively. \( v(t) \) is the control input to the system, and \( x(t) := (x_1(t), x_2(t))^\top \) is its state variable. By Toricelli’s law the state equation is
\[
\dot{x}(t) = \left( \frac{v(t) - \sqrt{x_1(t)}}{\sqrt{x_1(t) - x_2(t)}} \right),
\]
(23)
and we assume that the initial state is \( x(0) = (2.0, 2.0)^\top \). The control input \( v(t) \) is assumed to be constrained to the two-point set \( V := \{1.0, 2.0\} \), and hence we can view the system as having two modes, mode 1 when \( v(t) = 1 \), and mode 2 when \( v(t) = 2 \). We consider the problem of having the fluid level in the lower tank track a reference curve \( \{r(t)\} \in [0, r_f] \) for a given \( r_f > 0 \), and correspondingly we minimize the cost functional
\[
J := 2 \int_{0}^{r_f} (x_2(t) - r(t))^2 \, dt.
\]
(24)

This is an autonomous switched-mode system without a continuous-valued control \( u \). Therefore the Hamiltonian function is \( H(x, v, p) = p^\top f(x, v) + L(x, t) \), with \( L(x, t) = 2(\sqrt{x(t)} - r(t)^2) \), and for given \( x \in \mathbb{R}^2 \) and \( p \in \mathbb{R}^2 \), its pointwise minimizer is \( v^*(t) \in \{1, 2\} \). A measure \( \mu \in M \) can be represented by a point \( p \in [0, 1] \), where \( \mu(\{1\}) = p \) and \( \mu(\{2\}) = 1 - p \), and hence a relaxed control is a function \( \mu : [0, t_f] \to [1, 2] \). Such systems are simpler than the controlled-systems discussed in Section III, the Hamiltonian is easily minimized (pointwise), and Algorithm 2 is reduced to Algorithm 1. We provide this example nonetheless in order to highlight some features of the algorithm.

This problem was addressed in [4], [10], [24] with a constant target \( r(t) = 3.0 \), while here we track the time-varying target curve \( r(t) = 0.5 \sin(0.1r t) + 2.5 \) over \( t \in [0, 30] \). The algorithm’s parameters are \( \alpha = 0.5 \) and \( \beta = 0.5 \). All of the numerical integrations are performed by the forward Euler
method with the time step $\Delta t = 0.01$. The initial control is $v(t) = 2 \quad \forall t \in [0, t_f]$, and its cost is $J(\bar{v}_1) = 84.185$.

The algorithm was run for 100 iterations, and its execution took 17.207 seconds of cpu time. Figure 1 depicts the graph of $J(\bar{v}_k)$ vs. the iteration count $k$, and it exhibits sharp decrease before flattening after about 10 iterations. The final cost is $J(\bar{v}_{100}) = 2.627$, and the graphs of the corresponding $x_2(t)$ (solid curve) and its target $r(t)$ (dashed curve) are shown in Figure 2 for the sake of comparison. After the run we projected the final relaxed control $\bar{v}_{100}$ onto the space of ordinary controls by using pulse-width modulation as in [4], and the resulting control, denoted by $\bar{v}_{fin}$, has a cost of $J(\bar{v}_{fin}) = 2.7051$.

![Fig. 1. Double-tank system: Cost function vs. k](image)

Finally, in order to explore ways to reduce the run times of the algorithm we increased the integration step size by a factor of 10 to $\Delta t = 0.1$. The resulting final cost was $J(\bar{v}_{100}) = 2.662$, and the cpu time was 1.433 seconds.

B. Control of an unstable hybrid system

The following LQR system was considered in [14], [17]. The system has two modes, indexed by $i = 1, 2$. The dynamic response functions are $f_i(x, u) = A_ix + b_iu$, where $x \in \mathbb{R}^2$, $u \in \mathbb{R}$, $A_i \in \mathbb{R}^{2 \times 2}$, and $b_i \in \mathbb{R}^{2 \times 1}$. The matrices $A_i$ and $b_i$ are

$$A_1 = \begin{bmatrix} 0.6 & 1.2 \\ -0.8 & 3.4 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 4.0 & 3.0 \\ -1.0 & 0 \end{bmatrix},$$

$b_1 = (1, 1)^T$, and $b_2 = (2, -1)^T$. The initial condition is $x_0 = (0, 2)^T$, and the final time is $t_f = 2.0$. The cost functional is $J = \int_0^{t_f} \frac{1}{2} (x_2(t)^2 + u(t)^2) dt + \frac{1}{2} (x_1(t) - 4)^2 + \frac{1}{2} (x_2(t) - 2)^2$. According to the problem formulation in Refs. [14], [17] the sequence of modes is fixed, and the control variable $v$ consists of the switching times between them and the continuous-valued input $u(t), t \in [0, 2]$. In this paper the mode-sequence is not fixed, and the control variable consists of the mode-schedule as well as the continuous-valued control $u(t), t \in [0, 2]$. We use the trapezoidal method for integrating the differential equations. The initial guess for the algorithm consists of mode 1 and $u(t) = 0$ for all $t \in [0, 2]$, and we ran the algorithm for 400 iterations.

The dominant eigenvalue of both matrices $A_1$ and $A_2$ is 3.0, hence the system is highly unstable. Therefore the algorithm did not work well with single-shooting integrations of the state equation, and yielded a final cost of about 14.2, which is higher than that obtained in [14], [17] (9.766) with a far-more-restricted admissible control space. To get around this difficulty we used multi-shooting integrations in the following way. With $N$ denoting the number of shootings, we divided the time-interval $[0, 2]$ into $N$ equal-lengths subintervals with end-points $0 < \tau_1 < \ldots < \tau_{N-1} < 2$, introduced the additional variables $z_j, j = 1, \ldots, N-1$ as the initial condition for the state equation during the subinterval beginning at $\tau_j$, and added to the cost the penalty term $K \sum_{j=1}^{N-1} ||x(\tau_j) - z_j||^2$. The penalty constant $K$ was determined by the formula $K = 2.5(N-1)$, since we felt that a higher penalty constant was needed for larger numbers of shooting intervals. The integration step size was set to $\Delta t = \frac{0.1}{N-1}$.

After some experimentation we chose $N = 10$, hence $K = 22.5$ and $\Delta t = 0.011$. A 400-iteration run of the algorithm took 14.4 seconds of cpu time, and yielded the final cost of $J(\bar{v}_{400}) = 7.0913$. Additional runs supported this result and indicated that the obtained cost is practically close to the minimum. Moreover, the graph of $J(\bar{v}_k)$ vs. $k = 1, 2, \ldots$, not presented here for reasons of space limitations, displays a similar L-shaped curve as in Figure 2. The final state trajectories $x_1(t)$ and $x_2(t)$ are shown in Figure 3.

![Fig. 2. Double-tank system: $x_2(t)$ and $r(t)$](image)

![Fig. 3. Unstable hybrid system: final $x_1(t)$ and $x_2(t)$](image)

C. Controlling a mass-spring damper system

The problem described in this subsection has been considered in [27] which applied to it model-predictive control, and a similar problem was solved in [23] by a numerical algorithm.
Consider a mass connected to ground by a spring in series with a damper that represents viscous friction. Let \( u(t) \) be an applied external force, and let \( x_1(t) \) and \( x_2(t) \) be the mass position and velocity. The system has two modes, indexed by \( i \in \{1,2\} \), representing two levels of viscosity. The state equation is

\[
x_1(t) = x_2(t) \\
M x_2(t) = -k x_1(t) - b_i x_2(t) + u(t),
\]

where \( M \) the mass; the spring coefficient \( k(x_1) \) is \( k(x_1) = x_1 + 1 \) if \( x_1 \leq 1 \), and \( k(x_1) = 3x_1 + 7.5 \) if \( x_1 > 1 \); and the viscous friction coefficients are \( b_1 = 1 \) and \( b_2 = 50 \). The initial condition is \( x_0 = (3,4)' \). We take the mass to be \( M = 1 \). The cost functional is

\[
J = \int_0^{t_f} (||x(t)||^2 + L_i(u(t))) dt + ||x(t_f)||^2,
\]

where the mode-dependent cost function is \( L_1(u) = 0.2u^2 \), and \( L_2(u) = 0.2u^2 + 1 \). We impose the constraints that, for all \( t \in [0,t_f] \), \( |x_j(t)| \leq 5 \), \( j = 1,2 \), and \( |u(t)| \leq 10 \); and the final-state constraint \( |x_j(t_f)| \leq 0.01 \), \( j = 1,2 \). We chose the final time to be \( t_f = 12.0 \).

In order to satisfy the final-state constraints we appended the cost functional by the penalty term \( 5||x_1(t_f)||^2 + 30||x_2(t_f)||^2 \). We applied Algorithm 2 with the parameters, \( \alpha = 0.01 \) and \( \beta = 0.5 \), and used the integration step size \( \Delta t = 0.01 \). The initial guess was \( \alpha_0(t) = 1 \) (i.e., mode 1), and \( u_1(t) = u_2(t) = 0 \) for all \( t \in [0,t_f] \). 50 iterations took 11.69500 seconds of cpu time, and reduced the cost from its initial value of 94.0906 to its final value of 14.5166. The state trajectory is shown in Figure 4, and the final state is \( x(t_f) = (0.001,-0.0076)' \). A PWM-based projection of the final embedded control onto the space of ordinary controls incurs the cost \( J \), excluding the penalty term, of 15.1954.

**Fig. 4.** Mass-spring-damper system: \( x_1(t) \) and \( x_2(t) \)**
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