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Many algorithms applied in inverse scattering problems use source-field systems instead of the direct computation of the unknown scatterer. It is well known that the resulting source problem does not have a unique solution, since certain parts of the source totally vanish outside of the reconstruction area. This paper provides for the two-dimensional case special sets of functions, which include all radiating and all nonradiating parts of the source. These sets are used to solve an acoustic inverse problem in two steps. The problem under discussion consists of determining an inhomogeneous obstacle supported in a part of a disc, from data, known for a subset of a two-dimensional circle. In a first step, the radiating parts are computed by solving a linear problem. The second step is nonlinear and consists of determining the nonradiating parts.
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1. INTRODUCTION

Medical imaging involves the solution of mathematical inverse problems. This means that cause (the properties of living tissue) is inferred from effect (the observed signal). In the case of ultrasound tomography, the probe consists of ultrasonic pressure waves, and echoes inside the tissue show the internal structure.

The properties of the tissue inside a body are described by the function

\[ f = \frac{\dot{c}}{c^2} - 1 + \frac{2ac_0}{kc}, \quad (1) \]

where \( c \) is the local speed of sound. Outside the body the speed \( c = c_0 \) is constant. The function \( a \) comprises the attenuation of a wave. The wavenumber \( k \) depends on the frequency \( \omega \) of the ultrasound scanner. They are simply related by the equation

\[ k = \frac{\omega}{c_0}. \quad (2) \]

Outside the body the function \( f \) becomes zero. Therefore, let us assume that the support of \( f \) is a subset of \( \Omega = \{ x \in \mathbb{R}^2 : |x| < R \} \).

Furthermore, the incident wave \( u_i \), which is generated by the ultrasound scanner, solves the homogeneous wave equation

\[ (\Delta + k^2)u_i = 0. \quad (3) \]

The scattered field \( u_s \), which is generated by the scatterer \( f \) and the incident wave \( u_i \), is described by the Lippmann-Schwinger integral equation

\[ u_s(x) = k^2 \int_{\Omega} G(x, y)f(y)(u_i(y) + u_s(y))dy, \quad (4) \]

where \( G \) is the Green function associated with the Helmholtz operator \( (\Delta + k^2) \) and the Sommerfeld radiation condition in \( \mathbb{R}^2 \),

\[ \lim_{r \to \infty} r^{1/2} \left( \frac{\partial u_s}{\partial r} - iku_s \right) = 0, \quad r = ||x||. \quad (5) \]

The total field \( u \),

\[ u = u_i + u_s, \quad (6) \]

is determined by the sum of the incident wave and the scattered field. Equation (4) is valid for all \( x \in \mathbb{R}^2 \). In the
2-dimensional case,
\[ G(x, y) = \frac{i}{4} H_0(k\|x - y\|), \] (7)
where \( H_0 \) is the Bessel function of the third kind of order 0 (see, e.g., [1]). In order to formulate the inverse problem, we assume that the data \( g := u_\tau \mid_\Gamma \) is known for a subset of the boundary \( \Gamma \subset \partial \Omega \) of the reconstruction area. If the operator \( A \) is defined as
\[ A : L_2(\Omega) \rightarrow L_2(\Gamma), \]
\[ A\Psi(x) = k^2 \int_\Omega G(x, y)\Psi(y)dy, \] (8)
then the inverse problem consists in solving the integral equation
\[ A(f(u_i + u_\tau)) = g, \] (9)
which is a nonlinear problem, since \( f \) and \( u_\tau \) are unknown in the interior of the domain \( \Omega \). To get rid of the nonlinearity, this problem is reformulated as a source problem by defining
\[ \Phi := f(u_i + u_\tau). \] (10)
Now the problem reads as
\[ A\Phi = g. \] (11)
Denote by \( B \) the operator
\[ B : L_2(\Omega) \rightarrow L_2(\Omega), \]
\[ B\Psi(x) = k^2 \int_\Omega G(x, y)\Psi(y)dy, \] (12)
then
\[ u_\tau = B\Phi \] (13)
is the field generated by the source \( \Phi \).

It is well known that the solution of the source problem (11) is not unique due to the existence of some nonradiating parts of the function \( \Phi \) which completely vanish outside of the region \( \Omega \). In Sections 2 and 4, complete sets of functions of the radiating and the nonradiating parts of the source \( \Phi \) are constructed. This decomposition already has successfully been used in [2] to solve the inverse scattering problem, where the authors discretise the operator \( A \) and computed the singular value decomposition numerically, that contains the radiating and the nonradiating parts, respectively.

To get uniqueness of the reconstruction problem, multiple experiments have to be performed using pairwise different incident waves \( u_i^m \) (see [3]). Then the corresponding sources are related by
\[ \frac{\Phi^m}{B\Phi^m + u_i^m} = f = \frac{\Phi^n}{B\Phi^n + u_i^n}, \] (14)
which follows from (10). It has been shown, for example, in [4, 5], that there exists a unique solution \( f \) using incident plane waves \( u_i^\alpha(x) = e^{ik(x, \alpha)} \) if data are collected for every direction \( \alpha \) of the unit sphere \( S^1 \). This proves the existence of a unique solution for every \( \Phi^\alpha \) for all \( \alpha \in S^1 \) in this case.

In Section 2, complete sets of radiating and nonradiating sources for the case \( \Gamma = \partial \Omega \) are constructed. The corresponding fields to these sets are computed in Section 3. In Section 4, the limited angle problem \( \Gamma \subset \partial \Omega \) is considered. Complete sets of radiating and nonradiating sources are developed by using the singular value decomposition (SVD) of the operator \( A \). Algorithms and strategies, which use the decomposition of the sources to solve the inverse problem, are given in Section 5. In the last section, numerical results are presented.

2. COMPLETE SETS OF RADIATING AND NONRADIATING SOURCES

In this section, it is assumed that the data are given on the complete boundary, that is, \( \Gamma = \partial \Omega \). The general case \( \Gamma \subset \partial \Omega \) will be discussed in Section 4. Some efforts were made in [6] to construct complete sets of nonradiating sources. The authors used the differential equation
\[ (\Delta + k^2)u_\tau = -k^2 f(u_i + u_\tau), \] (15)
which is equivalent to the integral equation (4). They determined a basis of functions for radial symmetric nonradiating sources. As an alternative approach in the current paper the integral equation is considered to get a complete set of nonradiating sources.

From (15) and the definition of the source (10), it follows that a field \( u_i \) generated by a source \( \Phi \in L_2(\Omega) \), which is zero at the boundary, completely vanishes outside of \( \Omega \). Therefore, \( A\Phi = 0 \) is a necessary and sufficient condition for \( \Phi \) to be a nonradiating source. Now the problem is to determine a complete set of the null space \( N(A) \), which contains all nonradiating sources. On the other hand, a basis of \( N(A)^\perp \) represents a complete set of the radiating parts of the source.

A useful tool for investigating an operator is the singular value decomposition (SVD) \( (\nu_m, \mu_m, \sigma_m) \), which was determined in [7] in the case \( \Gamma = \partial \Omega \). The singular functions \( \nu_m \) and \( \mu_m \) are given up to constants by
\[ \nu_m(r\omega) = J_m(\nu_m)Y_m(\omega), \]
\[ u_m(R\omega) = Y_m(\omega). \] (16)

The functions \( J_m \) denote the Bessel functions of the first kind of order \( m \), and \( Y_m \) are the spherical harmonics of degree \( m \), which are in the 2-dimensional case given by \( Y_m(\omega(\phi)) = e^{im\phi} \), where \( \omega(\phi) \) are vectors of the unit sphere \( S^1 \) depending on the angle \( \phi \). The singular functions \( \nu_m \) generate an orthogonal basis of the space \( N(A)^\perp \) and hence \( \{\nu_m\}_{m \in \mathbb{Z}} \) is a complete set of radiating sources. To complete this set to a base of \( L_2(\Omega) \) the null space \( N(A) \), which includes all nonradiating functions, has to be characterized. Assuming that a nonradiating source can be separated in a part \( q \), which only depends on the radius, and a part \( Y_p \), depending only on
Theorem 1. Let \( k, R \in \mathbb{R}^+ \). For every \( m \in \mathbb{Z} \) denote

\[
\begin{align*}
\alpha_m &= \begin{cases} \\
-kR[J_m(kR) & \text{if } J_m(kR) \neq 0, \\
1 & \text{otherwise,}
\end{cases} \\
\beta_m &= \begin{cases} \\
1 & \text{if } J_m(kR) \neq 0, \\
0 & \text{otherwise.}
\end{cases}
\end{align*}
\]

Furthermore, let \( \lambda_{m,n} (n \in \mathbb{N}) \) be the positive zeros of \( \alpha_m J_m(r) + \beta_m r J_m'(r) \) (in the case where \( a + |m| < 0 \), any of the two zeros in \( \{ix \mid x \in \mathbb{R}^+ \} \) are to be added). After permutation let \( \lambda_{m,0} = kR \). Then the functions

\[
w_{m,n}(r \omega) := J_m \left( \frac{\lambda_{m,n} r}{R} \right) Y_m(\omega)
\]

build an orthogonal basis of \( L_2(\Omega) \) and especially

\[
w_{m,0}(r \omega) = J_m(kR) Y_m(\omega).
\]

Proof. It follows from Lommel’s theorem (see Appendix 7) and the orthogonality property (19) of the spherical harmonics that the functions \( w_{m,n} \) are orthogonal on \( L_2(\Omega) \). The fact that \( \lambda_{m,0} = kR \) is a zero of \( \alpha_m J_m(r) + \beta_m r J_m'(r) \) follows from the definition of \( \alpha_m \) and \( \beta_m \). Therefore, the functions \( w_{m,0}(r \omega) \) are equal to \( J_m(kR) Y_m(\omega) \) and thus the radiating parts are all contained in the basis.

To complete the proof, it has to be shown that for any \( m \in \mathbb{Z} \) the set \( \{w_{m,n}(r \omega) \mid n \in \mathbb{N}\} := \{J_m(\lambda_{m,n}/R)\} \) is a complete basis for \( L_2([0,R], w^{-1}) \). For the case \( b_m = 0 \) this was shown in [9]. In a similar way it can also be proved for the case \( b_m = 1 \). A detailed proof is given in [10].

Now let \( g \in L_2(\Omega) \) be any function, that is orthogonal to every function \( w_{m,n} \). A consequence of the completeness of the spherical harmonics \( \{Y_m(\omega)\} \) on the space \( L_2(S^1) \) and the completeness of the functions \( \{q_{m,n}(r)\} \) in \( L_2([0,R], w^{-1}) \) is that \( g \) has to be zero, which finishes the proof.

Sometimes it is better to deal with normalized functions. An approximation can always be computed by numerical integration. But in this case one can also do this analytically, which follows from Theorem 2 below.

Theorem 2. Let \( \{w_{m,n}\}_{m \in \mathbb{Z}, n \in \mathbb{N}} \) be the orthogonal basis defined in Theorem 1. Then, the norm of \( w_{m,n} \) is given in the case \( b_m = 1 \) by

\[
\|w_{m,n}\| = \frac{\sqrt{\pi R}}{|\lambda_{m,n}|} \sqrt{\left[ a_m^2 + \lambda_{m,n}^2 - m^2 \right]} |J_m(\lambda_{m,n})|,
\]

and if \( b_m = 0 \),

\[
\|w_{m,n}\| = \frac{\sqrt{\pi R}}{|\lambda_{m,n}|} |J_m'(\lambda_{m,n})|.
\]

Proof. Applying Lommel’s theorem (see Appendix 7) and the orthogonality properties (19) of the spherical harmonics leads directly to the norms of \( w_{m,n} \).

In the next theorem the main results of this section are resumed.

Theorem 3. Let \( \{w_{m,n}\}_{m \in \mathbb{Z}, n \in \mathbb{N}} \) be the orthogonal base of \( L_2(\Omega) \) defined in Theorem 1, then

(i) \( \{w_{m,0} \mid m \in \mathbb{Z}\} \) is a complete orthogonal set of radiating sources,

(ii) \( \{w_{m,n} \mid m \in \mathbb{Z}, 1 \leq n \in \mathbb{N}\} \) is a complete orthogonal set of nonradiating sources.

Proof. Let \( w_{m,n} \) denote the functions of Theorem 1. Because of the singular value decomposition (16) of the operator \( \phi \), it is obvious that (i) holds. Again it is a consequence of Theorem 1 that (ii) is also true.

3. THE CORRESPONDING FIELDS AND PROPERTIES

Let \( w_{m,n} \) be the functions of the orthogonal base of Theorem 1, then they are associated to the radiating and nonradiating parts of a source as described in Theorem 3. To develop an algorithm that solves the inverse problem, the
corresponding fields \( u_{m,n} \) of the sources \( w_{m,n} \) have to be computed. They are related by (13) \( u_{m,n} = Bw_{m,n} \).

**Theorem 4.** The fields \( u_{m,n} \) corresponding to the sources \( w_{m,n} \) are given by

\[
{u_{m,n}}(r,\omega) = \frac{ik^2\pi}{2} \left[ H_m(\kappa r)I_{m,n}^1(r) + J_m(\kappa r)I_{m,n}^2(r) \right] Y_m(\omega),
\]

where

\[
I_{m,n}^1(r) = \left\{ \begin{array}{ll}
\frac{r}{k^2 - (\lambda_m R)^2} \left[ kJ_{m+1}(\kappa r)J_m\left(\frac{\lambda_m}{R} r\right) - \frac{\lambda_m}{R} H_m(\kappa r)J_{m+1}\left(\frac{\lambda_m}{R} r\right) \right], & n \geq 1, \\
\frac{1}{2k^2} \left[ r^2k^2(J_m^2)(\kappa r) \right] & + ([k^2 - m^2]I_m^2(\kappa r)), \quad n = 0,
\end{array} \right.
\]

\[
I_{m,n}^2(r) = \left\{ \begin{array}{ll}
\frac{s}{k^2 - (\lambda_m R)^2} \left[ kH_{m+1}(\kappa s)J_m\left(\frac{\lambda_m}{R} s\right) - \frac{\lambda_m}{R} H_m(\kappa s)J_{m+1}\left(\frac{\lambda_m}{R} s\right) \right]_{r=\lambda_m}^{r}, & n \geq 1, \\
\frac{1}{2k^2} \left[ s^2k^2H_m(\kappa s)J_m^\prime(\kappa s) \right] & + ([k^2 - m^2]H_m(\kappa s)J_m(\kappa s))_{s=\lambda_m}, \quad n = 0.
\end{array} \right.
\]

**Proof.** Using the expansion of Hankel function (see Appendix 7 formula 10) and Lommel’s theorem (see Appendix 7) leads to the statement given in Theorem 4. \( \square \)

A more detailed examination shows that the fields \( u_{m,n} \) corresponding to the nonradiating sources \( w_{m,n} \) (\( n \geq 1 \)) can be expressed by the functions \( w_{m,n} \) themselves in the following way.

**Theorem 5.** The fields \( u_{m,n} \) caused by the nonradiating sources \( w_{m,n} \) (\( n \geq 1 \)) have the form

\[
{u_{m,n}}(r,\omega) = d_{m,n}w_{m,o}(r,\omega) + e_{m,n}w_{m,n}(r,\omega),
\]

where

\[
d_{m,n} = \frac{ik^2\pi}{2(k^2 - (\lambda_m R)^2)} \left[ kRJ_{m+1}(\kappa r)J_m(\lambda_m R) \right. \\
- \left. \lambda_m H_m(\kappa r)J_{m+1}(\lambda_m R) \right],
\]

\[
e_{m,n} = \frac{-k^2}{k^2 - (\lambda_m R)^2}
\]

are constants.

**Proof.** Let \( I_{m,n}^1(r) \) and \( I_{m,n}^2(r) \) be the functions due to Theorem 4. From Theorem 1, we obtain

\[
Bw_{m,n} = \sum_{p \in Z} \sum_{q \in N} \left\langle Bw_{m,n}, \frac{w_{p,q}}{||w_{p,q}||^2} \right\rangle w_{p,q},
\]

\[
= \frac{2}{ik^2\pi} \left\langle Bw_{m,n}, \frac{w_{p,q}}{||w_{p,q}||^2} \right\rangle \\
= \frac{1}{||w_{p,q}||^2} \int_0^R r[H_m(\kappa r)I^1_{m,n}(r) + J_m(\kappa r)I^2_{m,n}(r)]J_p(r) \\
\times \left( \frac{\lambda_p}{R} \right) \int_{\omega} \frac{Y_m(\omega)Y_p(\omega) d\omega dr}{2\pi\delta_{m,p}} \\
= \frac{2\pi\delta_{m,p}}{(k^2 - (\lambda_m R)^2)^2} ||w_{m,q}||^2 \\
\times \left[ \int_0^R rT_m(r)J_m\left(\frac{\lambda_m}{R} r\right)J_m\left(\frac{\lambda_m q}{R} r\right) dr \right],
\]

where

\[
T_m(r) = krH_m(\kappa r)J_{m+1}(\lambda_m R) - J_m(\kappa r)H_{m+1}(\lambda_m R),
\]

\[
S_m(R) = kRJ_{m+1}(\kappa r)J_m(\lambda_m R) - \lambda_m H_m(\kappa r)J_{m+1}(\lambda_m R).
\]

Applying formulas 9 and 11 of Appendix 7 leads to

\[
T_m(r) = \frac{2i}{\pi}.
\]

Inserting \( T_m \) and \( S_m \) yields

\[
k^2 - (\lambda_m R)^2 \left\langle Bw_{m,n}, \frac{w_{p,q}}{||w_{p,q}||^2} \right\rangle \\
= \frac{2i\delta_{m,p}}{\pi ||w_{m,q}||^2} \int_0^R rJ_m\left(\frac{\lambda_m}{R} r\right)J_m\left(\frac{\lambda_m q}{R} r\right) dr \\
+ \frac{S_m(R)\delta_{m,p}}{||w_{m,q}||^2} \int_0^R rJ_m(\kappa r)J_m\left(\frac{\lambda_m q}{R} r\right) dr.
\]

(33)
From this we deduce that
\[
\langle B w_{m,n}, w_{p,q} \rangle = \frac{-k^2}{k^2 - (\lambda_{m,n}/R)^2} \delta_{m,p} \delta_{n,q} \\
+ \frac{ik^2 \pi}{2(k^2 - (\lambda_{m,n}/R)^2)} S_m(R) \delta_{m,p} \delta_{o,q}.
\] (34)

Finally, the properties of the source-field systems \((u_{m,n}, w_{m,n})\) are summarized in the next theorem.

**Theorem 6.** Let \(u_{m,n}\) and \(w_{m,n}\) be the fields and sources defined as above. Then,

(i) \(B w_{m,n} = u_{m,n}\),
(ii) \((\triangle + k^2) u_{m,n} = -k^2 w_{m,n}\),
(iii) \((\triangle + k^2) w_{m,n} = (k^2 - \lambda_{m,n}^2) w_{m,n}\),
(iv) \([(\triangle + k^2)]^2 u_{m,n} = 0\),
(v) the space of the radiating sources is orthogonal to the space of nonradiating sources.

These properties were proved in [11] for any complex-valued or vector source-field system described by a linear scalar or vector partial differential equation. In this case, they follow immediately from the outlines made before and the fact that the functions \(w_{m,n}\) are eigenfunctions of the Laplace operator with eigenvalues \(-\lambda_{m,n}^2\).

## 4. THE LIMITED-ANGLE PROBLEM

The singular value decomposition (SVD) is a powerful tool to analyze a problem. The range and the orthogonal complement of the nullspace of an operator is given by the singular functions. The behavior of the singular values characterizes the ill-posedness of the problem. A classification is, for example, outlined in [12]. The goal of this section is to derive the SVD of the operator \(A\) for the general case \(\Gamma \subset \partial \Omega\). To handle this problem, it is assumed that \(\Gamma\) is parameterized in the following way:

\[
\Gamma_{\eta(a),\beta} = \{ \text{Re}^\delta \mid \delta \in [\eta(a) - \beta; \eta(a) + \beta] \}, \quad (35)
\]

where \(\eta\) is an arbitrary function defined on the sphere
\[
\eta : [0; 2\pi) \rightarrow [0; 2\pi). \quad (36)
\]

The measurement setup is shown in Figure 1. In this case, the center of the detector is \(\eta(\alpha)\) and the length of the detector is \(2\beta\). The operator under consideration depends on the direction of the incident wave as well as on the length of the detector. The function \(\eta\) only ensures that the center of the detector is independent of the direction of the incident wave \(u^a\). For instance, one can imagine that for applications the detector can always be installed in the opposite of the incident wave. That means \(\eta(\alpha) = \alpha\). On the other hand, it is possible that the detector is fixed somewhere and so \(\eta(\alpha) \equiv c\) becomes a constant. For the sake of simplicity, we replace in the following \(\eta(\alpha)\) by \(\alpha\) because the arguments in the prove

![Figure 1: Measurement setup.](image)

are the same:
\[
A^\alpha \theta : L_2(\Omega) \rightarrow L_2(\Gamma_{\alpha,\beta}),
\]

\[
A^\alpha \theta \Psi(x) = k^2 \int_\Omega G(x, y) \Psi(y)dy.
\] (37)

To get the SVD of the operator \(A := A^\alpha \theta\), the eigenfunctions and eigenvalues of the operator \(A^* A\) have to be computed. Therefore, a suitable representation of this operator is needed. In the following, \(\alpha\) is considered as the same time as a vector on the sphere \(S^1\) as well as the corresponding angle.

**Theorem 7.** Let \(A\) be the operator defined in (37) for an arbitrary \(\alpha \in [0, 2\pi)\) and \(\beta \in (0, \pi]\). (Let \(f \in L_2(\Omega)\) and \(w_{m,n}\) \((m \in \mathbb{Z}, n \in \mathbb{N})\) be the \(L_2\)-basis of Theorem 1.) Then,

\[
\langle A^* Af \rangle (r \alpha) = \sum_{m \in \mathbb{Z}} \sum_{n \in \mathbb{Z}} e^{i(n-m)\alpha} S(m, n, \beta) \langle f, \frac{w_{n,o}}{||w_{n,o}||} \rangle \frac{w_{m,o} (r \omega)}{||w_{m,o}||}, \quad (38)
\]

where

\[
S(m, n, \beta) = \frac{\beta |k^2| R}{8 \pi^2} H_m(kR) H_n(kR) ||w_{m,o}|| ||w_{n,o}|| \text{sinc} (\beta(n-m)). \quad (39)
\]

is a weighted Sinc matrix.

**Proof.** We have the identity
\[
\langle Af, g \rangle = \int_{\Gamma_{\alpha,\beta}} \int_\Omega k^2 G(k||x - y||) f(y) \overline{g(x)} dx dy
\]
\[
= \int_{\Omega} \int_{\Gamma_{\alpha,\beta}} k^2 G(k||x - y||) g(x) f(y) dy
\]
\[
= \langle f, A^* g \rangle. \quad (40)
\]
Thus, we obtain
\[(A^* Af)(x) = k^2 \int_{r_x \Delta x} G(k\|x - y\|)k^2
\times \int_{\Omega} G(k\|y - z\|) f(z) dz dy
\]
\[
(\text{Assumption (ii)}) \quad \int_{\Omega} H_0(k\|y - z\|) f(z) dz dy.
\]
\[
(41)
\]
Using polar coordinates \(x = r_x \omega_x\) and the series representation of the Hankel function (see Appendix 7 formula 10), one can deduce
\[(A^* Af)(r_x \omega_x)
= \frac{k^2}{16} \int_{r_x \Delta x} \sum_{m \in \mathbb{Z}} H_m(kR) Y_m(\omega_y) J_m(kr_x) Y_m(\omega_x)
\times \int_{\Omega} H_n(k\|y - z\|) f(z) dz dy.
\]
\[
(42)
\]
Uniform convergence leads finally to
\[(A^* Af)(r_x \omega_x)
= \frac{k^2}{16} \sum_{m \in \mathbb{Z}} \sum_{n \in \mathbb{Z}} H_m(kR) J_m(kr_x) Y_m(\omega_x)
\times \sum_{n \in \mathbb{Z}} \int_{\Omega} H_n(k\|y - z\|) f(z) dz.
\]
\[
(43)
\]
Some useful properties of the Sinc-matrix \((S(m, n, \beta))_{m, n \in \mathbb{Z}}\) are summarized in the following lemma.

**Lemma 1.** By using the notation above, the following statements hold:

(i) \(a_m = a_{-m}\);

(ii) \(\lambda_{m,n} = \lambda_{-m,-n}\);

(iii) \(\|w_{m,n}\| = \|w_{-m,-n}\|\);

(iv) \(S(m, n, \beta) = S(-m, -n, \beta)\);

(v) \(S(m, n, \beta) = S(m, n, \beta)\);

(vi) the operator \((S(m, n, \beta))_{m, n \in \mathbb{Z}} : \mathcal{F}(\mathbb{Z}) \to \mathcal{F}(\mathbb{Z})\) is self-adjoint and compact.

**Proof.** Assumption (i) and (ii) follow immediately from
\[
J_m(r) = (-1)^m J_m(r).
\]
\[
(44)
\]
**Assumption (iii)**
\[
\|w_{m,n}\| = \left(\frac{\pi R^2}{\lambda_{m,n}^2} \left[ a_m^2 + \lambda_m^2 - m^2 \right] \right)^{1/2} \]
\[
(45)
\]
**Assumption (iv)**
Because of \(H_m(kR) = (-1)^m H_m(kR)\) and \(sinc(t) = sinc(-t)\), one has
\[
S(m, n, \beta) = \frac{\beta k^2}{8} \int_{r_x \Delta x} H_n(k\|y - z\|) \|w_{m,0}\| \|w_{n,0}\| sinc(\beta(n - m))
\times \|w_{-m,n}\|\]
\[
(46)
\]
**Assumption (v)**
Only the Hankel functions possess a complex-valued part in \(S(m, n, \beta)\). Therefore,
\[
S(m, n, \beta) \quad \frac{\beta k^2}{8} \int_{r_x \Delta x} H_n(k\|y - z\|) \|w_{m,0}\| \|w_{n,0}\| sinc(\beta(n - m))
\quad \|w_{-m,n}\|.
\]
\[
(47)
\]
**Assumption (vi)**
Let \(C = (S(m, n, \beta))_{m, n \in \mathbb{Z}}\) and \(W = \text{span}\{w_{m,0} \mid m \in \mathbb{Z}\} \subseteq L_2(\Omega)\). Then the functions \((w_{m,0})_{m \in \mathbb{Z}}\) are an orthogonal basis of the Hilbert-space \(W\) and therefore the function
\[
t : i(\mathbb{Z}) \to W \quad x_m \mapsto \sum_{m \in \mathbb{Z}} x_m w_{m,0}
\]
\[
(48)
\]
is an isomorphism. One can conclude that
\[
C(x_m)_{m \in \mathbb{Z}} = \text{C}(x_m)_{m \in \mathbb{Z}}
\]
\[
(49)
\]
Hence $C$ is well defined. From (v) it follows immediately that $C$ is selfadjoint. It is well known that $A$ is a compact operator and thus $A^*A$ is compact. From (49) one can deduce that $C$ is also compact.

Now it is possible to compute the SVD of the operator $A$.

**Theorem 8.** Let $(v_{p,\beta(m)})_{m \in \mathbb{Z}}$ $(p \in \mathbb{Z})$ be the orthonormalized eigenvectors of the matrix $(S(m,n,\beta))_{m, n \in \mathbb{Z}}$ to the eigenvalues $\lambda_{\beta}$ (the existence follows from Lemma 1(vi)). The normalization of $v_{p,\beta}$ holds for the inner product on $l^2(\mathbb{Z})$, that is, $\|v_{p,\beta}\| = \left(\sum_{m \in \mathbb{Z}} |v_{p,\beta}|^2 \right)^{1/2} = \sum_{m \in \mathbb{Z}} |v_{p,\beta}|^2$. Then the operator $A^*A \beta$ has the SVD $(v_{p,\alpha}, u_{p,\alpha}, \sigma_{p,\alpha})_{p \in \mathbb{Z}}$ with

$$
\begin{align*}
\alpha_{p,\beta}(r) &= \sum_{m \in \mathbb{Z}} v_{p,\beta} e^{-i(m \alpha)S(m,n,\beta)} \frac{|w_{m,o}| w_{n,o}(r \omega)}{|w_{n,o}| |w_{m,o}|}, \\
\beta_{p,\alpha}(r \omega) &= i k^2 \frac{4 \alpha_{p,\beta}}{\sigma_{p,\alpha}} \sum_{m \in \mathbb{Z}} v_{p,\beta} e^{-i(m \alpha)S(m,n,\beta)} \frac{|w_{m,o}| w_{n,o}(r \omega)}{|w_{n,o}| |w_{m,o}|},
\end{align*}
$$

On the other hand,

$$
A^*A \lambda \alpha u = \lambda \sum_{m \in \mathbb{Z}} u_{m,o} \frac{w_{m,o}}{|w_{m,o}|},
$$

By comparing the coefficients one can conclude that $u_{m,o} = 0$ for all $m \in \mathbb{Z}$ and $n \geq 1$. For the case $n = 0$, one can deduce

$$
\lambda u_{m,o} = \sum_{n \in \mathbb{Z}} e^{i(n-m)\alpha} u_{n,o} S(m,n,\beta) \iff \lambda e^{i\alpha} u_{m,o} = \sum_{n \in \mathbb{Z}} e^{i(n-m)\alpha} u_{n,o} S(m,n,\beta).
$$

It follows that $(e^{i\alpha} u_{m,o})_{m \in \mathbb{Z}}$ is an eigenvector of $(S(m,n,\beta))_{m,n \in \mathbb{Z}}$. Therefore, one can choose $\beta \in \mathbb{Z}$, such that $(e^{i\alpha} u_{m,o})_{m \in \mathbb{Z}} = (v_{\beta,\pi})_{m \in \mathbb{Z}}$ holds. It follows that

$$
u = \sum_{m \in \mathbb{Z}} u_{m,o} \frac{w_{m,o}}{|w_{m,o}|} = \sum_{m \in \mathbb{Z}} e^{-i(m \alpha)} v_{\beta,\pi} \frac{w_{m,o}}{|w_{m,o}|} = v_{\beta},
$$

which is contradiction to $u \neq v_{\beta}$ for all $\beta \in \mathbb{Z}$.

Finally, the equation $A \nu = \sigma_{p,\pi} u_{\beta}$ has to hold for every $\beta \in \mathbb{Z}$. By using polar coordinates and the series representation of the Hankel function (see formula 10 in Appendix 7), one can conclude

$$
A \nu (R \omega) = \frac{i k^2}{4} \left( \sum_{m \in \mathbb{Z}} H_m(kR) Y_m(\omega x) \right) \times \int_0^R \int_0^{r' \omega} Y_m(\omega y) v_{p,\pi} \omega y \, d\omega y \, dr
$$

$$
= \frac{i k^2}{4} \left( \sum_{m \in \mathbb{Z}} H_m(kR) Y_m(\omega x) \right) \int_0^R \left( \sum_{m \in \mathbb{Z}} H_m(kR) Y_m(\omega x) \right) v_{p,\pi} \omega y \, d\omega y \, dr
$$

$$
= \frac{i k^2}{4} \left. \sum_{m \in \mathbb{Z}} H_m(kR) Y_m(\omega x) \right| \int_0^R \left. \sum_{m \in \math{Z}} H_m(kR) Y_m(\omega x) \right| v_{p,\pi} e^{i \alpha}.
$$

There are similarities to incomplete data problems in X-ray computerized tomography (CT), where the Sinc-matrix also played an important role for the SVD (see [13]). In CT it is well known that there exist a unique solution of the limited angle problem. Immediately the question arises, if there is also a unique solution in the inverse limited angle scattering
The problem at least for the radiating part of the source. Theorems 9 and 10 give a positive answer.

**Theorem 9.** Let the parameters $\alpha$ and $\beta$ be fixed, let $\{v_m^\alpha\}_{m \in \mathbb{Z}}$ be the singular functions of Theorem 8 and $\{w_{m,n}\}_{m \in \mathbb{Z}, n \in \mathbb{N}}$ the functions of the $L_2$-basis of Theorem 1. Then,

(i) $\{v_m^\alpha \mid m \in \mathbb{Z}\}$ is a complete orthogonal set of radiating sources,

(ii) $\{w_{m,n} \mid m \in \mathbb{Z}, 1 \leq n \in \mathbb{N}\}$ is a complete orthogonal set of nonradiating sources.

**Proof.** Let

$$V_1 := \text{span} \{v_m^\alpha \mid m \in \mathbb{Z}\}, \quad V_2 := \text{span} \{w_{m,o} \mid m \in \mathbb{Z}\}. \tag{58}$$

It is obvious that $V_1 \subseteq V_2$. Assume $x \in V_1^c \cap V_2$. Then, $x$ can be expanded in a series of functions from $V_2$, that is,

$$x = \sum_{m \in \mathbb{Z}} x_m w_{m,o} \|w_{m,o}\|. \tag{59}$$

Let $P$ be the orthogonal projection onto $V_1$. We have the identity

$$0 = PX = \sum_{p \in \mathbb{Z}} \left( x_p b_p \right) v_p^\alpha = \sum_{p \in \mathbb{Z}} \left( \sum_{q \in \mathbb{Z}} x_q W_{q,o} \|w_{q,o}\|, \sum_{m \in \mathbb{Z}} v_p^\beta \sum_{m \in \mathbb{Z}} w_{m,o} \|w_{m,o}\| \right) v_p^\alpha \tag{60}$$

$$= \sum_{m \in \mathbb{Z}} \left( \sum_{p \in \mathbb{Z}} x_m b_p v_p^\alpha \sum_{m \in \mathbb{Z}} w_{m,o} \|w_{m,o}\| \right) v_p^\alpha.$$ 

Because the functions $v_p^\alpha$ are linear independent, this implies for all $p \in \mathbb{Z}$,

$$0 = \sum_{m \in \mathbb{Z}} x_m b_p, \quad x_m = 0 \tag{61}$$

The vectors $(v_p^\beta)_{m \in \mathbb{Z}} \in l_2$ build an orthonormal basis and the conclusion is

$$x_m b_p = 0 \iff x_m = 0. \tag{62}$$

Hence $V_1 = V_2$ and Theorem 3 completes the proof.

**Theorem 10.** Let $\alpha, \beta$ be fixed and $g^{\alpha,\beta} = u_\alpha^\beta |_{\partial \Omega}$. Then

$$u_\alpha^\beta |_{\partial \Omega} = B |_{\partial \Omega} \Phi_{\min}, \tag{64}$$

where $\Phi_{\min}$ is the minimum energy solution of $A^{\alpha,\beta} \Phi = g^{\alpha,\beta}$.

**Proof.** The minimum energy solution is the projection of the source $\Phi^\alpha$ onto $N(A^{\alpha,\beta})$. But from Theorems 3 and 9 it follows that $N(A^{\alpha,\beta})$ is independent on $\beta$. Furthermore, we have $N(A^{\alpha,\beta}) = N(B |_{\partial \Omega})$ which proves the statement. $\square$

**Remark 1.** To extend the data on the entire boundary the minimum energy solution has to be computed. This problem is very ill-posed for small $\beta$, because numerical experiments have shown that $\lim_{\beta \to 0} \sigma_m = 0$ for all $m \in \mathbb{Z}$.

5. THE INVERSE PROBLEM

Many algorithms (see, e.g., [2, 14]) use the definition of the sources to reconstruct the unknown scatterer $f$. The problem can be divided into two separated steps. In a first step, the linear integral equation (11) has to be solved. This leads to the radiating parts of the source $\Phi$. In a second nonlinear step, the nonradiating parts are to be computed.

5.1. The radiating parts of a source

Because the minimum energy solution of the problem (11) is the unique solution in $N(A)^\perp$, this solution contains the radiating parts of the source $\Phi$. If the source is split into radiating and nonradiating parts $\Phi = \Phi_R + \Phi_N$, the radiating part can be computed using the singular value decomposition $(v_m, \sigma_m, \gamma_m)$ of the operator $A$. More precisely,

$$\Phi_R(r) = \sum_{m} \sigma_m^{-1} \langle g, \gamma_m \rangle v_m(r). \tag{65}$$

The operator $A$ is a compact operator. Thus the problem is ill-posed in the following sense (see also [15]). Small errors in the data $g$ lead to large errors in the reconstruction $\Phi_R$. Hence a regularization has to be performed. A summary of regularization methods is given in [12]. All the methods mentioned in this book are closely related to a general framework, the approximate inverse (see [16–18]), where the basic idea is to approximate the solution $\Phi_R$ by smoothing

$$\Phi_R(x) \approx \Phi_{R,\gamma}(x) := \langle x, \cdot, \gamma \rangle \Phi_R = A^q \psi_R(x, \cdot), \Phi_R = \langle \psi_R(x, \cdot), g \rangle, \tag{66}$$

where the mollifier $\gamma(x, \cdot)$ is an approximation of the delta-distribution (e.g., $\gamma(x, y) = (1/2\pi)^{1/2} e^{-|x-y|^2/2\sigma^2}$ the Gaussian) and the reconstruction kernel $\psi_R(x, \cdot)$ is the solution of $A^q \psi_R(x, \cdot) = \gamma(x, \cdot)$. The constant $\gamma$ denotes the regularization parameter, which depends on the noise level of the given data $g$. The advantages of this method are as follows.

(i) The reconstruction kernel $\psi_R$ can be computed before the measurement process.
(ii) The kernel does not depend on the data, that are affected by errors.

(iii) If the same problem is to be solved many times (like the case for every given data \( g^o \)), then the kernel \( \psi_y \) has to be computed only once. This fact yields a good performance.

Again we apply the SVD to get the kernel \( \psi_y^{a,b} \),

\[
\psi_y^{a,b}(x, \cdot) = \sum_{m=0}^{\infty} \sigma_m^{-1} \langle e_y(x, \cdot), v_m \rangle u_m^{a,b}(\cdot).
\]

(67)

For the numerical implementation one has to cut off the series. For \( y = 0 \) which corresponds to the Delta—distribution and restricting the summation from \( m = 0 \) and up to \( m = M \) that approach provides the truncated SVD.

A problem of the approximate inverse is the large memory consumption, because for every reconstruction point \( x \in \Omega \) and for every incident wave direction \( a \) the kernel \( \psi_y^{a,b}(x, \cdot) \) has to be computed. To overcome this problem, we use some invariance properties of the kernel (see also [18]).

**Remark 2.** If \( \beta < \pi \), that is, \( \Gamma \) is a real subset of \( \partial \Omega \), no invariance has been found. In fact it is possible to extent the data on the entire boundary by now with the help of Theorem 10, but this also needs a regularization because of the ill-posedness of the problem. For this problem all reconstruction kernels have to be computed for every \( \alpha \) and every reconstruction point \( x \). At least the integrals \( \langle e_y(x, \cdot), w_{m,o} \rangle \) which appear in the inversion formula for the minimum energy solution of the reconstruction kernel

\[
\psi_y^{a,b} = \sum_{\alpha \in \mathbb{Z}} \frac{1}{\alpha^2} \sum_{\alpha \in \mathbb{Z}} v_{p,m}^a e^{-i \alpha \max} \langle e_y(x, \cdot), w_{m,o} \rangle u_p^{a,b} \quad (68)
\]

should be precomputed. This procedure still provides an acceptable performance of reconstructing the radiating parts of the source. In the following only the case \( \beta = \pi \) is considered.

**Theorem 11.** Let \( \beta = \pi \) and \( e_y \) be a radial symmetric mollifier, that is, \( e_y(x, y) = e_y(\|x - y\|) \). Then,

1. \( \psi_y^{\alpha,\pi}(r e^{i\varphi}, e^{i\varphi}) \) is independent of \( \alpha \),
2. \( \psi_y^{\pi}(r e^{i\varphi}, e^{i\varphi}) = \psi_y(r, e^{i\varphi}). \)

Hence the kernel at any point \( x = r e^{i\varphi} \in \Omega \) is given by a rotation of the kernel at the point \( r \) on the positive real axis.

**Proof.** Let \( \psi_y^{\alpha,\pi}(r e^{i\varphi}, \cdot) \) be the minimum energy solution of \( \Lambda^* \psi_y(r e^{i\varphi}, \cdot) = \psi_y(r, e^{i\varphi}, \cdot) \). Hence,

\[
\psi_y(r e^{i\varphi}, \cdot) = \sum_m \sigma_m^{-1} \langle e_y(r e^{i\varphi}, \cdot), v_m \rangle u_m(\cdot). \quad (69)
\]

| Data error \( ||g_e||/||g|| \) in % | Reconstruction error \( ||\Phi_R - \Phi_{h,R}||/||\Phi_R|| \) |
|-------------------------------|---------------------------------|
| 0.0013                        | 0.0044                          |
| 2.0087                        | 0.0131                          |
| 1.0174                        | 0.0218                          |
| 0.0261                        | 0.0305                          |
| 0.0348                        | 0.0348                          |
| 0.0392                        | 0.0435                          |

The inner products in (69) are given up to constants (see [7]) by

\[
\langle e_y(r x e^{i\varphi}, \cdot), w_{m,o} \rangle = \int_0^R r y J_m(k r y) \int_0^{2\pi} Y_m(e^{i\varphi}) e_y(||r x e^{i\varphi} - r y e^{i\varphi}||) d\varphi_y d r y
\]

Since the function \( Y_m(e^{i\varphi}) e_y(||\omega(\varphi_y)||) \) is \( 2\pi \)-periodic and \( ||e^{i\varphi}|| = 1 \) the inner products read as

\[
\langle e_y(r x e^{i\varphi}, \cdot), w_{m,o} \rangle = Y_m(e^{i\varphi}) \langle e_y(r x, \cdot), w_{m,o} \rangle. \quad (71)
\]

With the approximate inverse it is possible to compute a smoothed solution of the radiating part of the source

\[
\Phi_{R,y}(r e^{i\varphi}) = \langle g, D^y \psi(r, \cdot) \rangle, \quad (72)
\]

where \( D^y \) denotes the rotation operator with respect to the angle \( \varphi \). This method was tested in a numerical test for a homogeneous scatterer \( f \), which is given by a disc with radius \( r < R \). In this case the source and the field can be computed analytically, (see [19]). Table 1 shows the errors between the exact radiating source and the source reconstructed by the approximate inverse. Uniform noise \( g_e \) where added to the exact data \( g \). Different noise levels where added to the exact data. The regularization parameter \( \gamma \) was adjusted to the data error.

For this example \( \alpha \) is fixed and \( \beta = \pi \). The radius is \( R = 1.5 \) and the wavenumber \( k = 2\pi/0.9 \). The object \( f \) is a homogeneous disc with radius 0.5 and value 0.1.
5.2. The nonradiating parts of the sources $\Phi^\alpha$

Suppose that the data $g^{\alpha \beta}$ are given for pairwise different incident waves $u_i^\alpha$. Then the radiating parts $\Phi^\alpha_\text{NR}$ of the sources $\Phi^\alpha$ can be computed, as it was shown in Section 5.1. The nonradiating parts and the corresponding fields $u^\alpha_\text{NR}$ can be represented by the sets given in Theorems 3 and 5, leading to

$$\Phi^\alpha_\text{NR}(r \omega) = \sum_{m} \sum_{n \geq 1} a^\alpha_{m,n} w_{m,n}(r \omega),$$

$$u^\alpha_\text{NR}(r \omega) = \sum_{m} \sum_{n \geq 1} a^\alpha_{m,n} u_{m,n}(r \omega),$$

where the coefficients $a^\alpha_{m,n}$ are to be determined. To solve the problem numerically, the solution has to be calculated on a finite subspace. Two basic ideas which rely on [2] can be applied.

1. Divide the problem into two parts. In the first step, the cost functions $\sum_{\alpha} \| f(u^\alpha_i + B \Phi^\alpha) - \Phi^\alpha \|$ has to be minimized by varying the scatterer $f$. In a second step, the cost functions $\| f(u^\alpha_i + B \Phi^\alpha_R + u^\alpha_\text{NR}) - (\Phi^\alpha_\text{NR} + \Phi^\alpha_\text{NR}) \|$ for every given direction $\alpha \in S^1$ have to be minimized by variation of the coefficients $a^\alpha_{m,n}$ of the nonradiating parts $\Phi^\alpha_\text{NR}$ of the sources $\Phi^\alpha$. Return to the first step until changes in the profile are less than some specified tolerance. The two steps include a linear problem.

2. Another idea is to solve the problem in a simultaneous way. As a consequence of (14) we have that $\Phi^\alpha_\text{NR}$ and $\Phi^\beta_\text{NR}$ are related by

$$\frac{(\Phi^\alpha_\text{NR} + \Phi^\alpha_\text{NR})}{(B \Phi^\alpha_R + B \Phi^\alpha_\text{NR} + u^\alpha_i)} - \frac{(\Phi^\beta_\text{NR} + \Phi^\beta_\text{NR})}{(B \Phi^\beta_R + B \Phi^\beta_\text{NR} + u^\beta_i)} = 0.$$ (76)

If the data $(g^{\alpha \beta})^P_{k=1}$ are given for pairwise different incident waves $u_i^\alpha$, then the functional

$$\| F(\phi^\alpha_{m,n})_{m \in \mathbb{Z}, n \geq 1} \|^2_{L^2(\Omega)}$$

with

$$F(\phi^\alpha_{m,n})_{m \in \mathbb{Z}, n \geq 1} = \frac{\Phi^\alpha_i + \sum_{m \in \mathbb{Z}} \sum_{n \geq 1} a^\alpha_{m,n} w_{m,n}}{B \Phi^\alpha_R + u^\alpha_i + \sum_{m \in \mathbb{Z}} \sum_{n \geq 1} a^\alpha_{m,n} u_{m,n}}, (77)$$

has to be minimized, for example, with the Gauss-Newton algorithm.

Remark 3. The iteration can also be performed for pairwise different wavenumbers $k$, because the scatterer $f$ does not depend on $k$ (see (14)).

6. NUMERICAL RESULTS

Figure 2 shows in the first row a complex valued scatterer. The real part is given on the left. The middle row shows the reconstruction of the scatterer. The data are given accurately. An error of 5% is added on the data for the reconstruction in the last row. The parameters of the problem and the measuring instrument are selected as follows: radius $R = 1$, wavenumber $k = 25$, 128 measuring directions equidistantly distributed between 0 and $2\pi$, and exactly as many measuring points per measuring direction. The scatterer $f$ consists of 5 single figures.

(i) Background circle: center (0, 0), radius 0.7, value 0.05 + 0.05i.
(ii) Lower circle: center (0.2, -0.3), radius 0.125, value 0.1 + 0.075i.
(iii) Middle circle: center (0.2, 0), radius 0.1, value 0.2 + 0.175i.
(iv) Upper circle: center (0.2, 0.3), radius 0.075, value 0.3 + 0.275i.
(v) Rectangle: right upper corner (-0.1, 0.4), width 0.2, height 0.8, value 0.1 + 0.1i.

The radiating parts of the source can be computed by solving linear systems of equations. The approximate inverse showed its ability to regularize this ill-posed problems in a fast way. The main advantages are listed in Section 5.1. The high memory consumption for the general case $\Gamma \subset \partial \Omega$ is still a problem. But because the time for solving the linear problems is negligible compared to the time for solving the nonlinear problem, Remark 2 shows an acceptable way out of this problem.

The nonradiating parts of the source were determined with the methods proposed in Section 5.2 and compared with one another. The quality of the reconstructions do not differ from one to the other. The linear algorithm needs more iterations than the simultaneous algorithm but less time per iteration. The speed strongly depends on the given parameters and the measuring setup. In fact, various approaches have been formulated, which try to solve the nonlinear inverse scattering problem with more or less approximations.

(i) Extended Born approximation, distorted wave Born approximation (DWBA) or Rylov approximation (see, e.g., [22–24]).
(ii) eikonal approximation method (see, e.g., [25]).
(iii) modified gradient method (MFG) (see, e.g., [26, 27]).
(iv) source-type integral equation method (STIE) (see, e.g., [2]).
(v) approximate inverse method (AI) (see, e.g., [7]).
(vi) propagation-backpropagation method (see, e.g., [28, 29]).
(vii) sampling and probe method (see, e.g., [4, 30–33]).
(viii) contrast source inversion (CSI) (see, e.g., [14, 34]).
(ix) synthetic aperture focusing technique (SAFT) (see, e.g., [35]).

It is not the intention of the current paper to compare the performance of all reconstruction methods. It gives a better comprehension of the source-field system. Especially the solver for the linear problem has been improved by the approximate inverse.

7. CONCLUSION

In the first section of this paper, a special orthogonal basis of the space $L_2(\Omega)$ for $\Omega$ a unit ball has been derived. Using this basis it is possible to separate the source in its radiating and nonradiating parts, respectively. The radiating parts of a source can be obtained by solving an ill-posed linear problem. In our paper, they are computed by means of the approximate inverse. A numerical example for a known scatterer and different noise levels shows the applicability of the method. The nonradiating parts can be calculated by nonlinear optimization. The theoretical results are verified in Section 6 by numerical experiments, indicating that the here presented method is applicable for the problem under consideration.

**APPENDICES**

**APPENDIX A**

Lommel’s theorem provides a useful tool to construct an orthogonal system consisting of Bessel functions.

**Theorem A.1 (Lommel).** Let $0 < x < y$ and $\lambda, \mu \in \mathbb{C} \setminus \{0\}$.

Let $\nu \in \mathbb{C}$ and

\[
\begin{align*}
    h_{\nu}(z) &= a_{\nu}(\lambda z) + b_{\nu}(\mu z), \\
    g_{\nu}(z) &= c_{\nu}(\mu z) + d_{\nu}(\mu z), \quad \text{where } a, b, c, d \in \mathbb{C}. \\
\end{align*}
\]

(i) If $\mu^2 \neq \lambda^2$, then

\[
\begin{align*}
    \int_x^y z h_{\nu}(z) g_{\nu}(z) dz &= \frac{z}{\lambda^2 - \mu^2} \left( h'_{\nu}(z) g_{\nu}(z) - h_{\nu}(z) g'_{\nu}(z) \right) |^y_x, \\
    &= \frac{z}{\lambda^2 - \mu^2} \left( \lambda h_{\nu+1}(z) g_{\nu}(z) - \mu h_{\nu}(z) g_{\nu+1}(z) \right) |^y_x. \\
\end{align*}
\]

(ii) If $\mu^2 = \lambda^2$, then

\[
\begin{align*}
    \int_x^y z h_{\nu}(z) g_{\nu}(z) dz &= \frac{1}{2\lambda^2} \left( z^2 h'_{\nu}(z) g_{\nu}(z) + (\lambda^2 z^2 - \nu^2) h_{\nu}(z) g'_{\nu}(z) \right) |^y_x, \\
    &= \frac{1}{2\lambda^2} \left( z^2 h'_{\nu}(z) g_{\nu}(z) + (\lambda^2 z^2 - \nu^2) h_{\nu}(z) g'_{\nu}(z) \right) |^y_x. \\
\end{align*}
\]

This is shown, for example, in [8]. Because the Bessel functions of the first kind are bounded near the origin the following special case of Lommel’s theorem holds true.

**Theorem A.2.** Let $a \in \mathbb{C}$, $m \in \mathbb{Z}$ and

(i) $\lambda, \mu \in \mathbb{C} \setminus \{0\}$ zeros of $J_m$. Then,

\[
\begin{align*}
    \int_0^1 r f_m(\lambda r) J_m(\mu r) dr &= 0, \quad \text{if } \lambda^2 \neq \mu^2, \\
    \int_0^1 r J_m^2(\lambda r) dr &= \frac{1}{2\lambda^2} \left[ J_m(\lambda) \right]^2, \quad \text{else}. \\
\end{align*}
\]
Table 2

(1) Bessel functions of the first kind $J_v$

|   | The zeros of $J_v$ are real                      | $v > -1$ | [8] |
|---|-------------------------------------------------|----------|----|
| 1 | The zeros of $aJ_v(z) + zbJ'_v(z)$ are real      | $v > -1, 0 \neq b \in \mathbb{R}$ | [20] |
|   |                                                 | $a \in \mathbb{R}, \frac{a}{b} + v \geq 0$ |    |
| 2 | The zeros of $aJ_v(z) + zbJ'_v(z)$ are real beside of two pure imaginary zeros | $v > -1, 0 \neq b \in \mathbb{R}$ | [20] |
|   |                                                 | $a \in \mathbb{R}, \frac{a}{b} + v < 0$ |    |
| 3 | The positive zeros of $aJ_v(z) + zbJ'_v(z)$ and $cJ_v(z) + zdJ'_v(z)$ are interlaced | $v > -1, a, b, c, d \in \mathbb{R}$ | [8] |
|   |                                                 | $ad \neq bc$ |    |
| 4 | The positive zeros of $J_v(z)$ are countable     | $\nu \in \mathbb{R}$ | [21] |
|   | $\lambda_0 < \lambda_1 \leq \ldots$, where $\lim_{\mu \to \infty} \lambda_\mu = \infty$ |                |    |
| 5 | $J_v$ is bounded near the origin                 | $\text{Re}(\nu) \geq 0$ | [21] |
| 6 | $J_0(0) = 0$                                     | $m \in \mathbb{Z} \setminus \{0\}$ | [21] |

(2) Bessel functions of the second kind $N_v$

|   | $N_v(z) = \frac{J_v(z) \cos(\nu \pi) - J_{-\nu}(z)}{\sin(\nu \pi)} = \lim_{\mu \to \infty} \frac{J_v(z) \cos(\mu \pi) - J_{-\mu}(z)}{\sin(\mu \pi)}$ | $\nu \notin \mathbb{R}, z \in \mathbb{C}$ | [21] |

(3) Hankel functions $H_v$ (Bessel function of the third kind)

|   | $H_v(z) = J_v(z) + iN_v(z)$                      | $\nu, z \in \mathbb{C}$ | [21] |
| 9 | $H_v(k\|x - y\|) = \sum_{m \in \mathbb{Z}} H_m(k\|x\|) Y_m \left( \frac{x}{\|x\|} \right) J_m(k\|y\|) Y_m \left( \frac{y}{\|y\|} \right)$ | $\|x\| > \|y\|$ | [21] |
| 10| $J_v + 1)N_v(z) - J_v(z)N_{v+1}(z) = \frac{2}{\pi z}$ | $\nu \in \mathbb{R}, z \in \mathbb{C}$ | [21] |

(ii) $\lambda, \mu \in \mathbb{C} \setminus \{0\}$ zeros of $af_m(r) + rf'_m(r)$. Then holds

$$
\int_0^1 r f_m(\lambda r) f_m(\mu r) dr = 0, \quad \text{if } \lambda^2 \neq \mu^2,
$$

$$
\int_0^1 r f_m^2(\lambda r) dr = \frac{1}{2\lambda^2} \left[ a^2 + \lambda^2 - m^2 \right] f_m^2(\lambda) \quad \text{else.}
$$

(A.5)

APPENDIX B

Some useful properties of Bessel functions are summarized in Table 2.
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