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Abstract. Let $\Phi$ be a random $k$-CNF formula over $n$ variables with $m = r \cdot n$ clauses and let $Z(\Phi)$ be the number of satisfying assignments. Assume that $k$ is sufficiently large and that $r \leq \left(1 - o_k(1)\right)2^k \ln(k)/k$, where $o_k(1)$ denotes a certain function that tends to 0 as $k$ gets large. We prove that in this case, $\Phi$ is satisfiable with probability 1 $O(1/n)$. Together with a recent result of Abbe and Montanari\textsuperscript{[arXiv:1006.3786]}, this implies that for such $k, r$ the limit $\lim_{n \to \infty} \frac{1}{n} \mathbb{E}[\ln(1 + Z(\Phi))]$ exists. The existence of this limit is related to the existence of a sharp threshold for satisfiability.

1. Introduction

Let $k \geq 3$, let $V = V_n = \{x_1, \ldots, x_n\}$ be a set of $n$ propositional variables and let $\Phi = \Phi_k(n, m)$ be a random $k$-CNF with $m$ clauses over the variables $V$, chosen uniformly from the set of all $(2n)^{km}$ such formulas. Unless specified otherwise, we assume that $m = \lceil r n \rceil$ for a number $r > 0$ that remains fixed as $n \to \infty$. We say that $\Phi$ has some property $\mathcal{A}$ with high probability ("w.h.p.") if $\lim_{n \to \infty} P[\Phi \in \mathcal{A}] = 1$.

One of the best-known open problems in the theory of random constraint satisfaction problems is the satisfiability threshold conjecture (e.g.,\textsuperscript{[6, 20]}). It states that for any $k \geq 3$ there exists a satisfiability threshold $r_k^*$ such that for any density $r < r_k^*$ (that remains fixed as $n \to \infty$), the random formula $\Phi$ is satisfiable w.h.p., while $\Phi$ is unsatisfiable w.h.p. for any $r > r_k^*$.

Although this conjecture remains open, Friedgut\textsuperscript{[13]} proved that for any $k \geq 3$ there exists a sharp threshold sequence $r_k(n)$ such that for any (fixed) $\varepsilon > 0$, the following is true:

- if $m/n < r_k(n) - \varepsilon$, then $\Phi$ is satisfiable w.h.p.
- if $m/n > r_k(n) + \varepsilon$, then $\Phi$ is unsatisfiable w.h.p.

The issue is that the sequence $r_k(n)$ is not known to converge. Thus, Friedgut’s result allows for the possibility that the density at which the satisfiability probability drops from $1 - o(1)$ to $o(1)$ varies with $n$.

Over the past decade, properties of random $k$-CNF formulas have been studied via sophisticated, albeit non-rigorous methods from statistical physics\textsuperscript{[21, 23, 25, 26]}. A key quantity of interest in these methods is the partition function, i.e., the number $Z(\Phi)$ of satisfying assignments. More precisely, because in the satisfiable regime $Z(\Phi)$ scales exponentially in $n$, it is natural to consider the “quenched average” $\frac{1}{n} \mathbb{E}[\ln(1 + Z(\Phi))]$, where we add 1 inside the logarithm because $Z(\Phi)$ might be equal to zero. The limit

$$\phi_k(r) = \lim_{n \to \infty} \frac{1}{n} \mathbb{E}[\ln(1 + Z(\Phi))]$$

(1)
is referred to as the free entropy density [24].

A priori the limit (1) may not exist for all \( r > 0 \). However, Abbe and Montanari [1] proved (among other things) the following sufficient condition for the existence of \( \phi_k(r) \).

**Theorem 1.1** ([1]) Suppose that \( k \geq 3 \) and \( r > 0 \) are such that for some number \( \varepsilon = \varepsilon(k, r) > 0 \) we have

\[
P[\Phi \text{ is satisfiable}] \geq 1 - O(\ln^{-1 - \varepsilon} n).
\]

Then the limit \( \phi_k(r) \) exists.

Abbe and Montanari also observed that the condition (2) is satisfied for \( r < 1 \) (for any \( k \geq 3 \)). Our second result gives a significantly better bound for sufficiently large values of \( k \).

The existence of the limit \( \phi_k(r) \) is related to the convergence of the sharp threshold sequence.

**Theorem 1.2** Let \( k \geq 3 \). If the limit \( \phi_k(r) \) exists for all \( r > 0 \), then the sequence \( r_k(n) \) converges.

Theorem 1.2 may actually be known to some experts in the area, but we are not aware of a proof of it appearing in the literature. We are going to give the (fairly easy) proof in Section 3.

There are two possible perspectives on Theorem 1.2 and its relationship to Theorem 1.1. On the one hand, one might argue that Theorem 1.2 just implies that proving the existence of \( \phi_k(r) \) is a difficult problem. On the other hand, more optimistically, given Theorems 1.1 and 1.2, in order to prove the existence of a sharp threshold for satisfiability, one “just” has to establish the bound (2). Indeed, a natural line of attack might be to extract bounds on \( P[\Phi \text{ is unsatisfiable}] \) for \( m/n < r_k(n) \) from Friedgut’s argument [13]. Unfortunately, meeting the condition (2) via this approach appears to be difficult. Yet there might be alternatives to Friedgut’s proof that do give such a bound. In fact, our second (and main) result establishes a much stronger bound than (2) for a range of densities.

**Theorem 1.3** There is a sequence \( \varepsilon_k \) that tends to 0 in the limit of large \( k \) such that

\[
P[\Phi \text{ is satisfiable}] \geq 1 - O(1/n) \quad \text{if } r < (1 - \varepsilon_k) \cdot 2^k \ln(k)/k.
\]

We emphasize that there is a number \( l = l(k) > 0 \) such that for any \( k \geq 3, r > 0 \) we have

\[
P[\Phi \text{ is satisfiable}] \leq 1 - \Omega(n^{-l})
\]

(where \( l = l(k) \to \infty \) in the limit of large \( k \)). This is because bounded-sized unsatisfiable subformulas appear with probability \( \Omega(n^{-l}) \). It would be interesting to figure out the best possible exponent \( l(k) \) for which (4) holds. For densities below the “pure literal threshold” (which is far below the density covered in (3)), the most likely unsatisfiable formulas can be quantified precisely [28].

The proof of Theorem 1.3 draws on ideas from algorithms for finding a satisfying assignment to a random \( k \)-SAT formula [8]. The possibility that such an approach is possible has been raised explicitly (but not carried out) in [1, following Remark 2]. However, rather than actually deriving the lower bound (3) directly by (going through the painstaking work of) tracing an algorithm, we pursue a more generic approach that may be applicable to other problems beyond random \( k \)-SAT. More precisely, we show that for any fixed \( \eta > 0 \), with probability \( 1 - \exp(-\Omega(n)) \) the random formula \( \Phi \) admits an assignment \( \sigma \) under which only \( \eta n \) clauses are unsatisfied. Furthermore, with probability \( 1 - O(1/n) \) such an “almost-satisfying” assignment \( \sigma \) can be turned into an actual satisfying assignment via a local-search type process. The latter is inspired by [8], but the fact that we only need to mend a fairly small number of violated clauses simplifies the analysis considerably (by comparison to [8]); see Section 4 for details.
Notation. For an integer $z$ we let $[z] = \{1, 2, \ldots, z\}$. Moreover, for $i \in [m]$ we denote by $\Phi_i$, the $i$th clause of the formula $\Phi$. Further, for $j \in [k]$ we let $\Phi_{ij}$ be the $j$th literal of $\Phi_i$. Hence, 

$$\Phi = \Phi_1 \land \cdots \land \Phi_m, \quad \Phi_i = \Phi_{i1} \lor \cdots \lor \Phi_{ik}.$$ 

For a literal $l \in \{x_1, \neg x_1, \ldots, x_n, \neg x_n\}$ we let $|l|$ denote the underlying variable.

We use asymptotic notation both with respect to $n$ and with respect to the clause length $k$. Asymptotics in $n$ are denoted by $O(\cdot)$ and asymptotics in $k$ by $O_k(\cdot)$. In particular, $o_k(1)$ signifies a term that tends to 0 for sufficiently large $k$.

2. Related work

Friedgut’s result [13] proves the existence of the threshold sequence $r_k(n)$, but does not reveal its location. For general values of $k$, the best current (rigorous) bounds on $r_k(n)$ derive from the first and the second moment method [3, 4, 9]: we have $r_k(n) = 2^k \ln 2 - O_k(1)$. For $k = 3$, the best current lower bound is obtained by tracing a certain linear-time satisfiability algorithm [17, 18]. Upper bounds have been obtained via (tricky) first moment arguments [11, 19, 22].

For large $k$, the best current (rigorously analyzed) polynomial-time algorithm finds satisfying w.h.p. for $r < (1 + \varepsilon_k)2^k \ln(k)/k$, with $\varepsilon_k \to 0$ in the limit of large $k$ [8]. It is no coincidence that this matches the bound in Theorem 1.3. More precisely, there are two reasons why the two bounds match. First, we are going to build upon ideas from [8]. Second, and more substantially, the point $r \sim 2^k \ln(k)/k$ marks the so-called dynamical replica symmetry breaking transition. This transition was predicted on the basis of physics arguments [21], and (to an extent) established rigorously [2]. Roughly speaking, the physics picture suggests that for $r > (1 + \varepsilon_k)2^k \ln(k)/k$ the geometry of the set of satisfying assignments renders local-search techniques ineffective. Since the proof of Theorem 1.3 builds upon local-search ideas, it is unsurprising that the argument stops working at $r \sim 2^k \ln(k)/k$.

The quantity $\phi_k(r)$ is closely related to the so-called free energy density at inverse temperature $\beta$, which is defined as follows. For a formula $\Phi$ and an assignment $\sigma$ let $E(\Phi, \sigma)$ denote the number of clauses of $\Phi$ that are violated under $\sigma$. Let

$$Z_\beta(\Phi) = \sum_{\sigma \in \{0,1\}^n} \exp(-\beta \cdot E(\Phi, \sigma))$$

be the partition function. Then the free energy density is

$$f_k(r, \beta) = -\lim_{n \to \infty} \frac{1}{\beta n} \mathbb{E} \left[ \ln Z_\beta(\Phi) \right].$$

Bayati, Gamarnik and Tetali [5] recently proved the existence of the limit (6) for any $k$ and $\beta, r \in (0, \infty)$. The proof is based on the interpolation method [12, 16].

As $\beta$ grows large, the partition function $Z_\beta(\Phi)$ is going to be concentrated on “good” assignments that only violate “relatively few” clauses. Indeed, in a sense $Z(\Phi)$ corresponds to the partition function $Z_\beta(\Phi)$ with $\beta = \infty$, and thus one might expect that for densities $r$ in the satisfiable regime, $\mathbb{E} \left[ \ln Z_\beta(\Phi) \right]$ provides a good approximation to $\mathbb{E} \left[ \ln (1 + Z(\Phi)) \right]$. To this extent, [5] instills hope that the limit $\phi_k(r)$ might indeed exist for all $k \geq 2, r \in (0, \infty)$.

3. Proof of Theorem 1.2

Assuming that $\phi_k(r)$ exists for all $r > 0$, we are going to show that the sharp threshold sequence converges to $r^* = \inf \{r > 0 : \phi_k(r) = 0\}$. Observe that the function $\phi_k(r)$ is monotonically decreasing (because increasing $r$ corresponds to adding more random clauses, which cannot increase $Z$). Hence,

$$\phi_k(r) > 0 \quad \text{if} \quad 0 < r < r^*, \quad \text{while} \quad \phi_k(r) = 0 \quad \text{if} \quad r > r^*.$$
The proof of Theorem 1.2 consists of two steps: showing that $\Phi$ is satisfiable w.h.p. if $r < r^*$, and that it is unsatisfiable w.h.p. if $r > r^*$.

**Lemma 3.1** If $r < r^*$, then $\Phi$ is satisfiable w.h.p.

*Proof.* Equation (7) shows that $\phi_k(r) > 0$. As a first step, we claim that

$$\liminf_{n \to \infty} P[\Phi \text{ is satisfiable}] \geq \phi_k(r) > 0. \quad (8)$$

For assume that $P[\Phi \text{ is satisfiable}] < \phi_k(r)$ for infinitely many $n$. Then for infinitely many $n$,

$$E[\ln(1 + Z(\Phi))] \leq \phi_k(r) \ln 2 + o(1) < 0.9\phi_k(r), \quad (9)$$

because the total number of satisfying assignments cannot exceed $2^n$. However, (9) contradicts the fact that $\phi_k(r) = \lim_{n \to \infty} E[\ln(1 + Z(\Phi))]$. Thus, we have established (8).

Now, (8) implies that the sharp threshold sequence satisfies $r_k(n) \geq r - o(1)$. Because this holds for any $r < r^*$, we see that $\liminf_{n \to \infty} r_k(n) \geq r^*$. Therefore, for any density $r < r^*$ we have $P[\Phi \text{ is satisfiable}] = 1 - o(1)$, as desired. \hfill \Box

**Lemma 3.2** If $r > r^*$, then $\Phi$ is unsatisfiable w.h.p.

*Proof.* Assume towards a contradiction that $r > r^*$ but $P[\Phi \text{ is satisfiable}] \geq \delta = \Omega(1)$ for infinitely many $n$. It is well-known that the random formula $\Phi$ has $\alpha n$ isolated variables (i.e., variables that do not appear in any clause) w.h.p., where $\alpha = \alpha(k, r) > 0$ is independent of $n$. Furthermore, if $\sigma$ is a satisfying assignment of $\Phi$, then another satisfying assignment $\sigma'$ can be obtained by altering the truth values of any set of isolated variables. Consequently,

$$P[Z(\Phi) \geq 2^{\alpha n}] \geq P[\Phi \text{ is satisfiable}] - P[\text{there are at most } \alpha n \text{ isolated variables}] = \delta - o(1).$$

Therefore, we have $E[\ln(1 + Z(\Phi))] \geq \alpha(\delta - o(1))n$ for infinitely many $n$, while (7) yields $\phi_k(r) = \lim_{n \to \infty} E[\ln(1 + Z(\Phi))] = 0$. \hfill \Box

Finally, Theorem 1.2 is immediate from Lemmas 3.1 and 3.2.

**4. Proof of Theorem 1.3**

Unless otherwise specified, we assume that $k \geq k_0$ for a certain (large) constant $k_0$, and that $r \leq (1 - \varepsilon_k)2^k \ln(k)/k$ for a sequence $\varepsilon_k = o_k(1)$ that tends to 0 sufficiently slowly in the limit of large $k$. We also assume that $n$ is sufficiently big for our various estimates to hold.

4.1. *Proof strategy*

To prove Theorem 1.3, we take a detour through the $k$-NAESAT ("not-all-equal satisfiability") problem. Recall that an assignment $\sigma : V \to \{0, 1\}$ is NAE-satisfying for a formula $\Phi$ if both $\sigma$ and its complement $\bar{\sigma}$ (defined by changing the $i$th bit of $\sigma$ for every $i$, $\sigma_i$ to 1 $- \sigma_i$) satisfy $\Phi$. For a formula $\Phi$ and an assignment $\sigma$ we let $E_{\text{NAE}}(\Phi, \sigma)$ denote the number of clauses that are violated under either $\sigma$ or $\bar{\sigma}$. Thus, $\sigma$ is NAE-satisfying iff $E_{\text{NAE}}(\Phi, \sigma) = 0$. For a number $\eta > 0$ we let $Y_\eta(\Phi)$ be the number of assignments $\sigma$ such that $|E_{\text{NAE}}(\Phi, \sigma)| \leq \eta n$. Using arguments developed in [2, 10], we are going to establish the following in Section 4.2.

**Proposition 4.1** For any $\delta > 0$ there is $\eta_0 > 0$ such that for any $0 < \eta < \eta_0$ we have

$$P[Y_\eta(\Phi) < E[Y_\eta(\Phi)] \cdot \exp(-\delta n)] = O(n^{-2}). \quad (10)$$

Moreover, $E[Y_\eta(\Phi)] = 2^{(1-o_k(1))n}$.
The reason why we consider NAE-satisfiability as opposed to the “usual” satisfiability problem is that the statement corresponding to Proposition 4.1 would have been false. This is due to the inherent asymmetry of the $k$-SAT problem, which also causes the difficulty of computing $\frac{1}{n}\ln(1 + Z(\Phi))$; we refer to [9] for a detailed discussion.

Proposition 4.1 shows not only that w.h.p. the random formula $\Phi$ has plenty of assignments $\sigma$ such that $|E_{\text{NAE}}(\Phi, \sigma)| \leq \eta n$, but also allows us to study the typical properties of such assignments. Formally, let us define the Gibbs distribution denoted by $G_\eta$ (we omit the obvious dependency of $n$ and $m$ in notation) as the distribution on pairs $(\Phi, \sigma)$ induced by the following experiment:

- Sample a random formula $\Phi$.
- Then, sample an assignment $\sigma \in \{0, 1\}^n$ such that $E_{\text{NAE}}(\Phi, \sigma) \leq \eta n$ uniformly.

The Gibbs distribution is cumbersome to work with directly. But Proposition 4.1 allows us to approximate this distribution by another one that is easier to cope with. Namely, the so-called planted distribution, denoted $P_\eta$, is induced by the following experiment (cf. [2]):

- Sample a random assignment $\sigma \in \{0, 1\}^n$.
- Choose a $k$-CNF $\Phi(\sigma)$ uniformly out of all formulas with $n$ variables and $m$ clauses such that $E_{\text{NAE}}(\Phi(\sigma), \sigma) \leq \eta n$.

Combining Proposition 4.1 with a double-counting argument akin to the one used in [2], we obtain

**Proposition 4.2** Assume that $\delta, \eta$ are such that (10) is satisfied. Then for any event $B$ we have

\[ P_{G_\eta}[B] \leq \exp(2\delta n) \cdot P_{P_\eta}[B] + O(n^{-2}). \]

Equipped with Proposition 4.2, we perform the key step of the proof in Section 4.3, where we prove the following. Let us say that a map $\tau : V \to \{0, 1, *\}$ satisfies a clause $\Phi_i$ if the clause contains a literal $l$ such that $\tau(x) = 1$ if $l = x \in V$ is a positive literal, and $\tau(x) = 0$ if $l = \neg x$ is negative.

**Proposition 4.3** There exist numbers $\eta_0 > 0, \gamma > 0$ such that for all $0 < \eta < \eta_0$ in the distribution $P_\eta$ with probability at least $1 - \exp(-\gamma n)$ the following is true.

There is a map $\tau : V \to \{0, 1, *\}$ such that $|\tau^{-1}(*)| \leq 4^{-k}n$ and such that each clause has one of the following two properties.

**T1.** either the clause is satisfied under $\tau$,

**T2.** or there occur three variables in the clause that are set to * under $\tau$.

Combining Propositions 4.2 and 4.3, we obtain

**Corollary 4.4** With probability $1 - O(n^{-2})$ the random formula $\Phi$ admits an assignment $\tau$ as in Proposition 4.3.

Furthermore, a standard first moment argument yields the following.

**Lemma 4.5** With probability $1 - O(1/n)$ the random formula $\Phi$ has the following property.

Let $S \subset V$ be a set of size $|S| \leq 4^{-k}n$. Let $I \subset [m]$ be the set of indices such that for all $i \in I$ there are three indices $1 \leq j_1 < j_2 < j_3 \leq k$ such that $|\Phi_{i,j_1}|, |\Phi_{i,j_2}|, |\Phi_{i,j_3}| \in S$. Then $|I| \leq |S|$. (11)
Proof. For a set $S \subset V$ and a set $I \subset [m]$ let $E(S, I)$ be the event that each clause $\Phi_i$, $i \in I$, features three occurrences of variables in $S$. Let $s \leq n/4^k$ be an integer and let $E(s)$ be the event that there exist sets $S \subset V$ and $I \subset [m]$ of size $|S| = |I| = s$ such that $E(S, I)$ occurs. By the union bound and because the clauses of $\Phi$ are chosen uniformly and independently, we have

$$P[\mathcal{E}(s)] \leq \sum_{S, I:|S| = |I| = s} P[\mathcal{E}(S, I)] \leq \binom{n}{s} \binom{m}{s} \left( \frac{k}{s} \right)^s \leq (k^3 2^k s/n)^s.$$  

Hence, again by the union bound $P \left[ \bigcup_{1 \leq s \leq n/4^k} \mathcal{E}(s) \right] \leq \sum_{1 \leq s \leq n/4^k} (k^3 2^k s/n)^s = O(1/n)$. \hfill $\square$

Proof of Theorem 1.3. Suppose that $\Phi$ admits an assignment $\tau$ as in Proposition 4.3. Let $M$ be the set of indices $i \in [m]$ such that $\tau$ fails to satisfy $\Phi_i$. Moreover, let $S = \tau^{-1}(\star)$. Set up a bipartite graph $B$ on $M \cup S$ in which $i \in M$ is adjacent to all variables $x \in S$ that occur in $\Phi_i$. If (11) holds, then by Hall’s theorem, $B$ contains a matching $M$ that covers all of $M$. Thus, we can construct a satisfying assignment $\sigma$ by setting $\sigma(x) = \tau(x)$ if $\tau(x) \neq \star$, and by setting $\sigma(x)$ so that the clause that $x$ is matched to under $M$ is satisfied if $x$ is covered by $M$. (If $\tau(x) = \star$ but $x$ is not covered by $M$, we can set $\sigma(x)$ to either value.) Finally, Theorem 1.3 follows because Corollary 4.4 shows that there is an assignment $\tau$ as above with probability $1 - O(n^{-2})$, and because (11) holds with probability $1 - O(1/n)$ by Lemma 4.5. \hfill $\square$

4.2. Proof of Proposition 4.1

The proof is based on studying the number $Z_{\text{NAE}}(\Phi)$ of NAE-satisfying assignments of $\Phi$ along with the partition function

$$Z_{\beta,\text{NAE}}(\Phi) = \sum_{\sigma \in [0,1]^v} \exp(-\beta \cdot E_{\text{NAE}}(\Phi, \sigma)) \quad \text{for } \beta \in (0, \infty).$$  

Notice that, in contrast to (5), in (12) we work with the number $E_{\text{NAE}}(\Phi, \sigma)$ of clauses that are NAE-violated. Clearly, for any $\beta > 0$ we have $Z_{\beta,\text{NAE}} \geq Z_{\text{NAE}}$. Hence, to obtain a lower bound on $Z_{\beta,\text{NAE}}$, we are going to establish one for $Z_{\text{NAE}}$. The starting point is the following bound on the second moment of $Z_{\text{NAE}}$.

Lemma 4.6 ([3]) For any $k \geq 3$ there is a number $C(k) > 0$ such that for $r < 2^{k-1} \ln 2 - 2$ we have $E \left[ Z_{\text{NAE}}(\Phi)^2 \right] \leq C(k) \cdot E \left[ Z_{\text{NAE}}(\Phi) \right]^2$. Moreover, $E \left[ Z_{\text{NAE}}(\Phi) \right] = \exp(\Omega(n))$.

To turn Lemma 4.6 into a lower bound on $Z_{\text{NAE}}(\Phi)$, we remember the Paley-Zygmund inequality: if $Y \geq 0$ is a random variable with $0 < E \left[ Y^2 \right] < \infty$, then

$$P \left[ Y \geq t \cdot E \left[ Y \right] \right] \geq (1 - t)^2 E \left[ Y^2 \right] / E \left[ Y^2 \right] \quad \text{for any } t \in (0, 1).$$

Hence, Lemma 4.6 yields the following result (similar bounds have been used in [2, 10]).

Corollary 4.7 Suppose that $k \geq 3$ and $r < 2^{k-1} \ln 2 - 2$. There exists a number $\alpha = \alpha(k) > 0$ such that $P \left[ Z_{\text{NAE}} \geq \alpha \cdot E \left[ Z_{\text{NAE}} \right] \right] \geq \alpha$.

We proceed by showing (by a standard argument, cf. [5]) that $Z_{\text{NAE}}$ is tightly concentrated.

Lemma 4.8 Let $k \geq 3$ and let $\beta, r > 1$ be arbitrary but independent of $n$. Then

$$P \left[ \left| \ln Z_{\beta,\text{NAE}}(\Phi) - E \left[ \ln Z_{\beta,\text{NAE}}(\Phi) \right] \right| > 100 \beta \sqrt{m \ln n} \right] \leq n^{-100}.$$
Proof. Let $\Phi[t] = \Phi_1 \land \cdots \land \Phi_t$ be the formula comprising the first $t$ clauses of $\Phi$ ($0 \leq t \leq m$). Fix an assignment $\sigma$. Then

$$\exp(-\beta E_{\text{NAE}}(\Phi[t+1], \sigma)) = \begin{cases} \exp(-\beta E_{\text{NAE}}(\Phi[t], \sigma)) & \text{if } \sigma \text{ NAE-satisfies } \Phi_{t+1}, \\ \exp(-\beta E_{\text{NAE}}(\Phi[t], \sigma) - \beta) & \text{otherwise.} \end{cases}$$

Hence, for any $0 \leq t < m$ we have $|\ln Z_{\beta,\text{NAE}}(\Phi[t+1]) - \ln Z_{\beta,\text{NAE}}(\Phi[t])| \leq \beta$, i.e., the random variables $(\ln Z_{\beta,\text{NAE}}(\Phi[t]))_{0 \leq t \leq m}$ satisfy a Lipschitz condition. Because the clauses are independent, it follows from Azuma’s inequality that

$$P \left[ \left| \ln Z_{\beta,\text{NAE}}(\Phi) - E[\ln Z_{\beta,\text{NAE}}(\Phi)] \right| > \lambda \right] \leq 2 \exp \left[ - \frac{\lambda^2}{2 \beta^2 m} \right] \quad (\lambda > 0).$$

Setting $\lambda = 100\beta \sqrt{m} \ln n$ completes the proof. □

Corollary 4.9 Let $k \geq 3$ and let $\beta, r > 1$ be arbitrary but independent of $n$. Then

$$E[\ln Z_{\beta,\text{NAE}}(\Phi)] \geq \ln E[Z_{\text{NAE}}(\Phi)] - n^{0.51}.$$

Proof. Once more we use a standard concentration argument (reminiscent of Frieze’s argument for proving the concentration of the chromatic number of random graphs). Assume towards a contradiction that $E[\ln Z_{\beta,\text{NAE}}(\Phi)] < \ln E[Z_{\text{NAE}}(\Phi)] - n^{0.51}$. Let $\alpha > 0$ be as in Corollary 4.7. Since $Z_{\beta,\text{NAE}} \geq Z_{\text{NAE}}$, Lemma 4.8 implies

$$P \left[ Z_{\text{NAE}}(\Phi) \geq \alpha E[Z_{\text{NAE}}(\Phi)] \right] \leq P \left[ \ln Z_{\beta,\text{NAE}}(\Phi) \geq \ln E[Z_{\text{NAE}}(\Phi)] - O(1) \right]$$

$$\leq P \left[ \ln Z_{\beta,\text{NAE}}(\Phi) \geq \ln \ln E[Z_{\beta,\text{NAE}}(\Phi)] + n^{0.51} - O(1) \right] \leq n^{-100},$$

in contradiction to Corollary 4.7. □

Proof of Proposition 4.1. Let $\eta > 0$ be sufficiently small and choose $\beta = \beta(\eta) > 0$ big enough so that $2^{\eta} \exp(-\beta m) < 1$. Lemma 4.8 and Corollary 4.9 imply that with probability $1 - O(n^{-100})$ we have $Z_{\beta,\text{NAE}} \geq E[Z_{\text{NAE}}] \exp(-n^{2/3}) = \exp(\Omega(n))$ (by Lemma 4.6). In this case, we have

$$E[Z_{\text{NAE}}(\Phi)] \exp(-n^{2/3}) \leq Z_{\beta,\text{NAE}} \leq Y_\eta(\Phi) + \sum_{\sigma : E_{\text{NAE}}(\sigma, \Phi) > \eta m} \exp(-\beta E_{\text{NAE}}(\sigma, \Phi)) \leq Y_\eta(\Phi) + 1 \quad [\text{because } 2^\eta \exp(-\beta \eta m) < 1]. \quad (13)$$

Furthermore, because a given assignment NAE-satisfies a random clause with probability $1 - 2^{-k}$, and because the $m$ clauses of $\Phi$ are chosen independently, we have

$$E[Y_\eta(\Phi)] \geq E[Z_{\text{NAE}}(\Phi)] = 2^n (1 - 2^{-k})^m = 2^{(1-\alpha_k(1))n} \quad [\text{as } r \leq 2^k \ln(k)/k]. \quad (14)$$

Conversely,

$$E[Y_\eta(\Phi)] = 2^n \cdot P \left[ \text{Bin}(m, 2^{-k}) \leq \eta m \right] \sim 2^n \left( \frac{m}{\eta m} \right) 2^{(1-\eta)m} (1 - 2^{-k})^{m - \eta m}$$

$$\leq 2^n (1 - 2^{-k})^m \cdot \exp \left[ \eta m \left( 1 - \ln \eta + \ln r + (1 - k) \ln 2 - \ln(1 - 2^{-k}) \right) \right] = E[Z_{\text{NAE}}] \cdot \exp \left[ \eta m \left( 1 - \ln \eta + \ln r + (1 - k) \ln 2 - \ln(1 - 2^{-k}) \right) \right]. \quad (15)$$

Since $\lim_{\eta \to 0} \eta \left( 1 - \ln \eta + \ln r + (1 - k) \ln 2 - \ln(1 - 2^{-k}) \right) = 0$, (15) shows that for any given $\alpha > 0$ we can choose $\eta$ small enough so that $E[Y_\eta] \leq \exp(\alpha n)E[Z_{\text{NAE}}]$. Thus, the assertion follows from (13) and (14). □
4.3. Proof of Proposition 4.3
Throughout this section we assume that $0 < \eta < \eta_0$ for a small enough number $\eta_0 = \eta_0(k) > 0$. We start from a pair $(\Phi, \sigma)$ chosen from $P_\eta$; without loss of generality, we may assume that $\sigma = 1$ is the all-true assignment. We are going to construct the desired map $\tau$ via the following process.

(i) Initially, let $\tau = \sigma$.
(ii) While there is a clause $\Phi_l$ that is unsatisfied under $\tau$ and that does not contain at least three variables that take the value $*$ under $\tau$, pick the least such index $i$.
(iii) Let us say that a variable $x$ supports a clause $\Phi_l$ under $\tau$ if
- $\tau(x) \in \{0, 1\}$,
- $\Phi_l$ has at most two positive literals, and
- assigning $x$ the value $1 - \tau(x)$ while keeping the values of all other variables deprives $\Phi_l$ of satisfied literals (where literals whose underlying variables are set to $*$ do not count as satisfied).

If there are at least three indices $j \in [k - 3]$ such that the variable $|\Phi_{ij}|$ does not support a clause under $\tau$, then pick any three such indices $j$ and set them to $*$ under $\tau$.
(iv) If such three indices do not exist, set $\tau(|\Phi_{ij}|) = *$ for $j = k - 2, k - 1, k$.

The map $\tau$ that results from this process clearly satisfies conditions $T1$ and $T2$. However, it is non-trivial to upper bound the number of variables assigned $*$ in the course of the above process. To accomplish this, we need a few basic properties of the random pair $(\Phi, \sigma)$. Let us call a clause $\Phi_l$ critical if there is a variable $x$ that supports $\Phi_l$; hence, $\Phi_l$ has no more than two positive literals, and flipping a single variable may render $\Phi_l$ unsatisfied.

**Lemma 4.10** With probability $1 - \exp(-\Omega(n))$ the following two statements hold.

(i) The total number of clauses that are critical under $\sigma$ is at most $n(1 - \varepsilon_k + 1/k)\ln k$.
(ii) There are at least $\frac{1}{2}k^{2k-1}n$ variables that do not support a clause under $\tau_0$.

Lemma 4.10 follows from our assumption that $r \leq (1 - \varepsilon_k)^2k \ln(k)/k$ and standard concentration bounds.

**Lemma 4.11** Let $\Omega(1) < \alpha < k^{-4}$. With probability $1 - \exp(-\Omega(n))$ the following is true.

Let $S \subset V$ be a set of size $|S| = \alpha n$. The total number of clauses that have at most 2 positive literals, one of which belongs to $S$, is bounded by

$$k^3 \alpha \ln(\alpha) \cdot n.$$  \hspace{1cm} (16)

**Proof.** Fix a set $S$ of size $\alpha n$. Then the number $X_S$ of clauses that have at most 2 positive literals, one of which belongs to $S$, has a binomial distribution with mean $\leq \alpha k^3n$. Hence, by the Chernoff bound $P[X_S < -k^3 \alpha \ln(\alpha)n] \leq \exp(k^3 \alpha \ln(\alpha)n)$. Thus, by the union bound

$$P[\exists S : X_S > -k^3 \alpha \ln(\alpha)] \leq \binom{n}{\alpha n} \exp(k^3 \alpha \ln(\alpha)n) \leq \exp[\alpha n(1 - \ln \alpha + k^3 \ln \alpha)] \leq \exp(-\Omega(n)),$$

as claimed. \hfill \Box

**Corollary 4.12** With probability $1 - \exp(-\Omega(n))$ the following is true.

Let $S$ be a set of size $|S| \leq n/k^6$. The number of clauses that are not critical under $\sigma$ but that become so once we set the variables in $S$ to $*$ is bounded by $n/k^3$.  \hspace{1cm} (17)
After these preliminaries we come to the actual analysis of the above process that yields $\tau$. We characterize its state at time $t$ by maps $\tau_t : V \to \{0, 1, *\}$ and

$$\pi_t : [m] \times [k] \to \{\pm 1, x_1, \bar{x}_1, \ldots, x_n, \bar{x}_n\}.$$  

Let $\tau_0 = \sigma$. Moreover, we define

$$\pi_0(i, j) = \begin{cases} \Phi_{ij} & \text{if } |\Phi_{ij}| \text{ supports clause } \Phi_i, \\ \mathrm{sign}(\Phi_{ij}) & \text{otherwise.} \end{cases}$$

Each time step of the process corresponds to mending one clause $\Phi_i$ (i.e., making sure that $\Phi_i$ receives three $*$-variables). As time progresses, $\pi_t$ will summarise the information about $\Phi$ that has been revealed thus far.

More precisely, suppose we have already defined $\tau_0, \ldots, \tau_{t-1}$. Then $\tau_t$ is obtained as follows. Suppose at time $t$ we mend clause $\Phi_{i_t}$. Let $\tau_t$ be the assignment obtained after steps (iii) and (iv) above, i.e., $\tau_t$ is obtained from $\tau_{t-1}$ by setting up to three of the variables in $\Phi_{i_t}$ to *. We define

$$\pi_t(i, j) = \begin{cases} \Phi_{ij} & \text{if either } i = i_t, |\Phi_{ij}| \text{ supports clause } \Phi_i, \text{ or } \tau_t(\Phi_{ij}) = *, \\ \pi_{t-1}(i, j) & \text{otherwise.} \end{cases}$$

Let $\mathcal{A}_t = \tau_t^{-1}(*)$. Moreover, let $T$ be the stopping time of the process, i.e., the first time when all clauses are either satisfied under $\tau_t$ or contain at least three variables $x$ with $\tau_t(x) = *$. In addition, let $(\mathcal{F}_t)_{t \geq 0}$ be the filtration generated by $\tau_t$, $\pi_t$. The following observation (“principle of deferred decisions”) is immediate from the construction.

**Fact 4.13** For any $t \geq 0$, given $\mathcal{F}_t$ the variables $|\Phi_{ij}|$ with $\pi_t(i, j) = \pm 1$ are independently uniformly distributed over $V \setminus \mathcal{A}_t$.

Let $\theta = 2\eta n$. We aim to show that $T \leq \theta$ with probability $1 - \exp(-\Omega(n))$. To prove this, we need to bound the number of times that step (iv) is executed (observe that new unsatisfied clauses not containing three $*$ can only be generated in step (iv), hence it suffices to consider the number of iterations of step (iv)). Thus, let us call a variable $x$ t-free if $\tau_{t-1}(x) \neq *$ and if $x$ does not support a clause under $\tau_{t-1}$. Moreover, let us call step $t$ a failure if there are fewer than three t-free variables in $\{|\Phi_{ij}| : j \in [k-3]\}$.

**Lemma 4.14** Suppose we run the process for $t \leq \theta$ steps. Then with probability $1 - \exp(-\Omega(n))$ there are at most $\theta/k^9$ failures.

**Proof.** By Corollary 4.12 we may assume that (17) holds. In addition, we may assume that 1. and 2. in Lemma 4.10 are satisfied. We claim that at any time $t \leq \theta$,

$$P \{\text{step } t \text{ is a failure} | \mathcal{F}_{t-1} \} \leq k^{-10}. \quad (18)$$

Indeed, by the definition of the process, the clause $\Phi_{i_t}$ has at least $k - 6$ literals $j \in [k - 3]$ such that $\pi_{t-1}(i_t, j) \in \{\pm 1\}$. Fact 4.13 shows that for all such $j$, the variable $|\Phi_{ij}|$ is uniformly distributed over $V \setminus \mathcal{A}_{i_t-1}$, independently of the others. Furthermore, we claim that the total number of variables that are t-free is at least $\frac{1}{4}k^{\varepsilon k - 1}n$. Indeed, there are at least $\frac{1}{4}k^{\varepsilon k - 1}n$ variables that do not support a clause under $\tau_0 = \sigma$ (by item 2. in Lemma 4.10). Moreover, by (17) (assuming $\eta$ is small enough) the number of such variables that fail to be t-free is bounded by $n/k^3$. Hence, for each variable $|\Phi_{ij}|$ with $\pi_{t-1}(i_t, j) \in \{\pm 1\}$ and $j \in [k - 3]$ the probability of being t-free is at least $\frac{1}{4}k^{\varepsilon k - 1}$. Thus, the probability that at most two of them are t-free is bounded by

$$\xi = k^2(1 - k^{\varepsilon k - 1}/4)^{k-5} \leq k^2 \exp(-(k - 5)k^{\varepsilon k - 1}/4) \leq k^{-10}.$$


Finally, because (18) provides a uniform bound for all \( t \leq \theta \), the total number of failures is stochastically dominated by a binomial variable \( \text{Bin}(\theta, k^{-10}) \). Thus, the assertion follows from the Chernoff bound.

\[ \Box \]

**Corollary 4.15** With probability \( 1 - \exp(-\Omega(n)) \) the stopping time of the process is \( T \leq \theta \).

**Proof.** By Lemma 4.11 we may assume that (16) holds. In addition, we may assume that 1. and 2. in Lemma 4.10 are satisfied, and that the total number of failures \( t \leq \theta \) is bounded by \( \theta/k^3 \) (by Lemma 4.14). Let \( F \) be the set of all \( t \leq \theta \) that are failures and let \( \mathcal{B} = \bigcup_{t \in F} \mathcal{A}_t \setminus \mathcal{A}_{t-1} \) contain all the variables that were added to \( \mathcal{A}_t \) at steps \( t \in F \). Let us say that clause \( \Phi_i \) is \( t \)-unhappy if there is a time \( s \leq t \) such that \( \pi_s(i, j) \neq 1 \) for all \( j \in [k] \) and \( |\{j \in [k] : \pi_s(i, j) = -1\}| \geq k - 2 \).

In words, at some time \( s \leq t \) clause \( \Phi_i \) did neither contain three \( * \)-variables nor at least one positive literal.

Because the pair \((\Phi, \sigma)\) was chosen from the distribution \( P_\eta \), no more than \( \eta n \) clauses are \( 0 \)-unhappy. Hence, if \( T > \theta \), then there must be at least \( \theta/2 \) clauses that are \( \theta \)-unhappy but not \( 0 \)-unhappy. Furthermore, all of these clauses have at most two positive literals, at least one of which belongs to \( B \). This contradicts (16), because \( |\mathcal{B}| \leq 3|F| \leq 3\theta/k^3 \).

\[ \Box \]

**Proof of Proposition 4.3.** Corollary 4.15 yields \( P[T \leq \theta] \geq 1 - \exp(-\Omega(n)) \). Since in each step of the process at most three variables are set to \(*\), we conclude that \( P[|\mathcal{A}_T| \leq 3\theta] \geq 1 - \exp(-\Omega(n)) \).

Finally, for sufficiently small \( \eta \) we have \( 3\theta/n \leq 4^{-k} \).

\[ \Box \]
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