Global gravity inversion of bodies with arbitrary shape
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SUMMARY

Gravity inversion allows us to constrain the interior mass distribution of a planetary body using the observed shape, rotation and gravity. Traditionally, techniques developed for gravity inversion can be divided into Monte Carlo methods, matrix inversion methods and spectral methods. Here we employ both matrix inversion and Monte Carlo in order to explore the space of exact solutions, in a method which is particularly suited for arbitrary shape bodies. We expand the mass density function using orthogonal polynomials, and map the contribution of each term to the global gravitational field generated. This map is linear in the density terms, and can be pseudo-inverted in the underdetermined regime using QR decomposition, to obtain a basis of the affine space of exact interior structure solutions. As the interior structure solutions are degenerate, assumptions have to be made in order to control their properties, and these assumptions can be transformed into scalar functions and used to explore the solutions space using Monte Carlo techniques. Sample applications show that the range of solutions tend to converge towards the nominal one as long as the generic assumptions made are correct, even in the presence of moderate noise. We present the underlying mathematical formalism and an analysis of how to impose specific features on the global solution, including uniform solutions, gradients and layered models. Analytical formulas for the computation of the relevant quantities when the shape is represented using several common methods are included in the Appendix.
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1 INTRODUCTION

The range of geophysical features expressed by planetary bodies is the result of their formation mechanism, thermal evolution, collisional, dynamic and rotational history as well as surface processes. Their interiors encompass a wide range of structures, loosely correlated to the body size. Small bodies are strength dominated and characterized by irregular shapes, high topographic reliefs, terrain slopes close to the angle of repose of their surface materials and mass density distribution close to homogeneous, in many cases associated with high porosity (Johnson & McGetchin 1973; Asphaug et al. 2002; Binzel et al. 2003). Large moons and terrestrial planets on the other hand are gravity dominated, tend to have spheroidal shapes, low topographic relief, shallow terrain slopes and their interior structure is differentiated into several layers (Johnson & McGetchin 1973; Wieczorek 2007).

Planetary bodies with intermediate sizes may be expressing some of the most intriguing characteristics, and have been the targets of recent robotic missions. Their size is such that strength and gravity cause comparable effects, their thermal evolution might have lead to complete or partial melting early after their formation (Urey 1955; MacPherson et al. 1995; Ghosh & McSween 1998), their collisional history may include the formation of impact craters with sizes comparable in scale with the body size. Their interior structure is affected by all these factors. Recent robotic exploration is shedding some light on their interior structure. In 2010 the Rosetta spacecraft flew by 21 Lutetia, a main belt asteroid with approximate dimensions 121 km × 101 km × 75 km (Pätzold et al. 2011; Sierks et al. 2011). The estimated bulk density of 3.4 ± 0.3 g cm⁻³ exceeds that of most known chondritic meteorite groups, and may indicate that 21 Lutetia is partially differentiated (Weiss et al. 2012). In 2011 the Dawn spacecraft started a year long exploration of 4 Vesta, also a main belt asteroid, with an oblate spheroid shape with approximate dimensions 570 km × 570 km × 458 km (Jaumann et al. 2012), and initial gravity results are consistent with the presence of a 110 km radius iron core (Russell et al. 2012). As we move forward in the exploration of this intermediate class of planetary bodies, and we attempt to model their interior structure, we need to develop an approach which is capable of generating the entire range of solutions which are compatible with the observed data, and which satisfy a set of assumptions. The assumptions have to be chosen carefully, and the effect of each one should be clearly accounted for in the analysis of the results.

If we restrict ourselves to gravity inversion methods which work directly in the mass density space, then the mass distribution can be modelled with a given number of free parameters, and solutions...
2 MODELLING THE GRAVITATIONAL FIELD

The gravitational potential of a planetary body with arbitrary shape and mass distribution can be described using the spherical harmonics series (Kaula 1966; Yoder 1995):

\[ U(r, \theta, \phi) = \frac{GM}{r} \sum_{l=0}^{\infty} \sum_{m=0}^{l} \left( \frac{r_0}{r} \right)^l P_{lm}(\cos \theta) \]

\[ \times \left( C_{lm} \cos m\phi + S_{lm} \sin m\phi \right), \]

where \( G \) is the universal gravitational constant, \( M \) is the total mass of the body, \( \{r, \theta, \phi\} \) are the body-fixed barycentric spherical coordinates (radius, colatitude and longitude) of the point where the potential \( U \) is computed, \( r_0 \) is an arbitrary reference radius typically close to the equatorial radius, \( P_{lm}(\cos \theta) \) is the associate Legendre function. Using this series, the Stokes coefficients \( \{C_{lm}, S_{lm}\} \) uniquely characterize the potential of the body. In cases where the mass density distribution \( \varrho(r, \theta, \phi) \) of a body is known, the coefficients \( \{C_{lm}, S_{lm}\} \) can be determined by integrating over the volume \( V \) of the body (Yoder 1995)

\[ C_{lm} = \frac{(2 - \delta_{lm,0}) (lm)!}{M} \frac{1}{(l + m + 1)!} \int_V \varrho(r, \theta, \phi) \left( \frac{r}{r_0} \right)^l \times P_{lm}(\cos \theta) \cos m\phi \ dV \]

\[ S_{lm} = \frac{(2 - \delta_{lm,0}) (lm)!}{M} \frac{1}{(l + m + 1)!} \int_V \varrho(r, \theta, \phi) \left( \frac{r}{r_0} \right)^l \times P_{lm}(\cos \theta) \sin m\phi \ dV. \]

The Stokes coefficients can be more readily compared and used in numerical work when their magnitude is normalized (Yoder 1995)

\[ \{\bar{C}_{lm}, \bar{S}_{lm}\} = \frac{1}{N_{lm}} \{C_{lm}, S_{lm}\} \]

\[ N_{lm} = \sqrt{\frac{(l + m)!}{(2 - \delta_{lm,0})(l + m + 1)}}, \]

where \( N_{lm} \) is the normalization factor.

It is useful to introduce the GMOI, which have the form (Paul 1988)

\[ M_{ijk} = \int_V x^i y^j z^k \varrho(x, y, z) \ dV \]

and can be used in an adimensional form \( N_{ijk} \) (Tricarico 2008)

\[ N_{ijk} = \frac{1}{r_0^{i+j+k}} \int_V \varrho(x, y, z) \ dV = \frac{1}{r_0^{i+j+k}} M_{ijk}, \]

where \( M_{i000} \equiv M \) is the total mass of the body. The GMOI have the appealing characteristic of combining under a single variable the inertial and spatial properties of a body. The degree of a GMOI goes from zero to infinity, capturing all scales and wavelengths. The GMOI are defined in cartesian coordinates, usually in the body-fixed reference frame, and the dependency on the inertial component can be kept implicit by using a polynomial expansion of the mass density distribution. This brings one more advantage, that is that the GMOI capture both inertial and spatial information, but depend explicitly only on the spatial information, and as such, can be used as an intermediate step when solving the direct or inverse problem (see Fig. 1). The direct problem has already been solved in Tricarico (2008), where the Stokes coefficients are expressed in terms of the GMOI, and including the normalization factors (Yoder 1995) we have

\[ C_{lm} = \frac{1}{2} \sqrt{\frac{(l + m)!}{(2 - \delta_{lm,0})(2l + 1)}} \sum_{p=0}^{l} \sum_{q=0}^{m/2} (-1)^{p+q} \binom{l}{p} \binom{2l - 2p}{l} \times \frac{m}{2q} \left( \frac{(l + m - 2p + 1)}{r_0} \right) \sum_{v_x = 0}^{p} \sum_{v_y = 0}^{p} \binom{p}{v_x v_y} \times N_m - 2q + 2v_x + 2v_y, l - m - 2v_x - 2v_y. \]
and the terms up to degree 4 are provided in Table 1. The mass density of the body \( \rho(x, y, z) \) can be modelled using a power series, to obtain the expansions

\[ \rho(x, y, z) = \sum_{i=1}^{n} c_{w_1 w_2 ...} \cdot P_{w_1 w_2}(x, y, z) \]

where \( w_1 w_2 ... \) is a set of variables which are characteristic of the chosen orthogonal polynomials, with \( c_{w_1 w_2} \) the corresponding coefficients, which become \( c_{i j k l} \) in the specific case of a power series expansion. The maximum degree of the power series expansion of the mass density distribution is \( N_e \). The dependence on

| Table 1. Coefficients from eq. (8) expressing the normalized coefficients of the spherical harmonics expansion of the gravitational potential \( C_{lm} \) and \( S_{lm} \) in terms of the generalized moments of inertia coefficients \( N_{ijk} \). These expressions hold in any reference system, barycentric or not. |
|-----------------|-----------------|-----------------|
| \( l \) | \( m \) | \( C_{lm} \) | \( S_{lm} \) |
|-----------------|-----------------|-----------------|-----------------|
| 0 | 0 | \( \mathcal{N} \) | — |
| 1 | 0 | \( \mathcal{N}_{00} / \sqrt{3} \) | — |
| 1 | 1 | \( \mathcal{N}_{01} / \sqrt{3} \) | \( \mathcal{N}_{010} / \sqrt{3} \) |
| 2 | 0 | \( (2 \mathcal{N}_{00} - \mathcal{N}_{020} - \mathcal{N}_{200}) / (2 \sqrt{3}) \) | — |
| 2 | 1 | \( \sqrt{3 / 5} \mathcal{N}_{01} / \sqrt{3} \) | \( \sqrt{3 / 5} \mathcal{N}_{011} / \sqrt{3} \) |
| 3 | 0 | \( (2 \mathcal{N}_{00} - \mathcal{N}_{021} - \mathcal{N}_{201}) / (2 \sqrt{3}) \) | — |
| 3 | 1 | \( \sqrt{3 / 5} \mathcal{N}_{01} / \sqrt{3} \) | \( \sqrt{3 / 5} \mathcal{N}_{010} / \sqrt{3} \) |
| 4 | 0 | \( (8 \mathcal{N}_{00} - 4 \mathcal{N}_{022} - 3 \mathcal{N}_{040} - 2 \mathcal{N}_{202} + 6 \mathcal{N}_{220} + 3 \mathcal{N}_{400}) / 24 \) | — |
| 4 | 1 | \( \sqrt{3 / 12} \mathcal{N}_{000} / \sqrt{3} \) | \( \sqrt{3 / 12} \mathcal{N}_{010} / \sqrt{3} \) |
| 4 | 2 | \( \sqrt{3 / 12} \mathcal{N}_{000} / \sqrt{3} \) | \( \sqrt{3 / 12} \mathcal{N}_{010} / \sqrt{3} \) |
| 4 | 3 | \( \sqrt{3 / 12} \mathcal{N}_{000} / \sqrt{3} \) | \( \sqrt{3 / 12} \mathcal{N}_{010} / \sqrt{3} \) |
| 4 | 4 | \( \sqrt{3 / 12} \mathcal{N}_{000} / \sqrt{3} \) | \( \sqrt{3 / 12} \mathcal{N}_{010} / \sqrt{3} \) |
(x, y, z) can be implicit in $P_{w_1 w_2} (x, y, z)$, but needs to be made explicit in order to easily relate the density coefficients to the GMoI expansion. In this manuscript we assume that this is always possible, see Appendix B for an example. Additionally, we note that since this expansion does not include explicitly density discontinuities such as in a differentiated body, these can be approximated using high degree expansions, or can be included exactly and described in Section 4.2. The GMoI expansion eq. (7) using eq. (10) becomes

$$N_{ijk} = \frac{r_0^3}{M} \sum_{i,j,k=0}^{N_0} c_{ijk} \int \frac{x y z}{r_0^3} dV$$

where the integral $\Phi$ depends only on the shape of the body. In general we refer to these volume integrals with

$$\Phi_{ijk}(r_0, V) = \int \frac{x y z}{r_0^3} dV$$

or more shortly to $\Phi_{ijk}$ when there is no ambiguity as to what $r_0$ and $V$ are, and in Appendix C we compute explicitly $\Phi_{ijk}$ for several common shape model representations. Note how the GMoI expression in (11) mixes contributions from different $c_{ijk}$. Finally, by plugging eq. (11) into eq. (8) and eq. (9) we can map the mass density coefficients $c_{ijk}$ to the normalized spherical harmonics coefficients of the gravitational potential.

### 3 Linear Inversion

The linear relation between mass density expansion coefficients and gravitational field spherical harmonics can be described using matrices. Here we describe the passage to matrix notation, and then show how in order to obtain exact solutions which explore the entire solutions space, we have to work with an underdetermined problem. The basis for the null space of degenerate exact solutions is generated using QR decomposition (Golub & van Loan 1996) of the main matrix connecting density and gravity, and a reference solution is obtained using a pseudo-inverse matrix.

For the following part it is important to deal with 2-D matrices, and in order to do so, we use a unique index for $lm$ of gravity and one for $ij,k$ of density. We have then a total of $\text{dim}(lm) = (l_{\text{max}} + 1)^2$ terms of which $(l_{\text{max}} + 2)/2$ are $\tilde{C}_{lm}$ and $(l_{\text{max}} + 1)^2/2$ are $\tilde{S}_{lm}$. For $ijk$ we have $\text{dim}(ijk) = (l_{\text{max}} + 1)(l_{\text{max}} + 2)(l_{\text{max}} + 3)/6$, where $l_{\text{max}} = (i + j + k)_{\text{max}}$. The case of $i,j,k$ is similar to $ijk$, with $N_0$ replacing $l_{\text{max}}$. Note how the two-index size grows quadratically while the three-index size grows cubically, which has the consequence that if gravity and GMoI have the same maximum degree, as is advisable in order to have comparable spatial resolution, the GMoI has more degrees of freedom than gravity, causing the inverse problem to be underdetermined.

We can now rewrite eq. (8) using the more compact notation

$$\begin{bmatrix} \tilde{C}_{lm} \\ \tilde{S}_{lm} \end{bmatrix} = A(N \rightarrow \tilde{C}\tilde{S}) [N_{ijk}]$$

where $[\tilde{C}_{lm}]$ and $[N_{ijk}]$ are column vectors with elements

$$\begin{bmatrix} \tilde{C}_{lm} \\ \tilde{S}_{lm} \end{bmatrix} = \begin{bmatrix} C_{00} \\ C_{10} \\ C_{11} \\ S_{11} \\ \vdots \end{bmatrix} \quad \text{and} \quad [N_{ijk}] = \begin{bmatrix} N_{00} \\ N_{01} \\ \vdots \end{bmatrix}$$

Here we use the notation $A(x \rightarrow y)$ to indicate that the matrix $A$ transforms the vector $[x]$ into $[y] = A(x \rightarrow y)[x]$. Note that $C_{00} = 1, C_{10} = 0, C_{11} = 0, S_{11} = 0$ in the centre of mass reference frame, so their inclusion could appear as redundant in this context as they do not convey any specific information about the gravity field studied. However it turns out that their inclusion is necessary in order to guarantee that the total mass is conserved in every solution (degree 0), and that the position of the centre of mass is conserved in every solution (degree 1), which in general may be offset from the origin of a body-fixed reference frame. The matrix $A(N \rightarrow \tilde{C}\tilde{S})$ with coefficients from eq. (8) transforms the $[N_{ijk}]$ vector into the $[\tilde{C}_{lm}]$ vector. Similarly, we can introduce a matrix $A(c \rightarrow N)$ with coefficients from eq. (11) to obtain

$$\begin{bmatrix} \tilde{C}_{lm} \\ \tilde{S}_{lm} \end{bmatrix} = A(N \rightarrow \tilde{C}\tilde{S})A(c \rightarrow N) [c_{ijk}]$$

with the vector $[c_{ijk}]$ containing all the density coefficients, and where the matrix product $A(c \rightarrow \tilde{C}\tilde{S}) = A(N \rightarrow \tilde{C}\tilde{S})A(c \rightarrow N)$ transforms the density distribution into the gravitational potential. The matrix $A(c \rightarrow \tilde{C}\tilde{S})$ has dimensions $(l_{\text{max}} + 1)^2 \times (N_0 + 1)(N_0 + 2)(N_0 + 3)/6$. The direct problem of determining the gravity and inertial properties of a body with given shape and mass distributions consists in simply plugging the $[c_{ijk}]$ coefficients into eq. (15).

Solving the inverse problem is equivalent to inverting the matrix $A(c \rightarrow \tilde{C}\tilde{S})$ to obtain a matrix $A(\tilde{C}\tilde{S} \rightarrow c)$, but in general this is not possible. Matrix inversion is well defined only for a square matrix which is not singular, and that would provide us a single solution

$$[c_{ijk}]_{\text{ref.}} = A(\tilde{C}\tilde{S} \rightarrow c) \begin{bmatrix} \tilde{C}_{lm} \\ \tilde{S}_{lm} \end{bmatrix}$$

which would tell us very little about the family of solutions which are compatible with the observed shape and gravity data. Our alternatives are to work with an overconstrained problem (dim$(i,j,k)<(l_{\text{max}} + 1)^2$) or an underconstrained problem (dim$(i,j,k)>(l_{\text{max}} + 1)^2$). In the overconstrained gravity inversion problem, the number of degrees of freedom in the mass density expansion is smaller than the constrains from the gravity potential data. This does not generate exact solutions, but least square solutions, and we are not going to cover that here (see Snieder & Trampert 1999, for a discussion).

In the underconstrained gravity inversion problem, we have infinite solutions, if any, all with the property of generating exactly the observed gravitational field used as input. This allows us to explore
the space of exact solutions while searching for a subset of solutions which satisfy a given set of assumptions, and in order to proceed, we need to determine an initial reference solution \( [c_{i,j,k}]_{ref} \), and find a set of vectors which form an orthonormal basis of the null space. The reference solution \( [c_{i,j,k}]_{ref} \) can be obtained using the pseudo-inverse matrix. If we have \( b_{ref} = A_{m \times n} x_{ref} \), the pseudo-inverse matrix

\[
A_{m \times n}^d = A_{m \times n}^T (AA^T)^{-1} m \times n
\]

(17)

is such that \( A_{m \times n}^d b_{ref} = \hat{x}_{ref} \) is a solution, in general different from the initial \( x_{ref} \) because of the non-trivial null space.

A real valued rectangular matrix \( A_{m \times n} \) admits a QR decomposition \( A_{m \times n} = Q_{m \times n} R_{n \times n} \), where \( Q \) is square and orthogonal and \( R \) is right triangular (Golub & van Loan 1996). If \( A_{m \times n} \) with \( m < n \) has full row rank = \( m \), then the null space of \( A \) is non-trivial. By decomposing \( A_{m \times n}^d = Q_{m \times n} R_{n \times n} \), we can obtain from the \( Q \) matrix \( m \) columns which are vectors of the orthonormal basis of the range of \( A \), and \( n - m \) columns which are vectors of the orthonormal basis for the kernel of \( A \) (Golub & van Loan 1996). If we denote with \( [u_q] \) the kernel basis vectors, and with \( [c_{i,j,k}]_{ref} \) a reference solution, then any other solution has the form

\[
[c_{i,j,k}] = [c_{i,j,k}]_{ref} + \sum q s_q [u_q].
\]

(18)

where the sum is over \( n - m \) terms, and \( s_q \) are arbitrary factors. By using eq. (18) we can explore the exact solutions space, and Monte Carlo techniques provide some of the most efficient methods (Kirkpatrick et al. 1983; Mossegaard & Tarantola 1995; Sambridge & Mossegaard 2002).

4 APPLICATION

In order to demonstrate this approach, we study the interior structure of a sample body, with an arbitrary exterior shape modeled using the spherical harmonics coefficients in Table 2, which correspond to a shape of total dimensions 158.9 km \( \times \) 113.5 km \( \times \) 87.1 km. This object is assigned a total mass \( M = 1.988692 \times 10^{18} \) kg, and is studied in three different configurations: first assuming that the mass is uniformly distributed (Section 4.1); then assuming that it is composed of three layers (Section 4.2); finally the same layered model but in presence of noise (Section 4.3). In each case, we first compute gravity coefficients using the assumed mass distribution, and then we use the gravity coefficients to try to model the interior structure, using the approach outlined in Section 3 and ignoring what we already know about it. The volume integrals as defined in eq. (12) of the body with shape from spherical harmonics coefficients in Table 2. These integrals are computed using eq. (C18) in the same body-fixed reference frame where the coefficients in Table 2 are defined. Only the non-zero integrals up to degree 4 are included in this table. The normalization radius has been arbitrarily chosen to be \( r_0 = 100 \) km.

| \( i \) | \( j \) | \( k \) | \( \Phi_{ijkl} \) |
|---|---|---|---|
| 0 | 0 | 0 | 0.836411678 |
| 1 | 0 | 0 | 0.068868308 |
| 0 | 0 | 2 | 0.036327037 |
| 2 | 0 | 0 | 0.048925999 |
| 1 | 0 | 2 | 0.113678894 |
| 4 | 0 | 2 | 0.002378213 |
| 1 | 2 | 0 | 0.002275354 |
| 3 | 0 | 0 | 0.032958810 |
| 0 | 0 | 4 | 0.003254146 |
| 0 | 2 | 2 | 0.001596560 |
| 0 | 4 | 0 | 0.006328626 |
| 2 | 2 | 0 | 0.003787446 |
| 2 | 0 | 4 | 0.004178518 |
| 4 | 0 | 0 | 0.036373279 |

Table 2. Spherical harmonics expansion (see eq. (C4)) of the shape of the sample body (see Section 4). All coefficients are normalized and are in km. The coefficients not listed, including all the \( \bar{S}_{lm} \) coefficients, are zero. The total volume is 8.364117 \( \times \) 10\(^{10}\) km\(^3\).

| \( l \) | \( m \) | \( \bar{A}_{lm} \) |
|---|---|---|
| 0 | 0 | 57.0 |
| 1 | 1 | 2.5 |
| 2 | 0 | -6.0 |
| 2 | 2 | 5.0 |
| 3 | 1 | -1.5 |
| 3 | 3 | 2.0 |
| 4 | 2 | -1.0 |
| 4 | 4 | 2.0 |
| 5 | 3 | -0.5 |

Table 3. Volume integrals as defined in eq. (12) of the body with shape from spherical harmonics coefficients in Table 2. These integrals are computed using eq. (C18) in the same body-fixed reference frame where the coefficients in Table 2 are defined. Only the non-zero integrals up to degree 4 are included in this table. The normalization radius has been arbitrarily chosen to be \( r_0 = 100 \) km.

Table 4. Normalized spherical harmonics coefficients of the gravitational potential expansion for the sample body density models described in Section 4, expanded about the origin (body-fixed) or about the centre of mass, which is at \((x, y, z) = (8.235548, 0, 0)\) km for the uniform case, and at \((x, y, z) = (6.849403, 0, 0)\) km for the composite case. Only the non-zero coefficients up to degree 4 are listed, and all the \( \bar{S}_{lm} \) coefficients are zero in this particular example.

| \( l \) | \( m \) | \( \bar{C}_{lm} \) | \( \bar{C}_{lm} \) | \( \bar{C}_{lm} \) | \( \bar{C}_{lm} \) |
|---|---|---|---|---|---|
| 0 | 0 | 1.000000 | 1.000000 | 1.000000 |
| 1 | 1 | 0.047548 | 0.000000 | 0.039545 |
| 2 | 0 | -0.024048 | -0.022531 | -0.22045 |
| 2 | 2 | 0.029984 | 0.027357 | 0.027566 |
| 3 | 1 | 0.007118 | 0.0081801 | -0.06359 |
| 3 | 3 | 0.009336 | 0.003954 | 0.008290 |
| 4 | 0 | 0.004198 | 0.001703 | 0.002240 |
| 4 | 2 | -0.003765 | -0.002545 | -0.003365 |
| 4 | 4 | 0.005196 | 0.003402 | 0.004617 |

In this first case, the body is assumed to have a uniform mass distribution equal to the bulk density value, see Fig. 2(A). If we work...
in the Chebyshev representation of the mass density as described in Appendix B, instead of the plain power series, the relation of eq. (11) becomes

\[ [N_{ij}] = A(c \rightarrow N) [c_{ij, k}] = A(c' \rightarrow N) [c'_{ij, k}], \]

where now the \( c' \) coefficients are in the Chebyshev representation.

As the body is assumed to have a uniform mass density of \( \rho_{\text{bulk}} = M/(r_0^2 \Phi_{00}) = 2.377647 \text{ g cm}^{-3} \), the only coefficient of the density expansion which is non zero is \( c'_{000} = \rho_{\text{bulk}} \) and the total mass of the body is \( M = c'_{000} r_0^2 \Phi_{00} = 1.988692 \times 10^{18} \text{ kg} \), with \( \Phi_{00} \) from Table 3. By using eq. (8) we can obtain the normalized coefficients \( C_{lm} \) and \( \bar{S}_{lm} \), and note that \( C_{11} = 0.047548 \), which indicates that the origin of the reference system used is not at the centre of mass of the body, but is instead offset by \( \Delta_x = \sqrt{3} r_0 \bar{C}_{11} = 8.235548 \text{ km} \) (see Table 1). We can compute the GMol in the translated (barycentric) reference frame using eq. (A1), and the barycentric coefficients for degree 2 (\( N_{ij} = l_{\text{max}} = 2 \)) are

\[
\begin{bmatrix}
C_{00} \\
\bar{C}_{10} \\
\bar{C}_{11} \\
\bar{S}_{11} \\
\bar{C}_{20} \\
\bar{C}_{21} \\
\bar{S}_{21} \\
\bar{C}_{22} \\
\bar{S}_{22}
\end{bmatrix} = A(c' \rightarrow \bar{C} \bar{S})
= \begin{bmatrix}
0 & 1.000000 & 0.000000 & 0.000000 & 0.000000 & 0.022531 & 0.000000 & 0.000000 & 0.027357 & 0.000000
\end{bmatrix}.
\]

The pseudo-inverse of \( A(c' \rightarrow \bar{C} \bar{S}) \) can be computed from eq. (17), and by performing QR decomposition (Section 3) of the transpose matrix \( A^T(c' \rightarrow \bar{C} \bar{S}) \), we can obtain the basis vectors of the null space of the matrix. In this specific case, there is only one basis vector \( u \), and we can write every possible solution as

\[ [c'_{ij, k}] = [c_{ij, k}]_{\text{vec}} + s[u] \]

which can be expanded into

\[
\begin{bmatrix}
c_{000} \\
c_{001} \\
c_{010} \\
c_{011} \\
c_{100} \\
c_{101} \\
c_{110} \\
c_{111} \\
c_{200}
\end{bmatrix} = \rho_{\text{bulk}} + s \rho_{\text{bulk}}
\]

We can now study the solutions of this sample problem. First of all, we see that the initial nominal solution can be recovered for \( s = 0.804494 \). Other solutions are possible, as we show in Fig. 2, but in order to explore them effectively, especially when the number of basis vectors increases at higher degrees, some target functions on the actual mass density values in the body have to be defined. If we look at the actual mass density generated by the solution, we can try to find solutions which satisfy additional constraints that can be imposed. Note how the method described in this manuscript has been free of assumptions up to this point. The target functions are used to break the degeneracy in the solutions, as all solutions reproduce exactly the observed gravitational field used as an input.

Before we proceed with defining target functions, we need to layout the basic required properties of the solution. The solution

**Figure 2.** Longitudinal section of the sample body in the uniform mass distribution case, displaying the mass density distribution for the nominal solution (A), and for other solutions where we varied the number \( D \) of degrees of gravity and mass distribution, the target function \( F \), and the minimum body density \( \rho_L \). The section is in the \( x \) and \( z \) axes at \( y = 0 \) of the body-fixed frame, with units in km, and the density contour lines are at increments of 0.1 g cm\(^{-3}\).
has to be physical, so the minimum mass density has to be greater than zero and not higher than the bulk density, and the difference between minimum and bulk density, multiplied by the body volume, determines the amount of mass which is available to model the interior features of the body. The degree of the expansion is also important: since the number of free parameters in the density distribution grows faster than the number of gravity coefficients for a given fixed degree (Section 3), then using the same degree for density and gravity generates an underconstrained problem which is what we are dealing with here, so that’s a standard choice. This also tends to give comparable spatial resolution in density and gravity.

In order to effectively explore the solutions space, we need to introduce some assumptions about the solution, which can be included or excluded as necessary while exploring the solutions space, and which translate to a scalar which can be used in a minimum-finding algorithm, to determine which are the solutions that best satisfy the assumptions. This approach is similar to what is proposed in Silva et al. (2001). Examples of target functions are:

(i) Density range (DR): this function enforces the given range in density.

(ii) Minimum density range (MINDR): this target function searches for solutions which have a minimum density range, that is, are as close as possible to uniform.

(iii) Maximum density range (MAXDR): similar to the one above, but driving for the largest maximum density range, which typically results in small regions with very high density, and a large part of the body close to the minimum density assumed.

(iv) No local minima (NLM): no local minima of the density are allowed except at the boundary (surface) of the body.

These target functions are typically implemented by sampling the body’s volume with a large number of randomly distributed points. Then the mass density is computed at these points, and combined into a global scalar target function which we want to minimize. For the specific cases listed above, explicit target function examples are

\[ f_{\text{DR}} = \max[0, \rho_L - \min(\rho_k)] + \max[0, \max(\rho_k) - \rho_U] \]  

\[ f_{\text{MINDR}} = \frac{\max(\rho_k) - \min(\rho_k)}{\rho_{\text{bulk}}} \]  

\[ f_{\text{MAXDR}} = \frac{\min(\rho_k) - \max(\rho_k)}{\rho_{\text{bulk}}} \]  

\[ f_{\text{NLM}} = \sum_{k_1 \neq k_2} \max \left[ 0, \frac{\min(\rho_{k_1}, \rho_{k_2}) - \rho_0}{\rho_{\text{bulk}}} \right] \frac{r_0}{\text{dist}(k_1, k_2)} \]  

where \( k, k_1, k_2 \) run over the sample points, and \( \rho_L \) and \( \rho_U \) are the lower and upper hard limits on the mass density. The target function \( f_{\text{NLM}} \) compares the density \( \rho_k \), which is computed at the middle point (half-way) \( b \) between \( k_1 \) and \( k_2 \), with the densities \( \rho_{k_1} \) and \( \rho_{k_2} \), and if the middle density is lower than the two extremes, a positive term (penalty) is included in the sum. Finally, \( \text{dist}(k_1, k_2) \) is the distance between two points. All these functions are positive when their specific assumption is not met, or are zero when the assumption is met, and as such can be considered penalty functions in the context of a global minimum search. When several target functions are combined into a single function, their individual weight needs to be balanced using weighting factors, which allows us to control directly how the minimum search algorithm will try to satisfy different assumptions. One example is that of having the largest weight for the DR function, which enforces the solutions to have densities within the lower and upper hard limits, and then have smaller weight factors for the other functions.

In Fig. 2 we present some solutions for degree 2 and 4, for minimum density values of 2.0 and 2.2 g cm\(^{-3}\), using the target function \( F = \text{DR} + \text{MAXDR} + \text{NLM} \). We note that in all cases where the alternate function \( F = \text{DR} + \text{MINDR} + \text{NLM} \) was used, it always converged to the uniform density solution, and these solutions are not displayed. In Fig. 3, we show the full range of principal inertia moments solutions, obtained using the functions \( F = \text{DR} + \text{MINDR} + \text{NLM} \) and \( F = \text{DR} + \text{MAXDR} + \text{NLM} \) to search for high values and low values, respectively. Note how no solutions other than the nominal one are found for degree 6 or higher.

### 4.2 Composite case

Now we switch our attention to the layered interior structure for the same shape body, such as displayed in Fig. 4. In Appendix B, we describe mass distribution representations which apply to the whole body, and in Appendix C we derive an explicit solution for the integral in eq. (11) for the most common shape model representations. Now we analyse the possibility to combine these two results, to limit a given mass density representation to a given volume within a body, or to model the interface between two density layers. Composite models are also necessary because a polynomial description of the density is not well suited at modelling sharp density discontinuities: it can be done, but it requires a very high degree expansion for the density.

Let us consider a body with several components, each one with specific properties such as total excess mass, shape, position, orientation, and excess density distribution. The total density function

\[ \frac{I_{zz}}{M r_0^2} \]

with values 2.0, 2.1, 2.2, and 2.3 for the bodies A, B, C, and D, respectively.
can then be written from eq. (10) as

$$q(x, y, z) = \sum_\lambda q_\lambda(x, y, z) = \sum_\lambda \sum_{i+j+k=\lambda} c_{ij,\lambda} r_0^{-i-1-j-k} x^i y^j z^k,$$

(27)

where each component $\lambda$ has an excess mass density $q_\lambda$ within the volume $V_\lambda$, and $c_{ij,\lambda}$ are the corresponding coefficients of the power series expansion. Note that the components can overlap, as long as they are fully contained within the body shape. The GMoI depend linearly on the density, so we have:

$$N_{ijk} = \sum_\lambda N_{ijk,\lambda} = \frac{r_0^3}{M} \sum_\lambda \sum_{i+j+k=\lambda} c_{ij,\lambda} \int_{V_\lambda} \frac{x^i y^j z^k \, dV}{r_0^3}.$$

(28)

Note that when combining the GMoI of components with one of the frequently used shape representations considered in Appendix C, translations and rotations as described in Appendix A might be still necessary in order to express all them in the same reference frame. Using this we can compute the gravitational field coefficients of Table 4 which have to be translated in order to be barycentric, similarly to the uniform case.

Once the gravity coefficients are available, we can solve the inverse problem. In Fig. 5 we present some of the solutions obtained for the composite case, for varying gravity and mass density degree, target functions and minimum density value used. The value of the minimum density is chosen to be as high as possible, at steps of 0.1 $\text{g cm}^{-3}$, and is the same for each pair of solutions at the same degree $D$, one using the target function $F = \text{DR} + \text{MINDR} + \text{NLM}$ to show the solutions which is closest to uniform density, one using $F = \text{DR} + \text{MAXDR} + \text{NLM}$ to show the solution with the largest gradient. Note how in this case the MINDR solutions are not allowed to become completely uniform, and their gradient is also forced to increase at increasing degree, thus reducing the principal inertia moment (see Fig. 6).

Composite mass distributions can be used also iteratively during the gravity inversion process. The idea, as sketched in Fig. 1 and also presented more generally in Silva & Barbosa (2006), is to introduce one layer, and then subtract the gravitational field generated by it from the observed global field, and then solve the residual field using the standard polynomial approach presented earlier. The global solution can then be used to provide a feedback for the properties of the layer (shape, position and excess density) in an iterative way, recomputing the gravity generated by the modified layer and solving for the residual gravity. One example of the results which can be obtained using this approach is displayed in Fig. 7, where an ellipsoid of constant density was included in the solution. The solution in the figure used the target function $F = \text{DR} + \text{MINDR} + \text{NLM}$ in order to find solutions which reduce to the minimum the residual gradient, and its principal inertia moment is $I_{zz}/M r_0^2 = 0.178293$.

4.3 Realistic case

In order to investigate the stability of this method in presence of measurement noise, we add realistic noise to the shape model and separately to the gravitational field, using the composite case as the baseline.

For the shape, we introduce small random changes to the spherical harmonics coefficients in order to obtain a rms difference $\sigma_s$ with the nominal shape. Typically the value of $\sigma_s$ depends linearly on the altitude of the mapping orbit and on pixel scales. For the NEAR mission to the near-Earth asteroid 433 Eros, for which radii ranging from 3.1 to 17.7 km (Thomas et al. 2002), a mapping orbit of approximately 35–50 km allowed a shape model with rms error of approximately 35–50 km allowed a shape model with rms error of 3.8 m (Thomas et al. 2002). For our sample body with barycentric radii ranging from approximately 44–80 km, a stable mapping orbit would need to be roughly 100 km or larger, and the shape model resolution $\sigma_s$ should be of the order of 10 m. The shape is then converted to a discrete triangular mesh with 163 842 vertices, which is the typical format for irregular bodies.

For the gravity data, the uncertainty typically follows the empirical curve

$$\sigma_g(l) \simeq \alpha 10^{0.1(l-l_{\text{max}})} \frac{S_{\text{max}}^{\text{ref}}}{2l_{\text{max}} + 1},$$

(29)

where $S_{\text{max}}^{\text{ref}}$ is the power spectrum of the gravity signal at degree $l_{\text{max}}$, the slope coefficient $\beta \simeq 1/3$ for 433 Eros (Miller et al. 2002), and $\alpha \ll 1$ is the maximum relative magnitude of the noise. Here we choose $\alpha = 0.01$, $\beta = 1/3$ and $l_{\text{max}} = 10$ (see Fig. 8).

We find that for the noise levels used here, the shape noise has negligible effects overall, while the gravity noise becomes important at high degree. The solutions obtained in presence of noise are displayed in Fig. 9. The degree 4 solutions appear very close to the corresponding noise-free solutions in Fig. 5, and at this degree the noise is approximately $10^{-6}$ times the gravity signal. Solutions are then found for degree 6 and 8 for a noise level up to approximately $10^{-5}$ times the gravity signal, and appear to resolve increasingly well the central mass concentration, even if the central density exceeds significantly the nominal solution. We were unable to find satisfactory solutions at degree 10, where the noise level is approximately $10^{-2}$ times the gravity signal, and deduce that this approach might be sensitive to noise of the order of one percent of the signal. This threshold value might be specific to the case studied, and so in general it is suggested that solutions are tested at increasing degree in order to monitor accurately the sensitivity to noise. The normalized principal inertia moments at degree 8 is between 0.176658 and 0.182300, thus including the nominal baseline value of 0.178022.
Figure 5. Similar to Fig. 2 but for the composite mass distribution case. Panels (A–F) show different solutions at increasing degree D of gravity and mass distribution, obtained at a minimum body density \( \rho_L \) value as high as possible to find solutions. The left column solutions use MINDR to find solutions as close as possible to uniform density, while the right column solutions use MAXDR to search find large gradients solutions. Note how the high density region emerges as the degree D increases.

Figure 6. Range of principal inertia moment solutions of the sample body in the composite case, and using the same conventions as in Fig. 3. The nominal value of 0.178022 (dashed line) is now contained within the range of solutions, and the overall range of inertia moments generated tends to decrease with increasing degree. Note how the upper end of the range is the same for all \( \rho_L \) values at a given degree. The letters A–F mark the values of the corresponding solutions in Fig. 5. Solutions for \( \rho_L = 2.0 \text{ g cm}^{-3} \) are found only for degree 4 to 8.

Figure 7. Example of composite solution for the composite mass distribution case, see Fig. 4 for the nominal distribution. The ellipsoid has a shape of 35 km \( \times \) 35 km \( \times \) 30 km, an excess density of 0.9 g cm\(^{-3}\), and is offset by –10 km in the x direction. The inclusion of the ellipsoid allows us to find a global solution where the density in the rest of the body is close to uniform.

5 DISCUSSION

The cases studied in Section 4 outline what should be the standard approach when using this method: first, start to search solutions
close to uniform with \( F = DR + MINDR + NLM \), using a minimum density \( \rho_L \) just below the bulk density, and at a low degree (2 or 4). If no satisfactory solutions are found, decrease \( \rho_L \). Then try \( F = DR + MAXDR + NLM \) at the same degree and \( \rho_L \), in order to obtain solutions with a central high density. Then, increase the degree and repeat the process. At some high degree value, the noise will be high enough to affect the inversion process and no additional satisfactory solutions will be found. The solutions obtained can be then interpreted directly, or used to construct layered models of the interior of the body.

Propagating the uncertainty in the input data (gravity, shape) to the set of interior structure solutions can be achieved by solving the gravity inversion problem a large number of times, each time sampling the gravity coefficients from the corresponding covariance matrix, and sampling the shape data within its formal uncertainty. It is possible that the degeneracy in the problem will have a larger effect than the nominal uncertainty in the input data, so a limited number of test cases will be sufficient to determine this.

The gravity inversion method presented has demonstrated a satisfactory behaviour in the sample application of Section 4, and can be complemented in several ways. When additional observational constraints are available, these can be added in the form of extra equations in eq. (13). One such example is the direct observation of a forced precession by the Sun which can be used to infer the principal inertia moment of the planetary body (Ward 1973; Bills 1990, 2005).

**Figure 8.** Rms magnitude of the gravity signal (solid line) and of the injected noise (dashed line) versus the degree of the coefficients, as used in the realistic case.

**Figure 9.** Similar to Fig. 2 but for the realistic case. The degrees \( D = 4, 6, 8 \) are displayed, and the minimum density in all cases is \( 2.0 \text{ g cm}^{-3} \), while the maximum density reaches \( 4.1 \text{ g cm}^{-3} \) in panel F.
The target functions introduced in Section 4 translate assumptions on the solutions into scalar functions which can be used in the Monte Carlo search. While the set of target function presented allows us to perform an initial analysis of the solutions space, it is possible to develop more complex target functions which reflect additional assumptions. Examples include the treatment of the stress tensor associated with a given solution, or computing its level of isostatic compensation. A Bayesian approach could also be attempted. Additionally, we want to stress that every step has been taken in this manuscript to automate the selection of the solutions presented and to minimize a possible selection bias, and the target functions provide an excellent solution to this issue by selecting solutions based on the value of a scalar.

In addition to sampling interior structure solutions using a Monte Carlo approach, an arbitrary density profile can be tested against the solution space by projection. If we have an arbitrary density distribution \([c_{i}^{s}/h_{i}^{s}]_{\text{test}}\), we can project it over the solutions space using

\[
[c_{i}^{s}/h_{i}^{s}]_{\text{proj}} = [c_{i}^{s}/h_{i}^{s}]_{\text{ref}} + \sum_{q} s_{q} [u_{q}] 
\]

where \([c_{i}^{s}/h_{i}^{s}]_{\text{proj}} - [c_{i}^{s}/h_{i}^{s}]_{\text{ref}}\) is the scalar product between the two vectors. In the case of a composite solution, we first need to subtract for the gravity of the constant components, and then solve for the residual gravitational coefficients to obtain a residual reference solution. An example of a composite solution was provided in Fig. 7, where an ellipsoid with uniform density was included in the solution, and then an exact global solution was obtained on the residual gravity.

Working with layers with variable characteristics is possible, and a spherical harmonics representation of the surface (see Appendix Section C2) can prove very flexible in this context, but the GMoI are not linear in \(A_{l0} e B_{l0}\), see eq. (C18), so the shape cannot be found directly by linear inversion. This issue can be resolved in several ways, including iterative methods, where initial values for the shape coefficients \(A_{l0} e B_{l0}\) and for the excess density are guessed, then the gravity generated by this layer is computed, and the model is finally solved using the standard method presented here. This global solution can then be used to provide a feedback on the parameters of the layer (see Fig. 1), to modify them and then repeat the same steps with the updated layer parameters. An alternative independent approach is also provided by spectral methods (Parker 1973, 1977; Wieczorek & Phillips 1998), where a candidate solution can be used as input in either an iteration or a projection scheme.

The results in Appendix Section C2 allow us to derive the inertial and gravitational properties of a body with arbitrary mass density distribution and with an exterior shape described using spherical harmonics, improving over Balmino (1994) where similar results were obtained for homogeneous bodies only.

6 CONCLUSIONS

We have combined several analytical tools to obtain a gravity inversion method which generates exact solutions for a planetary body with a given shape, rotation, and gravity. Orthogonal polynomials are used to expand the mass density function within the body, and this allows us to obtain a linear map between density and global gravity. This map is then pseudo-inverted in the underconstrained regime, and QR decomposition provides a basis of the non-trivial null space of all the degenerate interior solutions which produce the observed gravity. In order to break degeneracy, assumptions are introduced, which can be transformed into scalar target functions on the mass density distribution, and a Monte Carlo approach can be used to explore the solutions space while minimizing these functions, to satisfy the corresponding assumptions. Layers can also be included in the model, with shape and density which can be modified iteratively.

Sample applications show that as long as the assumptions are correct, the solutions generated tend to converge towards the nominal interior structure of a planetary body. This is confirmed by an inspection of the sections of the sample body, and also by monitoring the range of principal inertia moments generated by the solutions. Solutions are stable in presence of moderate noise, but this can limit the highest degree which produces satisfactory solutions.

The mathematical formalism is presented in great detail, and the material in the Appendix sections should make this approach immediately applicable to a wide range of problems.
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APPENDIX A: TRANSFORMATIONS OF THE GENERALIZED MOMENTS OF INERTIA

Under translation of the coordinates from \((x, y, z)\) to \((x', y', z') = (x - \Delta_x, y - \Delta_y, z - \Delta_z)\), we have that the GMol as defined in eq. (11) transform as:

\[
N'_{ijk} = \frac{r_0^i}{M} \sum_{i+j+k=N_0} c_{ij,k} \int_{\mathcal{V}} \frac{(x - \Delta_x)^i(y - \Delta_y)^j(z - \Delta_z)^k x^i y^j z^k dV}{r_0^{i+j+k}}
\]

\[
= \frac{r_0^i}{M} \sum_{i+j+k=N_0} c_{ij,k} \sum_{i+j+k=N_0} \sum_{i+j+k=N_0} \left( -\frac{1}{h_i h_j h_k} \right) \frac{\Delta^h \Delta^j \Delta^k}{r_0^{h_i+j_j+k_k}} \int_{\mathcal{V}} x^i y^j z^k dV
\]

\[
= \sum_{i+j+k=N_0} \sum_{i+j+k=N_0} \left( -\frac{1}{h_i h_j h_k} \right) \frac{\Delta^h \Delta^j \Delta^k}{r_0^{h_i+j_j+k_k}} N_{i-j-k-}.
\]

(A1)
The transformation relation for rotations can also be obtained in a similar fashion. If \( m_{ij} \) are the elements of the matrix \( M \) transforming \((x, y, z)\) to \((x', y', z')\), then we have

\[
N_{ijk} = \frac{r_0^3}{M} \sum_{i,j,k=0} c'_{i,j,k} \int \frac{(m_{11}x + m_{12}y + m_{13}z)^i(m_{21}x + m_{22}y + m_{23}z)^j(m_{31}x + m_{32}y + m_{33}z)^k}{r_0^{i+j+k}} \, dV
\]

\[
= \frac{r_0^3}{M} \sum_{i,j,k=0} c'_{i,j,k} \sum_{s_1+s_2+s_3=i} \sum_{s_2+s_3+j} \sum_{s_1+s_2+j} \frac{i! j! k!}{s_1! s_2! s_3! s_2! s_3! s_3!} \prod_{p,q=1} m_{pq}^{s_{pq}} \int \frac{dV}{r_0^{i+j+k}}
\]

\[
= \sum_{s_1+s_2+s_3=i} \sum_{s_2+s_3+j} \sum_{s_1+s_2+j} \frac{i! j! k!}{s_1! s_2! s_3! s_2! s_3! s_3!} \prod_{p,q=1} m_{pq}^{s_{pq}} N_{i,s_{pq}+j,s_{pq}+k,s_{pq}}(A2)
\]

APPENDIX B: MASS DENSITY REPRESENTATION

The particular choice of orthogonal polynomials \( P_{w_1w_2}(x,y,z) \) used as a basis for the expansion of the mass density function (see eq. 10) determines the explicit expression of the GMoI. In the trivial case of a power series expansion, the polynomials are identically \( P_{w_1w_2}(x,y,z) = 1 \) for all \( w_1, w_2 \ldots \), and the expressions for eqs (10) and (11) are unchanged.

If we consider instead the Chebyshev polynomials for a basis, we have

\[
\rho(x, y, z) = \sum_{i,j,k=0} c'_{i,j,k} T_i(x/r_0) T_j(y/r_0) T_k(z/r_0),
\]

(B1)

where \( T_n(x) \) are Chebyshev polynomials of the first kind of degree \( n \). Chebyshev polynomials are defined by the recurrence relation \( T_0(x) = 1 \) and \( T_1(x) = x \), and if we express this as \( T_n(x) = \sum_{m=0}^n t(n, m)x^m \) we can obtain the following recursive relation for the coefficient \( t(n, m) \),

\[
t(n, m) = 2(t(n - 1, m - 1) - t(n - 2, m)),
\]

(B2)

where \( 0 \leq m \leq n \) and the first terms are \( t(0, 0) = 1, t(1, 0) = 0, t(1, 1) = 1 \). The corresponding expression for the mass density function is then

\[
\rho(x, y, z) = \sum_{i,j,k=0} \sum_{s_1=0}^i \sum_{s_2=0}^j \sum_{s_3=0}^k c'_{i,j,k} t(i, j, s_1, s_2, s_3) \frac{x^i y^j z^k}{r_0^{i+j+k}}
\]

(B3)

\[
c'_{i,j,k} = \sum_{i_0} \sum_{j_0} \sum_{k_0} c_{i_0,j_0,k_0} t(i_0, j_0, s_1, s_2, s_3) t(k_0, s_1)
\]

(B4)

which can be used directly in eq. (11). Explicit expressions for different choices of orthogonal polynomials can be obtained in a similar fashion.

APPENDIX C: SHAPE MODEL REPRESENTATION

The computation of the GMoI using eq. (11) depends on the volume integral in eq. (12)

\[
\Phi_{i+\mu, j+\nu, k+\kappa}(r_0, V) = \int \frac{x^{i+\mu} y^{j+\nu} z^{k+\kappa}}{r_0^{i+j+k+\mu+\nu+\kappa}} \, dV
\]

(C1)

over the body volume. In this section we solve this volume integral when the shape of the body is provided in one of several common representations.
C1 Triaxial ellipsoid

The triaxial ellipsoid is one of the simplest regular shape to approximate natural bodies. The GMt of an uniform ellipsoid with semi-axes $a$, $b$, $c$ is (Tricarico 2008)

$$
N_{ijk} = \frac{\alpha^j b^i c^k}{r_0^{i+j+k}} \prod_{p=1}^{i/2} (2p - 1) \prod_{q=1}^{j/2} (2q - 1) \prod_{s=1}^{k/2} (2s - 1) \frac{3}{4\pi r_0^{i+j+k}} \frac{\alpha^j b^i c^k}{r_0^{i+j+k}} \prod_{u=1}^{(i+j+k)/2+2} (2u - 1) \Gamma \left( \frac{i}{2} \right) \Gamma \left( \frac{j}{2} \right) \Gamma \left( \frac{k}{2} \right)$$

(C2)

if $i, j, k$ are even, and is zero otherwise. This can be expanded to obtain the integral

$$
\int_{\Omega} \hat{Y}_{i+1}^{i+j+k} \frac{dV}{r_0} = \frac{\alpha^j b^i c^k}{r_0^{i+j+k}} \prod_{u=1}^{(i+j+k)/2+2} (2u - 1) \Gamma \left( \frac{i}{2} \right) \Gamma \left( \frac{j}{2} \right) \Gamma \left( \frac{k}{2} \right)
$$

(C3)

if $i + j + k, k$ are even, and is zero otherwise.

C2 Spherical harmonics

A square-integrable scalar function $r(\theta, \phi)$ describing the surface of a planetary body can be expanded using the spherical harmonics orthogonal basis to obtain:

$$
r(\theta, \phi) = \sum_{l=0}^{l_{\text{max}}} \sum_{m=-l}^{l} [A_{lm} \cos(m\phi) + B_{lm} \sin(m\phi)] P_{lm}[\cos(\theta)].
$$

(C4)

where $r, \theta$ and $\phi$ are the spherical coordinates radius, colatitude and longitude, respectively, and $A_{lm}, B_{lm}$ are the coefficients of the expansion. The full spherical harmonics $Y_{lm}$ have already been converted in eq. (C4) using $Y_{lm} = P_{lm} \cos(m\phi)$ for $m \geq 0$ and $Y_{lm} = P_{lm} \sin(m\phi)$ for $m < 0$, with the normalized associated Legendre functions $P_{lm}(x) = P_{lm}(x)/N_{lm}$. When the shape $r(\theta, \phi)$ is an observed quantity, the coefficients of the spherical harmonics expansion can be obtained with the integrals (Yoder 1995)

$$
A_{lm} = \frac{1}{4\pi N_{lm}} \int_{\Omega} r(\theta, \phi) P_{lm}[\cos(\theta)] \cos(m\phi) d\Omega
$$

(C5)

$$
B_{lm} = \frac{1}{4\pi N_{lm}} \int_{\Omega} r(\theta, \phi) P_{lm}[\cos(\theta)] \sin(m\phi) d\Omega
$$

(C6)

with $N_{lm}$ from eq. (5). This can be verified using

$$
\int_{-1}^{1} P_{lm}(x) P_{l'n}(x) dx = \frac{2}{(2l+1)(2l'-1)} \delta_{ll'}
$$

(C7)

and

$$
\int_{0}^{2\pi} \cos(m\phi) \cos(m'\phi) d\phi = \frac{2\pi}{(2 - \delta_{mm})} \delta_{mm'}
$$

(C8)

$$
\int_{0}^{2\pi} \sin(m\phi) \sin(m'\phi) d\phi = \frac{2\pi}{(2 - \delta_{mm})} \delta_{mm'}
$$

(C9)

also confirming indirectly the fact that we are using the so called ‘geodesy’ or ‘4\pi’ normalization (Wieczorek 2007):

$$
\int_{\Omega} Y_{lm}(\Omega) Y_{l'n}(\Omega) d\Omega = 4\pi \delta_{ll'} \delta_{mm'}.
$$

(C10)

Additionally, we note that the coefficients of the expansion are typically provided in their normalized form $\{\hat{A}_{lm}, \hat{B}_{lm}\} = N_{lm}\{A_{lm}, B_{lm}\}$. This has the advantage of dealing with coefficients with comparable magnitude.

In the remainder of this section we will use powers of the radius function $r(\theta, \phi)$ and the treatment is greatly simplified if we can first expand $r(\theta, \phi)$ as follows:

$$
r(\theta, \phi) = \sum_{l=0}^{l_{\text{max}}} \sum_{m=-l}^{l} A_{lm} \cos(m\phi) P_{lm}[\cos(\theta)] + \sum_{l=0}^{l_{\text{max}}} \sum_{m=-l}^{l} B_{lm} \sin(m\phi) P_{lm}[\cos(\theta)]
$$

$$
= \sum_{l=0}^{l_{\text{max}}} \sum_{m=0}^{[m/2]} (-1)^{m/2} \frac{m}{2\nu} \cos^{m-2\nu}(\phi) \sin^{2\nu}(\phi) \sum_{\nu=0}^{l/2} \binom{l/2}{\nu} \frac{2\nu}{2\nu} \Gamma \left( \frac{l}{2} - 2\nu \right) \Gamma \left( \frac{l}{2} \right) \Gamma \left( l - 2\nu + 1 \right) \nu \cos^{l-2\nu}(\theta)
$$
\[ P_{\text{tricarico}} \]

\[ + \sum_{l=0}^{l_{\max}} \sum_{m=0}^{[m-1/2]} \sum_{\nu=0}^{l/2} \left( 1 - \nu \right) \cos^{m-\nu-1} \cos^\nu \cos^\nu \sin^\nu \sin^\nu = \sum_{l=0}^{l_{\max}} \sum_{m=0}^{[m-1/2]} \sum_{\nu=0}^{l/2} \left( 1 - \nu \right) \cos^{m-\nu-1} \cos^\nu \cos^\nu \sin^\nu \sin^\nu \]

\[ = \sum_{l=0}^{l_{\max}} \sum_{m=0}^{[m-1/2]} \sum_{\nu=0}^{l/2} A_{lm} B_{lm} (-1)^{\nu+1} \cos^{2l+2u} \cos^\nu \cos^\nu \sin^\nu \sin^\nu \]

\[ = \sum_{l=0}^{l_{\max}} \sum_{m=0}^{[m-1/2]} \sum_{\nu=0}^{l/2} A_{lm} B_{lm} Q_{\text{tricarico}} \cos^{2l+2u} \cos^\nu \cos^\nu \sin^\nu \sin^\nu . \]

\[ (C11) \]

where the sum over \( \tau \) is introduced to have a single expansion for both \( A_{lm} \) and \( B_{lm} \) terms, and we have used

\[ \cos(m\phi) = \sum_{\nu=0}^{[m/2]} (-1)^\nu \cos^{m-2\nu} \cos^\nu \phi \]

\[ (C12) \]

and

\[ \sin(m\phi) = \sum_{\nu=0}^{[m-1/2]} (-1)^\nu \cos^{m-\nu-1} \cos^\nu \phi \]

\[ (C13) \]

and

\[ P_{\text{tricarico}}(\cos(\theta)) = 2^{-i} \sin^\nu(\theta) \sum_{\nu=0}^{l/2} \left( 1 - \nu \right) \cos^\nu \cos^\nu \sin^\nu \sin^\nu \]

\[ (C14) \]

where the notation \([a]\) represents the floor of \( a \), and \((a)_m\) is the Pochhammer function of \( a \). Note that the term \((-1)^\nu\), used by some authors, is missing in eq. (C14). The coefficient \( Q_{\text{tricarico}} \) is defined as:

\[ Q_{\text{tricarico}} = (-1)^{\nu+1} \cos^{2l+2u} \cos^\nu \cos^\nu \sin^\nu \sin^\nu . \]

\[ (C15) \]

Now we use eq. (C11) to compute

\[ \left[ \sum_{k=1}^{m} a_k \right]^n = \sum_{k_1+k_2+\ldots+k_n=m} \left[ \prod_{k=1}^{n} a_k \right]^n . \]

\[ (C17) \]

Working in spherical coordinates, we can now compute the volume integral

\[ \int_V \frac{r^l \sin^l(\theta) \sin^i(\phi) \cos^{i+j+k}}{r_0 \sin(\theta) \sin^i(\phi) \cos^{i+j+k}} dV \]

\[ = \frac{1}{N_r} \int_0^{2\pi} \cos^{i+n}(\phi) \sin^{i+n}(\phi) \cos^{i+j+k}(\theta) \sin^{i+j+k}(\phi) \sin^{i+j+k}(\phi) d\theta d\phi \]

\[ = \frac{1}{N_r} \int_0^{2\pi} \sum_{\nu=0}^{[i+n]} \sum_{\mu=0}^{[i+j+k]} \sum_{\nu=0}^{[i+j+k]} N_r ! q^{(i+n)}(\nu) q^{(j+k)}(\mu) \cos^{2l+i+j+k}(\theta) \sin^{2l+i+j+k}(\phi) d\theta d\phi \]

\[ \times \frac{1}{N_r} \int_0^{2\pi} \sum_{\mu=0}^{[i+j+k]} \sum_{\nu=0}^{[i+j+k]} \sum_{\nu=0}^{[i+j+k]} N_r ! q^{(i+j+k)}(\nu) q^{(i+j+k)}(\mu) \cos^{2l+i+j+k}(\theta) \sin^{2l+i+j+k}(\phi) \sin^{i+j+k}(\phi) d\theta d\phi \]

\[ \times \frac{1}{N_r} \int_0^{2\pi} \sum_{\nu=0}^{[i+j+k]} \sum_{\nu=0}^{[i+j+k]} N_r ! q^{(i+j+k)}(\nu) q^{(i+j+k)}(\mu) \cos^{2l+i+j+k}(\theta) \sin^{2l+i+j+k}(\phi) \sin^{i+j+k}(\phi) \sin^{i+j+k}(\phi) d\theta d\phi \]

\[ \times \frac{1}{N_r} \sum_{\mu=0}^{[i+j+k]} \sum_{\nu=0}^{[i+j+k]} N_r ! q^{(i+j+k)}(\nu) q^{(i+j+k)}(\mu) \cos^{2l+i+j+k}(\theta) \sin^{2l+i+j+k}(\phi) \sin^{i+j+k}(\phi) \sin^{i+j+k}(\phi) d\theta d\phi \]

\[ (C18) \]
where \( N_r = i + \hat{i} + j + \hat{j} + k + \hat{k} + 3 \), and the use of eq. (C16) allows us to separate of the two integrals in \( d\phi \) and \( d\theta \), which are now in the form \( \int_0^{\pi} \cos'(x) \sin'(x) \, dx \) with solution

\[
\int_0^{\pi} \cos'(x) \sin'(x) \, dx = T_{csk} \frac{\Gamma \left( \frac{c+1}{2} \right) \Gamma \left( \frac{s+1}{2} \right)}{\Gamma \left( \frac{c+s+2}{2} \right)}
\]

(C19)

where \( c, s, k \) are natural numbers including zero, and the factor \( T_{csk} \) is given by the following table:

| c  | s  | k  | \( T_{csk} \) |
|----|----|----|--------------|
| even| even| any| \( k \)       |
| even| odd| odd| 1            |
| even| odd| even| 0           |
| odd | any| any| 0            |

By using eq. (C18) we can now compute the GMol of a body with arbitrary shape described using spherical harmonics, and arbitrary mass density distribution. Note how the terms \( i, j, k \) in eq. (C18) appear explicitly only in the two integrals, which makes it possible to parallelize the computation of the volume integral over all terms with constant \( N_r \).

We note that a similar derivation was used in Balmino (1994) in the context of obtaining the gravitational field of a homogeneous body, while our method allows to model bodies with arbitrary mass density distribution.

### C3 Latitude–longitude grid

This is a sub-case of the more generic triangular mesh case described in Appendix Section C4, as the points in the latitude–longitude grid can be grouped appropriately in sets of three nearby points.

### C4 Triangular mesh

Polyhedral shapes have been used frequently to model planetary bodies with irregular shapes, and to describe the interface between two layers or components (Barnett 1976; Richardson & MacInnes 1989; Werner & Scheeres 1997; Scheeres et al. 2000; Hikida & Wieczorek 2007). When the shape of a body is modelled using a triangular mesh, the computation of the volume integral can be reduced to a sum over each simplex, where a simplex in 3-D space is a tetrahedron with three vertices on the surface and one at the origin. Approximate quadrature formulae exist, see Grundmann & Moller (1978) which provide distinct quadrature rules for polynomials up to a given degree. More recently, Lasserre & Avrachenkov (2001) have derived the general exact formulas, where the function is evaluated only at the vertices of the simplices. We refer the reader to these two articles for the implementation details.