Do we need non-ideal magnetohydrodynamics to model protostellar discs?
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ABSTRACT

We investigate and discuss protostellar discs in terms of where the various non-ideal magnetohydrodynamics (MHD) processes are important. We find that the traditional picture of a magnetised disc (where Ohmic resistivity is dominant near the mid-plane, surrounded by a region dominated by the Hall effect, with the remainder of the disc dominated by ambipolar diffusion) is a great oversimplification. In simple parameterised discs, we find that the Hall effect is typically the dominant term throughout the majority of the disc. More importantly, we find that in much of our parameterised discs, at least two non-ideal processes have coefficients within a factor of 10 of one another, indicating that both are important and that naming a dominant term underplays the importance of the other terms. Discs that were self-consistently formed in our previous studies are also dominated by the Hall effect, and the ratio of ambipolar diffusion and Hall coefficients is typically less than 10, suggesting that both terms are equally important and listing a dominant term is misleading. These conclusions become more robust once the magnetic field geometry is taken into account. In agreement with the literature we review, we conclude that non-ideal MHD processes are important for the formation and evolution of protostellar discs. Ignoring any of the non-ideal processes, especially ambipolar diffusion and the Hall effect, yields an incorrect description of disc evolution.
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1 INTRODUCTION

Protostellar discs are interesting and important objects, most notably since they are where planets form. They are incredibly complex and often highly structured objects, and are host to many components and processes: gas, dust, chemical processes, radiative processes and non-ideal magnetohydrodynamic (MHD) processes.

Many theoretical studies have shown the effect that some or all of the non-ideal MHD effects have on star formation and the subsequent formation of discs, and many additional studies have discussed non-ideal MHD in terms of the evolution of the disc itself. All of these studies conclude that non-ideal MHD affects the system and thus demonstrate its necessity. Despite this, a complete description of non-ideal MHD is still frequently neglected throughout the literature when discussing star and disc formation and disc evolution.

In this paper, we discuss non-ideal MHD with the aim of reinforcing its necessity in protostellar disc simulations (formation and evolution). We start in Section 2 with a review of the observational motivation and the theoretical work to date. In Section 3, we discuss the non-ideal MHD coefficients and relative importance in an idealised, parameterised disc; this allows us to investigate the validity of the traditional picture of where the non-ideal effects are important (see Fig. 1 and associated text below). We further discuss the complexity of the geometry of the non-ideal processes and show that a direct comparison of the non-ideal coefficients must be treated with caution. In Section 4, we show and discuss the magnetic field structure and the relative importance of the non-ideal terms in discs that were self-consistently formed in our previous studies (Wurster et al. 2018c, 2019). In Section 5, we discuss the implications of these results on the long term evolution of the disc, and we conclude in Section 6. In Appendix A, we introduce version 2.1 of the NICIL library.

2 REVIEW OF PREVIOUS STUDIES

2.1 Observational Motivation

Over the past few years, there has been a plethora of surveys aimed at observing protostellar discs (e.g. Cox et al. 2015; Tobin et al. 2015; Pascucci et al. 2016; Barenfeld et al. 2016, 2017; Ansdell et al. 2016, 2017, 2018; Tazzari et al. 2017; Tychoniec et al. 2018; Andrews et al. 2018; Eisner et al. 2018; Sadavoy et al. 2018; Andersen et al. 2019; Loomis et al. 2020; Tobin et al. 2020; Villenave et al. 2020), with considerable focus on the dust components. Trends have been discovered (e.g. the relationship between the size of the dust disc and their millimetre luminosity), however, these trends vary between regions as do the dust discs sizes themselves (e.g. Ansdell et al. 2016; Hendler et al. 2020). Therefore, discs and disc properties appear to be dependent on their host environment.

In the interstellar medium (ISM), the gas-to-dust ratio is \(\sim 0.01\) (Bohlin et al. 1978) where the dust size distribution can be modelled using an MRN (Mathis, Rumpl & Nordsieck) power-law with an exponent of \(\sim 3.5\) (Mathis et al. 1977). However, this approximation translates poorly to protostellar discs (e.g. Pinte et al. 2016; Ansdell et al. 2016; Birnstiel et al. 2018), indicating a departure between
ISM and disc properties. In their survey of discs in Lupus, Ansdell et al. (2016) found that the dust-to-gas ratios varied from ~0.005 to ~0.5 throughout their sample with no clustering around any specific value.

The dust-to-gas ratio is also a function of position within the disc since the dust tends to settle to the mid-plane (e.g. Pinte et al. 2008; Kwon et al. 2011, 2015; Pinte et al. 2016; Birnstiel et al. 2018; Huang et al. 2018; Lee et al. 2018b), although this settling can be counteracted by stirring mechanisms (e.g. Garak & Lin 2004; Dullemond & Dominik 2005; Fromang & Papaloizou 2006). In their detailed study of HL Tau, Pinte et al. (2016) showed that the dust settling – and even the dust structure – is not consistent throughout the disc. The ratio of the gas and dust disc scale heights varies largely throughout the disc, and there are more large grains in the inner disc than the outer disc; this is either due to faster grain growth in the inner disc or to more efficient inwards migration of the larger dust grains. As a result, an MRN slope of −4.5 is required to fit the dust profile in the outer disc, while the fiducial slope of −3.5 fits the dust in the inner disc.

Dust has been suggested as a tracer of magnetic fields (e.g. Lazarian 2007); specifically, grains will align with the magnetic field, thus the polarisation vector will be 90° to the magnetic field vector. While the typical ‘hour-glass’ magnetic field structure has been inferred on large scales (e.g. Girart et al. 2006; Hull et al. 2014; Stephens et al. 2013; Maury et al. 2018; Kwon et al. 2019), the magnetic structure within the disc is less well-known. In HL Tau, Stephens et al. (2014) concluded that the vertical component of the magnetic field could not be the dominant component. Although a toroidal field was a better fit to the data, there was still a high degree of uncertainty, especially in the outer disc. Similarly, Rao et al. (2014) and Segura-Cox et al. (2015) suggested toroidal fields reasonably fit the discs in IRAS 16293-2422 B and L1527, respectively. Radial components of the magnetic field are typically not considered when modelling the dust profile since it is expected that this component will be sheared into the toroidal component on a timescale due to differential rotation (e.g. Stephens et al. 2014).

Unfortunately, magnetic fields are not the only process to cause the polarisation of dust (e.g. Kataoka et al. 2015, 2017). It is likely that the polarisation of small dust grains is caused by radiation fields rather than magnetic fields (e.g. Tazaki et al. 2017). Therefore, determining the structure of magnetic fields in discs is challenging, since polarisation at many wavelengths is consistent with self-scattering (e.g. Stephens et al. 2017; Lee et al. 2018a; Harris et al. 2018); while this may rule out certain magnetic field configurations for various discs (both vertical and toroidal configurations), it cannot conclusively confirm the remaining possibilities. Therefore, further observational work is required to better understand the magnetic field structure in protostellar discs.

2.2 Theoretical background

From the observations, it is clear that gas, dust and magnetic fields are important when modelling protostellar discs (and their formation). The discs are ionised by cosmic rays (e.g. Spitzer & Tomsak 1968; Umebayashi & Nakano 1981), UV and X-rays from the host star (e.g. Igea & Glassgold 1999; Turner & Sano 2008; Gorti & Hollenbach 2009) and radio-nuclide decay (e.g. Umebayashi & Nakano 2009; Zhao et al. 2018a). Realistically, these processes do not ionise the disc evenly since the ionising particles are attenuated as they pass through the gas towards the disc mid-plane. As the ionisation fraction is reduced, the coupling between the gas and the magnetic fields weakens. In the mid-plane where the ionising particles may not reach, the coupling between the gas and magnetic field may be removed altogether, leading to the formation of a ‘dead’ zone where there is negligible magnetic activity (Gammie 1996; Wardle 1997).

In discs, it is not just gas that can become ionised; dust grains can absorb electrons and ions to suppress the coupling of the magnetic field to the gas, where their ability to do this depends on their size, with smaller grains better reducing the coupling between the gas and the magnetic field (Wardle 2007; Bai 2011). Thus, grain dynamics (distribution, kinematics, growth and destruction) are very important in determining the ionisation fraction throughout a disc (e.g. Bai 2011; Marchand et al. 2016; Wurster 2016; Zhao et al. 2016, 2018b; Tsukamoto et al. 2020).

In partially ionised discs, non-ideal MHD processes become important to account for the interaction between the charged particles (ions, electrons and grains), the neutral gas and the magnetic field. The three processes important for disc formation and evolution are Ohmic resistivity, ambipolar diffusion (ion-neutral drift) and the Hall effect (ion-electron drift); while the first two processes diffuse the magnetic field, the Hall effect is a dispersive term that evolves the magnetic field vector (e.g. Wardle 2004). Each process represents a different coupling of the charged particles with the magnetic field, thus it is reasonable to assume that each processes is dominant in a different regime of the magnetic field strength-density phase space (e.g. Wardle 2007). In terms of protostellar discs, the traditional picture is that Ohmic resistivity is dominant in the mid-plane near the star, ambipolar diffusion is dominant near the surface and in outer disc, and the Hall effect is dominant between these two regions (e.g. Desch & Mouschovias 2001; Wardle 2004, 2007; Bai 2014, 2015, 2017; Simon et al. 2018), as shown in the cartoon sketch in Fig. 1.

There has been considerable research into these terms with respect to protostellar discs, including analytical/semi-analytical studies (e.g. Wardle 2004; Braiding & Wardle 2012a,b), shearing-box simulations (e.g. Sano & Stone 2002b; Lesur et al. 2014; Bai 2015; Riols & Lesur 2018), 2D simulations (e.g. Krasnopolsky et al. 2011; Li et al. 2011; Zhao et al. 2016, 2020; Bai 2017; Simon et al. 2018; Wang et al. 2019), and 3D disc formation simulations (e.g. Tsukamoto et al. 2015; Wurster et al. 2016, 2018c; Zhao et al. 2018a; Vaytet et al. 2018). The results from all of these studies indicate that the sketch in Fig. 1 is a great oversimplification.

In discs, Ohmic resistivity is often claimed to be unimportant, and some parameter studies neglect it altogether (e.g. Bai 2011; Li et al. 2011; Zhao et al. 2016). This is justified since its effect is much weaker than the Hall effect and ambipolar diffusion, and
given the traditional view of the disc, the region where Ohmic resistivity should be important coincides with the dead zone. However, Lesur et al. (2014) concluded that the strength of Ohmic resistivity was comparable to the other terms in the inner disc and could not be ignored. Therefore, the relevance of Ohmic resistivity may be dependent on the properties of the disc itself.

Ambipolar diffusion dissipates the magnetic field in the regime with low density and strong magnetic fields; this is traditionally the outer disc and surrounding environment. Therefore, it is expected that ambipolar diffusion is more important in the disc formation rather than the disc evolution phase (e.g. Mellon & Li 2009; Li et al. 2011; Hennebelle et al. 2016). This conclusion is dependent on grain population, since at these lower densities, removing the smaller grains increases the effect of ambipolar diffusion (Zhao et al. 2016, 2018b; Tsukamoto et al. 2020). Assuming $B \propto \rho^{1/2}$ (where $B$ is the magnetic field strength and $\rho$ is the gas density), Zhao et al. (2018b) find that removing the small grains at all densities increases the effect of ambipolar diffusion. However, at high densities and weak magnetic fields, Tsukamoto et al. (2020) find that removing small grains decreases the effect of ambipolar diffusion. Therefore, the importance of ambipolar diffusion is dependent on all the environmental properties, especially density, grain populations and magnetic field strength.

The Hall effect has been increasingly studied over the past several years in connection with formation and evolution of protostellar discs. Given its vector evolution of the magnetic field, the Hall effect directly affects the angular momentum budget in a disc. Due to this vector evolution, the relative angle $\theta$ between the magnetic field vector and the rotation vector of the disc becomes important. Moreover, the sign of the Hall coefficient can be either positive or negative, depending on local microphysics (for a study on where this parameterisation it similar to that commonly found in the literature.

The density profile of the disc is (e.g. Pringle 1981)

$$\rho(r, z) = \rho_0 \left(\frac{r}{r_{in}}\right)^{-p} \exp\left(\frac{-z^2}{2H^2(r)}\right),$$

where $r_{in}$ is the inner edge of the disc, $\rho_0$ is the density at $r = r_{in}$, and $H(r) = c_s(r)/\Omega(r)$ is the scale height. The rotation is given by $\Omega = \sqrt{GM_*/r^3}$, where $M_*$ is the mass of the central star, and the sound speed is $c_s = c_{s, in}(r/r_{in})^{-\beta}$ (Dipierro et al. 2015). For this study, we set $r_{in} = 1$ au, $\rho_0 = 10^{-9}$ g cm$^{-3}$, $M_* = 0.8M_\odot$, $c_{s, in} = 2 \times 10^6$ cm s$^{-1}$, $p = 3/2$ and $q = 1/4$. Although $c_{s, in}$ may seem high, the resulting profile approximately matches the temperature in the newly formed disc presented in Section 4.1.

It is commonly assumed that the magnetic field strength scales as $B \propto \rho^{1/2}$ (e.g. Myers & Goodman 1988; Wardle 2007; Li et al. 2011; Zhao et al. 2018b), however a shallower relationship of $B \propto \rho^{1/4}$ may be more reasonable at higher densities (e.g. Wardle & Ng 1999); an analysis of the magnetic field strength in the discs in Wurster et al. (2019) agrees with this shallow slope, thus our parametrised magnetic field strength is given by

$$B = B_0 \left(\frac{\rho}{\rho_0}\right)^{1/4},$$

where we test $B_0 = 0.001, 0.01, 0.1$ and 1 G.

Despite the complex dust structure discussed in Section 2, we assume a constant dust-to-gas ratio of 0.01 and simplified grain populations. Although not realistic, these assumptions are typically used in disc formation simulations where the dust is only required for the "revive" dead zones. In general, it has been found that the Hall effect is important over a wide range of conditions, and can often be the dominant term or at least comparable to the strength of ambipolar diffusion in a large portion of the disc (e.g. Li et al. 2011; Wardle 2004, 2007; Bai 2014, 2015). Even when its value is smaller compared to Ohmic resistivity or ambipolar diffusion, its effect is very evident (Braiding & Wardle 2012b).

### 3 STRUCTURE OF IDEALISED DISCS

To better understand where the various non-ideal effects are important in a disc, we first consider an idealised disc. For simplicity, we consider a 2D slice of a disc assuming azimuthal symmetry, and parameterise it similar to that commonly found in the literature.

The density profile of the disc is (e.g. Pringle 1981)

$$\rho(r, z) = \rho_0 \left(\frac{r}{r_{in}}\right)^{-p} \exp\left(\frac{-z^2}{2H^2(r)}\right),$$

where $r_{in}$ is the inner edge of the disc, $\rho_0$ is the density at $r = r_{in}$, and $H(r) = c_s(r)/\Omega(r)$ is the scale height. The rotation is given by $\Omega = \sqrt{GM_*/r^3}$, where $M_*$ is the mass of the central star, and the sound speed is $c_s = c_{s, in}(r/r_{in})^{-\beta}$ (Dipierro et al. 2015). For this study, we set $r_{in} = 1$ au, $\rho_0 = 10^{-9}$ g cm$^{-3}$, $M_* = 0.8M_\odot$, $c_{s, in} = 2 \times 10^6$ cm s$^{-1}$, $p = 3/2$ and $q = 1/4$. Although $c_{s, in}$ may seem high, the resulting profile approximately matches the temperature in the newly formed disc presented in Section 4.1.

It is commonly assumed that the magnetic field strength scales as $B \propto \rho^{1/2}$ (e.g. Myers & Goodman 1988; Wardle 2007; Li et al. 2011; Zhao et al. 2018b), however a shallower relationship of $B \propto \rho^{1/4}$ may be more reasonable at higher densities (e.g. Wardle & Ng 1999); an analysis of the magnetic field strength in the discs in Wurster et al. (2019) agrees with this shallow slope, thus our parametrised magnetic field strength is given by

$$B = B_0 \left(\frac{\rho}{\rho_0}\right)^{1/4},$$

where we test $B_0 = 0.001, 0.01, 0.1$ and 1 G.

Despite the complex dust structure discussed in Section 2, we assume a constant dust-to-gas ratio of 0.01 and simplified grain populations. Although not realistic, these assumptions are typically used in disc formation simulations where the dust is only required for the non-ideal MHD coefficients and is not self-consistently modelled (e.g. Tsukamoto et al. 2015b; Wurster et al. 2016, 2018c; Vaytet et al. 2018; Marchand et al. 2019).

In this study, we explore three grain distributions:

(i) Single grain sizes of $a_g = 3 \times 10^{-6}, 10^{-5}$ and $3 \times 10^{-5}$ cm.

(ii) An MRN grain size distribution with $10^{-6} < a_g/cm < 0.1$.

(iii) A settled distribution from an initial MRN distribution with $10^{-6} < a_g/cm < 0.1$; see Appendix C.

Our typical ionisation source is cosmic rays with the constant rate of $\zeta_{cr} = 1.2 \times 10^{-17}$ s$^{-1}$ (McE1roy et al. 2013). We also consider one model where we approximate the attenuation of the cosmic rays as they pass through the gas (e.g. Nakano et al. 2002; Umebayashi & Nakano 2009; Zhao et al. 2016). See Appendix A for details.
3.1 The non-ideal coefficients

Fig. 2 shows the non-ideal coefficients for nine idealised discs, where the coefficients are calculated using v2.1 of the NICIL library. In most of our discs, $\eta_{\text{HE}} > 0$. In the single grain disc with $a_g = 0.03\,\mu m$, $\eta_{\text{HE}} < 0$ at the surface of the disc, while in the MRN disc with $B_0 = 1\,G$, $\eta_{\text{HE}} < 0$ except for a small ray. The sign of $\eta_{\text{HE}}$ is briefly discussed in Appendix B. The value of the coefficients is important in determining their influence on a system. In the collapse to stellar densities simulations of Wurster et al. (2018a), we found that weak coefficients of $|\eta| \lesssim 10^{15}\,\text{cm}^2\,\text{s}^{-1}$ had negligible effect on the evolution. Therefore, in the majority of the idealised discs in Fig. 2, the non-ideal effects will influence their evolution since $|\eta| > 10^{15}\,\text{cm}^2\,\text{s}^{-1}$, where the effect will naturally be stronger near the mid-plane and in the models with stronger magnetic field strengths.

Given the well-parametrised discs, we can relate the non-ideal coefficients to the disc properties to determine their relative importance within the disc. Fig. 3 shows the dimensionless Elsasser numbers,

$$\Lambda = \frac{v_A^2}{\Omega |\eta|},$$  \hspace{1cm} (3)

where $v_A$ is the Alfvén velocity, which compares the magnetic forces to the Coriolis forces. Fig. 4 shows the magnetic Reynolds numbers,

$$R_m = \frac{c_s H}{|\eta|},$$  \hspace{1cm} (4)

which compares the timescales of advection compared to diffusion of the magnetic field; following Flock et al. (2012), we have chosen the local sound speed and disc scale height for the characteristic velocity and scale length, respectively. Fig. 5 shows the characteristic scale length of the non-ideal processes,

$$L = \frac{|\eta|}{v_A}.$$  \hspace{1cm} (5)

Both dimensionless values give an indication of the importance of the magnetic field and its diffusion. Independently, values of $\Lambda \gg 1$ and $R_m \gg 1$ represent strong coupling between the neutral gas and the magnetic field, suggesting that these regions are well-described by ideal MHD (e.g. Wardle & Salmeron 2012; Tomida et al. 2013; Lin 2014).

In all discs, $|\eta|$, $\Lambda^{-1}$, $R_m^{-1}$ and $L$ smoothly increase from the surface of the disc to the mid-plane; the exception to this trend is where the sign of $\eta_{\text{HE}}$ changes. There is a similar increase for decreasing radius, but this is not as pronounced. Therefore, as expected and previously discussed in the literature, non-ideal MHD is more important in the mid-plane than near the surface.

The single grain models (top three rows in Figs. 2 – 5) are the least realistic in terms of grain model, however, they best match the sub-grid grain profile used in the non-ideal MHD disc formation studies in the literature (e.g. Tsukamoto et al. 2015a,b used $a_g = 0.035\,\mu m$ and Wurster et al. 2016, 2018c used $a_g = 0.1\,\mu m$). The discs with $a_g \lesssim 0.1\,\mu m$ are dominated by large coefficients ($|\eta| \gtrsim 10^{15}\,\text{cm}^2\,\text{s}^{-1}$). This yields reasonably large scale lengths and low Elsasser numbers throughout the discs, indicating the importance of non-ideal MHD. For increasing $a_g$, the region of $R_m < 1$ decreases, indicating that magnetic diffusion has less of an effect on the evolution of the magnetic field than advection for discs with larger grains. These values suggest that non-ideal MHD is important throughout the discs with $a_g \lesssim 0.1\,\mu m$, and will affect their evolution. The increase in the non-ideal coefficients for decreasing grain size is consistent with Tsukamoto et al. (2020) who used magnetic...
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Figure 3. The Elsasser number for the nine discs in Fig. 2. Black contour lines represent $\Lambda = 1$ and red contours represent $\eta_{\text{HE}} = 0$. As expected, the coupling between the neutral fluid and the magnetic fields decreases towards the mid-plane, indicating that non-ideal MHD is more important in the mid-plane of the disc rather than near its surface. In many discs, $\Lambda < 1$ throughout much of the disc, indicating that non-ideal MHD will always play a role in the evolution of the disc.

Fields of comparable strength, but opposite of Zhao et al. (2018b) whose magnetic fields were much stronger.

The MRN models intentionally include a large range of grain sizes to represent all the grain populations in a disc (e.g. Dipierro et al. 2015). Although there are considerably more grains of smaller sizes, their total mass is considerably less than the total mass of the larger grain species. This corresponds to a depletion of the smaller grain sizes, which is analogous to increasing the grain size in single grain models. Thus, given our magnetic field strengths, switching from single grains to the MRN distribution decreases the non-ideal coefficients by a few orders of magnitude. $\Lambda < 1$ throughout much of the disc while $R_m > 1$; this suggests that there is at least some decoupling between the neutrals and the magnetic field, indicating that even with lower values of the non-ideal coefficients, the non-ideal processes are important for the evolution of the disc.

Figure 4. The magnetic Reynolds number for the nine discs in Fig. 2. Black contour lines represent $R_m = 1$ and red contours represent $\eta_{\text{HE}} = 0$. Aside from the single grain models with $a_g \leq 0.1 \mu m$, $R_m > 1$, suggesting that non-ideal MHD may be less important than other processes within the disc.
Our model where the grain distribution is determined from a dust settling simulation (fifth row; see Appendix C) yields nearly identical results to that of the MRN model. At our magnetic field strengths, the coefficients are predominantly affected by the small grains, and our five smallest grain sizes are nearly perfectly coupled to the gas in the dust settling simulation; thus, the grain profile of these small grains is the same in both the MRN and settled models. The larger grains are concentrated towards the mid-plane, however this enhancement over the MRN distribution trivially affects the non-ideal coefficients.

The unattenuated cosmic ray ionisation rate is $\zeta_{cr} = 1.2 \times 10^{-17}$ s$^{-1}$, yet in the mid-plane the rate decreases to $\zeta_{cr} \sim 10^{-20}$ s$^{-1}$ for $r > 15$ au and to the imposed floor of $\zeta_{min} = 1.1 \times 10^{-22}$ s$^{-1}$ closer to the star.1 While the outer regions of the disc are similar to the unattenuated MRN disc, the gas in the mid-plane of the attenuated MRN disc (sixth row) is mostly neutral and very poorly coupled to the magnetic field ($\Lambda \ll 1$ and $R_m \ll 1$). This suggests the existence of a magnetic dead zone. Although attenuation is realistic and a parameterised attenuation rate is computationally efficient, low ionisation rates yield large coefficients which yield very small numerical timesteps, making numerical simulations slow or even prohibitively expensive to run (Wurster et al. 2018b). Even if the mid-plane is essentially neutral, it cannot be modelled using pure hydrodynamics since the regions around the dead zone are weakly ionised thus are somewhat influenced by the magnetic field. Thus, new and innovative techniques2 must be derived if the formation and evolution of the dead zone is to be included in simulations of disc formation and early evolution.

As well known, the Hall and ambipolar diffusion coefficients are dependent on the magnetic field strength (bottom three rows in Figs. 2 – 5), leading to weak coefficients for $B_0 = 0.001$ G and strong coefficients for $B_0 = 1$ G. Only with strong magnetic fields of $B_0 = 1$ G do we recover $\tau_{HE} < 0$ in the majority of the disc, although there remains a ray of $\tau_{HE} > 0$. Ambipolar diffusion is strongest in this disc, second only to the mid-plane values in the attenuated MRN model. As the magnetic field strength is increased, the region where the neutrals are decoupled from the magnetic field ($\Lambda < 1$) decreases for Ohmic resistivity and the Hall effect. Despite the increasing field strength and increasing value of $|\tau_{HE}|$, this suggests a weakening influence of these two processes throughout the disc, although they remain important in the mid-plane. Ambipolar diffusion remains important throughout most of the disc ($\Lambda < 1$), independent of the field strength. This relationship is reasonable given that $\Lambda_{OR} \propto B^2$, $\Lambda_{HE} \propto B$, and $\Lambda_{AD} \propto B^0$. When considering the magnetic Reynolds number, $R_m > 1$ throughout most of the discs, suggesting that the magnetic field is advected rather than diffused and that the non-ideal MHD processes have a weak or negligible influence on these discs. This is corroborated by the small scale lengths (except near the mid-plane), suggesting only a small region of influence. Therefore, the non-ideal coefficients increase for the increasing field strength will influence the evolution of the disc; however, their influence may be secondary to other processes within the discs.

Aside from the discs with a single grain population of small grains, $R_m > 1$ in much of the discs. This suggests that in these idealised discs advection is typically more important than diffusion; these are also the regions with weaker non-ideal coefficients ($|\eta| \lesssim 10^{18}$ cm$^2$ s$^{-1}$; in agreement with Tomida et al. 2013). Large fractions of many of the discs include $\Lambda < 1$ indicating decoupling of the neutral fluid and the magnetic field. It is indisputable that non-ideal MHD is important in all of these discs near the mid-plane, and the importance throughout the rest of the disc is dependent on the grain properties and magnetic field strength. These results strongly suggest that non-ideal MHD cannot be ignored.

---

1 The ionisation rate becomes unreasonably low if $\zeta_{min}$ is not imposed.
2 This is beyond the scope of this study.
3.2 Relative importance of the coefficients

Once the non-ideal coefficients are calculated, we can easily determine where each term is dominant, which is shown in the first column of Fig. 6. By design, the discs with the MRN grain distribution and the fiducial magnetic field strength of $B_0 = 0.01$ G have the similar nested structure to the cartoon in Fig. 1. This suggests that, for these initial conditions, the Hall effect is the most important term. Unlike in Fig. 1, the Hall effect is dominant in the majority of the disc rather than just a region near the mid-plane. With these discs (and several others that we tested), the traditional cartoon is difficult to recover, indicating that it is far too idealised, even when we can fine-tune all the parameters.

Although each region has a dominant term, the other two terms cannot simply be ignored, as often alluded to when qualitatively describing the disc and showing images similar to Fig. 1. The second and third columns of Fig. 6 show the ratios of $\eta_{OR}/\eta_{AD}$ and $|\eta_{HE}|/\eta_{AD}$, respectively; the contour lines are at ratios of 0.1 and 10.

With the exceptions of the three MRN discs with $B_0 \neq 0.01$ G, the ratio $0.1 < \eta_{OR}/\eta_{AD} < 10$ is maintained for $\sim 30$-99 per cent of the disc, showing that both terms are equally important (in agreement with Lesur et al. 2014). Although this contradicts what is generally expected for where Ohmic resistivity is important, we caution that these discs are threaded with a moderate magnetic field strength. Therefore, even if not the dominant term, Ohmic resistivity will affect these idealised discs.

With the exceptions of the MRN disc with $B_0 = 0.001$ G, the ratio $0.1 < |\eta_{HE}|/\eta_{AD} < 10$ is maintained for $\sim 30$-99 per cent of the disc. This indicates that ambipolar diffusion and the Hall effect are both equally important in determining the evolution of the disc – at least in terms of the relative strength of their coefficients – and that neither can be ignored. This reinforces many similar warnings in the literature (e.g. Sano & Stone 2002a,b; Wardle 2004, 2007; Braiding & Wardle 2012a,b; Bai 2014, 2015).

Therefore, independent of which parameter is dominant, all three non-ideal effects must be accounted for when modelling the disc since their coefficients typically differ by less than a factor of 10 in at least a small region of the disc.

Additional idealised discs can be generated and investigated using the NICIL library’s disc generation program, as described in Appendix A5.

3.3 Contribution to the evolution of the magnetic field

The evolution of the magnetic field is governed by the induction equation,

$$\frac{dB}{dt}_{\text{ideal}} = \nabla \times (v \times B),$$

(6)

where $v$ is velocity, and the contribution from the non-ideal MHD processes,

$$\frac{dB}{dt}_{\text{non-ideal}} = - \nabla \times \left[ \eta_{OR} (\nabla \times B) \right]$$

$$- \nabla \times \left[ \eta_{HE} (\nabla \times B) \times \hat{B} \right]$$

$$+ \nabla \times \left\{ \eta_{AD} \left[ (\nabla \times B) \times \hat{B} \right] \times \hat{B} \right\}.$$  

(7)

Therefore, understanding the relative importance of the coefficients is only part of the picture: We must also understand the relative contribution to each component of the magnetic field.

In keeping with the spirit of this section, we make some simple
assumptions about the structure of the disc to better understand the vector evolution of the magnetic field. We assume cylindrical coordinates, that the gas velocity is purely rotational (i.e. \( \mathbf{v} = v_\phi \hat{\mathbf{r}} \)) and that the disc is azimuthally symmetric (i.e. \( \partial_\phi = 0 \)).

For a purely vertical magnetic field, \( \mathbf{B} = B_z(r, \phi, z) \hat{\mathbf{z}} \), the total contribution to the magnetic field is

\[
\frac{d\mathbf{B}}{dt} = \nabla \times \left[ -v_\phi B_z \hat{\mathbf{r}} - \eta_{\text{HR}} \partial_\phi B_z \hat{\mathbf{r}} - \left( \eta_{\text{OR}} + \eta_{\text{AD}} \right) \partial_r B_z \hat{\mathbf{\phi}} \right] = -\left( \eta_{\text{OR}} + \eta_{\text{AD}} \right) \partial_\phi B_z \hat{\mathbf{\phi}} + \left[ \eta_{\text{HR}} \partial_\phi \partial_r B_z + \partial_r \left( \eta_{\text{OR}} B_z \right) \right] \hat{\mathbf{\phi}}.
\]

(8)

For a purely radial magnetic field, \( \mathbf{B} = B_r(r, \phi, z) \hat{\mathbf{r}} \), the total contribution to the magnetic field is

\[
\frac{d\mathbf{B}}{dt} = \nabla \times \left[ -v_\phi B_r \hat{\mathbf{z}} - \eta_{\text{HR}} \partial_\phi B_r \hat{\mathbf{z}} - \left( \eta_{\text{OR}} + \eta_{\text{AD}} \right) \partial_r B_r \hat{\mathbf{\phi}} \right] = \left( \eta_{\text{OR}} + \eta_{\text{AD}} \right) \partial_\phi B_r \hat{\mathbf{\phi}} + \left[ \eta_{\text{HR}} \partial_\phi \partial_r B_r + \partial_r \left( \eta_{\text{OR}} B_r \right) \right] \hat{\mathbf{\phi}}.
\]

(9)

Finally, for a purely toroidal magnetic field, \( \mathbf{B} = B_\phi(r, \phi, z) \hat{\mathbf{\phi}} \), the total contribution to the magnetic field is

\[
\frac{d\mathbf{B}}{dt} = \nabla \times \left[ \left( \eta_{\text{OR}} + \eta_{\text{AD}} \right) \left( \partial_r B_\phi \hat{\mathbf{r}} - \partial_\phi B_r \hat{\mathbf{z}} \right) \right] = \left( \eta_{\text{OR}} + \eta_{\text{AD}} \right) \left( \partial_r^2 B_\phi + \partial_\phi^2 B_\phi \right) \hat{\mathbf{\phi}}.
\]

(10)

From these simple examples, it is clear that the relative contribution from Ohmic resistivity and ambipolar diffusion is dependent on the strengths of their coefficients since they contribute similarly to each component. For the evolution of the poloidal magnetic field (i.e. the \( \hat{\mathbf{r}} \) and \( \hat{\mathbf{z}} \) components), both Ohmic resistivity and ambipolar diffusion diffuse the poloidal component while the Hall effect (and induction equation) generate a toroidal component. In this case, it is inappropriate to compare the relative strengths of Ohmic resistivity and ambipolar diffusion versus the Hall effect since they affect different components. Although the dispersive and dissipative processes affect different magnetic field components, their relative effect is dependent on the strength of the coefficients (e.g. comparing \( \eta_{\text{HR}} \partial_\phi \partial_r B_z \hat{\mathbf{r}} \) and \( \eta_{\text{OR}} \partial_\phi \partial_r B_z \hat{\mathbf{\phi}} \) from Eqn. 8, where both terms include \( \partial_\phi \partial_r B_z \).

When we consider a seed toroidal magnetic field, Ohmic resistivity and ambipolar diffusion diffuse the toroidal field while the Hall effect (and the induction equation) do not contribute to the evolution of the magnetic field at all! Thus, in this specific case only, it is safe to neglect the Hall effect.

From these calculations, the different behaviour of the dissipative (ambipolar diffusion and Ohmic resistivity) and dispersive (Hall effect) terms is clear. It also suggests that the ratio of \( \eta_{\text{OR}}/\eta_{\text{AD}} \) must always be considered since both terms affect the magnetic field in a qualitatively similar way (e.g. \( \text{Bai 2011; Xu & Bai 2016} \)) whereas the importance of \( \eta_{\text{HR}}/\eta_{\text{AD}} \) is dependent on the magnetic field geometry. Therefore, when determining the relative importance of the non-ideal effects, the magnetic field geometry must also be taken into account. This further shows that the sketch in Fig. 1 is an oversimplification.

As will be shown in Section 4.1, discs are not axi-symmetric, nor is there only a single component to the magnetic field. Therefore, in reality, each process will contribute to each magnetic field component, and their relative importance (even when comparing Ohmic resistivity to ambipolar diffusion) will not be a direct ratio of the coefficients, highlighting the complexity of non-ideal MHD in realistic discs.

4 STRUCTURE OF SELF-CONSISTENTLY FORMED DISCS

In previous studies, we have self-consistently formed protostellar discs both during the formation of an isolated star (Wurster et al. 2018c; hereafter Paper: Isolated) and during the formation and evolution of a stellar cluster (Wurster et al. 2019; hereafter Paper: Cluster). The former disc has the flared shape as expected, whereas the discs in the latter study are less well-defined due to the presence of multiple systems and dynamical interactions. Since we remove the requirement of choosing the parameters for the disc, analysing the discs in these studies will yield a better understanding of the importance of the non-ideal processes in the discs and how they compare to the idealised discs in Section 3.

Both studies used the 3D smoothed particle hydrodynamics (SPH) code SPHNG to solve the self-gravitating, radiation non-ideal magnetohydrodynamics equations. This code originated from Benz (1990), but has since been heavily modified to improve both the physical and numerical algorithms (Bate et al. 1995; Börve et al. 2001; Whitehouse et al. 2005; Whitehouse & Bate 2006; Price & Monaghan 2007; Price 2012; Tricco & Price 2012; Wurster et al. 2014). Both studies used version 1.2.1 of the NICE library (Wurster 2016) with a single dust grain size of \( \sigma_g = 0.1 \mu \text{m} \), and the non-ideal processes were always included in the calculations of the magnetic field. Due to the long runtime of both studies and due to the different goals, there are small differences in the SPHNG versions between the two studies. We summarise the differences below; however, they are not expected to affect our conclusions:

(i) Paper: Isolated was initialised with a 1 M\(_\odot\) sphere of gas of uniform density that was undergoing solid body rotation; it was threaded with a magnetic field that was anti-aligned with the rotation axis and had a strength of 5 times the critical mass-to-flux ratio (e.g. Mestel 1999; Mac Low & Klessen 2004). Paper: Cluster was initialised with a 50 M\(_\odot\) sphere of gas of uniform density that was seeded with a turbulent velocity field; we modelled four different initial magnetic field strengths.

(ii) Paper: Isolated self-consistently modelled the stellar core without a sink particle (Bate et al. 1995). Paper: Cluster used 0.5 au sink particles, where one sink particle represented one star.

(iii) Paper: Isolated used the radiative transfer method from Whitehouse et al. (2005) and Whitehouse & Bate (2006). Paper: Cluster used the same method in the dense regions, but the method from Bate & Keto (2015) to model the diffuse ISM.

(iv) Paper: Isolated used the artificial resistivity algorithm from Price et al. (2018). Paper: Cluster used the more resistive artificial resistivity algorithm from Tricco et al. (2016). See Wurster et al. (2017a) for a discussion of the resistivities.

(v) Paper: Isolated used a resolution of 3.33 \( \times 10^{-7} \) M\(_\odot\) per particle. Paper: Cluster used a lower resolution of \( 10^{-5} \) M\(_\odot\) per particle given the additional mass in the simulation. Discs are resolved in both simulations.

4.1 Structure of discs formed in isolation

In Paper: Isolated, we self-consistently formed a protostellar disc by following the gravitational collapse of a cloud core. Thus, the disc in this section is a more realistic representation of a disc than those discussed in Section 3. Fig. 7 shows the gas density, magnetic field strength, ratio of the poloidal field to toroidal magnetic field, ionisation fraction, the non-ideal MHD coefficients and ratios of the coefficients relative to \( \eta_{\text{AD}} \). The images are taken 9.5 yr after the formation of the stellar core.
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Figure 7. Various properties of the isolated disc from Wurster et al. (2018c, herein Paper: Isolated). The images are in a slice through the centre of the core in the yz-plane, taken ∼60 yr after their formation which is 9.5 yr after the formation of the stellar core. Each frame measures 80 x 40 au. In the ratio plots, the contour is at 1. In the inner disc, the ambipolar diffusion coefficient is stronger than the Hall coefficient, while in the outer disc and surrounding environment, the Hall coefficient is stronger; this is opposite to the generally accepted structure of the non-ideal MHD coefficients.

Figure 8. The vector contribution to the evolution of the magnetic field for the isolated disc in Paper: Isolated is the curl of the quantities shown, $D$. $D$ is approximately symmetric about 0, with very little of the frames containing $|D| < 3.2$ G cm s$^{-1}$, except for the regions surrounding the disc in the second column; therefore most of the black regions refer to $D < 0$ rather than $|D| < 3.2$ G cm s$^{-1}$. At the current time, the ideal component has the largest contribution to the magnetic field followed by the Hall effect. Each process will contribute to each component of the magnetic field, and the contribution is much more complex than suggested by the ratio plots in Fig. 7.
This disc formed during the collapse of the first hydrostatic core (Larson 1969) and is ~60 yr old in the images; see Section 5 for a discussion on disc ages and their long-term evolution. The magnetic field in the disc has a strong poloidal component resulting from the initial poloidal field. However, a toroidal field has been generated in the disc, where its strength is ~1-10 per cent of the strength of the poloidal component. The sign of the toroidal field changes vertically across the disc (e.g. Bai 2014, 2015, 2017), with \(B_\phi > 0\) for \(z > 0\) and \(B_\phi < 0\) for \(z < 0\).

A resolved protostar has formed at the centre of the disc, which heats up and ionises its immediate surroundings, but has not yet created a void. This leads to a region with a high ionisation fraction and negligible values of the non-ideal coefficients (i.e. \(\eta \gg 10^{15} \text{ cm}^2 \text{ s}^{-1}\)). This region only extends for \(r \approx 4 \text{ au}\), outside of which the disc behaves as a traditional protostellar disc, although it is less flared than typically expected due to both its young age and lack of central cavity. The disc itself has a low ionisation fraction, which decreases towards the mid-plane. This occurs organically, without the inclusion of cosmic ray attenuation. All the coefficients are \(|\eta| > 10^{15} \text{ cm}^2 \text{ s}^{-1}\) in the disc \((r > 4 \text{ au})\), therefore they should all have some effect on its evolution. Moreover, \(\Lambda \ll 1\) and \(R_{\text{m}} \ll 1\) throughout the disc, indicating that the neutral fluid is decoupled from the magnetic field, and that magnetic diffusion is governing the evolution of the disc. This is a noticeable difference from the idealised discs in Section 3, where these dimensionless numbers were typically \(\gg 1\) near the disc surface.

In general, Ohmic resistivity is relatively unimportant in this disc, where it is at least an order of magnitude weaker than ambipolar diffusion. This best agrees with the MRN disc with \(B_\theta = 1 \text{ G}\) disc from Section 3, although the relative importance of Ohmic resistivity is still likely too high in the idealised model, despite reasonable agreement of the magnetic field strengths. This suggests that, although Ohmic resistivity will affect the evolution of a system, ambipolar diffusion also needs to be considered. Therefore, not only is ideal MHD an incomplete picture of star formation as we have previously argued, so is resistive MHD where only Ohmic resistivity is considered.

In Paper: Isolated, we showed that the reasonably sized disc presented here formed when the initial magnetic field and rotation vectors were anti-aligned, while only a small 5 au disc formed with they were aligned. Thus, the Hall effect is clearly important for disc formation in isolate star formation simulations (see also, e.g. Krasnopolsky et al. 2011; Braiding & Wardle 2012b; Tsukamoto et al. 2015b; Wurster et al. 2016). This is reinforced here where the value of \(|\eta_{\text{HE}}|\) is high, and indeed higher than \(\eta_{\text{AD}}\) in the majority of the disc. Contrary to expectations, ambipolar diffusion is dominant in a small region near the mid-plane, while Hall is dominant in most of the disc and surrounding environment! As cautioned in Section 3, however, the Hall coefficients are only a few times higher than the ambipolar diffusion coefficient in the disc, reinforcing that both processes are equally important.

As discussed in Section 3.3, each non-ideal process has a different effect on the different components of the magnetic field. For a complicated magnetic field geometry such as in a realistic disc, each process will contribute to each component. In Fig. 8, we show the components of \(D_{\text{ideal}} \equiv \mathbf{v} \times \mathbf{B}, D_{\text{OR}} \equiv -\eta_{\text{OR}} (\nabla \times \mathbf{B}), D_{\text{HE}} \equiv -\eta_{\text{HE}} (\nabla \times \mathbf{B}) \times \mathbf{B}\) and \(D_{\text{AD}} \equiv \eta_{\text{AD}} (\nabla \times \mathbf{B}) \times \mathbf{B}\); the curl of these quantities is added to \(\partial \mathbf{B}/\partial t\).

At the current time, the ideal component will have the largest contribution to the magnetic field in the displayed region, followed by the Hall effect then ambipolar diffusion then Ohmic resistivity. This is the same order of contribution concluded from the ratio plots in Fig. 7. However, it is now clear that the ratio of contributions varies spatially and for each component after accounting for the vector. Throughout the region, the sign of \(D\) is typically the same for both Ohmic resistivity and ambipolar diffusion, showing that these are complementary processes. There is no correlation between the sign of \(D_{\text{OR,AD}}\) and \(D_{\text{HE}}\) or \(D_{\text{ideal}}\), indicating that each process has a different effect on the evolution of the magnetic field.

The ratio plots (bottom row of Fig. 7) provide convincing evidence that the non-ideal MHD processes (especially the Hall effect and ambipolar diffusion) cannot be ignored in disc simulations. The vector contributions plot (Fig. 8) provide further evidence that none of these processes can be ignored since each process has a different effect on the different components of the magnetic field. Finally, given that \(\Lambda \ll 1\) and \(R_{\text{m}} \ll 1\), non-ideal MHD cannot be ignored in disc formation simulations.

From analysing this disc, we obtain a very different picture than the cartoon (Fig. 1) or the idealised discs (Section 3). This disc shows that Ohmic resistivity is unimportant compared to ambipolar diffusion \((\eta_{\text{OR}}/\eta_{\text{AD}} < 0.01)\) and that the Hall effect and ambipolar diffusion are similarly important with the Hall effect being slightly stronger. This reinforces that the typical disc parameterisation in Section 3 and throughout the literature is a clear oversimplification.

4.1.1 Local environment

From the cartoon and idealised discs, it was expected that ambipolar diffusion would at least be the dominant term surrounding the disc, if not in its outer edges. However, this is not observed in the isolated disc (final panel in Fig. 7). Fig. 9 shows the gas density, the value of \(\eta_{\text{HE}} < 0\) and the ratio of \(-\eta_{\text{HE}}/\eta_{\text{AD}}\) for the environment surrounding the disc. At this time, the Hall coefficient in the surrounding environment has a similar value to its disc value and \(|\eta_{\text{HE}}| > \eta_{\text{AD}}|\) within a radius of \(r \gtrsim 100 \text{ au}\).

It is generally accepted that ambipolar diffusion plays the dominant role in the early stages of star and disc formation (e.g. Mouschovias 1978, 1991; Mouschovias & Ciolek 1999; Mellon & Li 2009; Li et al. 2011; Crutcher 2012; Bai 2017). Indeed, in the early stages of this simulation, \(\eta_{\text{AD}} > |\eta_{\text{HE}}|\), but the ratio is less than 10. As the collapsing gas enters the first hydrostatic core phase, \(|\eta_{\text{HE}}| > \eta_{\text{AD}}|\) in the pseudo-disc, and this region of \(|\eta_{\text{HE}}| > \eta_{\text{AD}}|\) expands in advance of the first core outflow.

Thus, it is clear that the Hall effect can modify the star forming environment reasonably early in the star forming process, which accounts for its influence over whether a large or small disc forms. In agreement with the angular momentum profiles in previous studies (Tsukamoto et al. 2015b; Wurster et al. 2018c), this modification of the environment by the Hall effect occurs well before the protostar forms.

The large values of \(|\eta_{\text{HE}}|\) for such a large region around the forming star and its disc starting at such an important phase in the star formation process reinforces the importance of the Hall effect on star and disc formation.

4.2 Structure of discs formed in a cluster environment

The disc in Section 4.1 formed self-consistently, however, it did so in an idealised environment that was initialised with idealised ini-
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Figure 9. The gas density, value of the Hall effect and its relative value compared to ambipolar diffusion for the environment around the isolated disc from Paper: Isolated. The images are taken at the same time as those in Fig. 7. Each frame measures 800 x 400 au. The contour in all three panels is $-\eta_{\text{He}}/\eta_{\text{AD}} = 1$. The Hall effect is the dominant term in the region surrounding the star and the disc; given its strong values, this shows that the Hall effect is an influential process in the star and disc formation processes.

Figure 10. Density, magnetic field strength and ionisation fraction of selected discs that formed in the non-ideal MHD simulations from Wurster et al. (2019, herein Paper: Cluster). The images are in a slice through the centre of the star in the $xz$-plane, where the disc has been rotated to lie in the $xy$-plane. Frame sizes are 400 x 200 au. Each row is from a different simulation, where the initial mass-to-flux ratio in units of the critical value $\mu_0$ is shown in the first column. In all frames, the contours are $\rho = 10^{-14}$ and $10^{-13}$ g cm$^{-3}$. The images are taken at $t = 1.45 t_\text{ff}$. The discs are larger and less well-defined than in Paper: Isolated due to the dynamic motion of the gas, interactions from nearby stars, and discs and that several of these are circumsystem discs.

The discs in Paper: Cluster generally have larger radii than the isolated disc; many of these discs surround multiple stars, which naturally creates a large cavity within the disc and extends the radius. Most of these discs have the traditional flared density profile, although a few have warped outer edges since they are being influenced by an external source (e.g. first column, third row) or are a
Figure 11. The non-ideal MHD coefficients and the ratios with respect to the ambipolar diffusion coefficient for the discs in Fig. 10. In the ratio plots, the contour is at 1; in the coefficient plots, the contours are $\rho = 10^{-14}$ and $10^{-13}$ g cm$^{-3}$. The pale ‘lines’ in the top right ratio plot are $\log \eta_{OR}/\eta_{AD} \approx -1.5$ and not the contour line at $\eta_{OR}/\eta_{AD} = 1$. As in Paper: Isolated, the Hall coefficient is the dominant term in the disc, although in these discs, the Hall coefficient is typically positive, which is a result of the weaker magnetic field in the discs. Ambipolar diffusion is typically the dominant term in the environment surrounding the disc.
small protostellar disc surrounded by either a larger circumsystem disc (e.g. fourth column, fourth row) or have tidal tails (e.g. first column, first row). The magnetic field strengths of these discs are generally weaker than the isolated disc by almost two orders of magnitude. Thus, we expect the non-ideal effects to be less important in these discs compared to the isolated disc in Section 4.1.

As expected, the discs are weakly ionised, however, their ionisation fraction is higher than in the isolated disc; moreover, the surrounding gas is also more ionised. Thus, there are considerable environmental differences between these discs and the isolated disc, resulting primarily from the dynamical environment.

In the discs, $\eta_{OR} \gtrsim 10^{15}$ cm$^2$ s$^{-1}$ suggesting that this effect does influence the evolution of the disc. Similar to the isolated disc, $\eta_{OR} < \eta_{AD}$, and there is only a small region near the mid-plane where $\eta_{OR}/\eta_{AD} > 0.1$. Thus, although Ohmic resistivity will have some effect on the magnetic field evolution, it is a much weaker contribution than ambipolar diffusion, providing further evidence that modelling Ohmic resistivity alone is also an incomplete picture of star formation.

As traditionally expected, ambipolar diffusion is stronger in the surrounding environment and gets weaker towards the disc mid-plane. In the surrounding environment, ambipolar diffusion is the dominant term, typically by more than an order of magnitude over the other two effects; this differs from the isolated disc which was surrounded by a large region of Hall-dominated gas (recall Fig. 9). Unlike the isolate disc, there is not a region near the mid-plane of increased $\eta_{AD}$. Thus, in the cluster simulations, ambipolar diffusion is more influential in the surrounding medium than the disc.

This better matches the idealised discs in Section 3 where ambipolar diffusion is important only at the edge of the disc; had we also plotted the surrounding environment in those figures, then we would see that ambipolar diffusion is dominant in surrounding environment. The differences in the surrounding environments between these discs and that in Section 4.1 show how other processes shape the environment and ultimately contribute to the non-ideal processes and determining where each process is dominant. Since the dominant term in the environment is different between Paper: Isolated and Paper: Cluster, this further suggests that ambipolar diffusion and the Hall effect are equally important and that neither can be ignored.

The coefficients of the Hall effect differs most from the isolated disc. In the cluster simulations, the surrounding medium and outer disc have $\eta_{HE} < 0$ while the discs themselves have $\eta_{HE} > 0$. This is consistent with the weaker disc magnetic fields and better matches the idealised discs in Section 3, although we did not recover $\eta_{HE} < 0$ even in the outer disc in the idealised models (except for the single grain model with $a_g = 0.03$ $\mu$m).

In summary, for the well-defined discs, we have the general picture of ambipolar diffusion dominating in the surrounding environment and the outer disc; this is where $\eta_{HE} < 0$. For the remainder of the disc, $\eta_{HE} > 0$ is the dominant term. Ohmic resistivity has reasonably high coefficients in the disc mid-plane but is never the dominant term. In the disc where $\eta_{HE} > \eta_{AD}$, the two values are still within a factor of 10, suggesting that both terms are still important in determining the evolution of a disc.

5 DISCUSSION

This paper has shown the structure of the disc at a very young age (Section 4.1) and at indeterminate ages (Sections 3 and 4.2). Our previous numerical work (e.g. Wurster et al. 2016, 2018c; Wurster & Bate 2019; Wurster & Lewis 2020a) has focused on the formation and early evolution of a disc, and has shown the necessity of non-ideal MHD (and specifically the Hall effect) to overcome magnetic braking (e.g. Allen et al. 2003; Galli et al. 2006) and permit a protostellar disc to form; the sizes of the discs around single stars is in agreement with analytical approximation given by Hennebelle et al. (2016). From these papers (see also Tsukamoto et al. 2015b, 2017; Zhao et al. 2018a; Vaytet et al. 2018), it is clear that non-ideal MHD is required to shape the initial conditions of the discs. Since the ultimate evolution is determined (at least in part) by the initial conditions, then it follows that the evolution of the discs is dependent on non-ideal MHD.

The Class 0 phase of protostellar discs is $2 \times 10^4 \lesssim t/\text{yr} \lesssim 2 \times 10^5$ (e.g. Evans et al. 2009; Enoch et al. 2009; Maury et al. 2011; Machida & Hosokawa 2013; Dunham et al. 2014; Kristensen & Dunham 2018). This lifespan is much longer than the ~60 yr isolated discs Section 4.1, but similar to the age of the host stars in the cluster environment Section 4.2; however, the discs in the cluster environment evolve through interactions and typically do not evolve smoothly from Class 0 to Class II discs. As isolated discs evolve, they undergo many changes that will affect the structure of the disc and the (relative) importance of the non-ideal MHD processes.

As discs evolve, dust grains settle and coagulate (e.g. Williams & Cieza 2011; Krapp et al. 2018; Riols & Lesur 2018; Riols et al. 2020a,b). This removes the larger grains from the upper disc, which will either increase or decrease the importance of ambipolar diffusion, depending on the remaining disc properties (e.g. Zhao et al. 2018b; Tsukamoto et al. 2020). Larger grains in the disc mid-plane will decrease the importance of non-ideal MHD in that region.

While the dust settles, the discs slowly decrease in mass, either through photo-evaporation (e.g. Johnstone et al. 1998; Alexander et al. 2006; Gorti & Hollenbach 2009; Concha-Ramírez et al. 2019), magnetocentrifugal winds (e.g. Blandford & Payne 1982; Anderson et al. 2003) or magneto-thermal winds (e.g. Bai et al. 2016; Bai 2017); although the discs continue to accrete material from the envelope (possibly even driven by the magnetocentrifugal winds; e.g. Bai 2014, 2015), the mass loss rate exceeds the accretion rate. As the inner edge of the disc is photoevaporated, the material from the outer regions replenishes this region; at the same time, the winds remove gas from the surface (for a review, see Williams & Cieza 2011). This leads to a continual redistribution of the gas, which yields smaller disc heights, leading one to expect a reduced impact of the non-ideal effects, particularly Ohmic resistivity.

The envelope may be replenished via the disc winds (e.g. Bai 2017) or by accreting gas from larger scales if the discs are not isolated (e.g. Wurster et al. 2019), or may be depleted by outflows (e.g. Machida & Hosokawa 2013). If the envelope is replenished, then the nature of the replenishing material will dictate the importance of the non-ideal processes on the evolution. If dense gas from the surroundings replenishes the envelope, then the behaviour of the gas in the envelope will be similar to the envelope at earlier ages. If winds replenish the envelope, then the envelope will be attenuated; cosmic rays, UV rays and X-rays will be more easily able to ionise it, and the upper layers of the disc, leading to a greater importance of ambipolar diffusion (e.g. Bai 2017). If the envelope is depleted, then there will be less ambient gas to attenuate the cosmic rays, and the ionisation rate (at least at the surface of the disc) will be higher, resulting in higher ionisation rates and weaker non-ideal MHD processes. If the disc is thinner due to mass loss, then the cosmic rays may penetrate to the mid-plane and reduce or remove the dead zone.

The disc structure and its surrounding envelope is complex and evolves through time. As it does, the importance of the non-ideal processes will change, but will remain relevant as long as there is a
reasonable amount of gas and a reasonable ionisation fraction. Further studies are required to determine the precise impact of non-ideal MHD as the disc dissipates.

6 SUMMARY AND CONCLUSION

Non-ideal MHD effects – namely Ohmic resistivity, ambipolar diffusion and the Hall effect – are important in strongly magnetised, weakly ionised regions that are populated by dust grains, such as protostellar discs. It is traditionally assumed that the relative importance of these terms can be understood by the cartoon in Fig. 1, where Ohmic resistivity is dominant near the mid-plane, surrounded by a region that is dominated by the Hall effect, and then the remainder of the disc is dominated by ambipolar diffusion.

In this paper, we created idealised discs to determine where the various non-ideal effects were dominant in an effort to quantitatively recreate Fig. 1. The disc density and temperature profiles were fixed while we varied the magnetic field strength and the dust grain distribution. Using our free parameters, we concluded that the traditional view in the cartoon was challenging to reproduce. We found that in many cases, the Hall effect was the dominant term in the majority of the disc, with only a small region near the edge of the disc being dominated by ambipolar diffusion. Given our moderate magnetic field strength, the non-ideal effects became weaker as we increased the grain size when modelling a single grain population or when we removed the small grains by using an MRN grain distribution.

As expected, ambipolar diffusion and the Hall effect were stronger for stronger magnetic fields, and all three coefficients increased in strength towards the mid-plane, especially when we included attenuation of the cosmic ray ionisation.

For most of our idealised discs, the Hall effect with \( \eta_{\text{HE}} > 0 \) was the dominant term throughout most of the disc. However, throughout most of each disc, the coefficients were within a factor of 10 of each other, indicating that all terms were important throughout the disc. Therefore, none of the three non-ideal processes can be ignored when modelling protostellar discs, and creating such a simple cartoon is a great oversimplification of the non-ideal processes in a disc. When accounting for magnetic field geometry, it becomes even more clear that no processes can be ignored.

We also investigated the self-consistently formed protostellar discs from two of our previous studies (Wurster et al. 2018c, 2019). All of these discs were generally dominated by the Hall effect. In the simulation that formed a single, high resolution disc (Wurster et al. 2018c), the Hall coefficient was negative in the disc, and was also the dominant term in the environment surrounding the disc; it became the dominant term in the surrounding environment at the beginning of the first hydrostatic core phase. In the simulations that formed multiple discs (Wurster et al. 2019), the Hall effect was positive in the disc and negative in the surroundings, but ambipolar diffusion was the dominant term in the surroundings.

In all of our self-consistently formed discs, the values of the Hall effect and ambipolar diffusion were typically within a factor of 10 of one another, suggesting that both are equally important during the formation and evolution of a protostellar disc. The coefficient for Ohmic resistivity is large enough that it affects the evolution of the system, therefore resistive MHD (i.e. only including Ohmic resistivity) is more realistic than ideal MHD. However, its strength is generally much lower than ambipolar diffusion, indicating that ambipolar diffusion cannot be ignored in disc formation simulations. Therefore, in addition to our previous claims that ideal MHD is an incomplete picture of star formation, these results further conclude that resistive MHD is also an incomplete picture.

In all of our examples (both idealised and self-consistently formed), we have shown that the traditional cartoon is a great oversimplification, since this structure is difficult to reproduce and since the ratio of two non-ideal coefficients is typically less than 10 throughout the disc. Thus, in agreement with many previous studies in the literature, we conclude that when modelling magnetised discs, non-ideal MHD (including the Hall effect) cannot be ignored.
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DATA AVAILABILITY

The data underlying Section 3 can be promptly generated using NICIL v2.1 as summarised in Appendix A5; the code can be downloaded at www.bitbucket.org/jameswurster/nicil, and is subject to the GNU license agreement. The data underlying Wurster et al. (2018c, aka Paper: Isolated) are openly available from the University of Exeter’s institutional repository at https://doi.org/10.24378/exe.607 ([dataset] Wurster et al. 2018). The data underlying Wurster et al. (2019, aka Paper: Cluster) is available upon reasonable request.
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Here, we will summarise the changes.

Over the past few years, it has undergone many modifications with a near total overhaul recently being performed. Version 2.1 (commit 201dc39) is a free library under the GNU license agreement: free to use, modify, and share, does not come with a warranty, and this paper and Wurster (2016) must be cited if NICIL or any modified version thereof is used in a study.

A1 Implementation into a parent code

This code is designed to be embedded in a parent code and executed at runtime using the local values to calculate the non-ideal coefficients and other required properties. Many of the subroutines have changed since Wurster (2016), thus the implementation instructions in section 5 of that paper are outdated. Please refer to IMPLEMENTATION.txt in the NICIL repository for up-to-date installation instructions.

The NICIL library also comes with several test programmes that can be independently run for a quick understanding of NICIL and how the non-ideal MHD coefficients behave in certain environments. These programmes are listed and summarised in the README file in the repository; two of these examples are briefly mentioned below.

A2 Overview

Rather than ionising two proxy chemicals, v2.1 includes 6 cosmic ray reactions and 30 chemical reactions that involve neutral gas species (H, H\textsubscript{2}, He, C, O, O\textsubscript{2}, Mg, Si, CO, HCO), positive ions (H\textsuperscript{+}, H\textsuperscript{3+}, He\textsuperscript{2+}, C\textsuperscript{+}, O\textsuperscript{+}, O\textsuperscript{2+}, Mg\textsuperscript{+}, Si\textsuperscript{+}, S\textsuperscript{+}, HCO\textsuperscript{+}) and electrons. The reaction rates are taken from the UMIST database (McElroy et al. 2013). The hydrogen, helium, oxygen, carbon and magnesium compounds are typically used when modelling the gravitational collapse of a cloud to form a star and disc (e.g. Tsukamoto et al. 2015; Marchand et al. 2016; Tsukamoto et al. 2018; Zhao et al. 2018b) since they are relatively abundant in molecular clouds; silicon and sulfur compounds are important charge carriers in the upper regions of the disc (e.g. Xu et al. 2016; Wang et al. 2019). Given that NICIL is designed to be run at runtime, a careful choice of species and reactions was made to reasonably represent the chemical network while allowing the calculations to be performed efficiently.

The cosmic ray ionisation rate remains a free parameter, but the default value has been increased slightly to $\zeta_{\text{H}_2} = 1.2 \times 10^{-17} \text{ s}^{-1}$ for the dominant reaction involving the ionisation of H\textsubscript{2}; all other cosmic ray ionisation reactions are scaled to this value. We have included an optional density- and temperature-dependent cosmic ray ionisation rate,

$$\zeta(\rho, T) = \zeta_{\text{H}_2} \epsilon^{-\Sigma/\Sigma_{\text{CR}}} + \zeta_{\text{min}},$$

which is designed to mimic cosmic ray attenuation as it passes through the gas. The minimum ionisation rate, $\zeta_{\text{min}}$, is set by radionuclide decay, with the default value of $\zeta_{\text{min}} = 1.1 \times 10^{-22} \text{ s}^{-1}$ to match the decay of $^{40}$K (Zhao et al. 2018b). The attenuation depth is $\Sigma_{\text{CR}} = 96 \text{ g cm}^{-2}$, and

$$\Sigma = \sqrt{\frac{kT \rho}{\pi G \eta}},$$

where $T$ and $\rho$ are the local temperature and gas density respectively, $\eta$ the mass of an average neutral gas particle, $k$ is the Boltzmann constant, and $G$ is the gravitational constant (Umebayashi & Nakano 1991).
This approximation of the column density is included for numerical efficiency, however, a future version of NICIL will likely allow the user to instead pass in the exact column density, \( \Sigma \), through which the cosmic ray has passed. Note that this equation is a factor of 2 lower than the expression from Nakano et al. (2002) and Zhao et al. (2016).

As before, we include dust grains which can either be a single species or multiple species with a distribution of sizes. Each dust species includes three populations – a positively, negatively and neutrally charged population; modelling only a single charge is reasonable for dense cores (e.g. Draine & Sutin 1987; Ivel et al. 2015; Marchand et al. 2016). For each grain species, we include grain-electron, grain-ion and grain-grain reactions, where the grains can interact with their own and with other grain species; the reaction rates are given in Kunz & Mouschovias (2009).

The total number density of the grain populations is calculated either from a constant and global dust-to-gas ratio \( f_{dg} \), or from the local \( f_{dg} \) value passed in to NICIL if the parent code is evolving both gas and dust. If there is more than one grain size and a constant \( f_{dg} \), then the default grain distribution follows the MRN (Mathis, Rumpl & Nordsieck 1977) distribution, which is scaled such that the total mass of grains is equal to \( f_{dg} \) times the density pass it.

We assume that each grain is composed of 88.3 per cent carbon, 11.2 per cent Silicates and 0.5 per cent Aluminium Oxide, and that these grains evaporate as the gas temperature increases from 725 to 1700 K; no dust remains for \( T > 1700 \) K. The grain composition and evaporation fraction are interpreted from Lenzuni et al. (1995). This evaporation only occurs for constant \( f_{dg} \) since any evaporation should be accounted for in the parent code if it is evolving dust.

To determine the number densities, NICIL first calculates the number densities of the grains, then from the remaining input mass density, it calculates the neutral number densities of the chemical species. Next, it uses the Saha equation to determine the ion populations of \( \text{H}^+, \text{H}_2^+, \text{He}^+, \text{C}^+, \text{O}^+, \text{Mg}^+, \text{Si}^+, \text{S}^+, \text{K}^+ \) and \( \text{Na}^+ \); note that this list varies slightly from the list at the beginning of this section. This is a relatively efficient calculation since we have derived a single equation with 10 terms where the electron number density is the only unknown value. Using the remaining neutral gas of these species, the neutral gas of the other neutral species listed above, and the dust grains, NICIL calculates the number densities of the charged species assuming equilibrium chemistry where cosmic rays are the external ionisation source. This iterative method requires calculating and inverting the Jacobian to determine each of the number densities. The Jacobian is a \((10+2n_n)^2\) matrix, where \( n_n \) is the number of grain species; thus, this matrix rapidly gets larger (and hence slower to calculate) as grain populations are added. Using the number densities from both thermal and ionisation chemistry, the non-ideal MHD coefficients are calculated.

Both thermal and ionisation chemistry requires an iterative process to calculate the number densities, thus the parent code is required to store the number densities of the positive ions and the charged grains for efficiency. For large simulations, this can be memory intensive, however, it is more efficient than requiring the iterations to begin from an initial guess for every calculation and it permits a wide range of input properties (e.g. the dust-to-gas ratios for multiple species).

### A3 Timestepping

The non-ideal timestep is given by

\[
\Delta t_{\text{nimhd}} = \min \left( \frac{h^2}{\max (\eta_{\text{DR}}, \eta_{\text{AD}})}, \frac{h^2}{\eta_{\text{Hall}}} \right).
\]  

(A3)

where \( h \) is the smoothing length in SPH or the cell width in a grid code. Our previous default coefficients were \( C_{\text{diff}} = C_{\text{Hall}} = 1/2\pi \approx 0.159 \), however, subsequent tests showed that under some extreme circumstances\(^5\), this value is too high and the simulation becomes unstable. Further tests suggested separate coefficients for the diffusive and dissipative terms are required, with \( C_{\text{diff}} = 0.12 \) and \( C_{\text{Hall}} = 1/4\pi \approx 0.0796 \).

Both SPH codes we have used, PHANTOM (Price et al. 2018) and SPHNG (Benz 1990), use individual time-stepping, which decreases the timestep of an individual particle by up to a factor of two depending on the particle’s individual timestep and pre-selected timesteps at which particles are actually evolved. The results we have previously presented in the literature are from stable simulations where extreme circumstances were never encountered.

### A4 Test results

#### A4.1 Non-ideal coefficients vs density

Our primary test of the NICIL library includes calculating the number densities and non-ideal MHD coefficients over a range of densities. For this test, we assume a barotropic equation of state (Machida et al. 2006):

\[
T = T_0 \left(1 + \left(\frac{n}{n_1}\right)^{\Gamma_1 - 1}\left(1 + \frac{n}{n_2}\right)^{\Gamma_2 - 1}\left(1 + \frac{n}{n_3}\right)^{\Gamma_3 - 1}\right)^{\Gamma_4 - 1}
\]

where \( T_0 = 10 \) K, \( n \) is the total number density, \( n_1 = 10^{13}, n_2 = 10^{16} \) and \( n_3 = 10^{24} \) cm\(^{-3}\). \( \Gamma_1 = 0.4, \Gamma_2 = -0.3 \) and \( \Gamma_3 = 0.56667 \), and that the magnetic field varies as \( \left(\frac{B}{G}\right) = 1.34 \times 10^{-7} \sqrt{n} \).

Figs. A1 and A2 show the number densities and non-ideal coefficients, respectively, for v2.1 (git commit: 201dc39) and v1.2.6 (git commit: 679b501). The additional species in v2.1 yield non-ideal coefficients that are generally more resistive. However, this increased resistivity is typically outside of density regime of protostellar discs. This suggests that this regime is more dependent on the grain populations than the gas species.

#### A4.2 Collapse to stellar densities

To test the effect of v2.1 on star and disc formation, we repeat the simulation discussed in Section 4.1, but using only \( 3 \times 10^5 \) particles in the initial cloud; see Wurster et al. (2018c) for the setup and initial conditions. As shown in Fig. A2, v2.1 is more resistive than v1.2.6 at lower densities, and the evolution reflects this greater resistivity in the initial cloud. The first and second collapse is slightly delayed in v2.1 compared to v1.2.6. Both models yield a disc with radii of ~25 au, although the disc in v2.1 is slightly more massive and the \( m = 2 \) instability is slightly less well-defined (top row of...
Fig. A3. The non-ideal MHD coefficients for v2.1 (solid lines) and v1.2.6 (dashed lines) assuming a barotropic equation of state and \( B \propto \rho^{1/2} \). V2.1 is slightly more resistive at low \( (\rho \lesssim 10^{-14} \text{ g cm}^{-3}) \) and high \( (\rho \gtrsim 10^{-8} \text{ g cm}^{-3}) \) densities. Protostellar discs have densities between these two values, where the coefficients are similar for both versions.

APPENDIX B: THE SIGN OF \( \eta_{\text{HE}} \)

The sign of \( \eta_{\text{HE}} \) is dependent on the gas density, temperature, magnetic field strength, grain distribution and dust-to-gas ratio. For \( T \gtrsim 2000 \text{ K} \) and a dust-to-gas ratio of 0.01, \( \eta_{\text{HE}} > 0 \), independent of the remaining properties; for \( T < 2000 \text{ K} \), the sign depends only weakly on temperature. Fig. B1 shows the sign of \( \eta_{\text{HE}} \) in the \( \rho - B \) phase at \( T = 14, 200 \) and 1000 K for three dust distributions.

At gas densities typically found in protostellar discs, \( 10^{-13} \lesssim \rho/(\text{g cm}^{-3}) \lesssim 10^{-3} \), \( \eta_{\text{HE}} \) can take either sign, depending on the magnetic field strength and the dust distribution; this is consistent with our results in Sections 3 and 4. In lower density regions surrounding protostellar discs, \( \eta_{\text{HE}} < 0 \), while in the higher density regions where the non-ideal terms are unimportant, \( \eta_{\text{HE}} > 0 \). Thus, we can expect the sign to change as the gas evolves through the star formation process (in agreement with, e.g., Wardle 2007; Marchand et al. 2016; Wurster 2016; Xu & Bai 2016).

For additional analysis regarding the effect the magnetic field strength, dust-to-gas ratio and grain populations have on the sign of \( \eta_{\text{HE}} \), see Xu & Bai (2016).

APPENDIX C: DUST SETTLING

To determine the dust distribution for the settled distribution in Section 3, we perform PHANTOM’s dust settling test (Price et al. 2018). See fig. 10 and associated text of Price & Laibe (2015) for further details and results; see also Krupp et al. (2018); Riols & Lesur (2018);
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Riols et al. (2020a,b) for further discussion on modelling dust settling.

Briefly, we simulate the vertical settling of dust in a rectangular box, where the vertical gas density profile mimics that of a disc at a selected radius and the dust is initialised with an MRN distribution that is initially coupled to the gas. We then allow the dust to settle over the equivalent of 150 orbits at that radius. Then, for each grain size \( i \), we fit the dust-to-gas ratio with one or two Gaussian functions, where the final functions are scaleable to any disc mid-plane gas density and scale-height, via,

\[
f^i(r, z) = \frac{\rho_{\text{dust}}^i(r, z)}{\rho_{\text{gas}}(r, z)}
\]

where

\[
\rho_{\text{dust}}^i(r, z) = \begin{cases} 
\delta_{\text{dust}}^i(r) \exp \left( -\frac{z^2}{2H_i^z} \right) & \text{if } |z| < H z_{\text{ce}}^i \\
\delta_{\text{dust}}^i(r) \exp \left( \frac{-z^2}{2(H_i^z)^2} \right) & \text{else} 
\end{cases}
\]

where \( \delta_{\text{dust}}^i(r) = \sigma' \rho_{\text{gas}}(r, 0) \) is the mid-plane dust mass density, \( H h^i \) is the scale-height of the dust disc, and \( H z_{\text{ce}}^i \) is the vertical height at which a steeper function is required. Recall \( H \equiv H(r) \) is the scale height of the gas disc. The grain radii and best-fit parameters for \( \sigma' \) and \( h^i \) are given in Table C1.

This settled dust distribution is currently in one of NICIL’s example programmes and was used in Section 3, however, there are caveats with using this distribution. First, it assumes that the vertical dust profile is the same at all radii, modulo a scaling factor (which it clearly is not in reality; Pinte et al. 2016). Next, it assumes a constant dust profile is the same at all radii, modulo caveats with using this distribution. First, it assumes that the vertical dust profile is the same at all radii, modulo a scaling factor (which it clearly is not in reality; Pinte et al. 2016). Next, it assumes a constant dust profile is the same at all radii, modulo caveats with using this distribution.
Table C1. The parameters to fit the dust density from the dust settling test; see equation C2. For the smaller grain sizes, only one exponential function is required, while the larger grains require separate functions to fit the centre and edges of the discs. For the larger grains, the density drops off rapidly, yielding large uncertainties and the lack of trend in their parameters; however, a visual inspection suggests that these fits are reasonable.

| radius (cm) | $z_{\text{ce}}$ | $\sigma^c$ | $h^c$ | $\sigma^e$ | $h^e$ |
|------------|----------------|-----------|------|-----------|------|
| $1.78 \times 10^{-6}$ | $\infty$ | $2.48 \times 10^{-5}$ | 1.00 | - | - |
| $5.62 \times 10^{-6}$ | $\infty$ | $4.41 \times 10^{-5}$ | 1.00 | - | - |
| $1.78 \times 10^{-5}$ | $\infty$ | $7.73 \times 10^{-5}$ | 1.00 | - | - |
| $5.62 \times 10^{-5}$ | $\infty$ | $1.39 \times 10^{-4}$ | 1.00 | - | - |
| $1.78 \times 10^{-4}$ | $\infty$ | $2.48 \times 10^{-4}$ | 1.00 | - | - |
| $5.62 \times 10^{-4}$ | 2.78 | $4.41 \times 10^{-4}$ | 1.00 | $6.23 \times 10^{3}$ | 0.437 |
| $1.78 \times 10^{-3}$ | 2.40 | $7.88 \times 10^{-4}$ | 1.01 | $2.66 \times 10^{5}$ | 0.358 |
| $5.62 \times 10^{-3}$ | 2.05 | $1.43 \times 10^{-3}$ | 1.01 | $8.35 \times 10^{14}$ | 0.222 |
| $1.78 \times 10^{-2}$ | 1.51 | $2.70 \times 10^{-3}$ | 1.06 | $1.09 \times 10^{4}$ | 0.264 |
| $5.62 \times 10^{-2}$ | 0.972 | $5.73 \times 10^{-3}$ | 1.39 | $9.98 \times 10^{1}$ | 0.217 |

though the dust profiles are not realistic (or at least as realistic as the other distributions we present), we have discussed this distribution to show the effect of crude dust settling and as a proof-of-concept that NICIL can function well with reading in local dust-to-gas ratios.