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Abstract

The COVID-19 pandemic has brought forth the importance of epidemic forecasting for decision makers in multiple domains, ranging from public health to the economy as a whole. While forecasting epidemic progression is frequently conceptualized as being analogous to weather forecasting, however it has some key differences and remains a non-trivial task. The spread of diseases is subject to multiple confounding factors spanning human behavior, pathogen dynamics, weather and environmental conditions. Research interest has been fueled by the increased availability of rich data sources capturing previously unobservable facets and also due to initiatives from government public health and funding agencies like forecasting challenges and large scale team science initiatives. This has resulted, in particular, in a spate of work on ‘data-centered’ solutions which have shown potential in enhancing our forecasting capabilities by leveraging non-traditional data sources as well as recent innovations in AI and machine learning. This survey delves into various data-driven methodological and practical advancements and introduces a conceptual framework to navigate through them. First, we enumerate the large number of epidemiological datasets and novel data streams that are relevant to epidemic forecasting, capturing various factors like symptomatic online surveys, retail and commerce, mobility, genomics data and more. Next, we discuss methods and modeling paradigms focusing on the recent data-driven statistical and deep-learning based methods as well as on the novel class of hybrid models that combine domain knowledge of mechanistic models with the effectiveness and flexibility of statistical approaches. We also discuss experiences and challenges that arise in real-world deployment of these forecasting systems including decision-making informed by forecasts. Finally, we highlight some challenges and open problems found across the forecasting pipeline.

Keywords: Artificial Intelligence, Machine Learning, Data Mining, Epidemiology, Computational Modeling, Forecasting, Public Health, Literature Survey.

*These authors contributed equally to this work.
†To whom correspondence should be addressed: {arodriguezc, hkamarthi3, badityap}@gatech.edu
Contents

1 Introduction .................................................. 4
   1.1 Context ................................................. 5
   1.2 Organization ........................................... 5

2 Datasets ....................................................... 7
   2.1 Clinical Surveillance Data ................................ 7
       2.1.1 Line list ........................................... 8
       2.1.2 Testing ............................................ 8
       2.1.3 Health services records .......................... 8
       2.1.4 Electronic records ................................. 9
   2.2 Digital Surveillance Data ................................ 9
       2.2.1 Social media ...................................... 10
       2.2.2 Online search and website logs ................. 10
       2.2.3 Symptomatic online surveys .................... 11
       2.2.4 Medical and wellness devices ................... 11
       2.2.5 Satellite images ................................ 11
       2.2.6 Retail and commerce data ....................... 12
       2.2.7 Pharmaceutical records .......................... 12
   2.3 Behavioral Data ......................................... 12
       2.3.1 Mobility and Exposure ............................ 13
       2.3.2 Contact tracing .................................... 13
       2.3.3 Behavioral surveys ............................... 14
       2.3.4 Demographics ..................................... 14
   2.4 Genomics Data .......................................... 14
   2.5 Environmental Data ..................................... 14
       2.5.1 Wastewater ....................................... 14
       2.5.2 Meteorological ................................... 15
       2.5.3 Zoonotic .......................................... 15
   2.6 Policy Data .............................................. 15

3 Task, Targets and Evaluation Metrics .................. 15
   3.1 Projections vs. Predictions ............................ 15
       3.1.1 Projections ....................................... 16
       3.1.2 Predictions ....................................... 16
   3.2 Prediction Targets ...................................... 16
   3.3 Prediction Tasks ....................................... 16
       3.3.1 Real-valued prediction tasks .................... 17
       3.3.2 Event-based prediction tasks .................... 17
       3.3.3 Estimating epidemiological indicators .......... 18
   3.4 Evaluation .............................................. 18
       3.4.1 Real-time forecasting and evaluation .......... 18
       3.4.2 Evaluation of point forecasts .................. 19
       3.4.3 Evaluation of probabilistic forecasts .......... 19

4 Modeling Paradigms–An Overview ...................... 20
1 Introduction

The devastating impact of the COVID-19 pandemic on human lives, economic development and society as a whole has exemplified our vulnerability to major infectious diseases and epidemics. While the science of epidemic forecasting, in many respects, is still in its initial stages, the current pandemic and the ones before it (like H1N1 and Ebola) have shown its crucial importance. Preventing and responding to such pandemics requires actionable epidemic forecasts e.g. to design effective healthcare policies and optimal supply chain decisions. Generating such forecasts however has multiple inter-disciplinary challenges [50]. These range from understanding biological processes governing pathogen evolution, response to immunization, and drug resistance to population-level modeling of heterogeneous groups and their interactions within and across communities.

There has been an increasing interest in data-centered solutions for epidemic forecasting [197], building on several initiatives in the past few years from both government public health and funding agencies. For instance, in 2013, the U.S. Centers for Disease Control and Prevention (CDC) introduced the FluSight challenge [40], which has not only helped improve flu forecasting capabilities and public health decision making but also helped grow a community of researchers in this topic. Similar initiatives have followed, for Ebola [338], Dengue [358], and also COVID-19 [77], led by institutions around the globe such as the European CDC [49, 152], IARPA [2], and PAHO [210] in Latin America. These forecasting initiatives have given an unprecedented opportunity to researchers to observe both the successes and gaps in the current science of forecasting. Similarly, agencies like the National Science Foundation (NSF), the National Institutes of Health (NIH), and US Army Research have held a spate of recent symposia [117] and funding calls related to pandemic forecasting, which has given a much needed impetus to this topic. This interest has also culminated in the establishment of the first Center for Forecasting and Outbreak Analytics by the US CDC in 2021 [104].

Our survey delves into such data-driven computational methods, which have shown great potential in leveraging advances in data science and artificial intelligence and the incorporation of novel sources of information, from biological to behavioral. Indeed, there has been an increased availability of data from reliable sources (several of them publicly accessible), a trend only accelerated by the COVID-19 pandemic. This includes richer epidemiological datasets and novel digital data streams like mobility [10, 349], online surveys [75, 270], and wastewater samples [247]. Fueled by these factors, in the last two years, we have also seen a number of technical innovations using machine learning and deep learning techniques, which have opened new horizons in the science of epidemic forecasting.

This survey is an effort to encompass recent methodological and practical advances at an opportune time to help and enable the broader computational and data/ML/AI communities to engage in this area. We can conceptualize the data-centric computational epidemic forecasting pipeline as in Figure 1. We give an overview of these components and broadly classify them into three: data processing, model training and validation, and utilization and decision making. Broadly speaking, epidemic forecasting aims to provide information about the trajectory of the epidemic spread measured by multiple indicators (e.g., weekly number of patients visiting hospitals). Our pipeline starts with data from heterogeneous sources and modalities which captures multiple facets of the epidemic spread. After preparing the data and defining specific targets and resolution in spatial and temporal scales, modeling training and deployment takes place considering characteristics from the disease spread (e.g., multi-scale dynamics), data considerations (e.g., noisy data), and requirements from public health officials and the general public (e.g., uncertainty quantification). Our survey collects all these elements and examines recent developments and current important trends in each of them. In Table 1, we summarize and classify the methodological work we surveyed. We emphasize the type of data used by each modeling paradigm, the tasks for which they have been utilized, and distinctive modeling features.
1.1 Context

Typically, earlier related surveys focus on traditional epidemiological methods with little emphasis on data-centric perspectives and usually circumscribe their scope to one disease [73, 239]. In contrast, while no survey can be completely exhaustive, we provide a broader and more comprehensive perspective spanning multiple modeling approaches. There are a few recent surveys that discuss the use/application of AI/ML techniques for various healthcare challenges arising from epidemics [65, 310], which largely focus on clinical problems e.g. medical imaging. In contrast, we focus exclusively on epidemiological forecasting and provide a broader framework to understand the spectrum of modeling paradigms ranging from the traditional mechanistic approaches to statistical machine learning based models. Indeed, here we go further than the previous work focusing on paradigms that aim to bridge the gap between epidemiology and ML communities by exploiting the advantages of both approaches (the so-called hybrid methods). We also provide a comprehensive discussion on the challenges and solutions associated with real-time deployment of these forecasting systems. We study them across the multiple stages of the pipeline including data collection, modeling, evaluation, as well as decision making. Finally, we provide a holistic discussion of open problems and research directions in the field of epidemic forecasting.

1.2 Organization

This survey is organized in seven sections as depicted in Figure 2. In Section 2, we discuss traditional and more recent sources of data used for epidemic forecasting. In Section 3, we describe the forecasting setup, which
| Modeling Paradigms                     | Papers | Data | Tasks | Model Features |
|---------------------------------------|--------|------|-------|----------------|
| **Mech**                              |        |      |       |                |
| Mass-Action Models                    | [96, 126, 115, 222, 257] | ✓    | ✓     | ✓              | C/S             | W              | D/W            |
| Metapopulation Models                 | [24, 68, 121, 150, 224, 248, 48, 115, 141] | ✓    | ✓     | ✓              | ✓              | ✓              | C/S/Cou/R      | D/W            |
| Agent-Based Models                    | [45, 90, 132, 222, 228, 132, 341] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | C/Cou          | D/W            |
| **Regression Models**                 |        |      |       |                |
| Sparse Linear Models                  | [227, 193, 208, 254, 297] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | C/S            | W              | ✓              |
| Auto-regressive Models                | [3, 52, 83, 166, 161, 368] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | S/C/Cou/R      | W              | ✓              |
| Complex Regression Models             | [62, 245, 318, 487] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | R/C/S          | W              | ✓              |
| Hierarchical Models                   | [202, 227, 262, 372] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | ✓              | S/C            | D/W            |
| **Vision and Language Models**        |        |      |       |                |
| Vision Models                         | [60]   | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              |
| Language-based Models                 | [82, 181, 82, 246, 372] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | C              | D/W            | ✓              |
| Probabilistic topic models            | [66, 61, 244, 245, 278] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | C              | W              | ✓              |
| **Neural Models**                     |        |      |       |                |
| Off-the-Shelf                         | [21, 316, 119, 158] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              |
| Similarity modeling                   | [3, 87, 141] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              |
| Transfer Learning                     | [241, 258] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              |
| Multimodal Data                       | [154, 265] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              |
| Spatial Modeling                      | [84, 168, 142, 190] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              |
| **Density Estimation**                |        |      |       |                |
| Kernel density estimation             | [35, 222, 497] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              |
| Parametric Bayesian inference         | [54, 931] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              |
| Non-parametric methods                | [204, 371] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              |
| Neural uncertainty quantification     | [161, 162] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              |
| **Mechanistic with Statistical Components** |        |      |       |                |
| Data Assimilation                     | [164, 249, 309, 304] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              |
| Statistical estimation of mechanistic parameter | [18, 83, 114, 201, 368] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              |
| Discrepency Modeling                  | [161, 236, 238, 239, 356] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              |
| **Mechanism informs statistical model** |        |      |       |                |
| Learning from synthetic and simulation data | [191, 343, 144] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              |
| Learning with mechanistic constraints  | [120, 169] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              |
| **Wisdom of Crowds**                  |        |      |       |                |
| Experts and prediction markets        | [95, 144, 204, 209, 224, 295, 271, 107, 130] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              |
| Ensembles                             | [5, 166, 174, 203, 266, 268, 274, 386] | ✓    | ✓     | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              | ✓              |

Table 1: Overview of methods discussed in this survey.
includes defining the forecasting objective and specific tasks. We then address commonly used quantitative evaluation metrics. Then, we move to forecasting modeling techniques (Section 4), which we classify as mechanistic, statistical and hybrid and further classify them based on their key modeling ideas. For each modeling technique, we provide an in-depth review of prominent methods starting with the well studied mechanistic models (Section 5) and then shift towards statistical models (Section 6) that are more flexible in leveraging large and varied sources of data, learn complex patterns from past data and often provide more accurate forecasts. Here, we pay close attention to deep learning innovations that have been a very active research area with multiple examples of state-of-art performance. In Section 7, we describe classes of hybrid models that have recently garnered interest and marry the interpretable, theory-grounded long-term modeling capabilities of mechanistic models with the more flexible, accurate and data-driven statistical models. In Section 8, we survey recent ‘in the trenches’ initiatives and experiences that leverage these models for epidemic and pandemic forecasting discussing the challenges of real-world deployment including decision-making informed by forecasts. Finally, in Section 9 we discuss major challenges and important open research problems relevant to the various aspects of the epidemic forecasting pipeline.

Figure 2: Survey organization. Section 2 provides a comprehensive view to data sources utilized to better inform epidemic forecasting. In Section 3, we describe other elements needed before modeling such as forecasting objectives and tasks, along with common evaluation metrics (Section 3.4). Then, we move to forecasting methodologies in Sections 5, 6, and 7. In Section 8.2, we review recent work in bridging forecasts and decision-making. In Section 8, we survey initiatives and experiences that leverage these models and discuss the challenges of real-time deployment. Finally, in Section 9 we discuss major challenges and important open research problems across all of the topics surveyed.

2 Datasets

A diverse set of datasets has been utilized to better inform epidemic forecasting with benefits ranging from early-stage indicators of disease outbreaks to capturing complementary facets that better describe the disease spread dynamics. Recent efforts, especially motivated by the COVID-19 pandemic, have increased the exploration and availability of novel data sources like smartphones, internet search engines, and satellite images. In this section, we broadly classify and describe the corpora of datasets we found in prior work.

2.1 Clinical Surveillance Data

These datasets come from clinical information of patients (observation and treatment) by healthcare providers and public entities, thus, they provide firsthand information to perform illness surveillance (see Figure 3).
2.1.1 Line list

These datasets have been the first ones utilized in traditional epidemiology. Line lists are individual records that report who, when and where a person was infected, and include the number of persons infected, recovered, and deceased. As this is information of public interest, line lists are collected, aggregated, and promptly disseminated by public health entities around the world. For example, the Centers for Disease and Control (CDC) in the US [102], National Health Services (NHS) in the UK [331], and state-level public health departments in India [186]. An important source has been the CDC’s National Notifiable Disease Surveillance System [111], which aggregates cases from healthcare providers across the US for various diseases including Tuberculosis, Dengue, Herpes, and Botulism. During the COVID-19 pandemic, the web dashboard from Johns Hopkins University [86] has been a trusted source for the CDC and the COVID-19 Forecast Hub for reporting the number of confirmed cases, recovered people, and deaths. Among the epidemiological indicators available, the number of deaths has been the primary forecasting target for the CDC due to its reliability at initial stages of the pandemic [78]. This was also a period when confirmed cases had severe biases, especially due to under-reporting [61].

A closely related dataset is based on excess deaths estimations provided by the public health agencies like CDC [109], which account for the excess in deceases with respect to the expected trends. While studies [8] have shown that excess deaths is an important epidemiological indicator during epidemics, others found that it was not an informative signal in a data-driven model [284], which may be due to data collection issues such as undercounting [170]. This suggests further investigation is needed regarding the best ways to take advantage of this information for epidemic forecasting.

2.1.2 Testing

It is derived from laboratory virological tests, which involve examining a sample from a substance from the patient’s body. Virologically confirmed cases are direct measures of the disease spread since the negative and total number of cases may be used to understand the social and policy considerations. For example, an increase in reporting testing results may reflect health-care workers’ and local government’s efforts to mitigate disease spread [54, 284]. While the recent COVID-19 pandemic has made virological testing widespread, this has not been the case for diseases like influenza and Ebola, where tests are conducted only for people who meet specific criteria based on risk factors and symptoms [100, 101]. For example, ArboNET is the US’ national surveillance system for arboviral diseases (e.g., the West Nile virus) that passively collects data from public health entities and laboratories. Performing diagnostic testing and even the reporting of positive cases is done at the discretion of clinicians and laboratories [192]. There are several data issues to take into consideration when working with testing data. Testing data reported by public entities may require non-trivial curation to be ready for use in forecasting models [178]. Additionally, issues such as data revisions and reporting delays [14, 86] can cause anomalies that may confound models. While these issues are notorious in COVID-19 testing data, this is not exclusive to this type of data, and we further elaborate this in Section 9.

2.1.3 Health services records

These datasets are collected from service records of people who seek medical care at healthcare providers. They can be divided into outpatients (patients not hospitalized) and inpatients (hospitalized patients). A prominent outpatient-based indicator is the influenza-like-illness (ILI) counts, which is collected by the CDC from the US Outpatient Influenza-like Illness Surveillance Network (ILINet) and aggregates from healthcare providers across all US states and territories. It measures the percentage of healthcare seekers who exhibit influenza-like-illness symptoms, defined as "fever (temperature of 100°F/37.8°C or greater) and a cough and/or a sore throat without a known cause other than influenza" [103]. ILI counts are usually used as the main indicator of the influenza burden as it is the most trusted source of information. Therefore, they were chosen as
the forecasting target of CDC FluSight challenges [39, 42]. While similar networks have been put in-place worldwide [41, 112]—for instance, the Pan American Health Organization (PAHO)—they may differ in their ILI definitions and data collection practices [63]. Inpatient-based datasets are not as widely available. For example, both the Influenza Hospitalization Surveillance Network (FluSurv-NET) [110] and the COVID-19-Associated Hospitalization Surveillance Network (COVID-NET) [107] gather data only from 14 states, with some states’ population being severely underrepresented (<20% of its population for California). A recent effort led by the US Department of Health & Human Services (HSS) aims to compile data from multiple sources to estimate COVID-19 hospitalizations [105], an indicator being used as a forecasting target in the COVID-19 Forecast Hub.

2.1.4 Electronic records

Electronic health records (EHR) are more detailed datasets which contain patient information at an individual-level. This data has been extensively used in clinical studies, however, their utilization for public health forecasting is still in its infancy. Some recent works have studied the clinical factors associated with COVID-19 using EHRs, like OpenSAFELY from NHS [353]. These types of studies open a door towards further exploration of EHR datasets via a transparent and safe system built around privacy. Other examples include Zhang et al. [369], who use EHR data along with contact networks to derive effective intervention for controlling epidemic spread. Other works propose using medical claims data, which may be more readily available than line lists as syndromic indicators [290]. Frequencies of relevant medical diagnosis codes extracted from medical claims data are usually used in such studies [120]. There are also studies which use EHR to predict mortality at individual-level such as Schwab et al. [300].

2.2 Digital Surveillance Data

With the widespread use of mobile devices and innovation in digital communication, electronic surveillance methods provide real-time access to useful markers for predicting disease incidence and outbreaks leveraging crowdsourcing without requiring significant human interventions. They can complement clinical data and
provide reliable outbreak detection systems from anonymized digital data streams and impact real-time decision-making [325]. We discuss the varied sources of data and their efficacy.

2.2.1 Social media

Social media aggregates public opinion, commentary and news on a wide range of topics including the influence of diseases over time and across different regions. Leveraging a large amount of multi-modal data from social media is a great source of real-time electronic surveillance at scale. Twitter posts are an important source of surveillance data. Culotta [82] was one of the first papers to leverage Twitter posts by tracking tweets with specific flu-related keywords and using volumes of tweets as features. This was followed by multiple works that extract text features from posts [1, 66, 181, 182, 188, 200, 244] for various diseases including Avian flu and Zika. Kanhabua and Nejdl [167] studied the use of statistics measuring diversity in tweets as a means to obtain a less noisy signal for syndromic surveillance. They observed a high correlation between the temporal diversity of tweets and the event of a disease outbreak. While social media has been shown to be an effective data stream, misinformation and rumors may create significant noise, especially in early stages of disease outbreaks [156, 240, 286]. As in other domains, effectively leveraging information from social media remains an open research problem.

Other sources of social media that specifically cater to health-based discussions have been explored. For instance, Keller et al. [172] introduced HealthMap, a database of RSS feeds with health-related content, leveraging a web scraper that collected thousands of RSS feeds on medical articles. They parsed the HTML structure of the documents to extract information such as date, headline, summary and location. However, there were reported drawbacks to this process including noise in document format, the efficacy of unpublished works, discrepancies in the accuracy of systems for different diseases either due to human expertise or the system’s ability to detect for a given disease.

2.2.2 Online search and website logs

Tracking search queries from popular search engines is another popular real-time electronic surveillance method. These methods build on top of databases of disease-related search queries from ad-hoc search engines like Yahoo [255], Google [127] and Baidu [193].

Using search queries as well as metadata about region sources such as IP address, Polgreen et al. [255] provide spatially distributed signals that are correlated with ILI values. Google Flu Trends (GFT) was a proprietary method that used select keywords to predict future flu incidences. However, they were misleading during the H1N1 pandemic in 2009 and in later years [127, 363] and soon after it was discontinued. Similarly, Milinovich et al. [214] developed systems to track multiple diseases including hepatitis, Dengue and tuberculosis. Other works such as [183, 206, 262] similarly used online searches for COVID-19 forecasting and hotspot detection. Recently, Google released datasets based on searches of symptoms of multiple diseases [32] and vaccine-related [31]. Instead of relying on keywords, they now use recent ML techniques to have a more precise understanding of the user’s intent. Some insights available are trends in symptoms like fever and insomnia, vaccination intent and vaccine side effects.

A more curated source of search queries may come from specialized search engines like UpToDate and Wikipedia. UpToDate is a database used by over 700,000 health practitioners around the world and filtered the relevant search query volumes for relevant terms and showed better performance compared to GFT [297]. Works such as [208, 258, 370] leverage Wikipedia articles relevant to diseases and track their search query volume. Such data, however, are not geographically fine-grained and need further statistical [258] or linguistic [208] methods to extract spatially related features.
2.2.3 Symptomatic online surveys

While the practice of surveying a small sample of populations for disease symptoms is a well-known surveillance method from the past, advances in mobile devices have made this approach more scalable and effective. Volunteers fill up a questionnaire where they are asked if they or anyone in their family is experiencing symptoms of a disease, and data from these participants are aggregated as a signal for flu incidence. Such programs are organized around the world such as Flu Near You (FNY) in US [312] (see Figure 4c) and similar in other countries [176, 218] and Dengue na Web in Brazil [354]. Public engagement is key to make these surveys a success. An average of 250 weekly participants from each region was sufficient to produce a strong correlation of FNY survey results with actual ILI reports [26]. However, the correlation varies greatly across regions and there is unequal participation across regions, with vulnerable demographics such as smokers and diabetics significantly underrepresented in the surveys [176]. The number of participants also varies across time with more participation during historic peak flu incidence months. Therefore, all these factors should be considered during pre-processing and using symptomatic survey data. Datasets for COVID-19 include the US COVID-19 Trends and Impact Survey [294], which randomly invited Facebook users to participate in a survey. To explore the utility of such datasets, the COVID-19 Symptom Data Challenge [92] tasked teams to present novel analytic approaches that could showcase improved situational awareness and predictions with Facebook’s symptomatic surveys. The winning solution showed improvements in real-time forecasting with deep learning models (especially in short-term predictions and in anticipating trends) and the runner-up discovered causal relations between policies and symptom data.

2.2.4 Medical and wellness devices

Digital health devices can be a valuable source of large scale surveillance data that minimizes the direct involvement of health care agencies. They record patients’ vital readings like temperature, sleep cycle, heart rate, etc. that provide useful indicators towards future incidence. Miller et al. [217] leveraged body temperature data recorded by Kinsa smart ear thermometers that record the patient’s temperatures in a mobile app. This was used to collect average temperatures, the number of times individuals experienced fever, information useful for flu and COVID-19 forecasting [283, 284]. Radin et al. [263], used health data collected from Fitbit devices. Specifically, they collected anonymized data of heart rates to create a model for flu prediction. Digital devices help provide individual real-time clinical data without the need for direct contact with public health workers and agencies. However, the data collected doesn’t cover all socioeconomic categories equally. It may also increase privacy risks of sensitive health data which would require new investments in security infrastructure [15]. Another source of data are point-of-care devices. For instance, Quidel Corporation provides influenza testing data from a network of machines called the Influenza Test System [189]. BioFire's multiplex molecular diagnostic network is a reporting system that has been explored to be used as a novel data source for disease surveillance [212]. In contrast to reports from CDC, this type of data has higher spatial granularity (e.g., at zip-code level) and is often available in real-time.

2.2.5 Satellite images

Image from remote-sensing satellites can also be leveraged as a source of surveillance. Nsoesie et al. [231] and Butler et al. [60] used images of parking lots of hospitals from RSmetrics, a company that leverages satellites to collect image data from across the world to track COVID-19 and influenza outbreaks. They found that satellite data can be used to extract images at specific times of the day across multiple sensitive locations like hospitals. Such images are later pre-processed for extracting a measure of hospital visits. Other studies such as [114, 122, 243] leverage satellite data to monitor various environmental patterns including temperature, rainfall, and chlorophyll levels of crops to track vector-borne illnesses like cholera, hantavirus, and malaria. While the satellite data can be extracted in real-time at small geographical granularities, it suffers from imperfections and
noise due to external factors like clouds, tree covers, construction activities that make it hard to define contours to survey, and others (Figure 4a). Data collection from satellites is also constricted to different extents by privacy and security laws in different regions that may introduce irregularity in data collection.

### 2.2.6 Retail and commerce data

Data from commerce and retail that depict consumer behavior at scale can also serve as useful electronic surveillance data. The OpenTable dataset that tracks reservations at multiple restaurants around North America where disruption and decrease in reservations could signal disease outbreaks [230]. While there is a strong correlation between an increase in ILI activity and an increase in the availability of reservations, data may be noisy and not fully informative since the changes in reservations could be influenced by multiple factors like seasonal changes, social unrest or changing dining preferences among studied restaurants. Sadilek et al. [292] curated a dataset by combining the user search data with location data collected by Google to identify, based on the search queries related to food-borne illnesses, the source restaurant for the infection. Another line of work uses retail data from supermarkets, where features obtained by some simple classification of the items were found useful in disease forecasting [215].

### 2.2.7 Pharmaceutical records

Data from pharmaceutical orders (anonymized prescriptions and longitudinal data) have been previously explored in some works. Jain et al. [155] obtained data from Tata-mg, an online Indian healthcare brand with 50M monthly active users who search and order medicines, and found that several search tags had a strong correlation with reported COVID-19 case numbers and suggest that these records may lead to a novel early warning indicator. A National Retail Data Monitor was previously curated by CDC [340] by collecting sales data from multiple major health-care related retailers with the goal of detecting disease outbreaks. Another line of work tracks data from drug prescriptions and general prescription practices across regions [198, 279]. These works also found that such data can be useful in modeling opioid epidemics to help inform substance abuse prevention.

![Satellite image data](image1.png)  ![Online surveys](image2.png)

**Figure 4: Examples of digital surveillance data sources.** (a) Satellite image data has been utilized to quantify hospital visits in disease outbreaks [60]. (b) Interface for FluNearYou (FNY) survey used from crowdsourcing of symptoms [312].

### 2.3 Behavioral Data

Tracking specific behavioral markers at the individual level such as mobility patterns, adherence to interventions and recommendations, and vaccination adoption can be a useful source of surveillance data to forecast future disease incidence [37, 129, 195]. Here we discuss some relevant sources of behavioral data.
2.3.1 Mobility and Exposure

Mobility data tracks aggregated movement of individuals within a geographical region or across different regions. They provide a useful indicator on the ratio and trends of disease spread. A closely related metric is exposure, which measures the density of people in a location (like supermarkets, movie theaters, airports). This is usually measured as the number of overlapping devices at a location at a given time. The collection of both mobility and exposure logging the location of personal devices like smartphones and watches [349]. For instance, Google Mobility Reports [30] uses anonymized location history when people use Google services that leverage GPS, which capture mobility patterns at country, state and county levels. Similar initiatives are being conducted by Apple [216], Facebook [91] and others [67, 257] using real-time location data. Alternatively, SafeGraph [293] leverages GPS data to measure visitor counts, dwell times, distance traveled to locations of interest and provide anonymized data for modeling mobility. Another line of work uses call records data from mobile devices as source of mobility data to model spread of diseases like dengue [350] and COVID-19 [56]. Mobility data can be also measured via air travel patterns between airports, from which multi-scale mobility networks can be constructed [24]. Regarding exposure data, Chevalier et al. [67] used GPS data from multiple smartphones to measure overlapping exposure to other individuals in important locations to provide a Device Exposure Index (DEX) for each county and state.

Mobility and exposure data, in general, cover a wide range of demographics and provide information about large scale movement patterns. However, they also raise privacy concerns and security risks to prevent leaking of personally identifiable location data [179]. Another issue may be representativeness because the data can be skewed due to factors such as age (towards younger population), income, race and education levels [67, 348].

2.3.2 Contact tracing

Contact tracing involves detailed tracking of individuals who are exposed to carriers of disease and has been a standard public health practice for mitigating many disease outbreaks like HIV [291], Ebola [320], tuberculosis [235] and more recent COVID-19 [8, 319]. This can allow epidemiologists to identify the source of an outbreak and forecast its future impact [88]. While older methods leverage health care workers interviewing suspected patients and their families [320], recent digital contact tracing methods provide more updated large scale contact-tracing data. This can be obtained from smartphones using either Bluetooth or GPS technology and can be organized via a centralized structure, like the TraceTogether app by Singapore Government [69] or decentralized peer-to-peer networks like in Vietnam [190].

The use of digital contact tracing in epidemic forecasting is still in its infancy. Recent works include looking into small spatial scales such as on a university campus. For instance, Swain et al. [319] leveraged WiFi records of students who visited different locations and classrooms to build a contact network and model spread of COVID-19 and proposed selective lockdown policies that were effective while avoiding complete closure. Possible extensions may include incorporating demographic and past clinical data to provide more accurate and effective estimates of infectiousness [34]. However, there are some challenges in the use of this novel data source [190, 320]. First, there are privacy concerns regarding location data collected by contact tracing apps, especially using centralized systems. Involuntary tracing methods such as using security footage or recording financial transactions also raise greater security and privacy concerns. Second, most voluntary contact tracing methods don’t have massive adoption. For instance, the government organized TraceTogether app was only used by less than 20% of the population. There are also problems with location measurements due to inaccuracies of Bluetooth and GPS technologies [69]. In addition, it should be considered that in some cases introducing contact tracing may have undesirable effects. For instance, it may reduce the adherence to restrictions imposed to control the outbreak [175].
2.3.3 Behavioral surveys

Measuring attributes of social behavior concerning public health adherence can be a useful marker of forecasting. Facebook, in collaboration with CMU, conducted an online survey leveraging social media reach of their platform to survey important markers like mask-wearing, vaccine hesitancy, lockdown adherence, recent travels, attendance to indoor events, mental health, testing and financial conditions of individual Facebook users and their community. Phone call surveys can also be used in developing nations without access to internet.

Similar to the symptomatic online surveys previously introduced, behavioral surveys can also suffer from disproportionate representation and varying participation across regions and times.

2.3.4 Demographics

Demographics data of a population such as age, sex, ethnicity, and economic indicators are important aspects to understand the heterogeneity of the population and the possible contact patterns among communities. This information is especially useful in constructing mechanistic metapopulation models (in defining sub-populations) and agent-based simulation models (in further defining the agents and their contact networks)–as we further elaborate in Section 5. Some sources are the World Bank for country-level statistics and Census bureaus for more granular data. On the other hand, note from Table 1 that there has been little exploration of the use of this type of data in statistical models.

2.4 Genomics Data

Genomic epidemiology, which links pathogen genomes with associated metadata to understand disease transmission, has become a key component of outbreak response. Many viral strains show seasonal patterns and constantly evolve with changing weather and medication. Thus, leveraging this information should be useful for forecasting models. Hadfield et al. introduced the NextStrain dataset that collects the viral genomes of various pathogens and tracks their mutation over time as they spread to different regions. Other publicly available repositories of genome sequences include GSAID, GenBank, COG-UK. There has been very recent works that leverage genomics data of pathogens from local sources associated with influenza, COVID-19, dengue, Zika, etc. to design models. With advances in genome sequencing, phylodynamics datasets show great promise for use in novel outbreak detection, estimating epidemic parameters such as reproduction number, and predicting useful virus phenotypes that may inform the medium, the rate of spread, and the population's immune response, all of them of epidemiological significance.

2.5 Environmental Data

Indicators of environmental factors can also be effective sources of surveillance data. These are typically not easily influenced by change in human behavior but can still track or impact the spread of pathogens. In this subsection, we study different sources of environmental data that have been used for disease forecasting.

2.5.1 Wastewater

Analyzing wastewater for presence of biological markers of pathogens is a useful measure of community-wide affliction of disease, with the advantage that results of wastewater analysis have the potential to predict an outbreak earlier than traditional epidemiological indicators. This method was particularly used for diseases that travel through fecal matter like the polio virus. However, other diseases like influenza and COVID-19 can also be surveyed by this method. Noting that many viral RNA, including the one of COVID-19, is stable to temperature fluctuations, Peccia et al. diluted the wastewater sludge and detected concentration of viral RNA via PCR tests. They found a strong correlation between RNA concentration and reported COVID-19 cases. Larsen and Wigginton noted that wastewater based epidemiology has great potential since it is
cost-effective and can be implemented even in places that lack good health care systems. It is also unbiased towards traditional surveillance methods (for example, reported cases are biased towards the number of tests conducted).

### 2.5.2 Meteorological

Climate and weather markers are influential markers for predicting the onset of seasonal diseases like flu, especially in tropical regions [313]. Due to their easier availability, weather data are used for disease forecasting in regions with sparse traditional surveillance data. For instance, Tamerius et al. [323] studied local climate variables around the tropical regions, especially specific humidity as a useful indicator of seasonality of influenza incidence. Other works like [313, 336] also included important climatic indicators in their statistical forecasting models. Weather and climate data, while not fully informative of all factors of an epidemic, provide year round reliable markers that are useful for epidemic modeling.

### 2.5.3 Zoonotic

Multiple infectious diseases are born in animals and/or primarily transmitted to humans by them [141]. Therefore, identifying and obtaining tracking data from the hotspots of wildlife where zoonotic diseases are more likely to appear is very relevant for early detection [13]. In addition, data about movement of disease vectors (like mosquitoes) is informative to take action [133] as demonstrated for malaria, dengue and Zika [33]. Recent efforts in increasing data collection include the Microsoft Premonition project [71]. They are developing a platform that leverages genomics robotic sensing, AI, predictive analytics and cloud systems to monitor disease-carrying animals such that we can have early warning signals of possible outbreaks.

### 2.6 Policy Data

Various policy measures implemented by government agencies with the goal of reducing outbreaks or mortality effects future forecasts. Therefore some mechanistic models [160] and hybrid models [261] explicitly design their models to be sensitive to such changes. For example, as data in their hybrid model, Qian et al. [261] used policy markers like school and workplace closure, stoppage of public transport, travel restrictions, and investment in emergency health care and vaccines collected from the Oxford COVID-19 Government Response Tracker (OxCGRT) [139]. However, it should be noted that the extent of available data and level of adherence to these measures is variable across different countries and regions [98].

### 3 Task, Targets and Evaluation Metrics

In this section, we describe the most popular epidemic forecasting tasks and how model performance is evaluated in these tasks. We start by discussing the differences between the so-called ‘projection’ and ‘prediction’ setups - both very popular. Next, we formally describe the various tasks related to epidemic predictions and finally discuss the various metrics used to evaluate performance along different tasks.

#### 3.1 Projections vs. Predictions

Forecasts can be divided into projections (for multiple scenarios) and predictions (for the most likely scenario) [252]. In this survey, we focus on predictions because it is where most data-driven work has been proposed, but we briefly touch upon projections when relevant to decision making. Nevertheless, several of these prediction techniques can be adapted to projections [58]. We give a very high-level summary here and then later discuss their use in decision making in Section 8.2. We again make some final remarks about their differences in Section 9.
3.1.1 Projections

Projections are forecasts made for specific scenarios with the intent of understanding the epidemic outcome on each of them [46, 259]. To evaluate several scenarios, models have some mechanisms or assumptions to incorporate changes based on the scenarios that they want to evaluate. For example, a non-pharmaceutical intervention such as mask mandates is going to reduce the infection rate, but this rate will vary with the public adoption and mask efficacy. Therefore, to provide projections for several levels of adoption rate, a model may change parameters related to infection rates to represent each mask adoption rate.

3.1.2 Predictions

In contrast to projections, predictions are forecasts for the most likely scenario (a ‘default’ scenario), i.e., the best possible guess of the evolution of the future. Works using mechanistic models make explicit assumptions on the parameters that define this default scenario. However, this may not always be reliable due to changing dynamics of an epidemic and evolving priors about parameters such as infection rates, asymptotic spread, etc, as it is commonly the case for COVID-19. In contrast, statistical models implicitly infer the default scenario from historical data. This can be directly observed in some models to directly map the current weekly patterns to historical patterns that indicate similar default scenario [3, 161].

In our survey, most work in epidemic prediction has been focused on short-term predictions, typically up to 4 weeks in the future. Naturally, understanding the limits on the predictability of infectious diseases has been an intriguing question. Some works framed the question as ‘are long-term predictions even possible?’ and pointed to some theoretical [287] and practical [298] limits of forecasting epidemics including in real-time situations [272]. In Section 9 we discuss how a principled incorporation of data streams might help our understanding of predictability.

3.2 Prediction Targets

To define a forecasting problem, we need to specify what is the predictive target of interest and the spatial and temporal scales for it. The usual predictive targets are fractions of symptomatic outpatients [103], hospitalizations [284], mortality [163] and other epidemiological indicators as noted in Section 3.3.3. We are often interested in predicting the observed occurrence of new incidences (in a given period of time) of the forecasting target. It is important to note that early in the COVID-19 pandemic, multiple papers used cumulative counts instead of incidence, but incidence predictions were later preferred in CDC dashboards [106] and CDC-authored evaluations [78].

The targets are defined across two dimensions. The spatial scale, also known as spatial granularity, is the geographical region to which the forecasts are circumscribed. For instance, the number of cases in a country. The common spatial scales are national, region/state/province, and county-city, being the latter one the less common due to the data sparsity at such low granularities. The temporal scale, also known as temporal granularity, is the period of time at which the epidemiological target is aggregated when calculating the new incidences, which is often weekly or daily.

3.3 Prediction Tasks

Once we have picked a target, there are a variety of tasks that are deemed relevant by domain experts for decision making and preparedness [99, 158]. In this section, we describe the main tasks and their impact on limiting an outbreak or epidemic.
3.3.1 Real-valued prediction tasks

First, we present the tasks involving the prediction of real-valued important indicators of the unobserved or future epidemic trajectory.

Task 1: Future incidence prediction Future incidence prediction of a target, depicted in Figure 5a, is a common task in epidemiological modeling since it describes the future direction of a pandemic. These predictions can be for short-term predictions (up to 4 or 5 weeks ahead in the future) or long-term predictions (5+ weeks ahead). As we forecast farther into the future, the accuracy of the models quickly decreases [78, 273, 274].

Task 2: Nowcasting Nowcasting deals with prediction of targets up to the current week, sometimes also termed as ‘predicting the present’ [70]. Due to reporting errors and delays that can be caused by various factors such as testing artifacts, modelers usually have to deal with right truncation e.g. they have access to accurate target values only up to 1-3 weeks in the past [237]. Therefore, nowcasting helps provide a more accurate measure of important markers. Osthus et al. [237] also showed that using output of a fairly accurate nowcasting model as input features for forecasting models can improve their accuracy. Accurate forecasting models can also be directly used for nowcasting, using past weeks’ features to predict for current week. A general strategy for other nowcasting methods involves relying on more accurate and recent digital features to refine current estimates [95, 184, 232, 237]. Some nowcasting methods model reporting delays and errors from past data to learn a good correction mechanism [94, 119, 317]. However, these methods are specific to nowcasting and cannot be applied for forecasting future incidence.

Task 3: Peak intensity prediction Peak intensity is defined as the highest value of the forecast value across the epidemic season or wave (Figure 5b). For instance, for the flu forecasting task, CDC defines peak intensity on wILI values. Models typically predict the peak intensity throughout the prediction season. Since a season’s epidemic curve can have multiple local peaks, Reich et al. [273] observed that for most models it is very hard to predict peak intensity before the occurrence of actual peak week with some models overestimating the values [166] or providing low confidence predictions [273].

![Figure 5: Examples of epidemic prediction tasks. The red asterisk depicts the characteristic of the epidemic curve to be predicted and the blue dotted line represents prediction week \( t \). As described in Section 3.3, (a) and (b) are examples of real-valued tasks while (c) and (d) are event-value tasks.](image)

3.3.2 Event-based prediction tasks

This set of tasks involve predicting important stages of an outbreak or forecasting season.

Task 4: Onset prediction Onset week, as is defined by the CDC, is the first week where the target is above a defined baseline value for at least \( x \) consecutive weeks (Figure 5c), being \( x = 3 \) for flu [39]. Anticipating the onset can inform vaccination efforts, preparedness tasks like staffing, inventory and treatments, and communication
plans to the public to take preventive measures [166]. Fortunately, onset week seems to be one of the easier tasks to forecast in seasonal diseases like flu: when forecasted with three varying model approaches, onset produced the highest cumulative log score among all the tasks [166]. It was also found that some models have the capabilities of accurately predicting onset 6 weeks in advance at the state level [248]. Similarly, some works also predict the end of prediction season [274] (i.e., the first week below a threshold).

**Task 5: Peak time prediction** This task aims to predict the global maximum of the epidemic curve for an epidemic season or wave (Figure 5d). By forecasting an accurate peak prediction before its occurrence, we may help hospitals better aggregate their staff and resources for a surplus of patients, and also plan for an increase of vaccinations. Peak time predictions can also be useful for informing us of non-seasonal patterns and even help with anticipating epidemics. For instance, several works accurately predicted peak week during the unprecedented H1N1 pandemic [64, 327].

### 3.3.3 Estimating epidemiological indicators

While previous tasks predict observable characteristics of epidemic curves, some works aim to predict widely used interpretable epidemiological indicators like final size of the epidemic.

**Task 6: Reproduction number** Reproduction number, denoted by $R_0$ is the estimated number of secondary infections caused by a single infected person. Thus it is a measure of the extent of the initial spread of disease and a widely-used epidemiological indicator. Multiple works have studied estimation of $R_0$ for many diseases like influenza [40], tuberculosis [153] and COVID-19 [12] including some works that forecast time-varying reproduction number into the future [124]. There has been some interest in the closely related generation interval estimate as well [211].

**Task 7: Final size and attack rate** Final size measures the total fraction of the population that is infected during the entire period of an epidemic or pandemic. Similarly, attack rate measures the fraction of the population infected in a specific time interval. Most methods that estimate these values assume a mechanistic model to capture the dynamics of the entire epidemic [150] including those that factor in changes in parameters due to various interventions [51]. Final size is not often used in seasonal diseases; instead it is used to model the overall impact of short-term outbreaks and pandemics like in the case of Ebola [118, 158] and early phases of COVID-19 [30].

### 3.4 Evaluation

To understand how actionable and reliable forecasts are in informing decision making, several quantitative metrics have been proposed. As each evaluation metric penalizes error differently, considering the requirements of health agencies and decision-makers is important in the selection of evaluation metrics [63]. There are multiple metrics used to evaluate epidemic forecasts, which can be classified based on the point forecasts (also known as single-valued forecasts) and probabilistic forecasts (which also quantify uncertainty via prediction intervals).

#### 3.4.1 Real-time forecasting and evaluation

*Real-time forecasting* of epidemics aims to inform public health officials and the public of what to expect for the future given all the currently available information. The available information at a given point in time may present some issues as noted in Section 2, e.g., prediction targets like testing data often present errors and reporting delays, which are later corrected (revised). Therefore, this should be considerate when assessing
models’ performance. Indeed, previous studies found models using revised data for training and evaluation may lead to different assessments [273].

Therefore, a more controlled setting for assessment of how models would have performed in real time can be achieved via the simulated real-time forecasting setting which is popularly utilized. This means using the version of the data available at a particular moment in time. To facilitate this, there are ready-to-use tools and repositories available such as for influenza and COVID-19 [163, 277]. These tools enable modelers to train models with unrevised data and then evaluate them in curated data that best represents the actual burden of the disease.

3.4.2 Evaluation of point forecasts

Point forecasts return one single value per forecasting target, which can be aggregated in multiple ways. Tabataba et al. [321] study different point error metrics and empirically show that each of them lead to a different ranking of models. Specifically, given the prediction error $e_t$ and forecast evaluation period $\{1 : T\}$, they studied mean absolute error $\text{MAE} = \frac{1}{T} \sum_{t=1}^{T} |e_t|$, root mean absolute error $\text{RMSE} = \sqrt{\frac{1}{T} \sum_{t=1}^{T} |e_t|}$, and variations like MAPE and NMSE. They also pointed out that the selected metrics do not make the distinction in underestimating or overestimating, which has a different impact on real decision making. In our review of multiple methodological papers, we found that for the tasks future incidence and peak intensity, the preferred choice has been MAE and RMSE [3, 78] while MAE has been preferred for event-based tasks like peak time and onset [166]. However, official CDC evaluations [39, 42, 158] usually opt for de-emphasizing point forecast evaluation in favor of probabilistic evaluation.

3.4.3 Evaluation of probabilistic forecasts

Probabilistic forecasts are more informative because they provide a balance between accuracy and uncertainty quantification, being the latter useful for high-stake decisions as in public health.

Recent CDC initiatives for forecasting like flu (FluSight challenge) [39, 273] and Ebola [158] adopted a modified version of the logarithmic scoring rule [128], which is referred as log score. The log score assesses the probability that the forecasts are assigned to the actual value of the target on a logarithmic scale. Let $\mathbf{p}$ be the set of probabilities for a given forecast and $p_i$ is the probability assigned to the ground truth target value $i$. Then, the log score is as follows,

$$\text{Log score}(\mathbf{p}, i) = \ln(p_i).$$

For event-based tasks, the labels to predict are discrete so the calculation of log score is straightforward, but, for real-valued tasks, we have to first discretize the possible values of the target (a predefined range) in bins of equal width $B$. In FluSight challenges, $B$ has been set to 0.1 [108] and in other publications, $B$ has been set to 0.5 [273]; however, it is unclear what are the effects of the selection of $B$. In addition, there has been discussion on whether or not to use multi-bin or single-bin evaluation [47, 276] and the community has adopted single-bin. For boundary cases, the log score will take 0 when all the probabilities are put in the right bin, and its lower bound is set to -10. Thanks to the bounds of the log score, we can derive a more interpretable measure named forecast skill [42], which is defined as the exponentiated mean of log scores for a model. Therefore, a log score of 0 will lead to a forecast skill of 1, and a low log score like -10 will lead to a forecast skill close to 0.

The metrics above work well for traditional forecasting targets that are represented as percentages, where the domain of values rarely go beyond a predefined range. However, in the COVID-19 pandemic, we did not have any percentage as a forecast target. Instead, we had number of cases, deaths, and hospitalizations, which are targets where obtaining a meaningful binning is a non-trivial task. Due to this reason, the CDC and COVID-19 Forecast Hub moved their evaluation to work with interval score [128]. Let $F$ be a given forecasting distribution, $y$ be the ground truth target value, and the lower and upper end of the central $1 - \alpha$ prediction interval of $F$ is $l$.
and \( u \), then the interval score is

\[
\text{IS}_\alpha(F, y) = (u - l) + \frac{2}{\alpha} (l - y) \mathbb{1}(y < l) + \frac{2}{\alpha} (y - u) \mathbb{1}(y > u),
\]

where \( \mathbb{1} (\cdot) \) is the indicator function. Bracher et al. [48] built on top of this metric to incorporate multiple central prediction intervals. Specifically, for \( \alpha = 0.02, 0.05, 0.1, 0.2, \ldots, 0.9 \) (11 intervals in total, \( K = 11 \)), we have the weighted interval score as

\[
\text{WIS}_{\alpha(\{0, K\})}(F, y) = \frac{1}{K + 1/2} \times |y - m| + \sum_{k=1}^{K} \{w_k \times \text{IS}_\alpha(F, y)\},
\]

where \( m \) is the predictive median. Cramer et al. [78], including co-authors from CDC, evaluated models in the COVID-19 Forecast Hub using WIS as the main evaluation metric. However, they found that not all forecasters provided predictions for the same set of locations and periods. To resolve this, they defined \( \theta_m \) to be a score of a model \( m \) which is based on pairwise comparisons of the relative WIS of model \( m \) and all other models in the hub. Given a pair of models \( m \) and \( m' \), they first calculate \( \theta_{mm'} \) to then be aggregated via geometric mean to get \( \theta_m \) as follows:

\[
\theta_{mm'} = \frac{\text{mean WIS of } m}{\text{mean WIS of } m'}; \quad \theta_m = \left( \prod_{m'=1}^{M} \theta_{mm'} \right)^{1/M}.
\]

Another popular evaluation metric used to evaluate the probabilistic prediction is the **coverage score**. This score simply measures the fraction of times a the range determined by a confidence interval covers the ground truth value. The usual confidence intervals that are used are 90% and 50%. Since confidence intervals determine the uncertainty and variation of future forecasts, **coverage score** is a good measure of calibration of model predictions.

### 4 Modeling Paradigms–An Overview

As mentioned before, in this survey we broadly classify methods into three categories: mechanistic, statistical, and hybrid. Here we briefly introduce them to later develop each of them in detail.

**Modeling paradigm 1: Mechanistic Models**  We briefly visit the past literature of traditional mechanistic models that encode mechanisms of epidemic spread. We describe mass-action compartmental models that describe transmission of disease at large-scale population level and move towards more fine-grains metapopulation models that assume of heterogeneity in population and incorporate information such as human behavior and mobility. We finally look at agent-based models that simulate individuals’ behaviors and their relations via contact networks.

**Modeling paradigm 2: Statistical, Machine Learning, and AI Methods**  This section comprises more recent state-of-art methods of data-driven statistical and deep learning models that have risen to be increasingly influential. Their influence has been strengthened due to their effectiveness and ability to leverage a wide variety of data including online search queries, text from social media as well as satellite images while requiring little assumption on transmission dynamics. We go over various regression approaches starting with linear regression models and discuss complex and hierarchical regression methods. We then focus on leveraging recent advances in deep learning to learn from large datasets with high dimensional feature space and learn rich feature representation and incorporate multimodal data and spatio-temporal structures. We finally discuss traditional and neural-based density estimation models that learn distribution over forecast targets and help deal with quantifying uncertainty.
Modeling paradigm 3: Hybrid Models  We finally discuss the novel class of models that incorporate expert priors of mechanistic models with the flexible learning power of statistical and deep learning approaches at various stages of the modelling pipeline. We look at techniques such as data assimilation, learning parameters of mechanistic models using statistical methods and regularizing statistical learning algorithms with mechanistic priors. We also touch upon models based on wisdom of crowds that directly leverage expert knowledge and use ensembles of models to provide robust results in practice.

5  Mechanistic Models

Mechanistic models mathematically describe the transmission mechanisms of infectious diseases in communities. These models have a long history dating back since the late 18th century with Daniel Bernoulli for smallpox. Therefore, we circumscribe our work to provide a brief overview of them and highlight some of the recent data-driven advances; we refer the reader to other excellent surveys [85, 145, 197] for more in-depth discussion on these models. Following [4], these models can be broadly classified as follows: mass action compartmental models, structured metapopulation models, and agent-based models.

5.1 Mass-Action Compartmental Models

These models are governed by ordinary differential equations (ODEs) that describe disease transmission via the movement of individuals from one compartment to the other and were initially inspired by a mass-action model [197]. This is when the concept of an epidemic threshold was introduced (basic reproduction number $R_0$) and multiple models were proposed taking in consideration the characteristics of a particular disease, including measles, malaria, and smallpox [145]. In this type of models, transmission is considered homogeneous and population is assumed to be perfectly mixed (each person is in contact with everyone else). These models are usually named with acronyms, often based on how individuals flow between compartments. For instance, in the classic SIR (susceptible, infected, removed/recovered) model, depicted in Figure 6a, susceptible individuals become infected at some rate and eventually they are removed from the infected compartment through death or recovery. Given these compartments and associated parameters, broadly simulation optimization and Bayesian calibration have been used for calibration of the parameters [334]. However, a common issue in the calibration of these models is sensitivity of the parameter space to outcomes—a small error in estimating the parameters may lead to very different predictions [89, 140].

Recent work in forecasting using these models includes SIRS models for influenza that considers viral evolution across seasons and within the same season [87]. For Ebola, Gaffey and Viboud [118] used the EbolaResponse model, an SEIR-like model that accounts for different ways of transmission. For the COVID-19 pandemic, Wu et al. [357] proposed one of the first models (an SEIR model) to forecast the domestic and international spread of COVID-19 in the first weeks of the community spread at Wuhan, China. COVID-19 CovidSim [96] was an influential model that supported initial decision making in the UK. This work was followed up with criticism due to their calculation of uncertainty and the lack of study of the model’s parameter sensitivity [89]. The IHME model [115] was CovidSim’s counterpart for the US, also criticised for their uncertainty quantification [149]. Morozova et al. [220] explored using mobile device geolocation data [80] as input for a parametric function that estimates the transmission rate of a SEIR-type model, which was used to forecast for the spread of COVID-19 in Connecticut, USA. In the COVID-19 Forecast Hub, there have been a few good performing mass-action models [78]. MechBayes [126] proposed a SEIRD model embedded into a fully Bayesian framework with informative priors to the epidemiological parameters. ParamSearch [135] proposed an end-to-end differentiable SEIR model. While these models have been useful in several applications, the assumption that the population is uniform and homogeneously mixing may be unrealistically assumed in other cases as there are interactions
that depend on many factors including age groups and social-economic reasons, which motivates the types of models described below [197].
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Figure 6: Types of mechanistic models. (a) Mass-action compartmental models like the SIR model assume each person is in contact with everyone else (perfect mixing assumption). $\beta$ and $\gamma$ are the parameters of the ODE equations that govern movement from one compartment to the other. (b) Metapopulation models incorporate heterogeneity in the population by modeling different sub-populations separately with, and connect these models via mobility. (c) Agent-based network models have multiple contact networks in which people (nodes) may be involved. The spread of the disease is therefore across multiple layers. Adapted from [31].

5.2 Structured Metapopulation Models

These models build on top of the mass-action compartmental models and incorporate heterogeneity in the population, but assume homogeneity at ‘right’ granularity (see Figure 6b. Mossong et al. [221] is one of the first studies in demonstrating the benefits of modeling different sub-populations (e.g., low-granularity geographical regions and age groups, sex) in a large-scale experiment. Spatial metapopulation models, which pay special attention to spatial transmission like commuter connections among sub-populations, have received some recent attention. Global epidemic and mobility (GLEaM) [24] is a spatial metapopulation model based on multiscale mobility networks. Specifically, using Voronoi tassels around transportation hubs, they identify 3000+ sub-populations around airports in 200+ countries. Forecasts of this method for COVID-19 [68] were submitted to the COVID-19 Forecast Hub. Similarly, Pei et al. [248] proposed to use available commuter data to estimate human mobility, which is incorporated into a spatial metapopulation model. This work showed improvements in using influenza metapopulation forecasts with respect to a model for each location that assumes isolation. Venkatramanan et al. [335] leveraged anonymized mobility maps aggregated from millions of smartphones and show how their model can perform as good as when using commuter surveys, which are sparse and more expensive.

Another line of work focuses on modeling heterogeneity of interactions. Srivastava and Prasanna [314] proposed a heterogeneous infection rate model which incorporates inter-regional mobility. They linearize this model for efficient training. Their model learns the parameters dynamically and automatically over time, which enables some epidemiological insights with respect to the regional response to the epidemic. They found the ensemble of their models is the best performing. Gopalakrishnan et al. [130] proposed to use local mechanistic models at county granularity to obtain more accurate forecasts at the state level. Geng et al. [123] proposed to connect the spatial spread of COVID-19 with dynamic multifractal scaling. They looked at data at the county level over time, revealing a dynamic multifractal scaling in the spatial correlation. They introduce a kernel-modulated SIR model mapped onto a multifractal population framework, which allows them to exploit spatio-temporal patterns. AutoODE [345] proposed a connection between mechanistic models and automatic differentiation. They introduce a spatio-temporal SuEIR model where they model the transmission among adjacent states as a learnable matrix (and solve it via low-rank matrix factorization) and use linear or piecewise linear functions for the mechanistic parameters. Further challenges on constructing this type of models range from finding the ‘right’ granularity to modeling complex social structures [25].
5.3 Agent-Based Network Models

These models work around the idea that modeling individual behavioral adaptation and the incorporation of details in the underlying contact networks can improve our understanding of how the disease spreads [197]. These models rely on building simulations where agents host and transmit the virus within their multiple contact networks (there is a within-host disease model, e.g., SIR), as depicted in Figure 6c. A discussion on the challenges on building networked models can be found in [251], which include building these networks such as contact networks [88]. Dimitrov and Meyers [85] surveyed some methods that work with little information but strong assumptions about the population structure. The population is assumed to resemble a random graph with a specific degree distribution, which allows them to leverage techniques such as bond percolation to model the heterogeneity of disease transmission. Other types of methods attempt to recreate the population with great detail and realistic urban settings [90], also known as twin cities. These detailed simulations are computationally expensive, and there have been attempts to reduce this burden with distributed systems, e.g., EpiFast [45], which can simulate a large social contact network in minutes. Using a simulation model like EpiFast for forecasting is a non-trivial process because the choice of the parameters is important. Nsoesie et al. [228] presented an ML-based method to decide whether some of the predefined parameters can be used in forecasting, or if new parameters should be proposed with a combination of simulation and optimization. Tabataba et al. [322] performed data assimilation-based forecasting for EpiFast. They used particle filters leveraging beam search [222] for more comprehensive exploration of state space. FRED [332] is an open-source software for detailed modeling of epidemics at state and county level in the US, and a participating model in the FluSight forecasting challenge. Venkatramanan et al. [334] introduced an Ebola model that can incorporate specific characteristics of the disease transmission like safe funerals, although it does not model it explicitly. This work also pinpoints the challenges in calibrating these models (e.g., fixing some parameters with expertise) and the difficulties in qualitative/quantitative comparisons between agent-based methodologies.

6 Statistical, Machine Learning, and AI Methods

Statistical models (also known as phenomenological models) learn patterns from a wide variety of input signals that are assumed to influence epidemic patterns. Unlike mechanistic models, they typically require little modeling constraints on the models and provide a flexible learning approach to find the best set of parameters that can model patterns from given data. This has enabled wide-spread use of these models on a wide range of large datasets including social media, satellite images, etc. with great effectiveness. We also focus on recent advances in deep learning models that efficiently learn to encode useful information from large high-dimensional multi-modal datasets incorporating spatio-temporal structures.

6.1 Regression Models

Regression models learn a function \( y_t = f(x_t) \) where \( y_t \) is the target to predict, i.e, the future forecast, and \( x_t \) is a list of signals available on week \( t \). Different classes of well-known regression models have been used with a variety of signals as we describe below.

6.1.1 Sparse linear models

Linear models assume that the target at week \( t + k \), \( y_{t+k} \) is a linear combination of fixed set of multiple indicators available at current week \( t \). If the vector of indicator signals are \( x_t \), the models are of form \( y_{t+k} = \beta_0 + \beta^T x_t \) and the parameters \( \{\beta_0, \beta\} \) are determined by minimizing a loss functions such as the squared error \( L = (\beta_0 + \beta^T x_t - y_{t+k})^2 \). In order to prevent over-fitting since the problem is sometimes under-determined, lasso [326] or ridge [148] regularization is used to get sparse parameters.
The body of work in this class of models varies based on the different sets of indicators considered and the data-preprocessing done on the indicators. For example, Polgreen et al. [254] and Ginsberg et al. [127] were two of the earliest to use volumes of search queries as features for forecasting influenza infections using a linear model. Polgreen et al. [254] used a carefully curated list of keywords search queries from the Yahoo search engine related to influenza. Ginsberg et al. [127] introduced Google Flu Trends (GFT) in 2009, which used a proprietary set of search keywords to predict the flu. They searched over 50 million keywords to select top queries that correlated well with ILI across different regions and then built a model using the top 45 queries. GFT was accurate during the 2009 H1N1 outbreak, but later it became inaccurate during specific time periods and was eventually discontinued. One of the main issues was the drift in the importance of keywords possibly due to change in searching pattern as well as not considering seasonal flu patterns [143, 233, 363]. Even after such issues, this was an influential work that spanned multiple follow-up work.

Liu et al. [193] used counts of media reports on COVID-19, Baidu search activity along with official incidence counts of the past 3 weeks to fit a linear model to predict future COVID-19 incidence. Due to the large number of features, they used a lasso regularizer. Similarly, McIver and Brownstein [208] and Santillana et al. [297] used a lasso regularized model with features from Wikipedia search queries and clinician’s database (named UpToDate), respectively.

### 6.1.2 Auto-regressive models

Auto-regressive linear models that are classical time-series forecasting models have been widely applied to epidemic forecasting. Soebiyanto et al. [313] use several autoregressive integrated moving average (ARIMA) and variations such as SARIMA, ARIMAX and SARIMAX; the latter two incorporate exogenous climatic signals such as rainfall and relative humidity to forecast up to 4 weeks ahead. Ray and Reich [266] leveraged a standard seasonal autoregressive integrated moving average (SARIMA) model. In the FluSight challenge, they tested this model without and with seasonal differencing, being the latter the best performing among these two [273]. Broniatowski et al. [52] used previous weeks’ Google Flu Trends (GFT) and tweet volume data collected from HealthTweets as exogenous features and designed an ARIMAX model for forecasting. Kandula and Shaman [165] used both GFT data and designed an ARIMA based model. They tested with and without seasonal and trend decomposition and saw a negligible difference in performance.

ARGO (Autoregression with GOogle search data) [363] and its derivatives are a set of extensible auto-regressive models that rely on google search queries. Motivated from the weaknesses of the GFT system, which was susceptible to changes in search behavior [233, 363], they instead use volumes of search query terms from Google Correlate/Trends website as features, along with previous weeks’ predictions which incorporate seasonality. Santillana et al. [296] combine ILI estimates collected from multiple traditional surveillance and digital sources to generate forecasts. They employ a stacked linear model to select the best linear combination of multiple weak predictor models.

### 6.1.3 Traditional ML models

Next, we discuss more complex regression models which have non-linear dependencies between signals and output features. Matrix factorization models for regression have also been explored by Chakraborty et al. [62]. They use nearest-neighbor based regression, and matrix factorization using neighbor embedding to forecasting ILI counts. Wang et al. [347] replaced the linear model of ARIMA with a generalized linear model with a link function corresponding to Poisson distribution for capturing the case incidence. To constrain the total number of parameters, they assume that models for similar time-periods and similar seasons of different years share similar structure. Therefore, they also reduce the L2 distance between parameters of nearby weeks and weeks from the same season as a form of regularization.
6.1.4 Hierarchical models

Most models studied so far are independently trained to forecast for a specific region of fixed spatial granularity (such as county-, state-, regional-, or national-level). Next, we explore the models that combine predictions from individual models for each county or state and refine these predictions using information from all regions together in a hierarchical manner. ARGO2 and ARGOX [227, 362] extend ARGO to predict regional wILI through a 2-layer hierarchical model (see Figure 7a) where the lower level is a LASSO-regularized linear model that uses ILI and GFT data to predict region-level incidence. The second layer model uses the predictions from the lower level as well as correlations of changes in search trends across pairs of regions to incidence at higher granularity as parameters to model a multivariate Gaussian random variable of future incidence for all states to capture cross-state spatio-temporal interactions.

Zou et al. [372] proposed a multi-task learning approach of jointly optimizing model parameters from multiple regions. They propose using two models for multi-task learning: elastic nets (linear regression with lasso and ridge regularization) and Gaussian Processes (GP). For Elastic nets weight and bias parameters are simultaneously optimized by a single program. For the GP-based method, they used multi-task Gaussian Process [352] where the kernel function of covariance matrix compares features from different tasks (regions in this case) thus implicitly learning cross-regional relations. They found multi-task learning not only improves performance but also may help in scenarios where reporting may be missing temporally and geographically (sporadic reporting). Similarly, Matsubara et al. [202] proposed a multi-level model to capture trends over various diseases simultaneously across different locations. Their model contains learnable parameters that are disease- and location-dependent, which are optimized using the minimum description length (MDL) principle. The model accounts for infection dynamics, periodicity, and external effects (like pandemics). They also use multi-level optimization where they first fit globally across all regions and then fine-tune region-specific parameters.

6.2 Language and Vision Models

Textual and image data are increasingly used as a robust source of surveillance data due to their ease of collection. In this subsection, we specifically look at methods that perform pre-processing in these data sources to extract useful signals and/or representations for forecasting.

6.2.1 Vision models

Not much work has been done in using computer vision algorithms to inform epidemic forecasting. Only some recent work started exploring the use of satellite images of locations sensitive to the effects of an outbreak like hospitals. Butler et al. [60] used satellite data from RS metrics of parking lots near hospitals to extract the number of vehicles and number of vacant spaces. These are used as features to determine future incidence at the national level using a lasso-regularized linear regressor. Similarly, Nsoesie et al. [231] used vacancy of parking lots along with search data to model the spread of COVID-19 in China. Using vision models to detect early outbreaks, especially in regions with a lack of other sources of traditional surveillance data is a promising research direction. However, accounting for confounding factors that cause a rise in occupancy of parking lots such as seasonal events or natural disasters is not well studied [60].

6.2.2 Language based models

As described in Section 2, text data from social media and search queries are useful surveillance data that provide near real-time information. Here, we specifically look at natural language processing and information retrieval techniques used to leverage useful features from complex text data.
A major challenge with social media data is the need to extract useful signals from large volumes of text and metadata of tweets. One way is to choose important keywords that occur in tweets or searches that are relevant to the disease of interest and derive features based on their occurrence. Lampos et al. [182] and Culotta [82] are two of the first papers working with Twitter data in tracking epidemics. Lampos et al. [182] manually chose 2675 keywords related to flu and weighted each tweet that contains a keyword with the learned weight assigned to the keyword. The sum of weights for all tweets is used for ILI forecast. For this, they trained a lasso regularized linear model whose parameters are weights of keywords for each tweet. Culotta [82] built on top of the manual method proposed in [127] for tweets from Twitter. Specifically, they choose about 5000 candidate keywords starting from 5 manually chosen flu-related words and expanding it by looking at words most frequently occurring in tweets with hand-chosen keywords. Then, they train a logistic regression classifier for each keyword to check if a tweet with a given keyword is ILI related. The classifier filtered tweet volume for each keyword which are used as features for the final linear regression model to forecast ILI.

This was followed up by several other papers primarily proposing more sophisticated text mining models. Lee et al. [188] analyzed the importance of different sets of keywords across different geographic areas and time periods. Lamb et al. [181] constructed different markers for each tweet based on stylography, usage of keywords (for instance whether it is used as a possessive noun), parts of speech templates that are used as features. Paul et al. [246] combined these signals to train a simple logistic regression classifier on the tweet text to determine if it is related to influenza infection and combined the tweet counts with GFT features to improve on flu forecasting. Tran and Sakuma [328] demonstrates the benefits of incorporating a seasonal adjustment on top of using features derived from search engine logs.

An automatic unsupervised method to extract features from text is through word embeddings, a real-valued scalar mapping, based on the context in which words and phrases occur like the neighbourhood of words that occur along with given words and phrases [159, 213]. Zou et al. [373] used search frequencies of queries related to influenza as features for a lasso and ridge regularized linear model. They chose the candidate queries based on word embedding of search queries generated by fasttext [159] on Wikipedia corpus. They also introduced transfer learning to use the weights learned for a region in other regions that may use a different language. Specifically, they measure semantic similarity based on fasttext word embedding of queries trained on multi-language data. They also account for spatial similarity using Pearson correlation of query counts over multiple weeks for two different regions. Leveraging these two similarities, they appropriately map queries from the source language to the target language and choose the best queries in the target language as features for the linear model.

Probabilistic topic models are automated methods for extracting topics in tweets whose priors can be shaped by useful keywords. ATAM (A Model for Ailments in Twitter) [245] is a probabilistic topic model that associates symptoms, treatments, and keywords found in Twitter with diseases (ailments) and is applied in nowcasting CDC-reported flu counts. This method was later extended to a wide range of diseases by incorporating prior knowledge as Dirichlet priors [244]. HFSTM [66] (Hidden Flu-State from Tweet Model) is a hidden Markov model that characterizes the latent state of a Twitter user into compartments (such as suspected, infected and recovered) using the sequence of tweets by a specific user (see Figure 7b). These counts are used in a linear regressor to forecast future incidence. Similarly, the SMS (Social Media based) model [151] used a topic model for compartmentalizing each individual as well as a network-based approach where each individual is a vertex assigned to a compartment at any given time. This graph is connected to all individuals with edge weights denoting the probability of infection. Then, the parameters for both components are learned simultaneously to minimize deviation in population-level numbers in each compartment. Rekatsinas et al. [278] used a simpler topic model that uses documents from multiple locations for rare disease forecasting of Hantavirus.
Figure 7: Examples of regression and language models. (a) ARGO2 [227] constructs predictions at higher geographical granularities by pooling its predictions at lower granularities. (b) The HFSTM model [66] incorporates topic modeling that compartmentalizes each user to a state among SEIR compartments.

6.3 Neural Models

As the scale and variety of data relevant to forecasting increases, the statistical models discussed above will fail to capture relations from high dimensional feature spaces. Deep Learning [187] offers a potentially broader, more flexible set of models that 1) can deal with a large amount of data 2) data from different sources with different structures and peculiarities (due to the modular nature of specialized components that deal with such data) 3) richer learned representations and greater generalization power for large-scale data. The main ideas that have been explored in the literature can be broadly grouped as follows.

6.3.1 Off the shelf sequence models

As with previously introduced models, one key aspect of modeling progression of an epidemic is its temporal evolution. Here we introduce papers whose primarily focus is on modeling temporal dynamics via off the self sequential models, like long short-term memory (LSTM) [147], gated recurrent units (GRU) [69] and transformers [333], with minor modifications to the neural architecture and/or training algorithm. Volkova et al. [339] used two LSTMs for influenza (ILI) forecasting. One LSTM ingests ILI counts and other social-media-based features (e.g., unigrams, text embeddings), whose representations are concatenated to serve as input to a fully connected layer to make predictions. They found this method outperforms other ML models such as SVM and ADABoost. Venna et al. [336] proposed to leverage LSTMs in influenza forecasting in two stages: in the first stage, an LSTM makes predictions of influenza counts, and in the second stage, this prediction is improved by being multiplied by climate and spatial factors – these factors are not part of the neural architecture and are learned separately. Wu et al. [358] introduced a transformer model for influenza forecasting which outperforms both LSTM and Seq2Seq with attention models. In addition to past influenza counts, their features include the week number and the first and second-order differences of the time series. They also test using time-delayed embeddings as features, but this didn’t improve their performance. During the COVID pandemic, several papers have shared success stories on using neural sequential models for forecasting. Ayyoubzadeh et al. [23] used the volume of related terms obtained from Google Trends and input it into an LSTM for forecasting incidence cases early in the pandemic. They mentioned that the limited amount of training data is leading to fluctuating performance, which points to the need of models specially crafted to overcome the specific challenges of epidemic forecasting.
6.3.2 Modeling temporal dynamics via similarity

To overcome data sparsity in epidemic forecasting, several papers found it useful constructing neural architectures to explicitly model similarity. EpiDeep [3], designed for influenza forecasting, was one of the earliest neural models leveraging dynamic similarity between snippets of past influenza seasons and the current season snippet (see Figure 8a). To make predictions, they concatenate a similarity-based representation obtained from deep clustering with a snippet embedding resulting from an LSTM encoder. Using deep clustering allows them to exhibit some interpretability on the predictions by communicating the most similar season to the prediction of the current week. For COVID-19, Wang et al. [341] proposed a general clustering-based deep learning method to leverage different types of similarity with the goal of augmenting training data for each region. They use temporal and geographical similarity to create clusters and train on each cluster a set of stacked RNNs with attention, where each RNN is encoding the time series of one feature (e.g., cases, deaths). They defined temporal similarity as sequence similarity, and geographical similarity as geographical proximity based on state codes in the US. ATCS [157] proposed to leverage inter-series similarity for forecasting multiple COVID-related indicators. They leveraged past time segments of other regions that are similar to the most recent incidence curve of the target region by using attention over these segments. To achieve this, ATCS first finds an appropriate representation of a time segment, then encodes them, and finally aggregates them via attention.

6.3.3 Transferring knowledge representations

Datasets that are available for epidemic tasks and scenarios are potentially useful in others, which can be especially relevant in scenarios with scarce data. Deep learning opens a door for knowledge transfer where other statistical methods are not capable of doing so. CALI-Net [283] is a framework designed for influenza forecasting when the flu counts exhibited nonseasonal behavior e.g. as they got ‘contaminated’ with the introduction of COVID-19 in early 2020. Models trained on historical data were failing in this novel scenario, therefore, this paper proposes a heterogeneous domain transfer learning approach to adapt a historical deep flu forecasting model (trained on historical data) to the scenario where COVID and flu co-exists. They used a multi-task spatio-temporal model to predict for all regions, which takes as input the relevant but limited COVID-related exogenous signals (that correlate better with this nonseasonal behavior) to steer the historical model. MPNN+TL [241] is a COVID-19 model that leverages Model Agnostic Meta Learning (MAML) [97] for transferring knowledge from one country where the outbreak has progressed more to another the disease spread is at early stages. They also use mobility data for each day to build a graph between countries as nodes. These graphs are used by message passing GNNs to derive a hidden representation for each region which is then passed through an LSTM to capture temporal patterns.

6.3.4 Leveraging heterogeneous and multimodal data

As noted in Section 2, there are multiple sources of data and they increase in number as data collection becomes more accessible. Some of these datasets come from digital sources which are usually more sensitive to what is happening on the ground (i.e. contain complementary information about the underlying disease dynamics). Ibrahim et al. [154] proposed a COVID-19 model that leverages multiple static (e.g., demographics), dynamic features (e.g., number of cases per week, indicators of government response), and spatial factors (e.g., adjacency, travel restrictions). The static features and spatial factors are used to create a spatially weighted graph which enters to a variational graph autoencoder to derive a latent representation, and it is concatenated with an LSTM-generated representation of the previous sequence of dynamic features to forecast the future number of cases (see Figure 8b). Ramchandani et al. [265] included time-series signals and cross-regional mobility (dynamic) and data from regional characteristics such as demographics, vulnerability (static). This framework is largely based on DeepFM [136], which is capable of modeling interactions between multiple groups of features.
6.3.5 Incorporating spatial structure

Spatio-temporal deep learning models have the advantage of being able to extract expressive representations that capture the underlying spatial propagation of the disease. CNNRNN-Res [359] (Figure 8c) models regional proximity via a convolutional neural network (CNN) accompanied with an RNN module for the temporal dynamics. They emphasized the use of residual connections to improve generalization and hence performance. ColaGNN [84] is one of the first epidemic forecasting models based on a graph neural network (GNN). This architecture uses an RNN with attention to model the co-evolving dynamics of multiple locations and their proximity, a dilated convolution layer for longer-term dependencies at different temporal granularities, and a GNN with message passing, which updates node features using propagation over the node's neighbors. Kapoor et al. [168] proposed a spatio-temporal graph based on mobility and employed a spatio-temporal neural network with some skip connections for the graph convolutions to avoid dilution of the node features. Wanget al. [342] proposed a graph neural network that incorporates mobility flows via recurrent message passing. Roy et al. [288] leveraged correlation in mobility across counties as spatial features and leveraged graph convolutional networks along with auto-regressive recurrent networks to forecast future incidence of all counties.

![Figure 8: Examples of neural models.](image)

(a) Modeling dynamic similarity  
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6.4 Density Estimation Models

Models from the above sections are largely designed to produce point estimate forecasts. As we have seen in Section 3.4, probabilistic forecasts (which contain confidence bounds) are usually preferred for decision making. Density estimation methods model the predictive distribution \( p(y_{t+k} | y_{t} ) \), where \( k \) is the steps ahead in prediction time. Therefore, these models can directly model uncertainty in their predictions and are comparatively more reliable on encountering anomalous data [55].

6.4.1 Parametric Bayesian inference

For some model parameters \( \theta \), these methods define the posterior \( p(y_{t+k} | y_{t} ) \) as \( \int \theta p(y_{t+k} | \theta ) p(\theta | y_{t} ) d\theta \). The computation is based on data from previous weeks/seasons and priors for the parameters, i.e., \( p(\theta | y_{t} ) \propto p(\theta)p(y_{t} | \theta) \), leading to a fixed functional form of the predictive distribution. The prior \( p(\theta) \) is chosen based on previous season’s information or expert knowledge. The forecast distribution \( p(y_{t+k} | \theta) \) is then derived via Bayesian updates. Van Panhuis et al. [332] introduced a semi-parametric Empirical Bayes framework to forecast dengue incidence in the 2014 World Cup game cities (in Brazil). They leveraged historical dengue data to model the new epidemic curves as transformations of the historical ones. Brooks et al. [54] further develops this approach in influenza. They set priors for multiple aspects of the epidemic curve such as its shape, peak height,
and peak week. The priors are then refined based on past week’s fit and the posterior (forecasts) is obtained via importance sampling.

### 6.4.2 Kernel density estimation

These non-parametric methods directly model the density of future predictions using the similarity between the characteristics of the current epidemic curve and the historical data. Formally, let $f(t)$ determine the distribution of a statistic of the epidemic curve at time $t$. Then, kernel density methods define the distribution as $f(t) = \frac{\sum_{t' \in N(t)} \text{sim}(t, t') f(t')}{\sum_{t' \in N(t)} \text{sim}(t, t')}$, where $N(t)$ are neighborhood points of data point at time $t$ and $\text{sim}(t, t')$ is a function or product of kernel functions each measuring similarity of a characteristic of data point $t$ with respect to the data point $t'$. This similarity measure may be based, for example, on the nearest neighbors and the method of analogues [337]. Ray et al. [267] introduced a set of methods based on kernel conditional density estimation (KCDE) and copulas (the latter to model dependencies among future predictions [225]). It evaluates the similarity of the wILI and GFT values of the current season with historical seasons’ values using Gaussian kernels as a similarity measure to model the forecast density. They found that introducing a periodic kernel component (unusual in the KCDE literature) led to substantial improvements. Brooks et al. [55] proposed a delta density approach, which models relative changes across predictions of consecutive weeks. Within this approach, they present two variations: one using the Markovian assumption, and the other using an exponentially weighted sum of kernels of last week’s. These models enter into an adaptively weighted ensemble for final prediction.

### 6.4.3 Other non-parametric methods

Senanayake et al. [304] used multiple kernels which captured important features across time: periodicity, long-term, short-term dependency, and space and spatio-temporal similarities across regions. They also proposed a modified Gaussian process method for capturing the time-series behavior. Zimmer and Yaesoubi [371] proposed a Gaussian process framework crafted for influenza forecasting by including the seasonal considerations of this disease such as a week of the season when the prediction is being made. Another very common non-parametric method of density estimation based on point-prediction models involved ensemble approaches with the combined prediction from multiple models in a probabilistic fashion.

### 6.4.4 Neural models for uncertainty quantification

EpiFNP [161] and CAMul [162] leverages a class of deep generative models called Functional Neural Process [194] to learn the forecast distribution as a probabilistic combination of functionals derived from latent embeddings of historical sources. EpiFNP also adopts the seasonal similarity idea by sampling a graph whose edge probabilities are based on the similarity between the current season and past seasons. In comparison with several methods described in this subsection (Section 6.4), EpiFNP’s influenza forecasts are more accurate, better calibrated, and more robust to anomalies. CAMul further extends the idea of leveraging similarity with training data to the case of multiple sources and modalities. It leverages the Neural Process framework to model information and uncertainty from each data source and combines their beliefs dynamically to provide accurate and calibrated forecasts. These results show that learning probabilistic forecasts via deep generative models is a useful research direction.

### 7 Hybrid Models

Hybrid models bridge the expertise embedded in mechanistic models and priors (Section 5) with the prediction and pattern mining power of statistical models (Section 6). These methods can also leverage new sources of
predictions coming from experts and even laypeople. We broadly classify them into (1) mechanistic model with statistical components, (2) mechanism informs statistical model, and (3) wisdom of crowds models.

7.1 Mechanistic Model with Statistical Components

These methods use a mechanistic model for forecasting which is aided by statistical components that cover some deficiencies like incorporating informative datasets and accounting for modeling limitations.

7.1.1 Data assimilation

This is a classical technique widely used in weather modeling to incorporate informative measurements and account for their uncertainty. Shaman and Karspeck [306] was one of the first to introduce the use of data assimilation in ILI forecasting by incorporating Google Flu Trends (GFT) data into their humidity-driven SIRS model. Specifically, they assimilated GFT via an ensemble adjustment Kalman filter to generate a posterior estimate of flu infection rates and found that this approach yields better predictions. Kandula et al. [164] built on top of this work and showed that their approach is portable from outpatient ILI to hospitalizations. Pei and Shaman [249], Yang and Shaman [364] also leverages this method to conclude that modeling individual pathogens leads to more effective influenza forecasting. This approach is based on the fact that ILI is a composite metric that contains several pathogens and viral strains.

7.1.2 Estimate parameters of a mechanistic model from features

Zhang et al. [368] was one of the first papers to explore this idea. Due to the fact that the initial conditions of a mechanistic model are hard to estimate, they propose to leverage geo-localized tweets into a statistically derived formula to estimate the initial conditions. Arik et al. [18] [19] proposed using a generalized additive model to predict parameters of a modified SEIR model, which takes as input a selection of static and time-varying features. As the SEIR model is differentiable, they train the framework in an end-to-end fashion. To forecast, they first predict the future values of the features using a linear autoregressive model based on the most recent observations. Once they get these feature forecasts, they use them to predict the mechanistic parameters and make their forecasts. Bhouri et al. [38] proposed a similar idea using mobility and social behavior trends. In this line of differentiable models, there are some works that proposed differentiable agent-based models [72, 285] that could be potentially trained end-to-end.

In addition to forecasting, recent papers propose to leverage features in prescriptive analysis. Qian et al. [261] proposed a hierarchical two-layer Gaussian process (GP) (see Figure 9a). The upper GP layer predicts the reproduction number $R_0$ (from which mechanistic parameters can be derived) based on country features and policy-in-place indicators, and the lower GP layer uses an SEIR model as its prior mean function to then refine it based on data. They perform what-if forecasting based on policy scenarios exploiting similarities between countries and the effect of their policies. Ghamizi et al. [124] incorporated statistical models to predict time-dependent reproduction numbers for a variant of the mechanistic SEIR model called SEI-HCRD. They input Google mobility data and demographics to a feed-forward neural network to output the reproduction number for the current week, which is then used in the SEI-HCRD to produce forecasts. This work also employs genetic algorithms (GA) to choose the optimal values for current mobility features to minimize future incidence, which is useful for planning intervention policies.

7.1.3 Discrepancy modeling

These models recognize the limitations of mechanistic models in modeling the disease dynamics and address them by incorporating a statistical model that refines/corrects the mechanistic one. Dynamic Bayesian model (DBM) [238] is a hierarchical model where a data model resolves the discrepancies with a mechanistic model. The
data model represents discrepancies as a function of several components like trends, season-specific deviation, and state-specific deviation, modeled as stochastic processes that follow a random walk. Dante [239] is largely based on DBM but it shares information across geographical regions, scales, and seasons. All the states and seasons are modeled jointly, which allows them to exploit cross-temporal and cross-regional data, and to be self-consistent at its geographical scales. These additions made this model outperform DBM and be the top forecasting model in the 2018/19 CDC FluSight challenge. Inferno [236] is a recent Empirical Bayes analogue to Dante constructed with the goal of decreasing Dante’s running time. This approach drops the joint modeling of all states, thus compromising self-consistency to enable parallelization. Their results indicate that performance is slightly worse than Dante but the improvement in running time is large, from hours to minutes.

Kamarthi et al. [163] proposed to refine forecasts of any model leveraging its prediction history and temporal dynamics of data revisions. They study the ‘backfill’ patterns of revisions of real-time released data associated and note the negative effects of revision of features and target ground truths for forecasting and evaluation of models (either mechanistic or statistical). Their model, Back2Future, is a recurrent graph neural network based model that corrects predictions from any general forecasting models including mechanistic models to revised values (see Figure 9b). Back2Future showed significant improvements in top-performing COVID-19 Forecast Hub models, as well as the ensemble of COVID-19 Forecast Hub models [78] and also helps with nowcasting mortality. DeepGLEAM [356] leverages spatio-temporal dependencies as well as prediction history of a mechanistic model to improve its 1- to 3-week ahead forecast. It is composed of a diffusion convolutional RNN (DCRNN) [191] that leverages spatial structures to correct predictions from a mechanistic model.

7.2 Priors from Mechanistic Models Inform Statistical Model

In these methods, the statistical model incorporates mechanistic priors as a source of data. These methods directly use data from multiple simulation runs of mechanistic models or synthetic data from mechanistic models fit on real data. DEFSI [343] leverages multiple runs of simulation from mechanistic models to generate high-resolution data (at finer spatial scale) because real data is sparse at this geographical granularity. They propose a neural architecture that learns from simulation time series data generated by a stochastic variant of the SEIR model called EpiFast (see Figure 9c), where their RNN captures both temporal and seasonal patterns to predict future forecasts. TDEFSI (theory-guided DEFSI) [344] extends this work using regularizers for encouraging hierarchically consistent predictions. Liu et al. [193] proposes to use the synthetic data generated from a mechanistic model (whose parameters are fit using real data) along with complementary features (such as related to news and search engine queries) as input to a multivariate regression model. They do this motivated from the fact that there is noise and inaccuracies in real data, which a mechanistic model can address better than a statistical one.

Mechanistic priors can be also used as part of the learning frameworks of ML models. Recent work leverages advances in Scientific AI [171] to inform ML models of epidemic dynamics. Epidemiologically-Informed Neural Networks (EINNs) [282] are a new class of physics-informed neural networks [264] that can ingest exogenous features. Therefore, in addition to learning the latent epidemiological dynamics via interacting with a ODE-based mechanistic model, EINNs can also connect such dynamics with features to better inform forecasting. This work aims to take advantage of the individual strengths of mechanistic models (long-term trends) and ML models (accuracy). Other line of work leverage a recent innovations in incorporating ODEs into ML frameworks to learn unknown ODE dynamics in the latent space [173, 289] and equipping ML models with known ODE equations [121]. The latter type of approach proposes to incorporate constraints that are imposed by mechanistic models as loss functions and regularizers [169].
7.3 Wisdom of Crowds Models

Wisdom of crowds (WoC) methods rely on the collective wisdom of all the previously introduced modeling approaches and/or human predictions/assumptions (either from experts or laypeople), being the latter an attempt to leverage expertise (domain heuristics which may not be included in models) and common sense. We first start by introducing human predictions/assumptions coming from expert consensus and prediction markets, then we move to an ensemble method, capable of incorporating any kind of prediction available.

7.3.1 Expert consensus and prediction markets

Leveraging predictions and/or modeling assumptions from domain experts is useful especially when there is little data like during the early stages of a pandemic. Prediction markets, which are a mechanism to elicit true belief of a wide range of experts over time are used for a wide range of applications like election opinion polls [17, 116], forecasting product sales [253, 355] and national security [365]. Prediction markets allow trading of event-outcomes backed securities with the final outcome causing the correct security to expire with 100% of market share whereas the rest will go to 0%. Thus, the participants who backed the correct outcome will get all the rewards based on the amount they bet on it. Prediction markets are thus also used for epidemic forecasting that enables aggregation of belief in outcomes from a large number of selected participants whose actions are motivated by the incentives of the market.

Some methods leverage simple aggregation of predictions from the general population or small sets of experts. Farrow et al. [95] studied the efficacy of crowd-sourced predictions for influenza and chikungunya. They collected forecasts from the general public for influenza and domain experts for chikungunya and used the mean of the participant’s predictions as the aggregate prediction. They observed that their aggregated predictions were better for short-term forecasting compared to top-performing statistical models. Recchia et al. [271] studied the efficacy of expert predictions during the early stages (April 2020) of COVID-19 pandemic over layperson predictions in UK by using responses from 140 experts. The experts were also asked to give 75% and 25% values to test for calibrated prediction and the consensus distribution was formed by assuming a Gaussian distribution aggregating all expert predictions. Expert predictions were significantly more accurate than lay persons’ but still overconfident. Nadella et al. [224] also performed a similar analysis on COVID-19 and the Ebola epidemic but found that experts massively overestimate in some regions (countries) and underestimate in others. Similarly, McAndrew and Reich [205] organized a survey to determine the severity of the COVID-19 pandemic from a small sample of experts from multiple disciplines and found that the predictions were well-calibrated but usually erred on being optimistic. They also extended this to predict efficacy, safety, timing, and delivery of COVID-19 vaccine [204].
Other works leveraged multiple experts’ predictions via the prediction markets. Polgreen et al. [255] was one of the earliest to explore how prediction markets can be used in epidemic forecasting. Each participant, who was a healthcare worker or expert. The ILI outcomes were divided into 5 bins each of which was a security the participants could bet on up to 8 weeks into the future. On average, they found that participants predicted correct levels of ILI activity 71% of the cases with confidence in the correct outcomes increasing as they neared the target week. Tung et al. [330] performed a similar analysis for influenza outcomes in Taiwan. They reported that this method was better than using an average of past season values, a baseline typically used by Taiwan CDC, for up to 6 weeks ahead forecasts.

Another line of work focuses on the expert elicitation process for improving modeling assumptions. Shea et al. [307] discusses a multi-round structured decision making (SDM) model that leverages both the exchange of modeling assumptions and predictions from multiple forecasting groups while alleviating biases arising during group decision making like dominance effects (Figure 10a). The model is based on the Delphi method [144], and first elicits predictions from multiple groups independently. Then, they collate and anonymize the results of all groups, and make them public so that all the groups engage in a structured discussion to exchange ideas and generate new insights about the epidemic progression. This is followed by individual groups again working independently with updated information to provide revised predictions which are finally used.

7.3.2 Ensemble methods

Ensembles of predictions from multiple models are used to obtain better predictive performance than its individual components with practical [234] and theoretical [29] benefits. In fact, ensemble methods have consistently outperform most if not all individual methods in multiple CDC forecasting competitions, e.g., influenza [273], Ebola [158, 338], and COVID-19 [78].

Yamana et al. [360] demonstrated performance benefits of ensembles in influenza forecasting by testing four standard mechanistic models with multiple filter methods (for improved calibration) and a statistical model based on ILI trajectories from prior seasons. Their ensemble algorithm is based on Bayesian model averaging and takes the weighted average of individual forecast distributions for each location and prediction week. The latter is because they found some models are more adequate at different stages of the epidemic activity. A follow-up paper [166] extends this work to include more modeling approaches. Reich et al. [274] focused on constructing an ensemble of several influenza models participating in the CDC FluSight challenge. They use a linear combination of forecasts with weights being a function of observed features. They consider multiple weighting schemes and take into consideration factors like prediction week, a measure of model uncertainty, and ILI value at prediction time. They found their ensemble performed better (on average) than all individual component models. More recently, Adiga et al. [6] advocates for accounting model complexity and diversity, and proposes also incorporating deep learning models and including a human expert for verification of predictions (see Figure 10b).

A key limitation of the approaches above is that the models in the ensemble are required to have predictions available in all instances of historical data to learn their weights. However, in settings like the CDC FluSight challenge and the recent COVID-19 pandemic, several models join on the fly, either with each new flu season or on a weekly basis for COVID-19; thus, we may not have their complete historical predictions. Motivated by this, McAndrew and Reich [203] presents a Bayesian framework for adaptive ensemble which can learn from the current season and more promptly update their weights on a weekly basis. In COVID-19, in addition to having a short amount of historical data, some models may not predict in all locations. Ray et al. [268] opted to use an equally-weighted average of forecasts for all models forecasting circumscribed to a specific location. This is the methodology used by the official US CDC ensemble for the COVID-19 pandemic, which leverages the probabilistic forecasts of all eligible models (i.e., submitting at least 1- to 4-week ahead) in the COVID-19
Forecast Hub. Kim et al. [174] also worked with models in the COVID-19 Forecast Hub and proposed an ensemble approach using representative clustering to exploit facets where models agree. They map predictions (time series) to a reduced feature space to then cluster them, and later they take the median prediction which represents the ensemble prediction of the models in the cluster. This allows them to visualize (in a dashboard) a small number of representative predictions instead of the many individual predictions.
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(a) Expert consensus
(b) Ensemble pipeline

Figure 10: Examples of wisdom of crowds models. (a) Multi-round SDM model used in [307] to iteratively refine multiple forecasts leveraging exchange of ideas (b) Forecasting pipeline using an ensemble of diverse models and human experts [6].

8 Epidemic Forecasting on the Ground

In this section we address the body of work that is focused on connecting the previously presented methodologies with practice, such as forecasting initiatives, real world experiences, and decision-making.

8.1 Collaborative Initiatives and Experiences in Real-time Forecasting

8.1.1 Collaborative initiatives

In the introduction (Section 1), we briefly discussed the role of forecasting initiatives (like the ones hosted by CDC) in energizing research in epidemic forecasting, fostering knowledge exchange among researchers, and translating results into public health tools.

The CDC FluSight forecasting challenge requests participants to submit weekly probabilistic forecasts for seasonal influenza at the US national and regional levels. Participants submit forecasts for the following targets: next 4-week future incidences, peak intensity, onset week, and peak week (note that task definitions were introduced in Section 3.3). Open Source Indicators (OSI) [2] forecasting tournament organized by U.S. IARPA was a similar challenge for multiple events including for disease forecasting (flu and rare diseases) focusing on Latin America [63]. More recently, the CDC and partners hosted a forecasting initiative COVID-19 Forecast Hub [275], which requested teams to provide probabilistic forecasts for one to four weeks-ahead future incidence predictions. Given the impact of the COVID-19 pandemic, this challenge received attention from 49 teams across the US and internationally [78], and their predictions were publicized in multiple portals, including the official CDC website [106]. Among the important insights from these initiatives is that no modeling approach by any single team was effective in all instances [39, 78, 207, 273]. Specifically for COVID-19, the top five teams used both mechanistic and statistical approaches (including one based on deep learning) [78], which is an indication that diversity in modeling perspectives is useful, especially when these models are used in an ensemble [268], as previously noted in Section 7.3.2. A similar collaborative initiative including an ensemble has been undertaken in Europe with the European COVID-19 Forecast Hub [113]. The Scenario Hub [46] has been created for collecting forecasts for 6-month ahead targets. The Scenario Hub focuses on projections where the targets are conditional to specific scenarios usually combining multiple factors. Examples of scenarios are various levels of expected
vaccination rates and the implementation of non-pharmaceutical interventions. It is worth noting that a pattern across these collaborative initiatives is that the ensemble is, on average, the best performing model.

Other forecasting initiatives do not request real-time forecasts but instead emulate several aspects of a real-time setting. For example, predictions were requested for out-of-distribution samples and at different stages of the epidemic. The challenges imposed by these initiatives can provide insights for real-time deployment when needed. For instance, the recent dengue forecasting project for San Juan, Puerto Rico and Iquitos, Peru [158] found that forecast skill usually decreases in seasons with later and higher peaks (see Figure 11a). Viboud et al. [338] presented one of the first synthetic challenges for Ebola for which they leverage a detailed agent-based simulation model to generate data and introduce the concept of ‘fog of war,’ which is a realistic layer of noise to data. They found that their noise layer was successful as they found correlation between performance and amount of uncertainty. They also observed that model complexity was not an indicator of better performance.

There have also been other initiatives that aim to coordinate efforts to achieve common goals across multiple countries. For example, the Influenza Incidence Analytics Group (IIAG) has been formed within the World Health Organization (WHO) to improve global coordination to increase the value of real-time data and analytical tools [41]. This group has identified that challenges like data quality differs across countries. Data definitions (e.g. how to define cases associated to the disease) are also inconsistent.

There have also been other initiatives that aim to coordinate efforts to achieve common goals across multiple countries. For example, the Influenza Incidence Analytics Group (IIAG) has been formed within the World Health Organization (WHO) to improve global coordination to increase the value of real-time data and analytical tools. This group has identified that challenges like data quality differs across countries. Data definitions (e.g. how to define cases associated to the disease) are also inconsistent.

8.1.2 Experiences of individual forecasters

Here, we discuss papers that give insights about their experiences in submitting real-time forecasts dealing with issues in operationalizing different methodologies, handling changing disease patterns and data quality problems. We further expand on open challenges of real-time forecasting and evaluation in Section 9.

Reich et al. [273] summarize some of the challenges that individual modelers faced in the FluSight challenge for influenza forecasting. As we discussed briefly before, the reporting of surveillance data has delays and presents revisions which affect modeling and evaluation: large data revisions are correlated with decrease in forecasting performance. They also point out that modelers may not know how best to make use of novel data sources or may lack access to them. To facilitate this, they pinpoint the need to have data standards for collection and storage, which may increase exchange of data and expertise among forecasting groups (also related to ‘technical debt’ we refer to in Section 9). Other work from modelers noted that post-processing steps to forecasts can help to alleviate real-time challenges. Some refinements can be implemented to avoid being penalized harshly by the evaluation metric. For instance, for the log score metric (introduced in Section 3.4.3), Kandula et al. [166] added a small probability value to forecast bins based on historical values to avoid the possibility of having
zero probability in for the bin corresponding to the true value. Additionally, there are general adjustments that can be effective for multiple modeling approaches. For example, Gibson et al. [125] proposes an algorithm that transforms a set of independent forecast distributions at regional level to obey the constraint that they should sum up to the national level value forecasts. Leveraging this constraint, called probabilistic coherence, led to a 79% increase in forecast skill.

In COVID-19, Altieri et al. [14] used combined linear and exponential predictors for 2-week ahead COVID-19 forecasting, which have been displayed in an interactive visualizations publicly available along with a data repository [21]. Their experience since the initial stages of the pandemic led to a few insights. They point to the need to uncover potential biases in the data to estimate the case fatality rate, inconsistencies across multiple geographies (e.g., how a death due to COVID-19 is attributed), and mismatch in counts from different sources. For modeling, they use a set of linear and exponential statistical predictors whose predictions are later combined via a weighting scheme. Their cumulative and incident forecasts for cases and deaths for counties across the US were publicly accessible via an interactive dashboard. Gibson et al. [126] found data anomalies and reporting issues were causing unrealistic forecasts in their Bayesian mechanistic model (introduced in Section 5.1), ranked as top-5 model among all the models submitted to the COVID-19 Forecast Hub [78]. They set up a quality assurance procedure which involved looking at the recent time series of the epidemic target being forecast along with notifications of reporting issues made public by researchers from Johns Hopkins University. To handle these situations, they backdistributed the possible excess number of incident cases/deaths. Other data-related issues include some states not reporting data on weekends, for which they omitted those data points to avoid numerical instability or convergence failure in training their model.

Rodriguez et al. [284] describe their solutions to multiple challenges they faced deploying DeepCOVID – one of the first deep learning based models in the COVID-19 Forecast Hub and also ranked in the top-5 [78]; showcasing the usefulness and challenges in operationalizing ML models for emerging epidemics (see Figure 11b). Their broad goals include leveraging heterogeneous data from multiple sources to provide a perspective closer to the observed data with minimal assumptions. They describe data-related challenges in collection and preparation, like delays, reporting interruptions and inconsistent definitions. They also identify open questions in deep learning models for pandemics, and present a framework for probabilistic forecasting with sparse and noisy data. They show their approach can obtain correlated forecasts capturing macro and micro patterns with principled uncertainty quantification. In addition, they have a module for providing explainability to communicate to experts the important indicators that are driving their predictions.

### 8.2 Bridging Forecasting with Decision Making

The primary beneficiaries of the forecasting methods discussed so far are policymakers and public health officials who aim to provide the best decision in terms of clinical, pharmaceutical and public health intervention with the aid of model predictions. [196]. These interventions can be strategic or tactical. Strategic interventions focus on large-scale decision making with the aim to minimize negative effects of an epidemic. These include vaccination decisions, lockdown and travel restrictions, economic policies, etc. In contrast, tactical interventions deal with fixed, high resolution action space to accomplish a predefined strategic goal. Examples of tactical intervention problems include logistical problems such as bed allocation in a hospital, ventilator allocation and vaccination distribution. In this section, we discuss recent directions in bridging the process of forecasting with sound decision making for both kinds of interventions.

#### 8.2.1 Large scale simulation and scenario modeling for strategic interventions

These methods first design a model to simulate large-scale disease dynamics to provide optimal overarching strategic decisions. For instance [259, 260] model spread of foot and mouth disease across multiple farms.
Probert et al. [259] studies the influence of uncertainty in real-time and retrospective optimal policy planning using a simulation model. During the initial stages of outbreaks, they note that there is high uncertainty in predicting the future course of the outbreak. In retrospect, the optimal policy is usually dynamic, i.e., control measures change across the course of an outbreak due to changes in epidemic modeling parameters. Thus, they solve the optimal control problem as a sequential decision making problem using deep reinforcement learning where they model the spread of infection across multiple farms and decide to either cull or vaccinate specific farms [260]. Kwak et al. [180] also used a deep reinforcement learning method leveraging demographic data and case counts to learn lockdown and travel restriction policies at the country level. Birge et al. [44] leverages a mechanistic spatio-temporal model to simulate spread of COVID-19 infections across neighbourhoods in New York and solve an optimization problem to decide optimal subset of neighborhoods to close down for economic activity to minimize infections as well as keep the economic activity above a baseline. Trott et al. [329] simulates effects of complex economic policies at state and national level such as unemployment levels, vaccination rates, cases and deaths and uses reinforcement learning to learn an optimal set of future policies that involve allocating subsidies and welfare programs.

Active management (AM) is a principled model-independent methodology of decision making in face of uncertainty that has been used for designing strategies for environmental conservation [209]. AM involves an iterative structured approach that makes situation-dependent decisions incorporating new real-time information to resolve uncertainty in model parameters [22] (see Figure 12b). Shea et al. [308] provided examples of AM for culling decisions based on UK foot and mouth disease outbreak data and measles vaccination campaigns. AM involves identifying an objective function, constructing alternative models, monitoring real-world outbreaks and executing intermediate decisions with a dual goal of furthering the objective and reducing parameter uncertainty in future. For instance, in [22] AM methodology is applied for vaccination where the initial decision to vaccinate is also influenced by resolving uncertainty about the efficacy of vaccines which is then used to make more informed decisions in future. Pei et al. [250] model the patient pipeline during COVID-19 pandemic at a makeshift hospital and learn an optimal allocation policy for medical resources including staffing and beds.

8.2.2 Short-term predictions for tactical decision making

Next we look at recently studied methods that leverage predictions from real-time forecasting models to aid in tactical resource-allocation problems. Bertsimas et al. [36] formulates the problem of ventilator allocation as an optimization problem that seeks to minimize ventilator shortages while reducing inter-state transportation of ventilators (Figure 12a). They leverage data from the forecast of future cases at the state-level to prescribe an optimal strategy for allocating nationwide available ventilators. Altieri et al. [14] also leveraged their prediction model for informed distribution of medical supplies directly from third party distributors (Response4Life). Nikolopoulos et al. [226] modeled the excess demand for goods of different sectors by leveraging model predictions along with search volumes from Google trends to forecast the supply chain constraints.

9 Discussion: Open Challenges and Opportunities

We next discuss some open challenges and opportunities, based on the work we have surveyed in this article.

**Challenge 1: Data-related challenges** Developing methods to address data-related issues could be a fruitful direction to improve our forecasting capabilities. As we noted across Section 2 and Section 8.1, data is usually subjected to revisions, reporting errors, delays, anomalies, and subpar data collection standards/procedures, which vary across regions and sources of data. We could leverage ideas from data-centric AI [318] which advocates for improving data quality via the formulation of novel statistical learning problems, e.g., data revision dynamics [163], sampling bias [309], and inequity in data collection [281]. Other problems arise in datasets
containing sensitive information and involve privacy risks (e.g., EHRs). We could exploit advances in the rapidly evolving fields of federated learning and differential privacy [367] as well as encouraging discussions on ethics of privacy and fairness when using this data [138]. Finally, we want to emphasize the importance of efforts such as [277] in building publicly accessible data archives where researchers can access multiple versions of the data. Efforts on building such infrastructures that allow easy access of data archives from multiple sources can accelerate research on the mentioned data quality issues.

Challenge 2: Moving beyond short-term forecasting Determining and expanding our current epidemic forecasting limits remains open challenges. Practical and theoretical discussions on the predictability of epidemics (Section 3.1) rely on assumptions and/or current state of the art. It could be potentially useful to further formalize our current forecasting bounds and understand how they may increase given novel data streams [5]. A direction to further expand our limits could be developing methods that enable us to exploit what data can tell us about long-term patterns. While some works have employed mechanistic (Section 5) and ML (Section 6) approaches to address this challenge, the intersection of these two could be most fruitful. For instance, we could leverage recent work in Scientific AI [171] to bridge mechanistic and ML models [282]. To look ahead further in the future, it is necessary to explicitly incorporate scenario-based projections (Section 3). These can naturally answer useful questions about the future, e.g., ‘what will happen if there is a new highly infectious variant?’. The domain of what-if scenario modeling has usually been approached using mechanistic models. However, some recent ML advances can enable new perspectives. For instance, we could leverage advances in causal inference and causal representation learning [299, 346] to connect multimodal data with interventions [201]. Further, leveraging reinforcement learning to jointly model forecasting and interventions can help learn disentangle individual effects of interventions and forecasts as well as help in decision making [28]. Another interesting line of work is on developing systematic ways for assessing the quality of projections. This remains a challenge mainly because there is no ground truth for scenarios.

Challenge 3: Modeling multi-scale dynamics Another interesting direction is to develop methods to leverage multilevel relations and dynamics present at multiple scales. In the spatial scale, we can work on more principled methods which utilize spatial dynamics and hierarchical relations. While some hierarchical regression methods (Section 6.1.4) and neural models (Section 6.3.5) incorporate spatial data, it is still an open question on how to use hierarchical and/or higher-order structures to produce coherent forecasts that are
robust to noise and missing data. In the spatial scale, different features and targets are typically observed at uneven temporal scales (daily vs weekly vs monthly) whereas most models assume uniform time intervals for all features. Therefore modeling these different temporal scales is also another potentially useful direction. Higher order patterns and hierarchies can also be modeled along with other orthogonal aspects such as multi-scale behavioral models [197], evolution of phylodynamics of pathogens [177] and other biological indicators.

Challenge 4: Improving the combination of models and wisdom of crowd predictions  Most real-time forecasting initiatives leverage predictions from a diverse set of models (see Section 7.3.2). It remains a challenge on how to combine models to take advantage of the strengths of each modeling technique. The proficiency of a single model varies across temporal and spatial scales [78]. Additionally, there may also be a frequent change in the set of available candidate models as new models are introduced, some teams may change their methodologies, and others may not publish predictions for some weeks [268]. Most works consider multiple weighting schemes on past data but there is no general consensus on the type of schemes that perform the best. Therefore, designing novel weighting schemes that integrate multiple models using novel techniques such as optimal ensemble weighting [305] and mixture of experts [199, 286] is an important research area.

In this survey we also delved into another important source of forecasts: wisdom of crowds. Prediction markets, which are used to combine predictions from multiple sources and experts, are susceptible to similar inefficiencies that sometimes plague general markets. Information inefficiencies [16] including successful misinformation campaigns and rampant speculation based on imperfect information can easily lead to short-term mispricing of predictive outcomes [43]. Designing surveys and user interfaces that allow stakeholders and experts from multiple fields to easily input useful markers is an interesting direction. Such inputs can be regarding uncertainty/confidence, beliefs on multiple conditional scenarios (to capture the underlying multimodal and conditional distributions of beliefs). Obtaining this information from individuals with little prior training or considerable human effort is also another interesting direction of research that could build upon advances in human-computer interaction [74].

Challenge 5: Providing well-calibrated and explainable forecasts  Epidemic forecasts frequently enable high-stake decisions, therefore, they should be well-calibrated (meaningful uncertainty quantification). Recent events suggest this remains an open challenge which may even affect which targets are communicated to the public. In the COVID-19 pandemic, the CDC decided to temporarily remove 2- to 4-week ahead cases forecasts from their website (dashboard) because the ensemble and constituent model’s probabilistic forecasts were not well-calibrated as measured by coverage [93]. Indeed, uncertainty quantification is very challenging as there are multiple sources of uncertainty. Recent work with non-parametric neural models open a door to leverage richer representations of sources of uncertainty [161]. Quantifying uncertainty from other multimodal data sources and distinguishing between epistemic and aleatoric uncertainty in disease spread are important directions.

Explainability of predictions to the domain experts is another important aspect to bridge forecasts with decision making. As discussed before, simpler methods like regression and mechanistic methods can easily provide explanations, but this is harder to do with complicated neural models. Recently proposed methods used similarity with historical data points [3, 161] and feature-level importance [284] as means for interpretability. There is an increasing interest in Explainable AI (XAI) which has led to useful techniques like saliency maps, importance functions, and explanations directly from the learned representations [7, 219, 303]. Exploration of such techniques in the forecasting space could be fruitful.

Challenge 6: Setup and evaluation for actionable forecasts  The forecasting setup and evaluation also need to be under constant scrutiny by the community to make forecasts more actionable for public communication and decision making. We need to work on defining new targets that can better inform public health
decision making. For instance, we could build targets that inform us of trend changes (e.g., probability of a surge). In addition, we have to work on standard evaluation guidelines and choosing the right error metric. In the COVID-19 pandemic, WIS, MAE and coverage have been adopted by the CDC and the COVID-19 Forecast Hub [78]. However, these metrics may be susceptible to the magnitude of forecasting targets like number of hospitalizations, which largely vary across regions. This may prevent us from directly using them to quantify models’ performance across regions. In addition, these have been used only for incidence predictions (a real-valued target). As opposed to seasonal epidemics, it remains unclear how to define and evaluate event-based tasks (e.g., peak prediction) in a pandemic. Reporting forecasting results is also an open question. Pollett et al. [256] proposes guidelines for papers reporting methodological advances based on their experiences with influenza. Effective public decision-making from forecasts involves leveraging new targets and visualizations as well as training stakeholders at multiple stages for effective communication regarding both the accuracy and uncertainty of these forecasts are [93].

**Challenge 7: Technical debt of real-world model deployment** Real-world deployment of forecasting systems requires a non-trivial amount of human involvement. Human interventions require domain expertise to handle/remove anomalous data points, add new data streams, adapt to shifts in data distribution, or even correct/remove predictions that look incorrect to the expert eye [14, 284]. Other examples can be found in the domain inputs needed to calibrate mechanistic models, e.g., set bounds to parameter optimization [36]. Borrowing terminology from ML and software engineering we call these interventions as technical debt [301, 302] and they play a significant role in the success of deployed models in real-world [223, 366]. Real-world prediction challenges as the ones described in Section 8.1.1 usually assess both methodology and technical debt. This points to the need for more work on finding better ways to disentangle the main contributors of a participating model/team’s performance during real-time challenges (e.g. methodology vs expertise in technical debt activities). On the other side, this emphasizes the importance of having simulated experiments where variables can be controlled in such a way that we can replicate results that clearly showcase the benefits of technical novelties. Further, we should also encourage the synergy of humans and models. Leveraging expert feedback through human-in-the-loop based reasoning systems [57, 351] could further improve the robustness and effectiveness of our forecasting systems.
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