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Abstract—Recent advances in deep learning have enabled forensics researchers to develop a new class of image splicing detection and localization algorithms. These algorithms identify spliced content by detecting localized inconsistencies in forensic traces using Siamese neural networks, either explicitly during analysis or implicitly during training. At the same time, deep learning has enabled new forms of anti-forensic attacks, such as adversarial examples and generative adversarial network (GAN) based attacks. Thus far, however, no anti-forensic attack has been demonstrated against image splicing detection and localization algorithms. In this paper, we propose a new GAN-based anti-forensic attack that is able to fool state-of-the-art splicing detection and localization algorithms such as EXIF-Net, Noiseprint, and Forensic Similarity Graphs. This attack operates by adversarially training an anti-forensic generator against a set of Siamese neural networks so that it is able to create synthetic forensic traces. Under analysis, these synthetic traces appear authentic and are self-consistent throughout an image. Through a series of experiments, we demonstrate that our attack is capable of fooling forensic splicing detection and localization algorithms without introducing visually detectable artifacts into an attacked image. Additionally, we demonstrate that our attack outperforms existing alternative attack approaches.
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I. INTRODUCTION

DIGITAL editing software presents a significant challenge when determining the authenticity of digital images. In response, media forensics research has been established to combat this problem. Forensic algorithms operate by exploiting traces left by image editing or an image’s source camera. In the past, this was largely done by building hand designed models of forensic traces through theoretical analysis [1], [2], [3].

Due to advances in deep learning, however, convolutional neural networks (CNNs) have enabled researchers to learn forensic traces directly from data. This has enabled researchers to build powerful CNN-based algorithms capable of performing a wide variety of forensic tasks including manipulation detection [4], [5], [6], [7], [8], camera model identification [9], [10], [11], and tracing an image’s distribution through social networks [12].

One important problem in image forensics is detecting and localizing spliced image content. Image splicing occurs when content from one image is pasted into another. As a result, the spliced content will have different forensic traces than the rest of the image. Since it is infeasible to learn all possible source or editing traces, forensic algorithms operate by searching for localized inconsistencies in the traces within an image. Currently, state-of-the-art splicing detection and localization techniques use Siamese neural networks, either explicitly in algorithm or as part of learning features. These include powerful algorithms such as Noiseprint [13], Forensic Similarity Graphs [14], and EXIF-Net [15].

While forensics helps protect against falsified and manipulated images, an intelligent forger will attempt to use anti-forensic countermeasures to fool forensic algorithms. Several anti-forensic attacks have been proposed in to fool algorithms that detect JPEG Compression [16], [17], resampling [18], median filtering [19], [20], and evidence of LCA inconsistencies [21]. These attacks typically operate by creating fake forensic traces that match a target forensic algorithm’s human-designed model of traces in an unaltered image. However this design approach is not feasible when attacking deep learning algorithms, which utilize learned models of traces that are not easily interpretable to humans.

The widespread adoption of deep learning in forensics has enabled new forms of anti-forensic attacks such as adversarial examples. Adversarial examples operate by exploiting vulnerabilities in deep neural networks [22]. These attacks create small image perturbations that cause a classifier to misclassify an input. Several algorithms have been proposed to create adversarial examples including the Fast Gradient Sign Method (FGSM) [23], Project Gradient Descent (PGD) [24], and Carlini-Wagner (CW) algorithms [25]. Additionally, attacks on forensic CNNs have been proposed using adversarial examples [26], [27], [28], [29], [30].

Though adversarial examples are a significant threat to forensic classifiers, they are unlikely to fool forensic splicing detection and localization algorithms in their current form. Splicing detectors and localizers are not simple classifiers. They operate by splitting an image into several small analysis blocks, then looking for anomalous forensic traces. By contrast, adversarial examples are designed to fool neural networks analyzing one sample at a time. They will have a
difficult time creating consistent forensic traces throughout an entire image since each analysis block must be attacked individually. Furthermore, they may encounter issues surrounding misalignment with how the attacker and forensic algorithm divides an image into analysis blocks.

At the same time, GAN-based attacks have emerged as a new deep learning based anti-forensic threat [31], [32], [33], [34], [35]. GAN-based attacks do not exploit classifier vulnerabilities. Instead, they use a generator to synthesize fake forensic traces that a forensic neural network will associate with a target class (e.g. the class of unaltered images). The generator is itself a deep neural network that learns to synthesize these traces through adversarial training. However, GAN-based attacks have so far only been demonstrated against forensic classifiers, not splicing detectors or localizers.

In this paper, we propose a new GAN-based attack capable of fooling forensic splicing detection and localization algorithms based on Siamese neural networks. Instead of independently attacking individual image patches, this attack synthesizes new homogeneous forensic fingerprints directly in a full-sized image. It does this by passing a spliced image through a convolutional generator that is adversarially trained to synthesize realistic and self-consistent forensic traces throughout an image. A novel, two phase training strategy is proposed to train this attack. In Phase 1, we pre-train the generator to learn forensic feature embeddings by adversarially training against a forensic CNN. In Phase 2, we refine the generator’s learned model to create self-consistent forensic traces capable of fooling forensic Siamese networks.

Through a series of experiments, we demonstrate that our new attack can fool state-of-the-art splicing detection and localization algorithms including Noiseprint, Forensic Similarity Graphs, and EXIF-Net. These experiments show that our attack can maintain high visual quality while fooling these algorithms. Furthermore, our experiments demonstrate that our attack outperforms existing anti-forensic and adversarial example based attacks. Finally, we demonstrate a new misinformation threat enabled by our attack in which real content is made to convincingly appear fake under forensic analysis. This can potentially be used by an attacker to cast doubt on authentic images.

II. IMAGE SPICING DETECTION AND LOCALIZATION

Image splicing occurs when content is cut from one image and pasted into another. Prior research has shown that splicing detection and localization algorithms also perform well when localizing image editing or tampering. Many image splicing detection and localization algorithms have been developed using image forensic traces. Recently, several deep learning-based approaches with Siamese structures have achieved much greater success in detection and localizing fake content than other competing approaches. These include algorithms such as EXIF-Net, Forensic Similarity Graphs, and Noiseprint. While each of these algorithms operates differently, all utilize forensic siamese neural networks, either explicitly as part of their algorithm or during the training of their feature extractor. Below we provide a brief overview of each of these algorithms.

A. EXIF-Net

EXIF-Net proposed by Huh [15] performs image splicing detection and localization. It uses a Siamese network, known as EXIF-Self Consistency Network (EXIF-Net), to determine whether two image patches in an image came from the same source, as defined by an image’s metadata. The EXIF-Net is trained to output a score of 1 if two patches came from an image with the same source and 0 from different sources. The splicing detection and localization are made by using EXIF-Net to compare all pairs of sampled patches over the full-size image. Average self-consistency scores are used to make detection decisions. For localization, the sampled patches are clustered using mean shift. Then a response map is built to highlight the spliced content.

B. Forensic Similarity Graph

Forensic Similarity Graph proposed by Mayer and Stamm [14] is designed to detect and localize image tampering, including splicing, editing and etc. In the algorithm, an image is first sampled in a grid. The forensic traces in these sampled patches are compared to one another using a “forensic similarity metric” [36], which is measured by a Siamese network. This Siamese network is trained to determine if two image patches came from the same source camera. Research by these authors has also shown that training the Siamese network in this manner can also apply to identify differences in editing and other processing. After that, a forensic similarity graph is built by treating each patch as a node and the forensic similarity score between two patches as their edge weight.
Finally, tampering is detected and localized by measuring the community structure of the graph.

C. Noiseprint

Noiseprint proposed by Cozzolino [13] is designed to perform image forgery localization. It should be noted that Noiseprint does not explicitly perform forgery detection. Instead, it assumes that an investigator is presented with a falsified image, then Noiseprint is used to localize the falsified content. Noiseprint contains a convolutional feature extractor that is designed to encode an image’s source camera model’s “fingerprints”. This feature extractor is trained in a Siamese structure, then only the feature extractor is retained after training. Forgery localization is performed by sampling an image’s “Noiseprint” into small patches, then a Gaussian Mixture Model is used to cluster the image patches according to the histogram statistics from each patch.

III. ATTACK REQUIREMENTS

In this section, we discuss the goals and requirements of our anti-forensic attack. We first introduce the goals of any anti-forensic attack, then discuss goals and requirements specific to attacking image splicing detectors and localizers. Additionally, we briefly discuss the knowledge available to the attacker.

For any anti-forensic attack, a successful attack should fulfill the following requirements: (1) The attack should fool the forensic system. This can have different meaning in different contexts, and can be accomplished in multiple different ways. For example, a classifier can be fooled by mimicking the forensic trace associated with an authentic image or by introducing adversarial perturbations to induce errors in classifier. (2) The attack should not be perceptible to a human. This means that the attack should introduce no visible noise or distortions that would make an image appear implausible. We note that since the attacker will only release the attacked image, they do not have to make the attacked image match the unattacked version, just that it is plausibly authentic. (3) The attack should be generic, i.e. it should be able to attack any image of any size.

When attacking an image splicing detector or localizer, it is necessary to clarify the meaning of a “successful” attack. When fooling a detector, an attack should make the detector, which is designed to detect whether the image has been falsified, unable to tell the difference between real and falsified images. This means the detectors performance should be reduced to a random decision or worse, e.g. the area under the ROC curve (AUC) is reduced to 0.5 or less. When fooling a localizer, an attack should make the localizer, which is designed to predict a region with potential spliced contents, unable to correctly predict the falsified region of an image. This corresponds to causing substantial reductions in localization scores such as the Matthew’s Correlation Coefficient (MCC) or F1 scores that measure localization correspondence with a ground truth mask.

We also note that ideally, the attack should simultaneously fool the detector and localizer. The ultimate goal of the attack is to make a falsified image look real. If the attack fools the localizer but does not fool the detector, the attack still fails. This is because detector can still reliably identify the image is a forgery. If the attack fools the detector but does not fool the localizer, the attack is still potentially unsuccessful. If the localizer predicts a very meaningful forgery location (i.e. it corresponds to an object or person in an image) this might alarm the investigator.

Finally, we note that the knowledge available to the attacker also influences the attack’s success. In this paper, we consider two levels of information available to the attacker: white box and zero knowledge attacks. In the white box scenario, the attacker has full information about the forensic algorithm under attack. This means that the attacker can train their attack directly against the target forensic algorithm. In the zero knowledge scenario, the attacker does not have any information about the forensic algorithm they wish to attack. We note that this is different from a black box attack in which an attacker can query the forensic algorithm and observe its output. In the zero knowledge scenario, an attack must rely entirely on attack transferability. This means the attack is trained directly against one set of forensic algorithms, but must also fool other algorithms without any additional training.

In this paper, we focus primarily on white box attacks. In this scenario, we launch our attacks directly against the EXIF-Net and Forensic Similarity Graph detection and localization algorithms. Additionally, we demonstrate that a zero knowledge attack is feasible by showing that our attack can also transfer to fool the Noiseprint forgery localization algorithm without explicitly training against it.

IV. PROPOSED ATTACK

In this section, we describe the details of our proposed attack based on a generative adversarial network. This new attack uses a trained generator $G$ to synthesize fake forensic traces in the image. These synthetic forensic traces are designed to mimic real traces associated with an unaltered image and be uniformly consistent throughout the attacked image. A special training framework consisting of two phases
is used to train our anti-forensic generator. In Phase 1, we pre-train the generator to attack a camera model classifier. This is done to initialize our attack and let the generator have a good starting point when learning to synthesize successful attack features in Phase 2. Specifically, we attack camera model features in Phase 1 because prior research has shown that camera model features are transferable to other forensic tasks [37]. Then in Phase 2, we train the initialized generator $G$ to attack a forensic siamese network.

When launching our attack, we use the generator $G$ after Phase 1 & 2 training is completed to modify the image. This is done by simply passing a full-size image through the trained generator. The generator is only trained once, then is reused to attack any spliced image. An overview of our attack is depicted in Fig.1.

### A. Generator Architecture

The architecture of our generator $G$ is shown in the Table I. In order to make the generator capable of synthesizing forensic traces to avoid visible up-sampling artifacts [38], we use a fully convolutional architecture, where each convolutional layer uses a stride of 1. In detail, the architecture first uses one $3 \times 3$ convolutional layer, which is followed by five residual blocks [39]. Each residual block consists of two convolutional layers with 64 $3 \times 3$ kernels with stride one and a skip connection. The use of residual blocks is to protect against the vanishing gradient problem. After that, we use a convolutional layer with three kernels with size $3 \times 3$ and stride 1 to achieve three-channel (i.e. RGB) output images. We use a ReLU activation function after all convolutional layers in the generator architecture.

### B. Training Phase 1

Our generator $G$ is pre-trained to synthesize forensic traces associated with different camera models in Phase 1. We do this because prior research has shown camera model features are transferable to other forensic tasks [37], and because we have experimentally observed an increase in attack performance by utilizing this training phase.

To begin, we first construct a camera model classifier $C(\cdot)$ that we will adversarially train $G$ to fool. In practice, we use the MISLNet CNN for $C(\cdot)$ [4]. Next, we randomly pick one of the $N$ different camera models that $C$ is trained to identify as the attack’s target camera model $k$. We then train $G$ to synthesize forensic traces associated with the target camera model by adversarially training $G$ against $C$. This training process can force the generator $G$ to learn to synthesize new forensic traces of the target camera model. To achieve a generator with a good attack capability and to maintain good image quality, we set the Phase 1 loss function $L_{G1}$ for the generator $G$ to be a combination of classification loss $L_{C}$ and Phase 1 perceptual loss $L_{P1}$

$$L_{G1} = \alpha L_{C} + L_{P1}. \quad (1)$$

The term $\alpha$ is a scalar used to balance the weight between the perceptual loss $L_{P1}$ and the classification loss $L_{C}$.

The classification loss measures the confidence of the attacked image being from the target camera model $k$. We define the classification loss to be the multi-class cross-entropy between $C$’s output and the target output

$$L_{C} = -\sum_{i=1}^{n} t_i \log(C(G(I))_i). \quad (2)$$

where $t$ is a one-hot vector that has 1 in the index $k$ of the target camera model. Using this loss function, we can force our generator $G$ to learn to synthesize the forensic traces of camera models.

The perceptual loss $L_{P1}$ is to constrain the distortion on the image introduced by our generator $G$. We use the $L_1$-norm as the loss to measure the difference between the generator’s input image $I$ and the output image $G(I)$. The perceptual loss of our generator $L_{P1}$ is defined as

$$L_{P1} = \frac{1}{w \times h \times c} \sum_{i=1}^{w} \sum_{j=1}^{h} \sum_{k=1}^{c} |I_{i,j,k} - G(I)_{i,j,k}|. \quad (3)$$

where $i$, $j$ are the locations of the pixels in the image, $w$ and $h$ are the image’s width and height, and $c$ is the number of color channels in the image.

### C. Training Phase 2

In Phase 2, we train the initialized generator $G$ in Phase 1 to attack the targeted forensic Siamese network. The targeted forensic Siamese network can be any Siamese network that accepts a pair of image patches as the input, then produces a confidence score measuring similarity of the forensic traces in these patches as the output. For example, both the Forensic Similarity Graph algorithm [14] and EXIF-Net [15] use forensic Siamese networks as part of their algorithm.

Similar to Phase 1 training, we define the loss function $L_{G2}$ for training $G$ during Phase 2 to be a combination of a similarity loss $L_S$ and a perceptual loss $L_{P2}$:

$$L_{G2} = L_S + L_{P2}. \quad (4)$$

| Name         | Layer | Kernel Size | Channels |
|--------------|-------|-------------|----------|
| Input Layer  | 1     | 3x3         | 64       |
| ResNet Block-I | 2     | 3x3         | 64       |
|              | 3     |             |          |
| ResNet Block-II | 4     | 3x3         | 64       |
|              | 5     |             |          |
| ResNet Block-III | 6    | 3x3         | 64       |
|              | 7     |             |          |
| ResNet Block-IV | 8     | 3x3         | 64       |
|              | 9     |             |          |
| ResNet Block-V | 10    | 3x3         | 64       |
|              | 11    |             |          |
| Reduction    | 12    | 3x3         | 3        |

To train the generator $G$, we define the loss function $L_{G2}$ for training $G$ during Phase 2 to be a combination of a similarity loss $L_S$ and a perceptual loss $L_{P2}$:

$$L_{G2} = L_S + L_{P2}. \quad (4)$$
In this phase, we define $L_{P2}$ as the mean squared error (MSE) between the input and output image patches

$$L_{P2} = \frac{1}{w \times h \times c} \sum_{i=1}^{w} \sum_{j=1}^{h} \sum_{k=1}^{c} ||I_{i,j,k} - G(I)_{i,j,k}||^2. \quad (5)$$

We use MSE as the perceptual loss in this phase because we have experimentally found that it achieves better attacked image quality.

The similarity loss is designed to measure how similar the forensic traces are between two attacked image patches (i.e., if the attacked patches are able to fool a forensic Siamese network into believing that they contain the same forensic traces). Since multiple forensic Siamese networks exist, we define our similarity loss to be a linear combination of losses associated with different Siamese networks. Specifically, we define the $L_S$ as

$$L_S = \sum_{n=1}^{N} \beta_n L_{S_n}, \quad (6)$$

where the scalars $\beta_n$ control the weight associated with the $n^{th}$ Siamese network’s individual similarity loss $L_{S_n}$. If $n$ is greater than one, this effectively corresponds to training $G$ against an ensemble of targeted forensic Siamese networks.

Assume each targeted Siamese network $S_n(\cdot, \cdot)$ used during training outputs a scalar as the measurement of the similarity between the forensic traces in two input image patches $I_1$ and $I_2$. We define the individual similarity loss of the $n^{th}$ targeted forensic Siamese network used during training as

$$L_{S_n} = -\log(S_n(G(I_1), G(I_2))). \quad (7)$$

D. Deploying the Attack

Once Phase 1 & 2 training is finished, the generator $G$ is able to synthesize new forensic traces such that any two attacked image patches should be classified to be “same” by each targeted Siamese network.

To launch the trained attack, we retain only the generator $G$ and discard other components. An image $I$ is attacked by passing it through the trained anti-forensic generator $G$. This will result in an attacked image $G(I)$ that has the same size and visual content as $I$, but with falsified forensic traces. Since the generator has a fully convolutional architecture, it accepts images of any size as an input. As a result, we can directly feed the whole image $I$ to the generator and output the attacked image as the attacked image. If the image is too large for the computational resources available to the attacker, we can also divide the full-size image into smaller patches and use the generator $G$ to attack each individually, then stitch together the attacked image patches to achieve the full-size attacked image.

V. EXPERIMENTAL RESULTS

In this section, we present a series of experiments designed to evaluate the performance of our proposed attack. We begin by providing specific details of how our attack was trained for these experiments. After this, we evaluate our attack’s performance directly against forensic Siamese networks, as well as our attack’s ability to defeat splicing detection and localization algorithms. Finally, we compare our attack’s performance against other attacks.

A. Training the Attack

1) Attack Training Dataset: To conduct our experiments, we utilized an image dataset consisting of unaltered images manually captured by our lab using 23 unique camera models. We note, this image dataset has been used to train and evaluate several previous publications [4], [31], [32], [36]. This larger dataset was subdivided into two distinct groups: Group A which consisted of images captured by 18 different “seen” camera models and Group B which consisted of images captured by 5 “unseen” camera models. “Seen” camera models are those that are encountered by our attack during its training phase. No images from “unseen” camera models are ever used while training our attack, therefore it has not opportunity to learn a model of forensic traces from these cameras.

Images from Group A were divided into distinct training, validation and testing sets. A set of non-overlapping color image patches of size $128 \times 128$ pixel patches were extracted from each image. For each camera model, a total of 30,000 patches were retained for the training set, 4,000 patches were retained for the validation set, and 8,000 patches were retained for the testing set. This resulted in a training set of 540,000 patches, a validation set of 72,000 patches, and a testing set of 144,000 patches for Group A.

Since Group B consists of “unseen” camera models, only a testing set of patches was made for each camera model. A set of 8,000 patches was retained for each of the five camera models in Group B using the same procedure as outlined above (for Group A). This resulted in a testing set consisting of 40,000 in total from Group B.

2) Attack Training Settings:

a) Training C: First, we trained the classifier $C$ in Phase 1 to distinguish between the 18 camera models in Group A. The architecture of $C$ was chosen to be a full-color version of the MISLNet classifier [4] due to its strong reported camera model identification performance. $C$ was trained using the $128 \times 128$ pixel patches from the group A training set for 10 epochs, with a learning rate of 1e-3 and, decay for every 3 epochs. We verified the performance of $C$ by using it to identify the source camera model of each image patch in Group A’s test set. The trained classifier achieved an average accuracy of 97.3% which is consistent with the results in the original publication [4].

b) Training G - Phase 1: Next, we trained the generator $G$ in Phase 1 to directly fool the classifier $C$. Again, we still only used the group A training set for training. We randomly picked one camera model as the target model to provide the label $t_0$ for the cross-entropy classification loss $L_C$. We also set the coefficient $\alpha$ to be 20 for shortening the training procedure and maintaining acceptable image quality. We used the Adam Optimization method, with a starting rate of 1e-4 and decay in half for every three epochs. We use a batch size of 32 to train the $G$ for 10 epochs.

c) Training G - Phase 2: Finally, we trained $G$ to fool forensic Siamese networks in Phase 2 of its training. In these
experiments, we considered two different forensic Siamese networks: $S_1$ is the Forensic Similarity Graph (FSG) proposed by Mayer and Stamm [14] and $S_2$ the EXIF-Self Consistency Network (EXIF-Net) proposed by Huh [15]. Both networks use a common input patch size of 128×128 pixels. To compare our attack on the two $S_n$s, we trained $G$ using four different strategies: training $G$ using only $S_1$, training $G$ using only $S_2$, training using both $S_n$s but without training Phase 1, and training using both $S_n$s with Phase 1 training. When training using both $S_n$, we set $\beta_1 = 800$ and $\beta_2 = 30$. These $\beta_n$s were chosen to yield strong attack performance after conducting several small-scale preliminary experiments.

When training $G$ to fool each Siamese network, we continue to use patches from the training set of Group A. To generate each mini-batch of image patch pairs to use during training, we first randomly choose 48 image patches. Next, we randomly draw 32 pairs of image patches from this set (with replacement) to produce a set of input patches for each $S_n$ during attack training. We use $1e^{-4}$ as the starting learning rate and decay in half for every 3 epochs. We train the generator $G$ for a maximum of 20 epochs and have an early stop when the successful attack rate (8) on the validation set begins decreasing. We note that we do not have any specific target camera models in this phase because the $G$ is to make every pair of image patches to be classified as the same by the $S_n$s.

### B. Directly Attacking on Siamese Networks

In our first experiment, we evaluated our attack’s ability to directly fool a forensic Siamese network, such as Forensic Similarity Graph (FSG) or EXIF-Net. These Siamese networks can be used to determine if a pair of image patches come from the same source. They will output a score $> 0.5$ for pairs from the same source and a score $< 0.5$ for pairs from different sources. Here, we evaluated the ability of our proposed attack to fool these Siamese networks into determining that two patches from a different camera model came from the same source (i.e. produce an output score $> 0.5$).

1) **Dataset:** For this experiment, we evaluated our attack’s ability to fool a forensic Siamese network given patches from both the ‘seen’ and ‘unseen’ test sets described above in Section V-A.1. To generate pairs of patches from different sources, we first shuffled the test set of each camera model. We then randomly selected 8,000 pairs of image patches for every combination of two camera models. This resulted in 1,224,000 pairs of patches from ‘Seen’ models and 80,000 pairs from ‘Unseen’ models.

2) **Patch-Wise Attack Evaluation Metrics:** We measure our attack’s ability to fool a forensic Siamese network using the successful attack rate (SAR). In this experiment, SAR measures the likelihood that two attacked patches from different sources will be misclassified by $S_n$ as originating from the same source. Specifically,

$$SAR = P[S_n(G(X_1), G(X_2)) \leq 0.5 | X_1 \in \mathcal{I}_j, X_2 \in \mathcal{I}_k, j \neq k]$$

(8)

where $\mathcal{I}_i$ and $\mathcal{I}_j$ are the set of images from cameras $i$ and $j$.

It is important to place SAR in the context of a Siamese network’s performance before an attack is launched. We do this by comparing the SAR to the false match rate (FMR), which we define as the likelihood that an unattacked patches from different sources are misclassified as originating from the same source by $S_n$. Specifically,

$$FMR = P[S_n(X_1, X_2) \leq 0.5 | X_1 \in \mathcal{I}_j, X_2 \in \mathcal{I}_k, j \neq k].$$

(9)

3) **Image Quality:** In addition to fooling the Siamese network, our attack should not leave behind traces that are perceptibly visible to humans. As a result, is important to measure the distortion introduced into an attacked image. We measure the distortion introduced into the attacked image using two metrics: the mean PSNR (m-PSNR) and the mean SSIM (m-SSIM) between original and attacked image patches over the evaluation database. We note that in reality, an investigator would never have access to the original image because the attacker would only distribute the attacked image. As a result, the ultimate goal of the image quality is to make synthesized forensic traces invisible, not to achieve very high m-PSNR and m-SSIM scores. Instead, these scores act as a quantifiable measure of how noticeable distortions introduced by our attack are. We heuristically set the target m-PSNR to be greater or equal to 40 and the target m-SSIM to be greater or equal to 0.96. It is difficult or impossible for a human to distinguish between the original and distorted version of an image above these levels. This is a more stringent criteria than requiring that the attack is not noticed, but is easier to measure.

4) **Results:** We attacked each of the 1,224,000 pairs of patches from ‘Seen’ camera models in the testing set of Group A as well as the 80,000 pairs of patches from the ‘Unseen’ camera models in the testing set of Group B using our proposed attack. We did this by comparing the outcomes achieved using four different training strategies (train purely on FSG, on EXIF-Net, train FSG and EXIF-Net both without Phase 1, and train FSG and EXIF-Net both with Phase 1) of our attack. The results of this experiment are shown in Table II, which separately presents attack results for both ‘Seen’ and ‘Unseen’ camera models. The best SAR scores of each evaluation method are in boldface.

From Table II, we can see that our attack is most successful when training using the ‘Both’ strategy. In this case, our attack achieves a SAR = 99.9% for patches from both ‘Seen’ and ‘Unseen’ camera models when attacking FSG. Similarly, our attack achieves an SAR = 97.4% for ‘Seen’ camera models and SAR = 97.5% for ‘Unseen’ camera models when attacking EXIF-Net. This result demonstrates that our attack can successfully fool these forensic Siamese networks. We note that high SARs are also achieved when the attack is trained and launched against the same Siamese network. However, the attack trained only against FSG has difficulty transferring to attack EXIF-Net and vice-versa. A potential reason could be that FSG only focuses on capturing and comparing camera model forensic traces, while EXIF-Net attempts to capture camera model traces and other EXIF metadata-related information. We note that training our attack against both Siamese networks simultaneously overcomes this problem. Additionally, when comparing results for ‘Both’ (i.e. training with Phase 1 initialization) and ‘Both, No Init’
Training $S_a$ | Evaluation Method | Seen Models | Unseen Models |
|---|---|---|---|
| FSG | FSG | FMR | SAR | m-PSNR | m-SSIM | FMR | SAR | m-PSNR | m-SSIM |
| 6.9% | 99.9% | 45.2 | 0.991 | 7.2% | 99.9% | 45.2 | 0.991 |
| EXIF-Net | FSG | 6.9% | 34.9% | 42.5 | 0.981 | 7.2% | 35.8% | 42.5 | 0.981 |
| Both, No Init | EXIF-Net | 6.9% | 99.9% | 40.9 | 0.975 | 7.2% | 99.9% | 40.9 | 0.975 |
| Both | EXIF-Net | 13.6% | 15.6% | 45.2 | 0.981 | 14.3% | 16.4% | 45.2 | 0.991 |
| Both, No Init | EXIF-Net | 13.6% | 96.3% | 42.5 | 0.981 | 14.3% | 96.2% | 42.5 | 0.981 |

| Training $S_a$ | Detection Method | Columbia | DSO-1 | Korus |
|---|---|---|---|---|
| Baseline | FSG | 0.94 | 0.93 | 0.67 |
| CNN C(\cdot) Only | FSG | 0.82 | 0.76 | 0.62 |
| FSG | 0.46 | 0.14 | 0.10 |
| EXIF-Net | 0.89 | 0.89 | 0.65 |
| Both, No Init | 0.47 | 0.05 | 0.06 |
| Both | 0.46 | 0.08 | 0.15 |
| Baseline | EXIF-Net | 0.98 | 0.76 | 0.54 |
| CNN C(\cdot) Only | EXIF-Net | 0.98 | 0.84 | 0.52 |
| FSG | 0.97 | 0.85 | 0.51 |
| EXIF-Net | 0.57 | 0.07 | 0.11 |
| Both, No Init | 0.32 | 0.13 | 0.09 |
| Both | 0.38 | 0.08 | 0.09 |

Splicing Detection Evaluation Metrics:

1. **PSNR** and **SSIM**

2. **AUC**

C. Attacking Image Splicing Detection

Next, we evaluated our attack performance when attacking splicing detection algorithms based on Siamese networks. For this experiment, we attacked the FSG and EXIF-Net algorithms. Both algorithms operate by first dividing an image into potentially overlapping analysis blocks, then use a Siamese network to compare forensic traces between pairs of blocks. Next, the Siamese network outputs are used to build a pair-wise affinity matrix, which is provided as input to a clustering algorithm to perform detection. We note here that we do not evaluate performance against the Noiseprint algorithm in this experiment because Noiseprint is only designed to perform localization [13].

1) **Dataset:** To evaluate the performance of the proposed attack, we used the Columbia [40], Carvalho (DSO-1) [41] and (Korus) Realistic Tamper [42] databases. The Columbia database contains 183 authentic images and 180 simple spliced images. The DSO-1 database consists of 100 authentic and 100 visually realistic spliced images. The Korus database contains 220 authentic and 220 visually realistic falsified images. On average, the Columbia database has the largest splicing region but with the smallest image sizes. The DSO-1 and Korus databases have larger images and smaller splicing regions.

2) **Splicing Detection Evaluation Metrics:** We quantified the performance of the FSG and EXIF-Net detection algorithms both before attack (i.e. Baseline performance) and after attack using mean average precision (mAP). The mAP is equivalent to the area under the ROC curve (AUC) and is a standard metric for assessing splicing detection performance. We note that the mAP has three critical levels for splicing detection: (1) When the mAP = 1, the detector can always successfully detect the falsified image; (2) When mAP = 0.5, the detector can not discriminate between the spliced and the authentic images and can only make a random guess; and (3) When mAP = 0, the current detector always predicts the forged images to be authentic and yields convincingly wrong decisions. Both (2) and (3) yield successful attacks since, in both scenarios, the detector is not reliable. Additionally, we also report the m-PSNR and m-SSIM, as mentioned before, over the attacked splicing images in the evaluation dataset.

3) **Results:** To evaluate our attack’s performance against splicing detection algorithms, we launched our attack against the forged images in all three of the databases described above.
against each algorithm. This experiment was repeated using the four different training strategies examined previously.

The results of this experiment are listed in Table III, which displays our attacks performance using the proposed training strategy as well as four other alternatives. Here, we note that the training strategy “CNN C(·) Only” uses only Phase 1 training in a manner similar to the MISLgan attack proposed previously in literature [31], [32]. The lowest m-AP scores (i.e. the best attack performance) of for each dataset and detection algorithm pairing are shown in bold.

From Table. III, we can see that when attacking each algorithm using either ‘Both’ training strategy (both with and without Stage 1 initialization), we are able to achieve low m-APs scores. For the DSO-1 and Korus databases, we were typically able to drop m-AP scores to below 0.10, i.e. we were able to produce very convincingly wrong decisions. For the Columbia dataset, we were able to drop m-AP scores below 0.5, i.e. reduce the performance of the detector to a random decision or worse. We note that when launching our attack against these detectors, Phase-1 initialization seems less important. It does, however, appear to be important to train our attack against multiple forensic Siamese networks. Specifically, training using either of our ‘Both’ strategies typically outperforms an attack trained against a single forensic Siamese network, even when the attack is trained explicitly against the $S_n$ that will be used to perform detection. We note that in subsequent sections, Phase 1 training will be experimentally shown to be important for fooling localization algorithms. We also note that directly training the generator against a CNN (i.e. “CNN C(·) Only”), as is done in prior GAN-based attacks designed to fool forensic classifiers, is largely unsuccessful. These results demonstrate the need for the multi-phase training protocol proposed in this work.

Additionally, we also show the attacked image quality for the Columbia, Carvalho DSO-1, and Korus databases in Table. IV. The attacked images from all three databases have mean-PSNRs higher than 40 and the mean-SSIMs higher than 0.96. These results show that the distortion introduced by our proposed attack are invisible to human eyes. Therefore, an investigator cannot tell if an image is attacked through visual inspection.

**D. Attacking Image Splicing Localization**

Our third experiment evaluated our attack’s ability to fool image splicing localization algorithms. In this experiment, we used the EXIF-Net, FSG, and Noiseprint algorithms to localize falsified content in attacked images. The output of these algorithms were compared to ground truth masks to assess the performance of our attack. We note that in these experiments, our attack was not explicitly trained against Noiseprint. Successful attacks launched against Noiseprint provide an example of zero-knowledge attack (i.e. one in which we cannot train against the forensic algorithm in a white or black box setting) and provides information about the transferability of our attack.

1) **Dataset:** To conduct this experiment, we used the same databases as the previous experiment attacking splicing detection described in Section V-C. Because localization algorithms assume that an image is falsified a priori, we only utilized the spliced images and their corresponding ground truth masks for evaluation. In total, we used 180 falsified images from the Columbia database, 100 falsified images from the Carvalho DSO-1 database, and 220 falsified images from the Korus databases.

2) **Splice Localization Evaluation Metrics:** We quantified the performance of our attack on splice localization algorithms by comparing forensic localization algorithms’ performance both before (i.e. baseline performance) and after our attack. We used the F-1 score and the Matthews correlation coefficient (MCC) score measured between a localizer’s output and the ground truth mask to measure each localizer’s performance. These measures are commonly used in splicing localization literature [13], [14], [15]. Significant drops in the F-1 and MCC score correspond to high attack performance. These scores are defined as:

$$F_1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$$

$$MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}$$

Localization algorithms output a heat map identifying the potential spliced region. As a result, the investigator must choose a threshold to compare this heatmap to in order to achieve a final prediction mask. For this experiment, we always choose the threshold that yields the best localization scores for every individual spliced image for our evaluation. This threshold choice is the ideal scenario for the investigator since it maximizes their localization performance, and the worst-case scenario for our attack.

Furthermore, we note that all the localization methods utilize clustering algorithms to group image patches into two distinct regions to produce localization masks. This occurs even for authentic images, which should in truth only contain one region. Therefore, it is neither correct nor possible for an attack to make these localization algorithms predict no falsified region at all possible thresholds. Therefore, we define an attack as successful when it can make the predicted region have a low correlation with the ground truth mask. We assess this by observing the drop in the F-1 and MCC scores. A localization mask that has low F-1 and MCC scores will lead an investigator to make incorrect decisions about what has been falsified in an image.

3) **Results:** To evaluate our attack’s performance on splicing localization algorithms, we first launched our attack against the forged images in all three databases described above. Next we performed splicing localization using the FSG, EXIF-Net, and Noiseprint algorithms, and recorded the attack performance against each algorithm. Again, we evaluated our attack’s performance using all four training strategies discussed previously as well as the Phase 1 only training strategy (i.e. “CNN C(·) Only”).

The localization results obtained from this experiment are shown in Table V. The lowest scores of each localization algorithms among all attack training strategies (i.e. the highest attack performance) are marked in bold.
Fig. 2. Example from the Carvalho DSO-1 Database demonstrating how our attack can be used to fool the image splicing localizer. In this figure, the top row shows (a) the original spliced images, (b) the ground truth masks and the localization heatmaps on the original image produced by (c) FSG, (d) EXIF-Net, and (e) Noiseprint. The bottom row shows (f) the attacked image, (g) the perturbation introduced by our attack and the localization heatmaps on the attacked image produced by (h) FSG, (i) EXIF-Net, and (j) Noiseprint. Note that we scale up the perturbation on the images 10 times for better visualization.

| Training S_n | Localization Method | Columbia | DSO-1 | Koras |
|--------------|---------------------|----------|-------|-------|
| Baseline     | FSG                 | 0.90     | 0.86  | 0.84  | 0.82 | 0.41 | 0.39 |
| CNN C(·) Only| EXIF-Net            | 0.80     | 0.73  | 0.55  | 0.49 | 0.40 | 0.26 | 0.24 |
| FSG          | EXIF-Net            | 0.82     | 0.77  | 0.65  | 0.50 | 0.60 | 0.37 | 0.37 |
| EXIF-Net     | Both, No Init       | 0.71     | 0.60  | 0.49  | 0.41 | 0.25 | 0.23 |
| Both         | Noiseprint          | 0.90     | 0.87  | 0.50  | 0.43 | 0.27 | 0.26 |
| CNN C(·) Only| Noiseprint          | 0.90     | 0.87  | 0.52  | 0.46 | 0.26 | 0.26 |
| FSG          | Noiseprint          | 0.73     | 0.65  | 0.38  | 0.26 | 0.23 | 0.21 |
| EXIF-Net     | Noiseprint          | 0.62     | 0.51  | 0.38  | 0.28 | 0.23 | 0.21 |
| Both, No Init| Noiseprint          | 0.66     | 0.55  | 0.36  | 0.25 | 0.22 | 0.20 |
| Both         | Noiseprint          | 0.81     | 0.74  | 0.73  | 0.72 | 0.33 | 0.32 |
| CNN C(·) Only| Noiseprint          | 0.78     | 0.71  | 0.68  | 0.63 | 0.31 | 0.29 |
| FSG          | Noiseprint          | 0.75     | 0.67  | 0.59  | 0.53 | 0.28 | 0.27 |
| EXIF-Net     | Noiseprint          | 0.76     | 0.68  | 0.64  | 0.59 | 0.34 | 0.32 |
| Both, No Init| Noiseprint          | 0.75     | 0.68  | 0.50  | 0.42 | 0.27 | 0.26 |
| Both         | Noiseprint          | 0.69     | 0.59  | 0.47  | 0.37 | 0.24 | 0.22 |

The results displayed in Table V show that after our attack, all three localization algorithms’ performance dropped significantly. Our attack typically achieves the highest performance when it is trained using the ‘Both’ strategy using Phase 1 initialization. For example, using this training strategy our attack is able to drop FSG’s F-1 score from 0.84 to 0.40 and its MCC score from 0.82 to 0.30 on the DSO-1 database. Similarly, our attack is able to drop EXIF-Net’s F-1 score from 0.57 to 0.36 and its MCC score from 0.51 to 0.25 on the DSO-1 database.

We note that our attack can successfully transfer to attack Noiseprint when it is trained against both FSG and EXIF-Net using Phase 1 initialization. This is significant, since we do not explicitly train against Noiseprint. For example, our attack is able to drop Noiseprint’s F-1 score from 0.75 to 0.47 and its MCC score from 0.72 to 0.37 on the DS0-1 database. This demonstrates that it is possible for attack to transfer, i.e. successfully interfere with new localization algorithms that it was not trained against. We note that training only against a forensic CNN (i.e. only using Phase 1) as is done in prior GAN-based attacks is unsuccessful. We also note that transferring our attack to fool algorithms that are not based on Siamese networks may not be feasible. This is because our attack is explicitly designed to exploit vulnerabilities in Siamese networks. As a result, it may not be possible to fool other forensic networks that make their decisions using alternate approaches. Furthermore, our attack cannot fool all forensic algorithms such as deepfake detectors. These results do, however, demonstrate that our attack is capable of fooling an important class of image forgery detectors.

Visualizations showing sample results achieved by our attack are shown in Fig. 2. These examples show localization results both before and after our attack is launched, along with the original images, attacked images, and the ground truth splicing mask. From this figure, we can see that our attack can successfully hinder the performance of the FSG, EXIF-Net, and Noiseprint localization algorithms. Specifically, our attack can cause these localization algorithms to produce localization masks that are incorrect and uninformative.

Additionally, these examples show that no visually detectable traces are introduced into images by our attack. We note that quantitative measures of the distortion introduced by our attack are discussed in Section V-C and displayed in Table IV.

While training our attack against multiple Siamese networks yielded the highest performance, we note that when our attack is trained only against the target $S_n$, our attack is able to cause large localization performance drops. For example, on the Columbia database our attack trained only against FSG drops FSG’s F-1 score from 0.90 to 0.66 and its MCC score from 0.86 to 0.55. Similarly, our attack trained against only EXIF-Net drops EXIF-Net’s F-1 score from 0.91 to 0.73 and...
its MCC score from 0.88 to 0.65 on the Columbia database. This shows that targeted training attack is still successful, though training against a broader set of Siamese networks yields increased performance.

E. Comparison With Other Attacks

There are several attacks that can be launched against neural networks using adversarial examples. Well known attacks such as the Fast Gradient Sign Method (FGSM) [23], Projected Gradient Descent (PGD) [24], and Carlini-Wagner (CW) [25] directly modify an image’s pixel values in order to fool a neural network. Other adversarial example attacks, such as the LOTS attack [43], operate by modifying the intermediate feature maps of a neural network. These attacks can be adapted to fool forensic neural networks [27], [28]. Neural networks such as Siamese networks, however, typically only make up one part of forensic splicing detection and localization algorithms. As a result, attacking these forensic algorithms is often more challenging than simply attacking their neural network components.

In this section, we compare our “Both” attack to each of the attacks mentioned above (FGSM, PGD, CW, and LOTS). Our experiments demonstrate that our attack outperforms each of these adversarial example based attacks. Additionally, we demonstrate important shortcomings of these attack approaches which our proposed attack addresses.

1) Adversarial Example Attacks: In our first experiment, we investigated the ability of “end-to-end” adversarial example attacks to fool splicing detection and localization algorithms. End-to-end adversarial example attacks are the most common type of attacks. They operate by directly modifying an image’s pixel values in order to cause changes a neural network’s output. In this experiment, we used the FGSM, PGD, and CW algorithms to launch attacks. These algorithms were used to directly fool the $S_n$ that a forensic algorithm relies upon. Specifically, $S_n$ produces a measure of the similarity of the traces in a pair of patches. An end-to-end attack against $S_n$ operates by modifying the pixel values of an attacked patch so that $S_n$ believes they match the forensic traces in the other “reference” patch. Fooling a splicing detection or localization algorithm, however, requires that all patches in an image appear to have a common set of traces. To accomplish this, all patches in an image were attacked using a common “reference” patch in order to create consistent forensic traces throughout an image.

To implement these attacks, we used the Cleverhans library [44]. Attacks were directly launched against FSG and EXIF-Net. Noiseprint was not considered because the feature extractor doesn’t directly rely upon a neural network classifier (or Siamese network). As a result, it is not clear if Noiseprint can be attacked using an end-to-end adversarial example attack. To choose the best parameters for each attack, we tried multiple parameter values and used those that yielded the best patch-wise attack performance. For PGD parameters, we set the maximum pixel distortion $\epsilon$ to be 3, the step size to be 1, and the maximum iteration to be 10 for both siamese networks. For FGSM, we chose a step size of 0.1 when attacking both FSG and EXIF-Net. For the CW attack, we chose the step size to be 1e-2 for both Siamese networks, the loss ratio to be 800 for FSG and 30 for EXIF-Net. We also set the binary search steps to be 5.

In Table VI, we show the performance of the FGSM, CW, and PGD attacks as well as our proposed attack. The leftmost column displays the baseline performance of each forensic algorithm (i.e. without any attacks), as well as the forensic algorithm’s performance under PGD, CW, and FGSM attacks against both Siamese networks (FSG or EXIF-Net), and our proposed both-attack. We mark the best performance among all adversarial example attacks as well as our proposed attack’s performance in bold.

These results show that our proposed attack outperforms end-to-end adversarial example attacks. Specifically, end-to-end attacks typically do not successfully reduce either forensic detector’s m-AP to below the threshold of a random guess (i.e. m-AP $\leq 0.5$). For example, the adversarial example attacks encountered significant difficulty dropping the m-AP score of EXIF-Net below 0.90. This means most forgeries could still be very easily detected by EXIF-Net even after adversarial example attacks were launched. The only adversarial example attack that could do this was PGD trained against FSG, which lowered the m-AP score to 0.68 (notably, still above the random guess threshold). By contrast, our proposed attack dropped the m-AP score from 0.98 to 0.38. This means our proposed attack dropped EXIF-Net’s detection performance to worse than a random guess, while the end-to-end adversarial example attacks could not.

Similarly, our attack typically outperforms these end-to-end adversarial example attacks by a significant margin. From Table VI, we can see that when attacking FSG, most adversarial example attacks could not drop the F1 score below 0.78 and
block grid. LOTS modifies each patch in the analysis block grid used by the forensic algorithm as the analysis or localization algorithm. We refer to the specific locations of the patches used by the forensic algorithm as the analysis block grid. LOTS modifies each patch in the analysis block grid so that their feature maps match the average feature map of authentic patches.

We first compared the performance of our attack to the LOTS-based attack using the “best-case scenario” for LOTS (i.e. the attacker perfectly knows the analysis blocking grid and splicing mask). This provides an upper bound on the performance of LOTS in comparison to our proposed attack. In later experiments, we show that if side information is not available to the LOTS attack, its performance can drop. In this experiment, we compared the splicing localization performance of each forensic algorithm (FSG, EXIF-Net, and Noiseprint) both before an attack (i.e. Baseline) and after each attack. We note here that our attack was not explicitly trained against the Noiseprint localization algorithm.

Table VII shows the results of this experiment, with the best attack performance against each localization algorithm marked in bold. These results show that our proposed attack outperforms the best-case LOTS attack against all localization algorithms on all datasets. In several cases, our attack significantly outperformed the LOTS attack. For example, when attacking FSG our attack dropped the F1 score from 0.75 to 0.47 and the MCC score from 0.72 to 0.37 on the DSO-1 dataset. By contrast, the LOTS attack only dropped the F1 score to 0.66 and the MCC score to 0.62. This corresponds to our attack producing a drop in the F1 and MCC scores that are 255% greater and 350% greater respectively than the drops induced by LOTS.

Furthermore, we note that our attack was not trained against the Noiseprint algorithm in these experiments. The significant drop in Noiseprint’s localization performance seen in Table. VII demonstrates that our attack can transfer to other localization algorithms that it was not explicitly trained against.

We note that LOTS assumes that the attacker exactly knows the analysis blocking grid and splicing mask. This provides an upper bound on the performance of LOTS (i.e. the attacker perfectly knows the analysis blocking grid and splicing mask). This provides an upper bound on the performance of LOTS. In comparison to our proposed attack. In later experiments, we show that if side information is not available to the LOTS attack, its performance can drop. In this experiment, we compared the splicing localization performance of each forensic algorithm (FSG, EXIF-Net, and Noiseprint) both before an attack (i.e. Baseline) and after each attack. We note here that our attack was not explicitly trained against the Noiseprint localization algorithm.

Table VII shows the results of this experiment, with the best attack performance against each localization algorithm marked in bold. These results show that our proposed attack outperforms the best-case LOTS attack against all localization algorithms on all datasets. In several cases, our attack significantly outperformed the LOTS attack. For example, when attacking FSG our attack dropped the F1 score from 0.75 to 0.47 and the MCC score from 0.72 to 0.37 on the DSO-1 dataset. By contrast, the LOTS attack only dropped the F1 score to 0.66 and the MCC score to 0.62. This corresponds to our attack producing a drop in the F1 and MCC scores that are 255% greater and 350% greater respectively than the drops induced by LOTS.

Furthermore, we note that our attack was not trained against the Noiseprint algorithm in these experiments. The significant drop in Noiseprint’s localization performance seen in Table. VII demonstrates that our attack can transfer to other localization algorithms that it was not explicitly trained against.

We note that LOTS assumes that the attacker exactly knows the analysis blocking grid used by the forensic algorithm under attack, however, this is not realistic. In reality, the forensic algorithm may overlap analysis blocks by an amount that is not known to the attacker. For example, by default EXIF-Net divides the longest dimension of an image into 30 overlapping patches. A user, however, can specify the number of “sampling patches”, i.e. the number of overlapping analysis blocks along the longest image dimension. As a result, the analysis block grid used by the attacker may not align with the one used by the forensic algorithm. This can potentially drop the performance of the LOTS attack.

To demonstrate this phenomenon, we ran an experiment where we allowed the analysis block grid to be misaligned with the attack block grid. Results of this are displayed in Table. VIII, which shows the localization performance of our proposed attack and splicing mask. This provides an upper bound on the performance of the LOTS attack. In this experiment, we compared the splicing localization performance of each forensic algorithm (FSG, EXIF-Net, and Noiseprint) both before an attack (i.e. Baseline) and after each attack. We note here that our attack was not explicitly trained against the Noiseprint localization algorithm.

Table VIII shows the results of this experiment, with the best attack performance against each localization algorithm marked in bold. These results show that our proposed attack outperforms the best-case LOTS attack against all localization algorithms on all datasets. In several cases, our attack significantly outperformed the LOTS attack. For example, when attacking FSG our attack dropped the F1 score from 0.75 to 0.47 and the MCC score from 0.72 to 0.37 on the DSO-1 dataset. By contrast, the LOTS attack only dropped the F1 score to 0.66 and the MCC score to 0.62. This corresponds to our attack producing a drop in the F1 and MCC scores that are 255% greater and 350% greater respectively than the drops induced by LOTS.

Furthermore, we note that our attack was not trained against the Noiseprint algorithm in these experiments. The significant drop in Noiseprint’s localization performance seen in Table. VII demonstrates that our attack can transfer to other localization algorithms that it was not explicitly trained against.

We note that LOTS assumes that the attacker exactly knows the analysis blocking grid used by the forensic algorithm under attack, however, this is not realistic. In reality, the forensic algorithm may overlap analysis blocks by an amount that is not known to the attacker. For example, by default EXIF-Net divides the longest dimension of an image into 30 overlapping patches. A user, however, can specify the number of “sampling patches”, i.e. the number of overlapping analysis blocks along the longest image dimension. As a result, the analysis block grid used by the attacker may not align with the one used by the forensic algorithm. This can potentially drop the performance of the LOTS attack.

To demonstrate this phenomenon, we ran an experiment where we allowed the analysis block grid to be misaligned with the attack block grid. Results of this are displayed in Table. VIII, which shows the localization performance of our both LOTS and our proposed algorithm using different block grids. The “Sampling Patches” are the number of patches along the longest dimension of the full-size image used by the analysis block grid.

From this table we can see that while our attack’s performance holds nearly constant as the attack block grid and analysis block grid are misaligned, the performance of the LOTS attack varies. For example, when evaluating LOTS on the DSO-1 dataset the F1 score increases from 0.37 to 0.42 and

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
\text{Attack} & \text{Sampling} & \text{Columbia} & \text{DSO-1} & \text{Korus} & \text{RT} \\
& \text{Patches} & \text{F1} & \text{MCC} & \text{F1} & \text{MCC} \\
\hline
\text{Baseline} & & 0.90 & 0.86 & 0.84 & 0.82 \\
\text{LOTS Best} & & 0.82 & 0.77 & 0.66 & 0.63 \\
\text{Proposed “Both”} & & 0.58 & 0.44 & 0.40 & 0.30 \\
\hline
\text{Baseline} & & 0.91 & 0.88 & 0.57 & 0.51 \\
\text{LOTS Best} & & 0.68 & 0.57 & 0.37 & 0.27 \\
\text{Proposed “Both”} & & 0.66 & 0.55 & 0.36 & 0.25 \\
\hline
\text{Baseline} & & 0.73 & 0.64 & 0.66 & 0.62 \\
\text{LOTS Best} & & 0.69 & 0.59 & 0.47 & 0.37 \\
\text{Proposed “Both”} & & 0.70 & 0.60 & 0.39 & 0.29 \\
\hline
\end{array}
\]

\[
\begin{array}{|c|c|c|c|c|c|c|c|}
\hline
\text{Attack} & \text{Sampling} & \text{Columbia} & \text{DSO-1} & \text{Korus} & \text{RT} \\
& \text{Patches} & \text{F1} & \text{MCC} & \text{F1} & \text{MCC} \\
\hline
\text{LOTS-EXIF-Net} & 25 & 0.70 & 0.60 & 0.39 & 0.29 & 0.24 & 0.22 \\
30(default) & 37 & 0.66 & 0.55 & 0.36 & 0.25 & 0.22 & 0.20 \\
45 & 0.66 & 0.55 & 0.36 & 0.26 & 0.23 & 0.18 \\
\hline
\text{Proposed “Both”} & 23 & 0.65 & 0.53 & 0.35 & 0.23 & 0.21 & 0.18 \\
30(default) & 37 & 0.66 & 0.55 & 0.36 & 0.25 & 0.22 & 0.19 \\
45 & 0.66 & 0.55 & 0.37 & 0.26 & 0.22 & 0.19 \\
\hline
\end{array}
\]
Fig. 3. Example demonstrating how our attack can be used to make an authentic image appear fake. In this figure, the top row shows (a) the original unaltered image and the localization heatmaps produced by (b) Forensic Similarity Graph, (c) EXIF-Net, and (d) Noiseprint. The bottom row shows (e) the attack’s target splicing mask, where the attack generator is applied to the black region, (f) the attacked image, and localization masks produced by analyzing the attacked image using (g) Forensic Similarity Graph, (h) EXIF-Net, and (i) Noiseprint.

| Attack               | Sampling Patches | Columbia F1 | Columbia MCC | DSO-1 F1 | DSO-1 MCC |
|----------------------|------------------|-------------|-------------|----------|----------|
| LOTS-EXIF-Net        | 23               | 0.70        | 0.60        | 0.39     | 0.29     |
|                      | 30 (default)     | 0.68        | 0.57        | 0.37     | 0.27     |
|                      | 37               | 0.71        | 0.61        | 0.43     | 0.34     |
|                      | 45               | 0.71        | 0.61        | 0.42     | 0.34     |
| LOTS-EXIF-Net (No Mask) | 23           | 0.74        | 0.65        | 0.42     | 0.32     |
|                      | 30 (default)     | 0.68        | 0.58        | 0.36     | 0.25     |
|                      | 37               | 0.75        | 0.67        | 0.44     | 0.35     |
|                      | 45               | 0.75        | 0.68        | 0.45     | 0.37     |

The MCC score increases from 0.27 to 0.34 when the number of sampling patches increases to 45. Though these numbers do not appear to be large, they correspond to a 14% increase in the F1 score and a 26% increase in the MCC score. By contrast, our proposed attack only sees increases of 0.01 in both the F1 and MCC scores, corresponding to increase of 3% and 4% respectively.

Additionally, the LOTS-based attack assumes that the attacker has a mask indicating the falsified image region. As a result, the attacker can use this information to identify unaltered image patches to form the target feature map. However, this assumption is not always realistic. The attacker might attack fake images gathered from the wild in which they do not accurately know the mask (e.g., as part of a misinformation campaign) or the spliced region may be so irregular that such patches do not exist.

We conducted an additional experiment to understand how knowledge of the splicing region mask affects LOTS’s performance. To simulate conditions where the attacker does not know the mask, our experiments used the upper-left corner of the image to build target feature maps when no mask was available. Results of this experiment are shown in Table IX. From this experiment, we can see that the LOTS-based attack performance drops once not given the mask if the analysis block grid is not aligned with the attack block grid. For example, on the DSO-1 dataset the F1 score increased from 0.36 to 0.45 and the MCC score increased from 0.25 to 0.37 when the number of sampling patches increases to 45 and no mask is used. These changes correspond to a 25% increase in the F1 score and a 48% increase in the MCC score, comparing with a 14% increase in the F1 score and a 26% increase in the MCC score if the attacker has the mask.

From these results, we can see that if the LOTS attacks does not have access to the splicing mask and the analysis block grid, its attack performance can drop a noticeable amount. By contrast, our proposed attack does not need knowledge of the mask or blocking grid to launch a successful attack. As a result, our attack does not encounter problems that LOTS does requiring side information that may not be available.

VI. POTENTIAL THREATS

In the previous experiments, we showed that our attack can successfully hide evidence of an image splicing and prevent an investigator from detecting and localizing the fake content. In this section, we show that our proposed attack can also be used in a different way to enable a new misinformation threat. Specifically, our attack can make real content in an image appear convincingly fake. As a result, an analyst cannot distinguish between the authentic images and attacked images.

In practice, the attacker can use the attack to modify the forensic traces of a real object in an image. The object that is attacked will show a convincing different forensic traces than other regions. In such case the forensic algorithms will identify the attacked object convincingly to be from another source. At the same time, the attacker can claim that the original was anti-forensically attacked to cover up the splicing evidence. Then it becomes difficult for an analysis to tell the authenticity of the altered and unaltered images. This can be used as a misinformation source to cast doubt on a real image.
Alternatively, a naïve attack could be launched by adding noise or some other content-preserving local editing operation, to make forensic algorithms predict the attacked content to be not real. However, subsequent analysis would likely show that the content has been post-processed, instead of spliced. As a result, the analysis will easily conclude that the image is a modified version of a real image.

This demonstrates that our attack enables a new type of misinformation threat, in which an attacker can take advantage of forensic analysis algorithms and convincingly cast doubt on real content. An example of this attack is shown in Fig 3. The top row shows a real image with its localization results produced by each algorithm. We note that the detection algorithms correctly identify this image to be authentic, but localization algorithms are force to always produce some heatmap. Since the content is real, these heatmaps make little sense. The bottom row of Fig 3 shows the target localization masks of our attack, the attacked image, as well as localization results produced by each forensic algorithm. Here we can clearly see that our attack causes the woman at the left to be misidentified as being spliced.

The above examples shows that our attack could be not only used to hide the manipulation traces in the splicing image, but also make real object convincingly fake under the image forensics investigation.

VII. CONCLUSION

In this paper, we proposed a new GAN-based anti-forensic attack that is able to fool state-of-the-art forensic detection and localization algorithms that utilize Siamese neural networks. This attack works by using an adversarially trained generator to create synthetic forensic traces that are self-consistent throughout the image. We propose a novel anti-forensic generator architecture and two phase training strategy. In Phase 1, we pre-train the generator to attack the camera model classifier. In Phase 2, we train the generator to attack targeted Siamese networks using a new loss function. After training, our attack is launched by simply passing images through the generator. Through a series of experiments, we demonstrated that our proposed attack can fool splicing detection and localization algorithms while maintaining a high image quality. Additionally, we found that our attack can transfer to fool algorithms unseen during training such as Noiseprint. Experimental results showed that our proposed attack outperforms other existing attacks including adversarial example attacks and LOTS. Finally, we showed how this new attack can be used to launch a new misinformation threat in which real content is convincingly made to appear as fake.
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