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Abstract. In this paper, we focus on the exponential stability of stochastic differential equations driven by fractional Brownian motion (fBm) with Hurst parameter $H \in (1/2, 1)$. Based on the generalized Itô formula and representation of the fBm, some sufficient conditions for exponential stability of a class of SDEs with additive fractional noise are given. Besides, we present a criterion on the exponential stability for the fractional Ornstein-Uhlenbeck process with Markov switching. A numerical example is provided to illustrate our results.

1. Introduction. To characterize the continuous dynamical system changes with the discrete state, the following stochastic differential equations (SDEs) have been developed

$$dX_t = f(X_t, r_t)dt + \sigma(X_t, r_t)dB_t,$$

where $\{r_t\}_{t \geq 0}$ is a Markov chain taking values in $S = \{1, 2, \ldots, N\}$ and $\{B_t\}_{t \geq 0}$ is a standard Brownian motion. The process $\{X_t, r_t\}$ is called a switching diffusion or a diffusion with switching. In the past thirty years, stability of stochastic hybrid systems has been considered extensively. For example, Yuan and Mao [30] consider the moment exponential stability of stochastic hybrid delayed systems with Lévy noise in mean square. Mao [18] discusses the exponential stability of general nonlinear stochastic hybrid systems. Some sufficient conditions for asymptotic stability in distribution of SDEs with Markovian switching are given by Yuan and Mao [29]. Most recently, Tan [27] focuses on the exponential stability of fractional stochastic systems with distributed delay driven by fractional Brownian motion. There are lots of work having been dedicated to Markovian switching. See [24, 3, 7, 17, 32, 23] and so forth. It is well known that if $H > 1/2$, $\{B^H_t\}_{t \geq 0}$ exhibits long range dependence and self-similarity. Because of these properties, $\{B^H_t\}_{t \geq 0}$ has been suggested as a useful tool in many fields, especially mathematical finance, network traffic analysis and pricing of weather derivatives. For example, fBm is used to model the dynamics of temperature in [6], and in [25], it is used to model the electricity prices in
the liberated Nordic electricity market. However, some statisticians find that it is better to model the pricing with hybrid system [see, e.g., \cite{12, 28}]. Hence, it is a natural question that under what conditions, SDEs driven by fBm with Markov switching have some exponential stability.

The main purpose of this paper is to consider the $p$th moment exponential stability of stochastic hybrid systems driven by fractional Brownian motion of the form:

$$\begin{aligned}
&dX_t = f(X_t, t, r_t)dt + \sigma(t, r_t)dB_t^H,
&X_0 = x_0,
\end{aligned}$$

(1)

where $\{r_t\}_{t \geq 0}$ is a Markov chain taking values in $\mathbb{S} = \{1, 2, ..., N\}$, $\{B_t^H\}_{t \geq 0}$ is a standard fractional Brownian motion. Moreover $f : \mathbb{R} \times \mathbb{R}_+ \times \mathbb{S} \to \mathbb{R}$, $\sigma : \mathbb{R}_+ \times \mathbb{S} \to \mathbb{R}$.

This equation can be regarded as the result of the following $N$ equations:

$$\begin{aligned}
&dX_t = f(X_t, t, i)dt + \sigma(t, i)dB_t^H, \quad 1 \leq i \leq N, \\
&X_0 = x_0,
\end{aligned}$$

(2)

switching from one to another according to the movement of $\{r_t\}_{t \geq 0}$. Note that for each fixed $i$, $\sigma(t, i)$ is nonrandom.

From \cite{10, 8, 21, 14}, we know that there exists a $\mathbb{R}$-valued global solution satisfying Eq.(2), rather than Eq.(1), under suitable conditions, for each fixed $i \in \mathbb{S}$. Therefore, our first goal is to obtain the existence and uniqueness of the solution for Eq.(1). Then we discuss the $p$th moment exponential stability for Eq.(1).

Throughout this paper, unless otherwise specified, the fBm $\{B_t^H\}_{t \geq 0}$ generates a filtration $\{\mathcal{F}_t, 0 \leq t \leq T\}$ with $\mathcal{F}_t = \sigma\{B_s^H, 0 \leq s \leq t\}$. We let $(\Omega, \mathcal{F}, P, \mathcal{F}_t)$ be the complete probability space, with the filtration described above. Also let $C$ denote a general constant. Let $C^{2,1}(\mathbb{R} \times \mathbb{R}_+ \times \mathbb{S}; \mathbb{R})$ denote the family of all real value functions $f(x, t, i)$ on $\mathbb{R} \times \mathbb{R}_+ \times \mathbb{S}$ which are continuously twice differentiable in $x$ and once differentiable in $t$. The Markov chain $\{r_t\}_{t \geq 0}$ is assumed to be independent of $\{B_t^H\}_{t \geq 0}$. Almost every sample path of the Markov chain $\{r_t\}_{t \geq 0}$ is assumed to be a right-continuous step function with a finite number of simple jumps in any finite subinterval of $\mathbb{R}_+$.

The rest of the paper is organized as follows. In Section 2, we shall briefly revisit some basic facts regarding Markovian switching, stochastic integration and the Itô formula with respect to fBm, and some preliminaries for our main results. In Section 3, we shall show the existence and uniqueness of the solution for Eq.(1) firstly. Then we will discuss the sufficient conditions to guarantee the $p$th moment exponential stability. Next, in Section 4, we shall use the theory of Poisson equation and M-matrix to establish some criteria for the exponential stability. Then in Section 5, we will discuss the stability of switching fractional Ornstein-Uhlenbeck process. Finally, a numerical example will be given in Section 6.

2. Preliminaries.

2.1. Markov chain. Let $\{r_t\}_{t \geq 0}$ be a right-continuous Markov chain which takes values in a finite state space $\mathbb{S} = \{1, 2, ..., N\}$. The generator $\Gamma = (\gamma_{ij})_{N \times N}$ is given by

$$
P\{r_{t+\Delta} = j \mid r_t = i\} = \begin{cases} 
\gamma_{ij}\Delta + o(\Delta), & \text{if } i \neq j, \\
1 + \gamma_{ii}\Delta + o(\Delta), & \text{if } i = j,
\end{cases}
$$

where $\Delta > 0$.

Here $\gamma_{ij}$ is the transition rate from $i$ to $j$ if $i \neq j$ while $\gamma_{ii} = -\sum_{i \neq j} \gamma_{ij}$.
Theorem 2.1. \cite{2} Let $P(t) = (P_{ij}(t))_{N \times N}$ be the transition probability matrix and $\Gamma = (\gamma_{ij})_{N \times N}$ be the generator of a finite Markov chain. Then
\[ P(t) = e^{-t\Gamma}. \]

Let $\Delta_{ij}$ be consecutive, left closed, right open intervals each having the length $\gamma_{ij}$ such that
\[ \Delta_{12} = [0, \gamma_{12}), \Delta_{13} = [\gamma_{12}, \gamma_{12} + \gamma_{13}), \Delta_{1n} = \left[ \sum_{j=1}^{n-1} \gamma_{1j}, \sum_{j=2}^{n} \gamma_{1j} \right), \ldots, \]
\[ \Delta_{21} = \left[ \sum_{j=2}^{n} \gamma_{1j}, \sum_{j=2}^{n} \gamma_{1j} + \gamma_{21} \right), \ldots, \]
\[ \Delta_{2n} = \left[ \sum_{j=2}^{n} \gamma_{1j} + \sum_{j=1,j\neq 2}^{n-1} \gamma_{2j}, \sum_{j=2}^{n} \gamma_{1j} + \sum_{j=1,j\neq 2}^{n} \gamma_{2j} \right), \ldots. \]

Then define $h : S \times \mathbb{R} \to \mathbb{R}$ by
\[ h(i, x) = \begin{cases} j - i, & \text{if } x \in \Delta_{ij}, \\ 0, & \text{otherwise}. \end{cases} \quad (3) \]

According to \cite{11, 26}, a continuous-time Markov chain $\{r_t\}_{t \geq 0}$ with generator $\Gamma = (\gamma_{ij})_{N \times N}$ can be represented as a stochastic integral with respect to a Poisson random measure. Then
\[ dr_t = \int_{\mathbb{R}} h(r_{t-}, y) \nu(dt \times dy), \]
with initial condition $r_0 = i_0$, where $\nu(dt \times dy)$ is a Poisson random measure with intensity $dt \times m(dy)$. Here $m(\cdot)$ is the Lebesgue measure on $\mathbb{R}$.

2.2. Fractional Brownian motion and Wick product. Given a finite time interval $[0, T]$ with arbitrary fixed horizon $T > 0$, and let $\{B_t^H\}_{t \geq 0}$ be a one-dimension standard fBm with Hurst parameter $H \in (1/2, 1)$, i.e. a centered Gaussian process with covariance function:
\[ \mathbf{E}(B_s^H B_t^H) = \frac{1}{2}(|s|^{2H} + |t|^{2H} - |s-t|^{2H}), \quad s, t \geq 0. \]

Note that if $H = \frac{1}{2}$, then $\{B_t^H\}_{t \geq 0}$ is a standard Brownian motion. Moreover $\{B_t^H\}_{t \geq 0}$ has the following Wiener integral representation:
\[ B_t^H = \int_0^t K^H(t, s)dW_s, \]
where $\{W_t\}_{t \geq 0}$ is a Wiener process and $K^H(t, s)$ is the kernel function defined by
\[ K_H(t, s) = c_H s^{1-H} \int_0^t (u-s)^{H-\frac{1}{2}} u^{H-\frac{1}{2}} du, \]
where $c_H = \left( \frac{H(2H-1)}{B(2H,H-\frac{1}{2})} \right)^{\frac{1}{2}}$, in which $B(\cdot, \cdot)$ is the Beta function, and $t > s$. For more details about fBm, we refer the reader to \cite{21, 22, 1}.
Let $I$ be the set of all finite multi-indices $\alpha = (\alpha_1, \ldots, \alpha_n)$ for some $n \geq 1$ of non-negative integers. Denote $|\alpha| = \alpha_1 + \cdots + \alpha_n$, and $\alpha! = \alpha_1! \cdots \alpha_n!$. For $n \geq 0$, define the Hermite polynomials by

$$h_n(x) = (-1)^n e^{x^2} \frac{d^n}{dx^n}(e^{-x^2}),$$

and Hermite functions

$$\tilde{h}_n(x) = \pi^{-\frac{1}{4}} (n!)^{-\frac{1}{2}} h_n(x) e^{-\frac{x^2}{2}}.$$

Let $S(\mathbb{R})$ denote the Schwartz space of rapidly decreasing infinitely differentiable real-valued functions, and denote the dual space of $S(\mathbb{R})$ by $S'(\mathbb{R})$. Define

$$H_\alpha(\omega) = \prod_{i=1}^n h_{\alpha_i}(\tilde{h}_i(x), \omega),$$

the product of Hermite polynomials. Consider a square integrable random variable $F = F(\omega) \in L^2(S'(\mathbb{R}), \mathcal{F}, P)$.

Thus, according to [21, 13], every $F(\omega)$ admits a unique representation

$$F(\omega) = \sum_{\alpha \in I} c_\alpha H_\alpha(\omega),$$

and

$$\|F\|_{L^2(\omega)}^2 = \sum_{\alpha \in I} \alpha! h_\alpha^2 < \infty.$$

**Definition 2.2.** (Wick Product) For $F(\omega) = \sum_{\alpha \in I} c_\alpha H_\alpha(\omega)$ and $G(\omega) = \sum_{\beta \in I} d_\beta H_\beta(\omega)$, their Wick product is defined by

$$F \circ G(\omega) = \sum_{\alpha, \beta \in I} a_\alpha b_\beta H_{\alpha + \beta}(\omega) = \sum_{\gamma \in I} \left( \sum_{\alpha + \beta = \gamma} a_\alpha b_\beta \right) H_\gamma(\omega).$$

2.3. Malliavin derivative. Let $p \geq 1$, $L^p := L^p(\Omega, \mathcal{F}, P)$ be the space of all random variables $\Omega \to \mathbb{R}$, such that

$$\|F\|_p = \mathbb{E}(|F|^p)^{1/p} < \infty,$$

and let

$$L^2_0(\mathbb{R}^+) = \{ f|f : \mathbb{R}^+ \to \mathbb{R}, \|f\|^2_0 := \int_0^\infty \int_0^\infty f(s)f(t)\phi(s,t)dsdt < \infty \},$$

where $\phi(s,t) = H(2H - 1)|s - t|^{2H-2}$.

**Definition 2.3.** (Malliavin Derivative) Let $g \in L^2_0(\mathbb{R})$. The $\phi$-derivative of a stochastic variable $F \in L^p$ in the direction of $\Phi_\phi$ is defined by

$$D_{\Phi_\phi} F(\omega) = \lim_{\delta \to 0} \frac{1}{\delta} \left\{ F(\omega + \delta) - F(\omega) \right\},$$

if the limit exists in $L^p$. Moreover if there exists a process $(D^\phi_s F_s, s \geq 0)$ such that

$$D_{\Phi_\phi} F = \int_0^\infty D^\phi_s F_s^s ds \ a.s.,$$

for all $g \in L^2_0(\mathbb{R})$, then $F$ is said to be $\phi$-differentiable.
Theorem 2.5. (The Itô Formula) Let \( \mathcal{A}[0,T] \) be the family of stochastic process on \([0,T]\) such that \( F \in \mathcal{A}(0,T) \) if \( E|F|^2 < \infty \) and \( F \) is \( \phi \)-differentiable, the trace of \((D^2_{\phi}F_t, 0 \leq s \leq T, 0 \leq t \leq T)\) exists and \( E \int_0^T (D^2_{\phi}F_t)^2 ds < \infty \), and for each sequence of partitions \( \pi_n, n \in \mathbb{N}_+ \) such that \( \pi_n \to 0 \), as \( n \to \infty \). Moreover

\[
\sum_{i=0}^{n-1} E \left\{ \int_{t_i}^{t_{i+1}} (D^2_{\phi}F^\pi_t - D^2_{\phi}F_s) ds \right\}^2 \to 0,
\]

and

\[
E|F^\pi_t - F^\pi_s|^2 \to 0,
\]

as \( n \to \infty \). Here \( \pi_n : 0 = t_0^{(n)} < t_1^{(n)} < ... < t_n^{(n)} = T \).

Next, we define a stochastic integral with respect to fBm considered in [5].

**Definition 2.4.** Let \( \{F_t\}_{t \geq 0} \) be a stochastic process such that \( F \in \mathcal{A}(0,T) \), and define \( \int_0^T F_s dB_s^H \) by

\[
\int_0^T F_s dB_s^H = \lim_{|\pi| \to 0} \sum_{i=0}^{n-1} F^\pi_{t_i} \circ (B_{t_{i+1}} - B_{t_i}),
\]

where \( |\pi| = \max\{t_{i+1} - t_i, i = 0, 1, \ldots, n - 1\} \).

**Remark 1.** (I) According to Theorem 3.6.1 in [5], if \( F \in \mathcal{A}(0,T) \), then the stochastic integral satisfies \( E \int_0^T F_s dB_s^H = 0 \), and

\[
E \left[ \int_0^T F_s dB_s^H \right]^2 = E \left[ \left( \int_0^T D^\phi_s F_s ds \right)^2 + |1_{[0,T]} F|_{\phi}^2 \right].
\]

What’s more, by Definition 3.4.1 in [5], the stochastic integral can be extended as follows

\[
\int_0^T F_s dB_s^H := \int_0^T F_t \circ W^H(t) dt,
\]

where \( F : \mathbb{R} \to (S)_{H}^T \) is a given function such that \( F_t \circ W^H(t) \) is \( dt \)-integrable in \((S)_{H}^T\). Here \((S)_{H}^T\) is the fractional Hida distribution space defined by Definition 3.1.11 in [5]. And in this extension, the integral on an interval \([0,T]\) can be defined by

\[
\int_0^T F_t dB_t^H := \int_0^T F_t I_{[0,T]}(t) dB_t^H.
\]

(II) For \( H = \frac{1}{2} \), the definition of stochastic integral \( \int_0^T F_s dB_s^H \) and \( \int_0^\infty F_s dB_s^H \) can find from textbooks (cf., Chapter 3 of Karatzas and Shreve [16]).

2.4. The Itô formula. At first, we shall review the results in [9] on the Itô formula for fBm. Then we will extend them to SDEs driven by fBm with Markovian switching.

**Theorem 2.5.** (The Itô Formula) Let \( \{F_u, 0 \leq u \leq T\} \) be a stochastic process in \( \mathcal{A}(0,T) \). Assume that there exists an \( \gamma > 1 - H \) and \( C > 0 \) such that

\[
E|F_u - F_v|^2 \leq C|u - v|^{2\gamma},
\]

where \( |u - v| \leq \delta \) for some \( \delta > 0 \) and

\[
\lim_{0 \leq u,v \leq t, |u - v| \to 0} E[D^\phi_{u}(F_u - F_v)]^2 = 0.
\]
Set $\sup_{0\leq s\leq T}|G_s|<\infty$ and $g=g(x,t)\in C^{2,1}(\mathbb{R}\times\mathbb{R}_+;\mathbb{R})$ with bounded derivatives. Moreover, for $\eta_t = \int_0^t F_u dB_u^H$, it is assumed that $\mathbb{E}\int_0^T |F_t D^\phi \eta_t| ds < \infty$ and $(\frac{\partial g}{\partial x}(s,\eta_t)F_s, s\in[0,T])$ is in $\mathcal{A}(0,T)$. Denote $x_t = \xi + \int_0^t G_u du + \int_0^t F_u dB_u^H$, $\xi \in \mathbb{R}$ for $t \in [0,T]$. Let $(\frac{\partial g}{\partial x}(s,x_t)F_s, s\in[0,T]) \in \mathcal{A}(0,T)$, $\mathbb{E}[\sup_{0\leq s\leq t}|G_s|] < \infty$. Then for $t \in [0,T],$

\[
g(x_t, t) = g(\xi, 0) + \int_0^t \frac{\partial g}{\partial s}(x_s, s)ds + \int_0^t \frac{\partial g}{\partial x}(x_s, s)G_s ds + \int_0^t \frac{\partial^2 g}{\partial x^2}(x_s, s)F_s D^\phi x_s ds.
\]

Here $D^\phi x_s$ is the Malliavin derivative defined in Definition 2.2.

In particular, for the process $X^{(i)}_t = X^{(i)}_0 + \int_0^t f(X^{(i)}_s, s, i)ds + \int_0^t \sigma(s, i)dB^H_s$, where $\sigma(s, i) \in L^2_\phi$ is a deterministic function, then for each fixed $i \in \mathbb{S}$, we have

\[
F(X^{(i)}_t, t, i) = F(X^{(i)}_0, 0, i) + \int_0^t \frac{\partial F}{\partial s}(X^{(i)}_s, s, i)ds + \int_0^t \frac{\partial F}{\partial x}(X^{(i)}_s, s, i)\sigma(s, i)dB^H_s + \int_0^t \frac{\partial^2 F}{\partial x^2}(X^{(i)}_s, s, i)\sigma(s, i)\left[\int_0^s \sigma(u, i)\phi(s, u)du\right] ds,
\]

where $\phi(s, u) = H(2H-1)|s - u|^{2H-2}$. Formally,

\[
dF(X^{(i)}_t, t, i) = F_t(X^{(i)}_t, t, i)dt + F_{xx}(X^{(i)}_t, t, i)\sigma(t, i)\left[\int_0^t \sigma(u, i)\phi(s, u)du\right] dt + F_x(X^{(i)}_t, t, i)f(X^{(i)}_t, t, i)ds + F_x(X^{(i)}_t, t, i)\sigma(t, i)dB^H_t.
\]

Let

\[
\mathcal{L}^{(i)}F(x, t, i) = F_t(x, t, i) + F_x(x, t, i)f(x, t, i) + F_{xx}(x, t, i)\sigma(t, i)\left[\int_0^s \sigma(u, i)\phi(s, u)du\right].
\]

Substituting (5) into (4), we get

\[
F(X^{(i)}_t, t, i) = F(X^{(i)}_0, 0, i) + \int_0^t \mathcal{L}^{(i)}F(X^{(i)}_s, s, i)ds + \int_0^t F_x(X^{(i)}_s, s, i)\sigma(s, i)dB^H_s.
\]

In the sequel of our paper, unless otherwise specified, we let the coefficients of Eq. (1) satisfy the conditions in Theorem 2.5, for each fixed $i \in \mathbb{S}$. Let $V(X_t, t, r_t) \in C^{2,1}(\mathbb{R}\times\mathbb{R}_+;\mathbb{S}\times\mathbb{R}_+)$. Then we will discuss an Itô's formula which reveals how $V$ maps $(X_t, t, r_t)$ into a new process $V(X_t, t, r_t)$. Here $\{X_t\}_{t\geq0}$ is a stochastic process with the stochastic differential (1).
Theorem 2.6. If \( V(X_t,t,r_t) \in C^{2,1}(\mathbb{R} \times \mathbb{R}_+ \times S; \mathbb{R}_+) \), then
\[
V(X_t,t,r_t) = V(X_0,0,r_0) + \int_0^t \mathcal{L}V(X_s,s,r_s)ds
+ \int_0^t V_x(X_s,s,r_s)\sigma(s,r_s)dB^H_s
+ \int_0^t \int_\mathbb{R} (V(X_s,s,r_0 + h(r,s,l)) - V(X_s,s,r_s))\mu(ds,dl),
\]
where \( h \) is defined by (3), and \( \mu(ds,dl) = \nu(ds,dl) - \gamma(ds,dl)ds \) is a martingale measure, and \( \mathcal{L}V(x,t,i) \) is defined by
\[
\mathcal{L}V(x,t,i) = \mathcal{L}^{(i)}V(x,t,i) + \sum_{j=1}^N \gamma_{ij}V(x,t,j).
\]
Besides, for any time \( 0 < s < t < \infty \),
\[
\mathbf{E}V(X_t,t,r_t) = \mathbf{E}V(X_s,s,r_s) + \mathbf{E} \int_s^t \mathcal{L}V(X_u,u,r_u)du
+ \mathbf{E} \int_s^t V_x(X_u,u,r_u)\sigma(u,r_u)dB^H_u.
\]
Proof. For \( 0 < s < t < \infty \), let \( s < \tau_1 < \tau_2 < \ldots < \tau_n < t \) be all the times when the Markov chain has a jump. Applying Itô’s formula to \( V(X_t,t,r_t) \) on the intervals \( [s,\tau_1],[\tau_1,\tau_2],\ldots,[\tau_n,t] \), we get
\[
V(X_{\tau_{k-1}},\tau_{k-1},r_0) - V(X_s,s,r_0)
= \int_s^{\tau_{k-1}} \mathcal{L}^{(r_u)}V(X_u,u,r_0)du + \int_s^{\tau_{k-1}} V_x(X_u,u,r_0)\sigma(u,r_0)dB^H_u,
\]
\[
V(X_{\tau_{k+1}-1},\tau_{k+1}-1,r_{\tau_k}) - V(X_{\tau_k},\tau_k,r_{\tau_k})
= \int_{\tau_k}^{\tau_{k+1}-1} \mathcal{L}^{(r_u)}V(X_u,u,r_{\tau_k})du + \int_{\tau_k}^{\tau_{k+1}-1} V_x(X_u,u,r_{\tau_k})\sigma(u,r_{\tau_k})dB^H_u,
\]
\[
V(X_{t},t,r_{\tau_n}) - V(X_{\tau_n},\tau_n,r_{\tau_n})
= \int_{\tau_n}^t \mathcal{L}^{(r_u)}V(X_u,u,r_{\tau_n})du + \int_{\tau_n}^t V_x(X_u,u,r_{\tau_n})\sigma(u,r_{\tau_n})dB^H_u.
\]
Adding (8) to (10) over \( k \) from 1 to \( n-1 \), we get
\[
V(X_t,t,r_t) - V(X_s,s,r_s)
= \int_s^t \mathcal{L}^{(r_u)}V(X_u,u,r_u)du + \int_s^t V_x(X_u,u,r_u)\sigma(u,r_u)dB^H_u
+ \sum_{k=1}^n [V(X_{\tau_k},\tau_k,r_{\tau_k}) - V(X_{\tau_k},\tau_k,r_{\tau_k})]
= \int_s^t \mathcal{L}^{(r_u)}V(X_u,u,r_u)du + \int_s^t V_x(X_u,u,r_u)\sigma(u,r_u)dB^H_u
+ \int_s^t \int_\mathbb{R} (V(X_u,u,r_u + h(r_u,l)) - V(X_u,u,r_u))\gamma(ds,dl)du
+ \int_s^t \int_\mathbb{R} (V(X_u,u,r_0 + h(r_u,l)) - V(X_u,u,r_0))\mu(ds \times dl).
According to [26, 19], one has
\[
\int_{\mathbb{R}} \left[ V(X_u, u, i + h(i, l)) - V(X_u, u, i) \right] m(dl) = \sum_{j=1}^{N} \gamma_{ij} V(X_u, u, j).
\]
Thus
\[
V(X_t, t, r_t) - V(X_s, s, r_s) = \int_s^t \left( \mathcal{L}^{(r_u)} V(X_u, u, r_u) + \sum_{j=1}^{N} \gamma_{ij} V(X_u, u, j) \right) du
+ \int_s^t V_x(X_u, u, r_u) \sigma(u, r_u) dB^H_u
+ \int_s^t \int_{\mathbb{R}} \left[ V(X_u, u, r_u + h(r_u, l)) - V(X_u, u, r_u) \right] \mu(du \times dl).
\]
Consequently,
\[
V(X_t, t, r_t) = V(X_0, 0, r_0) + \int_0^t \left( \mathcal{L}^{(r_s)} V(X_s, s, r_s) \right) ds
+ \int_0^t V_x(X_s, s, r_s) \sigma(s, r_s) dB^H_s
+ \int_0^t \int_{\mathbb{R}} \left[ V(X_s, s, r_0 + h(r_s, l)) - V(X_s, s, r_s) \right] \mu(ds \times dl).
\]
Taking the expectation and by [18, 19], the desired result (7) follows. The proof is complete.

3. Some properties of solutions of Eq.(1). In this section, we will consider the existence and uniqueness of the solution of Eq.(1). Besides, the $p$th moment exponential stability conditions will be presented.

3.1. Existence and uniqueness. To ensure the existence and uniqueness of the solution, we shall impose the following basic assumptions.

**Assumption 1.** Let $f = f(x, t, i) : \mathbb{R} \times \mathbb{R}_+ \times S \to \mathbb{R}$ satisfy the following hypotheses.

(i) $f$ is measurable, and there exists $K > 0$ such that
\[
|f(x, t, i) - f(y, t, i)| \leq K|x - y|, \quad \forall x, y \in \mathbb{R}, \quad \forall t \in \mathbb{R}_+, \quad \forall i \in S.
\]

(ii) There exists $\bar{K} > 0$ such that
\[
|f(x, t, i)| \leq \bar{K} (1 + |x|), \quad \forall (x, t) \in \mathbb{R} \times \mathbb{R}_+, \quad \forall i \in S.
\]

**Assumption 2.** Let $\sigma = \sigma(t, i) : \mathbb{R}_+ \times S \to \mathbb{R}$ satisfy the following hypotheses.

(iii) There exists $M > 0$, $\gamma > 1 - H$ such that $\sigma$ is bounded and
\[
|\sigma(t, i) - \sigma(s, i)| \leq M |t - s|^\gamma, \quad \forall t, s \in \mathbb{R}_+, \quad \forall i \in S.
\]

**Theorem 3.1.** Let Assumptions 1-2 hold. Then Eq.(1) has a unique solution.

**Proof.** Recall that the Markov chain $(r_t)_{t \geq 0}$ can be rewritten as
\[
r_t = r_0 + \sum_{n=1}^{\infty} \eta_n 1_{(r_n \leq t)},
\]
where \( r_{\tau_k} = i \), and \( \tau_{k+1} - \tau_k \) is exponentially distributed. The jump \( \eta_{k+1} = r_{\tau_{k+1}} - r_{\tau_k} \) is independent of the past. According to [21, 14], there exists a unique global solution to Eq.(2), for each \( i \in S \),

\[
X_t^{(i)} = X_0 + \int_0^t f(X_s^{(i)}, s, i)ds + \int_0^t \sigma(s, i)dB_s^H, \quad t > 0.
\]

Note the unique solution \( \{X_t^{(i)}\}_{t \geq 0} \) is a stochastic process without Markov switching. We denote the unique solution by \( \{X_t \}_{t \geq 0} \). For each \( k \in \mathbb{N} \), \( t \in [\tau_k, \tau_{k+1}) \), we have \( r_t = j \in S \). Thus, we obtain a sequence of solutions \( \{X_t^{r_{\tau_k} \rightarrow r_{k}}\}_{t \geq 0, k \in \mathbb{N}} \). According to Lemma 3.1 of [31], we construct the solution to Eq.(1) as follows.

For \( t \in [0, \tau_1) \), we define

\[
X_t = X_t^{X_0 \rightarrow r_0},
\]

where \( x_0 \) is the initial value.

Then for \( t \in [\tau_1, \tau_2) \), we define

\[
X_t = X_t^{X_{\tau_1} \rightarrow r_{\tau_2}}.
\]

Iteration for \( n \) times, for \( t \in [\tau_{n-1}, \tau_n) \), we then define

\[
X_t = X_t^{X_{\tau_{n-1}} \rightarrow r_{\tau_n}}.
\]

Thus, for any \( t \in [0, \infty) \), we have

\[
X_t = x_0 + \sum_{n=1}^{\infty} X_t^{X_{\tau_{n-1}} \rightarrow r_{\tau_n}} \mathbf{1}_{[\tau_{n-1}, \tau_n)}(t)
= X_0 + \int_0^t f(X_s, s, r_s)ds + \int_0^t \sigma(s, r_s)dB_s^H. \tag{11}
\]

Therefore \( \{X_t\}_{t \geq 0} \) is the solution of Eq.(1). Suppose \( \{X_t\}_{t \geq 0} \) and \( \{\hat{X}_t\}_{t \geq 0} \) are two global solutions of Eq.(1), which have the same initial conditions. By (11), it's easy to show that for any \( T \geq 0 \), \( t \in [0, T] \),

\[
X_t - \hat{X}_t = \int_0^t \left[ f(X_s, s, r_s) - f(\hat{X}_s, s, r_s) \right] ds.
\]

Using condition (i) one can show that

\[
\mathbb{E} \left( \sup_{0 \leq s \leq t} |X_s - \hat{X}_s|^2 \right) \leq KT \int_0^t \mathbb{E} \left( \sup_{0 \leq u \leq s} |X_u - \hat{X}_u|^2 \right) ds, \quad t \in [0, T]. \tag{12}
\]

Then, according to the Gronwall inequality, (12) implies that

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |X_t - \hat{X}_t|^2 \right) = 0.
\]

Letting \( T \rightarrow \infty \), together with the continuity of sample path, one has \( P(X_t = \hat{X}_t \text{ for all } t \geq 0) = 1 \).

The proof is complete. \( \square \)
3.2. Exponential stability. In the sequel of this section, we will state one of the main criteria of this paper.

**Theorem 3.2.** Let Assumption 1-2 hold. If there exists a function $V \in C^{2,1}(\mathbb{R} \times \mathbb{R}_+; \mathbb{R}_+)$ and positive constants $a_1$, $a_2$, $b$ and $p \geq 1$, such that

$$a_1|x|^p \leq |V(x, t, i)| \leq a_2|x|^p,$$

(13)

and

$$L V(x, t, i) \leq -b|x|^p,$$

(14)

for all $x \in \mathbb{R}$, $t \geq 0$, $i \in S$. Then the solution of Eq.(1) is $p$th moment exponential stable, i.e.

$$\lim_{t \to \infty} \sup t \log(\mathbb{E}|X_t|^p) < 0.$$

**Proof.** By Theorem 3.1, we know that Eq.(1) has a unique solution, denoted by $\{X_t\}_{t \geq 0}$. Set

$$U(X_t, t, i) = e^{\lambda t}V(X_t, t, i),$$

where $\lambda \in (\eta, \frac{b}{a_2})$, $\eta > 0$. Then we get

$$LU = e^{\lambda t}(\lambda V + LV).$$

Applying the conditions (13) and (14), together with the generalized Itô's formula (7) and Theorem 6.1.10 of [5], we find that for any $t \in [0, T]$,

$$a_1 e^{\eta t} \mathbb{E}|X_t|^p \leq \mathbb{E}U(X_t, t, i)$$

$$= \mathbb{E}V(X_0, 0) + \mathbb{E} \int_0^t LU ds + \mathbb{E} \int_0^t e^{\lambda s}V_x \sigma dB^H_s$$

$$= \mathbb{E}V(X_0, 0) + \mathbb{E} \int_0^t e^{\lambda s}(\lambda V + LV) ds$$

$$\leq \mathbb{E}V(X_0, 0) + \mathbb{E} \int_0^t e^{\lambda s}(\lambda a_2 - b)|X_s|^p ds.$$

Then we obtain that

$$a_1 e^{\eta t} \mathbb{E}|X_t|^p \leq \mathbb{E}V(X_0, 0) + \mathbb{E} \int_0^t e^{\lambda s}(\lambda a_2 - b)|X_s|^p ds.$$ (15)

Dividing both sides of (15) by $a_1 e^{\eta t}$, noting that $\lambda a_2 - b < 0$, we obtain

$$\mathbb{E}|X_t|^p \leq \frac{e^{-\eta t}}{a_1} \mathbb{E}V(X_0, 0) + \frac{e^{-\eta t}}{a_1} \mathbb{E} \int_0^t e^{\lambda s}(\lambda a_2 - b)|X_s|^p ds$$

$$\leq \frac{e^{-\eta t}}{a_1} \mathbb{E}V(X_0, 0).$$

Consequently,

$$\sup_{t \in [0, T]} a_1 e^{\eta t} \mathbb{E}|X_t|^p \leq \mathbb{E}V(X_0, 0).$$

Letting $T \to \infty$ gives

$$\sup_{t \geq 0} \mathbb{E}|X_t|^p \leq \frac{e^{-\eta t}}{a_1} \mathbb{E}V(X_0, 0),$$

and the required assertion follows. The proof is complete \(\square\)
4. **Main results.** In this section we shall use the theory of Poisson equation and M-matrix to establish some criteria for the exponential stability. These criteria can be more useful and can be verified much more easily than the general one in the previous section. For the convenience of the reader, we will introduce some useful notation and basic properties on M-matrix firstly.

Let $B$ be a vector or matrix. By $B \geq 0$ we mean that all elements of $B$ are nonnegative. By $B \gg 0$, we mean that all elements of $B$ are positive. By $B > 0$ we mean $B \geq 0$ and at least one element of $B$ is positive. Moreover, we also write $B_1 \geq B_2, B_1 \gg B_2, B_1 > B_2$ if and only if $B_1 - B_2 \geq 0, B_1 - B_2 \gg 0, B_1 - B_2 > 0$, respectively.

**Definition 4.1.** (M-matrix). A square matrix $A = (a_{ij})_{N \times N}$ is called an M-matrix if $A$ can be expressed in the form $A = sI - B$ with some $B \geq 0$ and $s \geq \rho(B)$, where $I$ is the $N \times N$ identity matrix and $\rho(B)$ is the spectral radius of $B$. And further more, $A$ is called a nonsingular M-matrix if $s > \rho(B)$.

It is easy to see that if $A$ is a non-singular M-matrix then it has nonpositive off-diagonal and positive diagonal entries, that is

$$a_{ii} > 0, \quad \text{and} \quad a_{ij} \leq 0, \quad i \neq j.$$

There are many conditions equivalent to the statement that $A$ is a nonsingular M-matrix. Now we cite some of them for the use of this paper, and refer to [4] for more details.

**Lemma 4.2.** The following statements are equivalent.

1. $A$ is a nonsingular $N \times N$ M-matrix.
2. All of the leading principal minors of $A$ are positive; that is
   $$\begin{vmatrix} a_{11} & \cdots & a_{1k} \\ \vdots & \ddots & \vdots \\ a_{1k} & \cdots & a_{kk} \end{vmatrix} > 0 \text{ for every } k = 1, 2, \ldots, N.$$
3. $A$ is semipositive; that is, there exists $x \gg 0$ in $\mathbb{R}^N$ such that $Ax \gg 0$.
4. Every real eigenvalue of $A$ is positive.
5. $A$ is inverse-positive; that is $A^{-1}$ exists and $A^{-1} \geq 0$.

To discuss the stability, we impose the following assumption.

**Assumption 3.** Let $V \in C^{2,1}(\mathbb{R} \times \mathbb{R}^+; \mathbb{R}^+)$ satisfy the following condition:

(iv) There exists positive constants $a_1, a_2, p \geq 1$ and $\beta_i \in \mathbb{R}$ such that

$$a_1|x|^p \leq |V(x, t, i)| \leq a_2|x|^p,$$

$$\mathcal{L}^{(i)}V(x, t, i) \leq \beta_i V(x, t, i),$$

for all $x \in \mathbb{R}, \ t \geq 0, \ i \in S$.

Here the constants $\beta_i$ could be positive or negative, which is different from Theorem 3.2. For the vector $\beta = (\beta_1, \ldots, \beta_N)^T$, we use $\text{diag}(\beta) = \text{diag}(\beta_1, \ldots, \beta_N)$ to denote the diagonal matrix generated by $\beta$ as usual. Next, we will give a very simple criterion.
Theorem 4.3. Assume that Assumptions 1-2 hold and there exists a function $V \in C^2(\mathbb{R} \times \mathbb{R}_+; \mathbb{R}_+)$ such that Assumption 3 holds and

$$\sum_{i \in S} \mu_i \beta_i < 0,$$

where $(\mu_i)_{i \in S}$ is the invariant probability measure of $\{r_t\}_{t \geq 0}$. Then the solution of Eq. (1) is $p$th moment exponential stable.

Proof. Set $\Gamma = (\gamma_{ij})_{N \times N}$ be the generator of $\{r_t\}_{t \geq 0}$. Define $\bar{\beta}_i = \frac{1}{\theta} \beta_i$, where $\theta \in (0, 1)$. Let $\delta = -\sum_{i \in S} \mu_i \bar{\beta}_i = -\mu \bar{\beta}$. Let $\mathbb{1}$ denote the vector which all elements are 1. Thus,

$$\mu(\bar{\beta} + \delta \mathbb{1}) = \mu \bar{\beta} + \delta = -\delta + \delta = 0. \quad (16)$$

According to [28], (16) implies the Poisson equation:

$$\Gamma_c = \bar{\beta} + \delta \mathbb{1}. \quad (17)$$

Note that (17) has the solution $c = (c_1, \ldots, c_N)^T$. Then one has for $i \in S$,

$$-\delta = \bar{\beta}_i - \sum_{j=1}^N \gamma_{ij} c_j. \quad (18)$$

For each fixed $i \in S$, set $U(x, t, i) = (1 - \theta c_i)V(x, t, i)$ where $\theta \in (0, 1)$ is sufficiently small such that $1 - \theta c_i > 0$, for each $i \in S$.

Then we get

$$\mathcal{L}U(x, t, i) = (1 - \theta c_i)\mathcal{L}^iV(x, t, i) + \sum_{i \neq j} \gamma_{ij}(U(x, t, j) - U(x, t, i))$$

$$= (1 - \theta c_i)\mathcal{L}^iV(x, t, i) + \theta V(x, t, i) \sum_{i \neq j} \gamma_{ij}(c_j - c_i)$$

$$\leq (1 - \theta c_i)\theta V(x, t, i) \left[ \frac{1}{\theta} \beta_i - \sum_{i \neq j} \gamma_{ij} \frac{c_j - c_i}{1 - \theta c_i} \right] \quad (19)$$

$$= (1 - \theta c_i)\theta V(x, t, i) \left[ \bar{\beta}_i - \sum_{i \neq j} \gamma_{ij} \frac{c_j - c_i}{1 - \theta c_i} \right].$$

By [28], one has

$$\sum_{i \neq j} \gamma_{ij} \frac{c_j - c_i}{1 - \theta c_i} = \sum_{i \neq j} \gamma_{ij} c_j + \sum_{i \neq j} \gamma_{ij} \frac{\theta c_i c_j - c_i}{1 - \theta c_i}$$

$$= \sum_{j=1}^N \gamma_{ij} c_j - c_i + \sum_{i \neq j} \gamma_{ij} c_i (c_j - c_i) + \frac{\theta c_i^2 c_j - c_i}{1 - \theta c_i}$$

$$= \sum_{j=1}^N \gamma_{ij} c_j + \sum_{i \neq j} \gamma_{ij} \frac{c_i (c_j - c_i)}{1 - \theta c_i} + \theta c_i \sum_{j=1}^N \gamma_{ij} c_j + o(\theta). \quad (20)$$

Making use of (19) and (20), we obtain that

$$\mathcal{L}U(x, t, i) \leq (1 - \theta c_i)\theta V(x, t, i) \left[ \bar{\beta}_i - \sum_{j=1}^N \gamma_{ij} c_j + o(\theta) \right]. \quad (21)$$
Substituting (18) into (21), we get
\[ \mathcal{L}U(x, t, i) \leq (1 - \theta c_i)\mathcal{V}(x, t, i)[o(\theta) - \delta] = \kappa U(x, t, i), \]
where \( \kappa < 0. \)
Making use of Theorem 3.2, we can show that the solution of Eq.(1) is \( p \)th moment exponential stable. The proof is complete.

In the sequel of this section, we shall use the theory of M-matrix to establish a criterion.

**Proposition 1.** Assume that Assumptions 1-2 hold and there exists a function \( V \in C^2_{\text{loc}}(\mathbb{R} \times \mathbb{R}_+; \mathbb{R}_+) \) such that Assumption 3 is satisfied and the matrix \( -\Gamma + \text{diag}(\beta) \) is a nonsingular M-matrix. Then the solution of Eq.(1) is \( p \)th moment exponential stable.

**Proof.** By (6), we have
\[ \mathcal{L}f(x, t, i) = \mathcal{L}^{(i)} f(x, t, i) + \Gamma f(x, t, \cdot)(i), \]
where \( \Gamma f(x, t, \cdot)(i) = \sum_{j \neq i} \beta_{ij}(f(x, t, j) - f(x, t, i)) \). As the matrix \( -\Gamma + \text{diag}(\beta) \) is a nonsingular M-matrix, by Lemma 4.2, there exists a vector \( \xi = (\xi_1, \ldots, \xi_N)^T \gg 0 \) such that \( \lambda = (\lambda_1, \ldots, \lambda_N)^T = -\Gamma + \text{diag}(\beta) \xi \gg 0 \).
Take \( G(x, t, i) = V(x, t, i) \xi_i \), thus
\[ \mathcal{L}G(x, t, i) = \mathcal{L}^{(i)} V(x, t, i) + \Gamma \xi_i V(x, t, i) \]
\[ \leq (\beta_i \xi_i + \Gamma \xi_i) V(x, t, i) = -\lambda_i V(x, t, i) \]
\[ = -\left( \frac{\lambda_i}{\xi_i} \right) G(x, t, i) \leq - \min_{1 \leq i \leq N} \left( \frac{\lambda_i}{\xi_i} \right) G(x, t, i). \]
Note that \( \min_{1 \leq i \leq N} \left( \frac{\lambda_i}{\xi_i} \right) > 0. \) Then making use of Theorem 3.2, we can show that the solution of Eq.(1) is \( p \)th moment exponential stable. The proof is complete.

5. **Fractional Ornstein-Uhlenbeck processes.** In the previous sections, we provide some criteria for general SDEs driven by fractional Brownian motion with Markov switching. In this section, we will present a criterion for switching fractional Ornstein-Uhlenbeck process. Without loss generality, we consider the following Ornstein-Uhlenbeck process with Markov switching
\[
\begin{cases}
\text{d}X_t = -\alpha(r_t)X_t \text{d}t + \sigma(r_t) \text{d}B^H_t, \\
X_0 = x_0,
\end{cases}
\tag{22}
\]
where \( \{r_t\}_{t \geq 0} \) is a Markov chain taking values in \( \mathbb{S} = \{1, 2, \ldots, N\} \), \( \alpha(i) \) and \( \sigma(i) \) are constants for each fixed \( i \in \mathbb{S} \). \( \{B^H_t\}_{t \geq 0} \) is a standard fractional Brownian motion, independent of \( \{r_t\}_{t \geq 0} \). In order to simplify the proof, we assume that \( x_0 = 0. \) We first provide a useful lemma.

**Lemma 5.1.** Let \( \{r_t\}_{t \geq 0} \) be a right-continuous Markov chain which takes values in a finite state space \( \mathbb{S} = \{1, 2, \ldots, N\} \). Assume that it is irreducible and positive recurrent with invariant measure \( \mu. \) If \( \alpha(\cdot) : \mathbb{S} \to \mathbb{R} \) is a function verifying
\[ \sum_{i \in \mathbb{S}} \mu(i) \alpha(i) > 0. \]
Then there exists constants $C, c, \alpha > 0$ such that:

$$ce^{-\alpha t} \leq \mathbb{E}[e^{-\int_0^t \alpha(r_s) ds}] \leq Ce^{-\alpha t},$$

for any initial condition $r_0$ and every $t \geq 0$.

**Proof.** It is a consequence of Perron-Frobenius theorem and the study of eigenvalues. For further details, see also the proofs of [3] and Lemma 2.7 of [7].

Now we are able to give the desired criterion.

**Theorem 5.2.** The switching fractional Ornstein-Uhlenbeck process (22) is $p$th moment exponential stable, if $\sum_{i \in S} \mu_i \alpha(i) > 0$, where $\mu = (\mu_i)_{i \in S}$ is the invariant probability measure of $\{r_t\}_{t \geq 0}$.

**Proof.** It is well known that for each fixed $i \in S$,

$$X_t^{(i)} = e^{-\alpha(i)t} \left( x_0 + \sigma(i) \int_0^t e^{\alpha(i)u} dB_u^H \right)$$

$$= e^{-\alpha(i)t} \left( \sigma(i) \int_0^t e^{\alpha(i)u} dB_u^H \right), \quad t \geq 0.$$

Let $\Upsilon(t) = \int_0^t \alpha(r_s) ds$, $\sigma = \max\{|\sigma(i)|, i \in S\}$, and $X_t$ be the global solution of Eq. (22). By Theorem 3.1 and [15], one has

$$X_t = \int_0^t e^{-\Upsilon(t) - \Upsilon(u)} \sigma(r_u) dB_u^H$$

$$= e^{-\Upsilon(t)} \int_0^t e^{\Upsilon(u)} \sigma(r_u) dB_u^H, \quad t \geq 0. \quad (23)$$

We then see from (23) that

$$|X_t|^p = e^{-p\Upsilon(t)} \left| \int_0^t e^{\Upsilon(u)} \sigma(r_u) dB_u^H \right|^p, \quad t \geq 0.$$

Thus, by Hölder’s inequality, we can derive that

$$\mathbb{E}|X_t|^p \leq \left( \mathbb{E} \left| e^{-p\Upsilon(t)} \right|^m \right)^\frac{1}{m} \left[ \mathbb{E} \left| \int_0^t e^{\Upsilon(u)} \sigma(r_u) dB_u^H \right|^{np} \right]^\frac{1}{np}, \quad t \geq 0, \quad (24)$$

where $m > 1, 1/m + 1/n = 1$.

According to Lemma 5.1, (24) implies

$$\mathbb{E}|X_t|^p \leq C \left( e^{-\alpha pt} \right) \left| \int_0^t e^{\Upsilon(u)} \sigma(r_u) dB_u^H \right|^{np}, \quad t \geq 0, \quad (25)$$

where $\alpha > 0$, $C$ is a general positive constant. Making use of Theorem 1.1 of [20] and (25), in a similar way, we can derive that for any $T > 0$ and $t \in [0, T]$,

$$\mathbb{E}|X_t|^p \leq C \left( e^{-\alpha pt} \right) \left| \int_0^t e^{\Upsilon(u)} \sigma(r_u) dB_u^H \right|^{np} \leq C \left( e^{-\alpha pt} \sigma^p \right) \left( \int_0^t |e^{\alpha u}|^{\frac{1}{p}} du \right)^{Hp}.$$
≤ C \left( e^{-\alpha pt} \right) \left( e^{\alpha H t} - 1 \right)^{H_p}

≤ C \left( e^{-\alpha pt} \right) \left( e^{\alpha H t} \right)^{H_p}

≤ C \left( e^{-\alpha pt} \right) \left( e^{\hat{\alpha} H t} \right)^{H_p},

where \( \hat{\alpha} = \alpha - o(1) \) such that \( \exp\{\frac{\alpha}{H} t\} - 1 < \exp\{\frac{\hat{\alpha}}{H} t\} < \exp\{\frac{\alpha}{H} t\} \).

This implies that

\[
\sup_{0 \leq t \leq T} E|X_t| e^{(\alpha - \hat{\alpha}) pt} \leq C.
\]

Letting \( T \to \infty \), we have that

\[
\sup_{t \in [0, \infty)} E|X_t| e^{(\alpha - \hat{\alpha}) pt} \leq C.
\]

Consequently, the required assertion follows. The proof is complete. \( \square \)

6. An example. In this section we shall give a numerical example to illustrate our results.

Example 1. Let \( \{r_t\}_{t \geq 0} \) be a right-continuous Markov chain taking values in \( S = \{1, 2\} \) with generator \( \Gamma = (\gamma_{ij})_{2 \times 2} : \)

\[
-\gamma_{11} = \gamma_{12} = 1,
-\gamma_{22} = \gamma_{21} = 1.
\]

Consider a one-dimension stochastic process with Markovian switching of the form:

\[
\begin{cases}
  dX_t = -\alpha(r_t) X_t dt + \sigma(t, r_t) dB_t^H, \\
  X_0 = 1,
\end{cases}
\] (26)

on \( t \geq 0 \). Here we take \( H = 0.7 \) and

\[
\begin{cases}
  \alpha(i) = -0.1, & \sigma(t, i) = e^{-0.1t}, \quad i = 1, \\
  \alpha(i) = 0.3, & \sigma(t, i) = e^{-0.3t}, \quad i = 2.
\end{cases}
\]

Obviously, the coefficients of Eq.(26) satisfy Assumption 1-2. By Theorem 3.1, Eq.(26) has a unique solution \( \{X_t\}_{t \geq 0} \).

Set \( \varphi(x) = |x|^2 \). Thus

\[
\mathcal{L}(i)\varphi(x) = -2\alpha(i)\varphi(x) + 2\sigma(t, i) \int_0^t \sigma(u, i) \phi(t, u) du, \quad i \in S.
\]

Noting that there exists \( \eta > 0 \) such that

\[
\lim_{t \to \infty} \left[ \sigma(t, i) \int_0^t \sigma(u, i) \phi(t, u) du \right] < \lim_{t \to \infty} e^{-\eta t}, \quad i \in S.
\]

Note also that there exists \( \varepsilon \) sufficiently small and \( t_0 \) such that for \( t > t_0 \),

\[
2\varepsilon |X_t|^2 > e^{-\eta t}.
\]

Hence

\[
\mathcal{L}(i)\varphi(x) \leq -2(\alpha(i) - \varepsilon)\varphi(x), \quad i \in S.
\]

Compute that

\[
\sum_{i \in S} \mu_i(-2(\alpha(i) - \varepsilon)) = -2[(\alpha(1) - \varepsilon) + (\alpha(2) - \varepsilon)] = -2(0.2 - 2\varepsilon) < 0.
\]
It then follows from Theorem 4.3 that Eq. (26) is second moment exponential stable. Fig. (1)-(2) show a single path of the solution and the corresponding solution’s norm square, respectively.

**Figure 1.** A single path of solution.  
**Figure 2.** Norm square trajectory.
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