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Censored data are considered to be of the interval type where the upper and lower bounds of an event’s failure time cannot be directly observed but only determined between interval inspection times. The analyses of interval-censored data have attracted attention because they are common in the fields of reliability and medicine. A proportion of patients enrolled in clinical trials can sometimes be cured. In some instances, their symptoms mostly disappear without any recurrence of the disease. In this study, the proportion of such patients who are cured is estimated. Furthermore, the Bayesian approach under the gamma prior and maximum likelihood estimation (MLE) is used to estimate the cure fraction depending on the bounded cumulative hazard (BCH) model based on interval-censored data with an exponential distribution. The Bayesian approach uses three loss functions: squared error, linear exponential, and general entropy. These functions are compared with the MLE and used between estimators. Moreover, they are obtained using the mean squared error, which locates the best option to estimate the parameter of an exponential distribution. The results show that the BCH model and lambda parameter of the exponential distribution based on the interval-censored data can be best estimated using the Bayesian gamma prior with a positive loss function of the linear exponential.

1. Introduction

Exponential distribution is commonly used in survival analysis, particularly cure rate modeling, due to its constant failure rate and memoryless property. Cure fraction methods incorporate data from diseases, such as cancer, during clinical trials. Two types of cure models are used to fit survival data, both of which consist of a cure fraction. The first model is a mixture cure rate model, also known as the standard cure rate model. It was first developed by Boag [1] and then modified by Berkson and Gage [2]. Several studies on mixture cure models have been reported in literature [3–5]; Sy and Taylor [6]; Peng and Dear, [7–10].

The second type is a nonmixture cure model, called the promotion time cure rate model or bounded cumulative hazard (BCH) model, which was developed by Yakovlev et al. [11]. Chen et al. [12] proposed an alternative BCH model and discussed its advantages and disadvantages. The BCH model has been applied and examined in medical research. For instance, Aljawadi et al. [13] estimated the cure fraction in cancer trials with interval-censored data using maximum likelihood estimation (MLE). Various applications of the BCH model have been demonstrated [14, 15]; Ramos et al., 2017 [16].

In the cure fraction, MLE was applied on the BCH model using the Newton–Raphson method to derive the estimation of parameters in an exponential distribution with interval-censored data. Moreover, the application of the Bayesian approach in the cure fraction has received increasing attention for the last years, wherein the Metropolis–Hasting (MH) algorithm in the Bayesian model is considered a general Markov chain Monte Carlo algorithm method. Moreover, numerous methods have been used to estimate the parameters and survival function in the Bayesian method. For example, Upadhyay and Gupta [17]; Monfared et al. [18]; Yousaf et al. [19]; Soliman et al. [20]; and Al Omari [21] discussed some Bayesian estimations using the MH.
algorithm to estimate parameters in various censored data and priors.

In the literature, cure fraction has been used in the BCH model with MLE. Meanwhile, the objective of this study was to estimate the survival function and the parameters of an exponential distribution using a cure fraction with interval-censored data using the MLE and Bayesian approach; the Bayesian estimation including interval-censored data was used with three types of loss functions, i.e., squared error (SELF), linear exponential (LINEX), and general entropy (GELF), via the MH algorithm, demonstrating the novelty of this study. The MSE was used to compare the methods and determine the best estimator.

2. Methodology

2.1. Maximum Likelihood Estimation (MLE). The MLE approach uses an exponential distribution, whose cumulative distribution function is denoted by \( F(x) \), and the probability density function (pdf) is represented by \( f(x) \). \( X \) represents a random variable with pdf, \( f(x; \lambda) \), where parameter \( \lambda \) needs to be estimated. A random sample with different sizes is represented by \( x_1, x_2, \ldots, x_n \). The likelihood function is as follows:

\[
L(x; \lambda) = \prod_{i=1}^{n} f(x_i; \lambda). \tag{1}
\]

Let \( \delta_i \) and \( c_i \) be the indicators of censoring and curing for the \( i^{th} \) patient, respectively, defined as follows:

\[
\delta_i = \begin{cases} 
0 & : \text{if} \ t \ \text{is censoring time} \\
1 & : \text{otherwise}
\end{cases}
\quad \text{and} \quad 
\begin{cases} 
0 & : \text{for cured} \\
1 & : \text{otherwise}
\end{cases}
\]

If \( \delta_i = 1 \), then \( c_i = 1 \). However, if \( \delta_i = 0 \), then \( c_i \) will not be observed. If it is zero or one, then we assume that the censored data are independent of the failure times. The MLE considers the exponential distribution function to represent the distributional function for the dataset. Furthermore, the survival function \( S(x) = \exp(-\lambda x) \), and the pdf for the same group is \( f(x) = \lambda \exp(-\lambda x) \), as presented in Klein and Moeschberger [22].

The likelihood function is

\[
L(x; \lambda) = \prod_{i=1}^{n} \left[ (\lambda e^{-\lambda x})(1 - e^{-\theta}) \right]^{c_i} \\
\cdot \left( e^{-\theta} \right)^{1-c_i} \left[ (1 - e^{-\theta})(e^{-\lambda x_i} - e^{-\lambda R_i}) \right]^{\delta_i}. \tag{2}
\]

Furthermore, the log-likelihood function is

\[
\ln L(x; \lambda) = \ln \lambda \sum_{i=1}^{n} \delta_i c_i - \theta \sum_{i=1}^{n} (1 - \delta_i)(1 - c_i) \\
- \lambda \sum_{i=1}^{n} \delta_i c_i x_i + \ln(1 - e^{-\theta}) \sum_{i=1}^{n} c_i \\
+ \sum_{i=1}^{n} c_i (1 - \delta_i) \ln(e^{-\lambda x_i} - e^{-\lambda R_i}). \tag{3}
\]

We partially differentiate equation (3).

\[
\frac{\partial L}{\partial \theta} = \left( e^{-\theta} \right) \sum_{i=1}^{n} c_i - \left( 1 - e^{-\theta} \right) \sum_{i=1}^{n} (1 - \delta_i)(1 - c_i), \tag{4}
\]

\[
\frac{\partial L}{\partial \lambda} = \lambda \sum_{i=1}^{n} \delta_i c_i - \lambda \sum_{i=1}^{n} \delta_i c_i x_i \\
+ \sum_{i=1}^{n} c_i (1 - \delta_i) \ln\left( \frac{R_i e^{-\lambda R_i} - L_i e^{-\lambda L_i}}{e^{-\lambda L_i} - e^{-\lambda R_i}} \right). \tag{5}
\]

The parameter \( \theta \) is expressed as follows:

\[
\theta = \ln\left( \frac{\sum_{i=1}^{n} c_i}{\sum_{i=1}^{n} (1 - \delta_i)(1 - c_i) + 1} \right). \tag{6}
\]

The Newton–Raphson method is used in equation (5) to solve the problem because it cannot be solved analytically.

The survival function of the exponential distribution is estimated by

\[
\tilde{S}_M(t) = \lambda_M \exp(\lambda_M t), \tag{7}
\]

where parameter \( \lambda_M \) is estimated by MLE.

2.2. Bayesian Estimations. We assume that \( X \) is a random variable with a pdf \( f(x; \lambda) \), where \( x_1, \ldots, x_n \) is a random sample of size \( n \). We consider gamma a prior in the Bayesian method. Moreover, \( \theta \) and \( \lambda \) are given as follows:

\[
\vartheta\left( \frac{\theta}{\alpha, \beta} \right) = \theta^{\alpha-1} \exp(-b \theta), \tag{8}
\]

\[
\vartheta\left( \frac{\lambda}{\alpha, \beta} \right) = \lambda^{\gamma-1} \exp(-\omega \lambda). \tag{9}
\]

The posterior of the exponential distribution is
\[
\prod (\theta, \lambda | I_i, u_i) = \frac{L(\theta, \lambda | I_i, u_i)g(\lambda/a, b)g(\lambda/v, w)}{\int_0^\infty \int_0^\infty L(\theta, \lambda | I_i, u_i)g(\lambda/a, b)g(\lambda/v, w) \, d\theta \, d\lambda}
\]

\[
= \frac{1}{J} \theta^{-1} \lambda^{\sum c_i} \exp \left( -\lambda \left( \sum_{i=1}^n \delta_i c_i x_i + w \right) \right) \left( 1 - e^{-\theta} \right)^{\sum c_i} \exp \left( -\theta \left( b + \sum_{i=1}^n (1 - c_i) (1 - \delta_i) \right) \right) \prod_{i=1}^n \left( e^{-\lambda I_i} - e^{-\lambda R_i} \right)^c_i (1 - \delta_i),
\]

where

\[ J = \int_0^\infty \int_0^\infty \theta^{-1} \lambda^{\sum c_i} \exp \left( -\lambda \left( \sum_{i=1}^n \delta_i c_i x_i + w \right) \right) \cdot \left( 1 - e^{-\theta} \right)^{\sum c_i} \exp \left( -\theta \left( b + \sum_{i=1}^n (1 - c_i) (1 - \delta_i) \right) \right) \prod_{i=1}^n \left( e^{-\lambda I_i} - e^{-\lambda R_i} \right)^c_i (1 - \delta_i) \, d\theta \, d\lambda. \]

2.3. Loss Functions. Many loss functions have been proposed to explain various loss structures. Here, we consider three loss functions: one symmetric (i.e., SELF) and two asymmetric (i.e., LINEX and GELF).

2.3.1. Bayesian Estimation Using SELF. The parameters in SELF with a cure fraction are estimated as follows:

\[
\hat{\theta}_S = \frac{1}{J} \int_0^\infty \int_0^\infty \theta^{-1} \lambda^{\sum c_i} \exp \left( -\lambda \left( \sum_{i=1}^n \delta_i c_i x_i + w \right) \right) \left( 1 - e^{-\theta} \right)^{\sum c_i} \exp \left( -\theta \left( b + \sum_{i=1}^n (1 - c_i) (1 - \delta_i) \right) \right) \prod_{i=1}^n \left( e^{-\lambda I_i} - e^{-\lambda R_i} \right)^c_i (1 - \delta_i),
\]

\[
\hat{\lambda}_S = \frac{1}{J} \int_0^\infty \int_0^\infty \theta^{-1} \lambda^{\sum c_i} \exp \left( -\lambda \left( \sum_{i=1}^n \delta_i c_i x_i + w \right) \right) \left( 1 - e^{-\theta} \right)^{\sum c_i} \exp \left( -\theta \left( b + \sum_{i=1}^n (1 - c_i) (1 - \delta_i) \right) \right) \prod_{i=1}^n \left( e^{-\lambda I_i} - e^{-\lambda R_i} \right)^c_i (1 - \delta_i).
\]

The Bayesian estimation of the survival function under SELF is as follows:

\[
\hat{S}_S(t) = \frac{1}{J} \int_0^\infty \int_0^\infty \theta^{-1} \lambda^{\sum c_i} \exp \left( -\lambda \left( \sum_{i=1}^n \delta_i c_i x_i + w + t \right) \right) \left( 1 - e^{-\theta} \right)^{\sum c_i} \exp \left( -\theta \left( b + \sum_{i=1}^n (1 - c_i) (1 - \delta_i) \right) \right) \prod_{i=1}^n \left( e^{-\lambda I_i} - e^{-\lambda R_i} \right)^c_i (1 - \delta_i) \, d\theta \, d\lambda.
\]

2.3.2. Bayesian Estimation Using the LINEX Loss Function. LINEX assumes that the minimal loss occurs at \( \delta = \lambda \), shown as follows:
\( L(\Delta) = \exp(r\Delta) - r\Delta - 1, \quad r \neq 1 \) \hspace{1cm} (15)

with \( \Delta = (\bar{\lambda} - \lambda) \), \( \bar{\lambda} \) is an estimate of \( \lambda \). It is overestimated when \( r > 1 \) and underestimated when \( r < 1 \). When the value of the LINEX loss function \( r \) approaches zero, the function approximates the SELF.

We obtain the expected posterior of the loss function of LINEX as follows:

\[
\begin{align*}
\tilde{\theta}_{L} &= -\frac{1}{r} \ln \left( \frac{1}{J} \int_{0}^{\infty} \int_{0}^{\infty} \theta^{e^{-\lambda} \sum_{i=1}^{n} c_{i} x_{i} + w} \exp \left( -\lambda \left( \sum_{i=1}^{n} c_{i} x_{i} + w \right) \right) \left( 1 - e^{-\theta} \right)^{\sum_{i=1}^{n} c_{i}} \exp \left( -\theta \left( r + \sum_{i=1}^{n} \left( 1 - c_{i} \right) \left( 1 - \delta_{i} \right) \right) \right) \right) \\
&\quad \cdot \prod_{i=1}^{n} \left( e^{-\lambda_{i} L_{i}} - e^{-\lambda_{i} R_{i}} \right)^{c_{i} \left( 1 - \delta_{i} \right)} \left( -d\theta \right) \left( -d\lambda \right), \hspace{1cm} (17)
\end{align*}
\]

\[
\tilde{\lambda}_{L} = -\frac{1}{r} \ln \left( \frac{1}{J} \int_{0}^{\infty} \int_{0}^{\infty} \theta^{e^{-\lambda} \sum_{i=1}^{n} c_{i} x_{i} + w} \exp \left( -\lambda \left( \sum_{i=1}^{n} c_{i} x_{i} + w \right) \right) \left( 1 - e^{-\theta} \right)^{\sum_{i=1}^{n} c_{i}} \exp \left( -\theta \left( b + \sum_{i=1}^{n} \left( 1 - c_{i} \right) \left( 1 - \delta_{i} \right) \right) \right) \right) \\
&\quad \cdot \prod_{i=1}^{n} \left( e^{-\lambda_{i} L_{i}} - e^{-\lambda_{i} R_{i}} \right)^{c_{i} \left( 1 - \delta_{i} \right)} \left( -d\theta \right) \left( -d\lambda \right). \hspace{1cm} (18)
\]

Furthermore, the survival function of the exponential distribution is shown as follows:

\[
\tilde{S}_{L} (t) = -\frac{1}{r} \ln \left( \frac{1}{J} \int_{0}^{\infty} \int_{0}^{\infty} \theta^{e^{-\lambda} \sum_{i=1}^{n} c_{i} x_{i} + w} \exp \left( -\lambda \left( \sum_{i=1}^{n} c_{i} x_{i} + w \right) \right) \left( 1 - e^{-\theta} \right)^{\sum_{i=1}^{n} c_{i}} \exp \left( -\theta \left( b + \sum_{i=1}^{n} \left( 1 - c_{i} \right) \left( 1 - \delta_{i} \right) \right) \right) \right) \\
&\quad \cdot \exp \left( -\theta \left( b + \sum_{i=1}^{n} \left( 1 - c_{i} \right) \left( 1 - \delta_{i} \right) \right) \right) \prod_{i=1}^{n} \left( e^{-\lambda_{i} L_{i}} - e^{-\lambda_{i} R_{i}} \right)^{c_{i} \left( 1 - \delta_{i} \right)} \left( -d\theta \right) \left( -d\lambda \right). \hspace{1cm} (19)
\]

The parameters and survival function of equations (17)–(19) cannot be estimated analytically. Therefore, the MH algorithm is used to obtain the solution.

2.3.3. Bayesian Estimation Using GELF. GELF, presented below, is the second asymmetric loss function used in this study:

\[
E_{A} (L(\bar{\lambda} - \lambda)) \propto \exp (r\bar{\lambda}) \exp (r\bar{\lambda}) - r(\bar{\lambda} - E_{1} (\lambda)) - 1. \hspace{1cm} (16)
\]
The parameters of the Bayesian estimation under GELF are

\[ L(\lambda - \lambda) \propto \frac{k}{\lambda} - k \ln(\lambda) - 1. \]  

(20)

\[ \hat{\theta}_G = (E(\theta^{-k}))^{-1/k}, \]

\[ E(\theta^{-k}) = \frac{1}{J} \int_0^\infty \int_0^\infty \theta^{\alpha-1} \lambda \sum_{i=1}^n \gamma \exp \left( -\sum_{i=1}^n \delta_i c_i x_i + w \right) \left( 1 - e^{-\theta} \right) \sum_{i=1}^n \gamma \]  

\[ \cdot \exp \left( -\theta \left( b + \sum_{i=1}^n (1 - c_i) (1 - \delta_i) \right) \right) \prod_{i=1}^n \left( e^{-\lambda L_i} - e^{-\lambda R_i} \right)^c (1 - \delta_i) d\theta d\lambda, \]

(21)

\[ \hat{\lambda}_G = (E(\lambda^{-k}))^{-1/k}, \]

\[ E(\lambda^{-k}) = \frac{1}{J} \int_0^\infty \int_0^\infty \theta^{\alpha-1} \lambda \sum_{i=1}^n \gamma \exp \left( -\sum_{i=1}^n \delta_i c_i x_i + w \right) \left( 1 - e^{-\theta} \right) \sum_{i=1}^n \gamma \]  

\[ \cdot \exp \left( -\theta \left( b + \sum_{i=1}^n (1 - c_i) (1 - \delta_i) \right) \right) \prod_{i=1}^n \left( e^{-\lambda L_i} - e^{-\lambda R_i} \right)^c (1 - \delta_i) d\theta d\lambda. \]

(22)

The survival function of the exponential distribution under GELF is given as follows:

\[ \tilde{S}_G(t) = \frac{1}{J} \int_0^\infty \int_0^\infty \theta^{\alpha-1} \lambda \sum_{i=1}^n \gamma \exp \left( -\sum_{i=1}^n \delta_i c_i x_i + w - kt \right) \left( 1 - e^{-\theta} \right) \sum_{i=1}^n \gamma \]  

\[ \cdot \exp \left( -\theta \left( b + \sum_{i=1}^n (1 - c_i) (1 - \delta_i) \right) \right) \prod_{i=1}^n \left( e^{-\lambda L_i} - e^{-\lambda R_i} \right)^c (1 - \delta_i) d\theta d\lambda. \]

(23)

The parameters and survival function in equations (21)–(24) cannot be estimated analytically. Therefore, the MH algorithm is used to obtain the solution.

\[ \Pi(\theta, \lambda | \theta, u) \propto \theta^{\alpha-1} \lambda \sum_{i=1}^n \gamma \exp \left( -\sum_{i=1}^n \delta_i c_i x_i + w \right) \left( 1 - e^{-\theta} \right) \sum_{i=1}^n \gamma \]  

\[ \cdot \exp \left( -\theta \left( b + \sum_{i=1}^n (1 - c_i) (1 - \delta_i) \right) \right) \prod_{i=1}^n \left( e^{-\lambda L_i} - e^{-\lambda R_i} \right)^c (1 - \delta_i). \]

(25)
The conditional posterior of the theta parameter is
\[
\Pi(\theta|l_i, c_i) \propto \theta^{e^{-\theta(b + \sum_{i=1}^{n} (1 - c_i)(1 - \delta_i))}} \cdot \exp\left(-\theta\left(b + \sum_{i=1}^{n} (1 - c_i)(1 - \delta_i)\right)\right).
\] (26)

The conditional posterior of the lambda parameter is
\[
\Pi(\lambda|l_i, c_i) \propto \lambda^{\sum_{i=1}^{n} c_i \delta_i + r - 1} \prod_{i=1}^{n} \left(e^{-\lambda R_i} - e^{-\lambda L_i}\right)^{c_i(1 - \delta_i)}.
\] (27)

The conditional posteriors of parameters in equations (18) and (19) are theta and lambda, respectively. The parameters do not follow any particular distributions. The implemented MH Algorithm 1 is explained as follows:

3. Simulation Study

We conducted a Monte Carlo experiment and compared four methods: the MLE method and a Bayesian with loss functions, i.e., SELF, LINEX, and GELF. The sample sizes in each method are \(n = 20, 40,\) and 80 to ensure that small, medium, and large sample sizes, respectively, are reflected in the 10,000 repetitions with an initial theta parameter value of \(2,\) which, in the BCH model, is assumed to be the mean of the Poisson distribution.

The steps are explained as follows:

1. Lifetime \(T\) was generated from the exponential distribution with an initial value of lambda parameters (1.5 and 3) for various sample sizes (20, 40, and 80).

2. A vector \(V\) was generated from a set of clinic visits, which is considered the sample size in this study (20, 40, and 80 clinic visits). The first visit in this study \(v_1\) was generated from uniform (0, 1), and the second visit \(v_2\) was generated from uniform \((v_1, v_1 + 1)\). The following generations employ a similar approach.

3. In each dataset, a set of matrices was generated. The following equations were used to obtain the lower and upper bounds:

\[
\text{bound}[i, 1] = \begin{cases} 
0 & \text{if } t[i] < V[1] \\
V[j]: & \text{if } V[j] < t[i] < V[j + 1], \\
V[n]: & \text{if } t[i] > V[n] \\
V[1]: & \text{if } t[i] < V[1] \\
V[j + 1]: & \text{if } V[j] < t[i] < V[j + 1] \\
n: & \text{if } t[i] > V[n]
\end{cases}
\] (28)

4. The indicators are defined as follows:

\[
\text{censoring indicator}(\delta_i) = \begin{cases} 
0 & \text{if bounds}[i, 2] = n \\
1 & \text{otherwise}
\end{cases}
\] (29)

5. The MLE parameter \(\theta\) depends on interval-censored data with the cure fraction (equation (4)). Furthermore, the dependencies of the parameter lambda and survival function are based on equations (5) and (6), respectively.

6. The MH algorithm in equations (12)–(14) was used for the Bayesian under SELF to estimate the parameters and survival function. Furthermore, each hyperparameter in the gamma priors is equal to 1.

7. The MH algorithm was also used in equations (17)–(19) for the Bayesian with the LINEX loss function. The Bayesian with the GELF in equations (21)–(24) estimates the parameters and survival function, which depend on interval-censored data with a cure fraction. The values of the loss parameters are \(r = k = 0.7\) (for details, see [14]).

8. The steps mentioned above were repeated 10,000 times. The MSE was calculated for the parameters and survival function of the MLE and Bayesian methods. The results are shown in Tables 1–5, which show the choice of the scale parameter, loss parameter, censoring rate, and sample size.

4. Results and Discussion

The lambda parameter of the exponential distribution based on interval-censored data with a cure fraction was obtained using the MLE method and Bayesian with SELF (BS), LINEX (BL), and GELF (BG) loss functions (see Table 1).

Table 2 presents a comparison of the estimated lambda parameter of the exponential distribution using MSE. The outputs show that the Bayesian estimation with the LINEX loss function is more effective than its maximum likelihood counterparts for \(r = 0.7\), except for the censoring rate (45%) with 40 and 90 sample sizes. Furthermore, the estimator provides an MSE value of less than 1.5 at a parameter value of 3, for all sample sizes.

The values of parameter \(\lambda\) using the MLE and MSE methods with a sample size of 20, an initial value of 1.5 for lambda, and 15% for the censoring rate are 1.2424 and 0.1184, respectively. After repeating the steps 10,000 times, the parameter and MSE were determined. The parameters using the Bayesian estimator with SELF priors and MSE with a sample size of 20, lambda value of 1.5, and censoring rate of 15% are 1.2473 and 0.1171, respectively (see Tables 1 and 2).
(1) Start with initial values $\theta_0, \lambda_0$.
(2) $\theta$ and $\lambda$ are the current values. Thereafter, generate the candidate values $\theta^*$ and $\lambda^*$ from the uniform distribution $(0, 1)$.
(3) The increment in $\theta_i$ is shown as follows: $\theta_{i+1} = \begin{cases} \theta^* \text{ with probability } p_1 \\ \theta_i \text{ with probability } 1 - p_1 \end{cases}$, where $p_1 = \min \left\{ 1, \frac{1}{\lambda} \prod (\theta_i | l_i, u_i) q(\theta^* | l_i, u_i) \right\}$.
(4) Generate the candidate value $\lambda$ from uniform $(0, 1)$.
(5) If $\nu < p_1$, then accept $\theta^*$ with probability $\rho$ and return to step 2; otherwise, accept $\theta_i$ and return to step 2.
(6) The value of $\lambda_i$ is increased as shown as follows: $\lambda_{i+1} = \begin{cases} \lambda^* \text{ with probability } p_2 \\ \lambda_i \text{ with probability } 1 - p_2 \end{cases}$, where $p_2 = \min \left\{ 1, \frac{1}{\lambda} \prod (\lambda^* | l_i, u_i) q(\lambda_i | l_i, u_i) \right\}$.
(7) Generate candidate value $\nu$ from uniform $(0, 1)$.
(8) Accept $\lambda^*$ with the probability of $p_2$ if $\nu < p_2$ and return to step 2; else, accept $\lambda_i$ and return to step 2.

Algorithm 1: Estimations of parameters with a cure fraction based on interval-censored data.

| Size | Censoring rate (%) | MLE | BS | BL (r = 0.7) | BL (r = 0.7) | BG (k = 0.7) | BG (k = 0.7) |
|------|------------------|-----|----|-------------|-------------|-------------|-------------|
| 15   | 0.7              | 1.524 | 1.2473 | 1.2509 | 1.7414 | 1.2394 | 1.2264 |
| 25   | 1.1421           | 1.2163 | 1.2191 | 1.2219 | 1.7587 | 1.2087 | 1.2007 |
| 45   | 1.2554           | 1.2586 | 1.2593 | 1.2632 | 2.5657 | 2.5517 | 2.5387 |
| 3    | 1.5              | 1.2586 | 1.2593 | 1.2632 | 2.5657 | 2.5517 | 2.5387 |
| 25   | 1.2586           | 1.2593 | 1.2632 | 2.5657 | 2.5517 | 2.5387 | 2.5310 |
| 45   | 1.2586           | 1.2593 | 1.2632 | 2.5657 | 2.5517 | 2.5387 | 2.5310 |

Table 1: Estimations of $\lambda$ with a cure fraction based on interval-censored data.

| Size | Censoring rate (%) | MLE | BS | BL (r = 0.7) | BL (r = 0.7) | BG (k = 0.7) | BG (k = 0.7) |
|------|------------------|-----|----|-------------|-------------|-------------|-------------|
| 15   | 0.7              | 1.375 | 1.2815 | 1.2902 | 1.7015 | 1.2785 | 1.2655 |
| 25   | 1.1812           | 1.2754 | 1.2782 | 1.2847 | 1.7178 | 1.2478 | 1.2398 |
| 45   | 1.2636           | 1.2645 | 1.2673 | 1.2748 | 1.6608 | 1.6478 | 1.6276 |
| 3    | 1.5              | 1.2636 | 1.2645 | 1.2748 | 1.6608 | 1.6478 | 1.6276 |
| 25   | 1.2645           | 1.2653 | 1.2684 | 1.2763 | 1.6618 | 1.6484 | 1.6276 |
| 45   | 1.2653           | 1.2662 | 1.2684 | 1.2763 | 1.6618 | 1.6484 | 1.6276 |

Table 2: MSE estimations of $\lambda$ with a cure fraction based on interval-censored data.
Table 3: MSE estimations of $\theta$ with a cure fraction based on the interval-censored data.

| Size | $\lambda$ | Censoring rate (%) | MLE  | BS   | BL ($r = -0.7$) | BL ($r = +0.7$) | BG ($k = -0.7$) | BG ($k = +0.7$) |
|------|-----------|--------------------|------|------|-----------------|-----------------|-----------------|-----------------|
| 20   | 1.5       | 15                 | 0.0963 | 0.0974 | 0.0969          | 0.0961          | 0.0995          | 0.0997          |
|      | 25        | 0.1058             | 0.1071 | 0.1067 | 0.1063          | 0.1084          | 0.1101          |                  |
|      | 45        | 0.1242             | 0.1246 | 0.1244 | 0.1241          | 0.1255          | 0.1266          |                  |
|      | 15        | 0.0875             | 0.0882 | 0.0876 | 0.0873          | 0.0891          | 0.0893          |                  |
|      | 25        | 0.0983             | 0.0991 | 0.0986 | 0.0999          | 0.1001          |                  |                  |
|      | 45        | 0.1205             | 0.1208 | 0.1207 | 0.1203          | 0.1216          | 0.1218          |                  |
| 40   | 1.5       | 15                 | 0.0857 | 0.0974 | 0.0869          | 0.0861          | 0.0895          | 0.0897          |
|      | 25        | 0.0959             | 0.0971 | 0.0976 | 0.0980          | 0.0984          | 0.1003          |                  |
|      | 45        | 0.1145             | 0.1152 | 0.1151 | 0.1154          | 0.1155          | 0.1158          |                  |
|      | 15        | 0.0757             | 0.0773 | 0.0767 | 0.0764          | 0.0784          | 0.0786          |                  |
|      | 25        | 0.0874             | 0.0883 | 0.0871 | 0.0881          | 0.0891          |                  |                  |
|      | 45        | 0.1091             | 0.1099 | 0.1098 | 0.1094          | 0.1107          |                  |                  |
| 80   | 1.5       | 15                 | 0.0622 | 0.0736 | 0.0634          | 0.0626          | 0.0661          | 0.0664          |
|      | 25        | 0.0723             | 0.0917 | 0.0916 | 0.0910          | 0.0921          | 0.0923          |                  |
|      | 45        | 0.0950             | 0.0958 | 0.0953 | 0.0953          | 0.0958          |                  |                  |
|      | 15        | 0.0519             | 0.0538 | 0.0534 | 0.0534          | 0.0534          | 0.0549          |                  |
|      | 25        | 0.0639             | 0.0648 | 0.0648 | 0.0645          | 0.0655          | 0.0659          |                  |
|      | 45        | 0.0851             | 0.0864 | 0.0863 | 0.0859          |                  |                  | 0.0874          |

Table 4: Estimations of $\theta$ with a cure fraction based on the interval-censored data.

| Size | $\lambda$ | Censoring rate (%) | MLE  | BS   | BL ($r = -0.7$) | BL ($r = +0.7$) | BG ($k = -0.7$) | BG ($k = +0.7$) |
|------|-----------|--------------------|------|------|-----------------|-----------------|-----------------|-----------------|
| 20   | 1.5       | 15                 | 1.7646 | 1.7605 | 1.7641          | 2.2446          | 1.7526          | 1.7396          |
|      | 25        | 1.7355             | 1.7323 | 1.7351 | 2.2629          | 1.7219          | 1.7139          |                  |
|      | 45        | 1.6553             | 1.6544 | 1.6548 | 1.6556          | 1.6536          | 1.6534          |                  |
|      | 15        | 1.6151             | 1.6082 | 1.6121 | 1.6146          | 1.6060          | 1.5876          |                  |
|      | 25        | 1.5845             | 1.5803 | 1.5831 | 1.5846          | 1.5701          | 1.5619          |                  |
|      | 45        | 1.5035             | 1.5022 | 1.5028 | 1.5036          | 1.5016          | 1.5312          |                  |
| 40   | 1.5       | 15                 | 1.8116 | 1.8062 | 1.8103          | 2.1901          | 1.7986          | 1.7856          |
|      | 25        | 1.7995             | 1.7983 | 1.7985 | 2.2009          | 1.7679          | 1.7599          |                  |
|      | 45        | 1.7020             | 1.7002 | 1.7008 | 1.7016          | 1.6996          | 1.6992          |                  |
|      | 15        | 1.7149             | 1.7082 | 1.7121 | 1.7146          | 1.7006          | 1.6876          |                  |
|      | 25        | 1.6845             | 1.6803 | 1.6831 | 1.6839          | 1.6699          | 1.6619          |                  |
|      | 45        | 1.6041             | 1.6022 | 1.6031 | 1.6036          | 1.6016          | 1.6012          |                  |
| 80   | 1.5       | 15                 | 1.8645 | 1.8591 | 1.8632          | 2.1365          | 1.8515          | 1.8385          |
|      | 25        | 1.8351             | 1.8312 | 1.8342 | 2.1651          | 1.8208          | 1.8128          |                  |
|      | 45        | 1.7548             | 1.7531 | 1.7537 | 1.7545          | 1.7525          | 1.7521          |                  |
|      | 15        | 1.8147             | 1.8082 | 1.8119 | 1.8144          | 1.8004          | 1.7874          |                  |
|      | 25        | 1.7844             | 1.7801 | 1.7829 | 1.7837          | 1.7697          | 1.7617          |                  |
|      | 45        | 1.7039             | 1.7032 | 1.7033 | 1.7034          | 1.7014          | 1.7011          |                  |

Table 3 shows a comparison of the estimated $\theta$ with respect to the MSE. The results show that MLE is more effective than the other estimations except for the censoring rates of 15% and 45% for a sample size of 20. The Bayesian SELF and LINEX loss functions perform better than the MLE and other estimations for the 15% and 45% censoring rates, sample size of 20, and $r = +0.7$.

$\theta$ was calculated to be 1.7646 and 0.0963 using the MLE methods with a sample size of 20 and $\lambda$ equal to 1.5% and 15% censoring rates, respectively. After repeating the steps 10,000 times, the parameters and MSE were determined. The parameters using the Bayesian estimator with SELF priors and the MSE for a sample size of 20 with $\lambda$ of 1.5% and 15% censoring rates are 1.7605 and 0.0974, respectively (see Tables 3 and 4).

Table 5 shows the MSE of the survival function of the exponential distribution. The Bayesian with LINEX is the best method for $r = +0.7$. Moreover, the Bayesian with SELF and LINEX has a lower MSE value than the MLE method for $r = -0.7$, except when the censoring rate is 45% for sample sizes of 40 and 80. Furthermore, the estimator provides an MSE of less than 1.5 when the parameter value is 3, which is maintained for all the sample sizes.

The comparison of the censoring rates of 15%, 30%, and 45% from Tables 1–5 shows that a censoring rate of 15% is better than the other rates when estimating the parameters and survival function. The finding indicates that the smaller the censoring rate is, the more accurate the estimates.
become. Conversely, the larger the censoring rate, the poorer the estimates of the parameters. Tables 1–5 show that the sample size \( n \) increases the MSE of the parameter. Moreover, the survival function of the exponential distribution based on interval-censored data with the cure fraction decreases for all cases.

5. Real Data Analysis

The dataset considered was obtained from the study by Zhou et al. [23], and analyses were performed using our methods from the MLE and Bayesian approach with the cure fraction and interval-censored data.

The dataset comprised 7703 males and 1611 females. The lifetime is the diagnosis age of hypertension (HTN). Each participant visited the clinic for a periodic preventive medical examination. In each visit, the blood pressure was tested. The HTN diagnosis can be performed between two consecutive visits.

The bootstrapping method was used, in which 50 lifetimes were randomly selected, and repeated 10,000 times. The standard error for our methods was determined by calculating the variance as follows:

\[
\text{var} \left( \hat{\beta} \right) = \frac{\sum_{i=1}^{R} \left( \hat{\beta}_i - \text{mean} \left( \hat{\beta}_i \right) \right)^2}{(R - 1)} \tag{30}
\]

Hence, the standard error is

\[
\text{se} (\hat{\beta}) = \sqrt{\text{var} (\hat{\beta})} / \sqrt{S} \tag{31}
\]

where \( S \) indicates the observed and \( R \) is the number of repetition. See Blair et al. [24] and Lee et al. [25] for more details.

6. Results and Discussion

The lambda parameter was obtained from the dataset using the MLE method and Bayesian with SELF (BS), LINEX (BL), and GELF (BG) (see Table 6).

Table 7 presents a comparison of the estimated lambda parameter of the exponential distribution using the standard error. The outputs show that the Bayesian estimation with the LINEX loss function is more effective than its maximum likelihood counterparts for \( r = +0.7 \).

The values of parameter \( \lambda \) using the MLE and standard error methods with a dataset, an initial value of 1.5 for lambda, and a censoring rate of 15% were calculated to be 1.2802 and 0.1008, respectively. After repeating the steps 10,000 times, the parameter and standard error were determined. The parameters using the Bayesian estimator with SELFpriors and MSE with a dataset, lambda value of 1.5, and censoring rate of 15% were determined as 1.2848 and 0.0994, respectively (see Tables 6 and 7).

Table 8 shows a comparison of estimated \( \theta \) with respect to the standard error. The results show that MLE is more effective than the other estimations except for the censoring rates of 15% and 45%. \( \theta \) was calculated to be 1.2802 and 0.1008, respectively. After repeating the steps 10,000 times, the parameter and standard error were determined. The parameters using the Bayesian estimator with SELF priors and MSE with a dataset, lambda value of 1.5, and censoring rate of 15% were determined as 1.2848 and 0.0994, respectively (see Tables 6 and 7).

The comparison between censoring rates of 15%, 30%, and 45% from Tables 6–9 shows that a censoring rate of 15% is better than the other values when estimating the parameters. This finding indicates that the smaller the censoring rate is, the more accurate the estimates become. Conversely, the larger the censoring rate, the poorer the estimates of the parameters.

After performing the computation method in R program for the survival function for our method, the output is presented in Figure 1, showing slight changes in the curves of the survival function of our method.

| Table 5: MSE estimations of the survival function. |
|-----------------------------------------------|
| Size \( \lambda \) Censoring rate (%) MLE BS BL \( (r = -0.7) \) BL \( (r = +0.7) \) BG \( (k = -0.7) \) BG \( (k = +0.7) \) |
| 20 | 1.5 | 15 | 0.0611 | 0.0598 | 0.0593 | 0.0585 | 0.0619 | 0.0621 |
| 25 | 0.0702 | 0.0695 | 0.0691 | 0.0687 | 0.0708 | 0.0724 |
| 45 | 0.0874 | 0.0872 | 0.0868 | 0.0864 | 0.0879 | 0.0884 |
| 15 | 0.0498 | 0.0497 | 0.0491 | 0.0488 | 0.0506 | 0.0508 |
| 25 | 0.0608 | 0.0606 | 0.0605 | 0.0601 | 0.0614 | 0.0616 |
| 45 | 0.0825 | 0.0823 | 0.0822 | 0.0818 | 0.0831 | 0.0833 |
| 40 | 1.5 | 15 | 0.0502 | 0.0489 | 0.0484 | 0.0476 | 0.0511 | 0.0512 |
| 25 | 0.0593 | 0.0586 | 0.0582 | 0.0578 | 0.0599 | 0.0615 |
| 45 | 0.0765 | 0.0767 | 0.0766 | 0.0763 | 0.0769 | 0.0773 |
| 15 | 0.0389 | 0.0388 | 0.0382 | 0.0379 | 0.0399 | 0.0401 |
| 25 | 0.0499 | 0.0498 | 0.0496 | 0.0492 | 0.0505 | 0.0509 |
| 45 | 0.0711 | 0.0714 | 0.0713 | 0.0709 | 0.0722 | 0.0724 |
| 80 | 1.5 | 15 | 0.0268 | 0.0254 | 0.0249 | 0.0241 | 0.0275 | 0.0279 |
| 25 | 0.0358 | 0.0351 | 0.0348 | 0.0343 | 0.0364 | 0.0372 |
| 45 | 0.0530 | 0.0532 | 0.0531 | 0.0528 | 0.0535 | 0.0538 |
| 15 | 0.0154 | 0.0153 | 0.0149 | 0.0144 | 0.0164 | 0.0166 |
| 25 | 0.0264 | 0.0263 | 0.0261 | 0.0259 | 0.0272 | 0.0274 |
| 45 | 0.0476 | 0.0479 | 0.0478 | 0.0474 | 0.0488 | 0.0489 |
7. Conclusions

This study considers the parametric estimation and survival function based on the BCH model via the Bayesian approach with a gamma prior based on interval-censored data. Comparisons were performed between the Bayesian estimates with three loss functions, i.e., SELF, LINEX, and GELF, with maximum likelihood methods based on the simulation and dataset. The comparison between the censoring rates show that a censoring rate of 15% is better than the other values when estimating the parameter. This finding indicates that the smaller the censoring rate is, the more accurate the estimates become. Consequently, the larger the censoring rate is, the poorer the estimates of the parameters are. The theta of the BCH model and lambda parameter of the exponential distribution based on the interval-censored data can be best estimated using the Bayesian gamma prior with a positive LINEX loss function. In the future, this study can be extended to other censoring approaches, such as

| Table 6: Estimations of $\lambda$ with a cure fraction based on the interval-censored data from the dataset. |
|---------------------------------------------------------------|
| $\lambda$ | Censoring rate (%) | MLE | BS | BL ($r = -0.7$) | BL ($r = +0.7$) | BG ($k = -0.7$) | BG ($k = +0.7$) |
|-----------|-------------------|-----|----|----------------|----------------|---------------|---------------|
| 1.5       | 15                | 1.2802 | 1.2848 | 1.2887 | 1.7092 | 1.2772 | 1.2642 |
|           | 25                | 1.2541 | 1.2569 | 1.2597 | 1.7165 | 1.2465 | 1.2385 |
|           | 45                | 1.1799 | 1.1788 | 1.1794 | 1.1802 | 1.1782 | 1.1778 |
| 3         | 15                | 2.6925 | 2.6971 | 2.7019 | 2.7035 | 2.6895 | 2.6765 |
|           | 25                | 2.6664 | 2.6692 | 2.6728 | 2.6728 | 2.6588 | 2.6508 |
|           | 45                | 2.5926 | 2.5923 | 2.5924 | 2.5925 | 2.5905 | 2.5901 |

| Table 7: Standard error estimations of $\lambda$ with a cure fraction based on interval-censored data. |
|---------------------------------------------------------------|
| $\lambda$ | Censoring rate (%) | MLE | BS | BL ($r = -0.7$) | BL ($r = +0.7$) | BG ($k = -0.7$) | BG ($k = +0.7$) |
|-----------|-------------------|-----|----|----------------|----------------|---------------|---------------|
| 1.5       | 15                | 0.1008 | 0.0994 | 0.0989 | 0.0981 | 0.1015 | 0.1019 |
|           | 25                | 0.1098 | 0.1091 | 0.1088 | 0.1083 | 0.1104 | 0.1121 |
|           | 45                | 0.1277 | 0.1272 | 0.1271 | 0.1268 | 0.1275 | 0.1278 |
| 3         | 15                | 0.0894 | 0.0893 | 0.0889 | 0.0884 | 0.0904 | 0.0906 |
|           | 25                | 0.1004 | 0.1003 | 0.1001 | 0.1009 | 0.1016 | 0.1014 |
|           | 45                | 0.1216 | 0.1219 | 0.1218 | 0.1214 | 0.1228 | 0.1229 |

| Table 8: Standard error estimations of $\theta$ with a cure fraction based on the interval-censored data. |
|---------------------------------------------------------------|
| $\lambda$ | Censoring rate (%) | MLE | BS | BL ($r = -0.7$) | BL ($r = +0.7$) | BG ($k = -0.7$) | BG ($k = +0.7$) |
|-----------|-------------------|-----|----|----------------|----------------|---------------|---------------|
| 1.5       | 15                | 0.0714 | 0.0731 | 0.0726 | 0.0718 | 0.0753 | 0.0756 |
|           | 25                | 0.0815 | 0.0828 | 0.0825 | 0.0825 | 0.0841 | 0.0857 |
|           | 45                | 0.0997 | 0.1009 | 0.1008 | 0.1005 | 0.1013 | 0.1015 |
| 3         | 15                | 0.0611 | 0.0636 | 0.0626 | 0.0621 | 0.0641 | 0.0643 |
|           | 25                | 0.0731 | 0.0749 | 0.0738 | 0.0737 | 0.0747 | 0.0751 |
|           | 45                | 0.0943 | 0.0956 | 0.0955 | 0.0951 | 0.0965 | 0.0966 |

| Table 9: Estimations of $\theta$ with the cure fraction dependent on the interval-censored data from the dataset. |
|---------------------------------------------------------------|
| $\lambda$ | Censoring rate (%) | MLE | BS | BL ($r = -0.7$) | BL ($r = +0.7$) | BG ($k = -0.7$) | BG ($k = +0.7$) |
|-----------|-------------------|-----|----|----------------|----------------|---------------|---------------|
| 1.5       | 15                | 1.9154 | 1.9106 | 1.9141 | 2.1874 | 1.9024 | 1.8894 |
|           | 25                | 1.8861 | 1.8821 | 1.8851 | 2.2165 | 1.8717 | 1.8637 |
|           | 45                | 1.8057 | 1.8045 | 1.8046 | 1.8054 | 1.8034 | 1.8030 |
| 3         | 15                | 1.8656 | 1.8591 | 1.8628 | 1.8653 | 1.8513 | 1.8383 |
|           | 25                | 1.8353 | 1.8314 | 1.8338 | 1.8346 | 1.8206 | 1.8126 |
|           | 45                | 1.7548 | 1.7541 | 1.7542 | 1.7543 | 1.7523 | 1.7523 |

![Figure 1: Estimate of the survival function from the R program.](image)
hybrid and progressive censoring schemes. Furthermore, the schemes could include covariates through the use of exponential models.
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- **MLE**: Maximum likelihood estimation
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