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Abstract

In this paper we consider the Spontaneous Symmetry Breaking Mechanism (SSBM) in the Standard Model of particles in the unitary gauge. We show that the computation usually presented of this mechanism can be conveniently performed in a slightly different manner. As an outcome, the computation we present can change the interpretation of the SSBM in the Standard Model, in that it decouples the SU(2)-gauge symmetry in the final Lagrangian instead of breaking it.
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The Spontaneous Symmetry Breaking Mechanism (SSBM) is an important ingredient of the Standard Model of particle physics. Until now, it is the only convincing procedure which permits one to implement mass generation to vector bosons and fermions without getting in trouble with renormalizability.

From a technical point of view, what is called the unitary gauge has been used to exhibit and understand the particle content of this model in that it permits to write the Lagrangian in terms of fields which have definite charges under the remaining $U(1)$-gauge group.

In this note, we propose to reconsider the SSBM of the Standard Model in the unitary gauge. The computation we present seems to be a better way to manage this unitary gauge, in that on one hand it simplifies the presentation and on the other hand it makes manifest a possible different interpretation of this mechanism. Because this computation does not need any reference to the quantized version of the theory, we will explicitly stay at the classical level of the theory.

The salient feature of this computation is that the $SU(2)$ symmetry is not broken in the usual way but it is factored out in the final Lagrangian. In that respect, it helps to display the reason why a part of the symmetry disappears without making some arbitrary choice, for instance for the fundamental configuration of some fields or for the specific value of the vacuum of the theory. As a direct consequence, the SSBM of the Standard Model should be better interpreted as a decoupling of a symmetry. This computation also exhibits, as expected, the residual $U(1)$ symmetry and it shows how this group acts on the fields.

There is no new technicalities in this computation. At the classical level, the Lagrangians in the symmetric phase and in the broken phase are the usual ones. In our computation which connects these two Lagrangians, the key point is to take the unitary gauge for what it is from a mathematical point of view, and then to perform the necessary technical steps as they present themselves. As we shall see, some confusion may have been widespread in the literature about a so-called gauge transformation used in the computation. This point is clarified in the text because it is at the heart of the possible two routes (the usual one and our) which lead to the Lagrangian in the broken phase.

For explanatory reasons, this paper focuses only on a specific part of the Lagrangian of the Standard Model of particles. But in fact it can be easily seen that this computation can be adapted to the complete Lagrangian of the Standard Model, and to certain classes of Lagrangians where a SSBM occurs. A systematic and more mathematical study of this
procedure is beyond the scope of this paper and is under study.

I. THE COMPUTATION

Let us first fix the notations and ingredients which will be used in the following. We will restrict ourselves to the electroweak part of the Standard Model coupled to leptons and to only one flavor$^1$. Indeed, the computation can be easily generalized to the complete Standard Model without difficulty. For standard textbooks, see e.g.$^2$.

Let us stress once again that in what follows, we will always stay at the classical level of the theory.

The structure group is the usual $U(1) \times SU(2)$. For a group $G$, we denote by $G$ its gauge group, i.e. the group of smooth functions on space-time with values in $G$. The scalar Higgs fields doublet is denoted by $\phi = (\phi_1 \phi_2)$. Left fermions define a $SU(2)$-doublet $\psi_L$ of (left projected) Dirac spinors and the right fermion is a singlet $\psi_R$, a (right projected) Dirac spinor. The gauge fields are denoted by $a_\mu$ for the gauge group $U(1)$ and $b_\mu = b_\mu^a \sigma_a$ for the gauge group $SU(2)$. Here the $\sigma_a$’s ($a = 1, 2, 3$) are the standard Pauli matrices. The gauge fields are hermitean: $a_\mu^\dagger = a_\mu$ and $b_\mu^\dagger = b_\mu$.

The actions of the gauge groups $U(1)$ and $SU(2)$ on these fields are summarized in the following relations, with $s \in U(1)$ and $u \in SU(2)$. In the following, we will always denote by $s$ and $u$ the $U(1)$ and $SU(2)$ gauge transformations.

\[
\begin{align*}
\phi^s &= s^{-1} \phi \\
\psi^s_L &= s \psi_L \\
\psi^s_R &= s^2 \psi_R \\
b^s_\mu &= b_\mu \\
a^s_\mu &= a_\mu + \frac{2i}{g} s^{-1} \partial_\mu s
\end{align*}
\]
\[
\begin{align*}
\phi^u &= u^{-1} \phi \\
\psi^u_L &= u^{-1} \psi_L \\
\psi^u_R &= \psi_R \\
b^u_\mu &= u^{-1} b_\mu u + \frac{2i}{g} u^{-1} \partial_\mu u \\
a^u_\mu &= a_\mu
\end{align*}
\]

The corresponding covariant derivatives are given by:

\[
\begin{align*}
D_\mu \phi &= (\partial_\mu - i \frac{g}{2} b_\mu - i \frac{g'}{2} a_\mu) \phi \\
D_\mu^L \psi_L &= (\partial_\mu - i \frac{g}{2} b_\mu + i \frac{g'}{2} a_\mu) \psi_L \\
D_\mu^R \psi_R &= (\partial_\mu + i g' a_\mu) \psi_R
\end{align*}
\]
The part of the Lagrangian of the Standard Model we will consider in the following is given by

$$\mathcal{L} = (D_\mu \phi)^\dagger (D^\mu \phi) - \mu^2 \phi^\dagger \phi - \lambda (\phi^3 \phi)^2 + \bar{\psi}_L i \gamma^\mu D_\mu \psi_L + \bar{\psi}_R i \gamma^\mu D_\mu \psi_R + f (\bar{\psi}_L \phi \psi_R + \bar{\psi}_R \phi^\dagger \psi_L) - \frac{1}{4} f_{\mu \nu} f^{\mu \nu} - \frac{1}{4} \sum_a g^a_{\mu \nu} g^a_{\mu \nu},$$

(1)

where $\mu$ and $\lambda$ are the usual parameters for the potential of the scalar field $\phi$, $f$ is a Yukawa coupling constant, $f_{\mu \nu}$ is the field strength of $a_\mu$ and $g_{\mu \nu}$ is the field strength of $b_\mu$ written as $g_{\mu \nu} = g^a_{\mu \nu} \sigma^a / 2$.

The idea behind the unitary gauge is to remark that any non zero vector $\phi = (\phi_1 \phi_2) \in \mathbb{C}^2$ can be uniquely written as

$$\phi = U \eta \begin{pmatrix} 0 \\ 1 \end{pmatrix},$$

(2)

with $U \in SU(2)$ and $\eta \in \mathbb{R}^+$ given by

$$U = \begin{pmatrix} \phi_2 / \eta & \phi_1 / \eta \\ -\phi_1 / \eta & \phi_2 / \eta \end{pmatrix}, \quad \eta = \sqrt{|\phi_1|^2 + |\phi_2|^2}.$$

Notice that $U$ is not well defined at points $x$ for which $\eta(x) = 0$, as it is the case for polar-like coordinates. We will comment more on this after the end of the computation.

Now, passing to functions on space-time, we keep the reference vector $(0 \ 1)$ constant, so that $U$ and $\eta$ are new field variables in place of $\phi_1$ and $\phi_2$. By construction, $U$ is a function with values in $SU(2)$ (possibly not defined at $x$ such that $\phi(x) = 0$) and $\eta$ is a smooth function with values in $\mathbb{R}^+$.

This parametrization of the scalar fields $\phi$ is the usual way to perform the SSBM in the unitary gauge. The usual next step is to “gauge away” the $U$ fields, and to write down the residual Lagrangian.

Here is the point where we diverge from this standard procedure. We will not gauge away the $U$ fields as it is commonly done. Indeed, we will consider them as dynamical variables submitted to the actions of the gauge groups. Doing that, it is possible to manage them through a convenient change of variables in such a way that they “disappear”.

Because $U$ and $\eta$ are the new field variables for the scalar fields, they inherit well-defined transformations properties under the actions of the gauge groups. With the same notations
as before, defining the transformed fields by $\phi^u = U^u\eta^u (0 \atop 1)$, one gets (recall that the reference vector $(0 \atop 1)$ is chosen once and for all)

$$\phi^u = u^{-1}U\eta \begin{pmatrix} 0 \\ 1 \end{pmatrix} = (u^{-1}U)\eta \begin{pmatrix} 0 \\ 1 \end{pmatrix},$$

from which we deduce that under the action of the gauge group $SU(2)$ one has

$$U^u = u^{-1}U, \quad \eta^u = \eta.$$ Defining in the same way $\phi^s = U^s\eta^s (0 \atop 1)$ one gets

$$U^s = \begin{pmatrix} s\phi_2/\eta & s^{-1}\phi_1/\eta \\ -s\phi_1/\eta & s^{-1}\phi_2/\eta \end{pmatrix}, \quad \eta^s = \sqrt{|\phi_1|^2 + |\phi_2|^2}.$$ $U^s$ can be uniquely written as a product of $U$ with an element of $SU(2)$:

$$U^s = \begin{pmatrix} \overline{\phi_2}/\eta & \phi_1/\eta \\ -\overline{\phi_1}/\eta & \phi_2/\eta \end{pmatrix} \begin{pmatrix} s & 0 \\ 0 & s^{-1} \end{pmatrix} = U\widehat{s},$$

with

$$\widehat{s} = \begin{pmatrix} s & 0 \\ 0 & s^{-1} \end{pmatrix}.$$ Finally, under the action of the gauge group $U(1)$ one has

$$U^s = U\widehat{s}, \quad \eta^s = \eta.$$ The field $U \in SU(2)$ then supports the (commuting) actions of $SU(2)$ and $U(1)$ respectively by left multiplication and by right multiplication in $SU(2)$. Here $U(1)$ is embedded (through $\widehat{s}$) into $SU(2)$ in the $\sigma_3$-direction of the group $SU(2)$.

Using the new variables $U$ and $\eta$ in place of $\phi$, a straightforward computation leads to

$$D_\mu \phi = (\partial_\mu - i\frac{g}{2}B_\mu - i\frac{g'}{2}a_\mu)U\eta \begin{pmatrix} 0 \\ 1 \end{pmatrix} = U(\partial_\mu - i\frac{g}{2}B_\mu - i\frac{g'}{2}a_\mu)\eta \begin{pmatrix} 0 \\ 1 \end{pmatrix}$$

where

$$B_\mu = U^{-1}\partial_\mu U + \frac{2\mu}{g}U^{-1}(\partial_\mu U).$$
Let us stress that the vector field $B_\mu$ is not obtained by a gauge transformation from the gauge field $b_\mu^3$.

Firstly, this is obvious from the fact the $U$ fields are some of the dynamical variables of the theory: a gauge transformation would require a fixed element in $SU(2)$, but, as dynamical variables, the function $U$ is not such a fixed element. Secondly, a gauge transformation should be applied at the same time on gauge fields and to any scalar and spinor fields coupled to them. In the present situation, the scalar fields $\phi$ are not subject to a transformation accompanying (3). $\phi$ is written in terms of $U$ but it will not be transformed any further. Finally, the following actions of the gauge groups $U(1)$ and $SU(2)$ on $B_\mu$ prove that $B_\mu$ is no more a gauge potential for $SU(2)$. This rules out the fact that (3) can be a gauge transformation.

Indeed, for the action of $s \in U(1)$, one gets

$$B^s_\mu = (U^s)^{-1}b^s_\mu U^s + \frac{2i}{g}(U^s)^{-1}(\partial_\mu (U^s))$$

$$= \hat{s}^{-1}U^{-1}b_\mu U\hat{s} + \frac{2i}{g}\hat{s}^{-1}U^{-1}[(\partial_\mu U)\hat{s} + U(\partial_\mu \hat{s})]$$

$$= \hat{s}^{-1}B_\mu \hat{s} + \frac{2i}{g}\hat{s}^{-1}\partial_\mu \hat{s},$$

whereas for the action of $u \in SU(2)$, one gets

$$B^u_\mu = (U^u)^{-1}b^u_\mu U^u + \frac{2i}{g}(U^u)^{-1}(\partial_\mu (U^u))$$

$$= U^{-1}u[u^{-1}b_\mu u + \frac{2i}{g}u^{-1}\partial_\mu u]u^{-1}U$$

$$+ \frac{2i}{g}U^{-1}u[(\partial_\mu u^{-1})U + u^{-1}(\partial_\mu U)]$$

$$= B_\mu.$$ 

Developing $B_\mu$ as $B_\mu = B^a_\mu \sigma_a$ and defining $W^\pm_\mu = \frac{1}{\sqrt{2}}(B^1_\mu \mp iB^2_\mu)$, such that

$$B_\mu = \begin{pmatrix} B^3_\mu & \sqrt{2}W^+_\mu \\ \sqrt{2}W^-_\mu & -B^3_\mu \end{pmatrix},$$

one gets

$$B^s_\mu = \begin{pmatrix} B^3_\mu + \frac{2i}{g}s^{-1}\partial_\mu s & s^{-2}\sqrt{2}W^+_\mu \\ s^2\sqrt{2}W^-_\mu & -(B^3_\mu + \frac{2i}{g}s^{-1}\partial_\mu s) \end{pmatrix},$$

from which we deduce the transformations of these new fields under the action of the two
gauge groups:

\[
(W^+)_\mu^u = W^+_\mu, \quad (W^-)_\mu^u = W^-_\mu, \quad (B^3_\mu)^u = B^3_\mu
\]

\[
(W^+)_\mu^s = s^{-2}W^+_\mu, \quad (W^-)_\mu^s = s^2W^-_\mu
\]

\[
(B^3_\mu)^s = B^3 + \frac{2i}{s} s^{-1} \partial_\mu s.
\]

The \(B_\mu\) fields, and so the \(W^\pm_\mu\) and \(B^3_\mu\) fields, are \( SU(2) \) invariant under the action of the gauge group \(SU(2)\). The \(W^\pm_\mu\) fields are \( U(1) \)-charged with opposite charges, whereas the \(B^3_\mu\) fields behave like a \(U(1)\)-gauge potential.

Let us now look at the fermion fields. Let us define \(\psi'_L = U^{-1}\psi_L\) and \(\psi'_R = \psi_R\), with \(\psi'_L = (\nu'_L, e'_L)\) and \(\psi'_R = e_R\). Then one obviously gets

\[
D^L_\mu \psi_L = U(\partial_\mu - igB_\mu + ig'a_\mu)\psi'_L
\]

\[
\equiv U D^L_\mu \psi'_L
\]

\[
D^R_\mu \psi_R = (\partial_\mu + ig'a_\mu)\psi'_R = D^R_\mu \psi'_R
\]

\[
f(\bar{\psi}_L \phi \psi_R + \bar{\psi}_R \phi^\dagger \psi_L) = f(\bar{\psi}_L e_R + \bar{e} e_R)\eta.
\]

A simple computation shows that the new fermions fields have the following transformation rules under the gauge groups actions:

\[
\nu_s^L = \nu_L \quad e_s^L = s^2 e_L \quad e_s^R = s^2 e_R
\]

\[
\nu^u_L = \nu_L \quad e^u_L = e_L \quad e^u_R = e_R.
\]

Finally, with the usual definitions \(\cos \theta_W = \frac{g}{\sqrt{g^2 + g'^2}}\) and \(\sin \theta_W = \frac{g'}{\sqrt{g^2 + g'^2}}\), the vector fields

\[
Z_\mu = \cos \theta_W B^3_\mu - \sin \theta_W a_\mu
\]

\[
A_\mu = \sin \theta_W B^3_\mu + \cos \theta_W a_\mu
\]

have the transformation rules

\[
Z^s_\mu = Z_\mu \quad A^s_\mu = A_\mu + \frac{1}{e} s^{-1} \partial_\mu s
\]

\[
Z^u_\mu = Z_\mu \quad A^u_\mu = A_\mu,
\]

where the electric charge \(e\) is defined as \(e = g \sin \theta_W\).
A standard computation then leads to the following form of the Lagrangian (1):

\[
\mathcal{L} = (\partial_{\mu} \eta)(\partial^{\mu} \eta) - \mu^2 \eta^2 - \lambda \eta^4
+ \eta^2 \left( \frac{a^2 + g^2}{4} Z_\mu Z^{\mu} + \frac{g^2}{2} W^+_\mu W^{-\mu} \right) + \eta f (\bar{e}_L e_R + \bar{e}_R e_L)
+ \bar{\psi}^L i \gamma^\mu D^L_\mu \psi^L + \bar{\psi}^R i \gamma^\mu D^R_\mu \psi^R
- \frac{1}{4} f_{\mu\nu} f^{\mu\nu} - \frac{1}{4} \sum_a G^a_{\mu\nu} G^{a\mu\nu}
\]  

(8)

where \( G_{\mu\nu} \) is the “field strength” of \( B_\mu \), i.e. the same expression defining the field strength of an ordinary non abelian gauge field applied to \( B_\mu \). Notice that as for a true gauge transformation, using the property of the trace, one has

\[-\frac{1}{4} \sum_a g^a_{\mu\nu} g^{a\mu\nu} = -\frac{1}{4} \sum_a G^a_{\mu\nu} G^{a\mu\nu}.
\]

As usual, the definition of the \( Z_\mu \) fields is the only linear combination which compensates the two inhomogeneous terms in the \( U(1) \)-gauge transformations of \( B^3_\mu \) and \( a_\mu \). Similarly, the definition of \( A_\mu \) is submitted to the requirement that the quadratic part in the fields \( B^3_\mu \) and \( a_\mu \) in the terms \(-\frac{1}{4} f_{\mu\nu} f^{\mu\nu} - \frac{1}{4} G^a_{\mu\nu} G^{a\mu\nu} \) remains diagonal (in the sense that the quadratic parts in the fields \( Z_\mu \) and \( A_\mu \) are decoupled). This imposes to complete the definition of \( Z_\mu \) as a real rotation on the real 2-dimensional vector \( \left( \begin{array}{c} B^3_\mu \\ a_\mu \end{array} \right) \).

The rest of the computation is standard, and gives rise to the (corresponding part of the) Lagrangian of the Standard Model in what is called the broken phase.

It follows that the Lagrangian (8) is invariant (as a Lagrangian) under \( U(1) \)-gauge transformations, so that it is a \( U(1) \)-gauge field theory. But the most important fact is that it is completely written in term of invariant fields under \( SU(2) \)-gauge transformations and it does not depend anymore on the \( U \) fields which are the only fields to still support non invariant transformations rules under the action of \( SU(2) \). This means that the gauge group \( SU(2) \) has been decoupled as a natural symmetry of this model, in the sense that it does not induce any active transformations on any component of the theory.

The mentioned singularity at \( \eta = 0 \) is removed from the Lagrangian (8) because the only potentially singular fields, \( U \), are no more variables of the theory. This means that this Lagrangian makes sense also for \( \eta = 0 \).
II. DISCUSSION

Let us comment this computation and show how it is different from the usual one presented in textbooks.

Let us recall the essential steps of the “standard procedure”. One first writes the scalar fields $\phi$ in the unitary gauge as in (2). Then, for $\mu^2 < 0$, one finds the minima of the potential $V(\phi) = \mu^2 \phi^+ \phi + \lambda (\phi^+ \phi)^2$, which are of the form $|\phi| = \frac{v}{\sqrt{2}}$ for $v = \sqrt{-\mu^2/\lambda}$. In the variables $(\eta, U)$, this implies that $\eta = \frac{v}{\sqrt{2}}$ and that $U$ can be any function with values in $SU(2)$. This $U$ contains the symmetry of the fundamental configuration of the fields $\phi$. In a quantum approach, this would be the vacuum of the theory.

Symmetry breaking enters then the scene to fix by hand a particular value to the $U$ fields. Then, performing a true gauge transformation with $u = U$ (in our notations) yields essentially the same computation as the one presented here. We stress the fact that such a gauge transformation is only possible when the $U$ fields are no longer dynamical variables. Indeed, if they were some of the new variables which parametrize the $\phi$ fields, then no gauge transformation with a fixed gauge group element $u = U$ would be possible.

The $v$ parameter inserts mass terms in the Lagrangian written in terms of the gauge transformed fields.

In this “standard procedure”, the obtained Lagrangian does not support a $SU(2)$-gauge action because this symmetry is forbidden to act on the scalar fields $\phi$, which are required to be written in the chosen form $\phi = \frac{1}{\sqrt{2}} \left( \begin{array}{c} 0 \\ v + \eta' \end{array} \right)$. This is indeed the meaning of the fact that $U$ is fixed once and for all in order that it can be removed by a true gauge transformation.

In our computation, there is a clear separation between what happens to fields variables and the genesis of mass terms.

Indeed, the requirement $\mu^2 < 0$ is not necessary to obtain and to reveal the field content in terms of photon fields ($A_\mu$), charged and neutral current fields ($W^\pm_\mu, Z_\mu$), neutrino and electron fields ($\nu_L, e_L, e_R$). The Lagrangian obtained in (8) is written for any values of $\mu^2$.

As a consequence, the Lagrangian (8) does contain two phases: one where the fields $W^\pm_\mu, Z_\mu$ and $e_L + e_R$ get masses and one where these fields remain massless.

In the phase $\mu^2 < 0$, finding the minimum of the potential $V(\eta) = \mu^2 \eta^2 + \lambda \eta^4$ of the field $\eta$ in (8) yields the unique solution of the form $\eta = \frac{v}{\sqrt{2}}$. It is unique because $\eta$ is constrained to be real and positive. It is then convenient to perform a development of $\eta$ around this
value in the form $\eta = \frac{v}{\sqrt{2}} + H$, where $H$ is a new field identified as the scalar Higgs field. This procedure then inserts mass terms at various places in the Lagrangian as expected.

In the phase $\mu^2 \geq 0$, the Lagrangian does not contain any massive fields except for the $\eta$ field (when $\mu^2 \neq 0$).

Notice that here the genesis of mass terms is not really due to a “spontaneous symmetry breaking mechanism” because this minimum, when it exists with a non zero value ($\mu^2 < 0$), is now unique. This is just the usual procedure in fields theory to develop the Lagrangian around the fundamental configurations of the fields, the $\eta$ field in the present case for which there is a unique fundamental configuration.

Notice also that any transition from the phase $\mu^2 < 0$ to the phase $\mu^2 \geq 0$ (and vice-versa) does not change the fields content of the theory except for the scalar Higgs field $H$.

It is worth mentioning that the (three) degrees of freedom of the $U$ fields are exactly the usual (three) Goldstone modes. This computation shows clearly how these Goldstone modes are combined with the $b_\mu$ fields and with the fermions, so that all the new fields involved in (8) are $SU(2)$-gauge invariant. In particular, this permits the vector currents to appear in some manifestly non gauge invariant terms like $\eta^2 \left( \frac{\mu^2}{4} Z_\mu Z^\mu + \frac{\mu^2}{2} W^+ W^- \right)$, which, after choosing a non zero fundamental configuration for $\eta$ if it exists, gives masses to these vector currents. In that respect, some of the technical considerations presented here bear similarities with some computations performed in the context of non-linear sigma models where Goldstone modes are treated in an analogous way (see 4 for instance) or more generally in the context of non-linearly realized gauge groups (see 5 and references therein for instance).

In our computation, the relation $J^{em} = J^3 + \frac{1}{2} J^Y$ between the electromagnetic current $J^{em}$, the $SU(2)$ current $J^3$ and the hypercharge current $J^Y$ is hidden at various places. The model has indeed been built on this relation. The interpretation of the fields content of the Lagrangian (8) in terms of particles relies heavily on the quantum numbers one can associate to these fields. For instance, the electromagnetic charge operator, written usually as $Q = T^3 + \frac{1}{2} Y$ with obvious notations, identifies the components of $\psi'_L$ as a neutral and a charged particle. An other way to read off these quantum numbers is to look at gauge transformations. Equations (4), (5), (6) and (7) show that $A_\mu$ is the $U(1)$-gauge potential associated to the following charge particles: $W^+ _\mu$ is a vector fields of charge $-e$, $W^- _\mu$ is a vector fields of charge $+e$, $e_L$ and $e_R$ have charge $+e$ and $Z^\mu$ is a neutral vector fields as is
This is the electromagnetism $U(1)$-gauge theory in the “broken” phase.

We stress the fact that contrary to the ordinary procedure, the final gauge group $U(1)$ which defines the remaining electromagnetism gauge theory is the $U(1)$ part of the gauge group $U(1) \times SU(2)$.

The relation $J^m = J^3 + \frac{1}{2} J^Y$ is a consequence of the choice of the unit real vector $(\begin{smallmatrix} 0 \\ 1 \end{smallmatrix})$ in equation (2), and can be traced in the computation up to the assigned $U(1)$ charges of the new fields. In particular, the matrix $\hat{s}$ is an essential step in this process, when one looks at it as an embedding of $U(1)$ into $SU(2)$.

The choice of the unit real vector $(\begin{smallmatrix} 0 \\ 1 \end{smallmatrix})$ is related to the requirement that the final $U(1)$ charges must be clearly identified. Indeed, we can modify equation (2) in its most general expression

$$
\phi = U(v) \eta \begin{pmatrix} 0 \\ 1 \end{pmatrix},
$$

where $v \in SU(2)$ is a constant matrix which defines a constant reference vector $v(\begin{smallmatrix} 0 \\ 1 \end{smallmatrix}) \in \mathbb{C}^2$ of norm 1. Here $U(v) \in SU(2)$ depends on this matrix $v$ but $\eta$ (as the norm of $\phi$) does not, so that it is the same as in (2). For $v = \mathbb{I}_2$, one recovers the situation discussed before. A direct comparison leads to $U(v) = Uv^{-1}$, which implies, with previous notations,

$$
U(v)^u = u^{-1} U(v), \quad U(v)^s = U(v) \hat{s}(v),
$$

with $\hat{s}(v) = v \hat{s} v^{-1}$.

In order to factor out $U(v)$ in $D_\mu \phi$, one introduces the new fields

$$
B(v)_\mu = U(v)^{-1} b_\mu U(v) + \frac{2i}{g} U(v)^{-1} (\partial_\mu U(v)).
$$

It is easy to see that $B(v)_\mu = v B_\mu v^{-1}$, so that

$$
B(v)^u_\mu = B(v)_\mu \quad \quad B(v)^s_\mu = v B_\mu^s v^{-1}.
$$

Notice that these relations use the fact that $v$ is a constant matrix.

The new fermion fields are defined in the same way as $\psi(v)_L = U(v)^{-1} \psi_L$ and $\psi(v)_R = \psi_R$. One then has

$$
\psi(v)^s_L = v \begin{pmatrix} 1 \\ 0 \\ 0 \\ s^2 \end{pmatrix} v^{-1} \psi(v)_L.
$$
In order that the two components of the field $\psi(v)_L$ behave as clearly identified $U(1)$-charged particles, it is necessary to have $v \left( \begin{array}{cc} 1 & 0 \\ 0 & e^{i\phi} \end{array} \right) v^{-1}$ diagonal. This is achieved only when

$$v = \begin{pmatrix} e^{i\alpha} & 0 \\ 0 & e^{-i\alpha} \end{pmatrix} \quad \text{or} \quad v = \begin{pmatrix} 0 & -e^{-i\beta} \\ e^{i\beta} & 0 \end{pmatrix}$$

for constants $\alpha, \beta \in \mathbb{R}$. The case $v = 1$ corresponds to $\alpha \equiv 0 \mod 2\pi$.

For any constant values $\alpha, \beta \in \mathbb{R}$, the field content of the obtained Lagrangians is exactly the same. These different theories are related by global transformations involving constant phases. For instance, using previous notations, one has $\psi(v)_L = v\psi'_L = v(\psi'_L)$, which relates fermions fields, and the previously mentioned relation $B(v)_\mu = vB_\mu v^{-1}$, which gets rid of the fields $Z_\mu$ and $W^{\pm}_\mu$. Notice that if one does not require that the final fields behave correctly under $U(1)$-gauge transformations, any values of $v$ are acceptable.

The computation we have presented here is only based on a convenient change of variables at the classical level of the theory, given essentially by (2) and (3). It does not make any reference to some “broken vacuum” (fundamental configuration of $\phi$) which would be responsible for the (spontaneous) breaking of the symmetry.

The most important outcome is that at the classical level the $SU(2)$ symmetry is not broken: it is in fact factored out from the Lagrangian by this change of variables, as one would have expected in some gauge fixing procedure. The gauge group $SU(2)$ is always there, but it does not effectively operate anymore on any fields. This really changes the point of view one has to have on this mechanism in the Standard Model: it looks more like an efficient gauge fixing procedure performed at the classical level than a symmetry breaking mechanism.

It is well known that the quantization of the Standard Model is well behaved with the full Lagrangian $[1]$, for which renormalizability has been established with success, using for instance the $R_\xi$-gauge$^6$. On the contrary, the unitary gauge which is used in our computation is not suitable to construct a reliable perturbative renormalizable theory. Our computation does not seem to give any new light on the technical aspect of the quantization of the theory.

Indeed, one can perform the change of variables presented here in the functional integral defining the quantized version of the theory, starting from the Lagrangian $[1]$. Using the Jacobian of the change of variables from $(\phi, b_\mu, \psi_L)$ to $(U, \eta, B_\mu, \psi'_L)$ (see Appendix $[A]$, one
\[
\int [d\phi][db_\mu][da_\mu][d\psi_L][d\psi_R]e^{iS[\phi,b_\mu,a_\mu,\psi_L,\psi_R]} = \\
\int \eta^3[d\eta][dU][dB_\mu][da_\mu][d\psi'_L][d\psi'_R]e^{iS[\eta,B_\mu,a_\mu,\psi'_L,\psi'_R]}
\]

On the one hand, in the second expression the integration along the \(U\) fields over the gauge group \(SU(2)\) can be factored out because the action does not depend anymore of these fields. One step further, this remains true for the functional integral in the variables of the final Lagrangian \(\mathcal{L}\), where the fields \(W^\pm_\mu, Z_\mu\) and \(A_\mu\) have been introduced. The “volume” of the gauge group \(SU(2)\) can then be factored out in the functional integral at the quantum level, as required by a gauge fixing procedure.

But on the other hand, the presence of the term \(\eta^3\) in the functional integral measure may be the sign that the quantization of the Higgs sector is non trivial with this final Lagrangian.

**Appendix A: Computation of the Jacobian**

For sake of completeness, we expose here the computation of the Jacobian arising in the functional integral for the change of variables \((\phi, b, \psi_L) \mapsto (U, \eta, B, \psi'_L)\), where \(b = (b_\mu)\) and \(B = (B_\mu)\). In fact, it is convenient to compute this Jacobian for the new variables \((U, \sigma, B, \psi'_L)\) where the new field \(\sigma\) is defined as \(\eta = e^{\sigma}\). At the end, we will replace \(\eta[d\sigma]\) by \([d\eta]\).

The change of variables between these fields is summarized in the following relations, where old fields are expressed in terms of new fields:

\[
\phi = U e^{\sigma} \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \psi_L = U \psi'_L, \quad (A1)
\]

\[
b_\mu = UB_\mu U^{-1} + \frac{2i}{g}U(\partial_\mu U^{-1}) \quad (A2)
\]

The functional spaces in which these fields are defined are given by:

\[
\begin{align*}
\phi & \in \mathbb{C}^2 & b, B & \in \mathcal{A} & \psi_L, \psi'_L & \in \mathcal{S} \otimes \mathbb{C}^2 \\
U & \in SU(2) & \sigma & \in \mathbb{R}
\end{align*}
\]

where underlined symbols are spaces of functions with values in the specified space, \(\mathcal{A}\) is the space of \(\mathfrak{su}(2)\)-connection 1-forms and \(\mathcal{S}\) is the space of spinors.
A small variation of $U \in SU(2)$ is an element $U(\varepsilon) \in SU(2)$, where $\varepsilon$ is a small real parameter, such that $U(0) = U$. The quantity $U(\varepsilon)U^{-1}$ is closed to the identity in $SU(2)$, and can be parametrized as $U(\varepsilon)U^{-1} = e^{-i\alpha}$ for a function $\alpha \in \mathfrak{su}(2)$. Deriving along $\varepsilon$, one gets, with the notation $\delta U = \frac{d[U(\varepsilon), U^{-1}]}{d\varepsilon}|_{\varepsilon=0}$, $(\delta U)U^{-1} = -i\alpha$. This gives also $U(\delta U^{-1}) = i\alpha$.

A small variation of $\sigma$ is a $\mathbb{R}$-valued function $\delta \sigma = \lambda \in \mathbb{R}$. A small variation of $\phi$ is an element $\delta \phi \in \mathfrak{su}(2)$. Deriving along $\varepsilon$, one gets, with the notation $\delta U = \frac{dU(\varepsilon)}{d\varepsilon}|_{\varepsilon=0}$, $(\delta U)U^{-1} = -i\alpha$. This gives also $U(\delta U^{-1}) = i\alpha$.

A small variation of the fields $B$ is a collection of functions $\beta_{\mu} \in \mathfrak{su}(2)$. In a more geometric language, $\beta$ defines an element in $\Omega^1 \otimes \mathfrak{su}(2)$, the space of 1-forms on space-time with values in the Lie algebra $\mathfrak{su}(2)$. This is the tangent space to the space $\mathcal{A}$ of $\mathfrak{su}(2)$-connection 1-forms. We introduce the notation $\delta B = \beta$. A small variation of $b$ takes place in the same space.

Small variations of $\psi_L$ and $\psi'_L$ are functions in $S \otimes \mathbb{C}^2$. We will denote by $\delta \psi'_L = \varphi$ such a variation.

The Jacobian one has to compute is the determinant of the matrix

$$J(U, \eta, B, \psi'_L) = \begin{pmatrix}
\frac{\delta \phi}{\delta U} & \frac{\delta \phi}{\delta \eta} & \frac{\delta \phi}{\delta B} & \frac{\delta \phi}{\delta \psi'_L} \\
\frac{\delta b}{\delta U} & \frac{\delta b}{\delta \eta} & \frac{\delta b}{\delta B} & \frac{\delta b}{\delta \psi'_L} \\
\frac{\delta \psi_L}{\delta U} & \frac{\delta \psi_L}{\delta \eta} & \frac{\delta \psi_L}{\delta B} & \frac{\delta \psi_L}{\delta \psi'_L}
\end{pmatrix}$$

Using equations (A1) and (A2), straightforward computations give

$$\delta \phi = -(U\delta U^{-1})Ue^\sigma \begin{pmatrix} 0 \\ 1 \end{pmatrix} + Ue^\sigma(\delta \sigma) \begin{pmatrix} 0 \\ 1 \end{pmatrix}$$

$$\delta b = \frac{2i}{g} \left( d(U\delta U^{-1}) + \frac{2}{g} \left[ b, U\delta U^{-1} \right] \right) + U(\delta B)U^{-1}$$

$$\delta \psi_L = -(U\delta U^{-1})U\psi'_L + U\delta \psi'_L$$

This implies that the only non zero blocks in $J$ are given by the following maps:

- $\frac{\delta \phi}{\delta U} : \mathfrak{su}(2) \rightarrow \mathbb{C}^2$ \quad $\alpha \mapsto -i\alpha \phi$
- $\frac{\delta \phi}{\delta \sigma} : \mathbb{R} \rightarrow \mathbb{C}^2$ \quad $\lambda \mapsto \lambda \phi$
- $\frac{\delta b}{\delta \mu} : \mathfrak{su}(2) \rightarrow \Omega^1 \otimes \mathfrak{su}(2)$ \quad $\alpha \mapsto \frac{2i}{g} D_\mu \alpha$
- $\frac{\delta b}{\delta B} : \Omega^1 \otimes \mathfrak{su}(2) \rightarrow \Omega^1 \otimes \mathfrak{su}(2)$ \quad $\beta \mapsto \text{Ad}_U \beta$
- $\frac{\delta \psi_L}{\delta U} : \mathfrak{su}(2) \rightarrow S \otimes \mathbb{C}^2$ \quad $\alpha \mapsto -i\alpha \psi_L$
- $\frac{\delta \psi_L}{\delta \psi'_L} : S \otimes \mathbb{C}^2 \rightarrow S \otimes \mathbb{C}^2$ \quad $\varphi \mapsto U \varphi$
where $D_b$ is the covariant derivative for the connection $b$ and $\text{Ad}_{U\beta} = U\beta U^{-1}$.

The block $\left( \frac{\delta \phi}{\delta U} \frac{\delta \phi}{\delta \sigma} \right)$ is a square matrix in the sense that it is a map $\mathbb{R}^4 \rightarrow \mathbb{R}^4$ when we identify $\mathbb{R}^3 \simeq \mathfrak{su}(2)$ and $\mathbb{R}^4 \simeq \mathbb{C}^2$. The maps $\frac{\delta b}{\delta U}$ and $\frac{\delta \psi}{\delta \psi_L}$ are also “square matrices” in the same way. The matrix $J$ is then lower triangular, so that its determinant is just the product of the determinant of these three blocks.

The map $\left( \frac{\delta \phi}{\delta U} \frac{\delta \phi}{\delta \sigma} \right)$ is linear on functions, the map $\frac{\delta b}{\delta B}$ is linear on 1-forms and the map $\frac{\delta \psi}{\delta \psi_L}$ is linear on spinors. It is then easy to see that their determinants can be computed as determinants in some finite dimensional vector spaces at each point in space-time: $\mathbb{R}^4$ for $\left( \frac{\delta \phi}{\delta U} \frac{\delta \phi}{\delta \sigma} \right)$, $\mathfrak{su}(2)$ for $\frac{\delta b}{\delta B}$ and $\mathbb{C}^2$ for $\frac{\delta \psi}{\delta \psi_L}$.

The determinant of $\varphi \mapsto U\varphi$ on $\mathbb{C}^2$ is obviously 1 for any $U$. In the same way, results in linear algebra and Lie algebras show that the determinant of $\beta \mapsto \text{Ad}_{U\beta}$ is 1 on $\mathfrak{su}(2)$. In the basis $\sigma_1, \sigma_2, \sigma_3, \mathbb{I}$ of $\mathfrak{su}(2) \oplus \mathbb{R} \simeq \mathbb{R}^4$ and the basis $(\begin{smallmatrix} 1 \\ 0 \end{smallmatrix})$, $(\begin{smallmatrix} 0 \\ 1 \end{smallmatrix})$, $(\begin{smallmatrix} i \\ 0 \end{smallmatrix})$, $(\begin{smallmatrix} 0 \\ i \end{smallmatrix})$ of $\mathbb{C}^2 \simeq \mathbb{R}^4$, the map $\left( \frac{\delta \phi}{\delta U} \frac{\delta \phi}{\delta \sigma} \right)$ takes the explicit form of the $4 \times 4$ matrix

$$
\begin{pmatrix}
\phi_{2y} & -\phi_{2x} & \phi_{1y} & \phi_{1x} \\
-\phi_{2x} & -\phi_{2y} & -\phi_{1x} & \phi_{1y} \\
\phi_{1y} & \phi_{1x} & -\phi_{2y} & \phi_{2x} \\
-\phi_{1x} & \phi_{1y} & \phi_{2x} & \phi_{2y}
\end{pmatrix},
$$

where $\phi = \left( \begin{smallmatrix} \phi_{1x} + i\phi_{1y} \\ \phi_{2x} + i\phi_{2y} \end{smallmatrix} \right)$. The determinant of this matrix is $(\phi_{1x}^2 + \phi_{1y}^2 + \phi_{2x}^2 + \phi_{2y}^2)^2 = \eta^4$.

The determinant of $J$ is then $\eta^4$, which shows that the functional integral measures are related by

$$
[d\phi][d\psi][d\psi_L] = \eta^4[d\sigma][dU][dB][d\psi_L']
= \eta^3[d\eta][dU][dB][d\psi_L']
$$
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