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Abstract

Web services instances can be classified into two categories, namely trusted and untrusted from users. A web service with high throughput (TP) and low response time (RT) instance values is a trusted web service. Web services are not trustworthy due to the mismatch in the guaranteed instance values and the actual values achieved by users. To perform web services selection from users' attained TP and RT values, we need to verify the correct prediction of trusted and untrusted instances from invoked web services. This accurate prediction of web services instances is used to perform the selection of web services. We propose to construct fuzzy rules to label web services instances correctly. This paper presents web services selection using a well-known machine learning algorithm, namely REPTree, for the correct prediction of trusted and untrusted instances. Performance comparison of REPTree with five machine learning models is conducted on web services datasets. We have performed experiments on web services datasets using a ten k-fold cross-validation method. To evaluate the performance of the REPTree classifier, we used accuracy metrics (Sensitivity and Specificity). Experimental results showed that web service (WS1) gained top selection score with the (47.0588\%) trusted instances, and web service (WS2) was selected the least with (25.00\%) trusted instances. Evaluation results of the proposed web services selection approach were found as (asymptotic sig. = 0.019), demonstrating the relationship between final selection and recommended trust score of web services.
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1. Introduction

Web services are loosely coupled, independent, and distributed services that operate on the web infrastructure. Web services are language and platform-independent, making it easier for users to access them in a heterogeneous environment. With the rapid development in web technology, many researchers focused on the functional and interfacing aspects of web services [1]. The first aspect of web services has given birth to industrial standards. For example, 'extensible markup language' (XML) related technologies are used to standardize messages and documents of web services. Web services description language (WSDL) is another standard that is widely used as guidelines for web services. Moreover, 'single object access protocol' (SOAP) is an accepted standard for messages in web services [2].

Web services technology is becoming prevalent and popular due to numerous advantages, including, but not limited to, interoperability, composability, and reusability [2-3]. This has led the world's leading companies, such as Facebook and Google, to provide services and applications in the form of web services [3]. However, the selection of web services is a real challenge for web service users. Among non-functional attributes, RT, TP, and reliability have been widely used in primary studies [4]. Before the recent research, Mao et al. [5] used reliability, RT, and reputation as 'quality of service' (QoS) metrics for selecting web services. Even then, researchers were concerned about the invocation timing of web services. They realized that it was less likely for users to invoke all web services at the same time.

Web services selection is the cornerstone for increasing users’ trust in web services; however, sometimes, selection cannot meet the users’ expectations regarding the QoS metrics values [6]. Web services selection is based on distinguishing the non-functional attributes [7]. A web service with the same functional requirements is promoted as the best candidate for web service selection, making it difficult for users to select the best web service when more than one web services are equally meeting the functional requirements.

A considerable body of web services selection has examined the link between QoS metrics and consumers’ choice to select web services [6-8]. However, service selection based on the QoS metrics has conflict regarding web services selection criteria and performance evaluation methods. In research [9], authors have ranked web services from QoS metrics values using four service selection techniques. In addition, researchers in [10] used QoS metrics and reputation values to select newcomer services. In contrast, research work [11] recommend automated services selection techniques for a better recommendation of web services. Authors in [12] explore web services, geographic location information integrated with the functionality of web services. Latter mentioned studies prefer using the information other than QoS metrics in selecting the web services. Researchers in studies [13-14] explore the trust-based selection of cloud services providers by using their proposed algorithms. They did not use QoS metrics nor geographic location features of web services. Instead, they exploit the objective and subjective data regarding the selection of web services.

Web services are platform-independent and are widely used for better convergence of disparate business functionalities [15]. Similar services compete with each other and can create difficulty for users to select the best performing web services. While the quality of web services is guaranteed in the 'web service level agreement' (WSLA), it is sometimes not reliable for the users [16] because the quality metrics' values guaranteed by service providers are lower than the values obtained at the users' end. Subsequently, this decreases users' trust in web services, which can be illustrated by the following process of web services subscription load.
A web service X is showing the regular operation of TP and RT, according to WSLA. It is due to constant or decreasing load on web service X. Since subscriptions on web service X have expired, TP and RT values are not decreasing. In contrast, another web service Y has a combined load and prescriptions increase. Therefore, web service Y is not meeting the TP and RT goals. User trust in two web services, X and Y, is not the same in the described situations. To meet the increasing load of existing and new prescriptions, web service providers add new servers to fulfill the supply of services. Newly added services, together with the existing web services, present a real challenge for researchers to select the best web services that meet users' expectations.

Moreover, integration with partners' web services and modifications in services are also undertaken to meet the TP and RT values agreed with the customers in the WSLA document. Due to these actions, web service providers ensure that service Y, with its existing functionalities, meets the users' requirements. To ensure that the addition of services is not impacting service Y, and other modifications, performance testing is performed. The purpose of performance testing is to identify the issues in web service Y after adding additional resources. Automated test case suite is developed to measure the peak, normal and exceptional loads on web service Y. Subsequently, a pool of web services can be ranked in a list, and the priority sequence of each web service for the regression testing in a pool is determined that helps users to select web services from a pool of existing and newly added web services.

To cope with this mismatching of quality metrics values attained at two levels (one from a service provider and another from a service user), we need to investigate trust on web services from users' feedback values. Delay in response to a user request and low TP values of web services have never been addressed by training classifiers on web services metrics values [1, 3]. Consequently, we aim to use classification models to examine instances of web services datasets for the selection of web services, which qualify the high trust score from users.

Our contributions are summarized as follows:
1. We propose to perform the selection of web services, using calculated trust score from the classification of web services instances.
2. We analyze web services quality metric values attained at the users' end.
3. We construct and implement fuzzy rules to compute the trust of web services users from each instance value.
4. We perform a comparative analysis of REPTree with the other five classifiers via sensitivity and specificity measures.

In this paper, Section 2 presents a literature review of the existing studies. Section 3 offers the proposed approach to select web services from users' feedback on the invoked instances of web services. Section 4 presents the experimental setup and detailed implementation of the proposed approach on web services datasets, while section 5 and 6 present results and discussion. Section 7 presents threats to validity, and section 8 concludes this study with future works.

2. Literature Review

In recent years, machine learning algorithms have been widely employed in different research domains. There is a growing literature on the use of machine learning algorithms due to their strength in classification. In this section, we present how other researchers have used classification approaches in web services selection.
Yahyaoui et al. [17] have proposed an approach specific to web services and their quality attributes. The quality attributes are extracted from using the set theory. Fuzzy classification rules are extracted that help in matchmaking of web services. A matchmaking aspect needs further improvement by using hybrid techniques. Before this study, Mohanty et al. [1] used well-known classification models to predict web services classification. The TreeNet and J48 classification models were found to be outstanding compared to other models in terms of the accuracy of results. This study found that reliability, RT, TP, documentation, and success ability were the essential features of web services.

To predict the most critical quality features is not precisely the solution for selecting web services. That is why Liu et al. [18] used semantic features of web services and used the accuracy of results to select web services. The accuracy of results based on the classification of web services was different from the semantic information-based classification. Naive Bayes algorithm could provide better results of web services using semantic information. In the latter given study, the authors used interfacing and usability features to classify web services. Chen et al. [19] stated that their proposed approach outperformed the other methods of measuring the similarities in web services discovery. The performance of the proposed plan was calculated by using F-measure, recall, and precision accuracy metrics.

To address the class imbalance data, Maratea et al. [20] proposed adjusted F-Measure that weighed recall more than the precision to be able to strengthen false negative (FN) values. As a result, a new confusion matrix was built by the conversion of positive values into negative values.

Chen et al. [21] used recall, precision, and F-Measure in assessing the predictive capabilities of model-based 'Best-first tree' (BFtree), 'Naive-Bayes tree' (NBtree), and 'Random-forest tree' (RFtree) classifiers. They found that higher values of quality metrics resulted in a better model. Among the three classifiers, RFtree performed better than the other two classifiers in the validation of datasets.

### 2.1 Trust-based Web Services Selection

To address the challenges of web services selection, researchers have used QoS based approaches. Mallayya et al. [22] proposed a strategy of using the preferences given by users over QoS parameters. The proposed algorithm involves the feedback given by users that helps in determining the reputation of web services. They implemented the proposed approach to a travel application and found that the proposed method took low execution time. Before the proposal of the latter proposed approach, Elfirdoussi [23] also involved the web services and pertinent QoS aspects to select web services. A user's request was matched to the best web service that reduced time in the composition and selection of web services. The common point between these two primary studies is the utilization of user preference, and QoS aspects of web services and user feedback remained an essential component of the proposed approaches.

In a recent study, Lu and Yuan [24] emphasized trustworthiness selection of cloud web services having the same functionalities. They used TOPSIS as a ranking algorithm to assess web service users' trust by combining objective and subjective aspects. The objective aspects of cloud services were undertaken for monitored values of QoS features, i.e., reliability. Entropy weights were assigned to QoS features, which helped reduce the impacts of false and artificial sources of information. Trust's subjectivity was reflected through the trust performance. Weights of objective and subjective aspects were integrated and evaluated by the TOPSIS algorithm. Therefore, it is evident that TOPSIS is an efficient approach for examining multiple objects with the same attributes.
In order to normalize data of QoS features and entropy weights, vector normalization was selected as a better choice than the linear normalization. Before this study was undertaken, Saoud et al. [25] assessed the rating given by end-users to examine the trust approach. The proposed strategies were known as deterministic and probabilistic. The main aim behind the strategy's proposal was to allow the users to select web services using the trust levels. The probabilistic approach was found to be more robust than the deterministic one.

An increased number of web services makes it harder for users to select web services that efficiently meet their requirements according to services level agreement (SLA). To address the challenges of web services ranking, Wong et al. [26] used the WS-Dream dataset of web services with TP and RT quality metrics. They determined the web services violation by matching TP and RT values beyond the threshold to users' observed values. They proposed sixteen fuzzy rules coupled with the machine learning model to decide whether the web service worked within the agreed document or crossed the threshold values. The first limitation of the lateral mentioned approach is that web services datasets have not been explicitly mentioned. The second limitation of the lateral mentioned study is that it does not explicitly reveal the web services selection using TP and response metrics.

Data mining is an emerging research field with many applications to deal with knowledge discovery. Data mining helps in visualizing, understanding, and analyzing extensive data collected from various sources. Data mining study includes the summarization, association, classification, clustering, and prediction [27]. In our proposed approach, we use data mining for the selection of web services. It is necessary to choose the most appropriate classifiers for web services' numerical data. Therefore, we provide an overview of classification techniques as follows:

2.2 Advantages and Disadvantages of Classification Techniques

2.2.1 Naive Bayes Approach

Advantages: This classification technique has been used for the classification of web applications based on defects prediction. It provides precision and accuracy when it is applied to a large size dataset.

Disadvantages: This classification technique provides zero values based on probability when an occurrence has no class label and attribute values. It also requires a solid assumption to shape the data [28].

2.2.2 J48 Approach

Advantages: This classification technique has been used as a predicting model to find valuable information from massive data. This technique also accounts for missing values and ranges.

Disadvantages: It works only on the linearly available separable data. It involves N-P complete problems. It ignores the correlation between attributes. It has difficulty in dealing with the missing information. It favors a method that has more values [29].

2.2.3 Bagging Approach

Advantages: Bagging algorithm is usually applied to increase the prediction accuracy of other classifiers. The central concept behind bagging is to aggregate the several complex classifiers and then average the output of different models. The bagged trees, which are the main parameters, are not pruned, and all features are considered when the tree looks for the best split from each node [30].
Disadvantages: Sometimes, this classifier mildly degrades the performance of the best classifier like K-Nearest Neighbors.

2.2.4 Multi-logistic Regression Approach
Advantages: This classification technique has been used to calculate probabilities of various classes based on a linear combination of observed features
Disadvantages: It does not solve the non-linear problem. It requires the identification of independent and dependent variables [31].

2.2.5 OneR Approach
Advantages: A simple classification technique which generates a set of rules, and a practice with the smallest error ratio is chosen. For numerical data classification, the OneR technique divides the values into many ranges.
Disadvantages: OneR classifier randomly selects one of the rules, and it makes use of inefficient information when several rules have the same information [32].

Moreover, a few tree-based classifiers have been used on numerical data. One of these classifiers is 'Reduced Error Pruning Tree' REPTree classifier, which is used to build a decision or a regression tree. According to Mesaric and Sebalj [33], REPTree works as a fast decision tree learner using information gain as the splitting criterion, and prunes it using the reduced error pruning. Gonzalez-Robledo et al. [34] used REPTree and J48 (advanced version of C4.5) classifiers in a primary study. The former classifier is based on the information gain and uses reduced error-pruning for back-fitting. Both classifiers are tree-based. Hussain et al. [35] stated that J48, along with other classifiers, was effectively applied to numerical and categorical attributes. Subsequently, we propose to use REPTree as a base classifier and validate its performance using the additional five classifiers.

3. Proposed Approach
This section presents the explanation of the proposed approach and its consequences on the web services classification: The proposed web services selection approach exploits a binary classification of TP and RT metrics. Users give both the TP and RT values as feedback about the invoked web services. The feedback values are preprocessed and normalized to make useful classification of users' invoked web services instances. In Fig. 1, we present the algorithm of the proposed approach.
Fig. 1 is the overall demonstration of web services instances classification and selection by using fuzzy rules. A user trust-based approach is explained with several loops and control statements. For instance, values of web services metrics \((m_1, \ldots, m_n)\) are normalized for further processing. As fuzzy rule function is executed on normalized web services metrics values, we find a very precise class of metric for web service instances. Furthermore, we label classes as per our findings from the latter discussed function. We provide fuzzy rules construction in section 3.2. As fuzzy rules' mapping through the function completes, we classify the web services instances by machine learning methods. Thus, fuzzy rules provide the ground truth for accurate classification of trusted and untrusted instances of web services. Our proposed TP% method (explained in section 3.3) is used to calculate each web service's trust score. The trust score of web services determines the trust-based selection of web services.

**Fig. 1.** An overview of the proposed algorithm

```
| Input: web services performance metrics \(P = \{m_1, m_2, \ldots, m_n\}\) |
| Output: Ranked web services (Trusted or Not Trusted) |
| Begin: |
| 1. for \((m_1, \ldots, m_n)\) c WS // for all web services metrics |
| 2. Do normalize \((m_1, \ldots, m_n)\) // Check metrics values are normalized |
| 3. Construct fuzzy rules // Proposing fuzzy rules |
| 4. Run Fuzzy rules (rule 1..rule5) // Running fuzzy rules |
| 5. If \((NV = R1)\) Then Trust = Medium // Rule 1 is run to map metrics value |
| 6. Else If \((NV = R2)\) Then Trust = Medium // Rule 2 is run to map metrics value |
| 7. Else If \((NV = R3)\) Then Trust = High // Rule 3 is run to map metrics value |
| 8. Else If \((NV = R4)\) Then Trust = High // Rule 4 is run to map metrics value |
| 9. Else If \((NV = R5)\) Then Trust = Low // Rule 5 is run to map metrics value |
| 10. Web services instances \(\rightarrow\) label \((C, rule M)\) do // Label classes by using rules' mapping |
| 11. if TP% value = maximum Then |
| 12. Rank web service \(\rightarrow\) trusted Else |
| 13. Web services \(\rightarrow\) untrusted |
| 14. Return (Ranked web services) |
| End |
```

Where \(NV\) is the normalized value of web metrics TP and RT.

**Fig. 2.** Flowchart of trust-based selection of web services approach
Based on the above discussion and algorithm of the proposed approach, we present an overview of the trust-based forecast of web services selection as shown in Fig. 2, which demonstrates the flow process of proposed trust-based selection of web services. Given schema is aligned with the algorithm of the proposed approach. As shown in Fig. 2, trust-based prediction uses web services with the similar functionality as a starting point, and after several processes, it ends in the final predicted selection of web services.

3.1 Data Preprocessing

Data preprocessing has become an essential technique to extract new information from scenarios of a large dataset. This technique is aimed to reduce the complexity inherent in real-world datasets. Thus, a dataset can be easily processed using classification methods. A precise and faster learning process is set for the logical structure of raw information [36]. Data preprocessing techniques involve preprocess of the imbalanced dataset by altering the data's distribution as per the goals of users. Then any of the standard algorithms is used to preprocess the dataset [37]. We use the data normalization technique for data preprocessing, as given in the subsequent section.

3.2 Data Normalization

Data normalization, in general, is applied to numerical data when the range of raw data has a variance. This variance in the data can decrease the performance of machine learning algorithms. Several normalization methods have been used in the research, i.e., min-max normalization and standard score [38]. Min-max normalization scales the data features between 1 and 0, and this method is suitable for our chosen dataset because positive values are required. As shown in the following equation (1), the normalized value $Z_i$ is computed for an attribute $x$ from the best values considered as the highest one.

$$Z_i = \frac{x_i - \min \ (x)}{\max \ (x) - \min \ (x)}$$

where $x_i$ is the value of an attribute, and min and max denote the minimum and maximum values on all value of the respective attribute.

3.3 Fuzzy Rules Construction

Construction of fuzzy rules is employed to learn the structure of web services instances. The rationale behind proposing fuzzy rules is to improve the binary classification for the correct selection of web services. We cannot assign a class to web service instances without any evidence of handling the sparse values of web services instances. Fuzzy logic increases the power of decision making to label the information consistently. Before our proposed work, Oliff and Liu [39] developed a decision support model after extracting the fuzzy rules. Since we propose to use machine learning models on our emphasized and correctly labeled values of web services instances, we require to train on the correctly labeled information of web services [40]. We construct fuzzy rules with the objectives of labeling normalized web services instances data and keeping web services transactions into two classes. We propose to use users' feedback in terms of TP and RT values that users report after they invoke web services.

Furthermore, we interpret the users' given feedback by constructing rules as given in Table 1. We interpret statements of the rules to decide the mode of a user. As stated in the following table about the description of fuzzy rules, we propose to keep fuzzy rules into two
classes to perform binary classification. We have grouped various observations into two classes by splitting the data based on the similarities [41]. In Table 1, we present the examples of our proposed IF-THEN rules.

| Rule No. | Rule Structure                                                                 |
|---------|-------------------------------------------------------------------------------|
| 1.      | If throughput value is acceptable OR response time value is non-acceptable, Then a user's trust will be medium. |
| 2.      | If the response time value is acceptable, Then a user's trust will be medium.   |
| 3.      | If the response time value is amazing OR throughput value is acceptable, Then a user's trust will be high.      |
| 4.      | If the response time value is amazing OR throughput value is amazing, Then a user's trust will be high.          |
| 5.      | If response time is non-acceptable OR throughput value is non-acceptable, Then a user's trust will be low.       |

We have constructed fuzzy rules from our observations of the dataset used in this study (see Table 1). For the construction of fuzzy rules, we have combined TP and RT values. The purpose of using the values of TP and RT together is to achieve better construction of rules. Subsequently, we state how these rules can be interpreted and used to label instances or transactions.

| Linguistic Value   | Numerical Ranges |
|--------------------|------------------|
| Non-acceptable     | [0.00; 0.30]     |
| Acceptable         | [0.30; 0.70]     |
| Amazing            | [0.70; 1.00]     |

| Linguistic Value   | Numerical Ranges |
|--------------------|------------------|
| Amazing            | [0.00; 0.30]     |
| Acceptable         | [0.30; 0.70]     |
| Non-acceptable     | [0.70; 1.00]     |

| Linguistic Value   | Numerical Ranges |
|--------------------|------------------|
| Low                | [0.00; 0.30]     |
| Medium             | [0.30; 0.70]     |
| High               | [0.70; 1.00]     |

As we know that TP and RT are inversely proportional to each other, we keep them together to avoid a long listing of rules. The first rule aims to identify the users with medium-level trust in web services regarding RT and TP instances and their values. An instance with the acceptable TP metric value and non-acceptable RT values makes a user medium-level trusted in respective web services. The second rule aims to show that a user's trusted on a web service
is medium-level since RT value is acceptable. In comparison to TP, and RT values stated in the SLA, a user with the medium trust level cannot be kept in the C1 class of web services instances. Therefore, we follow rule 1 and rule 2 in class C0. The third rule mentions that a user has given feedback by referring to RT’s amazing value and an acceptable value of TP. Therefore, trust-level of a user for such kind of web service is high. The fourth rule mentions that a user's trust level is high as RT and TP metrics have amazing values. In case a user gives feedback for a web service by saying non-acceptable RT and TP metrics values, then a user's trust level is low on web services.

Tables 2-4 show us the linguistic values, numerical ranges for each RT and TP instances, and the output membership function. The implementation of proposed fuzzy rules has been conducted in Python Notebook 3.0 with the help of scikit-fuzzy libraries [42], as given in the following Table 5.

Table 5. Proposed fuzzy rules’ implementation

| Rule No. | Rule's Implementation |
|----------|-----------------------|
| 1.       | rule1 = ctrl.Rule(tput['Acceptable'] | rtime['Non-acceptable'], trust['medium']) |
| 2.       | rule2 = ctrl.Rule(rtime['Acceptable'], trust['medium']) |
| 3.       | rule3 = ctrl.Rule(rtime['Amazing'] | tput['Acceptable'], trust['high']) |
| 4.       | rule4 = ctrl.Rule(rtime['Amazing'] | tput['Amazing'], trust['high']) |
| 5.       | rule5 = ctrl.Rule(rtime['Non-acceptable'] | tput['Non-acceptable'], trust['low']) |

We propose the application of Takagi-Sugeno fuzzy inference system (FIS) modeling due to its decisive role in optimization techniques [43]. The inference method derived from this modeling, and typical fuzzy rules, based on the assumption that every rule has two inputs with the logical operator 'OR' operation, are written in Table 1. For instance, our input variables RT and TP use three fuzzy sets: non-acceptable, acceptable, and amazing. Membership functions of three fuzzy sets can be triangular. A crisp value is the conclusion of Takagi-Sugeno FIS.

3.4 Trust Prediction (Tp')

We propose a web services selector using confusion matrix measures. For this, we aim to select web services on correctly predicted 'true positive' TP instances. To compute the trusted instances of web services, we propose a TP% age method as given in equation (2). We aim to use the true positive measure of confusion matrix results. Based on the TP %age, we calculate the trust score of web services users on the chosen web services.

$$TP\%age = \frac{TP\ value}{Total\ Instances} \times 100$$  \hspace{1cm} (2)

where TP value is expressing the number of correctly predicted TP instances, and Total instances are the sum of web services instances. We propose TN %age from a true negative measure of confusion matrix results, as shown in equation (3).

$$TN\%age = \frac{TN\ value}{Total\ Instances} \times 100$$  \hspace{1cm} (3)
where TN value expresses the true negative correctly predicted web services instances, although we use TP percentage method to calculate the trust score of web services, we may apply TN %age method wherever we find the web services with duplicate TP %age. If two or more than two web services obtain the same trust score, TN %age is alternatively applied to measure the trust score of web services. In such a case, a web service with a least TN %age is deemed most trusted by users.

4. Experimental Setup

This section presents experiments on the dataset of web services to evaluate the proposed web services selection approach. Moreover, the description of the dataset, cross-validation method and accuracy metrics are given as follows:

4.1 Dataset

We propose using the quality of services (QoS) dataset known as the WS-DREAM dataset of web services. This dataset contains 339 user invocation records for 5258 web services. This dataset has been used in many primary studies [13, 44-45]. The original statistics of this dataset are given in Table 6.

### Table 6. Dataset statistics

| Item                                      | Value    |
|-------------------------------------------|----------|
| Users                                     | 339      |
| QoS Records (5 web services)              | 1695     |
| Throughput Range (Kbps)                   | 1~1000   |
| Response Time Range                       | 0~20s    |

4.2 Cross-Validation

We select TP and RT as a QoS metric and use a 10-fold cross-validation technique. The training set is divided into 10-fold of equal size, where one set is kept for testing and the remaining nine sets for training.

4.3 Accuracy Metrics Determination

We determine precision, F-measure, sensitivity, and specificity accuracy metrics values from 10-fold cross-validation. We provide formal definitions of accuracy metrics used in this study, as given follows:

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (4)
\]

\[
F - \text{Measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (5)
\]

\[
\text{Accuracy Acc.} = \frac{TP + TN}{TP + TN + FP + FN} \quad (6)
\]
F-measure metric, along with precision and recall, has been recently used by Chen et al. [9] as an evaluation and discovery method for web services. Both the precision and recall have been integrated, as shown in equation (5).

Sensitivity or recall is computed as a ratio between truly classified 'true positive' TP instances and the sum of TP and 'false negative' FN instances.

\[
\text{Sensitivity} = \frac{TP}{TP + FN} 
\]  

Specificity is computed as a ratio between truly classified 'true negative' TN instances and the sum of the TP and 'false positive' FP instances.

\[
\text{Specificity} = \frac{TN}{TN + FP} 
\]

Before classifying the instances of web services, we perform the labeling of our two proposed classes C1 and C0. Hence, we use binary classification and organize the web services instances either within the users' trust level or beyond their trust level.

4.4 Results

This section presents the classification of web services instances and the evaluation results of our proposed approach. First, we show the web services classification results before applying fuzzy rules to label the web services instances from web services datasets. Rather than using the random labeling for web services instances, we propose to use labeling of web services instances in equal numbers (C1 = 34), and (C0 = 34); where C1 is the class of trusted web services instances, and C0 is the class of untrusted web services instances. It is done to avoid the labeling bias in the training of our chosen classifiers. Non-trivial classification accuracy is ensured by balancing the true positive and true negative instances [38]. Furthermore, we computed sensitivity and specificity accuracy metrics results and presented them with the same metric results in the lateral part of this section.

Logistic classifier showed a high accuracy (Acc = 0.5147) following by OneR with (Acc = 0.4705) from WS1 dataset; J48 classifier showed accuracy (Acc = 0.6911) followed by OneR with (Acc = 0.6764) from WS2 dataset; J48, and BayesNet showed accuracy (Acc = 0.4411) followed by OneR with accuracy (Acc = 0.4264) from WS3 dataset; J48, OneR, and BayesNet showed accuracy (Acc = 0.4411) followed by REPTree with accuracy (Acc = 0.4264) from WS4 dataset; and Logistic showed accuracy (Acc = 0.5735) followed by REPTree with accuracy (Acc = 0.5441) from WS5 dataset. It is revealed that Logistic, OneR, J48, BayesNet, and REPTree target the trusted and untrusted instances of web services with high accuracy in comparison with the Bagging classifier.

We exploit the confusion matrix to interpret the results from the classification of web services instances after using fuzzy rules. This interpretation of results allows us to conclude the instances into many ranks for the chosen web services. For example, we have a confusion matrix of WS3 with a 20% density. We find the following items of the confusion matrix, as given in Table 7.
Table 7. Confusion matrix of WS3 dataset

| N = 68 | Predicted No | Predicted Yes |
|-------|--------------|---------------|
| Actual No | TN=44 | FP=01 | 45 |
| Actual Yes | FN=03 | TP=20 | 23 |

Table 7 shows the confusion matrix measures results of the WS3 dataset from the REPTree model. Similar to results given in Table 7, we obtain the confusion matrix measures results of other web services datasets. A confusion matrix provides us with an idea of how accurate instances are classified. As shown in Table 8, a total of 68 instances from two classes, C1, and C0, have been classified. Out of 21 instances from class C1, 20 instances were correctly predicted as instances of the WS3 dataset. Out of 47 instances labeled as C0, 44 instances were correctly predicted.

Table 8. Web services two classes correct classification from REPTree classifier

| Dataset | C1 class instance | C0 class instance | TP | TN | FP | FN |
|---------|-------------------|-------------------|----|----|----|----|
| WS1     | 34                | 34                | 32 | 33 | 2  | 1  |
| WS2     | 19                | 49                | 17 | 46 | 2  | 3  |
| WS3     | 21                | 47                | 20 | 44 | 1  | 3  |
| WS4     | 28                | 40                | 28 | 34 | 0  | 6  |
| WS5     | 29                | 39                | 22 | 37 | 7  | 2  |

Results presented in Table 8 give us an indication of the correct classified instances within the user trust level and beyond the trust level. It was helpful for us to correctly predict the trust of users on the invoked web services. In Table 9, we present the %age values of each of the four measures from the respective confusion matrixes of web services datasets. The %age values shown in Table 9 are calculated from REPTree confusion matrix measures.

Table 9. Confusion matrix measures based on two classes' values

| Dataset | Trusted Class (TP %) | Untrusted Class (TN %) | Selection cum Ranking |
|---------|----------------------|------------------------|-----------------------|
| WS1     | 47.0588              | 48.5294                | 1                     |
| WS2     | 25.0000              | 67.6400                | 5                     |
| WS3     | 29.4117              | 64.7058                | 4                     |
| WS4     | 41.1764              | 50.0000                | 2                     |
| WS5     | 32.3529              | 54.4117                | 3                     |

Table 9 shows the percentage distribution of values from four confusion matrix measures used for the selection of web services. FP % and FN %, as shown in Table 9, express the false positive and false negative percentage values. Users' trust based on the prediction of instances within the users' trust level (FP %) was demonstrated in terms of selection cum ranking score, which is calculated by using equation (2). Furthermore, we computed untrusted users using equation (3). Due to accumulated and correctly predicted instances within the users' trust level, we established a selection of web services. It interprets that every web service shows a particular correct classification of instances within the users' trust level.
4.5 Performance Comparison of Classifiers

To evaluate the performance of the chosen REPTree classifier, we use other five classifiers on the same web services dataset. The purpose of using J48, OneR, Bagging, Logistic, and BayesNet classifiers is to observe whether the former classifier performs better than the rest of classifiers. Moreover, we compare the classifiers' performance for the correct classification of instances within the user trust level and beyond the trust level in terms of sensitivity and specificity metric values.

Table 10. Sensitivity and specificity results before and after using fuzzy rules

| Dataset | Classifier | Sensitivity II | Specificity II | Sensitivity I | Specificity I |
|---------|------------|----------------|----------------|---------------|---------------|
| WS1     | REPTree    | 0.9696         | 0.9428         | 0.4000        | 0.4211        |
|         | J48        | 0.8618         | 0.9677         | 0.4500        | 0.4285        |
|         | OneR       | 1.0000         | 1.0000         | 0.4750        | 0.4643        |
|         | Bagging    | 0.9090         | 0.8857         | 0.4411        | 0.4412        |
|         | Logistic   | 0.9142         | 0.9393         | 0.5238        | 0.5106        |
|         | BayesNet   | 0.9090         | 0.8857         | 0.4500        | 0.4285        |
| WS2     | REPTree    | 0.8500         | 0.9583         | 0.6086        | 0.7272        |
|         | J48        | 0.8095         | 0.9574         | 0.6382        | 0.8595        |
|         | OneR       | 0.8261         | 1.0000         | 0.6250        | 0.8000        |
|         | Bagging    | 0.8181         | 0.9782         | 0.6000        | 0.6428        |
|         | Logistic   | 0.8667         | 0.8868         | 0.5800        | 0.7222        |
|         | BayesNet   | 0.8261         | 1.0000         | 0.4411        | 0.4411        |
| WS3     | REPTree    | 0.8695         | 0.9777         | 0.4047        | 0.3461        |
|         | J48        | 0.9090         | 0.9782         | 0.4500        | 0.4286        |
|         | OneR       | 0.8000         | 0.9767         | 0.4390        | 0.4074        |
|         | Bagging    | 0.9524         | 0.9787         | 0.3666        | 0.3947        |
|         | Logistic   | 0.7727         | 0.9130         | 0.3636        | 0.2500        |
|         | BayesNet   | 0.9524         | 0.9787         | 0.4500        | 0.4285        |
| WS4     | REPTree    | 0.8235         | 1.0000         | 0.4545        | 0.3076        |
|         | J48        | 0.8387         | 0.9459         | 0.4500        | 0.4285        |
|         | OneR       | 0.6842         | 0.9333         | 0.4500        | 0.4285        |
|         | Bagging    | 0.8065         | 0.9189         | 0.3448        | 0.3846        |
|         | Logistic   | 0.7333         | 0.8421         | 0.3902        | 0.3333        |
|         | BayesNet   | 0.8235         | 0.9787         | 0.4500        | 0.4285        |
| WS5     | REPTree    | 0.9166         | 0.8409         | 0.5283        | 0.6000        |
|         | J48        | 0.9166         | 0.8409         | 0.4564        | 0.4091        |
|         | OneR       | 0.8519         | 0.8537         | 0.5161        | 0.5135        |
|         | Bagging    | 0.9565         | 0.8444         | 0.4705        | 0.4706        |
|         | Logistic   | 0.6923         | 0.2619         | 0.5757        | 0.5714        |
|         | BayesNet   | 0.9565         | 0.8444         | 0.4500        | 0.4285        |

Sensitivity is the proportion of true instances within the users' trust of web services datasets. On the other hand, specificity is the proportion of instances beyond the users' trust level. Table 10 shows classification results for each type of machine learning classifier when trained on web services instance data: trusted instance of web services and cases untrusted of web services. For qualitative characterization, we emphasize the sensitivity results. In this context, sensitivity g 0.90 indicates an excellent accuracy while a classifier having f 0.60 is considered...
a weak classifier [46]. Sensitivity I and Specificity I represent results before using fuzzy rules, while Sensitivity II, and Specificity II represent results after using fuzzy rules (see Table 10).

For WS1 dataset, OneR achieved the highest performance metrics: a sensitivity II of 1.000, and a specificity II statistics of 1.000. For the WS2 dataset, the Logistic classifier outperformed the rest of classifiers in terms of sensitivity II (0.8667), while the OneR classifier achieved the highest performance metric in terms of specificity II (1.000). For the WS3 dataset, Bagging and BayesNet classifiers reached the highest sensitivity II: 0.9524, while J48, Bagging, and BayesNet attained the highest specificity II: 0.9787. For the WS4 dataset, J48 classifier achieved the highest sensitivity II: 0.8387, while the REPTree classifier achieved the highest specificity II: 1.000. For the WS5 dataset, Bagging and BayesNet achieved the highest sensitivity II: 0.9565, while OneR achieved the highest specificity II: 0.8537.

Before using fuzzy rules for labeling of web services instances, we achieved lower sensitivity I and specificity I value from WS1-WS5 web services datasets. Statistics shown in Table 10 indicate that none of the classifiers attained excellent sensitivity I for WS1-WS5 datasets. However, REPTree along with J48, OneR, and Bagging classifiers achieved sensitivity I greater than poor one from WS2 dataset.

4.6 Performance Evaluation of the Proposed Approach

To evaluate the performance of the proposed approach, we consider the following points.

1. Computed TP %age of each web service
2. Initial selection and
3. The final selection of web services

We apply p-value to see the relationship between the three factors. We discuss nonparametric tests and then select the one that is more appropriate for our case. Wilcoxon signed-rank test is suitable for a small number and repeating measures. Karaboga and Kaya [47] used the Wilcoxon signed-rank test for comparison of two extended versions of Artificial Bee Colony algorithms. P-Value was taken as a pivotal factor in reporting the better algorithm. Before our proposed work, Kaur and Kaur [48] also used the Wilcoxon test to see the differences between the performances of various classifiers. They found that 'instance-based learner' IBk classifier was the most accurate classifier by Friedman test. In recent work, Kitchenham et al. [49] used the Wilcoxon test to convert data into ranks of two datasets of n measures. Wilcoxon (W) test was represented as:

\[ W = U + \frac{(N + 1)N}{2} \]  

Both W and U were used based on the assumption that there were no duplicate values. Besides the Wilcoxon signed-rank test, Kitchenham et al. [49] reported that nonparametric tests, particularly with 'nonparametric two way repeated measures' ANOVA, were other data analysis approaches which are more appropriate for ordinal data. Since the final trust score (TP %age) is derived from the subjective assessment of web services profiling, we consider that ANOVA analysis is more suitable than the Wilcoxon test to evaluate our proposed approach of web services selection. Before reporting the ANOVA two-way variance results and their interpretation, we present the original Friedman Formula in equation (10).
\[ M = \frac{12}{NK(K+1)} \sum (R_i)^2 + 3N(K+1) \]  

(10)

where \( K \) is the number of columns in the treatment, and \( n \) is many rows. \( R_i \) expresses the number of ranks.

We performed (ANOVA) in SPSS 23.0. We find that \( M \) is > than the critical value, so the null hypothesis is rejected. It indicates that initially selected web services are dissimilar in their new positions. In our case, we have two measurements of our dependent variable: initial selection/position and final selection/position of web services. For example, we collect initial selection and a final selection of web services for our calculated TP %age values. The purpose of using ANOVA is to statistically compare similarity or dissimilarity before and after TP % distribution. We use the same web services, and two samples are taken where the first sample implies the initial selection and TP %age values, and the second sample suggests the relationship between final selection and TP %age values. We proceed with the construction of null and an alternative hypothesis as given follows:

H0: The distributions of TP% values, Initial Position, and Final Position are the same.

HA: The distributions of TP% values, Initial Position, and Final Position are not the same.

We present ANOVA results in Table 11. From Table 11, we can see that p-value (sig.) is less than 0.05, indicating that the alternative hypothesis is accepted. Moreover, the initial selection and final selection of web services are significantly different after the computation of TP %age values.

**Table 11. Hypothesis test summary**

| Hypothesis Test Summary | Null Hypothesis | Test | Sig. | Decision |
|------------------------|----------------|------|------|----------|
| 1                      | The distributions of TP% values, Initial Position, and Final Position, are the same. | Related-Samples Friedman's Two-Way Analysis of Variance by Ranks | .019 | Reject the null hypothesis. |

Asymptotic significances are displayed. The significance level is .05.

**Table 12. Hypothesis testing results**

| Test | Related-Samples Friedman's Two-Way Analysis of Variance by Ranks |
|------|---------------------------------------------------------------|
| Sig. | 0.0193054387731441                                           |

Decision | Reject the null hypothesis. |

\( H_0 \) Null Hypothesis | The distributions of TP % values, Initial Position, and Final Position, are the same. |
\( H_A \) Hypothesis | The distribution of TP % values, Initial Position, and Final Positions are not the same. |

**Table 12** shows the summary of the hypothesis testing results. P-value (sig) allows us to make a precise statement about an event that has not occurred. Moreover, the decision, \( H_0 \), and \( H_A \) hypothesis statements depict the summary of our hypothesis testing in this paper.
To see whether the finding is statistically significant, we performed Friedman's Two-way ANOVA test. As shown in Table 13, the difference observed across 2 degrees of freedom is significant (Asymptotic Sig. (2 sided = 0.019) as value is less than 0.05, so the null hypothesis is rejected. Subsequently, we can conclude that TP%, initial selection, and final selection are closely related to each other.

### 5. Discussion

The performance of machine learning classifiers evaluated by the 10-fold cross-validation using different statistical accuracy metrics, including precision, F-Measure, sensitivity, and specificity, is determined. In terms of accuracy metrics, Bagging, and BayesNet classifiers showed the highest predictive performance for WS3 dataset, followed by J48, and REPTree classifiers. Generally, the accuracy results given by five metrics indicate that all classifiers showed robustness and high-performance results to be used for the classification of web services instances.

Based on the trust prediction of web services datasets, six classifiers were evaluated. The analysis of all six classifiers revealed that each classifier reflected the data it contained. For instance, WS1 dataset exhibited a relatively balanced prediction performance of trusted instances and untrusted instances of web services with high sensitivity and specificity rates (Table 10). The WS2 dataset enclosed more untrusted web services instances than trusted instances; hence, it showed a higher specificity. WS3 also showed a higher performance prediction for untrusted instances than trusted instances and revealed a higher specificity.

Furthermore, WS4, and WS5 web services datasets contained a higher number of untrusted web instances than the trusted instances of web services. Therefore, the specificity of WS4 dataset remained higher from REPTree classifier in comparison to other classifiers. On the other hand, the sensitivity for WS5 dataset remained higher for WS5 dataset from REPTree classifier.

We noticed the most striking result that emerged from web services datasets was the correlation between the initial accuracy metrics (sensitivity I and sensitivity II), and (specificity I and specificity II). Big improvement in the performance of REPTree and other five classifiers is worth mentioning because all experiments result showed sensitivity I, and specificity I changed to highly significant sensitivity II, and specificity II. Mainly, fuzzy rules were used to correctly label the instances that resulted in improving the classifiers' performance. We further explain that improvement in REPTree classifier is dependent mainly on the accuracies gained before and after using the fuzzy rules.
6. Threats to Validity

There are some limitations to this work. First, binary classification is restricted to classifying the instances within two classes. Alternatively, we can employ multiple classifications of web services to achieve better accuracy in the selection. Although we trained multiple classifiers on our chosen web services datasets and used REPTree and J48, OneR, Bagging, Logistic, and BayesNet classifiers, we can improve the results accuracy by selecting the most advanced classification techniques. Alternatively, we can propose our classifier for the accurate classification of web services instances. We applied ANOVA two-way variance as a statistical method to evaluate the proposed web services selection approach. To assess and compare our proposed plan, we have not considered other evaluation metrics for the selection of web services.

7. Conclusion and Future Implications

This paper presents web services selection using the feedback for TP and RT instances from web services users. A classifier, namely REPTree, has been used for the correct prediction of web services instances (trusted or untrusted). Correctly predicted Users' trusted instances had been further used to select the web services. The WS1 dataset has been selected as the most trusted web service and WS2 as the least trusted web service. Trust-based selection of web services through classification is one of the continuous developments for better regression testing of web services. J48, OneR, Bagging, Logistic, and BayesNet classifier were used to compare the performance of REPTree classifier using precision, F-Measure, accuracy, sensitivity, and specificity metrics. We used a nonparametric (Two-way ANOVA analysis) test to evaluate the web services selection approach and found that the distribution of TP %age value, initial selection, and final selection were not the same. We plan to perform regression testing of web services by using our ranking based selected web services in the future work.
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