Effect of caffeine on resting-state alpha activity across the human menstrual cycle
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Abstract
Rationale Caffeine is the most consumed stimulant worldwide, and there is great interest in understanding its neurophysiological effects. Resting-state electroencephalography (EEG) studies suggest that caffeine enhances arousal, which suppresses the spectral power of alpha frequencies associated with reduced alertness. However, it is unclear whether caffeine’s neurophysiological effects vary across the human menstrual cycle.
Objective The objective of our study was to test whether caffeine’s effect on EEG activity differs across the human menstrual cycle.
Methods Fifty-six female participants were randomly assigned to complete the experiment while in either their menstrual (n = 21), follicular (n = 19), or luteal (n = 16) phase. Each participant completed two study sessions in the same menstrual phase, approximately 1 month apart, during which they were administered either a caffeine pill (200 mg, oral) or a placebo pill in a counterbalanced order using a randomized double-blinded procedure. We measured their eyes-closed resting-state EEG approximately 30 min after pill administration and conducted a spectral power analysis at different frequency bands.
Results Caffeine reduced EEG power in the alpha1 frequency band (8–10 Hz), but only for participants who self-reported higher weekly caffeine consumption. Importantly, caffeine’s effects did not differ by menstrual phase.
Conclusions We conclude that when studying caffeine’s effects on resting-state EEG, participants’ baseline caffeine consumption is more influential than their menstrual cycle phase. This study has important implications for the inclusion of menstruating individuals in neurophysiological studies of caffeine.
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Introduction
Caffeine (1,3,7-trimethylxanthine) is the most widely used stimulant worldwide; thus, understanding its effects on neural activity has widespread implications for human behavior and performance. Caffeine is a stimulant that increases arousal and sustained attention, in addition to causing systemic physiological effects such as increasing blood pressure (Cooper et al. 2020; Renda and De Caterina 2019). One common measure of arousal is resting-state electroencephalography (EEG), whereby spontaneous brain activity is measured in absence of any task-related effects (Newson and Thiagarajan 2019). Resting-state EEG can be divided into various frequency bands, including delta (1–4 Hz), theta (4–8 Hz), alpha (8–12 Hz), and beta (12–20 Hz). Alpha activity (8–12 Hz) is associated with a state of reduced arousal between fully alert and light sleep. Barry et al. (2005b) showed that a single oral dose of caffeine (250 mg; approximately equivalent to one large cup of coffee) reduced global alpha power, providing electrophysiological evidence of caffeine’s arousal-enhancing effects.

There is considerable interindividual variability in response to caffeine (Renda and De Caterina 2019).
Caffeine’s effects can vary by demographic variables and interactions with other systemic processes, such as the human menstrual cycle (Teichmann 1990). The human menstrual cycle has historically been divided into two phases: the follicular phase, characterized by increasing estrogen release as a single follicle develops toward ovulation, and the luteal phase, characterized by increase in progesterone release from the corpus luteum post-ovulation (Owen 1975). The menses (menstrual phase), considered as occurring in the early stages of the follicular phase, is characterized by decreased estrogen and progesterone levels as the uterus sheds its lining through menstruation (Richards 2018). Caffeine studies sometimes exclude menstruating individuals to avoid these hormonal effects (e.g., Huertas et al. 2019), limiting the generalizability of caffeine’s effects for female populations.

To our knowledge, no study to date has examined whether the electrophysiological effects of caffeine vary across the menstrual cycle. However, Bazanova et al. (2017) examined menstrual phase differences in the Berger effect, which is the well-documented suppression of alpha activity when the eyes are opened versus closed (Barry et al. 2007). Bazanova et al. (2017) found that alpha suppression from the Berger effect was greatest in the follicular phase, but only for lower alpha frequencies (i.e., alpha1, 8–10 Hz), which were more dominant in the follicular phase when compared to the luteal and menstrual phases. When alpha activity is separated into sub-bands, the state of reduced arousal is more specific to alpha1 activity (8–10 Hz), whereas alpha2 activity (10–12 Hz) has been associated with a state of increased arousal (Fisher et al. 2012; Knott 2001; Knott et al. 1998). Interestingly, there is some evidence that caffeine produces greater reductions in alpha activity for lower alpha frequencies (Barry et al. 2005b). Taken together, these findings suggest that the effects of caffeine may vary by baseline arousal state, which appears to fluctuate across the menstrual cycle.

The objective of the present study was to systematically investigate the impact of caffeine on resting-state EEG activity across the human menstrual cycle. We hypothesized that caffeine would reduce global alpha power (Barry et al. 2011, 2005b). Furthermore, we expected this caffeine effect to be largest in the follicular phase, which has been associated with lower alpha frequencies that are typically more impacted by caffeine (Baker and Colrain, 2010; Barry et al. 2005b; Bazanova et al. 2017).

**Method**

**Participants**

Eighty healthy adult female participants were recruited from the general community in Halifax, Nova Scotia, Canada. Participants were randomly assigned to participate during either their menstrual (2–4 days after onset of the menstrual cycle; \(n = 26\)), follicular (15–22 days before onset of the next menstrual cycle; \(n = 27\)), or luteal (3–9 days before onset of the next menstrual cycle; \(n = 27\)) phase. Phases were defined relative to the expected onset of their next menses to account for interindividual cycle length variation, which primarily occurs in the follicular phase (Lein 1979; Walpurger et al. 2004). Two hormonal assays (measuring salivary progesterone P4 and 17β-estradiol) were also conducted as a second-ary verification of menstrual cycle phase. All participants from the follicular and luteal phase groups were naturally cycling, whereas participants in the menstrual phase group were either naturally cycling \((n = 11)\) or using hormonal birth control \((n = 15)\). The overall sample had a mean age of 25.09 years \((SD = 6.28)\) and a mean education of 16.42 years \((SD = 2.55)\), neither of which significantly differed between the three phase groups \((p s ≥ 0.12)\).

To be included in the study, participants needed to be aged 18 to 40 years; be right-handed, as measured by the Edinburgh Handedness Inventory (EHI; Oldfield 1971); have regularly occurring menstruation; have normal or corrected-to-normal vision. Participants were excluded if they self-reported: a DSM-5 psychiatric illness, current history of drug abuse or dependence, head injury resulting in the loss of consciousness within the last year, a neurological disorder (e.g., multiple sclerosis, epilepsy), regular use of prescription medications (except for oral contraceptive pill for a subset of participants in the menstrual group) within 2 weeks of study participation, significant cardiac illness, or pregnancy within the past year. Additionally, any participants currently breastfeeding were excluded because breastfeeding is known to alter circulating hormone levels (Diaz et al. 1995). All study procedures were consistent with the Declaration of Helsinki and cleared by the Mount Saint Vincent University Research Ethics Board prior to study onset.

**Experimental design**

The present study employed a mixed experimental design. Phase was treated as a between-subject factor with three levels (menstrual, follicular, and luteal), and caffeine was treated as a within-subject factor with two levels (caffeine or placebo). Each participant attended two study sessions that were one full cycle apart (approximately 28 days; exact timing determined based on their individual cycle length) so that they were assessed during the same menstrual phase. Each participant took a caffeine pill (200 mg) in one session and a placebo pill in the other session. Caffeine or placebo administration was randomized, double-blinded, and order was counterbalanced across participants. The primary measure was eyes-closed resting-state EEG power across different frequency bands (delta, theta, alpha, alpha1, alpha2, and...
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and the concentration that was used in analyses was that from the plate with the lowest CV between duplicates.

For the estradiol assays specifically, any samples that read below the assay’s level of detection were included in analyses but inputted as the lowest average standard concentration detected in the assay (i.e., the standard 6 concentration: 1.017–1.111 pg/mL depending on the specific assay). This decision was made in order to prevent skewing the data via inputting 0 pg/mL or reducing sample sizes via removal of participants. Since there was no effect of study session order for estradiol or progesterone levels (ps ≥ 0.5), sample values were averaged across the two sessions for each participant. As reported by the manufacturer, interassay precision for the estradiol kit was 6.0% and 8.9% for high- and low-level samples, and interassay precision for the progesterone kit was 5.5% and 9.6% for high- and low-level samples, respectively. Intra-assay precision for the estradiol kit was 7.0%, 6.3%, and 8.1% for high-, mid-, and low-level samples, respectively, and for the progesterone kit intra-assay precision was 4.0% and 8.4% for high- and low-level samples, respectively.

**Statistical analyses**

Data were analyzed using IBM SPSS Statistics (v. 26) and graphed using R Studio (v. 3.6.3). First, all data underwent a natural logarithmic transformation to adjust for positive skewness. For each frequency band, data from specific electrodes were averaged to create four regions of interest (ROIs): left frontal (F3 and F7), right frontal (F4 and F8), left parietal (P3 and P7), and right parietal (P4 and P8). Prior to averaging, data from these electrodes were screened for outliers, which were defined as greater than 1.5 times the interquartile range (IQR). Each outlier was replaced by the value for the other electrode in that ROI (e.g., an outlier at F3 would be replaced by the value at F7 for that participant). If both values in a ROI were outliers, they were both treated as missing values.

To test our hypotheses, a series of 3 × 2 × 2 × 2 mixed ANOVAs were conducted for each frequency band with the following factors: phase (menstrual, follicular, luteal), drug (caffeine, placebo), region (frontal, parietal), and hemisphere (left, right). These models were also run with CCQ score included as a covariate. For analyses of hormonal assay results, salivary concentrations of estradiol and progesterone by menstrual group. Estradiol levels differed by menstrual phase (F(2, 53) = 5.75, p = 0.005, partial η² = 0.18). As expected, estradiol levels were significantly higher in the follicular phase than the menstrual phase (p = 0.005), and were at intermediate levels in the luteal phase, not significantly different from the other two phases (p ≥ 0.1; Fig. 1a). Progesterone levels also differed by menstrual phase (F(2, 53) = 5.59, p = 0.006, partial η² = 0.17). As expected, progesterone levels were significantly higher in the luteal phase than the menstrual phase (p = 0.006), while levels in the follicular phase were marginally lower than the luteal phase (p = 0.053) and not significantly different from the menstrual phase (p > 0.5; Fig. 1b).

**Results**

**Exclusions**

Twenty-two participants did not complete their second study session, due in part to restrictions on data collection pertaining to the COVID-19 pandemic that commenced in March 2020. In addition, two participants were missing EEG data from their first session due to file-saving errors. Excluding these participants left 56 participants for the analyses below (menstrual phase = 21, follicular phase = 19, luteal phase = 16). The included participants did not differ significantly from the excluded participants in age, education, or CCQ score (ps ≥ 0.42). For the included participants in menstrual phase group, 10 were naturally cycling and 11 were using hormonal birth control. For the biochemical assay data, only samples available from participants with useable EEG data from both study sessions (n = 56) were included in the analysis. Four individual progesterone samples (i.e., two values from the first session and two values from the second session, each from a different participant; 4/112 × 100% = 3.6% of total number of progesterone samples) were excluded for having CVs greater than 20%; for these participants, the value from their other study session was still used in the analysis to avoid reducing the sample size. Twelve sample values on the estradiol assay (11% of total samples) read below the assay’s level of detection and were replaced by the lowest standard concentration (i.e., standard 6) detected in each assay.

**Biochemical assay results**

Figure 1 displays the sample distribution of salivary estradiol and progesterone by menstrual group. Estradiol levels differed by menstrual phase (F(2, 53) = 5.75, p = 0.005, partial η² = 0.18). As expected, estradiol levels were significantly higher in the follicular phase than the menstrual phase (p = 0.005), and were at intermediate levels in the luteal phase, not significantly different from the other two phases (p ≥ 0.1; Fig. 1a). Progesterone levels also differed by menstrual phase (F(2, 53) = 5.59, p = 0.006, partial η² = 0.17). As expected, progesterone levels were significantly higher in the luteal phase than the menstrual phase (p = 0.006), while levels in the follicular phase were marginally lower than the luteal phase (p = 0.053) and not significantly different from the menstrual phase (p > 0.5; Fig. 1b).
Resting-state electroencephalography results

See Figs. 5–7 in Appendix B for visualizations of averaged power spectra for each drug-by-menstrual phase combination.

Delta (1–4 Hz). Without CCQ in the model, there was an interaction between drug condition and region ($F(1, 53) = 7.43, p = 0.009$, partial $\eta^2 = 0.12$), whereby caffeine reduced delta power in the parietal region ($p = 0.027$), but not in the frontal region ($p = 0.14$). Upon adding CCQ to the model, this interaction was no longer significant ($p = 0.21$), nor were any other drug- or phase-related main effects or interactions. A supplementary figure further supported the absence of any three-way interaction between drug condition, region, and CCQ score (Fig. 8 in Appendix B).
**Theta (4–8 Hz).** Without CCQ, there was an interaction between drug condition and region ($F(1, 53) = 6.01$, $p = 0.018$, partial $\eta^2 = 0.10$), whereby caffeine reduced theta power more in the parietal region ($p < 0.001$) than in the frontal region ($p = 0.036$). There was also a main effect of drug condition $F(1, 53) = 13.66$, $p = 0.001$, partial $\eta^2 = 0.21$ qualified by the above interaction. With CCQ included as a covariate, there were no significant drug- or phase-related effects. A supplementary figure further supported the absence of any three-way interaction between drug condition, region, and CCQ score (Fig. 9 in Appendix B). However, there was a main effect of CCQ score ($F(1, 51) = 4.33$, $p = 0.042$, partial $\eta^2 = 0.08$), whereby participants with higher CCQ scores had lower global theta power.

**Alpha (8–12 Hz).** There were no significant drug- or phase-related main effects or interactions in either model (i.e., without CCQ or with CCQ included).

**Alpha$_{1}$ (8–10 Hz).** Without CCQ, there was an interaction between drug condition and region ($F(1, 53) = 5.47$, $p = 0.023$, partial $\eta^2 = 0.09$), whereby caffeine marginally reduced alpha$_{1}$ power in the parietal region ($p = 0.070$), but not in the frontal region ($p > 0.5$). Interestingly, adding CCQ to the model revealed a significant interaction between drug condition and CCQ score ($F(1, 51) = 6.54$, $p = 0.014$, partial $\eta^2 = 0.11$). As shown in Fig. 2, participants with low CCQ scores showed no effect of caffeine, whereas participants with high CCQ scores displayed a decrease in alpha$_{1}$ power with the administration of caffeine.

To further visualize this drug-by-CCQ interaction, we subtracted alpha$_{1}$ power values in the placebo condition from values in the caffeine condition at each ROI for each participant, producing four values per participant. These four values were averaged to create a difference score for each participant. As shown in Fig. 3, higher CCQ scores were significantly correlated with greater caffeine-induced reductions in global alpha$_{1}$ power ($r = -0.36$, $p = 0.007$).

**Alpha$_{2}$ (10–12 Hz).** Without CCQ, there were no significant drug- or phase-related main effects or interactions. After adding CCQ as a covariate, however, there was an interaction between hemisphere, region, and phase ($F(1, 51) = 3.26$, $p = 0.046$, partial $\eta^2 = 0.11$). While post hoc pairwise comparisons of the three phase groups at each hemisphere-region combination were non-significant ($ps \geq 0.22$), Fig. 4 displays a trend for higher alpha$_{2}$ power in the luteal phase, particularly in the right parietal region.

**Beta (12–20 Hz).** Without CCQ, there was a main effect of drug condition ($F(1, 51) = 5.15$, $p = 0.027$, partial $\eta^2 = 0.09$), whereby caffeine reduced global beta power. Upon adding CCQ to the model, this drug effect was no longer significant ($p = 0.38$), and no other drug- or phase-related main effects or interactions were observed. A supplementary figure further supported the absence of any two-way interaction between drug condition and CCQ score (Fig. 10 in Appendix B).

**Discussion**

This study investigated the effect of caffeine on resting-state alpha activity, and whether this drug effect varied across the human menstrual cycle. We hypothesized that administering 200 mg of caffeine would reduce global alpha power (Barry et al. 2011, 2005b). We also expected that this reduction would be greater in the follicular phase, which has been associated with the lower alpha frequencies that tend to be more strongly impacted by caffeine (Baker and Colrain 2010; Barry et al. 2005b; Bazanova et al. 2017). We found...
partial support for these hypotheses. We discuss the interpretations, limitations, and potential significance of our work.

**Effect of caffeine on resting-state electroencephalography**

Consistent with our hypothesis and past research, administering caffeine reduced alpha power (Barry et al. 2011, 2005b; Meng et al. 2017). However, we only observed this reduction within the alpha$_1$ frequency band (8–10 Hz), while power values in the alpha$_2$ frequency band (10–12 Hz) were not significantly impacted. This finding is consistent with the interpretation that caffeine increases resting-state arousal, given that lower alpha frequencies have been typically associated with reduced arousal (Fisher et al. 2012; Knott 2001; Knott et al. 1998). This finding is similar to the results of
Barry et al. (2005b), who observed that caffeine administration led to greater power reductions at lower alpha frequencies. We also found that alpha power was significantly higher in parietal regions compared to frontal regions, which is consistent with the large body of evidence on the topography of alpha waves (Başar 2012), and increases our confidence in the validity of our measurements. In addition, we observed a trend for caffeine-related alpha1 power reductions to be greater in parietal regions when compared to frontal regions, which was likely due to the higher overall alpha power in the parietal region that would provide caffeine with a greater opportunity to exert its effects.

Caffeine’s effects also varied depending on self-reported estimates of participants’ typical weekly caffeine consumption, such that individuals with higher CCQ scores tended to experience larger caffeine-induced reductions in alpha1 power (see Figs. 2 and 3). As depicted in Fig. 3, most participants’ CCQ scores were at the lower end of the scale, such that this relationship was mainly driven by a minority of participants with higher CCQ scores. Given that we asked all participants to abstain from caffeine starting at midnight the day prior to their study sessions (i.e., approximately 9 h before the onset of the study session), one possible explanation for the caffeine-by-CCQ interaction is that caffeine was reversing the withdrawal effects experienced by individuals who consume caffeine more regularly. There is some evidence that caffeine withdrawal in regular users is associated with increases in alpha power that are reversed by subsequent caffeine administration (Keane et al. 2008; Reeves et al. 1995). As seen in Fig. 2, our data do not appear to support this withdrawal-reversal interpretation, since alpha1 power levels in the placebo condition were actually lower among participants with higher CCQ scores when compared to participants with lower CCQ scores. Another possibility is that the causality of the interaction goes the other way; that is, people who have greater neurophysiological responses to caffeine experience greater effects of caffeine on arousal and are therefore more inclined to consume it. We cannot distinguish between these two possibilities with our current design, but our findings do suggest that caffeine consumption is an important moderator of caffeine’s effects on alpha activity.

It is also worth noting that including CCQ as a covariate in our models abolished any effects of caffeine on delta, theta, or beta power, and both our inferential statistics and our graphs in Appendix B indicated that there were no meaningful interactions between drug condition and CCQ score in these frequency bands. The only remaining significant interaction after controlling for CCQ was caffeine’s reduction of alpha1 power for participants with higher CCQ scores. These results reinforce the importance of accounting for individual differences in caffeine consumption; otherwise any observed effects of caffeine on resting-state EEG may be spurious.

When interpreting our EEG results, it is important to make the distinction between arousal and activation. If we consider resting-state alpha activity to be a measure of central nervous system (CNS) arousal (Barry et al. 2005a, 2005b), then our EEG results support idea that, at least for individuals with high weekly caffeine consumption, caffeine boosts arousal through neural mechanisms that work to reduce lower alpha frequencies. Barry et al. (2005b) defined activation as “the task-related mobilization of arousal” (p. 2694). Thus, individuals who have consumed caffeine may need to engage in a cognitive task to experience a benefit to their performance, though this proposal is beyond the scope of the present study.

**Effect of menstrual phase**

Caffeine’s effects on resting-state alpha activity did not appear to vary by menstrual phase. We measured participants’ salivary estradiol and progesterone and, as expected, we found that estradiol levels were highest in the follicular phase and progesterone levels were highest in the luteal phase (see Fig. 1; Richards 2018). The biochemical assay results support the validity of our method for determining menstrual phase (i.e., defined relative to the expected onset of their next menses). Moreover, the assay results suggest that insufficient menstrual phase delineation between groups was not a likely reason for the absence of caffeine-by-phase interaction. Importantly, we predicted that caffeine would exert stronger effects in the follicular phase because previous research has suggested that lower alpha frequencies are both more prominent in the follicular phase (Bazanova et al. 2017), and more impacted by caffeine (Barry et al. 2005b). Since we did not find differences in alpha1 power between menstrual phase groups, it is not surprising that caffeine’s effects also did not differ across menstrual phases.

However, we did observe a trend for higher alpha2 power in the luteal phase of the menstrual cycle, particularly in the right parietal region (see Fig. 4). Although this effect was marginally significant, the effect size was medium to large (partial $\eta^2 = 0.11$) and the pattern is consistent with other work: some studies have shown that the luteal phase is associated with higher alpha2 power (Baker and Colrain 2010; Bazanova et al. 2014), and higher individual alpha frequency (IAF; Brötzner et al. 2014). As noted previously, higher alpha frequencies have been associated with increased arousal (Fisher et al. 2012; Knott 2001; Knott et al. 1998). Bazanova et al. (2017) reasoned that alpha2 power may be higher in the luteal phase because of elevated progesterone levels that have been shown to “raise” the variability of high-frequency impulses” (p. 57; see also Koulen et al. 2008). Given that caffeine administration had no impact on EEG power in the alpha1 frequency band, the elevated alpha2 power in the luteal phase does not appear to be consequential.
when investigating caffeine’s effects on resting-state EEG during an eyes-closed paradigm.

Limitations and future directions

Our study was not without limitations. For feasibility reasons, we could not conduct a full within-subject design that tested caffeine and placebo pills at all three menstrual phases (i.e., six time points per person). Such a design could have further accounted for individual differences in menstrual cycles. Critically, we acknowledge that our lack of interaction between caffeine and menstrual phase may be due to low power, which arose from a combination of (1) the between-subject measurement of menstrual phase and (2) the limits placed on our sample size by pandemic-related dropouts. Thus, our findings should be considered preliminary until a future study can feasibly conduct the full within-subject design with a larger sample. Furthermore, we decided to preserve the sample size of our menstrual phase group by including both naturally cycling participants and participants using hormonal birth control, since hormone was not administered for 7 days per month to elicit periodic withdrawal bleeding (Christin-Maitre 2013). Nevertheless, there was still a possibility of carryover effects from hormone administration during other phases (van Heusden and Fauser 2002). Another limitation was that, as noted above, our eyes-closed resting-state paradigm was not designed to elicit task-related activity. Although our findings further our understanding of caffeine’s electrophysiological effects, it is unclear whether they would generalize to caffeine’s effects in daily life because people are typically engaged in a task when they are consuming caffeine. Other limitations of our work that should be considered in future research include lack of a subjective measure of arousal, which could have been used to corroborate the neurophysiological effects; the relatively short (i.e., 9 h) drug abstinence period prior to the EEG data collection (although lengthening this period would have likely increased the potential for caffeine-related withdrawal effects); and a lack of data about other biological variables such as participant weight. Finally, we only reported salivary estradiol and progesterone levels, but other hormones involved in the human reproductive system may be worth analyzing in future studies on caffeine, resting-state EEG, and the menstrual cycle (e.g., follicle-stimulating hormone, FSH; luteinizing hormone, LH; testosterone).

Conclusions and significance

To our knowledge, this is the first study to test the effect of caffeine administration on resting-state EEG at distinct phases of the human menstrual cycle. We provide evidence that caffeine may increase arousal through mechanisms that reduce the spectral power of lower alpha frequencies (α1: 8–10 Hz). Moreover, we provide preliminary evidence that this caffeine effect does not vary across the phases of the human menstrual cycle. Instead, caffeine’s dampening effects on α1 power were only observed in individuals with higher weekly caffeine consumption. These results have important implications for caffeine research in the field of human electrophysiology. Based on our findings, we propose that it is more important for resting-state EEG researchers to consider their participants’ baseline caffeine consumption than their menstrual cycle phase. We encourage future studies to consider incorporating menstruating individuals into their study designs so that our knowledge of caffeine’s electrophysiological effects can better generalize to the broader human population.
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