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ABSTRACT
We propose a new method for collision-free planning using Conditional Generative Adversarial Networks (cGANs) to transform between the robot’s joint space and a latent space that captures only collision-free areas of the joint space, conditioned by an obstacle map. Generating multiple plausible trajectories is convenient in applications such as the manipulation of a robot arm by enabling the selection of trajectories that avoids collision with the robot or surrounding environment. In the proposed method, various trajectories that avoid obstacles can be generated by connecting the start and goal state with arbitrary line segments in this generated latent space. Our method provides this collision-free latent space, after which any planner, using any optimization conditions, can be used to generate the most suitable paths on the fly. We successfully verified this method with a simulated and actual UR5e 6-DoF robotic arm. We confirmed that different trajectories could be generated depending on optimization conditions.

1. Introduction
Collision-free planning is essential for robots working in various environments. Multiple (potentially infinite) paths exist from a given start to a goal. It is necessary to calculate the optimal path according to certain desired criteria, such as the minimization of the velocities, acceleration, or jerk for the robot’s movements (i) Customizability. There are other two important factors in collision-free planning: (ii) Adaptability and (iii) Scalability of computation. (ii) Robots need to adapt quickly to a new environment, which requires appropriate planning for the placement of untrained obstacles. (iii) These planning operations should be calculable, even when there are many obstacles, since it generally takes a long time to collision-check for a large number of obstacles. In other words, calculation time should scale well with the number of obstacles.

It is challenging to meet these three requirements using existing methods (see Section 2). Contrary to traditional planning in Cartesian or joint space, we propose to plan trajectories within a new collision-free space as follows. Our method consists of two steps: (1) construction of latent space and (2) planning using this latent space. Conditional Generative Adversarial Networks (cGANs) [1,2] are used to map joint space to latent space corresponding to its collision-free areas, such that the robot does not collide with obstacles if a path is planned within this latent space (See Figure 1). That is, selecting any point in the latent space yields a particular robot pose that does not collide with obstacles. There are several methods for acquiring such a latent space. We use GANs since they offer the advantage of arbitrarily determining the distribution of the latent space. The uniform distribution of [0, 1] as a latent space allows the region to be clearly defined and is a convex space. The mappings from the latent space to joint space adapts to various environments by changing according to obstacle information given to the cGANs as a condition. The latent space is collision-free; any point on a line connecting any two points is also within this latent space (since this is a convex space). Thus, a collision-free path can be generated by connecting the start and goal states with any arbitrary line or curve in the latent space within a domain of definition. Then, the joint trajectory corresponding to the trajectory planned in latent space is constructed through the learned mappings. Since we separated the learning of the mappings and the actual planning (or trajectory selecting), we can generate any trajectory we want on the
Figure 1. Collision-free planning for robot arm using latent space of cGANs. Latent variables $z_s$ and $z_g$ that correspond to the start $\theta_s$ and goal $\theta_g$ joint angles of the robot arm. Any path in the latent space $z_{s:g}$ is mapped to a collision-free path in the joint space $\theta_{s:g}$ using generator $G$ with condition $c$ as obstacle information. On the other hand, $E$ is an inverse transformation of the generator $G$, in which the joint angles map to the latent variables.

fly for any optimization parameters that we want without considering collisions, making our method highly customizable. Furthermore, since planning is performed in the latent space without colliding with obstacles, ideally there is no need for collision-check for obstacles. However, in practical use, it is challenging to guarantee 100% obstacle avoidance using only learning-based methods. The learning method can generate a trajectory but may slightly collide with obstacles. A collision check is performed for the generated trajectory, and only the collision points are modified using the existing planning method (in our case RRT Connect [3]). The computation time for path planning can be reduced compared to existing planning methods for all trajectories. The computation time for our proposed learning method does not depend on the number of obstacles, making it scalable for complex environments. The most significant advantage compared to existing methods is customizability, where trajectories satisfying arbitrary optimization criteria can be easily generated in this latent space. The adaptability of trajectory generation to changes in the environment and the computational time for the 6-DoF robot were also evaluated, showing the potential for future expansion.

2. Related work

There are mainly two planning methods: model-based and learning-based. The following two model-based methods are the most common: Design functions for obstacles and goals (e.g. potential fields [4,5] and Riemannian motion policies with improved potential fields [6]), search and optimization (e.g. RRTs [3,7–9], $A^*$ [10], and gradient-based approach [11]). Methods that combine these are also proposed and generally show improved results [12–16]. While model-based methods can reliably avoid obstacles, their adaptability to various environments in real-time is limited since these methods require specific function design and adjustment of parameters for each situation in advance, not to mention the enormous computational searching cost. As model-based methods are usually calculated according to certain conditions/criteria, such as shortest traveling distance in end-effector space or joint space [17] or minimum jerk change [18], other calculations must be performed when these criteria change. In other words, model-based methods lack scalability and customizability.

The data collected by the model-based methods can be used to train learning-based algorithms, particularly deep learning [19–27]. These algorithms can infer a path for a new environment in a short time if it has been trained sufficiently in advance. However, learning-based methods have the challenge that only one or a few paths can be generated, and what kind of paths are generated depends on the training data. For example, if naive RRT is used as training data, only collision-free paths to the goal will be generated during inference, usually without considering any additional constraints that naive RRT also does not. Usually, learning-based methods lack customizability.

In [28,29], the authors studied the generation of multiple trajectories. Since the target of [28] was to generate various trajectories in environments with no obstacles, obstacle avoidance was out of their scope. Another
method is a learning-based approach with deep learning to perform dimensionality compression and planning in latent space to handle high-dimensional information [30]. Their approach requires collision detection for each planning process. Our proposed method is to plan paths in a collision-free space which are mapped from the latent space to joint space. Hence, our method does not require a collision check for each planning process. Since the trajectory of [29] is fixed once it is generated, at best, only the optimal trajectory among the ones generated can be selected, which is not necessarily the best for the situation at hand. Thus, they have to generate trajectories until one of them satisfies the criteria necessary for the situation, but they are generated randomly, and the method does not provide a way to define optimality. Our method does not directly output the trajectories but provides a collision-free space after which any planner, using any optimization conditions, can generate the most suitable paths.

The contribution of this research is to realize optimized planning with the three factors; (i) Customizability, (ii) Adaptability, and (iii) Scalability of computation.

3. Method

Our proposed method consists of the following two steps: (1) Construction of a latent space corresponding to the joint space to avoid collision for Adaptability (Section 3.1), and (2) planning according to the objective using the constructed latent space for Customizability and Scalability of computation (Section 3.2).

3.1. Training cGANs

We propose a method that maps the latent space of cGANs to the collision-free area of the robot’s joint space so that the robot learns not to collide with obstacles. Thus, any planned path in that latent space can be associated with a collision-free path in joint space. The mapping from the latent space to the joint space adapts accordingly to the obstacle information given to cGANs as a condition. The correspondence from the latent space to joint space is trained by cGANs, which uses a min-max game between a generator \( G \) and a discriminator \( D \). Also, encoder \( E \) is trained to approximate an inverse transformation of \( G \); i.e. \( E \) is trained to be equivalent to \( G^{-1} \).

\[
\min_{E} \max_{D} V (D, G, E)
\]

These models are optimized alternately with the following objective function with coefficients \( \lambda \)s of each \( \mathcal{L} \):

\[
V (D, G, E) = \lambda_{GAN} \mathcal{L}_{GAN} (D, G) + \lambda_{rec} \mathcal{L}_{rec} (G, E) + \lambda_{map} \mathcal{L}_{map} (G) + \lambda_{col} \mathcal{L}_{col} (D)
\]

(1) \( \mathcal{L}_{GAN} \): The primary loss function to learn the mapping from the latent space to the joint space.

(2) \( \mathcal{L}_{rec} \): The loss function constrains latent space and joint space so that they can be reconstructed with each other.

(3) \( \mathcal{L}_{map} \): The loss function constrains the transformation from the latent space to the joint space to be smooth.

(4) \( \mathcal{L}_{col} \): The loss function to learn various obstacle situations even if the collision data is a small number on the whole, including non-collision data.

The detail of four \( \mathcal{L} \)s will be explained in the following Section 3.1.1 through Section 3.1.4.

3.1.1. \( \mathcal{L}_{GAN} \): construction of latent expression

cGANs are used to construct the mapping from the latent space to the joint space. In GANs [1], latent expressions are constructed by training two models, a generator \( G \) and a discriminator \( D \), alternately. The generator \( G \) creates data variables \( \theta_{model} \) from latent variables \( z \). The discriminator \( D \) estimates whether given variables are a sample from the data set \( \theta_{non-col} \) or a generated sample \( \theta_{model} \) calculated from \( z \), which is uniformly sampled from the latent space within \([0, 1]\). That is, for an N-dimensional vector as a latent variable, each of its elements is in the range \([0, 1]\). Since the latent space is a convex space and the boundaries of the latent space can be arbitrarily determined in advance, any point of a line segment connecting any point is in that latent space within a domain of definition. Furthermore, it is possible to give conditions to the models by introducing a condition variable \( c \) [2]. In our case, \( c \) is a depth image as the obstacle information.

Figure 2 shows the concept of the proposed network model. Through the generator \( G \), the mapping from the latent space to collision-free joint space is obtained. The discriminator \( D \) identifies the joint angles, generated joint angles \( \theta_{model} \) by the generator \( G \), and the actual sampled joint angles \( \theta_{non-col} \). The obstacle information is given as a depth image in condition \( c \). This condition \( c \) is connected to the generator \( G \) and the discriminator \( D \) so that when the given obstacle information changes, the correspondence from the latent space to joint space changes. In other words, our method does not need to prepare a different network for each obstacle, and only one cGANs can support multiple obstacle environments. The loss function, \( \mathcal{L}_{GAN} \), for training cGANs is shown in
\[ V(D, G, E) = \lambda_{\text{GAN}} L_{\text{GAN}}(D, G) + \lambda_{\text{map}} L_{\text{map}}(G) + \lambda_{\text{col}} L_{\text{col}}(D) \]

**Figure 2.** Structure of collision-free planning model using cGANs. The models are optimized with the four objective functions with coefficients \( \lambda \) of each \( L \).

Equation (2).

\[ L_{\text{GAN}}(D, G) = \mathbb{E}_{\sim p_{\text{obs}}(c), \theta \sim p_{\text{non-col}}(\theta | c)} \left[ \log D(\theta, c) \right] + \mathbb{E}_{\sim p_{\text{obs}}(c), z \sim p_{z}(z)} \left[ \log (1 - D(G(z, c), c)) \right] \]  

Where \( p_{\text{obs}}(c) \) is the distribution of obstacles positions and \( p_{\text{non-col}}(\theta | c) \) is the distribution of non-collision joint angles which the generator should aim to generate. \( p_{z}(z) \) is the uniform distribution in the latent space.

### 3.1.2. \( L_{\text{rec}} \): reconstruction of latent variables and joint angles

This section describes an objective function that constrains the latent space and joint space so that they can be reconstructed from each other. The transformation from the latent space to joint space can be trained by \( L_{\text{GAN}} \), but the transformation from the joint space to latent space requires the inverse transformation of the generator \( G^{-1} \). Therefore, encoder \( E \) is trained as an inverse transformation of generator \( G^{-1} \) and simultaneously learns the reconstruction of the latent space and the joint space so that each point in the joint space and latent space corresponds one-to-one, which means constraining the generator \( G \) to be a single projection. This loss function, \( L_{\text{rec}} \), is shown in Equation (3).

\[ L_{\text{rec}}(G, E) = \mathbb{E}_{\sim p_{\text{obs}}(c), \theta \sim p_{\text{non-col}}(\theta | c)} \left[ \left\| G(E(\theta, c), c) - \theta \right\|_{2}^{2} \right] + \mathbb{E}_{\sim p_{\text{obs}}(c), z \sim p_{z}(z)} \left[ \left\| E(G(z, c), c) - z \right\|_{2}^{2} \right] \]  

### 3.1.3. \( L_{\text{map}} \): specifying the map from the latent space to joint space

We will describe in this section how to map from the latent space to joint space such that arbitrary planned paths in the latent space are smooth in joint space for robot arms. For planning using a robot arm, the mapping from the latent space to joint space has to be continuous without ‘twists’, ‘distortions’, and rapid changes. In order to achieve this, the following two things are performed:

(a) The number of dimensions for latent variables is matched to the number of robot joints; each latent variable is mapped to represent each joint, and the normalized ranges of latent variables and joint angles are aligned.

(b) The generator \( G \) is trained to output \( \theta \) when the latent variables \( z = \theta \) are given as input of the generator \( G \). The procedure for calculating \( L_{\text{map}} \) is as follows three steps. (1) The obstacle condition is determined by sampling from the distribution of obstacle positions: \( c \sim p_{\text{obs}}(c) \). (2) Non-collision joint angles is sampled under this condition \( c: \theta \sim p_{\text{non-col}}(\theta | c) \). (3) The output of the generator is constrained to be \( \theta \) itself when this \( \theta \) is input as \( z = \theta \). The generator is trained to be close to an identity map for non-collision joint angles under condition \( c \). Colliding joint angles are not sampled in \( L_{\text{map}} \). The constraint is not added to the joint that collides with the obstacles so that the constructed map is allowed to be distorted to avoid collisions. The loss function, \( L_{\text{map}} \), for training cGANs is shown in Equation (4).

\[ L_{\text{map}}(G) = \mathbb{E}_{\sim p_{\text{obs}}(c), \theta \sim p_{\text{non-col}}(\theta | c)} \left[ \left\| G(z = \theta, c) - \theta \right\|_{2}^{2} \right] \]  

### 3.1.4. \( L_{\text{col}} \): adaptability to multiple obstacle conditions

In this section, we describe how to adapt to various obstacle conditions. Even though collision-free mapping from the latent space to joint space is trained by Equation (2), the network has a risk of mistaking collision points for non-collision points, and vice versa since the number of non-collision data points is much smaller than those with collisions. The collision joints must be explicitly included in the equation during training. The loss function, \( L_{\text{col}} \), shown in Equation (5) is introduced in order to provide
the data of the collision joints to the discriminator $D$.

$$\mathcal{L}_{\text{col}}(D) = \mathbb{E}_{c \sim \text{Pobs}(c), \theta \sim \text{Pcol}(\theta | c)} \left[ \log (1 - D(\theta, c)) + \log D(\theta, c) \right]$$  \hspace{1cm} (5)

Where $p_{\text{col}}(\theta | c)$ is the distribution of colliding joint angles, including self-collision and collision with obstacles, which the generator $G$ should thus refrain from generating. The discriminator $D$ is trained to output 0 for collision joints and 1 for collision-free joints for each obstacle. Furthermore, the generator $G$ is trained to acquire a distribution to make the discriminator $D$ output 1, as we are trying to obtain a distribution for collision-free space.

### 3.2. Planning

In this section, we will describe the planning method. Section 3.2.1 describes how to generate various optimal trajectories for different purposes, and Section 3.2.2 explains how to guarantee collision avoidance with obstacles since learning methods alone cannot wholly avoid them. Then, Section 3.2.3 explains computational complexity.

#### 3.2.1. Optimal path trajectory generation

In our method, the mapping and planning phases are separated, unlike traditional path planners in joint space. Moreover, any path planner can be used in the trained latent space (where any point is collision-free) without considering obstacles since there are none in the latent space. Therefore, it makes our method highly customisable. As optimization methods for any optimization criterion, we can not only use any discrete optimization methods, such as $A^*$ [10] on any graphs in the latent space but also continuous optimization methods, such as Adam [31], thanks to the differentiable nature of the generator $G$. The computational cost is also lower since collision check calculations are no longer necessary, making our method also scalable.

As shown in Figure 1, when the start joint angles $\theta_s$ and the goal joint angles $\theta_g$ are given, the corresponding latent variables are found by $z_s = E(\theta_s, c), \theta_g = \bar{c}$. Considering $z_{sg}$ as a path connecting these in the latent space, the collision-free path is obtained as $\theta_{sg} = G(z_{sg}, \bar{c})$. $z_{sg}$ can be determined arbitrarily within the latent space, and in the simplest case, it can be connected by a straight line. Taking advantage of the differentiability of the generator $G$, the path in the latent space can be calculated by optimizing the cost function $\mathcal{L}_{\text{opt}}$ to satisfy the objective using the following equation:

$$L_{\text{opt}} = f(G, z_{sg}, \bar{c})$$

There are a variety of cost functions depending on the objectives. For example, $L_{\text{opt}}$ can be minimization of the sum of squares of velocities $L_{\text{opt}} = \sum_i \|v_i\|^2_2$, minimization of acceleration $L_{\text{opt}} = \sum_i \|a_i\|^2_2$, and minimization of jerk $L_{\text{opt}} = \sum_i \|j_i\|^2_2$, where $v_i = \theta_i - \theta_{i-1}, a_i = v_{i} - v_{i-1}, a_i = a_i - a_{i-1}$. Also, the path can be optimized by combining them as the following equation:

$$L_{\text{opt}} = \sum_i \|v_i\|^2_2 + \alpha \sum_i \|a_i\|^2_2 + \beta \sum_i \|j_i\|^2_2$$  \hspace{1cm} (7)

#### 3.2.2. Collision avoidance guarantee (CAG)

The learning method described above does not guarantee 100% obstacle avoidance. Therefore, the trajectory obtained by the generator $G$ is checked to ensure that it does not collide with any obstacles. Moreover, the trajectory is modified to guarantee collision avoidance if a colliding posture is found. If the path includes a colliding posture, the non-colliding posture before and after the collision trajectory is modified using existing planning methods. In this study, we use RRT Connect [3].

#### 3.2.3. Computational complexity

Our proposed method (Ours w/o collision avoidance guarantee (CAG)) performs forward calculations for the path’s number of iterations $I_1$, and the computational complexity is $O(I_1)$. Assume that the proposed method’s number of iterations $I_1$ is sufficiently large so that the robot’s degrees of freedom can be ignored. We do not consider path optimization here. Our proposed method uses collision-free latent space and the computational complexity does not depend on the complexity of obstacles. In the simplest case, the path is a straight line connecting from the start to the goal in the latent space, and $I_1$ is obtained by dividing the straight line distance $L_1$ in latent space by the distance $D_1$ per step, $O(I_1 = L_1 / D_1)$.

The computational complexity of the RRT is $O(I_2^2)$ for the number of iterations $I_2$ [32,33]. Assume that the number of iterations $I_2$ is sufficiently large so that the robot’s degrees of freedom can be ignored. Since RRT’s calculation is performed in space with obstacles, unlike the proposed method, the more obstacles there are, the more complex the trajectory from the start to the goal will be, and the more trajectories will collide with obstacles during the RRT calculation, the more iterations $I_2$ will be required.

### 4. Experimental setup

We performed experiments using a Gazebo simulation and an actual 6-DoF UR5e robot arm. In learning-based methods using robotic arms in 3-D space, objects like pillars or shelves are often used as obstacles. We use a
Figure 3. Experiment environment and depth image of obstacle.

Figure 4. Examples of a depth image with different $x$ and $y$ positions and the height of the center plate. The shelf's color in-depth image changes as the shelf's position changes in the $x$-coordinate. The test evaluation was performed with untrained $x$, $y$, and the height of the center plate.

shelve for practical tasks. We set up an environment with a shelf in front of the robot as an obstacle and evaluated the system's performance under multiple conditions by changing the obstacle position of the shelf and the height of the center plate of the shelf (Figures 3 and 4).

4.1. Data collection

4.1.1. Obstacle information

The size of the placed shelf as an obstacle is 120 cm in height, 80 cm in width, and 40 cm in depth. The origin of the coordinate system is the floor just below the root of the robot, with the forward direction in the positive $x$-axis, the left side in the positive $y$-axis, and the upper side in the positive $z$-axis. The robot is placed on a 10 cm high pedestal. The shelf is placed in various locations, which are divided into 5 positions by $x \in [60 \text{ cm}, 70 \text{ cm}]$ and 9 positions by $y \in [-10 \text{ cm}, 10 \text{ cm}]$, and the shelf is located so that the training data and test data alternated (Figure 4). Similarly, the height of the board is divided into 11 parts in the range $z \in [50 \text{ cm}, 60 \text{ cm}]$ so that the training data and test data alternate. Therefore, there are $23 \times 6$ (heights) = 138 different types of conditions for training data, and $22 \times 5$ (heights) = 110 different types of condition for test data.

We used a depth image taken from behind the robot for the condition $c$ that indicates the obstacle
information. The depth image is taken in such a way that the robot is not included in the image, and one depth image corresponds to each obstacle condition. The depth image is a one-channel image with a size of 60 × 80 pixels. The shelf is placed in the [40 cm, 90 cm] range on the x-axis, and the depth information is normalized by [0, 1] in that range.

4.1.2. Robot information
The datasets of cGANs consists of 6 joint angles \( \theta = (\theta_1, \theta_2, \theta_3, \theta_4, \theta_5, \theta_6) \) that represents the robot’s posture. The ranges of the joint angles are \( \theta_1 \in [-90^\circ, 90^\circ] \), \( \theta_2 \in [-120^\circ, 120^\circ] \), \( \theta_3-6 \in [-180^\circ, 180^\circ] \). The latent variables \( z \) are 6-dimensional because the robot has 6-DoF, and a uniform distribution in the range [0, 1] is used.

We collected a total of 50,000 collision and non-collision data points of robot postures for various obstacle conditions by random sampling and used them for training. The percentage of collision data is about 43% of the total, which includes self-collision and floor collision (about 37%) and shelf collision (about 9%). In some cases, both collisions co-occur, so the total exceeds 43%. Min-Max scaling was applied to each \( \theta_i \), normalized to the [0, 1] range.

4.2. Network design
Our network model is composed of \( G \), \( D \), and \( E \) with fully connected layers, and each network includes a two-dimensional convolutional layer (conv.) as a feature extraction unit for conditions \( c \) (Figure 2). The network design details are shown in Table 1. For learning stabilization, batch normalization [34] are spectral normalization [35] were used. Our network model is implemented with PyTorch. Training is conducted on a machine equipped with Intel Core i7-11700F@2.50GHz CPU and GeForce RTX 3070, resulting in about 3 to 4 days of training time.

We describe \( \lambda_s \), which are the coefficients of each loss function in the Equation (1). They are set as \( \lambda_{\text{GAN}} = 1 \), \( \lambda_{\text{rec}} = 100 \), \( \lambda_{\text{map}} = 10 \), and \( \lambda_{\text{col}} = 100 \). When the distance between the robot and the obstacle is less than 10 cm, \( \lambda_{\text{rec}} = 0 \) and \( \lambda_{\text{map}} = 0 \) are used. If the robot collides with the shelf, \( \lambda_{\text{col}} = 1000 \). This aims to increase safety by ensuring the distance to collision, and generator, \( G \), was trained to exclude postures close to obstacles.

4.3. Settings for the comparison methods
The Python implementation in ROS was used for the RRT Connect [3] used in the proposed method and for the RRT [7] and RRT Connect used for comparison with the proposed method. We used the default parameters of the motion planning framework MoveIt!.

5. Experiment results
We will confirm the (ii) Adaptability to various obstacles by evaluating the constructed mapping in Section 5.1. Next, (i) Customizability will be confirmed by planning on several optimization criteria in Section 5.2, and (iii) Scalability will be confirmed by comparison with other planning methods in Section 5.3 and collision avoidance guarantee will be verified. Finally, we show results with an actual robot, UR5e, in Section 5.4. Also, pre-experiments were conducted in a 2-D environment with various shapes and numbers of obstacles. See Appendix for details.

5.1. Evaluation of adaptability to various obstacles
We evaluated the accuracy of the mapping acquired as \( G \) and \( E \) by evaluating the success rate of planning to verify (ii) Adaptability. For the evaluation, random postures were set as the start and the goal from two

| Layer     | In | Out | Filter size | Normalization | Activation function |
|-----------|----|-----|-------------|---------------|---------------------|
| Conv\(^a\) | 1  | 4   | (3,3)       | BN            | LeakyReLU          |
| 2nd conv. | 4  | 4   | (3,3)       | BN            | LeakyReLU          |
| AvgPool1  | 4  | 4   | (2,2)       | –             | –                   |
| 3rd conv. | 4  | 8   | (3,3)       | BN            | LeakyReLU          |
| 4th conv. | 8  | 8   | (3,3)       | BN            | LeakyReLU          |
| AvgPool2  | 8  | 8   | (2,2)       | –             | –                   |
| 5th conv. | 8  | 16  | (3,3)       | BN            | LeakyReLU          |
| AvgPool3  | 16 | 16  | (2,2)       | –             | –                   |

Note: \(^a\) \( G \), \( D \), and \( E \) have independent feature extraction units.
\(^b\) The output of \( FC_{\text{obs}}-0 \) is the input to \( FC_{\text{obs}}-1 \), \( FC_{\text{obs}}-2 \), and \( FC_{\text{obs}}-3 \), respectively.
\(^c\) The element-wise product of the output of \( FC_{\text{obs}}-1 \) and the output of 3th FC is the input to the next layer. The same process applies to the outputs of \( FC_{\text{obs}}-2 \) and 4th FC, and to the outputs of \( FC_{\text{obs}}-3 \) and 5th FC.
\(^d\) \( G \) and \( E \) have the same structure but independent parameters.
different regions among the regions whose end-effector positions were left, upper, bottom, and right relative to the shelf (Figure 5). Then, for various obstacle conditions as described in Section 4.1.1, we let the robot arm’s end-effector plan a path to cross the shelf board using the above start and goal posture. Note that the posture of the robot arm at the start and goal is at least 5 cm away from the collision. For each obstacle condition, three paths are generated; 138 conditions \(\times 3\) paths = 414 paths are evaluated for train datasets, and 110 conditions \(\times 3\) paths = 330 paths are evaluated for test datasets. Note that the obstacle conditions used in the test are not used in training. Although there are several possible paths in the latent space, we use the path that connects the two points by a straight line in the latent space after calculating \(z_s = E(\theta_s, c)\) and \(z_g = E(\theta_g, c)\) using the encoder \(E\) for the start and goal postures \(\theta_s\) and \(\theta_g\), respectively. The length of \(z_{sg}\) is fixed at 200 steps.

Success in planning means that the generated path does not contain any collision postures and that the start and goal positions are reached. The method for determining whether the start and goal positions have been reached is to calculate the Euclidean distance difference of \((x, y, z)\) between the end-effector position calculated from the given start and goal postures and the reconstructed start and goal postures from the latent variables generated by planning as follows:

\[
\|FK(\theta_{\text{rec}}) - FK(\theta_{\text{target}})\| < \epsilon \tag{8}
\]

where \(FK()\) is forward kinematics to calculate end-effector position from \(\theta\), \(\theta_{\text{rec}} = G(E(\theta_{\text{target}}, c), c)\), and \(\epsilon = 5.0\) cm.

In this experiment, we verify the effectiveness of each loss function of the proposed method, which consists of four loss functions \(\mathcal{L}_s\), as shown in Equation (1). Since \(\mathcal{L}_{\text{GAN}}\) and \(\mathcal{L}_{\text{rec}}\) are the minimum required for the training of the model, the following three conditions are used to examine the effectiveness of the other \(\mathcal{L}_s\): (a) Our proposed method, (b) without \(\mathcal{L}_{\text{map}}\) from Equation (1), and (c) without \(\mathcal{L}_{\text{col}}\) from Equation (1). Note that the collision avoidance guarantee (CAG) is not used in the planning of any method.

Table 2 shows the results of the experiment. The success rates shown in brackets in Table 2 include those that could generate trajectories without collisions with obstacles but failed to reconstruct. The success rate drops significantly without either \(\mathcal{L}_{\text{map}}\) or \(\mathcal{L}_{\text{col}}\). Since the path success rate is low even when failure of reconstruction is considered, it can be said that a significant rate of collisions with obstacles occurs in trajectory.

We also confirmed that the success rate decreased by 18.5% when a depth image different from actual obstacle information was provided to the condition. From the results, we confirmed that the generated paths varied depending on the conditions. The proposed method has a high success rate of more than 70% for both the training and test dataset, indicating that it can generate trajectories even under untrained obstacle conditions. In other words, the adaptability of the proposed method to various obstacle conditions is verified.

### 5.2. Planning on arbitrary optimization criteria

In this section, we verify (i) Customizability. The proposed method can generate multiple (in-finite) paths. The method for determining paths in the latent space is not limited to just connecting the start and the goal linearly but can be any path/trajectory planner. As examples

![Figure 5. Four regions of start and goal for trajectory generation: left, upper, bottom, and right relative to the shelf. Random postures were set as the start and the goal from two regions.](image)
Table 3. Evaluation of the optimized trajectory.

| Target to optimize | \( \sum t \| v_t \|_2^2 \) | \( \sum t \| a_t \|_2^2 \) | \( \sum t \| j_t \|_2^2 \) |
|-------------------|-----------------|-----------------|-----------------|
| w/o Opt.          | 1.16 ± 0.21     | 0.20 ± 0.12     | 0.38 ± 0.27     |
| \( v \)           | 0.75 ± 0.25     | 0.055 ± 0.012   | 0.11 ± 0.032    |
| \( a \)           | 1.06 ± 0.29     | 0.031 ± 0.014   | 0.033 ± 0.024   |
| \( j \)           | 1.17 ± 0.23     | 0.052 ± 0.017   | 0.026 ± 0.010   |
| Mix of \( v, a, j \)| 0.92 ± 0.25     | 0.042 ± 0.011   | 0.049 ± 0.016   |

of optimization, Table 3 shows the values of the trajectories before and after optimization when velocity \( v \), acceleration \( a \), and jerk \( j \) are minimized, and combinations are performed as described in Section 3.2.1. The hyper-parameters in the combination of optimization were set to \( \alpha = 0.5 \) and \( \beta = 0.5 \) in Equation (7). The 330 trajectories (110 untrained conditions x three pairs of start and goal) from the test dataset used in Section 5.1 were used as the trajectories before optimization. Only those of these trajectories that avoided obstacles before and after optimization were used to generate Table 3 results. The results of guaranteeing obstacle avoidance will be shown in Section 5.3. From Table 3, it can be confirmed that the value subjected to each optimization is the smallest. These optimizations took approximately 2 s to 10 s, and latent variables were updated from 500 to a maximum of 2,500 iterations.

As an example of trajectory optimization, Figure 6 shows the values of \( v, a, j \) before optimization, which is just a straight line in the latent space, and the trajectory after optimization by velocity minimization and jerk minimization, respectively. The trajectory before optimization has some parts where the velocity and jerk change suddenly. By optimizing the trajectory with velocity minimization, the velocity of the entire trajectory is suppressed. In the trajectory optimized by jerk minimization, the sudden stops and starts at the start and goal are moderated. Since the values of the graphs generated by each optimization are different, we can say that different trajectories were generated by the optimization.

These results show that planning can be performed using arbitrary optimization criteria, which demonstrates the customizability of our proposed method.

5.3. Comparison of the planning times and collision avoidance guarantee

Here, we investigate (iii) Scalability and collision avoidance guarantee (CAG). We evaluated the success rate and computation time of the proposed method (which used CAG by RRT Connect if a collision occurred when planning with cGANs). The 330 trajectories (110 untrained conditions x three pairs of start and goal) described in Section 5.1 are used. These trajectories include different start and goal pairs for each of the untrained obstacle conditions with different shelf positions and different heights of the board (Figure 4). In addition to our method without CAG, the model-based planning methods RRT and RRT Connect were used for comparison. Since the trajectories generated by RRT and RRT Connect are different each time, three trials were conducted with the same start, goal, and obstacle conditions. As well as the proposed method used RRT Connect; therefore, three trials were conducted. To investigate the computation time when RRT Connect is used for the CAG of the proposed method, we denoted as Ours (only CAG) the success rate and computation time when CAG was used for the data whose planning failed in Ours w/o CAG. Note that this success rate and computation time do not include the success rate and computation time when Ours w/o CAG succeeds. These results are shown in Table 4. The success rate is the same as Section 5.1, which is the percentage of trajectories that do not collide with any obstacles and satisfy Equation (8). Note that for the RRT and RRT Connect methods, if the execution time exceeded 60 s, the method was counted as a failure to find a path.

Ours w/o CAG is planning in the latent space where there is no collision with obstacles, so the computation time is almost constant, independent of the complexity of the environment. However, learning-based methods alone cannot guarantee 100% collision avoidance with
obstacles. In our results, the success rate of learning a trajectory without contact with obstacles was more than 60%. Even though the RRT and RRT Connect methods achieve a high success rate, these methods require more computation time as the complexity of the environment increases because the collision check is required each time. Furthermore, the trajectory generated by each trial is different each time due to including randomness in RRT and RRT Connect. In particular, when the complexity of the environment increases, the variance of generated trajectories becomes larger. This experiment showed that the variance of the computation time and the length of the generated path was significant for the Upper-Bottom and Bottom-Right paths. This means a complex planning task is included in the experiment. Our method uses RRT Connect to compute the trajectory only before and after the collision. Thus, the computation time is less than that of RRT or RRT Connect, which requires collision checks in all trajectories, as shown in Ours (only CAG). The average computation time for Ours is 27.67 ± 96.15 ms in total, which is 21.8% of that for RRT Connect of 126.79 ± 44.84 ms. While generating a single trajectory may result in collisions with obstacles in our method, generating multiple different trajectories, such as using different optimization criteria or selection of different trajectories in the latent space, can also reduce the likelihood of using RRT Connect. Therefore, our proposed method requires even less computation than RRT and RRT Connect.

In summary, Ours and Ours w/o CAG require training time in advance, but the planning time is almost constant, independent of the complexity of the environment. RRT and RRT Connect do not require learning.

| Table 4. Success rate and execution time for planning*. |
|---------------------|-----------------|---------------------|---------------------|
|                     | Method           | Success Rate [%]    | Planning Time [ms]  |
| Start-Goal          | Left-Upper       | Ours w/o CAG        | 68.3 ± 0.16         |
|                     |                  | Ours (only CAG)     | 100.0 ± 0.00        |
|                     |                  | Ours                | 100.0 ± 0.00        |
|                     |                  | RRT                 | 100.0 ± 0.00        |
|                     |                  | RRT Connect         | 100.0 ± 0.00        |
|                     | Left-Bottom      | Ours w/o CAG        | 70.2 ± 0.17         |
|                     |                  | Ours (only CAG)     | 100.0 ± 0.00        |
|                     |                  | Ours                | 100.0 ± 0.00        |
|                     |                  | RRT                 | 100.0 ± 0.00        |
|                     |                  | RRT Connect         | 100.0 ± 0.00        |
|                     | Left-Right       | Ours w/o CAG        | 81.8 ± 0.15         |
|                     |                  | Ours (only CAG)     | 100.0 ± 0.00        |
|                     |                  | Ours                | 100.0 ± 0.00        |
|                     |                  | RRT                 | 100.0 ± 0.00        |
|                     |                  | RRT Connect         | 100.0 ± 0.00        |
|                     | Upper-Bottom      | Ours w/o CAG        | 69.4 ± 0.16         |
|                     |                  | Ours (only CAG)     | 100.0 ± 0.00        |
|                     |                  | Ours                | 100.0 ± 0.00        |
|                     |                  | RRT                 | 100.0 ± 0.00        |
|                     |                  | RRT Connect         | 100.0 ± 0.00        |
|                     | Upper-Right       | Ours w/o CAG        | 73.2 ± 0.13         |
|                     |                  | Ours (only CAG)     | 100.0 ± 0.00        |
|                     |                  | Ours                | 100.0 ± 0.00        |
|                     |                  | RRT                 | 100.0 ± 0.00        |
|                     |                  | RRT Connect         | 100.0 ± 0.00        |
|                     | Bottom-Right      | Ours w/o CAG        | 66.3 ± 0.12         |
|                     |                  | Ours (only CAG)     | 100.0 ± 0.00        |
|                     |                  | Ours                | 100.0 ± 0.00        |
|                     |                  | RRT                 | 97.5 ± 0.00         |
|                     |                  | RRT Connect         | 100.0 ± 0.00        |

Note: *The execution time is calculated only for planning and does not include the GPU transfer time (about 10 ms).

Figure 7. Demonstration on the actual robot. Different trajectories were generated for (a) to (c). (a) Ours without trajectory optimization, (b) Ours using trajectory optimization by speed minimization, (c) Generated trajectories using RRT Connect.
but the computation time increases with the complexity of the environment. Ours achieves both advantages of low-calculation cost with the learning method and guaranteed avoidance by the conventional planning method. These indicate that the computational cost of our method is scalable to the complexity of the environment.

5.4. Experiments using URSe

In this section, we show the results of experiments using the actual UR5e. Using the model trained with the simulation dataset, UR5e performed planning. The shelf was placed in the same position as in the simulator, and the depth information was the same as in the simulator for the experiments. In the experiments, we used (a) Ours without trajectory optimization, (b) Ours using trajectory optimization by speed minimization, and (c) Generated trajectories using RRT Connect. Figure 7 shows the generated trajectories. In (a), we confirm that our proposed method generates a collision-free path. In (b), a shorter path is generated by optimizing for speed. In (c), using RRT Connect, the trajectory generated by each trial is different each time. On the other hand, in our method, if the same trajectory is selected in the latent space, the same trajectory will be generated in the joint space.

6. Conclusion

In this research, the robot’s collision-free joint space is expressed as the latent space of cGANs, and collision-free paths are obtained by mapping the planning in the latent space to the joint space. We confirmed that (i) Customizability; any path can be planned in the latent space using any optimization criteria, (ii) Adaptability; a single trained model could handle multiple untrained obstacle conditions, and (iii) Scalability; computational cost of planning does not depend on the obstacles. By modifying the trajectory in case of a collision when planning is done by learning alone, 100% of collision avoidance can be guaranteed.

Note

1. The link of the article for pre-experiment is the following: https://arxiv.org/abs/2202.07203.
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Appendix

As a pre-experiment, we have published a paper in arXiv in which a 2-DoF robot arm is tested on a 2-D plane1. Experiments are conducted in 2-D environments with random numbers and shapes of obstacles. In the pre-experiment paper, the focus is on analysis because of the small number of DoFs. In this new paper, the model is extended to a 6-DoF robot in 3-D space, but the concept of the model, which maps the non-collision posture to the potential space, is the same.