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Abstract—In this paper, the accuracy of material decomposition (MD) using an energy discriminating photon counting detector was studied. An MD framework was established and validated using calcium hydroxyapatite (CaHA) inserts of known densities (50 mg/cm², 100 mg/cm², 250 mg/cm², 400 mg/cm²), and diameters (1.2, 3.0, and 5.0 mm). These inserts were placed in a cardiac rod phantom that mimics a tissue equivalent heart and measured using an experimental photon counting detector cone beam computed tomography (PCD-CBCT) setup. The quantitative coronary calcium scores (density, mass, and volume) obtained from the MD framework were compared with the nominal values. In addition, three different calibration techniques, signal-to-equivalent thickness calibration (STC), polynomial correction (PC), and projected equivalent thickness calibration (PETC) were compared to investigate the effect of the calibration method on the quantitative values. The obtained MD estimates agreed well with the nominal values for density (mass) with mean absolute percent errors (MAPEs) 8 ± 11% (9 ± 15%) and 4 ± 6% (9 ± 14%) for STC and PETC calibration methods, respectively. PC displayed large MAPEs for density (27 ± 9%), and mass (25 ± 12%). Volume estimation resulted in large deviations between true and measured values with notable MAPEs for STC (40 ± 90%), PC (40 ± 80%), and PETC (40 ± 90%). The framework demonstrated the feasibility of quantitative CaHA mass and density scoring using PCD-CBCT.

Index Terms—CdTe, iterative reconstruction, material decomposition, photon counting, spectral CT.

I. INTRODUCTION

SPECTRAL computed tomography (CT) enables discrimination of different materials and improved tissue contrast by utilizing polychromatic X-ray attenuation information [1]–[3]. Consequently, it has been applied for several diagnostic tasks such as bone and calcium removal from CT angiography [2], characterization of gout [4], and assessment of myocardial blood flow [5], [6]. In health care, spectral CT is currently performed using dual-energy CT (DECT) scanners that employ spectrally indiscriminate energy-integrating detectors (EIDs). The maximum number of separable tissues in DECT material decomposition (MD) with EIDs is three [7]. Furthermore, DECT suffers from spectral overlap which reduces the accuracy of MD. To increase the MD accuracy in DECT, either the peak kilovoltage (kVp) difference between low and high energy spectra could be increased, filtration could be changed between acquisitions to improve energy separation or the patient dose could be increased. As photon counting detectors (PCDs) can discriminate photons of different energies through pulse-height analysis, they enable multi-energy spectral CT [8], quantitative MD [9], and K-edge imaging [10], [11]. Furthermore, PCDs with more than three bin counters allow decomposition of more than three materials [12].

In MD, multi-energy data are decomposed into basis materials with distinct attenuation properties. MD in image space, i.e. reconstruction space, utilizes the effective energies of a multi-energy measurement to separate the CT reconstruction into basis materials [9], [13]. In contrast, projection based MD models the X-ray attenuation process, allowing the multi-energy projection data to be decomposed into material-specific projections [11], [14]. Performing MD in projection space is preferable as the modeling of X-ray attenuation theoretically eliminates beam hardening [15]. MD based on multi-energy data has been successfully used for quantification of iodine [8], [9], gadolinium [9], and lipid [16] content, as well as the amount of Calcium Hydroxyapatite (CaHA) [7], [17], which is required for the assessment of bone mineral density. These studies have shown strong correlations with measured and true concentrations, confirming that spectral CT can be used for quantitative MD and tissue discrimination.

With PCDs, several phenomena, such as radiation scattering, beam hardening effects, limited detective quantum efficiency,
detector dead time, inaccuracies with spectral models, and pulse pile-up, deteriorate the energy-resolving capabilities and the accuracy of tissue quantification [18]. It is therefore essential to develop both accurate models for detector characteristics [19] (e.g., charge transport properties [20]), and suitable correction techniques, such as calibration material measurements dedicated for PCDs [21], [22], to counter the factors degrading spectral discrimination. On the other hand, calibration techniques may influence MD accuracy [23], and care should be taken when choosing the appropriate methods.

For energy-independent EIDs, conventional flat-field correction using an air scan and dark field image is often sufficient, since it corrects fixed-pattern noise, such as gain variations and scintillator screen dust, commonly encountered with EIDs. With clinical CT systems, however, additional complicated correction methods beyond simple offset and air correction are needed to achieve high-fidelity imaging performance over the range of tube voltage settings necessary for clinical imaging. Due to the nonlinearity and variation of inter-pixel detection efficiencies with respect to energy, flat-field correction is not adequate for PCDs either [24]. Commonly PCD calibration techniques rely on X-ray transmission measurements of calibration materials that are used to correct the measurement data. For example, the Signal-to-equivalent Thickness Polynomial Correction (STC) [24], [25] method has been widely used for PCDs, while the Polynomial Correction (PC) has been used for decomposing calibration materials from dual-energy measurements [26].

On the image reconstruction side, the commonly used analytic CT reconstruction technique, filtered backprojection (FBP), may not provide sufficient image quality in projection based spectral CT due to increased noise in the material-decomposed projection data [10]. Therefore, the choice of reconstruction technique has a significant impact on the image quality of tissue-specific reconstructions. Instead of the FBP method, penalized weighted least squares (PWLS) approaches are often used for CT reconstruction [27] and tissue-specific reconstruction [10], [28] as they accommodate noise statistics and regularization into the reconstruction scheme.

Currently, the severity of coronary artery calcification is evaluated using CT calcium scoring method known as Agatston score [29]. The score is given by a slice-specific product of calcification area and a weighting factor that depends on the maximum Hounsfield Unit (HU) value of the calcification determined from a non-invasive CT scan [29]. The total Agatston score of a coronary artery is the sum of the slice-specific scores. Agatston score is associated with the risk of coronary events and its negative predictive value for coronary artery disease is high [30], [31]. Additionally, calcium hydroxyapatite (CaHA) mass [32] and calcification volume [33] are commonly evaluated metrics in cardiac CT studies, with the CaHA mass being more reproducible than Agatston score [34]. Agatston score does not quantify the concentration of coronary calcification exactly but rather estimates the concentration through HUs. However, beam hardening artifact and the selected peak kilovoltage affect the HU estimate and hence the Agatston score [35], generating a need for a more accurate quantitative methodology to estimate calcium concentration and mass. MD in projection space models the beam hardening process and theoretically, it could provide a robust alternative for calcium scoring.

This study aims to establish a framework for MD using dual-energy PCD measurements and apply it for quantifying coronary artery calcium (CaHA) in an experimental setting. Furthermore, the effect of the calibration method on the framework is investigated by comparing three different calibration techniques; the STC, PC, and a new Projected Equivalent Thickness Calibration (PETC). Finally, the quantitative accuracy of the developed framework is validated by characterizing CaHA insert densities, masses, and volumes in a cardiac rod phantom.

II. MATERIALS AND METHODS

A. Experimental Setup and Imaging Phantom

Cylindrical CaHA inserts (n = 12) with varying densities (50 mg/cm³, 100 mg/cm³, 250 mg/cm³, and 400 mg/cm³), diameters (1.2 mm, 3.0 mm, and 5.0 mm) and a fixed height of 7 mm were placed inside a cylindrical (9 cm diameter) cardiac rod phantom (008C, CIRS, Inc., Norfolk, VA) (Fig. 1). The 5.0 mm insert was positioned in the right coronary artery, the 3 mm insert in the apex, and the 1.2 mm insert in the left anterior descending coronary artery of the phantom (Fig. 1).

The tungsten X-ray source of a C-arm (Philips BV29, Philips Healthcare, Netherlands), with inherent filtration equivalent to 3.0 mm of Aluminum at 75 kVp, was operated at 100 kVp and 3.0 mA. The focal spot size of the source was 0.6 mm. A PCD (Flite FX15, XCounter AB, Danderyd, Sweden) was used as the radiation detector, and low tube current was used to mitigate the effects of dead time and pulse pile-up in the PCD. The PCD and the X-ray source were mounted on an optical board and combined with a motorized rotation stage (NR360S/M, Thorlabs, Inc., Newton, New Jersey) on which the cardiac rod was placed, this setup enabled PCD cone beam CT (PCD-CBCT) (Fig. 1). Source-to-object and source-to-detector distances were set to 54.0 cm and 85.48 cm, respectively. The angular velocity of the rotation stage was set to 3°/s, resulting in 1 mAs exposure per 1° of rotation with a total scan time of 120 s. The frame rate of the detector was set to 24 frames/s to avoid count saturation. Eight
consecutive frames were averaged, resulting in 360 projections over a 360° angle of rotation and a total tube exposure of 360 mAs. No anti-scatter grid was used. For each CaHA density, measurements were repeated three times, and inserts were repositioned into the rod between measurements.

The used PCD was a flat-panel direct conversion detector utilizing Cadmium Telluride (CdTe) of 750-μm thickness as a conversion medium. The detector consisted of 24 separate tiles, each containing a 256 × 128-pixel matrix with 100-μm pixel pitch resulting in a tilewise active area of 2.56 cm × 1.28 cm. These tiles formed a matrix with a 100-μm gap between tiles. The total active area of the PCD was 5.13 cm × 15.47 cm. Prior to MD, the detector matrix was binned by a factor of two, resulting in an isotropic 200-μm pixel size. Taking geometric magnification into account, the isotropic voxel size of the reconstruction was 126 μm × 126 μm × 126 μm.

The PCD had two 12-bit counters per pixel with adjustable energy thresholds that differentiated the incident photons into two energy bins as follows; total energy (TE) bin containing photons with higher energy than the lower threshold, and high energy (HE) bin including photons whose energy exceeded the higher threshold. Low energy (LE) image was obtained through subtraction LE = TE – HE. The energy thresholds of the PCD were set to 10 keV and 50 keV. The purpose of the low energy threshold was mainly to remove electronic noise, and the high threshold was chosen so that the counts between the energy bins were approximately equal. Furthermore, a charge sharing correction implemented in the PCD software was also used to improve spectral separation [36].

![Fig. 2. Material decomposition and reconstruction workflow; a) Raw data from the PCD, b) decomposition to calibration materials, c) propagation to corrected counts using detector and source spectrum models and (10), d) material decomposition, e) material-specific reconstructions. The process deviates for different calibration methods in the step b), while the rest of the workflow remains the same.](image)

1) **Signal-to-Equivalent Thickness Calibration (STC):** A common beam hardening and scatter correction approach is the STC method [24], [25], where a series of calibration measurements, usually performed with polymethyl methacrylate (PMMA) blocks or Aluminum (Al) sheets, are used to find the calibration parameters (a, b, and c) for each detector pixel by fitting an exponential function to the calibration data. We used PMMA-based STC for calibrating the measurements because PMMA has more similar scattering properties to soft tissues compared to Al. This method translates the known calibration material thicknesses (t_i) into measured counts

\[
y_i^c(t_i) = a + b \cdot e^{a \cdot t_i},
\]

where c denotes calibration, i denotes the energy bin, and the coefficient a is considered as an effective attenuation coefficient incorporating an experimental correction for scatter and beam hardening. The attenuating polychromatic photons were approximated to follow the monochromatic exponential law be^{a \cdot t} [24]. The calibration parameter o relates the counts measured due to scattering within a specific calibration thickness interval. With this approximation, we obtain the attenuation function (1).

Once the calibration parameters have been solved for every detector pixel, the phantom measurement (y_m) can be corrected into PMMA equivalent thickness (t_m) by computing

\[
t_m = \frac{1}{a} \ln \left( \frac{y_m - a}{b} \right).
\]

This approach is repeated for each energy bin i separately.

2) **Polynomial Correction (PC):** Another calibration method is the polynomial correction (PC) technique [26]. With this method, combinations of two calibration materials (Al, PMMA) are measured in the calibration process. The second order polynomial approximation for two energy bins i is

\[
t_{PMMA} = c_0 + c_1 L_1 + c_2 L_2 + c_3 L_1^2 + c_4 L_1 L_2 + c_5 L_2^2,
\]

\[
t_{AI} = d_0 + d_1 L_1 + d_2 L_2 + d_3 L_1^2 + d_4 L_1 L_2 + d_5 L_2^2,
\]

where, \(L_i = -\ln(y_i^d/y_i^{d,0})\), and \(y_i^{d,0}\) is the flat-field image. The polynomial constants (c and d) are determined from a

**B. Beam Hardening and Scatter Correction**

Three different calibration methods (STC, PC, and PETC) were implemented for beam hardening and scatter correction in this study. Each of these methods transforms the measured counts of the raw data into calibration material thicknesses (Fig. 2 a) – b)). After this transformation, the thicknesses are projected into corrected counts (Fig. 2 c)).
least-squares fit of the calibration measurements. Phantom measurement is calibrated into thicknesses of PMMA and Al by directly applying (3) and (4).

3) Projected Equivalent Thickness Calibration (PETC): In this study, we suggest a modification of the STC method, by accounting for two calibration materials (PMMA and Al) in an attempt to incorporate the differences in beam-hardening and scattering properties of calcifications and soft tissues more accurately. To do so, we solved the corrected count estimate $y_i^{'t}$ in energy bin $i$ through a process where the STC estimate at first calibration basis (Al)

$$y_i^{tAl} = o_{Al}^i + b_{Al}^i e^{a_{Al}^i tAl}$$

was projected to PMMA equivalent thickness $t_{Al→PMMA}^i$

$$t_{Al→PMMA}^i = \frac{1}{a_{PMMA}^i} \ln \left( \frac{y_i^{tAl} - o_{PMMA}^i}{b_{PMMA}^i} \right).$$

The superscript $i$ in PMMA equivalent thickness highlights the fact that although the same basis material thickness ($t$) was used for each energy bin, the projected equivalent thickness ($t_{Al→PMMA}^i$) deviated between energy bins due to the different attenuation properties of the calibration materials. The corrected count-estimate ($y_i^{'t}$) was obtained by combining the current thickness-estimate of PMMA and the projected equivalent thickness (projection from Al to PMMA)

$$y_i^{'t}(t_{PMMA}, t_{Al→PMMA}) = o_{PMMA}^i + b_{PMMA}^i e^{a_{PMMA}^i (t_{PMMA} + t_{Al→PMMA}^i)}.$$  

In order to decompose the measurement data into a combination of calibration basis materials ($t = (t_{Al}, t_{PMMA})$), the obtained calibration maps for PMMA and Al (obtained through the STC technique) were used in the minimization problem

$$\hat{t} = \arg \min_{t \geq 0} \| y - y(t) \|^2_2,$$

where $y$ is the measured counts and $y'$ denotes the current calibration count estimate, yielding the decomposed combination of basis materials for a specific pixel. $y$ and $y'$ are vectors containing the counts of different bins. The Gauss-Newton (GN) method [37, Ch. 9] with 1000 iterations was used to minimize (8). $y'$ was updated during each iteration through the subsequent utilization of (5) – (7). This method is visually illustrated in Fig. 3 and referred in the rest of the study as Projected Equivalent Thickness Calibration (PETC) method.

For each calibration method, the calibration material thicknesses were selected to cover the thickness variations of the rod. Therefore, PMMA slabs with thicknesses of 0 cm, 5.3 cm, and 10.7 cm were measured and used in the STC and PETC methods, and Al sheets with thicknesses of 0 cm, 2.1 cm, and 3.1 cm were measured for the PETC method. For PC, combinations of PMMA thicknesses (0 cm, 5.2 cm, and 10.4 cm) and Al thicknesses (0 cm, 0.05 cm, 0.1 cm, . . ., 0.6 cm) were used. As PC utilizes combinations of Al and PMMA thicknesses in calibration, thinner Al plates were used compared to PETC. PC also fits more calibration parameters than PETC, and thus Al thicknesses were measured more densely in PC compared to PETC. Calibration measurements were performed using the same imaging parameters as in the phantom scans.

To assess the scatter-correction mechanisms of the calibration techniques used in this study (STC, PC, and PETC), the post-correction scatter-to-primary ratio (SPR) with the cardiac rod phantom was evaluated for each method. The term “post-correction SPR” is used to distinguish between the actual physical SPR of the measurement and the post-calibration SPR. For reference, we also evaluated the physical SPR from a flat-field corrected measurement. The measurements for evaluating the SPR are described in the Appendix A.1

In summary, the thickest part of the cardiac rod was imaged with and without a lead (Pb) collimator with a rectangular 1.4 mm × 2.8 mm × 115 mm opening. The uncollimated rod measurement was corrected with the calibration techniques (STC, PC, and PETC). The collimated measurement ($m_1 = P$) contained only primary photons ($P$), whereas the corrected uncollimated counts ($m_2 = S + P$) were a combination of primary and scattered ($S$) photons. The SPR was calculated as

$$SPR = \frac{m_2 - m_1}{m_1} \times 100\%.$$  

C. X-Ray Attenuation and Detector Model

The X-ray attenuation through $M$ basis materials and the resulting detector counts in detector pixel ($k$) and energy bin $i(A_k^{'j})$ was modeled using the attenuation law

$$A_k^{'j}(E) = \int_0^{\infty} \Phi(E) R(E) D(E) e^{-\sum_{m=1}^{M} \mu_m(E) A_{k,m}} dE,$$  

where $R(E)$ is the detector energy response of energy bin $i$ at energy $E$. $\Phi(E)$ and $D(E)$ are the incident source spectrum and detection efficiency for energy $E$. $\mu_m$ is the mass attenuation coefficient of material $m$. $A_{k,m}$ is the projected

1Supplementary materials are available in the supplementary files /multimedia tab.
mass density (PMD) along path $l_k$

$$A_{k,m} = \int_{l_k} \rho_m(x_m)dl,$$  \hspace{1cm} (11)

where $\rho_m$ is the density of $m^{th}$ basis material in basis reconstruction voxels $x_m$. The energy-dependent mass attenuation coefficients ($\mu_m(E)$) were obtained from the NIST database [38]. Source spectrum ($\Phi(E)$) was simulated using the spektr toolbox [39] for MATLAB (v. 9.4, The MathWorks Inc., Natick, MA, 2018) and the detection efficiency of CdTe was computed from the attenuation law. The energy response of the PCD was modeled using a particle transport simulation package (vGATE 7.2) [40] and a charge transport model [41] that propagates the induced charge in the detector crystal (CdTe).

A particle transport simulation package utilizing the Geant4 toolkit [42], [43] with PENetration and Energy LOSs of Positrons and Electrons (PENELOPE) code system [44] was used to model the particle interactions within the PCD. A pixelated (100 x 100 pixels) CdTe detector with 100 $\mu$m x 100 $\mu$m pixel and 750-1000 $\mu$m CdTe thickness was created. Compton and Rayleigh scattering, photoelectric effect, bremsstrahlung, ionization, and atomic de-excitation (i.e. fluorescence and Auger effect) were taken into account in the model. The monochromatic energy responses of the PCD were modeled using $\gamma$-source simulations within the energy range of 10 keV – 100 keV with 1 keV increments. The types of the interactions, interaction times, energies, and locations were tracked for each individual primary photon and daughter particle generated during the interactions of the primary photons within the CdTe.

The propagation of charge cloud generated by photon hits was modeled with MATLAB using a charge transport model similar to [41]. The bias voltage was set to −400 V [41] and the charge transport properties of CdTe, e.g. electron and hole mobility, resistivity and pair creation energy, were obtained from [45]. An eight-neighbor charge sharing correction with 500 ns signal integration time was incorporated in the model. The signal integration time was chosen based on prior research for a CdTe detector [45, p. 57].

The accuracy of the resulting energy responses obtained from the particle and charge transport models were experimentally validated by sweeping the detector high energy threshold from 11 keV to 80 keV with 1 keV increments and measuring the response of the PCD for an Americium–241 ($^{241}$Am) ($E_{\gamma} = 59.5$ keV, activity 3.7 GBq) radioisotope [36], [46]. Full width at half-maximum (FWHM) and main peak location were evaluated from the $^{241}$Am response to study the energy resolution of the PCD. Peak-to-valley ratio and the ratio between peak area and valley area were also computed to assess the robustness of charge sharing correction and the effect of the K-escape photons of Cd and Te on the measured and simulated energy responses. These parameters were separately calculated for each detector tile and the simulated response model. The simulated and measured $^{241}$Am responses were filtered using a moving average filter with a denominator coefficient of 1 and window length of 5. For the evaluation of FWHM and the ratio between peak area and valley area, a Gaussian function was fitted to the filtered main response peak. The peak area was defined as the area of the Gaussian fit. Valley area was determined as the area outside the Gaussian fit, i.e. the area of the low-energy tail of the response. Similar to [47], the X-ray source spectrum (100 kVp, 3.0 mA) was swept with 2 keV increments using the C-arm to validate the overall accuracy of the energy response model over the entire source spectrum. The lower energy threshold was fixed at 10 keV in both $^{241}$Am and C-arm sweep measurements.

D. Material Decomposition

After correcting the phantom measurements to combinations of calibration material thicknesses (for STC: PMMA, for PETC and PC: PMMA and Al) for each pixel $k$, they were propagated to corrected counts $\lambda_{corr}^{(k)}(t_k) = (\lambda_{corr,1}^{(k)}(t_k), \lambda_{corr,2}^{(k)}(t_k))$ using (10), where $\lambda_{corr,1}^{(k)}$ and $\lambda_{corr,2}^{(k)}$ are the corrected counts of LE and HE bins, respectively (Fig. 2 c). Basis materials (PMMA and CaHA) were then decomposed (Fig. 2 d)) by obtaining the PMD ($A_k = (A_{k,PMMA}, A_{k,CaHA})$) that solves the problem

$$\hat{A}_k = \arg \min_{A_k \geq 0} \| \lambda_{corr}^{(k)} - \lambda(A_k) \|^2_2.$$ \hspace{1cm} (12)

A GN method was used to find the MD as reported previously [48]. The GN approach relies on a two-step minimization process with the update rule

$$A_k^{(j+1)} = A_k^{(j)} + \rho_k^{(j)},$$ \hspace{1cm} (13)

where the current decomposition estimate at pixel $k$ is updated with a GN step ($\rho_k^{(j)}$), which is obtained by solving

$$(J_k^{(j)})^T J_k^{(j)} \rho_k^{(j)} = -(J_k^{(j)})^T s_k^{(j)},$$ \hspace{1cm} (14)

where the Jacobian ($J_k^{(j)}$) of the residual ($r_k^{(j)}$) is updated during each GN iteration ($j$) with $T$ denoting the transpose. Gradient descent algorithm [49] was used to solve the least-squares problem (12). 100 GN iterations were required for convergence in decomposition. The Jacobian in (14) was block-diagonalized as in [48] to decompose each pixel simultaneously.

As the dual-material calibration methods (PC and PETC) decompose the measurement data into two basis materials (PMMA and Al), we could alternatively map the (PMMA, Al) content directly to (PMMA, CaHA) content with a linear transformation [50]. With this method, the mass attenuation coefficient of CaHA is estimated as a linear combination of the mass attenuation coefficients of PMMA and Al over the used X-ray energy range. This approach would remove the need for detector model, count propagation, and material decomposition steps (Fig. 2 c)–d). With STC, however, this approach would not be possible as it decomposes the counts into thicknesses of one basis material (PMMA) in different energy bins. The count propagation and material decomposition steps are, therefore, required with STC to obtain the CaHA content. As we wanted to have a consistent material decomposition workflow between the calibration methods for a reasonable comparison between their calcium quantification.
accuracy, we did not use the linear mapping from (PMMA, Al) basis to (PMMA, CaHA) content in this study. However, we included a comparison between the density quantification accuracies of our framework and the linear translation method for PC and PETC in Appendix B.2

E. Image Reconstruction and Quantitative Calcium Scoring

A PWLS algorithm with the Huber penalty [51], [52] and variance based weighting was applied to reconstruct CT data from the decomposed CaHA basis projection images (Fig. 2 e). As the material decomposition algorithm is computationally time-consuming, the projection data was binned by a factor of two and eight subsequent frames were averaged to speed up the material decomposition process to a reasonable level. The variance was evaluated from these averaged pixels, and the weighting matrix \( \Sigma_{bm}^{-1} \) was constructed by diagonalizing the reciprocals of these variance-estimates for each binned pixel.

To estimate the variance of the decomposed projections, CaHA basis projections at full 513 \( \times \) 1547 resolution and for each measured frame were required. As iteratively decomposing the projection data at full resolution was considered too time-consuming, the non-iterative areal bone mineral density (aBMD) [53] was used to approximate the material decomposition. aBMD can be calculated from the dual-energy measurement using

\[
A_{CaHA} = \frac{\mu_{PMMA}(E_1) \ln(\frac{\mu_{PMMA}(E_1)}{\mu_{PMMA}(E_2)} \ln(\frac{\mu_{CaHA}(E_1)}{\mu_{CaHA}(E_2)}))}{\mu_{CaHA}(E_1) - \mu_{CaHA}(E_2) \frac{\rho_{PMMA}(E_1)}{\rho_{PMMA}(E_2)}},
\]

where \( A_{CaHA} \) denotes the aBMD and \( \mu \) is the mass attenuation coefficient. The energies for LE and HE bins \( (E_1 \text{ and } E_2) \) were calculated as weighted average energies of the LE and HE spectra. Variance for each iteratively material decomposed pixel was estimated from the aBMD decomposed frames within a 2 \( \times \) 2 binning area and from eight subsequent frames. These pixels were included in the variance-estimation as they are averaged prior to MD.

The PWLS minimization problem for the \( m^{th} \) basis material in matrix form was the same as in [54]:

\[
\hat{x}_m = \arg \min_{x_m \geq 0} \left\{ \|W x_m - b_m\|^2_{\Sigma_{bxm}} + \beta \sum_{k=1}^{N} R \left( \|D_k x_k, m\|_2 \right) \right\},
\]

where the reconstruction \( \hat{x}_m \) was obtained through our own implementation of the gradient descent method with Barzilai-Borwein step size update with 100 iterations. The projection matrix \( W \) was constructed using the ASTRA (v. 1.8, iMinds-Vision Lab, University of Antwerp, Belgium) [55] and Spot (v. 1.2) [56] toolboxes. In (16), \( b_m \) is the sinogram of the material decomposed projections, \( D_k x_k, m \) denotes the finite difference gradient approximation of pixel \( k \), \( N \) is the number of reconstructed voxels, and \( R \) is the Huber penalty

\[
R(c) = \begin{cases} \frac{1}{2\delta^2}c^2, & |c| < \delta \\ \frac{|c|}{\delta}, & |c| \geq \delta, \end{cases}
\]

where penalty parameter \( \beta \) and the threshold \( \delta \) were set to 400 and 50 mg/cm\(^3\), respectively. As the Huber penalty adapts the regularization based on pixel differences, it can simultaneously provide robust edge preservation and efficient noise-removal [52]. Reconstructions were computed using MATLAB.

The calcifications were segmented using the seeded region growing algorithm [57]. A detailed description of the method can be found in the Appendix C.3 Briefly, the algorithm contains three major steps: 1) Seed point selection using a fixed threshold. The threshold was determined by multiplying the mean background density with an experimentally selected fixed multiplication factor (1.25). 2) The choice of tolerance for the region growing algorithm using a histogram-analysis of the local neighborhood of the seed pixel. 3) Region growing algorithm initiating from the seed pixels and using the tolerance obtained from 2).

Calcification volumes were evaluated from the segmentations and the mass of the calcification was determined as a product of mean density and volume. In the evaluation of mean calcification density, a morphological erosion was performed on the three-dimensional segmentation mask. A sphere of five pixels radius was used as the structuring element. Morphological erosion removed partial volume effect and blurring near calcification boundaries arising from the limited spatial resolution of the system. Finally, the mean density within the eroded mask was determined. Morphological erosion was not used in the evaluation of mass or volume.

The quantitative accuracy for each calibration method was evaluated. Mean value, coefficient of variation (CV), and standard deviation (SD) were determined from three repeated measurements for mass, density, and volume. Regression slope, Pearson correlation \( (r^2 \text{ and } p\text{-values}) \), boxplots with percent error, Bland-Altman (BA) plots, and mean absolute percent error (MAPE) were used to illustrate correlation and deviation between nominal and measured values. MAPE was calculated as

\[
MAPE = \frac{100\%}{n} \sum_{i=1}^{n} \left| \frac{Y_i - X_i}{Y_i} \right|, \tag{18}
\]

where \( X_i \) is the measured value and \( Y_i \) is the nominal value. The analyses were carried out using MATLAB.

III. RESULTS

A. Validation of the Detector Model

When the sweep measurement using the PCD was compared with the simulated gamma photon response of \(^{241}\text{Am} \) \((E_y = 59.5 \text{ keV})\), a clear drift to higher energy was observed in the location of the main response peak (Fig. 4 and Table I).
JUNTUNEN et al.: FRAMEWORK FOR PHOTON COUNTING QUANTITATIVE MATERIAL DECOMPOSITION 41

Fig. 4. (Left) Measured and simulated 241 Am responses. A high energy drift is observed in the measured response of a tile. (Right) Simulated and measured 100 kVp sweeps showing differences at high energies (60 keV – 100 keV). We visualized the response of a tile that represents the average high-energy drift in the 241 Am response.

Table I

| Response | FWHM (keV) | Peak location (keV) | Peak-to-valley ratio | Peak-to-valley area |
|----------|------------|---------------------|----------------------|--------------------|
| Measured | 14.2 ± 0.7 | 68 ± 3              | 9.4 ± 1.4            | 2.04 ± 0.07        |
| Simulated | 14.2       | 60                  | 5.9                  | 2.19               |

The drifts were between 7 keV – 14 keV and depended on the detector tile. No large deviation was observed in the pixelwise responses within specific tiles. Similar observations were also made from the simulated and measured tilewise 100 kVp C-arm spectra (Fig. 4). The simulated and measured low energy spectra (10 keV – 60 keV) agreed well, whereas substantial differences were evident at high photon energies (60 keV – 100 keV).

In addition to the observed high energy differences between simulated and measured energy responses, large tile-to-tile variations were observed in the energies of the 241 Am γ -peaks (Table I and Fig. 5). Apart from the varying locations of the main response peaks, the measured low-energy tails (10 keV – 43 keV) of different tiles agreed well (Fig. 5) and the low SD (0.07) for the ratio between peak areas and valley areas indicated similar characteristics between responses of each tile. These variations, FWHMs, peak locations, peak-to-valley ratios and peak-area-to-valley-areas for measurement and simulation are summarized in Table I.

B. Evaluation of Scatter-to-Primary Ratio

The calculated post-correction SPRs for different calibration methods are tabulated in Table II. The physical SPRs for the flat-field corrected measurements were higher when compared to the post-correction SPRs of the calibration methods used in our study. Notably, the STC and PC techniques resulted in negative post-correction SPR values for each energy bin. Both negative and positive values were observed with our proposed PETC method.

To illustrate the insufficiency of the flat-field correction with PCDs in these scattering conditions, we visually compared it with STC, PC, and PETC, and observed that the detector tiles were clearly visible in the flat-field corrected images (Fig. 6).

C. Quantitative Material Decomposition

Overall, the decomposition framework provided robust separation between the basis materials (PMMA and CaHA) for each calibration method used in this study (Fig. 7). Due to the limited spatial resolution of the imaging setup, the reconstructions of 1.2 mm inserts appeared blurred (Fig. 8), and the MAPEs of the density estimates for 1.2 mm inserts were 37 ± 3%, 52 ± 2%, and 38 ± 4% for STC, PC, and PETC, respectively. Thus, 1.2 mm inserts were excluded from density analysis. However, they were included for volume and mass analysis. Additionally, all 50 mg/cm³ inserts and the 100 mg/cm³ insert with the diameter of 1.2 mm were not separable from the cardiac rod (Fig. 8), and therefore could not be analyzed.

The measured densities for the calibration methods (STC, PC, and PETC) are illustrated with Table III and BA plots (Fig. 9 a) – c)). Strong linear correlations were observed between measured and true CaHA densities for both STC (regression slope = 0.98, $r^2 = 0.97$, $p < 0.0001$) and PETC (regression slope = 0.87, $r^2 = 0.99$, $p < 0.0001$). PC displayed moderate correlation with the density estimates (regression slope = 0.66, $r^2 = 0.99$, $p < 0.0001$). Although the STC method showed a strong correlation, the decreased coefficient of determination and higher CV (7.9%) indicated increased variability with the density estimates when compared to PETC (CV = 6.2%). However, STC outperformed the PC method, which portrayed an even higher CV (19.9%). These interpretations were confirmed by the BA plots (Fig. 9 a) – c)). Additionally, the obtained densities with the STC method delineated clearly between different insert diameters (3 mm and 5 mm) (Fig. 9 a)), suggesting a relationship with insert diameter and STC calibrated density. For PETC and PC,
Fig. 6. Outcomes of different calibration methods from top to bottom; flat-field correction with logarithm transform, STC, PC, and PETC. First two columns illustrate the calibrated raw data. Third column shows the material decomposed CaHA basis. CaHA images have been decomposed with mass attenuation coefficient of CaHA resulting in area density image (unit g/cm²). Note that flat-field corrected energy bin images are unitless.

Fig. 7. PWLS reconstructions using PETC showing the 5 mm and 3 mm inserts with density 400 mg/cm³. (Left) TE reconstruction, (middle) PMMA reconstruction, (right) CaHA reconstruction. Windowing for reconstructions; (left) [−500, 500] grayscale values, (middle) [400, 1300] mg/cm³, (right) [75, 400] mg/cm³.

no similar relationship was observed, and the measured densities were similar between different insert diameters (Fig. 9 b – c)). However, calcium density could not be accurately resolved with the PC method (Fig. 9 b)). PETC resulted in the lowest MAPE (4 ± 6%) in the quantification of calcium density, when compared to 8 ± 11%, and 27 ± 9%, for STC and PC, respectively. The volume-estimates correlated strongly with true values for STC (regression slope = 0.98, \( r^2 = 0.89, p < 0.0001 \)), PC (regression slope = 0.93, \( r^2 = 0.87, p < 0.0001 \)), and PETC (regression slope = 0.97, \( r^2 = 0.87, p < 0.0001 \)). However, the density-specific dependence in volume errors with each method, illustrated by BA plots (Fig. 9 d – f)), indicated that none of the calibration methods quantified CaHA volumes accurately, but all of them exhibited a density-dependence in volume estimation. No large differences were observed in the distribution of volumes between calibration methods, and they exhibited similar values for regression slopes, comparable CVs (23.7%, 25.8%, and 25.8% for STC, PC, and PETC), visually similar BA plots, and similar MAPEs 40 ± 90%, 40 ± 80%, and 40 ± 90% for STC, PC, and PETC, respectively. Distinct variations in quantitative accuracy were observed in the evaluation of CaHA mass between the methods.
Strong linear correlations were identified for both STC (regression slope = 1.10, \(r^2 = 0.99, p < 0.0001\)) and PETC (regression slope = 0.96, \(r^2 = 0.99, p < 0.0001\)), but a slight increase in CV was observed with STC (CV = 10.7%) compared to PETC (CV = 7.1%). Similarly to density estimation, PC showed the weakest correlation with the nominal masses (regression slope = 0.68, \(r^2 = 0.99, p < 0.0001\)). Furthermore, for a specific insert diameter (5 mm and 3 mm), the boxplots for STC illustrated increasing percent mass error estimation with increasing density (Fig. 10). This trend was distinguishable for each density with diameters 5 mm and 3 mm, whereas the inverse effect was observed for PETC. No similar phenomenon was seen with the PC method. The overall mass quantification errors between PETC (MAPE = 9 ± 14%) and STC (MAPE = 9 ± 15%) were highly similar. Visual assessment of the BA plots (Fig. 9 g – i)) and the CVs (10.7%, 36.4%, and 7.1% for STC, PC, and PETC), however, confirmed PETC to be the most robust in mass evaluation. PC exhibited high quantification error in the evaluation of mass (MAPE = 25 ± 12%).

### IV. DISCUSSION

In this study, we established and validated a framework for MD with our experimental PCD-CBCT system and STC, PC, and PETC calibration techniques using quantification of coronary calcium as a case study. Strong correlations were observed in the evaluation of CaHA density and mass for STC and PETC methods, with PETC showing the best accuracy in the quantification of CaHA inserts. PC did not provide accurate quantification of CaHA density, volume or mass.

The STC, PC, and PETC methods reduced scatter compared to flat-field correction as observed in the reduced post-correction SPR values. The SPRs with the flat-field correction were comparable with breast CBCT and a 10 cm 50% glandular – 50% adipose composition phantom using an air gap of 41.5 cm at 80 kVp (SPR = 21%) [58]. In these scattering conditions, the STC, PC, and PETC methods will reduce scattering effectively. For CBCT of the heart, however, the scattering from the torso further increases the SPR, thus complicating the imaging process, but this assessment was left for subsequent studies.

In the presence of extensive scatter in CBCT, using only one calibration material in STC led to lower quantitative accuracy when compared to PETC. This was most likely due to the assumption in STC that all tissues have the same beam hardening and scattering properties as the calibration material. As CaHA has a higher effective atomic number compared to PMMA, it has an increased probability to attenuate through photoelectric effect compared to PMMA. Consequently, for the same amount of measured counts PMMA images contain more scatter than the CaHA image. As the STC method corrects scattering using an estimate obtained from PMMA measurements, the CaHA images of the cardiac rod containing less scattering were overcorrected. This is supported by the negative post-correction SPR values with STC indicating an overcorrection of scatter with the cardiac rod. The overcorrection manifested as thickness dependence in the estimation of calcification density, and thickness and density dependence in the quantification of mass as observed in Fig. 9 and Fig. 10.

Although PMMA is a widely used calibration material for soft tissues due to both having similar attenuation and scattering properties, calcified tissues behave differently from PMMA. Al differs significantly from PMMA as a calibration material and affects the measured spectrum more through photoelectric effect and beam-hardening. As hypothesized in the introduction of the PETC method, PMMA accurately characterized the scattering and beam hardening from soft tissue equivalent rod and a combination of PMMA and Al effectively modeled the increased fraction of photoelectric effect with CaHA. The simultaneous utilization of two calibration materials in the PC and PETC methods, therefore, reduced the diameter dependence of density estimates (Fig. 9 b – c).

Of the two dual-material calibration techniques, PC could not accurately quantify the calcifications but underestimated
the CaHA densities (Table III). We hypothesize that this is related to the differences in calibration measurements of PETC and PC; in PETC we measured the calibration material thicknesses separately without combination measurements, whereas combinations of calibration materials were measured in PC. The combination measurements in PC warrants further investigation since the order of the calibration plates might also affect the results. For instance, Al sheet will act as a filter for the scattered photons originating from the PMMA plate if the Al sheet is positioned after the PMMA plate. However, future research focusing specifically on the calibration process is required to reliably explain these observations.

The importance of the choice of calibration technique can also be observed through a visual comparison between the calibration methods (Fig. 6). The detector tiles were clearly visible in the flat-field corrected images, whereas STC, PETC, and PC achieved comparably good tile uniformity. These results are consistent with a more comprehensive comparison study on tile-variation between flat-field correction and STC correction, where STC outperformed the flat-field correction in tile uniformity [59].

Overall, a more accurate thickness estimation might have been obtained by measuring more calibration thicknesses for the STC and PETC methods. The choice of three calibration measurements for STC was based on prior research with an XCounter detector [59], and the instructions given by the PCD manufacturer. Three calibration thicknesses were also used for PETC to make the results comparable with STC. Therefore, three calibration points per calibration material in PETC and STC were chosen. As the PC method contains more fit parameters than STC and PETC, we measured more calibration points (36 thickness combinations) for PC.

Fig. 9. Measured errors illustrated by Bland-Altman plots for density (top row), volume (middle row), and mass (lower row) for three measurement repetitions. (Left) Showing the STC method, (center) visualizing the PC method, and (right) illustrating the PETC method.
In the energy response evaluation of the PCD, we observed excellent tilewise agreement between low energy tails (energies 10 keV – 43 keV) of the $^{241}$Am response. These tails originate from the interactions between detector crystal and the $L_\alpha$, $L_\beta$ and $L_\gamma$-escape X-rays of $^{241}$Am daughter particle $^{237}$Np (13.9 keV, 17.8 keV, and 20.8 keV, respectively) and K-escape photons of Cd (26.7 keV) and Te (31.8 keV) (Fig. 4, Table I). Due to these photon escape effects, the low-energy tails did not solely arise from charge sharing. Therefore, the charge sharing correction of the PCD software could not remove the low-energy tails entirely.

Clear inter-tile variation and high-energy drifts were observed in the tilewise energy responses of the PCD (Fig. 5). High-energy drifts might have been caused by a pulse-height discrimination calibration that was not optimized for higher energies. Moreover, the inter-tile variation was likely caused by the lack of tile-specific transfer functions, since they have a critical role in the reliable conversion of pulse-height in the PCD. We did not account for these drifts as a comprehensive drift-model characterization would have required several monochromatic radiation sources (e.g. from synchrotron) within the used energy range, and this was considered to be out of the scope of this study. Disregarding these drifts, the response model and measurements had similar peak area-to-valley areas (simulated model = 2.19, measured = 2.04 ± 0.07) (Table I) and exhibited the same FWHM (14.2 keV). Nevertheless, the substantial deviation between the simulated and true spectra at high energies generated a major source of error for quantitative MD.

As a case study for our quantitative MD framework, we applied it for the quantification of coronary calcium using a simple cardiac rod phantom. Currently, calcium scoring is performed with single-energy CT. However, the utilization of dual-energy information in CT angiography has improved the calcium quantification accuracy compared to single-energy CT [60]. Although our results indicated that MD using PCDs enables accurate quantification of coronary calcifications, these results are not yet applicable to diagnostic cardiac CT. Current PCDs are severely limited in their ability to process high photon fluxes encountered with clinical CT protocols complicating their use in clinical cardiac imaging [18]. Furthermore, cardiac motion needs to be addressed for long scan times with low flux. This aspect needs to be investigated with motion correction schemes e.g. using ECG gating [61] in future studies.

Several limitations should be addressed when interpreting the results. Since the cardiac rod fitted into the small field of view of our PCD, it was imaged instead of a torso phantom. This was done to avoid the interior tomography geometry [62], which can affect the quantitative values. Also, the lack of suitable anti-scatter grid or post-collimation affected the measured counts through increased scattering. Addition of beam-collimation would most likely have improved the accuracy of the framework for each calibration technique.

Furthermore, the non-optimal positioning and the large focal spot of the X-ray tube introduced geometric inaccuracy to the imaging system. This inaccuracy manifested as blurring of the calcification boundary in the reconstructions (Fig. 8). Although the tube could not be positioned exactly perpendicular to the detector surface and through the rotation axis, the resulting error was mitigated by mounting the C-arm to the optical table using a lift jack and mounting poles. The blurring of the calcifications due to the large focal spot could also have been mitigated by reducing the magnification by decreasing the object-to-detector distance. However, our main concern was to reduce the effects of X-ray scattering. Therefore, we decided to utilize a large air gap between the object and the detector [63] to reduce the effects of scatter at the detector.

Finally, the image reconstruction method may have introduced bias to the obtained quantitative results. Particular care was therefore taken during image reconstruction and analysis; the same regularization parameter, chosen after a visual comparison between reconstructions obtained with different regularization parameters, was used for each measurement. We also observed ringing artifacts in tissue-specific reconstructions (Fig. 7). These artifacts were caused by dead pixels located in the tile borders.

Regarding noise estimation in the PWLS reconstruction, more accurate noise-estimate could have been obtained by...
estimating the noise directly from the material decomposed frames. However, this procedure would have resulted in high computational demands due to the requirement of iterative decomposition of each measured frame at full resolution (513 × 1547). Therefore, variance-estimation was obtained from aBMD decomposed projections to achieve reasonable computation times. A noteworthy observation is that (10) reduces to the aBMD estimate (15) when assuming a monochromatic dual-energy measurement with the same energies as the weighted average energies of the polychromatic LE and HE measurements. Therefore, aBMD was a justifiable approximation to use in the estimation of variance in the material decomposed projections.

The choice of a particular segmentation technique can introduce inaccuracies to the quantitative results. Commonly in Agatston scoring, a fixed segmentation threshold is used. Due to the large variation between the used insert densities (100 mg/cm³ – 400 mg/cm³), using one fixed threshold did not provide visually sufficient segmentation accuracy, and would have required manual intervention to correct the segmentations. Thus, we decided to use a locally adaptive region growing method to properly account for the varying insert densities. The segmentations were visually assessed to confirm the accuracy of the segmentations. We believe that the main reason for the observed high errors in volume quantification was likely related to the limited spatial resolution of the imaging system.

Future work will address a validation of the framework using a torso phantom in interior tomography geometry. This validation is required for proving a clinically relevant demonstration of scatter-resilience with our framework. Future research should also investigate the accuracy of the framework in the quantification of contrast agents such as gadolinium and iodine which has been successful in prior research [9]. Finally, the minimum radiation dose required for accurate MD combined with the optimal low-dose reconstruction technique warrants further investigation.

V. CONCLUSION

We decomposed PCD measurements successfully to CaHA and PMMA bases and reconstructed them into material-specific images. Moreover, we were able to obtain accurate quantification of CaHA density and mass in a cardiac rod phantom with the introduced multi-energy framework. In light of our results, we propose that MD using PCDs can be used for accurate coronary artery calcium mass and density quantification. More studies are, however, needed to verify these results in a clinical setting for cardiac CT.

REFERENCES

[1] J. Fornaro et al., “Dual- and multi-energy CT: Approach to functional imaging,” Insights Imag., vol. 2, no. 2, pp. 149–159, Apr. 2011.
[2] C. H. McColough, S. Leng, L. Yu, and J. G. Fletcher, “Dual- and multi-energy CT: Principles, technical approaches, and clinical applications,” Radiology, vol. 276, no. 3, pp. 637–653, Sep. 2015.
[3] T. R. Johnsen et al., “Material differentiation by dual energy CT: Initial experience,” Eur. Radiol., vol. 17, no. 6, pp. 1510–1517, May 2007.
[4] S. Nicolaou, C. J. Yong-Hing, S. Galea-Soler, D. J. Hou, L. Louis, and P. Munk, “Dual-energy CT as a potential new diagnostic tool in the management of gout in the acute setting,” Amer. J. Roentgenol., vol. 194, no. 4, pp. 1072–1078, Apr. 2010.
[5] E. Arnoldi et al., “CT detection of myocardial blood volume deficits: Dual-energy CT compared with single-energy CT spectra,” J. Cardiovascular Comput. Tomogr., vol. 5, no. 6, pp. 421–429, Nov./Dec. 2011.
[6] B. Ruzsics, H. Lee, P. L. Zwerner, M. Gebregziabher, P. Costello, and U. J. Schoepf, “Dual-energy CT of the heart for diagnosing coronary artery stenosis and myocardial ischemia-initial experience,” Eur. Radiol., vol. 18, no. 11, pp. 2414–2424, Nov. 2008.
[7] X. Liu, L. Yu, A. N. Primak, and C. H. McCollough, “Quantitative imaging of element composition and mass fraction using dual-energy CT: Three-material decomposition,” Med. Phys., vol. 36, no. 5, pp. 1602–1609, Apr. 2009.
[8] S. Leng et al., “Spectral performance of a whole-body research photon counting detector CT: Quantitative accuracy in derived image sets,” Phys. Med. Biol., vol. 62, no. 17, pp. 7216–7232, Aug. 2017.
[9] M. Persson et al., “Energy-resolved CT imaging with a photon-counting silicon-strip detector,” Phys. Med. Biol., vol. 59, no. 22, pp. 6709–6727, Nov. 2014.
[10] C. O. Schirra, B. Brendel, M. A. Anastasio, and E. Roessl, “Spectral CT: A technology primer for contrast agent development,” Contrast Media Mol. Imag., vol. 9, no. 1, pp. 62–70, Jan. 2014.
[11] E. Roessl and R. Proksa, “K-edge imaging in X-ray computed tomography using multi-bin photon counting detectors,” Phys. Med. Biol., vol. 52, no. 15, pp. 4679–4696, Aug. 2007.
[12] H. Q. Le and S. Molloi, “Segmentation and quantification of materials with energy discriminating computed tomography: A phantom study,” Med. Phys., vol. 38, no. 1, pp. 228–237, Dec. 2010.
[13] M. Fisching, D. Niederlöhrer, T. Michel, and G. Anton, “Quantitative material reconstruction in CT with spectroscopic X-ray pixel detectors—A simulation study,” in Proc. IEEE Nucl. Sci. Symp. Conf. Rec., vol. 4, Oct./Nov. 2006, pp. 2257–2259.
[14] R. E. Alvarez and A. Macovski, “Energy-selective reconstructions in X-ray computed tomography,” Phys. Med. Biol., vol. 21, no. 5, pp. 733–744, 1976.
[15] H. Bornefalk, M. Persson, and M. Danielsson, “Allowable forward model misspecification for accurate basis decomposition in a silicon detector based spectral CT,” IEEE Trans. Med. Imag., vol. 34, no. 3, pp. 788–795, Mar. 2015.
[16] S. Lee, Y.-N. Choi, and H.-J. Kim, “Quantitative material decomposition using spectral computed tomography with an energy-resolved photon-counting detector,” Phys. Med. Biol., vol. 59, no. 18, pp. 5457–5482, Sep. 2014.
[17] R. W. van Hamersvelt et al., “Accuracy of bone mineral density quantification using dual-layer spectral detector CT: A phantom study,” Eur. Radiol., vol. 27, no. 10, pp. 4351–4359, Oct. 2017.
[18] K. Taguchi and J. S. Iwanczyk, “Vision 20/20: Single photon counting X-ray CT compared with single-energy CT spectra,” Phys. Med. Biol., vol. 40, no. 10, pp. 2013–2015, Art. no. 109004.
[19] K. Taguchi, E. C. Frey, X. Wang, J. S. Iwanczyk, and W. C. Barber, “An analytical model of the effects of pulse pileup on the energy spectrum recorded by energy resolved photon counting X-ray detectors,” Med. Phys., vol. 37, no. 8, pp. 3957–3958, Jul. 2010.
[20] M. Kolstein, G. Ariño, M. Chmeissani, and G. De Lorenzo, “Simulation of charge transport in pixellated CdTe,” J. Instrum., vol. 9, no. 12, p. C12027, Dec. 2014.
[21] H. Ding and S. Molloi, “Image-based spectral distortion correction for photon-counting X-ray detectors,” Med. Phys., vol. 39, no. 4, pp. 1864–1876, Apr. 2012.
[22] J. Jakube, D. Vavrík, S. Poppisil, and J. Uher, “Quality of X-ray transmission radiography based on single photon counting pixel device,” Nucl. Instrum. Methods Phys. Res. A, Accel. Spectrom. Detect. Assoc. Equip., vol. 546, nos. 1–2, pp. 113–117, Jul. 2005.
[23] T. E. Curtis and R. K. Roeder, “Effects of calibration methods on quantitative material decomposition in photon-counting spectral computed tomography using a maximum a posteriori estimator,” Med. Phys., vol. 44, no. 10, pp. 5187–5197, Oct. 2017.
[24] J. Jakube, “Data processing and image reconstruction methods for pixel detectors,” Nucl. Instrum. Methods Phys. Res. A, Accel. Spectrom. Detect. Assoc. Equip., vol. 576, no. 1, pp. 223–234, Jun. 2007.
[25] D. Vavrík, T. Holy, J. Jakubek, S. Poppisil, Z. Vykkydal, and J. Dammer, “Direct thickness calibration: Way to radiographic study of soft tissues,” in Astroparticle, Particle and Space Physics, Detectors and Medical Physics Applications, vol. 3, Singapore: World Scientific, 2006, pp. 773–778, doi: 10.1142/9789812773678_0122.
[26] R. E. Alvarez, “Estimation of energy selective X-ray imaging with multibin pulse height analysis,” Med. Phys., vol. 38, no. 5, pp. 2324–2334, May 2011.
[27] J. A. Elbakri and J. A. Fessler, “Statistical image reconstruction for polychenergetic X-ray computed tomography,” IEEE Trans. Med. Imag., vol. 21, no. 2, pp. 89–99, Feb. 2002.

[28] C. O. Schirra et al., “Statistical reconstruction of material decomposed data in spectral CT,” IEEE Trans. Med. Imag., vol. 32, no. 7, pp. 1249–1257, Jul. 2013.

[29] A. S. Agatston, W. R. Janowitz, N. R. Zusmer, M. Viamonte, and R. Detrano, “Quantification of coronary artery calcium using ultrafast computed tomography,” J. Amer. College Cardiol., vol. 15, no. 4, pp. 827–832, Mar. 1990.

[30] M. J. Budoff et al., “Assessment of coronary artery disease by cardiac computed tomography,” Circulation, vol. 114, no. 16, pp. 1761–1791, Oct. 2006.

[31] R. Detrano et al., “Coronary calcium as a predictor of coronary events in four racial or ethnic groups,” New England J. Med., vol. 358, no. 13, pp. 1336–1345, Mar. 2008.

[32] C. Hong, C. R. Becker, U. J. Schoepf, B. Ohnesorge, R. Bruening, and R. Detrano, “Coronary artery calcium: Absolute quantification in nonenhanced and contrast-enhanced multi-detector row CT studies,” Radiology, vol. 223, no. 2, pp. 474–480, May 2002.

[33] T. Q. Callister, B. Cool, S. P. Raya, N. J. Lippolis, D. J. Russo, and P. Raggi, “Coronary artery disease: Improved reproducibility of calcium scoring with an electron-beam CT volumetric method,” Radiology, vol. 208, no. 3, pp. 807–814, Sep. 1998.

[34] S. Ulzheimer and W. A. Kalender, “Assessment of calcium scoring performance in cardiac computed tomography,” Eur. Radiol., vol. 13, no. 3, pp. 484–497, Mar. 2003.

[35] F. C. Deprez, A. Vlassenbroek, B. Ghaye, R. Raaijmakers, and E. Coche, “Controversies about effects of low-kilovoltage MDCT acquisition on Agatston calcium scoring,” J. Cardiovascular Comput. Tomogr., vol. 7, no. 1, pp. 58–61, Jan. 2013.

[36] C. Ullberg, M. Urech, N. Weber, A. Engman, A. Redz, and F. Henckel, “Measurements of a dual-energy fast photon counting CdTe detector with integrated charge sharing correction,” Proc. SPIE, vol. 8668,A pr. 2013, Art. no. 86680P.

[37] A. Björck, Numerical Methods for Least Squares Problems. Philadelphia, PA, USA: SIAM, 1996.

[38] J. H. Hubbell and S. M. Seltzer. (1996). X-Ray Mass Attenuation Coefficients. Accessed: Apr. 19, 2018. [Online]. Available: https://www.nist.gov/pml/x-ray-mass-attenuation-coefficients

[39] J. Siewerdsen, A. Waese, D. Moseley, S. Richard, and D. Jaffray, “Spektr: A computational tool for X-ray spectral analysis and imaging system optimization,” Med. Phys., vol. 31, no. 11, pp. 3057–3067, Oct. 2004.

[40] S. Jan et al., “GATE: A simulation toolkit for PET and SPECT,” Phys. Med. Biol., vol. 49, no. 19, p. 4543, Oct. 2004.

[41] C. Ullberg et al., “Evaluation of the performance of a novel CdTe based photon counting detector for NDT applications,” in Proc. 4th Jpn-US Symp. Emerg. NDE Capabilities, Jul. 2010, pp. 211–217.

[42] S. Agostinelli, “GEANT4-a simulation toolkit,” Nucl. Instrum. Methods Phys. Res. A, Accel. Spectrom. Detect. Assoc. Equip., vol. 506, no. 3, pp. 250–303, Jul. 2003.

[43] J. Allison et al., “Recent developments in Geant4,” Nucl. Instrum. Methods Phys. Res. A, Accel. Spectrom. Detect. Assoc. Equip., vol. 835, pp. 186–225, Nov. 2016.

[44] F. Salvat, J. M. Fernández-Varea, and J. Sempau, “PENELOPE-a code system for Monte Carlo simulation of electron and photon transport,” in Proc. Workshop/Training Course, OECD/NEA, vol. 5, 2003, p. 253.

[45] T. Schulman, “Si, CdTe and CdZnTe radiation detectors for imaging applications,” Ph.D. dissertation, Dept. Phys., Univ. Helsinki, Helsinki, Finland, 2006.

[46] A. Vincenzi et al., “Energy characterization of Pixirad-1 photon counting detector system,” J. Instrum., vol. 10, no. 4, p. C04010, Apr. 2015.

[47] D. Wu, X. Xu, L. Zhang, and S. Wang, “A hybrid Monte Carlo model for the energy response functions of X-ray photon counting detectors,” Nucl. Instrum. Methods Phys. Res. A, Accel. Spectrom. Detect. Assoc. Equip., vol. 830, pp. 397–406, Sep. 2016.

[48] N. Ducros, J. F. P. Abascal, B. Sixou, S. Rit, and F. Peyrin, “Regularization of nonlinear decomposition of spectral X-ray projection images,” Med. Phys., vol. 44, no. 9, pp. e174–e187, Sep. 2017.

[49] J. Barzilai and J. M. Borwein, “Two-point step size gradient methods,” IMA J. Numer. Anal., vol. 8, no. 1, pp. 141–148, 1988.

[50] K. C. Zimmerman and T. G. Schmidt, “Experimental comparison of empirical material decomposition methods for spectral CT,” Phys. Med. Biol., vol. 60, no. 8, pp. 3175–3191, Apr. 2015.

[51] P. J. Huber, “Robust estimation of a location parameter,” Ann. Math. Statist., vol. 35, no. 1, pp. 73–101, Mar. 1964.

[52] J. Wang, T. Li, and L. Xing, “Iterative image reconstruction for CBCT with edge-preserving prior,” Med. Phys., vol. 36, no. 1, pp. 252–260, Dec. 2008.

[53] G. M. Blake and I. Fogelman, “Technical principels of dual energy X-ray absorptiometry,” Semin. Nucl. Med., vol. 27, no. 3, pp. 210–228, Jul. 1997.

[54] H. O. Aggrawal, M. S. Andersen, S. D. Rose, and E. Y. Sidky, “A convex reconstruction model for X-ray tomographic imaging with uncertain flat-fields,” IEEE Trans. Comput. Imag., vol. 4, no. 1, pp. 17–31, Mar. 2017.

[55] W. van Aarle et al., “The ASTRA toolbox: A platform for advanced algorithm development in electron tomography,” Ultramicroscopy, vol. 157, pp. 35–40, Oct. 2015.

[56] E. van den Berg and M. P. Friedlander. Spot—A Linear-Operator Toolbox. Accessed: Jun. 14, 2018. [Online]. Available: http://www.cs.ubc.ca/labs/scl/spot/

[57] R. Adams and L. Bischof, “Seeded region growing,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 16, no. 6, pp. 641–647, Jun. 1994.

[58] A. L. Kwan, J. M. Boone, and N. Shah, “Evaluation of X-ray scatter properties in a dedicated cone-beam breast CT scanner,” Med. Phys., vol. 32, no. 9, pp. 2967–2975, 2005.

[59] M. Ahmad et al., “Assessment of a photon-counting detector for a dual-energy C-arm angiographic system,” Med. Phys., vol. 44, no. 11, pp. 5938–5948, Nov. 2017.

[60] J. W. Lambert, Y. Sun, K. G. Ordovas, R. G. Gould, S. Wang, and B. M. Yeh, “Improved calcium scoring at dual-energy computed tomography angiography using a high-Z contrast element and novel material separation technique,” J. Comput. Assist. Tomogr., vol. 42, no. 3, pp. 459–466, 2018.

[61] B. Desjardins and E. A. Kazerooni, “ECG-gated cardiac CT,” Amer. J. Roentgenol., vol. 192, no. 4, pp. 993–1010, Apr. 2004.

[62] C. H. McClough et al., “Achieving routine submillisievert CT scanning: Report from the summit on management of radiation dose in CT,” Radiology, vol. 264, no. 2, pp. 567–580, Aug. 2012.

[63] J. Yeang, The Air Gap Technique. Accessed: Jan. 2, 2019. [Online]. Available: https://radiopaedia.org/articles/the-air-gap-technique