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Abstract
In predicate-argument structure analysis, it is important to capture non-local dependencies among arguments and inter-dependencies between the sense of a predicate and the semantic roles of its arguments. However, no existing approach explicitly handles both non-local dependencies and semantic dependencies between predicates and arguments. In this paper we propose a structured model that overcomes the limitation of existing approaches; the model captures both types of dependencies simultaneously by introducing four types of factors including a global factor type capturing non-local dependencies among arguments and a pairwise factor type capturing local dependencies between a predicate and an argument. In experiments the proposed model achieved competitive results compared to the state-of-the-art systems without applying any feature selection procedure.

1 Introduction
Predicate-argument structure analysis is a process of assigning who does what to whom, where, when, etc. for each predicate. Arguments of a predicate are assigned particular semantic roles, such as Agent, Theme, Patient, etc. Lately, predicate-argument structure analysis has been regarded as a task of assigning semantic roles of arguments as well as word senses of a predicate (Surdeanu et al., 2008; Hajic et al., 2009).

Several researchers have paid much attention to predicate-argument structure analysis, and the following two important factors have been shown. Toutanova et al. (2008), Johansson and Nugues (2008), and Björkelund et al. (2009) presented importance of capturing non-local dependencies of core arguments in predicate-argument structure analysis. They used argument sequences tied with a predicate sense (e.g. AGENT-buy.01/Active-PATIENT) as a feature for the re-ranker of the system where predicate sense and argument role candidates are generated by their pipelined architecture. They reported that incorporating this type of features provides substantial gain of the system performance.

The other factor is inter-dependencies between a predicate sense and argument roles, which relate to selectional preference, and motivated us to jointly identify a predicate sense and its argument roles. This type of dependencies has been explored by Riedel and Meza-Ruiz (2008; 2009b; 2009a), all of which use Markov Logic Networks (MLN). The work uses the global formulae that have atoms in terms of both a predicate sense and each of its argument roles, and the system identifies predicate senses and argument roles simultaneously.

Ideally, we want to capture both types of dependencies simultaneously. The former approaches can not explicitly include features that capture inter-dependencies between a predicate sense and its argument roles. Though these are implicitly incorporated by re-ranking where the most plausible assignment is selected from a small subset of predicate and argument candidates, which are generated independently. On the other hand, it is difficult to deal with core argument features in MLN. Because the number of core arguments varies with the role assignments, this type of features cannot be expressed by a single formula.

Thompson et al. (2010) proposed a generative model that captures both predicate senses and its argument roles. However, the first-order markov assumption of the model eliminates ability to capture non-local dependencies among arguments. Also, generative models are in general inferior to discriminatively trained linear or log-
In this paper we propose a structured model that overcomes limitations of the previous approaches. For the model, we introduce several types of features including those that capture both non-local dependencies of core arguments, and inter-dependencies between a predicate sense and its argument roles. By doing this, both tasks are mutually influenced, and the model determines the most plausible set of assignments of a predicate sense and its argument roles simultaneously. We present an exact inference algorithm for the model, and a large-margin learning algorithm that can handle both local and global features.

2 Model

Figure 1 shows the graphical representation of our proposed model. The node $p$ corresponds to a predicate, and the nodes $a_1, \ldots, a_N$ to arguments of the predicate. Each node is assigned a particular predicate sense or an argument role label. The black squares are factors which provide scores of label assignments. In the model, the nodes for arguments depend on the predicate sense, and by influencing labels of a predicate sense and its argument roles, the most plausible label assignment of the nodes is determined considering all factors.

In this work, we use linear models. Let $x$ be words in a sentence, $p$ be a sense of a predicate in $x$, and $A = \{a_n\}_1^N$ be a set of possible role label assignments for $x$. A predicate-argument structure is represented by a pair of $p$ and $A$. We define the score function for predicate-argument structures as $s(p, A) = \sum_{F_k \in \mathcal{F}} F_k(x, p, A)$. $\mathcal{F}$ is a set of all the factors, $F_k(x, p, A)$ corresponds to a particular factor in Figure 1, and gives a score to a predicate or argument label assignments. Since we use linear models, $F_k(x, p, A) = w \cdot \Phi_k(x, p, A)$.

2.1 Factors of the Model

We define four types of factors for the model.

**Predicate Factor** $F_P$ scores a sense of $p$, and does not depend on any arguments. The score function is defined by $F_P(x, p, A) = w \cdot \Phi_P(x, p)$.

**Argument Factor** $F_A$ scores a label assignment of a particular argument $a \in A$. The score is determined independently from a predicate sense, and is given by $F_A(x, p, a) = w \cdot \Phi_A(x, a)$.

**Predicate-Argument Pairwise Factor** $F_{PA}$ captures inter-dependencies between a predicate sense and one of its argument roles. The score function is defined as $F_{PA}(x, p, a) = w \cdot \Phi_{PA}(x, p, a)$. The difference from $F_A$ is that $F_{PA}$ influences both the predicate sense and the argument role. By introducing this factor, the role label can be influenced by the predicate sense, and vise versa.

**Global Factor** $F_G$ is introduced to capture plausibility of the whole predicate-argument structure. Like the other factors, the score function is defined as $F_G(x, p, A) = w \cdot \Phi_G(x, p, A)$. A possible feature that can be considered by this factor is the mutual dependencies among core arguments. For instance, if a predicate-argument structure has an agent (A0) followed by a predicate and a patient (A1), we encode the structure as a string A0-PRED-A1 and use it as a feature. This type of features provide plausibility of predicate-argument structures. Even if the highest scoring predicate-argument structure with the other factors misses some core arguments, the global feature demands the model to fill the missing arguments.

The numbers of factors for each factor type are: $F_P$ and $F_G$ are 1, $F_A$ and $F_{PA}$ are $|A|$. By integrating the all factors, the score function becomes $s(p, A) = w \cdot \Phi_P(x, p) + w \cdot \Phi_G(x, p, A) + w \cdot \sum_{a \in A} \{\Phi_A(x, a) + \Phi_{PA}(x, p, a)\}$.

2.2 Inference

The crucial point of the model is how to deal with the global factor $F_G$, because enumerating possible assignments is too costly. A number of methods have been proposed for the use of global features for linear models such as (Daumé III and Marcu, 2005; Kazama and Torisawa, 2007). In this work, we use the approach proposed in (Kazama and Torisawa, 2007). Although the approach is proposed for sequence labeling tasks, it
can be easily extended to our structured model. That is, for each possible predicate sense \( p \) of the predicate, we provide \( N \)-best argument role assignments using three local factors \( F_P \), \( F_A \) and \( F_{PA} \), and then add scores of the global factor \( F_G \), finally select the argmax from them. In this case, the argmax is selected from \( |\mathcal{P}|N \) candidates.

### 2.3 Learning the Model

For learning of the model, we borrow a fundamental idea of Kazama and Torisawa’s perceptron learning algorithm. However, we use a more sophisticated online-learning algorithm based on the Passive-Aggressive Algorithm (PA) (Crammer et al., 2006).

For the sake of simplicity, we introduce some notations. We denote a predicate-argument structure \( y = \langle p, A \rangle \), a local feature vector as \( \Phi_L(x, y) = \Phi_F(x, p) + \sum_{a \in A} \{ \Phi_A(x, a) + \Phi_{PA}(x, p, a) \} \), a feature vector coupling both local and global features as \( \Phi_{L+G}(x, y) = \Phi_L(x, y) + \Phi_G(x, p, A) \), the argmax using \( \Phi_{L+G} \) as \( \hat{y}^{L+G} \), the argmax using \( \Phi_L \) as \( \hat{y}^L \). Also, we use a loss function \( \rho(y, y') \), which is a cost function associated with \( y \) and \( y' \).

The margin perceptron learning proposed by Kazama and Torisawa can be seen as an optimization with the following two constraints.

\[
\begin{align*}
\text{(A)} & \quad w \cdot \Phi_{L+G}(x, y) - w \cdot \Phi_{L+G}(x, \hat{y}^{L+G}) \geq \rho(y, \hat{y}^{L+G}) \\
\text{(B)} & \quad w \cdot \Phi_L(x, y) - w \cdot \Phi_L(x, \hat{y}^L) \geq \rho(y, \hat{y}^L)
\end{align*}
\]

(A) is the constraint that ensures a sufficient margin \( \rho(y, \hat{y}^{L+G}) \) between \( y \) and \( \hat{y}^{L+G} \). (B) is the constraint that ensures a sufficient margin \( \rho(y, \hat{y}^L) \) between \( y \) and \( \hat{y}^L \). The necessity of this constraint is that if we apply only (A), the algorithm does not guarantee a sufficient margin in terms of local features, and it leads to poor quality in the \( N \)-best assignments. The Kazama and Torisawa’s perceptron algorithm uses constant values for the cost function \( \rho(y, \hat{y}^{L+G}) \) and \( \rho(y, \hat{y}^L) \).

The proposed model is trained using the following optimization problem.

\[
\begin{align*}
\text{w}_{\text{new}} &= \arg \min_{w \in \mathbb{R}^n} \frac{1}{2} ||w' - w||^2 + C \xi \\
\text{s.t.} & \quad l_{L+G} \leq \xi, \xi \geq 0 \quad \text{if} \quad \hat{y}^{L+G} \neq y \\
& \quad l_L \leq \xi, \xi \geq 0 \quad \text{if} \quad \hat{y}^L = y \neq \hat{y}^L \\
l_{L+G} &= w \cdot \Phi_{L+G}(x, \hat{y}^{L+G}) - w \cdot \Phi_{L+G}(x, y) + \rho(y, \hat{y}^{L+G}) \\
l_L &= w \cdot \Phi_L(x, \hat{y}^L) - w \cdot \Phi_L(x, y) + \rho(y, \hat{y}^L)
\end{align*}
\]

\( l_{L+G} \) is the loss function for the case of using both local and global features, corresponding to the constraint (A), and \( l_L \) is the loss function for the case of using only local features, corresponding to the constraints (B) provided that (A) is satisfied.

### 2.4 The Role-less Argument Bias Problem

The fact that an argument candidate is not assigned any role (namely it is assigned the label “NONE”) is unlikely to contribute predicate sense disambiguation. However, it remains possible that “NONE” arguments is biased toward a particular predicate sense by \( F_{PA} \) (i.e. \( w \cdot \Phi_{PA}(x, \text{sense}_i, a_k = \text{"NONE"}) > w \cdot \Phi_{PA}(x, \text{sense}_j, a_k = \text{"NONE"}) \)).

In order to avoid this bias, we define a special sense label, \( \text{sense}_\text{any} \), that is used to calculate the score for a predicate and a roll-less argument, regardless of the predicate's sense. We use the feature vector \( \Phi_{PA}(x, \text{sense}_\text{any}, a_k) \) if \( a_k = \text{"NONE"} \) and \( \Phi_{PA}(x, \text{sense}_i, a_k) \) otherwise.

### 3 Experiment

#### 3.1 Experimental Settings

We use the CoNLL-2009 Shared Task dataset (Hajič et al., 2009) for experiments. It is a dataset for multi-lingual syntactic and semantic dependency parsing. In the SRL-only challenge of the task, participants are required to identify predicate-argument structures of only the specified predicates. Therefore the problems to be solved are predicate sense disambiguation and argument role labeling. We use Semantic Labeled F1 for evaluation.

For generating \( N \)-bests, we used the beam-search algorithm, and the number of \( N \)-bests was set to \( N = 64 \). For learning of the joint model, the loss function \( \rho(y, y') \) of the Passive-Aggressive Algorithm was set to the number of incorrect assignments of a predicate sense and its argument roles. Also, the number of iterations of the model used for testing was selected based on the performance on the development data.

Table 1 shows the features used for the structured model. The global features used for \( F_G \) are based on those used in (Toutanova et al., 2008; Johansson and Nugues, 2008), and the features

---

1 The dataset consists of seven languages: Catalan, Chinese, Czech, English, German, Japanese and Spanish.
Next, we compare our system with top 3 systems in the CoNLL-2009 Shared Task. By incorporating both $F_{PA}$ and $F_G$, our joint model achieved competitive results compared to the top 2 systems (Björkeland and Zhao), and achieved the better results than the Meza-Ruiz’s system 2. The systems by Björkeland and Zhao applied feature selection algorithms in order to select the best set of feature templates for each language, requiring about 1 to 2 months to obtain the best feature set. On the other hand, our system achieved the competitive results with the top two systems, despite the fact that we used the same feature templates for all languages without applying any feature engineering procedure.

Table 3 shows the performances of predicate sense disambiguation and argument role labeling for all languages without applying any feature engineering procedure.

2The result of Meza-Ruiz for Czech is substantially worse than the other systems because of inappropriate preprocessing for predicate sense disambiguation. Excepting Czech, the average F1 value of the Meza-Ruiz is 77.75, where as our system is 79.89.
ambiguation results of $F_P + F_A$ and ALL with the McNemar test, and the difference was statistically significant ($p < 0.01$). This result suggests that combination of these factors is effective for sense disambiguation.

As for argument role labeling results, incorporating $F_{PA}$ and $F_G$ contributed positively for all languages. Especially, we obtained a substantial gain (+4.18) in German. By incorporating $F_{PA}$, the system achieved the F1 improvements of +0.54 on average. This result shows that capturing inter-dependencies between a predicate and its arguments contributes to argument role labeling. By incorporating $F_G$, the system achieved the substantial improvement of F1 (+1.91).

Since both tasks improved by using all factors, we can say that the proposed joint model succeeded in joint learning of predicate senses and its argument roles.

4 Conclusion

In this paper, we proposed a structured model that captures both non-local dependencies between arguments, and inter-dependencies between a predicate sense and its argument roles. We designed a linear model-based structured model, and defined four types of factors: predicate factor, argument factor, predicate-argument pairwise factor and global factor for the model. In the experiments, the proposed model achieved competitive results compared to the state-of-the-art systems without any feature engineering.

A further research direction we are investigating is exploitation of unlabeled texts. Semi-supervised semantic role labeling methods have been explored by (Collobert and Weston, 2008; Deschacht and Moens, 2009; Fürstenau and Lapata, 2009), and they have achieved successful outcomes. However, we believe that there is still room for further improvement.
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