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Abstract

Although the matrix multiplication plays a vital role in computational linear algebra, there are few efficient solutions for matrix multiplication of the near-sparse matrices. The Sparse Approximate Matrix Multiply (SpAMM) is one of the algorithms to fill the performance gap neglected by traditional optimizations for dense/sparse matrix multiplication. However, existing SpAMM algorithms fail to exploit the performance potential of GPUs for acceleration. In this paper, we present cuSpAMM, the first parallel SpAMM algorithm optimized for multiple GPUs. Several performance optimizations have been proposed, including algorithm redesign to adapt to the thread parallelism, blocking strategies for memory access optimization, and the acceleration with the tensor core. In addition, we scale cuSpAMM to run on multiple GPUs with an effective load balance scheme. We evaluate cuSpAMM on both synthesized and real-world datasets on multiple GPUs. The experiment results show that cuSpAMM achieves significant performance speedup compared to vendor optimized cuBLAS and cuSPARSE libraries.

1 Introduction

Generally, the matrices can be classified into dense matrix and sparse matrix according to the ratio of nonzero elements of the input matrices. Given a matrix $A \in \mathbb{R}^{N \times N}$, the number of nonzero elements is around $N^2$ for and $O(N)$ for dense and sparse algorithms, respectively. However, in real applications, there are a large number of matrices in the middle ground between dense and sparse matrices, a.k.a. near-sparse matrices, whose nonzero elements are between $N^2$ and $O(N)$ (or with 2% 70% nonzero elements [1]). Near-sparse matrices are widely used in the field of scientific...
computing, such as computational chemistry [2], quantum physics [3], and electronic structure calculation [4].

The near-sparse matrices are also used in emerging domains such as deep neural networks. Especially in convolutional neural networks (CNNs), the matrices of feature and weight are near-sparse [1, 5] due to weight pruning [6] and activation functions [7]. For example, the activation function of Rectified Linear Unit (ReLU) can lead to more than 50% sparsity of the feature matrices on average [5]. In CNNs, the convolution operations between feature and weight matrices are transformed to matrix multiplication using the \textit{im2col} algorithm [8]. In such case, various matrices involved in the deep neural networks are also near-sparse.

There is also a special class of matrices that are inherently near-sparse, the matrices with decay [9] (a.k.a. decay matrices), whose elements (values) decrease rapidly from diagonal to sides. The elements can be ignored if they are small enough and the corresponding matrices become near sparse. Due to the unique properties, many prior works are focusing on decay matrices, such as the decay rate [10], the left inverse [11, 12], high-dimensional statistics [13], and numerical analysis [14]. In addition, the decay matrices often appear in widely used matrix operations such as matrix inverse [10, 15], matrix exponential [16], Jacobi matrices [17], and others [18]. Moreover, decay matrices are commonly adopted in application domains such as quantum chemistry [9, 19] and quantum information theory [20–23].

On the other hand, both dense matrix multiplication (GENeral Matrix-to-matrix Multiply, GEMM) and sparse matrix multiplication (SpGEMM) are hardly efficient when applied to near-sparse matrices. The algorithm for GEMM focus on reducing the computation complexity. For example, Strassen's algorithm [24] and Williams’ algorithm [25] achieve $O(N^{2.8})$ and $O(N^{2.3727})$, respectively. In contrast, the complexity reduction is hardly useful for eliminating redundant computation of near-sparse matrices on the zero elements. On the other hand, the research for SpGEMM propose various storage formats such as CSR [26] to store the sparse matrices compactly. However, the sparse formats can hardly benefit the near-sparse GEMM due to its non-sparse nature. Therefore, both the GEMM and the SpGEMM have limited performance potential for near-sparse GEMM [1].

Fortunately, the approximation provides a good opportunity to boost the performance of near-sparse GEMM. For example, skipping the calculation of small enough elements of near-sparse matrices is a profitable way for performance acceleration. Based on such an idea, Sparse Approximate Matrix Multiply (SpAMM) [27, 28] has been proposed for accelerating the decay matrix multiplication. For matrices with exponential decay, existing research has demonstrated the absolute error of SpAMM can be controlled reliably [29].

In the meanwhile, with wide adoption in a large number of fields, GPUs have been proven with excellent speedup for matrix operations [30]. Especially with the advent of tensor core units provided by NVIDIA GPUs, mixed-precision techniques have been exploited to further accelerate matrix operations [31]. Although there are few research works optimizing SpAMM computation on CPUs [27–29], to the best of our knowledge, there is no GPU implementation available for accelerating SpAMM computation, especially exploiting the architectural features such as tensor
core and scaling to multiple GPUs. This motivates our work in this paper to redesign the SpAMM algorithm for better adaption to GPU architecture and propose corresponding optimizations to achieve superior performance compared to the state-of-the-art GEMM libraries. Specifically, this paper makes the following contributions:

- We propose $cuSpAMM^1$, a re-designed SpAMM algorithm tailored for GPU. Specifically, we adapt the calculation steps and the data access patterns of the SpAMM algorithm to the memory hierarchy and thread organization of GPU with increased parallelism and reduced memory accesses.
- We propose several optimization schemes such as blocking strategies for the calculation kernels and utilization of tensor core for accelerating the calculation. In addition, we present a scaling method to extend $cuSpAMM$ to multiple GPUs.
- We compare $cuSpAMM$ with highly optimized vendor libraries such as $cuBLAS$ [32] and $cuSPARSE$ [33] on GPUs. In addition, we evaluate on two real datasets from electronic structure calculation ($ergo$) and convolutional neural network (VGG13), to demonstrate the performance of $cuSpAMM$ on real-world applications.

The paper is organized as follows. In Sect. 2, we introduce the background of SpAMM algorithm, GPU optimizations and discusses the related works. In Sect. 3, we present our re-designed SpAMM algorithm $cuSpAMM$, and corresponding optimizations for performance acceleration on multiple GPUs. Section 4 compares our $cuSpAMM$ with the-state-of-art GEMM libraries and evaluates on two real-world datasets using $cuSpAMM$. Section 5 concludes this paper.

2 Background and related work

2.1 Decay matrix and SpAMM algorithm

A matrix is defined as the decay matrix when its elements decrease following the decay rate from the diagonal to the sides. The decay rate can be exponential or algebraical, formulated as $|A[i][j]| < c\lambda^{i-j}$ and $|A[i][j]| < c/(|i-j|^\delta + 1)$, respectively, where $A[i][j]$ is the index of the element in matrix $A$. The $|i-j|$ is the separation and can be replaced by other index-based distance function of the matrix or physical distance such as $|\mathbf{r}_i - \mathbf{r}_j|$ in non-synthetic cases [29]. By mathematical definition, the decay matrix is quite dense due to few zero elements. However, under certain conditions (e.g., elements less than the threshold), a number of elements in the decay matrix can be treated as zeros, which renders the matrix as near-sparse.

SpAMM is an approximate matrix multiplication method that can be used on decay matrices. The problem solved by SpAMM can be described as $C = \alpha AB + \beta C$, where $\alpha$ and $\beta$ are parameters, and $A$, $B$, and $C$ are the matrices with exponential decay or fast algebraical decay [27]. For convenience, the rest of the paper takes

---

$^1$ $cuSpAMM$ is open-sourced at https://github.com/buaa-hipo/cuSpAMM
\( \alpha = 1, \beta = 0, \) and the square matrices \( N \times N. \) Besides, \( \tau \) is a parameter for controlling the extent of approximation. The algorithm divides the input into quad-tree recursively, depicted in Eq. (1). The sub-matrix in lowest level is the minimal matrix size of recursion. Then, the algorithm performs the multiplication of sub-matrices recursively. The density of sub-matrices is measured by the Frobenius norm (F-norm), depicted in Eq. (2). Algorithm 1 shows the pseudo-code of SpAMM. The algorithm performs the multiplication only if the product of norms from two sub-matrices is no smaller than the parameter \( \tau \) (line 8 and line 13).

\[
A' = \begin{bmatrix}
A'_{0,0} & A'_{0,1} \\
A'_{1,0} & A'_{1,1}
\end{bmatrix}
\]

\[
||A'||_F = \sqrt{\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} (A'_{i,j})^2}
\]

**Algorithm 1 SpAMM algorithm**

1: Input: Matrices \( A, B, \) parameter \( \tau \)
2: Output: Multiplication result \( C \)
3: if lowest level then
4: return \( C = AB \)
5: end if
6: for \( i=0 \) to 1 do
7: for \( j=0 \) to 1 do
8: if \( ||A_{i,0}||_F ||B_{0,j}||_F \geq \tau \) then
9: \( T_0 = SpAMM(A_{i,0}, B_{0,j}, \tau) \)
10: else
11: \( T_0 = 0 \)
12: end if
13: if \( ||A_{i,1}||_F ||B_{1,j}||_F \geq \tau \) then
14: \( T_1 = SpAMM(A_{i,1}, B_{1,j}, \tau) \)
15: else
16: \( T_1 = 0 \)
17: end if
18: \( C_{i,j} = T_0 + T_1 \)
19: end for
20: end for
21: return \( C \)
2.2 GPU architecture and optimization

2.2.1 GPU architecture

The CUDA programming paradigm provides a classic definition of NVIDIA GPU architecture [34], with the thread and memory organized hierarchically. We focus on the V100 architecture [35], CUDA 10, and CUDA 11.

**Thread hierarchy**—Threads are organized at four levels with different granularity including thread, warp, block, and grid. One warp usually contains 32 threads. The warp is the most basic unit for calculation execution and hardware scheduling if the warp contains no branch [35]. The block consists of multiple threads, and the threads within the same block can be synchronized. The grid consists of multiple blocks, and the blocks within the grid are executed in the SIMT (single instruction, multiple threads) fashion.

**Memory hierarchy**—The memory hierarchy can be divided into three levels, including register level, shared memory level, and global memory level. Each thread has private registers, which is the fastest but also the most limited storage on GPU. The second fastest memory is the shared memory for each block. The shared memory is private to the thread block. The lifetime of shared memory same as the thread block. The global memory level consists of global memory, texture memory, and constant memory that hosts the data transferred from the CPU. In V100, the texture memory and constant memory are stored in global memory [36]. The global memory can be bound to texture memory and constant memory by CUDA API.

2.2.2 GPU optimization for matrix multiplication

We briefly summarize the commonly used optimization strategies for high-performance matrix multiplication on GPU.

**Architecture targeted optimizations**—The blocking strategies [37] partition the matrices and performs calculations across GPU memory hierarchy. Memory prefetching strategies [38] utilize guiding statements for writing memory, explicitly creating buffers and calling primitives, which overlaps the data movement with computation. Register optimization strategies [30] achieve better performance by reducing the active registers and minimizing access to high-latency memory such as global memory. Other optimization approaches that avoid bank conflict and tune hyper-parameters [39] (e.g., block size) are also useful for accelerating GEMM on GPU.

**Tensor core adoption**—The tensor core [40] introduced from Nvidia Tesla V100 GPU has already been explored in many fields for further performance optimization such as linear algebra [41] and weather simulation [42] recently. In general, tensor core is a computation unit for Matrix-Multiply-Accumulate (MMA), formulated as \( D_{m \times k} = A_{m \times n} \times B_{n \times k} + C_{m \times k} \), where the maximum number of matrix elements is 256. For the input matrix in FP16, the \( A, B \) must be in FP16 precision, while matrix \( C, D \) can be in FP16 or FP32 precision. The programming of tensor core is based on a special data structure named *fragment*, which stores the computation data for the
tensor core. The *threads* in each *wrap* operate on the *fragments* to perform MMA calculation on tensor core.

### 2.3 Approximate matrix multiplication for decay matrix

The SpAMM is one of the approximate algorithms for decay matrix multiplication which first introduced by Challacombe et al. [27]. They proved that the time complexity of the algorithm is \( O(N\log N) \) at worst for matrices with a sufficient decay rate. However, Challacombe et al. [27] only presented empirical experiments on error behavior, other than a detailed analysis on numerical error. In addition, they provided a limited study on the decay matrices generated by the Heaviside matrix function from electronic structure domain [3]. Artemov et al. [29] studied the SpAMM algorithm with the matrices of exponential decay. They proved the absolute error behavior of SpAMM is \( \|E_{\text{exact}}\|_F = O(N^{1/2}) \times O(p^{p/2}) \), where \( p < 2 \). Another approximate algorithm for decay matrix multiplication is to truncate the decay matrix and use SpGEMM to calculate the product. For example, Maia et al. propose a SpGEMM algorithm based on MOZYME format and use GPU for acceleration [43]. However, when the nonzero ratio is big (or truncation threshold is small), the SpGEMM will even be slower than GEMM because the former introduces the extra overhead of index mapping and has poor locality [1]. Also, the overhead of format conversion is expensive, while SpAMM does not need to change the data format.

Until recently, the performance optimization of SpAMM mainly focuses on CPUs. Bock et al. [27] reformed the SpAMM computation recursively and implemented the algorithm in parallel. In addition, they used hashed (linkless) tree structure [44] to map the data and computation of sub-matrices. Moreover, the authors adopted hardware prefetching and optimized the performance using Intel Math Kernel Library (MKL) and AMD Core Math Library (ACML). Inspired from N-Body method [45], Bock et al. [28] and Artemov et al. [29] leveraged parallel programming models such as Charm++ [46] and Chunks/Tasks [47] to accelerate SpAMM, respectively. However, none of the existing works has optimized SpAMM on GPUs, which leaves the widely available GPU performance unexploited.

### 2.4 High performance GEMM

The high performance GEMM libraries on GPU have inspired our optimizations to SpAMM. *cuBLAS* and *cuSPARSE* are widely used high performance GEMM libraries heavily optimized by NVIDIA. Several optimization strategies have been proposed in *cuBLAS* and *cuSPARSE*. For example, the blocking strategies, instruction-level parallelism, parameter tuning, and tensor core acceleration have been successfully adopted for optimizing dense matrix multiplication in *cuBLAS*. For sparse matrix multiplication in *cuSPARSE*, various matrix storage formats such as COO, CSR, and CSC are supported to optimize both sparse-sparse and sparse-dense matrix multiplication. *spECK* [48] proposes a SpGEMM algorithm that can achieve more efficient memory utilization and better load balance for irregular sparse matrix. The authors use the GPU merge path algorithm and GPU-specific optimizations for
acceleration. ACSpGEMM [49] present a dynamic SpGEMM algorithm on GPU which adaptively re-purposes GPU threads and maximizes on-chip memory usage. Both spECK and ACSpGEMM can achieve better performance compared with cuSPARSE which proved by their experiments.

Moreover, Huang et al. [50] reviewed the blocking strategies of GEMM in cuBLAS and used tensor core to optimize the Strassen algorithm. Combined with optimizations such as software prefetching and parameter tuning, their implementation achieves 1.11× speedup on matrix multiplication compared to cuBLAS. Mukunoki et al. [51] evaluated the parallelized linear algebra kernels with multiple data precisions on GPUs. Ryoo et al. [30] summarized the general principles of matrix multiplication optimizations on GPU. Abdu et al. [52] used tensor core as matrix multiply-accumulate unit and proposed a chained reduction strategy. The above works have inspired the redesign and further optimization of SpAMM algorithm on GPU. Except the optimization of a single GEMM, batched GEMM [53] is a widely adopted technology that addresses small scale matrix multiplication and has already been integrated in vendor library such as cuBLAS. However, batched GEMM is not applicable to SpAMM due to its time-consuming reduction operations for accumulating the final result.

3 Methodology and implementation

In this section, we will first give an overview of our re-designed SpAMM algorithm tailored for GPU, cuSpAMM. Then, we introduce the design of two important kernels in cuSpAMM, which adopts several optimization strategies as well as leverages tensor core to optimize the performance. In addition, we scale our implementation to multiple GPUs for processing larger matrices. Finally, we propose load balance and accuracy searching optimizations that further improve the performance of cuSpAMM.

For the convenience of illustration, we use the following notations. The input of the algorithm is matrices $A, B \in \mathbb{R}^{N \times N}$, where $A, B$ are decay matrices, and $\tau$ is the approximation threshold. The output matrix is $C$. For optimization, we divide the input matrix into sub-matrices with size of $LoNum \times LoNum$. We use $BDIM = N / LoNum$ to denote the number of sub-matrices per row/column, where $N$ is divisible by $LoNum$ and $BDIM$ is for Block DIMension. The coordinates of the sub-matrix are represented by a square bracket. For example, $A[i, j]$ represents the sub-matrix with the starting index of $A[i \times LoNum][j \times LoNum]$. To avoid incomplete division, the matrices are padded with zeros to satisfy the above assumption. We assume that the minimal matrix can always fit in the shared memory. We use $LoNum=32$ in our implementation.

3.1 Overview of cuSpAMM

Figure 1 shows the design overview of cuSpAMM. To eliminate the GPU-unfriendly recursion in original SpAMM as well as exploit higher parallelism, we
redesign the algorithm composed of two kernels, *Get-norm kernel* and *Multiplication kernel*. The first kernel is responsible for calculating the (F-norm for all sub-matrices in $LoNum \times LoNum$), and the second kernel decides whether to multiply the matrices depending on the F-norm results from the first kernel. The array used to record the F-norm values is $normmap$, where $A_{\text{normmap}}[i][j] = \|A[i,j]\|_F$ and $B_{\text{normmap}}[i][j] = \|B[i,j]\|_F$ for matrix $A$, $B$, respectively. The re-designed cuSpAMM algorithm is equivalent to the original SpAMM algorithm, because they both perform calculations on the sub-matrices that satisfy the F-norm threshold ($\tau$). In addition, we propose several optimizations for the above two kernels, and utilize tensor core for further performance acceleration. Specifically, we apply the blocking optimization to cuSpAMM across the following memory hierarchies. At *device level*, we partition matrices $A$, $B$, $C$, $A_{\text{normmap}}$ and $B_{\text{normmap}}$ in GPU global memory. We use texture cache to load the read-only matrix $A$ and $B$ for acceleration [54]. At *block*, *warp*, and *thread level*, we partition the intermediate results in corresponding memory hierarchy. The details of blocking optimization are presented in the following sections.

### 3.2 Get-norm kernel

The *get-norm* kernel is responsible for calculating the F-norm (based on Eq. (2)) results for all sub-matrices. Each block of *get-norm* kernel calculates the F-norm of one sub-matrix. Considering the computation characteristics of F-norm, we adopt the reduction algorithm for better parallelization, as shown in Fig. 2a. Firstly, each thread takes an element from the input matrix, calculates its square value, and stores the results into shared memory. Then, the thread block performs the reduction on the shared memory. To optimize reduction, we adopt sequential addressing instead of stride addressing to avoid the bank conflict on shared memory.

To further accelerate the performance with input matrices in FP16 precision, we use tensor core as MMA unit for reduction. Equations. (3) and (4) show the
reduction of \( m^2 \) elements, where \([1]_{m \times m}\) and \([0]_{m \times m}\) represents a square matrix composed of 1 and 0, respectively, \( x_{11}, x_{12}, \ldots, x_{mm} \) are the data waiting for summation. After two MMA operations, the reduction results are stored in matrix \( D' \). This optimization can accelerate the reduction calculation compared to the traditional reduction on GPU [52]. Finally, the thread 0 writes the result back to \( \text{normmap} \).

\[
D = [1]_{m \times m} \times \begin{bmatrix} x_{11} & \cdots & x_{1m} \\ \vdots & \ddots & \vdots \\ x_{m1} & \cdots & x_{mm} \end{bmatrix} + [0]_{m \times m} \tag{3}
\]

\[
D' = \begin{bmatrix} \sum_{i=1}^{m} x_{ii} & \cdots & \sum_{i=1}^{m} x_{1i} \\ \vdots & \ddots & \vdots \\ \sum_{i=1}^{m} x_{mi} & \cdots & \sum_{i=1}^{m} x_{mi} \end{bmatrix} \times [1]_{m \times m} + [0]_{m \times m} \tag{4}
\]

Meanwhile, we apply additional optimizations to further boost the performance. Firstly, we increase the amount of data to be processed by each thread for coalescing the global memory access. Moreover, we perform loop unrolling on both algorithm level and warp level to reduce redundant jump and synchronization operations. In our implementation, one thread will load and calculate eight elements of one sub-matrix. We use \#pragma unroll for unrolling.
3.3 Multiplication kernel

The multiplication kernel is responsible for performing the actual matrix multiplication depending on the F-norm results from get-norm kernel. Figure 2b shows the blocking strategy and execution flow for multiplication kernel. Each block has LoNum×LoNum threads and is responsible for calculating one sub-matrix of matrix C. We suppose the block is responsible for C[i,j], and $C[i,j] = \sum A[i,k] \times B[k,j] \times \text{bitmap}[k]$, where k ranges from 0 to (BDIM-1) and bitmap[k] is 1 or 0, indicating whether A[i,k] and B[k,j] satisfies the F-norm threshold, respectively. The bitmap is stored in shared memory. The shared memory is enough for storing the index in int32 for the matrices used in Sect. 4. When $N=32,768$ (largest size of marix in Sect. 4), the bitmap only needs 4 KB in each block. Since each SM has 96 KB on V100, the amount of shared memory is enough. Also, the index in bitmap can be stored in registers. However, the number of index is $N/\text{LoNum}$. If $N=32,768$, one thread block will need 1,024 registers. Since other operations also need registers, the registers may spill to global memory, which leads to the loss of performance. Thus, we store index in shared memory instead of register.

Once the bitmap is calculated, all threads begin to go through the bitmap. If bitmap[k] is 1, the threads load the A[i,k] and B[k,j] into shared memory and then perform the dot product. We adopt double buffering for hiding the memory access latency during the batched sub-matrix product.
However, as shown in Fig. 3a, it is inefficient to implement double buffering naively. This is because the thread needs to go through the bitmap to identify next valid sub-matrices for multiplication. The naive implementation introduces additional instructions (e.g., jump and comparison), which even leads to performance degradation. To address the above problem, we improve the double buffering technique as shown in Fig. 3b, which transforms the access of the valid flags in the bitmap from discontinuous to continuous for better locality. Although such an approach introduces additional calculations, it improves the efficiency of data prefetching with better locality, and thus accelerates the performance of multiplication kernel.

Algorithm 2  

\textit{cuSpAMM}: multiplication kernel

\begin{algorithm}
\begin{algorithmic}[1]
\State \textbf{Input:} Matrix pointer $\ast A$, $\ast B$, $\ast C$, normmap pointer $\ast A_{\text{normmap}}$, $\ast B_{\text{normmap}}$, parameter $\tau$
\State \textbf{Shared memory:} bitmap, map_offset sAW, sBW, sAR, sBR
\For {k=threadId to N/LoNum by blockDim.x do}
\State norm_mul = $A_{\text{normmap}}[i][k] \times B_{\text{normmap}}[k][j]$
\If {norm_mul $\geq \tau$}
\State bitmap[i] = 1
\Else 
\State bitmap[i] = 0
\EndIf
\EndFor
\For {i=threadId to N/LoNum by blockDim.x do}
\If {bitmap[i] == 1}
\State t = 0
\For {j=0 to i-1 do}
\State t = t + bitmap[j]
\EndFor
\State map_offset[i] = t
\EndIf
\EndFor
\State \textbf{reduce bitmap to get the amount of valid multiplication, save it in validNum}
\If {validNum is not zero, fetch data in first block}
\State \textbf{syncthreads}
\For {i=0 to validNum-1 do}
\State b = map_offset[i]
\State \textbf{syncthreads}
\State Exchange pointer between read and write
\If {the thread is in first half block}
\State if i is less than validNum-1, let next = map_offset[i+1] and perform prefetch
\Else 
\State if the thread is in second half block
\State Calculate two values (c1,c2) of sAWtimesBW
\EndIf
\EndIf
\EndFor
\State write back c1, c2 to matrix C
\end{algorithmic}
\end{algorithm}

Algorithm 2 shows the optimized multiplication kernel. The threads identify the sub-matrices that require actual multiplication and record corresponding indexes in bitmap in parallel (line 5~8). Specifically, threads calculate the F-norm condition using $A_{\text{normmap}}[i][k]$ and $B_{\text{normmap}}[k][j]$ and update bitmap[k] for each k. We use another array map_offset to store the indexes of valid sub-matrices continuously (line 9~14). During each iteration (line 19~27), the first half of warps of the block threads are responsible for matrix multiplication, and the second half is responsible for data prefetching. This strategy facilitates hiding the memory access latency.
by overlapping computation with data access on GPU. Although the GPU provides interleaved multithreading, using double buffer can explicitly instruct the scheduler to make better scheduling as well as saves hardware scheduling overhead. Besides, each thread calculates two elements of $C$, which can be stored in thread registers during dot product.

For input matrices in FP16 precision, we use the tensor core to further accelerate the matrix multiplication. Algorithm 3 shows the pseudo-code of multiplication kernel using tensor core for acceleration (with the same code in FP32 precision omitted). Each block has four warps and each warp is responsible for the sub-matrix $C[warpRow,warpCol]$. The fragment $a_{\text{frag}}$ and $b_{\text{frag}}$ stores sub-matrices of $A$ and $B$, $ab_{\text{frag}}$ is the accumulator of intermediate results. The $ab_{\text{frag}}$ uses FP32 precision for obtaining better accuracy. The $ab_{\text{frag}}$ is initialized to 0. We also apply the double buffering optimization using fragment, which is similar to the implementation in FP32 precision.

### Algorithm 3 Multiplication kernel using tensor core

1: **Input:** Matrix pointer $A, B, C$, normmap pointer $A_{\text{normmap}}, B_{\text{normmap}},$ parameter $\tau$
2: **shared memory:** bitmap
3: **fragment:** $a_{\text{frag}}, b_{\text{frag}}, ab_{\text{frag}}$
4: ......
5: for $i=0$ to $\text{validNum}-1$ do
6: $b = \text{map}_\text{offset}[i]$
7: _syncthreads
8: Exchange pointer between read and write
9: if $i$ is less than $\text{validNum}-1$, perform prefetch and let next = $\text{map}_\text{offset}[i+1]$
10: load_matrix_sync($a_{\text{frag}}, A+warpRowOff+b\times\text{LoNum}, N$)
11: load_matrix_sync($b_{\text{frag}}, B+warpColOff+b\times\text{LoNum}*N, N$)
12: $\text{mna}_\text{sync}(ab_{\text{frag}}, a_{\text{frag}}, b_{\text{frag}}, ab_{\text{frag}})$
13: _end for
14: store_matrix_sync($C+warpRowOff\times T+warpColOff, ab_{\text{frag}}$)

### 3.4 Scaling to multiple GPUs

Modern servers are usually equipped with multiple GPUs (e.g., Nvidia DGX contains up to 16 GPUs). To leverage such performance potential, we extend the blocking optimizations to enable cuSpAMM scale to multiple GPUs on a single server. Note that our multiple GPU optimizations can be further integrated with distributed matrix multiplication optimizations such as CANNON [55] and SUMMA [56]. However, due to the time constraint, we focus on describing the multiple GPU optimizations on a single server, and leave the extension for distributed GPUs in future work.

Algorithm 4 presents the pseudo-code of scaling cuSpAMM to multiple GPUs. We omit the CPU-GPU transfer in Algorithm 4 for simplicity of pseudo-code. We suppose that there are $M$ GPUs indexed from 0 to $M-1$. The calculation task is divided by row, and GPU $i$ is responsible for the rows in the range of $(i\times M/N, (i+1)\times M/N]$ of $C$. The data transfer is divided into $P$ batches and implicitly managed by the use of UM (Unified Memory) technique. Since the memory of our...
GPU device is enough for our matrices in Sect. 4, using UM (with memory direction) leads to little performance loss compared to cudaMalloc due to little page fault. We control the data transfer by ordered page faults. Firstly, several CUDA streams are created with each stream manipulating one GPU device. Then, the CPU transfers the whole matrix $B$ to each GPU in batches, and each GPU obtains the normmap of $B$ at the same time (line 4–6). After that, the CPU sends rows $[i \times N/M, (i+1)\times N/M)$ of matrix $A$ in batches to GPU $i$. In this way, the tasks are independent from each other, and thus no communication is required among GPUs. When each GPU receives the corresponding rows of $A$, it invokes get-norm kernel and waits for the kernel to finish (line 9). After that, it invokes multiplication kernel for calculating the result (line 11). The batching approach is able to hide the data transfer latency as well as reduce the number of active blocks, which in turn mitigates the scheduling overhead.

For the decay matrix, large elements in the matrix are concentrated on the diagonal, and these large values can be evenly distributed to different GPUs through horizontal tiling. Thus, the load balance of each GPU is guaranteed by the characteristics of the decay matrix itself. Ensuring load balancing of SpAMM over arbitrary matrices is a challenging problem, and we will consider it in future work.

### 3.5 Additional optimizations

#### 3.5.1 Improving load balance

The load imbalance could occur in multiplication kernel as shown in Fig. 4a. This is because each block calculates the bitmap dynamically to determine how many operations it needs to perform, which leads to blocks with less load staying idle and wasting resources. To measure the workload of each block, we propose the concept of valid multiplication $v$. For block responsible for calculating sub-matrix $C[i, j]$, its $v$ equals to $\sum_{i=0}^{BDIM} bitmap[i]$. We organize the $v$ values of all blocks into a matrix $V$, where $V[i][j]$ is the $v$ value of the sub-matrix $C[i, j]$. We observe that in matrix $V$,Fig. 4 The illustration of load balance strategy. The size of decay matrix is 1024×1024, the sub-matrix is 32×32 ($LoNum=32$ and $BDIM=32$) and each multiplication block is responsible for 16×16 sub-matrix.
the closer to the diagonal, the greater the \( v \) is, which is determined by the properties of decay matrix.

Based on the above observation, we propose the following load balance strategy. Each block of the multiplication kernel is responsible for the calculation of \( s \) (tunable parameter) sub-matrices with equal stride. For example, as shown in Fig. 4b, one block is responsible for sub-matrices \( C[0, 0], C[0, \text{BDIM}/2], C[\text{BDIM}/2, 0] \) and \( C[\text{BDIM}/2, \text{BDIM}/2] \) with \( s=2 \). The multiplication block can easily adopt the above strategy by adding a loop to change the index of its corresponding sub-matrices in order to achieve better load balance.

**Algorithm 4 Scaling to multiple GPUs**

1: **Input**: matrix A, B, \( \tau \)
2: **Output**: matrix C
3: create CUDA stream for devices
4: for \( i=0 \) to \( P-1 \) do
5: launch get-norm kernel for B
6: end for
7: synchronize at stream level
8: for \( i=0 \) to \( P-1 \) do
9: launch get-norm kernel for A
10: synchronize at stream level
11: launch multiplication kernel
12: end for
13: synchronize at host level
14: output C

### 3.5.2 Searching for customized accuracy

For users using SpAMM algorithm to accelerate non-scientific applications such as deep neural networks (DNNs), adjusting \( \tau \) to control the extent of approximation is not intuitive. For example, the users of DNNs are more concerned about the accuracy of the entire network, other than the numerical accuracy of a single GEMM. In such case, we provide a tuning parameter \( \text{valid ratio} \), formulated as:

\[
\text{valid ratio} = \frac{\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} \frac{V[i,j]}{\text{BDIM}^3}}{\text{BDIM}^3} = \frac{\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} V[i,j]}{\text{BDIM}^3},
\]

to control the actual multiplication of sub-matrices, which ensures that the sub-matrices with large and dense elements participate in calculation with higher priority. This tuning parameter can better adapt to the accuracy requirements of non-scientific applications.

Specifically, after the normmaps of \( A \) and \( B \) are obtained, we use a tuning kernel to calculate the average result (\( \text{ave} \)) of the norm products of all sub-matrices. The kernel then iterates to find the suitable value of norm \( \tau \) that satisfies the \( \text{valid ratio} \) given by the user. Binary search is applied during iterations with search space \([0, k \times \text{ave}]\), where the initial value of the norm is \( \text{ave} \), \( k \) is the expansion coefficient, and the upper bound of the search space is dynamically extended. The initial value of \( k \) is one and will increase to \( k+1 \) whenever the existing upper bound cannot satisfy the search demand. Besides, users can specify the number of iterations and tolerable error of \( \text{valid ratio} \) to balance the time cost and accuracy for searching. Since the searching algorithm is independent of the computation...
kernels, users can develop customized searching algorithms according to their application characteristics.

4 Evaluation

4.1 Experiment setup

Experiment platform—The experiments are conducted on a CPU-GPU server, with two Intel Xeon E5-2680v4 processors and eight NVIDIA Volta V100 GPUs (connected by PCIe). Each GPU contains 32 GB memory. We use nvcc compiler with -O3 option for our implementations.

Matrix multiplication libraries—We compare with GEMM libraries (cuBLAS [32] and cuBLASXT [57]) that treat the decay matrix as dense matrix, and SpGEMM library (cuSPARSE, ACSpGEMM [49], and spECK [48]) that treats the decay matrix as sparse matrix through truncation. Note that, with truncation, the elements smaller than the threshold are treated as zero. The input matrix without truncation is dense matrix. We adopt CSR format for SpGEMM. For cuBLAS, we use cublasSgemm and cublasHgemm API in CUDA 10 and CUDA 11 for matrix multiplication. For cuSPARSE, we use cusparseScsrmm API in CUDA 10 and cusparseSpGEMM API in CUDA 11. It’s worth noting that cublasHgemm in CUDA 10 and GEMM in CUDA 11 use as much tensor core as possible for acceleration. We run ACSpGEMM in CUDA 10 and spECK in CUDA 11, following configurations of their open-source code. Unless otherwise specified, we use the performance in CUDA 10 to calculate the speedup of SpAMM. Using UM in libraries above may result in degradation of performance, so we use cudaMalloc to alloc the memory in device for the implementations of compared libraries.

Evaluation criteria—For matrix multiplication, we use cudaEvent to record the execution time of the program, and the execution time ignores the overhead of input and output transfer (including format conversion) as well as warmup time. We also use Nsight Compute toolkit [58] to measure the performance of kernel. As for accuracy criteria, we use the F-norm of error matrix $E_{n \times n}$ in Eq. 5. For cuSPARSE, the decay matrix is truncated by setting the elements smaller than the threshold $TRUN$ to zeros, which introduces error for SpGEMM. The nz ratio represents the ratio of nonzero elements in the matrix. We use valid ratio to exhibit computation and memory patterns for cuSpAMM. The speedup of cuSpAMM is compared to the library with the same precision.

$$E_{n \times n} = A_{n \times n}B_{n \times n} - SpAMM(A_{n \times n}, B_{n \times n}, \tau)$$

Synthesized matrix dataset—For performance analysis, we synthesize the matrices with algebraical decay where $a_{ij} = b_{ij} = 0.1/|i-j|^{0.1} + 1$, and we control the valid ratio of the matrix indirectly by tuning the norm threshold $\tau$. cuSpAMM is slower than cuBLAS if the valid ratio is bigger than 25% for FP32 and 30% for
Specifically, we use the tuning method in Sect. 3.5.2 to select the threshold and constrain the number of iterations to 20. The errors between actual and expected valid ratios are less than 1%.

### 4.2 Comparison with matrix multiplication libraries

In this section, we use synthesized matrices with algebraically decay listed in Table 1 for comparing with vendor optimized GEMM libraries and SpGEMM libraries including cuBLAS, cuBLAS, and cuSPARSE.

#### 4.2.1 Comparison with GEMM libraries

Comparison with cuBLAS—Table 2 presents the speedup of cuSpAMM on a single GPU compared to cuBLAS. The maximum speedup under each valid ratio is highlighted in red and blue for FP32 and FP16, respectively. Although cuSpAMM
introduces extra memory for normmap, using cuSpAMM for near-sparse matrix multiplication is faster than GEMM. User needs to tradeoff between memory and performance to decide use which algorithm. However, in our implementation, one normmaps only takes 1/1024 of the storage space of the input matrix, which can be ignored if compared to input matrix.

When the valid ratio is 5%, the highest speedup is achieved with 13.4× (FP32) and 16.1× (FP16). It can be seen that cuSpAMM can accelerate matrix multiplication across all matrix sizes when the valid ratio is below a certain threshold. The reason is that when the valid ratio is below the threshold (25% for FP32 and 30% for FP16), our optimizations adopted in cuSpAMM can leverage the property of decay matrix multiplication for better parallelism compared to dense matrix multiplication adopted in cuBLAS.

Comparison with cuBLAS in CUDA 11—Table 3 presents the speedup of cuSpAMM on a single GPU compared to cuBLAS in CUDA 11. We use the CUB-LAS_DEFAULT_MATH, which is the highest-performance mode and uses tensor core whenever possible. The maximum speedup under each valid ratio is highlighted in red and blue for FP32 and FP16, respectively. Compared with CUDA 10, The small matrix multiplication (N=1,024 and 2,048) of cuBLAS in CUDA 11 is obviously accelerated and cuSpAMM is hard to beat the performance of the latter. However, cuSpAMM can still accelerate matrix multiplication when valid

| Valid ratio \ N | Precision | 1024 | 2048 | 4096 | 8192 | 16,384 | 32,768 |
|-----------------|-----------|------|------|------|------|--------|--------|
| ≈30%            | FP32      | 0.8  | 0.9  | 0.8  | 0.8  | 0.8    | 0.8    |
|                 | FP16      | 0.5  | 0.4  | 0.3  | 0.3  | 0.5    | 0.6    |
| ≈25%            | FP32      | 0.9  | 1.0  | 1.0  | 1.0  | 0.9    | 1.0    |
|                 | FP16      | 0.6  | 0.5  | 0.4  | 0.4  | 0.5    | 0.7    |
| ≈20%            | FP32      | 1.1  | 1.2  | 1.3  | 1.2  | 1.2    | 1.2    |
|                 | FP16      | 0.7  | 0.6  | 0.5  | 0.5  | 0.7    | 0.9    |
| ≈15%            | FP32      | 1.2  | 1.6  | 1.6  | 1.6  | 1.6    | 1.6    |
|                 | FP16      | 0.7  | 0.7  | 0.7  | 0.6  | 0.9    | 1.2    |
| ≈10%            | FP32      | 1.5  | 2.2  | 2.2  | 2.2  | 2.5    | 2.5    |
|                 | FP16      | 0.8  | 1.0  | 1.0  | 0.8  | 1.3    | 1.8    |
| ≈5%             | FP32      | 1.9  | 3.3  | 4.3  | 4.3  | 4.4    | 4.5    |
|                 | FP16      | 1.0  | 1.4  | 1.7  | 1.6  | 2.3    | 3.0    |

Table 4 The speedup to cuBLASXT on multiple GPUs when N=32,768

| Valid ratio | 30% | 25% | 20% | 15% | 10% | 5% |
|-------------|-----|-----|-----|-----|-----|----|
| 2 GPUs      | 1.0 | 1.0 | 1.1 | 1.2 | 1.2 | 1.2|
| 4 GPUs      | 1.3 | 1.4 | 1.4 | 1.4 | 1.4 | 1.5|
| 8 GPUs      | 1.3 | 1.3 | 1.4 | 1.4 | 1.3 | 1.4|
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The valid ratio is under 20% for FP32 and 15% for FP16. When the valid ratio is 5%, the highest speedup is achieved with 4.5× (FP32) and 3.0× (FP16).

Comparison with cuBLASXT in CUDA 11—We compare cuSpAMM with cuBLASXT on multiple GPUs, using N=32,768. Since cuBLASXT does not support FP16 precision, so we only compare cuSpAMM with cuBLASXT in FP32. In cuBLASXT, the cublasXtgemm API contains the process of copying input data to each device. Thus, we also count the overhead of data copy from host to device when measure the performance of cuSpAMM. Table 4 shows the speedup of cuSpAMM to cuBLASXT. When the valid ratio is 5% and GPU number is 4, the highest speedup is achieved with 1.5×.

4.2.2 Comparison with SpGEMM library

We choose the appropriate settings for $\tau$ so that both implementations reach the same level of error. Since determining the appropriate settings ($\tau$ and TRUN) is time consuming, we choose matrices matrix size of 1,024 and 8,192 for illustration (larger matrix causes out-of-memory error with cuSPARSE on a single GPU).

Comparison with cuSparse—cuSparse does not provide matrix multiplication in FP16 precision in CUDA 10. Thus, we only compare cuSpAMM and cuSparse in FP32 precision. We use CSR format in this experiment. From Table 5, it is clear that at the same error level, cuSpAMM is much faster than cuSparse, and the highest speedup reaches more than 601.0×. With big nz ratio, SpGEMM of cuSparse is even much slower than GEMM of cuBLAS, which is also pointed by prior work [1]. In addition, the speedup of cuSpAMM becomes larger as the nz ratio increases. Especially as the number of GPUs increases, the performance advantage of cuSpAMM becomes even larger (e.g., 3985.1x speedup on eight GPUs). The phenomenon further demonstrates the incapability of cuSparse for handling near-sparse matrices with large nonzero ratio (e.g., more than 24%). Note that, the execution
time of \textit{cuSPARSE} does not include the time of format conversion. Thus, the performance speedup of our \textit{cuSpAMM} will be higher than the results in Table\textsuperscript{5} when compared in real-world application.

**Comparison with \textit{cuSparse} in CUDA 11**— Table\textsuperscript{6} shows the speedup of \textit{cuSpAMM} and \textit{cuBLAS} when compared with \textit{cuSPARSE} in CSR format. We use the same matrices and configurations in Table\textsuperscript{5} in this experiment. In CUDA 11, the \textit{cuSparse} can not perform SpGEMM when\( N=8192\) and \(nz\) \textit{ratio} bigger than 7.5\% because the \textit{cusparseSpGEMM\_workEstimation} API needed by \textit{cusparseSpGEMM\_compute} needs too much memory\[59\]. The phenomenon in CUDA 11 also demonstrates the incapability of \textit{cuSPARSE} for handling near-sparse matrices. The highest speedup of \textit{cuSpAMM} is \(140.6\times/229.6\times/355.0\times/529.8\times\) on 1 GPU/2 GPUs/4 GPUs/8 GPUs for FP32, and \(283.2\times/439.7\times/555.8\times/589.1\times\) on 1 GPU/2 GPUs/4 GPUs/8 GPUs for FP16.

**Comparison with other state-of-the-art SpGEMM libraries**— Table\textsuperscript{7} shows the speedup of \textit{cuSpAMM} compared with ACSpGEMM\[49\] and spECK\[48\] in FP32 precision. We use the same matrices and configurations in Table\textsuperscript{5} in this experiment. Same with \textit{cuSPARSE}, Table\textsuperscript{7} shows that the two libraries also are limited in using SpGEMM for near-sparse matrix. The highest speedup of \textit{cuSpAMM} is

\begin{table}[h]
\centering
\begin{tabular}{lllll|llll}
\hline
No. & Speedup for \(k\) GPUs in FP16\textsuperscript{*} & Speedup for \(k\) GPUs in FP32\textsuperscript{*} & FP16\textsuperscript{†} & FP32\textsuperscript{†} \\
\hline
\hline
1 & 283.2 & 439.7 & 555.8 & 589.1 & 140.6 & 229.6 & 355.0 & 529.8 & 445.3 & 147.5 \\
2 & 73.9 & 108.3 & 122.5 & 129.3 & 41.7 & 64.1 & 86.2 & 106.4 & 70.7 & 22.5 \\
   & 15.1 & 20.5 & 22.9 & 23.6 & 9.0 & 11.9 & 18.7 & 17.4 & 12.11 & 3.5 \\
\hline
2 & 10.7 & 18.1 & 28.1 & 34.1 & 4.7 & 8.7 & 14.7 & 22.4 & 1.47 & 0.22 \\
\hline
\end{tabular}
\caption{The performance comparison with \textit{cuSPARSE} in CSR format in FP16 precision and FP32 precision in CUDA 11.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{lllll|llll}
\hline
No. & Speedup to ACSpGEMM & Speedup to spECK \\
\hline
\hline
1 & 75.7 & 123.7 & 191.3 & 285.4 & 20.7 & 33.9 & 52.4 & 78.2 \\
2 & 36.7 & 56.4 & 75.9 & 93.6 & 8.4 & 13.0 & 17.4 & 21.5 \\
   & 8.7 & 11.4 & 18.0 & 16.8 & 3.4 & 4.5 & 7.0 & 6.5 \\
\hline
2 & 1.6 & 3.2 & 5.8 & 10.9 & 161.2 & 320.2 & 581.5 & 1089.2 \\
4 & 4.5 & 8.7 & 14.3 & 23.4 & 172.9 & 330.9 & 546.7 & 890.7 \\
   & 3.7 & 6.7 & 11.3 & 17.3 & 0.9 & 1.6 & 2.8 & 4.2 \\
\hline
\end{tabular}
\caption{The speedup of \textit{cuSpAMM} for \(k\) GPUs compared with ACSpGEMM and spECK in FP32 precision.}
\end{table}
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compared with ACSpGEMM is 75.7×/ 123.7×/ 191.3×/ 285.4× on 1 GPU/2 GPUs/4 GPUs/ 8 GPUs. The highest speedup of cuSpAMM to spECK is 172.9×/ 330.9×/ 581.5×/ 1089.2× on 1 GPU/2 GPUs/4 GPUs/ 8 GPUs.

Fig. 5 Performance comparison with cuBLAS on matrices with algebraical decay. We change the valid ratio from 30% to 5% with matrix size increasing from 1,024 to 32,768. In addition, we evaluate cuSpAMM scaling from one to eight GPUs.
4.3 Performance analysis

**Scalability of cuSpAMM** —Figure 5 shows the performance comparison when scaling our optimized cuSpAMM to multiple GPUs. We use the performance of cuBLAS in CUDA 10 to calculate the speedup. cuSpAMM achieves better performance speedup when scaling to multiple GPUs across all matrix sizes. For example, when valid ratio = 5%, cuSpAMM achieves the highest speedup of 51.4× with matrix size 4096 in FP16 running on eight GPUs, compared to cuBLAS. FP32 is sometimes faster than FP16 because the latter is unfriendly for memory coarsening. Prior works such as [60] also point that FP16 is not always faster than FP32. For the decay matrix, the smaller the valid ratio, the closer the multiplication task is to the diagonal. When the tasks are completely centered on the diagonal, each block will process only one multiplication and the cuSpAMM achieves perfect load balancing. Thus, the valid ratio of 5% shows better scalability because it has better load balance.

**Ablation experiment** —Table 8 and Table 9 show the performance of implementations with/without optimizations with N=4096 and valid ratio=25% on single GPU. It can be seen that all the proposed optimizations are effective. Specifically, in Get-norm kernel, we first add memory optimizations and unrolling to naive implementation, which accelerates the performance by 1.3× for FP32 and 1.4× for FP16. We then use the tensor core for FP16 precision, which can further speedup the kernel by 3.5×. In the Multiplication kernel, we first adopt memory optimizations (including using shared memory and double buffer) and achieve 2.4× speedup for FP32 and 2.3× speedup for FP16 compared to the naive implementation. Using tensor core for matrix multiplication can further boost the performance by 2.2× for FP16 precision.

| Table 8 | The performance (speedup to naive implementation) of Get-norm kernel with/without optimizations |
|---------|--------------------------------------------------------------------------------------------------|
| Optimizations | FP32 performance | FP16 performance |
| None | 1.0 | 1.0 |
| + memory optimizations, unrolling | 1.3 | 1.4 |
| + tensor core for FP16 | – | 4.7 |

| Table 9 | The performance (speedup to naive implementation) of the Multiplication kernel with/without optimizations |
|---------|--------------------------------------------------------------------------------------------------|
| Optimizations | FP32 performance | FP16 performance |
| None | 1.0 | 1.0 |
| + memory optimizations | 2.4 | 2.3 |
| + tensor core for FP16 | – | 4.4 |
4.4 Case study

We choose two applications widely used in scientific computing and deep neural network to further demonstrate the performance speedup. In ergo application, we use real-world decay matrix and compare cuSpAMM with both cuBLAS and cuSPARSE. We only compare with cuBLAS in VGG13 application since the experiment results in Sect. 4.2 indicate cuBLAS achieves better performance with near-sparse matrices compared to cuSPARSE, which is also pointed by the prior work [1]. The precision of the applications are both FP32 and the environment is CUDA 10. For
ergo application, we select \( \tau \) of different orders of magnitude, resulting in different orders of magnitude of error. For VGG13, we try the values of \( \tau \) for VGG that do not lead to too much accuracy loss.

### 4.4.1 ergo application

**ergo** [4] is an electronic structure computing program widely used in a range of scientific disciplines. We use **ergo** and the water cluster XYZ file [61] to derive the decay matrices directly. The program generates four decay matrices with exponential rate, and the size of each matrix is 13,656×13,656. We use **cuSpAMM** to calculate the power of these matrices, and we use parameter \( \tau \) to control the error \( \left( \frac{||E||_F}{||C||_F} \right) \) of the results. Table 10 and Fig. 6 present the F-norm of the matrices, the error of **cuSpAMM** with different \( \tau \), and the performance speedup. **cuSpAMM** achieves increasing speedup when \( \tau \) becomes larger across all matrices. The speedup of **cuSpAMM** on multi-GPUs comes from the multiplication kernel. When scaling to \( P \) GPUs, the computation complexity of multiplication kernel is \( \text{valid ratio}\times N^3/P \). When \( P=2 \), the performance speedup is \( \text{valid ratio}\times N^3/2 \) theoretically. However, when considering the overhead including organization of data streams and repeated norm calculation of matrix \( B \), the performance speedup is not large enough to offset the overhead. Therefore, the actual performance of **cuSpAMM** on two 2 GPUs is similar to that of a single GPU. As scaling to more GPUs, the performance speedup becomes significant (larger \( P \)), and thus compensates the scaling overhead. Therefore, **cuSpAMM** can achieve higher performance speedup when scaling to 4 and 8 GPUs. For matrices with large F-norm \( (||C||_F \geq 1e^7) \) and \( \tau=1e^{-2} \), the average speedup ranges from 3.0× to 9.8× when scaling to multiple GPUs. In the meanwhile, the error introduced by **cuSpAMM** is much smaller than the data involved in the calculation \( (||E||_F/||C||_F < 8.9e^{-7}) \). For the matrix with small F-norm such as the matrix no.1 and no.2, acceptable error \( (||E||_F/||C||_F < 1.6e^{-5} \text{ when } \tau = 1e^{-4}) \) can be achieved with average speedup of 1.7×/2.9×/3.4×/6.5× (1/2/4/8 GPUs). The F-norm of matrix no.1 is the smallest, which means the valid ratio is also the smallest. As we explained in Sect. 4.3, a lower valid ratio leads to better load balance and scalability. Thus, matrix no.1 shows better scalability than other matrices. In the extreme case with no errors introduced (when \( \tau = 1e^{-10} \)), **cuSpAMM** can still provide average speedup of 1.3×/1.5×/2.3×/4.0× across all matrices.

| Truncation | Nz ratio | \( ||E||_F^* \) | Speedup for \( k \) GPUs |
|-----------|----------|------------------|---------------------|
| \( 1.00E-10 \) | 7.34%    | 0.00              | 2.7 3.2 4.8 8.3       |
| \( 1.00E-08 \) | 5.57%    | 2.00e-5           | 1.8 2.0 3.1 5.4       |
| \( 1.00E-06 \) | 3.85%    | 2.10e-3           | 1.1 1.2 1.9 3.3       |
| \( 1.00E-04 \) | 2.21%    | 0.22              | 0.5 0.6 0.9 1.6       |
| \( 1.00E-02 \) | 0.72%    | 23.78             | 0.1 0.2 0.2 0.4       |

**Table 11** The performance comparison with **cuSPARSE** on matrix no. 1
Table 12 The accuracy and speedup of cuSpAMM on VGG13 application

| Layer   | Valid ratio | Acc loss | \(\tau\) | Speedup for \(k\) GPUs* |
|---------|-------------|----------|--------|--------------------------|
|         |             |          |        | \(k = 1\) | \(k = 2\) | \(k = 4\) |
| conv21  | 97.47\%     | 0        | 0.1    | 2.8 | 5.0 | 8.4 |
|         | 96.84\%     | 0%       | 0.05   | 2.8 | 5.1 | 8.5 |
|         | 85.00\%     | −0.1%    | 2.5    | 3.1 | 5.6 | 9.3 |
|         | 82.90\%     | −0.1%    | 3.0    | 3.2 | 5.7 | 9.4 |
|         | 63.41\%     | −0.9%    | 4.5    | 3.9 | 6.8 | 10.8 |
| conv31  | 97.92\%     | 0        | 2.5    | 2.6 | 4.8 | 7.6 |
|         | 94.21\%     | 0        | 3.5    | 2.6 | 4.8 | 7.8 |
|         | 87.44\%     | −0.1%    | 4.5    | 2.7 | 5.0 | 8.1 |
|         | 74.36\%     | −0.1%    | 5.5    | 3.1 | 5.6 | 9.0 |
|         | 43.38\%     | −1.1%    | 7.5    | 4.8 | 8.1 | 12.4 |

The acc loss measures the difference of prediction accuracy between the cuSpAMM optimized and original models, where negative results indicate accuracy loss.

Table 11 shows the speedup of cuSpAMM compared with cuSPARSE on matrix no. 1. We use the same values of \(\tau\) as the truncation thresholds for cuSPARSE. The matrix no. 1 has the smallest element value in the 4 real-world matrices, which means it has the highest sparsity after truncation, which is beneficial to cuSPARSE. The error of cuSpAMM is smaller than cuSPARSE when \(\tau\) is equal to the truncation threshold. From Table 11, cuSpAMM has better performance if the nonzero is no smaller than 3.85%. The highest speedup is 2.7×/3.1×/4.8×/8.3× for 1 GPU/2 GPUs/4 GPUs/8 GPUs. When truncation threshold is \(1e^{-4}\) and \(1e^{-2}\), the matrix has a high sparsity and cuSPARSE has better performance but the error is much bigger than other configurations.

4.4.2 VGG13 application

We use VGG13 model on dataset MNIST [62]. We use the im2col algorithm to convert the trained weights and input data into matrices. Applying cuSpAMM to implicit GEMM convolution in cutlass requires additional format conversion, which we leave for the future work. We use 80% of the dataset for training and the rest for validation. The size of the input figure is 32×32, and the number of channels is three. The batch size is set to 100 in both training and testing. The prediction accuracy of the original model is 96.6%.

Due to time constraint, we only choose the two largest convolution layers conv21 and conv31 from VGG13 for detailed evaluation with cuSpAMM. The matrices of other layers are dense, thus we omit the results for these layers since they are not the optimization targets for cuSpAMM. After applying im2col operation, the scale of the matrix multiplication is 128×576×25,600 and 256×1,152×6,400 for these two layers, respectively. We apply cuSpAMM to accelerate the two layers and use the same dataset to test the performance and
accuracy. Since the size of matrices is not large enough to occupy more than four GPUs, we only perform performance evaluation on four GPUs at the largest scale for VGG13.

Table 12 shows the evaluation results on both accuracy and performance when using cuSpAMM. In general, cuSpAMM is more effective for improving the performance of matrices multiplication in convolution neural network due to its insensitivity to matrix approximation. The distribution of values in VGG13 matrix is more balance than decay matrix. Thus, cuSpAMM can accelerate matrix from VGG13 with higher valid ratio than decay matrix since the former matrix leads to better load balance of cuSpAMM. For both conv21 and conv31, we can observe significant performance speedup under different settings of $\tau$ with negligible accuracy loss (less than 1.1%). The performance speedup also scales well when increasing from one to four GPUs. Particularly for layer conv31, cuSpAMM achieves 2.6× to 7.8× performance speedup with the prediction accuracy unaffected. With 0.1% accuracy loss, cuSpAMM achieves 2.7× to 9.0× performance speedup. The highest performance speedup 12.4× is achieved when scaling to four GPUs with 1.1% accuracy loss.

5 Conclusion

In this paper, we proposed the first SpAMM algorithm cuSpAMM, tailored for acceleration on multiple GPUs. We re-designed the SpAMM algorithm to parallelize the get-norm kernel and multiplication kernel. In addition, we applied several optimizations to improve the performance and accuracy of cuSpAMM, including blocking strategy, tensor core acceleration, double buffering, load balance and parameter searching. Moreover, we scaled cuSpAMM to multiple GPUs for handling ever-increasing large near-sparse matrices. Our experiment resulted on both synthesized and real-world datasets showed that cuSpAMM achieved significant speedup compared to vendor optimized cuBLAS and cuSPARSE libraries.
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