A nonperturbative approach is developed to analyze superconducting circuits coupled to quantized electromagnetic continuum within the framework of the functional renormalization group. The formalism allows us to determine complete physical pictures of equilibrium properties in the circuit quantum electrodynamics (cQED) architectures with high-impedance waveguides, which have recently become accessible in experiments. We point out that nonperturbative effects can trigger breakdown of the supposedly effective descriptions, such as the spin-boson and boundary sine-Gordon models, and lead to qualitatively new phase diagrams. The origin of the failure of conventional understandings is traced to strong renormalizations of circuit parameters at low-energy scales. Our results indicate that a nonperturbative analysis is essential for a comprehensive understanding of cQED platforms consisting of superconducting circuits and long high-impedance transmission lines.

I. INTRODUCTION

A quantum many-body state arising from strong light-matter interaction holds the promise of exploring fundamental physics and advancing quantum information technologies. In these decades, there have been significant ongoing efforts for achieving and understanding unprecedentedly strong coupling regimes in a variety of fields, including quantum optics [1–21], condensed matter physics [22–47], and quantum chemistry [48–54]. Circuit quantum electrodynamics (cQED) provides a controllable platform to study interactions between an artificial atom consisting of Josephson junction (JJ) and quantized electromagnetic environment at microwave frequencies [55, 56]. Recent experiments have realized the strong coupling between a nonlinear superconducting circuit and the continuum of photons propagating in a transmission line with a controllable impedance, pushing the light-matter coupling to new regimes [57–63]. These remarkable developments have led to renewed recent interest in the field of quantum dissipative systems or, equivalently, bosonic quantum impurity systems [64–78].

Understanding of bosonic quantum impurity systems has long been one of the central problems in quantum many-body physics [79–91]. Two of the most common settings are the spin-boson model and the boundary sine-Gordon model, where a two-level system or a quantum particle subject to cosine potential is coupled to the bosonic environment represented as a collection of harmonic oscillators, respectively. Early perturbative analyses have suggested the existence of quantum phase transitions, namely, the localization-delocalization transition [80, 92, 93] or the superconductor-insulator transitions [94–98]. These predictions were initially thought to be of direct relevance to recent cQED architectures realizing long high-impedance waveguides.

However, an accurate interpretation of those previous results in the context of cQED has so far remained a major challenge. The main reason for this is that it requires a careful investigation of the validity of several nontrivial simplifications which have often been made implicit in the literature. For instance, the spin-boson model could be derived in cQED settings only if one can safely replace the superconducting circuit (e.g., a fluxonium circuit) by the simplified, two-level system. Similarly, the boundary sine-Gordon model could provide an effective description of cQED systems only if a certain capacitance term can be neglected (see below). Crucially, the validity of these simplifying assumptions becomes ambiguous especially in nonperturbative regimes that have been accessible in recent experiments. Indeed, a qualitative modification from the Schmid-Bulgadaev diagram [94, 95] due to nonperturbative effects has been recently reported [77]. To comprehensively understand physics of cQED architectures emulating quantum impurity systems, it is thus highly desirable to develop a nonperturbative theoretical framework that avoids those ambiguities.

The aim of this paper is to develop a functional renormalization group (FRG) approach to cQED architectures and reveal their complete physical pictures including previously unexplored regimes. Our nonperturbative frame-
This section presents an FRG formalism of cQED platforms recently realized in experiments, namely, a JJ coupled to a long microwave transmission line (see, e.g., Refs. [57–63]). The transmission waveguide itself typically consists of a superconducting chain of a large number of JJs, where low-energy degrees of freedom can be represented as a collection of harmonic oscillators. The JJ then acts as a quantum impurity particle that is subject to dissipation caused by the bosonic environment and moves through a nonlinear potential corresponding to Josephson energy. Specifically, the circuit Hamiltonian is given by

$$\hat{H} = E_C \left( \hat{N} - \hat{n}_r \right)^2 + V(\hat{\phi}) + \sum_{0<k \leq W/v} \omega_k \hat{a}_k^\dagger \hat{a}_k, \quad (1)$$

$$\hat{n}_r = \frac{\sqrt{\gamma}}{2\pi} \sum_{0<k \leq W/v} \sqrt{\frac{2\pi}{kL}} \left( \hat{a}_k^\dagger + \hat{a}_k \right), \quad (2)$$
in units of \(\hbar=1\). Here, \(\hat{\phi}(\hat{N})\) is the JJ phase (charge) operator and \(\hat{a}_k (\hat{a}_k^\dagger)\) is the bosonic annihilation (creation) operator of environmental mode \(k\), which satisfy the following commutation relations:

$$[\hat{\phi}, \hat{N}] = i, \quad [\hat{a}_k, \hat{a}_k^\dagger] = \delta_{kk'}.$$  

The environmental frequency of mode \(k = m\pi/L\) \((m = 1, 2, \ldots, M)\) is given by \(\omega_k = v k\) and \(W = vM\pi/L\) is the frequency cutoff. The constants \(v\) and \(L\) represent the wave velocity and the length of the transmission line, respectively. The coupling strength is characterized by the dimensionless parameter \(\gamma = R_Q/R\) with the quantum of resistance \(R_Q = \hbar/(4e^2)\) and the waveguide impedance \(R\). The charging energy is denoted by \(E_C\), and the potential \(V(\hat{\phi})\) represents any phase-dependent terms such as Josephson energy \(-E_J \cos(\hat{\phi})\) and/or inductive energy \(E_L \hat{\phi}^2/2\). While our formalism developed in this section can be applied to a generic potential, we will later focus on two important cases, namely, double-well and cosine potentials, which are directly relevant to cQED experiments.

### A. Path-integral formalism

The path-integral representation of the partition function [99] is useful to describe the formalism of FRG. For the sake of completeness, we here briefly explain how the cQED system described by the Hamiltonian (1) can be represented in the path-integral formalism. We then derive its effective action by integrating out the environmental degrees of freedom.

To this end, we start from the partition function at temperature \(T\),

$$Z = \sum_i \langle i | e^{-\beta \hat{H}} | i \rangle, \quad (4)$$

The remainder of the paper is organized as follows. In Sec. II, we present an FRG framework for a JJ interacting with a one-dimensional continuum of photons propagating in a transmission line. In Sec. III, we apply our general framework to the case of a JJ with double-well phase potential. We demonstrate the breakdown of the two-level approximation due to nonperturbative effects and determine the complete phase diagram which is modified from the one predicted in the spin-boson model. In Sec. IV, we next analyze the case of cosine potential corresponding to the problem of resistively shunted JJ. We point out the crucial role of the capacitance term, which has been overlooked in previous studies that rely on the boundary sine-Gordon model, and present the qualitatively modified phase diagram from the one originally predicted by Schmid and Bulgadaev. In Sec. V, we give a summary of results and suggest several interesting future directions.
where \(|i\rangle\) are the eigenstates of \(\hat{H}\) and \(\beta = 1/T\). To switch to the path-integral representation, we first decompose the operator \(e^{-\beta \hat{H}}\) into \(N\) pieces of operator \(\hat{K}_N = \exp \left( -\delta x \hat{H} \right)\) with \(\delta x = \beta/N\):  

\[
Z = \sum_i \left\langle i \left| \hat{K}_N \hat{K}_N \cdots \hat{K}_N \right| i \right\rangle. 
\]  

(5)

We next insert the following identity operator after each \(\hat{K}_N\):

\[
\hat{1} = \int \frac{d\phi^{(n)} dN^{(n)}}{2\pi} \prod_k \int \frac{da_k^{(n)} da_k^{(n)*}}{\pi} e^{i\phi^{(n)} N^{(n)} - \sum_k a_k^{(n)*} a_k^{(n)}} \left| N^{(n)}, a^{(n)} \right\rangle \left\langle \varphi^{(n)}, a^{(n)} \right| \quad (n = 1, \ldots, N). 
\]  

(6)

Here, we have introduced

\[
\left| N^{(n)}, a^{(n)} \right\rangle = \left| N^{(n)} \right\rangle \otimes \left| a^{(n)} \right\rangle, \quad \left| \varphi^{(n)}, a^{(n)} \right\rangle = \left| \varphi^{(n)} \right\rangle \otimes \left| a^{(n)} \right\rangle,
\]

where \(\left| \varphi^{(n)} \right\rangle \left( |N^{(n)}\rangle \right)\) is an eigenstate of \(\hat{\varphi} (\hat{N})\), and \(\left| a^{(n)} \right\rangle\) is an unnormalized coherent state of the bosons, i.e., they satisfy

\[
\hat{\varphi} \left| \varphi^{(n)} \right\rangle = \varphi^{(n)} \left| \varphi^{(n)} \right\rangle, \quad \hat{N} \left| N^{(n)} \right\rangle = N^{(n)} \left| N^{(n)} \right\rangle, \quad \hat{a}_k \left| a^{(n)} \right\rangle = a_k^{(n)} \left| a^{(n)} \right\rangle.
\]

The identity (6) is obtained from the following completeness relations on the Hilbert spaces of the Josephson phase and the bosonic environment [100]:

\[
\hat{1}_\varphi = \int \! d\varphi^{(n)} \left| \varphi^{(n)} \right\rangle \left\langle \varphi^{(n)} \right| = \int \! d\varphi^{(n)} \int \! \frac{dN^{(n)}}{2\pi} \left| N^{(n)} \right\rangle \left\langle N^{(n)} \right| \left\langle \varphi^{(n)} \right| = \int \! d\varphi^{(n)} \! dN^{(n)} \frac{2\pi}{e^{i\varphi^{(n)} N^{(n)}}} \left| N \right\rangle \left\langle \varphi \right|,
\]

\[
\hat{1}_{\text{env}} = \prod_k \int \frac{da_k^{(n)} da_k^{(n)*}}{\pi} e^{\sum_k a_k^{(n)*} a_k^{(n)}} \left| a \right\rangle \left\langle a \right|.
\]

Then the partition function \(Z\) is rewritten as

\[
Z = \int \! D\varphi \int \! DN \int \! D(a, a^*)_N e^{\sum_{n=1}^N \bar{\varphi}^{(n)} N^{(n)} - \sum_k a_k^{(n)*} a_k^{(n)}} \times \sum_i \left\langle i \left| \hat{K}_N \right| N^{(n)}, a^{(N)} \right\rangle \left( \prod_{i=1}^{N-1} K_N(\varphi^{(i+1)}, N^{(i)}, a^{*(i+1)}, a^{(i)}) \right) \left\langle \varphi^{(1)}, a^{(1)} \right| i \right\rangle
\]

\[
= \int \! D\varphi \int \! DN \int \! D(a, a^*)_N \prod_{n=1}^N \left( e^{-i\varphi^{(n)} N^{(n)} - \sum_k a_k^{(n)*} a_k^{(n)}} K_N(\varphi^{(n+1)}, N^{(n)}, a^{*(n+1)}, a^{(n)}) \right),
\]  

(7)

where we have introduced the boundary conditions

\[
\varphi^{(N+1)} = \varphi^{(1)}, \quad N^{(N+1)} = N^{(1)}, \quad a^{(N+1)} = a^{(1)}, \quad a^{*(N+1)} = a^{*(1)},
\]

(8)

and adopted the following notation:

\[
K_N(\varphi, N, a^*, a) = \left\langle \varphi, a \left| \hat{K}_N \right| N, a \right\rangle,
\]

(9)

\[
\int \! D\varphi \int \! D\left\{ D(a, a^*)_N = \left( \prod_{n=1}^N \int \! d\varphi^{(n)} \left( \prod_{n=1}^N \int \! dN^{(n)} \frac{2\pi}{2\pi} \right) \left( \prod_{n=1}^N \prod_k \int \! \frac{da_k^{(n)} da_k^{(n)*}}{\pi} \right) \right).
\]

(10)

To derive Eq. (7) we have used \(\sum_i \left| i \right\rangle \left\langle i \right| = 1\). For small \(\delta x\), \(K_N(\varphi, N, a^*, a)\) can be evaluated as

\[
K_N(\varphi, N, a^*, a) = \left\langle \varphi, a \left| \left( 1 - \delta x \hat{H} \right) \right| N, a \right\rangle + O(\delta x^2).
\]

(11)
The right-hand side of Eq. (11) can straightforwardly be evaluated after rewriting the Hamiltonian (1) such that \( \hat{a}_k \) and \( \hat{a}_k^* \) satisfy the normal ordering. While the quadratic term \( E_C \hat{n}_k^2 \), which appears when the first term on the right-hand side of Eq. (1) is expanded, does not satisfy the normal ordering, the difference to the normal-ordered one is only a constant part and thus physically irrelevant; we ignore it hereafter. Then we have

\[
K_N(\varphi, N, a^*, a) = (1 - \delta x H(\varphi, N, a^*)) \langle \varphi, a \mid N, a \rangle + O(\delta x^2),
\]

(12)

where

\[
H(\varphi, N, a, a^*) = E_C (N - n_r)^2 + V(\varphi) + \sum_{0 < k \leq W/v} \omega_k a_k^* a_k,
\]

(13)

\[
n_r = \frac{\sqrt{\gamma}}{2\pi} \sum_{0 < k \leq W/v} \frac{2\pi}{kL} (a_k^* + a_k),
\]

(14)

with \( a (a^*) \) being the shorthand of \( \{a_k\} \) (\( \{a_k^*\} \)). By using \( \langle \varphi, a \mid N, a \rangle = \langle \varphi \mid N \rangle \langle a \mid a \rangle = e^{-i\varphi N + \sum_k a_k^* a_k} \), Eq. (12) is rewritten as

\[
K_N(\varphi, N, a^*, a) = e^{-i\varphi N + \sum_k a_k^* a_k - \delta x H(\varphi, N, a^*)} + O(\delta x^2).
\]

(15)

Plugging this into Eq. (7), we obtain

\[
Z = \int D\varphi \int D N \int D(a, a^*)_N \exp \left( -\delta x \sum_{n=1}^{N} \frac{N(n) - \varphi(n)}{\delta x} + \sum_{k} a_k^{(n+1)} \frac{a_k^{(n+1)} - a_k^{(n)}}{\delta x} + H(\varphi(n), N(n), a^*(n+1), a(n)) \right) + O(\delta x).
\]

(16)

Replacing the index \( n \) with the imaginary time \( x = n\delta x = (n/N)\beta \) and taking the limit \( N \to \infty \), we finally arrive at the path integral representation:

\[
Z = \int D\varphi \int D N \int D(a, a^*) e^{-S_{all}[\varphi, N, a, a^*]},
\]

(17)

where \( \int D\varphi \int D N \int D(a, a^*) = \lim_{N \to \infty} \int D\varphi_N \int D N_N \int D(a, a^*)_N \), and the action \( S_{all} \) is given by

\[
S_{all}[\varphi, N, a, a^*] = \int_0^\beta dx \left[ N(x) \varphi(x) + \sum_k a_k^*(x) \varphi(x) + H(\varphi(x), N(x), a(x), a^*(x)) \right],
\]

(18)

which is a functional of \( \varphi(x), N(x), a(x), \) and \( a^*(x) \). Note that the integral variables satisfy the following boundary conditions:

\[
\varphi(\beta) = \varphi(0), \quad N(\beta) = N(0), \quad a(\beta) = a(0), \quad a^*(\beta) = a^*(0),
\]

(19)

which follow from Eq. (8).

We can significantly simplify the expression (17) by performing the integrals with respect to \( N, a, \) and \( a^* \), which are the Gaussian integrals. The result is

\[
Z = \int D\varphi \int D N \int D(a, a^*) e^{-S_{all}[\varphi, N, a, a^*]} \equiv \int D\varphi e^{-S[\varphi]},
\]

(20)

where the action \( S[\varphi] \) only contains \( \varphi \) and is given by

\[
S[\varphi] = \frac{1}{\beta} \sum_n \left( \frac{p_n^2}{2E_C} + \frac{\gamma v}{2\pi L} \sum_k \frac{1}{1 + \left( \frac{2\pi}{L} \right)^2} \right) \varphi_n \varphi_{-n} + \int_0^\beta dx V(\varphi(x)),
\]

(22)

as shown in Appendix A. Here, we have introduced the
Fourier components
\[ \tilde{\phi}_n = \int_0^\beta dx e^{-i p_n x} \varphi(x) \] (23)
with the Matsubara frequency \( p_n = \frac{2 \pi}{\beta} n \) (\( n \in \mathbb{Z} \)). For the sake of simplicity, hereafter we take the thermodynamic and wideband limits, \( L \to \infty \) and \( W \to \infty \), in Eq. (22), which allows us to arrive at the familiar expression:
\[ S[\varphi] = \frac{1}{2\beta} \sum_n \left( \frac{p_n^2}{2E} + \frac{\gamma |p_n|}{2\pi} \right) \tilde{\phi}_n \tilde{\phi}_n + \int_0^\beta dx V(\varphi(x)) \cdot \] (24)

Nevertheless, we note that the formalism developed below is equally applicable to the exact cQED action (22) with a finite cutoff \( W \) and size \( L \) of the environment. Indeed, recent studies have revealed that, when a cutoff/size of the transmission line is finite and small, the ground-state phase diagram can be qualitatively modified (see, e.g., Refs. [76, 77]).

### B. Effective action

Previous studies often resort to a simplified analysis that is perturbative with respect to the coupling \( \gamma \) or/and neglects the capacitance term (the term proportional to \( 1/E_C \) in Eq. (24)) as it is expected to be irrelevant from the scaling dimensional analysis. Another common simplification is to replace the JJ by a two-level system as done in the spin-boson model. However, the validity of these simplifications needs to be carefully examined in nonperturbative regimes that have recently become accessible in experiments. To accurately determine the equilibrium properties of the cQED system (24) in such strong coupling regimes, we thus choose to employ a nonperturbative approach known as FRG without relying on those approximations. For readers from the cQED community, we give a brief review on FRG approach below.

We first need to introduce the effective action \( \Gamma[\varphi] \) that plays a central role in FRG. To this end, we start from the partition function in the presence of an external field \( J \) coupled to \( \varphi \):
\[ Z[J] = \int D\varphi e^{-S[\varphi] + \int_0^\beta dx J(x) \varphi(x)}. \] (25)

We note that \( Z[J] \) is a generating functional of all the imaginary-time correlation functions:
\[ \langle \varphi(x_1) \varphi(x_2) \cdots \varphi(x_n) \rangle = \frac{1}{Z[0]} \left. \frac{\delta^n Z}{\delta J(x_1) \cdots \delta J(x_n)} \right|_0 \] (26)
with
\[ \langle O \rangle = \frac{1}{Z[0]} \int D\varphi O e^{-S[\varphi]}. \] (27)

The following Legendre transform then defines the effective action:
\[ \Gamma[\varphi] = \sup_J \left( \int_0^\beta dx J(x) \varphi(x) - W[J] \right), \] (28)
where \( W[J] = \ln Z[J] \) is the generating functional of connected correlation functions, i.e., the \( n \)-point connected correlation function (i.e., cumulant) \( G^{(n)}(x_1, \ldots, x_n) \) is given by
\[ G^{(n)}(x_1, \ldots, x_n) = \frac{\delta^n W}{\delta J(x_1) \cdots \delta J(x_n)}[0]. \] (29)

As a nature of the Legendre transformation, \( \Gamma[\varphi] \) satisfies convexity.

One of the essential properties of \( \Gamma[\varphi] \) is that it satisfies the variational principle. From Eq. (28), the derivative of \( \Gamma[\varphi] \) with respect to \( \varphi(x) \) is given by
\[ \frac{\delta \Gamma[\varphi]}{\delta \varphi(x)} = J_{\text{sup}}[\varphi](x), \] (30)
where \( J_{\text{sup}}[\varphi](x) \) satisfies
\[ \varphi(x) = \frac{\delta W}{\delta J(x)}[J_{\text{sup}}[\varphi]] = \langle \varphi(x) \rangle_{J_{\text{sup}}[\varphi]} \] (31)
with
\[ \langle O \rangle_J = \frac{1}{Z[J]} \int D\varphi' O e^{-S[\varphi'] + \int_0^\beta dx' J(x') \varphi'(x')}. \] (32)

In particular, we have \( \varphi(x) = \langle \varphi(x) \rangle \) in the case of \( J_{\text{sup}}[\varphi](x) = 0 \). This fact together with Eq. (31) means that the quantum average \( \varphi(x) = \langle \varphi(x) \rangle \) is obtained by the variational equation
\[ \frac{\delta \Gamma[\varphi]}{\delta \varphi(x)} = 0. \] (33)

The effective action \( \Gamma[\varphi] \) plays the role of generating functional of one-particle irreducible (1PI) correlation functions [101]. In other words, the \( n \)th derivative
\[ \Gamma^{(n)}[\varphi](x_1, \ldots, x_n) = \frac{\delta^n \Gamma[\varphi]}{\delta \varphi(x_1) \cdots \delta \varphi(x_n)} \] is the \( n \)-point 1PI correlation function, which is given by a sum of diagrams that cannot be separated by eliminating one internal propagator. In particular, the second derivative of \( \Gamma[\varphi] \) gives the inverse of \( G^{(2)}(x_1, x_2) \); to see this, we first use Eq. (30) to obtain
\[ \Gamma^{(2)}[\varphi](x_1, x_2) = \frac{\delta J_{\text{sup}}[\varphi](x_1)}{\delta \varphi(x_2)}, \] (34)
while we note that the derivative of Eq. (31) with respect to \( \varphi(x') \)
is
\[ \delta(x - x') = \int_0^\beta dx'' \frac{\delta J_{\text{sup}}[\varphi](x'' \varphi)}{\delta \varphi(x')} G^{(2)}[J_{\text{sup}}[\varphi]](x'', x), \] (35)
where \( G^{(2)}[J](x'', x) = \frac{\beta^2 W}{x''(x'')} J_2(x, x') \) is the two-point correlation function in the presence of the external field \( J \):

\[
G^{(2)}[J](x, x') = \langle \varphi(x) \varphi(x') \rangle_J - \langle \varphi(x) \rangle_J \langle \varphi(x') \rangle_J.
\]

Equations (34) and (35) then give the following relation:

\[
G^{(2)}[J_{\text{sup}}[\varphi]](x, x') = \Gamma^{(2)-1}[\varphi](x, x'),
\]

where \( \Gamma^{(2)-1}[\varphi](x, x') \) is the functional inverse of \( \Gamma^{(2)}[\varphi](x, x') \), i.e., it satisfies

\[
\int_0^\beta d\beta'' \Gamma^{(2)-1}[\varphi](x, x'') \Gamma^{(2)}[\varphi](x'', x') = \delta(x - x').
\]  

Importantly, when \( \varphi(x) = \langle \varphi(x) \rangle \), Eq. (36) shows that the inverse of the second derivative, \( \Gamma^{(2)-1}[\varphi](x, x') \), is equal to the two-point connected correlation function \( G^{(2)}[\varphi] = G^{(2)}[0](x, x') \).  

C. Flow equation

Following the FRG formalism à la Wetterich [102], we derive an exact renormalization group (RG) equation of the effective action. To describe the RG flow, we introduce the effective average action \( \Gamma_\Lambda[\varphi] \), which depends on the energy scale parameter \( \Lambda \) and interpolates the bare action \( S[\varphi] \) and the effective action \( \Gamma[\varphi] \):

\[
\Gamma_\Lambda[\varphi] = S[\varphi] + \text{const.}, \quad \Gamma_0[\varphi] = \Gamma[\varphi]
\]

with a large UV scale \( \Lambda_0 \) as illustrated in Fig. 2. The definition of \( \Gamma_\Lambda[\varphi] \) is given by

\[
\Gamma_\Lambda[\varphi] = \sup_J \left( \int_0^\beta dx J(x) \varphi(x) - W_\Lambda[J] \right) - \Delta S_\Lambda[\varphi]
\]

\[
= \int_0^\beta dx J_{\text{sup}, \Lambda}[\varphi](x) \varphi(x) - W_\Lambda[J_{\text{sup}, \Lambda}[\varphi]] - \Delta S_\Lambda[\varphi],
\]

where we have introduced the scale-dependent generating functionals

\[
Z_\Lambda[J] = e^{W_\Lambda[J]} = \int D\varphi e^{-S[\varphi] - \Delta S_\Lambda[\varphi] + \int_0^\beta dx J(x) \varphi(x)},
\]

and \( J_{\text{sup}, \Lambda}[\varphi](x) \) satisfying

\[
\left. \frac{\delta}{\delta J(x)} \left( \int_0^\beta dx J(x) \varphi(x) - W_\Lambda[J] \right) \right|_{J=J_{\text{sup}, \Lambda}[\varphi]} = 0.
\]  

The regulator term \( \Delta S_\Lambda[\varphi] \), which is a key quantity to realize the RG flow, has the following form:

\[
\Delta S_\Lambda[\varphi] = \frac{1}{2} \int_0^\beta \int_0^\beta dx dx' R_\Lambda(x - x') \varphi(x) \varphi(x').
\]

Here, the coefficient \( R_\Lambda(x - x') \) is called a regulator function. To attain the RG procedure in Eq. (38), the regulator \( R_\Lambda(x - x') \) should satisfy the following conditions:

(a) \( \lim_{\Lambda^2/\mu^2 \to 0} \tilde{R}_\Lambda(p_n) = 0 \),

(b) \( \lim_{\mu^2/\Lambda^2 \to 0} \tilde{R}_\Lambda(p_n) = \infty \),

where \( \tilde{R}_\Lambda(p_n) \) is the Fourier coefficient of \( R_\Lambda(x) \) and \( p_n \) is the Matsubara frequency. It is obvious that the condition (a) realizes \( \Gamma_0[\varphi] = \Gamma[\varphi] \) since we have \( \Delta S_{\Lambda \to 0}[\varphi] \to 0 \) and then Eq. (39) at \( \Lambda \to 0 \) becomes equivalent to Eq. (28). The condition (b) justifies the use of the saddle point approximation to evaluate the path integral in Eq. (40) at \( \Lambda = \Lambda_0 \to \infty \):

\[
W_\Lambda[J] \approx -S[\varphi_0[J]] - \Delta S_{\Lambda_0}[\varphi_0[J]] + \int_0^\beta dx J(x) \varphi_0[J] + \text{const.},
\]

where \( \varphi_0[J] \) satisfies the saddle point equation:

\[
J(x) = \frac{\delta}{\delta \varphi(x)} (S[\varphi] + \Delta S_{\Lambda_0}[\varphi]) \bigg|_{\varphi = \varphi_0[J]}.
\]

Plugging Eq. (43) into Eq. (39), we obtain

\[
\Gamma_{\Lambda_0}[\varphi] = S[\varphi] + \text{const.}
\]

Here, we use Eqs. (41), (44), and the relation \( \varphi(x) = \varphi_0[J_{\text{sup}, \Lambda}[\varphi]](x) \).

Now we derive the RG flow equation of \( \Gamma_\Lambda[\varphi] \). By use of Eq. (41), the derivative of Eq. (38) with respect to \( \Lambda \) is written as

\[
\partial_\Lambda \Gamma_\Lambda[\varphi] = - (\partial_\Lambda W_\Lambda) [J_{\text{sup}, \Lambda}[\varphi]] - \partial_\Lambda \Delta S_\Lambda[\varphi].
\]

Using Eq. (40), the first term on the right-hand side is evaluated as

\[
\int_0^\beta dx J(x) \varphi(x).
\]
where \( G^{(2)}(x, x') \) is the two-point correlation function

\[
G^{(2)}(x, x') = \frac{\delta^2 W_\Lambda}{\delta J(x) \delta J(x')} [\Gamma^{(2)}_{\Lambda}][\varphi](x, x'),
\]

and the average \( \langle O \rangle_\Lambda \) is defined by

\[
\langle O \rangle_\Lambda = \frac{1}{Z_\Lambda[J_{\text{sup}, \Lambda}[\varphi]]} \int D\varphi \partial_\Lambda \Delta S_\Lambda[\varphi] e^{-S[\varphi] - \Delta S_\Lambda[\varphi]} J_{\text{sup}, \Lambda}[\varphi](x) \varphi(x).
\]

By use of Eqs. (47) and (42) together with \( \varphi(x) = \langle \varphi(x) \rangle_\Lambda \), which is obtained in the same manner as Eq. (31), Eq. (46) can be rewritten as

\[
\partial_\Lambda \Gamma_\Lambda[\varphi] = \frac{1}{2} \int_0^\beta dx \int_0^\beta dx' \partial_\Lambda R_\Lambda(x - x') G^{(2)}(x, x').
\]

In the similar manner as in Eq. (36), the two-point correlation function \( G^{(2)}(x, x') \) can be related to the second-order derivative of \( \Gamma_\Lambda[\varphi] \); evaluating the second-order derivative of Eq. (39) with respect to \( \varphi \), we obtain

\[
\frac{\delta J_{\text{sup}, \Lambda}[\varphi](x)}{\delta \varphi(x')} = \frac{\delta^2 \Gamma_\Lambda[\varphi]}{\delta \varphi(x) \delta \varphi(x')} + R_\Lambda(x - x').
\]

By use of Eq. (48) and

\[
\varphi(x) = \frac{\delta W_\Lambda}{\delta J(x)} [J_{\text{sup}, \Lambda}[\varphi]],
\]

which is derived from Eq. (41), we also have

\[
G^{(2)}(x, x') = \frac{\delta \varphi(x)}{\delta J_{\text{sup}, \Lambda}[\varphi](x')}.
\]

Equations (50) and (52) lead to the following relation:

\[
G^{(2)}(x, x') = \left[ \frac{1}{\Gamma^{(2)}_\Lambda[\varphi] + R_\Lambda} \right] (x, x'),
\]

where the right-hand side is the functional inverse of \( \Gamma^{(2)}_\Lambda[\varphi](x, x') + R_\Lambda(x - x') \). Plugging Eq. (53) into Eq. (49), we finally obtain the RG equation in the form of a functional derivative equation of \( \Gamma_\Lambda[\varphi] \):

\[
\partial_\Lambda \Gamma_\Lambda[\varphi] = \frac{1}{2} \int_0^\beta dx \int_0^\beta dx' \left[ \partial_\Lambda R_\Lambda(x - x') \frac{1}{\Gamma^{(2)}_\Lambda[\varphi] + R_\Lambda}(x, x') \right],
\]

which is known as the Wetterich equation [102]. This equation has a one-loop structure and can be diagrammatically represented as in Fig. 3, where \( \Gamma^{(2)}_\Lambda[\varphi] + R_\Lambda \) is regarded as a dressed propagator including nonperturbative effects.

While Eq. (54) is an exact equation, it is a functional equation and hard to solve without any approximations. A conventional way is to rewrite Eq. (54) as infinite series of hierarchical equations by expanding \( \Gamma_\Lambda[\varphi] \) and truncate the series at certain order. Perturbation theory can be reproduced in the current formalism by expanding \( \Gamma_\Lambda[\varphi] \) with respect to the Plank constant \( h \), i.e., applying the loop expansion. The powerfulness of Eq. (54) is that nonperturbative analysis can be performed by introducing other expansion methods. Such expansions include a functional Taylor expansion around \( \varphi \) of interest, which is called the vertex expansion, or the derivative expansion, which is an expansion with respect to \( \partial_\varphi \). In the remaining parts of this paper, we shall show several case studies using the latter expansion.
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mental problem without relying on the two-level approx-
ment, which truncates energy states higher than the two lowest levels, can be justified when \( V \gg \omega \).

III. DOUBLE-WELL POTENTIAL

To be concrete, we first consider the case of a double-
well potential in the cQED setup described by Eq. (24).
Such potential profile is routinely realized in, e.g., flux
qubits, where one combines a flux-tunable Josephson en-
ergy \(-E_J \cos(\varphi-\varphi_{\text{ext}})\) with an inductive energy \(E_L \varphi^2/2\).
A common simplification is to take into account only
the two lowest energy levels of JJ (corresponding to
the minima of both wells) and then reduce the original
Hamiltonian to the spin-boson model. On the one hand,
it is well-established that the localization-delocalization
phase transition is predicted to occur in the spin-boson
model. On the other hand, however, we emphasize that
this two-level treatment can be justified only if the fol-
owing condition is satisfied \cite{80}:

\[
V \gg \omega, \tag{55}
\]

where \( V \) and \( \omega \) are the potential depth and the excita-
tion frequency in each well, respectively, as illustrated in
Fig. 4. The condition (55) ensures that the level interval
between the two lowest states determined by the tun-
neling rate is exponentially small compared to \( \omega \), which
should allow one to truncate high-lying levels. Neverthe-
less, as demonstrated below, the condition (55) is in gen-
eral violated especially in nonperturbative regimes due to
strong renormalizations caused by the environment, in-
dicating the need of a more comprehensive analysis beyond
the spin-boson description.

This section aims to carefully reexamine this funda-
mental problem without relying on the two-level approx-
imation. Specifically, we analyze the cQED action (24)
with the double-well potential on the basis of our FRG
formalism. We find that the localization-delocalization
transition is still present, but surprisingly the obtained
phase diagram is qualitatively modified from the one ex-
pected in the spin-boson model \cite{80, 92}. As detailed
below, this is because the renormalized potential barrier
\( \Sigma_\Lambda \) and excitation frequency \( \omega_\Lambda \) are strongly modi-
fied during FRG flows, and the condition (55) eventually
breaks down in most of the regions in the flow diagram.
Figure 5(a) illustrates the flow diagram on the \((\alpha, \Delta/\Lambda)\)
plane obtained in the spin-boson model, where \( \Delta \) is the
tunneling rate between the wells and the dimensionless
coupling strength \( \alpha \) is defined by

\[
\alpha = \gamma \left( \frac{\varphi_1 - \varphi_2}{2\pi} \right)^2 \tag{56}
\]

with \( \varphi_{1,2} \) being the positions of the two wells (cf. Fig. 4).
As shown in Fig. 5(a), the system always flows to the
delocalized phase in \( \alpha < 1 \), while it flows to the localized
phase at smaller values of \( \Delta/\Lambda \) in \( \alpha > 1 \). In contrast, the
present FRG analysis suggests that the localized phase is
extended to the regions in \( \alpha < 1 \) as shown in Fig. 5(b),
where the flow diagram on \( \alpha \) and \( \Lambda/V \) is illustrated.

We now describe in detail how our FRG approach can
be applied to the present case of the double-well potent-
ential. The equilibrium phase diagram is determined by
the minimum point of the effective potential

\[
V_\Lambda(\varphi_s) = \frac{1}{2} \int dx \Gamma_\Lambda[\varphi_s], \tag{57}
\]

where \( \varphi_s \) stands for \( \varphi \) independent of \( x \), as its mini-
mum determines the equilibrium value of \( \varphi \). We calculate
\( V_\Lambda(\varphi_s) \) by employing the local potential approxima-
tion (LPA):

\[
\Gamma_\Lambda[\varphi] \approx \Gamma_\Lambda^{\text{LPA}}[\varphi] = \frac{1}{2} \int_{-\infty}^{\infty} \frac{dp}{2\pi} \left( \frac{p^2}{2E_C} + \frac{\gamma|\varphi|}{2\pi} \right) \varphi(p)\varphi(-p) + \int_{0}^{\infty} dx V_\Lambda(\varphi(x)). \tag{58}
\]

Here, we note that the evolution of higher-order terms in
the derivative expansion is ignored:

\[
\Gamma_\Lambda[\varphi] = \Gamma_\Lambda^{\text{LPA}}[\varphi] + O(\partial_x). \tag{60}
\]

Plugging this ansatz into Eq. (54), we obtain the flow
equation of \( V_\Lambda(\varphi(x)) \):

\[
\frac{\partial}{\partial \Lambda} V_\Lambda(\varphi) = \frac{1}{2} \int_{-\infty}^{\infty} \frac{dp}{2\pi} \partial_\Lambda \tilde{R}_\Lambda(p)G_\Lambda(\varphi; p) \tag{59}
\]

with the regulated propagator

\[
G_\Lambda(\varphi; p) = \frac{1}{2\pi\gamma^2 p^2 + \frac{T^2}{2\pi} + \frac{\partial_\varphi^2 V_\Lambda(\varphi)}{2} + \tilde{R}_\Lambda(p)}. \tag{60}
\]

We can further simplify the flow equation by using the
Taylor expansion. Specifically, we assume that the
potential is symmetric under \( \varphi \leftrightarrow -\varphi \) and denote the
positions of the potential minima as \( \varphi_1 = -\varphi_2 = \varphi_\Lambda \). In
this case, the potential becomes a function of \( p = \frac{1}{2} \varphi^2 \)
as $V_\Lambda(\varphi) = V_\Lambda(\rho)$. Then the Taylor expansion around $ho_\Lambda = \frac{1}{2} \varphi_\Lambda^2$ with respect to $\rho$ is described by

$$V_\Lambda(\rho) = \begin{cases} \frac{1}{2} a_\Lambda (\rho - \rho_\Lambda)^2 + O \left( (\rho - \rho_\Lambda)^3 \right) & (\rho_\Lambda > 0), \\ c_\Lambda \rho + \frac{1}{2} a_\Lambda \rho^2 + O (\rho^3) & (\rho_\Lambda = 0), \end{cases}$$

up to the second order without the constant terms. Here, $a_\Lambda$ and $c_\Lambda$ are the nonnegative Taylor coefficients. Note that the first-order term in the case of the localized phase $\rho_\Lambda > 0$ vanishes due to $\frac{\partial}{\partial \rho} V(\varphi_\Lambda) = 0$. For the sake of convenience, we introduce the dimensionless parameters $\overline{\rho}_\Lambda$ and $\overline{\varphi}_\Lambda$ defined by

$$\overline{\rho}_\Lambda = \begin{cases} \rho_\Lambda & (\rho_\Lambda > 0), \\ -c_\Lambda/a_\Lambda & (\rho_\Lambda = 0), \end{cases}, \quad \overline{\varphi}_\Lambda = \frac{\rho_\Lambda^2 a_\Lambda}{2 \Lambda}. \quad \text{(62)}$$

Then our expansion is concisely reparametrized as

$$V_\Lambda(\rho) = \Lambda \overline{\varphi}_\Lambda \left( 1 - \frac{\rho}{\overline{\rho}_\Lambda} \right)^2 + O \left( (\rho - \rho_\Lambda)^3 \right) \quad \text{(63)}$$

up to a constant. Note that a positive (negative) value of $\overline{\rho}_\Lambda$ corresponds to the localized (delocalized) phase, as one can see from Eq. (62). In addition, $\overline{\varphi}_\Lambda$ can be regarded as the dimensionless potential depth in the case of $\rho_\Lambda > 0$ since we have

$$\overline{\varphi}_\Lambda = V_\Lambda(0) - V_\Lambda(\rho_\Lambda) / \Lambda$$

within the accuracy of the expansion. Then the flow equation reduces to those of $\overline{V}_\Lambda$ and $\overline{\rho}_\Lambda$, which are obtained from the first and second derivatives of Eq. (59) with respect to $\varphi$:

$$\frac{\partial}{\partial l} \overline{\rho}_\Lambda = - \frac{3}{2} I_{2,\Lambda} - 18 \frac{\overline{\rho}_\Lambda}{\overline{\rho}_\Lambda} \theta(\overline{\rho}_\Lambda) I_{3,\Lambda}, \quad \text{(64)}$$

$$\frac{\partial}{\partial l} \overline{V}_\Lambda = \overline{V}_\Lambda \left( 1 - \frac{3}{\overline{\rho}_\Lambda} I_{2,\Lambda} - 18 \frac{\overline{\rho}_\Lambda}{\overline{\rho}_\Lambda} \theta(\overline{\rho}_\Lambda) I_{3,\Lambda} \right), \quad \text{(65)}$$

where $l = \ln(\Lambda_0 / \Lambda)$ is a logarithmic RG scale with an ultraviolet scale $\Lambda_0$ and we introduce the dimensionless quantities

$$I_{n,\Lambda} = \int_{-\infty}^{\infty} \frac{d(p/\Lambda)}{2\pi} \partial_l \hat{R}(p) \left[ \Lambda G_n(\varphi_\Lambda; p) \right]^n \quad (n = 2, 3). \quad \text{(66)}$$

We note that, when $\overline{\rho}_\Lambda \geq 0$, Eq. (64) describes the RG flow of the dimensionless coupling strength $\alpha$:

$$\frac{\partial}{\partial l} \alpha_\Lambda = - \frac{3 \gamma}{\pi^2} I_{2,\Lambda} \quad \text{(67)}$$

with

$$\alpha_\Lambda = \frac{2 \gamma}{\pi^2} \rho_\Lambda. \quad \text{(68)}$$

We choose to use a simple regulator $\hat{R}_\Lambda = \Lambda$, which allows us to evaluate Eq. (66) analytically:

$$I_{n,\Lambda} = \frac{(-1)^{n-1}}{(n-1)!} d^{n-1} r_{n-1} I_{1}(1),$$

where we define

$$I_{\Lambda}(r) = \begin{cases} \frac{2}{\gamma} \pi^{-2 \text{artanh} \left( \frac{1}{\sqrt{y}} \right)} & (y \geq 1), \\ \frac{2}{\gamma} \sqrt{\frac{1}{\gamma y} - 1} \ln \left( \frac{1 + \sqrt{\gamma y}}{\sqrt{\gamma y}} \right) & (1 > y > 0), \end{cases}$$

$$y = 16 \pi^2 \frac{\gamma^2 \epsilon_{C,\Lambda}^2}{\gamma^2 \epsilon_{C,\Lambda}^2} \left[ 2 \left( 3 \theta(\overline{\rho}_\Lambda) - 1 \right) \overline{V}_\Lambda / \overline{\rho}_\Lambda + r \right],$$

FIG. 5. Schematic figures illustrating the flow diagrams obtained from (a) the perturbative analysis of the spin-boson model and (b) the FRG analysis of the exact cQED action (24) without the two-level approximation. The origin of the discrepancy between (a) and (b) is traced to strong renormalizations of the potential barrier $\mathcal{V}$ and excitation frequency $\omega$ in nonperturbative regimes, which invalidates the necessary condition (55) for the two-level approximation.
and $\epsilon_{c,\Lambda} = E_C/\Lambda$.

Before showing our numerical results, we describe how the condition \((55)\) is represented in our formalism. The excitation frequency within both wells $\omega_\Lambda$ can be related to the curvature of the potential as follows:

$$\omega_\Lambda = \sqrt{2E_C \frac{d^2}{d\varphi^2}V(\varphi_\Lambda)} = 2\sqrt{\frac{E_C\Lambda V_\Lambda}{\bar{\varphi}_\Lambda}}, \quad (69)$$

where we have used Eq. \((63)\) to obtain the last equality for $\bar{\varphi}_\Lambda > 0$. Thus, from Eq. \((55)\), the criterion to justify the two-level approximation can be understood as

$$\frac{\mathcal{V}_\Lambda}{\omega_\Lambda} = \sqrt{\frac{\bar{\varphi}_\Lambda \mathcal{V}_\Lambda}{4\epsilon_{c,\Lambda}}} \gg 1, \quad (70)$$

where we recall that $\mathcal{V}_\Lambda = \Lambda\mathcal{V}_\Lambda$ is the dimensionful potential depth.

Figure 6(a) shows the numerical result of the RG flow of $1/\mathcal{V}_\Lambda$ and $\alpha_\Lambda$ with the initial conditions $\bar{\varphi}_{\Lambda_0} = 0.5$, $\epsilon_{c,\Lambda_0} = 1$, $\gamma = 20$ (corresponding to $\alpha_{\Lambda_0} = 2.026$, see Eq. \((68)\)), and varying $1/\mathcal{V}_{\Lambda_0}$. The fixed point is identified from the renormalized value of $\alpha_\Lambda$ at IR scale. As shown in Fig. 6(a), the critical point of the localization-delocalization transition is $1/\mathcal{V}_{\Lambda_0} = 176.62$ at $\alpha_{\Lambda_0} \approx 2$; for larger (smaller) values of $1/\mathcal{V}_{\Lambda_0}$, the system flows to the delocalized (localized) phase. The corresponding schematic flow diagram is shown in Fig. 5(b). Surprisingly, the results demonstrate that the localized phase is extended to the regions in $\alpha < 1$, thus indicating that the ground-state phase diagram must be qualitatively modified from the one expected in the spin-boson model. The origin of this striking discrepancy is traced to strong renormalizations of $\mathcal{V}_\Lambda$ and $\omega_\Lambda$ during the RG flows in nonperturbative regimes, which eventually invalidates the two-level approximation. Indeed, we numerically observe that, except for the narrow area indicated by the green-shaded region in the inset of Fig. 6(a), the condition \((70)\) is not satisfied. Thus, the spin-boson description, which is supposed to be an effective model of cQED systems, can in general be invalid due to nonperturbative effects when the deep IR scale is reached. Since finite size/temperature effectively sets an IR cutoff in RG flows, this fact indicates that a nonperturbative analysis is essential when the waveguide is sufficiently long and the temperature is low enough as being relevant to recent experiments.

Finally, we also analyze the critical exponent associated with this new type of the localization-delocalization transition. The critical point is characterized by the divergence of the localization susceptibility defined by

$$\chi = \left(\frac{d^2}{d\varphi^2}V_0(\varphi_0)\right)^{-1}. \quad (71)$$

We introduce the critical exponent $\kappa$ associated with the divergence when $\gamma$ approaches the critical value $\gamma_c$ with a fixed $\mathcal{V}_{\Lambda_0}$:

$$\chi \sim \frac{1}{|\gamma - \gamma_c|^\kappa}. \quad (72)$$
Figure 6(b) shows the divergent behavior of $\chi$ when $\gamma$ approaches $\gamma_c = 20$ from the delocalized phase with $1/V_{\Lambda_0} = 176.62$. The result of the linear fitting of the numerical data is also shown as the solid black line, which suggests $\kappa \approx 0.865862$. We note that this value is much smaller than those predicted in Refs. [103, 104], where different type of regulator is used.

**IV. COSINE POTENTIAL**

We next apply our general formalism to yet another fundamental problem, namely, the resistively shunted JJ, which corresponds to the case of a cosine potential

$$V(\varphi) = -E_J \cos(\varphi).$$  \hspace{1cm} (73)

Early studies [96, 97, 105, 106] have neglected the perturbatively irrelevant $1/E_C$ term in Eq. (24) and simplified the theory to the boundary sine-Gordon model. In this case, the ground state is expected to exhibit the superconducting phase in $\alpha > 1$ and the insulator phase in $\alpha < 1$ regardless of the value of $E_J/E_C$. Here, we note that $\alpha$ is defined in the same manner as in Eq. (56) and satisfies $\alpha = \gamma = RQ/R$ since the distance between the nearest-neighbor potential minima is $2\pi$. However, a qualitatively new theoretical understanding has recently been revealed by nonperturbative analyses [77]. Specifically, the previously overlooked $1/E_C$ term is found to turn into relevant at low energy due to nonperturbative effects, which leads to the suppression of the insulator phase into the deep charge regime $E_J/E_C \ll 1$ [107, 108].

The aim of this section is to provide further examinations of this nonperturbative picture on the basis of an advanced FRG approach developed here. To this end, we introduce the following LPA’ ansatz, where the evolution of not only the lowest-order term, but also terms up to the second order in the derivative expansion are taken into account:

$$\Gamma_\Lambda[\varphi] \approx \frac{1}{2} \int_{-\infty}^{\infty} \frac{dp}{2\pi} \left( \frac{\tau_\Lambda}{\Lambda} p^2 + \gamma |p| \right) \varphi(p)\varphi(-p) + \int_0^\infty dx V_\Lambda(\varphi(x)), \hspace{1cm} (74)$$

where $V_\Lambda(\varphi)$ is an effective potential and $\tau_\Lambda$ is a dimensionless coefficient. These quantities satisfy

$$V_{\Lambda_0}(\varphi) = V(\varphi), \hspace{1cm} \tau_{\Lambda_0} = \frac{\Lambda_0}{2E_C},$$  \hspace{1cm} (75, 76)

at the initial UV scale $\Lambda = \Lambda_0$. Because of the periodicity, $V_\Lambda(\varphi)$ can be expanded as

$$V_\Lambda(\varphi) = \Lambda \sum_{n=1}^\infty \epsilon_{J,\Lambda}^{(n)} \cos(n\varphi),$$  \hspace{1cm} (77)

where $\epsilon_{J,\Lambda}^{(n)}$ is the dimensionless Fourier coefficient of order $n$. We here go beyond the analysis given in Ref. [77] by including the higher components with $n \geq 2$. As shown below, the most important conclusion drawn from our analysis is that the perturbatively irrelevant term proportional to $\tau_\Lambda$ can exhibit nonmonotonic RG flows due to nonperturbative corrections and qualitatively modify the phase diagram from the celebrated Schmid-Bulgadaev diagram.

The flow equation of the effective potential is obtained in the same manner as in Eq. (59):

$$\partial_\Lambda V_\Lambda(\varphi) = \frac{1}{2} \int_{-\infty}^{\infty} \frac{dp}{2\pi} \partial_\Lambda \tilde{R}_\Lambda(p) G_\Lambda(p).$$  \hspace{1cm} (78)

where

$$G_\Lambda(p) = \frac{1}{\gamma |p| + \tau_\Lambda \frac{p^2}{\Lambda} + V_\Lambda'(\varphi) + \tilde{R}_\Lambda(p)}. \hspace{1cm} (79)$$

In addition, plugging Eq. (74) into the second derivative of Eq. (54) and extracting the zeroth-order Fourier component, we obtain

$$\partial_\Lambda \left[ \frac{\gamma}{2\pi} |p| + \tau_\Lambda \frac{p^2}{\Lambda} \right] = \int_0^{2\pi} \frac{d\varphi}{2\pi} V_\Lambda^{(3)}(\varphi)^2 \int_{-\infty}^{\infty} \frac{dp'}{2\pi} \partial_\Lambda \tilde{R}_\Lambda(p') G_\Lambda(p')^2 G_\Lambda(p + p').$$  \hspace{1cm} (80)

To derive the flow equation of $\tau_\Lambda$, we expand the right-hand side of Eq. (80) with respect to $p$. The first-order term vanishes because $\lim_{p \to 0} \partial_\Lambda G_\Lambda(p + p')$ is an odd function of $p'$ and thus the momentum integral is evaluated as zero. This means that $\gamma = \alpha$ is not renormalized, which is consistent with previous analyses. From the second order of the expansion with respect to $p$, we obtain

$$\partial_\Lambda \tau_\Lambda = \frac{1}{2} \int_0^{2\pi} \frac{d\varphi}{2\pi} V_\Lambda^{(3)}(\varphi)^2 \int_{-\infty}^{\infty} \frac{dp'}{2\pi} \partial_\Lambda \tilde{R}_\Lambda(p') G_\Lambda(p')^2 \lim_{p \to 0} \partial_\Lambda^2 G_\Lambda(p + p').$$  \hspace{1cm} (81)
By introducing \( l = \ln(\Lambda_0/\Lambda) \) and rewriting Eqs. (78) and (81), our flow equations are summarized as

\[
\partial_t \bar{\nabla}_\Lambda(\varphi) = \bar{\nabla}_\Lambda(\varphi) - \frac{1}{2} \int_{-\infty}^{\infty} \frac{d(p/\Lambda)}{2\pi} \partial_\Lambda \tilde{R}_\Lambda(p) \bar{G}_\Lambda(p),
\]

\[
\partial_t \tau_\Lambda = -\tau_\Lambda - \frac{1}{2} \int_{-\infty}^{\infty} \frac{d(p/\Lambda)}{2\pi} \partial_\Lambda \tilde{R}_\Lambda(p) \bar{G}_\Lambda(p)^2 \left( \int_{-\infty}^{\infty} \frac{d(p'/\Lambda)}{2\pi} \partial_\Lambda \tilde{R}_\Lambda(p') \bar{G}_\Lambda(p')^2 \right) \lim_{\rho \to 0} \partial_\rho^2 \bar{G}_\Lambda(p + \rho),
\]

where \( \bar{G}_\Lambda(p) = \Lambda G_\Lambda(p) \) and \( \bar{\nabla}_\Lambda(\varphi) = \nabla_\Lambda(\varphi)/\Lambda \) are dimensionless. Hereafter, we set the regulator as \( \tilde{R}_\Lambda(p) = \Lambda \).

In previous studies, the contribution of \( \tau_\Lambda \) is often neglected as this term is expected to be irrelevant in perturbative regimes, as inferred from the minus sign in the first term of the right-hand side of Eq. (83). However, we find that nonperturbative corrections can make \( \tau_\Lambda \) grow at low-energy scale, which drastically changes the phase diagram. To see this explicitly, when \( |\nabla_\Lambda(\varphi)| \ll 1 \), we can use Eq. (82) to simplify the flow equation of \( \epsilon_{J,\Lambda}^{(n)} \) in \( \tau_\Lambda \gg 1 \) and \( \tau_\Lambda \to 0 \) as follows:

\[
\partial_t \ln \epsilon_{J,\Lambda}^{(n)} \approx \begin{cases} 
1 - \frac{\pi}{4V_\Lambda} & (\tau_\Lambda \gg 1) \\
1 - \frac{\alpha}{\Lambda} & (\tau_\Lambda \to 0)
\end{cases}.
\]

On the one hand, the latter indicates the phase transition at \( \alpha = 1 \), which is consistent with previous perturbative studies, suggesting that all the Fourier components are irrelevant in \( \alpha < 1 \) while \( \epsilon_{J,\Lambda}^{(1)} \) is relevant in \( \alpha > 1 \). On the other hand, the former indicates that all the Fourier components can in fact be relevant, which suggests the favoring of the superconducting phase even in \( \alpha < 1 \).

We determine the fixed point which the RG flow approaches by solving Eqs. (82) and (83). For the purpose of including the higher-order Fourier components of \( \nabla_\Lambda(\varphi) \), we use the grid method, where \( \nabla_\Lambda(\varphi) \) is evaluated on grid points in \( \varphi \in [0, \pi] \). Our calculation is carried out on 128 grid points with equal intervals. Figure 7 shows the RG flow of \( \tau_\Lambda \) and \( \epsilon_{J,\Lambda}^{(n \leq 3)} \) at \( \alpha = 0.5 \) and \( \alpha = 1.5 \) with different \( E_J/\Lambda_0 \). One observes that the superconducting phase is present not only in \( \alpha > 1 \), but also in \( \alpha < 1 \) with relatively large \( E_J/\Lambda_0 \), while the insulator phase appears in \( \alpha < 1 \) with small \( E_J/\Lambda_0 \). In particular, at small \( \epsilon_{J,\Lambda}^{(n)} \), the region of the insulator phase spreads as \( \tau_\Lambda \) decreases, which is consistent with the behavior expected from Eq. (84).

Locating the critical value of \( E_J/\Lambda_0 \), we determine the phase boundary on the \( (\alpha, E_J/E_c) \) plane. In Fig. 8, the FRG results at several values of \( \alpha \), for which the
calculation was performed without numerical instability, are shown as the red points. We also show the results obtained by the numerical RG (NRG) analysis as the blue circles [77]. One can see the qualitative (and even nearly quantitative) agreement between the NRG and FRG results; both of them indicate that there exists the nearly quantitative phase transition at finite values of \( \alpha \). The origin of this discrepancy was traced to strong renormalizations of both potential barrier and excitation frequency due to nonperturbative effects, which eventually invalidates the two-level description during RG flows.

We next analyze the case of cosine potential that is also known as the resistively shunted JJ. In contrast to conventional perturbative analyses, our FRG approach now fully retained the previously overlooked capacitance term and led to the phase diagram that was strikingly different from the Schmid-Bulgadaev diagram (Fig. 8). We again identified nonperturbative effects as the origin of the failure of conventional understandings, where the nonmonotonic renormalization of the charging energy was found. All in all, our results clearly indicate that a nonperturbative analysis is essential to develop an accurate understanding of recent cQED architectures realizing long high-impedance transmission lines.

Several further questions remain for future studies. First, while we focused on zero-frequency quantities relevant to dc measurements, it is intriguing to study what are finite-frequency signatures expected from the modified phase diagrams predicted in the present study. This consideration should have direct experimental relevance in light of recent developments in measuring finite-frequency response of cQED systems [57–60, 62, 63]. Second, it merits further study to figure out how finite temperature and finite size of the transmission line can affect the present results. While these effects are expected to introduce effective IR cutoffs, one can address this question in a concrete manner on the basis of our FRG framework. In particular, one can start from the action (22) at finite size/temperature, and then follow the FRG procedure presented in this paper. Third, it is also interesting to explore how decoherence or loss of microwave photons in a transmission line can lead to physical phenomena beyond the present findings. We envision that one can address this problem by combining our FRG framework with a method of Markovian open quantum systems [109]. Finally, while we focused on the Ohmic dissipation as appropriate for usual transmission lines, an extension of our analysis to the case of sub- or super-Ohmic dissipations merits further study [110, 111].

V. CONCLUSION

We developed a general framework to analyze superconducting circuits coupled to quantized electromagnetic continuum in nonperturbative regimes that have recently become accessible in cQED experiments. Our approach is based on the nonperturbative RG method, namely, FRG, and puts no limitations on the coupling strengths, enabling us to systematically explore the whole range of circuit parameters. In particular, the present FRG formalism provided the complete pictures of two representative cases that were previously supposed to be described by such effective models as the spin-boson model and the boundary sine-Gordon model.

Specifically, we first applied the framework to the case of double-well potential in which the superconducting circuit has long been supposed to be well-approximated by a two-level system. Surprisingly, in contrast to the prediction from the spin-boson model, we found that the localized phase can be extended to the regions with a coupling strength \( \alpha < 1 \) (Fig. 5). The origin of this discrepancy was traced to strong renormalizations of both potential barrier and excitation frequency due to nonperturbative effects, which eventually invalidates the two-level description during RG flows.

We next analyze the case of cosine potential that is also known as the resistively shunted JJ. In contrast to conventional perturbative analyses, our FRG approach now fully retained the previously overlooked capacitance term and led to the phase diagram that was strikingly different from the Schmid-Bulgadaev diagram (Fig. 8). We again identified nonperturbative effects as the origin of the failure of conventional understandings, where the nonmonotonic renormalization of the charging energy was found. All in all, our results clearly indicate that a nonperturbative analysis is essential to develop an accurate understanding of recent cQED architectures realizing long high-impedance transmission lines.

Several further questions remain for future studies. First, while we focused on zero-frequency quantities relevant to dc measurements, it is intriguing to study what are finite-frequency signatures expected from the modified phase diagrams predicted in the present study. This consideration should have direct experimental relevance in light of recent developments in measuring finite-frequency response of cQED systems [57–60, 62, 63]. Second, it merits further study to figure out how finite temperature and finite size of the transmission line can affect the present results. While these effects are expected to introduce effective IR cutoffs, one can address this question in a concrete manner on the basis of our FRG framework. In particular, one can start from the action (22) at finite size/temperature, and then follow the FRG procedure presented in this paper. Third, it is also interesting to explore how decoherence or loss of microwave photons in a transmission line can lead to physical phenomena beyond the present findings. We envision that one can address this problem by combining our FRG framework with a method of Markovian open quantum systems [109]. Finally, while we focused on the Ohmic dissipation as appropriate for usual transmission lines, an extension of our analysis to the case of sub- or super-Ohmic dissipations merits further study [110, 111].
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Appendix A: Derivation of Eq. (22)

We present the derivation of Eq. (22) by evaluating the path integral in Eq. (20). First, we shift the integral variable as \( N(x) \rightarrow N'(x) + n_r(x) - i\partial_x \varphi(x)/(2E_C) \) with

\[
n_r(x) = \sqrt{\frac{\gamma}{2\pi}} \sum_{0<k\leq W/v} \sqrt{\frac{2\pi}{kL}} \left( a_k^*(x) + a_k(x) \right) \tag{A1}
\]

and rewrite \( S_{\text{all}} \) as

\[
S_{\text{all}}[\varphi, N, a, a^*] = \int_0^\beta dx \left[ \text{in}_r(x)\partial_x \varphi(x) + \sum_{0<k\leq W/v} a_k^*(x) \left( \partial_x + \omega_k \right) a_k(x) + V(\varphi(x)) + \frac{(\partial_x \varphi(x))^2}{4E_C} + E_CN'(x)^2 \right]. \tag{A2}
\]

In order to perform the integral with respect to \( a_k(x) \) and \( a_k^*(x) \), we introduce the Fourier transform:

\[
\tilde{\varphi}(p_n) = \int_0^\beta dx e^{ip_n x} \varphi(x), \quad \tilde{a}_k(p_n) = \int_0^\beta dx e^{ip_n x} a_k(x), \quad \tilde{a}_k^*(p_n) = \int_0^\beta dx e^{ip_n x} a_k^*(x).
\]

Plugging these expressions into Eq. (A2) and shifting the variables as

\[
\tilde{a}_k(p_n) \rightarrow \tilde{a}_k(p_n) + \sqrt{\frac{\gamma}{2\pi kL}} \frac{p_n \varphi(p_n)}{ip_n + \omega_k}, \quad \tilde{a}_k^*(p_n) \rightarrow \tilde{a}_k^*(p_n) + \sqrt{\frac{\gamma}{2\pi kL}} \frac{p_n \varphi(p_n)}{-ip_n + \omega_k},
\]

\( S_{\text{all}} \) is rewritten as

\[
S_{\text{all}}[\varphi, N, a, a^*] = \frac{1}{\beta} \sum_n \tilde{\varphi}(-p_n) \left( \frac{\omega_n^2}{4E_C} + \sum_{0<k\leq W/v} \frac{\gamma}{2\pi kL} \frac{p_n^2(\omega_k - ip_n)}{p_n^2 + \omega_k^2} \right) \tilde{\varphi}(p_n) + \int_0^\beta dx V(\varphi(x)) + \sum_{0<k\leq W/v} \frac{1}{\beta} \sum_n (ip_n + \omega_k) \tilde{a}_k^*(p_n) \tilde{a}_k(p_n) + E_C \int_0^\beta dx N'(x)^2. \tag{A3}
\]

In this expression, the imaginary part of the first term on the right-hand side vanishes since it is an odd function of \( p_n \). Plugging this into Eq. (20), integrating \( \tilde{a}', \tilde{a}^{*'}, \) and \( N'(x) \) out, and using \( \omega_k = vk \), we obtain Eq. (22) up to a constant term.
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