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Abstract—Communication efficiency is a major bottleneck in the applications of distributed networks. To address the problem, most of the existing quantized distributed optimization algorithms can only converge sublinearly. To achieve linear convergence, this article proposes a novel quantized distributed gradient tracking algorithm (Q-DGT) to minimize a finite sum of local objective functions over directed networks. Moreover, we explicitly derive lower bounds for the number of quantization levels, and prove that Q-DGT can converge linearly even when the exchanged variables are respectively quantized with three quantization levels. Numerical results also confirm the efficiency of the proposed algorithm.

Index Terms—Directed networks, distributed optimization, gradient tracking algorithm, quantized communication.

I. INTRODUCTION

Recent years have witnessed tremendous progress in distributed optimization due to its wide applications in formation control [1], distributed resource allocation [2], online optimization [3], localization systems [4], game theory [5], to name a few. They require a group of networked nodes to cooperatively optimize the sum of their local cost functions via local communications. A comprehensive review of this topic can be found in [6] and [7].

Although distributed algorithms are capable of solving complex tasks in a collaborative manner, limited communication capacity is a major bottleneck in distributed networks, especially for large-scale distributed machine learning. How to design communication-efficient distributed algorithms has attracted an increasing attention [8], [9], [10]. For instance, the encoding–decoding scheme in [11] has been designed to distribute linear equations [12] and distributed optimization problems [13], [14]. To further reduce the size of data transmission, the recent work [15] showed that the sign of relative state between neighbors is sufficient for achieving convergence. As errors are inevitable for a finite-precision quantizer, the QDGA algorithm proposed in [16] achieves vanishing consensus error even in the presence of nonvanishing noise by modifying the contribution of the received quantized information for each node. By incorporating the quantization scheme into the push-sum algorithm [17], Taheri et al. [18] proposed distributed algorithms over directed networks for both convex and nonconvex functions. Since the aforementioned works are derived by the distributed gradient descent (DGD) [17], they can only achieve sublinear convergence even for the strongly convex functions.

How to accelerate the convergence speed is fundamentally important to reduce the communication cost. Recently, a few significant efforts have been devoted to designing quantized distributed algorithms with linear convergence. For instance, Kovalev et al. [19] and Liu et al. [20] proposed DQOA and LEAD, respectively, under the assumption that the randomized quantizer $Q(\cdot)$ is an unbiased and $\delta$-contracted operator, i.e., $E[Q(x)] = x$ and $E[|Q(x) - x|^2] \leq \delta \|x\|^2$ for all $x \in \mathbb{R}^m$. Clearly, this assumption excludes some important quantizers, e.g., the binary quantizer. Lee et al. [21] proposed Q-NEXT by dynamically adjusting the center of the quantization interval. Magnússon et al. [22] established a tradeoff between the convergence speed and the communication cost per iteration so that linear convergence can be guaranteed. Although the aforementioned quantized algorithms [19], [20], [21], [22] converge linearly, they are designated only for undirected networks. Note that extending distributed algorithms from undirected networks to directed networks is nontrivial [23], [24], [25], [26], [27]. In fact, if the directed network is unbalanced, i.e., there exists at least a node that the sum of the weights of its outgoing nodes is not equal to that of its incoming nodes (see e.g., [28], [29]), the DGD finally minimizes a weighted average of local functions. Hence, an additional variable is usually exchanged between nodes to eliminate the effects of the unbalancedness [24], [27]. To resolve the unbalancedness issue, the push-pull/AB algorithm [25], [26] and its variant [2] leverage row-stochastic matrix and column-stochastic matrix simultaneously and achieve exact linear convergence for strongly convex and smooth functions. In sharp contrast to the subgradient-based quantized algorithms in [13], [14], and [18] that only the decision variable needs to be quantized, the quantizer cannot be directly incorporated into push-pull/AB as it will result in an accumulation of quantization errors [30], thereby the convergence cannot be guaranteed.

A question naturally arises: Whether it is possible to develop a quantized distributed algorithm over directed networks that converges linearly even for one-bit communication? In this article, we give a positive answer. A comparison of our work with the state-of-the-art works is provided in Table I. The main contributions of this work are summarized as follows.
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1) We propose a novel quantized distributed algorithm Q-DGT over directed networks. The Q-DGT is remarkably robust to quantization errors and achieves linear convergence.

2) We explicitly provide the lower bounds of the quantization levels to resolve the saturation issue for the finite-level quantizers, which even supports the extreme three-level quantization.

The remainder of this article is organized as follows. We formulate the problem in Section II. The Q-DGT is provided in Section III. Section IV includes the convergence analysis. Simulation results are presented in Section V. In Section VI, we conclude this article.

**Notation:** We use $x_i$ to denote the $i$th element of vector $x$. $1_n(0_n)$ denotes a column vector with its all elements equaling to one (zero). The notation $f = O(h)$ means that there exists a positive constant $v < \infty$ such that $f \leq vh \cdot \nabla F(x(k)) \leq (\nabla f_1^l(x_1(k)), \ldots, \nabla f_n^l(x_n(k)))^T$.

Throughout, we slightly abuse the notation of vector norms and their induced matrix norms for simplicity.

### II. PRELIMINARIES AND PROBLEM FORMULATION

In this section, we first introduce some basics of graph theory. In what follows, we formulate the problem of interest.

#### A. Basics of Graph Theory

Consider a digraph $G(V, E)$, where $V = \{1, \ldots, n\}$ denotes the set of nodes, $E \subseteq V \times V$ represents the set of directed links, and $(i, j) \in E$ implies that node $j$ can receive information from node $i$. We denote $N_i^o = \{ j : (i, j) \in E \}$ and $N_i^a = \{ j : (j, i) \in E \}$ as the in-neighbor set and out-neighbor set of node $i$, respectively. A digraph is strongly connected if there exists a directed path between any pair of distinct nodes, which is commonly used in the literature [6].

**Assumption 1:** The digraph $G(V, E)$ is strongly connected.

#### B. Problem Formulation

Consider the digraph $G(V, E)$ where each node $i \in V$ privately processes a convex function $f_i : \mathbb{R}^m \rightarrow \mathbb{R}$. All nodes collaboratively solve the following optimization problem:

\[
\min_{x \in \mathbb{R}^m} f(x) = \sum_{i=1}^{n} f_i(x).
\]  

In such a problem, each node $i$ maintains a local estimate $x_i(k) \in \mathbb{R}^m$ of the decision vector $x$ at each step $k$ and can only share its own information with a subset of nodes via the communication network. We make the following assumptions on the local functions.

1 For clarity of presentation, we only consider the scalar variable case, i.e., $m = 1$, as our algorithm and its analysis can be easily extended to the vector case by using the Kronecker operator.

**Assumption 2:** Each $f_i$ is $\mu$-strongly convex, i.e., there exists a $\mu > 0$, such that $f_i(y) \geq f_i(x) + \nabla f_i(x)^T(y - x) + \frac{\mu}{2}\|y - x\|^2$, $\forall x, y \in \mathbb{R}^m$.

**Assumption 3:** Each $f_i$ is $L$-smooth, i.e., $\|\nabla f_i(x) - \nabla f_i(y)\|_2 \leq L\|x - y\|_2$, for some $L > 0$, $\forall x, y \in \mathbb{R}^m$.

Assumptions 2–3 are standard for the linear convergence in literature, see, e.g. [31], [34]. Under Assumption 2, the problem (1) has a unique optimal solution $x^* \in \mathbb{R}^m$.

The main objective of this article is to design a distributed algorithm where nodes are only allowed to communicate quantized variables over $G(V, E)$, with linear convergence to the exact optimal solution $x^*$ of problem (1).

### III. ALGORITHM DEVELOPMENT

In this section, we first explain why a quantizer cannot be directly incorporated into the push–pull/AB Algorithm [25], [26]. Then, we propose the Q-DGT and show that it is robust to quantization errors. Finally, we introduce the quantization rule.

#### A. Push–Pull/AB Algorithm With Naive Quantization Does Not Work

In the push–pull/AB algorithm [25], [26], each node $i \in V$ maintains two vectors $x_i(k)$ and $y_i(k)$ per step $k \in \mathbb{N}$, and performs the following updates:

\[
x_i(k+1) = \sum_{j=1}^{n} a_{ij} x_j(k) - \eta y_i(k)
\]

\[
y_i(k+1) = \sum_{j=1}^{n} b_{ij} y_j(k) + \nabla f_i(x_i(k+1) - \nabla f_j(x_i(k))
\]

where $y_i(0) = \nabla f_i(x_i(0))$, $A = [a_{ij}]_{n \times n}$ and $B = [b_{ij}]_{n \times n}$ are weight matrices induced by $G(V, E)$ satisfying (1) $a_{ij} > 0$ for $j \in N_i^a$, otherwise $a_{ij} = 0$, and $\sum_{j \in N_i^a} a_{ij} = 1$; (2) $b_{ij} > 0$ for $i \in N_j^a$, otherwise $b_{ij} = 0$, and $\sum_{i \in N_j^a} b_{ij} = 1$. Naive quantization means that $x_i(k)$ and $y_i(k)$ in (2) are replaced by their quantized versions $\hat{x}_i(k)$ and $\hat{y}_i(k)$, respectively. That is, if $x_i(k)$ and $y_i(k)$ in (2) are directly quantized as $\hat{x}_i(k)$ and $\hat{y}_i(k)$, respectively.

\[
x_i(k+1) = \sum_{j=1}^{n} a_{ij} \hat{x}_j(k) - \eta y_i(k)
\]

\[
y_i(k+1) = \sum_{j=1}^{n} b_{ij} \hat{y}_j(k) + \nabla f_i(x_i(k+1) - \nabla f_j(x_i(k))
\]

where $\sigma_{x_j}(k) \triangleq \hat{x}_j(k) - x_j(k)$ and $\sigma_{y_i}(k) \triangleq \hat{y}_i(k) - y_i(k)$ are the quantization errors. Note that if $A = B$, then (3) is exactly the quantized algorithm in [32]. However, taking summation over $i \in V$, (3b) implies that

\[
1^T_n y(k+1) = 1^T_n \nabla F(x(k+1)) + \sum_{l=0}^{k} 1^T_n \sigma_g(l).
\]

Thus, the quantization errors are accumulated, i.e., $\sum_{l=0}^{k} 1^T_n \sigma_g(l)$. No matter whether $\sigma_g(k)$ in (4) converges or not, $1^T_n y(k)$ cannot exactly track the global gradient $1^T_n \nabla F(x(k))$. This observation was first pointed out in [30], and then, the author proposed a robust push–pull algorithm. However, the work [30] does not involve the design of the quantizer and simply assumes that $E[\sigma_x(k)] = E[\sigma_y(k)] = 0$, and $E[1^T_n \sigma_g(k)^2] \leq \sigma_x, E[1^T_n \sigma_g(k)^2] \leq \sigma_y$ for some $\sigma_x, \sigma_y > 0$. This condition is clearly not satisfied for the deterministic quantizers.
addition, the algorithm in [30] can only converge to a neighborhood of the optimal solution in expectation. All above motivates us to propose the Q-DGT.

**B. Q-DGT Algorithm**

In this work, we design an encoding–decoding scheme for quantized communication (see Fig. 1). At step $k$, each node $j \in \mathcal{V}$ encodes $x_j(k)$ into $r_j(k)$ by using

$$r_j(k) = Q_{K_x} \left( \frac{1}{h(k)} (x_j(k) - \hat{x}_j(k-1)) \right)$$

(5)

where $\hat{x}_j(-1) = \mathbf{0}_m$ and $\hat{x}_j(k-1)$ is an estimation of $x_j(k-1)$. $h(k)$ is a decaying scaling function. Note that we quantize the scaled “innovation,” i.e., $\frac{1}{h(k)} (x_j(k) - \hat{x}_j(k-1))$. The reason is that the amplitude of the prediction error is usually smaller than that of the state itself such that the scaled “innovation” can be quantized by fewer bits. However, it brings a challenge for the finite-level quantizer to avoid saturation. We will show later that the value of $x_j(k) - \hat{x}_j(k-1)$ decays to zero at the speed of the same order of $h(k)$, and rigorously prove that the scaled “innovation” can always be upper bounded by a finite constant. Then, node $j$ broadcasts $r_j(k)$ to its out-neighbors. Upon $r_j(k)$ is received by the out-neighbor node $i \in \mathcal{N}^\text{out}_j$, it decodes $r_j(k)$ as follows:

$$\hat{x}_j(k) = h(k) r_j(k) + \hat{x}_j(k-1).$$

(6)

Here, $h(k)$ plays a critical role in estimating the states of node $j$. We highlight that all the out-neighbors of node $j$ receive the same information, so we do not distinguish the specific subscript. The above encoding–decoding scheme is performed for $y_j(k)$ in the same way, i.e., encode $y_j(k)$ into $s_j(k)$ and decode $s_j(k)$ to $\hat{y}_j(k)$. However, the deterministic quantization errors make it infeasible to apply the robust push–pull algorithm [30] directly in our setting (see Section III-A). To resolve it, we design the updates of node $i \in \mathcal{V}$ as follows:

$$x_i(k+1) = x_i(k) + \alpha \sum_{j=1}^n a_{ij} (\hat{x}_j(k) - \hat{x}_i(k)) - \eta (y_i(k) - y_i(k-1))$$

(7a)

$$y_i(k+1) = (1 - \beta) y_i(k) + \beta \sum_{j=1}^n b_{ij} \hat{y}_j(k) + \nabla f_i(x_i(k+1))$$

(7b)

where $\alpha, \beta \in (0, 1)$ are two positive constants, $\eta \geq 0$ is a constant step size that will be specified later. Although node $i \in \mathcal{V}$ can access to its true values $x_i(k)$ and $y_i(k)$ at step $k$, the estimate $\hat{x}_i(k)$ and $\hat{y}_j(k)$ are also used in our algorithm for error compensations, which is of the similar spirit as in the quantized average consensus in [11]. We summarize the Q-DGT in Algorithm 1.

**Algorithm 1:** The Q-DGT—From the View of Node $i$.

1: **Initialization:** randomly initialize $x_{i,0}$ and $y_{i,0}$ for each $i \in \mathcal{V}$.
2: **for** $k = 0, 1, 2, \ldots$ **do**
3: **Encoder:** calculate $r_i(k)$ and $s_i(k)$.
4: **Communication:** broadcast $r_i(k)$ and $s_i(k)$ to its out-neighbors, and receive $r_j(k)$ and $s_j(k)$ from its in-neighbors $j \in \mathcal{N}^\text{in}_i$.
5: **Decoder:** calculate $\hat{x}_j(k)$ and $\hat{y}_j(k)$.
6: **Update:** update $x_i(k+1)$ and $y_i(k+1)$ via (7).
7: **end for**
8: **Return:** $\{x_i(k)\}$.

Now, we demonstrate why the Q-DGT is robust to quantization errors. Let $A_\alpha \triangleq (1 - \alpha) I_n + \alpha A$ and $B_\beta \triangleq (1 - \beta) I_n + \beta B$. Then, (7) can be rewritten as the following compact form:

$$x(k+1) = A_\alpha x(k) + \alpha (A - I_n) \sigma_x(k) - \eta (y(k) - y(k-1))$$

(8a)

$$y(k+1) = B_\beta y(k) + \nabla F(x(k+1)) + \epsilon_y(k)$$

(8b)

where $\epsilon_y(k) \triangleq \beta \sum_{j=1}^n b_{ij} \sigma_y(j)$. Let $z(k) \triangleq y(k) - y(k-1)$. Then

$$x(k+1) = A_\alpha x(k) + \alpha (A - I_n) \sigma_x(k) - \eta z(k)$$

(9a)

$$z(k+1) = B_\beta z(k) + \nabla F(x(k+1)) + \epsilon_y(k) - \nabla F(x(k)) + \epsilon_y(k-1).$$

(9b)

Assumption I implies that $A$ has a unique nonnegative left eigenvector $\pi_A$ such that $\pi_A^T \mathbf{1}_n = 1$ and $\pi_A^T A = \pi_A^T A_t$, and $B$ has a unique nonnegative right eigenvector $\pi_B$ such that $\pi_B^T \mathbf{1}_n = 1$ and $B \pi_B = \pi_B$ [2]. Define $\bar{x}(k) \triangleq \pi_A^T x(k)$ and $\bar{z}(k) \triangleq \pi_B^T z(k)$, we obtain

$$\bar{x}(k+1) = \bar{x}(k) - \eta \pi_A^T z(k)$$

(10a)

$$\bar{z}(k+1) = \bar{z}(k) + \mathbf{1}_n^T (\nabla F(x(k+1)) + \epsilon_y(k)) - \mathbf{1}_n^T (\nabla F(x(k)) + \epsilon_y(k-1)).$$

(10b)

Conducting mathematical induction for (10b) yields that

$$\bar{z}(k+1) = \bar{z}(k) + \mathbf{1}_n^T (\nabla F(x(k+1)) + \epsilon_y(k)),$$

(11)

Notably, the accumulated error $\sum_{t=0}^k \mathbf{1}_n^T \sigma_y(t)$ in (4) disappears in (11). If $\mathbf{1}_n^T \epsilon_y(k)$ tends to zero, then $\bar{z}(k)$ tends to the exact global gradient $\mathbf{1}_n^T \nabla F(x(k+1))$. In contrast to [30], we do not make any assumption on the error $\epsilon_y(k)$. This requires to design the Q-DGT (7) carefully and handle the joint effects of quantization errors on $z(k)$ and $\bar{z}(k)$. Specifically, our algorithm can converge linearly and even support three-level quantization.
C. Quantization Rule

The uniform quantizer $Q_K(\cdot)$ for a vector $u = (u_1, \ldots, u_m)^T$ is defined as $Q_K(u) = (q(u_1), \ldots, q(u_m))^T$ with

$$q(u_i) = \begin{cases} 0, & -1/2 < u_i < 1/2 \\ k, & \frac{2k-1}{2} < u_i < \frac{2k+1}{2}, k = 1, \ldots, K \\ -q(-u_i), & u_i < -1/2 \end{cases}$$

for $i = 1, \ldots, m$. The quantizer $q(\cdot)$ maps a real number to a finite set $S = \{0, \pm k; k = 1, 2, \ldots, K\}$ with $K \in \mathbb{N}_+$. The quantization level of $q(\cdot)$ is $2K + 1$. If $\|u\|_\infty \leq K + 1/2$, the quantizer is not saturated, and the quantization error is bounded, i.e., $\|u - Q_K(u)\|_\infty \leq 1/2$.

IV. CONVERGENCE ANALYSIS

In this section, we first establish lower bounds for the quantization levels to solve the saturation issue. Then, the linear convergence of Q-DGT under finite-level quantization is rigorously proved. Finally, we show that Q-DGT converges linearly even with three-level quantization.

A. Design of Finite Quantization Levels to Avoid Saturation

Note that the joint effect of quantization on the evolutions of $x(k)$ and $z(k)$ brings challenges to design the finite quantization levels. To solve this issue, we first derive the upper bound of the feasible step size, and then obtain the lower bounds for the quantization levels.

Lemma 1 [see (2), (25)]: Suppose Assumption 1 holds. There exists matrix norms $\| \cdot \|_A$ and $\| \cdot \|_B$ such that $\sigma_A \triangleq \| A_\alpha \|_A < 1$ and $\sigma_B \triangleq \| B_\beta \|_B < 1$. Moreover, there exist positive scalars $\delta_{\alpha_2}$, $\delta_{\beta_2}$, $\delta_{\alpha_3}$, and $\delta_{\beta_3}$ such that for any $X \in \mathbb{R}^{n \times p}$, we have $\delta_{\alpha_2} \| X \|_F \leq \| X \|_A \leq \delta_{\beta_2} \| X \|_F$, and $\delta_{\alpha_3} \| X \|_F \leq \| X \|_B \leq \delta_{\beta_3} \| X \|_F$, and $\delta_{\alpha_4} \| X \|_\infty \leq \| X \|_A \leq \delta_{\beta_4} \| X \|_\infty$.

Define

$$\Theta(k) \triangleq \| \bar{x}(k) - \bar{x}^* \|_2, \| x(k) - 1_n \hat{x}(k) \|_A, \| z(k) - \bar{\pi}_B \bar{z}(k) \|_B \| y \|_1^T.$$

(12)

To facilitate the subsequent analysis, we further define $k_1 \triangleq \| I_n - 1_n \|_A, k_2 \triangleq \| \pi_B \|_A, k_3 \triangleq \| I_n - \pi_A \|_2, k_4 \triangleq \| A_\alpha - I_n \|_2$. The following lemma provides a linear matrix inequality, which will be instrumental in establishing the lower bound for the quantization level.

Lemma 2: Suppose Assumptions 1–3 hold. If the step size $\eta$ satisfies

$$\Theta(k + 1) \leq \Theta(k) + \zeta(k),$$

(13)

where $\Theta(k)$ is defined in (12), the notation $\preceq$ means elementwise less than or equal to, $G \in \mathbb{R}^{3 \times 3}$ and $\zeta(k) \in \mathbb{R}^{3 \times 1}$ are given by (18) and (19), respectively.

Proof: See Appendix A.

In Lemma 2, the presence of $\zeta(k)$ is due to quantization errors. If $z(k)$ linearly converges to $0_k$, then we can prove that $\Theta(k)$ linearly converges to $0_k$ provided that the spectral radius $\rho(G) < 1$. After that, the linear convergence of Q-DGT can be proved. We first provide a sufficient condition in terms of the step size $\eta$ to guarantee $\rho(G) < 1$.

Lemma 3: Suppose Assumptions 1–3 hold. If the step size $\eta$ satisfies

$$\eta \leq \min \left\{ \frac{1}{\mu + L} \pi_A^\top \pi_B, \frac{1 - \sigma_A}{2\sqrt{\mu} \kappa_2 L \delta_{\alpha_2}}, \frac{1 - \sigma_B}{2\delta_{\beta_2} \kappa_3 L}, \frac{2\eta_{\beta_2} \kappa_3}{\Gamma_2}, \frac{\Gamma_2 + \sqrt{\Gamma_2^2 + 4(\Gamma_2 \bar{\tau})^2}}{2(\Gamma_2 \bar{\tau})} \right\}$$

(14)

where $\Gamma_1, i = 1, 2, 3$, are constants given by (21). Then, $\rho(G) < 1$.

Proof: See Appendix B.

Remark 1: Note that the network information is required to calculate the upper bound of step size. If $A$ and $B$ are known, then the parameters $\kappa_1, \kappa_2, \kappa_3$ are given by (18), and the spectral radius $\rho(G)$ can be obtained.

B. Linear Convergence Under Finite Quantization Levels

Building upon the conditions on the quantization levels in Theorem 1, the following theorem shows that the Q-DGT can linearly converge to the optimal solution at the rate of $O(\xi^k)$ with $\xi \in (\hat{\rho}, 1)$.

Theorem 2: Suppose the conditions in Theorem 1 are satisfied. Let $\{x_i(k)\}_i \in \mathcal{V}$ be the sequence generated by Algorithm 1. If the quantization levels satisfy (16), then Q-DGT can linearly converge to $x^\star$ at the rate of $O(\xi^k)$, i.e., $\| x_i(k) - x^\star \|_2 \preceq O(\xi^k)$ for all $i \in \mathcal{V}$.

Proof: Recalling (13) and (36), we can straightly obtain

$$\| \Theta(k) \|_2 \preceq \| G \|_2 \| \Theta(0) \|_2 + \sum_{\ell=0}^{k-1} \| G^{k-1-\ell} \|_2 \xi^\ell,$$

$$\| x_i(k) - x^\star \|_2 \preceq \sum_{\ell=0}^{k-1} \| G^{k-1-\ell} \|_2 \xi^\ell.$$

(15)
Note that \( \sum_{t=0}^{k-1} \frac{\beta^{1-t}}{\xi^k} = \xi^{k-1} \sum_{t=0}^{k-1} \left( \frac{\xi}{\xi} \right)^{1-t} \leq \frac{\xi^k}{\xi^\rho} \). Hence,

\[
\| \Theta(k) \|_2 \leq \tau d_0 \rho^k + \frac{\tau}{\xi - \rho} \xi^k
\]

which implies that \( \| \Theta(k) \|_2 \) converges to 0 at the rate of \( O(\xi^k) \). Therefore, \( \| x_i(k) - x^* \|_2, \| x(k) - 1_n \bar{x}(k) \|_A \) and \( \| z(k) - \rho \bar{z}(k) \|_B \) all linearly converge to 0 at the same rate. Note that

\[
\| x_i(k) - x^* \|_2 \leq \| x_i(k) - \bar{x}(k) \|_2 + \| \bar{x}(k) - x^* \|_2 \\
\leq \| x(k) - 1_n \bar{x}(k) \|_2 + \| \bar{x}(k) - x^* \|_2
\]

which implies that \( \| x_i(k) - x^* \|_2 = O(\xi^k) \) for all \( i \in \mathcal{V} \) by recalling the fact that \( \| x(k) - 1_n \bar{x}(k) \|_2 \leq \| x(k) - 1_n \bar{x}(k) \|_A \).

\section{Three-Level Quantization Is Enough for Linear Convergence}

As shown in Theorem 1, the lower bounds in (16) are finite. This inspires us to consider whether there exists a minimum number of quantization level that can preserve the linear convergence? The following theorem gives a positive answer and reveals that we can set \( K_x = K_y = 1 \) by appropriately tuning the associated parameters. In such an extreme scenario, each node \( i \in \mathcal{V} \) can solve problem (1) with three-level quantization.

\textbf{Theorem 3:} Suppose the conditions in Theorem 1 are satisfied. If \( \alpha \) and \( \beta \) are sufficiently small, then there exists \( C > 0 \) and \( \xi \in (\rho, 1) \) such that \( K_x = K_y = 1 \) is sufficient to guarantee the linear convergence of Q-DGT.

\textbf{Proof:} To prove the result, our strategy is minimizing the lower bounds obtained in (16). Particularly, if we can choose the associated parameters appropriately such that all the lower bounds in (16) can be upper bounded by 1, then it can be concluded that the quantizers will never saturate even when \( K_x = K_y = 1 \). In this case, Theorem 3 can be proved by recalling Theorem 2.

Now, we consider the last term of each inequality in (16). Recalling \( \hat{T} = 1 + \frac{1}{C \xi} + \frac{\sqrt{C} \xi}{\sqrt{\xi - \rho}} \) in Theorem 1 and the expression of \( \xi \) in (29). If \( \alpha \) and \( \beta \) both tend to 0, then \( \xi \) tends to 0. Since \( \| \Theta(t) \|_2 \), \( \rho \) and \( \tau \) are all some positive constants, and \( \xi \) is a constant chosen in the interval \((\rho, 1)\), we can obtain that \( \hat{T} \) tends to 1. Therefore, the last term of each inequality in (16) can be upper bounded by \( \frac{\sqrt{C} \xi}{\sqrt{\xi - \rho}} + \frac{1}{\sqrt{\xi - \rho}} \) and \( \sqrt{C} \xi \sqrt{\xi} \sqrt{\rho} \), respectively. Note that \( \hat{\varphi}_1 \) and \( \hat{\varphi}_2 \) are constants given in (26). If we choose the constant \( \xi \in (\max\{0.5, \beta\}, 1) \), and set \( C > \max\left\{ \frac{2 \sqrt{C} \xi \sqrt{\rho}}{\sqrt{\xi - \rho}}, \frac{2 \sqrt{C} \xi \sqrt{\rho}}{\sqrt{\xi - \rho}} \right\} \), then the last term of each inequality in (16) both can be upper bounded by 1. In addition, the other terms on the right side of (16) can be upper bounded by 1 directly if we set \( C > \max\left\{ \frac{2 \sqrt{C} \xi \sqrt{\rho}}{\sqrt{\xi - \rho}}, \frac{2 \sqrt{C} \xi \sqrt{\rho}}{\sqrt{\xi - \rho}} \right\} \). In summary, there exists constants \( \xi \in (\max\{0.5, \beta\}, 1) \), and

\[
C > \max\left\{ \frac{2 \sqrt{C} \xi \sqrt{\rho}}{\sqrt{\xi - \rho}}, \frac{2 \sqrt{C} \xi \sqrt{\rho}}{\sqrt{\xi - \rho}} \right\}
\]

such that \( K_x = K_y = 1 \) is sufficient to guarantee the linear convergence of Q-DGT.

\textbf{Remark 3:} Quantized distributed algorithms with three-level quantization have also been studied in [11], [12], [14], and [15] to improve the communication efficiency. In contrast to the distributed optimization algorithms in [12], [14], and [15], the proposed Q-DGT can achieve linear convergence. Although the quantizer has only three quantization levels, each node \( i \) can still estimate the values of its in-neighbors \( j \in \mathcal{N}_i^m \) iteratively via the decoding scheme (6). This can be observed from the facts that \( x_i(k) - x_i(k) = h(k) e_i(k) \) and \( y_i(k) - y_i(k) = h(k) e_i(k) \). If the quantizers never saturate, then the diminishing \( h(k) \) guarantees that \( x_i(k) \) and \( y_i(k) \) tend to \( x_i(k) \) and \( y_i(k) \), respectively, as \( k \) tends to infinity. That is why our algorithm can converge to the true solution even with three-level quantization.

\section{V. NUMERICAL EXAMPLES}

In this section, we apply our algorithm to the sensor fusion problem in directed networks, which has been widely adopted in the literature [25], [31]. In this problem, all sensors collectively solve the following optimization problem over the digraph depicted in Fig. 2:

\[
\min_{x \in \mathbb{R}^m} \sum_{i=1}^{n} \left( \| M_i x - \zeta_i \|^2 + \frac{\lambda}{2n} \| x \|^2 \right)
\]

where \( M_i \in \mathbb{R}^{m \times m} \) and \( \zeta_i \in \mathbb{R}^m \) denote the measurement matrix and the noise observation of sensor \( i \), respectively, and \( \lambda > 0 \) is the regularization parameter.

In our simulations, \( M_i \in \mathbb{R}^{2 \times 2} \) and \( \zeta_i \in \mathbb{R}^2 \) are generated randomly for each \( i \in \mathcal{V} \). We set \( \lambda = 0.05, A \) and \( B \) are designed according to the rules in [25], Remark 2. We first compare the convergence performance of Q-DGT with the push–pull algorithm [25] under different stepizes. The simulation results are depicted in Fig. 3(a). We can find that Q-DGT converges slower than the push–pull algorithm, which is reasonable as the performance inevitably affected by the loss of information. Despite this, the Q-DGT still maintains linear convergence, which is consistent with our theoretical results. We further compare the total cost of communicated bits between the two algorithms with \( \gamma = 0.008 \). As shown in Fig. 3(b), the proposed Q-DGT requires less communicated bits for achieving the equal accuracy. Then, we make comparisons with the subgradient-based quantized distributed algorithms in [14] and [18]. For fair comparison, we neglect the directionality in Fig. 2 and adopt (16) for Q-DGT. The results are depicted in Fig. 4(a). It can be seen that the convergence rate of Q-DGT outperforms that of the quantized algorithms in [14] and [18]. Finally, we verify the...
effectiveness of Q-DGT under different fixed numbers of quantization levels. The related parameters are chosen heuristically to meet the requirements in Theorem 3. As we can see in Fig. 4(b), the Q-DGT can still achieve linear convergence, even when the exchanged variables are respectively quantized with three quantization levels. In addition, a larger quantization level leads to faster convergence. This result is also reasonable since a larger quantization level implies a smaller quantization error.

VI. CONCLUSION

In this article, we have studied the distributed optimization problem over directed networks with quantized communications. To cope with this problem, a novel quantized distributed algorithm Q-DGT has been proposed. The lower bounds for the number of quantization levels have been explicitly derived. We have rigorously shown that Q-DGT is robust to quantization errors and achieves linear convergence even when the exchanged variables are, respectively, quantized with three quantization levels. Future work can focus on extending the proposed algorithm to time-varying directed networks. It is also of interest to relax the conditions that preserves the convergence performance.

APPENDIX

A. Proof of Lemma 2

We only provide the expressions of $G$ and $\varsigma(k)$ here due to space limitation, and the detailed proof can be found in our extended version [35]. In Lemma 2, $G$ is given by

$$G = \begin{bmatrix}
1 - \eta T_2 \sigma_{\mu} & \sqrt{\eta T_2} \sigma_{\beta} & \eta \\
\eta \lambda L_1 \kappa_3 \delta_{A_2} & \sigma_{\Delta} + \sqrt{\eta T_2} \lambda L_1 \kappa_2 \delta_{A_2} & \eta \kappa_3 \sigma_{\delta_{A_2}} \\
\eta \lambda^2 L_2 \kappa_3 \delta_{B_2} & \kappa_3 \lambda L_4 + \sqrt{\eta T_2} \lambda L_2 \delta_{B_2} & \sigma_{\beta} + \eta \lambda L_3 \delta_{B_2}
\end{bmatrix}$$

and $\varsigma(k) = (\varsigma_1(k), \varsigma_2(k), \varsigma_3(k))^T$ given by

$$\begin{align} 
\varsigma_1(k) &= \eta T_2 \sigma_{\beta} \| 1^T \bar{e}_y(k-1) \|_2, \\
\varsigma_2(k) &= \kappa_3 \| \bar{e}_y(k-1) \|_2 + \alpha \| (A - L_\sigma) \sigma_{\Delta}(k) \|_A, \\
\varsigma_3(k) &= \kappa_3 \| \bar{e}_y(k-1) \|_2 + \eta \lambda L_3 \delta_{B_2} \| 1^T \bar{e}_y(k-1) \|_2 \\
&\quad + \alpha \lambda L_3 \delta_{B_2} \| (A - L_\sigma) \sigma_{\Delta}(k) \|_2.
\end{align}$$

B. Proof of Lemma 3

To achieve this goal, we need to provide a sufficient condition under which $G_{ii} < 1$ and $\det(I - G) > 0$ can be guaranteed [25]. We first ensure that $G_{ii} < 1$ hold for $i = 1, 2, 3$. Clearly, if we set $\eta \leq \frac{1}{\sigma_A + \sqrt{\eta T_2} \lambda L_2 \delta_{B_2}}$, then $0 < G_{11} < 1$. We can also verify that if $\eta \leq \min \{ \frac{1 - \sigma_A}{\sigma_A + \sqrt{\eta T_2} \lambda L_2 \delta_{B_2}}, \frac{1 - \sigma_A}{2 \eta \lambda L_3 \delta_{B_2}} \}$, then $G_{22} < 1$ and $G_{33} < 1$ both hold. Now, we turn our attention to $\det(I - G)$. Note that

$$\det(I - G) = \eta \lambda T_2 \pi_{\beta} \left( 1 - (\sigma_A + \sqrt{\eta T_2} \lambda L_2 \delta_{B_2}) \right) \left( 1 - (\sigma_B + \eta \lambda L_3 \delta_{B_2}) \right).$$

Therefore, a sufficient condition for $\det(I - G) > 0$ is

$$\frac{1}{4} \eta \lambda T_2 \pi_{\beta} (1 - \sigma_A) (1 - \sigma_B) - (1 - \sigma_A) (n \lambda T_2 \kappa_3 \delta_{B_2})$$

This concludes the proof of Lemma 3.
where the inequality follows from (9a), the definition of $A_i$, and the row stochasticity of $A$. In the following, we will establish the upper bounds for the three terms on the right side of (23), respectively.

For the first term, it can be calculated as follows:

$$\sum_{j=1}^{n} \| x_i(k) - x_j(k-1) \|_\infty \leq \sqrt{2} \left( n + \frac{1}{2} \right) \Theta_2(k-1)$$

where Jensen's inequality and the facts that $\| x_i(k-1) - x_j(k-1) \|_\infty \leq 2 \| x_i(k-1) - \bar{x}(k-1) \|_\infty$ and $\| x_j(k-1) - \bar{x}(k-1) \|_\infty \leq \| x_i(k-1) - \bar{x}(k-1) \|_\infty$ have been exploited to obtain the above inequality.

For the second term of (23), we have

$$\| z_i(k-1) \|_\infty \leq \| z(k-1) - \beta \bar{z}(k-1) \|_\infty + \| \beta \bar{z}(k-1) \|_\infty \| \bar{g}(k) \|_\infty \| \bar{y}(k) \|_\infty \| \bar{y}(k-1) \|_\infty \leq \| z(k-1) - \beta \bar{z}(k-1) \|_\infty + \| \beta \bar{z}(k-1) \|_\infty \| \bar{g}(k-1) - \beta \bar{g}(k-1) \|_\infty \leq \Theta_2(k-1) + \sqrt{nL} \Theta_2(k-1) + nL \Theta_2(k-1) + nL \Theta_2(k-1) + \max_{i,\infty} \| e_{yi}(k-2) \|_\infty.$$  

(25)

For the clarity of presentation, we define $g(\xi) \triangleq 1^\xi \nabla F(x(k))$ and $\bar{g}(\xi) \triangleq 1^\xi \nabla F_1(\bar{x}(k))$, and Lemma 1 and Lemma 2 have been employed to obtain the above inequality.

It only remains to bound the last term in (23). By using the fact that $\bar{x}_i(k) = x_i(k) + h(k) e_{xi}(k)$, we again obtain $\sum_{j=1}^{n} \| \sigma_{x_i}(k-1) - \sigma_{x_j}(k-1) \|_\infty \leq 2n h(k-1) \max_{i,\infty} \| e_{xi}(k-1) \|_\infty$. Define

$$\varphi_1 \triangleq \max \left\{ \sqrt{2} \left( n + \frac{1}{2} \right) \alpha + \eta \sqrt{nL}, \eta \eta mL \right\}.$$  

(26)

Combining the above inequalities, we can obtain

$$\| x_i(k) - \bar{x}_i(k-1) \|_\infty \leq \sqrt{3} \varphi_1 \| \Theta(k-1) \|_2 + \max_{i,\infty} \| e_{xi}(k-1) \|_\infty \leq \sqrt{3} \varphi_1 \| \Theta(k-1) \|_2 + \max_{i,\infty} \| e_{xi}(k-1) \|_\infty + n \eta \beta \| \bar{y}(k-2) \|_\infty.$$  

(27)

From (27), we can observe that if the quantizers never saturate, then $x_i(k+1) - \bar{x}_i(k-1)$ will decay to zero at the speed of the same order of $h(k)$ since $h(k-1) = \frac{\xi}{\xi}$. Following the similar line above, we can further obtain

$$\| y_i(k) - \bar{y}_i(k-1) \|_\infty \leq \sqrt{3} \varphi_2 \| \Theta(k) \|_2 \| \Theta(k) \|_2 + \max_{i,\infty} \| e_{yi}(k-1) \|_\infty.$$  

(28)

Step 2. Demonstrate the unsaturation.

In this part, we first consider the following update rule of the quantization levels instead:

$$K_x(0) \geq \frac{v_1}{C} - \frac{1}{2}, \quad K_y(0) \geq \frac{v_2}{C} - \frac{1}{2},$$

$$\| x_i(k) - \bar{x}_i(k-1) \|_\infty \leq \sqrt{3} \varphi_1 \| \Theta(k-1) \|_2 + \max_{i,\infty} \| e_{xi}(k-1) \|_\infty \leq \sqrt{3} \varphi_1 \| \Theta(k-1) \|_2 + \max_{i,\infty} \| e_{xi}(k-1) \|_\infty + n \eta \beta \| \bar{y}(k-2) \|_\infty.$$  

Then, we obtain that

$$\| \Theta(k) \|_2 \leq \| G \|_2 \| \Theta(0) \|_2 + \frac{\max_{i,\infty} \| e_{yi}(k-1) \|_2}{\delta} \leq \frac{\| \Theta(0) \|_2}{\delta} + \frac{\delta}{\| \Theta(0) \|_2} \leq \frac{\| \Theta(0) \|_2}{\delta}.$$  

Similarly, with some tedious calculations, it can also be concluded that

$$\| y_i(k) - \bar{y}_i(k-1) \|_\infty \leq K_y(k) + \frac{1}{2}.$$  

In summary, the quantizers will never
saturate under the rule (28). Recalling $T_1(k)$ and $T_2(k)$ in (28), it can be verified that they both can be upper bounded by

$$
\tilde{\Upsilon} = 1 + \frac{\zeta \bar{\rho}}{\xi (1 - \hat{\rho}) \| \Theta(0) \|_2^2} + \frac{\zeta}{\xi \| \Theta(0) \|_2^2}.
$$

(31)

Note that $\| \Theta(0) \|_2$, $\hat{\rho}$ and $\tau$ are all some positive constants, $\zeta$ is a positive constant given in (29), and $\xi$ is a constant chosen in the interval $(\hat{\rho}, 1)$. Hence, $\tilde{\Upsilon}$ is a constant, and (16) suffices for the update rule (28).
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