Radiation pressure confinement – IV. Application to broad absorption line outflows
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ABSTRACT
A fraction of quasars present broad absorption lines, produced by outflowing gas with typical velocities of 3000–10,000 km s\(^{-1}\). If the outflowing gas fills a significant fraction of the volume where it resides, then it will be highly ionized by the quasar due to its low density, and will not produce the observed UV absorption. The suggestion that the outflow is shielded from the ionizing radiation was excluded by recent observations. The remaining solution is a dense outflow with a filling factor \(f < 10^{-3}\). What produces such a small \(f\)? Here we point out that radiation pressure confinement (RPC) inevitably leads to gas compression and the formation of dense thin gas sheets/filaments, with a large gradient in density and ionization along the line of sight. The total column of ionized dustless gas is a few times 10\(^{22}\) cm\(^{-2}\), consistent with the observed X-ray absorption and detectable P\(\alpha\) absorption. The predicted maximal columns of various ions show a small dependence on the system parameters, and can be used to test the validity of RPC as a solution for the overionization problem. The ionization structure of the outflow implies that if the outflow is radiatively driven, then broad absorption line quasars should have \(L/L_{\text{bol}} > 0.1\).
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1 INTRODUCTION

Broad absorption line quasars (BALQs) display broad blueshifted absorption of resonance lines, with outflow velocities often reaching \(\sim 30,000\) km s\(^{-1}\) (Weymann, Carswell & Smith 1981; Rechard et al. 2003; Trump et al. 2006; Gibson et al. 2009), with a few cases extending up to \(\sim 50,000\) km s\(^{-1}\) (Hamann et al. 1997; Rodríguez Hidalgo, Hamann & Hall 2011). Only in a few rare cases there is broad redshifted absorption, generally of a few 1000 km s\(^{-1}\) (Hall et al. 2013). The absorption profile is sometimes broad and smooth, extending over a velocity range of \(> 10,000\) km s\(^{-1}\) (Turnshek et al. 1988). However, more commonly the absorption trough is composed of a number of distinct troughs, each only a few 1000 km s\(^{-1}\) broad (e.g. Korista et al. 1992; Hamann 1998; Arav et al. 2001b; Gabel et al. 2006; Trump et al. 2006; Gibson et al. 2009). The outflow generally resides outside the Broad Line Region (BLR), as it absorbs both the continuum and the broad emission lines (cf. Arav et al. 1994). Based on variability it does not likely reside much further outside the BLR (Capellupo et al. 2011, 2012; Filiz Ak et al. 2013). This is in contrast with associated narrow absorption lines, with width <1000 km s\(^{-1}\), which are likely associated with gas much further out (e.g. de Kool et al. 2002, Moe et al. 2004; Edmunds et al. 2011). However, one cannot exclude a large radius for some BAL outflows (e.g. Borguet et al. 2013). The wind driving mechanism may either be radiation pressure on lines (e.g. Arav, Li & Begelman 1994; Murray et al. 1994; Proga, Stone & Kallman 2000), radiation pressure on dust (Voit, Weymann & Korista 1993; Scoville & Norman 1995), MHD outflows (e.g. Kônig & Kartje 1994; Everett 2005; Fukumura et al. 2010), or a combination of e.g. magnetic and radiation pressure (de Kool & Begelman 1993). However, a persistent problem in all wind models, regardless of the driving mechanism, is the overionization problem. This results from the following simple argument. The ionization state of the wind is set by the ionization parameter

\[
U \equiv \frac{n_γ}{n_e},
\]

where \(n_γ\) is the ionizing photon density, and \(n_e\) is the electron density. About half of the bolometric luminosity \(L_{\text{bol}}\) of AGN is ionizing, with a mean energy \(\langle h\nu \rangle \simeq 2.5\) Ryd, which implies

\[
n_γ = 2.6 \times 10^7 L_{\text{bol}} r_{pc}^{-2} \text{ cm}^{-3},
\]

where \(L_{\text{bol}} = 10^{46} L_{46}\) and \(r_{pc}\) is the distance from the ion-
izing source in pc. If the absorber extends over a distance comparable to the distance from the continuum source, then a uniform-density absorber with a H column density of $\Sigma_H = 10^{22} \, \text{cm}^{-2}$, has a density of
\[
n_e = 3200 \Sigma_{H,22} r_{pc}^{-3} \, \text{cm}^{-3}.
\] (3)

The absorber ionization parameter is then
\[
U = 8.1 \times 10^3 L_{40} r_{pc}^{-1} \Sigma_{H,22}^{-1}.
\] (4)

Prominent absorption is observed for example from the C$^{+}$ ion, which requires $U < 1$ to be detectable (e.g. Hamann 1997). Thus, even for a large column absorber with $\Sigma_H = 10^{23} \, \text{cm}^{-2}$, an extended uniform-density absorber will be too highly ionized to produce C IV absorption, out to $r \sim 1$ kpc.

Murray et al. (1997) suggested that the overionization problem is avoided by foreground gas which filters the ionizing radiation. Such a filter needs to suppress the ionizing continuum by a factor of $> 10^4$ to avoid overionization (see also Chelouche & Netzer 2003). BALQs do tend to show weaker X-ray emission (Brandt, Laor & Wills 2000), but generally by a factor of only 10–30. Recent high energy X-ray observations suggest the X-ray weakness is intrinsic and not due to absorption (Teng et al. 2014). Furthermore, the recent study of Hamann et al. (2013b) of mini-BALs with extreme velocity outflows, finds only weak X-ray absorption, which is not sufficient to prevent overionization. These observations exclude the radiative shield mechanism as a possible solution for the overionization problem. Current hydrodynamical models of BAL winds also fail to produce a radiative shield which prevents overionization (Higginbottom et al. 2014). The only remaining solution is a highly clumped wind, with a low enough filling factor of $f < 10^{-3}$, which increases $n_e$ and lowers $U$ enough to prevent overionization.

In addition, broad absorption lines display a wide range of ionization levels, which excludes a single uniform-density absorber (Turnshek et al. 1996; Hamann 1997). Given the observed similar kinematics of the different ions, the different absorbers likely have a similar spatial distribution, which lead to the suggestion of a multiphase outflow (Everett, Königl & Arav 2002).

Below we show that radiation pressure compression (RPC) of the outflowing gas, naturally explains the highly clumped nature of BAL outflows. RPC leads to absorbers in the form of thin ‘pancakes’ viewed face-on, as envisioned by Hamann et al. (2013a). RPC also produces a radial density profile in the absorber, which leads to a range in $U$ in a given absorber system. Such a range in $U$ at a given position can be misinterpreted as a multiphase outflow. However, in a multiphase medium one expects the different phases to be in pressure equilibrium, while in RPC the pressure increases with decreasing $U$ (see Section 2.1). We also point out that the ionization structure of the absorber is effectively independent of distance, and a similar mechanism may be relevant for absorbers on significantly larger scales.

In Section 2, below, we briefly review RPC, estimate the expected absorbing column by this mechanism, and describe the numerical calculation. The numerical results are presented in Section 3 and discussed in Section 4. A brief summary is given in Section 5.

2 THEORY

2.1 Radiation Pressure Compression

The RPC mechanism was first applied by Dopita et al. (2002) to the narrow line region (NLR) in AGN. In paper I (Stern, Laor & Baskin 2014a), we applied this method to gas emission on pc to kpc scale, and in paper II (Baskin, Laor & Stern 2014) to the gas in the BLR. In paper III (Stern et al. 2014b) RPC is applied to X-ray warm absorbers, and in this paper we apply it to UV absorbers observed in BALQs. RPC is described in detail in papers I and II. We present here a brief description of the mechanism, and discuss its applicability to BAL outflows. Note that in papers I and II we used RPC as an acronym for Radiation Pressure Confinement. Here we term the same mechanism as Radiation Pressure Compression, to stress the compression of the outflowing gas, which is the essence of this paper. The term confinement was used earlier to stress the confinement mechanism of the non-outflowing BLR and NLR gas.

RPC assumes a non accelerating slab of photoionized gas, i.e. gas in hydrostatic equilibrium. Gravity is cancelled by the centrifugal force in the rotating frame of the gas, and thus the only external force acting on the gas is the radiation force. The radiation force at a given depth in the gas is balanced by the local gas pressure gradient,
\[
dP_{gas}(r) \frac{dr}{d} = \frac{L_{ion}}{4\pi r^2 c} e^{-\tau(r)} n \bar{\sigma},
\] (5)

where $L_{ion}$ is the ionizing luminosity, $r$ is the distance from the continuum source, $n$ is the gas density, $\bar{\sigma}$ is the flux-weighted attenuation cross section per particle, $c$ is the speed of light and $\tau(r)$ is the flux-weighted optical depth from the face of the cloud located at $r_s$, i.e.
\[
\tau(r) = \int_{r_s}^{r} \frac{\tau_{\nu}(r) L_{ion,\nu} e^{-\tau_{\nu}(r)} d\nu}{\int L_{ion,\nu} e^{-\tau_{\nu}(r)} d\nu},
\] (6)

where
\[
\tau_{\nu}(r) = \int_{r_s}^{r} n \sigma_{\nu} dr,
\] (7)

$\sigma_{\nu} \equiv \sigma^{abs}_{\nu} + \sigma^{act}_{\nu}$,

and $\sigma^{abs}_{\nu}$ and $\sigma^{act}_{\nu}$ are the frequency dependent absorption and electron-scattering cross section per particle, respectively. The gas density and temperature structure can be solved for, utilizing equation (5) and the energy equation, as derived from photoionization modelling. The gas pressure of the slab increases inwards, and reaches a maximal value of
\[
P_{gas} = \frac{P_{rad}}{c} + P_h
\] (9)

at $\tau \gg 1$, where
\[
P_{rad} = \frac{L_{ion}}{4\pi r^2}
\] (10)

is the flux incident on the surface of a slab of gas at a distance $r_s$, and $P_h$ is the pressure at the surface due to the ambient medium. If the incident radiation pressure satisfies

\[1\] The relevant luminosity might be somewhat larger than $L_{ion}$, e.g. by a factor of $\approx 2$ for dust absorption, if non-ionizing photons are also attenuated.
then the cloud structure is set by \( P_{\text{rad}} \), and is independent of \( P_c \).

Since \( P_{\text{gas}} = 2n_e k T \) and \( P_{\text{rad}} = \langle h \nu \rangle n_{\gamma} \), we generally get that
\[
U = \frac{P_{\text{rad}}}{P_{\text{gas}}} \sim \frac{2kT}{\langle h \nu \rangle},
\]  

Deep enough in the slab, where all the incident flux is absorbed \( \tau(r) \gg 1 \), the gas pressure inevitably builds up to \( P_{\text{gas}} = P_{\text{rad}} \). Since photoionized gas near the H ionization front is at \( T \sim 10^6 \) K, RPC leads to a universal \( U \sim 0.1 \) in this region, independent of distance from the continuum source.

Closer to the surface of the slab, in regions where \( \tau(r) < 1 \), the fraction of radiation absorbed is \( \tau(r) \), and therefore
\[
P_{\text{gas}} = P_{\text{rad}} \tau(r),
\]  

which gives
\[
U = \frac{2kT}{\tau(r) \langle h \nu \rangle},
\]  

or
\[
U(r) \approx 0.1 \frac{T_s}{\tau(r)},
\]  

where \( T = 10^6 T_s \) K is the gas temperature. For example, at \( \tau(r) \approx 10^{-3} \), the RPC photoionization solution gives \( T \approx 10^6 \) K (paper I, fig. 2 there), which implies \( U = 10^4 \), and the gas is fully ionized. At \( \tau(r) = 0.01 \), the RPC solution gives \( U = 10^8 \), and the gas is very highly but not fully ionized. At \( \tau(r) = 0.1 \), \( T \approx 10^5 \) K, \( U = 10 \) and the gas is rather highly ionized. From this layer onwards we find the ions which can produce the observed UV absorption lines. The structure of \( U(r) \) is nearly independent of distance from the ionizing source.

The ionization structure can be viewed as a superposition of uniform-density optically-thin slabs, starting at a high \( U \) at the surface of the slab, given by the boundary value of \( P_s \), and ending with an optically thick slab at \( U \approx 0.1 \). Thus, a single RPC slab produces a broad range of ionization states (e.g. from Mg\(^{+}\) to C\(^{+}\)), in contrast with a uniform-density slab, where \( U \) is constant, and only deep enough where \( \tau(r) \gg 1 \) the ionization level drops significantly.

Thus, RPC provides a natural solution for the overionization problem. The incident radiation pressure compresses the gas, leading to \( P_{\text{gas}} \approx P_{\text{rad}} \) deep enough, and thus to \( U \approx 0.1 \). The observed broad absorption lines originate from gas at \( U < 10 \), or \( n_e > 0.1 n_{\gamma} \). Using the above relation for \( n_{\gamma} \) (eq 2) we get
\[
n_{e} > 2.6 \times 10^6 L_{46} r_{\text{pc}}^{-1} \text{ cm}^{-3}.\tag{16}
\]

The value of \( n_e \) implies a relative thickness of the absorbing layer, \( D = \Sigma_{H} / n_{e} \), of
\[
\frac{D}{r} < 1.25 \times 10^{-5} \Sigma_{H,22} L_{46}^{-1} r_{\text{pc}}.\tag{17}
\]

Thus, the absorbing gas forms thin sheets in the radial direction. However, if the absorbing gas resides on kpc scale, then \( D/r \approx 1 \), and the gas does not need to be compressed in order to have \( U < 10 \), i.e. avoid overionization.

### 2.1.1 Applicability of RPC to BAL outflows

The hydrostatic RPC solution is valid for a non accelerating outflow. Since the gas is subject to an external force of \( F_{\text{rad}}/c \) by the incident radiation, there must be a counter acting external radial force directed inwards, to balance this force. A plausible mechanism is ram pressure on the outer surface of the outflowing gas by a low density ambient gas. The ram pressure acting on the leading edge of the absorbing outflow is
\[
P_{\text{ram}} \sim m_p n_a v^2,
\]  

where \( m_p \) is the proton mass, \( n_a \) is the number density of the ambient gas and \( v \) is the outflow velocity. The gas pressure deep inside the slab is
\[
P_{\text{gas}} = \frac{F_{\text{rad}}}{c}.
\]  

In order for \( P_{\text{ram}} \) to balance \( P_{\text{gas}} \), \( n_a \) should be
\[
n_a \approx 10^4 \left( \frac{r}{r_{\text{dust}}} \right)^{-2} \left( \frac{v}{10^4 \text{ km s}^{-1}} \right)^{-2} \text{ cm}^{-3},
\]  

where
\[
r_{\text{dust}} = 0.2 L_{46}^{-0.5} \text{ pc}
\]  

is the dust sublimation radius (Laor & Draine 1993). The BAL outflow \( r \) was estimated for only a handful of objects, and the lowest values are \( r \sim 10 r_{\text{dust}} \) (Moe et al. 2009; Hamann et al. 2013a). Substituting this value into equation 20 implies that an ambient gas with \( n_a \sim 10^5 \) cm\(^{-3}\) can produce \( P_{\text{ram}} \) which will balance the absorbed \( P_{\text{rad}} \) and create a hydrostatic RPC BAL outflow. The low value of \( n_a \) implies \( U \sim 10^5 \), and as a result ambient gas which provides pressure support is fully ionized and produces no detectable absorption. The stability of such an outflow is discussed in Section 4.

What happens if the absorbing gas is accelerated by the radiation pressure? If a fraction \( f_{ac} \) of the incident \( P_{\text{rad}} \) leads to an acceleration of the outflow, then only a fraction of \( 1 - f_{ac} \) compresses the gas and contributes to the hydrostatic solution. The gas pressure will build up to \( (1 - f_{ac}) P_{\text{rad}} \), and the ionization parameter to \( U/(1 - f_{ac}) \). However, since a fully hydrostatic solution leads to \( U \approx 0.1 \) at \( \tau \approx 1 \), even a value as high as \( f_{ac} = 0.9 \), which implies \( U \sim 1 \), still provides sufficient compression to produce dense enough gas which produces the observed high ionization lines. If \( f_{ac} = 1 \), then the outflowing gas will not be compressed at all. Self-consistent calculation of the outflow dynamics and ionization structure is required to derive the dynamics of the absorbing gas, as further discussed in Section 4.

### 2.2 An analytic estimate of \( N_{\text{ion}} \)

RPC implies a nearly universal set of ionic columns \( N_{\text{ion}} \) in the absorber, independent of \( L \) and \( r \). The set of predicted \( N_{\text{ion}} \) values can be used to test the validity of the RPC mechanism. Below we provide a simple analytic estimate for \( N_{\text{ion}} \).

A given ion is mostly produced in a layer which has the optimal range of \( U \) values for this ion \( (U_{\text{ion},2} \leq U \leq U_{\text{ion,1}}) \). Since this range is generally small \((\leq 1 \text{ dex})\); e.g. Hamann 1997), the layer has an approximately constant \( T \),
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and a given $\bar{\sigma}$. The hydrostatic solution (equation\[23\]) for the density structure of such a layer is

\[ n = n_1 \exp \left( -\frac{r - r_1}{l_{pr}} \right), \quad (22) \]

where

\[ l_{pr} = \frac{2kT_c}{F_{ion}\bar{\sigma}}, \quad (23) \]

and $r_1$ and $n_1$ are the distance and density at the illuminated face (where $U = U_{ion,1}$; paper II). We assume below for simplicity that $\tau(r) \ll 1$, and that the geometrical dilution of $F_{ion}$ is negligible, i.e. $(r - r_1)/r_1 \ll 1$. The ionic column for an element with abundance $f_{ion}$ is

\[ N_{ion} = f_{ion} \int_{r_1}^{r_2} f_{ion} n_{ion} \, dr, \quad (24) \]

where $f_{ion}$ is the ionized fraction, and $r_2$ is the distance of the layer where $U = U_{ion,2}$. Changing the integration variable from $r$ to $n$, where $dn = dr n/l_{pr}$ (equation\[22\]), yields

\[ N_{ion} = f_{ion} l_{pr} n_1 \int_{n_1}^{n_2} f_{ion} \, dn. \quad (25) \]

The BAL gas is likely to be optically thin to the ionizing radiation, as it is not observed to produce a Lyman edge (e.g. Baskin, Laor & Hamann 2013), and we can assume that $n_1$ remains constant. Since $n = n_1/U$, we can now integrate over $dU$ instead of $dn$, which gives

\[ N_{ion} = f_{ion} l_{pr} n_1 \int_{U_{ion,1}}^{U_{ion,2}} f_{ion} \, dU. \quad (26) \]

Noting that $F_{ion}/c = n_1/(\bar{\nu}U)$ implies

\[ N_{ion} = \frac{2kT}{\bar{\nu}/\sigma} f_{ion} \int_{U_{ion,1}}^{U_{ion,2}} f_{ion} U^2 \, dU, \quad (27) \]

i.e. a universal $N_{ion}$, which depends only on the ionizing Spectral Energy Distribution (SED) and metallicity ($Z$), and is independent of $L$ and $r$. The integral can be approximated as $f_{ion}/U_{ion,1}$, where $f_{ion}$ is the mean ion fraction in the layer, then which gives

\[ N_{ion} = \frac{2kT f_{ion}(f_{ion})}{\bar{\nu}/\sigma U_{ion,1}}. \quad (28) \]

Equation\[28\]can be utilized to estimate $N_{ion}$. For example, we estimate below $N_{ion}$ for C$^{+}$. For $Z = Z_{\odot}$, the abundance of C is log $f_{ion} = -3.6^{+3}_{-2}$ and $f_{ion}/U \approx 0.5/0.05 = 10$ (e.g. Hamann 1997; paper II). As shown above, RPC implies $2kT/\bar{\nu} \approx 0.1$ near the H ionization front, where most of $N_{ion}(C^{+})$ is produced. The value of $\bar{\sigma}$ depends on whether the absorber contains dust. For a dustless absorber, $\bar{\sigma} \approx 10^{-22}$ cm$^2$, which yields $N_{ion}(C^{+}) \approx 10^{8.4}$ cm$^{-2}$. For a dusty absorber, $\bar{\sigma} \approx 10^{-21}$ cm$^2$ and $N_{ion}(C^{+}) \approx 10^{7.4}$ cm$^{-2}$. These two values are comparable to $N_{ion}(C^{+}) \approx 10^{18}$ and $10^{17}$ cm$^{-2}$ derived from photoionization calculations for a dustless and dusty absorber, respectively (Section\[4\]).

2 We quote the value of C abundance from Allende Prieto, Lambert & Asplund (2002) which is adopted by the photoionization code CLOUDY (see Section\[2\]).

2.3 The numerical solutions

We use the photoionization code CLOUDY 10.00 (Ferland et al. 1998) to solve for the ionization structure of an RPC slab. We run the code with the ‘constant pressure’ command, which requires the code to find solutions that satisfy equation\[5\]. The contribution of trapped line emission pressure to the gas pressure is not included for technical reasons of code convergence, but it is not expected to have a significant effect (as discussed in papers II and III). We assume a H total column in the range of $19 \lesssim \log \Sigma_H \lesssim 24$. Three types of SED are adopted (see paper II), which differ in their ionizing slope $\alpha_{ion}$ ($f_{\nu} \propto \nu^{\alpha}$) between 1 Ryd and 1 keV (912–12 Å). The hard, intermediate and soft SED have $\alpha_{ion} = -1.2, -1.6$ and $-2.0$, respectively. We explore three values of metallicity, $Z = 0.5$, 1 and 5$Z_{\odot}$, and adopt the scaling law of the metals with $Z$ from Groves et al. (2004). The RPC solution is independent of the assumed density at the illuminated face of the slab (papers I and II) for the specific value assumed here of 10$^4$ cm$^{-3}$. We use $L_{ion} = 1$ in our calculations to set the physical scale. The explored range in slab distance from the continuum source is 0.1–10$r_{dust}$ for dustless models and 1–100$r_{dust}$ for dusty models (see below). Note that for photoionized gas that absorbs in the UV, $T$ is approximately a few times 10$^4$ K. This $T$ is too low for destroying dust grains by sputtering, and too high to allow grain nucleation. Thus, if the gas is dustless (or dusty) at the outflow origin, it remains such throughout the outflow.

To account for the effect of the observed BAL velocity dispersion on the radiative transport calculations, we execute the photoionization code with the ‘turbulence’ command. The turbulence velocity $b$ parameter is set to be 2000 km s$^{-1}$, which is similar to the width of the typical BAL profile (Gibson et al. 2009; Baskin et al. 2013), and allows the escape of resonance lines. The BAL velocity dispersion is unlikely to be produced by turbulence, as the required turbulence velocity is highly supersonic (Mach number of $\sim 2000/10 = 200$), and the gas would be shocked. Instead, the observed velocity dispersion is likely produced by an ordered velocity field. This mechanism is further discussed in Section\[3\]. We make use of the ‘turbulence’ command since this is the simplest procedure to include the effect of velocity dispersion on the escape of resonance lines in the radiative transport calculations of CLOUDY. The turbulent pressure is not included in the total pressure of the slab, as the observed BAL velocity dispersion originates from large scale ordered motion, rather than from small scale turbulence.

We assume the Galactic ISM grain composition and metal depletion for dusty models, although BALQs are observed to contain dust which has an extinction law similar to that of the Small Magellanic Cloud (SMC; Sprayberry & Feltz 1992; Baskin et al. 2013). The SMC grain composition is not used, since it is not one of the built-in grain types of CLOUDY, and incorporating SMC dust into the code is beyond the scope of this study. The adopted grain composition should not affect significantly the calculations, given the overall similarity of the Galactic and SMC extinction curves (Weingartner & Draine 2001).

We scale linearly the dust to gas ratio with $Z$, and SMC extinction curves (Weingartner & Draine 2001).
Below, we adopt models with the intermediate SED (i.e. \( \alpha_{\text{ion}} = -1.6 \)), \( Z = Z_{\odot} \) and \( r = r_{\text{dust}} \), unless otherwise noted.

3 RESULTS

3.1 Comparison with uniform-density models

Figure 1 demonstrates the main difference between RPC models and uniform-density models. The figure compares the calculation of \( N_{\text{ion}} \) as a function of \( \Sigma_{\text{H}} \) for an RPC model and three uniform-density models, with \( U = 0.01, 0.1 \) and 1. The gas is assumed to be dustless. For the RPC model, \( N_{\text{ion}} \) sharply increases by >3 dex in a small range of \( \Sigma_{\text{H}} \) (~0.2 dex), and reaches its asymptotic value for the high- and intermediate-ionization ions. The sharp increase in \( N_{\text{ion}} \) occurs at \( \Sigma_{\text{H}} \simeq 10^{22.5} \text{ cm}^{-2} \) for ions of all ionization states. The rise in \( N_{\text{ion}} \) of low-ionization ions (see \( C^+ \)) continues for larger \( \Sigma_{\text{H}} \), but with a shallower slope. The RPC solution for \( N_{\text{ion}} \) versus \( \Sigma_{\text{H}} \) is unique, and is independent of the assumed \( L, r \) and \( n \) at the illuminated face of the RPC slab (papers I and II). In contrast, the uniform-density models show a gradual increase of \( N_{\text{ion}} \) with \( \Sigma_{\text{H}} \), and the asymptotic value of \( N_{\text{ion}} \) depends on the adopted value for \( U \).

3.2 The structure of a dustless absorber

Figure 2 presents a more detailed view of \( N_{\text{ion}} \) as a function of \( \Sigma_{\text{H}} \) for a variety of ions. The calculated \( N_{\text{ion}} \) of all ions sharply increases from \( < 10^{14} \text{ cm}^{-2} \) at \( \Sigma_{\text{H}} < 0.2 \times 10^{23} \text{ cm}^{-2} \) to the asymptotic value at \( \Sigma_{\text{H}} \simeq 0.3 - 0.4 \times 10^{23} \text{ cm}^{-2} \). The steep gradient of \( N_{\text{ion}} \) can be explained as follows. For a given ion, \( N_{\text{ion}} \) accumulates in the range of \( \Sigma_{\text{H}} \) which corresponds to the range of \( U \) that is optimal for the creation of this ion. In the range of \( \Sigma_{\text{H}} \) where the slab is optically thin to the ionizing radiation, \( n_{\gamma} \) is nearly constant, and thus \( U \) is set by \( n \). For an RPC gas, \( n \) rises exponentially with depth (equation 22), which produces the steep increase of \( N_{\text{ion}} \) with \( \Sigma_{\text{H}} \) towards the optimal \( U \) region. Slightly deeper, \( U \) drops steeply below the optimal values, and \( N_{\text{ion}} \) reaches the asymptotic value.

The asymptotic value of \( \log N_{\text{ion}} \) is \( \simeq 18 \) for \( O^{5+} \) and \( C^{3+} \), and 17 for \( N^{4+} \) and \( Si^{2+} \). For low-ionization ions, with creation energy \( < 1 \text{ Ryd} \) (i.e. \( C^+ \) and \( Mg^+ \)), \( N_{\text{ion}} \) does not reach an asymptotic value, and continues to increase with a shallow slope in the partially ionized region at \( \Sigma_{\text{H}} > 0.5 \times 10^{22} \text{ cm}^{-2} \), where the density remains uniform. At \( \Sigma_{\text{H}} = 0.5 \times 10^{23} \text{ cm}^{-2} \), the calculated \( N_{\text{ion}} \) of \( C^+ \) and \( Mg^+ \) is \( \simeq 18 \) and 17.3, respectively, which produces strong low ionization Broad Absorption Lines (LoBALs). Since the fraction of LoBALQs in the BALQ population is only a few per cent (Trump et al. 2006; Allen et al. 2011), there should be a mechanism that caps the absorber at \( \Sigma_{\text{H}} < 0.4 \times 10^{23} \text{ cm}^{-2} \) so that \( N_{\text{ion}} \) of the low-ionization ions does not build up to significant values (> \( 10^{16} \text{ cm}^{-2} \)), see discussion in Section IV.

Figure 3 presents the dependence of \( N_{\text{ion}}(\Sigma_{\text{H}}) \) on \( \alpha_{\text{ion}} \) and \( Z \) for various ions. The upper three panels present \( N_{\text{ion}}(\Sigma_{\text{H}}) \) for \( \alpha_{\text{ion}} = -1.2, -1.6 \) and -2.0, for \( Z = Z_{\odot} \). The sharp rise in \( N_{\text{ion}} \) occurs at \( \Sigma_{\text{H}} \simeq 0.9, 0.3 \) and \( 0.1 \times 10^{23} \text{ cm}^{-2} \) for \( \alpha_{\text{ion}} = -1.2, -1.6 \) and -2.0, respectively. This trend occurs because a softer ionizing SED (i.e. a more negative \( \alpha_{\text{ion}} \)) implies a smaller \( n_{\gamma} \) at a given \( L_{\text{bol}} \), and therefore requires a lower \( n_{\text{e}} \), or a smaller \( \Sigma_{\text{H}} \), to reach the optimal \( U \). The width of the transition range, \( \simeq 0.1 \times 10^{23} \text{ cm}^{-2} \), is roughly independent of \( \alpha_{\text{ion}} \). The two bottom panels present models with \( Z = 0.5 \) and \( 5Z_{\odot} \), for \( \alpha_{\text{ion}} = -1.6 \). The transition range centre is roughly independent of \( Z \), and is located at \( \Sigma_{\text{H}} \simeq 0.3 \times 10^{23} \text{ cm}^{-2} \). The width of the range decreases from 0.2, through 0.1, to \( \simeq 0.02 \times 10^{23} \text{ cm}^{-2} \) for \( Z = 0.5, 1 \) and \( 5Z_{\odot} \), respectively. The width is therefore proportional to \( Z^{-1} \), as expected since the metals dominate the opacity in this range of \( U \), and a given \( \tau \) is required to reach the optimal \( U \).

To summarize, Figure 4 indicates that \( \alpha_{\text{ion}} \) mainly controls the centre of the transition range of \( \Sigma_{\text{H}} \), while \( Z \) mainly controls its width.

Figure 4 presents the dependence of the asymptotic value of \( N_{\text{ion}} \) on \( \alpha_{\text{ion}} \) and \( Z \). We use \( \Sigma_{\text{H}} = 4 \times 10^{22} \text{ cm}^{-2} \), which is well above \( \Sigma_{\text{H}} \) for which \( N_{\text{ion}} \) of all ions (except \( C^+ \) and \( Mg^+ \)) reaches the asymptotic value (Fig. 3). The left panel presents the \( Z \) dependence for \( \alpha_{\text{ion}} = -0.5 - 5 \), for \( \alpha_{\text{ion}} = -1.6 \). As expected, \( N_{\text{ion}} \) increases with \( Z \). The increase is linear for the low-ionization ions (\( C^+ \) and \( Mg^+ \)), but is smaller than linear for the higher-ionization ions. The sub-linear increase results from the decreasing width of the transition \( \Sigma_{\text{H}} \) with increasing \( Z \) (Fig. 3), which compensates part of the increase of element abundance with \( Z \). The only exception is the \( N^{+4} \) column where the dependence is steeper than linear, as expected since the \( N \) abundance \( \propto Z^2 \) (Section IV). Here as well, the rise in \( N_{\text{ion}} \) of \( N^{+4} \) is lower than \( Z^2 \) due to the decrease in the width of the transition \( \Sigma_{\text{H}} \).

The right panel of Fig. 4 presents the dependence of \( N_{\text{ion}} \) on \( \alpha_{\text{ion}} \) for values in the range \(-2.0 \) to \(-1.2 \), for \( Z = Z_{\odot} \). The value of \( N_{\text{ion}} \) is nearly independent of \( \alpha_{\text{ion}} \) for most ions, and typically varies by less than 0.5 dex for the ions which show either positive or negative dependence.

Figure 5 presents the asymptotic \( N_{\text{ion}} \) of various ions as a function of distance. It shows that \( N_{\text{ion}} \) is nearly independent of distance, despite the factor of 100 in distance, and therefore the factor of \( 10^4 \) in \( n_{\text{e}} \) at a given \( \tau \). This reflects the nearly universal \( U(\tau) \) RPC solution, which is almost independent of distance (e.g. paper I). Thus, RPC provides a clear signature in the distribution of \( N_{\text{ion}} \) values, which depends significantly only on the gas metallicity. The distribution is nearly independent of the gas environment, distance from the ionizing source, and the illuminating SED. However, one should keep in mind the significant uncertainty concerning the validity of the hydrostatic solution, as further discussed in Section IV.

3.2.1 The predicted UV versus X-ray absorption spectrum

Figure 6 compares the predicted absorption spectrum in the UV and in the X-ray regime for five values of \( \Sigma_{\text{H}} \), as derived from the cloudy calculations. The values of \( \Sigma_{\text{H}} \) of 3.1, 3.3, 3.5, 4 and 4.5 \( \times 10^{22} \text{ cm}^{-2} \), are chosen such that a marginal, a saturated and a heavily saturated CIV absorption is produced for the first three values. The last two values produce LoBALs and a nearly fully absorbed UV. The flux at \( E = 2 \text{ keV} \), which is used to measure \( \alpha_{\text{ox}} \), is not significantly affected by the absorption (\( < 0.25 \text{ dex} \)) for \( \Sigma_{\text{H}} < 4 \times 10^{22} \text{ cm}^{-2} \). A similar result was found by
A zoom on Figure 1. A comparison of $N_{\text{ion}}$ versus $\Sigma_H$ derived from the RPC solution for various ions (leftmost panel), and the relations derived from uniform-density solutions for different $U$ values (indicated in each of the other three panels). The RPC solution shows a sharp rise in $N_{\text{ion}}$ to its maximal value within a small range of $\Sigma_H$ (~0.2 dex), which occurs at $\Sigma_H \approx 10^{22.5} \text{ cm}^{-2}$. The $N_{\text{ion}}$ of the low-ionization ions continues to increase within the inner partially-neutral region. In contrast, the uniform-density solutions produce a gradual rise in $N_{\text{ion}}$ over a wide range (~2 dex) of $\Sigma_H$, with a maximal value which depends on $U$.

3.3 Dusty absorber

Figure 2 compares the relation between $N_{\text{ion}}$ and $\Sigma_H$ for a dusty and a dustless slab. There are two main differences. First, in dusty gas the asymptotic value of $N_{\text{ion}}$ is reached at $\Sigma_H \approx 10^{20.5} - 10^{21.5} \text{ cm}^{-2}$ depending on the ion ionization state, compared to $\Sigma_H \approx 10^{22.5} \text{ cm}^{-2}$ for dustless gas. Second, the rise in $N_{\text{ion}}$ to its asymptotic value occurs over a range of $\Delta \Sigma_H \approx 1$ dex in dusty gas, compared to a much sharper rise which occurs over $\Delta \Sigma_H \approx 0.1 - 0.2$ dex in dustless gas. The first effect is expected since $\sigma$ is larger by ~1 dex in dusty gas than in dustless gas ($\approx 10^{-21}$ for dust versus $\approx 10^{-23} \text{ cm}^2$ or lower for the gas). The more gradual increase of $N_{\text{ion}}$ in dusty gas results from the constant dust opacity of dusty gas, in contrast with the ionization dependent gas opacity which increases with increasing gas density in dustless gas, and leads to a steep rise of $n$ with $\Sigma_H$ (paper I).

Dust is the dominant absorber of the ionizing radiation for $U > 10^{-2}$ (Netzer & Laor 1993). In RPC gas, $U \sim 0.1$, and therefore most (~80 per cent) of the ionizing photons are absorbed by dust and converted to thermal dust emission (paper I), rather than ionize the gas. This leads to the order of magnitude reduction in $N_{\text{ion}}$ for most ions (for the very high-ionization Mg$^{++}$ ion the column is reduced by ~2 dex). In some cases the reduction is smaller, due to the modified ionization structure (Si$^{++}$, Mg$^+$ and N$^{+4}$ decrease by ~0.2-0.5 dex). Some of the elements are expected to be heavily depleted into grains, in particular Si, which leads to a reduction in the asymptotic $N_{\text{ion}}$ of Si$^{++}$ by 2 dex.

Figure 3 presents the dependence of the transition $\Sigma_H$ and the asymptotic $N_{\text{ion}}$ on $\alpha_{\text{ion}}$ and $Z$ in a dusty absorber. The transition $\Sigma_H$ is smaller for a softer $\alpha_{\text{ion}}$, as in the case of a dustless slab (Fig. 1). This results from the increasing dust $\sigma$ for the softer SED, which is more strongly dominated by the UV emission. A rise in $Z$ lowers the transition $\Sigma_H$, as expected given the increase of dust content with $Z$, which implies a rise in $\sigma$. The asymptotic $N_{\text{ion}}$ are effectively independent of $\alpha_{\text{ion}}$, and show some rise with $Z$, which is dif-

Hamann et al. (2013a) for a uniform-density absorber. This implies that the measured $\alpha_{\text{ion}}$ for High ionization BALQs (HiBALQs) is a good tracer of the intrinsic SED. The column required to produce significant X-ray absorption above 2 keV extinguishes the UV shortward of 2000 Å completely. A dusty absorber produces more significant UV absorption at a given $\Sigma_H$ (see below), and therefore implies a weaker X-ray absorption. We further discuss the implications of the X-ray absorption spectrum in Section 4.
different for different ions. The expected reddening associated with $N_{\text{ion}}$ is discussed in Section 4.

Figure 3. The effect of $\alpha_{\text{ion}}$ and $Z$ on the solution for $N_{\text{ion}}$ versus $\Sigma_H$ in a dustless RPC slab. The values of $\alpha_{\text{ion}}$ and $Z$ are noted at each panel. The value of $\Sigma_H$ where $N_{\text{ion}}$ sharply increases, depends mostly on $\alpha_{\text{ion}}$, increasing from $\approx 0.1 \times 10^{23} \text{cm}^{-2}$ for $\alpha_{\text{ion}} = -2.0$ to $\approx 0.8 \times 10^{23} \text{cm}^{-2}$ for $\alpha_{\text{ion}} = -1.2$. The width of the transition range is proportional to $Z^{-1}$.

Figure 4. The asymptotic value of $N_{\text{ion}}$ of various ions versus $Z$ (left panel) and $\alpha_{\text{ion}}$ (right panel). The slab is dustless and has $\Sigma_H = 4 \times 10^{23} \text{cm}^{-2}$. Left panel presents models with $0.5 \leq Z/Z_\odot \leq 5$ and $\alpha_{\text{ion}} = -1.6$; right panel presents $-2 \leq \alpha_{\text{ion}} \leq -1.2$ and $Z/Z_\odot = 1$ (each cross marker denotes a specific photoionization model run). The value of $Z$ has a prominent ($\gtrsim 1$ dex) effect on the low-ionization ions, and on $N^{4+}$. The adopted $\alpha_{\text{ion}}$ has a significant effect only on $Al^{++}$ ($\approx 0.7$ dex), and a negligible effect on most other ions.

Figure 5. The dependence of the asymptotic value of $N_{\text{ion}}$ on the distance from the ionizing source, measured in units of $r/r_{\text{dust}}$. The slab is dustless with $\Sigma_H = 4 \times 10^{23} \text{cm}^{-2}$. The ionic column abundance is independent of $r$, over the explored range of 2 dex in $r$. This demonstrates the universality of the RPC solution, which is not affected by the distance from the AGN.

4 DISCUSSION

As shown above, RPC may solve the overionization problem of BAL outflows, by naturally explaining the small filling factor of the absorbing gas. The small filling factor solution is necessary given the observed absence of a large enough suppression of the ionizing continuum along our line of sight (Hamann et al. 2013a), as required by the X-ray shield mechanism to prevent overionization (Murray et al. 1993; Chelouche & Netzer 2001). The compression of the gas, which leads to the small filling factor, is an inevitable effect in photoionized gas, and leads to the observed ionization state of the gas. There are no free parameters involved in the
solution. The outflowing gas forms thin sheets or filaments transverse to the outflow, as diffuse gas which potentially rises from the disc (likely a disc wind) is compressed along the radial direction, while maintaining its original extent in the transverse direction.

Furthermore, RPC leads to a wide distribution of ionization states in the outflowing gas, due to the density gradient in the radial direction. This explains the observed similar absorption profiles from a wide range of ionization levels, which lead to the suggestion of a multiphase outflow (Everett et al. 2002).

A robust prediction of RPC is the value of \( N_{\text{ion}} \) for various ions. The predicted set of \( N_{\text{ion}} \) values is effectively independent of distance, is weakly dependent on \( \alpha_{\text{ion}} \), and shows some dependence on \( Z \). The predicted values can be used to test the validity of RPC. The predicted column of the UV absorbing layer is \( \approx 10^{22} \, \text{cm}^{-2} \) (Fig. 2). Generally, the required column to produce significant absorption over a range of say 3000 km s\(^{-1}\) by a specific ion is \( \approx 3 \times 10^{16} \, \text{cm}^{-2} \), for the typical oscillator strength of \( \sim 0.5 \) for resonance lines. Thus, the most abundant elements, C, N, O and Ne (\( X/H \sim 10^{-4} \)), are expected to produce highly saturated broad absorption lines. The somewhat less abundant elements of Mg, Si, S and Fe (\( X/H \sim 10^{-5} \)) can also produce saturated absorption. The lower abundance elements of Na, Al, Ar and Ca (\( X/H \sim 3 \times 10^{-6} \)) are not expected to produce...
strong broad absorption lines; and elements like P, Cl and K can produce detectable absorption only if narrow.

The above estimate is valid for HiBALQs. In LoBALQs the H ionization front is passed, the total absorber column is a few times larger, and the column of low-ionization ions (e.g. Mg$^+$ and C$^+$) is correspondingly higher (Figure 2). Furthermore, the column of the metals is linear with Z (Figure 2), and thus high metallicity LoBALQs can show absorption of low-ionization lines of rather rare elements (X/H $\sim$ 10$^{-7}$). Comparison with observations is described below (Section 4.1).

4.1 The highly ionized layer

As shown in Fig. 2, the UV absorbing layer is reached only after a column of $\sim$ 3 x 10$^{22}$ cm$^{-2}$ of highly ionized gas is passed. This corresponds to an electron scattering optical depth of $\tau_{\text{es}} = 0.02$, which yields $P_{\text{gas}} = 0.02 P_{\text{rad}}$. At this optical depth $T \approx 10^8$ K (fig. 2 in paper I), and therefore $U \approx 50$ (eq. [35]), which is low enough to allow the gas to absorb in the UV. This ‘compressing layer’ is required not to shield the gas from the ionizing radiation, but to allow the gas to become dense enough to start absorbing in the UV.

The width of the compressing layer $\Delta r$ cannot be larger than $r$. What are the conditions required to allow $\Delta r/r < 1$? The density in this layer grows exponentially (eq. [22]) over a length scale $l_{\text{pr}}$ (eq. [23]). The column density of a layer of thickness $\Delta r$, starting with a surface density $n_{\text{s}}$, is

$$\Sigma_{\text{H}} = l_{\text{pr}} n_{\text{s}} \exp \left( \frac{\Delta r}{l_{\text{pr}}} \right). \quad (29)$$

The value of $\Delta r$ is therefore set by $l_{\text{pr}}$ and $n_{\text{s}}$. Assuming $T \approx 10^6$ K (e.g. fig. 2 in paper I) and $\sigma = \sigma_{\text{es}}$, and using $F_{\text{rad}} = 8.4 \times 10^7 L_{46} r_{pc}^{-2}$ erg s$^{-1}$ cm$^{-2}$, (30) yields

$$l_{\text{pr}} = 0.05 L_{46}^{-1} r_{pc} \text{ pc}. \quad (31)$$

There is therefore a minimal value for $n_{\text{s}}$ which allows the slab to reach $\Sigma_{\text{H}} \approx 3 \times 10^{22}$ cm$^{-2}$ within $\Delta r$. The minimal value is

$$n_{\text{s}} = 2 \times 10^5 L_{46} r_{pc}^{-2} \exp \left( \frac{-\Delta r}{l_{\text{pr}}} \right) \text{ cm}^{-3}. \quad (32)$$

Thus, if $\Delta r/l_{\text{pr}} > 10$, the required column can be reached even for $n_{\text{s}}$ as low as 1 cm$^{-3}$, and the build up of the compressing layer by RPC is unavoidable. However, for $\Delta r/l_{\text{pr}} < 1$, compression is not significant. This occurs for

$$r_{pc} > 20 L_{46}. \quad (33)$$

or

$$\frac{r_{pc}}{r_{\text{dust}}} > 100 L_{46}^{1/2}. \quad (34)$$

If the absorber is dusty, then $\sigma \sim 10^3 \sigma_{\text{es}}$, the value of $l_{\text{pr}}$ is correspondingly smaller and compression will be effective out to 20$L_{46}$ kpc.

Given the small $\tau$ and the high ionization of this compressing layer, dusty or dustless, it will be largely unobservable. The transition region in this layer, from the fully ionized region at $U > 1000$, to the UV absorbing region at $U < 10$, is a layer of highly but not fully ionized gas. This layer produces absorption edges and lines in the soft X-ray regime, e.g. by O$^{7+}$ and O$^{8+}$ ions, commonly observed in Seyfert galaxies. The observational signature of RPC in the soft X-ray regime is discussed in paper III. Here we just mention in passing two implications which are relevant for X-ray observations. First, the RPC absorber produces negligible absorption at 2 keV for $\Sigma_{\text{H}} \lesssim 4 \times 10^{22}$ cm$^{-2}$.

Figure 7. A comparison between a dusty and dustless RPC slab. Note that $\Sigma_{\text{H}}$ is on a logarithmic scale (cf. Fig. 2 where the scale is linear). The increase of $N_{\text{ion}}$ with $\Sigma_{\text{H}}$ is significantly more gradual for the dusty model (left panel) compared to the dustless model (right panel). For the dusty model, high- and intermediate-ionization ions reach their asymptotic $N_{\text{ion}}$ at $\Sigma_{\text{H}} \approx 10^{21.5}$ cm$^{-2}$, which is smaller by 1 dex compared to the dustless model. The asymptotic value of $N_{\text{ion}}$ in the dusty model is smaller by $\gtrsim$1 dex than in the dustless model for most ions. In particular, the asymptotic value of $N_{\text{ion}}$(Si$^{9+}$) is $< 10^{15}$ cm$^{-2}$ in the dusty model, compared to $10^{16.8}$ cm$^{-2}$ in the dustless model, since Si is heavily depleted into grains in the Galactic ISM composition which we adopt for the dusty model.
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\begin{figure}
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\caption{The same as Fig. 3 for a dusty RPC slab. Note that \( \Sigma_H \) is on a logarithmic scale (cf. Fig. 3 where the scale is linear). Varying the assumed \( \alpha_{\text{ion}} \) and \( Z \) has a similar effect on \( \Sigma_H \) at which \( N_{\text{ion}} \) starts to increase. A steeper \( \alpha_{\text{ion}} \) (higher \( Z \)) shifts this \( \Sigma_H \) to a lower value compared to a shallower \( \alpha_{\text{ion}} \) (lower \( Z \)). The width of the transition range here also scales as \( Z^{-1} \).}
\end{figure}

(\( \alpha_{\text{ion}} \)) is, as indeed indicated by the weaker \He H\( \lambda 1640 \) emission in HiBALQs, which is sensitive to the shape of the ionizing SED (Baskin et al. 2013). Second, HiBALQs should present a complex (line) absorption in the X-ray, with \( \Sigma_H \) of a few times \( 10^{22} \) cm\(^{-2} \), as indeed observed (e.g. Gallagher et al. 2002; Piconcelli et al. 2010).

We note that the highly ionized surface layer may not be present, if the absorbing gas originates in dense gas clouds which enter the radiation field (say from a disc wind). If \( n_a \) is large enough to produce say \( U < 10 \) already at the surface, then the RPC solution remains the same, but just lacks the higher \( U \) surface layers (e.g. paper II, fig. 2 there).

\subsection{4.2 The UV absorbing layer}

How thick is the UV absorbing layer? Only a small fraction of \( \sim 10 \) per cent of BALQs are LoBALQs which show absorption by ions of low ionization, such as Mg\( \text{II} \) and Al\( \text{III} \) (Reichard et al. 2003; Trump et al. 2006; Gibson et al. 2009; Allen et al. 2011). The RPC solution shows a sharp transition to a low ionization region at \( \Sigma_H > 4 \times 10^{22} \) cm\(^{-2} \), where the \He H\(^0 \) column sharply rises. Observations indicate that in regular high-ionization BALQs the outflow is optically thin at the Lyman limit (Baskin et al. 2013), which implies \( \Sigma_H < 3.8 \times 10^{22} \) cm\(^{-2} \). However, for a slightly smaller \( \Sigma_H < 3 \times 10^{22} \) cm\(^{-2} \), no significant UV absorption lines are produced. What produces such a fine tuning of \( \Sigma_H \) in a fair fraction of AGN which are HiBALQs (3–30 per cent, depending on the He\( \text{II} \) emission strength and reddening; Baskin et al. 2013)?

An answer to the above question may come from hydrodynamical + photoionization modelling of the outflows. To gain some insight, we present in Figure 9 the force per unit mass, i.e. the acceleration \( a \), exerted by the absorbed radiation as a function of depth into the cloud. The left panel shows the dustless gas model. Close to the surface the gas is fully ionized and \( a = a_{\alpha_{\text{ion}}} \), the acceleration expected from pure electron scattering. Deeper into the gas the opacity builds up, and thus \( a \) increases. A peak is present near the He\( \text{II} \) ionization front, with another sharper peak near the \He H\ionization front. In the hydrostatic case, \( a \) is balanced by the gas pressure gradient. The outflowing gas is likely fed by a vertical disc wind (e.g. Czerny & Hryniewicz 2011). Once the wind is high enough above the disc, it becomes exposed to the central ionizing radiation, which produces a radial outflow. Since \( a \) increases inwards as \( r^{-2} \), a faster outflow is generated at smaller \( r \). The inner outflow compresses the gas lying further outside which is moving at a lower velocity. The outflow is therefore compressed in the radial direction. Before the hydrostatic solution is reached the gas is radially accelerated. The plot in Fig. 9 may be proportional to \( a \) when the gas is on its way to reach the hydrostatic solution. The peaks in \( a \) may lead to a sharp change in the local wind structure, and potentially a dynamical instability (e.g. Rayleigh-Taylor instability when dense gas is accelerated to a lower density gas). This may set the maximal outflowing column, as observed in HiBALQs. The exact time-dependent dynamics of the compression by radiation pressure, and possibly related instabilities, require detailed numerical simulations.

The right panel of Fig. 9 shows \( a \) for dusty gas. Close to the surface the opacity is dominated by dust, which gives
a factor of $\sim 10^3$ enhancement in $a/a_{es}$. Once the dusty gas becomes optically thick, the radiation becomes extinct and the gas falls back into the disc, e.g. the failed wind scenario suggested by Czerny & Hryniewicz (2011). Only a small feature is seen near the H front, so the resulting structure may be less susceptible to an instability which may limit the absorbing column.

We note that LoBALQs always show strong absorption of high-ionization lines. There are no LoBALQs where a HiBAL component can be excluded. This agrees with RPC, as a high-ionization layer must always be present in front of the lower-ionization layer. This is in contrast with uniform-density models for LoBALQs, where a dense absorber with only low-ionization lines is a valid possibility.

### 4.3 Possible contribution to the BLR emission

Is significant line emission expected from the BAL outflow? Scattering of resonance lines is inevitable, and was used by Hamann, Korista & Morris (1993) to exclude CF=1 in BALQs. However, in addition to resonant scattering the outflowing gas is expected to cool by line emission. The emission per unit area scales as $\propto \Sigma_H n$. In both the BLR gas and in the absorbing gas one gets $\Sigma_H \sim 10^{22} \text{ cm}^{-2}$ for the UV emitting/absorbing layer. But, if the outflow is diffuse, $n$ is lower by a factor of $\sim 10^3 - 10^4$ than the BLR value, and thus the relative emission from the outflow is negligible. RPC implies that $n$ is comparable in both regions (paper II), and thus the emission from the outflowing gas may not be negligible. In HiBALQs, the wind is optically thin at the Lyman limit, so the total emission per unit area is smaller than expected from the BLR. However, the difference may be small for the higher-ionization lines, formed well before the H ionization front. In LoBALQs, a H ionization front is clearly present, so the emission per unit area is the same as for the BLR gas. In fact, since $n$ is also similar, and $v$ is also comparable to the typical FWHM in the BLR of a few 1000 km s$^{-1}$, LoBALQs are likely lines of sight through the outskirts of BLR, before the total column builds up to $\Sigma_H > 10^{23} \text{ cm}^{-2}$, enough to completely obscure the inner parts of the AGN (e.g. Fig. 6 bottom panel) and turn it into a type 2 AGN. Obscuration will be significant if the gas is dusty, as observed for gas just outside the BLR Suganuma et al. (2006). If the BLR gas originates from a failed dusty disc wind (Czerny & Hryniewicz 2011), then the outskirts of the BLR will form a sheared radially driven failed wind, which would explain why only a blueshifted absorbing gas is generally seen.

The BAL outflow produces CF $\sim 0.1$, compared to CF $\sim 0.3$ of the BLR gas (Korista et al. 1997, Maiolino et al. 2001, Riff et al. 2012). A line of sight below the outflow passes through the outskirts of the BLR, and produces LoBALQs. This outskirts region has CF $\sim 0.01$. Some observational evidence for potential contribution of the BAL outflow to the BLR emission is discussed in Baskin et al. (in prep.).

### 4.4 The absorber velocity structure

What produces the velocity structure of the absorber? The hydrostatic solutions presented here do not address the velocity structure of the absorber. A time dependent hydrodynamic solution is required to address the expected profile (e.g. Proga & Kallman 2004, Giustini & Proga 2012). We note in passing that in the failed wind solution, the fast outflow may result from gas closer to the centre, which slows down as it accumulates more gas as it moves out. Eventually, the radial velocity drops close to zero, and the flow line falls back to the disc. The gas may be in a steady state, where our line of sight intersects the flow line of a continuous flow above the disc surface. Since the solution is non hydrostatic, only part of the radiation pressure compresses the gas, and the rest leads to an acceleration of the outflow. The lower compression will lead to a lower $n$ and a higher ionization. From the mass continuity equation, we also expect $n \propto v$ to be conserved along flow lines in a steady state. The outflowing gas is expected to be more highly ionized at higher $v$. Indeed, in LoBALQs, the high-ionization lines extend to higher outflow velocities compared to the low-ionization lines. Also, in
HiBALQs, the average outflow velocities extend to higher values, as the He II λ1640 emission EW becomes weaker (Baskin et al. 2013). The He II EW likely provides a measure of the hardness of the ionizing SED. A harder SED overionizes the illuminated gas to a larger column, where the gas is denser (Fig. 5), and thus eliminates the absorption down to smaller \( v \) and higher \( n \) along the flow line. A quantitative modelling of the observed magnitude of the effect (Baskin et al. 2013; Baskin et al., in prep.) can be used to constrain the value of \( n \) versus \( v \), and allow one to measure the deviation from the hydrostatic solution.

### 4.5 The expected response to changes in luminosity

What is the expected response of the absorbing column to changes in the ionizing continuum? As discussed by Chevallier et al. (2005) for warm absorbers, there are a few relevant timescales. First, the dynamical time \( t_{\text{dyn}} = D/c_s \), the time it will take the gas to adapt to a new steady state solution, where \( c_s \) is the sound velocity, and \( D \) is the width of the relevant layer. For a UV absorbing layer just outside the BLR, \( D = \Sigma_H/n \simeq 10^{22}/10^5 = 10^{17} \) cm and \( c_s \simeq 10^6 \) cm s\(^{-1} \) which gives \( t_{\text{dyn}} \simeq 1 \) yr. The ionization/recombination time scale is \( t_{\text{ion}} = 1/(\alpha \times n) \), where \( \alpha \) is the recombination rate, which gives \( t_{\text{ion}} \simeq 1 \) hr. The light crossing time for a luminous 10\(^6\) erg s\(^{-1} \) AGN is \( t_{\text{arc}} = r/c = 10^{17}/3 \times 10^{10} = 1 \) yr, but this is not relevant here, as we discuss changes only along the line of sight. For example, if the continuum changes significantly on a month timescale (typical for luminous quasars), then the gas ionization responds effectively instantaneously, while the gas density does not respond. As a result, \( t_{\text{arc}} \) at each point in the absorbing layer follows the luminosity changes. Since \( N_{\text{ion}} \propto \Sigma_H \) (from Strömgren depth consideration), the value of \( N_{\text{ion}} \) of various ions will follow the change in luminosity. On \( t > t_{\text{dyn}} \) timescales, the hydrostatic solution holds, with the mean luminosity over the \( t_{\text{dyn}} \) timescale. For example, a transition from a constant low luminosity to a constant high luminosity on a year timescale, will produce a matching rise in \( N_{\text{ion}} \), followed by a drop in \( N_{\text{ion}} \) to the earlier values on a year timescale, despite the constant luminosity. This pattern of change in \( N_{\text{ion}} \) is a unique signature of the RPC mechanism. The measurement of \( t_{\text{dyn}} \) through the response of the absorption to luminosity variations can be used to measure the distance of the absorber from the ionizing source, as \( t_{\text{dyn}} \propto D \propto r^2 \).

### 4.6 Dusty absorber

There are three main differences between the dustless and the dust absorber. First, the asymptotic value of \( N_{\text{ion}} \) is reached by \( \Sigma H \approx 10^{20.5} - 10^{21.5} \) cm\(^{-2} \) in a dustless absorber, compared to \( \Sigma H \approx 10^{22.5} \) cm\(^{-2} \) in a dusty absorber. Second, \( N_{\text{ion}} \) rises to its asymptotic value over a range of \( \Delta \Sigma_H \approx 1 \) dex in a dusty absorber, compared to a smaller range of \( \Delta \Sigma_H \approx 0.1 - 0.2 \) dex in a dustless absorber. Finally, the asymptotic value of \( N_{\text{ion}} \) is smaller by at least \( \sim 0.5 \) dex for most ions in a dusty absorber. For example, the asymptotic \( N_{\text{ion}} \) of C\(^{3+} \) and O\(^{5+} \) is reduced by 1 dex to \( \approx 10^{16.5} \) cm\(^{-2} \), and for N\(^{4+} \) it is reduced by 0.5 dex to \( \approx 10^{16.5} \) cm\(^{-2} \). The reduction in the asymptotic \( N_{\text{ion}} \) of Si\(^{3+} \) is significantly larger, by a factor of 2 dex to \( \approx 10^{14.7} \) cm\(^{-2} \), since Si is assumed to be heavily depleted into grains.

While the predicted maximal \( N_{\text{ion}} \) for the C\(^{4+} \) BAL is consistent with observations (see below), the predicted \( N_{\text{ion}} \) for Si\(^{3+} \) in a dusty absorber is too low to produce the observed typical Si\(^{4+} \) absorption. Approximately 50 per cent of C\(^{4+} \) BALQs also present Si\(^{4+} \) BAL absorption (e.g. Gibson et al. 2009), which is marginally saturated (Baskin et al. 2013). This Si\(^{4+} \) absorption requires \( N_{\text{ion}} \approx 10^{16} \) cm\(^{-2} \), which is larger by \( \geq 1 \) dex than the predicted maximal \( N_{\text{ion}} \) of Si\(^{3+} \) in a dusty absorber. This apparent inconsistency may result from the assumed dust composition. The CALYD model assumes Galactic ISM dust (Section 2.3), while the reddening observed in BALQs is remarkably well fit by SMC dust (Sprayberry & Foltz 1992; Baskin et al. 2013), where some studies suggest there is almost no Si depletion (Welty et al. 2001; cf. Sofia et al. 2006; Li, Misselt & Wang 2006).

What is the expected reddening associated with \( N_{\text{ion}} \)? The maximal \( \Sigma_H \) allowed to avoid significant Lyman edge absorption, which is not seen in HiBALQs (Baskin et al. 2013) is \( \approx 10^{21.5}, 10^{21} \) and \( 10^{20.5} \) cm\(^{-2} \) for the \( Z/Z_\odot = 0.5, 1 \) and 5 model, respectively (Fig. 5). These values of \( \Sigma_H \) correspond to \( E(B - V) \approx 0.2 \) mag, assuming that the \( E(B - V)/\Sigma_H \) ratio of Galactic ISM (Draine 2011, equation 21.6) scales linearly with \( Z \). The \( E(B - V)/\Sigma_H \) ratio is reported to be a factor of 2–10 lower for SMC dust than in the Galactic ISM (Sofia et al. 2006), which implies \( E(B - V) \approx 0.02 - 0.1 \) mag. This range of possible values of \( E(B - V) \) is consistent with the upper limit of 0.04 mag estimated for HiBALQs assuming SMC dust (Baskin et al. 2013; Gibson et al. 2009) report 0.02 mag.

A major difficulty with the dusty absorber interpretation is the relatively small column of \( \Sigma_H \approx 10^{21} \) cm\(^{-2} \) allowed in HiBALQs, to avoid significant Lyman edge absorption. This column stands in contrast with the two indicators, X-ray absorption and the P V line, which suggest \( \Sigma_H \approx 10^{22} \) cm\(^{-2} \), as discussed below.

### 4.7 Comparison with observations

#### 4.7.1 The X-ray column

As noted above (Section 4), although BALQs tend to be X-ray weak, their weakness does not appear to be generally a result of the large column (\( \gtrsim 10^{23} \) cm\(^{-2} \)) required to extinct the observed emission below a few keV. X-ray spectroscopy of BALQs generally reveals absorption, but the inferred columns are typically in the range of \( 1\times10^{22} \) cm\(^{-2} \) which provide only minor absorption above 1 keV (Gallagher et al. 2003; Giustini, Cappi & Vignali 2008; Stribańska et al. 2011). RPC in HiBALQs implies a total column of \( \approx 3.5 \times 10^{22} \) cm\(^{-2} \), consistent with the observational results. However, the effective X-ray absorbing column is likely only \( \approx 1 - 2\times10^{22} \) cm\(^{-2} \), as the surface layer of RPC gas is too highly ionized to produce absorption. The X-ray spectroscopy available for BALQs is generally not sufficient to determine the ionization level of the absorber, and the measured \( \Sigma_H \) are commonly made assuming a neutral absorber. It will thus be interesting to try and infer the implied \( \Sigma_H \) in BALQs based on RPC photoion-
ization modelling fits to the available data. Furthermore, it will be interesting to obtain high quality X-ray spectroscopy for BALQs, so one can test if the various spectral features predicted by RPC (Fig. 2) are observed.

High quality X-ray spectroscopy is available for a handful of nearby AGN. These AGN are not BALQs, but do reveal some UV absorption lines with typical line widths of a few hundred km s$^{-1}$. The high quality X-ray spectra allow one to derive the absorption measure distribution over a wide ionization range, and the results are remarkably well fit by the RPC models, as further discussed in paper III. It will be interesting to extend these studies to BALQs.

4.7.2 The UV ionic columns

Below we compare the asymptotic $N_{\text{ion}}$ of different ions with the observed columns. A knowledge of $\Sigma_H$ will allow us to get the specific predicted $N_{\text{ion}}$, but such information is generally unavailable. In principle, a measurement of the $H^0$ column can be used to estimate $\Sigma_H$ (e.g. Fig. 2). However, such a measurement requires a high-S/N spectral coverage down to the Lyman limit (e.g. Arav et al. 2001h), which is usually unavailable.

The dustless absorber is qualitatively consistent with observations. The high-ionization BALs of abundant elements (e.g. Arav et al. 2001b), which is usually consistent with the asymptotic $N_{\text{ion}}$ below the asymptotic $N_{\text{ion}}$ (e.g. Arav et al. 2001b, which is usually consistent with the asymptotic $N_{\text{ion}}$ below the asymptotic $N_{\text{ion}}$). The high-ionization BALs of abundant elements, which typically require two distinct, low- and high-ionization lines, by layers closer to the illuminated face. For $N_{\text{ion}}(Si^{4+})$, the dustless absorber is qualitatively consistent with the asymptotic $N_{\text{ion}}$, which implies $N_{\text{ion}}(Si^{4+})$ appears to be saturated for $O^{6+}$, which is consistent with the asymptotic $N_{\text{ion}}$. However, such an absorber is likely to dominate much further out, where as noted above, the RPC solution is also expected to apply.

4.8 Additional physical implications

The RPC mechanism implies a total absorber column of $\Sigma_H \simeq 3.5 - 4 \times 10^{22}$ cm$^{-2}$. This mechanism is present regardless of the mechanism which drives the outflow. If the outflow is radiation pressure driven, then there is a minimal value of $L/L_{\text{Edd}}$ required to drive the outflow. If the absorber is dusty, then the mean $a/a_w \approx 10$ (Fig. 2 left panel) implies one needs $L/L_{\text{Edd}} > 0.1$ to produce an outflow. Such an outflow will have a terminal velocity comparable to the local Keplerian velocity, and $L/L_{\text{Edd}} \sim 1$ is required to produce an outflow a factor of a few faster, as commonly observed.

If the absorber is dusty, then it has $\Sigma_H \approx 10^{21}$ cm$^{-2}$ to avoid a Lyman edge (Fig. 2 left panel), and a mean $a/a_w \approx 500$ (Fig. 2 right panel). In this case, $L/L_{\text{Edd}} > 0.002$ is enough to start an outflow, and a terminal velocity well above Keplerian is possible already at moderate $L/L_{\text{Edd}}$ values. However, such an outflow will not produce the common observed X-ray absorption in HiBALQs, and the PV absorption which may also be common (Hamann et al. 2013b).

The handul of BALQs in the PG quasar sample do tend to cluster near $L/L_{\text{Edd}} \sim 1$ (Laor & Brandt 2002, fig. 9 there), which also supports the dustless outflow interpretation. Clearly, if this distribution holds in a large sample, this will provide a strong support that the outflow in BALQs is radiatively driven.

How stable is the outflow? The interaction of radiation and matter is often expected to lead to radiation Rayleigh-Taylor instability, and the development of such systems beyond the instability timescale calls for numerical simulations (e.g. Krumholz & Matzner 2009; Krumholz & Thompson).
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2013. [Jiang, Davis & Stone 2013]. A recent hydrodynamical simulation of a gas cloud exposed to AGN radiation is presented by Namekata, Umemura & Hasegawa (2014). The simulation shows the formation of an effectively RPC slab structure (i.e. an exponential density rise with depth) from the initial conditions of a uniform-density spherical cloud (e.g. figs 13 and 18 there). In the presence of a large supporting column (> $10^{24}$ cm$^{-2}$) such a cloud may be effectively stable. However, this configuration is relevant for the BLR gas (paper II). In a lower column outflowing gas, the structure is likely transient, possibly consistent with the observed variability of the absorption profiles in BALQs.

As noted in Section 2 confinement on the outward side of the outflowing sheet can be provided by the ram pressure of the ambient medium. What is the associated heating of the gas, compared to the heating by the ionizing radiation of the ambient medium. What is the associated heating of the outflowing sheet can be provided by the ram pressure variability of the absorption profiles in BALQs.

The initial conditions of a uniform-density spherical cloud (i.e. an exponential density rise with depth) from the present hydrostatic simulation of a gas cloud exposed to AGN radiation is presented by Namekata, Umemura & Hasegawa (2014). The RPC provides a natural mechanism for the low observed filling factor. The ionizing radiation compresses and confines the gas along the line of sight, producing gas dense enough to prevent overionization, but ionized enough to produce the observed UV absorption lines.

Based on photoionization calculations using CLOUDY we find the following.

(i) In contrast with a uniform-density absorber, in RPC absorber there is a large gradient in ionization states along the line of sight. Most of the UV absorption observed in HiBALQs occurs in a layer at $\Sigma_{H} = 3 \times 4 \times 10^{22}$ cm$^{-2}$. The layer at $\Sigma_{H} < 3 \times 10^{22}$ cm$^{-2}$ is highly ionized and produces only X-ray absorption (paper III), while the layer at $\Sigma_{H} > 4 \times 10^{22}$ cm$^{-2}$ produces the low-ionization lines observed in LoBALQs.

(ii) The structure of the absorbing layer is independent of distance from the AGN. It is predicted to produce highly saturated absorption lines from ions of C, N, O and Ne, for the typical observed BAL velocity dispersion of a few 1000 km s$^{-1}$. The less abundant elements of Mg, Si, S and Fe can produce optically thick broad lines. The lower abundance elements of Na, Al, Ar and Ca can produce detectable absorption, while even lower abundance elements such as P, Cl and K, can be detectable if the absorption lines are narrow.

(iii) The shape of the ionizing SED has a negligible effect on the predicted $N_{\text{ion}}$ of the various lines. The effect of absorber metallicity on the strength of the low-ionization lines is roughly linear. The strength of the higher-ionization lines, excluding N, is only weakly dependent on the metallicity.

(iv) If the RPC absorber is dusty, the ionized layer has a column of only $\sim 10^{21} \text{ cm}^{-2}$. However, the observed X-ray absorption and the detection of P V absorption, imply a column of $\sim 10^{22} \text{ cm}^{-2}$, which is consistent with the RPC prediction for dustless gas.

(v) It is not clear why $\sim 90$ per cent of BALQs avoid $\Sigma_{H} > 4 \times 10^{22}$ cm$^{-2}$. A hint may be provided by the sharp change in the gas opacity at the He$^+$ and the H ionization fronts, which occur near this column. These sharp changes may lead to a dynamical instability in a radiation pressure driven flow, which may affect the survival of such absorbers.

(vi) The RPC derived column and ionization structure of the absorbing gas imply that BALQs should have $L/L_{\text{Edd}} > 0.1$, if the outflow is radiatively driven.

The results presented above are based on the hydrostatic RPC simulation. The observed high velocity dispersion of the absorption lines in BALQs implies that at least part of the radiation pressure is used towards accelerating the outflow, and only a part can be used to compress the gas.

Clearly, a more realistic modelling requires a time dependent solution which follows the dynamics of low-density extended gas distribution, likely injected from the disc surface, as it becomes exposed to the ionizing radiation. The gas will be compressed and accelerated, and together with photoionization calculations, such models can predict the detailed absorption profiles of the outflows. Even if RPC is only a 10 per cent effect, it can still compress the gas enough to avoid overionization. The set of predicted $N_{\text{ion}}$ values can be used to test observationally the validity of the RPC solution for BALQs.
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