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Abstract

From the spectral plot of the (normalized) graph Laplacian, the essential qualitative properties of a network can be simultaneously deduced. Given a class of empirical networks, reconstruction schemes for elucidating the evolutionary dynamics leading to those particular data can then be developed. This method is exemplified for protein-protein interaction networks. Traces of their evolutionary history of duplication and divergence processes are identified. In particular, we can identify typical specific features that robustly distinguish protein-protein interaction networks from other classes of networks, in spite of possible statistical fluctuations of the underlying data.

1 Introduction

In recent years, many studies have investigated certain important parameters for empirical networks, such as degree distribution, average path length, diameter, betweenness centrality, transitivity or clustering coefficient etc. Such studies could identify certain rather universal features valid for networks across a wide range of disciplines, like scalefree degree distributions. Conversely, on this basis, often algorithms could be developed that, perhaps after fitting certain free parameters, could construct networks with the same qualitative properties and values for such variables.

Here, we look at an essentially complete set of graph variables, given by the spectrum of its normalized Laplacian. On this basis, we can then develop algorithms that construct networks with all the essential qualitative properties as the ones in a given data set. For biological networks, we can thereby retrace the regularities in their evolutionary history. Here, we demonstrate this principle and apply this method for protein-protein interaction networks (PPIN for short). We detect indications of an evolutionary of duplication and divergence, as argued in [17][2].

This approach then also sheds light on a somewhat different issue, namely which features and properties are distinctive for networks from particular empirical classes, as opposed to universal features shared across classes.
2 The normalized Laplacian and its spectrum

We model a network as a graph $\Gamma$ with $N$ vertices or nodes. Two vertices $i, j \in \Gamma$ are called neighbors, $i \sim j$, when they are connected by an edge of $\Gamma$. For a vertex $i \in \Gamma$, let $n_i$ be its degree, that is, the number of its neighbors. For functions $v$ from the vertices of $\Gamma$ to $\mathbb{R}$, we define the (normalized) Laplacian as

$$\Delta v(i) := v(i) - \frac{1}{n_i} \sum_{j, j \sim i} v(j).$$

(1)

This is different from the algebraic graph Laplacian usually studied in the graph theoretical literature, see e.g. [3], but equivalent to the Laplacian investigated in [5]. This normalized Laplacian is, for example, the operator underlying random walks on graphs, and in contrast to the algebraic Laplacian, it naturally incorporates a conservation law. The spectrum, that is, the collection of eigenvalues of $\Delta$, yields important invariants of the underlying graph $\Gamma$ that incorporate its qualitative properties, for example, how difficult it is to decompose the graph, or how different it is from a bipartite graph, that is, one with two types of vertices where connections are only permitted between vertices of different type (see [5]). Also, the spectrum controls the behavior of dynamical processes supported by the network (see [12, 11]). One can essentially recover the graph from its spectrum (for a heuristic algorithm, see [8]), up to isospectral graphs. The latter are known to exist, but are relatively rare and qualitatively quite similar in most respects.

The multiplicity $m_1$ of the eigenvalue 1 of $\Delta$ is particularly significant. $m_1$ is the number of linearly independent solutions of $\Delta v(i) = v(i)$ for all $i$, that is, of

$$\sum_{j, j \sim i} v(j) = 0 \text{ for all } i.$$  

(2)

(Equivalently, $m_1$ is the dimension of the kernel of the adjacency matrix of $\Gamma$.) – Such functions can be created by node duplication: Take any node $i_0 \in \Gamma$ and form a new graph $\Gamma_0$ by adding a new node $j_0$ to $\Gamma$ and connecting it to all neighbors of $i_0$. Thus, in $\Gamma_0$, $i_0$ and $j_0$ have the same neighbors. A solution $v$ of (2) on $\Gamma_0$ then is obtained by putting $v(i_0) = 1$, $v(j_0) = -1$ and $v(i) = 0$ for all other nodes $i$. In other words, node duplication increases $m_1$ by 1. For this reason, it constitutes an important invariant for our investigation of protein-protein interaction networks. – In a similar vein, doubling an edge that connects vertices $p_1, p_2$ produces the eigenvalues $\lambda = 1 \pm \frac{1}{\sqrt{n_{p_1} n_{p_2}}}$ which are symmetric about 1, and close to 1 when the degrees are sufficiently large. – Also, if we duplicate a particular node $m$ times, then the number of specific motifs containing that node will grow like $\binom{N}{m}$; again that then is something that can easily be detected in given network data.
In spite of their rather wide range of sizes and in spite of possible statistical fluctuations affecting the accuracy of the underlying data, the spectral plots of the different PPINs share a particular pattern (Fig. 1; the spectral density is given as a sum of Lorentz distributions, \( \rho(\lambda) = \sum_{k=1}^{N-1} \frac{\gamma}{(\lambda_k - \lambda)^2 + \gamma^2} \) with width \( \gamma = 0.08 \) where \( \lambda_1, \ldots, \lambda_{N-1} \) are the nonzero eigenvalues). The most prominent feature is the sharp peak around the eigenvalue 1.\(^1\) Also, the large degree of symmetry around 1 is noteworthy. As a control, the various important structural parameters also have typical ranges; examples are, \( N \) being the size of the network: Maximum degree < \( N/10 \), \( 1/56 N < \) Number of edges < \( 1.97N \), \( 0.307N < m_1 < 0.445N \), \( 0.015 < \) Transitivity (relative frequency of vertex triangles) < 0.028.

In particular, the multiplicity \( m_1 \) of the eigenvalue 1 and the transitivity are much larger than in random graphs of Erdős-Rényi type with a similar number of vertices and edges. Similar observations hold for small motifs, that is, subgraphs of a particular type, like cyclic chains of 4 vertices or structures where 3 vertices do not have direct connections, but are connected each to a central 4th vertex (data not shown).

4 Model and network reconstruction

On the basis of the spectral analysis, a constructive model for the evolution of a PPIN network can be proposed. The criterion is that the model reproduce all the essential spectral features of the data class. Our constructive model for PPINs is inspired

---

1See data source for details.
2A high multiplicity of eigenvalue 1 has also been observed in other networks, like the Internet [16].
by general evolutionary considerations. The basic evolutionary processes for growth and evolution of PPINs are duplication of protein (nodes) and mutation of connections (edges).

Instead of cross links between the old protein and its duplicated copy – which would produce too small values for the transitivity –, a low probability preference for 2nd order neighbors as recipients of new connections is assumed. New connections with other proteins then occur with a different probability. Since in link dynamics, attachment occurs preferentially towards partners of high connectivity \( \frac{d^i}{\sum_{i,j} d^i} \), some preferential attachment to proteins with higher connections is included. In contrast, deletion is random with a uniform probability.

Since genome evolution analysis \([17, 7]\) on one hand supports the idea that the divergence of duplicated genes takes place shortly after the duplication, but on the other hand only indirect evidence is available for rapid functional divergence after gene duplication \([17]\), we have considered two different mutation processes:

1. A random deletion process that is independent of the duplication process occurs uniformly with probability \( \delta \), and two different kind of addition processes with preference towards a partner with high degree.

   (a) Connection with protein \( i \) at distance 2 with probability \( \frac{d_i}{\sum_i d_i} \alpha_1 \), where \( d_i \) is the degree of protein \( i \) and \( \alpha_1 \) is a parameter.

   (b) Connection with another protein \( i \) (that could even be in another component) with probability \( \frac{d_i}{\sum_i d_i} \alpha_2 \), with a parameter \( \alpha_2 \).

2. A deletion with probability \( \delta' \) that occurs for \( \frac{1}{3} \) of the duplications and shortly after such a duplication. This process operates by elimination of one of the two interactions in each redundant interaction pair of two duplicate proteins with equal probability. For simplicity, there is no addition for this mutation process.

To make the duplication process independent of the first mutation process and to make the duplication rate lower than the mutation rate, duplication occurs with probability \( P_{dup} \) and with a preference that is the inverse of the square-root of the degree of the protein.

A component of the network can grow by duplication of proteins within that component or attachment of other components or isolated proteins.

Here, we have neglected isolated proteins, but the model can be readily extended by attachment of isolated proteins with some probability \( P_{add} \). One might also include a mechanism for cross link connections between duplicate protein pairs with some probability \( P_{CLink} \), but the same effect can be achieved by tuning the other parameters.

The algorithm starts with a small seed network of two linked proteins. The growth procedure is run until the giant component reaches our desired network size. 100 repetitions are performed with parameter values \( P_{dup} = 0.15, \delta' = 0.7, \delta = 0.00025, \alpha_1 = 0.00008, \alpha_2 = 0.0002, P_{add} = 0.025, P_{CLink} = 0.008 \).

The structural properties of the resulting giant component (size \( \approx 500 \)) are: Maximum degree \( \approx 43.69 \), Number of edges \( \approx 712.97 \), \( m_1 \approx 161.07 \), Transitivity \( \approx 4 \).
Thus, the spectral plot (Fig. 2) and the structural properties of the giant component of the simulated network match the real PPIN data closely.

A comparison with generic network construction algorithms shows that they necessarily important structural properties that are characteristic for PPIN networks and distinguish them from networks from other biological or nonbiological realms. Prominent examples of such generic schemes are a regular network, the random network of Erdős-Rényi, the scalefree network construction by preferential attachment of Barabási-Albert, and the small-world network by random rewiring of a regular network of Watts-Strogatz. Spectral plots of such networks, with the corresponding parameters adjusted to match the ones found for PPIN networks and constructed by the same scheme as in our algorithm, are obviously qualitatively different from the ones for the real data and our reconstructed network (see Fig. 3). This indicates that our spectral analysis uncovers features that are specific for PPIN networks.

Other previous reconstruction schemes ([9], [14], [13]) typically focus on certain individual parameters in distinction to our emphasis on the entire spectrum. Consequently, the spectral plots are also different (details not shown). The model of [15] includes a parameter $\theta$ that incorporates the probability of cross interactions between the old protein and its duplicated copy, for example resulting from self-interactions of the old one. A realistic value of $\theta$ can then be determined from the data in [17], [18] and is smaller than 0.018. That upper bound is the value employed in [15], but this scheme, for example, leads to too small a value for the transitivity of the giant cluster. Therefore, in our

---

3The spectrum of the Laplacian is always confined between 0 and 2. This is not quite exhibited by our spectral plots, due to the positive width of the kernel employed in our visualization.
Figure 3: Spectral plots of (a) a random network by the Erdős–Rényi model [6] with $p = 0.05$, (a) a small-world network by the Watts–Strogatz model [19] (rewiring a regular ring lattice of average degree 4 with rewiring probability 0.3), (c) a scale-free network by the Barabási–Albert model [1] ($m_0 = 5$ and $m = 3$). Size of all networks is 500. All figures are plotted with 100 realizations.

model we assumed that, with some low probability, there is a preference for a protein to make new connection with its 2nd neighbors.

Data Sources

The protein protein interaction data sets for *Saccharomyces cerevisiae* (yeast) are from http://www.nd.edu/~networks/ used in [10] [download date: 17th September, 2004]. The ones for *Escherichia coli* as used in [4], *Caenorhabditis elegans*, *Helicobacter pylori* and, as a check, a second data set for *Saccharomyces cerevisiae* are taken from http://www.cosin.org/ [download date: 25th September, 2005]. Note that these two data sets on the same cell are quite different. This indicates the robustness of our method in view of possibly significant statistical fluctuations of the data employed. – Our analysis has been always performed on the giant components of these networks so as to work with connected graphs, and we have neglected the many small components and isolated proteins.

References

[1] A.-L. Barabási, R. A. Albert, Emergence of scaling in random networks, Science 286, 1999, 509–512.

[2] J. Berg, M. Lässig, A. Wagner, Structure and Evolution of Protein Interaction Networks: a Statistical Model for Link Dynamics and Gene Duplications, BMC Evolutionary Biology, 4: Art. No. 51, Nov. 27 2004

[3] B. Bollobás, Modern graph theory, Springer, 1998

[4] G. Butland, J. M. Peregrin-Alvarez, J. Li, W. H. Yang, X. C. Yang, V. Canadien, A. Starostine, D. Richards, B. Beattie, N. Krogan, M. Davey, J. Parkinson, J.
Greenblatt, A. Emili, Interaction Network Containing Conserved and Essential Protein Complexes in Escherichia Coli, Nature, 433(7025), 2005, 531-537

[5] F.Chung, Spectral graph theory, AMS, 1997

[6] P.Erdös, A.Rényi, On random graphs.I, Publ.Math.Debrecen 6, 290-291, 1959

[7] M. A. Huynen, P. Bork, Measuring Genome Evolution, Proc.Nat.Acad.Sc. USA 95(11), 1998, 5849-5856

[8] M. Ipsen, A. S. Mikhailov, Evolutionary reconstruction of networks, Phys. Rev. E 66(4), 2002

[9] I. Ispolatov, P. L. Krapivsky, A. Yuryev, Duplication-Divergence Model of Protein Interaction Network, Phys.Rev.E 71(6), 2005

[10] H. Jeong, S. P. Mason, A. L. Barabási, Z. N. Oltvai, Lethality and Centrality in Protein Networks, Nature, 411(6833), 2001, 41-42

[11] J.Jost, Dynamical networks, in: J.F.Feng, J.Jost, M.P.Qian (eds.), Networks: From biology to theory, Springer Lect.Notes Comp. Sc., 2007

[12] J. Jost, M. P. Joy, Spectral properties and synchronization in coupled map lattices, Phys.Rev.E 65(1), 2002

[13] J. Kim, P. L. Krapivsky, B. Kahng, S. Redner, Infinite-Order Percolation and Giant Fluctuations in a Protein Interaction Network, Phys.Rev.E 66(5), 2002

[14] R. Pastor-Satorras, E. Smith and R. V. Sole, Evolving Protein Interaction Networks Through Gene Duplication, J. Theo. Biol., 222(2), 2003, 199-210

[15] A. Vázquez, A. Flammini, A. Maritan, A. Vespignani, Modeling of protein interaction networks, ComplexUs, 1, 2003, 38-44

[16] D. Vukadinovic, P. Huang, T. Erlebach On the Spectrum and Structure of Internet Topology Graphs, Innovative Internet Computing Systems Lecture Notes in Computer Science, 2346, 2002, 83-95

[17] A. Wagner, The Yeast Protein Interaction Network Evolves Rapidly and Contains Few Redundant Duplicate Genes, Mol. Biol.Evol. 18(7), 2001, 1283-1292

[18] A. Wagner, How the Global Structure of Protein Interaction Networks Evolves, Proc. Royal Soc. B: Biological Sciences, 270, 2003, 457-466

[19] D.Watts, S.Strogatz, Collective dynamics of ’small-world’ networks, Nature 393, 440-442, 1998