Strong approximation of monotone stochastic partial differential equations driven by multiplicative noise
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Abstract

We establish a general theory of optimal strong error estimation for numerical approximations of a second-order parabolic stochastic partial differential equation with monotone drift driven by a multiplicative infinite-dimensional Wiener process. The equation is spatially discretized by Galerkin methods and temporally discretized by drift-implicit Euler and Milstein schemes. By the monotone and Lyapunov assumptions, we use both the variational and semigroup approaches to derive a spatial Sobolev regularity under the \(L^p_{\omega}L^\infty_t \dot{H}^{1+\gamma}\)-norm and a temporal Hölder regularity under the \(L^p_{\omega}L^2_x\)-norm for the solution of the proposed equation with an \(\dot{H}^{1+\gamma}\)-valued initial datum for \(\gamma \in [0, 1]\). Then we make full use of the monotonicity of the equation and tools from stochastic calculus to derive the sharp strong convergence rates \(O(h^{1+\gamma} + \tau^{1/2})\) and \(O(h^{1+\gamma} + \tau^{(1+\gamma)/2})\) for the Galerkin-based Euler and Milstein schemes, respectively.
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1 Introduction

There exists a general theory of strong error estimation for numerical approximations of stochastic partial differential equations (SPDEs) with Lipschitz coefficients; see, e.g., [5,17,20,21] and references therein. For SPDEs with non-Lipschitz coefficients driven by multiplicative noises, there are only a few results on strong approximations. Since these SPDEs cannot be solved explicitly, one might need to develop efficient numerical techniques to study them. Depending on particular physical models, it may be necessary to design numerical schemes for the underlying SPDEs with strong convergence rates, i.e., rates in $L^p(\Omega)$ concerning the sample variables for some $p \geq 1$, see, e.g., [1] and references quoted therein.

To deal with the nonlinearity of SPDEs, one usually applies the truncation technique, which only produces convergence rate in certain sense such as in probability or pathwise which is weaker than strong sense, see, e.g., [18] for the stochastic Allen–Cahn equation and [23] for the stochastic nonlinear Schrödinger equation. A few recent contributions on strong error estimations for numerical approximations of particular types of SPDEs with non-Lipschitz coefficients by using the so-called exponential integrability for both the exact and numerical solutions. However, such exponential integrability is only shown to hold for several special SPDEs. In fact, up to our knowledge, only the two-dimensional stochastic Navier–Stokes equation [9], the one-dimensional stochastic Burgers equation and Cahn–Hilliard–Cook equation [15], and the one-dimensional stochastic nonlinear Schrödinger equation [7,8] were proved to possess this type of exponential integrability.

1.1 Stochastic Allen–Cahn equation

Currently, several works are performed to give strong error estimations for semidiscrete or fully discrete schemes of the stochastic Allen–Cahn equation (or stochastic Ginzburg–Landau equation) driven by an additive white or colored noises:

$$\text{du} = (\Delta u + u - u^3)\text{d}t + \text{d}W(t), \quad u(0) = u_0. \quad (1.1)$$

A major feature of the nonlinear drift term in Eq. (1.1) is that the following monotone (more precisely, one-sided Lipschitz) condition holds:

$$[(x - x^3) - (y - y^3)](x - y) \leq C(x - y)^2, \quad x, y \in \mathbb{R}. \quad (1.2)$$

This type of stochastic equation, arising from phase transition in materials science by stochastic perturbation such as impurities of the materials, has been extensively studied in the literature; see, e.g., [2,3,26,27,35] for one-dimensional equation with space-time white noise and [4,6,19,34] for $d = 1, 2, 3$-dimensional equation with colored noises. The main ingredient of these approaches in all of the aforementioned papers is the full use of the additive nature of the noise in Eq. (1.1).

The case of multiplicative noise is more subtle and challenging. For the $d = 1, 2, 3$-dimensional stochastic Allen–Cahn equation under periodic boundary condition driven
by a multiplicative $K \in \mathbb{N}_+$-dimensional Wiener process $\beta = (\beta_1, \ldots, \beta_K)$:

$$
\mathrm{d}u = (\Delta u + u - u^3)\mathrm{d}t + \sum_{k=1}^{K} g_k(u)\mathrm{d}\beta_k(t), \quad u(0) = u_0, \quad (1.3)
$$

the author in [33] proved that the drift-implicit Euler–Galerkin finite element scheme (1.9) with $F(u_h^{m+1}) = u_h^{m+1} - (u_h^{m+1})^3$ possesses the strong convergence rate

$$
\sup_{0 \leq m \leq M} \|u(t_m) - u_h^m\|_{L^2_\omega L^2_x} = \mathcal{O}(h^{1-\epsilon} + \tau^{1-\epsilon}),
$$

and sharpened to $h^{1-\epsilon}$ for $d \leq 2$ with an infinitesimal factor $\epsilon$, under certain smooth and bounded assumptions on $(g_k)$ and the assumption that $u_0 \in H^2$. When $g = g_1 \in C^2_b$ (in the case $K = 1$), this convergence rate was improved to

$$
\sup_{0 \leq m \leq M} \|u(t_m) - u_h^m\|_{L^2_\omega L^2_x} = \mathcal{O}(h + \tau^{1-\epsilon}), \quad (1.4)
$$

by [28] for a modified scheme of (1.9) where the nonlinear drift term $F(u_h^{m+1})$ was replaced by $\frac{1}{2}(u_h^{m+1} + u_h^m)(1 - (u_h^{m+1})^2)$. We also refer to [11] for a theory of strong approximations of a class of quasilinear, monotone SPDEs driven by finite-dimensional Wiener processes with certain regularity conditions assumed for the solution.

It is an interesting and difficult problem to generalize the above strong error estimations for numerical approximations of Eq. (1.3) driven by an infinite-dimensional Wiener process. On the other hand, as is well-known that the finite element method possesses an optimal convergence rate for deterministic parabolic PDEs with Lipschitz coefficients, the following conjecture arises naturally.

**Conjecture 1.1** The drift-implicit Euler–Galerkin scheme (1.9) of the stochastic Allen–Cahn equation driven by a multiplicative infinite-dimensional $Q$-Wiener process [Eq. (1.3) with $K = \infty$] with mild assumptions on the diffusion coefficients satisfies

$$
\sup_{0 \leq m \leq M} \|u(t_m) - u_h^m\|_{L^2_\omega L^2_x} = \mathcal{O}(h^s + \tau^{\frac{1}{2}}), \quad \text{provided } u_0 \in \dot{H}^s \text{ for } s = 1, 2.
$$

The above conjecture imposes the homogeneous Dirichlet boundary condition on the equation; such question can be readily modified to cover other self-adjoint boundary conditions, such as periodic and homogeneous Neumann boundary conditions.

**1.2 Main motivations**

The proposed Conjecture 1.1 is one of our main motivations for this study. In the finite-dimensional case, provided that the drift function $f$ satisfies one-sided Lipschitz continuity and polynomial growth conditions and the diffusion function $g$ satisfies
global Lipschitz condition (see Remark 2.4), it was shown in [12] that the drift-implicit Euler scheme (i.e., the so-called backward Euler scheme) applied to the stochastic ordinary differential equation (SODE)
\begin{equation}
du(t) = f(u(t))dt + g(u(t))dB(t),
\end{equation}
is stable and possesses the standard strong order $1/2$. A general result for the infinite-dimensional case under the aforementioned conditions is still unknown and remains an open problem. This problem forms our second motivation for this study.

Our main purpose in the present paper is giving a general theory of optimal strong error estimations for numerical approximations of semilinear SPDEs with a monotone drift which grows at most polynomially such that similarity of the one-sided Lipschitz condition (1.2) holds. We focus on the following second-order parabolic SPDE:
\begin{equation}
du(t, x) = (\Delta u(t, x) + f(u(t, x)))dt + g(u(t, x))dW(t, x),
\end{equation}
on the physical time-space domain $(t, x) \in \mathbb{R}_+ \times \mathcal{O}$, where $\mathcal{O} \subset \mathbb{R}^d$ ($d = 1, 2, 3$) is a bounded domain with smooth boundary. Equation (1.6) is subject to the following initial value and homogeneous Dirichlet boundary condition:
\begin{equation}
u(t, x) = 0, \quad (t, x) \in \mathbb{R}_+ \times \partial \mathcal{O}; \quad \nu(0, x) = u_0(x), \quad x \in \mathcal{O}.
\end{equation}

Here the drift function $f$ is only assumed to be of monotone-type with polynomial growth which includes the case $f(x) = x - x^3$ for $x \in \mathbb{R}$, $g$ satisfies the usual Lipschitz condition in infinite-dimensional setting (see Assumptions 2.1, 2.2), and $\{W(t) : t \geq 0\}$ is an infinite-dimensional $\mathcal{Q}$-Wiener process in a stochastic basis $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$.

To study Eqs. (1.6) and (1.7), we consider an equivalent infinite-dimensional stochastic evolution equation (SEE)
\begin{equation}
du(t) = (Au(t) + F(u(t)))dt + G(u(t))dW(t); \quad u(0) = u_0,
\end{equation}
where $A$ is the Dirichlet Laplacian, $F$ and $G$ are Nemytskii operators associated to $f$ and $g$, respectively; see Sect. 2.2 for details. We will use different settings for the solutions of Eq. (1.8) and show that they are essentially equivalent (see Lemma 2.3). Our first main purpose is to derive the optimal strong convergence rate of the drift-implicit Euler–Galerkin finite element scheme (see the scheme (DIEG) in Sect. 5.1)
\begin{equation}
u_{h}^{m+1} = \nu_{h}^{m} + \tau A_h \nu_{h}^{m+1} + \tau \mathcal{P}_h F(\nu_{h}^{m+1}) + \mathcal{P}_h G(\nu_{h}^{m})(W(t_{m+1}) - W(t_m)),
\end{equation}
with the initial value $\nu_{h}^{0} = \mathcal{P}_h u_0$ applied to Eq. (1.8).

Besides the optimality of spatial Galerkin approximations, the last motivation is to construct a temporal higher-order scheme for Eq. (1.8). To construct a higher-order scheme for an SODE (1.5), a popular and impressively effective numerical scheme is the Milstein scheme based on Itô–Taylor expansion on the diffusion term. Recently, such infinite-dimensional analog of Milstein scheme had been investigated.
by [17,20] for SPDEs with Lipschitz coefficients which fulfill a certain commutativity type condition. Our second main purpose is to derive the sharp strong convergence rate of the Milstein–Galerkin finite element scheme (see the scheme (DIEMG) in Sect. 5.2)

\[
U_{m+1}^{h} = U_{m}^{h} + \tau A_{h} U_{m+1}^{h} + \tau \mathcal{P}_{h} F(U_{m}^{h}) + \mathcal{P}_{h} G(U_{m}^{h})(W(t_{m+1}) - W(t_{m})) \\
+ \mathcal{P}_{h} DG(U_{m}^{h})G(U_{m}^{h})\left[ \int_{t_{m}}^{t_{m+1}} (W(r) - W(t_{m}))dW(r) \right],
\]

(1.10)

with the initial value \( u_{h}^{0} = \mathcal{P}_{h} u_{0} \) applied to Eq. (1.8).

1.3 Main ideas and results

The main aim in the present paper is to derive the optimal strong convergence rates of the Galerkin-based Euler or Milstein schemes (1.9) and (1.10), respectively, and thus give a positive answer to Conjecture 1.1 for a more general Eqs. (1.6) and (1.7) with merely monotone drift which has polynomial growth and more general initial datum which belongs to \( \dot{H}^{1+\gamma} \) for any \( \gamma \in [0, 1] \). To answer Conjecture 1.1, there are two major difficulties. The first one is the sharp trajectory Sobolev as well as Hölder regularity for the solution of Eq. (1.8). Another one is to deal with the non-Lipschitz drift term as well as the multiplicative noise term.

To overcome the first difficulty, we combine semigroup framework and factorization method with variational framework and monotone condition. Precisely, we utilize the well-posedness theory for monotone SEEs from [24] to conclude the \( \dot{H}^{1} \)-well-posedness and moments’ estimation of Eq. (1.8) under Assumptions 2.1 and 2.2 (see Theorem 3.1). Such variational method could not handle the \( \dot{H}^{2} \)-well-posedness of Eq. (1.8) since the second derivative of \( f \) has no upper bound under Assumption 2.1; see Remark 3.1 for more details. To get over this obstacle, we use a bootstrapping argument and factorization method to lift the \( \dot{H}^{1+\gamma} \)-regularity for any \( \gamma \in [0, 1] \) (see Proposition 3.1 and Theorem 3.3).

To overcome another difficulty for the drift-implicit Euler–Galerkin finite element scheme (1.9), we introduce an auxiliary process (4.10) and combine the factorization method with the theory of error estimation for Euler–Galerkin scheme (see Lemma 4.2). For the Milstein–Galerkin finite element scheme (1.10), we apply the Itô–Taylor expansion to lift the temporal convergence rate between an analogous auxiliary process (5.17) and the exact solution of Eq. (1.8) (see Lemma 5.1). By making full use of the variational method and the one-sided Lipschitz condition (2.3), we reduce the convergence rate between the aforementioned two auxiliary processes and the Galerkin-based fully discrete Euler or Milstein schemes to the convergence rate between the auxiliary processes and the exact solution of Eq. (1.8).

Our main results are the following strong convergence rates for both the drift-implicit Euler–Galerkin finite element scheme (1.9) and the Milstein–Galerkin finite element scheme (1.10) of Eq. (1.8).
Theorem 1.1 Let $\gamma \in [0, 1)$, $u_0 \in \dot{H}^{1+\gamma}$, and Assumptions 2.1, 2.2 hold. Let $u$ and $u_h$ be the solutions of Eqs. (1.8) and (1.9), respectively. Then

$$
\sup_{m \in Z_M} \| u(t_m) - u_h \|_{L^2_{\omega} L^2_x} = \mathcal{O}(h^{1+\gamma} + \tau^{\frac{1}{2}}). \tag{1.11}
$$

Assume furthermore that $u_0 \in \dot{H}^2$ and Assumption 2.3 holds, then (1.11) is valid with $\gamma = 1$.

Theorem 1.2 Let $\gamma \in [0, 1)$, $u_0 \in \dot{H}^{1+\gamma}$, and Assumptions 2.1, 2.2 and 5.1–5.2 hold. Let $u$ and $U_h$ be the solutions of Eqs. (1.8) and (1.10), respectively. Then

$$
\sup_{m \in Z_M} \| u(t_m) - U_h \|_{L^2_{\omega} L^2_x} = \mathcal{O}(h^{1+\gamma} + \tau^{1+\gamma}). \tag{1.12}
$$

Assume furthermore that $u_0 \in \dot{H}^2$ and Assumption 2.3 holds, then (1.12) is valid with $\gamma = 1$.

We note that similar convergence results in Theorems 1.1–1.2 hold true where $h$ is replaced by $N^{-1/d}$ for spectral Galerkin-based fully discrete Euler and Milstein schemes (see Theorems 4.1 and 5.1). The obtained spatial convergence rate in Theorems 1.1–1.2 for finite element method is optimal, since it exactly coincides with the optimal exponent of Sobolev regularity of the solution in Theorem 3.1, Proposition 3.1, and Theorem 3.3. The rate for the fully discrete scheme (1.9) is also sharp which removes the infinitesimal factor appearing in (1.4), agreeing with the standard theory of strong error estimation for the drift-implicit Euler scheme in the globally Lipschitz case; see [21] for $\gamma \in [0, 1)$. In fact, in the simplest case of the stochastic heat equation (1.6) where $f \equiv 0$ and $g = \text{Id}$, [30, Theorem 1] gave a lower error bound $\mathcal{O}(\tau^{1/2})$ for temporal numerical approximation once one only uses a total of $[\tau^{-1}]$ evaluations of one-dimensional components for the driving $Q$-Wiener process $W$.

Associated with the aforementioned problems, the temporal approximation result can be considered as a generalization of the finite-dimensional case in [12] to the infinite-dimensional case without adding any smooth or bounded assumptions on the coefficients of Eq. (1.6) (see Remark 2.4). The spatial approximation result can be seen as an improvement of the convergence rates in [28,33]; see Remark 2.2. Theorem 1.1 gives more than expected in Conjecture 1.1; indeed, it shows that the drift-implicit Euler–Galerkin finite element scheme (1.9) applied to the general SPDE (1.8) which includes the stochastic Allen–Cahn equation possesses the sharp strong convergence rate under general regularity assumptions on the initial datum. Finally, the convergence rate for the Milsten–Galerkin finite element scheme (1.10) in Theorem 1.2 can be seen as a generalization of [17,20] for SPDEs with Lipschitz coefficients to SPDEs with non-Lipschitz but monotone coefficients.

The rest of the paper is organized as follows. We list some preliminaries including frequently used notations, assumptions, stochastic tools, and formulations for solutions of Eq. (1.8) in the next section. In Sect. 3, we proposed a detailed well-posedness
and regularity analysis for Eq. (1.8). Rigorous strong error estimations for the aforementioned two fully discrete schemes (1.9) and (1.10) are performed in Sects. 4–5, respectively. The proofs of Theorems 1.1–1.2 and similar strong error estimations for spectral Galerkin-based fully discrete Euler and Milstein schemes are given in these two sections.

2 Preliminaries

In this section, we first define functional spaces, norms, and notations that will be used throughout the paper. Then we give the main assumptions and different formulations of solutions for Eq. (1.8).

2.1 Notations

Let \( T \in \mathbb{R}^*_+ = (0, \infty) \) be a fixed terminal time. For an integer \( M \in \mathbb{N}_+ = \{1, 2, \ldots\} \), we denote by \( \mathbb{Z}_M := \{0, 1, \ldots, M\} \) and \( \mathbb{Z}_M^* := \{1, \ldots, M\} \). Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space with a normal filtration \( \mathbb{F} := (\mathcal{F}_t)_{t \in [0,T]} \) which forms a stochastic basis.

Throughout, we use the notations \((L^q_\lambda := L^q(\mathcal{O}; \mathbb{R}), \| \cdot \|_{L^q_\lambda})\) for \( q \in [2, \infty]\) and \((H^s = H^s(\mathcal{O}; \mathbb{R}), \| \cdot \|_{H^s})\) for \( s \in \mathbb{N}_+ \) to denote the usual Lebesgue and Sobolev spaces, respectively; when \( q = 2 \), \( L^2_\lambda \) is denoted by \( H \). We will use \( \text{Id} \) to denote the identity operator on various finite-dimensional or infinite-dimensional Hilbert spaces such as \( \mathbb{R}^K \) for some \( K \in \mathbb{N}_+ \) and \( H \) if there is no confusion. For convenience, sometimes we use the temporal, sample path, and spatial mixed norm \( \| \cdot \|_{L^p_0 L^q_t L^r_x} \) in different orders, such as

\[
\|X\|_{L^p_0 L^q_t L^r_x} := \left( \int_0^T \left( \int_0^T |X(t, x, \omega)|^q \, dx \right)^{\frac{p}{r}} \, dt \right)^{\frac{1}{p}} \mathbb{P}(d\omega)^{\frac{1}{2}}
\]

for \( X \in L^p_0 L^q_t L^r_x \), with the usual modification for \( r = \infty \) or \( q = \infty \). For an integer \( s \in \mathbb{N}_+, (\mathcal{C}^s_b, \| \cdot \|_{\mathcal{C}^s_b}) \) is used to denote the Banach space of bounded functions together with its derivatives up to order \( s \).

Denote by \( A : \text{Dom}(A) \subset H \rightarrow H \) the Dirichlet Laplacian on \( H \). Let \( \{(\lambda_k, e_k)\}_{k=1}^\infty \) be an eigensystem of \(-A\) with \( \{\lambda_k\}_{k=1}^\infty \) being an increasing order. Let \( N \in \mathbb{N}_+ \) and \( V_N := \text{Span}\{e_1, \ldots, e_N\} \). Then \( A \) is the infinitesimal generator of an analytic \( C_0 \)-semigroup \( S(\cdot) = e^{At} \) on \( H \), and thus one can define the fractional powers \((-A)\theta\) for \( \theta \in \mathbb{R} \) of the self-adjoint and positive operator \(-A\). Let \( \dot{H}^\theta \) be the domain of \((-A)\theta/2\) equipped with the norm \( \| \cdot \|_\theta \) (related inner product is denoted by \( \langle \cdot, \cdot \rangle_\theta \)):

\[
\|u\|_\theta := \langle (-A)^\theta u, u \rangle, \quad u \in \dot{H}^\theta.
\] (2.1)

In particular, one has \( \dot{H}^0 = H \), \( \dot{H}^1 = V := H^1_0(\mathcal{O}; \mathbb{R}) \) and \( \dot{H}^2 = V \cap H^2 \). The inner products (and related norms) of \( H \) and \( V \) are denoted by \( \| \cdot \| \) (and \( \langle \cdot, \cdot \rangle \)) and \( \| \cdot \|_1 \) (and \( \langle \cdot, \cdot \rangle_1 \)), respectively. Let \( V^* = \dot{H}^{-1} \). Then \( V^* \) is the dual space of \( V \) (with respect
to \( \langle \cdot, \cdot \rangle \); the dualization between \( V \) and \( V^* \) is denoted by \( -1(\cdot, \cdot)_1 \). We will need the following ultracontractive and smoothing properties of the analytic \( C\_0 \)-semigroup \( S \) for any \( t \in (0, T], \mu \geq 0 \) and \( \rho \in [0, 1] \) (see, e.g., [32, Theorem 6.13 in Chapter 2]):

\[
\|(-A)^\mu S(t)\|_{\mathcal{L}(H)} \leq Ct^{-\mu}, \quad \|(-A)^{-\rho}(S(t) - \text{Id}_H)\|_{\mathcal{L}(H)} \leq Ct^\rho,
\]

(2.2)

where \( \mathcal{L}(H; \hat{H}^\theta) \), \( \| \cdot \|_{\mathcal{L}(H; \hat{H}^\theta)} \) denotes the space of bounded linear operators from \( H \) to \( \hat{H}^\theta \) for \( \theta \in \mathbb{R} \) and \( \mathcal{L}(H) := \mathcal{L}(H; H) \). Here and what follows we use \( C, C_1, C_2, \ldots \), to denote generic constants independent of various discrete parameters that may be different in each appearance. For simplicity, we use the notation \( a \simeq_p b \) for \( a, b \in \mathbb{R} \) if there exists two constants \( C_1 = C_1(p) \) and \( C_2 = C_2(p) \) such that \( C_1b \leq a \leq C_2b \).

Let \( U \) be another separable Hilbert space and \( Q \in \mathcal{L}(U) \) be a self-adjoint and nonnegative definite operator on \( U \). Denote by \( U_0 := \mathcal{Q}^1/2 \) and \( \mathcal{L}_2^\theta := HS(U_0; \hat{H}^\theta) \), \( \| \cdot \|_{\mathcal{L}_2^\theta} \) the space of Hilbert–Schmidt operators from \( U_0 \) to \( \hat{H}^\theta \) for \( \theta \in \mathbb{R}_+ \). The spaces \( U, U_0 \), and \( \mathcal{L}_2^\theta \) are equipped with Borel \( \sigma \)-algebras \( \mathcal{B}(U) \), \( \mathcal{B}(U_0) \), and \( \mathcal{B}(\mathcal{L}_2^\theta) \), respectively. Let \( W := \{W(t) : t \in [0, T]\} \) be a \( U \)-valued \( Q \)-Wiener process in the stochastic basis \( \{\Omega, \mathcal{F}, \mathbb{P}, \mathbb{P}\} \), i.e., there exists an orthonormal basis \( \{g_k\}_{k=1}^\infty \) of \( U \) which forms the eigenvectors of \( Q \) subject to the eigenvalues \( \{\lambda_k^Q\}_{k=1}^\infty \) and a sequence of mutually independent Brownian motions \( \{\beta_k\}_{k=1}^\infty \) such that (see [25, Proposition 2.1.10])

\[
W(t) = \sum_{k \in \mathbb{N}_+} \mathcal{Q}^1/2g_k \beta_k(t) = \sum_{k \in \mathbb{N}_+} \sqrt{\lambda_k^Q} g_k \beta_k(t), \quad t \in [0, T].
\]

\subsection*{2.2 Main assumptions}

Our main conditions on the coefficients of Eqs. (1.6), (1.7) or the equivalent Eq. (1.8) are the following two assumptions.

\textbf{Assumption 2.1} \( f : \mathbb{R} \to \mathbb{R} \) is differentiable and there exist constants \( L_f \in \mathbb{R}, L'_f \in \mathbb{R}_+ \) and \( q \geq 2 \) such that

\[
(f(x) - f(y))(x - y) \leq L_f (x - y)^2, \quad x, y \in \mathbb{R},
\]

(2.3)

\[
|f'(x)| \leq L'_f (1 + |x|^{q-2}), \quad x \in \mathbb{R}.
\]

(2.4)

Throughout, we assume that

\[
q \in [2, \infty), \quad d = 1, 2; \quad q \in [2, 4], \quad d = 3.
\]

(2.5)

and thus the following frequently used Sobolev embedding holds (see Remark 3.4 for the source of this technique restriction):

\[
\mathcal{H}^1 \hookrightarrow L_x^{2(q-1)} \hookrightarrow L_x^q, \quad d = 1, 2, 3.
\]

(2.6)
From the one-sided Lipschitz condition (2.3) and the differentiability of \( f \), we get
\[
f(x)x = (f(x) - f(0))(x - 0) + f(0)x \leq C(1 + x^2), \quad x \in \mathbb{R},
\]
and
\[
f'(x) \leq L_f, \quad x \in \mathbb{R}.
\]
By mean value theorem and the growth condition (2.4), it is clear that \( f \) grows as most polynomially of order \((q - 1)\), i.e.,
\[
|f(x)| \leq C(1 + |x|^{q-1}), \quad x \in \mathbb{R}.
\]

**Example 2.1** A concrete example such that Assumption 2.1 holds is the odd polynomials with negative leading coefficients. More precisely, let \( q_0 \in \mathbb{N}_+ \) be an odd number and
\[
f(x) = -a_{q-1} x^{q-1} + \sum_{k=0}^{q-2} a_k x^k, \quad a_{q-1} \in \mathbb{R}_+, \quad a_k \in \mathbb{R}, \quad k \in \mathbb{Z}_{q-2}, \quad x \in \mathbb{R},
\]
then one can easily check that the conditions (2.3)–(2.4) hold true.

Denote by \( \varphi' \) the conjugation of \( \varphi \) (i.e., \( 1/\varphi' + 1/\varphi = 1 \)), \( F : L^q_{\mathcal{X}} \to L^{q'}_{\mathcal{X}} \) the Nemytskii operator associated with \( f \), i.e.,
\[
F(u)(x) := f(u(x)), \quad u \in L^q_{\mathcal{X}}, \quad x \in \mathcal{O},
\]
and \( L^q_{\mathcal{X}}(\cdot, \cdot)_{L^q_{\mathcal{X}}} \) the dual between \( L^q_{\mathcal{X}} \) and \( L^q_{\mathcal{X}} \). Then it follows from Assumption 2.1 that
\[
F \text{ has a continuous extension from } L^q_{\mathcal{X}} \text{ to } L^q_{\mathcal{X}},
\]
and
\[
\langle F(u) - F(v), u - v \rangle_{L^q_{\mathcal{X}}} \leq L_f \|u - v\|_{L^q_{\mathcal{X}}}, \quad u, v \in L^q_{\mathcal{X}},
\]
\[
\|F(u) - F(v)\|_{L^q_{\mathcal{X}}} \leq C(1 + \|u\|_{L^q_{\mathcal{X}}}), \quad u \in L^q_{\mathcal{X}}.
\]

**Remark 2.1** Compared with the assumption on \( f \) in the case of space-time white noise where instead of (2.3) the authors in [26,27] assumed that
\[
(f(x) - f(y))(x - y) \leq L_f |x - y|^2 - c|x - y|^q, \quad x, y \in \mathbb{R},
\]
for some \( L_f \in \mathbb{R} \) and \( c \in \mathbb{R}_+ \), Assumption 2.1 weakens this monotone-type condition due to the smoothness of the noise.

Denote by \( G : H \to L^0_{\mathcal{X}} \) the Nemytskii operator associated with \( g \):
\[
G(u)v(x) := g(u(x))v(x), \quad u \in H, \quad v \in U_0, \quad x \in \mathcal{O}.
\]
Assumption 2.2  The operator $G : H \to \mathcal{L}^0_2$ is Lipschitz continuous, i.e., there exists a constant $L_g \in \mathbb{R}_+$ such that

$$
\|G(u) - G(v)\|_{\mathcal{L}^0_2} \leq L_g \|u - v\|, \quad u, v \in H.
$$

(2.15)

Moreover, $G(\dot{H}^1_x) \subset \mathcal{L}^1_2$ and

$$
\|G(z)\|_{\mathcal{L}^1_2} \leq L_g (1 + \|z\|_1), \quad z \in \dot{H}^1_x.
$$

(2.16)

To derive the $\dot{H}^2$-well-posedness and moments’ estimation of Eq. (1.8) in Sect. 3.2, we need the following growth condition of $G$ in $\dot{H}^{1+\theta}_x$ for some positive $\theta$.

Assumption 2.3  There exist constants $\theta \in (0, 1)$ and $\rho \geq 1$ such that $G(\dot{H}^{1+\theta}_x) \subset \mathcal{L}^{1+\theta}_2$ and

$$
\|G(z)\|_{\mathcal{L}^{1+\theta}_2} \leq C (1 + \|z\|_{1+\theta}^\rho), \quad z \in \dot{H}^{1+\theta}_x.
$$

(2.17)

Remark 2.2  Under Majee–Prohl’s condition on $g$ of Eq. (1.3) with $K = 1$ that $g \in \mathcal{C}^2_b(\mathbb{R}; \mathbb{R})$ in [28, Assumption A.1], Assumption 2.2 holds true. In fact, in this case we have $U = \mathbb{R}$ and $Q = \text{Id}$ and thus

$$
\|G(u) - G(v)\|_{\mathcal{L}^0_2} = \|g(u) - g(v)\| \leq C \|u - v\|, \quad u, v \in L^2_x,
$$

(2.15)

$$
\|G(z)\|_{\mathcal{L}^1_2} \leq \sqrt{\|g(z)\|^2 + \|g'(z)\|_{L^2_x}^2} \leq C (1 + \|z\|_1), \quad z \in \dot{H}^1_x.
$$

(2.16)

for some constant $C$ depending only on $\|g\|_{\mathcal{C}^1_b}$ but independent of $\|g\|_{\mathcal{C}^2_b}$.

Remark 2.3  In the additive noise case $G \equiv \text{Id}$ the conditions (2.15)–(2.16) are equivalent to the assumption $\|(-A)^{1/2}Q^{1/2}\|_{HS(H; H)} < \infty$ which was imposed in [34, Section 2.1]; a multiplicative example fulfilling Assumption 2.2 is given in Example 5.1.

Remark 2.4  Provided that $f : \mathbb{R}^\mathbb{F} \to \mathbb{R}^\mathbb{F}$ and $g : \mathbb{R}^\mathbb{F} \to \mathbb{R}^{\mathbb{F} \times K}$ are $\mathcal{C}^1$ functions such that the following conditions hold for some constants $L_f \in \mathbb{R}$, $L_g \in \mathbb{R}_+$, $l \in \mathbb{N}$ and for any $x, y \in \mathbb{R}^\mathbb{F}$ (see [12, Assumptions 3.1 and 4.1]):

$$
(f(x) - f(y))^\top (x - y) \leq L_f |x - y|^2, \quad (2.18)
$$

$$
g(x) - g(y)\|_{HS(\mathbb{R}^\mathbb{F}; \mathbb{R}^y)} \leq L_g |x - y|, \quad (2.19)
$$

$$
|f(0)| < \infty, \quad |f(x) - f(y)|^2 \leq L_f' (1 + |x|^l + |y|^l)|x - y|^2, \quad (2.20)
$$

the authors in [12, Theorem 5.3] proved that the backward Euler scheme

$$
u^{m+1} = \nu^m + \tau f(\nu^{m+1}) + g(\nu^m) (\beta(t_{m+1}) - \beta(t_m)), \quad m \in \mathbb{Z}_{M-1}; \quad \nu^0 = \nu_0,
$$

\( \square \) Springer
for the \( r \)-dimensional SODE (1.5) driven by a \( K \)-dimensional Wiener process \( \beta \) is convergent with mean-square order 1/2.

The first two conditions (2.18) and (2.19) are exactly (2.3) and (2.15), respectively, in the finite-dimensional case \( U = \mathbb{R}^K \), \( Q = \text{Id} \), and \( H = \mathbb{R}^r \). It is clear that once the last condition (2.20) is valid, our condition (2.4) holds true with \( q = 2 + l/2 \geq 2 \).

### 2.3 Formulations of solutions

Before formulating the solutions of Eq. (1.8) in variational and semigroup frameworks, we need to introduce several types of Burkholder–Davis–Gundy inequalities, which are frequently used in the regularity analysis and strong error estimations to control the appearing stochastic integrals in both continuous and discrete settings.

We begin with a Burkholder–Davis–Gundy inequality for Hilbert space valued continuous martingales; see, [29, Theorem 1.1].

**Lemma 2.1** Let \((\mathbb{H}, \| \cdot \|_\mathbb{H})\) be a real separable Hilbert space. Then for any \( p > 0 \) and any \( \mathbb{H} \)-valued continuous \( \mathbb{F} \)-martingale \( \{N(t) : t \in [0, T]\} \) with \( N(0) = 0 \),

\[
\mathbb{E}\left[ \sup_{t \in [0, T]} \|N(t)\|_\mathbb{H}^p \right] \leq p \mathbb{E}\left[ \langle N \rangle_T^{\frac{p}{2}} \right]. \tag{2.21}
\]

If we take \( \mathbb{H} = H \) and \( N(\cdot) := \int_0^\cdot \Phi(r) \, dW(r) \) with an \( \mathbb{F} \)-adapted process \( \Phi \in L^p_{\omega}L^2_{L^2_0} \) in Lemma 2.1, then we get \( \langle N \rangle_T = \int_0^T \|\Phi(r)\|^2 L^2_0 \, dr \) and the following type of Burkholder–Davis–Gundy inequality for stochastic integral:

\[
\mathbb{E}\left[ \sup_{t \in [0, T]} \left\| \int_0^t \Phi(r) \, dW(r) \right\|_p^p \right] \leq p \mathbb{E}\left[ \left( \int_0^T \|\Phi(r)\|^2 L^2_0 \, dr \right)^{\frac{p}{2}} \right]. \tag{2.22}
\]

We also need the following Burkholder–Davis-Gundy inequality for a sequence of \( H \)-valued discrete martingales, see [16, Lemma 4.1] for the scalar case.

**Lemma 2.2** Let \( p \geq 2 \) and \( \{Z_m\}_{m \in \mathbb{Z}_M} \) be a sequence of \( H \)-valued random variables with bounded \( p \)-moments such that \( \mathbb{E}[Z_{m+1}|Z_0, \ldots, Z_m] = 0 \), \( m \in \mathbb{Z}_{M-1} \). Then there exists a constant \( C = C(p) \) such that

\[
\left( \mathbb{E}\left[ \left\| \sum_{i=0}^m Z_i \right\|_p^p \right] \right)^{\frac{1}{p}} \leq C \left( \sum_{i=0}^m \left( \mathbb{E}\left[ \|Z_i\|_p^p \right] \right)^{\frac{2}{p}} \right)^{\frac{1}{2}}. \tag{2.23}
\]

Next, we recall the following definitions of the variational and mild solutions of Eq. (1.8). The relation of these two types of solutions to general semilinear SPDEs is given in [25, Appendix G]. We mainly focus on a solution which is an \( \dot{H}^1 \)-valued, \( \mathbb{F} \)-adapted process.
Definition 2.1 Let $u = \{u(t) : t \in [0, T]\}$ be an $\dot{H}^1$-valued, $\mathcal{F}$-adapted process.

1. $u$ is called a variational solution of Eq. (1.8) if

$$u(t) = u_0 + \int_0^t (Au(r) + F(u(r)))dr + \int_0^t G(u(r))dW(r), \quad t \in [0, T].$$

(2.24)

Eq. (2.24) takes values in $\dot{H}^{-1}$ and explained by

$$\langle u(t), v \rangle = \langle u_0, v \rangle + \int_0^t \langle Au(r) + F(u(r)), v \rangle dr + \int_0^t \langle v, G(u(r))dW(r) \rangle,$$

for any $t \in [0, T]$ and $v \in \dot{H}^1$.

2. $u$ is called a mild solution of Eq. (1.8) if

$$u(t) = S(t)u_0 + S \ast F(u)(t) + S \circ G(u)(t), \quad t \in [0, T],$$

(2.25)

where $S \ast F(u)(\cdot) := \int_0^\cdot S(\cdot - r)F(u(r))dr$ and $S \circ G(u)(\cdot) := \int_0^\cdot S(\cdot - r)G(u(r))dW(r)$ denote the deterministic and stochastic convolutions, respectively.

For these two types of formulations, the uniqueness of solutions are both understood in the sense of stochastic equivalence.

All of the appeared equations in this paper are valid in almost surely (a.s.) sense and we omit the a.s. in these equations for simplicity.

The main ingredient to derive the Sobolev and Hölder regularity for the solution $u$ of Eq. (1.8) in the next section (see Sect. 3.2 for details) is identifying the variational and mild solutions and combining them with a bootstrap approach. We have the following equivalence between the variational and mild solutions of Eq. (1.8).

Lemma 2.3 Let $p \geq q$, $u_0$ is $\mathcal{F}_0$-measurable such that $u_0 \in L^p(\Omega; \dot{H}^1)$, and Assumptions 2.1, 2.2 hold. Then a variational solution $\{u(t) : t \in [0, T]\}$ in $L^q(\Omega; C([0, T]; \dot{H}^1))$ of Eq. (1.8) is also its mild solution in the sense of Definition 2.1.

Proof By [25, Remark G.0.6], the variational solution $u$ is also a weak solution of Eq. (1.8) in the sense that

$$\langle u(t), v \rangle = \langle u_0, v \rangle + \int_0^t \langle u(r), A^*v \rangle dr + \int_0^t \langle F(u(r)), v \rangle dr + \int_0^t \langle G(u(r))dW(r), v \rangle,$$

for any $v \in \dot{H}^2$ and $t \in [0, T]$. On the other hand, by the embedding (2.6), Young inequality, and the Burkholder–Davis–Gundy inequality (2.22) we get

$$\mathbb{E}\left[\int_0^T \|u(t)\|dt + \int_0^T \|F(u(t))\|dt + \int_0^T \|G(u(t))\|^2 d\mathbb{P}\right] \leq C \left(1 + \|u\|_{L_t^\infty L_\omega^q \dot{H}^1}^q\right),$$

Springer
which is finite by the assumption \( u \in L^p(\Omega; C([0, T]; H^1)) \) with \( p \geq q \). We conclude by [25, Proposition G.0.5(i)] that this weak solution is also a mild solution. 

\[ \square \]

### 3 Well-posedness and regularity

Our main aim in this part is to derive the global well-posedness and sharp trajectory Sobolev and H"older regularity results for Eq. (1.8) under Assumptions 2.1–2.3.

#### 3.1 \( \dot{H}^1 \)-well-posedness and moments’ estimation

In this part, we will show the well-posedness and moments’ estimation of Eq. (1.8) in \( V \), following a known result that Eq. (1.8) whose coefficients satisfy certain monotone and Lyapunov conditions has a unique variational solution \( \{ u(t) : t \in [0, T] \} \) in the sense of Definition 2.1 which is essentially bounded a.s. in \( V \).

To apply the variational method, let us introduce the Gelfand triple \( \dot{H}^1 = V \hookrightarrow H = L^2_x \hookrightarrow V^* = \dot{H}^{-1} \). By the classical stochastic variational theory, see, e.g., [24], one can prove that the equation

\[
\frac{du(t)}{dt} = A(u(t))dt + B(u(t))dW(t), \quad t \in [0, T]; \quad u(0) = u_0,
\]

whose coefficients satisfy certain monotone and Lyapunov conditions is well-posedness in \( V \). The following result shows that the conditions given in [24, Theorem 1.1] hold for Eq. (1.8) under Assumptions 2.1, 2.2. We also show that the solution of Eq. (1.8) is indeed continuous a.s. and satisfies the moments’ estimation (3.2) in \( V \).

**Theorem 3.1** Let \( p \geq q \), \( u_0 \) is \( \mathcal{F}_0 \)-measurable such that \( u_0 \in L^p(\Omega; \dot{H}^1) \), and Assumptions 2.1, 2.2 hold. Then Eq. (1.8) exists a unique variational solution \( \{ u(t) : t \in [0, T] \} \) in \( L^p(\Omega; C([0, T]; \dot{H}^1)) \) such that

\[
\mathbb{E}\left[ \sup_{t \in [0, T]} \| u(t) \|_{L^q_1}^q \right] + \mathbb{E}\left[ \int_0^T \| u(t) \|_{L^{q-2}}^{p-2} \| Au(t) \|_2^2 dt \right] \leq C \left( 1 + \mathbb{E}\left[ \| u_0 \|_{L^q_1}^q \right] \right). \tag{3.2}
\]

**Proof** We first verify the following conditions for Eq. (3.1) with \( A(u) = Au + F(u) \) and \( B(u) = G(u) \) for all \( u, v, z \in \dot{H}^1 \) and \( u_N \in V_N \):

- \( \mathbb{R} \ni \lambda \mapsto - \frac{1}{2} \langle A(u + \lambda v), z \rangle_1 \) is continuous; \tag{3.3}
- \( \frac{1}{2} \langle A(u) - A(v), u - v \rangle_1 + \| B(u) - B(v) \|_{L^2}^2 \leq C \| u - v \|_2^2; \tag{3.4} \)
- \( \langle A(u_N), u_N \rangle_1 \leq C (1 + \| u_N \|_1^2); \tag{3.5} \)
- \( \| A(u) \|_{L^2} \leq C (1 + \| u \|_1^{p-1}); \tag{3.6} \)
- \( \| B(u) \|_{L^2} \leq C (1 + \| u \|_1). \tag{3.7} \)

The first statement (3.3) follows from (2.11) and the embedding (2.6); (3.4) and (3.7) follow from the monotonicity (2.12) and the Lipschitz continuity (2.15). Indeed,
Similarly, (3.5) follows from (2.13) and (2.8):

$$\langle Au + F(u), u - v \rangle_1 + \| G(u) - G(v) \|^2_{\mathcal{L}_2} \leq (L_f + L_g) \| u - v \|^2.$$  

To show (3.6) with $p \geq q$, we use the dual argument and the embedding (2.6) to get

$$\| F(u) \|_{-1} = \sup_{v \in \mathcal{H}_1} -\langle F(u), v \rangle_1 \| v \|_1 \leq \sup_{v \in \mathcal{H}_1} \| F(u) \|_{L^q} \| v \|_{L^q_1} \| v \|_1 \leq C_1(1 + \| u \|^{q-1}_{L^q_1}) \leq C_1(1 + \| u \|^{q-1}_1),$$

and thus $\| Au + F(u) \|_{-1} \leq \| Au \|_{-1} + \| F(u) \|_{-1} \leq C_1(1 + \| u \|^{q-1}_{L^q_1})$ for any $u \in \mathcal{H}_1$. Applying [24, Theorem 1.1] and the assumption that $u_0 \in L^p(\Omega; \mathcal{H}_1)$, we conclude that Eq. (1.8) exists a unique variational solution $u$ which belongs to $L^p(\Omega; L^\infty(0, T; \mathcal{H}_1))$ such that $\mathbb{E}\left[ \int_0^T \| u(t) \|_{1}^{p-2} \| Au(t) \|_1^2 \, dt \right] < \infty$.

It remains to show that the solution $u$ is indeed continuous in $\mathcal{H}_1$ a.s. such that (3.2) holds. To lighten the notations, here and after we omit the temporal variable when an integral appears. Applying Itô formula (see, e.g., [25, Theorem 4.2.5]) to the functional $F : H \to \mathbb{R}$ defined by $F(v) := \frac{1}{p} \| v \|^p$ with $v = \nabla u$ leads to

$$\frac{1}{p} \| u(t) \|_1^p = \frac{1}{p} \| u_0 \|_1^p + \frac{p-2}{2} \int_0^t \| u \|_1^{p-4} \sum_{k \in \mathbb{N}_+} \langle u, G(u)Q^2 g_k \rangle_1^2 \, dr$$

$$+ \int_0^t \| u \|_1^{p-2} \langle u, (G(u) dW(r))_1 \rangle_1$$

$$+ \int_0^t \| u \|_1^{p-2} \langle (Au + F(u), u) \rangle_1 + \frac{1}{2} \| G(u) \|_{\mathcal{L}_2^1}^2 \, dr.$$  

(3.10)

By Assumptions 2.1, 2.2, we have

$$\langle Au + F(u), u \rangle_1 \leq C(1 + \| u \|_1^2) - \| Au \|^2, \; u \in \mathcal{H}_2,$$

and

$$\| u \|_1^{p-4} \sum_{k \in \mathbb{N}_+} \langle u, G(u)Q^2 g_k \rangle_1^2 + \| u \|_1^{p-2} \| G(u) \|_{\mathcal{L}_2^1}^2 \leq C(1 + \| u \|_1^p), \; u \in \mathcal{H}_1,$$

from which we obtain

$$\| u(t) \|_1^p + p \int_0^t \| u \|_1^{p-2} \| Au \|^2 \, dr$$

$$\leq \| u_0 \|_1^p + \int_0^t C(1 + \| u \|_1^p) \, dr + p \int_0^t \| u \|_1^{p-2} \langle u, G(u) dW(r) \rangle_1.$$  

(3.11)
Since \( \int_0^T \| u \|_1^{p-2} \langle u, G(u) \rangle_1 \) is a real-valued continuous martingale, by the Burkholder–Davis–Gundy inequality (2.21), Young and Hölder inequalities, and the condition (2.16), we get an estimation of the stochastic integral in (3.11):

\[
E \left[ \sup_{t \in [0,T]} \left| \int_0^t \| u \|_1^{p-2} \langle u, G(u) \rangle_1 \right| \right] \\
\leq C E \left[ \left( \int_0^T \| u \|_1^{2p-2} \| G(u) \|_2^2 \right)^{1/2} \right] \\
\leq \frac{1}{2p} E \left[ \sup_{t \in [0,T]} \| u(t) \|_1^p \right] + C \int_0^T \left( 1 + E \left[ \| u(t) \|_1^p \right] \right) dt.
\]

(3.12)

Now taking \( L_o^1 L_t^\infty \)-norm on both sides of (3.11), we obtain

\[
E \left[ \sup_{t \in [0,T]} \| u(t) \|_1^p \right] + p E \left[ \int_0^T \| u(t) \|_1^{p-2} \| \Delta u(t) \|_2^2 dt \right] \\
\leq E \left[ \| u_0 \|_1^p \right] + \int_0^T C \left( 1 + E \left[ \| u(t) \|_1^p \right] \right) dt,
\]

from which we get (3.2) by Grönwall inequality. It is clear from Eq. (3.10) that \( u \) is indeed continuous in \( V \) a.s. by the absolute continuity of Lebesgue and Itô integrals under the estimation (3.2). \( \square \)

**Remark 3.1** Unlike (3.8) in Theorem 3.1, the following uniform coercive condition does not hold in the \( \dot{H}^2 \)-setting:

\[
\langle P_N F(u_N), u_N \rangle_2 \leq C (1 + \| u_N \|_2^2), \quad u_N \in \dot{H}^2,
\]

since the second derivative of \( f \) has no upper bound under Assumption 2.1. Thus one could not use the arguments in Theorem 3.1 to get the \( \dot{H}^2 \)-well-posedness of Eq. (1.8). We refer to [31, Theorem 2] for an \( \dot{H}^2(\Theta') \)-well-posedness result for a similar equation as Eq. (1.8) driven by an affine noise for any compact domain \( \Theta' \subset \Theta \) and analogous results in weighted Sobolev spaces on the whole spatial domain \( \Theta \) using results from [22] along with several \( L^p \)-estimates.

### 3.2 Sobolev and Hölder regularity

In the present part, we will derive the Sobolev and Hölder regularity for the solution \( u \) of Eq. (1.8). The first type of regularity is an estimation of \( u \) under the \( L_o^1 L_t^\infty \dot{H}^{1+\gamma} \)-norm for general \( \gamma \in [0, 1] \). Another type of regularity is a temporal Hölder regularity of \( u \) under the \( L_o^p L_x^2 \)-norm. These two types of regularity are both useful, in the rest Sects. 4–5, to derive the optimal strong convergence rate of fully discrete numerical approximations for Eq. (1.8).
The main ingredients are Lemma 2.3, the identification of the variational and mild solutions to Eq. (1.8), in combination with the factorization method. We first derive a sharp Hölder regularity of $u$ under the $L^p_{t,x}$-norm.

**Theorem 3.2** Let $p \geq q$, $u_0 \in L^{p(q-1)}(\Omega; \dot{H}^1)$, and Assumptions 2.1, 2.2 hold. There exists a constant $C$ such that

$$\sup_{0 \leq s < t \leq T} \frac{\|u(t) - u(s)\|_{L^p_{t}L^2_x}}{(t - s)^{1/2}} \leq C \left( 1 + \|u_0\|_{L^{p(q-1)}_{t}\dot{H}^1} \right).$$  

(3.13)

**Proof** By the mild formulation (2.25) and Minkovskii inequality, we get

$$\|u(t) - u(s)\|_{L^p_{t}L^2_x} \leq I + II + III,$$

where

$$I = \|(S(t - s) - \text{Id})u(s)\|_{L^p_{t}L^2_x},$$

$$II = \left\| \int_s^t S(t - r) F(u(r)) \, dr \right\|_{L^p_{t}L^2_x},$$

$$III = \left\| \int_s^t S(t - r) G(u(r)) \, dW(r) \right\|_{L^p_{t}L^2_x}.$$

The smoothing property (2.2) and the estimation (3.2) yield that

$$I \leq \|S(t - s) - \text{Id}\|_{L^\infty(H; \dot{H}^1)} \|u(s)\|_{L^p_{t}\dot{H}^1} \leq C (t - s)^{1/2} \left( 1 + \|u_0\|_{L^{p(q-1)}_{t}\dot{H}^1} \right).$$  

(3.14)

For the second term $II$, by Minkovskii inequality, the ultracontractive and smoothing properties (2.2), the embedding (2.6), and the estimation (3.2), we have

$$II \leq \left( \int_s^t \|S(t - r)\|_{L^\infty(H)} \|F(u(r))\|_{L^p_{t}L^2_x} \, dr \right)^{1/2} \leq C \|F(u)\|_{L^\infty L^p_{t}L^2_x} (t - s) \leq C \left( 1 + \|u_0\|_{L^{p(q-1)}_{t}\dot{H}^1} \right) (t - s).$$  

(3.15)

For the last term $III$, by the Burkholder–Davis–Gundy inequality (2.22), the conditions (2.15)–(2.16), the smoothing property (2.2), and the estimation (3.2), we get

$$III \leq \left( \int_s^t \|S(t - r)\|_{L^\infty(H)}^2 \|G(u(r))\|^2_{L^p_{t}L^2_x} \, dr \right)^{1/2} \leq C \|G(u)\|_{L^\infty L^p_{t}L^2_x} (t - s)^{1/2} \leq C \left( 1 + \|u_0\|_{L^{p(q-1)}_{t}\dot{H}^1} \right) (t - s)^{1/2}.$$

(3.16)

Combining the above estimations (3.14)–(3.16), we conclude (3.13).  

**Remark 3.2** One can use the factorization method as in Proposition 3.1 and then apply Lemma 3.1 to derive $u \in L^p_{t}L^{\delta'}_{x}$ for some $\delta' > 0$. However, our main interest here is...
to derive the sharp Hölder exponent $\delta$ of $u$ such that $u \in \mathcal{C}^\delta L^p_t L^2_x$. In this case, the derived temporal strong convergence rate of numerical approximations for Eq. (1.8) is optimal (and without any infinitesimal factor).

Next, we study the Sobolev regularity for the solution $u$ of Eq. (1.8). Note that it seems impossible to use Theorem 3.1 by variational approach to derive the $\dot{H}^2$-well-posedness of Eq. (1.8); see Remark 3.1. For simplicity, in the rest we always assume that the initial datum $u_0$ is a nonrandom function; a similar argument can handle the case of random initial data which possess finite, sufficiently large algebraic order moments.

The main tool is the following factorization formulas for deterministic and stochastic convolutions:

\begin{align}
S \ast F(u)(t) &= \frac{\sin(\pi \alpha)}{\pi} \int_0^t (t-r)^{\alpha-1} S(t-r) F_\alpha(r) dr, \\
S \odot G(u)(t) &= \frac{\sin(\pi \alpha)}{\pi} \int_0^t (t-r)^{\alpha-1} S(t-r) G_\alpha(r) dr,
\end{align}

where $\alpha \in (0, 1)$ and

\begin{align}
F_\alpha(t) &= \int_0^t (t-r)^{-\alpha} S(t-r) F(u(r)) dr, \\
G_\alpha(t) &= \int_0^t (t-r)^{-\alpha} S(t-r) G(u(r)) dW(r),
\end{align}

for $t \in [0, T]$, see, e.g., [13,14], and references cited therein.

To this purpose, we need the following characterization, see, e.g., [14, Proposition 4.1], about the convolution operator $R_\alpha$ defined by

\begin{align}
R_\alpha F(t) := \int_0^t (t-r)^{\alpha-1} S(t-r) F(r) dr, \quad t \in [0, T].
\end{align}

**Lemma 3.1** Let $p > 1$, $1/p < \alpha < 1$ and $\rho, \theta, \delta \geq 0$. Then $R_\alpha$ defined by (3.19) is a bounded linear operator from $L^p(0, T; \dot{H}^\rho)$ to $\mathcal{C}^{\alpha-1/p-(\theta-\rho)/2}([0, T]; \dot{H}^\theta)$ for $\theta > \rho$ and $\alpha > (\theta - \rho)/2 + 1/p$.

Using Lemma 3.1 and a bootstrapping argument, we have the following $\dot{H}^{1+\gamma}$-regularity of the solution to Eq. (1.8) for any $\gamma \in (0, 1)$.

**Proposition 3.1** Let $\gamma \in (0, 1)$ and $u_0 \in \dot{H}^{1+\gamma}$. Under Assumptions 2.1, 2.2, the solution $u$ of Eq. (1.8) belongs to $L^p(\Omega; \mathcal{C}([0, T]; \dot{H}^{1+\gamma}))$ for any $p \geq 1$ such that

\begin{align}
\mathbb{E}\left[ \sup_{t \in [0, T]} \|u(t)\|^{p}_{1+\gamma} \right] \leq C \left( 1 + \|u_0\|^{p(q-1)}_{1+\gamma} \right).
\end{align}
Proof Let $p > 2$ and $\alpha \in (1/p, 1/2)$. For any $\gamma \in [0, 1)$, Minkovskii and Young inequalities yield that

$$
\| S \ast F(u) \|_{L^p_0 L^\infty_t \dot{H}^{1+\gamma}} \leq \left\| \int_0^t \| (-A)^{1+\gamma/2} S(t-r) F(u(r)) \| \, dr \right\|_{L^p_0 L^\infty_t} \\
\leq C \left\| t^{-1+\gamma/2} \ast \| F(u) \| \right\|_{L^p_0 L^\infty_t} \leq CT^{-1+\gamma} \| F(u) \|_{L^p_0 L^\infty_t L^2_x}.
$$

Then we get by the growth condition (2.4), the embedding (2.6), and the estimation (3.2) that

$$
\| S \ast F(u) \|_{L^p_0 L^\infty_t \dot{H}^{1+\gamma}} \leq C \left( 1 + \| u \|^{q-1}_{L^p_0(q-1) L^\infty_t \dot{H}^1} \right) \leq C \left( 1 + \| u_0 \|_1 \right)^{q-1}.
$$

(3.21)

For the stochastic convolution, we use the factorization formula (3.18). By the growth condition (2.16), we have

$$
\| G_\alpha \|_{L^p_0 L^p_t \dot{H}^1} \leq C \left[ \int_0^T \left( \int_0^t (t-r)^{-2\alpha} \, dr \right)^p \, dr \right] \left( 1 + \| u \|_{L^p_0 L^\infty_t \dot{H}^1} \right) \leq C \left( 1 + \| u_0 \|_1 \right)^p.
$$

Thus Lemma 3.1 with $\rho = 1$ and $\theta = 1 + \gamma$ for $\gamma \in \left( 0, 1 - 2/p \right)$ yields that $S \diamond G(u) \in L^p(\Omega; \mathcal{C}(0, T]; \dot{H}^{1+\gamma})$ and

$$
\| S \diamond G(u) \|_{L^p_0 L^\infty_t \dot{H}^{1+\gamma}} \leq C \| G_\alpha \|_{L^p_0 L^p_t \dot{H}^1} \leq C \left( 1 + \| u_0 \|_1 \right).
$$

(3.22)

Combining the estimations (3.21)–(3.22) with the standard estimation for $S(\cdot) u_0$ that

$$
\| S(\cdot) u_0 \|_{L^p_0 L^\infty_t \dot{H}^{1+\gamma}} \leq C \| u_0 \|_{1+\gamma},
$$

(3.23)

we conclude (3.20) for $\gamma \in \left( 0, 1 - 2/p \right)$. Taking $p$ large enough, we prove the result for general $\gamma \in [0, 1)$.

\[\square\]

Corollary 3.1 Let $u_0 \in \dot{H}^1 \cap L^\infty_x$. Under Assumptions 2.1, 2.2, the solution $u$ of Eq. (1.8) belongs to $L^p(\Omega; \mathcal{C}(0, T]; \dot{H}^1) \cap L^p(\Omega; \mathcal{C}(0, T]; L^\infty_x)$ for any $p \geq 1$ such that

$$
\mathbb{E} \left[ \sup_{t \in [0, T]} \| u(t) \|_{L^1_x}^p \right] + \mathbb{E} \left[ \sup_{t \in [0, T]} \| u(t) \|_{L^\infty_x}^p \right] \leq C \left( 1 + \| u_0 \|_{1}^{p(q-1)} + \| u_0 \|_{L^\infty_x}^p \right).
$$

(3.24)

Proof The proof of Proposition 3.1 and the embedding $\dot{H}^{1+\beta} \hookrightarrow L^\infty_x$ for any $\beta \in (1/2, 1]$ imply that

$$
\| S \ast F(u) \|_{L^p_0 L^\infty_t L^\infty_x} + \| S \diamond G(u) \|_{L^p_0 L^\infty_t L^\infty_x}
$$

$$
\leq \| S \ast F(u) \|_{L^p_0 L^\infty_t \dot{H}^{1+\beta}} + \| S \diamond G(u) \|_{L^p_0 L^\infty_t \dot{H}^{1+\beta}}
$$

$$
\leq C \left( 1 + \| u \|_{L^p_0(q-1) L^\infty_t \dot{H}^1}^{q-1} \right) + C \left( 1 + \| u \|_{L^p_0 L^\infty_t \dot{H}^1} \right) \leq C \left( 1 + \| u_0 \|_{1}^{q-1} \right).
$$
Similarly to (3.23), we have \( \|S(\cdot)u_0\|_{L^p_0L^\infty_tL^\infty_x} \leq C\|u_0\|_{L^\infty_x} \). Thus we get

\[
\|u\|_{L^p_0L^\infty_tL^\infty_x} \leq \|S(\cdot)u_0\|_{L^p_0L^\infty_tL^\infty_x} + \|S \ast F(u)\|_{L^p_0L^\infty_tL^\infty_x} + \|S \circ G(u)\|_{L^p_0L^\infty_tL^\infty_x} \\
\leq C\left(1 + \|u_0\|_{L^q_1}^{q-1} + \|u_0\|_{L^\infty_x}\right). \tag{3.25}
\]

Combining the estimation \( 3.25 \) with the estimation \( 3.2 \), we derive \( 3.24 \).

Our next step is to show the \( \dot{H}^2 \)-regularity for the solution of Eq. \( 1.8 \). To this end, we need the following result.

**Lemma 3.2** Let \( \beta \in [0, 1/2) \) and \( 2.4 \) hold. For any \( u \in \dot{H}^\beta \cap L^\infty_x \), there exists a constant \( C \) such that

\[
\|F(u)\|_\beta \leq C\left(1 + \|u\|_{L^\infty_x}^{q-1} + \|u\|_{L^\beta_x}^{q-1}\right). \tag{3.26}
\]

**Proof** We assume that \( \beta \in (0, 1/2) \), while the inequality \( 3.26 \) for \( \beta = 0 \) is trivial. Recall that for \( \beta \in (0, 1/2) \) the space \( \dot{H}^\beta \) coincides with the Sobolev–Slobodeckij space \( W^{\beta,2} \) whose norm is defined by

\[
\|u\|^2_{W^{\beta,2}} := \|u\|^2 + \int_\Omega \int_\Omega \frac{|u(x) - u(y)|^2}{|x - y|^{d+2\beta}} \, dx \, dy, \quad u \in W^{\beta,2}.
\]

Then by mean value theorem, the growth condition \( 2.4 \), the embedding \( 2.6 \), and Young inequality, we get

\[
\|F(u)\|_\beta^2 \leq C \left( \|F(u)\|^2 + \int_\Omega \int_\Omega \frac{|f(u(x)) - f(u(y))|^2}{|x - y|^{d+2\beta}} \, dx \, dy \right) \\
\leq C \left(1 + \|u\|_{L^\infty_x}^{2(q-1)} + \|u\|_{L^\infty_x}^{2(q-2)}\right) \int_\Omega \int_\Omega \frac{|u(x) - u(y)|^2}{|x - y|^{d+2\beta}} \, dx \, dy \\
\leq C \left(1 + \|u\|_{L^\infty_x}^{2(q-1)} + \|u\|_{L^\beta_x}^{2(q-1)}\right).
\]

This completes the proof of \( 3.26 \). \( \square \)

**Theorem 3.3** Let \( u_0 \in \dot{H}^2 \) and Assumptions 2.1–2.3 hold. Then the solution \( u \) of Eq. \( 1.8 \) is in \( L^p(\Omega; \mathcal{C}([0, T]; \dot{H}^2)) \) for any \( p \geq 1 \) such that

\[
\mathbb{E}\left[\sup_{t \in [0, T]} \|u(t)\|_2^p\right] \leq C\left(1 + \|u_0\|_{L^p_0L^\infty_tL^\infty_x}^{p(q-1)} + \|u_0\|_{L^\infty_x}^{p(q-1)}\right)^2. \tag{3.27}
\]

**Proof** By Young inequality, the factorization formula \( 3.17 \), and Lemma 3.2, we get for \( p > 1, 1/p < \alpha < 1 \), and \( \beta \in (0, 1/2) \) that

\[
\|F_\alpha\|_{L^p_0L^\infty_t\dot{H}^\beta} \leq \|t^{-\alpha} \ast F(u)\|_{L^p_0L^\infty_t\dot{H}^\beta} \leq C T^{1-\alpha} \|F(u)\|_{L^p_0L^\infty_tL^\infty_x} \\
\leq C T^{1-\alpha} \left(1 + \|u\|_{L^p_0L^\infty_tL^\infty_x}^{q-1} + \|u\|_{L^p_0L^\infty_tL^\infty_x}^{q-1}\right).
\]
Since \( u_0 \in \dot{H}^2 \), Proposition 3.1 yields that \( u \in L^p(\Omega; \mathcal{C}([0, T]; \dot{H}^{1+\gamma}) \) for any \( p \geq 2 \) and \( \gamma \in [0, 1) \) such that (3.20) holds. In particular, we take \( \gamma \in (1/2, 1) \) such that \( \dot{H}^{1+\gamma} \hookrightarrow L^\infty_x \). Consequently,

\[
\| F_\alpha \|_{L^p_{t,\omega} \dot{H}^\beta} \leq C (1 + \| u \|_{L^p_{t,\omega} \dot{H}^{1+\gamma}}^{q-1}) \leq C (1 + \| u_0 \|_2^{q-1}).
\]

As a result of Lemma 3.1 with \( \rho = \beta = 5/p \) (take \( p > 10 \)) and \( \alpha = 1 - 1/p \), we obtain \( S \ast F(u) \in L^p(\Omega; \mathcal{C}([0, T]; \dot{H}^2)) \) such that

\[
\| S \ast F(u) \|_{L^p_t L^\infty_x \dot{H}^2} \leq C \| F_\alpha \|_{L^p_{t,\omega} \dot{H}^\beta} \leq C (1 + \| u \|_2^{q-1}).
\]  

(3.28)

For the stochastic convolution \( S \circ G(u) \), the condition (2.17) and the estimation (3.20) yield that

\[
\| G_\alpha \|_{L^p_{t,\omega} \dot{H}^{1+\theta}} \leq C (1 + \| u \|_{L^p_{t,\omega} \dot{H}^{1+\theta}}^{p(q-1)}) \leq C (1 + \| u_0 \|_1^{p(q-1)}) \leq C (1 + \| u_0 \|_2^{p(q-1)}),
\]

with \( \alpha \in (1/p, 1/2) \). Taking for example \( p > 4/\theta > 4 \) and \( \alpha = 1/2 - 1/p \) such that \( \alpha \in (1/p, 1/2) \) and \( 2\alpha - 2/p + 1 + \theta > 2 \), we obtain by Lemma 3.1 that \( S \circ G(u) \in L^p(\Omega; \mathcal{C}([0, T]; \dot{H}^2)) \) such that

\[
\| S \circ G(u) \|_{L^p_t L^\infty_x \dot{H}^2} \leq C \| G_\alpha \|_{L^p_{t,\omega} \dot{H}^{1+\theta}} \leq C (1 + \| u_0 \|_2^{p(q-1)}).
\]

The above inequality, in combination with (3.28) and (3.23) with \( \gamma = 1 \), shows (3.27).

\[ \square \]

**Remark 3.3** One could not expect that \( u \in \mathcal{C}([0, T]; L^p(\Omega; \dot{H}^{2+\epsilon})) \) provided \( u_0 \in \dot{H}^{2+\epsilon} \) for some \( \epsilon \in \mathbb{R}^+ \) under Assumption 2.2. This is due to the restriction of the regularity for the stochastic convolution. For the additive noise case, the equivalent assumption \( \|(-A)^{1/2}Q^{1/2}\|_{HS(H,H)} < \infty \) in Remark 2.3 is not sufficient to ensure that

\[
\mathbb{E} \left[ \left\| \int_0^t S(t - r) dW(r) \right\|_{2+\epsilon}^2 \right] < \infty, \quad t \in (0, T].
\]

In fact, one can find a counterexample that \( Q = (-A)^{-\alpha} \) for some \( \alpha \in \mathbb{R} \). Then

\[
\mathbb{E} \left[ \left\| \int_0^t S(t - r) dW(r) \right\|_{2+\epsilon}^2 \right] = \int_0^t \sum_{k \in \mathbb{N}_+} \lambda_k^{2+\epsilon/\alpha} e^{-2\lambda_k t} \, dr = \sum_{k \in \mathbb{N}_+} \frac{\lambda_k^{1+\epsilon/\alpha}(1 - e^{-2\lambda_k t})}{2},
\]

which is convergent for \( t \in (0, T] \) if and only if \( \sum_{k \in \mathbb{N}_+} \lambda_k^{1+\epsilon/\alpha} < \infty \), i.e., \( \alpha > 1 + \epsilon + \frac{d}{2} \). However, the assumption \( \|(-A)^{1/2}Q^{1/2}\|_{HS(H,H)} < \infty \) is equivalent to the convergence of the previous series with \( \epsilon = 0 \). We also refer to [22, Examples 1.1 and 1.2] for an interesting counterexample.
Finally, we give another sharp Hölder regularity under $\dot{H}^\beta$-norm with $\beta \in [0, 1]$ for the solution of Eq. (1.8) with $\dot{H}^{1+\gamma}$-valued initial datum for some $\gamma \in [0, 1]$. It is also frequently used in the derivation of the strong convergence rates of numerical approximations in Sects. 4 and 5.

Corollary 3.2 Let $\gamma \in [0, 1]$, $u_0 \in \dot{H}^{1+\gamma}$, and Assumptions 2.1, 2.2 hold. Assume that Assumption 2.3 holds if $\gamma = 1$. Then for any $p \geq 1$ and $\beta \in [0, 1]$, there exists a constant $C$ such that

$$\sup_{0 \leq s < t \leq T} \frac{\|u(t) - u(s)\|_{L^p_t \dot{H}^\beta}}{|t - s|^{1+\gamma-\frac{\beta}{2}-\frac{1}{2}}} \leq \begin{cases} C(1 + \|u_0\|_{L^{q-1}_{t0} \dot{H}^{1+\gamma}}^{q-1}); & \gamma \in [0, 1); \\ C(1 + \|u_0\|_{L^2_{t0} \dot{H}^{1+\gamma}}^{q-1} + \|u_0\|_{L^2_{t0} \dot{H}^{1+\gamma}}^{(q-1)^2}); & \gamma = 1. \end{cases}$$

(3.29)

Proof Without loss of generality, let $0 \leq s < t \leq T$. We use similar idea from Theorem 3.2 to show (3.29):

$$\|u(t) - u(s)\|_{L^p_t \dot{H}^\beta} \leq I_1 + II_1 + III_1,$$

where

$$I_1 = \|(S(t) - \text{Id})u(s)\|_{L^p_t \dot{H}^\beta},$$

$$II_1 = \left\| \int_s^t S(t - r) F(u(r)) dr \right\|_{L^p_t \dot{H}^\beta},$$

$$III_1 = \left\| \int_s^t S(t - r) G(u(r)) dW(r) \right\|_{L^p_t \dot{H}^\beta}.$$

The smoothing property (2.2) and the estimations (3.20) and (3.27) imply that

$$I_1 \leq \|S(t - s) - \text{Id}\|_{L^p_t \dot{H}^{-1+\gamma+\beta}} \|u(s)\|_{L^p_t \dot{H}^{1+\gamma}} \leq C(t - s)^{1+\gamma-\frac{\beta}{2}} \|u\|_{L^\infty_t L^p_t \dot{H}^{1+\gamma}} \leq \begin{cases} C(t - s)^{1+\gamma-\frac{\beta}{2}} (1 + \|u_0\|_{L^{q-1}_{t0} \dot{H}^{1+\gamma}}^{q-1}); & \gamma \in [0, 1); \\ C(t - s)^{1+\gamma-\frac{\beta}{2}} (1 + \|u_0\|_{L^2_{t0} \dot{H}^{1+\gamma}}^{q-1} + \|u_0\|_{L^2_{t0} \dot{H}^{1+\gamma}}^{(q-1)^2}); & \gamma = 1. \end{cases}$$

(3.30)

For the second term $II_1$, by the ultracontractive property (2.2), the embedding (2.6), and the estimation (3.2) we have

$$II_1 \leq \|F(u)\|_{L^\infty_t L^{p-\frac{\beta}{2}}_t L^2_t} \left[ \int_s^t (t - r)^{-\frac{\beta}{2}} dr \right] \leq C(1 + \|u_0\|_{L^{q-1}}^{q-1}) (t - s)^{1-\frac{\beta}{2}}.$$  

(3.31)

For the last term $III_1$, by the Burkholder–Davis–Gundy inequality (2.22), the conditions (2.15), (2.16), and (2.17), the smoothing property (2.2), and the estimations (3.2) and (3.20), we get

$\square$ Springer
\[ III_1 \leq \|G(u)\|_{L^p_t L^p_w L^q_s \mathcal{F}}(t-s)^{\frac{1}{2}} \leq C(1+\|u_0\|_1)(t-s)^{\frac{1}{2}}. \quad (3.32) \]

Combining the above estimations (3.30)–(3.32), we conclude (3.29). \(\square\)

**Remark 3.4** The technical requirement that \(q \leq 4\) when \(d = 3\) in (2.5) comes from the embedding \(H^1 \hookrightarrow L^{2(q-1)}\) to control \(\|F(u)\|\) by \(\|u\|_1\), which was used in Lemma 2.3, (3.15) in Theorem 3.2, (3.21) in Proposition 3.1, and (3.31) in Corollary 3.2.

### 4 Euler–Galerkin scheme

Our main aim in this section is to give a Galerkin-based fully discrete scheme and derive its optimal strong convergence rate. The proof of Theorem 1.1 is given at the end of Sect. 4.2.

#### 4.1 Drift-implicit Euler–Galerkin finite element scheme

Let \(h \in (0, 1)\), \(\mathcal{T}_h\) be a regular family of partitions of \(\Omega\) with maximal length \(h\), and \(V_h \subset V\) be the space of continuous functions on \(\overline{\Omega}\) which are piecewise linear over \(\mathcal{T}_h\) and vanish on the boundary \(\partial \Omega\). Let \(A_h : V_h \to V_h\) and \(\mathcal{P}_h : V^* \to V_h\) be the discrete Laplacian and generalized orthogonal projection operator, respectively, defined by

\[
\langle A_h u_h, v_h \rangle = -\langle \nabla u_h, \nabla v_h \rangle, \quad u_h, v_h \in V_h, \quad (4.1)
\]

\[
\langle \mathcal{P}_h u, v_h \rangle = -\langle u, v_h \rangle_1, \quad u \in V^*, \quad v_h \in V_h. \quad (4.2)
\]

Taking \(u \in H\) and \(v_h = \mathcal{P}_h u\) in (4.2) and using Cauchy–Schwarz inequality implies the following \(H\)-contraction property of \(\mathcal{P}_h\):

\[
\|\mathcal{P}_h u\| \leq \|u\|, \quad u \in H. \quad (4.3)
\]

The finite element approximation for Eq. (1.8) is to find an \(\mathbb{P}\)-adapted \(V_h\)-valued process \(\{u_h(t) : t \in [0, T]\}\) such that the following variational equality holds for any \(t \in [0, T]\) and \(v_h \in V_h\):

\[
\langle u_h(t), v_h \rangle + \int_0^t \langle \nabla u_h(r), \nabla v_h \rangle dr = \langle u_h(0), v_h \rangle + \int_0^t \langle F(u_h(r)), v_h \rangle dr + \int_0^t \langle v_h, G(u_h(r))dW(r) \rangle. \quad (4.4)
\]

To complement (4.4), we set the initial datum to be \(u_h(0) = \mathcal{P}_h u_0\). Then the finite element approximation (4.4) is equivalent to

\[
\begin{align*}
du_h(t) &= \left(A_h u_h(t) + \mathcal{P}_h F(u_h(t))\right)dt + \mathcal{P}_h G(u_h(t))dW(t), \quad t \in [0, T]; \\
u_h(0) &= \mathcal{P}_h u_0.
\end{align*}
\quad (4.5)
\]
Let $M \in \mathbb{N}_+$ and \{(tm, tm+1) : m \in \mathbb{Z}_{M-1}\}$ be an equal length subdivision of $(0, T]$ with temporal step-size $\tau = t_{m+1} - t_m$ for each $m \in \mathbb{Z}_{M-1}$. The drift-implicit Euler (DIE) scheme of the finite element approximation (4.5), that we call the DIE Galerkin (DIEG) scheme, is to find a $V_h$-valued discrete process $\{u_h^m : m \in \mathbb{Z}_M\}$ such that

$$u_h^{m+1} = u_h^m + \tau A_h u_h^{m+1} + \tau \mathcal{P}_h F(u_h^{m+1}) + \mathcal{P}_h G(u_h^m) \delta_m W, \quad u_h^0 = \mathcal{P}_h u_0,$$

(DIEG)

where $\delta_m W = W(t_{m+1}) - W(t_m), m \in \mathbb{Z}_{M-1}$. This DIEG scheme had been widely studied; see, e.g., [10,33,34].

It is clear that the DIEG scheme (DIEG) is equivalent to the scheme

$$u_h^{m+1} = S_{h, \tau} u_h^m + \tau S_{h, \tau} \mathcal{P}_h F(u_h^{m+1}) + S_{h, \tau} \mathcal{P}_h G(u_h^m) \delta_m W, \quad m \in \mathbb{Z}_{M-1}, \quad (4.6)$$

with initial datum $u_h^0 = \mathcal{P}_h u_0$, where $S_{h, \tau} := (\text{Id} - \tau A_h)^{-1}$ is a space-time approximation of the continuous semigroup $S$ in one step. Iterating (4.6) for $m$-times, we obtain

$$u_h^{m+1} = S_{h, \tau}^{m+1} u_h^0 + \tau \sum_{i=0}^m S_{h, \tau}^{m+1-i} \mathcal{P}_h F(u_h^{i+1}) + \sum_{i=0}^m S_{h, \tau}^{m+1-i} \mathcal{P}_h G(u_h^i) \delta_i W, \quad m \in \mathbb{Z}_{M-1}. \quad (4.7)$$

Throughout we take $\tau \in (0, 1)$ when $L_f \leq 0$ and $\tau < 1/(4L_f)$ when $L_f \in \mathbb{R}_+^*$. Under Assumptions 2.1, 2.2, it is not difficult to show that the DIEG scheme (DIEG) is solvable and stable.

### 4.2 Strong convergence rate of DIEG scheme

In this part, we give the optimal strong convergence rate of the DIEG scheme (DIEG).

Denote by $E_{h, \tau}(t) = S(t) - S_{h, \tau}^{m+1} \mathcal{P}_h$ for $t \in (tm, tm+1]$ with $m \in \mathbb{Z}_{M-1}$. The following estimations of $E_{h, \tau}$ play a pivotal role in the error estimation of the DIEG scheme (DIEG); see, e.g., [21, Lemmas 4.3(i) and 4.4(ii)].

#### Lemma 4.1

Let $t \in (0, T]$.

1. For $0 \leq \nu \leq \mu \leq 2$ and $x \in \dot{H}^\nu$,

$$\|E_{h, \tau}(t)x\| \leq C(h^\mu + \tau^{\frac{\mu}{2}} t^{\frac{\mu-\nu}{2}} \|x\|_\nu). \quad (4.8)$$

2. For $0 \leq \mu \leq 1$ and $x \in \dot{H}^\mu$,

$$\left( \int_0^t \|E_{h, \tau}(r)x\|^2 \, dr \right)^{\frac{1}{2}} \leq C(h^{1+\mu} + \tau^{\frac{1+\mu}{2}} \|x\|_\mu). \quad (4.9)$$
To estimate the solution $u$ of Eq. (1.8) and $u^m_h$, we introduce the auxiliary process

$$\tilde{u}^{m+1}_h = S^{m+1}_{h,\tau} u^0_h + \tau \sum_{i=0}^m S^{m+1-i}_{h,\tau} \mathcal{P}_h F(u(t_{i+1})) + \sum_{i=0}^m S^{m+1-i}_{h,\tau} \mathcal{P}_h G(u(t_i)) \delta_i W,$$

(4.10)

for $m \in \mathbb{Z}_{M-1}$, where the terms $u_{h}^{i+1}$ and $u_{h}^{i}$ in the discrete deterministic and stochastic convolutions of (4.7) are replaced by $u(t_{i+1})$ and $u(t_i)$, respectively. We start with the following uniform boundedness of $\tilde{u}^m_h$ in $L^p_\omega L^\infty_t H^1_x$:

$$\sup_{m \in \mathbb{Z}_M} \mathbb{E} \left[ \left\| \tilde{u}^{m}_h \right\|_1^p \right] \leq C \left( 1 + \|u^0\|_1^{p(q-1)} \right),$$

(4.11)

provided $u_0 \in \dot{H}^1_x$ and Assumptions 2.1, 2.2 hold, which can be shown in view of the boundedness (3.2) and the well-known uniform boundedness

$$\sup_{m \in \mathbb{Z}_M} \| S^m_{h,\tau} \mathcal{P}_h x \| \leq C \| x \|, \quad x \in H.$$  

(4.12)

Next, we show the strong error estimation between the exact solution $u$ of Eq. (1.8) and the auxiliary process $\{\tilde{u}^m_h\}_{m \in \mathbb{Z}_M}$ defined by (4.10).

**Lemma 4.2** Let $\gamma \in [0, 1)$, $u_0 \in \dot{H}^{1+\gamma}$, and Assumptions 2.1, 2.2 hold. Then for any $p \geq 1$, there exist a constant $C$ such that

$$\sup_{m \in \mathbb{Z}_M} \| u(t_m) - \tilde{u}^m_h \|_{L^p_\omega L^2_x} \leq C (h^{1+\gamma} + \tau^\frac{1}{2}).$$

(4.13)

Assume furthermore that $u_0 \in \dot{H}^2$ and Assumption 2.3 holds, then (4.13) is valid with $\gamma = 1$.

**Proof** Let $m \in \mathbb{Z}_{M-1}$. Subtracting the auxiliary process $u^{m+1}_h$ defined by (4.10) from the mild formulation (2.25) with $t = t_{m+1}$, i.e.,

$$u(t_{m+1}) = S(t_{m+1}) u_0 + \int_0^{t_{m+1}} S(t_{m+1} - r) F(u) dW(r),$$

we get

$$J^{m+1} := \| u(t_{m+1}) - \tilde{u}^{m+1}_h \|_{L^p_\omega L^2_x} \leq \sum_{i=1}^3 J^m_{i},$$

(4.14)
where

\[ J_{1+1} = \| E_{h, \tau} (t_{m+1}) u_0 \|_{L^p_t L^2_x}, \]

\[ J_{2+1} = \left\| \int_0^{t_{m+1}} S(t_{m+1} - r) F(u) \, dr - \tau \sum_{i=0}^{m} S_{h, \tau}^{m+1-i} \partial_h F(u(t_{i+1})) \right\|_{L^p_t L^2_x}, \]

\[ J_{3+1} = \left\| \int_0^{t_{m+1}} S(t_{m+1} - r) G(u) \, dW(r) - \sum_{i=0}^{m} S_{h, \tau}^{m+1-i} \partial_h G(u(t_i)) \delta W \right\|_{L^p_t L^2_x}. \]

In the sequel, we treat the above three terms one by one.

The estimation (4.8) with \( \mu = v = 1 + \gamma \) yields that

\[ J_{1+1} \leq C (h^{1+\gamma} + \tau^{\frac{1+\gamma}{2}}) \| u_0 \|_{1+\gamma}, \quad \gamma \in [0, 1]. \quad (4.15) \]

To deal with the second term, we decompose it into the following two terms:

\[ J_{2+1} \leq \left\| \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} S(t_{m+1} - r) [F(u) - F(u(t_{i+1}))] \, dr \right\|_{L^p_t L^2_x} + \left\| \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} E_{h, \tau} (t_{m+1} - r) F(u(t_{i+1})) \, dr \right\|_{L^p_t L^2_x} : = \sum_{i=1}^{2} J_{2i+1}^{m+1}. \]

Similarly to (3.9), we have by the embedding (2.6) that

\[ \| (-A)^{-\frac{1}{2}} (F(u) - F(v)) \| = \sup_{z \in H^1} \frac{-1 (F(u) - F(v), z)}{\| z \|_1} \]

\[ \leq C (1 + \| u \|_{L^{2(q-1)}_x}^{q-2} + \| v \|_{L^{2(q-1)}_x}^{q-2}) \| u - v \| \sup_{z \in H^1} \frac{\| z \|_{L^{2(q-1)}_x}}{\| z \|_1} \]

\[ \leq C (1 + \| u \|_1^{q-2} + \| v \|_1^{q-2}) \| u - v \|. \quad (4.16) \]

By Minkovskii inequality, the uniform boundedness (2.2), the above dual estimation (4.16) and the Hölder estimate (3.13), we get

\[ J_{21}^{m+1} \leq C \left( 1 + \| u \|_{L^{2p(q-1)}_x}^{q-2} \right) \left[ \sup_{0 \leq s \leq t \leq T} \frac{\| u(t) - u(s) \|_{L^{2p}_x L^2_x}}{|t - s|^{1/2}} \right] \]

\[ \times \left[ \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} \| S(t_{m+1} - r) \|_{\mathcal{L}(H; H^1)} (t_{i+1} - r)^{\frac{1}{2}} \, dr \right] \]

\[ \leq C (1 + \| u_0 \|_1^{(q-1)(q-2)}) \tau^{\frac{1}{2}}. \]
Applying Minkovskii inequality and using (4.8) with $\mu = 1 + \gamma$ with $\gamma \in [0, 1)$ and $\nu = 0$, the embedding (2.6) and the estimations (3.2), we derive

\[
J_{22}^{m+1} \leq \sum_{j=0}^{m} \int_{t_j}^{t_{j+1}} \| E_{h, \tau}(\sigma) F(u(t_{m+1}-j)) \|_{L^p_t L^q_x}^2 d\sigma \\
\leq C(h^{1+\gamma} + \tau^{1+\gamma/2}) \| F(u) \|_{L_t^\infty L^p_x L^q_x} \left[ \sum_{j=0}^{m} \int_{t_j}^{t_{j+1}} \| F(u(t_{j+1}-\sigma)) \|_{L^{1/2}_x}^2 d\sigma \right] \\
\leq C(h^{1+\gamma} + \tau^{1+\gamma/2})(1 + \| u_0 \|_{L^q_x}^{-1}), \quad \gamma \in [0, 1).
\]

(4.17)

Combining the above two estimations implies that

\[
J_{2}^{m+1} \leq C(h^{1+\gamma} + \tau^{1/2})(1 + \| u_0 \|_{L^q_x}^{-1} + \| u_0 \|_{L^q_x}^{(q-1)(q-2)}), \quad \gamma \in [0, 1).
\]

(4.18)

The last term $J_{3}^{m+1}$ can be decomposed as

\[
J_{3}^{m+1} \leq \left\| \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} S_{h, \tau}^{m+1-i} \mathcal{P}_h[G(u) - G(u(t_i))] dW(r) \right\|_{L^p_t L^q_x} \\
+ \left\| \int_{0}^{t_m} E_{h, \tau}(t_{m+1} - r) G(u) dW(r) \right\|_{L^p_t L^q_x} := \sum_{i=0}^{m} J_{3i}^{m+1}.
\]

Applying both the discrete and continuous Burkholder–Davis–Gundy inequalities (2.23) and (2.22), respectively, and using the uniform stability property (4.12), the conditions (2.15)–(2.16), and the estimations (3.2), (3.13), and (4.8) with $(\mu, \nu) = (1 + \gamma, 1)$ for $\gamma \in [0, 1)$, we get

\[
J_{3}^{m+1} \leq C\left( \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} \left\| S_{h, \tau}^{m+1-i} \mathcal{P}_h[G(u) - G(u(t_i))] \right\|^2_{L^p_t L^q_x} dr \right)^{1/2} \\
+ C\left( \int_{0}^{t_m} \left\| E_{h, \tau}(t_{m+1} - r) G(u) \right\|^2_{L^p_t L^q_x} dr \right)^{1/2} \\
\leq C\left[ \sup_{0 \leq s \leq t \leq T} \left\| \frac{u(t) - u(s)}{(t-s)^{1/2}} \right\|_{L^p_t L^q_x} \right] \left( \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} (r - t_i) dr \right)^{1/2} \\
+ C(h^{1+\gamma} + \tau^{1+\gamma/2})(1 + \| u \|_{L^\infty_t L^p_x L^q_x}) \left( \int_{0}^{t_m} r^{-\gamma} dr \right)^{1/2} \\
\leq C(1 + \| u_0 \|_{L^q_x}^{(q-1)})(h^{1+\gamma} + \tau^{1/2}), \quad \gamma \in [0, 1).
\]

(4.19)

Putting the estimations (4.15), (4.18), and (4.19) together results in

\[
J_{2}^{m+1} \leq C(1 + \| u_0 \|_{L^q_x}^{q-1} + \| u_0 \|_{L^q_x}^{(q-1)(q-2)})(h^{1+\gamma} + \tau^{1/2}), \quad \gamma \in [0, 1).
\]
This inequality in combination with estimation on $J^0$ that
\[
J^0 = \|u_0 - \mathcal{P}_hu_0\|_{L^p_tL^2_x} \leq Ch^{1+\gamma}\|u_0\|_{1+\gamma}, \quad \gamma \in [0, 1],
\]
completes the proof of (4.13) with $\gamma \in [0, 1)$.

To show (4.13) for $\gamma = 1$, we just need to give refined estimations for the $J_{22}^{m+1}$ and $J_{32}^{m+1}$ provided $u_0 \in \dot{H}^2$ and (2.17) holds. Applying Minkovskii inequality and using (4.8) with $\mu = 2$ and $\nu = \beta \in (0, 1)$, the embedding $\dot{H}^2 \hookrightarrow \dot{H}^\beta \cap L^\infty_x$, and the estimations (3.2), (3.24), and (3.26), we derive
\[
J_{22}^{m+1} \leq C(h^2 + \tau)\bigg(1 + \|u\|^{q-1}_{L^\infty_tL^p_t\dot{H}^\beta} + \|u\|^{q-1}_{L^\infty_tL^p_tL^\infty_x}\bigg)\left[\sum_{j=0}^{m} \int_{t_j}^{t_{j+1}} \sigma^{\frac{2-\beta}{2}} d\sigma\right]
\]
\[
\leq C(h^2 + \tau)\big(1 + \|u_0\|_2^{(q-1)^2}\big).
\]
(4.20)

On the other hand, (4.8) with $\mu = 2$ and $\nu = 1 + \theta$, the condition (2.17) and the estimation (3.20) imply that
\[
J_{32}^{m+1} \leq C(h^2 + \tau)\|G(u)\|_{L^\infty_tL^p_t\dot{H}^{1+\theta}}\left(\int_0^T \sigma^{-(1-\theta)} d\sigma\right)^\frac{1}{2}
\]
\[
\leq C\big(1 + \|u_0\|_2^{(q-1)}\big)(h^2 + \tau).
\]
(4.21)

\[\square\]

**Remark 4.1** Assumption 2.3 is not needed in the additive noise case $G(u) \equiv G \in L^1_2$ for any $u \in H$ when $\gamma = 1$. In fact, the Burkholder–Davis–Gundy inequality (2.22) and the estimation (4.9) with $\mu = 1$ show the following sharp estimation:
\[
\left\|\int_0^{t_{m+1}} E_{h, \tau}(t_{m+1} - r) dW(r)\right\|_{L^p_tL^2_x} \leq C\left(\int_0^T \|E_{h, \tau}(r)\|_{L^2_x}^2 dr\right)^\frac{1}{2} \leq C(h^2 + \tau)\|G\|_{L^1_2}.
\]

Combining Lemma 4.2 with a variational approach under the monotone Assumption (2.1), we can prove Theorem 1.1 on the strong convergence rate between the solution $u$ of Eq. (1.8) and the numerical solution $u_h^m$ of the DIEG scheme (DIEG), which gives a positive answer to Conjecture 1.1.

**Proof of Theorem 1.1** Let $m \in \mathbb{Z}_{M-1}$. By Minkovskii inequality, we get
\[
\|u(t_{m+1}) - u_h^{m+1}\|_{L^p_tL^2_x} \leq \|u(t_{m+1}) - \tilde{u}_h^{m+1}\|_{L^p_tL^2_x} + \|\tilde{u}_h^{m+1} - u_h^{m+1}\|_{L^p_tL^2_x}.
\]

In terms of (4.13), it suffices to prove that
\[
\sup_{m \in \mathbb{Z}_M} \|\tilde{u}_h^m - u_h^m\|_{L^2_tL^2_x} \leq C(h^{1+\gamma} + \tau^\frac{1}{2}), \quad \gamma \in [0, 1].
\]
(4.22)
Define \( \widetilde{\varepsilon}^{m+1}_h := \widetilde{u}^{m+1}_h - u^{m+1}_h \). Then \( \widetilde{\varepsilon}^{m+1}_h \in V_h \) with vanishing initial datum \( \widetilde{\varepsilon}^0_h = 0 \). In terms of Eqs. (4.6) and (4.10), it is not difficult to show that

\[
\begin{align*}
\varepsilon^{m+1}_h &= \varepsilon^m_h + \tau A_h \varepsilon^{m+1}_h + \tau \mathcal{P}_h F(u^{m+1}_h) + \mathcal{P}_h G(u^m_h) \delta_m W, \\
\widetilde{\varepsilon}^{m+1}_h &= \widetilde{\varepsilon}^m_h + \tau A_h \widetilde{\varepsilon}^{m+1}_h + \tau \mathcal{P}_h F(u(t_{m+1})) + \mathcal{P}_h G(u(t_m)) \delta_m W.
\end{align*}
\]

Consequently,

\[
\begin{align*}
\varepsilon^{m+1}_h - \varepsilon^m_h &= \tau A_h \varepsilon^{m+1}_h + \tau \mathcal{P}_h (F(u(t_{m+1})) - F(u^{m+1}_h)) \\
&\quad + \mathcal{P}_h (G(u(t_m)) - G(u^m_h)) \delta_m W.
\end{align*}
\]

Multiplying \( \varepsilon^{m+1}_h \) on both sides of the above equation, we obtain

\[
\begin{align*}
&\langle \varepsilon^{m+1}_h - \varepsilon^m_h, \varepsilon^{m+1}_h \rangle + \tau \| \nabla \varepsilon^{m+1}_h \|^2 \\
&= \tau \langle F(u(t_{m+1})) - F(u^{m+1}_h), \varepsilon^{m+1}_h \rangle + \tau \langle F(\widetilde{\varepsilon}^{m+1}_h) - F(u^{m+1}_h), \varepsilon^{m+1}_h \rangle \\
&\quad + \int_{t_m}^{t_{m+1}} \langle \varepsilon^{m+1}_h, (G(u(t_m)) - G(u^m_h)) \rangle dW(r). \quad (4.23)
\end{align*}
\]

By the dual estimation (4.16), the one-sided Lipschitz condition (2.12), Cauchy–Schwarz inequality and the embedding (2.6), the right-hand side term of the above equation can be controlled by

\[
\begin{align*}
&\tau \| (A) ^{-\frac{1}{2}} (F(u(t_{m+1})) - F(u^{m+1}_h)) \| \times \| \nabla \varepsilon^{m+1}_h \| + L_f \tau \| \varepsilon^{m+1}_h \|^2 \\
&\quad + \int_{t_m}^{t_{m+1}} \langle \varepsilon^{m+1}_h, (G(u(t_m)) - G(u^m_h)) \rangle dW(r) \\
&\leq \frac{\tau}{2} \| \nabla \varepsilon^{m+1}_h \|^2 + L_f \tau \| \varepsilon^{m+1}_h \|^2 \\
&\quad + C \tau \| u(t_{m+1}) - \widetilde{u}^{m+1}_h \|^2 (1 + \| u(t_{m+1}) \|^q - \| \widetilde{u}^{m+1}_h \|^q) \\
&\quad + \int_{t_m}^{t_{m+1}} \langle \varepsilon^{m+1}_h, (G(u(t_m)) - G(u^m_h)) \rangle dW(r). \quad (4.24)
\end{align*}
\]

The elementary identity \((a - b)a = \frac{1}{2}(a^2 - b^2) + \frac{1}{2}(a - b)^2\) for \(a, b \in \mathbb{R}\) yields that

\[
\begin{align*}
\langle \varepsilon^{m+1}_h - \varepsilon^m_h, \varepsilon^{m+1}_h \rangle &= \frac{1}{2} \| \varepsilon^{m+1}_h \|^2 - \| \varepsilon^m_h \|^2 + \frac{1}{2} \| \varepsilon^{m+1}_h - \varepsilon^m_h \|^2. \quad (4.25)
\end{align*}
\]

To deal with the stochastic term in (4.23), we use the martingale property of the stochastic integral, Cauchy–Schwarz inequality, and Itô isometry to deduce that

\[ \square \]
\[
\mathbb{E} \left[ \int_{t_m}^{t_{m+1}} (\tilde{e}^{m+1}_h, (G(u(t)) - G(u^m_h))dW(r)) \right] \\
= \mathbb{E} \left[ \int_{t_m}^{t_{m+1}} (\tilde{e}^{m+1}_h - \tilde{e}^m_h, (G(u(t)) - G(u^m_h))dW(r)) \right] \\
\leq \frac{1}{2} \mathbb{E} \left[ \|\tilde{e}^{m+1}_h - \tilde{e}^m_h\|^2 \right] + L^2_g \mathbb{E} \left[ \|u(t_m) - \tilde{u}^m_h\|^2 \right] + L^2_g \mathbb{E} \left[ \|\tilde{e}^m_h\|^2 \right]. \tag{4.26}
\]

Now taking expectation in (4.23), we use (4.24)–(4.26) to get

\[
\frac{1}{2} \left( \mathbb{E} \left[ \|\tilde{e}^{m+1}_h\|^2 \right] - \mathbb{E} \left[ \|\tilde{e}^m_h\|^2 \right] \right) \\
\leq L_f \mathbb{E} \left[ \|\tilde{e}^{m+1}_h\|^2 \right] + C \left( \mathbb{E} \left[ \|u(t_{m+1}) - \tilde{u}^{m+1}_h\|^4 \right] \right)^{1/2} \tau \\
\times \left( 1 + \left( \mathbb{E} \left[ \|u(t_{m+1})\|^2(q-2) \right] \right)^{1/2} + \mathbb{E} \left[ \|\tilde{u}^{m+1}_h\|^2(q-2) \right] \right)^{1/2} \\
+ L^2_g \mathbb{E} \left[ \|u(t_m) - \tilde{u}^m_h\|^2 \right] + L^2_g \mathbb{E} \left[ \|\tilde{e}^m_h\|^2 \right] \tau.
\]

Then by the estimations (3.2), (4.11), and (4.13), we obtain

\[
(1 - 2L_f \tau) \mathbb{E} \left[ \|\tilde{e}^{m+1}_h\|^2 \right] \leq C \tau \left( h^{1+\gamma} + \tau^{1/2} \right)^2 + (1 + 2L^2_g \tau) \mathbb{E} \left[ \|\tilde{e}^m_h\|^2 \right]. \tag{4.27}
\]

Summing over \( m = 0, 1, \ldots, l - 1 \) with \( 1 \leq l \leq M \), we obtain

\[
(1 - 2L_f \tau) \mathbb{E} \left[ \|\tilde{e}_h^l\|^2 \right] \leq C \left( h^{1+\gamma} + \tau^{1/2} \right)^2 + 2(L_f + L^2_g) \tau \sum_{m=0}^{l-1} \mathbb{E} \left[ \|\tilde{e}_h^m\|^2 \right],
\]

from which we conclude (4.22) by the classical discrete Grönwall inequality and thus completes the proof. \( \square \)

**Remark 4.2** Our analysis can be extended to a slight general nonlinear drift \( \tilde{F} = F(u; \nabla u) = F(u) + C \nabla u \), where \( F \) is the Nemytskii operator associated with \( f \) that satisfies Assumption (2.1) and \( C \) is a constant. Indeed, for the estimate of \( u(t_{m}) - \tilde{u}^m_h \) in Lemma 4.2, the corresponding term \( J^{m+1}_h \) involving \( F(u) \) has the same estimate as (4.18); for the estimate of \( \tilde{e}_h^{m+1} \) in the proof of Theorem 1.1, one only needs to estimate the term \( C \tau \left( \nabla(u(t_{m+1}) - \tilde{u}^{m+1}_h, \tilde{e}^{m+1}_h) + C \tau \left( \nabla \tilde{e}^{m+1}_h, \tilde{e}^{m+1}_h \right) \right) \) added in the right-hand side of (4.23). It can be bounded by \( C \tau \|u(t_{m+1}) - \tilde{u}^{m+1}_h\|^2 + C \tau \|\tilde{e}^{m+1}_h\|^2 + \frac{\tau}{2} \|\nabla \tilde{e}^{m+1}_h\|^2 \), that appeared also in (4.24), so the proof of Theorem 1.1 suffices.

### 4.3 Drift-implicit Euler–Spectral Galerkin scheme

The parallel result, Theorem 1.1, for DIEG scheme (DIEG) in Sect. 4.1 is also valid for the spectral Galerkin-based Euler scheme of Eq. (1.8).
Let us first recall and introduce more related notations in Sect. 3.1. Given an \( N \in \mathbb{N}_+ \), \( V_N \) is the linear space spanned by the first \( N \) eigenvectors of Dirichlet Laplacian. Let \( \mathcal{P}_N : H \to V_N \) be the orthogonal projection operator in \( H \) and \( A_N \) be the Laplacian restricted in \( V_N \).

The spectral Galerkin approximation for Eq. (1.8) is to find a sequence of \( \mathbb{F} \)-adapted \( V_N \)-valued processes \( \{ u_N(t) : t \in [0, T] \} \) such that

\[
du_N(t) = (A_N u_N(t) + \mathcal{P}_N F(u_N(t)))dt + \mathcal{P}_N G(u_N(t))dW(t), \quad t \in [0, T],
\]

with initial datum \( u_N(0) = \mathcal{P}_N u_0 \). By the arguments in the proof of Theorem 1.1, one can show the similar solvability and convergence results for the DIE spectral Galerkin (DIESG) scheme

\[
u^{m+1}_N = u^m_N + \tau A_N u^{m+1}_N + \tau \mathcal{P}_N F(u^m_N) + \mathcal{P}_N G(u^m_N)\delta_m W, \quad u^0_N = \mathcal{P}_N u_0. \tag{DIESG}
\]

**Theorem 4.1** Let \( \gamma \in [0, 1) \), \( u_0 \in \dot{H}^{1+\gamma} \), and Assumptions 2.1, 2.2 hold. For any \( p \geq 1 \), there exist a constant \( C \) such that

\[
\sup_{m \in \mathbb{Z}_M} \| u(t_m) - u^m_N \|_{L^2_0 L^2_x} \leq C \left( N^{1+\gamma} \tau + \tau^{\frac{3}{2}} \right). \tag{4.29}
\]

Assume furthermore that \( u_0 \in \dot{H}^2 \) and Assumption 2.3 holds, then (4.29) is valid with \( \gamma = 1 \).

**5 Milstein–Galerkin scheme**

Our main aim in this last section is to construct a temporal higher-order Galerkin-based fully discrete Milstein scheme for Eq. (1.8) based on Itô–Taylor expansion on the diffusion term. We will give the proof of Theorem 1.2 at the end of Section 5.2.

The Milstein scheme of the finite element approximation (4.5) is to find a \( V_h \)-valued discrete process \( \{ U^m_h : m \in \mathbb{Z}_M \} \) such that

\[
U^{m+1}_h = U^m_h + \tau A_h U^{m+1}_h + \tau \mathcal{P}_h F(U^m_h) + \mathcal{P}_h G(U^m_h)\delta_m W + \mathcal{P}_h DG(U^m_h)G(U^m_h)\left[ \int_{t_m}^{t_{m+1}} (W(r) - W(t_m))dW(r) \right], \tag{DIEMG}
\]

with initial datum \( U^0_h = \mathcal{P}_h u_0 \). This scheme is derived by adding the last term in (DIEMG) to the DIEG scheme (DIEG) and followed from an Itô formula to \( G(u) \). We call (DIEMG) the DIE Milstein Galerkin (DIEMG) scheme. This type of DIEMG scheme had been studied and reviewed in e.g. [17,20], and references therein.
It is clear that the DIEMG scheme (DIEG) is equivalent to the following compact scheme for $m \in \mathbb{Z}_{M-1}$:

$$U_h^{m+1} = S_{h,\tau} U_h^m + \tau S_{h,\tau} \mathcal{P}_h F(U_h^{m+1}) + S_{h,\tau} \mathcal{P}_h G(U_h^m) \delta_m W$$

$$+ S_{h,\tau} \mathcal{P}_h D G(U_h^m) G(U_h^m) \left[ \int_{t_m}^{t_{m+1}} (W(r) - W(t_m)) dW(r) \right], \quad (5.1)$$

with initial datum $U_h^0 = \mathcal{P}_h u_0$, where $S_{h,\tau}$ is given in the previous section. Iterating (5.1) for $m$-times, we obtain

$$U_h^{m+1} = S_{h,\tau}^m u_0^0 + \tau \sum_{i=0}^{m} S_{h,\tau}^{m-i} \mathcal{P}_h F(U_h^{i+1}) + \sum_{i=0}^{m} S_{h,\tau}^{m-i} \mathcal{P}_h G(U_h^{i}) \delta_i W$$

$$+ \sum_{i=0}^{m} S_{h,\tau}^{m-i} \mathcal{P}_h D G(U_h^{i}) G(U_h^{i}) \left[ \int_{t_i}^{t_{i+1}} (W(r) - W(t_i)) dW(r) \right]. \quad (5.2)$$

It should be noted that in the case of additive noise, the last term of the DIEMG scheme (DIEG) vanishes and thus it reduces to the DIEG scheme (DIEG) (with $G(u) \equiv G$ for any $u \in H$). In the following, we first show the DIEMG scheme (DIEG) or equivalently, DIEG scheme (DIEG) applied to Eq. (1.8) with additive noise possesses a temporal higher-order of convergence. Then we pass to the general multiplicative noise which satisfies the additional Assumption 5.2.

### 5.1 Additive noise

In the additive noise case, for simplicity, $G$ is a time independent constant operator, the conditions (2.15)–(2.16) are equivalent to the assumption $G \in \mathcal{L}_2^1$ which was imposed in [34] as $\|(-A)^{1/2}Q^{1/2}\|_{HS(H; H)} < \infty$ with $G \equiv \text{Id}$. We can show more temporal convergence order for the fully discrete scheme (DIEG), provided that the following growth condition for the second-order derivative of $f$ holds.

**Assumption 5.1** $f : \mathbb{R} \to \mathbb{R}$ is second time differentiable and there exist constants $L''_f \in \mathbb{R}_+^*$ and $\tilde{q} \geq 3$ with $\tilde{q} \in [3, \infty)$ for $d = 1, 2$ and $\tilde{q} \in [3, 5]$ for $d = 3$ such that

$$|f''(x)| \leq L''_f (1 + |x|^\tilde{q} - 3), \quad x \in \mathbb{R}. \quad (5.3)$$

The condition (5.3) is consistent with (2.4). In fact, for an odd $(q-1)$-order polynomial (2.10) with $q$ satisfying (2.5), the conditions (2.4) and (5.3) are valid with $\tilde{q} = q$ when $q \geq 3$ and $\tilde{q} = 3$ when $q < 3$ (i.e., $q = 2$).

**Corollary 5.1** Let $\gamma \in [0, 1]$, $u_0 \in \dot{H}^{1+\gamma}$, $G \in \mathcal{L}_2^1$, and Assumptions 2.1 and 5.1 hold. Let $u$ and $u_h^m$ be the solutions of Eq. (1.8) and (DIEG) with $G(u) \equiv G$ for any $u \in H$, respectively. Then there exists a constant $C$ such that

$$\sup_{m \in \mathbb{Z}_M} \|u(t_m) - u_h^m\|_{L_\omega^2 L^2_x} \leq C(h^{1+\gamma} + \tau^\frac{1+\gamma}{2}). \quad (5.4)$$
Proof Let $\gamma \in [0, 1)$ and $\gamma = 1$ when (2.17) holds. According to the proof in Theorem 1.1, it suffices to show the following refined estimation for any $p \geq 2$ between the exact solution $u$ and the auxiliary process $\tilde{u}_h^m$ defined by (4.10):

$$\sup_{m \in \mathbb{Z}_M} \|u(t_m) - \tilde{u}_h^m\|_{L^p_{\omega_t}L^2} \leq C(h^{1+\gamma} + \tau^{1+\gamma}).$$  \quad (5.5)

By means of the proof in Lemma 4.2, we only need to give the following two refined estimations for $J_{21}^{m+1}$ and $J_{3}^{m+1}$ under the additional condition (5.3):

$$J_{21}^{m+1} = \left\| \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} S(t_{m+1} - r)[F(u(r)) - F(u(t_{i+1}))]dr \right\|_{L^p_{\omega_t}L^2} \leq C \tau^{1+\gamma}, \quad (5.6)$$

$$J_{3}^{m+1} = \left\| \int_{0}^{t_{m+1}} E_{h, \tau}(t_{m+1} - r)GdW(r) \right\|_{L^p_{\omega_t}L^2} \leq C \left(h^{1+\gamma} + \tau^{1+\gamma}\right). \quad (5.7)$$

The last estimation (5.7) can be handled by the Burkholder–Davis–Gundy inequality (2.22) and (4.9) with $\mu = \gamma$:

$$J_{3}^{m+1} \leq C \left( \int_{0}^{t_{m+1}} \|E_{h, \tau}(\sigma)G\|^2_{L^2_{\omega_t}}d\sigma \right)^{\frac{1}{2}} \leq C \|G\|_{L^2_{\omega_t}} \left(h^{1+\gamma} + \tau^{1+\gamma}\right).$$

To show the first estimation (5.6), note that

$$u(t_{i+1}) = S(t_{i+1} - r)u(r) + \int_{r}^{t_{i+1}} S(t_{i+1} - \sigma)F(u(\sigma))d\sigma + \int_{r}^{t_{i+1}} S(t_{i+1} - \sigma)GdW(\sigma), \quad r \in [t_i, t_{i+1}).$$

Then using the Taylor formula leads to the splitting of $J_{21}^{m+1}$ into

$$J_{21}^{m+1} \leq \left\| \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} S(t_{m+1} - r)DF(u(r))(S(t_{i+1} - r) - \text{Id})u(r)dr \right\|_{L^p_{\omega_t}L^2}$$

$$+ \left\| \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} S(t_{m+1} - r)DF(u(r))\left[ \int_{r}^{t_{i+1}} S(t_{i+1} - \sigma)F(u(\sigma))d\sigma \right]dr \right\|_{L^p_{\omega_t}L^2}$$

$$+ \left\| \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} S(t_{m+1} - r)DF(u(r))\left[ \int_{r}^{t_{i+1}} S(t_{i+1} - \sigma)GdW(\sigma) \right]dr \right\|_{L^p_{\omega_t}L^2}$$

$$+ \left\| \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} S(t_{m+1} - r)RF(u(r), u(t_{i+1}))dr \right\|_{L^p_{\omega_t}L^2} =: \sum_{i=1}^{4} J_{21i}^{m+1},$$

\(\square\) Springer
where $R_F$ denotes the remainder term

$$R_F(u(r), u(t_{i+1})) := \int_0^1 D^2 F(u(r) + \lambda(u(t_{i+1}) - u(r))) (u(t_{i+1}) - u(r), u(t_{i+1}) - u(r)) (1 - \lambda) d\lambda$$

$$= \int_0^1 f''(u(r) + \lambda(u(t_{i+1}) - u(r))) (u(t_{i+1}) - u(r))^2 (1 - \lambda) d\lambda.$$

We shall estimate $J_{21i}^{m+1}, i = 1, 2, 3, 4$, successively.

Since for $\delta \in (3/2, 2)$, $\mathbf{H}^\delta \hookrightarrow \mathcal{C}$, it follows by the dual argument that

$$\|x\|_{-\delta} \leq C \|x\|_{L^1_x}, \quad x \in L^1_x. \quad (5.8)$$

This inequality, in conjunction with Minkovskii and Cauchy–Schwarz inequalities, the condition (2.4), the embedding (2.6), and the estimations (2.2), (3.2), (3.20), and (3.27), yields that

$$J_{21i}^{m+1} \leq C \sum_{i=0}^m \int_{t_i}^{t_{i+1}} \|(A)_{\frac{\delta}{2}}(S(t_{m+1} - r))\| \|DF(u(r))(S(t_{i+1} - r) - 1)u(r)\|_{L^p_{t_0}H^{\delta-\delta}} dr$$

$$\leq C \sum_{i=0}^m \int_{t_i}^{t_{i+1}} (t_{m+1} - r)^{-\frac{\delta}{2}} \|DF(u(r))(S(t_{i+1} - r) - 1)u(r)\|_{L^p_{t_0}L^1_x} dr$$

$$\leq C \sum_{i=0}^m \int_{t_i}^{t_{i+1}} (t_{m+1} - r)^{-\frac{\delta}{2}} \|f'(u(r))\|_{L^2_{t_0}L^2_x} \|((S(t_{i+1} - r) - 1)u(r)\|_{L^2_{t_0}L^2_x} dr$$

$$\leq C \tau^{\frac{1+\gamma}{2}} \|f'(u)\|_{L^\infty_t L^2_{t_0}L^2_x} \|u\|_{L^\infty_t L^2_{t_0}H^{1+\gamma}} \left( \int_0^{t_{m+1}} r^{-\frac{\delta}{2}} dr \right)$$

$$\leq C \tau^{\frac{1+\gamma}{2}} \times \begin{cases} (1 + \|u_0\|_{H^1}^{q-2})(1 + \|u_1\|_{H^1}), & \gamma = 0; \\ (1 + \|u_0\|_{H^1}^{q-2})(1 + \|u_0\|_{H^1+\gamma}^{q-2}), & \gamma \in (0, 1); \\ (1 + \|u_0\|_{H^1}^{q-2})(1 + \|u_0\|_{H^2}^{q-2} + \|u_0\|_{H^2}^{q-2}), & \gamma = 1. \end{cases} \quad (5.9)$$

Similar argument implies that

$$J_{212}^{m+1} \leq C \sum_{i=0}^m \int_{t_i}^{t_{i+1}} \int_r^{t_{i+1}} (t_{m+1} - r)^{-\frac{\delta}{2}} \|f'(u(r))\|_{L^2_{t_0}L^2_x} \|f(u(\sigma))\|_{L^2_{t_0}L^2_x} d\sigma dr$$

$$\leq C \tau \|f'(u)\|_{L^\infty_t L^2_{t_0}L^2_x} \|f(u)\|_{L^\infty_t L^2_{t_0}L^2_x} \left( \int_0^{t_{m+1}} r^{-\frac{\delta}{2}} dr \right)$$

$$\leq C \tau (1 + \|u_0\|_{H^1}^{q-2})(1 + \|u_0\|_{H^1}^{q-2}). \quad (5.10)$$
To estimate the third term $J_{213}^{m+1}$, we apply stochastic Fubini theorem and the discrete and continuous Burkholder–Davis–Gundy inequalities (2.23) and (2.22), respectively, to derive

$$J_{213}^{m+1} = \left\| \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} \chi_{[\tau, \tau+t_i]}(\sigma) S(t_{m+1} - r) DF(u(r)) S(t_{i+1} - \sigma) G d\sigma \right\|_{L_p L_x}^2 \leq C \left( \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} S(t_{m+1} - r) DF(u(r)) S(t_{i+1} - \sigma) G d\sigma \right)^{\frac{1}{2}}.$$

Then by Cauchy–Schwarz inequality, the condition (2.4), and the estimation (3.2), we obtain

$$J_{213}^{m+1} \leq C \tau \left( \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} \left\| S(t_{m+1} - r) DF(u(r)) S(t_{i+1} - \sigma) G \right\|_{L_p L_x}^2 d\sigma \right)^{\frac{1}{2}} \leq C \tau \left[ \sum_{i=0}^{m} \left( \int_{t_i}^{t_{i+1}} \left\| f'(u(r)) \right\|_{L_p}^2 d\sigma \left( \int_{t_i}^{t_{i+1}} \left\| S(\sigma) G \right\|_{L_x}^2 d\sigma \right)^{\frac{1}{2}} \right)^{\frac{1}{2}} \right] \leq C \tau \left\| f'(u) \right\|_{L^\infty L^2_{x} \dot{H}^{-1}} \left\| G \right\|_{L^2_{x}} \leq C \left( 1 + \left\| u_0 \right\|_{L^2}^{-2} \right) \tau. \quad (5.11)$$

Finally, in terms of the estimations (2.2) and (5.8) and Minkovskii and Hölder inequalities, we estimate the last term $J_{214}^{m+1}$ similarly to $J_{211}^{m+1}$ by

$$J_{214}^{m+1} \leq C \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} (t_{m+1} - r)^{-\frac{5}{2}} \left\| R_F(u(r), u(t_{i+1})) \right\|_{L_p L_x}^2 \leq C \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} (t_{m+1} - r)^{-\frac{5}{2}} \times \int_0^1 \left\| f''(u(r) + \lambda (u(t_{i+1}) - u(r))) \right\|_{L^3_{x} L^3_{x}}^2 \left\| u(t_{i+1}) - u(r) \right\|_{L^3_{x} L^3_{x}}^2 \lambda d\lambda dr. \quad (5.12)$$

It follows from the condition (5.3), the embeddings (2.6) and $\dot{H}^{1/2} \hookrightarrow L^3_x$, the moments’ estimation (3.2), and the Hölder estimation (3.29) that

$$J_{214}^{m+1} \leq C \tau \left( \frac{1}{2} + \gamma \right)^{\frac{1}{2}} \left( 1 + \left\| u \right\|_{L^\infty L^2_{t} L^2_{x} (\tilde{q} - 3)} \right) \left( \int_0^{t_{m+1}} r^{-\frac{5}{2}} dr \right) \times \left[ \sup_{0 \leq s \leq t \leq T} \left\| u(t) - u(s) \right\|_{L^3_{x} L^3_{x}}^2 \right] \leq C \tau \left( \frac{1}{2} + \gamma \right)^{\frac{1}{2}} \times \left\{ \begin{array}{ll} (1 + \left\| u_0 \right\|_{L^1_{t} L^1_{x}}^{q-4}) (1 + \left\| u_0 \right\|_{L^1_{t} L^1_{x}}^{q-1}), & \gamma \in [0, 1); \\ (1 + \left\| u_0 \right\|_{L^1_{t} L^1_{x}}^{q-4}) (1 + \left\| u_0 \right\|_{L^2_{t} L^2_{x}}^{\rho(q-1)} + \left\| u_0 \right\|_{L^2_{t} L^2_{x}}^{(q-1)^2}), & \gamma = 1. \end{array} \right. \quad (5.12)$$
Collecting the above four estimations (5.9)–(5.12) together, we obtain (5.6) and complete the proof.

\[ \Box \]

### 5.2 Strong convergence rate of DIEMG scheme

Next, we consider the DIEMG scheme (DIEMG) for Eq. (1.8) with general multiplicative noise under an infinite-dimensional analog of the commutativity type condition in the SODE setting. Such commutativity condition was first introduced in [17, Assumption 3] where the authors observed in [17, Section 4] that a certain class of semilinear SPDEs with multiplicative trace class noise naturally fulfills such commutativity condition. The following assumption holds true automatically in the case of the additive noise case \( G(u) \equiv G \in \mathcal{L}^0_2 \) for any \( u \in H \).

**Assumption 5.2** \( G : H \to \mathcal{L}^0_2 \) be a twice continuously Fréchet differentiable mapping such that for every \( z \in \dot{H}^1 \), \( DG(z) \in \mathcal{L}(H; \mathcal{L}^2_2) \) and \( D^2G(z) \in \mathcal{L}^0(\dot{H}^\beta; \mathcal{L}^0_2) \) for some \( \beta \in [0, \frac{1+\gamma}{2}] \). Moreover, there exists a constant \( L'_g \in \mathbb{R}_+ \) such that

\[
\| DG(z) \|_{\mathcal{L}(L_2^x; \mathcal{L}^0_2)} + \| D^2G(z) \|_{\mathcal{L}^0(\dot{H}^\beta; \mathcal{L}^0_2)} \leq L'_g, \quad z \in \dot{H}^1, \quad (5.13)
\]

\[
\| DG(u)G(u) - DG(v)G(v) \|_{\mathcal{L}(0; \mathcal{L}^0_2)} \leq L'_g \| u - v \|, \quad u, v \in H. \quad (5.14)
\]

**Example 5.1** Assume that \( g : \mathbb{R} \to \mathbb{R} \) a twice continuously differentiable function such that

\[
\sup_{x \in \mathbb{R}} |g'(x)| + \sup_{x \in \mathbb{R}} |g''(x)| + \sup_{x, y \in \mathbb{R}, x \neq y} \frac{\|g'(x)g(x) - g'(y)g(y)\|}{|x - y|} < \infty, \quad (5.15)
\]

\( g_k \in W^{1,\infty} \) for each \( k \in \mathbb{N}_+ \) such that

\[
\sum_{k \in \mathbb{N}_+} \lambda_k^Q \| g_k \|^2_{W^{1,\infty}} < \infty, \quad (5.16)
\]

and that either \( g(0) = 0 \) or \( g_k \) vanishes on the boundary \( \partial \mathcal{O} \), then Assumptions 2.2 and 5.2 hold true. In fact, for any \( u, v \in L_2^2 \) and \( z \in \dot{H}^1 \), we have

\[
\| G(u) - G(v) \|_{\mathcal{L}^0_2} = \left( \sum_{k \in \mathbb{N}_+} \lambda_k^Q \| (g(u) - g(v))g_k \|^2 \right)^{\frac{1}{2}} \leq \sup_{x \in \mathbb{R}} |g'(x)| \left( \sum_{k \in \mathbb{N}_+} \lambda_k^Q \| g_k \|^2_{L_2^x} \right)^{\frac{1}{2}} \| u - v \|,
\]

\[ \Box \]
and

\[
\|G(z)\|_{\mathcal{L}_2^2}^2 \leq C \sum_{k \in \mathbb{N}_+} \lambda_k^Q \left( \|g(z)g_k\|^2 + \|g'(z)\nabla z g_k + g(z)g_k'\|^2 \right)
\]

\[
\leq C \left( 1 + \sup_{x \in \mathbb{R}} |g'(x)|^2 \right) \sum_{k \in \mathbb{N}_+} \lambda_k^Q \|g_k\|_{W_k^{1,\infty}}^2 (1 + \|z\|_1)^2,
\]

which show Assumption 2.2. On the other hand, for any \( z \in \dot{H}^1 \),

\[
\|DG(z)\|_{\mathcal{L}(L_2^1; \mathcal{L}_2^0)} + \|D^2G(z)\|_{\mathcal{L}^2(\dot{H}^\beta; \mathcal{L}_2^0)}
\]

\[
= \sup_{v \in L_2^1} \frac{\left( \sum_{k \in \mathbb{N}_+} \lambda_k^Q \|g'(z)v g_k\|^2 \right)^{1/2}}{\|v\|} + \sup_{u, v \in \dot{H}^\beta} \frac{\left( \sum_{k \in \mathbb{N}_+} \lambda_k^Q \|g''(z)u v g_k\|^2 \right)^{1/2}}{\|u\|_{\beta} \|v\|_{\beta}}
\]

\[
\leq C \left( \sum_{k \in \mathbb{N}_+} \lambda_k^Q \|g_k\|_{L_\infty}^2 \right)^{1/2} \left[ \sup_{x \in \mathbb{R}} |g'(x)| + \sup_{x \in \mathbb{R}} |g''(x)| \cdot \sup_{u, v \in \dot{H}^\beta} \frac{\|u\|_{L_2^1} \|v\|_{L_2^1}}{\|v\|_{\beta} \|z\|_{\beta}} \right].
\]

Due to the assumptions \((5.15)-(5.16)\) and the embedding \( \dot{H}^\beta \hookrightarrow L_2^1 \) with \( \beta = 1/2 \) when \( d = 1, 2 \) and \( \beta = 3/4 \) when \( d = 3 \), we have

\[
\|DG(z)\|_{\mathcal{L}(L_2^1; \mathcal{L}_2^0)} + \|D^2G(z)\|_{\mathcal{L}^2(\dot{H}^\beta; \mathcal{L}_2^0)}
\]

\[
\leq C \sup_{v \in L_2^1} \left( \sum_{k \in \mathbb{N}_+} \lambda_k^Q \|g_k\|_{L_\infty}^2 \right)^{1/2} \left[ \sup_{x \in \mathbb{R}} |g'(x)| + \sup_{x \in \mathbb{R}} |g''(x)| \right].
\]

Moreover, for any \( u, v \in L_2^1 \),

\[
\|DG(u)G(u) - DG(v)G(v)\|_{H^s(U_0; \mathcal{L}_2^0)}
\]

\[
= \left( \sum_{k \in \mathbb{N}_+} \sum_{l \in \mathbb{N}_+} \lambda_k^Q \lambda_l^Q \|DG(u)(G(u)g_k)g_l - DG(v)(G(v)g_l)g_k\|^2 \right)^{1/2}
\]

\[
\leq \left( \sum_{k \in \mathbb{N}_+} \lambda_k^Q \|g_k\|_{L_\infty}^2 \right) \|g'(u)g(u) - g'(v)g(v)\| \leq \left( \sum_{k \in \mathbb{N}_+} \lambda_k^Q \|g_k\|_{L_\infty}^2 \right) \|u - v\|.
\]

The above two estimations show Assumption 5.2 with \( \gamma \in [0, 1] \) and \( \beta \in [0, 1] \) when \( d = 1, 2 \) and \( \gamma \in [1/2, 1] \) and \( \beta \in [0, (1 + \gamma)/2] \) when \( d = 3 \).

We introduce a version \( \tilde{U}_{h}^{m+1} \) of the auxiliary process \( \tilde{u}_{h}^{m+1} \) given by \((4.10)\) in consistent with the DIEMG scheme \((4.6)\), which is defined as
\[ \tilde{U}_h^{m+1} = S_{h,\tau}^{m+1} u_h^0 + \tau \sum_{i=0}^m S_{h,\tau}^{m+1-i} \mathcal{P}_h F(u(t_{i+1})) + \sum_{i=0}^m \mathcal{P}_h G(u(t_i)) \delta_i W \]
\[ + \sum_{i=0}^m S_{h,\tau}^{m+1-i} \mathcal{P}_h D G(u(t_i)) G(u(t_i)) \left[ \int_{t_i}^{t_{i+1}} (W(r) - W(t_i)) dW(r) \right]. \]

(5.17)

for \( m \in \mathbb{Z}_{M-1} \), where the terms \( U_h^{i+1} \) and \( U_h^i \) in the discrete deterministic and stochastic convolutions of (5.2) are replaced by \( u(t_{i+1}) \) and \( u(t_i) \), respectively. The boundedness (3.2) and (4.12) imply the solvability and uniform boundedness of \( \tilde{U}_h^m \):

\[ \sup_{m \in \mathbb{Z}_M} \mathbb{E} \left[ \| \tilde{U}_h^m \|_1^p \right] \leq C \left( 1 + \| u_0 \|_1^{p(q-1)} \right). \]

(5.18)

provided \( u_0 \in \dot{H}^1 \) and Assumptions 2.1, 2.2 and 5.2 hold. We begin with the strong error estimation between \( u \) and \( \{ \tilde{U}_h^m \}_{m \in \mathbb{Z}_M} \).

**Lemma 5.1** Let \( \gamma \in [0, 1) \), \( u_0 \in \dot{H}^{1+\gamma} \), and Assumptions 2.1, 2.2 and 5.1–5.2 hold. Then for any \( p \geq 1 \), there exists a constant \( C \) such that

\[ \sup_{m \in \mathbb{Z}_M} \| u(t_m) - \tilde{U}_h^m \|_{L^p_\omega L^2_\mathcal{X}} \leq C (h^{1+\gamma} + \tau^{\frac{1+\gamma}{2}}). \]

(5.19)

Assume furthermore that \( u_0 \in \dot{H}^2 \) and Assumption 2.3 holds, then (5.19) is valid with \( \gamma = 1 \).

**Proof** For \( m \in \mathbb{Z}_{M-1} \), define \( \tilde{J}^{m+1} := \| u(t_{m+1}) - \tilde{U}_h^{m+1} \|_{L^p_\omega L^2_\mathcal{X}} \). By the proofs of Lemma 4.2 and Corollary 5.1, we have

\[ \tilde{J}^{m+1} \leq \sum_{i=1}^2 J_i^{m+1} + \tilde{J}_3^{m+1}, \]

where \( J_i^{m+1}, i = 1, 2, \) are defined from (4.14) and satisfy the estimate

\[ J_1^{m+1} + J_2^{m+1} \leq C (h^{1+\gamma} + \tau^{\frac{1+\gamma}{2}}), \]

(5.20)

by (4.15), (4.17), (4.20), and (5.6), and the last term is defined as

\[ \tilde{J}_3^{m+1} := \left\| \int_0^{t_{m+1}} S(t_{m+1} - r) G(u(r)) dW(r) - \sum_{i=0}^m S_{h,\tau}^{m+1-i} \mathcal{P}_h G(u(t_i)) \delta_i W \right. \]
\[ - \left. \sum_{i=0}^m S_{h,\tau}^{m+1-i} \mathcal{P}_h D G(u(t_i)) G(u(t_i)) \left[ \int_{t_i}^{t_{i+1}} (W(r) - W(t_i)) dW(r) \right] \right\|_{L^p_\omega L^2_\mathcal{X}}. \]
Thus to prove (5.19), it suffices to show that
\[
\tilde{J}^{m+1}_3 \leq C \left( h^{1+\gamma} + \tau^{1+\gamma} \right).
\] (5.21)

The term \(\tilde{J}^{m+1}_3\) can be decomposed as
\[
\tilde{J}^{m+1}_3 \leq \left\| \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} H_i^{m+1} (r) dW (r) \right\|_{L^p_{\omega} L^2_{\tau}} + \left\| \int_{0}^{t_{m+1}} E_{h, \tau} (t_{m+1} - r) G (u (r)) dW (r) \right\|_{L^p_{\omega} L^2_{\tau}} := \tilde{J}^{m+1}_{31} + J^{m+1}_{32},
\]
where
\[
H_i^{m+1} (r) = S_h^{m+1-i} \mathcal{P}_h \left[ G (u (r)) - G (u (t_i)) - DG (u (t_i)) G (u (t_i)) (W (r) - W (t_i)) \right].
\]

By (4.19) and (4.21), the second term \(J^{m+1}_{32}\) has the estimation
\[
J^{m+1}_{32} \leq C \left( h^{1+\gamma} + \tau^{1+\gamma} \right) \times \begin{cases} (1 + \| u_0 \|_1^{q-1} \gamma \in [0, 1), & 1 \leq \gamma, \\ (1 + \| u_0 \|_2^{q-1} \gamma = 1. & \end{cases}
\] (5.22)

It remains to show a similar estimation for \(\tilde{J}^{m+1}_{31}\). It is clear that
\[
H_i^{m+1} (r) = S_h^{m+1-i} \mathcal{P}_h \left[ DG (u (t_i)) \left[ u (r) - u (t_i) - G (u (t_i)) (W (r) - W (t_i)) \right] + S_h^{m+1-i} \mathcal{P}_h \int_{0}^{1} D^2 G (u (t_i) + \lambda (u (r) - u (t_i))) (u (r) - u (t_i), u (r) - u (t_i)) (1 - \lambda) d\lambda, \quad r \in [t_i, t_{i+1}).
\]

As a consequence of the discrete and continuous Burkholder–Davis–Gundy inequalities (2.23) and (2.22), respectively, we have
\[
\tilde{J}^{m+1}_{31} \leq 2 \sum_{i=1}^{m} \sqrt{\tilde{J}^{m+1}_{31i}},
\] (5.23)
where
\[
\tilde{J}^{m+1}_{31i} := \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} \left\| S_h^{m+1-i} \mathcal{P}_h \left[ DG (u (t_i)) \left[ u (r) - u (t_i) - \int_{t_i}^{r} G (u (t_i)) dW (s) \right] \right] \right\|_{L^p_{\omega} L^2_{\tau}}^2 dr,
\]
\[
\tilde{J}^{m+1}_{32i} := \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} \left\| S_h^{m+1-i} \mathcal{P}_h \int_{0}^{1} D^2 G (u (t_i) + \lambda (u (r) - u (t_i))) (u (r) - u (t_i), u (r) - u (t_i)) (1 - \lambda) d\lambda \right\|_{L^p_{\omega} L^2_{\tau}}^2 dr.
\]
We begin with the first term \( \tilde{J}^{m+1}_{311} \). By the boundedness (2.2), the condition (5.13), the mild formulation (2.25), and Hölder inequality, we have

\[
\tilde{J}^{m+1}_{311} \leq C \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} \|u(r) - u(t_i) - G(u(t_i))(W(r) - W(t_i))\|^2_{L^p_0 L^q_1} dr \\
\leq C \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} \|(S(r - t_i) - \text{Id})u(t_i)\|^2_{L^p_0 L^q_1} dr \\
+ C \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} \left( \int_{t_i}^{r} S(r - t_i) F(u(s)) ds \right)^2_{L^p_0 L^q_1} dr \\
+ C \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} \left( \int_{t_i}^{r} (S(r - s) - \text{Id})G(u(s)) dW(s) \right)^2_{L^p_0 L^q_1} dr \\
+ C \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} \left( \int_{t_i}^{r} [G(u(s)) - G(u(t_i))] dW(s) \right)^2_{L^p_0 L^q_1} dr.
\]

The conditions (2.9) and (2.15), the embedding (2.6), and the estimations (2.2), (3.2), (3.13), (3.20), and (3.27) imply that

\[
\begin{aligned}
\tilde{J}^{m+1}_{311} &\leq C \tau^{1+\gamma} \|u\|^2_{L^\infty_t L^p_0 \dot{H}^{1+\gamma}} + C \tau^2 \left(1 + \|u\|_{L^q_t L^{p(q-1)}_0}^{-1} \right)^2 \\
&+ C \tau^2 \left(1 + \|u\|_{L^q_t L^{p(q-1)}_0}^{-1} \right)^2 + C \tau^2 \sup_{0 \leq s \leq t \leq T} \frac{\|u(t) - u(s)\|_{L^p_0 L^q_1}^2}{(t - s)} \\
&\leq C \tau^{1+\gamma} \times \left\{ \begin{array}{ll}
(1 + \|u_0\|_{L^1_t L^p_0}^{-1})^2, & \gamma \in [0, 1), \\
(1 + \|u_0\|_{L^1_t L^p_0}^{-1})^2 + \|u_0\|_{L^2_t L^p_0}^{-2}, & \gamma = 1.
\end{array} \right.
\end{aligned}
\]

(5.24)

Next, we estimate the second term \( \tilde{J}^{m+1}_{312} \) by the boundedness (4.12), (5.13) with \( \beta \in [0, \frac{1+\gamma}{2}) \), Cauchy–Schwarz inequality, and the Hölder estimation (3.13):

\[
\begin{aligned}
\tilde{J}^{m+1}_{312} &\leq C \sup_{z \in \dot{H}^{1}} \|D^2 G(z)\|^2_{L^2_{t} L^p(\dot{H}^\beta; \dot{L}^q_0)} \left[ \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} \|u(r) - u(t_i)\|^4_{L^2_0 \dot{H}^\beta} dr \right] \\
&\leq C \sup_{0 \leq s \leq t \leq T} \frac{\|u(t) - u(s)\|_{L^2_0 L^q_1}^4}{|t - s|^{2(1+\gamma-\beta)\wedge 2}} \left[ \sum_{i=0}^{m} \int_{t_i}^{t_{i+1}} |r - t_i|^{2(1+\gamma-\beta)\wedge 2} dr \right] \\
&\leq C \tau^{2(1+\gamma-\beta)\wedge 2} \left(1 + \|u_0\|_{L^1_t L^p_0}^{-1}\right)^4 \leq C \tau^{1+\gamma} \left(1 + \|u_0\|_{L^1_t L^p_0}^{-1}\right)^4.
\end{aligned}
\]

(5.25)

Collecting the estimations (5.24)–(5.25), we derive

\[
\tilde{J}^{m+1}_{311} \leq C \tau^{1+\gamma}.
\]

(5.26)
Remark 5.1 Under the conditions of Lemma 5.1 with $\gamma, \beta \in [0, 1]$, the proof of Lemma 5.1 yields that, for any $p \geq 1$, there exists a constant $C$ such that

$$\sup_{m \in \mathbb{Z}_M} \|u(t_m) - \tilde{U}_h^m\|_{L^p_t L^2_x} \leq C(h^{1+\gamma} + \gamma^{1+\gamma}).$$

Now we can prove Theorem 1.2 by combining Lemma 5.1 with a variational approach as in the proof of Theorem 1.1.

Proof of Theorem 1.2 Let $m \in \mathbb{Z}_{M-1}$. In terms of Minkovskii inequality and the estimation (5.19), it suffices to prove that

$$\sup_{m \in \mathbb{Z}_M} \|\tilde{U}_h^m - U_h^m\|_{L^p_t L^2_x} \leq C(h^{1+\gamma} + \gamma^{1+\gamma}), \quad \gamma \in [0, 1]. \quad (5.27)$$

Define $\tilde{e}_h^{m+1} := \tilde{U}_h^{m+1} - U_h^{m+1}$. Then $\tilde{e}_h^{m+1} \in V_h$ with vanishing initial datum $\tilde{e}_h^0 = 0$. In terms of Eq. (DIEMG) and (5.17), it is clear that

$$\tilde{U}_h^{m+1} = U_h^m + \tau A_h \tilde{U}_h^{m+1} + \tau \mathcal{P}_h F(u(t_{m+1})) + \mathcal{P}_h G(u(t_m)) \delta_m W$$

$$+ \mathcal{P}_h DG(u(t_m))G(u(t_m))\left[\int_{t_m}^{t_{m+1}} (W(r) - W(t_m))dW(r)\right],$$

$$U_h^{m+1} = U_h^m + \tau A_h U_h^{m+1} + \tau \mathcal{P}_h F(U_h^{m+1}) + \mathcal{P}_h G(U_h^m) \delta_m W$$

$$+ \mathcal{P}_h DG(U_h^m)G(U_h^m)\left[\int_{t_m}^{t_{m+1}} (W(r) - W(t_m))dW(r)\right].$$

Consequently,

$$\tilde{e}_h^{m+1} - e_h^m = \tau A_h \tilde{e}_h^{m+1} + \tau \mathcal{P}_h (F(u(t_{m+1})) - F(U_h^{m+1}))$$

$$+ \mathcal{P}_h (G(u(t_m)) - G(U_h^m)) \delta_m W + \int_{t_m}^{t_{m+1}} \mathcal{P}_h H^{m+1} dW(r),$$

where

$$H^{m+1}(r) := \int_r^{t_{m+1}} \left[DG(u(t_m))G(u(t_m)) - DG(U_h^m)G(U_h^m)\right]dW(s), \quad r \in [t_m, t_{m+1}).$$

Multiplying $\tilde{e}_h^{m+1}$ on both sides of the above equation as in (4.23), we obtain

$$(\tilde{e}_h^{m+1}, \tilde{e}_h^{m+1}) + \tau \|
abla \tilde{e}_h^{m+1}\|^2 = \tau \langle F(u(t_{m+1})) - F(U_h^{m+1}), e_h^{m+1} \rangle$$

$$+ \langle (G(u(t_m)) - G(U_h^m)) \delta_m W, e_h^{m+1} \rangle + \int_{t_m}^{t_{m+1}} \langle H^{m+1} dW(r), e_h^{m+1} \rangle. \quad (5.28)$$
Similarly to (4.25), we have
\[
\mathbb{E}\left[ (\hat{c}_h^{m+1} - \hat{c}_h^m, \hat{c}_h^{m+1} ) \right] = \frac{1}{2} \left( \mathbb{E}\left[ \|\hat{c}_h^{m+1}\|^2 \right] - \mathbb{E}\left[ \|\hat{c}_h^m\|^2 \right] \right) + \frac{1}{2} \mathbb{E}\left[ \|\hat{c}_h^{m+1} - \hat{c}_h^m\|^2 \right].
\] (5.29)

By analogous arguments in the proof of Theorem 1.1, we have
\[
\tau \langle F(u(t_{m+1})) - F(U_h^m), \hat{c}_h^{m+1} \rangle \leq \frac{1}{2} \tau \|\nabla \hat{c}_h^{m+1}\|^2 + L_f \tau \|\hat{c}_h^{m+1}\|^2
\]
\[+ C \tau \|u(t_{m+1}) - \tilde{U}_h^{m+1}\|^2 (1 + \|u(t_{m+1})\|_{L^q}^q + \|\tilde{U}_h^{m+1}\|_{L^q}^q),
\] (5.30)
and
\[
\langle (G(u(t_m)) - G(U_h^m)) \delta_m W, \hat{c}_h^{m+1} \rangle \leq \frac{1}{4} \mathbb{E}\left[ \|\hat{c}_h^{m+1} - c_h^m\|^2 \right] + 2 L_g^2 \mathbb{E}\left[ \|u(t_m) - \tilde{U}_h^m\|^2 \right] \tau + 2 L_g^2 \mathbb{E}\left[ \|c_h^m\|^2 \right] \tau.
\] (5.31)

To deal with the last stochastic term in (5.28), we use the martingale property of the stochastic integral, Cauchy–Schwarz inequality, and Itô isometry as in (5.24):
\[
\mathbb{E}\left[ \int_{t_m}^{t_{m+1}} \langle H^{m+1} dW(r), \hat{c}_h^{m+1} \rangle \right] \leq \frac{1}{4} \mathbb{E}\left[ \|\hat{c}_h^{m+1} - c_h^m\|^2 \right] + C \int_{t_m}^{t_{m+1}} \mathbb{E}\left[ \|H^{m+1}\|_{L^2_0}^2 \right] dr.
\]
By Itô isometry, the condition (5.14), and Cauchy–Schwarz inequality, we get
\[
\int_{t_m}^{t_{m+1}} \mathbb{E}\left[ \|H^{m+1}\|_{L^2_0}^2 \right] dr
\]
\[= \int_{t_m}^{t_{m+1}} \mathbb{E}\left[ \left\| \int_{t_m}^{s} \left[ DG(U_h^m) G(U_h^m) - DG(u(t_m)) G(u(t_m)) \right] dW(s) \right\|_{L^2_0}^2 \right] dr
\]
\[= \frac{1}{2} \tau^2 \mathbb{E}\left[ \|DG(U_h^m) G(U_h^m) - DG(u(t_m)) G(u(t_m))\|_{HS(U_0; L^2_0)}^2 \right]
\]
\[= \frac{(L_g^2)^2}{2} \tau^2 \mathbb{E}\left[ \|u(t_m) - U_h^m\|^2 \right] \leq L_g^2 \tau^2 \mathbb{E}\left[ \|u(t_m) - \tilde{U}_h^m\|^2 \right] + L_g^2 \tau^2 \mathbb{E}\left[ \|c_h^m\|^2 \right],
\]
and thus
\[
\mathbb{E}\left[ \int_{t_m}^{t_{m+1}} \langle H^{m+1} dW(r), \hat{c}_h^{m+1} \rangle \right] \leq \frac{1}{4} \mathbb{E}\left[ \|\hat{c}_h^{m+1} - c_h^m\|^2 \right] + L_g^2 \tau^2 \mathbb{E}\left[ \|u(t_m) - \tilde{U}_h^m\|^2 \right] + L_g^2 \tau^2 \mathbb{E}\left[ \|c_h^m\|^2 \right].
\] (5.32)
Now taking expectation in (5.28), we use (5.29)–(5.32) and Hölder inequality to get
\[
\frac{1}{2} \left( \mathbb{E} \left[ \| \hat{e}_{h}^{m+1} \|^{2} \right] - \mathbb{E} \left[ \| \hat{e}_{h}^{m} \|^{2} \right] \right) \\
\leq L_{f} \mathbb{E} \left[ \| \hat{e}_{h}^{m+1} \|^{2} \right] \tau + C \left( \mathbb{E} \left[ \| u(t_{m+1}) - \tilde{U}_{h}^{m+1} \|^{4} \right] \right)^{\frac{1}{4}} \tau + L_{g}^{2} \tau^{2} \mathbb{E} \left[ \| u(t_{m}) - \tilde{U}_{h}^{m} \|^{2} \right] \\
\times \left( 1 + \left( \mathbb{E} \left[ \| u(t_{m+1}) \|_{1}^{2(q-2)} \right] \right)^{\frac{1}{4}} + \mathbb{E} \left[ \| \tilde{U}_{h}^{m+1} \|_{1}^{2(q-2)} \right]^{\frac{1}{4}} \right) \\
+ 2L_{g}^{2} \mathbb{E} \left[ \| u(t_{m}) - \tilde{U}_{h}^{m} \|^{2} \right] \tau + \left( 2L_{g}^{2} \tau + L_{g}^{2} \tau^{2} \right) \mathbb{E} \left[ \| \hat{e}_{h}^{m} \|^{2} \right].
\]

Then by the estimations (3.2), (5.18), and (5.19), we obtain
\[
\left( 1 - 2L_{f} \tau \right) \mathbb{E} \left[ \| \hat{e}_{h}^{m+1} \|^{2} \right] \leq C \tau \left( h^{1+\gamma} + \tau^{\frac{1+\gamma}{2}} \right)^{2} + \left( 1 + C \tau \right) \mathbb{E} \left[ \| \hat{e}_{h}^{m} \|^{2} \right].
\]

We conclude (5.27) by the same arguments as in the proof of Theorem 1.1. \(\square\)

### 5.3 Milstein–Spectral Galerkin scheme

Similarly to Sect. 4.3, the parallel result in Theorem 1.2 for DIEMG scheme (DIEMG) is also valid for the spectral Galerkin-based Milstein scheme of Eq. (1.8).

The DIE Milstein spectral Galerkin (DIEMSG) scheme of Eq. (1.8) is to find a \(V_{h}\)-valued discrete process \(\{U_{N}^{m} : N \in \mathbb{N}_{+}, m \in \mathbb{Z}_{M}\}\) such that
\[
U_{N}^{m+1} = U_{N}^{m} + \tau A_N U_{N}^{m+1} + \tau \mathcal{P}_{N} F(U_{N}^{m+1}) + \mathcal{P}_{N} G(U_{N}^{m}) \delta_{m} W \\
+ \mathcal{P}_{N} D G(U_{N}^{m}) G(U_{N}^{m}) \left[ \int_{t_{m}}^{t_{m+1}} (W(r) - W(t_{m})) dW(r) \right],
\]
(DIEMSG)

with initial datum \(U_{N}^{0} = \mathcal{P}_{N} u_{0}\). By the arguments in the proof of Theorem 1.2, one can show the following strong convergence results for this scheme with sharp rates.

**Theorem 5.1** Let \(\gamma \in [0, 1)\), \(u_{0} \in H^{1+\gamma}\), and Assumptions 2.1, 2.2 and 5.1–5.2 hold. There exist a constant \(C\) such that
\[
\sup_{m \in \mathbb{Z}_{M}} \| u(t_{m}) - U_{N}^{m} \|_{L_{x}^{\infty} L_{t}^{2}} \leq C \left( N^{-\frac{1+\gamma}{2}} + \tau^{\frac{1+\gamma}{2}} \right).
\]
(5.33)

Assume furthermore that \(u_{0} \in H^{2}\) and Assumption 2.3 holds, then (5.33) is valid with \(\gamma = 1\).
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