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ABSTRACT

Image reconstruction is likely the most predominant auxiliary task for image classification, but we would like to think twice about this convention. In this paper, we investigated “approximating the Fourier Transform of the input image” as a potential alternative, in the hope that it may further boost the performances on the primary task or introduce novel constraints not well covered by image reconstruction. We experimented with five popular classification architectures on the CIFAR-10 dataset, and the empirical results indicated that our proposed auxiliary task generally improves the classification accuracy. More notably, the results showed that in certain cases our proposed auxiliary task may enhance the classifiers’ resistance to adversarial attacks generated using the fast gradient sign method.

1 INTRODUCTION

Auxiliary learning (Liebel & Körner, 2018; Liu et al., 2019), a smart regularization approach, is often used to improve the performances of a deep learning model by preventing overfitting and enhancing its ability to generalize on unseen data. This is achieved by introducing an "auxiliary task" in parallel to the actual purpose of the model, i.e. the "primary task (or primary tasks)", and incorporating its effects as an additional factor in the loss function. In general, the auxiliary task does not semantically overlap with the primary task, but it is usually designed such that enforcing good performances on the auxiliary task shall naturally and intuitively boost the model’s capabilities on the primary task.

In image classification, “reconstructing the input image” is probably the most popular auxiliary task (Vincent et al., 2008; Zhang et al., 2016; Mostajabi et al., 2018). For simplicity, we will use Recon to denote this auxiliary task. Researchers claimed that doing so helps the neural networks extract meaningful high-level features during the encoding path (the sequences of convolution, activation, pooling, etc) where image features are encoded into the feature space. By ensuring that these feature representations can be decoded back into near replicas of the original input image, the aforementioned Recon auxiliary task is able to, at least to some extent, supervise the model to not encode features in a nonsensical manner. One particular elegance in this task is that no additional human labor is required – all what we need are already provided by default – it’s the input image itself.

While Recon has great merits as an auxiliary task for image classification, it is natural for us to further explore other alternatives. Does there exist another auxiliary task that imposes a stronger regularization and thus is more helpful to the primary task? Or can we find an alternative that poses constraints on some aspect that is weakly constrained by Recon?

Going along these lines, in this paper we propose “approximating the Fourier Transform of the input image” as an alternative auxiliary task. For simplicity, we will use FT to denote this auxiliary task. Similar to the Recon task, FT does not require any additional labeling since the ground truth Fourier Transform can be directly computed from the input image. Moreover, it has the potential to enforce the model to encode robust features in the frequency domain. This might be a beneficial property under certain context, such as in improving the model’s robustness against adversarial attacks, as some recent works (Wang et al., 2020; Harder et al., 2021) have suggested the possibility that adversarial attacks may be more recognizable in the frequency domain than in the spatial domain.
2 METHODS

2.1 DATASET

We used the CIFAR-10 dataset (Krizhevsky et al., 2009), a popular image classification dataset with 6,000 RGB images of dimension (32×32×3) in each of the 10 classes. Unlike most papers using this dataset that strictly comply with the original train-test split, we decided to further split the original train set into train and validation sets (95%:5%), due to considerations similar to what was stated in Wong et al. (2020). As compared to training on the 50,000 train images and assessing the model performances on the 10,000 test images at each epoch (as in most previous works), we kept the test images stand-alone until the final evaluation, and used the performances on the validation set to gauge learning rate scheduling and early stopping. In this way, we reduced the risk of overfitting and deflated the test set performances.

Images in the train, validation and test sets all underwent intensity standardization process using the mean and standard deviation from the original train set. Beyond that, a minor data augmentation was applied to images in the train and validation sets using random cropping and flipping. The data loaders sample from the train set in random order to reduce the risk of “the model learning the order rather than the content”, while they sample from the validation and test set in sequential order to ensure consistency across different experiments.

Images in the train, validation and test sets all underwent intensity standardization process using the mean and standard deviation from the original train set. Beyond that, a minor data augmentation was applied to images in the train and validation sets using random cropping and flipping. The data loaders sample from the train set in random order to reduce the risk of “the model learning the order rather than the content”, while they sample from the validation and test set in sequential order to ensure consistency across different experiments.

![Figure 1: Workflow of the auxiliary training process. Our proposed auxiliary network behaves like an decoder that maps the encoded features back to the image space. Depending on the auxiliary task, the output dimension may either be (32×32×3) for Recon or (32×32×2) for FT. In our implementation, each green block is a PyTorch module torch.nn.ConvTranspose2d followed by ReLU, but of course the auxiliary network can be modified or re-designed.](image)

2.2 MODEL ARCHITECTURES

We adapted from an open-source repository[^1] which implemented several modern classification architectures, and our code is publicly available on GitHub[^2]. We selected ResNet (He et al., 2016), ResNeXt (Xie et al., 2017), GoogLeNet (Szegedy et al., 2015), EfficientNet (Tan & Le, 2019), and MobileNetV2 (Sandler et al., 2018). We did not choose some other equally popular architectures for various reasons. For example, VGG (Simonyan & Zisserman, 2014) has too many pooling layers. Even the most light-weight version has 5 pooling layers that shrinks the image-space dimension from 32×32 to 1×1, which makes the auxiliary tasks, i.e. Recon and FT, not very plausible.

[^1]: https://github.com/kuangliu/pytorch-cifar
[^2]: https://github.com/ChenRaphaelLiu/Classification_Auxiliary_Task
2.3 Primary and Auxiliary Tasks

Our proposed workflow is illustrated in Fig 1. Clearly, this is a generalizable framework, although in this paper we are only using it in its current form. The primary task is the 10-class image classification on CIFAR-10, supervised by a cross entropy loss. The auxiliary tasks are one of the following:

- **None** – The whole network is effectively the same as the original classification network alone. The auxiliary network is not visited in either the forward or backward propagation, and the auxiliary loss is not included in the total loss.
- **Recon** – The auxiliary network aims to reconstruct the input image, and a pixel-level mean squared error is used as the auxiliary loss.
- **FT** – The auxiliary network aims to approximate the Fourier Transform of the input image, with the same mean squared error auxiliary loss. The ground truth is a two-channel Fourier Transformed version of the gray-scaled input image, with the first channel being the magnitude and the second being the phase.

The total loss is a weighted sum between the classification loss and the auxiliary loss, as shown in Fig 1. $\lambda$ is set to 0.01.

For autonomy and consistency, we used the same training strategy across all the classification network variants. The initial learning rate is set to 0.1, while an adaptive learning rate scheduler reduces the learning rate by 80% each time the validation accuracy plateaus. When the validation accuracy stops increasing for 10 consecutive epochs, the early stopping mechanism will be triggered, and only the model weights corresponding to the best validation accuracy will be saved.

Table 1: CIFAR-10 classification accuracies (unit: percent) on the test set. Note the accuracies may not be optimal since all experiments are conducted under the same training strategy and hyperparameters.

| Auxiliary Task | Architecture | Top-1 ACC w/o adversarial training | Top-1 ACC w/ adversarial training |
|----------------|--------------|-----------------------------------|----------------------------------|
|                |              | Test set clean | adversarial | Test set clean | adversarial |
| **None**       | ResNet       | 92.83          | 11.95       | 84.53           | 79.95        |
| **Recon**      | ResNet       | 92.83          | 10.48       | 84.60           | 81.52        |
| **FT**         | ResNet       | **93.10**      | 12.65       | 84.01           | 81.35        |
|                | ResNetXt     | 91.74          | 13.05       | 82.80           | 78.42        |
|                | GoogLeNet    | 91.58          | 12.31       | 81.28           | **83.63**    |
|                | EfficientNet | **91.87**      | 10.51       | 79.34           | 69.79        |
|                | GoogLeNet    | 92.75          | 10.79       | 81.41           | 82.46        |
|                | EfficientNet | 92.62          | 12.05       | 83.57           | 86.79        |
|                | EfficientNet | **92.58**      | 11.93       | 85.14           | **89.05**    |
|                | MobileNetV2  | **91.43**      | 10.30       | 80.06           | **78.90**    |
|                | MobileNetV2  | 91.05          | 9.03        | 79.63           | 72.02        |
|                | MobileNetV2  | 90.06          | 9.51        | 72.28           | 40.93        |
|                | MobileNetV2  | 92.19          | 14.64       | 81.08           | 67.84        |
|                | MobileNetV2  | 92.20          | 12.66       | 83.09           | 62.23        |
|                | MobileNetV2  | **92.45**      | 11.96       | **83.35**       | **71.79**    |

2.4 Adversarial Attack

Adversarial attacks are generated using the fast gradient sign method (FGSM) (Goodfellow et al., 2014). We utilized an off-the-shelf library[^1] for generating these attacks (Papernot et al., 2018) with epsilon at 0.3.

[^1]: https://github.com/cleverhans-lab/cleverhans
3 RESULTS

Classification accuracies are recorded in Table 1. In general, models without adversarial training are very vulnerable to adversarial attacks. Without adversarial training, the top-1 accuracies are usually around 90% when evaluated on the clean test set but the accuracies catastrophically drop to around 10% when the test set is adversarially processed. Training with adversarial samples generally degrades the accuracies on the clean test set, but boosts the accuracies on the adversarial test set significantly.

Compared to not using an auxiliary task and using Recon, our proposed FT auxiliary task resulted in better performances in several cases. For the non-adversarial scenario (clean training, clean test set), Recon achieved the highest top-1 accuracy on 3 out of 5 architectures. For the adversarial scenario (adversarial training, adversarial test set), Recon surpassed the two alternatives on 2 out of 5 architectures.

It worth noting that the EfficientNet backbone does not work well with Recon in our experiments. It is exemplified by the very low test accuracy (40.93%) in the adversarial scenario. We may want to further diagnose the reason behind this outstanding behavior.

4 DISCUSSIONS

This is not meant to be a paper with comprehensive experiments using tons of computational resources. Rather, we are trying to show some preliminary results along a quite random idea. People have been using Recon as their go-to auxiliary task and have taken that for granted for quite a long time. We are just trying to provoke some thoughts on whether or not we can find an alternative auxiliary task that has its own merits. For example, FT as an auxiliary task might pose constraints during the training process and enforces the encoder to learn robust and meaningful feature in the frequency domain, although we have not done any solid validation to show whether or not it is the case in this paper. Nevertheless, we find it worthwhile to ask the community to re-think the convention of using Recon as the “default” auxiliary task in image classification.
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