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Abstract—Cache-enabled small base stations (SBS) are capable of relieving the heavy burden of the backhaul link and reducing the transmission latency. The hit probability depends on the coverage probability and caching placement probabilities. However, the interference in the small-cell networks may significantly degrade the coverage probability. In this paper, for MIMO small-cell networks consisting of SBS and users, both of them are equipped with multiple antennas, a joint interference alignment (IA) and probabilistic caching (JIA-ProbC) scheme is proposed. Using tools from stochastic geometry, the K-th order Voronoi cells are constructed to form clusters, where K SBSs cooperatively serve users within each K-th order Voronoi cells. Then, the IA scheme for MIMO interference channel (IC) is employed to cancel the intra-cluster interference within each K-th order Voronoi cell. By exploiting the advantage of multiple antennas at users, the IA scheme can simultaneously support more users interference-free than both the zero forcing (ZF) based interference cancellation scheme for MISO systems and SISO systems without interference management, as more interference can be canceled. Furthermore, the coverage probability is analytically approximated by the a closed-form expression. Moreover, the optimal caching placement probability is analytically derived. Numerical Simulation results show that the proposed JIA-ProbC can significantly outperform the existing joint ZF and probabilistic caching (JZF-ProbC) scheme for MISO systems and SISO probabilistic caching (SISO-ProbC) scheme as well as the joint IA and most popular caching (JIA-MPC) caching scheme.
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I. INTRODUCTION

The demand of communication content-oriented services has been ever increasing [1]–[4]. A large number of popular contents could be frequently requested by numerous users over a period of time [3], where the same content is repeatedly transmitted, which increases the burden of the backhaul link and the transmission latency [2], [3]. In order to relieve the heavy burden of the backhaul link and reduce the transmission latency, cache-enabled base stations (BSs) have been proposed as a promising solution, where the popular contents are cached at BSs [2], [4]. In this case, BSs need not to download the requested contents from the core network and users can obtain the requested content from BSs directly, which relieves the burden of the backhaul link and reduces the transmission latency [2].

The content caching strategy plays the critical role for benefiting from the cache-enabled BSs [2]. The content caching strategies can be roughly divided into deterministic caching [5]–[7] and probabilistic caching [8]–[12]. For the deterministic caching, every BS caches popular contents according to the popularity, for example the most popular caching (MPC) caching strategy, where every BS only caches the most popular contents until the cache space is full [6]. For the probabilistic caching, every BS independently caches each content according to the corresponding placement probability [8]–[10]. Caching strategies have attracted intensive research interests [5]–[12].

Using tools from stochastic geometry, the performance of the networks is analyzed, where the network nodes, BSs and mobile users, are typically modeled as independent homogeneous Poisson point processes (HPPPs) in a 2-dimensional plane [8]. Furthermore, the hit probability, which means that the BS caches the requested content and successfully transmits the content to the user, is the main metric of networks to analyze the performance [8].

For the single-tier network, BSs are modeled as HPPP, and the hit probability is maximized by optimizing caching placement probabilities in [7]–[9], [11]–[13]. For single-tier small cell networks, the hit probability was maximized in two different kinds of networks architectures, i.e, the always-on architecture and the dynamic on-off architecture [9]. It is shown that in the always-on architecture the optimal caching placement probabilities only depend on the content request probabilities, while in the dynamic on-off architecture they are also related to the mobile user-to-SBS intensity ratio [9]. For single-tier small cell networks, one cooperative caching strategy was proposed by allocating some part of each SBS’s cache space to cache the most popular files, while the remaining part is used to cache the...
different partition of the less popular files [7]. The hit probability and energy efficiency are maximized, respectively, by optimizing the proportion of the cache space caching the most popular files [7]. Furthermore, a probabilistic caching scheme was proposed by exploiting the channel selection diversity that one file can be cached at several helpers and be transmitted by selecting the helper which can provide the largest channel power gain [12]. For small cell networks, one cooperative caching scheme was proposed, where all caching helpers caching the same requested content jointly transmit the file to the user to improve the received signal-to-interference-plus-noise ratio (SINR) within the cooperative region [13]. Furthermore, a trade-off between cooperative gain and the number of different files cached was investigated to maximize the hit probability [13]. For multicasting homogeneous networks where the BS can simultaneously serve multiple users, the hit probability is maximized by jointly optimizing the bandwidth allocation and the number of the users served simultaneously [11].

For the two-tier heterogeneous network (HetNet) consisting of edge servers and caching helpers [14], one caching scheme was proposed where caching helpers can only cache the files which are not cached by edge servers, if they are covered by edge servers, while the other caching helpers can cache arbitrarily files. Furthermore, the hit probability is maximized by carefully optimizing caching placement probabilities [14].

Moreover, the caching scheme in [11] was extended to the two-tier HetNet consisting of macro BSs and pico-BSs, where macro BSs adopt the MPC strategy and also take the influence of downloading the file from the core network into account, while pico-BSs could randomly cache the remaining files [15]. The hit probability was maximized by optimizing caching placement probabilities [15]. Moreover, for the multi-tier HetNet, optimal caching placement probabilities were derived to maximize the hit probability by considering the different parameters for different tiers, for example transmission power and received SIR threshold for the successful transmission [10]. For the multi-tier multi-antenna HetNet, each BS of every tiers is equipped with multiple antennas, and the hit probability was maximized by optimizing caching placement probabilities [16].

For D2D networks, the hit probability was maximized by optimizing caching placement probabilities and imposing the constraint that the same file cannot be cached at the nodes which are close to each other [17]. Furthermore, optimal caching placement probabilities was presented to maximize the throughput of D2D networks [18].

Fundamentally, the hit probability depends on two factors, one is caching placement probability that the requested file is cached at the SBS, and the other is the coverage probability that the file can be successfully transmitted to the served user. Furthermore, the successful transmission depends on SINR at the receiver. In order to meet the heavy traffic demand, ultra-dense networks are widely used, where small cells are densely deployed [19]–[21]. As spectrum resources are limited, interference in small-cell networks significantly degrades the performance of networks, for example, deteriorating SINR [20], [21]. Therefore, interference management plays a critical role for improving the performance of small-cell networks [20], [21]. In order to enhance the hit probability, the coverage probability need to be improved, i.e., enhancing SINR. Hence, joint interference management and caching strategy need to be considered. For single-input single-output (SISO) small cell networks, joint successive interference cancellation and caching strategy was considered for parallel transmission [7]. Furthermore, for multiple-input single-output (MISO) small cell networks, joint zero forcing (ZF) and probabilistic caching scheme was proposed to maximize the hit probability, where ZF based interference cancellation was exploited to suppress the intra-cluster interference [22]. However, the previous works only consider the scenarios of SISO or MISO networks, where only one single antenna is equipped at each user. In fact, nowadays users are normally equipped with multiple antennas. Deploying multiple antennas is capable of significantly improving system performance and is adopted as one key technology for 5G and beyond wireless networks [23], [24]. The previous works for joint interference management and caching strategy for SISO or MISO networks cannot exploit the advantage of multiple antennas at users.

For MIMO networks, interference alignment (IA) has been widely proposed as a promising interference management scheme, which can effectively remove the interference and improve degrees of freedom (DoF) of networks [25]–[32].

Against this background, in this paper, we investigate joint interference management and caching placement for MIMO systems to enhance the hit probability. To the best knowledge of authors, it is the first time to investigate the joint interference management and caching placement for MIMO systems. Our main contributions are as following:

1) We propose one novel joint IA and probabilistic caching (JIA-ProbC) scheme for MIMO small-cell networks which consists of SBSs and users, and both of them are equipped with multiple antennas. Furthermore, multiple SBSs simultaneously transmit the requested files to intended users using the same frequency, which results in severe interference. For the MIMO system, the transceiver beamforming matrices of the IA scheme can be jointly designed to eliminate the more interference. Hence the MIMO system is capable of simultaneously supporting more users interference-free than both the MISO system with the ZF precoding scheme and the SISO system without interference management, which can enhance the coverage probability and further improve the hit probability.

2) Based on the IA scheme for MIMO small-cell networks, we use stochastic geometry to derive the maximum hit probability. Firstly, the theoretical coverage probability is analytically approximated by a closed-form expression. Furthermore, optimizing caching placement probabilities for maximizing the hit probability is formulated as a convex problem, which is effectively solved.

3) Numerical results show that the derived theoretical coverage probability is very close to the simulation results and is higher than that for ZF scheme. Moreover, our scheme of JIA-ProbC can achieve a performance gain up to 30% against the existing joint ZF and probabilistic caching (JZF-ProbC) scheme and performance gain up to
against the joint IA and MPC (JIA-MPC) scheme, respectively.

The rest of the paper is organized as follows. The system model is presented in Section II, while the joint IA and probabilistic caching scheme is presented in Section III. Specifically, the IA based interference cancellation scheme for MIMO small-cell networks is presented in Section III-A. In Section III-B, the performance metric of hit probability is discussed, and in Section III-C, the coverage probability and the optimal caching placement probability for maximizing the hit probability are presented. In Section IV numerical results are provided to demonstrate the performance of the proposed joint IA and probabilistic caching scheme in MIMO small-cell networks, while the conclusion is offered in Section V.

Notations: The unbolded letters represent scalars, the lowercase bold letters represent vectors and the uppercase bold letters represent the matrices. The operator $(\cdot)^H$ denotes Hermitian transpose of a vector or matrix, $\| \cdot \|$ is the standard Euclidean norm and $A \setminus B$ denotes a set in set $A$ while not in set $B$.

II. SYSTEM MODEL

A. System Configuration

The system considered in this paper consists of one macro BS and one tier of SBSs. Furthermore, the location of SBSs and mobile users are modeled as independent HPPPs with intensity $\lambda_B$ and $\lambda_U$, respectively, and $\lambda_U \gg \lambda_B$ [22], denoted by $\Phi_B = \{ d_k \in \mathbb{R}^2, k \in \mathbb{N}^+ \}$ and $\Phi_U = \{ u_k \in \mathbb{R}^2, k \in \mathbb{N}^+ \}$ [33]. And the set of SBSs is denoted by $B = \{ B_i, i \in \mathbb{N}^+ \}$, where $B_i$ is the SBS located at $d_i$. Moreover, each SBS and each user are equipped with $M$ and $N$ antennas, respectively.

The file library of the system contains $L$ files, and the size of each file is normalized to 1 [7], [8], [10]. The set of all files is denoted by $F = \{ F_1, F_2, \ldots, F_L \}$, where $F_i$ denotes the $l$-th most popular file. Every SBS is equipped with a cache of size $C$. Limited by the cache size, SBSs cannot cache all files, i.e., $C < L$. Furthermore, file $F_1$ is independently cached by every SBS with the placement probability $p_i$, and $\sum_i p_i \leq C$ [8], [10], [12], [13]. Moreover, users independently request file $F_i$ with the probability $q_i$, i.e., the popularity [8], which follows Zipf distribution with skewness parameter $\gamma$ [8].

Due to $\lambda_U \gg \lambda_B$, every SBS is considered to be always active and transmit signals in each time slot [22].

B. Clustering Model

In this paper, SBSs are grouped into clusters. Specifically, the plane is tessellated into $K$-th Voronoi cells [34], as shown in Fig. 1. The $K$ SBSs $\{ B_1, B_2, \ldots, B_K \}$ form a cluster, denoted as $\phi$. The $K$-th order Voronoi cell associated with $\{ d_1, d_2, \ldots, d_K \}$ is denoted as $V_K \{ d_1, d_2, \ldots, d_K \}$ where all points are closer to $\{ d_1, d_2, \ldots, d_K \}$ than any other point of $\Phi_B$ [34], i.e.,

$$V_K \{ d_1, d_2, \ldots, d_K \} = \{ d \in \mathbb{R}^2 \}$$

$$\cap_{k=1}^K \{ \| d - d_k \| \leq \| d - d_i \| \},$$

where $\forall d_i \in \Phi_B \setminus \{ d_1, d_2, \ldots, d_K \}$.

For one $K$-th Voronoi cell, each SBS in the cluster can only serve one user in one time slot. Hence, $K$ users are simultaneously served by $K$ SBSs using the same frequency in one time slot. Hence there is interference among the $K$ users. Furthermore, when the SBS caches the user’s requested file and successfully transmits it to the user, the burden of the backhaul and the transmission latency is reduced and the performance of network can be improved [10]. Moreover, when one user requests a file, the closest SBS which caches the requested file within the cluster serves this user and transmits the requested file to this user, as this SBS normally provides the strongest strength of the signal at receiver among all SBSs caching the requested file [10], [11], [15]. If no SBS in the cluster caches the requested file, then macro BS will download the file over the backhaul and forward to the user [10].

C. Communication Model

According to Slivnyak-Mecke theorem [35], it is sufficient to analyze system preformance by the typical user located at the origin [35]. Without loss of generality, SBSs can be indexed in an increasing order of distance between the typical user and SBSs, and the typical user is assumed in the $K$-th Voronoi cell $V_K \{ d_1, d_2, \ldots, d_K \}$. Furthermore, the typical user is associated with the SBS $B_k \in \phi$ in one time slot.

It is assumed that a perfect knowledge of channel state information, which can be estimated by the sophisticated channel estimation method at receivers and feedback to transmitters [36], is available both transmitters and receivers.

The SBS $B_i \in B$ transmits one data stream symbol $x_i \in \mathbb{C}$ with $\mathbb{E}[|x_i|^2] = 1$ to the associated user in one time slot, with a precoding vector $v_i \in \mathbb{C}^{M \times 1}$ and $\| v_i \|^2 = 1$. The small-scale channel between the SBS $B_i$ and the typical user is denoted as $H_{0i} \in \mathbb{C}^{N \times M}$, where entries of $H_{0i}$ are drawn from $CN(0, 1)$. The received signal vector $y_0 \in \mathbb{C}^{N \times 1}$ at the typical user can be written as

$$y_0 = r_k^{-\alpha/2} H_{0k} v_k x_k + \sum_{B_h \in \Phi, B_h \neq B_k} r_i^{-\alpha/2} H_{0i} v_i x_i + \sum_{B_j \in B \setminus \Phi} r_j^{-\alpha/2} H_{0j} v_j x_j + n_0,$$

where $r_k = \max_{B_i \in B} \frac{r_i}{d_k}$, $r_i$ is the interference range at the typical user.
where $r_i$ is the distance between the SBS at $d_i$ and the typical user, i.e. $r_i = \|d_i\|$, and $\alpha$ is path loss exponent. $r_k^{-\alpha/2}H_{0k}v_kv_x$ denotes the desired signal from the associated SBS at $d_k$, while $\sum_{B_i \in \phi\setminus B_k} r_i^{-\alpha/2}H_{0i}v_ix_i$ denotes the intra-cluster interference by other SBSs in the cluster $\phi$, and $\sum_{B_j \in B, \phi} r_j^{-\alpha/2}H_{0j}v_jx_j$ denotes the inter-cluster interference by SBSs from other clusters. $n_0$ denotes noise and is ignored in the following as interference dominates the received signal [22].

After applying the decoding vector $u_k \in \mathbb{C}^{N \times 1}$ with $\|u_k\|^2 = 1$, the typical user obtains decision symbol $\hat{y} \in \mathbb{C},$

$$\hat{y}_0 = u_k^H y_0 = r_k^{-\alpha/2}u_k^H H_{0k}v_kv_x + \sum_{B_i \in \phi\setminus B_k} r_i^{-\alpha/2}u_k^H H_{0i}v_ix_i + \sum_{B_j \in B, \phi} r_j^{-\alpha/2}u_k^H H_{0j}v_jx_j.$$  

(3)

For this MIMO interference channel networks, by jointly designing precoding vectors and decoding vectors $\{v_i, u_i\}_{1 \leq i \leq K}$, the intra-cluster interference may be eliminated [25, 37]. In this paper, IA schemes are exploited to eliminate the intra-cluster interference.

III. JOINT INTERFERENCE ALIGNMENT AND PROBABILISTIC CACHING

A. IA Based Interference Cancellation

As only one single data stream is transmitted by each SBS, in order to eliminate the intra-cluster interference, the following IA conditions must be satisfied [26]

$$u_k^H H_{0k}v_i = 0, \quad i \in \phi\setminus B_k$$  

(4)

$$u_k^H H_{0k}v_k \neq 0, \quad k \in \phi$$  

(5)

where equation (4) is used to eliminate the intra-cluster interference, while equation (5) is used to retain the desired signal. As the channel is generic, when (4) is satisfied with non-zero $\{v_i, u_i\}_{1 \leq i \leq K}$, (5) is satisfied automatically [27].

Furthermore, the feasibility condition of IA can be written as [26]

$$K \leq M + N - 1.$$  

(6)

In this paper, $K$ is set to be $M + N - 1$ to maximize the number of users served by SBSs from the cluster simultaneously.

Once the IA feasibility condition (6) is satisfied, there exist appropriate precoding vectors and decoding vectors $\{v_i, u_i\}_{1 \leq i \leq K}$ which meet IA equations (4) [26] and can be obtained by using the existing methods [27, 28]. In this case, the intra-cluster interference can be completely eliminated, and the decision symbol $\hat{y}_0$ is given by

$$\hat{y}_0 = r_k^{-\alpha/2}u_k^H H_{0k}v_kv_x + \sum_{B_j \in B, \phi} r_j^{-\alpha/2}u_k^H H_{0j}v_jx_j.$$  

(7)

Consequently, the desired signal of the typical user received is only affected by the inter-cluster interference, and the SIR of the typical user can be written as

$$\text{SIR}_k = \frac{r_k^{-\alpha/2}g_k}{\sum_{B_j \in B, \phi, \phi} r_j^{-\alpha/2}g_j},$$  

(8)

where $g_i = |u_k^H H_{0i}v_i|^2, \forall B_i \in B$.

Based on the IA scheme, optimal caching placement probabilities need to be derived to maximize the hit probability.

B. Hit Probability

The hit probability $P_{hit}$ is defined as the probability that a SBS in the cluster caches the typical user’s requested file and successfully transmits the file to the typical user over the wireless channel [10]. The higher the hit probability, the less the backhaul link burden [10] as well as the lower the delay [38]. $P_{hit}$ can be written as [10, 22]

$$P_{hit} = \sum_{l=1}^{L} q_l P_{hit}^l,$$  

(9)

where $P_{hit}^l$ denotes the probability that the typical user requests file $F_l$ and file $F_l$ is successfully transmitted to the typical user, which can be formulated as [22]

$$P_{hit}^l = \sum_{k=1}^{K} p_l (1 - p_l)^{k-1} P_{cov}^k,$$  

(10)

where $p_l (1 - p_l)^{k-1}$ denotes the probability that the closest SBS which caches the requested file $F_l$ in the cluster is the $k$-th closest SBS $B_k$ to the typical user. Furthermore, $P_{cov}$, referred as coverage probability [22], denotes the probability that SIRs between $B_k$ and the typical user is greater than the SIR threshold $\theta$, which can be written as [10, 22]

$$P_{cov} = \mathbb{P}(\text{SIR}_k \geq \theta),$$  

(11)

which indicates the probability that the file can be successfully transmitted to the typical user by $B_k$.

Upon substituting (10) into (9), we have

$$P_{hit} = \sum_{l=1}^{L} q_l \sum_{k=1}^{K} p_l (1 - p_l)^{k-1} P_{cov}^k.$$  

(12)

C. Approximate Optimal Probabilistic Caching

Our design goal is to maximize the hit probability $P_{hit}$ by determining the optimal caching placement probabilities $\{p_l\}$, and the optimization problem can be formulated as [22]

$$P_{hit} : \max \{p_l\} \quad \sum_{l=1}^{L} q_l \sum_{k=1}^{K} p_l (1 - p_l)^{k-1} P_{cov}^k$$  

(13a)
For the problem $P1$, $P_{\text{cov}}^k$ can be expressed as [22]

$$P_{\text{cov}}^k = \mathbb{P}(\text{SIR}_k \geq \theta)$$

(14)

$$= \mathbb{P} \left( \frac{r_k^{-\alpha} g_k}{\sum_{j \in B \cap \phi} r_j^{-\alpha} g_j} \geq \theta \right)$$

(15)

$$= \mathbb{P} \left( g_k \geq \theta r_k^{-\alpha} I \right)$$

(16)

$$= \mathbb{E} \left[ e^{-\theta r_k^{-\alpha} I} \right]$$

(17)

where $I = \sum_{j \in B \cap \phi} r_j^{-\alpha} g_j$.

As $\{u_k, v_k\}$ are only determined by the intra-cluster interference channels within one cluster, $\{u_k, v_k\}$ are independent with the direct channel $h_{0k}$ and inter-cluster interference channels $\{h_{0j}\}_{j \in B \cap \phi}$. As entries of both $h_{0k}$ and $\{h_{0j}\}_{j \in B \cap \phi}$ are drawn from complex Gaussian distribution, and $u_k$ and $\{v_j\}_{j \in B \cap \phi}$ are independent with both $h_{0k}$ and $\{h_{0j}\}_{j \in B \cap \phi}$, $g_j$ follows the exponential distribution with parameter one [39], [40], i.e., $g_j \sim \exp(1), \forall j \in B \cap \phi$. Furthermore, according to [22, Theorem 2], $P_{\text{cov}}^k$ can be approximated as [22]

$$P_{\text{cov}}^k \approx \frac{1}{\mathcal{G}(x)}$$

(18)

where

$$\mathcal{G}(x) = \int_{x}^{\infty} \frac{1}{1+\gamma \theta^{-\alpha} v} dv.$$

According to (18), $P1$ can be approximately formulated as

$$\text{P2 : min}_{\{p_l\}} \quad - \sum_{l=1}^{L} q_l \sum_{k=1}^{K} p_l (1 - p_l)^{k-1}$$

(19a)

$$\left[ 1 + \theta r_k^{-\alpha} \mathcal{G} \left( \frac{\sqrt{K} \theta^{-\alpha} \sqrt{r_k}}{r_k} \right) \right]^{-k}$$

s.t

$$\sum_{l=1}^{L} p_l \leq C$$

(19b)

$$C \leq L$$

(19c)

$$0 \leq p_l \leq 1, \forall l$$

(19d)

According to [22, Lemma 3], the problem $P2$ is a convex problem, and the Lagrange function is given by [22]

$$L(p_1, p_2, \ldots, p_L, u) = - \sum_{l=1}^{L} q_l \sum_{k=1}^{K} p_l (1 - p_l)^{k-1} P_{\text{cov}}^k$$

$$+ u \left( \sum_{l=1}^{L} p_l - C \right),$$

(20)

where $u$ is the Lagrangian multiplier associated with the constraint (19b). Furthermore, KKT conditions are given by [22]

$$- q_l \sum_{k=1}^{K} (1 - kp_l^*) (1 - p_l)^{k-2} P_{\text{cov}}^k + u^* = 0,$$

(21)

$$\sum_{l=1}^{L} p_l^* - C = 0.$$

(22)

Moreover, the optimal caching placement probabilities of probabilistic caching can be obtained as [22]

$$p_l^* = \begin{cases} 1, & \text{if } q_l \geq \frac{u^*}{\sum_{k=1}^{L} P_{\text{cov}}^k} \\ u_l(u^*), & \text{if } \frac{u^*}{\sum_{k=1}^{L} P_{\text{cov}}^k} < q_l < \frac{u^*}{\sum_{k=1}^{L} P_{\text{cov}}^k} \\ 0, & \text{if } q_l \leq \frac{u^*}{\sum_{k=1}^{L} P_{\text{cov}}^k} \end{cases}$$

(23)

with the constraint $\sum_{l=1}^{L} p_l^* - C = 0$. Furthermore, $u_l(u^*)$ is a nonnegative real root of equation (21) [22]. Moreover, the optimal $u^*$ can be determined by the bisection method. From (23), we can see that the caching placement probability of the file increases with the increase of its popularity. Furthermore, when the popularity of the file is higher than $\frac{u^*}{\sum_{k=1}^{L} P_{\text{cov}}^k}$, the caching placement probability is 1, while for a popularity lower than $\frac{u^*}{\sum_{k=1}^{L} P_{\text{cov}}^k}$, the caching placement probability is 0.

IV. NUMERICAL RESULTS

In this section, we demonstrate the performance of the proposed JIA-ProbC scheme in MIMO small-cell networks. In the following simulations, the area is 4000m x 4000m, SBS intensity is $\lambda_S = 2 \times 10^{-5}$, and path loss exponent is $\alpha = 4$. The popularity of files follows Zipf distribution with the skewness parameter $\gamma = 0.9$. The size of the file library is $L = 100$, and the cache size is $C = 10$ [22]. Furthermore, the JIA-MPC scheme is used as the benchmark, where the MPC caching strategy is employed to all SBSs, i.e., all SBSs only cache the most popular file until the cache space is full. In Fig. 2, the coverage probability versus the SIR threshold is plotted for both theories of (18) and simulations with $M = 4, N = 2$ and $K = 5$, where $k$ indicates that the typical user requests file from the $k$-th closest SBS. As seen from Fig. 2, the theoretical results obtained by (18) match the result by simulations very well. Moreover, the coverage probability decreases with the increasing of $k$, as the strength of desired signal decreases with the increasing of the distance between the typical user and serving SBS, resulting the decreasing of SIR at the typical user. In Fig. 3, the theoretical coverage probability versus the SIR threshold is plotted for the different $K$-th order Voronoi cells with $M = 4$, $N = 1, 2, 3$ and 4, as well as $K = 4, 5, 6$ and 7 and the SISO system with $M = 1$ and

1In [22], the ZF scheme is adopted to cancel interference, where each user is equipped one single antenna. Each SBS transmits one single data stream to its served user, where the effective channel gain of the desired signal follows Gamma distribution $\Gamma(M - K + 1, 1)$. However, when $M = K$, the distribution of the effective channel gain of the desired signal is reduced to exponential distribution $\exp(1)$. 

Fig. 2. The coverage probability for both theories and simulations with $M = 4$, $N = 2$ and $K = 5$ in IA scheme.

Fig. 3. The theoretical coverage probability from the $k$-th closest SBS. $N = 1$, where $k$ indicates that the typical user requests file from the $k$-th closest SBS. For $N = 1$ and $K = 4$, the IA scheme is reduced to the ZF scheme for interference cancellation, while for the other configurations, the IA scheme is used. As we can see from Fig. 3, when the $k$-th SBS serves the typical user, the coverage probability increases with the increasing of the number of antennas $N$ at the typical user. The reason is that the increase of the number of antennas $N$ results in the increase of the number of SBSs $K$ in the cluster. Therefore, the more interference can be included as intra-cluster interference and can cancel by IA schemes. Moreover, for a given the number of SBSs $K$ in the cluster, the coverage probability decreases with the increasing of $k$. This phenomenon is the same as observed in Fig. 2. Moreover, for the SISO system, $K$-th Voronoi cells is also used to form the cluster and each user only obtains the requested file from the closest SBS having the required file in the cluster. As we can see the SISO system achieves the worst performance, which is due to no interference is eliminated. In Fig. 4, the hit probability versus the SIR threshold is plotted for $M = 4$, $N = 2$ and $K = 5$. As seen from Fig. 4, the hit probability increases with the increase of the number of antennas $N$. The reason is that the hit probability increases with the increase of the coverage probability according to the equation (12), and as seen from Fig. 3 the coverage probability increases with the increase of the number of antennas $N$. Furthermore, the performance gain of the $N = 4$ in the proposed JIA-ProbC scheme against $N = 1$ in the JZF-ProbC scheme varies from 14% to 30%, when SIR threshold changes from $\theta = -15$ dB to $\theta = 15$ dB. Moreover, the SISO system achieves the worst performance. Therefore, interference management can remarkably enhance the performance by employing multiple antennas.

Fig. 4. The hit probability versus SIR threshold for different $K$-th Voronoi cells.

Fig. 5. Caching placement probabilities versus the file index under different SIR thresholds for both the JIA-ProbC scheme and the JIA-MPC scheme. In Fig. 5, the caching placement probabilities versus the file index is plotted under different SIR thresholds for both the proposed JIA-ProbC scheme and the JIA-MPC scheme with $M = 4$, $N = 2$ and $K = 5$. As seen from Fig. 5, for the JIA-MPC scheme, the first 10 files are cached at each SBS with probability one, while the remaining files are not cached at any SBS. The reason is that for the JIA-MPC scheme only the files with highest popularity are cached which is independent of SIR threshold. Furthermore, as seen from Fig. 5, for the JIA-ProbC scheme, the caching placement probabilities of files with high popularity increases with the increase of the SIR threshold, while the caching placement probabilities of files with low popularity increases with the decrease of the SIR threshold. The reason is that under the higher SIR threshold, only the SBSs closer to the user can provide the desired signal with enough strength. Hence, the user can only obtain the requested file from those closer...
SBSs with high SIR. In order to improve the hit probability, the SBS has to cache the files with higher popularity, which are requested by the user with the highest possibility. On the other hand, under the lower SIR threshold, even the SBS farther from the user may still be able to provide the desired signal with enough strength. Even if the requested files are not cached in the closer SBS, the requested files can be obtained from the farther SBS. Hence, SBSs in the cluster cooperatively cache more number of different files to satisfy the various file requests. In other words, caching placement probabilities of the files with high popularity can appropriately be reduced so that the files with low popularity can be available in the cluster. Moreover, as seen from Fig. 5, under the high SIR threshold the caching placement probabilities for the JIA-ProbC scheme are similar to those for the JIA-MPC scheme. The reason is that with the increase of SIR threshold the caching placement probabilities of first 10 files tend to be one, while those of the remaining files tend to be zero, which converges to caching placement probabilities for the JIA-MPC scheme. In Fig. 6, the hit probability is plotted versus the SIR threshold for Zipf skewness parameter $\gamma = 0.3, 0.9$ and $1.5$ with $M = 4, N = 2$ and $K = 5$. As seen from Fig. 6, the hit probability decreases with the increase of SIR threshold. For a given Zipf skewness parameter $\gamma$, the gap between the JIA-ProbC scheme and the JIA-MPC scheme increases with the decrease of SIR threshold. The reason is that under the low SIR threshold SBSs in the cluster cooperatively cache more different files for the JIA-ProbC scheme, so that to satisfy various the file requests, as seen from Fig. 5. Therefore, under the lower SIR threshold using the JIA-ProbC scheme can provide a greater chance for the user to obtain files with low popularity than that using the JIA-MPC scheme, which improves the hit probability. Specifically, the performance gain of the JIA-ProbC scheme against JIA-MPC is up to $120\%$ under $\theta = -15$ dB and $\gamma = 0.3$. However, under high SIR threshold the caching placement probabilities for the JIA-ProbC scheme is similar to those for the JIA-MPC scheme, as seen from Fig. 5, so that the hit probabilities for both the JIA-ProbC scheme and the JIA-MPC scheme are similar. Moreover, as seen from Fig. 6, the gap between the JIA-ProbC scheme and the JIA-MPC scheme decreases with the increase of Zipf skewness parameter $\gamma$. The reason is that the higher Zipf skewness parameter indicates that the first 10 files have higher popularities than those for the lower Zipf skewness parameter, which means that the first 10 files may be requested with higher probability. In this case, the caching placement probabilities of the first 10 files are increased, while the caching placement probabilities of the remaining files with low popularity are reduced. Hence, for high Zipf skewness parameters, the caching placement probabilities for both the JIA-ProbC scheme and the JIA-MPC scheme are similar. Therefore, the gap between the JIA-ProbC scheme and the JIA-MPC scheme decreases.

V. CONCLUSION

In this paper, one joint interference alignment and probabilistic caching scheme for MIMO small-cell networks is proposed. By employing IA scheme for MIMO IC networks, more interference can be canceled, which improve the coverage probability, and further enhance the hit probability. The coverage probability and caching placement probability are analytically presented based on stochastic geometry. Numerical results show that our proposed the JIA-ProbC scheme outperforms the existing JZF-ProbC scheme as well as the JIA-MPC scheme.
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