Renormalization of elastic quadrupoles in amorphous solids
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Plasticity in amorphous solids is mediated by localized quadrupolar instabilities, but the mechanism by which an amorphous solid eventually fails or melts is debated. In this work we argue that these phenomena can be investigated in the model problem of an elastic continuum with quadrupolar defects, at finite temperature. This problem is posed and the collective behavior of the defects is analytically investigated. Using both renormalization group and field-theoretic techniques, it is found that the model has a yielding/melting transition of spinodal type.

The accepted paradigm for relaxation and flow of an amorphous solid is that of a thermally vibrating elastic medium punctuated by instability \cite{1,2}. The former can be considered as a continuum, with discreteness relegated to heterogeneity of density, elastic moduli, or pre-stress, and an ultraviolet cutoff that corresponds to the underlying particle scale. It is often lamented that for amorphous materials, there is no simple equivalent to dislocations and disclinations that govern the melting of a crystal. However, it is now well established that flow of amorphous solids is mediated by localized quadrupolar instabilities of Eshelby type \cite{5}, and it has been argued that relaxation of a supercooled liquid can also be understood in this framework \cite{6,7}. The role of alternative mechanisms of relaxation, and the precise relation between structural heterogeneity and the location of incipient instabilities is still debated \cite{13–17}, but meanwhile the importance of localized instabilities as excitations of an otherwise elastic medium is clear. Numerically, localized forcing has been used as a probe of glass properties \cite{18,19}. However, the collective behavior of many localized quadrupolar instabilities has hardly been analytically investigated. Crucial first steps were performed in \cite{20,21}, where it was shown that in the presence of external shear stress, it is energetically favorable to align quadrupoles collinearly. This was interpreted as a precursor to the formation of macroscopic shear bands.

In \cite{20}, and in some subsequent works \cite{22,23}, the elastic self-energy of the quadrupoles was neglected, while in \cite{21} it appears in a calculation of the yield strain for a line of quadrupoles. In this paper we show that this self-energy plays a crucial role in the collective behavior, even in the absence of external stress. Using methods developed by Kosterlitz, Thouless, Halperin, Nelson, and Young for the theory of 2D melting \cite{24,27}, we compute the renormalization of elastic interactions by a small density of quadrupolar defects in a two-dimensional elastic continuum. We will show that interactions can reduce the self-energy to such an extent that a shear stiffness can vanish, thus signalling a phase transition. Under external stress, we interpret this transition as the yielding of an amorphous solid, while in the absence of stress it corresponds to melting. The transitions are predicted to be continuously related, although yielding is much more abrupt than melting.

This paper is organized as follows. First, we discuss elementary excitations of an amorphous solid in general and argue that these excitations will have a non-trivial renormalization. Then, we pose the equilibrium problem of a collection of quadrupolar defects in an elastic continuum. The corresponding partition function is then analyzed, first by a renormalization group method, and then by field-theoretic methods. Both techniques lead to the conclusion that such a solid will have a melting/yielding transition of spinodal type. We then outline how our results can be applied to out-of-equilibrium and athermal amorphous solids, and discuss prospects for future work.

Our tensor notation is such that all contractions are explicitly indicated. We alternatively use index-free notation, when appropriate, and indices when necessary, with the Einstein convention. The identity tensor is denoted $\delta$. We make use of the antisymmetric tensor, $\epsilon_{12} = -\epsilon_{21} = 1, \epsilon_{11} = \epsilon_{22} = 0$.

**Elementary excitations:** We consider amorphous solids that can be treated as low-temperature continua. Since a solid must break translational symmetry, we are tacitly assuming that the stress field has long-range correlations \cite{28,29}, which are indeed easily accounted for in the framework \cite{30}. We work in a dual description developed by Kleinert that uses stress as the fundamental variable \cite{31}. In two dimensions, the stress tensor can be written in terms of a scalar gauge field, the Airy stress function $\psi$, as $\sigma_{ik} = \epsilon_{ij} \epsilon_{kl} \partial_j \partial_l \psi$. Any configuration of $\psi(\vec{r})$ identically describes stress fields in mechanical equilibrium, called inherent states. The curvature of $\psi(\vec{r})$ determines the stress $\sigma$. Since the continuum is an idealization of a collection of discrete particles, the $\psi$ field can be punctured at any point, creating defects. What type of defects are permitted? While one might imagine that $\psi$ could be multi-valued, in fact an explicit construction at the particle scale shows that the $\psi$ field is continuous at the smallest scale at which it can be defined \cite{33}; at most it can have point singularities, living in the voids at the particle scale. Their form can be motivated physically. Indeed, since any elementary excitation taking one inherent state to another must preserve force and torque balance, the most basic excitation is the stress response to a dipole of forces, that is a pair of equal and opposite

---

\textsuperscript{1} See \cite{32} for a discussion of gauge freedoms.
Forces \( \pm \vec{f} \) at a separation \( \vec{s} \propto \vec{f} \), which respects both constraints. In the far-field limit \( s/r \ll 1 \) the change in \( \psi \) due to imposed external forces \( \pm \vec{f} \) at \( \mp \vec{s} \) is

\[
D(\vec{r}; \tau, \theta) = a_0 \tau \log r - a_2 \tau \cos(2\phi - 2\theta) + \mathcal{O}(\tau^2/r^2)
\]

where \( a_0 = (3 - \nu)/(4\pi) \), \( a_2 = (1 + \nu)/(4\pi) \), \( \vec{r} = r(\cos \phi, \sin \phi) \), \( \vec{f} = f(\cos \theta, \sin \theta) \), \( \tau = f \cdot s \) is the dipole moment of the excitation, and \( \nu \) is Poisson’s ratio. In the taxonomy of \cite{23}, the first term in \( D \) is monopolar, and the second term is quadrupolar. As pointed out in \cite{23}, such a force dipole is actually not a local excitation. Indeed, if the locus of the defect is removed by creating a void, then the material cannot relax to a strain-free configuration; this is due to the monopolar term in \( D \). It is easily seen that if we add a second force dipole at an angle of \( \pi/2 \) with respect to the original, and with opposite sign, the monopolar terms cancel, while the quadrupolar terms add. This force quadrupole is a local excitation, and can thus be produced physically by localized instabilities. The Eshelby inclusion procedure \cite{5} can be considered as an explicit physical realization of quadrupolar instability, but the far-field behavior is universal. In our treatment we will consider the quadrupoles as having a core radius \( a \); its initial value is arbitrary so long as \( a \gtrsim s \), and eventually will be renormalized away.

Note that in treating the solid as an elastic continuum, we assume the validity of linear elasticity up to a wavenumber cutoff \( \Lambda \), associated to the inverse of a particle length scale. Self-consistency requires that the defect core size is larger than this length scale. Fits of quadrupolar instabilities to the Eshelby inclusion procedure for a Lennard-Jones glass inferred a core involving approximately 20 particles \cite{21}, indeed much larger than the size of a single particle. However, as the jamming point is approached, continuum elasticity breaks down \cite{35}; we thus need to assume that our solid is deep in the jammed phase. This is discussed further in the conclusion.

Consider two quadrupoles \( \tau_1 \) and \( \tau_2 \) at a distance \( \vec{r} \), as shown in Fig. 1a. They have an elastic interaction energy

\[
U = \frac{2a_2}{\mu} \frac{\tau_1 \tau_2}{r^2} \cos(2\theta_1 + 2\theta_2 - 4\phi)
\]

where \( \mu \) is the shear modulus. They also have self-energies of the form

\[
E_i = c \frac{\tau_i^2}{\mu \bar{a}^2}
\]

where the coupling constant \( c \) depends on the regularization at the core scale. The interaction energy is minimized when \( \phi = (\pi + \theta_1 + \theta_2)/2 \) and the quadrupoles are close together, \( r = 2a \). For simplicity, let \( \tau_1 = \tau_2 = \tau \). At large distances, the minimal-energy state of the quadrupoles behaves as a renormalized quadrupole of moment \( \tau' = 2\tau \) and core radius \( a' = 2a \). We can define a renormalized self energy by \( E' = \frac{1}{2}(E_1 + E_2 + U) \), where the factor of 1/2 ensures that the energy is invariant in the absence of interactions. This relation implies a renormalization of the coupling \( c \) via

\[
\frac{c'}{\bar{a}^2} = \frac{c}{\mu \bar{a}^2} \Rightarrow E' = \frac{1}{2} \frac{c^2}{\mu \bar{a}^2} \left[ 2c - \frac{a_2^2}{\bar{a}^2} \right]
\]

or \( c' = c - a_2^2/4 \), assuming that \( \nu \) and \( \mu \) remain invariant. The elastic interaction reduces the coupling, opening the possibility that under repeated renormalization there is a non-trivial fixed point, implying scale invariance, or for the self-coupling to vanish, implying macroscopic instability. This is true even in the absence of external stress, which further favors the quadrupoles to co-align and thus behave as composite objects \cite{20, 21}.

In this simple argument we are ignoring the distribution of \( \tau \) and fluctuations in \( \vec{r} \), external stress, renormalization of \( \mu \) and \( \nu \), and deviations of the composite object from a true quadrupole. Most importantly, the microscopic self-energy is clearly dependent on details at the core scale. For these reasons, in the next section we elevate this computation to a renormalization group analysis where microscopic details can be forgotten. We will find, eventually, that generically the self-coupling vanishes at large enough scale, and implies instability of spinodal type.

**Renormalization:** A quadrupole is a bound state of a dilatant dipole (\( \tau > 0 \)) and a compressive dipole (\( \tau < 0 \)). We introduce the tensorial dipole moment \( \hat{\tau} = \hat{f} \cdot s \) it takes the form

\[
\hat{\tau} = \frac{1}{2} \vec{\tau} \begin{bmatrix} 1 + \cos 2\theta & \sin 2\theta \\ \sin 2\theta & 1 - \cos 2\theta \end{bmatrix}
\]

while for a quadrupole the isotropic component is absent\(^3\).
Introducing also a spatial coupling matrix
\[ \hat{P}(\vec{r}) = \left[ \cos 2\phi \sin 2\phi \right], \]
the expression \( \tau \cos(2\phi - 2\theta) \) in (1) can be written as \( \tau : \hat{P} = \tau_{ij} P_{ij} \), which is linear in the charge and therefore behaves well under renormalization. This indicates that tensorial charges are the correct level of description [7], so we promote the theory to one of general symmetric tensorial charges \( \hat{\tau} \).

The elastic energy [31]
\[ H = \frac{1}{4\mu} \int d^2 r \left[ \tau_{ij} \sigma_{ij} - \frac{\nu}{1 + \nu} \sigma_{ii} \right] \]
depends on the total stress \( \sigma_{ij} = \sigma_{ij} + \sigma_{ij}^D + \sigma_{ij}^P \) decomposed into a constant component, defects, and transverse phonons [5]. The relationship between \( \vec{\sigma} \) and the expected stress \( (\hat{\sigma}) \) is nontrivial, and will be discussed below. The defects take the form
\[ \sigma_{ij}^D = \left( \nabla \times \nabla \times \right)_{ij} \sum_{a=1}^n D(\vec{r} - \vec{r}_a; \tau_a, \theta_a) \]
where the double-curl operator is \( (\nabla \times \nabla \times)_{ij} = (\epsilon \cdot \nabla \nabla \cdot \hat{\epsilon}^t)_{ij} = \epsilon_{ik} \epsilon_{jl} \partial_k \partial_l \) and \( D \) is as in (1). Fig. 2 shows an example of the Airy stress function for several quadrupolar defects, that is
\[ \sum_a D(\vec{r} - \vec{r}_a; \tau_a, \theta_a). \]
As shown in Appendix 1, the transverse phonons can be integrated out to obtain the effective Hamiltonian of the defects:
\[ H_{n'} = \sum_{a,b=1,a \neq b}^{n'} \tau_{ij}^a \tau_{kl}^b C_{ijkl}^0 \frac{\delta_{ab}}{\vec{r}_{ab}} + \sum_{a=1}^{n'} V^0(\tau_{ij}^a), \]
where \( \vec{r}_{ab} = \vec{r}_a - \vec{r}_b \). The defects have a long-range phonon-mediated interaction. We find
\[ C_{ijkl}^0 = \gamma_{ij}^0 \delta_{ik} \delta_{jl} + 2 \gamma_{ij}^0 \delta_{ij} P_{kl} + \gamma_{ij}^0 P_{ij} P_{kl} \]
in terms of \( \hat{P}(\vec{r}) \) introduced above. The \( \gamma_{ij} \) and \( \lambda_{ij} \) are functions of \( r \Lambda \) with a constant part and a fluctuating part, where \( \Lambda \) is the UV cutoff for the phonons. For simplicity, in this work we keep only the constant part, thus giving a scale-free \( 1/r^2 \) interaction between defects, as used in most elasto-plastic models [9]. In this case we have
\[ \gamma_{ij}^0 = 8 a_2 / \mu, \]
\[ \gamma_{ij}^0 = 6 (a_0 - a_2) / \mu, \]

\[ \text{TABLE I. Table of symbols. First block: symbols used in RG; second block: symbols used in field theory.} \]

\begin{table}
\begin{tabular}{|c|c|c|}
\hline
Symbol & Definition & Interpretation \\
\hline
\( \tau \) & \( \vec{f} \cdot \vec{s} \) & dipole moment \\
\( \theta \) & dipole orientation angle & tensorial dipole moment \\
\( \tau_{ij} \) & Eq. [5] & contact force \\
\( \vec{f} \) & separation vector & core radius \\
\( \vec{s} \) & shear modulus & \( \nu \) Poisson’s ratio \\
\( a_0 \) & (3 - \( \nu \))/(4\pi) & bare coupling constants \\
\( a_2 \) & (1 + \( \nu \))/(4\pi) & renormalized coupling constants \\
\( \gamma_{ij}, \lambda_{ij} \) & Eq. [10] & bare coupling constants \\
\( \gamma_{ij}^0, \lambda_{ij}^0 \) & Eq. [10] & self-coupling constants \\
k_1, k_2 \) & Eq. [20] & \\
(\( k_1^0, k_2^0 \) & Eq. [17] & \\
h \) & Eq. [20] & shear-stress coupling \\
j \) & Eq. [20] & pressure coupling \\
(\( \Lambda \) & wavenumber cutoff & \\
(\( \rho \) & pressure & \\
(\( \Phi_{ij} \) & deviatoric stress tensor & \\
(\( \hat{\sigma} \) & shear stress & \\
(\( Z \tau \) & single defect partition function & \\
(\( \tau_1 \) & average dipole-moment & \\
(\( \tau_2 \) & dipole-moment fluctuation scale & \\
(\( e_1 \) & strain scale & \\
(\( X \) & plastic strain fields & couplings in vectorized form \\
\hline
\end{tabular}
\end{table}
while the remaining couplings are obtained from
\[
\begin{align*}
\lambda_{02}^0 &= 0 \\ 
\lambda_{11}^0 &= +\frac{1}{4}\gamma_{22} \\ 
\lambda_{12}^0 &= +\frac{3}{4}\gamma_{22} \\ 
\gamma_{11}^0 &= -\frac{1}{4}\gamma_{22}.
\end{align*}
\]

The local potential has the form
\[
V^0(\tau_{ij}) = \mu^{-1} \left[(a_{ij}/a_2)p\delta_{ij} - \overline{\sigma}_{ij}\right] \tau_{ij} + \frac{1}{2\pi}\left[k_1^i\delta_{ij}\delta_{kl} + k_2^i\delta_{ik}\delta_{jl}\right] \tau_{ij} \tau_{kl}
\]
where \( p = \frac{1}{2}\overline{\sigma}_{ii} \) is the pressure and \( \overline{\sigma}_{ij} = \overline{\sigma}_{ij} - \overline{\sigma}_{ii} \) is the deviatoric stress. The couplings \( k_1^i \) and \( k_2^i \) are not well constrained in a continuum theory, but are expected to behave as \( k_1^i \propto 1/\mu \) with an \( O(1) \) coefficient; see Appendix 1.

Eq. (9) applies for any set of defects of the form given in (1). We consider that we have \( n' = 2n \) force dipoles strictly paired into quadrupoles as above. Then the partition function for the defects is
\[
Z = \sum_{n \geq 0} \frac{1}{n!} \int_{\tau_{11},...\tau_{nn}} \int_{\tau_{11},...\tau_{nn}} e^{-\beta H_{2n}}
\]
where \( \tau_{ij} \) are the dipole moments, \( \tau_{ij} \) are functions of the core radius \( a \) and characteristic dipole moment \( \tau_c \). The measure factor \( \omega[\hat{\tau}] \) is used to enforce the correct form of the charge \( \hat{\tau} = \sigma_{xx} \tau_{xx} + \sigma_{yy} \tau_{yy} \tau_c \), eliminates the monopolar degree of freedom. Notice that the scale \( \tau_c \) controls the fugacity of defects. We consider it as a parameter set by the quenching process from the melt.

We aim to compute \( Z \), or at least to extract the phase diagram that it describes. We will use the renormalization group in the manner of José et al [30]: we consider the interaction between two fixed charges at separation \( r \) and compute its renormalization by a test charge, which is integrated over. By considering an appropriate class of theories, the resulting RG equation can be transformed into an RG flow that can be iterated.

The class of theories specified by the form of interactions must be closed under the RG. It will be sufficient to consider
\[
H = \sum_a V(\hat{\tau}_a) + \sum_{ab} \hat{\tau}_a \hat{\tau}_b C_{ijkl}(\hat{\tau}_a,\hat{\tau}_b,\hat{\tau}_{ab})
\]
where \( C_{ijkl}(\hat{\tau}) \) is of the form \( \hat{\tau}_i \hat{\tau}_j \hat{\tau}_k \hat{\tau}_l \), without the superscripts. The charges have quadratic self-interactions
\[
\hat{V}(\hat{\tau}) = \beta \overline{\sigma}_{22}(\hat{\tau}) + \overline{\sigma}_{ij}(\hat{\tau}) \tau_{ij} + \frac{1}{2\pi}\left[k_1^i\delta_{ij}\delta_{kl} + k_2^i\delta_{ik}\delta_{jl}\right] \tau_{ij} \tau_{kl}.
\]
In the interest of future work, this class of theories allows both dipoles and quadrupoles. The parameters \( h, k_1, \gamma_{11} \) and \( \gamma_{12} \) are not relevant for quadrupoles and eventually will be ignored.

The RG computation is explained in Appendix 2. We find that the RG is indeed closed if (i) we take the far-field limit, \( r \gg a \), and (ii) the self-energy is much larger than the interaction energy. The latter condition is equivalent to a standard small-fugacity condition. In the case of an external shear stress, we only include the most relevant anisotropic terms, namely those affecting \( h \) and \( j \).

The computation implies that dipole moments scale as \( \tau \sim a \), up to anomalous corrections, in agreement with the simple argument presented previously: this generalizes to \( \tau \sim a^d/2 \) in \( d \) dimensions.

The final result for the running in \( t = \log a \) is
\[
\begin{align*}
\langle a^2 \overline{\sigma}/c \rangle &\partial_s h = 2\pi Z_r(\gamma_{11} + 2\lambda_{11} + \frac{1}{4}\lambda_{22})(\tau_c/\tau_c) \\
\langle a^2 \overline{\sigma}/c \rangle &\partial_s j = \frac{1}{2} Z_r(\gamma_{22} + 2\lambda_{22})(\tau_c/\tau_c)
\end{align*}
\]
where \( Z_r \) is the partition function for the defects, which can be more general than described above. This depends on the measure for the defects, which can be expressed.

Before specializing to the case of quadrupoles, let us note that the linear equations Eqs. (21), (22) scale as \( a^0 \), hence the flow is homogeneous, which implies that the initial value of \( a \) is forgotten and the universality hypothesis is verified. A key role is played by the single-defect partition function \( Z_a = \int e^{-\beta V(\hat{\tau})} \), which controls the dipole-moment scales and fluctuations appearing as \( \tau_1, \tau_2, \alpha \), and \( \chi \) above. This depends on the measure for the defects, which can be more general than described above.

In either case the fixed point is non-interacting. The defect partition function in this case is
\[
Z_{NI} = \sum_{n \geq 0} \frac{1}{n!} \left(\int_{\tau_c} Z_r\right)^n = \exp \left(\frac{\Omega}{a^2} Z_r\right)
\]
where \( \Omega \) is the area of the system, and we ignore any steric constraints on the defects. The mean number of defects is
\[
\langle n \rangle = -\frac{1}{m} \partial_n \log Z_r = \frac{\Omega}{a^2} Z_r,
\]
where \( \langle \cdot \rangle \) denotes an average over the Boltzmann distribution, \( m \) is the exponent in \( \int_{\tau_c} Z_r \sim \tau_1^{-m} \) (for quadrupoles...
For quadrupoles $\tau$, where $\langle \cdot \rangle$ and fluctuations defined as $\gamma_{12}$ play no role. We have

$$Z_\tau = \pi (a/\tau)^2 \frac{\sigma^2}{2\beta k_2} e^{-\frac{\sigma^2}{k_2}}$$

(33)

where $\sigma^2 = \frac{1}{2} \tilde{\sigma}_{ij} \tilde{\sigma}_{ij}$. This fixes the dipole-moment scales and fluctuations defined as

$$\langle \tau_{ij} \rangle_\tau = \frac{1}{2} \tau_1 \delta_{ij} + \frac{1}{4} a \tau \tilde{\sigma}_{ij}/\sigma$$

(34)

$$\langle \tau_{ij}^2 \rangle_\tau = \frac{1}{2} \tau_2 (1 + \chi)$$

(35)

$$\langle \tau_{ij} \tau_{kl} \rangle_\tau = \frac{1}{4} \tau_2 (1 + 3\chi)$$

(36)

where $\langle \cdot \rangle_\tau$ is an expectation over a single defect:

$$\langle \phi(\hat{\tau}) \rangle_\tau \equiv Z_\tau^{-1} \int \phi e^{-\beta V(\hat{\tau})} \phi(\hat{\tau})$$

(37)

For quadrupoles $\tau_1 = 0$, $\chi = -1$, and

$$a_s = -2\sqrt{2} j a^2 \sigma/k_2$$

(38)

$$\tau_2 = -2a^2 (k_2 + \beta a^2 j^2 \sigma^2)/(\beta k_2^2).$$

(39)

Consider first the non-interacting limit. The total free energy per unit area is

$$\frac{1}{\Omega} F = \frac{1}{2} \tilde{\sigma} : \hat{\tau} - \frac{Z_\tau}{\beta a^2}$$

(40)

where $\hat{\tau} = \frac{1}{\beta \rho} \left[ \tilde{\sigma} - \frac{\nu}{1+\nu} \delta \text{tr}(\tilde{\sigma}) \right]$ is a strain tensor. The first term in $F$ comes from the contribution of $\tilde{\sigma}$ to the elastic energy. In the absence of defects, this is the only component of stress with a nonzero expectation value; hence $\tilde{\sigma}$ is the constant component of elastic stress, and $\langle \tilde{\sigma} \rangle - \tilde{\sigma}$ is then the plastic stress. The latter can be computed from

$$\frac{1}{\Omega} \frac{\partial F}{\partial \sigma} = \frac{1}{2\mu} \left\langle \tilde{\sigma} - \frac{\nu}{1+\nu} \delta \text{tr}(\tilde{\sigma}) \right\rangle$$

(41)

leading to

$$\sigma^2 = \frac{1}{2} \left\langle a^2 \tilde{\sigma}_{ij} \tilde{\sigma}_{ij} \right\rangle = 2\sigma^2 \left( 1 - \frac{4 \mu j^2 Z_\tau}{k_2^2} \right)^2$$

(42)

This gives the total shear stress as a function of the elastic shear strain $\epsilon = \sigma/\mu$. Introducing the strain scale

$$\epsilon = (\beta \mu a^2 j^2 \sigma^2/k_2)^{-1/2}$$

(43)

this relation is plotted in Fig. 3 for various values of $\kappa$ from $10^{-5}$ (top) to $10^{-1/2}$ (bottom). Evidently once the strain is large enough, the stress begins to decrease with strain; we interpret the local maximum as a yield stress, and consider the theory to only be reliable for smaller strain. This phenomenon occurs because as strain is increased, more quadrupoles are excited, and each quadrupole counters the applied stress. It is a finite-temperature analog of the yielding scenario discussed in [20, 21]. Quantitatively, the yield strain scales as $\epsilon_1$, with a logarithmic correction from $\kappa$:

$$\epsilon_1^2 \approx \epsilon^2_1 \log(\epsilon^2_1/(\kappa \epsilon^2_1)) \sim \epsilon^2_1 \log(1/\kappa) \quad \kappa \ll 1$$

(45)

The sharpness of the transition is controlled by $\kappa$. Comparing with the expression for $Z_\tau$ (Eq. 33), we see that $\kappa$ is proportional to the defect density at zero strain. As this density increases, the transition becomes more smoothed out. This agrees with findings in [37, 38].

Let us now see how interactions complicate this picture. First, we notice that for quadrupoles the $k_2$ evolution equation reduces to $\partial \kappa_2 = - \frac{5 \pi}{2} A \gamma_{22}$, which implies that $4k_2 - 5\gamma_{22}$ is constant. Introduce the important constant

$$X = 4k_2^0 - 5\gamma_{22}$$

(46)

Using (11) we have $X = 4(k_2^0 - 10a_2/\mu)$. We choose units with bare values $a = \mu = 1$ and fix $\nu = 2/5$. The results then depend on $X$, on the temperature $\beta^{-1}$, the shear stress $\sigma$, and the dipole-moment scale $\tau_\epsilon$. Since $\tau_\epsilon$ sets the fugacity scale, it controls the defect density, and should be considered as a parameter set by the quench. At a qualitative level, lowering the temperature is similar to increasing $\tau$. Consider first the case $\sigma = 0$. The RG flow in the $(\gamma_{22}, k_2)$ plane is shown in Fig. 4. For $X > 0$ and $\gamma_{22} > 0$, the flow tends towards $\gamma_{22} = 0$, which is a line of independent-defect fixed points; we call this the stable phase. Otherwise, the flow ends at $k_2 = 0$. In the latter
case the fugacity $Z_\sigma$ diverges, hence this corresponds to a proliferation of quadrupoles. These regimes are separated by the critical line $X = 0$ ending at the origin.

When $\sigma > 0$, the same picture is obtained (Fig. 5). In the stable phase, $j \to 0$, while in the unstable phase, $j$ tends to a non-universal constant, depending on its initial value. The fixed point in $(j, k_2)$ space is the line of fixed points shown in Fig. 4.

In practice, these asymptotic behaviors are not always reached, because the RG flow is very slow. Consider $\sigma = 0$, for which

$$\partial_t \gamma_{22} = -20C_2 \frac{(\gamma_{22})^2}{(5\gamma_{22} + X)^2}$$  \hspace{1cm} (47)

with $C_2 = 2\pi^2 a^2 / (5\beta \gamma_c^2)$. This can be integrated to

$$\frac{5}{4} \left( \frac{\gamma_{22}^0}{\gamma_{22}} - 1 \right) + \frac{X^2}{25\gamma_{22} \gamma_{22}^0} - \frac{X^2}{2} \log \frac{\gamma_{22}^0}{\gamma_{22}} = Ct,$$  \hspace{1cm} (48)

where we recall that $t = \log a$. There are three regimes: for large enough $\gamma_{22}$, $\gamma_{22}^0 - \gamma_{22} > 4|X|/5$, we have $\gamma_{22}^0 - \gamma_{22} \sim \log a$, independent of the sign of $X$. Instead for smaller $\gamma_{22}$, this sign matters: for $X < 0$ $\gamma_{22}$ tends to a constant at a finite scale, while for $X > 0$ we find first a nontrivial power-law $\gamma_{22}^0/\gamma_{22} \approx a^{-2C_2/X}$, and eventually $\gamma_{22} \sim 1/\log t$, these latter regimes being well-separated only for very small $|X|$.

These results imply that there is a length scale $\xi$ below which all couplings evolve only logarithmically, and the system is stable. Above this length, either the system remains stable ($X > 0$) and the couplings can show nontrivial power-law behavior, or the system is ultimately unstable ($X < 0$) and fluctuations diverge. The critical length can be obtained by setting $k_2 = 0$ in (48), for $X < 0$. We find

$$\xi \sim a e^{k_2^2/C_2}$$  \hspace{1cm} (49)

to leading order in $X$; this result then is also valid for $X > 0$ to leading order. Since $\xi$ is exponential in the parameters, it can be astronomically large, in which case only the (transient) stable regime would be seen. In particular, for a system of linear size $L$, if $\xi > L$, then only the transient regime will be seen, and neither will the fixed-point be reached, nor will fluctuations diverge. For $\xi < L$, however, these two regimes will be distinguished.

When $\sigma > 0$, the phenomenology is similar. First we consider the unstable regime $X < 0$. Again there is a length $\xi$ such that $k_2 \to 0$ at larger scales. In Fig. 6 we show contours of $\log \xi$ as a function of $\sigma$ and $1/\gamma_c$, up to a maximum of $\xi = e^{100}$ (Here $\beta a^2 = 1$.) We can also study the transition at fixed $\gamma_c$ while $\beta$ varies. In Fig. 7 we show contours of $\log \xi$ at fixed $\gamma_c = 50$ and varying $\beta$. At small enough temperatures and small enough stress, the length $\xi$ is exponentially large, so again the transition is avoided.

When $X > 0$, then $\xi$ is still relevant: below this scale, the RG flow is logarithmic, while above, there is a regime of power-law behavior before the fixed point is approached. To see this, we note that when $\beta a^2 j^2 \gamma_c^2 / k_2 \ll 1$, we have $\gamma_{22}^0 / \gamma_{22} = (j/j_0)^{-1}$. Anomalous behavior of $\gamma_{22}$ thus carries over to $j$.

The corrections to $\xi$ at finite $\sigma$ can be obtained from the RG equations. For simplicity we set $X = 0$ and neglect the flow of $j$. Then

$$\log \xi/a \approx \frac{g}{C_2} \int_0^{k_2^2/g} dk \, k e^{-1/k} \approx \frac{k_0^2}{C_2} \left( 1 - \frac{2\sigma^2}{\epsilon_1^2} + \ldots \right) \tau \ll \epsilon_1,$$ \hspace{1cm} (50)

where $g = \beta a^2 j^2 \gamma_c^2$. For $\tau \ll \epsilon_1$ this reduces to (49) as expected. We can obtain a yield strain by finding when $\xi = L$. This leads to

$$\epsilon_y^2 \approx \frac{\epsilon_1^2}{2 \log 2} \left[ 1 - \frac{C_2}{k_2^2} \log L/a + \ldots \right]$$ \hspace{1cm} (51)

Comparing with (45) we see that interactions between defects have shifted the yield strain to a smaller value. This is consistent with expectations from the simple renormalization argument.
The interaction \( \tau_{ij}^a \tau_{kl}^b C_{ijkl}(\vec{r}_{ab})/r_{ab}^2 \) can be written as

\[
I_{ab} = \tau_{ij}^a \tau_{kl}^b C_{ijkl}(\vec{r}_{ab})/r_{ab}^2 = \frac{1}{r_{ab}^2} \vec{v}^a \cdot \vec{E} \cdot \vec{v}^b
\]

where \( \vec{v}^a = \tau^a(1, \cos(2\theta_a), \sin(2\theta_a)) \) and

\[
\vec{E} = \begin{pmatrix}
A & \alpha \cos(2\phi) & \alpha \sin(2\phi) \\
\hat{\alpha} \cos(2\phi) & B + \gamma \cos(4\phi) & \gamma \sin(4\phi) \\
\hat{\alpha} \sin(2\phi) & \gamma \sin(4\phi) & B - \gamma \cos(4\phi)
\end{pmatrix},
\]

where \( \phi \) is the polar angle of \( \vec{r}_{ab} \) and

\[
A = \gamma_{11} + \lambda_{11} + \frac{1}{4} \lambda_{22}
\]

\[
B = \lambda_{11} + \frac{1}{2} \gamma_{22}
\]

\[
\hat{\alpha} = 2\lambda_{12}
\]

\[
\alpha = 2\gamma_{12} + 2\lambda_{12}
\]

\[
\gamma = \lambda_{22} + \frac{1}{2} \gamma_{22}
\]

Matrices of the form (53) belong to a matrix algebra, as shown in [27]. Separating the interaction into the contributions from dilatant (+) and compressive (−) dipoles, we have

\[
\sum_{a,b=1,a\neq b}^{n} I_{ab} = \sum_{a,b=1,a\neq b}^{n} \frac{1}{r_{ab}^2} \sum_{\pm} \sum_{\pm} \vec{v}_\pm^a \cdot \vec{E}(\vec{r}_{ab}) \cdot \vec{v}_\pm^b,
\]

\[
= \sum_{a,b=1,a\neq b}^{n} \frac{1}{r_{ab}^2} \vec{v}_\pm^a \cdot \left[ \hat{E}(\vec{r}_{ab}) + \vec{E}_{\alpha \rightarrow -\alpha}(\vec{r}_{ab}) \right] \cdot \vec{v}_\pm^b
\]

where in the last step we assume that dipoles are strictly bound into quadrupoles, as above\(^5\). For the initial values

\(^5\) In a more general theory, we could consider a system composed of independent dilatant and compressive dipoles, with overall neutrality.
of the couplings, \(A = 0\), and the \(\alpha\) and \(\bar{\alpha}\) terms vanish from neutrality, thus for the quadrupolar system only the lower-right 2x2 block of \(E\) is relevant, namely

\[
\hat{F}(\vec{r}) = \frac{1}{r^2} \begin{pmatrix} B + \gamma \cos(4\theta) & \gamma \sin(4\theta) \\ \gamma \sin(4\theta) & B - \gamma \cos(4\theta) \end{pmatrix}
\]

(60)

In Fourier space \(\hat{F}\) is

\[
\hat{F}(\vec{q}) = -\pi \begin{pmatrix} (b(q) + \gamma \cos(4\theta)) & \gamma \sin(4\theta) \\ \gamma \sin(4\theta) & (b(q) - \gamma \cos(4\theta)) \end{pmatrix}
\]

(61)

with \(b(q) = 2B \log(q/\Lambda) < 0\) and \(\theta\) the polar angle of \(\vec{q}\).

For \(B > 0\) as we find, \(\hat{F}(\vec{q})\) is positive-definite for \(-b(q) > |\gamma|\). This inequality is violated in the UV regime, since \(b(\Lambda) = 0\). We will need to split the interaction into separate positive-definite and negative-definite parts, corresponding to stabilizing and destabilizing interactions, respectively. To this end we consider an augmented operator \(\hat{F}(\vec{q}) = \hat{F}(\vec{q}) + \eta k_2 \delta\), where \(\eta\) is a parameter to be chosen such that \(\hat{F}\) is positive-definite at all \(q\). This requires that

\[
\eta > \frac{\pi |\gamma|}{k_2}.
\]

(62)

Introducing the density

\[
\bar{w}(\vec{r}) = \sum_a \tau^a (\cos(2\theta_a), \sin(2\theta_a)) \delta(\vec{r} - \vec{r}_a)
\]

(63)

the dual field theory is derived by a standard method, explained in Appendix 3. It is given in terms of two vector fields \(\vec{\zeta}\) and \(\vec{\xi}\), with a physical interpretation as plastic strain: they appear as a vector because we have introduced a Voigt-like representation of the tensorial interaction in (62) above. \(\vec{\xi}\) admits a straightforward interpretation: it has the same statistics as \(-\bar{e}_0 + \eta k_2 (\bar{w} - \bar{w}_0)\), where \(\bar{w}_0\) and \(\bar{e}_0\) are constant background defect densities, to be fixed momentarily. \(\vec{\zeta}\), instead, couples to an imaginary field and is less transparent. The field theory has the nonlocal action

\[
S = \frac{1}{2} \beta \int \int \bar{\zeta}(\vec{r}) \cdot \tilde{F}^{-1}(\vec{r} - \vec{r}') \cdot \zeta(\vec{r}')
\]

\[+ \beta \int \left[ \frac{\epsilon(\vec{r})^2 + 2\epsilon(\vec{r}) \cdot \bar{e}_0}{2 \eta k_2} + \bar{w}_0 \cdot \zeta(\vec{r}) - \frac{Z_0}{\beta a^2} \epsilon(\vec{r})^2 \right] \]

(64)

where \(\bar{e}_0 = B \log(R/a) \bar{w}_0 + \eta k_2 \bar{w}_0 + \bar{\sigma}\), \(\vec{\xi}(\vec{r}) = i\vec{\zeta}(\vec{r}) + \vec{\xi}(\vec{r})\), \(Z_0 = (\pi a^2)/(2\sqrt{2} \beta k_2)\), \(\epsilon = \beta a^2/(2k_2)\), and \(\bar{\sigma}\) is \(\sigma(\cos 2\theta_a, \sin 2\theta_a)\). The appearance of \(\log(R/a)\) in \(\bar{e}_0\) is due to the infrared divergence of \(\hat{F}\) when acting on constants: \(\int d^2r' \hat{F}(\vec{r}' - \vec{r}) \cdot \bar{w}_0 = B \log(R/a) \bar{w}_0\), for an asymptotically large domain of radius \(R\). It is implicitly assumed that any steric constraints on the defects are captured by a Debye cutoff \(\Lambda = 2\pi/a\) in the field theory. Note that the form of the on-site potential \(\epsilon(\vec{r})^2\) directly results from the Boltzmann measure on the defects.

The background density \(\bar{w}_0\) is chosen such that \(\zeta = 0\) is a solution to the classical equation. This leads to \(\bar{e}_c = -\bar{e}_0 + \eta k_2 \bar{w}_0\), and when \(\bar{\sigma} = 0\) we find \(\bar{w}_0 = 0\) while for \(\bar{\sigma} \neq 0\) we have \(\bar{w}_0 = -\bar{\rho} \bar{\sigma}/(B \log R/a)\) with

\[
\rho = \frac{Z_0 B \log R/a}{k_2} e^{c \epsilon^2} (\rho - 1)^2 (1 - \rho)
\]

(65)

This has a unique solution which for large systems is \(\rho = 1 - k_2/(Z_0 B \log R/a) + O(1/\log^2 R/a)\). The classical value for the partition function is then

\[
Z_C = Z_C(e^{c \epsilon^2} (\rho - 1)^2)
\]

(66)

and the Hessian is

\[
\hat{\mathcal{H}}(\vec{r}) = \begin{pmatrix} \hat{F}^{-1}(\vec{r}) & 0 \\ 0 & \delta F^{-1} \end{pmatrix} + C \left[ (\bar{\sigma} \bar{\sigma} + c \delta) \left( \begin{array}{cc} 1 & -i \\ -i & 1 \end{array} \right) \right] \delta(\vec{r})
\]

(67)

where \(\delta F(\vec{r}) = (\delta(\vec{r}) \eta k_2 \delta)\). \(C = 2j^2(\rho - 1)^2 \bar{c}^2\) and \(C = 2Z_0 / (\beta a^2 (1 - \eta))\).

To one-loop order we have [41]

\[
Z_1 = Z_C |\hat{F}|^{-1/2} |\delta F|^{-1/2} \hat{\mathcal{H}}^{-1/2}
\]

\[
= Z_C \exp\left( -\frac{1}{2} \text{Tr} \log \left( \hat{F} \begin{pmatrix} 0 & 0 \\ 0 & \delta F \end{pmatrix} \hat{\mathcal{H}} \right) \right)
\]

(68)

\[
\propto Z_C \exp\left( -\frac{1}{2} \int \frac{d^2q}{(2\pi)^2} \text{Tr} \log W(\vec{q}) \right)
\]

(69)

for an operator \(W(\vec{q})\). For simplicity we consider only \(\sigma = 0\). Then after some work

\[
W(\vec{q}) = (1 - (\pi Cb(q))^2 - (\pi C \gamma)^2)
\]

(70)

Stability requires that \(\log W(\vec{q})\) is always real and has at most integrable singularities. The most dangerous wavenumber is \(q = \Lambda\) for which we require

\[
k_2 > \frac{\pi \gamma Z_0}{2 \pi \bar{c}^2 \beta k_2}
\]

(71)

Consistent with the RG analysis, the field theory breaks down when the self-energy is too small. Comparing with [49] we see that this can be written \(k_2/\gamma > 5/(2 \log \xi/a)\). This should be compared with the condition to be in the stable phase determined above, i.e. \(X > 0\), which can be written \(k_2/\gamma > 5/4\). The latter condition determined from the RG analysis is more stringent, apparently reflecting the logarithmic enhancement of fluctuations under renormalization.

Of course, this condition only reflects the stability to small fluctuations. The action has a term \(e^{-c \xi^2} = e^{-c \xi^2} e^{c \xi^2} e^{2ic \xi^2} \xi^2\), which contains potentially dangerous large fluctuations from \(\xi\). It is shown in Appendix 3 that when \(k_2\) is large enough, the \(\xi\) field can be eliminated and the stability of the theory guaranteed (although the field remains imaginary). This holds for \(k_2/\gamma > \pi\), which...
corresponds to the condition $X > 0$, up to a numerical factor.

We thus find a well-defined dual field theory when $k_2 > \pi \gamma Z_0$, which is definitely stable for $k_2 > \pi \gamma$. When $\tau \neq 0$ it has an imaginary field, thus not strictly behaving as a statistical field theory.

Finally, since the operator $\hat{F}$ is local in Fourier space, the spectrum of $\mathcal{H}$ can be explicitly determined. The eigenvectors $\zeta_n(\tau)$ are anisotropic and quasi-localized and decay as $1/\tau^2$.

**Athermal and out-of-equilibrium systems:** The scenario described above holds when the stress tensor is sampled by a Boltzmann measure with Hamiltonian $\mathcal{H}$. One hypothetical experimental realization of this is a defected crystal in which all dislocations are strictly bound in pairs with equal and opposite Burger’s vectors, in the special case where the separation $s$ between dislocations is fixed. From the KTHNY Hamiltonian it is straightforward to compute the interaction between two such pairs, which at distances $r \gg s$ takes the form of \( \tau \), as a function of the Burger’s vectors and the separation vectors.

We are not aware of any such crystal. However, by a reinterpretation of the theory, we expect the above scenario to hold for glasses, out of equilibrium. Indeed, in this case measurements still occur in some ensemble specified by boundary conditions and experimental protocol. If stress is controlled, this is the stress ensemble $\mathcal{H}_{\text{eff}}$, which in its field-theoretic version was argued to require only terms to Gaussian order $\mathcal{H}_{\text{eff}}(\mathcal{H})$, in the generic case.

For isotropic materials, one then finds an effective action exactly of the form $\beta \mathcal{H}$ with $\mathcal{H}$ as in (7), but with effective couplings with no a priori relationship to elastic moduli or temperature.

For example, such an ensemble can be derived by considering harmonic vibrations around an arbitrary inherent state, specified by its stress field $\hat{\mathcal{H}}$. After integrating out the phonons, the vibrational entropy of the state gives again (7), with couplings $\beta \mathcal{H} = g \eta \mathcal{H}$ in the notation of (8). The coefficients $g$ and $\eta$ both behave as $1/(D^4 \mu^2)$ in $d$ dimensions, where $D$ is a length scale needed to regularize the measure; it has a natural interpretation as the particle size, up to $O(1)$ constants. Equivalently, we can consider the effective inverse temperature as $\beta \sim 1/(D^4 \mu)$. If the system has only repulsive forces, then $\eta$ will be renormalized to $\eta \sim 1/(D^4 \mu^2)$ (10).

A natural hypothesis for the measure for glasses is then to combine contributions from the vibrational entropy and from the energy at the glass transition temperature. Regardless of these speculations, the hypothesis of an effective temperature has been explicitly tested in previous work on glasses $\mathcal{H}_{\text{eff}}(\mathcal{H})$. It was found that an effective temperature $T_{\text{eff}}$ indeed controls the behavior under shear, and in particular that at any true temperature $T$, $T_{\text{eff}}$ tends to a constant at vanishing strain rate. This is consistent with $T_{\text{eff}}$ being tied to a shear modulus, as we suggest.

---

6 See the Supplementary Material in [30].

7 For applications to granular matter, see the discussion in [30].

**Discussion:**

It has been argued on general grounds that stress fluctuations in amorphous solids are governed by a distribution of Boltzmann type, with effective parameters [30, 32, 42]. Standard renormalization arguments imply that in its field-theoretic formulation, only terms to quadratic order are needed; the effective Hamiltonian is then equivalent to (7). Predictions for long-range stress correlations naturally followed from this theory, in excellent agreement with available data. This, however, presents a puzzle: since the theory is Gaussian in the gauge field, it is at bottom a non-interacting theory. But real amorphous solids yield under sufficient applied stress, and they can also liquify under heating. A non-interacting theory cannot support any phase transitions. What then is the missing ingredient in the theory, which controls the onset of these transitions?

We have shown here that localized excitations can fulfill this role. Indeed, by including them in the field theory, a transition appears, which we interpret as yielding if induced by stress, or melting if induced by temperature. This transition is fundamentally one of strong coupling, hence the behavior very near the transition is inaccessible with the present perturbative method, and indeed may disappear in a more general treatment. However, renormalization group and field-theoretic calculations are in approximate agreement concerning its location. Moreover, since the onset of instability is so abrupt, the present theory is valid only close to the predicted transition. So long as the fugacity $Z$ is small, the defects are only a small perturbation to the free energy. We thus explain why the Gaussian theory correctly predicts stress correlations in such a large range of parameters, and yet will eventually break down at the yielding/melting transition.

The renormalization group method sheds some light on the organization of states within the stable solid phase. For example, the RG shows that the characteristic dipole-moment scale $\tau$ varies with scale $\alpha$ as $\tau \sim \alpha$ in 2D, generalizing to $\tau \sim \alpha^{d/2}$ in $d$ dimensions. This exponent defines a fractal dimension, reminiscent of the fractal dimension of plasticity avalanches in amorphous solids. The latter has been studied both in steady-state yielding, where it is close to 1 in 2D and close to 3/2 in 3D [40, 49], and in the quasi-elastic regime at small strain, where it is significantly smaller [50, 51]. Since the present theory applies in the stable solid, why the prediction $d/2$ is close to, but distinct from, the steady-state yielding result remains to be clarified. Marginal stability, known to be present in many amorphous solids, is likely playing a role [40, 47, 52–61]. This could be investigated by simulating the dynamics of the present model, while the quantum formalism may be useful for an analytical treatment [62].

We found that yielding is a transition of spinodal type. Recent works indeed present evidence that yielding is of this form [63, 64], but the tools employed in these works are agnostic regarding the microscopic mechanism. Consistent with [20, 21], we have shown that localized quadrupolar defects will generally renormalize to create large-scale instability. In our model, the defects are treated on the same footing as the phonons; their magni-
tude and orientation are dynamical. It is very important to see what happens when some properties of the defects are considered quenched \[62\], since disorder necessarily controls dynamics of plasticity.

We found that the transition demarks a stable phase around the origin in \((\bar{\sigma}, 1/\tau_c, 1/\beta)\) space (Figs 4,5). The transition varies continuously with these parameters, but is more abrupt when induced by stress than by temperature. As the zero-strain defect density increases, the yielding transition becomes smoothed out, as found in \[37, 38\]. We also find that the abrupt transition can disappear entirely when the bare self-energy is large enough, as reported in \[66\], which diverges proportional to the relaxation time as the glass transition is approached from the liquid side.

More precisely, the renormalization group calculation indicates that there is a length scale \(\xi\) beyond which the system can be unstable, if \(\xi\) is smaller than the system size \(L\). This scale depends exponentially on parameters (Eq. \[50\]) and can thus be astronomically large. This sensitive dependence on parameters corresponds precisely to a weak, logarithmic, system-size dependence of the yield strain (Eq. \[51\]). Such a logarithmic dependence can be seen in Fig. 8 of Ref. \[68\]. It is currently unclear whether \(\xi\) is related to the correlation length of solid domains derived in \[66\], which diverges proportional to the relaxation time as the glass transition is approached from the liquid side.

We have not discussed what happens in the yielded phase. Since each quadrupole can be considered a bound state of a dilatant and compressive dipole, and the transition corresponds to a proliferation of quadrupoles, as yielding is approached it becomes entropically unfavourable for the dipoles to remain strictly bound in pairs; this opens the possibility for collective excitations involving multiple pairs of dipoles. Taken to the limit, this would give a neutral plasma of dilatant \((\tau > 0)\) and compressive \((\tau < 0)\) force dipoles. It is possible that this unbinding is related to the increasing avalanche size and softening of the pseudo-gap observed as yielding is approached in elasto-plastic models \[47\].

We have focussed on amorphous solids deep in the jammed phase, where a continuum approach with defects is appropriate. It has been shown in \[59\] that as the jamming transition is approached, the quasi-localized modes have a growing core, and become the anomalous modes associated to the jamming point \[35, 67, 68\]. This suggests that a full treatment of the unjamming point in the present framework may require a more sophisticated description of mode cores than is accounted for by self-energies.

Finally, it would be useful to extend this theory to three dimensions. An analog of the Airy stress function exists but in this case the theory has a bona-fide gauge freedom \[30\].
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In a planar elastic continuum, the response in stress to a point force $\vec{f}$ at $r_0$ can be written in terms of the Airy stress function $\psi(\vec{r})$. In a complex notation with $\vec{f} = f_x + i f_y$, $z_0 = r_{0,x} + i r_{0,y}$, the result is (p. 268 in [34])

$$\psi(z; f, z_0) = \frac{-\pi f}{4\pi(1+c)} \log \delta z + \frac{c\vec{f}}{4\pi(1+c)} [\delta z \log \delta z - \delta \z] + \text{c.c.,}$$

where $\delta z = z - z_0$, $c = (\lambda + 3\mu)/(\lambda + \mu)$, and c.c means complex conjugate. We now consider a pair of forces $\pm \vec{f}$ applied to $\vec{r} \mp \vec{s}$, where $\vec{s} \propto \vec{f}$, in order to preserve both force and torque balance. The response is

$$D(z; f, z_0, s_0) = \psi(z; f, z_0 - s) + \psi(z; -f, z_0 + s)$$

with $s = s_{0,x} + i s_{0,y}$. Expanding this in $s$ we find

$$D(z; f, z_0, s_0) = \frac{\tau c}{2\pi(1+c)} \log |z - z_0|^2 - \frac{\tau}{\pi(1+c)} \cos(2\theta - 2\theta_0) + \mathcal{O}\left(\frac{\tau|s|^2}{|z|^2}\right),$$

where $f = |f|e^{i\theta_0}$, $z = |z|e^{i\theta}$, and $\tau = \vec{f} \cdot \vec{s}$. The first term is monopolar while the second is quadrupolar. It is convenient to adopt the notation of [34]; see Table 1 therein. We write

$$D(\vec{r}; f, z_0, s_0) = -\psi_0(\vec{r} - \vec{r}_0; M) - \psi_2(\vec{r} - \vec{r}_0; \hat{Q})$$  

(75)
where
\[ \psi_0(\vec{r}; M) = -\frac{YM}{2\pi} \log |v| \]
and
\[ \psi_2(\vec{r}; \hat{Q}) = \frac{Y}{16\pi} \hat{r} \cdot \hat{Q} \]
are canonical monopolar and quadrupolar defects, respectively. Here \( M \) is the scalar monopolar charge,
\[ \hat{Q} = Q \begin{pmatrix} \cos(2\theta_0) & \sin(2\theta_0) \\ \sin(2\theta_0) & -\cos(2\theta_0) \end{pmatrix} \]
is the tensor quadrupolar charge, and \( Y = 2(1 + \nu)\mu \) is Young’s modulus. We define an elastic energy functional as
\[ E[\sigma^1, \sigma^2] = \frac{1}{2Y} \int_\Gamma A_{ijkl} \sigma^1_{ij} \sigma^2_{kl} \]
with \( A_{ijkl} = (1 + \nu)\delta_{ik}\delta_{jl} - \nu\delta_{ij}\delta_{kl} \). The total stress field \( \hat{\sigma} \) is decomposed into \( \hat{\sigma} = \hat{\sigma} + \hat{\sigma}^P + \sum_a \hat{\sigma}^D_a \), where \( \hat{\sigma} \) is a constant stress, \( \hat{\sigma}^P \) are the transverse phonons, and \( \hat{\sigma}^D_a \) is the \( a \)-th defect. The latter two components are written in terms of Airy scalar fields using the double-curl operator, \( \hat{\sigma}^P = \nabla \times \nabla \times \hat{\epsilon} \) and \( \hat{\sigma}^D_a = \nabla \times \nabla \times \hat{D}_a \). The energy is then
\[ E[\sigma] = E + E[\sigma^P, \sigma^P] + \sum_a E[\hat{\sigma}_a^D, \hat{\sigma}_a^D] + 2E[\hat{\sigma}, \hat{\sigma}^P] + 2 \sum_a E[\hat{\sigma}, \hat{\sigma}_a^D] + 2 \sum_{a \neq b} E[\hat{\sigma}_a^P, \hat{\sigma}_b^D] + \sum_{a \neq b} E[\hat{\sigma}_a^D, \hat{\sigma}_b^D] \]
We have \( E = \frac{1}{2} \Omega \hat{\sigma} : \hat{\varepsilon} \) where \( \hat{\varepsilon} = \frac{1}{2\mu} \left[ \hat{\sigma} - \varepsilon_{ij} \frac{\partial}{\partial x^j} \text{tr}(\hat{\sigma}) \right] \) is a strain tensor. The constant component of stress \( \hat{\sigma} \) is orthogonal to the phonons and \( E[\hat{\sigma}, \hat{\sigma}^P] = 0 \). Using results from Table 2 in \[23\] we have
\[ 2E[\hat{\sigma}, \hat{\sigma}_a^D] = 2M_a \text{tr} \hat{\sigma} - \frac{1}{4} \hat{Q}_a : \hat{\sigma} \]
and
\[ 2E[\hat{\sigma}_a^D, \hat{\sigma}_b^D] = \frac{Y}{2\pi r_{ab}} \left[ M_a \hat{Q}_b + M_b \hat{Q}_a \right] : \hat{r}_{ab} \hat{r}_{ab} + \frac{Y}{16\pi r_{ab}^2} \hat{Q}_a \hat{Q}_b : \left[ 2\hat{r}_{ab} \hat{r}_{ab} - \hat{r}_{ab} \delta \hat{r}_{ab} \right], \]
where \( \hat{r}_{ab} = \hat{r}_a - \hat{r}_b, \hat{a}_{ab} = |\hat{r}_{ab}|/|\hat{r}_{ab}| \), and we recall that we are using a notation in which all tensor contractions are explicitly indicated, e.g. \( \hat{Q}\hat{Q} : \hat{r}\hat{r} = Q_{ij}Q_{kl}r_{ij}r_{kl} \).

The interaction energy between a defect and another stress field \( \hat{\sigma}^P = \nabla \times \nabla \times \hat{\psi} \) can be written as \( E = \frac{1}{2} \int_V \psi K_G \)
in terms of the defect curvature \( K_G \), which for a monopole and quadrupole is \( -2M\nabla^2 \delta(\vec{r} - \vec{r}_0) \) and \( \frac{1}{4} \hat{Q} : \nabla \nabla \delta(\vec{r} - \vec{r}_0) \), respectively \[23\]. The phonon-defect interaction energy is then
\[ 2E[\hat{\sigma}^P, \hat{\sigma}_a^D] = 2 \int \psi(\vec{r}) \left[ -2M_a \nabla^2 \delta(\vec{r} - \vec{r}_a) + \frac{1}{4} \hat{Q}_a : \nabla \nabla \delta(\vec{r} - \vec{r}_a) \right] \]
\[ = \frac{2}{\Omega} \sum_{\vec{q}} \psi_{\vec{q}} \left[ 2q^2 M_a - \frac{1}{4} \vec{q} \vec{q} : \hat{Q}_a \right] \]
\[ = \sum_{\vec{q} \in BZ_U} \left[ \psi_{\vec{q}} \vec{q} \vec{q} : \hat{A}_q^a + \psi_{\vec{q}} \vec{q} \vec{q} : \hat{A}_q^a \right] \]
defining a tensorial operator \( \hat{A} \), and then writing the sum over \( BZ_U \), the half of the first Brillouin zone in the upper-half plane.
The phonon self-interaction has the form

\[
E[\sigma^P, \sigma^P] = \frac{1}{2Y} \int r \left[ (1 + \nu) \left( (\dot{\varepsilon} \cdot \nabla)(\dot{\varepsilon} \cdot \nabla) \psi : (\dot{\varepsilon} \cdot \nabla)(\dot{\varepsilon} \cdot \nabla) \psi \right) - \nu (\nabla^2 \psi)^2 \right] 
\]

(87)

\[
= \frac{1}{2Y} \int r \left[ (1 + \nu) (\nabla \nabla \psi : \nabla \nabla \psi) - \nu (\nabla^2 \psi)^2 \right] 
\]

(88)

\[
= \frac{1}{2Y} \sum_q \left[ (1 + \nu) \bar{q} \bar{q} \bar{q} \bar{q} \psi_q : \bar{q} \bar{q} \bar{q} \bar{q} \psi_q - \nu q^4 \psi_q \psi_q \right] 
\]

(89)

\[
= \frac{1}{2Y} \sum_q q^4 \psi_q \psi_q \dagger 
\]

(90)

\[
= \frac{1}{2} \sum_{q \in BZ_U} q^4 \psi_q \psi_q \dagger 
\]

(91)

In the interest of future work we will change \( Y \) to \( \tilde{Y} \) to distinguish it from the Young’s modulus appearing elsewhere. We can now integrate out the phonons:

\[
\int \mathcal{D} \psi \ e^{-\beta E[\sigma^P, \sigma^P]} e^{\beta \sum_a \mathcal{A}[\sigma^P_a]} = \prod_{q \in BZ_U} \int d^2 \psi_q \ e^{-\frac{\pi^2}{\beta q} \psi_q \psi_q \dagger \psi_q \psi_q \dagger} e^{-\frac{\pi^2}{\beta q} \bar{A}_a^a \bar{A}_a^a} 
\]

(92)

\[
= \prod_{q \in BZ_U} \frac{\pi \tilde{Y} \Omega}{\beta q} \text{exp} \left( \beta \tilde{Y} \Omega \bar{q} \bar{q} \bar{q} \bar{q} \psi : \sum_{a,b} A_a^a A_b^b \right) 
\]

(93)

\[
\propto \text{exp} \left( \frac{2\beta \tilde{Y}}{\Omega} \sum_{a,b} \tilde{K}_a \tilde{K}_b : \sum_{q} \bar{q} \bar{q} \bar{q} \bar{q} \psi e^{i\bar{q} \bar{q} \bar{q} \bar{q}} \rho_{ab} \right) 
\]

(94)

where \( \tilde{K}_a = 2M_a \bar{\delta} - \frac{1}{\bar{q}} \tilde{Q}_a \). We need to evaluate

\[
I_{ijkl}(\hat{r}) = \frac{1}{2} \sum_{\bar{q}} \bar{q}_i \bar{q}_j \bar{q}_k \bar{q}_l \ e^{i\bar{q} \bar{q} \bar{q} \bar{q}} 
\]

(95)

\[
= I_1(r) \left[ \delta_{ij} \delta_{kl} + \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} \right] + I_2(r) \bar{r}_i \bar{r}_j \bar{r}_k \bar{r}_l 
\]

\[
+ I_3(r) \left[ \bar{r}_i \bar{r}_j \delta_{kl} + \bar{r}_i \bar{r}_k \delta_{jl} + \bar{r}_i \bar{r}_l \delta_{jk} + \bar{r}_j \bar{r}_k \delta_{il} + \bar{r}_j \bar{r}_l \delta_{ik} + \bar{r}_k \bar{r}_l \delta_{ij} \right] 
\]

(96)

where the second form follows since \( I_{ijkl} \) depends only on \( \hat{r} \), is symmetric in all indices, and is invariant under a spatial reflection. In \( d \) dimensions we have

\[
I_{ikkk} = \frac{1}{2} \sum_{\bar{q}} \bar{q} \bar{q} \bar{q} \bar{q} \psi : \psi \psi : \psi \psi = I_1(d^2) + I_2 + I_3(d+4) 
\]

(97)

\[
\bar{r}_i \bar{r}_j I_{ijkk} = \frac{1}{2} \sum_{\bar{q}} \bar{q} \bar{q} \bar{q} \bar{q} (\bar{q} \cdot \bar{q})^2 \ e^{i\bar{q} \bar{q} \bar{q} \bar{q}} = I_1(d+2) + I_2 + I_3(d+5) 
\]

(98)

\[
\bar{r}_i \bar{r}_j \bar{r}_k \bar{r}_l I_{ijkl} = \frac{1}{2} \sum_{\bar{q}} \bar{q} \bar{q} \bar{q} \bar{q} (\bar{q} \cdot \bar{q})^4 \ e^{i\bar{q} \bar{q} \bar{q} \bar{q}} = 3I_1 + I_2 + 6I_3 
\]

(99)

and one can compute

\[
\tilde{K}_a \tilde{K}_b : \hat{I} = -\frac{1}{2} (M_a \tilde{Q}_b + M_b \tilde{Q}_a) : \bar{r} \bar{r} [I_2 + (d+4)I_3] + \frac{1}{16} \tilde{Q}_a \tilde{Q}_b : \left[ I_2 \bar{r} \bar{r} \bar{r} \bar{r} + 2I_1 \tilde{\Delta} + 4I_3 \bar{r} \bar{r} \right] 
\]

(100)

\[
+ 4M_a M_b [d(d+2)I_1 + I_2 + 2(d+2)I_3] 
\]

(101)

where \( \Delta_{ijkl} = \delta_{ik} \delta_{jl} \). We now restrict to \( d = 2 \) with an isotropic Brillouin zone \( 0 < q < \Lambda \), and evaluate the sums in the continuum. For \( r = 0 \) we have

\[
I_1(\bar{r} = 0) = \Lambda^2/(32\pi), \quad I_2(\bar{r} = 0) = I_3(\bar{r} = 0) = 0, 
\]

(102)
while for $r \neq 0$ we have

$$I_1(\vec{r} \neq 0) = \frac{1}{4\pi r^2} \left[ 1 - 2(r\Lambda)^{-1}J_1(r\Lambda) - \frac{2}{3}r\Lambda J_1(r\Lambda) \right]$$

$$I_2(\vec{r} \neq 0) = \frac{1}{4\pi r^2} \left[ 8 + 16J_0(r\Lambda) - 48(r\Lambda)^{-1}J_1(r\Lambda) \right]$$

$$I_3(\vec{r} \neq 0) = \frac{1}{4\pi r^2} \left[ -2 - 2J_0(r\Lambda) + 8(r\Lambda)^{-1}J_1(r\Lambda) + \frac{2}{3}r\Lambda J_1(r\Lambda) \right]$$

Introduce a spatial-coupling matrix

$$\hat{P}(\vec{r}) = \begin{bmatrix} \cos 2\phi & \sin 2\phi \\ \sin 2\phi & -\cos 2\phi \end{bmatrix},$$

where $\phi$ is the polar angle of $\vec{r}$. Then $\hat{Q} : \hat{r} \hat{r} = \frac{1}{2} \hat{Q} : \hat{P}$. Altogether the effective Hamiltonian for the defects is

$$H = \sum_a \left[ 2M_a \text{tr} \hat{\sigma} - \frac{1}{4} \hat{Q}_a : \hat{\sigma} + E[D^a, \hat{\sigma}^a] - 2\hat{\gamma} \frac{\Lambda^2}{32\pi} \left[ \frac{1}{4} Q_a^2 + 32M_a^2 \right] \right]$$

$$+ \sum_{a<b} \left[ \frac{Y}{2\pi r^2} \left[ M_a \hat{Q}_b + M_b \hat{Q}_a \right] + \frac{2Y}{16\pi r^2} \hat{Q}_a \hat{Q}_b : \left[ \frac{1}{2} \hat{P} + 2\hat{\gamma} \hat{K}_a \hat{K}_b : \hat{K} \right] \right]$$

where $r = r_{ab}$ everywhere and $\hat{P} = \hat{P}(\vec{r}_{ab})$ everywhere. We note that the phonons induce a destabilizing self-interaction between the defects. This must be compensated by the defect self-energy $E[D^a, \hat{\sigma}^a]$, which requires regularization. A naive estimation obtained by replacing $\delta(\vec{r})$ by $1/(\pi a^2)$, where $a$ is a core size, yields terms of the same form as the phonon-mediated self-interaction, but with the opposite, stabilizing, sign. Physically the resultant self-energy must be positive, but its magnitude then depends sensitively on $a\Lambda$, i.e. the core size compared to the UV cutoff for the phonons. Since this quantity is not well constrained, we simply lump together these terms into

$$E_a^{\text{self}} = \frac{\mu^2}{2\pi} \left[ \frac{16}{1} (k_1 + \frac{1}{2} k_2)M_a^2 + \frac{1}{8} k_2 Q_a^2 \right],$$

where $a$ is a microscopic length scale and the $k_i$ have units of inverse shear modulus; this particular form is chosen for later convenience. We expect $k_i \propto 1/\mu$ with $O(1)$ coefficients.

In the main text we adopt the notation of a tensorial dipole moment,

$$\hat{\tau} = \frac{1}{2} \tau \begin{bmatrix} 1 + \cos 2\theta & \sin 2\theta \\ \sin 2\theta & 1 - \cos 2\theta \end{bmatrix} = \frac{2\mu}{c} M \hat{\delta} + \frac{4\mu}{4} \hat{Q},$$

and rewrite the interaction as a quadratic form in $\hat{\tau}$.
Note that the functions $I_i$ have secular components $\propto 1/r^2$, and components that fluctuate on the scale $rA$. For simplicity, in this work we consider the scale-free form in which the fluctuating components are neglected; see Fig. We future work will critically examine this simplification.

**Appendix 2: Derivation of renormalization group flow.**

We consider two fixed charges, $\hat{r}$ and $\hat{r}'$, and see how their interaction, including their self-interaction, is renormalized by excited charges. The role of fugacity is played by the single-defect partition function $Z_\tau = \int_\Omega e^{-\beta V(\tau)}$. At leading order in $Z_\tau$, we just consider one excited charge. Let $\bar{r}' = r' - \bar{s}$ where $\bar{s}$ is the vector from $\hat{r}$ to $\hat{r}'$. We perform the computation where each charge has a hard core of radius $a$. The renormalized interaction between the external charges, including self-interactions, is

$$e^{-\beta V(\hat{r}) - \beta V(\hat{r}')} e^{-\beta C_{ijkl} \tau_{ij} \tau'_{kl}/s^2} \left[ 1 + Z_\tau \int_\Omega \frac{d^2r}{\sigma^2} \left( e^{-\beta C_{ijkl} \tau_{ij} \tau'_{kl}/r^2} e^{-\beta C_{ijkl} \tau_{ij} \tau'_{kl}/(r')^2} \right) + O(Z_\tau^2) \right]$$

where the integration domain is $\Omega = \{ r > a, r' > a \}$. The denominator ensures that the interaction is not renormalized when the excited charge does not interact with the fixed charges. Then

$$\mathcal{V}(\hat{r}) + \mathcal{V}(\hat{r}') + \frac{1}{s^2} C_{ijkl} \tau_{ij} \tau'_{kl} = V(\hat{r}) + V(\hat{r}') + \frac{1}{s^2} C_{ijkl} \tau_{ij} \tau'_{kl} - \frac{Z_\tau}{\beta} \int_\Omega \frac{d^2r}{\sigma^2} \left( I(\hat{r}, \hat{r}', \hat{r}'') \right)_{\hat{r}''} + O(Z_\tau^2)$$

where

$$I(\hat{r}, \hat{r}', \hat{r}'') = e^{-\beta C_{ijkl} \tau_{ij} \tau'_{kl}/r^2} e^{-\beta C_{ijkl} \tau_{ij} \tau'_{kl}/(r')^2} - 1$$

where the superscript $r$ indicates that $\hat{r}$ depends on $\hat{r}$, and where we suppress dependence on $\hat{r}$ and $\hat{r}'$.

Following [26], we can organize (112) into a renormalization group transformation by splitting $\Omega$ into the shells $a < r < ba$ and $a < r' < ba$ and the remainder $\Omega(b) = \{ r > ba, r' > ba \}$. Multiplying through by $a^2/\tau_c^2$ we can write

$$\tilde{\mathcal{V}}(\tilde{\hat{r}}) + \tilde{\mathcal{V}}(\tilde{\hat{r}}') + \frac{a^2}{s^2} C_{ijkl} \tau_{ij} \tau'_{kl} = \tilde{V}(\tilde{\hat{r}}) + \tilde{V}(\tilde{\hat{r}}') + \frac{a^2}{s^2} C_{ijkl} \tau_{ij} \tau'_{kl} - \frac{Z_\tau a^2}{\beta \tau_c^2} \int_a^{ba} \frac{dr}{a^2} \int_\Omega \tilde{I}(\tilde{\hat{r}}, \tilde{\hat{r}}', \tilde{\hat{r}}'')_{\tilde{\hat{r}}''}$$

where $\tilde{\mathcal{V}} = (a/\tau_c)^2 \mathcal{V}, \tilde{V} = (a/\tau_c)^2 V$. The self-interaction is quadratic in $\tilde{\hat{r}}$ and can be written

$$\tilde{V}(\tilde{\hat{r}}) = A_{ij} \frac{\tau_{ij}}{\tau_c} + B_{ijkl} \frac{\tau_{ij} \tau_{kl}}{\tau_c^2}$$

$$\tilde{\mathcal{V}}(\tilde{\hat{r}}') = \tilde{\mathcal{A}}_{ij} \frac{\tau_{ij}}{\tau_c} + \tilde{\mathcal{B}}_{ijkl} \frac{\tau_{ij} \tau_{kl}}{\tau_c^2}$$

We see that the left-hand-side of (114) will be invariant under a scaling transformation in which all length transform as $\ell \to \ell/b$ and all dipole moments transform as $\tau \to \tau/b^4$, provided $\tilde{\mathcal{A}}, \tilde{\mathcal{B}},$ and $\tilde{\mathcal{C}}$ are themselves invariant. Write

$$\tilde{\mathcal{I}}(\tilde{\hat{r}}; b) = \frac{Z_\tau(b)a(b)^2}{\beta \tau_c(b)^2} \left( I(\frac{\tilde{\hat{r}}}{b}, \frac{\tilde{\hat{r}}'}{b}, \frac{\tilde{\hat{r}}''}{b^2}) \right)_{\tilde{\hat{r}}''}$$

where we explicitly indicate here the dependence on $\tilde{\hat{r}}$ and $\tilde{\hat{r}}'$. If

$$\tilde{\mathcal{I}}(\tilde{\hat{r}}; 1) = \tilde{\mathcal{I}}(\tilde{\hat{r}}; b)$$

then we can make a change of variables $\hat{r} \to b\hat{r}$ in the final term in (114), bringing the integration domain back to $\Omega(1)$. This term then has the original form but with modified couplings $Z_\tau(b), a(b), \tau_c(b), a(b)$ and modified variables $\hat{r}(b) = \hat{r}(1)/b^4, \hat{r}'(b) = \hat{r}'(1)/b^4$.

We see then that the renormalized couplings will satisfy the invariance equation

$$\tilde{\mathcal{A}}_{ij} [a(b), Z_\tau(b), \tau_c(b), a(b), B(b), C(b)] = a(1), Z_{\tau}(1), \tau_c(1), a(1), B(1), C(1)]$$

and similarly for $\tilde{\mathcal{B}}$ and $\tilde{\mathcal{C}}$, provided the couplings renormalize as

$$\tilde{V}(\tilde{\hat{r}}(b), 1) + \tilde{V}(\tilde{\hat{r}}'(b), 1) + \frac{a^2}{s^2} C_{ijkl} \left( \frac{\tau_{ij} \tau'_{kl}}{\tau_c^2} \right)_{\tau_c(b)^2} - \int_a^{ba} \frac{dr}{a^2} \int_\tilde{\hat{r}} \tilde{\mathcal{I}}(\tilde{\hat{r}}; 1) - \int_a^{ba} \frac{dr}{a^2} \int_\tilde{\hat{r}} \tilde{\mathcal{I}}(\tilde{\hat{r}} + \tilde{\hat{s}}; 1)$$

$$= \tilde{V}(\tilde{\hat{r}}(b), b) + \tilde{V}(\tilde{\hat{r}}'(b), b) + \frac{a(b)^2}{s(b)^2} C_{ijkl} \left( \frac{\tau_{ij} \tau'_{kl}}{\tau_c(b)^2} \right)_{\tau_c(b)^2}$$

(120)
In the limit \( b \to 1^+ \) we obtain

\[
\frac{\partial \hat{V}(\tau)}{\partial \log a} + \frac{\partial \hat{V}(\tau')}{\partial \log a} + \frac{a^2}{s^2} \frac{\partial C_{ijkl}^a}{\partial \log a} \frac{\tau_{ij} \tau_{kl}}{\tau_c^2} = - \int_{\mathcal{T}} \mathcal{F}(a\hat{r}; 1) - \int_{\mathcal{T}} \mathcal{F}(\hat{s} + a\hat{r}; 1),
\]

(121)

where we used the fact that \( \tau_c \) transforms the same as \( \hat{r} \) and \( \hat{r}' \). This equation must hold for all admissible \( s, \hat{r}, \) and \( \hat{r}' \); if solutions exist, then the model is renormalizable to \( \mathcal{O}(Z^2) \).

In analogy with results for 2D melting [26, 27] the change in free energy is

\[
\frac{\partial (\beta F)}{\partial \log a} = - \frac{1}{2} \Omega z Z^2_a + \mathcal{O}(Z^3)
\]

(122)

where \( \Omega \) is the system volume and \( z \) is the coordination number, whose precise value will not be important.

To compute the right-hand side of (121), we need to expand

\[
I(\hat{r}, \hat{r}', \hat{r}'') = e^{-\beta C_{ijkl}^a \tau_{ij} \tau_{kl}/r^2} e^{-\beta C_{ijkl}^a \tau_{ij}' \tau_{kl}'/(r')^2} - 1
\]

\[
= - \frac{\beta}{r^2} C_{ijkl}^a \tau_{ij} \tau_{kl}' - \frac{\beta}{(r')^2} C_{ijkl}^a \tau_{ij}' \tau_{kl}'' + \frac{\beta^2}{2r^2} \left(C_{ijkl}^a \tau_{ij} \tau_{kl}''\right)^2 + \frac{\beta^2}{2(r')^2} \left(C_{ijkl}^a \tau_{ij}' \tau_{kl}''\right)^2
\]

\[
+ \frac{\beta^2}{r^2(r')^2} C_{ijkl}^a \tau_{ij} \tau_{kl}'' C_{pqrs}^a \tau_{pq}' \tau_{rs}'' + \ldots
\]

(123)

where the neglected terms will be small if the self-energy is much larger than the interaction energy. Taking the expectation over \( \hat{r}'' \), we find

\[
\langle I(\hat{r}, \hat{r}', \hat{r}'') \rangle_{\hat{r}''} = - \frac{\beta \tau_1}{r^2} C_{ijkl}^a \tau_{ij} \langle \tau''_{kl}\rangle/\tau_1 - \frac{\beta \tau_1}{(r')^2} C_{ijkl}^a \tau_{ij}' \langle \tau''_{kl}\rangle/\tau_1
\]

\[
+ \frac{1}{2} \frac{\beta^2}{r^2} \tau_2 \left(C_{ijkl}^a \tau_{ij} \tau_{kl}''/r^2 + C_{ijkl}^a \tau_{ij}' \tau_{kl}''/(r')^2\right) \left(C_{pqrs}^a \tau_{pq}' \tau_{rs}''/r^2 + C_{pqrs}^a \tau_{pq}' \tau_{rs}''/(r')^2\right) + \ldots
\]

(124)

where \( \tau_n = \langle \tau^n \rangle \). The desired invariance property [118] will be satisfied if

\[
b^* \tau_1(b) Z_\tau(b) = \tau_1(1) Z_\tau(1)
\]

(125)

\[
b^2 \tau_2(b) Z_\tau(b) = \tau_2(1) Z_\tau(1)
\]

(126)

This leads to \( s = 1 \).

There are three types of terms to consider. The first is

\[
I_1 = \int_{\mathcal{T}} \left(C_{ijkl}^a \tau_{ij} \tau_{kl}''\right)_{\hat{r}''}
\]

\[
= 2\pi \tau_1 \text{tr}(\hat{r})(\gamma_{11} + 2\lambda_{11} + \frac{1}{4} \lambda_{22}) + \frac{3}{8} a_r \gamma_{22} \hat{r} : \hat{r}/s
\]

(127)

Note that in \( I \) there is another term obtained by integrating the same function around \( \hat{r}' = \hat{s} + a\hat{r}' \); this result will be smaller by a factor of \( a^2/s^2 \), so we neglect it.

The second type of term is

\[
I_2 = \int_{\mathcal{T}} C_{ijkl}^a \tau_{ij} C_{pqrs}^a \tau_{pq} \langle \tau''_{kl} \tau_{rs}''\rangle_{\hat{r}''}
\]

\[
= \frac{1}{8} \tau_2 \tau_1 \tau_3 \int_{\mathcal{T}} \left[C_{ijkl}^a C_{pqrs}^a + 2\chi C_{ijkl}^a C_{pqjkl}^r + \mathcal{O}(a_r)\right],
\]

(128)

where in the final line we ignore corrections with a tensorial dependence on \( \hat{r} \), which correspond to the generation of anisotropic elasticity. After tedious algebra we find

\[
I_2 = \frac{1}{8} \tau_2 \tau_1 \tau_{ijkl} \left[\delta_{ik} \delta_{j1} Y_1 + Z_{ikjl} \chi Y_2 + 8\pi \chi (\delta_{ij} \delta_{kl} + \delta_{il} \delta_{jk}) Y_3 + \mathcal{O}(a_r)\right],
\]

(130)

where the \( Y_i \) are as in the main text, and

\[
Z_{ikpr} = \int_{\mathcal{T}} P_{ik}^r P_{jr}^r = \frac{\pi}{4} \left[-\delta_{ik} \delta_{pr} + \delta_{ip} \delta_{kr} + \delta_{ir} \delta_{kp}\right]
\]

(131)
Finally, we have terms of the form
\[ I_3 = \int \langle \hat{\tau} \rangle C_{ijkl}^r \tau_{ij} C_{pqr}^r \tau_{pq} \langle \hat{\tau} \rangle \]
\[ = \frac{1}{8} \tau_{ijkl} \tau_{pq} \left[ \delta_{rs} \delta_{kl} + 2 \chi \delta_{ij} \delta_{kl} + \mathcal{O}(a_r) \right] A_{ijkl} \left[ C_{pqr}^r + \ldots \right] \]  \hspace{1cm} (132)
with
\[ A_{ijkl} = \int \langle \hat{\tau} \rangle C_{ijkl}^r = 2 \pi \delta_{ik} \delta_{jl} [\gamma_{11} + 2 \lambda_{11} + \frac{1}{2} \lambda_{22} + \gamma_{22} Z_{ikjl}] \]  \hspace{1cm} (133)

After more algebra we find
\[ I_3 = \frac{1}{8} \tau_{ijkl} \tau_{pq} \left[ \frac{1}{2} \delta_{ij} \delta_{kl} Y_4 + \delta_{ik} P_{jl}^o Y_5 + \pi \gamma_{22} \chi C_{ijkl}^r \right] \]  \hspace{1cm} (134)

and there is a related term
\[ I'_3 = \frac{1}{8} \tau_{ijkl} \tau_{pq} \left[ \frac{1}{2} \delta_{ij} \delta_{kl} Y_4 + P_{ik}^o \delta_{jl} Y_5 + \pi \gamma_{22} \chi C_{ijkl}^r \right] \]  \hspace{1cm} (135)

Assembling terms we find
\[ \int \langle \hat{\tau} \rangle \left[ I_1 + \mathcal{O}(a^2/s^2) \right] + \frac{\beta^2}{2a^2} I_2 \left[ 1 + \mathcal{O}(a^4/s^4) \right] + \frac{\beta^2}{2a^4} I_3 \]  \hspace{1cm} (136)

and will there be another set of terms related by \( \hat{\tau} \leftrightarrow \hat{\tau}' \). Comparing with \( V(\hat{\tau}) \) and \( C_{ijkl}^r \), this term has the correct form in order for (121) to be satisfied, hence the model is renormalizable under the chosen scaling ansatz. Matching up the couplings, we find the RG equations reported in the main text, where the \( Y_i \) are

\[ Y_1 = 8 \pi (\lambda_{11} + \frac{1}{4} \lambda_{22} + \gamma_{11})^2 + 8 \pi \chi (\gamma_{11} + \frac{1}{4} \lambda_{22}) + 4 \pi \lambda (\lambda_{11} \lambda_{22} + \lambda_{11}^2) + 16 \pi \chi (\gamma_{11} \lambda_{11} + \frac{1}{4} \gamma_{11} \lambda_{22}) \]  \hspace{1cm} (137)
\[ Y_2 = 4(1 + \chi^{-1})(2 \lambda_{11} + \lambda_{22})^2 + \frac{1}{2} \lambda_{22}^2 - 16 \lambda_{11}^2 + 8 \gamma_{22} \lambda_{11} + 2 \gamma_{22} \lambda_{22} \]  \hspace{1cm} (138)
\[ Y_3 = \lambda_{11}^2 + \frac{1}{2} \lambda_{22}^2 + \frac{1}{8} \gamma_{22} \lambda_{22} \]  \hspace{1cm} (139)
\[ Y_4 = 4 \pi \left[ 4(1 + \chi^{-1})(\gamma_{11} + 2 \lambda_{11} + \frac{1}{2} \lambda_{22}) - \frac{1}{2} \chi \gamma_{22} \right] \left( \gamma_{11} + \lambda_{11} + \frac{1}{4} \lambda_{22} \right) \]  \hspace{1cm} (140)
\[ Y_5 = 2 \pi \left[ 4(1 + \chi^{-1})(\gamma_{11} + 2 \lambda_{11} + \frac{1}{2} \lambda_{22}) - \frac{1}{2} \chi \gamma_{22} \right] \left( \gamma_{11} + 2 \lambda_{11} \right) \]  \hspace{1cm} (141)

One check on the above computations is to see that a quadrupolar theory remains quadrupolar. Indeed, for a theory of quadrupoles \( \gamma_{11} \) and \( \gamma_{22} \) play no role, since they appear multiplied by \( \tau_{ii} = 0 \). This implies that for quadrupoles, these couplings cannot appear in the \( \beta \)-functions of \( \gamma_{22}, \lambda_{11}, \lambda_{12}, \) and \( \lambda_{22} \). Once the quadrupole constraint \( \chi = -1 \) is applied, this is indeed the case.

**Appendix 3: Derivation of dual field theory.**

To sum over the defects, we need to first separate them using a Hubbard-Stratonovich transformation. Convergence of the associated Gaussian integral requires that we have either a positive-definite or negative-definite operator for all \( \tilde{\tau} \). Since the original operator \( \hat{F} \) is not positive-definite at all \( \tilde{\tau} \), we split the interaction into an augmented operator \( \hat{F} = \tilde{F} + \delta F \) and the remainder \( -\delta F \). The deformation \( \delta F(q) \). The energy of the self-energy terms from directly acting on the defects to act instead on the new field introduced through the \( \beta \)-functions of \( \gamma_{22}, \lambda_{11}, \lambda_{12}, \) and \( \lambda_{22} \). Once the quadrupole constraint \( \chi = -1 \) is applied, this is indeed the case.

To sum over the defects, we need to first separate them using a Hubbard-Stratonovich transformation. Convergence of the associated Gaussian integral requires that we have either a positive-definite or negative-definite operator for all \( \tilde{\tau} \). Since the original operator \( \hat{F} \) is not positive-definite at all \( \tilde{\tau} \), we split the interaction into an augmented operator \( \hat{F} = \tilde{F} + \delta F \) and the remainder \( -\delta F \). The deformation \( \delta F(q) \). The energy of the self-energy terms from directly acting on the defects to act instead on the new field introduced through the transformation. To be positive-definite, we need \( -2 \pi B \log(q/\Lambda_a) + \eta k_2 > \pi |\gamma| \) for all \( q \). For \( B > 0 \) as we will assume, the most dangerous wavenumber is \( q = \Lambda \), where this reduces to \( \eta > \pi |\gamma|/k_2 \).

The defects are separated using two Hubbard-Stratonovich transformations, in bra-ket notation
\[ e^{-\frac{1}{2} \beta (w - w_0) |\tilde{F}| (w - w_0)} \propto \int \mathcal{D} \zeta \ e^{-\frac{1}{2} \beta (|\tilde{F}| - |\zeta|)} e^{i\beta (\zeta (w - w_0))}, \]
\[ e^{i \frac{1}{2} \beta (w_0 |\delta F| w_0)} \propto \int \mathcal{D} \epsilon' \ e^{-\frac{1}{2} \beta (|\epsilon' - \delta F|)} e^{i\beta (\epsilon' (w))}, \]
leading to
\[ Z = \sum_{n \geq 0} \frac{1}{n!} \int \tau_1 \ldots \tau_n \int \tau_1 \ldots \tau_n \ e^{-\beta H_{2n}}, \]
\[ = e^{\frac{1}{2} \beta (w_0 |\tilde{F}| w_0)} \sum_{n \geq 0} \frac{1}{n!} \int \tau_1 \ldots \tau_n \int \tau_1 \ldots \tau_n \ e^{-\frac{1}{2} \beta (w - w_0) |\tilde{F}| (w - w_0)} e^{-\beta (w_0 |\tilde{F}|)} e^{i \frac{1}{2} \beta (w |\delta F| w)} e^{-\beta \sum_a V^a (\tau_a^a)} \]
\[ \propto |\tilde{F}|^{-1/2} |\delta F|^{-1/2} Z' \int \mathcal{D} \zeta' \int \mathcal{D} \epsilon' \sum_{n \geq 0} \frac{1}{n!} \int \tau_1 \ldots \tau_n \int \tau_1 \ldots \tau_n \ e^{\beta (w |\zeta + \epsilon' - \tilde{F}| w_0)} e^{-\beta \sum_a V^a (\tau_a^a)} \]

as the ansatz for the model.
where $\mathcal{D} \zeta = \int D\zeta \, e^{-\frac{i}{\beta} (\zeta | \delta F^{-1} | \zeta)} e^{-i\beta (\zeta | \omega_0)}$ and $\mathcal{D} \epsilon' = \int D\epsilon' \, e^{-\frac{i}{2\beta} (\epsilon' | \delta F^{-1} | \epsilon')}$. Then

$$Z \propto |\tilde{F}|^{-1/2} |\delta F|^{-1/2} Z_c' \int' \mathcal{D} \zeta \int' \mathcal{D} \epsilon' \sum_{n \geq 0} \frac{1}{n!} \left( \int \frac{1}{4\pi} \int d^2 w \, e^{\beta \bar{\omega} \cdot (i\bar{\zeta}(\bar{r}) - \bar{F} \omega_0)} e^{-\bar{\delta} \bar{\omega} - \frac{1}{2\pi} \beta \bar{k}_2 w^2} \right)^n$$

(148)

$$\propto |\tilde{F}|^{-1/2} |\delta F|^{-1/2} Z_c' \int' \mathcal{D} \zeta \int' \mathcal{D} \epsilon' \sum_{n \geq 0} \frac{1}{n!} \left( \int \frac{\pi a^2}{2\beta \bar{k}_2 \tau} \int r e^{\beta \delta a^2 \bar{\xi}^2 / (2\bar{k}_2)} \right)^n$$

(149)

$$\propto |\tilde{F}|^{-1/2} |\delta F|^{-1/2} Z_c' \int' \mathcal{D} \zeta \int' \mathcal{D} \epsilon' \exp \left( Z \int \frac{e^{\beta \delta a^2 \bar{\xi}^2 / (2\bar{k}_2)}}{Z_0} \right)$$

(150)

where $Z_c' = e^{\frac{i}{2\beta} (\omega_0 | \tilde{F} | \omega_0)}$, $\bar{\sigma} = \sigma (\cos 2\theta_\sigma, \sin 2\theta_\sigma)$, $\bar{\zeta}(\bar{r}) = i\bar{\zeta}(\bar{r}) + \epsilon'(\bar{r}) - B \log \left( R/a \right) \bar{w}_0 - \eta k_2 \bar{w}_0 - j \bar{\sigma}$, and $Z_0 = (\pi a^2) / (2\tau^2 \beta k_2)$.

Assembling terms we then arrive at the nonlocal action shown in the main text.

As mentioned in the main text, the $\epsilon$ field can be eliminated in one regime. Indeed, since $(w | \delta F | w) = \eta k_2 \sum_a \tau_a^2 / a^2$, this term is just a self-energy. Instead of introducing $\epsilon$, it can be incorporated into the defect self-energy, giving a total term $\exp \left( -\frac{1}{2\beta} (1 - \eta) w^2 k_2 / a^2 \right)$ in the $w$ integral. Convergence of this integral requires that $1 - \eta > 0$. Since we must have $\eta > \pi \gamma / k_2$, the former condition can be satisfied when $k_2 > \pi \gamma$, which corresponds approximately to the stable regime when $X > 0$, discussed with respect to the RG. Therefore in this regime, the $\epsilon$ field is unnecessary.