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Abstract—In this paper, we use a matrix adaptive filter as the synthesis stage of a Uniform Filter Bank (UFB) to reconstruct the input signal. We first develop the mathematical theory behind it by applying the model of optimal filtering at the synthesis stage of the UFB and obtaining an expression for the matrix Wiener filter. We have developed a theorem which we use to simplify the expression further. In the absence of required information about the analysis stage, we use adaptive filtering to arrive at the Wiener solution. We use the Least Mean Square (LMS) algorithm to update the filter coefficients. Through experimental results, we find that the adaptive filter is convergent for a stable Wiener filter.

Index Terms—Matrix Adaptive Filter, Matrix Wiener Filter, LMS Algorithm, Uniform Filter Bank.

I. INTRODUCTION

Multirate signal processing finds application in diverse areas like filter design, sub-band coding, communication etc [1]. Its advantage lies in reduced data rate and reduced computational cost. Filter banks play a crucial role in multirate systems. A Uniform Filter Bank (UFB) is a filter bank with same decimation factor for each channel. If the number of channels are same as the decimation factor, then it is called a maximally decimated UFB [2]. Perfect reconstruction is a desired property for many applications and it is an active area of research [1]. Consider a situation where we observe a phenomenon through a number of channels, and each channel is selectively looking at a range of frequencies. To reduce data rate, we can decimate each channel output. This whole process can be modeled as the analysis stage of a UFB. If the analysis bank is completely known, we can use the matrix Wiener filter to reconstruct the input. In the absence of sufficient knowledge about the analysis bank system functions, adaptive filtering provides a mechanism to recover back the input. This is what we explore in this paper.

V. P. Sathe et al. [3] used a matrix adaptive filter for the identification of band-limited channels and compared its performance to that of a scalar adaptive filter. We, on the other hand, use it for reconstruction of the input. P. P. Vaidyanathan et al. [4] used a matrix Wiener filter in the presence of sub-band quantizers and expressed it in terms of joint statistics of appropriate signals. We do not consider any quantizer. We start from a Wiener filter expression which is in terms of spectral densities of the input and desired signals, and significantly simplify it further.

A. Outline

In this paper, Section-II contains a derivation of the matrix Wiener filter for a UFB. Section-III then discusses matrix adaptive filtering for the Wiener solution. In section-IV, we provide the experimental results. Section-V, finally, contains the conclusion.

B. Notation

All vector or matrix quantities are denoted by boldface. $A^\dagger(z)$ denotes conjugate-transpose of $A(z)$. $A_\ast(z)$ is used to denote conjugation of coefficients of $z$ in $A(z)$. $A(z)$ denotes $A_\ast(z^{-1})$ [1].

II. MATRIX WIENER FILTER FOR UFB

The Wiener filter is a linear optimum filter that minimizes the mean-square error in a signal. It requires joint stationarity of the input signal and the desired signal. In case of multiple-input multiple-output systems, such type of filters are known as matrix Wiener filters. Fig. 1 shows the block diagram of a matrix Wiener filter. The signal $v(n)$ is the input to the filter and $d(n)$ is the desired signal. The filter $A(z)$ is of the following form:

$$
A(z) = \begin{bmatrix}
A_{0,0}(z) & A_{0,1}(z) & \ldots & A_{0,L-1}(z) \\
A_{1,0}(z) & A_{1,1}(z) & \ldots & A_{1,L-1}(z) \\
\vdots & \vdots & \ddots & \vdots \\
A_{M-1,0}(z) & A_{M-1,1}(z) & \ldots & A_{M-1,L-1}(z)
\end{bmatrix}.
$$

This form utilizes all the cross-correlations between the components of the input signal. It is more general than a set of $L$ scalar filters. If the scalar filters give an optimal solution,

$$
v(n) \quad M \times 1
\begin{bmatrix}
A(z) \\
M \times L
\end{bmatrix}
y(n) \quad M \times 1
\begin{bmatrix}
d(n) \\
M \times 1
\end{bmatrix}
e(n) \quad M \times 1
$$

Fig. 1. Optimum filtering block diagram
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Therefore, the power spectral density of $x(n)$ can be derived [3] and is given by

$$\mathbf{A}(z) = \mathbf{S}_{xx}(z)\mathbf{S}_{xx}^\dagger(z)$$

(2)

where $\mathbf{S}_{xx}(z)$ is the Power Spectral Density (PSD) of the input signal, and $\mathbf{S}_{xx}(z)$ is Cross-Spectral Density (CSD) between the input signal and the desired signal. As $\mathbf{S}_{xx}(z) = \mathbf{S}_{xx}(z)$, (2) can be written as

$$\mathbf{A}(z) = \mathbf{S}_{xx}(z)\mathbf{S}_{xx}^\dagger(z).$$

(3)

A UFB structure which uses a Wiener or an adaptive filter is shown in Fig. 2. The analysis stage output $v(n)$ acts as the input to the filter $\mathbf{A}(z)$. The desired signal $d(n)$ is generated from $x(n)$ after delaying it by $d$ samples. An appropriate delay is needed to ensure causality of the Wiener filter. If $x(n)$ is wide sense stationary (WSS), then $x(n)$, $v(n)$, and $d(n)$ are also WSS [3, 5]. The cross-correlation between $d(n)$ and $v(n)$ is given by

$$[\mathbf{R}_{dv}(n,k)]_{i,j} = \mathbf{E}[d_i(n)v_j^*(n-k)]$$

$$= \sum_l h_i^*(l)R_{xx}(Mk+l-i-d).$$

(4)

Thus, the signals $d(n)$ and $v(n)$ are jointly WSS, and we can apply Wiener filtering in this setting.

We now simplify the expression for the matrix Wiener filter in the context of UFBs. Consider the system shown in Fig. 2. The power spectral density of the signal $x(n)$ is [3]

$$\mathbf{S}_{xx}(z) = \mathbf{H}(z)\mathbf{S}_{xx}(z)\tilde{\mathbf{H}}(z)$$

(5)

where

$$\mathbf{H}(z) = [H_0(z), H_1(z), \ldots, H_{L-1}(z)]^T.$$  

(6)

Therefore, the power spectral density of $v(n)$ is

$$\mathbf{S}_{xx}(z) = (\mathbf{H}(z)\mathbf{S}_{xx}(z)\tilde{\mathbf{H}}(z))_{M \times M}.$$  

(7)

Taking $z$-transform of (4), we obtain

$$[\mathbf{S}_{dv}(z)]_{i,j} = \frac{1}{M} \sum_{q=0}^{M-1} (z^{-Q})^{-(i+d)}\tilde{H}_j(z)z^{-Q}W_M^q$$

$$\mathbf{S}_{xx}(z)\tilde{\mathbf{W}}_M^q$$

$$= (z^{-d})\mathbf{S}_{xx}(z\tilde{H}_j(z))_{M \times M},$$

$$\mathbf{S}_{dv}(z) = (z^{-d})\mathbf{e}_M(z)\mathbf{S}_{xx}(z)\tilde{\mathbf{H}}(z)_{M \times M}$$

(8)

where $\mathbf{e}_M(z)$ is the delay chain vector given by

$$\mathbf{e}_M(z) = [1, z^{-1}, \ldots, z^{-(M-1)}]^T.$$  

(9)

Using (3),(7) and (8), we obtain

$$\mathbf{A}(z) = \left(z^{-d}\mathbf{e}_M(z)\mathbf{S}_{xx}(z)\tilde{\mathbf{H}}(z)\right)_{M \times M} \left(\left(\mathbf{H}(z)\mathbf{S}_{xx}(z)\tilde{\mathbf{H}}(z)\right)_{M \times M}\right)^{-1}.$$  

(10)

Further simplification is not obvious. To simplify it further, we have developed some tools which we now present.

A. Determinant of submatrix of PSD matrix $\mathbf{S}_{xx}(z)$

We now state a theorem. Any $Q \times Q$ submatrix of $\mathbf{S}_{xx}(z)$, which is obtained by choosing any $Q$ rows and any $Q$ columns, is given by

$$\begin{bmatrix}
(H_{r_1, r_2}S_{xx})_{i_1,M} & (H_{r_1, r_2}S_{xx})_{i_2,M} & \cdots & (H_{r_1, r_2}S_{xx})_{i_Q,M} \\
(H_{r_2, r_2}S_{xx})_{i_1,M} & (H_{r_2, r_2}S_{xx})_{i_2,M} & \cdots & (H_{r_2, r_2}S_{xx})_{i_Q,M} \\
\vdots & \vdots & \ddots & \vdots \\
(H_{r_Q, r_2}S_{xx})_{i_1,M} & (H_{r_Q, r_2}S_{xx})_{i_2,M} & \cdots & (H_{r_Q, r_2}S_{xx})_{i_Q,M}
\end{bmatrix}$$

(11)

Theorem 1: The determinant of the submatrix (11) is given by

$$\Delta_M(Q) = \frac{1}{M^Q} \sum_{i_1=0}^{M-Q} \sum_{i_2>i_1}^{M-Q+1} \cdots \sum_{i_Q>i_{Q-1}}^{M-1} S_{xx}(z^{-Q})^i S_{xx}(z^{i_1}W^{i_1})$$

$$\cdots S_{xx}(z^{i_Q}W^{i_Q})E_{H_{r_1}, r_2, \ldots, r_Q}(i_1, i_2, \ldots, i_Q)$$

$$\mathbf{E}_{H_{r_1}, r_2, \ldots, r_Q}(i_1, i_2, \ldots, i_Q)$$

(12)
where

\[ E_{H_{r_1},H_{r_2},...,H_{r_Q}}(i_1,i_2,\ldots,i_Q) = \begin{vmatrix}
H_{r_1}(z^{*}W^{i_1}) & H_{r_1}(z^{*}W^{i_2}) & \cdots & H_{r_1}(z^{*}W^{i_Q}) \\
H_{r_2}(z^{*}W^{i_1}) & H_{r_2}(z^{*}W^{i_2}) & \cdots & H_{r_2}(z^{*}W^{i_Q}) \\
\vdots & \vdots & \ddots & \vdots \\
H_{r_Q}(z^{*}W^{i_1}) & H_{r_Q}(z^{*}W^{i_2}) & \cdots & H_{r_Q}(z^{*}W^{i_Q})
\end{vmatrix}. \]

(13)

**Proof:** We use mathematical induction to prove the theorem. For \( Q = 1 \), we can easily verify that it is true. Assuming it to be true for \( Q \), we have to prove it true for \( Q + 1 \). By expanding the determinant along first row, we obtain

\[ \Delta_M(Q + 1) = \sum_{p=1}^{Q+1} (H_{r_p} \tilde{E}_{c_p} S_{xx})_{LM} C_{1,p} \]

(14)

where \( C_{1,p} \) is the co-factor of the element \((1,p)\).

\[ \Delta_M(Q + 1) = \frac{1}{M^{Q+1}} \sum_{p=1}^{M-Q+1} \sum_{M-Q+1}^{M} \sum_{Q+1}^{M+1} \sum_{Q+1}^{M+1} S_{xx}(W^{i_1}) S_{xx}(W^{i_2}) \cdots S_{xx}(W^{i_Q}) E_{H_{r_p},H_{r_1},...,H_{r_Q}}(i_1,i_2,\ldots,i_Q) \sum_{j=1}^{Q+1} (-1)^{p+1} \]

\[ \tilde{E}_{H_{r_1},H_{r_2},...,H_{r_Q+1}}(i_1,i_2,\ldots,i_Q) = \tilde{E}_{H_{r_1},H_{r_2},...,H_{r_Q}}(i_1,i_2,\ldots,i_Q) \sum_{j=1}^{Q+1} (-1)^{p+1} \]

\[ \tilde{E}_{H_{r_1},H_{r_2},...,H_{r_Q+1}}(i_1,i_2,\ldots,i_Q) = \tilde{E}_{H_{r_1},H_{r_2},...,H_{r_Q}}(i_1,i_2,\ldots,i_Q) \sum_{j=1}^{Q+1} (-1)^{p+1} \]

(15)

If \( q \) is equal to any of \( i_1, i_2, \ldots, i_Q \), then two rows of the determinant \( \tilde{E}_{H_{r_1},H_{r_2},...,H_{r_Q+1}}(q,i_1,i_2,\ldots,i_Q) \) will be same and its value will be zero.

\[ \Delta_M(Q + 1) = \frac{1}{M^{Q+1}} \sum_{p=1}^{M-Q+1} \sum_{M-Q+1}^{M} \sum_{Q+1}^{M+1} \sum_{Q+1}^{M+1} S_{xx}(W^{i_1}) S_{xx}(W^{i_2}) \cdots S_{xx}(W^{i_Q}) E_{H_{r_p},H_{r_1},...,H_{r_Q}}(i_1,i_2,\ldots,i_Q) \tilde{E}_{H_{r_1},H_{r_2},...,H_{r_Q+1}}(q,i_1,i_2,\ldots,i_Q). \]

(16)

Adding up all the terms with the same combination \( S_{xx}(W^{j_1}) S_{xx}(W^{j_2}) \cdots S_{xx}(W^{j_Q+1}) \) where \( j_1 < j_2 < \cdots < j_Q+1 \), we obtain

\[ \Delta_M(Q + 1) = \frac{1}{M^{Q+1}} \sum_{j_1=1}^{M-Q-1} \sum_{j_2>j_1}^{M-Q} \cdots \sum_{j_Q+1>j_Q}^{M-Q+Q+1} S_{xx}(W^{j_1}) S_{xx}(W^{j_2}) \cdots S_{xx}(W^{j_Q+1}) \sum_{p=1}^{Q+1} (-1)^{Q+1} \]

\[ \tilde{E}_{H_{r_1},H_{r_2},...,H_{r_Q+1}}(j_1,j_2,\ldots,j_Q+1) \sum_{j_1=1}^{M-Q-1} \sum_{j_2>j_1}^{M-Q} \cdots \sum_{j_Q+1>j_Q}^{M-Q+Q+1} S_{xx}(W^{j_1}) S_{xx}(W^{j_2}) \cdots S_{xx}(W^{j_Q+1}) \tilde{E}_{H_{r_1},H_{r_2},...,H_{r_Q+1}}(j_1,j_2,\ldots,j_Q+1) \]

which proves that the statement is true for \( Q + 1 \). We have proved it for an arbitrary value of \( M \). Hence, by induction, it is true for any \( M \) and \( Q \). □

**B. Obtaining the Wiener filter \( A(z) \)**

The inverse of \( S_{uv}(z) \) is given by

\[ S_{uv}^{-1}(z) = \frac{1}{\Delta} \begin{bmatrix}
C_{0,0} & C_{1,0} & \cdots & C_{L-1,0} \\
C_{0,1} & C_{1,1} & \cdots & C_{L-1,1} \\
\vdots & \vdots & \ddots & \vdots \\
C_{0,L-1} & C_{1,L-1} & \cdots & C_{L-1,L-1}
\end{bmatrix} \]

(18)

where \( \Delta \) is the determinant and \( C_{i,j} \) are the co-factors of \( S_{uv}(z) \). Using (3), we can write

\[ A_{i,j}(z) = \sum_{k=0}^{L-1} [S_{dv}(z)]_{i,k} [S_{uv}^{-1}(z)]_{k,j}. \]

(19)

We can simplify (19) using (8), (18) and (12).

\[ A_{i,j}(z) = \frac{1}{\Delta} \sum_{k=0}^{L-1} (z^{-(d+i)} \tilde{H}_k(z) S_{xx}(z))_{LM} C_{j,k} \]

\[ = \frac{1}{\Delta} \sum_{k=0}^{L-1} (z^{-(d+i)} \tilde{H}_k(W) S_{xx}(W)(-1)^{d+k} \]

\[ \sum_{j=0}^{L-1} \sum_{p=0}^{M-1} z^{-\frac{d+p}{M}} W^{-p(d+i)} \tilde{H}_k(W) S_{xx}(W)(-1)^{d+k} \]

\[ \tilde{E}_{H_{r_1},H_{r_2},...,H_{r_Q+1}}(i_1,i_2,\ldots,i_{L-1}) \]

(16)
\[ A_{i,j}(z) = \frac{1}{\Delta M L} \sum_{j_0=0}^{M-L} \sum_{j_0+1}^{M-L+1} \cdots \sum_{j_L+1}^{M-1} S_{xx}(W^{j_0}) S_{xx}(W^{j_1}) \cdots S_{xx}(W^{j_L})(-1)^j z^{-\frac{d+1}{2}} \sum_{q=1}^{L} W^{-j_q}(d+i) \]

Adding up all the terms with the same combination \( S_{xx}(W^{j_1}) S_{xx}(W^{j_2}) \cdots S_{xx}(W^{j_L}) \) where \( j_1 < j_2 < \cdots < j_L \), we obtain

\[ A_{i,j}(z) = \frac{1}{\Delta M L} \sum_{j_0=0}^{M-L} \sum_{j_0+1}^{M-L+1} \cdots \sum_{j_L+1}^{M-1} S_{xx}(W^{j_1}) S_{xx}(W^{j_2}) \cdots S_{xx}(W^{j_L})(-1)^j z^{-\frac{d+1}{2}} \sum_{q=1}^{L} W^{-j_q}(d+i) \]

Using (13), we can write

\[
\begin{pmatrix}
  H_0(z) & H_0(z) & H_0(z) \\
  \vdots & \vdots & \vdots \\
  H_{j-1}(z) & H_{j-1}(z) & H_{j-1}(z) \\
  z^{-\frac{d+1}{2}} & \cdots & \cdots \\
  H_j(z) & H_j(z) & H_j(z) \\
  \vdots & \vdots & \vdots \\
  H_{M-1}(z) & H_{M-1}(z) & H_{M-1}(z)
\end{pmatrix}
\]

III. MATRIX ADAPTIVE FILTER

In the absence of knowledge about the analysis bank, we cannot evaluate the Wiener solution directly. We have to use some iterative method to arrive at it. We use the LMS algorithm [6], [7] for this purpose.

A matrix adaptive filter is of this form:

\[
a(n) = \begin{bmatrix}
a_{0,0}(n) & a_{0,1}(n) & \cdots & a_{0,M-1}(n) \\
a_{1,0}(n) & a_{1,1}(n) & \cdots & a_{1,M-1}(n) \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & a_{M-1,0}(n) & a_{M-1,1}(n) & \cdots & a_{M-1,M-1}(n)
\end{bmatrix}
\]

where \( a_{p,q}(n) \) is a constituent FIR filter, and it can be represented as

\[
a_{p,q}(n) = [a_{p,q,0}(n), a_{p,q,1}(n), \ldots, a_{p,q,L_{p,q}-1}(n)]^T.
\]

Following similar procedure as given in [7] for scalar adaptive filters, we can derive the LMS algorithm for the matrix adaptive filter which is given by

\[
a_{p,q}(n+1) = a_{p,q}(n) + \mu_{p,q} e_p(n) v_p^*(n),
\]

\[
e_p(n) = d_p(n) - y_p(n).
\]

The step-size \( \mu_{p,q} \) and the filter length \( L_{p,q} \) can be chosen by using arguments given in [7], [8] for convergence. We choose a common filter length and step-size for \( a(n) \) which ensure convergence for each constituent filter.

IV. RESULTS

A. Experiment 1

We considered a 2-band UFB with the following analysis filters

\[
\begin{align*}
  H_0(z) &= 4 + 7z^{-1} + 2z^{-2}, \\
  H_1(z) &= 3 - z^{-1} - 1.5z^{-2}.
\end{align*}
\]

A matrix Wiener filter was obtained for \( d = 0 \), which is given by

\[
A(z) = \begin{bmatrix}
  2 & 0 & 0 \\
  3(2z^{-1}) & -9 & 0 \\
  30 & -6(2z^{-1}) & 0
\end{bmatrix}.
\]
A Wiener filter was obtained for $d = 0$, which is given by

$$A(z) = (2594 - 642z^{-1} - 147z^{-2})^{-1} \times \begin{bmatrix} 155.5 - 20z^{-1} & -26 - 6z^{-1} & -31.5 - 5z^{-1} & -40.5 + 51.5z^{-1} & -110 + 36z^{-1} - 33.5 + 5.5z^{-1} \\ 225.5 - 25.5z^{-1} + 28z^{-2} - 4 - 82z^{-1} + 21z^{-2} & 154.5 - 71.5z^{-1} - 7z^{-2} \end{bmatrix}. \tag{30}$$

This Wiener filter is stable. Fig. 4 shows the error vs iteration plot for the adaptive filter where we used the NLMS algorithm with the step-size = 0.45 and the filter length = 15. Table II gives the adaptive filter coefficients at iteration = 12000.

V. CONCLUSION

In this paper, we have studied the reconstruction characteristics of a UFB using an adaptive filter as the synthesis stage.

The input to the UFB was WSS and it was generated using randn() function of Matlab. For the adaptive filter, we used the Normalized LMS (NLMS) algorithm with the step-size = 0.6 and the filter length = 11. Fig. 3 shows the error vs iteration plot for the adaptive filter. It is clear from Table I that the adaptive filter eventually converges to the Wiener filter.

B. Experiment 2

We next considered a 3-band UFB with

$$H_0(z) = 13 - 3z^{-1} + 2z^{-2} - 5z^{-3} - 2z^{-4},$$

$$H_1(z) = 1 - 24z^{-1} - 5z^{-2} + 7z^{-3},$$

$$H_2(z) = -19 + 5z^{-1} + 14z^{-2} + z^{-3} - 8z^{-4}. \tag{29}$$

A Wiener filter was obtained for $d = 0$, which is given by

$$W(z) = (2594 - 642z^{-1} - 147z^{-2})^{-1} \times \begin{bmatrix} 155.5 - 20z^{-1} & -26 - 6z^{-1} & -31.5 - 5z^{-1} & -40.5 + 51.5z^{-1} & -110 + 36z^{-1} - 33.5 + 5.5z^{-1} \\ 225.5 - 25.5z^{-1} + 28z^{-2} - 4 - 82z^{-1} + 21z^{-2} & 154.5 - 71.5z^{-1} - 7z^{-2} \end{bmatrix}. \tag{30}$$

We first derive the matrix Wiener filter for the UFB, and then we obtain a simplified expression for it. This expression is simple enough to draw useful conclusion about convergence of the matrix adaptive filter. Through experimental results, we have shown the behavior of the adaptive filter. Though we used the NLMS algorithm for the adaptive filter, other variants of the LMS algorithm or other algorithms [7] can also be experimented with.
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