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## Abstract

Active learning for object detection is conventionally achieved by applying techniques developed for classification in a way that aggregates individual detections into image-level selection criteria. This is typically coupled with the costly assumption that every image selected for labelling must be exhaustively annotated. This yields incremental improvements on well-curated vision datasets and struggles in the presence of data imbalance and visual clutter that occurs in real-world imagery. Alternatives to the image-level approach are surprisingly under-explored in the literature. In this work, we introduce a new strategy that subsumes previous Image-level and Object-level approaches into a generalized, Region-level approach that promotes spatial-diversity by avoiding nearby redundant queries from the same image and minimizes context-switching for the labeler.

We show that this approach significantly decreases labeling effort and improves rare object search on realistic data with inherent class-imbalance and cluttered scenes.

## 1. Introduction

Training a visual object detector often requires massive amounts of bounding box labels in order to achieve desired performance levels. This data is expensive to collect since the labeling process requires multiple stages of exhaustive searches for the presence of multiple categories and instances. Active learning is an attractive mitigation strategy that aims to label only the most informative samples, achieving a desired performance with less labels. However, applying active learning to visual object detection is not straightforward.

Existing active learning strategies for object detection fall into two distinct approaches. The first, and most prevalent in the literature, takes an Image-level approach that sends a query to the “oracle” labeler in the form of a whole-image for exhaustive labeling, typically selected based on object prediction scores aggregated within each image [17, 6, 2]. This approach becomes very inefficient when valuable rare objects occur in images that also contain hundreds or thousands of common objects.

While Image-level minimizes the total number of images scanned, it is vulnerable to intra-image redundancy: objects within the same image are likely to be similar and

---

### Table 1: Comparison of Active Learning Approaches

| Approach                | Query Region |
|-------------------------|--------------|
| Image-level             | Aggregate img score rank |
| Object-level            | Object scores rank |
| Region-level (ours)     | Obj scores, feats, locs ReAL region scores rank |

---

**Figure 1:** A satellite image example of parked vehicles.  
a) Image-level active detector learning aggregates the informativeness (e.g. entropy) of detected objects into a single score before ranking amongst other unlabeled images and selecting the entire image area as a query to the oracle.  
b) Object-level active detector learning ranks, selects, and queries on single objects only.  
c) Region-level active detector learning (ours) additionally utilizes object features and locations to define and rank regions that are informative in terms of the uncertainty and diversity of the objects they contain.
therefore redundant in terms of little-to-no added information. The Object-level approach, foregoes exhaustive labeling and sends a single candidate object bounding box as a query to the oracle [23, 8]. Object-level increases diversity by breaking the exhaustive labeling assumption, but incurs several costs such as introducing many false negatives to the labeled pool of images, increasing visual search, and maximizing context switching required of the labeler.

In this work, we propose ReAL, a Region-level Active detector Learning approach that selects regions of high informativeness that contain diverse groups of objects while minimizing the query area. ReAL, depicted in Figure 1, finds where neighboring candidate objects have low similarity to one another in terms of feature embeddings from the detection model.

ReAL is agnostic to both the scoring function and the selection strategy, and is thus easily applied to typical active learning methods comprised of a scoring function, selection strategy, or both. Our approach avoids label redundancy without drastically increasing false negatives or total pixels scanned by not being constrained to either extreme of image- or object-level fixed approaches.

In extreme cases of images densely packed with large objects or sparsely, with small objects, ReAL can equate to the Image- or Object-level approaches, respectively.

We evaluate ReAL against the Image- and Object-level baselines with a suite of previously reported Active Learning for detection methods. We additionally present a novel extension of a recent Minimal Active Learning [10] method to handle the detection setting, which we call D-MAL, and which incorporates both uncertainty and diversity as measures of informativeness for detection active learning.

Our natural environment is full of clutter: diverse sets of object classes comprise everyday scenes. However, curated vision datasets aim to reduce clutter in each instance. To demonstrate the efficacy of our method, we evaluate across datasets representing both ends of this spectrum: The classic object detection benchmark COCO 2017 with low object clutter, and the xView dataset containing highly varying levels of object clutter, class imbalance, and label noise. We confirm that ReAL and Object-level performs similarly on COCO 2017, as expected due to the homogeneity introduced by heavy dataset curation. On xView, our ReAL approach dynamically finds image regions with diverse, high-entropy objects to reduce the labeling effort by up to 60% as compared to Object-level and Image-level approaches with an entropy-based method. We also show that ReAL combined with our novel D-MAL method outperforms across multiple methods in terms of detection accuracy and object search with relative improvements of up to 24% and 41%, respectively.

2. Related Work

Although active learning for object detection is a long-standing problem [1, 13, 5, 7], it has remained relatively under-explored compared to active learning for image classification [21, 10, 4, 18, 22, 25, 16, 3, 11, 24]. Sampling strategies developed in the literature either request for full-image annotations [17, 6, 2] or select individual objects to be labeled [23, 8].

Image-level approaches often follow algorithms that were originally proposed for classification settings where they aggregate results computed for different instances in an image to decide whether or not an image should be labeled. Roy et al. [17] used a query by committee approach [20] to query the image with the largest disagreement between the convolutional layers in the object detector backbone. Brust et al. [6] used uncertainty measures on detected bounding boxes to compute a per-image aggregated score. Aghdam et al. [2] proposed an Image-level score that accumulated pixel-level importance scores such that an image with the highest number of false-positive and false negative predictions would be sent to the oracle. Desai et al. [9] proposed an adaptive learning strategy where at each cycle, they first used weakly-labeled data received from the labeler to optimize the model and then switched to a stronger form of supervision as required when further training the model. Kao et al. [12] proposed two metrics to measure object informativeness including ‘localization tightness’ and ‘localization stability’ where the former is based on the overlapping ratio between the region proposal and the final prediction and the latter is based on the variation of predicted object locations when input images are corrupted by noise.

Instance-level methods were introduced to mitigate the costs of full-frame labeling in Image-level strategies. Wang et al. [23] proposed a Self-supervised Sample Mining using pseudo-labeling for enhancing the object detector via the introduced cross image validation, i.e., pasting these proposals into different labeled images to comprehensively measure their values under different image contexts. Desai et al. [8] used two metrics for querying bounding boxes to be labeled including uncertainty associated with classification predictions and coreset method [18] that computed distance based on bounding box feature representations.

3. Region-level Active Learning (ReAL)

We consider the problem of learning a detection model by efficiently selecting the most informative image areas to be labeled by an oracle. We start with an initial pool of images denoted as $L = \{(x_L^j, y_L^j)\}_{j=1}^{N_L}$, where $y_L^j = \{O_{l_j}\}_{l_j=1}^{M_{l_j}}$ is the set of annotations of each image. For a fully-annotated dataset, the initial pool is constructed by randomly sampling from all available annotations, and taking all the images associated with the annotations. We uni-

\[ \text{Size of Region: } \frac{\text{Area of Region}}{\text{Area of Image}} \]

\[ \text{Overlap: } \frac{\text{Area of Intersection}}{\text{Area of Smaller Region}} \]

\[ \text{Localization Tightness: } \frac{\text{Area of Region}}{\text{Area of Region's Smaller Region}} \]

\[ \text{Localization Stability: } \frac{\text{Area of Region}}{\text{Area of Region's Smaller Region}} \]

\[ \text{Localization Robustness: } \frac{\text{Area of Region}}{\text{Area of Region's Smaller Region}} \]

\[ \text{Localization Consistency: } \frac{\text{Area of Region}}{\text{Area of Region's Smaller Region}} \]
formally sample $p\%$ of all annotations per category with a hard cap $k$ on the number of instances. This reflects our prior knowledge of a dataset in that we have more access to the common categories and less to the rarer categories, while avoiding exhausting any category in the beginning. The remaining images constitute the pool of unlabeled data, which is denoted as $X_U = \{x_U\}_{i=1}^{N_U}$ where our goal is to populate a fixed sampling budget, $b$, using an acquisition strategy to query instances from the unlabeled pool ($x_U \sim X_U$).

Given an initial labeled pool of images and any informativeness scoring function, $\psi$, that predicts the potential learning value of a candidate object, ReAL can proceed. ReAL takes detection model predictions as input. We consider these predictions to be candidate objects for potential verification by the oracle.

ReAL introduces optimal query regions. The main idea is to send to the oracle only the image regions that contain the most diverse candidate objects with the highest potential learning value. ReAL makes two main contributions compared to Image-level and Object-level baseline approaches, algorithms 1 and 2. The first component, algorithm 3 lines 7 and 8, defines regions with low candidate object similarity. The second component, line 2, scores regions so that those with high informativeness and low candidate object similarity score higher. These components are described in detail in the following sections.

3.1. Region finding

To find regions dense with diverse objects, we start with each candidate object, $q$, produced by $D(\cdot)$ on all images that have not been fully labeled, $\{X_U \cup X_P\}$. A single candidate object consists of category probabilities $q_c$, bounding box coordinates $q_b$, and a penultimate-layer feature vector $q_f$, all of which correspond to a single object prediction made by the detection model. A region $R$, is defined by a set of candidate objects. Initially, each $q$ is the only candidate object in its corresponding region, $R \leftarrow \{q\}$. More candidate objects are added to $R$ by considering the cosine similarity between $q_f$ and its neighboring candidate objects $\phi(q, n)_{n \in N}$ where $\phi(q, n) = \frac{q_f \cdot n_f}{\|q_f\| \|n_f\|}$. A neighboring candidate object is added to $R$ if its similarity score is less than a threshold, $\alpha$, which we set to 0.5 in our experiments without tuning. Given an image $x$, a detector $D$, and a query candidate object $q$, a region $R$ is defined as

$$R \leftarrow \{q\} \cup \{n \in N \mid \phi(q, n) < \alpha\} \quad (1)$$

The neighboring candidate objects $N$ are determined by a context window surrounding the object. We define this rectangular area $q_a$ to be centered and dependent on the size of $q_b$ as well as the size of the respective image $q_i$. The width and height of $q_a$ are

$$q_{aw}, q_{ah} = \beta (1 - \frac{q_{bw}}{q_{aw}}) \beta q_{aw}, \beta (1 - \frac{q_{bh}}{q_{ah}}) \beta q_{ah} \quad (2)$$

The $\beta$ parameter represents the number of times by which the boundaries of the smallest box size should be extended. For example, a small box should yield a box-image ratio close to zero, thus $\alpha_d$ achieves the nearly full value of $\beta$, while a larger box attains a smaller fraction.

3.2. Region Scoring

Once a region of dissimilar predictions has been established, the region boundaries are determined by drawing the minimum bounding box that contains all $q_b \in R$. Then the
region is scored according to an accumulation of the informativeness and similarity of each query-neighbor pairing.

$$\text{RegionScore}(R) = \psi(q_R) + \sum_{n \in R \setminus \{q\}} (\psi(n)(1 - \phi(q_R, n)))$$  \hspace{1cm} (3)

The term right of the addition subtracts the cosine similarity between query $q_R$, and neighbor $n$, from 1 to reduce the score in the case of high similarity. This value is weighted by the informativeness of the neighbor $\psi(n)$. Then it’s summed across all of the candidate objects in the region excluding the query candidate object, $n \in R \setminus \{q\}$. Finally, the informativeness of the query candidate object is added to attain the region score.

4. Minimim Active Learning for Detection

In this section, we describe our novel extension of the Minimax Active Learning method (MAL) [10] for object detection. D-MAL, depicted in Figure 3. MAL is a semi-supervised active learning method which is originally introduced for classification and segmentation. It has the ability to query samples based on uncertainty using entropy and/or diversity using a classifier that is designed to discriminate the most different samples from those already seen in the feature space. We use this method to analyze the uncertainty and diversity role in active learning for object detection in conjunction with our method approach (see Section 5.2).

Figure 3 illustrates D-MAL architecture for detection which has three major building blocks: (i) a feature encoder ($F$) that attempts to minimize the entropy of the unlabeled data for better clustering. (ii) a distance-based classifier head that adversarially learns per-object weight vectors as prototypes and attempts to maximize the entropy of the unlabeled data (iii) a labeledness head that takes the extracted ROI features as input and predicts which pool each object belongs to. D-MAL leverages both the labeled and unlabeled objects by performing the minimax entropy optimization in a semi-supervised learning fashion which is easy to train and does not require labels.

The intuition behind D-MAL is that while the feature extractor minimizes the entropy by pushing the unlabeled objects to be clustered near the prototypes, the classifier increases the entropy of the unlabeled objects, and hence makes them similar to all class prototypes. On the other
Figure 3: Our D-MAL pipeline using a Faster-RCNN detector. Both labeled and unlabeled data feed into the Faster-RCNN’s backbone architecture $F$ as the feature extractor. We have added an extra head to the original Faster-RCNN architecture which is trained to predict labeledness which refers to whether an object has been labeled or not. The original classifier head is also replaced with a normalization layer followed by a cosine similarity-based classifier $C$ which is trained to maximize entropy on unlabeled objects, whereas $F$ is trained to minimize it. We have evaluated D-MAL with Image-level, Object-level, and our proposed Region-level selection strategies.

hand, they both learn to classify the labeled objects using a cross-entropy loss, enhancing the feature space with more discriminative features. We train the labeledness head along with the classifier and the box regressor heads to predict whether an object has been labeled or not for each box. In an Object-level approach, D-MAL queries objects which (i) are predicted as unlabeled with high confidence by the labeledness head and (ii) achieved high entropy by the classifier will be sent to the oracle. In ReAL approach however, the labeledness and entropy scoring functions are used as a basis to find and score multi-object regions. In terms of Algorithm 3, the D-MAL informativeness function is a combination of the labeledness and entropy components: $\psi(\cdot) = \psi_l(\cdot) + \psi_H(\cdot)$. These informativeness scores are combined with measures of similarity between object candidates that are computed as the cosine similarity between normalized feature embeddings extracted from the Faster-RCNN model by the ROI Feature Extractor depicted in Figure 3.

5. Experimental setup

In this section we review the details of our experimental setting, benchmark datasets, and baselines used in our evaluation as well as the implementation details.

5.1. Datasets

We have evaluated our ReAL approach on xView [14] as one of the largest publicly available datasets of overhead imagery, as well as COCO 2017, [15] which is a common object detection benchmark. Below we describe the qualities of xView that make it a good benchmarking set for Active Learning for cluttered scenes and contrast it with COCO 2017. We also provide details on pre-processing, choice of performance metrics, and training hyper-parameters for both datasets. License and privacy details for xView and COCO 2017 are discussed in [14, 15].

xView [14]. xView consists of 846 large satellite images that range from 2500 to 3500 pixels². 60 classes of objects are exhaustively labeled with bounding boxes for a total of ~ 1M labeled object instances. The class-level breakdown of these instances follows a long-tail distribution, with two categories numbering in the hundreds of thousands, and many others in the hundreds or even tens. By comparison, all categories of the COCO 2017 dataset have at least 1000 instances.

Data pre-processing for xView. In our experiment, we make some adjustments to the xView dataset for the purposes of data processing and evaluation. First, we join some child classes so that low-shot categories have enough instances for robust evaluation, which yields 35 total object categories. Second, we break the large images into smaller $512 \times 512$ tiles so that the small batches will fit in GPU memory during training. Our version has 19,631 image tiles of size $512 \times 512$ and 418,217 total labels in the train set and 6,910 tiles and 158,811 labels in the validation set.

xView clutter and imbalance. Our version of xView retains the drastic data imbalance and clutter with the top two categories containing over 100,000, 23 categories containing less than 1,000, and 7 categories containing less than 100 instances. With 20.6 objects on average, the image tiles of xView appear highly cluttered compared to the COCO 2017 dataset which has 7.7 objects on average spread across larger images. xView image tiles also reach a much higher maximum clutter compared to COCO 2017. Whereas COCO 2017 images cap out at 15 object per image, xView image tiles reach drastically higher levels of density: The top-10% of xView image tiles contain an average of 101 objects and the most cluttered image tiles in xView contain over 500 objects.

COCO 2017 [15] We use the 2017 version of COCO which consists of 118,287 images and 860,001 objects in the training set, and 5,000 images and 36,781 objects in the test set. On average, the COCO dataset contains 7.7 object
instances per image. This amount is less than would naturally occur since the strategies employed in the dataset curate explicitly avoided annotating more than 10-15 object instances within a single image [15]. During training and testing, we resize the images with a minimum short side 704 and a maximum long side 1333 while keeping the aspect ratio.

Performance measurement. We measure the performance on the xView and COCO 2017 datasets by calculating the Average Precision (AP) at an IoU threshold of 0.5. This moderate threshold level is preferred over the stricter 0.75 or 0.5 : 0.95 thresholds because it is less sensitive to miniscule box shifts at the scale of the smallest object sizes in both datasets. Both datasets are evaluated in low data regimes in the early splits, e.g. 100 labels per category, and a less stringent metric allows for better differentiation in challenging conditions.

Object detector architecture and training details. All model-based methods (D-MAL, entropy, and model-based random) for all approaches use a Faster-RCNN detector with a ResNet-50 backbone with Feature Pyramid Network (FPN). With the first two layers frozen, each FRCNN detector is trained on a GeForce RTX 2080 Ti (11GB). All experiments are trained 5 times with unique random seeds and the mean reported. The COCO 2017 experiments were trained for 30 epochs with a batch size of 2, learning rate 0.01, using an SGD optimizer. The learning rate is reduced by 0.1 at 22 and 28 epochs. The xView experiments were trained for 30 epochs with a batch size of 4, learning rate 0.01, using an SGD optimizer. The learning rate is reduced by 0.1 at 25 and 28 epochs.

In our experiments, we use four active learning methods among the three approaches. These methods vary in their scoring functions and selection strategies. We briefly describe each active learning method below and provide more approach-specific details in the next section, 5.2.

1. Minimax Active Learning for Detection (D-MAL). We use our novel extension of MAL for object detection which was described in Section 4.

2. Maximum Entropy (MaxEnt) [19] prioritizes objects with the highest entropy (in the Object-level approach) or images with the highest aggregated entropy score (in the Image-level approach) to be labeled.

3. Model-based Random (ModelRand) randomly selects from the set of all objects predicted by the detection model. Note that no score is computed or employed in this method. Despite its simplicity, model-based random selection is surprisingly competitive in many active learning benchmarks. We use this baseline for only the Object-level and ReAL approaches.

4. Model-free Random (Random) purely random selection strategy used for the Image-level approach. Without any model input, images are selected at random for exhaustive labeling.

5.2. Active learning approaches setup

In this section, we describe the setup of the two baseline approaches Image-level and Object-level, and our proposed Region-level approach, ReAL. For each approach, we describe the oracle querying process, including any relevant distinctions between active learning selection methods to which the approaches are applied.

Image-level. The Image-level approach selects one image at a time to be exhaustively labeled by the oracle until the budget in terms of individual labels is reached, marking the end of a single split. Each model-based selection method computes an Image-level informativeness score based on the object predictions made by the respective model. No score is computed for the Random baseline method. While the informativeness scores at the object level may differ across methods, the Image-level aggregation method is the same: we take the mean of all object informativeness scores to get a single Image-level score. The baseline methods evaluated in the Image-level approach are: Maximum Entropy, and Random.

Object-level. The Object-level approach selects one predicted object instance at a time to be labeled by the oracle. A label is only returned if a ground-truth instance of any category exists in its location that has any Intersection-over-Union (IoU) score of 0.25, or greater, with the predicted query box. If there are multiple ground truth boxes intersecting the query, then the one with the highest IoU with the ground truth is selected regardless of the predicted category of the query. For each Object-level query to the oracle, one of two interactions occurs: either a ground-truth bounding box label is returned, or the oracle determines that no ground-truth bounding box label exists in the location of the predicted query box and no label is returned. Without accounting for the latter type of interaction, a vastly inefficient random query predictor would falsely exhibit comparable performance to a model that randomly selected among accurate predictions, hiding the fact that it could require orders of magnitude more interactions. The baseline methods evaluated in the Object-level approach are: Maximum Entropy, and Model-random. Maximum Entropy is essentially the same as in Image-level, but without the Image-level aggregation. Each predicted object in the unlabeled pool is ranked and sent as queries to the oracle in order of descending predicted informativeness. Model-random selects randomly shuffled predictions made on the unlabeled pool to send as queries.

Region-level. Our proposed Region-level approach, ReAL, selects one image region at a time to be labeled by the oracle. A single region can encompass any single rectangular area within an image including, but not limited to, a single
Figure 4: xView AP50 results for our splits in terms of the total labels applied by the oracle including background instances. Our ReAL approach significantly boosts the performance of entropy-based methods in cluttered scenes over an Object-level approach. Performance is low for both datasets since we’re evaluating with relatively few instances per class and no data augmentation.

Figure 5: Active search for rare objects on the xView dataset. This plot shows the results after four active splits with a budget of 1500. ReAL with MaxEntropy method outperforms Image-level and Object-level approaches by a significant margin.

6. Results

We discuss our results for all approaches and methods.

xView. We evaluate performance on the xView dataset [14]. The ReAL approach makes significant improvements in terms of both Average Precision (AP50) and Rare Object Search (ROS) over Image-level and Object-level approaches. Figure 4 demonstrates that the ReAL approach can improve the performance of a model-based uncertainty method by reaching a 42% relative improvement over the Object-level baseline (3.1% to 4.4%). ReAL achieves similar performance within the first split compared to what Object-level achieves by the final split i.e. ReAL can match the performance of Object-level with 60% less labeling effort by the oracle. We see a striking difference in performance of the active learning approaches between xView and COCO 2017. While ReAL performs similar to the baseline on COCO 2017 (details below), it outperforms on xView, where heavy object clutter and class imbalance are prevalent.

Table 1 shows the performance of all approaches and methods on the xView benchmark. The ReAL approach outperforms across all splits for both the Maximum Entropy (MaxEnt) and D-MAL methods. In the final split, ReAL (D-MAL) improves over the strongest baseline, Object-level (ModelRand), by a 24% relative increase in AP50 (3.7% to 4.6%). Furthermore, ReAL (D-MAL) reduces the labeling effort by up to 50% considering it takes Object-level (ModelRand) until Split 3 to reach the accuracy achieved by ReAL (D-MAL) in Split 1.

Table 2 breaks down the results into the top-10 most common, bottom-10 rarest, and middle-10 categories in the xView dataset. The ReAL approach outperforms the baseline approaches in the middle-10 and rarest categories in terms of ave. precision. ReAL (D-MAL) shows a relative improvement over the strongest baseline of 12.3% in the middle-10 categories and 133% in the rarest categories.

In terms of rare object search, ReAL outperforms across all category breakdowns for both the Maximum Entropy (MaxEnt) and D-MAL methods. ReAL (MaxEnt) finds 8.7% more rare objects (a 28% relative increase) over the strongest baseline (Image-level MaxEnt) in the last split. In the middle-10 categories, ReAL (D-MAL) finds 5.8% more objects (a 41% relative increase) over the strongest baseline, Object-level (ModelRand), in the last split. Surprisingly, even in the most common categories, ReAL finds a higher percentage of the total instances in the dataset. This can be explained by Image-level spending its labeling budget on the top-2 most common categories, buildings and...
Approach (Method) | Split 0 | Split 1 | Split 2 | Split 3 | Split 4
--- | --- | --- | --- | --- | ---
Image-level (Random) | 1.7 (0.3) | 2.0 (0.3) | 2.4 (0.2) | 2.0 (0.3) | 2.4 (0.2)
Image-level (MaxEnt) | 1.7 (0.3) | 2.0 (0.3) | 2.2 (0.2) | 3.1 (0.2) | 3.7 (0.2)
Object-level (ModelRand) | 1.7 (0.3) | 2.9 (0.2) | 3.4 (0.2) | 3.9 (0.4) | 3.7 (0.3)
Object-level (MaxEnt) | 1.7 (0.3) | 2.6 (0.2) | 2.8 (0.2) | 3.0 (0.4) | 3.1 (0.5)
ReAL (ModelRand) | 2.8 (0.1) | 3.7 (0.3) | 4.2 (0.4) | 4.1 (0.2) | 4.6 (0.2)
ReAL (MaxEnt) | 3.2 (0.3) | 4.0 (0.2) | 4.0 (0.4) | 4.4 (0.4) | 4.6 (0.2)
ReAL (D-MAL) | 2.8 (0.1) | 3.7 (0.3) | 4.2 (0.4) | 4.1 (0.2) | 4.6 (0.2)

Table 1: Active learning performance results across approaches and methods on the xView dataset. We use a budget of 1500 labels (initial and otherwise) and report the mean across five seeds with standard deviation in parentheses. ReAL outperforms across all splits for both the Maximum Entropy (MaxEnt) and D-MAL methods.

| Approach (Method) | Top-10 categories | Middle-10 categories | Bottom-10 categories |
| --- | --- | --- | --- |
| | AP50 % / Labeled % | AP50 % / Labeled % | AP50 % / Labeled % |
| | | | |
| Image-level (Random) | 0.5 / 1.76 | 4.3 / 7.53 | 0.1 / 20.2 |
| Image-level (MaxEnt) | 0.6 / 1.76 | 4.2 / 7.53 | 0.1 / 20.2 |
| Object-level (ModelRand) | 0.5 / 1.76 | 4.1 / 7.53 | 0.1 / 20.2 |
| Object-level (MaxEnt) | 0.5 / 1.76 | 4.3 / 7.53 | 0.1 / 20.2 |
| ReAL (ModelRand) | 0.5 / 1.76 | 4.2 / 7.53 | 0.1 / 20.2 |
| ReAL (MaxEnt) | 0.5 / 1.76 | 4.2 / 7.53 | 0.1 / 20.2 |
| ReAL (D-MAL) | 1.1 / 1.76 | 6.6 / 7.53 | 1.0 / 20.2 |

Table 2: Performance on the top-10 (most common), middle-10, and bottom-10 (rarest) category groupings in terms of total instances in the xView dataset. ReAL outperforms the baselines across all splits in the middle-10 and rarest categories in terms of accuracy (AP50) and object search (Labeled %).

Cars which outnumber the other most common categories by an order-of-magnitude i.e. it cannot avoid oversampling these two categories. ReAL avoids this pitfall and more than makes up the difference in the remaining 8 most common categories. COCO 2017. Performance on the COCO 2017 benchmark is indistinguishable between Object-level and ReAL. After 4 splits with a budget of 2500 both ReAL and Object-level reach an Average Precision at 50% IoU (AP50) of 3.3%. This is somewhat expected since COCO is significantly less cluttered and more balanced across categories than the less-curated xView. This was our motivation for evaluating on the xView dataset with minimal pre-selection and highly cluttered images.

7. Conclusion

Existing approaches to active learning for detection adopt either an Image-level approach, whereby selected images are exhaustively labeled, or an Object-level approach, where single object candidates are sent to an oracle. Both of these can be suboptimal in real-world situations. We introduced a new Region-level approach that subsumes the Image- and Object-level approaches into a generalized approach that allows region-level selection and promotes spatial-diversity by avoiding nearby redundant queries from the same image. In addition, we developed a novel detector variant of a recently introduced minimax active learning method that balances diversity and uncertainty measures.
We show that our approaches significantly decrease labeling effort on natural, real-world data with inherent class-imbalance and cluttered scenes.
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A. Breakdown of active learning methods

Table 3: We evaluate ReAL against Image- and Object-level baseline approaches on four active learning methods of various scoring functions and selection strategies. Two types of random methods are included, one that samples randomly over model object predictions and the other samples entire images at random.

| Method          | Scoring function | Selection strategy | Model based |
|-----------------|------------------|--------------------|-------------|
| MAL             | Entropy, $E$; Labeledness, $L$ | Min. $L$, Max. $E$ | yes         |
| Maximum Entropy | Entropy, $E$     | Max. $E$            | yes         |
| Model-random    | None             | Random selection   | yes         |
| Random          | None             | Random selection   | no          |

B. xView details

**Image resolution.** xView images are captured on MAXAR satellite platforms that image the Earth from an altitude of 617km. Despite featuring the highest resolution of any commercial platform, 0.3-0.5m, many object categories appear at low resolutions due to their relatively small physical size. In addition, MAXAR satellite images undergo a post-processing to adjust for geospatial registering and panchromatic sharpening, which adds more pixel noise and artifacts.

**Image redundancy.** In addition to extreme class imbalance, xView exhibits image redundancy rarely captured in common benchmarking datasets. Since the original xView images are quite large, a significant portion of the small tiles will contain ‘dead’ space in the form of images over uniform terrain such as open sea or desert which contain little, if any, objects of interest.

This aspect of xView captures the realistic quality that data is almost always over-collected. That is, much more data gets collected than is needed or that could be practically labeled. Active learning becomes substantially more valuable in this case, since (purely) random sampling will do nothing to avoid selecting such redundant images.

**Class imbalance.** See table 4 for a list of xView category names with corresponding instance and image counts.