Modeling and characterizing stochastic neurons based on in vitro voltage-dependent spike probability functions
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Abstract. Neurons in the nervous system are submitted to distinct sources of noise, such as ionic-channel and synaptic noise, which introduces variability in their responses to repeated presentations of identical stimuli. This motivates the use of stochastic models to describe neuronal behavior. In this work, we characterize an intrinsically stochastic neuron model based on a voltage-dependent spike probability function. We determine the effect of the intrinsic noise in single neurons by measuring the spike time reliability and study the stochastic resonance phenomenon. The model was able to show increased reliability for non-zero intrinsic noise values, according to what is known from the literature, and the addition of intrinsic stochasticity in it enhanced the region in which stochastic-resonance is present. We proceeded to the study at the network level where we investigated the behavior of a random network composed of stochastic neurons. In this case, the addition of an extra dimension, represented by the intrinsic noise, revealed dynamic states of the system that could not be found otherwise. Finally, we propose a method to estimate the spike probability curve from in vitro electrophysiological data.
1 Introduction

Modeling the nervous system is challenging not only due to the size of the brain \[1\] but also because of the complex patterns of neuronal connectivity across the different brain regions \[2\]. Such intricate structure is successful in processing diverse types of information: motor activities, face recognition, cognition, etc. However, the complex degree of organization gives rise to a susceptibility to several sources of noise \[3\], which range from channel noise \[4,5,6\] to synaptic noise \[7,8\] and network noise \[9,10\]. Noise may also lead to a decrease in the accuracy of brain connectivity inference \[11\]. It is therefore important to model neurons taking into account such stochastic internal and external sources to study their effects on information processing.

The influence of noise on neurons is well documented experimentally. In vitro electrophysiological recordings show that when a given neuron is stimulated many times by the same input, its response is not the same across trials. There is variability in the spike times \[3,12,13\], though the mean spike count over the stimulation time is approximately constant. One of the sources of this variability is the intrinsic stochasticity present in the ion channels at the neuronal membrane \[3,5\]. The effects of the intrinsic noise can be observed as subthreshold voltage fluctuations \[14\] that might affect action potential emission timing \[15,16\], threshold variability \[17,18\], and the probability of spontaneous spikes \[19\]. It is possible to reduce the neuronal spike variability by increasing the number of ionic channels in the membrane \[5\], but there is always a trade-off between the number of ion channels, ion pumps, and their metabolic cost \[20,21\].

How the brain deals with the presence of noise to produce reliable processing is not known. A possible explanation is that the minimization of the influence of noise would be done by averaging over neuronal populations. According to this mechanism, neurons would harness the redundancy present in the input signal to represent it using a population coding that when averaged would reduce the influences of individual sources of noise \[3\]. It was shown that adding a fluctuating signal to a DC input current increases the reliability of spike times across trials (the fluctuating signal must be the same across trials, hence it is called “frozen signal”) \[22,23\]. This could be a way whereby a given neuronal population would respond reliably to oscillatory inputs coming from other brain regions \[24\].

Much is argued about the functional role of noise in the brain \[3,25,26\]. Experiments show that channel noise may be crucial to: (i) determine reliability in spike times \[27\]; (ii) influence the dynamics of entorhinal cortex neurons \[28\]; (iii) cause changes in firing patterns of sensory neurons \[29,30\]; and (iv) perithreshold oscillations in entorhinal stellate neurons \[31\]. The fact that the brain seems to use noise in certain functions might be due to its evolution under the influence of noise \[3,32\]. An interesting example in this direction is the phenomenon of stochastic resonance (SR), where non-linear systems can optimally enhance the detection of low-amplitude oscillatory inputs for a certain level of noise \[32,33\]. This phenomenon has been observed both experimentally \[34,35\], and theoretically \[36,37\].

The introduction of noise in models can be done in different ways. A standard approach is to consider a deterministic model, which obeys a set of differential equations, and add stochastic processes as input sources. Alternatively, spikes can be randomly generated by modeling the neuron as an intrinsically stochastic element. These ways of modeling may be equivalent in particular situations such as when a deterministic system has a stochastic threshold, mimicking the so-called escape rate model \[38,39\], or by introducing voltage-dependent spike probability functions \[40,41\]. Although...
such functions are usually theoretically selected, they can be determined based on
electrophysiological recordings [42]. In the present work, we describe an intrinsically
stochastic neuron model that takes into account functional neuronal mechanisms such
as stochastic resonance. We also show how this model can be used as a tool to study
the relationship between stochasticity at the single neuron level and network behav-
ior. Additionally, we propose a method by which the firing probability function can
be estimated from electrophysiological recordings.

This paper is organized as follows: In the methods section we introduce the
stochastic neuron model using an exponential voltage-dependent spike probability
function [42]. Then, in the results section we study the behavior of the single neuron
focusing on what phenomena the intrinsic noise can reproduce. Next, we use these
neurons to implement a stochastic version of a well-know network with random ar-
chitecture [43]. We evaluate how the intrinsic noise changes the network behavior
as a function of its parameters, namely the frequency of the background input and
the relative strength of inhibitory synapses. Finally, we suggest a method to extract
the spike probability function from electrophysiological data. We finish the paper by
discussing the main results observed and possible applications of our description.

2 Methods

2.1 Single neuron model description

The subthreshold dynamics of the neuron model follows the “leaky integrate-and-fire”
(LIF) formalism, and is given by Eq. 1.

\[
\frac{dV(t)}{dt} = -\frac{V(t) - V_r}{\tau_m} + \frac{I_{\text{inj}}(t)}{C_m}
\]

where \(V\) is the membrane potential, \(C_m\) is the membrane capacitance, \(V_r\) is the resting
membrane potential, \(I_{\text{inj}}\) is an external current injected into the neuron, and \(\tau_m\) is
the membrane time constant.

To implement an action potential, the LIF model defines a threshold voltage \(V_{\text{th}}\)
and sets a reset rule so that every time \(V\) crosses \(V_{\text{th}}\) it is considered that the neuron
fired. In the model that used here, the emission of a spike is stochastic and depends
on a voltage-dependent firing intensity [44,38] \(\phi(V)\), which will be called here “spike
probability function”, defined by Eq. 2.

\[
\phi(V) = \frac{1}{b} \exp \left( \frac{V - V_{1/2}}{a} \right),
\]

where \(V_{1/2}\) is the voltage at which \(\phi(V) = 1/b\), and \(b\) and \(a\) are parameters [42].
After emitting a spike the membrane potential is held at the reset value, \(V_{\text{reset}}\), for
the absolute refractory time \(\tau_{\text{ref}}\). Notice that the stochasticity level is controlled by
the parameter \(a\), which will be called “intrinsic stochasticity” parameter.

2.2 Network model

The network model used in the present work follows the random connectivity scheme
of the classic model of Brunel [43]: \(N\) neurons are divided into two populations where
\(N_e = 0.8N\) are excitatory neurons and \(N_i = 0.2N\) are inhibitory neurons. Each neuron
receives \(C = 0.1N\) connections chosen randomly with the imposition that \(C_e = 0.8C\)
are excitatory and \(C_i = 0.2C\) are inhibitory.
Apart from the internal connections of the network, each neuron receives $C_{ext} = C_e$ synaptic inputs from an external, not explicitly modeled, population, with the same synaptic weight (equal to the internal connection weight $J$, see below). These inputs are modeled as independent Poisson processes with homogeneous rate $\nu_{ext}$.

In this model the synaptic input from the pre-synaptic neuron $j$ to the post-synaptic neuron $i$ is given by Eq. 3.

$$\frac{I_{i,\text{syn}}}{C_m} = \sum_j J_{ij} \sum_k \delta(t - t_{j,k}^{f} - d),$$ (3)

where $J_{ij}$ is the synaptic weight of the $j \rightarrow i$ connection, $t_{j,k}^{f}$ is the time of the $k$th spike from neuron $j$, and $d$ is the transmission delay. All excitatory connections have the same weight $J$. For the inhibitory connections the weight is multiplied by the factor $-g$, called the relative strength of inhibitory connections. All fixed parameters are shown in Table 1.

| $V_{th}$ | $V_r$ | $V_{reset}$ | $\tau_m$ | $\tau_{ref}$ | $N_e$ | $N_i$ | $C_e$ | $C_i$ | $J$ | $d$ |
|---------|-------|-------------|----------|-------------|------|-------|-------|-------|-----|-----|
| 20 mV   | 0 mV  | 10 mV       | 20 ms    | 2 ms        | 10000| 2500  | 1000  | 250   | 0.1 mV | 2 ms |

All codes used to implement the neuron and network models were written in Python. The implementation of neuron and network models were done using the neurosimulator Brian 2 [45]. The codes are available at: github.com/ViniciusLima94/stochastic_neuron_model.

### 2.3 Spike-train statistics

The spike train $x(t)$ of a given neuron is defined as $x(t) = \sum_{\{t^f\}} \delta(t - t^f)$, where $\{t^f\}$ is the set of spike times of the neuron and $\delta(t)$ is the Dirac delta function.

The mean spike-count (firing rate) over a time interval $T$ can be obtained from the spike-train as $f = (1/T) \int_T x(t) dt = N_{spikes}/T$.

The irregularity of a spike-train is measured with the coefficient of variation (CV) of the interspike intervals (ISIs), defined by $CV = \sigma_{\langle ISI \rangle}/\langle ISI \rangle$, where $\sigma_{\langle ISI \rangle}$ is the standard deviation and $\langle ISI \rangle$ is the mean of the distribution of ISIs. The neuron is considered to fire irregularly if $CV \gtrsim 1$, and regularly if $CV \ll 1$.

To quantify the degree of synchrony among neurons in a network, we use the phase locking value (PLV) which is a standard measure to evaluate phase synchronization [46,47,48,49,50]. We define the PLV as the average over $K$ neuron pairs and $T$ sample time points:

$$\text{PLV} = \frac{1}{K} \sum_{\{ij\}} \left| \sum_T e^{i \Delta \Phi_{xy}(t)} \right|,$$ (4)

where $\Delta \Phi_{xy}(t)$ are the phase differences $\Phi_x(t) - \Phi_y(t)$ from two randomly chosen spike-trains ($x(t), y(t)$) that are obtained using the Hilbert transform. The PLV is bounded between 0 (asynchronous) and 1 (synchronous).

To quantify whether there is oscillatory activity or not in the network we compute the spectral entropy $H_S$, defined by Eq. 5

$$H_S = -\frac{\sum_{k=0}^m S_{xx}(f) \ln(S_{xx}(f))}{\ln N_f} \ln N_f$$ (5)
where $S_{xx}(f)$ is the averaged spike-train power spectrum computed via Fourier transform and $N_f$ is the number of frequencies in the power spectrum. $H_s$ is constrained between 0 (all the power concentrated in a single frequency) and 1 (flat broadband spectrum).

The correlation coefficient between the spike-train $x(t)$ and a given input signal $S(t)$ is computed as $CC = \frac{cov(x, S)}{\sqrt{\text{var}(x)\text{var}(S)}}$ [51].

2.4 Electrophysiological Recordings

The following refers to the experimental data used to fit the spike probability function. Whole-cell patch clamp recordings were conduct using male wistar rats with 20 – 25 postnatal days. All animal were kept at 12:12 h light-dark cycle in an animal house (Institute of Biomedical Sciences - University of São Paulo) with temperature adjusted for $23^\circ\text{C} \pm 2^\circ$ with free access to food and water. All procedures were accepted by the Institutional Animal Care Committee of the Institute of Biomedical Sciences, University of São Paulo (CEUA ICB/USP n. 090, fls. 1º).

Once animals were anesthetized by means of isoflurane inhalation (AErrane; Baxter Pharmaceuticals) they were decapitated and the brain was quickly removed and subsequently submerged in cooled (0 – 2°C) oxygenated (5% CO2-95% O2) cutting solution (in mM): 206 sucrose, 25 NaHCO3, 2.5 KCl, 10 MgSO4, 1.25 NaH2PO4, 0.5 CaCl2, and 11 D-glucose). Before slices preparation, cerebellum and brain hemispheres were removed. Both brain hemispheres were than glued in a metal platform and sectioned using a vibratome (Leica- VT1200). 350-400µm brain slices were obtained by advancing the vibratome blade (0.08mm/s, amplitude 0.95mm) from anterior-posterior orientation. Slices were rapidly transferred to a chamber containing an oxygenated (5% CO2-95% O2) artificial cerebrospinal fluid (ACSF; in mM): 125 NaCl, 25 NaHCO3, 3 KCl, 1.25 NaH2PO4, 1 MgCl2, 2 CaCl2, and 25 D-glucose). Slices were kept oxygenated at room temperature (20-25°C) for at least one hour before proceeding with electrophysiological recordings.

Brain slices containing the hippocampal formation were placed in a submersion-type recording chamber upon a modified microscope stage. All procedure was realized with a maintained constant perfusion of oxygenated ACSF (5% CO2-95% O2) at 30°C. Patch-clamp whole-cell recordings were made from pyramidal-shape neurons positioned in CA1 pyramidal layer. Recording pipettes were manufactured from borosilicate glass (Garner Glass) with input resistances of $\approx$4-6 M$\Omega$. Pipettes were filled with intracellular solution (in mM): 135 K-gluconate, 7 NaCl, 10 HEPES, 2 Na2ATP, 0.3 Na3GTP, 2 MgCl2; at a pH of 7.3 adjusted with KOH and osmolality of 290 mOsm. All experiments were performed using a visualized slice setup under a differential interference contrast-equipped Nikon Eclipse E600FN microscope. Recordings were made by using a Multiclamp 700B amplifier and pClamp software (Axon Instruments). Only recordings from cells that presented spontaneous activity with membrane potentials lower than -60 mV, access resistance lower than 20 M$\Omega$, and input resistance higher than 100 M$\Omega$ and lower than 1000 M$\Omega$ were analyzed. In order to identify different spiking patterns (regular, tonic, or bursting spike) cells were injected with depolarizing currents. Neuronal spontaneous activity was assessed by 10 minutes of continuous recordings in current-clamp mode.
3 Results

3.1 Single neuron

In this section we will focus on the single neuron level analysis of the stochastic model, primarily aiming to verify if the model reproduces well known phenomena. Particularly, we reproduce the phenomenon of stochastic resonance due to intrinsic noise. In this analysis we use $b = 27$ in Eq. 2.
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**Fig. 1.** Computing the reliability of the single neuron model. (a) Raster plot (top) and PSTH (bottom) for 50 trials (chosen out of 10000) in which the simulated neuron received the same constant DC input current of 400 pA as stimulus (middle). In the raster plot, time is shown in the horizontal axis and trial number along the vertical axis. The dots indicate spike times. The PSTH is the histogram of the number of spikes for time intervals of length $\Delta t = 1$ ms divided by the number of trials and $\Delta t$. (b) Same as in (a) but now the neuron received a fluctuating input $I_{\text{noise}}$ (see text) with noise level $\eta$. We used $\eta = 7$ in the plot. (c) Plot of the reliability $R$ of the stochastic neuron receiving a constant DC current of 400 pA plus an external noise input $I_{\text{noise}}$ as a function of the noise level $\eta$. The reliability is defined as the sum of the number of spikes in each bin over all bins divided by the total number of spikes possible (at most one spike can occur per bin per trial). We do this only for bins where the activity is greater than 70% of the highest rate in the PSTH.

The stochastic behavior of the neuron model can be seen by inspecting the raster plot, which shows spike times for successive presentations of the same stimulus. Fig. 1(a) shows the raster plot when the stimulus is a constant DC current $I_{\text{DC}} = 400$ pA. One can see that the spike times across trials are highly variable, and the peri-stimulus time histogram (PSTH) at the bottom is “flat” indicating that the spike times are not reliably reproduced over trials.

Next, we add an external noise input $I_{\text{noise}}$ to the DC current. This input is given by $I_{\text{noise}} = \eta \xi(t)$, where $\xi(t)$ is a Gaussian white noise process with zero mean and standard deviation $\eta$ (noise level) in mV/ms. The raster plot when the noise level is $\eta = 7$ mV/ms is shown in Fig. 1(b). The corresponding PSTH (bottom panel) shows several peaks indicating that the spike times tend to be more repeatable across trials.

To quantify the reliability of spike times as a function of the noise level, we use the “reliability” measure $R$ introduced by Mainen and Sejnowski [22], which is defined as the fraction of the maximum number of possible spikes in periods of high firing rates. Fig. 1(c) shows the reliability measure as a function of $\eta$. $R$ grows monotonically towards 1 as $\eta$ increases, replicating, at least qualitatively, the behavior observed experimentally by Mainen and Sejnowski (see Fig. 2C of [22]). This differs from a deterministic model, e.g. the LIF model, where for $\eta$ sufficiently high the reliability would be one, and zero otherwise.

Our next step is a study of stochastic resonance (SR). SR is a phenomenon in which the detection of oscillatory subthreshold signals in a non-linear system is enhanced...
by the presence of an optimal level of noise. Usually, SR is detected by plotting the signal-to-noise ratio (SNR) of a signal as a function of the noise level. Systems that exhibit SR show a maximum in the SNR for a noise level greater than zero [32]. Here we are interested in testing whether the intrinsically stochastic neuron model is capable of manifesting SR. Experimental [52] and computational [37] works show that channel noise is capable of generating SR. To do so, we vary the intrinsic stochasticity parameter \( a \) in Eq. 2 and, to measure the resonance, instead of the SNR we compute the correlation coefficient (CC) between the neuron spike train for each trial and a sinusoidal subthreshold input with frequency of 10 Hz and amplitude \( I_a = 300 \) pA as a function of \( a \).
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**Fig. 2.** Stochastic resonance in the single neuron model. (a) Correlation coefficient (normalized by its maximum) between the neuron spike train and a sinusoidal input current of frequency 10 Hz and amplitude \( I \) as a function of the intrinsic stochasticity parameter \( a \) (see Eq. 2). Three different values of \( I \) were used (shown on the upper right corner of the plot): 0.1 (blue), 0.3 (orange) and 0.6 nA (green); the first two correspond to sub-threshold stimuli and the latter to a supra-threshold stimulus. (b) Map of the correlation coefficient as a function of the intrinsic stochasticity \( a \) and the noise level \( \eta \) of the fluctuating signal added to the sinusoidal input. The dashed rectangles indicate regions A and B (see text).

In Fig. 2(a), we show the CC (normalized by its maximum) as a function of \( a \) for three different values of \( I_a \). For subthreshold amplitudes (\( I_a = 100 \) and 300 pA) the neuronal response displays SR, visualized as a maximum in the CC for \( a \approx 5 \) mV. On the other hand, for a suprathreshold amplitude (600 pA) the resonance peak vanishes, indicating that the inclusion of noise does not act as an agent to facilitate signal detection in this scenario. The reason for the latter effect is easily explained by the fact that the higher the current the higher the spike frequency over all values of \( a \). Resonance is the amplification of a signal in an intermediate stochastic value \( a \). For that, the signal-to-noise ratio can not be high. For stronger currents it is expected that the signal will achieve a state where firing is found over all values of \( a \) in a way that there will be no amplification when noise is present (high signal-to-noise ratio). In this particular case for 600 pA, the current is already above the rheobase (firing at high frequencies) and the noise only adds to the input current, thus not acting as a spike-facilitator mechanism (such as in SR).

Further, we compare the effects of obtaining SR via an extrinsic noise term \( I_{\text{noise}} \) added to the sinusoidal input and via the intrinsic noise of the neuron model. In Fig. 2(b) we show the CC as a function of two parameters: the noise level \( \eta \) of the external noise input and the intrinsic stochasticity level \( a \). For a deterministic neuron model \( (a = 0) \), the maximum of CC occurs for \( 12 \leq \eta \leq 13 \) (see region A in
Interestingly, for intrinsically stochastic neuron models \((a > 0)\) the region where external noise causes SR is amplified (see region B in Fig. 2(b)). This suggests that SR becomes more robust as a function of the joint effect of the intrinsic and extrinsic stochasticity sources.

Results of an extended characterization of the behavior of the stochastic neuron model in the presence of a noiseless oscillatory input signal are shown in Fig. 3. Raster plots and PSTHs are shown in Figs. 3(a1,b1,c1) and Figs. 3(a2,b2,c2) respectively. For a value of the intrinsic stochasticity parameter \(a\) below resonance \((a = 2 \text{ mV})\), the raster plot displays a low frequency periodic firing with few spikes during the peak phases of the oscillatory input. The corresponding PSTH activity is above zero only when the sinusoidal current is near its maximum amplitude. The membrane potential of a neuron chosen randomly from the population displays subthreshold oscillations following the sinusoidal input with a few occasional spikes at a frequency of approximately 0.6 spikes per cycle. At resonance \((a = 5 \text{ mV})\), the periodicity seen in the raster plot and PSTH is maintained but the frequency is higher and the number of spikes at the peaks of the oscillatory input is larger. The PSTH activity follows the oscillatory time course of the input more reliably and the chosen neuron emits spikes at a higher frequency of approximately 2.6 spikes per cycle. Above resonance \((a = 10 \text{ mV})\), a periodicity is still visually discernible in the raster plot, but the spikes are more evenly distributed over time. For example, at the troughs of the oscillatory input the PSTH activity is relatively high \((\approx 40 \text{ Hz})\) and the single neuron emits many spikes.

A study of the relationship between the spike times and the amplitude and phase of the sinusoidal input is shown in Figs. 3(d1,d2,d3). The polar scatter plots show well defined regions corresponding to the three situations: below resonance, at resonance and above resonance. Below resonance, (Fig. 3(d1)), spikes occur mostly for \(I(t) > 100 \text{ pA}\) and the relative phase between the PSTH and the sinusoidal input signal is almost completely restricted to the quadrant between \(0^\circ\) and \(90^\circ\). At resonance, spikes can occur for both low and high amplitudes of the input signal and are distributed over a “pinch-like” region of the scatter plot (Fig. 3(d2)). The density of spikes is higher at the “upper branch” of the pinch, which runs mostly along the line of \(45^\circ\). Above resonance, the pinch assumes a ring-like shape and spikes are homogeneously scattered along it.

### 3.2 Network

In this section, we study the behavior of the network described in section 2.2 with stochastic neurons as described in section 2.1. The objective is to characterize how stochasticity at the single neuron level influences the dynamics of the network. To quantify the dynamics of the network we use the measures defined in section 2.3 as a function of the network parameters, namely the frequency of the Poisson external input \((\nu_{\text{ext}})\), and the relative strength of inhibitory synapses \((g)\).

In Figs. 4(a1–a4) we show the average firing rate of the network for increasing values of the stochasticity level \(a\). At \(g \approx 2.5\), the network changes from a regime of high firing rate \((\langle f \rangle > 200 \text{ Hz})\) to a regime where the firing rates are lower than 200 Hz. For low \(g\) \((\lesssim 1.3)\), the network can have firing rates close to 400 Hz, and the size of the region where these high rates occur seems to reach a maximum at \(a = 2 \text{ mV}\) and then decreases for higher \(a\). For the nearly deterministic neuron \((a = 0.5 \text{ mV})\), at low values of \(\nu_{\text{ext}}\) the firing rates are closer to zero. As the stochasticity parameter \(a\) increases, the network can be active even for low frequency inputs.

In Figs. 4(b1–b4) we show the diagrams of average CV (or irregularity). For \(a = 0.5 \text{ mV}\), there is a black stripe at the bottom of the diagram corresponding to the region...
Fig. 3. Stochastic resonance at an “optimal” level of intrinsic stochasticity. All plots in this figure correspond to the stochastic neuron model submitted to a sinusoidal input current with frequency 10 Hz and amplitude $I_a = 300$ pA. (a1, b1 and c1) raster plots for three values of the intrinsic stochasticity level $a$: (a1) $a = 2$ mV < $a_{res}$, (b1) $a = 5$ mV = $a_{res}$, and (c1) $a = 10$ mV > $a_{res}$. (a2, b2, and c2) PSTH for the corresponding raster plots in (a1, b1, c1) (top panels) and the membrane potential of a randomly selected neuron (bottom panel). The red dashed line is the sinusoidal input. (d1, d2, d3) polar scatter plots in which each dot is placed as a function of the sinusoidal input amplitude $I_a(t)$, and the relative phase ($\Delta \Phi$) between the PSTH and the input signal at the spike times, for the PSTHs in (a2, b2 and c2) respectively. In the direction from center to periphery, the concentric circles in d1 run from $-100$ pA to 300 pA, and in d2 and d3 they run from $-300$ pA to 300 pA.

The network has low firing rate. Since most neurons do not fire in this region the CV cannot be computed. In general, the irregularity increases as $g$ crosses the transition point $g \approx 2.5$, and it becomes more prominent as $a$ increases. Notice that the greater $r_{ext}$, the greater $g$ must be for the irregularity to be above 1. This is due the fact that for regions with high firing rates the neurons tend to spike at every time step, therefore the network spiking becomes regular.

The oscillatory activity of the network (Figs. 4(c1–c4)), is related to the firing rate behavior in Figs. 4(a1–a4). In general, higher frequencies imply more well defined oscillations. For frequencies higher than 200 Hz, neurons tend to spike regularly and more synchronously as shown in the diagrams in Figs. 4(d1–d4). The degree of synchrony is high for both high and low frequencies. This happens because if every
neuron spikes or is silent most of the time the collective behavior of the network is synchronous. Interestingly, for \( a = 2.0 \) mV the CV and PLV diagrams display a single point at \( \nu_{\text{ext}} = 0 \) Hz, and \( g \approx 2.5 \) where the network activity is irregular and synchronous.

3.3 Method for estimating the parameters of the voltage-dependent firing probability function

The algorithm developed to determine the voltage-dependent spike probability function \( \phi(V) \) uses long time series. The electrophysiological data used consisted of 10 minutes of spontaneous activity of a CA1 pyramidal neuron (see section 2.4), making it suitable for our goals.

The first step of the algorithm is to determine the values of the membrane potential time series \( V(t) \) at the onsets of the action potentials, i.e. the threshold values \( V_{\text{th}} \) [53]. There are several different methods for estimating \( V_{\text{th}} \), and the one adopted here is considered one of the best [54]. According to this method, the action potential threshold corresponds to the point of maximum curvature \( K_p \) of the time series \( V(t) \) in the moments preceding the emission of an action potential. The curvature of a function \( V(t) \) is defined by
Fig. 5. Schematic representation of the method used to determine the firing probability function. (a) Detection of the threshold values $V_{th}$. Given a voltage time series, the peaks are detected and a time window of length $\Delta t$ is placed around each peak. For each time window the $V_{th}$ is determined using Equation 6 (see inset). (b) Time series after the removal of the membrane potential values greater than the corresponding thresholds. (c) The plot shows action potentials randomly selected from the time series with the time window $\Delta t$ used to determine the thresholds, which are indicated by red dots. (d) Histograms of the clipped membrane potentials ($V'(t)$ in blue) and thresholds $V_{th}(t)$ (in red). (e) Estimated $\phi(V)$ from the experimental data (red dots) and the exponential function (blue curve) used to fit the points.

\[
K_p = \tilde{V}[1 + \tilde{V}^2]^{-\frac{3}{2}},
\]

where $\tilde{V}$ and $\tilde{V}$ indicate the first and second derivatives of the time series $V(t)$, respectively. The threshold is defined as:

\[
V_{th} = \operatorname{argmax}_V K_p
\]

To determine the points of maximum curvature in the time series $V(t)$, first we detect all the peaks above $-10$ mV in $V(t)$, which correspond to the action potentials. Then, for each peak $i$ we place a time window $\Delta t$ with its rightmost tip exactly on the peak time (so that it covers a time interval shortly before the action potential). After that we compute the maximum curvature of the time series within the time window using Eqs. 6 and 7. At the end we have a list containing all thresholds for the time series analyzed. In Fig. 5(a) we illustrate the procedure described above.

After determining all $V_{th}$ values, we remove the ascending and descending parts of the action potentials from the time series $V(t)$ by clipping the time series at the
heights given by $V_{\text{thr}}$. This results in a second time series $V'(t)$ as illustrated in Fig. 5(b).

Finally, two histograms are built: one for the membrane potentials in the series $V(t)$, and another one for $V_{\text{thr}}$. Both histograms are superposed as in Fig. 4(d), and the ring intensity is estimated as the binwise ratio $V_{\text{thr}}/V'(t)$ between the two histograms. We fitted the resulting points by the exponential function $\phi(V)$ in Eq. 2 (see Fig. 5(e)). The parameters $a$, $b$, and $V_{1/2}$ of the exponential function obtained with the fitting are, respectively, 1.19 mV, 27.0 mV, and −51.3 mV.

4 Discussion

Modeling neurons can be challenging due to the large number of variables one needs to obtain. The task is particularly difficult due to the stochastic nature of neuronal spiking [3,7,5]. In this work, we systematically characterized a simple intrinsically stochastic neuron model with a reduced number of variables over different case scenarios. We also showed how to calibrate such a model from in vitro experiments.

Our observation of the behavior of an isolated neuron was focused on the voltage-dependent probability function which defines its behavior. In terms of the concept of reliability $R$, we showed that the model can reproduce experimentally reported results [22] when stimulated by a noisy input.

Moreover, we found that the model can display stochastic resonance. Our exploration of such case was based on considering the intrinsic noise of the neuron as a variable parameter. In addition, we have tested the possibility of achieving stochastic resonance by the joint effects of the intrinsic stochasticity of the neuron model combined with the extrinsic stochasticity provided by an external noisy input. This increased the parameter space of detection of the neuron so that it became more sensitive to subthreshold inputs. This result suggests a possible way by which neurons can use their intrinsically generated noise plus external noisy inputs to enhance signal detection.

We also provided an example result in which the stochastic resonance observed in the neuron model happens due to the fact that the number of spikes emitted near the maximum of a sinusoidal input is maximized giving information about both the period and shape of the input signal. Moreover, we showed that there is a relation between the phase of the peristimulus time histogram and the sinusoidal signal dependent on how close (or distant) the intrinsic noise level of the neuron is from its resonance value.

In terms of population behavior, we have analysed a random network of excitatory and inhibitory neurons described by the stochastic neuron model. We focused on the dynamics of the network by quantifying its average frequency, irregularity, synchrony and oscillatory behavior as a function of the network parameters and the intrinsic stochasticity of the neuron model. Our results showed that the intrinsic stochasticity of the neuron can affect the dynamic behavior of the network. It is already known that intrinsic firing properties of single neurons can have an impact on network properties [55], and our results here suggest that the added firing variability due to the intrinsic noise sources can also produce observable effects.

Finally, we provided a method to fit the voltage-dependent spike probability function of stochastic neuron from time series of voltage recordings. The method was used to adjust the parameters of the stochastic neuron model from in vitro data. Methodological uncertainties are expected when measuring the voltage-dependent spike probability experimentally. From the case studied, we noticed that even more data than the ones considered here would be needed to estimate the firing probability for $V > -50$ mV. In the example considered here, we used the maximum curvature
of the voltage time series to determine the action potential onset but other criteria could be used as well.

In conclusion, the different studies presented here show that the intrinsically stochastic neuron model of Eqs. 1 and 2 is a viable alternative to deterministic LIF models for implementing spiking neural network models. The model captures a number of phenomena associated to intrinsic sources of neuronal noise and can be used in studies on the impact of single neuron spike stochasticity on network dynamic behavior. Future works in this field could improve the model by (i) including richer subthreshold dynamics to the model (e.g., by including a second ODE for the spike-adaptation variable), in order to allow it to have a wider repertoire of behaviors; (ii) adding other relevant variables to determine the spike probability function, such as, the first derivative of the membrane potential and the inter-spike intervals.
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