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Abstract

We provide an upper bound on the maximal entropy rate at which the entropy of the expected density operator of a given ensemble of two states changes under nonlocal unitary evolution. A large class of entropy measures in considered, which includes Rényi and Tsallis entropies. The result is derived from a general bound on the trace-norm of a commutator, which can be expected to find other implementations. We apply this result to bound the maximal rate at which quantum dynamics can generate entanglement in a bipartite closed system with Rényi and Tsallis entanglement entropy taken as measures of entanglement in the system.

1 Introduction

The problem addressed in this paper is, given a bipartite system between two parties, Alice and Bob, to find an upper bound on the rate at which entanglement can be generated in time. Different entanglement measures can be considered, for example Rényi and Tsallis entanglement entropies are obtained as a particular case of a more general result.

Let us say that Alice and Bob have access to systems $A$ and $B$ respectively together with local ancilla systems $a$ and $b$ respectively. The system starts in a pure state $|\Psi\rangle_{aABb}$ and evolved according to a Hamiltonian $H_{AB}$ that acts only on systems $A$ and $B$. Since the state of the system $|\Psi(t)\rangle_{aABa} = \exp\{itH_{AB}\} |\Psi\rangle_{aABa}$ stays always pure, one may calculate the entanglement in the system $E(t)$ using various entanglement measures, e.g. von Neumann entanglement entropy, Rényi entanglement entropy or Tsallis entanglement entropy. The entanglement rate is a time derivative of the entanglement measure at time $t = 0$, $\Gamma(\Phi, H) = dE(t)/dt|_{t=0}$. The small incremental entangling problem aims at finding an upper bound on the maximal entanglement rate $\Gamma(H) = \sup_{|\Psi\rangle_{aABb}} \Gamma(\Psi, H)$ that is independent of dimensions of ancillas and the initial state $|\Psi\rangle_{aABb}$. The problem of maximizing the entangling rate of a bipartite system in the presence of ancillas evolving under unitary dynamics was studied by many authors, but only for the case of a von Neumann entanglement entropy.
In a case when $A$ and $B$ are qubits, Childs et al. [7] gave upper bounds for an entangling rate and showed that they are independent of ancillas $a$ and $b$. Wang and Sanders [13] considered systems $A$, $B$ and ancillas of arbitrary dimensions and proved that the entangling rate is upper bounded by $\Gamma(H) \leq \beta \approx 1.9123$, for a self-inverse product Hamiltonian. Bravyi [5] proved that in a general case with no ancillas the entangling rate is bounded by $\Gamma(H) \leq c(d)\|H\| \ln d$, where $d = \min(d_A, d_B)$ is the dimension of the interacting subsystems and $c$ is a constant close to 1. For an arbitrary bipartite Hamiltonian Bennett et al. [6] proved that the upper bound on the ancilla-assisted entanglement is independent of the ancilla dimensions $\Gamma(H) \leq cd^4\|H\|\ln d$, where $c$ does not depend on $a$ or $b$. The bound was improved by Lieb and Vershynina [9] providing an upper bound $\Gamma(H) \leq 4\|H\|\ln d$ for an arbitrary Hamiltonian in ancilla-assisted system. Finally the question was answered by Van Acoleyen et al. [1] arriving at $\Gamma(H) \leq 18\|H\|\ln d$. Few months later an independent proof was presented by Audenaert [4] that gives an upper bound $\Gamma(H) \leq 8\|H\|\ln d$. In [11] Ning et. al. improved the constant to the one believed to be the most optimal for a specific case of states $\Gamma(H) \leq 2\|H\|\ln d$. The bound with logarithmic dependence is optimal, since one can find a particular Hamiltonian $H_{AB}$ for which they there is an equality. See Marien et al. [10] for a detailed review on the entangling rates for bipartite closed systems, which we will also quickly review in the next section.

The same question was also posed by Vershynina [12] for an open system, when the generator of the dynamics consists of both Hamiltonian and dissipative part. In that paper the relative entropy of entanglement was chosen as a measure of entanglement in an ancilla-free system, and the author provided an upper bound on the entangling rate, which has a logarithmic dependence on a dimension of a smaller system in a bipartite cut. The rate of change of quantum mutual information in an ancilla-assisted system was also investigated, and it was shown that an upper bound is independent of dimension of ancillas.

Here we generalize previous results in the closed systems to include not only von Neumann entanglement entropy, but Rényi, Tsallis, and a wide class of entanglement measures, see [8,11].

In most of the works mentioned above the bound on the entanglement rate is obtained as a consequence of a more general problem: small incremental mixing. The problem is, given a probabilistic ensemble of states $\mathcal{E} = \{(p, \rho_1), (1-p, \rho_2)\}$, to find an upper bound on the rate, $\Lambda(\mathcal{E})$, at which the von Neumann entropy of the expected density operator of this ensemble changes under a non-local evolution. We review this problem and its relation to the entanglement rate problem in detail in the next section. To bound $\Lambda(\mathcal{E})$ one needs to find an upper bound on the following quantity

$$\| [X, f(Y)] \|_1,$$

(1.1)

where $f(t) = \ln(t)$, $0 \leq X \leq Y \leq I$ with $\text{Tr}X = p$ and $\text{Tr}Y = 1$. Obtaining the upper bound in the form $-p \ln p$ would result in the logarithmic upper bound in the entanglement rate problem. It’s worth mentioning that for this problem a more optimal bound for $1/100 < p < 1 - 1/100$ was obtained by Lieb and Vershynina [9], providing $4\sqrt{p(1-p)}$ as an upper bound. Here $p$ can be viewed as the inverse of the dimension $d$, so for the entanglement rate problem we are interested in the case when $d$ is big, i.e. $p$ is small.
Audenaert and Kittaneh [3] posed a question of bounding expression (1.1) for a general function \( f \). Their conjecture was that for some class of functions \( f \) the following holds

\[
\| [X, f(Y)] \|_1 \leq c(F(1) - F(p) - F(1 - p)),
\]

(1.2)

where \( F(q) = \int_0^q f(t) dt \), and operators \( X \) and \( Y \) satisfy conditions above.

We provide a different upper bound on the expression (1.1) for a large class of functions, arriving at

\[
\| [X, f(Y)] \|_1 \leq 9 \min \{ p(f(1) - f(p)), (1 - p)(f(1) - f(1 - p)) \}.
\]

(1.3)

In section 3 we compare the conjecture by Audenaert and Kittaneh with the bound derived, and show that for the majority of cases the bound we provide gives better scaling for small \( p \).

The paper is organized as follows. In Section 2 we discuss Small Incremental Entangling (SIE) problem, Small Incremental Mixing (SIM) problem, and the relation between the two. In Section 3 we consider a Generalized SIM problem, and provide a main result Theorem \( 3.2 \) on its upper bound. At the end of the section we compare our result with the conjecture in [3]. In Section 4 we apply the main result to obtain the bound on the Rényi entanglement entropy. In Section 5 we apply the main result for the entropy rate for Tsallis entropy. In Section 6 we prove the main result Theorem \( 3.2 \). In Section 7 we prove that the power function is included in the class of functions for which Theorem \( 3.2 \) holds. Section 8 is reserved for the conclusion of the paper.

2 Preliminaries

Our main result in Theorem \( 3.2 \) is motivated by the question of bounding the rate at which entanglement changes in quantum system under unitary evolution. In Section 2.1 we discuss this problem, known as Small Incremental Entangling (SIE). A more general problem, known as Small Incremental Mixing (SIM) can be used to prove SIE and is discussed in Section 2.2. The relation between two problems is shown in Section 2.3.

2.1 Small Incremental Entangling

Suppose that two parties, say Alice and Bob, have control over systems \( A \) and \( B \) and ancillary systems \( a \) and \( b \), respectively. The systems \( A \) and \( B \) evolve according to a non-local Hamiltonian \( H_{AB} \).

Alice and Bob start with a pure state \( \rho(0) = |\Psi\rangle \langle \Psi| \) on the system \( aABb \). A time dependent joint state of Alice and Bob is a pure state

\[
\rho(t) = U^*(t) |\Psi\rangle \langle \Psi| U(t),
\]

where \( U(t) = I_a \otimes e^{iH_{AB}t} \otimes I_b \) is a unitary transformation.

One of the ways to describe the entanglement between Alice and Bob is to calculate the entanglement entropy

\[
E(\rho(t)) := S(\rho_{aA}(t)) = -\text{Tr}\rho_{aA}(t) \ln \rho_{aA}(t),
\]
where $\rho_{aA}(t) = \text{Tr}_{Bb}\rho(t)$ is a state that Alice has after time $t$ and $S(\rho)$ is a von Neumann entropy. Since the joint state is pure, the entanglement entropy can also be calculated from the Bob’s state $E(\rho(t)) = S(\rho_{Bb}(t))$.

In 2003 Bennet et. al. [6] proved that the total change of entanglement has the following upper bound, see [10] for a simpler and more intuitive proof.

**Small Total Entangling.** The total change of the entanglement $E(\rho(t))$ is at most $2 \ln d$, where $d = \min\{\dim(A), \dim(B)\}$.

A question of bounding the infinitesimal change of the entanglement is formulated using the entangling rate. The entangling rate is defined as a derivative of the entanglement entropy

$$\Gamma(\Psi, H) = \frac{dE(\rho(t))}{dt} \bigg|_{t=0}. $$

After calculating the derivative, the entangling rate can be expressed as

$$\Gamma(\Psi, H) = -i\text{Tr}\left(H_{AB}[\rho_{aAB}, \ln(\rho_{aA}) \otimes I_B]\right)$$

$$= -i\text{Tr}\left(H_{AB}[\rho_{aAB}, \ln(\rho_{aA} \otimes I_B)]\right).$$

The following statement was conjectured by Bravyj [5] with constant 2, proved by Van Acoleyen et. al. [1], and implicitly improved by Audenaert [4] providing constant 4. For a specific class of states Ning et. al. [11] improved the constant to 2.

**2.1 Theorem.** ([1]) **Small Incremental Entangling.** For all dimensions of ancillas $a, b$ and for all initial states $|\Psi\rangle$, the entanglement rate is bounded by

$$\Gamma(\Psi, H) \leq 18\|H\| \ln d,$$

where $d = \min\{\dim(A), \dim(B)\}$.

The Small Incremental Entangling (SIE) problem is closely related to a more general Small Incremental Mixing (SIM) problem. The proof of SIE presented by Van Acoleyen et. al. in [1] relies on the proof of SIM. In the next section we discuss SIM problem and in Section 2.3 we show how to prove SIE having proved SIM.

**2.2 Small Incremental Mixing**

Let $\mathcal{H}$ be a $D$-dimensional Hilbert space. The Hilbert space could be infinite dimensional, see [10], but in this paper will be assumed to be finite dimensional. Our result is expected to be carried out in the infinite-dimensional set up as well by following the reasoning in [10].

Let $\mathcal{E}_2 = \{(p, \rho_1), (1-p, \rho_2)\}$ be a probabilistic ensemble of two states acting on $\mathcal{H}$. The expected density operator of this ensemble is a convex combination $\rho = p\rho_1 + (1-p)\rho_2$. For any Hamiltonian $H$ (self-adjoint operator on $\mathcal{H}$) define a time dependent state

$$\rho(t) = p\rho_1 + (1-p)e^{-iHt}\rho_2e^{iHt}.$$
The von Neumann entropy of this state is
\[ S(\rho(t)) = -\text{Tr}\left( \rho(t) \ln \rho(t) \right). \]

From the basic properties of von Neumann entropy the following statement holds, see [9] for a detailed proof.

**Small Total Mixing.** For any fixed ensemble \( \mathcal{E}_2 \), the entropy of a state \( \rho(t) \) at any time \( t \) satisfies
\[ \overline{S}(\mathcal{E}_2) \leq S(\rho(t)) \leq \overline{S}(\mathcal{E}_2) + S(p), \]
where \( \overline{S}(\mathcal{E}_2) = pS(\rho_1) + (1-p)S(\rho_2) \) is the average entropy of the ensemble and \( S(p) = -p \ln p - (1-p) \ln(1-p) \) is a binary entropy.

The analogue of the small total mixing for infinitely small times is formulated in terms of a mixing rate. A mixing rate \( \Lambda \) is defined as
\[ \Lambda = |\Lambda(H)|, \text{ where } \Lambda(H) = \left. \frac{dS(\rho(t))}{dt} \right|_{t=0}. \tag{2.2} \]
Calculating the derivative of the entropy we find that
\[ \Lambda(H) = -ip\text{Tr}([\rho_1, \ln \rho]H) = i(1-p)\text{Tr}([\rho_2, \ln \rho]H). \tag{2.3} \]
Denoting \( X := p\rho_1 \) and \( Y := \rho \) we obtain
\[ \Lambda = |\text{Tr}(H[X, \ln Y])|, \tag{2.4} \]
here \( 0 < X \leq Y \leq I \) with \( \text{Tr}(X) = p, \text{Tr}(Y) = 1 \).

Using that a trace-norm can be written as \( \|Z\|_1 = \text{Tr}|Z| = \max_{\|H\|=1} (HZ) \) we have
\[ \Lambda \leq \text{Tr}|[X, \ln Y]| \tag{2.5} \]
\[ = \|[X, \ln Y]\|_1, \tag{2.6} \]
here the maximum is achieved for \( H = 1-2R \), with \( R \) being a projector on the negative eigenspace of \( i[X, \ln Y] \).

The following statement was conjectured by Bravyi [5] with constant 1, proved by Van Acoleyen et. al. [1], improved by Audenaert [4] with constant 2, and proved by Ning et al. [11] with constant 1 for a specific class of states.

**2.2 Theorem. Small Incremental Mixing.**
For any ensemble \( \mathcal{E}_2 = \{(p, \rho_1), (1-p, \rho_2)\} \), the maximum mixing rate is bounded above by a binary entropy
\[ \Lambda = \|[X, \ln(Y)]\|_1 \leq 9S(p) = 9(-p \ln p - (1-p) \ln(1-p)). \]
In fact, Van Acoleyen et. al. [1] proved the following stronger statement. For $0 < p \leq 1/2$, the maximum mixing rate is bounded above by

$$\| [X, \ln(Y)] \|_1 \leq -9p \ln p. \quad (2.7)$$

For $1/100 < p < 1 - 1/100$ an even stronger bound on the mixing rate was proved by Lieb and Vershynina [9].

$$\| [X, \ln(Y)] \|_1 \leq 4 \sqrt{p(1-p)}. \quad (2.8)$$

### 2.3 SIE follows from SIM

Bravyi [5] proved that Small Incremental Mixing, Theorem 2.2, with a constant $c$ in front of the Shannon entropy implies Small Incremental Entangling, Theorem 2.1, with a constant $2c$.

In Lemma 1 [5] Bravyi proved that there exists a state $\mu_{aAB}$, such that a state appearing in (2.1) can be written as

$$\rho_{aA} \otimes \frac{I_B}{B} = \left(1 - \dim(B)^{-2}\right)\mu_{aAB} + \dim(B)^{-2}\rho_{aAB}. \quad (2.8)$$

This state is also an expected density operator of the following ensemble of states

$$\mathcal{E}_2 = \{((1-p), \mu_{aAB}), (p, \rho_{aAB})\}$$

with $p = \dim(B)^{-2}$. Here without loss of generality it was assumed that $\dim(B) \leq \dim(A)$.

Applying the expression for the mixing rate (2.3) to this ensemble, we have that

$$\Lambda(H) = p\Gamma(\Psi, H) = \dim(B)^{-2}\Gamma(\Psi, H),$$

which shows that Small Incremental Mixing implies Small Incremental Entangling with the increase of the constant.

### 3 Generalized SIM

In the previous sections we considered von Neumann entropy as the entropy measure. But one may consider other entropy measures and ask the same question of bounding the mixing rate for such an entropy measure. And even more generally, instead of a logarithmic function in the commutator appearing in Theorem 2.2, one may consider any function $f$. In other words, we investigate the expression

$$\| [X, f(Y)] \|_1, \quad (3.1)$$

for $0 \leq X \leq Y \leq I$ with $\text{Tr}X = p$, $\text{Tr}Y = 1$.

In 2012 Audenaert and Kittaneh [3] were the first to consider this expression, and for some class of functions $f$ they conjecture that

$$\| [X, f(Y)] \|_1 \leq c(F(1) - F(p) - F(1-p)), \quad (3.2)$$
where $F(q) = \int_0^q f(t)dt$, and operators $X$ and $Y$ satisfy conditions above.

Here we provide a different upper bound on (3.1) for a class of function satisfying the following condition on their growth.

### 3.1 Assumption. For $0 < p < 1$ and a function $f : [0, 1] \to \mathbb{R}$ assume that

1. $f$ is monotonically increasing;
2. for $0 < y < x \leq 1$,

\[
\text{if } f(x) - f(y) > f(1) - f(p),
\]

\[
\text{then } x^{-1/2}y^{1/2}(f(x) - f(y)) \leq p^{1/2}(f(1) - f(p)).
\]

In the Section 7 we show that function $f(t) = t^\beta$, $\beta > 0$ satisfies this Assumption for small enough $p$, and function $f(t) = -t^\beta$, $\beta < 0$ satisfies this Assumption for all $p$. The logarithmic function $f(t) = \ln(t)$ satisfies this assumption which led to the first proof of the small incremental problem in [1]. Here we show that a similar proof holds for a power function, which appears in the Renyi entropy, and all functions satisfying Assumption 3.1.

Clearly the function can be taken to be monotonically decreasing in the Assumption, then the function $-f$ that satisfies Assumption 3.1 will be taken for the generalized small incremental problem (3.1) without changing it.

Note that if the function $f$ has an inverse function $\hat{f}$, the statement (3.4) is a weaker version of a monotonicity statement for a function $g$ specified below. Since $f$ is monotonically increasing, from (3.3) we get

\[ x > \hat{f}(f(y) + f(1) - f(p)). \]

If $\hat{f}(f(y) + f(1) - f(p)) > 0$, then, since $x \leq 1$, $f(x) \leq f(1)$, and the left-hand side of (3.4) is not greater than the following function

\[ g(y) := \left\{ \hat{f}(f(y) + f(1) - f(p)) \right\}^{-1/2} y^{1/2}(f(1) - f(y)). \]

The right-hand side of (3.4) is equal to $g(p)$. Note that from (3.3) we have that $0 < y < p$, because otherwise we would have $p \leq y < x \leq 1$, which would lead to the failure of (3.3). Therefore, if the function $g$ is proven to be monotonically increasing, the statement (3.4) follows.

The main result of this paper is the following upper bound on (3.1) for functions satisfying Assumption 3.1.

### 3.2 Theorem. Let function $f$ satisfy Assumption 3.1 for $0 < p \leq 1$. Then the trace-norm of the commutator is bounded above by

\[
\| [X, f(Y)] \|_1 \leq 9 \min \{ p(f(1) - f(p)), (1 - p)(f(1) - f(1 - p)) \},
\]

for $0 \leq X \leq Y \leq I$, $\text{Tr}X = p$, $\text{Tr}Y = 1$. 


The proof of this theorem is given in Section 6.
Note that the right-hand side of \((3.6)\) is symmetric in \(p\) and \(1 - p\) since \(X\) can be replaced with \(Y - X\) in the trace-norm.

This theorem can be formulated in the infinite-dimensional space, with the proof following [10] leading to the increase of the constant. Since the essence of both proofs is the similar, we will restrict ourselves to a finite-dimensional setup.

Let us compare the upper bound \((3.6)\) (without constant 9) with bound \((3.2)\), conjectured by Audenaert and Kittaneh [3], for several functions:

- \(f(t) = \ln(t)\): the upper bound \((3.6)\) is clearly more tight than \((3.2)\). The bound \((3.6)\) is exactly the same as was proved for SIM \((2.7)\), and the bound \((3.2)\) is the same as originally conjectured Theorem 2.2.

- \(f(t) = t^\beta, \beta \geq 1\) and small enough \(p\): the conjectured bound \((3.2)\) gives a better scaling than \((3.6)\). But note that derivatives of the right-hand sides of \((3.6)\) and \((3.2)\) at \(p = 0\) are the same and are equal to one.

- \(f(t) = t^\beta, 0 < \beta \leq 1\) and small enough \(p\): bound \((3.6)\) gives a better scaling than the conjectured bound \((3.2)\). The derivative of the right-hand side of \((3.6)\) at \(p = 0\) is \(\beta\), while the derivative of the right-hand side of \((3.2)\) at \(p = 0\) is one, which is not smaller than \(\beta\).

For the above function \(f(t) = t^\beta\) and appropriate \(p \leq 1/2\), Theorem 3.2 takes the following explicit form:

P.1. \(1 \leq \beta\): we have \(\|[[X, Y^\beta]]\|_1 \leq 9p(1 - p^\beta)\),

P.2. \(0 \leq \beta < 1\): we have \(\|[[X, Y^\beta]]\|_1 \leq 9(1 - p)(1 - (1 - p)^\beta)\).

The expression \(\|[[X, f(Y)]]\|_1\) can be viewed as a mixing rate for any entropy of the form

\[
S(\rho) = k_1 \text{Tr}(F(\rho)) + k_2;
\]

with function \(F(x)\) such that \(F'(x) = f(x) + \text{const}\) and \(k_1, k_2 \in \mathbb{R}\). The mixing rate \((2.2)\) for this entropy is then given by

\[
\Lambda(H) = k_1 \text{Tr}(H[X, f(Y)]),
\]

with \(X, Y\) and \(H\) discussed in Section 2.2. The von Neumann entropy \(S(\rho) = -\text{Tr}(\rho \log \rho)\), discussed in the previous section, is an example of such an entropy. A Tsallis-\(q\) entropy [2, 8] is another example of such a measure. It is defined as

\[
S_q(\rho) = \frac{1}{q - 1}(1 - \text{Tr}(\rho^q)),
\]

for \(q > 0, q \neq 1\). Quantum Tsallis-\(q\) entropy is a generalization of von Neumann entropy with respect to the parameter \(q\), i.e. Tsallis-\(q\) entropy converges to von Neumann entropy when \(q\) tends to 1,

\[
\lim_{q \to 1} S_q(\rho) = S(\rho).
\]
The entanglement rate problem for Tsallis entropy is discussed in the Section 5.

Moreover, for any entropy of the form

\[ S(\rho) = k_1 \log \text{Tr}(F(\rho)) + k_2, \]  

(3.11)

with function \( F(x) \) such that \( F'(x) = f(x) + \text{const} \), and \( k_1, k_2 \in \mathbb{R} \) the entropy rate is given by

\[ \Lambda(H) = \frac{k_1}{\text{Tr}(F(Y))} \text{Tr}(H[X, f(Y)]). \]  

(3.12)

Provided that \( \text{Tr}(F(Y)) \) can be properly bounded one can bound the entropy rate using (3.6).

The Renyi entropy

\[ S_\alpha(\rho) = \frac{1}{1-\alpha} \log \text{Tr}(\rho^\alpha), \quad \text{with } \alpha \geq 0, \]

is an example of such an entanglement measure. Note that Renyi entropy is another generalization of von Neumann entropy, i.e. Renyi converges to von Neumann entropy when \( \alpha \) tends to 1,

\[ \lim_{\alpha \to 1} S_\alpha(\rho) = S(\rho). \]  

(3.13)

The application of Theorem 3.2 to the entanglement rate problem for Renyi entropy is discussed in the next section.

4 Entropy rate for Renyi entropy

In this section we return to a system \( aABb \) discussed in Section 2.1 and measure the entanglement in it with the entanglement Renyi entropy by measuring it on one part of the system

\[ E(\rho) = S_\alpha(\rho_{aA}), \]

for \( \alpha > 0 \). Since the state of the whole system plus ancillas stays pure during the Hamiltonian evolution, entanglement Renyi entropy can be measured either from Alice’s side or from Bob’s side: \( S_\alpha(\rho_{aA}) = S_\alpha(\rho_{BB}) \).

Suppose that \( d_B \leq d_A \). The entanglement rate is given by

\[ \Gamma_\alpha = \frac{\alpha}{1 - \alpha} \frac{1}{\text{Tr}(\rho_{aA}^\alpha)} \text{Tr}(H[\rho_{aAB}, \rho_{aA}^{\alpha-1}]). \]

Denoting \( X = \rho_{aAB}/d_B^2 \) and \( Y = \rho_{aA} \otimes I_B/d_B \) the entanglement rate can be written as

\[ \Gamma_\alpha = \frac{\alpha}{1 - \alpha} d_B \frac{1}{\text{Tr}(Y^\alpha)} \text{Tr}(H[X, Y^{\alpha-1}]), \]

for \( \text{Tr}(X) = p = \frac{1}{d_B^2}, \text{Tr}(Y) = 1, 0 \leq X \leq Y \leq I, \) and \( -I \leq H \leq I \).

We are going to consider the case when \( \alpha \neq 1 \), since it has already been investigated previously, as discussed in Section 2. For \( \alpha > 1 \), \( \text{Tr}(Y^\alpha) \leq \text{Tr}(Y) = 1 \), therefore we cannot eliminate it from the inequality

\[ \Gamma_\alpha \leq \frac{\alpha}{|1 - \alpha|} d_B \frac{1}{\text{Tr}(Y^\alpha)} \|[X, Y^{\alpha-1}]\|_1. \]  

(4.1)
Using the explicit form of the Theorem 3.2 for the power function \[ P.1 \] the entanglement rate is bounded above by

- \( 2 < \alpha \): for large enough \( d_B \), see (7.6), \( \Gamma_\alpha \leq \frac{9}{\alpha - 1} \frac{1}{\text{Tr} (\rho_a^\alpha)} \left( d_B^{\alpha - 1} - \frac{1}{d_B^B} \right) \).

- \( 1 < \alpha < 2 \): for large enough \( d_B \), see (7.6), \( \Gamma_\alpha \leq \frac{9}{\alpha - 1} \frac{1}{\text{Tr} (\rho_a^\alpha)} (d_B^{\alpha + 1} - d_B^{\alpha - 1}) (1 - (1 - \frac{1}{d_B^B})^{\alpha - 1}) \).

Note that these bounds are decreasing with dimension \( d_B \), meaning that the rate of change of the entanglement in the system will slow down with the increase of the dimension. In other words, for sufficiently large dimension \( d_B \) the entanglement will not change much in time if measured by Renyi entanglement entropy with \( \alpha > 1 \).

### 5 Entropy rate for Tsallis entropy

In this section we have a system \( aABb \) discussed in Section 2.1 and measure the entanglement in it with the entanglement Tsallis entropy (3.9) by measuring it on one part of the system

\[ E(\rho) = S_q(\rho_{aA}), \]

for \( q > 1 \). Since the state of the whole system plus ancillas stays pure during the Hamiltonian evolution, entanglement Tsallis entropy can be measured either from Ailice’s side or from Bob’s side: \( S_q(\rho_{aA}) = S_q(\rho_{Bb}) \).

Suppose that \( d_B \leq d_A \). The entanglement rate is given by

\[ \Gamma_q = \frac{q}{1 - q} \text{Tr}(H[\rho_{aAB}, \rho_{aA}^q]). \]

Denoting \( X = \rho_{aAB}/d_B^2 \) and \( Y = \rho_{aA} \otimes I_B/d_B \) the entanglement rate can be written as

\[ \Gamma_q = \frac{q}{1 - q} d_B^{q+1} \text{Tr}(H[X, Y^{q-1}]), \]

for \( \text{Tr}(X) = p = \frac{1}{d_B^B} \), \( \text{Tr}(Y) = 1 \), \( 0 \leq X \leq Y \leq I \), and \( -I \leq H \leq I \).

Using the explicit form of the Theorem 3.2 for the power function \[ P.1 \] the entanglement rate is bounded above by

- \( 2 \leq q \): for large enough \( d_B \), see (7.6), \( \Gamma_q \leq \frac{9}{q - 1} \left( d_B^{q - 1} - \frac{1}{d_B^B} \right) \).

- \( 1 < q < 2 \): for large enough \( d_B \), see (7.6), \( \Gamma_q \leq \frac{9}{q - 1} d_B^{q+1} \left( 1 - \frac{1}{d_B^B} \right) \left( 1 - (1 - \frac{1}{d_B^B})^{q - 1} \right) \).

Note that for \( q > 1 \) these bounds are increasing with dimension \( d_B \), which means that the rate of change of entanglement will grow in the system when measured by Tsallis-\( q \) entanglement entropy.
6 Proof of Theorem 3.2

We will prove the following upper bound

$$\| [X, f(Y)] \|_1 \leq 9 p(f(1) - f(p)).$$

The second part in (3.6) is derived from this one by substituting $X$ with $Y - X$.

**Proof.** The essence of the proof follows [1]. For completeness we provide the proof with all details. Since the trace-norm can be written as the maximum

$$\| [X, f(Y)] \|_1 = \max_{0 \leq H \leq I} 2 | \text{Tr}(H[X, f(Y)]) |$$

we will focus our attention on the expression

$$\Lambda(H) = 2 | \text{Tr}(H[X, f(Y)]) |$$

for $0 \leq H \leq I$ and conditions on $X$ and $Y$ stated in the Theorem 3.2.

Consider the eigendecomposition of the operator $Y$ with ordered eigenvalues

$$Y = \sum_j y_j | \phi_j \rangle \langle \phi_j | , \quad \text{with } 0 < y_N \leq \cdots \leq y_1 \leq 1.$$

Denote the corresponding matrix elements of operators $X$ and $H$ as follows

$$X = \sum_{i,j} x_{i,j} | \phi_i \rangle \langle \phi_j | , \quad H = \sum_{i,j} h_{i,j} | \phi_i \rangle \langle \phi_j | .$$

Since $f$ is monotonically increasing, reorder and separate eigenvalues of $Y$ in the following way:

$$f(1) > f(y_{i_1}) \geq f(p), \quad \text{for } j_{i_1} \in I_0 = \{1, \ldots, n_1\}$$

$$f(p) > f(y_{i_2}) \geq 2f(p) - f(1), \quad \text{for } j_{i_2} \in I_1 = \{n_1 + 1, \ldots, n_2\}$$

$$\ldots$$

$$(k - 1)f(p) - (k - 2)f(1) > f(y_{i_k}) \geq f(0) \geq k f(p) - (k - 1)f(1), \quad \text{for } j_{i_k} \in I_{k-1} = \{n_k + 1, \ldots, n_{k+1} = N\}.$$

Then we have

$$\Lambda(H) = 2 | \text{Tr}(H[X, f(Y)]) |$$

$$= 2 \left| \sum_{i<j} (f(y_i) - f(y_j))(x_{ij}h_{ji} - x_{ji}h_{ij}) \right| .$$

The sum $\Lambda(H) = \sum_{i<j}$ can only be split into the following tree terms:

$$\sum_{i<j} = \sum_{m=0}^{k-2} \sum_{i,j \in I_m \cup I_{m+1}} + \sum_{m=0}^{k-3} \sum_{i \in I_m} \sum_{l \geq m + 2} \sum_{j \in I_l} \sum_{m=0}^{k-1} \sum_{i<j} \sum_{i,j \in I_m} .$$
The first sum runs over indices in two adjoint intervals. The second sum runs over indices that are separated by at least one interval. The third sum runs over indices in one interval. Denoting

\begin{align*}
\Lambda_1 &= 2 \sum_{m} \left| \sum_{i,j \in I_m \cup I_{m+1}, i < j} (f(y_i) - f(y_j))(x_{ij}h_{ji} - x_{ji}h_{ij}) \right| \\
\Lambda_2 &= 2 \sum_{m} \left| \sum_{i \in I_m, l \geq m+2, j \in I_l} (f(y_i) - f(y_j))(x_{ij}h_{ji} - x_{ji}h_{ij}) \right| \\
\Lambda_3 &= 2 \sum_{m=1}^{k-1} \left| \sum_{i,j \in I_m, i < j} (f(y_i) - f(y_j))(x_{ij}h_{ji} - x_{ji}h_{ij}) \right|. 
\end{align*}

we get

\[ \Lambda(H) \leq \Lambda_1 + \Lambda_2 + \Lambda_3. \] (6.10)

Consider the sum appearing in \( \Lambda_1 \). For a fixed \( m \) restrict all operators \( X, Y \) and \( H \) on a space generated by eigenvalues \( y_j \) with \( j \in I_m \cup I_{m+1} \) and denote them with a tilde above. The indices \( i \) and \( j \) are run over two adjoint intervals, therefore \( f(y_j) - f(y_i) \leq 2(f(1) - f(p)) \). Then

\[ 2 \left| \text{Tr}(\tilde{H}[\tilde{X}, f(\tilde{Y})]) \right| \leq \| [\tilde{X}, f(\tilde{Y})] \|_1 \leq \| \tilde{X} \| \| f(\tilde{Y}) - f(\tilde{y}_{\text{min}}) \| \]

\[ \leq \| \tilde{X} \| \| f(\tilde{Y}) - f(\tilde{y}_{\text{min}}) \| = \text{Tr} \tilde{X} \| f(\tilde{Y}) - f(\tilde{y}_{\text{min}}) \| \]

\[ = \text{Tr} \tilde{X} \| f(\tilde{y}_{\text{max}}) - f(\tilde{y}_{\text{min}}) \| = (p_m + p_{m+1}) \| f(\tilde{y}_{\text{max}}) - f(\tilde{y}_{\text{min}}) \| \leq (p_m + p_{m+1})2(f(1) - f(p)), \]

where \( \text{Tr}(X|_{I_m}) = p_m \), i.e. this is a trace of the operator \( X \) restricted to the space generated by eigenvalues \( y_j \) such that \( j \in I_m \). Note that \( \sum_{m=0}^{k-1} p_m = p = \text{Tr}(X) \). Therefore the whole sum \( \sum_{m} \sum_{i,j \in I_m \cup I_{m+1}} \) is bounded above by

\[ \Lambda_1 \leq 4p(f(1) - f(p)). \] (6.18)

Similarly for the third sum that runs over one interval we have, \( f(y_j) - f(y_i) \leq (f(1) - f(p)) \), and

\[ \Lambda_3 \leq \text{Tr}(X|_{I_m}) \| f(\tilde{y}_{\text{max}}) - f(\tilde{y}_{\text{min}}) \| = p_m \| f(\tilde{y}_{\text{max}}) - f(\tilde{y}_{\text{min}}) \| \leq p(f(1) - f(p)). \] (6.19)
In the sum appearing in $\Lambda_2$ the indices are separated by at least one interval, therefore

$$f(y_i) - f(y_j) > f(1) - f(p).$$

For such points from Assumption 3.1 we have that

$$y_i^{-1/2}y_j^{1/2}(f(y_i) - f(y_j)) \leq p^{1/2}(f(1) - f(p)).$$

From trivial manipulations we have

$$\frac{1}{2}\Lambda_2 \leq \left| \sum_{i<j} \{(f(y_i) - f(y_j))^{1/2}y_i^{-1/4}y_j^{-1/4}x_{ij}\} \right| \left| \{(f(y_i) - f(y_j))^{1/2}y_i^{1/4}y_j^{-1/4}h_{ji}\} \right| \quad (6.20)$$

$$+ \left| \sum_{i<j} \{(f(y_i) - f(y_j))^{1/2}y_i^{-1/4}y_j^{-1/4}x_{ji}\} \right| \left| \{(f(y_i) - f(y_j))^{1/2}y_i^{1/4}y_j^{1/4}h_{ij}\} \right|. \quad (6.21)$$

Using Cauchy-Schwartz inequality we obtain

$$\frac{1}{2}\Lambda_2 \leq 2 \left( \sum_{i<j} (f(y_i) - f(y_j))_{1/2}y_i^{-1/2}y_j^{-1/2}x_{ij}x_{ji} \right)^{1/2} \left( \sum_{i<j} (f(y_i) - f(y_j))_{1/2}y_i^{1/2}y_j^{1/2}h_{ji}h_{ij} \right)^{1/2} \quad (6.22)$$

$$\leq 2p^{1/2}(f(1) - f(p)) \left( \sum_{i<j} y_j^{-1}x_{ij}x_{ji} \right)^{1/2} \left( \sum_{i,j} y_i h_{ji} h_{ij} \right)^{1/2} \quad (6.23)$$

$$\leq 2p^{1/2}(f(1) - f(p)) \left( \sum_j y_j^{-1}(X^2)_{jj} \right)^{1/2} \quad (6.24)$$

$$\leq 2p(f(1) - f(p)). \quad (6.25)$$

Here for the second inequality we used that $f$ satisfies Assumption 3.1. The third inequality follows from the fact that $0 < H < I$, and therefore

$$\sum_{i,j} y_i h_{ji} h_{ij} = \sum_j y_i (H^2)_{ii} = \text{Tr}(YH^2) \leq \text{Tr}(Y) = 1.$$

The last inequality follows from the fact that $0 \leq X \leq Y \leq 1$, therefore

$$\sum_j y_j^{-1}(X^2)_{jj} = \text{Tr}(XY^{-1}X) \leq \text{Tr}(X) = p.$$

Therefore,

$$\Lambda_2 \leq 4p(f(1) - f(p)).$$

Summing this bound with (6.18) and (6.19), from (6.10) we obtain

$$\Lambda(H) \leq 9p(f(1) - f(p)).$$

Since the right-hand side does not depend on $H$, the statement in Theorem 3.2 is derived. □


7 Power function

Consider \( f(t) = t^\beta \) for \( \beta > 0 \). The function \( g \) defined in (3.3) takes the following form

\[
g(y) = (y^\beta + 1 - p^\beta)^{-1/2\beta} y^{1/2}(1 - y^\beta).
\]

Recall that from (3.3), the monotonicity of \( f \) and the condition \( 0 < y < x \leq 1 \), we have \( y < p \). Proving that for small \( p \) this function is monotonically increasing will prove the inequality (3.4). In other words, for \( y < p \) we need to prove that

\[
g(y) \leq g(p).
\]

Taking this inequality to the power \( 2\beta > 0 \) it is equivalent to

\[
(y^\beta + 1 - p^\beta)^{-1} y^\beta(1 - y^\beta)^{2\beta} < p^\beta(1 - p^\beta)^{2\beta}.
\]

Rename \( t := y^\beta \) and \( q := p^\beta \), then since \( y < p \), we have \( t < q \), and the above inequality is equivalent to the monotonicity statement of the following function

\[
h_\beta(t) := t(t + 1 - q)^{-1}(1 - t)^{2\beta} < q(1 - q)^{2\beta} = h_\beta(q).
\]

The function \( h_\beta \) is non-negative on the interval \([0, 1]\) and has only zeros at 0 and 1. Consider its derivative

\[
h'_\beta(t) = -(t + 1 - q)^{-2}(1 - t)^{2\beta-1}\left\{2\beta t^2 + (2\beta + 1)(1 - q)t - (1 - q)\right\}.
\]

(7.1)

First two terms are non-negative for all \( 0 < t < 1 \), \( 0 < q < 1 \). The second term has two zeros, one at some \( t < 0 \) and another one at \( t_0 \) lies on the interval \( 0 < t < 1 \), where

\[
t_0 = \frac{1}{4\beta}\left\{\sqrt{(2\beta + 1)^2(1 - q)^2 + 8\beta(1 - q) - (2\beta + 1)(1 - q)}\right\}.
\]

Therefore, the function \( h_\beta \) is monotonically increasing on \([0, t_0]\) and monotonically decreasing on \([t_0, 1]\).

Since \( t < q \), we aim to show that there are small enough \( q \) such that \( q < t_0 \), which proves that function \( h_\beta(t) \) increasing monotonically for such small \( q \) and \( t < q \). The following inequalities are equivalent

\[
q < t_0 \quad (7.2)
\]

\[
(2\beta + 1) + (2\beta - 1)q < \sqrt{(2\beta + 1)^2(1 - q)^2 + 8\beta(1 - q)} \quad (7.3)
\]

\[
0 < 8\beta q^2 - 16\beta(\beta + 1)q + 8\beta \quad (7.4)
\]

\[
0 < q^2 - 2(\beta + 1)q + 1. \quad (7.5)
\]

Note that on the second line the left-hand side is positive for all \( \beta > 0 \) and \( q \leq 1 \).
For small enough $q$, i.e.

$$q < \beta + 1 - \sqrt{(\beta + 1)^2 - 1} = \gamma(\beta),$$

we have $q < t_0$. (Note that $0 < \gamma(\beta) < 1$ for all $\beta$.)

Therefore since the function $h_\beta$ is monotonically increasing on $[0, t_0]$

$$h_\beta(t) < h_\beta(q).$$

The Assumption 3.1 is proved for the function $f(t) = t^\beta$, $\beta > 0$ and

$$p < \left(\beta + 1 - \sqrt{(\beta + 1)^2 - 1} = \gamma(\beta)\right)^{1/\beta}.$$ (7.6)

## 8 Conclusion

The main result of this paper, Theorem 3.2, provides an upper bound on the trace-norm of the commutator between two operators, which can be seen as an entropy rate for a large class of entropy functions, e.g. (3.7) and (3.11). This class of entropy measures include two generalizations of von Neumann entropy: Renyi and Tsallis entropies. Theorem 3.2 is a true generalization of the result for the von Neumann entropy (2.7), first derived in [1], as it precisely recovers this bound for the logarithmic function.

The trace-norm of the commutator considered in the main Theorem 3.2 was first explored in [3] by Audenaert and Kittaneh, where they conjectured another upper bound on it [3.2]. While it is impossible to compare these bounds for a general function, the upper bound presented in this paper provides a sharper scaling comparing to the conjectured one for a logarithmic function and for power function with the power no greater than 1, for a power greater than 1 the conjectured bound would give a better scaling, if proved. Theorem 3.2 also enlarges the class of function for which the upper bound is found, e.g. it includes power function with a power less than -1.

The constant 9, which appears in the upper bound in Theorem 3.2 is not optimal. For von Neumann entropy Audenaert [1] provided a completely different proof of SIM with constant 2. Numerical evidence [5] suggests that the optimal constant in SIM for von Neumann entropy is 1, although no proof is known for it at the time of writing this paper. Unfortunately, Audenaert’s proof cannot be easily generalized to functions other than logarithmic, so in this paper we have sacrificed the constant but generalized the problem to a large class of functions.

Taking a power function in Theorem 3.2 we derive an upper bond on the entanglement rate with entanglement Renyi entropy taken as a measure of entanglement in the system. Similarly, directly applying Theorem 3.2 one obtains the upper bound on the entanglement rate for Tsallis entropy.

Our result holds for closed systems evolving under unitary Hamiltonian evolution. The entanglement rate problem in open systems was first considered in [12], with the relative entropy of entanglement and a quantum mutual information taken as entanglement measures. The derivation of the upper bound on the entanglement rate relied on the following upper bound similar to SIM

$$\left|\text{Tr}(L^\dagger[LX, \ln(Y)])\right| \leq c\|L\|^2p\ln(1/p),$$
with the same conditions of $X, Y$, and $L$ being a bounded linear operator. We expect a similar generalization to hold for this expression, leading to

$$\left|\text{Tr}(L^\dagger [LX, f(Y)])\right| \leq c\|L\|^2 p(f(1) - f(p)). \quad (8.1)$$

We do not provide a complete proof of this statement here, because it is not clear for which reasonable entanglement measures it will be useful, provided this statement is valid. But we expect the proof of (8.1) to follow the same lines as the proof of Theorem 3.2 and the modifications presented in [12].

Problems that are still open in the spirit of this generalization include increasing the class of function for which generalized SIM and SIE hold, proving SIE in open systems for a general entanglement measure, proving or disproving conjecture (3.2) posed by Audenaert and Kittaneh.
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