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Abstract
Under a regularity assumption we prove that reachability in fixed time for nonlinear control systems is robust under control sampling.
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1 Introduction and main result

Let \(m, n \in \mathbb{N}\setminus\{0\}\) be two positive integers and \(T > 0\) be a fixed positive real number. We consider the general nonlinear control system

\[\dot{x}(t) = f(x(t), u(t), t), \quad \text{a.e. } t \in [0, T],\]

where the dynamics \(f : \mathbb{R}^n \times \mathbb{R}^m \times [0, T] \to \mathbb{R}^n\) is a continuous mapping, of class \(C^1\) with respect to its first two variables.\(^1\) We say that a pair \((x, u)\) is a solution to (CS) if \(x \in \text{AC}([0, T], \mathbb{R}^n)\) is an absolutely continuous function (called state or trajectory) and \(u \in L^\infty([0, T], \mathbb{R}^m)\) is an essentially bounded measurable function (called control) such that \(\dot{x}(t) = f(x(t), u(t), t)\) for a.e. \(t \in [0, T]\). Throughout the paper we fix a starting point \(x^0 \in \mathbb{R}^n\) and a nonempty subset \(U\) of \(\mathbb{R}^m\) standing for the set of control constraints. We say that a target point \(x^1 \in \mathbb{R}^n\) is \(L^\infty_U\)-reachable in

\(^{1}\) This regularity assumption on \(f\) can be relaxed at several places in the paper (see Remark 3.7 for details).
time \( T \) from \( x^0 \) if there exists a solution \((x, u)\) to (CS), with \( u \in L^\infty([0, T], U) \), such that \( x(0) = x^0 \) and \( x(T) = x^1 \).

We now sample the control \( u \) over the time interval \([0, T]\), that is, given a partition \( T = \{t_i\}_{i=0,\ldots,N} \) of \([0, T]\), consisting of real numbers satisfying \( 0 = t_0 < t_1 < \cdots < t_{N-1} < t_N = T \), for some \( N \in \mathbb{N}\setminus\{0\} \), we consider the set \( PC^T([0, T], \mathbb{R}^m) \) of all possible piecewise constant functions \( u : [0, T] \rightarrow \mathbb{R}^m \) satisfying \( u(t) = u_i \), for some \( u_i \in \mathbb{R}^m \), for every \( t \in [t_i, t_{i+1}) \) and every \( i \in \{0, \ldots, N-1\} \). We denote by \( ||T|| = \max_{i=0,\ldots,N-1} |t_{i+1} - t_i| \) the norm of the partition. We say that a target point \( x^1 \in \mathbb{R}^n \) is \( PC^T_U \)-reachable in time \( T \) from \( x^0 \) if there exists a solution \((x, u)\) to (CS), with \( u \in PC^T_U([0, T], U) \), such that \( x(0) = x^0 \) and \( x(T) = x^1 \).

When dealing with controls \( u \in L^\infty([0, T], U) \), we speak of permanent controls in the sense that the control value can be modified at any real time \( t \in [0, T] \). Otherwise, when dealing with piecewise constant controls \( u \in PC^T_U([0, T], U) \), for a given partition \( T = \{t_i\}_{i=0,\ldots,N} \) of \([0, T]\), we speak of sampled-data controls (see, e.g., [24]) which are a particular case of nonpermanent controls, in the sense that the control value can be modified only at the sampling times \( t_i \in T \) and remains frozen along each sampling interval \([t_i, t_{i+1})\).

In the previous work [7] we proved that the optimal sampled-data control of a general unconstrained linear-quadratic problem (with fixed final time) converges pointwisely to the optimal permanent control when the norm of the corresponding partition converges to zero. In an ongoing work we extend this result to a general nonlinear setting, furthermore under convex control constraints and with fixed endpoint. For this purpose, robustness under control sampling of reachability in fixed time of this fixed endpoint has to be investigated. This issue has motivated the present work.

In this paper we thus investigate the following question: assuming that a target point \( x^1 \in \mathbb{R}^n \) is \( L^\infty_U \)-reachable in time \( T \) from \( x^0 \) and given a partition \( T \) of \([0, T]\), is the point \( x^1 \) also \( PC^T_U \)-reachable in time \( T \) from \( x^0 \)? In other words, how robust is reachability in fixed time under control sampling? Without any specific assumption, even for small values of \( ||T|| \), in general \( x^1 \) fails to be \( PC^T_U \)-reachable in time \( T \) from \( x^0 \), as shown in the following example.

**Example 1.1** Take \( T = n = m = 1, U = \mathbb{R} \) and \( f(x, u, t) = 1 + (u - t)^2 \) for all \((x, u, t) \in \mathbb{R} \times \mathbb{R} \times [0, T]\). The target point \( x^1 = 1 \) is \( L^\infty_U \)-reachable in time \( T \) from the starting point \( x^0 = 0 \) with the control \( u(t) = t \) for a.e. \( t \in [0, T] \). However, there is no other control steering the control system from \( x^0 \) to \( x^1 \) in time \( T \). Therefore, given any partition \( T \) of \([0, T]\), even with a small value of \( ||T|| \), the target point \( x^1 \) is not \( PC^T_U \)-reachable in time \( T \) from \( x^0 \).

Our main result is the following.

**Theorem 1.1** Assume that \( U \) is convex and let \( x^1 \in \mathbb{R}^n \) be a target point that is \( L^\infty_U \)-reachable in time \( T \) from \( x^0 \) with a control \( u \in L^\infty([0, T], U) \). If \( u \) is weakly \( U \)-regular, then there exists a threshold \( \delta > 0 \) such that \( x^1 \) is \( PC^T_U \)-reachable in time \( T \) from \( x^0 \) for any partition \( T \) of \([0, T]\) satisfying \( ||T|| \leq \delta \).

The key concept of weakly \( U \)-regular control is defined, commented and characterized in Sect. 2, in relation with local reachability results. Theorem 1.1 is discussed. 
in detail in Sect. 3. Let us note here that the convexity assumption made on \( U \) and the \( C^1 \) smoothness assumption made on \( f \) can both be relaxed (see Remarks 3.5, 3.6 and 3.7 for details). All proofs are done in Sects. 4 and 5.

Robustness under control sampling of accessibility and controllability has been studied in the past, and we refer to Sect. 3.3 for a description of the bibliographical context and for the positioning of the present paper with respect to the existing literature. Let us however already summarize and emphasize the two main novelties of our main result:

- Theorem 1.1 is concerned with reachability in \textit{fixed final time}, while most of the literature is concerned with preservation under control sampling of reachability in free final time;
- Theorem 1.1 guarantees the existence of a \textit{threshold} \( \delta > 0 \) such that reachability is preserved under control sampling for \textit{any} partition of norm less than \( \delta \), while the existing literature is only concerned, to the best of our knowledge, with the preservation under control sampling of reachability for \textit{some} partition (which is a much weaker property).

Note that, in contrast to other references in the literature in which the latter point is not addressed (see Sect. 3.3), Theorem 1.1 requires a convexity assumption on \( U \). When \( U \) is not convex, Theorem 1.1 is not true in general (see Example 3.1).

2 Recap on local reachability results

This section gathers in a concise way a number of local reachability results, helpful for various purposes all along this paper. Most of these results are well known in the literature (see, e.g., \cite{1,5,10,21,25,31,35} and references therein), while others are less known or even new.

In Sect. 2.1 we deal with the unconstrained control case (i.e., when \( U = \mathbb{R}^m \)), recalling how the classical implicit function theorem can provide local reachability results thanks to the notion of \textit{strongly regular control}. In Sect. 2.2 we show how to extend this approach under convex control constraints (i.e., when \( U \) is a convex subset of \( \mathbb{R}^m \)), thanks to the notion of \textit{strongly \( U \)-regular control} and to a \textit{conic} version of the implicit function theorem. In Sect. 2.3 we treat the general control constraints case (i.e., when \( U \) is a general subset of \( \mathbb{R}^m \)), thanks to the notion of \textit{weakly \( U \)-regular control} and using needle-like control variations. These different notions lead to distinct results, that we comment further in Sect. 2.4.

We first recall some basic facts and terminology and refer to the above references. A control \( u \in \mathcal{L}^\infty([0, T], \mathbb{R}^m) \) is said to be \textit{admissible} when there exists \( x \in \text{AC}([0, T], \mathbb{R}^n) \), starting at \( x(0) = x^0 \), such that \((x, u)\) is a solution to \((\text{CS})\). In that case the trajectory \( x \) is unique and will be denoted by \( x_u \). The set \( \mathcal{U} \) of all admissible controls is an open subset of \( \mathcal{L}^\infty([0, T], \mathbb{R}^m) \) and the \textit{end-point mapping} \( \mathcal{E} : \mathcal{U} \to \mathbb{R}^n \) is the \( C^1 \) mapping defined by \( \mathcal{E}(u) = x_u(T) \) for every \( u \in \mathcal{U} \). Therefore, a target point \( x^1 \in \mathbb{R}^n \) is \( \mathcal{L}_U^\infty \)-reachable in time \( T \) from \( x^0 \) if and only if \( x^1 \) belongs to the \( \mathcal{L}_U^\infty \)-\textit{accessible set} given by \( \mathcal{E}(\mathcal{U} \cap \mathcal{L}^\infty([0, T], \mathbb{R}^m)) \). Reachability in time \( T \) from \( x^0 \) is thus related to a surjectivity property of \( \mathcal{E} \).
2.1 Without control constraint

All results in this section are classical (see, e.g., [1,5,10,35]). When \( U = \mathbb{R}^m \), i.e., when there is no control constraint, some conditions ensuring surjectivity of \( E \) are well known. For instance, when the control system (CS) is linear and autonomous, i.e., \( f(x, u, t) = Ax + Bu + g(t) \) for all \((x, u, t) \in \mathbb{R}^n \times \mathbb{R}^m \times [0, T] \), where \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times m} \) are constant matrices and \( g \in \mathcal{C}([0, T], \mathbb{R}^n) \) is a continuous function, we have \( \mathcal{U} = L^\infty([0, T], \mathbb{R}^m) \), and \( E \) is surjective if and only if the pair \((A, B)\) satisfies the classical Kalman condition. For a general nonlinear control system (CS), \emph{global} surjectivity of \( E \) cannot be ensured in general. But, thanks to the implicit function theorem, \emph{local} surjectivity can be established (see Proposition 2.1, proved in Sect. 4.1).

\textbf{Definition 2.1 (strongly\textsuperscript{2} regular control)} A control \( u \in \mathcal{U} \) is said to be \emph{strongly regular} if the Fréchet differential \( DE(u) : L^\infty([0, T], \mathbb{R}^m) \to \mathbb{R}^n \) is surjective, i.e., if the range \( \text{Ran}(DE(u)) \) of \( DE(u) \) satisfies \( \text{Ran}(DE(u)) = \mathbb{R}^n \). A control \( u \in \mathcal{U} \) is said to be \emph{weakly singular} if it is not strongly regular, i.e., if \( \text{Ran}(DE(u)) \) is a proper subspace of \( \mathbb{R}^n \).

\textbf{Proposition 2.1} If a control \( u \in \mathcal{U} \) is strongly regular, then there exist an open neighborhood \( \mathcal{V} \) of \( x_u(T) \) and a mapping \( V : \mathcal{V} \to \mathcal{U} \) of class \( C^1 \) satisfying \( V(x_u(T)) = u \) and \( E(V(z)) = z \) for every \( z \in \mathcal{V} \). In particular, any point of \( \mathcal{V} \) is \( L^\infty_{\mathbb{R}^m} \)-reachable in time \( T \) from \( x^0 \), and thus \( x_u(T) \) belongs to the interior of the \( L^\infty_{\mathbb{R}^m} \)-accessible set.

A Hamiltonian characterization of weakly singular controls (recalled in Proposition 2.2 further) can be derived from the expression of the Fréchet differential of \( E \) given by

\[ DE(u) \cdot v = w_u^v(T) \tag{1} \]

for every \( u \in \mathcal{U} \) and every \( v \in L^\infty([0, T], \mathbb{R}^m) \), where \( w_u^v \in \text{AC}([0, T], \mathbb{R}^n) \) is the unique solution to

\[ \begin{cases} \dot{w}(t) = \nabla_x f(x_u(t), u(t), t)w(t) + \nabla_u f(x_u(t), u(t), t)v(t), & \text{a.e. } t \in [0, T], \\ w(0) = 0_{\mathbb{R}^n}. \end{cases} \]

The \emph{Hamiltonian} associated with (CS) is the function \( H : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^n \times [0, T] \to \mathbb{R} \) defined by

\[ H(x, u, p, t) = \langle p, f(x, u, t) \rangle_{\mathbb{R}^n} \]

for all \((x, u, p, t) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^n \times [0, T] \), where \( \langle \cdot, \cdot \rangle_{\mathbb{R}^n} \) is the Euclidean scalar product in \( \mathbb{R}^n \).

\footnote{With respect to the existing literature, we add the word “strongly”, in contrast to the notion of “weakly” regular control defined in Sect. 2.3.}
Definition 2.2 (weak extremal lift) A weak extremal lift of a pair \((x_u, u)\), where \(u \in \mathcal{U}\), is a triple \((x_u, u, p)\) where \(p \in \text{AC}([0, T], \mathbb{R}^n)\) (called adjoint vector) is a solution of the (linear) adjoint equation

\[
\dot{p}(t) = -\nabla_x H(x_u(t), u(t), p(t), t)
\]

for a.e. \(t \in [0, T]\), satisfying the null Hamiltonian gradient condition

\[
\nabla_u H(x_u(t), u(t), p(t), t) = 0_{\mathbb{R}^m}
\]

for a.e. \(t \in [0, T]\). The weak extremal lift \((x_u, u, p)\) is said to be nontrivial if \(p\) is nontrivial (that is, if \(p\) is not the null function).

Proposition 2.2 A control \(u \in \mathcal{U}\) is weakly singular if and only if the pair \((x_u, u)\) admits a nontrivial weak extremal lift.

While the definition of weakly singular control is quite abstract, the above classical Hamiltonian characterization (proved in Sect. 4.2) is practical. For example one can easily prove that the control in Example 1.1 is weakly singular.

As a consequence of Propositions 2.1 and 2.2, if a pair \((x_u, u)\), for some \(u \in \mathcal{U}\), has no nontrivial weak extremal lift, then any point of an open neighborhood of \(x_u(T)\) is \(L^\infty_{\mathbb{R}^m}\)-reachable in time \(T\) from \(x^0\). Note that the contrapositive statement corresponds to a weak version of the geometric Pontryagin maximum principle: if \(x_u(T)\), for some \(u \in \mathcal{U}\), belongs to the boundary of the \(L^\infty_{\mathbb{R}^m}\)-accessible set, then the pair \((x_u, u)\) admits a nontrivial weak extremal lift.

2.2 With convex control constraints

When \(\mathcal{U}\) is a proper subset of \(\mathbb{R}^m\), i.e., when there are control constraints, reachability properties are more difficult to establish in general. We refer the reader to [8] for conic-type conditions for autonomous linear control systems, to [6, 20] for single-input control-affine systems in dimensions 2 and 3, and to [4, 34] for more general systems.

In Sect. 2.1 we have recalled that, in the absence of control constraint, local reachability can be ensured thanks to the classical implicit function theorem, by assuming that \(\text{DE}(u)\) is surjective for some \(u \in \mathcal{U}\). When there are control constraints, a powerful approach is to use constrained versions of the implicit function theorem (as in [4, 9, 19]). When \(\mathcal{U}\) is convex, the required hypothesis for a control \(u \in \mathcal{U} \cap L^\infty([0, T], \mathcal{U})\) is a conic surjectivity assumption made on \(\text{DE}(u)\) as follows.

Definition 2.3 (strongly \(\mathcal{U}\)-regular control) Assume that \(\mathcal{U}\) is convex. A control \(u \in \mathcal{U} \cap L^\infty([0, T], \mathcal{U})\) is said to be strongly \(\mathcal{U}\)-regular if the image \(\text{DE}(u)(\mathcal{T}_{\infty\mathcal{U}}[u])\) of the (convex) tangent cone to \(L^\infty([0, T], \mathcal{U})\) at \(u\) defined by

\[
\mathcal{T}_{\infty\mathcal{U}}[u] = \mathbb{R}_+(L^\infty([0, T], \mathcal{U}) - u) = \{ \alpha(v - u) \mid \alpha \geq 0, \; v \in L^\infty([0, T], \mathcal{U})\},
\]

\[
\mathcal{T}_{\infty\mathcal{U}}[u] = \mathbb{R}_+(L^\infty([0, T], \mathcal{U}) - u) = \{ \alpha(v - u) \mid \alpha \geq 0, \; v \in L^\infty([0, T], \mathcal{U})\},
\]
under $\text{DE}(u)$ satisfies $\text{DE}(u)(\mathcal{T}_{L^\infty_U}[u]) = \mathbb{R}^n$. The control $u$ is said to be weakly U-singular when it is not strongly U-regular, i.e., when $\text{DE}(u)(\mathcal{T}_{L^\infty_U}[u])$ is a proper convex subcone of $\mathbb{R}^n$.

**Proposition 2.3** Assume that $U$ is convex. If a control $u \in U \cap L^\infty([0, T], U)$ is strongly U-regular, then there exist an open neighborhood $V$ of $x_u(T)$ and a continuous mapping $V : V \to U \cap L^\infty([0, T], U)$ satisfying $V(x_u(T)) = u$ and $E(V(z)) = z$ for every $z \in V$. In particular, any point in $V$ is $L^\infty_U$-reachable in time $T$ from $x^0$, and thus $x_u(T)$ belongs to the interior of the $L^\infty_U$-accessible set.

The proof of Proposition 2.3, based on the conic implicit function theorem [9, Theorem 5.2], is provided in Sect. 4.3.

Similar results to Proposition 2.3 are known in the literature. For example it echoes results obtained in [4,19] in which the sufficient condition is settled as a constrained controllability property of the linearized control system. Such a condition is however not easy to check in practice. As in the unconstrained control case (Sect. 2.1), we next provide a practical Hamiltonian characterization of weakly U-singular controls.

**Definition 2.4** (weak U-extremal lift) Assume that $U$ is convex. A weak U-extremal lift of a pair $(x_u, u)$, where $u \in U \cap L^\infty([0, T], U)$, is a triple $(x_u, u, p)$ where $p \in \text{AC}([0, T], \mathbb{R}^n)$ (called adjoint vector) is a solution to the adjoint equation (AE) satisfying the Hamiltonian gradient condition

$$\nabla_u H(x_u(t), u(t), p(t), t) \in \mathcal{N}_U[u(t)]$$

(HG)

for a.e. $t \in [0, T]$, where

$$\mathcal{N}_U[u(t)] = \{ \vartheta \in \mathbb{R}^m | \forall \omega \in U, \langle \vartheta, \omega - u(t) \rangle_{\mathbb{R}^m} \leq 0 \}$$

is the normal cone to $U$ at $u(t)$. The weak U-extremal lift $(x_u, u, p)$ is said to be nontrivial if $p$ is nontrivial.

**Proposition 2.4** Assume that $U$ is convex. A control $u \in U \cap L^\infty([0, T], U)$ is weakly U-singular if and only if the pair $(x_u, u)$ admits a nontrivial weak U-extremal lift.

The proof of Proposition 2.4, using in particular needle-like control variations (recalled in Sect. 2.3), is done in Sect. 4.4.

As a consequence of Propositions 2.3 and 2.4, when $U$ is convex, if a pair $(x_u, u)$, for some $u \in U \cap L^\infty([0, T], U)$, has no nontrivial weak U-extremal lift, then any point of an open neighborhood of $x_u(T)$ is $L^\infty_U$-reachable in time $T$ from $x^0$. The contrapositive statement corresponds to a weak version of the geometric Pontryagin maximum principle in the presence of convex control constraints: when $U$ is convex, if the point $x_u(T)$, for some $u \in U \cap L^\infty([0, T], U)$, belongs to the boundary of the $L^\infty_U$-accessible set, then the pair $(x_u, u)$ admits a nontrivial weak U-extremal lift.

**Remark 2.1** When $U$ is convex, it is clear that, if a control $u \in U \cap L^\infty([0, T], U)$ is strongly U-regular, then it is strongly regular. The converse is not true in general, as shown in the next example, but is true when $u$ takes its values in the interior of $U$ (see Proposition 2.7 further), in particular when $U = \mathbb{R}^m$. 

Springer
Example 2.1 Take $T = n = m = 1$, $U = [-1, 1]$ and $f(x, u, t) = u$ for all $(x, u, t) \in \mathbb{R} \times \mathbb{R} \times [0, T]$. It can be shown from the Hamiltonian characterizations that the constant control $u \equiv 1$ is strongly regular and weakly $U$-singular.

Remark 2.2 Note that the conclusions of Propositions 2.1 and 2.3 are distinct. Indeed the local right-inverse mapping $V$ is of class $C^1$ in Proposition 2.1 (in the unconstrained control case), while it is (only) continuous in Proposition 2.3 (in the convex control constraints case). In the latter, obtaining $C^1$ smoothness is an open question. Indeed, in all references on constrained implicit function theorems we found (such as [9]), the continuity of the local right-inverse mapping is established, but obtaining $C^1$ smoothness does not seem to be an easy issue.

2.3 With general control constraints

When $U$ is convex and for a given control $u \in \mathcal{U} \cap L^\infty([0, T], U)$, the set $DE(u)(\mathcal{T}_{L^\infty U}[u])$ consists of all elements $w^u(T)$ (called the weak $U$-variation vectors associated with $u$) generated by conic $L^\infty$-perturbations $u + \alpha v$ of the control $u$, where $v \in \mathcal{T}_{L^\infty U}[u]$ and $\alpha > 0$, in the sense that

$$w^u(T) = \lim_{\alpha \to 0^+} \frac{E(u + \alpha v) - E(u)}{\alpha} = DE(u) \cdot v.$$

The set $DE(u)(\mathcal{T}_{L^\infty U}[u])$ can be seen as a first-order conic convex approximation of the $L^\infty_U$-accessible set at $x_U(T)$.

To construct a first-order conic convex approximation of the accessible set, the above technique of conic $L^\infty$-perturbations requires the convexity of the control constraint set $U$. A second technique of control perturbations, well known in the literature as needle-like control variations, which are sophisticated $L^1$-perturbations, allows to cover the general control constraints case (i.e., when $U$ is not assumed to be convex) and provides furthermore, when $U$ is convex, a larger first-order conic convex approximation of the accessible set than the conic $L^\infty$-perturbations. Precisely, a needle-like control variation $u^\alpha(\tau, \omega)(t) \in L^\infty([0, T], U)$ of a given control $u \in \mathcal{U} \cap L^\infty([0, T], U)$ is defined by

$$u^\alpha(\tau, \omega)(t) = \begin{cases} \omega & \text{along } [\tau, \tau + \alpha), \\ u(t) & \text{elsewhere,} \end{cases}$$

for a.e. $t \in [0, T]$ and for $\alpha > 0$, with $(\tau, \omega) \in \mathcal{L}(f_u) \times U$, where $\mathcal{L}(f_u)$ stands for the full-measure set of all Lebesgue points in $[0, T]$ of the essentially bounded measurable function $f_u = f(x_u, u, \cdot)$. In that framework, it is well known (see, e.g., [21,31]) that $u^\alpha(\tau, \omega)$ belongs to $\mathcal{U}$ for sufficiently small $\alpha > 0$ and that

$$\lim_{\alpha \to 0^+} \frac{E(u^\alpha(\tau, \omega)) - E(u)}{\alpha} = w^u(\tau, \omega)(T),$$

for a.e. $t \in [0, T]$ and for a.e. $(\tau, \omega) \in \mathcal{L}(f_u) \times U$. This allows to construct a first-order conic convex approximation of the accessible set. The construction of such a first-order conic convex approximation requires the convexity of the control constraint set $U$. A second technique of control perturbations, well known in the literature as needle-like control variations, which are sophisticated $L^1$-perturbations, allows to cover the general control constraints case (i.e., when $U$ is not assumed to be convex) and provides furthermore, when $U$ is convex, a larger first-order conic convex approximation of the accessible set than the conic $L^\infty$-perturbations.
where \( u_{\tau,\omega}^U \in AC([\tau, T], \mathbb{R}^n) \) is the unique solution to

\[
\begin{align*}
\dot{w}(t) &= \nabla_x f(x_u(t), u(t), t) w(t), \quad \text{a.e. } t \in [\tau, T], \\
w(\tau) &= f(x_u(\tau), \omega, \tau) - f(x_u(\tau), u(\tau), \tau).
\end{align*}
\]

The elements \( u_{\tau,\omega}^U(T) \), with \((\tau, \omega) \in \mathcal{L}(f_u) \times U\), are called the \textit{strong U-variation vectors} associated with \( u \).

**Definition 2.5** (U-Pontryagin cone) The \textit{U-Pontryagin cone} of a control \( u \in U \cap L^\infty([0, T], U) \), denoted by \( \text{Pont}_U[u] \), is the smallest convex cone containing all strong \( U \)-variation vectors associated with \( u \).

A strong \( U \)-variation vector associated with a control \( u \in U \cap L^\infty([0, T], U) \) is generated in (3) by using a \textit{single} needle-like control variation (2). The U-Pontryagin cone, which consists of all conic convex combinations of strong \( U \)-variation vectors associated with \( u \), can be generated by using \textit{multiple} needle-like control variations (see, e.g., \([3,22,25]\) and Sect. 4.5). Hence the set \( \text{Pont}_U[u] \) can be seen as a first-order conic convex approximation of the \( L^\infty_U \)-accessible set at \( x_u(T) \). Note that, while the first-order conic convex approximation \( \text{DE}(u)(\mathcal{I}^\infty_U[u]) \) of the \( L^\infty_U \)-accessible set at \( x_u(T) \), when \( U \) is convex, can be written as the range of the \( L^\infty \)-differential of the end-point mapping \( E \), the U-Pontryagin cone \( \text{Pont}_U[u] \) cannot in general (see Remark 3.4 for details). However, when \( U \) is convex, \( \text{Pont}_U[u] \) is larger than \( \text{DE}(u)(\mathcal{I}^\infty_U[u]) \) (in the sense of Remark 2.3), which leads to the following weakened notion of \( U \)-regularity.

**Definition 2.6** (weakly \( U \)-regular control) A control \( u \in U \cap L^\infty([0, T], U) \) is said to be \textit{weakly \( U \)-regular} if \( \text{Pont}_U[u] = \mathbb{R}^n \). The control \( u \) is said to be \textit{strongly \( U \)-singular} when it is not weakly \( U \)-regular, i.e., when \( \text{Pont}_U[u] \) is a proper convex subcone of \( \mathbb{R}^n \).

Although the U-Pontryagin cone of a control \( u \in U \cap L^\infty([0, T], U) \) cannot be written as the range of a differential \( \text{DE}(u) \) taken in an appropriate sense (see Remark 3.4), the next proposition can be obtained by applying the conic implicit function theorem [9, Theorem 5.2] to a restriction of \( E \) to a multiple needle-like control variation (see the proof in Sect. 4.5).

**Proposition 2.5** If a control \( u \in U \cap L^\infty([0, T], U) \) is weakly \( U \)-regular, then there exist an open neighborhood \( V \) of \( x_u(T) \) and a mapping \( V : \mathcal{V} \rightarrow U \cap L^\infty([0, T], U) \), that is continuous when endowing the codomain with the \( L^1 \)-metric, satisfying \( V(x_u(T)) = u \) and \( E(V(z)) = z \) for all \( z \in \mathcal{V} \). In particular any point in \( \mathcal{V} \) is \( L^\infty_U \)-reachable in time \( T \) from \( x^0 \), thus \( x_u(T) \) belongs to the interior of the \( L^\infty_U \)-accessible set.

Like in Sects. 2.1 and 2.2, we next provide a Hamiltonian characterization of strongly \( U \)-singular controls (see Proposition 2.6, proved in Sect. 4.6).

---

3 In the literature, usually the U-Pontryagin cone of a control \( u \in U \cap L^\infty([0, T], U) \) is defined as the smallest closed convex cone containing all strong \( U \)-variation vectors associated with \( u \) (see, e.g., [21]). As explained in Remark 2.3, considering the closure (or not) has no impact on the notions and results presented in this paper. Nevertheless we emphasize that the multiple needle-like variations of the control \( u \) (see Sect. 4.5) generate (only) the U-Pontryagin cone of \( u \) as defined in Definition 2.5 (i.e., without closure).
Definition 2.7 (strong U-extremal lift) A strong U-extremal lift of a pair \((x_u, u)\), where \(u \in \mathcal{U} \cap L^\infty([0, T], \mathbb{R}^n)\), is a triple \((x_u, u, p)\) where \(p \in \text{AC}([0, T], \mathbb{R}^n)\) (called adjoint vector) is a solution to the adjoint equation (AE) satisfying the Hamiltonian maximization condition

\[
u(t) \in \arg \max_{\omega \in \mathcal{U}} H(x_u(t), \omega, p(t), t) \quad (HM)
\]

for a.e. \(t \in [0, T]\). The strong U-extremal lift \((x_u, u, p)\) is said to be nontrivial if \(p\) is nontrivial.

Proposition 2.6 A control \(u \in \mathcal{U} \cap L^\infty([0, T], \mathbb{R}^n)\) is strongly U-singular if and only if the pair \((x_u, u)\) admits a nontrivial strong U-extremal lift.

From Propositions 2.5 and 2.6, if a pair \((x_u, u)\), where \(u \in \mathcal{U} \cap L^\infty([0, T], \mathbb{R}^n)\), has no nontrivial strong U-extremal lift, then any point of an open neighborhood of \(x_u(T)\) is \(L^\infty\)-reachable in time \(T\) from \(x_0\). The contrapositive statement coincides exactly with the well known geometric Pontryagin maximum principle: if \(x_u(T)\), for some \(u \in \mathcal{U} \cap L^\infty([0, T], \mathbb{R}^n)\), belongs to the boundary of the \(L^\infty\)-accessible set, then the pair \((x_u, u)\) admits a nontrivial strong U-extremal lift.

Remark 2.3 Let \(u \in \mathcal{U} \cap L^\infty([0, T], \mathbb{R}^n)\). Since \(\text{Pont}_{\mathcal{U}}[u]\) is convex, we have \(\text{Pont}_{\mathcal{U}}[u] = \mathbb{R}^n\) if and only if its closure satisfies \(\text{Clos}(\text{Pont}_{\mathcal{U}}[u]) = \mathbb{R}^n\). When \(U\) is convex, we have \(\text{DE}(u)(\text{Pont}_{\mathcal{U}}[u]) \subseteq \text{Clos}(\text{Pont}_{\mathcal{U}}[u])\) and thus, if \(u\) is strongly U-regular, then it is weakly U-regular. The converse is not true in general, as shown below.

Example 2.2 In the following two contexts (cubic and quadratic):

(i) \(n = m = 1, T = 1, \mathcal{U} = [-1, 1]\) and \(f(x, u, t) = u^3\) for all \((x, u, t) \in \mathbb{R} \times \mathbb{R} \times [0, T]\);

(ii) \(n = 1, m = 2, T = 1, \mathcal{U} = [-1, 1]^2\) and \(f(x, (u_1, u_2), t) = u_1u_2\) for all \((x, (u_1, u_2), t) \in \mathbb{R} \times \mathbb{R}^2 \times [0, T]\);

it can be shown from the Hamiltonian characterizations that the constant control \(u \equiv 0\) is weakly U-regular and weakly U-singular.

Remark 2.4 No relationship can be established between strong regularity and weak U-regularity in general. One can check that Example 2.1 provides a control that is strongly regular and strongly U-regular, and that Example 2.2(ii) provides a control that is weakly singular and weakly U-regular. We refer to Propositions 2.7 and 2.8 further for relationships in special cases.

Remark 2.5 From the Hamiltonian characterization, if a control \(u \in \mathcal{U} \cap L^\infty([0, T], \mathbb{R}^n)\) is strongly U-singular on the interval \([0, T]\) with the starting point \(x^0\), then it is also strongly U-singular on any subinterval \([\tau^0, \tau^1]\) \(\subseteq [0, T]\) of nonempty interior with the starting point \(x_u(\tau^0)\). When \(U\) is convex, the same assertion is true when replacing “strongly U-singular” with “weakly U-singular”.

---

4 This fact can also be derived from the Hamiltonian characterizations.
Remark 2.6 Note that the conclusions of Propositions 2.3 and 2.5 are distinct. In Proposition 2.3, when $U$ is convex and the control $u \in \mathcal{U} \cap L^\infty([0, T], U)$, $U$ is strongly $U$-regular, the controls allowing to reach an open neighborhood of $x_u(T)$ can be chosen close to $u$ in $L^\infty$-topology. In Proposition 2.5, when the control $u \in \mathcal{U} \cap L^\infty([0, T], U)$ is (only) weakly $U$-regular, closedness is obtained in the weaker $L^1$-topology (this is because needle-like control variations are $L^1$-perturbations). There are similar subtleties in Sect. 3 due to the fact that piecewise constant functions are dense in $L^\infty([0, T], \mathbb{R}^m)$ when endowed with the $L^1$-norm (but not with the natural $L^\infty$-norm).

2.4 Additional comments and results

The next proposition, which seems to be new, follows straightforwardly from the Hamiltonian characterizations and from the fact that, when $U$ is convex, the normal cone to $U$ at any interior point of $U$ is reduced to $\{0\} \times \mathbb{R}^m$.

Proposition 2.7 Let $u \in \mathcal{U} \cap L^\infty([0, T], \text{Int}(U))$, where $\text{Int}(U)$ is the interior of $U$.

(i) If $u$ is strongly regular then $u$ is weakly $U$-regular.$^5$

(ii) When $U$ is convex, $u$ is strongly regular if and only if $u$ is strongly $U$-regular.$^6$

Remark 2.7 By Remark 2.5 and Proposition 2.7, if a control $u \in \mathcal{U} \cap L^\infty([0, T], U)$ takes its values in $\text{Int}(U)$ along a subinterval $[\tau^0, \tau^1] \subset [0, T]$ of nonempty interior on which it is moreover strongly regular with the starting point $x_u(\tau^0)$, then $u$ is weakly $U$-regular (and even strongly $U$-regular if $U$ is convex) on $[0, T]$ with the starting point $x^0$.

The control system (CS) is said to be control-affine when $f(x, u, t) = g(x, t) + B(x, t)u$ for all $(x, u, t) \in \mathbb{R}^n \times \mathbb{R}^m \times [0, T]$, where $g : \mathbb{R}^n \times [0, T] \to \mathbb{R}^n$ and $B : \mathbb{R}^n \times [0, T] \to \mathbb{R}^{n \times m}$ are continuous mappings, of class $C^1$ with respect to their first variable. In that context we have

$$H(x, \omega, p, t) - H(x, u, p, t) = \langle \nabla_u H(x, u, p, t), \omega - u \rangle_{\mathbb{R}^m}$$

for all $(x, u, \omega, p, t) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m \times \mathbb{R}^n \times [0, T]$ and the next proposition follows straightforwardly.

Proposition 2.8 Assume that the control system (CS) is control-affine. Let $u \in \mathcal{U} \cap L^\infty([0, T], U)$.

(i) If $u$ is strongly $\text{conv}(U)$-regular, where $\text{conv}(U)$ is the convex hull of $U$, then $u$ is weakly $U$-regular.

(ii) If $u$ is weakly $U$-regular, then $u$ is strongly regular.$^7$

---

$^5$ The converse is not true in general (see Example 2.2(i) and Remark 2.4).

$^6$ This fact is obvious when $u$ belongs to $\text{Int}(L^\infty([0, T), U))$ since then $T_{\mathcal{U}U}[u] = L^\infty([0, T], \mathbb{R}^m)$. However, note that the inclusion $\text{Int}(L^\infty([0, T], U)) \subset L^\infty([0, T], \text{Int}(U))$ may be strict (take $T = m = 1$, $U = [0, 1]$ and $u(t) = t$ for a.e. $t \in [0, T]$).

$^7$ The converse is not true in general (see Example 2.1 and Remark 2.4).
(iii) When $U$ is convex, $u$ is weakly $U$-regular if and only if $u$ is strongly $U$-regular.

As a particular case of control-affine system, the control system (CS) is said to be linear when $f(x, u, t) = A(t)x + B(t)u + g(t)$ for all $(x, u, t) \in \mathbb{R}^n \times \mathbb{R}^m \times [0, T]$, where $A \in C([0, T], \mathbb{R}^{n \times n})$, $B \in C([0, T], \mathbb{R}^{n \times m})$ and $g \in C([0, T], \mathbb{R}^n)$ are continuous functions. In that context $\mathcal{U} = L^\infty([0, T], \mathbb{R}^m)$ and $E$ is affine. An example given in “Appendix A” shows that the converse of the geometric Pontryagin maximum principle, stated right before Remark 2.3 in Sect. 2.3, is not true in general.\(^8\) However, for linear control systems, the converse is true, as stated in the next proposition (proved in Sect. 4.7).

**Proposition 2.9** Assume that the control system (CS) is linear and let $u \in L^\infty([0, T], U)$. Then $x_u(T)$ belongs to the interior of the $L_U^\infty$-accessible set if and only if $u$ is weakly $U$-regular.

**Remark 2.8** Assume that the control system (CS) is linear and autonomous (in the sense that $A(\cdot) = A$ and $B(\cdot) = B$ are constant). Since $\mathcal{U} = L^\infty([0, T], \mathbb{R}^m)$ and $E$ is affine, a control $u \in L^\infty([0, T], \mathbb{R}^m)$ is strongly regular if and only if $DE(u)$ is surjective, if and only if $E$ is surjective, if and only if the pair $(A, B)$ satisfies the Kalman condition. This characterization does not depend on $(T, x^0, u)$. Hence, under the Kalman condition, any control $u \in L^\infty([0, T], \mathbb{R}^m)$ is strongly regular on any subinterval $[\tau^0, \tau^1] \subset [0, T]$ of nonempty interior and from any starting point. Thus, under the Kalman condition and using Remark 2.7, if a control $u \in L^\infty([0, T], U)$ takes its values in $\text{Int}(U)$ along a subinterval $[\tau^0, \tau^1] \subset [0, T]$ of nonempty interior, then $u$ is weakly $U$-regular (and even strongly $U$-regular if $U$ is convex) on $[0, T]$ from any starting point.

We now introduce a last notion which will be instrumental in order to relax the convexity assumption made on $U$ in our main result (see Remark 3.5 and 3.6 further for details).

**Definition 2.8** (parameterization of U) We say that $U$ is parameterizable by a nonempty subset $U'$ of $\mathbb{R}^m$, with $m' \in \mathbb{N}\setminus\{0\}$, if there exists a $C^1$ mapping $\varphi : \mathbb{R}^{m'} \rightarrow \mathbb{R}^m$ satisfying $\varphi(U') = U$ and, for every $u \in L^\infty([0, T], U)$, there exists $u' \in L^\infty([0, T], U')$ such that $u = \varphi \circ u'$.

**Example 2.3** The two-dimensional unit circle $U = \{(u_1, u_2) \in \mathbb{R}^2 \mid u_1^2 + u_2^2 = 1\}$ is parameterizable by the interval $[0, 2\pi]$. Indeed there clearly exists a $C^1$ mapping $\varphi : \mathbb{R} \rightarrow \mathbb{R}^2$ such that $\varphi([0, 2\pi]) = U$. Then, given some $u \in L^\infty([0, T], U)$, using the Kuratowski and Ryll-Nardzewski measurable selection theorem (to guarantee measurability), there exists a function $u' \in L^\infty([0, T], [0, 2\pi])$ such that $u = \varphi \circ u'$.

In the context of Definition 2.8, the control system (CS) has the same trajectories as the control system (CS') given by

$$
\dot{x}'(t) = f'(x'(t), u'(t), t), \quad \text{a.e. } t \in [0, T],
$$

\(^8\) Since $U = \mathbb{R}^m$ in that example, it also shows that the converses of the weak versions of the geometric Pontryagin maximum principle stated at the end of Sects. 2.1 and 2.2 are also not true in general.
starting at the same initial point \( x^0 \), where the dynamics \( f' : \mathbb{R}^n \times \mathbb{R}^{n'} \times [0, T] \to \mathbb{R}^n \) is defined by \( f'(x', u', t) = f(x', \varphi(u'), t) \) for all \((x', u', t) \in \mathbb{R}^n \times \mathbb{R}^{n'} \times [0, T]\) and where \( U' \) is the control constraint set. Precisely, for a control \( u \in \mathcal{U} \cap \mathcal{L}^\infty([0, T], U) \), any control \( u' \in \mathcal{L}^\infty([0, T], U') \) satisfying \( u = \varphi \circ u' \) belongs to the set \( \mathcal{U}' \) of all admissible controls for (CS'), and \( x^0_{u'} = x_u \). Furthermore, by the Hamiltonian characterization, if a control \( u \in \mathcal{U} \cap \mathcal{L}^\infty([0, T], U) \) is weakly \( U \)-regular for (CS), then any control \( u' \in \mathcal{L}^\infty([0, T], U') \) satisfying \( u = \varphi \circ u' \) is weakly \( U' \)-regular for (CS'). We say that weak \( U \)-regularity is preserved by parameterization. However, when \( U \) and \( U' \) are convex, strong \( U \)-regularity may not be preserved by parameterization, as shown in the following example.

**Example 2.4** Consider the framework of Example 2.1. It can be shown from the Hamiltonian characterization that the constant control \( u \equiv 0 \) is strongly \( U \)-regular. Considering the parameterization of \( U \) by itself, with the \( C^1 \) mapping \( \varphi : \mathbb{R} \to \mathbb{R} \) defined by \( \varphi(u') = u'^3 \) for every \( u' \in \mathbb{R} \), we recover the control system considered in Example 2.2 in which the constant control \( u' \equiv 0 \), which satisfies \( u = \varphi \circ u' \), is weakly \( U' \)-singular.

### 3 Robustness of reachability under control sampling

We now return to the main issue investigated in this article, namely the question of robustness of reachability under control sampling. Given any control \( u \in \mathcal{U} \cap \mathcal{L}^\infty([0, T], U) \), we define the reachability property \((\mathcal{R}_u)\) by

\[
\exists \mathcal{T} \in \mathcal{P}, \quad x_u(T) \in E(\mathcal{U} \cap \mathcal{P}^\mathcal{T}([0, T], U)), \quad (\mathcal{R}_u)
\]

where \( \mathcal{P} \) is the set of all partitions of \([0, T] \) and where \( E(\mathcal{U} \cap \mathcal{P}^\mathcal{T}([0, T], U)) \) is the \( \mathcal{P}_U \)-accessible set. Example 1.1 shows that the property \((\mathcal{R}_u)\) is not satisfied in general and most of the literature focuses on establishing sufficient conditions that guarantee properties similar or related to the property \((\mathcal{R}_u)\) (see Sect. 3.3 for details). Note that, up to considering refined partitions if necessary, the property \((\mathcal{R}_u)\) is obviously equivalent to:

\[
\forall \delta > 0, \quad \exists \mathcal{T} \in \mathcal{P}, \quad ||\mathcal{T}|| \leq \delta, \quad x_u(T) \in E(\mathcal{U} \cap \mathcal{P}^\mathcal{T}([0, T], U)).
\]

One of the main novelties of the present article is to provide in Theorem 1.1 a sufficient condition ensuring the stronger property \((\mathcal{R}_u^{\text{unif}})\):

\[
\exists \delta > 0, \quad \forall \mathcal{T} \in \mathcal{P}, \quad ||\mathcal{T}|| \leq \delta, \quad x_u(T) \in E(\mathcal{U} \cap \mathcal{P}^\mathcal{T}([0, T], U)). \quad (\mathcal{R}_u^{\text{unif}})
\]

Compared with \((\mathcal{R}_u)\), the threshold \( \delta > 0 \) in \((\mathcal{R}_u^{\text{unif}})\) is uniform. The interest is twofold. First, as explained in Sect. 1, the existence of this uniform threshold is instrumental to extend the convergence result obtained in [7] to a general nonlinear setting, under convex control constraints and with fixed endpoint, precisely in order to guarantee that the corresponding sampled-data control problem is feasible for partitions of
sufficiently small norm. Second, the nonexistence of such a threshold implies that $\text{PC}_U^T$-reachability of the final point $x_u(T)$ is strongly sensitive to small perturbations of the partition $\mathbb{T}$, as stated in the next proposition (proved in Sect. 5.1 and illustrated in Remark 3.1 further).

**Proposition 3.1** Let $u \in \mathcal{U} \cap L^\infty([0, T], \mathbb{U})$. If the property $(\mathcal{R}^\text{unif}_u)$ is not satisfied (even though the property $(\mathcal{R}_u)$ may be), then, for any partition $\mathbb{T} = \{t_i\}_{i=0}^{N}$ of $[0, T]$ and any $\varepsilon > 0$, there exists a partition $\mathbb{T}^\varepsilon = \{t_i^\varepsilon\}_{i=0}^{N}$ of $[0, T]$ such that $|t_i^\varepsilon - t_i| < \varepsilon$ for all $i \in \{1, \ldots, N - 1\}$ and such that $x_u(T)$ is not $\text{PC}_U^T$-reachable in time $T$ from $x^0$.

This section is organized as follows. In Sect. 3.1 we first investigate the condition that $x_u(T)$, for some $u \in \mathcal{U} \cap L^\infty([0, T], \mathbb{U})$, belongs to the interior of the $L_U^\infty$-accessible set. Our main result (Theorem 1.1), which is valid under the stronger condition that $u$ is weakly $\mathbb{U}$-regular, is discussed in Sect. 3.2.

### 3.1 Final point in the interior of the $L_U^\infty$-accessible set

Let $u \in \mathcal{U} \cap L^\infty([0, T], \mathbb{U})$. Here, we focus on the condition that $x_u(T)$ belongs to the interior of the $L_U^\infty$-accessible set. The next example, based on a commensurability rigidity, shows that this condition is not sufficient to ensure the property $(\mathcal{R}^\text{unif}_u)$. Note that similar commensurability rigidities were already pointed out in [28, p. 808] and [30, p. 730].

**Example 3.1** Take $T = 4, n = m = 1, \mathcal{U} = \{0, 1\}$ and $f(x, u, t) = u$ for all $(x, u, t) \in \mathbb{R} \times \mathbb{R} \times [0, T]$. The target point $x^1 = \pi$ is $L_U^\infty$-reachable in time $T$ from the starting point $x^0 = 0$ with the control $u(t) = 1$ for a.e. $t \in [0, \pi]$ and $u(t) = 0$ for a.e. $t \in [\pi, 4]$. It can be shown from the Hamiltonian characterization that the control $u$ is weakly $\mathbb{U}$-regular and thus $x^1 = x_u(T)$ belongs to the interior of the $L_U^\infty$-accessible set (see Proposition 2.5). However, for any given partition $\mathbb{T}$ of $[0, T]$, $x^1$ belongs to the $\text{PC}_U^T$-accessible set if and only if there exists a subfamily of sampling intervals associated with $\mathbb{T}$ whose sum of lengths is equal to $\pi$. As a consequence, for any partition $\mathbb{T}$ of $[0, T]$ containing only rational sampling times (with norm $||\mathbb{T}||$ arbitrarily small), $x^1$ is not $\text{PC}_U^T$-reachable in time $T$ from $x^0$. Hence, Property $(\mathcal{R}^\text{unif}_u)$ is not satisfied (while Property $(\mathcal{R}_u)$ is).

In Example 3.1, the set $\mathcal{U}$ is not convex. However, note that another counterexample, in which $\mathcal{U}$ is convex, is provided in “Appendix A”.

**Remark 3.1** Example 3.1 illustrates Proposition 3.1 in the sense that, given any partition $\mathbb{T} = \{t_i\}_{i=0}^{N}$ of $[0, T]$ (even such that the target point $x^1$ is $\text{PC}_U^T$-reachable in time $T$ from $x^0$) and given any $\varepsilon > 0$, there always exists a partition $\mathbb{T}^\varepsilon = \{t_i^\varepsilon\}_{i=0}^{N}$ of $[0, T]$ containing only rational sampling times such that $|t_i^\varepsilon - t_i| < \varepsilon$ for all $i \in \{1, \ldots, N - 1\}$, and thus such that $x^1$ is not $\text{PC}_U^T$-reachable in time $T$ from $x^0$. We provide in the following example a similar illustration of Proposition 3.1 with $\mathcal{U}$ convex.
Example 3.2 Take $T = 4, n = 2, m = 1, U = [0, 1]$ and $f((x_1, x_2), u, t) = (u, u^2)$ for all $((x_1, x_2), u, t) \in \mathbb{R}^2 \times \mathbb{R} \times [0, T]$. Consider the starting point $x^0 = 0_{\mathbb{R}^2}$. The point $x_u(T)$ belongs to the segment $\{(x_1, x_2) \in \mathbb{R}^2 \mid 0 \leq x_1 = x_2 \leq 4\}$ if and only if the corresponding control $u \in U \cap L^\infty([0, T], \mathbb{R})$ takes its values in $[0, 1]$. As a consequence, by considering the target point $x^1 = (\pi, \pi)$, we find the same conclusions as in Example 3.1.

In the one-dimensional case $n = 1$, the next proposition is obtained (see the proof in Sect. 5.2 based on the fact that one-dimensional connected sets are convex).

Proposition 3.2 Assume that $n = 1$, that $U$ is connected and that $U = L^\infty([0, T], \mathbb{R}^m)$. If $x_u(T)$, for some $u \in L^\infty([0, T], U)$, belongs to the interior of the $L^\infty_U$-accessible set, then Property $(\mathcal{R}^{\text{unif}}_u)$ is satisfied.

3.2 Comments on Theorem 1.1 and slight extensions

Let $u \in U \cap L^\infty([0, T], U)$. This section focuses on the condition that $u$ is weakly $U$-regular. Example 3.1 shows that it is not a sufficient for Property $(\mathcal{R}^{\text{unif}}_u)$ in general. However, note that our main result (Theorem 1.1) states that, when $U$ is convex, it is a sufficient condition for Property $(\mathcal{R}^{\text{unif}}_u)$. We provide below a simple example of application.

Example 3.3 Take $T = 18, n = 2, m = 1, U = [-1, 1]$ and $f((x_1, x_2), u, t) = (x_2, u)$ for all $((x_1, x_2), u, t) \in \mathbb{R}^2 \times \mathbb{R} \times [0, T]$. The target point $x^1 = (0, 0)$ is $L^\infty_U$-reachable in time $T$ from the starting point $x^0 = (78, 0)$ with the control $u(t) = -1$ for a.e. $t \in [0, 6]$, $u(t) = \frac{t-0}{3}$ for a.e. $t \in [6, 12]$ and $u(t) = 1$ for a.e. $t \in [12, 18]$. The control $u$ is weakly $U$-regular by Remark 2.8. Therefore, by Theorem 1.1, there exists $\delta > 0$ such that $x^1$ is $PC^T_U$-reachable in time $T$ from $x^0$ for any partition $\mathbb{T}$ of $[0, T]$ satisfying $\|T\| \leq \delta$.

In this paper we provide two different proofs of Theorem 1.1. A first proof is done in Sect. 5.3, under the stronger condition that $u$ is strongly $U$-regular. This proof uses results of Sect. 2.2 (in particular, conic $L^\infty$-perturbations of $u$) and, as explained in Remark 3.2 further, we resort to truncated dynamics. In the second proof, given in Sect. 5.4, we treat the case where $u$ is assumed to be (only) weakly $U$-regular. This proof uses results of Sect. 2.3 (in particular, needle-like control variations of $u$) and, as explained in Remark 3.3, we resort to the Brouwer fixed-point theorem. We think the two proofs are interesting, not only for pedagogical reasons but also because the different techniques that we introduce may be useful for other issues. Note that both proofs use, at some step, the conic implicit function theorem [9, Theorem 5.2] and averaging operators which project any integrable function onto a piecewise constant function.

Remark 3.2 The first proof of Theorem 1.1, given in Sect. 5.3 under the strong $U$-regularity assumption, relies on the conic implicit function theorem [9, Theorem 5.2]. However, this theorem must be used in the Banach space $L^s([0, T], \mathbb{R}^m)$, for some $1 < s < +\infty$, and not in $L^\infty([0, T], \mathbb{R}^m)$. This is because it is not true that any function
in \( L^\infty([0, T], \mathbb{R}^m) \) can be approximated in \( L^\infty \)-norm by piecewise constant functions, while it can be in \( L^s \)-norm with any \( 1 \leq s < +\infty \) (see “Appendix B”). This leads us to extend the end-point mapping to \( L^s([0, T], \mathbb{R}^m) \) which makes no sense a priori because the control system (CS) is nonlinear. To overcome this difficulty, we introduce in “Appendix B.2” a truncated version of the dynamics \( f \), vanishing outside of a sufficiently large compact subset of \( \mathbb{R}^n \times \mathbb{R}^m \). Then the corresponding truncated endpoint mapping is well defined on \( L^s([0, T], \mathbb{R}^m) \), but is not Fréchet-differentiable when \( s = 1 \). However, it is of class \( C^1 \) when \( 1 < s < +\infty \) and the surjectivity of the differential of the truncated end-point mapping in \( L^s \)-norm can be related to the surjectivity of the differential in \( L^\infty \)-norm of the nontruncated end-point mapping. This is a key technical point in the first proof of Theorem 1.1.

**Remark 3.3** The second proof of Theorem 1.1, given in Sect. 5.4 under the weak U-regularity assumption, relies on the conic implicit function theorem [9, Theorem 5.2] applied to the end-point mapping restricted to a multiple needle-like control variation (as in the proof of Proposition 2.5). This second proof of Theorem 1.1 also uses the Brouwer fixed-point theorem. Like in [13, Lemma 3.1] or in [2, Lemma 7], the main idea is that, under appropriate assumptions, local surjectivity of a continuous mapping is preserved under small perturbations. In our context, local surjectivity of the above restriction of the end-point mapping is preserved under the perturbation due to the composition with an averaging operator (see “Appendix B.1”) which project any control with values in \( U \) onto a piecewise constant control with values in \( U \). Note that a Brouwer fixed-point argument has been used in [21, Theorem 3] in order to derive the geometric Pontryagin maximum principle, recalled before Remark 2.3 in Sect. 2.3, which provides an alternative approach to the implicit function argument developed in Sect. 2.3.

**Remark 3.4** As far as we know, the U-Pontryagin cone of a control \( u \in U \cap L^\infty([0, T], U) \) cannot be written as the range of a differential \( \text{DE}(u) \) taken in an appropriate sense. Indeed, we explain in Sect. 4.5 how \( \text{Pont}_U[u] \) can be generated using multiple needle-like control variations which are \( L^s \)-perturbations for any \( 1 \leq s < +\infty \). Nevertheless, even using truncated dynamics in order to work in \( L^s([0, T], \mathbb{R}^m) \) for some \( 1 \leq s < +\infty \), we explain in “Appendix B.2” that the truncated end-point mapping is not Fréchet-differentiable when \( s = 1 \) and, when \( 1 < s < +\infty \), the Fréchet differential of the truncated end-point mapping generates (only) weak U-variation vectors. We conclude this comment by referring to the work of Gamkrelidze in [12] in which classical controls are embedded in the set of Radon measures. With this nonstandard approach, it is proved that \( \text{Pont}_U[u] \) is contained in the range of the differential of the end-point mapping considered on the set of Radon measures. Unfortunately the above embedding has a convexification effect on the dynamics \( f \) and, as a result, the inclusion is (only) strict in general.

We conclude this section with a list of possible slight extensions of Theorem 1.1.

---

9 For example, take \( n = m = 1, s = 2 \) and \( f(x, u, t) = u^4 \) for all \((x, u, t) \in \mathbb{R} \times \mathbb{R} \times [0, T] \). Then considering \( L^2 \)-controls makes no sense.
Remark 3.5 The convexity assumption made on $U$ in Theorem 1.1 can be relaxed. Indeed let us prove that Theorem 1.1 is still true when $U$ is assumed to be (only) convex by parameterization, that is, when $U$ is parameterizable (see Definition 2.8) by a nonempty convex subset $U'$ of $\mathbb{R}^{m'}$ for some $m' \in \mathbb{N}\setminus\{0\}$ (see examples in Remark 3.6). In that context, for a control $u \in U \cap L^\infty([0, T], U)$ that is weakly $U$-regular, there exists $u' \in U' \cap L^\infty([0, T], U')$ such that $u = \varphi \circ u'$ and $u'$ is weakly $U'$-regular for the control system (CS'). Since $U'$ is convex, there exists by Theorem 1.1 a threshold $\delta > 0$ such that $x_{u'}(T) = x_{\varphi \circ u'}(T)$, for some $v' \in U' \cap PC^\infty([0, T], U')$, for all partitions $T$ satisfying $\|T\| \leq \delta$. Introducing $v_T = \varphi \circ v'_T \in U \cap PC^\infty([0, T], U)$, we obtain that $x_u(T) = x_{u'}(T) = x_{\varphi \circ u'}(T) = x_{v_T}(T)$ for all partitions $T$ satisfying $\|T\| \leq \delta$.

Remark 3.6 If $U$ is convex by parameterization (see Remark 3.5), then $U$ must be connected. Actually a quite large class of connected sets are convex by parameterization. For example, in the two-dimensional case $m = 2$, the unit circle $U = \{(u_1, u_2) \in \mathbb{R}^2 | u_1^2 + u_2^2 = 1\}$, the donut-shaped set $U = \{(u_1, u_2) \in \mathbb{R}^2 | 1 \leq u_1^2 + u_2^2 \leq 4\}$ or the cross-shaped set $U = (([-1, 1] \times \{0\}) \cup \{(0) \times [-1, 1]\}$ are nonconvex connected sets that are convex by parameterization. For these sets, the conclusion of Theorem 1.1 holds true. However, adapting Example 3.1, note that the conclusion of Theorem 1.1 fails in general if $U$ is strongly nonconnected, i.e., when it can be written as $U = U_1 \cup U_2$, where $U_1$ and $U_2$ are nonempty, and there exists a $C^1$ mapping $\Theta : \mathbb{R}^m \to \mathbb{R}$ taking the value $0$ on $U_1$ and the value $1$ on $U_2$. An open question is to extend Theorem 1.1 to sets $U$ that are neither convex by parameterization, nor strongly nonconnected. We emphasize that our proof of Theorem 1.1, when $U$ is convex, uses the averaging operators introduced in “Appendix B.1”, which project any control with values in $U$ onto a piecewise constant control with values in $U$ (see Proposition B.2). When $U$ is not convex, one has to consider other operators: one way may be to follow the approach based on the Lusin theorem [23] as developed in “Appendix B”.

Remark 3.7 Several statements in the present paper do not require that the dynamics $f$ is of class $C^1$ with respect to $u$. Actually this assumption is required (only) when $\nabla_u f$ has to be considered (such as in Sects. 2.1 and 2.2 where we use conic $L^\infty$-perturbations). When using needle-like control variations (which are $L^1$-perturbations) such as in Sect. 2.3, it is only required that $f$ is of class $C^1$ with respect to $x$ and is Lipschitz continuous with respect to $(x, u)$ on any compact subset of $\mathbb{R}^n \times \mathbb{R}^m \times [0, T]$. In particular the conclusion of Theorem 1.1 remains true in that context. While our approach is based on implicit function arguments which require differentiability properties of the end-point mapping $E$, themselves based on the differentiability of $f$ with respect to its first variable, extending the results of this paper to the case of a general dynamics $f$ that is not differentiable with respect to its first variable (for example,

\footnote{For example, when $m = 1$, the set $(-\infty, 0]\cup [1, +\infty)$ is strongly nonconnected, while the set $(-\infty, 0]\cup (0, +\infty)$ is nonconnected (but not strongly).}

\footnote{By Remark 3.7, Definition 2.8 (resp., the notion of strongly nonconnected set introduced in Remark 3.6) can be relaxed by considering a mapping $\varphi$ (resp., $\Theta$) that is (only) Lipschitz continuous on any compact subset of $\mathbb{R}^{m'}$ (resp., of $\mathbb{R}^m$).}
if $f$ is assumed to be only Lipschitz continuous with respect to its first variable) is an interesting open problem.

### 3.3 Bibliographical context and positioning with respect to the existing literature

Ensuring accessibility or controllability by “nice controls” (e.g., piecewise constant or continuous or polynomial), instead of by general measurable controls, has been the focus of a number of deep studies, see the remarkable series of papers [13–18, 27–29, 32, 33] by Grasse, Sontag and Sussmann, mostly in the 80’s and 90’s.

The closest paper to the present work (regarding the results as well as the techniques of proof) is the paper [33] by Sussmann in 1987. Indeed, the author states in [33, Theorem 4.1] that reachability for nonlinear control systems is robust, in some sense, under control sampling under a normality assumption, in free final time. It is mentioned in [33, Remark 4.2] that this result can be extended to fixed final time. The so-called normality assumption, introduced in [33, Section 3], exactly coincides with the weak U-regularity notion considered in the present work (Definition 2.6). Furthermore, a Hamiltonian characterization is provided in [33, p. 1371] and coincides with the Hamiltonian characterization considered in the present work (Definition 2.7). Finally, the proof of [33, Theorem 4.1] relies on the combination of an open mapping theorem with the Brouwer fixed-point theorem, which is closely related to the techniques that we employed in the proof of our main result (see Remark 3.3 and Sect. 5.4). Nonetheless, our Theorem 1.1 differs from the contributions of [33] for two reasons:

- First, the paper [33] focuses on the property ($R_u$), while the present work focuses on the stronger property ($R_{unif}$). Precisely, our main result establishes the existence of a threshold $\delta > 0$ for which reachability of a target point with a piecewise constant control is guaranteed for any partition $\mathcal{T}$ satisfying $\|\mathcal{T}\| \leq \delta$. The existence of this threshold (which is not considered in [33]) is of particular interest when considering sequences of partitions of norm converging to zero (for convergence results for instance). Indeed, since the inclusion $\subset$ is not a total order over $\mathcal{P}$, it may occur that $\|\mathcal{T}_2\| \leq \|\mathcal{T}_1\|$ while $\mathcal{T}_1 \not\subset \mathcal{T}_2$. In [33], it is not guaranteed that reachability of a target point with a $\mathcal{T}_1$-piecewise constant control implies reachability with a $\mathcal{T}_2$-piecewise constant control. With the conclusion of Theorem 1.1, when $\|\mathcal{T}_1\| \leq \delta$, it is guaranteed.

Furthermore, we have proved in Proposition 3.1 that the nonexistence of such a threshold $\delta > 0$ implies that the $\text{PC}^\mathcal{T}_{\mathcal{U}}$-reachability of the target point is strongly sensitive to small perturbations of the partition (see also Remark 3.1 for an illustration).

- Second, since the paper [33] is concerned with the weaker property ($R_u$), one can note that [33, Theorem 4.1] does not need any assumption on $U$, while our main result requires the convexity of $U$ (or, at least, the convexity by parameterization of $U$, see Remark 3.5). Recall that a counterexample has been provided showing that, without this convexity assumption, Theorem 1.1 is not true in general.

---

12 Up to the nullity of the maximized Hamiltonian function due to the free final time and autonomous context considered in [33].
This counterexample reveals that the transition from the property \( (\mathcal{R}_u) \) to the stronger property \( (\mathcal{R}^\text{unif}_u) \) is not trivial and requires adjustments.

The present work also echoes the above-mentioned series of papers by Grasse, Sontag and Sussmann. The initiating work is found in the paper [32] by Sussmann in 1976. In that paper, the author introduces for the first time the notion of normally reachable point which corresponds, roughly speaking, to a point that is reachable (from a given fixed initial point \( x_0 \)) with a piecewise constant control such that the restriction of the end-point mapping to perturbations of the sampling times has a surjective differential. One of the interests of this notion is the following property, which is an obvious consequence of the open mapping theorem: if a point is normally reachable from \( x_0 \) in time less than \( T \), then it belongs to the interior of the reachable set from \( x_0 \) in time less than \( T \) with piecewise-constant controls.

The notion of normal reachability seems close to but differs from the weak U-regularity notion considered in the present work (Definition 2.6): it is based on perturbations of sampling times, while the weak U-regularity notion is based on needle-like control variations. The pioneering work [32] has been the starting point of many interesting results and techniques that we briefly present in the next items (without going into full details):

- It is proved in [32, Theorem 4.3] that global controllability (in free final time) is equivalent to global normal controllability (in free final time). The proof relies on normal reachability considerations and on a surjective mapping theorem that is quite close to some tools used in the present work. An important tool, also used, is the constant rank theorem which gives in some sense an almost converse to the surjective mapping theorem. Note that Grasse detected an erroneous argument in Sussmann’s proof and corrected it in [15, Theorems 3.12 and 4.7]. Grasse elaborated on Sussmann’s results in [13,14] to establish robustness of global controllability under perturbations of the system of vector fields, using in particular Brouwer fixed-point arguments. We also refer to the paper [18] by Grasse and Sussmann for an overview of the various results obtained by the two authors.

- In the series [27–30], Sontag and Sussmann consider sampled-data controls on partitions \( \mathbb{T} = \{ t_i \}_{i=0}^{N} \) with constant step size \( \delta := t_{i+1} - t_i \), for \( i = 0, \ldots, N - 1 \). Among various results, it is proved that, for a general nonlinear smooth control system satisfying the Lie algebra rank condition at any point, global controllability (in free final time) is equivalent to sampled-data global controllability meaning that, for any compact set, there exists \( \delta > 0 \) such that any pair of points in this compact set can be joined with a \( \delta \)-sampled-data control (see, in particular, [27, Theorem 4.5]). Actually, as acknowledged by Sontag in [28, Intro.], the Lie algebra rank condition can be considerably weakened thanks to results by Grasse (see [15] and see also the later article [16] commented next). Note that, without Lie algebra rank condition, global controllability implies approximate sampled-data global controllability (see [28, p.808]). We also refer to [29, Proposition 4.2] for a result close to [32].

- Grasse proves in [16, Theorem 5.3] that, for \( f \) of class \( C^1 \), under a nontangency property at \( x_0 \), the control system is small-time locally controllable (STLC) at \( x_0 \) if and only if it is STLC at \( x_0 \) with piecewise constant controls, if and only if \( x_0 \)
is small-time normally self-reachable (STNSR) (furthermore: if and only if the same properties hold for \(-f\)). As a consequence, under this assumption, any point that is reachable from \(x_0\) in time less than \(T\) is normally reachable from \(x_0\) in time less than \(T\), and thus is reachable from \(x_0\) in time less than \(T\) by piecewise constant controls (or even, by other classes of “nice controls”; see [16, Theorem 5.5, Corollary 5.6, Remark 5.7]). The non-tangency property at \(x_0\) is satisfied as soon as \(f\) is analytic; or \(f\) is smooth and the Lie algebra rank condition is satisfied at \(x_0\); or \(f\) is \(C^1\) and locally bounded at \(x_0\) (see [16, Theorem 4.14]).

Note that, in general, an interior point of the reachable set may fail to be reachable with a piecewise constant control (see [17, Section II] for a counterexample, see also “Appendix A” for another similar one). Grasse proves in [17] the finer result that, for \(f\) of class \(C^1\), every point in the interior of the reachable set from \(x_0\) is reachable by a trajectory corresponding to a control that is piecewise constant on the time interval for which the trajectory lies in the interior of the reachable set from \(x_0\).

We underline that all results presented and commented above are established in free final time, at the exception of [33, Remark 4.2] as mentioned at the beginning of this section.

We conclude by mentioning the more recent work [26], in which the authors prove that, for an autonomous analytic control-affine system (see Sect. 2.4) with \(m = 1\) (scalar controls) and \(U = [0, 1]\), if the Lie-algebra spanned by the vector fields is three-order nilpotent, then the reachable set from any point \(x_0\) at any fixed time \(T\) is preserved by restricting to piecewise constant controls with no more than four discontinuities.

4 Proofs of results of Section 2

This section is dedicated to proving the results of Sect. 2. Most of the following proofs are known in the literature. They are recalled here because the techniques and results developed hereafter will be helpful at several occasions in Sect. 5 (devoted to proving the new results presented in Sect. 3).

In what follows, when \((\mathcal{Z}, d_{\mathcal{Z}})\) is a metric set, we denote by \(B_{\mathcal{Z}}(z, \rho)\) (resp. \(\overline{B}_{\mathcal{Z}}(z, \rho)\)) the open ball (resp. closed ball) centered at some \(z \in \mathcal{Z}\) of some radius \(\rho \geq 0\). In the sequel, we denote by \(\|\cdot\|_C\) the uniform norm on the space \(C([0, T], \mathbb{R}^n)\) of continuous functions defined on \([0, T]\) with values in \(\mathbb{R}^n\).

4.1 Proof of Proposition 2.1

Let \(u \in \mathcal{U}\) be strongly regular. By Definition 2.1 there exists an \(n\)-tuple \(v = \{v_j\}_{j=1}^n\) of elements of \(L^\infty([0, T], \mathbb{R}^m)\) such that \(DE(u) \cdot v_j = e_j\) for all \(j \in \{1, \ldots, n\}\), where \(\{e_j\}_{j=1}^n\) is the canonical basis of \(\mathbb{R}^n\). We define the mapping \(\Phi: \mathbb{R}^n \times [-\beta, \beta]^n \rightarrow \mathbb{R}^n\) by

\[\Phi(n, \theta) = n_1 e_1 + \ldots + n_n e_n + \theta_1 (e_1 - e_2) + \ldots + \theta_{n-1} (e_{n-1} - e_n) + \theta_n (e_n - e_1)\]
\[ \Phi(z, \overline{a}) = E \left( u + \sum_{j=1}^{n} \alpha_j v_j \right) - z \]

for all \((z, \overline{a}) \in \mathbb{R}^n \times [-\beta, \beta]^n\), where \(\beta > 0\) is small enough to guarantee that \(u + \sum_{j=1}^{n} \alpha_j v_j \in \mathcal{U}\) for all \(\overline{a} \in [-\beta, \beta]^n\), which is possible because \(\mathcal{U}\) is an open subset of \(L^\infty([0, T], \mathbb{R}^m)\). The mapping \(\Phi\) is of class \(C^1\) and satisfies \(\Phi(x_u(T), 0_{\mathbb{R}^n}) = 0_{\mathbb{R}^n}\) and \(\partial / \partial \overline{a}(x_u(T), 0_{\mathbb{R}^n}) = \text{Id}_{\mathbb{R}^n}\) which is invertible. By the implicit function theorem, there exists an open neighborhood \(\mathcal{V}\) of \(x_u(T)\) and a \(C^1\) mapping \(\overline{a} : \mathcal{V} \rightarrow [-\beta, \beta]^n\) satisfying \(\overline{a}(x_u(T)) = 0_{\mathbb{R}^n}\) and \(\Phi(z, \overline{a}(z)) = 0_{\mathbb{R}^n}\) for all \(z \in \mathcal{V}\). Then it suffices to introduce the \(C^1\) mapping \(V : \mathcal{V} \rightarrow \mathcal{U}\) defined by \(V(z) = u + \sum_{j=1}^{n} \alpha_j(z) v_j\) for all \(z \in \mathcal{V}\).

### 4.2 Proof of Proposition 2.2

**Lemma 4.1** Let \(u \in \mathcal{U}\) and \(p \in AC([0, T], \mathbb{R}^n)\) be a solution to (AE). The following statements are equivalent:

(i) \((x_u, u, p)\) is a weak extremal lift of the pair \((x_u, u)\);

(ii) \(\langle p(T), DE(u) \cdot v \rangle_{\mathbb{R}^n} = 0\) for all \(v \in L^\infty([0, T], \mathbb{R}^m)\).

**Proof** We set \(h_v(t) = \langle p(t), w_{\nu}^n(t) \rangle_{\mathbb{R}^n}\) for all \(t \in [0, T]\) and all \(v \in L^\infty([0, T], \mathbb{R}^m)\), where \(w_{\nu}^n\) is defined after (1). Therefore, (ii) is equivalent to \(h_v(T) = 0\) for all \(v \in L^\infty([0, T], \mathbb{R}^m)\). For all \(v \in L^\infty([0, T], \mathbb{R}^m)\), note that \(h_v(0) = 0\) and, using the adjoint equation (AE), that

\[ \hat{h}_v(t) = \langle \nabla_u H(x_u(t), u(t), p(t), t), v(t) \rangle_{\mathbb{R}^n} \]

for a.e. \(t \in [0, T]\). Now let us to prove that (i) is equivalent to (ii). First let us assume (i). From the null Hamiltonian gradient condition (NHG), we have \(\hat{h}_v(t) = 0\) for a.e. \(t \in [0, T]\) and thus \(h_v(T) = h_v(0) = 0\) for all \(v \in L^\infty([0, T], \mathbb{R}^m)\), which gives (ii). Now, assuming (ii), we have \(\int_0^T \langle \nabla_u H(x_u(t), u(t), p(t), t), v(t) \rangle_{\mathbb{R}^m} dt = h_v(T) = 0\) for every \(v \in L^\infty([0, T], \mathbb{R}^m)\). We deduce the null Hamiltonian gradient condition (NHG), which gives (i). \(\square\)

Let us prove Proposition 2.2. Let \(u \in \mathcal{U}\). First, assume that \(u\) is weakly singular, i.e., \(\text{Ran}(DE(u))\) is a proper subspace of \(\mathbb{R}^n\). Hence there exists \(\psi \in \mathbb{R}^n \setminus \{0_{\mathbb{R}^n}\}\) such that \(\langle \psi, DE(u) \cdot v \rangle_{\mathbb{R}^n} = 0\) for all \(v \in L^\infty([0, T], \mathbb{R}^m)\). Considering \(p \in AC([0, T], \mathbb{R}^n)\) the unique solution to (AE) ending at \(p(T) = \psi\) (in particular \(p\) is not trivial), we obtain that \(\langle p(T), DE(u) \cdot v \rangle_{\mathbb{R}^n} = 0\) for all \(v \in L^\infty([0, T], \mathbb{R}^m)\). By Lemma 4.1, \((x_u, u, p)\) is a nontrivial weak extremal lift of \((x_u, u)\). Conversely, assume that \(u\) is strongly regular, i.e., \(\text{Ran}(DE(u)) = \mathbb{R}^n\). By contradiction let us assume that \((x_u, u)\) admits a nontrivial weak extremal lift \((x_u, u, p)\). Then there exists \(v \in L^\infty([0, T], \mathbb{R}^m)\) such that \(DE(u) \cdot v = p(T)\). It follows from Lemma 4.1 that \(\|p(T)\|^2_{\mathbb{R}^n} = 0\), and thus \(p(T) = 0_{\mathbb{R}^n}\). Since the adjoint equation (AE) is linear, it follows that \(p\) is trivial, which raises a contradiction.
4.3 Proof of Proposition 2.3

Lemma 4.2 Assume that $U$ is convex and let $u \in L^\infty([0, T], U)$. We have

$$\mathcal{T}_{L_U}[u] = \{ v \in L^\infty([0, T], \mathbb{R}^m) \mid \exists \beta > 0, u + \beta v \in L^\infty([0, T], U) \}.$$  

Furthermore, for every $J \in \mathbb{N} \setminus \{0\}$, we have

$$u + \sum_{j=1}^{J} \alpha_j v_j \in L^\infty([0, T], U)$$

for every $\alpha_j \in [0, \beta_j]$, where $v_j \in \mathcal{T}_{L_U}[u]$ and $\beta_j > 0$ is such that $u + \beta_j v_j \in L^\infty([0, T], U)$ for every $j \in \{1, \ldots, J\}$.

Lemma 4.2 is obvious. Assume that $U$ is convex and let us prove Proposition 2.3. Let $u \in \mathcal{U} \cap L^\infty([0, T], U)$ be strongly $U$-regular. By Definition 2.3, there exists a $2n$-tuple $\overline{v} = \{v_j\}_{j=1,\ldots,2n}$ of elements of $\mathcal{T}_{L_U}[u]$ such that

$$\text{DE}(u) \cdot v_j = e_j \quad \text{and} \quad \text{DE}(u) \cdot v_{n+j} = -e_j \quad (4)$$

for every $j \in \{1, \ldots, n\}$, where $\{e_j\}_{j=1,\ldots,n}$ is the canonical basis of $\mathbb{R}^n$. We define the map $\Phi : \mathbb{R}^n \times [0, \beta]^2n \rightarrow \mathbb{R}^n$ by

$$\Phi(z, \overline{v}) = E \left( u + \sum_{j=1}^{2n} \alpha_j v_j \right) - z$$

for all $(z, \overline{v}) \in \mathbb{R}^n \times [0, \beta)^2n$, where $\beta > 0$ is small enough to guarantee that $u + \sum_{j=1}^{2n} \alpha_j v_j \in \mathcal{U} \cap L^\infty([0, T], U)$ for every $\overline{v} \in [0, \beta)^2n$, which is possible by Lemma 4.2 and because $\mathcal{U}$ is an open subset of $L^\infty([0, T], \mathbb{R}^m)$. The mapping $\Phi$ is of class $C^1$ and satisfies $\Phi(x_u(T), 0_{\mathbb{R}^{2n}}) = 0_{\mathbb{R}^n}$ and $\frac{\partial \Phi}{\partial z}(x_u(T), 0_{\mathbb{R}^{2n}}) \cdot \mathbb{R}_{+}^{2n} = \mathbb{R}^n$ thanks to (4). From the conic implicit function theorem [9, Theorem 5.2], there exists an open neighborhood $\mathcal{V}$ of $x_u(T)$ and a continuous mapping $\overline{u} : \mathcal{V} \rightarrow [0, \beta)^2n$ satisfying $\overline{u}(x_u(T)) = 0_{\mathbb{R}^{2n}}$ and $\Phi(z, \overline{u}(z)) = 0_{\mathbb{R}^n}$ for all $z \in \mathcal{V}$. Then it suffices to introduce the continuous mapping $V : \mathcal{V} \rightarrow \mathcal{U} \cap L^\infty([0, T], U)$ defined by $V(z) = u + \sum_{j=1}^{2n} \alpha_j(z) v_j$ for all $z \in \mathcal{V}$.

4.4 Proof of Proposition 2.4

Lemma 4.3 Assume that $U$ is convex. Let $u \in \mathcal{U} \cap L^\infty([0, T], U)$ and $p \in \text{AC}([0, T], \mathbb{R}^n)$ be a solution to (AE). The following statements are equivalent:

(i) $(x_u, u, p)$ is a weak $U$-extremal lift of the pair $(x_u, u)$;
(ii) $\langle p(T), \text{DE}(u) \cdot (v - u) \rangle_{\mathbb{R}^n} \leq 0$ for all $v \in L^\infty([0, T], U)$;
(iii) $\langle p(T), \text{DE}(u) \cdot v \rangle_{\mathbb{R}^n} \leq 0$ for all $v \in \mathcal{T}_{L_U}[u]$.  

\text{Springer}
The equivalence between (ii) and (iii) follows from the definition of $T_{L_{U}}[u]$ (see Definition 2.3). Note that (ii) is equivalent to $h_{v-u}(T) \leq 0$ for all $v \in L^{\infty}([0, T], U)$ (see the definition of $h_{v-u}$ in the proof of Lemma 4.1). Now let us prove that (i) is equivalent to (ii). First let us assume (i). We infer from the Hamiltonian gradient condition (HG) that $\dot{h}_{v-u}(t) \leq 0$ for a.e. $t \in [0, T]$ and thus $h_{v-u}(T) \leq h_{v-u}(0) = 0$ for all $v \in L^{\infty}([0, T], U)$, which gives (ii). Now, assuming (ii), we have $\int_{0}^{T} \langle \nabla_{u} H(x_{u}(t), u(t), p(t), t), v(t) - u(t) \rangle_{[-m]} dt = h_{v-u}(T) \leq 0$ for every $v \in L^{\infty}([0, T], U)$. Then, for any Lebesgue point $\tau \in [0, T)$ of $\nabla_{u} H(x_{u}, u, p, \cdot) \in L^{\infty}([0, T], \mathbb{R}^{m})$ and of $(\nabla_{u} H(x_{u}, u, p, \cdot), u)_{\mathbb{R}^{m}} \in L^{\infty}([0, T], \mathbb{R})$ and for any $\omega \in U$, taking the needle-like control variation $v = u_{(\tau, \omega)}^{(\alpha)} \in L^{\infty}([0, T], U)$ as defined in (2), we get that
\[
\frac{1}{\alpha} \int_{\tau}^{\tau+\alpha} \langle \nabla_{u} H(x_{u}(t), u(t), p(t), t), \omega - u(t) \rangle_{[-m]} dt \leq 0
\]
for every $\alpha > 0$ small enough. Taking the limit $\alpha \to 0^{+}$, since $\tau$ is an appropriate Lebesgue point, we obtain that $\langle \nabla_{u} H(x_{u}(\tau), u(\tau), p(\tau), \tau), \omega - u(\tau) \rangle_{[-m]} \leq 0$. Since $\tau$ and $\omega$ have been chosen arbitrarily, the Hamiltonian gradient condition (HG) is satisfied, which gives (i).

Assume that $U$ is convex and let us prove Proposition 2.4. Let $u \in \mathcal{U} \cap L^{\infty}((0, T], U)$. Firstly, assume that $u$ is weakly $U$-singular, i.e., $\text{DE}(u)(T_{L_{U}}[u])$ is a proper subcone of $\mathbb{R}^{m}$. Hence $0_{\mathbb{R}^{m}}$ belongs to its boundary and, since $\text{DE}(u)(T_{L_{U}}[u])$ is also convex, by a standard separation argument, there exists $\psi \in \mathbb{R}^{m} \setminus \{0_{\mathbb{R}^{m}}\}$ such that $\langle \psi, \text{DE}(u) \cdot v \rangle_{\mathbb{R}^{m}} \leq 0$ for all $v \in T_{L_{U}}[u]$. Considering $p \in \text{AC}([0, T], \mathbb{R}^{m})$ the unique solution to (AE) ending at $p(T) = \psi$ (in particular $p$ is not trivial), we obtain that $\langle p(T), \text{DE}(u) \cdot v \rangle_{\mathbb{R}^{m}} \leq 0$ for all $v \in T_{L_{U}}[u]$. By Lemma 4.3, $(x_{u}, u, p)$ is a nontrivial weak $U$-extremal lift of $(x_{u}, u)$. Conversely, assume that $u$ is strongly $U$-regular, i.e., $\text{DE}(u)(T_{L_{U}}[u]) = \mathbb{R}^{m}$. By contradiction let us assume that $(x_{u}, u)$ admits a nontrivial weak $U$-extremal lift $(x_{u}, u, p)$. There exists $v \in T_{L_{U}}[u]$ such that $\text{DE}(u) \cdot v = p(T)$. By Lemma 4.3 we get that $\|p(T)\|_{\mathbb{R}^{m}}^{2} \leq 0$ and thus $p(T) = 0_{\mathbb{R}^{m}}$. Since the adjoint equation (AE) is linear, it follows that $p$ is trivial, which raises a contradiction.

4.5 Proof of Proposition 2.5

Given $u \in L^{\infty}([0, T], \mathbb{R}^{m})$ and $1 \leq s < +\infty$, we define
\[
N_{L^{s}}(u, \rho, M) = \overline{B}_{L^{s}}(u, \rho) \cap \overline{B}_{L^{\infty}}(0_{L^{\infty}}, M)
\]
for every $M \geq \|u\|_{L^{\infty}}$ and every $\rho > 0$, which corresponds to a usual $L^{s}$-neighborhood of $u$, truncated with a uniform $L^{\infty}$-bound. The following lemmas follow from standard techniques in ordinary differential equations theory.

**Lemma 4.4** Let $1 \leq s < +\infty$ and $u \in \mathcal{U}$. For any $M \geq \|u\|_{L^{\infty}}$, there exists $\rho_{M} > 0$ such that $N_{L^{s}}(u, \rho_{M}, M) \subset \mathcal{U}$ and $\|x_{v} - x_{u}\|_{C} \leq 1$ for all $v \in N_{L^{s}}(u, \rho_{M}, M)$.

\[\square\] Springer
Moreover the restriction of $E$ to $\mathbb{N}_L^s(u, \rho^M, M)$ is Lipschitz continuous when endowing $\mathbb{N}_L^s(u, \rho^M, M)$ with the $L^s$-metric.

**Definition 4.1** (Multiple needle-like control variation) Let $u \in \mathcal{U} \cap L^\infty([0, T], \mathcal{U})$. A package $\chi = (\tau, \omega) \in \mathcal{L}(f_u)^Q \times U^R$, with $Q, R \in \mathbb{N}\setminus\{0\}, Q \leq R$, consists of:

- a $Q$-tuple $\tau = \{\tau_q\}_{q=1}^Q \subseteq \mathcal{L}(f_u)^Q$ such that $0 \leq \tau_1 < \tau_2 < \ldots < \tau_Q < T$;
- a $R$-tuple $\omega = \{\omega_q^r\}_{q=1}^Q \in U^R$ with $R_q \in \mathbb{N}\setminus\{0\}$ for all $q \in \{1, \ldots, Q\}$, and $R = \sum_{q=1}^Q R_q$.

The multiple needle-like control variation $u_{\chi}^\omega \in L^\infty([0, T], \mathcal{U})$ of the control $u$ is defined by

$$u_{\chi}^\omega(t) = \begin{cases} \omega_q^r & \text{along } [\tau_q + \sum_{\ell=1}^{r-1} \alpha_q^\ell, \tau_q + \sum_{\ell=1}^{r} \alpha_q^\ell], \forall r \in \{1, \ldots, R_q\}, \forall q \in \{1, \ldots, Q\}, \\ u(t) & \text{elsewhere,} \end{cases}$$

for a.e. $t \in [0, T]$ and for all $\omega \in \mathbb{R}_+^R$ sufficiently small so that the intervals do not overlap.

**Remark 4.1** Let $1 \leq s < +\infty$ and consider the framework of Definition 4.1. The mapping $\omega \mapsto u_{\chi}^\omega$ is continuous when endowing $L^\infty([0, T], \mathcal{U})$ with the $L^s$-metric. Taking $M = \|u\|_{L^\infty} + \|\omega\|_{(\mathbb{R}^m)^R}$ and considering $\rho^M > 0$ given in Lemma 4.4, there exists $\beta > 0$ sufficiently small so that $u_{\chi}^\omega \in \mathbb{N}_L^s(u, \rho^M, M) \subset \mathcal{U}$ for all $\omega \in [0, \beta]^R$.

**Lemma 4.5** In the frameworks of Definition 4.1 and of Remark 4.1, the mapping $\Psi : [0, \beta]^R \to \mathbb{R}^n$, defined by $\Psi(\omega) = E(u_{\chi}^\omega)$ for all $\omega \in [0, \beta]^R$, satisfies $\Psi(0_{\mathbb{R}^R}) = x_u(T)$ and is of class $C^1$ with

$$\frac{\partial \Psi}{\partial \alpha_q^r}(0_{\mathbb{R}^R}) = w_{\tau_q, \omega_q}^u(T)$$

for every $r \in \{1, \ldots, R_q\}$ and every $q \in \{1, \ldots, Q\}$.

**Remark 4.2** Let $u \in \mathcal{U} \cap L^\infty([0, T], \mathcal{U})$. Note that, for any Lebesgue point $\tau_q \in \mathcal{L}(f_u)$ considered in a multiple needle-like control variation (see Definition 4.1), it is possible to consider several values $\omega_q^r \in U$ for $r = 1, \ldots, R_q$ with $R_q \in \mathbb{N}\setminus\{0\}$. This additional degree of freedom is essential in order to generate the U-Pontryagin cone of $u$ with multiple needle-like control variations, as developed in the next remark.

**Remark 4.3** The U-Pontryagin cone of a control $u \in \mathcal{U} \cap L^\infty([0, T], \mathcal{U})$ is generated by multiple needle-like control variations as follows. Consider some $z \in \text{Pont}_U[u]$. Definition 2.5 gives

$$z = \sum_{q=1}^Q \lambda_q w_{(\tau_q, \omega_q)}^u(T)$$
for some $\tilde{Q} \in \mathbb{N}\setminus\{0\}$, where $\lambda_q \geq 0$ and $(\tau_q, \omega_q) \in \mathcal{L}(f_u) \times U$ for all $q \in \{1, \ldots, \tilde{Q}\}$. By gathering the Lebesgue points $\tau_q$ that are equal (and thus gathering the corresponding values $\omega_q$, see Remark 4.2), we construct a package $\chi = (\bar{\tau}, \bar{\omega}) \in \mathcal{L}(f_u) \tilde{Q} \times U^R$ as in Definition 4.1 (with $Q \leq R = \tilde{Q}$) and

$$z = \sum_{q=1}^{\tilde{Q}} \sum_{r=1}^{R_q} \lambda_q^r w^{(\tau_q, \omega_q)}(T).$$

Denoting by $\bar{\lambda} = \{\lambda_q^r\}_{q=1}^{\tilde{Q}}, r=1,\ldots, R_q \in \mathbb{R}^R$, we introduce the $C^1$ mapping $\Psi' : [0, \beta'] \to \mathbb{R}^n$, defined by $\Psi'(\alpha) = \chi(\bar{\lambda})$ for all $\alpha \in [0, \beta']$, where $\chi$ is the mapping defined in Lemma 4.5 and where $\beta' > 0$ is sufficiently small to guarantee that $\alpha \bar{\lambda} \in [0, \beta]^R$ for all $\alpha \in [0, \beta']$. We finally get that

$$\lim_{\alpha \to 0^+} \frac{E(u^{\alpha \bar{\lambda}}) - E(u)}{\alpha} = z$$

because $\frac{\partial \Psi'}{\partial \alpha}(0) = D\Psi(0_{\mathbb{R}^R}) \cdot \bar{\lambda} = z$.

Now let us prove Proposition 2.5. Let $u \in \mathcal{U} \cap L^\infty([0, T], U)$ be weakly $U$-regular. Thus $\text{Pont}_U(u) = \mathbb{R}^n$ contains $e_j$ and $-e_j$ for all $j \in \{1, \ldots, n\}$, where $\{e_j\}_{j=1}^{n}$ is the canonical basis of $\mathbb{R}^n$. For all $j \in \{1, \ldots, n\}$, Definition 2.5 gives

$$e_j = \sum_{q=1}^{\tilde{Q}_j^+} \lambda_q^{j^+} w^{(\tau_q^{j^+}, \omega_q^{j^+})}(T)$$

for some $\tilde{Q}_j^+ \in \mathbb{N}\setminus\{0\}$, where $\lambda_q^{j^+} \geq 0$ and $(\tau_q^{j^+}, \omega_q^{j^+}) \in \mathcal{L}(f_u) \times U$ for all $q \in \{1, \ldots, \tilde{Q}_j^+\}$, and

$$-e_j = \sum_{q=1}^{\tilde{Q}_j^-} \lambda_q^{j^-} w^{(\tau_q^{j^-}, \omega_q^{j^-})}(T)$$

for some $\tilde{Q}_j^- \in \mathbb{N}\setminus\{0\}$, where $\lambda_q^{j^-} \geq 0$ and $(\tau_q^{j^-}, \omega_q^{j^-}) \in \mathcal{L}(f_u) \times U$ for all $q \in \{1, \ldots, \tilde{Q}_j^-\}$. By gathering the Lebesgue points $\tau_q^{j^\pm}$ which are equal (and thus gathering the corresponding values $\omega_q^{j^\pm}$, see Remark 4.2), we construct a package $\chi = (\bar{\tau}, \bar{\omega}) \in \mathcal{L}(f_u) \tilde{Q} \times U^R$ as in Definition 4.1 (with $Q \leq R = \sum_{j=1}^{n}(\tilde{Q}_j^{j^+} + \tilde{Q}_j^{j^-})$). Considering the $C^1$ mapping $\Psi$ defined in Lemma 4.5, it is clear, in the same spirit as in Remark 4.3, that each vector $e_j$ and $-e_j$ belong to $D\Psi(0_{\mathbb{R}^R}) \cdot \mathbb{R}^n$, and thus $D\Psi(0_{\mathbb{R}^R}) \cdot \mathbb{R}^R = \mathbb{R}^n$. Now we define the mapping $\Phi : \mathbb{R}^n \times [0, \beta]^R \to \mathbb{R}^n$ by $\Phi(z, \bar{\omega}) = \Psi(\bar{\omega}) - z$ for all $(z, \bar{\omega}) \in \mathbb{R}^n \times [0, \beta]^R$. The mapping $\Phi$ is of class $C^1$ and satisfies $\Phi(x_u(T), 0_{\mathbb{R}^R}) = 0_{\mathbb{R}^n}$ and $\frac{\partial \Phi}{\partial \bar{\omega}}(x_u(T), 0_{\mathbb{R}^R}) \cdot \mathbb{R}^R = D\Psi(0_{\mathbb{R}^R}) \cdot \mathbb{R}^R = \mathbb{R}^n$. From the conic implicit function theorem [9, Theorem 5.2], there exists an open
neighbourhood $\mathcal{V}$ of $x_u(T)$ and a continuous mapping $\overline{\alpha} : \mathcal{V} \to [0, \beta]^R$ satisfying $\overline{\alpha}(x_u(T)) = 0_{R^R}$ and $\Phi(z, \overline{\alpha}(z)) = 0_{R^n}$ for all $z \in \mathcal{V}$. Then it suffices to introduce the mapping $V : \mathcal{V} \to \mathcal{U} \cap L^\infty([0, T], \mathbb{U})$ defined by $V(z) = u_{\overline{\alpha}}(z)$ for all $z \in \mathcal{V}$. By Remark 4.1, the mapping $V$ is continuous when endowing its codomain with the $L^1$-metric.

### 4.6 Proof of Proposition 2.6

#### Lemma 4.6
Let $u \in \mathcal{U} \cap L^\infty([0, T], \mathbb{U})$ and $p \in AC([0, T], \mathbb{R}^n)$ be a solution to (AE). The following statements are equivalent:

(i) $(x_u, u, p)$ is a strong U-extremal lift of the pair $(x_u, u)$;

(ii) $(p(T), z)_{\mathbb{R}^n} \leq 0$ for all $z \in \text{Pont}_U[u]$;

(iii) $(p(T), w^{u}(\tau, \omega)(T))_{\mathbb{R}^n} \leq 0$ for all $(\tau, \omega) \in \mathcal{L}(f_u) \times \mathcal{U}$.

**Proof** The equivalence between (ii) and (iii) follows from Definition 2.5. For all $(\tau, \omega) \in \mathcal{L}(f_u) \times \mathcal{U}$, we set $h_{(\tau, \omega)}(t) = (p(t), w^{u}(\tau, \omega)(t))_{\mathbb{R}^n}$ for all $t \in [\tau, T]$ which is constant thanks to (AE). Note that (iii), which can be written as $h_{(\tau, \omega)}(T) \leq 0$ for all $(\tau, \omega) \in \mathcal{L}(f_u) \times \mathcal{U}$, is equivalent to $h_{(\tau, \omega)}(\tau) \leq 0$ for all $(\tau, \omega) \in \mathcal{L}(f_u) \times \mathcal{U}$, which exactly corresponds to the Hamiltonian maximization condition (HM), giving (i). □

Let us prove Proposition 2.6. Let $u \in \mathcal{U} \cap L^\infty([0, T], \mathbb{U})$. First, assume that $u$ is strongly U-singular, i.e., $\text{Pont}_U[u]$ is a proper subcone of $\mathbb{R}^n$. Hence $0_{\mathbb{R}^n}$ belongs to its boundary and, since $\text{Pont}_U[u]$ is also convex, by a standard separation argument, there exists $\psi \in \mathbb{R}^n \setminus \{0_{\mathbb{R}^n}\}$ such that $\langle \psi, z \rangle_{\mathbb{R}^n} \leq 0$ for all $z \in \text{Pont}_U[u]$. Considering $p \in AC([0, T], \mathbb{R}^n)$ the unique solution to (AE) ending at $p(T) = \psi$ (in particular $p$ is not trivial), we obtain that $(p(T), z)_{\mathbb{R}^n} \leq 0$ for all $z \in \text{Pont}_U[u]$. By Lemma 4.6, $(x_u, u, p)$ is a nontrivial strong U-extremal lift of $(x_u, u)$. Conversely, assume that $u$ is weakly U-regular, i.e., $\text{Pont}_U[u] = \mathbb{R}^n$. By contradiction, let us assume that $(x_u, u)$ admits a nontrivial strong U-extremal lift $(x_u, u, p)$. Since $p(T) \in \text{Pont}_U[u] = \mathbb{R}^n$, it follows from Lemma 4.6 that $\|p(T)\|_{\mathbb{R}^n}^2 \leq 0$ and thus $p(T) = 0_{\mathbb{R}^n}$.

### 4.7 Proof of Proposition 2.9 (only the sufficient condition)

First step: assume that $U$ is convex and that $x_u(T)$ belongs to the interior of the $L^\infty_U$-accessible set. Let us prove that $u$ is strongly U-regular (and thus is weakly U-regular by Proposition 2.8). By contradiction assume that $u$ is weakly U-singular. By Proposition 2.4, let $(x_u, u, p)$ be a nontrivial weak U-extremal lift of the pair $(x_u, u)$. Since the adjoint equation (AE) is linear, we know that $p(T) \neq 0_{\mathbb{R}^n}$. Since $x_u(T)$ belongs to the interior of $E(L^\infty([0, T], U))$, there exist $\gamma > 0$ sufficiently small and $v \in L^\infty([0, T], U)$ such that $x_u(T) + \gamma p(T) = E(v)$. Since the control system (CS) is linear, $E$ is affine and thus $\gamma p(T) = E(v) - E(u) = DE(u) \cdot (v - u)$. Then $\gamma \|p(T)\|_{\mathbb{R}^n}^2 = \langle p(T), DE(u) \cdot (v - u) \rangle_{\mathbb{R}^n} \leq 0$ by Lemma 4.3, and thus $p(T) = 0_{\mathbb{R}^n}$, which raises a contradiction.

Second step: in the general control constraints case, assume that $x_u(T)$ belongs to the interior of the $L^\infty_{\text{conv}(U)}$-accessible set. Then $x_u(T)$ belongs to the interior of the $L^\infty_{\text{conv}(U)}$-accessible set.
accessible set. Since \( u \in L^\infty([0, T], U) \subset L^\infty([0, T], \text{conv}(U)) \), we infer from the first step that \( u \) is strongly conv\((U)\)-regular. We deduce that \( u \) is weakly \( U \)-regular from Proposition 2.8.

5 Proofs of results of Section 3

5.1 Proof of Proposition 3.1

**Remark 5.1** Given a partition \( \mathbb{T} \) of \([0, T]\), it is clear that a target point \( x^1 \in \mathbb{R}^n \) is \( \mathbb{P}_U^T \)-reachable in time \( T \) from \( x^0 \) if and only if \( x^1 \) is \( \mathbb{P}_U^{T'} \)-reachable in time \( T \) from \( x^0 \) for at least one partition \( \mathbb{T}' \) of \([0, T]\) such that \( \mathbb{T}' \subset \mathbb{T} \), and if and only if \( x^1 \) is \( \mathbb{P}_U^{T'} \)-reachable in time \( T \) from \( x^0 \) for all partitions \( \mathbb{T}' \) of \([0, T]\) such that \( \mathbb{T} \subset \mathbb{T}' \).

Let \( u \in \mathcal{U} \cap L^\infty([0, T], U) \) and assume that Property (\( \mathcal{R}_u^{\text{unif}} \)) is not satisfied. Let \( \mathbb{T} = \{ t_i \}_{i=0, N} \) be a partition of \([0, T]\) and \( \varepsilon > 0 \). Since Property (\( \mathcal{R}_u^{\text{unif}} \)) is not satisfied, there exists a partition \( \mathbb{T}' = \{ t'_i \}_{i=0, N'} \) of \([0, T]\) (with \( N' \) a priori different from \( N \)) such that \( \| \mathbb{T}' \| < 2\varepsilon \) and such that \( x_u(T) \) is not \( \mathbb{P}_U^{T'} \)-reachable in time \( T \) from \( x^0 \). For any \( i \in \{1, \ldots, N - 1\} \), the intersection \( \mathbb{T}' \cap (t_i - \varepsilon, t_i + \varepsilon) \) is not empty and we select \( t^\varepsilon_i \) one of its elements. For \( i = 0 \) (resp. \( i = N \)), we choose \( t^\varepsilon_0 = 0 \) (resp. \( t^\varepsilon_N = T \)). Consider the partition \( \mathbb{T}^\varepsilon = \{ t^\varepsilon_i \}_{i=0, N} \) of \([0, T]\). Since \( \mathbb{T}^\varepsilon \subset \mathbb{T}' \), we know from Remark 5.1 that \( x_u(T) \) is not \( \mathbb{P}_U^{T^\varepsilon} \)-reachable in time \( T \) from \( x^0 \).

5.2 Proof of Proposition 3.2

**Lemma 5.1** (Approximate reachability) Given any \( u \in \mathcal{U} \cap L^\infty([0, T], U) \) and any \( \varepsilon > 0 \), there exists a threshold \( \delta > 0 \) such that, for any partition \( \mathbb{T} \) of \([0, T]\) satisfying \( \| \mathbb{T} \| \leq \delta \), there exists \( v \in \mathcal{U} \cap \mathbb{P}_U^T([0, T], U) \) such that \( \| x_v(T) - x_u(T) \|_{\mathbb{R}^n} \leq \varepsilon \).

**Proof** Let \( u \in \mathcal{U} \cap L^\infty([0, T], U) \) and \( \varepsilon > 0 \). Take \( s = 1 \) and \( M = \| u \|_{L^\infty} \) in Lemma 4.4 and let \( L^M > 0 \) be a positive Lipschitz constant of \( E \) restricted to \( \mathbb{N}_L^1(u, \rho^M, M) \) endowed with the \( L^1 \)-metric. By Proposition B.1, there exists \( \delta > 0 \) such that, for any partition \( \mathbb{T} \) of \([0, T]\) satisfying \( \| \mathbb{T} \| \leq \delta \), there exists \( v \in \mathbb{P}_U^T([0, T], U) \) such that \( \| v - u \|_{L^1} \leq \min(\rho^M / L^M, \varepsilon) \) and \( \| v \|_{L^\infty} \leq \| u \|_{L^\infty} = M \). Since \( v \in \mathbb{N}_L^1(u, \rho^M, M) \subset \mathcal{U} \), from Lemma 4.4, we have \( \| x_v(T) - x_u(T) \|_{\mathbb{R}^n} = \| E(v) - E(u) \|_{\mathbb{R}^m} \leq L^M \| v - u \|_{L^1} \leq \varepsilon \). \( \square \)

Let us prove Proposition 3.2. Let \( u \in L^\infty([0, T], U) \) be such that \( x_u(T) \) belongs to the interior of the \( \mathbb{L}_U^{\infty} \)-accessible set. There exist \( u' \), \( u'' \in L^\infty([0, T], U) \) such that \( x_{u'}(T) < x_u(T) < x_{u''}(T) \). We infer from Lemma 5.1 that there exists \( \delta > 0 \) such that, for any partition \( \mathbb{T} \) of \([0, T]\) satisfying \( \| \mathbb{T} \| \leq \delta \), there exist \( v' \), \( v'' \in \mathbb{P}_U^T([0, T], U) \) such that \( x_{v'}(T) \leq x_u(T) \leq x_{v''}(T) \). Now let us fix such a partition \( \mathbb{T} \) of \([0, T]\) which satisfies \( \| \mathbb{T} \| \leq \delta \). In view of the above, we know that \( x_u(T) \) belongs to the convex hull of \( E(\mathbb{P}_U^T([0, T], U)) \). On the other hand, since \( U \) is connected, \( \mathbb{P}_U^T([0, T], U) \) is a connected set. Since \( E \) is continuous on \( \mathcal{U} = L^\infty([0, T], \mathbb{R}^m) \), we
deduce that \( E(\text{PC}^T([0, T], U)) \) is a connected set of \( \mathbb{R} \), and thus is convex. We have proved that \( x_u(T) \in E(\text{PC}^T([0, T], U)) \).

### 5.3 Proof of Theorem 1.1 under strong U-regularity

Let \( u \in U \cap L^\infty([0, T], U) \) be a control such that \( x^1 = x_u(T) = E(u) \). Let \( M = \|x_u\|_C + \|u\|_{L^\infty} + 1 \) and let us fix some \( 1 < s < +\infty \). Using the truncated dynamics \( f^M \) introduced in “Appendix B.2”, we have \( x_u^M = x_u \) and \( DE^M(u) = DE(u) \) (see Remark B.1). Assume that \( u \) is strongly U-regular. By Definition 2.3, there exists a \( 2n \)-tuple \( \overline{\nu} = \{v_j\}_{j=1, \ldots, 2n} \) of elements of \( Z_{L^\infty}^\infty \) such that

\[
DE^M(u) \cdot v_j = DE(u) \cdot v_j = e_j \quad \text{and} \quad DE^M(u) \cdot v_{n+j} = DE(u) \cdot v_{n+j} = -e_j
\]

for every \( j \in \{1, \ldots, n\} \), where \( \{e_j\}_{j=1, \ldots, n} \) is the canonical basis of \( \mathbb{R}^n \). We define the mapping \( \Psi : L^s([0, T], \mathbb{R}^m) \times L^s([0, T], \mathbb{R}^m)^{2n} \times \mathbb{R}_+^{2n} \rightarrow \mathbb{R}^n \) by

\[
\Psi(y, \overline{z}, \overline{\alpha}) = E^M\left(y + \sum_{j=1}^{2n} \alpha_j z_j\right)
\]

for all \( (y, \overline{z}, \overline{\alpha}) \in L^s([0, T], \mathbb{R}^m) \times L^s([0, T], \mathbb{R}^m)^{2n} \times \mathbb{R}_+^{2n} \). This mapping satisfies \( \Psi(u, \overline{\nu}, 0_{\mathbb{R}^{2n}}) = E^M(u) = x_u^M(T) = x_u(T) = x^1 \). Furthermore, since \( E^M : L^s([0, T], \mathbb{R}^m) \rightarrow \mathbb{R}^n \) is of class \( C^1 \) (see Proposition B.3), the mapping \( \Psi \) is also of class \( C^1 \) and we infer from (5) that \( \frac{\partial \Psi}{\partial \overline{\alpha}}(u, \overline{\nu}, 0_{\mathbb{R}^{2n}}) : \mathbb{R}_+^{2n} \rightarrow \mathbb{R}^n \) is of class \( C^1 \).

By Lemma B.2, there exists a threshold \( \delta > 0 \) such that \( I_T^T(u) \in \overline{B}_{L^s}(u, \eta) \) and \( I_T^\overline{\nu}(\overline{\nu}) \in \overline{B}_{L^s}(\overline{\nu}, \eta) \), and thus

\[
\Psi\left(I_T^T(u), I_T^\overline{\nu}(\overline{\nu}), \overline{\alpha}(I_T^T(u), I_T^\overline{\nu}(\overline{\nu}))\right) = x^1
\]

for any partition \( \mathbb{T} \) of \([0, T]\) satisfying \( \|\mathbb{T}\| \leq \delta \), where \( I_T^T \) is the averaging operator introduced in “Appendix B.1”. For any partition \( \mathbb{T} \) of \([0, T]\) satisfying \( \|\mathbb{T}\| \leq \delta \), we define the control

\[
V^T = u + \sum_{j=1}^{2n} \alpha_j (I_T^T(u), I_T^\overline{\nu}(\overline{\nu})) v_j \in L^\infty([0, T], \mathbb{R}^m).
\]

Using the linearity of the averaging operators, we obtain the piecewise constant control

\[
I_T^T(V^T) = I_T^T(u) + \sum_{j=1}^{2n} \alpha_j (I_T^T(u), I_T^\overline{\nu}(\overline{\nu})) I_T^\overline{\nu}(v_j) \in \text{PC}^T([0, T], \mathbb{R}^m).
\]
which satisfies
\[ E^M(I^T(V^T)) = \Psi(I^T(u), I^T(\bar{v}), \alpha(I^T(u), I^T(\bar{v}))) = x^1 \]
for all partitions $T$ of $[0, T]$ satisfying $||T|| \leq \delta$. If necessary we consider a smaller value of $\delta > 0$ in order to have $\|T^T(u) - u\|_{L^r}$ and $\|T^T(\bar{v}) - \bar{v}\|_{(L^r)2n}$ small enough (by Lemma B.2), and thus $\|\alpha(T^T(u), I^T(\bar{v}))\|_{\mathbb{R}^2n}$ small enough as well, to get that:

(i) $\|T^T(V^T)\|_{1,\infty} \leq \|V^T\|_{1,\infty} \leq \|u\|_{1,\infty} + 1 \leq M$ (here we used in particular Lemma B.1);

(ii) $\|T^T(V^T) - u\|_{L^s} \leq \|T^T(V^T) - T^T(u)\|_{L^s} + \|T^T(u) - u\|_{L^s} \leq \|V^T - u\|_{L^s} + \|T^T(u) - u\|_{L^s} \leq \rho^M$ where $\rho^M > 0$ is given in Lemma 4.4 (here also we used Lemma B.1);

(iii) $V^T$ is with values in $U$ (which is possible by Lemma 4.2 with $J = 2n$ and using that $v_j \in T_{L^U}[u]$ for all $j \in \{1, \ldots, 2n\}$), and thus so is $I^T(V^T)$ by Proposition B.2;

for all partitions $T$ of $[0, T]$ satisfying $||T|| \leq \delta$.

We are now in a position to complete the proof. Let us fix a partition $T$ of $[0, T]$ satisfying $||T|| \leq \delta$ and, for the ease of notations, let us denote simply by $V = I^T(V^T) \in PC^\infty([0, T], \mathbb{R}^m)$ and recall that $E^M(V) = x^1$. Since $V$ is with values in $U$ from the above item (iii), we have $V \in PC^\infty([0, T], U)$. By the above items (i) and (ii) and by Lemma 4.4, we have $V \in N_{L^s}(u, \rho^M, M) \subset U$ and $\|v - u\|_{C^0} \leq \rho^M$. We infer that $|v| \leq \|u\|_{C^0} + 1 \leq M$ and, since $\|V\|_{\infty} \leq M$ from the above item (i), we obtain from Remark B.1 that $x^M_V = x_V$ and thus $E(V) = x_V(T) = x^M_V(T) = E^M(V) = x^1$. The proof is complete.

5.4 Proof of Theorem 1.1 under weak $U$-regularity

Let $u \in U \cap L^\infty([0, T], U)$ be a control such that $x^1 = x_u(T) = E(u)$. Assume that $u$ is weakly $U$-regular and, by contradiction, that Property ($\mathcal{R}^\text{unif}$) is not satisfied. Then there exists a sequence $(\mathbb{T}_k)_{k \in \mathbb{N}}$ of partitions of $[0, T]$ such that $\|\mathbb{T}_k\| \to 0$ as $k \to +\infty$ and such that $x^1$ is not $PC^\mathbb{T}_k$-reachable in time $T$ from $x^0$ for all $k \in \mathbb{N}$.

We first introduce several notations. Since $u$ is weakly $U$-regular, considering $(e_j)_{j=1,\ldots,n}$ the canonical basis of $\mathbb{R}^n$, we construct a package $\chi = (\bar{v}, \bar{w}) \in \mathcal{L}(f_u)^{Q} \times U^R$ as in the proof of Proposition 2.5. Now take $s = 1$ and $M = \|u\|_{L^\infty} + \|\bar{w}\|_{(\mathbb{R}^n)^R}$ and consider $\rho^M > 0$ given in Lemma 4.4. As in Remark 4.1, there exists $\beta > 0$ sufficiently small such that $u^\chi_{\bar{w}} \in N_{L^1}(u, \rho^M_{\bar{w}}, M)$ for all $\bar{w} \in [0, \beta]^R$.

In particular we have $u^\chi_{\bar{w}} \in U \cap L^\infty([0, T], U)$ for all $\bar{w} \in [0, \beta]^R$. Consider the $C^1$ mapping $\Psi : [0, \beta]^R \to \mathbb{R}^n$, defined by $\Psi(\bar{w}) = E(u^\chi_{\bar{w}})$ for all $\bar{w} \in [0, \beta]^R$, which satisfies $\Psi(0_{\mathbb{R}^n}) = x_u(T)$ and $D\Psi(0_{\mathbb{R}^n}) \cdot R^R = \mathbb{R}^n$ as in the proof of Proposition 2.5.

We define the $C^1$ map $\Phi : \mathbb{R}^n \times [0, \beta]^R \to \mathbb{R}^n$ by $\Phi(z, \bar{w}) = \Psi(\bar{w}) - z$ for all $(z, \bar{w}) \in \mathbb{R}^n \times [0, \beta]^R$. It follows from the above arguments that $\partial \Phi/\partial z(x_u(T), 0_{\mathbb{R}^n}) \cdot R^R = \mathbb{R}^n$ and, since $\Phi(x_u(T), 0_{\mathbb{R}^n}) = 0_{\mathbb{R}^n}$, the conic implicit function theorem [9, Theorem 5.2] provides the existence of a continuous mapping $\alpha : \mathbb{B}_{\mathbb{R}^n}(x_u(T), \eta) \to \mathbb{R}^n$. 

\( \square \) Springer
[0, β)^R, with η > 0, such that \( \alpha(x_u(T)) = 0_{\mathbb{R}^R} \) and \( \Phi(z, \alpha(z)) = 0_{\mathbb{R}^R} \) for all \( z \in \overline{B}_{\mathbb{R}^n}(x_u(T), \eta) \).

The mapping \( V : \overline{B}_{\mathbb{R}^n}(x_u(T), \eta) \to N_{L^1}(u, \rho^M, M) \), defined by \( V(z) = u^\alpha(z) \) for all \( z \in \overline{B}_{\mathbb{R}^n}(x_u(T), \eta) \), is such that \( V(z) \in \mathcal{U} \cap L^\infty([0, T], U) \) for all \( z \in \overline{B}_{\mathbb{R}^n}(x_u(T), \eta) \). When endowing the codomain with the \( L^1 \)-metric, the continuity of \( V \) follows from the continuity of \( \alpha \) and from Remark 4.1. Finally note that \( x_{V(z)}(T) = E(V(z)) = E(u^\alpha(z) = \Psi(\alpha(z)) = \Phi(z, \alpha(z)) + z = z \) for all \( z \in \overline{B}_{\mathbb{R}^n}(x_u(T), \eta) \).

In what follows we denote by \( L^M > 0 \) a positive Lipschitz constant of \( E \) restricted to the set \( N_{L^1}(u, \rho^M, M) \) endowed with the \( L^1 \)-metric (see Lemma 4.4). By contradiction, assume that, for all \( k \in \mathbb{N} \), there exists some \( z_k \in \overline{B}_{\mathbb{R}^n}(x_u(T), \eta) \) such that

\[
\min \left( \frac{\rho^M}{2}, \frac{\eta}{L^M} \right) < \| V(z_k) - \overline{T}^k(V(z_k)) \|_{L^1},
\]

where \( \overline{T}^k \) is the averaging operator introduced in “Appendix B.1”. By compactness of \( \overline{B}_{\mathbb{R}^n}(x_u(T), \eta) \), up to a subsequence (that we do not relabel), the sequence \( (z_k)_{k \in \mathbb{N}} \) converges to some \( z' \in \overline{B}_{\mathbb{R}^n}(x_u(T), \eta) \). We infer from Lemma B.1 that

\[
\min \left( \frac{\rho^M}{2}, \frac{\eta}{L^M} \right) < 2\| V(z_k) - V(z') \|_{L^1} + \| V(z') - \overline{T}^k(V(z')) \|_{L^1}
\]

for every \( k \in \mathbb{N} \), raising a contradiction when \( k \to +\infty \) by continuity of \( V \) and by Lemma B.2. We conclude that there exists \( K \in \mathbb{N} \) such that

\[
\| V(z) - \overline{T}^k(V(z)) \|_{L^1} \leq \min \left( \frac{\rho^M}{2}, \frac{\eta}{L^M} \right) \tag{6}
\]

for every \( z \in \overline{B}_{\mathbb{R}^n}(x_u(T), \eta) \). Since \( V(z) \in N_{L^1}(u, \rho^M, M) \), we deduce from (6) and from Lemma B.1 that \( \overline{T}^k(V(z)) \in N_{L^1}(u, \rho^M, M) \) for all \( z \in \overline{B}_{\mathbb{R}^n}(x_u(T), \eta) \). Since \( V(z) \in L^\infty([0, T], U) \), we infer from Proposition B.2 that \( \overline{T}^k(V(z)) \in PC^\infty_k([0, T], U) \) for all \( z \in \overline{B}_{\mathbb{R}^n}(x_u(T), \eta) \).

To conclude the proof of Theorem 1.1, we define \( B : \overline{B}_{\mathbb{R}^n}(x_u(T), \eta) \to \mathbb{R}^n \) by

\[
B(z) = x_u(T) + z - x_{\overline{T}^k(V(z))}(T) = E(u) + E(V(z)) - E(\overline{T}^k(V(z)))
\]

for every \( z \in \overline{B}_{\mathbb{R}^n}(x_u(T), \eta) \). By Lemma B.1 and thanks to the continuities of the mapping \( V \) and of the restriction of \( E \) on \( N_{L^1}(u, \rho^M, M) \) endowed with the \( L^1 \)-metric, \( B \) is continuous. Furthermore, since \( V(z) \) and \( \overline{T}^k(V(z)) \) both belong to \( N_{L^1}(u, \rho^M, M) \), we have

\[
\| B(z) - x_u(T) \|_{\mathbb{R}^n} = \left\| E(V(z)) - E(\overline{T}^k(V(z))) \right\|_{\mathbb{R}^n} \leq L^M \| V(z) - \overline{T}^k(V(z)) \|_{L^1} \leq \eta
\]
for every \( z \in \overline{B}_{\mathbb{R}^n}(x_u(T), \eta) \), where we have used (6). Therefore, \( \mathcal{B} \) is a continuous mapping from \( \overline{B}_{\mathbb{R}^n}(x_u(T), \eta) \) with values in \( \overline{B}_{\mathbb{R}^n}(x_u(T), \eta) \). By the Brouwer fixed-point theorem, \( \mathcal{B} \) has a fixed-point \( z^* \in \overline{B}_{\mathbb{R}^n}(x_u(T), \eta) \), and thus

\[
x_{\mathcal{I}^T_k}(V(z^*))(T) = x_u(T) = x^1.
\]

Since \( \mathcal{I}^T_k(V(z^*)) \in \mathcal{U} \cap \text{PC}^{T_k}([0, T], \mathcal{U}) \), \( x^1 \) is PC\(^{T_k}\)(_U\)-reachable in time \( T \) from \( x^0 \), raising a contradiction.

### A An example

We develop here an example inspired from [17, Section II], showing that the converse of the geometric Pontryagin maximum principle is not true in general and that, given a control \( u \in \mathcal{U} \cap L^\infty([0, T], \mathcal{U}) \), the condition that \( x_u(T) \) belongs to the interior of the \( L^\infty_{\mathcal{U}} \)-accessible set is not a sufficient condition for Property (\( \mathcal{R}_{lim}^u \)), even if \( \mathcal{U} \) is convex.

Take \( T = n = m = 2 \) and \( \mathcal{U} = \mathbb{R}^2 \). Take \( g_1 \in C([0, 2], \mathbb{R}) \) be a continuous function that is positive on the interval \([0, 1]\) and vanishing on the interval \([1, 2]\). Take \( g_2 \in L^\infty([0, 2], \mathbb{R}) \) be arbitrarily fixed and \( g_3 \in AC([0, 2], \mathbb{R}) \) be defined by \( g_3(t) = \int_0^t g_1(\xi)g_2(\xi) \, d\xi \) for all \( t \in [0, 2] \). Note that \( g_3 \) is constant on the interval \([1, 2]\). We denote by \( G \) the corresponding constant values. We set \( x^0 = 0_{\mathbb{R}^2} \) and

\[
f((x_1, x_2), (u_1, u_2), t) = \begin{pmatrix} g_1(t)u_1 + g_1(2-t)(x_1 - G)^2 + x_2^2 \end{pmatrix}u_1 \left( x_1 - g_3(t) \right)^2 + g_1(2-t)(x_1 - G)^2 + x_2^2 \right)u_2
\]

for all \( ((x_1, x_2), (u_1, u_2), t) \in \mathbb{R}^2 \times \mathbb{R}^2 \times [0, 2] \).

**Claim 1** The point \((G, 0)\) is an equilibrium of the control system on the interval \([1, 2]\), independently of the control.

**Proof** Since \( g_1(t) = 0 \) and \( g_3(t) = G \) for all \( t \in [1, 2] \), we have \( f((G, 0), u, t) = 0_{\mathbb{R}^2} \) for all \((u, t) \in \mathbb{R}^2 \times [1, 2]\). \( \square \)

**Claim 2** Let \( u \in L^\infty([0, 2], \mathbb{R}^2) \) satisfying \( u_1(t) = g_2(t) \) for a.e. \( t \in [0, 1] \). Then \( u \in \mathcal{U} \) and \( x_u = (g_3, 0) \). In particular \( x_u(2) = (G, 0) \).

**Proof** Since \( g_1(2 - \xi) = 0 \) for all \( \xi \in [0, 1] \), \( x_{u,1}(t) = \int_0^t g_1(\xi)u_1(\xi) \, d\xi = \int_0^t g_1(\xi)g_2(\xi) \, d\xi = g_3(t) \) for all \( t \in [0, 1] \). From the second coordinate, we obtain that \( x_{u,2}(t) = 0 \) for all \( t \in [0, 1] \). Since \( x_u(1) = (g_3(1), 0) = (G, 0) \), we get from Claim 1 that \( x_u(t) = (G, 0) = (g_3(t), 0) \) for all \( t \in [1, 2] \). \( \square \)

**Claim 3** Let \( u \in \mathcal{U} \) such that \( x_u(T') = (G, 0) \) for some \( T' \in [1, 2] \). Then \( u_1(t) = g_2(t) \) for a.e. \( t \in [0, 1] \).
Proof By Claim 1, \( x_u(1) = (G, 0) \). Since \( g_1(2 - \xi) = 0 \) for all \( \xi \in [0, 1] \), we get that \( 0 = x_u,2(1) = \int_0^1 (x_{u,1}(\xi) - g_3(\xi))^2 \, d\xi \) and thus \( x_{u,1}(t) = g_3(t) \) for all \( t \in [0, 1] \). Deriving this equality leads to \( g_1(t)u_1(t) = g_1(t)g_2(t) \) for a.e. \( t \in [0, 1] \). Since \( g_1 \) is positive on the interval \([0, 1]\), we get that \( u_1(t) = g_2(t) \) for a.e. \( t \in [0, 1] \). \( \square \)

Claim 4 The end-point mapping is surjective.

Proof Let \( x^1 \in \mathbb{R}^2 \). Let us prove that there exists \( u \in \mathcal{U} \) such that \( \mathbf{E}(u) = x_u(2) = x^1 \).

If \( x^1 = (G, 0) \), from Claim 2, it is sufficient to take any control \( u \in L^\infty([0, 2], \mathbb{R}^2) \) which satisfies \( u_1(t) = g_2(t) \) for a.e. \( t \in [0, 1] \). In the rest of this proof, we focus on the case \( x^1 \neq (G, 0) \).

Consider a function \( g_4 \in L^\infty([0, 3/2], \mathbb{R}) \) such that the measure of \( \{ t \in [0, 1] \mid g_4(t) \neq g_2(t) \} \) is positive and such that the \( L^\infty \)-norm of \( g_4 - g_2 \) on \([0, 1]\) is small enough to guarantee that any control \( u \in L^\infty([0, 2], \mathbb{R}^2) \) which satisfies \( u_1(t) = g_4(t) \) for a.e. \( t \in [0, 1] \) is admissible, i.e., \( u \in \mathcal{U} \). This is possible by Claim 2, since \( \mathcal{U} \) is an open subset of \( L^\infty([0, 2], \mathbb{R}^2) \). Take such a control \( u \) (which is only determined on the interval \([0, 3/2]\) at this step). By Claim 3, \( x_u(3/2) \neq (G, 0) \). Consider now a \( C^1 \) function \( \varphi : [3/2, 2] \to \mathbb{R}^2 \) which satisfies \( \varphi(3/2) = x_u(3/2) \), \( \varphi(2) = x^1 \) and \( \varphi(t) \neq (G, 0) \) for all \( t \in [3/2, 2] \). We determine the control \( u \) on \([0, 3/2]\) as

\[
\begin{align*}
    u_1(t) &= \frac{\dot{\varphi}_1(t)}{\varphi(t)}, \\
    u_2(t) &= \frac{\dot{\varphi}_2(t) - (\varphi_1(t) - g_3(t))^2}{\varphi(t)},
\end{align*}
\]

where \( \varphi(t) = g_1(2 - t)((\varphi_1(t) - G)^2 + \varphi_2(t)^2) \) for a.e. \( t \in [3/2, 2] \). The control \( u \) belongs to \( L^\infty([0, 2], \mathbb{R}^2) \) and \( x_u = \varphi \) along \([3/2, 2]\). Thus \( \mathbf{E}(u) = x_u(2) = \varphi(2) = x^1 \). \( \square \)

Let us prove that the converse of the geometric Pontryagin maximum principle is not true in general. Take a control \( u \in L^\infty([0, T], \mathbb{R}^2) \) which satisfies \( u_1(t) = g_2(t) \) for a.e. \( t \in [0, 1] \). By Claims 2 and 4, we have \( u \in \mathcal{U} \) and \( x_u(2) \) belongs to the interior of the \( L^\infty_{\mathbb{R}^2} \)-accessible set. Consider the constant function \( p : [0, 2] \to \mathbb{R}^2 \) defined by \( p(t) = (0, 1) \neq 0_{\mathbb{R}^2} \) for all \( t \in [0, 2] \). One can easily check that \((x_u, u, p)\) is a nontrivial strong \( \mathbb{R}^2 \)-extremal lift of \((x_u, u)\) and thus \( u \) is strongly \( \mathbb{R}^2 \)-singular by Proposition 2.6.

We now prove that, given a control \( u \in \mathcal{U} \cap L^\infty([0, T], \mathcal{U}), \) the condition that \( x_u(T) \) belongs to the interior of the \( L^\infty_{\mathcal{U}} \)-accessible set is not a sufficient condition for Property \((\mathcal{R}_u^{\text{unif}})\), even if \( \mathcal{U} \) is convex. Take \( g_2(t) = t \) for a.e. \( t \in [0, 1] \) (which is not piecewise constant). Even if \( (G, 0) \) belongs to the interior of the \( L^\infty_{\mathcal{U}} \)-accessible set (Claim 4), we easily infer from Claim 3 that \((G, 0)\) is not \( \mathcal{PC}^{\mathcal{U}} \)-reachable in time \( T \) from \( x^0 \) for any partition \( \mathbb{T} \) of \([0, T]\). Hence Property \((\mathcal{R}_u^{\text{unif}})\) is not satisfied, and neither is the stronger Property \((\mathcal{R}_u^{\text{unif}})\).
B A general result on $L^s$-approximation by piecewise constant functions

Proposition B.1 Let $1 \leq s < +\infty$. Given any $u \in L^\infty([0, T], U)$ and any $\varepsilon > 0$, there exists a threshold $\delta > 0$ such that, for any partition $\mathcal{T}$ of $[0, T]$ satisfying $\|\mathcal{T}\| \leq \delta$, there exists $v \in \text{PC}^\mathcal{T}([0, T], U)$ such that $\|v - u\|_{L^s} \leq \varepsilon$ and $\|v\|_{L^\infty} \leq \|u\|_{L^\infty}$.

Proof Let $u \in L^\infty([0, T], U)$ and $\varepsilon > 0$. By the Lusin theorem [23], there exists a compact subset $K_{\varepsilon} \subset [0, T]$ such that $(2\|u\|_{L^\infty})^s \mu([0, T] \setminus K_{\varepsilon}) \leq \varepsilon^s / 2$, where $\mu$ is the Lebesgue measure, and such that $u$ is continuous on $K_{\varepsilon}$. By uniform continuity of $u$ on $K_{\varepsilon}$, there exists $\delta > 0$ such that $\|u(\xi_2) - u(\xi_1)\|_{\mathbb{R}^m} \leq \frac{\varepsilon^s}{(2T)^{s/2}}$ for all $\xi_1, \xi_2 \in K_{\varepsilon}$ satisfying $|\xi_2 - \xi_1| \leq \delta$. Now, let $\mathcal{T} = \{t_i\}_{i=0,\ldots,N}$ be a partition of $[0, T]$ such that $\|\mathcal{T}\| \leq \delta$. We set

$$I = \{i \in \{0, \ldots, N - 1\} \mid \mu(K_{\varepsilon} \cap [t_i, t_{i+1}]) > 0\}.$$

For every $i \in I$, we consider some $\xi_i \in K_{\varepsilon} \cap [t_i, t_{i+1})$ such that $u(\xi_i) \in U$ and $\|u(\xi_i)\|_{\mathbb{R}^m} \leq \|u\|_{L^\infty}$. We also consider some $\omega \in U$ such that $\|\omega\|_{\mathbb{R}^m} \leq \|u\|_{L^\infty}$. We now define

$$v(t) = \begin{cases} u(\xi_i) & \text{if } t \in [t_i, t_{i+1}) \text{ with } i \in I, \\ \omega & \text{if } t \in [t_i, t_{i+1}) \text{ with } i \notin I, \end{cases}$$

for every $t \in [0, T)$. In particular we have $v \in \text{PC}^\mathcal{T}([0, T], U)$ and $\|v\|_{L^\infty} \leq \|u\|_{L^\infty}$. Finally we get that

$$\|v - u\|_{L^s}^s = \int_{[0,T]\setminus K_{\varepsilon}} \|v(t) - u(t)\|_{\mathbb{R}^m}^s \, dt + \sum_{i=0}^{N-1} \int_{K_{\varepsilon} \cap [t_i, t_{i+1})} \|v(t) - u(t)\|_{\mathbb{R}^m}^s \, dt$$

$$\leq (2\|u\|_{L^\infty})^s \mu([0, T] \setminus K_{\varepsilon}) + \sum_{i \in I} \int_{K_{\varepsilon} \cap [t_i, t_{i+1})} \|u(\xi_i) - u(t)\|_{\mathbb{R}^m}^s \, dt$$

$$\leq \frac{\varepsilon^s}{2} + \frac{\varepsilon^s}{2T} \sum_{i \in I} \mu(K_{\varepsilon} \cap [t_i, t_{i+1})) \leq \varepsilon^s,$$

which concludes the proof. \qed

Note that Proposition B.1 is not true with $s = +\infty$, as shown in the following Fuller-type example [11].

Example B.1 Take $T = 1$, $m = 1$ and $U = \mathbb{R}$. Consider the oscillating function $u \in L^\infty([0, T], U)$ defined by $u(t) = 1$ for a.e. $t \in (\frac{1}{k+1}, \frac{1}{k} \mathbb{Z})$ for all even $k \in \mathbb{N}\setminus\{0\}$ and $u(t) = 0$ for a.e. $t \in (\frac{1}{k+1}, \frac{1}{k} \mathbb{Z})$ for all odd $k \in \mathbb{N}\setminus\{0\}$. We have $\|v - u\|_{L^\infty} \geq \frac{1}{2}$ for all $v \in \text{PC}^\mathcal{T}([0, T], U)$ and all partitions $\mathcal{T}$ of $[0, T]$.

Corollary B.1 Let $1 \leq s < +\infty$. Given any $u \in L^s([0, T], U)$ and any $\varepsilon > 0$, there exists a threshold $\delta > 0$ such that, for any partition $\mathcal{T}$ of $[0, T]$ satisfying $\|\mathcal{T}\| \leq \delta$, there exists $v \in \text{PC}^\mathcal{T}([0, T], U)$ such that $\|v - u\|_{L^s} \leq \varepsilon$.\qed
Proof Let \( u \in L^s([0, T], \mathbb{U}) \) and \( \varepsilon > 0 \). We fix some \( \omega \in \mathbb{U} \) and we define \( C_k = \{ t \in [0, T] \mid \|u(t)\|_{\mathbb{R}^m} \geq k \} \) and

\[
\begin{align*}
\mathcal{I}(u)(t) &= \frac{1}{t_{i+1} - t_i} \int_{t_i}^{t_{i+1}} u(\xi) \, d\xi
\end{align*}
\]

for a.e. \( t \in [0, T] \) and for every \( k \in \mathbb{N} \). In particular \( u_k \in L^\infty([0, T], \mathbb{U}) \) for every \( k \in \mathbb{N} \). It is clear that \( (u_k(t) - u(t))_{k \in \mathbb{N}} \) converges to \( 0_{\mathbb{R}^m} \) as \( k \to +\infty \) and that \( \|u_k(t) - u(t)\|_{\mathbb{R}^m} \leq \|\omega\|_{\mathbb{R}^m} + \|u(t)\|_{\mathbb{R}^m} \) for a.e. \( t \in [0, T] \). By the Lebesgue dominated convergence theorem, we get that \( \|u_k - u\|_{L^s} \to 0 \) as \( k \to +\infty \). Hence, there exists \( k \in \mathbb{N} \) such that \( \|u_k - u\|_{L^s} \leq \frac{\varepsilon}{2} \). By Proposition B.1, there exists \( \delta > 0 \) such that, for any partition \( \mathcal{T} \) of \([0, T]\) satisfying \( \|\mathcal{T}\| \leq \delta \), there exists \( v \in PC^\mathcal{T}([0, T], \mathbb{U}) \) such that \( \|v - u_k\|_{L^s} \leq \frac{\varepsilon}{2} \) and thus \( \|v - u\|_{L^s} \leq \|v - u_k\|_{L^s} + \|u_k - u\|_{L^s} \leq \varepsilon \). \( \square \)

B.1 Averaging operators

For any partition \( \mathcal{T} = \{ t_i \}_{i=0,\ldots,N} \) of \([0, T]\), we define the averaging operator \( \mathcal{I}^\mathcal{T} : L^1([0, T], \mathbb{R}^m) \to PC^\mathcal{T}((0, T], \mathbb{R}^m) \) by

\[
\mathcal{I}^\mathcal{T}(u)(t) = \frac{1}{t_{i+1} - t_i} \int_{t_i}^{t_{i+1}} u(\xi) \, d\xi
\]

for every \( t \in [t_i, t_{i+1}) \), every \( i \in \{0, \ldots, N-1\} \) and every \( u \in L^1([0, T], \mathbb{R}^m) \). The aim of this section is to establish several useful properties of the averaging operators.

Let \( \mathcal{T} = \{ t_i \}_{i=0,\ldots,N} \) be a partition of \([0, T]\). The averaging operator \( \mathcal{I}^\mathcal{T} \) is linear and projects any integrable function onto a piecewise constant function respecting the partition \( \mathcal{T} \) (by averaging its value on each sampling interval \([t_i, t_{i+1})\)).

Lemma B.1 Let \( 1 \leq s \leq +\infty \). For any partition \( \mathcal{T} \) of \([0, T]\), we have \( \|\mathcal{I}^\mathcal{T}(u)\|_{L^s} \leq \|u\|_{L^s} \) for all \( u \in L^s([0, T], \mathbb{R}^m) \).

Proof Let \( \mathcal{T} = \{ t_i \}_{i=0,\ldots,N} \) be a partition of \([0, T]\) and let \( u \in L^s([0, T], \mathbb{R}^m) \).

When \( s = +\infty \), the inequality \( \|\mathcal{I}^\mathcal{T}(u)\|_{L^\infty} \leq \|u\|_{L^\infty} \) is trivial. When \( 1 \leq s < +\infty \), we get from the Hölder inequality that

\[
\left\| \frac{1}{t_{i+1} - t_i} \int_{t_i}^{t_{i+1}} u(\xi) \, d\xi \right\|_{\mathbb{R}^m}^s \leq \frac{1}{t_{i+1} - t_i} \int_{t_i}^{t_{i+1}} \|u(\xi)\|_{\mathbb{R}^m}^s \, d\xi
\]

for all \( i \in \{0, \ldots, N-1\} \), and thus \( \|\mathcal{I}^\mathcal{T}(u)\|_{L^s} \leq \|u\|_{L^s} \). \( \square \)

The next lemma is instrumental in order to approximate with a \( L^s \) norm (with any \( 1 \leq s < +\infty \)) any control \( u \in L^\infty([0, T], \mathbb{R}^m) \) with piecewise constant controls.

Lemma B.2 Let \( 1 \leq s < +\infty \). Given any \( u \in L^s([0, T], \mathbb{R}^m) \), we have \( \|\mathcal{I}^\mathcal{T}(u) - u\|_{L^s} \to 0 \) as \( \|\mathcal{T}\| \to 0 \).
Proof Let \( u \in L^s([0, T], \mathbb{R}^m) \) and let us prove that \( \| T^T(u) - u \|_{L^s} \to 0 \) as \( \| T^T \| \to 0 \). Our proof is based on a density argument. Therefore, in a first place, we deal with the case where \( u \) is essentially bounded, that is, \( u \in L^\infty([0, T], \mathbb{R}^m) \). From Lemma B.1, the domination \( \| T^T(u)(t) \|_{\mathbb{R}^m} \leq \| u \|_{L^\infty} \) is true for a.e. \( t \in [0, T] \) and thus, thanks to the Lebesgue dominated convergence theorem, we only need to prove that \( T^T(u)(\tau) \to u(\tau) \) as \( \| T^T \| \to 0 \) for a.e. \( \tau \in [0, T] \). For this purpose we set \( r(t) = \int_0^1 u(\xi) \, d\xi \) for every \( t \in [0, T] \) and let \( \tau \in [0, T] \) being a Lebesgue point such that \( r \) is derivable at \( \tau \) with \( \dot{r}(\tau) = u(\tau) \). Given any \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that

\[
\left\| \frac{r(t) - r(\tau)}{t - \tau} - u(\tau) \right\|_{\mathbb{R}^m} \leq \frac{\varepsilon}{2}
\]

for every \( t \in [\tau - \delta, \tau + \delta] \cap [0, T] \setminus \{\tau\} \). Take \( T \) a partition of \([0, T]\) such that \( \| T^T \| \leq \delta \). There exists \( i \in \{0, \ldots, N - 1\} \) such that \( \tau \in [t_i, t_{i+1}) \). Then

\[
\| T^T(u)(\tau) - u(\tau) \|_{\mathbb{R}^m} = \left\| \frac{r(t_{i+1}) - r(t_i)}{t_{i+1} - t_i} - u(\tau) \right\|_{\mathbb{R}^m} \leq \frac{\varepsilon}{2}.
\]

which concludes the proof in the case where \( u \) is essentially bounded. Now let us deal with the general case. Take \( \varepsilon > 0 \) be arbitrary. By a density argument, there exists \( u' \in L^\infty([0, T], \mathbb{R}^m) \) such that \( \| u - u' \|_{L^\infty} \leq \frac{\varepsilon}{2} \). From the first step, there exists \( \delta > 0 \) such that \( \| T^T(u') - u' \|_{L^\infty} \leq \frac{\varepsilon}{2} \) for any partition \( T \) of \([0, T]\) such that \( \| T^T \| \leq \delta \). By linearity of \( T^T \) and by Lemma B.1, we obtain that \( \| T^T(u) - u \|_{L^\infty} \leq \| T^T(u') - u' \|_{L^\infty} + \| T^T(u') - u' \|_{L^\infty} \leq \varepsilon \) for any partition \( T \) of \([0, T]\) such that \( \| T^T \| \leq \delta \). The proof is complete.

Our objective now is to prove that, when \( U \) is convex, the averaging operators project any integrable function with values in \( U \) onto a piecewise constant function with values in \( U \).

Lemma B.3 Assume that \( U \) is convex. If \( u \in L^1([0, 1], U) \), then \( \int_0^1 u(\xi) \, d\xi \in U \).

Proof Let \( u \in L^1([0, 1], U) \) and let us prove that \( \tilde{u} \in U \) where \( \tilde{u} \) is defined by \( \tilde{u} = \int_0^1 u(\xi) \, d\xi \). We first give a simpler argument when \( U \) is furthermore assumed to be closed. In that context, by the Hilbert projection theorem, we have

\[
(\tilde{u} - \text{proj}_U(\tilde{u}), u(\xi) - \text{proj}_U(\tilde{u}))_{\mathbb{R}^m} \leq 0
\]

for a.e. \( \xi \in [0, 1] \), where \( \text{proj}_U(\tilde{u}) \in U \) is the projection of \( \tilde{u} \) onto \( U \). Integrating the above inequality over \([0, 1]\) yields \( \| \tilde{u} - \text{proj}_U(\tilde{u}) \|_{\mathbb{R}^m}^2 \leq 0 \) and thus \( \tilde{u} = \text{proj}_U(\tilde{u}) \in U \).

Now we remove the closedness assumption made on \( U \). Let us prove that \( \tilde{u} \in U \) by strong induction on the dimension \( d \in \mathbb{N} \) of the nonempty convex set \( U \). If \( d = 0 \),
the set $U$ is reduced to a singleton and the result is trivial. Now consider that $d \geq 1$ and assume that the result is true at all steps from 0 to $d - 1$. By contradiction assume that $\tilde{u} \notin U$. By separation, there exists $\psi \in \mathbb{R}^m \setminus \{0_{\mathbb{R}^m}\}$ such that $\langle \psi, \omega - \tilde{u} \rangle_{\mathbb{R}^m} \leq 0$ for all $\omega \in U$. We infer that the null integral $\int_0^1 \langle \psi, u(\xi) - \tilde{u} \rangle_{\mathbb{R}^m} d\xi$ has a nonpositive integrand. Thus this integrand is zero almost everywhere on $[0, 1]$. Therefore, $u$ is with values in the convex set $U \cap (\tilde{u} + \psi \perp)$, where $\psi \perp$ stands for the standard hyperplane defined by orthogonality with the nonzero vector $\psi$. Since $U \cap (\tilde{u} + \psi \perp)$ is a nonempty convex set of dimension strictly inferior than $d$, thanks to our induction hypothesis we get that $\tilde{u} \in U \cap (\tilde{u} + \psi \perp)$, which raises a contradiction.

From Lemma B.3 and applying a simple affine change of variable in (7), we obtain the next proposition.

**Proposition B.2** Assume that $U$ is convex. If $u \in L^1([0, T], U)$, then $\mathcal{I}^\mathbb{T}(u) \in PC^s([0, T], U)$ for any partition $\mathbb{T}$ of $[0, T]$.

**B.2 Truncated end-point mapping and $L^s$-differential**

For every $M > 0$, we fix a mapping $\Lambda^M : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}$ of class $C^1$ satisfying

$$
\Lambda^M(x, u) = \begin{cases} 
1 & \text{if } (x, u) \in \overline{B}_{\mathbb{R}^n}(0, 2M) \times \overline{B}_{\mathbb{R}^m}(0, 2M), \\
0 & \text{if } (x, u) \notin \overline{B}_{\mathbb{R}^n}(0, 3M) \times \overline{B}_{\mathbb{R}^m}(0, 3M).
\end{cases}
$$

Let $M > 0$. When replacing the dynamics $f$ in the control system (CS) by the truncated dynamics $f^M$, defined by $f^M(x, u, t) = \Lambda^M(x, u) f(x, u, t)$ for all $(x, u, t) \in \mathbb{R}^n \times \mathbb{R}^m \times [0, T]$ we obtain a new control system that we denote by (CS$^M$). The main difference is that, for any control $u \in L^1([0, T], \mathbb{R}^m)$ (even unbounded), there exists a trajectory $x \in AC([0, T], \mathbb{R}^n)$, starting at $x(0) = x^0$, such that $\dot{x}(t) = f^M(x(t), u(t), t)$ for a.e. $t \in [0, T]$. In that case the trajectory $x$ is unique and will be denoted by $x^M_u$. We now introduce, for any $1 \leq s \leq +\infty$, the truncated end-point mapping $E^M : L^s([0, T], \mathbb{R}^m) \to \mathbb{R}^n$ defined by $E^M(u) = x^M_u(T)$ for all $u \in L^s([0, T], \mathbb{R}^m)$. Note that the next proposition, derived from standard techniques in ordinary differential equations theory, is true for any $1 < s \leq +\infty$. The case $s = 1$ is discussed in Remark B.2.

**Proposition B.3** Let $1 < s \leq +\infty$ and $M > 0$. The truncated end-point mapping $E^M : L^s([0, T], \mathbb{R}^m) \to \mathbb{R}^n$ is of class $C^1$ and its Fréchet differential is given by

$$
DE^M(u) \cdot v = w^{u,M}_v(T) \quad (8)
$$

for all $u, v \in L^s([0, T], \mathbb{R}^m)$, where $w^{u,M}_v \in AC([0, T], \mathbb{R}^n)$ is the unique solution to

$$
\begin{cases} 
\dot{w}(t) = \nabla_x f^M(x^M_u(t), u(t), t) w(t) + \nabla_u f^M(x^M_u(t), u(t), t) v(t), \quad \text{a.e. } t \in [0, T], \\
w(0) = 0_{\mathbb{R}^n}.
\end{cases}
$$
Remark B.1 Let $1 < s \leq +\infty$. For a given control $u \in \mathcal{U}$, note that $\text{DE}(u)$ given in (1) admits a natural extension (still denoted by) $\text{DE}(u) : L^s([0, T], \mathbb{R}^m) \rightarrow \mathbb{R}^n$. The nontruncated setting is related to the truncated one as follows:

(i) Let $u \in \mathcal{U}$ and $M > 0$ be such that $\|x_u\|_C \leq M$ and $\|u\|_{L^\infty} \leq M$. Then $x_u^M = x_u$ and $\text{DE}(u) = \text{DE}(u)$ when considering the above extension of $\text{DE}(u)$.

(ii) Let $u \in L^\infty([0, T], \mathbb{R}^m)$. If there exists $M > 0$ such that $\|x_u^M\|_C \leq M$ and $\|u\|_{L^\infty} \leq M$, then $u \in \mathcal{U}$ and $x_u = x_u^M$.

Remark B.2 Let $M > 0$. In the case $s = 1$, it can be proved that the truncated end-point mapping $E^M : L^1([0, T], \mathbb{R}^m) \rightarrow \mathbb{R}^n$ is Gateaux-differentiable and its Gateaux differential is given by (8). However, it is not Fréchet-differentiable (and thus not of class $C^1$) in general, as shown in the next example.

Example B.2 Take $T = n = m = 1$, $U = \mathbb{R}$ and $f(x, u, t) = u^2$ for all $(x, u, t) \in \mathbb{R} \times \mathbb{R} \times [0, T]$. Consider the starting point $x^0 \equiv 0$ and the constant control $u \equiv 0$. In that context, with $M = s = 1$, it is clear that $x_u^M \equiv 0$ and that the Gateaux differential $D^G E^M(u) : L^1([0, T], \mathbb{R}^m) \rightarrow \mathbb{R}^n$ of the truncated end-point mapping $E^M : L^1([0, T], \mathbb{R}^m) \rightarrow \mathbb{R}^n$ at $u$, given by the expression (8), is null. Now, taking the needle-like control variation $u^\alpha_{(0,1)}$, as defined in (2), associated with the pair $(0, 1) \in \mathcal{L}(f_u) \times \mathbb{R}$, we obtain that

$$\lim_{\alpha \to 0^+} \frac{E^M(u + u^\alpha_{(0,1)}) - E^M(u) - D^G E^M(u) \cdot u^\alpha_{(0,1)}}{\|u^\alpha_{(0,1)}\|_{L^1}} = 1.$$ 

Therefore, $E^M : L^1([0, T], \mathbb{R}^m) \rightarrow \mathbb{R}^n$ is not Fréchet-differentiable at $u$. A similar example can be found in [29, Remark 3.1].

References

1. Agrachev A, Sachkov YL (2004) Control theory from the geometric viewpoint, volume 87 of Ency- clopaedia of mathematical sciences. Springer-Verlag, Berlin, Control Theory and Optimization, II
2. Agrachev AA, Caponigro M (2010) Dynamics control by a time-varying feedback. J Dyn Control Syst 16(2):149–162
3. Athans M, Falb PL (1966) Optimal control. McGraw-Hill Book Co., New York-Toronto, Ont.-London.
4. Bian W, Webb JRL (1999) Constrained open mapping theorems and applications. J Lond Math Soc 60(3):897–911
5. Bonnard B, Chyba M (2003) Singular trajectories and their role in control theory, vol 40. Mathématiques & Applications (Berlin) [Mathematics & Applications]. Springer-Verlag, Berlin
6. Boscain U, Piccoli B (2004) Optimal syntheses for control systems on 2-D manifolds, vol 43. Mathématiques & Applications (Berlin) [Mathematics & Applications]. Springer-Verlag, Berlin
7. Bourdin L, Trélat E (2017) Linear-quadratic optimal sampled-data control problems: convergence result and Riccati theory. Automatica J IFAC 79:273–281
8. Brammer RF (1972) Controllability in linear autonomous systems with positive controllers. SIAM J Control 10:339–353
9. Chabi EH, Zouaki H (2000) Existence of a continuous solution of parametric nonlinear equation with constraints. J Convex Anal 7(2):413–426
10. Coron J-M (2007) Control and nonlinearity, vol 136. American Mathematical Society, Providence, RI, Mathematical Surveys and Monographs
11. Fuller AT (1960) Relay control systems optimized for various performance criteria. IFAC Proceedings Volumes, 1(1):520–529, 1st International IFAC Congress on Automatic and Remote Control. USSR, Moscow, p 1960
12. Gamkrelidze RV (1978) Principles of optimal control theory. Plenum Press, New York-London, revised edition, 1978. Translated from the Russian by Karol Malowski, Translation edited by and with a foreword by Leonard D. Berkovitz, Mathematical Concepts and Methods in Science and Engineering, Vol. 7
13. Grasse KA (1981) Perturbations of nonlinear controllable systems. SIAM J Control Optim 19(2):203–220
14. Grasse KA (1983) Some topological covering theorems with applications to control theory. J Math Anal Appl 91(2):305–318
15. Grasse KA (1984) On accessibility and normal accessibility: the openness of controllability in the fine $C^0$ topology. J Differ Equ 53(3):387–414
16. Grasse KA (1992) On the relation between small-time local controllability and normal self-reachability. Math Control Signals Syst 5(1):41–66
17. Grasse KA (1995) Reachability of interior states by piecewise constant controls. Forum Math 7(5):607–628
18. Grasse KA, Sussmann HJ (1990) Global controllability by nice controls. Nonlinear controllability and optimal control, vol 133. Monogr. Textbooks Pure Appl. Math. Dekker, New York, pp 33–79
19. Klamka J (1996) Constrained controllability of nonlinear systems. J Math Anal Appl 201(2):365–374
20. Krener AJ, Schättler H (1989) The structure of small-time reachable sets in low dimensions. SIAM J Control Optim 27(1):120–147
21. Lee EB, Markus L (1967) Foundations of optimal control theory. John Wiley & Sons Inc, New York
22. Liberzon D (2012) Calculus of variations and optimal control theory. A concise introduction. Princeton University Press, Princeton
23. Lusin N (1912) Sur les propriétés des fonctions mesurables. C R Acad Sci Paris 154:1688–1690
24. Nesic D, Teel AR (2001) Sampled-data control of nonlinear systems: an overview of recent results. Perspectives in robust control (Newcastle, 2000), vol 268. Lect. Notes Control Inf. Sci. Springer, London, pp 221–239
25. Pontryagin LS, Boltyanskii VG, Gamkrelidze RV, Mishchenko EF (1962) The mathematical theory of optimal processes. Translated from the Russian by K. N. Trirogoff; edited by L. W. Neustadt. Interscience Publishers John Wiley & Sons, Inc. New York-London
26. Sharon Y, Margaliot M (2007) Third-order nilpotency, nice reachability and asymptotic stability. J Differ Equ 233(1):136–150
27. Sontag ED (1983) Remarks on the preservation of various controllability properties under sampling. In: Mathematical tools and models for control, systems analysis and signal processing, Vol. 3 (Toulouse/Paris, 1981/1982), Travaux Rech. Coop. Programme 567, CNRS, Paris, pp 623–637
28. Sontag ED (1984) An approximation theorem in nonlinear sampling. Mathematical theory of networks and systems (Beer Sheva, 1983), vol 58. Lect. Notes Control Inf. Sci. Springer, London, pp 806–812
29. Sontag ED (1988) Finite-dimensional open-loop control generators for nonlinear systems. Int J Control 47(2):537–556
30. Sontag ED, Sussmann HJ (1982) Accessibility under sampling. In: 1982 21st IEEE conference on decision and control, pp 727–732
31. Sontag ED (1998) Mathematical control theory, volume 6 of Texts in applied mathematics. Springer-Verlag, New York, second edition, Deterministic finite-dimensional systems
32. Sussmann HJ (1976) Some properties of vector field systems that are not altered by small perturbations. J Differ Equ 20(2):292–315
33. Sussmann HJ (1987) Reachability by means of nice controls. In: Proceedings of the 26th IEEE conference on decision and control, pp 1368–1373
34. Sussmann HJ, Jurdjevic V (1972) Controllability of nonlinear systems. J Differ Equ 12:95–116
35. Trélat E Contrôle optimal. Mathématiques Concrètes. [Concrete Mathematics]. Vuibert, Paris, 2005. Théorie & applications. [Theory and applications]

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.