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Abstract
We investigate Hardy-Rellich inequalities for perturbed Laplacians. In particular, we show that a non-trivial angular perturbation of the free operator typically improves the inequality, and may also provide an estimate which does not hold in the free case. The main examples are related to the introduction of a magnetic field: this is a manifestation of the diamagnetic phenomenon, which has been observed by Laptev and Weidl in \cite{29} for the Hardy inequality, later by Evans and Lewis in \cite{11} for the Rellich inequality; however, to the best of our knowledge, the so called Hardy-Rellich inequality has not yet been investigated in this regards. After showing the optimal inequality, we prove that the best constant is not attained by any function in the domain of the estimate.

1 Introduction
The Hardy inequality, introduced in \cite{23}, is one of the well known mathematical manifestations of the Uncertainty Principle in Quantum Mechanics. It affirms that
\[
\int_{\mathbb{R}^d} |\nabla \psi(x)|^2 \, dx \geq \frac{(d-2)^2}{4} \int_{\mathbb{R}^d} \frac{|\psi(x)|^2}{|x|^2} \, dx,
\]
for any $\psi \in H^1(\mathbb{R}^d)^*$, with $d \geq 3$. The low dimensions $d = 1, 2$ are not included in (1), since the weight $|x|^{-2}$ is not locally integrable. On the other hand, if $d = 1$, the inequality (1) holds for any function $\psi$ in the smaller domain $H^1(\mathbb{R} \setminus \{0\}) := C_0^\infty(\mathbb{R} \setminus \{0\}) \| H^1(\mathbb{R}) \subset H^1(\mathbb{R})$. The dimension $d = 2$ is critical for the validity of (1), which cannot hold in this case with a non-zero constant on the right-hand side.

An analogous and more singular example is given by the Rellich inequality, introduced in \cite{33} (see also \cite{34}), which states that
\[
\int_{\mathbb{R}^d} |\Delta \psi(x)|^2 \, dx \geq \frac{d^2(d-4)^2}{16} \int_{\mathbb{R}^d} \frac{|\psi(x)|^2}{|x|^4} \, dx,
\]
for any $\psi \in H^2(\mathbb{R}^d)$, with $d \geq 5$, or $\psi \in H^2(\mathbb{R}^d \setminus \{0\})$, with $d = 1, 3$. The dimensions $d = 2, 4$ play for (2) the same role of criticality as $d = 2$ for the Hardy inequality. Both the constants on the right-hand sides of (1), (2) are sharp, and not attained on any function in the corresponding domains.
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\end{flushleft}
The inequalities (1), (2) are fundamental tools in order to describe scaling-critical perturbations of the free Hamiltonians $-\Delta$ and $\Delta^2$, respectively, by the standard perturbation theory for quadratic forms. In addition, they naturally come into play in a multitude of areas of Mathematics and Physics (elliptic PDEs with singular potentials, stability of quantum systems etc...). Due to their applications, these inequalities have both been objects of intense study (see [2, 7, 13, 17, 24, 26] and [4, 10, 38], respectively, and references therein, to cite a necessarily incomplete bibliographical list).

In this paper we are interested in the Hardy-Rellich inequality, which is in between (1) and (2):

$$\int_{\mathbb{R}^d} |\Delta \psi(x)|^2 \, dx \geq C(d) \int_{\mathbb{R}^d} \frac{|\nabla \psi(x)|^2}{|x|^2} \, dx,$$

for any $\psi \in H^2(\mathbb{R}^d)$ with $d \geq 3$, or $\psi \in H^2(\mathbb{R} \setminus \{0\})$ in the case $d = 1$, where the constant $C(d)$ is given by

$$C(d) = \begin{cases} \frac{4}{d^2} & \text{if } d = 1 \\ \frac{2d}{d^2} & \text{if } d = 3 \\ 3 & \text{if } d = 4 \\ \frac{d^2}{4} & \text{if } d \geq 5. \end{cases}$$

The dimension $d = 2$ is critical for the validity of (3), in the same way as for the previous inequalities. Similarly to (1) and (2), inequality (3) is useful to show the boundedness from below of either the biharmonic operator with second order perturbations (in the form sense) or the Laplacian with first order perturbations, via the Kato-Rellich Theorem (in the operator sense). Moreover, due to the trivial identity $\int_{\mathbb{R}^d} |\psi(\xi)|^2 |\xi|^2 \, d\xi = (2\pi)^{-d} \int_{\mathbb{R}^d} |(-\Delta)^{d/4} \psi(x)|^2 \, dx$, (3) can be recast in the framework of Pitt’s inequalities with gradient terms (see [3, Theorem 4]) which, in their classical formulation, are weighted inequalities involving a function and its Fourier transform and therefore intimately connected to quantifying uncertainty principles. Finally, (3) serves as a tool to get improvement over more standard Rellich-type inequalities on bounded domains (see [36]).

Surprisingly, despite being intimately linked to (1) and (2), inequality (3) appeared for the first time much later than the former. In 2007 Tertikas and Zographopoulos [36] proved (3) for $d \geq 5$. The lower dimensional cases $d = 3, 4$ were covered later independently by Beckner in [3] and by Ghoussoub and Moradifam in [19]. Furthermore both these works recovered the higher dimensional case $d \geq 5$ already proved in [36]. The method used in [19] is reminiscent of the one used in [36] for $d \geq 5$ and it is based on spherical harmonics decomposition; however, the proof requires distinguishing between the lower and the higher dimensional setting. A compact and unified proof of (3) in any dimension $d \geq 3$, with optimal constants $C(3) = 25/36$, $C(4) = 3$ and $C(d) = d^2/4$ if $d \geq 5$, was recently obtained by Cazacu in [6]. He showed that the same technique applied in [36] to prove (3) for $d \geq 5$ could be extended (introducing an additional optimizing parameter) to cover any dimension $d \geq 3$. In addition, the author showed the non-attainability of the best constant $C(d)$ for any $d \geq 3$ and he also provided minimizing sequences for $C(d)$ in lower dimensions $d = 3, 4$ (minimizing sequences in $d \geq 5$ were already constructed in [36]). Improvements of these inequalities on bounded domains can be found in [19, 28, 32]. Hardy-Rellich inequalities valid on Riemannian manifolds are investigated in [27, 31]. Further generalizations can be found in [9, 18]. To the best of our knowledge, the case $d = 1$ is not written, anyway this is an immediate consequence of the classical 1D Hardy inequality. More precisely, (3) holds true in $d = 1$ with $C(1) = 1/4$.

The best constants of the above inequalities need to be understood as ground energy levels of suitable Hamiltonians. It is convenient to get a deeper insight to (1) first, introducing the spherical coordinates in $\mathbb{R}^d$, $d \geq 2$ to write the free Hamiltonian as

$$-\Delta = -\frac{\partial^2}{\partial r^2} - \frac{d-1}{r} \frac{\partial}{\partial r} - \frac{1}{r^2} \Delta_{S^{d-1}},$$

where $-\Delta_{S^{d-1}}$ is the Laplace-Beltrami operator on the unit sphere. The spectrum of $-\Delta_{S^{d-1}}$ is purely discrete, and it is given by the sequence $\sigma(-\Delta_{S^{d-1}}) = \{k(k + d - 2)\}_{k=0,1,...}$. Then, if we rewrite (1) using the language of quadratic forms, i.e.

$$-\Delta \geq \frac{(d-2)^2}{4|x|^2},$$

(5)
the fact that the lowest eigenvalue of $-\Delta_{S^{d-1}}$ is $0$ shows that the contribution to (5) entirely comes from the positive radial operator $L_r = -\frac{\partial^2}{\partial r^2} - \frac{d-1}{r} \frac{\partial}{\partial r}$. Therefore the following two facts are evident:

(i) if one restricts to $L^2$–functions which are orthogonal to the eigenspace associated to the first eigenvalue of $-\Delta_{S^{d-1}}$, then there is an improvement of the best constant in (5);

(ii) any angular perturbation to the operator $-\Delta_{S^{d-1}}$ which increases the bottom of the spectrum gives a consequent improvement to the best constant in (5).

A trivial example concerning fact (ii) above is obtained by fixing $a > 0$ and considering the scaling invariant operator

$$ -\Delta + \frac{a}{|x|^2} = -\frac{\partial^2}{\partial r^2} - \frac{d-1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} (-\Delta_{S^{d-1}} + a). $$

Since $\sigma(-\Delta_{S^{d-1}} + a) = \{k(k+d-2)+a\}_{k=0,1,...}$, we have the obvious inequality

$$ -\Delta + \frac{a}{|x|^2} \geq \frac{(d-2)^2}{4} + a \frac{1}{|x|^2}. $$

(6)

A completely analogous more general result can be easily obtained if $a$ is replaced by a 0–degree homogeneous function $a(\theta): S^{d-1} \to \mathbb{R}$, assuming that $\inf_{S^{d-1}} a(\theta) =: a > 0$.

A more geometric improvement occurs in presence of an external magnetic field. A magnetic Schrödinger Hamiltonian is an operator of the form $-\Delta_A = (-i\nabla + A)^2$, where $A: \mathbb{R}^d \to \mathbb{R}^d$, $d \geq 2$. The diamagnetic inequality

$$ |(-i\nabla + A)\psi(x)| \geq |\nabla|\psi(x)|, \quad \text{for a.e. } x \in \mathbb{R}^d $$

valid for $A \in L^2_{\text{loc}}$ (see e.g. [30]), together with (5), immediately shows that

$$ -\Delta_A \geq \frac{(d-2)^2}{4|x|^2}, $$

(7)

for any vector potential $A \in L^2_{\text{loc}}(\mathbb{R}^d)$. In order to understand the role of $A$ in (7), it is again convenient to describe a scaling invariant example. Let $A \in L^2_{\text{loc}}(\mathbb{R}^d)$ be of the form

$$ A(x) = |x|^{-1} A(\theta), \quad \theta := \frac{x}{|x|} $$

(8)

for some 0–degree homogeneous vector field $A: S^{d-1} \to S^{d-1}$. In addition, assume that $A$ is in the transversal gauge (or Cröistor, or Poincaré gauge, see [25]), namely $x \cdot A(x) \equiv 0$ for almost every $x \in \mathbb{R}^d$. Then the operator $-\Delta_A$ in spherical coordinates reads as

$$ -\Delta_A = -\frac{\partial^2}{\partial r^2} - \frac{d-1}{r} \frac{\partial}{\partial r} - \frac{1}{r^2} \Delta_{A,S^{d-1}}, $$

where $-\Delta_{A,S^{d-1}} = (-i\nabla_{S^{d-1}} + A)^2$. As in the previous examples, the main contribution to the improvement in (7) comes from the fact that the bottom of the spectrum of $-\Delta_{A,S^{d-1}}$ is always non-negative, due to the spherical version of the diamagnetic inequality (see e.g. [14]). Therefore it is natural to look for explicit examples of potentials such that $\min \sigma(-\Delta_{A,S^{d-1}}) = a > 0$, with a consequent quantitative improvement in (7). The first example in this direction, at our knowledge, is due to Lapidus and Weidlich [29]. They proved in the two-dimensional case $d = 2$ that

$$ \int_{\mathbb{R}^2} |\nabla_A \psi(x)|^2 \, dx \geq \text{dist} \{ \bar{\psi}, Z \}^2 \int_{\mathbb{R}^2} |\psi(x)|^2 \, dx, $$

(9)

for any $\psi \in H^1_A := \{ f \in L^2(\mathbb{R}^2) : \int_{\mathbb{R}^2} |\nabla_A f|^2 < \infty \}$, where $A$ is the Aharonov-Bohm vector potential

$$ A(x,y) = \bar{\psi} \left( \frac{-y}{x^2 + y^2}, \frac{x}{x^2 + y^2} \right), \quad \bar{\psi} \in \mathbb{R}, $$

(10)
and we denote by $\nabla_A := \nabla - iA$ the magnetic gradient. In particular, if $\tilde{\Psi} \notin \mathbb{Z}$, then (9) gives a non-trivial 2D-Hardy inequality. Notice that the potential $A$ in (10) is very singular, since $A \notin L^2_{\text{loc}}(\mathbb{R}^2)$. Some examples in higher dimensions have been recently introduced in [13].

As for the Rellich inequality (2), similar arguments lead to the statement of facts (i) and (ii) above. About (i), it is known that there are two cases of special interest. First, when $d = 2$ inequality (2) still holds but only for functions $\psi \in C_0^\infty(\mathbb{R}^2 \setminus \{0\})$ which satisfy the following orthogonality condition

$$f_1(r) := \int_0^{2\pi} \psi(r, \theta)\overline{Y_1(\theta)} d\theta = 0, \quad Y_1(\theta) := e^{i\theta}. \quad (11)$$

Second, when $d = 4$, even if one works on the domain $H^2(\mathbb{R}^4 \setminus \{0\})$, the inequality (2) gives a trivial contribution, as mentioned above. Indeed (2) descends from the following estimate (see [34, Section 7, pag. 94])

$$\int_{\mathbb{R}^d} |\Delta \psi(x)|^2 dx \geq \frac{d^2(d-4)^2}{16} \int_{\mathbb{R}^d} \frac{|\psi(x)|^2}{|x|^4} dx + p_0 \int_{\mathbb{R}^d} \frac{|\psi(x)|^2}{|x|^4} dx, \quad p_0 := \min_{k \in \mathbb{N}_0} \left[ c_k \left( \frac{d(d-4)}{2} + c_k \right) \right], \quad (12)$$

with $c_k := k(k + d - 2)$, $k \in \mathbb{N}_0$ being the eigenvalues of the Laplace-Beltrami operator $-\Delta_{\mathbb{S}^d-1}$. If $d = 4$, then the last term in the right-hand side of (12) disappears, whereas $p_0 = \min c_k^2 = 0$. This gives the claimed trivial Rellich inequality in $d = 4$. If $d = 2$, then $p_0 = \min k(k-2)$. Notice that $k^2(k^2 - 2) \geq 0$ if $k \neq 1$, thus the Rellich inequality (2) holds also in $d = 2$ with constant $C(2) = 1$ as soon as $f_1(r) = 0$, i.e. when $\psi$ satisfies (11).

Moving to the discussion about fact (ii), on the same line of the work by Laptev and Weidl [29], Evans and Lewis [11] showed that, for $d = 2, 4$, the Rellich inequality

$$\int_{\mathbb{R}^d} |\Delta_A \psi(x)|^2 dx \geq \tilde{C}(d) \int_{\mathbb{R}^d} \frac{|\psi(x)|^2}{|x|^4} dx \quad (13)$$

holds true for any $\psi \in H^2_A := \{ f \in L^2(\mathbb{R}^d) : \int_{\mathbb{R}^d} |\Delta_A f|^2 < \infty \}$. Here $A$ is the Aharonov-Bohm potential in (10) when $d = 2$, or a higher dimensional generalization if $d \geq 3$ (see (28) below). As for the constant $\tilde{C}(d)$, we have $\tilde{C}(2) = \min_{m \in \mathbb{Z}} [(m + \tilde{\Psi})^2 - 1]^2$ and $\tilde{C}(4) = \min_{m \in \mathbb{Z}'} [(m + \tilde{\Psi})^2 - 1]^2$, where $\mathbb{Z}' = \{ m : (m + \tilde{\Psi})^2 \geq 1 \}$. If $\tilde{\Psi} \notin \mathbb{Z}$, then $\tilde{C}(2) = \tilde{C}(4)$. Moreover, when $d = 2$, if one assumes the orthogonality condition (11), then $\tilde{C}(2) = 1^1$.

As far as we know, improvements upon Hardy-Rellich inequalities (3) in the same style as above are still missing in the literature. The purpose of this paper is to fill this gap. Such improvements descend from a more general result, which is the main contribution of this paper.

**Theorem 1.1** (Improved weighted Hardy-Rellich). In dimension $d \geq 2$, let $\Lambda_\omega$ be a non-negative, self-adjoint operator with domain $\text{dom}(\Lambda_\omega) \subset \mathcal{L}^2(\mathbb{S}^{d-1}; d\omega)$. Assume that $\Lambda_\omega$ has purely discrete spectrum, consisting of isolated eigenvalues $\lambda_m$, $m \in \mathcal{I}$ (repeated according to multiplicity), which can accumulate only at infinity, with corresponding normalized eigenfunctions $\omega_m$, $m \in \mathcal{I}$, being $\mathcal{I}$ a countable index set. Denote by $\mathcal{L}_r := -\frac{d^2}{dr^2} - \frac{d-1}{r} \frac{d}{dr}$, and define the non-negative operator

$$\mathcal{L} := \mathcal{L}_r + \frac{1}{r^2} \Lambda_\omega \quad (14)$$

acting on the set

$$\text{dom}(\mathcal{L}) := \{ \psi : \psi \in C_0^\infty(\mathbb{R}^d \setminus \{0\}), \psi(r, \cdot) \in \text{dom}(\Lambda_\omega) \text{ for } r > 0, \text{ and } \mathcal{L} \psi \in L^2(\mathbb{R}^d) \}. \quad (15)$$

Let $\alpha \in \mathbb{R}$. Then, for all $\psi \in \text{dom}(\mathcal{L})$ such that $|\cdot|^{-\alpha/2} \mathcal{L} \psi \in L^2(\mathbb{R}^d)$ we have

$$\int_{\mathbb{R}^d} \frac{\mathcal{L}|\psi(x)|^2}{|x|^\alpha} dx \geq C(d, \alpha) \int_{\mathbb{R}^d} \frac{D\psi(x)}{|x|^\alpha} dx, \quad (16)$$

---

1By the gauge invariance, in the case $\tilde{\Psi} \in \mathbb{Z}$, the Hamiltonian $-\Delta_A$ is unitarily equivalent to the free Hamiltonian. Thus $\tilde{C}(2) = 0$ if and only if $m = \pm 1$. Condition (11) ensures that the minimum is taken over $\mathbb{Z} \setminus \{ -1, 1 \}$. This yields $\tilde{C}(2) = 1$. 

---
where $\mathcal{D}$ is the first-order operator defined by $\mathcal{D}\psi := |\frac{\partial \psi}{\partial r}|^2 + \frac{1}{r^2}|\Lambda_{\omega}^{1/2}\psi|^2$, and where $C(d, \alpha)$ is given by

$$
C(d, \alpha) = \begin{cases} 
\min_{m \in I} \frac{(4\lambda_m + (d + \alpha)(d - \alpha - 4))^2}{4(4\lambda_m + (d - \alpha - 4)^2)}, & \text{if } d - \alpha - 4 \neq 0, \\
\min_{\lambda_m \neq 0} (d - 2)^2 \min_{\lambda_m \neq 0} \lambda_m, & \text{if } d - \alpha - 4 = 0.
\end{cases}
$$

\[
\tag{17}
\]

Remark 1.1. Due to the general statement of Theorem 1.1, which aims at covering any dimension $d \geq 2$ and any power-weight $\alpha \in \mathbb{R}$, we needed to restrict ourselves to considering functions $C_0^\infty(\mathbb{R}^d \setminus \{0\})$. Despite that, it is clear that, by density arguments, if one restricts to particular situations according to the values of $d$ and $\alpha$, then the assumption of cutting the origin can be dropped. For example, if $d \geq 3$, $\alpha = 0$ and $\mathcal{L} = -\Delta$, then (16) holds for any $\psi \in C_0^\infty(\mathbb{R}^d)$ (see [6]).

Remark 1.2. We stress that the right hand side of (16) can be written in terms of the Carré du Champ associated to $\mathcal{L}$.

Definition 1.1. Given $\mathcal{L}$ a linear operator on $L^2(\mathbb{R}^d; \mathcal{C})$, the Carré du Champ associated to $\mathcal{L}$ is the sesquilinear form $\Gamma$ on $C_0^\infty(\mathbb{R}^d) \times C_0^\infty(\mathbb{R}^d)$ defined by

$$
2\Gamma(\psi, \phi) = \overline{\psi}\mathcal{L}\phi + \overline{\phi}\mathcal{L}\psi - \mathcal{L}|\psi|^2.
$$

In particular

$$
2\Gamma(\psi) = 2\Gamma(\psi, \psi) = 2\Re(\overline{\psi}\mathcal{L}\psi) - |\mathcal{L}|^2.
$$

Using integration by parts one sees that

$$
\int_{\mathbb{R}^d} \Gamma(\psi)|x|^2 \, dx = \int_{\mathbb{R}^d} |\partial_r \psi|^2 |x|^2 \, dx + \int_{\mathbb{R}^d} |\Lambda^{1/2}_\omega \psi|^2 |x|^{2-2} \, dx - \frac{1}{2} \int_{\mathbb{R}^d} |\psi|^2 |x|^2 \Lambda_\omega |x|^2 \, dx,
$$

in other words the right hand side of (16) can be written in terms of the Carré du Champ provided that an angular correction is added. More specifically, we have

$$
\int_{\mathbb{R}^d} \mathcal{D}(\psi)|x|^2 \, dx = \int_{\mathbb{R}^d} \Gamma(\psi)|x|^2 \, dx + \frac{1}{2} \int_{\mathbb{R}^d} |\psi|^2 |x|^2 \Lambda_\omega |x|^2 \, dx.
$$

For the sake of completeness we show (18). From Definition 1.1 one has

$$
\int_{\mathbb{R}^d} \Gamma(\psi)|x|^2 \, dx = \int_{\mathbb{R}^d} \Re(\overline{\psi}\mathcal{L}\phi)|x|^2 \, dx - \frac{1}{2} \int_{\mathbb{R}^d} \mathcal{L}(|\psi|^2)|x|^2 \, dx
$$

$$
= \int_{\mathbb{R}^d} \Re(\overline{\psi}(r\mathcal{L}\phi)|x|^2 \, dx + \int_{\mathbb{R}^d} \Re(\overline{\psi}\Lambda_{\omega}\psi)|x|^2 \, dx - \frac{1}{2} \int_{\mathbb{R}^d} |\psi|^2 |x|^2 \mathcal{L}|x|^2 \, dx,
$$

where in the last identity we have used that $\mathcal{L}$ can be written as $\mathcal{L} = \mathcal{L}_r + \frac{1}{r^2}\Lambda_{\omega}$ and that $\mathcal{L}$ is self-adjoint. Using integration by parts, one easily checks that

$$
\langle f, L_r g \rangle_{L^2(\mathbb{R}^d)} = \langle \partial_r f, \partial_r g \rangle_{L^2(\mathbb{R}^d)}, \quad \text{and} \quad \langle u, \Lambda_{\omega} v \rangle_{L^2(\mathbb{S}^{d-1})} = \langle \Lambda^{1/2}_\omega u, \Lambda^{1/2}_\omega v \rangle_{L^2(\mathbb{S}^{d-1})},
$$

(20)

Using (20) and $L_r|x|^\beta = -\beta(d + \beta - 2)|x|^\beta - 2$ in (19) we get

$$
\int_{\mathbb{R}^d} \Gamma(\psi)|x|^2 \, dx = \int_{\mathbb{R}^d} |\partial_r \psi|^2 |x|^2 \, dx + \beta \int_{\mathbb{R}^d} \Re(\overline{\psi}\partial_r \psi)|x|^\beta - 1 \, dx
$$

$$
+ \int_{\mathbb{R}^d} |\Lambda^{1/2}_\omega \psi|^2 |x|^{\beta - 2} \, dx - \frac{\beta(d + \beta - 2)}{2} \int_{\mathbb{R}^d} |\psi|^2 |x|^\beta - 2 \, dx - \frac{1}{2} \int_{\mathbb{R}^d} |\psi|^2 |x|^2 \Lambda_\omega |x|^2 \, dx.
$$

Integrating by parts with respect to the radial variable $r$, the second term cancels with the last but one term and thus (18) follows.

$t\Lambda^{1/2}_\omega$ is the square root of the non-negative, self-adjoint operator $\Lambda_{\omega}$. This operator exists and is unique by the functional calculus (see, for example, [35, Prop.5.13]). In particular, $\Lambda^{1/2}_\omega u_m = \sqrt{\lambda_m} u_m$, where $u_m, m \in I$ are the eigenfunctions of $\Lambda_{\omega}$ and $\lambda_m$ the corresponding eigenvalues.
Theorem 1.1 is stated in dimension $d \geq 2$, in order to describe a non-trivial contribution given by the angular operator $\Lambda_\omega$. Anyway an analogous result holds true in $d = 1$ as well. More precisely, the following theorem is an immediate consequence of the classical 1D-weighted Hardy inequality (see (50) below) applied to $\psi'$.

**Theorem 1.2** (1D-weighted Hardy-Rellich). Let $d = 1$. Then for all $\psi \in C_0^\infty(\mathbb{R} \setminus \{0\})$, we have

$$
\int_\mathbb{R} \frac{|\psi''(x)|^2}{|x|^\alpha} \, dx \geq \frac{(\alpha + 1)^2}{4} \int_\mathbb{R} \frac{|\psi'(x)|^2}{|x|^\alpha+2} \, dx.
$$

**Remark 1.3.** Notice that in the weighted free case $\alpha = 0$, (21) gives the claimed Hardy-Rellich inequality (3) for $d = 1$ with $C(1) = 1/4$.

We also claim that the constant $C(d, \alpha)$ in (17) is sharp and not attained. To show this in the complete generality, we construct a minimizing sequence which is suitably supported far away from the origin. To this aim, given $\epsilon > 0$, we introduce a smooth cut-off function $g_\epsilon \in C_0^\infty(\mathbb{R}^+)$ such that

$$
g_\epsilon(r) = \begin{cases} 0, & \text{if } 0 \leq r \leq \epsilon \text{ or } r \geq 1/\epsilon, \\ 1, & \text{if } 2\epsilon \leq r \leq 1/2\epsilon, \end{cases}
$$

for some constant $c > 0$. We have the following result.

**Theorem 1.3** (Optimality of (16)). In dimension $d \geq 2$, for any $\epsilon$, define

$$
\psi_\epsilon(x) := \begin{cases} |x|^{-(d-4)+\alpha/2} \epsilon g_\epsilon(|x|) u_{m_0}(|x|), & \text{if } d - \alpha - 4 \neq 0 \text{ or } C(d, \alpha) = \lambda_{m_0}, \\ h_\epsilon(|x|), & \text{if } d - \alpha - 4 = 0 \text{ and } C(d, \alpha) = (d-2)^2, \end{cases}
$$

where $m_0 \in \mathcal{I}$ is a minimizing index in (17), $u_{m_0}$ is the eigenfunction corresponding to the eigenvalue $\lambda_{m_0}$ of $\Lambda_\omega$ and $h_\epsilon$ is defined such that

$$
h_\epsilon'(r) = r^{-1}g_\epsilon(r), \quad r = |x|.
$$

Then $\{\psi_\epsilon\}_{\epsilon>0} \subset \text{dom}(\mathcal{L})$ is a minimizing sequence for $C(d, \alpha)$, i.e.

$$
\frac{\int_{\mathbb{R}^d} |D\psi_\epsilon(x)|^2/|x|^\alpha \, dx}{\int_{\mathbb{R}^d} D^2\psi_\epsilon(x)/|x|^\alpha+2 \, dx} \leq C(d, \alpha), \quad \text{as } \epsilon \searrow 0.
$$

Besides, the constant $C(d, \alpha)$ is not attained in $\text{dom}(\mathcal{L})$.

We present now some interesting particular cases of Theorem 1.1, which show the analogous improvements as the above mentioned ones for the Hardy and the Rellich inequalities.

**Theorem 1.4.** Assume $d \geq 2$. Let $a \in L^\infty(\mathbb{S}^{d-1}; \mathbb{R})$ be a non-negative real-valued function and consider the non-negative operator $-\Delta_{a(\theta)} := -\Delta + \frac{a(\theta)}{|x|^2}$. Then for all $\psi \in C_0^\infty(\mathbb{R}^d \setminus \{0\})$,

$$
\int_{\mathbb{R}^d} \left[ -\Delta_{a(\theta)} \psi(x) \right]^2/|x|^\alpha \, dx \geq C_a(d, \alpha) \left[ \int_{\mathbb{R}^d} |\nabla \psi(x)|^2/|x|^\alpha+2 \, dx + \int_{\mathbb{R}^d} a(\theta) |\psi(x)|^2/|x|^\alpha+4 \, dx \right],
$$

where $C_a(d, \alpha)$ is given by

$$
C_a(d, \alpha) = \begin{cases} \min_{k \in \mathbb{N}_0} \frac{(4\mu_k + (d + \alpha)(d - \alpha - 4))^2}{4(4\mu_k + (d - \alpha - 4)^2)}, & \text{if } d - \alpha - 4 \neq 0, \\ \min \{ (d-2)^2; \min_{k \in \mathbb{N}_0} \mu_k \}, & \text{if } d - \alpha - 4 = 0. \end{cases}
$$

Here $\mu_k$, with $k = 0, 1, \ldots$ are the discrete eigenvalues of the angular operator $-\Delta_{S^{d-1}} + a(\theta)$. Moreover $\mu_0 \geq \text{ess inf}_{S^{d-1}} a(\theta)$. 
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Remark 1.4. Notice that the right hand side of (25) is exactly the (weighted) quadratic form associated to $-\Delta_a(\theta)$. The same holds for the particular case of Corollary 1.1 below.

An interesting corollary of the above result is the following, with $d = 2$, and $a(\theta) \equiv a > 0$.

**Corollary 1.1.** Assume $d = 2$. Let $a \geq 0$ and consider the non-negative operator $-\Delta_a := -\Delta + \frac{a}{|x|^2}$. Then for all $\psi \in C_0^\infty(\mathbb{R}^2 \setminus \{0\})$,

$$\int_{\mathbb{R}^2} | - \Delta_a \psi(x)|^2 \, dx \geq C_a \left[ \int_{\mathbb{R}^2} \frac{|\nabla \psi(x)|^2}{|x|^\alpha} \, dx + a \int_{\mathbb{R}^2} \frac{\psi(x)^2}{|x|^\alpha} \, dx \right].$$

(26)

The constant $C_a$ in (26) is given by

$$C_a = \min_{k \in \mathbb{N}_0} \frac{(k^2 + a - 1)^2}{k^2 + a + 1}.$$  

(27)

Notice that if $a > 1$, then $C_a = \frac{(a-1)^2}{a+1} > 0$.

Another consequence of Theorem 1.1 goes in the direction of the results of Laptev-Weidl [29] and Evans-Lewis [11]. In order to state the next result we generalize the definition of Aharonov-Bohm type potentials to any dimension $d \geq 2$ : for $(x_1, x_2, \ldots, x_d) \in \mathbb{R}^d \setminus \{x_d = x_{d-1} = 0\}$ it is defined to be the vector field

$$A(x_1, x_2, \ldots, x_d) = \hat{\Psi}\left(\frac{0,0,\ldots,0}{d-2} - \frac{x_d}{x_{d-1} + x_d} \frac{x_{d-1}}{x_{d-1} + x_d} \right), \quad \hat{\Psi} \in \mathbb{R}.$$  

(28)

**Theorem 1.5.** Let $d \geq 2$ and let $A$ be the Aharonov-Bohm type vector potential given by (28). Then for all $\psi \in C_0^\infty(\mathbb{R}^d \setminus \{0\})$,

$$\int_{\mathbb{R}^d} |\Delta A \psi(x)|^2 \, dx \geq C_{AB}(d, \alpha) \int_{\mathbb{R}^d} \frac{|
abla A \psi(x)|^2}{|x|^\alpha} \, dx.$$  

(29)

The constant $C_{AB}(d, \alpha)$ is given by

$$C_{AB}(d, \alpha) = \begin{cases} \min_{m \in \mathbb{Z}} \frac{(4m + \hat{\Psi})(m + \hat{\Psi} + d - 2) + (d - 4 - \alpha)(d + \alpha)}{4(4m + \hat{\Psi})(m + \hat{\Psi} + d - 2) + (d - 4 - \alpha)^2}, & \text{if } d - \alpha - 4 \neq 0, \\ \min \left\{(d - 2)^2; \min \left\{ (m + \hat{\Psi})^2(m + \hat{\Psi} + d - 2) \mid m \in \mathbb{Z}', m + \hat{\Psi} \neq 0, 2 - d \right\} \right\}, & \text{if } d - \alpha - 4 = 0, \end{cases}$$

where $\mathbb{Z}' := \{m \in \mathbb{Z}; m \leq 2 - d - \hat{\Psi} \text{ or } m \geq -\hat{\Psi} \}$.

**Remark 1.5.** Notice that in the specific situation of Theorem 1.5 (and Corollary 1.2 below), in the Hardy-Rellich inequality (29) it appears the magnetic gradient instead of the first order operator $\mathcal{D}$ as in the general case. Indeed, one can check that the integral identity $\int_{\mathbb{R}^d} \mathcal{D}(\psi)/|x|^\alpha \, dx = \int_{\mathbb{R}^d} |
abla A \psi|^2 /|x|^\alpha \, dx$ (refer to the proof of Theorem 1.5 for more clarifications).

In the case $d = 2$ and $\alpha = 0$, Theorem 1.5 reduces to the following result, in the same style as (9) and (13).

**Corollary 1.2.** Assume $d = 2$. Let $A$ be the Aharonov-Bohm (AB) type vector potential given by (10). Then for all $\psi \in C_0^\infty(\mathbb{R}^2 \setminus \{0\})$,

$$\int_{\mathbb{R}^2} |\Delta A \psi(x)|^2 \, dx \geq C_{AB} \int_{\mathbb{R}^2} \frac{|
abla A \psi(x)|^2}{|x|^2} \, dx.$$  

(30)

The constant $C_{AB}$ in (30) is given by

$$C_{AB} = \min_{m \in \mathbb{Z}} \frac{(m + \hat{\Psi})^2 - 1}{(m + \hat{\Psi})^2 + 1}.$$
Notice that \( C_{AB} = 0 \) if and only if \( \tilde{\Psi} \in \mathbb{Z} \), which fits with the fact that no Hardy-Rellich inequality holds in dimension \( d = 2 \) for the free Hamiltonian.

If we assume \( \tilde{\Psi} \in \mathbb{Z} \) then Theorem 1.5 covers the weighted Hardy-Rellich inequalities already available for the free Hamiltonian (see [3, 6, 19–22, 36]). More precisely, we have the following corollary.

**Corollary 1.3.** Let \( d \geq 2 \). Then for all \( \psi \in \mathcal{C}_0^\infty(\mathbb{R}^d \setminus \{0\}) \)

\[
\int_{\mathbb{R}^d} \frac{\left| \Delta \psi(x) \right|^2}{|x|^\alpha} \, dx \geq C(d, \alpha) \int_{\mathbb{R}^d} \frac{\left| \nabla \psi(x) \right|^2}{|x|^{\alpha+2}} \, dx.
\]

The constant \( C(d, \alpha) \) is given by

\[
C(d, \alpha) = \begin{cases} 
\min_{k \in \mathbb{N}_0} \frac{(4k + d - 2) + (d - 4 - \alpha)(d + \alpha)}{4(4k + d - 2) + (d - 4 - \alpha)^2}, & \text{if } d - \alpha - 4 \neq 0, \\
\min((d - 2)^2; (d - 1)), & \text{if } d - \alpha - 4 = 0.
\end{cases}
\]  

**Remark 1.6.** In the specific case of Corollary 1.3 one easily checks that \( \int_{\mathbb{R}^d} D(\psi)/|x|^\alpha = \int_{\mathbb{R}^d} |\nabla \psi|^2/|x|^{\alpha+2} \). This can be seen from (18), indeed one checks easily that the Carré du Champ associated to the classical Laplacian is \( \Gamma(\psi) = |\nabla \psi|^2 \) and moreover, since in this case \( \Lambda, \Delta_{\mathbb{R}^d-1} \), where \( \Delta_{\mathbb{R}^d-1} \) denotes the Laplace-Beltrami operator, the last term in (18) cancels.

**Remark 1.7.** The value of the constant \( C(d, \alpha) \) in (31) has been largely investigated in the aforementioned works [3, 6, 19, 21, 36]. There, according to the relation between the relevant parameters, namely the dimension \( d \), the order of the weight-power \( \alpha \) and the non-negative integer \( k \), a more explicit description has been provided in different cases. Here we will describe the behavior of the constant only in the weight-free case, namely the original case \( \alpha = 0 \), and we show that \( C(d, 0) \) in (31) coincides with the best constant \( C(d) \) in (3). Nevertheless we stress that in the case \( \alpha \neq 0 \) we recover the previously available results in [19, 21, 36]. First of all, if \( \alpha = 0 \) then one immediately has from the second expression in (32) that \( C(4, 0) = 3 \). When \( \alpha = 0 \) and \( d \neq 4 \) one needs to study the first in (32). Plugging \( \alpha = 0 \), the first expression in (32) becomes

\[
C(d, 0) = \min_{k \in \mathbb{N}_0} \frac{(4k + d - 4)^2}{4(4k + d - 2)^2}, \quad c_k = k(k + d - 2).
\]

Studying the minimum \( x_0 \) of the function \( \frac{4x^4 + (d-4)x^2}{4(4x^4 + (d-4)x^2)} \) for \( x \geq 0 \), one sees that \( c_0 \leq x_0 \leq c_1 \), equivalently \( 0 \leq x_0 \leq d - 1 \) (see definition of \( c_k \) in (33)). Thus the value of \( C(d, 0) \) in (33) depends only on \( k = 0 \) and \( k = 1 \). One can easily check that for \( d \geq 5 \) the minimum is obtained for \( k = 0 \), yielding \( C(d, 0) = \frac{d^2}{4} \). Instead in lower dimensions, namely \( d \in \{2, 3\} \), then this is achieved for \( k = 1 \). This gives \( C(2, 0) = 0 \), \( C(3, 0) = \frac{25}{32} \). Thus \( C(d, 0) \) in (31) equals \( C(d) \) in (3) as claimed. We stress that in the two-dimensional setting \( d = 2 \) no non-trivial inequalities are available, indeed \( C(2, 0) = 0 \), unless one restricts the domain of validity of inequality (31) to functions \( \psi \in \mathcal{C}_0^\infty(\mathbb{R}^2 \setminus \{0\}) \) which satisfy (11). In this case then the minimum in (33) is taken over \( \mathbb{N}_0 \setminus \{1\} \) and thus, due to the reasoning above, it is achieved for \( k = 0 \) giving \( C(2, 0) = 1 \). This means that in \( d = 2 \) a non-trivial Hardy-Rellich inequality holds true if one restricts to a smaller set of function. We stress that as far as we know this simple two dimensional property was not observed before elsewhere.

A further example is given by magnetic monopoles in \( \mathbb{R}^3 \). This model has been intensively studied in the last decades (see [8]). More recently, Frank and Loss [16] considered it as an example of (non-standard) magnetic field that supports zero mode for the three dimensional Dirac equation. For a magnetic monopole at the origin, the vector field \( A \) takes the form

\[
A(x, y, z) = g \frac{(-y, x, 0)}{r(x + z)}, \quad r = \sqrt{x^2 + y^2 + z^2}, \quad (x, y, z) \in \mathbb{R}^3 \setminus \{ 0, 0, z \mid z \leq 0 \}
\]

with a parameter \( g \) representing the monopole strength. The corresponding magnetic field is given by

\[
B(x, y, z) = \text{curl} A = g \frac{(x, y, z)}{r^3}.
\]

As a consequence of Theorem 1.1, the following result holds.
Theorem 1.6. Let $d = 3$ and assume $g \geq 1/2$ in (34). Then for all $\psi \in C^\infty_0(\mathbb{R}^3 \setminus \{0\})$, 
\[ \int_{\mathbb{R}^3} \frac{\vert \Delta A \psi(x) \vert^2}{\vert x \vert^\alpha} \, dx \geq C_{\text{mon}}(\alpha) \int_{\mathbb{R}^3} \frac{\mathcal{D}(\psi)(x)}{\vert x \vert^{\alpha+2}} \, dx. \]

The constant $C_{\text{mon}}(\alpha)$ is given by 
\[ C_{\text{mon}}(\alpha) = \min_{k \in 2\mathbb{N}, \beta \in \mathbb{N}} \frac{(k(2k+4g^2-(\alpha+1)(\alpha+3))^2}{4(k(2k+4g^2-(\alpha+1))}. \]

Remark 1.8. We could not find in the literature Hardy and Rellich inequalities involving magnetic monopoles. Nevertheless, the same approach (even simplified) we use to prove Hardy-Rellich inequalities for this model, namely Theorem 1.6, can be adopted to establish improvements of these more classical inequalities.

Using a more direct strategy than the one used to prove Theorem 1.1, the following weighted Hardy-type inequalities for the first order operator $\mathcal{D}$ associated to $\mathcal{L} = \Delta + \frac{1}{r} \Lambda_g$ are easily obtained.

Theorem 1.7. Assume that the hypotheses of Theorem 1.1 are satisfied. Let $\beta \in \mathbb{R}$. Then for all $\psi \in \text{dom}(\mathcal{L})$ such that $\vert \cdot \vert^{-\beta/2} \mathcal{D}(\psi)^{1/2} \in L^2(\mathbb{R}^d)$ we have 
\[ \int_{\mathbb{R}^d} \frac{\mathcal{D}(\psi)(x)}{\vert x \vert^\beta} \, dx \geq C_D(d, \beta) \int_{\mathbb{R}^d} \frac{\vert \psi(x) \vert^2}{\vert x \vert^{\beta+2}} \, dx, \] (35)

where $C_D(d, \beta)$ is given by 
\[ C_D(d, \beta) = \min_{\lambda_m \in \mathbb{Z}} \left\{ \lambda_m + \left( \frac{d - \beta - 2}{2} \right)^2 \right\}. \] (36)

Remark 1.9. Notice that (35) has as particular cases the classical weighted Hardy inequalities with optimal constants (just take $\mathcal{L} = -\Delta$ and notice that in this case $\mathcal{D}(\psi) = \vert \nabla \psi \vert^2$) and the optimal magnetic Hardy inequalities for Aharonov-Bohm magnetic fields (take $\mathcal{L} := -\Delta_A$, with $A$ as in (28) and use that $\int_{\mathbb{R}^d} \mathcal{D}(\psi)/\vert x \vert^\beta = \int_{\mathbb{R}^d} \vert \nabla A \psi \vert^2/\vert x \vert^\beta$ (see also Remark 1.5))

Remark 1.10. Combining the Hardy inequality (35) in Theorem 1.7 and the Hardy-Rellich inequality (16) in Theorem 1.1 one gets easily the following weighted Rellich inequalities in the spirit of Evans and Lewis [11]: 
\[ \int_{\mathbb{R}^d} \frac{\mathcal{L}\psi(x)^2}{\vert x \vert^\alpha} \, dx \geq \tilde{C}(d, \alpha) \int_{\mathbb{R}^d} \frac{\vert \psi(x) \vert^2}{\vert x \vert^{\alpha+4}} \, dx, \] (37)

where $\tilde{C}(d, \alpha) = C(d, \alpha)C_D(d, \alpha + 2)$, where $C(d, \alpha)$ is as in (17) and $C_D(d, \alpha + 2)$ is as in (36). In general, it is not easy to see whether $\tilde{C}(d, \alpha)$ equals the optimal constant in [11], nevertheless in the specific case of the Laplacian, namely for $\mathcal{L} = -\Delta$, and for $\alpha = 0$, one checks that $\tilde{C}(d, 0) = d^2(d - 4)^2/16$ (see Remark 1.7). In other words, inequality (37) coincides with the classical Rellich inequality with optimal constant.

The paper is organized as follows: we give the proof of the main result Theorem 1.1 and of Theorem 1.7 in the next Section 2. The optimality, as stated in Theorem 1.3, is shown in Section 3. In Section 4 we show how to get Theorem 1.4, Theorem 1.5 and Theorem 1.6 from the general result Theorem 1.1.
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2 Proof of Theorem 1.1 and Theorem 1.7

We start with the proof of Theorem 1.1. Inspired by the arguments in [6], we introduce a suitable orthonormal basis decomposition of the functions in the domain \( \text{dom}(\mathcal{L}) \) (see (15)) of the operator \( \mathcal{L} \), which is reminiscent of the classical spherical harmonics decomposition used on the case of the Laplacian: since the spectrum of \( \Lambda \) is assumed to be discrete, its normalized eigenvectors \( u_m, m \in \mathcal{I} \) (with eigenvalues \( \{\lambda_m\}_{m \in \mathcal{I}} \) repeated according to multiplicity) form an orthonormal basis of \( L^2(S^{d-1},d\omega) \). Thus one can expand any \( \psi \in \text{dom}(\mathcal{L}) \) as

\[
\psi(x) = \psi(r,\omega) = \sum_{m \in \mathcal{I}} f_m(r) u_m(\omega),
\]

(38)

where the coefficients \( f_m \in C_0^\infty(\mathbb{R}^+) \) are computed by projecting \( \psi \) onto each basis eigenfunction \( u_m, m \in \mathcal{I}, \) i.e.

\[
f_m(r) := \int_{\mathbb{R}^{d-1}} \psi(r,\omega) u_m(\omega) \, d\omega.
\]

(39)

The decomposition in (38) reduces matters to a 1D-problem: indeed, the following lemma holds.

**Lemma 2.1.** Let \( \psi \in \text{dom}(\mathcal{L}) \). Then the following identities hold true

\[
\int_{\mathbb{R}^d} \frac{|\mathcal{L}\psi(x)|^2}{|x|^{\alpha}} \, dx = \sum_{m \in \mathcal{I}} \left\{ \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-1} \, dr + [(d-1)(\alpha+1) + 2\lambda_m] \int_0^\infty |f_m(r)|^2 r^{d-\alpha-3} \, dr \right. \\
+ \lambda_m[(\alpha+2)(d-\alpha-4) + \lambda_m] \int_0^\infty |f_m(r)|^2 r^{d-\alpha-5} \, dr \right\},
\]

\[
\int_{\mathbb{R}^d} \frac{\mathcal{D}(\psi)(x)}{|x|^{\alpha+2}} \, dx = \sum_{m \in \mathcal{I}} \left\{ \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-3} \, dr + \lambda_m \int_0^\infty |f_m(r)|^2 r^{d-\alpha-5} \, dr \right\}. \tag{40}
\]

Here \( \mathcal{D} \) is the first order operator defined as \( \mathcal{D}(\psi) = |\partial_r \psi|^2 + \frac{1}{r} |\Lambda^{1/2} \psi|^2 \) and \( f_m(r), m \in \mathcal{I} \) are the coefficients introduced in (39).

**Proof of Lemma 2.1.** Even though identity (40) can be already found in [11], for the reader’s convenience in the following we prove both (40) and (41). Since \( \mathcal{L} = L_r + \frac{1}{r} \Lambda \omega \), one easily has

\[
\int_{\mathbb{R}^d} \frac{|\mathcal{L}\psi(x)|^2}{|x|^{\alpha}} \, dx = \int_{\mathbb{R}^d} \frac{|L_r\psi(x)|^2}{|x|^{\alpha}} \, dx + \int_{\mathbb{R}^d} \frac{|\Lambda\psi(x)|^2}{|x|^{\alpha+2}} \, dx + 2\Re \int_{\mathbb{R}^d} \frac{L_r\psi(x)\Lambda^\frac{1}{2}\psi(x)}{|x|^{\alpha+2}}. \tag{42}
\]

Let us consider the right hand side of (42). From the decomposition (38) one has

\[
L_r\psi(x) = \sum_{m \in \mathcal{I}} L_r f_m(r) u_m(\omega).
\]

Using this fact and the Parseval’s identity we obtain

\[
\int_{\mathbb{R}^d} \frac{|L_r\psi(x)|^2}{|x|^{\alpha}} \, dx = \int_0^\infty \int_{\mathbb{R}^{d-1}} \left| \sum_{m \in \mathcal{I}} L_r f_m(r) u_m(\omega) \right|^2 r^{d-\alpha-1} \, dr \, d\omega = \sum_{m \in \mathcal{I}} \int_0^\infty |L_r f_m(r)|^2 r^{d-\alpha-1} \, dr. \tag{43}
\]

Let us consider \( \int_0^\infty |L_r f_m(r)|^2 r^{d-\alpha-1} \, dr \). Using the explicit form of \( L_r \), namely \( L_r = -\partial_r r - \frac{d-1}{r} \partial_r \), and integrating by parts, we obtain

\[
\int_0^\infty |L_r f_m(r)|^2 r^{d-\alpha-1} \, dr
= \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-1} \, dr + (d-1)^2 \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-3} \, dr + 2(d-1)\Re \int_0^\infty f_m''(r) f_m(r) r^{d-\alpha-2} \, dr
= \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-1} \, dr + (d-1)^2 \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-3} \, dr - (d-1)(d-\alpha-2) \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-3} \, dr.
\]
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Plugging the last identity in (43) gives
\[
\int_{\mathbb{R}^d} \frac{|L_x \psi(x)|^2}{|x|^\alpha} dx = \sum_{m \in I} \left\{ \int_0^\infty |f_m''(r)|^2 r^{d-\alpha-1} dr + (d-1)^2 \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-3} dr \right. \\
\left. - (d-1)(d-\alpha-2) \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-3} dr \right\}. \tag{44}
\]
Again using the decomposition (38) one has
\[
\Lambda_\omega \psi(x) = \sum_{m \in I} f_m(r) \Lambda_\omega u_m(\omega) = \sum_{m \in I} \lambda_m f_m(r) u_m(\omega),
\]
where in the second equality we have used that \(\{u_m\}_{m \in I}\) are eigenfunctions of the operator \(\Lambda_\omega\) with corresponding eigenvalues \(\lambda_m, m \in I\). Using again Parceval’s identity one gets
\[
\int_{\mathbb{R}^d} \frac{|\Lambda_\omega \psi(x)|^2}{|x|^\alpha+4} dx = \sum_{m \in I} \lambda_m \left\{ \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-5} dr + (\alpha+2)(d-\alpha-4) \int_0^\infty |f_m(r)|^2 r^{d-\alpha-5} dr \right\}. \tag{45}
\]
Similarly as above, it is easy to check that the following identity holds:
\[
2\Re \int_{\mathbb{R}^d} \frac{L_x \psi(x) \Lambda_\omega \psi(x)}{|x|^\alpha+2} dx = \sum_{m \in I} \lambda_m \left\{ 2 \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-3} dr + (\alpha+2)(d-\alpha-4) \int_0^\infty |f_m(r)|^2 r^{d-\alpha-5} dr \right\}. \tag{46}
\]
Plugging (44), (45) and (46) in (42) gives (40).
Now, from the definition of \(D\) one has
\[
\int_{\mathbb{R}^d} \frac{D(\psi(x))}{|x|^\alpha+2} dx = \int_{\mathbb{R}^d} \frac{\partial_c \psi(x)}{|x|^\alpha+2} dx + \int_{\mathbb{R}^d} \frac{\Lambda_\omega^{1/2} \psi(x)}{|x|^\alpha+4} dx. \tag{47}
\]
Similarly as above, one checks that the following identities hold true:
\[
\int_{\mathbb{R}^d} \frac{|\partial_c \psi(x)|^2}{|x|^\alpha+2} dx = \sum_{m \in I} \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-3} dr, \quad \text{and} \quad \int_{\mathbb{R}^d} \frac{|\Lambda_\omega^{1/2} \psi(x)|^2}{|x|^\alpha+4} dx = \sum_{m \in I} \lambda_m \int_0^\infty |f_m(r)|^2 r^{d-\alpha-5} dr. \tag{48}
\]
Eventually, plugging (48) in (47) gives (41) and, thus, the thesis.

We are now ready to prove Theorem 1.1.

**Proof of Theorem 1.1.** The proof is based on the strategy introduced by Cazacu in [6]. Let us first split (40) as follows:
\[
\int_{\mathbb{R}^d} \frac{|L \psi(x)|^2}{|x|^\alpha} dx = I + II, \tag{49}
\]
where
\[
I := \sum_{m \in I, \lambda_m \neq 0} \left\{ \int_0^\infty |f_m''(r)|^2 r^{d-\alpha-1} dr + \left[ (d-1)(\alpha+1) \right] \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-3} dr \right. \\\n\left. + \sum_{m \in I, \lambda_m \neq 0} \lambda_m \left\{ 2 \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-3} dr + [(\alpha+2)(d-\alpha-4) + \lambda_m] \int_0^\infty |f_m(r)|^2 r^{d-\alpha-5} dr \right\} \right\}
\]
and
\[
II := \sum_{m \in I, \lambda_m = 0} \left\{ \int_0^\infty |f_m''(r)|^2 r^{d-\alpha-1} + \left[ (d-1)(\alpha+1) \right] \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-3} dr \right\}.
\]
We estimate $II$ first. Using the 1D weighted Hardy inequality
\[ \int_0^\infty |f'(r)|^2 r^{d+2} \, dr \geq \left( \frac{t+1}{2} \right)^2 \int_0^\infty |f(r)|^2 r^t \, dr, \quad t \in \mathbb{R}, \] (50)
which is valid for any distribution $f$ on $(0, \infty)$ such that the integral on the left hand side of (50) is finite (see e.g. [5, Prop.2.4]), we have
\[ II \geq \sum_{m \in I} \frac{(d+\alpha)^2}{4} \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-3} \, dr \]
\[ = \sum_{m \in I, \lambda_m \neq 0} \left( \frac{d+\alpha)^2}{4} \left[ \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-3} \, dr + \lambda_m \int_0^\infty |f_m(r)|^2 r^{d-\alpha-5} \, dr \right] \right. \] (51)

Let $\varepsilon \in \mathbb{R}$ to be fixed later (in particular, the forthcoming choice of $\varepsilon$ will satisfy $\varepsilon/\lambda_m + 2 \geq 0$). We split $I$ as $I = I_{1,\varepsilon} + I_{2,\varepsilon}$, where
\[ I_{1,\varepsilon} := \sum_{m \in I, \lambda_m \neq 0} \left\{ \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-1} \, dr + [(d-1)(\alpha+1) - \varepsilon] \int_0^\infty |f_m(r)|^2 r^{d-\alpha-3} \, dr \right\}, \]
and
\[ I_{2,\varepsilon} = \sum_{m \in I, \lambda_m \neq 0} \lambda_m \left[ \left( \frac{\varepsilon}{\lambda_m} + 2 \right) \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-3} \, dr + [(\alpha+2)(d-\alpha-4) + \lambda_m] \int_0^\infty |f_m(r)|^2 r^{d-\alpha-5} \, dr \right]. \]

By (50), we get
\[ I_{1,\varepsilon} \geq \sum_{m \in I, \lambda_m \neq 0} \left( \frac{(d+\alpha)^2}{4} - \varepsilon \right) \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-3} \, dr, \] (52)
\[ I_{2,\varepsilon} \geq \sum_{m \in I, \lambda_m \neq 0} \lambda_m \left[ \left( \frac{\varepsilon}{\lambda_m} \frac{(d-\alpha-4)^2}{4} + \frac{(d-\alpha-4)(d+\alpha)}{2} \right) + \lambda_m \right] \int_0^\infty |f_m(r)|^2 r^{d-\alpha-5} \, dr. \] (53)

Let $\varepsilon > 0$ be chosen such that
\[ \frac{(d+\alpha)^2}{4} - \varepsilon = \frac{\varepsilon}{\lambda_m} \frac{(d-\alpha-4)^2}{4} + \frac{(d-\alpha-4)(d+\alpha)}{2} + \lambda_m, \]
which yields
\[ \varepsilon(d) = \lambda_m \frac{(d+\alpha)(-d+3\alpha+8) - 4\lambda_m}{4\lambda_m + (d-\alpha-4)^2}. \]

We stress that with this choice of $\varepsilon$ one has $\frac{\varepsilon}{\lambda_m} + 2 \geq 0$ (this in particular justifies the possibility to apply (50) in $(\frac{\varepsilon}{\lambda_m} + 2) \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-3} \, dr$ above). Indeed
\[ \frac{\varepsilon}{\lambda_m} + 2 = 1 + \frac{4(\alpha+2)^2}{4\lambda_m + (d-\alpha-4)^2} \geq 0. \]

In addition, one has
\[ I = I_{1,\varepsilon} + I_{2,\varepsilon} \geq \sum_{m \in I, \lambda_m \neq 0} \frac{(4\lambda_m + (d+\alpha)(d-\alpha-4))^2}{4(4\lambda_m + (d-\alpha-4)^2)} \left\{ \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-3} \, dr + \lambda_m \int_0^\infty |f_m(r)|^2 r^{d-\alpha-5} \, dr \right\}. \] (54)

As we will see below, our choice of the parameter $\varepsilon$ will depend on $m$, therefore the notation $I_{1,\varepsilon}$ and $I_{2,\varepsilon}$ used for these two sums is not entirely correct. A better choice would have been to consider the splitting $I = \sum_{m \in I} (I_{1,\varepsilon m} + I_{2,\varepsilon m})$, with $I_{1,\varepsilon m}$ and $I_{2,\varepsilon m}$ being the terms inside the sums over $m$. Anyway we decided to avoid it not to weight down the notation.
Plugging estimates (54) and (51) in (49) we have

\[
\int_{\mathbb{R}^d} \frac{|\mathcal{L}\psi(x)|^2}{|x|^{\alpha}} \, dx \\
\geq \min \left( \frac{(d+\alpha)^2}{4} \min_{m \in I} \frac{(4\lambda_m + (d+\alpha)(d-\alpha-4))}{4(4\lambda_m + (d-\alpha-4)^2)} \right) \sum_{m \in \mathbb{Z}} \left\{ \int_0^\infty |f_m'(r)|^2 r^{d-\alpha-4} \, dr + \lambda_m \int_0^\infty |f_m(r)|^2 r^{d-\alpha-5} \, dr \right\} \tag{55}
\]

\[= \min \left( \frac{(d+\alpha)^2}{4} \min_{m \in \mathbb{Z}, \lambda_m \neq 0} \frac{(4\lambda_m + (d+\alpha)(d-\alpha-4))}{4(4\lambda_m + (d-\alpha-4)^2)} \right) \int_{\mathbb{R}^d} \frac{D(\psi)(x)}{|x|^\alpha + 2} \, dx,
\]

where in the last identity we have used (41). Notice that if \(d-\alpha-4 \neq 0\), then we have

\[
\frac{(4\lambda_m + (d+\alpha)(d-\alpha-4))}{4(4\lambda_m + (d-\alpha-4)^2)} = \frac{(d+\alpha)^2}{4}, \quad \text{if } \lambda_m = 0.
\]

This allows us to write the minimum in (55) in a more compact form, thus (55) can be rewritten as

\[
\int_{\mathbb{R}^d} \frac{|\mathcal{L}\psi(x)|^2}{|x|^{\alpha}} \, dx \geq \min_{m \in \mathbb{Z}} \left\{ \int_0^\infty |f_m'(r)|^2 r^{d-\beta-1} \, dr + \lambda_m \int_0^\infty |f_m(r)|^2 r^{d-\beta-3} \, dr \right\} \int_{\mathbb{R}^d} \frac{D(\psi)(x)}{|x|^\beta + 2} \, dx.
\]

On the other hand, if \(d-\alpha-4 = 0\) the minimum in (55) becomes \(\left( (d-2)^2; \min_{m \in \mathbb{Z}, \lambda_m \neq 0} \lambda_m \right)\). This concludes the proof.

We now pass to the proof of the Hardy-type inequality contained in Theorem 1.7.

**Proof of Theorem 1.7.** From (41) (replacing \(\alpha + 2\) with \(\beta\)) one has

\[
\int_{\mathbb{R}^d} \frac{D(\psi)(x)}{|x|^\beta} \, dx = \sum_{m \in \mathbb{Z}} \left\{ \int_0^\infty |f_m'(r)|^2 r^{d-\beta-1} \, dr + \lambda_m \int_0^\infty |f_m(r)|^2 r^{d-\beta-3} \, dr \right\}.
\]

Using in the first integral of the right hand side of this identity the 1D-weighted Hardy inequality (50), one gets

\[
\int_{\mathbb{R}^d} \frac{D(\psi)(x)}{|x|^\beta} \, dx \geq \min_{m \in \mathbb{Z}} \left\{ \lambda_m + \frac{(d-\beta-2)^2}{4} \right\} \sum_{m \in \mathbb{Z}} \int_0^\infty |f_m(r)|^2 r^{d-\beta-3} \, dr
\]

\[= \min_{m \in \mathbb{Z}} \left\{ \lambda_m + \frac{(d-\beta-2)^2}{4} \right\} \int_{\mathbb{R}^d} \frac{\psi(x)^2}{|x|^\beta + 2} \, dx,
\]

where in the last identity we just used Parceval’s identity as in the proof of Theorem 1.1. This concludes the proof.

\[
\square
\]

3 Proof of Theorem 1.3. Optimality of \(C(d, \alpha)\).

Let \(\psi_\epsilon\) the sequence defined in (23). We consider first the case \(d-\alpha-4 \neq 0\) or \(d-\alpha-4 = 0\) and \(C(d, \alpha) = \lambda_{m_0}\). To shorten the notation we write

\[\psi_\epsilon(x) = f_\epsilon(r) u_{m_0}(\omega),\]

where \(f_\epsilon(r)\) represents the radial part of \(\psi_\epsilon\), namely \(f_\epsilon(r) := r^{\frac{(d-\alpha-4)}{2}} g_\epsilon(r)\) and \(g_\epsilon\) defined in (22). As in Lemma 2.1 one easily has

\[
\int_{\mathbb{R}^d} \frac{|\mathcal{L}\psi_\epsilon(x)|^2}{|x|^{\alpha}} \, dx = \int_0^\infty |f'_\epsilon(r)|^2 r^{d-\alpha-4} \, dr + \left[ (d-1)(\alpha+1) + 2\lambda_{m_0} \right] \int_0^\infty |f_\epsilon'(r)|^2 r^{d-\alpha-3} \, dr
\]

\[\quad + \lambda_{m_0} [(\alpha+2) (d-\alpha-4) + \lambda_{m_0}] \int_0^\infty |f_\epsilon(r)|^2 r^{d-\alpha-5} \, dr, \tag{56}
\]

\[
\int_{\mathbb{R}^d} \frac{D(\psi_\epsilon)(x)}{|x|^{\beta+2}} \, dx = \int_0^\infty |f'_\epsilon(r)|^2 r^{d-\alpha-3} \, dr + \lambda_{m_0} \int_0^\infty |f_\epsilon(r)|^2 r^{d-\alpha-5} \, dr.
\]
Differentiating $f_\epsilon$ with respect to $r$ gives
\[
f'_\epsilon(r) = -\frac{(d-\alpha-4)}{2} r^{-\frac{d-\alpha-2}{2}} g_\epsilon(r) + r^{-\frac{d-\alpha-4}{2}} g'_\epsilon(r),
\]
and
\[
f''_\epsilon(r) = \frac{(d-\alpha-4)(d-\alpha-2)}{2} r^{-\frac{d-\alpha-5}{2}} g_\epsilon(r) - 2\frac{(d-\alpha-4)}{2} r^{-\frac{d-\alpha-2}{2}} g'_\epsilon(r) + r^{-\frac{d-\alpha-4}{2}} g''_\epsilon(r).
\]
From the definition of $g_\epsilon$ in (22), the integrals in (56) are supported over the interval $[\epsilon, 1/e]$. Now we consider separately the contributions of those integrals over the three sub-intervals $[\epsilon, 2\epsilon]$, $[2\epsilon, 1/2\epsilon]$ and $[1/2\epsilon, 1/e]$. We will see that the sole $\epsilon$-dependent contribution comes from the integration over $[2\epsilon, 1/2\epsilon]$, whereas the integrals over $[\epsilon, 2\epsilon]$ and $[1/2\epsilon, 1/e]$ are $O(1)$ in the limit $\epsilon$ goes to 0.

We start considering the integrals over $[\epsilon, 2\epsilon]$. Using the explicit expressions for $f'_\epsilon$ and $f''_\epsilon$ in (57) and (58) respectively, one has
\[
\int_\epsilon^{2\epsilon} |f''_\epsilon(r)|^2 r^{d-\alpha-1} dr \
\leq 3\left\{ \frac{(d-\alpha-4)^2}{4} \int_\epsilon^{2\epsilon} r^{-1} g_\epsilon^2(r) dr + \frac{(d-\alpha-4)^2}{4} \int_\epsilon^{2\epsilon} r^2 g_\epsilon^2(r) dr + \frac{(d-\alpha-4)^2}{4} \int_\epsilon^{2\epsilon} r^3 g_\epsilon^2(r) dr \right\}. \tag{59}
\]
Now, using again the property of the function $g_\epsilon$, it is easy to see that
\[
\int_\epsilon^{2\epsilon} r^{-1} g_\epsilon^2(r) dr \leq \int_\epsilon^{2\epsilon} r^{-1} dr = \ln(2);
\]
\[
\int_\epsilon^{2\epsilon} r^2 g_\epsilon^2(r) dr \leq 2\epsilon \left( \frac{C}{\epsilon} \right)^2 \epsilon = 2\epsilon^2;
\]
\[
\int_\epsilon^{2\epsilon} r^3 g_\epsilon^2(r) dr \leq (2\epsilon)^3 \left( \frac{C}{\epsilon^2} \right)^2 \epsilon = 8\epsilon^2.
\]
In particular, the three integrals above do not depend on $\epsilon$, therefore from (59) we have
\[
\int_\epsilon^{2\epsilon} |f''_\epsilon(r)|^2 r^{d-\alpha-1} dr = O(1).
\]
Similarly, one has
\[
\int_\epsilon^{2\epsilon} |f'_\epsilon(r)|^2 r^{d-\alpha-3} dr \leq 2\left\{ \frac{(d-\alpha-4)^2}{4} \int_\epsilon^{2\epsilon} r^{-1} g_\epsilon^2(r) dr + \int_\epsilon^{2\epsilon} r^2 g_\epsilon^2(r) dr \right\},
\]
and from (60)
\[
\int_\epsilon^{2\epsilon} |f'_\epsilon(r)|^2 r^{d-\alpha-3} dr = O(1).
\]
Analogously,
\[
\int_\epsilon^{2\epsilon} |f_\epsilon(r)|^2 r^{d-\alpha-5} dr = \int_\epsilon^{2\epsilon} r^{-1} g_\epsilon^2(r) dr = O(1).
\]
To sum up, one has
\[
\int_\epsilon^{2\epsilon} |f''_\epsilon(r)|^2 r^{d-\alpha-1} dr = O(1),
\]
\[
\int_\epsilon^{2\epsilon} |f'_\epsilon(r)|^2 r^{d-\alpha-3} dr = O(1),
\]
\[
\int_\epsilon^{2\epsilon} |f_\epsilon(r)|^2 r^{d-\alpha-5} dr = O(1). \tag{61}
\]
When we are on $[2\varepsilon, 1/2\varepsilon]$, then $g_\varepsilon = 1$ and $f_\varepsilon$, $f'_\varepsilon$ and $f''_\varepsilon$ assume the particularly simple form

\[ f_\varepsilon(r) = r^{-\frac{d-\alpha-4}{2}}; \quad f'_\varepsilon(r) = -\frac{(d-\alpha-4)}{2} r^{-\frac{d-\alpha-3}{2}}; \quad f''_\varepsilon(r) = \frac{(d-\alpha-4)}{2} \frac{(d-\alpha-2)}{2} r^{-\frac{d-\alpha-2}{2}}. \]

Now, a direct computation gives

\[
\int_{2\varepsilon}^{1/2\varepsilon} |f''_\varepsilon(r)|^2 r^{d-\alpha-1} dr = -\frac{(d-\alpha-4)^2}{4} \frac{(d-\alpha-2)^2}{4} \ln(4\varepsilon^2),
\int_{2\varepsilon}^{1/2\varepsilon} |f'_\varepsilon(r)|^2 r^{d-\alpha-3} dr = -\frac{(d-\alpha-4)^2}{4} \ln(4\varepsilon^2),
\int_{2\varepsilon}^{1/2\varepsilon} |f_\varepsilon(r)|^2 r^{d-\alpha-5} dr = -\ln(4\varepsilon^2).
\] (62)

In the interval $[1/2\varepsilon, 1/\varepsilon]$ analogous computations as the ones in $[\varepsilon, 2\varepsilon]$ give

\[
\int_{1/2\varepsilon}^{1/\varepsilon} |f''_\varepsilon(r)|^2 r^{d-\alpha-1} dr = \mathcal{O}(1),
\int_{1/2\varepsilon}^{1/\varepsilon} |f'_\varepsilon(r)|^2 r^{d-\alpha-3} dr = \mathcal{O}(1),
\int_{1/2\varepsilon}^{1/\varepsilon} |f_\varepsilon(r)|^2 r^{d-\alpha-5} dr = \mathcal{O}(1). \] (63)

Using (61), (62) and (63) in (56) we have

\[
\int_{\mathbb{R}^d} |\mathcal{L}_\varepsilon \psi(x)|^2 / |x|^\alpha \, dx = \int_{\mathbb{R}^d \cap \{2\varepsilon \leq |x| \leq 1/2\varepsilon\}} |\mathcal{L}_\varepsilon \psi(x)|^2 / |x|^\alpha \, dx + \mathcal{O}(1)
= \frac{\int_{\mathbb{R}^d \cap \{2\varepsilon \leq |x| \leq 1/2\varepsilon\}} |\mathcal{L}^{1/2} \psi_\varepsilon(x)|^2 / |x|^\alpha+2 \, dx + \mathcal{O}(1)}{4\left[(d-\alpha-4)^2 + 4\lambda_{\alpha\varepsilon}\right] + \mathcal{O}(1/\ln(4\varepsilon^2))}
\leq C(d, \alpha), \quad \text{as } \varepsilon \searrow 0.
\]

Now we consider the case $d-\alpha-4 = 0$ and $C(d, \alpha) = (d-2)^2$. In this case $\psi_\varepsilon(x) := h_\varepsilon(r)$, i.e. $\psi_\varepsilon(x)$ is radial. Since the spherical part is missing, performing analogous computations as in Lemma 2.1 one gets

\[
\int_{\mathbb{R}^d} \frac{|\mathcal{L}_\varepsilon \psi(x)|^2}{|x|^\alpha} \, dx = |\mathcal{S}^{d-1}| \left[ \int_0^\infty |h''_\varepsilon(r)|^2 r^3 \, dr + [(d-1)(d-3)] \int_0^\infty |h'_\varepsilon(r)|^2 r \, dr \right]
= |\mathcal{S}^{d-1}| \int_0^\infty |h'_\varepsilon(r)|^2 r \, dr.
\]

From the definition (24) of $h_\varepsilon$ one has

\[ h'_\varepsilon(r) = r^{-1} g_\varepsilon(r), \quad h''_\varepsilon(r) = -r^{-2} g_\varepsilon(r) + r^{-1} g'_\varepsilon(r). \]

As above we consider separately the integrals over the sub-interval $[\varepsilon, 2\varepsilon]$, $[2\varepsilon, 1/2\varepsilon]$ and $[1/2\varepsilon, 1/\varepsilon]$.

In $[\varepsilon, 2\varepsilon]$ one has

\[
\int_{\varepsilon}^{2\varepsilon} |h'''_\varepsilon|^2 r^3 \, dr \leq 2 \left( \int_{\varepsilon}^{2\varepsilon} r^{-1} g^2_\varepsilon(r) \, dr + \int_{\varepsilon}^{2\varepsilon} r g'_\varepsilon^2(r) \, dr \right)
\]
and

\[
\int_{\varepsilon}^{2\varepsilon} |h'_\varepsilon|^2 r \, dr = \int_{\varepsilon}^{2\varepsilon} r^{-1} g^2_\varepsilon(r) \, dr.
\]

Using (60) one has

\[
\int_{\varepsilon}^{2\varepsilon} |h'''_\varepsilon|^2 r^3 \, dr = \mathcal{O}(1),
\int_{\varepsilon}^{2\varepsilon} |h'_\varepsilon|^2 r \, dr = \mathcal{O}(1).
\]
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We now consider the integrals over $[2\varepsilon, 1/2\varepsilon]$. Here $h'_1(r) = r^{-1}$ and $h''_1(r) = -r^{-2}$. Thus
\[
\int_{2\varepsilon}^{1/2\varepsilon} |h''_1|^2 r^3 dr = \int_{2\varepsilon}^{1/2\varepsilon} |h'_1|^2 r dr = -\ln(4\varepsilon^2).
\]
Finally the integrals over $[1/2\varepsilon, 1/\varepsilon]$ can be treated similarly to the ones over $[\varepsilon, 2\varepsilon]$. This gives
\[
\int_{1/2\varepsilon}^{1/\varepsilon} |h''_1|^2 r^3 dr = O(1),
\]
\[
\int_{1/2\varepsilon}^{1/\varepsilon} |h'_1(r)|^2 r dr = O(1).
\]
These facts together give
\[
\int_{\mathbb{R}^d} |\mathcal{L}\psi(x)|^2/|x|^\alpha dx = \int_{\mathbb{R}^d \cap [2\varepsilon \leq |x| \leq 1/2\varepsilon]} |\mathcal{L}\psi(x)|^2/|x|^\alpha dx + O(1)
\]
\[
= \frac{(d - 2)^2 + O(1/\ln(4\varepsilon^2))}{1 + O(1/\ln(4\varepsilon^2))}
\]
\[
\lesssim (d - 2)^2, \quad \text{as } \varepsilon \to 0.
\]
This concludes the proof of the optimality of $C(d, \alpha)$.

It remains to show that the constant $C(d, \alpha)$ is not attained. This fact is a consequence of the non-attainability of the best constant in the 1D-Hardy inequality (50). Indeed, going back through the proof of Theorem 1.1, one realizes that for $C(d, \alpha)$ to be attained, it is necessary to have equality in the estimates where we applied (50). More precisely, we want to have equality in
\[
\int_{0}^{\infty} |f''_m(r)|^2 r^{d-\alpha-1} dr \geq \left(\frac{d - \alpha - 2}{2}\right)^2 \int_{0}^{\infty} |f'_m(r)|^2 r^{d-\alpha-3} dr,
\]
or, equivalently, in
\[
\int_{0}^{\infty} |f'_m(r)|^2 r^{d-\alpha-3} dr \geq \left(\frac{d - \alpha - 4}{2}\right)^2 \int_{0}^{\infty} |f_m(r)|^2 r^{d-\alpha-5} dr.
\]
Notice that (65) is also a consequence of the identity
\[
\int_{0}^{\infty} |f'_m(r)|^2 r^{d-\alpha-3} dr - \left(\frac{d - \alpha - 4}{2}\right)^2 \int_{0}^{\infty} |f_m(r)|^2 r^{d-\alpha-5} dr = \int_{0}^{\infty} \left|\left(r^{\frac{d-\alpha-4}{2}} f_m(r)\right)'\right|^2 r dr.
\]
In view of the last identity, equality in (65) is achieved if
\[
\left(r^{\frac{d-\alpha-4}{2}} f_m(r)\right)' = 0,
\]
which leads to the family of solutions
\[
f_m(r) = a_m r^{\frac{d-\alpha-4}{2}} + b_m,
\]
for some real constants $a_m, b_m$. Thus, the fundamental system of solutions is given by $\{r^{\frac{d-\alpha-4}{2}}, 1\}$. Notice that $f_m(r) = 1$ is not possible since constant functions are not admissible for inequality (65). Moreover, $f_m(r) = r^{-\frac{d-\alpha-4}{2}}$ is not admissible because none of the terms in (64) are integrable. Thus, we conclude that $C(d, \alpha)$ is not attained.

4 Proof of the particular cases: Theorem 1.4, Theorem 1.5 and Theorem 1.6

In order to prove Theorem 1.4, Theorem 1.5 and Theorem 1.6 one simply has to show that the corresponding operators can be recast into the form of the general operator $\mathcal{L}$ defined in (14).
Proof of Theorem 1.4. Consider the operator \(-\Delta_a(\theta) := -\Delta + \frac{a(\theta)}{|x|^2}\), since the function \(a = a(\theta)\) depends only on the spherical variable \(\theta\), it is easy to see that \(-\Delta_a(\theta)\) can be written more conveniently as

\[-\Delta_a(\theta) = L_r + \frac{1}{r^2}(-\Delta_{S^{d-1}} + a(\theta)), \quad L_r = -\frac{\partial^2}{\partial r^2} - \frac{d - 1}{r} \frac{\partial}{\partial r},\]

thus the operator \(\Lambda_{\omega}\) in (14) is represented by the non-negative, self-adjoint operator \(-\Delta_{S^{d-1}} + a(\theta)\) in \(L^2(S^{d-1}; d\theta)\). This operator has been largely studied (see e.g. [12, 14, 15]). In particular in [15, Lemma 2.1] it has been proved that \(\Lambda_{\omega} = -\Delta_{S^{d-1}} + a(\theta)\) on \(S^{d-1}\) admits a divergent sequence of eigenvalues \(\mu_k, k \in N_0\), with finite multiplicity, the first of which satisfies \(\mu_0 \geq \text{ess inf}_{S^{d-1}} a\). Therefore, the hypotheses of Theorem 1.1 are satisfied. Thus Theorem 1.4 follows from identity (18) as soon as one checks that the Carré du Champ in this case is given by \(\Gamma(\psi) = |\nabla \psi|^2 + \frac{\beta^2}{2} |\psi|^2 / |x|^2\) and eventually noticing that \(\Lambda_{\omega} |x|^\beta = a |x|^\beta.\)

\[\square\]

Proof of Theorem 1.5. As in the previous case we show that the Aharonov-Bohm magnetic Laplacian \(-\Delta_A\) can be written in the form (14) in any dimension \(d \geq 2\).

For \(d \geq 2\), we take the transformation from Cartesian to spherical coordinates, namely \(x = (x_1, x_2, \ldots, x_d) \in \mathbb{R}^d\) to \((r, \theta_1, \ldots, \theta_{d-1}) \in (0, \infty) \times S^{d-1},\) where \(S^{d-1}\) is the \(d-1\)-dimensional sphere with respect to the Hausdorff measure in \(\mathbb{R}^d,\) given by

\[x_1 = r \cos \theta_1,\]
\[x_j = r \cos \theta_j \prod_{k=1}^{j-1} \sin \theta_k, \quad j \in \{2, 3, \ldots, d-1\},\]
\[x_d = r \prod_{k=1}^{d-1} \sin \theta_k.\]

The corresponding orthogonal unit vectors are given by

\[e_r := (\cos \theta_1, \cos \theta_2 \sin \theta_1, \ldots, \cos \theta_{d-1} \prod_{k=1}^{d-2} \sin \theta_k, \prod_{k=1}^{d-1} \sin \theta_k),\]
\[e_{\theta_j} := (0, \ldots, 0, -\sin \theta_j, \cos \theta_j, \cos \theta_j \sin \theta_j, \ldots),\]
\[\cos \theta_d \cos \theta_j \prod_{k=1, k \neq j}^{d-2} \sin \theta_k, \cos \theta_j \prod_{k=1, k \neq j}^{d-1} \sin \theta_k), \quad j \in \{1, \ldots, d-2\},\]
\[e_{\theta_{d-1}} := (0, \ldots, 0, -\sin \theta_{d-1}, \cos \theta_{d-1}).\]

Without loss of generality we can assume that the function \(\Psi = \Psi(\theta_{d-1})\) is constant, indeed \(A\) as defined in (66) is gauge equivalent to the vector potential \(A\) defined as

Using spherical coordinates, the Aharonov-Bohm vector potential \(A\) defined in (28) can be rewritten as

\[A := \left\{ \begin{array}{ll}
\frac{1}{r} \tilde{\Psi} e_{\theta_1}, & \text{if } d = 2,
\tilde{\Psi} e_{\theta_{d-1}}, & \text{if } d \geq 3,
\end{array} \right.\]

(see [1, Section 5.4.2] for more details). Recalling the following expression for the gradient in spherical coordinates

\[\nabla = e_r \frac{\partial}{\partial r} + \frac{1}{r} e_{\theta_1} \frac{\partial}{\partial \theta_1} + \sum_{j=2}^{d-1} \frac{1}{r \prod_{k=1}^{j-1} \sin \theta_k} e_{\theta_j} \frac{\partial}{\partial \theta_j},\]

one checks easily that the magnetic gradient \(\nabla_A := \nabla - iA\) associated to the Aharonov-Bohm magnetic vector potential (66) can be written as

\[\nabla_A = e_r \frac{\partial}{\partial r} + \frac{1}{r} \nabla_{d, \theta}, \quad \nabla_{d, \theta} = e_{\theta_1} \frac{\partial}{\partial \theta_1} + \sum_{j=2}^{d-2} \frac{1}{\prod_{k=1}^{j-1} \sin \theta_k} e_{\theta_j} \frac{\partial}{\partial \theta_j} + \frac{1}{\prod_{k=1}^{d-2} \sin \theta_k} e_{\theta_{d-1}} \left( \frac{\partial}{\partial \theta_{d-1}} - i \tilde{\Psi} \right).\]
The corresponding magnetic Laplacian \(-\Delta_A := -\nabla_A^2\) has the form

\[-\Delta_A := L_r + \frac{1}{r^2}\Lambda_{d,\theta},\]

where

\[L_r = -\frac{\partial^2}{\partial r^2} \frac{d-1}{r} \frac{\partial}{\partial r} \quad \text{and} \quad \Lambda_{d,\theta} = -\sum_{j=1}^{d-1} \frac{1}{q_j} \left[ (d-j-1) \cot \theta_j \frac{\partial}{\partial \theta_j} + \frac{\partial^2}{\partial \theta_j^2} \right] + \frac{1}{q_{d-1}} \left( i \frac{\partial}{\partial \theta_{d-1}} + \Psi(\theta_{d-1}) \right)^2,
\]

with

\[q_j := \begin{cases} 1, & \text{if } j = 1, \\ \prod_{k=1}^{j-1} \sin^2 \theta_k, & \text{if } j \geq 2. \end{cases}\]

An easy computation also shows that the generalisation of the Laplace-Beltrami operator \(\Lambda_{d,\theta}\) can be obtained through the angular part of the magnetic gradient as follows \(\Lambda_{d,\theta} = -\nabla_{d,\theta} \cdot \nabla_{d,\theta}\). Moreover, the following identity can be obtained by integration by parts

\[
\int_{S^d-1} \psi \Lambda_{d,\theta} \psi \, d\omega = \int_{S^d-1} |\nabla_{d,\theta} \psi|^2 \, d\omega. \tag{67}
\]

Clearly, the operator \(\Lambda_{d,\theta}\) plays the role of \(\Lambda_{\omega}\) in (14). Moreover, in [37, Theorem 3.2] (see also [11]) it is proved that the non-negative, self-adjoint magnetic Laplace-Beltrami operator \(\Lambda_{\omega} := \Lambda_{d,\theta}\) has spectrum consisting of eigenvalues

\[\lambda_m = (m + \tilde{\omega})(m + \tilde{\omega} + d - 2),\]

where \(m \in \mathbb{Z}' := \{m \in \mathbb{Z}; m \leq 2 - d - \tilde{\omega} \text{ or } m \geq -\tilde{\omega} \}\). Using now Theorem 1.1, one gets Theorem 1.5 as soon as it is shown that

\[
\int_{\mathbb{R}^d} \frac{D(\psi)(x)}{|x|^{\alpha+2}} \, dx = \int_{\mathbb{R}^d} |\nabla_A \psi|^2 \, dx. \tag{68}
\]

By definition

\[
\int_{\mathbb{R}^d} \frac{D(\psi)(x)}{|x|^{\alpha+2}} \, dx = \int_{\mathbb{R}^d} \frac{|\partial_r \psi(x)|^2}{|x|^{\alpha+2}} \, dx + \int_{\mathbb{R}^d} \frac{\Lambda_{d,\theta}^{1/2} \psi(x)|^2}{|x|^{\alpha+4}} \, dx,
\]

where \(\Lambda_{d,\theta}^{1/2}\) denotes the square root of the non-negative, self-adjoint magnetic Laplace-Beltrami \(\Lambda_{d,\theta}\). From identity (67) the following chain of identities holds

\[
\int_{S^d-1} |\Lambda_{d,\theta}^{1/2} \psi|^2 \, d\omega = \int_{S^d-1} \Lambda_{d,\theta}^{1/2} \psi \Lambda_{d,\theta}^{1/2} \psi \, d\omega = \int_{S^d-1} \psi \Lambda_{d,\theta} \psi \, d\omega = \int_{S^d-1} |\nabla_{d,\theta} \psi|^2 \, d\omega,
\]

thus one has

\[
\int_{\mathbb{R}^d} \frac{D(\psi)(x)}{|x|^{\alpha+2}} \, dx = \int_{\mathbb{R}^d} \frac{|\partial_r \psi(x)|^2}{|x|^{\alpha+2}} \, dx + \int_{\mathbb{R}^d} \frac{|\nabla_{d,\theta} \psi(x)|^2}{|x|^{\alpha+4}} \, dx.
\]

Using that

\[|\nabla_A \psi|^2 = |\partial_r \psi|^2 + \frac{1}{r^2} |\nabla_{d,\theta} \psi|^2,
\]

then we have (68) and, in turn, Theorem 1.5 is proved.

\[\square\]

**Proof of Theorem 1.6.** The Hamiltonian of a monopole of degree \(g\) in \(\mathbb{R}^3\) has been intensively studied in [8]. In particular it can be shown that the magnetic Laplacian \(-\Delta_A\) associated to the vector potential \(A\) defined in (34) can be written as

\[-\Delta_A = -\frac{\partial^2}{\partial r^2} + \frac{2}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} K_g,
\]

where \(K_g\) is the angular magnetic Schrödinger operator (see [8]) and plays the role of \(\Lambda_{\omega}\) in (14). One can also prove [8, Theorem 5.13] that spectrum of \(K_g\) is discrete, more precisely it is the sequence \(\lambda_k = \frac{1}{2} k(k + 2) - g^2\), \(k = 2(|g| + l), l \in \mathbb{N}_0\).

Thus, the hypotheses of Theorem 1.1 are satisfied and therefore Theorem 1.6 follows. \[\square\]
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