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ABSTRACT

We show that the integral of the first Pontrjagin class is given by an integer and it is identified with instanton number of the $U(n)$ gauge theory on noncommutative $\mathbb{R}^4$. Here the dimension of the vector space $V$ that appear in the ADHM construction is called Instanton number. The calculation is done in operator formalism and the first Pontrjagin class is defined by converge series. The origin of the instanton number is investigated closely, too.
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1 Introduction

Recently, there has been much interest in noncommutative field theory motivated by the string theory and we can see it in [5, 8, 32, 9] and so on. These discoveries show us the nonperturbative analysis of noncommutative gauge theory is very important for the string theory. Especially, instantons play the most essential role in nonperturbative analysis. In commutative theory, there is a well-known method to construct instanton solution, which is given by Atiyah, Drinfeld, Hitchin and Manin (ADHM) [1, 7, 29]. There is the one-to-one correspondence between the instanton solutions and the ADHM data. On the other hand, in noncommutative spaces case, a pioneering work for instantons was done by Nekrasov and Schwarz [26]. They discovered deformed ADHM method to construct instanton of noncommutative gauge theory. This deformation corresponds to the resolution of instanton moduli space [25]. After that, many progress are reported about noncommutative instanton. For example, multi instanton solution of noncommutative U(1) gauge theory is given in [16], where the solution was discovered by the deformation of the commutative case solution [2]. Recently, Atiyah-Singer Index theorem for the noncommutative theory is discussed in [20], that is related deeply with the instanton number. Other important progress are in [10, 14, 27, 28, 24, 3, 18, 19, 6, 23, 22, 21].

Instanton is classified by topological charge that is called instanton number. In commutative case, instanton number is given by the integral of the 1st. Pontrjagin class and it is equivalent to \( \dim V \) in the ADHM construction (see the next section). However in noncommutative gauge theory, many problems had been left for the defining the integer-valued Pontrjagin class, and we had never found the proof to show that the instanton number of \( U(n) \) gauge theory is identified with the integral of the Pontrjagin class. Here we define “instanton number” by the \( \dim V \), where \( V \) is a complex vector space i.e.\( V = \mathbb{C}^k \) and it appears in ADHM construction (see section 2). (Thinking over the correspondence with the commutative case, we had better use the name “instanton number” for the integral of the first Pontrjagin class. But the noncommutative instanton is discovered with ADHM construction and the “instanton number” is used as the dimension of vector space \( V \) in ADHM construction after [26]. So, we are in accordance with this convention.) For the noncommutative \( U(1) \) theory and some special \( U(n) \) cases that are essentially same as \( U(1) \) case, Furuuchi explained the origin of the instanton number and identity between the instanton number and the Pontrjagin class [10, 11, 13]. Its strict proof was given in [17]. These cases are easy to calculate instanton charge because we can put \( J = 0 \), where \( J \) is \( \text{Hom}(V, \mathbb{C}^n) \) in ADHM data. But we cannot adapt the condition \( J = 0 \) to general \( U(n) \) case. This had been the difficulty for proof for \( U(n) \).

The aim of this article is to give the proof of identification between the integral of the first Pontrjagin class and \( \dim V \) for noncommutative \( U(n) \) theory. As same as [17], the integer-valued Pontrjagin class is defined by the converge series. The calculation is carried out by different way from [17] because we can not use \( J = 0 \) condition. As a result of the different way of the calculation, we can easily see the direct relation between \( \dim V \)
and integral of the first Pontrjagin class and we can understand noncommutativity play
a very important role there. To clarify the distinction, we call the integral of the first
Pontrjagin class “instanton charge” and call dim of vector space $V$ “instanton number”.

The organization of this paper is as follows. In section 2, we review the noncommuta-
tive instanton and prepare tools of instanton charge calculus. In section 3, some lemmas
are given to study the origin of the instanton number, and some of them are necessary
to calculate the instanton charge. In section 4, we prove that the integral of the first
Pontrjagin class is equal to dim $V$. In section 5, we summarize this article.

\section{Noncommutative $U(n)$ Instantons}

We introduce the noncommutative field theory used in this article and review the non-
commutative instantons, in this section.

\subsection{Noncommutative $\mathbb{R}^4$ and the Fock space representation}

Let us consider Euclidean noncommutative $\mathbb{R}^4$. Its coordinate operators $x^\mu$ ($\mu = 1, 2, 3, 4$)
on the noncommutative manifold satisfy the following commutation relations

\begin{equation}
[x^\mu, x^\nu] = i\theta^{\mu\nu},
\end{equation}

where $\theta^{\mu\nu}$ is an antisymmetric real constant matrix, whose elements are called noncom-
mutable parameters. We can always bring $\theta^{\mu\nu}$ to the skew-diagonal form

\begin{equation}
\theta^{\mu\nu} = 
\begin{pmatrix}
0 & \theta^{12} & 0 & 0 \\
-\theta^{12} & 0 & 0 & 0 \\
0 & 0 & 0 & \theta^{34} \\
0 & 0 & -\theta^{34} & 0 \\
\end{pmatrix}
\end{equation}

by space rotation. We restrict the noncommutativity of the space to the self-dual case
of $\theta^{12} = \theta^{34} = -\zeta$. In this article, we perform the calculation with this condition, but
$|\theta^{12}| = |\theta^{34}|$ is not essential. This is only for convenience. On the other hand, relative
sign of the noncommutative parameter ($\theta^{12}\theta^{34} > 0$) is significant and it is discussed in
the section 5. Here we introduce complex coordinates

\begin{equation}
z_1 = \frac{1}{\sqrt{2}}(x^1 + ix^2), \quad z_2 = \frac{1}{\sqrt{2}}(x^3 + ix^4),
\end{equation}

then the commutation relations (\cite{1}) become

\begin{equation}
[z_1, \bar{z}_1] = [z_2, \bar{z}_2] = -\zeta, \quad \text{others are zero.}
\end{equation}

For using the usual operator representation, we define creation and annihilation operators by

\begin{equation}
c^\dagger_{\alpha} = \frac{z_{\alpha}}{\sqrt{\zeta}}, \quad c_{\alpha} = \frac{\bar{z}_{\alpha}}{\sqrt{\zeta}}, \quad [c_{\alpha}, c^\dagger_{\alpha}] = 1 \quad (\alpha = 1, 2).
\end{equation}
The Fock space $\mathcal{H}$ on which the creation and annihilation operators (5) act is spanned by the Fock state

$$|n_1, n_2\rangle = \frac{(c_1^\dagger)^{n_1}(c_2^\dagger)^{n_2}}{\sqrt{n_1!n_2!}} |0, 0\rangle,$$

with

$$c_1 |n_1, n_2\rangle = \sqrt{n_1} |n_1 - 1, n_2\rangle, \quad c_1^\dagger |n_1, n_2\rangle = \sqrt{n_1 + 1} |n_1 + 1, n_2\rangle,$$

$$c_2 |n_1, n_2\rangle = \sqrt{n_2} |n_1, n_2 - 1\rangle, \quad c_2^\dagger |n_1, n_2\rangle = \sqrt{n_2 + 1} |n_1, n_2 + 1\rangle,$$

where $n_1$ and $n_2$ are the occupation number. The number operators are also defined by

$$\hat{n}_\alpha = c_\alpha^\dagger c_\alpha, \quad \hat{N} = \hat{n}_1 + \hat{n}_2,$$

which act on the Fock states as

$$\hat{n}_\alpha |n_1, n_2\rangle = n_\alpha |n_1, n_2\rangle, \quad \hat{N} |n_1, n_2\rangle = (n_1 + n_2) |n_1, n_2\rangle.$$

In the operator representation, derivatives of a function $f(z_1, \bar{z}_1, z_2, \bar{z}_2)$ are defined by

$$\partial_\alpha f(z) = [\hat{\partial}_\alpha, f(z)], \quad \partial_\bar{\alpha} f(z) = [\hat{\partial}_\bar{\alpha}, f(z)],$$

where $\hat{\partial}_\alpha = \bar{z}_\alpha / \zeta$, $\hat{\partial}_\bar{\alpha} = -z_\alpha / \zeta$ which satisfy

$$[\hat{\partial}_\alpha, \hat{\partial}_\bar{\alpha}] = -\frac{1}{\zeta}.$$

The integral on noncommutative $\mathbb{R}^4$ is defined by the standard trace in the operator representation,

$$\int d^4x = \int d^4z = (2\pi \zeta)^2 \text{Tr}_\mathcal{H}.$$

Note that $\text{Tr}_\mathcal{H}$ represents the trace over the Fock space whereas the trace over the gauge group is denoted by $\text{tr}_{U(n)}$.

### 2.2 Noncommutative gauge theory and instantons

Let us consider the $U(n)$ Yang-Mills theory on noncommutative $\mathbb{R}^4$. Let $M$ be a projective module over the algebra that is generated by the $x_\mu$ satisfying (1).

In the noncommutative space, the Yang-Mills connection is defined by

$$\hat{\nabla}_\mu \psi = -\psi \hat{\partial}_\mu + \hat{D}_\mu \psi,$$

where $\psi$ is a matter field in fundamental representation type and $D_\mu \in \text{End}(M)$ are anti-hermitian gauge fields [27] [28] [14]. The relation between $D_\mu$ and usual gauge connection $A_\mu$ is $D_\mu = -i\theta_{\mu\nu} x^\nu + A_\mu$, where $\theta_{\mu\nu}$ is an inverse matrix of $\theta^{\mu\nu}$ in (1). Then the Yang-Mills curvature of the connection $\nabla_\mu$ is

$$F_{\mu\nu} = [\hat{\nabla}_\mu, \hat{\nabla}_\nu] = -i\theta_{\mu\nu} + [\hat{D}_\mu, \hat{D}_\nu].$$
In our notation of the complex coordinates (3) and (4), the curvature (14) is

\[ F_{\alpha \bar{\alpha}} = \frac{1}{\zeta} + [\hat{D}_\alpha, \hat{D}_{\bar{\alpha}}], \quad F_{\alpha \bar{\beta}} = [\hat{D}_\alpha, \hat{D}_{\bar{\beta}}] \quad (\alpha \neq \beta). \]  

(15)

The Yang-Mills action is given by

\[ S = -\frac{1}{g^2} \text{Tr}_\mathcal{H} \text{tr}_{U(n)} F \wedge * F, \]  

where we denote \(\text{tr}_{U(n)}\) as a trace for the gauge group \(U(n)\), \(g\) is the Yang-Mills coupling and \(*\) is Hodge-star.

Then the equation of motion is

\[ [\nabla_\mu, F_{\mu \nu}] = 0. \]  

(17)

(Anti-)instanton solutions are special solutions of (17) which satisfy the (anti-)self-duality ((A)SD) condition

\[ F = \pm * F. \]  

(18)

These conditions are rewritten in the complex coordinates as

\[ F_{1\bar{1}} = + F_{2\bar{2}}, \quad F_{1\bar{2}} = F_{2\bar{1}} = 0 \quad \text{(self-dual)}, \]

\[ F_{1\bar{1}} = - F_{2\bar{2}}, \quad F_{1\bar{2}} = F_{2\bar{1}} = 0 \quad \text{(anti-self-dual)}. \]  

(19) \hspace{1cm} (20)

In the commutative spaces, solutions of Eq.(18) are classified by the topological charge (integral of the first Pontrjagin class)

\[ Q = -\frac{1}{8\pi^2} \int \text{tr}_{U(n)} F \wedge F, \]  

which is always integer and called instanton number \(k\). However, in the noncommutative spaces above statement is unclear. We discuss this issue in this article by using the operator representation of (21)

\[ Q = \begin{cases} 
\zeta^2 \text{Tr}_\mathcal{H} \text{tr}_{U(n)} (F_{1\bar{1}} F_{2\bar{2}} - F_{1\bar{2}} F_{2\bar{1}}) & \text{(self-dual)} \\
\zeta^2 \text{Tr}_\mathcal{H} \text{tr}_{U(n)} (F_{1\bar{1}} F_{2\bar{2}} - F_{1\bar{2}} F_{2\bar{1}}) & \text{(anti-self-dual)}. 
\end{cases} \]  

(22)

Note that this definition of instanton charge is naive one. For determination of the instanton charge, trace operation have to be defined by the summation over finite domain of the Fock space and the instanton charge have to be defined by a converge series. These conditions are discussed in the following sections.

In this article, all studies and discussions are done for ASD case, but they are adapted for SD case.
2.3 Noncommutative $U(n)$ instantons

In the ordinary commutative spaces, there is a well-known way to find ASD configurations of the gauge fields. It is ADHM construction which is proposed by Atiyah, Drinfeld, Hitchin and Manin [1]. Nekrasov and Schwarz first extended this method to noncommutative cases [26]. Here we review briefly the ADHM construction of $U(n)$ instantons [27] [28].

The first step of ADHM construction on noncommutative $\mathbb{R}^4$ is looking for $B_1, B_2 \in \text{End}(\mathbb{C}^k)$, $I \in \text{Hom}(\mathbb{C}^n, \mathbb{C}^k)$ and $J \in \text{Hom}(\mathbb{C}^k, \mathbb{C}^n)$ which satisfy the deformed ADHM equations

$$
[B_1, B_1^\dagger] + [B_2, B_2^\dagger] + II^\dagger - JJ^\dagger = 2\zeta, \quad (23)
$$
$$
[B_1, B_2] + IJ = 0. \quad (24)
$$

We call this $k$ “instanton number”. In the previous section and abstract, $V$ denotes the vector space $\mathbb{C}^k$. Note that the right hand side of Eq.(23) is caused by the noncommutativity of space. The set of $B_1, B_2, I$ and $J$ is called ADHM data. Using this ADHM data, we define operator $\mathcal{D} : \mathbb{C}^k \oplus \mathbb{C}^k \oplus \mathbb{C}^n \to \mathbb{C}^k \oplus \mathbb{C}^k$ by

$$
\mathcal{D} = \left( \begin{array}{c} \tau \\ \sigma^\dagger \end{array} \right)
$$

$$
\tau = (B_2 - z_2, B_1 - z_1, I) = (B_2 - \sqrt{\zeta}c_2, B_1 - \sqrt{\zeta}c_1, I)
$$
$$
\sigma^\dagger = (-B_1^\dagger + \bar{z}_1, B_2^\dagger - \bar{z}_2, J^\dagger) = (-B_1^\dagger + \sqrt{\zeta}c_1, B_2^\dagger - \sqrt{\zeta}c_2, J^\dagger). \quad (25)
$$

ADHM eqs. (23) and (24) are replaced by

$$
\tau\tau^\dagger = \sigma^\dagger\sigma \equiv \Box, \quad \tau\sigma = 0. \quad (26)
$$

The following fact about this $\Box$ is known.

**Lemma 2.0.1 (Absence of zero-mode of $\Box$)**

There is no zero-mode of $\Box$. That is, for $\forall |v\rangle \in \mathcal{H} \otimes \mathbb{C}^k$,

$$
\Box |v\rangle = 0 \rightarrow |v\rangle = 0. \quad (27)
$$

Proof of this lemma is given by Furuuchi in the Appendix A of [10] or by Nekrasov in the section 4.2 of [27].

Let $\Psi$ be the solutions of the equations:

$$
\mathcal{D}\Psi^a = 0 \quad (a = 1, \cdots, n), \quad \Psi^a : \mathbb{C}^n \to \mathbb{C}^k \oplus \mathbb{C}^k \oplus \mathbb{C}^n, \quad (28)
$$
$$
\Psi^a \Psi^b = \delta^{ab}. \quad (29)
$$

Then we can construct the $U(n)$ $k$ instanton(ASD) connection $D_\mu$ in (14) as

$$
D_\mu = i\Psi^a \theta^{a\mu} x^\mu \Psi. \quad (30)
$$
With the complex coordinate $z_\alpha$, they are rewritten as

$$D_\alpha = \frac{1}{\zeta} \Psi^\dagger z_\alpha \Psi \quad D_{\bar{\alpha}} = -\frac{1}{\zeta} \Psi^\dagger z_\alpha \Psi.$$  \hspace{1cm} (31)

Let us enumerate important identities here. They are obeyed from (29), (23), (24) and (26). At first,

$$\Psi \Psi^\dagger = 1 - D^\dagger \frac{1}{DD^\dagger} D.$$  \hspace{1cm} (32)

This is the most useful identity in this paper. $\Psi \Psi^\dagger$ and $D^\dagger \frac{1}{DD^\dagger} D$ are projectors. $\Psi \Psi^\dagger$ projects out the eigenvectors of $D^\dagger \frac{1}{DD^\dagger} D$. In other words, there are $\Psi \Psi^\dagger$ zero modes, which are given by $D^\dagger \frac{1}{DD^\dagger} D$ eigen state. In section 3, we investigate them closely. This operators are expressed with $\tau$ and $\sigma$ as

$$DD^\dagger = \left( \begin{array}{cc} \Box & 0 \\ 0 & \Box \end{array} \right), \quad D^\dagger \frac{1}{DD^\dagger} D = \tau^\dagger \frac{1}{\Box} \tau + \sigma^\dagger \frac{1}{\Box} \sigma.$$  \hspace{1cm} (33)

These relations are going to be used in the calculation for the instanton charge several times.

3 Zero modes of $\Psi \Psi^\dagger$ and its nature

In this section, we prepare to calculate the instanton charge (integral of the Pontrjagin class) and analyze the source of the instanton charge. It is expected that the instanton charge is integer and equal to instanton number as same as commutative case. The aim of this article is to give the proof of this statement. It is given in the section 4, but the method used in the proof is differ from the one used for $U(1)$ case. Therefore, the relation between $U(1)$ and $U(n)$ about the origin of the instanton charge is not understood by the calculus in the section 4. To supplement explanation for it, we study the origin of the instanton charge by the similar way of the $U(1)$ case [17].

3.1 Zero-mode of $\Psi \Psi^\dagger$

It is convenience to give some lemmas that describe the detail of the zero-mode of $\Psi \Psi^\dagger$.

Lemma 3.0.2 (Zero-mode of $\Psi \Psi^\dagger$)

Suppose that $\Psi$ and $\Psi^\dagger$ are given in the previous section. The vector $|v\rangle \in (C^k \oplus C^k \oplus C^n) \otimes \mathcal{H}$ satisfying

$$\Psi \Psi^\dagger |v\rangle = \langle v| \Psi \Psi^\dagger = 0, \quad |v\rangle \neq 0.$$  \hspace{1cm} (34)
is said to be a zero mode of $\Psi^\dagger \Psi$. Then the zero-modes are given by following three types:

$$
|v_1\rangle = \begin{pmatrix}
(-B_1 + \sqrt{\zeta} c_1^\dagger)|u\rangle \\
(B_2 - \sqrt{\zeta} c_2^\dagger)|u\rangle \\
J|u\rangle
\end{pmatrix}, \quad
|v_2\rangle = \begin{pmatrix}
(B_2^\dagger - \sqrt{\zeta} c_2)|u\rangle' \\
(B_1^\dagger - \sqrt{\zeta} c_1)|u\rangle' \\
I^\dagger|u\rangle'
\end{pmatrix}
$$

(35)

Here $|u\rangle$ ($|u'\rangle$) is some element of $\mathbb{C}^k \otimes \mathcal{H}$ (i.e. $|u\rangle$ is expressed with the coefficients $u^i_{nm} \in \mathbb{C}$ as $|u\rangle = \sum_i \sum_{n,m} u^i_{nm}|n,m\rangle e_i$, where $e_i$ is a base of $k$-dim vector space). $v_0^\dagger$ is a element of $k$-dim vector.

**Proof.** From eq. (32), $\Psi^\dagger \Psi$ have a zero-mode as an eigenvector of the operator $\mathcal{D}^\dagger \frac{1}{\mathcal{D}} \mathcal{D}$. (In the following we call eigenvector of the operator $\mathcal{D}^\dagger \frac{1}{\mathcal{D}} \mathcal{D} "D\text{ eigenvectors}"$. “$\tau$ eigenvector” is used similarly.) By the Eqs.(26), $\mathcal{D}$ eigen vectors are classified as eigen vectors of $\tau$ or $\sigma^\dagger$. The equation $\tau \sigma = 0$ show that the $|v_1\rangle$ ($|v_2\rangle$) is in $\ker \tau$ ($\ker \sigma^\dagger$).

$$
\tau |v_1\rangle = \tau \sigma |u\rangle = 0, \quad \sigma^\dagger |v_2\rangle = \sigma^\dagger \tau^\dagger |u\rangle' = 0.
$$

(37)

If $|u\rangle$ and $|u'\rangle$ are not zero vectors, as a result of the lemma 2.0.1,

$$
\sigma^\dagger |v_1\rangle = \sigma^\dagger \sigma |u\rangle = \Box |u\rangle \neq 0, \quad \tau |v_2\rangle = \tau \tau^\dagger |u\rangle' = \Box |u'\rangle \neq 0.
$$

(38)

If we chose $k$ independent vectors $\sum_{nm} u^i_{nm}|n,m\rangle$ ($i = (1, \cdots, k)$) and orthonormalize them, we get $\mathcal{D}$ $k$-dim eigen vector space that is zero-mode space of $\Psi^\dagger \Psi$. $\sum_{nm} u^i_{nm}|n,m\rangle$ is similar to $\sum_{nm} u^i_{nm}|n,m\rangle$ and we can construct other $k$-dim zero-mode space.

The remnant of this proof is for $|v_0\rangle$. From commutation relations,

$$
\sigma^\dagger |v_0\rangle = 0
$$

(39)

and it shows that $|v_0\rangle$ is belong to the eigen vectors of $\tau$. From the following relation, it is shown that $|v_0\rangle$ is independent from the $|v_2\rangle$,

$$
\langle v_0|v_2\rangle = 0.
$$

(40)

After we orthonormalize them, it is concluded that they are eigen vectors of $\mathcal{D}$ and zero-modes of $\Psi^\dagger \Psi$.

$\square$

We are going to know the zero-mode $|v_0\rangle$ corresponds to the source of the instanton charge and this zero-mode plays a essential role when we introduce cut-off (boundary) for the Fock space. This lemma is not directly used in the instanton charge computation in section 4. But this is important when we understand the origin of the instanton charge by the parallel way of $U(1)$ instanton case.
Figure 1: Region of $\text{Tr}_H$ operation; This represents the region of summation of $\text{Tr}_H$ operation. We set the cut-off of the Fock space in the $n_1$ and $n_2$ direction at $N$ in [17].

Figure 2: Region of the intermediate states; This represents the region of intermediate summation of the Fock space. Intermediate states appear inside of operators $\Psi^\dagger$ and $\Psi$ in the $U(n)$ ($S$ and $S^\dagger$ in the U(1)) case.

3.2 Boundary

In the [16, 17], we introduced the Fock space cut-off $N$. The cut off make the instanton charge be a converge series and be a meaningful in these papers. So we introduce cut-off, again. But some complex rules of cut-off boundary or trace operation occur as a result of the zero-mode $|\nu_0\rangle$. At first, let us study the rules.

As the simplest example, we review the $U(1)$ case in [16, 17]. In these paper, we set the cut-off in the $n_1$ and $n_2$ directions on $N$ ($N \gg k$) (Fig.1), here the “cut-off” means the trace operation cut-off, that is,

$$
\text{Tr}_H |_{[0,N]} O = \sum_{n_1=0}^{N} \sum_{n_2=0}^{N} \langle n_1, n_2 | O | n_1, n_2 \rangle ,
$$

(41)

where $O$ is an arbitrary operator. Note that this cut off is only for the upper bound of summation of the initial state and the final state. To the contrary, upper bound of intermediate summation is frequently over $N$. In the $U(1)$ case (and $J = 0$ case of $U(n)$), we can construct the instanton connection with the shift operator apparently. The shift operator cause the shift of the boundary for the summation over intermediate states (see Fig.2). In [16, 17], $N \times N$ square was chosen for the boundary of initial and final state. The instanton charge do not depend on the shape of the Fock space region. For example, $N_1 \times N_2$ rectangle or triangle that is defined by $n_1 + n_2 = N$ are simple boundary for calculation. In either case, we can get the same result of instanton charge.

To clarify the independence of the result from the shape of the boundary, we do not make concrete shape of boundary, here. Only the characteristic size of domain is
Figure 3: $N_1(m), N_2(l)$: The set of the Fock states is surrounded by the boundary whose length is order $N$. $N_1(N_2)$ depends on $n_1(n_2)$.

introduced by $N$. The region of the initial and final state of Fock space with the boundary is a set of states:

$$|n_1, n_2; n_1 = 0, \cdots, N_1(n_2), n_2 = 0, \cdots, N_2(n_1),$$

where $N_1(n_2)$ ($N_2(n_1)$) is a function of $n_2$ ($n_1$) and we suppose that length of the boundary is order $N \gg k$ i.e. $N_1(n_2) \approx N_2(n_1) \approx N \gg k$ (see Fig.3). Using this cut-off (boundary), we define the instanton charge (integral of the first Pontrjagin class) by

$$Q = \lim_{N \to \infty} Q_N,$$

$$Q_N = \zeta^2 \sum_{n_1=0}^{N_1(n_1)} \sum_{n_2=0}^{N_2(n_1)} \langle n_1, n_2 | (F_{11} F_{22} - F_{12} F_{21}) | n_1, n_2 \rangle.$$  \hspace{1cm} (44)

One problem is left to determine (44), that is to define the region of the Fock space of intermediate state. As \cite{17} case, the region for summation of intermediate state is shifted. This phenomena is caused by the existence of the $\Psi \Psi^\dagger$ zero-mode. Therefore we have to introduce the different region for intermediate state. (The state, which is sandwiched by $\Psi^\dagger$ from left and $\Psi$ from right, is calld “intermediate state”.) For introducing it, the following remark is important.

**Remark 3.0.1 (Dimension of the zero-modes)**
Consider the region of the Fock state as $\{(n_1, n_2) | 0 < n_1 < N_1(n_2), 0 < n_2 < N_2(n_1)\}$. (Under bar of $N_i$ discriminate between boundary of initial states and one of intermediate state.) If the boundary shape is convex, then there is $N$ dimension Fock state vector, where

$$N \equiv \sum_{n_2=0}^{n_2} (N_1(n_2) + 1) = \sum_{n_1=0}^{n_1} (N_2(n_1) + 1).$$

Here $\sum_{n_2} (N_1(n_2) + 1)$ is the area of the region of the Fock state. ($n_1 = 0$ line cause “+1” in $\sum_{n_2} (N_1(n_2) + 1)$.) Taking account of this fact, we can introduce dimension for subset
of Hilbert space (finite domain of the Fock space) by counting each Fock state as an independent vector. Then the dimension of the zero-modes \(|v_1\rangle, |v_2\rangle\) and \(|v_0\rangle\) are \(k \times N, k \times N\) and \(k\).

Note that above boundary is only for one component of \((2k+n)\)-dim vector (remember that \(\Psi^a \in \mathbb{C}^{2k+n} \otimes \mathcal{H}\)). In general, each component of the vector do not have universal boundary. So if the boundary is not universal, some index \(i\) \((i \in \{1, \cdots, 2k+n\})\) have to be introduced to assign to each boundary i.e. \(N \rightarrow N_i\).

From this remark, to make \(\Psi\) be an isomorphism for finite domain Fock space, the dimension of initial state should be the same dimension of intermediate state. (Note that \(\Psi\) is a partial isometry, i.e. \(\Psi \Psi^\dagger \neq 1\) for infinite dimensional Fock space, but it is possible to be regarded as an isomorphism when we consider finite domain.) For some fixed \(l\) and \(p\), \(\Psi_{l,p,n_1,n_2}^a |n_1,n_2\rangle\) is a expanded by \(n \times N\) bases. On the other hand, when left module Fock space is defined by the same domain as the right module, for some fixed \(n\) and \(m\), \(|l,p\rangle \Psi_{l,p,n,m}^a\) is expanded by \(n \times N - k\) bases because there are \(k\) zero-modes \(|v_0\rangle\) that are removed from only intermediate state. Therefore we have to set the cut-off of the intermediate state as

\[
\sum_{i=1}^{2k+n} \sum_{i=0}^{(N^i_2(n_2)+1)} \sum_{i=1}^{2k+n} \sum_{i=0}^{(N^i_2(n_1)+1)} = (2k+n) \times \sum_{i=0}^{N_1^n} + k, \tag{46}
\]

where \(\tilde{N}^i_\alpha\) is boundary of intermediate state for \(i\)-th component of \((2k+n)\)-dim vector. This boundary is naive extension of the \(U(1)\) case (Fig.2).

Generally, it is difficult to give a concrete expression of intermediate boundary from initial state boundary. But intermediate boundary is often more necessary than initial boundary for instanton charge calculation in the next section. Therefore we define the trace operation of finite region not by initial state domain but intermediate domain, in the next section. It is tricky but very convenience definition.

It is worth to mention the essence of the above finite domain of the trace operation. It is to make \(\Psi\) be an isometry for finite domain. So the domain of the intermediate state is changed by the situation. For example, consider two state \(\Psi^\dagger \cdots |\text{inter} \rangle \Psi |\text{initial} \rangle\) and \(\Psi^\dagger \cdots |\text{inter}' \rangle |c_1^\dagger \Psi |\text{initial} \rangle\). Then the domain (set) of the intermediate state \(|\text{inter}' \rangle\) is given by domain of \(|\text{inter} \rangle\) shifted by \(c_1^\dagger\). Therefore region of “intermediate state” is determined case by case.

To support the definition of the boundary and above discussions, following Remark is important.

**Remark 3.0.2 (Asymptotic behavior of the \(|v_0\rangle\))**

If \(N_1 + N_2 \equiv N\) is enough large, using some positive constant \(c\) and \(\epsilon < 1\),

\[ |\langle N_1, N_2 \rangle \otimes 1 |v_0\rangle| < c \epsilon^N. \tag{47} \]
Proof. Some constant $\beta$ exists, which satisfies
\[
\begin{aligned}
\left| \langle N_1, N_2 \rangle \otimes 1 \mid v_0 \rangle \right| &= \left| \left( \langle N_1, N_2 \rangle \langle (\exp \sum \alpha B^\dagger \alpha c^\dagger \alpha |0, 0 \rangle v^i_0 |0, 0 \rangle \rangle \right) \right| \\
&< \left| \left( \begin{array}{c}
\frac{\beta^{N_1+N_2}}{\sqrt{N_1!N_2!}} \\
\frac{\sqrt{N_1^{N_1}}} {\sqrt{N_1!}} \\
\frac{\sqrt{N_2^{N_2}}} {\sqrt{N_2!}} \\
\end{array} \right) \right|. 
\end{aligned}
\]
(48)

When $N_1 + N_2 \equiv N$ is large enough and we assume $N_1 > N_2$. ($N_2 > N_1$ case is proved as same as following way.) Then
\[
\exists N' \mid \beta < N' \frac{4}{N} < N' < \frac{N}{2}.
\]
(49)

Using this $N'$,
\[
\frac{\beta^{N_1+N_2}}{\sqrt{N_1!N_2!}} < \frac{\beta^N}{\sqrt{N_1!}} < \frac{\sqrt{N_1^{N_1}}} {\sqrt{N_1!}} < \frac{\sqrt{N_1^{N_1}}}{\sqrt{N_1!}}
\]
\[
= \frac{\sqrt{N_1^{N_1}}}{\sqrt{N!}} \sqrt{(N' + 1) \cdots N_1} < \frac{\sqrt{N_1^{N_1}}}{\sqrt{N_1!}} \left( \frac{N'}{(N' + 1)} \right)^{N_1-N'} < c' \epsilon^N,
\]
(50)
where $c' = \sqrt{(N_1+1)^{N_1}} / N$ and $\epsilon = (N' / (N' + 1))^{\frac{1}{2}}$. After replacing $2kc'$ by $c$, we get eq.(47).

From this remark, we can ignore the $v_0$ effect near the boundary for large $N$ up to exponential damping factors, in calculations of section 4, and it is possible that boundary for trace operation is introduced with no obstruction caused by the zero mode $v_0$.

3.3 projector near boundary
We will use concrete expression of $\Psi \Psi^\dagger$, in section 4. So, we give it here. From Eqs. (32) and (33), $\Psi \Psi^\dagger$ is written by using $\Box$ and $1/\Box$, where
\[
\Box = \sum_{\alpha=1,2} (B_\alpha B^\dagger \alpha + \zeta \hat{N} - \sqrt{\zeta} \Delta + II^\dagger).
\]
(51)
\hat{N} denotes total number operator $\hat{n}_1 + \hat{n}_2$ and define $\Delta$ by
\[
\Delta = \sum_{\alpha=1,2} c_\alpha B_\alpha + c^\dagger_\alpha B^\dagger \alpha.
\]
(52)
For Fock states with large eigen value of $\hat{N}$, we can get the concrete form of $\square^{-1}$ as

$$\frac{1}{\square} = \frac{1}{\zeta N} + \frac{1}{\zeta^2 N} \triangle \frac{1}{N} + \frac{1}{\zeta^2 N} (-\sum B_n B_n^\dagger - II^\dagger \triangle \frac{1}{N} \triangle \frac{1}{N} + O(N^{-\frac{3}{2}}) \right),$$

where $N$ is eigenvalue of $\hat{N}$. Unless it make misunderstanding, we do not distinguish operators $\hat{n}_1$, $\hat{n}_2$ and $\hat{N}$ from their eigenvalue $n_1$, $n_2$ and $N$ in the following. To express $\Psi\Psi^\dagger$ near the boundary, we use following notation:

$$\Psi\Psi^\dagger \to \begin{pmatrix} \Psi_{11}^\dagger & \Psi_{12}^\dagger & \Psi_{13}^\dagger \\ \Psi_{21}^\dagger & \Psi_{22}^\dagger & \Psi_{23}^\dagger \\ \Psi_{31}^\dagger & \Psi_{32}^\dagger & \Psi_{33}^\dagger \end{pmatrix} + O(N^{-\frac{3}{2}})$$

(54)

$$= \begin{pmatrix} O\left(\frac{1}{N}\right) & O\left(\frac{1}{N}\right) & O\left(\frac{1}{\sqrt{N}}\right) \\ O\left(\frac{1}{N}\right) & O\left(\frac{1}{N}\right) & O\left(\frac{1}{\sqrt{N}}\right) \\ O\left(\frac{1}{\sqrt{N}}\right) & O\left(\frac{1}{\sqrt{N}}\right) & 1_{[n]} \end{pmatrix}. \quad (55)$$

Note that $\Psi_{11}^\dagger$, $\Psi_{12}^\dagger$, $\Psi_{21}^\dagger$, $\Psi_{22}^\dagger$, $\Psi_{31}^\dagger$ and $\Psi_{32}^\dagger$ are $k \times k$ matrices. $\Psi_{31}^\dagger$ and $\Psi_{32}^\dagger$ are $n \times k$. $\Psi_{13}^\dagger$ and $\Psi_{23}^\dagger$ are $k \times n$ matrices. $\Psi_{33}^\dagger$ is a $n \times n$ matrix and $1_{[n]}$ is a $n \times n$ identity.

Using (53) and (32,33), these are written as

$$\Psi_{11}^\dagger = -\frac{1}{N} \left(1 - \frac{1}{\zeta} II^\dagger - \frac{1}{\zeta} [B_2, B_2^\dagger] + \frac{n_1 - n_2}{N}\right)$$

(56)

$$\Psi_{22}^\dagger = -\frac{1}{N} \left(1 - \frac{1}{\zeta} II^\dagger - \frac{1}{\zeta} [B_1, B_1^\dagger] + \frac{n_2 - n_1}{N}\right)$$

(57)

$$\Psi_{33}^\dagger = 1 - \frac{1}{\zeta N} (I^\dagger I + JJ^\dagger)$$

(58)

$$\Psi_{21}^\dagger = (\Psi_{12}^\dagger)^\dagger = -\frac{1}{\zeta N^2} (Ic_1 + Jc_1^\dagger)(-Ic_2^\dagger + Jc_2)$$

(59)

$$\Psi_{31}^\dagger = (\Psi_{13}^\dagger)^\dagger = I^\dagger \frac{1}{\sqrt{\zeta N}} c_1 - J^\dagger \frac{1}{\sqrt{\zeta N}} c_2^\dagger$$

$$-I^\dagger \frac{1}{\zeta N} B_2 + J^\dagger \frac{1}{\zeta N} B_1^\dagger + I^\dagger \frac{1}{\zeta N} \Delta \frac{1}{N} c_2^\dagger - J^\dagger \frac{1}{\zeta N} \Delta \frac{1}{N} c_1$$

(60)

$$\Psi_{32}^\dagger = (\Psi_{23}^\dagger)^\dagger = I^\dagger \frac{1}{\sqrt{\zeta N}} c_1^\dagger + J^\dagger \frac{1}{\sqrt{\zeta N}} c_2$$

$$-I^\dagger \frac{1}{\zeta N} B_1 - J^\dagger \frac{1}{\zeta N} B_2^\dagger + I^\dagger \frac{1}{\zeta N} \Delta \frac{1}{N} c_1^\dagger - J^\dagger \frac{1}{\zeta N} \Delta \frac{1}{N} c_2^\dagger. \quad (61)$$

### 3.4 Rough estimation of instanton charge

We prove that instanton charge is equal to instanton number by direct calculation of integral of the first Pontrjagin class in the next section. In the calculation, we do not use the method that is used in [17]. In [17], the origin of the instanton charge is clear that is
zero-mode $v_0$. On the other hand, the method in the next section is simple but unclear about the relation between the origin of the instanton charge and the zero-mode $v_0$. So, in this subsection, we do rough estimation of the instanton charge by the same method of [17] to complement understanding of the origin.

The aim of this subsection is not to give a strict proof but to understand the origin of the instanton number by the zero-mode $v_0$, therefore the calculation is not strict. In this subsection we ignore some terms appearing in the Pontrjagin class without explanation. For example, we can not use the condition $D\Psi = 0$ on the boundary of the finite Hilbert space in strict computation, because non-zero terms appear in $D\Psi$. But we do not count their contribution in this subsection. As we will see in the next section, their terms do not vanish under large $N$ limit but they cancel out at last.

Using the Eq.(32) and the condition $D\Psi = 0$ with no-limitation (strict speaking, this is not correct as we will see in the next section), instanton charge (22) have following form:

$$Tr_{N}1 - Tr_{N}(\frac{1}{2}[\Psi^{\dagger}c_2^{\dagger}\Psi, \Psi^{\dagger}c_2\Psi] + \frac{1}{2}[\Psi^{\dagger}c_1^{\dagger}\Psi, \Psi^{\dagger}c_1\Psi]).$$  \hspace{1cm} (62)

Here, $Tr_{N}$ denotes trace over some finite domain of Fock space characterized by $N$ and it includes $tr_{U(n)}$ operation. Using the Stokes’ like theorem in [17], trace over the boundary is obtained, then $Tr_{N}[\Psi^{\dagger}c_2^{\dagger}\Psi, \Psi^{\dagger}c_2\Psi]$ become

$$\sum_{i} \Psi_{n_1,m_1,l_1,p_1}^{iai} \sqrt{p_1 + 1}(\Psi_{i_1,p_1+1,l_2,p_2}^{iak} \sqrt{P_2} \Psi_{l_2,p_2-1,n_1,m_1}).$$ \hspace{1cm} (63)

Here $\Psi_{i_1,p_1,n_2,m_2}^{ka} = \langle l_1,p_1|\Psi^{ka}|n_2,m_2 \rangle$. $(n_i, m_i) \in D$(initial state) and $(l_2, P_2)$ is a state on the boundary, (see Fig.1, Fig.2, Fig.3 and section 4). For enough large domain, the leading of the $(\Psi\Psi^{\dagger})_{l,p,l',p'}$ is equal to $1\delta_{l,l'}\delta_{p,p'}$ near the boundary, in other words the gauge connection approaches to the pure gauge. Then Eq.(63) is the same as (19):

$$\sum_{i} \sum_{boundary} (\bar{N}_{2}(n_1) + 1) = Tr_{N}1 + k.$$ \hspace{1cm} (64)

The same value is obtained from $Tr_{N}[\Psi^{\dagger}c_1^{\dagger}\Psi, \Psi^{\dagger}c_1\Psi]$, too. The first term of the right hand side of Eq.(64) and the first term in Eq.(62) cancel out. Note that the first term in Eq.(62) is from the constant curvature in (15). Finally the second term of Eq.(64) is understood as the source of the instanton charge. In other words, the origin of the instanton charge is $k$ in (19). Recall that the reason for the $k$ is the zero-modes $v_0$ whose dimension is $k$. This rough estimation implies that the origin of the instanton number is similar to the U(1) case [10, 11, 17].

4 Explicit Calculation of the Instanton Charge

In this section, we prove the following theorem.
Theorem 4.1 (Instanton number)
Consider $U(n)$ gauge theory on noncommutative $\mathbb{R}^4$ whose commutation relations are given by self-dual relation. (Especially we use Eqs.(1) for simplicity in the below proof.) Then the integral of the first Pontrjagin class is possible to be defined by converge series and it is identified with the dimension $k$ that is called “instanton number” appearing in the ADHM construction in section 2.

4.1 Rules of the calculation
In this subsection, we compile the rules of calculation that will be used in the next subsection. In the previous section, we estimate the leading of the integral of the first Pontrjagin class by using the Stokes’ like theorem. But it is not complete calculation because we have to estimate next leading contribution. There are two types of calculation to get it. First is to use only Stokes’ like theorem as we did in $U(1)$ case [17]. The $U(1)$ case have simple one kind of boundary to define $Q_N$, as a result of $J = 0$. On the other hand, in this $U(n)$ case, the boundary of trace operation is complex, i.e. there is no universal boundary among each component, then we have to treat the summation over the boundary carefully. So using the Stokes’ like theorem is tough and complex in $U(n)$ case. Another way to evaluate the integral of the first Pontrjagin class is to introduce more concrete expression of the boundary and analyze the ADHM constraint on the boundary as we will do in the next subsection. This method have a advantage that the calculation is easier than using only Stokes’ like theorem. On the other hand, we do not use $v_0$ and the Lemma3.0.2 explicitly. So the origin of the instanton number is understood not by $v_0$ but another way, which is going to be found by $tr(I^†I - JJ^†)/\zeta = 2k$, at last. As preparations for this calculation, we introduce concrete boundary and investigate its nature, here.

The aim is to make calculation be simple and easy, so we define the domain of trace operation by using following initial and final state.

$$D \equiv \{|\text{initial}|, n_1, n_2|1_{2k+n}\Psi|\text{initial}\rangle \neq 0 , n_1 + n_2 \leq N\}$$

$$\{|\text{final}|, n_1, n_2|\Psi_{1_{2k+n}}|1_{n_1,n_2}\rangle \neq 0 , n_1 + n_2 \leq N\}.$$  \hspace{1cm} (65)

(66)

Here $1_{2k+n}$ is a $(2k + n) \times (2k + n)$ identity matrix Let $\{|\text{initial}\rangle\}$ be orthonormalized basis in the following. As we saw in previous section, the Fock space dimension of $|\text{initial}\rangle$ and $|\text{final}\rangle$ is $-k + n(N + 1)(N + 2)/2$ for enough large $N$. For convenience, we introduce the domain $\bar{D}$ (Fig.4):

$$\bar{D} \equiv \{|n_1,n_2|n_1 + n_2 \leq N\}.$$  \hspace{1cm} (67)
Figure 4: $\bar{D}: N_1 + N_2 = N$ determined the set of intermediate states $\bar{D}$. It is used for the definition of the trace operation.

With these initial (or final) states, we define trace operation with boundary as

$$Tr_N \Psi^\dagger O \Psi \equiv tr \sum_{\text{all} \langle \text{initial} \rangle} \langle \text{initial} | \Psi^\dagger O \Psi | \text{initial} \rangle$$

where $tr$ denotes trace of any other kind of indices without Fock space, that is the trace of $(2k + n) \times (2k + n)$ dimension matrices or gauge group U(n). Here, it is worth to emphasize the merit of definition (65) and (68). In the computation of the Pontrjagin class, $\mathcal{D} \Psi |\text{initial} \rangle$ or $\langle \text{final} | \Psi^\dagger \mathcal{D}^\dagger$ often appear. If there is no boundary, then the zero mode $\Psi$ satisfies $\mathcal{D} \Psi = 0$ by definition. However, we have boundary and the Fock space is finite, then the condition is not satisfied on the boundary in general. Because the operator $\mathcal{D}$ includes creation and annihilation operators, cancellation of each state is occurred by chain reaction. On the boundary, the chain of cancellation is broken. For example, if we choose (65) as the domain and $N_1 + N_2 = N$ as boundary of intermediate state, following non-vanishing terms remain:

$$\sum_{\text{all} \langle \text{initial} \rangle} \mathcal{D} \Psi |\text{initial} \rangle = \sum_{\text{all} \langle \text{initial} \rangle} \sum_{N_1 + N_2 = N} \mathcal{D}_0 |N_1, N_2\rangle 1_{[2k+n]} \langle N_1, N_2 | \Psi |\text{initial} \rangle$$

$$= \sum_{\text{all} \langle \text{initial} \rangle} \sum_{N_1 + N_2 = N} \left( \begin{array}{ccc} -\sqrt{c_2}^\dagger & -\sqrt{c_1}^\dagger & 0 \\ -B_1^\dagger & B_2^\dagger & J_t \end{array} \right) |N_1, N_2\rangle 1_{[2k+n]} \langle N_1, N_2 | \Psi |\text{initial} \rangle .$$

Here $\mathcal{D}_0$ denotes a operator whose operands are boundary states of intermediate state (in
this case, intermediate state belong to $\bar{D}$) and it is expressed as
\[
\sum_{(n_1,n_2)\in \text{domain}} D|n_1,n_2\rangle [2k+n] \langle n_1,n_2| \Psi = \sum_{(N_1,N_2)\in \text{boundary}} D_b|N_1,N_2\rangle [2k+n] \langle N_1,N_2| \Psi. \tag{70}
\]
Using (69), we can perform the instanton charge calculation concretely and easily. This is the most important merit to introduce the boundary (65).

Note that the $D_b$ do not have universal form for each intermediate boundary state. i.e. $D$ on boundary is not always expressed by Eq.(69). As an example, let us study the case of
\[
\sum_{\text{all}} \langle \text{initial} | D\Psi \Psi^\dagger c\Psi | \text{initial}\rangle. \tag{71}
\]
If there is no boundary, $D\Psi \Psi^\dagger$ is zero by the definition of the zero-mode $\Psi$. But in (71), there is boundary at $\Psi | \text{initial}\rangle$ with the definition (65). Then $\Psi \Psi^\dagger c\Psi | \text{initial}\rangle$ is also expanded by finite number of the basis of the Fock space, and there is intermediate boundary. In this case, intermediate state $|\text{inter}\rangle$ is defined by complete system that can expand the space $\{\Psi \Psi^\dagger c\Psi | \text{initial}\rangle\}$, and its $i$-component $|\text{inter} (i)\rangle$ satisfies
\[
\exists |\text{initial}\rangle : \sum_{j} \langle \text{inter} (i) | (\Psi \Psi^\dagger c\Psi)_{ij} | \text{initial} (j)\rangle \neq 0. \tag{72}
\]
We call set of the finite number of intermediate states $\bar{I}$ i.e. $\bar{I} = \{ |\text{inter}\rangle \}$. Then the boundary $|\text{int.- b}(i)\rangle$ of the intermediate state is defined by
\[
|\text{int.- b}(i)\rangle \equiv b_{n_1,n_2,i} |n_1^{(i)},n_2^{(i)}\rangle \tag{73}
\]
\[
(\exists \langle \text{inter} (i) | : \langle \text{inter} (i) | n_1^{(i)},n_2^{(i)} \rangle \neq 0),
\]
and
\[
\begin{cases}
(\forall \langle \text{inter} (i) | : \langle \text{inter} (i) | n_1^{(i)}+1,n_2^{(i)} \rangle = 0) \\
(\forall \langle \text{inter} (i) | : \langle \text{inter} (i) | n_1^{(i)},n_2^{(i)}+1 \rangle = 0)
\end{cases}.
\]
For any $|\text{initial}\rangle$,
\[
D\Psi \Psi^\dagger c\Psi |\text{initial}\rangle = \sum_{\text{int.- b}} D_b|\text{int.- b}\rangle |\text{int.- b}\rangle \Psi \Psi^\dagger c\Psi |\text{initial}\rangle. \tag{74}
\]
We have to pay attention to the point that this intermediate boundary is not possible to be expressed by the simple one condition like $N_1 + N_2 = N$ in (69), since $\Psi \Psi^\dagger c\Psi$ make the boundary be complex. So we can not express the explicit expression of the $D_b|\text{int.- b}\rangle$. Fortunately, we do not need its explicit expression in the calculation of the instanton charge in the next subsection, since the leading terms contributing to the instanton charge have lower exponent of $N$ than the the case of (69). For the convenience
of the next subsection, we estimate the behavior of \( \mathcal{D} \Psi \Psi^\dagger c_\alpha \Psi \langle \text{initial} \rangle \) near the boundary. As a result of \( \mathcal{D} \Psi = 0 \), the order estimation of \( \Psi \) near the boundary give us

\[
\Psi \sim \left( \begin{array}{c} \frac{1}{\sqrt{N}} \\ \frac{1}{\sqrt{N}} \\ \frac{1}{\sqrt{N}} \end{array} \right) \frac{k}{\|k\|} \langle n \rangle.
\] (75)

Using this and (54), the non-vanishing leading term of \( \mathcal{D} \Psi \Psi^\dagger c_\alpha \Psi \) for a some state \( |N_1, N_2\rangle \) near boundary \( N_1 + N_2 = N \) is

\[
\mathcal{D} \Psi \Psi^\dagger c_\alpha |N_1, N_2\rangle \langle 2k+n | N_1, N_2 \rangle \Psi \langle \text{initial} \rangle \sim \left( \begin{array}{c} \{ B_2(1c_2^\dagger c_1^\dagger c_1^\dagger c_0^\dagger c_0) - J^\dagger c_2^\dagger c_1^\dagger c_1^\dagger c_0^\dagger c_0 \} |N_1, N_2\rangle \\ \{ -B_1^\dagger (1c_2^\dagger c_1^\dagger c_1^\dagger c_0^\dagger c_0) + B_2^\dagger (1c_2^\dagger c_1^\dagger c_1^\dagger c_0^\dagger c_0) \} |N_1, N_2\rangle \end{array} \right).
\] (76)

Leading terms cancel each other, then only next leading terms remain in (76). Therefore we can see this expression is not similar to Eq.(69) at all. The terms like this appear in the integral of the Pontrjagin class in the next subsection, but it is shown by order estimation of \( N \) that such terms do not contribute to the integral.

For later computation, it is useful to emphasize one fact that for arbitrary operand state in \( \mathcal{D} \) we do not have to distinguish the projector \( \Psi \Psi^\dagger \) from \( \sum \Psi |n_1, n_2\rangle \langle n_1, n_2 | \Psi^\dagger \) whose region of the summation is some set of intermediate states like \( \bar{I} \) or \( \bar{D} \). This fact is obtained from the Remark3.0.2 and the definition of the boundary. The Remark3.0.2 shows that the \( \nu_0 \) have almost no element near the boundary for large \( N \), then \( \Psi \) is an isometry from finite domain \( \mathcal{D} \) to \( \bar{D} \), and \(|\langle n, m | \Psi | n', m' \rangle| \) is almost zero if \((n, m) \notin \bar{D} \) and \((n', m') \in \bar{D} \). This is why we do not have to distinguish \( \Psi \Psi^\dagger \) from \( \sum \Psi |n_1, n_2\rangle \langle n_1, n_2 | \Psi^\dagger \).

At the last of this subsection, we emphasize that the result of the calculation is independent from the choice of boundary. We chose artificial boundary in this section to make calculation be simple. But, if we perform the same calculation by commutative fields with using the star product (see for example [4]), it is easy to understand that choosing boundary do not change the result. So far as the instanton charge is well-defined by converge series, the result is identified with the result using the star product calculation. Indeed in the next subsection, essentially we use only the fact that the boundary states have large eigenvalue of total number operator \( N \) and the rank of the boundary states (number of the Fock state that construct the boundary) is \( O(N) \). (But the notation and calculation change into simple one as a result of the definition (12).) So, all we have to do is to make sure that the series is converge and identified with the instaton number that appear in ADHM construction as a dimension of vector space.

### 4.2 Direct calculation of Instanton charge

Let us carry out the calculation of the instanton charge with only primitive methods. Using boundary, \( D^\alpha \) and (21) the instanton charge (the integral of the first Pontrjagin
class) is written as

\[ Q = \lim_{N \to \infty} Q_N \]  \hspace{1cm} (77)

\[ Q_N = -\text{Tr}_N 1 + \frac{\zeta}{2} \text{Tr}_N \{ [D_1, D_1][D_2, D_2] + [D_2, D_2][D_1, D_1] \]  
\[ - [D_1, D_2][D_2, D_1] - [D_2, D_1][D_1, D_2] \} \]
\[ = -\text{Tr}_N 1 + \frac{\zeta}{2} \text{Tr}_N \{ [D_2, D_2 D_1 D_1 - D_1 D_1 D_2] + [D_1, D_1 D_2 D_2 - D_2 D_2 D_1] \}. \]  \hspace{1cm} (78)

The boundary that we use is defined by (69) in the previous subsection.

Let us see the concrete form of these terms. Note that \( \mathcal{D} \Psi \neq 0 \) because our calculation is done with boundary, as we studied in the previous subsection. The surviving terms that contain \( \mathcal{D} \Psi \) proportional terms exist on the boundary. So we can use the Eqs.(69), (76) and so on, for these surviving terms. Using (54), (56-61) and commutation relations, we get following explicit expression.

\[ D_2 D_1 D_1 : \]
\[ = \psi^\dagger c_2 n_1 \psi \]
\[ + \psi^\dagger \mathcal{D}^\dagger c_2 \frac{1}{\mathcal{D} \mathcal{D}^\dagger} n_1 \mathcal{D} \psi \]
\[ + \psi^\dagger \left( -\zeta \begin{pmatrix} 0 & 0 & 0 \\ c_1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \right) \psi + \psi^\dagger \left( 0 \begin{pmatrix} 0 & 0 & 0 \\ c_2 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \right) \psi \]
\[ + \psi^\dagger \tau^\dagger c_2 \frac{1}{\begin{pmatrix} 0 & \sqrt{\zeta} \\ \sqrt{\zeta} & 0 \end{pmatrix}} (0, \sqrt{\zeta} c_1, 0) \psi + \psi^\dagger \sigma c_2 \frac{1}{\begin{pmatrix} 0 & \sqrt{\zeta} \\ \sqrt{\zeta} & 0 \end{pmatrix}} (\sqrt{\zeta} c_1, 0, 0) \psi + \psi^\dagger \left( -\sqrt{\zeta} \right) \frac{1}{\begin{pmatrix} 0 & 0 \\ \sqrt{\zeta} & 0 \end{pmatrix}} \tau \psi \]
\[ + \psi^\dagger \left( 0 \begin{pmatrix} 0 & \sqrt{\zeta} \\ \sqrt{\zeta} & 0 \end{pmatrix} \right) c_2 \frac{1}{\begin{pmatrix} 0 & \sqrt{\zeta} \\ \sqrt{\zeta} & 0 \end{pmatrix}} c_1 \psi \]
\[ - \psi^\dagger \mathcal{D}^\dagger c_2 \frac{1}{\mathcal{D} \mathcal{D}^\dagger} \mathcal{D} \left( \begin{pmatrix} 0 & \sqrt{\zeta} \\ \sqrt{\zeta} & 0 \end{pmatrix} \right) \frac{1}{\begin{pmatrix} 0 & \sqrt{\zeta} \\ \sqrt{\zeta} & 0 \end{pmatrix}} c_1 \psi. \]  \hspace{1cm} (79)
\[ D_1 D_1 D_2: \]
\[
\zeta^2 D_1 D_1 D_2 = \\
- \Psi^\dagger c_1 c_1^\dagger c_2 \Psi \\
+ \Psi^\dagger D_1^\dagger(n_1 + 1) \frac{1}{DD_1^\dagger} c_2 D \Psi \\
+ \Psi^\dagger \left( \begin{array}{ccc} \zeta \circ c_2 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right) \Psi + \Psi^\dagger \left( \begin{array}{ccc} 0 & 0 & 0 \\ \zeta c_1 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right) \Psi \\
+ \Psi^\dagger \tau^\dagger(n_1 + 1) \frac{1}{\sqrt{\zeta}} (\sqrt{\zeta}, 0, 0) \Psi + \Psi^\dagger \left( \begin{array}{c} 0 \\ \sqrt{\zeta} c_1 \\ 0 \end{array} \right) \frac{1}{\sqrt{\zeta}} c_2 \tau \Psi \\
+ \Psi^\dagger \left( \begin{array}{c} \sqrt{\zeta} c_1^\dagger \\ 0 \\ 0 \end{array} \right) \frac{1}{\sqrt{\zeta}} c_2 \sigma^\dagger \Psi + \Psi^\dagger \sigma c_1 \frac{1}{\sqrt{\zeta}} c_2 \bar{\sigma} \Psi \\
- \Psi^\dagger \sigma c_1 \frac{1}{\sqrt{\zeta}} c_2 \bar{\sigma} \Psi. \tag{80} \]

Note that the matrices sandwiched between \( \Psi^\dagger \) and \( \Psi \) are \((k+k+n) \times (k+k+n)\) matrices. Here we ignore low order terms of \( N \) that do not contribute to the instanton charge. For example,

\[
\Psi^\dagger D_2^\dagger (D^\dagger)^{-1} D \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & \zeta & 0 \\ 0 & 0 & 0 \end{array} \right) \Psi = \Psi^\dagger \left( \begin{array}{ccc} 0 & o(\frac{N}{N}) & 0 \\ 0 & O(\frac{N}{N}) & 0 \\ 0 & o(\frac{N}{N}) & 0 \end{array} \right) \Psi \bigg|_{\text{boundary}} \tag{81} \]

is removed from (79). Because its contribution to the instanton charge is

\[
\lim_{N \to \infty} Tr_N \left[ \Psi^\dagger c_2 \Psi , \Psi^\dagger \left( \begin{array}{ccc} 0 & o(\frac{N}{N}) & 0 \\ 0 & O(\frac{N}{N}) & 0 \\ 0 & o(\frac{N}{N}) & 0 \end{array} \right) \Psi \right] \sim \lim_{N \to \infty} \sum_{\text{boundary}} O \left( \frac{1}{N^{\frac{3}{2}}} \right) \\
\sim \lim_{N \to \infty} N \ O \left( N^{-\frac{3}{2}} \right) = 0, \tag{82} \]

where \( \sum_{\text{boundary}} \) denotes the trace over the boundary constructed out of \( N \) Fock states. Explicit expression (50-51) is used here.

Using (79) and (80),

\[
Q_N = -Tr_N 1 + \frac{\zeta^2}{2} \left\{ Tr_N [\Psi^\dagger c_2 \Psi , D_2 D_1 D_1 - D_1 D_1 D_2] + 1 \iff 2 \right\} \\
= -Tr_N 1 + \frac{1}{2} \left\{ Tr_N (A_1 + A_2 + A_3 + A_4) + 1 \iff 2 \right\}, \tag{83} \]
where $(1 \iff 2)$ is defined by $f(z_1, z_2) - (1 \iff 2) \equiv f(z_1, z_2) - f(z_2, z_1)$, and $A_1, A_2, A_3$ and $A_4$ are defined by

$$A_1 = [\Psi^\dagger c_2^\dagger \Psi, -\Psi^\dagger c_2 n_1 \Psi + \Psi^\dagger c_1 c_2^\dagger c_2 \Psi] = [\Psi^\dagger c_2^\dagger \Psi, \Psi^\dagger c_2 \Psi]$$

$$A_2 = \left[ \Psi^\dagger c_2^\dagger \Psi, \Psi^\dagger \left( \begin{array}{ccc} 0 & 0 & 0 \\ -\zeta_1 c_1 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right) \Psi + \Psi^\dagger \left( \begin{array}{ccc} 0 & 0 & 0 \\ 0 & \zeta c_2 & 0 \\ 0 & 0 & 0 \end{array} \right) \Psi \right]$$

$$= \left[ \Psi^\dagger c_2^\dagger \Psi, \Psi^\dagger \left( \begin{array}{ccc} -\zeta_1 c_2 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right) \Psi \right]$$

$$A_3 = \left[ \Psi^\dagger c_2^\dagger \Psi, \Psi^\dagger D c_2 \frac{1}{DD^\dagger} n_1 D \Psi - \Psi^\dagger D c_2 \frac{1}{DD^\dagger} D \left( \begin{array}{cc} 0 & 1 \\ 0 & 1 \end{array} \right) c_1 \tau \Psi \right]$$

$$- \left[ \Psi^\dagger c_2^\dagger \Psi, \Psi^\dagger D(n_1 + 1) \frac{1}{DD^\dagger} D c_2 D \Psi - \Psi^\dagger \sigma c_1 \frac{1}{DD^\dagger} (\sqrt{\zeta}, 0, 0) D \frac{1}{DD^\dagger} c_2 D \Psi \right]$$

$$A_4 = \left[ \Psi^\dagger c_2^\dagger \Psi, \Psi^\dagger \tau c_2 \frac{1}{DD^\dagger} (0, \sqrt{\zeta^\dagger c_1}, 0) \Psi + \Psi^\dagger \sigma c_2 \frac{1}{DD^\dagger} (\sqrt{\zeta c_1}, 0, 0) \Psi \right.$$ 

$$+ \Psi^\dagger \left( \begin{array}{c} 0 \\ -\sqrt{\zeta} \\ 0 \end{array} \right) \frac{1}{DD^\dagger} n_1 \sigma^\dagger \Psi + \Psi^\dagger \left( \begin{array}{c} 0 \\ \sqrt{\zeta} \\ 0 \end{array} \right) \frac{1}{DD^\dagger} c_1 \tau \Psi \right]$$

$$- \left[ \Psi^\dagger c_2^\dagger \Psi, \Psi^\dagger \tau(n_1 + 1) \frac{1}{DD^\dagger} (\sqrt{\zeta}, 0, 0) \Psi + \Psi^\dagger \left( \begin{array}{c} 0 \\ \sqrt{\zeta^\dagger c_1} \\ 0 \end{array} \right) \frac{1}{DD^\dagger} c_2 \tau \Psi \right.$$ 

$$+ \Psi^\dagger \left( \begin{array}{c} \sqrt{\zeta^\dagger c_1} \\ 0 \\ 0 \end{array} \right) \frac{1}{DD^\dagger} c_2 \sigma^\dagger \Psi + \Psi^\dagger \sigma c_1 \frac{1}{DD^\dagger} (\sqrt{\zeta c_2}, 0, 0) \right]$$.

$A_3$ has intermediate boundary whose states are operated by $D$ or $\tau$ or $\sigma$, like (71). From (76), the trace of $A_3$ is estimated as

$$\lim_{N \to \infty} Tr_N A_3 \leq C \lim_{N \to \infty} N \frac{1}{N^{\frac{3}{2}}} = 0,$$

where $C$ is some constant.

From (78), the trace of $A_3$ is estimated as

$$\lim_{N \to \infty} Tr_N A_3 \leq C \lim_{N \to \infty} N \frac{1}{N^{\frac{3}{2}}} = 0,$$
\[ T_{RN} \left[ \Psi \dagger \mathcal{D} \dagger \ldots \Psi \right] = tr \sum_{\text{all } |\text{initial}\rangle} \left\{ \langle \text{initial} | \Psi \dagger \mathcal{C}_2 \Psi \dagger \mathcal{D} \dagger \ldots \Psi |\text{initial}\rangle - \langle \text{initial} | \Psi \dagger \sum_{N_1+N_2=N} |N_1, N_2\rangle \langle N_1, N_2| \mathcal{D} \dagger \ldots \Psi \Psi \dagger \mathcal{C}_2 \Psi |\text{initial}\rangle \right\} \]

Therefore trace of \( A_4 \) is

\[ T_{RN} A_4 = O\left( N^{-\frac{1}{2}} \right) + \]

Near the boundary \( (N_1 + N_2 = N) \) we can use concrete form of \( \Psi \Psi \dagger \) (54), then it is shown that the last two terms vanish. After all,

\[ \lim_{N \to \infty} T_{RN} A_4 = \lim_{N \to \infty} O\left( N^{-\frac{1}{2}} \right) = 0. \]
Figure 5: \( c_2^\dagger \bar{D} : c_2^\dagger \bar{D} \) is defined by \( \bar{D} \) shifted by \( c_2^\dagger \). Trace over its boundary contribute to the instanton charge.

relation with \( D_2 \) is given as follows,

\[
\text{Tr}_N[\Psi^\dagger c_2^\dagger \Psi, \Psi^\dagger O \Psi] = \sum_{n_1, m_1 \in D} \sum_{l_1, p_1 \in D} \sum_{n_2, m_2 \in I} \sum_{l_2, p_2 \in I} \Psi^\dagger_{n_1, m_1, l_1, p_1} \sqrt{p_1} \Psi_{l_1, p_1-1, n_2, m_2} \Psi^\dagger_{n_2, m_2, l_2, p_2} O_{l_2, p_2, l_3, p_3} \Psi_{l_3, p_3, n_1, m_1}
\]

\[
- \sum_{n_1, m_1 \in D} \sum_{l_1, p_1 \in D} \sum_{n_2, m_2 \in I} \sum_{l_2, p_2 \in I} \Psi^\dagger_{n_1, m_1, l_1, p_1} O_{l_1, p_1, l_2, p_2} \Psi_{l_2, p_2, n_2, m_2} \Psi^\dagger_{n_2, m_2, l_3, p_3} \sqrt{p_3} \Psi_{l_3, p_3-1, n_1, m_1}
\]

\[
= \sum_{l_1, p_1 \in D} \sum_{l_2, p_2 \in D} (\Psi \Psi^\dagger)_{l_1, p_1, l_2, p_2} \sqrt{p_1} (\Psi \Psi^\dagger)_{l_1-1, l_2, p_2} O_{l_2, p_2, l_3, p_3}
\]

\[
- \sum_{l_2, p_2 \in I} \sum_{l_3, p_3 \in I} (\Psi \Psi^\dagger)_{l_2, p_2, l_3, p_3} \sqrt{p_3} (\Psi \Psi^\dagger)_{l_3-1, l_1, p_1} O_{l_1, p_1, l_2, p_2}, \quad (93)
\]

where \( c_2^\dagger \bar{D} (c_2^\dagger \bar{I}) \) is domain defined by \( \bar{D} (\bar{I}) \) shifted by \( c_2^\dagger \) (see Fig.5). Here we omit the indices of \( 2k + n \) dimension vector for simplicity. The domain of the trace operation \( \bar{D} \) is universal among each component of \( 2k + n \) dimension vector by the definition of the boundary in the previous subsection (65) and (68). On the other hand, for intermediate state there is no universal domain, i.e. the integral domain of intermediate states is determined case by case. So the \( I \) and \( \bar{I} \) are only symbolical character that means domain of the intermediate states.

Only the terms that are on the boundary shifted by \( c_2^\dagger \) are remained because they have no partner to cancel out.
Then the remaining terms are written as
\[
- \sum_{l_2, l_2 \in D} \sum_{l_1, l_1 \in D} \sqrt{N_1 + 1} (\Psi^\dagger)_{N_1, N_2, l_2, p_2} O_{l_2, p_2} (\Psi^\dagger)_{l_3, p_3 - 1, N_1, N_2 + 1} 
\]
\[
- \sum_{l_1, p_1 \in D} \sum_{l_3, p_3 \in c_2^\dagger D} \sqrt{N_1 + 1} (\Psi^\dagger)_{N_1, N_2 + 1, l_3, p_3} (\Psi^\dagger)_{l_3, p_3 - 1, N_1, N_2 + 1}.
\]  
(94)

(95)

Using this result, let us investigate \( A_2 \) terms here. To adapt (94) and (95) for \( A_2 \), \( O \) should be replaced by
\[
\begin{pmatrix}
-\zeta_2^\dagger c_2 & 0 & 0 \\
-\zeta_1^\dagger \zeta_1 c_2 & \zeta_1 \zeta_2 c_1 & 0 \\
0 & 0 & 0 
\end{pmatrix}.
\]
(96)

It is better for simplicity, that (94) and (95) are evaluated separately. As a result of the definition of the boundary, only non-vanishing term in (94) is given as
\[
- Tr_{\text{boundary}} \left\{ c_2^\dagger \begin{pmatrix}
\cdots & \cdots & \vdots \\
I^\dagger & \frac{1}{\sqrt{\zeta_1 N}} c_2^\dagger & I^\dagger & \frac{1}{\sqrt{\zeta_1 N}} c_1^\dagger & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\end{pmatrix} \right\} 
\times \left\{ \begin{pmatrix}
\cdots & \cdots & \cdots \\
\zeta_2 & \zeta_1 c_2 & \zeta_1 c_1 & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
\end{pmatrix} \right\} 
\]
\[
= \frac{1}{\zeta} tr_{\text{boundary}} \sum_{N_1 + N_2 = N} I^\dagger \frac{N_2}{\sqrt{N}} I
\]
(97)

Here \( Tr_{\text{boundary}} \) denotes a summation over the boundary of \( c_2^\dagger \bar{D} \) and we ignore some components that do not contribute to the integral in the large \( N \) limit. \( tr \) represent trace operation for the all indices without Fock space indices i.e. \( tr_U(N) \).

Let us evaluate (94) in \( A_2 \). As a result of the boundary definition, we can conclude that \( \langle l_3, p_3 - 1 | c_2^\dagger | N_1, N_2 \rangle = 0 \) if \( (l_3, p_3 - 1) \in \bar{D} \). Then (94) whose \( O \) is replaced by (96) is
\[
- tr \sum_{N_1 + N_2 = N} \left\{ \langle N_1, N_2 | c_2^\dagger \sqrt{N_2} \begin{pmatrix}
\cdots & \cdots & \vdots \\
I^\dagger & \frac{1}{\sqrt{\zeta_1 N}} c_2^\dagger & I^\dagger & \frac{1}{\sqrt{\zeta_1 N}} c_1^\dagger & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\end{pmatrix} \right\} 
\times \left\{ \begin{pmatrix}
\cdots & \cdots & \cdots \\
\zeta_2 & \zeta_1 c_2 & \zeta_1 c_1 & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
\end{pmatrix} \right\} 
\]
\[
= - \frac{1}{\zeta} tr_{\text{boundary}} \left( J^\dagger \frac{N_2^2 + N_1 N_2}{N^3} J^\dagger \right),
\]
(98)
where we use \( tr(IJ) = -tr([B_1, B_2]) = 0 \). From (97) and (98),

\[
Tr_N(A_2 + (1 \leftrightarrow 2)) = Tr_{\text{boundary}} \frac{1}{\zeta N} (I^\dagger I - JJ^\dagger) = \frac{1}{\zeta} tr(I^\dagger I - JJ^\dagger) = 2k. \tag{99}
\]

Here we use trace of the real ADHM equation (23).

Final work we have to do is to evaluate \( A_1 \). Using (32) and commutation relations

\[
A_1 = -\zeta [D_2 , D_2] \tag{100}
\]

\[
= -1 \tag{101}
\]

\[
-\Psi^\dagger D^\dagger c_2^\dagger \frac{1}{DD^\dagger} c_2 D \Psi + \Psi^\dagger D^\dagger c_2 \frac{1}{DD^\dagger} c_2^\dagger D \Psi \tag{102}
\]

\[
-\Psi^\dagger c_2^\dagger \frac{1}{\Box}(\sqrt{\zeta}, 0, 0) \Psi - \Psi^\dagger \begin{pmatrix} \sqrt{\zeta} \\ 0 \\ 0 \end{pmatrix} \frac{1}{\Box} c_2 \Psi \tag{103}
\]

\[
+ \Psi^\dagger c_2^\dagger \frac{1}{\Box}(0, -\sqrt{\zeta}, 0) \Psi + \Psi^\dagger \begin{pmatrix} 0 \\ 0 \\ \sqrt{\zeta} \end{pmatrix} \frac{1}{\Box} c_2^\dagger \Psi \tag{104}
\]

\[
- \Psi^\dagger \begin{pmatrix} \sqrt{\zeta} \\ 0 \\ 0 \end{pmatrix} \frac{1}{\Box}(\sqrt{\zeta}, 0, 0) \Psi + \Psi^\dagger \begin{pmatrix} 0 \\ 0 \\ \sqrt{\zeta} \end{pmatrix} \frac{1}{\Box}(0, \sqrt{\zeta}, 0) \Psi \tag{105}
\]

Trace of (102) is represented as follows:

\[
Tr_N \left\{ -\Psi^\dagger D^\dagger c_2^\dagger \frac{1}{DD^\dagger} c_2 D \Psi + \Psi^\dagger D^\dagger c_2 \frac{1}{DD^\dagger} c_2^\dagger D \Psi \right\} \tag{106}
\]

\[
= Tr_N \left\{ \Psi \begin{pmatrix} -\sqrt{\zeta} c_2 \\ -\sqrt{\zeta} c_1 \\ 0 \end{pmatrix} - B_1 \begin{pmatrix} c_2 \frac{1}{\Box} c_2^\dagger - c_2^\dagger \frac{1}{\Box} c_2 \\ 0 \end{pmatrix} \begin{pmatrix} -\sqrt{\zeta} c_2^\dagger \\ -\sqrt{\zeta} c_1^\dagger \\ 0 \end{pmatrix} \begin{pmatrix} 0 \\ 0 \\ \frac{1}{\Box} c_2 \end{pmatrix} \right\} \Psi \tag{106}
\]

After straightforward calculation with using concrete form of \( 1/\Box \) of [33], (106) become

\[
Tr_{\text{boundary}} \left\{ \left( -1 + \frac{2N_1^2 + 2N_1 N_2}{N^2} \right) \left( \frac{1}{N} - \frac{1}{\zeta} II^\dagger \right) \right. \\
\left. + \frac{(N_1 - N_2)^2}{N^3} + \frac{-2N_2(N_2 - N_1)^2}{N^4} \right. \\
\left. + \frac{2N_1 N_2}{\zeta N^2} \left( \frac{1}{N} - \frac{2N_2}{N^2} \right) (II^\dagger - JJ^\dagger) \right. \\
\left. + \frac{1}{\zeta} J^\dagger \left( \frac{1}{N} - \frac{2N_2}{N^2} \right) J + O(N^{-\frac{3}{2}}) \right\}. \tag{107}
\]
This is non-vanishing term in the large $N$ limit, but, when we add $(1 \iff 2)$ to (107),
\[
\lim_{N \to \infty} \{(107) + (1 \iff 2)\} = 0. \tag{108}
\]
After similar calculation, (103) and its $(1 \iff 2)$ are obtained:
\[
2Tr_{\text{boundary}} \left\{ \frac{1}{N} \zeta I I^\dagger - 1 \right\} + \frac{(N_1 - N_2)^2}{N^3} + \frac{2N_1 N_2}{\zeta N^3} (II^\dagger - J^\dagger J) \right\}. \tag{109}
\]
(104) and its $(1 \iff 2)$ are
\[
-\frac{2}{\zeta} Tr_{\text{boundary}} \left\{ J^\dagger \frac{1}{N} J \right\}. \tag{110}
\]
The other terms of $A_1$ are (107) and (103), and we can show that they vanish by using the similar transformation from ADHM equations and ADHM data to Instanton(ASD) equation:
\[
\left\{ -1 - \Psi^\dagger \begin{pmatrix} \sqrt{\zeta} \\ 0 \\ 0 \end{pmatrix} \frac{1}{\sqrt{\zeta}} (\sqrt{\zeta}, 0, 0) \Psi + \Psi^\dagger \begin{pmatrix} 0 \\ \sqrt{\zeta} \\ 0 \end{pmatrix} \frac{1}{\sqrt{\zeta}} (0, \sqrt{\zeta}, 0) \Psi \right\} + (1 \iff 2)
\]
\[
= -\zeta ([D_2, D_2] + [D_1, D_1]) = -2 \tag{111}
\]
From the equations (108), (109), (110) and (111), the contribution from $A_1 + (1 \iff 2)$ is given as
\[
Tr_N (A_1 + (1 \iff 2)) = -Tr_{\text{boundary}} \frac{4}{N} [1_k] + 2Tr_N 1
\]
\[
= -4k + 2Tr_N 1, \tag{112}
\]
where we use the relation $tr(I^\dagger I - JJ^\dagger) = 2\zeta tr 1_{[k]}$, again.

After all, from (112), (11), (88) and (82),
\[
Q_N = -k + O(N^{-\frac{1}{2}}). \quad Q = \lim_{N \to \infty} Q_N = -k \tag{113}
\]
The proof is completed.

5 Summary and Discussion

We have studied the instanton number of $U(n)$ gauge theory on the noncommutative $\mathbb{R}^4$ in this article. From our observation of the $\Psi \Psi^\dagger$, it was discovered that there are zero-mode $v_0$ whose dimension of the Fock space is $k$-dim (see the Lemma 3.0.2). The origin of the instanton number was understood by the zero-mode $v_0$. Further, its asymptotic
behavior was investigated and we found that it damp faster than exponential damp. So we could introduce the boundary for the integral (trace) without no difficulty from the zero-mode. Using the boundary, we showed that we can define the integral of the first Pontrjagin class as a converge series. After direct calculation, we proved the Theorem 4.1. In this proof, we do not use the Lemma 3.0.2. The calculations of section 4 show that we can understand the origin of the instanton number by \( tr(I^I - JJ^I)/\zeta = 2k \), instead of \( \nu_0 \). Although this is unique character of ADHM construction on noncommutative space, this theorem implies that the instanton number is defined as same as commutative case. Especially, the fact that instanton charge is given by some integer is sign of topological nature. Our calculation is done for only noncommutative \( \mathbb{R}^4 \), so we cannot conclude that the instanton number or some other characteristic class is topological invariant. But, it is natural to expect that noncommutative manifold inherit topological invariant from commutative manifold. (There is similar circumstantial evidence about topological field theory case \([31, 31]\). From these article, partition function of the cohomological field theory on noncommutative \( \mathbb{R}^n \) is independent from noncommutative parameter.)

Here we review the proof of Theorem 4.1 from the view point of the space-time noncommutativity. The proof was done with the concrete form of \( 1/\Box \) given by \( (53) \). Pay attention for the noncommutative parameter \( \zeta \) in \( (53) \). We have considered only the case whose noncommutativity is given by \( \theta_{12} = \theta_{34} = -\zeta \), that is called “self-dual”. In the Eq.\((53)\), \( 1/\Box \) is expanded by \( (\zeta N)^{-1} \). If we consider \( \theta_{12} \neq \theta_{34} \) case, \( 1/\Box \) should be expanded by \( (\theta_{12}n_1 + \theta_{34}n_2)^{-1} \) and there is no problem so far as the condition \( \theta_{12}\theta_{34} > 0 \). In the proof of section 4, there are no obstruction for changing the noncommutativity to \( \theta_{12} \neq \theta_{34} \) under the condition \( \theta_{12}\theta_{34} > 0 \). So the theorem is rewrite as following.

**Theorem 5.1 (Instanton number)**

Suppose \( U(n) \) gauge theory on noncommutative \( \mathbb{R}^4 \) whose noncommutative parameters \((2)\) obey the condition \( \theta_{12}\theta_{34} > 0 \). Then the integral of the first Pontrjagin class is possible to be defined by converge series and it is identified with the dimension \( k \) of the vector space in the ADHM construction and that is called “instanton number”.

On the other hand when the noncommutativity is given by \( \theta_{12}\theta_{34} < 0 \), that is called anti-self-dual, \( 1/\Box \) expansion by \( (\theta_{12}n_1 + \theta_{34}n_2)^{-1} \) is not effective \(1\). (Such cases have some special nature of the noncommutative instanton. For example, though this case contain the non-stable instanton moduli space, instanton solution exist as non-singular function. Such phenomena is studied in \([12, 15]\).) Because \( (\theta_{12}n_1 + \theta_{34}n_2) \) is not only always non-large but also sometime almost zero near the boundary, even if we put arbitral large \( N \)

\(^1\) After this preprint(ver.2) appeared, Tian, Zhu and Song propose \([33]\). In the \([33]\), they calculate instanton charge including \( \theta_{12}\theta_{34} < 0 \) case. They use Corrigan’s identity in the calculation that is well known way in commutative case. When we use Corrigan’s identity in noncommutative theory, we have to pay attention for total divergent terms. Because cyclic symmetry of the trace operation is used in the proof of Corrigan’s identity of commutative theory. In general, when we use the cyclic symmetry in noncommutative theory, total divergent terms appear. For avoiding evaluating the total divergent terms, primitive (but complex) calculation is done in this paper. Then the role of noncommutativity in the instanton charge is clarified.
boundary. Therefore our proof in this article do not work in this case. To define the instanton charge as a converge series and to prove the theorem for this case, we have to change the choice of domain of trace operation and to change the way of taking a limit. We do not do it in this article.

It has been clarified that the instanton number of noncommutative $\mathbb{R}^4$ has the algebraic origin, but its analyze is not enough. Because, in our case, instantons do not smooth connect to the commutative instantons in the commutative limit, $\zeta \to 0$. But the result about instanton number is not changed. We have to understand the reason why the instanton number is the same value as instanton number of commutative ADHM construction by more geometrical picture. But there is no good idea for it until now. Further if such characteristic class has topological nature, it is expected that there is some kind of relations with the K-theory, but it is unclear, too. These analysis are left for future works.
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