Neural integration and segregation revealed by a joint time-vertex connectome spectral analysis
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Abstract
Brain oscillations are produced by the coordinated activity of large groups of neurons and different rhythms are thought to reflect different modes of information processing. These modes, in turn, are known to occur at different spatial scales. Nevertheless, how these rhythms support different modes of information processing at the brain scale is not yet fully understood. Here we present "Joint Time-Vertex Connectome Spectral Analysis", a framework for characterizing the spectral content of brain activity both in time (temporal frequencies) and in space (spatial connectome harmonics). This method allows us to estimate the contribution of integration (global communication) and segregation (functional specialization) mechanisms at different temporal frequency bands in source-reconstructed M/EEG signals, thus providing a better understanding of the complex interplay between different information processing modes. We validated our method on two different datasets, an auditory steady-state response (ASSR) and a visual grating task. Our results suggest that different information processing mechanisms are carried out at different frequency channels: while integration seems to be a specific mechanism occurring at low temporal frequencies (alpha and theta), segregation is only observed at higher temporal frequencies (high and low gamma). Crucially, the estimated contribution of the integration and segregation mechanisms predicts performance in a behavioral task, demonstrating the neurophysiological relevance of this new framework.
Introduction

Brain oscillations are produced by the coordinated activity of large groups of neurons and are interpreted as intermittent changes in neuronal excitability (1). Human brain oscillations can be measured at the scalp by electroencephalography (EEG). Traditional approaches to EEG analysis involve the decomposition of the EEG signal into functionally distinct frequency bands, each of which has different temporal and topographical characteristics. In adults, typical frequency bands and their approximate spectral boundaries are delta (1–3 Hz), theta (4–7 Hz), alpha (8–12 Hz), beta (13–30 Hz), and gamma (30–100 Hz) (1,2).

Distinct brain rhythms are thought to support different modes of information processing. Theta oscillations have been proposed to subserve the attentional sampling of the incoming sensory stimuli (3). Alpha and beta oscillations are thought to mediate top-down attentional mechanisms (3), while gamma-band oscillations are thought to reflect the propagation of incoming stimuli in the respective primary sensory cortex (3). In addition, neurophysiological studies revealed the specificity of cortical layers in the visual system. Theta and gamma rhythms originate from the supragranular layers and serve as feedforward signaling, while feedback influences are carried by alpha and beta band oscillations which arise from infragranular layers (4,5).

For these reasons, brain oscillations have emerged as an important feature of large-scale networks, with the potential to link specific patterns of neural activity to behavior (1). Recently, it has been shown that the oscillatory activity in distinct frequency bands is differentially constrained by the anatomical architecture of the white matter, i.e., the connectome in primates (6). However, how distinct brain rhythms support different modes of information processing at the whole-brain level in humans remains unknown.

At the whole-brain level, integration and segregation have been described as the two basic mechanisms of information processing (7). The healthy human brain segregates and integrates information from sensory inputs, proprioception and memories (8). Integration is a global communication mechanism, combining information from different sources to predict the future and adapt behavior accordingly. Segregation is a functional specialization mechanism, in which information is relayed to localized specialized brain regions. One possible way to study the mechanisms underlying segregation and integration is to use neuroimaging methods to map the structure and function of the whole-brain (9), i.e., the spatial and temporal aspects of brain computations.

According to communication through coherence (CCT) account (3,10), the transmission of information between distant neuronal populations is mediated by different oscillatory frequencies. High-frequency oscillations modulate short-range local influences, while long-distance interactions are driven by slower rhythms (11). This property falls within the scope of the standing wave model, which explains the generation of wave patterns in dynamical systems (12). According to this model, wave patterns arise from a direct association between the spatial structure and its temporal frequency of oscillation. A priori, all physical objects have a set of preferred frequencies (natural frequencies) at which the system tends to oscillate. Intuitively, one can refer to the oscillations of a violin string, where the typical (resonant) frequencies of oscillations are determined by the length of the string; the longer the string, the lower the fundamental frequency. Similarly, intracortical ECoG studies have shown that, for distant electrodes in the brain, the correlation between the oscillatory activity is higher for low-frequency oscillations than for high-frequency oscillations (13–15), and vice-versa. This suggests that, whereas low-frequency oscillations are better suited to modulate the amplitude of neural activity over distant brain regions in longer temporal windows, high-frequency oscillations modulate activity over neighboring brain regions in shorter temporal windows (16).
Novel tools derived from the field of graph signal processing (12) allow us to estimate the natural normal modes (spatial frequencies) of the connectome, the so-called connectome harmonics (Fig. 1c). Connectome harmonics are expected to be the preferred frequencies at which the system tends to enter resonance (17), and have been proposed to capture the two main modes of neural information processing, namely segregation and integration (18–20). Low-frequency connectome harmonics correspond to patterns of activity associated with long-range functional connectivity, with a smooth change in value over distant nodes (17). In contrast, high-frequency connectome harmonics correspond to short-range connectivity patterns, i.e., only brain regions that are directly (and strongly) connected show similar values (Fig. 1d). Consequently, it has been suggested that low-frequency harmonics reflect integration mechanisms, whereas high-frequency harmonics capture segregation mechanisms (18–20) (Fig. 1d).

When first discovered, connectome harmonics were shown to form the building blocks of well-known functional brain networks associated with both resting-state activity and different cognitive tasks (17). Recent work suggests that connectome harmonics can predict the specific temporal frequency range of a connectivity network in both functional MRI (21) and MEG (22) recordings, indicating that the temporal synchronization between neural populations within specific connectome harmonics results in frequency-specific functional connectivity patterns. This link would imply that, at the whole brain-level, different temporal frequencies support information processing at different spatial scales.

The aim of the present study is to investigate whether connectome harmonics can identify segregation or integration regimes at specific temporal frequencies during sensory perception. To test the validity of this non-invasive approach, we investigated well-known experimental paradigms, in which the neurophysiological processing of information in different frequency-bands has been studied invasively in animal models (4). To this end, we applied connectome harmonics analysis to EEG recordings during an auditory steady-state response (ASSR), which elicits evoked oscillatory activity time-locked to the stimulus onset (23,24), and a visual grating task known to elicit an induced oscillatory response in several frequency bands (25) (Fig. 1a).

Based on the same underlying physical principles underlying the oscillating string, i.e., the wave equation – which states that the frequency of resonance is inversely proportional to the length of the string—, we hypothesized that high-frequency oscillations should be associated with segregation mechanisms (i.e., short-range functional connectivity), whereas lower frequency oscillations should be associated with (long-range) integration. To validate this hypothesis, and its neurophysiological relevance, we further investigated the correlation of estimated neural integration and segregation in the temporal frequency domain participants’ behavioral performance during the visual task.
Figure 1. Methodological pipeline. a) Description of the EEG tasks. Left: diagram of the visual inward moving grating task. Participants are asked to report the change in speed of inward motion of the grating by button press. Right: 40 Hz Auditory steady state response (ASSR) paradigm composed by 100 ripple tones and 10 intermixed flat tones, each lasting 2 seconds. Participants were asked to recognize flat tones only responding by button press. b) Electrical source imaging. Scalp patterns before, and after the sensory stimuli are presented (at 0 ms) and their source reconstruction at three time-points. c) Connectome spectral analysis: gray matter areas defined by an anatomical parcellation define the nodes of the brain graph, and the estimated white matter tracts from diffusion MRI define the connectivity strength of the edges of the graph. From the constructed graph, we perform the graph Laplacian eigendecomposition and obtain a graph spectrum, consisting of a set of eigenvalues and a set of eigenvectors, the former ones termed graph spectrum, and the later termed graph or connectome harmonics. The source reconstructed time-series signal represented in each brain area (top plot) or in each connectome harmonic (bottom plot). d) Broadcasting direction: High-(low-)frequency connectome harmonics capture the patterns of segregation (integration) mechanisms. The difference between the power in each of these types of mechanisms defines the broadcasting direction.

Material and Methods

Recruitment and Assessment of Participants

The participants included in this study were the control subjects form a larger study from the 22q11DS Swiss Cohort (26–28). For this study subjects had to be aged between 17 and 30 years, and should not have had any past or present neurological or psychiatric disease, use of psychotropic medications, psychopathology, learning difficulties, or premature birth. Further exclusion criteria specific to the task were the presence of auditory impairments documented by audiometry screening for the auditory task and a medical history of epilepsy or epileptic seizures for the visual task.
Written informed consent was obtained from participants and/or their parents. The study was approved by the cantonal ethics committee for research and conducted according to the Declaration of Helsinki.

**Auditory Steady State Response paradigm**

One hundred 40-Hz amplitude-modulated sounds (ripple tones: 1000 Hz carrier tones, duration 2 seconds) and 10 semi-randomly intermixed sounds without amplitude modulation (flat tones at 1000 Hz) were presented binaurally using intra-aural insert earphones (Etymotic Research, Elk Grove Village, Ill.). The interstimulus interval (ISI) was 2 seconds on average (1.5–2.5 seconds, uniform distribution). In order to ensure attentional engagement, participants were asked to detect the flat tones by button press and ignore the 40-Hz ripple tones that entrained the gamma-band responses (23,24).

**Visual paradigm**

The visual paradigm consisted of a centrally presented, circular sine wave grating. The circular grating drifted inwards toward the fixation point position and the speed of this contraction increased (velocity step at 2.2 deg/s) at a randomized time point between 750 and 3000 ms after stimulus onset (25,29,30). The experimental protocol comprised of 240 trials divided into three runs of 80 trials. Participants were instructed to press a button as soon as they noticed a speed increase. Stimulus offset was followed by a period of 1000 ms during which subjects were given visual feedback depending on their response. Before beginning the experiment, all the participants underwent a training session with one researcher to be sure that they understood the task. Behavioral measures were calculated as the percentage of correct answers out of the 240 trials and average reaction time.

**EEG data acquisition and pre-processing**

EEG data were continuously recorded with a sampling rate of 1000 Hz using a 256-electrodes HydroCel cap (Magstim-EGI) referenced to the vertex (Cz). The impedance was kept below 30 kΩ for all electrodes and below 10 kΩ for the reference and ground electrodes. The preprocessing steps were performed by using the free academic software Cartool (31) (https://sites.google.com/site/cartoolcommunity/home) as previously described (24,30,32,33). In detail, the number of electrodes was reduced from 256 to 204 by eliminating the noisy electrode signals from the cheeks and neck. The data were band-pass filtered between 1 and 140 Hz using non-causal Butterworth filters and we applied additional notch filters at 50, 100, and 150 Hz. The periods of artefacts (e.g., muscle contraction) were marked manually and excluded from further analysis. Noisy channels were identified by means of visual inspection and excluded. Independent Component Analysis was used to remove eye movements (eye blinks and saccades) and ECG artefacts components using a Matlab script based on the EEGLab runica function EEGLAB (https://sccn.ucsd.edu/eeGLab/) (34,35). The identified noisy channels were interpolated using a 3D spline interpolation (36). Finally, we applied an instantaneous spatial filter implemented in Cartool that removes local outliers by spatially smoothing the maps without losing their topographical characteristics (37) and data were recalculated to the common average reference.

**MRI data acquisition and pre-processing**

We acquired T1-weighted images with a 3-T Siemens Prisma at Campus Biotech in Geneva. The parameters for the acquisition of structural images for the T1-weighted MPRAGE sequence were as follows: TR=2500 ms, TE=3 ms, flip angle=8°, acquisition matrix=256x256, field of view=23.5
cm, voxel size=0.9×0.9×1.1 mm, and 192 slices. T1-weighted images underwent fully automated image processing with Freesurfer, version 6 (38), comprising skull stripping, intensity normalization, reconstruction of the internal and external cortical surface, and parcellation of cortical and subcortical brain regions based on the Desikan-Killiany parcellation (39). Then average measures of volume were extracted from those regions.

**EEG analysis**

For the visual task, only epochs with correct behavioral responses were considered for further EEG-analysis (30). Time-frequency (TF) analysis was performed by using Morlet-wavelet transform (frequencies from 2 to 120 HZ, centered on steps of 2 Hz, with adapted resolution according to the FWHM (full width at half maximum) scheme) in MATLAB 2018b as described in previous papers (24,30).

Time epochs from –1.5 to +1.5 seconds relative to the stimulus onset were averaged to event-related spectral perturbation (ERSPs) (40).

For source analysis, the inverse solution (IS) was computed using the academic software Cartool (31) based on individual T1-weighted images preprocessed in Freesurfer. An approximate number of 5000 solution points were distributed in the individually segmented grey matter mask. We used the Locally Spherical Model with Anatomical Constraints (LSMAC) method for the lead field computation that was age-adjusted to reflect differences across age in skull conductivity and thickness (37). A distributed linear inverse solution (Local AutoRegressive Average; LAURA) was employed to compute a transformation matrix from sensor level to inverse solution (41).

The individual Desikan-Killiany parcellations obtained from Freesurfer were natively aligned on the brain of each individual and then used to label the 5000 solution points from the IS model in 84 ROIs covering cortical and subcortical structures. Using the individual IS models, TF decomposition data from the surface were projected to the source space level, reduced as the power, normalized by the baseline period ( -1.5 to -0.3 sec) and gathered as the median of each ROI representing the whole brain.

**Consensus structural connectome**

In order to perform a fair comparison across subjects, and to obtain a reliable and robust connectivity estimate (11), a consensus structural connectome was computed from a group of 70 healthy young adults (34 females), from an online dataset (42).

The mean age of the participants was 29.7 (range 18.5-59.2 years). All participants were scanned in a 3-Tesla MRI scanner (Trio, Siemens Medical, Germany) with a 32-channel head-coil. The acquisition consisted in a diffusion spectrum imaging (DSI) sequence with 128 diffusion-weighted volumes and a single b0 volume (maximum b-value 8,000 s/mm2), using 2.2×2.2×3.0 mm voxel size. The DSI data reconstruction protocol is described in (43).

A magnetization-prepared rapid acquisition gradient echo (MPRAGE) sequence sensitive to white/gray-matter contrast (with 1 mm in-plane resolution and 1.2 mm slice thickness) was also applied, and Freesurfer (38) and Connectome Mapper 3 (4,5) were used to segment the gray and white matter from the MPRAGE volume and to parcellate the gray-matter with the Desikan-Killiany parcellation (39).

Deterministic streamline tractography on the reconstructed DSI data was performed to estimate the individual structural connectivity matrices, by seeding 32 streamlines per diffusion direction in each white matter voxel. The structural connectome was then defined as the number of fibers connecting each pair of brain regions given by the same parcellation used for the MPRAGE data. Within each brain region, the number of fibers found at the gray matter/white matter interface was summed.
From the connectomes of 70 healthy participants, a group-representative consensus structural brain connectivity matrix was generated as in (11). This method preserves the connection density of each single subject connectome, independently for intra- and interhemispheric connections. By doing so, this method allows more inter-hemispheric connections to be kept in the group estimate, in comparison to simple connectome average across subjects. The connection density of the consensus connectome is approximately 25%.

**Connectome spectral analysis**

Connectome spectral analysis explains the brain activity signals in terms of their relationship with structural connectivity. The structural connectivity can be decomposed into Fourier modes, defining the so-called connectome harmonics (17). These are the graph equivalent transform to the Fourier decomposition of temporal series (21).

They allow to express brain activity at each time point as a weighted combination of coefficients that define the contribution of each harmonic. Given the parcellated source reconstructed signal in time and frequency \( s^{t,f} \), we can obtain the contribution of each brain harmonic \( \tilde{s}_\lambda^{t,f} \) as:

\[
\tilde{s}_\lambda^{t,f} = \sum_r U_{r,\lambda} s_r^{t,f}.
\]

Where \( U_{r,\lambda} \) indicates the weight of the \( \lambda \)-th connectome harmonic at the \( r \)-th brain region.

**Broadcasting direction**

Connectome harmonics are intrinsically ordered according to their spatial frequency in the connectivity graph (from low- to high-frequency harmonics). The broadcasting direction (BD\( ^{t,f} \)) is a real-valued index that indicates, for each time-point \( t \) and temporal frequency \( f \), whether the brain activity signal is polarized towards low- or high-frequency connectome harmonics. Specifically, for each time-point we compute:

\[
\text{BD}^{t,f} = P_H^{t,f} - P_L^{t,f}
\]

Where \( P_H^{t,f} \) (and \( P_L^{t,f} \)) correspond to the proportion of the source reconstructed signal contained within high- (and low-) frequency connectome harmonics:

\[
P_L^{t,f} = \| 1_{[\lambda<\lambda_T]} U^T s^{t,f} \|_2^2
\]

\[
P_H^{t,f} = \| 1_{[\lambda\geq\lambda_T]} U^T s^{t,f} \|_2^2
\]

The dichotomization between high and low harmonics (i.e., the selection of \( \lambda_T \)) is based on the temporal statistics of the data and is described in the original implementation (20).

Positive (negative) values of BD indicate that the source reconstructed EEG signal is dominated by high-(low-) frequency connectome harmonics, thus more prone to present activity in localized brain regions (large-scale networks).

The significance of the broadcasting direction was assessed by a two-staged statistical test. In the first step, a non-parametric test is performed using permutations and cluster-level correction (46).
A second test is then performed through Monte-Carlo simulations. Specifically, we designed a permutation test to generate a null model distribution of “no effect of structural connectivity on the broadcasting direction”. This null model was generated by computing the broadcasting direction for \( n_{\text{perm}} \) connectome surrogates. \( n_{\text{perm}} \) was computed taking into account a significance level of \( \alpha = 0.05 \), and the number of comparisons to be corrected for by the Bonferroni method, as follows:

\[
n_{\text{perm}} = \frac{50 \cdot n_{\text{comp}}}{\alpha}
\]

Connectome surrogates consist of randomized graphs obtained using the Brain Connectivity Toolbox (47) function \texttt{null_model_und_sign}. The harmonics from these graphs were obtained using the same approach as for the consensus connectome, and they are later referred to as surrogate harmonics in this manuscript.

The estimated broadcasting direction was considered significant if it was within 5% of the extremes of the null model distribution. For this purpose, the uncorrected \( p \)-value was computed for each time-point as:

\[
p(t) = \frac{\sum_{i}^{n_{\text{perm}}} f\left(\text{diff}(t), \text{diff}_{\text{perm}}^{i}(t)\right) + 1}{n_{\text{perm}} + 1},
\]

where:

\[
f\left(\text{diff}, \text{diff}_{\text{perm}}^{i}\right) = \begin{cases} 1, & \text{diff} < \text{diff}_{\text{perm}}^{i} \\ 0, & \text{diff} \geq \text{diff}_{\text{perm}}^{i} \end{cases}
\]

Finally, we corrected the obtained \( p \)-values for multiple comparisons with the Benjamini-Hochberg FDR method (48), using the Python toolbox \texttt{statsmodels}.

**Joint time-vertex spectral representation**

The joint time-vertex spectral representation consists on the simultaneous transformation of the brain activity to both its connectome spectrum and to its temporal spectrum. Here we used the graph Fourier transform for the former and the Morlet-wavelet for the latter transform.

**Results**

**Joint time-vertex spectral representation of brain activity**

We transformed the source-reconstructed EEG signal, at each time point, jointly by the Morlet-wavelet transform (time domain) and the connectome Fourier transform (brain connectivity domain), yielding a weighed combination of active temporal frequencies and connectome harmonics (see Methods: Joint time-vertex spectral representation).

Our first observation was that this joint time-vertex spectral representation is more compact, as assessed by the \( \ell_{1}/\ell_{2} \) ratio (median 1075.30, vs. 1525.25 for Morlet Wavelet representation, Wilcoxon signed rank test \( p \)-value < .001). This result favors the description of the pattern of brain activation as a specialized process in terms of the involvement of few brain networks, compared to the generalized activation in the brain region representation. We isolated the brain networks underpinning the dynamic responses to the different stimuli observed in Fig. 2b,b'. These brain networks captured (individually) more than of the 30% of the variance of a given oscillatory rhythm.
In the visual task, at around 0.2 seconds, there is a peak in high gamma activity (58-68 Hz) corresponding to activation of the primary visual cortex and surrounding areas. At about the same time there is trough in the alpha (9-12 Hz) and beta (15-30 Hz) bands reflecting desynchronization (Fig. 2c), corresponding to a wider fronto-parietal network (Fig. 2d).

In the auditory task, oscillatory activation is time-locked to the stimulus onset and corresponds to the activation of temporal regions and the anterior cingulate cortex (ACC) for gamma oscillations (38-42 Hz) and a wider fronto-parieto-temporal network for theta oscillations (4-8 Hz) (Fig. 3d).

**Figure 2.** Time-frequency and connectome harmonic representation of brain activity. a-a’) Brain regions where the response to the stimulus is most salient: early visual areas for the visual task (a) and temporal regions and the anterior cingulate cortex for the auditory task (a’). b-b’) Time-frequency plot of the source reconstructed brain activity during the visual (a) and auditory (a’) task experiments. The average is taken across the brain regions shown in a-a’) and across participants (N=27). c) Time series of the average brain activity (for the ROIs shown in a) evoked by the visual stimulus in the relevant frequency bands (alpha = [9, 12], beta = [15, 30] and high gamma = [58, 68] Hz). c’) Time series of the average brain activity (for the ROIs shown in a’) in response to the auditory stimulus in the relevant frequency bands (theta = [4, 8] and low gamma = [38, 42] Hz). d,d’) Reconstruction of the brain activity patterns from the main connectome harmonics (see Methods) at the frequency peaks indicated with dashed lines in c).

**Frequency bands as channels for broadcasting brain activity**

Next, we computed the broadcasting direction (BD, see Methods) of brain activity for each time point and temporal frequency, following the methodology we introduced previously in (20). Briefly, the BD summarizes in a single value the connectome harmonic composition of the source-reconstructed EEG. A positive BD value indicates that the EEG signal pattern has a bias toward
connectome harmonics with large eigenvalue (high graph-frequency), which defines an important contribution of the brain networks responsible for the segregation mechanisms. On the contrary, a negative BD value indicates a more important contribution of the integrative functional networks. Fig. 3a,d show how, in both visual and auditory tasks, there is a dominance of integration in the alpha and theta frequency bands (right after stimulus presentation). Furthermore, the segregation mechanisms appear to be specific to higher frequencies, namely high-gamma in the visual task and low gamma in the auditory task.

Figure 3. Frequency bands as broadcasting channels. a) Frequency-resolved broadcasting direction (BD) for each time-point in both the visual task experiment. More positive BD values are associated to functional segregation mechanisms whereas more negative values indicate tendency towards functional integration. b) Probability of a broadcasting direction during the visual task conditioned on the frequency of brain activity. c) Probability of the brain activity frequency conditioned on the BD. d-f) Same as a-c) for the auditory task. g) Average BD for the main frequency channels estimated from the brain activity elicited during both tasks (theta = [4, 8], alpha = [9, 12.5], beta = [15, 30], low-gamma = [38, 42] and high-gamma = [58, 68] Hz). The boxplot distribution shows the variability across participants (N=27 for visual task, N=19 for auditory task). h) Statistical testing of the differences of BD among different frequency bands, i.e., distributions shown in g)). The numbers indicate the Ranksum’s test p-value and the color represents the value for the test statistic. i) Same as h) for the auditory task.
Fig. 3b,e illustrates how BD varies as a function of frequency band. Specifically, it shows the conditional probability of a BD value given the activation pattern at a frequency in Hz. Brain activation patterns at low frequencies (e.g., up to 30 Hz) tend toward negative BD values, indicating the dominance of integration dynamics due to increased wide-range functional connectivity. At the higher end of the frequency spectrum, activity tends to have a much smaller negative direction, indicating that this frequency range could be used primarily for segregation mechanisms involving more local range functional connectivity.

Based on our results showing the dominance of specific frequency bands in the neural response toward different stimuli (Fig 2), we summarized the BD values for theta, alpha, beta and gamma (low and high) bands. Fig. 3g shows the distribution of BD values across these bands, indicating similar BD specialization in response to visual and auditory tasks. Statistical analysis of the difference between these frequency bands indicates that they mainly cluster into two groups: the first consists of the theta and alpha bands, which are associated with integration mechanisms, whereas the second group consists of beta, low-gamma and high-gamma, and are linked to segregation mechanisms (Wilcoxon ranksum’s test p-value<.05, corrected for multiple comparisons with FDR, see Fig. 3h,i).

**Broadcasting direction predicts behavioral performance**

During the visual stimulus task, we recorded the percentage of accurate responses for each participant and reported their distribution in Fig. 4a. We tested whether behavioral responses were related to the BD. For each time point and temporal frequency, we calculated the Spearman’s correlation coefficient between the BD value and the mean behavioral score (detection rates) of all participants (see Fig. 4b). The results show an initial integration in the alpha band during the first 300ms, followed by an increase in segregation (positive BD) in the lower gamma range (Spearman’s correlation test compared against null distribution of shuffled participants’ score, p-value<0.05, corrected for multiple comparisons with Bonferroni method). This contrasts with the more generalized pattern of correlation of the performances with signal power, which partially overlaps (see Fig. 4d).
Figure 4. Broadcasting direction predicts behavioral scores. a) Distribution of the behavioral scores of the visual task experiment (N=27). The score indicates the task accuracy, i.e. the percentage of correct answers indicating the detection of the visual grating speed change. b) Spearman’s correlation between BD and task accuracy, for different frequencies and time-points. Only significant correlation values are shown (after multiple comparisons correction). c) Probability densities of the variance of task accuracy explained by the broadcasting direction (blue) and signal power across brain regions. The distribution is defined across all bins showing significant correlation in time and frequency. d) Time-frequency plot of the bins in which Spearman’s correlation between task accuracy and BD (blue) and power (pink) are significant. Those time-frequency bins that are significant for both BD and power are colored in black.

Discussion

Recent efforts to constrain dynamic functional connectivity to anatomical connectivity have shown improved reconstruction of connectivity in electrophysiological signals (49) and fMRI (50). We have introduced and validated with existing literature using intra cortical recordings, a new approach to estimate the frequency-resolved dynamics of different modes of information processing in the brain. Specifically, our method estimates the different modes of information processing by describing the source-reconstructed EEG signal in terms of connectome harmonics (17), i.e., the natural normal modes (spatial frequencies) of the brain connectome (Fig. 1c). Our method naturally incorporates anatomical priors into the estimation of functional connectivity, defining brain activity in a joint time-vertex spectral representation. In this representation, the pattern of brain activity is understood as a weighted combination of the active connectome harmonics at different temporal frequencies.

We have applied this joint time-vertex spectral representation of brain activity on two different datasets, an auditory steady state response (ASSR), which elicits evoked oscillatory activity time-locked to the stimulus onset (23,24), and a visual grating task known to elicit induced oscillatory response in several frequency bands (see Fig. 1). We found that the joint spectral representation has a highly structured pattern (compact), showing specific activation for only a few connectome
harmonics at a time, and specific frequencies, compared to the more generalized activation of brain regions (only temporal spectrum). This result indicates that the joint time-vertex spectral representation captures the major axes of variability in macroscopic brain activity data with a smaller number of elements, i.e., their degrees of freedom, as shown by a higher compression of the data.

Importantly, this structured time-vertex spectrum also suggests that brain electrical activity follows similar principles underlying the wave equation (12), i.e., large-scale synchronized networks oscillate at low temporal frequencies, whereas short-range localized networks oscillate fast. Thus, evidence is added to the notion that brain spatiotemporal oscillatory patterns are profoundly shaped by the underlying topology of the connectome. Although this result might be expected in part from the literature showing that functional connectivity networks can be sparsely reconstructed by connectome harmonics (18–20), to our knowledge, this is the first evidence for compactness, in terms of $\ell_1/\ell_2$ ratio, in the join time-vertex spectral domain.

Using the joint-time vertex spectral representation, we isolated the connectome harmonics that underpin the dynamical response to the different tasks (Fig. 3). Looking at the main networks involved in the perceptual processes, we found consistent patterns in the two experiments. The peak gamma activity corresponded to the activation of connectome harmonics that captured the primary sensory cortex and the surrounding areas, i.e., the areas of the early visual system for the visual task, and the temporal regions and the anterior cingulate cortex for the auditory task. In contrast, at lower frequencies, we found connectome harmonics involved in more complex cognitive processes: the fronto-parietal network in the alpha and beta-bands for the visual task, and a fronto-parieto-temporal network in theta for the auditory task. These results also agree with the current literature (51,52) and validate the representation of brain activity in the connectome spectral domain.

After the methodological validation of the joint time-vertex spectral representation, we used it to estimate the broadcasting direction (BD) of the source-reconstructed EEG data. The BD index describes, at a given point in time and frequency range, the connectome harmonic composition of the source-reconstructed EEG signal, indicating the dominance of segregation or integration mechanisms. Inspired by recent developments in the field of graph signal processing (12), our work generalizes the concept of BD dynamics (20) to the temporal frequency domain. A negative BD indicates that low-frequency harmonics are more active than high-frequency harmonics, suggesting a predominance of integration mechanisms over distant brain regions. On the other hand, positive values suggest that segregation mechanisms are mainly at play. Our results show a very strong relationship between temporal frequencies and BD, further supporting the idea that the frequency of synchronization between brain regions is intimately linked to the underlying connectivity structure (Fig. 3).

For both tasks, the BD had its largest values at high and low gamma, indicating that these temporal frequency bands tend toward segregation mechanisms. Theta and alpha show negative values, indicating a tendency toward more integrative mechanisms. While beta band activity has, in general, a balanced composition of connectome harmonics for the visual task, it is associated with slightly more segregation mechanisms in the ASSR task. This close relationship between information processing modes and oscillation frequency is again tightly linked with the wave equation model, as previous studies had suggested (53–56). Using a computational model of brain activity propagated through the structural connectome, the authors of (53) suggest that brain activity could be composed of wave-like patterns that are reconfigured over time. Recent studies further suggest a functional specialization of these brain waves (54,55), as well as a dysfunctional involvement in the development of epileptic seizures (56).
The communication through coherence hypothesis (3,10) suggests that the transmission of information between distant neuronal populations is mediated by different oscillatory frequencies. At the network level, this would translate into networks with long average connectivity (low-frequency harmonics in charge of integration mechanisms) oscillating at low frequency (theta and alpha), and networks with short average connectivity (high-frequency harmonics in charge of segregation mechanisms) oscillating at high-frequency (gamma). This hypothesis has also been supported by results from computational neuroscience models (57), and is in agreement with our results. Overall, our findings suggest that the application of connectome spectral analysis could yield new insights into this theory by identifying the (temporal) spectral composition of each (spatial) harmonic under different experimental conditions or simulations.

Finally, we investigated whether the broadcasting direction (BD) could predict behavior. We found that the performance in the visual task is associated with greater segregation in gamma activity and greater integration in the alpha band range (Fig. 6). These results suggest that the brain state resides in an optimal balance between specialized activity at the level of the visual cortex and integration in prefrontal and associative regions. Alpha desynchronization is thought to mediate top-down information processing, reflecting attentional processes toward visual stimuli (58,59), and thus our findings may reflect the top-down propagation of alpha oscillations across different brain regions to achieve maximal integration. On the other hand, it has been proposed that gamma-band oscillations transmit the propagation of sensory stimuli in the respective sensory cortices (3). Therefore, greater segregation in the gamma band range may indicate greater efficiency in local processing at the level of the visual cortices.

In summary, this study presents a novel tool to explore new hypothesis on brain communication mechanisms linked to the brain connectivity structure. Using this tool, we have provided new insights into the complex interplay between integration and segregation mechanisms in the frequency domain, in the specific cases of visual and auditory perception. Our results suggest that different communication mechanisms take place in different frequency channels broadcasting information at different spatial scales, and that they predict the performance in a behavioral task.

Limitations and future research

The study of brain activity using connectome harmonics has some limitations related to the fact that diffusion MRI-based tractography contains artefactual connections. However, this is not a crucial limitation since the most important variability in connectome harmonics comes from the local connectivity of the brain (60).

Another limitation is the use of spatial smoothing priors in the source reconstruction algorithm, as this imposes a small but consistent shift of energy towards the low frequency connectomic harmonics (20). Our method of estimating the broadcasting direction aims at being agnostic to this bias by choosing a threshold on the connectome spectrum that divides the energy of the integration and segregation into two equal parts. In this way, if the energy is shifted to one end of the spectrum, the threshold is moved accordingly.
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