Mathematical analysis of a new nonlinear stochastic hepatitis B epidemic model with vaccination effect and a case study
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Abstract This work presents a detailed analysis of a stochastic delayed model which governs the transmission mechanism of the Hepatitis B virus (HBV) while considering the white noises and the effect of vaccinations. It is assumed that the perturbations are nonlinear and an individual may lose his/her immunity after the vaccination, that is, the vaccination can produce temporal immunity. Based on the characteristics of the disease and the underlying assumptions, we formulated the associated deterministic model for which the threshold parameter $R_0^d$ is calculated. The model was further extended to a stochastic model and it is well-justified that the model is both mathematically and biologically feasible by showing that the model solution exists globally, bounded stochastically and is positive. By utilizing the concepts of stochastic theory and by constructing appropriate Lyapunov functions, we developed the theory for the extinction and persistence of the disease. Further, it is shown that the model is ergodic and has a unique stationary distribution. The stochastic bifurcation theory is utilized and a detailed bifurcation analysis of the model is presented. By using the standard curve fitting tools, we fitted the model against the available HBV data in Pakistan from March 2018 to February 2019 and accordingly the parameters of the model were estimated. These estimated values were used in simulating the model, theoretical findings of the study are validated through simulations and predictions were drawn. Simulations suggest that for a complete understanding of HBV dynamics, one must include time delay into such studies, and improvements in every vaccination program are unavoidable.

1 Research background

Hepatitis B is a liver-infecting virus that can cause both acute and chronic illnesses. The virus is most typically passed from mother to child during birth time, as well as by contact with blood or other body fluids during intercourse with an infected partner, improper injections, or due to exposure to sharp instrument. The chronic HBV infection affects around 350 million individuals globally with 1.5 million new infections each year [1]. Approximately 25–40% of these individuals had cirrhosis, chronic liver diseases or hepatocellular cancer [2]. As a result, HBV infection is considered to be a huge public health concern all around the globe. Hepatitis B caused an estimated 820,000 deaths in 2019, the most of which were due to cirrhosis and hepatocellular carcinoma (primary liver cancer).

During the initial phase of HBV infection, the majority of persons show no signs or symptoms. Some patients, however, experience an acute sickness with symptoms that persist many weeks, such as jaundice, dark urine, intense exhaustion, nausea, vomiting, and stomach pain. Because it is impossible to distinguish hepatitis B from hepatitis caused by other viral agents only on clinical criteria, laboratory confirmation of the diagnosis is required. Hepatitis B may be diagnosed and monitored using a variety of blood tests. They can be employed to tell the difference between acute and chronic infections. Approximately, 1% of patients with HBV infection (2.7 million people) are also HIV positive. In HIV-infected people, however, the worldwide prevalence of HBV infection is 7.4%. Acute hepatitis’s B does not have a particular therapy. As a result, treatment is focused on ensuring comfort and a healthy nutritional balance, as well as replacing fluids lost due to vomiting and diarrhea. The most essential thing is to avoid taking drugs that aren’t necessary. Medicines, particularly oral antiviral medications, can be used to treat chronic hepatitis B infection. Cirrhosis can be slowed, liver cancer can be prevented, and long-term survival can be improved with treatment. To complete the immunization series, WHO advises that all babies receive the hepatitis B vaccine as soon as possible after delivery, preferably within first 24 h, followed by 2 or 3 doses of hepatitis B vaccine spaced at least 4 weeks apart [3]. The protection lasts at least 20 years and is likely to last a lifetime. According to the WHO, booster immunizations are not recommended for those individuals who have completed the 3-dose vaccination program.

Generally, an individual with chronic HBV has a serum load which contains about $2 \times 10^{11}$ to $3 \times 10^{12}$ varions [4]. By considering the mean mass of a liver (that is about 1.5 kg), it is scientifically proved that the same size of cells is there in a normal liver. Keeping
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in view such a large number, a realistic approach is to use the standard incidence rate instead of mass action law. Further, the time delay involved in the production of viruses is 1–2 days [5] which is negligible upon comparing it with the life expectancy of a normal hepatocyte that is 6–12 months or more than that [6]. The hepatitis B virus may persist for at least 7 days outside the body. During the incubation period, if the virus enters into a body that is not vaccinated, it might still cause illness. The hepatitis B virus has an incubation period of 30–180 days. The virus can be diagnosed 30–60 days after infection and can persist and progress to chronic hepatitis B, especially if it is transmitted during childhood or infancy. Keeping in view the incubation period of HBV, it is argued that the time delay may affect the dynamics of HBV and hence must be considered while modeling HBV. Table 1 shows the period of incubation of a few common epidemics circulating around the world.

Infectious diseases have been answered using mathematical simulation models. From a mathematical point of view, epidemic modeling produces some interesting results, particularly in the control and prevention of contagious diseases [6,7,10,11]. In the literature, several models with various traits and characteristics of infectious illnesses have been established and examined. Mathematical models play an important role in better understanding the HBV transmission rules. HBV models could be formulated at both micro and macro levels. Majority of these articles are related to studying the dynamics and control theory of HBV [16,17]. Zou and Ruan [18] established a mathematical model (comprises of six compartments) for understanding the dynamics and prevalence of HBV in China mainland. A rigorous stability analysis and uniform persistence of the models are investigated in [19,20]. The authors in [16] formulated an MSLIR model for describing the role of treatment and vaccination in HBV transmission. An SEICRS epidemic model with vaccination and treatment is presented to describe the spreading behavior of HBV disease in [21]. To study the dynamics of HBV in New Zealand, Mann and Roberts [22] presented an SECIR epidemic model. However, it is well-known that the stochastic elements like the humidity, temperature and precipitation, etc., have a significant impact on the force of infection, particularly in viral infections related to human. We may add randomness into deterministic models by incorporating such and similar aspects in the modeling. In biological models, these randomness will reveal the variety of environmental impacts. Because the varying impacts might be changes in the parameters caused by the environmental factors or random noise caused by the system [23,24]. Furthermore, compared to deterministic models, modeling with stochastic differential equations is close to reality and provides an extra degree of freedom. The literature on stochastic models affected by the Brownian motions (or white noises) is extensive, and a detailed study can be found in the work [25]. In recent decades, linear perturbation, the most basic and obvious hypothesis, has been employed to a variety of ODE models. Population expansion can be slow down by introducing the white noise into the environment, according to above-mentioned research.

The stochastic bifurcation theory deals with the qualitative changes in the parametrized families of stochastic dynamical systems. Literature has cited the two common approaches that are used for explaining the behavior of stochastic dynamical systems: dynamical approach and phenomenological approach. The former one is related to the sign changes of Lyapunov exponents of invariant measures, whereas the latter one focuses on qualitative changes of stationary densities of the corresponding stochastic processes (it is also called $p$-bifurcation). The latter one has no concern with the stability measured by Lyapunov exponents. There are many difficulties associated with invariant measures, for instance, at parameter values where the Lyapunov exponent is equal to zero, invariant measures bifurcate from invariant measures. Therefore, in the study of stochastic Hopf bifurcation, the phenomenological approach is far more prevalent. Invariant measures are the random analogues for deterministic fixed points, hence form statistical point of view, stationary measures are appropriate choices to describe the long-term behaviors of stochastic systems [26,27].

One of the Hepatitis B virus’s propagation properties is the incubation time within the humans. It’s the period of time between infection and infectiousness. Because the symptoms are modest, many people may not know that they are sick. Because of the lack of public understanding on HBV prevention, they may contribute to an increase in HBV infection. As a result, when studying the HBV transmission law, the incubation period’s impact cannot be overlooked.

In this paper, on the basis of the above statements, we will formulate and study a hepatitis B model by adding the effects of nonlinear perturbations, time delay and vaccination. In particular, we consider the white noises, the incubation period and the efficacy of vaccination program. We will use this as a starting model for understanding the dynamics of the infection keeping in view

| Name of the disease | Incubation period range | References |
|---------------------|-------------------------|------------|
| HBV                 | 45–180 days             | [6]        |
| COVID-19            | 1–14 days               | [7]        |
| Common cold         | 1–3 days                | [8]        |
| Cholera             | 0.5–4.5 days            | [9]        |
| HIV                 | 2–3 weeks to months or longer | [10,11] |
| SARS                | 1–10 days               | [12]       |
| MERS                | 2–14 days               | [13]       |
| Influenza           | 1–3 days                | [14]       |
| Ebola               | 1–21 days               | [15]       |
majority of the characteristics related to HBV. The importance of vaccination and the significance of the incubation period in case of HBV are the motivations of the study. Further, the rapid spread and difficulties in treatment of HBV in district Swat motivated the authors to conduct this research. The goal of this research is to develop a health care approach that relies on vaccines and on time delay for the effective HBV control in Pakistan using the tools of mathematical modeling. Particularly, we want to look into the role of vaccine and its coverage in avoiding the disease transmission across the country. This work is also a motivation of the studies [23–25,28] which primarily worked on the comprehension and elimination of HBV using the tools of stochastic modeling. 

To be more specific, this work follows the idea of [17] where the authors used deterministic approach and here, we emphasize on stochastic modeling. Majority of these works assumed the division of total population into five subgroups and hence they formulated a SVACR (susceptible-vaccinated-acute-chronic-recovered) model. The studies emphasize on the effect of vaccination on the overall dynamics of the disease.

Here, we introduce the stochastic system with variable time delay, derive its corresponding conditions for the extinction and persistence of the disease and use it to determine the quantitative and qualitative effects of the model that lead to hepatitis B virus control. Our results indicate that early vaccination that mainly modulates and restores the immune responses against the virus is mandatory for the success of the therapy. The obtained results might help government and health authorities in devising strategic vaccination policies to address the immunization gaps and ultimately to discourage the fast spread of HBV outbreak.

2 HBV transmission models

 Practically, vaccination and the utilization of time delay are considered to be the most cost-effective strategies in order to control the transmission rate of HBV. WHO specifically suggested that the effective HBV vaccination should be administered on a case-to-case basis in high-endemicity areas. As a result, numerous writers have developed several deterministic HBV models that include the vaccination strategy [6,23,28,29]. According to the characteristic of HBV infection, we shall assume the nonlinear incidence rate for the transmission of the disease. To formulate the model, we will stratify the whole population in five different compartments namely; susceptible $S(t)$, vaccinated individuals $V(t)$, acute infectious $A(t)$, chronic infectious $C(t)$, and immunized $R(t)$. In other words, at time $t$, the total individuals of the population is given by $N(t) = S(t) + V(t) + A(t) + C(t) + R(t)$. Other main assumptions taken into consideration are:

$A_1$: The model’s state variables and parameters are all nonnegative.
$A_2$: In failure case of the treatment, the infected person will move to the chronic stage as patient stays in the acute compartment for a very short period of time.
$A_3$: As the treatment starts, the condition of the liver is going to improve day by day and thus the disease-related death rate is not considered in the present work.
$A_4$: The removed population is assumed to have immunity.

Assumptions $A_1$–$A_4$ and other related characteristics of the disease can be modeled by the following system of equations:

$$
\begin{align*}
\frac{dS(t)}{dt} &= \kappa - \frac{\beta S(t)A(t)}{N} + \rho V(t) - (\mu + \eta)S(t), \\
\frac{dV(t)}{dt} &= \Lambda (1 - \kappa) + \mu S(t) - \frac{(1 - \tau_1)\beta V(t)A(t)}{N} - (\rho + \eta)V(t), \\
\frac{dA(t)}{dt} &= \frac{\beta S(t)A(t)}{N} + \frac{(1 - \tau_1)\beta V(t)A(t)}{N} - (\alpha_1 + \alpha_2 + \eta)A(t), \\
\frac{dC(t)}{dt} &= \alpha_1 A(t) - (\gamma_1 + \gamma_2 + \eta)C(t), \\
\frac{dR(t)}{dt} &= \gamma_1 C(t) + \alpha_2 A(t) - \eta R(t).
\end{align*}
$$

(1)

The parameters used in the model are defined in Table 2. In this work, the authors assumed that the vaccination program is imperfect. That is, the vaccines will not protect the population 100%. To be more specific, the people who are vaccinated may go to the acutely infected population whenever they make a contact with the infected individuals. If $\tau_1$ denotes the vaccination rate, then $0 \leq \tau_1 \leq 1$ and $\tau_1 = 0$ means no vaccination while $\tau_1 = 1$ physically shows that the whole susceptible population is vaccinated.

For the deterministic model (1), we have obtained the following theoretical results with the help of [7,13,23]. It is quite easy to show that system (1) always admits a disease-free fixed point $E_0$ (it can be obtained by setting the right-hand side of each equation in model (1) to zero) as follows:

$$
E_0 = (S_0, V_0, A_0, C_0, R_0) = \left( \frac{\Lambda(\rho + \eta\kappa)}{\eta(\mu + \rho + \eta)}, \frac{\eta\Lambda(1 - \kappa) + \mu\kappa}{\eta(\mu + \rho + \eta)}, 0, 0, 0 \right).
$$

(2)
It can be proved that system model (1) has the following dynamical properties:

- The DFE $E_0$ is locally as well as globally asymptotically stable whenever $R_0^D < 1$, and not stable for $R_0^D > 1$.
- If $R_0^D > 1$, there exist a unique endemic equilibrium (EE) $E_+ = (S_+, V_+, A_+, C_+, R_+)$ of model (1) which is locally and globally asymptotically stable. In such case, the infection will tend to persist in the population for long run.

Nevertheless, for a better explanation of HBV transmission, system (1) may be gently criticized. The reasons include the effect of environmental fluctuations, time-delay and white noises on the transmission behavior of infections, treatment and human to human interactions. Such effects forced the researchers to include the notion of stochasticity in modeling HBV epidemics. Particularly, these factors motivate us to incorporate the randomness into the models which governs the dynamics of HBV due to its high destabilizing influences. Thus, system (1) can be easily converted into a stochastic model by considering the perturbation in the form of white noises and can be expressed as

$$
\begin{align*}
\frac{dS(t)}{dt} &= \left[ \kappa \Lambda - \frac{\beta S(t)A(t-\tau)}{N} + \rho V(t) - (\mu + \eta)S(t) \right] dt + \delta_1 S(t) dB_1(t), \\
\frac{dV(t)}{dt} &= \left[ \Lambda (1-\kappa) + \mu S(t) - \frac{(1-\tau_1)\beta V(t)A(t-\tau)}{N} - (\rho + \eta) V(t) \right] dt + \delta_2 V(t) dB_2(t), \\
\frac{dA(t)}{dt} &= \left[ \frac{\beta S(t)A(t-\tau)}{N} + \frac{(1-\tau_1)\beta V(t)A(t-\tau)}{N} - (\alpha_1 + \alpha_2 + \eta) A(t) \right] dt + \delta_3 A(t) dB_3(t), \\
\frac{dC(t)}{dt} &= \left[ \alpha_1 A(t) - (\gamma_1 + \gamma_2 + \eta) C(t) \right] dt + \delta_4 C(t) dB_4(t), \\
\frac{dR(t)}{dt} &= \left[ \gamma_1 C(t) + \alpha_2 A(t) - \eta R(t) \right] dt + \delta_5 R(t) dB_5(t).
\end{align*}
$$

Here the notions $B_i(t) = \{1, 2, 3, 4, 5\}$ stand for the standard independent Brownian motion, and, respectively, the symbols $\delta_1, \delta_2, \delta_3, \delta_4, \delta_5$ denotes the intensities of the Gaussian standard white noises. Further, the terms $\delta_1 S(t) dB_1(t)$, $\delta_2 V(t) dB_2(t)$, $\delta_3 E(t) dB_3(t)$, $\delta_4 I(t) dB_4(t)$ and $\delta_5 R(t) dB_5(t)$ biologically shows the individuals’ interaction with the environment. Model (4) is accompanied by the following subsidiary conditions

$$
\begin{align*}
S(t) &= \psi_1(t), V(t) = \psi_2(t), A(t) = \psi_3(t), C(t) = \psi_4(t), R(t) = \psi_5(t), \\
\psi_i(t) &= 0, t \in [-\tau, 0], i = 1, 2, 3, 4, 5, \\
(\psi_1, \psi_2, \psi_3, \psi_4, \psi_5) &\in C,
\end{align*}
$$

where the symbol $C$ stand for the Banach space $C([-\tau, 0]: \mathbb{R}_+^5)$ containing the continuous functions from $[-\tau, 0]$ to $\mathbb{R}_+^5$. The space $\mathbb{R}_+^5 = \{(x_1, x_2, x_3, x_4, x_5) = x \in \mathbb{R}^5 | 0 < x_i \land i = 1, \ldots, 5\}$ (Fig. 1).
3 The uniqueness and existence of positive solution to the stochastic system

Since we are dealing with the population, thus, it is vital to show that the model has a nonnegative solution. It is of great concern to show that such solution is unique. In Theorem 1, the authors intend to present the existence and uniqueness of a positive solution to the model.

**Theorem 1** There exist a unique solution \((S(t), V(t), A(t), C(t), R(t))\) of model (4) for each \(t \geq 0\) and an appropriate initial data \((S_0, V_0, A_0, C_0, R_0) \in \mathbb{R}^5_+\). Moreover, such solution must remain in the space \(\mathbb{R}^5_+\) surely (with probability one), in other words, almost surely (a.s) the solution \((S, V, A, C, R)\) \(\in \mathbb{R}^5_+\) for all \(t \geq 0\).

**Proof** For a suitable initial data of the states \((S(t), V(t), A(t), C(t), R(t))\), the system coefficients are Lipschitz locally as well as continuous. This implies that there exist a unique solution in the local sense of the stochastic system in the interval \(t \in [0, \tau_e)\). Here, the notation \(\tau_e\) stand for the explosion time and the interested readers are suggested to read the works [24, 25]. It is necessary to prove that actually this solution is naturally global and for this, we have to prove that a.s. \(\tau_e = \infty\). For doing so, let us consider a large enough positive number \(g_0\) such that the interval \([\frac{1}{g_0}, \infty)\) contains all of the initial populations of each compartment. Further, we assume the explosion time for each positive integer \(g \geq g_0\) of the form

\[
\tau_g = \inf \left\{ t \in [0, \tau_e) : \min \{S(t), V(t), A(t), C(t), R(t)\} \leq \frac{1}{g} \right\}.
\]

Where throughout this paper, we set \(\inf \emptyset = \infty\) (here \(\emptyset\) denotes the empty set). The definition says that \(\tau_g\) is increasing as \(k \to \infty\). Set \(\tau_{\infty} = \lim_{k \to \infty} \tau_k\), whence \(\tau_{\infty} \leq \tau_e\) a.s. In other word, we need to show that \(\tau_{\infty} = \infty\) a.s. If this assertion is false, then there exist a pair of constants \(T > 0\) and \(\varepsilon \in (0, 1)\) such that

\[
P[T \geq \tau_{\infty}] > \varepsilon.
\]

This implies the existence of positive real number \(g_1 \geq g_0\) which satisfies

\[
P[T \geq \tau_g] \geq \varepsilon, \quad \forall g_1 \leq k.
\]

Next, we will define a \(C^2\) function \(H : \mathbb{R}^5_+ \to \mathbb{R}_+\) in such a way that

\[
H(S, V, A, C, R) = c_1 S + c_1 V + A + C + R - 3 - 2c_1 - (c_1 \log S + c_1 \log V + \log A + \log C + \log R)
+ c_1 \beta \int_t^{t+T} \frac{A(t-\tau)}{N} d\tau + c_1 \beta (1 - \tau_1) \int_t^{t+T} \frac{A(t-\tau)}{N} d\tau.
\]

The function defined in (7) is positive and the constant \(c_1\) need to be calculated at later stages. Also, for all positive \(y\), we have \(0 \leq y - \log y - 1\). For arbitrary \(g_0 \leq G\) and positive \(T\), the application of Itô’s formula to Eq. (7) will yield

\[
H(S(t), V(t), A(t), C(t), R(t)) = LH(S(t), V(t), A(t), C(t), R(t))
+ \delta_1 (S - c_1) dB_1(t)
+ \delta_2 (V - c_1) dB_2(t)
+ \delta_3 (A - 1) dB_3(t)
+ \delta_4 (C - 1) dB_4(t)
+ \delta_5 (R - 1) dB_5(t).
\]
The $\text{LH}$ in Eq. (8) is from the space $\mathbb{R}^5_+$ into $\mathbb{R}_+$ which is of the form

$$
\text{LH}(S, V, A, C, R) = \left(1 - \frac{c_1}{S}\right) \left(\kappa A - \frac{\beta S A (t-\tau)}{N} + \rho V - (\mu + \eta) S\right) + \frac{c_1 \delta_1^2}{2}
+ \left(1 - \frac{c_1}{V}\right) \left(\lambda (1 - \kappa) + \mu S - \frac{(1 - \tau_1) \beta V A (t-\tau)}{N} - (\rho + \eta) V\right) + \frac{c_1 \delta_2^2}{2}
+ \left(1 - \frac{1}{A}\right) \left(\frac{\beta S A (t-\tau)}{N} + \frac{(1 - \tau_1) \beta V A (t-\tau)}{N} - (\alpha_1 + \alpha_2 + \eta) A\right) + \frac{\delta_3^2}{2}
+ \left(1 - \frac{1}{C}\right) \left(\alpha_1 A - (\gamma_1 + \gamma_2 + \eta) C\right) + \frac{\delta_4^2}{2} + c_1 \beta \int_t^{t+\tau} \frac{\lambda (t-\tau)}{N}
+ \left(1 - \frac{1}{R}\right) \left(\gamma_1 C + \alpha_2 A - \eta R\right) + \frac{\delta_5^2}{2} + c_1 \beta (1 - \tau) \int_t^{t+\tau} \frac{\lambda (t-\tau)}{N}.
$$

(9)

Choose $c_1 = \frac{\eta}{\beta + \rho (1 - \tau_1)}$ such that $(c_1 \beta + c_1 \beta (1 - \tau_1) - \eta) A = 0$ and by using relation $S + V + A + C + R \leq 1$ from Eq. (5), we have

$$
\text{LH}(S, V, A, C, R) \leq \Lambda + c_1 \kappa A + c_1 (\mu + \eta) + c_1 (\rho + \eta) + (\alpha_1 + \alpha_2 + \eta) + (\gamma_1 + \gamma_2 + \eta)
- \eta A + c_1 \beta \frac{A}{N} + c_1 \beta (1 - \tau) \frac{A}{N}
+ c_1 \delta_1^2 + c_1 \delta_2^2 + \delta_3^2 + \delta_4^2 + \delta_5^2.
$$

(10)

The remaining part is similar to the proof of Theorem 2.1 in Din et al. [23] and so we must omit it.

\[\square\]

4 Stochastic disease-free state

In addition to other notions, the most important concept in epidemiology is predicting the long-term effect of an infectious disease. In this part of the work, we will provide some sufficient criteria for the extinction of the disease by using model (4) and presenting the stochastic Lyapunov functions. Model (4) always has a constant solution in which the infected compartment may vanish and such a solution may be called the disease-free equilibrium. If the disease-free equilibrium of the stochastic model (4) is globally asymptotically stable, it guarantees the eradication of the infection out of the population. Thus, it is of great concern to study the extinction theory of these stochastic models.

4.1 Extinction of the disease free state

In this section, we will show the extinction of HBV from the population considering the proposed model and will prove certain lemmas and theorems in this regard. To proceed further, let

$$
\langle X(t) \rangle = \frac{1}{t} \int_0^t X(r) dr.
$$

(11)

Then

**Lemma 1** [23–25] (Strong Law of Large Number) Let $X = \{X_t\}_{t \geq 0}$ be a continuous real valued local martingale and vanishing at $t = 0$, then

$$
\lim_{t \to \infty} \frac{X_t}{t} = 0, \text{ a.s.} \implies \lim_{t \to \infty} \frac{X_t}{\langle X, X \rangle_t} = 0, \text{ a.s., and also}
$$

$$
\lim_{t \to \infty} \sup \frac{\langle X, X \rangle_t}{t} < 0, \text{ a.s.} \implies \lim_{t \to \infty} \frac{X_t}{t} = 0, \text{ a.s.}
$$

(12)
Lemma 2 For any given initial value \((S_0, V_0, A_0, A_0, R_0) \in \mathbb{R}^5_+\), the solution \((S(t), V(t), A(t), C(t), R(t))\) of model (4) will have the following properties:

\[
\begin{align*}
\lim_{t \to \infty} \frac{S(t)}{t} &= 0, \\
\lim_{t \to \infty} \frac{V(t)}{t} &= 0, \\
\lim_{t \to \infty} \frac{A(t)}{t} &= 0, \\
\lim_{t \to \infty} \frac{C(t)}{t} &= 0, \\
\lim_{t \to \infty} \frac{R(t)}{t} &= 0, \quad \text{a.s.}
\end{align*}
\]  
(13)

Furthermore, when \(\eta > \frac{1}{2}(\sigma_1^2 \lor \sigma_2^2 \lor \sigma_3^2 \lor \sigma_4^2 \lor \sigma_5^2)\) holds, then

\[
\begin{align*}
\lim_{t \to \infty} \frac{1}{t} \int_0^t S(r)dB_1(r) &= 0, \\
\lim_{t \to \infty} \frac{1}{t} \int_0^t V(r)dB_2(r) &= 0, \\
\lim_{t \to \infty} \frac{1}{t} \int_0^t A(r)dB_3(r) &= 0, \\
\lim_{t \to \infty} \frac{1}{t} \int_0^t C(r)dB_4(r) &= 0, \\
\lim_{t \to \infty} \frac{1}{t} \int_0^t R(r)dB_5(r) &= 0, \quad \text{a.s.}
\end{align*}
\]  
(14)

Proof The proof of Lemma 2 is similar to Lemma 4.1 in [30], thus we omit it here.

Also if the following conditions holds then we can say system (4) has a stochastic disease-free equilibrium.

- \((C_1): \mathbb{R}_0^E < 1.\)
- \((C_2): \eta > \frac{1}{2}(\delta_1^2 \lor \delta_2^2 \lor \delta_3^2 \lor \delta_4^2 \lor \delta_5^2).\)

where

\[

\mathbb{R}_0^E = \frac{(2 - \tau_1)\beta}{(\alpha_1 + \alpha_2 + \eta + \delta_1^2)}.
\]  
(15)

\[
\square
\]

Theorem 2 Suppose that \((C_1)\) and \((C_1)\) holds, then the solution of \((S(t), V(t), A(t), C(t), R(t))\) of system (4) with initial condition \((S_0, V_0, A_0, A_0, R_0) \in \mathbb{R}^5_+\), has the following properties:

\[
\begin{align*}
\limsup_{t \to \infty} \frac{S(t)}{t} &= \frac{\Lambda(\rho + \eta \kappa)}{\eta(\mu + \rho + \eta)}, \\
\limsup_{t \to \infty} \frac{V(t)}{t} &= \frac{\eta\Lambda(1 - \kappa) + \mu \kappa}{\eta(\mu + \rho + \eta)}, \\
\lim_{t \to +\infty} \frac{A(t)}{t} &= 0, \\
\lim_{t \to +\infty} \frac{C(t)}{t} &= 0, \\
\lim_{t \to +\infty} \frac{R(t)}{t} &= 0, \quad \text{a.s.}
\end{align*}
\]  
(16)

this surely shows the extinction of the disease.
Proof Upon integrating system (4), one can easily obtain the following relations

\[
\begin{align*}
\frac{S(t) - S(0)}{t} &= \left[ \kappa - \frac{\beta S(t)A(t-\tau)}{N} + \rho V(t) - (\mu + \eta)V(t) \right] dt + \frac{\delta_1}{t} \int_0^t S(r)dB_1(r), \\
\frac{V(t) - V(0)}{t} &= \left[ \kappa - (1 - \kappa) + \mu S(t) - \frac{(1 - \tau_1)\beta V(t)A(t-\tau)}{N} - (\rho + \eta)V(t) \right] dt \\
&+ \frac{\delta_2}{t} \int_0^t V(r)dB_2(r), \\
\frac{A(t) - A(0)}{t} &= \left[ \beta S(t) + \frac{(1 - \tau_1)\beta V(t)A(t-\tau)}{N} + (\alpha_1 + \alpha_2 + \eta)A(t) \right] dt \\
&+ \frac{\delta_3}{t} \int_0^t A(r)dB_3(r), \\
\frac{C(t) - C(0)}{t} &= \left[ \alpha_1 A(t) + (\gamma_1 + \gamma_2 + \eta)C(t) \right] dt + \frac{\delta_4}{t} \int_0^t C(r)dB_4(r), \\
\frac{R(t) - R(0)}{t} &= \left[ \gamma_1 C(t) + \alpha_2 A(t) - \eta R(t) \right] dt + \frac{\delta_5}{t} \int_0^t R(r)dB_5(r).
\end{align*}
\]

By the implication of formula due to Itô, the 3rd number equation in model (4) will take the form

\[
d\log A(t) = \left[ \frac{\beta S}{N} + \frac{(1 - \tau_1)\beta V}{N} - (\alpha_1 + \alpha_2 + \eta) - \frac{\delta_3^2}{2} \right] dt + \delta_3 \frac{A(t)}{t}dB_3(t),
\]

\[
\leq \left[ \beta + (1 - \tau_1)\beta - (\alpha_1 + \alpha_2 + \eta) - \frac{\delta_3^2}{2} \right] dt + \delta_3 \frac{A(t)}{t}dB_3(t).
\]

Integrating Eq. (18) over the interval \([0, t]\) and a division of both sides by \(t\) leads to

\[
\frac{A(t) - A(0)}{t} \leq \beta (2 - \tau_1) - (\alpha_1 + \alpha_2 + \eta) - \frac{\delta_3^2}{2} + \delta_3 \frac{A(0)}{t}B_3(\tau) + \delta_3 \frac{\int_0^t A(r)dB_3(r)}{t},
\]

\[
\Rightarrow \frac{A(t)}{t} \leq \beta (2 - \tau_1) - (\alpha_1 + \alpha_2 + \eta) + \frac{\delta_3^2}{2} + \delta_3 \frac{A(0)}{t}B_3(\tau) + \delta_3 \frac{\int_0^t A(r)dB_3(r)}{t},
\]

\[
\Rightarrow \frac{A(t)}{t} \leq \left( \alpha_1 + \alpha_2 + \eta + \frac{\delta_3^2}{2} \right) (\mathbb{R}^E_t - 1) + \frac{A(0)}{t} + \frac{\delta_3}{t} \int_0^t A(r)dB_3(r).
\]

Using Lemmas 1 and 2 as well as conditions \((C_1)\) and \((C_1')\), one can easily obtain

\[
\limsup_{t \to \infty} \frac{\log A(t)}{t} < 0.
\]

Again by using Lemmas 1 and 2, and conditions \((C_1')\) and \((C_1)\), and Eq. (20), we have

\[
\lim_{t \to \infty} \sup C(t) = 0, \quad \text{as},
\]

\[
\lim_{t \to \infty} \sup R(t) = 0, \quad \text{as},
\]

\[
\lim_{t \to \infty} \sup S(t) = \frac{\Lambda}{\eta \mu + \rho + \eta}, \quad \text{as},
\]

\[
\lim_{t \to \infty} \sup V(t) = \frac{\eta A(1 - \kappa) + \mu \kappa}{\eta \mu + \rho + \eta}, \quad \text{as}.
\]

This finishes the proof. \(\square\)

5 Stochastic analysis of the endemic state

When examining the dynamics of an epidemic, we are concerned not only with the possibility of the disease extinction, but also with the possibility that when the disease will persist in a community. It is well understood that the stochastic model under discussion has fixed equilibria (both disease-free and endemic). As a result, in this part, we will focus on the existence of a stationary distribution,
which indicates whether the infection is spreading or not, utilizing Khasminskii’s theory [31]. To do so, we need to present a few lemmas and definitions which must be used in proving our main result.

Assume the dynamics of a regular Markov process $X(t)$ which is homogenous in time from the space $R^n_+$ of the form

$$dX(t) = b(X)dt + \sum_{r} \sigma_r dB_r(t).$$

The diffusion matrix is of the form

$$A(X) = [a_{ij}(x)], \quad a_{ij}(x) = \sum_{r=1}^{k} \sigma_{r,j}(x)\sigma_{r,i}(x).$$

**Lemma 3** [14, 15]. The Markov process $G(t)$ has a unique ergodic stationary distribution $m(\cdot)$ if a bounded domain $U \in R^d$ with regular bounds $\lambda$ which have following two properties:

1. In the neighborhood of $U$ as well as in its domain, the eigenvalue of matrix $A(t)$ with the smallest is bounded away from 0.
2. If $x$ is from the space $R^d \setminus U$, the average-time $\tau$ which is required for covering the path from $x$ to $U$ is not infinite, and sup$_x E^x \tau$ is also finite for each $K \subset R^n$ (being a compact subset). Besides, for every $\pi$-measurable function $f(\cdot)$, we have

$$P \left( \lim_{T \to \infty} \frac{1}{T} \int_0^T f(X^x(t)) dt = \int_{R^d} f(x) \pi(dx) \right) = 1,$$

where $x \in R^d$.

Due to its importance, we must define the parameter

$$\mathbb{R}^3_o = \frac{\eta \beta \alpha_1}{(\mu + \eta + \delta_1^2) \left( \gamma_1 + \gamma_2 + \eta + \delta_2^2 \right) \left( \alpha_1 + \alpha_2 + \eta + \delta_2^2 \right)}.$$  \hspace{1cm} (21)

**5.1 Stationary distribution and ergodicity**

Here, in this section, we will discuss the existence of stationary distribution and will show that model (4) is ergodic.

**Theorem 3** If $\mathbb{R}^3_o > 1$, then the solution $(S(t), V(t), A(t), C(t), R(t))$ of the proposed stochastic model is ergodic. Further, there exist a unique stationary distribution $\pi(\cdot)$.

**Proof** First of all, for proving the assertion 2 in Lemma 3, we must formulate a $C^2$-function from the space $R^5_+$ into $R_+$. The assumed function is of the form

$$V_1 = S + V + A + C + R - c_1 \ln S + I + R - c_2 \ln A - c_3 \ln C,$$

here the notation $c_i$’s stand for the positive real numbers and currently unknown. By the application of the formula due to Itô and using model (4), we have the following relations

$$L(S + V + A + C + R) = \Lambda - \eta(S + V + A + C + R) - \gamma_1 C(t),$$

$$(-\ln S) = -\kappa \Lambda \frac{S}{S} + \beta A(t - \tau) - \rho V(t) \frac{S}{S} + (\mu + \eta + \delta_1^2),$$

$$(-\ln V) = -\frac{\kappa (1 - \Lambda)}{V(t)} \frac{S}{V(t)} + (1 - \tau_1) \beta A(t - \tau) \frac{S}{V(t)} + (\rho + \eta) + \frac{\delta_1^2}{2},$$

$$(-\ln A) = -\frac{\beta SA(t - \tau)}{AN} \frac{(1 - \tau_1) \beta V(t) A(t - \tau)}{AN} + (\alpha_1 + \alpha_2 + \eta) + \frac{\delta_2^2}{2},$$

$$(-\ln C) = -\frac{\alpha_1 A}{C} + (\gamma_1 + \gamma_2 + \eta) + \frac{\delta_2^2}{2},$$

$$(-\ln R) = -\gamma_1 C \frac{R}{R} - \frac{\alpha_2 A}{R} + \eta + \frac{\delta_2^2}{2}. \hspace{1cm} (22)$$

Therefore, we have

$$LV_1 = \Lambda - \eta N - \gamma_1 C(t) + \frac{c_1 \kappa \Lambda}{S} + \frac{c_1 \beta A(t - \tau)}{S} - \frac{c_1 \rho V(t)}{S} + (\mu + \eta) + \frac{c_1 \delta_1^2}{2} - \frac{c_2 \beta SA(t - \tau)}{AN} + \frac{c_2 (1 - \tau_1) \beta V(t) A(t - \tau)}{AN} + \frac{c_2 \alpha_1 A}{C} + \frac{c_3 (\gamma_1 + \gamma_2 + \eta)}{2} + \frac{c_3 \delta_2^2}{2}.$$
We have
\[ LV_1 \leq -4 \left( \eta N \times \frac{c_1 k A}{S} \times \frac{c_2 \beta A(t-t_\tau)}{AN} \times \frac{c_3 A_1 A}{C} \right)^{\frac{1}{4}} + \Lambda + c_1 \left( \mu + \eta + \frac{\delta_1^2}{2} \right) + c_2 \left( \alpha_1 + \alpha_2 + \eta + \frac{\delta_2^2}{2} \right) \]
\[ c_3 \left( \gamma_1 + \gamma_2 + \eta + \frac{\delta_2^2}{2} \right) + \frac{c_1 \beta A(t-t_\tau)}{N} - \frac{c_1 \rho V(t)}{S} - \frac{c_2 (1 - \tau_1) \beta V(t) A(t-t_\tau)}{AN}. \]
Let
\[ c_1 \left( \mu + \eta + \frac{\delta_1^2}{2} \right) = c_2 \left( \alpha_1 + \alpha_2 + \eta + \frac{\delta_2^2}{2} \right) = c_3 \left( \gamma_1 + \gamma_2 + \eta + \frac{\delta_2^2}{2} \right) = \Lambda. \]
Here, the constant are defined as follows:
\[ c_1 = \frac{\Lambda}{\left( \mu + \eta + \frac{\delta_1^2}{2} \right)}, \]
\[ c_2 = \frac{\Lambda}{\left( \alpha_1 + \alpha_2 + \eta + \frac{\delta_2^2}{2} \right)}, \]
\[ c_3 = \frac{\Lambda}{\left( \gamma_1 + \gamma_2 + \eta + \frac{\delta_2^2}{2} \right)}. \] (23)
Consequently
\[ LV_1 \leq -4 \left[ \left( \frac{\eta A^4 \beta A}{\left( \mu + \eta + \frac{\delta_1^2}{2} \right)} \left( \frac{\gamma_1 + \gamma_2 + \eta + \frac{\delta_2^2}{2}}{\left( \alpha_1 + \alpha_2 + \eta + \frac{\delta_2^2}{2} \right)} \right) \right]^{\frac{1}{4}} \right] + \Lambda \right) \]
\[ + \frac{c_1 \beta A(t-t_\tau)}{N} - \frac{c_1 \rho V(t)}{S} - \frac{c_2 (1 - \tau_1) \beta V(t) A(t-t_\tau)}{AN}. \] (24)
Upon simplifications, we get the following inequality
\[ LV_1 \leq -4 \left[ \left( \frac{S^2}{\eta N} \right)^{1/4} - 1 \right] + \frac{c_1 \beta A(t-t_\tau)}{N} - \frac{c_1 \rho V(t)}{S} - \frac{c_2 (1 - \tau_1) \beta V(t) A(t-t_\tau)}{AN}. \] (25)
In addition, we obtain
\[ V_2 = c_4 (S + V + A + C + R - c_1 \ln S - c_2 \ln A - c_3 \ln C) - \ln S - \ln V - \ln R + N, \]
\[ = (c_4 + 1)(S + V + A + C + R) - (c_1 c_4 + 1) \ln S - c_2 c_4 \ln A - c_3 c_4 \ln C - \ln V - \ln R, \]
where the constant \( c_4 > 0 \), to be determined at later stages. It is handy to show that
\[ \lim_{\substack{(S, V, A, C, R) \in \mathbb{R}_+^5 \setminus U_k \rightarrow \infty}} V_2(S, V, A, C, R) = +\infty, \quad \text{as} \quad k \rightarrow \infty, \] (26)
where \( U_k = \left( \frac{1}{k}, k \right) \times \left( \frac{1}{k}, k \right) \times \left( \frac{1}{k}, k \right). \) The next step is to prove that \( V_2(S, V, A, C, R) \) has one and only one minimum value \( V_2(S_0, V_0, A_0, C_0, R_0). \)
\[ \square \]
With respect to the state variables \( S, V, A, C \) and \( R \), the partial derivative of the function \( V_2(S, V, A, C, R) \) can be written as
\[ \frac{\partial V_2(S, V, A, C, R)}{\partial S} = 1 + c_4 - \frac{1 + c_1 c_4}{S}, \]
\[ \frac{\partial V_2(S, V, A, C, R)}{\partial V} = 1 + c_4 - \frac{1}{V}, \]
\[ \frac{\partial V_2(S, V, A, C, R)}{\partial A} = 1 + c_4 - \frac{c_2 c_4}{A}, \]
\[ \frac{\partial V_2(S, V, A, C, R)}{\partial C} = 1 + c_4 - \frac{c_3 c_4}{C}, \]
\[ \frac{\partial V_2(S, V, A, C, R)}{\partial R} = 1 + c_4 - \frac{1}{R}. \]
It can be notice that the function $V_2$ has one and only one point of stagnation

$$
(S_0, V_0, A_0, C_0, R_0) = \left( \frac{1 + c_1 c_4}{1 + c_4}, \frac{1}{c_4 + 1}, \frac{c_4 c_2}{c_4 + 1}, c_3(1 + c_4)^{-1}, (1 + c_4)^{-1} \right).
$$

(27)

Moreover, the Hessian matrix of $V_2(S, V, A, C, R)$ at $(S_0, V_0, A_0, C_0, R_0)$ is

$$
B = \begin{bmatrix}
\frac{1 + c_1 c_4}{S^2(0)} & 0 & 0 & 0 & 0 \\
0 & \frac{1}{V^2(0)} & 0 & 0 & 0 \\
0 & 0 & \frac{c_4 c_2}{A^2(0)} & 0 & 0 \\
0 & 0 & 0 & \frac{c_4 c_2}{C^2(0)} & 0 \\
0 & 0 & 0 & 0 & \frac{1}{R^2(0)}
\end{bmatrix}.
$$

(28)

Obviously, the Hessian matrix is positive-definite. Thus, $V_2(S, V, A, C, R)$ has a minimum value $V_2(S_0, V_0, A_0, C_0, R_0)$. According to Eq. (26) and from the continuity of $V_2(S, V, A, C, R)$, we can say that $V_2(S, V, A, C, R)$ has one and only one minimum value $V_2(S_0, V_0, A_0, C_0, R_0)$ inside $R^5_+$. Next, we will define a nonnegative $C^2$-function $V : R^5_+ \rightarrow R_+$ as follows

$$
V(S, V, A, C, R) = V_2(S, V, A, C, R) - V_2(S(0), V(0), A(0), C(0), R(0)).
$$

By using the stochastic model as well as the Ito’s formula, we have

$$
LV \leq c_4 \left\{ -4\Lambda \left[ (\mathbb{R}_0^S)^{1/4} - 1 \right] + \frac{c_1 \beta A(t-\tau)}{N} - \frac{c_1 \rho V(t)}{S} - \frac{c_2(1 - \tau_1)\beta V(t)A(t-\tau)}{AN} \right\}

- \frac{\kappa \Lambda}{S} + \frac{\beta A(t-\tau)}{N} - \frac{\rho V(t)}{S} + (\mu + \eta) + \frac{\delta_2}{2} - \frac{\kappa(1 - \Lambda)}{V(t)} - \frac{\mu S(t)}{V(t)} + \frac{(1 - \tau_1)\beta A(t-\tau)}{N}

+ (\rho + \eta) + \frac{\delta_2}{2} + \kappa - \frac{\gamma_1 C}{R} - \frac{\alpha_2 A}{R} + \eta + \frac{\delta_2}{2} - \eta N.
$$

(29)

The above relation will leads to the following assertion

$$
LV \leq -c_4 c_5 + c_4 \left\{ \frac{c_1 \beta A(t-\tau)}{N} - \frac{c_1 \rho V(t)}{S} - \frac{c_2(1 - \tau_1)\beta V(t)A(t-\tau)}{AN} \right\}

- \frac{\kappa \Lambda}{S} + \frac{\beta A(t-\tau)}{N} - \frac{\rho V(t)}{S} + (\mu + \eta) + \frac{\delta_2}{2} - \frac{\kappa(1 - \Lambda)}{V(t)} - \frac{\mu S(t)}{V(t)} + \frac{(1 - \tau_1)\beta A(t-\tau)}{N}

+ (\rho + \eta) + \frac{\delta_2}{2} + \kappa - \frac{\gamma_1 C}{R} - \frac{\alpha_2 A}{R} + \eta + \frac{\delta_2}{2} - \eta N,
$$

(30)

where

$$
c_5 = 4\Lambda \left[-1 + (\mathbb{R}_0^S)^{1/4}\right] > 0.
$$

Next, we will define a set of the form

$$
D = \left\{ \epsilon_1 < S < \frac{1}{\epsilon_2}, \epsilon_1 < V < \frac{1}{\epsilon_2}, \epsilon_1 < A < \frac{1}{\epsilon_2}, \epsilon_1 < C < \frac{1}{\epsilon_2}, \epsilon_1 < R < \frac{1}{\epsilon_2} \right\}.
$$
where $\epsilon_i$ for $(i = 1, 2, \ldots, 10)$ are enough small positive real numbers and currently unknown. Due to simplicity purposes, we need to make a partition of the region $\mathbb{R}_+^5 \setminus D$ into the following sub-parts

$$D_1 = \{(S, V, A, C, R) \in \mathbb{R}_+^5, 0 < S \leq \epsilon_1\},$$

$$D_2 = \{(S, V, A, C, R) \in \mathbb{R}_+^5, 0 < V \leq \epsilon_2, S > \epsilon_2\},$$

$$D_3 = \{(S, V, A, C, R) \in \mathbb{R}_+^5, 0 < A \leq \epsilon_3, V > \epsilon_2\},$$

$$D_4 = \{(S, V, A, C, R) \in \mathbb{R}_+^5, 0 < C \leq \epsilon_4, A > \epsilon_2\},$$

$$D_5 = \{(S, V, A, C, R) \in \mathbb{R}_+^5, 0 < R \leq \epsilon_4, C > \epsilon_2\},$$

$$D_6 = \{(S, V, A, C, R) \in \mathbb{R}_+^5, S \geq \frac{1}{\epsilon_2}\},$$

$$D_7 = \{(S, V, A, C, R) \in \mathbb{R}_+^5, C \geq \frac{1}{\epsilon_2}\},$$

$$D_8 = \{(S, V, A, C, R) \in \mathbb{R}_+^5, R \geq \frac{1}{\epsilon_2}\},$$

$$D_9 = \{(S, V, A, C, R) \in \mathbb{R}_+^5, V \geq \frac{1}{\epsilon_2}\},$$

$$D_{10} = \{(S, V, A, C, R) \in \mathbb{R}_+^5, V \geq \frac{1}{\epsilon_2}\}.$$

The next step is to prove the negativity of $LV(S, V, A, C, R)$ in the set $\mathbb{R}_+^5 \setminus D$. In other word, we must prove the negativity of the same function in each of the above-mentioned sub-regions.

**Case 1** If $(S, V, A, C, R) \in D_1$, then by Eq. (30), we get

$$LV \leq -c_4c_5 + c_4\left\{\frac{c_1\beta A(t-\tau)}{N} - \frac{c_1\rho V(t)}{S} - \frac{c_2(1 - \tau_1)\beta V(t)A(t-\tau)}{AN}\right\} - \frac{\kappa A}{S} + \frac{\beta A(t-\tau)}{S} - \frac{\rho V(t)}{S}$$

$$+ (\mu + \eta) + \frac{\delta_1^2}{2} - \kappa(1 - \Lambda) + \frac{\mu S(t)}{V(t)} + (1 - \tau_1)\beta A(t-\tau) + (\rho + \eta) + \frac{\delta_2^2}{2} + \kappa - \frac{\gamma_1C}{R} - \frac{\alpha_2A}{R}$$

$$+ \eta + \frac{\delta_5^2}{2} - \eta N,$$

$$\leq -c_4c_5 + c_4\left\{\frac{c_1\beta A(t-\tau)}{N} - \frac{c_1\rho V(t)}{S} - \frac{c_2(1 - \tau_1)\beta V(t)A(t-\tau)}{AN}\right\} - \frac{\kappa A}{S} + \frac{\beta A(t-\tau)}{S} - \frac{\rho V(t)}{S}$$

$$+ (\mu + \eta) + \frac{\delta_1^2}{2} - \kappa(1 - \Lambda) + \frac{\mu S(t)}{V(t)} + (1 - \tau_1)\beta A(t-\tau) + (\rho + \eta) + \frac{\delta_2^2}{2} + \kappa - \frac{\kappa A}{S}.$$
We can choose sufficiently small $\epsilon_2 > 0$, yields $LV < 0$ for each $(S, V, A, C, R) \in D_6$.
In the similar way we can get $LV < 0$, for each $(S, V, A, C, R) \in D_7, D_8, D_9, D_{10}$.
Concluding the above, we can say that must exist a positive constant $W$ which gives us

$$LV(S, V, A, C, R) < -W < 0 \text{ for all } (S, V, A, C, R) \in \mathbb{R}_+^5 \setminus D.$$  

Hence

$$dV(S, V, A, C, R) < -Wdt + [(c_4 + 1)S - (c_1c_4 + 1)\delta_1]dB_1(t) + [(c_4 + 1)V - \delta_2]dB_2(t)$$
$$+ [(c_4 + 1)A - c_2c_4\delta_1]dB_3(t) + [(c_4 + 1)C - c_3c_4\delta_4]dB_4(t)$$
$$+ [(c_4 + 1)R - \delta_3]dB_5(t). \quad (31)$$

Assume that $(S_0, V_0, A_0, C_0, R_0) = (x_1, x_2, x_3, x_4, x_5) = x \in \mathbb{R}_+^5 \setminus D$. Further, if $\tau^{-}$ stand for the time in which the curve starting from $x$ to $D$ is covered, then

$$\tau_n = \inf\{t : |X(t)| = n\} \quad \text{and} \quad \tau^{(n)}(t) = \min[\tau^{-}, t, \tau_n].$$

By taking the integral of relation (31) over the interval $[0, \tau^{(n)}(t)]$, applying the formula due to Dynkin and taking the expectation, we have

$$E(V(S(\tau^{(n)})), V(\tau^{(n)})), A(\tau^{(n)}(t)), C(\tau^{(n)}(t)), R(\tau^{(n)}(t))) - V(x),$$
$$= E \int_0^{\tau^{(n)}(t)} LV(S(u), V(u), A(u), C(u), R(u))du,$$
$$\leq E \int_0^{\tau^{(n)}(t)} -Wdu = -WE \tau^{(n)}(t).$$

As $V(x)$ is nonnegative, thus

$$E \tau^{(n)}(t) \leq \frac{V(x)}{W}.$$

Reference to the proof of Theorem (3), we have shown that $P(\tau_{-} = \infty) = 1$. Thus, we must be sure about the regularity of model (4). Further, by letting $t, n \to \infty$, almost surely we have $\tau(n)(t) \to \tau^{-}$. In addition, by applying the Fatou’s lemma, we have

$$E \tau^{(n)}(t) \leq \frac{V(x)}{W},$$

is finite and this shows that $\sup_{x \in K} E \tau^{-}$ is finite, here $K$ is a subset of $\mathbb{R}_{+}^5$ and is compact. Consequently, assertion 2 in Lemma 3 is proved. Besides, model (4) has the diffusion matrix

$$B = \begin{bmatrix}
\delta_1^2 S^2 & 0 & 0 & 0 & 0 \\
0 & \delta_2^2 V^2 & 0 & 0 & 0 \\
0 & 0 & \delta_3^2 A^2 & 0 & 0 \\
0 & 0 & 0 & \delta_4^2 C^2 & 0 \\
0 & 0 & 0 & 0 & \delta_5^2 R^2
\end{bmatrix}. $$

Choosing $M = \min_{(S, V, A, C, R) \in \mathbb{R}_+^5} \{\delta_1^2 S^2, \delta_2^2 V^2, \delta_3^2 A^2, \delta_4^2 C^2, \delta_5^2 R^2\}$, we obtain

$$\sum_{i,j=1}^{5} a_{ij}(S, V, A, C, R)\xi_i\xi_j = \delta_1^2 S^2 \xi^2 + \delta_2^2 V^2 \xi^2 + \delta_3^2 A^2 \xi^2 + \delta_4^2 C^2 \xi^2 + \delta_5^2 R^2 \xi^2 \geq M|\xi|^2,$$

which shows the proof of assertion 1 in Lemma 3 where $\xi = (\xi_1, \xi_2, \xi_3, \xi_4, \xi_5)$ belong to the space $\mathbb{R}_+^5$. Accordingly, it shows the ergodicity of the system as well as it proves that the system has a unique stationary distribution. This completes the proof of the theorem.

6 Stochastic bifurcation analysis

For the values of the parameter $\beta$ from the interval $(0, 1)$, model (1) exhibits a bifurcation, and this is due to imperfect vaccination. As the reproduction number for model (1) is given by

$$R_0^D = \frac{\beta S_0 + (1 - \tau_1)\beta V_0}{N_0(\alpha_1 + \alpha_2 + \eta)},$$

(32)
Then, for any $t \in \mathbb{R}$, we have $s(t) \in \mathbb{R}$.

Let $\rho = \inf \{ t \geq 0 : (s(t), v(t), a(t), c(t), r(t)) \in \mathbb{R}^2 \}$.

If the conclusion of the theorem is false, then there must exist a positive constant $\varepsilon_3$ from the interval $(0, 1)$ such that $p(\Omega_4) = \varepsilon_3$ where $\Omega_4 = \{ \omega \in \mathbb{R}^n : \rho(\omega) < \infty \}$. 

Let $\rho' = \inf \{ t \geq 0 : (s(t), v(t), a(t), c(t), r(t)) \in \mathbb{R}^2 \}$. Then, for any $t \in \mathbb{R}$, we have $s(t) \in \mathbb{R}$.

Consequently

$$
\mathbb{E} V(S, V, A, C, R) = \mathbb{E} V(S(\rho), V(\rho), A(\rho), C(\rho), R(\rho)) + \mathbb{E} \int_{\tau}^{\rho} \mathbb{L} V(s(s), V(s), A(s), C(s), R(s)) ds,
$$

and by setting $\tau = 1$ and $\beta = 1$, we will obtain the basic reproduction number for model (1) without vaccination. If we consider $\beta \in [0.62, 0.10]$ and assume other values of the parameter from Table 3, model (1) exhibits bistability. For $N = 210$ and other parameter values as in Table 3, the bifurcation diagram is shown in Fig. 2. It was observed that the bifurcation diagram, for other population sizes (arbitrary $N$), has almost the same shape as that of Fig. 2. The only difference between the two shapes are the range on the vertical axis which is approximately $[0, N/4]$. For instance, if one assume $N = 1000$, the values of the range set will lies approximately within the interval $[0, 250]$. For $\beta < 0.62$ the value of the basic reproduction number $R_0$ is 7.432 which is clearly greater than one, whereas $R_0 > 1$ for $\beta > 0.10$. In other words, the region of bistability extends from the node bifurcation to the transcritical bifurcation when the value of $\beta$ varies from 0.62 to 0.10.

**Theorem 4** For the stochastic system (4), correspond to an initial data $(S(0), V(0), A(0), C(0), R(0))$, the first exit time of a solution $(S(t), V(t), A(t), C(t), R(t))$ from $V(S, V, A, C, R)$ is infinite almost surely. That is, a solution starting from $V(S, V, A, C, R)$ will never run out of $V_2(S, V, A, C, R)$ with unit probability.

**Proof** For any initial value $(S(0), V(0), A(0), C(0), R(0))$, we let

$$
\rho = \inf \{ t \geq 0 : (s(t), v(t), a(t), c(t), r(t)) \in \mathbb{R}^2 \}.
$$

If the conclusion of the theorem is false, then there must exist a positive constant $\varepsilon_3$ from the interval $(0, 1)$ such that $p(\Omega_4) = \varepsilon_3$ where $\Omega_4 = \{ \omega \in \mathbb{R}^n : \rho(\omega) < \infty \}$.

Let

$$
\rho' = \inf \{ t \geq 0 : (s(t), v(t), a(t), c(t), r(t)) \in \mathbb{R}^2 \}.
$$

Then, for any $t \in \mathbb{R}$, we have $(S(t), V(t), A(t), C(t), R(t)) \in \mathbb{R}^2$ which yields $L(S, V, A, C, R) < 0$. Consequently

$$
\mathbb{E} V(S, V, A, C, R) = \mathbb{E} V(S(\rho), V(\rho), A(\rho), C(\rho), R(\rho)) + \mathbb{E} \int_{\tau}^{\rho} \mathbb{L} V(s(s), V(s), A(s), C(s), R(s)) ds,
$$

Table 3 The estimated and fitted values of the parameters obtain from fitting the model against the real HBV data

| Parameter | Value             | Source       |
|-----------|-------------------|--------------|
| $\lambda$ | 260.479           | Estimated    |
| $\beta$   | 15.24             | Fitted       |
| $\rho$    | 1.96603           | Fitted       |
| $\tau_1$  | 0.97              | Estimated    |
| $\eta$    | 1.253133e−03      | Estimated    |
| $\sigma_1$| 8.0529            | Fitted       |
| $\sigma_2$| 5.8480            | Fitted       |
| $\gamma_1$| 5.5650            | Fitted       |
| $\gamma_2$| 0.0003            | Fitted       |
| $\mu$     | 0.0006            | Fitted       |
| $\kappa$  | 0.00001           | Fitted       |

and by setting $\tau = 1$ and $\beta = 1$, we obtain the basic reproduction number for model (1) without vaccination. If we consider $\beta \in [0.62, 0.10]$ and assume other values of the parameter from Table 3, model (1) exhibits bistability. For $N = 210$ and other parameter values as in Table 3, the bifurcation diagram is shown in Fig. 2. It was observed that the bifurcation diagram, for other population sizes (arbitrary $N$), has almost the same shape as that of Fig. 2. The only difference between the two shapes are the range on the vertical axis which is approximately $[0, N/4]$. For instance, if one assume $N = 1000$, the values of the range set will lies approximately within the interval $[0, 250]$. For $\beta < 0.62$ the value of the basic reproduction number $R_0$ is 7.432 which is clearly greater than one, whereas $R_0 > 1$ for $\beta > 0.10$. In other words, the region of bistability extends from the node bifurcation to the transcritical bifurcation when the value of $\beta$ varies from 0.62 to 0.10.
In addition, for any \( t \in [\rho, \rho'] \), we have

\[
V(S(t), V(t), A(t), C(t), R(t)) > \max_{S, V, A, C, R} \in V_2(S, V, A, C, R),
\]

\[
> LV(S(\rho), V(\rho), A(\rho), C(\rho), R(\rho)) + E, \quad \text{a.s.}
\]

which is a contradiction with \( EV(S, V, A, C, R) < EV(S(\rho), V(\rho), A(\rho), C(\rho), R(\rho)) \). This completes the proof of the theorem.

From Theorems 3–4, we concluded that the stationary distribution of system (4) is confined to the region \( V(S, V, A, C, R) \). While studying the bifurcation of a nonlinear dynamical system, calculating the extreme values of the invariant measures is one of the most popular and efficient methods. Particularly, the invariant measure is an important characteristic value in the stochastic bifurcation. In the present study, the shape of stationary distribution related to model (4) depends on the critical parameter \( \beta \) and thus, this parameter will decide the nature of bifurcation. Taking into account the parameter values from Table 3 and assuming \( \beta = 0.05 \), we calculated one sample path with a final time 1000 and step size 0.001. As the average time spent by a solution path in each sample set is approximately equal to the measure of this set, as a result, we have stationary measures. By looking into Fig. 3, one can verify that the stochastic bifurcation occurs when we change the shape of stationary distribution.

7 Parameters estimation and stochastic curve fitting

Among other hypotheses related to an epidemic model, the main question is whether the model satisfies the real data? Is it supporting the theory? The objective of the study is achievable through the model? For the question related to data supporting, it is crucial to estimate the parameters from the data if available. Once the parameter values were identified, the model may be fitted with the real data. In this study, we assumed the real HBV data from which the values of the parameters were estimated and consequently, the stochastic, the underlying deterministic and the real data were plotted from which accuracy of the model can be seen. Basically, the real HBV cases were taken into account from the district Swat KPK Pakistan for the year 2020 and the present population of this district is nearly 2,309,570 individuals.

According to the findings of the authors in [30], the HBV vaccines provide immunity against the infection up to twenty years. The HBV data of district Swat is taken into consideration and by using the MATLAB routine scheme lsqcurvefit, we performed the parameters estimation as shown in Table 3.

The main theme of the lsqcurvefit algorithm is as follows. Firstly, the proposed deterministic model (1) can be comprehensively expressed as

\[
\frac{d\mathcal{Y}}{dt} = (F(t, \mathcal{Y}, \theta), \mathcal{Y}(t_0)) = \mathcal{Y}_0.
\] (33)

The function \( F \) depends on time \( t \), the vectors of dependent or state variables \( \mathcal{Y} \) and unknown parameters \( \theta \) to be estimated. The purpose of using the least square technique is to estimate the best values of model parameter which is obtained by minimizing the error between the reported data points \( \tilde{y}_t \) and the solution of the model \( y_t \) associated with the model parameters \( \theta \). The objective function used in the minimization procedure is given as

\[
\tilde{\theta} = \sum_{i=1}^{n} (y_t - \tilde{y}_t)^2,
\] (34)
where \( n \) denotes the available actual data points. To obtain the model parameters, we aimed to minimize the following objective function

\[
\min \bar{\theta},
\]

subject to Equation (33).

The function \texttt{lsqcurvefit} uses the same algorithm as \texttt{lsqnonlin}, however, \texttt{lsqcurvefit} may be preferred over other available algorithm because its main purpose is to provide an interface designed specifically for data-fitting problems. Further, these techniques can effectively handle the medium and large-scale optimization problems [32]. For more detail about this technique please see [33] and reference therein. This algorithm will be coded in MATLAB and the parameters of the model will be estimated.

The predictions of stochastic system (4) as well as its underlying deterministic model were fitted against the real HBV data from January 1st, 2020, till December 28th, 2020, in Fig. 4. By looking into the figure, we can see that the proposed stochastic model (4) fitting the data to a great degree of accuracy. In order to measure the goodness of data fit, we calculated the mean relative fit' error through the relation $\frac{1}{12} \sum_{k=1}^{12} \left| \frac{x_{\text{approximate}}^k - x_{\text{real}}^k}{x_{\text{real}}^k} \right| \approx 1.5685e - 01$. The results are further verified by using the sufficiently small relative error formula $(1.5685e - 01)$ which suggest that this fitness is much better compared to any other fittings.

8 Computer simulations

This section of the work emphasizes on the validation of the obtain analytical results through numerical simulations. To present an approximate solution of the stochastic system, first of all, we need to discretize model (4) as follows:

\[
S_{i+1} = S_i + \left[ \kappa A - \frac{\beta S_i A_i (t-\tau)}{N} + \rho V_i - (\mu + \eta) S_i \right] \Delta t + \delta_1 S_i \sqrt{\Delta t} \big(\xi_{1,i}^{\ast} - 1\big) \Delta t,
\]

\[
V_{i+1} = V_i + \left[ \Lambda (1 - \kappa) + \mu S_i - \frac{(1 - \tau_1) \beta V_i A_i (t-\tau)}{N} - (\rho + \eta) V_i \right] \Delta t + \delta_2 V_i \sqrt{\Delta t} \big(\xi_{2,i}^{\ast} - 1\big) \Delta t,
\]

\[
A_{i+1} = A_i + \left[ \beta S_i A_i (t-\tau) + \frac{(1 - \tau_1) \beta V_i A_i (t-\tau)}{N} - (\alpha_1 + \alpha_2 + \eta) A_i \right] \Delta t + \delta_3 A_i \sqrt{\Delta t} \big(\xi_{3,i}^{\ast} - 1\big) \Delta t,
\]

\[
C_{i+1} = C_i + \left[ \alpha_1 A_i - (\gamma_1 + \gamma_2 + \eta) C_i \right] \Delta t + \delta_4 C_i \sqrt{\Delta t} \big(\xi_{4,i}^{\ast} - 1\big) \Delta t,
\]

\[
R_{i+1} = R_i + \left[ \gamma_1 C_i + \alpha_2 A_i - \eta R_i \right] \Delta t + \delta_5 R_i \sqrt{\Delta t} \big(\xi_{5,i}^{\ast} - 1\big) \Delta t.
\]

Here, the notions \( \xi_{i,j} \) for \( i = 1, \ldots, 5 \) denotes the independent Gaussian stochastic variables and strictly follows the normal distribution (i.e., \( N(0, 1) \)). Further, the notations \( \delta_i \) (for \( i = 1, \ldots, 5 \)) stand for the intensity values of the white noises and must be positive. We assumed the uniform time step size and in the scheme, it is represented by \( \Delta t \). To simulate the stochastic model, we shall implement the algorithm presented in (35) in MATLAB and will perform the simulations. Likewise, the standard RK4
algorithm will be utilized for simulating the underlying deterministic model. The graphical results obtained from simulations are presented in the subsequent parts of the manuscript.

In the subsequent section, we will present graphical illustrations which will depict the long-term behavior of the model. Furthermore, we will show how the dynamics of the disease could be affected if we increase/decrease the values of a few sensitive parameters of the model.

8.1 Numerical simulation based on the extinction of the disease

This subsection deals with simulating model (4) by utilizing the 1st order Milstein stochastic method. As the model contains five Brownian motions $dB_1(t)$, thus for an approximation of the double stochastic integral, it is proposed to use the tools of stochastic theory.

To show the extinction of the disease from the population, we shall take the parameter values $\Lambda = 5.5$, $\beta = 0.2$, $\rho = 0.2$, $\tau_1 = 0.02$, $\eta = 0.05$, $\alpha_1 = 0.03$, $\alpha_2 = 0.2$, $\kappa = 0.2$, $\gamma_1 = 0.3$ and $\gamma_2 = 0.1$. Similarly, the initial data for the population is assumed as $(S_0, V_0, A_0, C_0, R_0) = (30, 20, 15, 10, 5)$ and the noise intensities are given by $(\delta_1, \delta_2, \delta_3, \delta_4, \delta_5) = (0.2, 0.1, 0.06, 0.15, 0.11)$. It is well known that the basic reproduction number ($R_0$) is a very important parameter in the infectious disease model, which determines whether the disease could extinct or persist in the population. Therefore, initially, we calculated that $R_0^D = 0.93$ which is clearly less than one. Thus, hypothesis of Theorem 2 holds and hence the conclusion must be true as one can see from Fig. 5a. This figure shows that if we keep $R_0^D < 1$, then surely the disease tends to extinct out of the population. By using the same set of parameters, we calculated the basic reproduction number $R_0^D$ for the underlying deterministic model (i.e., model (1)) and again it was observed that $R_0^D = 0.95$ which is clearly less than unity. Based on Theorem 2, we have a similar result for the deterministic model as well. That is, if $R_0^D < 1$, the disease-free equilibrium is locally as well as globally asymptotically stable. Thus, it is mandatory to show that the solution curves of the deterministic model tend to the disease-free equilibrium as time evolves. This scenario is well explained through Fig. 5 where the disease tends to die out of the population if one keeps $R_0^D < 1$.

8.2 Numerical simulation for the stationary distribution of the disease

In order to show that the proposed stochastic model has the property of existence of a unique stationary distribution, we shall consider another set of parameters of the form $\Lambda = 2.5$, $\beta = 0.5$, $\rho = 0.3$, $\tau_1 = 0.2$, $\eta = 0.5$, $\alpha_1 = 1.3$, $\alpha_2 = 0.2$, $\kappa = 0.3$, $\gamma_1 = 0.4$, $\gamma_2 = 0.2$. Here, the intensities of white noises are $(\delta_1, \delta_2, \delta_3, \delta_4, \delta_5) = (0.025, 0.1, 0.058, 0.035, 0.03)$, where the initial data in respect of each compartment were kept the same as in Sect. 8.1. By using these values of the parameters, we calculated the threshold parameter $R_0^D = 1.27$ for the underlying deterministic model. Clearly, the value of $R_0^D$ is greater than one and hence, the endemic equilibrium $E_0$ of the said model must be globally asymptotically stable as supported by Fig. 6a–e. To be more specific, we can say that the infection will persist in the population whenever the parameter satisfies the condition of $R_0^D > 1$. To check the behavior of stochastic model (4) for this set of parameters, initially we calculated $R_0^D = 1.7$. As this parameter crossed the threshold of one, therefore, the simulations must be inline with the conclusion of Theorem 3.

In such a case, the curves fluctuating around the respective endemic equilibrium points and this is because, the intensities of white noises are too much small. This means that the disease will persist in the population in the long run. Furthermore, Theorem 3 analytically shows the existence of an ergodic stationary distribution and numerically this is confirmed with the help of Fig. 7. Moreover, we plot the frequency distribution histogram in Fig. 7, by using the bootstrap estimate value for each compartment. This indicates that the disease is uniform persistence. Therefore, if no further effective prevention and control measures are taken, the disease will not vanish.
Fig. 6 Trajectories of susceptible, vaccinated, acute infections, chronic carriers, and recovered individuals for system (4) and (1)

9 An application of the study to the HBV outbreak

This section deals with the application of the present study to explain the HBV outbreak in district Swat, Pakistan by using the available data with effect from January 2020 to December 2020. In this district, the vaccination campaign covering almost 25,000 individuals above age 1 was initiated in the month of June 2020. Based on the statistical data, we estimated the values of parameter (shown in Table 3) by fitting model (4) against the reported cases. Taking into consideration the nonlinear perturbations used in the model and keeping in view the data of infected HBV individuals, we will provide the effect of various parameters on the infected classes \( A(t) \) and \( C(t) \). The relative impact of these parameters on the said classes is shown in the following subsections.

9.1 The impact of \( \alpha_1 \) on the stochastic system (4)

Assume that the value of \( \alpha_1 = (7.56, 7.06) \) with different stochastic noises \( (\delta_1, \delta_2, \delta_3, \delta_4, \delta_5) = (0.045, 0.01, 0.068, 0.025, 0.01) \) and the rest of parameter values are taken from Table 3. The corresponding partial solutions \( A(t) \), \( C(t) \), and the average infected relative cure of stochastic system (4) with its corresponding deterministic model are shown in Fig. 8. Clearly, as the stochastic fluctuation of acute individuals \( A(t) \) and \( C(t) \) increases, all of the infected individuals are tends to eradicate from the community in finite time.
This means that the HBV in district Swat, KPK, Pakistan can be controlled and prevented in the long run if we restrict the value of $\alpha_1$. Particularly, the extinction of the disease is possible if we assume sufficiently large values of the stochastic noises and decrease the transmission coefficient.

9.2 The impact of $\gamma_1$ on the stochastic system (4)

Let us choose the value of $\gamma_1$ as $\gamma_1 = (3.55, 1.55)$ and the stochastic noises $(\delta_1, \delta_2, \delta_3, \delta_4, \delta_5) = (0.035, 0.02, 0.08, 0.05, 0.01)$, whereas the rest of the parameter values are as it is in Table 3. Figure 9 shows the corresponding partial solutions of the functions $A(t)$, $C(t)$ and the average infected relative cure projected by the stochastic system (4) as well as by its corresponding deterministic version. Obviously, large stochastic perturbations, will lead to the vanishing of these populations. In contrast, they have a little influence on the dynamical behavior of infected individuals. According to the analysis of the simulations, small environmental noises have a great influence on the size of $A(t)$, $C(t)$ and the average relative infections. Therefore, it is crucial to introduce the nonlinear stochastic noises for studying epidemic models both from practical and theoretical perspectives. More importantly, the numerical simulations such as Fig. 9a–c, reveal that some effective measures (like quarantine strategies) should be imposed in order
Fig. 8 The plot shows the impact of $\alpha_1$ on the dynamics of $A(t)$ and $C(t)$ based on stochastic systems (4) and its corresponding deterministic system to restrict environment-to-human interactions and the human activities for decreasing the spread of HBV particularly in endemic areas.

9.3 The impact of $\mu$ on the stochastic system (4)

If we choose the value of $\mu_1$ from the interval $(5.11e-02, 5.11e-01)$, the stochastic noises as $(\delta_1, \delta_2, \delta_3, \delta_4, \delta_5) = (0.035, 0.02, 0.08, 0.05, 0.01)$ and assume the rest of the parameters from Table 3. Based on these values of the parameters, Fig. 9 shows the corresponding partial solutions $A(t)$, $C(t)$, and the average infected relative cure of stochastic system (4) with its corresponding deterministic version, respectively. For $\mu_1 = (5.11 - e02, 5.11 - e01)$, we can see from Fig. 10 that the disease is going to die out with probability one. On the other hand, by considering the corresponding deterministic model (1), one can notice that the disease free equilibrium $E_0$ is globally asymptotically stable. Further, it is worthy to notice that the disease goes for extinction and this fact is supported by Fig. 10a–c. Based on the simulation results, we notice that small environmental noises greatly affect the population of $A(t)$, $C(t)$ and the average relative infections. Here again, from Fig. 9a–c, we can say that in modeling diseases like HBV outbreak of Swat, one must include nonlinear stochastic noises into the models.

9.4 The impact of $\tau_1$ on the stochastic system (4)

Assume the values of the parameters as in Table 3 except the stochastic noises $(\delta_1, \delta_2, \delta_3, \delta_4, \delta_5) = (0.005, 0.002, 0.006, 0.005, 0.001)$ and the value of $\tau_1$ is taken from the interval $(0.77, 0.57)$. Both the stochastic and its deterministic counterpart were simulated by using these parameter values and we plot solution curves of $A(t)$, $C(t)$. Figure 11a–c shows that $\tau_1$ has an inverse relationship with these population, that is, by increasing the value of $\tau_1$ the respective infected populations may be decreased remarkably.

9.5 The impact of $\beta$ on the stochastic system (4)

To show the effect of $\beta$ on the dynamics of the infected classes, we assumed $\beta_1 = (14.25, 13.25)$ and the stochastic noises $(\delta_1, \delta_2, \delta_3, \delta_4, \delta_5) = (0.005, 0.002, 0.006, 0.005, 0.001)$ along with other parameters as shown in Table 3. The behavior of $A(t)$, $C(t)$ and the average relative infections are shown graphically in Fig. 9 by using the proposed stochastic model and its underlying deterministic counterpart. Fig. 12a–c shows that if we decrease the value of $\beta$, the corresponding populations will converge fast to the disease extinction. Thus, for disease extinction, we have to decrease the values of $\beta$. Further, these simulations suggest that we
Fig. 9  Trajectories of $A(t)$, $C(t)$ and the average infected relative cure predicted by the stochastic systems and its corresponding deterministic counterpart

(a) $A(t)$ – Acutely individuals  
(b) $C(t)$ – Chronically individuals

(c) Average infected relative cure

Fig. 10  Trajectories of $A(t)$, $C(t)$ and the average relative infections by using the proposed stochastic and deterministic models

(a) $A(t)$ – Acutely individuals  
(b) $C(t)$ – Chronically individuals

(c) Average infected relative cure
Fig. 11 The plot shows the relationship of parameter $\tau_1$ with the infected HBV classes based on stochastic systems (4) and its corresponding deterministic model.

10 Conclusion

In this research article, we studied the dynamics of a novel stochastic HBV model keeping in view the effect of vaccination and time-delay. With the help of standard existence and uniqueness theory of stochastic differential equations, we proved that the model has a unique positive bounded solution. We obtained the threshold quantity $R^{E}_{0}$ which was used for deriving the necessary conditions of extinction and persistence of the disease. Analytically, we proved that the disease will tend to extinct out of the population whenever $R^{E}_{0} < 1$. However, for $R^{E}_{0} > 1$, we showed that the proposed model has a unique stationary distribution as well as the property of ergodicity. Biologically, the properties of persistence and stationary distribution show the existence of the infection in the community in the long run. By using the bifurcation theory of stochastic differential equations, we showed that the model exhibit a bifurcation. Further, it is shown that the region of bistability extends from the node bifurcation to the transcritical bifurcation when the value of $\beta$ varies from 0.62 to 0.10. We used the standard numerical algorithm for showing the analytical results through simulations. This research work was tested against the real data obtained from district Swat (Pakistan) between January 2020 and December 2020. Both stochastic and deterministic models were fitted against the data by using the nonlinear least squares fit routine in MATLAB. The graphical illustrations show a good agreement between the data and the model’s curves. Further, simulations suggest that large values of the white noise can lead to the extinction of HBV, whereas the smaller values ensure the persistence of HBV. By simulating the model several times, the authors conclude that several effective measures like the quarantine strategy and decreasing the human interactions particularly in HBV endemic areas could be helpful in the elimination of HBV.

We fitted both the deterministic and stochastic models against the available data of HBV of district Swat (Pakistan) and the values of parameters are estimated by using the *lsqcurvefit* techniques. These values of the parameter are utilized and the reproduction number is calculated which is approximately 13. This shows that the HBV is very dangerous and could adversely affect this locality if proper control strategies were not implemented on time. It also indicates that if there are no effective measures, the number of HBV cases may rise in the next couple of years. To decrease the spreading rate further, the health officials and policy makers must start awareness campaigns, mass vaccinations particularly in children, and importantly the treatment and care of chronic HBV patients. It was also noticed that $\beta$ is the most sensitive parameter to the reproduction number and hence, reducing the transmission coefficient...
Fig. 12 The plot shows the behavior of $A(t)$, $C(t)$ and the average relative infected populations by using both the stochastic and the associated deterministic models

(by reducing the sexual and household contacts of susceptible with chronic) for acute infected individuals who become chronic is also an effective measure to decrease the further spread of HBV.

In future, our aim is to conduct studies on the fractional-order versions of this model and to solve such models by using the techniques of Weyl, Riesz, Riemann–Liouville, Caputo, Caputo–Fabrizio, Atangana–Baleanu, Atangana–Gomez, fractal–fractional and other operators which have the capability to capture the complex and anomalous behavior of related dynamical systems.
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