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Abstract
Traffic volume information is critical for intelligent transportation systems. It serves as a key input to transportation planning, roadway design, and traffic signal control. However, the traffic volume data collected by fixed-location sensors, such as loop detectors, often suffer from the missing data problem and low coverage problem. The missing data problem could be caused by hardware malfunction. The low coverage problem is due to the limited coverage of fixed-location sensors in the transportation network, which restrains our understanding of the traffic at the network level. To tackle these problems, we propose a probabilistic model for traffic volume reconstruction by fusing fixed-location sensor data and probe vehicle data. We apply the probabilistic principal component analysis (PPCA) to capture the correlations in traffic volume data. An innovative contribution of this work is that we also integrate probe vehicle data into the framework, which allows the model to solve both of the above-mentioned two problems. Using a real-world traffic volume dataset, we show that the proposed method outperforms state-of-the-art methods for the extensively studied missing data problem. Moreover, for the low coverage problem, which cannot be handled by most existing methods, the proposed model can also achieve high accuracy. The experiments also show that even when the missing ratio reaches 80\%, the proposed method can still give an accurate estimate of the unknown traffic volumes with only 10\% probe vehicle penetration rate. The results validate the effectiveness and robustness of the proposed model and demonstrate its potential for practical applications.
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Introduction

Traffic volume information plays a critical role in transportation planning, roadway design, and traffic signal control. In conventional transportation systems, traffic volumes are primarily measured by fixed-location sensors, such as loop detectors (Guo et al., 2019). Although widely applied, loop detectors have the following two significant drawbacks. The first drawback is that the collected data often contain missing values, which might be caused by hardware malfunction. Another drawback of loop detectors is that they usually only cover a small subset of links in a transportation network, due to the high installation and maintenance costs (Yoon et al., 2007; Zhan et al., 2016). Therefore, loop detectors usually can only measure very limited traffic volume information, which restrains our understanding of the traffic at the network level.

To tackle the first problem, i.e., the missing data problem, abundant literature applied data imputation methods to loop detector data. The key idea of these methods is to exploit the spatiotemporal correlation of the traffic volume data. The methods can be roughly divided into three categories. The first category is based on principal component analysis (PCA), which includes the applications of probabilistic PCA (PPCA), kernel probabilistic PCA (KPPCA), Bayesian PCA (BPCA), and their variants (Qu et al., 2008, 2009; Ilin and Raiko, 2010; Li et al., 2013). These probabilistic methods try to find and exploit the low-rank structure of the traffic volume data for missing value imputation. The second category is based on the matrix (tensor) completion. The methods in this category usually represent traffic volume data as a matrix (tensor) and impute the traffic data by matrix (tensor) decomposition techniques (Tan et al., 2013; Asif et al., 2016; Ran et al., 2016; Gouart et al., 2017; Chen et al., 2019a,b). The third category mainly focuses on data-driven machine learning methods, including neural networks (Duan et al., 2016; Zhuang et al., 2018; Chen et al., 2019c; Li et al., 2020), k-nearest neighbors (Tak et al., 2016), and CoKriging methods (Bae et al., 2018).

When it comes to the second drawback of loop detectors, the low coverage problem, using solely loop detector data is usually not sufficient to solve the problem. If loop detectors are not installed at the location where the traffic volume information is of our interest, the data imputation methods introduced above could not be applied, because all of the methods require at least one observed data point for each location. Recently, a wide range of methods from the perspective of probability theory and statistics have been proposed for estimating traffic volumes using probe vehicle data. Zheng and Liu (2017) modeled vehicle arrivals at an intersection following a time-varying Poisson process and estimate the traffic volumes using maximum likelihood estimation (MLE). Wang et al. (2019) constructed a Bayesian network to capture the relationship between vehicle arrival processes and the timing information in probe vehicle trajectory data. The traffic volume can be calculated based on the inferred traffic parameters from the Bayesian network by applying the expectation-maximization (EM) algorithm. Unlike previous work that only considered isolated intersections, Luo et al. (2019) improved the estimation accuracy by considering the information from adjacent intersections. The traffic volume can also be estimated by scaling up the probe vehicle volume with the penetration rate. A recent study by Wong et al. (2019) proposed a novel method that provides an unbiased estimator for probe vehicle penetration rate. Zhao et al. (2019a,b) also developed a series of estimators for probe vehicle penetration rate, which can be further used for traffic volume and queue length estimation. However, these direct scaling methods cannot handle the cases when there are no observations of probe vehicles, which could be caused by low market penetration or fine estimation time granularity. In general, under the low penetration rate, using probe vehicle data alone results in a trade-off between time granularity and estimation accuracy.

Combining loop detector data and probe vehicle data could potentially solve the two problems at the same time. On the one hand, despite the low coverage, when loop detectors function well,
they could give the complete vehicle counts at discrete locations. On the other hand, although
the penetration rate of probe vehicles is low currently, probe vehicles usually have much broader
coverage and do not have the maintenance issues. Therefore, the fusion of the two data sources
makes their respective advantages complementary to each other. A few recent studies attempted
to fuse the two data sources. Cui et al. (2017) estimated the unknown traffic volumes by applying
compressive sensing techniques. The correlation of traffic volumes in adjacent time slots was cap-
tured by a Toeplitz matrix; the correlation of traffic volumes in nearby locations was learned by
fitting linear regression models to probe vehicle counts. Besides the two data sources, Zhan et al.
(2016) also include points of interest (POI) data and meteorology data to develop a hybrid frame-
work that extracted some high-level features from calibrated fundamental diagrams and estimated
traffic volumes by machine learning techniques. Meng et al. (2017) modeled the spatiotemporal
correlation of traffic volumes by a multi-layer affinity graph.

In this paper, we first propose a general probabilistic framework for traffic state estimation
problems. Based on the framework, we propose a data fusion method to simultaneously address
the two challenges of traffic volume reconstruction, namely, the missing data problem and the low
coverage problem. In doing so, we adopt PPCA to capture the low-rank structure of traffic volume
data. Besides the spatiotemporal correlations contained in loop detector data, the proposed model
also captures the sampling process of probe vehicle data and thus allows us to impute the missing
traffic volumes more accurately and robustly. Most importantly, for locations that are not covered
by loop detectors, the method can still accurately reconstruct the traffic volumes, whereas this
scenario is very challenging for existing methods.

The main contributions of this paper are fourfold: (1) we propose a general probabilistic frame-
work for traffic state estimation problems; (2) we propose a data fusion method that exploits both
fixed-location sensor data and probe vehicle data to capture the spatiotemporal correlations in traf-
fic volumes; (3) the proposed method can estimate the traffic volume for some locations where no
loop detectors are installed, as long as there are probe vehicle data; (4) in terms of the extensively
studied missing traffic volume problem, the proposed method outperforms the existing methods,
as the results on the real-world dataset suggest.

The rest of this paper is organized as follows. In Section 2, we introduce the general probabilistic
framework for traffic state estimation problems. A stream of literature that conforms to this
framework is discussed in detail to demonstrate the universality of the proposed framework. In
Section 3, the probabilistic models for traffic volume data in probe vehicle environments are given.
Section 4 presents how to model the correlations in traffic volumes and how to incorporate loop
detector data and probe vehicle data into the model. The model parameters can be estimated
by solving a maximum likelihood estimation problem using the EM algorithm. In Section 5, we
evaluate our method by extensive experiments under different settings using a public traffic flow
data set collected from Portland, Oregon. We also compare the performance of the proposed method
with existing methods and demonstrate that our method outperforms them, benefiting from the
fusion of different data sources. Finally, Section 6 concludes the study and suggests some future
directions.

2 A general probabilistic framework for traffic state estimation
problems

Traffic states represent traffic conditions at a given location and time. Traffic state variables include
traffic volume, traffic speed, traffic density, travel time, and queue length, etc. Before looking into
traffic volume estimation, we first provide a probabilistic view of the general traffic state estimation
problem. The proposed method for the missing traffic volume reconstruction will follow this general probabilistic framework.

Within a transportation network, traffic states in different locations and times are inherently spatially and temporally correlated. To estimate traffic states, we use observations obtained from either fixed-location sensors, for example, loop-detectors and cameras, or moving sensors such as the probe vehicles. Here we propose a general Bayesian network for traffic state estimation problems as shown in Figure 1. The Bayesian network can model spatial and temporal dependencies between traffic states and also capture the conditional dependencies between traffic states and observations.

![Figure 1: The general Bayesian network for traffic state estimation problem.](image)

The traffic state of location \(i\) at time \(j\) is denoted by \(x_{ij}\) as shown by the circle on the upper layer in the figure. \(d\) and \(N\) denote the number of locations and time slots being considered. The corresponding observation from the probe vehicles of each traffic state \(x_{ij}\) is denoted by \(y_{ij}\), which is represented by the circle on the lower layer. The traffic states depend on a set of parameters \(\theta_1\), and the probe vehicle observations depend on both the traffic states and another set of parameters \(\theta_2\). The parameters are shown as the small solid circles in the figure. The probabilistic framework represents a general traffic state estimation methodology. In order to demonstrate the universality of the framework, in the following paragraphs, we will discuss in detail some literature that conforms to this framework.

The first category of literature imposes independent assumptions, which implies the traffic states of different locations at different times are independent with each other. As an example, Comert and Cetin (2009) estimated the queue length in each cycle at an isolated and undersaturated intersection using probe vehicle data. The traffic state variable is the queue length, and the observation from probe vehicle data is the position of the last probe vehicle in the queue. Vehicle arrivals are assumed to follow a Poisson process, therefore, the parameter \(\theta_1\) is the Poisson arrival rate. Given the queue length of a cycle, the observation also depends on the probe vehicle penetration rate which serves as parameter \(\theta_2\). Similarly, studies by Zheng and Liu (2017), Zhao et al. (2019b), and Wang et al.
also fall into this category.

The second category of literature includes those considering the temporal correlation (or spatial correlation) alone. Aljamal et al. (2020) proposed a Kalman filter (KF) based method to estimate the traffic state using probe vehicle data. The traffic state is the number of vehicles traversing the approach, and the corresponding probe vehicle observation is the probe vehicle travel time on the approach. The system dynamics are modeled as a linear system where the temporal correlation of traffic states is considered and incorporated. Therefore, parameter $\theta_1$ includes transition matrices of the model. For parameter $\theta_2$, it includes the measurement matrices, covariance of the measurement Gaussian noise, and the penetration rate. Besides the KF-based method, Wang et al. (2015) proposed a hidden Markov model (HMM) based method to estimate road segment’s travel speed using probe vehicle data, and it also belongs to this category.

The last category of literature involves those considering both spatial and temporal correlations. In addition to the queue length and traffic volume discussed earlier, the link travel time is studied in Herring et al. (2010). The traffic state of each link is represented by a discrete congestion level. For a given congestion level, the travel time distribution of that link is assumed to follow a Gaussian distribution. To capture the spatiotemporal correlation, the authors assume the state of a link at the next timestep depends on the states of the spatial neighbors in the current timestep. The observations are the link travel time obtained from the probe vehicle data. Therefore, parameter $\theta_1$ involves the state transition probability matrix and initial state probability. Parameter $\theta_2$ includes the mean and variance of the link travel time Gaussian distribution given different congestion levels. Similarly, the spatiotemporal correlation is also considered in Chen and Levin (2019) to estimate the occupancy of each road segment, and this method also falls into this category.

In summary, the proposed framework illustrated in Figure 1 represents a generic methodology for traffic state estimation problems. Based on the methodology, in the next sections, we will propose a probabilistic model for traffic volume reconstruction by fusing fixed-location sensor data and probe vehicle data.

3 Probabilistic models for traffic volume data in probe vehicle environments

Before delving into traffic volume reconstruction, we first describe the probabilistic models of whole-population traffic volumes and probe vehicle traffic volumes. By whole-population traffic volume, we refer to the total number of vehicles passing through a certain location at a certain time interval to distinguish it from the probe vehicle traffic volume. These probabilistic models are the traffic state and probe vehicle observation components in the framework that we introduced in the previous section. They serve as the foundation of the proposed data fusion method.

3.1 Distribution of whole-population traffic volumes based on the PPCA model

Following the same notation as in Section 2, for a specific time-of-day (TOD), we represent the traffic volumes of $d$ locations in $N$ days by a matrix $X \in \mathbb{R}^{d \times N}$, of which the element $x_{ij}$ represents the traffic volume at location $i$ on day $j$. Many studies have shown that the traffic volume data have strong spatiotemporal correlations and contain low-rank structures (Qu et al., 2009; Tan et al., 2013; Coogan et al., 2017; Feng et al., 2018). We apply the PPCA model proposed by Tipping and Bishop (1999) and Roweis and Ghahramani (1999) to capture the low-rank structure of the traffic volume data.

The PPCA model is a probabilistic model that generalizes PCA. The PPCA model assumes that
the $d$-dimensional sample vector $x_n$, which is the $n$th column of $X$, depends on an $r$-dimensional latent vector $t_n$ through the following linear-Gaussian format

$$x_n = \Lambda t_n + \mu_x + \epsilon_n,$$

where the latent vector $t_n$ is assumed to follow the multivariate Gaussian distribution $N(0, I)$, and $\Lambda$ is a $d \times r$ projection matrix. $\mu_x$ is a vector that captures the mean of all samples, and $\epsilon_n$ is a $d$-dimensional isotropic Gaussian noise satisfying $\epsilon_n \sim N(0, \sigma^2 I)$, where $\sigma^2$ is the variance of the noise in each dimension. The intuition behind the formulation is that, with $r \ll d$, the original $d$-dimensional sample data can be represented in a more sparse way by mapping an $r$-dimensional latent variable in the latent variable space to the sample data space using the projection matrix $\Lambda$.

According to the model, the distribution of $x_n$ is

$$x_n \sim N(\mu_x, \Lambda \Lambda^T + \sigma^2 I).$$

Eq. (2) suggests that the distribution of traffic states depends on the parameter $\theta_1 = \{\Lambda, \mu_x, \sigma^2\}$, which includes the projection matrix, the mean vector, and the variance of the isotropic Gaussian noise.

### 3.2 Distribution of probe vehicle traffic volumes

The probe vehicle traffic volume represents the number of probe vehicles passing by a location in a specific period. Similarly, for a specific TOD, we represent the probe vehicle traffic volumes of $d$ locations in $N$ days by a matrix $Y$, which shares the same size as $X$. For location $i$ and day $j$, the probe vehicle traffic volume $y_{ij}$ is a fraction of the whole-population traffic volume $x_{ij}$.

We assume that the penetration rate of probe vehicles at each of the studied locations in the studied TOD is the same, denoted by $p$. We also assume probe vehicles are randomly mixed with regular vehicles. Based on the assumptions, given the penetration rate $p$ and the whole-population traffic volume $x_{ij}$, the traffic volume of probe vehicles at location $i$ on day $j$ follows the binomial distribution $y_{ij} | x_{ij} \sim B(x_{ij}, p)$. The binomial distribution can be well approximated by a Gaussian distribution when $x_{ij}$ is large (Shiryayev, 1984), which is adequate in our case. Therefore, the probe vehicle volume vector $y_n$ (the $n$th column of $Y$) approximately follows the Gaussian distribution

$$y_n \mid x_n \sim N(x_n p, \text{diag}(x_n p (1 - p))).$$

Another reason we approximate the binomial distribution using a Gaussian is that the PPCA framework applies to continuous random variables, whereas real-world traffic volumes are integer values. The Gaussian approximation makes it easy to consider the loop detector data and probe vehicle data together.

We also applied another approximation to the distribution of $y_n$, for mathematical simplification. We substitute the average traffic volume $\bar{x} = \sum_{i=1}^{N} x_i/N$ for the traffic volume $x_n$ in the variance of the distribution and decouple the mean and covariance by replacing $p (1 - p)$ with $\eta^2$. Consequently, the probability distribution of the probe vehicle traffic volume is expressed as

$$y_n \mid x_n \sim N(x_n p, \bar{x} \eta^2).$$

Therefore, the probe vehicle observation depends on the parameter $\theta_2 = \{p, \eta^2\}$, where $p$ and $\eta^2$ denote the probe vehicle penetration rate and the decoupled variance, respectively.
4 Traffic volume reconstruction by data fusion

After modeling the distributions of whole-population traffic volumes and probe vehicle traffic volumes, in this section, we show how to fuse the loop detector data and probe vehicle data and how to infer the model parameters by solving an MLE problem. Once the parameters in the model are obtained, we will be able to reconstruct the unknown traffic volumes easily.

4.1 PPCA based data fusion

This paper focuses on the reconstruction of traffic volumes in two specific scenarios, i.e., the missing data scenario and the low coverage scenario. In the missing data scenario, some of the entries in $X$ might be missing due to loop detector malfunction or communication failure. The missing entries show a random pattern. In the low coverage scenario, loop detectors are not installed in some locations of our interest, and the entries of the corresponding rows in $X$ will be empty. Our goal is to reconstruct the missing values in $X$ by fusing the non-missing values in $X$ and the probe vehicle data $Y$.

In this study, we incorporate the probe vehicle data into the PPCA model and propose a PPCA-based data fusion (PPCA-DF) model. Following the notation in Marlin (2008), when there are missing elements in traffic volume data $x_n$, we divide $x_n$ into two parts $x^m_n$ and $x^o_n$, where $x^m_n$ refers to the missing part and $x^o_n$ represents the non-missing part. The available (non-missing) traffic volume data and probe vehicle data serve as the model input. For conciseness, we denote the collection of model parameters by $\theta = \{\Lambda, \mu_x, \sigma^2, p, \eta^2\}$. Given the non-missing traffic volume and probe vehicle volume data, the log-likelihood function of $\theta$ can be expressed as

$$
\log L(\theta; x^o_n, y_n) = \sum_{n=1}^N \log P_\theta(x^o_n, y_n)
$$

(5)

$$
= \sum_{n=1}^N \log \left( \int P_\theta(x^m_n, x^o_n, y_n) dx^m_n \right)
$$

(6)

$$
= \sum_{n=1}^N \log \left( \int \int P_\theta(x^m_n, x^o_n, y_n, t_n) dx^m_n dt_n \right).
$$

(7)

The objective function of the PPCA-DF model is to maximize the log-likelihood function. For the convenience of the solving process, we introduce the latent vector $t_n$ to the objective function as shown in Eq. (7).

The complete-data likelihood function in the marginal log-likelihood function (7) can be expressed as

$$
P_\theta(x^m_n, x^o_n, y_n, t_n) = P_\theta(x_n, y_n, t_n)
$$

(8)

$$
= P_\theta(t_n) P_\theta(x_n|t_n) P_\theta(y_n|x_n, t_n)
$$

(9)

$$
= P_\theta(t_n) P_\theta(x_n|t_n) P_\theta(y_n|x_n).
$$

(10)

The last step in the derivation is because $y_n$ is independent of $t_n$ given $x_n$. The probability density functions of $t_n$, $x_n|t_n$, and $y_n|x_n$ under parameter $\theta$ are
the latent variables $x$.

Then, according to the Gaussian conditional distribution formula, the conditional distribution of $x$ can be expressed as

$$P_\theta (x_n | t_n) = \frac{1}{\sqrt{\prod_{i=1}^d \bar{x}_i}} (2\pi\eta^2)^{-d/2} e^{-\frac{1}{2} (x_n - \Lambda t_n - \mu_x)^T \Lambda^{-1} (x_n - \Lambda t_n - \mu_x)}.$$  \hfill (12)

The goal of the EM algorithm is to find maximum likelihood solutions for models having latent variables (Bishop, 2006). In the E-step, we evaluate the expectation of the complete-data log-likelihood function can be expressed as

$$\log P_\theta (x_n^m, x_n^o, y_n, t_n) = -\frac{(r + 2d)}{2} \log (2\pi) - \frac{1}{2} t_n^T t_n - \frac{d}{2} \log (\sigma^2)$$

$$- \frac{1}{2\sigma^2} (x_n - \Lambda t_n - \mu_x)^T (x_n - \Lambda t_n - \mu_x) - \frac{1}{2} \sum_{i=1}^d \log (\bar{x}_i \eta^2)$$

$$- \frac{1}{2} (y_n - px_n)^T \left[ \text{diag} (\bar{x} \eta^2) \right]^{-1} (y_n - px_n).$$ \hfill (14)

Substituting Eq. (14) into Eq. (7) gives a non-concave objective function of the maximum likelihood estimation problem. Therefore, we apply the EM algorithm (Dempster et al., 1977) to solve it.

### 4.2 EM algorithm

#### 4.2.1 E-step

The goal of the EM algorithm is to find maximum likelihood solutions for models having latent variables (Bishop, 2006). In the E-step, we evaluate the expectation of the complete-data log-likelihood function under the posterior distribution of the latent variables given the current estimate $\theta^{(k)}$, where the superscript $k$ is the index denoting for current iteration. Mathematically, the expectation can be expressed as $E_{t_n,x_n^m|x_n^o,y_n,\theta^{(k)}} \left[ \log L (\theta; x_n, y_n, t_n) \right]$, where $\log L (\theta; x_n, y_n, t_n) = \log P_\theta (x_n, y_n, t_n)$.

To get the probability density function of the posterior distribution under parameter $\theta^{(k)}$, we first derive the joint distribution of $x_n, y_n$ and $t_n$, which is

$$(x_n, y_n, t_n) \sim \mathcal{N} \left( \begin{bmatrix} \mu_x^{(k)} \\ \mu_y \\ 0 \end{bmatrix}, \begin{bmatrix} \sum_{x_n}^{(k)} & \sum_{x_n y_n}^{(k)} & \sum_{x_n t_n}^{(k)} \\ \sum_{y_n x_n}^{(k)} & \sum_{y_n}^{(k)} & \sum_{y_n t_n}^{(k)} \\ \sum_{t_n x_n}^{(k)} & \sum_{t_n y_n}^{(k)} & \sum_{t_n t_n}^{(k)} \end{bmatrix} \right)$$ \hfill (15)

where the covariance matrix can be expressed as

$$\begin{bmatrix} \sigma^2 I + \Lambda^{(k)} & p^{(k)} \left( [\sigma^2 I + \Lambda^{(k)} \Lambda^{(k)}]^T \right) \\ p^{(k)} \left( [\sigma^2 I + \Lambda^{(k)} \Lambda^{(k)}]^T \right)^T \text{diag} (\bar{x} \eta^2) + p^{(k)} \left( [\sigma^2 I + \Lambda^{(k)} \Lambda^{(k)}]^T \right) \Lambda^{(k)} \right]$$ \hfill \begin{bmatrix} \Lambda^{(k)} \\ p^{(k)} \Lambda^{(k)} \end{bmatrix}. \hfill (16)$$

Then, according to the Gaussian conditional distribution formula, the conditional distribution of the latent variables $x_n^m$ and $t_n$ given the observed data $x_n^o$ and $y_n$ is still Gaussian. For conciseness,
we denote the distribution of \((t_n, x_n^m | x_n^o, y_n; \theta^{(k)})\) by \(q_n^{(k)}(t_n, x_n^m)\), that is
\[
q_n^{(k)}(t_n, x_n^m) : t_n, x_n^m | x_n^o, y_n; \theta^{(k)} \sim \mathcal{N}\left( \begin{bmatrix} \mu_{t_n | x_n^o, y_n}^{(k)} \\ \mu_{x_n^m | x_n^o, y_n}^{(k)} \end{bmatrix}, \begin{bmatrix} \Sigma_{t_n | x_n^o, y_n}^{(k)} & \Sigma_{t_n, x_n^m | x_n^o, y_n}^{(k)} \\ \Sigma_{t_n, x_n^m | x_n^o, y_n}^{(k)} & \Sigma_{x_n^m | x_n^o, y_n}^{(k)} \end{bmatrix} \right). \tag{17}
\]

Finally, we evaluate the expected complete-data log-likelihood function under the posterior distribution \(q_n^{(k)}(t_n, x_n^m)\), which is
\[
\mathbb{E}_{q_n^{(k)}}[\log \mathcal{L}(\theta; x_n, y_n, t_n)] = \int \int q_n^{(k)}(t_n, x_n^m) \log P(t_n) + \log P(x_n | t_n) + \log P(y_n | x_n) \, dx_n^m \, dt_n
\]
\[
= -\frac{(r + 2d)}{2} \log (2\pi) - \frac{1}{2} \mathbb{E}_{q_n^{(k)}}[\mu_{t_n}^T t_n] - \frac{d}{2} \log (\sigma^2)
\]
\[
- \frac{1}{2\sigma^2} \mathbb{E}_{q_n^{(k)}}[(x_n - \mu_t t_n - \mu_x)^T (x_n - \mu_t t_n - \mu_x)] - \frac{1}{2} \sum_{i=1}^d \log (\tilde{x}_i \eta^2)
\]
\[
- \frac{1}{2} \mathbb{E}_{q_n^{(k)}}[(y_n - px_n)^T \text{diag}(\tilde{x}\eta^2)^{-1}(y_n - px_n)]. \tag{18}
\]

### 4.2.2 M-step
In the M-step, considering all the available loop detector and probe vehicle data, we maximize the sum of the expected complete log-likelihood function in terms of the parameters \(\theta\), which is
\[
Q(\theta; \theta^{(k)}) = \sum_{n=1}^N \mathbb{E}_{q_n^{(k)}}[\log \mathcal{L}(\theta; x_n, y_n, t_n)]. \tag{19}
\]

The solutions to the optimization problem yield the update rules of the parameters, which are
\[
\mu_{x}^{(k+1)} = \frac{1}{N} \sum_{n=1}^N \left( \mathbb{E}_{q_n^{(k)}}[x_n] - \Lambda^{(k)} \mathbb{E}_{q_n^{(k)}}[t_n] \right), \tag{20}
\]
\[
\Lambda^{(k+1)} = \left( \sum_{n=1}^N \left( \mathbb{E}_{q_n^{(k)}}[x_n t_n^T] - \mu_{x}^{(k)} \mathbb{E}_{q_n^{(k)}}[t_n] \right) \right)^{-1} \left( \sum_{n=1}^N \mathbb{E}_{q_n^{(k)}}[t_n t_n^T] \right), \tag{21}
\]
\[
(\sigma^2)^{(k+1)} = \frac{1}{Nd} \sum_{n=1}^N \left( \text{tr} \left( \mathbb{E}_{q_n^{(k)}}[x_n x_n^T] \right) + \mu_{x}^{(k)} \mu_{x}^{(k)} + \text{tr} \left( \left( \Lambda^{(k)} \right)^T \Lambda^{(k)} \mathbb{E}_{q_n^{(k)}}[t_n t_n^T] \right) \right)
\]
\[
-2 \mu_{x}^{(k)} \mathbb{E}_{q_n^{(k)}}[x_n] - 2 \text{tr} \left( \Lambda^{(k)} \mathbb{E}_{q_n^{(k)}}[x_n x_n^T] \right) + 2 \mu_{x}^{(k)} \Lambda^{(k)} \mathbb{E}_{q_n^{(k)}}[t_n], \tag{22}
\]
\[
p^{(k+1)} = \left( \sum_{n=1}^N y_n^T \text{diag}(\tilde{x}(\eta^2)^{(k)})^{-1} \mathbb{E}_{q_n^{(k)}}[x_n] \right) \left( \sum_{n=1}^N \text{tr} \left( \mathbb{E}_{q_n^{(k)}}[x_n x_n^T] \right) \text{diag}(\tilde{x}(\eta^2)^{(k)})^{-1} \right)^{-1}, \tag{23}
\]
\[
(\eta^2)^{(k+1)} = \frac{1}{Nd} \sum_{n=1}^N \sum_{i=1}^d \frac{1}{\tilde{x}_i} \left( y_{n_i}^2 - 2 p^{(k)} y_{n_i} \mathbb{E}_{q_n^{(k)}}[x_n]_i + \left( p^{(k)} \right)^2 \mathbb{E}_{q_n^{(k)}}[x_n x_n^T]_{ii} \right). \tag{24}
\]

The solutions are concisely expressed in terms of five expectations derived from Eq. (17). The detailed solving process and the expressions of the expectations are in Appendix A.
4.3 Estimating the unknown traffic volumes

Performing the update rules introduced above iteratively leads to the convergence of the estimated \( \theta \) (Dempster et al., 1977). With the estimated parameters of the PPCA-DF model, the posterior predictive distribution of the unknown data is a Gaussian distribution given by

\[
x^m_n | x^o_n, y_n \sim \mathcal{N} \left( \mu_{x^m_n | x^o_n, y_n}, \Sigma_{x^m_n | x^o_n, y_n} \right),
\]

where

\[
\mu_{x^m_n | x^o_n, y_n} = \mu_{x^m_n} + \left[ \Sigma_{x^m_n, x^o_n} \Sigma_{x^o_n, y_n} \right]^{-1} \left[ \Sigma_{x^o_n, x^o_n} \Sigma_{x^o_n, y_n} \right]^{-1} \left( \begin{bmatrix} x^o_n \\ y_n \end{bmatrix} - \begin{bmatrix} \mu_{x^o_n} \\ \mu_y \end{bmatrix} \right),
\]

\[
\Sigma_{x^m_n | x^o_n, y_n} = \Sigma_{x^m_n, x^m_n} - \left[ \Sigma_{x^o_n, x^m_n} \Sigma_{x^o_n, y_n} \right]^{-1} \left[ \Sigma_{x^o_n, x^o_n} \Sigma_{x^o_n, y_n} \right]^{-1} \left[ \Sigma_{x^o_n, x^o_n} \Sigma_{x^o_n, y_n} \right]^T.
\]

Therefore, we can estimate the unknown traffic volumes in the \( n \)th column of \( X \) by the mean \( \mu_{x^m_n | x^o_n, y_n} \).

5 Case studies

In this section, we first introduce the dataset we use for validation. Then, we validate the proposed method in different scenarios and compare its performance with the baseline methods.

5.1 Ground-truth dataset

To examine the performance of the proposed PPCA-DF model in both the missing data scenario and the low coverage scenario, we conduct experiments using a real-world traffic volume dataset. The ground-truth dataset used here is the PORTAL Arterial Data (https://portal.its.pdx.edu/fhwa) collected from the loop detectors on 82nd Avenue in Portland, Oregon. The IDs of the specific 15 loop detectors we use are 253, 254, 255, 256, 409, 410, 411, 412, 414, 415, 416, 712, 713, 714, and 715. The locations of the loop detectors along 82nd Avenue are shown in Figure 2. Because of the data availability, we choose four intersections (Intersection 1 to Intersection 4 shown on Figure 2) spanning roughly 6.5 miles apart. We use the data of 15 workdays from October 21 to November 10, 2011. We aggregate the data to 15-min intervals in the preprocessing stage. Figure 3 shows the average traffic volumes in different TODs over the 15 workdays collected by the 15 loop detectors. In general, the traffic volumes at different locations fluctuate in a similar trend over time, which implies a strong correlation.
5.2 Experimental settings

5.2.1 Probe vehicle data

Since we do not have access to the real-world probe vehicle data collected from the studied locations at the same time, for validation purposes, we simulate the probe vehicle data by randomly sampling from the whole-population traffic volume data. For each vehicle recorded by the loop detectors, we
randomly determine if it is a probe vehicle or a regular vehicle according to the penetration rate \( p \). After this step, we obtain the simulated probe vehicle data, which are further converted into the probe vehicle traffic volume matrix \( Y \).

### 5.2.2 Traffic volume data with missing entries

We simulate two missing data patterns to characterize the two different scenarios of our interest, i.e., the missing data scenario and the low coverage scenario. For the missing data scenario, given a missing ratio, we perform a Bernoulli trial to decide if each entry in the ground-truth traffic volume matrix is missing or not. If the random sampling process shows the entry is missing, we will hide the value of the entry. This process simulates the loop detector malfunction situation. For the low coverage scenario, we randomly remove several rows of the ground-truth traffic volume matrix. This process simulates the situation where some of the studied locations are not covered by loop detectors. After this step, we obtain the simulated loop detector traffic volume matrix \( X \). In this case study, for each TOD, the size of \( X \) and \( Y \) is \( 15 \times 15 \), as there are 15 loop detectors and 15 days. The loop detector traffic volume matrix \( X \) (with missing entries or rows), together with the probe vehicle traffic volume matrix \( Y \), will serve as the input to our proposed model.

### 5.3 Measure of accuracy

We evaluate the performance of the proposed method by the root mean square error (RMSE) when reconstructing the missing entries. The traffic volumes are reconstructed for each TOD separately. Then, we calculate the performance measure for each TOD, or combine results for all TODs to get the overall performance measurement.

### 5.4 Results for the missing data scenario

Figure 4 illustrates the estimation process in the missing data scenario. The input data include the loop detector data \( X \) with randomly missing entries and the probe vehicle traffic volume matrix \( Y \). The colors represent different magnitudes of traffic volumes. The entries with traffic volumes equal to zero correspond to those entries with missing data. Using the proposed PPCA-DF model, we can reconstruct the missing traffic volumes.
The dimension of the projection matrix $\Lambda$ is $d \times r$, where $r$ is the rank of the matrix. Intuitively, increasing the rank of the projection matrix can capture more spatiotemporal correlations in the traffic volume data. However, increasing the rank may also increase the model complexity and result in overfitting. In the case study, we consider the traffic volume reconstruction for 15-min intervals. Due to the small granularity, the variance of the probe vehicle traffic volume is relatively large. As a result, if the rank is too large, the noise in data will be introduced to the model. This effect is particularly critical during the night time, when the ground-truth traffic volume is very small and the number of observed probe vehicles fluctuate significantly. Therefore, after doing the cross-validation process, we set $r = 1$. In other settings, for example, when we reconstruct 60-min traffic volumes, increasing the rank might give rise to better performance.

### 5.4.1 The impact of missing ratios and penetration rates

In this section, we examine the impact of missing ratios and penetration rates on the PPCA-DF model in the missing data scenario. We enumerate the missing ratio from 5% to 95%, with a step size of 5%. At the same time, we test the method under different penetration rates, including 5%, 10%, 20%, and 50%. For each test, we run 30 independent experiments and then calculate the average performance measurement.

Figure 5 shows the results. In general, the estimation accuracy decreases as the missing ratio increases. It is because when the missing ratio is low, non-missing entries can provide abundant information. By contrast, when the missing ratio is high, the number of remaining entries is very limited, which makes it challenging to estimate the unknown traffic volumes. Even though, the proposed model can still give an accurate estimation when the missing ratio is higher than 80%, which validates the robustness of our approach. Overall, the proposed method is not very sensitive to the missing ratio. It is due to the benefits of fusing the loop detector data and probe vehicle data. Probe vehicles cover a broad range of locations and provide a partial observation of the traffic volumes, whereas loop detectors measure the traffic volumes at several discrete locations.
Even though the missing ratio is high and many entries are missing, we can still estimate the corresponding traffic volumes by exploiting the spatiotemporal correlations contained in the two data sources.

Figure 5: Performance of the proposed method under different missing ratios and different penetration rates in the missing data scenario.

The probe vehicle penetration rate is another critical parameter that influences the performance of the method. It determines the magnitude of the probe vehicle traffic volumes. With a higher penetration rate, the spatiotemporal correlation of the traffic volume data can be better retained in the probe vehicle data. Even though, the results in Figure 5 show that the proposed method can already reconstruct traffic volumes accurately when the penetration rate is only 10%. These results indicate the feasibility of practical applications of our approach, as some studies have already shown that the probe vehicle penetration rate could reach 10% in some places (Zheng and Liu, 2017; Zhao et al., 2019a,b). For illustration purposes, we will use 10% as the penetration rate in the following experiments.

5.4.2 Comparison with existing methods

We compare the proposed PPCA-DF model with two baseline methods. The first one is the direct scaling method, which reconstructs the unknown traffic volumes by scaling up the traffic volumes of the probe vehicles using the penetration rate directly (Wong et al., 2019). The second method is the PPCA method used by Qu et al. (2009) and Li et al. (2013), which captures the low-rank structure by solving an MLE problem. For the PPCA method, it only uses the loop detector data to construct the low-rank structure of the traffic volume data and then uses it for missing value imputation. It also needs to determine the dimension of the projection matrix. We choose the dimension that yields the best performance, which is also $r = 1$ for the 15-min interval case.

The comparison results are shown in Figure 6. As the results suggest, the proposed method consistently outperforms the two baseline methods under different missing ratios. For the direct scaling method, it only utilizes the probe vehicle data, so the estimation accuracy does not depend on the missing ratio. Scaling up the probe vehicle traffic volume directly will amplify its variance, especially when the penetration rate is not high enough or when the magnitude of traffic volume is low (e.g., at the night time). However, the direct scaling method does not use any information from other locations and time slots to reduce the variance. Therefore, the RMSE is relatively
large. The proposed method also yields better performance than the PPCA method for all missing ratios. Especially when the missing ratio is high, the PPCA baseline method cannot reconstruct the missing values accurately with limited information. The reason is that, when the missing ratio is high, many entries in the loop detector data are missing, which severely undermines the spatiotemporal correlation the traffic volume data should have. The PPCA-DF model proposed in this paper, however, tries to find the low-rank representation of the traffic volumes by combining both of the data sources, which gives rise to better estimation accuracy. The results imply that the probe vehicle data is an appropriate data source for finding the embedded spatiotemporal correlations. It also validates the idea that incorporating probe vehicle data can provide a robust approach to the reconstruction of traffic volumes.

![Comparison of different methods for the missing data scenario.](image)

Figure 6: Comparison of different methods for the missing data scenario.

We further examine the estimation accuracy of the methods in different TODs. Figure 7a shows the estimation results of different methods. The figure corresponds to the scenario where the percentage of missing data is 50%. The proposed method outperforms the direct scaling and PPCA baseline methods in almost all the TODs. The RMSE is smaller in the night time compared to the day time, because the ground-truth traffic volumes are much smaller in the night time, as shown in Figure 3. The mean absolute percentage error (MAPE) is actually smaller in the day time as shown in Figure 7b, due to the larger sample size of probe vehicle data and high spatiotemporal correlation. The results show that the MAPE is around 13% in the day time (9:00-17:00), which suggests good estimation accuracy for 15-min traffic volumes.
Figure 7: Estimation accuracy of different methods in different TODs for the missing data scenario measured by: (a) RMSE and (b) MAPE.

5.5 Results for the low coverage scenario

The low coverage scenario is more challenging. In this case, not all the locations we study are covered by loop detectors. In other words, several rows of the traffic volume matrix $X$ can be missing. Figure 8 illustrates the whole process of traffic volume reconstruction for the low coverage scenario. Similar to the missing data scenario, the input data include the loop detector data $X$ with some missing rows and the probe vehicle data $Y$. The unknown traffic volumes can be reconstructed using the proposed PPCA-DF model.
5.5.1 The impact of missing ratios and penetration rates

We first evaluate the performance of the proposed model under different missing ratios and different levels of probe vehicle market penetration. Figure 9 shows the results. Similar to the missing data scenario, generally speaking, a lower missing ratio or a higher penetration rate leads to better estimation accuracy. The results suggest that a 10% penetration rate can still enable the proposed method to reconstruct traffic volumes accurately, even when multiple locations are not covered with loop detectors. Again, considering the current situations of probe vehicle deployment, we will still use the 10% penetration rate in the following experiments.

Figure 8: Traffic volume reconstruction for the low coverage scenario.

Figure 9: Performance of the proposed method under different missing ratios and different penetration rates in the low coverage scenario.
From the results, we can also find that when there are more locations not covered by loop detectors, the estimation accuracy does not decrease drastically, which again demonstrates the robustness of the proposed method. It is still because of the benefits of involving the probe vehicle data source. Although many locations are not covered by loop detectors, the spatiotemporal correlation can be captured by probe vehicle data which covers all locations. Therefore, by leveraging data fusion, we can still accurately estimate the corresponding traffic volumes. It implies that the probe vehicle data is a valuable complement to the traditional loop detector data, and it can help us better understand the traffic flows at the network level.

5.5.2 Comparison with existing methods

Since the PPCA method used in Qu et al. (2009) and Li et al. (2013) cannot deal with the low coverage scenario, we only compare the proposed PPCA-DF model with the direct scaling method. As shown in Figure 10, the proposed method performs significantly better than the baseline method. It is because the proposed method considers the spatiotemporal correlation in the traffic volume data, whereas the direct scaling method considers each location and each time slot independently.

Figure 10: Comparison of different methods for the low coverage scenario.

Figure 11 shows the estimation results of different methods in different TODs. The figure corresponds to the scenario when seven randomly chosen locations are not covered by loop detectors. The proposed method outperforms the direct scaling method in all the TODs. The MAPE is around 15% in the day time (9:00-17:00), which validates the performance of the proposed method in the low coverage scenario.
Figure 11: Estimation accuracy of different methods in different TODs for the low coverage scenario measured by: (a) RMSE and (b) MAPE.

6 Conclusions

In this paper, we first propose a general probabilistic framework for traffic state estimation problems. Based on the framework, we propose a data fusion model PPCA-DF, which can reconstruct the unknown traffic volumes by exploiting the spatiotemporal correlations of traffic volumes. The proposed PPCA-DF model considers both loop detector data and probe vehicle data when inferring the low-rank structure using maximum likelihood estimation. The PPCA-DF model can handle two critical and frequently occurring scenarios. The first scenario is the missing data scenario, where some traffic volume data are missing due to loop detector malfunction or communication failure. This problem has long been commonly recognized as a shortcoming of loop detectors. The second scenario is the low coverage scenario, where no loop detectors are installed at some locations of our
interest. This scenario also frequently occurs, since fixed-location sensors usually can only cover a small subset of links in the transportation network due to the high installation and maintenance costs. Whereas most of the existing literature focuses on the first scenario and cannot handle the second scenario, the proposed PPCA-DF model can be applied to both scenarios.

We examine the performance of the proposed method using a real-world loop detector dataset collected from Portland, Oregon. The results show that the PPCA-DF model can achieve good performance when dealing with both of the two scenarios. It can outperform the existing methods even when the penetration rate of probe vehicles is only 10%. What is more, the proposed model is not sensitive to the missing ratio and can give accurate estimation results when the missing ratio is higher than 80% or when most locations have no loop detectors installed. These results validate the effectiveness and robustness of the proposed model and also imply its potential for practical applications.

The current work can be extended in a few directions by future research. For instance, firstly, we only count the number of probe vehicles passing by a certain location and use the aggregated information in the model. However, the probe vehicle data include the complete trajectories of the vehicles, which contain rich information. The estimation accuracy could be further improved by considering more detailed information encoded in the trajectory, such as the arrival time of each probe vehicle. Secondly, we assume that the penetration rate of probe vehicles at each of the studied locations is the same in the same TOD. The assumption can be relaxed by considering the penetration rate as a random variable following a certain distribution. It will give more flexibility to the model and can therefore capture the daily variance of the penetration rate. Thirdly, in this study, we assume the observed loop detector volume is the ground-truth traffic volume. However, in a real-world situation, measurement errors for the loop detector do exist, and the errors should also be considered.

Appendix A

The analytical solutions of the EM algorithm can be obtained by setting the derivatives of \( Q(\theta; \theta^{(k)}) \) to zero, i.e.,

\[
\frac{\partial Q(\theta | \theta^{(k)})}{\partial \mu_x} = \sum_{n=1}^{N} \frac{1}{(\sigma^2)^{(k)}} \left( \mathbb{E}_{q_n^{(k)}}[x_n] - \Lambda^{(k)} \mathbb{E}_{q_n^{(k)}}[t_n] - \mu_x \right) = 0, \tag{28}
\]

\[
\frac{\partial Q(\theta | \theta^{(k)})}{\partial \Lambda} = \sum_{n=1}^{N} \frac{1}{(\sigma^2)^{(k)}} \left( \mathbb{E}_{q_n^{(k)}} \left[ (x_n - \mu_x)^T t_n \right] - \Lambda \mathbb{E}_{q_n^{(k)}}[t_n t_n^T] \right) = 0, \tag{29}
\]

\[
\frac{\partial Q(\theta | \theta^{(k)})}{\partial \sigma^2} = \sum_{n=1}^{N} \left( \frac{d}{\sigma^2} - \frac{1}{\sigma^4} \mathbb{E}_{q_n^{(k)}} \left[ (x_n - \Lambda^{(k)} t_n - \mu_x)^T (x_n - \Lambda^{(k)} t_n - \mu_x) \right] \right) = 0, \tag{30}
\]

\[
\frac{\partial Q(\theta | \theta^{(k)})}{\partial p} = \sum_{n=1}^{N} \mathbb{E}_{q_n^{(k)}} \left[ \text{diag} \left( \bar{x} (\eta^2)^{(k)} \right) \left[ (y_n - px_n)^T \right] x_n \right] = 0, \tag{31}
\]

\[
\frac{\partial Q(\theta | \theta^{(k)})}{\partial \eta^2} = \sum_{n=1}^{N} \left( \frac{d}{\eta^2} - \frac{1}{\eta^4} \mathbb{E}_{q_n^{(k)}} \left[ (y_n - p^{(k)} x_n)^T \text{diag} \left( \bar{x} \right)^{-1} (y_n - p^{(k)} x_n) \right] \right) = 0. \tag{32}
\]

Solving the equations above yields the update rules of the parameters, i.e., Eqs. (20)-(24). The explicit expressions of the five expectations are shown as below.

\[
\mathbb{E}_{q_n^{(k)}}[x_n] = \left[ \frac{\mu^{(k)}_{x_n}}{x_n^a x_n^o} \right], \tag{33}
\]
\[ \mathbb{E}_{q_n^{(k)}}[t_n] = \mu_{t_n|x_n^o,y_n}, \quad (34) \]

\[ \mathbb{E}_{q_n^{(k)}}[t_nT_n] = \sum_{x_n|x_n^o,y_n} + \mu_{t_n|x_n^o,y_n} \left( \mu_{t_n|x_n^o,y_n}^T \right)^T, \quad (35) \]

\[ \mathbb{E}_{q_n^{(k)}}[x_nT_n] = \left[ \begin{array}{c} \mu_{x_n|x_n^o,y_n} \left( \mu_{x_n|x_n^o,y_n}^T \right)^T \\ x_n \left( \mu_{x_n|x_n^o,y_n}^T \right)^T \end{array} \right], \quad (36) \]

\[ \mathbb{E}_{q_n^{(k)}}[x_nT_n] = \left[ \begin{array}{c} \mu_{x_n|x_n^o,y_n} \left( \mu_{x_n|x_n^o,y_n}^T \right)^T \\ x_n \left( \mu_{x_n|x_n^o,y_n}^T \right)^T \end{array} \right]. \quad (37) \]
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