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Abstract: Many man-made or natural objects are composed of symmetric parts and possess symmetric physical behavior. Although its shape can exactly follow a symmetry in the designing or modeling stage, its discretized mesh in the analysis stage may be asymmetric because generating a mesh exactly following the symmetry is usually costly. As a consequence, the expected symmetric physical behavior may not be faithfully reproduced due to the asymmetry of the mesh. To solve this problem, we propose to optimize the material parameters of the mesh for static and kinematic symmetry behavior. Specifically, under the situation of static equilibrium, Young’s modulus is properly scaled so that a symmetric force field leads to symmetric displacement. For kinematics, the mass is optimized to reproduce symmetric acceleration under a symmetric force field. To efficiently measure the deviation from symmetry, we formulate a linear operator whose kernel contains all the symmetric vector fields, which helps to characterize the asymmetry error via a simple $\ell_2$ norm. To make the resulting material suitable for the general situation, the symmetric training force fields are derived from modal analysis in the above kernel space. Results show that our optimized material significantly reduces the asymmetric error on an asymmetric mesh in both static and dynamic simulations.
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1. Introduction

Symmetry is a ubiquitous phenomenon in nature and a very essential rule for artistic design. Mathematically, it encodes some invariance of given structures under certain transformations. In practice, symmetry reflects both aesthetics considerations and functionality purposes. Because of its importance, symmetry has been widely used in many geometry processing procedures, such as remeshing, editing, repairing, etc, as well as the virtual reproduction of animations with symmetry for visual realism and artistic harmony.

However, at the stage of simulation, the symmetry may be lost. Some models used in computer animation come from 3D scanning or other geometry modeling software. On the one hand, limited by data acquiring techniques and real-world noises, the symmetry of a shape may be broken when transformed into digital representations. More importantly, even if the shape is in perfect symmetry, e.g., modeled by software, the mesh tessellated from the shape could be asymmetric. The elastic simulation based on the asymmetric mesh may result in asymmetric behavior. In other words, the displacement or acceleration may be not symmetric even if the force field is in symmetry (see Figure 1). To reduce the asymmetric artifacts, increasing the mesh density may help, but the additional computational cost is not affordable in some real-time applications (e.g., game, virtual reality). If the mesh has some asymmetrically distributed badly shaped elements, which brings strong shear locking, we also notice that refining the mesh by subdivision cannot easily reduce the asymmetrical behavior (see Figure 1).

To get rid of such undesired asymmetry artifacts, a natural idea is to generate a symmetric mesh, and a few works (e.g., [1]) do make such attempts. However, they are not
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generally applied and cannot be used for generating the desired volumetric meshes. It is worth noticing that it is even impossible to generate meshes with the desired symmetry sometimes. For instance, no structural hexahedral mesh can have the correct symmetry at the rotational axis of a fan with five symmetric blades.

Figure 1. Asymmetric deformations caused by meshing. Even subdividing the meshes, asymmetry still exists, which is largely due to the asymmetrically distribution of badly shaped elements as shown in the close-up figure of the cut section.

There are other possible remedies. One can impose constraints or use post-processing to modulate the elastic simulation so that the displacement or even acceleration is symmetric. However, such a way introduces artificial ingredients into the simulation, and the constraints or the post-processing are not easy to design for general situations. Roughly speaking, such a way is very restricted and not applicable in general elastic simulation involving asymmetric boundary conditions. A more flexible method is to refine the mesh or use a high order basis function to reduce the impact of asymmetry in the mesh. This strategy results in a larger or denser system matrix, and the additional cost may not be affordable for some applications that require intensive user interactions and rapid feedbacks.

Considering the above-mentioned issues, we instead propose to optimize the material to compensate the error coming from asymmetric meshes. Unlike refinement approaches, our method keeps the problem size and matrix sparsity. Consequently, numerical performance will not be notably affected while desired symmetry behaviors can be nicely preserved with the optimized materials. Moreover, once the material gets adjusted, it can be generalized to solve a series of problems defined over this object without any necessities for specifically designed constraints or post-processing, thus saving enormous cost on computational or operational efforts and allowing for better interactivity for editing or design tasks.

Technically, there are two challenges to be addressed. Firstly, a clear mathematical definition of symmetric behavior is required. Secondly, a reasonable symmetry-deviation measurement is necessary—because even if the material gets optimized, it is generally not possible to have symmetric behavior in any case. To address these two challenges, we make the following contributions:

- Both static and kinematic symmetry behaviors are considered. Under a symmetric force field, we ask the displacement of the static equilibrium status and acceleration in kinematic simulation to be symmetry.
- We find that all the above symmetric vector fields fall in the kernel of a linear operator associated with the symmetry. Therefore, the asymmetric error can be efficiently measured via a simple $\ell_2$ norm.
- Taking the common assumption used in modal analysis that low frequency modes dominate the behavior, we formulate the physical equation in the above kernel space and take its leading eigenvectors as the training force fields so that the resulting material can be generally applied.
To justify the proposed method, we show results on various meshes with rotational and mirror shape symmetries, as well as an illustration on symmetric behavior in dynamic elastic simulation. The asymmetric error generally decreases greatly after using an optimized material, which clearly shows the benefits of our method.

2. Related Work

2.1. Symmetry

Symmetry analysis and its application have been an active area of research for a very long time. Many works have been proposed to detect or use symmetry in geometry processing. A detailed survey in this area can be found in [2]. Here, we only mention some of the works that are closely related to ours.

For symmetry detection, different methods have been proposed to handle different kinds of symmetries. Early methods can only detect global symmetries [3] for the whole model, while most recent ones could find partial symmetries. Podolak et al. [4] extracted approximate and partial reflection symmetries. Mitra et al. [5] and Shi et al. [6] covered symmetries under similar transformations. In our work, we use the method of Lie algebra voting proposed in [6] to detect symmetries.

For symmetry-aware applications, most of the previous works focused on geometry processing. Dessein et al. [7] used symmetry to tessellate the input mesh into symmetric patches. Thrun et al. [8] reconstructed a complete model from partial 3D views by considering symmetry relations. Wang et al. [9] proposed a high level structural representation of a 3D model by grouping parts using symmetry or connectivity. Chen et al. [10] incorporated symmetry information into the parametric model of the 3D human body. However, to the best of our knowledge, we have not seen any work considering symmetry in physically based simulation.

2.2. Material Optimization

FEM-based deformable object simulation is a well-studied topic in graphics-related community. A through review of the methods can be found in [11,12] and the references therein. In simulation, the material plays an important role that governs the physical behavior of the deformable objects. Our method optimizes the material, specifically Young’s modulus in each element; therefore, it naturally relates to many material optimization methods, though aiming at a different purpose.

Material optimization is often used in physical property related modeling [13–15] and its downstream applications of computational fabrication (e.g., 3D printing) [16] and topology optimization via homogenization [17], etc. Many methods “reconstruct” the material by optimization to fit the measurement from the real objects with data acquisition devices [13,16,18–20]. There are also methods to “model” the material with respect to a certain designed goal. For instance, Xu et al. [14] explicitly optimized the material parameters to make the object reach a specific shape under a specific force. The mathematical model of a material, i.e., the “parameters” to describe the material, plays an important role in such research. Xu et al. [21] provided an explicit nonlinear material model via the principal stretches of the material. Miguel et al. [22] proposed a method for a hyperelasticity material. The model of the material and the specific numerical method are different in those methods, but they generally take pairs of the force field and the associated displacement field as the input. Sharply different from them, there is no pair of force and displacement fields in our method. When the force field is symmetric, we just ask the displacement field to satisfy the symmetric condition, but we do not need to specify a target field.

In material optimization, the problem is usually highly non-linear, which brings many challenges for numerical solving. Many techniques are proposed to address such issues. For efficiency, some methods rely on the reduction of the solution space [14,15,19], while some others apply Sherman–Morrison–Woodbury formulas for fast inverse computation [23]. Recently, Yan et al. [24] improved the efficiency by alternating between two phases, forward simulation and parameter updating in an inexact descent manner. Because the error coming
from the asymmetric mesh is usually distributed in a non-smooth way, the adjustment of the material to compensate such error is often non-smoothly distributed. As a consequence, the former technique [14], i.e., solving the problem in a solution space spanned by a few smooth bases, is not applicable. The latter one [23] makes an assumption that the correction of the stiffness matrix is in low rank, which does not hold in our case. Therefore, we roughly follow the method in [14] to solve the problem, but do not apply reduction.

3. Symmetry Behavior

In this section, we briefly introduce the notion of shape symmetry for a deformable model. Based on that, we treat the symmetry of the displacement, acceleration, and force fields in a similar way, by means of unifying them as a symmetric vector field attached to the model. Finally, we integrate the symmetric fields into the elastic model to characterize the expected symmetric behavior.

3.1. Shape-Symmetry

First of all, we need to define precisely what the symmetry of a shape is before any discussion. Mathematically, symmetry implies a kind of invariance under the actions of a group of transformations. Here, let us investigate a 3D model \( \Omega \subset \mathbb{R}^3 \), i.e., a subset in 3D vector space associated with the standard Euclidean metric. We say that \( \Omega \) is symmetric under transformation \( g : \Omega \rightarrow \mathbb{R}^3 \) if and only if \( \Omega = g(\Omega) \) [2]. The symmetry transformation \( g \) can be manually specified or automatically detected via algorithms [5,6]. We only consider isometric transformation \( g \) in this work, which can be encoded by a combination of rotation (or reflection) part \( T \) and translation part \( t \):

\[
g(x) = Tx + t.
\]

By definition, any point \( x_1 \in \Omega \) has its counterpart \( x_2 = g(x_1) = Tx_1 + t \in \Omega \).

3.2. Symmetry of Fields

We first discuss the symmetric behavior under the static equilibrium state. To be more specific, the model should be deformed into a symmetric shape under a static equilibrium state when the symmetric force field is applied. Mathematically, for a model \( \Omega \) with symmetry \( g \), when applying a force field \( f : \Omega \rightarrow \mathbb{R}^3 \) with the same symmetry \( g \), the resulting displacement field \( u : \Omega \rightarrow \mathbb{R}^3 \) should be symmetric with respect to \( g \) as well. In other words, a symmetric point pair \( x_1, x_2 = g(x_1) \in \Omega \) keeps symmetry when it moves to new positions \( x_1 + u(x_1), x_2 + u(x_2) \):

\[
g(x_1 + u(x_1)) = x_2 + u(x_2),
\]

or equivalently (by \( g(x) = Tx + t \)):

\[
T(x_1 + u(x_1)) + t = (Tx_1 + t) + u(x_2);
\]

thus, we have:

\[
Tu(x_1) = u(x_2).
\]

The symmetry of the force field can be described similarly because it can be viewed as an offset vector field directly added to the rest state, but later, it will be transformed into “real” displacement by the elastic model. In this sense, a force field is symmetric if it satisfies the following equation similar to Equation (3):

\[
Tf(x_1) = f(x_2).
\]

To sum up, the symmetry of both the displacement and force fields can be characterized by the same equation. Given a vector field \( z \) expected to be symmetric under \( g \), we can define the deviation from the symmetry at \( x_1 \) as:

\[
\tilde{z}(x_1) = Tz(x_1) - z(g(x_1)) \Rightarrow \tilde{z} = Sz,
\]
where the anti-symmetric part of \( z \), i.e., \( \tilde{z} = Sz \), is linear to \( z \) via a linear operator \( S \). The overall deviation of symmetry for \( z \) can be measured via the \( \ell_2 \) norm energy of \( \tilde{z} \), i.e.,

\[
\int_{\Omega} \|\tilde{z}(x_1)\|_2^2 dx_1 \triangleq \|Sz\|_2^2.
\]  

(6)

For the sake of efficiency, the above measurement of asymmetry can be evaluated on a pair of subsets \( \Omega_1, \Omega_2 \subset \Omega \) associated with symmetry \( g \), i.e., \( \Omega_2 = g(\Omega_1) \). Comparing with Equation (6), the resulting measurement:

\[
\int_{\Omega_1} \|\tilde{z}(x_1)\|_2^2 dx_1 \triangleq \|S_1 z\|_2^2.
\]  

(7)

is only evaluated on part of the model and can save the computational cost of generating training force fields, which will be explained later. We interactively construct such symmetric subsets in our implementation, but automatic methods with previous symmetric segmentation techniques \([5,7,25]\) are also available. As an illustration, we enclose \( \Omega_1 \) and \( \Omega_2 \) for the CAD model in Figure 2. Here, \( \Omega_1 \) and \( \Omega_2 \) follow the mirror symmetry associated with the reflection \( T \), and the symmetric force field on them should also obey the symmetry, i.e., \( f(x_2) = T(f(x_1)) \).

![Figure 2. Symmetric force field and symmetric subsets.](image)

Such a subset based formulation also helps for models with multiple symmetries. The left fan model in Figure 2 has four blades with the same shape, but different orientations. There are indeed several symmetries, e.g., 90°, 180°, and 270° rotations denoted as \( T_2, T_3, T_4 \) respectively. Taking one blade as \( \Omega_1 \), each rotation \( T_k \) is associated with another blade \( \Omega_k \). Applying Equation (7) to \( \Omega_1, \Omega_k \) with \( T = T_k \) measures the asymmetry for vector field \( z \) on these two blades, which leads to a linear operator \( S_1(T_k) \) defined on \( \Omega_1 \). To measure the deviation of symmetry on the whole model, we simply sum all three measurements associated with \( T_2, T_3, T_4 \), which boils down to the linear operator \( S_1 = S_1(T_2) + S_1(T_3) + S_1(T_4) \) that characterizes these symmetries on the fan model.

3.3. Symmetric Behavior

The displacement field, or its dynamic evolution, is a response from the object’s physical model to the applied external force field. We will revisit the problem of computing static equilibrium and dynamics and explain how our idea is applied then.

In the common linear elasticity model, the equation of motion relates the acceleration, displacement, and force via:

\[
Ma + K_V u = f,
\]  

(8)

where \( a = \frac{\partial^2 u}{\partial t^2} \) is the acceleration. \( M \) is the mass matrix, and the stiffness matrix \( K_V = \frac{\partial^2 V}{\partial u} \) is the Hessian of the potential energy \( V(u) \) being quadratic in \( u \).
To measure how the physical behavior is symmetric, except for the symmetric force field \( f \), we also apply symmetric position constraints, i.e., fixing some symmetric point pairs:

\[
    u(d_i) = 0, u(g(d_i)) = 0. \tag{9}
\]

The specific choice of point set \( D = \{d_i, g(d_i)\} \subset \Omega \) depends on the application. As an illustration, the fixed points \( D \) are marked with a red sphere in Figure 2. More examples can be found in Section 5. In our implementation, we approximate these constraints via mass-springs, which brings the following additional potential energy:

\[
    D(u) = \frac{1}{|D|} \sum_{i=1}^{|D|} \left( \|u(d_i)\|^2 + \|u(g(d_i))\|^2 \right), \tag{10}
\]

which augments the total potential energy into \( V(u) + D(u) \) and Equation (8) is thus turned into:

\[
    Ma + (K_V + K_D)u = f, \tag{11}
\]

where \( K_D = \frac{\partial^2 D}{\partial u^2} \). Taking the widely used implicit integrator [26] in the simulation, the above equation results in the following equation with time step size \( h \) for acceleration \( a \):

\[
    \left( M + h^2 (K_V + K_D) \right) a = f - (K_V + K_D)(u + h\dot{u}), \tag{12}
\]

where \( u, \dot{u} \) are the displacement and velocity at the beginning of this time step.

For simplicity, we start from the symmetric behavior at static equilibrium status, i.e., the status when acceleration \( a = 0 \) and velocity \( \dot{u} = 0 \); thus, the above equation can be simplified into:

\[
    (K_V + K_D)u = f. \tag{13}
\]

Naturally, the displacement \( u \) should be symmetric under symmetric force field \( f \). It is easy to see that \( K_V + K_D \) characterizes the linear relationship between \( u \) and \( f \), where \( K_V \) is related to the material.

Our idea is to properly scale \( K_V \) at each point with a scalar field \( s : \Omega \to [s, \bar{s}] \) by minimizing the symmetric deviation energy \( E(u) = \|S_1 u\|^2 \) according to Equation (7). Scaling \( K_V \) is equivalent to scaling Young’s modulus because the local stiffness is linear to the local Young’s modulus. The lower and upper bounds, denoted by \( s \) and \( \bar{s} \), respectively, are user specified parameters to constrain the range of scaling factors. It is well known that the common displacement formulation in the finite element method is generally over stiff due to insufficient degrees of freedom. Therefore, there is not much sense to further increase Young’s modulus when optimizing the material. Thus, we experimentally set \( s \) and \( \bar{s} \) as 0.01 and one, respectively, to prevent the material from stiffening. Similar to many material optimization techniques, we also regularize \( s \) by asking it to be close to one:

\[
    R(s) = \int_\Omega (s(p) - 1)^2 dp. \tag{14}
\]

As for the dynamics, the acceleration field \( a \) in Equation (11) is expected to be symmetric at rest status \( u = 0, \dot{u} = 0 \) when \( f \) is symmetric. According to Equation (12), we have:

\[
    \left( M + h^2 (K_V + K_D) \right) a = f. \tag{15}
\]

\( K_V \) (i.e., Young’s modulus) should not be changed here, otherwise the symmetric behavior may be lost at static equilibrium status. The mass \( M \) encoding the inertia also plays a crucial role in determining the kinematic behavior and will be optimized. The approach for optimizing \( K_V \) can be similarly applied here. A scalar field \( r : \Omega \to [r, \bar{r}] \) is used to
compensate the asymmetric mass distribution caused by asymmetric tessellation. The regularization on \( r \) has the same form in Equation (14).

For the sake of simplicity, we will explain our method mainly based on solving symmetric equilibrium states in the following sections.

### 3.4. Training Force Fields

In practice, it is difficult to obtain a scale \( s \) that makes the resulting displacement field \( u \) satisfy \( S_1 u = 0 \) for arbitrary symmetry force field \( f \in \{ s \mid S_1 z = 0 \} \triangleq \text{Ker}(S_1) \) acting on \( \Omega_1 \) and \( \Omega_2 \). Therefore, we sample a set of force fields \( f_i \in \text{Ker}(S_1) \) and solve the following optimization,

\[
\min_s F(s) + w_r R(s),
\]

s.t. \( 2 < s(p) < 3, \forall p \in \Omega, \)

where \( w_r \) is set to 0.1 experimentally. Following Equations (7) and (13),

\[
F(s) \triangleq \sum_t \left( w_{s,t} \| S_1(K_V(s) + K_D)^{-1} f_i \|^2_2 \right)
\]

measures the deviation from the symmetry for training forces \( \{ f_i \} \), and \( w_{s,t} \) weights the asymmetric error associated with training force \( f_i \). The training forces and their weights are carefully selected following the overall idea of modal analysis, but are restricted in the linear subspace \( \text{Ker}(S_1) \). Roughly speaking, we want to obtain symmetric force field \( f_i \) minimizing the energy \( \lambda_i = \langle f_i, K f_i \rangle \) under the constraint that they should be orthogonal to each other:

\[
\min_{f_i} \langle f_i, K f_i \rangle, \quad \text{s.t.} \quad \langle f_i, f_j \rangle = \delta_{i,j}, f_i \in \text{Ker}(S_1). \tag{18}
\]

\( \lambda_i \) is indeed the eigenvalue in the linear subspace \( \text{Ker}(S_1) \) for \( f_i \). Its inverse \( w_{f_i} = 1/\lambda_i \) naturally assigns large weight for low frequency modes \( f_i \) in the deviation of the symmetry. This heuristic weighting scheme relaxes the error penalty for non-smooth high frequency modes and manages to better keep the symmetry for smooth low frequency modes, which dominants the common behavior.

### 4. Discretization and Numerical Method

In this section, we show our implementation for the above formulations. We show how to apply the aforementioned method to an \( \Omega \) model discretized by a tetrahedral mesh \( M \) composed of a node set \( X \) and an element set \( E \) with piece-wise linear shape functions. Other discretization strategies, such as higher order FEM or even meshless methods, are also feasible.

To discretize the key equation Equation (7), some points \( x_{1,i} \) in \( \Omega_1 \) are sampled, and the integration is approximated by the weighted sum of \( z(x_{1,i}) \). To be specific, the sampling points are the boundary nodes of \( M \) in \( \Omega_1 \), i.e., \( x_{1,i} \in X_1 = X \cap \partial M \cap \Omega_1 \). The weight for each sampling point is the area of the Voronoi cell in \( \partial M \cap \Omega_1 \). It should be noticed that we indeed just evaluate the integration on the boundary of the mesh, but it works well in our experiments. The set \( X_2 \) contains all the points \( g(x_{1,i}) \) symmetric to \( x_{1,i} \). If \( g(x_{1,i}) \) happens to fall outside of \( M \), we use its nearest point on \( M \) to replace it.

Denoting the flattened vectors of all nodal coordinates in \( X_1, X_2, \) and \( X \) as \( X_1, X_2, \) and \( x \), respectively, we can have two sparse matrices \( X_1, X_2 \in \mathbb{R}^{3|X_1| \times 3|X|} \) to interpolate the positions of the points, i.e., \( x_1 = X_1 x \) and \( x_2 = X_2 x \). The symmetry of these two point sets can be verified by:

\[
TX_1 x + t - X_2 x = S_1 x - t = 0,
\]

where \( T = 1_{|X_1| \times |X|} \otimes T \) and \( t = 1_{|X| \times 1} \otimes t \). The linear operator \( S_1 \) in Equation (7) is then discretized as a \( 3|X_1| \times 3|X| \) matrix:

\[
S_1 = TX_1 - X_2.
\]
Following the common linear FEM strategy, a 3D vector field \( z \), which can be a displacement field \( u \), acceleration field \( a \), or a force field \( f \), is encoded on each node and linearly interpolated in each element, and thus can be represented as \( z \in \mathbb{R}^{3|\mathcal{X}|} \). The vectors on the above points can be interpolated by \( \mathbf{X}_1, \mathbf{X}_2 \). As a consequence, the integration in Equation (7) can be approximated as:

\[
E(z) = \| \mathbf{W}_{v,1} \mathbf{S}_1 z \|_2^2
\]

where \( \mathbf{W}_{v,1} \) is a \( 3|\mathcal{X}_1| \times 3|\mathcal{X}_1| \) diagonal matrix whose entries are the aforementioned weight for each sampling point.

The discretization of the elastic model and other parts is in the common way. The scale of Young’s modulus \( s \) is piece-wise constant in each element, and thus can be represented as a vector \( s = [s_1, s_2, \cdots, s_{|\mathcal{X}|}] \). The global stiffness matrix \( \mathbf{K}_v(s) \) is assembled from local stiffness matrices computed on each tetrahedral element. Because scaling Young’s modulus of the original material is equivalent to scaling the local stiffness matrix, we have:

\[
\mathbf{K}_v(s) = \sum_{e \in \mathcal{E}} s_e \mathbf{K}_v,e, \quad \text{for element } e \in \mathcal{E}
\]

where \( s_e \) is the scale in the \( e \)-th element. The stiffness matrix \( \mathbf{K}_v,e \) for element \( e \) is pre-computed with the input Young’s modulus. The scale of mass is encoded on each node, thus represented as a vector \( \mathbf{r} = [r_1, r_2, \cdots, r_{|\mathcal{X}|}] \) as well. We use the lumped mass matrix, and the entries related to the \( n \)-th node in this diagonal matrix \( \mathbf{M} \) have the value \( r_n m_n \) where \( m_n \) stands for the input mass of this node. The energy to fix symmetric points is simply reduced to:

\[
D(u) = \| \mathbf{D} u \|_2^2,
\]

where \( \mathbf{D} \) is a \( 6|\mathcal{D}| \times 3|\mathcal{X}| \) sparse matrix to interpolate the displacement of \( \mathbf{d}_i \) and \( g(\mathbf{d}_i) \) from \( \mathbf{u} \). The stiffness matrix for these constraints is \( \mathbf{K}_D = \mathbf{D}^T \mathbf{D} \).

Putting all of them together, Equation (11) becomes a linear system in \( 3|\mathcal{X}| \) dimensions:

\[
\mathbf{M}(\mathbf{r}) \mathbf{a} + (\mathbf{K}_v(s) + \mathbf{K}_D) \mathbf{u} = \mathbf{f}.
\]

The training force field \( \mathbf{f}_i \) is in the kernel of \( \mathbf{S}_1 \). Moreover, those forces of the nodes that are not involved by \( \mathbf{S}_1 \) are all \( \mathbf{0} \), which intuitively means that we do not apply any force on such nodes not in \( \mathcal{F}_1 \) and \( g(\Omega_1) \) or algebraically meaning that if the column of \( \mathbf{S}_1 \) is all zeros, then the corresponding component of \( \mathbf{f} \) is zero. [reply Reviewer3.5] Actually, we are more interested in some symmetric forces, which implies that this force is in the kernel space of \( \mathcal{S}_1 \). A set of bases for \( \ker(\mathbf{S}_1) \) can be extracted by singular value decomposition of \( \mathbf{S}_1 \). Given a matrix \( \mathbf{Z} \) with columns composed of such bases, we solve the following general eigenvalue problem for \( \mathbf{Q} = \{\mathbf{q}_1, \mathbf{q}_2, \cdots, \mathbf{q}_N\} \) associated with non-trivial eigenvalues:

\[
\mathbf{Q}^T \left( \mathbf{Z}^T \mathbf{K}_v(1) \mathbf{Z} \right) \mathbf{Q} = \Lambda,
\]

\[
\mathbf{Q}^T \left( \mathbf{Z}^T \mathbf{W}_v \mathbf{Z} \right) \mathbf{Q} = \mathbf{I}.
\]

\( \mathbf{W}_v \) is similar to \( \mathbf{W}_{v,1} \), but composed of the Voronoi volume for every node in \( \mathcal{M} \). The training force fields simply become \( \mathbf{f}_i = \mathbf{Z} \mathbf{q}_i \), where \( \mathbf{q}_i \) are the columns of \( \mathbf{Q} \in \mathbb{R}^{3|\mathcal{X}| \times N} \). For better understanding, We visualize the shape of the training forces of different models in Section 5.3. The weight of asymmetric measurement for \( \mathbf{f}_i \) is \( w_{f_i} = 1/\Lambda q_{f_i} \), and the number of forces \( N \) is set to 40 experimentally in all of our experiments. One can set \( \Omega_1 \) as \( \Omega \) or \( \Omega_1 \) as \( \mathcal{M} \), but this will significantly increase the computational cost of the singular value decomposition here.

The asymmetric energy term \( F \) in Equation (17) is thus discretized as:

\[
F(s) = \sum_i w_{f_i} \left\| \mathbf{W}_{v,1} \mathbf{S}_1 \left( (\mathbf{K}_v(s) + \mathbf{K}_D)^{-1} \mathbf{f}_i \right) \right\|_2^2
\]
and the regularization term is:

\[ R(s) = \sum_{i=1}^{|\mathcal{E}|} \text{vol}(E_i) \|s_i - 1\|^2 = \|W_v(s - 1)\|^2_2, \] (27)

where \( W_v \) is an \(|\mathcal{E}| \times |\mathcal{E}| \) diagonal matrix with entries \( W_{v,ii} \) being the volume of the \( i \)-th element in mesh \( M \), and \( 1 \) here is a constant \(|\mathcal{E}|\)-D vector whose entries are all ones.

Finally, the optimization problem becomes:

\[
\begin{align*}
\min_s F(s) + w_r R(s), \\
\text{s.t. } s_l \leq s \leq s_u.
\end{align*}
\] (28)

Note that when we are further attempting to symmetrize kinematic behavior, the objective function can be thus replaced by:

\[ F(r) = \sum_i w_f \left\| W_v S_1 \left( M(r) + h^2 (K_V(s) + K_D) \right)^{-1} f_i \right\|^2_2, \] (29)

in conjunction with the additional regularization term and box constraints on variable \( r \). There is no need to alternatively optimize the stiffness scaling \( s \) and mass scaling \( r \), because they are indeed decoupled and used to symmetrize the static equilibrium and kinematic behavior, respectively. The stiffness scaling can be simply fixed after getting optimized in the equilibrium step for efficiency, which is also helpful to keep an invariant static equilibrium state as the object finally stops moving after a long time.

In addition, some user-controlled parameters are summarized here: \( w_r, s, \bar{s}, \) and \( h \) are set to 0.1, 0.01, 1, and 0.01, respectively.

4.1. Numerical Method

Because the material to compensate the asymmetric mesh is not smoothly changed in the general situation, existing acceleration techniques like dimension reduction [14] are not applicable. Instead, we solve the material optimization problem in full space.

The Hessian of the objective function in Equation (28) is a dense matrix, which leads to very high computational cost by the common Newton method. Therefore, we take the L-BFGS method provided by the ALGLIB library [27] with box constraints because it just needs the gradient of the objective function derived in Appendix A. During the optimization, we set \( s = 1 \) as the initial guess and take a simple diagonal preconditioner provided in Appendix B to accelerate the convergence. We use multiple conditions for termination: if one of the following conditions satisfies, i.e., the change of the objective value, \( \Delta f \) or the change of the step value, \( \max\{\Delta s\} \), or the norm of the gradient, \( ||\nabla f|| \) is less than the corresponding threshold, or the number of iterations reaches the maximum, the iteration stops. In practice, The first three thresholds \( \varepsilon_f, \varepsilon_s, \) and \( \varepsilon_g \) are set to \( 10^{-7} \), and the maximal iteration number is set to 500 in all of our experiments.

5. Results

Unless otherwise specified, we use default parameters mentioned in the last section in the optimization process for all of the following experiments.

5.1. Optimized Symmetric Deformation

In this section, we present side-by-side comparisons of the deformations before and after material optimization on models with reflectional or rotational symmetry.

In Figure 3, for a cuboid model, we take points \( \mathcal{D} \) on its reflection plane as fixed and apply the same forces on its two ends (as illustrated in the first row). In the first column, the deformations before and after optimization are presented when the same downward forces are applied on both ends. It is clear to see that the deformation result after optimization
becomes more symmetric. The effectiveness of the optimization is also shown in the second row when the outward forces are imposed. Furthermore, the histogram in Figure 3 for the distribution of the symmetry error on all the nodes clearly demonstrates the effectiveness.

Figure 3. Deformation of a cuboid model under different forces. We use a linear material with Poisson’s ratio 0.3 and Young’s modulus $10^4$. The top and bottom rows show the deformation results under a downward and an outward force, respectively. In both cases, points on the reflection plane are fixed. In the middle columns, we show the deformation result before optimization (w/o opt.) and after optimization (w/ opt.). As for a quantitative evaluation, we also calculate the symmetry deviation per node. After optimization (green), the error distribution among nodes is significantly refined compared to its unoptimized counterpart (red). Before optimization, the averaged nodal symmetric deviation is 0.244 for the first example and 0.099 for the second. After optimization, this metric reduces to 0.054 and 0.009, respectively.

Similar results can be obtained for models with rotational symmetry. The cross model in Figure 4 has four symmetric parts. Just like the fan model in Figure 2, it has three multiple $90^\circ$ rotational symmetries. We fix points on the innermost layer (as shown by the red points in the first row) and illustrate its deformation results under two symmetric forces before/after optimization. As is shown in the figure, the deformations under the downward or the spin force after optimization are much more symmetric than those before optimization as well.

Figure 4. Deformation of a cross model under different forces. We still use a linear material with Poisson’s ratio 0.3 and Young’s modulus $10^4$. The top and bottom rows show the deformation results under a downward force and a spin force, respectively. In both cases, points on the innermost layer are fixed (red points in the first column). The histograms count the same metric as Figure 3. Before and after optimization, the first deformation example has an averaged nodal symmetry deviation of 0.173 and 0.199, respectively, while they become 0.003 and 0.042 for the second example.

It is worth noticing that although being simple in geometry, these two examples clearly show the benefits of our material adaption regarding the deformation symmetry. For ever more complex models, things could get even worse, where neither discrete shapes nor the tessellations can easily stay perfectly symmetric in the discretization. A rough, irregularly sampled, or even non-manifold input surface mesh could seriously destroy the regularity of the resulting volumetric meshes, further making the solutions on the generated meshes...
look hardly close to symmetric, while our method notably overcomes existing defects in meshing.

Furthermore, to conduct quantitative assessment on the results, we also show the symmetric displacement error on each sampling point in one of the symmetric parts (e.g., $\Omega_1$ in Equation (7)). The symmetric displacement error $\epsilon_s$ on a sampling point $x_1$ is defined as:

$$
\epsilon_s = \| Tu(x_1) - u(g(x_1)) \|.
$$

In Figure 5, we compare both the deformation results and the distribution of $\epsilon_s$ on a few models before/after optimization. In this figure, all symmetric forces are applied on the ends of models with the center part of the models being fixed. In such a setting, sampling points near the end of the model generally have larger symmetric displacement error. As for the symmetric displacement error $\epsilon_s$, it tends to be smaller after optimization, which leads to a better deformation result (more symmetric).

**Figure 5.** Visualization of the distribution of symmetric displacement error $\epsilon_s$ on sampling points in one of the symmetric parts (other parts are shown in white color). The color bar of $\epsilon_s$ is shown for each model. The value increases as the color varies from blue to red. For all these models, symmetric forces applied to their ends with center parts are fixed.

### 5.2. Optimized Material Distribution

In this section, we look into the optimized material. The optimized material can be represented by the stiffness scale $s_e$ on each element. In Figure 6, we visualize the scale field $s_e$ on the cuboid model (Figure 3) and the cross model (Figure 4). Note that these two models have very different tessellations in the symmetric parts. It can be observed that, in the symmetric parts, big elements tend to have a small stiffness scale, which could compensate the numerical stiffness. On the contrary, small elements tend to have a large stiffness scale, making them more stiff. Overall, the optimized material makes the deformation result symmetric under symmetric forces, as was illustrated in the previous section.

Most of our previous experiments fix points near the reflection plane or rotation axis of a model, which is common in practice. However, our method does apply to other scenarios as well. For example, for the cuboid model, we can also fix points on its ends and apply symmetric forces to the other part of the model. As shown in Figure 7, the sampling points on the end of the cuboid (red sphere in (a)) are fixed, while downward force is applied to the whole model. In this case, the deformation result after material optimization also becomes more symmetric. From the comparison results of Figures 6 and 7, we can see that different fixed points lead to a different optimized material. This implies that the material optimized for one boundary condition may not be suitable for others. As a limitation, this will be discussed at the end of this paper.
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Figure 6. This figure shows the optimized material for the cuboid model (left) and the cross model (right) by visualizing the stiffness scale \( s \) on each element. Generally, big elements have a small stiffness scale to compensate their numerical stiffness and vice versa. Compared to applying the reduced method [14] to optimize the material, although being faster in the computations, the resulting material could be undesirably smoothed out and introduce a large error. In this figure, the error is computed as \( \bar{\epsilon}_s = \frac{1}{N} \sum_{i=1}^{N} \int_{\Omega} \| \tilde{z}_i(x_1) \|^2 dx_1 \). These two examples have an average nodal symmetry deviation \( \bar{\epsilon}_s \) of 0.245 and 0.259, respectively, without material optimization.

Figure 7. Another setting of fixed points for the cuboid model. In this experiment, the sampling points colored in red on the end of the model are fixed (a), and the optimized material is shown in (b). We use a linear material with Poisson’s ratio 0.3 and Young’s modulus \( 10^4 \). In this case, we apply a downward force to the whole model, and the result shows that after optimization (d), the deformation result is also more symmetric than before (c).

5.3. Kernel Forces Visualization

[reply Reviewer3.6] To make it easy and intuitive to understand the force at different modes, we visualize some of these modes in Figure 8.
Figure 8. Visualization of the first eight kernel vectors of $S_1$ (i.e., the training forces). The kernel vectors associated with smaller eigenvalues are smoother and dominate the physical behavior.

5.4. Performance

The performance of our algorithm is investigated in this section. In all of our experiments, the optimization energy in Equation (28) drops quickly in the first few iterations and mostly converges in less than 350 iterations, as is shown in Figure 9.

We also count and analyze the time consumption of our algorithm. In our implementation, there are two time-consuming stages: one is the generation of the training force $\{f_i\}$,
and the other is the numerical optimization (Equation (28)). Suppose that one is able to know what kinds of symmetric forces are mostly used in practice, then the optimization can only focus on the forces of interests, which saves the time-consuming effect of computing many kernel vectors in the symmetry subspace. We show the statistic results in Table 1. These results were evaluated on a PC with an Intel®Core™ i5-6300HQ CPU @ 2.30 GHz × 4, and 8 G memory.

Although such a precomputation step is inefficient, extra cost can be saved in the following stages of numerical optimization. This reveals the fact that our method for symmetrizing solutions does not need to have sharply increasing cost due to mesh or basis refinement. Thus, it is particularly useful to process batches of tasks, e.g., generating a many-frame animation of nonlinear dynamics, as we will show in the next subsection.

Table 1. The time statistics of the material optimization for more models. The second and third rows show the number of vertices |\mathcal{X}| and elements |\mathcal{E}|, respectively. Constraint num is the number of symmetry constraints. Kernel dim is the dimension of the kernel of S1. Training records the time of generating \{f_i\}, which includes the cost of computing the kernel of S1 and solving the general eigenvalue problem in Equation (25). Optimization records the time of the numerical optimization in Equation (28). The last row displays the total running time of our implementation.

| Mode          | Vertex num | Tet num  | Constraint num | Kernel dim | Training | Optimization | Total      |
|---------------|------------|----------|----------------|------------|----------|--------------|------------|
|                | 879        | 1922     | 3944           | 497        | 675      | 3187         |            |
|                | 2835       | 6444     | 12,508         | 1169       | 1951     | 9603         |            |
|                | 921        | 1386     | 5982           | 3069       | 2556     | 5502         |            |
|                | 1011       | 1461     | 5538           | 18         | 21       | 2640         |            |
|                | 0.73 s     | 1.27 s   | 43.26 s        | 18.07 ms   | 6.11 ms  | 33.83 s      |            |
| Optimization  | 11.79 s    | 33.66 s  | 83.34 s        | 6.92 s     | 8.42 s   | 60.75 s      |            |
| Total         | 12.98 s    | 35.21 s  | 136.28 s       | 7.13 s     | 8.81 s   | 99.54 s      |            |

5.5. Symmetrizing Dynamics

As mentioned, our idea to adjust the material is not only applicable to elastic stiffness for pursuing symmetric equilibrium statics, but is also able to symmetrize the dynamics by incorporating mass compensation. Once the mass and stiffness have been optimized, the physical model can be applied to simulate a sequence of symmetry-preserving animations without the need for frame-by-frame manual editing. In this subsection, we show that our method provides a preliminary method for the dynamics simulation. Indeed, our method just “symmetrizes” the dynamic behavior around the rest state. Integrating the co-rotational method, we can achieve some natural results under large deformation. However, general non-linear elastic models will bring big challenge to our method, which is reserved for future exploration.

Firstly, we will show how such an additional mass rescaling helps to symmetrize the dynamic simulations in terms of shapes. Although the material optimization in our method is conducted based on the rest-state stiffness, we found that the material scalings are also applicable to co-rotational elasticity, which has the same underlying linear strain-stress relationship, but properly gets rid of rotations when computing the strain from displacements. In Figure 10, it is clear that directly simulating a bird flying with the original mesh causes obvious asymmetry along the dynamic sequence because of the asymmetry of the input mesh. Unlike static deformation, such discretization induced artifacts may become severe since they could be accumulated in the dynamic evolution. In contrast, our method managed to produce a far more symmetric co-rotational simulation in a completely automatic way.
Figure 10. We use a linear material with Poisson’s ratio 0.3 and Young’s modulus $10^4$. From two different camera views (top and bottom two rows, respectively), we can clearly see that the symmetry of the dynamics is preserved much better after optimizing both the elastic stiffness and mass scalings. Reflected in the numerical metrics, the symmetry error calculated by Equation (7) is reduced greatly along the entire simulation as depicted by the bottom chart, in which the blue curve is for the optimized result, while the green one is for the unoptimized result.

Figure 11 shows that our method can preserve the symmetry in the dynamic trajectory. We apply the same load on each wing of a fan model for an evenly spaced time duration as the initial condition. As illustrated in Figure 11, the dynamic trajectories show notable phase error without material optimization. The results are refined when the stiffness is optimized, and it keeps a significantly better symmetry in “phase” while both the mass and stiffness are optimized. Note that it is difficult or tedious for traditional methods to design special constraints or post-processing for this simulation.
Figure 11. After optimizing the stiffness and mass scaling sequentially (bottom row), the vibration amplitude and phase of each component are increasingly consistent compared to those without optimization (top row) and optimizing elastic stiffness only (middle row). The colored curves record the vertical displacements of three marker nodes (blue dots on the model) selected on each wing with the same color.

6. Conclusion and Future Work

In this paper, a material optimization method for symmetric models is proposed to rectify the unexpected asymmetry behavior caused by asymmetric meshes. Thanks to the method, the model discretized with the asymmetric mesh can be deformed into symmetric shapes under symmetric force fields in a static equilibrium state and exhibits symmetric kinematic behavior in the dynamic simulation. It saves the efforts of specially designing constraints and post-processing for kinematic symmetric behavior. Compared to those methods that simply increasing the density of the mesh or use higher order bases, our method brings a reduction of the computation time during the simulation.

Similar to most material optimization methods, the cost to adjust Young’s modulus and the mass is high, although it can be precomputed. The material is sensitive to the prescribed boundary conditions, and the simulation results may become asymmetric when applying different conditions. These two issues are indeed related. On the one hand, if material optimization is fast enough, one can integrate the costly pre-computation stage with the runtime simulation. To this end, ideas like reducing the material space [14,15] could be used. On the other hand, one can regress a function between the boundary conditions and the optimized materials and adapt the material according to the current boundary condition.
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Appendix A. Gradients

While calculating the derivatives of the regularization term $\|W_e(s-1)\|^2_2$ is quite simple, it is more involved for the asymmetric energy term $\|W_v,1S_1((K_V(s) + K_D)^{-1}f)\|^2_2$. Hence, we provide a detailed derivation here.

For clarity, let $H$ denote the asymmetric energy term, and let $K = (K_V(s) + K_D)$, $L = W_v,1S_1K^{-1}f$, so that $H = \|L\|^2_2$. We number the elements in $E$ and let $s_i$ and $K_{V,i}$ denote the scaling coefficient and stiffness matrix for the $i$-th element, respectively. Together, we have:

$$K_V(s) = \sum_{i=1}^{|E|} s_i K_{V,i}. \tag{A1}$$

Applying the chain rule, the gradient of $H$ can be computed as:

$$\frac{\partial H}{\partial s_i} = 2L^T \frac{\partial L}{\partial s_i} = 2L^T W_v,1S_1 K^{-1} \frac{\partial f}{\partial s_i}. \tag{A2}$$

Since $dX^{-1} = -X^{-1}dXX^{-1}$, we have:

$$\frac{\partial K^{-1}}{\partial s_i} = -K^{-1} \frac{\partial K}{\partial s_i} K^{-1}. \tag{A3}$$

According to Equation (A1), we have:

$$\frac{\partial K}{\partial s_i} = \frac{\partial (K_V(s) + K_D)}{\partial s_i} = K_{V,i}. \tag{A4}$$

Referring to Equations (A2)–(A4), the $i$-th component of the gradient of $H$ is finally calculated as:

$$\frac{\partial H}{\partial s_i} = -2L^T W_v,1S_1 K^{-1} K_{V,i} K^{-1} f. \tag{A5}$$

Appendix B. Diagonal of the Approximate Hessian

To accelerate the convergence of the optimization by Equation (28), we use a simple preconditioner based on the diagonal entries of the Hessian matrix. Calculating the Hessian matrix of the regularization term is relatively easy, so we only provide the derivation for the asymmetric energy term. The same notations as in A are taken here. In the Hessian of $H$, each diagonal entry is written as $\frac{\partial^2 H}{\partial s_i^2}$. According to Equation (A2), we have:

$$\frac{\partial^2 H}{\partial s_i^2} = 2L^T \frac{\partial^2 L}{\partial s_i^2} + 2 \left( \frac{\partial L}{\partial s_i} \right)^T \frac{\partial L}{\partial s_i}. \tag{A6}$$
Regarding Equations (A2)–(A4), we have:

\[
\frac{\partial L}{\partial s_i} = -W_{v,i}S_1K^{-1}K_{V,i}^{-1}f. \tag{A7}
\]

By applying the chain rule and differentiating the matrix inverse, the above formula can be evaluated as:

\[
\frac{\partial^2 L}{\partial s_i^2} = -W_{v,i}S_1 \left( \frac{\partial K^{-1}}{\partial s_i} \right) K_{V,i}^{-1}f
- W_{v,i}S_1K^{-1}K_{V,i}^{-1} \left( \frac{\partial K^{-1}}{\partial s_i} \right) f
= 2W_{v,i}S_1K^{-1}K_{V,i}^{-1}K_{V,i}K^{-1}f. \tag{A8}
\]

So far, we have obtained the expression of each term in Equation (A6). The inverse diagonal of the approximate Hessian evaluated at \( s = 1 \) is used for preconditioning all the L-BFGS iterations.
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