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Abstract. The cost of labeling data remains high, even with the effective implementation of deep neural networks in speech recognition. At the same time, noise still hampers the performance of speech-recognition methods. Thus, it is still challenging to make full use of data sets to enhance the robustness of recognition systems. In this letter, we construct GSDNet, a gated self-supervised denoising speech control network that consists of three parts (a denoising feature-extraction frontend, a speech recognition encoder, and a decoder based on gated convolutional neural networks with self-supervised regression), to provide a low-cost method for training a robust speech recognition system, and we apply it to equipment-control tasks. Finally, the experimental results with the THCH30 and AISHELL data sets for equipment control show that the word error rate is less than 0.2 without a language model.
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1. Introduction

Deep neural networks, which have gone through a stage of development from GMM-HMM [1] to DNN-HMM [2] to end-to-end [3] in speech recognition systems, have become mainstream due to their strong generalizability and ability to be embedded in mobile devices with requiring many computational resources. Among these methods, Chan proposed LAS [4] and introduced seq2seq for speech recognition, and Graves proposed CTC [5] to perform real-time CTC translation. Then, introducing an attention mechanism to further strengthen the full use of contextual information, Graves proposed RNN-T before neural transducer, and MoChA [6] is currently being developed. However, the quantity of data required to solve speech-recognition problems is also increasing as the number of system parameters increases. Improving data utilization and reducing training costs have become critical areas of research. Concurrently, noise strongly affects recognition when moving from a laboratory to a real scene, and robust speech recognition based neural networks are rapidly being developed. Currently, there are two mainstream algorithms, namely, designing features [7] and regression algorithms such as GAN, that are used to enhance data and create an adaptive model; for example, Ravanelli proposed a self-supervised multitask network.

Therefore, improving recognition robustness while reducing labeling costs has become a critical problem, and many successful attempts have been made for robust speech recognition, such as deep autoencoders, GANs and auxiliary tasks. However, due to the characteristics of Mandarin speech
signals and the task of controlling equipment requiring a higher robustness, robust Mandarin speech recognition remains a challenging task and must be strengthened. In this letter, GSDNet is developed based on our latest research, using self-supervised training in two stages to solve an auxiliary task that creates a gated neural network consisting of three components: a feature extraction module, an encoder and a phase decoder. The primary innovations of this article include the following: 1) an antinoise robust neural network that uses a deep residual gated neural network and self-supervised training methods to extract acoustic features; and 2) a deep residual gated neural network that achieves a high accuracy with a Mandarin speech-recognition encoder and decoder that are designed for the control of equipment. The rest of this letter is organized as follows. We first formulate the required tasks before describing the composition of GSDNet on III and IV. We then discuss the training analysis in V and the performance evaluation in V compared with some classical algorithms. Finally, in VI, we conclude this letter.

2. Speech Feature Extraction Module

We refer to as the speech feature extraction module of the robust speech recognition network, which consists of four components: the distortion module, which adds noise; the Gated-CNN module, which extracts features and removes noise; the QRNN module; and the adjuster module, which adjusts and enhances the extracted feature.

2.1. Distortion

To simulate noise similar to that in a real environment, several interference methods are applied, where \( p \) represents the probability of occurrence of such a type of interference, which ultimately adds an interference signal to the original signal. The clean speech signal can be formulated as above after noise is added:

\[
\text{Dist}(x) = p \cdot T(x)
\]

\[
T \in \{\text{Tem}, \text{Rever}, \text{Fre}, \text{Add}\}, x \in \mathbb{R}^n
\]

where \( \text{add}() \) adds noise, such as alarms, door knocks, telephone ringing, and television sounds, to the primary signal; \( \text{Fre}() \) is performed by filtering the time signal with band-stop filters; and \( \text{Rever}() \) is introduced by convolving the input signal with a set of 1300 impulse responses derived with the image method.

Figure 1. Model overall architecture diagram
2.2. Gated-CNN
A deep residual gated convolutional network is used to extract the characteristics of the signal after distortion to improve the quality of the extracted features. Then, to increase the network depth while reducing information loss and mitigating gradient disappearance and gradient explosion, the residual structure is introduced to form a residual based mathematical expression of the gated convolutional network, which is:

\[
h_l(X) = (X \ast W + b) \otimes \sigma(X \ast V + c) \\
h_{in}(X) = h_l(X) + h_e(X)
\]

Where \(X\) is a three-dimensional tensor that represents the input tensor in the input layer and the output tensor of the previous layer in the middle layer, and \(W\) represents the convolutional kernel. The construction of the space is described in Fig. 1. Experiments [8] have shown that the gating mechanism can ensure that nonlinear feature extraction and gradient dispersion are reduced, while the calculation speed of the convolutional network is increased.

2.3. QRNN
Because the cyclic neural network can capture the longdistance relationship between the frontend and backend, and to speed up the calculation, QRNN [9] is used as the last layer of the feature extraction module. The mathematical expression of QRNN refers to that in [9], in which each sliding window is used as the input of one QRNN iteration, and each iteration does not rely on the last hidden state so that the network can be operated in parallel.

2.4. Adjuster
In [10], an auxiliary task is used to finalize the improvement of the target tensor and is applied to the adjustment module of Mandarin speech recognition, which is called the adjuster. We build three simple neural networks to fit three artificially extracted features: GFCC, GTN, and LPS. In the first pretraining process, network parameters are updated via the loss function formed by the label.

3. Speech Recognition Encoder and Decoder
The structure of \(f_\theta\) is constructed by the deep residual gated convolution unit. However, the input tensor at this time is the feature extracted by the feature extraction module after pretraining, which is a two-dimensional tensor. Then, half of the channels are used as control gates to restrict the output of the other half of the channels. Each layer of the gated network is connected by a cross-layer residual network to compensate for the loss of information and delay gradient explosion. The overall structure of the decoding network consists of two layers of LSTM network decoders. Their outputs are converted into probability values that propagate through the layers, and the conversion process is as follows:

\[
y_i = \sum_{j=1}^{e^k} \frac{e^{y_j}}{e^j}
\]

Which describes the predicted probability. The tensor output by the LSTM is converted into a probability value output by the softmax layer. Because the output is null, the cluster search algorithm is applied to the algorithm to decode Mandarin characters in order to improve the decoding accuracy. This process calculates the maximum probability of the continuous step under the current pending word as the optimal output. The mathematical expression of the cluster search algorithm [11] is:

\[
\arg \max_y \prod_{i=1}^{l} p(y^{o_i} | x, y^{v_i}, \ldots, y^{o_i-1})
\]
4. Experiments and analysis
We described the network structure and algorithm of GSDNet in the previous sections. Next, we use public and private data sets to train and test the network and compare its results with those of other algorithms.

4.1. Experimental Setup
The training and testing of the model are performed on Facebook’s open-source deep learning framework: PyTorch. To verify the superiority of the proposed algorithm, three open-source speech libraries are used as benchmark test data sets that are easily available: THCH30, AISHELL-1, and STCMDS. To construct an equipment control command data set, we use the exogenous speech synthesis API method and recording method to construct a command data set based on private data. The loss function uses CTC loss, and the optimization function uses Adam. The model recognition result is relative to the real label, which is the real voice content. The recognition result can be converted into a label result after replacement, deletion, and insertion. To complete the recognition efficiency performance test of the constructed control instructions. The decoder consists of a two-layer LSTM network plus a bundle searcher. The number of output words is the output units. The hidden layer dimension is the dictionary dim, which is equal to the dimension of the tag dictionary. The final output tensor is output as a probability through the softmax layer, and then, the beam search algorithm is used to perform a cluster search on the three potential predicted words simultaneously.

4.2. Results and Discussion

![Figure 2. Training result graph](image)

All results of the comparison are shown in Fig. 2 along with the comparison between the algorithm of the extraction module and the superiority of the recognition module. The results show that feature-extraction performance improved after adding various components to the network; these results are confirmed by the experimental comparison between the extracted and traditional features of the Mandarin speech recognition system. The three data sets (THCH30, AISHELL-1, and ST-CMDS) are used as reference data sets to compare the performance of the five algorithms and to demonstrate the accuracy of the residual gated convolutional network in the proposed algorithm. CNN-1024[12] is a speech recognition network architecture based on convolutional neural networks; LSTM-2048[13] is a speech recognition network architecture based on recurrent neural networks; CNN-LSTM[14] is a feature extractor based on the CNN; LSTM is the recognition network architecture of the decoder; SEGGCNN[15] is a recognition network architecture based on the residual gated convolutional neural network; and SEGGCNN-LSTM is the proposed algorithm. We use the word error rate (WER) as the comparison index. Fig. 2 shows the results of the algorithm comparison test and indicates that when
different structures are added, performance optimization is achieved. The gated depth residual architecture has superior performance and is thus applied to equipment control. In engineering applications, a word error rate of 13% has been reached, and voice control can be performed effectively. At the same time, via the addition of the feature extraction network, the accuracy of the Mandarin speech recognition system is improved. Via unsupervised training, the potential value of data samples can be fully explored. The next step explores the problem of knowledge transfer.

5. Conclusions
In this letter, we proposed a self-supervised deep residual convolutional network that achieves good performance on robust speech-recognition tasks, effectively solving the contradiction between increased data costs and increased robustness. We showed that the improved performance of the proposed algorithm stems from the combination of a deep high-capacity model and an augmented self-training method. Finally, we examined the influence of each augmentation model on the preceding accuracy of the model. We observed that the model performance for each sound class is influenced in different ways, suggesting that the model performance could be improved further by applying self-supervised representation features while using the data set sufficiently.
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