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Abstract

Energy efficiency is of paramount importance for the sustainability of HPC systems. Energy consumption limits the peak performance of supercomputers and accounts for a large share of total cost of ownership. Consequently, system owners and final users have started exploring mechanisms to trade off performance for power consumption, for example through frequency and voltage scaling. However, only a limited number of studies have been devoted to explore the economic viability of performance scaling solutions and to devise pricing mechanisms fostering a more energy-conscious usage of resources, without adversely impacting return-of-investment on the HPC facility. We present a parametrized model to analyze the impact of frequency scaling on energy and to assess the potential total cost benefits for the HPC facility and the user. We evaluate four pricing schemes, considering both facility manager and the user perspectives. We then perform a design space exploration considering current and near-future HPC systems and technologies.
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1. Introduction

Energy consumption poses a great challenge for the growth of worldwide HPC installations. As supercomputers increase their peak performance, so do their power consumption, leading in turn to increased energy costs. Hence, the last few years saw a shift from a “performance at all costs” mentality to a more balanced and energy efficient perspective [1, 2, 3].

Several methods aim at curtailing the power consumption through a trade-off between the computing performance and power consumption, for example via frequency and/or voltage scaling (DVFS) [4]. The main drawback of this technique is the decreased computing speed that leads to increased application run times. This issue is partially mitigated because several HPC applications and benchmarks are not CPU-bound but present a memory and I/O bottleneck [5, 6, 7]; reducing the frequency of the computing units used by these jobs does not impact severely their time-to-solution (TTS) [8]. For instance, memory or I/O bound application are less sensitive to power reduction. See differences between CPU-heavy benchmarks such as HPL [9] and the memory bandwidth constrained HPCG [10]. While in the rest of the paper we will refer explicitly to frequency scaling, our conclusions can also be applied Intel’s Running Average Power Limit (RAPL) [11], that does not directly change the computing nodes clock frequency but indirectly does so by enforcing a socket-level power cap. This technique is analogous to DVFS since the power bound leads to increased run times [12, 13].

While applications of DVFS in power capped contexts have been widely studied, very little attention has been dedicated to the economic aspect of the frequency scaling. For example, a very common accounting scheme in HPC centers consists in linking the price paid by final users to the time-to-solution of their application multiplied by the requested resources [14]; this scheme is therefore directly affected by techniques altering the applications run time. The rapid depreciation of computing facilities pushes against any policy that stretches job execution time. Moreover, decreasing the computing unit performance leads to lower power consumption, but this does not guarantee lower energy consumption, due to the longer durations.

In this paper we take steps to address these issues. We introduce a parameterized model representing a HPC system, based on a real Top 500 supercomputer on the tier-0 Fermi supercomputer, hosted at the CINECA computing center [15]. We use the model to understand the economic impact of frequency scaling, from the point of view of both the facility manager (maximizing the overall gain and re-
ducing the total cost of ownership – also called TCO) and of users (minimizing the costs paid for resource per hour). We present four different pricing schemes and we evaluate their economic viability, given the parameters characterizing the Fermi supercomputer and the hosting facility. We consider how DVFS impacts both the energy costs (The electricity cost paid by the facility to operate the IT infrastructure plus the cooling system) and the generated income; we explore mechanisms that can be used to foster a reduction in energy costs while maintaining a profitable condition for both users and owners. We also extend our parametric analysis considering how the pricing schemes could generate different outcomes with different systems and operating conditions.

The rest of the paper is organized as follows: Section 2 provides an overview on the related works in the area of frequency scaling in HPC and a brief discussion on energy-aware pricing schemes found in the data center literatures. Section 3 describes the parameterized models and evaluates the proposed pricing schemes. Section 4 discusses the alternative scenarios and explores the design space. Finally, Section 5 summarizes the paper and provides the concluding remarks.

2. Related Works

In this section we briefly describe the state-of-the-art techniques aiming at energy efficiency (in particular frequency scaling). We then present an overview of the literature regarding pricing schemes found in data centers and targeted at fostering energy efficient solutions.

2.1. Power/Energy Efficiency

Since the HPC community widely recognizes the need to reduce power consumption in supercomputers, several research avenues have been explored for this purpose. Many techniques have been proposed to bound the power consumption of HPC machines, ranging from Dynamic Voltage and Frequency Scaling (DVFS) [16], energy proportional systems [17], over-provisioning [18], turning off idle resources [19], exploiting components variability [20]. In this paper we are going to focus on frequency scaling and socket-level power capping (RAPL) because they are well-known solutions that have been adopted in several HPC systems [21, 22, 4, 23, 24, 25].

Nowadays, many supercomputers employ some form of DVFS[22, 26], i.e. they exchange processor performance for lower power consumption. With DVFS, a processor can run at one of the supported frequency/voltage pairs lower than the maximum one. The main issue with DVFS-based approaches is the trade-off between power savings and decrease in performance: reducing the clock frequency clearly increases the TtS of the applications. To overcome this issue, several methods try to apply DVFS only in periods of low system activities or in particular phases of a job execution. For example, in [27], Freeh et al. study the energy-time trade-off of high performance cluster nodes with several power states available. They conclude that applying DVFS to applications with memory or communication bottlenecks does not imply large time penalties. This strategy strongly relies on the nature of the running applications, which must be known and modeled in advance, before their actual execution. In [28], Hsu et al. propose to solve this problem through a power-aware adaptive algorithm which does not employ any application-specific information a priori, but implicitly gathers such information at run-time.

Etinski et al. [29] extend the well-known EASY-backfilling scheduling policy to limit a supercomputer power consumption through DVFS. Their results are promising in terms of energy savings and also a better utilization of the system and reduced waiting time for the users, thanks to the possibility to execute more jobs concurrently if their frequency (thus power) is reduced. The same authors introduce also another approach in [30]: in the latter work they propose a novel scheduling policy based on integer linear programming (ILP). This method offers better performance in terms of average job wait time over various power budget. These two works focus exclusively on the effect of frequency scaling on applications run times while we are mainly concerned with the energy consumption and its economic impact.

RAPL provides a software configurable and hardware enforced power cap. Instead of setting a specific frequency, this mechanism takes as input the power budget for a socket and subsequently forces the power consumption to be within the limit. For instance, Ellsworth et al. [31] present a scheme to decide the power allocated to each node in a supercomputer (Dynamic Power Sharing). Initially, the overall available power budget is uniformly divided among all nodes; periodically the algorithm adjusts the allocated power depending on actual consumptions, i.e. if a node consumes less power than the allocated one the exceeding capacity can be transferred to a different node which needs it. RAPL is used to enforce the node power limit at run time. The main drawback of RAPL is the same that troubles DVFS mechanisms, namely the indiscriminate power reduction implies an increase in TtS (performance loss).

The main limitation of the related works in the research literature is that they focus (almost) exclusively on the energy-savings and time-to-solution considerations while discounting the cost aspects. All the considered approaches can influence the HPC system revenues exclusively through the reduction of energy/power spending and therefore overlook a critical component of the facility costs, the non negligible depreciation costs. In our paper we consider both elements that determine the supercomputer TCO.

Real HPC applications have different sensitivities towards frequency & voltage scaling; memory or I/O bound application are less sensitive to frequency reduction. For instance, see differences between CPU-heavy benchmarks
such as HPL\cite{9} and the memory bandwidth constrained HPCG\cite{10}. We consider for simplicity an “average” job sensitivity and sweep it as a parameter.

2.2. Pricing Schemes

Another important area of research deals with the problem of finding optimal pricing schemes for the resources composing a supercomputer. The current state-of-the-art for pricing schemes in HPC systems is somewhat lacking, whilst researchers in the data center community investigated this issue in a more thorough manner\cite{32, 33, 34}. Generally speaking, data centers operate with a slightly different set of assumption w.r.t. HPC facilities and therefore they are not directly comparable to the method proposed in this paper.

Chase et al. \cite{35} present a new architecture to manage resources in a data center, with the goal of energy efficiency. The main idea is to implement a bidding mechanism where the services running in the system bid for resources as a function of delivered performance. Afterwards, resource prices are regulated through a greedy algorithm to balance supply and demand, allocating resources to their most efficient use.

Zhang et al. \cite{36} consider the issue of minimizing the electricity bill of a network of data centers; for this purpose they devise an approach that leverage the different electricity prices in different geographical locations to distribute workloads among those locations. Their work explicitly models the effects of the power demands induced by cloud-scale data centers on electricity prices and the power consumption of cooling and networking in the minimization of electricity bill. Although the proposed solution is very interesting, the vast majority of nowadays HPC systems do not have a distributed nature similar to the one considered in this work.

Wang et al. \cite{37} tackle the problem of optimizing data center electric utility bill under uncertainty in workloads and real-world pricing schemes. They consider a data center where the power consumption of the IT equipment can be modulated via control knobs. The key assumption of the model they propose is that the power effects of most IT control knobs can be seen as dropping and/or delaying a portion of the power demand, i.e. through dynamically modulating the workload. They propose a hierarchical infrastructure to manage system resources and workload; the hierarchical structure allows to separate the abstract layer specifying the optimization policy from the lower level that implements the actual power-modulation knobs. The main drawback back of this work (and several others found in the literature) is that it disregards the total cost of ownership and the depreciation costs.

3. The HPC System Model

In this section we introduce the parameterized model, used to describe the cost, energy, performance trade-off in a generic supercomputer. The parameters configuration considered in this section is based on the Fermi supercomputer\cite{38}. The proposed model abstracts the ensemble of computing resources as a composition of allocable elements. As the considered system was composed of multi-cores, we referred to them as “core”. This is done to simplify the analysis but nothing prevents the addition of different resources to the model to extend our approach. In our analysis we do assume that scheduling and allocation decisions have been taken by a higher-level scheduler. This is normal in supercomputer infrastructures\cite{39, 40, 41, 42}.

We assume that the considered machine is capable of decreasing the power consumption of computing units in exchange for reduced performance through frequency & voltage scaling, which may lead to an increased run-time of the involved applications, accordingly to their properties. We model the power consumption of each computing resource with two contributions: the idle power and the active power. The idle power is a constant power term needed to keep the resource on, the active power is only consumed when the resource is active and executes a job. The absolute value is proportional to the clock frequency. The dependency of the active power to the frequency is monotonic and superlinear with an exponent alpha dependent on the technology\cite{43}.

3.1. Model Description

The key parameters composing the model are listed in Table\,\ref{tab:1}. From these base parameters we compute the values of a set of intermediate variables, presented in Table\,\ref{tab:2}. In Table\,\ref{tab:3} we report the output, or target, parameters. The main output parameters are used to evaluate the pricing schemes discussed in Section 3.3. We chose two main parameters: 1) the system gain (the difference between the income obtained by the system owner and the operating costs); 2) the price paid by users for their application (measured as the price paid per hour and per single resource usage). These outcomes are relative to the considered time frame $\theta$. The model parameters are linked through the mathematical expressions exposed in the tables. Some parameters are self explaining; we give here details to illustrate the less obvious ones. Part of the parameters presented in Table\,\ref{tab:1} describe the HPC facility. In our case, their values depend on the supercomputer we took as example; different configurations can model different systems. Other parameters are instead used to represent the applications.

There are two main parameters that define the behaviour of the system (how system gain and job price are affected) when frequency scaling is applied:

- the scaling factor, $\phi$, indicates how much power consumptions are decreased (the same factor is applied to each slowed down jobs);
- the job sensitivity, $\sigma$, modulates the duration increase due to the power scaling (again, same value applied to all slowed jobs)
The system might be not fully used (not enough jobs, resource bottlenecks, SLAs constraints...) but its cores are occupied only up to a certain percentage \( U \). In the proposed model we consider also the case where the power consumption is scaled down only for a fraction of the jobs; \( \beta \) tells the percentage of jobs that are not subject to slow down (conversely \( 1 - \beta \) indicates the fraction of jobs with a reduced power consumption). The alpha factor \( \alpha \) is a technology-dependent parameter and affects the reduction in power consumption following a frequency reduction. Given a core base power consumption at maximum frequency, the idle power percentage \( \xi \) modulates the time-to-solution increase due to the power scaling. The job sensitivity \( \sigma \) indicates the number of resources (ranging between CPU-bound or memory-bound) and the fact that a HPC job can be composed by several sub-tasks with relative dependencies: an application with many intertwined tasks may experience higher performance degradation when subject to frequency scaling.

The scaling factor, \( \varphi \), specifies the ratio between the maximum and reduced frequency and it directly modulates the power consumption variation (decrease). It is a real number and, given a maximum frequency \( f_{\text{max}} \), the scaled one \( f_{\text{scaled}} \), is computed as \( \varphi = f_{\text{max}} / f_{\text{scaled}} \). The job sensitivity, \( \sigma \), modulates the time-to-solution increase due to the power scaling. The job sensitivity embeds both the nature of the application (ranging between CPU-bound or memory-bound) and the fact that a HPC job might require more time to complete. The power decrease and time-to-solution increase are clearly intertwined and their relation strongly depends on the nature of the application; for instance, a memory-bound application would experience a smaller TtS increase. This may lead to an actual energy consumption increase since the energy \( E \) associated to a job is computed as: \( E = \pi \times \delta \), where \( \pi \) is the power consumption of the job and \( \delta \) is its time-to-solution.

To answer the question we can analyze the ratio between the energy consumed by a job at maximum frequency and the energy consumed at the reduced frequency. The energy ratio value is expressed by the following equation:

\[
E_{\text{ratio}} = \frac{\pi_M \times \delta_M}{\pi_S \times \delta_S} = \frac{\nu_j(P^M + P^A) \times \delta_M}{\nu_j(P^I + P^A) \times (\delta_M + \delta_M(\varphi - 1)\sigma)}
\]

\[
= \frac{(i\cdot P + (1 - i)\cdot P) \times \delta_M}{(i\cdot P + (1 - i)\cdot E) \times (\delta_M + \delta_M(\varphi - 1)\sigma)}
\]

\[
= \frac{1}{(i + (1 - i)\cdot \varphi) \times (1 + (\varphi - 1)\sigma)}
\]

The numerator and the denominator represent, respectively, the energy consumed by an application at maximum frequency (TtS multiplied by power, \( \pi_M \times \delta_M \)) and the energy consumed at the reduced frequency (\( \pi_S \times \delta_S \)). The rest of the equation is obtained by substituting the TtS and power values with their corresponding expressions, as...
described in the Tables 1 and 2. We assume that the parameters that do not appear in Eq. 1 have fixed values.

We observe two facts: 1) values ≥ 1 are better since they imply that the energy of the job decreases when we scale down its power; 2) the only involved variables are the alpha factor α, the idle power expressed as percentage of the total core power (at maximum frequency) ι, the scaling factor ϕ and the job sensitivity σ. To further simplify our analysis we now assume that the scaling factor is fixed to a particular value ϕ > 1 (it must be greater than one if we want to study the power savings effect); as we are going to see, setting the scaling factor to a constant value does not invalidate our conclusions.

In Figure 1 we have a three-dimensional plot representing the isosurface of value 1 corresponding to the energy ratio described in Eq. 1. The x-axis, y-axis and z-axis contain, respectively, the idle power percentage ι, the job sensitivity σ and the alpha factor α. An isosurface is a surface that represents points of constant target value (it is the 3-d analog of an isoline or contour line); points above the isosurface have values larger than the target one, points below the surface have value smaller than the target. The red arrow indicates the volume of space formed by points above the isosurface. For example, in the graph of Fig. 10 the point with coordinates (0.2, 0.2, 2.0) is above the isosurface, hence its corresponding energy ratio is larger than 1, which basically means that reducing the clock speed is convenient energy-wise; conversely, the point with coordinates (0.8, 0.8, 1.5) is situated below the isosurface and corresponds to an energy ratio lower than 1.

Figure 1 reveals that indeed there are some combination of values for which reducing the job’s power consumption

| Name                                      | Symbol | Expression | Unit       |
|-------------------------------------------|--------|------------|------------|
| Time frame                                | θ      | Days       |
| Number of cores in the system             | NCj    | NA         |
| Power Usage Efficiency                    | PUE    | NA         |
| Electricity cost                          | Ec     | €/ KWh     |
| System lifetime                           | LF     | Years      |
| System installation cost                  | C_m   | €          |
| Estimated energy cost (IT) per year       | C_y   | €          |
| Return On Investment (≥1)                 | ROI    | NA         |
| Percentage of system utilization         | U      | NA         |
| Idle power as % of power at max. frequency| ι      | NA         |
| Alpha factor                              | α      | NA         |

| Job TtS (Time-to-Solution) at maximum frequency (estimate) | δ_M   | Hours    |
| Number of requested cores per job            | ν_j   | NA       |
| Frequency scaling factor                     | φ     | NA       |
| Job sensitivity                             | σ     | NA       |
| Percentage of non-slowed jobs               | β     | NA       |

Table 2: Model Derived Parameters

| Name                                      | Symbol | Expression | Unit       |
|-------------------------------------------|--------|------------|------------|
| System cost per year (depreciation)       | C_s   | C_s / LF  | €          |
| Cooling Energy Cost per Year              | C_EC  | C_EC · (PUE − 1) | € |
| IT energy cost - Lifetime                 | C_I   | C_I · LF  | €          |
| Cooling energy cost - Lifetime            | C_EC  | C_EC · LF  | €         |
| Total energy cost - Lifetime              | C_T   | C_T + C_EC | €         |
| System cost (depreciation) - Time frame   | C_S   | C_S / 365 · θ | € |
| Coefficient - Total                       | κ_T   | ROI / 365 | NA         |
| Coefficient - System Only                 | κ_E   | ROI / 365 | NA         |
| Core Power (max frequency)                | P     | 1000 C_s / E | W         |
| Core Idle Power (max frequency)           | P^I   | iP / 365 · 24 | W |
| Core Active Power (max frequency)         | P^A   | (1 − i) · P | W          |
| Job power consumption at max frequency    | σ_M   | ν_j (P^I + P^A) | W |
| Job TtS at scaled frequency               | δ_S   | δ_M + δ_M(φ − 1)σ | Hours |
| Job power consumption at scaled frequency  | π_S   | ν_j (P^I + P^A / σ) | W |
| Number of resources active                | R^a   | NC^T × U | # Cores    |

| Name                                      | Symbol | Expression | Unit       |
|-------------------------------------------|--------|------------|------------|

Table 1: Model Base Parameters
leaves to energy savings. For example, as one could have ex-pected, low values of job sensitivity imply a larger energy ratio (saving): if the job TtS increases only marginally when the power is reduced the outcome is an energy saving. We can also notice that better (higher) energy ratios are associated to lower values of $\iota$: this happens because if the idle power component has a relatively smaller influence, decreasing the operating frequency of the computing nodes leads to greater power savings – the idle power consumption is not affected by the scaling-down action. However, it is also clear that there are many configurations where frequency (and power) reduction does not reduce energy.

As a first result of the proposed model: cost reduction policies based on performance scaling make sense only if the system is operated in the area above the isosurface, defined by $(\iota, \sigma, \alpha)$. $\sigma$ depends on the application slack which is defined based on the target architecture and applications set. $\iota$ and $\alpha$ are instead technological parameters: $\alpha$ is determined by the technology while $\iota$ depends on the system architecture and on the leaking components present in the compute node (i.e. Fans, HDDs, NIC, etc).

In Figure 2 we displayed different isosurfaces along with the one corresponding to an energy ratio of 1. The additional isosurfaces correspond to energy ratios of 2, 3 and 4; as noted before, a higher energy ratio means more potential energy saving and thus combinations of $(\iota, \sigma, \alpha)$ leading towards the new isosurfaces are preferable.

Figure 3 shows what happens if we also change the value of the scaling factor parameter $\varphi$: the figure presents again isosurfaces of value 1. As we anticipated before, the scaling factor influences the energy ratio as revealed by the different gradients of the surfaces but the overall shape of the isosurfaces remain similar. One thing that can be noticed is that when the scaling factor increases the alpha factor impact slightly decreases – the surface varies less along the $z$-axis.

From Fig. 1, 2 and 3 we can draw a positive conclusion. Reducing the power consumption of the application in a HPC system can lead to energy savings, depending on some the parameters characterizing the system and the application. As a general rule, we can say that facility owner as well as user should target the reduction of power consumption of the less sensitive jobs, i.e. those jobs whose time-to-solution will not be too affected by the power reduction (for example memory, I/O and communication bound applications). This conclusion is more prominent in installations in which the idle power is a large component of the total power consumption; In this case reducing the operational frequency can increase the consumed en-

| Name                        | Symbol | Expression                                                      | Unit   |
|-----------------------------|--------|-----------------------------------------------------------------|--------|
| Income per time frame       | $I^\theta$ | Sec. 3.3                                                       | €      |
| IT energy cost per time frame | $C_{EI}^\theta$ | $[(1 - \beta)\pi S_\delta S + \beta\pi M_\delta M] \cdot \frac{E_{EI}}{1000}$ | €      |
| Cooling energy cost per time frame | $C_{EC}^\theta$ | $C_{EI}^\theta \cdot (PUE - 1)$                                | €      |
| Total cost per time frame   | $C_T^\theta$ | $C_S^\theta + C_{EI}^\theta + C_{EC}^\theta$                  | €      |
| System gain per time frame  | $\gamma^\theta$ | $I^\theta - C_T^\theta$                                       | €      |
| Average job price           | $\chi^\theta$ | $\frac{\nu_j R_a}{1000}$                                      | €      |

Table 3: Model Output Parameters

Figure 1: Energy Savings: isosurface with energy ratio = 1

Figure 2: Energy Savings: multiple isosurfaces with different ratio values
energy.

3.3. Pricing Schemes

The results of the previous section suggest that, depending on the characteristics of applications (jobs) and of the supercomputer infrastructure, it is possible to decrease the energy consumption of the HPC system by slowing it down. We have not determined yet: 1) if the energy reduction leads to lower costs for the facility manager and for the users; 2) how to perform accounting in order to foster the adoption (by the facility manager and users) of the energy-efficient operating condition.

We will now discuss four different pricing scheme to see how they impact the TCO and the system total gain and the average job price. In addition to the variables introduced in Table 3, we are also going to consider normalized values for the two most interesting variables: 1) normalized system gain $\gamma_N$ and 2) normalized job price $\chi_N$. The normalized gains and costs are computed w.r.t. to the **Pricing Scheme 1** (see 3.3.1), with a scaling factor equal to 1, a situation that we assume is our baseline. The normalized gain (cost) for any given combination of parameters and pricing scheme is obtained by dividing the resulting gain (cost) by the baseline gain (cost). Since in all the remaining discussion we are going to focus on system gains and average job prices (and related parameters) computed in time frame $\theta$ we are going to omit the time frame reference from the mathematical notation, for the sake of clarity (for example $\gamma^\theta \rightarrow \gamma$).

In Table 4 the different ways to compute the system time frame income implied by the different pricing schemes are summarized. The table final three columns serve to quickly summarize the scheme features. **Coeff.** indicates the cost coefficient used to give a price to resource per hour; it can include both the depreciation costs (derived from the system installation cost) and the energy cost (“Depreciation+Energy”) or consider only the depreciation cost (“Depreciation”). The $TtS$ column specifies the time-to-solution used in the price formula; allowed values are: the real $TtS$, the oracle $TtS$ (the time-to-solution at maximum frequency) and the scaled time-to-solution (the real $TtS$ divided by the scaling factor).

Finally, the **Energy** columns tells how the energy is taken into account; “explicit” means that the energy costs is directly covered by the users, “implicit” means that the cost is included in the price coefficient (see the numerator of $\kappa_T$ in Table 2).

Since we are interested in understanding the influence of frequency scaling, we begin by focusing our analysis on the parameters that mostly impact its effect, namely the scaling factor ($\varphi$) and job sensitivity ($\sigma$).

We then observe the target output as a function of these two variables, keeping all remaining parameters fixed. The scaling factor is the main variable the system manager and the users can use as a knob to regulate the power consumption; in our analysis we consider values ranging from 1 (no scaling) to 5 (aggressive power reduction). As an example in today high end CPUs it is common to see the clock frequency ranging from 3.6 GHz (Turbo mode) to 1.2GHz. The job sensitivity has a big influence on the outcome due to the direct impact on the job time-to-solution when the power is reduced; we let the job sensitivity vary from 0, that is an idealized case where reducing the power consumption does not entail a $TtS$ increase, to 1, when the $TtS$ increase is proportional to the power reduction. Job sensitivity values closer to 0 represent memory or I/O bound jobs while moving closer to the opposite end of the range the application are getting more CPU-bound.

When looking at the normalized system gain values larger than one indicate that the considered price model with the specified scaling factor and job sensitivity (tuple $<\text{price model}, \varphi, \sigma>$) leads to larger gains w.r.t. the baseline. Conversely, normalized system gains smaller than 1 and negative values indicate that the baseline produces better results; negative values are possible because for some pricing scheme and parameters combination the system gain can actually be negative – the system is losing money due to the fact that the cost is higher than the income. With the fixed parameters configuration used in the following subsections the baseline does produce positive net gain for the system. The same discussion can be applied to the normalized job price, with the exception that the latter can never be negative – the minimum value for the average cost of a job is zero.

One last point to address before introducing the pricing schemes is the issue of the $TtS$ increase. Users might not accept the fact that the $TtS$ of their application is stretched over a certain point due to the frequency scaling. This is mitigated by the fact that when users submit their job, they typically provide estimated $TtS$ that are longer than the actual $TtS$; stretching their application but maintaining them under their estimated $TtS$ would generate no complaints. Using historical data from a tier-0 su-
percomputer we discovered that the average ratio between estimated TtS and real TtS is 1.5 (considering only jobs which run longer than 1 hour to exclude very short application that would skew the mean value). This acceptable TtS increase corresponds to the values of scaling factor \( \varphi \) and job sensitivity \( \sigma \) displayed as dashed black lines in the following two-dimensional figures and as a black line in the three-dimensional ones. Points below the line correspond to acceptable TtS increase. This information can be used while devising pricing scheme in order to account also for the user satisfaction (for instance, not selecting scaling factor values that would exceedingly slow down an application).

This acceptable TtS increase corresponds to the values of scaling factor \( \varphi \) and job sensitivity \( \sigma \) displayed in Figure 4: points below the line correspond to acceptable TtS increase. This information can be used while devising pricing scheme in order to account also for the user satisfaction (for instance, not selecting scaling factor values that would exceedingly lengthen an application).

### 3.3.1. Scheme 1

This is the pricing model employed in most HPC facilities. Users pay a price based on the amount of requested resources and the real time-to-solution (wall time) of their job multiplied by the coefficient \( \kappa_T \). The total income for the HPC facility is therefore given as the sum of the prices of all jobs that run during the time frame.

In this case (as in the two following ones discussed in Sections 3.3.2 and 3.3.3) the energy costs are entirely covered by the facility managers, energy savings or increase do not modify the job price for the user which only depends on the TtS. The system owners address this issue by including worst-case estimated energy costs in the cost coefficient \( \kappa_T \).

In Figure 5 we observe the normalized system gain for the Pricing Scheme 1. Fig. 5a shows in the \( x \)-axis the scaling factor \( \varphi \) and the job sensitivity \( \sigma \) in the \( y \)-axis; the different colored contours (the lines of points with the same value) indicate the normalized system gain. The same information is presented in three dimensions in Fig. 5b; here the \( x \)-axis and \( y \)-axis indicate again the scaling factor and job sensitivity while the \( z \)-axis shows the normalized system gain. This kind of coupled plots is used also to look at the normalized job price (Figure 6) and for the remaining models (see corresponding figures in Sections 3.3.2, 3.3.3 and 3.3.4).

The dotted black line plotted in the two-dimensional graphs is the same line seen in seen in Figure 4; combinations of \((\varphi, \sigma)\) above that line represent conditions where the frequency scaling would make the job TtS longer beyond the point where the user notice the difference (and loss of quality of service – QoS).

It is quite straightforward to see that with Pricing Scheme 1 the system owner gains more when the scaling factor increases, especially with higher job sensitivity. This happens because the price paid by the users increases due the longer TtS of the jobs. This is clearly shown by Fig. 6, where the normalized (average) job price rises rapidly together with the scaling factor. If the scaling factor is set to one, the job sensitivity loses its influence and the system gain and job price do not differ from the baseline. This happens with all pricing models. Although this pricing scheme is very enticing from the facility owner point of view, the steep price rises facing the users make its actual implementation almost impossible.

### 3.3.2. Scheme 2

In this strategy the price paid for each job is given by multiplying number of requested cores by the same coefficient of Sec. 3.3.1 and by the job time-to-solution at maximum or nominal frequency. Clearly, the latter quantity can be only known a posteriori or by means of an

| Scheme  | Expression                                                                 | Coeff.                  | TtS       | Energy              |
|---------|-----------------------------------------------------------------------------|-------------------------|-----------|---------------------|
| Scheme 1| \( \kappa_T R^T ((1 - \beta) \delta_S + \beta \delta_M) \)                  | Depreciation + Energy    | Real      | Implicit            |
| Scheme 2| \( \kappa_T R^T \delta_M \)                                                | Depreciation + Energy    | Oracle    | Implicit            |
| Scheme 3| \( \kappa_T R^T (\frac{(1 - \beta) \delta_S + \beta \delta_M}{\varphi}) + \beta \delta_M \) | Depreciation + Energy    | Scaled    | Implicit            |
| Scheme 4| \( R^T \kappa_B ((1 - \beta) \delta_S + \beta \delta_M) + \) \( (1 - \beta) \pi S \delta_S + \beta \pi M \delta_M \cdot \frac{E_{\text{cost}}}{1000} \) | Depreciation             | Real      | Explicit            |

Table 4: Income functions with different pricing strategies
Figure 5: Pricing Scheme 1: System Gain Normalized

Figure 6: Pricing Scheme 1: Job Price Normalized

The results in this section motivate that this technology would enable power management solutions leading to a win-win situation for the system owner and final users. The income is computed as the sum of all jobs prices. In this case the price per job remains constant, i.e.: it is not affected by the reduction in power consumption; for this reason we did not include the corresponding figure. When compared with the default pricing (Pricing Scheme 1) this scheme benefits the supercomputer users while the gains from the system owner’s point of view depend on the application scaling factor and job sensitivity.

In Figure 7 we can observe the normalized system gain for Pricing Scheme 2. As previously noted, with this scheme the price paid by users for each job does not change with the scaling factor because it depends only on the application’s estimated TtS while running at maximum frequency. The job price is therefore equal to the baseline one, hence the normalized job price is equal to one in every point. Aside from this relatively trivial consideration, it is worth to note that while the job price remain constant, the system gain drastically changes: when the scaling factor and job sensitivity are relatively low Pricing Scheme 2 leads to a larger gain compared to the baseline. This happens because in this case the real job time-to-solution is not too different from the estimated ones and therefore the income loss is lower than the cost saved on energy consumption thanks to the reduced power consumptions. Conversely, when the scaling factor increases the system gain drops since the energy savings does not balance the loss of income relative to the baseline.

As a final remark, it must be noted from Fig. 7a that the area where the system owners achieve a gain (under the red-line with 1.00 marker) is below the user noticeable level (black dashed line). Meaning that the system owner...
can achieve a gain without inducing QoS loss. In this scheme it is essential for the system owner to identify the area delimited by combinations of application sensitivity ($\sigma$) and scaling factor ($\phi$) leading to a gain. The system owner assumes the risks for failing it. To summarize, the actual implementation of this price scheme requires the development of tools for identifying job sensitivity and estimating the application time-to-solution at the maximum frequency.

3.3.3. Scheme 3

This pricing model closely resembles the one of Sec. 3.3.2 but tries to solve the problem of estimating the jobs duration at maximum frequency by employing the real job TtS at a scaled frequency with scaling factor $\phi$. This is done taking advantage of the observation that when reducing a processor frequency of a scaling factor $\phi$, the time-to-solution can increase at maximum of a factor $\phi$. For this reason the price of jobs with reduced frequency is discounted by the scaling factor $(1-\beta)\delta_S$.

From Figure 9 we can notice that this approach is highly favourable from the users point of view, since it leads to markedly diminishing cost when the scaling factor and the job sensitivity increase. The smaller average job price is due to the division by the scaling factor applied to the price of the slowed down jobs. However, for the considered system configuration, this causes a lower system gain w.r.t. the baseline (Pricing Scheme 1) since the energy-related savings are much smaller than the decrease of revenues (see Fig. 8).

3.3.4. Scheme 4

With this last pricing schemes, in opposition to the previous ones, the energy cost is not paid by the system owner but it is directly included in the job price. Also in this case the income is given as the sum of all job prices and now
each price is composed by two components. The first one depends on the number of requested cores times the TtS (scaled and not scaled) multiplied by the cost coefficient $\kappa_E$; this coefficient is computed excluding the estimated energy costs – users would not agree to cover the energy costs twice. The second component is the cost of the energy of the job, given as the TtS multiplied by the power consumption times the price of the energy ($E_\epsilon$).

The system gain with Pricing Scheme 4 is constant and therefore also the normalized system gain does not change and it is always equal to the baseline (hence the corresponding figures are not displayed). The possible benefits deriving from the adoption of this pricing scheme stems from the reduction of average job price, as revealed by Figure 10. With lower values of scaling factor and job sensitivity the normalized job price is smaller than the baseline; when these parameters start rising, the job price follow them accordingly and therefore it surpasses the baseline.

Differently from Pricing Scheme 2, this approach shifts the gains and the risks to the final user. It does not require estimating the jobs TtS at maximum frequency but only needs a per job energy accounting system. Clearly, users would need tools for selecting and applying the right power reduction to their applications.

3.3.5. Pricing Schemes Comparison

In Table 5 we can see an example of the results of the pricing schemes. Starting from the previous configuration – based on Fermi – we modified a subset of the input parameters (idle percentage $\iota$, scaling factor $\phi$ and job sensitivity $\sigma$); we also varied the amount of cost (per $\theta$) due to system depreciation – expressed as percentage of the total cost. As output we present the difference w.r.t. the baseline, showing both system owner gain and price paid by users, for each pricing scheme. The values in bold highlight the pricing schemes that, under the given condition,
manage to bring benefits for both owners and users. From the point of view of the system owner positive values are preferable (increased gain), while users prefer negative values (price decrease).

Considering a set point resembling a memory bound application (TtS increase of 20% as effect of a 2x in frequency reduction) we notice that: 1) Pricing Scheme 1 increases the system gain but penalizes the final user; 2) Pricing Scheme 3 is beneficial for the user (who gets a discount of 20%) but generates significant revenue loss for the system owner; 3) Pricing Scheme 2 and Pricing Scheme 4 instead lead to noticeable saving without harming the counterpart – favouring, respectively, the facility manager and the final user. Lowering the idle power improves the savings of 2/3 while reducing the depreciation cost of 1/3 doubles the revenues and price reductions achievable by power management strategies. This can reach the 10% of the total revenues in case of low idle power and long machine turnaround.

The challenge in implementing the Pricing Scheme 2 is the need to predict what would have been the real application TtS if no power management strategy had been applied; Pricing Scheme 4 only requires the support for accurate per job energy accounting.

4. Future HPC Scenarios

So far, we focused on an existing HPC system with its particular parameters. In this section we are going to explore different scenarios that can be envisioned as near-future evolutions of current supercomputers. As we have seen in Section 3 two of the main factor impacting the costs faced by system owners are idle power aspects hindering the convenience of frequency scaling, namely the non-null percentage of power consumed by computing units in idle state (the idle power consumption remains constant even if the operating frequency is reduced) and the depreciation costs. The depreciation costs is not influenced by the frequency scaling: if the energy savings are not big enough to compensate the lost income the system owner will face an overall loss. In the system considered as a case study for this work the depreciation costs have a notable impact and they correspond to the 67% of the total per-time frame expenses. We consider two cases: 1) energy proportional systems (where the idle power consumption is very low) and 2) low depreciation costs.

Since the behaviours of the pricing schemes Pricing Scheme 1, Pricing Scheme 2 and Pricing Scheme 4 in the new scenarios are not substantially different than those observed in Sec. 3.3 we concentrate on Pricing Scheme 3. Now we want explore the design space to understand if under different conditions this scheme can generate profit also for the system owners; as we have seen before this is the best scheme from the user point of view because it lowers the price paid per job. In the following sections we are going to evaluate the economic viability of Pricing Scheme 3 in the case of alternative HPC systems, with low idle power consumption (4.1) and low depreciation costs (4.2).

4.1. Energy Proportional Systems

Several research works have pointed in the direction of energy proportional systems as a possible solution towards improvements in terms of energy efficiency [44, 17, 45]. In an energy proportional system the power consumed by its computing nodes scales down proportionally with the load. In our model, this kind of system can be simulated by setting a very low percentage of idle power consumption \( \iota \). We analyze the profitability for the system owner using Pricing Scheme 3; the scheme generates profit if the income for time frame is larger than the expenses (energy costs plus depreciation). We are going to consider the isosurface corresponding to the points where the function \( C_T / I_T \) (total costs divided by income) is equal to 1. Points below the surface represents parameters combinations that are profitable for the system.

Figure 11 considers the system profitability with varying depreciation costs, while maintaining a fixed (very low) value for the idle power percentage (\( \iota = 0.01 \)). In the \( x \) and \( y \) axis we have the alpha factor \( \alpha \) and the scaling factor \( \varphi \); the \( z \)-axis presents instead the system life time \( LF \). This parameter is a very good proxy for the depreciation costs impact, since a shorter life time means that the installation costs must be recovered more quickly, hence higher depreciation costs. In the figure, the life time varies in a range of \([1, 50]\) years, with a corresponding percentage of depreciation costs (w.r.t. the total time frame costs) of \([88\%, 13\%]\). We observe that, with a negligible idle power, the depreciation costs strongly impacts the system gain: with lower life time values is much harder for the system to be profitable. This happens because if the depreciation costs are the biggest expense source the energy saved through frequency scaling gets negligible while the income loss – due to dividing the price paid by users by the scaling factor – becomes preponderant.

4.2. Low Depreciation Costs

The second parameter strongly influencing the feasibility of a pricing scheme is the depreciation cost, or more precisely the fraction of the total time frame costs that serve to cover the initial investment expenses. The depreciation costs are regulated by the system installation cost \( C_0 \) and by the expected life time \( LF \), that is generally a few years. The continuous quest towards maximum computing performance tends to increase the system installation costs and to squeeze the machines lifetime, but as more nuanced approaches more focused on energy efficiency are gradually taking hold, it is possible to envision slightly different systems where the installation costs decrease and the life time increases. This shift would lead to systems where the depreciation costs impact is less predominant w.r.t. to the energy expenses sustained to operate the machine.
In Figure 12 we see the system profitability surface in case of depreciation costs close to zero ($\leq 0.01\%$ of the time frame costs). The three axes $x$, $y$ and $z$ represent, respectively, the alpha factor $\alpha$, the scaling factor $\varphi$ and the idle power percentage $\iota$. The points below the surface (i.e. $< 2.5, 3.0, 0.2 >$) form the region where the system gain is positive (the costs are smaller than the income); as we proceed further from the surface the gain gets higher. With no frequency scaling ($\varphi = 1$) the system is always gaining, due to the remaining model parameters being configured to assure a net profit at maximum frequency (as a baseline). As it was expected, low idle power percentage leads to bigger benefits for the system owner since it allows to consume less power if the frequency is scaled down. We can also notice that higher $\alpha$ values are better for the system owners; this happens because a larger alpha factors means that scaling down the frequency leads to greater energy savings. Finally, we notice an asymptotic behaviour w.r.t. scaling factor: the benefits of decreasing the frequency tend to get thinner and thinner.

### 5. Conclusion

In this paper we tackled the issue of understanding the impact of energy-aware mechanisms in HPC machines. More precisely, we considered frequency scaling as a technique to exchange the power performance of computing nodes in exchange for lower power consumption. Frequency scaling has a clear impact on the energy expenses sustained by a supercomputing facilities and at the same time it strongly influence the accounting mechanism (the price paid by users for using system resources). Our goal was then to provide an instrument capable to analyse the costs and benefits obtained through frequency scaling in a HPC system.

We then devised a parametric model inspired by a real supercomputer to simulate the impact of frequency scaling on the system revenue and energy-related costs. We proposed four different pricing schemes and evaluated their effectiveness including the perspectives of both the facility owner and the system users. Our preliminary results indicate that is indeed possible to save energy and curb operational costs via frequency scaling and, at the same time, not to penalize users from a economic point of view.

As a final takeaway the most valuable strategy to push towards green computing is to shift the cost of the energy consumption to the final user while at the same time providing her instruments for accounting her job energy consumption and scaling the performance level. Letting the system owner play this knob still requires research progress in order to estimate the TtS of applications not perturbed by frequency scaling. In future energy proportional sys-
tems, with a longer turn-around, simpler estimation methods will start to pay off as well.
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