A machine learning-based approach for classifying tourists and locals using geotagged photos: the case of Tokyo
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Abstract
In tourism-dependent cities, investigating the spatiotemporal distribution and dynamics of tourist flows is crucial for better urban planning in both steady and perturbed states. In recent years, researchers have started relying more on photo-based, geotagged social data, which offer insights about tourists, popular hotspots, and mobility patterns. However, distinguishing between tourists and locals from this data is problematic since residence information is often not provided. While previous studies rely on heuristic (e.g., period of stay) and probabilistic (Shannon entropy) approaches, this paper proposes a method for classifying tourists and residents based on machine learning (ML) algorithms and considering parameters that could explain the variability between the two (e.g., weather, mobility, and photo content). This approach was applied to Flickr users’ geotagged photos taken in Tokyo’s 23 special wards from July 2008 to December 2019. The results show that stacked ensemble (SE) models are superior to models based on five supervised-learning algorithms, including gradient boosting machine (GBM), generalized linear model (GLM), distributed random forest (DRF), deep learning (DL), and extremely randomized trees (XRT). Temporal entropy (TEN), mobility on workdays, and frequent visits to amusement venues and crowded places influenced how users were classified. While temporal distribution showed similar monthly/hourly patterns, spatial distribution varied. The proposed approach might pave the way for scholars to carry out future tourism research on different topics and subsequently support policymakers in the decision-making process, specifically in urban settings.
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1 Introduction

In tourism research, big data sources fall into three principal categories: (1) user-generated content (UGC), mainly consisting of online text- and photo-based social media records; (2) device data, including mobile phone and global positioning system (GPS) information; and (3) transaction data, for example, web searches and booking data (Li et al. 2018). With the rapid spread of social media tools and their popularity among travelers for documenting trips, recent literature reviews reveal that social media-based UGC is the most popular data source among researchers (Li et al. 2018; Li and Law 2020), who tend to choose social-media UGC over conventional sources of small data to analyze tourists and tourism. Major topics include examining mobility patterns by reconstructing trajectories (Paraskevopoulos and Palpanas 2018; Straumann et al. 2014; Yang et al. 2017; Yuan and Medel 2016; Zeng et al. 2012), identifying tourist landmarks and hotspots (Kim et al. 2017; Samany 2019), analyzing tourists’ sentiments and behaviors (Jang and Moutinho 2019; Zhang et al. 2019, 2020), and recommending routes or planning trips (Kurashima et al. 2013; Lu et al. 2010).

The low cost of and easy access to UGC datasets are key factors behind their popularity among researchers. Unlike other data types, UGC is updated regularly and covers a long time span and large geospace, resulting in bigger datasets with rich metadata. Such data could generally be purchased from telecommunication companies at high prices, depending on the breadth of the target area and the span of the study period. An increasing number of researchers have begun conducting in-depth studies to analyze, or even predict, human mobility patterns based on low-cost, geotagged records collected from social networks (e.g., Twitter, Weibo). These data have proven useful, although records with spatial attributes only account for a small percentage of all social media data (3.33% for Twitter) (Chen et al. 2019a). In addition to text-based social networks, photo-sharing platforms (e.g., Flickr) serve as sources of geotagged data, and they are useful for analyzing tourism issues from different viewpoints. For instance, Xu et al. (2020) note that large-scale datasets with abundant metadata can be used in longitudinal studies concerning unsustainable tourism, principally resulting from the effects of long-term, accumulated behavior.

The advantages of UGC data over device and transaction data are multiple. For example, mobile phone data, a type of device data, are usually expensive to obtain, and this cost greatly depends on the spatial scale of the study area or the research period. Moreover, due to privacy concerns, mobile phone data are usually provided as macro-scale aggregated statistics instead of micro-scale samples, and such data do not include useful metadata. Thus, their application to tourism research is limited. Another form of device data is global positioning system (GPS) data. According to Li et al. (2018), two sources of GPS data are recognized in tourism studies: GPS loggers carried voluntarily by participants and GPS-enabled mobile applications owned by third parties. Despite the high accuracy and continuity of collection (Shoval et al. 2014), GPS data, when collected by volunteers, may suffer from biased results due to sample size and choice.
Distinguishing between tourists and locals is crucial because the groups are dissimilar in many ways, including size and mobility patterns (Hasnat and Hasan 2018) during steady conditions and, most importantly, during perturbed states, such as natural disasters or large events (e.g., the Olympic Games). Previous human geography-related studies have focused mainly on understanding and modeling locals’ travel choices and behaviors, while ignoring those of tourists because they based their analysis on official survey data that includes only locals (e.g. Osaragi 2004; Osaragi and Hoshino 2012; Osaragi and Kudo 2019) or because they consider both groups as homogenous (e.g. Ma et al. 2020). Consequently, city planners and decision-makers know little about tourists’ travel choices. However, ignoring this population group may lead to serious environmental, economic, and socioeconomic consequences, especially in cities largely reliant on tourism. Saenz-de-Miera and Rosselló (2014) simulate tourists’ contribution to air pollution on the Spanish island of Mallorca, a top Mediterranean destination. They report that particulate matter (PM$_{10}$) concentrations could rise by up to 0.45% as a direct consequence of a 1% increase in the number of tourists. Within the same target area, Saenz-de-Miera and Rosselló (2012) also find that traffic congestion is highly associated with tourists.

Additionally, understanding mobility behaviors and travel choices during natural disasters has become more urgent in cities with extreme recurrent natural events. Kawasaki et al. (2018) report that foreigners living in Japan, who lack Japanese language proficiency, encountered challenges receiving information about recommended responses (i.e., evacuation or stay) after the Tohoku earthquake. It is reasonable to assume that tourists would face the same difficulties during a similar disaster while on a trip. Therefore, it would be beneficial, using UGC social media data, to distinguish between tourists and locals—obtaining insights into the behaviors of both groups, particularly during unstable conditions. Such information would help city planners design policies to facilitate the experiences of both tourists and locals.

Although social media-based UGC data offer excellent potential for tourism research compared to other data types, differentiating between tourists and residents remains a challenge, as social media users are not required to provide information about their places of residence. Many approaches have been proposed to distinguish tourists from locals, including heuristic methods (e.g., based on stay periods), supervised machine learning (ML) algorithms, and Shannon entropy (SHEN; Shannon 1948). SHEN is an information theory concept coined by mathematician Claude Shannon that calculates the dispersion of values of a given variable. The greater the dispersion, the greater the distinction, and the more knowledge that can be collected. Following this approach, two methods have been applied for classifying tourists and locals: (1) temporal entropy (TEN; Sun et al. 2015), based on the fact that tourists only linger for a brief time in the locations they visit and thus only take photographs for a limited time, typically not exceeding 2 months; and (2) spatial entropy (SEN; Zheng et al. 2012), based on the assumption that the complexity of tourists’ and residents’ travel trajectories differs, resulting in varying spatial distributions of images.

Three shortcomings have been found in these approaches. First, heuristic approaches cannot be evaluated, and their outcomes cannot be validated. Additionally, there is no consensus about an optimal way to determine the thresholds (e.g., minimum length of stay) and justify their values. Second, heuristic and
SHEN-based methods are not scalable; they can only differentiate between two groups. However, in some cases, it would be interesting to compare three or four groups (e.g., international and national tourists). Third, researchers employing ML-based methods neglect factors affecting the distinction between foreigners and locals, including weather, population density, and the content of users’ posts (Sect. 3.2.2).

The present research seeks to fill these gaps by proposing an ML-based approach for distinguishing between tourists and locals based on digital traces extracted from their uploaded geotagged photos. Various explanatory variables account for the most relevant factors affecting the variations between the groups, including weather, mobility, entropy, photo content, and distances to strategic points of interest (POIs). We selected Flickr as the source of geotagged photos because of its free, maintained, and easy-to-use application programming interface (API) compared to other platforms. As a case study, we used the 23 special wards of the Tokyo Metropolitan Area (TMA) as the main target area. It should be noted that city users include four main categories of people: residents, commuters, overnight tourists, and same-day visitors or excursionists. For the sake of simplification, tourists in this study encompass nationals other than Japanese. The following questions guided the study:

- Is it possible to explain the variability between tourists and locals by considering factors such as weather conditions and mobility? For example, could variations in temperature or distances traveled help identify tourists and locals?
- If so, in addition to weather and mobility, what other factors could explain the variability between the two groups?
- Finally, what is the best ML algorithm for classifying the two groups based on these factors?

This paper is novel for three main reasons. First, the adopted method is based on ML algorithms with solid statistical grounds and the ability to evaluate outcomes. Second, a wide range of explanatory variables is considered, including those related to weather, human mobility, and population density. These variables were extracted from various accessible and low-cost sources. Other variables were extracted from the content of UGC photos themselves via advanced deep learning (DL) techniques. Third, the proposed approach is scalable, so it can be used to classify users into specific groups beyond tourists and locals (e.g., foreign tourists, local tourists, local residents). Finally, this is the first paper to apply an ML-based approach to distinguish between tourists and locals based on their geotagged photos.

The remainder of this article is organized as follows. Section 2 provides a comprehensive literature review of previously used methods. In Sect. 3, the study area is described. In addition, the data collection and preprocessing are detailed along with the study’s methodological framework. Section 4 presents the results of the analysis, and Sect. 5 includes conclusions, the results, implications, limitations, and suggestions for improvements.
2 Related work

In the extant literature, three approaches have been used to distinguish between tourists and locals: (a) heuristic approaches, based on location information provided by users, the number of posts (i.e., tags, tweets, photos, etc.), or the length of stay periods (the number of days/weeks between a user’s first and last published post in the target area); (b) SHEN filtering methods; and (c) ML models based on multiple algorithms. Table 1 presents a comprehensive overview of previous studies, grouped by how they separate tourists from locals based on digital traces from textual social networks (i.e., Twitter) or photo-sharing platforms (i.e., Flickr). It is worth noting that the listed studies were collected from Scopus and Google Scholar based on their popularity (e.g., citations). Moreover, we limited the search to studies that used Twitter and Flickr because they are the most common among researchers given their free and easy-to-use API.

Heuristic approaches for distinguishing tourists from residents are based on the idea that tourists generally stay in their travel destinations for short periods. For example, Abbasi et al. (2015) consider 4 weeks to be the maximum duration of tourist stays in Sydney, Australia. Accordingly, users are considered tourists if their stay periods are < 30 days; otherwise, they are considered locals. Girardin et al. (2007) also employ a 30-day maximum duration to separate tourists from locals, while Manca et al. (2017) apply the same heuristic approach to categorize Twitter users with missing location information but set their maximum stay period to 20 days. De Choudhury et al. (2010) select 21 days, and Andrienko et al. (2013) apply interesting parameters, considering Twitter users to be Seattle locals if, over a period of 60 days, they stay more than 9 days in Seattle and less than 9 days elsewhere. However, these approaches are not statistically grounded. There is no consensus about the time interval that must be considered, and the outcomes cannot be assessed or validated.

Other studies use the SHEN filtering method. For instance, Zheng et al. (2012) use SEN to discriminate between tourists and non-tourists based on the mobility entropy of their movement trajectories \(H_{mob}\), setting a threshold of 0.2 to identify tourists \(H_{mob} \geq 0.2\) and non-tourists. Sun et al. (2015) use TEN, and Chen et al. (2019b) and Yang et al. 2017 apply the same approach, with threshold values set to two and three, respectively. This approach offers a better solution and higher accuracies than heuristic methods (Table 1). However, the method is dependent on the data and target area used, and the accuracy cannot be improved.

ML algorithms are also used to classify tourists and residents. To the best of our knowledge, only one study applied this approach to classify Twitter users in Florida Hasnat and Hasan (2018), employing three supervised ML algorithms: Decision Tree (Safavian and Landgrebe 1991), k-Nearest Neighbors (Manning et al. 2008), and Support Vector Machine (Cristianini and Shawe-Taylor 2000). The performances of these algorithms were evaluated and compared with the results of a heuristic approach that assumes Twitter users tweet from their homes late at night (i.e., 12:00 a.m.–6:00 a.m.). Ensemble classifiers combining the abovementioned single classifiers were also developed and evaluated. However,
### Table 1: Descriptive list of past studies concerning distinguishing between tourists and locals, grouped by approach: (a) heuristic approaches, (b) Shannon entropy-based probabilistic approaches, and (c) ML-based approaches

| Approach       | Study                      | Target area                                      | Source | Main objective                                                                                       | Highlights                                                                                                                                                                                                 | Accuracy  |
|----------------|----------------------------|--------------------------------------------------|--------|-----------------------------------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|-----------|
| (a)            | Abbasi et al. (2015)       | Sydney, Australia                                | Twitter| Analysis of travel behavior of tourists and residents                                               | A maximum stay period of 4 weeks to be identified as a tourist                                                                                                                                         | Not reported |
|                | Manca et al. (2017)        | Barcelona, Spain                                 | Twitter| Extraction of human mobility patterns of tourists and locals                                        | A maximum stay period of 20 days to be identified as a tourist                                                                                                                                         | Not reported |
|                | De Choudhury et al. (2010) | Barcelona, Spain; Paris, France; London, UK; San Francisco and New York City, US | Flickr | Automatic generation of travel itineraries of both groups                                           | A time span of 21 days between the first and last photo taken and at least two POIs visited in the same city to be identified as a tourist                                                   | Not reported |
|                | Girardin et al. (2007)     | Province of Florence, Italy                       | Flickr | Spatiotemporal analysis of tourists’ distribution and patterns                                       | A maximum stay period of 30 days to be identified as a tourist                                                                                                                                         | Not reported |
|                | Önder (2017)               | Multiple cities in Austria                       | Flickr | Identifying and classifying multi-destination trips in Austria                                      |                                                                                                                                                                                                     | Not reported |
|                | Andrienko et al. (2013)    | Greater Seattle Area, USA                        | Twitter| Spatiotemporal analysis of thematic patterns of Seattle residents via visual analytics            | Staying more than nine days in Seattle and less than nine days elsewhere over a period of 60 days to be identified as a local                                                                      | Not reported |
| Approach                  | Study                          | Target area                        | Source | Main objective                                                                 | Highlights                                                                                                                                                                                                 | Accuracy |
|---------------------------|--------------------------------|------------------------------------|--------|--------------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|----------|
| Liu et al. (2018)         | Greater Cleveland, USA         | Twitter                            |        | Comparing mobility patterns between residents and visitors                     | Four groups considered based on a spatial scale: local, state, national, and international. User group defined based on the number of posts, with a cutoff of 40 posts                                                                                            | Not reported |
| Straumann et al. (2014)   | Zurich, Switzerland            | Flickr                             |        | Reconstructing and visualization of trajectory networks of foreign and domestic tourists | “Domestic” and “foreign” groups identified based on the user location attribute provided by the user                                                                                                    | Not reported |
| Yan et al. (2017)         | The Central Philippines Islands Region, Philippines | Flickr                             |        | Monitoring and assessing post-disaster tourism recovery                          | Tourists and locals identified based on user profile location information                                                                                                                                   | Not reported |
| Stepchenkova and Zhan (2013) | Peru                          | Flickr                             |        | Comparative content analysis of images gathered from destination marketing organizations (DMO) and social data | Photos with the tags “Peru” and “travel” considered indicators of images taken by travelers rather than residents                                                                                           | Not reported |
| Hasnat and Hasan (2018)   | Florida, USA                   | Twitter                            |        | Classification of tourists and locals and analysis of the spatial patterns of their destinations | A heuristic approach based on users’ location information, assuming that residents likely tweet mostly from home at night                                                                                     | 79.0%    |
| Approach Study | Source | Target area | Main objective | Highlights | Accuracy |
|----------------|--------|-------------|----------------|------------|----------|
| (b) Zheng et al. (2012) | Flickr | Paris, France; London, UK; San Francisco and New York City, USA | Reconstructing tourists’ travel trajectories in relation to regions of attractions | Tourists and non-tourists identified based on the SEN filtering method | Not reported |
| | Flickr | Munich, Germany | Building a recommendation system of popular landmarks and the best routes connecting them | Tourists and non-tourists identified based on the TEN filtering method | 89.0% |
| | Flickr | Manhattan Island of New York City, USA | Extracting tourists’ patterns using the concept of travel motifs | | 79.2% |
| | Flickr | Beijing, China | Presenting several methods for processing metadata of Georegarded photos taken by inbound tourists | | Not reported |
| (c) Hasnat and Hasan (2018) | Twitter | Florida, USA | Classification of tourists and locals and analysis of the spatial patterns of their destinations | Three approaches applied and compared: heuristic, supervised ML algorithms, and ensemble classifiers combining those algorithms, Ensemble classifier (AdaBoost) outperformed all others | 82.4% |
one problem with Hasnat and Hasan’s (2018) work is the limited number and nature of the explanatory variables, which were constrained to five features, mostly related to mobility measurements.

3 Study area, data, and methods

3.1 Study area: geographical settings

The 23 special wards of the TMA, hereinafter referred to as Tokyo, were selected as the study area for this analysis (Fig. 1a) because Tokyo is a top destination in Japan for foreign and domestic tourists with numerous tourist attractions (Fig. 1b). Furthermore, since this study is primarily based on geotagged photos, a large volume of such photos taken in this area is available on Flickr, allowing for reliable analysis.

Before the COVID-19 crisis, and since the 2012 introduction of the economic program nicknamed Abenomics, Japan’s tourism sector has experienced a considerable increase in the number of incoming international tourists, with an almost four-fold increase between 2012 and 2018 (Fig. 2). Tokyo, the capital of Japan, attracts approximately half of these tourists annually. In 2018, more than 30 million international visitors entered Japan, 15 million of whom visited the capital. Although the tourism sector was hit hard by COVID-19, resulting in a 99% drop in international visitors, recovery is expected in the coming years.
3.2 Methodology

The methodological framework for classifying Flickr users in this study is shown in Fig. 3. The key steps are data collection and processing (Fig. 3a), extraction of the explanatory variables based on various filters (Fig. 3b), preparation of the training samples (Fig. 3c), and classification and validation of the model and the subsequent prediction of users’ classifications (Fig. 3d). A detailed explanation of each step is provided in the following subsections.
3.2.1 Geotagged photo collection and preprocessing

The first step in this analysis is collecting and preprocessing geotagged photos (Fig. 3a). In the extant literature, three photo-sharing platforms have been used as primary sources for geotagged photos: Flickr, Panoramio, and Instagram (Li et al. 2018). Panoramio was discontinued in 2014, while Instagram has ended free access to data via its API. Therefore, Flickr has been the major source for photos in multiple tourism-related studies due to its free streaming API, which permits access to and retrieval of a large dataset of photos associated with rich metadata shared by millions of users worldwide. Accordingly, Flickr has been selected as the main source of geotagged photos for this study. First, using its API, Flickr developed a Python script to collect photo records with spatial coordinates—taken from July 1, 2008, to December 31, 2019—within a geographical bounding box covering Tokyo. Although free, the Flickr API limits the number of results to 4000 records per query to prevent the database from crashing (Flickr n.d.). Consequently, collecting all photos taken throughout a decade within a target area as large as Tokyo is impossible. Hence, the study area was divided into small grids of 27.5 km², and the authors searched for photos during a short period of time, ranging from one hour to 1 month, depending on the volume of records found in each of these grids. Each retrieved record is associated with a set of informative attributes, called metadata, which can be divided into five categories: (1) unique attributes defining the photo (e.g., *photo id* and a set of *URL* s linking to different sizes of the image); (2) temporal attributes (e.g., *taken datetime* and *uploaded datetime*); (3) geographical attributes (i.e., *latitude* and *longitude*); (4) textual attributes (e.g., *title*, *description*, and *tags*); and (5) photo owner-related attributes (e.g., *user ID*, *country*, *city*, and *hometown*). The authors limited the search to records containing spatial dimensions (*latitude* and *longitude*). However, it must be noted that Flickr does not require users to provide textual attributes for the photo or the location of the photo’s owner.

As with any social network, Flickr data contain erroneous records resulting from faulty hardware (Chen et al. 2019a) or issues related to GPS accuracy. To identify and filter out erroneous records, we applied the following rules:

- Users with at least two photos were chosen. Then, we checked to see whether at least two of their photos were taken for 1 day. If not, they were excluded from the analysis. This condition was added to permit the calculation of mobility indicators (see Sect. 3.2.2).
- For each user, a single photo record was kept when multiple photos were taken continuously at the same latitude and longitude.
- “Snapshot effect” was defined as the bias that might be introduced by “active users”—that is, uploaders who contribute large numbers of photographs (Hollenstein and Purves 2010). This bias might lead to a study area dominated by the behaviors of active users (Hu et al. 2015). To minimize this effect, only one record was retained if several images were taken within the same minute.
- If a user’s account indicated that the user had taken photos at the same time (i.e., within the same minute) at different geographical locations separated by at least 13 m (Merry and Bettinger 2019), those records were removed.
Table 2 summarizes the cleaning process and depicts the total number of raw records and users compared to the number of filtered records and users. After cleaning, 150,688 photos taken by 3063 unique users remained.

### 3.2.2 Explanatory variables and associated data

In the second step of the analysis (Fig. 3b), we determined the factors that might explain the variability between tourists and residents based on previous studies and common-sense reasoning, considering the environmental and geographic settings of the target area. In total, ten main collections of explanatory variables were considered: weather conditions, distances to different POIs, population density, human mobility measures, TEN, SEN, period of stay, photo count, average probabilities of the most visited locations (grouped into eight categories), and the number of photos taken for each category. The following sections describe the considered variables, their data sources, and how the variable-related data were preprocessed. Additionally, since human mobility changes due to various temporal factors (e.g., the day/night cycle, seasons), which could help explain the variations between tourists and locals, these factors were considered during the calculations and are referred to as “filters” hereinafter. Table 3 lists the main collections encompassing the explanatory variables and filters considered in this study. A correlation analysis was conducted to avoid multicollinearity of the variables within the same collection.

### 3.2.2.1 Weather conditions

Unlike locals, tourists usually stay at their travel destinations for a short time. Consequently, they are eager to explore the area by going outdoors, even in weather conditions locals would consider unacceptable. According to Müller (2019), tourists can adapt to undesired weather in the short term and to cli-
Table 3 Descriptive list of variables, filters, and the adopted notation used for the analysis

| Variables collection | Filters | Prefix/abbreviation | Description |
|----------------------|---------|---------------------|-------------|
| 1 Weather conditions | –       | WTHR                | Weather conditions of the area where photos have been taken |
| 2 Distances to POIs | –       | DIST                | Average distances to nearest POIs |
| 3 Population density | –       | STAT_POP            | Population density of the area where a photo has been taken |
| 4 Human mobility    | Daytime/nighttime | DAYTM/NIGHT | Variables related to mobility, such as the displacements accumulated by an individual calculated for different seasons and times |
|                     | Seasons | SPRING/SUMMER/WINTER/AUTUMN | |
|                     | Workdays/holidays | WRKDY/HOLDY | |
|                     | Calm/perturbed conditions | STEADY/PERTBD | |
| 5 TEN                | –       | ENTROPY_TEMPORAL    | Temporal entropy |
| 6 SEN                | –       | ENTROPY_SPATIAL     | Spatial entropy |
| 7 Stay period        | –       | STAY_PERIOD         | The time interval between a user’s first and last uploaded images in the target area |
| 8 Photo count        | –       | PHOTOSCOUNT         | The cumulative number of photos taken by a user |
| 9 Average probabilities of the most visited locations grouped in eight categories | – | Starts with MLGC and ends with PROBS | Type of popular places frequented by a user: nature, amusement, etc |
| 10 Photo count per category | – | Starts with MLGC and ends with 50 | Number of photos taken in each of these popular places |
mate changes in the long term. Gössling and Hall (2006) note that a stepwise, rather than a linear, relationship exists between tourists’ behavioral adaptations and weather variables. Such behavioral adaptation takes three forms (Iso-Ahola 1986): (1) spatial substitution, by heading to a different destination, (2) temporal substitution, by waiting until the bad weather improves, and (3) activity substitution, by performing an activity other than the planned one. Tourists, being free during their journeys, have time to follow at least one of these adaptation strategies, which results in different behaviors (e.g., movement patterns) compared to locals, who are often busy on weekdays. The present study considered the following weather parameters: temperature, pressure, humidity, visibility, cloud cover, and wind speed.

Hourly weather data for Tokyo were extracted from World Weather Online.1 Historical weather observations for Tokyo are available starting from July 1, 2008, so we chose that as the start date for the study period. Precipitation and snow data were excluded because most of the collected records did not match real observations. Other variables were also excluded, including heat index, wind gust, and wind chill, based on the correlation analysis between all extracted variables.

3.2.2.2 Distances to POIs According to previous research, visitors’ behaviors are affected by the spatial distribution of POIs. For instance, Sugimoto et al. (2019) analyze visitors’ mobility in the Ueno district, one of the most popular destinations in the Japanese capital, using data collected from GPS loggers and questionnaires. They find that physical factors, including transportation hubs, commercial areas, and POI distribution, influenced the tourists’ behavior. Similarly, Hauthal and Burghardt (2016) compare the activities of locals and tourists in Dresden, Germany, using Flickr photos. They find that tourists usually take pictures in the vicinity of sightseeing hotspots, while photos taken by locals are distributed across the region. In this study, we downloaded POI data from OpenStreetMap (OSM), including the following POIs: water, waterways, places of worship (PofW), natural areas, health-related buildings, accommodations, leisure, money, tourism destinations, tourism info boxes, railway stations, bus stations, and shopping. For each image, we calculated its distance to every nearest considered POI using ArcMap’s function “Near.” Then, for every user, we calculated the average distances of their images to all POIs.

We also calculated the average distances to the centroid of the study area, considering its quasi-hexagonal shape (Fig. 1a). As the Yamanote Line is a train loop around the study area’s centroid, connecting the most popular tourist hotspots in Tokyo, tourists unfamiliar with the area would likely prefer using this line instead of the other transportation means used by locals.

3.2.2.3 Population density Previous studies have highlighted how overcrowded destination areas partially affect tourists’ behaviors. Santana-Jiménez and Hernández (2011) explore the effect of population density on the choices of German and British tourists visiting the five main Canary Islands, finding that visitors’ opinions

1 https://worldweatheronline.com.
of overcrowding vary according to their sociological characteristics. While Britons seem less concerned about overcrowding, Germans prefer less crowded destinations. It should be noted that Santana-Jiménez and Hernández (2011) include not only residents’ density (census data) but also an estimated density of all people present in the target area at the same time period, including overnight tourists, same-day visitors, and commuters. In this study, however, the authors considered only residents’ density extracted from Japan’s 2015 Population Census to reflect the degree of congestion in the target area. Further, since tourists are more likely to visit areas with similar cultural characteristics to their home cultures (Ng et al. 2007), the population density of foreigners living in Tokyo was added as a partial proxy for the cultural characteristics of foreign residents.

3.2.2.4 Human mobility Because locals, unlike visitors, are familiar with their home area, it is reasonable to assume that the two groups may follow different mobility patterns, specifically regarding the time spent at certain locations, the lengths of itineraries, and the mode of public transportation (PT). Kinsella and Caulfield (2011) explore the differences between resident and tourist users of PT in Dublin, Ireland. While Dubliners were more concerned about punctuality, frequency, and waiting times, tourists emphasized the availability of information and the reliability of the service. Additionally, in contrast to the mobility patterns of residents, tourists’ patterns are affected by their information search behavior because they require more information when making their journeys (Thompson 2004).

Thus, two human mobility parameters were considered: the mean squared displacement (MSD) and the radius of gyration, $r_g$. MSD calculates the spatial extent of displacements accumulated by an individual within an area, while $r_g$ measures how far a person goes beyond the center of mass for the visited locations. The MSD and $r_g$ measures were calculated using the following formulas, respectively.

$$\text{MSD}(t) = \langle (r(t) - r_0)^2 \rangle = \frac{1}{n} \sum_{i=1}^{n} (r(t) - r_0)^2$$

(1)

where $r_0$ is the location of the first photo taken at the beginning of the observations, and $r(t)$ is the location of a photo taken at time $t$.

$$r_g = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (r_i - r_c)^2}$$

(2)

where $n$ is the number of photos taken representing the visited locations; $r_i$ is the location where photo $i$ was taken; and $r_c$ denotes the center of mass of the locations visited by a given person.

The distances between the two consecutive points were calculated based on their geographic coordinates using the Haversine formula (Robusto 1957):
where $r$ is Earth’s radius, approximately 6371 km; $\phi$ is the latitude; and $\varphi$ is the longitude.

Because human mobility varies according to multiple factors, we calculated the mobility indicators based on the following filters: (i) daytime and nighttime, (ii) seasons, (iii) holidays and working days, and (iv) calm and perturbed weather conditions.

### 3.2.2.5 Temporal entropy

TEN is a common metric for classifying locals and tourists (Sun et al. 2015) that has been applied successfully (Chen et al. 2019b; Yang et al. 2017). It is based on the fact that tourists stay temporarily at their destinations, and thus they take photos in a short time period, generally two consecutive months at most. Conversely, residents can take photos every month. From a probabilistic perspective, this results in higher TEN values for locals and lower ones for tourists. TEN is defined as follows:

$$
TEN(k) = -\sum_{i}^{M(k)} P_i(k) \log P_i(k)
$$

with $P_i(k)$ defined as:

$$
P_i(k) = \frac{D_i(k)}{\sum_{i}^{M(k)} D_i(k)}
$$

where $D_i(k)$ denotes the number of days on which person $k$ took photos within month $i$ in the study area, and $M(k)$ depicts the number of months in which person $k$ took photos in the target area. Lower $TEN(k)$ values indicate that the user is more likely to be a tourist and vice versa.

### 3.2.2.6 Spatial entropy

Similar to the probabilistic, approach-based TEN, SEN is based on the idea that the complexity of movement trajectories followed by visitors and residents varies, resulting in different spatial distributions of photos (Zheng et al. 2012). To calculate spatial entropy, the target area is first divided into $n \times m$ grids. Then, for a movement trajectory of $p$ points, defined as $S = \{(lat_0, lon_0, t_0), \ldots, (lat_p, lon_p, t_p)\}$, photos taken by each user are assigned to each grid based on their coordinates. For each grid, the number of photos is counted. Lastly, for each user, SEN is calculated as follows:

$$
SEN(S) = -\sum_{i}^{n} \sum_{j}^{m} P_{ij}(lat, lon) \log P_{ij}(lat, lon)
$$

where $P_{ij}(x, y)$ denotes the spatial distribution of photos in grid $(i, j)$ and is estimated by the number of photos in the grid $(i, j)$, considering the target area is divided into $n \times m$ grids. When the value of $SEN(S)$ is higher, there is a higher likelihood of the user being a tourist and vice versa.
3.2.2.7 Period of stay The factor “period of stay” refers to the period between the first and last uploaded photos taken by a given user in the study area. This factor is widely used by researchers as a heuristic approach to differentiate between residents and locals. However, there is no consensus regarding an ideal threshold for period of stay in the reviewed literature, with values ranging between nine (Andrienko et al. 2013) and 30 days (Abbasi et al. 2015; Girardin et al. 2007).

3.2.2.8 Photo count The “photo count” factor denotes the total number of photos taken by a given user during the whole study period. This could be considered a simpler version of TEN that does not consider distribution over time. The logic behind selecting this factor is that locals reside in the target area and, logically, the counts of their accumulated photos, taken over a longer period of time, might be superior to those taken by tourists over shorter time periods.

3.2.2.9 Average probabilities of the most visited locations Apart from the associated textual metadata, the content of the photos themselves might contain interesting information (Li et al. 2018) that could reflect the preferences of the individual who took them. For instance, the nature of the most frequented places can be extracted by multi-labeling photos via DL techniques.

For this study, we developed a convolutional neural network (CNN)-based model to multi-label photos taken by Flickr users. The labels referred to eight general categories (Table 4). The model was based on the transfer-learning approach, using the MobileNetV2 architecture (Sandler et al. 2018). MobileNetV2 was selected for two main reasons. First, the prepared training dataset was relatively small (1416 photos), making it vulnerable to overfitting. This effect can be countered by using a smaller, yet expressive (i.e., ability to approximate functions) architecture, such as MobileNetV2. Second, the MobileNetV2 architecture optimizes memory consumption and execution time while minimizing prediction errors. Since the MobileNetV2 model had already been trained using the ImageNet dataset (Russakovsky et al. 2015), we left the trained parameters unchanged and only fine-tuned the whole network during training. The grid search technique was used for this purpose, computing the optimum values of the following hyperparameters: activation function, optimizer,
and the number of epochs. The model was trained and validated on threefold splits of a 70:30 ratio. The splits were generated to obtain a balanced mix of samples across the eight categories. Therefore, the authors applied the stratification method proposed by Sechidis et al. (2011) and improved by Szymański and Kajdanowicz (2017).

3.2.2.10 Photo count by the nature of visited places This factor refers to the number of photos taken by a user per category (Table 4). For each user, the following steps were taken. Based on the results obtained via the multi-labeling model (see section above), predictions associated with each category for each photo were obtained. Then, the categories with predictions superior or equal to a probability threshold of 50% were replaced with one; otherwise, they were replaced with zero. Next, we counted the total number of ones referring to categories frequented by a user.

3.2.3 Preparation of training samples

The third step of the analysis involved preparing the training samples, consisting of Flickr users labeled as “tourist” or “local.” First, we selected only users with at least one specified location in their profile: country, city, or hometown. The rest were filtered out and labeled as “unknown”. Second, Algorithm 1 was applied. To determine the nationality of each user, the authors prioritized hometown (i.e., where they come from), city (i.e., city of residence), and then country, in that order. The first set of variant names of Japanese prefectures, cities, Tokyo, and its 23 wards were collected from a Massachusetts Institute of Technology (MIT)-licensed project in GitHub, based on official documents published by the Japanese Ministry of Internal Affairs and Communications. This set was enriched by a list of variant names for “Japan” in other languages. The second set containing variant names of foreign countries and cities was collected by removing the content of the first set containing Japanese location and region names from the locations of the users. We further checked each location among the uncategorized location names that had been misspelled by users and added them to either the first or second set.

Of the 3063 total Flickr users, 1517 (49.53%) were found to have at least one piece of location information available. After running Algorithm 1, 862 (28.14%) users were labeled as tourists and 655 (21.38%) as locals; 1546 (50.47%) were labeled as “unknown”.

2 The results of this process yielded the best model, with a mean accuracy of 83.46% on the three splits (standard deviation = 0.00182), a micro-averaged area under the curve (AUC) of 0.87, and a micro-averaged area under the precision-recall curve (AUPRC) of 0.78.

3 https://github.com/nobuf/list-of-cities-in-japan.
Algorithm 1: Identification of tourists and locals from their Flickr location attributes

Input:
- Set of Flickr users with at least one known location (country, city, or hometown)
- Variant names of Japan, prefectures, cities, Tokyo, and its 23 special wards in English and Japanese
- Variant names of foreign countries and cities

Output:
- Set of users identified as tourists and residents

For any user in known-location users set:
  If hometown is set:
    If hometown is in variant names of Japan, Tokyo, and its 23 special wards: user is “local”
    Else: user is “tourist”
  Else:
    If city is set:
      If city is in variant names of Japan, Tokyo, and its 23 special wards: user is “local”
      Else: user is “tourist”
    Else:
      If country is set:
        If country is in variant names of Japan, Tokyo, and its 23 special wards: user is “local”
        Else: user is “tourist”
3.2.4 Classification and validation processes

The last step of the analysis was the classification process (Fig. 3c). The Python version of the H2O package (H2O.ai 2020b) (version 3.30.1.1) was employed to train models based on the prepared training sample labeled using Algorithm 1 detailed in Sect. 3.2.3. The H2O package offers an AutoML algorithm (H2O.ai 2020a), which automates building and comparing a set of candidate models based on selected ML algorithms. Five supervised ML algorithms were considered: (1) gradient boosting machines (GBM), (2) the generalized linear model (GLM), (3) distributed random forest (DRF), (4) a DL algorithm specifically for neural nets, and (5) extremely randomized trees (XRT). Additionally, two stacked ensemble (SE)-based models were generated, one based on the stacking of all developed models and one based solely on the best-performing model of each ML family.

To validate the models, tenfold cross-validation was used to avoid a unique validation split that might result in “lucky” or biased results. To assess and compare the performances of the trained models, we used the following statistical metrics:

1. Accuracy: the percentage of correct predictions, defined as follows:

   \[
   \text{accuracy} = \frac{\text{number of correct predictions}}{\text{number of samples}} \tag{7}
   \]

2. Logarithmic loss (logloss): metric assessing how close the values predicted by a given model are to the true values. It measures how strongly a model distinguishes between different classes. Its value can be greater than or equal to zero. A value of zero denotes a model with the perfect capability to assign probabilities of 0% and 100%. The logloss for binary classification is defined as:

   \[
   \text{logloss} = -\frac{1}{n} \sum_{i=1}^{n} \omega_i(y_i \ln(p_i) + (1 - y_i) \ln(1 - p_i)) \tag{8}
   \]

   where \( n \) is the total number of samples, \( \omega \) is the pre-defined weight of each sample (\( \omega = 1 \)), and \( y \) and \( p \) refer to the predicted and target values, respectively.

3. F1 score: a measure of a given model’s ability to classify positive cases (given a threshold value), defined as:

   \[
   F1 = 2 \left( \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \right) \tag{9}
   \]

   where precision and recall are:

   \[
   \text{precision} = \frac{TP}{TP + FP} \tag{10}
   \]

   where \( TP \) and \( FP \) are the numbers of true and false positives predicted by the model, respectively. Recall was defined as:

   \[
   \text{recall} = \frac{TP}{TP + FN} \tag{11}
   \]

   where \( FN \) is the number of false negatives.
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where $FN$ refers to the number of false negative samples predicted by the model.

4. AUC (Area Under the ROC Curve): used to assess a given model’s ability to distinguish between true positives ($TP$) and false positives ($FP$). Values range from zero to one. An AUC value of one indicates a perfect model, while values below or equal to 0.5 indicate a mediocre model.

5. AUPRC (Area Under the Precision-Recall Curve): evaluates a given model’s ability to distinguish between precision–recall pairs.

6. Gini coefficient: an index for measuring the inequality across values of a frequency distribution based on the Lorentz curve.

$$recall = \frac{TP}{TP + FN}$$  \hspace{1cm} (11)

Fig. 4 Performance boxplots for the best-performing models categorized by ML families

4 Results

This section presents the evaluation results of all the classification models, identifying the best-performing model. Then, we explore the importance and dependence of the most important explanatory variables for this model. Next, the classification results based on this model are compared with those of the TEN method. Finally, a spatiotemporal analysis of tourists and locals classified using the best-performing model are presented and discussed.
4.1 Evaluation and comparison of all models

The prediction performance of the 200 best-performing models, based on ten-fold cross-validation data, was assessed in terms of six metrics: accuracy, logloss, F1-score, AUC, AUPRC, and Gini score (Fig. 4). It is visible that SE models outperformed other methods’ models in terms of all metrics except AUPRC. Furthermore, it can be observed that DL values of all metrics tended to be less robust due to higher standard deviations compared to GBM models.

To visualize the differences between the best-performing models, the authors plotted the AUC scores as a function of the logloss scores (Fig. 5). The size of each dot indicates the required training time.

The main takeaways from evaluating and comparing the models’ performance are summarized as follows:

- The two SE models scored higher for all considered metrics except AUPRC. The top-performing SE model (hereinafter named the best SE model) was built based on the predictions of all models, while the second was built based on the predictions of the best-performing model in each ML family.
- GBM models rated second in terms of performance metrics, with small variations in the standard deviation of the mean. They also consumed less time and fewer resources.
- DL models showed high score fluctuations, which might be attributed to the changes in the values of the hyperparameters used for fine-tuning. Moreover, these models require more training time, depending on the hyperparameter values.
- The unique models of XRT, GLM, and DRF scored lower for all metrics. Yet, their accuracies were still relatively high.
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Table 5  Best model's performance metrics and confusion matrix reported by ten-fold cross-validation data

|   | Logloss | 0.524 | MPCE   | 0.267 |
|---|---------|-------|--------|-------|
|   | AUC     | 0.815 | AUPRC  | 0.753 |
|   | AIC     | 0.815 | Gini   | 0.630 |

**Confusion matrix**

|         | Tourists | Locals | Error | Error rate |
|---------|----------|--------|-------|------------|
| Tourists| 395      | 213    | 0.350 | 213/608    |
| Locals  | 73       | 391    | 0.157 | 73/464     |
| Total   | 468      | 604    | 0.267 | 286/1072   |
4.2 An overview of the best SE model’s performance

Next, we look more closely at the performance of the best SE model (i.e., confusion matrix; variables’ importance and dependence). Additionally, for reference, the model’s accuracy is compared against that of the TEN method. Finally, we present the results of the spatiotemporal analysis of locals and tourists classified using this model.

4.2.1 Confusion matrix

Table 5 lists the metrics and the resulting confusion matrix of the best SE model. The logloss (0.602) suggests that the model is decisive when assigning greater values, 0% or 100%, to the predicted value of each class. The AUC, indicating the model’s ability to distinguish between TPs and FPs (1: perfect; 0.5: poor) was 0.815, indicating a good classifier. The mean per class error (the average error rates of the two classes) indicates that approximately 27% of the samples were misclassified. The confusion matrix gives a closer look at the error rates for each class. The model misclassified about 35% of tourist users as local users. This high percentage might be attributed to the fact that foreign tourists include foreign residents, whose behaviors might be similar to locals.

4.2.2 Variables’ importance and dependence

To determine the variables that greatly impacted the predictions, we employed the Shapley additive explanations (SHAP) method (Lundberg and Lee 2017), which is a unified approach for explaining the output of any ML model. The variables’ importance is measured by calculating SHAP values, which are an extended version of the game-theoretic Shapley values describing the influence of variables on the output of a given model.

This method was applied to a test dataset of 445 Flickr users to determine whether a user was a tourist or a local. Figure 6 shows the global feature importance (left) and the local explanation summary (right) of the top 12 variables impacting the predictions—ranked based on their average impact on the model.
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Each dot in the right plot corresponds to a person, and the dot’s color represents the impact of a given variable on the model’s output for that individual. The x-axis value of each dot refers to the impact on the prediction results. When a set of dots had the same impact, they were combined, forming a density.

For the best SE model, the following variables had the highest impact on the prediction results: “ENTROPY_TEMPORAL,” referring to TEN; “WKDY_MOB_RG_MEAN,” representing how far a user moves around the centroid of the visited locations during weekdays; and MLGC_AMUSEMENT_PROBS and MLGC_AMUSEMENT_PROBS, depicting whether photos were taken often within or around crowded places and amusement venues, respectively. TEN impacted the prediction negatively; as TEN increased, there was a better chance that a given user was a local. This supports the TEN-based approach proposed by Sun et al. (2015) and applied in other studies (Chen et al. 2019b; Yang et al. 2017), suggesting that TEN is an effective parameter for distinguishing between tourists and locals. The extent of the area covered by tourists and locals on workdays is another influential factor. This finding is consistent with common sense, as locals are committed to job obligations on weekdays, and consequently, they seldom travel long distances and take fewer photos (Hauthal and Burghardt 2016). Other variables with less influence on the model predictions included population density (STAT_POP), distance to the centroid of the study area (DIST_CENTROID), and distance to bus stations (DIST_BUS_STATION). While weather parameters did not greatly influence the predictions, the nature of the frequently visited places did. This information is extracted from the content of photos themselves, highlighting the advantage of using photo-based rather than text-based UGC data to explore tourists’ travel choices.

To further understand the model output, we drew SHAP dependence plots, which revealed the variability patterns of a given variable regarding its impact on the predictions. The x-axis of each plot represents the values of the variable in question, while the y-axis reflects the corresponding SHAP values for each user represented by a dot. The dots’ color corresponds to the degree of interaction with another variable, with red and blue representing high and low interactions, respectively.

Figure 7 illustrates the SHAP dependence plots of “ENTROPY_TEMPORAL” with the “DIST_CENTROID,” “WKDY_MOB_RG_MEAN,” and “SPRING_MOB_RG_MEAN.” Plot 1 (left) shows the dependence of TEN on the distance to the...
centroïd of the study area. When this distance is above 7 km, the SHAP value for TEN diminishes, resulting in a lower probability that a person is a local. This suggests that locals visit a larger area than tourists. Plots 2 (middle) and 3 (right) show the dependence of TEN on how far a user moves around the centroid of the visited locations during weekdays and during the spring season, respectively. This suggests again that the average spatial extent of locals’ movement (> 2 km) is wider, especially during working days and spring.

4.2.3 Comparative analysis with TEN-based results

For reference, the classification results of the commonly used TEN-based approach were evaluated. $TEN(k)$ was calculated for different values of $Mon(k)$, referring to the number of months using Eqs. (4) and (5) described in Sect. 3.2.2.5. A range of $k$
values was selected between 2 weeks ($k = 0.5$) and 5 months ($k = 5$). This approach was applied to the whole training sample set. The prediction accuracy results are illustrated in Fig. 8. The best accuracy (71.64%) was obtained for an optimal value of $k = 2.5$. For comparison, Sun et al. (2015) and Chen et al. (2019a) report accuracies of 89% ($k = 5$) and 79.2% ($k = 4$), respectively, while Yang et al. (2017) report an optimal threshold $\varepsilon_t$ of 0.7 ($k = 1.5$).

Using the proposed approach in this study, the best SE model (Fig. 4) showed slightly better accuracies (ranging between 73 and 76%) than those achieved using the TEN-based method. The performance of the ML methods might be further enhanced by adding other explanatory variables. Moreover, the TEN approach cannot be extended when classifying users into more detailed types other than two groups (e.g., local tourists, foreign tourists, foreign locals). In contrast, the proposed model can be adjusted to consider multiple user types.

4.2.4 Spatiotemporal distribution of tourists and locals

Using the best SE model, the authors classified all Flickr users who took photos during the study period (2008–2019). To visualize the differences between the populations of the groups, their temporal and spatial distributions were analyzed.

According to the temporal distribution differences, Fig. 9 shows the statistics for the average, minimum, and maximum numbers of local and tourist users who visited the study area during every month (left) and hour (right) from 2008 to 2019. The monthly distribution (Fig. 9, left) shows that the number of locals was generally twice that of tourists. Both groups followed a similar distribution pattern. The spring months (i.e., March, April, and May) were the most popular among both groups, with the winter months (i.e., December, January, and February) coming in second, especially among locals, with January reaching a maximum number of 125 users, more than any other month. The least popular season was summer, especially the months of July and August. These fluctuations might be attributed to the study area’s weather conditions, as Tokyo has a humid subtropical climate (Peel et al. 2007) with hot and humid summers and mild to cool winters with sporadic cold waves. Another reason for the drop in users beginning in July could be the typhoon season, which usually starts in July and ends in October, with the most powerful typhoons occurring in August and September. The hourly distribution of locals and tourists (Fig. 9, right) is similar in both groups, with afternoons (12:00 p.m.–6:00 p.m.) being the preferred period to take photos. The number of users began to decrease around 5:00 p.m.–7:00 p.m., corresponding to sunset.

Regarding spatial differences, Fig. 10 maps the kernel densities for the spatial distribution of photos taken by tourists (top) and locals (bottom) during the whole study period (left) and during the winters, springs, summers, and autumns (right). Photos taken by both groups were concentrated mainly in the vicinity of the Yamanote Line: Ueno, Akihabara, Tokyo station, Asakusa, Ikebukuro, Shibuya, and Shinjuku. Areas in the south, southeast, and southwest were not reached by Flickr users of either group, mainly because of the lack of tourist attractions.
Locals visited a wider area across Tokyo, with high and very high concentrations in a buffer zone of 8 km from the centroid of the study area. These highly dense clusters diminished beyond the 8 km buffer zone. These areas are on the north side of the study area, far from the Yamanote Line. Meanwhile, photos taken by tourists were mainly concentrated in an area 2–6 km from the centroid. These clusters were not evenly distributed across this zone and were mainly located near the Yamanote Line stations close to tourist attractions.

The seasonal spatial distributions of photo densities taken by tourists and locals show similar patterns for all seasons, except autumns. Although the number of users during summers was roughly equal to that recorded during autumns (Fig. 9, left), the
number of photos taken was different, as indicated by the lack of medium-, high-, and very high-density clusters. This can be explained by the perturbed weather conditions, given that August and September are the peak typhoon season in Japan, influencing the mobility of both tourists and locals.

In summary, the places visited by tourists in Tokyo, which is notorious for its maze-like train network, are limited and mainly concentrated around attractions in the vicinity of the Yamanote Line stations (e.g., Tokyo Station, Shibuya, and Akihabara) or areas close to it, such as Asakusa. This is most likely attributable to the simplicity of the Yamanote Line and the difficulties hampering tourists’ use of other PT means, such as buses, particularly the language barrier. Moreover, the geographical settings of a destination influence tourists’ spatial patterns (Hwang and Fesenmaier 2003). The choice of transportation mode depends on the transportation infrastructure (Thrasher et al. 2000) and, perhaps in Tokyo, how easy it is to use. Additionally, areas popular among tourists are known for amusement parks and crowded places, while locals, who are familiar with the area, tend to visit other locations—mainly those on the northern side of the area, known for temples, shrines, and natural landmarks.

5 Conclusions and discussion

This study proposed an ML-based approach for distinguishing between tourists and locals based on their digital traces extracted from geotagged photos they shared online. Numerous variables affecting this classification were considered, including those related to weather conditions, human mobility, entropy, and information extracted from photos. Mobility variables were recalculated, considering criteria including the time of the day and seasons, to reflect the fluctuations in human mobility during different environmental states. Photos taken by users were multi-labeled into eight general categories using a CNN-based model. The proposed approach was applied to Flickr users who took photos in the 23 special wards of Tokyo between July 2008 and December 2019.

Six supervised ML algorithms were considered: GBM, GLM, DRF, XRT, DL, and SE. The authors generated and compared 200 of the best-performing models across different ML families. The performance of each model was assessed based on tenfold cross-validation data using six metrics: accuracy, logloss, F1-score, AUC, AUPRC, and Gini score. The results showed that SE-based models were superior (accuracy of 75.5%). For reference, the authors also applied the widely used TEN-based approach for classifying tourists and locals, and the highest accuracy was 71.7%. Most of the built models of all families, except for the DL family, returned slightly better accuracies. Using the SHAP method, different variables influencing whether a user is a local or a tourist were evaluated. TEN was found to have a greater influence on this classification, proving the validity of the TEN-based approach. However, the findings also showed that other variables impact the classification process—mainly the mobility of individuals on weekdays and the nature of frequented places extracted from the photo content.
While the proposed approach scored better accuracy compared to the TEN-based method, its value remains modest because it depends on two factors: first, the level of accuracy in the formulation of some variables. For instance, the nature of the most frequented places is deemed to have an important influence on the distinction between locals and tourists (especially amusement-related venues and crowded places). However, we only considered eight categories for multi-labeling photos, including nature, culture, business, amusement, infrastructure, residence, crowd, and others (i.e., objects). Some “relatively broad” categories might have compromised the overall accuracy of the proposed approach, considering that “amusement”, for example, could be categorized into more specific aspects such as food (e.g., western-style restaurants, Japanese-style restaurants such as Izakayas), which could improve the results. Moreover, relying on residents’ density only to assess overcrowding might lead to compromised outcomes as well. Second, the lack of data associated with critical variables such as precipitation. The results suggest that cloud cover is a relatively important factor in the classification process. So, it is reasonable to assume that “precipitation measurements” would have similar or even higher importance considering that tourists do not have much time to explore the area in contrast to locals who might cancel or postpone going out when the weather is rainy.

Although, on average, there were twice as many locals as tourists, the temporal distribution of their average number followed a quasi-similar pattern throughout the year and throughout the day, with the most popular seasons being spring and winter and the preferable time of day being afternoons. However, the spatial distribution of photos showed major differences. Tourists tended to visit limited areas around stations connected with the easy-to-use Yamanote Line connecting Tokyo’s main attractions, while locals tended to visit a wider region, mainly places in the north of the study area.

These insights are helpful for scholars and city planners alike. For academic researchers, the proposed approach may be applied to other target areas as an alternative to currently used methods based on stay period or Shannon entropy. Furthermore, the method is scalable at three levels: First, instead of distinguishing between locals and tourists based on nationality alone, other criteria can be considered, such as residency status (i.e., foreign locals, foreign tourists, national tourists). Second, other ML algorithms could be employed (e.g., SVM). Third, depending on the area of study and data availability, other explanatory variables might be added to increase the accuracy of the outcome, which would allow scholars to ensure the credibility of their studies. Nevertheless, it should be mentioned that explanatory variables need to be selected while taking into consideration the target area’s characteristics. For example, in this study we used only residents’ density to assess overcrowding. However, this is not applicable in many European cities where historical centers have low resident densities compared to their outskirts. Likewise, using foreigners’ density to approximate international tourists’ movements is only valid in cities of North America or Asia where there are specific city districts such as Little Italy, Koreatown, and Chinatown. This is not necessarily valid in the case of European cities, for example.

City planners would also be interested in such reliable outcomes to understand how tourists and locals differ and behave, considering, for example, the length of
their displacements, the spatial extent of their activities, and the type of attractions each group is attracted to. Thus, planners, in collaboration with tourism administrators and authorities, could prepare guidelines, depending on the season or perturbation status, designed to help residents and tourists avoid congested areas (e.g., train stations and attractions during peak times).

This analysis has several limitations. First, we considered tourists as a homogeneous group, but this is not the case, as their characteristics vary depending on their (i) period of stay (i.e. overnight and same-day tourists) affecting the way they visit the city in terms of space and time and subsequently the way they take photos; and (ii) nationalities (e.g. domestic and international tourists) and/or cultural backgrounds. Koo et al. (2012), for instance, report that tourists’ spatial dispersal depends significantly on their nationalities; Western (Germany, the United Kingdom, and the United States) and Chinese tourists visiting Australia were more dispersed than tourists from New Zealand, Korea, and Japan. Although they worked on a country-level scale, their results could also be true for a metropolitan area. Second, the training samples were based on the location information provided in the users’ profiles. This information might not be correct or up to date. Furthermore, that process might incorrectly label foreign residents as tourists, which could influence the results, given that the mobility behavior of long-term foreigners could differ from that of foreigners visiting for a temporary period. Additionally, the hourly measurements of the weather variables in this study were considered to be equal across the study area, which was not the case. Finally, although deemed important for classifying locals and tourists, precipitation and snow data were not included because of data quality issues.

This research could be expanded in a variety of ways. Geotagged records from other social media, in addition to Flickr, might be considered, either to supplement the Flickr data or to compare and analyze biases in the analysis results based on various data sources. Moreover, during the filtering process, we disregarded the environments in which photos were taken (i.e., indoor or outdoor). Filtering out indoor photos or considering the environment where photos were taken as a new explanatory variable could help improve the results.
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