Trapping Effect for QCD Axion Dark Matter
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Abstract. In the early universe, the potential of a scalar field can be significantly modified, and the scalar field may be trapped for a long time in a different location than the current vacuum. The trapping effect can increase or decrease the scalar abundance. For instance, in thermal inflation, a scalar field is trapped at the top of the potential by a thermal effect and dominates the universe to drive inflation for a short period of time. On the other hand, a scalar abundance can be exponentially suppressed in the adiabatic suppression mechanism, where a scalar field moves adiabatically by a time-dependent trapping potential. In this study, we investigate such a trapping effect on the abundance of scalar fields. Specifically, we investigate how the abundance of a scalar field depends on its initial position in the case of a double well potential and identify the physical quantity that controls the abundance. Then, we study the QCD axion abundance for various values of the misalignment angle, where the axion potential receives a large temporal mass due to the Witten effect. We find that the axion abundance is suppressed due to the adiabatic suppression mechanism even when it is trapped near the maximum of the potential, if the trapping effect is sufficiently large.
1 Introduction

In an expanding universe, the vacuum evolves over time. For instance, the electroweak symmetry must have been restored at temperatures above the weak scale when the Higgs field stays at the origin. In the early universe other scalar fields may also be at different positions than they are today, and they may be copiously produced when they start to move and oscillate around a minimum of the potential. Examples of such scalar fields include flatons [1, 2], moduli [3–5], string axions, and the QCD axion [6–12].

A number of moduli and string axions are known to emerge in connection with the compactification of the extra dimensions in string theory. Some of them are relatively light and have some impacts on cosmological evolution. Such modulus fields are known to cause the so-called cosmological moduli problem [3–5]; a modulus field starts to oscillate about the potential minimum when the mass becomes comparable to the Hubble parameter. Since its initial amplitude is expected to be as large as the Planck scale, it could dominate the universe soon after the onset of oscillations. Its decay could change the abundances of light elements in contradiction with the observation, or produce other long-lived particles such as gravitinos [13–16], supersymmetric particles [13–15, 17], and axions [18–20] with a sizable branching fraction. These particles may spoil the success of the standard cosmology.

A flaton field is introduced to solve the cosmological moduli problem, and it is trapped at the origin by thermal effects until it dominates the universe and drives thermal inflation for a short period. Its subsequent decay produces a large amount of entropy, thereby diluting the modulus abundance [1, 2]. It is the thermal mass term caused by interactions with plasma that keeps the flaton at the origin to dominate the universe.
Another solution to the cosmological moduli problem is the adiabatic suppression mechanism [21]. The modulus field generically acquires a Hubble-induced mass in the early universe, and if its coefficient is much larger than unity, the modulus field adiabatically tracks the potential minimum as it changes over time, and no sizable particle production takes place. In fact, it was shown in Ref. [21] that the modulus production in this process can be exponentially suppressed. It is the large Hubble-induced mass term that traps the modulus field at a different location than the potential minimum in the low energy, and suppresses the modulus abundance. Note, however, that some amount of the modulus field is necessarily produced at the end of inflation or during reheating once the dynamics of the inflaton and reheating process were properly taken into account [22–25], and the total modulus abundance is not exponentially suppressed.

The QCD axion is a pseudo Nambu-Goldstone boson in the Peccei-Quinn (PQ) mechanism that solves the strong CP problem [6–9]. It is a viable candidate for dark matter, which can be produced by the misalignment mechanism [10–12]. For the decay constant \( f_a \) of order \( 10^{11–12} \) GeV, the QCD axion can explain all dark matter with the initial misalignment angle \( \theta_* \) of order unity. However, for a larger decay constant e.g. \( f_a \) of order \( 10^{16–17} \) GeV, the initial angle must be less than \( \sim 10^{-3} \) to avoid the overproduction. See e.g. [26–38] for various ways to suppress the axion abundance. In particular, in Refs. [30–32], the axion abundance was shown to be exponentially suppressed by a time-dependent PQ breaking potential in a similar mechanism described above. One of such potential arises from the so-called the Witten effect [39, 40] in the presence of monopoles.

In this paper, we investigate the cosmological effect of trapping scalar fields at a different location than the current potential minimum. As explained above, the trapping effect can increase or decrease the amount of scalar fields, and it is crucial to understand their cosmological role. In the adiabatic suppression mechanism, the scalar potential has been approximated by a simple quadratic potential in the past literature, and it was not clear for what class of potential this mechanism works. In particular, it was not clear for which cases this mechanism becomes ineffective and the scalar abundance gets enhanced as in the case of thermal inflation. In this paper, we investigate the adiabatic suppression mechanism for a more general potential, focusing on the following two cases; (i) the double-well potential and (ii) the QCD axion potential for large values of \( \theta_* \). In both cases, we introduce a large time-dependent mass for the scalar and identify the physical quantity relevant for determining the resultant scalar abundance.

The rest of this paper is organized as follows. In Sec. 2 we briefly review thermal inflation and the adiabatic suppression mechanism where the scalar abundance can be enhanced or suppressed due to the trapping effect. In Sec. 3 we study the scalar dynamics in the double-well potential, focusing on how the suppression gets weaker as the initial field position deviates from the minimum and approaches the potential maximum at the origin. In Sec. 4 we similarly study the QCD axion dynamics in the presence of the Witten effect. The last section is devoted for discussion and conclusions.

## 2 The scalar trapping effect

In this section we briefly review the two cases where the scalar abundance is enhanced or suppressed due to the scalar trapping effect. Specifically we discuss thermal inflation and the adiabatic suppression mechanism. Throughout this paper, we assume spatial homogeneity of the universe as we are interested in the scalar dynamics in the early universe.
2.1 Thermal inflation

First we briefly explain the idea of thermal inflation [1, 2], where a flaton field dominates the universe and its decay dilutes the number density of other particles. Let a real scalar \( \phi \) denote the flaton field with the following potential,

\[
V(\phi) = -\frac{1}{2}m_\phi^2\phi^2 + \kappa T^2\phi^2 + \frac{\phi^{n+4}}{M^2} + (\text{const.}),
\]

(2.1)

where \( \kappa \) is a coefficient of the thermal mass, and \( M \) is the cut-off scale of the theory. The thermal mass arises from interactions of the flaton \( \phi \) with the background plasma. The constant term is chosen so that the potential vanishes at the potential minimum. Here we have assumed that the flaton is trapped by a thermal mass, but it is possible to make use of the Hubble-induced term or something similar for this purpose.

At high temperatures, the universe is assumed to be radiation dominated, and the flaton is trapped at the origin due to the thermal effect. As the universe expands, the radiation energy density decreases, and the flaton potential (including the constant term) comes to dominate the universe, driving thermal inflation. The thermal inflation lasts until the origin is destabilized at \( \sqrt{\kappa T} \lesssim m_\phi \), and the typical e-folding number ranges from several to a few tens. After thermal inflation, the flaton oscillates about the potential minimum, and decays to the standard model particles, producing a large amount of entropy. Such a late-time entropy production can dilute the moduli abundance. It is the thermal effect that traps the flaton at the origin and make it dominate the universe.

For a comparison to the case for the adiabatic suppression mechanism, let us comment on the case with a Hubble-induced mass term instead of the thermal mass term. Suppose that \( \kappa T^2 \) is replaced with \( C^2H^2 \) in Eq. (2.1). Then \( \phi \) is trapped at the origin for \( CH \gtrsim m_\phi \) and then starts to oscillate around the potential minimum at \( CH \sim m_\phi \). In this case, the thermal inflation does not occur but the abundance of \( \phi \) is enhanced for a stronger trapping with a larger \( C \). The enhancement factor is given by

\[
\frac{\Omega_{\phi}(C)}{\Omega_{\phi}(C = 1)} \sim C^{3/2},
\]

(2.2)

for \( C \gg 1 \), where \( \Omega_{\phi} \) is the density parameter for \( \phi \), and we assume that \( \phi \) starts to oscillate in the radiation dominated era.

2.2 Adiabatic suppression mechanism

Now let us explain the adiabatic suppression mechanism [21]. Suppose that a massive scalar field acquires an effective mass that is proportional to the Hubble parameter such as

\[
V(\phi) = \frac{1}{2}m_\phi^2\phi^2 + \frac{1}{2}C^2H^2(\phi - \phi_*)^2,
\]

(2.3)

where \( C \geq 0 \) is a constant that represents the size of the Hubble-induced mass term, \( \phi_* \) is its minimum, and \( m_\phi \) is the scalar mass at low energy when the Hubble-induced mass is negligible. In the radiation dominated era, the Hubble parameter decreases as \( H \propto T^2 \), and the potential minimum changes with time; at high temperatures the minimum is at \( \phi \simeq \phi_* \), while at low temperatures it is at \( \phi \simeq 0 \). In the case of \( 0 \leq C \lesssim 1 \), the modulus field is not strongly trapped by the Hubble-induced mass term, and it begins to oscillate around \( \phi = 0 \) when \( H \sim m_\phi \). In the case of \( C \gg 1 \), on the other hand, the scalar field is trapped so
strongly that it begins to track the potential minimum adiabatically when \( H \sim m_\phi / C \). The resulting abundance of the scalar field is exponentially smaller than the case with \( 0 \leq C \lesssim 1 \). This is the adiabatic suppression mechanism.

The amount of suppression can be evaluated by solving the equation of motion for the homogeneous scalar field:

\[
\ddot{\phi} + 3H \dot{\phi} + V'(\phi) = 0. \tag{2.4}
\]

Here and hereafter, the prime denotes the derivative with respect to the argument of the corresponding function. An analytic result for the suppression factor can be obtained from (2.4) with the initial condition \((\phi, \dot{\phi}) = (\phi_*, 0)\) at \( H \gg m_\phi \) as [21]

\[
\frac{\Omega_\phi(C \gg 1)}{\Omega_\phi(C = 1)} \propto C^{3p+1} \exp (-C \pi p), \tag{2.5}
\]

where \( p \) is defined by the time-dependence of the scale factor, \( a(t) \propto t^p \), i.e., \( H = p/t \). In the radiation dominated era, we have \( p = 1/2 \). Thus, the amplitude of the scalar field is exponentially suppressed for \( C \gg 1 \).

The quadratic potential was assumed in the above calculation [21, 22]. This assumption is considered to be valid for a generic potential if the scalar is initially near the minimum, i.e., if \( \phi_* \approx 0 \). However, a singlet scalar field without any special point in its field space is not necessarily near the potential minimum in the early universe, and it could be far away from it. Thus, it is worth investigating the adiabatic suppression mechanism in a more general case. In particular, since the scalar abundance is rather enhanced as Eq. (2.2) for the case of the initial position exactly at the top of the potential, it is nontrivial whether the adiabatic suppression mechanism works where the potential is deviated from the quadratic potential, especially in the vicinity of the top of the potential. In the subsequent sections, we consider a double-well potential and a periodic potential to investigate the condition for the adiabatic suppression mechanism to work.

3 A case of double-well potential

3.1 Setup

In order to study if the adiabatic suppression mechanism works near the top of potential, we consider the dynamics of a real scalar field in a double-well potential with a Hubble-induced mass. The potential is given by

\[
V(\phi) = \frac{3 m_\phi^4}{2 \lambda} - \frac{1}{2} m_\phi^2 \phi^2 + \frac{1}{4!} \lambda \phi^4 + \frac{1}{2} C^2 H^2 (\phi - \phi_*)^2, \tag{3.1}
\]

where \( m_\phi \) is the curvature at the origin, \( \lambda \) is a quartic coupling, and \( C \) is a constant. We assume \( m_\phi^2, \lambda > 0 \) and \( C \geq 0 \), and focus on the case of \( \phi_* > 0 \) without loss of generality. We assume the radiation dominated era when the Hubble parameter is given by

\[
H^2 = g_*(T) \times \frac{\pi^2}{90 M_{Pl}^2} T^4. \tag{3.2}
\]

Here, \( M_{Pl}(\equiv 1/\sqrt{8\pi G}) \) is the reduced Planck mass and \( g_*(T) \) is the effective degrees of freedom of the relativistic particles. As the universe expands, the Hubble-induced mass
becomes smaller, and the minimum of the potential gradually moves from \( \phi \simeq \phi_* \) to \( \phi \simeq \phi_{\min} \equiv \sqrt{6/\lambda} m_\phi \). See Fig. 1 for a schematic picture of the potential, where the blue dotted line represents the potential in the early universe, \( CH \gg m_\phi \), and the red solid line represents the potential at a later time, \( CH \ll m_\phi \). The mass squared of the scalar field at the low-energy minimum is \( V''(\phi_{\min}) = 2m_\phi^2 \).

To study the dynamics of the scalar field numerically, it is convenient to rewrite the equation of motion in terms of the inverse temperature:

\[
\tau \equiv \frac{T_n}{T},
\]

where \( T_n \) is an arbitrary reference temperature. We choose \( T_n = \sqrt{m_\phi M_{Pl}} \), which is of order the temperature at the onset of oscillations in the case of \( C = 0 \). Note that the Hubble-induced mass becomes comparable to \( m_\phi \) when \( \tau = \sqrt{C/(g_* \pi^2/90)^{1/4}} \approx 1.7\sqrt{C} \) for \( g_* = 80 \).

Since the effective degrees of freedom for energy density \( g_*(T) \) and for entropy density \( g_{*s}(T) \) depend on the temperature, the time derivative of the temperature is given by

\[
\frac{dT}{dt} = -\frac{\pi}{M_{Pl}} \sqrt{\frac{g_*(T)}{10}} \frac{s(T)}{s'(T)} T^2 \quad (3.4)
\]

\[
= -HT \left( \frac{3\tau F'(\tau)}{\sqrt{g_*(\tau)}} \right). \quad (3.5)
\]

Here, we define

\[
F(\tau) \equiv \sqrt{\frac{g_*(\tau)}{3\tau}} \frac{g_{*s}(\tau)}{g_{*s}(\tau) - \tau g'_{*s}(\tau)/3}. \quad (3.6)
\]

Then the equation of motion (2.4) becomes

\[
F^2(\tau) \frac{d^2 \phi}{d\tau^2} + F(\tau) \left\{ \frac{dF(\tau)}{d\tau} + \sqrt{g_*(\tau)} \tau^{-2} \right\} \frac{d\phi}{d\tau} + \frac{10M_{Pl}^2}{\pi^2 T_n^4} \partial_\phi V(\phi) = 0. \quad (3.7)
\]
For the temperature dependence of $g_*$ and $g_{ss}$, the reader may refer to Ref. [41]. In this section, we omit the temperature dependence of $g_*$ and $g_{ss}$ for simplicity and set $g_* = g_{ss} = 80$ in our numerical calculation. The temperature dependence of $g_*$ and $g_{ss}$ will be taken into account when we consider the dynamics of the QCD axion.

### 3.2 Numerical results

For numerical calculations, let us express the field $\phi$ with a dimensionless variable $\theta(\tau)$ defined by

$$\theta(\tau) \equiv \frac{\phi_{\text{min}} - \phi(\tau)}{\phi_{\text{min}}}.$$  \hfill (3.8)

Note that $\phi > 0$ corresponds to $\theta < 1$ and the origin $\phi = 0$ corresponds to $\theta = \theta_{\text{max}} \equiv 1$. For later convenience we also show the relation,

$$\theta - \theta_{\text{max}} = \frac{\phi}{\phi_{\text{min}}}.$$  \hfill (3.9)

We solve the equation of motion numerically under the initial condition $(\theta, \dot{\theta}) = (\theta_*, 0)$ at $\tau = \tau_{\text{ini}}$, where $\theta_* \equiv \theta|_{\phi = \phi_*}$. The initial time $\tau_{\text{ini}}$ is taken to be $\ll 1$, and we have confirmed that our results do not depend on the choice of $\tau_{\text{ini}} \ll 1$. Since we are interested in the scalar abundance induced by the shift of the potential minimum, the initial amplitude is set to be zero, i.e., $\theta(\tau_{\text{ini}}) = \theta_*$. After solving the equation of motion, we calculate the density parameter, which is defined by

$$\Omega_{\phi} \equiv \frac{\rho_{\phi}}{\rho_{\text{crit}}},$$  \hfill (3.10)

where $\rho_{\phi}$ is the energy density of the scalar, and $\rho_{\text{crit}}$ is the critical density. In practice we evaluate the density parameter in terms of the number-to-entropy ratio, $n_{\phi}/s$, which asymptotes to a constant value at a sufficiently late time.

We have solved Eq. (3.7) for various values of $\theta_*$, ranging from near the maximum of the double-well potential, $|\theta_* - \theta_{\text{max}}| \approx 0$, to the potential minimum $|\theta_* - \theta_{\text{max}}| \approx 1$. In Fig. 2 we show the density parameter $\Omega_{\phi}(C)$ normalized by $\Omega_{\phi}(C = 0)$ as a function of the initial position $|\theta_* - \theta_{\text{max}}|$ for $C = 1$ and $C = 5$. One can see that the abundance is not suppressed in the case of $C = 1$, which implies that the abundance is almost the same for $0 \leq C \lesssim 1$. On the other hand, the abundance is significantly suppressed in the case of $C = 5$ around $\phi_* = \phi_{\text{min}}$ (i.e. $|\theta_* - \theta_{\text{max}}| = 1$) where the potential is well approximated by the quadratic potential, while the suppression gets weaker as the initial position approaches the top of the double-well potential $\phi_* = 0$ (i.e. $|\theta_* - \theta_{\text{max}}| = 0$). This suggests that the adiabatic suppression is weakened near the top of the potential for a given $C$.

To see how the abundance depends on $C$, we show in Fig. 3 the abundance as a function of $C$ for $|\theta_* - \theta_{\text{max}}| = 0.01, 0.03, 0.05, 0.1, 1/\sqrt{3}$ from top to bottom in the left panel, where the bottom line corresponds the case in which $\theta_*$ is at the inflection point of the double-well potential. One can see that, even for the initial condition very close to the potential maximum (as in the case of the top line), the abundance becomes suppressed for a sufficiently large $C$. This implies that it depends on both $C$ and the initial position $|\theta_* - \theta_{\text{max}}|$ whether the abundance gets suppressed. In the right panel the same result is plotted as a function of
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Figure 2. The density parameter Ωϕ(C) normalized by Ωϕ(C = 0) as a function of the initial position |θ∗ − θmax| (= φ∗/φmin) for C = 1 (red ⋄) and C = 5 (blue △). Here |θ∗ − θmax| = 0 and 1 correspond to the origin φ∗ = 0 and the minimum φ∗ = φmin, respectively.

\[
\frac{\Omega_\phi(C)}{\Omega_\phi(C = 0)} \approx 1.8 \exp \left( -0.97 C |\theta_* - \theta_{\text{max}}| \right),
\]  

(3.11)

as shown as the black-dotted line in the middle. Thus, the adiabatic suppression works and the abundance gets exponentially suppressed as in the quadratic case (2.5). However, the exponent in the case of the double-well potential now also depends on the value of the initial field φ∗ (or θ∗), unlike the case of the quadratic potential. This implies that, although the adiabatic suppression mechanism works for a more general potential than the quadratic one, the anharmonic effect becomes important when the initial position is near the top of the potential, which limits the amount of suppression for a given C. We will show that the exponent coincides with a parameter for the violation of adiabaticity in the next subsection.

We also show the abundance as a function of |θ∗ − θmax| for C = 5, 10, and 20 in Fig. 4, focusing on a very small |θ∗ − θmax|. One can see that, for the initial condition very close to the potential maximum with a large (but not too large) C, the abundance is larger than the one without the trapping potential. However, the abundance only logarithmically depends on C as well as |θ∗ − θmax|\(^{-1}\). The latter dependence is actually expected because a scalar field cannot stay near the top of the double-well potential for a long time even if the initial field value is very close to the top. In the left figure, we find that the enhancement factor decreases as |θ∗ − θmax| decreases with a fixed C for a very small |θ∗ − θmax|. This is because, for such a small |θ∗ − θmax|, the scalar field stays near the top of the potential until the trapping potential disappears and its effect becomes irrelevant. This implies that the effect of the trapping potential is limited and the resulting enhancement factor is not sizable even for a large C.

Before closing this subsection, let us discuss the typical time evolution of the scalar for different initial conditions and C. One can see from the left panel of Fig. 3 that for θ∗ = 0.01 and 0.03 (top two lines), the scalar abundance initially increases and then starts...
The density parameter $\Omega_\phi(C)$ normalized by $\Omega_\phi(C = 0)$ as a function of $C$ (left) and $C|\theta_* - \theta_{\max}|$ (right), with the vertical axis on a linear (left) and logarithmic (right) scale. In the left panel, from top to bottom, we vary $\theta_* = 0.01$ (red ●), 0.03 (orange △), 0.05 (green ▲), 0.1 (blue □), and $1/\sqrt{3}$ (black •). In the right figure, all the lines exhibit similar suppression as a function of $C|\theta_* - \theta_{\max}|$, which can be well fitted by Eq. (3.11) shown by the black dotted line.

The location of the temporal minimum for $|\theta_* - \theta_{\max}|$ can be obtained by completing the square of the potential as

$$V(\phi) = \frac{1}{2}(C^2H^2(t) - m_\phi^2)\left(\phi - \phi_{\min}^\text{temp}(t)\right)^2 + \cdots,$$

where we have defined the temporal minimum of the potential at a given time, $\phi_{\min}^\text{temp}(t)$, by

$$\phi_{\min}^\text{temp}(t) = \frac{C^2H^2(t)}{C^2H^2(t) - m_\phi^2}\phi_*.$$

The density parameter $\Omega_\phi(C)$ normalized by $\Omega_\phi(C = 0)$ (left) and the number density $n_\phi(C)/s$ (right) as a function of $|\theta_* - \theta_{\max}|$ on the logarithmic scale. In the left panel, from top to bottom, we vary $C = 20$ (red ●), 10 (green □), and 5 (blue •). In the right panel, we also show the case with $C = 0$ as a black dashed line with dots.

To decrease as $C$ increases. On the other hand, for a fixed $C$, the abundance decreases as $\theta_*$ increases (from top to bottom). These features can be understood by noting that the scalar abundance is induced by the shift of the temporal minimum. In other words, the scalar abundance crucially depends on whether the scalar field can track the temporal minimum.
At $H \gg m_{\phi}/C$, the temporal minimum is close to $\phi_*$, and when $H \sim m_{\phi}/C$, i.e. $\tau \sim 1.7\sqrt{C}$, it starts to move. If the scalar can follow the motion of the temporal minimum, the induced oscillation amplitude remains small, and the final scalar abundance is suppressed. Otherwise, the scalar field will be left behind by the motion of the temporal minimum and will catch up with it later. Therefore, the scalar field will start oscillating with a large initial amplitude, and the final abundance is not suppressed.

In Fig. 5 we show the time evolution of the scalar field by the red solid line and the temporal minimum by the black dashed line. Here we set $C = 5$ with $|\theta_* - \theta_{\text{max}}| = 0.5$ (left) and 0.01 (right), respectively. In both cases the temporal minimum starts to move when $\tau \sim 1.7\sqrt{C} \sim 4$. One can see that the temporal minimum changes more rapidly for smaller $|\theta_* - \theta_{\text{max}}|$. This makes it difficult for the scalar to track the temporal minimum as the initial position comes close to the origin. This is the reason why the scalar abundance increases as $|\theta_* - \theta_{\text{max}}|$ decreases for a given $C$. However, such enhancement can be mitigated by increasing $C$. In fact, increasing $C$ has two different effects on the scalar abundance. In Fig. 6 we show the case with $C = 100$ and $|\theta_* - \theta_{\text{max}}| = 0.01$. The minimum starts to move around $\tau \sim 1.7\sqrt{C} \sim 17$. Thus, compared to the case of $C = 5$ in Fig. 5, the onset of oscillation is delayed. One can also see that the scalar can follow the motion of the temporal minimum more closely. This implies that, even though the onset of oscillation is delayed, the abundance may be suppressed for a sufficiently large $C$. We will see in the next subsection that this is indeed the case, and it is $C|\theta_* - \theta_{\text{max}}|$ that describes the violation of adiabaticity and determines the final scalar abundance.

### 3.3 Analytical evaluation of violation of adiabaticity

Here we shall explain how the exponent of Eq. (3.11) is derived analytically. To this end, we introduce a parameter that describes the violation of adiabaticity, $\epsilon(t)$, defined by

$$
\epsilon(t) \equiv \left| \frac{1}{m_{\text{eff}}^2(\phi)} \frac{d m_{\text{eff}}(\phi)}{dt} \right|, \quad (3.14)
$$

Alternatively one can use the potential minimum as a parameter for the violation of adiabaticity, $|(d\ln \phi_{\text{min}}^{\text{emp}}/dt)/m_{\text{eff}}|$, which is actually of the same order with $\epsilon$. 

---

[Figure 5. Time evolution of the scalar field (red solid) and the temporal minimum (black dashed) for $C = 5$ with $|\theta_* - \theta_{\text{max}}| = 0.5$ (left) and 0.01 (right). In the right panel, the temporal minimum changes more rapidly, which results in a larger oscillation amplitude.]

[Figure 6. Time evolution of the scalar field (red solid) and the temporal minimum (black dashed) for $C = 100$ with $|\theta_* - \theta_{\text{max}}| = 0.01$. The minimum starts to move around $\tau \sim 1.7\sqrt{C} \sim 17$. Thus, compared to the case of $C = 5$ in Fig. 5, the onset of oscillation is delayed. One can also see that the scalar can follow the motion of the temporal minimum more closely.]
where the effective mass is defined by $m^2_{\text{eff}} = |V''(\phi)|$. If $\epsilon \ll 1$, the effective mass changes adiabatically, which implies that the system also evolves adiabatically, i.e., the scalar field tracks the temporal minimum, as long as the effective mass is larger than the Hubble parameter. In the following we evaluate $\epsilon$ at $\tau \sim 1.7\sqrt{C}$, since it is expected to reach its maximum value when the potential minimum starts to move.

To calculate $\epsilon(t)$, we focus on the scalar dynamics with the initial condition near the top of the double-well potential, $\phi_* \ll \phi_{\text{min}}$, before the onset of oscillations, $H > m_\phi/C$. Then, the potential can be well approximated by

$$V(\phi) = \frac{1}{2} \left( C^2 H^2(t) - m^2_\phi \right) \left( \phi - \phi_{\text{min}}^{\text{temp}}(t) \right)^2 + \frac{1}{24} \lambda \phi^4 + (\text{const.}).$$

(3.15)

The effective mass squared at $\phi$ is given by

$$m^2_{\text{eff}}(\phi) = C^2 H^2(t) - m^2_\phi + \frac{\lambda}{2} \phi^2,$$

(3.16)

where we have removed the absolute value bars. As the time $t$ approaches $C/2m_\phi$, the first two terms in $m^2_{\text{eff}}(\phi)$ get almost canceled, and the third term becomes relevant. If we take $\phi = \phi_{\text{min}}^{\text{temp}}(t)$, the threshold time $t_{\text{th}}$ after which the third term becomes relevant is given by

$$C^2 H^2_{\text{th}} - m^2_\phi = \left( \frac{\lambda}{2} C^4 H^4_{\text{th}} \phi_*^2 \right)^{1/3}$$

(3.17)

$$\simeq \left( \frac{\lambda}{2} m^4_\phi \phi_*^2 \right)^{1/3},$$

(3.18)

where $H_{\text{th}} \equiv 1/2t_{\text{th}} (\simeq m_\phi/C)$. 

---

Figure 6. Same as Fig. 5 but with $C = 100$ and $|\theta_* - \theta_{\text{max}}| = 0.01$. The onset of oscillation is delayed due to large $C$, but the scalar can track the motion of the minimum compared to the right panel of Fig. 5.
Let us assume that the scalar tracks the temporal minimum adiabatically until \( t = t_{\text{th}} \). Then \( \epsilon(t) \) is calculated as

\[
\epsilon(t) = \left| \frac{1}{\left( \frac{m_{\text{eff}}^2 \phi_{\text{temp}}'}{m_{\phi}^2 \phi_{\min}}(t) \right)^{3/2}} \left( \frac{C^2 H^2(t)}{t} - \frac{\lambda \phi_\ast^2}{t} \frac{m_{\phi}^2 C^4 H^4(t)}{(C^2 H^2(t) - m_{\phi}^2)^3} \right) \right|, \tag{3.19}
\]

for \( t \lesssim t_{\text{th}} \). One can show that \( \epsilon(t) \) becomes the largest at \( t \sim t_{\text{th}} \) and

\[
\epsilon(t_{\text{th}}) \simeq \frac{m_{\phi}}{2\sqrt{3} C \phi_\ast} \frac{1}{\theta_\ast - \theta_{\text{max}}}, \tag{3.20}
\]

\[
\epsilon(t_{\text{th}}) = \frac{1}{2\sqrt{6} C |\theta_\ast - \theta_{\text{max}}|}, \tag{3.21}
\]

where we have used Eq. (3.18) and \( \phi_s / \phi_{\min} = |\theta_\ast - \theta_{\text{max}}| \). For \( t < t_{\text{th}} \), therefore, \( \epsilon(t) \) is always smaller than unity if \( C |\theta_\ast - \theta_{\text{max}}| \gtrsim O(1) \). For \( t > t_{\text{th}} \), the movement of the temporal minimum becomes progressively slower, and the temporal minimum asymptotically approaches the minimum at low energy. Thus, for the initial condition near the origin, we expect that \( \epsilon(t) \) takes the largest value when \( t \sim t_{\text{th}} \) during the whole evolution, and the adiabatic suppression mechanism works if \( \epsilon(t_{\text{th}}) \ll 1 \).

It is known that the change of the adiabatic invariant is exponentially suppressed as a function of the violation of the adiabaticity [42]. In our case, the resulting scalar abundance is exponentially suppressed by a factor of \( e^{-O(1)/\epsilon(t_{\text{th}})} = e^{-\zeta C |\theta_\ast - \theta_{\text{max}}|} \) with \( \zeta \) being a numerical constant of order unity. This is consistent with Eq. (3.11), which can be well fitted with \( \zeta \simeq 0.97 \).

We show in Fig. 7 the time-evolution of \((dm_{\text{eff}}(\phi)/dt)/m_{\text{eff}}^2(\phi)\) for the case of \( C = 5 \) with \( |\theta_\ast - \theta_{\text{max}}| = 0.2 \) (left) and \( 1/\sqrt{3} \) (right). In both cases the onset of oscillation is around \( \tau \simeq 4 \) as before. In the left panel, one can see that \( \epsilon(t) \) (the absolute value of the vertical axis) takes the largest value around \( \tau \simeq 4 \) as expected. On the other hand, the right panel corresponds to the case where the potential can be approximated by the quadratic potential. In this case the violation of adiabaticity always remains weak, and the abundance is exponentially suppressed (see Fig. 3).

4 A case of QCD axion with the Witten effect

The PQ symmetry must be of high quality for the PQ mechanism to solve the strong CP problem. However, it is possible that the axion acquires a temporal mass in the early universe, which is much larger than the present axion mass. Such a temporal potential can reduce the axion abundance and/or isocurvature perturbation and solve the domain wall problem, and it may arise from e.g. stronger QCD [43], a non-minimal coupling to gravity [30, 44], and the Witten effect [39, 40]. The adiabatic suppression mechanism was applied to the axion dynamics in the presence of the Witten effect in Refs. [31, 32, 45, 46], where the potential was approximated by a quadratic term. However, the axion potential is periodic, and, as we have seen in Sec.3, it is non-trivial whether the adiabatic suppression mechanism works where the potential is concave upward e.g. around the top of the potential. In this section, we investigate the adiabatic suppression mechanism for the QCD axion with an effective potential that comes from the Witten effect in the presence of hidden monopoles.
4.1 Axion potential

First we briefly summarize the axion potential we use in this paper. There are two contributions; one is from non-perturbative QCD effects, and the other from the Witten effect. We explain these two contributions in turn.

4.1.1 Non-perturbative effects of QCD

The QCD axion acquires an effective potential from non-perturbative effects of QCD [47, 48]. At temperatures below the QCD phase transition, i.e., at $T \ll T_{\text{QCD}} = \mathcal{O}(100)$ MeV, we can evaluate the potential using the chiral perturbation theory. Considering the two flavor effective field theory [49], the potential at zero temperature is given by

$$V(a) = -m_{\pi}^2 f_{\pi}^2 \sqrt{1 - \frac{4m_u m_d}{(m_u + m_d)^2}} \sin^2 \left( \frac{a}{2 f_a} \right),$$

where $f_a$ is the axion decay constant, $f_\pi = 92.21$ MeV is the pion decay constant, $m_\pi \simeq 135$ MeV is the pion mass, and $m_u$ and $m_d$ denote the mass of the up- and down-quark. The mass ratio of the up and down quarks is given by $z \equiv m_u/m_d \simeq 0.48$ from the average of the lattice results [50–52]. The axion mass is given by

$$m_{a,0} = \frac{\sqrt{z} f_\pi m_\pi}{1 + z} \frac{f_a}{f_a},$$

where in the second line we quote the result of the next-to-next-to-leading order in chiral perturbation theory [53].

At temperatures comparable to or higher than $T_{\text{QCD}}$, the chiral perturbation theory is no longer viable, and the system should be described by the quark-gluon plasma rather than hadrons. In this regime, we should rely on non-perturbative methods like the lattice simulation. In Fig. 8 we quote the latest lattice result [54] which covers the temperature range $T \sim 1/\sqrt{3}$ right). The violation of adiabaticity is stronger for smaller $|\theta_* - \theta_{\text{max}}|$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig7.png}
\caption{Time evolution of the violation of the adiabaticity, $\dot{m}_{\text{eff}}(\phi)/m_{\text{eff}}^2$, for the case of $C = 5$ and $|\theta_* - \theta_{\text{max}}| = 0.2$ (left) and $1/\sqrt{3}$ (right). The violation of adiabaticity is stronger for smaller $|\theta_* - \theta_{\text{max}}|$.
}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig8.png}
\caption{The effective degrees of freedom $g_*$ and $g_{*s}$ [41] we use in this work are also estimated by using this lattice result, $2 + 1 + 1$ QCD computation.
}
\end{figure}
region of $100 \text{ MeV} < T < 3 \text{ GeV}$. The lattice result does not reach temperatures higher than 3 GeV, but the result from 1 GeV to 3 GeV is consistent with the dilute instanton gas approximation ($m_a^2(T) \propto T^{-b}$, $b = 8.16$) which is applicable at such high temperatures. For later use, we fit the lattice result from 1 GeV to 3 GeV to obtain the temperature dependence of the axion mass,

$$m_a^2(T) \simeq 1.0 \times 10^{-17} \text{ eV}^2 \left( \frac{T}{1 \text{ GeV}} \right)^{-n} \left( \frac{f_a}{10^{12} \text{ GeV}} \right)^{-2}$$

(4.4)

with $n = 7.84$. The fitting function (4.4) is shown by the black dashed line in Fig. 8. We use this function to study the axion dynamics at temperatures higher than $T_{\text{QCD}}$. Note that the axion mass around 1 GeV is most relevant for our purpose, and that the precise axion mass above 3 GeV does not alter our results as long as it decreases smoothly with increasing temperature.

Lastly, we comment on the potential shape. While the dilute instanton gas approximation at $T \gg T_{\text{QCD}}$ gives the cosine-type potential, the potential obtained in the chiral perturbation theory at $T \ll T_{\text{QCD}}$ is given by (4.1). For the parameter region of our interest, the temperature at the onset of oscillations is higher than $T_{\text{QCD}}$, and therefore, we adopt the cosine potential with the temperature-dependent mass (4.4) in our numerical calculations. In fact, we have confirmed that the numerical results are almost the same for both potentials.

### 4.1.2 Witten effect in the presence of monopoles

Let us first explain the Witten effect [39] in a hidden $\text{U}(1)_H$ gauge theory with a monopole. The relevant terms in the Lagrangian are

$$\mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{e_H^2}{64\pi^2} \Theta \epsilon_{\mu\nu\sigma\rho} F^{\mu\nu} F^{\sigma\rho},$$

(4.5)

where $e_H$ is the hidden gauge coupling constant, $F^{\mu\nu}$ is the field strength of the hidden gauge boson, and $\tilde{F}^{\mu\nu}$ is its dual. The second term is physical and should not be omitted in the
presence of a hidden monopole. The equation of motion is written as

$$\partial^\mu \left[ F_{\mu\nu} + \frac{e^2}{16\pi^2} \epsilon_{\mu\nu\sigma\rho} F^{\sigma\rho} \right] = 0.$$  (4.6)

The second term modifies the Maxwell equation for the hidden gauge theory, which adds a new term to the Gauss’s law,

$$\vec{\nabla} \cdot \vec{E} + \frac{e^2}{8\pi^2} \vec{\nabla} \cdot (\Theta \vec{B}) = 0,$$  (4.7)

where $E_i = F_{0i}$ and $B_i = -1/2\epsilon_{ijk}F^{jk}$ denote the hidden electric and magnetic fields, respectively. When we introduce the hidden magnetic monopole with a magnetic charge $g_H ( = 4\pi/e_H)$, the Gauss’s law for the magnetic field is given by

$$\vec{\nabla} \cdot \vec{B} = g_H (n_{M+} - n_{M-}),$$  (4.8)

where $n_{M\pm}$ is the number density of (anti-)monopoles. From these two equations, we can understand that the monopole becomes a dyon, i.e. it acquires an electric charge of $e^2 g_H \Theta / (8\pi^2) = e_H \Theta / (2\pi)$. This is called the Witten effect.

Now we shall introduce an axion coupled to the hidden gauge field. Instead of the parameter $\Theta$, the axion is coupled to the gauge field as

$$\mathcal{L}_\theta = -\frac{e^2}{64\pi^2} f_{a,H} \epsilon_{\mu\nu\sigma\rho} F^{\mu\nu} F^{\sigma\rho},$$  (4.9)

where $f_{a,H}$ is the decay constant of the axion associated with $U(1)_H$ and $a_*$ is a constant. The decay constant $f_{a,H}$ is of the same order of $f_a$ in an ordinary set-up, and they are related by $f_{a,H} = (N_{DW}/N_H) f_a$, where the domain wall numbers $N_{DW}$ and $N_H$ are determined by the color and hidden $U(1)$ anomaly coefficients, respectively. The axion-dependent contribution to the electromagnetic energy of a single monopole is estimated to be [40]

$$V_M \sim \beta f_{a,H} \frac{(a - a_*)^2}{f_{a,H}^2},$$  (4.10)

$$\beta = \frac{\alpha_H}{32\pi^2} \frac{1}{r_c f_{a,H}},$$  (4.11)

where $\alpha_H \equiv e^2_H/4\pi$, and $r_c$ is the radius of the monopole core. When we consider a 't Hooft-Polyakov monopole [55, 56], $r_c$ is the inverse of the heavy gauge boson mass, $m_{W}$, which is about $\alpha_H$ times the monopole mass. Taking a spatial average over the whole space, we obtain the energy density of the axion ground state in the plasma with monopoles and anti-monopoles as $U = n_M V_M$, where $n_M = n_{M+} + n_{M-}$. Thus, the homogeneous mode of the axion effectively obtains a mass of

$$m_{a,M}^2(T) = \frac{\beta n_M(T) f_{a,H}}{f_{a,H}},$$  (4.12)

$$= \frac{\alpha_H^2 \rho_M(T)}{16\pi^2} f_{a,H}^2.$$  (4.13)

The mass (4.13) decreases in time due to the cosmic expansion, so that this does not spoil the Peccei-Quinn mechanism to solve the strong CP problem.
Finally, we comment on an upper bound on the coupling constant $\alpha_H$. The SU(2)$_H$ instanton effect gives another effective mass to the axion, which is proportional to $e^{-\pi/\alpha_H}$ [57–59] and does not decrease in time at a low temperature. In order to solve the strong CP problem by the PQ mechanism, the effective mass from this contribution should be smaller by a factor of $10^{-10}$ than the effective mass from the QCD effect. This requires

$$\alpha_H \lesssim 0.07.$$  \hspace{1cm} (4.14)

We assume that this condition is satisfied throughout this paper.

4.2 Dynamics of axion

Here we describe the dynamics of the axion, and evaluate important physical quantities such as the temperature at the onset of oscillations and the axion abundance for qualitative understanding.

We consider the axion potential of

$$V(a) = m_a^2(T) f_a^2 \left(1 - \cos \frac{a}{f_a}\right) + \frac{1}{2} m_{a,M}^2(T)(a - a_*)^2.$$  \hspace{1cm} (4.15)

The mass term originating from the Witten effect has the minimum at $a = a_*$, which is generically deviated from the low-energy minimum at $a = 0$ where the strong CP phase vanishes. We focus on a pre-inflationary scenario where the PQ symmetry is spontaneously broken during inflation, and assume that hidden monopoles are generated sometime after inflation when the phase transition takes place in the hidden sector. We also assume that, at $T \gg T_{\text{QCD}}$, the second term dominates over the first one, and the temporal minimum of the potential is located at $a \simeq a_*$. 

First, we define $\omega$ that is useful to parametrize the strength of the Witten effect:

$$\omega \equiv \alpha_H^2 \left(\frac{N_H}{N_{\text{DW}}}\right)^2 \Omega_M h^2,$$  \hspace{1cm} (4.16)

$$\simeq 5.9 \times 10^{-4} \left(\frac{\alpha_H}{0.07}\right)^2 \left(\frac{N_H}{N_{\text{DW}}}\right)^2 \left(\frac{\Omega_M h^2}{0.12}\right).$$  \hspace{1cm} (4.17)

where $\Omega_M \equiv \rho_M/\rho_{\text{crit}}$ represents the monopole density parameter, and $h$ is the reduced Hubble constant. In addition, the sum of the axion and the monopole abundance should not be larger than the dark matter abundance, i.e.,

$$\Omega_a h^2 + \Omega_M h^2 \lesssim \Omega_{\text{obs}} h^2 \simeq 0.12,$$  \hspace{1cm} (4.18)

since the monopole is stable and behave like matter. Thus $\omega$ is smaller than $5.9 \times 10^{-4}$ unless $N_H > N_{\text{DW}}$.

The axion starts to oscillate around the temporal minimum of the potential, $a = a_*$, when the Hubble parameter becomes comparable to the mass due to the Witten effect, $H(T_{\text{osc}}) \simeq m_{a,M}(T_{\text{osc}})$. Here $T_{\text{osc}}$ is the temperature at the onset of oscillations, and it is given by [31]

$$T_{\text{osc}} \simeq 64 \text{ GeV} \left(\frac{\omega}{0.12}\right) \left(\frac{f_a}{10^{12} \text{ GeV}}\right)^{-2}.$$  \hspace{1cm} (4.19)
The axion abundance induced by this process is given by

\[
n_a \simeq \frac{H_{\text{osc}}}{s(T_{\text{osc}})} (\theta_{\text{ini}} - \theta_*)^2 f_a^2/2,
\]

where \( H_{\text{osc}} \equiv H(T_{\text{osc}}) \), \( \theta_{\text{ini}} \equiv a_{\text{ini}}/f_a \) and \( \theta_* \equiv a_*/f_a \) with \( a_{\text{ini}} \) being the initial axion field value. We assume \( 0 \leq \theta_* < \theta_{\text{max}} \equiv \pi \) without loss of generality, and \( \theta_{\text{ini}} \) and \( \theta_* \) satisfy \( |\theta_{\text{ini}} - \theta_*| \leq \pi (N_{\text{DW}}/N_H) \). Thus, the axion density parameter is estimated by

\[
\Omega_a^{(1)} h^2 \simeq 3 \times 10^{-4} (\theta_{\text{ini}} - \theta_*)^2 \left( \frac{\omega}{0.12} \right)^{-1} \left( \frac{f_a}{10^{12} \text{ GeV}} \right)^3.
\]

Here the upper index (1) of \( \Omega_a \) implies that it represents the axion abundance induced by the Witten effect. This is to distinguish it from the contribution due to the violation of adiabaticity when the first term in the potential (4.15) becomes relevant.

As the temperature goes down, the potential from the Witten effect becomes comparable to that from non-perturbative QCD effects, and the temporal minimum starts to move toward \( a = 0 \). Solving \( m_{a,M}^2(T_{\text{shift}}) \simeq m_a^2(T_{\text{shift}}) \), we obtain the temperature at this time,

\[
T_{\text{shift}} \simeq 0.8 \text{ GeV} \left( \frac{g_{*s}(T)}{80} \right)^{-1/(3+n)} \left( \frac{\omega}{0.12} \right)^{-1/(3+n)},
\]

where we assume \( T_{\text{osc}} > T_{\text{shift}} \), i.e.,

\[
\left( \frac{\omega}{0.12} \right)^q \left( \frac{f_a}{10^{12} \text{ GeV}} \right)^{-2} \left( \frac{g_{*s}(T)}{80} \right)^{1/(3+n)} \gtrsim 0.01
\]

with \( q \equiv (n+4)(n+3) \). This gives the lower bound on the parameter \( \omega \) for a given \( f_a \).

If the axion can adiabatically follow the movement of the temporal minimum, then the production of extra axion oscillations are exponentially suppressed in this process. In Refs. [31, 32, 45], the adiabatic suppression mechanism was assumed to work perfectly and such a contribution was neglected. However, as we have seen in the previous section, it depends on the shape of the potential and the initial conditions whether the adiabatic suppression really works. In the following, we will study under what condition the adiabatic suppression works for the QCD axion.

### 4.3 Numerical calculations of axion abundance

Here we solve the equation of motion for the axion taking account of the Witten effect, to see if the adiabatic suppression works and to find a parameter space in which we can explain the observed dark matter density.

Substituting (4.15) to (3.7), we obtain the following equation of motion,

\[
F^2(\tau) \frac{d^2 \theta}{d\tau^2} + F(\tau) \left\{ \frac{dF}{d\tau} \left( \frac{dF}{d\tau} + \sqrt{g_{*s}(\tau)} \tau^{-2} \right) - \frac{d\theta}{d\tau} + \frac{10M_{\text{Pl}}^2}{\pi^2 T_n^3 m_a^2(\tau) \sin \theta} \right\} + k \omega g_{*s}(\tau) \tau^{-3} (\theta - \theta_*) = 0,
\]

where \( \theta \equiv a/f_a \) and

\[
k \equiv \frac{\rho_{\text{crit}} h^{-2} T_n^3}{36 \pi^2 m_a^2 f_a^2 80},
\]

\[ (4.24) \]

\[ (4.25) \]
where $s_0$ is the present entropy density. The time variable $\tau \equiv T_n/T$ is defined as before, where the normalization factor is now chosen as

$$T_n = \sqrt{m_{a,0} M_{Pl}}.$$  

(4.26)

The axion density parameter $\Omega_a = \rho_a/\rho_{crit}$ is obtained by evaluating the asymptotic value of

$$\Omega_a(\omega)/\Omega_a(0) \equiv \Delta.$$  

with

$$\Omega_a(\omega)/\Omega_a(0) = 10^{-1}, 10^{-3}, 10^{-5}, 10^{-7}, 0 0.02 0.04 0.06 0.08 0.10 0.02 0.04 0.06 0.08 0.10.$$  

$\Omega_a(\omega)/\Omega_a(0) = 10^{-1}, 10^{-3}, 10^{-5}, 10^{-7}, 0 0.02 0.04 0.06 0.08 0.10$.

Figure 9. The axion abundance normalized by the case without the Witten effect as a function of $\omega$ for various initial conditions, $|\theta_0 - \theta_{\text{max}}| = 0.01$ (red ●), 0.05 (orange ○), 0.1 (green △), 0.5 (blue □), 1 (magenta ×), and $\pi/2$ (black *) from top to bottom. We take $f_a = 10^{12}$ (left panel) and $10^{11}$ GeV (right panel).

The axion density parameter $\Omega_a = \rho_a/\rho_{crit}$ is obtained by evaluating the asymptotic value of the number to entropy ratio $\eta_a/s$.

In order to see if the adiabatic suppression mechanism works, we plot the ratio between the density parameter with a given nonzero $\Omega_M h^2$ and the one without it (i.e., with $\Omega_M h^2 = 0$) in Fig. 9. We take $\theta_{\text{ini}} = \theta_0$ and $\partial_\tau \theta_{\text{ini}} = 0$ for the initial condition. In this case, the contribution from the first oscillation, Eq. (4.21), is negligible because the initial field value is close to the temporal minimum of the potential.

Fig. 9 shows our results as a function of $\omega$ for $f_a = 10^{12}$ and $10^{11}$ GeV, where the lines with ●, ○, △, □, ×, * correspond to $|\theta_0 - \theta_{\text{max}}| = 0.01, 0.05, 0.1, 0.5, 1, \pi/2$, respectively. As one can see from the left figure, the abundance is not strongly suppressed for $f_a = 10^{12}$ GeV. This is because the potential from the Witten effect is weaker for a larger $f_a$ and the trapping effect is smaller. In both figures, the abundance is more suppressed for a larger $\omega$. This is because the axion is trapped by the Witten effect more strongly for a larger $\omega$ and the adiabatic suppression mechanism works more efficiently.

Next, we evaluate the density parameter for the axion $\Omega_a h^2$ to determine a realistic parameter space where both the axion and the monopole can explain dark matter. The results for $N_H = N_{\text{DW}}$ and $\alpha_H = 0.07$ are shown in Fig. 10 for $f_a = 10^{10}$ GeV (left panel) and $f_a = 10^{11}$ GeV (right panel), where the lines with ●, ○, △, □, × correspond to the cases with $|\theta_0 - \theta_{\text{max}}| = 0.5, 1, \pi/2, \pi - 1, \pi - 0.1$, respectively. Each solid line represents the solution for $\theta_{\text{ini}} = \theta_0 + (N_{\text{DW}}/N_H) (= \theta_0 + 1)$, and each dashed line represents the one for $\theta_{\text{ini}} = \theta_0$. In the former case, an oscillation is induced at $T = T_{\text{osc}}$ and Eq. (4.21) may not be negligible. In the latter case, the contribution from the first oscillation, Eq. (4.21), is negligible because the initial field value is close to the temporal minimum of the potential. The black dotted line represents the upper bound Eq. (4.18).

The left panel of Fig. 10 shows that the axion abundance is strongly suppressed for $f_a = 10^{10}$ GeV and the axion is only a subdominant component of dark matter. For $\Omega_a h^2 \sim$
10^{-0.8-6}, (i.e., for small $\theta_\ast$ and large $\Omega_M h^2$), the solid lines are deviated from the dashed lines. This is because the contribution from the first oscillation becomes important for the case of $\theta_{\text{ini}} = \theta_\ast +1$ in that parameter space. Substituting $\theta_{\text{ini}} = \theta_\ast +1$ into Eq. (4.21), we obtain $\Omega_a^{(1)h^2} \simeq 6 \times 10^{-8}(\Omega_M h^2/0.12)^{-1}$ for $f_a = 10^{10} \text{ GeV}$. In particular, this is independent of $|\theta_\ast - \theta_{\max}|$. These can be actually observed in the left panel of Fig. 10, where the magenta and blue lines are overlapped and satisfy $\Omega_a^{(1)h^2} \sim 6 \times 10^{-8}(\Omega_M h^2/0.12)^{-1}$ for $\Omega_M h^2 \gtrsim 0.05$. One can also see that the green line becomes overlapped for $\Omega_M h^2 \gtrsim 0.1$. This means that the first oscillation around the potential by the Witten effect is dominant in this parameter space, while the second oscillation around the QCD potential is dominant in the other parameter space.

In the right panel, the solid lines are deviated from the dashed lines at a small $\Omega_M h^2$. This is because the adiabatic suppression mechanism is not efficient as $f_a$ is larger than in the left panel. For a small $\Omega_M h^2$, the condition Eq. (4.23) is barely satisfied and the dynamics of the axion depends non-trivially on the initial condition. In the gray-shaded region, the condition Eq. (4.23) is violated and we cannot distinguish between the timing of oscillation by the Witten effect and the QCD effect.

Comparing the two panels in Fig. 10, we can see that the axion abundance becomes larger as $f_a$ increases because the Witten effect is more suppressed. In the right panel, the axion abundance can be comparable to or even larger than the monopole abundance. On the other hand, the axion of $f_a \gtrsim 10^{11} \text{ GeV}$ can be adiabatically suppressed if we take $N_H > N_{\text{DW}}$. This can be seen from Fig. 11, which shows the axion abundance in the case of $N_H/N_{\text{DW}} = 5$ and $f_a = 10^{11} \text{ GeV}$. The initial condition is taken to be $\theta_{\text{ini}} = \theta_\ast$ for each solid line and $\theta_{\text{ini}} = \theta_\ast + (N_{\text{DW}}/N_H)$ for each dashed line.
The reason why the solid lines are deviated from the dashed lines in Fig. 11 is the same as the one in the left panel in Fig. 10. Namely, the contribution Eq. (4.21) becomes important for a very small $\Omega_a h^2$. However, one can see an oscillating behavior in Fig. 11. The deviation appears when the temporal minimum starts to shift around the time when the axion oscillates due to the Witten effect, namely for the case of $T_{\text{osc}} \sim T_{\text{shift}}$. In this case, the oscillation amplitude at $T = T_{\text{shift}}$ has a non-negligible effect on the axion dynamics when the temporal minimum is moving. If the axion moves toward the same (opposite) direction as the temporal minimum, the abundance gets suppressed (enhanced). The result hence depends on the axion field value at $T = T_{\text{shift}}$, which non-trivially depends on $\Omega_M h^2$.

To summarize the above argument, the adiabatic suppression mechanism works for $f_a \lesssim 10^{11}$ GeV and large $\omega |\theta_* - \theta_{\text{max}}|$. For a qualitative understanding of the suppression factor in this case, we plot the ratio of the density parameter with and without the Witten effect as a function of $\omega^{q/2} |\theta_* - \theta_{\text{max}}|$ in Fig. 12. We can fit the result by an exponential function such as

$$\log \left[ \frac{\Omega_a(\omega)}{\Omega_a(0)} \right] \propto -\omega^{q/2} |\theta_* - \theta_{\text{max}}| .$$

(4.27)

Note that, while the lines in the figure are not completely overlapped, all of them exhibit the same exponential dependence like Eq. (4.27). Their differences are only $O(1)$ factors and hence the exponential dependence of Eq. (4.27) is robust. In the next subsection, we will explain that this exponential suppression factor is related to the parameter for the violation of adiabaticity.

4.4 Analytical evaluation of violation of adiabaticity

In this section, we give an analytic derivation of the suppression factor in Eq. (4.27) using a similar analysis used in Sec. 3.
We calculate the parameter for the violation of adiabaticity $\epsilon$ defined by Eq. (3.14) with $m^2_{\text{eff}} \equiv |V''(a)|$. Let us focus on the potential around the temporal minimum, which can be written as

$$V(\phi) = \frac{1}{2} (m^2_{a,M}(T) - m^2_a(T)) \left( a - a_{\text{min}}^{\text{temp}} \right)^2 + \frac{1}{24} \frac{m^2_a(T)}{f_a^2} a^4 + \ldots ,$$

where the dots represent higher-order terms in terms of $a/f_a$ and we define the temporal minimum as

$$a_{\text{min}}^{\text{temp}} = \frac{m^2_{a,M}(T)}{m^2_{a,M}(T) - m^2_a(T)} a_*. $$

The effective mass squared at a field value $a$ is given by

$$m^2_{\text{eff}}(a) = m^2_{a,M}(T) - m^2_a(T) + \frac{1}{2} \frac{m^2_a(T)}{f_a^2} a^2 .$$

As $T$ approaches $T_{\text{shift}}$, the first and second term becomes cancelled and the third term becomes relevant. If we take $a = a_{\text{min}}^{\text{temp}}$, the threshold of the temperature $T_{\text{th}}$ below which the third term becomes relevant is given by

$$m^2_{a,M}(T_{\text{th}}) - m^2_a(T_{\text{th}}) = \left( \frac{1}{2} \frac{m^2_a(T_{\text{th}})}{f_a^2} m^4 a_{\text{min}}^{\text{temp}}(T_{\text{th}}) \right)^{1/3} .$$

Now we shall calculate the parameter for the violation of adiabaticity $\epsilon$, assuming that it is sufficiently small. From this assumption, we expect that $a$ follows its temporal minimum, $a_{\text{min}}^{\text{temp}}$, until $T = T_{\text{th}}$. Then it is calculated as

$$\epsilon(T) \approx \left| \frac{1}{|m_{\text{eff}}|^3} \frac{1}{2f_a^2} \left( -3m^2_{a,M}(T) - nm^2_a(T) \right) \right| ,$$

Figure 12. Same as the right panel of Fig. 9 (i.e., $f_a = 10^{11}$ GeV and $|\theta - \theta_{\text{max}}| = 0.01, 0.05, 0.1, 0.5, 1, \pi/2$) but the horizontal axis is given by the inverse of the parameter for the violation of adiabaticity, $\omega^{\nu/2} |\theta - \theta_{\text{max}}|$. 
for $T \gtrsim T_{\text{th}}$. This is maximum at $T \sim T_{\text{th}}$ and
\begin{align}
\epsilon |T=T_{\text{th}}| &\simeq \frac{(3+n) f_a}{\sqrt{2} t_{\text{th}} m_a (T_{\text{th}}) a_*} \\
&\propto T_{\text{shift}}^{1/2} \omega^{-1/2} |\theta_s - \theta_{\text{max}}|^{-1} \\
&\propto \omega^{-q/2} |\theta_s - \theta_{\text{max}}|^{-1},
\end{align}
where we use Eq. (4.31) and $a_* / f_a = |\theta_s - \theta_{\text{max}}|$. The last line comes from Eq. (4.22). When $\epsilon \ll 1$, the resulting abundance is exponentially suppressed by a factor of $e^{-O(1)/\epsilon}$, so that the power in the exponent is proportional to $\omega^{q/2} |\theta_s - \theta_{\text{max}}|$, which is actually consistent with our numerical result.

5 Discussion and conclusions

We have studied the scalar abundance in the presence of a trapping effect especially near the top of the low-energy potential. As the onset of oscillations is delayed by the trapping effect, one may naively expect that the scalar abundance is enhanced for a stronger trapping effect. This is indeed the case if the scalar field is trapped exactly at the top of the potential, like the flaton in the thermal inflation. However, this is not the case for a singlet scalar field without any special point in the potential, like the modulus field in the adiabatic suppression mechanism.

We have first investigated a toy model with a double-well potential and a Hubble-induced mass term. We have found that the scalar abundance can be logarithmically enhanced only if the scalar field is trapped very near the top of the potential and if the trapping effect is not too strong. For the case with a very strong trapping effect, the scalar abundance is exponentially suppressed because of the adiabatic suppression mechanism, even if the scalar field is trapped very near the top of the potential. The threshold is roughly given by $C \gtrsim \phi_{\text{min}} / \phi$, where $C$ is the coefficient of the Hubble-induced mass and $\phi_{\text{min}}$ is the field value at the minimum of the double-well potential. We have shown that this condition is related with the violation of the adiabaticity of parameters in the scalar potential, $|\langle dm_{\text{eff}} / dt \rangle / m_{\text{eff}}^2|$.

We have also considered the QCD axion model with an effective potential due to the Witten effect in the presence of a monopole. We have clarified the condition for the adiabatic suppression mechanism to work in the vicinity of the top of the potential.\(^3\) The condition can be understood again by the violation of the adiabaticity of parameters in the scalar potential. Compared with the previous works [31, 32], we have added a condition to the gauge coupling $\alpha_H$ so that the SU(2)$_H$ instanton does not change the low-energy minimum of the QCD axion. Because of this condition, it is difficult to realize the adiabatic suppression for $f_a \gtrsim 10^{11}$ GeV. However, the Witten effect can be stronger if the monopole abundance is larger than the observed DM abundance. This scenario is consistent with observations if the monopole can disappear before the BBN. Another possibility is to consider the case of $N_H \gg N_{\text{DW}}$, which can be realized in the clockwork QCD axion model [67, 68].

In summary, we have found that the scalar abundance is exponentially suppressed by the adiabatic suppression mechanism even if one strongly traps it very near the top of the low-energy potential. If the trapping effect is marginally strong, the scalar abundance can be logarithmically enhanced. The only exception is that the top of the low-energy potential

\(^3\)Such initial condition can be realized if the inflaton mixes with the axion, and shift the potential by an amount of $\pi$ [60–63]. (See also [64–66]).
is a symmetry-enhancement point and one can trap the scalar field exactly at the top, like the flaton in the thermal inflation. If one considers an axion, which has a shift symmetry, or a singlet scalar field without any special point in its field space, the abundance is generically suppressed by the adiabatic suppression mechanism in the presence of a sufficiently strong trapping effect or at most logarithmically enhanced by choosing the initial condition extremely close to the top of the potential.
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