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Abstract
One of the most popular methods for context-aware machine translation (MT) is to use separate encoders for the source sentence and context as multiple sources for one target sentence. Recent work has cast doubt on whether these models actually learn useful signals from the context or are improvements in automatic evaluation metrics just a side effect. We show that multi-source transformer models improve MT over standard transformer-base models even with empty lines provided as context, but the translation quality improves significantly (1.51 - 2.65 BLEU) when a sufficient amount of correct context is provided. We also show that even though randomly shuffling in-domain context can also improve over baselines, the correct context further improves translation quality and random out-of-domain context further degrades it.
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1. Introduction
There are two main approaches for incorporating context in neural machine translation (NMT) along with several others, which have not been adapted as widely (Lopes et al., 2020). The most common methods are: 1) data concatenation without changing the model architecture (Tiedemann and Scherrer, 2017), which can even be extended to full documents on both source and target (Junczys-Dowmunt, 2019); 2) training models with multiple separate encoders for main sentences and context (Zhang et al., 2018); and 3) other methods, such as cache-based (Tu et al., 2018), hierarchical attention (Mucilicich et al., 2018; Maruf et al., 2019). The first approach faces the challenge of encoding longer than usual inputs and separating where context ends and content begins. In this work, we focus on the multi-encoder approach and aim to explore three main research questions: 1) is there an optimal amount of previous context sentences; 2) how is translation quality affected by training models using random in-domain context sentences as opposed to random out-of-domain context sentences; and 3) how will translation quality change when using empty lines as context.

Recently there have been several studies (Kim et al., 2019; Li et al., 2020; Jwalapuram et al., 2020) that attribute the success of context-aware NMT to regularisation and noise generated by the additional encoders rather than the actual context. While we are confident that the model alone plays a substantial role in this, we do believe that the correct data matters and even speculate that the second encoder may act as a sort of domain adaptation mechanism on the context data. We wish to direct our research towards the Japanese-English language pair, as it is very common in the Japanese language to omit pronouns and obvious arguments to verbs which can be inferred from context.

2. Related Work
Multi-source and other multi-encoder models have been widely used in several language processing tasks, such as automatic post-editing (Junczys-Dowmunt and Grundkiewicz, 2018; Shin and Lee, 2018), speech recognition (Zhou et al., 2020), multilingual MT (Zoph and Knight, 2016) and multimodal MT (Yao and Wan, 2020). There are also many studies on using multi-encoder models for context-aware MT (Jeon et al., 2017; Zhang et al., 2018) with various degrees of success. Most related work focuses on either only 1-2 previous/next sentences as context (Tiedemann and Scherrer, 2017; Volta et al., 2018) or training on full documents (Junczys-Dowmunt, 2019; Macé and Servan, 2019) with nothing in between. From our preliminary investigation of the English corpus (OntoNotes 5.0) and findings of the previous work Hangyo et al. (2014), more than 20% of the antecedents of anaphoras appear more than two sentences before the current sentence where the anaphoras appear. The detailed distribution of the position of the antecedents is shown in Figure 1. This indicates that the existing models which consider only 1-2 previous sentences are not sufficient. In this paper, we explore variations of using...
0-4 previous sentences as context. 

Li et al. (2020) experimented with training models using a fixed sentence or randomly sampled words from the vocabulary as context and compared the results to using the actual previous sentence as context. They found that the model still improves over the baseline transformer even with incorrect context and in some cases even outperforms models trained with correct context. 

Kim et al. (2019) explore how removing specific parts of the context impacts multi-encoder MT performance. They find that actual utilisation of document-level context is rarely interpretable, but filtering out stop-words and most frequent words from the context or keeping only named entities or specific parts of speech (POS) does not strongly impact translation quality. They also experiment with using longer context of up to 20 sentences and show that performance drops with more than 1-2 sentence context when using full sentences, but is more stable and even improves when retaining only specific POS in the context. 

Stojanovski and Fraser (2020) train multi-domain models for translating from English into German using the concatenation approach with 1, 5 and 10 context sentences and separate embeddings to specify the domain of each sentence. They find that the best results are from either the 5 or 10 context sentence model, depending on the domain of the evaluation data. They also perform an ablation experiment by providing context from a different domain at evaluation time for a model trained on the correct context. 

We hypothesise that it is actually not the random or fixed sentences provided as context that improves multi-encoder MT output over the baseline, but rather the larger model architecture. To prove this, we extend these experiments by training models with empty lines as context and show that that alone is enough to outperform the baseline transformer model. 

We also believe that using random tokens from the same training corpus as context improves the final translation by essentially performing as domain adaptation. To verify this, we train separate models using 1) randomly sampled sentences from the same corpus and 2) randomly sampled sentences from a completely different corpus as context. We find clear differences between the two randoms as well as a difference between the best random and best actual context model. 

3. Multi-source Transformer Model 

There are several different ways to implement multi-source encoder models for MT like concatenating outputs from multiple encoders (Pal et al., 2018) or averaging them. For our experiments, we follow the approach that Junczys-Dowmunt and Grundkiewicz (2018) used for automatic post-editing, where the original transformer (Vaswani et al., 2017) is supplemented by a second encoder and a second multi-head attention block is stacked above the previous multi-head attention block. 

We consider two main configurations for training our models, which differ only by the data that is provided to the second encoder as context. The first is n-context, where n is 0-4 specifying the maximum number1 of previous context sentences for each content sentence. For the second configuration, we chose to use an n of 3 (due to good performance in the first configuration and too few antecedents being further as shown in Figure 1) and train models with random in-domain context (3-random-ind) and random out-of-domain context (3-random-ood). 

4. Experiments 

We experiment with training EN↔JA models with several slightly differing configurations. We used the document-aligned Japanese-English conversation corpus (Rikters et al., 2020) as training data, which contains about 220k parallel sentences from about 3k documents. We used the development and evaluation data from the corpus, each containing about 2k sentences from 69 documents, for

1Note that even if n is 4, the first sentence of each document will always have 0 context, the second will have 1 and so on.
development and evaluation of our models. For pre-processing we used only Sentencepiece (Kudo and Richardson, 2018) to create a shared vocabulary 16k tokens. We did not perform other tokenisation or truecasing for the training data. We used Mecab (Kudo, 2006) to tokenise the Japanese side of the evaluation data, which we used only for scoring. The English side remained as-is. The parameter count was about 53M for the baseline transformers and 78M for the multi-source models. We use Marian (Junczys-Dowmunt et al., 2018) to train transformer-base models as baselines and seven different configurations of multi-source transformer models using up to 4 previous sentences as context, up to 3 random sentences from the same training data as context, and up to 3 random sentences from JPParacrawl (Morishita et al., 2020) (a different, unrelated corpus made up of web-crawled texts) as context. In all experiments with more than one context sentence, the context sentences were provided in a single file to the additional encoder divided by the tabulation symbol. Each model was trained using three random seeds (347155, 42, 9457) on two TITAN Xp GPUs until convergence (loss not improving for 7 checkpoints) with training time of about one day per model. We use the SacreBLEU2 tool (Post, 2018) to evaluate automatic translations and calculate BLEU (Papineni et al., 2002), NIST (Doddington, 2002) and ChrF (Popović, 2015) scores. Experiment results are summarised in Table 1 and the most distinctive results of BLEU scores are visualised in Figure 2. We apply paired bootstrap resampling (Koehn, 2004) to calculate significance intervals of BLEU and NIST scores. Here we see that all results significantly outperform the baseline models, even the 0-context and random context ones. However, if we consider models with 0-context as our true baseline, then models with out-of-domain random context are within the margin of error while all JA→EN models with in-domain context score significantly higher than that. For EN→JA, there is a slight overlap of 0.06 BLEU in the error intervals between the 0-context model and the highest scoring model which used 2 context sentences, but according to the NIST score, there is a significant difference. We further verify the significance of this difference in the human evaluation section.

The results also show that there are differences in automatic evaluation scores between all models trained using 1-4 or random 3 sentence actual context, but they are within the margin of error of each other. Nevertheless, we can see that in both translation directions using 3 actual context sen-

Table 1: Automatic evaluation results.

| Setting | BLEU   | NIST     | ChrF2 |
|---------|--------|----------|-------|
| EN→JA  |        |          |       |
| baseline | 11.86 ± 0.71 | 3.87 ± 0.10 | 29.68 |
| 0-context | 14.00 ± 0.76 | 4.17 ± 0.10 | 32.21 |
| 1-context | 14.93 ± 0.78 | 4.36 ± 0.10 | 33.44 |
| 2-context | 15.51 ± 0.81 | 4.45 ± 0.10 | 34.30 |
| 3-context | 15.26 ± 0.82 | 4.42 ± 0.11 | 33.92 |
| 4-context | 15.19 ± 0.79 | 4.36 ± 0.11 | 33.68 |
| 3-rand-ind | 15.18 ± 0.78 | 4.36 ± 0.10 | 33.86 |
| 3-rand-ood | 14.43 ± 0.80 | 4.26 ± 0.10 | 32.85 |
| WMT20 | 12.99 | 3.98 | 31.09 |
| WMT20+ | 15.33 | 4.40 | 33.97 |
| JA→EN  |        |          |       |
| baseline | 12.35 ± 0.77 | 3.48 ± 0.11 | 40.88 |
| 0-context | 15.31 ± 0.85 | 4.02 ± 0.14 | 44.74 |
| 1-context | 17.29 ± 0.87 | 4.39 ± 0.14 | 47.12 |
| 2-context | 17.34 ± 0.88 | 4.43 ± 0.14 | 47.33 |
| 3-context | 17.96 ± 1.02 | 4.51 ± 0.14 | 47.73 |
| 4-context | 17.14 ± 0.92 | 4.36 ± 0.14 | 46.83 |
| 3-rand-ind | 17.65 ± 0.91 | 4.52 ± 0.13 | 47.67 |
| 3-rand-ood | 16.56 ± 0.92 | 4.28 ± 0.14 | 46.45 |
| WMT20 | 16.29 | 4.33 | 45.54 |
| WMT20+ | 18.44 | 4.61 | 48.12 |

5. Human Evaluation

We perform human evaluation to compare the 0-context baseline and our highest scoring models (3-context for JA→EN and 2-context for EN→JA). Following the pairwise evaluation method from the WAT workshop (Nakazawa et al., 2019), we randomly sample 400 sentences from each translation direction and employ 5 evaluators to perform a blind comparative evaluation task by specifying if the translation is better or worse than the baseline (−1 or 1) or are they equal (0). Note that the evaluators had access to the context sentences so they could consider the context for the evaluation, however, they had no access to the system names. The final decision for a sentence is determined as a win if the sum of evaluations \( S \geq 2 \), a loss if \( S \leq 1 \) or a tie if \( S = 0 \).

---

1Version string: BLEU+case.mixed+numrefs.1+smooth. exp+tok.13a+version.1.2.21

2http://www.statmt.org/wmt20/translation-task.html
Table 2: Human evaluation results comparing wins, losses and ties for the 2-context EN→JA model and 3-context JA→EN model against the 0-context models.

|           | JA→EN | EN→JA |
|-----------|-------|-------|
| Wins      | 131   | 107   |
| Losses    | 48    | 61    |
| Ties      | 221   | 232   |
| Score     | 20.75 ± 3.67 | 11.50 ± 3.50 |
| Agreement | 67.65 | 64.90 |
| Kappa     | 0.47  | 0.51  |

Table 2 shows that in both directions models with actual context significantly outperform models with empty lines as context, even for EN→JA where the difference in BLEU scores was not significant. We also calculated the Free-Marginal Kappa (Randolph, 2005) values for the evaluations to measure inter-annotator agreement between evaluators. The results (EN→JA overall agreement - 64.90%, Free-marginal kappa - 0.47; JA→EN overall agreement - 67.65%, Free-marginal kappa - 0.51) show intermediate to good agreement.

6. Conclusion

In this paper, we explored how the data that is provided as context in the second source encoder of multi-source transformer models impacts the final translation quality. Firstly, we found that using only one previous sentence as context is not the optimal choice - two or three seem to be better, but this obviously depends on the data used, languages in question and translation direction.

Another interesting finding is that the multi-source transformer model significantly outperformed the baseline transformer without any additional data at all. Our intuition is that this is due to the larger model architecture which sees the second empty source as noise and therefore learns clearer distinctions in the actual training data.

Lastly, we have shown that not all random data provided as previous context to multi-source transformer models has equal effect. Using in-domain random context led to 0.75 to 1.09 more BLEU than using out-of-domain random context, and both versions of random context were still slightly worse (0.08 - 0.31 BLEU) than the same corresponding models that used the correct context. This encourages us to perhaps focus more on considering similar-domain comparable data for context-aware modelling in future work as opposed to directly parallel data, which is often more expensive and more difficult to acquire.

7. Future Work

For future work, we plan to perform similar experiments on different less explored language pairs, which is challenging due to the requirement of a decent amount of document-aligned data, preferably with document boundaries. We would also be interested in probing the trained models and exploring what was learned by training on empty context lines. Another interesting avenue to explore would be to verify if other context sentences from the same paragraph or even the same document are more beneficial than other random sentences from elsewhere in the same corpus as opposed to other random sentences from other unrelated corpora.
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Limitations

In this work, we only considered training our models on data that is confirmed to be document-level and has reliable alignments. Also, since hyper-parameter tuning on training large models is computationally very costly, we opt for choosing mostly default parameters in our experiments. While it would be interesting to compare the dual-encoder
model with a single-encoder model of similar parameter count, it is difficult to choose which part of the model to upscale, since the parameter count difference is 1.5x. Ablation experiments of varying layer counts, hidden, feed-forward sizes, etc. would be required.
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