Optical tweezers: theory and practice
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Abstract The possibility for the manipulation of many different samples using only the light from a laser beam opened the way to a variety of experiments. The technique, known as Optical Tweezers, is nowadays employed in a multitude of applications demonstrating its relevance. Since the pioneering work of Arthur Ashkin, where he used a single strongly focused laser beam, ever more complex experimental set-ups are required in order to perform novel and challenging experiments. Here we provide a comprehensive review of the theoretical background and experimental techniques. We start by giving an overview of the theory of optical forces: first, we consider optical forces in approximated regimes when the particles are much larger (ray optics) or much smaller (dipole approximation) than the light wavelength; then, we discuss the full electromagnetic theory of optical forces with a focus on T-matrix methods. Then, we describe the important aspect of Brownian motion in optical traps and its implementation in optical tweezers simulations. Finally, we provide a general description of typical experimental setups of optical tweezers and calibration techniques with particular emphasis on holographic optical tweezers.

1 Introduction

The ability of light to exert a force on matter was recognised as early as 1619 by Kepler \cite{1} who first described the deflection of comet tails by the rays of the sun. However, only the inclusion of light phenomena within Maxwell’s theory of electromagnetism in the late nineteenth century led to the prediction of radiation pressure along the direction of light propagation \cite{2}. Early experiments to detect the mechanical effects of light were performed by Nichols and Hull \cite{3} and Lebedev \cite{4}, who succeeded in detecting the radiation pressure acting on macroscopic objects using thermal light sources (electric or arc lamps) and a torsion balance. A few decades later, Beth \cite{5} reported the first experimental observation of the torque on a macroscopic object resulting from interaction with light: he observed the deflection of a quartz wave plate suspended from a thin quartz fiber when circularly polarised light passed...
Fig. 1 Typical objects that are trapped in optical manipulation experiments. Typically, the trapping wavelength is in the visible or near-infrared spectral region through it. The magnitude of these effects was, however, so small that they were considered insignificant for any practical use [6]. Indeed, only in 1970, and thanks to the advent of the laser [7], has it become possible to concentrate enough optical power in a small area to significantly affect the motion of microscopic particles [8] or atoms [9]. This development led to the invention of optical tweezers by Arthur Ashkin [10,11], i.e. a tightly focused laser beam that can hold and manipulate a microscopic particle in the high-intensity region that is formed at the focal spot. Optical tweezers and other optical manipulation techniques have heralded a revolution in the study of microscopic systems, spearheading new and more powerful techniques, e.g. to study biomolecules, to measure forces that act on a nanometre scale and to explore the limits of quantum mechanics. As shown in Fig. 1, the range of objects that have been optically manipulated is broad and goes from single atoms to entire mammalian cells. For the invention of optical tweezers, Arthur Ashkin was awarded the 2018 Nobel Prize in Physics (half of the prize).

From the very earliest experiments, optical trapping and optical manipulation have been applied to the biological sciences, starting by using them to trap an individual tobacco mosaic virus and *Escherichia coli* bacterium [12]. In the early 1990s, the use of optical force spectroscopy to characterise the mechanical properties of biomolecules and motor proteins was developed [13–15]. These biomolecular motors are ubiquitous in biology and are responsible for transport and mechanical action within the cell. Optical traps allowed biophysicists to observe the forces and dynamics of nanoscale motors at the single-molecule level, and optical force spectroscopy has led to greater understanding of the nature of these force-generating molecules [16,17]. Since then, optical tweezers have also proven useful in many other areas of physics [18–26], nanotechnology [27], chemistry [28], soft matter [29,30], and nanothermodynamics [31].
Ghislain and Webb [32] extended the capabilities of optical tweezers by devising a new kind of scanning probe microscopy using an optically trapped particle as a probe. This technique was later called photonic force microscopy [33] and provides the capability of measuring forces in the range from femtonewtons to piconewtons, a value well below that reachable with techniques that are based on microfabricated mechanical cantilevers, such as atomic force microscopy [34].

The range of optical tweezers applications has been greatly expanded by the use of advanced beam-shaping techniques, where the structure of an optical beam is altered by a diffractive optical element [35] (DOE), e.g. to produce multiple optical traps at definite positions [23,24]. Typically, a DOE is placed in a plane conjugate to the objective focal plane so that the complex field distribution in the trapping plane is the Fourier transform of that in the diffractive optical element plane. Often, the DOE is a computer-controlled liquid-crystal spatial light modulator [36], since this affords the potential for dynamically changing the form of the DOE, thus permitting real-time control over number, intensity and positions of the optical traps. With this technique, it is also possible to generate more complex trapping configuration, e.g. using Laguerre–Gaussian beams, which can produce torques by the transfer of orbital angular momentum [37–39].

2 Theory of optical trapping

The radiation force exerted by light on matter stems from the conservation of electromagnetic momentum during the scattering process. Historically, optical forces have been generally understood within strong approximations based on limiting size regimes. In fact, when the particle size is much bigger, the ray optics regime [40,41], or much smaller, the dipole approximation regime [42], than the wavelength of the light, remarkable simplifications can be made in the calculation of the force exerted. However, when the particle dimensions are comparable with the optical wavelength, the intermediate regime, a complete wave-optical modelling of the particle-light interaction is necessary for calculating the optical forces. For spherical particles, the Lorenz–Mie theory can be used to generate accurate numerical results for essentially any size and refractive index [43,44]. However, the situation becomes much more complex for non-spherical particles, e.g. elongated particles, optically anisotropic particles, and inhomogeneous particles [45]. Moreover, in optical trapping experiments complex objects from tens of nanometers to tens of micrometers are manipulated, and cells, biological structures, metallic, dielectric, or hybrid structures are often far from the two extreme regimes or from spherical shapes. Figure 1 provides an illustration of the range of sizes, shapes and inhomogeneous structures and compositions of objects that have been successfully manipulated in optical tweezers. Thus, in most cases full electromagnetic calculations need to be used to have a correct prediction of the optical trapping behaviour.

2.1 Ray optics

As is the case for many physical problems, approximate approaches are often a valuable source of physical insight that can readily and quickly give answers to complex problems. Furthermore, they have a huge pedagogical content since they are often amenable to analytical calculations. The range of validity of these approximate approaches is determined by the size parameter of the particle, defined as:

\[ \xi = 2\pi a n_m / \lambda_0, \]
Fig. 2 Scattering and optical forces associated with a ray impinging on a sphere. a, b Multiple scattering of a light ray impinging on a sphere a in 3D and b in the incident plane. All the reflected and transmitted rays, as well as the optical force acting on the sphere lie in the plane of incidence. c Trapping efficiencies for a ray impinging on a glass sphere in water taking into account all scattering events

where \( a \) is the characteristic size of the particle (e.g. the radius in the case of a sphere), \( \lambda_0 \) the trapping wavelength in vacuum, and \( n_m \) the refractive index of the surrounding medium (often water or air for optical manipulation experiments). Ray optics is valid when \( \xi \gg 1 \) and, furthermore, its accuracy increases as the size-parameter grows [40,41]. By comparison, all exact theories for non-spherical particles become unpractical when the size parameter exceeds a certain threshold. This makes ray optics an extremely useful and effective approach when dealing with large (relative to the optical wavelength) particles.

Let us consider a particle with a refractive index \( n_p \), immersed in a homogeneous, non magnetic, non-dispersive medium with refractive index \( n_m < n_p \), and illuminated by a laser beam with vacuum wavelength \( \lambda_0 \) and hence wavenumber \( k_m = 2\pi n_m/\lambda_0 \) in the medium surrounding the particle. In the ray optics regime, the optical field may be described as a collection of \( N \) rays, each of which is associated with a portion, \( P_i \), of the incident power, \( P = \sum_i P_i \), and carries a linear momentum \( n_m P_i/c \) past a fixed plane in unit time.

To understand the forces that act on a trapped microscopic particle, we start with a minimalistic model: the force due to a single ray \( r_i \) hitting a dielectric sphere at an angle of incidence \( \theta_i \) (Fig. 2a, b). When \( r_i \) strikes the sphere, a small amount of power is diverted into the reflected ray \( r_{r,0} \), while most of the power is carried by the transmitted ray \( r_{t,0} \). The ray \( r_{r,0} \) crosses the sphere until it reaches the opposite surface, where again it is largely transmitted outside the sphere into the ray \( r_{t,1} \), while a further small amount is reflected inside the sphere into the ray \( r_{r,1} \). The ray \( r_{r,1} \) undergoes another scattering event as soon as it reaches the sphere boundary, and the process continues until all light has escaped from the sphere. At each scattering event, the change in momentum of the ray causes a reaction force on the center of mass of the particle. By considering these multiple reflection and refraction events, the optical force can be calculated directly as [41]:

\[
F_{\text{ray}} = \frac{n_m P_i}{c} \hat{r}_i - \frac{n_m P_i}{c} \hat{r}_{r,0} - \sum_{j=1}^{+\infty} \frac{n_m P_{t,j}}{c} \hat{r}_{t,j},
\]

where \( \hat{r}_i, \hat{r}_{r,j}, \) and \( \hat{r}_{t,j} \) are unit vectors representing the direction of the incident ray and the \( j \)th reflected and transmitted rays, respectively, calculated using Fresnel’s reflection and transmission coefficients. Generally, most of the momentum transferred from the ray to the particle is due to only the first two scattering events, especially for small angle of incidence.
The force $\mathbf{F}_{\text{ray}}$ in Eq. (2) has components only in the plane of incidence (Fig. 2b) and can be split into two perpendicular components. The component in the direction of the incoming ray $\hat{r}_i$ represents the scattering force, $F_{\text{ray},s}$, that pushes the particle in the direction of the incoming ray ($\hat{r}_i$). The component perpendicular to the incoming ray is the gradient force, $F_{\text{ray},g}$, that pulls the particle in a direction perpendicular to that of the incoming ray ($\hat{r}_\perp$). Dividing the force components, $F_{\text{ray},s}$ and $F_{\text{ray},g}$, by the rate of momentum flow in the incident ray $n_i P_i/c$, it is possible to define the dimensionless quantities known as the trapping efficiencies associated with the scattering and gradient forces, i.e.

$$
Q_{\text{ray},s} = \frac{c}{n_m P_i} F_{\text{ray},s},
$$

$$
Q_{\text{ray},g} = \frac{c}{n_m P_i} F_{\text{ray},g},
$$

and the total trapping efficiency as their quadrature sum

$$
Q_{\text{ray}} = \sqrt{Q_{\text{ray},s}^2 + Q_{\text{ray},g}^2}.
$$

The trapping efficiencies permit one to quantify how effectively momentum is transferred from the light ray to the particle, the theoretical maximum value that they can reach is 2, corresponding to complete reflection of a ray at normal incidence. Figure 2c shows the trapping efficiencies for a glass sphere in water; these reach up to 30% of their theoretical maximum value. $Q_{\text{ray},g}$ grows much faster than $Q_{\text{ray},s}$ as the angle of incidence increases and the maximum efficiencies are obtained for relatively large angles of incidence ($\approx 80^\circ$). It is interesting to note also that these results are independent of the size of the sphere. The scattering and gradient efficiencies of a circularly polarised ray on a sphere were derived by Ashkin [40]:

$$
Q_{\text{scat}} = 1 + R \cos 2\theta_i - T^2 \cos(2\theta_i - 2\theta_r) + R \cos 2\theta_i,
$$

$$
Q_{\text{grad}} = R \sin 2\theta_i - T^2 \sin(2\theta_i - 2\theta_r) + R \sin 2\theta_i,
$$

where $R$ and $T$ are the Fresnel reflection and transmission coefficient, and $\theta_i$ and $\theta_r$ are the incidence and transmission angle relative to the scattering of the incident beam.

To model an optical trap, we must not only consider a single incident ray but all the rays constituting a highly-focused laser beam, that is a set of many rays that converge at a very large angle. This means that the total force acting on the particle is the sum of all the contributions from each ray forming the beam. For a single-beam optical trap, the focused rays will produce a restoring force proportional to the particle’s displacement from an equilibrium position that lies close to the beam waist. Hence, in one direction, $x$, for very small displacements, we have a harmonic response of the type $F_x \approx -\kappa_x x$, where $\kappa_x$ is the spring constant or trap stiffness in the $x$ direction and the origin of the axis is taken at the trap equilibrium position. A calculation or measurement of the spring constants in the three orthogonal directions gives a calibration of the optical trap.

A geometrical optics approach can also be employed to study more complex non-spherical geometries, as long as all the characteristic dimensions of the object under study are significantly larger than the wavelength of the light used for trapping. There are, however, two major differences. First, in the case of non-spherical objects a significant torque can also appear inducing the rotation of the object. This effect is known as the windmill effect because of its analogy to the motion of a windmill, where the wind in this case is the flow of momentum.
due to the electromagnetic field [46]. The torque due to a single ray can be calculated as the difference of the angular momentum associated with the incoming ray and that associated with the outgoing rays. The total torque on the object can then be calculated as the vector sum of the torques due to each ray. Second, while for a spherical particle the radiation pressure of a plane wave, i.e. a set of parallel rays, is always directed in the propagation direction because of symmetry, for particles of anisotropic shapes the radiation pressure has a transverse component that is responsible for an optical lift effect, i.e. non-spherical particles can move transversely with respect to the incident light propagation direction [47,48].

2.2 Dipole approximation

The dipole approximation is based on the assumption that particles can be approximated as small dipoles, and that fields are homogeneous inside the particles. This sets a range of validity that is expressed by two conditions [49]:

(i) $\xi \ll 1$,  
(ii) $|m|\xi \ll 1$,

where $m = n_p/n_m$ is the relative refractive index between the particle, $n_p$, and the surrounding medium. Note that the condition (ii) needs to be considered with care, especially when dealing with nanostructures that are often made of materials with high refractive index, e.g. for silicon nanoparticles ($n_p \sim 3.7$ at $\lambda \sim 830$ nm).

An incident electromagnetic field $E_i$ induces an electric dipole moment, $p$, that, for sufficiently small fields, can be expressed in terms of the particle polarisability as

$$p = \alpha_p(\omega)E_i,$$  \hspace{1cm} (8)

where $\alpha_p$ is the complex polarisability of the particle relative to the surrounding medium given by [50]

$$\alpha_p = \frac{\alpha_{CM}}{1 - i\alpha_{CM}k^2/(6\pi \varepsilon_0\varepsilon_m)},$$  \hspace{1cm} (9)

with $\alpha_{CM}$ being the static Clausius-Mossotti polarisability, i.e.

$$\alpha_{CM} = 3V\varepsilon_0\varepsilon_m \left( \frac{\varepsilon_p - \varepsilon_m}{\varepsilon_p + 2\varepsilon_m} \right),$$  \hspace{1cm} (10)

where $\varepsilon_m$ and $\varepsilon_p$ are the relative permittivities of the medium and particle, respectively, and $V$ is the particle volume. The complex polarisability $\alpha_p$, which typically depends on the frequency of the electromagnetic field $\omega$, has a real part, $\alpha_p'$, which represents the oscillation of the dipole in phase with the field, and an imaginary part, $\alpha_p''$, which represents its oscillation in phase quadrature.

The time-averaged optical force experienced by an electric dipole in the presence of a time-varying electric field can then be expressed in terms of cross sections and particle’s polarisability [51–53]:

$$F_{DA} = \frac{1}{4}\alpha_p'\nabla|E_i|^2 + \frac{n_m\sigma_{ext}}{c}S_i - \frac{1}{2}n_m\sigma_{ext}c\nabla \times s_d,$$  \hspace{1cm} (11)

where $\sigma_{ext} = k\text{Im}\{\alpha_p\}/\varepsilon_m$ is the particle extinction cross section, $S_i$ is the time-averaged Poynting vector of the incident electromagnetic field, and $s_d$ is the time-averaged spin density [54,55].

The first term in Eq. (11) is the gradient force:

$$F_{\text{grad}}(\mathbf{r}) = \frac{1}{4}\alpha_p'\nabla|E_i(\mathbf{r})|^2.$$  \hspace{1cm} (12)
This is the force that is responsible for confinement in optical tweezers. It arises from the potential energy of a dipole immersed in the electric field, and hence it is a conservative force. Since the intensity of the electric field is \( I = \frac{1}{2} c n_m |E|^2 \), we can re-write the gradient force in terms of the gradient of intensity as

\[
F_{\text{grad}}(\mathbf{r}) = \frac{1}{2} \frac{\alpha_p'}{c n_m} \nabla I(\mathbf{r}).
\]

Therefore, particles with positive polarisability, i.e. particles whose refractive index is higher than that of the surrounding medium, are attracted towards the high-intensity region of the optical field [10], and particles with negative polarisability, i.e. particles whose refractive index is lower than that of the surrounding medium, are repelled by the high-intensity regions, such as at the focal spot of a focused beam (Fig. 3a).

Let us consider as an example an incident laser beam with a typical Gaussian intensity profile:

\[
I(\rho) = I_0 e^{-\frac{\rho^2}{w_0^2}},
\]

where \( \rho \) is the radial coordinate in the transverse plane, \( I_0 \) is the maximum intensity and \( w_0 \) is the laser beam waist. This intensity distribution and the corresponding optical forces on a small particle with a high relative refractive index are shown in Fig. 3b. For small displacement from the beam axis, \( \rho/w_0 \ll 1 \), we can expand the profile, \( I(\rho) \approx I_0(1 - 2\rho^2/w_0^2) \), and approximate the radial component of the optical force as an elastic force proportional and opposite to the displacement from the origin, i.e. \( F_{\text{grad},\rho}(\rho) = -\kappa_\rho \rho \), where

\[
\kappa_\rho = 2 \frac{\alpha_p'}{c n_m} \frac{I_0}{w_0^2}.
\]

Equation (15) reveals that \( \kappa_\rho \) is proportional to the electric field intensity and to the real part of the polarisability, i.e. to the particle volume for small dipolar particles. Furthermore, \( \kappa_\rho \) is inversely proportional to the beam area, so, as may be expected, tighter focusing leads to

---

**Fig. 3** Gradient forces generated by a focused Gaussian beam. a Intensity distribution at the focus of a 1.2 NA water-immersion objective for an x-polarised Gaussian beam with beam waist \( w_0 = 4 \text{ mm} \); the laser beam wavelength is \( \lambda_0 = 632 \text{ nm} \) and the full laser power after the aperture is 10 mW; the iso-intensity surfaces correspond to \( I(x, y, z) = 50, 20, 10, 5 \text{ GW m}^{-2} \). b Gaussian intensity profile (background) in the transverse xy-plane and corresponding optical gradient forces (arrows) on a small dielectric particle whose refractive index is higher than that of the surrounding medium. c Optical potential along the radial direction (solid line) and its approximation with a harmonic potential (dashed line).
stronger confinement. The corresponding radial potential, \( U_{DA}(\rho) = \frac{1}{2} \kappa \rho^2 \), is plotted by the dashed line in Fig. 3c, showing that it is a good approximation to the real potential (solid line) for small particle displacements from the potential minimum. A similar analysis may be made for the axial direction, although the spring constant in this direction will be found to be weaker.

The second and third terms in Eq. (11) represent the non-conservative components of the optical force. The second term is the radiation pressure or scattering force:

\[
F_{\text{scat}}(\mathbf{r}) = \frac{n_m \sigma_{\text{ext}}}{c} S_i(\mathbf{r}).
\] (16)

It arises from the transfer of momentum from the field to the particle as a result of scattering and absorption processes, as is revealed by the fact that \( F_{\text{scat}} \) is proportional to the extinction cross section \( \sigma_{\text{ext}} \). This force points in the direction of the Poynting vector, \( S_i \) [8]. However, note that this direction not always coincides with the direction of the local field propagation [56,57].

The last term in Eq. (11) is the so-called spin-curl force [53,55]:

\[
F_{\text{spin}}(\mathbf{r}) = -\frac{1}{2} \sigma_{\text{ext}} c \nabla \times s_d(\mathbf{r}).
\] (17)

In order for this force to arise, the polarisation of the field must be non-homogeneous, which may occur, e.g. in the case of high numerical aperture focusing. This force is relatively small compared to the gradient and scattering forces and, therefore, does not usually play a major role in optical trapping experiments. However, it may yield larger effects when considering higher-order optical beams with inhomogeneous polarisation patterns such as superpositions of circularly polarised Hermite–Gaussian beams [58] or cylindrical vector beams [59–61].

Here, we represented the non-conservative components of the optical force in terms of the well-known radiation pressure plus the spin-curl force. Alternatively, the time-averaged Poynting vector can be decomposed into the sum of an orbital and spin momentum density [62] and hence the non-conservative optical forces can be related to the orbital component of the field momentum directed as the local wavevector [55,56]. Thus, spin-dependent optical forces occur when the Poynting vector is not directed as the local wavevector and a transverse chiral component of the force can be identified [57,63].

2.3 Electromagnetic theory

The intermediate regime is characterised by a size of the particle that is comparable to the optical wavelength. In the intermediate regime, the dipole and geometrical optics approximations are not strictly valid. Therefore, a full wave-optical modelling of the interaction between light and particles (i.e. light scattering) is required to calculate optical forces and torques. Starting from the laws of conservation of linear and angular momentum, it is possible to derive the resulting optical force and torque from the distribution of the scattered fields. In particular, by exploiting the conservation of linear momentum, the time-averaged optical force exerted by monochromatic light on a particle is found to be [64–67]:

\[
F_{\text{rad}} = \int_S \overline{T}_M \cdot \mathbf{\hat{n}} \, dS,
\] (18)

where the integration is carried out over a surface \( S \) surrounding the scattering particle. The vector \( \mathbf{\hat{n}} \) is the (outwards) unit vector normal to the \( S \), and \( \overline{T}_M \) is the time-averaged Maxwell stress tensor which describes the mechanical interaction of an electromagnetic field with
matter, which needs to be defined carefully [68]. For harmonic fields, this quantity is defined in terms of the total fields complex amplitudes, \( E_t \) and \( B_t \), as

\[
T_M = \frac{1}{2} \varepsilon_m \text{Re} \left[ E_t \otimes E_t^* + \frac{c^2}{n_m^2} B_t \otimes B_t^* - \frac{1}{2} \left( |E_t|^2 + \frac{c^2}{n_m^2} |B_t|^2 \right) I \right],
\]

(19)

where \( \otimes \) represents the dyadic (outer) product, \( I \) is the unit dyadic, and the fields \( E_t = E_i + E_s \) and \( B_t = B_i + B_s \) are the total electric and magnetic fields resulting from the superposition of the incident \((E_i, B_i)\) and scattered \((E_s, B_s)\) fields. Similarly, by exploiting the conservation of angular momentum, the time-averaged radiation torque is found to be [69]

\[
T_{\text{rad}} = -\int_S \left( \bar{T}_M \times \mathbf{r} \right) \cdot \mathbf{n} \, dS.
\]

(20)

In the far-field region, the expressions for the radiation force and torque can be significantly simplified. By performing the integration over a spherical surface of very large radius, \( r \to \infty \), fast decaying terms in the integration may be neglected and the radiation force and torque are [64–67]

\[
F_{\text{rad}} = -\frac{\varepsilon_m h^2}{4} \int \left[ |E_s|^2 + \frac{c^2}{n_m^2} |B_s|^2 + 2 \text{Re} \left\{ E_i \cdot E_s^* + \frac{c^2}{n_m^2} B_i \cdot B_s^* \right\} \right] \hat{r} \, d\Omega,
\]

(21)

\[
T_{\text{rad}} = -\frac{\varepsilon_m h^3}{2} \text{Re} \left\{ \int \left[ \left( \hat{r} \cdot E_i \right) \left( E_i^* \times \hat{r} \right) + \frac{c^2}{n_m^2} \left( \hat{r} \cdot B_i \right) \left( B_i^* \times \hat{r} \right) \right] \, d\Omega \right\},
\]

(22)

where the integration is now carried out over the full solid angle \((\Omega = 4\pi)\). These expressions are the starting point for the electromagnetic calculations of optical forces and torques in optical trapping in the intermediate size regime as well as for inhomogeneous and non-spherical scatterers. The key point is to solve the scattering problem by calculating the scattered fields and consequently the Maxwell stress tensor, from which the optical force and torque can be found, as in Eqs. (18) and (20). However, the calculations of forces and torques in this regime can be a complicated and cumbersome procedure [45]; thus, various approaches have been developed to handle this problem [70,71]. Among the different methods, one successful approach is based on the calculation of the transition matrix (T-matrix) [45]; this is particularly useful and computationally effective because it is possible to exploit the rotation and translation properties of the T-matrix to obtain at once optical forces and torques for different positions and orientations of the trapped particles [65–67,69,72–77].

In Fig. 4, we compare the results for the transversal trapping stiffness \( \kappa_x \) for a spherical particle held by an optical tweezers as a function of the particle radius \( a \) obtained with the exact electromagnetic calculations (solid line) with those obtained with geometrical optics (dashed line) and with dipole approximation (dotted line). Interestingly, the agreement is quite good also beyond the range of particle sizes where the approximations are strictly valid.

2.3.1 T-matrix methods

When using T-matrix methods, the incident, scattered and internal fields are expanded in terms of vector spherical harmonics. The relation between the expansion amplitudes of the scattered and of the incident fields defines the T-matrix; thus, the scattering problem is reduced to the calculations of these coefficients through, e.g. the imposition of the boundary conditions across the surface of the particle, or by point matching numerically the fields at the surface [11,45]. T-matrix methods work best with objects that are highly symmetric in
Fig. 4 Comparison between exact electromagnetic theory, geometrical optics and dipole approximation. Transverse trap stiffness produced by a 10 mW laser beam of wavelength $\lambda_0 = 632$ nm focused by a 1.2 NA objective on a dielectric sphere of radius $a$ ($n_p = 1.50$) in water ($n_m = 1.33$). The solid line represents the exact electromagnetic calculation. The dipole approximation (dotted line) works for small spheres ($a \ll \lambda_0$). The geometrical optics approximation (dashed line) works for large spheres ($a \gg \lambda_0$). Inset: reference frames used to calculate the radiation force from a focused beam; the scattering problem is solved in the reference frame of the particle, centred at C, while the radiation force and torque are calculated with respect to the laboratory frame centred at the laser beam focus O.

shape and composition, so one can calculate forces and torques on non-spherical objects by modelling them as clusters of small spheres [67,75].

Because of the linearity of Maxwell’s equations and of the boundary conditions, the scattering process can be considered in terms of a linear operator $\mathbb{T}$ so that $E_s = \mathbb{T}E_i$, where $E_i$ and $E_s$ are the incident and scattered fields, respectively. Therefore, if both $E_i$ and $E_s$ are expanded in suitable bases (not necessarily the same), it is possible to find a transition matrix $\mathbb{T}$ that relates the coefficients of such expansions, encompassing all the information about the morphology and orientation of the particle with respect to the incident field [78].

Since $E_i$ is, in general, finite at the origin, its expansion is conveniently given in terms of Bessel $J$-multipoles:

$$E_i(r, \hat{r}) = E_i \sum_{l=0}^{\infty} \sum_{m=-l}^{l} W_{1,l}^{(1)} J_{1m}^{(1)}(kr, \hat{r}) + W_{1,l}^{(2)} J_{1m}^{(2)}(kr, \hat{r}),$$

(23)

with amplitudes $W_{1,l}^{(1)}$ and $W_{1,l}^{(2)}$. The superscript “1” (“2”) refers to multipolar components of magnetic (electric) kind, i.e. to magnetic (electric) transverse radiant modes with the components aligned along the magnetic (electric) field. Since $E_s$ must satisfy the radiation condition at infinity, it is convenient to expand it in terms of Hankel $H$-multipoles:
\[ E_s(r, \hat{r}) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} A_{lm}^{(1)} H_{lm}^{(1)}(kr, \hat{r}) + A_{lm}^{(2)} H_{lm}^{(2)}(kr, \hat{r}), \]  

(24)

with amplitudes \( A_{lm}^{(1)} \) and \( A_{lm}^{(2)} \). These amplitudes are determined by imposing the boundary conditions across the surface of the scattering particle.

The transition matrix \( T = \{ T_{l'm'|lm}^{(p'p)} \} \) of the scattering particle acts on the known multipole amplitudes of the incident field \( W_{i,lm}^{(p)} \), where \( p = 1, 2 \), to give the unknown amplitudes of the scattered field \( A_{s,l'm'}^{(p')} \), where \( p' = 1, 2 \), i.e.

\[ A_{s,l'm'}^{(p')} = \sum_{p=1,2} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} T_{l'm'|lm}^{(p'p)} W_{i,lm}^{(p)}, \]  

(25)

or, in a more compact form, \( A_s = TW_i \), where \( A_s = \{ A_{s,l'm'}^{(p')} \} \) and \( W_i = \{ W_{i,lm}^{(p)} \} \). For example, the T-matrix for a homogeneous spherical particle is diagonal, independent of \( m \), and connected to the Mie coefficients \( a_l \) and \( b_l \), i.e. \( A_s = -R W_i \), where \( R = \{ R_{l'm'|lm}^{(p'p)} \} \) and

\[ R_{l'm'|lm}^{(p'p)} = \begin{cases} 
   b_l & p = p' = 1 	ext{ and } l = l' \text{ and } m = m' \\
   a_l & p = p' = 2 \text{ and } l = l' \text{ and } m = m' \\
   0 & \text{otherwise}
\end{cases} \]  

(26)

2.3.2 Optical force

The starting point from which to calculate the optical force is Eq. (21) [67]. By substituting the expansions of the incident and scattered waves in terms of multipoles given by Eqs. (23) and (24) into Eq. (21), we obtain the expression for the radiation force along the direction of a unit vector \( \hat{u} \), i.e. \( F_{rad}(\hat{u}) = F_{rad} \cdot \hat{u} \),

\[ F_{rad}(\hat{u}) = -\frac{\varepsilon_m E_0^2}{2k_m^2} \text{Re} \left\{ \sum_{p,l} \sum_{l'} \sum_{m' = -l'}^{l'} i^{|l-l'|} f_{lml'm'}^{(pp')}(\hat{u}) \left[ A_{s,l'm'}^{(p')} A_{s,l'm'}^{(p')} + W_{i,lm}^{(p)*} A_{s,l'm'}^{(p')} \right] \right\}, \]  

(27)

where the amplitudes \( A_{s,l'm'}^{(p')} \) of the scattered field are given in terms of the elements of the T-matrix, the amplitudes \( W_{i,lm}^{(p)*} \) of the incident field by Eq. (25) and the integrals \( f_{lml'm'}^{(pp')}(\hat{u}) \) can be expressed in closed form [67] as

\[ f_{lml'm'}^{(pp')} (\hat{u}) = \frac{4\pi}{3} \sum_{\mu = -1,0,1} Y_{1\mu}^{*} (\hat{u}) C_1(l', l; \mu, m - \mu) O_{l'l'}^{(pp')}, \]  

(28)

with

\[ O_{l'l'}^{(pp')} = \begin{cases} 
   \sqrt{\frac{(l-1)(l+1)}{l(2l+1)}} & l' = l - 1 \text{ and } p = p' \\
   -\frac{1}{\sqrt{l(l+1)}} & l' = l \text{ and } p \neq p' \\
   -\sqrt{\frac{l(l+2)}{(l+1)(2l+1)}} & l' = l + 1 \text{ and } p = p' \\
   0 & \text{otherwise}
\end{cases} \]
and $C_1(l', l; \mu, m - \mu)$ are Clebsch-Gordan coefficients. The integrals $I^{(pp')}_{lm'l'm'}$ obey the symmetry properties: $I^{(11)}_{\mu;lm'l'm'} = I^{(22)}_{\mu;lm'l'm'}$, $I^{(12)}_{\mu;lm'l'm'} = I^{(21)}_{\mu;lm'l'm'}$.

It is interesting to note that the force expressed by Eq. (27) can be separated into two parts, i.e. $F_{\text{rad}}(\mathbf{u}) = -F_{\text{scat}}(\mathbf{u}) + F_{\text{ext}}(\mathbf{u})$, where

$$F_{\text{scat}}(\mathbf{u}) = \varepsilon_m E_i^2 \frac{\varepsilon_m}{2k_m^2} \Re \left\{ \sum_{plm} \sum_{p'l'm'} A_{s,lm}^{(p)*} A_{s,l'm'}^{(p')*} I_{lm'l'm'}^{(pp')}(\mathbf{u}) \right\}$$

and

$$F_{\text{ext}}(\mathbf{u}) = -\varepsilon_m E_i^2 \frac{\varepsilon_m}{2k_m^2} \Re \left\{ \sum_{plm} \sum_{p'l'm'} W_{i,lm}^{(p)*} A_{s,l'm'}^{(p')*} I_{lm'l'm'}^{(pp')}(\mathbf{u}) \right\}.$$ 

$F_{\text{scat}}(\mathbf{u})$ depends on the amplitudes $A_{s,lm}^{(p)}$ of the scattered field only, while $F_{\text{ext}}(\mathbf{u})$ depends both on $A_{s,lm}^{(p)}$ and on the amplitudes $W_{i,lm}^{(p)}$ of the incident field. This dependence is analogous to that on the scattering and extinction cross sections for the force exerted by a plane wave, hence the subscripts [64]:

$$F_{\text{PW}}^{\text{rad}} = \frac{n_m}{c} I_i \left[ \sigma_{\text{ext}} - g_i \sigma_{\text{scat}} \right] \hat{k}_i,$$

where the asymmetry parameter in the direction of the incoming wave is

$$g_i = \frac{1}{\sigma_{\text{scat}}} \oint_{\Omega} \frac{d\sigma_{\text{scat}}}{d\Omega} \hat{r} \cdot \hat{k}_i \, d\Omega.$$ 

### 2.3.3 Optical torque

For the calculation of the radiation torque, we start from Eq. (22). By expressing the total fields as $\mathbf{E}_t = \mathbf{E}_i + \mathbf{E}_s$ and $\mathbf{B}_t = \mathbf{B}_i + \mathbf{B}_s$, it is possible to generalise the result originally derived by Marston and Crichton [79] for the torque transferred to an absorbing sphere. In fact, it can be shown [69] that the axial $z$-component of the torque transferred by light along the propagation direction, i.e. $T_{\text{rad},z} = T_{\text{rad}} \cdot \hat{z}$, is given by:

$$T_{\text{rad},z} = -\frac{\varepsilon_m E_i^2}{2k_m^2} \sum_{plm} m \Re \left\{ W_{i,lm}^{(p)*} A_{s,lm}^{(p)} \right\} - \frac{\varepsilon_m E_i^2}{2k_m^2} \sum_{plm} m |A_{s,lm}^{(p)}|^2,$$

where we have distinguished the extinction and scattering contributions so that

$$T_{\text{rad},z} = T_{\text{ext},z} - T_{\text{scat},z}.$$ 

The transverse components of the radiation torque, i.e. $T_{\text{rad},x} = T_{\text{rad}} \cdot \hat{x}$ and $T_{\text{rad},y} = T_{\text{rad}} \cdot \hat{y}$, can be calculated in a similar way distinguishing the extinction and scattering contributions [69].

### 2.3.4 Amplitudes of a focused beam

To calculate the multipole amplitudes $\mathcal{W}_{i,lm}^{(p)}$ of a focused beam, as is used in the case of an optical tweezer, we can exploit the expansion of the incoming beam into plane waves and its focusing in terms of the angular spectrum representation. The detailed description of focal
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fields in the angular spectrum representation is crucial to give an accurate and quantitative modelling of optical tweezers without approximations [80–82].

The expansion of the focused beam around the focal point is given by:

\[ E_f(x, y, z) = \frac{ik_f e^{-ik_f f}}{2\pi} \int_0^{\theta_{max}} \int_0^{2\pi} E_{ff, t}(\theta, \varphi)e^{i[k_{t,x}x+k_{t,y}y]}e^{ik_f z} \ d\varphi \ d\theta, \]

where we have taken into account that each plane wave transmitted through the objective lens \( E_{ff, t}(\theta, \varphi) \) can be expanded into multipoles:

\[ E_{ff, t}(\theta, \varphi) = E_i(r, \hat{r}) = E_i \sum_{lm} W_{i,lm}^{(1)}(\hat{k}_i, \hat{e}_i) J_{lm}^{(1)}(k_m r, \hat{r}) + W_{i,lm}^{(2)}(\hat{k}_i, \hat{e}_i) J_{lm}^{(2)}(k_m r, \hat{r}), \]

with the appropriate amplitudes [67,81,82]. In the case of a focused field, these amplitudes are

\[ \mathcal{W}_{i,lm}^{(p)} = \frac{ik_f e^{-ik_f f}}{2\pi} \int_0^{\theta_{max}} \int_0^{2\pi} E_i(\theta, \varphi) W_{i,lm}^{(p)}(\hat{k}_i, \hat{e}_i) \ d\varphi \ d\theta. \quad (34) \]

If the centre around which the expansion is performed is displaced by \( \mathbf{P} \) with respect to the focal point \( \mathbf{O} \) (inset in Fig. 4), the multipole expansion coefficients can be obtained from Eq. (34), so that we have

\[ \mathcal{W}_{i,lm}^{(p)}(\mathbf{P}) = \frac{ik_f e^{-ik_f f}}{2\pi} \int_0^{\theta_{max}} \int_0^{2\pi} E_i(\theta, \varphi) W_{i,lm}^{(p)}(\hat{k}_i, \hat{e}_i) e^{ik_f \mathbf{P}} \ d\varphi \ d\theta. \quad (35) \]

The amplitudes \( \mathcal{W}_{lm}^{(p)}(\mathbf{P}) \) define the focal field and can be numerically calculated once the characteristics of the optical system are known.

The radiation force and torque are calculated from knowledge of the scattered amplitudes \( \mathcal{A}_{s,lm}^{(p)} \), e.g. by using the T-matrix [Eq. (25)]. In particular, the radiation force on the particle is given by the expression of the force Eq. (27) by changing \( E_i W_{i,lm}^{(p)} \rightarrow \mathcal{W}_{i,lm}^{(p)}(\mathbf{P}) \) and \( E_i A_{s,lm}^{(p)} \rightarrow \mathcal{A}_{s,lm}^{(p)} \). Analogous considerations hold true for the calculation of the radiation torque, so that the expressions of the radiation torque by a focused field are obtained by applying the same substitutions to Eq. (32).

2.3.5 Alternative and hybrid methods

As a final note, we stress that each method used to calculate optical forces has its own advantages and disadvantages. For example, calculating the T-matrix in optical trapping problems is useful and computationally effective because it is possible to exploit its rotation and translation properties to obtain at once optical forces and torques for different positions and orientations of the trapped particles [65,67,72–75,77]. An equivalent way to use the multipole expansion is given by the so-called generalised Lorenz–Mie theories (GLMTs), where a generic laser beam is expanded in vector spherical harmonics, and the scattering problem is solved for symmetric scatterers, e.g. spheres, so that separation of variables can be used to obtain the expansion coefficients of the scattered fields [83]. The precise connection between the T-matrix formulation and GLMTs can be found in [84], while a description of the use of GLMTs for calculations in optical tweezers can be found, e.g. in [81,85].
Other alternative methods rely on the use of the discrete dipole approximation (DDA) and finite-difference time-domain (FDTD) methods. These approaches, although more computationally intensive than the T-matrix, can be readily applied to particles of any shape and composition, and for any light field configuration.

To take advantage of the complementary properties of different methods, hybrid methods have also been developed that make use, e.g. of the T-matrix obtained by point-matching the fields at the particle surface [86,87] or the near-fields calculated with the DDA method [88,89] to get the radiation force and torque on non-spherical scatterers. These mixed approaches are particularly well suited to the calculation of optical forces and torques on optically trapped non-spherical particles and composites. An accurate computational comparison of optical forces on cylinders calculated using the T-matrix formulation with different methods (extended boundary condition, point-matching, and DDA) can be found in [90].

3 Brownian motion in optical tweezers

An important aspect of optical trapping and manipulation is the ubiquitous presence of Brownian motion. In fact, microscopic particles undergo a perpetual random motion due to collisions with the molecules of the fluid in which they are immersed. The motion of an optically trapped particle is, therefore, the result of the interplay between this random motion and the deterministic optical forces.

In the early nineteenth century, the botanist Brown [91] gave the first detailed account of Brownian motion. While he was examining aqueous suspensions of pollen grains, he found that microscopic particles contained within these grains were always in rapid oscillatory motion. This movement had been observed previously, but it had been wrongly explained by supposing that these particles were alive. Brown ruled out this possibility with a simple, yet brilliant, experiment: he repeated his observations on some ashes from his chimney, which he could safely assume not to be alive, and the motion was still there.

Brownian motion never ceases even for a system isolated from external perturbations, i.e. it is a phenomenon that happens at thermodynamic equilibrium and is not due to external perturbations. Brownian motion increases as the particle becomes smaller, as the viscosity of the fluid decreases and as the temperature increases, while, at least to a first approximation, it does not depend on the composition and mass of the particle. The resulting Brownian trajectories are very irregular, composed of translations and rotations, to the point that they appear to have no tangent, their velocity is not well-defined and the motion of a particle at one particular instant is independent of the motion of that particle at any other instant.

Even though in principle it would be possible to construct a model of Brownian motion by writing down Newtonian equations of motion for each particle, this is a practically impossible task due to the huge number of molecules in any real situation—a number on the order of the Avogadro number $N_A = 6.02 \times 10^{23}$. Thus, to reduce the number of effective degrees of freedom many theories of Brownian motion have been developed during the past century [92]. These theories lie along two main lines:

1. The first approach focuses on the stochastic trajectory $r(t)$ of a single particle, whose motion is modelled with a differential equation to which a stochastic force term is added to account for the interaction of the particle with its environment (Fig. 5a);
2. The second approach focuses on the probability density distribution $\rho(r, t)$ of an ensemble of Brownian particles, whose deterministic evolution is modelled using partial differential equations (Fig. 5b, c).
Not surprisingly, these approaches are strongly connected and, in fact, they can be seen as the two sides of the same coin. On the one hand, probability density distributions can be obtained by averaging over many trajectories and, on the other hand, the statistical properties of the random forces used to calculate the trajectories depend on the probability density distributions [93,94].

3.1 Random walks

A random walk is obtained by summing up the terms of a sequence of independent random numbers with any probability distribution. For a sufficiently large number of steps, the resulting random walk has universal properties that do not depend on the details of this probability distribution, at least as long as the random numbers have the same mean and variance.

Brownian motion can be described as such a random walk: when a particle in a fluid receives an impulse due to a collision with a solvent molecule, its velocity changes, but, if the fluid is very viscous, this change is quickly dissipated so that the net result of an impact is a displacement of the particle; this kind of behaviour is typical of systems in the low Reynolds number regime (the Reynolds number, Re, is the ratio of inertial to viscous forces) [95]. The cumulative effect of multiple collisions is to produce the random walk of the particle. If the particle is at position $r_i$ at time $t_i = i \Delta t$, where $\Delta t$ is the time step, $r_i$ evolves according to

$$r_{i+1} = r_i + \xi_i,$$

where $\xi_i$ is a random displacement whose probability distribution $p_\xi(\xi)$ has zero mean and standard deviation $\sigma_\xi$ depending on $\Delta t$. 
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**Fig. 5** Simulation of the motion of an optically trapped particle. **a** Trajectory of a Brownian particle in an optical trap. **b, c** Probability density of finding the particle **b** in the $xz$-plane and **c** in the $xy$-plane.
The precise form of a Brownian motion is obviously not predictable, since it depends on a sequence of random events. However, analysing the Brownian motion of several particles, it is possible to identify some average properties, which are deterministic. For example, the average particle displacement after \( h \) time steps is zero because in each time step the displacement has zero mean. However, the mean particle displacement does not deliver a lot of information about the random walk, but there are other, more informative, average properties. In particular, the mean square displacement (MSD) after \( h \) time steps quantifies how a particle moves away from its initial position. For example, for ballistic motion, the MSD is proportional to \( t^2 \). The MSD of a Brownian particle, instead, is proportional to \( t \), i.e.

\[
\langle (x_{i+h} - x_i)^2 \rangle = 2D, \quad \text{(37)}
\]

where \( t = h \Delta t \), \( D \) is the diffusion coefficient, the angled brackets denote an ensemble average, i.e. an average over the different Brownian particles, and the overbar denotes a time average, i.e. an average in time of the Brownian motion of one given particle. When dealing with ergodic systems, as is most often the case, the two averages coincide.

In many cases there is also an average drift pushing a Brownian particle during its random walk. The resulting motion is a biased random walk. For example, in the low Reynolds number regime, a uniform external force \( F \) pushes a Brownian particle with a constant drift velocity \( v_{\text{drift}} = F/\gamma \), where \( \gamma \) is the particle friction coefficient, producing a displacement \( v_{\text{drift}} \Delta t \) in a time step, so that Eq. (36) becomes

\[
r_{i+1} = r_i + v_{\text{drift}} \Delta t + \xi_i, \quad \text{(38)}
\]

where the second and third terms on the right-hand-side of the Eq. (38) are responsible for the drift and the diffusion of the Brownian particle, respectively.

### 3.2 The Langevin equation

By adding a fluctuating force to Newton’s equation of motion for a particle of mass \( m \) in a viscous fluid one obtains the Langevin equation [96]

\[
m \frac{d^2}{dt^2} r(t) = -\gamma \frac{d}{dt} r(t) + \chi(t),
\]

where \( \gamma \) is the particle friction coefficient, which for a spherical particle of radius \( a \) moving in a fluid of viscosity \( \eta \), is determined by Stokes’ law

\[
\gamma = 6\pi \eta a,
\]

and \( \chi(t) \) is a random force with zero mean, i.e. \( \langle \chi(t) \rangle = 0 \), uncorrelated to the actual particle position, i.e. \( \langle \chi(t) x(t) \rangle = 0 \), and fluctuating much faster than the particle position, i.e. \( \langle \chi(t) \chi(t+\tau) \rangle = 2S\delta(\tau) \) where the prefactor \( 2S \) is the intensity of the noise. Because of these three properties, \( \chi(t) = \sqrt{2S} W(t) \), where \( W(t) \) is a white noise.

In the presence of an external potential \( U(r) \), and therefore of a force \( F(r) = -\frac{d}{dr} U(r) \) acting on the particle, Eq. (39) becomes

\[
m \frac{d^2}{dt^2} r(t) = -\frac{d}{dr} U(r) - \gamma \frac{d}{dt} r(t) + \chi(t).
\]

The fluid damps the colloidal particle motion as in the free-diffusion case, but now the confining potential limits the particle displacement so that the particle explores only a limited region. A particularly important case, which was first studied by [97], is when the potential is harmonic.
In the low-Reynolds-number regime, it is possible to drop the inertial term in Eq. (41), obtaining the 
overdamped Langevin equation
\[ \frac{d}{dr} r(t) = -\frac{1}{\gamma} \frac{d}{dr} U(r) + \xi(t), \]  
(42)
where \( \xi(t) = \sqrt{2D} W(t) \) is a white noise with intensity \( 2D \), where \( D \) is the diffusion coefficient.

The diffusion and friction coefficients, \( D \) and \( \gamma \), respectively, are closely related to each other and to the average kinetic energy of a particle in a heat bath, i.e. \( \frac{1}{2} k_B T \), where \( k_B \) is the Boltzmann constant and \( T \) is the absolute temperature. In particular, one obtains:
\[ D = \frac{k_B T}{\gamma}. \]  
(43)

Equation (43) is the simplest statement of the fluctuation-dissipation theorem, which relates the intensity of the fluctuations \( (D) \) to the rate of energy dissipation \( (\gamma) \) in a system at thermal equilibrium. There are various statements of the fluctuation–dissipation theorem, which apply to different situations. The crucial points to keep in mind are that it applies to systems that are at thermal equilibrium and that it relates the intensity of the thermal noise and the dynamical response of a system [98].

In the presence of a force \( F(r) \) and an associated potential \( U(r) = -\int F(r) dr \), using the Maxwell–Boltzmann distribution, the equilibrium probability density is
\[ \rho(r) = \rho_0 \exp \left( -\frac{U(r)}{k_B T} \right), \]  
(44)
where \( \rho_0 = \left[ \int \exp \left( -\frac{U(r)}{k_B T} \right) dr \right]^{-1} \) is the probability density normalisation factor.

Diffusion gradients emerge naturally when a Brownian particle is in a complex or crowded environment. For example, diffusion gets hindered when a particle is close to a wall due to hydrodynamic interactions. These interactions are extremely long-ranged and must therefore be often taken into account. Diffusion gradients are often encountered in the practice of optical manipulation, e.g. when particles are optically trapped near a coverslip or near other particles [99–103]. We will again consider a one-dimensional case, but our conclusions can be straightforwardly generalised to the multidimensional case. We consider the one-dimensional Langevin equation
\[ \frac{d}{dr} r(t) = \frac{F(r)}{\gamma(r)} + \sqrt{2D(r)} W(t), \]  
(45)
with a position-dependent diffusion coefficient \( D(r) \). \( D(r) \) and \( \gamma(r) \) are related by the fluctuation-dissipation relation, which generalises Eq. (43),
\[ D(r) = \frac{k_B T}{\gamma(r)}. \]  
(46)

The integration of Eq. (45) presents some difficulties due to the irregularity of the Wiener process [101,102,104–108]. This, in particular, leads to the need of taking into account the presence of a spurious drift, which emerges in the presence of diffusion gradients and is necessary to preserve the relation between the external forces \( F(r) \) acting on the particle and the Maxwell-Boltzmann probability distribution \( \rho(r) \) given by Eq. (44).

The diffusion constant of a spherical particle of radius \( a \) near a flat wall is of particular importance for optical tweezers experiments. Its derivation can be found in [109]. In particular, the diffusion coefficient in the direction parallel to the flat wall can be approximated by
Faxén formula [110], i.e.

\[ \frac{D_{\parallel}(h)}{D(\infty)} = 1 - \frac{9}{16} \left( \frac{a}{h} \right) + \frac{1}{8} \left( \frac{a}{h} \right)^3 - \frac{45}{256} \left( \frac{a}{h} \right)^4 - \frac{1}{16} \left( \frac{a}{h} \right)^5 + O\left( \left( \frac{a}{h} \right)^6 \right), \]  

(47)

where \( D(\infty) \) is the bulk diffusion coefficient and \( h \) is the distance between the centre of the particle and the flat wall. There is no second-order term in the denominator, so this formula remains good to within 1% for \( h > 3a \) if one ignores all but the first-order term, i.e.

\[ \frac{D_{\parallel}(h)}{D(\infty)} \approx 1 - \frac{9a}{16h}. \]

The diffusion coefficient in the vertical direction has a more complicated form, but can be approximated as well to first order obtaining:

\[ \frac{D_{\perp}(h)}{D(\infty)} \approx 1 - \frac{9a}{8h}. \]

3.3 Brownian dynamics simulations

The presence of the stochastic term \( \xi(t) \) makes the integration of the Langevin equation difficult because advanced mathematical tools are required. In the following, we will show how to integrate stochastic equations using a simple finite difference algorithm [111]. The solution of an ordinary differential equation using this algorithm is straightforward. Considering regular time steps \( t_i = i \Delta t \), the finite difference equation corresponding to each time step has a solution \( x_i \). If \( \Delta t \) is sufficiently small, then \( x_i \approx x(t_i) \). Therefore the continuous solution \( x(t) \) is approximated by the sequence of discrete values. The finite difference equation is obtained from the ordinary differential equation by replacing: \( x(t) \) by \( x_i \), the first derivative term \( \frac{dx_i(t)}{dt} \) by \( (x_i - x_{i-1})/\Delta t \) and the second derivative term \( \frac{d^2x_i(t)}{dt^2} \) by \( (x_i - 2x_{i-1} + x_{i-2})/\Delta t^2 \). Once the finite difference equation is solved for \( x_i \), the solution is obtained recursively using the values of the previous iterations.

The noise term, i.e. \( \chi(t) = \sqrt{2D} W(t) \) or \( \xi(t) = \sqrt{2D} W(t) \), cannot be approximated by its instantaneous values at times \( t_i \), because these values are not well-defined (due to the lack of continuity), and their magnitude varies wildly (due to the infinite variation). To treat a white noise \( W(t) \) within a finite difference approach a discrete sequence of random numbers \( W_i \) that mimics the properties of \( W(t) \) is needed. This can be achieved by a sequence of uncorrelated random numbers with zero mean and variance \( 1/\Delta t \). Practically a sequence \( \omega_i \) of Gaussian random numbers with zero mean and unit variance is generated then rescaled to obtain the sequence \( W_i = \omega_i/\sqrt{\Delta t} \) which has variance \( 1/\Delta t \). The time step \( \Delta t \) should be much smaller than the characteristic time scales of the stochastic process to be simulated. If \( \Delta t \) is comparable to or larger than the smallest time scale, the numerical solution typically will not converge to the correct solution and may show an unphysical oscillatory or diverging behaviour.

A Brownian particle in an optical trap is in a dynamic equilibrium where the thermal noise tries to push it out of the trap and optical forces drive it towards the potential energy minimum. The time scale on which the restoring force acts is given by the ratio \( \tau_{ot} = \gamma/\kappa \). Typically, \( \tau_{ot} \) is significantly longer than the momentum relaxation time \( \tau_{m} = m/\gamma \), which is very short, typically on the order of a fraction of a microsecond for the case of a 1 \( \mu \)m diameter silica bead. Therefore, it is possible to ignore inertial effects and use an overdamped equation such as Eq. (42), where the only relevant time scale is \( \tau_{ot} \). This approach has the advantage that one can employ a relatively large time step, i.e. \( \Delta t \gg \tau_{m} \). The time step \( \Delta t \) should, however, be still significantly smaller than \( \tau_{ot} \) for the reasons discussed above.
For a three-dimensional optical trap one can employ a set of three independent overdamped Langevin equations [Eq. (42)] with a harmonic restoring force:

\[
\begin{align*}
\frac{dx(t)}{dt} &= -\frac{\kappa_x}{\gamma} x(t) + \sqrt{2D} W_x(t) \\
\frac{dy(t)}{dt} &= -\frac{\kappa_y}{\gamma} y(t) + \sqrt{2D} W_y(t) \\
\frac{dz(t)}{dt} &= -\frac{\kappa_z}{\gamma} z(t) + \sqrt{2D} W_z(t)
\end{align*}
\]

(48)

where \( x \) and \( y \) represent the position of the particle in the plane perpendicular to the beam propagation direction and \( z \) represents the position of the particle along the propagation direction. The stiffnesses of the trap in each of these directions are \( \kappa_x, \kappa_y \) and \( \kappa_z \), respectively. \( \gamma \) is the particle friction coefficient and \( W_x(t), W_y(t) \) and \( W_z(t) \) are independent white noises.

The corresponding system of finite difference equations is

\[
\begin{align*}
    x_i &= x_{i-1} - \frac{\kappa_x}{\gamma} x_{i-1} \Delta t + \sqrt{2D \Delta t} w_{x,i} \\
    y_i &= y_{i-1} - \frac{\kappa_y}{\gamma} y_{i-1} \Delta t + \sqrt{2D \Delta t} w_{y,i} \\
    z_i &= z_{i-1} - \frac{\kappa_z}{\gamma} z_{i-1} \Delta t + \sqrt{2D \Delta t} w_{z,i}
\end{align*}
\]

(49)

where \( x_i, y_i \) and \( z_i \) represent the position of the particle at time \( t_i \), and \( w_{i,x}, w_{i,y} \) and \( w_{i,z} \) are independent Gaussian random numbers with zero mean and unitary variance.

The line in Fig. 5a shows a simulated trajectory of a Brownian particle in an optical trap with \( \kappa_x = \kappa_y = 1.0 \text{fN/nm} \) and \( \kappa_z = 0.2 \text{fN/nm} \). The fact that the trapping stiffness along the beam propagation axis (\( z \)) is smaller than in the perpendicular plane (\( xy \)) is commonly observed in experiments and is mainly due to the different intensity distribution along the different axes and to the presence of scattering forces along the optical axis. Thus, the particle explores an ellipsoidal volume around the centre of the trap, represented in Fig. 5a by the shaded grey equiprobability surface. In Fig. 5b, c, we show the projections of the probability density of finding the particle onto the \( xz \)- and \( xy \)-planes, respectively.

The time scale \( \tau_{ot} \), which characterises how quickly a particle relaxes towards equilibrium, can be seen in the position autocorrelation function (ACF):

\[
C_x(\tau) = \langle x(t + \tau)x(t) \rangle.
\]

(50)

As the stiffness increases, the particle undergoes a stronger restoring force and the correlation time decreases, because the particle explores a smaller phase-space. Unlike the free diffusion case [Eq. (37)], the MSD

\[
\langle \Delta x(\tau)^2 \rangle = [x(t + \tau) - x(t)]^2
\]

(51)

does not increase indefinitely, but reaches a plateau because of the confinement imposed by the trap. The transition from the linear growth (corresponding to the free diffusion behaviour) to the plateau (due to the confinement) occurs at about \( \tau_{ot} \).

4 Experimental setups

Even though the basic principle of optical tweezers requires the use of a single strongly focused laser beam to trap and manipulate a microscopic particle, ever more complex exper-
Fig. 6 Typical optical tweezers setups: a single-beam optical tweezers with quadrant photodiode, b double-beam optical tweezers with mechanically steerable trapping beams, c holographic optical tweezers incorporating a spatial light modulator (SLM), d time-sharing optical tweezers using an acousto-optic deflector (AOD), e speckle optical tweezers generating the speckle light field using a multimode fibre, f counter-propagating-beam optical tweezers, g optical stretcher, h interferometric optical tweezers to generate large-scale optical potentials.

Experimental setups have been developed to perform novel and challenging experiments. Some examples of different trapping schemes are depicted in Fig. 6 and some examples of optically manipulated particles are shown in Fig. 7. Some detailed instruction on how to build advanced optical tweezers setups are provided in [11,112]; other useful references are [113–118]. In the following, we review the main building blocks and techniques to construct and calibrate optical tweezers systems.
Fig. 7 Optical manipulation examples: a a particle trapped in a single-beam optical tweezers, b 18 particles held in a multi-trap holographic optical tweezers based on the use of a spatial light modulator, c several particles set in rotation by the transfer of orbital angular momentum from a high order Laguerre–Gaussian beam generated by means of a spatial light modulator, d particles optically trapped using a speckle light field. Figures adapted from [112]

4.1 Microscopes

The most convenient choice to build an optical tweezers setup is to use a conventional commercial light microscope. This choice has many advantages but also some drawbacks. Commercial microscopes can be modified to host a dichroic mirror before the objective lens to deflect the trapping laser beam into the lens and at the same time to transmit the illumination light to a camera to image the sample. They are easy to use and are optimised to reduce any aberration or distortion of the sample images, but they may be relatively difficult to customise, for example, to add a position sensitive device. Moreover, the optics are usually optimised for visible light and therefore some issues arise when infrared laser sources are used. Finally, commercial microscopes do not offer the level of mechanical stability required for the most sensitive nanometer-scale experiments. Despite the difficulties in the design and construction of a home-made microscope, choosing this option is increasingly popular. These microscopes can be built directly with standard optomechanical components or with the use of a user-designed frame. In these microscopes the access to any part is very easy and with the proper choice of materials and design the mechanical stability is extremely high. It
is also worth noting that home-made microscopes are often significantly less expensive than commercial ones.

4.2 Laser sources

The quality of the laser beam is critical to achieve the tightly focused spot required for optical trapping, which must be as close to the diffraction limit as possible. The quality of the laser beam is often expressed using the parameter $M^2$, which is the ratio between the beam parameter product of the laser beam and that of a diffraction-limited beam [119,120]. A Gaussian beam has $M^2 = 1$ and, for optical tweezers applications, a laser beam with $M^2$ as close as possible to this diffraction limited performance is preferable. Good pointing stability is required to maintain the position of the optical trap steady. Fluctuations in beam pointing direction can arise from, e.g. mechanical vibrations of optical elements in the laser resonator or thermal effects in the laser gain medium. Several different quantities are used to express the pointing stability, so care should be exercised when trying to interpret this parameter, paying attention in particular to the conditions under which it has been measured and to whether the quoted stability refers to the average direction of the beam or to the root-mean-square (rms) fluctuations in direction. In optical trapping experiments, fluctuations in laser power lead to fluctuations in the strength of the optical trap. In laser data sheets fluctuations in laser power are usually quantified by the power stability, i.e. the drift in the average laser power measured over an extended period of time, and the noise, i.e. fluctuations around the average of the laser power within a specified bandwidth, typically from a few hertz to (tens of) megahertz. It is worth mentioning that laser sources based on a monolithic non-planar ring oscillator Nd:YAG crystal exhibit optical properties unmatched by any other product, such as an output tunable over 30 GHz with the extraordinarily narrow linewidth of about 1 kHz and extremely low noise. These sources are perfect for experiments in which very weak forces ($\approx 1 \div 10$ fN) are involved.

4.3 Particle tracking

Particle tracking is the key technique for quantitative measurements with optical tweezers. Most measurements that can be done with an optical tweezers setup are based on the knowledge of the particle position. There are two possibilities for measuring the particle position: the first is to image the trapped particle using a CCD or CMOS camera, while the second is to use detectors capable of measuring the spatial distribution of intensity in the interference pattern that occurs between the light scattered by the trapped particle and the unscattered laser light.

Since a typical optical tweezers setup comes already equipped with a digital camera, the most straightforward means to measure the motion of a Brownian particle is to record a video of its position and then to track the position of the particle frame by frame. This technique, known as digital video microscopy [121,122], has found widespread application in several fields and, in particular, in colloidal studies. It is especially well-suited to study systems where multiple particles are present, but it is relatively slow being limited by the camera frame rate, which typically goes up to a few thousands frames per second.

Given a greyscale image of the particles to be tracked, the simplest method to track the positions of the particles is by thresholding. Assuming the particle to be lighter than the background, the pixel value at the particle is larger than that of the background, and it is possible to fix a threshold and convert the greyscale image into a black and white image such that pixels whose values are smaller than the threshold are set to black and pixels whose
value is larger than the threshold are set to white. Following the thresholding operation, it is possible to apply some morphological filters, such as dilation and erosion filters, to eliminate some common causes of noise such as salt-and-pepper noise, i.e. sparsely occurring white and black pixels. The position of each particle can then be calculated as the centroids of the remaining white regions. Thanks to the averaging in the centroid calculation, this technique permits sub-pixel resolution to be achieved, typically down to about a tenth of the pixel size (about 10 nm) in the x- and y-directions. The area of the regions can further be used to estimate the radius of the corresponding particle.

A more advanced particle detection technique, known as feature point detection, makes use of the fact that the particle intensity profiles on the image are, to a first approximation, Gaussian. To achieve the best results, independently of the detection technique employed, often some preliminary steps are required to prepare the images such as elimination of salt-and-pepper noise by median filtering, subtraction of a (fixed) background image and normalisation of the image intensity. It is also important to optimise the illumination. Moreover, using a coherent source of illumination (holographic video microscopy), it is possible to achieve better contrast, especially along the z-direction. Furthermore, it has been recently demonstrated that machine learning techniques can significantly improve the performance of digital video microscopy especially with low signal-to-noise ratios [123].

As particle detection is applied to each frame, it delivers a series of sets of positions, each corresponding to the particles detected in the frame acquired at time $t$. At this point, it is necessary to link positions corresponding to the same physical particle in subsequent frames into trajectories. The basic idea of the linking algorithm is that a particle at time $t$ is identified with a particle at time $t + \Delta t$, where $\Delta t$ is the time difference between the two frames, if the two measured positions are less than a certain value. In the case of freely diffusing Brownian particles, this value can be set to a multiple of $\sqrt{4D\Delta t}$ in order to account for the Brownian diffusion of the particle frame-to-frame. This algorithm can be extended so that each linking step may consider several frames to account for particle occlusion. By performing this linking it is finally possible to obtain the particle trajectories, which can be then used for various kinds of statistical analysis (Fig. 8).

Finally, it is important to be able to convert the particle position measurements expressed in pixels into actual physical units of length. This requires a calibration of the microscope. The easiest way of doing this is by imaging a regular object, e.g. a microfabricated grating. Such gratings can be produced by standard lithography techniques, but it is also possible to acquire them commercially. An alternative approach is to track a particle stuck on the bottom of the sample as this is controllably moved by the stage.

An alternative to digital video microscopy is the use of the interference pattern arising from the interference between the incoming and scattered fields [124]. The condenser collects such a pattern and a photodetector located on the condenser back-focal plane records the resulting signals. Thus, by tracking the movement of the intensity distribution of the interference pattern, it is possible to measure the particle position in the transverse xy-plane. The two crucial parameters of any position detection system are: (1) the displacement sensitivity, i.e. the signal as a function of the particle displacement, typically expressed in volts per metre; and (2) the linear response range of the position detection system. Both parameters depend on the intensity distribution that reaches the detector. The detection bandwidth is also important in the position detection. Some experiments require high bandwidth ($f_{\text{acq}} \sim 10^4 \div 10^5$ Hz), as, for instance, the study of non-diffusive Brownian motion at very short times [125–127], the observation of ballistic motion of a particle in a liquid [125,126], and measurement of instantaneous velocity of a particle in vacuum [128]. The majority of the experiments can be performed with detection bandwidth in the range $f_{\text{acq}} \sim 10^1 \div 10^3$ Hz. This range is
Tracking of an optically trapped particle. The position of the particle can be tracked using digital video microscopy or interferometry. We obtain an excellent agreement between the positions measured with the two techniques in the $xy$-plane: the blue lines representing the coordinates of the particle measured using digital video microscopy overlap with the red lines representing the coordinates obtained from interferometry. Interferometry also permits the measurement of the vertical $z$-coordinate of the particle easily accessible by using quadrant photodiodes [129] as well as with modern digital CMOS cameras capable to record frames up to 10000 fps. Very high bandwidth, above $10^6$ Hz can be reached using a special configuration where the forward interference pattern is split in two halves and each of them is sent to a very fast photodiode device, even though this setup limits the detection of movement to only one direction [130]. The trapping and detection operations can be made independent by illuminating the particle with an auxiliary beam weak enough not to generate significant optical forces. This is particularly useful in experiments where the position or intensity of the trapping beam need to be changed during the experiment.

Two types of photodetectors are typically used as position sensors. The *quadrant photodiode* (QPD) works by measuring the intensity difference between the left-right and top-bottom sides of the detection plane. The *position sensing detector* (PSD) measures the position of the centroid of the collected intensity distribution, giving a more adequate response for non-Gaussian profiles. Both QPD and PSD fare well when assessed against sensitivity and linear range along the transverse direction. This is generally true for the forward scattering detection scheme, but usually it is not true when non-Gaussian intensity profiles are considered, e.g. in the case of backward scattering position detection [131].

When the particles are displaced along the longitudinal $z$-direction, the size of the spot changes as a consequence of the change of relative phase between incoming and scattered wave due to the Gouy phase shift inherent in focused beams [132]. It is convenient to reduce
the numerical aperture of the detection system to have a linear response around the equilibrium position [133]. The numerical aperture of the detection system can be changed by changing the condenser lens, but also by placing a suitably-sized iris in front of the photodetector.

The forward scattering position detection scheme is not always possible. In a number of experiments, geometrical constraints may prevent access to the forward scattered light, forcing one to make use of the backward scattered light instead. This may occur, for example, in biophysical applications where one of the two faces of a sample holder needs to be coated with some specific non-transparent material, or in plasmonics applications where a plasmon wave needs to be excited from one of the faces of the holder. Furthermore, the backward mode of operation makes it easier to combine the optical trap with other techniques such as atomic force microscopy, which require access to one side of the holder [134–136]. Nevertheless it presents a number of difficulties that are absent from the forward scattering detection [131]: particular attention should be paid to the probe size, as there exist specific sizes for which the probe displacement cannot be detected. Some of these problems may be mitigated using the appropriate detection numerical aperture and choosing either QPD or PSD [131].

Finally, we should remark that all signals obtained with interferometric techniques are not in physical units of length, but typically in volts. Therefore, a calibration of the volts-to-length conversion coefficient needs to be performed. This calibration factor can be obtained via several different techniques [137–141]. In particular, it is possible to scan an optically trapped particle across a (much weaker) detection beam, in which case one need to have at least two beams. Fortunately, it is also possible to perform this calibration self-consistently using only the position signal of an optically trapped particle acquired by a photodetector provided the viscosity of the liquid is known.

4.4 Calibration techniques

Once the trajectory of a Brownian particle has been measured either by digital video microscopy or by interferometry, it is possible to use it to study quantitatively the optical potential [11]. In calibrating an optical trap, the main objective is to determine the trap stiffness $\kappa_x$ and the conversion factor $S_x$ from measurement units (e.g. pixels or volts) to physical units of length (metres). Most commonly, passive calibration techniques are employed, where the trajectory of the optically trapped particle is measured within a fixed optical trap. These techniques include potential analysis [142], the equipartition method, the mean square displacement analysis, the autocorrelation function analysis [114,143–145], the power spectrum analysis [139] and the maximum likelihood estimation analysis [146]. There are also some active calibration techniques, where the effect on the optically trapped particle of a known force is measured, typically by applying a fluid flow. All techniques should deliver the same result within the experimental error; in fact, employing more than one calibration technique and confirming their consistency is a good check of the quality of the acquired experimental data, as shown in Fig. 9 for the three most commonly employed methods. An additional check is given by the fact that the trap stiffness should be proportional to the optical power [112,147].

4.4.1 Potential analysis

The trajectory $x(t)$ of a Brownian particle can be described by the Langevin equation (42). Since the Brownian particle is in thermal equilibrium with the heat-bath constituted of the fluid molecules, its probability distribution follows the Maxwell–Boltzmann distribution given by Eq. (44), i.e.
Fig. 9 Calibration of an optical tweezers with the most three common methods. The symbols in a, b and c represent experimental data for the mean square displacement, the autocorrelation function and the power spectral density, while the black solid lines are the corresponding fitting results. d Stiffnesses as function of the laser power obtained from the fitting procedure. The agreement among the three methods is excellent

\[
\rho(x) = \rho_0 \exp \left[ -\frac{U(x)}{k_B T} \right],
\]

where \(\rho_0\) is a normalisation factor. By solving Eq. (52) for \(U(x)\), we obtain

\[
U(x) = -k_B T \log [\rho(x)] + U_0,
\]

where \(U_0\) is a constant. Differently from the methods presented in the following, this method does not assume that the optical tweezers potential is harmonic and, therefore, can be used to verify the hypothesis that the optical potential is harmonic, or to probe more complex potentials.

The determination of the potential with this method is subject to some systematic errors, as the potential can be smeared out by the presence of uncorrelated noise, e.g. low-frequency mechanical vibrations of the setup and detection errors [142]. Also, if the acquired data are correlated, the presence of low-pass frequency filters in the acquisition system can alter the appearance of the potential [148].

4.4.2 Equipartition method

The potential associated with an optical trap is to a very good first approximation harmonic, i.e.

\[
U(x) = \frac{1}{2} \kappa_x [x - x_{eq}]^2,
\]

where \(\kappa_x\) is the trap stiffness and \(x_{eq}\) is the equilibrium position. Once this hypothesis has been verified following the procedure described above, it is possible to use the equipartition
theorem, which states that

$$\langle U(x) \rangle = \frac{1}{2} \kappa_x \langle (x - x_{eq})^2 \rangle = \frac{1}{2} k_B T,$$

(55)

where instead of the ensemble average one can also employ a time average because of the ergodicity of the system.

As in the determination of the potential described above, the experimental data points need to sample the probability distribution so that they do not need to be acquired with a fixed time step as long as a sufficient number of independent points is acquired. The estimation of $\kappa_x^{\text{ex}}$ with the equipartition method is also prone to systematic errors due to the presence of uncorrelated noise [142].

4.4.3 Mean square displacement analysis

A more precise characterisation of the optical trap can be obtained from the mean square displacement (MSD) of the optically trapped particle (Fig. 9a). The MSD quantifies how a particle moves from its initial position: for ballistic motion, the MSD is proportional to $t^2$, for diffusive motion it is proportional to $t$, and for a trapped particle it saturates to a constant value. For the case of an optically trapped particle the MSD is given by

$$\text{MSD}_x(\tau) = [x(t + \tau) - x(t)]^2 = 2 k_B T \kappa_x \left[ 1 - e^{-\frac{\tau}{\tau_{to,x}}} \right],$$

(56)

where $\kappa_x$ is the trap stiffness and $\tau_{to,x} = \gamma / \kappa_x$ is the trap characteristic time. The MSD features a transition from a linear growth corresponding to a free diffusion behaviour at short time scales ($\tau \ll \tau_{to,x}$) to a plateau due to the confinement at long time scales ($\tau \gg \tau_{to,x}$).

The experimental MSD can be fitted by a least squares method to the theoretical MSD given by Eq. (56) to obtain $\kappa_x^{\text{ex}}$. By repeating this analysis on various experimental series, it is possible to obtain an average value and an uncertainty for $\kappa_x^{\text{ex}}$, as well as for the MSD.

Often the trajectory obtained from the position detection system is not naturally given in units of length. For example, in the case of digital video microscopy the trajectory is naturally given in pixels and in the case of interferometric detection in voltage. Therefore, it can be useful to determine the conversion factors to units of length by fitting also $\gamma^{\text{ex}}$. Then, the conversion factor to units of length is given by

$$S_x^{\text{ex}} = \sqrt{\frac{\gamma}{\gamma^{\text{ex}}}},$$

(57)

where $\gamma$ is the friction coefficient given by Stokes’ Law. This procedure can serve also as a consistency check for the analysis procedure.

4.4.4 Autocorrelation analysis

Another method often employed in characterising an optical tweezers is the analysis of the autocorrelation function (ACF) of the particle position [114, 143, 144] (Fig. 9b). This method is particularly suited when one wishes to deconvolve a more complex time-domain dynamics of the trapped particle from its tracking signal, e.g. in the case of non-conservative effects [145, 149] and dynamics of non-spherical particles. The position ACF provides a measure of the time it takes for the particle to “forget” its earlier position. The time scale $\tau_{to,x}$ characterises
how a particle falls into the trap: as the stiffness increases, the particle undergoes a stronger
restoring force and $\tau_{\text{to,x}}$ decreases. The position ACF is given by

$$C_x(\tau) = \frac{k_B T}{\kappa_x} e^{-|\tau|/\tau_{\text{to,x}}},$$

(58)

where $\kappa_x$ is the trap stiffness and $\tau_{\text{to,x}} = \gamma/\kappa_x$ is the trap characteristic time. The experimental
ACF can be fitted by a least squares method to the theoretical ACF given by Eq. (58) to obtain
an estimation of $\kappa_x$. By repeating this analysis on several experimental series it is possible to
obtain an average value and an uncertainty for $\kappa^{(\text{ex})}_x$, as well as for the $C_{x,k}$. Also in the case
of the ACF analysis, it can be useful to determine the conversion factor from the acquisition
system units to units of length by fitting also $\gamma^{(\text{ex})}$ and using Eq. (61).

### 4.4.5 Power spectrum analysis

We now consider the power spectrum analysis of the trajectory of an optically trapped particle
(Fig. 9c). The power spectrum analysis is widely regarded as the most reliable method, at
least when dealing with spherical particles [139]. In fact, it has the advantage of working
in the frequency domain, which permits one to relatively easily remove common causes of
noise such as slow mechanical drifts at low frequency and periodic noise, e.g. that due to the
mains electrical network, which appears as peaks in the power spectral density (PSD).

Starting from the overdamped Langevin equation of motion of an optically trapped particle
given in Eq. (48), one can easily obtain the PSD of the particle motion [139]:

$$P_x(f) = |\tilde{X}(f)|^2 = \frac{D/(2\pi^2)}{f_{c,x}^2 + f^2},$$

(59)

where we have introduced the corner frequency

$$f_{c,x} = \frac{\kappa_x}{2\pi \gamma}.$$  

(60)

To perform a least square fitting of the experimentally obtained power spectrum to its
theoretical expression [Eq. (59)], each data point need be drawn from a Gaussian distribution
and different data points need to be statistically independent. To satisfy these conditions the
solution is to perform data compression which results in a smaller data set with less noise
and, because of the central limit theorem, in normally distributed data. Data compression can
be performed by repeating the experiment $n_r$ times and averaging the resulting values of the
experimental power spectrum. Alternatively, it is also possible to perform data compression
by blocking. Blocking replaces a block of $n_b$ consecutive data points with a single new data
point with coordinates that are simply block averages. When $n_r$ and/or $n_b$ are sufficiently
large, the resulting data points have a Gaussian distribution by virtue of the central limit
theorem and are, thus, amenable to least square fitting. It is, therefore, possible to fit the
value of $f_{c,x}$. By repeating this analysis on various experimental data series, it is possible to
obtain an average value and an uncertainty for $f_{c,x}$, as well as for the experimental power
spectrum.

Also in the case of the PSD analysis, it can be useful to determine the conversion factor
from the acquisition system units to units of length. In the case of the PSD analysis, this
is most naturally done by fitting also $D^{(\text{ex})}$ and by using the following expression of the
conversion factor:

$$S_x^{(\text{ex})} = \sqrt{\frac{D^{(\text{ex})}}{D}}.$$ 

(61)
where $D$ is the diffusion coefficient given by Eq. (43).

The PSD can be effectively used to detect and quantify the presence of noise in the setup. In particular, it is possible to perform two kinds of basic tests. It is possible to record the dark spectrum, i.e. the PSD signal generated when the photodetector is kept in total darkness. This spectrum is a measurement of the equipment’s electronic noise. It is also possible to record a light spectrum, i.e. the PSD recorded with the laser light impinging directly onto the photodiode with no microsphere in the trap. This spectrum is a measurement of the setup stability. Compared with the dark spectrum, the light spectrum shows significant low-frequency noise, mainly due to the mechanical instabilities of the setup. The difference is caused by the limited pointing stability of the unscattered laser beam and of the optics it passes through relative to the photodiode. The light spectrum can be effectively used to identify and eliminate some common causes of mechanical vibrations in the setup, usually due to the presence of some underdamped mechanical resonances.

4.4.6 Maximum likelihood estimation analysis

The maximum likelihood estimation analysis builds on the observation that the friction force acting on an optically trapped particle can be written as

$$f_n = \gamma \frac{\Delta x_n}{\Delta t_n} \approx -k x_n + \sqrt{\frac{2k_B T \gamma}{\Delta t_n}} w_n,$$

(62)

where $\Delta t_n$ is a time interval during which the particle moves by $\Delta x_n$ from position $x_n$. The central observation is that this equation is in the form of a linear regression model, whose parameters can therefore be optimally estimated with a maximum likelihood estimator from a series of observations of the dependent and independent variables [146]. The estimation of the trap stiffness is then

$$k^* = \frac{\sum_n x_n f_n}{\gamma \sum_n x_n^2},$$

(63)

which is a very simple expression that can be computed extremely fast. The residual error is $\sigma^2 = \frac{1}{N} \sum_n \left[ f_n + k^* x_n \right]^2$; using the fact that $f_n + k^* x_n = \sqrt{\frac{2k_B T \gamma}{\Delta t_n}}$ (Eq. 62), we can estimate the diffusion coefficient as

$$D^* = \frac{1}{N} \sum_n \frac{\Delta t_n}{2\gamma} \left[ f_n + k^* x_n \right]^2$$

(64)

and compare it to the expected value $D$, which provides an intrinsic consistency check for the quality of the result.

4.4.7 Drag force method

Until now, we have only considered passive calibration methods. However, it is also possible to infer the spring constant $k_x$ by measuring the displacement of the particle in the optical trap resulting from the application of a known force [129]. In the case of a spherical bead surrounded by a fluid medium such as water, this can be accomplished by monitoring the position of the trapped bead while the fluid flows past it at a known velocity $v_{\text{fluid}}$. The force on the bead due to the fluid flow is then given by

$$F_{\text{drag}} = \gamma v_{\text{fluid}}.$$

(65)
The fluid flow can be produced by effectively flowing the fluid in a microfluidic chamber or, alternatively, by moving the sample stage at a velocity $v_{\text{stage}}$ while keeping the trap fixed, in which case $v_{\text{fluid}} = v_{\text{stage}}$.

A more precise measurement can be obtained by trapping a bead in an optical trap without flow and then oscillating the sample cell holding the liquid that surrounds the trapped bead at a fixed frequency and amplitude. In this case, the resulting equation of motion is the Langevin equation plus a term of the driving force [140]. This PSD consists of the familiar Lorentzian first term, which originates from the Brownian motion of the bead in the harmonic trapping potential, plus a resonance peak at the frequency with which the stage is driven. A similar procedure can be used also with ACF analysis, where the exponential decay of the thermal fluctuations are superposed to the cosinusoidal oscillations at the stage frequency [112,147,150].

4.5 Holographic optical tweezers

The most basic optical tweezers experimental design produces a single optical trap by focusing a single optical beam. Often, however, it is necessary or preferable to handle more than one object simultaneously. For two objects, it is quite easy to split the laser beam to produce two independent traps that can be steered adding movable mechanical parts to the setup. For more than two traps more sophisticated solutions are required. The use of galvanometer-mounted scanning mirrors or acousto-optic-deflectors (AOD) can, partially, solve the problem because these devices are fast enough to move a single beam to the desired positions with a rate much faster than the diffusion of the objects to be trapped, creating so-called Time-Shared Multiple Traps. AODs are much faster than galvomirrors, and by this method it is quite straightforward to create arrays of up to 100 traps. These devices also have the advantage of a high efficiency. The main disadvantage of these devices is that they can trap particles only in the focal plane.

Another common demand is to have non-Gaussian beams such as Bessel or Laguerre–Gaussian (LG) beams. These have been realised using specialised optical components, e.g. axicons to generate Bessel beams or spiral phase plate for LG beams, or using holographic masks. Nevertheless these components are static and not versatile [151,152].

To overcome these difficulties, it is possible to employ holographic optical trapping (HOT). HOT uses a computer-designed diffractive optical element (DOE) to split a single laser beam into several separate beams, each of which is relayed into an optical tweezers. These optical traps can be made dynamic, and displaced in three dimensions by projecting a sequence of computer-designed holograms. Furthermore, non-Gaussian beam profiles can be encoded in the holographic mask [18].

The working principle of HOT is based on the DOE, whose task is to shape the profile of an incoming optical beam. The DOE is positioned at the front focal plane of the Fourier lens, which collects the first-order diffracted beam, so that the complex amplitude in the back focal plane of the Fourier lens is the Fourier transform of the complex amplitude at the DOE plane [35,37,153].

The easiest way to realise a dynamic DOE is to use a commercially available spatial light modulator (SLM). An SLM is a transmissive or reflective device that is used to spatially modulate the amplitude and/or phase of an optical wavefront in the two dimensions transverse to the beam propagation. SLMs can be programmed to produce light beams with various sculpted optical wavefronts, for instance, they can be used to create optical vortices and higher order Bessel beams, which both have an azimuthal phase variation [154].

HOT are usually realised using reflective devices, nowadays the refresh rates of such devices ranges between about 100 up to 500 Hz for the fastest device currently available, and
the reflection efficiency has been greatly enhanced so that it is possible to have a relatively high number of traps with a mid-power DPSS laser.

Once the SLM has been placed in the Fourier plane, to displace the beam in the image plane, the beam at the SLM should be simply deviated with respect to the normal to the SLM plane. To do this, a hologram equivalent to a blazed diffraction grating has to be displayed on the SLM. The angle of the grating determines the direction of the displacement, while the pitch (width of the fringes) determines the displacement angle. Moreover, to displace the focus in the axial direction it is necessary to change the curvature of the wavefront. This is simply accomplished applying to the SLM the phase retardation pattern of a Fresnel lens.

A combination of a diffraction grating and a Fresnel lens therefore produces a shift of the trap in three dimensions. Since the generation of the holographic mask is very fast, this is a very effective way to generate a single optical trap that can be moved in three dimensions in real time.

To generate multiple traps one of the fastest (but also least efficient) algorithms is the random mask encoding algorithm. For every pixel of the SLM, a phase shift is determined as if the hologram was made to generate only one of the $N$ traps. This technique is very fast, and permits one to achieve a good uniformity amongst traps. Nevertheless, the overall efficiency can be very low when the number of traps, $N$, is large, because on average the numbers of pixels that interfere constructively to generate each trap decreases as $1/N$.

A straightforward algorithm which achieves a better efficiency than the random mask encoding at a just slightly higher computational cost, is the superposition of gratings and lenses algorithm. In this algorithm, the phase of each pixel is chosen to be equal to argument of the complex sum of single-trap holograms. This algorithm has typically a good efficiency at the cost of poor uniformity. In fact, a typical problem that arises using this algorithm is that, when highly symmetrical trap geometries are sought, a part of the energy is diverted to unwanted ghost traps.

To overcome these difficulties it is necessary to use more sophisticated algorithms to compute the phase patterns. The most used are the Gerchberg–Saxton [155] and the adaptive-additive [156] algorithms, that are able to realise a hologram that will lead to a very close approximation to any desired intensity distribution. The Gerchberg–Saxton algorithm is an iterative algorithm that permits one to find a phase distribution that turns a given input intensity distribution arriving at the hologram plane into a desired intensity distribution in the trapping plane, by propagating the complex amplitude back and forth between these two planes, and replacing at each step the intensity on the trapping plane with the target intensity and that on the SLM plane with the laser’s actual intensity profile. The algorithm typically converges after a few tens of iterations, and it is ideally suited to deal with continuous intensity distributions. The adaptive-additive algorithm starts with an arbitrary guess of the phase profile and an initial input wavefront. The Fourier transform of this wavefront is the starting estimate for the output electric field, and the resulting error in the focal plane is reducing by mixing a proportion of the desired amplitude into the field in the focal plane. Inverse Fourier transforming the resulting focal field yields the corresponding field in the input plane. The amplitude in the input plane is replaced with the actual amplitude of the laser profile and finally the algorithm is iterated. The main advantage of this algorithm in comparison to the Gerchberg-Saxton algorithm is that permits one to achieve a better uniformity over all the traps in the array.

The possibility to create multiple dynamic traps and to engineer the wavefront of the trapping laser opened the way to a myriad of new experiment. Holographic optical tweezers have been widely used in many application fields such as optofluidics, optical sorting and the realisation of micromachines [18,25,157].
Wavefront engineering allowed the realisation of non-Gaussian beams such as Hermite–Gaussian beams, Laguerre–Gaussian beams, non-diffracting beams and continuous intensity distributions. Such beams find application in optical tweezers for, e.g. controlled rotations of particles using LG beams [158,159], or exploiting the self-healing properties of Bessel beams for multiple trapping [160]. Modifying the laser wavefront allows one to modify also the shape of the energy potential of the trap, this is very important to study transport processes of colloids and macromolecules under the action of thermal forces. Chupeau and colleagues demonstrated that the escape rate can be boosted optimising the potential well shape, even if increasing the barrier height [161].

Holographic optical tweezers have been successfully used to precisely manipulate hybrid block copolymer to create ordered customisable arrays of complex structures speeding up a normally slow processes [162], Shaw and co-workers combined a new photopolymerisation process for rapidly joining simultaneously microspheres assembled in a planar structure by a HOT [163].

Biophysics is one of the fields where HOT have a constant great impact. A new microscopic platform based on holographic optical tweezers has been developed for in vivo applications to study the development of embryos. The setup is able to rapidly measure the viscoelastic properties in different locations of multiple objects held by HOT [164]. Sculpting the shape of the wavefront and dynamically changing it allows to trap, move and control the orientation of non spherical particles. This was used by the group of Halina Rubinsztein-Dunlop to get important information on the properties of swimming cells [165]. The great advantage to held objects far away from surfaces can be combined with advanced imaging technique in addition the ability to rotate and orient trapped cells was used by Diekmann and colleagues to image cross sections of the cells under investigation that are impossible to achieve with conventional sample preparation and immobilisation [166]. The possibility to manipulate a large number of objects simultaneously is of great importance for clinical applications. A research group at Wuhan University modified the surface of polystyrene beads particles in order to selectively adsorb two different liver cancer biomarkers. The particles then were held in a two-dimensional array and investigated using Upconversion Luminescence Encoding technique. The use of HOT greatly improved the sensitivity, specificity and reliability of the biomarkers detection, offering a new alternative for cancer diagnosis technology [167].

Very recently the powerful abilities of HOT have been extended to atomic and molecular physics. In fact optical forces can be exerted also on atoms and molecules to confine and to move them. A titanium sapphire laser tuned far away from atomic resonances was used to trap and to control an array of nine cold rubidium atoms in three dimension in several arrangements [168], Kim and co-workers have implemented a dynamic optical tweezers able to grab, from a cooled cloud, single rubidium atoms and move them in a controlled way for up to 10 mm [169]. An atom-by-atom assembler has been demonstrated by Barredo et al., they were able to trap simultaneously up to 50 single atoms in a two-dimensional array controlled by an SLM. These works opened exciting prospects for quantum engineering, quantum information and cold chemistry.

5 Conclusions and outlook

Optical tweezers are nowadays a key tool for the contactless manipulation of a huge variety of samples. Optical trapping and manipulation is opening new and exciting routes towards the study, characterisation and manipulation of microscopic systems. These techniques have already enabled considerable advances in, e.g. single molecule spectroscopy and novel scan-
ning probe techniques for surface imaging and force sensing with greatly increased sensitivity. In this review, we have discussed some fundamental aspects of the theory and experimental practice of optical tweezers, providing the readers with a solid starting point from which to explore new potential applications of optical tweezers.
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