A Continuous Cuffless Blood Pressure Estimation Using Tree-Based Pipeline Optimization Tool
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Abstract: High blood pressure (BP) may lead to further health complications if not monitored and controlled, especially for critically ill patients. Particularly, there are two types of blood pressure monitoring, invasive measurement, whereby a central line is inserted into the patient’s body, which is associated with infection risks. The second measurement is cuff-based that monitors BP by detecting the blood volume change at the skin surface using a pulse oximeter or wearable devices such as a smartwatch. This paper aims to estimate the blood pressure using machine learning from photoplethysmogram (PPG) signals, which is obtained from cuff-based monitoring. To avoid the issues associated with machine learning such as improperly choosing the classifiers and/or not selecting the best features, this paper utilized the tree-based pipeline optimization tool (TPOT) to automate the machine learning pipeline to select the best regression models for estimating both systolic BP (SBP) and diastolic BP (DBP) separately. As a pre-processing stage, notch filter, band-pass filter, and zero phase filtering were applied by TPOT to eliminate any potential noise inherent in the signal. Then, the automated feature selection was performed to select the best features to estimate the BP, including SBP and DBP features, which are extracted using random forest (RF) and k-nearest neighbors (KNN), respectively. To train and test the model, the PhysioNet global dataset was used, which contains 32.061 million samples for 1000 subjects. Finally, the proposed approach was evaluated and validated using the mean absolute error (MAE). The results obtained were 6.52 mmHg for SBP and 4.19 mmHg for DBP, which show the superiority of the proposed model over the related works.
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1. Introduction

High blood pressure (BP) is one of the acute health concerns that may lead to hazardous health complications such as atherosclerosis, clots, heart attack, stroke, kidney diseases, and dementia [1]. Therefore, monitoring the blood pressure is one of the critical health practices that should be monitored to avoid further complications [2,3]. Such monitoring becomes necessary for critically ill patients admitted to intensive care units (ICUs). For critically ill patients, there are two types of blood pressure monitoring. The first one is aneroid blood pressure, whereby the doctors use a cuff, stethoscope or squeeze bulb. This blood pressure monitor is used to monitor the blood pressure within predefined time intervals (i.e., twice a day, every hour or every 15 min) depending on the severity of the case [1]. The second type is called invasive arterial BP measurement procedure, whereby the blood pressure is monitored dynamically with no delay to produce a continuous reading [4,5]. One of the techniques used in invasive BP measurement is the central venous catheter, also known as the central line [6,7]. Such a central line is an intravascular
access device or catheter that is inserted through one of the major vessels to be placed at or near the heart [8]. It can be inserted either centrally or peripherally. A central line can be placed at the pulmonary artery, inferior vena cava, superior vena cava, internal jugular veins, brachiocephalic veins, subclavian veins, common iliac veins, external iliac veins or femoral veins [9]. However, this technique is associated with infection risk, such as the central line associated-bloodstream infection (CLABSI) [4]. CLABSI occurs when bacteria or other pathogens enter a patient’s central line and cause an infection associated with increased morbidity, mortality, and healthcare costs. An increase in the number of line accesses is associated with a higher probability of CLABSI [5]. Moreover, the arterial pressure waveform, produced by the central line, is a complex wave that reflects the sum of a series of mechanical pressure signals of different frequencies.

With all the aforementioned issues of invasive arterial measurement, monitoring the BP without harming the patient's health is highly required. Therefore, a non-invasive, cuff-less, continuous BP monitoring through wearable devices become an iterating topic for researchers and doctors [10]. Wearable blood pressure monitors allow frequent blood pressure measurements (ideally continuous beat-by-beat monitoring of blood pressure) with minimal stress on the patient [10]. Moreover, there are many initiatives to use signal processing and machine learning algorithms to capture essential human vital signs using wearable sensors with the advent of automated sensors [11,12]. Out of this vital health, signs are the BP estimation using PPG signals, which has become more realistic [13–16]. A PPG waveform is a simple and inexpensive optical technique that detects changes in blood volume in the microvascular bed of tissue. It is also used noninvasively to determine the measurements at the surface of the skin [11]. Usually, the pulse oximeter is placed on the index finger of the patient to measure mean blood oxygen saturation levels in ICU [17]. This PPG signal is a time-variant signal originating from Aoyagi [18] and Yoshiya [19]. The PPG signal measures blood volume changes by calculating the light absorption changes on the skin when the skin is illuminated. The PPG signal from any position on the skin can be divided into the oscillating (AC) and steady-state (DC) components and their amplitudes depend on the structure and flow of the vascular bed [11]. The AC component is divided by the DC component to normalize the signal and then scale the waveform within a specific range [20].

Several works have been discussed in the literature to measure the BP from PPG signals [21–25]. These works span from calculating the normalized BP waveforms for the PPG [20,26] using Fast Fourier Transform to the use of linear and neural network system identification techniques to correlate BP and PPG [12]. The authors in [12] relied on auto-regression to extract waveform features and provided the justification for this paper’s machine learning approach as it confirmed the link between BP and PPG waveforms. Other techniques have relied on multiple signal inputs, namely integrating the ECG and PPG waveform data to produce a reliably accurate derivation of BP [20].

Moreover, another direction in measuring BP from PPG is to extract the influential features of PPG through signal processing to produce a vector of features, then apply machine learning to infer the function in terms of the blood pressure variables: systolic blood pressure (SBP) and diastolic blood pressure (DBP) [27]. Many works in the literature used the conventional machine-learning algorithms to measure BP from PPG [28–31]. However, conventional machine learning techniques suffer from different issues. For instance, no algorithm can achieve good performance on all possible issues [32]. Thus, this paper employed a tree-based pipeline optimization tool (TPOT) approach that automatically designs and optimizes machine learning pipelines for a given problem domain without any need for human intervention [33] or calibration. This approach automates the whole process of BP estimation, starting from choosing the best ML classifier and ending by automating the feature selection and construction process, which results in better accuracy, as presented in Section 4. Hence, this approach can be implemented in medical wearable devices where there is a need for developing an alternative to conventional BP monitoring using cuff-less, easy-to-use, fast, and cost-effective devices for controlling and lowering
the physical harm of cardiovascular diseases (CVDs) to the human body [34]. On the other hand, designing an effective machine learning pipeline is often a time-consuming effort, which generally requires considerable experience with machine learning algorithms, professional knowledge of the problem domain, and brute force search [35–37]. In response to the aforementioned issues, the need to automate the feature extraction steps and select the suitable machine learning algorithm is based on the dataset fulfilled by employing TPOT. Aside from that, automated machine learning can enhance the accuracy and save time and effort by optimizing a series of feature extractors, preprocessors, and ML models to maximize the classification/regression accuracy for cuffless blood pressure estimation.

Therefore, this paper aims to build an automated machine learning model using TPOT to estimate the blood pressure from the photoplethysmography signals. TPOT maintains a balance between high performance and low model complexity [29]. As a result, the pipelines learned by TPOT consist of a relatively small number of operators (e.g., in the single digits) that can still meet or exceed the performance of competing state-of-the-art ML approaches. Hence, this study’s experimental results demonstrate the potential for high accuracy BP estimation that can be acquired at a low-cost, continuous, and noninvasively from the patient beyond their ICU stay. Significantly, the results achieved were evaluated and approved based on BHS and AAMI standards.

The rest of this paper is structured as follows: Section 2 discusses the background and related works, and Section 3 describes the dataset and the proposed approach used in this study. The results and analysis are discussed in Section 4. Finally, Section 5 includes the conclusion and the future work of the study.

2. Background and Related Works

Several methods were proposed in the literature to estimate BP from PPG. Over the different studies, PPG, when calibrated, expresses great opportunities to monitor BP variations utilizing the various bio features, which in turn brings incredible health and economic benefits. Some algorithms [38,39] integrate the waveform analysis and PPG biometrics, which have been evaluated in subjects of various ages, heights, and weights to estimate BP without calibration in certain populations. When calibrated, it shows great potential to serially monitor BP fluctuation, bringing tremendous economic and health benefits. Another study [40] suggested a bio-inspired and precise mathematical model estimating the systolic BP (SBP) and the diastolic BP (DBP) from the PPG physiological signal sampling time-series. The authors developed a smart method for measuring BP through careful neural and mathematical analysis of PPG signals. In addition, some studies estimate SBP and DBP levels utilizing the pulse transit time (PTT) [41,42], as well as a combination of heart rate and paroxysmal atrial tachycardia (PAT) [43]. The combination presented an enhancement over PTT alone. In [12], the authors measured the BP by implementing a beat-to-beat optical BP using only PPG from the fingertips. Many other studies have examined different PPG signal characteristics for various applications [44–46]. Various groups utilized these features for SBP and DBP measurements, therefore, there is still plenty of space for enhancement since many previous attempts rely on wearable sensors and conventional ML. Meanwhile, it has been proven that automated machine learning (AutoML) is more effective and provides better performance. Another direction in this field is estimating BP from PPG through an artificial neural network (ANN) [20,29], whereby the key features such as amplitudes and cardiac component phases have been extracted using a fast Fourier transformation (FFT). Subsequently, these extracted features were used to train the ANN model. The ANN model was trained with more than 170,000 waveforms from 69 patients to improve the fitting accuracy of BP. Furthermore, due to the recent advancement in deep learning, estimating BP from PPG using deep learning became feasible by enhancing the estimation accuracy. Therefore, the authors in [47] addressed the issue of reducing accuracy due to the necessity of regular calibration in current models for BP estimation from PPG. In their model [47], a deep recurrent neural network (DRNN) with long short-term memory (LSTM) is utilized to construct a model for the time-series BP data, whereby
PPG and electrocardiogram (ECG) have been taken as inputs, and PTT with some other characteristics were utilized as predictors to estimate BP. According to the authors in [47], this approach demonstrated enhancements in BP prediction compared to other existing approaches where it achieved the root mean square error (RMSE) of 3.90 and 2.66 mmHg for SBP and DBP, respectively. The findings indicate that modeling the BP dynamics’ temporal dependencies increases the long-term BP prediction accuracy dramatically [47]. In addition, the authors in [48] investigated, with fair results, the likelihood of utilizing raw PPG data to detect arrhythmias using wearable devices in real-time, demonstrating the possibility of using the raw PPG signal as inputs for deep learners (RNN-LSTM). Their approach achieved a receiver operator characteristic (ROC) curve of 0.9999, with false positive and false negative rates both below $2 \times 10^{-3}$. This approach achieved a sufficient result, however, it is time-consuming and required an expert to understand the raw PPG data of the subjects. Likewise, the authors have developed a novel Spectro temporal deep neural network (STDNN) in [39], whereby the PPG signal and its first and second derivatives were taken as inputs. Authors in [39] have attempted to extract the PPG signal from BP using a deep neural network (DLN) and based on the MIMIC III database belonging to 510 subjects. Therefore, the study employed MAE to conduct cross-validation experiments, achieving 9.43 mmHg for SBP and 6.88 mmHg for DBP. Comparatively, the support vector machine (SVM) method for continuous blood pressure estimation from a PPG signal presented better precision in [49] than the linear regression [50,51] and ANN methods. The results in [49] show that the mean error was $11.6415 \pm 8.2022$ mmHg for systolic BP and $7.617 \pm 6.7837$ mmHg for diastolic BP based on a large sample data, while the results achieved using ANN were $11.8984 \pm 10.180$ mmHg for SBP and $13.94 \pm 11.24$ for DBP. In [51], the 2-Element Windkessel model was used to approximate the overall peripheral resistance and arterial compliance of an individual using PPG functions, followed by linear regression to simulate the arterial blood pressure. The experimental findings on a regular hospital dataset yielded absolute errors of $0.78 \pm 13.01$ and $0.59 \pm 10.23$ mmHg for systolic and diastolic blood pressure values, respectively. A similar approach was suggested in [50], where the findings of the experiments show that the average error in measuring BP is less than 10% of the currently available optical BP tracking system.

A time-consuming approach was suggested in [52] for estimating SBP and DBP based on back-propagation error neural networks. Several techniques were implemented to reduce feature redundancy, optimize the BP estimation, and determine the initial weights and threshold of the network. Such a system needs an expert and is not easy-to-use, which draws a limitation even though the achieved results were promising in terms of BP estimation. Authors in [53] proposed a non-contact approach based on laser Doppler vibrometry for BP measurement that aimed to demonstrate the possibility to assess arterial blood pressure without the need to put any element in physical contact with the subject (except for the signal calibration). Authors in [54] conducted a pilot study to determine the standard characteristics to evaluate the accuracy of wearable devices. However, the results of [54] concluded that there is a lack of a standard test protocol and meteorological parameters such as uncertainty of error to be taken into consideration for the validation of a wearable device. In addition, authors in [55] proposed a study to compare between the PPG methods based and standard cuff-based manometry devices. The authors highlighted that the Biobeat’s cuffless blood pressure monitor is a PPG-based wearable health device that provides non-invasive, cuffless, wireless, and repeated measurement of blood pressure and heart rate. This device transmits data in real-time to a user app and to a medical management system. Meanwhile, authors in [50] have suggested a technique to estimate BP based on thousands of subjects using PPG and ECG. In [50], several regression models are implemented and evaluated using 10-fold cross-validation testing, and the best performance was obtained utilizing adaptive boosting (AdaBoost), precisely their approach obtained 11.17 and 5.35 mmHg for SBP and DBP, respectively by the mean absolute error (MAE). However, the same evaluation metrics were used in our study.
The massive rise in deep learning, which has been proved to perform exceptionally well in a wide variety of fields, is also reflected in this area of study [56]. Authors in [57] have proposed a work in which they highlighted the accuracy decay issue over long periods of existing models to estimate BP from PPG signals. This issue implies that it requires periodic calibration. To model temporal dependencies in BP, a deep RNN with LSTM has been utilized. PPG and ECG have been utilized as inputs, and PTT was used to predict BP alongside some other characteristics. Compared to the existing approaches, they demonstrated long-term gains in BP prediction accuracy, while maintaining a real-time prediction accuracy at a level comparable to the related work. Authors in [58] proposed a deep learning model called Res-LSTM for continuous BP measurement that contains a 50-layer ResNet and LSTM model. The results achieved using MAE were 7.10 mmHg for SBP and 4.61 mmHg for DBP with the calibration method involved. One of the highly cited papers dealing with the PPG BP estimate using a neural network was presented in [58]. First, 21 features were computed that define the shape of the individual PPG cycle in a more informative way, where they utilized a small subset of data from the MIMIC II database, and the reported MAE results were 3.80 ± 3.46 mmHg for SBP and 2.21 ± 2.09 mmHg for DBP. Therefore, cuff-less blood pressure prediction methods in the literature such as [41,42], suffer from various drawbacks such as requiring calibration for each subject. While this study provides a continuous cuff-less blood pressure, the measurement method is estimated by extracting several features from the PPG signal and then applying signal processing and AutoML algorithm. To conclude, numerous automated ML techniques have been evaluated and reported for different research domains. However, to the best of our knowledge, no recent study has proposed a cuff-less systolic and diastolic blood pressure estimation method for estimating BP from PPG using TPOT. Therefore, AutoML is a recent and challenging area [13] that automates the time-consuming process of identifying effective machine learning (ML) pipelines. Thus, AutoML solutions blossomed across research communities to smartly find ML pipelines with good performance.

3. Methods

The biomedical signal analysis of BP and PPG requires several steps, including data pre-processing to prepare the data, selecting appropriate features using feature extraction and engineering, model selection and validation, and tuning of hyperparameters. All these steps aim to effectively produce an accurate machine learning model to estimate BP from PPG. To achieve this goal, a tree-based pipeline optimization tool (TPOT) is used in this paper to estimate the blood pressure from PPG. To simplify, TPOT uses genetic programming from the Python package DEAP [59] to pick a series of pre-processing data functions and ML classification or regression algorithms to optimize the model's performance for a dataset of interest. In addition to the ML algorithm, the TPOT model pipeline, as presented in the example illustrated in Figure 1, includes a variety of data transformers implemented in the Scikit-learn Python library, such as various pre-processors (Min-Max Scaler, Standard Scaler, Max Abs Scaler, Normalizer, polynomial features expansion) and feature selectors (Select Percentile, Variance Threshold, recursive feature elimination). In some instances, designing a new feature set may help extract valuable information (e.g., when a selected method analyses one feature simultaneously while complex feature interactions are present in the dataset). TPOT also provides several custom function constructor implementations: Zero counts (count of zero/non-zeros per sample), stacking estimator (SE) (generates predictions and class probabilities with a classifier of choice as new features), one hot encoder (converts categorical features to binary features), and a range of sklearn transformer implementations: PCA, independent component analysis, and a selection of sklearn transformer implementations (Nystroem, RBF Sample). The complete TPOT configuration includes 11 classification algorithms, 14 feature transformers, and five feature selectors (for the full list, please refer to http://epistasislab.github.io/tpot/using/) (accessed on 18 January 2021). TPOT uses a tree-based structure to incorporate all these operators (Figure 1). Any pipeline begins at the root of the tree structure with one or more copies of the entire dataset and
continues with the feature transformation/selection operators mentioned above or with the ML algorithm. The original dataset is then modified and moved down the tree to the next operator or if there are several copies of the dataset, they can be merged into a single set using a combination operator.

Figure 1. Example of the tree-based pipeline optimization tool (TPOT) pipeline.

A conceptual framework for the proposed study is presented in Figure 2. We have employed TPOT to select the best model with the best parameters to avoid the time-consuming and complex problems of the traditional machine learning algorithms. In addition, the proposed approach will come out with the best regression model to predict the expected blood pressure that can be acquired at a low-cost, continuously, and noninvasively from the patient beyond their ICU stay. However, the deployment of the wearable devices will be one of the future directions, whereby the regression model selected by TPOT will be integrated with real-time BP wearable devices to predict the situation of the patient in a particular timeframe.

Additionally, TPOT designs a generic algorithm for searching a wide range of supervised classification algorithms that adopt the Python Scikit learning library, including preprocessors, transformers, feature selection techniques, estimators, and their hyperparameters, without any domain knowledge or human data inputs. As demonstrated in the correlation matrix heatmap for the dataset of this study, the stronger correlation on both ends of the spectrum presented in a darker color and weaker correlation has been presented in a lighter shade color. Thus, the feature extraction pipeline must precisely map the PPG diastolic peak to the foot (signal minimum) of the BP signal. In the following sub-sections, the details of TPOT phases will be elaborated.
Figure 2. Automated search of machine learning (ML) model using the tree-based pipeline optimization tool. A machine learning operator corresponds to each circle, and the arrows indicate the direction of the flow of data: (a) Feature pre-processing pipeline; (b) feature construction pipeline; (c) the best pipeline chosen by TPOT for systolic blood pressure (SBP), and (d) the best pipeline chosen by TPOT for diastolic blood pressure (DBP). The following subsections will discuss the steps in detail.

3.1. Dataset

To conduct the experiment of estimating the BP from PPG, a global dataset, called PhysioNet dataset, which contains 32.061 million samples for 1000 individuals, were used. This dataset is obtained from Kaggle and also freely available for researchers (https://physionet.org/, accessed on 15 January 2021), whereby a blood pressure signal is obtained from the invasive arterial blood pressure (in mmHg), and a photoplethysmography is extracted from the fingertip and an electrocardiograph from channel II [42]. Notably, all the samples were produced using a sampling frequency of 125 Hz to increase the detection accuracy of the key points, as presented in Figure 4. The key points of each pulse should be detected before extracting the features of the PPG signals. The key features of the PPG pulse are presented in Figures 4 and 6. Since PPG signals have different morphologies, point detection methods should have limited sensitivity to different morphologies. Figure 3 shows the BP, PPG, and ECG signals obtained from the collected PhysioNet dataset in this study. As depicted in Figure 4, the feature extraction technique is used to divide the waveform into ascending and descending components, in which the descending component is isolated. In addition, the first and second derivatives are computed and plotted to determine the features required in this study. The first derivative waveform is mainly used to determine the maximum slope point and diastolic peak, and the second derivative waveform is used to determine the dicrotic notch [60].
Figure 3. BP, photoplethysmogram (PPG), and electrocardiogram (ECG) signal plots from the collected PhysioNet dataset in this study.

Figure 4. Key points of PPG pulse; (a) The location of the key points; (b) division of PPG into ascending and descending components; (c) first derivative waveform; (d) second derivative waveform [60].
3.2. Hybrid Pre-Processing Stage

For better usage of any dataset, pre-processing is an essential step. Thus, in this study, the signals imported from the dataset should undergo pre-processing to eliminate any potential noise inherent in the signal. As the used dataset contains different signals (i.e., ECG, PPG, BP), a hybrid pre-processing stage was conducted to deal with any noise in the three signals used in this study (Figure 2a). The hybrid pre-processing stage comprises three filters, notch filter (band-stop filter), a band-pass Butterworth filter, and zero-phase filtering. The following lines will be dedicated to explaining these three techniques.

The first pre-processing technique used to limit the potential noise of the signal is a notch filter. Notch filters have a wide variety of uses in signal processing, particularly when there is a specific frequency component that needs to be removed from a signal [61]. One of the vital notch filter applications to the pre-processing of the signals used in this project is the notch filter’s ability to reject 60 Hz AC interference in biomedical signals [61]. This 60 Hz AC interference is seen in various signals due to the frequency of the power lines in North America and should be removed from the signals in the dataset before feature extraction. An IIR notch filter in this stage was configured with a cutoff frequency of 60 Hz to achieve this goal.

After removing the 60 Hz AC interference, the band-pass Butterworth filter was used to allow a specific range of frequencies to be selected out of the signal, and any frequencies outside of the given range would be suppressed. Such a selection of a range of signals limits any motion artefacts in the dataset and prevents high-frequency noise in the signal [62]. The crucial criterion in designing this filter is to know the proper band-pass frequency range that is needed.

In this study’s context, PPG signals are typically found within the frequency range of 0.5 to 4 Hz [62]. Therefore, the band-pass filter was tuned within the frequency range of 0.5 to 8 Hz. According to [39], anything below 0.5 Hz can be attributed to baseline wandering, while anything above 8 Hz is high-frequency noise. All the shorter-length recordings were removed since we needed waveforms that were long enough to include at least some SBP and DBP changes. The PPG signal was then normalized to zero mean unit variance and filtered, with 0.5 and 8 Hz cutoff frequencies, with a 4th order Butterworth band-pass filter.

The third pre-processing step used in this study is the zero-phase filter, which is built using the fitful function in Python library, called SciPy. A zero-phase filter’s importance is to minimize any distortion in the waveform of the original signal, which minimizes the delay in the signal processing [63,64]. Figure 2 depicts the sequence of the three filters used in this study to isolate PPG-derived BP signals from the dataset, which were then compared to the arterial BP features.

3.3. Features Selection Methods

The blood pressure waveform characterized by four points: The systolic peak (maximum pressure point), the anacrotic notch (reversal of the inflection point or slope corresponding to the arrival of the reflected wave), the dicrotic notch (minimum local pressure corresponding to the closure of the aortic valve), and the diastolic foot, respectively (the point of lowest pressure). These points represent the key features that should be extracted for the purpose of this study, and Figure 5 depicts these four key features in the BP waveform.
presented in Figure 7.

The dicrotic notch distinguishes the end of systole and the beginning of diastole in the central arteries pressure waveform, being more prominent in the BP waveform than the PPG waveform [60]. When the blood pressure propagates towards the fingertips from the left ventricle, the systolic peak results, the diastolic peak, another key feature, is produced when the reflected blood pressure from small blood vessels of the lower body propagates towards the aorta and fingertips [60]. In addition to the four BP waveform’s features, the PPG signal was isolated into ascending and descending components to create labels, as shown in Figure 6.

![PPG Signal with Labeled Maximum and Minimum Points](image)

**Figure 5.** PPG key features, where \(X\) and \(Y\) are the amplitudes of systolic peak and inflection points, respectively, and \(\Delta T_{DVP}\) is the interval of time between the two [60].

For an interval length of 4 s of PPG signal, the descending portion of the BP or PPG signal is then normalized to the amplitude of 1, considering the systolic peak to the end. The first derivative is computed to find the maximum slope point using polyfit. Since the diastolic peak is not easily detectable, the second derivative is computed, and a polynomial is fitted again. Through experimentation, the diastolic peak was isolated as the last local minimum in the descending interval selected. Furthermore, the dicrotic notch was isolated from the PPG signal as it is defined as the point where the second derivative of the PPG is a local maximum [60]. The dicrotic notch occurs before the diastolic peak, as presented in Figure 7.

![PPG Signal Labeled Points](image)

**Figure 6.** PPG signal with labeled maximum and minimum points.
Additionally, seven features were extracted using the feature construction stage depicted in Figure 2. Exploratory data analysis (EDA) is a method of analyzing datasets to summarize their key characteristics, often using statistical graphics and other data visualization methods. In this study, we have presented our dataset key characteristics in Table 1 where EDA is an essential step for feature selection in ML. The statistical data analysis performed in this study explores the data from two different angles (descriptive and correlational). Each type introduces information on the predictive power of the features and enables an informed decision based on the analysis outcome. However, the EDA shows that TPOT has selected seven main features based on the given dataset. These features are PPG systolic pressure, PPG diastolic pressure, PPG foot pressure, PPG notch pressure, and BP systolic pressure, BP diastolic pressure, and BP notch pressure. These seven key features and their statistical analysis are presented in Table 1. In addition, correlation matrices are a necessary tool for exploratory data analysis. Correlation heatmaps present the same data in a more visually appealing way. Furthermore, they show us at a glance if the variables are correlated, to what extent, and in which direction, and potential multicollinearity issues. The correlation heatmaps for these features are presented in Figure 9.

**Figure 7.** The 4 s interval sample data of PPG obtained in this study.

**Table 1.** Feature correlations with the statistical analysis.

| Parameters | PPG Systolic Pressure | PPG Diastolic Pressure | PPG Foot Pressure | PPG Notch Pressure | BP Systolic Pressure | BP Diastolic Pressure | BP Notch Pressure |
|------------|-----------------------|------------------------|-------------------|-------------------|----------------------|-----------------------|-------------------|
| count      | 64,121.000            | 64,121.000             | 64,121.000        | 64,121.000        | 64,115.000           | 64,115.000           | 64,115.000        |
| mean       | 2.2417                | 1.1376                 | 1.0870            | 1.5180            | 119.9480             | 76.3792              | 92.0488           |
| std        | 0.5049                | 0.2259                 | 0.2125            | 0.3397            | 21.9371              | 16.0327              | 18.3158           |
| min        | 0.4017                | 0.1766                 | 0.15109           | 0.2873            | 59.7634              | 50.5536              | 56.0053           |
| 25         | 1.9758                | 1.0685                 | 1.0360            | 1.3684            | 104.7578             | 64.9357              | 77.7494           |
| 50         | 2.2089                | 1.1306                 | 1.0804            | 1.4968            | 116.7934             | 72.6420              | 87.9682           |
| 75         | 2.6065                | 1.2331                 | 1.1671            | 1.7008            | 133.4375             | 83.5564              | 105.1952          |
| Max        | 3.5698                | 2.3116                 | 2.3096            | 2.8044            | 197.5693             | 190.8637             | 191.5196          |
3.4. Automated Machine Learning

AutoML is the approach used to automate the means of applying machine learning to problems in the real world [33]. AutoML covers the entire pipeline from the raw dataset to the deployable machine learning model. AutoML is an artificial intelligence approach to the machine learning’s ever-increasing problem [27]. TPOT has been used in this study, and it is one of the promising AutoML in several research domains [65]. It is a python automated machine learning platform that utilizes genetic programming to optimize machine learning pipelines. By intelligently testing thousands of potential pipelines to find the right one for the data used, TPOT can simplify the most tedious part of ML as presented in Figure 2 (at the beginning of Section 3). In addition, TPOT uses genetic algorithms inspired by Darwinian natural selection to optimize and generate solutions [33]. Genetic algorithms have three components:

- **Selection**: At every generation, each solution is evaluated.
- **Crossover**: The most fit solution is selected, and crossover occurs to create a new population.
- **Mutation**: The children from the new population are mutated randomly, and the process is repeated once more to obtain the best solution.

The automating optimization process using genetic programming begins with the random generation of a fixed number of tree-based pipelines, which are then subjected to the evolutionary algorithm through rounds (generations) of mutation, recombination of pipeline components, and selection. The fitness of the pipeline is measured using a Pareto multi-objective function that seeks to optimize the output metrics of choice for the ML algorithm, (in our case, MAE and MSE were utilized) while minimizing the pipeline’s complexity (i.e., the number of data transformers/selectors in the pipeline). The crossover and mutation are two sources of variation that alter a TPOT pipeline structure and make it easier to pick the best match for a given dataset. Second, a user-specified percentage of pipelines were subjected to a one-point crossover, in which two randomly chosen pipelines separated at a random point in the tree, and their contents were exchanged. Following that, the mutation is implemented at a fixed user-defined frequency, with adjustments in the type of pipeline operator addition, elimination or substitution. After the improvements are applied, and their fitness impact is measured, the TPOT pipeline with the highest fitness from the current generation is chosen to replace 10% of the next generation population. A three-way tournament of two-way parsimony chooses the remaining 90% of the population: Three pipelines are chosen for the tournament, with the lowest fitness one eliminated first and the least complex of the remaining two chosen to be replicated in the next generation. However, we have set the population size of 20 and 10 generations were used, which indicates the number of iterations to run during the pipeline optimization process, with a 60:40 training-validation split. The population size indicates the number of individuals that are retained in programming the new population at every generation. The 10-fold cross-validation method was used to evaluate the pipelines. The random state indicates the seed of the pseudo-random number generator used (the same results are generated for that seed). Early stop denotes stopping before 10 generations are reached if the pipeline is optimized earlier with no improvement in the optimization process to speed up the model selection. For 10 generations of population size 20, TPOT evaluated 200 pipeline configurations, which is akin to 200 hyperparameter combinations of an ML algorithm. The best pipeline was determined, and upon completion, the test error was computed for validation purposes, using well-known evaluation matrices, namely MAE and MSE as described in Section 3.5. BP is measured using two main items. TPOT-generated ML pipelines with selected ML classifiers, optimized with a grid search approach, applied for both SBP and DBP. Figure 2c,d shows the best-automated pipeline for SBP and DBP produced by TPOT automatically based on our dataset.

The best pipeline for the determination of systolic BP was a combination of the FastICA, Standard Scaler, and Random Forest Regressor as shown in Figure 2c. The algorithm of Fast Independent Component Analysis (FastICA) [66], a fast-converging algorithm based
on non-Gaussian maximization and implementation utilized an approximate Newton optimization method, has become a norm for both sub-Gaussian and super-Gaussian sources to be segregated. The algorithm has been shown to exhibit cubic convergence in the symmetric orthogonalization method when in the deflationary mode (utilizing the cost function of kurtosis) and local quadratic convergence [67]. To allow for the separation of the complex, the FastICA algorithm has been subsequently expanded. The use of FastICA algorithm in our study was chosen by TPOT and can be described as follows.

The iterative algorithm finds the direction for \( w \in \mathbb{R}^N \), in the weight vector that maximizes a measure of \( w^T X \) non-Gaussianity of the projection, with \( X \in \mathbb{R}^{(N+M)} \) representing a pre-whitened data matrix as discussed in [68]. Note that \( w \) is a column vector. FastICA relies on a nonquadratic nonlinear function \( f(u) \), its first derivative \( g(u) \), and its second derivative \( g(u) \), to calculate non-Gaussianity. The steps taken in FastICA to extract the weight vector \( w \) for the SBP portion are as follows.

- Whiten data.
- Randomize the initial weight vector \( w \).
- Select a non-quadratic function, for example:

\[
g_1(u) = \tanh(a_1 u), \text{and } g_2(u) = u \cdot e^{-\frac{u^2}{2}}
\]

(1)

Since \( \tanh \) is an odd function, its series expansion is of the form \( \tanh(a_1u) \). According to \( W \leftarrow E(xg(W^T x))W \), loops continually iterate until their convergence. The absolute value of \( E(xg(W^T x)) \) would get smaller and smaller. Descendent Newton can be used to boost the stability and uniformity of the convergence. Furthermore, standard scalar standardizes data set characteristics by scaling to unit variance and eliminating the mean utilizing column summary statistics on the samples in the training set (optionally). This process is a pre-processing phase that is very popular. During the optimization process, standardization enhances the convergence rate. During model training, it also prevents characteristics with large variances from exerting a tremendous effect.

Finally, a random forest is a meta estimator that fits several decision trees on different data set sub-samples [69] and uses averaging to improve the predictive accuracy and over-fitting control [70]. If bootstrap = True (default), the sub-sample size is managed with a max sample parameter. Otherwise, the entire dataset will be used to construct each tree. The default value of the minimum sample split is assigned to 2 in our case. This implies that, as shown in Figure 8, if any terminal node has more than two observations and is not a pure node, we can further break it into sub-nodes. Having a default value of 2 raises the problem that a tree sometimes breaks until the nodes are entirely pure. Consequently, the tree increases in size and overfits the data as a result.

Figure 8. Random forest estimator hyperparameter tuning.
As explained in the previous section, DBP measures the human arteries pressure when their heart rests between beats [71]. Firstly, the principal component analysis (PCA) minimizes dimensionality which is utilized to decrease the dimensionality of large datasets by converting a large set of variables into a smaller one that still retains much of the large set of information [72]. This phase was automatically carried out with TPOT since our dataset contained 32.06 million samples for 1000 individuals. According to [73], PCA can be solved using two methods: Covariance matrix and singular value decomposition (SVD).

The SVD-based approach to address the issue of PCA is discussed as follows. Let X be an arbitrary $n \times m$ matrix, and $X^T X$ be a rank $r$, square, symmetric $m \times m$ matrix.\[ \{ \hat{v}_1, \hat{v}_2, \hat{v}_3, \ldots, \hat{v}_r \} \] is an orthonormal set of $m \times 1$ eigenvectors with associated eigenvalues for \[ \{ \lambda_1, \lambda_2, \lambda_3, \ldots, \lambda_r \} \] the symmetric matrix $X^T X$.\[ (X^T X) \hat{v}_i = \lambda_i \hat{v}_i \] (2)

where $\sigma_i = \sqrt{\lambda_i}$ are positive true and called the singular values $\{ \hat{u}_1, \hat{u}_2, \hat{u}_3, \ldots, \hat{u}_r \}$ which is the set of $n \times 1$ vectors described by:

$$\hat{u}_i = \frac{1}{\sigma_i} X \hat{v}_i$$ (3)

$$\hat{u}_i \hat{u}_j = \begin{cases} 1 & i = j \\ 0 & i \neq j \end{cases}$$ Eigenvectors are orthonormal.

$$\| X \hat{v}_i \| = \sigma_i$$ (4)

The singular value decomposition of a matrix is:

$$X \hat{v}_i = \sigma_i \hat{u}_i$$ (5)

where the $\sigma_i$ are ordered such that $\sigma_1 \geq \sigma_{n+1}$ and $X$ multiplied by an eigenvector of $X^T X$ is equal to a scalar time, another vector. The set of eigenvectors $\{ \hat{v}_1, \hat{v}_2, \hat{v}_3, \ldots, \hat{v}_r \}$ and the set of vectors $\{ \hat{u}_1, \hat{u}_2, \hat{u}_3, \ldots, \hat{u}_r \}$ both orthonormal sets and bases in $r$ dimensional space. Hence, the constructed accompanying orthogonal matrices are:

$$V = [\hat{v}_1, \hat{v}_2, \hat{v}_3, \ldots, \hat{v}_r]$$ (6)

$$U = [\hat{u}_1, \hat{u}_2, \hat{u}_3, \ldots, \hat{u}_r]$$ (7)

Therefore, the SVD matrix version can be computed as:

$$X V = U \Sigma$$ (8)

where $\Sigma$ is the symmetric $m \times m$ matrix. If the decomposition's scalar version is performed by each column of $V$ and $U$ since $V$ is orthogonal, we can multiply both sides by $V_1 = V^T$ to arrive at the decomposition’s final form.

$$X V = U \Sigma V^T$$ (9)

where $V^T$ is the coefficient for reconstructing the samples. The second technique chosen by TPOT to scale each function by its maximum absolute value is the max absolute scalar. This estimator scales and independently translates each function such that the overall absolute value of each function in the training set will be 1.0. It does not alter/center the data and thus does not remove any sparsity. Finally, the regression selected by TPOT to detect the DBP signal is KNN regression. KNN regression is one of the simplest supervised machine learning algorithms and is primarily utilized for classification or regression problems [74, 75]. It estimates a data point on the basis of how its neighbours are categorized. It is fundamentally based on the principle that objects close to each other have similar
characteristics. The closest neighbour rule is the simplest form of KNN when \( K = 1 \). In this case, each sample should be graded in the same way as the neighbour sample. Therefore, if the sample’s regression is not known, consideration can be given to the regression of the nearest neighbour sample. Therefore, unidentified samples can be categorized based on this regression of the nearest neighbors [76]. KNN makes predictions, as described above, based on the outcome of the K-neighbors closest to that point. Therefore, we need to define a metric for calculating the distance between the request point and cases from the example sample to make predictions with KNN. One of the most widely used metrics in evaluating the distance between two points is known as the Euclidean distance. It is possible to define the Euclidean distance by:

\[
\text{Euclidean distance} = \sqrt{\sum_{i=1}^{k} (x_i - y_i)^2}
\]

3.5. Evaluation Metrics

To analyze and evaluate the performance of AutoML (TPOT) approach for estimating BP, three evaluation metrics were employed in this study, namely the mean absolute error (\( MAE \)), mean squared error (\( MSE \)), and correlation coefficient. Hence, the forecast data is \( X_p \), while the ground truth data is \( X \) and the number of samples is \( N \):

1. Mean absolute error (\( MAE \)): Absolute error is the sum of error expected. The mean absolute error is the mean for all absolute errors.

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |X_p - \hat{X}_p|
\]

2. Mean squared error (\( MSE \)): \( MSE \) measures the squared number of errors. \( MSE \) is a risk function that corresponds to the estimated value of the squared error loss. \( MSE \) includes both the variance and bias of the estimator.

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (X_p - \hat{X}_p)^2
\]

3. Correlation coefficient (\( R \)): A statistical technique that calculates how closely connected two variables are (predictors and the predictions). It also informs us how close the prediction is to the trend line.

\[
R = \sqrt{1 - \frac{\text{MSE (model)}}{\text{MSE (baseline)}}}
\]

In these equations, \( X_p \) is the actual value, \( \hat{X}_p \) is the predicted value, and \( N \) is the number of observations. The optimum value is 0 for \( MAE \) and \( MSE \). \( R \) takes value \(-\infty\) and 1. Negative values are indicated as worse prediction. When utilizing the AutoML (TPOT) approach in python, the above criteria are automatically calculated by python, and these values were utilized to evaluate the performance of the algorithms that TPOT has chosen.

4. Results and Analysis

A heatmap is a graphical representation of data in which individual values in a matrix are expressed as colors. Then, by coding numerical values of various data types into colors, heatmaps offer a simple representation of quantitative variations in expression levels. Furthermore, thanks to the PCA analysis, a heatmap will outline and display the association and relationship between variables. We used the heatmap in particular to reflect the degree of expression of several BP or characteristics across a range of comparable samples. Indeed, this graphical representation allows for an instant visual description of
the information and the identification of relationships between data values that would be far more difficult to grasp if viewed numerically as presented in Table 1. The heatmap visualization technique in Figure 9 shows the correlation values of the seven features that were selected by the TPOT model proposed in this study. There is a high correlation between PPG features, as indicated by the darker green. Hence, a stronger correlation on both ends of the spectrum pops out in darker colors and a weaker correlation in lighter shades.

Figure 9. The heatmap of the seven features selected automatically by the TPOT approach shows how these features are correlated.

The biomedical signal analysis of BP and PPG requires several steps, including preprocessing and preparing the data, selecting appropriate features, feature extraction and engineering, model selection and validation, and tuning of hyperparameters to effectively produce an accurate machine learning model for feature prediction of BP from PPG. As demonstrated in a heat map in Figure 9, BP and PPG signals are not correlated. Thus, the feature extraction pipeline must precisely map the PPG diastolic peak to the foot (signal minimum) of the BP signal.

Therefore, the PPG waveform does not have as a prominent a peak for diastolic pressure, and thus the second derivative was computed to extract this feature from the dataset. The auto-machine learning TPOT was used to train the derivation of BP from PPG features using genetic programming. Out of the 64,121 total number of samples, six values were dropped. Sixty-four thousand and one hundred fifteen samples were used with a 60:40 train-validate split: 38,469 samples for training and 25,646 samples for validation. BP features were successfully derived from the PPG signal, with a mean square error of 395.493 for SBP validation and 218.386 for DBP validation, as presented in Table 2. The mean absolute error was applied, and the results obtained were 6.52 and 4.29 mmHg for SBP and DBP, respectively.

| BP Classification          | MAE (mmHg) | MSE (mmHg) |
|----------------------------|------------|------------|
| Systolic Validation (mmHg)| 6.52       | 7.48       |
| Diastolic Validation (mmHg)| 4.19       | 5.13       |

In examining systolic and diastolic plots (Figure 10), the red points had a greater range of distribution, while the blue points are more centrally distributed. The pressure range of the predicted BP was narrower than the true BP. Thus, it is apparent that the model is
optimized for Gaussian distribution, and feature extraction does not indicate the variation in pressure seen in the BP. A shortcoming of the approach is that the ML algorithm does not successfully predict BP values far from the median systolic. This is further evidenced by the left skew of the distribution with a right tail that is not accounted for similarly, for diastolic, the prediction is skewed to the right. Figure 11 presents the SBP estimation using RF as the best regression method selected by TPOT and Figure 12 presents the DBP estimation using k-NN as the best regression method selected by TPOT.

![Systolic blood pressure signal](image1)
![Diastolic blood pressure signal](image2)

**Figure 10.** Results of (a) systolic pressure signal produced using the random forest (RF) regression. Blue—predicted values; red—true values and (b) diastolic pressure signal produced using the k-nearest neighbor (k-NN) regression. Blue—predicted values; red—true value.

![SBP signal](image3)

**Figure 11.** Results of SBP signal produced using the RF regression. Blue means the predicted values, and orange presented the true values.

Table 2 presents the accuracy of the proposed model that has been tested using the BHS standards. According to BHS [77], our suggested TPOT approach is grade A in the...
Table 2 presents the accuracy of the proposed model that has been tested using the BHS standards. According to BHS [77], our suggested TPOT approach is grade A in the estimation of DBP and grade B in the estimation of SBP. The results for DBP and SBP are acceptable and approved by a substantial margin, according to the AAMI [78]. Additionally, the performance evaluation in Table 2 shows that the results obtained for SBP and DBP are 6.52 and 4.19 mmHg, respectively. In addition, the MSE results achieved were 7.48 mmHg for SBS and 5.13 mmHg for DBP.

Comparison with Literature

Table 3 presents the comparison results obtained in this study and the literature in terms of SBP and DBP. The MAE is used as the main evaluation measure in this study. The MAE is a linear score which means that all the individual differences are weighted equally in the average. The MAE values obtained in this study are lesser than the values obtained in [39,55,58] since TPOT is an effective and powerful tool. As presented in Table 3, TPOT demonstrates an improvement compared to the Res-LSTM approach suggested by [58], Adaboosting algorithm proposed by [50], and the deep neural networks (DNN) approach proposed by [39] since TPOT optimizes a series of feature selectors, preprocessors, and ML models to maximize the estimation accuracy, where the MAE results achieved in this work were collaboration-free. Moreover, the feature selectors technique has selected the most useful and informative features to be used in the model training to further improve the accuracy of BP estimation, which brings great significance in mobile wearable devices.

Table 3. Comparison between the results obtained in this study and the literature in terms of SBP and DBP.

| Study                  | Evaluation Metrics | Results Obtained               | Method      |
|------------------------|--------------------|--------------------------------|-------------|
| Miao et al. [58]       |                    | SBP (7.10) DBP (4.61)          | Res-LSTM    |
| Kachuee et al. [50]    | MAE                | SBP (11.17) DBP (5.35)         | Adaboosting |
| Slapnicar, Mlakar, and Luštrek [39] | MAE                | SBP (9.43) DBP (6.88)         | DNN         |
| Kurylyak, Lamonaca, Grimaldi [55] | MAE                | 3.80 ± 3.46 for SBP 2.21 ± 2.09 for DBP | ANN         |
| Our study              | MAE                | SBP (6.52) DBP (4.19)          | AutoML (TPOT) |

Authors in [55] achieved a better result compared to this study. However, TPOT is still beneficial since it maintains a balance between high performance and low model
complexity compared to the approach proposed in [55]. As a result, the pipelines learned by TPOT consist of a relatively small number of operators (e.g., in the single digits) that can still meet or exceed the performance of competing for state-of-the-art ML approaches [29].

A derived BP signal is successfully produced from the PPG features using Auto-ML techniques. Thus, cuff-less BP monitoring can be implemented using a PPG device that is both non-invasive and allows for continuous patient monitoring without the use of an invasive line. While invasive lines such as the central venous line and arterial line (used as the BP waveform in this data) remain the gold standard for cardio-vascular monitoring of cardiac critical care unit patients, the results of this paper present the possibility of accurate, lower cost, and less invasive means of detection beyond a patient’s ICU stay. A PPG sensor can acquire a waveform through the low-cost implementation of a LED light from their smartphone. As a result, this method can be applied in medical wearable devices where there is a need for developing an alternative to traditional BP monitoring using cuff-less, easy-to-use, fast, and cost-effective devices for maintaining and lowering the physical harm of CVDs to the human body [79].

5. Conclusions

This paper focused on the extraction of PPG signals to derive key features of invasive arterial BP. The proposed approach in this study was evaluated based on MAE and MSE where the results achieved for MAE were 6.52 and 4.19 mmHg for SBP and DBP, respectively. In addition, the MSE results obtained were 7.48 mmHg for SBS and 5.13 mmHg for DBP. The low difference in MAE and MSE between the training and validation sets implemented in this study demonstrates the potential for high accuracy BP data that can be acquired at a low-cost, continuously, and noninvasively from the patient beyond their ICU stay. Significantly, the results achieved were evaluated and approved based on BHS and AAMI standards. However, one of the future directions of this work is to deploy the proposed model in wearable devices or a portable smartphone that noninvasively captures PPG signals to derive the BP signal and other physiological feature data from the subject. In addition, further work can be conducted to explore critical care unit artifacts, such as line access interruptions in the BP waveform, to assess infection risk due to CLABSI in both pediatric and adult ICU settings. The signal processing and model training on ICU-specific patient data is the next step in validating the techniques used in this paper to assess different morphological features of medicated patients or those with abnormal conditions that may cause alterations in the model’s ability to detect BP from PPG. Furthermore, additional features can be extracted, and TPOT generations can be increased to test more hyperparameters and improve the derived BP features’ quality. Through the development of a machine learning-based model for artifact detection, real-time patient health risk assessments can be developed to inform clinical staff better and provide timely and precise health-based care to the patient.
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