Hydrodynamic collective modes in graphene
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Collective behavior is one of the most intriguing aspects of the hydrodynamic approach to electronic transport. Here we provide a consistent, unified calculation of the dispersion relations of the hydrodynamic collective modes in graphene. Taking into account viscous effects, we show that the hydrodynamic sound mode in graphene becomes overdamped at sufficiently large momentum scales. Extending the linearized theory beyond the hydrodynamic regime, we connect the diffusive hydrodynamic charge density fluctuations with plasmons.

Electronic hydrodynamics is quickly growing into a mature field of condensed matter physics. Similarly to the usual hydrodynamics, this approach offers a universal, long-wavelength description of collective flows in interacting many-electron systems. Such flows have been experimentally confirmed to be more efficient than the usual single-electron (ballistic or diffusive) transport.

In graphene, hydrodynamic collective modes have been considered by many authors. All of them agree that at charge neutrality, the ideal electronic fluid (i.e., neglecting all dissipative processes) allows for a sound-like collective mode (which has been referred to as either the “cosmic sound” or the “second sound”) with the dispersion relation

$$\omega = v_g q / \sqrt{2},$$

(1)

where $v_g$ is the quasiparticle velocity in graphene. Taking into account dissipation changes the above dispersion relation leading, in particular, to damping. To the best of our knowledge, no consensus on the latter effect has been reached so far with several contradicting results available in the literature.

The hydrodynamic approach to electronic systems is applicable in an intermediate parameter regime. In particular, the underlying gradient expansion is valid at length scales much larger than the typical length scale $\ell_{ee}$ describing the energy- and momentum-conserving interaction (responsible for equilibration of the system). At smaller length scales, one can study more traditional collective excitations in interacting many-electron systems, including plasmons, which behavior is well established both theoretically and experimentally.

In this paper we provide a consistent, unified calculation of the dispersion relations of the hydrodynamic collective modes in graphene. While the true hydrodynamics is universal (as long as no symmetries are broken), graphene is somewhat unique in the sense that there are two length scales associated with electron-electron interaction that are parametrically different in the weak coupling limit. This allows us to extend the linearized hydrodynamic theory to the length scales smaller than $\ell_{ee}$ (going beyond the small-momentum expansion of Ref. [1]). At that point the sound mode in neutral graphene (see Fig. 1) becomes overdamped due to the high viscosity

$$\omega = \sqrt{\frac{v_g^2 q^2}{2} - \frac{(1+q^2 \ell_G^2)^2}{4\tau_{dis}}} - i \frac{1+q^2 \ell_G^2}{2\tau_{dis}},$$

(2)

where $\tau_{dis}$ is the disorder mean free time and $\ell_G$ is the so-called Gurzhi length.
This mode describes energy fluctuations and is completely decoupled from charge fluctuations. The latter are purely diffusive within the hydrodynamic approach, where dissipation is described by the momentum- and frequency-independent coefficients, including the electrical conductivity and viscosity.

Extending the linearized theory beyond the hydrodynamic regime, we are able to connect the charge fluctuations with the more conventional plasmons by taking into account the frequency and momentum dependence of conductivity. At charge neutrality we find the plasmon mode

$$\omega = \sqrt{\frac{v_g q}{2} \left(1 + \frac{q}{\kappa}\right) - \frac{v_g^2 \kappa^2}{64\pi^2\sigma_0} - \frac{v_g^2 \kappa}{8\pi\sigma_0}},$$

(4)

where $\sigma_0$ is the conductivity in neutral graphene and $\kappa$ is the inverse Thomas-Fermi screening length. Neglecting dissipation and for small momenta, the dispersion (4) coincides with the result of Ref. 19.

Finally, we extend our results over the whole range of carrier densities up to the degenerate ("Fermi-liquid") regime. Given the weak density dependence of the kinematic viscosity in graphene, the sound dispersion remains qualitatively similar to that shown in Fig. 1 at all doping levels.

I. HYDRODYNAMIC THEORY OF ELECTRONIC TRANSPORT IN GRAPHENE

In this Section, we briefly review the hydrodynamic theory of electronic transport in graphene.

A. Nonlinear hydrodynamic equations

The complete set of hydrodynamic equations includes the generalized Navier-Stokes equation (28)

$$W(\partial_t + \mathbf{u} \cdot \nabla)\mathbf{u} + \frac{v_g^2}{2} \nabla P + \mu_0 \partial_t P + e(\mathbf{E} \cdot \mathbf{j})\mathbf{u} =$$

$$= v_g^2 \left[ \eta \Delta \mathbf{u} - \eta_H \Delta \mathbf{u} \times \mathbf{B} + e\mathbf{E} + \frac{e}{c} \mathbf{j} \times \mathbf{B} \right] - \frac{\mathbf{j}_E}{\tau_{\text{dis}}},$$

(6a)

the continuity equations (28)

$$\partial_t \mathcal{N} + \nabla \cdot \mathbf{j} = 0,$$

(6b)

$$\partial_t n_I + \nabla \cdot \mathbf{j}_I = \frac{n_I - n_{I,0}}{\tau_R},$$

(6c)

and the generalized "heat transport" equation

$$T \left[ \frac{\partial s}{\partial t} + \nabla \cdot \left( \frac{3P\mathbf{u} - \mu \mathbf{j} - \mu_I \mathbf{j}_I}{T} \right) = $$

$$\delta \mathbf{j} \cdot \left[ e\mathbf{E} + \frac{e}{c} \mathbf{j} \times \mathbf{B} - T \nabla \frac{\mu}{T} \right] - T \delta \mathbf{j}_I \cdot \nabla \frac{\mu_I}{T}$$

$$+ \frac{n}{2} \left( \nabla_\alpha u_\beta + \nabla_\beta u_\alpha - \delta_{\alpha\beta} \nabla \cdot \mathbf{u} \right)^2$$

$$+ \mu_1 n_I - n_{I,0} + \frac{\mathbf{u} \cdot \mathbf{n}_k}{\tau_{\text{dis}}},$$

(6d)

Here $\mathbf{u}$ is the hydrodynamic velocity, $c$ is the speed of light, $n$ and $n_I$ are the carrier and imbalance densities ($n_{I,0}$ is the equilibrium value), related to the quasiparticle densities in each of the two bands by

$$n = n_+ - n_-, \quad n_I = n_+ + n_-.$$

The carrier density $n$ differs from the charge density by a multiplicative factor of the electric charge, $e$. Similarly, we define the two quasiparticle currents, $\mathbf{j}$ and $\mathbf{j}_I$,

$$\mathbf{j} = \mathbf{j}_+ - \mathbf{j}_-, \quad \mathbf{j}_I = \mathbf{j}_+ + \mathbf{j}_-,$$

with the electric current $\mathbf{J} = e\mathbf{j}$. We also define the two chemical potentials, $\mu$ and $\mu_I$,

$$\mu = (\mu_+ + \mu_-)/2, \quad \mu_I = (\mu_+ - \mu_-)/2,$$

allowing for the two independent chemical potentials for each band out of equilibrium (hence the term "imbalance"). The remaining vector quantities in Eqs. (6) are the energy current $\mathbf{j}_E$, the momentum density $\mathbf{n}_k$, the electric field $\mathbf{E}$, and the magnetic field $\mathbf{B}$. The thermodynamic quantities are the enthalpy density $H$, pressure $P$, entropy density $s$, and temperature $T$. Finally, $\eta$ and $\eta_H$ are the shear and Hall viscosities and $\tau_{\text{dis}}$ is the recombination time (the recombination term in Eq. (6) agrees with Ref. 53) whereas Ref. 53 suggests a slightly different term that is proportional to $\mu_I$ instead of the $\delta n_I$). In equilibrium, $\mu_I = 0$, and $\mathbf{j}_E = v_g^2 \mathbf{n}_k$. The latter equation also holds in the absence of the magnetic field, where the dissipative correction to the energy current vanishes.

In Eqs. (6) we follow the standard approach (28) using the entropy flow equation (6d) instead of generalizing the continuity equation for the energy.

In comparison to the usual hydrodynamics (28), the electronic system in graphene is characterized by one additional variable describing the second band. Traditional ideal fluid is described by two thermodynamic variables, e.g., density and pressure, and the velocity field. As a result, in two dimensions one needs four equations to describe the dynamics of the flow. Two of these are given by the Euler equation, the third is the continuity equation, while the fourth can be either the continuity equation for energy or the adiabaticity equation (i.e., the continuity equation for entropy). In graphene these are Eqs. (6a),

viscosity (28,45,66)

$$\ell_G = \sqrt{\eta \tau_{\text{dis}}}.$$
[6b], and [6d] in the absence of dissipation. The additional continuity equation [6c] for the quasiparticle density \( n_I \) appears exactly due to the presence of the second band, which is why the overall number of hydrodynamic equations as well as independent variables in graphene is five. As the additional variable one can choose either \( n_I \) or the corresponding chemical potential \( \mu_I \).

The entropy flow equation [6d] should be compared to the corresponding equations in Refs. 53,54. The four equations contain mostly the same terms (up to trivial notation changes) with the following exceptions. The equation (54) of Ref. 2 is written in the relativistic notation omitting the imbalance mode, quasiparticle recombination, and disorder scattering, all of which are discussed separately elsewhere in Ref. 2. Ref. 53 was the first to focus on the imbalance mode with the equation (2.6) containing all the terms of Eq. (6d) except for the viscous term. Finally, the equation (1c) of Ref. 54 contains all of the terms in Eq. (6d) and in addition contains a term describing energy relaxation due to electron-phonon scattering that is neglected in this paper (generalization of the resulting theory is straightforward).

Weak disorder scattering is described in Eqs. [6a] and [6d] by the mean free time \( \tau_{\text{dis}} \). The disorder contribution to the hydrodynamic equations was derived in Ref. 16 using the simplest \( \tau \)-approximation to the kinetic equation. A better version of the disorder collision integral in graphene should involve the Dirac factors suppressing backscattering, which would lead to the similar approximation but with the transport scattering time. In graphene, this brings about a factor of 2. In this paper, we treat \( \tau_{\text{dis}} \) as a phenomenological parameter adopting the approach of Ref. 12.

The imbalance density \( n_I \) appears under the assumption of the approximate conservation of the number of particles in each individual band. The processes that break this conservation (i.e., mix electrons and holes) involve the three-particle scattering, Auger processes, and most importantly, impurity assisted electron-phonon coupling. These effects are described in Eq. (6c) by the phenomenological recombination time, \( \tau_R \).

### B. Dissipative corrections to quasiparticle currents

The usual hydrodynamic flow[13] is a mass flow where dissipative processes lead to a correction to the energy flux as described by the thermal conductivity. Consequently the flow is characterized by three dissipative coefficients, the thermal conductivity \( \kappa \) and two viscosities \( \eta \) and \( \zeta \). In contrast, electronic hydrodynamics in graphene describes an energy flow where the quasiparticle currents acquire dissipative corrections. The energy flow is proportional to the momentum density and hence can only be affected by disorder, which is “extrinsic” to the hydrodynamic theory. As a result, the dissipative coefficients include the electrical conductivity \( \sigma \) and viscosity, while the thermal conductivity has to be computed by solving the linear response equations (similarly to the electrical conductivity in the standard theory). Within the three-mode approximation of Ref. 16 the bulk viscosity vanishes, \( \zeta = 0 \). In the absence of the magnetic field the dissipative corrections are related to external bias by means of a “conductivity matrix”[12,14,15,54]

\[
\left( \begin{array}{c} \delta j_x \\ \delta j_y \\ \delta j_E \end{array} \right) = \bar{\Sigma} \left( \begin{array}{c} eE - T \nabla (\mu/T) \\ T \nabla (\mu/T) \end{array} \right). \tag{7}
\]

In particular, at the Dirac point \( \mu = \mu_I = 0 \) the matrix \( \bar{\Sigma} \) is diagonal with the upper diagonal element defining (in the absence of disorder) the “quantum” or “intrinsic” conductivity[12,14,15,54]

\[
\sigma_Q = e^2 \Sigma_{11}(0). \tag{8}
\]

In the hydrodynamic theory of graphene, the elements of the matrix \( \bar{\Sigma} \) play the role that is equivalent to that of the thermal conductivity \( \kappa \) in the usual hydrodynamics. The matrix nature of \( \bar{\Sigma} \) reflects the band structure of graphene. In the case of strong recombination, the imbalance mode becomes irrelevant and one if left with the single dissipative coefficient \( \sigma_Q \), see Ref. 2.

#### 1. Macroscopic currents within the three-mode approximation

Within the three-mode approximation of Ref. 16 one defines three macroscopic currents

\[
\begin{align*}
\mathbf{j} &= \bar{n} \mathbf{u} + \delta \mathbf{j}, \\
\mathbf{j}_I &= \bar{n}_I \mathbf{u} + \delta \mathbf{j}_I, \\
\mathbf{j}_E &= \bar{n}_E \mathbf{u} + \delta \mathbf{j}_E,
\end{align*}
\tag{9}
\]

where \( \bar{n}, \bar{n}_I, \) and \( \bar{n}_E \) are the equilibrium values of the carrier, imbalance, and energy densities, respectively. The linear response theory relates the dissipative corrections \( \delta \mathbf{j} \), \( \delta \mathbf{j}_I \), and \( \delta \mathbf{j}_E \), to the external bias (for \( B = 0 \)) by Eq. (7), where the \( 3 \times 3 \) dimensionless conductivity matrix is given by[16]

\[
\bar{\Sigma} = \bar{\Sigma}_n \bar{S}^{-1} \bar{\Sigma}_n, \quad \bar{S}_{xx} = \frac{\alpha g^{2} T^{2}}{2T^{2}} \bar{T} + \frac{\pi}{T \tau_{\text{dis}}} \bar{\Sigma}_n, \tag{10a}
\]

![FIG. 2: Dimensionless scattering rates comprising the matrix \( \bar{\Sigma} \): \( t_{11}^{-1}, t_{12}^{-1}, t_{22}^{-1} \) (blue, black, and green, respectively). The red dashed line indicates the “Fermi-liquid” limit, Eq. (11).](image-url)
FIG. 3: Matrix elements of \( \tilde{\Sigma} \). The blue, red, and green curves correspond to \( \Sigma_{11} \), \( |\Sigma_{12}| \), \( |\Sigma_{22}| \), respectively (notice, that \( \Sigma_{21} = -\Sigma_{12} \)). The inset shows the log plot of \( \Sigma_{11} \), where the red and blue lines indicate the exponential decay, while the green line is the power law \( \sim x^{-2} \).

where

\[
\tilde{m}_h = \begin{pmatrix}
\frac{x}{T} & -\frac{2\alpha}{T} & 2\alpha \\
\frac{x}{T} & \frac{1}{T} & 2\alpha \\
2\alpha & 2\alpha & 6\alpha E_x T
\end{pmatrix},
\]

\( \tilde{m}_n = \begin{pmatrix}
1 - \frac{2\alpha^2}{3\alpha E_x T} & \frac{2\alpha}{3\alpha E_x T} & -\frac{x}{T} \\
\frac{x}{T} & \frac{1}{T} & 0 \\
0 & 0 & -1
\end{pmatrix}, \quad (10c)

with

\[\tilde{n} = \text{Li}_2 (-e^{-x}) - \text{Li}_2 (-e^x), \quad \tilde{n}_I = \frac{x^2}{2} + \pi^2/6, \]

\[\tilde{n}_E = -\text{Li}_3 (-e^{-x}) - \text{Li}_3 (-e^x), \quad (10d)\]

\[x = \mu/T, \quad T = 2T \ln [2 \cosh(x/2)], \]

and

\[
\tilde{\mathbf{T}} = \begin{pmatrix}
t_{11}^{-1} & t_{12}^{-1} & 0 \\
t_{12}^{-1} & t_{22}^{-1} & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad t_{ij}^{-1} = \frac{8\pi^2}{\alpha_g^2 NT^2} \tau_{ij}^{-1}, \quad (10e)
\]

where \( \tau_{ij}^{-1} \) are the scattering rates that can be obtained by solving the kinetic equation within the three-mode approximation. The zeros in the matrix (10e) are the manifestation of energy and momentum conservation, which is also responsible for the vanishing dissipative correction to the energy current in the absence of the magnetic field. The three dimensionless elements of the matrix \( \tilde{\mathbf{T}} \) are shown in Fig. 2 as a function of \( x = \mu/T \).

The resulting matrix elements of the conductivity \( \tilde{\Sigma} \) are shown in Fig. 3 as functions of \( x = \mu/T \). As discussed below, the numerical precision of the present calculation is insufficient to track the exponential corrections to the scattering rates in the degenerate regime. Hence, the decay shown in the inset in Fig. 3 might be an artifact.

2. Dimensionless scattering rates

In the degenerate regime all scattering rates (i.e., the matrix elements \( t_{ij}^{-1} \)) coincide (up to exponentially small corrections) approaching the limiting value

\[ t_{ij}^{-1}(\mu \gg T) \to 8\pi^2/3. \quad (11) \]

At \( \mu = 0 \), the off-diagonal elements \( t_{12}^{-1}(0) = 0 \), while the diagonal elements \( t_{ij}^{-1}(0) \) determine the diagonal elements of the conductivity matrix, \( \sigma_Q \) and \( \sigma_I \), see below. For small \( x < 1 \) the dimensionless “scattering rates” \( t_{ij} \) have the form \( O(x^5) \) (see Fig. 4 for illustration)

\[ \frac{1}{t_{11}} = \frac{1}{t_{11}^{(0)}} + x^2 \left( \frac{1}{t_{11}^{(2)}} - \frac{1}{8 \ln 2} \frac{1}{t_{11}^{(0)}} \right) + O(x^3), \quad (12a) \]

\[ \frac{1}{t_{12}} = \frac{x}{t_{12}^{(1)}} + O(x^3), \quad (12b) \]

\[ \frac{1}{t_{22}} = \frac{1}{t_{22}^{(0)}} + x^2 \left( \frac{1}{t_{22}^{(2)}} - \frac{1}{8 \ln 2} \frac{1}{t_{22}^{(0)}} \right) + O(x^3). \quad (12c) \]

For unscreened Coulomb interaction, the dimensionless quantities \( t_{ij}^{(0,1,2)} \) are just numbers without any dependence on any physical parameter. Numerically, one finds the following values (neglecting the small exchange contribution):

\[ \left( \frac{t_{11}^{(0)}}{t_{11}^{(2)}} \right)^{-1} \approx 34.63, \quad \left( \frac{t_{11}^{(2)}}{t_{11}^{(0)}} \right)^{-1} \approx 5.45, \]

\[ \left( \frac{t_{12}^{(0)}}{t_{12}^{(2)}} \right)^{-1} \approx 5.72, \quad \left( \frac{t_{22}^{(0)}}{t_{22}^{(2)}} \right)^{-1} \approx 19.73, \quad \left( \frac{t_{22}^{(2)}}{t_{22}^{(0)}} \right)^{-1} \approx 5.65. \]

Note that these values are slightly different from those listed in Ref. 45. The reason for this is the use of different numerical methods. In the case of screened interaction, the quantities \( t_{ij}^{(0,1,2)} \) depend on the screening length.

3. Conductivity matrix close to charge neutrality

Close to charge neutrality one can expand the matrices \( \tilde{m}_h \) and \( \tilde{m}_n \)

\[ \tilde{m}_h^{(n)} = \tilde{m}_h^{(n)}(0) + \delta \tilde{m}_h^{(n)} + O(x^3), \]

with

\[
\tilde{m}_h^{(n)}(0) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & \frac{\pi^2}{8 \ln 2} & \frac{\delta_{n}(3)}{8 \ln 2} \\
0 & \frac{\pi^2}{6 \ln 2} & \frac{\delta_{n}(13)}{8 \ln 2} & 2 \ln 2 \\
0 & 0 & 0 & 0
\end{pmatrix}, \quad \tilde{m}_n^{(n)}(0) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & -\delta & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \quad (13)
\]
where $\zeta(z)$ is the Riemann’s zeta function and

$$\delta = 1 - \frac{\pi^4}{162\zeta(3)\ln 2} \approx 0.28.$$  

The leading-order corrections are given by

$$\delta \hat{\mathbf{M}}_h = x \begin{pmatrix} 0 & \frac{1}{2\ln 2} & 2 \\ \frac{x}{2\ln 2} & 1 - \frac{\pi^2}{24\ln 2} & 3x \left(1 - \frac{\zeta(3)}{10\ln 2}\right) \end{pmatrix},$$

and

$$\delta \hat{\mathbf{M}}_h = \frac{x}{54\zeta(3)\ln 2} \begin{pmatrix} -16x \ln^2 2 & 4\pi^2 \ln 2 & 27\zeta(3) \\ 27\zeta(3) - 4\pi^2 \ln 2 & 2\pi^2 x \left(1 - \frac{\pi^2}{48\ln 2} - \frac{\zeta(3)}{10}\right) & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$  

The matrix $\hat{\mathbf{S}}_{xx}$ can be expanded in the same way, using the expansion of the scattering rates (12):

$$\hat{\mathbf{S}}_{xx} = \hat{\mathbf{S}}_{xx}(0) + \delta \hat{\mathbf{S}}_{xx} + O(x^3),$$

where

$$\hat{\mathbf{S}}_{xx}(0) = \frac{\pi}{2T \ln 2} \begin{pmatrix} \tau_{11}^{-1} & 0 & 0 \\ 0 & \tau_{22}^{-1} & 0 \\ 0 & 0 & 0 \end{pmatrix} + \frac{1}{\tau_{\text{dis}}} \hat{\mathbf{M}}_h,$$  

and

$$\delta \hat{\mathbf{S}}_{xx} = \frac{\alpha_2^2}{8\ln^2 2} \delta \hat{\mathbf{T}} + \frac{\pi}{2T \ln 2} \tau_{\text{dis}}^{-1} \delta \hat{\mathbf{M}}_h,$$

with

$$\delta \hat{\mathbf{T}} = x \begin{pmatrix} \frac{x}{t_{11}} - \frac{1}{8\ln 2} & \frac{x}{t_{12}} & 0 \\ \frac{x}{t_{12}} & \frac{x}{t_{22}} & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$  

Combining the above matrices, one finds the leading corrections to the conductivity matrix in the vicinity of the Dirac point, see Fig. 5.

The equations (6), (7) reviewed in this Section represent a close set of hydrodynamic equations describing the electronic flows in graphene in the intermediate (“hydrodynamic”) temperature window. So far, these equations were mostly studied within linear response (nonlinear phenomena were discussed, e.g., in Ref. [15]). The hydrodynamic collective modes are also obtained by linearizing the hydrodynamic equations.

II. LINEARIZED HYDRODYNAMIC THEORY

AT $B = 0$

In this Section, we discuss the linearization of the hydrodynamic theory in graphene suitable for a discussion of the bulk collective modes in the absence of the magnetic field, which is the primary focus of this paper.

Within linear response one considers small deviations of hydrodynamic quantities from their equilibrium values. At equilibrium, the stationary fluid is characterized by vanishing macroscopic currents and homogeneous thermodynamic quantities. Equilibrium quantities are most conveniently expressed in terms of the equilibrium values of temperature and chemical potential:

$$\mu = \bar{\mu}, \quad T = \bar{T}, \quad \mu_I = 0, \quad x = \bar{x}/\bar{T},$$  

$$n = \bar{n} = \frac{N\bar{T}^2}{2\pi v_g^2} \bar{n}_I, \quad n_I = \bar{n}_I = \frac{N\bar{T}^2}{2\pi v_g^2} \bar{n}_I,$$

$$P = \bar{P} = \frac{N\bar{T}^3}{2\pi v_g^2} \bar{n}_E, \quad W = 3\bar{P}, \quad s = \frac{3\bar{P} - \bar{n} \bar{\mu}}{\bar{T}}.$$  

Finally, the electric potential is homogeneous as well

$$\varphi = \bar{\varphi}, \quad E = -\nabla \bar{\varphi} = 0, \quad j = j_I = n_k = 0.$$  

(15b)
The dimensionless compressibility \( \hat{\Delta} \) is determined by the environment in which the system is placed or, in other words, by the boundary conditions.

Once the system is subjected to a weak external voltage and temperature gradient, the hydrodynamic velocity \( \mathbf{u} \) acquires a nonzero value and thermodynamic quantities become inhomogeneous. To the lowest (linear) order, one introduces small inhomogeneous fluctuations of the equilibrium quantities (not all being independent)

\[
\mu = \hat{\mu} + \delta \mu, \quad T = \hat{T} + \delta T, \quad \varphi = \hat{\varphi} + \delta \varphi,
\]

\[
n = \hat{n} + \delta n, \quad n_I = \hat{n}_I + \delta n_I, \quad P = \hat{P} + \delta P,
\]

as well as small values for those quantities that vanish in equilibrium

\[
\mathbf{u}_I, \quad \mu_I.
\]

The macroscopic currents have the form (9). Here the magnetic field is important – for \( B \neq 0 \), the energy current \( j_E \) also acquires a nonzero correction within linear response, the nonequilibrium corrections [9] [in general given in Eq. (7)] may be expressed as

\[
\begin{pmatrix}
\delta j \\
\delta j_I \\
\delta j_E/T
\end{pmatrix}
= \Sigma
\begin{pmatrix}
e

\n
\delta \zeta + \pi \nabla \delta \mu \\
0
\end{pmatrix},
\]

where \( \Sigma \) is evaluated at equilibrium and

\[
\delta \zeta = \delta \varphi + \frac{1}{\epsilon} \delta \mu,
\]

is the electrochemical potential. Here we used the fact that \( \mu_I \) and \( \nabla \delta T \) are both assumed to be small, so that their products, e.g., \( \mu_I \nabla \delta T \), have to be neglected.

The same corrections can be expressed in terms of the density fluctuations rather than the chemical potential [15]

\[
\begin{pmatrix}
\delta j \\
\delta j_I \\
\delta j_E/T
\end{pmatrix}
= \Sigma
\begin{pmatrix}
e

\n
\delta \delta \mu \\
0
\end{pmatrix},
\]

with dimensionless fluctuations of the densities and pressure [cf. Eqs. (16a) and (16b)] defined as

\[
\delta n = \frac{N \hat{T}^2}{2 \pi v_g^2} \delta \hat{n}, \quad \delta n_I = \frac{N \hat{T}^2}{2 \pi v_g^2} \delta \hat{n}_I, \quad \delta P = \frac{N \hat{T}^3}{2 \pi v_g^2} \delta \hat{n}_E,
\]

the dimensionless compressibility [15] [16] [13] [15]

\[
\frac{\partial \hat{n}}{\partial \hat{\mu}} = \frac{N \hat{T}^2}{2 \pi v_g^2}, \quad \mathcal{T} = 2 \hat{T} \ln 2 \cosh \frac{\hat{\mu}}{2 \hat{T}},
\]

and the matrix

\[
\hat{\Sigma}' = \hat{\mathbf{m}}_h \hat{\mathbf{S}}_{xx}^{-1}, \quad \hat{\Sigma} = \hat{\Sigma}' \hat{\mathbf{m}}_n.
\]

The expressions (16d) and (16f) are completely equivalent, however one has to be careful with the electric field. Indeed, electrical conductivity is typically measured as a response to the “total” electric field and not to the “external electric field”. The total electric field includes the so-called Vlasov self-consistency [12] [15] [16] [43] taking into account the electric field induced by the density fluctuations. The latter can be obtained using the Poisson’s equation

\[
E_V = -\epsilon \nabla \int d^3 r' \frac{\delta n(r')}{|r-r'|}.
\]

This relation simplifies in gated structures, where

\[
E_V = -\frac{\epsilon}{C} \nabla \delta n(r).
\]

Here \( C = \epsilon/(4 \pi d) \) is the gate-to-channel capacitance per unit area, \( d \) is the distance to the gate, and \( \epsilon \) is the dielectric constant. This approximation neglects the long-ranged (dipole-type) part of the Coulomb interaction (screened by the gate) and is valid as long as the charge density \( n(r) \) varies on length scales much longer than \( d \).

Linearizing the hydrodynamic equations [6] we find

\[
\frac{3 \hat{P}}{v_g} \partial_t \mathbf{u} + \nabla \delta \mathbf{P} = \eta \Delta \mathbf{u} + e \hat{n} \mathbf{E} - \frac{3 \hat{P}}{v_g} \mathbf{u} - \frac{3 \hat{P}}{v_g^2} \tau_{dis} \mathbf{u},
\]

\[
\partial_t \delta n = \hat{n}_I \mathbf{E} + \delta \mathbf{j}_I = 0,
\]

\[
2 \partial_t \delta P + 3 \hat{P} \nabla \cdot \mathbf{u} = 0.
\]

Notice that the linearized “thermal transport” equation [15] is completely equivalent (within linear response) to the continuity equation for the energy flow, see Refs. 1 [2] [15] [16] [43]

At this point one has to choose the set of independent variables. Based on the form of the linearized equations [18], one can choose \( \delta n, \delta n_I, \) and \( \delta P \). Together with the two components of \( \mathbf{u} \), one has five variables for five differential equations [18]. This set was used in Ref. [43] to discuss collective modes in the electronic fluid.

An alternative choice based on the form of dissipative corrections [16] may include \( \delta \zeta, \mu_I, \) and \( \delta T \). These variables were chosen in Ref. [53] for the discussion of the role of the imbalance mode in thermoelectric effects. Indeed, using the thermodynamic relation [2] [15] [16] [53]

\[
d\hat{P} = n d\hat{\mu} + n_I d\mu_I + s dT,
\]

in the linearized Navier-Stokes equation (18a), one finds

\[
\frac{3 \hat{P}}{v_g} (\partial_t + \tau_{dis}^{-1}) \mathbf{u} = \eta \Delta \mathbf{u} - e \hat{n} \nabla \zeta - \hat{n}_I \mathbf{E} - \frac{3 \hat{P} - \hat{n} \hat{\mu}}{T} \nabla \delta T.
\]
where we combine the electric and chemical potential into the electrochemical potential \( \varepsilon \). Given that the densities and pressure are given by known functions of the chemical potentials and temperature, see Eqs. (15a), it’s a matter of simple algebra to express the rest of the equations (18) in terms of \( \delta \zeta \), \( \mu \), and \( \delta T \).

While the choice of the thermodynamic variables is a matter of taste, there is an important distinction between static and dynamic response (25). Static linear response equations contain only the electrochemical potential \( \zeta \). However, the dynamic part of Eq. (18d) contains the chemical potential only. Consequently, one has to be careful considering response functions that depend on time and spatial coordinates at the same time. In this case, an additional equation (17) describing Vlasov self-consistency has to be taken into account (15).

**III. COLLECTIVE MODES AT B = 0**

Collective modes in the electronic fluid were considered within the same approach in Ref. [15]; see also Refs. [24, 144]. These are the eigenmodes of the linearized equations (18), and the velocity \( u \). The dissipative corrections to the currents are given by Eq. (16) and the electric field in Eq. (18a) is the total electric field.

Now, it is convenient to solve linear differential equations with the help of the Fourier transform. Using the standard convention

\[
u(t, r) = \int \frac{d\omega dq}{(2\pi)^3} e^{-i\omega t+iqr} u(\omega, q),
\]

Finally, the dimensionless form of the dissipative corrections to the macroscopic currents is given by

\[
\begin{pmatrix}
\delta \tilde{E}
\delta \tilde{I}
\end{pmatrix}
= \tilde{\Sigma} \begin{pmatrix}
\tilde{e} \tilde{E}_0 - i\tilde{q} \tilde{V}_q \delta \tilde{n}
0
\end{pmatrix}
- \frac{i\tilde{q}}{2} \tilde{\Sigma}' \begin{pmatrix}
\frac{\delta \tilde{n}}{\ln 2 \cosh \frac{\pi}{2}}
\frac{\delta \tilde{n}}{\ln 2 \cosh \frac{\pi}{2}}
\end{pmatrix},
\]

(23)

The collective modes can now be found by analyzing the system of equations (21). For convenience, it can be written in the matrix form

\[
\begin{pmatrix}
\omega + \frac{2\pi q^2}{N} \Sigma_{11} \tilde{V}_q + \frac{\Sigma'_{11}}{\ln 2 \cosh \frac{\pi}{2}}
0
\end{pmatrix}
= \frac{2\pi q^2}{N} \Sigma_{21} \tilde{V}_q + \frac{\Sigma'_{21}}{\ln 2 \cosh \frac{\pi}{2}} \begin{pmatrix}
\omega + \frac{i}{\tau_{LR}} + \frac{2\pi q^2}{N} \tilde{V}_q \frac{\Sigma'_{11}}{\ln 2 \cosh \frac{\pi}{2}}
\end{pmatrix},
\]

\[
\begin{pmatrix}
\delta \tilde{E}
\delta \tilde{I}
\end{pmatrix}
= \begin{pmatrix}
\tilde{e} \tilde{E}_0 - i\tilde{q} \tilde{V}_q \delta \tilde{n}
0
\end{pmatrix}
- \frac{i\tilde{q}}{2} \tilde{\Sigma}' \begin{pmatrix}
\frac{\delta \tilde{n}}{\ln 2 \cosh \frac{\pi}{2}}
\frac{\delta \tilde{n}}{\ln 2 \cosh \frac{\pi}{2}}
\end{pmatrix}.
\]

(24)

Dispersion relations of the collective modes are given by the zeros of the determinant of the matrix in the left-hand
FIG. 6: Real part of the sound dispersion in moderately doped, gated graphene in the presence of both weak disorder and viscosity. Left pane: results for \( n = 10^{12} \text{cm}^{-2} \). Right pane: same for \( n = 10^{11} \text{cm}^{-2} \). The right panel also shows the zero mode Eq. (38).

The equation (25) was solved using the typical values of the effective coupling constant \( \alpha_g = 0.23 \), disorder scattering time \( \tau_{\text{dis}}^{-1} = 1 \text{THz} \), kinematic viscosity \( \nu = 0.2 \text{m}^2/\text{s} \), and temperature \( T = 300 \text{K} \). The result is qualitatively similar to that shown in Fig. 1, therefore we postpone the discussion until after we have considered the two limiting cases where the dispersion can be obtained analytically, see Eq. (2).

1. Collective modes in neutral graphene

At charge neutrality, the linearized equations (21) can be simplified using the fact that the “conductivity matrices” \( \hat{\Sigma} \) and \( \hat{\Sigma}' \) are block-diagonal (here we take into account weak disorder)

\[
\hat{\Sigma} = \frac{1}{e^2} \begin{pmatrix}
\sigma_0 & 0 & 0 \\
0 & -\sigma_I & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad \hat{\Sigma}' = \frac{1}{e^2} \begin{pmatrix}
\sigma_0 & 0 & 0 \\
0 & \sigma_I & 0 \\
0 & 0 & \sigma_I(1 + \frac{\pi^2 \tau_{\text{dis}}}{2\ln 2})
\end{pmatrix},
\]

where

\[
\delta = 1 - \frac{\pi^4}{162 \zeta(3) \ln 2} \approx 0.28,
\]

and \( \zeta(z) \) is the Riemann’s zeta function. As a result, the dissipative corrections to the currents (23) simplify

\[
\delta \hat{j} = \frac{1}{e} \sigma_0 \mathcal{E} - \frac{i q \sigma_0}{e^2 \ln 2} \delta \hat{n}, \quad \delta \hat{j}_I = -\frac{i q \sigma_I}{e^2 \ln 2} \left( \delta \hat{n}_I - \frac{2 \pi^2}{27 \zeta(3)} \delta \hat{n}_E \right),
\]

and hence the equations (21) take the form (using the explicit form of the equilibrium quantities (26))

\[
\delta \hat{n}_E - \frac{9 \zeta(3)}{2} \left( \hat{\omega} + \frac{i q^2 \tau_{\text{dis}}^2}{\tau_{\text{dis}}} \right) \mathbf{v} = 0,
\]
\[
\left( \tilde{\omega} + \frac{2\pi q^2 \sigma_0}{e^2 N \ln 2} \right) \delta \tilde{n} = \frac{2\pi \sigma_0}{en} \tilde{q} \cdot \mathbf{E}, \tag{28b}
\]

\[
\left( \tilde{\omega} + \frac{i}{\tau_R} + \frac{2\pi q^2 \sigma_1}{e^2 N \ln 2} \right) \delta \tilde{n}_1 - \frac{\pi^2}{6} \tilde{q} \cdot \mathbf{v} - \frac{4\pi^3 q^2 \sigma_1 \delta \tilde{n}_E}{2\zeta(3) Ne^2 \ln^2 2} = 0, \tag{28c}
\]

\[
2\tilde{\omega} \delta \tilde{n}_E - \frac{9\zeta(3)}{2} \tilde{q} \cdot \mathbf{v} = 0. \tag{28d}
\]

Combining equations (28a) and (28d) to exclude the velocity, one finds

\[
\tilde{q}^2 \delta \tilde{n}_E = \left( \tilde{\omega} + \frac{i}{\tau_R} + \frac{2\pi q^2 \sigma_1}{e^2 N \ln 2} \right) 2\tilde{\omega} \delta \tilde{n}_E,
\]

yielding the spectrum (2) (in dimensionless units)

\[
\tilde{\omega} = \sqrt{\frac{q^2}{2} - \frac{1 + \tilde{q}^2 \tilde{r}_{\text{dis}}^2}{4\tilde{r}_{\text{dis}}^2}} - i \frac{1 + \tilde{q}^2 \tilde{r}_{\text{dis}}^2}{2\tilde{r}_{\text{dis}}}. \tag{29}
\]

In the absence of dissipation this is the so-called “cosmic sound” wave \cite{15,44} with the linear dispersion \cite{1}.

Same conclusions can be reached using the general form Eq. (25). At charge neutrality, Eq. (25) factorizes

\[
\left[ \tilde{\omega}^2 - \frac{q^2}{2} + i\tilde{\omega} \left( 1 + \frac{\tilde{q}^2 \tilde{r}_{\text{dis}}^2}{2\tilde{r}_{\text{dis}}} \right) \left( \tilde{\omega} + \frac{2\pi q^2 \sigma_0}{Ne^2} \left( \tilde{\omega} + \frac{1}{\ln 2} \right) \right) \right] \times \left[ \tilde{\omega} + \frac{i}{\tau_R} + \frac{2\pi q^2 \sigma_1}{Ne^2 \ln 2} \right] = 0. \tag{30}
\]

Here the first factor yields the spectrum (29), the last factor describes the transverse fluctuations of the velocity field, while the remaining two correspond to the charge and imbalance modes.

The sound mode (29) is the energy wave not involving charge density fluctuations [since neither Eq. (28a) nor Eq. (28d) contain \delta \tilde{n}]. Consequently, the sound spectrum is not affected by the Vlasov self-consistency \cite{17}.

Other modes are diffusive. Since Eqs. (28a) and (28d) are independent of the density fluctuations \delta \tilde{n} and \delta \tilde{n}_1, the diffusive modes can be read off Eqs. (28b) and (28c).

The electric charge density fluctuations are decoupled from the rest of the variables. Restoring the dimensionfull units and using the explicit form (5) of the conductivity at charge neutrality \cite{11,13,19,21,23,24} we can write the corresponding dispersion as

\[
\omega = -i D_0 q^2 \left[ 1 + e V_s(q) \frac{\partial n}{\partial x} \right], \quad D_0 = \frac{v_s^2 \tau_{\text{coll}}}{2 \tau_1 + \tau_{\text{dis}}} \tau_{\text{dis}}. \tag{31}
\]

In a gated structure the mode is diffusive with the diffusive coefficient containing a correction due to the Vlasov self-consistency. In the case of the long-range Coulomb interaction the dispersion is still purely imaginary, with \omega \sim q at small q.

Similarly, the imbalance mode is characterized by the diffusive spectrum

\[
\omega = -i D_I q^2 - i \frac{q}{\tau_R}, \quad D_I = \frac{1}{2} \frac{v_s^2 \tau_{\text{dis}}}{2 \tau_{\text{dis}}^2 \delta + \tau_{\text{dis}}}, \tag{32}
\]

which is gapped by the recombination processes.

The hydrodynamic theory outlined in Section 1 is justified by the gradient expansion and hence for momenta smaller than a certain scale defined by the electron-electron interaction

\[
q \ell_{\text{hydro}} \ll 1, \quad \ell_{\text{hydro}} \sim \frac{v_s}{\alpha_s^2 T}. \tag{33}
\]

Assuming an ultra-clean sample with \tau_{\text{dis}} \to \infty, the expression under the square root in Eq. (29) yields

\[
\frac{v_s^2 q^2}{2} - \frac{(1 + q^2 \tilde{r}_{\text{dis}}^2)}{4\tilde{r}_{\text{dis}}^2} \to \frac{v_s^2 q^2}{2} \left[ 1 - A q^2 \ell_{\text{hydro}}^2 - O(\tau_{\text{dis}}^{-1}) \right],
\]

where A is a numerical coefficient. As a result, within the region of applicability of the hydrodynamic theory the viscous term should be neglected. The resulting dispersion acquires a simple form \cite{13}

\[
\omega = \sqrt{\frac{v_s^2 q^2}{2} - \frac{1}{4\tilde{r}_{\text{dis}}^2} - i \frac{1}{2\tilde{r}_{\text{dis}}}}, \tag{34}
\]

illustrated in Fig. 7. Now, keeping the viscous term to the leading order, but neglecting disorder scattering \cite{23} yields an expansion

\[
\omega = \frac{v_s q}{\sqrt{2}} \left( 1 - \frac{\nu q^2}{4\nu_s^2} \right) - i \nu q^2. \tag{35}
\]

Similar expression was obtained in Ref. 23 based on the phenomenological collision integral (which did not take into account graphene-specific collinear scattering singularity). However the viscosity-induced correction to the real part was positive indicating a tendency towards an indefinite growth of the dispersion instead of the decrease towards zero implied in Eqs. (1), (29) and illustrated in Figs. 1, 6. The sign of the correction in Eq. (34) is, in fact, dictated by the dissipative nature of viscosity, which represents an additional decay mechanism and hence affects the dispersion similarly to weak disorder, see Eq. (33) \cite{18}. Indeed, both terms, \tau_{\text{dis}}^{-1} and \nu \nu_s^2, enter the dispersion equation [following from the first term in Eq. (30)] on equal footing.

As shown in Refs. 15,19,23,26 the linearized theory \cite{15} has a wider applicability range due to the kinematic peculiarity of the Dirac fermions in graphene known as the “collinear scattering singularity” \cite{15,19,21,23,24}. In the weak coupling limit, the linear response theory is valid at much shorter length scales

\[
q \ell_{\text{coll}} \ll 1, \quad \ell_{\text{coll}} = \frac{v_s}{\alpha_s T |\ln \alpha_s|} \ll \ell_{\text{hydro}}. \tag{35}
\]
At the same time, the viscous term is the result of the gradient expansion that is justified at smaller momenta

\[ q^2 \rho_{\text{hydro}} \ll 1, \]

which formally restricts us to small values of \( \nu q / v_g \), such that the result (29) should be expressed in terms of the expansion (34). Moreover, the imaginary part of the result (29) is unlikely to be observable anyway. Nevertheless in Figs. 1, 6 we show the sound dispersion in the whole range of momenta to illustrate the analytic structure of our results.

For realistic model parameters, the dispersion (29) shown in Figs. 1, 6 is overdamped practically over the whole range of momenta. In the limit of large \( \tau \) such that the scheme of the dispersion at larger \( q \) shown in Figs. 1, 6 is unlikely to be observable. Nevertheless in Figs. 1, 6, 10 we show the sound dispersion in the whole range of momenta to illustrate the analytic structure of our results.

For realistic model parameters, the dispersion (29) shown in Figs. 1, 6 is overdamped practically over the whole range of momenta. In the limit of large \( \tau_{\text{dis}} \) and small viscosity, the dispersion (29) approaches the ideal sound dispersion (1) if

\[ (v_g \tau_{\text{dis}})^{-1} \ll q \ll \ell_{G}^{-1}. \]

However, taking into account the numerical prefactors and realistic parameter values leads to Figs. 1, 6, where the actual dispersion strongly deviates from Eq. (1).

2. Collective modes in the degenerate regime

In the opposite limit of the degenerate regime, \( \mu \gg T \), the matrix in the left-hand side of the equation (24) simplifies to

\[
\begin{pmatrix}
\tilde{\omega} & 0 & 0 & -\tilde{n} q \\
0 & \tilde{\omega} + \frac{i}{\tau_{\text{dis}}} & 0 & -\tilde{n} v \\
0 & 0 & \tilde{\omega} - \frac{2\tilde{n} E q}{\tau_{\text{dis}}} & -\tilde{q} \tilde{V}_q \tilde{n} \\
-\tilde{q} \tilde{V}_q \tilde{n} & 0 & -\frac{q}{2} \tilde{\omega} + \frac{1}{\tau_{\text{dis}}} & \tilde{V}_q \tilde{n} \tilde{n} \end{pmatrix},
\]

such that Eq. (25) factorizes again

\[
\left[ \tilde{\omega}^2 - \frac{\tilde{q}^2}{2} + i\tilde{\omega} \frac{1+q^2 \tilde{V}_q^2 \tilde{n}^2}{\tau_{\text{dis}}} - \frac{\tilde{g}^2 \tilde{V}_q \tilde{n}^2}{6 \tilde{n} E} \right] \tilde{\omega} + i \frac{1}{\tau_{R}} \left[ \tilde{\omega} + i \frac{1+q^2 \tilde{V}_q^2 \tilde{n}^2}{\tau_{\text{dis}}} \right] = 0.
\]

The transverse velocity fluctuations remain decoupled with the same diffusive dispersion. The imbalance mode is no longer diffusive: if created, any imbalance density fluctuations decay exponentially in agreement with physical intuition.

The charge and energy densities are now coupled by the self-consistent Vlasov field. This yields two modes, one being the flat zero mode

\[ \omega = 0, \]

the other being the “sound mode” (29) renormalized by the Vlasov self-consistency.

Similarly to the above limit of neutral graphene, these results can be obtained from a direct analysis of the linearized hydrodynamic equations (21). In the degenerate regime \( (\mu \gg T \) or \( x \gg 1 \)), the equations (21) can be simplified by noticing that only one band contributes. For electron doping, \( n \approx n_F \), while the dissipative corrections to the currents vanish.\[^6\]

\[ \delta j(T \ll \mu) = \delta j(I(T \ll \mu) = 0. \]

As a result, one of the equations (21) is redundant.

Assuming a gated structure and substituting the explicit form of equilibrium densities, we find

\[
\left[ \tilde{\omega} + \frac{i}{\tau_{\text{dis}}} \right] \frac{x^3}{2} + i\tilde{q} \tilde{n} \tilde{E} = i \frac{e}{\tilde{C}} \tilde{n} \tilde{E} \left[ \delta \tilde{V}_q \tilde{n} \right] \frac{x^2}{4},
\]

\[
\tilde{\omega} \delta \tilde{n} - \left( x^2 / 2 \right) \tilde{q} \cdot \tilde{V} = 0,
\]

\[ 2\tilde{\omega} \delta \tilde{n} \tilde{E} - \left( x^2 / 2 \right) \tilde{q} \cdot \tilde{V} = 0. \]

Combining equations (39a) and (39c), one finds the cosmic sound mode (29) damped by disorder and viscosity (back to dimensionfull units)

\[
\omega = \sqrt{\frac{v_g^2 q^2}{2} \left[ 1 + \frac{\kappa}{2\pi} \right] - \frac{(1+q^2 \tilde{V}_q^2 \tilde{n}^2)^2}{4 \tau_{\text{dis}}^2} - \frac{i (1+q^2 \tilde{V}_q^2 \tilde{n}^2)^2}{2 \tau_{\text{dis}}}}.
\]

This is clearly the same mode as Eq. (29), albeit with the velocity renormalized by the capacitive screening. Here we have introduced the Thomas-Fermi screening length

\[ \kappa = N \alpha k_F = N e^2 / \tilde{v}_g^2. \]
FIG. 8: Sound dispersion in strongly doped graphene neglecting both weak disorder and viscosity. Left panel: the result for the Coulomb screening, resembling the 2D plasmon for very low $q$. Right panel: same for a gated structure. The dashed line represents the ideal “cosmic sound” dispersion [1].

FIG. 9: Real and imaginary parts of the sound dispersion in strongly doped graphene in the presence of weak disorder, but neglecting viscosity. Top panels: the result for the Coulomb screening. Bottom panels: same for a gated structure. Dashed lines represents the ideal “cosmic sound” dispersion [1].

Long-range Coulomb interaction modifies the screening contribution to the sound mode [10]

$$\omega = \sqrt{\frac{v_g^2 q^2}{2} \left[ 1 + \frac{\kappa}{q} \right] - \frac{(1 + \ell_G^2 q^2)^2}{4\tau_{dis}^2} - \frac{i (1 + \ell_G^2 q^2)^2}{2\tau_{dis}}}.$$  (42)

Taking the naive limit $q \to 0$ (and $x \to \infty$) in Eq. (42), one arrives at the spectrum similar to the usual two-dimensional plasmon [16,69]

$$\omega(q \ll \kappa) = -\frac{i}{2\tau_{dis}} + \sqrt{\frac{1}{2} v_g^2 q \kappa - \frac{1}{4\tau_{dis}^2}}.$$  (43)

The dispersion (43) is meaningful if the following conditions are met

$$q\ell_G \ll 1, \quad q \ll \kappa, \quad v_g^2 \kappa \tau_{dis}^2 \gg 1.$$  

At the same time, for the hydrodynamic approach to be valid at all, the gradients are supposed to be small on the scale that is defined by the electron-electron interaction

$$q\ell_{hydro} \ll 1, \quad \ell_{hydro} \sim \frac{v_g}{\alpha_g^2 T}.$$

These conditions to be consistent if (using the explicit form of physical quantities in the degenerate regime)

$$v_g \gg \kappa \tau_{dis} \gg 1 \quad \Rightarrow \quad N\alpha_g \mu \tau_{dis} \gg 1,$$

$$\ell_G \ll v_g^2 \kappa \tau_{dis}^2 \quad \Rightarrow \quad N^2 \alpha_g^4 \mu \tau_{dis} (\bar{T} \tau_{dis})^2 \gg 1,$$

providing a possibility to observe the dispersion (43) in a parametrically defined range of wavevectors.
FIG. 10: Real and imaginary parts and the quality factor \( Q = \text{Re} \omega / \text{Im} \omega \) of the sound dispersion in strongly doped graphene in the presence of both weak disorder and viscosity. Top panels: the result for the Coulomb screening. Bottom panels: same for a gated structure. Dashed lines represent the ideal “cosmic sound” dispersion (1).

The eigenvectors of the “flat zero mode” and the sound mode mix the charge, energy density, and velocity fluctuations. In that sense, the mode (13) is not a true plasmon, even though its dispersion is identical with that of the usual plasmon in two dimensions. Moreover, the dispersion (13) resembles the plasmon dispersion only in an intermediate interval of rather small \( q \), while the true plasmon exists at large values of \( q \).

The above dispersion can be illustrated numerically as follows. Using the same typical values \( \tau^{-1} = 1 \) THz, \( \nu = 0.2 \) m\(^2\)/s (the kinematic viscosity varies only weakly with the carrier density \( \tau \)), and \( T = 300 \) K, as well as the typical value of the coupling constant \( \alpha_g = 0.23 \) and the parameters characterizing the external gate in a typical graphene-on-boron nitride structure: the dielectric constant of the hexagonal boron nitride \( \epsilon = 4.4 \) and the graphene to gate distance \( d = 80 \) nm, we plot the two dispersions (40) and (42) in Figs. 8-10. In Fig. 8, we show the two dispersions (40) and (42) in the absence of both weak disorder and viscosity. The effect of the screening can be summarized as follows. In a gated structure screening leads to a slight (for the realistic parameter values chosen above) change of slope of the sound mode dispersion. In contrast, Coulomb screening leads to a plasmon-like square-root dispersion for the smallest values of momentum, which soon turns into a linear dispersion with the same slope as the “cosmic sound” of the ideal fluid, but slightly (again, for the realistic parameter values) shifted upwards. Taking into account dissipative processes washes out qualitative differences between different types of screening. The results are also qualitatively the same for strongly doped and neutral graphene. In Fig. 9 we show the results for the dispersion in the presence of weak disorder, but still neglecting viscosity. Qualitatively, the results for both types of screening are similar with the only difference being that the real part of the dispersion in the case of the Coulomb screening is shifted upwards relative to the ideal sound dispersion, similarly to the left panel in Fig. 8, while in the case of the gated structure the resulting straight line at large enough \( q \) has a slightly larger slope than \( 1/\sqrt{2} \).

Once viscosity is taken into account, the curves in Fig. 10 strongly resemble the results in neutral graphene, cf. Fig. 1. The results for gated graphene show only insignificant numerical differences from the curves in Fig. 1, while in the case of the Coulomb screening the real part of the dispersion appears at a smaller value of \( q \) and exceeds the ideal spectrum (represented in all figures by the dotted line) in a small intermediate range of \( q \).

IV. HYDRODYNAMIC COLLECTIVE MODES AND PLASMONS

The hydrodynamic approach is applicable in the long-time and long-wavelength limit, i.e., at momenta that are small compared to the typical “equilibration” length scale \( \ell_{\text{hydro}} \). At higher momenta (and frequencies), the system is not in equilibrium. In this regime (sometimes referred to as “collisionless”), the electronic fluid exhibits well-known collective excitations, the plasmons. In two dimensions and in the absence of impurity scattering (\( \tau \rightarrow \infty \)) the plasmon dispersion in the degenerate electron gas has the form:

\[
\omega = \sqrt{2e^2 \mu q \left( 1 + \frac{\gamma q}{\kappa} \right)},
\]

where \( \gamma \) is a numerical coefficient (see below). The “proper” way to derive Eq. (44) is to evaluate the Lindhard function within the random phase approximation.
(RPA), which would lead to the coefficient $\gamma = 3/4$. An attempt to derive the plasmon dispersion from a macroscopic (hydrodynamic-like) theory leads to the same form \[^{[43]}\] but with a different value for $\gamma$. This discrepancy is well known and can be attributed to the failure of the hydrodynamic description at high frequencies and momenta.\[^{[27]}\] As a result, one concludes that the hydrodynamic collective modes have nothing to do with plasmons simply because they belong to a different parameter regime. In this Section we extend these arguments to Dirac fermions in graphene and establish the relation between the above hydrodynamic modes and plasmons.

### A. Degenerate regime

The case of graphene is special because of the kinematic peculiarity known as the “collinear scattering singularity” \[^{[41,42,43,44,45]}\] leading to the existence of the two parametrically (in the weak coupling limit) different length scales associated with electron-electron interactions, $\ell_{\text{coll}} \ll \ell_{\text{hydro}}$. In an intermediate momentum range, $\ell_{\text{hydro}} \ll q \ll \ell_{\text{coll}}^{-1}$, the hydrodynamic theory of Section I breaks down, while the linear response theory of Ref. \[^{[43]}\] is still valid. Remarkably, the macroscopic equations of the latter theory are identical with the linearized hydrodynamic equations, so that the collective modes in the two parameter regimes coincide.

In the degenerate regime and in the absence of magnetic field, the linear response theory \[^{[23]}\] reduces to the single macroscopic equation describing the dynamics of the electric current $\mathbf{J}$ (here $\rho$ is the charge density)

$$\frac{\partial \mathbf{J}}{\partial t} + \nabla \rho - \nu \mathbf{J} - \frac{v_F^2}{2} \nabla \mathbf{E} = - \frac{\mathbf{J}}{\tau_{\text{dis}}}, \quad (45)$$

which is essentially the generalized Ohm’s law. To obtain the plasmon dispersion, we introduce the Vlasov field \[^{[cf. Eq. \(17\)]}\] and use the continuity equation. In the case of Coulomb interaction, the standard algebra \[^{[23]}\] leads to the following equation

$$\omega (1 + q^2 \ell_G^2 - i\omega \tau_{\text{dis}}) = -iDq^2 - i2\pi\sigma q,$$

where $D = v_F^2 \tau_{\text{dis}}^2/2$ and $\sigma = v_F^2 (\partial n/\partial \mu) \tau_{\text{dis}}/2$ are the diffusion coefficient and the Drude conductivity. The resulting spectrum has the form

$$\omega = \sqrt{2e^2 \mu q \left(1 + \frac{q}{\kappa} - \frac{(1 + q^2 \ell_G^2)^2}{4 \tau_{\text{dis}}^2} - \frac{1}{2} \frac{1 + q^2 \ell_G^2}{2 \tau_{\text{dis}}^2} \right)}. \quad (46)$$

The expression \[^{[46]}\] is valid for momenta up to $\ell_{\text{coll}}^{-1}$, but in fact it becomes overdamped already at momenta of order $\ell_{\text{hydro}}^{-1}$. At larger momenta, $q \gg \ell_{\text{coll}}^{-1}$, the quasi-equilibrium description breaks down and the true plasmons emerge with the dispersion \[^{[44]}\]. By that time the spectrum \[^{[46]}\] becomes purely imaginary, see Figs. \[^{[10]}\] and hence the two modes are not connected. Similar conclusions have been reached in Ref. \[^{[24]}\] where it was argued that Coulomb interaction precludes the appearance of hydrodynamic sound in Fermi liquids.

### B. Two-fluid hydrodynamics

Let us slightly digress and consider the curious case of the two-fluid hydrodynamics \[^{[49,50]}\] in compensated semimetals. Following Ref. \[^{[49]}\] we assume that the full electronic systems comprises two weakly coupled fluids, one consisting of electrons and another of holes. This means that the length scales $\ell_{ee}$ and $\ell_{eh}$ describing intra-band electron-electron scattering are much smaller than the interband scattering length $\ell_{eh}$. In that case, the system is described by two equations similar to Eq. \[^{[45]}\] with an extra interband scattering term

$$\frac{\partial \mathbf{j}_e}{\partial t} - \nu \mathbf{J}_e - \frac{\langle v_e^2 \rangle \partial n_e}{2} e_0 \mathbf{E} = - \mathbf{j}_e - \mathbf{j}_h,$$

$$\frac{\partial \mathbf{j}_h}{\partial t} + \frac{\langle v_h^2 \rangle \partial n_h}{2} e_0 \mathbf{E} = \mathbf{j}_e - \mathbf{j}_h,$$

Combining these equations with the two continuity equations \[^{[6b]}\] and \[^{[6c]}\], we find a sound-like mode

$$\omega = \sqrt{\frac{\langle v_e^2 \rangle q^2}{2} - \frac{1 + q^2 \ell_{G_e}^2}{2 \tau_{ee}}} - i \frac{1 + q^2 \ell_{G_e}^2}{2 \tau_{ee}} \frac{1}{\sqrt{\tau_{ee}}} \quad (49a)$$

and a plasmon-like mode

$$\omega = \sqrt{\frac{\langle v_h^2 \rangle q^2}{2} - \frac{1 + q^2 \ell_{G_h}^2}{2 \tau_{eh}}} - i \frac{1 + q^2 \ell_{G_h}^2}{2 \tau_{eh}} \frac{1}{\sqrt{\tau_{eh}}} \quad (49b)$$

where

$$\kappa = 2\pi e^2 \frac{\partial n_e}{\partial \mu}, \quad \tau_e = \frac{\tau_{\text{dis}} \tau_{ee}}{\tau_{\text{dis}} + \tau_{ee}}, \quad \ell_{G_e} = \sqrt{\tau_{ee}}.$$
In the hydrodynamic parameter range, both modes (49a) are well defined. The expression under the square root in Eq. (49a) can be re-written as
\[
\langle v^2 \rangle = \frac{1}{2} \left[ q^2 \left( \frac{1}{\tau_{dis}} + \frac{q^2 t^2}{2} \right) - \frac{1}{2} \left( \frac{1}{\tau_{dis} - \tau_{R}} \right)^2 \right].
\]
Here $\tau_{ee} \ll \tau_{dis}$, $\tau_{ee} \ll \tau_{R}$ by the assumptions of the hydrodynamic regime and $q \ell_{ee} \ll 1$ under the assumption of the gradient expansion in the hydrodynamic theory (here we consider a generic semimetal and hence do not have the aforementioned scale separation specific to graphene, hence we cannot extend the argument beyond the validity region of the gradient expansion). Therefore apart from the small gap due to the interplay between disorder scattering and recombination processes, the sound mode is well defined within the hydrodynamic range of momenta.

Similar arguments can be extended to the plasmonic-like mode (49b). Assuming a clean system, $\tau_{eh} \ll \tau_{dis}$, $\tau_{e} \rightarrow \tau_{eh}$, one finds under the square root in Eq. (49b)
\[
\langle v^2 \rangle = \frac{1}{2} \left[ q^2 \left( \frac{1}{\tau_{eh}} - \frac{q^2 t^2}{2} \right) - \frac{1}{2} \left( \frac{1}{\tau_{eh} - \tau_{R}} \right)^2 \right].
\]
Typically, the Thomas-Fermi screening radius is smaller than the electron-electron scattering length, $\ell_{ee} \gg 1$. Hence, the mode (49b) is also well defined. Here the electron-hole scattering yields the (small) gap in the dispersion similarly to the disorder scattering in Eq. (49).

**C. Graphene at charge neutrality**

Utilizing the scale separation in graphene (see above), we can approach the question of the collective modes from the standpoint of the linear response theory of Ref. [43]. Here, instead of formulating the hydrodynamic equations (6), we turn to the macroscopic equations describing the behavior of the three inequivalent currents in the system, $j$, $I$, and $j_E$

\[
\frac{\partial j}{\partial t} + \frac{v^2_j}{2} \nabla n - \frac{2 \ln 2}{\pi} e^2 T E = -\frac{j}{\tau_{dis}} - \frac{j_E}{\tau_{11}},
\]

\[
\frac{\partial I}{\partial t} + \frac{v^2_I}{2} \nabla n_I - \gamma_1 \frac{1}{T} \Delta j_E = -\frac{j_I}{\tau_{dis}} - \frac{\pi^2 q^2 E}{2 \gamma_2 (\beta T)}
\]

\[
\frac{\partial j_E}{\partial t} + \frac{v^2_E}{2} \nabla n_E - \nu \Delta j_E = -\frac{j_E}{\tau_{dis}},
\]

where $\gamma_1$ is a numerical prefactor. At charge neutrality, the viscous term vanishes from Eqs. (50a) in contrast to the two-fluid model, see Eq. (49a). In graphene, the electron and hole subsystems are strongly coupled ($\ell_{ee} = \ell_{hh} \sim \ell_{eh}$) forming a single fluid, where the electric current is not affected by viscous effects because of electron-hole symmetry. Viscosity still affects neutral quasiparticle energy flows in agreement with the hydrodynamic approach, where the hydrodynamic velocity in neutral graphene describes the flow of energy.

Similarly to the hydrodynamic regime (Section III), the energy and charge decouple completely. Combining Eq. (50a) with the continuity equation for the energy density $\langle 11 \rangle$ that is equivalent to the linearized heat transport equation (6b) – we recover the sound mode (2).

On the other hand, combining Eq. (50a) with the continuity equation (6b) we find
\[
\omega^2 + i\omega \left( \frac{1}{\tau_{dis}} + \frac{1}{\tau_{11}} \right) = \frac{v^2_E}{2} q^2 + (4 \ln 2) e^2 T q,
\]

leading to the plasmon-like spectrum. For large enough frequencies, $\omega \gg \tau_{11}^{-1} \gg \tau_{dis}^{-1}$, and small momenta, $q \rightarrow 0$, the resulting dispersion coincides with the leading behavior of the true plasmon dispersion established in Ref. [19]
\[
\omega = \sqrt{(4 \ln 2) e^2 T q} \Rightarrow \omega = \sqrt{2(\ln 2) \alpha_L q},
\]

where the last equality is expressed in terms of the dimensionless variables (22a), also used in Ref. [19]. Note, that at large momenta, where the first term in the left-hand side of Eq. (51) dominates, the resulting dispersion resembles the cosmic sound (1), contradicting the result of Ref. [19] where the dispersion in the large-$q$ limit also becomes linear, but without the extra $\sqrt{2}$.

Considering the limit $\tau_{e} \rightarrow \infty$ in Eq. (49b), we arrive at the same result [in graphene at the charge neutrality point, $v^2_E \alpha / 2 = (4 \ln 2) e^2 T$, while viscosity does not affect charge transport]. In the absence of disorder, the two-fluid model considered in Section IV.B describes the electron and hole subsystems as being weakly coupled (similarly to the effect of Coulomb drag, but without spatial separation). Charge density fluctuations are correspond to the out-of-phase motion of electrons and holes. In the absence of the electron-hole scattering ($\tau_e \rightarrow \infty$), charge transport is effectively decoupled from the imbalanced (imbalance) mode and hence the equation (48) becomes equivalent to Eq. (50) yielding the same plasmonic mode.

Re-writing Eq. (51) in the form
\[
i \omega \left[ -i \omega + \frac{1}{\tau_{dis}} + \frac{1}{\tau_{11}} \right] = \frac{v^2_E}{2} q^2 + (4 \ln 2) e^2 T q,
\]

we express the plasmon dispersion in the form closely resembling Eq. (31)
\[
\omega = i \frac{\sigma(\omega) q^2}{e^2 \partial n / \partial \mu} \left[ 1 + e V_s(q) \frac{\partial n}{\partial \mu} \right]
\]

where instead of the static conductivity (5) we find the optical conductivity $\sigma(\omega)$
\[
\sigma(\omega) = \frac{2 e^2 T \ln 2}{\pi} \frac{1}{-i \omega + \tau_{11}^{-1} + \tau_{dis}^{-1}}.
\]
In the hydrodynamic regime $\sigma (\omega \to 0) \to \sigma_0$ and we recover the diffusive mode \cite{22a}. Resolving Eq. (51) we find the full plasmon dispersion

$$\omega = -i\frac{\tau_{\text{dis}} + \tau_{11}}{2\tau_{\text{dis}}\tau_{11}} + \sqrt{\frac{v_g^2}{2}q^2 + (4\ln 2)e^{2\tau q} - \frac{(\tau_{\text{dis}} + \tau_{11})^2}{4\tau_{\text{dis}}^2\tau_{11}^2}}.$$  

(53)

To analyze the two modes – the plasmon and sound – together, we re-write the above dispersion in dimensionless units \cite{22a}. The plasmon dispersion takes the form

$$\tilde{\omega}_p = \sqrt{2(\ln 2)\alpha_g \tilde{q} [1 + \frac{\tilde{q}}{4\ln 2\alpha_g}] - \left[ \frac{1}{2\tilde{\tau}_{\text{dis}}} + \frac{\alpha_g^2 \ln 2}{2\pi A} \right]^2}$$

$$- \frac{i}{2} \left( \frac{1}{\tilde{\tau}_{\text{dis}}} + \frac{\alpha_g^2 \ln 2}{\pi A} \right),$$

(54)

where the constant $A \approx 0.12$ determines the quantum conductivity at charge neutrality \cite{12,16,12}.

At the same time, the sound dispersion \cite{11} in the dimensionless units is given by

$$\tilde{\omega}_s = \sqrt{\frac{q^2}{2} - \left[ \frac{1}{2\tilde{\tau}_{\text{dis}}} + \frac{\pi B\tilde{q}^2}{9\zeta (3)\alpha_g^2} \right]^2} - \frac{i}{2} \left( \frac{1}{\tilde{\tau}_{\text{dis}}} + \frac{2\pi B\tilde{q}^2}{9\zeta (3)\alpha_g^2} \right),$$

(55)

where the constant $B \approx 0.45$ determines the shear viscosity in neutral graphene \cite{12,16,11}

$$\eta(\mu = 0) = BT^2/(\alpha_g^2 v_g^2).$$

In pure graphene ($\tilde{\tau}_{\text{dis}} \to \infty$) in the weak coupling limit ($\alpha_g \to 0$), the regions where the two dispersions are real overlap: the plasmon dispersion \cite{54} is real for $\tilde{q} \gg \alpha_g^2$, while the sound dispersion \cite{55} is real for $\tilde{q} \ll \alpha_g^2$. Weak disorder does not yield any qualitative changes.

The linear response theory, Eqs. (50), is applicable at length scales larger than $\ell_{\text{coll}}$, the graphene-specific scale, see Eq. (35), reflecting the collinear scattering singularity. In dimensionless units, $\ell_{\text{coll}}^{-1} \sim \alpha_g^2 \ln \alpha_g$, which in the weak coupling limit greatly exceeds $\ell_{\text{hydro}}^{-1} \sim \alpha_g^2$, which determines the applicability of the hydrodynamic theory of Section I. In the limit $\tilde{\tau}_{\text{dis}} \to \infty$, the real part of the sound dispersion \cite{55} vanishes when

$$\tilde{q} = \tilde{q}_0 = \frac{9\zeta (3)}{\sqrt{2}\pi B} \alpha_g^2 \approx 5.41\alpha_g^2.$$  

Here the large numerical coefficient may mask the difference between the two length scales $\ell_{\text{hydro}}$ and $\ell_{\text{coll}}$ for all but the lowest values of $\alpha_g$. We illustrate the resulting dispersions in Fig. 11 where we use a model value $\alpha_g = 0.1$ to keep the two length scales well separated. Even though $\tilde{q}_0$ is of the same order of magnitude as $\ell_{\text{coll}}$, the imaginary part of the dispersion becomes comparable to the real part at a significantly lower value of $\tilde{q}$. At that point the mode becomes overdamped and essentially disappears. Adding realistic disorder renders the mode completely overdamped, see the right panel in Fig. 11.

V. SUMMARY

In this paper we described electronic collective modes in graphene based on the hydrodynamic approach and compared the results with the more general linear response theory. Our results generalize the discussion of these issues reported in Ref. 15 within the small momen-
tum expansion. Given the universality of hydrodynamics, the results for the collective modes in the hydrodynamic regime are applicable to other semimetals, while the three-mode approximation used to derive the linear response theory discussed in Section 5 is specific to the linear spectrum in graphene.

Our main results are illustrated in Figs. 1 and 11. The former shows the dispersion of the sound mode in the hydrodynamic regime with the viscous damping and weak disorder taken into account. Using the typical experimental values of the viscosity and disorder scattering time, we find that the sound mode in real graphene is strongly damped, making it difficult to observe the ideal "cosmic sound" dispersion 1 experimentally.

In Fig. 11 we illustrate the sound and plasmon modes in neutral graphene obtained within the linear response theory of Ref. [13] (extended beyond the stationary and uniform fields). Both modes are evaluated with the "bare" parameter values (ignoring, e.g., the renormalization of quasiparticle spectrum in graphene 4,5) for clarity. Effectively, this approach strongly underestimates the kinematic viscosity and hence the sound mode in Fig. 11 is much more pronounced than in Fig. 1.

The plasmon mode 5 is characterized by higher frequencies that the sound mode 1 and hence is not accessible within the standard hydrodynamic approach of Section 1. The connection between the two calculations can be made by allowing for the frequency-dependent (optical) conductivity in Eqs. 25 and 31. Reducing the dissipative coefficients in the hydrodynamic theory to frequency-independent constants (following the standard approach of Ref. [13]) leads to the diffusive behavior of the collective charge fluctuations, see Eq. 31. Similarly, all other hydrodynamic collective modes (except for the sound mode) are characterized by purely imaginary spectra. This should be contrasted with the linear response theory, Eqs. 50, that allows for the frequency-dependent conductivities leading to the real plasmon dispersion 54, as well as a third (neutral) collective mode following from Eqs. 50b and 51. The fact that these additional (to the sound) modes can be reached within the linear response theory and connected to the hydrodynamic description should be attributed to the scale separation in graphene (due to the kinematic peculiarity of Dirac fermions 11,12,13), see Eq. 35. All other qualitative conclusions of the paper are valid in a wider class of semimetals. The obtained collective modes can be observed using the by now standard plasmonics experiments, see Refs. 30,38.
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