Abstract: It can be predicted that the infrastructure of the existing wireless networks will not fill the requirement of the fifth generation (5G) wireless network due to the high data rates and a large number of expected traffic. Thus, a novel deployment method is crucial to satisfy 5G features. Meta-heuristic is expected to be a promising method for the complex deployment optimization problem of the 5G network. This work presents an implementation of a meta-heuristic algorithm based on swarm intelligence, to minimize the number of base stations (BSs) and optimize their placements in millimeter wave (mmWave) frequencies (e.g., 28 GHz and 38 GHz) in the context of the 5G network while satisfying user data rates requirement. Then, an iterative method is applied to remove redundant BSs. We formulate an optimization problem that takes into account multiple 5G network deployment scenarios. Further, a comparative study is conducted with the well-known simulated annealing (SA) using Monte Carlo simulations to assess the performance of the developed model. In our simulation results, we divide the region of interest into two subareas with different user distributions for different network scenarios while considering the intercell interference. The results demonstrate that the proposed approach has better network coverage with low percentage users in outage. In addition, the developed approach has less computational times to reach the desired target network quality of service (QoS).

Keywords: 5G network planning; millimeter wave; base stations; meta-heuristic algorithms

1. Introduction

5G is the next generation of wireless and mobile network, capable of ultra-fast data speeds, and low latency [1]. Therefore, one can predict that the number of interconnected wireless devices of 5G will be high due to the large amount of data traffic that will be generated between a large wireless communications infrastructures [2]. Thus, there is a need for creating a new capacity through the use of new frequency band, and the improvement of cell deployment. However, the advanced antenna techniques that are being introduced with 5G new radio has motivated the usage mmWave carrier frequencies. MmWave offers a large amount of available unlicensed spectrum that supposed to be a suitable frequency band for the 5G network [3]. There are several motivations to use mmWave frequencies in the 5G network such as the security and privacy due to the limited transmission range of mmWave, and the same frequency can be reused in a very short distance. Therefore, the study on channel model for frequencies from 0.5 to 100 GHz of 3GPP TR 38.901 evaluated the distance between
base station (BS) and user for urban micro-cells (UMi) street canyon and urban macro-cells (UMa) scenarios. For BS antenna height of 10 m and 25 m for UMi and UMa, respectively, the distance is 10 m and 35 m for UMi and UMa, respectively [4]. Thus, these very short distances allow better frequency reuse within a dense network coverage area. The usage of high frequencies is expected to be one of the key 5G technology enabling very high data rates and significant increases in capacity. The spectrum at 28 GHz and 38 GHz are still unexploited and have negligible atmospheric gases attenuation as compared to others high-frequency ranges according to International Telecommunication Union (ITU) L-series recommendations. 5G new radio deployments will require ultra-dense network topologies with the usage of high frequencies, which required many new cells, resulting in additional potential deployment challenges. Consequently, where and when to deploy cells while satisfying user data rates requirement will be challenging. To help assess this deployment challenge, the new approach of network planning is needed to meet the demand of 5G networks and beyond. Network planning is vital in order to deploy 5G networks efficiently, it is considered to be a promising solution to satisfy the user data rates requirement in 5G network [5], it depends on various parameters such as geographical area, cells configuration parameters, estimated number of users, estimated number of cells, path loss and propagation models, and frequency reuse patterns [6]. In the proposed model, UMa are deployed for large coverage, and smaller cells called UMi are integrated with UMa to form heterogeneous networks. Since the UMa cannot provide in-depth coverage for indoor users, UMi covers large indoor users, reduces latency, offers higher capacity, and increases the active resources, making users closer to the BS. Consequently, dense deployment of UMi for the hotspot scenario may result in a waste of network resources, while less deployment in this area during an on-peak-hours period may cause network key performance indicator degradation. In this context, it becomes essential to develop new algorithms and deployment policies for the upcoming 5G network.

In this work, we propose a novel approach of BSs deployment for the next-generation 5G network in millimeter wave (mmWave) frequencies using meta-heuristic algorithms. The scope is to find the optimized position of each BS using mmWave frequencies to meet the data rates requirement of the 5G network with the minimum required number of BSs in hotspots areas. To assess the performance of the developed model, we employed both deployment architectures; the standalone architecture where the network consists of mmWave UMi and the non-standalone architecture where mmWave UMi is deployed in the coverage of the existing LTE UMa. Note that, in non-standalone deployment architecture, the 5G radio systems are integrated into the previous LTE networks according to 3GPP release 15, and in standalone deployment architecture, the new radio system is complemented by a next-generation core network. The standalone deployment will be utterly different from the LTE core network. Therefore, due to a massive amount of hardware expected on 5G deployment, the non-standalone deployment way-point enables network operations to progress with the design and the initial network implementation. We implemented a particle swarm optimization (PSO) based on swarm intelligent, and we compare the performances of the PSO-based planning approach to the ones of simulated annealing (SA) and genetic algorithm (GA) to find the suboptimal position of UMi to satisfy the data rates requirement concerning next-generation 5G network. Then, we employed an iterative approach to remove the futile (redundant) BSs. Firstly, we evaluate the link budget subject to determine the minimum required BSs to be deployed while satisfying the user data rates requirement in the peak-hours period and evaluated the radius of BSs using the radio propagation model in mmWave frequencies at 28 GHz and 38 GHz. Note that we considered the intercell interference and the impact of atmospheric gas attenuation, foliage losses, and rain attenuation at 28 GHz and 38 GHz in the propagation model. Furthermore, we use Monte Carlo simulations to perform numerical simulations focusing on different scenarios in the 5G network at the spectrum of 28 GHz and 38 GHz to measure the outage rate given the placement of the BSs determined in the planning phase. The result shows that our proposed approach will significantly facilitate the deployment feasibility of 5G network in mmWave frequencies. This study is an extension of [6], which was mainly focused on macro BSs.
deployment in the LTE network. In this investigation, mmWave carrier frequencies have been used in the planning process of UMi BSs subject to satisfy user data rates requirements.

The rest of the article is organized as follow: Section 2 presents the background and related work, and the system model and problem formulation are described in Section 3. The proposed meta-heuristic algorithm is provided in Section 4; after describing the algorithm for UMa and UMi deployment, an iterative method is developed to remove the redundant BSs. Next, the performance of the proposed model is evaluated, and the results are presented and discussed in Section 5. Finally, the conclusion of the article is given in Section 6.

2. Background and Related Work

The 5G network is expected to be deployed with a considerable amount of BSs due to the use of mmWave frequencies; the topologies go beyond the one used in the current wireless network. For a single 5G mobile cell, the download speed is expected to be at least 20 Gbps according to ITU perspectives, while the current 4G cell has about 1 Gbps peak data rates. The upcoming 5G standard will support a multitude of interconnected devices up 1 million per square kilometer [7]. Enhancing mobile broadband services is considered to be one of the key initial driving forces behind 5G. To this end, various innovative technologies were investigated or are under investigation such as massive multiple-input multiple-output technology and distributed antenna system [8] to deal with penetration loss for indoor wireless users who are considered to be 80% of the total networks users [9], spatial modulation [10], mmWave technology [11], C-RAN, and small cells with heterogeneous networks deployments [12]. 5G has to meet several requirements [13], and all the requirements will be affected by the solution of the deployment of BSs. Some investigations have been proposed to examine the deployment of BSs in engineering and academics fields. For instance, the authors in [14] employ SA to perform the deployment of BSs for LTE network, where an SA algorithm is used to place the macro BSs in the area of interest. Another work [15] determines the number of BSs to be deployed and their locations in the region of interest, where the users are non-uniformly distributed in order to minimize the energy consumption in the network. Reference [16] proposes a green cell planning scheme based on a stochastic approach to minimize the number of deployed BSs, where the final number of BSs to be deployed derives from the optimal location of each BS under all considered traffics pattern. A non-dominated sorting GA [17] and an evolutionary multi-objective optimization algorithm [18] were investigated to find the locations of BSs in LTE heterogeneous networks. The authors in [19] investigate a metaheuristic algorithm for the 5G hyper-dense deployment problem and the proposed search economics algorithm divides the search space into a set of subspaces to determine the location of BSs. Reference [20] considers the deployment case of co-existing macro cell BS, small cell BSs, and private femtocell access points forming dense cellular heterogeneous networks. Greedy solution using GA is studied by the authors in [5] to investigate the problem of hyper-dense deployment of BSs in 5G network, where they propose to build the small cells in the existing macro BSs to fill up the coverage holes. Furthermore, if the existing UMa BSs are not in the best positions, they can be removed as long as the demolition costs are suitable. Another work presented in [21] proposes to find the locations of small cells BSs under the coverage area of macro BS in 5G heterogeneous networks using the location-based operation algorithm. Joint interference and load balance and deterministic deployment schemes were proposed by the authors in [22] to examine the small BS deployment strategies in two-tier cellular networks. The authors demonstrate the effect of interference and load on throughput performance based on the position of the small BS position to the macro BS. The authors in [23] adopt the unsupervised self-organizing map to solve both coverage planning and performance optimization problems in two tiers. The approach proposes to adjust the position of small cells based on the proposed algorithm, which maximizes the key performance indicators such as average throughput, fairness, and coverage probability in an unsupervised manner. The authors in [24] investigate the dynamic small cell placement problem in high-demand outdoor environments for the LTE network. Reference [25] uses a metaheuristics algorithms to find the minimum set of BS location that can cover the defined
The impact of imperfect small cell placement is investigated inside a macrocell [26], where the authors analyze the deployment of small cells in both static and dynamic levels.

The investigation in [27] proposed an algorithm based on GA to determine the minimum number of BSs in the ultra-dense 5G network to satisfy cell capacity and coverage constraints; the authors used optical fiber and wireless backhaul to serve wired BSs and unwired BSs. However, few previous studies dealt with optimizing the placement of BSs for 5G networks in mmWave frequencies. The paper in [28] investigates the key requirement and characteristics of an ultra-dense network when using mmWave frequencies to deploy BSs. The deployment of the high-capacity small cell is studied in [29] where small cells are mmWave-backhauled to the core network. Ultra-dense network deployment and management guidelines were instigated in [30], where the authors investigate the deployment at sub-6 GHz, and the ultra-dense at centimeter-wave. Furthermore, some fundamental differences of ultra-dense network deployments are presented, such as more BSs than active users; in this case, BS can mute its transmission when there is no active UE connected to it; in the case of less active UE per active BS, the higher the number of deployed BSs in ultra-dense deployment network, the lower the number of UE in each BS. However, it is necessary to note that with the expected dense number of BSs in ultra-dense network to satisfy 5G requirements, the use of mmWave frequencies in the planning process is vital, and the research on how to find the required number of BSs while satisfying the 5G requirement is still limited. To our knowledge, various algorithms have been widely used in solving cell deployment problems; there is plenty of room for improvement due to the problematic deployment of the 5G environment in mmWave frequencies as compared to the previous generations of wireless networks. The recommended solutions did not offer a general solution as the upcoming 5G will be very dense due to the use of mmWave carrier frequencies, and the locations of the BSs will depend on the performance of the user, and the locations can change from one performance to another.

In this article, we proposed a novel approach for deployment perspective of the upcoming 5G network in mmWave frequencies. Our planning approach for the 5G network can be considered as the first completed approach compared with previously proposed methods when using mmWave carrier frequencies in the planning process. We estimated the number of required BSs to satisfy user data rates requirement in 5G environments. Secondly, all the mmWave parameters are taken into account in the systems for the accurate propagation models and we try to determine the minimum required number of BSs to be deployed while satisfying user demands in the developed model. More accurate scenarios were considered where the area is divided into a smaller area, called subareas, with different user densities, instead of concentrating on the traditional uniform area with uniform user distribution.

3. System Model and Problem Statement

In this section, we present the system model and formulate the optimization problem of our study.

3.1. System Model

The model is focused on the 5G network, where a set of candidate BSs denoted by \( C_B \) needs to be deployed in a geographical area of interest. \( C_B \) corresponds to the final combination of UMa and UMi. The coexistence of UMa and UMi in the same area will depend on the number of users in this area and their required downlink (DL) data rates target, which can be defined based on Shannon’s capacity equation in additive white Gaussian noise (AWGN) model as given in Equation (1):

\[
R_{\text{target}} = B \log_2 \left( 1 + \frac{P_r(u)}{I + NB} \right),
\]

where \( R_{\text{target}} \) represents the target DL data rates, \( B \) is the subcarriers bandwidth allocated to user \( u \), it is expressed as: \( B = \frac{B^{D\text{DL}}}{Z_{\text{sub}}} \), where the numerator term expresses the total usable DL bandwidth, and the denominator term is the total number of DL subcarriers. \( P_r \) is the total received power from BS \( i \in C_B \) to user \( \mu \). \( P_r \) can be expressed as follows: \( P_r = \)
Antenna gain transmitter × antenna gain receiver × channel. In this article, we consider equal power transmission over subcarriers expressed as: \( P_{\text{sub}} = \frac{P_{\text{max}}}{Z_{\text{sub}}} \). N is related to the noise power. We represent the interference on subcarrier measured at the receiver of user \( u \), which can be modelled as follows:

\[
I = \sum_{k=1, k \neq i}^{Z_{\text{BS}}} \sum_{u=1}^{Z_{U}} y_{u,k} P_{t} G_{B,u,s,k} G_{u,s,k} C_{u,s,k},
\]

(2)

where \( y_{u,k} \) a binary variable set to 1 if a resource is allocated to the user \( u \) in a cell \( k \), and 0 otherwise. \( P_{t} \) is the power transmitted by BS \( i \). \( G_{u} \) is the user antenna gain, and \( G_{B,u,s,k} \) is the BS antenna gain, which is modeled according to [6,31] as:

\[
G_{B,u,s,k}^{B} = 10^{-1.2(p v (\chi_{u,s,i} - \chi_{u,s,i})^2 + \psi_{u,s,i} (\Psi_{u,s,i} - \Psi_{u,s,i}))^2},
\]

(3)

where \( \chi_{u,s,i} \) and \( \Psi_{u,s,i} \) are vertical and horizontal angles in degrees on sector \( s \) and user \( u \). \( pv \) and \( ph \) represent vertical and horizontal beam patterns of the antenna [6]. \( \chi_{s} \) and \( \Psi_{s} \) denote the tilt and the azimuth of the sector \( s \). The last term \( C_{u,s,k} \) is the channel gain between user \( u \) and antenna sector of BS \( i \), which can be expressed as follows:

\[
C_{u,s,k} = \left( -k' + \nu 10 \log_{10} d_{u,i} \right) - \xi_{u,s,i} + 10 \log_{10} F_{u,s,i},
\]

(4)

where \( d_{u,i} \) denotes the distance between user \( u \) to BS \( i \). \( \xi_{u,s,i} \) expresses shadowing, and the last term \( F_{u,s,i} \) represents fading. \( Z_{\text{BS}} \) and \( Z_{U} \) are the required number of BSs with respect to deployment constraints and the number of users supported by each BS, respectively. The signal to noise of user \( u \) in BS \( i \) is given in [32] as follows:

\[
\Gamma_{u,s,i} = \frac{P_{t} G_{B,u,s,k} G_{u,s,k} I + KTB_{RB}}{I + KTB_{RB}},
\]

(5)

where \( KTB_{RB} \) expresses the noise power at the receiver of the user, \( k \) is Boltzmann constant, \( T \) is the temperature in Kelvin, and \( B_{RB} \) is resource block bandwidth. Assuming that a resource block is assigned to each user to satisfy his data rate requirement in 5G environment. The frequent parameters used in this study and their corresponding description are listed in Table 1.

### Table 1. Parameters notations and their corresponding description.

| Notation | Description |
|----------|-------------|
| \( C_{B} \) | Set of combined UMa and UMi |
| \( S_{M}, S_{N} \) | Set of candidate BS, UMa and UMi, respectively |
| \( u \) | user |
| \( A_{Ri} \) | Surface occupied by one BS |
| \( A_{RT} \) | Total surface of geographical area |
| \( Z_{\text{cov}} \) | Number of BSs for coverage constraint |
| \( Z_{\text{cap}} \) | Number of BSs for data rates constraint |
| \( Z_{U} \) | Number of user supported by each BS |
| \( Z_{BS} \) | Required number of BS to satisfy the problem |
| \( Z_{sec} \) | Available cell capacity |
| \( Z_{sec} \) | Number of sector antenna |
| \( \delta_{DR} \) | data rates satisfaction point |
| \( \mu, \theta \) | Tolerance to relax the data rates and coverage constraints respectively |
| \( G \) | Initial population number |
| \( Z^{h} \) | Number of agents (Particles) |
| \( \tau \) | Iteration |
In this model, the link between the user and his serving BSs is established using mmWave link in the access network, and that all the BSs are assumed to be directly connected to the next-generation core network through fiber and mmWave for UMa and UMi, respectively, with a sufficient bandwidth in the backhaul to satisfy the user data rates target. We assume that the new radio core used in this model is independent from the LTE core network. UMa assures the functions of control plane due to its large coverage and user plan to guarantee the minimum data rates requirements in urban or suburban zones, and UMi are deployed in hotspots to fulfill one of the main 5G Key performance indicators, which is data rates requirement. Note that the user plan, also known as data plane, carries the network user traffic. The control plane carries the signaling messages that are exchanged between the user and the network. Figure 1 illustrates the proposed model in detail for the case of one UMa with two hotspots. UMa and UMi will be deployed with three sectorial antennas and omnidirectional antenna, respectively. For instance, users can be uniformly or normally (Gaussian) distributed in the area of interest.

Let \( S_M = \{1, 2, 3, \ldots, M\} \) and \( S_N = \{1, 2, 3, \ldots, N\} \) be the sets of candidate UMa and UMi, respectively. Thus, \( C_B \) can be defined as \( S_M \cup S_N \). We assumed that all \( S_M \) are planned with the same carrier frequency. However, with the dense deployment of BSs in a limited area, severe interference would happen due to the spectrum reused in a short distance when using mmWave frequencies. Therefore, to mitigate interference in the Gaussian hotspots, \( S_N \) will be planned with the different carrier frequency with its related \( S_M \). For simplicity purposes, we assume that all \( S_M \) are optimally placed in a manner to cover all the area of interest. The path loss between user \( \mu \) and BS \( i \in C_B \) when using mmWave frequencies can be expressed based on the free space propagation loss described in [33,34], and modeled in [3,35], as follows:

\[
P_{\text{Loss}}(dB) = 92.45 + 20 \log_{10}(d(Km)) + 20 \log_{10}(f(\text{GHz})) + A(dB/Km) + B(dB/Km) + C(dB/Km) + \delta,
\]

where \( \delta \) is a random variable; A, B, and C represent the atmospheric, rain attenuation, and the foliage losses, respectively.

In our proposed model, the cell range is calculated using the propagation model, and the link budget determines the maximum allowed path loss model (MAPL), which calculates the cell radius \( R \). We aim to determine the coverage and capacity, and some parameters need to be identified and computed such us penetration loss, propagation model, fading margin, shadowing, and the MAPL in
the mmWave environment. An example of a link budget for mmWave at the spectrum of 28 GHz used in this study is given in Table 2, and the input parameters are selected from [36–38]. The transmission radius of the UMi is smaller than those of UMa, due to their deployment cost. Then, we intend to define the minimum number of required BSs and to find their placement in the manner of satisfying the data rates requirement. Let \( A_Ri \) (\( A_Ri = \pi R^2 \) for a circular cell and \( A_Ri = \frac{3\sqrt{3}}{2} R^2 \) for a hexagonal cell) be the surface occupied by one BS \( i \) and \( A_{RT} \) the total surface of the given geographical region \( A \). Thus, the number of needed BSs denoted by \( Z_{cov} \) to cover the area of interest is obtained by the following equation:

\[
Z_{cov} = \min \left( \frac{A_{RT}}{A_{Ri}} \right), \quad \forall \ i \leq M
\]

(7)

where \( P_i \) is the received power from BSs \( i \) to \( u \) and \( Z_{U_{BS}} \) is the number of users that can be supported by each BS given by the following expression:

\[
Z_{U_{BS}} = \max \left( \frac{Z_{sec} Z_{sec}^{cap}}{R_{target}} \right)
\]

(8)

where \( Z_{sec} \) and \( Z_{sec}^{cap} \) are respectively the numbers of sector antennas and the available cell capacity of each sector. The capacity is defined using the system bandwidth and spectrum efficiency. Let \( S_{area} \) be the size of the subarea \( j \), which contains a certain number of BS \( i \) in the geographical area, and \( \Gamma_{Z_a} \) the average number of users per subarea. Thus, the minimum number of BS satisfying Equation (1) is denoted by \( Z_{cap} \) in each subarea and given as follows:

\[
Z_{cap} = \frac{\Gamma_{Z_{a}}}{} S_{area} Z_{U_{BS}}, \quad \forall S_{area} \in A.
\]

(9)

Table 2. 5G link budget parameters for mmWave at 28 GHz.

| Parameters                                      | Values |
|------------------------------------------------|--------|
| Carrier frequency (GHz)                        | 28     |
| Channel Bandwidth (GHz)                        | 1      |
| TX antenna Gain (dBi)                          | 27     |
| TX power (dBm)                                 | 30     |
| EIRP (dBm)                                     | 57     |
| TX Noise Figure (dB)                           | 7      |
| RX power (dBm)                                 | 23     |
| RX antenna Gain (dBi)                          | 10     |
| RX Noise figure (dB)                           | 7      |
| Target data rates (Mbit/s)                     | 500    |
| RX noise floor (dBm)                           | -72.73 |
| Thermal Noise (dBm/Hz)                         | -174   |
| Atmospheric attenuation (dB/Km)                | 0.06   |
| Rain attenuation (dB/Km)                       | 3.45   |
| Foliage losses (dB)                            | 4.34   |
| Penetration losses (dB)                        | 28     |
| Others losses (dB)                             | 10     |

The result of the capacity and the coverage dimensioning may be different. Then, for an accurate result, the number of required BSs needs to be a balance between the results from the coverage and
capacity dimensioning. The required number of BSs to cover all geographical region while respecting the users DL data rates can be an estimated based on the following equation.

$$Z_{BS} = \max(Z_{cov}, Z_{cap}) = \max \left( \frac{A_{TAi}}{A_{TAi}}, \frac{\Gamma_{z_{ui}} S_{Z_{area}}}{Z_{\mu^{2}}} \right).$$ \hspace{1cm} (10)

### 3.2. Problem Statement

The objective of our developed model is to define the optimized positions of the smallest number of required UMa and UMi ($x', y'$) with respect to user data rates requirement and coverage constraints. We assume that all users in the same subarea request the same data rates. We also assume that each user will be covered by at least one BS by using mmWave carrier frequencies in the planning process. The following perspectives are taken into attention: Each user can be served either by an UMa or UMi. It is important to note that $Z_{BS}$, which is $Z_{BSUMa} + Z_{BSUMi}$, is also a variable of our optimization problem. Thus, the initial number of $Z_{BS}$ might be different from the final value. We randomly distributed $\delta_{DR}$ data rates satisfaction point in the entire region of interest to satisfy user data rates requirement. Thus, the higher the $\delta_{DR}$, the better the coverage efficiency. Therefore, the complexity of the problem is proportional to the number of $\delta_{DR}$.

**Binary constraints:** The parameters $p^{1}_{S_{i,j}}$ and $p^{2}_{S_{1,j}}$ are binary variables. $p^{1}_{S_{i,j}}$ measures the presence of UMa sector antenna in the subarea, and $p^{2}_{S_{2,j}}$ measures the existence of UMi in UMa.

$$p^{1}_{S_{i,j}}(x', y') = \begin{cases} 1, & \text{if the sector of UMa is totally comprised in the subarea } j \\ 0, & \text{otherwise} \end{cases}$$

$$p^{2}_{S_{2,j}}(x', y') = \begin{cases} 1, & \text{if UMi is totally comprised in the UMa } i \\ 0, & \text{otherwise} \end{cases}$$ \hspace{1cm} (11)

Please note that $p^{1}_{S_{i,j}}$ and $p^{2}_{S_{2,j}}$ will be less than 1 if they are partially included in the subarea $j$ and UMa $i$, respectively.

Consistently, the parameter $V_{q}$ is a binary variable (with the sequence of $q = 1, 2, 3 \ldots, \delta_{DR}$) that is:

$$q(x, y) = \begin{cases} 1, & \text{if the } q \text{ is covered by at least one } BS \text{ (UMa or UMi)} \\ 0, & \text{otherwise} \end{cases}$$ \hspace{1cm} (12)

Equivalently, the vector $\delta$ is a binary variable that holds all the UMa and UMi states. The deployed UMa or UMi state correspond to the value of $\delta = 1$. Otherwise, the BS is redundant.

**Data rates constraint:** The average number of users served by the sector antenna of UMa and UMi can be expressed as $\frac{Z_{\mu^{2}}}{Z_{secM}} p^{1}_{S_{i,j}}(x', y')$ and $\frac{Z_{\mu^{2}}}{Z_{secM}} p^{2}_{S_{2,j}}(x', y')$. Thus, to ensure that all user data rates requirement in a subarea are satisfied, the following expression should be fulfilled.

$$\mu D_{j} D_{z}(j) \leq \sum_{i=1}^{Z_{BS}} \sum_{S_{1}, S_{2} = 1}^{Z_{sec}} \left( \frac{Z_{\mu^{2}}}{Z_{secM}} p^{1}_{S_{i,j}} + \frac{Z_{\mu^{2}}}{Z_{secM}} p^{2}_{S_{2,j}} \right)(x', y'), \hspace{1cm} \forall j = 1, \ldots, N \hspace{1cm} (13)$$

where $\mu$ is a tolerance parameter added to relax the data rates constraint and the value of $\mu \in [0, 1]$, $D_{j}$ is a density function. Note that the parameters $p^{1}_{S_{i,j}}$ and $p^{2}_{S_{2,j}}$ depend on UMa and UMi locations.

**Coverage constraint:** The entire region of interest is considered to be covered if the following condition is satisfied:

$$\sum_{q=1}^{\delta_{DR}} V_{q} \leq \delta_{DR} \hspace{1cm} (14)$$
θ is a tolerance added to relax the coverage, the value of θ ∈ [0, 1]. We set the objective function of the cell deployment problem to minimize the number of UMa and UMi to be deployed, expressed as follows.

\[
\text{minimize } \sum_{i=1}^{Z_{BS}} \delta_i.
\]

Subject to: \( \text{[ensure that all users data rates required in a subarea are satisfied expressed as:]} \)

\[
\mu D_{j}D_{z}(j) \leq Z_{BS} \sum_{i=1}^{Z_{BS}} \sum_{S_1, S_2 = 1}^{S_1} \left( \frac{Z_{DR}}{Z_{secM}} p^{1}((S_1, i)) + \frac{Z_{DR}}{Z_{secM}} p^{2}((S_2, i)) \right) (x_{i}, y_{j}), \forall j = 1, \ldots, N
\]

[And the entire region of interest is considered to be covered expressed as:]

\[
\sum_{q=1}^{\theta_{W}} V_{q}(x, y) \leq \theta_{DR}. \tag{15c}
\]

Minimizing the number of deployed BSs in the planning phase can significantly reduce the power consumption of the system, especially when using mmWave frequencies in the planning process. Thus, if all user data rates requirement can be satisfied with less BSs, the energy efficiency will be enhanced. This problem is NP-hard [39], and it is very difficult to determine its optimal solution; therefore, we opt for a meta-heuristic approach. The planning process will decide where to deploy the minimum required numbers of BSs in order to satisfy users QoS by considering users connectivity, mobility, and data rates requirement.

4. Meta-Heuristic Algorithms

As discussed previously, the complexity of the solution increases significantly for a high number of data rates satisfaction point and users. To that end, we propose to employ a meta-heuristic algorithm named PSO, which consists of two steps. After considering all the input parameters in the link budget and the propagation models in mmWave frequencies, step 1 computes the number of BSs and places them in the area of interest with their first best position. Step 2 consists of eliminating redundant BSs to determine the minimum required number of BSs and to find the optimized position of each BS while satisfying Equations (15b) and (15c).

4.1. PSO Algorithm for Base station Planning

The use of mmWave carrier frequencies in the planning process of the upcoming 5G network is a promising solution to reach user data rates requirement. Therefore, the number of BSs to be deployed will significantly increase. Optimizing the location process of these BSs will be vital to improve and maintain the QoS. To overcome this situation, an alternative solution was proposed in the previously published papers such as GA used by Han et al. [40], PSO [41], grey wolf optimizer [42], and SA [14]. Therefore, we employed PSO in our proposed approach due to the advantage of dealing with an unlimited number of possible BS combinations and the good convergence speed. The general process is shown in Figure 2.

![Figure 2. General process of particle swarm optimization (PSO).](image-url)
PSSO was first described in 1995 by James Kennedy and Russel C. Eberhard [43,44]; it is a population-based meta-heuristic inspired by swarm intelligence and consists of a swarm of the particle, and each particle includes a potential solution. Particles move in the search space to explore for optimal solutions [45]. PSSO is easy to implement with few parameter adjustments, and the swarm is similar to a population and particle to an individual. Some main advantages of PSSO are that it is an easy concept, its simple implementation, robustness to control parameters, very efficient global search algorithm, very few algorithm parameters, faster convergence, and ability to find better solutions. These advantages have classified PSSO as the best approach and motivated researchers to use PSSO in many areas such as fuzzy system control, function optimization, artificial neural network training, and wireless communication field [46]. PSSO is a computational system that optimizes a given objective function by iteratively attempting to increase a candidate solution concerning a given measure of quality; the population consists of $K$ agents moving around in a D-dimensional search space. At each iteration, an agent moves from one position to another in the decision space, and each agent preserves its position in the search space, velocity, and individual best solution. PSSO executes searching based on a population of agents that updates from iteration to iteration. To explore the optimal solution, each agent moves in the direction to its previous best (pbest) position and the global best (gbest) location in the swarm and tries to adjust its location using the following information.

Step 1: Initialize population in hyperspace.
Step 2: Estimate the suitability of each agent.
Step 3: Adjust velocities and location of each agent.
Step 4: Finish some conditions or return to step 2.

Gbest converges faster than pbest PSSO, but pbest PSSO is less vulnerable to being trapped in local optima due to the massive particle interconnectivity of the gbest PSSO [47]. PSSO computes and updates the velocity $V_{i}$ of each iteration $h$ and the position of each element $Y$. The following equations update the velocity $V$ and position $K$ of agents:

$$V_{i}(t+1) = \omega V_{i}(t) + c_{1}r_{1}(P_{L}(t, t) - P_{i}(t)) + c_{2}r_{2}(gbest(t) - P_{i}(t)), \quad (16)$$

$$P_{i}(t+1) = P_{i}(t) + V_{i}(t+1), \quad (17)$$

where in Equation (16), $c_{1}$ and $c_{2}$ are called acceleration coefficients and the values are chosen close to 2, while the $\omega$ is the inertia weight employed to control the convergence speed. A suitable selection of $\omega$ can provide stability between global and local exploration abilities. It was found that the selected value of $\omega$ in the range of $[0.9, 1.2]$ has an excellent achievement. The parameters $r_{1}$ and $r_{2}$ are independent random numbers for each element of the agent. $r_{1}$ and $r_{2}$ are generated every velocity update, and the values are close to 1. The restricted value of velocity called ”$V_{\text{max}}$” is used if the velocity exceeds the prefixed limit. The process is reproduced, and by doing so, it is expected to reach the convergence either by succeeding the maximum number of iterations or by achieving the algorithm objectives. Let generate $H$ number of agents $Z_{h}$, $h = 1, 2, 3, \ldots, H$ of $2N \times 1$ dimensions in the initial population $G$. Note that the vector $Z_{h} = [x^{(h)}, y^{(h)}]$ contains the random states of UMa and UMi in the area of interest. PSSO finds and updates the velocity $V_{Y}^{(h)}$, $Y = 1, 2, \ldots, Z_{BS}$ of each iteration $\tau$ and the position of each element $Y$ are obtained, then it computes two utilities functions $R_{f}^{(h),1}$ and $R_{f}^{(h),2}$ realized by each agent $h$. Lastly, the optimized solution is given by $Z_{opt} = Z_{G}$.

$$R_{f}^{(h),1} = \begin{cases} -\frac{\partial f}{\partial x} - \sum_{n=1}^{N} V_{n}^{(h)} \text{, if Equation (15b) is satisfied by } h \text{ agents} \\ 0, \text{ else} \end{cases}$$

$$R_{f}^{(h),2} = \sum_{j=1}^{N} \sum_{l=1}^{Z_{BS}} \sum_{s=1}^{Z_{sec}} \frac{Z_{ij}}{Z_{sec}} y^{(h)}(Z_{s}^{(h)}) - \mu D_{f} D_{z}(j) \quad (19)$$
in Equation (18) represents the number of $\delta_{DR}$ covered by all BSs. The value is set to 0 if the Equation (15b) is not satisfied for any subarea; the agent $h$ does not cover the region at all. $R_f^{h,1}$ is used to compute the difference between the minimum required number of users that have to be served by the agent $h$ and the number of users served by agent $h$; when it determines a suitable solution, the PSO changes the utility to $R_f^{h,1}$ and attempts to minimize it until $-\delta_{DR}$ is achieved. Algorithm 1 optimizes the number and the first position of BSs in the system while satisfying the coverage and data rates requirement. PSO has been successfully used in diverse and complex problems. However, when using PSO in a high dimensional swarm, its convergence cannot be guaranteed [48]. Also, the particles converge prematurely and get entombed in local minima. Dividing the search area, choosing better parameters for PSO, and a velocity value greater than zero can be an alternative solution for the complex problems to find an optimal output.

Algorithm 1: Algorithm for UMa and UMi deployment

1: Generate an initial random population containing $H$ particles $Z(h), h = 1, 2, \ldots, H$ of size $2N \times 1$ and find their corresponding position.
2: $R_{f1} = 0$, $\tau = 1$ and use $R_2$ as a utility by setting $R = R_2$.
3: While $R_{f1}^{-}\delta_{DR}$ do
4: for $h = 1, 2, \ldots, H$ do
5: calculate $R(h)\tau$, \forall h = 1, 2, \ldots, H.
6: end for
7: if arg min $R(h)\tau \neq 0$ then
8: $h_t, \tau = \arg\min\limits_{h_t, \tau} R(h)\tau$, where $h_m$ and $\tau_m$ express the particle’s index and position that results in the lowest utility $R$. Then, set $R_{f1}^\min = R(h_m)\tau$ and $Z^G = Z(h_m)\tau$.
9: Find $\tau_{local} = \arg\min\limits_{h, \tau} R(h)\tau$ for each $h$ where $\tau_{local}$ expresses the placement of $h$ which is the output of the lowest local utility. Then, set $R^{(1:local)} = R(h)\tau_{local}$ and $Z^{(1:local)} = Z(h)\tau_{local}$.
10: Adjust the velocity and the location of each agent based on Equations (15b) and (15c), respectively.
11: else
12: $R = R_1$ which is shifting the utility $R$ to $R_1$.
13: end if
14: $\tau = \tau + 1$.
15: end while

4.2. Algorithm for BSs Selection with Redundant BSs Elimination

As described previously, let $C_B = S_M \cup S_N = \{1, 2, 3, \ldots, i_M,N\}$ be a set of candidate UMa and UMi to be deployed in the region of interest, and we assumed that all these BSs are powered on. This approach mainly focused on consecutive elimination of duplicated BSs in order to get the minimum selected number of required BSs to satisfy user data rates requirement in 5G environments. After finding the placement of each BSs using the developed meta-heuristic algorithm, we assumed that all the deployment constraints are satisfied. Then, we started the process by removing duplicated BSs with respect to the user data rates requirement. We summarized the total process in three steps:

**Step 1**, we place $S_M = \{1, 2, 3, \ldots, M\}$ in the region of interest using meta-heuristic algorithm then we eliminated redundant macro cell BSs if any.

**Step 2**, we place $S_N = \{1, 2, 3, \ldots, N\}$ in the region of interest using meta-heuristic algorithm then we eliminated redundant micro cell BSs if any.

**Step 3**, we suppose that the remaining UMa and UMi are placed in the area of interest, and we remove the duplicated BSs ones to obtain the final selected BSs combination that satisfies user data rates requirement and coverage constraints. Given two sets denoted $S_1 \in C_B$ and $S_2 \in C_B$, we assume
that all BSs in the set of $S_1$ is considered to be indispensable, which means that removing any BS in this set will cause service deterioration. UMa or UMi in the set of $S_2$ is considered to be futile and can be safely removed without affecting user data rates requirement. The objective is to keep all selected BSs in $S_1$ and to remove all BSs in $S_2$ and find the optimized UMa and UMi combination without affecting user data rates requirement and coverage constraints. To reach our objective, we optimize a binary vector denoted by $\alpha$ with a size of $(Z_{BS} \times 1)$. Then, we remove BSs one by one while checking constantly if user data rates requirement and coverage constraints remain fulfilled or not. If a BS $i$ causes any services deterioration, it cannot be removed and will be placed in $S_1$, and its corresponding $\tau_i$ remains 1, otherwise it is supposed to be eliminated and placed into $S_2$. The algorithm only focuses on $S_2$ to determine all BSs that can be safely removed and set their corresponding $\tau$ to 0. Note that $\tau$ of size $(Z_{UBS} \times 1)$ is an optimized binary vector to find optimized BSs combination that will not affect the performance of the system. If two or more BSs in $S_1$ can reinforce each other to keep user data rates requirement, only one that has insignificant influence on the served users denoted by $\hat{i}$ can be removed. $\hat{i}$ is given by:

$$
\hat{i} = \arg \max_{i \in \alpha} \sum_{j=1}^{N} \sum_{i=1,i\neq \hat{i}}^{Z_{BS}} \left( \frac{Z_{UBS}}{Z_{sec}} \sum_{s=1}^{Z_{sec}} y(Z_{op}) - \mu D_j D_z(j) \right),
$$

(20)

The steps are repeated until getting the final combination of UMa and UMi that could be removed without affecting any service, which corresponds to remove all BSs in $S_2$. Algorithm 2 eliminates redundant UMa or UMi in the network to output the final candidate set of BS while satisfying the data rates requirement and coverage constraints.

**Algorithm 2: Algorithm for redundant UMa and UMi elimination**

1: $\tau = 0$, $C_B = \{1, 2, 3, \ldots, i_{MN}\}$ with $C_B = S_M \cup S_N$ which corresponds to the total candidate of BSs to be deployed.
2: Assume all $C_B$ is powered on $\alpha(h) = [1, \ldots, 1]$.
3: Repeat
4: For $i = 1, \ldots, Z_{BS}$ do
   5: Remove UMa or UMi $i \in S_2$ and define $\alpha^{(i)}(\tau)$ which corresponding to $\alpha(\tau)$ with 0 in the $i^{th}$ position.
   6: Check user data rates requirement.
   7: if user data rates requirement are still satisfied then
      UMa or UMi $i$ can be removed, $i \in S_2$.
   8: else
      UMa or UMi cannot be removed.
   9: end if
10: end for
11: Find UMa or UMi $\hat{i}$ such that:
   12: $\hat{i} = \arg \max_{i \in \alpha} \sum_{j=1}^{N} \sum_{i=1,i\neq \hat{i}}^{Z_{BS}} \left( \frac{Z_{UBS}}{Z_{sec}} \sum_{s=1}^{Z_{sec}} y(Z_{op}) - \mu D_j D_z(j) \right)$.
   13: UMa or UMi $\hat{i}$ is totally and carefully removed, $C_2 = C_2 \setminus \{\hat{i}\}$, and $\alpha(\tau + 1) = \alpha^{(\hat{i})}(\tau)$.
   14: $\tau = \tau + 1$.
15: until $S_1 = \emptyset$.
16: The final UMa or UMi combination after network planning is $\alpha(\tau)$. 
5. Simulation Results and Discussions

This section aims firstly to prove the motivation behind using the mmWave frequencies spectrum at 28 GHz and 38 GHz; secondly, in order to validate our proposed approach, we presented numerical examples and simulations results for different scenarios. Furthermore, we use Monte Carlo simulation to measure the outage rate given the placement of the base stations determined in the planning phase.

5.1. 28G and 38G MmWave Frequencies Spectrum

The deployment of dense heterogeneous networks with the use of mmWave carrier frequency is desired to be studied in the planning process of the upcoming 5G networks. The target is getting systems with higher data rates up to 20 Gb/s with very low latency. The use of the mmWave carrier spectrum in the cell planning process will significantly improve the data rates of the networks while increasing the number of UMi to be deployed. The intermediate frequency band for 5G and mmWave frequencies band will be suitable for 5G UMi dense networks in urban hotspots where additional capacity is vital. However, these frequencies bands can also accommodate UMa for a wider coverage area [49]. MmWave is considered to be a promising solution for the increasing demand for faster data rates and the high bandwidth utilization for the next generation wireless network. With the possible gigabit-per-second data rates, mmWave has attracted high attention as a potential frequency band for the 5G wireless network [50]. Free space path loss defines a part of the signal attenuation. The signal travels with interaction with particles in the air and loses energy during its propagation, and the loss varies with different factors such as water density and pressure.

Currently, the 28 GHz and 38 GHz bands get the most international support. The studies in [35,50,51] show atmospheric attenuation at different frequencies and prove that at 28 GHz and 38 GHz the atmospheric attenuation is negligible (0.06 dB/km and 0.08 dB/km, respectively). In general, heavy rain can cause higher attenuation using the mmWave spectrum due to the similar size of the mmWave wavelength and raindrop [52]. The investigations show that the rain attenuation will have a high effect to the system at high frequencies based on network size and distribution [53]; also, the attenuation insignificantly decreases with the use of highly directional antennas as studied in [50,52]. Figure 3 shown how loses due to atmospheric gas and rain varies with frequency according to ITU recommendations [54,55]. The penetration loss is also a big challenge for the use of mmWave spectrum as compared to today’s UHF/microwave systems. At 28 GHz and 38 GHz, the studies in [35,56] found a penetration loss of approximately 28 dB and 25 dB respectively. Global researchers in academic and engineering fields are showing their interest in the frequency spectrum at 28 GHz and 38 GHz for the usage in the 5G network. Some advantages are: Better cell-edge coverage, large bandwidth at higher frequencies, and less interference caused by BSs to UE in the neighbouring cells as compare to microwave [57]. The foliage losses will have a high impact in mmWave, according to ITU-R recommendations; it can be calculated as following [58]:

$$C = 0.2 \times f^{0.2} \times d^{0.6}$$

(21)

where $f$ is the frequency in MHz and the $d$ is the tree depth expressed in meters.
As compare to microwave spectrum as compared to today’s UHF/microwave bands, the mmWave spectrum gets the most international support. The studies found a penetration loss of approximately 28 dB and 25 dB respectively. Currently, the 28 GHz and 38 GHz bands get the most international recommendations for the usage in the 5G wireless network. Some advantages of mmWave for 5G are: edge coverage, large network capacity, high frequency reuse, high data rates, and support for at least six systems.

Atmospheric gas and rain attenuation variation with frequencies (figure collected from [54,55]).

5.2. Results and Analysis

We considered an area of $10 \text{Km} \times 10 \text{Km}$, where we generated the simulation results. UMa are uniformly placed in a manner that covers the area while UMi are deployed to satisfy 5G user data rates requirement in the hotspot zones. As mentioned, the proposed approach can be performed with uniform and normal user distributions. Table 3 provides a summary of mains simulation parameters for PSO and SA. We used MATLAB (R2018a) software running on a PC with Intel Core (TM) i5 CPU 2.67GHz RAM 4 GB Microsoft Windows 10 Pro to run the algorithms of PSO and SA.

Table 3. Summary of important simulation parameters for PSO and simulated annealing (SA).

| Parameter                  | Value |
|----------------------------|-------|
| Tolerance $\mu$ and $\theta$ | 99%   |
| Maximum velocity $V_{max}$  | 200   |
| Maximum iteration          | 2000  |
| Accelerations $c_1 = c_2$  | 2     |

5.2.1. Planning at 28 GHz Using PSO and SA

Since PSO and SA are supposed to find a clarification to a given objective function but employ diverse approaches and computational effort, it is suitable to compare their performance. We studied the performance comparison of PSO and SA optimization techniques, for high-density network BSs planning in mmWave carrier frequencies. We considere the scenario I and scenario II, as described in Table 4 when running PSO and SA algorithms. In scenario I, the objective is to display the performance of the proposed approach and SA by deploying only UMi in the area of interest where users are uniformly distributed. Then, Algorithm 1 is used with the link budget parameters given in Table 1 to define the number of needed BSs to cover the area of interest while respecting the 5G user data rates requirement. The obtained results from PSO and SA are compared in Figure 4a for PSO and Figure 4b for SA. For PSO and SA, we considered 2000 iterations to reach our goal when running the algorithm, but the iteration can stop if the following conditions are met: (1) The use data rates requirement is satisfied; (2) all the data rates satisfaction point are covered. Note that the aim is to determine the minimum number of BSs while satisfying 5G user data rates requirement and cover the total area of interest. The results presented in Table 4 indicate that the number of site for SA increases to achieve the same coverage as PSO. Further, the same number of user with the same data rates requirement are...
considered for both SA and PSO algorithms. However, in scenario II, the number of users has been increased, and the region of interest is subdivided into two subareas. We concentrated 60% of the total traffic density to subarea B where users are normally distributed and 40% of the traffic density to subarea A with uniform user distribution. This scenario adapts the proposed approach to 5G network environments; the subarea B can be a very dense multitude of users, such as a big shopping area.

We explored the co-siting 5G new radio mmWave with the existing LTE UMa. Indeed, in the adapted algorithm, the number of users can be increased and changing the distributions without affecting the coverage constraint. This demonstrates the efficiency of the adapted algorithm. In Figure 5, we compare the results obtained for PSO and SA. We place UMa by using the propagation model proposed in [34,59] with the bandwidth of 2 GHz to cover all the area; the result shows that 42 UMa are needed for both PSO and SA to cover the area. Then, we combine UMa and UMi to execute the Algorithm 2, subject to eliminating redundant BS if any.

Table 4. Performance comparison (PSO vs. SA) in different user distribution for 5G network planning at 28 GHz.

| Meta-Heuristic Algorithms | PSO | SA |
|---------------------------|-----|----|
| Scenario I: The area is uniformly distributed, with standalone deployment architecture | | |
| Number of users | 2000 | 2000 |
| Initial number of BSs | 104 | 104 |
| Redundant BSs | 5 | 2 |
| $Z_{BS}$ | 99 | 102 |
| Coverage | 98% | 98% |

| Scenario II: The area is divided into two subareas. The subarea A is uniformly distributed (40% of users) and subarea B normally distributed (60% of users), overlay deployment architecture | | |
| Number of users | 3000 | 3000 |
| Initial number of BSs | UMa | UMi | UMa | UMi |
| Standalone | 42 | 127 | 42 | 127 |
| Combined | 0 | 6 | 0 | 3 |
| Redundant BSs | 163 | 165 |
| $Z_{BS}$ | 98% | 98% |

Figure 4. Cont.
Figure 4. Comparison between PSO and SA in 5G planning at 28 GHz with urban micro-cells (UMi) standalone deployment architecture. (a) and (b) represent the results obtained for PSO and SA, respectively. Users are represented by black dots, whereas red squares represent UMi.

As seen from Figure 5a,b for PSO and SA, respectively, PSO provides almost the same placement with minor differences, but PSO is more close to the optimal performance. Further, all the UMi are concentrate to the center of Gaussian distribution due to high data rates request in this zone, and high amount of sites is normal for the 5G environment with the expected data rates and the use of mmWave. The subarea A can be considered as a suburban zone where the traffic is slight with low user density. After applying Algorithm 2, all the MBSs in this subarea A remain stable. Table 4 summarizes the performance comparison between the results obtained from PSO and SA at 28 GHz.

The Monte simulation is used to assess the efficiency of the developed model, and the results demonstrate that the obtained values are in line with the desired 5G network QoS requirements. The percentage of users in outage for both PSO and SA is low at around 12.57 and 13.01, respectively, with better performance for PSO. Further, for both scenarios, the results indicate that PSO and SA present excellent cell coverage, but the number of the site for SA increases to achieve the same coverage as PSO. We can clearly see from Figure 6 that PSO is faster than SA with less time consummation to reach the convergence. Therefore, SA presents the same convergence at the start but faces difficulties in reaching the target point as the number of iterations increases, as it is shown in Figure 6. Note that for the shake of graph visibility, we separated Figure 6a,b. All the scenarios for 5G planning are stable in term of coverage, data rates requirement, and also QoS with the developed model.
5, we compare the results obtained for PSO and SA. We place UMa by using the propagation model proposed in [34, 59] with the bandwidth of 2 GHz to cover all the area; the result shows that 42 UMa are needed for both PSO and SA to cover the area. Then, we combine UMa and UMi to execute the Algorithm 2, subject to eliminating redundant BS if any.

As seen from Figure 5a, b for PSO and SA, respectively, PSO provides almost the same placement with minor differences, but PSO is more close to the optimal performance. Further, all the UMi are concentrate to the center of Gaussian distribution due to high data rates request in this zone, and high amount of sites is normal for the 5G environment with the expected data rates and the use of mmWave. The subarea A can be considered as a suburban zone where the traffic is slight with low user density. After applying Algorithm 2, all the MBSs in this subarea A remain stable. Table 4 summarizes the performance comparison between the results obtained from PSO and SA at 28 GHz.

The Monte simulation is used to assess the efficiency of the developed model, and the results demonstrate that the obtained values are in line with the desired 5G network QoS requirements.

**Figure 5.** Comparison between PSO and SA in 5G planning at 28 GHz with overlay deployment architecture. (a) and (b) represent the results for PSO and SA, respectively. Urban macro-cells (Uma) are represented by black squares, whereas UMi are represented by red squares; BSs sector represented by an arrow.
percentage of users in outage for both PSO and SA is low at around 12.57 and 13.01, respectively, with better performance for PSO. Further, for both scenarios, the results indicate that PSO and SA present excellent cell coverage, but the number of the site for SA increases to achieve the same coverage as PSO. We can clearly see from Figure 6 that PSO is faster than SA with less time consummation to reach the convergence. Therefore, SA presents the same convergence at the start but faces difficulties in reaching the target point as the number of iterations increases, as it is shown in Figure 6. Note that for the sake of graph visibility, we separated Figure 6a,b. All the scenarios for 5G planning are stable in term of coverage, data rates requirement, and also QoS with the developed model.

Some practical deployment studies have been presented for solving the deployment problem of 5G, such as unsupervised self-organizing map proposed in [23], smart cell planning solution for the deployment of dense small cells in a dynamic traffic demands and severe co-channel interference [16], mobile backhauling for the deployment of 5G small cells, joint deployment of small cells, and wireless backhauls links [60], where the aim is looking for the best positions to deploy the BSs with respect to planning constraints. The distinguishing feature of the proposed algorithm is that it will first search the global solution based on the mmWave link budget, which is one of the key points of the 5G network, and then determines the position of each BSs based on the planning constraints. The results of the studies mentioned above reveal that our method converges faster and achieves superior performance in mmWave frequencies. Some main concerns, which need to be taken into account when deploying the 5G network, are considered by our investigation, such as serve more users, enhance the data rate, and improve the coverage of the services.

We also compare with the GA for cell planning presented in [27]; in general, PSO is similar to the GA in the logic that these two meta-heuristics algorithms are population-based search methods. In a single point iteration, PSO and GA move from one population to another with expected improvement.
PSO and GA begin with a group of a randomly generated population and utilize a fitness value to evaluate the population. They all update the population and search for the optimum with random techniques. We focus on performance comparison, and due to space limitations, we only report and analyze the results. In our simulation, we consider the same area dimension proposed in scenario II with mmWave BSs. In order to fulfill both constraints (data rates and coverage), and serve 3000 users, and the total number of iterations is set to 2000, and each user required 500 Mbps in contrast to 180 Mbps proposed in [27]. Forty-two UMa BSs are needed to cover the area, and four extra UMi BSs are deployed for GA to fulfill date rates constraints. The main difference between the PSO and GA is that PSO does not have genetic operators such as crossover and mutation. In PSO, particles update themselves with the internal velocity; they also have a memory important to the algorithm. Although PSO and GA share many common features, PSO is more suitable for cell deployment problems than GA, PSO is easy to implement, and also there are few parameters to adjust.

Some comparative metrics were also been identified for this study, and the obtained values by the three investigated heuristics approaches are summarized in Table 5. Compared to GA and SA, PSO has less outage probability. Although PSO, GA, and SA show almost the same effectiveness on coverage efficiency, there is a need to mention that the site density is different. For the same coverage, PSO requires less site density than GA and SA which is one of the main key concern of 5G network. For the convergence time efficiency test, we use the time needed by PSO, GA, and SA heuristic approaches to reach convergence metric target. PSO requires less time to reach the convergence point than GA and SA to arrive at the same point for the same number of iterations. On other hand, in terms of CPU time, PSO is faster than GA and SA as it performs 2000 iterations in 3010.39 seconds. The comparative results of PSO and GA show that PSO outperformed GA in obtaining better convergence. As the iteration increases, the PSO particles reach much better fitness than the fitness of chromosomes of GA. PSO, GA, and SA are generally three meta-heuristics algorithms where the accurate number of iterations required to reach the solution is arbitrary and depends on the scenario being studied.

Table 5. Metrics comparison (PSO vs. genetic algorithm (GA) vs. SA) for 2000 iterations.

| Metrics | Coverage Efficiency | Outage Probability | Site Density | CPU Time (Second) |
|---------|---------------------|--------------------|--------------|-------------------|
| PSO     | 98%                 | 0.1257%            | 163          | 3010.39           |
| GA      | 98%                 | 0.1298%            | 167          | 4250.96           |
| SA      | 98%                 | 0.1301%            | 165          | 5360.48           |

5.2.2. Planning at 38 GHz Using PSO

We kept the same number of users as described in scenario II at the spectrum of 28 GHz, the frequency spectrum has been changed to 38 GHz, and the link budget was adjusted, resulting in the change of MAPL and cell range, and the propagation model used in this case was also adjusted related to the one as described in the Report ITU-R M.2376-0 [61]. Then, we generated results for Gaussian distribution with hotspots in subarea B and uniformly user distribution in subarea A. Although we have proven with 28 GHz that the adapted algorithm has close to optimal performance, this case aims to show the impact of increasing the mmWave frequency when deploying BSs in 5G network in the planning process with 38 GHz, and also the flexibility of the developed approach. The number of BSs increases as the frequency increases, as shown in Figure 7. The coverages are comparable to the previous study where planning was implemented using 28 GHz. The difference is that the number of BSs increased due to the change of the link budget in this case for 38 GHz, which reduce the cell range.
number of BSs increases as the frequency increases, as shown in Figure 7. The coverages are comparable to the previous study where planning was implemented using 28 GHz. The difference is that the number of BSs increased due to the change of the link budget in this case for 38 GHz, which reduce the cell range.

Figure 7. 5G planning at 38 GHz with overlay deployment architecture. UMa are represented by black squares, whereas UM1 are represented by red squares and BSs sector is represented by an arrow.

As compare to the result obtained for 28 GHz, 196 extra BSs need to be added when deploying BSs using 38 GHz for the same coverage as 28 GHz. Increasing the BSs density in 5G environments will make user close to the BSs as much as possible to satisfy their data rates requirement and enhance the cell-edge QoS and the coverage. The percentage user in outage rate is low, at around 11.63; this ideal value obtained is due to the advantage of the number of sites obtained using mmWave frequencies in the planning process, which allow the user to be served closer to the BS. Thus, the upcoming 5G network will be comfortable with a high number of BSs. Table 6 shows the results obtained for 38 GHz. The results demonstrate that the site density increases to archive the same coverage as 28 GHz [36].

Table 6. Performance evaluation in different user distribution for 5G network planning at 38 GHz.

| Meta-Heuristic Algorithm | PSO at 38 GHz |
|--------------------------|--------------|
| Scenario III: The subarea A is uniformly distributed (40% of users) and subarea B normally distributed (60% of users), in an overlay deployment architecture. Number of users 3000 |
| Initial number of BSs | UMa | UMi |
| 42 | 359 |
| Redundant BSs | Standalone | 0 | 8 |
| Combined | 0 | 3 |
| $Z_{BS}$ | 390 |
| Coverage | 98% |

6. Conclusions

In this paper, we studied the deployment of BSs problem in 5G heterogeneous networks with the use of mmWave frequencies, and we aimed to satisfy user data rates requirement with the minimum required number of BSs without compromising the user QoS while taking into account intercell interference. In the developed approach, we proposed to use PSO, and we compared it with the well-known SA algorithm. The model proposed in this investigation used the high spectrum bands for wireless mobile network deployment, which is not previously suitable. It is expected that meta-heuristics will become a promising solution for the complex optimization problems of 5G wireless communication systems. Our results indicate that (1) the use of mmWave is a capable solution for high data rates requirement and (2) PSO gives better performance as compared to SA in both 28 GHz and 38 GHz by considering the adjustment for link budget and propagation model. Further, the Monte Carlo simulation to measure the outage rate given the placement of the base stations determined
in the planning phase. Our proposed BSs deployment can be rated as one of the first complete solutions capable of high data rates in mmWave for 5G environments using meta-heuristics algorithms. We expect that this work will be useful to meet the future challenge in 5G network deployment when using mmWave frequencies while satisfying user QoS.
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