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Abstract—Time variation has been recently introduced as an additional degree of freedom for wave engineering, that enables going beyond the performances that are expected by linear time-invariant (LTI) systems. In this paper, we introduce the concept of indirect time-modulation of antennas using an add-on time-varying scatterer (parasitic element) that gives rise to an inherent feedback mechanism via the airborne wave system. As opposed to a direct modulated system where a time-dependent element is in contact with the other elements, in an indirect time modulation scheme no direct physical contact between the original LTI network and the time-varying add-on scatterer is needed, thus leading to additional flexibility in the design. Using indirect time modulation we demonstrate enhanced effective coupling between remote antenna elements, and the possibility to outperform the gain-bandwidth achieved for the same antenna structure but without time-modulation.
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I. INTRODUCTION

The coupling between adjacent small antennas can be described in terms of the mutual impedance between the antennas. This, typically, decays asymptotically with the distance between the antennas like \( \sim \frac{l^2}{\lambda^2} \) where \( l \) denotes the dipoles size and \( d \) the spacing between the dipoles. This means that short dipole antennas with \( l \sim 0.1\lambda \) separated by a distance \( d \sim 2 - 3\lambda \) can practically be considered as isolated. While often, one seeks to isolate between the antenna elements, on certain occasions, the coupling between the antenna elements or the coupling between the antenna and its close vicinity, can be utilized in order to tailor particular radiative and feeding properties such as high directivity and super-gain [1]–[4]. As opposed to the antenna directivity which is in principle an unbounded quantity (although, practical implementations of super-gain are obviously challenging), the antenna quality factor (Q), and the gain-bandwidth product are fundamentally bounded by Chu [5]. These bounds are intrinsic to the antenna as a radiation device without regarding any matching with the feeding guiding structure. A maximization of the reflection coefficient bandwidth at a feed terminal is achievable by proper additional matching network that may be regarded as shielded from radiation as suggested by the existence of the Bode-Fano bound for such LTI systems [6], [7]. This observation sets a clear distinction between Chu’s and the Bode-Fano bounds. The concept of the Chu bound was later modified to include the interface properties (matching) with the feeding network at the TL terminal [8]. It is well known that improved performance can be obtained using non-Foster designs [9]–[11], with penalty in terms of increased noise figure [12] (see [13] for an improved design) and potential instabilities [14], [15]. In this context, ref. [16] shows that with highly dispersive and lossy (non-hermitian) materials the Chu bound on the minimal antenna’s Q is invalid due to the improper definition of the Q-energy in highly dispersive materials versus in a quasi-static circuit model with dispersion-free equivalent elements.

In this work we suggest a possible venue to enhance the antenna dispersion and its non-hermiticity by introducing simultaneously additional resonances in the antenna system with parametric time-modulation. Specifically, here we explore the effect of indirect time-modulation on the antenna characteristics. The term indirect refers to the use of an additional adjacent time modulated scatterer (parasitic element) that has no physical contact with the other elements. This parasitic element is used in order to change the performance of the system, see in Fig. 1. Indirect modulation, stands as opposed to direct time-modulation schemes which have been used extensively recently for various applications, from impedance matching [17], [18], through manipulation on bound states in the continuum [19], absorption [20]–[24], and radiation [25]–[32]. The indirect time-modulation scheme is specifically implemented by introducing a nearby add-on time-modulated scattering element. By doing so, the adjacent added time-modulated scattering element simultaneously modifies both the matching properties at the feed terminal of the antenna and its radiation properties at the radiation terminal, in contrast with direct time-modulation that can affect only the matching properties at the feed terminal. Interestingly, by using the parametric modulation with a properly optimized antenna array, we show that the effective mutual coupling between the elements increases significantly, leading to dominant mutual effects at large distances. Therefore, enabling the design of dispersive non-hermitian response. By following this approach, as an example, we analyze the gain-bandwidth product of a compact three short dipole antenna array system with indirect coupled time modulated scattering element, and show that the system
achieves superior performance by the introduction of indirect time modulation compared to what is achievable for the same antenna structure but without time modulation.

In the following discussion we are primarily interested with the effect of LTV vs LTI indirect coupling on the performances of an antenna system. Hence below we first describe the concept of indirect time-modulation, followed by numerical demonstrations that provide a comparison between LTI and LTV cases. The detailed mathematical derivation that is required to model the antenna system is deferred to the appendix.

II. INDIRECT VERSUS DIRECT COUPLING

Assuming that the radiating element is stationary in time, the application of time modulation within the system can be carried via two different layouts. The first, is by a “direct coupling” scheme where a linear time-variant circuit element is embedded in a matching network that connects the antenna and the feeding transmission line, see in Fig. 1(a). This was suggested in the past, e.g., in [25] and more recently in [30]–[32]. The second layout is that of an ‘indirect coupling’ where an additional secondary (auxiliary) source-less linear time-variant (LTV) scattering system is placed in a proximity to the primary antenna such that the two systems are electromagnetically coupled and the radiating properties of the combined system as well as the terminal matching are modified, see in Fig. 1(b). The two schemes are clearly different in their operation. While in the ‘direct coupling’ the LTV matching network provides matching of the radiating element to the feeding transmission-line (TL) terminal, the radiation characteristics remain the same (radiation pattern, impedance, etc.) as of those of LTI system. Opposingly, in the ‘indirect coupling’ setup both the matching to the feeding TL and the radiation properties of the antenna system are altered by the close proximity of the two radiating systems. As a consequence, a striking difference between the layouts is that in the indirect coupling case the two adjacent radiating systems in conjunction with time variation are interacting as a feedback loop that, with a proper balance between the electromagnetic coupling and the time variation, can provide both wideband matching and antenna gain increase while maintaining the stability of the network. The following discussion seeks to demonstrate that by adding some time-variation that is indirectly coupled with a radiating element, better performance can be obtained when compared to the same system however stationary in time.

III. A 3-DIPOLE YAGI-UDA-LIKE ARRAY

To demonstrate this concept we consider the transmission of a finite bandwidth real signal with frequency spectrum shown in Fig. 1(c) centered around \( \omega_0 \), a central radial frequency. We are mainly focused on exploring the abstract measure of the gain-bandwidth product for the indirect time-modulation network, see in Fig. 1(b), and specifically for the case of the three antennas array in Fig. 1(d), consisting of one primary element with LTI inductor matching, \( L_1 \), that is connected to a feeding TL, and two secondaries (parasitic) elements in a Yagi-Uda like antenna style. Regarding the two parasitic elements, \( #3 \) is loaded by an LTI inductor \( L_3 \), and \( #2 \) is loaded with a possible periodically time-modulated inductor, \( L_2 \).

A. Generalized definition for the gain-bandwidth

Given an antenna system whether LTI or LTV with direct or indirect coupling, there are many possible performance measures that the system can be optimize for. Of particular interest are (i) maximizing the reflection coefficient bandwidth, that is, the bandwidth as seen at the input port, (ii) maximizing the gain of the array, or (iii) maximizing the gain-bandwidth product of the antenna. While reflection coefficient bandwidth and an antenna gain are relatively easy to define for a system, the gain-bandwidth product is more intricate to define since it involves properties at two different type of terminals (lumped and distributed) and for a system that consists of multiple coupled resonant elements and thus its frequency response is more complex than a second order Lorentzian. Moreover it becomes even more subtle to define in the case of LTV system where power can flow into/out of the system also from the “modulating element port” and at different frequency harmonics beyond the fundamental harmonic at \( \omega_0 \). To that end and since the gain-bandwidth product is of our main interest here we start by providing its definition as will further be used. To overcome the difficulties listed above, we introduce a quality measure that closely resembles, in its essence, and generalizes the gain-bandwidth product associated with second order narrowband systems, but fits into a wideband signal framework and that can be applied also with LTV systems,

\[
GBW = \int_0^{\infty} \left( 1 - |\Gamma_0|^2 \right) \left[ 4\pi \max_{\Omega} U_0(\Omega)/P_{in} \right] d\omega, \tag{1}
\]
where $U_0$ is the radiation intensity due to the fundamental harmonic contribution around the central radian frequency $\omega_0$ and at the spatial direction $\Omega = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$ $(0 \leq \theta \leq \pi, 0 \leq \phi < 2\pi)$, $\Gamma_1$ is the reflection coefficient at the source terminal (at the TL source feed terminal in Fig. 1(d)) due to the fundamental harmonic, $P_{1n} = P_1 + P_2$ is the power strictly entering the antenna terminals. The contribution $P_1$ is the net power (over all harmonic contributions) flowing into the antenna system from the source terminal. $P_2$ is the actual power, over all harmonic contributions, entering antenna #2 terminal ($P_2 > 0$) due to the inductance modulation when applied. Note that for the calculation of the radiation intensity in Eq. (1) we assumed a sinusoidal current on each of the single short antennas [33, 34]. Once the antennas terminal currents are calculated (see Appendices B and C) the radiated field of the three-antennas array can be easily calculated and henceforth the radiation intensity. Note that in Eq. (1), the upper limit of the integration, “∞”, should be understood such that it covers the frequency range where the system modeling still applies.

In view of this definition in Eq. (1), it should be noted: (i) The term “bandwidth” is related to the frequency bandwidth of the reflection coefficient at the actual system’s “source” input terminal while the gain is defined with respect to all power sources in the system, namely, the actual source via the input terminal (terminal #1) and additional “parametric” sources due to the possible modulation of the inductance $L_2$ (at terminal #2); (ii) since the LTV system is periodically time modulated, the signals in the system, i.e., the voltages and currents at the antennas’ terminals, the induced currents on the antennas, and the radiated fields, are composed of many temporal harmonics at frequencies that are mixture of $\omega_m$, the modulation radian frequency, and $\omega_0 \pm \delta_0$ that contribute to $P_2$; (iii) with a strict second order time-harmonic LTI system, the definition in Eq. (1) approaches a standard gain-bandwidth product figure of merit, to see that consider, for example, the special case where an antenna is fully matched within a certain bandwidth $BW_0$ (i.e., zero reflection coefficient) and has a gain $G_0$ to give that the gain-bandwidth is indeed $GBW = G_0 \times BW_0$. (iv) Furthermore, in light of items (i) and (ii), it should be stressed that the definition in Eq. (1) in the way we apply it is most conservative since for the radiating power in the numerator we take only the power at the fundamental harmonic - at which we wish to transmit the signal, while for the incoming power in the denominator we take all time harmonics that are practically excited at the system.

**B. Gain-bandwidth optimization: LTI vs LTV**

We explore and demonstrate the properties of gain-bandwidth product with the compact array in Fig. 1(d). The three dipole elements are electrically short with length of $\ll 2\pi c/\omega_0$, where $2\pi c/\omega_0$ denotes the wavelength the central radian frequency $\omega_0$, and with $c$ denoting the speed of light in vacuum. Additional array parameters include the loading inductances $L_1$, $L_2$, and $L_3$, the total array size $d_{12}$ which is the distance between the primary dipole #1 and the time-modulated parasitic dipole #2, as well as the distance between dipoles #1 and #3, $d_{13}$. The LTI inductance $L_1$ is tuned such that dipole #1 is at resonance in the absence of the parasitic elements (#2, and #3) at $\omega_0$. The inductances $L_3$ is LTI and $L_2$ is generally a LTV inductance

$$L_2(t) = L_0\left(1 + m \cos(\omega_m t)\right), \quad 0 \leq m < 1$$

where $L_0$ is the nominal inductance value and $\omega_m$ is the modulation frequency. For formulation of the array behaviour, that accounts for the mutual coupling between the array elements, including multiple interactions between the terminals, please refer to Appendix A below.

Consider, first, the array in Fig. 1(d) in the absence of any time modulation in element #2 (a pure LTI system with $m = 0$ in (2), namely, $L_2 = L_0$). For a fixed array size $d_{12}$, and dipole length $l$, one may optimize the antenna array performance over the remaining three parameters $L_2$, $L_3$, and $d_{13}$ to achieve for certain goals as discussed above. Here we perform this optimization to maximize the gain-bandwidth product. Such optimization yields the best performances for that 3 antennas system and hence maybe considered as tight LTI bounds under the assumption that all the elements in the array system are linear and time-invariant. As an example for such a tight LTI bound, the maximally attainable gain-bandwidth, GBW of Eq. (1) for the three antennas array in Fig. 1(d) is numerically calculated and shown in Fig. 2 by the dashed blue line as a function of the array size $d_{12}$. Notably, as the array size exceeds $\sim 5\lambda_0$ the gain-bandwidth reaches a plateau value that suggests that the effect of the coupling between the elements becomes negligible and the GBW is that of a single “isolated” element.

What should be expected if we take the same class of antenna systems, but enable time modulation of one of its elements? To explore this question, we replace the stationary inductance $L_2 = L_0$ with a time modulated inductance $L_2(t)$, as shown in Fig. 1(d), with $0 \leq m < 1$ as in (2) $\omega_m = 2\omega_0$ (i.e. the modulation frequency which is set to be twice of the center frequency of the modulated input signal, see Fig. 1(c)). Thus, the time modulation is essentially a parametric modulation that may significantly pump energy into or sink energy off the radiating system. For a detailed analysis of the antenna array under time-modulation see in the appendix. In order to derive the maximally attainable gain-bandwidth of the time-modulated antenna array we optimize over the four parameters, $L_0$, $m$, that represent the time-modulated inductance $L_2(t)$, and over $d_{13}$, and $L_3$ for a given $d_{12}$.

The optimized GBW for the time-modulated case is shown in Fig. 2 by the blue lines; dashed - for the LTI case, and cont. - for the LTV case. The associated modulation index $m$ that is required to get the optimized performance is shown in red. It can be readily noted that the time-modulated system (LTV) gives larger values of the GBW than those obtained with the stationary system (LTI), for any array size $d_{12}$, going from small, $d_{12} \sim 0.4\lambda$, to an extremely large, $d_{12} \sim 10^3\lambda_0$. This wide range of array sizes was set in order to explore the effect of modulation as a feedback mechanism that compensates over the weak electromagnetic coupling that is imposed by the large distance between the radiating elements. We note that for
Fig. 2. The optimal GBW/$\omega_0$ for both the modulated and stationary systems (blue solid and dashed lines, respectively) and the modulation index $m/2$ (red line) as a function of the array size $d_{12}$

d_{12}/\lambda_0 \gtrsim 2$, the GBW is a monotonically decreasing function of $d_{12}$ whereas for $d_{12} \lesssim 2$, the behavior is more "undulating" with local and global peaks at different $d_{12}$ values. This behavior, that is observed in both the modulated and stationary systems, is attributed to the relatively strong inter-antennas coupling effect between the antennas when in close proximity that is further increased by the time modulation. The strong coupling effect is reduced as antenna #2 becomes more distant, for which the modulation index increases as an inherent compensation mechanism. Nevertheless, as seen in Fig. 2, while the electromagnetic coupling becomes practically negligible for array sizes larger than $\sim 5\lambda_0$ and therefore the gain-bandwidth reduces to that of an isolated primary antenna, even in the presence of time modulation, the effect of the coupling is clear for much larger array sizes, as seen by the fact that the GBW in the modulated case is larger (and decays somewhat slower with the increase in $d_{12}$) than in the non-modulated case even when $d_{12} \sim 10^3 \lambda_0$. The compensation for the weak coupling that decays with the geometric separation between the antennas, is introduced via a higher value of modulation index which is seen to be increasing in this case.

C. Power balance: discussion in light of the optimization non-convexity

The optimization that is carried out to obtain Fig. 2 is non-convex and as such multiple optima points may be found, among which the globally best solution exists. Each of the local optima solutions exhibits different dynamics in terms of power balance between the RF port #1, the LTV element port #2, and the radiated power. To demonstrate that, in Fig. 3(a) we show the optimization results of the gain bandwidth on a subspace of parameters with fixed $d_{12} = 0.5\lambda_0$. The optimal results are plotted as a function of $d_{13}/\lambda_0$. For the stationary, LTI, antenna array the optimal GBW is plotted in dashed blue line, while for the LTV antenna array with a continuous blue line. The required modulation for the optimal LTV setup is shown by the dotted reddish-brown line. Clearly, in Fig. 3(a) two optimal points exist, first (global) at $d_{13} = 0.11\lambda_0$, and second (local) at $d_{13} = 0.255\lambda_0$. These two optimal points correspond to distinct solutions of the optimization problem. The transition between these solutions is identified by a jump discontinuity in the required modulation, and in discontinuity in the derivative of the optimal GBW with respect to $d_{13}$. Three distinct solutions are shown in Fig. 3(a), denoted as Sol A, B, and C, and color-coded by blue, green, and red backgrounds, respectively. The global and local optima points over the entire range of $d_{13}$ exist in the domains of Sol A and C, and exhibit different power balance dynamics. This is demonstrated in Fig. 3(b) and (c). Fig. 3(b,c) depict, for the case $d_{12} = 0.5\lambda_0$ and as a function of the detuning frequency $\delta\omega$, the radiated power $P_{rad}$ at the first harmonic (continuous blue line), the total input power at source terminal # 1, i.e., $P_1$ (dotted green line), the total input power pumped into the system at terminal #2, i.e., $P_2$ (dash-dotted cyan), where the LTV inductor is attached, and the total input power $P_{in} = P_1 + P_2$ as a function of the source frequency deviation $\delta\omega$ (dashed magenta line). Fig. 3(b) shows the power dispersion for the global GBW optimum at $d_{13} = 0.11\lambda_0$, with $L_0/L_1 = 1.0788$, and $L_3/L_1 = 1.0146$, whereas Fig. 3(c) shows the power dispersion for the local GBW optimum at $d_{13} = 0.255\lambda_0$, with $L_0/L_1 = 0.9297$, and $L_3/L_1 = 1.0018$. In all the examples in this work, $L_1 = 3.986\mu\text{H}$, is set to adjust the first, primary, dipole #1 to resonate when isolated at frequency $\omega_0$ corresponding to $\lambda_0 = 1\text{m}$. By comparing $P_{rad}$ and $P_{in}$ it is easily noted that (i) the radiation efficiency is approaching 100%, (ii) the pumping power injected by the modulation at port # 2 is not evenly distributed with the frequency deviation $\delta\omega$, and (iii) for distinct optimum points with similar optimal GBW (as in the two points shown in Fig. 3(a)), the injected power by the modulation network is differently distributed as a result of the inherent wave feedback in the LTV system to enhance the gain-bandwidth over the stationary scheme.

The effect of the modulation of the inductor loading in antenna #2 is achieved by pumping energy into (or out of) the antenna array and thus improving the GBW by increasing the gain and/or the bandwidth. In light of the non-convexity of the problem that gives rise to multiple possible solutions, it is of interest to explore the frequency dependence of the energy injection into the system at antenna #2. Clearly, the bandwidth of the power injection by the LTV element is different than the overall bandwidth of the antenna system, and it is selected through the optimization in order to maximize the overall gain-bandwidth that is shown in Fig. 2. Fig. 4 depicts the effective mean square bandwidth of the injected power, $P_2$, (around the center frequency $\omega_0$) at the terminal of antenna #2 at the optimal GBW as a function off the array size $d_{12}$. While, for $d_{12} \lesssim 2$, the power pumping bandwidth varies significantly as $d_{12}$ changes in correlation with the modulation index, in Fig. 2 such to optimize the array response by widening the bandwidth and thus optimize GBW, for large arrays with $d_{12}/\lambda_2 \gtrsim 3$, the optimal solution dynamics varies, and the effective power pumping bandwidth decreases to zero, thus implying that the energy pumped into the system is concentrated in a small frequency range around $\omega_0$. Moreover,
Fig. 3. (a) Optimal GBW over a subspace of parameters with $d_{12} = 0.5\lambda_0$. Three distinct solutions are shown as a function of $d_{13}$. In these solutions, two optimal points exist, global, and local, exhibiting different power balance. (b) For the global optimum at $d_{13} = 0.11\lambda_0$, and (c) for the local optimum at $d_{13} = 0.255\lambda_0$. The radiated power $P_{\text{rad}}$ in blue, the total input power at source terminal # 1 ($P_{\text{in}}$) in green, the total input power pumped into the system at terminal #2 ($P_2$) in cyan and the total input power $P_{\text{in}} = P_1 + P_2$ in magenta as a function of the source frequency deviation $\delta\omega$.

Fig. 4. The power bandwidth as seen from the time-modulated scatterer, i.e., antenna #2.

this decrease in the bandwidth to practically zero implies that the modulation has a negligible effect on the GBW and thus the GBW of the modulated array approaches eventually that of the non-modulated array (compare the solid and dotted blue lines in Fig. 2). This decrease in the pumping bandwidth is associated with an increase in the modulation index that further stems the ineffectiveness of the LTV modulation for extremely large arrays where the indirect coupling practically approaches zero. Nevertheless, for a very large range of array sizes, or equivalently put, for a very large range of indirect coupling cases, the use of the indirect modulation scheme may yield substantial enhancement in the overall performance, beyond what is expected by a stationary (LTI) antenna system.

IV. Conclusions

In this paper we explored the possibility of indirect time modulation in antenna systems as a convenient way to go beyond the performance of stationary antenna systems without any actual modifications carried out on the original antenna configuration. The modulation is performed by the introduction of an additional time modulated parasitic element in a proximity to the stationary antenna, and thus it affects the overall radiation characteristics through the electromagnetic coupling. This effect is twofold, first on the feed-antenna matching, and second on the antenna radiation properties. This effect by an electromagnetic coupling which reduces with the distance is enhanced significantly through a feedback mechanism that essentially tunes to optimum the modulation depth per a given distance. Thus, interestingly, even at relatively large distances between the parasitic element and the other elements in the antenna system, the effect of the effective mutual coupling is prominent. We demonstrated the use of this effect for the enhancement of the gain-bandwidth of a 3-dipole Yagi-Uda-like antenna array. Although demonstrated on a particular antenna, our results are not limited for that configuration but may be applicable in other antenna systems as well.

APPENDIX A

Physical Model and Mathematical Formulation

We assume that the coupled three dipole system, including the matching inductance $L_1$, comprises a three-port network with a known admittance matrix $Y(\omega)$. The ports’ terminal points are shown by the orange dots in Fig. 1. We denote the terminal currents and voltages of the three ports by $\{V_1, V_2, V_3\}$ and $\{I_1, I_2, I_3\}$. The currents are considered positive when flowing into the terminals. Note that this three-port network is LTI. The time invariance of the system is obtained only once the time-varying inductance $L_2(t)$ is connected at port #2. The voltage-current relation in the time-domain is obtained by the following convolution with the Fourier-transformed admittance $Y(t) = F^{-1}\{Y(\omega)\}$,

$$
\begin{bmatrix}
I_1(t) \\
I_2(t) \\
I_3(t)
\end{bmatrix} =
\begin{bmatrix}
Y_{11}(t) & Y_{12}(t) & Y_{13}(t) \\
Y_{21}(t) & Y_{22}(t) & Y_{23}(t) \\
Y_{31}(t) & Y_{32}(t) & Y_{33}(t)
\end{bmatrix}
\ast
\begin{bmatrix}
V_1(t) \\
V_2(t) \\
V_3(t)
\end{bmatrix},
$$

(3)

temporal convolution is indicated by $\ast$ and the $\{Y_{m,n}(t)\}$, $m, n = 1, 2, 3$ are the admittance matrix temporal operator elements of the system.

Eq. (3) describes the relations between the voltages and currents dictated by the three-port network itself. However, the knowledge of the constrains obtained by the loading elements at the terminals of the three-port network are essential in order uniquely determine the system’s state. We refer to these constraints as the constitutive relations by the loading elements. Specifically, the constitutive relations between the voltages and currents across the time modulated $L_2$ and the stationary $L_3$ inductors at terminals $t_2$ and $t_3$, respectively, are given by:

$$
V_2(t) = -\frac{d}{dt}[L_2(t)I_2(t)], \quad V_3(t) = -L_3\frac{dI_3(t)}{dt}
$$

(4)

while on terminal $t_1$ of the system,

$$
V_1(t) = V_1'(t) + L_1\frac{d}{dt}I_1(t),
$$

(5)
where $V'_1(t)$ is the voltage between antenna $a_1$ terminal points (note that terminals $t_2$ and $t_3$ are those of the antennas $a_2$ and $a_3$, respectively).

The feed port, #1, is connected to a TL that provides the incoming signal wave $V'^+_1$ which is assumed to be known. Thus, at this port, it is of interest to find the relation between the incoming wave $V'^+_1$ and the reflected wave $V'^-_1$, in addition to the relations between the currents and voltages at ports #2 and #3. This can be achieved by using $V_1 = V'^+_1 + V'^-_1$ and $I_1 = (V'^+_1 - V'^-_1)/Z_0$ in Eq. (4), leading to

$$
\begin{bmatrix}
  \delta(t) + z_0Y_{11}(t) \\
  -Y_{21}(t) \\
  -Y_{31}(t)
\end{bmatrix}
+ 
\begin{bmatrix}
  V'^+_1(t) \\
  I_2(t) \\
  I_3(t)
\end{bmatrix}
= 
\begin{bmatrix}
  0 \\
  0 \\
  \delta(t)
\end{bmatrix}
$$

(6)

where $\delta(t)$ is Dirac’s delta which stands here as the identity temporal convolution operator.

**APPENDIX B**

**SINGLE TONE (HARMONIC) EXCITATIONS**

Appendix A above, provides the time domain formulation for the excitation problem for a general temporal form of an incoming impinging wave $V'^+_1$. While it is general, it is implicit since the admittance operator $Y(t)$ is in general an inconvenient function of time. The analysis simplifies significantly once a single tone, time-harmonic, excitation is assumed. In this case, a quasi-frequency domain, harmonic-balance analysis can be performed. This case is described below. Once this problem is solved, since the system is linear, the principle of superposition will be applied to solve a finite bandwidth excitation. See subsequent Appendix C.

Assuming the exciting incoming wave field is harmonic, $V'^+_1(t) = V_0 \cos(\omega t)$, and since the $LQ(t)$ inductance’s modulation is also harmonic at $\omega_m$, the harmonic balance method can be used to transform the matrix convolution system in Eq. (4) into an algebraic system. To that end, first expanding:

$$
V'^+_1(t) = \frac{1}{2} \sum_n V'^+_1(n)e^{j\omega_m t} + c.c.,
$$

(7a)

$$
V'^-_1(t) = \frac{1}{2} \sum_n V'^-_1(n)e^{j\omega_m t} + c.c.
$$

(7b)

$$
I_2(t) = \frac{1}{2} \sum_n I_2(n)e^{j\omega_m t} + c.c.
$$

(7c)

$$
I_3(t) = \frac{1}{2} \sum_n I_3(n)e^{j\omega_m t} + c.c.
$$

(7d)

where $c.c$. indicates complex conjugation, $V'^+_1 = 0$ for $|n| > 0$, $\omega_n = \omega + n\omega_m$, and $V'^-_1(n)$, $I_{2,3,n}(\omega)$ are sets of frequency dependent expansion coefficients. It should be indicated that since all temporal quantities are real functions time, symmetry relations exists between the discrete frequency dependent expansion coefficients $V'^+_1(n)$, $I_{2,3,n}(\omega)$.

Insertion of $I_2(t)$ of Eq. (7b) into Eq. (4) gives

$$
V_2(t) = \frac{d}{dt} \left\{ \left[ L_0 \sum_{m=-1}^{1} \lambda_m e^{m\omega_m t} \right] \times \left[ \frac{1}{2} \sum_n I_{2,n}(\omega)e^{j\omega_m t} + c.c. \right] \right\}
$$

(8a)

performing some algebraic manipulations, changing variables and rearranging gives rise to

$$
V_2(t) = -\frac{1}{2} \sum_n j\omega_n L_0 \lambda_m I_{2,n-m} e^{j\omega_m t} + c.c.
$$

(8b)

Thus giving a representation for the coefficient set of coefficients in terms of the $\{I_{2,n}\}$ set of coefficients. Note that Eq. (8b) is a discrete convolution equation, and that in light of Eq. (2), in Eq. (8) $\lambda_0 = 1$ whereas $\lambda_1 = m/2$. Similarly, inserting $I_3(t)$ of Eq. (7c) into the expression for $V_3(t)$ in Eq. (4) and noting that convolution of a time dependent function $a(t)$ with the time harmonic exponential $e^{j\omega t}$ gives the $a(t) \circ e^{j\omega t} = \tilde{a}(\omega)e^{j\omega t}$, where overtilde, $\tilde{\cdot}$ frequency domain Fourier transform, eventually yields,

$$
V_3(t) = -\frac{1}{2} \sum_n I_{3,n} \tilde{\chi}(\omega_n)e^{j\omega_m t} + c.c.,
$$

(9)

Thus giving a representation for the set of coefficient $\{V_{3,n}\}$ in terms of the $\{I_{3,n}\}$ set of coefficients.

Writing explicitly each of the three equations in Eq. (9), inserting the expressions of the voltages in Eq. (2) and using orthogonality of the harmonic exponential gives a transform of the convolution equation Eq. (2) into the algebraic equation:

$$
\begin{bmatrix}
  V_{1,n} \\
  V_{2,n} \\
  V_{3,n}
\end{bmatrix}
= 
\begin{bmatrix}
  M_{11}(\omega_n) & M_{12}(\omega_n) & M_{13}(\omega_n) \\
  M_{21}(\omega_n) & M_{22}(\omega_n) & M_{23}(\omega_n) \\
  M_{31}(\omega_n) & M_{32}(\omega_n) & M_{33}(\omega_n)
\end{bmatrix}
\begin{bmatrix}
  V'^+_1(n) \\
  I_{2,n} \\
  I_{3,n}
\end{bmatrix}
$$

(10a)

where

$$
\begin{bmatrix}
  M_{11}(\omega_n) & M_{12}(\omega_n) & M_{13}(\omega_n) \\
  M_{21}(\omega_n) & M_{22}(\omega_n) & M_{23}(\omega_n) \\
  M_{31}(\omega_n) & M_{32}(\omega_n) & M_{33}(\omega_n)
\end{bmatrix}
\begin{bmatrix}
  1 - z_0 \tilde{y}_{11}(\omega_n) \\
  \tilde{y}_{21}(\omega_n) \\
  \tilde{y}_{31}(\omega_n)
\end{bmatrix}
= \mathbf{A}^{-1}
$$

(10b)

where

$$
\mathbf{A} = 
\begin{bmatrix}
  1 + z_0 \tilde{y}_{11}(\omega_n) & 0 & 0 \\
  -\tilde{y}_{21}(\omega_n) & 1 & 0 \\
  -\tilde{y}_{31}(\omega_n) & 0 & 1
\end{bmatrix}
$$

(10c)

Now that the convolution equation was transformed to its algebraic counterpart for the case of harmonic modulation
and excitation, the expressions of the coefficients \( \{V_{2,3_n}\} \) as follows from Eq. (8) can be inserted into Eq. (10) to give

\[
V_{1n}^{-} + j \omega_n L_2 M_{12}(\omega_n) \sum_m \lambda_m I_{2n-m}^{-} + \bar{\chi}(\omega_n) M_{13}(\omega_n) I_{3n}^{-} = V_{1n}^{+} M_{11} \delta_{n0} \tag{11a}
\]

\[
I_{2n}^{-} + j \omega_n L_2 M_{22}(\omega_n) \sum_m \lambda_m I_{2n-m}^{-} + \bar{\chi}(\omega_n) M_{23}(\omega_n) I_{3n}^{-} = V_{1n}^{+} M_{21} \delta_{n0} \tag{11b}
\]

\[
j \omega_n L_2 M_{32}(\omega_n) \sum_m \lambda_m I_{2n-m}^{-} + [1 + \bar{\chi}(\omega_n) M_{33}(\omega_n)] I_{3n}^{-} = V_{1n}^{+} M_{31} \delta_{n0} \tag{11c}
\]

where \( \delta_{n0} \) is the Kronicker’s delta, which equals 1 only for \( n = 0 \).

The set of coupled equations Eq. (11) represents the dynamics of the modulated system. Its solution gives the reflected voltage and currents expansion coefficients which depend on the physical layout and the modulation parameters (that are embedded in the \( \lambda_m, \bar{\chi} \) and \( M_{mn} \) parameters). Since the number of harmonics is infinite, it is impractical to solve Eq. (11) for all of them therefore, it will be solved for a truncated set of harmonics with \( 0 \leq |n| \leq N_V \). Note that the \( n = 0 \) harmonic is the dominant one. One approach to obtain the currents and voltage harmonic magnitude (“the solution”) is to recast Eq. (10) as a large block matrix.

An alternative approach is to manipulate Eq. (10) such to obtain a recursive equation for \( \{I_{2n}\} \) that once solved can be used to gives rise to \( \{I_{3n}\} \) and \( \{V_{1n}\} \). We will follow this second approach. To that end, multiplying Eq. (11b) by \( M_{32}(\omega_n) \) and Eq. (11c) by \( M_{22}(\omega_n) \) and subtracting yields:

\[
I_{3n} = \frac{M_{32}(\omega_n)}{M_{22}(\omega_n) - \bar{\chi}(\omega_n) \mu_2(\omega_n)} I_{2n}^{+} + \frac{\mu_1(\omega_n)}{\bar{\chi}(\omega_n) \mu_2(\omega_n) - M_{22}(\omega_n)} \delta_{n0} V_{10}^{+} \tag{12a}
\]

where

\[
\mu_1(\omega_n) = M_{32}(\omega_n) M_{21}(\omega_n) - M_{22}(\omega_n) M_{31}(\omega_n), \tag{12b}
\]

\[
\mu_2(\omega_n) = M_{32}(\omega_n) M_{23}(\omega_n) - M_{22}(\omega_n) M_{33}(\omega_n). \tag{12c}
\]

Note that due to the \( \delta_{n0} \) at the rightmost term on the right hand side in Eq. (12a), this term is evaluated at \( \omega_0 = \omega \) the excitation frequency. Inserting \( I_{3n} \), of Eq. (12) into Eq. (11b) to obtain an equation for \( I_{2n} \)

\[
\left[ 1 + \bar{\chi}(\omega_n) \frac{M_{32}(\omega_n) M_{23}(\omega_n)}{M_{22}(\omega_n) - \bar{\chi}(\omega_n) \mu_2(\omega_n)} \right] I_{2n}^{+} + j \omega_n L_0 M_{22}(\omega_n) \sum_m \lambda_m I_{2n-m}^{-} = \left[ M_{21}(\omega_n) - \frac{\mu_1(\omega_n)}{\bar{\chi}(\omega_n) \mu_2(\omega_n) - M_{22}(\omega_n)} \right] \delta_{n0} V_{10}^{+} \tag{13}
\]

Recalling that the \( m \) summation is extended over \( m = \{-1, 0, 1\} \), see in Eq. (2), Eq. (15) can be rearranged as:

\[
A_n I_{2n-1} + B_n I_{2n} + C_n I_{2n+1} = D_n \delta_{n0} V_{10}^{+} \tag{14}
\]

where

\[
A_n = j \omega_n L_0 M_{22}(\omega_n) \lambda_1, \tag{15a}
\]

\[
B_n = 1 + \bar{\chi}(\omega_n) M_{32}(\omega_n) M_{23}(\omega_n) - \bar{\chi}(\omega_n) \mu_2(\omega_n)
+ j \omega_n L_0 M_{22}(\omega_n) \lambda_0, \tag{15b}
\]

\[
C_n = j \omega_n L_0 M_{22}(\omega_n) \lambda_{-1}, \tag{15c}
\]

\[
D_n = M_{21}(\omega_n) - \frac{\mu_1(\omega_n)}{\bar{\chi}(\omega_n) \mu_2(\omega_n) - M_{22}(\omega_n)}. \tag{15d}
\]

Alternatively, defining \( N(\omega_n) = 1 + \bar{\chi}(\omega_n) M_{33}(\omega_n) \) in Eq. (11c), multiplying Eq. (11b) by \( N(\omega_n) \) and Eq. (11c) by \( \bar{\chi}(\omega_n) M_{33}(\omega_n) \) and subtracting gives a somewhat more favourable recursive equation for \( \{I_{2n}\} \) in the form of Eq. (14) but with

\[
A_n = j \omega_n L_0 \mu_5(\omega_n) \lambda_1, \tag{16a}
\]

\[
B_n = N(\omega_n) + j \omega_n L_0 \mu_5(\omega_n) \lambda_0, \tag{16b}
\]

\[
C_n = j \omega_n L_0 \mu_5(\omega_n) \lambda_{-1}, \tag{16c}
\]

\[
D_n = \mu_6(\omega_n). \tag{16d}
\]

Finally, \( \{I_{3n}\} \), is obtained from Eq. (11b) to be given in Eq. (17), Equation (14) either with Eq. (15) or Eq. (16) is the key equation to be solved since by obtaining \( I_{2n}, I_{3n} \), can be calculated using Eq. (12a) and be inserted to Eq. (11a) to give \( V_{1n}^{-} \)

\[
V_{1n}^{-} = \frac{M_{12}(\omega_n)}{M_{22}(\omega_n)} I_{2n} - \bar{\chi}(\omega_n) \frac{\mu_3(\omega_n)}{M_{22}(\omega_n)} I_{3n} \tag{18a}
+ \frac{\mu_4(\omega_n)}{M_{22}(\omega_n)} V_{10}^{+} \delta_{n0},
\]

\[
\mu_3(\omega_n) = M_{22}(\omega_n) M_{13}(\omega_n) - M_{12}(\omega_n) M_{23}(\omega_n), \tag{18b}
\]

\[
\mu_4(\omega_n) = M_{22}(\omega_n) M_{11}(\omega_n) - M_{12}(\omega_n) M_{21}(\omega_n). \tag{18c}
\]

Equations (12a), (15) and (18) can also be arranged differently in a manner that maybe more convenient for the calculation. Nevertheless, the structure of the recursion in Eq. (14) remains the same. Since \( n \) is truncated \((-N_V \leq n \leq N_V\)), this recursion equation can be rearranged as a tridiagonal matrix equation:

\[
Z I_2 = V, \tag{19}
\]
\[ I_{5n} = \frac{M_{21}(\omega_n)}{\chi(\omega_n)M_{23}(\omega_n)} V_{10}^+ \delta_{n0} - j\omega_n L_0 M_{22}(\omega_n) \lambda_1 I_{2n-1} + (1 + j\omega_n L_0 M_{22}(\omega_n) \lambda_0 I_{2n}) + j\omega_n L_0 M_{22}(\omega_n) \lambda_{-1} I_{2n+1}, \]

(17)

where \( \mathbf{Z} \) is an \((2N_V + 1) \times (2N_V + 1)\) tridiagonal matrix whose diagonal elements are \(B_n\) for \( n = -N_V, \ldots, 0, \ldots, N_V \), the diagonal below the main diagonal is \(A_n\) with \( n = -N_V + 1, \ldots, 0, \ldots, N_V \) and the diagonal above the main diagonal is \(C_n\) with \( n = -N_V, \ldots, 0, \ldots, N_V - 1\). \( \mathbf{I}_2 = [I_{2-N_V}, I_{2-N_V+1}, \ldots, I_{2-N_V-1}, I_{2-N_V}]^T \) where superscript \( T \) indicates transpose and \( \mathbf{V} \) is a column vector of zeros whose \( N_V + 1 \) element (central element) is \( D_0 V_{10} \). The matrix system in Eq. (19) can be inverted to give the harmonic coefficient vector \( \mathbf{I}_2 \) and from here, using Eq. (12a) and Eq. (13), the rest of the coefficients can be obtained. Once \( \mathbf{I}_2 \) was calculated, the current at the terminals of antenna \( a_3, \mathbf{I}_3 = [I_{3-N_V}, I_{3-N_V+1}, \ldots, I_{3-N_V-1}, I_{3-N_V}]^T \), and the voltage at the antenna \( a_1 \) and \( \mathbf{V}_1 = [V_{1-N_V}, V_{1-N_V+1}, \ldots, V_{1-N_V-1}, V_{1-N_V}]^T \) can also be obtained via Eq. (17) and Eq. (18a).

**APPENDIX C**

**TWO-TONE (FINITE-BANDWIDTH) EXCITATION**

The calculation so far assumed a single tone harmonic excitation signal \( V_1^+ = V_0 \cos(\omega t) \) in the vicinity of some center frequency \( \omega_0 \), i.e., \( \omega = \omega_0 + \delta \omega, |\delta \omega| \ll \omega_0 \). A more practical case is that of a modulated signal. In the following discussion we consider an AM symmetric two-tones signal of the form

\[ V_1^+ = V_0 \cos(\omega_0 t) \cos(\delta \omega t) = \frac{V_0}{2} (\cos(\omega_0 t) + \cos(\omega t)) \]

(20)

with \( \omega_a = \omega_0 + \delta \omega \) and \( \omega_b = \omega_0 - \delta \omega \). See the single sided spectrum picture of \( V_1^+ \) in Fig. [1] above. Obviously, \( V_1^+ \) here consists of a superposition of two single tone signals at frequencies \( \omega_a \) and \( \omega_b \). Thus, we repeat the single tone solution of Appendix [B] for these two frequencies, and find the corresponding \( \mathbf{I}_{2,3} \) and \( \mathbf{V}_1 \). We shall denote the solution for each one of the tones, at \( \omega_a \) and \( \omega_b \), with a subscript \( a \) and \( b \), respectively.

Assuming that \( u(t) \) stands for either \( V_1^-(t) \), \( I_2(t) \), or \( I_3(t) \), then the two tone solution reads \( u(t) = u_a(t) + u_b(t) \), where,

\[ u_a(t) = \frac{1}{2} \sum_{n=-\infty}^{\infty} u_{an} e^{j(\omega_a + 2n\omega_0)t} + c.c., \]

\[ u_b(t) = \frac{1}{2} \sum_{n=-\infty}^{\infty} u_{bn} e^{j(\omega_b + 2n\omega_0)t} + c.c., \]

(21)

and with \( u_{an} \) and \( u_{bn} \) denoting the Fourier coefficients of the signals. By some algebraic manipulations and using the symmetry of the excitation tone it follows that

\[ u(t) = \frac{1}{2} \sum_{n=0}^{\infty} u_{an} \delta_{n0} e^{j(\omega_a + 2n\omega_0)t} + c.c., \]

\[ + \frac{1}{2} \sum_{n=-\infty}^{\infty} u_{bn} e^{j(\omega_b + 2n\omega_0)t} + c.c. \]

(22)

with \( * \) denoting a complex conjugate. Eq. (22) gives the amplitude of the harmonic contributions at each of the frequencies and will be used below in the calculation of the power and energy of the signals.

**APPENDIX D**

**DERIVATION OF THE IMPEDANCE MATRIX ENTRIES FOR THREE COUPLED ANTENNAS**

The self and mutual impedances of a pair of two parallel dipole antennas is given in the literature [33]. We shall denote this 2 by 2 matrix with \( \mathbf{Z} = [Z_{11}, Z_{12}; Z_{21}, Z_{22}] \). In our setup, however, there are three adjacent dipole elements. Thus, this system should be represented by a 3 by 3 impedance matrix however, there are three adjacent dipole elements. Thus, this system should be represented by a 3 by 3 impedance matrix. However, there is a mathematical structure that once one of them is found, then, the remaining two can be immediately written by a careful change of indices. The same argument applies for the mutual impedance terms. Once \( Z_{31} \) for example is found, \( Z_{21} \) and \( Z_{23} \) can be immediately expressed. Instead, from the nine entries of the impedance matrix, we actually need to calculate only two. Below we derive in detail \( Z_{31} \) and \( Z_{11} \).

**Derivation of \( Z_{31} \).** By definition,

\[ Z_{31} = \left. \frac{V_3}{I_1} \right|_{I_2 = I_3 = 0} \]

(23)
in ports #1 and #3, we have

\[ V^{-}_3 = \tilde{S}_{31} V^+_1 + \tilde{S}_{21} \cdot 1 \cdot \tilde{S}_{32} V^+_1 \]

\[ V^+_1 \left[ \tilde{S}_{23} \cdot 1 \cdot \tilde{S}_{32} + \tilde{S}_{31} \Gamma_1 \tilde{S}_{13} + \tilde{S}_{33} \right. \]

\[ + \tilde{S}_{23} \cdot 1 \cdot \tilde{S}_{12} \cdot \Gamma_1 \cdot \tilde{S}_{31} + \tilde{S}_{13} \cdot \Gamma_1 \cdot \tilde{S}_{21} + \tilde{S}_{32} \]  

(25)

Let us explain the construction of Eq. (25) using the signal flow diagram in Fig. 5. The outward voltage wave at port #3, \( V^+_3 \), consists of a superposition of different contributions. First, it consists of the inward voltage wave at port #1 that is \( V^+_1 \) by the scattering coefficient \( \tilde{S}_{31} \) when the two dipoles, 1 and 3, are isolated. Second, the inward voltage \( V^+_1 \) excites an outward voltage \( V^+_2 \) at port #2 with coupling coefficient \( \tilde{S}_{21} \) of the isolated pair of dipoles, 1 and 2. Then, it is fully reflected into the port (reflection coefficient +1), since the assumed boundary condition at port #2 is open (recall, we set \( I_2 = 0 \) for this calculation). The inward wave, \( V^+_2 \) now contributes additionally to port #3 via \( \tilde{S}_{32} \). This leads to the second term in the expression. Furthermore, we note that port #3 is open, therefore, the outward wave \( V^-_3 \) is fully reflected at the port into an inward wave \( V^+_3 \), such that \( V^+_3 = V^-_3 \) at the port. Consequently, additional contribution paths should be included for the sake of self consistency. For instance, \( V^+_3 \) couples via \( \tilde{S}_{23} \) to the outward wave at port #2, \( V^+_2 \), which is fully reflected with reflection coefficient +1 into an inward wave at port #2 (which is open). The latter is back scattered via \( \tilde{S}_{32} \) into the outward wave in port #3, i.e., \( V^-_3 \). This leads to the first term in the rectangular brackets. Next, we have the inward wave \( V^+_3 \) that couples to the outward wave \( V^-_1 \) via \( \tilde{S}_{13} \), then it is reflected back into an inward wave \( V^-_1 \). It is important to note that as opposed to ports #2 and #3 that are assumed open, the current in port #1 is not zero. Therefore, the reflection coefficient of \( V^-_1 \) into \( V^+_1 \) should be carefully calculated,

\[ \Gamma_1 = \frac{V^+_1}{V^-_1} = \frac{Z_0 - \tilde{Z}_{11}}{Z_0 + \tilde{Z}_{11}} \]  

(26)

Then, the inward wave \( V^+_1 \) couples back to \( V^-_3 \) in port #3 by \( \tilde{S}_{31} \). This leads to the second term in the rectangular brackets. The process continues, with additional multiple scattering paths, until self-consistency is achieved. The final result is given in the expression, the remaining derivation follows what was already outlined and for the sake of brevity it is left for the reader.

Using Eq. (25) and in light of the discussion below it, simple rearrangement yields the connection between \( V^-_3 \) and \( V^+_1 \) using the isolated dipole pair scattering coefficients,

\[ V^-_3 = \frac{\tilde{S}_{13} + \tilde{S}_{12} \tilde{S}_{23}}{1 - \tilde{S}_{23} - \Gamma_1 (\tilde{S}_{13} + 2\tilde{S}_{23} \tilde{S}_{12} \tilde{S}_{13}) - \tilde{S}_{33}} V^+_1 \]  

(27)

Following a similar signal flow approach as carried for the derivation of Eq. (25), we can also express \( V^-_1 \) in terms of \( V^+_1 \), given that ports #2 and #3 are open. This reads,

\[ V^-_1 = V^+_1 \left[ \tilde{S}_{11} + \tilde{S}_{21}^2 + \tilde{S}_{31}^2 + 2\tilde{S}_{21} \tilde{S}_{32} \tilde{S}_{13} \right] \]  

(28)

By using the expressions for \( V^-_1 \) and \( V^-_3 \) in Eq. (27) and Eq. (28) in the impedance \( Z_{31} \) definition in Eq. (24), we obtain, Eq. (30c).

Derivation of \( Z_{11} \). The derivation of \( Z_{11} \) follows very similar analytical streamline. First, we calculate the impedance in the absence of the inductance \( L_1 \). We shall denote it by \( Z'_{11} \). By definition,

\[ Z'_{11} = \frac{V^+_1}{I_1} \bigg|_{I_2=I_3=0} \]  

(29)

We use Eq. (28) to express \( V^+_1 = V^+_1 + V^-_1 \), and \( I_1 = (V^+_1 - V^-_1)/Z_0 \), in terms of \( V^+_1 \) only. Then, plugging into Eq. (29) leads immediately to \( Z'_{11} \) in Eq. (30a). Next, because of the presence of the serial inductor, the impedance \( Z_{11} \) seen from the TL into the antenna including the inductor is given by \( Z_{11} \) in Eq. (30a).

Derivation of the remaining impedance matrix entries. As discussed above, in light of the mathematical symmetry of the problem, the remaining impedance matrix entries in Eq. (30) are found by simple proper indices switching.

Finally, the entries of the 3 by 3 impedance matrix are given below.
\[ Z_{11} = Z'_{11} + j\omega L_1 \]
\[ Z'_{11} = Z_0 \frac{1 + \left( S_{11} + S_{31} + S_{32} + 2S_{21}S_{32}S_{13} \right)}{1 - \left( S_{11} + S_{21} + S_{31} + 2S_{21}S_{32}S_{13} \right)} \]
\[ Z_{21} = 2Z_0 \frac{1 - \left( S_{11} + S_{21} + S_{31} + 2S_{21}S_{32}S_{13} \right)}{1 - \left( S_{13} + S_{23} + S_{3} + 2S_{23}S_{13} \right)} \]
\[ Z_{31} = 2Z_0 \frac{1 - \left( S_{11} + S_{21} + S_{31} + 2S_{21}S_{32}S_{13} \right)}{1 - \left( S_{13} + S_{23} + S_{31} + 2S_{23}S_{13} \right)} \]
\[ Z_{22} = Z_0 \frac{1 + \left( S_{22} + S_{12} + S_{32} + 2S_{21}S_{32}S_{13} \right)}{1 - \left( S_{22} + S_{12} + S_{32} + 2S_{21}S_{32}S_{13} \right)} \]
\[ Z_{32} = 2Z_0 \frac{1 - \left( S_{22} + S_{12} + S_{32} + 2S_{21}S_{32}S_{13} \right)}{1 - \left( S_{23} + S_{13} + S_{3} + 2S_{23}S_{13} \right)} \]
\[ Z_{33} = Z_0 \frac{1 + \left( S_{33} + S_{13} + S_{3} + 2S_{31}S_{12}S_{23} \right)}{1 - \left( S_{33} + S_{13} + S_{3} + 2S_{31}S_{12}S_{23} \right)} \]

Note that in the \( Z_{11} \) entry we have included the impedance of the serial inductor \( L_1 \) that is used for the matching of dipole #1 when isolated. Thus, for this dipole, the terminal to which we refer is the point where the feed TL is connected. Furthermore, the reflection coefficient \( \Gamma_2 \) reads,
\[ \Gamma_2 = \frac{Z_0 - Z_{22}}{Z_0 + Z_{22}}. \]

Lastly, note that in the derivations in Appendix A above we used the admittance rather than the impedance matrix of the three-dipole antenna system. They are trivially related by
\[ Y(\omega) = Z^{-1}(\omega). \]
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