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Abstract. In this work we obtain positive bounded solutions of various perturbations of
\[
\begin{aligned}
-\Delta u - \gamma \sum_{i,j=1}^{N} \frac{x_i x_j}{|x|^2} u_{x_i x_j} &= u^p \quad \text{in } B_1, \\
u &= 0 \quad \text{on } \partial B_1,
\end{aligned}
\]
where $B_1$ is the unit ball in $\mathbb{R}^N$ where $N \geq 3$, $\gamma > 0$ and $1 < p < p_{N, \gamma}$ where
\[
p_{N, \gamma} := \begin{cases}
N + 2 + \frac{3}{\gamma} & \text{if } \gamma < N - 2, \\
\infty & \text{if } \gamma \geq N - 2.
\end{cases}
\]
Note for $\gamma > 0$ this allows for supercritical range of $p$.

1. Introduction. In this work we are interested in obtaining positive bounded solutions of various perturbations of
\[
\begin{aligned}
-\Delta u - \gamma \sum_{i,j=1}^{N} \frac{x_i x_j}{|x|^2} u_{x_i x_j} &= (1 + \delta g(x)) u^p \quad \text{in } B_1 \setminus \{0\}, \\
u &= 0 \quad \text{on } \partial B_1,
\end{aligned}
\]
where $B_1$ is the unit ball in $\mathbb{R}^N$ where $N \geq 3$, $\gamma > 0$ and $1 < p < p_{N, \gamma}$ where
\[
p_{N, \gamma} := \begin{cases}
N + 2 + \frac{3}{\gamma} & \text{if } \gamma < N - 2, \\
\infty & \text{if } \gamma \geq N - 2.
\end{cases}
\]
Note for $\gamma > 0$ this includes a supercritical range of $p$, ie. $p > \frac{N + 2}{N - 2}$. The linear operator on the left hand side of (2) is a known operator that has seen some investigation, see Section 1.1 for more details. The two main perturbations of (2) we consider are
\[
\begin{aligned}
-\Delta u - \gamma \sum_{i,j=1}^{N} \frac{x_i x_j}{|x|^2} u_{x_i x_j} &= (1 + \delta g(x)) u^p \quad \text{in } B_1 \setminus \{0\}, \\
u &= 0 \quad \text{on } \partial B_1,
\end{aligned}
\]
where $g$ is a fixed Hölder continuous function and $\delta > 0$ is a small parameter; and
\[
\begin{aligned}
-\Delta u - \gamma \sum_{i,j=1}^{N} \frac{x_i x_j}{|x|^2} u_{x_i x_j} &= u^p \quad \text{in } \Omega_\delta \setminus \{0\}, \\
u &= 0 \quad \text{on } \partial \Omega_\delta,
\end{aligned}
\]
where $\Omega_\delta$ is a small $C^{2,\alpha}$ perturbation of $B_1$; see Section 4.0.2 for details.
Theorem 1.1. (Zero order perturbation) Suppose $N \geq 3$ and $1 < p < p_{N, \gamma}$ and $g$ is a Hölder continuous function. Then for sufficiently small $\delta$ there is a positive solution $u \in C^{2, \alpha}_{loc}(\bar{B}_1 \setminus \{0\}) \cap L^\infty$ of (3).

Theorem 1.2. (Second order perturbation) Suppose $N \geq 3$ and $1 < p < p_{N, \gamma}$.

1. Suppose $\gamma > N - 2$. Then for sufficiently small $\delta$ there is a positive solution $u \in C^{2, \alpha}_{loc}(\bar{\Omega} \setminus \{0\}) \cap L^\infty$ of (4).

2. Suppose $0 < \gamma < N - 2$. Then for sufficiently small $\delta$ there is a nonnegative nonzero solution $u \in C^{2, \alpha}_{loc}(\bar{\Omega} \setminus \{0\}) \cap L^\infty$ of (4).

Remark 1. 1. In this work we are not examining the case of $\gamma = N - 2$.

2. We are not addressing the exact smoothness of the solution at the origin and we are also stating the results on punctured domains. Since the solutions are bounded one can easily show these are suitable weak solutions on the full domain (and not just the punctured domains).

1.1. A Cordes like operator. For $\gamma > 0$ we define

$$L_\gamma(\phi)(x) := \Delta \phi(x) + \gamma \sum_{i,j=1}^{N} \frac{x_i x_j}{|x|^2} \phi_{x_i x_j} = \Delta \phi(x) + \gamma \phi_{rr}(x),$$

where we are using spherical coordinates for the last term; ie. $x = r \theta$ where $r = |x|$ and $\theta := \frac{x}{|x|} \in S^{N-1}$. This explicit operator is often examined when one examines elliptic operators of the form

$$\tilde{L}(\phi) := -\sum_{i,j=1}^{N} a_{ij}(x) \phi_{x_i x_j},$$

where $a_{ij}$ are such that the operator is uniformly elliptic, but the $a_{ij}$'s are not continuous. One defines the Cordes Condition by: there is some small $\varepsilon > 0$ such that

$$\left( \frac{\sum_{i=1}^{N} a_{i,i}(x)}{\sum_{i,j=1}^{N} a_{i,j}(x)} \right)^2 \geq N - 1 + \varepsilon, \quad (5)$$

then the operator $\tilde{L} : H^2(\Omega) \cap H^1_0(\Omega) \to L^2(\Omega)$ is an isomorphism (assuming $\Omega$ is bounded with smooth boundary) see [21, 5, 26, 27, 3] for results related to the Cordes Condition. Our operator is typically used to show the optimality of the Cordes Condition results. If we consider our explicit example we see if $0 < \gamma < \frac{N}{N-2}$ then $L_\gamma$ satisfies (5). Checking the details one sees that if $0 < \gamma < \frac{N}{N-2}$ then we can apply the above result to see $L_\gamma$ is an isomorphism. There are results that extend this result to show that $\tilde{L} : W^{2,p}(\Omega) \cap W^{1,p}_0(\Omega) \to L^p(\Omega)$ is an isomorphism for $p$ close to $2$ (see [18]) and there are also results for $L_\gamma$ on various spaces, including Morrey spaces (see [13]). Our function spaces will allow us to obtain results (which will be sufficient to apply our fixed point argument) regarding $L_\gamma$ for the full range of $\gamma > 0$.

We now define the function spaces, which are motivated by [22]. Towards this define $A_s := \{ x \in \mathbb{R}^N : s < |x| < 2s \}$ and for $\sigma \in \mathbb{R}$ and $N < t < \infty \ (t$ is chosen larger than $N$ just to allow us to apply the Sobolev Imbedding Theorem and obtain
pointwise gradient bounds) define then norms (where we omit the indices \(t, \sigma\) when clear)

\[
\|f\|_Y^t := \sup_{0<s\leq \frac{1}{2}} s^{(2+\sigma)t-N} \int_{A_s} |f(x)|^t \, dx
\]

\[
\|\phi\|_X^t := \sup_{0<s\leq \frac{1}{2}} s^{2t-N} \left\{ \int_{A_s} |\phi|^t \, dx + s^t \int_{A_s} |\nabla \phi|^t \, dx + s^{2t} \int_{A_s} |D^2 \phi|^t \, dx \right\}.
\]

We now set

\[
Y := \left\{ f \in L_{1}^{loc}(\overline{B_1}\setminus\{0\}) : \|f\|_Y < \infty \right\},
\]

which, can be shown using a standard argument, is a Banach space. For the space \(X\) we define

\[
X := \left\{ \phi \in W_{1}^{2,1}(\overline{B_1}\setminus\{0\}) : \|\phi\|_X < \infty, \quad \text{with } \phi = 0 \text{ on } \partial B_1 \right\}.
\]

We first note that since \(t > N\) that we can apply the Sobolev Imbedding Theorem to see that \(\phi\) and \(\nabla \phi\) are both bounded away from the origin, hence the boundary condition for \(\phi\) is well defined. One can show that \(X\) is a Banach space. We note these spaces \(Y\) and \(X\) are really just the standard \(L^t\) and \(W^{2,t}\) spaces except near the origin where we impose some growth assumptions.

We now consider the linear problem given by

\[
\begin{cases}
L^t_{\gamma}(\phi) = f(x) & \text{in } B_1 \setminus \{0\}, \\
\phi = 0 & \text{on } \partial B_1, 
\end{cases}
\]

with goal of proving existence of solutions with suitable estimates on \(\phi\) in terms of \(f\). When looking for solutions of (7) we will decompose into spherical harmonics and hence we need to consider the eigenpairs of the Laplace-Beltrami operator \(\Delta_\theta\) on \(S^{N-1}\). For \(k \geq 0\) we have

\[
-\Delta_\theta \psi_k(\theta) = \lambda_k \psi_k(\theta), \quad \theta \in S^{N-1},
\]

and where \(L^2(S^{N-1})\) normalize \(\psi_k\). Note that \(\lambda_0 = 0\) (multiplicity 1), \(\lambda_1 = N-1\) (multiplicity \(N\)) and \(\lambda_2 = 2N\). We now state our theorem related to the Cordes operator.

**Theorem 1.3.** (Cordes operator result) Suppose \(N \geq 3\) and \(N < t < \infty\).

1. Suppose \(0 < \gamma < N - 2\) and \(0 < \sigma < \frac{N-2-\gamma}{1+\gamma}\). Then \(L^t_{\gamma}\) an isomorphism from \(X\) to \(Y\).
2. Suppose \(\gamma > N - 2\) and \(\frac{N-2-\gamma}{1+\gamma} < \sigma < 0\). Then \(L^t_{\gamma} : X \to Y\) is an isomorphism.
3. Suppose \(0 < \gamma < N - 2\) and

\[
\frac{N - 2 - \gamma}{2(1+\gamma)} - \frac{\sqrt{(N - 2 - \gamma)^2 + 4(1+\gamma)(N-2)}}{2(1+\gamma)} < \sigma < 0.
\]

Then \(L^t_{\gamma} : X_1 \to Y_1\) is an isomorphism where \(X_1, Y_1\) are the closed subspaces of \(X, Y\) with no \(k = 0\) modes, i.e.

\[
Y_1 := \left\{ f \in Y : f(x) = \sum_{k=1}^{\infty} b_k(r) \psi_k(\theta) \right\},
\]

and similarly for \(X_1\), note carefully the sum starts at \(k = 1\) and not \(k = 0\).

Alternatively \(Y_1 := \{ f \in Y : \int_{|\theta|=1} f(r\theta) d\theta = 0 \text{ for a.e. } r \in (0,1) \}\) and similarly for \(X_1\).
1.2. General background on the Lane-Emden equation. A well studied problem is the existence versus non-existence of positive solutions of the Lane-Emden equation given by

\begin{equation}
\begin{cases}
-\Delta u = u^p & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega, 
\end{cases}
\end{equation}

where \( \Omega \) is a bounded domain in \( \mathbb{R}^N \) with \( N \geq 3 \). Define the critical exponent \( p_s = \frac{N+2}{N-2} \) and note that it is related to the critical Sobolev imbedding exponent \( 2^* := \frac{2N}{N-2} = p_s + 1 \). For \( 1 < p < p_s \) \( H^1_0(\Omega) \) is compactly imbedded in \( L^{p+1}(\Omega) \) and hence standard methods show the existence of a positive minimizer of

\[
\min_{w \in H^1_0(\Omega) \setminus \{0\}} \frac{\int_\Omega |\nabla u|^2 \, dx}{\left( \int_\Omega |u|^{p+1} \, dx \right)^{\frac{p}{p+1}}}
\]

This positive minimizer is a positive solution of (9) see for instance the book [25]. For \( p \geq p_s \) \( H^1_0(\Omega) \) is no longer compactly imbedded in \( L^{p+1}(\Omega) \) and so to find positive solutions of (9) one needs to take other approaches. For \( p \geq p_s \) the well known Pohozaev identity [24] shows there are no positive solutions of (9) provided \( \Omega \) is star shaped. For general domains in the critical/supercritical case, \( p \geq p_s \), the existence versus nonexistence of positive solutions of (9) is a very delicate question; see [6, 23, 12, 10, 11] and for related problems [9, 17, 4, 16, 28].

There has been much work done on the existence and nonexistence of positive classical solutions of

\[
- \Delta w = w^p \quad \text{in } \mathbb{R}^N.
\]

As in the bounded domain case the critical exponent \( p_s \) plays a crucial role. For \( 1 < p < p_s \) there are no positive classical solutions of (10) and for \( p \geq p_s \) there exist positive classical solutions, see [1, 2, 15, 14]. The moving plane method shows that all positive classical solutions, satisfying certain decay assumptions, are radial about a point.

1.3. Outline of the approach. In Section 2 we will construct a smooth positive radial solution \( w \) of (2) for \( 0 < \gamma \) and \( 1 < p < p_{N, \gamma} \). Our approach to obtaining positive bounded solutions to (3) and (4) will be to linearize around the radial solution \( w \) (see Section 2) and hence of crucial importance will be the mapping properties of the linearized operator given by

\[
L(\phi) := \Delta \phi + \gamma \phi_{rr} + pw(r)^{p-1} \phi = L_\gamma(\phi) + pw(r)^{p-1} \phi.
\]

We look for solutions of (3) of the form \( u(x) = w(r) + \phi(x) \) and then note we need \( \phi \) to satisfy (note we are replacing the term \( u^p \) with \( |u|^p \) in the equation and we will prove \( u \) is positive at a later point; which is standard practice)

\begin{equation}
\begin{cases}
-L(\phi) = \delta g(x)|w + \phi|^p + |w + \phi|^p - w^p - pw^{p-1} \phi & \text{in } B_1 \setminus \{0\}, \\
\phi = 0 & \text{on } \partial B_1.
\end{cases}
\end{equation}

We now define the nonlinear mapping \( J_\delta \) via \( J_\delta(\phi) = \psi \) where \( \psi \) satisfies

\begin{equation}
\begin{cases}
-L(\psi) = \delta g(x)|w + \phi|^p + |w + \phi|^p - w^p - pw^{p-1} \phi & \text{in } B_1 \setminus \{0\}, \\
\psi = 0 & \text{on } \partial B_1.
\end{cases}
\end{equation}

To obtain a solution \( u = w + \phi \) we will apply Banach’s fixed point theorem to see that \( J_\delta \) has a fixed point \( \phi \) for suitably small \( \delta \). To be more precise we will show that \( J_\delta \) has a fixed point on a closed ball centered at the origin in \( X \). We will then
argue $u = w + \phi$ is positive and hence satisfies (3). See Section 4 for details of the fixed point argument and for (4).

2. A radial solution. In this section we construct a positive radial solution of (2) for a range of $p$ (which includes a supercritical range). These results really just follow from a standard variational approach but applied to radial functions in a fractional dimension; see [25] for the classical results.

**Theorem 2.1. (Supercritical radial solutions)**

1. For $0 < \gamma < N - 2$ and $1 < p < p_{N, \gamma} := \frac{N + 2 + 3\gamma}{N - 2 - \gamma}$ there is a positive smooth radial decreasing solution $w = w_\gamma$ of (2) in $B_1 \subset \mathbb{R}^N$.

2. For $\gamma \geq N - 2$ and $1 < p < \infty$ there is a positive smooth radial decreasing solution $w = w_\gamma$ of (2) in $B_1 \subset \mathbb{R}^N$.

**Proof.** Note $w = w(r)$ is a solution of (2) in $B_1$ provided

$$-w''(r) - \frac{N - 1}{r}w'(r) - \gamma w''(r) = w(r)^p, \quad 0 < r < 1$$

with $w(1) = 0$. Note we can re-write this as

$$-w_{rr} - \frac{N - 1}{1 + \gamma} w_r = \frac{w^p}{1 + \gamma}$$

and note if we set $N_\gamma$ by

$$N_\gamma - 1 = \frac{N - 1}{1 + \gamma}$$

then we can rewrite the above as

$$-w_{rr}(r) - (N_\gamma - 1) \frac{w_r(r)}{r} = \left(\frac{w(r)}{1 + \gamma}\right)^p, \quad 0 < r < 1,$$

with $w(1) = 0$ and $w'(0) = 0$. Now recall that a radial function in $\mathbb{R}^N$ has Laplacian given by $\Delta v(r) = v''(r) + \frac{(N - 1)}{r} v'(r)$. With this in mind we can view (13) as

$$-\Delta_{N_\gamma} w = \frac{w^p}{1 + \gamma} \quad B_1 \subset \mathbb{R}^{N_\gamma}$$

with $w = 0$ on $\partial B_1$ where $\Delta_{N_\gamma}$ is the radial Laplacian in dimension $N_\gamma$ which we define by

$$\Delta_{N_\gamma} w(r) := w_{rr} + \frac{N_\gamma - 1}{r} w_r.$$ 

Note that $N_\gamma$ need not be an integer. Before completing the proof we make a remark on this fractional dimension notation and approach.

**Remark 2. (Fractional dimension notation)**

1. Note the notation $B_1 \subset \mathbb{R}^{N_\gamma}$ in (14) is just notation to emphasize that the radial Laplacian is not the $N$ dimensional one but rather $N_\gamma$ dimensional.

2. The reason we are introducing this fractional dimensional radial Laplacian instead of working directly with (13) is that many of the standard facts carry over to this case and it should make some of the computations easier. For a radial function $f(r)$ we define the integral over $A := \{x \in \mathbb{R}^{N_\gamma} : R_1 < |x| < R_2\}$ by

$$\int_A f(x)dx = C_{N_\gamma} \int_{R_1}^{R_2} f(r)r^{N_\gamma - 1}dr,$$
and then one can show $\Delta_{N_\gamma}$ is self-adjoint $L^2_{\text{rad}}(\mathbb{R}^N)$. In particular all the usual energy functional approaches and regularity proofs carry over to this radial fractional dimensional setting. So with this in mind we won’t fully prove the smoothness of the radial solution we construct. If one desired to prove the smoothness they could use the subcritical nature of the equation and the usual bootstrap approach.

We now consider the two cases separately. Firstly we assume $0 < \gamma < N - 2$. So if

$$1 < p < \frac{N_\gamma + 2}{N_\gamma - 2},$$

then the problem is subcritical and we can find a positive smooth radial solution. A computation shows

$$\frac{N_\gamma + 2}{N_\gamma - 2} = \frac{N + 2 + 3\gamma}{N - 2 - \gamma}.$$  

Note for $\gamma > 0$ this gives a supercritical range of $p$. We now consider the case of $\gamma \geq N - 2$. Return to (14) and note $N_\gamma = \frac{N + \gamma}{1 + \gamma}$. A computation shows that $N_\gamma \leq 2$ exactly when $\gamma \geq N - 2$ and hence we see (14) is subcritical in the case of $\gamma \geq N - 2$ and hence we can find a positive smooth radial decreasing solution of (14) for any $1 < p < \infty$.  

\begin{proof}
We now state our kernel result. The exact function space setting will vary depending on which situation we are in. Essentially we want to cover all the cases from Theorem 1.3.

\begin{proposition}
Let $p, \gamma, N$ be from the hypothesis of Theorem 2.1 and let $w$ be the smooth positive solution promised. We now restrict $\sigma$ as in the various cases of Theorem 1.3. Set

$$L(\phi) := \Delta \phi + \gamma \phi_{rr} + p w(r)^{p-1} \phi = L_{\gamma}(\phi) + p w(r)^{p-1} \phi.$$  

Suppose $\phi \in X$ (or $X_1$ as in the final case) such that $L(\phi) = 0$ in $B_1 \setminus \{0\}$. Then $\phi = 0$.

\begin{proof}
We write $\phi(x) = \sum_{k=0}^{\infty} a_k(r) \psi_k(\theta)$ and then we have for all $k \geq 0$

$$(1 + \gamma) a_k''(r) + \frac{N - 1}{r} a_k'(r) - \frac{\lambda_k a_k(r)}{r^2} + p w(r)^{p-1} a_k(r) = 0 \quad 0 < r < 1,$$

with $a_k(1) = 0$. Here the convergence of the series can be taken in $L^2_{\text{rad}}(B_1 \setminus \{0\})$. From the comments in the paragraph preceding Proposition 1, (i.e. the solution is nondegenerate in the space of radial functions), we have $a_0 = 0$; the only possible issues are related to how singular $a_0$ is. We cover the case of $k = 0$ later. Since we are essentially copying known proofs for showing nondegeneracy of the purely Laplacian
\end{proof}

\end{proposition}
problem we prefer to now switch notation into $\Delta_{N_{\gamma}}$. Note that since we are only dealing with radial functions one can use the usual integration by parts provided they use the appropriate measures. We now suppose $k \geq 1$ and let $v(r) := w_\gamma(r)$ and note $v < 0$ and satisfies

$$0 = \Delta_{N_{\gamma}} v(r) + \frac{pw(r)^{p-1}v}{1+\gamma} - \frac{(N - 1)}{(1+\gamma)r^2}v \quad \text{in } B_1 \setminus \{0\} \subset \mathbb{R}^{N_{\gamma}}.$$ 

Also note that we can re-write the equation for $a_k$ as

$$0 = \Delta_{N_{\gamma}} a_k + \frac{pw(r)^{p-1}a_k}{1+\gamma} - \frac{\lambda k a_k}{r^2(1+\gamma)} \quad \text{in } B_1 \setminus \{0\} \subset \mathbb{R}^{N_{\gamma}},$$

with $a_k = 0$ on $\partial B_1$. We now suppose $a_k \neq 0$ and we suppose the existence of $T \in (0,1]$ which is the first positive $T$ such that $a_k(T) = 0$; we cover the case when such a $T$ does not exist later. By multiplying $a_k$ by a constant we can assume $a_k > 0$ in $B_T \subset \mathbb{R}^{N_{\gamma}}$. We now multiply the equation for $v$ by $a_k$ and the equation for $a_k$ by $v$ and integrate over $B_T \setminus B_\varepsilon \subset \mathbb{R}^{N_{\gamma}}$ (where $\varepsilon > 0$ is small compared to $T$; see Remark 2 for the definition of the integral) to arrive at

$$\frac{\lambda_k - (N - 1)}{\gamma + 1} \int_{B_T \setminus B_\varepsilon} \frac{v a_k}{r^2} \, dx = a_k'(T) v(T) |\partial B_T|_{\mathbb{R}^{N_{\gamma}}} + I_\varepsilon - J_\varepsilon$$

where $|\partial B_T|_{\mathbb{R}^{N_{\gamma}}}$ means the surface area of the boundary of $B_T$ in $\mathbb{R}^{N_{\gamma}}$; i.e. is equal to $C_{N,\gamma} |T|^{N_{\gamma} - 1}$ where $C_{N,\gamma} > 0$ is a constant and where $I_\varepsilon, J_\varepsilon$ are some surface integrals coming from the integration by parts. These terms are equal to

$$I_\varepsilon = C_{N,\gamma} v(\varepsilon) a_k(\varepsilon) \varepsilon^{N_{\gamma} - 1}, \quad J_\varepsilon = C_{N,\gamma} v(\varepsilon) a_k'(\varepsilon) \varepsilon^{N_{\gamma} - 1}.$$

Let's assume we can show that $I_\varepsilon, J_\varepsilon \to 0$ as $\varepsilon \to 0$. Then we would have

$$\frac{\lambda_k - (N - 1)}{\gamma + 1} \int_{B_T} \frac{v a_k}{r^2} \, dx = a_k'(T) v(T) |\partial B_T|_{\mathbb{R}^{N_{\gamma}}}.$$  \hspace{1cm} (17)

Now note that $v < 0$ in $B_T$ and $\lambda_k - (N - 1) \geq 0$ and hence the left hand side is less or equal zero. By Hopf's Lemma we have $a_k'(T) < 0$ and hence the right hand side is positive; this gives us the needed contradiction. Note that since $\phi \in X$ one can show (here we are using assumption that $t > N$) to see that there is some $C > 0$ such that $|x|^\gamma |\phi(x)| + |x|^\gamma + 1 |\nabla \phi(x)| \leq C$. From this we see for each $k \geq 0$ we have $|x|^\gamma |a_k(r)| + |x|^\gamma + 1 |a_k'(r)| \leq C_k$ for all $0 < |x| < 1$. One can show the following bounds on $w(r)$; $|w'(r)| \leq Cr$ and $|w''(r)| \leq C$. To see these estimates one can use the fact that $w$ is smooth and radial to obtain these. For instance once $w''$ is bounded then from the equation one obtains the desired bound on $w'$. Using these estimates we see that

$$|I_\varepsilon| + |J_\varepsilon| \leq C \varepsilon^{N_{\gamma} - 1 - \sigma},$$

and hence we have the desired convergence provided $N_{\gamma} - 1 - \sigma = \frac{N - 1}{1+\gamma} - \sigma > 0$.

We now consider the various cases. In the first case we have $0 < \gamma < N - 2$ and $0 < \sigma \leq \frac{N - 2 - \gamma}{1+\gamma}$ and hence we have $N_{\gamma} - 1 - \sigma > 0$. We now consider the second case where $\gamma > N - 2$ and $\frac{N - 2 - \gamma}{1+\gamma} < \sigma < 0$. Note in this case that since $\sigma < 0$ we trivially have the desired result. The final case follows the same idea as case 2 since $\sigma$ is negative.

We now consider the case where $T$ does not exist. Let $0 < R_1 < R_2 < 1$ be such that $a_k(R_1) = a_k(R_2) = 0$ with $a_k(r) > 0$ for $r \in (R_1, R_2)$. We can use the same argument as above, but now integrating over the annulus, one again arrives at a contradiction.
We now consider the case of \( k = 0 \). Here we follow the approach of \([7, 20, 19]\).

Set \( \delta(r) := rw'(r) \) which is negative for \( 0 < r \leq 1 \). A computation shows that

\[
-\Delta_N \delta(r) = \frac{pw(r)^{p-1} \delta(r)}{1+\gamma} + \frac{2w(r)^p}{1+\gamma}, \quad \text{in } B_1 \setminus \{0\} \subset \mathbb{R}^N.
\]

Multiply this equation by \( a_0 \) (which, towards a contradiction, we are assuming is not identically zero) and integrate over \( \{x : \varepsilon < |x| < 1\} \) and use integration by parts and the equation for \( a_0 \) to arrive at

\[
\frac{2}{1+\gamma} \int_{\varepsilon<|x|<1} w^p a_0 = \int_{\partial B_1} \delta \partial_r a_0 + I_{\varepsilon} - J_{\varepsilon},
\]

where

\[
I_{\varepsilon} := \int_{\partial B_\varepsilon} a_0 \partial_r \delta, \quad J_{\varepsilon} := \int_{\partial B_\varepsilon} \delta \partial_r a_0,
\]

where (as above) we are in the possibly fractional dimension \( N_\gamma \). Let \( \varepsilon, J_{\varepsilon} \to 0 \) as \( \varepsilon \searrow 0 \). Then we have

\[
\frac{2}{1+\gamma} \int_{B_1} w^p a_0 = \int_{\partial B_1} \delta \partial_r a_0,
\]

and by Hopf’s lemma we have \( \partial_r a_0 = C \neq 0 \) on \( \partial B_1 \) and hence we have \( \int_{B_1} w^p a_0 \neq 0 \). By multiplying the equation for \( a_0 \) by \( w \) and the equation for \( w \) by \( a_0 \) (and taking a bit of care near the origin) we arrive at \( \int_{B_1} w^p a_0 = 0 \); which gives us the desired contradiction. To show \( I_{\varepsilon}, J_{\varepsilon} \to 0 \) one uses essentially the same argument as for \( k \geq 1 \).

\[\square\]

3. The linear theory.

3.1. The Cordes operator \( L_\gamma \).

**Lemma 1.** Under the hypothesis of Theorem 1.3 the kernel of \( L_\gamma \) is trivial and for all \( k \geq 0 \) there is some \( C_k > 0 \) such that for all \( f(x) = b_k(r) \psi_k(\theta) \) there is some \( \phi(x) = a_k(r) \psi_k(\theta) \) such that \( \phi, f \) solve (7) and \( \|\phi\|_X \leq C_k \|f\|_Y \). The above results hold for case 1 and case 2. For case 3 the result holds for all \( k \geq 1 \).

**Proof.** Firstly its clear that \( L_\gamma : X \to Y \) is continuous and into \( Y \) in cases 1, 2 and 3. So we begin by showing the kernel of \( L_\gamma \) is trivial. Suppose \( \phi(x) = \sum_{k=0}^\infty a_k(r) \psi_k(\theta) \) is in the kernel. Then we have

\[
(1 + \gamma) a_k''(r) + \left( \frac{N-1}{r} a_k'(r) - \frac{\lambda_k a_k(r)}{r^2} \right) = 0 \quad 0 < r < 1
\]

with \( a_k(1) = 0 \). Noting the equation is of Euler type we see the solutions are given via \( a_k(r) = C_k (r^{\beta_k} - r^{-\beta_k}) \) where \( C_k \) is a constant depending only on \( k \) and \( \beta_k \) is defined by the roots of

\[
(1 + \gamma) \beta^2 + (N - 2 - \gamma) \beta - \lambda_k = 0,
\]

and hence is given by

\[
\beta_k^\pm := \frac{-(N - 2 - \gamma) \pm \sqrt{(N - 2 - \gamma)^2 + 4(1 + \gamma)\lambda_k}}{2(1 + \gamma)}.
\]

In both case 1 and 2 note that if \( \beta_k^- < -\sigma \) then \( C_k (r^{\beta_k} - r^{-\beta_k}) \) is not an element of \( X \) unless \( C_k = 0 \). By monotonicity in \( k \) it is sufficient that \( \beta_0^- < -\sigma \). Note in case 1 this is exactly the condition that \( 0 < \sigma < \frac{N - 2 - \gamma}{1 + \gamma} \). In case 2 we want
\( \beta_0^- < -\sigma \) and this is just the condition that \( \sigma < 0 \). Further restrictions on \( \sigma \) will come later.

We now prove the desired onto estimate for each mode \( k \geq 0 \). For each \( k \geq 0 \) consider

\[
(\gamma + 1)a_k'''(r) + \frac{(N-1)a_k'(r)}{r} - \frac{\lambda_k a_k(r)}{r^2} = b_k(r) \quad 0 < r < 1
\]

with \( a_k(1) = 0 \). Using the variation of parameters method we obtain solutions of the form

\[
(\gamma + 1)(\beta_k^- - \beta_k^+)a_k(r) = r^{\beta_k^-} \int_0^r \frac{b_k(\tau)}{\tau^{\beta_k^- - 1}} d\tau - r^{\beta_k^+} \int_1^r \frac{b_k(\tau)}{\tau^{\beta_k^+ - 1}} d\tau + C_k r^{\beta_k^+} + D_k r^{\beta_k^-},
\]

where \( C_k, D_k \) are free parameters (depending on \( k \) and \( b_k \)) and we are free to choose \( T_1 \) suitably; we need to pick these parameters such that we get the desired estimate on \( a_k \) and such that \( a_k(1) = 0 \). We will choose \( T_1 = T_2 = 0, T_1 = 1, D_k = 0 \) and we leave \( C_k = C_k(b_k) \) free for now and hence we get

\[
(\gamma + 1)(\beta_k^- - \beta_k^+)a_k(r) = r^{\beta_k^-} \int_0^r \frac{b_k(\tau)}{\tau^{\beta_k^- - 1}} d\tau - r^{\beta_k^+} \int_1^r \frac{b_k(\tau)}{\tau^{\beta_k^+ - 1}} d\tau + C_k r^{\beta_k^+},
\]

and note this is an acceptable choice of \( T_2 \) provided \( \frac{b_k(t)}{t^{\beta_k^- - 1}} \in L^1(0,1) \), which we assume for now. For simplicity we normalize \( \|b_k \psi_k\| \leq 1 \) and hence there is some \( \tilde{C}_k \) such that

\[
\int_0^2 |b_k(\tau)| d\tau \leq \tilde{C}_k s^{1-(2+\sigma)} \quad 0 < s \leq \frac{1}{2}.
\]  

We now prove that \( \frac{b_k(t)}{t^{\beta_k^- - 1}} \in L^1(0,1) \).

\[
\int_0^1 \frac{|b_k(\tau)|}{\tau^{\beta_k^- - 1}} d\tau \leq C_k \sum_{i=0}^{\infty} 2^{i(\beta_k^- - 1)} \left( \int_0^2 \frac{|b_k(\tau)|}{\tau^{\beta_k^- - 1}} d\tau \right)^\frac{i}{2} \leq C_{k,1} \sum_{i=0}^{\infty} 2^{i(\beta_k^- - 1)} \left( \int_0^2 \frac{|b_k(\tau)|}{\tau^{\beta_k^- - 1}} d\tau \right)^\frac{i}{2} \leq C_{k,2} \sum_{i=0}^{\infty} 2^{i(\beta_k^- - 1)2i(2+\sigma - \frac{i}{2})} 2^\frac{i}{2} = C_{k,2} \sum_{i=0}^{\infty} 2^{i(2\beta_k^- - 1+2\sigma - \frac{i}{2} - \frac{i}{2})}
\]

and note the exponent simplifies to \( \beta_k^- + \sigma \). So provided \( \beta_k^- + \sigma < 0 \) then the sum converges and we get the desired result. By the mononocity in \( k \) its sufficient to consider the case of \( k = 0 \), ie. we want \( \beta_0^- + \sigma < 0 \). We first consider case 1 and in this case this restriction is exactly the assumption that \( 0 < \sigma < \frac{N-2-\gamma}{1+\gamma} \). In case 2 we have \( \beta_0^- = 0 \) and hence the restriction just becomes that \( \sigma < 0 \) (in case 2 there will be further restrictions on \( \sigma \) later). We now consider the various terms in the formula for \( a_k \).

We first examine the term

\[
r^{\beta_k^-} \int_0^r \frac{b_k(\tau)}{\tau^{\beta_k^- - 1}} d\tau + C_k r^{\beta_k^+}
\]
and we choose
\[ C_k := - \int_0^1 \frac{b_k(\tau)}{\tau^{\beta_k^- + 1}} d\tau. \]

Note with this choice of \( C_k \) we have the needed zero boundary condition for this term (and its clear the other term has the needed boundary condition) hence \( a_k(1) = 0 \).

We now get the estimate. Firstly we will need the term \( r^{\beta_k^+} \in X \). In case 1 this will require that \( \beta_k^+ \geq -\sigma \) and by monotonicy in \( k \) its sufficient that \( \beta_0^+ \geq -\sigma \) but this holds since \( \beta_0^+ = 0 \) and \( \sigma > 0 \). In case 2 we again will need \( \beta_0^+ \geq -\sigma \) and writing this out gives \( 0 > \sigma \geq \frac{N-2-\gamma}{1+\gamma} \). So in both cases we have \( r^{\beta_k^+} \in X \). Now note by the previous argument to show the needed integrand is \( L^1(0,1) \) we have \(|C_k|\) is bounded by a constant depending just on \( k \) and hence in both case 1 and 2 we have \( \|C_k r^{\beta_k^+} \psi_k\|_X \) is bounded by a constant just depending on \( k \); recall we have assumed a normalization. We now need to examine the integral term and the computation is very similar to when showing the previous integrand was \( L^1(0,1) \).

A computation shows
\[
\int_0^r \left| \frac{b_k(\tau)}{\tau^{\beta_k^- + 1}} \right| d\tau \leq C_k \sum_{i=0}^\infty (r^{2-i})^{1-\beta_k^-} \int_{r^{2-i-1}}^{r^{2-i}} |b_k(\tau)| d\tau
\]
\[
\leq C_k \tilde{C}_k \sum_{i=0}^\infty (r^{2-i})^{1-\beta_k^- + \frac{1}{\tau} + 1 - 2 - \sigma}
\]
\[
= r^{\beta_k^- - \sigma} C_{k,1} \sum_{i=0}^\infty \frac{1}{(2^{\beta_k^- - \sigma})^i}.
\]

Note in both case 1 and 2 we have \( -\beta_k^- - \sigma > 0 \) and hence the infinite sum converges.

From this we see in either case we have
\[
r^{\beta_k^- + \sigma} \int_0^r \left| \frac{b_k(\tau)}{\tau^{\beta_k^- + 1}} \right| d\tau \leq D_k
\]
and this gives us the needed zero order estimate on one of the integral terms.

We now consider the other integral term namely
\[
r^{\beta_k^+} \int_1^r \frac{b_k(\tau)}{\tau^{\beta_k^+ - 1}} d\tau =: r^{\beta_k^+} g_k(r).
\]

Note that we can write (for integers \( n \geq 1 \))
\[
g_k(2^{-n}) = \sum_{i=1}^n (g_k(2^{-i}) - g_k(2^{-i+1})) \quad \text{and hence}
\]
\[
|g_k(2^{-n})| \leq \sum_{i=1}^n |g_k(2^{-i}) - g_k(2^{-i+1})|.
\]
A computation similar to the previous one shows
\[
|g_k(2^{-n})| \leq \sum_{i=0}^{n} \int_{2^{-i}}^{2^{-i-1}} \frac{|b_k(\tau)|}{\tau^\beta_{k+1}^+} d\tau
\]
\[
\leq C_k \sum_{i=0}^{n} 2^{i(\beta_{k+1}^+ + \sigma)}
\]
\[
= C_k \frac{2^{(\beta_{k+1}^+ + \sigma)(n+1)-1}}{2^{\beta_{k+1}^+ + \sigma} - 1}
\]
and from this we see
\[
(2^{-n})^{\beta_{k+1}^+ + \sigma} |g_k(2^{-n})| \leq \tilde{D}_k
\]
for all \( n \geq 1 \). This gives us the desired zero order estimate at least for the values of \( r \in \{2^{-n} : n \geq 1 \text{ an integer}\} \). One can extend the above estimate for all values of \( r \) and hence combining all the above results gives us the needed zero order estimate on \( a_k(r) \). The higher order portions of the norm of \( a_k \) can be obtained from the zero order estimates after consider the equation that \( a_k \) satisfies.

In case 3 everything works as in the previous two cases except now one just needs \( 0 < \beta_{i+}^+ + \sigma \) and \( \beta_{i-}^+ + \sigma < 0 \).

**Proof of Theorem 1.3.** In case 1 or case 2, by Lemma 1, for all \( k \geq 0 \) there is some \( C_k \) such that for all \( f(x) = b_k(r)\psi_k(\theta) \) there is some \( \phi(x) = a_k(r)\psi_k(\theta) \) which solves (7) and \( \|\phi\|_X \leq C_k\|f\|_Y \). We now show that for all \( m \geq 1 \) there is some \( D_m \) such that one has for all \( f(x) = \sum_{k=0}^{m} b_k(r)\psi_k(\theta) \) there is some \( \phi(x) = \sum_{k=0}^{m} a_k(r)\psi_k(\theta) \) which solves (7) and \( \|\phi\|_X \leq D_m\|f\|_Y \). To see this it is sufficient to show there is some \( C_m \) such that for any \( f(x) = \sum_{k=0}^{m} b_k(r)\psi_k(\theta) \) one has
\[
\sum_{k=0}^{m} \|b_k\psi_k\|_Y \leq C_m\|f\|_Y.
\]

So towards contradiction we suppose its false and hence for all \( n \geq 1 \) there is some \( f^n(x) = \sum_{k=0}^{m} b^k_n(r)\psi_k(\theta) \) such that
\[
\sum_{k=0}^{m} \|b^k_n\psi_k\|_Y > n\|f^n\|_Y.
\]

We can further normalize \( f^n \) such that the left hand side is equal to \( m \). By passing to a suitable subsequence (without renaming) there is some \( 0 \leq k_0 \leq m \) such that \( \|b^{k_0}_n\psi_{k_0}\|_Y \geq 1 \) for all \( n \). Then multiplying \( f^n \) by \( \psi_{k_0} \) and integrating over \( S^{N-1} \) we arrive at
\[
|b_{k_0}(r)| \leq M_{k_0} \int_{|\theta|=1} |f^n(r\theta)|d\theta.
\]
We can now apply Jensen’s inequality to arrive at
\[
|b_{k_0}(r)|^t \leq \tilde{M}_{k_0} \int_{|\theta|=1} |f^n(r\theta)|^td\theta.
\]
Now multiplying by a suitable power of \( s \), and integrating, we arrive at
\[
\sup_{0<s<s^{(2+\sigma)t-1}} \int_s^{2s} |b_{k_0}(r)|^tdr \leq \tilde{M}_{k_0}\|f^n\|_Y^t \to 0,
\]
as \( n \to \infty \). One can show the left hand is an upper bound on \( \|b^{k_0}_n\psi_{k_0}\|_Y \geq 1 \) and hence we arrive at a contradiction.
We now will show that $D_m$ is bounded. Suppose not, then there is some $f_m \in Y$ and $\phi_m \in X$ which solve (7) and $\|f_m\|_Y \to 0$ and $\|\phi_m\|_X = 1$. We claim that
\[
\sup_{0 < s < 1} s^{\sigma - N} \int_{A_s} |\phi_m|^t \, dx \to 0.
\]
Towards a contradiction we assume, after passing to a subsequence, that this quantity is bounded below by $2\varepsilon_0 > 0$ and hence there is some $0 < s_m < \frac{1}{2}$ such that
\[
s_m^{\sigma - N} \int_{A_{s_m}} |\phi_m|^t \, dx \geq \varepsilon_0.
\]
We consider two cases:
Case (i): $s_m$ bounded away from zero, and after passing to a subsequence we can assume $s_m \to s \in (0, \frac{1}{2})$.
Case (ii): $s_m \to 0$.
Case (i). Since $\|\phi_m\|_X \leq 1$ we see that $\phi_m$ is bounded in $W^{2,t}_{lo}(\overline{B_1} \setminus \{0\})$ and after passing to a subsequence we have $\phi_m \rightharpoonup \phi$ in $W^{2,t}_{lo}(\overline{B_1} \setminus \{0\})$ and one can use weak lower semi continuity of the norms to see that $\phi \in X$. Also we have
\[
\varepsilon_0 \leq s_m^{\sigma - N} \left( \int_{A_{s_m} \Delta A_s} |\phi_m|^t \, dx + \int_{A_s} |\phi_m|^t \, dx \right),
\]
where $A\Delta B := A \setminus B \cup B \setminus A$ is the symmetric difference of $A$ and $B$. Note that $\phi_m$ bounded in $L^{\infty}_{loc}(\overline{B_1} \setminus \{0\})$ and $|A_{s_m} \Delta A_s| \to 0$. Using this and the above stated weak convergence along with compact imbeddings results we can pass to the limit to see
\[
\varepsilon_0 \leq s^{\sigma - N} \int_{A_s} |\phi|^t \, dx,
\]
and hence $\phi \in X$ is non-zero. Note also we can pass to the limit in the equation to see that $L_\gamma(\phi) = 0$ in $B_1 \setminus \{0\}$ but this contradicts the result from Lemma 1 which says the kernel of $L_\gamma$ is trivial.
Case (ii). Set $\zeta_m(z) := s_m^t \phi_m(s_m z)$ defined on $0 < |z| < \frac{1}{s_m}$. For $i \geq 2$ an integer we set $E_i := \{x \in \mathbb{R}^N : \frac{1}{i} < |x| < i\}$ and $\bar{E}_i := \{x \in \mathbb{R}^N : \frac{1}{2i} < |x| < 2i\}$ and note that
\[
\int_{1 < |z| < 2} |\zeta_m(z)|^t \, dz \geq \varepsilon_0, \quad \int_{\tau < |z| < 2\tau} |\zeta_m(z)|^t \, dz \leq \tau^{N - \sigma t},
\]
for all $0 < \tau \leq \frac{1}{2s_m}$.
Note that $\zeta_m(z)$ satisfies
\[
L_\gamma(\zeta_m)(z) = g_m(z) := s_m^{t+2} f_m(s_m z) \quad \text{in} \quad 0 < |z| < \frac{1}{s_m},
\]
with $\zeta_m = 0$ on $|z| = \frac{1}{s_m}$. Note that for each fixed $i$ we have $\|g_m\|_{L^t(\bar{E}_i)} \to 0$.
Also note the equation is satisfied on $\bar{E}_i$ for all $i$ and for sufficiently large $m$. By elliptic regularity and the estimates in (19) we see that $\zeta_m$ is bounded in $W^{2,t}(E_i)$ for large enough $m$ and hence by a diagonal argument we can assume there is some $\zeta$ such that $\zeta_m \rightharpoonup \zeta$ in $W^{2,t}_{lo}(\mathbb{R}^N \setminus \{0\})$ and $\zeta$ satisfies both estimates in (19) (and hence $\zeta \neq 0$). Moreover we have $L_\gamma(\zeta) = 0$ in $\mathbb{R}^N \setminus \{0\}$. We now obtain the needed contradiction which amounts to showing the kernel of $L_\gamma$ is trivial over the appropriate space. We write $\zeta(z) := \sum_{k=0}^\infty a_k(r) \psi_k(\theta)$ and as usual $a_k$ will be of the form
\[
a_k(r) = C_k r^\delta_k^+ + D_k r^\delta_k^-, \]
here we are omitting writing out the individual ode's for each mode since we have already done this on the unit ball. We will now translate the second estimate in (19) to some estimates on \(a_k\). Note for each \(k \geq 0\) there is some \(C_k > 0\) such that

\[
a_k(r) = \hat{C}_k \int_{|\theta| = 1} \zeta(r \theta) \psi_k(\theta) d\theta,
\]

and then by Jensen’s inequality

\[
\int_{\tau}^{2\tau} r^{N-1} |a_k(r)|^t dr \leq \hat{D}_k \int_{\tau}^{2\tau} r^{N-1} \int_{|\theta| = 1} |\zeta(r \theta)|^t d\theta dr \leq \hat{D}_k \tau^{N-\sigma t}
\]

for all \(\tau > 0\). Putting the explicit form of \(a_k(r)\) in to the integral and using a change of variables we arrive at

\[
\int_{1}^{2} s^{N-1} |C_k \tau^{\beta_k + \sigma} s^{\beta_k^+} + D_k \tau^{\beta_k^+ + \sigma} s^{\beta_k^+}|^t ds \leq \hat{D}_k
\]

for all \(\tau > 0\). Note that \(\beta_k^+ + \sigma \neq \beta_k^- + \sigma\) and provided both are nonzero we can send \(\tau\) to 0 or \(\infty\) to obtain a contradiction unless \(C_k = D_k = 0\). Note we have both of these exponents are nonzero and hence we have that \(\zeta = 0\) a contradiction.

Case 3. In this case everything follows as in the previous cases except now one needs \(\beta_1^- + \sigma < 0\) and \(\beta_1^+ + \sigma > 0\).

\[\square\]

3.2. The linearized operator \(L\). Here we examine the linearized operator

\[
L(\phi)(x) = L_\gamma(\phi) + pw(r)^{p-1}\phi = \Delta \phi + \gamma \phi_{rr} + pw(r)^{p-1}\phi.
\]

In this section we consider the solvability of

\[
\begin{cases}
L(\phi) = f(x) & \text{in } B_1 \setminus \{0\}, \\
\phi = 0 & \text{on } \partial B_1,
\end{cases}
\]

(21)

Theorem 3.1.

1. Under the assumption of Theorem 1.3 part 1 there is some \(C > 0\) such that for all \(f \in Y\) there is some \(\phi \in X\) which solves (21) and \(\|\phi\|_X \leq C \|f\|_Y\).

2. Under the assumption of Theorem 1.3 part 2 there is some \(C > 0\) such that for all \(f \in Y\) there is some \(\phi \in X\) which solves (21) and \(\|\phi\|_X \leq C \|f\|_Y\).

3. Under the assumptions of Theorem 1.3 part 3 there is some \(C > 0\) such that for all \(f \in Y_1\) there is some \(\phi \in X_1\) which solves (21) and \(\|\phi\|_X \leq C \|f\|_Y\).

4. Let \(0 < \gamma < N - 2\). There is some \(C > 0\) such that for all bounded and measurable \(f = f(r)\) there is some \(\phi = \phi(r)\) which solves (21) such that

\[
\sup_{0 < r < 1} (|\phi(r)| + |\phi'(r)|) \leq C \sup_{0 < r < 1} |f(r)|.
\]

Proof. 1 and 2. Define \(K : X \to Y\) by \(K(\phi) := pw^{p-1}\phi\). It is easily seen that \(K\) is a compact mapping from \(X\) to \(Y\) and note we can write \(L = L_\gamma + K\). So we have the desired result via Fredholm theory provided the only \(\phi \in X\) such that \(L(\phi) = 0\) is \(\phi = 0\). But this follows from Proposition 1.

3. This follows exactly the same proof as part 1 and 2 of the current theorem, we just need to check that \(K : X_1 \to Y_1\) is compact.

4. Given \(g\) define

\[
h(r) := \frac{1}{r^{\frac{N-1}{p-1}}} \int_{0}^{r} \frac{\tau^{N-1}}{\gamma + 1} g(\tau) d\tau,
\]
and define \( u(r) \) via 
\[
-u(r) = - \int_r^1 h(t) \, dt.
\]
Then \( u \) solves \((\gamma + 1) u''(r) + \frac{\gamma - 1}{r} u'(r) = g(r) \) in \( 0 < r < 1 \) with \( u(1) = 0 \). We now define the operator \( K_0 \) by \( K_0(g) = u \).

Some computations show that \( u \) satisfies the bounds
\[
\sup_{0 < r < 1} (|u(r)| + |u'(r)|) \leq C_3 \sup_{0 < r < 1} |g(r)|.
\]

This shows that the mapping \( K_0 : L^\infty_{rad}(B_1) \to L^\infty_{rad}(B_1) \) is compact. We now try and solve (21) and we will use the notation \( \phi(r) = a_0(r) \) and \( f(r) = b_0(r) \). Then note to solve \( L(a_0) = b_0(r) \) in \( 0 < r < 1 \) with \( a_0(1) = 0 \) we can write this as \( a_0 + K_0(\rho^{p-1}a_0) = K_0(b_0) \). We can apply Fredholm theory provided the kernel is trivial; i.e. the only \( a_0 \in L^\infty_{rad} \) such that \( a_0 + K_0(\rho^{p-1}a_0) = 0 \) is \( a_0 = 0 \); note we have the desired result after recalling Proposition 1. We can now apply Fredholm theory to see there is some \( C_0 > 0 \) such that \( \sup_{0 < r < 1} |a_0(r)| \leq C_0 \sup_{0 < r < 1} |K_0(b_0)| \) and it will be clear that \( \sup_{0 < r < 1} |K_0(b_0)| \leq C_1 \sup_{0 < r < 1} |b_0(r)| \) and hence we’d have \( \sup_{0 < r < 1} |a_0(r)| \leq C_2 \sup_{0 < r < 1} |b_0(r)| \). We now return to \( a_0 = K_0(b_0 - \rho^{p-1}a_0) \) and then note by the earlier estimate this gives
\[
\sup_{0 < r < 1} (|a_0(r)| + |a_0'(r)|) \leq C_3 \sup_{0 < r < 1} |b_0 - \rho^{p-1}a_0| \leq C_4 \sup_{0 < r < 1} |b_0|.
\]

\[ \square \]

4. The fixed point arguments.

4.0.1. Equation (3). Here we obtain a positive bounded solution \( u \) of (3) on \( B_1 \setminus \{0\} \) and recall we are looking for solutions of the form \( u = w + \phi \) where \( \phi \) solves (11). To prove the existence of \( \phi \) we will show that the nonlinear mapping \( J_\delta \) (as defined by \( J_\delta(\phi) = \psi \) where \( \psi \) satisfies (12)) is a contraction on a suitable space. In the process of doing this we will need the following facts: for \( p > 1 \) there is some \( C_p > 0 \) such that for all \( 0 < w \in \mathbb{R} \) and \( \phi, \hat{\phi} \in \mathbb{R} \)
\[
\begin{align*}
||w + \phi|^p - w^p|^p - \rho^{p-1}w^p - \rho^{p-1}(|\phi| - w^p) \leq C_p \left( w^{p-2}\phi^2 + |\phi|^p \right) \tag{22}
\end{align*}
\]
\[
\begin{align*}
|\hat{\phi} - (w + \rho^{p-1}(|\phi| - w^p)|\hat{\phi} - \phi)| \leq C_p \left( w^{p-2}|\phi| + |\hat{\phi}| + |\phi|^{p-1} + |\hat{\phi}|^{p-1} \right) |\hat{\phi} - \phi|.
\end{align*}
\]

The exact spaces we will work on will depend on the value of \( \gamma \); we split this into the cases \( \gamma > N - 2 \) and \( 0 < \gamma < N - 2 \). The first case will be the easy case and is fairly standard and we work directly in \( X \) (recall \( X \) depends on \( \sigma \) and \( t \)). For the second case we could do the same but the issue now is \( \phi \) can then be unbounded near the origin which would force \( u \) to be unbounded near the origin and recall we want \( u \) bounded. One could try and apply elliptic regularity but we prefer to avoid this since we are dealing with a nonstandard operator with possible issues at the origin. Additionally we want \( u = w + \phi \) to be positive and hence to show this we either need \( \phi \) small in \( L^\infty \) (with an additional argument near the boundary) or we can instead try and apply maximum principles to show \( u \) positive. We will use the first approach and so this causes us to use slightly more complicated function space.

Case 1. \( \gamma > N - 2 \). In this case we fix \( N < t < \infty \) and \( \sigma \) as in Theorem 1.3 part 2. We now show that \( J_\delta : X \to X \) (here \( X \) is defined as before with \( t \) and \( \sigma \) as above). Note by a scaling argument and the Sobolev imbedding there is some \( C_1 > 0 \) such that for all \( \zeta \in X \) we have
\[
\sup_{A_s} |\zeta| \leq \frac{C_1 \|\zeta\|_X}{s^\sigma}, \tag{24}
\]
for all \( 0 < s \leq \frac{1}{2} \). Let \( C > 0 \) be from Theorem 3.1 part 2.
Into. Let \( \phi \in B_R \subset X \) where \( 0 < R \leq 1 \) (here \( B_R \) is the closed ball of radius \( R \) centered at the origin in \( X \)) and let \( \psi = J_s(\phi) \) (we are attempting to show that \( J_s \) is into \( B_R \)). Then we have
\[
\| \psi \|_X \leq C |\delta| \|g| w + \phi|^{p-1} - w^p - pw_{p-1} \phi \|_Y,
\]
ote since \( Y \) is basically an supremum of a family of \( L^t \) norms we can replace the desired term with the upper bound coming from (22). It is easily seen that there is some \( C_2 > 0 \) (independent of \( 0 < R \leq 1 \)) we have \( C |\delta| \|g| w + \phi|^{p-1} \phi \|_Y \leq C_2 |\delta| \).

A direct computation shows that provided \( \sigma \leq \frac{2}{p-1} \) we have \( \| \phi \|_Y \leq C_2 R^{p} \) but note we have \( \sigma < 0 \) and hence this estimate holds. We now examine the term \( \| w^{p-2} \phi^2 \|_Y \). Note that for \( p < 2 \) there are some added difficulties for this term near the boundary of \( B_1 \). Note that using the above argument we have
\[
\sup_{0 < s \leq \frac{1}{4}} s^{2+\sigma} \frac{1}{t-N} \int_{A_s} w^{p-2} \phi \|\psi\|^2 dx \leq C_2 R^{2t}
\]
provided \( \sigma \leq 2 \), which again trivially holds since \( \sigma < 0 \). We now examine the portion of the norm for \( s \) close to \( \frac{1}{4} \) where for \( p < 2 \) the term \( w^{p-2} \) can cause problems. Using a scaling argument and the Sobolev imbedding we obtain the existence of some \( C_2 > 0 \) such that \( \| \phi(x) \| \leq C_2 R \delta(x) \) for all \( \frac{1}{2} \leq |x| \leq 1 \), where \( \delta(x) := \text{dist}(x, \partial B_1) \) is the Euclidean distance from \( x \) to \( \partial B_1 \). Using this estimate we see that
\[
\sup_{\frac{1}{2} \leq |x| < 1} w^{p-2} \| \phi \|^2 \leq \sup_{\frac{1}{2} \leq |x| < 1} w(x)^{pt} \left( \frac{C_2 R \delta(x)}{w(x)} \right)^{2t} \leq C_3 R^{2t},
\]
(25) since \( w(x) \geq \varepsilon \delta(x) \) on \( B_1 \) for some \( \varepsilon > 0 \) small enough. From this and the earlier estimate we can conclude \( \| w^{p-2} \phi^2 \|_Y \leq C_2 R^2 \). Combining the estimates shows that \( \| \psi \|_X \leq C_4 |\delta| + C_4 R^2 + C_4 R^p \) and hence for \( J_s \) to be into \( B_R \) it is sufficient that
\[
C_2 \left( |\delta| + R^2 + R^p \right) \leq R.
\]
(26)

Contraction. Let \( \hat{\phi}, \phi \in B_R \) and \( J_s(\hat{\phi}) = \hat{\psi}, J_s(\phi) = \psi \). Then we have
\[
-L(\hat{\psi} - \psi) = \delta g \left( |w + \hat{\phi}|^p - |w + \phi|^p \right) + |w + \hat{\phi}|^p - |w + \phi|^p - pw_{p-1}(\hat{\phi} - \phi).
\]
Using (23) we see
\[
\frac{\| \hat{\psi} - \phi \|_X}{C_p} \leq C |\delta| \left\{ \| w^{p-2}(|\hat{\phi}| + |\phi|) + |\hat{\phi}|^{p-1} + |\phi|^{p-1} + pw_{p-1} \| Y \ight. \right. + \left. \left. \| w^{p-2}(|\hat{\phi}| + |\phi|) + |\hat{\phi}|^{p-1} + |\phi|^{p-1} \| Y \right\|_Y \right. \right. 
\]
and note the first term on the right differs from the second by only the linear term \( pw_{p-1} |\hat{\phi} - \phi| \) and hence we can drop the first term on the right by taking \( \delta > 0 \) small. Writing out the estimate \( \| |\phi|^{p-1} |\hat{\phi} - \phi|_Y \) we see provided \( 2 - \sigma(p-1) \geq 0 \) then we have this term is bounded above by \( C R^{p-1} |\hat{\phi} - \phi|_X \). We now examine the term \( \| w^{p-2} |\hat{\phi} - \phi|_Y \). A computation shows that
\[
\| w^{p-2} |\hat{\phi} - \phi|_Y \leq \sup_{0 < s \leq \frac{1}{4}} \left( s^{2t} \sup_{A_s} w^{(p-2)t} |\phi|^t \right) \| \hat{\phi} - \phi |_X^t.
\]
As before the case of \( p < 2 \) causes an added issue for \( s \not> \frac{1}{4} \). Using (25) we see \( \sup_{\frac{1}{4} < s \leq \frac{1}{2}} s^{2t} \sup_{A_s} w^{(p-2)t} |\phi|^t \leq C_4 R^t \) and hence we need to just obtain an estimate for \( 0 < s \leq \frac{1}{4} \). Note that a computation shows \( \sup_{0 < s \leq \frac{1}{4}} s^{2t} \sup_{A_s} w^{(p-2)t} |\phi|^t \leq


$C_4 R^t$ provided $2 - \sigma \geq 0$ which we have. Combining all these results we arrive at: by fixing $0 < R$ sufficiently small and then taking $|\delta|$ sufficiently small we see that we have $\|\psi - \psi\|_{X} \leq K_0 |\dot{\phi} - \phi|_{X}$ where $K_0 < 1$. Moreover by fixing $0 < R$ small and then taking $|\delta|$ small we see we can satisfy (26) and hence $J_{\delta}$ is a contraction on $B_R$. By applying Banach’s fixed point theorem we see $J_{\delta}$ has a fixed point $\phi$ and hence $u = w + \phi$ solves (3) in $B_1 \setminus \{0\}$ but with $u^p$ replaced with $|u|^p$. By taking into account the function spaces we see that $u$ is bounded and by taking $R > 0$ small we see that $u$ is positive provided we stay away from $\partial B_1$. Since $\sup_{\frac{1}{2} < |r| < 1} |\nabla \phi| \leq C_0 R$ and since $w'(1) < 0$ we see that by taking $R$ small that we have $u = w + \phi > 0$ in $B_1$.

**Case 2.** $0 < \gamma < N - 2$. Let $N < t < \infty$ and $\sigma$ as in Theorem 3 part 3. We now define the space we work in. Given $\hat{\phi}(x) \in L^2_{loc}(B_1 \setminus \{0\})$ we write

$$\hat{\phi}(x) := \sum_{k=0}^{\infty} a_k(r) \psi_k(\theta) = a_0(r) + \sum_{k=1}^{\infty} a_k(r) \psi_k(\theta) =: \phi_0(r) + \phi_1(x).$$

Define the $\hat{X}$ norm of $\phi$ via

$$\|\phi\|_{\hat{X}} = \sup_{0 < r < 1} \left\{ |\phi_0(r)| + |\phi'_0(r)| \right\} + \|\phi_1\|_X,$$

and we impose the boundary condition $\phi = 0$ on $\partial B_1$. Let $B_R$ denote the closed ball or radius $R$ centered at the origin in $\hat{X}$.

**Into.** Let $\phi \in B_R$ and $\psi := J_{\delta}(\phi)$. Then note there is some $C > 0$ (independent of $0 < R \leq 1$) such that $\|\phi\|_{L^\infty} \leq C \|\phi\|_{\hat{X}}$ and so $|\phi(x)| \leq CR$. Let $f$ denote the right hand side of (12) and note we have $|f(x)| \leq C (|\delta| + w^{p-2} \phi^2 + R^p)$ and in the case of $p < 2$ an additional argument shows that $|f(x)| \leq C (|\delta| + R^2 + R^p)$. We write $f(x) = f_0(r) + f_1(x)$ where we are using the notation introduced to decompose $\phi(x) = \phi_0(r) + \phi_1(x)$ and then one sees that $|f_0(r)| \leq C (|\delta| + R^2 + R^p)$. From this an the earlier ODE arguments we see that

$$\sup_{0 < r < 1} (|\psi_0(r)| + |\psi'_0(r)|) \leq C \left( |\delta| + R^2 + R^p \right),$$

since $-L(\psi_0) = f_0$. Now note that $-L(\psi_1) = f_1(x) = f(x) - f_0(r)$ and using the estimates on $f(x)$ and $f_0(r)$ we see that $|f_1(x)| \leq C (|\delta| + R^2 + R^p)$. But using the linear theory for $L$ we have $||\psi_1||_X \leq C ||f_1||_Y$ and note that provided $2 + \sigma \geq 0$ we can translate the $L^\infty$ bound on $f_1$ to a $Y$ bound on $f_1$. So provided $\sigma \geq -2$ we have $||\psi_1||_X \leq C ||f_1||_Y \leq C (|\delta| + R^2 + R^p)$. So note for $\psi = J_{\delta}(\phi) \in B_R \subset \hat{X}$ it is sufficient that

$$2C \left( |\delta| + R^2 + R^p \right) \leq R. \quad (27)$$

**Contraction.** Let $\hat{\phi}, \phi \in B_R \subset \hat{X}$ and $\hat{\psi} := J_{\delta}(\hat{\phi})$ and $\psi := J_{\delta}(\phi)$. Then we have

$$-L(\psi - \phi) = \delta g \left( |w + \hat{\phi}|^p - |w + \phi|^p \right) + \left\{ |w + \hat{\phi}|^p - |w + \phi|^p - pw^{p-1}(\hat{\phi} - \phi) \right\}$$

$$= F^1 + F^2 = F.$$

By (23) we have

$$|F^2| \leq C w^{p-2} (|\hat{\phi}| + |\phi|) + |\phi|^{p-1} + |\hat{\phi}|^{p-1} |\hat{\phi} - \phi|,$$

and

$$|F^1| \leq C |\delta| g C w^{p-2} (|\hat{\phi}| + |\phi|) + |\phi|^{p-1} + |\hat{\phi}|^{p-1} + pw^{p-1} |\hat{\phi} - \phi|.$$
Note that from earlier arguments we have \( \sup_{B_1} |\phi| \leq CR \). From this and an additional argument in the case of \( p < 2 \) (which we have already done) we see that
\[
|F(x)| \leq C(R + R^{p-1} + \delta)|\phi(x) - \phi(x)|.
\]
(28)
Using this and the earlier ode results we see
\[
\sup_{0 < r < 1} \left\{ |\hat{\psi}_0(r) - \psi_0(r)| + |\hat{\psi}'_0(r) - \psi'_0(r)| \right\} \leq C(R + R^{p-1} + \delta) \sup_{0 < r < 1} \int_{|\theta|=1} |\phi(r\theta) - \phi(r\theta)| d\theta,
\]
and using the fact \( \|\zeta\|_{L^\infty} \leq C\|\zeta\|_\hat{X} \) we arrive at
\[
\sup_{0 < r < 1} \left\{ |\hat{\psi}_0(r) - \psi_0(r)| + |\hat{\psi}'_0(r) - \psi'_0(r)| \right\} \leq C(R + R^{p-1} + \delta)\|\hat{\phi} - \phi\|_\hat{X}.
\]
Now note that \( -L((\hat{\psi} - \psi)_1) = F_1 \) and hence \( \|(\hat{\psi} - \psi)_1\|_X \leq C\|F_1\|_Y \). Note that from the earlier computations we have
\[
|F(x)|, |F_0(r)| \leq C(R + R^{p-1} + \delta)\|\hat{\phi} - \phi\|_\hat{X},
\]
and hence we have the same pointwise bound for \( F_1 \). This shows that for \( \sigma \geq -2 \) we have \( \|F_1\|_Y \leq C(R + R^{p-1} + \delta)\|\hat{\phi} - \phi\|_\hat{X} \) and hence we have
\[
\|(\hat{\psi} - \psi)_1\|_X \leq C(R + R^{p-1} + \delta)\|\hat{\phi} - \phi\|_\hat{X}.
\]
Combining this with the earlier result we have
\[
\|\hat{\psi} - \psi\|_\hat{X} \leq 2C(R + R^{p-1} + \delta)\|\hat{\phi} - \phi\|_\hat{X},
\]
and hence we see \( J_2 \) a contraction on \( B_R \subset \hat{X} \) provided we have \( 2C(R + R^{p-1} + \delta) < 1 \) and (27) holds. Fix \( 0 < R \) very small and then take \( |\delta| \) sufficiently small and we easily satisfy the two conditions. By taking \( R > 0 \) small and using the bound on the gradient of \( \phi \) near \( \partial B_1 \) (and the fact that \( w'(1) < 0 \)) we see \( u = w + \phi > 0 \) in \( B_1 \).

4.0.2. Equation (4). In this section we want to prove the existence of positive solutions of (4) which rewrite in terms of \( y \in \Omega_\delta; \)
\[
\begin{cases}
-\Delta_y u(y) - \gamma \sum_{i,j=1}^N \frac{w_i y_j}{|y|^2} u_{y_i y_j}(y) = |u(y)|^p & \quad y \in \Omega_\delta \setminus \{0\}, \\
u = 0 & \quad y \in \partial \Omega_\delta,
\end{cases}
\]
(29)
where \( \Omega_\delta \) is a small perturbation of the unit ball in \( \mathbb{R}^N \) (and note we replaced \( u^p \) with \( |u|^p \).)

We now perform a change of variables to reduce the problem to one on the unit ball (we take this change of variables from [8]). Fix \( \psi : \overline{B_1} \to \mathbb{R}^N \) (and for simplicity of notation we assume \( \psi(0) = 0 \); otherwise \( u \) would be singular at \( y_\delta = \delta \psi(0) \)) be a smooth map and for \( \delta > 0 \) define
\[
\Omega_\delta := \{ x + \delta \psi(x) : x \in B_1 \}.
\]
This domain will be the small perturbation of the unit ball we work on. There is some small \( \delta_0 > 0 \) such that for all \( 0 < \delta < \delta_0 \) one has that \( \Omega_\delta \) is diffeomorphic to the unit ball \( B_1 \). Let \( y = x + \delta \psi(x) \) for \( x \in B_1 \) and note there is some \( \psi \) smooth such that \( x = y + \delta \hat{\psi}(\delta y) \) for \( y \in \Omega_\delta \). Given \( u(y) \) defined on \( y \in \Omega_\delta \) or \( v(x) \) defined on \( x \in B_1 \) we define the other via \( u(y) = v(x) \). So to find a positive singular solution \( u(y) \) of (29) it is sufficient to find a positive singular solution \( v(x) \) of some, to be determined equation, on the unit ball. To compute the equation for \( v(x) \) we will
use the chain rule, but we mention that the computation becomes somewhat messy. A computation shows that
\[ u_{y_i y_j} = v_{x_i x_j} + \delta \sum_{i=1}^{N} v_{x_i x_i} \tilde{v}_{y_j} + \delta \sum_{k=1}^{N} v_{x_k x_j} \tilde{v}_{y_i} + \delta^2 \sum_{k,l=1}^{N} v_{x_k x_l} \tilde{v}_{y_i} \tilde{v}_{y_j} \]
\[ + \delta^2 \sum_{k,l=1}^{N} v_{x_k x_l} \tilde{v}_{y_i} \tilde{v}_{y_j} + \delta \sum_{k=1}^{N} v_{x_k} \tilde{v}_{y_i} \tilde{v}_{y_j} \]
and using this formula we can write \( \Delta_y u(y) = \Delta_x v(x) + E_\delta(v) \) and \( u_{y_i y_j} = v_{x_i x_j} + E^{i,j}_\delta(v) \). Also we have
\[ y_i y_j \frac{v_{x_i x_j}}{|y|^2} + \delta (x_i \psi + \psi x_i) + \delta^2 |\psi|^2 \]
So \( u(y) \) solves (29) if \( v(x) \) solves
\[ 0 = \Delta v + E_\delta(v) + \gamma \sum_{i,j=1}^{N} \frac{y_i y_j}{|y|^2} \left( v_{x_i x_j} + E^{i,j}_\delta(v) \right) + |v|^p \quad \text{in } B_1 \setminus \{0\}, \quad (30) \]
with \( v = 0 \) on \( \partial B_1 \). We look for solutions of the form \( v(x) = w(x) + \phi(x) = w(r) + \phi(x) \). A computation shows that \( \phi \) must satisfy
\[ -L(\phi) = |w + \phi|^p - w^p - \mu w^{p-1} \phi \]
\[ + \gamma \sum_{i,j=1}^{N} \frac{y_i y_j}{|y|^2} \left( x_i x_j - \frac{|x|^2}{|x|^2} \right) \phi_{x_i x_j} \]
\[ + \gamma \sum_{i,j=1}^{N} \frac{y_i y_j}{|y|^2} \left( E^{i,j}_\delta(w) + E^{i,j}_\delta(\phi) \right) \]
\[ + \gamma \sum_{i,j=1}^{N} \frac{y_i y_j}{|y|^2} \left( x_i x_j - \frac{|x|^2}{|x|^2} \right) w_{x_i x_j} \quad \text{in } B_1 \setminus \{0\}, \quad (31) \]
with \( \phi = 0 \) on \( \partial B_1 \). Note we replaced the \( v^p \) term with \( |v|^p \), which is standard practice and one then later shows \( v > 0 \). Note all terms on the right hand side, except \( |w + \phi|^p - w^p - \mu w^{p-1} \phi \), are perturbation terms which are zero when \( \delta = 0 \). As before we hope to find a solution of the above via a fixed point argument. Towards this define \( J_\delta(\phi) = \psi \) where
\[ -L(\psi) = |w + \phi|^p - w^p - \mu w^{p-1} \phi \]
\[ + \gamma \sum_{i,j=1}^{N} \frac{y_i y_j}{|y|^2} \left( x_i x_j - \frac{|x|^2}{|x|^2} \right) \phi_{x_i x_j} \]
\[ + \gamma \sum_{i,j=1}^{N} \frac{y_i y_j}{|y|^2} \left( E^{i,j}_\delta(w) + E^{i,j}_\delta(\phi) \right) \]
\[ + \gamma \sum_{i,j=1}^{N} \frac{y_i y_j}{|y|^2} \left( x_i x_j - \frac{|x|^2}{|x|^2} \right) w_{x_i x_j} \quad \text{in } B_1 \setminus \{0\}. \quad (32) \]

**Proof of Theorem 1.2.** Let \( X, Y \) denote the spaces as defined before where either we are taking \( \sigma \) positive or negative along with the extra assumptions on \( \sigma \). Then one can easily see that \( J_\delta \) is a contraction on \( B_R \) (closed ball of radius \( R \) centered at the origin in \( X \)) provided \( 0 < R \) is fixed small and then \( \delta > 0 \) is chosen small
enough. Also by taking $R$ sufficiently small we see that $v = w + \phi$ is not indentically zero.

1. In the case of $\gamma > N - 2$ (and hence $\sigma < 0$) for any $\varepsilon > 0$ we can take $R > 0$ small enough such that $v = w + \phi$ is positive and bounded away from zero on $|x| < 1 - \varepsilon$. Also note that via the Sobolev imbedding we can make the gradient of $\phi$ small away from the origin. Since $u'(1) < 0$ we see this forces $v > 0$ near $|x| = 1$. Hence in the case of $\gamma > N - 2$ we can find a positive bounded solution $v$.

2. In this case we can still follow the above procedure to obtain a solution $v(x) = w(x) + \phi(x)$ of (30). The relevant linear theory we are using is Theorem 3.1 part 1 and we will later take $\sigma > 0$ sufficiently small. Note that by taking $R > 0$ small we have $v > 0$ away from the origin. But we might still have $v$ change sign near the origin and also it might blow up at the origin. So we have a nonzero solution $v$ of (30) and hence $u$ is a nonzero solution of (29). Also note we have $u \in W^{2,1}_s(\Omega_N \setminus \{0\})$ with the bounds $|u(y)||y|^\sigma + |\nabla u(y)||y|^{\sigma+1} \leq C$ for all $y \in \Omega_N \setminus \{0\}$; after considering the bounds on $v$ and using the Sobolev Imbedding Theorem. Also one can see $u$ inherits the same regularity of $v$ near the origin; ie for $s > 0$ small we have

$$s^{(2+\sigma)\frac{t-N}{2}} \int_{s<|y|<2s} |D^2 u(y)|^t dy \leq C.$$ 

If we let $f(y) := -|u(y)|^p$ then $f \in L^T(\Omega_\delta)$ for all $T < \frac{N}{\sigma p}$ after considering the bound on $u$. So rewriting the equation for $u$ in terms of $f$ we get

$$\begin{cases}
L_\gamma(u)(y) = \Delta_y u(y) + \gamma \sum_{i,j=1}^N \frac{u_{y_i} u_{y_j}}{|y|^2} u_{y_i y_j}(y) = f(y) & \text{in } \Omega_\delta \setminus \{0\}, \\
u = 0 & \text{on } \partial \Omega_\delta.\\
\end{cases}$$

(33)

Now recall $X$ was a space of functions defined on the punctured unit ball with certain regularity assumptions. We let $\tilde{X} := \{u : \exists v \in X \text{ with } u(y) = v(x)\}$. So note that $u \in \tilde{X}$. We now prove a maximum principle and then return to the proof of part 2 of the theorem.

**Lemma 2. (Maximum Principle)** Suppose $u \in \tilde{X}$ with $-L_\gamma(u)(y) = -f(y) \geq 0$ in $\Omega_\delta \setminus \{0\}$ where $f$ is sufficiently regular away from the origin and has slight blow up at the origin; for our purposes it is sufficient that we assume $f$ is of the form $f(y) = -|u(y)|^p$ where $|w(y)||y|^\sigma + |\nabla w(y)||y|^{\sigma+1} \leq C$ in $\Omega_\delta$. Then $u \geq 0$ in $\Omega_\delta \setminus \{0\}$.

Note in the above lemma that $u$ is arbitrary, but of course we will apply the lemma for our specific $u$.

**Proof.** For $\varepsilon > 0$ small we set $u_\varepsilon$ to be a solution of

$$\begin{cases}
-L_\gamma(u_\varepsilon)(y) = -f(y) & \text{in } \Omega_{\delta,\varepsilon} := \Omega_\delta \setminus B_{\varepsilon}, \\
u_\varepsilon = 0 & \text{on } \partial \Omega_{\delta,\varepsilon}.\\
\end{cases}$$

(34)

By the maximum principle we have $u_\varepsilon \geq 0$ in $\Omega_{\delta,\varepsilon}$. Under the assumption that $\sigma < \frac{N-2-\gamma}{1+\gamma}$ we can use a maximum principle argument to see that

$$0 \leq |y|^\sigma u_\varepsilon(y) \leq \frac{\sup_{z \in \Omega_{\delta,\varepsilon}} |z|^{2+\sigma} |f(z)|}{\sigma(N-1-(\sigma+1)(1+\gamma))},$$

for all $y \in \Omega_{\delta,\varepsilon}$. To see this note that for $C > 0$ we have

$$-L_\gamma(C|y|^{-\sigma}) = \frac{C\sigma \{N-1-(\sigma+1)(1+\gamma)\}}{|y|^{\sigma+2}},$$
and we can now apply the comparison principle for \(-L_\gamma\) on \(\Omega_{\delta,\epsilon}\) to compare \(u_\epsilon\) and \(C|y|^{-\sigma}\). For a suitable choice of \(C\) we get the desired estimate above. Using a scaling argument along with the equation satisfied by \(u_\epsilon\) we can show that \(u_\epsilon\) satisfies second order weighted \(L^t\) estimates on \(\Omega_{\delta,\epsilon}\) similar to the estimates that \(v\) satisfies on \(B_1 \setminus \{0\}\). Using a diagonal argument and passing to a subsequence one can show there exists some \(\tilde{u}\) such that \(u_\epsilon \rightharpoonup \tilde{u}\) in \(W^{2,t}_{loc}(\Omega_{\delta,\epsilon})\) and \(L_\gamma(\tilde{u})(y) = f(y)\) in \(\Omega_\delta \setminus \{0\}\) with \(\tilde{u} = 0\) on \(\partial \Omega_\delta\). Moreover \(\tilde{u}\) satisfies the same weighted \(L^t\) estimates near the origin as \(u\). From this we can conclude that \(\tilde{u} \in \tilde{X}\). Hence if we can show the kernel of \(L_\gamma\) is trivial on \(\tilde{X}\) then we’d have \(\tilde{u} = u\) and hence \(u\) is nonnegative.

We now transform variables to the unit ball. Hence it’s sufficient to show the kernel of \(L_\gamma,\delta\) is trivial in \(X\) where

\[
L_{\gamma,\delta}(v) := L_\gamma(v) + E_\delta(v) + \gamma \sum_{i,j=1}^N \frac{y_i y_j}{|y|^2} E^{i,j}_\delta (v).
\]

To see this note that there is some \(C > 0\) such that

\[
\|E_\delta(v) + \gamma \sum_{i,j=1}^N \frac{y_i y_j}{|y|^2} E^{i,j}_\delta (v)\|_Y \leq C \delta \|v\|_X,
\]

for all small \(\delta > 0\) and hence if \(v\) in the kernel of \(L_{\gamma,\delta}\) we arrive at \(\|v\|_X \leq C \delta \|v\|_X\); which shows the kernel must be trivial for small \(\delta\). This completes the proof of the maximum principle.

We now let \(u\) denote the solution of the nonlinear problem as above. From the above lemma we have \(u \geq 0\). Our goal is to now show that \(u\) is bounded on \(\Omega_\delta\). Away from the origin its clear \(u\) is bounded. We assume that \(\delta > 0\) is small enough such that \(B_{\frac{\delta}{2}} \subset \subset \Omega_\delta\). Set \(U(y) := u(y)\phi(y)\) where \(0 \leq \phi \leq 1\) is a smooth cut off with \(\phi = 1\) in \(B_\frac{\delta}{4}\) and \(\phi \in C^\infty_c(B_{\frac{\delta}{4}})\). Then a computation shows that

\[
L_\gamma(U) = g \text{ in } B_1 \setminus \{0\}, \quad U = 0 \text{ on } \partial B_1,
\]

where

\[
g(y) = f(y)\phi(y) + 2 \nabla u \cdot \nabla \phi + u \Delta \phi
\]

\[
+ \sum_{i,j=1}^N \left( \frac{y_i y_j}{|y|^2} \left( u_{,i}\phi_{,y_j} + u_{,y_j}\phi_{,i} + u\phi_{,y_iy_j} \right) \right).
\]

Note \(g\) is as smooth near the origin as \(f\) is and recalling the pointwise bound on \(u\) near the origin gives \(|f(y)||y|^{\sigma p} \leq C\) on \(\Omega_\delta \setminus \{0\}\) and hence \(|y|^{\sigma p}|g(y)| \leq C\) on \(B_1 \setminus \{0\}\). For notational convenience we rename the variable \(y\) by \(x\) since we are on the unit ball; but note we are not using the change of variables. As before we write in spherical harmonics as \(U(x) = \sum_{k=1}^\infty a_k(r)\psi_k(\theta)\) and we decompose \(U\) and \(g\) as before. So we write \(U(x) = U_0(r) + U_1(x)\) and \(g(x) = g_0(r) + g_1(x)\) where \(U_1, g_1\) have no \(k = 0\) modes. Then we have \(L_\gamma(U_i)(x) = g_i(x)\) in \(B_1 \setminus \{0\}\) with \(U_i = 0\) on \(\partial B_1\). Fix \(\sigma_1 < 0\) but sufficiently close to zero such that \(\sigma_1\) satisfies (8) (where we are replacing \(\sigma\) with \(\sigma_1\)). By taking \(|\sigma_1|\) smaller we can assume \(\sigma_1 + 2 - \sigma p > 0\) and hence \(|x|^{\sigma_1 + 2} g_1(x)\) is bounded for all \(0 < |x| < 1\) (a standard argument shows that \(g_1\) satisfies the same pointwise estimates as \(g(x)\)). This shows that \(g_1 \in Y_1\) (with respect to \(\sigma_1\) see Theorem 1.3 part 3). So we can now apply Theorem 1.3 part 3 to see that \(U_1 \in X_1\) (again with respect to \(\sigma_1\)) and hence \(U_1\) is bounded. To complete the proof we need to show that \(U_0\) is bounded. Consider the proof of Theorem 3.1
part 4 where we obtain an explicit solution for an ode. Using this we can get an explicit formula for a solution of the equation for $U_0$. To see this formula really gives $U_0$ we note that $L_\gamma$ is an isomorphism between spaces $X$ and $Y$ (and does not interact between different modes). So from this we see

$$-U_0(R) = \int_R^1 h(r) dr,$$

where

$$h(r) := \frac{1}{r^{\frac{N-1}{\gamma}}} \int_0^r \frac{\tau^{\frac{N-1}{\gamma}} g_0(\tau)}{\gamma + 1} d\tau.$$

Using the bound $|g_0(\tau)| t^{\sigma p} \leq C$ we see by taking $\sigma > 0$ small enough that we have $U_0$ bounded and this completes the proof. \hfill \Box
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