FPGA Prototype Implementation of Digital Hearing Aid from Software to Complete Hardware Design
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Abstract—The design and implementation of digital hearing aids requires a detailed knowledge of various digital signal processing techniques used in hearing aids like Wavelet Transforms, uniform and non-uniform Filter Banks and Fast Fourier Transform (FFT). In this paper the design and development of digital part of hearing aid is divided into three different phases. In the first phase review and Matlab simulation of various signal processing techniques used in the digital hearing aids is presented. In the second phase a software implementation was carried out and the firmware was designed for the Xilinx Microblaze softcore processor system. In the third phase everything was moved into hardware using VHDL hardware description language. The implementation was done on Xilinx Field Programmable Gate Array (FPGA) Development Board.
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I. INTRODUCTION

It is in this context interesting to know how the human ear works because the underlying working principle of a hearing aid device is the same [3]. The human ear is a very complex organ. The basic structure is divided into three parts. Outer ear, middle ear and inner ear [7]. The outer ear receives the signal and directs it towards the middle ear. In the hearing aid this is usually done by directional microphones. The middle ear performs three basic functions. Firstly it acts as an impedance matching network, secondly it acts as an amplifier, thirdly and most importantly it splits the signal into different frequencies. A hearing aid device use some kind of Independence matching network, it also contains pre-amplifier stages and post-amplifiers, and also uses some kind of signal processing techniques, that is different frequency bands could be manipulated according to the patients need. The third part which is the inner ear works like a spectrum analyzer. It encodes the signal at different frequencies, makes different nerve cells resonate and transmit short pulses to the brain. In hearing aids after analyzing different frequencies we process them and then feed them to a digital analog converter in case of digital hearing aids. Fig. 1. and 2. shows a pictorial comparison between the human ear and a digital hearing aid. The frequency range of hearing for a normal human is 20 Hz to 20 kHz. Human hearing is most sensitive in the range of 1 kHz to 4 kHz. [12]. There are two important parameters which effects hearing. One is loudness that is the intensity of sound and the other one is pitch, which is the frequency of the fundamental component in the sound. Human ears are designed to perceive sound on a logarithmic frequency and amplitude scale. The doubling of frequency will be perceived the same no matter what the frequency will be, for instance the doubling from 200Hz to 400Hz will be perceived the same as from 2kHz to 4kHz. Same is true for amplitude, if we double the amplitude with the same ratio no matter what the amplitude is, it will be perceived as same. We normally express sound level in dB. Normal speech is around 60dB. If the ear is exposed to 85dB the ear is at risk and the sound pressure level is harmful. Above 140dB the hearing will most certainly get damaged [13].

![Figure 1: Structure of Human Ear](image)

Normally the patient can suffer from three types of hearing losses [17], [18]. Patients suffering from sensory neural loss have some kind of damage to the auditory nerve. Some of the auditory nerves do not properly resonate with their designated frequencies and are not able to send short pulses to the brain. The other kind of loss is conductive loss in which the middle ear gets damaged and one does not get sound signals properly. The third kind of hearing loss is due to both conductive and sensory neural loss and is called mixed hearing loss. Sensory neural loss could be treated by using hearing aids, which magnifies the sound signals or cochlear implants [2], which stimulate the nerve cells directly. Nerve cells convert them to pulses which are then decoded by the brain. In case of conductive loss if the middle ear is not totally damaged hearing aid device would help by amplification of the signal in band of interest. The Hearing Aids cannot solve all hearing related issues of patients.

II. TYPES OF HEARING AIDS

We can divide hearing aids on the basis of functionality and placement [20], [22]. In Analog Hearing Aids every thing is composed of analog components. Analog processing is carried
Hearing Aids could also be categorized on the basis of how they are placed on the human body [21]. Following is a brief description of different hearing aids. Completely in the Canal (CIC): As the name suggests they are completely in the ear canal. They are not visible from outside and are for people who don’t want other people to see that they are suffering from some kind of hearing loss. They are very costly. In the Canal (ITC): It is hardly visible from outside and is also a costly choice. It is good for conductive hearing losses. Behind The Ear (BTE): These kinds of hearing aids rest behind the ear. They are not costly and they are visible to other people. Body Worn Hearing Aids: They are most simple and bigger in size. They are the least expensive. These hearing aids consists of a case, cord and an ear mold. Bone Anchored Hearing Aid: Another type of hearing aid is the bone anchored hearing aid. It is implanted into the skull through operation. This kind of hearing aid can treat people having conductive loss. This kind of hearing aid transmits sound directly to the hearing nerve.

III. SIGNAL PROCESSING TECHNIQUES

Consider telecommunication, avionics, medical and many others, all contain very sophisticated electronics [19]. It contains everything from software running on some embedded processor to ASIC. Power, timing and area are major concerns for many of these electronic designs. Most of the electronic devices that interact with the environment or the physical world contain some kind of signal processing technique in them. It could be an algorithm or a digital filter. Digital hearing aids do contain very sophisticated algorithms and filters [20], [23]. They may also contain different transforms for time to frequency domain conversion. In all hearing aid devices one of the basic purposes is to amplify sound in specific frequency bands of interest. There are some well know digital techniques to do this. Most common are uniform filter banks, non uniform filter banks, wavelet transform and fast Fourier transform. In all of the techniques the frequencies are split into different bands. Some patients have hearing problems in the lower frequency bands whereas some patients have problems in high frequency bands. After splitting the sound into different frequency bands amplification can be done according to the patients needs. The next sections contains an overview of these signal processing techniques.

A. Uniform Filter Banks

A filter bank is nothing but a group of parallel low pass, band pass and high pass filters [30]. They are used commonly in audio systems among them in hearing aids. The basic idea is to give a common input and analyze the spectrum by splitting it into different frequency bands. In uniform filter banks all the filters have equal bandwidth. All filters use a common input signal sampled at the same frequency. Fig. 3. shows the basic architecture of the uniform filter bank. The input is common to all filter banks and the frequency split signals are then multiplied by the amplification factors and at the end the signals are added together. The best thing about uniform filter banks is that the architecture is very simple. It is also very easy to implement in hardware. Lets say that the sampling frequency is 8kHz and we have 4 filter banks each with a bandwidth of 1Khz. Fig. 4. shows the basic idea of band division. The bands in uniform filter banks are uniformly distributed therefore it does not provide sufficient resolution at low frequencies for the logarithmic behavior of hearing. Increasing the number of bands will fix the resolution problem at low frequencies but will give unnecessary high resolution at high frequencies. Another point to consider is the number of filter coefficients in each filter. If the number of coefficients is greater in number, no doubt the frequency response will be better but at the same time it will increase the latency which is the delay from input to output and the acceptable latency of human ear is 12ms. The dynamic switching power will also be worst in the case of uniform filter banks because of the number of multiplications and additions needed. There could also be leakage at the cut off frequencies of the filter due to the overlapping of bands.

B. Non-Uniform Filter Bank

The best thing about non-uniform filter banks is that they can exhibit the same behavior as the human ear does i.e. it can be designed logarithmically [31]. It is simpler than FFT or wavelets to implement in hardware. Fig. 5. shows the basic architecture of non uniform filter bank which is the same as for the uniform filter banks only the filter cutoff frequency changes. Lets consider a sampling frequency of 8

![Figure 2: Block Diagram of Hearing Aid](image)

![Figure 3: Uniform Filter Bank](image)
kHz and the division of bands is non-uniform and in this case is logarithmic. The behavior is more close to the human ear as it is logarithmically divided. By using this approach better resolution could be achieved at lower frequencies. Fig. 5. shows the graphical representation of the basic idea of non-uniform filter banks. As the figure shows the resolution is better at low frequency.

C. Wavelet Transform

Wavelet is another type of very well known transform used in hearing aids. It suits many real time applications. Wavelet works logarithmically therefore it has better frequency resolution at low frequencies [37], [38]. At the same time it has better timing resolution at higher frequencies. The architecture of the wavelets is a bit harder to implement as compared to filter banks. Fig. 6. shows the basic architecture of the wavelet transform. The signal passes through a high pass filter and a low pass filter in parallel and then gets down-sampled by a factor of two. The high pass and low pass filters split the frequency range into two equally sized bands. The signal from the low pass filter is again passed through a high pass filter and a low pass filter and down sampled. This is how the system gets better frequency resolution at lower frequencies. The process can go on further with more bands. For the inverse wavelet the signal is up-sampled and passes through high pass and low pass filters and the signals are then added as shown in Fig. 7.

D. Discrete Fourier Transform

The Discrete Fourier Transform (DFT) is another well known transform. It converts the time domain signal into a frequency domain signal [24], [27]. Equation (1) shows the mathematical representation of the DFT.

\[
X[K] = \sum_{n=0}^{N-1} x[n] e^{-j2\pi kn/N}
\]

The complexity of the DFT is \(N^2\) where \(N\) is the number of samples. For example if we take a 16 point DFT then it will require 256 complex multiplications and 256 complex additions which is really expensive in terms of computations. It would take a lot of power to compute bigger DFT’s and it is not realistic to use DFT. Discrete Cosine Transform (DCT) is another choice which is basically a DFT but only contain the real part of the signal. Still DCT requires lots of computations. In terms of hardware DFT and DCT are both very expensive.

E. Fast Fourier Transform

There is a highly efficient way of calculating the DFT, the well known Fast Fourier Transform (FFT) [28], [29]. It reduces the complexity of the calculations to \(N \cdot \log_2 N\). To compute a 16 point FFT requires only 64 additions and multiplications which is much less compared to computing DFT. Increasing the number of FFT points will give even better calculation gain. The signal on which the FFT is to be applied should have \(N = 2^n\) samples. FFT is really efficient in terms of less hardware i.e. it will reduce both power and area. In hearing aids the basic idea is to transform the time domain signal into the frequency domain, then amplify the frequency bands of interest and then transform the signal back to the time domain. This is exactly what a healthy cochlea [25], [26] does, a biological Fourier transform which separate sound into high and low frequency bands. To take care of some of the hearing problems FFT could be used to amplify specific band of interest. As FFT is used to transform the time domain signal into the frequency domain one could use some noise reduction algorithm [39], [40] after the FFT to manipulate frequencies for better hearing in case of noisy places like markets etc. Directionality is another issue, after the FFT some directional algorithms could be of help to improve directionality as well [15], [16]. This could be achieved in such hearing aids where dual microphones are present [8], [9]. In many cases where voice could be reflected from walls and windows and...
other objects may cause echo in hearing aid devices and can be noticeable, echo cancellation algorithms could be used to overcome such problems [10], [11]. The problem with FFT in hearing aids is that frequency resolution is linear so at lower frequencies the resolution will be low for a FFT with few points. It is a bit harder to implement than filter banks. FFT with non-uniform filter banks at low frequencies could give really good results. This could be achieved by diving the signal into sub bands before calculating the FFT and using more points in the lower frequency FFT which will increase the frequency resolution. Radix 2 is a very popular algorithm for computing FFT. Fig. 8. shows the FFT Radix 2 decimation in time algorithm while Fig. 9. shows FFT radix 2 decimation in frequency for N=8. An important thing to note here is the order of the input and the output samples. Decimation in time takes bit reverse inputs and generate natural order outputs whereas decimation in frequency take natural order inputs and generates an output which is in bit reversed order.

After reordering analysis is performed on the resultant outputs. The FFT algorithm in case of decimation in time consists of three basic steps:

- Invert the bit order of the index which separate even and odd indexes as shown in table I.

| Sample # | Natural Order | Reversed |
|----------|---------------|----------|
| 0        | 000           | 000      |
| 1        | 001           | 100      |
| 2        | 010           | 010      |
| 3        | 011           | 110      |
| 4        | 100           | 001      |
| 5        | 101           | 101      |
| 6        | 110           | 011      |
| 7        | 111           | 111      |

- Calculate the twiddling factor using Equation (2) below:

\[ W = \sin \theta + \cos \theta \]

\[ \theta = -2 \pi \times (\# \text{of Groups}) \times (\# \text{of Butterflies})/N \]

- Apply a butterfly operation which will finally represent the frequencies on specific indexes as shown in Fig. 10. The butterfly operation can be mathematically represented in the form of Equations (3) and (4) below:

\[ X(i) = X_e(i) + W_i^N X_o(i) \]  

\[ X(i + N/2) = X_e(i) - W_i^N X_o(i) \]  

Real world signals are continuous in time. The problem with FFT is that it works on a finite length of the signal. Latency is an important issue in real time systems. In case of audio if the latency is more than 12ms then its not recognizable by human ears. In such cases its important to take latency into account before designing such systems. If large point FFT needs to be computed then time to gather samples and processing time should be less than 12ms. Another problem is that we have limited amount of memory and processing power. The output signal is not smooth if the sections are taken one by one. In order to make it smooth there are two methods which can be used to handle these signals. One is overlap and add and the other one is called the overlap and save method.

1) **Overlap and Add Method:** The basic algorithm of overlap and add consists of following four steps:

- Break down the signal of infinite length into finite blocks of length L.
- Pad zeros to these non overlapping blocks which makes the size of the new blocks L+M where L+M must be 2^n.
• Take FFT of the block including padded zeros.
• The signal can be resynthesized by IFFT and overlapping and adding the result, as shown in Fig. 11.

2) Overlap and Save Method: The basic algorithm of overlap and save consists of following five steps:

• Break down the signal of infinite length into finite blocks of length L.
• Place M zero samples before the first L input samples.
• In the following calculations take the last M samples from the proceeding block and place them before the L new samples.
• Do FFT analysis on L+M sample.
• The signal can be re-synthesized by IFFT and then discarding the first M values from each group of processed samples, as shown in Fig. 12.

IV. MATLAB SIMULATIONS

Basic simulations were carried out to make sure that the FFT and the IFFT results match the original signal. The IFFT signal was compared to an IDCT output as well. The IFFT was similar to the IDCT output. As the complexity of implementation of the DCT is many folds, it was decided to implement FFT as time to frequency domain transformation. Later the bands of interest could be processed according to user needs. Fig. 13 shows simulation results of the comparison between DCT and FFT. One can clearly see that the reconstructed signal is equal to the original signal.

In order to manipulate the signal in the frequency domain it is necessary to be able to analyze the frequency spectrum. Different simulations were carried out in order to understand the frequency spectrum. Fig. 14 shows the spectrum of the simulation where the sum of sin waves at 500Hz, 1200 Hz and 2900 Hz were summed and input to the FFT where the number of samples were 8192. The signal is sampled at 8.192Khz. As its clear from the result that the resolution is 1Hz and one can see the signal in the spectrum at exactly 500, 1200 and 2900 Hz.

Another simulation result is shown in Fig. 15. The input signal is a sine wave at 1200Hz and a 16 point FFT is carried
The signal is sampled at 8 kHz. The resolution is 500 Hz. It is obvious from the Fig. 15 that the frequency resolution is not very good. The spectrum doesn’t show the signal located at 1 kHz because there is no frequency slot there. The closest frequency slots are at 1 kHz and 1.5 kHz.

Figure 15: Spectrum of 1200 Hz with 16 points

Spectrum analysis of Fig. 16. shows that the resolution in frequency improves if we take more points in the FFT. The same signal of 1200 Hz sine wave was fed to the FFT at a sampling frequency of 8 kHz using a 256 point FFT. Fig. 16. clearly shows that the resolution has increased to 31.25 Hz. It is obvious that the signal is located near 1200 Hz on the frequency scale.

Figure 16: Spectrum of 1200 Hz with 256 points

V. BASIC DESCRIPTION OF SYSTEM

All of the digital hearing aids must contain some common basic blocks [1], [3]. It includes microphone, impedance matching network, preamplifiers, antialiasing filters, analog to digital converter, some kind of signal processing technique using custom hardware or an embedded processor, digital to analog converter, post amplifier, speaker. Fig. 2. shows a basic diagram of a digital hearing aid. Normally directional microphones are used in hearing aids. Some kind of impedance matching network is designed to deliver proper signal level from microphone to the preamplifier stage. The preamplifier stage amplifies the input signal and feeds the signal to the analog to digital converter. Every digital hearing aid also have an antialiasing filter before the ADC. The digitized signal is then processed. Modern digital hearing aids implement very complex algorithms for feedback and echo cancellation[10], [11]. Directivity is improved using different techniques[14], [15], [16]. Adaptive filtering techniques are used so that the hearing aid device should work in an intelligent manner i.e. it should be able to work in noisy places like markets and crowded places. The basic purpose of any hearing aid device is to amplify the signal in the bands of interest. All the latest digital devices come with some kind of user interface so that the user can adjust the gains according to the patient’s needs, then the processing signal is fed to a digital to analog converter or pulse width modulator(PWM). PWM is the simplest type of DAC. The time domain discrete signal is fed to the PWM, the duty cycle of the output pulses change and then pass through a low pass analog filter. The simple architecture of PWM reduces the complexity of hardware. A speaker is used at the end of the device chain.

For the purpose of implementation the Digilent XUP II Virtex-II Pro system [32] is used. The FPGA on the board is a Xilinx XC2VP30 [33] with 30,816 logic cells. It contains 136 18bit multipliers and 2448 kb of block RAM. The board contains an audio codec the LM4550 chip from National
Semiconductor [34], which is used as an ADC and DAC. The board contains an amplifier at the output stage as well. The board is running at 100MHz. As the FFT is easier to implement than the DCT and needs very few computations FFT became the choice of implementation. For the purpose of prototyping the signal is fed through a microphone to the input of channel one of the codec. The digitized output from the ADC of the codec is fed to memory which is basically a FIFO. Fig. 17. shows the system level view of Digital Hearing Aid implementation. After receiving samples they are divided into blocks of 16 samples. The 16 sample block is then fed to a FFT calculation block which transforms the information from time domain to frequency domain. After this the bands of interest are amplified. The gain values in this prototype were changed using the push buttons of FPGA board. Two kinds of host interfaces were also tried. First a USB phy host interface was tried. A free open core source implementation was tried but it did not match the exact electrical characteristics of the USB phy interface. Another serial UART implementation was later tried at 9600 bps. After converting the audio signal from time domain to frequency domain, different kinds of complex signal processing algorithms can be used to improve hearing. It includes echo and feedback cancellation, noise reduction, filtering, adaptive noise cancellation etc [39], [40]. The implementation of the algorithm will of course affect the implementation complexity, latency, power and area. To synthesize the signal back to the time domain an inverse fast Fourier transform (IFFT) is used. The 16 samples were fed to the DAC of the codec. The board contains an amplifier at the output stage. The output is then fed to a speaker. Fig. 17. shows the block level diagram of the system implemented.

VI. SOFTWARE IMPLEMENTATION

On the basis of the simulation results the whole system was implemented in software using the Xilinx Microblaze softcore processor system [35]. It could be of great help in some cases to implement part of the design in software and part of it in hardware to achieve acceleration [41], [42], [43], [44], [45]. The program code was written in C programming. The implementation was further divided into two phases. In the first phase the MicroBlaze processor general purpose input output (GPIO) was used to configure the LM4550 codec [34]. Due to the sequential nature of the MicroBlaze processor, it was not possible to configure the LM4550 codec properly. In the second phase a separate wrapper for the LM4550 codec was added as a peripheral which took care of the timing issues. The Peripheral Local Bus (PLB) was used to connect the LM4550 codec wrapper to the MicroBlaze processor. A FIFO was used to synchronize the data transfer between the MicroBlaze processor and the LM4550 codec wrapper. The FFT algorithm was implemented in the MicroBlaze processor. Both blocking and non-blocking approaches were tried. Blocking means that data is received through the data bus and is stored in an array before it is processed further. Non blocking means that data is received and processed continuously. The slow behavior of the debugger was one
of the major reasons. The codec’s serial clock was at 12.288 Mhz whereas the debugger response was very slow. It became nearly impossible to debug the serial protocol in real time, that was one of the main reasons to add the LM4550 codec wrapper as a peripheral. As printf functions takes to much memory, almost 1K, Xilinx provided a special function to print to the terminal but it was still taking too much memory and was printing the wrong results. After some debugging it was found that if one increases the stack size it could solve the problem. The FFT algorithm was working fine, but the stack size was the problem. Another really big issue was to connect the GPIO’s to the user hardware. The solution to the problem was really tedious. It took some manual changes to some of the design files including user logic in the hdl folder and the file with extension pao in the data folder. GPIOs and user peripherals are connected to the PLB, therefore if a user peripheral wants to communicate with some external hardware, in this case the LM4550 codec, then the user peripheral has to go through the PLB to communicate with the GPIO’s. The flow of communication goes like this. User peripheral writes command and data to the PLB FIFO which writes to the PLB bus. The GPIO’s are also connected to the PLB so data is read and written to the external LM4550 codec chip. The data read from the LM4550 codec is sent to the FFT for frequency domain conversion and after processing the bands of interest, an IFFT is carried out and written back to the codec through the PLB and GPIOs.

VII. HARDWARE IMPLEMENTATION

The main building blocks in the hardware implementation includes the Xilinx FFT core [36] and the Xilinx Dual port RAM [33]. Fig. 19. shows the block diagram of hardware implementation of Digital Hearing Aid. The architecture chosen for the Xilinx FFT core was pipelined streaming I/O 16 point FFT. Input resolution of the codec is 20 bit. The output resolution is 25 bit but the DAC only uses 20 bits. The order of the output was natural. The same core was used for both the FFT and IFFT. Latency of the system is 333usec which is far less than the limit of 10ms for hearing aids, the latency recognizable by normal human ear. There is still lots of room and time to implement other complex algorithms in hardware for instance to reduce noise, echo cancellation [39], [40], improving directionality [15] etc. Two Xilinx Dual port RAMs were used. The width of the RAMs was 20 bits and the Depth of the RAMs was 32 samples. Both RAMs were configured in Read After Write (RAW) mode. To configure the LM4550 codec chip a wrapper was used which not only configure the chip but also receives the samples from the ADC of the codec and output serial data to the DAC of the codec over a five wire serial interface. It includes serial data in, serial data out, reset for the LM4550 codec reset and serial clock at 12.288 MHz. The LM4550 codec chip could be programmed to sample at a rate from 4 kHz to 48 kHz in steps of 1 kHz. Different sampling rates in the range of 16kHz to 48kHz were tried during implementation. The LM4550 codec contains a sigma delta ADC whose dynamic range is 90dB. The dynamic range of the DAC is 89dB. The LM4550 codec gain is programmable and could be programmed from 0dB to 22.5dB in 1.5dB steps. The board is running at 100MHz. The LM4550 codec chip provides a 5 line serial programmable interface. At the very beginning reset is applied to the LM4550.

Figure 19: Block Diagram of Hardware Implementation

After each hard reset and configuration of the LM4550 controller the audio processor block gathers samples from the LM4550 ADC. The samples are then fed to Xilinx Dual port RAMs. A counter was implemented which keeps track of if 16 samples have arrived. As soon as 16 samples are gathered these samples are fed to the FFT block for time domain conversion. After that the FFT bands of interest can be amplified. As the FFT core is running at 100 MHz and a 16 point FFT is calculated, there is plenty of time available to implement complex signal processing algorithm for better hearing. A controller was implemented which keeps track of the control signals from the core. As soon as the transform
transform, uniform filter banks, non-uniform filter banks, DCT and FFT. In the second stage a software implementation was carried out on Xilinx Microblaze soft core processor system. It could be of great help in some cases to implement part of the design in software and part of it in hardware to achieve acceleration. In the third stage everything was implemented in hardware. Power, area and timing are the main issues of modern electronics. These are more critical in the case of hearing aids. When considering ASIC some kind of techniques for power reduction should be used for instance gate clocking could be used. Dynamic voltage and frequency scaling could save a lot of power. Area is another important issue. Register size, multipliers, adders, resolution filter coefficient directly effect area. More hardware can also result in more power consumption. The system could be designed to run at the minimum possible frequency which will reduce dynamic switching power. Different signal processing algorithms like echo cancellation, feedback compensation, noise reduction, adaptive filtering, better directionality etc could be implemented to make hearing aid work better.
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