HDNET: A HIERARCHICALLY DECOUPLED NETWORK FOR CROWD COUNTING
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ABSTRACT

Recently, density map regression-based methods have dominated in crowd counting owing to their excellent fitting ability on density distribution. However, further improvement tends to saturate mainly because of the confusing background noise and the large density variation. In this paper, we propose a Hierarchically Decoupled Network (HDNet) to solve the above two problems within a unified framework. Specifically, a background classification sub-task is decomposed from the density map prediction task, which is then assigned to a Density Decoupling Module (DDM) to exploit its highly discriminative ability. For the remaining foreground prediction sub-task, it is further hierarchically decomposed to several density-specific sub-tasks by the DDM, which are then solved by the regression-based experts in a Foreground Density Estimation Module (FDEM). Although the proposed strategy effectively reduces the hypothesis space so as to relieve the optimization for those task-specific experts, the high correlation of these sub-tasks are ignored. Therefore, we introduce three types of interaction strategies to unify the whole framework, which are Feature Interaction, Gradient Interaction, and Scale Interaction. Integrated with the above spirits, HDNet achieves state-of-the-art performance on several popular counting benchmarks.

Index Terms— Crowd Counting, Density Decoupling, Foreground Density Estimation, Interaction

1. INTRODUCTION

Crowd counting aims to estimate the number of persons in a still image or video frame, which recently draws increasing attention in the application of public safety.

Despite the progressive advancement in crowd counting, there are still two tricky problems remaining to be solved: the cluttered background noise [1] and the large density variation [2]. For the former, some methods [3] focus on learning more robust features, but ignore that it is intrinsically hard to directly regress an exact zero value for various background regions. Instead, some other methods [1] introduce a segmentation branch to exploit the highly discriminative ability of classification network. But they treat foreground with various densities as a single class, which ignores the large intra-class variation within foreground regions and leads to inferior background modeling accuracy. For the latter problem, [2] adopts a multi-column based feature fusion strategy without taking the corresponding relations between receptive field and density distribution into consideration, thus leading to significant feature redundancy. Differently, we bypass these defects by simultaneously solving the two problems with a novel hierarchically decoupled strategy under a unified framework, being more simple, effective and consistent.

We firstly decompose a background classification sub-task from the whole density prediction task, inspired by its highly discriminative ability. Then, according to the spatial density distribution, the remaining foreground prediction sub-task is further hierarchically decomposed to several density-specific sub-tasks. The foreground related sub-tasks are solved by several regression based experts in a Foreground Density Estimation Module (FDEM). To guide the above decoupling process, we propose a Density Decoupling Module (DDM) which is supervised by a fine-grained classification loss. The proposed hierarchically decoupled strategy helps each task-specific expert to focus on their most skilled sub-task, collaboratively contributing to the final prediction. In addition, three types of interaction strategies, including Feature Interaction, Gradient Interaction and Scale Interaction, are introduced for the use of the intrinsic relations among these sub-tasks. Combining with the above spirits, we propose an effective and compact counting model termed as Hierarchically Decoupled Network (HDNet), achieving state-of-the-art performance on several popular benchmarks.

Contributions of our paper are summarized as follows:

• We propose a novel hierarchically decoupled strategy for crowd counting to simultaneously solve its two tricky problems, i.e., the cluttered background noise and the large density variation.

• We propose three types of interaction strategies to collaboratively integrate the decoupled components, yielding a compact and unified counting model.

• We demonstrate the effectiveness of our contributions through sufficient experiments, setting new performance records on several popular counting benchmarks.
2. RELATED WORK

Recently, Convolutional Neural Networks (CNN) based counting methods have achieved promising improvements. In this section, we review representative methods which focus on the following two problems: the cluttered background noise and the large density variation.

2.1. Background-robust Crowd Counting.

The impact from cluttered background noise attracts increasing attention in the literature but remains a tricky problem. Specifically, [3] introduces an explicit foreground-background segmentation to its multi-task architecture. Then the predicted foreground masks are used to form a better learning target. [5] trains a semantic prior network on the ADE20K dataset to reweight the feature maps for crowd counting, and the semantic prior helps to eliminate the side effect of noisy false alarms in background region. For the first time, [1] shows the importance of tackling with the noisy background problem by quantifying the counting errors from background region. Then they introduce a simple foreground segmentation branch to suppress background mistakes. However, previous works ignore the large intra-class variance within foreground regions and result in inferior background modeling accuracy. In this paper, we propose a simple and unified framework to deal with this problem, in which a fine-grained supervision for foreground helps the accurate modeling for background region.

2.2. Density-aware Crowd Counting.

The major density variation problem is a long-standing challenge in crowd counting. To remedy this issue, some methods [6, 7] try to fuse multiple columns convolutions with different kernel sizes or receptive fields to obtain density-invariant features. Despite their effectiveness, they ignore the corresponding relations between receptive fields and density distributions, thus leading to significant feature redundancy [2]. Besides, attention mechanism is also exploited to tackle with the density variation problem. Specially, DADNet [8] uses different dilated rates in each parallel column to obtain attention maps and multi-scale features. ADCrowdNet [9] designs an attention map generator to indicate the locations of congested regions for latter density map estimator. ASNet [10] learns attention scaling factors and automatically adjusts the density regions by multiplying density attention masks on them. These sub-tasks are optimized separately, which ignores the correlation between tasks. Differently, with the proposed hierarchically decoupled strategy, we distribute regions with various densities to multiple density-specific experts to collaboratively contribute to the final prediction, accounting for the internal relations between receptive field and density distribution whilst being more simpler.

3. THE PROPOSED APPROACH

In this section, we first describe the Hierarchically Decoupled Network, which is combined with the Density Decoupling Module and the Foreground Density Estimation Module. Then, we introduce the three interaction strategies including Feature Interaction, Scale Interaction, and Gradient Interaction.

3.1. Density Decoupling Module

As shown in Fig. 1, considering that feature maps on different levels have various resolutions, we firstly construct the feature $X_{dec}$ in decoupling branch with multi-level feature maps $\{X_{i}\}^n_{i=1}$ from the backbone via upsampling. The decoupling head of our DDM is simply equipped with a $3 \times 3$ convolution block followed by a $1 \times 1$ convolution block. The convolution block consists of a convolution layer, a batch normalization layer and ReLU layer. Each decoupling head converts $X_{dec}$ into $M \in \mathbb{R}^{2 \times 2 \times (n+1)}$, where $n$ is the number of density levels, plus 1 for background. Note that, DDM only decouples foreground and background if we set $n$ to 1. When $n > 1$, DDM is responsible not only for decoupling foreground and background but also for decoupling foreground into regions with multiple densities.

Accounting for the continuous spatial density variation across an image, we limit the range of activation values in $M$ to $[0, 1]$. To this end, $M$ is fed into a softmax function to get its soft output $\hat{M} = \{\hat{M}_i \}^n_{i=0}$, that is

$$\hat{M}_i^{j,k} = \frac{e^{M_i^{j,k}}}{\sum_{i=0}^n e^{M_i^{j,k}}},$$

the value of $\hat{M}_i^{j,k}$ represents a probability that it belongs to the $i$-th density level at spatial location $(j, k)$. The soft output $\hat{M}$ is supervised by the ground-truth $M^o$ as following:

$$\mathcal{L}_{dec} = \mathcal{L}(\hat{M}, M^o),$$

where $\mathcal{L}(\cdot)$ denotes the cross-entropy loss. The ground-truth $M^o$ is generated in the similar way as [11].

3.2. Foreground Density Estimation Module

We propose a Scale Adaptive Feature Fusion (SAFF) block to get multi-scale features $\{\hat{X}_i\}^n_{i=1}$, which will be described in detail in later section.

The Foreground Density Estimation Module (FDEM) contains $n$ density heads, and each density head is responsible for predicting image regions within a specific range of density. Similar to the architecture of the decoupling head, our each density head is implemented by a $3 \times 3$ convolution block followed by a $1 \times 1$ convolution block. The $i$-th density head takes $X_i$ as input and predicts the corresponding single-channel density map to produce $\{D_i\}^n_{i=1}$. Then, in order to
weaken the learning of the density prediction of the background region and focus on the different density regions of the foreground, we take the $n$ foreground soft masks $\{\hat{M}_i\}_{i=1}^n$ as the attention maps to multiply the corresponding foreground density map $D_i$. Then the final density map $\hat{D}$ is the sum of the prediction results of all density heads, and it is calculated as:

$$
\hat{D} = \sum_{i=1}^n \hat{D}_i = \sum_{i=1}^n D_i \odot \hat{M}_i, \quad (3)
$$

where $\odot$ denotes the Hadamard operation.

The overall loss of the hierarchically decoupled framework is defined as

$$
\mathcal{L} = \mathcal{L}_{\text{reg}} + \lambda \mathcal{L}_{\text{dec}}, \quad (4)
$$

where $\mathcal{L}_{\text{reg}}$ is $L_2$ loss between predicted density map and ground-truth density map, and $\lambda$ is a weight which balances the importance between $\mathcal{L}_{\text{reg}}$ and $\mathcal{L}_{\text{dec}}$.

3.3. Interaction in the HDNet

Density estimation and density decoupling are two highly correlated tasks in nature. Therefore, three types of interaction strategies are proposed to integrate these sub-tasks in consideration of the intrinsic relations among them, thus unifying the whole framework.

**Feature Interaction.** We combine the density estimation and density decoupling into an unified framework with a shared backbone in an end-to-end manner. Through a joint optimization, this encourages the co-evolution of backbone features by using sharing weights for different tasks and reduces the parameters of the network.

**Scale Interaction.** It is widely acknowledged that high resolution features with more detailed textures are useful to detect tiny objects while low resolution features with more contextual information are useful to suppress false alarms. However, for crowd counting, features with rich contextual information are also demonstrated useful for the estimation in highly congested regions [8].

Therefore, in order to make full use of multi-scale features $\{X_i\}_{i=1}^n$, adaptively, we introduce the Scale Adaptive Feature Fusion (SAFF) block. Inspired by SENet [12], we use a learnable channel-wise parameter, $w$, to multiply with each transformed feature, through which it can learn to selectively emphasise informative features and suppress less useful ones from other layers. The output feature $\hat{X}$ is formulated as

$$
\hat{X}_i = X_i + \sum_{k=1}^C w_{i,k} F_i(k) \mathbb{1}_{[k \neq i]}, \quad (5)
$$

where $w_{i,k} \in \mathbb{R}^C$ is a channel-wise learnable parameter, $C$ is the number of channel of $X_k$, and $F$ is an up-sampling or down-sampling operation according to the sizes of $X_i$ and $X_k$. The up-sampling operation uses a set of $1 \times 1$ convolutional blocks and bilinear up-sampling layers, and the down-sampling operation uses a set of $3 \times 3$ convolutional blocks with a stride 2. $\mathbb{1}_{[k \neq i]} \in \{0, 1\}$ is an indicator function evaluating to 1 iff $k \neq i$. The transformed feature pyramid is in the same size with input features but much richer contexts than the original.

**Gradient Interaction.** For the decoupling branch, it would be helpful to its learning if the density intensity in certain regions is aware of. While for the regression branch, it could pay less attention to regions which are classified as background in the decoupling branch. So we construct gradient interaction by multiplying soft masks $\hat{M}$ into intermediate density maps $D$, resulting in FDEM and DDM optimized jointly by the two losses simultaneously.
4. EXPERIMENTS

In this section, we firstly describe the experimental settings about datasets, evaluation metrics, and implementation details. Then the effectiveness of the proposed DDM and FDEM is evaluated on the benchmark datasets. Finally, the performance of HDNet and the comparisons with state-of-the-art crowd counting estimators are presented.

4.1. Experimental setups

Datasets. We evaluate the HDNet on four most challenging datasets: ShanghaiTech PartA dataset [6], UCF-QNRF [13], JHU-CROWD++ [14], and NWPU-Crowd [15].

Evaluation metrics. As in previous works [6], we adopt the Mean Absolute Error (MAE) and the Mean Squared Error (MSE) to evaluate our method. The MAE and MSE are defined by

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |\text{D}^g_i - \text{D}_i|,
\]

\[
MSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (|\text{D}^g_i - \text{D}_i|)^2},
\]

where \(N\) is the number of the test images, \(\text{D}^g_i\) and \(\tilde{\text{D}}_i\) are the ground-truth and estimated counts of the \(i^{th}\) image, respectively.

Training. We adopt HRNet [16] as the backbone and set \(\lambda = 1\) to balances two losses in Eq. 6. SGD is used to optimize the model with the learning rate of 0.001, and the weight decay is set as 0.0005. The training batch size is 6. We resize the images to ensure that the longer side is 2048 for all datasets. The number of density levels is set to 3 in the experiments.

Ground Truth Generation. Ground truth annotations for crowd counting typically consist of a set of coordinates that indicate the center point of the human head. We follow the standard procedure of the generation of ground truth [15], which converts the points to crowd density map using a Gaussian kernel with standard deviation of 15 pixels.

4.2. Ablation Study

In this section, we perform ablation studies on ShanghaiTech PartA dataset to analyze effectiveness of proposed modules.

Foreground and Background Decoupling. To solve the cluttered background noise, we adopt the decoupling foreground and background method. We define a base estimator only with one density head as the baseline. As shown in first row of Table 1, the baseline achieves an MAE of 59.42. While equipped with FB Decoupling, HDNet \((n = 1, \text{w/o SAFF})\) achieves 56.98 MAE. There is no doubt that it shows the importance of decoupling foreground and background strategy.

![Fig. 2. Examples of initial density maps \(\text{D}\), soft masks \(\tilde{\text{M}}\), intermediate density maps \(\tilde{\text{D}}\) and final density map \(\hat{\text{D}}\).](image)

| FB Decoupling | FD Decoupling | MAE  | MSE  |
|---------------|---------------|------|------|
| ×             | ×             | 59.42| 102.71|
| ✓             | ×             | 56.98| 94.01 |
| ✓             | ✓             | 54.61| 92.13 |

Table 1. Ablation study of decoupling strategies.

Feature Interaction. In order to verify the effectiveness ofForeground Density Decoupling. To demonstrate the effectiveness of decoupling foreground density, the foreground density decoupling further divides the foreground into multiple density levels according to its density. We define the baseline with Foreground and Background (FB) Decoupling and Foreground Density (FD) Decoupling as HDNet \((n = 3, \text{w/o SAFF})\). As shown in Table 1, it obtains an MAE of 54.61. Compared HDNet \((n = 1, \text{w/o SAFF})\), the MAE decreases by 4.2%, which proves the necessity of decoupling foreground density decoupling. FB Decoupling ignores the large intra-class variance within foreground regions, while FD Decoupling provides a fine-grained supervision. It helps the accurate modeling for background region owing to the decreasing intra-class variance. At the same time, FD Decoupling allows each task-specific expert to focus on their most skilled sub-task, thus reducing the risk of overfitting.

Fig. 2 shows examples of initial density maps \(\text{D}\), soft masks \(\tilde{\text{M}}\), intermediate density maps \(\tilde{\text{D}}\) and final density map \(\hat{\text{D}}\). Density Decoupling and Interaction suppress noise in red rectangles successfully, which also make each expert of density estimation focus on the density-specific region.

| Feature Interaction | MAE  | MSE  |
|---------------------|------|------|
| ×                   | 55.77| 100.98|
| ✓                   | 54.61| 92.13 |

Table 2. Ablation study of feature interaction.
### 4.3. Comparisons with State-of-the-Arts

To demonstrate the effectiveness of our proposed approach, we compare our approach with state-of-the-art methods on four challenging datasets with various densities. The results are illustrated in Table 5. As we can see that our proposed approach is the state-of-the-art or close to state-of-the-art on the four challenging datasets.

Fig. 3 compares the density maps of different methods from left to right columns on the ShanghaiTech PartA dataset. GT means the ground truth.

**5. CONCLUSION**

In this work, we firstly propose a novel hierarchically decoupled strategy to simultaneously solve two long-standing problems: the cluttered background noise and the large density variation. Specifically, a Density Decoupling Module...
is proposed to guide this key decoupling process, which is supervised by a fine-grained density-aware learning target. Then the decoupled components are distributed to several task-specific experts according to their most skilled sub-task. As a complement to this effective decoupling strategy, three kinds of interaction strategies are proposed to collaboratively integrate those decoupled components. By combining these spirits together, we propose a compact, effective and unified counting model named as HDNet. The effectiveness of our contributions is demonstrated by the state-of-the-art performance on several dominant counting benchmarks.
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