Low artificial anisotropy cellular automaton model and its applications to the cell-to-dendrite transition in directional solidification
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Abstract

A low artificial anisotropy cellular automaton (CA) model is developed for the simulation of microstructure evolution in directional solidification. The CA model’s capture rule was modified by a limited neighbor solid fraction (LNSF) method. Various interface curvature calculation methods have been compared. The simulated equilibrium shapes agree with the theoretical shapes, when the interface energy anisotropy coefficient is \( \varepsilon = 0.01 \), \( \varepsilon = 0.03 \) and \( \varepsilon = 0.05 \), respectively. The low artificial anisotropy CA model is used in the numerical simulation of the cell-to-dendrite transition (CDT) in directional solidification. The influence of physical parameters (\( \Gamma, D, k_0, m \)) on CDT has been investigated. The main finding in this paper is the discovery of the changing behavior of the \( V_{cd} \) when the solute partition coefficient \( k_0 \) is larger than a critical value. When \( k_0 \) is less than 0.125, the \( V_{cd} \) follows the Kurz and Fisher criterion \( V_{cd}/k_0 \); while when \( k_0 > 0.125 \), the \( V_{cd} \) equals to \( 8V_c \). The experimental data of succinonitrile-acetone (SCN-ace, \( k_0=0.1 \)) and SCN-camphor (\( k_0=0.33 \)) support the conclusion from CA simulations.

PACS number(s): 81.10.Aj, 64.70.dm, 81.30.Fb, 05.70.Ln

1. Introduction

The microsegregation between nonplanar solid-liquid interfaces strongly influences the material’s mechanical properties. During the directional solidification of alloys, the solid-liquid interface can be a planar, cellular or dendritic morphology, which is depending on the growth conditions (pulling velocity \( V \), thermal gradient \( G \) and alloy composition \( C_0 \)). The instability transition from a planar to a cellular interface at a low velocity and that from a cellular to a planar interface at a high velocity have been established by Mullins-Sekerka instability theory \(^1\). The cellular interface instability can be cell elimination, tip splitting, or side-branch emission. The side-branch emission, which is also called as the cell-to-dendrite transition (CDT), has remained poorly predicted by theories. Kurz and Fisher’s theory \(^2\) predicted that the CDT occurred at \( V_{cd}=V_c/k_0 \) (\( V_{cd} \) = growth velocity of cellular-dendrite transition, \( V_c \))
= planar growth stability limit, \( k_0 = \) solute partition coefficient). Trivedei \cite{3} and Somboonsuk et al. \cite{4} have found that the CDT occurred at the minimum in the solute peclet number, which supported to the Kurz and Fisher criterion. Laxmanan \cite{5} compared these theories with experimental data from several alloys. It was found that only the \( V_{cd} \) in succinonitrile-acetone (SCN-ace) and Al-2%-Cu alloys were close to \( V/k_0 \). Laxmanan suggested that the large variation of \( V_{cd} \) may be due to the crystallographic anisotropy effects or the buoyancy convection. Chopra and Tewari \cite{6} showed that the CDT appeared to be strongly influenced by the magnitude of the solute partition coefficient \( k_0 \). In their experiments, the \( V_{cd} \) in Pb-Sn alloy (\( k_0 = 0.5 \)) was larger than the prediction of the Kurz and Fisher criterion.

Recently, the critical spacing \( \lambda_{cd} \) was introduced into the investigations of the CDT as a control parameter \cite{8, 9, 10}. It has been found that the CDT was not sharp. The cell and dendrite coexist in a region of pulling velocities depending on the local spacing. However, the expressions of the critical spacing \( \lambda_{cd} \) presented between Georgelin and Pocheau \cite{8}, and Trivedi et al. \cite{9, 10} are quite different. Based on the expression of the \( \lambda_{cb} \), Trivedi et al. also concluded that the CDT initiates when the maximum cell spacing \( \lambda_{c, \text{max}} \) equals to \( \lambda_{cd} \). However, the expression of \( \lambda_{c, \text{max}} \) is still qualitative. Hunt and Lu \cite{11} have presented a rough expression for cell spacing \( \lambda_{c, \text{max}} \). Phase field simulations \cite{12, 14} shown that the maximum finger spacing \( \lambda_{c, \text{max}} \) was proportion to \( 1/\sqrt{V} \) (\( V = \) the pulling velocity), which was different with the predictions by the Saffman-Taylor viscous finger problem \cite{14}. To date, it is still a great challenge to establish the precise expressions of the \( \lambda_{c, \text{max}}, \lambda_{d, \text{min}} \) and \( \lambda_{cd} \), especially considering the influences of the interface energy coefficient \( \varepsilon \).

In order to solve the problems mentioned above, numerical simulation is a good option. Numerical model has more control parameters \( (V, G, C_{ln}, \lambda, \Gamma, D_i, k_0, m_i, \varepsilon) \) than that in thin film experiments \( (V, G, C_{ln}, \lambda) \). It is able for the numerical model to quantitatively examine the influences of physical parameters. Phase field model \cite{13, 14} has been used to simulate the CDT by controlling the primary spacing, which gave deep understandings of the CDT. Karma et al. \cite{14} suggested to give a more exhaustive survey as a function of the various parameters \( (d\delta l_T, l_{T}\delta l_T, N\delta l_T, k_0, \varepsilon) \), but such a survey remains a nontrivial computational challenge for phase filed model. To date, the Phase field (PF) \cite{15} and cellular automaton (CA) \cite{16} are the most popular computational models for the simulation of solidification microstructure. Compared to the phase field model, CA model has advantages in computational efficiency. The disadvantage of CA model is the artificial anisotropy.

The idea of CA was originally introduced by Von Neumann \cite{17} in 1940s to reproduce complex physical phenomena with simple rules. In 1980s, Stefan Wolfram \cite{18} discovered the classic elementary cellular automaton (Rule 110, for instance), which is capable of universal computation. The CA model has highly computational efficiency and relatively simple physical principles. Due to these advantages, CA model has been widely used in simulations of dendrite growth \cite{19, 31}. To simulate dendrite growth, Nastac \cite{19} used Von Neumann type of neighborhood definition, the results of which shown strong artificial anisotropy. He also used a counting cell method to calculate the interface curvature. The accuracy of the counting cell method was evidenced to be dependent on mesh size \cite{20}. So far as known, a method based on the variation of the unit vector normal (VUVN) to the solid-liquid interface along the direction of the interface is a better solution \cite{20, 21}. However, the VUVN method needs to calculate
the derivatives of solid fractions, which is difficult to be accurately calculated in a sharp interface model. The roughness in capture rule definition and curvature calculation are the origin of the artificial anisotropy in CA model.

In order to reduce the artificial anisotropy, there were mainly two kinds of CA models. One was the virtual front tracking method, presented by Zhu and Stefanescu [21]; the second was the decentred square algorithm, presented by P.D. Lee and H.B. Dong [22,23]. Both of the two methods could make the dendrites grow in arbitrary directions, which was an important advancement. However, there were empirical decision rules in the calculations of interface curvature in the virtual front tracking model. The decentred square algorithm had the disadvantage that the simulated results were still influenced by artificial anisotropy. Both of the two kinds of CA models had no quantitatively examination of the artificial anisotropy by the simulation of the equilibrium shapes. In recent years, the progressive developments of the CA model were basically based on the two kinds of the CA models. For example, the six symmetrical dendrite growth CA model could be considered as a development of the decentred square algorithm in the hexagonal grid [24]. More importantly, there were some new kinds of CA models. A.Z. Lorbiecha’s PCA model [25], which was based on the randomly distributed CA Points to improve the capture rules and the curvature calculations, achieved the dendrite growth in arbitrary directions. However, it introduced a new problem that the dendritic morphology was not smooth. M. Marek [26] presented a Growth Anisotropy Reduction with Diffusion method (GARED), which could simulate a dendrite with six fold symmetry on the Cartesian square CA mesh, instead of hexagonal mesh. However, he used kinetic anisotropy instead of interface energy anisotropy. Our previous research provided a zigzag capture rule [27-29] and a limited neighbor solid fraction (LNSF) rule [30]. Both of them were designed to overcome artificial anisotropy. Overall, the modification of the capture rule in the CA model will be a long-term investigation. We also introduced a bilinear interpolation algorithm [28] to modify the derivatives of solid fractions in UVN method. The accuracy of the interface curvature calculation was improved to a large extent.

Recently, the quantitative comparison of steady state dendrite tip velocities between the PF and CA models was presented [31]. It was recommended to use a hybrid method, which means that a CA model’s outputs are as the inputs of a PF model [32]. However, it is difficult to give a comprehensive comparison between the PF and CA models. Despite the dendrite tip velocities, other solidification morphologies, such as cellular interface [33,34] should also be compared. Unfortunately, due to the artificial anisotropy, most of the CA models’ outputs were dendrite morphologies. The cellular and seaweed morphologies in directional solidification require small interface energy anisotropy, which is neglected by strong artificial anisotropy in the CA model. So, the CA model has a disadvantage of the precisely describing the morphology of solidification microstructure, especially which is sensitive to interface anisotropy. To date, the PF model is the state-of-the-art numerical model for the simulation of microstructure in solidification process. The PF model implicitly captures the solid-liquid interface, based on the phase-field variable $\Phi$ (solid phase for $\Phi=1$, liquid phase for $\Phi=0$, interface for $0<\Phi<1$). Using the PF variable $\Phi$, it is convenient for the PF model to accurately calculate the interface curvature. By contrast, the interface curvature is difficult to be accurately calculated in the CA model. The CA model, as a sharp interface model, uses a discontinuous Heaviside function of the solid
fractions to capture the interface. The interface can be reconstructed by the straightforward SLIC method \[^{37}\] or by PLIC method \[^{38}\].

However, the desire of a tracking interface can also be found in the numerical simulation of multiphase computational fluid dynamics (CFD) \[^{39\text{-}45}\]. There were two important approaches for the CFD to capture free interface positions: the volume-of-fluid \[^{39}\] and the level-set approaches \[^{40}\]. It can be seen that both of the CA method and the volume-of-fluid approach are sharp interfaces; and both of the PF method and the level-set approach are diffusive interface. In volume-of-fluid approach, the investigations to improve interface curvature have been continuously carried out for decades. Brackbill et al. \[^{42}\] presented a continuum surface force (CSF) model, in which the volume-of-fluid was convolved with a smoothing kernel. Cummins et al. \[^{43}\] compared the accuracy of curvature estimates derived from three volume-of-fluid based functions: a convolved volume-of-fluid function (CV), a height function (HF), and a reconstructed distance function (RDF). It was found that the curvature estimates derived from the height function provided superior results. In future work, the CA model can use the latest new curvature estimate method in volume-of-fluid approach, because both of the CA model and volume-of-fluid approach use a discontinuous Heaviside function (the volume fractions) on an Eulerian (fixed) grid to represent the interface.

In this paper, a low artificial anisotropy CA model is developed for the simulation of directional solidification. The influences of physical parameters \((f, D, k_0, m, k_0)\) on the CDT in directional solidification are investigated by the present low artificial anisotropy CA model.

2. Numerical description of CA model

The computational domain is divided into Cartesian grid. Each grid, which is also called cell, is characterized by three states, such as liquid, solid and interface, as seen in Fig.1. In order to govern the transition of cell states, a capture rule is needed to control the evolution of different states. Solid fraction (solid cell \(f_s = 1\), liquid cell \(f_s = 0\), interface cell \(0 < f_s < 1\)) is introduced to implicitly capture the solid-liquid interface. The growth of solid fractions can be calculated according to the interface kinetics, which are based on the algorithms of the interface curvature calculation and the thermal or mass transport calculation. The thermal and mass transport calculation methods can be found elsewhere \[^{20\text{-}23}\]. The following subsections focus on the capture rule, interface kinetics and interface curvature calculation.
2.1 Capture rule

During the CA simulation, the transition of cell state from liquid to interface is governed by the capture rule. Since the transition of cell states influences the growth of solid-liquid interface, the capture rule used in CA model should be carefully selected. The traditional capture rules, such as Von Neumann’s and Moore’s rules, were evidenced to have strong artificial anisotropy \cite{20,28}. The capture rule in the present CA model used a limited neighbor solid fraction (LNSF) method \cite{19}, which is a modification of the Von Neumann’s rule.

Based on the Von Neumann’s rule, the LNSF method calculates the averaged solid fraction $f_{\text{ave}}$ around a specific liquid cell. If $f_{\text{ave}}$ is larger than a constant value $f_{\text{const}}$, then the liquid cell can be captured by Von Neumann’s rule, otherwise if $f_{\text{ave}}$ is less than $f_{\text{const}}$, the liquid cell cannot be captured even if it is satisfied by Von Neumann's rule. The LNSF method was effective for the pure substance CA mode \cite{30}, in which the artificial anisotropy could be reduced to a large extent. More importantly, the LNSF method is only based on some basic algebraic operators, which means that the LNSF method is as computational efficiency as Von Neumann’s rule. In the present work, the LNSF method was applied to the alloy CA model.

2.2 Interface kinetics

The transition from interface cell to solid cell is determined by the interface kinetics, which governs the growth of solid fraction. At the solid-liquid interface, the temperature and concentration should satisfy the following expressions:
\[ T^* = T_i^\text{eq} + (C_i^* - C_{i_0})m_i - \Gamma Kf (\varphi, \theta_0) \]  
\[ C_i^* = k_0 C_i^* \]  

where, \( T^* \) is the temperature at the interface, \( T_i^\text{eq} \) is the melting point at the initial composition \( C_{i_0} \), \( C_i^* \) and \( C_{i_0}^* \) are the interface compositions in solid and liquid phases, respectively, \( m_i \) is the liquidus slope, \( \Gamma \) is the Gibbs–Thomson coefficient, \( K \) is the interface curvature, \( f(\varphi, \theta_0) = 1 - 15\varepsilon \cos(4(\varphi - \theta_0)) \), in which \( \varepsilon \) is the interface energy anisotropy coefficient, \( \varphi \) is the growth angle between the normal to the interface and the x-axis, \( \theta_0 \) is the angle of the preferential growth direction with respect to the x-axis. In the 3D CA model, interface curvature is calculated by Hoffman-Cahn \([30, 46, 47]\) \( \xi \)-vector.

The interface growth kinetics used in the present work are proposed by Zhu and Stefanescu \([21]\):

\[ C_i^* = C_{i_0} - \frac{T_i^\text{eq} - T^* - \Gamma Kf (\varphi, \theta_0)}{m_i} \]  
\[ \Delta f_s = \left( C_i^* - C_{i_0}^\text{old} \right) / \left( C_i^* (1 - k_0) \right) \]  
\[ C_i^{\text{new}} = C_i^{\text{old}} / (1 - (1 - k_0) \# \Delta f_s) \]  

where, \( C_i^{\text{new}} \) and \( C_i^{\text{old}} \) are the actual concentrations at different time steps.

### 2.3 Interface curvature calculation

The lack of accuracy in curvature calculation has significant influence on the accuracy of the CA model. From the local equilibrium condition, Eq. (1), we can see that if the calculation of interface curvature \( K \) is inaccurate, the curvature undercooling can’t reflect the changes with interface energy anisotropy. So far as known, the most popular method for the simulation of interface curvature is the counting cell method \([19]\), Eq. (6). However, the counting cells method is not accurate enough for quantitative simulation \([20]\).

\[ K = \frac{1}{\Delta x} \left[ \sum_{i=1}^{n} x_s + \frac{n}{n + 1} \right] \]  

A more accurate method is based on the variation of the unit vector normal (VUVN) to the solid-liquid interface along the direction of the interface, Eq. (7) \([20, 21]\).

\[ K = \frac{2 \partial f_s}{\partial x} \frac{\partial f_s}{\partial y} \frac{\partial^2 f_s}{\partial x^2} \left[ \left( \frac{\partial f_s}{\partial x} \right)^2 \left( \frac{\partial f_s}{\partial y} \right)^2 \right]^{3/2} \]  

The VUVN method needs to calculate the derivatives of solid fraction. They are difficult to be precisely calculated in a sharp interface model. Both of the CA and volume-of-fluid algorithms were introduced certain types of interpolation methods to accurately calculate the derivatives of solid fraction (volume fraction in the volume-of-fluid method). The interpolation method used in the CA
model was based on bilinear interpolation, the detail of which can be found in reference [27, 28].

One of the interpolation method used in volume-of-fluid algorithm is described as follows [39]. The subscript \( \{ x, i + 1/2, j + 1/2 \} \) denote the partial derivative with respect to \( x \) at \( \{ i + 1/2, j + 1/2 \} \):

\[
\begin{align*}
fs_{x,i+1/2,j+1/2} &= \frac{1}{2dx} \left( fs_{i+1,j} - fs_{i,j} + fs_{i+1,j+1} - fs_{i,j+1} \right) \quad (8) \\
fs_{y,i+1/2,j+1/2} &= \frac{1}{2dy} \left( fs_{i+1,j} - fs_{i,j} + fs_{i+1,j+1} - fs_{i,j+1} \right) \quad (9) \\
fs_{x,i,j} &= \frac{1}{4} \left( fs_{x,i+1/2,j+1/2} + fs_{x,i-1/2,j+1/2} + fs_{x,i+1/2,j-1/2} + fs_{x,i-1/2,j-1/2} \right) \quad (10) \\
fs_{y,i,j} &= \frac{1}{4} \left( fs_{y,i+1/2,j+1/2} + fs_{y,i-1/2,j+1/2} + fs_{y,i+1/2,j-1/2} + fs_{y,i-1/2,j-1/2} \right) \quad (11)
\end{align*}
\]

We used the solid fractions divided by a parabolic interface in Fig. 1 to test the four curvature calculation methods: the counting cell method, the VUVN method without interpolation, the VUVN method based on bilinear interpolation and the VUVN method in volume-of-fluid approach. Fig. 2 is the comparison results of the four curvature calculation methods. From the results, we can see that the methods of counting cell and the VUVN method without interpolation algorithm were not as accurate as the other two methods. The VUVN method in volume-of-fluid approach was slightly better than the VUVN method with bilinear interpolation. We used the former method in the following simulations of dendrite growth. In order to gain more accurate calculation results of interface curvature, new methods should be introduced to the CA model in future investigations, such as a convolved volume-of-fluid function (CV), a height function (HF) or a reconstructed distance function (RDF) [41-45].

![Fig. 2 The comparison of various interface curvature calculation methods to the theoretical results.](image-url)
3 Results and discussion

All the simulations in the present paper were run on a personal computer with processors of AMD Phenom 3.30GHz without parallel simulation. 2D simulations of directional solidification were within 2 hours each. 3D simulations of directional solidification were less than 24 hours each.

3.1 Elimination of the artificial anisotropy in the present CA model

The artificial anisotropy in the CA model was qualitative examined in the previously developed pure substance models [27-30]. According to Karma [35], the quantitative capability of the PF model was examined by the growth of equilibrium shapes. In the present work, we also used equilibrium shapes to quantitatively verify the present CA model's artificial anisotropy. It was the first time for the CA model to simulate equilibrium shapes.

The alloy used in the simulations is SCN-0.4mol% acetone. The isothermal solidification model was used here. The boundary conditions of the concentration field were set with zero flux conditions. The thermophysical properties of SCN-acetone can be found elsewhere [4]. The simulation of an equilibrium shape was started with a solid circle seed (seed radius equals to 23 μm) in bulk melt with small undercooling (less than 0.003K). After certain number of time steps (more than 400000 steps, 6 seconds of real time, mesh size of 1μm), the circular interface slowly grew into four fold symmetry due to the interface energy anisotropy coefficient $\varepsilon$. Fig.3 is the comparison of equilibrium shapes under different interfacial energy anisotropy coefficient: $\varepsilon$=0.01, $\varepsilon$=0.03 and $\varepsilon$=0.05, respectively. The theoretical plot is according to the Cahn-Hoffman $\xi$-vector for a model fourfold anisotropy given by $1+\varepsilon\cos(4\theta)$ [36]. Fig.3(a) is the results by present CA model, in which the LNSF capture rule and a VUVN with VOF approach curvature calculation method are used. Fig.3(b) is the results of traditional CA model, in which the Von Neumann capture rule and a counting cell curvature calculation method are used. It can be seen that the equilibrium shapes simulated by the present CA model were agreed well with the theoretical equilibrium shapes. The equilibrium shapes simulated by the traditional CA model are not agree with the theoretical equilibrium shapes. Actually, the changing of the interface energy anisotropy coefficient $\varepsilon$ from 0.01-0.05 has no effects on the simulated morphologies by traditional CA model. The reason is that the counting cell method cannot calculate accurate interface curvature. Inaccurate interface curvature will neglect the influence of the interface energy anisotropy coefficient $\varepsilon$. The results in Fig.3 have shown that our modifications to the CA model (LNSF capture rule, curvature calculation based on interpolation algorithm) had very positive effects on the elimination of the CA model’s artificial anisotropy.
Fig. 3 The simulated equilibrium shapes under different interface energy anisotropy coefficients, and the comparison to the theoretical equilibrium shapes: (a) the LNSF capture rule with VUVN-VOF curvature calculation method; (b) the Von Neumann capture rule with counting cell curvature calculation method.

3.2 The critical primary spacing of the cell-to-dendrite transition in directional solidification

Due to the artificial anisotropy, CA simulations of cellular growth in directional solidification were found very few in literatures. Since the present CA model has low artificial anisotropy, the cellular and CDT interface morphologies in directional solidification were presented, which have never been simulated by CA model.

The alloy used in the simulation of directional solidification is succinonitrile-0.1mol%acetone (SCN-0.1mol%ace). The computational domain is 384µm×1536 µm for 2D model, and the mesh size is 1.5 μm. If the domain is filled with regular grid with mesh size of 1.5 μm, the domain can be divided into 256×1024 grids. At the beginning of the simulations, the bottom of the computational domain is initialed as a planar interface. Fixed temperature gradient is pulled up along the longer side of the domain.

Under constant pulling velocity $V = 100$ µm/s, the growth morphologies under different temperature gradients are shown in Fig.4. The temperature gradients $G$ from Fig.4 (a)-(e) are 0.5 K/mm, 5 K/mm, 10 K/mm, 15 K/mm and 20 K/mm, respectively. The simulated morphologies were dendrites when $G<15$ K/mm. It was cellular when $G=20$ K/mm. In between, when $G=15$ K/mm, the simulated morphology was the CDT.
We analyzed the changes of various values at the cell/dendrite tips from planar interface instability to steady state cell/dendrite arrays under different temperature gradients, as seen in Fig. 5. Fig. 5 (a) is the tip velocities versus time. All the tip velocities converged to 100 μm/s, except the tip velocity at $G=0.5$ K/mm, which was still needed more time to be steady state. Fig. 5 (b) is the changes of tip concentrations. As the increasing of temperature gradient $G$ from 0.5 K/mm to 20 K/mm, the steady state tip concentration also increased. Fig. 5 (c) is the tip temperature changing with time. The tip temperature was decreased as the increasing of temperature gradient.
Fig. 5 The changes of quantities at the cell/dendrite tips during planar interface to steady state cell/dendrite arrays: (a) tip velocities; (b) tip concentrations; (c) tip temperatures.

According to the Kurz and Fisher criterion\[2,3\], the CDT occurs under the conditions described by Eq. (12)

\[
l_D = \frac{k}{l_T}
\]

where, \(l_D\) is solute diffusion length, \(l_T = \frac{\Delta T}{G}\) is thermal diffusion length.

The Kurz and Fisher criterion is experimentally evidenced to give well predictions for the CDT of SCN-ace alloy\[3-5\]. When \(V = 100\ \mu m/s\), the temperature gradient for the CDT to occur calculated by Eq. (12) is \(G = 15.256\ K/mm\), which is very close to the temperature gradient in Fig 4 (d). The CDT in the present CA model was agreed with the theory expectation. In order to quantitatively investigate the CDT, critical primary spacing \(l_{cd}\) should be carefully calculated\[8-10\]. We focused on the Fig 4 (d), as
seen in Fig. 6. It could be obviously distinct the cellular and dendritic morphology. The primary spacing \( \lambda_c \) of cell is less than the primary spacing \( \lambda_d \) of dendrite. The relationship of the primary spacing can be described as \( \lambda_d > \lambda_{cd} > \lambda_c \). Fig. 6 (a) is the concentration map of Fig. 4 (d) at the end of the simulation. Fig. 6 (b) is the plot of concentrations of the three lines as demonstrated in Fig. 6 (a). It can be seen that the cellular tip concentration (dotted green line) is larger than the dendritic tip concentration (dashed purple line). The dendritic tip is in front of the cellular tip, which means that the dendritic tip temperature is larger than the cellular tip temperature. In Fig. 6 (a), there is an eliminated cell between two dendrites. The sidewise instability occurred when the local spacing became larger than critical value \( \lambda_{cd} \).

(J.Teng, S. Liu and R. Trivedi [10] presented an expression for the critical spacing for side-branch initiation in dilute SCN-acetone alloys by the investigation of the CDT through thin film experiment:

\[
\lambda_{cd} = 7.63(DF)^{1/3}(GV)^{1/3} C_0^{-1/4}
\]

(13)

where, \( C_0 \) is measured by wt.%, SCN-0.1mol%acetone equals SCN-0.0725 wt.%acetone.

Based on the simulation conditions, \( \lambda_{cd} = 56.3 \) \( \mu \)m is obtained by Eq. (13), and \( \lambda_{cd} = 54.5 \) \( \mu \)m is the simulated result by the present CA model in Fig. 6. The present CA model has a good agreement with Eq. (13).

In order to comprehensively compare the Eq. (13) and the present CA model, we simulated the CDT by two alloys, SCN-0.05mol%acetone and SCN-0.1mol%acetone, under the temperature gradients of 5 K/mm, 10 K/mm, 15 K/mm and 20 K/mm, respectively. The corresponding pulling velocities during the simulations were slightly larger than the velocities calculated by Eq. (12). The comparison between simulation and Eq. (13) can be seen in Fig. 7. It can be seen that the simulation results were agreed well with Eq. (13). It is worth noting that the \( GV \) in J.Teng’s experiment were between (0.001, 0.1) K/s. And the \( GV \) in the CA simulations were between (0.1–6.0) K/s. For relatively large \( GV \), the CA model is still agreed with Eq. (13).
Fig. 7 The critical primary spacing of CDT, comparison between CA simulation and Eq.(13): $\lambda_{cd}C_0^{1/4}$ vs. $GV$

Besides the 2D CA model, we also developed a 3D CA model to investigate the CDT in directional solidification. The computational domain is $192\mu m \times 192\mu m \times 768\mu m$. The mesh size is the same as the 2D CA model. Fig.8 is the simulation results of SCN-0.1mol%acetone at $\varepsilon = 0.005, V=100 \mu m/s, G=0.5$ K/mm and $G=20$ K/mm, respectively. Fig.8 (a) has the same simulation conditions as Fig.4 (a), and Fig.8 (b) is corresponding to Fig.4 (e). Fig.9 is the top view of 3D simulations, which have the same simulation conditions as that in Fig.4. The transition from dendritic to cellular microstructure could be clearly seen in the 3D directional solidification.

Fig. 8 Three dimensional CA model simulations of directional solidification: (a) dendrite microstructure at $G=0.5$ K/mm; (b) cellular microstructure at $G=20$ K/mm.
The origin of sidebranches is caused by noise amplification or a limit cycle, which is still a standing issue in solidification. Echebarria and Karma \cite{13} have found that the CDT cannot be understood by the phase field model without taking into account thermodynamical noise. However, many CA models\cite{21-24}, including the present low artificial anisotropy CA model, the dendritic sidebranches can be initiated without the introduction of thermodynamical noise. The dendritic sidebranches in present CA model, as seen in Fig.6 (a), is discontinuous increase in primary spacing. The origin of dendritic sidebranches in present CA model is not so-called "tail-instability". The "tail-instability" generate new cells from the sidebranches of dendrite arrays when increasing the pulling velocity\cite{50}. Fig.4 shows that as the temperature gradient decreases (the same effect as increasing pulling velocity), the simulated morphologies continuously transit from cells to dendrites. During this process, the "tail-instability" is not observed. In the present article, we are more concerned with the control parameters of the sidebranches. The control parameters, including primary spacing $\lambda_{cd}$, temperature gradient $G$ and pulling velocity $V$ are agreed well with experiment and theory. In the next section, the influences of physical parameters on the CDT are investigated, which cannot be investigated by experiments.

3.3 The influences of physical parameters on the cell-to-dendrite transition in directional solidification

The alloy used in the simulations is also succinonitrile-0.1mol%acetone (SCN-0.1mol%ace). The computational domain is $256\mu\text{m}\times2048\mu\text{m}$ for 2D CA model. If the simulation needs larger domain, the computational domain can be enlarged into $512\mu\text{m}\times4096\mu\text{m}$. The mesh size is 1.0 $\mu\text{m}$, in order to get more quantitative results. Instead of using fixed cell/dendrite spacing\cite{13,14}, the cell/dendrite spacing in
the present simulations is selected by the growth conditions \((V, G, C_0)\), which is the same as the experiment in directional solidification.

Fig.10 (a) shows the simulation results with different strengths of Gibbs-Thomson coefficient \(\Gamma\), under unchanged conditions of \(V=100 \text{ \mu m/s}, G=15 \text{ K/mm}, C_0=0.1 \text{ mol\%, } m_l=-2.16 \text{ K/mol\%}, k_0=0.103\) and \(\varepsilon=0.005\). When \(\Gamma\) increases from \(3.2 \times 10^{-8}\) to \(9.6 \times 10^{-8}\) m-K, both of the cell and dendrite primary spacings increase. It can be obviously seen that the changing of \(\Gamma\) have no effects on the CDT. The Kurz and Fisher criterion also predict that \(\Gamma\) has no effects on the CDT.

By using the same strategy, the liquidus slope \(m_l\), the initial composition \(C_0\) and the solute diffusivity \(D_l\) are also examined by the CA simulations, as seen from Fig.10 (b) to Fig.10 (d). The corresponding changes in pulling velocities \(V\) or temperature gradient \(G\) are calculated according to the Kurz and Fisher criterion. The simulation results show that the three physical parameters: \(m_l\), \(C_0\) and \(D_l\) linearly affect pulling velocities \(V\) or temperature gradient \(G\) of the CDT, which is also agree well with the prediction of the Kurz and Fisher criterion.
Fig. 10 The simulated CDT morphologies with different strengths of control parameters: (a) the Gibbs-Thomson coefficient; (b) the liquidus slope $m_l$ while keeping $m_l^*V$ constant; (c) the initial composition $C_0$, while keeping $G/C_0$ constant. (d) the solute diffusivity $D_l$ while keeping $D_l/V$ constant.

The main finding in this paper is the changing behavior of the $V_{cd}$ when the solute partition coefficient $k_0$ is larger than a critical value of 0.125. The $V_{cd}$ is defined as the smallest growth velocity at which the side branches were observed, which is the same as the experimental definition \[1\]. When $k_0$ is less than 0.125, the $V_{cd}$ follows the Kurz and Fisher criterion $V_c/k_0$; when $k_0>0.125$, the $V_{cd}$ equals to 8$V_c$, as seen in Fig.11. It can be concluded that the occurrence of the CDT is determined by the larger value between $V_c/k_0$ and 8$V_c$. 
The smallest velocity at which the side branches ($V_{cd}$) as a function of $k_0$. Green line: $8V_c$. Blue line: $V_c/k_0$. Magenta line: $V_c$. Squares: 2D simulation results. Triangles (a) to (e): 3D simulation results.

For the proof of this statement, 3D simulations are required, because phase field results have shown that there was a major difference between two- and three-dimensional configurations \cite{13}. Since 3D simulations need much more computational resources than 2D simulations, only a few points have been simulated by 3D CA model. The 3D simulations show that cellular morphologies were obtained at $8V_c$ ($k_0=0.07$ in Fig.11 (b)) and $V_c/k_0$ ($k_0=0.20$ in Fig.11 (e)). Fig.11 (a), (c) and (d) are the CDT morphologies. The 3D simulation results agree with the predictions in 2D simulations.

The tip undercoolings of the cells and dendrites simulated by the 2D CA model are shown in Fig.12. The green sphere/triangle dots are the cellular/dendritic tip undercoolings as a function of $k_0$ with fixed pulling velocities $V_p=V_c/k_0$. The CDT occurred when $k_0$ was less than 0.125. The magenta sphere/triangle dots are the cellular/dendritic tip undercoolings with fixed pulling velocities $V_p=8V_c$. The CDT occurred when $k_0$ was larger than 0.125. The dendrite tip undercoolings are always smaller than the cellular tip undercoolings. By the comparison between the cellular tip undercoolings (green and magenta sphere dots), it can be seen that there is a crossover at $k_0=0.125$. The CDT (green and magenta triangle dots) occurred at which the cellular tip undercooling was smaller. It can also be concluded that the CDT behavior has a major change when $k_0=0.125$. 

Fig. 11
Fig. 12 Tip undercooling as a function of $k_0$. Green open spheres: cell tip undercoolings at pulling velocity $V_p = V_c / k_0$. Green open triangles: dendrite tip undercoolings at $V_p = V_c / k_0$. Magenta open spheres: cell tip undercoolings at $V_p = 8V_c$. Magenta open triangles: dendrite tip undercoolings at $V_p = 8V_c$.

From the experimental point of view [3-6], only the CDT behaviors in SCN-ace ($k_0=0.1$) and Al-Cu ($k_0=0.14$) alloys agreed with the Kurz and Fisher criterion. Chopra and Tewari [6] considered that the CDT appeared to be strongly influenced by the magnitude of $k_0$, but the reason for this behavior was not understood. The $V_{cd}$ in Pb-Sn alloy from Chopra and Tewari’s experiment was about $2.5V_c$, which is larger than the $V_{cd}$ predicted by the Kurz and Fisher criterion, smaller than $8V_c$ from the present CA simulation results. The density differences between Pb and Sn are large, in which the convection effects would raise some doubts about the validity in Pb-Sn alloy’s results [3].

The influence pattern of $k_0$ can be validated by the comparison of experimental results between SCN-ace ($k_0=0.1$) and SCN-camphor ($k_0=0.33$). SCN-ace and SCN-camphor have similar strength of the interface energy anisotropy, which makes the comparison more focused on the $k_0$. It was also evidenced in our research that the influences of the physical parameters ($D_i$, $m_i$) on the $V_{cd}$ exactly followed the Kurz and Fisher criterion, as seen in Fig.10. The differences of $m_i$ and $D_i$ in SCN-ace and SCN-camphor alloys have no effects on the comparison between $V_{cd}$ expressions influenced by $k_0$.

Furthermore, both of the experiment data in SCN-camphor and SCN-ace were obtained by the same directional solidification apparatus, which is similar to that described by Hunt [48].

Trivedi et al. [10] have presented detailed experimental data of the CDT in SCN-camphor, which was characterized by $C_{0b}$, $G$ and $V$. The smallest velocity at which the side branches ($V_{cd}$) are shown in the reference’s Table 1. The experiment data in the reference’s Table 1, when $C_{0b}=0.65$wt.% and $C_{0b}=0.90$wt.% are neglected here, because the $V_{cd}$ was not linearly changed with $G$. Another reason is that for fixed $G$, the $V_{cd}$ at $C_{0b}=0.65$ is less than that at $C_{0b}=0.90$. According to Kurz and Fisher criterion and our previous CA simulation, when $G$ is fixed, the $V_{cd}$ is proportional to $1/C_{0b}$.

The $V_{cd}$ versus temperature gradient $G$ when $C_{0b}=0.35$ is shown in Fig.13. With fixed $C_{0b}=0.35$, the $V_{cd}$ was linearly changed with temperature gradient $G$. The experiment data are agreed with $8V_c$ better than $V_c/k_0$. Despite the neglected data, the experimental data in SCN-camphor support well to the conclusion derived from present CA simulations. For SCN-ace alloy, it was experimentally evidenced
that the $V_{cd}$ follows $V_c/k_0$ \[^{[3-5]}\]. Overall, the experiment data of SCN-camphor and SCN-ace alloys support the influence pattern of $k_0$ on the CDT discovered in this paper.

![Graph showing the smallest velocity at which the side branches ($V_{cd}$) as a function of temperature gradient. Green line: $8V_c$. Blue line: $V_c/k_0$. Squares: Trivedi’s experimental results.](image)

**Fig. 13** The smallest velocity at which the side branches ($V_{cd}$) as a function of temperature gradient. Green line: $8V_c$. Blue line: $V_c/k_0$. Squares: Trivedi’s experimental results.

Why the influence pattern of $k_0$ on the CDT has not been discovered before? Although Chopra and Tewari \[^{[6]}\] noticed that the CDT appeared to be strongly influenced by the magnitude of the solute partition coefficient $k_0$, it cannot be sure that the difference in $V_{cd}$ is caused by $k_0$. Other thermal properties between two alloys are also different, especially the interface energy anisotropy coefficient. Phase field simulation costs much more computational recourses than CA model. Lan \[^{[12]}\] found that the simulation from deep cells to dendrites (side branching) still remained a great challenge. Karma et al. \[^{[13, 14]}\] considered that a survey of physical parameters on the CDT remained a nontrivial computational challenge for phase filed model. The development of low artificial anisotropy CA model \[^{[27-30]}\] brings another numerical model to simulate the CDT.

**4 Conclusions**

In this paper, we have given an alloy CA model describing the microstructure in directional solidification. The CA model’s capture rule was modified by a limited neighbor solid fraction (LNSF) method. Various interface curvature calculation methods have been compared. The results have shown that the variation of the unit vector normal (VUVN) method with interpolation algorithm is more accurate. We have presented the simulation results of equilibrium shapes for the testing of the artificial anisotropy in the present CA model. The simulated equilibrium shapes were at good agreements with theoretical shapes, when the interface energy anisotropy coefficient was $\varepsilon=0.01$, $\varepsilon=0.03$ and $\varepsilon=0.05$, respectively.

The cell-dendrite transition (CDT) during directional solidification has been well investigated by the present CA model. Our simulated results of the CDT in directional solidification support the expression of critical spacing ($\lambda_{cd}$), which was analyzed in the SCN-acetone system from experiment results. Comparing the results in 2D and 3D simulations, it was found that the CDT occurred at the same conditions in 2D and 3D directional solidification.

It is evidenced that the solute partition coefficient $k_0$ strongly influence the critical velocity $V_{cd}$ of the CDT. 2D CA model shown that when $k_0$ is less than 0.125, the $V_{cd}$ follows the Kurz and Fisher
criterion $V_c/k_0$; while when $k_0>0.125$, the $V_{cd}$ equals to $8V_c$. 3D CA simulation and carefully selected experimental results of SCN-camphor alloy [10] support the discovery mentioned above. The discovery of the influence pattern of $k_0$ on the CDT explains why only the experimental data of the $V_{cd}$ in SCN-ace ($k_0=0.1$) and Al-Cu ($k_0=0.14$) alloys agreed with the Kurz and Fisher criterion. Other alloys, such as Pb-Sn ($k_0=0.5$) and SCN-camphor ($k_0=0.33$), have larger $V_{cd}$ than the Kurz and Fisher criterion.

The physical background of the influence pattern of $k_0$ on the CDT is still unknown. However, the weakly non-linear stability analysis of planar interface [49] shown that a subcritical bifurcation occurs when $k_0<0.45$, whereas a supercritical bifurcation is predicted when $k_0>0.45$. However, the critical value of $k_0$ on the CDT equals to 0.125, which is not the same as that in the weakly non-linear stability analysis of planar interface instabilities. It is worthy to note that Kurz and Fisher made a simplification that $k_0 \approx 0$, while deriving the criterion of $V_c/k_0$. Consequently, the Kurz and Fisher criterion fits the $V_{cd}$ well at the region $k_0$ close to 0. However, it is a theoretical challenge to derive an expression with $k_0 \neq 0$.
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