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Abstract

For affine processes on finite-dimensional cones, we give criteria for geometric ergodicity—that is exponentially fast convergence to a unique stationary distribution. Ergodic results include both the existence of exponential moments of the limiting distribution, where we exploit the crucial affine property, and finite moments, where we invoke the polynomial property of affine semigroups. Furthermore, we elaborate sufficient conditions for aperiodicity and irreducibility. Our results are applicable to Wishart processes with jumps on the positive semidefinite matrices, continuous-time branching processes with immigration in high dimensions, and classical term-structure models for credit and interest rate risk.
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1 Introduction

Affine processes are very popular, due to their flexibility and high analytical tractability: While they enjoy all classical features of general Markov processes in continuous time (e.g., state-dependent diffusive and jump behaviour), the Backward Kolmogorov PDEs (in forward form) simplify to non-linear ODEs for exponential initial data. On the canonical state spaces $\mathbb{R}_+^m \times \mathbb{R}^n$ they have been fully characterized by Duffie, Filipović and Schachermayer, in the seminal paper [26]. Particular affine models are well-known from financial applications (see e.g. [5, 13, 19, 25, 38]). They have been generalized to the time inhomogeneous case [30] and to other state spaces [14, 15, 17, 44, 66]. Of particular interest as state space are cones, especially the cone of positive semi-definite matrices (cf. [1, 15, 53, 54]). Such processes are used to model financial markets, where several assets exhibit stochastic (co)volatilities. The typical models derive stochastic volatility from the positive-definite Wishart process (see e.g. [2, 3, 11, 18, 20, 21, 34, 35, 55] and references therein), the Wishart
model enriched with jumps \([10, 48, 50]\) and the Ornstein-Uhlenbeck type stochastic volatility model (see e.g. \([1, 7, 30, 62]\)). Wishart and general positive semi-definite affine models have also been successfully used to model interest rates (e.g. \([8, 12, 33, 37]\)). For stochastic processes the existence and uniqueness of stationary solutions as well as convergence to the stationary solution is of high interest. Geometric ergodicity means that convergence to a unique stationary distribution happens in total variation exponentially fast. It ensures fast convergence to the stationary regime in simulations and paves the way for statistical inference. By the same argument as in \([52, \text{Proof of Theorem 4.3, Step 2}]\) geometric ergodicity and the existence of some \(p\)-moments of the stationary distribution guarantee exponential \(\beta\)-mixing for Markov processes. This, in turn, implies functional central limit theorems for the process (see for instance \([22]\)), and thus yields asymptotic normality of estimators.

In this paper we investigate geometric ergodicity of affine processes on proper, closed convex cones \(K\) in finite dimensional vector spaces, by using the stability concepts for Markov processes (cf. \([23, 58–60]\)). In particular, we construct natural exponential and polynomial test functions to establish a Foster-Lyapunov drift condition, and we are able to characterize those affine processes which satisfy the latter condition in terms of a sufficiently fast decay of the linear drift term. To this end, we develop a new result for linear maps \(A\) with positive resolvent, i.e. \((\lambda - A)^{-1}(K) \subseteq K\), extending a result by Ky Fan. \([28, \text{Theorem 5}]\) for the natural cones \(\mathbb{R}^+_n\). Thus, for aperiodic and irreducible affine processes, we find easy-to-check conditions for geometric ergodicity. For affine jump-diffusions on symmetric cones whose jumps are of compound-Poisson type with state-dependent jump intensity, we provide sufficient conditions for irreducibility and aperiodicity by relating them to diffusion processes killed at an exponential rate. Likewise, we establish easy to check sufficient conditions for irreducibility and aperiodicity in the finite activity pure jump case. Finally, we apply our general results to the special case of Wishart diffusions (with jumps) as well as the standard cone \(\mathbb{R}^+_m\) and consider a simple case for the general state space \(K \times \mathbb{R}^n\), for which no general theory on affine processes yet exists.

The literature on geometric ergodicity for affine processes on cones is sparse and either limited to the canonical state space, or to Ornstein-Uhlenbeck type processes:

- For \(K = \mathbb{R}^+_+\) \([41, 42]\) prove Harris recurrence and exponential ergodicity for the basic affine jump-diffusion, which arises as a default intensity model in credit risk \([24]\), and slight extensions. These processes may not have state-dependent jumps. The proofs of \([41]\) are technical and use the explicit form of the transition density. The result is a special case of our theory (see Remark \([5.6]\)).

- On the state space \(\mathbb{R}^+_+ \times \mathbb{R}^+\) \([4]\) studies geometric ergodicity of a mean-reverting two-factor affine jump–diffusion process on a half-space. We give a generalization to affine diffusion models on \(K \times \mathbb{R}^n\), where \(K\) is a proper closed convex cone (See Theorem \([5.8]\) and Remark \([5.9]\) (iv)).

- Ornstein-Uhlenbeck processes driven by \(\text{Lévy noise}\) belong to the affine class. They are cone-valued when driven by appropriate cone-valued \(\text{Lévy processes}\) and the drift ensures that the cone cannot be left. For these processes existence of and convergence to stationary distributions is well-understood (see \([64]\) and \([52]\) for geometric ergodicity).

- In the Wishart case only criteria for convergence in distribution to the stationary case and ergodicity, in the sense that laws of large numbers hold, are known (see \([2]\)).
While finalizing the present paper, [70] became available. This paper considers geometric ergodicity on the canonical state space $\mathbb{R}_+^m \times \mathbb{R}^n$. It requires finite activity jumps, strong solutions to the SDEs associated to affine processes and diagonal diffusion terms ensuring a kind of uniform ellipticity on the whole state space. If there are no state dependent jumps, it establishes positive Harris recurrence under logarithmic moment conditions and geometric ergodicity under $p$-th moment conditions with $p > 0$. In the case of state dependent jumps it requires at least first moment conditions.

The present paper is primarily dedicated to affine processes on high-dimensional cones, and we allow for general, possibly infinite variation, jump behaviour and state-dependent compensators. We do not need the affine processes to be strong solutions to SDEs. Moreover, we also obtain results on exponential moments which are particularly relevant and natural in an affine context. To ensure irreducibility and aperiodicity we use appropriate controllability conditions which are weaker than uniform-ellipticity like conditions.

Program of the paper

The preliminary Section 2 is divided into three subsections. In Section 2.1 we develop a characterization of linear maps whose eigenvalues have strictly negative parts (Theorem 2.7). This result plays a crucial part in the construction of suitable test functions for which the generator of affine processes satisfies the Foster-Lyapunov drift condition (Section 3). In Section 2.2 we recall the definition of affine processes on cones, as provided by [17], and summarize some properties. Section 2.3 recalls the definition of Harris recurrence and geometric ergodicity, and sufficient criteria for the latter property.

The main ergodicity results are developed in Section 3. We split this section into two parts, for exponentially affine test functions (Section 3.1, Theorem 3.1) and polynomial ones (Section 3.2, Theorem 3.6).

Section 4 provides criteria for aperiodicity and irreducibility for affine jump-diffusions with hypoelliptic main symbol and pure jump processes.

The final Section 5 is dedicated to apply the theory of Sections 3 and 4 to particularly relevant special cases: Wishart processes (with jumps) on the cone of positive semidefinite $d \times d$ matrices, affine processes on the natural cone $\mathbb{R}_+^n$, and affine term-structure models on $K \times \mathbb{R}^n$, where $K$ is a proper closed convex cone. By attaching a linear space to the cone $K$, the state space is not proper anymore and thus falls outside the cones considered before.

2 Preparatory statements

2.1 Order preserving maps

Throughout the paper, we use the notation $\mathbb{R}_+$ for the non-negative real line, and $\mathbb{C}$ for the complex numbers.

Let $V$ be a finite dimensional linear space $V$ with inner product $\langle \cdot, \cdot \rangle$. We identify, by virtue of Riesz’ representation theorem, each element $\varphi$ of the dual $V^*$ by the unique $u \in V$ such that $\varphi(x) = \langle u, x \rangle$ for any $x \in V$. Hence we shall not distinguish between $V$ and $V^*$ in the following.

Let $K \subset V$ be a closed convex cone. We denote by $\leq$ the induced partial order, that is for $x, y \in V$, $x \leq y$ if and only if $y - x \in K$. $K$ is called proper, if $K \cap \{-K\} = \{0\}$, and generating, if $K - K = V$. The dual cone of $K$ is defined by $K^* := \{u \in V \mid \langle u, x \rangle \geq 0 \text{ for all } x \in K\}$. 


Lemma 2.1. Let \( K \) be a generating proper closed convex cone. Then

(i) \( K^* \) has non-empty interior \((K^*)^0\), and
\[
(K^*)^0 = \{u \in V \mid \langle u, x \rangle > 0, \ \forall x \in K \setminus \{0\}\}. \tag{2.1}
\]

(ii) \( K^* \) is a generating proper closed convex cone.

(iii) \( K \) has non-empty interior and
\[
K^\circ = \{x \in V \mid \langle u, x \rangle > 0, \ \forall u \in K^* \setminus \{0\}\}.
\]

Proof. The first property holds in view of [29, Proposition I.1.4].

\( K^* \) is generating, because \( K \) is proper (see [29, Corollary I.1.3]). Since \((K^*)^* = K\), and \( K \) is a closed generating cone, it follows that \( K^* \) is proper (see [29, Corollary I.1.3]). Hence \[(ii)\] is proved.

Property \[(iii)\] is an application of Property \[(i)\] applied to the dual cone, taking into account that \((K^*)^* = K = K\) and using Property \[(ii)\].

In dimensions higher than one, comparison arguments for solutions of ODEs only hold, when the vector fields have a special property, namely quasimonotonicity (besides enough regularity to allow uniqueness). We recall this property next:

Definition 2.2. A map \( A : V \supseteq U \to V \) is quasimonotone increasing (qmi) with respect to \( K \), if
\[
x, y \in U, \ y - x \in K, \ v \in K^*, \ \langle v, y - x \rangle = 0 \ \Rightarrow \ \langle v, A(y) - A(x) \rangle \geq 0. \tag{2.2}
\]

Remark 2.3. (i) Note that for linear maps \( A : V \to V \), this property simplifies to
\[
x \in K, \ v \in K^*, \ \langle v, x \rangle = 0 \ \Rightarrow \ \langle v, Ax \rangle \geq 0.
\]

(ii) Clearly, a linear map \( A : V \to V \) is qmi with respect to \( K \) if and only if \( A^\top \) is qmi with respect to \( K^* \), where \( A^\top \) is the adjoint of \( A \), defined by
\[
\langle x, A^\top v \rangle = \langle Ax, v \rangle, \ \ x, y \in V.
\]

For a linear map \( A : V \to V \), let \( \sigma(A) \) denote its spectrum. We use the notation \( \tau(A) = \max\{\Re(\lambda), \ \lambda \in \sigma(A)\} \) for the spectral bound, \( \rho(A) := \max\{|\lambda|, \ \lambda \in \sigma(A)\} \) for the spectral radius and \( e^{tA} \) for the matrix exponential. Clearly \( \tau(A) = \tau(A^\top) \), because \( A \) and \( A^\top \) have the same eigenvalues. Furthermore, \( \lambda > \tau(A) \) implies that \( \lambda \notin \sigma(A) \), whence \( \lambda - A \) is an isomorphism. The following is a fundamental characterization of qmi maps in terms of their resolvent:

Proposition 2.4. Let \( A : V \to V \) be a linear map, and \( K \) be a generating, proper closed convex cone. The following are equivalent:

(i) \( A \) is qmi with respect to \( K \).

(ii) \( e^{tA}(K) \subseteq K \).

(iii) For any \( \lambda > \tau(A) \), \( (\lambda - A)^{-1}(K) \subseteq K \).
(iv) For any $\lambda > \tau(A)$, $(\lambda - A^\top)^{-1}(K^*) \subseteq K^*$.

**Proof.** The equivalence of the first three conditions follows from [27, Satz 1, (2), (3) and (5), $\alpha = 1$]. Note that [27, (3)] is our definition of qmi, whereas [27] uses an equivalent one. Furthermore, the statement was shown for matrices, but we use the obvious modification for linear maps.

By Remark 2.3, $A$ is qmi with respect to $K$, if and only if $A^\top$ is qmi with respect to $K^*$. Therefore, statement (iv) is equivalent to (i) and can be proved similarly, by replacing the role of $K$ and $K^*$, realizing that due to Lemma 2.1 the dual cone $K^*$ has non-empty interior and thus $K^*$ satisfies the standing assumption (e) of [27].

Another ingredient in our main statement of this section (Theorem 2.7) is the celebrated theorem by Krein-Rutman [46]:

**Theorem 2.5.** Let $X$ be a Banach space and $C \subseteq X$ be a convex cone such that $C - C$ is dense in $X$. Let $T : X \to X$ be a compact operator which is positive, meaning $T(C) \subseteq C$, and assume that its spectral radius $\rho(T)$ is strictly positive. Then there exists $x \in C \setminus \{0\}$ such that $Tx = \rho(T)x$.

We require an elementary lemma:

**Lemma 2.6.** Let $A : V \to A$ be qmi with respect to a generating, proper closed convex cone. Then $\tau(A) = \max\{\Re(\lambda) \mid \lambda \in \sigma(A)\}$ is an eigenvalue of $A$.

**Proof.** Assume, for a contradiction, $\tau(A) \not\in \sigma(A)$. Then there exist $r \in \mathbb{N}, \mu_1, \ldots, \mu_r \neq 0$ such that
$$\sigma_A^T := \sigma(A) \cap \{\tau(A) + i\mathbb{R}\} = \{\tau(A) + i\mu_i, \ 1 \leq i \leq r\}.$$ Hence there exists $t_0 > 0$ such that $t_0\mu_i \not\in \mathbb{Z}$ for any $1 \leq i \leq r$. By the Jordan normal form of $A$, all eigenvalues of $P := e^{t_0A}$ are of the form $e^{t_0\lambda}$, where $\lambda \in \sigma(A)$. Therefore, the spectral radius of $P$ equals $\rho_P := e^{t_0\tau(A)}$, but since $e^{t_0(\tau(A) + i\mu_i)} \neq e^{t_0\tau(A)} = \rho_P$ for any $1 \leq i \leq r$, the spectral radius is not an eigenvalue of $P$. On the other hand, since $A$ is qmi, $P$ is a positive map, hence by Theorem 2.5 $\rho(P)$ must be an eigenvalue, a contradiction. We conclude that indeed $\tau(A) \in \sigma(A)$.

The main statement of this section is the following extension of [28, Theorem 5'], (a), (c) for $K = \mathbb{R}^n_+$ to general cones $K$:

**Theorem 2.7.** Let $K$ be a generating, proper closed convex cone, and $A : V \to V$ be a qmi linear map with respect to $K$. The following are equivalent:

(i) $\tau(A) < 0$.

(ii) There exists $v \in (K^*)^\circ$ such that $A^\top v \in -(K^*)^\circ$.

**Proof.** (i) $\Rightarrow$ (ii)

$A^\top$ is qmi with respect to $K^*$, and clearly $\tau(A) = \tau(A^\top)$. Pick $\tau(A) < \lambda < 0$. By Proposition 2.4, $(\lambda - A^\top)^{-1}(K^*) \subseteq K^*$, hence by Lemma 2.1 there exists $v \in (K^*)^\circ$ such that $\eta^* := (\lambda - A^\top)^{-1}v \in K^*$, and clearly $v \neq 0$. Therefore, $\lambda \eta^* - A^\top \eta^* = (\lambda - A^\top)\eta^* = v$. We conclude that $-A^\top \eta^* = v - \lambda \eta^* \in K^* + (K^*)^\circ = (K^*)^\circ$.

(ii) $\Rightarrow$ (i)

Pick a $\lambda > \tau(A)$. By Proposition 2.4 the operator $P := (\lambda - A)^{-1}$ is positive on $K$, and since 0 is
not an eigenvalue of a linear isomorphism, the spectral radius of \( P \) is strictly larger than 0. Hence by Theorem 2.5, there exists \( x \in K \setminus \{0\} \) such that \( (\lambda - A)^{-1}x = \rho_\lambda x \), and \( \rho_\lambda := \max\{|\mu| \mid \mu \in \sigma(\lambda - A)^{-1}\} \). A straightforward check reveals that \( \tau := \lambda - \frac{1}{\rho_\lambda} \in \sigma(A) \) and \( Ax = \tau x \). Furthermore,

\[
\tau = \lambda - \frac{1}{\rho_\lambda} = \max\{\lambda - |\lambda - \mu| \mid \mu \in \sigma(A)\}.
\]

The two functions \( \sigma(A) \rightarrow \mathbb{R} \),

\[
\mu \mapsto \lambda - |\lambda - \mu|, \quad \mu \mapsto \Re(\mu),
\]

agree on the real line, and the first one has its maximum at the real value \( \tau \in \sigma(A) \), while the second one has its maximum at \( \tau(A) \in \sigma(A) \) (see Lemma 2.6). Therefore the maxima of the two functions agree, i.e.,

\[
\tau = \lambda - \frac{1}{\rho_\lambda} = \max\{\lambda - |\lambda - \mu| \mid \mu \in \sigma(A)\}
\]

\[
= \max\{\lambda - |\lambda - \mu| \mid \mu \in \sigma(A) \cap \mathbb{R}\} = \max\{\Re(\mu) \mid \mu \in \sigma(A) \cap \mathbb{R}\}
\]

\[
= \max\{\Re(\mu) \mid \mu \in \sigma(A)\} = \tau(A).
\]

It thus remains to show that \( \tau(A) < 0 \): To this end, let \( v \in (K^*)^\circ \) such that \( A^Tv \in -(K^*)^\circ \). Then

\[
\langle A^Tv, x \rangle = \langle v, Ax \rangle = \langle v, \tau(A)x \rangle = \tau(A)\langle v, x \rangle.
\]

Since \( \langle v, x \rangle > 0 \) and \( \langle A^Tv, x \rangle < 0 \) due to Lemma 2.1, \( \tau(A) \) must be strictly negative, and we are done. \( \square \)

2.2 Affine processes.

In the following we give the definition of affine processes on cones, as provided by [17], and summarize some properties. The state space \( K \) will be a generating, proper closed convex cone in a finite dimensional vector space \( V \), as in the previous section. Adjoined to the state space \( K \) is a point \( \Delta \notin K \), the cemetery state, and we set \( K_\Delta = K \cup \{\Delta\} \) for the one-point compactification. For a Markov process \( X \) on \( K \), its transition function is denoted by \( (p_t(x, \cdot))_{t \geq 0, x \in K} \). We can extend to \( K_\Delta \) by introducing

\[
p_t(x, \{\Delta\}) = 1 - p_t(x, K), \quad p_t(\Delta, \{\Delta\}) = 1,
\]

for all \( t \in \mathbb{R}_+ \) and \( x \in K \), with the convention \( f(\Delta) = 0 \) for any function \( f \) on \( K \).

**Definition 2.8.** A time-homogeneous Markov process \( X \) relative to some filtration \( (\mathcal{F}_t) \) with state space \( K \) (augmented by \( \Delta \)) and transition kernels \( (p_t(x, d\xi))_{t \geq 0, x \in K} \) is called affine if

\begin{itemize}
  \item[(i)] it is stochastically continuous, that is, \( \lim_{s \to t} p_s(x, \cdot) = p_t(x, \cdot) \) weakly on \( K \) for every \( t \geq 0 \) and \( x \in K \), and
  \item[(ii)] its Laplace transform has exponential-affine dependence on the initial state. This means that there exist functions \( \phi : \mathbb{R}_+ \times K^* \rightarrow \mathbb{R}_+ \) and \( \psi : \mathbb{R}_+ \times K^* \rightarrow V \) such that
    \[
    \int_K e^{-\langle u, \xi \rangle} p_t(x, d\xi) = e^{-\phi(t, u) - \langle \psi(t, u), x \rangle},
    \]
    for all \( x \in K \) and \( (t, u) \in \mathbb{R}_+ \times K^* \).
\end{itemize}

\(^1\)The generating property, \( V = K - K \) is technically necessary to identify the generalized Ricatti differential equations for the exponents \( \phi, \psi \).
The following statement recalls the basic properties of affine processes on cones, in particular the description of \((\phi, \psi)\) as solutions for so-called generalized Riccati differential equations (cf. \cite[Theorem 2.4, Part I]{[17]})

**Theorem 2.9.** Let \(X\) be an affine process on \(K\). Then \(X\) is a Feller process, the functions \(\phi\) and \(\psi\) given in \((2.3)\) are differentiable with respect to time and satisfy the generalized Riccati equations for \(u \in K^*\), that is,

\[
\begin{align*}
\frac{\partial \phi(t,u)}{\partial t} &= F(\psi(t,u)), \quad \phi(0, u) = 0, \quad (2.4a) \\
\frac{\partial \psi(t,u)}{\partial t} &= R(\psi(t,u)), \quad \psi(0, u) = u \in K^*, \quad (2.4b)
\end{align*}
\]

where \(F(u) = \partial_t \phi(t,u)|_{t=0}\) and \(R(u) = \partial_t \psi(t,u)|_{t=0}\). Moreover, relative to some truncation function \(\chi\), there exists a parameter set \((Q, b, C, \gamma, m, \mu)\) such that the functions \(F\) and \(R\) are of the form

\[
\begin{align*}
F(u) &= \langle b, u \rangle + c - \int_K \left( e^{-\langle u, \xi \rangle} - 1 \right) m(d\xi), \quad (2.5a) \\
R(u) &= -\frac{1}{2} Q(u, u) + B^\top(u) + \gamma - \int_K \left( e^{-\langle u, \xi \rangle} - 1 + \langle \chi(\xi), u \rangle \right) \mu(d\xi), \quad (2.5b)
\end{align*}
\]

where

(i) \(b \in K\),

(ii) \(c \in \mathbb{R}_+\),

(iii) \(m\) is a Borel measure on \(K\) satisfying \(m(\{0\}) = 0\) and

\[
\int_K (\|\xi\| \wedge 1) m(d\xi) < \infty,
\]

(iv) \(Q : V \times V \to V\) is a symmetric bilinear function such that for all \(v \in V\), \(Q(v, v) \in K^*\) and \(\langle x, Q(u, v) \rangle = 0\), whenever \(\langle u, x \rangle = 0\) for \(u \in K^*\) and \(x \in K\),

(v) \(\gamma \in K^*\),

(vi) \(\mu\) is a \(K^*\)-valued \(\sigma\)-finite Borel measure on \(K\) satisfying \(\mu(\{0\}) = 0\), \(\int_K (\|\xi\|^2 \wedge 1) \langle x, \mu(d\xi) \rangle < \infty\) for all \(x \in K\), and

\[
\int_K \langle \chi(\xi), x \rangle \langle x, \mu(d\xi) \rangle < \infty\ \text{for all} \ u \in K^* \text{ and } x \in K \text{ with } \langle u, x \rangle = 0,
\]

(vii) \(B^\top : V \to V\) is a linear map, satisfying

\[
\langle x, B^\top(u) \rangle - \int_K \langle \chi(\xi), u \rangle \langle x, \mu(d\xi) \rangle \geq 0\ \text{for all} \ u \in K^* \text{ and } x \in K \text{ with } \langle u, x \rangle = 0.
\]

\(^2\)A truncation function is continuous, bounded in norm by 1 and equal to the identity in a neighborhood of the origin.
By the defining property (2.3) and the Riccati differential equations (2.4), for any \( x \in K \), and \( u \in K^* \) we have for \( f_u(x) := e^{-\langle u, x \rangle} \) that
\[
\lim_{t \downarrow 0} \frac{P_t f_u(x) - f_u(x)}{t} = (-F(u) - (R(u), x)) f_u(x).
\] (2.6)

This limit also holds in supremum norm, due to the Feller property of \( X \) (we shall denote by \( D(A) \) the domain of the infinitesimal generator \( A \) of \( X \), that is the generator of the associated Feller semigroup).

**Proposition 2.10.** For any \( u \in (K^*)^\circ \), we have \( f_u \in D(A) \), and
\[
Af_u(x) = (-F(u) - (R(u), x)) f_u(x).
\] (2.7)

**Proof.** The statement is a slight adaption of the proof of [15, Proposition 4.12] to cones \( K \), the only difference being that our cones are not necessarily symmetric. By compactness of the unit sphere \( \{ x \in K \mid \| x \| = 1 \} \), for any \( u \in (K^*)^\circ \subset K^* \), there exists a constant \( \lambda_u > 0 \) such that \( \langle u, x \rangle \geq \lambda_u \| x \| \) for any \( x \in K \). Hence \( f_u \in C_0(K) \). The rest of the proof is exactly the same as [15, Proposition 4.12].

We end this section by giving a characterization of conservative affine processes, and an easy-to-check sufficient condition for non-explosion.

**Proposition 2.11.** Let \( X \) be an affine process on \( K \). The following are equivalent:

(i) \( X \) is conservative.

(ii) \( c = 0 \), \( \gamma = 0 \), and \( 0 \) is the only \( K^* \)-valued solution of the generalized Riccati differential equation
\[
\partial_t \psi(t) = R(\psi(t)), \quad \psi(0) = 0.
\] (2.8)

In particular, if \( c = 0 \), \( \gamma = 0 \) and for some \( x_0 \in K^\circ \),
\[
\int \| \xi \| (\mu(d\xi), x_0) < \infty,
\] (2.9)

then (ii) is satisfied, and thus \( X \) is non-explosive.

**Proof.** The characterization (i) \( \Leftrightarrow \) (ii) can be proved along the lines [57, Theorem 3.4], using the quasi-monotonicity of the function \( u \to R(u) \) with respect to \( K^* \) (see [17, Proposition 3.12]).

Note that the positive measure \( (\| \xi \|^2 \wedge 1)(\mu(d\xi), x_0) \) is finite, whence by [26, Lemma A.1 for \( k = 1 \)] condition (2.9) implies that
\[
\varphi_x : V \to \mathbb{C} : \quad v \mapsto \langle R(iv), x \rangle
\]
is \( C^1 \) for \( x = x_0 \), and thus in particular, locally Lipschitz. Since \( x_0 \in K^\circ \), for any \( x \in K \) there exists \( \lambda_x > 0 \) such that \( x \preceq \lambda_x x_0 \), whence (2.9) indeed holds for any \( x \in K \), and therefore \( \varphi_x \) is locally

---

3 A convex cone is called symmetric, if it is self-dual and if the linear automorphism group acts transitively on it.

4 A process is non-explosive (or conservative), if the transition function does not charge the cemetery state \( \Delta \).
Lipschitz, for any \( x \in K \). Since \( K - K = V \) we infer that \( V \to \mathbb{C}, v \mapsto R(iv) \) is locally Lipschitz. Suppose, \( \psi(t) \) is a \( K^* \)-valued solution of (2.3). Then \( \chi(t) = -i\psi(t) \) solves the complex-valued generalized Riccati differential equation

\[
\partial_t \chi = R(i\chi), \quad \chi(0) = 0.
\]

By local Lipschitz continuity of \( R \) on \( iV \), \( \chi \equiv 0 \), thus \( \psi \equiv 0 \). Therefore, (ii) is satisfied and thus \( X \) is conservative. 

\[\square\]

2.3 Markov processes and ergodicity

In this section, \( X = (X_t)_{t \geq 0} \) is a continuous-time Markov process on a locally compact, separable metric space \( D \) with transition probabilities \( p_t(x, A) = \mathbb{P}^x[X_t \in A] \) for \( x \in D, A \in \mathcal{B}(D) \). We assume that \( X \) is a non-explosive Borel right process. We denote with \( \pi \) the unique invariant measure of \( X \), if it exists. Exponential ergodicity means that the total variation distance of the transition semigroup and the invariant measure converge to zero independent of the initial state and with an exponential rate. A “seemingly stronger” concept of this is the \( f \)-uniform ergodicity, which demands the convergence in the \( f \)-norm instead of the total variation norm:

**Definition 2.12** (\( f \)-uniform ergodicity, [23, Chapter 3]). \( X \) is called **\( f \)**-uniformly ergodic, if a measurable function \( f : D \to [1, \infty) \) exists such that for all \( x \in D \)

\[
\| p_t(x, \cdot) - \pi \|_f \leq f(x) C \rho^t, \quad t \geq 0
\]

holds for some \( C < \infty, \rho < 1 \).

Another concept is a probabilistic form of stability, the so called Harris recurrence.

**Definition 2.13** (Harris recurrence, [59, Chapter 2.2]). (i) \( X \) is called **Harris recurrent**, if either

- \( \mathbb{P}^x[\eta_A = \infty] = 1 \) whenever \( \phi(A) > 0 \) for some \( \sigma \)-finite measure \( \phi \), or
- \( \mathbb{P}^x[\tau_A < \infty] = 1 \) whenever \( \mu(A) > 0 \) for some \( \sigma \)-finite measure \( \mu \).

\( \eta_A := \int_0^\infty 1_{\{X_t \in A\}} dt \) is the occupation time and \( \tau_A := \inf\{t \geq 0 : X_t \in A\} \) is the first hitting time of \( A \).

(ii) Suppose that \( X \) is Harris recurrent with finite invariant measure \( \pi \), then \( X \) is called **positive Harris recurrent**.

For irreducible and aperiodic Markov processes (please see the standard literature like [23, 59–61] for definitions of notions for Markov processes not explained here) a sufficient condition for \( f \)-uniform ergodicity is the so-called Foster-Lyapunov drift condition:

\[\square\]

Our argument is longer than similar proofs (e.g., [13, 17, 57]) which overlook the fact that Lipschitz continuity does not necessarily hold in the real domain near zero, but only for the purely imaginary argument. In fact, for \( R(u) \) being defined in a real neighborhood of zero, one needs the existence of exponential moments.

The phrase “seemingly stronger” stems from [23]. In fact, only for \( f = 1 \), the two formulations coincide – then the total variation norm of a signed measure equals its \( f \)-norm. However, due to [23, Chapter 3 and Theorem 2.1], for Markov chains, \( f \)-geometric ergodicity is equivalent with weaker types of geometric ergodicity.

The \( f \)-norm is defined for every measurable function from the state space \( D \) to \([1, \infty)\) by \( \| \mu \|_f := \sup_{|g| \leq f} \left| \int \mu(dy)g(y) \right| \) (for any signed measure \( \mu \)).
Theorem 2.14 ([23], Theorem 5.2). Let \((X_t)_{t \geq 0}\) be a \(\mu\)-irreducible and aperiodic Markov process. If there exist constants \(b, c > 0\) and a petite set \(C\) in \(\mathcal{B}(D)\) as well as a measurable function \(f : D \to [1, \infty)\) such that
\[
Af \leq -bf + c1_C,
\]
where \(A\) is the extended generator, then \(X\) is \(f\)-uniformly ergodic.

Definition 2.15 (Extended generator, [23, Chapter 4]). \(\mathcal{D}(A)\) denotes the set of all functions \(f : D \times \mathbb{R}_+ \to \mathbb{R}\) for which a function \(g : D \times \mathbb{R}_+ \to \mathbb{R}\) exists, such that \(\forall x \in D, t > 0\)
\[
E_x(f(X_t, t)) = f(x, 0) + E_x \left( \int_0^t g(X_s, s)ds \right),
\]
\[
E_x \left( \int_0^t |g(X_s, s)|ds \right) < \infty
\]
holds. We write \(Af := g\) and call \(A\) the extended generator of \(X\). \(\mathcal{D}(A)\) is called the domain of \(A\).

We skip the definition of a petite set since we use the following result, which ensures petiteness of compact sets (note that only irreducibility is assumed, but not aperiodicity):

Proposition 2.16. [61, Theorem 6.0.1] If \(Y\) is a \(\Psi\)-irreducible Feller chain with \(\text{supp}(\Psi)\) having non-empty interior, every compact set is petite.

3 Geometric ergodicity of affine processes

The following two sections offer two different sets of sufficient conditions for geometric ergodicity of affine processes on \(K\). The main difference between the two statements lies in the assumption of finite moments in the second one, instead of exponential ones in the first one; therefore, also the conclusions concerning the moments of the limiting distributions are different.

Due to the characterization of affine processes via the exponential-affine form of the Fourier/Laplace transform, considering exponential moments is particularly natural and relevant.

3.1 Exponential moments

Theorem 3.1. Let \(X\) be an affine process on \(K\) with \(c = 0, \gamma = 0\). Assume that

(i) \(X\) is \(\nu\)-irreducible with the support of \(\nu\) having non-empty interior and aperiodic,

(ii) There exists \(\eta_0 \in (K^*)^\circ\) such that
\[
B^\top \eta_0 + \int_{K \setminus \{0\}} \langle \eta_0, \xi - \chi(\xi) \rangle \mu(d\xi) \in -(K^*)^\circ
\]
and for all \(t \geq 0\), and for some \(x \in K^\circ\), \(E^x[e^{\langle \eta_0, X_t \rangle}] < \infty\).

Then \(X\) is conservative, and for any \(\eta \leq \eta_0\), and all \(x \in K\)
\[
\int_{\{\|x\| \geq 1\}} e^{\langle \eta, \xi \rangle} (m(d\xi) + \langle \mu(d\xi), x \rangle) < \infty
\]
and $X$ is geometrically ergodic and positive Harris recurrent. Furthermore, the stationary distribution $\pi$ has finite exponential moments which can be computed with the affine transform formula, i.e. there exists $h_0 > 0$ such that for all $v \leq h_0\eta_0$, 

$$
\int_{K \setminus \{0\}} e^{(v, \xi)} \pi(d\xi) = e^{-\int_0^\infty F(p(s, -v))ds}.
$$

(3.3)

Proof. Since $\eta_0$ is in the interior of the dual cone, Condition (3.1) implies that Condition (2.9) of Proposition 2.11 is satisfied. Hence by Proposition 2.11 $X$ is conservative. Since $E^x[e^{(\eta_0,X_t)}] < \infty$, the monotonicity of the exponential implies $E^x[e^{(\eta,X_t)}] < \infty$ for any $\eta \leq \eta_0$. We conclude by Theorem 2.14 (a) that (3.2) is satisfied for any $u$ such that for all $\eta \leq \eta_0$ and that for any $x \in K$, any $\eta \leq \eta_0$, and any $t \geq 0$

$$
E^x[e^{(\eta,X_t)}] = e^{p(t,\eta) + \langle q(t,\eta), x \rangle},
$$

(3.4)

where $q$ is a (not necessarily unique) solution of the generalized Riccati differential equation $\partial_t q = -R(-q)$ with $q(0) = \eta$ and $\partial p = -F(-q)$, $p(0) = 0$. In particular, $p(t, \eta) = -\int_0^t F(-q(s, \eta))ds$.

Now $u \mapsto R(u)$ and $u \mapsto F(u)$ are analytic functions in a neighborhood of 0, due to (3.2) and their explicit definitions, see (2.5). Pick some $x_0 \in K^\circ$. It follows directly from the parametric restrictions (see Theorem 2.9) that the map $u \mapsto -R(-u)$ is qni (with respect to the dual cone $K^\circ$) on the domain

$$
U := \left\{ u \in V \mid \int_{\{\|x\| \geq 1\}} e^{(u, \xi)} (m(d\xi) + \langle \mu(d\xi), x_0 \rangle) < \infty \right\}.
$$

Furthermore, by assumption (3.1),

$$
\frac{\partial R}{\partial u}|_{u=0}(\eta_0) = B^T \eta_0 + \int_{K \setminus \{0\}} (\eta_0, \xi - \chi(\xi)) \mu(d\xi) \in -(K^\circ)^o.
$$

Thus Theorem 2.7 is applicable and guarantees that $\tau(\frac{\partial R}{\partial u}|_{u=0}) < 0$. The latter implies by a well known result of Lyapunov (42) that 0 is an asymptotically stable equilibrium of the ODE $\partial_t q = -R(-q)$. In fact, there exists $\delta > 0$ such that $B^\circ(0) := \{ u \in V \mid \|u\| \leq \delta \} \subset U^\circ$ (where $R$ is analytic). Hence, for any $u \in B^\circ(0$) the (unique) solution $q(t, u)$ exists for all times $t \geq 0$ and satisfies $\delta \geq \|q(t, u)\| \rightarrow 0$, as $t \rightarrow \infty$. Furthermore, it is geometrically stable (see e.g. 69, Theorem 7.1), that is, for all $\|u\| \leq \delta$, and all $t \geq 0$, $\|q(t, u)\| \leq ce^{-dt}$ for some constants $c, d > 0$. Therefore also $p(t, v) \rightarrow \int_0^\infty -F(-q(s, u))ds$ as $t \rightarrow \infty$. Therefore, for $\eta \in B^\circ(0)$, the affine transform formula (3.3) holds, where $(p, q)$ is the unique, global solution of the generalized Riccati equations. Due to asymptotic stationarity of the ODE, we have therefore shown (3.3) for $v \in B^\circ(0)$ (this fact is used next, while the extension to any $v \leq h_0\eta_0$ is done in the last paragraph of this proof).

By Taylor’s formula, we have $-R(-h\eta_0) = hDR\eta_0(0) + o(h^2)$, hence there exists $0 < h_0 \leq 1$ such that for $\eta = h_0\eta_0$, $-R(-\eta) \in -(K^\circ)^0$. Pick this $h_0$ sufficiently small such that also $h_0\eta_0 \in B^\circ(0)$, and set $\eta := h_0\eta_0$. Since $\eta$ is in the interior of the dual cone, the map $H_\eta : K \rightarrow [1, \infty),$

\footnote{We do not indulge on this topic because in the next paragraph we avoid non-uniqueness by scaling $\eta_0$ sufficiently.}

\footnote{The identification $p(t, \eta) = -\phi(t, -\eta)$ and $q(t, \eta) = -\chi(t, -\eta)$ is necessary, since we use the Laplace transform for the defining affine property, whereas 42 uses the characteristic function}

\footnote{The definition is independent of the choice of $x_0 \in K^\circ$, because for any $y_0 \in K^\circ$ there exists $h > 0$ such that for any $u \in K^\circ$ we have $h(y_0, u) \leq (x_0, u) \leq h^{-1}(y_0, u)$.}
\[ H_\eta(x) := e^{(\eta,x)} \text{ has range equal to } [1, \infty). \] Since by assumption, \( \mathbb{E}^x[H_\eta(X_t)] < \infty \), for any \( t > 0 \), we get by using (3.4), similarly to (2.6), and any \( x \in K \),

\[
AH_\eta(x) = \lim_{t \to 0} \frac{\mathbb{E}^x[e^{(\eta,X_t)}] - e^{(\eta,x)}}{t} = H_\eta(x)(-F(-\eta) + \langle x, -R(-\eta) \rangle),
\]

that is, \( H_\eta \) belongs to the domain of the extended generator.

Since \( -R(-\eta) \in -K^0 \), there exists \( \lambda_0 > 0 \) such that \( \langle R(-\eta), x \rangle \geq \lambda_0 \|x\| \) (because, the continuous map \( x \mapsto \langle R(-\eta), x \rangle \) attains its minimum over the set \( \{x \in K \mid \|x\| = 1\} \)). Hence,

\[
AH_\eta(x) \leq H_\eta(x)(-F(-\eta) - \lambda_0 \|x\|).
\]

Select \( k > 0 \) such that \( -F(-\eta) - \lambda_0 k = -c < 0 \). Then for any \( x \in K \setminus B \), where \( B := \{x \in K \mid \|x\| \leq k\} \) we have

\[
AH_\eta(x) \leq -cH_\eta(x),
\]

and since \( AH_\eta \) is bounded on the compact set \( B \), there exists a constant \( d > 0 \) such that

\[
AH_\eta(x) \leq -cH_\eta(x) + d1_K(x),
\]

that is, the Foster-Lyapunov drift condition is satisfied for \( H_\eta \), because \( B \) is a compact set in \( K \) and therefore by Proposition 2.10 petite.

We continue the proof by applying Theorem 2.14. By assumption \( X \) is irreducible and aperiodic and we have shown that the Foster-Lyapunov drift condition holds. Further we know that \( X \) is a Feller process, see Theorem 2.9, hence it is a Borel right process, see [51]. Since \( X \) is conservative by assumption it is non-explosive. Thus all assumptions of Theorem 2.14 are fulfilled and thus \( X \) is \( H_\eta \)-uniformly ergodic (whence, in particular geometrically ergodic).

Next we show that \( X \) is positive Harris recurrent and that the stationary distribution has the demanded moments. For discrete time Markov chains in [9, Theorem 3.12] it is shown that the Foster-Lyapunov drift condition for \((A,H)\) implies besides geometric ergodicity also positive Harris recurrence and for the stationary distribution \( \pi(H) \) \( < \infty \). Applying [23, Theorem 5.1] we get that the proven Foster-Lyapunov drift condition implies the discrete version for every skeleton chain of \( X \). By the definition of positive Harris recurrence it holds also for the process \( X \) and with the chosen test functions \( H_\eta \) in the proof above the \( \eta \)-th exponential moment of the stationary distribution \( \pi \) exists.

It remains to prove (3.3) (we have shown above that it holds for \( v \in B_\delta(0) \), and since \( \eta = h_0 \eta_0 \in B_\delta(0) \), it holds for \( \eta \), in particular). Since \( X \) is \( H_\eta \)-uniformly ergodic, we know that for any continuous function \( f \) satisfying \( |f| \leq H_\eta, \mathbb{E}^x[f(X_t)] \to \int f(\xi)\pi(d\xi) \), as \( t \to \infty \), where \( \pi \) is the unique stationary limit of \( X \). Since for any \( v \leq h_0 \eta_0 = \eta \) we have \( f_v(x) = \exp(\langle v, x \rangle) \leq H_\eta(x) \), it follows that for any \( v \leq h_0 \eta_0 \)

\[
e^{\langle p(t,v)+\langle x, q(t,v) \rangle \rangle} = \mathbb{E}^x[e^{\langle v, X_t \rangle}] \to \int_K e^{\langle v, \xi \rangle} \pi(d\xi), \quad \text{as} \quad t \to \infty.
\]

Since the right hand side does not depend on the initial state \( x \), we see \( e^{\langle x, q(t,v) \rangle} \to 1 \), i.e. \( \langle x, q(t,v) \rangle \to 0 \) as \( t \to \infty \), for any \( x \in K \). Since \( K \) is generating \((K - K = V)\), and the inner product is continuous, we obtain \( \lim_{t \to \infty} q(t,v) = 0 \). Thus \( e^{p(t,v)} = e^{\int_0^s -F(-q(s,v))}ds \) converges, as \( s \to \infty \). Since the Laplace transform of the measure \( \pi \) must be strictly positive, the limit is non-zero, and thus \( \lim_{t \to \infty} e^{p(t,v)} = e^{\lim_{t \to \infty} p(t,v)} = e^{\int_0^\infty -F(-q(t,v))dt}. \)
The assumption of finite exponential moments for all times in Theorem 3.1 is implied by the existence of solutions to the Riccati equations for all times, i.e. no finite blow-up ([43, Theorem 2.14 (b)]). Therefore we can restate the Theorem as follows:

**Corollary 3.2.** Let \( X \) be an affine process on \( K \) with \( c = 0, \gamma = 0 \). Assume that

(i) \( X \) is \( \nu \)-irreducible with the support of \( \nu \) having non-empty interior and aperiodic,

(ii) There exists \( \eta_0 \in (K^*)^\circ \) such that

\[
B^\top \eta_0 + \int_{K \setminus \{0\}} \langle \eta_0, \xi - \chi(\xi) \rangle \mu(d\xi) \in -(K^*)^\circ
\]

and assume that

\[
\int_{\{\|x\|\geq 1\}} e^{\langle \eta_0, \xi \rangle} (m(d\xi) + \langle \mu(d\xi), x \rangle) < \infty.
\]

Then \( X \) is conservative, (3.6) holds for any \( \eta \leq \eta_0 \), and all \( x \in K \) and \( X \) is geometrically ergodic and positive Harris recurrent. Furthermore, the stationary distribution \( \pi \) has finite exponential moments which can be computed with the affine transform formula, i.e. there exists \( \eta_0 > 0 \) such that for all \( v \leq h_0 \eta_0 \)

\[
\int_{K \setminus \{0\}} e^{\langle v, \xi \rangle} \pi(d\xi) = e^{-\int_0^\infty F(\psi(s,-v))ds}.
\]

**Proof.** By monotonicity of the exponential, of course (3.6) also holds for any \( \eta \leq \eta_0 \). Therefore it holds in a neighborhood of the origin. Hence the Riccati differential equations are well-posed for initial data near zero. Furthermore, by (3.5) and Theorem 2.7, the Frechet differential of \( R(u) \) at zero has negative spectral bound \( \tau \). Therefore for small enough initial data, the Riccati differential equations have global solutions which tend to zero as \( t \to \infty \). According to ([43, Theorem 2.14 (b)]), for any \( x \in K \), \( E_x[e^{\langle \eta, X_t \rangle}] < \infty \) for initial data \( \eta \) small enough. Thus the assumptions of Theorem 3.1 are satisfied.

**Remark 3.3.** (i) It is easy to see that condition (3.1) is independent of the choice of the truncation function. The appearance of the truncation function implies that we can indeed cover cases with not only infinite activity, but even infinite variation state dependent jumps.

(ii) The drift condition (3.1) involves the linear drift and the state dependent jumps.

(iii) The state-independent jumps do not matter at all, (3.1) and (3.5) only imply that they need to have finite exponential moments. In the case of a diffusion the Assumption (ii) of Corollary 3.2 boils down to the existence of an \( \eta_0 \in (K^*)^\circ \) such that \( B^\top \eta_0 \in -(K^*)^\circ \), as we automatically have some exponential moments.

(iv) For compound Poisson jumps and the cone \( \mathbb{R}_+^m \) Condition (3.1) is identical to the drift condition of [77] which shows that it is close to being necessary as well. The latter can also be seen from the special case of Ornstein-Uhlenbeck type processes (see e.g. [52, 64]).
3.2 Finite moments

In this section, polynomial functions are used to obtain the Foster-Lyapunov drift condition for the extended generator of $X$. This requires to know the precise action of the generator on polynomials. To this end we extend Proposition 2.10 to a larger function space.

For the following paragraph we borrow some introductory material and notation from [17, Section 4.3]. We shall consider the tensor product $V \otimes V^*$, which we identify via the canonical isomorphism

$$(u \otimes v)x = \langle x, v \rangle u, \quad x \in V,$$

with the vector space of linear maps on $V$ denoted by $\mathcal{L}(V)$. Moreover, for an element $A \in \mathcal{L}(V)$, we denote its trace by $\text{Tr}(A)$. Observe that $\text{Tr}(A(u \otimes u)) = \langle u, Au \rangle$. Indeed, by choosing an orthonormal basis $\{e_\beta\}$ of $V$, we have

$$\text{Tr}(A(u \otimes u)) = \sum_\beta \langle A^\top e_\beta, (u \otimes u)e_\beta \rangle = \sum_\beta \langle A^\top e_\beta, \langle u, e_\beta \rangle u \rangle = \sum_\beta \langle u, e_\beta \rangle \langle A^\top e_\beta, u \rangle = \langle u, Au \rangle.$$

Let $A : K \rightarrow \mathcal{L}(V)$ be the linear diffusion coefficient, identified by

$$\langle u, A(x)v \rangle = \langle x, Q(u, v) \rangle, \quad u, v \in V,$$

where $Q : V \times V \rightarrow V$ is the symmetric bilinear function in Definition 2.9 (iv).

Next, we introduce the following linear operator acting on $C_b^2(K)$-functions:

$$\mathcal{A}^2 f(x) = \frac{1}{2} \text{Tr} \left( A(x) \left( \frac{\partial}{\partial x} \otimes \frac{\partial}{\partial x} \right) \right) f(x) + (b + B(x), \nabla f(x)) - (c + \langle \gamma, x \rangle) f(x)$$

$$+ \int_K (f(x + \xi) - f(x)) m(d\xi) + \int_K (f(x + \xi) - f(x) - \langle \chi(\xi), \nabla f(x) \rangle) \langle x, \mu(d\xi) \rangle.$$  

(3.8)

A straightforward check reveals that for any $u \in K^*$, the functions $f_u(x) = \exp(-\langle u, x \rangle)$ satisfy

$$\mathcal{A}^2 f_u(x) = f_u(x)(-F(u) - \langle x, R(u) \rangle) = Af_u(x),$$

(3.9)

where the last identity holds by virtue of Proposition 2.10. Let now $S_+$ be the restriction of rapidly decreasing $C^\infty$ functions on $V$ to $K$. Using (3.9) and similar arguments as in the proof of [15, Proposition 5.9] we shall consider the tensor product $f_u(x) = \otimes f(\xi).$

**Proposition 3.4.** $S_+ \subset \mathcal{D}(A)$ and for any $f \in S_+$, we have $Af(x) = \mathcal{A}^2 f(x)$.

For the remainder of this section, we identify $V = \mathbb{R}^n$ to be able to introduce the spaces $\mathcal{P}_k$ of polynomials in the variables $x_1, \ldots, x_n$, with real coefficients of order $\leq k$.

---

11While the quoted material is stated within the framework of symmetric cones (Section 4), we only borrow the part that holds for general cones.

12We mean elements of $f \in C_b^2(V)$, restricted to $K$.

13The argument hinges on a density argument (see [15, Proof of Theorem B.3]), namely that the linear hull of $f_u(x), \ u \in (K^*)^\circ$, is dense in the space of rapidly decreasing functions $S_+$ on $K = S_+^d$, the cone of $d \times d$ positive semidefinite matrices. An inspection of this density argument reveals that it applies to the general cones $K$ of this paper.

14However, the degrees of polynomials do not depend on the choice of basis.
Theorem 3.5. Let \( m \geq 2 \). Suppose \( c = 0, \gamma = 0 \), and for some \( x_0 \in K^\circ \),

\[
\int_{K \setminus \{0\}} \|\xi\|^m (m(d\xi) + \langle x_0, \mu(d\xi) \rangle) < \infty. \tag{3.10}
\]

Then \( X \) is a conservative process with infinitesimal generator \( A \) acting on \( S_+ \) as

\[
A^\sharp f(x) = \frac{1}{2} \text{Tr} \left( A(x) \left( \frac{\partial}{\partial x} \otimes \frac{\partial}{\partial x} \right) \right) f(x)
+ \langle b + \tilde{B}(x), \nabla f(x) \rangle + \int_K (f(x + \xi) - f(x) - \langle \nabla f(x), \xi \rangle) (m(d\xi) + \langle x, \mu(d\xi) \rangle), \tag{3.11}
\]

where \( \tilde{B}x = Bx + \int_K (\xi - \chi(\xi)) \langle x, \mu(d\xi) \rangle \)

Furthermore, \( X \) is an \( m \)-polynomial process, that is, for any \( p \in P_m \), any \( x \in K \) and for all \( t \geq 0 \) we have

\[
\mathbb{E}^x[p(X_t)] < \infty
\]

and the extended infinitesimal generator of \( X \) reduces to a (finite dimensional) vector space endomorphism \( A : P_m \rightarrow P_m \) given by (the pointwise limit)

\[
\lim_{t \downarrow 0} \frac{\mathbb{E}^x[p(X_t)] - p(x)}{t} = A^\sharp p(x),
\]

where \( A^\sharp \) is defined in (3.11).

Proof. Since \( c = 0 \) and \( \gamma = 0 \) and by (3.10), \( X \) is conservative due to Proposition 2.11. Furthermore, Condition (3.10) implies \( \int_{\|\xi\| \geq 1} \|\xi\| \langle x, \mu(d\xi) \rangle < \infty \). Therefore the modified drift \( B = \tilde{B} - \int_K (\xi - \chi(\xi)) \langle x, \mu(d\xi) \rangle \) is well-defined (since finite), and the special form of the generator (3.11) holds.

The second part can be proved by using [16, Theorem 2.15] and the realization of \( X \) as a \( K \)-valued c\'adl\'ag semimartingale (using, e.g., the canonical realization).

We are prepared to state and prove the following ergodicity result:

Theorem 3.6. Let \( X \) be a an affine process on \( K \) with \( c = 0, \gamma = 0 \) and let \( m \geq 2 \). Assume that

(i) \( X \) is \( \nu \)-irreducible with the support of \( \nu \) having non-empty interior and aperiodic.

(ii) There exists \( \eta_0 \in (K^\ast)^\circ \) such that

\[
\eta_\top B \eta_0 + \int_{K \setminus \{0\}} \langle \eta_0, \xi - \chi(\xi) \rangle \mu(d\xi) \in -(K^\ast)^\circ. \tag{3.12}
\]

(iii) The jump measures have finite \( m \)-th moment, that is, there exists \( x_0 \in K^\circ \) such that

\[
\int_K \|\xi\|^m (m(d\xi) + \langle x_0, \mu(d\xi) \rangle) < \infty. \tag{3.13}
\]

Then \( X \) is a conservative process. Furthermore, it is geometrically ergodic, positive Harris recurrent and the stationary distribution \( \pi \) has finite \( m \)-th moment, that is, \( \int_K (\|\xi\|^m + 1) \pi(d\xi) < \infty \).
Remark 3.7. In the below proof, we rely on the theory of \[16\] which requires \(m \geq 2\) in 3.13. However, we conjecture that a similar result holds using the first moment.

Proof of Theorem 3.6. First, by Theorem 3.5, \(X\) is conservative and \(m\)-polynomial, and its extended generator is of the form (3.11).

For \(\eta \leq \eta_0\) define the functions \(H_\eta : K \to [1, \infty), H_\eta(x) := \langle \eta, x \rangle^m + 1\), which by construction have range in \([1, \infty)\). Let \(D_v f(x)\) be the Fréchet differential of a function \(f\) at a point \(x\) in the direction \(v\). We clearly have

\[
D_u H_{\eta_0}(x) = m \langle \eta_0, u \rangle, \\
D_{(u,v)}^2 H_{\eta_0}(x) = m(m - 1) \langle \eta_0, x \rangle^{m-2} \langle \eta_0, u \rangle \langle \eta_0, v \rangle = O(\|x\|^{m-2}).
\]

Therefore, a straightforward computation yields

\[
AH_{\eta_0}(x) = m \langle \eta_0, x \rangle^{m-1} \left( \langle x, B^\top \eta_0 + \int_{K \setminus \{0\}} \langle \eta_0, \xi - \chi(\xi) \rangle \mu(\xi) d\xi \right) + O(\|x\|^{m-1}).
\]

Moreover, by assumption \((ii)\) and the fact that \(\eta_0 \in (K^*)^0\), there exists \(\lambda > 0\) such that

\[
\overline{B}^\top \eta_0 = B^\top \eta_0 + \int_{K \setminus \{0\}} \langle \eta_0, \xi - \chi(\xi) \rangle \mu(\xi) d\xi \leq -\lambda \eta_0.
\]

Hence,

\[
AH_{\eta_0}(x) \leq -\lambda m \langle x, \eta_0 \rangle^m + O(\|x\|^{m-1}).
\]

Thus, there exists \(d \in \mathbb{R}\) such that for sufficiently large \(r\), we have for the compact ball \(B = \{ x \in K \mid \|x\| \leq r \}, \)

\[
AH_{\eta_0}(x) \leq -cH_{\eta_0}(x) + d \cdot 1_K,
\]

for some \(c < \lambda m\). By Assumption \((i)\) and Proposition 2.16 every compact set is a petite set, whence \((A, H)\) satisfies the Foster-Lyapunov drift condition. By Theorem 2.14 we may conclude that \(X\) is \(H\)-uniformly ergodic.

Harris recurrence and the finiteness of \(m\) moments is proved along the corresponding lines of the Proof of Theorem 3.1. \(\square\)

4 Aperiodicity and irreducibility

The main statements of the previous Section, Theorems 3.1 and 3.6 assume away aperiodicity and irreducibility of the underlying affine process, since the focus was on establishing the needed Foster-Lyapunov drift condition. Establishing (Lebesgue-)irreducibility is typically linked to showing absolute continuity of transition probabilities and usually even to establishing strict positivity of the density. This is a research topic on its own. In this section, we show first that for a large class of diffusion processes, adding finite activity jumps does not change aperiodicity and irreducibility. As for diffusions (see Remark 4.4), the existence of (strictly positive) transition densities is much better understood than for the general affine case with jumps, this immediately establishes Lebesgue-irreducibility and aperiodicity for a large set of affine processes (purely diffusive or with finite activity jumps) on irreducible symmetric cones. Finally, we discuss some finite activity pure jump cases where irreducibility and aperiodicity can be obtained.
For the entire section, we work with the càdlàg modification of the canonical realization of $X \equiv (X_t)_{t \geq 0}$, for each initial law $\mathbb{P}^x$. Moreover, we assume that $c = 0$, $\gamma = 0$, and the jump-behavior is of compound Poisson type, in the sense that the jump measures $m, \mu$ are finite and $\mu$ admits a first moment,

$$m(K) < \infty, \quad \mu(K) \in K^*,$$

$$\int_{\|\xi\| \geq 1} \|\xi\| \mu(d\xi) \in K^*.$$

This implies the following:

- for any $x \in K$, $\int_{\|\xi\| \geq 1} \|\xi\| \langle x, \mu(d\xi) \rangle < \infty$, and therefore $X$ is conservative. Note that the above conditions are implied by the assumptions of Theorems 3.1 and 3.6.
- The process $X$ has finite activity jumps, and therefore $\sum_{s \leq t} \Delta X_s := \sum_{s \leq t} (X_s - X_{s-})$ is well-defined.
- We may take $\chi \equiv 0$ as truncation function.

By enlarging the state-space, we can disentangle the process from its discontinuous component in a tractable way:

**Lemma 4.1.** For each $x \in K$, $y \in K$, the process $(X_t, Y_t)_{t \geq 0}$, where $Y_t := y + \sum_{s \leq t} \Delta X_s$, is an affine process on $K \times K$, with transition probability

$$\mathbb{P}^{x,y}[X_t \in A, Y_t \in B] = \mathbb{P}^x[X_t \in A, y + \sum_{s \leq t} \Delta X_s \in B].$$

Its Laplace transform is given by

$$\mathbb{E}^{x,y}[e^{-\langle u,X_t\rangle - \langle v,Y_t\rangle}] = e^{-\phi(t,u,v) - \langle \psi(t,u,v),x \rangle - \langle y,v \rangle},$$

where $\phi = \phi(t,u,v)$, $\psi = \psi(t,u,v)$ satisfy the generalized Riccati differential equations

$$\partial_t \phi = \langle b, \psi \rangle - \int_{K \setminus \{0\}} \left( e^{-\langle \psi, \xi \rangle - \langle v, \xi \rangle} - 1 \right) m(d\xi),$$

$$\partial_t \psi = -\frac{1}{2} Q(\psi, \psi) + B^T \psi - \int_{K \setminus \{0\}} \left( e^{-\langle \psi, \xi \rangle - \langle v, \xi \rangle} - 1 \right) \mu(d\xi),$$

with initial conditions

$$\phi(0, (u,v)) = 0, \quad \psi(0, (u,v)) = u.$$

**Sketch of Proof.** One can use the facts that (a) $X = X_c + \sum_{s \leq t} \Delta X_s$, and (b) the components of the extended process $(X, Y)$ jump simultaneously and have jumps of equal size, hence the compensator is concentrated on the diagonal in $K \times K$.

The next statement shows the intuitive fact that before a process jumps, it cannot be distinguished from a killed diffusion process $\hat{X}$ with the same characteristics as $X$, except having vanishing jump measures $m$ and $\mu$:
Proposition 4.2. Suppose $\hat{X}$ is an affine processes with parameters $\hat{Q} = Q, \hat{B} = B, \hat{b} = b$, but $\hat{m}(d\xi)$ and $\hat{\mu}(d\xi)$ vanish. Then for any $t > 0$, $x \in K$ and any $\Lambda \in B(K)$ it holds that
\[
\mathbb{P}^x(X_t \in A, \tau > t) = \mathbb{E}^x \left( e^{-\int_0^t (\langle l, \hat{X}_s \rangle) ds} 1_{\{\hat{X}_t \in A\}} \right),
\]
where $l := m(K) \geq 0$ and $\Lambda = \mu(K) \in K^*$ and $\tau = \inf \{s \geq 0 \mid \Delta X_s \neq 0\}$.

Proof. In order to show equation (4.1) we have to show that the images of the measures $1_{\{\tau > t\}} d\mathbb{P}^x$ and $e^{-\int_0^t \langle l, \hat{X}_s \rangle ds} d\mathbb{P}^x$ under $X$ and $\hat{X}$, respectively, are equal. But for that it is enough to prove the identity of the Laplace transformations, i.e. that for any $t \geq 0$, $x \in K$ and $u \in -K^*$,
\[
\mathbb{E}^x[e^{\langle u, X_t \rangle} 1_{\{\tau > t\}}] = \mathbb{E}^x[e^{-\int_0^t \langle l, \hat{X}_s \rangle ds} e^{\langle u, \hat{X}_t \rangle}].
\]

We consider the $K^2$-valued process $(X, Y)$ as in Lemma 4.1. Clearly,
\[
\mathbb{P}^x[X_t \in A, \tau > t] = \mathbb{P}^x[X_t \in A, \sum_{s \leq t} X_s = 0] = \mathbb{P}^x[X_t \in A, Y_t = y].
\]

For a random variable $Z \geq 0$ it holds that $\mathbb{P}[Z = 0] = \lim_{w \to -\infty} \mathbb{E}[e^{wZ}]$. Applying this trick to $Z := \langle w_0, Y_t \rangle$ for $y = 0$, for some $w_0 \in (K^*)^o$ we get $\mathbb{P}^x[\tau > t] = \mathbb{P}^x[Y_t = 0] = \lim_{w \to -\infty} \mathbb{E}[e^{w \langle w_0, Y_t \rangle}]$.

Setting $y = 0$ in Lemma 4.1 we obtain by continuity for $w \to -\infty$
\[
\partial_t \phi^\infty = \langle b, \psi^\infty \rangle + l,
\]
\[
\partial_t \psi^\infty = -\frac{1}{2} Q(\psi^\infty, \psi^\infty) + B^\top \psi^\infty + \Lambda,
\]
subject to
\[
\phi^\infty(0) = 0, \quad \psi^\infty(0) = u.
\]

Note that
\[
e^{\phi^\infty(t,u) + \langle x, \psi^\infty(t,u) \rangle} = \tilde{\mathbb{E}}^x \left( e^{\langle u, X_t \rangle} ds \right) = \tilde{\mathbb{E}}^x \left( e^{\langle u, \hat{X}_t \rangle} e^{-\int_0^t \langle l, \hat{X}_s \rangle ds} \right).
\]

where $X^*$ is an affine process with parameters $Q, b, B, c = l, \gamma = \Lambda$ but with vanishing jump measures $\hat{m}(d\xi)$, $\hat{\mu}(d\xi)$.

Summarizing, we have
\[
\mathbb{E}^x[e^{\langle u, X_t \rangle} 1_{\{\tau > t\}}] = \lim_{w \to -\infty} e^{\phi(t,u,w_0) + \langle x, \psi(t,u,w_0) \rangle} = e^{\psi^\infty(t,u) + \langle x, \psi^\infty(t,u) \rangle} = \tilde{\mathbb{E}}^x \left[ e^{\langle u, \hat{X}_t \rangle} e^{-\int_0^t \langle l, \hat{X}_s \rangle ds} \right].
\]

\[\square\]

The following essentially states that adding finite activity jumps to a diffusion with strictly positive transition densities maintains irreducibility and aperiodicity.

Proposition 4.3. Suppose $\hat{X}$ is an affine processes with parameters $\hat{Q} = Q, \hat{B} = B, \hat{b} = b$, but $\hat{m}(d\xi)$ and $\hat{\mu}(d\xi)$ vanish.

Suppose for any $t > 0, x \in K$, the transition probabilities $\hat{p}_t(x, d\xi)$ of $\hat{X}$ have a Lebesgue density which is strictly positive on $K^o$. Then both $X$ and $\hat{X}$ are aperiodic and irreducible (with respect to the Lebesgue measure $\lambda$ on $K$).
Proof. Let \( \tau := \inf\{ t > 0 \mid \Delta X_t \neq 0 \} \) be again the first jump time of \( X \). By the law of total probability, for any Borel set \( A \), and any \( t > 0 \) and for any \( x \in K \) we have

\[
P^x[X_t \in A] \geq P^x[X_t \in A, \tau > t] = P^x[X_t \in A \mid \tau > t] \cdot P[\tau > t].
\]

We show first that for any \( A \subseteq \mathcal{B}(K) \) with \( \lambda(A) > 0 \) and any \( t > 0 \) it holds that

\[
P^x[X_t \in A, \tau > t] > 0, \quad \forall x \in K.
\]

By assumption, for any \( A \subseteq \mathcal{B}(K) \) with \( \lambda(A) > 0 \) it holds that \( \hat{P}^x[\tilde{X}_t \in A] > 0 \) \( \forall x \in K \) (note that the boundary of \( K \) is a null set, see e.g. [37]). Fix \( t > 0, x \in K \) and \( A \subseteq \mathcal{B}(K) \) with \( \lambda(A) > 0 \). Let \( \varepsilon := \frac{1}{2}\hat{P}^x[\tilde{X}_t \in A] \). Due to the continuity of the path of \( X \) there exists \( \eta \) such that

\[
P^x[\sup_{0 \leq s \leq t} \langle \tilde{X}_s, A \rangle \leq \eta] \geq 1 - \varepsilon.
\]

Thus for \( B_\varepsilon := \{ \sup_{0 \leq s \leq t} \langle \tilde{X}_s, A \rangle \leq \eta \} \), we obtain

\[
P^x[(\tilde{X}_t \in A) \cap B_\varepsilon] \geq 2\varepsilon + 1 - \varepsilon - P^x[\tilde{X}_t \in A \cup B_\varepsilon] \geq \varepsilon.
\]

Using \( P^x[\tilde{X}_t \in A] \geq P^x[(\tilde{X}_t \in A) \cap B_\varepsilon] \) we can conclude

\[
P^x[X_t \in A, \tau > t] = E^x[e^{-\int_0^t (\lambda(A, \tilde{X}_s))ds}1_{\{\tilde{X}_t \in A\}}] \\
\geq e^{-(t+\eta)\varepsilon}P^x[1_{\{\langle \tilde{X}_t, A \rangle \cap B_\varepsilon\}}] \\
\geq e^{-(t+\eta)\varepsilon} > 0,
\]

and estimate (4.2) is shown.

Thus, for any \( A \subseteq \mathcal{B}(K) \) for which \( \lambda(A) > 0 \), it follows that \( \hat{p}_t(x, A) > 0 \) and \( \hat{p}_t(x, A) > 0 \) and thus the processes are \( \lambda \)-irreducible.

Finally, we show aperiodicity, i.e., that there exists a small set \( C \) and a time \( T > 0 \) such that for any \( t > T \),

\[
P^x[X_t \in C] > 0, \quad x \in C.
\]

By strict positivity of the transition densities (see first part), the compact set \( C := \{ \xi \in K \mid \|\xi\| \leq 1 \} \) satisfies (4.3); it therefore suffices to show that \( C \) is small for \( X \): By Proposition 2.16 every compact set is petite for any \( T \)-skeleton chain. Furthermore, by \( \lambda \)-irreducibility of \( X \), every \( T \)-skeleton chain is irreducible and thus also aperiodic, see [68, Proposition 1.2]. Therefore every petite set is small for every \( T \)-skeleton chain, see [61, Proposition 5.5.7]. We have thus established that \( C \) is small for any \( T \)-skeleton chain \((T > 0)\). In other words, there exists \( n \in \mathbb{N} \) and and a non-trivial measure \( \nu_n(d\xi) \) such that for all \( x \in C \) we have \( p_nT(x, \cdot) = \int p_{kT}(x, \cdot) a(dt) \geq \nu_n(\cdot) \), where \( a(dt) = \delta_{nT}(dt) \). Hence, by definition, it is small for the continuous-time Markov process \( X \) as well [37].

Since \( \tilde{X} \) is just a process with the same characteristics as \( X \), but with zero jumps, aperiodicity also holds for \( \tilde{X} \), and we are done.

\[\square\]

---

15 Besides, any small set is petite (as it is petite by definition, for a degenerate sampling distribution \( a(dt) \)).

16 See the paragraph after Equation (10) in [23].
Remark 4.4. • For a large class of diffusions on irreducible symmetric cones (the so-called “Bru processes with linear drift”), the existence of a strictly positive Lebesgue density for each $t > 0$ and $x \in K$ is characterized in terms of a standard controllability condition [17, Section 5.1.4]. In fact, in this case for each $t > 0$, the process $X_t$ is non-centrally Wishart distributed, and in this case the transition density is explicitly given, is supported on $K^\circ$ and is strictly positive thereon. We provide in the next section as a special case the Wishart processes on the cones of positive semidefinite $d \times d$ matrices (in which the controllability condition is Theorem 5.2 (ii)).

• In the pure jump case, [65] establishes under a comparable controllability condition under infinite activity jumps the absolute continuity of the transition probabilities of an Ornstein-Uhlenbeck (OU) process. However, irreducibility holds under weaker conditions for the OU process, see e.g., [52] and [63] for examples of non-degenerate/absolutely continuous stationary distributions in the context of cones).

We now turn to the pure-jump case. So $Q = 0$ in addition to the assumptions made so far. The following sufficient conditions for irreducibility and aperiodicity are inspired by similar results of [67] for a non-linear SDE in the cone of positive semi-definite matrices.

Proposition 4.5. Let $X$ be a pure jump affine process as described above. If

(i) $m$ or $\langle \eta, \mu(\cdot) \rangle$ for one $\eta \in K^\circ$ have an absolutely continuous component with a strictly positive density on $K^\circ$,

(ii) $e^{Bt}(K^\circ) = K^\circ$ for all $t \in \mathbb{R}_+$ and $\tau(B) < 0$,

(iii) $m(K^\circ) > 0$ or $b \in K^\circ$ provided $m$ has no absolutely continuous component with a strictly positive density on $K^\circ$,

then $X$ is irreducible with respect to the Lebesgue measure on $B^{-1}b + K$ and aperiodic.

Proof. Since aperiodicity and irreducibility are properties of the law of the process, we can assume that $X$ is constructed as follows on an appropriate probability space:

Let $(\sigma_j)_{j \in \mathbb{N}}$ be an iid sequence of $Exp(1)$ distributed random variables. Set

$$\tau_1 = \rho_1 = \inf \left\{ z > 0 : \int_0^z \left( m(K) + \left\langle e^{Bt}x + \int_0^t e^{B(t-s)}bdt, \mu(K) \right\rangle \right) dt \geq \sigma_1 \right\}$$

$$X_t = e^{Bt}x + \int_0^t e^{B(t-s)}bds \text{ for } t \in (0, \tau_1).$$

Condition (iii) implies that $\tau_1 < \infty$ a.s.

Next draw a $K$-valued random variable $\Delta X_{\tau_1}$ with distribution $(m(\cdot) + \langle X_{\tau_1-}, \mu(\cdot) \rangle)/(m(K) + \langle X_{\tau_1-}, \mu(K) \rangle)$ and otherwise independent of $(\sigma_j)_{j \in \mathbb{N}}$. Set

$$X_{\tau_1} = e^{B\tau_1}x + \int_0^{\tau_1} e^{B(t-s)}bds + \Delta X_{\tau_1}.$$

For $j = 2, 3, \ldots$ apply the following procedure iteratively.
Set
\[ \rho_j = \inf \left\{ z > 0 : \int_{\tau_{j-1}}^{\tau_j} (m(K) + \left( e^{Bt}x + \int_0^t e^{B(t-s)}bds + \sum_{k=1}^{j-1} e^{B(t-\tau_k)}\Delta X_{\tau_k}, \mu(K) \right) \right) dt \geq \sigma_j \right\}, \]
\[ \tau_j = \tau_{j-1} + \rho_j, \]
\[ X_t = e^{Bt}x + \int_0^t e^{B(t-s)}bds + \sum_{k=1}^{j-1} e^{B(t-\tau_k)}\Delta X_{\tau_k} \text{ for } t \in (\tau_{j-1}, \tau_j). \]

Condition \(\textbf{(iii)}\) implies that \(\rho_j < \infty\) a.s. and so \(\tau_j < \infty\) a.s. Then draw a \(K\)-valued random variable \(\Delta X_{\tau_j}\) with distribution \((m(\cdot) + \langle X_{\tau_j-}, \mu(\cdot) \rangle)/(m(K) + \langle X_{\tau_j-}, \mu(K) \rangle)\) and otherwise independent of \(\{(\sigma_j)_{j \in \mathbb{N}}, (\Delta X_{\tau_k})_{k=1, \ldots, j-1}\}\). Set
\[ X_{\tau_j} = e^{B\tau_j}x + \int_0^{\tau_j} e^{B(\tau_j-s)}bds + \sum_{k=1}^{j-1} e^{B(\tau_j-\tau_k)}\Delta X_{\tau_k} + \Delta X_{\tau_j}. \]

Obviously this gives a process \(X\) with the correct semimartingale characteristics (see \[40\] for a comprehensive treatment). As the semimartingale characteristics uniquely characterize the process in law, \(X\) is an affine process of the given form.

Irreducibility: We observe that for any \(x \in K\),
\[ \lim_{t \to \infty} \left( e^{Bt}x + \int_0^t e^{B(t-s)}bds \right) = B^{-1}b \in K. \quad (4.4) \]

So from wherever we start we get eventually “down” towards \(B^{-1}b\), as long as no jumps occur. The rest of the proof is about rigorously establishing that from there we can reach any relevant set with positive probability at any large enough time.

We fix some \(x \in K\) and a measurable set \(A \subseteq B^{-1}b + K\) with non-vanishing Lebesgue measure. It suffices to show that there exists a \(T > 0\) such that
\[ \mathbb{P}^x[X_t \in A] > 0 \forall t > T. \]

The above construction of \(X\) and Condition \(\textbf{(iii)}\) imply that \(\mathbb{P}^x[X_t \in K^c] > 0\) for all \(x \in K\) and \(t > 0\). Therefore, we can assume w.l.o.g. that \(x \in K^c\) and thus \(\mathbb{P}^x[X_t \in K^c \forall t \in \mathbb{R}^+] = 1.\)

We choose an \(\eta \in K^c\) and an \(\epsilon > 0\) such that \(\lambda(\widetilde{A}) > 0\) for \(\widetilde{A} := A \cap (\epsilon \eta + B^{-1}b + K)\).

Now we can choose a \(T > 0\) such that \(e^{Bt}x + \int_0^t e^{B(t-s)}bds \leq \epsilon \eta + B^{-1}b\) for all \(t \geq T\). Pick an arbitrary \(t > T\).

\[ \mathbb{P}^x[X_t \in A] \geq \mathbb{P}^x\{X_t \in \widetilde{A} \cap \{\tau_1 \in (T, t]\} \cap \{\tau_2 > t]\} \]
\[ = \int_T^t \mathbb{P}^x\{\Delta X_{\tau_1} \in e^{-B(t-s)} (\widetilde{A} - e^{Bt}x - \int_0^t e^{B(t-u)}bdu) \mid \tau_2 > t, \tau_1 = s\} \mathbb{P}^\tau_{\tau_1}[ds \mid \tau_2 > t]. \]

Here \(\mathbb{P}^\tau_{\tau_1}[\cdot \mid \tau_2 > t]\) is the conditional law of \(\tau_1\) under \(\mathbb{P}^x\) given \(\tau_2 > t\) and \(\mathbb{P}^x[\cdot \mid \tau_2 > t, \tau_1 = s]\) a version of the regular conditional probability given \(\tau_1 = s.\)
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From the above explicit construction we now see that $\mathbb{P}^x[\tau_2 > t] > 0$ and that $P^x_\tau(\cdot | \tau_2 > t)$ is equivalent to the Lebesgue measure on $(T, t]$.

Observe that the measures $(\langle \eta, \mu(\cdot) \rangle)_{\eta \in K^\circ}$ are all equivalent. Hence, $\mathcal{M}^+(\eta) := \{ M \in \mathcal{B}(K) : m(M) + \langle \eta, \mu(M) \rangle > 0 \}$ (with $\mathcal{B}(K)$ denoting the Borel-$\sigma$-algebra over $K$) does not depend on $\eta \in K^\circ$. Due to Condition (i) $\mathcal{M}^+(\eta) \supseteq \{ M \in \mathcal{B}(K) : \lambda(M) > 0 \}$. From the explicit construction we see that $\mathbb{P}^x[\Delta X_{\tau_1} \in M | \tau_2 > t, \tau_1 = s] > 0$ holds for all $M \in \mathcal{M}^+(\eta)$ and $s \in (T, t]$.

Due to our choices the set $A - e^{B_t} - f^t_0 e^{B(t-u)}bdu$ is in $K$ and has non-zero Lebesgue measure. As $e^{B(t-s)}$ is a diffeomorphism the standard transformation formula (e.g. [45, Theorem 1.101]), implies that $\mathbb{P}^x[\Delta X_{\tau_1} \in M | \tau_2 > t, \tau_1 = s] > 0$ holds for all $M \in \mathcal{M}^+(\eta)$ and $s \in (T, t]$. Thus it belongs to $M \in \mathcal{M}^+(\eta)$.

Hence, $P^x[\Delta X_{\tau_1} \in e^{-B(t-s)}(A - e^{B_t} - f^t_0 e^{B(t-u)}bdu)] > 0$ holds for all $s \in (T, t]$ and therefore $\mathbb{P}^x[X_t \in A] > 0$ for all $t > T$.

Aperiodicity:

Consider the set $C = B_1(B^{-1}b) \cap K$. Arguing as in the proof of Proposition [43, Proposition 4.4] we see that $C$ is small. Choose $T > 0$ such that $\int^t_0 e^{B(t-s)}bds \in B_1(B^{-1}b)$ and $\|e^{Bt}x\| < 1/2$ for all $x \in C$ and $t > T$.

Hence, $e^{Bt}x + \int^t_0 e^{B(t-s)}bds \in C$ and therefore $\mathbb{P}^x[X_t \in C] \geq \mathbb{P}^x[\tau_1 > t] > 0 \forall t > T, x \in C$.

This gives the claimed aperiodicity.

\[ \square \]

**Remark 4.6.**  
- Similarly to [67, Corollary 4.7] one can relax the conditions to demanding that $m$ or $\langle \eta, \mu(\cdot) \rangle$ for one $\eta \in K^\circ$ have an absolutely continuous component with a strictly positive density only in a neighbourhood of zero in $K^\circ$. Then $X$ is irreducible with respect to the Lebesgue measure restricted to a neighbourhood of $B^{-1}b$ and aperiodic.

- If $K$ is the cone of $d \times d$ symmetric positive definite matrices, one can also build the jumps by taking the outer products of jumps in $\mathbb{R}^d$ and the above results remain true provided that they have a strictly positive density on $\mathbb{R}^d$ (in a neighbourhood of zero). This can be shown by taking only not only one jump after time $T$ as in the above proof but at least $d$ jumps and arguing similar to [67, Theorem 4.6].

### 5 Applications and extensions.

#### 5.1 Wishart processes

Let $V = S^+_d$ be the symmetric $d \times d$ matrices, endowed with the inner product $\langle x, y \rangle = tr(xy)$, where $xy$ denotes the matrix product, and $tr$ is the trace of a $d \times d$ matrix. On the positive semi-definite symmetric $d \times d$ matrices $K = S^+_d \subset V$, the Bru processes with linear drift are just the Wishart processes, which are for each initial value $x \in S^+_d$ the global unique weak solution of

$$
\begin{align*}
    dX_t &= \sqrt{X_t}dW_tQ + Q^\top dW_t^\top \sqrt{X_t} + (X_t\beta + \beta^\top X_t + \delta Q^\top Q)dt, \\
    X_0 &= x \in S^+_d,
\end{align*}
$$

where $Q, \beta$ are real $d \times d$ matrix (not necessarily symmetric), $W$ is a standard $d \times d$ Brownian motion matrix, and $\delta > d - 1$. In this case, the parameters in the sense of Theorem 2.9 are
• $b = \delta \alpha$, where $\alpha = Q^\top Q \in S_d^+$, and $\delta > d - 1$,

• $Q : V \times V \to V$, $Q(u,u) = 2u \alpha u$, and

• $B^\top : V \to V$ is given by $B^\top(u) = \beta u + u \beta^\top$,

while $c, \gamma, m(d\xi)$ and $\mu(d\xi)$ vanish.

Note that for any $x,u \in S_d^+$ by the definition of the inner product, and the cyclic property of the trace,

$$\langle B^\top(u), x \rangle = \langle \beta u + u \beta^\top, x \rangle = \langle u, x \beta \rangle + \langle u, \beta^\top x \rangle = \langle u, \beta^\top x + x \beta \rangle,$$

whence $B(u) = u \beta + \beta^\top u$.

An application of Theorem 2.7 to the self-dual cone $K = S_d^+$ is the following:

**Corollary 5.1.** The following are equivalent:

(i) $\tau(\beta) < 0$.

(ii) $\tau(B) < 0$.

(iii) There exists $v \in S_d^{++}$ such that $\beta v + v \beta^\top \in -S_d^{++}$.

**Proof.** By construction, the linear map $B$ is a qmi map on $S_d^+$ with respect to $S_d^+$ (in fact, even $-B$ is quasi monotone increasing). Therefore, Theorem 2.7 gives the equivalent of (ii) and (iii).

It remains to prove that (i) is equivalent to any of the two equivalent statements (ii) and (iii).

By [38, Theorem 4.45] we have $\sigma(B) \subseteq \sigma(\beta) + \sigma(\beta)$ (as our operator $B$ is acting only on $S_d$), which settles the proof of (i) $\Rightarrow$ (ii).

Let now $\lambda, \mu \in \mathbb{C}$ be two eigenvalues of $\beta^\top$ with corresponding eigenvectors $x, y \in \mathbb{C}^d$. Then $\beta^\top(xy^* + yx^*) + (xy^* + yx^*)^\top \beta = (\lambda + \mu)(xy^* + yx^*)$. As $xy^* + yx^*$ is Hermitian this show that $B^\top$ has the eigenvalue $\lambda + \mu$ as an operator over the Hermitian matrices and thus over the real symmetric matrices. Hence, $\sigma(B) \supseteq \sigma(\beta) + \sigma(\beta)$. This settles the proof of (ii) $\Rightarrow$ (i).

A consequence of Corollary 3.2, Proposition 4.3 and Corollary 5.1 is the geometric ergodicity of Wishart processes:

**Theorem 5.2.** Let $X$ be a Wishart process with parameters $(\delta, \beta, Q)$. Assume that

(i) $\tau(\beta) < 0$ (or, any equivalent conditions in Corollary 5.7).

(ii) The $d \times d^2$ matrix $Q^\top |\beta Q^\top| \ldots |\beta^{d-1}Q^\top$ has maximal rank (equals $d$).

Then $X$ is geometrically ergodic, positive Harris recurrent and the stationary distribution has some finite exponential moments.

**Remark 5.3.** As the distribution of Wishart processes is exactly known and the stationary distribution has to be a Wishart distribution, it is clear that the stationary distribution has some finite exponential moments. The main implication of our approach is that we get geometric ergodicity and thus exponentially fast convergence in the total variation norm (and actually in an exponential norm).
Proof of Theorem 5.2. It suffices to show that all assumptions of Corollary 3.2 are satisfied:

By [55, Theorem 7.1], \(X_t | X_0 = x\) admits a density, for each \(t > 0\). By inspection of the series expansion of the density [55, eq (5.3)], we see that if for some multi-index \(\kappa\), the zonal polynomial \(C_{\kappa}\) is strictly positive on \(S_d^{++}\), then the density is strictly positive thereon. In fact, by [56, Lemma 3.1] this is the case for \(\kappa = (1, \ldots, 1)\), which is fairly obvious from the fact that in this case \(C_{\kappa} = \det\), because the determinant is invariant under the action of the orthogonal group. By Proposition 4.3, \(X\) is aperiodic and irreducible and thus satisfies Condition (i) of Corollary 3.2. By Corollary 5.1 also Condition (i) of Corollary 3.2 is satisfied and so an application of the latter corollary concludes.

Of course, we can extend the results of this section by adding jumps. Consider the process

\[
\begin{align*}
    dX_t &= \sqrt{X_t}dW_t + Q^T dW_t^T \sqrt{X_t} + (X_t \beta + \beta^T X_t + \delta Q^T d)dt + dJ_t, \\
    X_0 &= x \in S_d^+,
\end{align*}
\]

where \(Q, \beta\) are real \(d \times d\) matrix (not necessarily symmetric), \(W\) is a standard \(d \times d\) Brownian motion matrix, and \(\delta > d - 1\). Furthermore \(J_t = \sum_{s \leq t} \Delta X_s\) has absolutely continuous compensator \(\nu(X_t, d\xi)dt = (m(d\xi) + (X_t, \mu(d\xi)))dt\), where \(m(d\xi)\) is a finite positive measure on \(S_d^+\) satisfying \(m(S_d^+) = l\), and \(\mu(d\xi)\) is an \(S_d^+\)-valued measure on \(S_d^+\) satisfying \(\mu(S_d^+) = \Lambda\). In this case, the parameters in the sense of Theorem 2.9 are

- \(b = \delta \alpha\), where \(\alpha = Q^T Q \in S_d^+\), and \(\delta > d - 1\),
- \(Q : V \times V \to V, Q(u, u) = 2u\alpha u\), and
- \(B^T : V \to V\) is given by \(B^T(u) = \beta u + u\beta^T\),
- The jump measures \(m(d\xi)\) and \(\mu(d\xi)\) as above.

As before we take \(\chi \equiv 0\) as the truncation function in this finite activity jump case.

We shall refer to this class of affine jump-diffusions as Wishart processes with jumps.

**Theorem 5.4.** Let \(X\) be a Wishart process with jumps. Assume that

(i) The eigenvalues of the linear map \(L : S_d \to S_d\) defined by

\[
Lu = \beta u + u\beta^T + \int_{S_d^+} \text{tr}((\xi u)\mu(d\xi))
\]

have strictly negative real parts.

(ii) there exists \(\eta_0 \in S_d^{++}\) such that \(\int_{\|\xi\| \geq 1} e^{\text{tr}(\eta_0 \xi)}(m(d\xi) + \text{tr}(\mu(d\xi), x)) < \infty\).

(iii) The \(d \times d^2\) matrix \(Q^T |\beta Q^T | \ldots |\beta^{d-1} Q^T\) has maximal rank (equals \(d\)).

Then \(X\) is geometrically ergodic, positive Harris recurrent and the stationary distribution has some finite exponential moments.
Proof. Due to Proposition 4.2, prior to its first jump, the Wishart process with jumps \( X \) cannot be distinguished from a Wishart process \( \hat{X} \), killed at the exponentially affine rate \( e^{-\int_0^t l + \text{tr}(AX_t)} \). Since \( \hat{X}_t | \hat{X}_0 = x \) admits a strict positive density, for each \( t > 0 \) (cf. proof of Theorem 5.2), the process \( X \) is aperiodic and irreducible (Proposition 4.3). Hence the main assertion follows by an application Corollary 3.2.

Using Theorem 3.6 we similarly get:

Theorem 5.5. Let \( X \) be a Wishart process with jumps and \( m \geq 2 \) a natural number. Assume that

(i) The eigenvalues of the linear map \( L : S_d \to S_d \) defined by

\[
Lu = \beta u + u\beta^\top + \int_{S_d^+} \text{tr}(\xi u)\mu(d\xi)
\]

have strictly negative real parts.

(ii) The jump measures have finite \( m \)-th moment, that is, there exists \( x_0 \in S_d^{++} \) such that

\[
\int_{S_d^+} \|\xi\|^m (m(d\xi) + \text{tr}(x_0, \mu(d\xi))) < \infty.
\] (5.5)

(iii) The \( d \times d \) matrix \( Q^\top |\beta Q^\top| \ldots |\beta^{d-1}Q^\top \) has maximal rank (equals \( d \)).

Then \( X \) is geometrically ergodic, positive Harris recurrent and the stationary distribution has \( \pi \) has finite \( m \)-th moment, that is,

\[
\int_{S_d^+} (\|\xi\|^m + 1)\pi(d\xi) < \infty.
\]

Remark 5.6. For dimension \( d = 1 \), vanishing \( \mu(d\xi) \), and \( m(d\xi) = cde^{-d\xi}d\xi \) (exponentially distributed jumps with mean \( d \), intensity \( c \)) we obtain the corresponding results for the “Basic affine jump diffusion” (BAJD), [41, Theorem 5.6 and Theorem 6.3], given by the SDE

\[
dX_t = a(\theta - X_t)dt + \sigma \sqrt{X_t}dW_t + d\hat{J}_t, \quad X_0 \geq 0,
\]

Here \( \hat{J} \) the compensated jump process.

Note that in this case, \( \sigma > 0 \) implies strictly positive transition densities (as for \( J = 0 \) they are non-central chi-square distributed. Alternatively, \( (iii) \) of Theorem 5.4 also implies strictly positive densities). Furthermore, since \( J \) is compensated, the standard assumption \( a > 0 \) implies Condition \( (i) \) of Theorem 5.4.

In this special one-dimensional case [42] could also establish ergodicity under log moments and geometric ergodicity under the finiteness of \( \kappa > 0 \) moments and for \( J \) being an infinite activity subordinator, i.e. only having state-independent jumps.

5.2 Affine processes on \( \mathbb{R}_+^m \)

Let \( \langle x, y \rangle = x^\top y \) be the standard Euclidean scalar product on \( V = \mathbb{R}^n \).

Affine processes with state space \( K = \mathbb{R}_+^m \) are fully characterized by the paper [26]. In this case, the linear drift map \( B^\top : \mathbb{R}^m \to \mathbb{R}^m \) is a \( m \times m \) matrix with non-negative off-diagonal elements, hence it is easy to compute the eigenvalues of \( B \) to find a good test vector satisfying condition \( (ii) \) of Theorem 3.1. A corollary is therefore the following ergodicity result:
Theorem 5.7. Let $X$ be an affine process on $\mathbb{R}^m_+$ with $c = 0, \gamma = 0$. Assume that

(i) $X$ is $\nu$-irreducible with the support of $\nu$ having non-empty interior and aperiodic,

(ii) The eigenvalues of the linear map $B^\top + \int_{\mathbb{R}^m_+ \setminus \{0\}} (\xi - \chi(\xi))\mu(d\xi)$ have strictly negative real parts, and for sufficiently small $w > 0$,

$$\int_{\{|x| \geq 1\}} e^{\|w\xi\|} (m(d\xi) + \langle \mu(d\xi), x \rangle) < \infty.$$  

Then $X$ is conservative, and there exists $\eta_0 \in \mathbb{R}^m_+$ such that for all $\eta \leq \eta_0$, any $x \in \mathbb{R}^m_+$ and all $t \geq 0$ we have $\mathbb{E}^x[e^{\langle \eta, X_t \rangle}] < \infty$.

Furthermore, $X$ is geometrically ergodic, positive Harris recurrent, and for any $\eta \leq \eta_0$ the stationary distribution $\pi$ has finite $\eta$-exponential moment, i.e. $\int_{K \setminus \{0\}} e^{\langle \eta, \xi \rangle} \pi(d\xi) < \infty$.

We refrain from stating the obvious analogue with finite $m$-th moments. For conditions ensuring irreducibility and aperiodicity we refer to Remarks 4.4, 4.6, Proposition 4.5 and [70] who discuss the canonical state space at length under a strong non-degeneracy assumption on the diffusive part which is stronger than the controllability assumption.

5.3 Affine term-structure models.

We consider state spaces $K \times \mathbb{R}^n$ in this section, where $K$ is an $m$-dimensional generating, proper closed convex cone. There is no established theory of affine processes on these spaces, and also our theory developed in Chapter 3 does not fall into this setup, as $K \times \mathbb{R}^n$ is not a proper cone.

Due to [3], Lemma 7.1] the instantaneous diffusion of processes on $\mathbb{R}^m_+ \times \mathbb{R}^n$ can always be brought into block-diagonal form. We take this statement as motivation to make the following assumption throughout. Let $Z := (X, Y)$ be an affine diffusion process on $K \times \mathbb{R}^n$ such that for each $z := (x, y) \in K \times \mathbb{R}^n_+$, $X$ is the unique weak solution to

$$dX_t = (b + B(X_t))dt + \Sigma(X_t)dW_t, \quad X_0 \in K, \quad (5.6)$$
$$dY_t = (c + C(X_t) + D(Y_t))dt + \sigma(X_t)dB_t, \quad Y_0 \in \mathbb{R}^n, \quad (5.7)$$

where $W$ and $B$ are independent standard Brownian motions of dimensions $m, n$, respectively. Furthermore $b \in K, c \in \mathbb{R}^n,$ and $B$ is a linear map, qmi with respect to $K$. Moreover, $C : \mathbb{R}^m \rightarrow \mathbb{R}^n$ and $D : K \rightarrow \mathbb{R}^n$ are linear maps. The affine structure implies that $\langle u, \Sigma(x)\Sigma^\top(x)u \rangle = \langle Q(u, u), x \rangle$ as in Theorem [2.2][iv], while $\sigma\sigma^\top(x) = E + Fx$, where $E \in S^n_+$ and $F : K \rightarrow S^n_+$ is linear.

For the associated (generalized) Riccati differential equations, the origin in $K \times \mathbb{R}^n$ is an asymptotically stable equilibrium, if the eigenvalues of the drift matrix

$$\Xi := \begin{pmatrix} B & 0 \\ C & D \end{pmatrix}$$

(or, equivalently, that of $\Xi^\top$) have strictly negative parts. This can be seen by linearizing the associated generalized Riccati differential equations for $\psi(t, u, v) = (\psi^X, \psi^Y)$ which are given by

$$\partial_t \psi^X = B^\top \psi^X + C^\top \psi^Y + \frac{1}{2}Q(\psi^X, \psi^X) + (\psi^Y)^\top F \psi^Y,$$

whereas

$$\partial_t \psi^Y = D^\top \psi^Y,$$

subject to $\psi(t = 0, u, v) = (u, v)$.  
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Theorem 5.8. Suppose $Z$ satisfies the following:

(i) $X$ is $\nu$-irreducible with the support of $\nu$ having non-empty interior and aperiodic.

(ii) Suppose $\tau(\Xi) < 0$ (or, equivalently, $\tau(B) < 0$ and $\tau(D) < 0$).

Then $Z$ is geometrically ergodic and positive Harris recurrent. Furthermore, the stationary distribution $\pi$ has a finite second moment, i.e. $\int_{K \times \mathbb{R}^n} \|\xi\|^2 \pi(d\xi) < \infty$.

Remark 5.9. (i) The inclusion of finite activity and state-dependent jump behavior is possible (similarly to the main results of this paper).

(ii) For “canonical state spaces” $\mathbb{R}^3_+ \times \mathbb{R}^n$, sufficient conditions for irreducibility and aperiodicity (that is (i)) of Theorem 5.8 can be found in [70].

(iii) The classical term-structure literature (for $K = \mathbb{R}^3_+$, see [32, Section 2, (C1)-(C4)]) uses stronger conditions on drift and diffusion coefficients of $Z$. In particular, the linear drift coefficients $D$ and $B$ must have real eigenvalues due to econometric identification issues.

(iv) The ergodicity result of [4, Theorem 4.1] is the special case, where $K = \mathbb{R}^3_+$, $C = 0$ and the constant diffusion matrix $E$ vanishes. They however prove directly Assumption (1) The condition (4) clearly is just implied by strictly negative linear drift coefficients.

Proof. Since $\tau(D) < 0$, due to [39, Theorem 2.2.1] there exists $Q \in S_n^{++}$ such that $D^T Q + Q D \in -S_n^{++}$ (and conversely, this implies $\tau(D) < 0$).

Since $B$ is qmi, there exists $\eta_0 \in K \setminus \{0\}$, such that $B^T \eta_0 = \tau(B) \eta_0$ (see Lemma 2.6). We may without loss of generality assume $\inf_{x \in K, \|x\|=1} \langle \eta_0, x \rangle = 1$.

Let $\vartheta_0$ be a positive constant satisfying
\[
\vartheta_0 < \min \left( (\tau(D^T Q + Q D))^{3}, \frac{(2|\tau(B)|)^{3/2}}{\|C\|\|D\|} \right).
\] (5.8)

We introduce the quadratic test function $f : K \times \mathbb{R}^3_+ \to [1, \infty)$ by setting
\[
f(x, y) := 1 + \langle \eta_0, x \rangle^2 + \vartheta_0 \langle y, Q y \rangle, \quad x \in K, \quad y \in \mathbb{R}^n
\]
and obtain for any $(x, y) \in K \times \mathbb{R}^3_+$,
\[
\langle B(x), f_x \rangle + \langle C(x) + D(y), f_y \rangle
\]
\[
= 2\langle x, B^T \eta_0 \rangle \langle \eta_0, x \rangle + 2\vartheta_0 \langle C(x), Q y \rangle + \vartheta_0 \langle (D^T Q + Q D)y, y \rangle
\]
\[
\leq -2|\tau(B)| \langle \eta_0, x \rangle^2 - \vartheta_0 |\tau(D^T Q + Q D)||y||^2 + 2\vartheta_0 \|C\|\|Q\|\|y||
\]
\[
\leq -2|\tau(B)| \langle \eta_0, x \rangle^2 - \vartheta_0 |\tau(D^T Q + Q D)||y||^2 + 2\vartheta_0 \|C\|\|Q\|\|\eta_0, x\||y||
\]
\[
\leq -2|\tau(B)| \langle \eta_0, x \rangle^2 - \vartheta_0 |\tau(D^T Q + Q D)||y||^2 + 2\vartheta_0 \|C\|\|Q\|\|\eta_0, x\||y||
\]
\[
\leq -2|\tau(B)| \langle \eta_0, x \rangle^2 - \vartheta_0 |\tau(D^T Q + Q D)||y||^2 + 2\vartheta_0 \|C\|\|Q\|\|\eta_0, x\||y||
\]
\[
\leq -2|\tau(B)| - \vartheta_0 \|Q\|\|y||^2 - \vartheta_0 |\tau(D^T Q + Q D)| - \vartheta_0 \|Q\||\eta_0, x||y||
\]
\[
\leq -\varepsilon(f(x, y) - 1)
\]
for some $\varepsilon > 0$, where in the last but one estimate we have used the fact that $\inf_{\|x\|=1} \langle \eta_0, x \rangle = 1$ and in the last one we have used (5.8) and the fact that $\langle Q y, y \rangle$ is non-degenerate, therefore bounded from below by a positive multiple of $\|y\|^2$. 

The process $Z$ is an affine diffusion, and thus $m$–polynomial for any $m \geq 2$, see [16]. Hence $f$ lies in the domain of the extended generator.

Since the infinitesimal generator $A$ of $(X,Y)$ is a second order differential operator with affine drift and affine diffusion coefficients, its formal application yields

$$Af(x,y) \leq -\varepsilon (f(x,y) - 1) + O(\|x\| + \|y\|)$$

and since $(f - 1)^{1/2}$ is norm-like, we can find a large enough ball $C = \{(x,y) \mid \|x\|^2 + \|y\|^2 \leq R^2\}$ such that

$$Af(x,y) \leq -\frac{\varepsilon}{2} f(x,y) + d1_C(x,y), \quad x \in K, \quad y \in \mathbb{R}^n.$$ 

We conclude that $(A,f)$ satisfies the Lyapunov –Foster drift condition.

The rest of the proof follows the lines of the proof of Theorem 3.1.
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