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Abstract—Few-shot object detection (FSOD) aims to detect objects of a novel category in an image with only a few instances. Recently, research has revealed that metric-based meta-learning methods have high adaptability and exhibits good performance. However, existing FSOD methods still have drawbacks. (1) Existing meta-learning based FSOD methods focus on global attention during the feature aggregation of the query and support images. However, these methods do not fully utilize the local context information of an image. Therefore, we propose a novel hierarchical attention module (HAM) that hierarchically extends receptive fields from local to global. (2) Existing studies have not been investigated whether meta-learning works well in FSOD. Does using meta-learning to solve FSOD problems really work? In this study, we explore whether the meta-learning approach works well in FSOD and propose a meta-contrastive learning module based on correlation similarity to help the objective function of meta-learning to perform well. Finally, we establish a new state-of-the-art network, by realizing significant margins. Our code is available at: https://github.com/infinity7428/hANMCL
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1 INTRODUCTION

In recent years, object detection has undergone tremendous development, and excellent performance detectors have been proposed [1], [2], [3], [4]. Object detection requires a large number of annotated images and considerable time, labor, and cost. In low-data scenarios, showing good performance is difficult with only a small amount of data owing to diversity. Therefore, few-shot object detection (FSOD) has attracted considerable attention because it does not require a large amount of data. Significant research has been conducted on meta-learning approaches to solve FSOD problems. Meta-learning methods use support images to extract and aggregate helpful features for evaluating query images. A key element of meta-learning based FSOD is how features are aggregated. However, despite extensive research in recent years, existing FSOD methods still have two major drawbacks.

(1) We tackle the structural limitations of feature aggregation methods. Existing methods [5], [6], [7], [8] mainly use the global attention in the process of extracting and aggregating features from the query and support image. However, this global attention mechanism ignores important local context information in the image, so local context information is not fully utilized. In previous studies [9], [10], research has been conducted that convolution-based and global attention-based blocks have different pros and cons, and that they can complement each other. We point out the problem of global attention, which is mainly used in the feature aggregation method, and propose a method combining it with convolution-based attention to compensate for the shortcomings of global attention. As Raghu et al. [9] explained, when comparing feature maps sequentially extracted from lower and higher layers, the network using only global attention shows a high feature representation similarity. On the other hand, in the convolution-based network, the similarity between lower and higher layers were low. This means that there is a clear difference in the way convolution-based and global attention-based networks generate feature maps. As Park et al. [10] explained, global attention-based network is robust against high-frequency noises. But convolution-based network is robust against low-frequency noises. When high-frequency-based random noises were added as input of convolution-based network, the performance decrease was large. Convolution-based network is vulnerable to high-frequency noise, while global attention-based network is robust against them. In the evaluation of the convolution only network, the removal of the lower layer showed a serious performance decrease, and in the global case, the removal of the higher layer showed a serious performance decrease. Based on the above observations, we find how to harmonize the pros and cons of convolution-based and global attention-based networks. So, we propose a feature aggregation module that combines the advantages of convolution-based attention and global attention, called HAM.

(2) We tackle how the objective function of meta-learning works. In general, researchers use a large number of meta-learning approaches to solve few-shot learning problems. However, it is necessary to investigate whether this actually works. Meta-learning is a method that helps evaluate query images well by extracting and aggregating helpful features using support images. The commonly employed aggregation methods include Vinyals et al. [11] and Sung et al. [12]. In many studies [9], [6], [7], [13], [14], [15], [16] using meta-learning, better classification is achieved by simply combining support images rather than learn-
are as follows. We propose a novel contrastive learning module that can better compare similarities between query and support images by generating correlation features. The correlation feature comprises combinations of query features and support features. This method constructs a feature space that distinguishes between query and support images that are concatenated in the same class and those that are not. The model can extract features that better consider the correlation between two images regardless of the category. Therefore, this strategy improves the performance of meta-learning based FSOD.

Our proposed method is a two-stage detector based on Faster R-CNN ResNet-101. This structure is composed of a hierarchical attention module (HAM) and meta-contrastive learning module (Meta-CLM). We achieved significant performance improvements regardless of the number of images on the COCO dataset. In particular, the proposed method established a new state-of-the-art method with large margins. Our proposed method brings 0.3, 1.4, 1.4, 1.6, 2.4, and 3.2% AP improvements for 1-30 shots object detection on COCO dataset. The main contributions of our approach are as follows.

- We propose a feature aggregation module that extends the receptive field called HAM that can compensate for the shortcomings of global attention.
- We propose a novel contrastive learning module that enhances the similarity between the query image and support image, and matches it with the objective function of meta-learning.

- We establish a new state-of-the-art network, by realizing significant margins.
- Our proposed FSOD network can strongly detect novel categories without a fine-tuning stage in 1-30 shots object detection on COCO dataset.

### 2 RELATED WORK

#### 2.1 Few-Shot Object Detection

FSOD can be divided into meta-learning [5], [8], [18], [19] and transfer learning methods [20], [21], [22]. (1) Meta-learning solves the problem of matching a support image to the query image when the support and query images are given; this is a method that has been widely used in existing few-shot classification approaches. Early FSOD methods used a meta-learning strategy. Kang et al. [18] proposed a meta-learning method based on YOLO v2 that extracts the global features of the support image using a re-weighting module. It then acquires the global features of the support image using the re-weighting module and uses them as a coefficient to refine the query image. Inspired by the squeeze-and-excitation method, Hsieh et al. [5] proposed co-excitation to make the query features attend to the support features, and vice versa. Yan et al. [8] demonstrated a method to aggregate support and query features through channel-wise multiplication using a meta-learner. Fan et al. [19] proposed a module that aggregates support and query images in an RPN to extract features that distinguish images from other categories. (2) Transfer learning methods refer to reusing the weights of a network trained with abundant $D_{base}$. First, the model is pre-trained using abundant data from base categories $D_{base}$ and solves a few-shot learning problem using weights through the fine-tuning step with novel category images. Qiao et al. [20] stopped the gradient in the RPN because the RPN must generate many proposals regardless of the class, and the region of interest (RoI) head performs class-specific classification and regression. Cao et al. [21] associated and discriminated the data from novel categories.
categories to base categories to ensure inter-class separability and intra-class compactness. Sun et al. [22] proposed a fine-tuning method that adds a contrastive head to the RoI head to perform contrastive learning between proposals.

2.2 Attention Mechanisms
FSOD using an attention mechanism is intended to highlight relevant features. Previous studies have been conducted on extracting features from query and support images using an attention mechanism with a global receptive field (i.e., self-attention, cross-attention, non-local block, etc.). Sung et al. [12]-based methods [6], [7] have been previously developed. However, they still use only global attention for the feature aggregation, which has structural limitations, and the features of support images are not fully exploited. Hu et al. [6] uses only cross-attention between query and support images as a way to utilize support images. Furthermore, Chen et al. [7] attempts to capture the relationship between channels of the support image.

However, local context information is still not utilized and sufficient feature extraction for query and support images is not achieved. So we propose a method to compensate for the shortcomings of existing feature aggregation modules.

3 Method
First, we review the preliminaries of the FSOD setting. Then, we introduce our method, which addresses the proposed hierarchical attention and meta-contrastive learning modules for FSOD.

3.1 Problem Definition
For the FSOD dataset, \( \{x,y\} = D \) denotes that it contains image \( x \) and ground truth label \( y \). They can be divided into two categories: \( D_{\text{novel}} \) and \( D_{\text{base}} \). Note that \( C_{\text{base}} \) and \( C_{\text{novel}} \) are disjointed, i.e., \( C_{\text{base}} \cap C_{\text{novel}} = \emptyset \). Each training data consists of an image \( x \) and corresponding label \( y \), where \( y \) consists of a class label and bounding box. The fundamental purpose of FSOD is to evaluate the data of \( D_{\text{novel}} \) from only a low shot of \( D_{\text{novel}} \) using a model trained with abundant data \( D_{\text{base}} \). Similar to Kang et al. [18], we trained using up to 30 or fewer instances (1, 2, 3, 5, 10, and 30) because only K box instances should be used for training or evaluation.

The overall procedure follows the standard transfer learning of Equation 1. However, the zero-shot evaluation result is attached to evaluate the adaptability. This is an evaluation of \( D_{\text{novel}} \), which has never been learned by training, as \( D_{\text{base}} \) without a transfer learning process.

\[
M_{\text{init}} \xrightarrow{D_{\text{base}}} M_{\text{base}} \xrightarrow{D_{\text{novel}}} M_{\text{novel}} \tag{1}
\]

3.2 Revisiting Feature Aggregation Module
The two-stage detector for FSOD can be divided into four main parts: the backbone, the region proposal network (RPN), RCNN, and the feature aggregation module. The backbone extracts the feature from query and support images, the RPN generates proposals based on the similarity between the query and support features, and the RCNN head performs classification and refined bounding box regression. The feature aggregation module aggregates the query and support features, before the RPN and RCNN, to fully exploit them for assisting the RPN and RCNN. The entire training procedure is illustrated in Fig. 1. The input image is fed to the backbone to generate a feature map and conveyed sequentially to the RPN and RCNN. We propose a method for compensating the structural limitations of this module. This is achieved by adding a convolution-based attention block to the local receptive fields. Furthermore,
TABLE 1
Performance on Pascal VOC dataset (1,2,3,5, and 10 shots). Avg.: result of averaging 10 multiple runs. Way: category of classification: • no result in the paper.

| Model                  | Detector       | Novel Set 1 | Novel Set 2 | Novel Set 3 |
|------------------------|----------------|-------------|-------------|-------------|
| Wang et al., 2019      | Faster R-CNN VGG-16 | O Full     | 18.9 20.6 30.2 36.8 49.6 21.8 23.1 27.8 31.7 43.0 20.6 23.9 29.4 43.9 44.1 |
| Xiao et al., 2020      | Faster R-CNN ResNet-50 | O Full     | 24.2 35.3 40.1 57.4 21.6 24.7 39.2 37.0 45.7 21.2 30.0 37.2 43.8 49.6 |
| Li et al., 2021a       | Faster R-CNN R-101  | O Full     | 27.7 36.5 43.3 50.2 59.6 22.7 30.1 33.8 40.9 46.9 21.7 30.6 38.1 44.5 50.9 |
| Hu et al., 2021        | Faster R-CNN R-101  | O Full     | 33.9 37.4 43.7 51.1 59.6 23.2 24.8 30.6 36.7 46.6 32.3 34.9 39.7 42.6 50.7 |
| Han et al., 2021       | Faster R-CNN R-101  | O Full     | 42.4 51.9 55.7 62.6 63.4 25.9 37.8 46.8 48.9 51.1 35.2 42.9 47.8 54.8 53.5 |
| Han et al., 2022       | Faster R-CNN PVTV2-B2-Li | O Full     | 38.5 49.6 53.9 59.8 64.3 25.9 34.2 40.1 44.9 47.4 34.7 43.9 49.3 53.1 56.3 |
| Qiao et al., 2021      | Faster R-CNN R-101  | O Full     | 53.6 57.5 61.4 64.1 60.8 30.1 38.1 47.0 53.3 47.9 48.4 50.9 52.3 54.9 57.4 |
| Yan et al., 2019       | Faster R-CNN R-101  | O 1 44.9 50.0 52.3 56.8 59.6 30.3 36.3 40.4 43.0 47.0 36.2 42.0 44.0 49.4 52.4 |
| Fan et al., 2020a      | Faster R-CNN R-101  | O 1 46.6 52.1 54.3 57.7 58.0 34.6 36.7 40.7 43.5 44.4 42.5 46.1 46.9 47.8 52.4 |
| Fan et al., 2020b      | Faster R-CNN R-101  | O 1 48.1 51.9 54.6 56.4 58.0 33.1 36.5 41.0 41.5 44.0 43.0 46.7 48.5 49.1 52.2 |
| Chen et al., 2021      | Faster R-CNN R-101  | O 1 51.7 55.9 57.8 60.1 61.0 33.4 35.9 41.4 43.0 47.5 40.8 47.3 48.3 53.4 55.2 |
| Ours                   | Faster R-CNN R-101  | O 1 53.6 58.8 59.7 62.3 64.2 35.7 41.7 45.1 46.8 51.1 42.8 51.9 52.9 58.6 57.9 |

TABLE 2
Performance on the MS COCO dataset (1,2,3, and 5 shots). † indicates re-implemented results. nAP: novel categories average precision (AP).

| Model                  | Detector       | 1 shots | 2 shots | 3 shots | 5 shots |
|------------------------|----------------|---------|---------|---------|---------|
| Han et al., 2021       | Faster R-CNN R-101  | O Full  | 5.1 10.5 4.5 | - | - | - |
| Qiao et al., 2021      | Faster R-CNN R-101  | O Full  | 9.3 | - | - | - |
| Han et al., 2019       | Faster R-CNN R-101  | O 1 11.5 21.9 10.5 14.1 | 27.9 13.0 | 15.3 30.1 5.5 | 17.0 33.1 15.7 |
| Fan et al., 2020a      | Faster R-CNN R-101  | O 1 7.8 15.3 7.3 | 11.6 22.7 | 10.9 12.2 23.6 | 11.5 13.9 26.7 13.2 |
| Chen et al., 2021      | Faster R-CNN R-101  | O 1 11.6 22.2 11.0 | 13.7 26.1 | 13.1 14.7 28.2 | 14.1 15.9 30.3 15.4 |
| Ours                   | Faster R-CNN R-101  | O 1 12.2 23.8 11.4 | 15.4 29.7 | 14.4 16.6 31.6 | 15.6 18.4 33.9 17.1 |

TABLE 3

3.3 Hierarchical Attention Module

\begin{align}
F'_{q,s} &= \text{Conv}_{\text{Down}}(F_{q,s}) \cdot F_{r,s} + F_{q,s} \\
F''_{q,s} &= \text{Conv}_{\text{1x1}}(\text{Conv}_{\text{Down}}(F'_{q,s})) \cdot F'_{q,s} + F''_{q,s} \\
f(F''_{q,s}, F'_{q,s}) &= \sigma(\phi(F''_{q,s})^T \phi(F'_{q,s})) \\
f(F'_q, F'_s) &= f(F''_{q,s}, F'_{q,s}) + f(F''_{q,s}, F''_{q,s}) \\
y &= [f(F'_q, F'_s) ; f(F''_{q,s}, F''_{q,s}) ; f(F''_{q,s}, F''_{q,s})]
\end{align}

We point out the limitations of global attention, which is mainly used in the feature aggregation method, and propose a method combining it with a convolution-based attention to compensate for below shortcomings. As Raghu et al. [9] explained, when comparing feature maps sequentially extracted from lower and higher layers, the network using only global attention shows a high feature representation similarity. On the other hand, in the convolution-based network, the similarity between lower and higher layers were low. This means that the feature maps extracted we construct a hierarchical attention module with a sequentially larger receptive field. The detailed architecture of the module is presented in Section 3.3.
TABLE 3
Performance on the MS COCO dataset (10 shots).

| Model            | Detector         | Avg. | Way | nAP | 50 | 75 | S | M | L | 1 | 10 | 100 | S | M | L | 1 | 10 | 100 | S | M | L |
|------------------|------------------|------|-----|-----|----|----|---|---|---|---|----|-----|---|---|---|---|----|-----|---|---|---|
| Wang et al., 2019 | Faster R-CNN VGG-16 | O  | Full | 7.1 | 14.6 | 6.1 | 6.1 | 4.1 | 12.2 | 11.9 | 15.1 | 15.5 | 1.7 | 9.7 | 30.1 |
| Xiao et al., 2020 | Faster R-CNN R-50  | O  | Full | 12.5 | 27.3 | 9.8 | 2.5 | 13.8 | 19.9 | 20.0 | 25.5 | 25.7 | 7.5 | 27.6 | 38.9 |
| Hu et al., 2021   | Faster R-CNN R-101 | O  | Full | 12.8 | 23.4 | 11.2 | 4.3 | 13.8 | 21.0 | 18.1 | 26.7 | 25.6 | 7.9 | 24.5 | 36.7 |
| Li et al., 2021a  | Faster R-CNN R-101 | O  | Full | 16.3 | 33.2 | 14.1 | 5.4 | 17.5 | 25.8 | 23.6 | 30.2 | 30.5 | 12.7 | 32.3 | 43.8 |
| Qiao et al., 2021 | Faster R-CNN R-101 | O  | Full | 18.5 | -   | -   | -   | -   | -   | -   | -   | -   | -   | -   | -   |
| Zhang et al., 2021a | Deformable DETR R-101 | O  | Full | 19.0 | 30.5 | 19.7 | -   | -   | -   | -   | -   | -   | -   | -   | -   |

TABLE 4
Performance on the MS COCO dataset (30 shots).

| Model            | Detector         | Avg. | Way | nAP | AP50 | AP75 | S | M | L | 1 | 10 | 100 | S | M | L | 1 | 10 | 100 |
|------------------|------------------|------|-----|-----|------|------|---|---|---|---|----|-----|---|---|---|---|----|-----|
| Wang et al., 2019 | Faster R-CNN VGG-16 | O  | Full | 11.3 | 21.7 | 8.1 | 1.1 | 6.2 | 13.7 | 14.5 | 18.9 | 19.2 | 1.8 | 11.1 | 34.4 |
| Xiao et al., 2020 | Faster R-CNN R-50  | O  | Full | 14.7 | 30.6 | 12.2 | 3.2 | 15.2 | 23.8 | 22.0 | 28.2 | 28.4 | 8.3 | 30.3 | 42.1 |
| Li et al., 2021b  | MetaYOLO (YOLOv2) | X  | Full | 9.7  | 19.9 | 7.7 | 2.8 | 8.5 | 15.2 | 13.4 | 18.9 | 19.0 | 8.3 | 17.1 | 32.8 |
| Zhang et al., 2021a | Deformable DETR R-101 | X  | Full | 9.8  | 17.0 | 9.7 | 3.3 | 9.2 | 16.1 | 15.7 | 21.2 | 21.2 | 4.6 | 19.6 | 34.3 |
| Li et al., 2021b  | MetaYOLO (YOLOv2) | X  | Full | 13.9 | 29.5 | 11.7 | 7.6 | 15.2 | 19.0 | -   | -   | -   | -   | -   | -   |

by convolution-based and global attention-based networks have different characteristics. As Park et al. [10] explained, convolution-based network is vulnerable to high-frequency noise, whereas global attention is robust to them. In the evaluation of the convolution only network, the removal of the lower layer showed a serious performance decrease, and in the global case, the removal of the higher layer showed a serious performance decrease. Motivated by the above observations, we have found that the pros and cons of convolution-based and global attention-based networks are opposite to each other. So, we consider the pros and cons, order, number, and role to design a feature aggregation module that combines the strengths. The proposed HAM consists of three stages, each with two convolution-based attentions, and one global attention. Convolution-based attention contains three types of layers (i.e., ConvDw, ConvDwD, and Conv1×1), see Fig. 3.). ConvDw has a local receptive field and helps extract powerful feature representations from an image. The adjacent region, which contains the local context information of the image, utilizes structural information that is highly relevant. ConvDwD effectively has a long-range dependency compared to ConvDw using dilated convolution. Conv1×1 captures the relationship between channels in a query or support images. Also, in global attention layer, it can be seen that different heads of the same layer show good performance by simultaneously capturing information from various distances. It is intended to capture both local and global features from multiple heads. But this work shows a similar effect using a single head. This paper overcomes the limitations of not utilizing the local context information of global attention and not considering the relationship between channels.

Then, how can we combine global attention with local attention? Since a multi-stage neural network behaves like...
Supervised Contrastive Learning

\[ g(F_{\text{cat}}), g(F_{\text{cat}}) \]

Similarity ↓

Anchor Positive

\[ g(F_{\text{elephant}}), g(F_{\text{bird}}) \]

Similarity ↓

Anchor Negative

Meta-Contrastive Learning

\[ g(F_{\text{cat}}), g(F_{\text{cat}}) \]

Similarity ↑
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\[ g(F_{\text{dog}}), g(F_{\text{bird}}) \]

Similarity ↓

Anchor Negative

![Fig. 3. Toy example of Meta-CLM. In meta-contrastive learning module, the query and support features encoded by \( g(\cdot) \) are concatenated. When a correlation feature includes a support image of the same class as the query, and another includes a support image of a different class from the query, the two correlation features are trained to have a lower similarity.](image)

![Fig. 4. Detailed architecture of the hierarchical attention module (HAM). It consists of three-stage two convolution-based attention and one global attention. Each convolution-based attention layer has a skip-connection.](image)

that utilizes both local information, the relationship between channels, and global information. As shown in Equations 2 to 7, convolution-based and global attentions are applied to the query and support features and concatenated. The detailed configuration of HAM can be found in Fig. 3.

### 3.4 Meta-Contrastive Learning Module

\[
\mathcal{L}_{meta} = \sum_{i \in I} \frac{-1}{|M(i)|} \sum_{m \in M(i)} \log \left( \frac{\exp(z_m \cdot z_j / \tau)}{\sum_{a \in A(i)} \exp(z_m \cdot z_a / \tau)} \right)
\]

Existing studies have used a meta-learning approach to solve the few-shot learning problem. However, it is necessary to investigate whether this really works. Meta-learning is a method that helps to evaluate query images well by extracting and aggregating helpful features using support images. Contrastive learning methods, which are often used in self-supervised learning, are widely used in low-data scenarios and do not show good performance in meta-learning methods. Matching strategies focus on capturing the inherent variety of query and support images regardless of category rather than on the visual features of each class. Therefore, binary classification is a more suitable output for modeling the similarity between query and support images than multi-class classification. Our proposed objective function aims to increase the similarity with the correlation features of the same class and decrease the similarity with the correlation features of different classes if the anchor is a correlation feature of the same class. In Equation 8, let \( i \subset I \equiv \{1 \ldots N\} \) be the index of a batch image, \( m \subset M \equiv \{1 \ldots M\} \) be the number of matched correlation features between the query proposal and support features, and \( j \) be the index of the other matched correlation feature called positive from the same image \( i \). Here, \( \tau \) is a scalar temperature parameter, \( z_m \) is the anchor, and \( A(i) \equiv M \setminus \{z_m\} \) is a feature of positive and
negative, excluding anchor.

Why Meta-CLM make better for meta-learning? If supervised contrastive learning is used to better capture the visual features for each category, the proposed meta-contrastive learning focuses on the correlation between the query image and support image, regardless of the class. Imagine an extreme example like Fig. 4 at the bottom right. Assume a situation in which we learn anchor combined with images of the same class (i.e. cat and cat) and negative correlation feature of different classes (i.e. cat and bird). It learns to decrease their similarity between anchor and negative correlation feature. If the model captures only visual features, related features with the same feature map are generated at the same pixel. However, this module prevents the model from capturing the visual features of each query or support image, as it must learn to decrease the similarity to each other. Instead, it allows model to extract similarity features to determine whether two images match.

3.5 Meta-Contrastive Proposal Feature Encoding
In the Faster R-CNN pipeline, the RCNN pools cropped the region-of-interest (RoI) features into a fixed size feature map with RoI align, and the feature dimension is mapped to $x \in \mathbb{R}^{7 \times 7 \times d_m}$. Typically, $d = 1024$ in the Faster R-CNN pipeline. The RoI features of the query and support images are embedded in $x \in \mathbb{R}^{7 \times 7 \times d_m}$ through a global average pooling (GAP) and a single fully connected (FC) layer; $d_m = 128$ in this method. Subsequently, we concatenate the query and support features to generate correlation feature and learn to increase the similarity between matched correlation features.

3.6 Loss Function
The loss function consists of classification and bounding box regression loss of the RPN, the classification and bounding box regression loss of the RCNN, and includes the loss used in meta-contrastive learning module. The loss function is jointly optimized using Equation 9. The RPN and RCNN loss is the Faster R-CNN [1] objective. $\lambda$ of the $L_{meta}$ was experimentally set to 0.07.

$$L = L_{rpn_{cls}} + L_{rpn_{reg}} + L_{rcnn_{cls}} + L_{rcnn_{reg}} + \lambda \cdot L_{meta} \quad (9)$$

4 Experiments

4.1 Datasets
Generic FSOD methods use their own datasets and data settings. We conduct the evaluation as a result of 10 multiple runs to make fair comparisons for Pascal VOC and COCO datasets.

**PASCAL VOC:** The dataset consists of 20 classes, divided
into 15 base classes and 5 novel classes. We use it for training and evaluation by dividing it into three splits. We use VOC2007 and VOC2012 train/val sets for training, and VOC2007 for evaluation.

**MS-COCO**: We use categories of the PASCAL VOC dataset as novel classes, and the remaining 60 categories as base classes. The validation set is used for testing according to Kang’s split, and the remaining data in the train/val sets are used for training.

### 4.2 Experimental Setup

For a fair comparison, we used a Faster R-CNN framework with ResNet-101 and a feature pyramid network (FPN). We set the learning rate to start at 0.001 and increase by 0.1 times per 10 epochs. Similarly, in the fine-tuning stage, the learning rate decay coefficients were continuously trained from the pre-training stage. We used a stochastic gradient descent (SGD) to optimize the model using a momentum of 0.9 and weight decay of 0.0001. We trained the model using a batch size of 4, and both the pre-training and fine-tuning stages were conducted for 12 epochs on an Nvidia GeForce 3090 GPU.

### 4.3 Comparison with State-of-the-Arts

We compared the performance of the proposed method with that of the latest FSOD methods. For a fair comparison, the evaluation environment with other models must be the same. However, unlike other fine-tuning methods, the proposed model does not operate as a loss function for multi-class classification, but operates based on similarity.
Therefore, since the scale of similarity is evaluated without defining different classes, it is difficult for classification to operate efficiently when similar images or objects of different classes are included in the image. So, in general, it is possible to evaluate the performance of object detection excluding classification in the one-way evaluation method. Although this defines a somewhat easier task than a model that has to perform both classification and object detection, in a real test environment, an image can contain multiple category objects, and there is no problem in evaluating them in multiple ways. However, in the current evaluation environment, since one image is viewed and evaluated as having one class, it is inappropriate to evaluate it in multiple ways. So, the evaluation was conducted in a single way, since one image is viewed and evaluated as having one class, it is inappropriate to evaluate it in multiple ways. So, the evaluation was conducted in a single way, and other meta-learning models were re-implemented and attached.

Results on Pascal VOC. Table 1 shows the results on PASCAL VOC. Our proposed method performs better in most novel splits compared to other methods. It shows good performance in all splits from 1 to 10 shots. In particular, it shows good performance on extremely low-shots or relatively many 10 shots.

Results on MS COCO. Our proposed method shows better performance than other methods on all(1,2,3,5,10, and 30) shots. In particular, our method shows a greater performance improvement at relatively 10 and 30 shots settings. This is because other methods do not fully utilize when averaging a relatively large number of images with large variances, so the performance is rather low. In Tables 2, 3, and 4, the proposed method improves on the current state-of-the-art by a large margin. In particular, we exceeded SOTA by 14.0, 18.8, 19.8, 20.5, 22.6, and 25.4% AP for K = 1, 2, 3, 5, 10, and 30 shots on the COCO dataset, respectively. In general, comparing results fairly is difficult because metrics used in previous studies are different. Therefore, we report the results of 10 multiple runs.

5 ABLATION STUDIES
5.1 Qualitative Results
In this chapter, we demonstrate the effectiveness of our proposed modules via qualitative visualization. Even given few support images, the proposed model is effective in localizing instances. In the training phase, the model does not learn classes such as bird, motorcycle, and sofa. Nevertheless, it is possible to detect objects with only a small number of images. This is a characteristic of metric-based meta-learning, and unlike the fine-tuning method, since it learns based on similarity, it can evaluate query images even for an untrained image if only a support image is given. Figure 6. is the result trained only on the base data $D_{base}$ without any fine-tuning.

5.2 Hierarchical Attention Visualization
This is the result of visualizing the attention map of the existing and proposed methods for a qualitative comparison. Fig. 5 shows the results of evaluating the novel category data for the model trained with novel category data with the fine-tuning step. Compared with the existing method [2], when the attention map is visualized, the weight is more reliably applied to the area where the object is located.

| Model             | Avg. | nAP | AP$_{50}$ | AP$_{75}$ | nAP | AP$_{50}$ | AP$_{75}$ | nAP | AP$_{50}$ | AP$_{75}$ | nAP | AP$_{50}$ | AP$_{75}$ | AP$_{50}$ | AP$_{75}$ |
|-------------------|------|-----|-----------|-----------|-----|-----------|-----------|-----|-----------|-----------|-----|-----------|-----------|-----------|-----------|
| Yan et al.,† (2019) | O    | 7.8 | 15.6      | 6.9       | 8.2 | 16.6      | 7.3       | 8.5 | 17.1      | 7.5       | 8.7 | 17.8      | 7.7       | 8.9 | 18.1      |
| Fan et al.,‡ 2020b | O    | 7.1 | 14.0      | 6.7       | 7.7 | 15.3      | 7.1       | 8.1 | 16.0      | 7.5       | 8.8 | 17.4      | 8.1       | 9.1 | 18.1      |
| Fan et al.,‡ 2020a | O    | 9.5 | 18.5      | 9.0       | 10.2 | 19.9      | 9.7       | 10.6 | 20.5      | 9.9       | 11.0 | 21.3      | 10.2       | 11.3 | 21.9      |
| Chen et al.,† 2021 | O    | 10.2 | 20.1      | 9.4       | 11.4 | 22.4      | 10.5      | 12.0 | 23.5      | 11.1       | 12.7 | 24.7      | 11.7       | 13.0 | 25.3      |
| Ours              | O    | 12.8 | 24.8      | 11.8      | 14.2 | 27.4      | 13.1      | 14.7 | 28.5      | 13.5       | 15.2 | 29.7      | 13.8       | 15.6 | 30.4      |
| Yan et al.,† (2019) | X    | 9.0 | 17.4      | 8.3       | 9.2 | 18.3      | 8.3       | 9.2 | 18.2      | 8.3       | 9.4 | 18.9      | 8.9       | 9.6 | 19.3      |
| Fan et al.,‡ 2020b | X    | 8.5 | 16.5      | 8.3       | 9.0 | 17.4      | 8.4       | 9.2 | 18.0      | 8.5       | 9.7 | 18.9      | 9.1       | 9.7 | 19.0      |
| Fan et al.,‡ 2020a | X    | 10.7 | 20.7      | 10.5      | 11.9 | 22.9      | 11.0      | 11.9 | 23.0      | 11.2       | 11.9 | 23.1      | 11.0       | 11.9 | 23.1      |
| Chen et al.,† 2021 | X    | 11.9 | 23.4      | 10.9      | 12.9 | 24.9      | 12.4      | 13.3 | 25.8      | 12.4       | 13.5 | 25.9      | 12.4       | 13.5 | 26.2      |
| Ours              | X    | 13.8 | 27.0      | 12.8      | 15.6 | 29.8      | 14.2      | 15.5 | 29.9      | 14.5       | 16.0 | 31.0      | 14.6       | 16.2 | 31.8      |

5.3 Ablation Study on Modules
We conducted ablation studies to verify the effectiveness of the proposed module. All results were averaged over 10 multiple runs with randomly sampled support datasets according to Kang et al. splits [18] on COCO. Table 6 shows the results of the ablation study to analyze whether each module improves in performance. Hierarchical attention can effectively utilize both query and support features. Among methods that obtain the attention score between the query and support features, the model by Hu et al. [6] calculates the attention score between the query and support feature,
5.4 Ablation Study on Zero-shot Evaluation

The meta-learning method shows high adaptability even to untrained classes. So, we used the method of evaluating the model trained only with the $D_{base}$ as $D_{novel}$. All results were averaged over 10 multiple runs with randomly sampled support datasets according to Kang et al. splits on COCO. As the number of shots increased, the training environment and the test environment did not match, so the performance improvement was not large. However, Table 5 shows good performance compared to other methods.

5.5 Ablation Study on Cross-domain Scenes

FSOD generally does not assume domain differences, but in a practical evaluation environment (i.e., object grasping and autonomous driving), it should work well with unlearned objects or various environments. So we evaluate the performance when domain or category differences occur. We tried to verify the results when there is a difference only in the domain and when there is a change in both the category and the domain for fair validation. Table 7 is the result of training and evaluating with a non-shared category ($C_{train} \cap C_{test} = \emptyset$). All the models are trained on Pascal VOC 2007 train dataset and tested on COCO 2014 evaluation dataset. Our proposed method learns domain-agnostic feature and shows better results than the existing method regardless of domain or category.

5.6 Ablation Study on Receptive Fields

Additional experiments were conducted to prove that attention with a hierarchical structure is better than attention with a non- or inverse hierarchical structure. In Table 8, The numbers (i.e., 5 and 7) indicate the kernel size of the convolution-based attention. The results of using the attention of the non- and inverse hierarchical structures are shown in rows 4 and 5, respectively. As demonstrated by the results, the method of sequentially expanding the receptive fields from lower to higher layer yields the stable result on COCO.
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