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Abstract In this paper we address two different related problems. We first study the problem of finding a simple shortest path in a $d$-dimensional real space subdivided in several polyhedra endowed with different $\ell_p$-norms. This problem is a variant of the weighted region problem, a classical path problem in computational geometry introduced in Mitchell and Papadimitriou (JACM 38(1):18-73, 1991). As done in the literature for other geodesic path problems, we relate its local optimality condition with Snell’s law and provide an extension of this law in our framework space. We propose a solution scheme based on the representation of the problem as a mixed-integer second order cone problem (MISOCP) using the $\ell_p$-norm modeling procedure given in Blanco et al. (Comput Optim Appl 58(3):563–595, 2014). We derive two different MISOCPs formulations, theoretically compare the lower bounds provided by their continuous relaxations, and propose a preprocessing scheme to improve their performance. The usefulness of this approach is validated through computational experiments. The formulations provided are flexible since some extensions of the problem can be handled by transforming the input data in a simple way. The second problem that we consider is the Weber problem that results in this subdivision of $\ell_p$-normed polyhedra. To solve it, we adapt the solution scheme that we developed for the shortest path problem and validate our methodology with extensive computational experiments.
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1 Introduction

The weighted region problem (WRP) is a generalization of the shortest path problem considered in a geometric domain where the travel distance is region-dependent. More precisely, given
a subdivision of the plane in polyhedra with different associated weights, the WRP asks for the Euclidean shortest path between two points but taking into account that the distance traversed along a polyhedron has to be multiplied by its associated weight. The WRP was originally introduced in [27] and, besides its mathematical interest, it was motivated as a model to design the route of robots through zones with different terrains that are traversed at different speeds (e.g. grassland, blacktop, water, et cetera). Other practical applications of the WRP have been proposed for instance in geographical information systems (GIS) and in Seismology (see [19]).

In [27], the authors proposed an approximation algorithm for the WRP that is inspired in the continuous Dijkstra method and which also takes advantage of the particular local optimality condition of the problem. Later, most of the algorithmic approaches that have been proposed are based on the same intuitive approximation scheme: the discretization of the intermediate faces of the polyhedra by placing Steiner points in a clever way, and replacing therefore the original geometric shortest path problem by a shortest path problem in a graph (see e.g. [1,21,25,38]). For further information about these approximation algorithms for the WRP and the details on their complexities, the reader is referred to the sections dedicated to the problem in [26] and [39], as well as to the illustrative comparison tables in [1]. Although these algorithms are able to provide \((1 + \varepsilon)\)-approximate weighted Euclidean shortest paths, still no FPTAS for the WRP is known. Furthermore, in [12] it is proven that WRP is not solvable in any algebraic computation model over the rational numbers, which means that, in general, the exact solution of WRP cannot be computed in \(\mathbb{Q}\) using a finite number of the operations \(+, -, \times, \div, k\sqrt{x}\), for any \(k \geq 2\). As it is said in [19], the fact that WRP is not solvable in any algebraic computation model over the rational numbers seems to indicate that it is unlikely that the problem can be solved in polynomial time: the exact complexity of WRP is still unknown. These considerations seems to explain why previous research on this topic has only focused on determining approximate algorithms to solve the problem.

Among the variants of the WRP considered in the literature, we can distinguish between the ones that affect the geometric domain where the problem is defined and those that require a specific structure for the generated path. An example of variant belonging to the first group is the extension of the WRP considered in [10], where the regions of the planar subdivision are endowed with general convex, possibly asymmetric, distance functions. Also regarding the geometric domain where the problem is defined, see [16] and the comparison tables and references in [1] for a variant of the WRP in non-convex polyhedral surfaces. On the other hand, the WRP with constraints on the number of links studied in [11] is a variant that requires a specific structure for the generated path. Another variant in this group is the one in [19], where some additional qualitative criteria are required on a path for the WRP. These qualitative criteria, expressed as geometric rules that the path must obey, are based on the discussions of the authors with Seismologists and Geophysicists, and can be related with the criteria of smoothness and sharp turns avoidance previously considered in the modeling of paths in other real applications [9,28,31]. In all these problem variations, the proposed solution schemes are based on the above mentioned discretization by means of Steiner points.

In this paper we consider the Weighted Region Problem with different \(\ell_p\)-norms (\(\ell_p\)-WRP), a variant of the WRP where each polyhedron of the subdivision is endowed with a different \(\ell_p\)-norm, \(1 \leq p \leq +\infty\). We study this problem not only in the plane, but also in \(\mathbb{R}^d\). As an intuitive qualitative criterion, we restrict feasible paths to be simple, i.e., a path can visit each polyhedron at most once. In general, simple paths fit the criteria of smoothness and sharp turns avoidance better than the paths that enter to and leave the same polyhedron several times. Since the WRP is not solvable in any algebraic computation model over the rational numbers, the \(\ell_p\)-WRP in this paper is not either.
We propose a solution scheme for the problem completely different from the ones proposed for the WRP and its variants previously considered. This scheme consists in the representation of the problem as a mixed-integer second order cone problem (MISOCP), which is achieved using the \( \ell_p \)-norms modeling procedure given in [4,5]. MISOCPs can be solved nowadays up to any degree of accuracy with commercial solvers. Therefore, we propose an approximate method with a high precision degree whose accuracy is only compromised by the rounding error inherent to computers and the interior point algorithm in use. In particular we present two MISOCP formulations for the problem, theoretically compare their properties, and propose a preprocessing scheme to improve their performance. The performance of the formulations and the preprocessing are evaluated on a testbed of instances. We also discuss how the developed MISOCP formulations can be adapted to deal with two extensions of the problem: the case when rapid transit boundaries are considered and the case of non-simple paths. These extensions can be handled by applying a simple transformation to the input data, which shows the flexibility of our approach.

As commented above, in the seminal paper [27], the authors propose an approximation algorithm for the WRP that exploits the local optimality condition of the problem. This condition establishes that a weighted Euclidean shortest path "obeys" Snell's law at the intersection face of two polyhedra (see Proposition 3.5 (b) in [27]). Snell's law is the physical law that governs the phenomenon of refraction for light and other waves (see Section 2.2 for a formal statement). As pointed out in [19], among all the qualitative criteria for a weighted Euclidean shortest path, Snell's law is the most prominent one. The relation between some classes of geodesic paths and Snell's law has also been pointed out in [18,37] among others. Indeed, Snell's law is derived from Fermat's principle, which states that a ray light between two points follows the path that provides the least time. It is this "shortest path behaviour" that motivates the relation between geodesics and Snell's law. In line with the attention paid to this relation, and as a by-product of our work, we show the extension of Snell's law that results from the geodesic distance induced by the \( \ell_p \)-WRP considered in this paper. An extension of Snell's law in a \( \mathbb{R}^d \) space endowed with different \( \ell_p \)-norms has been previously stated using generalized sines in [5]. In the present paper the statement of the generalized Snell's law is based on the polarity correspondence between \( \ell_p \)-norms (see e.g. [36]). Other extensions of Snell's law in different frameworks have been presented for instance in [13,37].

In [16], besides presenting an approximation algorithm for the WRP in non-convex polyhedral surfaces, the authors take advantage of that algorithm for approximately solving facility location problems in the induced framework, i.e. considering the distance measure induced by the WRP. Facility location problems consist in placing one or more facilities with respect to a set of given demand points in such a way that some objective function, often related with a distance measure between the new facilities and the demand points, is optimized. For a comprehensive overview of this well-known class of problems in Operation Research, the reader is referred to [13] or [29]. In particular, the classical Weber location problem consists in minimizing the sum of the distances between a new facility and the demand points. Generalizations of the Weber problem in which distances between points are measured in two different ways depending on the regions where the points are located, have been studied in [5,6,7,15,17,32]. For a rigorous analysis of the induced distance measures in this framework see the works [33,34]. In [5], the Weber problem is considered in a real space \( \mathbb{R}^d \) endowed with two different \( \ell_p \)-norms. That problem can be seen as a particular case of the Weber problem in the framework induced by the \( \ell_p \)-WRP of the present paper taking a subdivision of \( \mathbb{R}^d \) consisting of two half-spaces. Motivated by the above comments, we also consider in this paper such a Weber problem for a general subdivision. We use the results we obtained for the \( \ell_p \)-WRP to derive a MISOCP representation for the Weber problem that it induces, and therefore following a similar approach to that using SOCPs in [5]. The usefulness of this approach is validated reporting extensive computational experiments.
The paper is organized as follows. Section 2 is devoted to the \( \ell_p \)-WRP considered in this work. We formally state the problem and introduce the notation and definitions. In Section 2.1 we relate the local optimality condition for the problem with an extension of Snell’s law that we derive. We propose two MISOCP formulations for the problem, study their properties, and design a preprocessing strategy in Section 2.2. Computational experiments using these solution schemes are reported in Section 2.3. In Section 2.4 we elaborate on different extensions of the problem. Section 3 is devoted to the Weber problem that results in the subdivision of \( \ell_p \)-normed polyhedra. A solution scheme for this problem based on the one developed in Section 2.2 is presented in Section 3.1. Extensive computational experiments using this approach are shown in Section 3.2. Finally, in Section 4 some concluding remarks are outlined.

2 Shortest paths between points in a continuous framework with different norms

Let \( \{P_1, ..., P_m\} \) be a subdivision in polyhedra of \( \mathbb{R}^d \), i.e., \( P_1, ..., P_m \) are polyhedra, \( \bigcup_{i=1}^{m} P_i = \mathbb{R}^d \) and \( \text{int}(P_i) \cap \text{int}(P_j) = \emptyset \) for all \( i, j = 1, ..., m, \ i \neq j \).

We consider the problem of finding a shortest simple path between two points \( x_s, x_t \in \mathbb{R}^d \) assuming that each polyhedron \( P_i \) is endowed with a different \( \ell_p \)-norm and has associated a weight \( \omega_i > 0, i = 1, ..., m \). The adjacency relationship between the polyhedra in the subdivision is determined by the undirected graph \( G = (V, E) \) such that \( V = \{1, ..., m\} \) and \( \{i, j\} \in E \) iff \( P_i \) and \( P_j \) have a common face, \( i, j = 1, ..., m, \ i \neq j \). We denote by \( F_{ij} = P_i \cap P_j \) the maximal common face of two polyhedra \( P_i \) and \( P_j \).

Assume that \( s \) is the index in \( \{1, ..., m\} \) such that \( x_s \in P_s \), and that \( t \) is the index such that \( x_t \in P_t, \ t \in \{1, ..., m\} \). In order to formally define the problem, we introduce the set \( \Gamma \) of all the simple paths from \( s \) to \( t \) in \( G \). Then, \( (s, i_1, i_2, \cdots, i_{k-1}, i_k, t) \in \Gamma \) is the vertex sequence of a simple path from \( s \) to \( t \) in \( G \), where all vertices of the sequence are different.

We state and analyze the problem for general \( \ell_p \)-norms with \( 1 \leq p_i \leq +\infty \), although we anticipate that our solution scheme will be restricted to \( \ell_p \)-norms such that either \( p = \frac{q}{r} \) with \( q, r \in \mathbb{N} \setminus \{0\} \) and \( \gcd(q, r) = 1 \), or \( p = +\infty \). In the following, \( \|x\|_p \) refers to the \( \ell_p \)-norm of \( x \in \mathbb{R}^d \).

The problem can be stated as follows. We look for a shortest path between the points \( x_s, x_t \in \mathbb{R}^d, \ s \neq t \), whose length is given by the distance measure

\[
D(x_s, x_t) = \inf_{(s, i_1, i_2, \cdots, i_{k-1}, i_k, t) \in \Gamma} \omega_s \|y_{s i_1} - x_s\|_{p_s} + \omega_{i_1} \|y_{i_1 i_2} - y_{s i_1}\|_{p_{i_1}} + \cdots + \\
\omega_{i_k} \|y_{i_k i_t} - y_{i_{k-1} i_k}\|_{p_{i_k}} + \omega_t \|x_t - y_{i_k t}\|_{p_t}.
\]

(SPP)

The points \( y \) belonging to the faces of the polyhedra are called gate points. If \( s = t \), then we consider \( D(x_s, x_t) = \|x_t - x_s\|_{p_s} \). In case one of the points \( x_s \) or \( x_t \) is on a face that belongs to two or more polyhedra, we assume it belongs to exactly one of them which is determined in advance. An illustrative instance of Problem (SPP) is shown in Fig. 1.
It is not difficult to see that Problem (SPP) is well-defined given that for any simple path of the finite set \( I \), the location of the gate points can be bounded, so the problem reduces to determine some points in some compact sets in order to minimize a continuous function. Then, in the following w.l.o.g. we assume that \( P_1, \ldots, P_m \) are polytopes (i.e., bounded polyhedra) and therefore their faces \( F_i \) are also polytopes.

Each polytope \( P_i \) is encoded by its set \( \text{Ext}(P_i) \) of extreme points. Any point \( x \) in a polytope \( P_i \) can be represented as the convex combination of its extreme points: \( x = \sum_{e \in \text{Ext}(P_i)} \lambda_e e \) for some scalars \( \lambda_e \geq 0 \), \( e \in \text{Ext}(P_i) \), with \( \sum_{e \in \text{Ext}(P_i)} \lambda_e = 1 \). Further, for a face \( F_{ij} \), \( \text{Ext}(F_{ij}) = \text{Ext}(P_i) \cap \text{Ext}(P_j) \).

For any optimal solution \((y_{s1}, y_{t1}, \ldots, y_{tk}, y_{kt}) \in F_{s1} \times F_{t1} \times \ldots \times F_{tk} \times F_{kt}\) of Problem (SPP) for a fixed \( \gamma = (s, i_1, i_2, \ldots, i_{k-1}, i_k, t) \in I \), we call the piecewise linear path \([x_s, y_{s1}] \cup [y_{s1}, y_{t1}] \cup \ldots \cup [y_{tk}, x_t] \subseteq \mathbb{R}^2 \) a geodesic path between the points \( x_s \) and \( x_t \), and we refer to \( \{x_s, y_{s1}, y_{t1}, \ldots, y_{tk}, x_t\} \) as the breaking points of the geodesic path. A shortest path is therefore a geodesic path with minimum length.

In Problem (SPP), a shortest path is associated to a path \( \gamma = (s, i_1, i_2, \ldots, i_{k-1}, i_k, t) \in I \) in the graph \( G \). In our approach, such a path \( \gamma \) is by definition simple, which means that each vertex appears at most once in \( \gamma \). Note that this approach implies that in Problem (SPP) a shortest path can visit each polyhedron at most once.

The distance measure \( D \) induced by Problem (SPP) does not define a metric because it does not verify the triangle inequality. To clarify this statement consider the situation illustrated in Fig. 2. The polyhedra \( P_1 = \{x \in \mathbb{R}^2 : (-1, 1)x \geq 5\} \), \( P_2 = \{x \in \mathbb{R}^2 : 0 \leq (-1, 1)x \leq 5\} \) and \( P_3 = \{x \in \mathbb{R}^2 : (-1, 1)x \leq 0\} \) constitute a subdivision of \( \mathbb{R}^2 \). Polyhedron \( P_i \) is endowed with the \( \ell_1 \)-norm and its associated weight is \( \omega_i = i \), \( i = 1, 2, 3 \). Taking the points \( x_s = (1, 0)^T \), \( x_u = (1, 9)^T \) and \( x_t = (10, 9)^T \), one can verify that \( D(x_s, x_t) > D(x_s, x_u) + D(x_u, x_t) \):

\[
D(x_s, x_t) = 3\|(10, 9)^T - (1, 0)^T\|_1 = 54, \\
D(x_s, x_u) = 3\|(1, 1)^T - (1, 0)^T\|_1 + 2\|(1, 6)^T - (1, 1)^T\|_1 + \|(1, 9)^T - (1, 6)^T\|_1 = 16, \\
D(x_u, x_t) = \|(4, 9)^T - (1, 9)^T\|_1 + 2\|(9, 9)^T - (4, 9)^T\|_1 + 3\|(10, 9)^T - (9, 9)^T\|_1 = 16.
\]
The distance measure $D$ does not verify the triangle inequality for the points $x_s = (1,0)^T$, $x_u = (1,9)^T$, $x_t = (10,9)^T$ since $D(x_s, x_t) > D(x_s, x_u) + D(x_u, x_t)$.

If we would allow a path to visit a polyhedron more than once, then the induced distance would verify the triangle inequality. However, that is not the distance measure considered in this paper that focuses on the distance measure $D$ defined as in Problem (SPP). Some extensions of the distance measure $D$ will be considered in Section 2.4.

Let us discuss the solvability of Problem (SPP). The weighted region problem (WRP) is the particular case of Problem (SPP) in $\mathbb{R}^2$ involving weighted Euclidean norms only, but allowing the path to visit each polyhedron more than once. In [12] it is proven that WRP is not solvable in any algebraic computation model over the rational numbers, which means that, in general, the exact solution of WRP cannot be computed in $\mathbb{Q}$ using a finite number of the operations $+,-,\times,\div,\sqrt{x}$, for any $k \geq 2$. The result is obtained proving the unsolvability for the instance shown in Fig. 3 in which the following subdivision of $\mathbb{R}^2$ is considered: $P_1 = \{x \in \mathbb{R}^2 : (1,0)x \leq 1\}$, $P_2 = \{x \in \mathbb{R}^2 : 1 \leq (1,0)x \leq 3\}$ and $P_3 = \{x \in \mathbb{R}^2 : (1,0)x \geq 3\}$. Polyhedron $P_i$ is endowed with the $\ell_2$-norm and has associated a weight $\omega_i = i$, $i = 1,2,3$. The starting and the terminal points are $x_s = (0,0)^T$ and $x_t = (6,2)^T$, respectively. WRP and Problem (SPP) are equivalent for this instance since the optimal solution of WRP does not visit any polyhedron more than once. Therefore, it follows that Problem (SPP) is also not solvable either in any algebraic computation model over the rational numbers.
2.1 Local optimality condition for gate points and its relation with Snell’s law

The gate points of a geodesic path are local optima of Problem (SPP). In this section we provide a result that characterizes the local optimality condition for the gate points in Problem (SPP).

First of all, we introduce some notation. We will use the notation \( \text{conv}(S) \), \( \text{aff}(S) \) and \( \text{relint}(S) \) to refer to the convex hull, the affine hull and the relative interior of a set of points \( S \) in \( \mathbb{R}^d \), respectively. If the set of points \( S \) is also an affine set, we will denote by \( L(S) \) its corresponding vector subspace, i.e., \( L(S) = S - S = \{ x - x' : x \in S, x' \in S \} \), and by \( L(S)^\perp \) the orthogonal complement of \( L(S) \). Finally, we will denote by \( B_p \) the unit ball of the \( \ell_p \)-norm of \( \mathbb{R}^d \), i.e., \( B_p = \{ x \in \mathbb{R}^d : \|x\|_p \leq 1 \} \).

The following result is a technical lemma needed to establish the local optimality condition for the gate points in Problem (SPP).

**Lemma 1** Let \( P \) be a polytope in \( \mathbb{R}^d \). Consider \( x \in P \) and let \( F_x \) be the face of \( P \) such that \( x \in \text{relint}(F_x) \). Then, for any \( e \in \text{Ext}(P) \), we have that \( e \in \text{Ext}(F_x) \) iff there exists a representation of \( x \) as a convex combination of the extreme points of \( P \) in which the scalar associated to \( e \) is strictly positive. Moreover, there exists a representation of \( x \) as a convex combination of the extreme points of \( F_x \) in which all the scalars are strictly positive.

**Proof** First, we note that there can only be one face \( F_x \) of \( P \) such that \( x \in \text{relint}(F_x) \). By Theorem 6.9 in [36], we know that

\[
\text{relint}(F_x) = \left\{ \sum_{e \in \text{Ext}(F_x)} \lambda_e e : \lambda_e > 0, e \in \text{Ext}(F_x), \text{ and } \sum_{e \in \text{Ext}(F_x)} \lambda_e = 1 \right\},
\]
Let \( a \) the necessary and sufficient conditions for a global optimum of the problem are:

that the gate point \( b \) for all points \((SPP)\) geodesic path in Problem \( x \) so that there exists a representation of \( x \) as a convex combination of the extreme points of \( P \) in which the scalar associated to \( e' \) is strictly positive. Then, by Theorem 6.9 in [36], we have that \( x \in \text{relint(\text{conv}(E))} \). Thus, \( \text{relint(\text{conv}(E))} \cap F_x \neq \emptyset \) and by Theorem 18.1 in [36] it follows that \( \text{conv}(E) \subseteq F_x \). In particular that inclusion implies \( e' \in F_x \), which contradicts the above statement. 

**Proposition 2 (Local optimality criterion for gate points)** Assume \( 1 < p_i < +\infty, i = 1, \ldots, m \).

Let \( a = (a_1, \ldots, a_d)^T, b = (b_1, \ldots, b_d)^T \) and \( c = (c_1, \ldots, c_d)^T \) be consecutive breaking points of a geodesic path in Problem \((SPP)\) such that \( a \in P \setminus F_{ij}, b \in F_{ij} \) and \( c \in P \setminus F_{ij} \). Let \( F_b \) be the face of \( F_{ij} \) such that \( b \in \text{relint}(F_b) \). Then, the gate point \( b \) satisfies

\[
\omega_i \sum_{k=1}^{d} \left( \frac{|b_k - a_k|}{\|b - a\|_{p_i}} \right)^{p_i-1} \text{sign}(b_k - a_k)(f_k - g_k) = \omega_j \sum_{k=1}^{d} \left( \frac{|c_k - b_k|}{\|c - b\|_{p_j}} \right)^{p_j-1} \text{sign}(c_k - b_k)(f_k - g_k),
\]

for all points \( f, g \in F_b \).

**Proof** In Problem \((SPP)\), the gate points of a geodesic path are optimally located in the common faces of the polyhedra to provide the minimum cost. In particular, the above statement implies that the gate point \( b \) is an optimal solution of the problem

\[
\min_{y \in F_{ij}} \omega_i \|y - a\|_{p_i} + \omega_j \|c - y\|_{p_j},
\]

which can be equivalently written as

\[
\min_{\lambda \in \text{Ext}(F_{ij})} \omega_i \|y(\lambda) - a\|_{p_i} + \omega_j \|c - y(\lambda)\|_{p_j}
\]

\[
\text{s.t. } \sum_{c \in \text{Ext}(F_{ij})} \lambda_c = 1
\]

\[
\lambda_c \geq 0 \quad \forall c \in \text{Ext}(F_{ij})
\]

where \( y(\lambda) = \sum_{c \in \text{Ext}(F_{ij})} \lambda_c e_c \).

The last problem is a convex minimization problem with a set of linear constraints. Then, as its associated Lagrangian function is

\[
L(\lambda, \tau, \xi) = \omega_i \|y(\lambda) - a\|_{p_i} + \omega_j \|c - y(\lambda)\|_{p_j} + \tau \left( \sum_{c \in \text{Ext}(F_{ij})} \lambda_c - 1 \right) + \sum_{c \in \text{Ext}(F_{ij})} \xi_c (-\lambda_c),
\]

the necessary and sufficient conditions for a global optimum of the problem are:

\[
\omega_i \sum_{k=1}^{d} \left( \frac{|y_k(\lambda) - a_k|}{\|y(\lambda) - a\|_{p_i}} \right)^{p_i-1} \text{sign}(y_k(\lambda) - a_k)e_k + \omega j \sum_{k=1}^{d} \left( \frac{|c_k - y_k(\lambda)|}{\|c - y(\lambda)\|_{p_j}} \right)^{p_j-1} \text{sign}(y_k(\lambda) - c_k)e_k + \tau - \xi_c = 0, \quad \forall c \in \text{Ext}(F_{ij}),
\]

\[
\xi_c = 0, \quad \forall c \in \text{Ext}(F_{ij}) : \lambda_c \neq 0,
\]

\[
\sum_{c \in \text{Ext}(F_{ij})} \lambda_c - 1 = 0,
\]
\[ \lambda_c \geq 0, \forall e \in \text{Ext}(F_{ij}), \]

where \( y_k(\lambda) = \sum_{e \in \text{Ext}(F_{ij})} \lambda_c e_k. \)

Now, we consider that there exists an optimal solution and that this is what we call the gate point \( b \), by Lemma 1 we know that there does not exist \( \lambda_c > 0, e \in \text{Ext}(P) \), satisfying \( b = \sum_{e \in \text{Ext}(P)} \lambda_c e \) and \( \sum_{e \in \text{Ext}(P)} \lambda_c = 1 \), such that \( \lambda_c > 0 \) for some \( e' \in \text{Ext}(P) \setminus \text{Ext}(F_b) \). Moreover, again by Lemma 1 we also know that \( b = \sum_{e \in \text{Ext}(F_{ij})} \lambda_c e \) for some \( \lambda_c > 0, e \in \text{Ext}(F_b) \), with \( \sum_{e \in \text{Ext}(F_{ij})} \lambda_c = 1. \)

Then, from the above necessary and sufficient conditions it follows that

\[ \sum \omega_k \begin{pmatrix} \|b_k - a_k\|_{p_{ij}} \end{pmatrix}^{p_{ij} - 1} \text{sign}(b_k - a_k) e_k + \sum \omega_j \begin{pmatrix} \|c_k - b_k\|_{p_{ij}} \end{pmatrix}^{p_{ij} - 1} \text{sign}(c_k - b_k) e_k = - \tau, \forall e \in \text{Ext}(F_b). \] (1)

At this point, consider \( f, g \in F_b \). Let \( \lambda_c' \geq 0, e \in \text{Ext}(F_b) \), be any scalars such that \( f = \sum_{e \in \text{Ext}(F_{ij})} \lambda_{c'} e \) and \( \sum_{e \in \text{Ext}(F_{ij})} \lambda_{c'} = 1 \). In the same way, let \( \lambda_g \geq 0, e \in \text{Ext}(F_b) \), satisfying \( g = \sum_{e \in \text{Ext}(F_{ij})} \lambda_g e \) and \( \sum_{e \in \text{Ext}(F_{ij})} \lambda_g = 1 \).

For each \( e \in \text{Ext}(F_b) \), proceed as follows. By equating the left side of the equations in (1) associated to \( e \) and any \( e' \in \text{Ext}(F_b) \), one can derive that

\[ \omega_k \sum_{k=1}^{d} \begin{pmatrix} \|b_k - a_k\|_{p_{ij}} \end{pmatrix}^{p_{ij} - 1} \text{sign}(b_k - a_k)(e_k - e'_k) = \omega_j \sum_{k=1}^{d} \begin{pmatrix} \|c_k - b_k\|_{p_{ij}} \end{pmatrix}^{p_{ij} - 1} \text{sign}(c_k - b_k)(e_k - e'_k), \forall e' \in \text{Ext}(F_b). \]

Next, for each \( e' \in \text{Ext}(F_b) \), multiply its associated equality from the collection above by \( \lambda_{c'} \), and then sum them all. When this process is done for all \( e \in \text{Ext}(F_b) \), the new set of equalities

\[ \omega_k \sum_{k=1}^{d} \begin{pmatrix} \|b_k - a_k\|_{p_{ij}} \end{pmatrix}^{p_{ij} - 1} \text{sign}(b_k - a_k)(e_k - g_k) = \omega_j \sum_{k=1}^{d} \begin{pmatrix} \|c_k - b_k\|_{p_{ij}} \end{pmatrix}^{p_{ij} - 1} \text{sign}(c_k - b_k)(e_k - g_k), \forall e \in \text{Ext}(F_b), \] (2)

is obtained.

Finally, for each \( e \in \text{Ext}(F_{ij}) \), multiply its associated equality from the collection (2) by \( \lambda_{c'} \), and then sum them all. The necessary condition stated in the proposition results from this operation.

\[ \Box \]

Based on the local optimality criterion given in Proposition 2, we derive an extension of Snell’s law in the context of Problem (SPP).

Snell’s law is the physical law that governs the phenomenon of refraction. It states the following. Consider two different media \( M_1 \) and \( M_2 \) where a planar wave have indices of refraction \( n_1 \) and \( n_2 \), respectively. The index of refraction is in inverse proportion to the phase velocity of the wave in the considered medium. Depending on the context the medium can be air, water, glass, etcetera, and the typical examples of waves to illustrate the law are sound waves, water waves or the light.

Then, when the wave pass from medium \( M_1 \) into medium \( M_2 \), the relationship \( n_1 \sin \theta_1 = n_2 \sin \theta_2 \) holds, where \( \theta_1 \) is the angle of incidence on the separation boundary between the two media and \( \theta_2 \) is the angle of refraction. A clarifying illustration of the refraction phenomenon for a light ray is shown in Fig. 3. The angle of incidence \( \theta_1 \) is the angle between the incoming ray and the normal to the separation boundary. On the other hand, the angle of refraction \( \theta_2 \) is the angle between the outgoing ray and the normal to the separation boundary.

In the following result we formally state the classical Snell’s law using the notation and concepts introduced for Problem (SPP).

**Proposition 3 (Snell’s law)** Assume \( d = 2, m = 2 \), \( P_1 = \{ x \in \mathbb{R}^2 : (\alpha_1, \alpha_2)x \leq \beta \} \) with \( \alpha_1, \alpha_2, \beta \in \mathbb{R} \), \( P_2 = \{ x \in \mathbb{R}^2 : (\alpha_1, \alpha_2)x \geq \beta \} \), \( F_{12} = \{ x \in \mathbb{R}^2 : (\alpha_1, \alpha_2)x = \beta \} \), \( p_1 = p_2 = 2 \), \( s = 1 \), \( t = 2 \),
Fig. 4: A light ray obeying Snell’s law on the plane.

Proof For a straightforward proof of this well-known result, we refer the reader to the proof of Lemma 3.2 in [27].

We propose below two alternative statements of Snell’s law based on equivalent statements of Proposition 3. The first one keeps the trigonometric interpretation of the law exchanging the sine function by the cosine one. The second one provides an interpretation of the law in terms of the dot product of vectors. As we will see, the subsequent extension of the law will follow in a clearer way from these alternative statements.

Corollary 4 (Snell’s law - Cosine form) Assume the hypothesis of Proposition 3 Then, for each non-zero vector $v \in L(F_{12})$, the gate point $b$ satisfies

$$\omega_s \cos \phi_s = \omega_t \cos \phi_t,$$

where $\phi_s$ is the angle between the vectors $b - a$ and $v$, and $\phi_t$ is the angle between the vectors $c - b$ and $v$.

Proof The result follows directly from Proposition 3 and the complementary angle identity for trigonometric functions.

Corollary 5 (Snell’s law - Dot product form) Assume the hypothesis of Proposition 3 Then, for each vector $v \in L(F_{12})$, the gate point $b$ satisfies

$$\omega_i \left( \frac{b - a}{\|b - a\|_2} \right)^T v = \omega_j \left( \frac{c - b}{\|c - b\|_2} \right)^T v.$$
Proof The result follows directly by simply noting in Corollary \[4\] that \((b-a)^T v = \|b-a\|_2 \|v\|_2 \cos \phi\) and \((c-b)^T v = \|c-b\|_2 \|v\|_2 \cos \phi_1\).

The polarity correspondence between \(\ell_p\)-norms will be the key to understand the geometry behind the extension of Snell’s law.

Polarity is an operation that induces a symmetric one-to-one correspondence in the class of all the \(\ell_p\)-norms on \(\mathbb{R}^d\) with \(p \in (1, +\infty)\). Consider an \(\ell_p\)-norm with \(p \in (1, +\infty)\) and let \(B_p\) be its unit ball. Then, it is known that there exists a unique \(\ell_p\)-norm with \(p' \in (1, +\infty)\) whose unit ball \(B_{p'}\) is the polar set of \(B_p\), where the polar set \(B_p^\circ\) of \(B_p\) is given by

\[B_p^\circ = \left\{ x' \in \mathbb{R}^d : x^T x' \leq 1, \forall x \in B_p \right\}.\]

This \(\ell_p^\circ\)-norm is called the polar norm of \(\ell_p\) or, alternatively, the dual norm of \(\ell_p\). The polar norm \(\ell_p^\circ\) of \(\ell_p\) can also be characterized as the support function of the unit ball \(B_p\) of \(\ell_p\), i.e.,

\[\|x\|_{\ell_p^\circ} = \sup\{x^T x' : x' \in B_p\}\]

for each \(x \in \mathbb{R}^d\). As it is pointed out above, if \(\ell_{p'}\) is the polar norm of \(\ell_p\), then \(\ell_{p'}\) is the polar norm of \(\ell_p\) too. The following simple characterization of polarity correspondence holds: the norms \(\ell_p\) and \(\ell_{p'}\) are polar to each other iff \(\frac{1}{p} + \frac{1}{p'} = 1\) (see \[23\] for more details on this and all the above statements). In what follows, for a given \(p \in (1, +\infty)\), we will adopt the notation \(p'\) to refers to the real number in \((1, +\infty)\) such that \(\frac{1}{p} + \frac{1}{p'} = 1\), i.e., \(p' = \frac{p}{p-1}\).

For a given \(p \in (1, +\infty)\), it is clear that the polar set \(B_p^\circ\) is the counterpart in the normed space \((\mathbb{R}^d, \|\cdot\|_{p'})\) of the set \(B_p\) of the normed space \((\mathbb{R}^d, \|\cdot\|_p)\). To extends Snell’s law to the framework induced by Problem \[SPP\] we will need to determine which vector in the normed space \((\mathbb{R}^d, \|\cdot\|_{p'})\) is the counterpart of a given vector \(v\) of the normed space \((\mathbb{R}^d, \|\cdot\|_p)\), in other words, which is its “polar” vector. Although the answer to this question may be well-known by specialist, we derive it in the following since we could not find any reference.

A simple way to characterize a vector of \(\mathbb{R}^d\) is by means of its length and its direction. For example, in the Euclidean normed space \((\mathbb{R}^d, \|\cdot\|_2)\) two vectors \(v\) and \(v'\) are the same vector iff they have the same length \(\|v\|_2 = \|v'\|_2\) and the angle between then is 0. In this case, the angle between two non-zero vectors \(v\) and \(v'\) is defined as the real number \(\theta \in [0, \pi]\) satisfying the equality \(\cos \theta = \frac{v^T v'}{\|v\|_2 \|v'\|_2}\). It is the Cauchy-Schwarz inequality \(|v^T v'| \leq \|v\|_2 \|v'\|_2\) which ensures the proper image of the cosine function in the above definition, i.e., \(-1 \leq \frac{v^T v'}{\|v\|_2 \|v'\|_2} \leq 1\). More generally, we recall that in all normed spaces \((\mathbb{R}^d, \|\cdot\|)\) where the norm \(\|\cdot\|\) can be defined from an inner product \((\cdot, \cdot)\) as \(\|v\| = \sqrt{(v, v)}\) for each \(v \in \mathbb{R}^d\) (as it is the case of the Euclidean norm with the dot product: \(\|v\|_2 = \sqrt{v^T v}\) for each \(v \in \mathbb{R}^d\)), the Cauchy-Schwarz inequality \(|(v, v')| \leq \|v\| \|v'\|\) is satisfied. This leads to the known fact that in those normed spaces \((\mathbb{R}^d, \|\cdot\|)\) the angle between the vectors \(v\) and \(v'\) can be set as the real number \(\phi \in [0, \pi]\) such that \(\cos \phi = \frac{(v, v')}{\|v\| \|v'\|}\). Consider now a normed space \((\mathbb{R}^d, \|\cdot\|_p)\) with \(p \in (1, +\infty)\). It is known that when \(p \neq 2\) there is not an inner product \((\cdot, \cdot)\) from which the norm \(\|\cdot\|_p\) can be defined as indicated above (see e.g. \[20\]). Moreover, the Cauchy-Schwarz inequality is not satisfied in \((\mathbb{R}^d, \|\cdot\|_p)\) when \(p \neq 2\). From the discussion above, it is clear that a vector \(v\) of \((\mathbb{R}^d, \|\cdot\|_p)\) and its counterpart \(v'\) in \((\mathbb{R}^d, \|\cdot\|_{p'})\) should have the same length \(\|v\|_p = \|v'\|_{p'}\) (measured in their respective normed spaces) and the same direction according to an appropriate notion of angle. To define such an angle we base on Hölder inequality: \(\sum_{k=1}^{d} |v_k v'_k| \leq \|v\|_p \|v'\|_{p'}\), for all \(v = (v_1, \ldots, v_d)^T, v' = (v'_1, \ldots, v'_d)^T \in \mathbb{R}^d\) (see e.g. \[20\]). Hölder inequality for \(p = 2\) implies Cauchy-Schwarz inequality, as the polar norm of the
Euclidean norm \( \| \cdot \|_2 \) is itself. In addition, Hölder inequality ensures
\[-1 \leq \frac{v^T v'}{\| v' \|_p \| v \|_p} \leq 1\]
for all non-zero vectors \( v, v' \in \mathbb{R}^d \), which makes possible to introduce the following notion of angle.

**Definition 6 (\( \ell_p \)-angle)** Let \( p \in (1, +\infty) \). Given two non-zero vectors \( v, v' \in \mathbb{R}^d \), the \( \ell_p \)-angle between \( v \) and \( v' \), which we denote by \( \varphi_p(v, v') \), is the real number \( \varphi_p(v, v') \in [0, \pi] \) such that
\[
\cos \varphi_p(v, v') = \frac{\| v' \|_p}{\| v \|_p} = \frac{\| v \|_p}{\| v' \|_p}.
\]
We note that due to the anisotropy of the \( \ell_p \)-norm when \( p \neq 2 \), in general \( \varphi_p(v, v') \neq \varphi_p(v', v) \), but it is satisfied \( \varphi_p(v, v') = \varphi_p(v', v) \).

The notion of \( \ell_p \)-angle can also be related with the work \([24]\). In \([24]\) it is studied the problem of projecting a point onto a hyperplane using an \( \ell_p \)-norm. By \([24]\) we know the following. Consider \( v \) and \( v' \) in the normed space \((\mathbb{R}^d, \| \cdot \|_p)\) with \( p \in (1, +\infty) \) and let \( \ell_p\text{-proj}_H v \) be the projection of the point \( v \) onto the hyperplane \( H = \{ x \in \mathbb{R}^d : (v')^T x = 0 \} \). Then, the distance between \( v \) and \( \ell_p\text{-proj}_H v \) is given by
\[
\| v - \ell_p\text{-proj}_H v \|_p = \frac{\| v \|_p}{\| v' \|_p}. \tag{12}
\]
On the other hand, it is easy to see that the standard Euclidean \( \ell_2 \)-angle \( \theta \) between \( v \) and \( v' \) can be characterized by the relationship
\[
\cos \theta = \frac{\| v \|_2}{\| v' \|_2} = \frac{\| v' \|_2}{\| v \|_2}. \tag{13}
\]
The generalization of this characterization provides a natural interpretation of the \( \ell_p \)-angle as the angle such that
\[
\| v - \ell_p\text{-proj}_H v \|_p = \frac{\| v \|_p}{\| v' \|_p}. \tag{14}
\]

The proposition below establishes a one-to-one correspondence between the vectors in \((\mathbb{R}^d, \| \cdot \|_p)\) and the vectors in \((\mathbb{R}^d, \| \cdot \|_p^\circ)\) that answers the question of how to define the “polar” vector.

**Proposition 7** Assume \( \mathbb{R}^d \) is endowed with an \( \ell_p \)-norm with \( p \in (1, +\infty) \). Consider the map between normed spaces \((\mathbb{R}^d, \| \cdot \|_p) \to (\mathbb{R}^d, \| \cdot \|_{p^\circ})\) given by \( v = (v_1, \ldots, v_d)^T \mapsto v^o = (v_1^o, \ldots, v_d^o)^T \), where: if \( v \) is not the zero vector, \( v^o_k = \left( \frac{|v_k|}{\| v \|_p} \right)^{p^\circ-1} \text{sign}(v_k) \| v \|_p, k = 1, \ldots, d \); otherwise, \( v^o \) is the zero vector. Then, given \( v \in \mathbb{R}^d \), the vector \( v^o \) is the unique vector in \( \mathbb{R}^d \) satisfying \( \| v \|_p = \| v^o \|_{p^\circ} \) and \( \varphi_p(v, v^o) = 0 \).

**Proof** Suppose first the case when \( v \in \mathbb{R}^d \) is such that \( \| v \|_p = 1 \). Then, the coordinates of \( v^o \) are
\[
v^o_k = |v_k|^{p^\circ-1} \text{sign}(v_k), k = 1, \ldots, d.
\]
Now, consider the evaluation of the \( \ell_p \)-norm of \( v \) given by the support function of the unit ball \( B_{p^\circ} \) of \( \ell_{p^\circ} \):
\[
\| v \|_p = \sup\{ v^T v' : v' \in B_{p^\circ} \}.
\]
It is not difficult to see that the above problem has a unique optimal solution. Note that if \( v^o \) is that optimal solution and \( \| v^o \|_{p^\circ} = 1 \), the result follows for this case. But the above hypothesis is true since: on the one hand,
\[
1 = \| v \|_p = \| v \|_{p^\circ} = \sum_{k=1}^d |v_k|^{p^\circ} = \sum_{k=1}^d v_k |v_k|^{p^\circ-1} \text{sign}(v_k) = v^T v^o;
\]
on the other hand,
\[
1 = v^T v^o = \sum_{k=1}^d v_k |v_k|^{p^\circ-1} \text{sign}(v_k) = \sum_{k=1}^d \left| v_k \right|^{p^\circ-1} \text{sign}(v_k) \leq \| v^o \|_{p^\circ} = \| v^o \|_{p^\circ}.
\]
Consider now the case when \( v \in \mathbb{R}^d \) is a non-zero vector with arbitrary \( \ell_{p^\circ} \)-norm. It is straightforward to check that \((\frac{v}{\| v \|_p})^o = \frac{v^o}{\| v^o \|_{p^\circ}}\). As \( \frac{v}{\| v \|_p} \|_{p^\circ} = 1 \), by the reasoning above, we have that \( \frac{v}{\| v \|_p} \|_{p^\circ} = \frac{v^o}{\| v^o \|_{p^\circ}} \|_{p^\circ} \), from which follows that \( \| v \|_p = \| v^o \|_{p^\circ} \). Also by the reasoning above, it holds
that \( \left( \frac{v}{\|v\|_p} \right)^T v^\circ = 1 \). Regarding the unicity of \( v^\circ \), note that this is implied by the unicity of 
\( \left( \frac{v}{\|v\|} \right)^\circ \).

Finally, if \( v \in \mathbb{R}^d \) is the zero vector, the result follows directly. \( \square \)

**Definition 8 (Polar vector)** Assume \( \mathbb{R}^d \) is endowed with an \( \ell_p \)-norm with \( p \in (1, +\infty) \) and let \( v \in \mathbb{R}^d \). The polar vector of \( v \) is the vector \( v^\circ \) given in Proposition \([3]\).

We remark that the above definition of polar vector \( v^\circ \) of another vector \( v \) depends on the normed space \( (\mathbb{R}^d, \| \cdot \|_p) \) in which \( v \) is considered. In the following, we may avoid to explicitly point out that information when it is clear by the context.

Now we are in position to state the anticipated extension of Snell’s law.

**Corollary 9 (Snell’s-like local optimality criterion for gate points - Dot product form)**
Assume \( 1 < p_i < +\infty, i = 1, \ldots, m \). Let \( a = (a_1, \ldots, a_d)^T, b = (b_1, \ldots, b_d)^T \) and \( c = (c_1, \ldots, c_d)^T \) be consecutive breaking points of a geodesic path in Problem \([SPP]\) such that \( a \in P_i \setminus F_{ij}, b \in F_{ij} \) and \( c \in P_j \setminus F_{ij} \). Let \( F_b \) be the face of \( F_{ij} \) such that \( b \in \text{relint}(F_b) \). Then, for each vector \( v \in L(\text{aff}(F_b)) \), the gate point \( b \) satisfies

\[
\omega_i \left( \left[ \frac{b-a}{\|b-a\|_{p_i}} \right]^\circ \right)^T v = \omega_j \left( \left[ \frac{c-b}{\|c-b\|_{p_j}} \right]^\circ \right)^T v,
\]

or equivalently,

\[
\omega_i \left( \frac{(b-a)^\circ}{\|(b-a)^\circ\|_{p_i}} \right)^T v = \omega_j \left( \frac{(c-b)^\circ}{\|(c-b)^\circ\|_{p_j}} \right)^T v.
\]

**Proof** First, observe that by Definition \([8]\) we can rewrite the local optimality condition given in Proposition \([2]\) as

\[
\omega_i \left( \left[ \frac{b-a}{\|b-a\|_{p_i}} \right]^\circ \right)^T (f - g) = \omega_j \left( \left[ \frac{c-b}{\|c-b\|_{p_j}} \right]^\circ \right)^T (f - g),
\]

for all \( f, g \in F_b \). Now, consider a vector \( v \in L(\text{aff}(F_b)) \) and let \( x, x' \in \text{aff}(F_b) \) be any two points such that \( v = x - x' \). Note that, as \( b \in \text{relint}(F_b) \), there exist \( \tilde{x} \in F_b \) and \( \eta \in \mathbb{R} \) such that \( \eta(\tilde{x} - b) = x - x' \). Thus, the result follows by multiplying equality \([3]\) by \( \eta \) and taking \( f = \tilde{x} \) and \( g = b \). \( \square \)

**Corollary 10** Corollary \([8]\) implies Corollary \([9]\).

**Proof** Note that there always exists a square \( R \subseteq \mathbb{R}^2 \) such that Problem \([SPP]\) stated in Corollary \([5]\) for polyhedra \( P_1, P_2 \) and \( F_{12} \) is equivalent to the corresponding problem with polytopes \( P_1' := P_1 \cap R, P_2' := P_2 \cap R \) and \( F_{12}' := F_{12} \cap R \), where \( b \in \text{int}(F_{12}') \) is also satisfied; it holds \( L(F_{12}') = L(F_{12}) \); the polar norm of the Euclidean norm \( \ell_2 \) on \( \mathbb{R}^d \) is itself and \( v = v^\circ \) for each vector \( v \in (\mathbb{R}^d, \| \cdot \|_2) \). \( \square \)

Dot product form of Snell’s law in Corollary \([8]\) states that, for any vector that can be considered in the separation boundary between the two “media”, one has that the weighted dot product between this vector and the unit vector in the direction of the incoming ray is equal to the weighted dot product between the vector and the unit vector in the direction of the outgoing ray. Corollary \([9]\) reveals that it is the polarity correspondence which is behind that relationship, although it
is unnoticed due to the “auto-polarity” in $(\mathbb{R}^d, \| \cdot \|_2)$. Specifically, \( \left[ \frac{b-a}{\| b-a \|_{p_i}} \right]^\circ \) represents the polar of the unit vector in the direction of the incoming ray (equivalently, the unit vector in the direction of the polar of the incoming ray \((b-a)^\circ\)) and \( \left[ \frac{c-b}{\| c-b \|_{p_j}} \right]^\circ \) the polar of the unit vector in the direction of the outgoing ray (equivalently, the unit vector in the direction of the polar of the outgoing ray \((c-b)^\circ\)).

We also provide a trigonometric interpretation of the generalized Snell’s law based on the notion of $\ell_p$-angle.

**Corollary 11 (Snell’s-like local optimality criterion for gate points - Cosine form)**

Assume the hypothesis of Corollary 9. Then, for each vector $v \in L(\text{aff}(F_b))$, the gate point $b$ satisfies

\[
\omega_i \| v \|_{p_i} \cos \varphi_{p_i}((b-a)^\circ, v) = \omega_j \| v \|_{p_j} \cos \varphi_{p_j}((c-b)^\circ, v),
\]

or equivalently,

\[
\omega_i \| v \|_{p_i} \cos \varphi_{p_i}(v, (b-a)^\circ) = \omega_j \| v \|_{p_j} \cos \varphi_{p_j}(v, (c-b)^\circ).
\]

**Proof** The result follows directly from Corollary 9 and Definition 6. \(\square\)

The results above establish that, analogously as geodesic paths in the WRP “obey” Snell’s law at the intermediate face of two polyhedra (see Proposition 3.5 (b) in [27]), the geodesic paths in Problem (SPP) “obey” the generalized Snell’s law.

### 2.2 MISOCP formulations

Our solution scheme consists in representing Problem (SPP) as a mixed-integer second order cone problem (MISOCP). To obtain the MISCOP representation, we first derive a mathematical programming formulation for Problem (SPP) which is mixed integer linear except for the norms used to model distances. As it is shown below, such a formulation can be rewritten as a MISOCP using the results in [4,5].

Let $G^D = (V, A)$ be the the directed graph associated to the graph $G = (V, E)$, where $A = \{(i, j), (j, i) : \{i, j\} \in E\}$.

**Theorem 12** Problem (SPP) is equivalent to the following problem, called (SPP-F1):

\[
\begin{align*}
\min \sum_{i \in V} \omega_i d_i \quad & \tag{4a} \\
\text{s.t.} \quad & \sum_{(s,j) \in A} z_{sj} - \sum_{(h,s) \in A} z_{hs} = 1, \quad & \tag{4b} \\
& \sum_{(i,j) \in A} z_{ij} - \sum_{(h,i) \in A} z_{hi} = 0, \quad \forall i \in V \setminus \{s,t\}, \quad & \tag{4c} \\
& \sum_{(t,j) \in A} z_{tj} - \sum_{(h,t) \in A} z_{ht} = -1, \quad & \tag{4d} \\
& \sum_{(h,i) \in A} z_{hi} \leq 1, \quad \forall i \in V, \quad & \tag{4e} \\
& \sum_{(i,j) \in A} z_{ij} \leq 1, \quad \forall i \in V. \quad & \tag{4f}
\end{align*}
\]
the distance travelled by the path inside polytope this point. Then, (4e) and (4f) together with (4j) imply that (4g)-(4i) provide the right value of simple.

Proof The domain of the decision variables in Problem (SPP-F1) is stated in (4k)-(4m). Variable $z_{ij} \in \{0, 1\}$ indicates if arc $(i, j) \in A$ is chosen ($z_{ij} = 1$) or not ($z_{ij} = 0$) in a path from $s$ to $t$ in $G^D$. Then, constraints (4b)-(4d) are the standard flow conservation constraints to determine such a path. Constraints (4e) and (4f) are added to ensure that the path found is simple.

If $z_{ij} = 1$ then the path goes through a gate point in $F_{ij}$ and the corresponding $\lambda_{ij}$ determine this point. Then, (4e) and (4f) together with (4j) imply that (4g)-(4i) provide the right value of the distance travelled by the path travelled by the path inside polytope $P_t$ if it is visited. \hfill $\square$

Another formulation for Problem (SPP) is shown in Theorem 14 below. This second formulation is derived using additional auxiliary variables. To simplify the proof of Theorem 14 we first present a technical lemma.

Lemma 13 Let $I, J$ be index sets. Let $\alpha_{ij} \geq 0$, $\beta_i \geq 0$, $\delta_j \geq 0$, $i \in I, j \in J$, be decision variables where variables $\beta_i$ are such that $\sum_{i \in I} \beta_i \leq 1$. Then, the set of constraints

\begin{align*}
\sum_{j \in J} \alpha_{ij} &= \beta_i, \quad \forall i \in I, \quad (5a) \\
\sum_{i \in I} \alpha_{ij} &= \delta_j, \quad \forall j \in J, \quad (5b)
\end{align*}

imply

\begin{align*}
\alpha_{ij} &\leq \beta_i, \quad \forall i \in I, j \in J, \quad (6a) \\
\alpha_{ij} &\leq \delta_j, \quad \forall i \in I, j \in J, \quad (6b) \\
\alpha_{ij} &\geq \beta_i + \delta_j - 1, \quad \forall i \in I, j \in J. \quad (6c)
\end{align*}

Proof It is straightforward that constraints (5a)-(5b) imply (6a)-(6b). To see that they also imply (6c), let us consider $i' \in I, j \in J$. Since $\sum_{i \in I} \beta_i \leq 1$, we have $1 - \delta_j \geq \sum_{i \in I} \beta_i - \delta_j$. On the other hand, by (5b), we have $\sum_{i \in I} \beta_i - \delta_j = \sum_{i \in I} \beta_i - \sum_{i \in I} \alpha_{ij} = \sum_{i \in I} (\beta_i - \alpha_{ij})$. Moreover, by (5a), all the terms of the last summation are nonnegatives, and therefore $\sum_{i \in I} (\beta_i - \alpha_{ij}) \geq \beta_{i'} - \alpha_{i'j}$. Taking into account the above, we can conclude that $1 - \delta_j \geq \alpha_{i'j} - \beta_{i'}$, which is equivalent to (6c) for $i' \in I, j \in J$. \hfill $\square$
Theorem 14 Problem \textbf{(SPP)} is equivalent to the following problem, called \textbf{(SPP-F2)}:

\[
\begin{align*}
\min \sum_{i \in V} \omega_i d_i \quad & \quad (7a) \\
\text{s.t.} \quad & \quad \sum_{(s,j) \in A} z_{sj} - \sum_{(h,s) \in A} z_{hs} = 1, \quad (7b) \\
& \quad \sum_{(i,j) \in A} z_{ij} - \sum_{(h,i) \in A} z_{hi} = 0, \quad \forall i \in V \setminus \{s, t\}, \quad (7c) \\
& \quad \sum_{(t,j) \in A} z_{tj} - \sum_{(h,t) \in A} z_{ht} = -1, \quad (7d) \\
& \quad \sum_{(h,i) \in A} z_{hi} \leq 1, \quad \forall i \in V, \quad (7e) \\
& \quad \sum_{(i,j) \in A} z_{ij} \leq 1, \quad \forall i \in V, \quad (7f) \\
& \quad d_s \geq \sum_{(s,j) \in A} \| e_{sj} \| \sum_{e \in \text{Ext}(F_{sj})} \lambda_{e} z_{sj} \left\| p_e \right\|, \quad (7g) \\
& \quad d_i \geq \sum_{(h,i) \in A} \sum_{(i,j) \in A} \| e_{hi} \| \sum_{e \in \text{Ext}(F_{hi})} \Psi_{e} z_{ij} - \sum_{e \in \text{Ext}(F_{hi})} \Phi_{e} \left\| p_e \right\|, \quad \forall i \in V \setminus \{s, t\}, \quad (7h) \\
& \quad d_t \geq \sum_{(h,t) \in A} \| e_{ht} \| - \sum_{e \in \text{Ext}(F_{ht})} \lambda_{e} \left\| p_e \right\|, \quad (7i) \\
& \quad \sum_{e \in \text{Ext}(F_{ij})} \lambda_{e} = z_{ij}, \quad \forall (i, j) \in A, \quad (7j) \\
& \quad \sum_{(i,j) \in A} \rho_{hij} = z_{hi}, \quad \forall i \in V \setminus \{s, t\}, (h, i) \in A, \quad (7k) \\
& \quad \sum_{(h,i) \in A} \rho_{hij} = z_{ij}, \quad \forall i \in V \setminus \{s, t\}, (i, j) \in A, \quad (7l) \\
& \quad \sum_{e \in \text{Ext}(F_{hi})} \Phi_{e} = \rho_{hij}, \quad \forall i \in V \setminus \{s, t\}, (h, i), (i, j) \in A, \quad (7m) \\
& \quad \sum_{(i,j) \in A} \Phi_{e} = \lambda_{hie}, \quad \forall i \in V \setminus \{s, t\}, (h, i) \in A, e \in \text{Ext}(F_{hi}), \quad (7n) \\
& \quad \sum_{e \in \text{Ext}(F_{ij})} \Psi_{e} = \rho_{hij}, \quad \forall i \in V \setminus \{s, t\}, (h, i), (i, j) \in A, \quad (7o) \\
& \quad \sum_{(h,i) \in A} \Psi_{e} = \lambda_{ije}, \quad \forall i \in V \setminus \{s, t\}, (i, j) \in A, e \in \text{Ext}(F_{ij}), \quad (7p) \\
& \quad d_i \geq 0, \quad \forall i \in V, \quad (7q) \\
& \quad z_{ij} \in \{0, 1\}, \quad \forall (i, j) \in A, \quad (7r) \\
& \quad \lambda_{ije} \geq 0, \quad \forall (i, j) \in A, e \in \text{Ext}(F_{ij}), \quad (7s) \\
& \quad \rho_{hij} \geq 0, \quad \forall i \in V \setminus \{s, t\}, (h, i), (i, j) \in A, \quad (7t) \\
& \quad \Phi_{hi} \geq 0, \quad \forall i \in V \setminus \{s, t\}, (h, i), (i, j) \in A, e \in \text{Ext}(F_{hi}), \quad (7u) \\
& \quad \Psi_{hi} \geq 0, \quad \forall i \in V \setminus \{s, t\}, (h, i), (i, j) \in A, e \in \text{Ext}(F_{ij}). \quad (7v)
\end{align*}
\]
Proof Since variables $z_{ij}$ codify a simple path from $s$ to $t$, observe that Problem (SPP) is equivalent to the problem

$$
\min \sum_{i \in V} \omega_i d_i
$$

s.t. (7i)–(7j),

$$
d_s \geq \sum_{(s,j) \in A} \| \sum_{e \in \text{Ext}(F_{sj})} \lambda_{sje} e - x_s \| p_s z_{sj},
$$

$$
d_t \geq \sum_{(h,t) \in A} \sum_{(i,j) \in A} \| \sum_{e \in \text{Ext}(F_{hij})} \lambda_{hij} e - \| \sum_{e \in \text{Ext}(F_{hij})} \lambda_{hij} e \| p_t z_{ht},
$$

$$
\forall i \in V \setminus \{s,t\},
$$

(7k)–(7q).

Let us see that Problem (8) is equivalent to Problem (SPP-F2). In Problem (8), the equivalence of the following expressions holds:

$$
\sum_{(s,j) \in A} \sum_{e \in \text{Ext}(F_{sj})} \lambda_{sje} e - x_s \| p_s z_{sj} = \sum_{(s,j) \in A} \| \sum_{e \in \text{Ext}(F_{sj})} \lambda_{sje} e - x_s z_{sj} \| p_s = \sum_{(s,j) \in A} \| \sum_{e \in \text{Ext}(F_{sj})} \lambda_{sje} e - x_s z_{sj} \| p_s,
$$

$$
\sum_{(h,t) \in A} \| x_t - \sum_{e \in \text{Ext}(F_{hij})} \lambda_{hij} e \| p_t z_{ht} = \sum_{(h,t) \in A} \| x_t z_{ht} - \sum_{e \in \text{Ext}(F_{hij})} \lambda_{hij} e \| p_t = \sum_{(h,t) \in A} \| x_t z_{ht} - \sum_{e \in \text{Ext}(F_{hij})} \lambda_{hij} e \| p_t,
$$

by homogeneity of the norms and constraints (7j). Note that this equivalence leads to constraints (7i) and (7k) in Problem (SPP-F2). On the other hand, for each $i \in V \setminus \{s,t\}$, it follows:

$$
\sum_{(h,i) \in A} \| x_t - \sum_{e \in \text{Ext}(F_{hij})} \lambda_{hij} e \| p_t z_{ht} = \sum_{(h,i) \in A} \sum_{(i,j) \in A} \| \sum_{e \in \text{Ext}(F_{hij})} \lambda_{hij} e \| p_t z_{hij} = \sum_{(h,i) \in A} \sum_{(i,j) \in A} \| \sum_{e \in \text{Ext}(F_{hij})} \lambda_{hij} e \| z_{hij} = \sum_{(h,i) \in A} \| \sum_{e \in \text{Ext}(F_{hij})} \lambda_{hij} e \| z_{hij} = \sum_{(h,i) \in A} \| \sum_{e \in \text{Ext}(F_{hij})} \lambda_{hij} e \| z_{hij}.
$$

The resulting products of three variables in the argument of the norms above can be linearized as it is shown below. This linearization will lead to constraints (7h) and it will complete the proof.

Consider $i \in V \setminus \{s,t\}, (h,i), (i,j) \in A$. In Problem (SPP-F2), we represent the product $z_{hij}$ by means of variable $\rho_{hij} \geq 0$. The product $\lambda_{hij} e z_{hij} = \lambda_{hij} e \rho_{hij}$ is represented with variable $\phi_{hij} \geq 0$, for each $e \in \text{Ext}(F_{hij})$. On the other hand, the product $\lambda_{hij} z_{hij} = \lambda_{hij} \rho_{hij}$ is represented with variable $\psi_{hij} \geq 0$, for each $e \in \text{Ext}(F_{hij})$. We can set the values of the variables $\rho_{hij}, \phi_{hij}, \psi_{hij}$ using the following set of constraints:

$$
\rho_{hij} \leq z_{hij}, \quad \forall i \in V \setminus \{s,t\}, (h,i), (i,j) \in A, \quad (9a)
$$

$$
\rho_{hij} \leq \tilde{z}_{hij}, \quad \forall i \in V \setminus \{s,t\}, (h,i), (i,j) \in A, \quad (9b)
$$

$$
\rho_{hij} \geq \tilde{z}_{hij} + \tilde{z}_{ij} - 1, \quad \forall i \in V \setminus \{s,t\}, (h,i), (i,j) \in A, \quad (9c)
$$

$$
\phi_{hij} \leq \rho_{hij}, \quad \forall i \in V \setminus \{s,t\}, (h,i), (i,j) \in A, e \in \text{Ext}(F_{hij}), \quad (9d)
$$

$$
\phi_{hij} \leq \lambda_{hij}, \quad \forall i \in V \setminus \{s,t\}, (h,i), (i,j) \in A, e \in \text{Ext}(F_{hij}), \quad (9e)
$$

$$
\phi_{hij} \geq \lambda_{hij} + \rho_{hij} - 1, \quad \forall i \in V \setminus \{s,t\}, (h,i), (i,j) \in A, e \in \text{Ext}(F_{hij}), \quad (9f)
$$

$$
\psi_{hij} \leq \rho_{hij}, \quad \forall i \in V \setminus \{s,t\}, (h,i), (i,j) \in A, e \in \text{Ext}(F_{hij}), \quad (9g)
$$

$$
\psi_{hij} \leq \lambda_{hij}, \quad \forall i \in V \setminus \{s,t\}, (h,i), (i,j) \in A, e \in \text{Ext}(F_{hij}), \quad (9h)
$$

$$
\psi_{hij} \geq \lambda_{hij} + \rho_{hij} - 1, \quad \forall i \in V \setminus \{s,t\}, (h,i), (i,j) \in A, e \in \text{Ext}(F_{hij}). \quad (9i)\)
Constraints (9a)-(9i) refer to a standard way of linearizing the product of variables. However, when integrated in our problem, they are dominated by constraints (7k)-(7p). In particular, by Lemma 13, constraints (7k)-(7l), (7m)-(7n) and (7o)-(7p) imply (9a)-(9c), (9d)-(9f) and (9g)-(9i), respectively. Therefore, constraints (7k)-(7p) lead to a stronger formulation than (9a)-(9i).

The above formulations can be rewritten as MISOCPs. The reformulation is possible because the norms in constraints (4g)-(4i) of Problem (SPP-F1), and the norms in constraints (7g)-(7i) of Problem (SPP-F2), can be represented as a set of second order cone constraints. The procedure to construct these constraints is detailed in [4,5]. However, in the following, we outline the main ideas of this construction for the sake of completeness.

Assuming
\[ p = q \cdot r \quad \text{with} \quad q, r \in \mathbb{N} \setminus \{0\}, \quad q > r \quad \text{and} \quad \gcd(q,r) = 1, \]
any constraint in the form
\[ Z \geq \|X - Y\|_p, \]
where \( X \) and \( Y \) are variable vectors in \( \mathbb{R}^d \), can be equivalently rewritten as (see Lemma 9 in [5]):
\[
\begin{align*}
U_k + X_k - Y_k & \geq 0, \quad k = 1, \ldots, d, \\
U_k - X_k + Y_k & \geq 0, \quad k = 1, \ldots, d, \\
U_k^q & \leq W_k^r Z^{q - r}, \quad k = 1, \ldots, d, \\
\sum_{k=1}^d W_k & \leq Z, \\
W_k & \geq 0, \quad k = 1, \ldots, d.
\end{align*}
\]

Except for constraints \( U_k^q \leq W_k^r Z^{q - r}, \) \( k = 1, \ldots, d \), all the constraints in (10) are linear. Using Lemma 1 in [4], each one of those nonlinear constraints can be represented as a set of at most \( 2 \log q \) constraints of the form \( \alpha^2 \leq \beta \delta \). Finally, note that inequality \( \alpha^2 \leq \beta \delta \) is equivalent to inequality \( \left\| \frac{2\alpha}{\beta - \delta} \right\|_2 \leq \beta + \delta \), which can be seen as a second order cone constraint.

We comment now the case when the norm in \( Z \geq \|X - Y\|_p \) is polyhedral, as for instance the \( \ell_1 \) or \( \ell_\infty \) norms. In that case, it is well-known that \( Z \geq \|X - Y\|_p \) can be stated as a set of linear inequalities (see e.g. [29,30,40]). Let polytope \( P \) be the unit ball of the norm \( \|\cdot\|_p \). Then, \( Z \geq \|X - Y\|_p \) is equivalent to
\[ Z \geq e^T (X - Y), \quad \forall e \in \text{Ext}(P^c), \]
where \( P^c \) is the polar set of \( P \). Thus, the above formulations can also handle polyhedral norms.

We have derived two different formulations for Problem (SPP). Note that the number of norms in formulation (SPP-F1) is smaller than the one in formulation (SPP-F2). Therefore, the number of variables needed for the MISOCP representation of the norms in formulation (SPP-F1) is smaller than the one needed for formulation (SPP-F2). Furthermore, without taking into account those variables, the set of decision variables of formulation (SPP-F1) is contained in the one of formulation (SPP-F2). In summary, formulation (SPP-F1) has the advantage of having a smaller size than formulation (SPP-F2). Nevertheless, formulation (SPP-F2) outperforms formulation (SPP-F1) in that it provides a tighter continuous relaxation. This result is established below.

**Proposition 15** Let \( \zeta, \zeta' \geq 0 \) be the objective values of the continuous relaxations of formulation (SPP-F1) and formulation (SPP-F2), respectively. Then, \( \zeta \leq \zeta' \).

**Proof** Consider the continuous relaxations of Problem (SPP-F1) and Problem (SPP-F2). Note that the set of decision variables of the first problem is contained in the set of decision variables of the second one. Note also that the feasible domain for the set of variables \( z_{ij} \) and \( \lambda_{ije} \) in the first problem contains the corresponding feasible domain in the second problem. Let us assume that we are given a realization for this set of variables that is feasible in both problems.
Then, since constraints \((4h)\) and \((4e)\) imply \(\sum_{(s,j)\in A} z_{s,j} = 1\), and using the triangular inequality, we have that

\[
\| \sum_{(s,j)\in A} e_{s,j} - x_s \|_{p_x} = \| \sum_{(s,j)\in A} \left( \sum_{e\in\text{Ext}(F_{s,j})} e_{s,j} \right) - x_s \|_{p_x} \leq \sum_{(s,j)\in A} \left( \sum_{e\in\text{Ext}(F_{s,j})} \lambda_{s,j} e - x_s z_{s,j} \right) \|_{p_x},
\]

In a similar way, since constraints \((7d)\) and \((7p)\) imply \(\sum_{(h,t)\in A} z_{h,t} = 1\), and applying the triangular inequality, it follows that

\[
\| x_t - \sum_{(h,t)\in A} e_{h,t} \|_{p_t} = \| \sum_{(h,t)\in A} \left( x_{t,ht} - \sum_{e\in\text{Ext}(F_{h,t})} e_{h,t} \right) \|_{p_t} \leq \sum_{(h,t)\in A} \left( \sum_{e\in\text{Ext}(F_{h,t})} \lambda_{h,t} e \right) \|_{p_t}.
\]

On the other hand, by constraints \((7h)\) and \((7p)\), and by the triangular inequality, for each \(i \in V \setminus \{s,t\}\) we have that

\[
\| \sum_{(i,j)\in A} e_{ij} - \sum_{(h,i)\in A} e_{h,i} \|_{p_i} = \| \sum_{(i,j)\in A} \left( \sum_{(h,i)\in A} \psi_{h,i,j} e - \Phi_{h,i,j} e \right) \|_{p_i} \leq \sum_{(h,i)\in A} \left( \sum_{(i,j)\in A} \left( \sum_{(h,i)\in A} \psi_{h,i,j} e - \Phi_{h,i,j} e \right) \right) \|_{p_i}.
\]

Finally we note that the above inequalities are preserved when the MISOCP representation of the norms is applied.

\[\square\]

2.2.1 Preprocessing

The continuous relaxation of formulation (SPP-F2) has shown to provide really tight lower bounds in our computational study. We take advantage of this observation to propose an ad hoc preprocessing scheme for Problem \([\text{SPP}]\) to discard some regions that will not be used by shortest paths. Let \(\zeta_i\) be the objective value of the continuous relaxation of formulation (SPP-F2) but imposing that a shortest path must visit polyhedron \(P_i\). If \(\zeta_i\) is greater than the objective value \(\zeta^{\text{MIP}}\) of a feasible solution for Problem \([\text{SPP}]\), then polyhedron \(P_i\) will not be visited for any shortest path. The implication is that all the variables associated to polyhedron \(P_i\) in a formulation for Problem \([\text{SPP}]\) can be removed. Since preprocessing all the \(m\) regions in the problem can be computationally expensive, as it requires solving a SOCP problem for each polyhedron, in practice we only check a reduced number \(m^*\) of the “most promising” polyhedra to be discarded. Specifically, we process first the polyhedra \(P_i\) furthest away from the terminal points \(x_s, x_t\) according to the measure \(D(P_i) = \min_{x \in P_i} \{\ell_2(x_s, x) + \ell_2(x, x_t)\}\). The upper bound on the objective function \(\zeta^{\text{MIP}}\) that we consider is the objective value of Problem \([\text{SPP}]\) fixing the simple path \(\gamma^*\) induced by the intersection of the segment \([x_s, x_t]\) with the set of polyhedra \(\{P_1, ..., P_m\}\). We show below the basic pseudocode of the above preprocessing. The preprocessing algorithm returns a list \(\mathcal{L}\) of polyhedra that are not visited in any shortest path for Problem \([\text{SPP}]\).
Algorithm 1 Preprocessing for Problem (SPP)

1: begin
2: compute the simple path $\gamma^*$ induced by the intersection of the segment $[x_s, x_t]$ with the set of polyhedra $\{P_1, ..., P_m\}$
3: compute the objective value $\zeta_{MIP}$ of Problem (SPP) fixing the path $\gamma^*$
4: sort polyhedra $P_1, ..., P_m$ in non-decreasing sequence with respect to $D$: $P_{(1)}$, ..., $P_{(m)}$ such that $D(P_{(1)}) \geq ... \geq D(P_{(m)})$
5: let $L := \emptyset$
6: for $i = 1, ..., m^*$ do
7: compute $\zeta_{(i)}$ the objective value of the continuous relaxation of formulation (SPP-F2) but imposing that a shortest path must visit polyhedron $P_{(i)}$
8: if $\zeta_{(i)} > \zeta_{MIP}$ then
9: update $L := L \cup \{P_{(i)}\}$
10: return $L$
11: end

2.3 Computational experiments

In order to evaluate the efficiency of the MISOCP formulations (SPP-F1) and (SSP-F2), as well as the preprocessing for Problem (SPP), we have performed a series of computational experiments on a set of instances of the problem. The formulations have been coded in XPRESS solver version 8.9 keeping the default configuration for the different tolerances in the nonlinear module of the solver. The different instances have been generated using MATLAB R2018A which makes calls to XPRESS solver for solving the MISOCP programs. All experiments were run in a computer DellT5500 with a processor Intel(R) Xeon(R) with a CPU X5690 at 3.75 GHz and 48 GB of RAM memory.

We explain how we have generated the different instances of Problem (SPP). We produce each instance of Problem (SPP) by randomly generating a polyhedral subdivision. The process to generate the polyhedral subdivision is as follows. We randomly generate $m$ points in the square $[0, 10]^2$ and then compute the Euclidean Voronoi diagram of these points in the square. The polyhedral subdivision consists of the $m$ resulting Voronoi cells. Once generated the polyhedral subdivision $\{P_1, ..., P_m\}$, we randomly associate to each polytope one of the norms $\ell_1$, $\ell_1.5$, $\ell_2$, $\ell_3$ or $\ell_\infty$. The weight associated to polytope $P_i$ is $\omega_i = 1, \ i = 1, ..., m$. In all instances the starting and the terminal points are $x_s = (0, 0)^T$ and $x_t = (10, 10)^T$, respectively.

We first compare the performance of formulations (SPP-F1) and (SPP-F2) on instances with a different number $m$ of polytopes. For each value of $m$, we randomly generate 5 subdivisions consisting of $m$ polytopes. We set a time limit for solving each instance of 7200 seconds and we report for each value of $m$:

- CPU(s): average, minimum and maximum CPU time over the 5 randomly generated instances.
- Gap(%): average, minimum and maximum gap over the 5 randomly generated instances.

The result obtained for formulation (SPP-F1) are shown in Table 1 and the ones obtained for formulation (SPP-F2) in Table 2.
| $m$ | CPU(s) | gap(%) |
|-----|--------|--------|
|     | aver   | min    | max    | aver   | min    | max    |
| 50  | 608.04 | 90.08  | 1962.01| 0.01   | 0.00   | 0.01   |
| 100 | 7200.00| 7200.00| 7200.00| 3.62   | 1.84   | 6.79   |
| 150 | 7200.00| 7200.00| 7200.00| 10.14  | 7.55   | 11.95  |

Table 1: Results obtained for Formulation (SPP-F1).

| $m$ | CPU(s) | gap(%) |
|-----|--------|--------|
|     | aver   | min    | max    | aver   | min    | max    |
| 50  | 32.27  | 17.54  | 46.34  | 0.00   | 0.00   | 0.01   |
| 100 | 997.45 | 78.86  | 4037.64| 0.01   | 0.00   | 0.01   |
| 150 | 5572.75| 164.27 | 7200.00| 0.09   | 0.00   | 0.39   |
| 200 | 3125.70| 235.53 | 7200.00| 0.06   | 0.00   | 0.26   |
| 250 | 3951.26| 1242.19| 7200.00| 0.11   | 0.00   | 0.44   |
| 300 | 4537.31| 335.25 | 7200.00| 0.44   | 0.01   | 0.76   |
| 350 | 4959.25| 1206.76| 7200.00| 0.27   | 0.00   | 0.57   |
| 400 | 7200.00| 7200.00| 7200.00| 1.31   | 0.02   | 4.14   |
| 450 | 6107.93| 1700.82| 7200.00| 1.80   | 0.00   | 7.93   |
| 500 | 6671.42| 4511.06| 7200.00| 2.70   | 0.00   | 8.40   |

Table 2: Results obtained for formulation (SPP-F2).

We only run formulation (SPP-F1) for instances with up to 150 regions, since as it can be seen in Table 1 the formulation always reaches the time limit for this size and the gaps obtained for $m = 150$ are already above 7.5%. On the other hand, formulation (SPP-F2) has shown to be faster and we have run it for instances with up to 500 regions obtaining reasonable gaps. The computational dominance of formulation (SPP-F2) over formulation (SPP-F1) is explained by Proposition 15: although for formulation (SPP-F1) the problems in the nodes of the branch-and-bound environment are solved faster (the size of these problems is smaller), a much lower number of nodes has to be explored in the case of formulation (SPP-F2) because the tightness of the lower bounds provided by that formulation.

We test now the preprocessing in Algorithm 1. Since as shown above formulation (SPP-F1) is outperformed by formulation (SPP-F2), we only test the effect of the preprocessing in the second formulation. For each instance, we decide to preprocess around the 10% of the polytopes in the subdivision, i.e. in Algorithm 1 we choose $m^* = \lceil \frac{m}{10} \rceil$. In order to perform a fair comparison between the performance of formulation (SPP-F2) with and without preprocessing, the preprocessing time is subtracted to the 7200 seconds assigned to the formulation for solving the instance. The results obtained for formulation (SPP-F2) applying the preprocessing are shown in Table 3.
| $m$ | CPU(s) | gap(%) |
|-----|--------|--------|
|     | aver   | min    | max   | aver   | min    | max   |
| 50  | 31.72  | 15.60  | 49.20 | 0.00   | 0.00   | 0.00  |
| 100 | 175.34 | 157.02 | 206.57| 0.00   | 0.00   | 0.01  |
| 150 | 3813.09| 258.64 | 7200.00| 0.11   | 0.00   | 0.54  |
| 200 | 3445.39| 354.24 | 7200.00| 0.01   | 0.00   | 0.03  |
| 250 | 4918.68| 1021.12| 7200.00| 0.21   | 0.00   | 0.65  |
| 300 | 5028.60| 705.18 | 7200.00| 0.33   | 0.00   | 1.11  |
| 350 | 6965.18| 5999.88| 7200.00| 0.52   | 0.00   | 1.00  |
| 400 | 7200.00| 7200.00| 7200.00| 0.46   | 0.01   | 1.00  |
| 450 | 6249.92| 2406.81| 7200.00| 0.40   | 0.01   | 0.91  |
| 500 | 6830.36| 5312.42| 7200.00| 1.28   | 0.00   | 2.50  |

Table 3: Results obtained for formulation (SPP-F2) using the preprocessing in Algorithm 1 with $m^* = \lceil \frac{m}{10} \rceil$.

Comparing Table 2 with Table 3 we conclude that, although the preprocessing strategy does not always reduce the running times, it reduces the gaps obtained within the fixed time limit in most of the instances, specially in those with a larger size.

2.4 Extensions

In this section we elaborate on different extensions that can be considered for Problem (SPP). We show that the mathematical programming formulations developed in the previous sections are also valid for these extensions provided that we modify the definition of the auxiliary graph.

2.4.1 Rapid transit boundaries

Consider again $\{P_1, \ldots, P_m\}$, a subdivision in polyhedra of $\mathbb{R}^d$ where each polyhedron $P_i$ is endowed with a different $\ell_p$-norm, $i = 1, \ldots, m$. Suppose now that each maximal common face $F_{ij}$ of two polyhedra $P_i$ and $P_j$ has also an associated $\ell_{p_{ij}}$-norm, possibly “faster” than both $\ell_{p_i}$ and $\ell_{p_j}$ (i.e. $p_{ij} > p_i, p_j$). Then, the common face of two polyhedra can be interpreted as a rapid transit boundary that can be used to reduce the length of the paths traversing both regions (see Section 4 in [5]). This extension comes from the logistic and transportation literature where it is used to model rapid transit lines (see e.g. [8,30,35]).

Let $\omega_i > 0$ be the weight associated to polyhedra $P_i$ and $\omega_{ij} > 0$ be the weight associated to polyhedra $F_{ij}$, for all different $i, j = 1, \ldots, m$ such that $P_i \cap P_j \neq \emptyset$. Consider the starting and the terminal points $x_s \in P_s$ and $x_t \in P_t$, $s \neq t$, and let the graph $G = (V, E)$ and the set $\Gamma$ be defined as in Section 2.1. We can define the shortest path problem in this new setting as

$$
D_{RT}(x_s, x_t) = \inf_{(s, i_1, i_2, \ldots, i_{k-1}, i_k, t) \in \Gamma} \omega_s \|x_s - y_{s,i_1}\|_{p_s} + \omega_{s,i_1} \|y_{s,i_1} - y_{s,i_1}\|_{p_{i_1}} + \omega_{i_1} \|y_{i_1,i_2} - y_{i_1,i_2}\|_{p_{i_1}} + \cdots + \omega_{i_{k-1}} \|y_{i_{k-1},i_{k}} - y_{i_{k-1},i_{k}}\|_{p_{i_{k-1}}} + \omega_{i_{k}} \|y_{i_{k},t} - x_t\|_{p_{i_{k}}}
$$

(SPP$^{RT}$)

If $s = t$, then $D_{RT}(x_s, x_t) = \|x_t - x_s\|_{p_s}$.
MISOCP representation: Let us see that Problem \( \text{SPP}^\text{RT} \) can be equivalently written as Problem \( \text{SPP} \), and that therefore the MISOCP formulations presented in Section 2.2 are also valid for representing it. Let \( \sigma : E \to \{m + 1, \ldots, m + |E|\} \) any bijective map between the set of edges \( E \) and the set of natural numbers \( \{m + 1, \ldots, m + |E|\} \). We can extend the set of polyhedra \( \{P_1, \ldots, P_m\} \) to \( \{P_1, \ldots, P_m, P_{m+1}, \ldots, P_{m+|E|}\} \) by defining, for each \( h \in \{1, \ldots, |E|\} \), \( P_{m+h} = F_{ij} \) being \( \sigma((i, j)) = m + h \). In the same way, \( \ell_{p_{m+h}} = \ell_{p_{ij}} \) and \( \omega_{m+h} = \omega_{ij} \) being \( \sigma((i, j)) = m + h \). In addition, for all \( i \in \{1, \ldots, m\} \) and \( h \in \{1, \ldots, |E|\} \) such that \( P_{m+h} \subseteq P_i \) we denote \( F_{m+h} = P_i \setminus P_{m+h} = P_{m+h} \) and \( F_{m+h} = F_{m+h} \).

At this point we can define the graph \( G^\text{RT} = (V^\text{RT}, E^\text{RT}) \) such that \( V^\text{RT} = \{1, \ldots, m + |E|\} \) and \( (i, j) \in E^\text{RT} \) iff \( P_i \subseteq P_j \) or \( P_j \subseteq P_i \), \( i, j = 1, \ldots, m \), \( i \neq j \). Now observe that Problem \( \text{SPP}^\text{RT} \) is equivalent to the following Problem \( \text{SPP} \):

\[
D(x_s, x_t) = \inf_{(x, i_1, i_2, \ldots, i_k, t) \in I^\text{RT}} \omega_k \|x_s - y_{s_{i_1}}\|_{p_{s_{i_1}}} + \omega_1 \|y_{s_{i_1}} - y_{i_1i_2}\|_{p_{i_1}} + \ldots + \\
\omega_k \|y_{i_{k-1}i_k} - y_{i_ki_t}\|_{p_{i_k}} + \omega_t \|y_{t_{i_t}} - t\|_{p_t}
\]

where \( I^\text{RT} \) is the set of all the simple paths from \( s \) to \( t \) in \( G^\text{RT} \).

2.4.2 Non-simple paths

Another extension that can be considered concerns the number of visits allowed to each polyhedron. In Problem \( \text{SPP} \), each polyhedron can only be visited once. However, allowing a path to visit a polyhedron more than once can lead to a decrease of the length of the shortest path. This situation is illustrated in Fig. 1 where the path that goes from \( x_s \) to \( x_t \) visits polyhedra \( \{P_1, P_2, P_3\} \) in the order \( P_3, P_2, P_1, P_2, P_1 \), which is cheaper than the direct distance between \( x_s \) and \( x_t \) in polyhedron \( P_3 \). More examples of this behavior can be found in Example 26 in [5] (where its relation with the critical reflection physical phenomenon is also commented), in Fig. 1 in [33], and for a case with more than two polyhedra in Figure 3.1 in [27]. In the following we show that the MISOCP formulations given in Section 2.3 are valid for the shortest path problem in which each polyhedron can be visited at most twice, which we call Problem \( \text{SPP}^2 \). As before, we reduce the problem to Problem \( \text{SPP} \).

MISOCP representation: First, we extend the set of polyhedra \( \{P_1, \ldots, P_m\} \) to \( \{P_1, \ldots, P_m, P_{m+1}, \ldots, P_{2m}\} \) being \( P_{m+i} = P_i \), \( i = 1, \ldots, m \). Accordingly, we consider \( F_{ij} = P_i \cap P_j \), \( i, j = 1, \ldots, 2m \), \( i \neq j \) and \( |i - j| \neq m \). The norm and the weight associated to polyhedron \( P_{m+i} \) are \( \ell_{m+i} = \ell_i \) and \( \omega_{m+i} = \omega_i \), respectively, \( i = 1, \ldots, m \). Now we can define the graph \( G^2 = (V^2, E^2) \) such that \( V^2 = \{1, \ldots, 2m\} \) and \( (i, j) \in E^2 \) iff \( P_i \cap P_j \neq \emptyset \), \( i, j = 1, \ldots, 2m \), \( i \neq j \) and \( |i - j| \neq m \). Finally note that Problem \( \text{SPP} \) defined over the auxiliary graph \( G^2 \) is indeed Problem \( \text{SPP}^2 \).

We note that by the “no free lunch” theorem, the price to pay for this extension and the previous one will be an increase in the number of (binary and continuous) variables of the formulations that will result in a higher computational time to solve the problems.

It is an interesting question to ask whether there exists a simple upper bound on the number of visits of a shortest path to a generic traversed region. To answer this question a rigorous analysis, similar to the one made in [33] for the case of two regions, should be carried out. However, this analysis is beyond of the scope of this paper.
In this section we study the problem of finding the location of a new facility with respect to a set of given demand points in such a way that the sum of the weighted distances between the new facility and the demand points is minimized. The difference with respect to the classical single-facility Weber problem \cite{29} is that distances are measured with the geodesic distance induced by Problem (SPP).

Let \( \{P_1, ..., P_m\} \) be a subdivision in polyhedra of \( \mathbb{R}^d \) where each polyhedron \( P_i \) is endowed with a different \( \ell_{p_i} \)-norm and has associated a weight \( \omega_i > 0 \), \( i = 1, ..., m \). Consider the set of demand points \( x_1, ..., x_n \in \mathbb{R}^d \) with associated weights \( w_1, ..., w_n > 0 \). Let \( N = \{1, ..., n\} \) be the index set of the demand points and let \( s_l \) be the index in \( \{1, ..., m\} \) such that \( x_l \in P_{s_l} \), \( l \in N \) (in case one of the points \( x_1, ..., x_n \) is on a face that belongs to two or more polyhedra, as we did in the previous section, we assume it belongs to exactly one of them which is determined in advance). In order to formally state the problem, we use the undirected graph \( G = (V,E) \) such that \( V = \{1, ..., m\} \) and \( \{i, j\} \in E \) iff \( P_i \) and \( P_j \) share a face, \( i, j = 1, ..., m, i \neq j \). Then, the location problem can be stated as

\[
\inf_{t \in V, x \in P_t} \sum_{l \in N} w_l D_t(x_l, x), \quad (\text{LocP})
\]

where \( D_t(x_l, x) = \omega_{s_l} \|x_l - x\|_{p_{s_l}} \) if \( s_l = t \), and otherwise

\[
D_t(x_l, x) = \inf_{\{s_l, i_1, i_2, ..., i_{k-1}, i_k, t\} \in \Gamma_{s_l,t}} \omega_{s_l} \|x_l - y_{s_l i_1}\|_{p_{s_l}} + \omega_{i_1} \|y_{s_l i_1} - y_{i_1 i_2}\|_{p_{i_1}} + \cdots + \omega_{i_k} \|y_{i_{k-1} i_k} - y_{i_k t}\|_{p_{i_k}} + \omega_t \|y_{i_k t} - x\|_{p_t}
\]

being \( \Gamma_{s_l,t} \) the set of all the simple paths from \( s_l \) to \( t \) in \( G \). An illustrative instance of Problem (LocP) is shown in Fig. 5.
Fig. 5: An instance of Problem (LocP).

By similar arguments as the ones given for Problem (SPP), it is not difficult to see that Problem (LocP) is well-defined and one can reduce to polytopes the search for the facility and the gate points. For this reason in the following w.l.o.g. we assume that $P_1, \ldots, P_m$ are polytopes, which implies that their faces $F_{ij}$ are also polytopes. We also assume that polytopes $P_i, F_{ij}$ are encoded by their set of extreme points $\text{Ext}(P_i), \text{Ext}(F_{ij})$.

Regarding the solvability of Problem (LocP), since Problem (SPP) is not solvable in any algebraic computation model over the rational numbers, Problem (LocP) is not either.

3.1 MISOC formulations

We present two different mathematical programming formulations for Problem (LocP) based on the ones given for Problem (SPP) in Section 2.2. We start by the one based on formulation (SPP-F1). We recall that $G^D = (V,A)$ is the directed version of the undirected graph $G = (V,E)$, i.e. $A = \{(i,j), (j,i) : \{i,j\} \in E\}$.

**Theorem 16** Problem (LocP) is equivalent to the following problem, called (LocP-F1):

\[
\min \sum_{l \in N} \sum_{i \in V} u_l \omega_i d_i^l \tag{11a}
\]

s.t. \[\sum_{i \in V} u_i = 1, \quad \forall i \in V, \tag{11b}\]

\[\sum_{e \in \text{Ext}(P_i)} \mu_{ie} = u_i, \quad \forall i \in V, \tag{11c}\]
The domain of the decision variables in Problem (LocP-F1) is stated in (11k)-(11o).

Constraint (11b) ensures that exactly one polytope of the set \( \{ \text{as the convex combination of the extreme points of } \mathcal{P} \} \) is selected for the facility. Assuming \( \lambda \) times, one for each \( l \) of the non-selected polytopes.

Problem (SPP), the equivalence between Problem (LocP-F1) and Problem (LocP) follows.

\[
\begin{align*}
\sum_{(i,j) \in A} z_{ij}^l - \sum_{(h,i) \in A} z_{hi}^l &= 1 - u_{s_i}, \quad \forall i \in N, \\
\sum_{(i,j) \in A} z_{ij}^l - \sum_{(h,i) \in A} z_{hi}^l &= -u_i, \quad \forall i \in N, i \in V \setminus \{ s_i \}, \\
\sum_{(h,i) \in A} z_{hi}^l &\leq 1 - u_{s_i}, \quad \forall i \in N, i \in V, \\
\sum_{(i,j) \in A} z_{ij}^l &\leq 1 - u_{s_i}, \quad \forall i \in N, i \in V, \\
d_{ij}^l &\geq \| \sum_{c \in \text{Ext}(F_{ij})} \mu_{ie} e + \sum_{(s_t,j) \in A \cap \text{Ext}(F_{ij})} \lambda_{ije}^l e - x_i \|_{\mathcal{P}_i}, \quad \forall i \in N, \forall \lambda \\
d_{ij}^l &\geq 0, \quad \forall i \in N, i \in V. \\
z_{ij}^l &\in \{0,1\}, \quad \forall i \in N, (i,j) \in A, \\
\lambda_{ij}^l &\geq 0, \quad \forall i \in N, (i,j) \in A, e \in \text{Ext}(F_{ij}), \\
\mu_{ie} &\geq 0, \quad \forall i \in V, e \in \text{Ext}(F_i), \\
u_i &\in \{0,1\}, \quad \forall i \in V.
\end{align*}
\]

**Proof** The domain of the decision variables in Problem (LocP-F1) is stated in (11k)-(11o).

Variable \( u_i \in \{0,1\} \) indicates whether the facility is located in polytope \( P_i \) or not, \( i \in V \). Then, constraint (11b) ensures that exactly one polytope of the set \( \{ P_1, \ldots, P_m \} \) is chosen for placing the facility. Assuming \( P_t \) is the selected polytope, variables \( \mu_{ie}, e \in \text{Ext}(P_t) \), are used to represent \( x \) as the convex combination of the extreme points of \( P_t \), i.e., \( x = \sum_{e \in \text{Ext}(P_t)} \mu_{ie} e \). This representation is stated in constraints (11c), which also set to zero the scalars associated to the extreme points of the non-selected polytopes.

Variables \( z_{ij}^l, \lambda_{ij}^l \) are similar to variables \( z_{ij}, \lambda_{ij} \) in formulation (SPP-F1) but replicated \( n \) times, one for each \( l \in N \), to compute the shortest path between \( x_j \) and \( x \). Then, if we assume that \( u_t = 1 \) for some \( t \in V \), note that constraints (11d)-(11g) force variables \( z_{ij}^l \) to codify a simple path between \( s_t \) and \( t \) if \( s_t \neq t \). If \( s_t = t \), constraints (11d)-(11g) set variables \( z_{ij}^l \) to zero. Similarly to constraints (4) in formulation (SPP-F1), constraints (11j) determine by means of variables \( \lambda_{ij}^l \) the gate points in the traversed intermediate faces \( F_{ij} \), and set to zero these variables for the non-traversed ones.

Taking into account the above and the rationale of formulation (SPP-F1) for representing Problem (SPP), the equivalence between Problem (LocP-F1) and Problem (LocP) follows.

The formulation for Problem (LocP) based on formulation (SPP-F2) is shown in Theorem 17.

**Theorem 17** Problem (LocP) is equivalent to the following problem, called (LocP-F2):

\[
\begin{align*}
\min \sum_{i \in N} \sum_{e \in V} w_{ie} d_{ie}^l &\quad \text{(12a)} \\
\text{s.t.} \sum_{i \in V} u_i &= 1, \\
\sum_{e \in \text{Ext}(P_i)} \mu_{ie} &= u_i, \quad \forall i \in V, \\
\end{align*}
\]
\[
\begin{align*}
\sum_{(s_l,j) \in A} z_{s_l,j}^l - \sum_{(h,s_l) \in A} z_{h,s_l}^l &= 1 - u_{s_l}, \quad \forall l \in N, \\
\sum_{(i,j) \in A} z_{i,j}^l - \sum_{(h,i) \in A} z_{h,i}^l &= -u_i, \quad \forall l \in N, i \in V \setminus \{s_l\}, \\
\sum_{(h,i) \in A} z_{h,i}^l &\leq 1 - u_{s_l}, \quad \forall l \in N, i \in V, \\
\sum_{(i,j) \in A} z_{i,j}^l &\leq 1 - u_{s_l}, \quad \forall l \in N, i \in V, \\
d_{s_l}^l &\geq \sum_{(s_l,j) \in A} \sum_{e \in \text{Ext}(F_{s_l})} \lambda_{s_lje}^l e - \sum_{e \in \text{Ext}(F_{s_l})} \lambda_{hije}^l ||_{p_{ij}} \\
&+ \sum_{e \in \text{Ext}(P_{s_l})} \lambda_{s_lje}^l e - \sum_{e \in \text{Ext}(F_{s_l})} \lambda_{hije}^l ||_{p_{ij}}, \quad \forall l \in N, \\
d_{l}^l &\geq \sum_{(h,j) \in A} \sum_{(i,j) \in A} \sum_{e \in \text{Ext}(F_{hij})} \lambda_{hije}^l e - \sum_{e \in \text{Ext}(F_{hij})} \lambda_{hije}^l m_{ij} \\
&+ \sum_{e \in \text{Ext}(P_{hij})} \lambda_{hije}^l e - \sum_{e \in \text{Ext}(F_{hij})} \lambda_{hije}^l m_{ij}, \quad \forall l \in N, i \in V \setminus \{s_l\}, (h,i) \in A, \\
\sum_{(i,j) \in A} \rho_{hij}^l + \sum_{e \in \text{Ext}(P_{hij})} \lambda_{hije}^l &= z_{hij}^l, \quad \forall l \in N, i \in V \setminus \{s_l\}, (h,i) \in A, \\
\sum_{(h,i) \in A} \rho_{hij}^l + \sum_{e \in \text{Ext}(P_{hij})} \lambda_{hije}^l &= z_{hij}^l, \quad \forall l \in N, i \in V \setminus \{s_l\}, (i,j) \in A, \\
\sum_{e \in \text{Ext}(P_{hij})} \lambda_{hije}^l &= \rho_{hij}^l, \quad \forall l \in N, i \in V \setminus \{s_l\}, (h,i), (i,j) \in A, \\
\sum_{e \in \text{Ext}(F_{hij})} \lambda_{hije}^l &= \rho_{hij}^l, \quad \forall l \in N, i \in V \setminus \{s_l\}, (h,i), (i,j) \in A, \\
\sum_{e \in \text{Ext}(F_{hij})} \lambda_{hije}^l &= \rho_{hij}^l, \quad \forall l \in N, i \in V \setminus \{s_l\}, e \in \text{Ext}(F_{hij}), \\
\sum_{e \in \text{Ext}(P_{hij})} \lambda_{hije}^l &= \rho_{hij}^l, \quad \forall l \in N, i \in V \setminus \{s_l\}, e \in \text{Ext}(F_{hij}), \\
\sum_{(h,i) \in A} \sum_{e \in \text{Ext}(F_{hij})} \lambda_{hije}^l &= u_i, \quad \forall l \in N, i \in V \setminus \{s_l\}, \\
\sum_{(h,i) \in A} \sum_{e \in \text{Ext}(P_{hij})} \lambda_{hije}^l &= u_i, \quad \forall l \in N, i \in V \setminus \{s_l\}, \\
\sum_{(h,i) \in A} \sum_{e \in \text{Ext}(F_{hij})} \lambda_{hije}^l &= \mu_e, \quad \forall l \in N, i \in V \setminus \{s_l\}, e \in \text{Ext}(P_{hij}), \\
\sum_{e \in \text{Ext}(P_{hij})} \lambda_{hije}^l &= \mu_e, \quad \forall l \in N, i \in V \setminus \{s_l\}, e \in \text{Ext}(P_{hij}), \\
u_i &\in \{0,1\}, \quad \forall i \in V, \\
\mu_e &\geq 0, \quad \forall i \in V, e \in \text{Ext}(P_{hij}), \\
d_{l}^l &\geq 0, \quad \forall l \in N, i \in V,
\end{align*}
\]
Proof Constraints (11b)-(11g), (11k)-(11o) in Problem (LocP-F1) are constraints (12b)-(12g), (12i)-(12k) in Problem (LocP-F2). Thus, the statement in the proof of Theorem 16 for these constraints is also valid here.

Taking into account the above, observe that Problem (LocP) can be equivalently written as

$$\min \sum_{i \in N} \sum_{e \in V} w_{ei} d_i$$

s.t. (12b)-(12g)

\[d_i \geq \sum_{(s,t,j) \in A} \sum_{e \in Ext(F_{sij})} \lambda_{sij} l e - x_i z_{sij}\|p_{sij}, \forall l \in N,\]

\[d_i \geq \sum_{(h,i) \in A} \sum_{e \in Ext(F_{hie})} \lambda_{hie} l e - \sum_{e \in Ext(F_{hie})} \lambda_{hie} l e \|p_{hie} z_{hie} (1 - u_i), \forall l \in N, i \in V \setminus \{s_l\}, \]

[12b]-[12g].

Let us see that Problem (LocP-F2) is equivalent to Problem (13). Assume \(u_t = 1\) for some \(t \in V\) and let \(l' \in N\). First, suppose \(s_{l'} = t\). Then, since constraints (12b)-(12g) set variables \(z_{l'}\) to zero, it is straightforward to see that constraints (12b)-(12a) set to zero all variables \(\lambda_{l' hfe}, \rho_{hlj}, \phi_{hlj}, \psi_{hlj}, \theta_{hlj}, \forall l' \in N\). Now, suppose \(s_{l'} \neq t\). Then, on the one hand, constraints (12b)-(12g) impose

\[\sum_{(l',h) \in A} \rho_{hlj} = z_{hlj}, \forall l' \in V \setminus \{s_{l'}, t\}, (h,i) \in A,\]

\[\sum_{(l',h) \in A} \rho_{hlj} = z_{hlj}, \forall l' \in V \setminus \{s_{l'}, t\}, (i,j) \in A,\]

\[\sum_{e \in Ext(F_{hlj})} \phi_{hlj} = \rho_{hlj}, \forall l' \in V \setminus \{s_{l'}, t\}, (h,i), (i,j) \in A,\]

\[\sum_{(l',h) \in A} \phi_{hlj} = \lambda_{hlj}, \forall l' \in V \setminus \{s_{l'}, t\}, (h,i) \in A, e \in Ext(F_{hlj}).\]
and set to zero all variables $\gamma_{ht}^i, \theta_{ht}^i$ for $i \in V \setminus \{s_f, t\}$. On the other hand, constraints (12c)-(12e) impose

$$\sum_{e \in \text{Ext}(F_{ht})} \theta_{ht}^i = z_{ht}^i, \quad \forall (h,t) \in A,$$

$$\gamma_{ht}^i = \lambda_{ht}^i, \quad \forall (h,t) \in e \in \text{Ext}(F_{ht}),$$

$$\sum_{(h,t) \in A} \sum_{e \in \text{Ext}(F_{ht})} \gamma_{ht}^i = 1, \quad \forall (h,t) \in A,$$

$$\sum_{(h,t) \in A} \sum_{e \in \text{Ext}(F_{ht})} \theta_{ht}^i = 1, \quad \forall (h,t) \in A,$$

$$\sum_{(h,t) \in A} \theta_{ht}^i = \mu_{te}, \quad \forall e \in \text{Ext}(P_t),$$

and set to zero all variables $\psi_{ht}^i, \psi_{ht}^i$. Thus, by similar arguments to the ones made in the proof of Theorem (14), it can be shown that the values of variables $\rho_{hij}, \phi_{hij}, \psi_{hij}, \theta_{hie}, \gamma_{hie}$ are set to the products $z_{ht}^i z_{ht}^j, \lambda_{hie}^i \rho_{hij} (1 - u_i), \lambda_{hie}^j \rho_{hij} (1 - u_i), \mu_{te} z_{ht}^i u_i$ and $\lambda_{hie}^i z_{ht}^i u_i$, respectively. Finally, the equivalence follows by applying the homogeneity property of the norms in Problem (13). □

Formulation (LocP-F1) and formulation (LocP-F2) can be rewritten as MISOCPs using the reformulation technique described in Section 2.2.

We establish below a result comparing formulations (LocP-F1) and (LocP-F2) similar to the one in Proposition for formulations (SPP-F1) and (SPP-F2).

**Proposition 18** Let $\zeta, \zeta' \geq 0$ be the objective values of the continuous relaxations of formulation (LocP-F1) and formulation (LocP-F2), respectively. Then, $\zeta \leq \zeta'$.

**Proof** Consider the relaxations of Problem (LocP-F1) and Problem (LocP-F2). Note that the set of decision variables of the first problem is contained in the set of decision variables of the second one. Note also that the feasible domain for the set of variables $z_{ij}, \lambda_{jce}, \mu_{ie}$ and $u_i$ in the first problem contains the corresponding feasible domain in the second problem. Let us assume that we are given a realization for this set of variables that is feasible in both problems.

Let $l \in N$. Then, since constraints (11a) and (11g) imply $\sum_{(s_i,j) \in A} z_{s_{ij}} = 1 - u_{s_j}$, and using the triangular inequality, we have that

$$\| \sum_{e \in \text{Ext}(P_{s_i})} \mu_{s_i e} + \sum_{(s_i,j) \in A} \sum_{e \in \text{Ext}(F_{s_{ij}})} \lambda_{s_{ij} e} - x_l \|_{p_i}$$

$$= \| \sum_{e \in \text{Ext}(P_{s_i})} \mu_{s_i e} + \sum_{(s_i,j) \in A} \sum_{e \in \text{Ext}(F_{s_{ij}})} \lambda_{s_{ij} e} - x_l ( \sum_{(s_i,j) \in A} z_{s_{ij}} + u_{s_j} ) \|_{p_i}$$

$$= \| \sum_{(s_i,j) \in A} \sum_{e \in \text{Ext}(F_{s_{ij}})} \lambda_{s_{ij} e} - x_l z_{s_{ij}} + ( \sum_{e \in \text{Ext}(P_{s_i})} \mu_{s_i e} - x_l u_{s_j} ) \|_{p_i}$$

and

$$\sum_{e \in \text{Ext}(F_{s_{ij}})} \lambda_{s_{ij} e} - x_l z_{s_{ij}} + ( \sum_{e \in \text{Ext}(P_{s_i})} \mu_{s_i e} - x_l u_{s_j} ) \|_{p_i}$$
where
\[
\begin{align*}
\forall (x_{ij}) \in \mathcal{A} \quad \sum_{e \in \mathcal{E}} \sum_{x_{ij} \in \mathcal{P}_e} \lambda_{x_{ij}e} x_{ij} + \sum_{e \in \mathcal{E}^*} \mu_{x_{ij}e} - x_{ij} \lambda_{x_{ij}e} & \leq \sum_{e \in \mathcal{E}^*} \sum_{x_{ij} \in \mathcal{P}_e} \mu_{x_{ij}e} - x_{ij} \lambda_{x_{ij}e}.
\end{align*}
\]

On the other hand, by constraints (12a), (12p) and (12s), and by the triangular inequality, for each \(i \in V \setminus \{s, t\}\) we have that
\[
\begin{align*}
\sum_{e \in \mathcal{E}(P_i)} \mu_{e} + \sum_{(i,j) \in \mathcal{A}} \sum_{e \in \mathcal{E}(P_{ij})} \lambda_{hije}^i x_{ij} - \sum_{(h,i) \in \mathcal{A}} \sum_{e \in \mathcal{E}(P_{hi})} \lambda_{hie}^i x_{ij} & = \sum_{(h,i) \in \mathcal{A}} \sum_{(j,i) \in \mathcal{A}} \sum_{e \in \mathcal{E}(P_{ji})} \phi_{hij}^j e - \sum_{(h,i) \in \mathcal{A}} \sum_{e \in \mathcal{E}(P_{hi})} \sum_{(i,j) \in \mathcal{A}} \sum_{e \in \mathcal{E}(P_{ij})} \phi_{hij}^i e (\sum_{e \in \mathcal{E}(P_{ij})} \tau_{hij}^i e) p_i \\
\leq \sum_{(h,i) \in \mathcal{A}} \sum_{(i,j) \in \mathcal{A}} \sum_{e \in \mathcal{E}(P_{ji})} \phi_{hij}^j e - \sum_{(h,i) \in \mathcal{A}} \sum_{e \in \mathcal{E}(P_{hi})} \sum_{(i,j) \in \mathcal{A}} \sum_{e \in \mathcal{E}(P_{ij})} \phi_{hij}^i e (\sum_{e \in \mathcal{E}(P_{ij})} \tau_{hij}^i e) p_i.
\end{align*}
\]

Finally we note that the above inequalities are preserved when the MISOCP representation of the norms is applied. \(\square\)

As done for Problem \((SPP)\), we also present a preprocessing scheme for Problem \((LocP)\). After that, we report a computational study to evaluate the performance of the proposed MISOCP formulations and the preprocessing strategy.

### 3.1.1 Preprocessing

As it happened with formulation \((SPP-F2)\) in the case of Problem \((SPP)\), the continuous relaxation of formulation \((LocP-F2)\) provides tighter lower bounds for Problem \((LocP)\). Thus, we can design a preprocessing algorithm for Problem \((LocP)\) inspired in Algorithm 1 for Problem \((SPP)\). We use this preprocessing to discard some regions in which placing the new facility is not optimal. Let \(\zeta\) be the objective value of the continuous relaxation of formulation \((LocP-F2)\) but imposing that the new facility is located in polyhedron \(P_l\). If \(\zeta\) is greater than the objective value \(\zeta^{MIP}\) of a feasible solution for Problem \((LocP)\), then placing the new facility in polyhedron \(P_l\) is not optimal and therefore all the variables associated to this decision in a formulation for Problem \((LocP)\) can be removed. We preprocess a number \(m^*\) of the \(m\) regions, since preprocessing all of them can be computationally expensive. We decide to process first the polyhedra \(P_i\) with a higher value of the measure \(F(P_i) = \min_{x \in P_i} \sum_{j \in N} \|x_j - x\|_2\). The upper bound on the objective function \(\zeta^{MIP}\) that we consider is the objective value of Problem \((LocP)\) fixing for each demand point \(x_l\) the simple path induced by the intersection of the segment \([x_l, x^*]\) with the set of polyhedra \(\{P_1, ..., P_m\}\), where \(x^*\) is the optimal solution of the problem \(\min_{x \in \mathcal{P}} \sum_{j \in N} \|x_j - x\|_2\). The basic pseudocode of the above preprocessing is shown in Algorithm 2. The preprocessing algorithm for Problem \((LocP)\) returns a list \(\mathcal{L}\) of polyhedra in which placing the new facility is not optimal.

### 3.2 Computational experiments

We evaluate the performance of the MISOCP formulations and the preprocessing strategy for Problem \((LocP)\) following a similar scheme to the one described in Section 2.4. The details about the software and the computer that we use in the computational study have been already commented in Section 2.4.
Algorithm 2 Preprocessing for Problem (LocP)

1: begin
2: compute the optimal solution $x^*$ of the problem $\min_{x \in \mathbb{R}^d} \sum_{l \in \mathcal{L}} \|x_l - x\|_2$
3: compute the objective value $\zeta^\text{MIP}$ of Problem (LocP) fixing for each demand point $x_l$ the simple path induced by the intersection of the segment $[x_l, x^*]$ with the set of polyhedra $\{P_1, \ldots, P_m\}$
4: sort polyhedra $P_1, \ldots, P_m$ in non-decreasing sequence with respect to $\mathcal{F}: P_{(1)}, \ldots, P_{(m)}$ such that $\mathcal{F}(P_{(1)}) \geq \ldots \geq \mathcal{F}(P_{(m)})$
5: let $\mathcal{L} := \emptyset$
6: for $i = 1, \ldots, m^*$ do
7: compute $\zeta(i)$ the objective value of the continuous relaxation of formulation (LocP-F2) but imposing that the new facility is located in polyhedron $P_i$
8: if $\zeta(i) > \zeta^\text{MIP}$ then
9: update $\mathcal{L} := \mathcal{L} \cup \{P_{(i)}\}$
10: return $\mathcal{L}$
11: end

We generate instances for Problem (LocP) from data sets considered in the literature. Following the computational experience in [5], we have considered the demand points on the plane from the data sets in [14,32,42] (see Fig. 6). Given one of those demand points data sets, we produce a polyhedral subdivision in a rectangle containing the demand points following the procedure described in Section 2.4. In all generated instances, weights associated to polyhedra and demand points are set to 1, except in the instances generated from the data sets in [42] for which we keep the weights associated to the demand points in the original paper. As in Section 2.4 we set a time limit for each instance of 7200 seconds and we report for each value of $m$ the average, minimum and maximum value for CPU(s) and Gap(%) over 5 instances. The results obtained for formulations (LocP-F1) and (LocP-F2), as well as their combinations with the preprocessing in Algorithm 1 (referred as “Pre. + (LocP-F1)” and “Pre. + (LocP-F2)”), are shown in Tables 4-8. In this case we decide to preprocess all the polytopes in the subdivision (we choose $m^* = m$ in Algorithm 2). As in Section 2.4, the preprocessing time is subtracted to the 7200 seconds assigned to the formulation for solving the instance.
(a) The 4-points data set in [32] within the square $[0, 12]^2$.

(b) The 18-points data set in [32] within the rectangle $[0, 20] \times [0, 15]$.

(c) The 30-points data set in [42] within the square $[0, 10]^2$.

(d) The 50-points data set in [42] within the square $[0, 20]^2$.

(e) The 50-points data set in [14] within the square $[0, 10]^2$.

Fig. 6: Demand points from the data sets in [14, 32, 42] within a rectangle.
| (Con-F1) | CPU(s) | g(rap)| (Con-F2) | CPU(s) | g(rap) |
|---------|--------|-------|---------|--------|-------|
| m       | aver   | min   | max     | aver   | min   | max     |
| 5       | 0.04   | 0.00  | 0.00    | 0.00   | 0.00  | 0.00    |
| 5       | 11.87  | 9.96  | 14.04   | 0.00   | 0.00  | 0.00    |
| 10      | 3.35   | 2.57  | 4.09    | 0.00   | 0.00  | 0.00    |
| 10      | 11.68  | 1.69  | 35.59   | 0.00   | 0.00  | 0.01    |
| 15      | 10.69  | 6.48  | 15.66   | 0.00   | 0.00  | 0.00    |
| 15      | 15.68  | 7.11  | 31.05   | 0.00   | 0.00  | 0.01    |
| 20      | 7200.00| 7200.00| 7200.00 | 0.00  | 0.00  | 0.01    |
| 20      | 5080.67| 1286.86| 7200.00 | 0.00  | 0.00  | 0.10    |
| 30      | 6921.33| 5805.03| 7200.00 | 1.96  | 0.01  | 5.67    |
| 30      | 6946.57| 5934.32| 7200.00 | 1.41  | 0.01  | 4.70    |

Table 4: Results obtained for the 4-points data set in [32].
Table 7: Results obtained for the 50-points data set in [42].

| m  | aver | min  | max  | aver | min  | max  | aver | min  | max  | aver | min  | max  |
|----|------|------|------|------|------|------|------|------|------|------|------|------|
| 5  | 251.76 | 16.44 | 1180.78 | 0.00 | 0.00 | 0.01 | 5 | 1074.08 | 59.25 | 4723.35 | 0.00 | 0.00 | 0.01 |
| 10 | 607.81 | 720.00 | 4423.39 | 0.00 | 0.00 | 0.01 | 10 | 720.00 | 720.00 | 720.00 | 0.00 | 0.00 | 0.01 |
| 15 | 2080.00 | 2080.00 | 7200.00 | 5.33 | 2.46 | 7.82 | 15 | 720.00 | 720.00 | 720.00 | 31.13 | 3.26 | 62.39 |
| 20 | 7200.00 | 7200.00 | 7200.00 | 104.73 | 66.89 | 1380.78 | 20 | 7200.00 | 7200.00 | 7200.00 | 54.74 | 12.99 | 100.00 |

In the light of the results in Tables 4-8 we conclude that the preprocessing in Algorithm 2 is effective to lowering the gap for both formulation (LocP-F1) and formulation (LocP-F2). Especially significant is the effect of the preprocessing in the case of formulation (LocP-F2), where the high gap obtained by the formulation (100% in some cases) in some instances is then drastically reduced to almost zero when the preprocessing is applied. However, the preprocessing is not able to induce such a high reduction in some instances, see Table 4 for \( m = 100 \) or Table 8 for \( m = 20 \) where the performance of the combined preprocessing and formulation (LocP-F2) is still poor. On the other hand, formulation (LocP-F1) shows a more regular performance in terms of gap although in general its results are worse. Formulation (LocP-F2) also provides better computation times than formulation (LocP-F1) (this behaviour can be explained by Proposition 18), so it may be advisable in general, in spite of its (rare) bad performance on a few instances.

Finally, we would like to point out a final fact on the comparison of our methods with that in [5]. As commented above, we have generated the instances for Problem (LocP) following a similar approach to the one in [5] which considers the data sets in [14, 32, 42]. Indeed, the instances in [5] are also instances of Problem (LocP) for the particular case of only two regions. Therefore, it is an interesting question whether our formulations are also efficient when this particular case is considered. We have performed this computational experience and we have observed that the solutions found by our formulations coincide with the those reported in [5] and that the computational times are also similar (of the order of one second or less).

Table 8: Results obtained for the 50-points data set in [14].

| m  | aver | min  | max  | aver | min  | max  | aver | min  | max  | aver | min  | max  |
|----|------|------|------|------|------|------|------|------|------|------|------|------|
| 5  | 1464.15 | 23.72 | 7200.00 | 0.00 | 0.00 | 0.01 | 5 | 64.38 | 27.10 | 114.21 | 0.00 | 0.00 | 0.01 |
| 10 | 3181.93 | 279.24 | 7200.00 | 0.45 | 0.00 | 1.48 | 10 | 464.81 | 239.18 | 652.83 | 0.00 | 0.00 | 0.01 |
| 15 | 7200.00 | 7200.00 | 7200.00 | 3.19 | 1.45 | 5.08 | 15 | 3617.06 | 1589.11 | 7200.00 | 0.07 | 0.01 | 0.33 |
| 20 | 7200.00 | 7200.00 | 7200.00 | 3.20 | 1.64 | 4.30 | 20 | 6487.21 | 3545.33 | 7200.00 | 0.13 | 0.00 | 0.49 |

In Conclusions

In this paper the shortest path problem and the single-facility Weber problem are considered in a continuous framework subdivided in different polyhedra and where each polyhedron is endowed with a different \( \ell_p \)-norm. We derive two MISOCP formulations for each problem using...
the \( \ell_p \)-norms modeling procedure in [4]. We prove that the continuous relaxation of one of the formulations provides tighter lower bounds than the other. Based on the tightness of the lower bounds provided by such a formulation, we develop a preprocessing algorithm which is used to improve the computational performance of the MISOCO formulations. We solve instances with up to 500 regions for the shortest path problem and also solve some classical instances adapted to the subdivision framework in the case of the Weber problem. As a by-product of the results in our work, we also relate the local optimality condition of the shortest path problem with Snell’s law.

Besides the shortest path and Weber problems, other problems also fit in the subdivision framework of this paper, as for instance the Travelling Salesman (TSP) and the Minimum Spanning Tree (MST) problems. The resulting problems are related with the TSP and MST with neighborhoods (see e.g. [2] and [3], respectively). Indeed, we would obtain problems in which neighborhoods induce a subdivision into polyhedra and where the connection between neighborhoods is determined by the underlying graph of the subdivision and having different norms in each region. As we have shown, the formulations that we have presented are flexible since they can be easily adapted to handle different situations, which would also include the above TSP and MST problems. The adapted formulations would exploit the particular geometry of the subdivision framework for these problems. This subject is among our future lines of research and will be considered in a follow up paper.
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