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ABSTRACT
Successful sequential recommendation systems rely on accurately capturing the user's short-term and long-term interest. Although Transformer-based models achieved state-of-the-art performance in the sequential recommendation task, they generally require quadratic memory and time complexity to the sequence length, making it difficult to extract the long-term interest of users. On the other hand, Multi Layer Perceptrons (MLP)-based models, renowned for their linear memory and time complexity, have recently shown competitive results compared to Transformer in various tasks. Given the availability of a massive amount of the user's behavior history, the linear memory and time complexity of MLP-based models make them a promising alternative to explore in the sequential recommendation task. To this end, we adopted MLP-based models in sequential recommendation but consistently observed that MLP-based methods obtain lower performance than those of Transformer despite their computational benefits. From experiments, we observed that introducing explicit high-order interactions to MLP layers mitigates such performance gap. In response, we propose the Multi-Order Interaction (MOI) layer, which is capable of expressing an arbitrary order of interactions within the inputs while maintaining the memory and time complexity of the MLP layer. By replacing the MLP layer with the MOI layer, our model was able to achieve comparable performance with Transformer-based models while retaining the MLP-based models' computational benefits.
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1 INTRODUCTION
A sequential recommendation system is a core component for personalized recommendation services in Internet service platforms such as e-commerce, social network, and Over-the-top media. Given a sequence of a user's historical behaviors, the prediction performance of a sequential recommendation system depends on accurately capturing the user’s short- and long-term interest, referred as temporal dynamics. To this end, early work utilized Markov Chains [27] or Recurrent Neural Networks (RNN) [11] to represent the temporal dynamics within the user’s historical behaviors.

Over the past decades, Internet service platforms accumulated a massive amount of user behavior history with extremely long lengths [26, 37]. With the availability of such data, extracting users’ long-term interest has become a key challenge for constructing an effective sequential recommendation system. However, RNN-based architectures struggle to propagate information through long sequences due to the vanishing gradient problem [12]. As an alternative, Transformer [35] was proposed to overcome the limitations of RNNs by using a self-attention layer. The self-attention layer constructs input-dependent attention weights which provide a global receptive field over the entire sequence and directly connect all the items (e.g., tokens) in the sequence. With such a global receptive field, Transformer effectively extracts the user’s long-term interest and attains state-of-the-art performance in natural language processing [4] and sequential recommendation tasks [16, 29].

Although the self-attention layer successfully extracts users’ long-term interest, the attention weights make the memory and time complexity quadratic to the sequence length and this restricts the applicability of Transformer-based models from processing extremely long sequence data. Recently, MLP-based architectures [22, 31, 33, 38], including MLP-Mixer [32], have been proposed to replace the self-attention layer in Transformer with a simple MLP layer. The MLP layer integrates the items in the sequence with linear layers, successfully reducing the quadratic complexity to a linear complexity by substituting the self-attention layer. Surprisingly, these architectures achieved competitive performance in comparison to Transformer for natural language processing. With the availability of the users’ long behavior history, the linear computational cost of the MLP layers is indeed an attractive and promising direction to explore in the sequential recommendation systems.

From our extensive experiments, we observed that MLP-based methods performed relatively worse than Transformer-based methods for the sequential recommendation task despite its computational benefits. One of the convincing reasons could be the difference in the order of interactions a MLP layer and a self-attention layer exploit. The MLP layer contains a first-order interaction term (e.g., \(Wx\)) whereas a self-attention layer contains a third-order interaction term (e.g., \(qk^T\)). Although the first-order interaction term of the MLP layer is a universal function [13], several architectures that explicitly utilize complex interaction terms [14, 15, 24] have shown their effectiveness for the sequential recommendation task. Therefore, in this paper, we study the potentials of high-order interaction terms in the sequential recommendation task.
We propose a novel Multi-Order Interaction (MOI) layer designed to capture the desired \(k\)-th order interactions, while maintaining the linear computational cost of the MLP layer. By replacing MLP layers in MLP-Mixer with our MOI layers, we named our model as MOI-Mixer. Note that MLP-Mixer is a special case of MOI-Mixer since the MOI layer with interaction order at \(k = 1\) is identical to the MLP layer. MOI-Mixer alternates between (i) a token-mixing layer, which integrates the representations across tokens, and (ii) a channel-mixing layer, which integrates the representations within each token. We conducted extensive experiments on various datasets and observed that high-order interactions for the channel-mixing operation improves the performance of MOI-Mixer.

In summary, our contributions are threefold as follows:

- To the best of our knowledge, we are the first to apply various state-of-the-art MLP-based architectures in sequential recommendation systems.
- We propose a novel Multi-Order Interaction (MOI) layer, which effectively expresses the arbitrary order of interaction within the inputs and stacked them to construct MOI-Mixer.
- Through extensive experiments, we observe that MOI-Mixer surpasses existing MLP-based architectures, which validates the effectiveness of the high-order interactions in the sequential recommendation tasks.

## 2 RELATED WORK

### 2.1 Sequential Recommendation

Sequential recommendation systems are based on the user’s previous sequential behaviors to anticipate their future behavior. To address this problem, early work such as FPMC [27] attempts to learn user-specific transition matrices using Markov chains to model sequential patterns. Inspired by neural models’ strong representation capabilities, deep learning-based approaches [10, 11, 30, 36] including recurrent and convolution neural networks have been proposed to learn complicated user behaviors and effectively capture long-term dependencies. Recently, Transformer [35] directly connects all the items in the sequences and successfully extracts the user’s long-term preferences. These methods achieved state-of-the-art performance in sequential recommendation [16, 29].

### 2.2 MLP-based Architectures

Transformer architecture with the self-attention layer has attained state-of-the-art performance in various tasks including computer vision [3, 6] and natural language processing [4]. However, recent studies have shown that MLP-based architectures [22, 31–33, 38] can achieve competitive performance against Transformer for both computer vision and natural language processing. These MLP-based models have similar macro-level architecture to Transformer but differ in the micro-component designs. MLP-Mixer [32] and ResMLP [33] simply replaced the self-attention layer with the MLP layer and obtained competitive performance on image classification benchmarks. gMLP [22] used the gated version of the MLP layer, further enhancing the performance of the MLP-based models.

## 3 PRELIMINARY

This section describes the problem settings of sequential recommendation and the macro-level architecture of MOI-Mixer.

### 3.1 Problem Formulation

Sequential recommendation aims to model the users’ item preference by predicting the next item given the past interacted items (i.e., watched movies) [16, 29]. Formally, given a sequence of users’ interacted items with length \(s\), at time step \(t\) (i.e., interacted items from time step \(t - s + 1\) to \(t\)), the objective is to predict the next item at time step \(t + 1\) that the user is likely to interact with.

### 3.2 Overall Architecture

Fig. 1 depicts the overall architecture of MOI-Mixer. MOI-Mixer closely follows the macro-structure of MLP-Mixer and ResMLP [32, 33], which is composed of three different modules: (a) an embedding, (b) an encoding, and (c) a prediction module.

The embedding module in Fig. 1(a) takes a sequence of \(n\) number of items in the user’s item interaction history as an input, and each item is projected onto a \(c\)-dimensional token resulting in an input matrix of \(X \in \mathbb{R}^{s \times c}\). Note that while previous architectures with self-attention layers utilized positional embedding to provide either absolute or relative positional information in a given sequence to cope with the permutation invariance property [16, 29], MOI-Mixer does not require the positional embedding since the encoding layer within our proposed architecture is already sensitive to the order of the tokens, allowing inherent learning of position of each sequence.

Then, in Fig. 1(b), the embedded input \(X\) is fed into the encoder module which consists of a stack of identical blocks where each block is composed of two mixing operations. The first operation conducts token-wise mixing, which we call a token-mixing layer, \(TM(\cdot)\). It acts identically on the columns of \(X\) to capture the interaction between the tokens within a channel which maps \(\mathbb{R}^c \leftrightarrow \mathbb{R}^c\). Then,
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the results are fed to a channel-mixing sub-layer, CM(·), which acts on the rows of X to capture the interaction between the channels within a token, which maps $\mathbb{R}^c \mapsto \mathbb{R}^c$. Following [29, 32, 33], standard architectural components such as residual connections [7] and layer normalization [2] are utilized to stabilize the training process. Omitting the layer indices for brevity, the encoder layer of MOI-Mixer is written as

$$Y_{i, j} = X_{i, j} + TM(LayerNorm(X_{i, j})), \quad \text{for } i = 1 \ldots c,$$

$$Z_{i, j} = Y_{j, i} + CM(LayerNorm(Y_{j, i})), \quad \text{for } j = 1 \ldots s,$$

where $Y, Z \in \mathbb{R}^{c \times c}$ indicates the output of the token-mixing layer and the channel-mixing layer, respectively.

Once the input undergoes the encoding module, the encoded representation of the last token $X_c \in \mathbb{R}^c$ in the sequence is passed to the prediction module for the final classification problem, as shown in Fig. 1(c). The prediction module is composed of a two-layer feed-forward network with GELU activation [9], followed by the softmax function as done in [29]. As a result, we obtain a probability distribution over the items for the next token.

The difference between the MLP-Mixer [32] and ours lies on the operations of the token-mixer $TM(·)$ and the channel-mixer $CM(·)$. The MLP-Mixer utilized a MLP layer for $TM(·)$ and $CM(·)$, capturing the first-order interactions between the tokens and the channels. However, MOI-Mixer applies the MOI layer, capturing the multi-order interactions between the tokens and the channels.

4 PROPOSED METHOD

Here, we explain our MOI (Multi-Order Interaction) layer designed to capture the multi-order interaction over the input features.

4.1 Parameterized Multi-Order Interaction

Our goal is to learn a weight tensor $T$ which linearly combines the $k$-th order of interaction between $k$ different inputs. Let us denote the input vectors as $x_1 \in \mathbb{R}^{d_1}, \ldots, x_k \in \mathbb{R}^{d_k}$, the number of the hidden dimensions as $d_1, \ldots, d_k$, the desired order of interaction as $k$ and the output dimension as $h$. In addition, we define the learnable tensor $T \in \mathbb{R}^{d_1 \times \cdots \times d_k \times h}$, which outputs $h$ different $k$-th order interactions over the input features denoted by $z \in \mathbb{R}^h$. Specifically, $z$ is defined as

$$z^T = (((T \times_1 x_1) \times_2 x_2) \times_3 \cdots \times_k x_k),$$

where operator $\times_i$ denotes the $i$-th mode tensor product.

![Figure 2: An illustrative example of the Parameterized Multi-Order Interaction for the interaction order $k = 3$.](image)

4.2 Low-Rank Approximation

Although the tensor $T$ could capture all possible $k$-th order interactions, learning such a large tensor $T$ gets practically infeasible due to the exponential number of parameters as mode $k$ increases. To reduce the computational cost, we employ PARAFAC decomposition [17] to perform a low-rank approximation of the tensor. Note that we denote $R$ as the rank of the decomposed matrices which controls a trade-off relationship between the decomposition rate and the computational cost. Here, we set $R = 1$ and conduct the PARAFAC decomposition for the tensor $T$, i.e.,

$$T \approx (((G \times_1 W_1) \times_2 W_2) \times_3 \cdots \times_k W_k), \quad (3)$$

where $G \in \mathbb{R}^{k \times h \times \cdots \times h}$ is a rank-1 weighting tensor and $W_i \in \mathbb{R}^{d_i \times h}, \ldots, W_k \in \mathbb{R}^{d_k \times h}$ are the learnable factor matrices [5].

Then, leveraging Eq. (3), we can re-write the output $z$ as

$$z^T \approx (((G \times_1 x_1 W_1) \times_2 x_2 W_2) \times_3 \cdots \times_k x_k W_k), \quad (4)$$

Following [21], the result obtained from Eq. (4) can be approximated by the Hadamard products without the presence of the rank-1 tensor $G$. Hence the output $z$ can be approximated as

$$z \approx (W^T x_1 \odot \cdots \odot W^T_k x_k), \quad (5)$$

where $\odot$ indicates the Hadamard product.

In Eq. (5), the weight matrices $W_1, \ldots, W_k$ can have their own bias vectors $b_1, \ldots, b_k \in \mathbb{R}^h$. With the bias vectors, the output $z$ can represent all terms of the interactions less than or equal to $k$, i.e.,

$$z = (W^T x_1 + b_1) \odot \cdots \odot (W^T_k x_k + b_k)$$

$$= (Wx + \sum_{i=1}^{k} W^T_i x_i \cdot \text{diag}(b_i))$$

$$+ \sum_{i=1}^{k} \sum_{j=i+1}^{k} (W^T_i x_i \odot W^T_j x_j) \cdot \text{diag}(b_i \odot b_j)$$

$$+ \cdots + (b_1 \odot \cdots \odot b_k), \quad (6)$$

where $Wx = (W^T x_1 \odot \cdots \odot W^T_k x_k)$ and $\odot$ indicates the Hadamard division.

4.3 Multi-Order Interaction Layer

The interaction model in Eq. (5) outputs $h$ different features of the $k$-th order interactions. We then introduce an additional linear layer $W_k \in \mathbb{R}^{h \times d_k}$ after the Hadamard product to not only aggregate, but also map the output $z$ onto the identical dimension as input $x$ for residual connections.

To further enhance the representative capacity of the model, we apply a non-linear activation function immediately after the input vectors, as in [19]. However, the Hadamard product over the multiple inputs may induce the explosion of the output values. Therefore, to suppress the large output values, we exploit an additional layer normalization after the product, inspired by [1, 39].

To sum up, as illustrated in Fig. 3, we define our MOI (Multi-Order Interaction) Layer at the interaction order $k$ as

$$\text{MOI}_k(x_1, \ldots, x_k) = W_0^T \text{LayerNorm}(\sigma(W_1^T x_1) \odot \cdots \odot \sigma(W_k^T x_k)), \quad (7)$$

where $\sigma$ is an element-wise non-linear function (i.e., GELU [9]).

4.4 Special cases of MOI layer

We now discuss the relationship between the MOI layer and existing layers with respect to the order $k$. Throughout the section, we omit the normalization layer for brevity.
where $k$ is the order of token interaction and one for the channel-mixing layer.

4.5 MOI-Mixer

The final architecture of our proposed MOI-Mixer is composed of two MOI layers, one for the token-mixing layer $TM(\cdot)$ and the channel-mixing layer $CM(\cdot)$.

4.6 Relation to Previous Models

Relation to MLP-Mixer, ResMLP: The overall structure of MOI-Mixer can easily be modified to MLP-Mixer [32] and ResMLP [33], the simplest MLP-based architecture, by simply setting the order of the MOI-Mixer $k_c = 1$ and $k_s = 1$ for the token-mixing layer $TM(\cdot)$ and the channel-mixing layer $CM(\cdot)$. Note that ResMLP [33] requires an additional affine layer before and after the token-mixing layer for normalization.

Relation to gMLP: Different from the MLP-Mixer architecture, gMLP combines the token-mixing and the channel-mixing in a single module which can be written as:

$$Z = (\sigma(XW_1) \odot W_2 \sigma(XW_2))W_0,$$

where $X \in \mathbb{R}^{c \times e}$ is the input matrix, $W_1, W_2 \in \mathbb{R}^{c \times h}$ are channel-mixing weights, $W_3 \in \mathbb{R}^{h \times e}$ is a token-mixing weight, and $W_0 \in \mathbb{R}^{h \times c}$ is the output matrix.

By removing the token-mixing weight $W_3$, gMLP is identical to the channel-mixing layer $CM(\cdot)$ of MOI-Mixer with the order $k_c = 2$. Since the token’s interaction is modeled by a simple linear layer $W_3$, gMLP resembles MOI-Mixer when the interaction order of the token-mixer is $k_s = 1$ and channel-mixer is $k_s = 2$. However, MOI-Mixer differs from the gMLP where the gMLP’s computational costs of $W_3$ is quadratic to the sequence length which may not be a practical choice for the long sequence dataset.

5 EXPERIMENTS

In this section, we first provide our experimental settings and report the results with detailed analysis on standard benchmark datasets. Specifically, Section 5.1 briefly introduces the datasets and evaluation protocols. Section 5.2 analyzes the effects of the interaction order. Then, Section 5.3 compares MOI-Mixer and its variants with state-of-the-art recommendation architectures to verify the effectiveness of high-order interactions. Lastly, Section 5.4 conducts an ablation study for an in-depth analysis of the proposed method.

5.1 Experimental Setup

Datasets: We evaluate our model on five sequential recommendation datasets where the sparsity and domain varies significantly.

- Beauty: This is a dataset introduced in [25], containing series of product reviews crawled from the Amazon.com. This dataset is known for its high sparsity.
- Steam: This is a dataset collected from the online game distribution platform, Steam, which was first introduced in [16].
- MovieLens: This is a widely-used benchmark dataset in recommendation systems containing each user’s ratings for movies. We used MovieLens-1m and MovieLens-20m, where 1m and 20m indicate the number of interactions, respectively.
- XLong: This is a dataset introduced by [26], which is the collection of the click logs of Alibaba’s e-commerce platform, containing particularly long sequences of data.

Table 1: Statistics of the processed dataset. The avg. int. denotes the average number of interacted items per user.

| Type | Dataset | Users | Items | Total int. (M) | Avg. int. |
|------|---------|-------|-------|---------------|----------|
| Beauty | 40,226 | 54,542 | 0.4 | 8.8 |
| Small | Steam | 281,428 | 13,044 | 3.5 | 12.4 |
| Large | ML-1m | 6040 | 3,416 | 1.0 | 163.5 |
| Large | ML-20m | 138,493 | 26,774 | 20.0 | 144.4 |
| Long | XLong | 20,000 | 747,460 | 15.9 | 794.2 |

We followed the data pre-processing procedure from [16, 29], where all reviews and ratings are regarded as implicit feedback.
Afterward, interacted items are grouped by users and ordered by timestamps. We only kept users and items that have at least five interactions to maintain the quality of the dataset. Detailed statistics of the processed datasets are outlined in Table 1.

**Baselines** To verify the effectiveness of our model, we compare our method with well-known sequential recommendation baselines including POP, NCF [8], GRU4Rec+ [11], HPMN [26] and BERT4Rec [29]. POP is one of the simplest baselines which recommends items based on rank-based popularity. NCF models the interactions between users and items via matrix factorization. While factorization-based methods [8] disregard the temporal dynamics of interaction histories, GRU4Rec+ utilize RNNs to incorporate the temporal dynamics. However, for datasets with longer sequences, the recurrent neural layers suffer from the vanishing gradient problem. To alleviate this problem, HPMN introduced a hierarchical memory network to the recurrent layers to memorize the user’s long-term interest. On the other hand, BERT4Rec utilized the self-attention layer to globally attend all items within the sequence. Apart from the sequential recommendation literature, we consider MLP-based architectures (i.e., MLP-Mixer [32] and gMLP [22]), which integrate the temporal dynamics with a simple MLP layer.

For POP and NCF we report the results from [29]. For GRU4Rec+ and HPMN we use the official code while modifying the prediction module identical to our settings. For BERT4Rec, MLP-Mixer, and gMLP, the results are based on our reproduced implementations.

**Training** For the training procedure, we adopted the masked language modeling (MLM), a conventional training objective for bidirectional sequential models [4, 29]. Specifically, we randomly masked tokens within the given sequence of historical behavior of a user and trained the model to predict the original item of the masked token based on its context.

**Implementation Details** For fair comparison, we set GRU4Rec+ and HPMN by following their optimal configurations where the number of layers are fixed as \(L = 6\). For BERT4Rec, MLP-Mixer, gMLP, and MOI-Mixer, we use the optimal configurations of BERT4Rec. We trained all models by changing the learning rate from \(0.0001\) to \(0.001\) with cosine learning rate decay [23]. We set the batch size as \(256\) and dropout rate as 0.2.

**Sequence Length** Following [16,29], we set the maximum sequence length as \(s = 50\) for Beauty and Steam, and \(s = 200\) for ML-1m and ML-20m datasets. For XLong dataset, we set \(s = 1000\), following from [26]. The mask proportion \(\rho\) is fixed to \(\rho = 0.6\) for Beauty, \(\rho = 0.4\) for Steam, \(\rho = 0.2\) for ML-1m, ML-20m, and \(\rho = 0.1\) for XLong dataset.

**Evaluation** For evaluation, we adopted the next item recommendation (i.e., leave-one-out evaluation) task. For each user, we set the last item of the interaction sequence as the test data and the second-last item as the validation data. Here, the goal is to rank the ground-truth item higher than the other items. For fair comparison, we paired the ground-truth item with 100 negative items that are sampled according to their popularity following [8, 16, 28, 29].

**Metrics** When comparing among models, we are interested in two primary quantities: (1) the recommendation accuracy and (2) computational cost, which are major concerns of a recommendation system. To measure the recommendation accuracy, we commonly employ TOP-N metrics, Hit Ratio (HR) and Normalized Discounted Cumulative Gain (NDCG). Throughout this section, we compare HR@n and NDCG@n with rank \(n\) set to \(\{1, 10\}\). To indicate the computational cost, we denote the number of parameters for the encoding layer (Params), the GPU memory requirements (VRAM) and the Floating point Operations Per Second (FLOPs).

### 5.2 Impact of Interaction Orders

Here, we empirically study the importance of the interaction order for the token- and channel-mixing layer. Throughout this section, we use ML-1m dataset for the evaluation.

**Table 2: Effects of the token interaction orders on ML-1m.**

| Model    | \(k_s\) | \(k_c\) | Params (M) | NDCG@10 |
|----------|---------|---------|------------|---------|
| MOI-Mixer| 2       | 1       | 0.89       | 0.4782  |
|          | 3       | 1       | 0.89       | 0.4674  |
| BERT4Rec | -       | -       | 1.31       | 0.4964  |

Order of token interaction Table 2 shows the comparison of MOI-Mixer to other methods with respect to various token interaction orders ranging from \(k_s \in \{1, 2, 3\}\). Comparing the results among MOI-Mixer variants, MOI-Mixer\(_{(1,1)}\) (i.e., MLP-Mixer) shows the most competitive performance compared to BERT4Rec, with a 1.6% drop in NDCG@10. We observe that a simple first-order token interaction performs the best, while more complex token-wise interactions degrade the recommendation accuracy of MOI-Mixer.

• **Optimizer:** We used Adam [20] optimizer and trained for 200 epochs with cosine learning rate decay [23]. We set the batch size as 256 and dropout rate as 0.2.

• **Sequence Length:** Following [16,29], we set the maximum sequence length as \(s = 50\) for Beauty and Steam, and \(s = 200\) for ML-1m and ML-20m datasets. For XLong dataset, we set \(s = 1000\), following from [26]. The mask proportion \(\rho\) is fixed to \(\rho = 0.6\) for Beauty, \(\rho = 0.4\) for Steam, \(\rho = 0.2\) for ML-1m, ML-20m, and \(\rho = 0.1\) for XLong dataset.
Table 3: Performance of different recommendation models on next-item prediction. The results are averaged over three random seeds. Bold scores indicate the best model for each metric and underlined scores indicate the second best model.

| Datasets | Metric | POP | NCF | GRU4Rec† | HPMN | BERT4Rec | gMLP | MLP-Mixer | MOI-Mixer(k_s,k_c) |
|----------|--------|-----|-----|----------|------|----------|------|-----------|------------------|
|          |        |     |     |          |      |          |      |           | (1, 2)           | (1, 3)           |
| Beauty   | Prms(M) | 0.0 | -   | 1.18     | 1.18 | 1.31     | 0.79 | 0.81      | 0.81             | 0.81             |
|          | FLOPs(M)| 0.0 | -   | 14.58    | 7.60 | 16.38    | 10.90| 11.95     | 11.95            | 11.95            |
|          | HR@1   | 0.0077 | 0.0407 | 0.0651 | 0.0792 | 0.0988 | 0.0959 | 0.1068 | **0.1104** | 0.1102 |
|          | HR@10  | 0.0762 | 0.2142 | 0.2676 | 0.2803 | 0.3272 | 0.3217 | 0.3244 | **0.3294** | 0.3278 |
|          | NDCG@10| 0.0349 | 0.1124 | 0.1479 | 0.1518 | 0.2000 | 0.1950 | 0.2029 | **0.2076** | 0.2073 |
| Steam    | Prms(M) | 0.0 | -   | 1.18     | 1.18 | 1.31     | 0.79 | 0.81      | 0.81             | 0.81             |
|          | FLOPs(M)| 0.0 | -   | 12.46    | 5.48 | 14.26    | 8.77 | 9.82      | 9.83             | 9.83             |
|          | HR@1   | 0.0159 | 0.0246 | 0.0832 | 0.0986 | **0.1368** | 0.1138 | 0.1204 | 0.1278 | **0.1305** |
|          | HR@10  | 0.1389 | 0.2169 | 0.3685 | 0.4011 | **0.4560** | 0.4227 | 0.4245 | 0.4430 | **0.4413** |
|          | NDCG@10| 0.0665 | 0.1026 | 0.2153 | 0.2315 | **0.2761** | 0.2476 | 0.2525 | 0.2635 | **0.2657** |
| ML-1m    | Prms(M) | 0.0 | -   | 1.18     | 1.18 | 1.31     | 0.87 | 0.89      | 0.89             | 0.89             |
|          | FLOPs(M)| 0.0 | -   | 47.36    | 19.44 | 60.69    | 35.67 | 36.82     | 36.87            | 36.83            |
|          | HR@1   | 0.0141 | 0.0397 | 0.2235 | 0.2631 | **0.3018** | 0.2823 | 0.2864 | 0.2908 | 0.2885 |
|          | HR@10  | 0.1358 | 0.3477 | 0.6374 | 0.6612 | **0.7128** | 0.6958 | 0.6992 | 0.7009 | 0.7039 |
|          | NDCG@10| 0.0621 | 0.1640 | 0.4151 | 0.4468 | **0.4964** | 0.4781 | 0.4805 | 0.4873 | 0.4853 |

Table 4: Effects of the channel interaction orders on ML-1m. The results indicate NDCG@10 for ML-1m.

| Model     | 16   | 32   | 64   | 128  | 256  | 512  |
|-----------|------|------|------|------|------|------|
| MOI_{(1,1)} | 0.4485 | 0.4652 | 0.4737 | 0.4805 | 0.4791 | **0.4814** |

We also observe that MOI-Mixer_{(1,1)} works reasonably well with a wide range of token hidden dimensions as described in Table 4. Although ML-1m’s maximum sequence length is set to s = 200, utilizing a bottleneck architecture of d_s = 128 showed subtle performance difference to d_s = 512. Moreover, in the extreme case of encoding the interactions with d_s = 16, the performance dropped only by 3.2%.

From these experimental results, we claim that the token-mixing operation of sequential recommendation may not require complex interactions and a simple interaction may be sufficient.

Table 5: Effects of the channel interaction orders on ML-1m.

| Model     | k_s | k_c | Params (M) | NDCG@10 |
|-----------|-----|-----|------------|---------|
|           | 1   | 1   | 0.89       | 0.4805  |
| MOI-Mixer | 2   | 1   | 0.89       | 0.4873  |
|           | 3   | 0.89| 0.4853     |         |
| BERT4Rec  | -   | -   | 1.31       | **0.4964** |

Order of channel interaction Table 5 reports the results of MOI-Mixer for different channel interaction orders k_c ∈ {1, 2, 3}. We discovered that increasing the order of channel interaction from k_c = 1 to k_c = 2 boosts the performance by 0.7%. A possible explanation is that MOI-Mixer benefits from the attained fine-grained channel representations by explicitly expressing the multiplicative channel interaction as in [15]. Interestingly, when we raise the order of channel interaction from k_c = 2 to k_c = 3, it does not improve the performance of our model while the results are similarly good, with a performance drop of 0.2%.

In summary, we found that the high-order interaction was helpful in the channel-mixing layer but was not a necessary component in the token-mixing layer. Therefore, unless specified, we will use MOI-Mixer_{(1,2)}, which showed superior performance over MOI-Mixer_{(1,3)}, as our default architecture throughout the paper. We provide additional analysis regarding the impact of different combinations of token- and channel-mixing interaction order on the performance of MOI-Mixer in the Appendix A.1.

5.3 Results

Here, we empirically study the performance of our method on various types of experimental settings. We categorize the datasets as small-scale, large-scale, and long-sequence, to evaluate our model. For all evaluations, we omit NDCG@1 as it is identical to HR@1.

Small-scale Table 3 summarizes the results of all models on Beauty, Steam and ML-1m. First, by comparing POP with NCF, we observe that reflecting the user’s personal preferences is beneficial. Second, explicitly modeling the temporal dynamic with recurrent layers (i.e., GRU4Rec†, HPMN) outperform the matrix factorization-based method (i.e., NCF). Third, BERT4Rec significantly outperforms the models with the recurrent layers verifying the effectiveness of the self-attention layers in capturing the user’s preference.

Among the MLP-based methods, MOI-Mixer shows the best performance for all datasets. For Beauty, MOI-Mixer attained state-of-the-art performance with 0.76% higher NDCG@10 results, 38.2% fewer parameters and 27% fewer FLOPs compared to the Transformer-based model (i.e., BERT4Rec). Though MOI-Mixer was not the best...
performing architecture for Steam and ML-1m, it achieves competitive results compared to the Transformer-based model (i.e., BERT4Rec). More specifically, compared to MLP-Mixer, MOI-Mixer shows 1.1% and 0.68% improvements in NDCG@10 for Steam and ML-1m, respectively, with identical computational cost. It is interesting to note that MOI-Mixer_{(1,2)} achieved superior performance to BERT4Rec for Beauty and ML-1m but not for Steam. We conjecture that the Steam dataset requires more complex features than other datasets when expressing the tokens.

In summary, we demonstrate the importance of including high-order channel interactions to obtain the effective representation for the sequential recommendation datasets at a relatively small scale.

Table 6: The number of parameters of each model with a different number of layers and hidden dimensions.

| Name | Dimensions | Parameters (M) |
|------|------------|----------------|
|      | $L$ | $d_h$ | BERT4Rec | gMLP | MLP Mixer | MOI Mixer |
| Base | 12 | 512 | - | 19.4 | 20.1 | 20.1 |
|      | 8  | 512 | 21.0 | 12.9 | 13.4 | 13.4 |
| Small| 4  | 512 | 10.5 | 6.5 | 6.7 | 6.7 |
|      | 4  | 256 | 2.6  | 1.8 | 1.8 | 1.8 |
| Micro| 2  | 256 | 1.3  | 0.9 | 0.9 | 0.9 |

Large-scale Here, we study the scalability of MOI-Mixer compared to BERT4Rec, gMLP, and MLP-Mixer in a larger dataset, i.e., ML-20m. Table 7 reports the number of parameters for each model by changing the number of layers and hidden dimensions where the configurations are adopted from [4].

Table 7: Performance comparison on ML-20m dataset using the largest model configuration.

| Model   | Prms (M) | FLOPs (M) | HR@10 | NDCG@10 |
|---------|----------|-----------|-------|---------|
| BERT4Rec| 21.0     | 906.4     | 0.7756| 0.5647  |
| gMLP    | 19.4     | 806.3     | 0.7712| 0.5622  |
| MLP-Mixer| 20.1 | 882.1     | 0.7684| 0.5580  |
| MOI-Mixer| 20.1 | 882.9     | 0.7730| 0.5620  |

Table 7 summarizes the performance of the models with their largest configurations. We found that the performance difference was marginal, showing the largest difference of NDCG@10 was only 0.67%. Among the MLP-based architectures, MOI-Mixer shows competitive scalability against gMLP, which is the state-of-the-art MLP-based architecture in natural language processing tasks [22].

Fig. 4 summarizes the performance vs parameter curve for each model. Comparing BERT4Rec with the MLP-based architectures, the performance gap reduces as the model scale increases. Moreover, MOI-Mixer and gMLP were able to surpass MLP-Mixer at all scales. This verifies that an explicit high-order term is consistently beneficial for learning sequential patterns.

In summary, similar to the findings from the small-scale datasets, the explicit high-order feature interactions were also beneficial for the large-scale dataset.

Figure 4: Performance-parameter trade-offs at a different scale, evaluated on ML-20m dataset.

Table 8: Performance of recommendation models on XLong dataset. The maximum sequence length $s$ is set to 1000.

| Model   | Prms (M) | VRAM (GB) | FLOPs (M) | NDCG@10 |
|---------|----------|-----------|-----------|---------|
| GRU4Rec$^*$ | 0.14    | 4.37      | 14.75     | 0.1249  |
| HPMN    | 0.14     | 3.54      | 6.07      | 0.2657  |
| BERT4Rec| 0.08     | 42.09     | 67.28     | 0.4852  |
| MLP     | 2.05     | 13.14     | 35.40     | 0.4902  |
| MLP-Mixer| 0.30    | 13.32     | 13.04     | 0.4914  |
| MOI-Mixer| 0.30    | 13.52     | 13.08     | 0.4938  |

Long Sequence Table 8 summarizes the results of GRU4Rec$^*$, HPMN, BERT4Rec, gMLP, MLP-Mixer and MOI-Mixer for the XLong dataset. Our goal is to investigate the performance and capacity of each model for modeling lifelong sequences. To fully compare the computational complexity of each model, we set $d_h = 64$, the batch size as 128, and measure all metrics on two RTX 3090 24GB GPUs. Our observations from the results are as follows:

MOI-Mixer achieves the best performance while maintaining identical computation cost of MLP-Mixer, confirming the benefit of high-order interaction for long sequences. MOI-Mixer only required 85.4% fewer parameters and 63.1% fewer FLOPS compared to gMLP, which shows the lowest performance out of all MLP-based models. Moreover, MOI-Mixer required 67.9% fewer VRAM and 80.6% fewer FLOPS than BERT4Rec with 0.86% higher NCDG@10 results.

Fig. 5 illustrates the computation cost and NDCG@10 of the compared models by changing the sequence length $s$ from 100 to 1000. We find that all models yield better recommendation accuracy when given longer sequences, demonstrating the importance of integrating long sequence of interactions. However, in BERT4Rec, the required VRAM and FLOPS grow exponentially with longer sequences due to the attention weight, which is quadratic to a sequence length, and in gMLP, the total number of parameters and FLOPS grow exponentially. Such properties limit the applicability of BERT4Rec and gMLP for real-world tasks requiring modeling.
long sequences. In contrast, MLP-Mixer and MOI-Mixer efficiently processes long sequences in linear computational complexity.

![Comparison of different recommendation models](image)

**Figure 5:** Comparison of different recommendation models in terms of the computational cost and performance. The results are obtained from XLong dataset.

### 5.4 Ablation studies

Table 9 reports the ablation study of our base model and a summary of our preliminary exploration.

#### Table 9: Ablation study on the architectural components of MOI-Mixer, evaluated on ML-1m dataset.

| Ablation       | Variant                  | NDCG@10 |
|----------------|--------------------------|---------|
| Baseline       | MOI-Mixer\(_{\{1,2\}}\) | 0.4873  |
| Norm-Type      | LayerNorm → None         | 0.4848  |
| Norm-Type      | LayerNorm → L2-Norm      | 0.4767  |
| Norm-Type      | LayerNorm → Layer-Scale  | 0.4862  |
| Norm-Location  | Before-Activation         | 0.4840  |
| Norm-Location  | After-Activation          | 0.4859  |
| Token-mixer    | MLP → Linear             | 0.4843  |
| Embedding      | (+) Position Embedding    | 0.4876  |

**Normalization** To see how different types of normalization can affect our model performance, we experimented using (i) no normalization, (ii) L2 normalization as in [1] and (iii) Layer Scale [34]. It was interesting to observe that applying L2 normalization degrades the performance more than when applying no normalization at all. Also, while Layer Scale was shown to improve Transformer architectures, MOI-Mixer does not benefit much from it. We also performed ablation studies to see whether the location of the normalization layer is critical. Through preliminary experiments, we observed that applying the normalization layer right after computing the Hadamard Product was the most effective.

**Token-mixer** Replacing the MLP layer with a a single linear layer for the token-mixing component also gives a good performance, with only a 0.3% decrease in NDCG@10. However, such replacement is not desirable since it creates a quadratic term for the sequence length, restricting the scalability of MOI-Mixer.

**Embedding Layer** Following the implementation details of Transformer, we also evaluated the performance of MOI-Mixer with additionally applying positional embeddings. The position embedding did not bring gain into MOI-Mixer since the MLP layer is already sensitive to the order of the sequences.

### 6 CONCLUSION AND DISCUSSION

This paper proposed MOI-Mixer, which aims to leverage high-order interactions for MLP-based models in sequential recommendation systems. We claim that Transformer and existing MLP-based models differ in performance due to the absence of an explicit high-order term. Thus, we introduce a novel MOI layer which is capable of modeling arbitrary multi-order interactions among the given input features. Experimental results on five real-world datasets show that integrating a high-order term in MLP-based models is consistently beneficial. We also show that MOI-Mixer is computationally efficient in processing long-sequence behavior data compared to the state-of-the-art model [29].

Interesting future work includes applying MOI-Mixer to various other fields such as computer vision and natural language processing, where the simple MLP-based models have shown competitive results. We hope that our work opens up the potentials for research on MLP-based models in sequential recommendation tasks.

### A APPENDIX: ADDITIONAL EXPERIMENTS

#### A.1 Analysis on the interaction orders

The following table reports the results of MOI-Mixer by varying the order of the token- and the channel-mixing layers.

#### Table 10: MOI-Mixer’s performance on ML-1m dataset by varying the combinations of the interaction orders.

| \(k_t \backslash k_c\) | 1   | 2   | 3   | 4   |
|---------------------|-----|-----|-----|-----|
| 1                   | 0.4805 | **0.4873** | 0.4853 | 0.4855 |
| 2                   | 0.4782 | 0.4846 | 0.4835 | 0.4812 |
| 3                   | 0.4674 | 0.4743 | 0.4729 | 0.4711 |
| 4                   | 0.4653 | 0.4738 | 0.4708 | 0.4695 |

In this table, we observe that (i) increasing interaction order between the tokens consistently degrades the performance regardless of the channel’s interaction order and (ii) the second-order channel interaction performed the best where further increasing the order of channel interactions weakens the performance in MOI-Mixer.
