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Abstract. The article considers system capability (or – system potential) estimation regarding different kinds of information operations use. Information operations classification suggested. System capability is introduced in the article as property to research teleological (goal- and effects-related) aspects of information technology. Such aspects are studied analytically, with predictive and prescriptive mathematical models and methods. Researchers can apply system capability to dynamic capability, organizational capability investigation regarding information technology, learning technology, and innovation technologies use. Example of system capability estimation considered.

1 Introduction

There is a gap between the need to decide a variety of problems, such as dynamic capability [1, 2], adaptability [3], resilience [4], IT-enabled capabilities [5–7], information technology (IT) value investigation problems [8–10], infonomics [11], IT governance problems [12], related to the evaluating the quality of system functioning in turbulent environments [13] and to the measurement of IT use, on the one hand, and theoretical models and methods available for such problems decision as related mathematical problems - on the other hand [14, 15]. We suggest system capability analytical research methods and models to fill this gap. System capability is a system's ability to achieve changing goals as a reaction to turbulent environments [16]. We consider complex technical, technological, socio-technical systems (CTS), which are such systems that include interrelated elements of a different nature, i.e., mechanical, organizational, human, and technological components [17]. For such CTS, the capability is required: to react to CTS environment changes and impacts, to respond to environmental changes, attacks, to respond on goals changes [18]. So, system capability needed to interact appropriately with the environment and parts of the system under environmental impacts. Information operations are required to create such system capability and to provide interaction under changed conditions. The system capability is used to estimate dynamic capabilities indicators, organizational capabilities indicators, system dependable indicators, and IT-enabled capabilities indicators.

Further, indicators of this property are used to solve various practical problems as appropriate mathematical problems of indicators estimation and the CTS elements, capabilities, information operations synthesis based on indicators, estimated as a function of
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possible CTS characteristics. For assessment of such property complex of models is necessary. It shall reflect the interacting system, its environments of a different kind, and information operations. Information operations are required to check the system and its environment functioning states to measure their correspondence.

Then information operations are used to alternate the CTS functioning to achieve a possibly changed goal set by changing environment and with changing impact on the CTS. CTS's research in varying conditions and IT use to react to changes and provide quality interaction with the environment are traditionally implemented based on the pragmatic properties of such use in the functional domain [19, 20]. The objects' pragmatic properties under study are properties of various objects, such that these properties characterize the results of the activity with objects. Pragmatic properties are measured by the effects (main results) of actions at the boundary and then by these effects' compliance with the environment's requirements. Activity is always implemented using certain information operations (at least using human senses and brain) to check state, to describe future actions, check the results, and change the action. Unfortunately, such activities are not yet studied in sufficient detail.

2 Information Operations Classification and Quality Estimation

Classification of information technology actions (operations) illustrated at figure 1. First level classification shown.

![Fig.1. Information Technology actions classification. First-level classification.](image)

The goal of the first two kinds of IT operations is information itself. Under information \( Im \) here, we mean the form of the existence of ideas or thoughts in the material world (that is, outside of mind). Such form, for example, is a record on some «information carrier.» Difference of actions to obtain information \( a^o:\ M, m \rightarrow Im \) is their input \( Mm \) can be material world or mind, but information processing actions \( a^{ip}: Im_1 \rightarrow Im_2 \) take information \( Im_1 \) as input and produce information as \( Im_2 \) as output. This information can be both prescriptive \( Imp \) or descriptive \( Imd \) or their system. Finally, information use actions \( a^{iu}: Im \rightarrow Mm \) take information \( Im \) as input and produce changes outside (\( M \)) or inside (\( m \)) mind. Such changes are made by humans or devices (actuators, robots) using information \( Imp \) in case of information used outside mind and \( Imd \) or \( Imp \) if inside. Changes happen because information \( Im \) may alter the way humans or devices interact with the material world (\( M \)) or mind (\( m \)). Thus, changes in \( Im \) may cause changes in \( Mm \). This change is the effect of \( Im \) use and the effect of IT use. IT describes operations \( a^j \) of different kinds \( j \) and their relations with other operations, with minds and material (outside minds) world. Thus, information technology describes possible IT operations and chains of information operations. First level classification provides a high-level explanation of how IT used, what is the effect of information. With this high-level description, we can formulate the principle of information use measurement and management.
Principle 1. Effects of information use are the changes inside or outside the mind. We shall measure information use results by this change's characteristics, by their relations, and by changes compliance to humans demands. We will restrict to effects outside minds in further material because objects under study are technical, organizational, and socio-organizational systems.

Principle 2. We can measure information use quality in the given system by characteristics of changes, caused by information Im, by this changes relation and their compliance to humans demands.

For such effects, measure $\delta(Im, S)$ of information use (application) quality may have the form: $\delta(Im, S) = \Psi(Im, S) - \Psi(S)$, where $\Psi(Im, S)$ – measure of the system capability as system potential measure [21] under assumption information Im obtained with the use of IT It used to change (alter) system S functioning and $\Psi(S)$ is system potential measure under assumption Im was not available (not obtained, not created, not constructed) because of other IT used. Obtaining information actions are classified in figure 2.

Fig. 2. Information retrieval actions classification. Second level classification.

Obtaining information actions (operations) $a^o = \{a^s, a^c, a^{hd}\}$, where $a^s$ — sensing actions (output information provided by devices based on the material world outside the mind), $a^c$ — creation actions (output information created by humans), $a^{hd}$ — human-device interaction actions.

Let $Im_j = f_j(a^j)$, where $a^j$ — system of information actions and $Im_j$ is output information of $a^j$, provided by $f_j(a^j)$. Then, $\Delta(a^j, S) = \Psi(f_j(a^j), S) - \Psi(S)$ – measure of information operations $a^j$ quality, $a^j$ quality measured considering all possible actions $a^j*$ which results from $a^j$ till material world effects manifested. Measure construction discussed below.

After material world effects manifested, the new chain of information actions possible started obtaining information actions. As a result, sequences $<a^j_1*, ..., a^j_n*>$ possible, where $a^j_i*$ — subsequences of possible information operations which lead to possible changes in the material world. In general, these sequences may include sequences of information actions that cause changes in human minds. But finally, material world action change will happen.

We will use such material world actions changes as markers of each contour of information actions fulfillment. That results in the third principle.

Principle 3. The contour of possible changes due to information actions ends when material world changes occur. The possible contour of possible changes shall be measured by changes in practice (in the material world). Possible sequences of such contours shall be considered. So possible sequences of contours realizations shall be measured.

Thus, after results are obtained due to successive contour, the next possible contours of purposeful changes with further information actions shall be taken into consideration and measured in their sequences. Information processing operations are classified in figure 3.
Information processing actions \( a^p = \{ a^{ts}, a^t, a^c \} \), where \( a^{ts} \) – time displacement and space moving actions, \( a^t \) - form transformation actions, \( a^c \) – creation of new information based on current information. Let \( a^{jp} = a^p(a^j), f_{jp} = f_p(a^p) \circ f_j(a^j) \). Then, \( \Delta(a^{jp}, S) \) – measure of information operations \( a^p \) quality. \( a^j \) quality measured considering all possible actions \( a^{jp*} \) which results from \( a^{jp} \) until material world effects manifested, then – next possible contours of purposeful changes with further information actions shall be considered. Information use operations are classified in figure 4.

![Diagram](https://example.com/diagram.png)

Fig. 3. Information processing operations. Second level classification.

![Diagram](https://example.com/diagram.png)

Fig. 4. Information use action classification. Second-level classification.

Information use actions \( a^u = \{ a^a, a^{ad}, a^m \} \), where \( a^a \) – change in the actions of the material world as information actualization by devices (actuators), \( a^{ad} \) - change in the actions of the material world as information actualization by human labor and equipment, \( a^m \) – creation of new information based on current information. Let \( a^{jp\mu} = a^u(a^p), a^p(a^j), a^j, f_{jp\mu} = f_u(a^u) \circ f_p(a^p) \circ f_j(a^j) \). Then, \( \Delta(a^{jp\mu}, S) \) – measure of information operations \( a^u \) quality. \( a^u \) quality measured considering all possible actions \( a^{jp\mu*} \) which results from \( a^u \) – taking into account the next contours of purposeful changes with the use of further information actions. Each contour of purposeful changes quality estimated by its final \( \Delta(a^{jp\mu}, S) \) and probability \( P(a^{jp\mu}, S) \) of this contour realization. Each of the previous information actions quality estimated as results of corresponding \( a^{jp\mu}, S \) possible after these information actions.

To estimate each chain \( C_n \) of contours corresponding measure \( \omega(C_n) \) constructed.

For example, we can measure each contour as:

\[
\omega(C_n, S) = \langle P(C_n), \Delta(a^{jp\mu}, S), n \in N \rangle,
\]

(1)

Where \( P(C_n) = P(a_n^{jp\mu}, S), a_n^{jp\mu} \) – final system of contour \( C_n \) material world actions change, \( P(a_n^{jp\mu}, S) \) – first information actions set in the contour of purposeful changes. For all possible \( n \in N \) multidimensional measure \( \Omega(S, It) \) constructed, where \( It \) – IT used in the system \( S \). Measure \( \Omega(S, It) \) characteristics (quantiles, moments, mixtures of characteristics) may serve as system potential vector \( \Psi(S, It) \) or scalar \( \psi(S, It) \) indicators.

For example, if the mean of \( \Omega(S, It) \) used:
\[ \psi(S, lt) = \sum_{n=1}^{N} P(C_n) \Delta(a^{inp}, S). \]  

Measure (1,2) can be used to estimate indicators of other properties, which characterize various aspects of the system change quality. Other measures used and examples of other properties estimation, such as dynamic capability, organizational capability, IT capability indicators estimation, can be found at [21–25].

3 Data structures examples to estimate system potential

The actions names and actions modes names and parameters table example shown in Table 1. All actions of networks are united into one table. The correspondence of network vertices ID's and actions ID's is given in Table 1.

| Table 1. The actions and action modes data |
|--------------------------------------------|
| \(a_i\) | \(a_m^l\) | \(t_a\) | \(t_b\) | ... | Name |
| 1 | 1 | 3 | 5 | ... | Conn. of the P921A to IA |
| 2 | 1 | 8 | 30 | ... | Conn. of the P27AB to IA |
| ... | ... | ... | ... | ... | ... |
| \(n\) | 1 | 12 | 55 | ... | Fueling of the P2921A |
| ... | ... | ... | ... | ... | ... |

The structures shown allow the creation of possible sequences of environment state changes. Each of such sequences causes the sequence of networks to be performed in response to the environment changes. Examples of such sequences in the tabular form shown at Table 2.

| Table 2. Alternative Sequences of Environment States in Time |
|-------------------------------------------------------------|
| No | < \(c^e_0\) > / \(T_Z\) | \(T_0\) | \(T_1\) | \(T_2\) | ... | \(T_j\) | ... |
| < \(c^e_0\) > | \(c^e_0\) | \(c^e_0\) | \(c^e_0\) | ... | \(c^e_0\) | ... |
| < \(c^e_0\), \(c^e_1\) > | \(c^e_0\) | \(c^e_0\) | \(c^e_0\) | ... | \(c^e_0\) | ... |
| ... | ... | \(c^e_0\) | \(c^e_0\) | ... | \(c^e_0\) | ... |
| \(n\) | < \(c^e_0\), \(c^e_1\), \(c^e_2\) > | \(c^e_0\) | \(c^e_1\) | \(c^e_2\) | ... | \(c^e_2\) | ... |
| ... | ... | \(c^e_0\) | \(c^e_1\) | \(c^e_2\) | ... | \(c^e_2\) | ... |

The network alternations are described with the corresponding network cut ID's. The cut is the set of vertices that serve as the one network's borderline to its alternation. Corresponding alternative sequences of the environment changes and network cuts in the sequences are shown at Table 3.

| Table 3. Alternative Sequences of the Environment Changes and Corresponding Network Cuts |
|-------------------------------------------------------------|
| SID | CID | ChangeID | ProbA |
| 23527897 | 321 | 432 | 0.0000125 |
| 23527898 | 322 | 432 | 0.0000117 |
| 23527899 | 323 | 432 | 0.0000119 |

Each SID corresponds to different sequences of cuts referred by CID. ChangeID is environment change ID, and ProbA is the probability of sequence actualization. Between each pair of cuts, two networks inserted - i.e., remedial network from one goal to another and next, network to achieve a new goal. Each sequence of networks cuts and corresponding networks between cuts then translated into sequences of ordered operations in the lexicographic order. Such order determines acceptable structures for serial computations in multidimensional arrays created. The intermediate structure used to determine the sequence of functions computation is shown in Table 4. Information operations provide functions that
map the environment and other conditions to possible alternations of networks. Example of the table that provides functional dependencies of the environment's state changes at the given moments and changes the demands to the system's functioning shown in Table 5.

| $V_i$ | $N_3$ | $N_4$ | $N_5$ | $N_6$ | $N_7$ |
|-------|-------|-------|-------|-------|-------|
| 1     | 1     | 1     | 26    | 1     | 1     |
| 2     | 2     | 2     | 27    | 2     | 2     |
| 3     | 3     | 25    | 25    | 25    | 3     |
| 4     | 4     | 4     | 4     | 4     | 4     |
| 5     | 5     | 5     | 28    | 5     | 5     |
| ...   | ...   | ...   | ...   | ...   | ...   |
| 33    | NULL  | NULL  | NULL  | 37    | 37    |

**Table 4. The correspondence of possible networks structures and actions ID's data**

| $T_z$ | $C_{p}, C_{q}$ | $G_{n}, G_{m}$ | $Dem_1$ | $Dem_2$ | $Dem_3$ |
|-------|----------------|----------------|----------|----------|----------|
| 1     | $C_1, C_2$     | $G_1, G_2$     | 1        | 38       | 75       |
| 2     | $C_1, C_2$     | $G_1, G_2$     | 2        | 39       | 76       |
| 3     | $C_1, C_2$     | $G_1, G_2$     | 3        | 40       | 77       |
| ...   | ...            | ...            | ...      | ...      | ...      |
| 37    | $C_1, C_2$     | $G_1, G_2$     | 37       | 74       | 111      |

**Table 5. Correspondence of alternation moments, environmental states changes and demands ID's to the system functioning.**

4 Examples of the system potential computation results

Multidimensional measure $\Omega(S,It)$ – probabilities computations results - shown below in figures 5-7. Figure 5 shows a 3D histogram, which offers some cases of $C_n$ realizations depending on actualization probabilities and measures of correspondence computed.

![3D histogram](image)

**Fig. 5.** 3D histogram which shows some cases of $C_n$ realizations depending slots of actualization probabilities and measures of correspondence.

Multidimensional measure $\Omega(S,It)$ surface extrapolation (by kriging method) for contours of length two shown in figure 6 and for contours of length three – at figure 7.
5 Conclusion

Using suggested concepts, models, and methods, researchers can apply system capability, dynamic capability, and organizational capability investigation regarding information technology use. Prescriptive and predictive modeling of information technologies use results becomes possible.

Fig. 6. 3D probability surface extrapolation (by kriging method) for contours of length two

Fig. 7. 3D probability surface extrapolation (by kriging method) for contours of length three
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