LEFSCHETZ NUMBERS AND FIXED POINT THEORY IN DIGITAL TOPOLOGY
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Abstract. In this paper, we present two types of Lefschetz numbers in the topology of digital images. Namely, the simplicial Lefschetz number $L(f)$ and the cubical Lefschetz number $\bar{L}(f)$. We show that $L(f)$ is a strong homotopy invariant and has an approximate fixed point theorem. On the other hand, we establish that $\bar{L}(f)$ is a homotopy invariant and has an $n$-approximate fixed point result. In essence, this means that the fixed point result for $L(f)$ is better than that for $L(f)$ while the homotopy invariance of $\bar{L}(f)$ is better than that of $L(f)$. Unlike in classical topology, these Lefschetz numbers give lower bounds for the number of approximate fixed points. Finally, we construct some illustrative examples to demonstrate our results.

1. Introduction

The theory of fixed points plays a major role in many areas of mathematical research including functional analysis and applied topology. The Banach fixed point theorem [5] is the pioneer result from the perspective of metric spaces, which guarantees not only the existence and uniqueness of a fixed point of a certain self-map $f$ but also provides a constructive method of finding such a fixed point. This inspired many researchers to focus on improvements or generalizations in many different directions (see [1, 2, 4, 24, 28] and others).

In topological perspectives, the Brouwer fixed point theorem [13], the Lefschetz fixed point theorem [21] and the Nielsen fixed point theory [25] are the main fundamental fixed point results. These theorems tell us some information regarding the existence and number of fixed points of some certain self-map $f$, and the fixed points of any map $g$ homotopic to $f$ in a topological space $X$.

Remember that in classical topology, we say that a space $X$ has the fixed point property (FPP, for short) if every continuous self-map $f$ on $X$ has a fixed point. A similar definition appeared in digital topology:

Definition 1. [27] A digital image $(X, \kappa)$ has the FPP if every $\kappa$-continuous $f$ on $X$ has a fixed point.

However, the FPP is essentially a vacuous property, because the digital image of a single point is the only digital image with the FPP as was shown below:
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Theorem 2. [10] A digital image $(X, \kappa)$ has the FPP if and only if $\#X = 1$.

Digital topology, though not technically a topological theory in the classical sense, has provided a theoretical formulation of numerous image processing operations like image thinning and segmentation, boundary detection and computer graphics etc (see [6, 20]). This study was first considered in the 1970s by Rosenfeld [26]. Since then, many researchers have tried to understand whether digital images have similar properties to the continuous analogues they represent. The main goal is to develop some kind of theory for digital images which is similar to the theory of topological spaces. However, due to the discrete and combinatorial nature of digital images, it is often difficult to get results that agree with their counterparts in classical topology. Many concepts in classical and algebraic topology have been developed successfully for digital images. Simplicial homology groups were not left behind as they were first studied in digital topology in [3, 11]. Later, digital cubical homology groups were also established by mimicking the cubical homology groups of topological spaces in algebraic topology [17, 29]. Unlike in classical topology, the digital simplicial and cubical homology give two non-isomorphic homology theories associated to a digital image.

In the paper [15], Ege & Karaca tried to give a digital analogue of the classical Lefschetz fixed point theory. However, there were errors in their main results, which were eventually retracted by the same authors with others in [10]. The aim of our paper is to give a correct approach to the topic, using the digital simplicial and cubical homology theories to define homotopy invariant Lefschetz numbers for any continuous functions on digital images. In the case of simplicial homology, we use the same definition of the Lefschetz number given in [15], but our fixed point theorem and homotopy invariance are necessarily different from the incorrect ones stated in that paper.

The rest of this manuscript is organized in the following manner: Section 2 gives a brief review of the basic background required in the subsequent sections. In Section 3, we recall the simplicial Lefschetz number and study its strong homotopic invariance property. Moreover, we present a 1-approximate fixed point existence theorem. In Section 4, we introduce the cubical Lefschetz number and study its homotopic invariance property, we also establish the existence of an $n$-approximate fixed point theorem. In Section 5 we demonstrate a few more interesting properties of the Lefschetz numbers. We then end the paper with our concluding remarks.

2. Preliminaries

A digital image is a pair $(X, \kappa)$, where $X$ is a set and $\kappa$ is a symmetric and antireflexive relation on $X$ called the adjacency relation. A digital image $(X, \kappa)$ can be viewed as a graph for which $X$ is the vertex set and $\kappa$ determines the edge set. For all examples in this paper, $X$ will be a finite subset of $\mathbb{Z}^n$, and the adjacency will represent some sort of "closeness" of the points in $\mathbb{Z}^n$.

2.1. Adjacencies and Homotopy. We write $x \leftrightarrow_\kappa y$ to indicate that $x$ and $y$ are $\kappa$-adjacent and use the notation $x \leftrightarrow_{\kappa'} y$ to indicate that $x$ and $y$ are $\kappa'$-adjacent or equal. Or simply, we use $x \leftrightarrow y$ and $x \leftrightarrow y$ whenever the adjacency $\kappa$ is understood or unnecessary to mention.

In this paper, we will generally use the following standard adjacencies on $\mathbb{Z}^n$:

For $t \in \mathbb{N}$ with $1 \leq t \leq n$, any two distinct points $p = (p_1, p_2, \ldots, p_n)$ and $q =$
(q_1, q_2, \ldots, q_n) in \mathbb{Z}^n are said to be \(c_1\)-adjacent if at most \(t\) of their coordinates differ by \(\pm 1\), and all others coincide. Often, this adjacency is described in terms of how many points in \(\mathbb{Z}^n\) are adjacent to a given point. For instance, when \(n = 1\), the \(c_1\)-adjacency is often called 2-adjacency. In dimension 2, we have \(c_1\)-adjacency and \(c_2\)-adjacency as 4-adjacency and 8-adjacency respectively.

**Definition 3.** [7] A “digital interval” is defined as the set \([a, b]_\mathbb{Z} = \{ n \in \mathbb{Z} | a \leq n \leq b \} \) together with the 2-adjacency relation, where \(a, b \in \mathbb{Z}\) such that \(a \leq b\).

**Definition 4.** [8] A function \(f : X \rightarrow Y\) between digital images \((X, \kappa_1)\) and \((Y, \kappa_2)\) is \((\kappa_1, \kappa_2)\)-continuous if and only if for every \(x, y \in X\), \(f(x) \leftrightarrow_{\kappa_2} f(y)\) whenever \(x \leftrightarrow_{\kappa_1} y\).

If \(\kappa_1 = \kappa_2 = \kappa\), we say that a function is \(\kappa\)-continuous to abbreviate \((\kappa, \kappa)\)-continuous. Whenever \(\kappa_1\) and \(\kappa_2\) are understood, we simply call the function continuous.

**Definition 5.** [19] A digital \(\kappa\)-path in a digital image \((X, \kappa)\) is a \((2, \kappa)\)-continuous function \(\gamma : [0, m]_\mathbb{Z} \rightarrow X\). Further, \(\gamma\) is called a digital \(\kappa\)-loop if \(\gamma(0) = \gamma(m)\), and the point \(p = \gamma(0)\) is called the base point of the loop \(\gamma\). Moreover, if \(\gamma\) is a constant function, then \(\gamma\) is called a trivial loop.

**Definition 6.** [8] Let \((X, \kappa_1)\) and \((Y, \kappa_2)\) be digital images. Suppose that \(f, g : X \rightarrow Y\) are \((\kappa_1, \kappa_2)\)-continuous functions, and that there is a positive integer \(m\) and a function \(H : X \times [0, m]_\mathbb{Z} \rightarrow Y\) such that:

- For all \(x \in X\), \(H(x, 0) = f(x)\) and \(H(x, m) = g(x)\);
- For all \(x \in X\), the induced function \(H_x : [0, m]_\mathbb{Z} \rightarrow Y\) defined by
  \[H_x(t) = H(x, t), \text{ for all } t \in [0, m]_\mathbb{Z}\]
  is \((c_1, \kappa_1)\)-continuous. That is, \(H_x(t)\) is a \(\kappa\)-path in \(Y\);
- For all \(t \in [0, m]_\mathbb{Z}\), the induced function \(H_t : X \rightarrow Y\) defined by
  \[H_t(x) = H(x, t), \text{ for all } x \in X\]
  is \((\kappa_1, \kappa_2)\)-continuous.

Then \(H\) is a digital homotopy (or \(\kappa\)-homotopy) between \(f\) and \(g\). In this case, the functions \(f\) and \(g\) are said to be digitally homotopic (or \(\kappa\)-homotopic), which we denote by \(f \simeq g\).

The definition of homotopy can be expressed more succinctly as in classical topology by defining an adjacency relation on the product \(X \times [0, m]_\mathbb{Z}\). Unlike the classical situation in which there is a well-defined unique product topology, we have several natural choices for product adjacencies, in [9] called the normal product adjacencies:

**Definition 7.** [9] Let \((X_i, i)\) be digital images for each \(i \in \{1, \ldots, n\}\). Then for some \(u \in \{1, \ldots, n\}\), the normal product adjacency \(NP_u(\kappa_1, \ldots, \kappa_n)\) is the adjacency relation on \(\Pi_{i=1}^n X_i\) defined by: the \(p(x_1, \ldots, x_n)\) and \((x'_1, \ldots, x'_n)\) are adjacent if and only if their coordinates are adjacent in at most \(u\) positions, and equal in all other positions.

When the underlying adjacencies are understood, we simply use \(NP_u\) instead of \(NP_u(\kappa_1, \ldots, \kappa_n)\).

Boxer showed:
Theorem 8. [3] Let \((X, \kappa)\) and \((Y, \lambda)\) be digital images. Then \(H : X \times [0, k] \to Y\) is a homotopy if and only if \(H\) is \((NP_2(\kappa, c_1), \lambda)\)-continuous.

In [29], the third author explored another homotopy definition, by simply using \(NP_2\) in place of \(NP_1\). This imposes extra restrictions on the homotopy \(H\). This stronger homotopy relation is also used in [22].

Definition 9. [29] Let \((X, \kappa)\) and \((Y, \lambda)\) be digital images. We say that \(H^* : X \times [0, k] \to Y\) is a strong homotopy when \(H^*\) is \((NP_2(\kappa, c_1), \lambda)\)-continuous. If there is a strong homotopy \(H^*\) between \(f\) and \(g\), we say \(f\) and \(g\) are strongly homotopic, and we write \(f \simeq^* g\).

Now, we present the following definitions which will be used later.

Definition 10. Let \(X\) and \(Y\) be digital images. If \(f : X \to Y\) and \(g : Y \to X\) are continuous functions such that \(g \circ f \simeq \text{id}_X\) and \(f \circ g \simeq \text{id}_Y\), where \(\text{id}_X\) and \(\text{id}_Y\) denote the identity mappings on \(X\) and \(Y\). Then \(f\) and \(g\) are called homotopy equivalences. Moreover, \(X\) and \(Y\) are said to have the same homotopy type.

Definition 11. Let \(X\) and \(Y\) be digital images. If \(f : X \to Y\) and \(g : Y \to X\) are continuous functions such that \(g \circ f \simeq^* \text{id}_X\) and \(f \circ g \simeq^* \text{id}_Y\), where \(\text{id}_X\) and \(\text{id}_Y\) denote the identity mappings on \(X\) and \(Y\). Then \(f\) and \(g\) are called strong homotopy equivalences. Moreover, \(X\) and \(Y\) are said to have the same strong homotopy type.

Given any function \(f : X \to X\), an element \(x \in X\) is a fixed point if \(f(x) = x\). When \(f(x) \iff x\) we say \(x\) is an approximate fixed point, and more generally if there is a path from \(x\) to \(f(x)\) of length \(n\) or less, we say \(x\) is a \(n\)-approximate fixed point. Clearly a 1-approximate fixed point is an approximate fixed point, and a 0-approximate fixed point is a fixed point.

2.2. Simplicial Homology. Digital simplicial homology theory was studied initially by Arslan et al. in [3]. This was later extended and published in English by Boxer et al. [11]. We will review some basic definitions presented in [11].

Definition 12. Let \((X, \kappa)\) be a finite digital image and \(q \geq 0\). Then a \(q\)-simplex is defined to be any set of \(q + 1\) mutually adjacent points of \((X, \kappa)\).

Let \(x_0, \ldots, x_q\) be some ordered list of mutually adjacent points and the associated ordered \(q\)-simplex be denoted by \(\langle x_0, \ldots, x_q \rangle\). The simplicial chain group \(C_q(X)\) is defined as the abelian group generated by the set of all ordered \(q\)-simplices, where if \(\rho : \{0, \ldots, q\} \to \{0, \ldots, q\}\) is a permutation, then in \(C_q(X)\) we identify \(\langle x_0, \ldots, x_q \rangle = (-1)^p \langle x_{\rho_0}, \ldots, x_{\rho_q} \rangle\) where \((-1)^p = 1\) when \(\rho\) is an even permutation, and \((-1)^p = -1\) when \(\rho\) is an odd permutation.

The boundary homomorphism \(\partial_q : C_q(X) \to C_{q-1}(X)\) is the homomorphism induced by defining:

\[
\partial_q(\langle x_0, \ldots, x_q \rangle) = \sum_{i=0}^{q} (-1)^i \langle x_0, \ldots, \widehat{x_i}, \ldots, x_q \rangle,
\]

where \(\widehat{x_i}\) indicates omission of the \(x_i\) coordinate.

It can be verified that \(\partial_{q-1} \circ \partial_q = 0\), and so \((C_q(X), \partial_q)\) forms a chain complex, and the dimension \(q\) homology group \(H_q(X) = Z_q(X)/B_q(X)\) is defined to be the homology of this simplicial chain complex.

Definition 13. [3] Let \((X, \kappa)\) be a finite digital image. Then
(1) \( Z^0_q(X) = \ker \partial_q \) is called the group of \( q \)-simplicial cycles;
(2) \( B^0_q(X) = \text{Im} \partial_{q-1} \) is called the group of \( q \)-simplicial boundaries;
(3) \( H^0_q(X) = Z^0_q(X)/B^0_q(X) \) is called the \( q \)th simplicial homology group.

**Definition 14.** \([11]\) Let \( \phi : (X, \kappa) \to (Y, \lambda) \) be a digitally continuous mapping. For \( q \geq 0 \), we define a homomorphism \( \phi_q : C^q(X) \to C^q(Y) \) by
\[
\phi_q(\langle p_0, \ldots, p_q \rangle) = \langle \phi(p_0), \ldots, \phi(p_q) \rangle,
\]
where the right side is interpreted as 0 if the set \( \{\phi(p_0), \ldots, \phi(p_q)\} \) has fewer than \( q + 1 \) points.

As a consequence of Definition 14, we have the following lemma.

**Lemma 15.** \([11]\) If \( \phi : (X, \kappa) \to (Y, \lambda) \) is a digitally continuous mapping then \( \phi_q : C^q(X) \to C^q(Y) \) is a chain map for each \( q \). That is, \( \phi_q \partial = \partial \phi_q \).

2.3. Cubical Homology. Cubical homology theory was introduced by Jamil and Ali \([17]\) by imitating the classical cubical homology theory. However, prior to that, Karaca and Ege in \([18]\) establish another type of cubical homology theory based on some classical constructions. Their focus on “cubical sets” imposes the significant restriction that the digital image \( X \subseteq \mathbb{Z}^n \) must use \( c_1 \)-adjacency. This theory was modified and expanded in \([29]\).

Now, we will recall some important definitions and basic results related to this theory based on the latter approach.

**Definition 16.** \([18]\) An elementary interval is any set: \( [a, a + 1]_\mathbb{Z} = \{a, a + 1\} \) or \( [a, a]_\mathbb{Z} = \{a\} \). An elementary interval of 1 point is called degenerate, and one of 2 points is called nondegenerate.

**Definition 17.** \([29]\) An elementary cube is any set: \( \sigma = t_1 \times \ldots \times t_n \), where each \( t_i \) is an elementary interval. The number of nondegenerate factors is called the dimension of \( \sigma \).

Note that by elementary \( q \)-cube we mean an elementary cube of dimension \( q \). Moreover, whenever \( X \subseteq \mathbb{Z}^n \) is a digital image with \( c_1 \)-adjacency, we can uniquely express \( X \) as a union of elementary cubes.

Let \( \tilde{C}_q^1(X) \) be the free abelian group whose basis is the set of all \( q \)-cubes in \( X \). The cubical boundary operator is defined in terms of cubical face operators, i.e. for some elementary \( q \)-cube \( \sigma = t_1 \times \ldots \times t_n \), we define \( q \)-cubes \( A_i \) and \( B_i \) as:
\[
A_i \sigma = (t_1 \times \ldots \times t_{i-1} \times \min t_i \times t_{i+1} \times \ldots \times t_n),
\]
\[
B_i \sigma = (t_1 \times \ldots \times t_{i-1} \times \max t_i \times t_{i+1} \times \ldots \times t_n).
\]
These \( A_i \) and \( B_i \) give the “front face” and “back face” of the cube in each of its \( q \) dimensions. Note that when \( t_i \) is a degenerate interval, we have \( A_i \sigma = B_i \sigma \). Whereas when \( t_i \) is a nondegenerate interval, \( A_i \sigma \) and \( B_i \sigma \) are distinct.

Given an elementary \( q \)-cube \( \sigma = t_1 \times \ldots \times t_n \), let \( (j_1, \ldots, j_q) \) be the sequence of indices for which \( t_{j_i} \) is nondegenerate. We define the boundary operator \( \partial_q : \tilde{C}_q^1(X) \to \tilde{C}_{q-1}^1(X) \) on \( q \)-cubes by the following formula:
\[
\partial_q(\sigma) = \sum_{i=1}^{q} (-1)^i (A_{j_i} \sigma - B_{j_i} \sigma).
\]
It can be verified that \( \partial_{q-1} \circ \partial_q = 0 \), and thus \( (\tilde{C}_q^1(X), \partial_q) \) is a chain complex.
be any chain complex. That is, each $C_q$ features that algebra which is foundational for computing Lefschetz numbers. We will let $(\mathbb{Z}/2\mathbb{Z})^n$.

**Theorem 21.** Let $X \subset \mathbb{Z}^n$ and $X \subset \mathbb{Z}^m$ be digital images with $c_1$-adjacency and $n \leq 4$, and let $f : X \to Y$ be continuous. Then $f_q : C_q^c(X) \to C_q^c(Y)$ is a chain map. That is, $f_q \partial_q = \partial f_q$.

The theorem above was proved by computer enumeration of all possible elementary $q$-cubes in low dimensions. A proof by hand would still be desirable. The restriction to $n \leq 4$ was for performance reasons in the enumerations: conjectures that $f_\#$ is a chain map in all dimensions.

### 2.4. Traces in Homology

In this section, we review a fact from homological algebra which is foundational for computing Lefschetz numbers. We will let $(C_q, \partial_q)$ be any chain complex. That is, each $C_q$ is a finitely generated abelian group, and each $\partial_q : C_q \to C_{q-1}$ is a homomorphism satisfying $\partial_q \circ \partial_{q+1} = 0$. A sequence of homomorphisms $f_q : C_q \to C_q$ is called a chain map when $f_q \circ \partial_q = \partial_q \circ f_q$ for each $q$. In this case, $f_q$ induces a homomorphism $f_{\ast,q} : H_q \to H_q$, where $H_q$ are the homology groups of the chain complex.

Now, we will require a purely algebraic lemma:

**Lemma 20.** Let $\psi : G \to G$ be an endomorphism of a finitely generated Abelian group $G$ with a subgroup $H$ such that $\psi(H) \subseteq H$. Then

$$\text{tr}(\psi) = \text{tr}(\psi|_H).$$

The following is often referred to as the Hopf Trace Formula in the literature (see [13]). For completeness we will give a proof here.

**Theorem 21.** Let $(C_q, \partial_q)$ be a chain complex, and let $f_q : C_q \to C_q$ be a chain map and $f_{\ast,q} : H_q \to H_q$ be the homomorphism induced by $f_q$. In addition, let $B_{-1} = B_0 = 0$. Then

$$\sum_{q=0}^{n} (-1)^q \text{tr}(f_q) = \sum_{q=0}^{n} (-1)^q \text{tr}(f_{\ast,q}).$$

**Proof.** As usual we write $Z_q = \ker \partial_q$ and $B_q = \text{Im} \partial_{q+1}$. Since $f_q$ is a chain map, we can observe that both $f_q|Z_q$ and $f_q|B_q$ are endomorphisms for any $q$. By Lemma 20 we have

$$\text{tr}(f_q) = \text{tr}(f_q|_Z) + \text{tr}(f_q|_B)$$

where $f_q|_Z : C_q/Z_q \to C_q/Z_q$ is the induced endomorphism. We have, $B_{q-1} = \text{Im} \partial_q$ which is isomorphic to $C_q/Z_q$ and by using the fact that $f_q$ is a chain map and identifying $B_{q-1}$ and $C_q/Z_q$, we obtain $\text{tr}(f_q) = \text{tr}(f_{q-1}|B_{q-1})$ so that

$$(2.1) \quad \text{tr}(f_q) = \text{tr}(f_{q-1}|B_{q-1}) + \text{tr}(f_q|Z_q).$$

Similarly, we have

$$(2.2) \quad \text{tr}(f_{\ast,q}) = \text{tr}(f_q|Z_q) - \text{tr}(f_q|B_q),$$

since $B_q$ is a subgroup of $Z_q$ and invariant under the map $f_q|Z_q$. Now, from (2.1) and (2.2), we have

$$(2.3) \quad \text{tr}(f_q) = \text{tr}(f_{q-1}|B_{q-1}) + \text{tr}(f_{\ast,q}) + \text{tr}(f_q|B_q).$$
Since \( \dim X = n \) and multiplying equation (2.3) by \((-1)^q\) then summing over all \(q\), we obtain

\[
\sum_{q=0}^{n} (-1)^q \text{tr}(f_q) = \sum_{q=0}^{n} (-1)^q \text{tr}(f_{q-1}|B_{q-1}) + \sum_{q=0}^{n} (-1)^q \text{tr}(f_{*q}) + \sum_{q=0}^{n} (-1)^q \text{tr}(f_q|B_q).
\]

Since \( B_{-1} = B_n = 0 \), which further suggests that \( \text{tr}(f_q|B_q) \) occurs twice with opposite signs, equation (2.4) becomes

\[
\sum_{q=0}^{n} (-1)^q \text{tr}(f_q) = \sum_{q=0}^{n} (-1)^q \text{tr}(f_{*q})
\]

as required. \(\square\)

The assumptions that \( B_{-1} = B_n = 0 \) will always hold in both the simplicial and \( c_1 \)-cubical homology groups for a digital image, for appropriate choice of \(n\).

### 3. Simplicial Lefschetz Number

In this section, we will define the simplicial Lefschetz number in the usual way as an alternating sum of traces. Using the simplicial homology theory, we obtain a “simplicial Lefschetz number” \( L(f) \).

**Definition 22.** Let \( X \) be a digital image and \( n \) be the maximal dimension of any simplex in \( X \). For a map \( f : X \rightarrow X \), we define the simplicial Lefschetz number, denoted by \( L(f) \) as follows:

\[
L(f) = \sum_{q=0}^{n} (-1)^q \text{tr}(f_{*q}),
\]

where \( f_{*q} : H^q(X) \rightarrow H^q(X) \).

It is easy to compute the simplicial Lefschetz number of a constant.

**Example 23.** Let \((X, \kappa)\) be a finite digital image and \( c : (X, \kappa) \rightarrow (X, \kappa) \) be the constant mapping. Then \( \text{tr} c_{*q} = 1 \) in dimension 0, and vanishes elsewhere, and so \( L(c) = 1 \).

Now, we will recall the definition of simplicial Euler characteristics for digital images. It has been studied for some time: it appears in \([16, 11]\), where it is simply called the digital Euler characteristic.

**Definition 24.** Let \( X \) be a digital image and \( n \) be the maximal dimension of any simplex in \( X \). We denote by \( \chi(X) \) the simplicial Euler characteristic of \( X \) as defined below.

\[
\chi(X) = \sum_{q=0}^{n} (-1)^q \dim H_q(X) = \sum_{q=0}^{n} (-1)^q \dim C_q(X).
\]

Note that the equality in Definition 24 was proved in \([11]\). However, for completeness we will highlight how it works in our situation. The above equality holds, since we are using Theorem 21 on the identity mapping which obviously is a chain map in all dimensions.

**Example 25.** Let \((Y, c_1)\) be the digital image of Fig. 1 and \((Z, c_1)\) be the digital image of Fig. 2. Then \( \chi(Y) = -1 \) and \( \chi(Z) = -2 \).
Figure 1. A 2-dimensional digital image \((Y, 4)\). We allow \(y_i\)'s to represent the points and \(e_i\)'s to represent the adjacencies. The red arrows indicate the direction we adopt for the construction of the complex (see the examples below). \(A_i\)'s represent the 2-dimensional cubes (see examples below).

**Example 26.** Let \((X, \kappa)\) be a finite digital image and \(id : (X, \kappa) \rightarrow (X, \kappa)\) be the identity mapping. Then \(L(id) = \chi(X)\). This holds because the identity map will fix all the \(q\)-dimensional simplices in \(X\). Thus, when viewed as a matrix, \(id_q\) is the identity matrix. Hence for each \(q\), the trace of the induced homomorphism \(id_q\) equals the dimension of \(C_q(X)\). Thus for each \(q\), \(L(id) = \chi(X)\).

As we will see later on, contrary to claims in [15], the simplicial Lefschetz number \(L(f)\) is not invariant under homotopies of \(f\). This is because \(f \simeq g\) will not generally imply that \(f_* = g_*\). However, it is shown in [29] that \(f \simeq g\) implies \(f_* = g_*\). Thus we obtain:

**Theorem 27.** Let \((X, \kappa)\) be a finite digital image and \(f, g : (X, \kappa) \rightarrow (X, \kappa)\) be strongly homotopic mappings. Then \(L(f) = L(g)\).

We will demonstrate the simplicial Lefschetz number with a few examples.

**Example 28.** Let \(Y = \{y_0, \ldots, y_5\}\) with adjacency set \(E = \{e_0, \ldots, e_6\}\) be the digital image of Fig. 1 and \(f\) be the 180° rotation map on \(Y\). Then the simplicial Lefschetz number of \(f\) is calculated as follows: By definition of \(L(f)\) and Theorem 21, we have

\[
L(f) = \sum_{q=0}^{n} (-1)^q \text{tr}(f_q) = \sum_{q=0}^{n} (-1)^q \text{tr}(f_q).
\]

In dimensions 0 and 1, we have:

\[
f_0 = \begin{pmatrix} 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \end{pmatrix}, \quad f_1 = \begin{pmatrix} 0 & 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & -1 \end{pmatrix}
\]

Hence \(\text{tr}(f_0) = 0\) and \(\text{tr}(f_1) = -1\). Since there are no simplices of dimension 2 and above, then their simplicial homology is zero. Therefore,

\[L(f) = 1(0) + (-1)(-1) = 1.\]

Note that all we care about are the traces of the matrices, not the matrices themselves. We can observe that \(\text{tr}(f_0)\) counts the number of fixed 0-simplices (vertices), \(\text{tr}(f_1)\) gives an oriented count of the number of fixed 1-simplices (edges), \(\text{tr}(f_2)\) is an oriented count of the number of fixed 2-simplices, etc.
Figure 2. A 2-dimensional digital image $(Z, 4)$. We allow $z_i$'s to represent the points and $e_i$'s to represent the adjacencies. The red arrows indicate the direction we adopt for the construction of the complex (see the examples below). $A_i$'s represent the 2-dimensional cubes (see examples below).

Example 29. Let $Z = \{z_0, \ldots, z_7\}$ with adjacency set $E = \{e_0, \ldots, e_9\}$ be the digital image of Fig. 2 and $f$ be the 180° rotation map on $Z$. Then the simplicial Lefschetz number of $f$ is calculated as follows: As before, we have

$$L(f) = \sum_{q=0}^{n} (-1)^q \text{tr}(f_q).$$

For 0-simplices and 1-simplices, we have $\text{tr}(f_0) = 0$ and $\text{tr}(f_1) = 0$, because there are no fixed points (vertices) and no fixed edges respectively. Since there are no simplices of dimension 2 and higher, all other traces are zero. Therefore,

$$L(f) = 1(0) + (-1)(0) = 0.$$ 

Example 30. Let $X = \{x_0, \ldots, x_{12}\}$ with adjacency set $E = \{e_0, \ldots, e_{13}\}$ be the digital image of Fig. 3 and $f$ be the 180° rotation map on $X$.

In this case there is one fixed vertex, no fixed edge, and no higher dimensional simplices. Thus we have $L(f) = 1$.

Of course the goal in defining a Lefschetz number is to obtain some sort of fixed point theorem. In our case when $L(f)$ is nonzero, we show that there is some simplex which maps to itself by $f$. This does not necessarily mean that there will be a fixed point, but it does imply that there is an approximate fixed point (that is, some $x$ with $f(x)$ adjacent or equal to $x$).

Theorem 31. Let $(X, \kappa)$ be a finite digital image and $f : (X, \kappa) \rightarrow (X, \kappa)$ be a self-map with $L(f) \neq 0$. Then there is some simplex $\sigma \subseteq X$ with $f(\sigma) = \sigma$.

Proof. Since $L(f) \neq 0$ it implies that $\sum_{q=0}^{n} (-1)^q \text{tr}(f_q) \neq 0$, where $f_q : C_q(X) \rightarrow C_q(X)$ is the induced map on the simplicial chain groups. This further implies that there exist some dimension $q$ and some simplex $\sigma \subseteq X$ such that $f_q(\sigma) = \pm \sigma$, and so $f(\sigma) = \sigma$. \qed

Corollary 32. Let $(X, \kappa)$ be a finite digital image and $f : (X, \kappa) \rightarrow (X, \kappa)$ be a self-map with $L(f) \neq 0$. Then either $f$ has a fixed point or $f$ has at least 2 approximate fixed points.

Proof. From Theorem 31 if the fixed simplex is of dimension 0, then $f$ has a fixed point. While if the fixed simplex is of higher dimension, then we have two cases: either some point is fixed by $f$, or all points of the simplex are approximate fixed points, and there will be at least 2 of them. \qed
Now, as a consequence of Corollary 32 and Theorem 27 we have:

**Corollary 33.** Let \((X, \kappa)\) be a finite digital image and \(f : (X, \kappa) \to (X, \kappa)\) be a self-map with \(L(f) \neq 0\). Then any map strong homotopic to \(f\) has a fixed point or at least two approximate fixed points.

**Remark 34.** Example 28 demonstrates that \(L(f) \neq 0\) will not in general imply the existence of a fixed point.

**Theorem 35.** Let \(f\) be strong homotopic to identity and the simplicial Euler characteristic \(\chi(X)\) be nonzero, then \(f\) has a fixed point or at least two approximate fixed points.

*Proof.* Since \(f\) is strong homotopic to identity, we have \(L(f) = L(id) = \chi(X)\). Now, by Corollary 32 and the fact that \(\chi(X) \neq 0\), we conclude that \(f\) has a fixed point or at least two approximate fixed points. \(\square\)

**Theorem 36.** Let \(X\) be strongly contractible digital image, then any function \(f\) on \(X\) has a fixed point or at least two approximate fixed points.

*Proof.* Let \(f\) be a map on \(X\). Since \(X\) is strongly contractible, then \(f\) is strong homotopic to a constant map \(c\). By Theorem 27 and Example 23, we have \(L(f) = L(c) = 1\) which implies that \(L(f) \neq 0\). Hence, by Corollary 32 we conclude that \(f\) has a fixed point or at least two approximate fixed points. \(\square\)

4. **Cubical Lefschetz Number**

In this section, we define a “cubical Lefschetz number” by using \(c_1\)-cubical homology in place of simplicial homology. We will illustrate with some examples that the cubical Lefschetz number \(\bar{L}(f)\) can be different from the simplicial Lefschetz number \(L(f)\) defined in the preceding section.

As was earlier mentioned in Section 2.3, cubical homology was defined in [17] for an image of any adjacency \(\kappa\), where the cubes are \((c_1, \kappa)\)-continuous functions \([0, 1]^n_{\kappa} \to X\). The \(c_1\)-cubical homology defined in [29] is more restrictive in that it requires \(c_1\) adjacency to be used in \(X\), but it is much easier to compute than the theory of [17].

Since we are going to be using the \(c_1\)-cubical homology theory. We will denote the “cubical Lefschetz number” as \(\bar{L}(f)\).
Definition 37. Let $X \subset \mathbb{Z}^n$ be a digital image with $c_1$-adjacency and $n \leq 4$. For a map $f : (X, c_1) \rightarrow (X, c_1)$, we define the cubical Lefschetz number, denoted by $\bar{L}(f)$, as follows:

$$\bar{L}(f) = \sum_{q=0}^{n} (-1)^q \text{tr}(\bar{f}^q_*),$$

where $\bar{f}^q_* : \bar{H}_q(X) \rightarrow \bar{H}_q(X)$.

Computing the above number is made easier by using $\bar{C}_q(X)$ as guaranteed by Theorem 21. However, for us to use Theorem 21, we need $\bar{f}^q_*$ to be a chain map. This restricts us to only when $n \leq 4$, since the induced homomorphism $\bar{f}^q_*$ is a chain map only up to dimension 4, as was proved in [29].

Similar to the simplicial section, we can easily compute the cubical Lefschetz number of a constant.

Example 38. Let $(X, c_1)$ be a finite digital image and $c : (X, c_1) \rightarrow (X, c_1)$ be the constant mapping. Then $\bar{L}(c) = 1$. Because, for a constant map $\text{tr}(\bar{f}^q_*) = 1$ in dimension 0, and vanishes elsewhere.

As was the case in the preceding section, the goals of defining the cubical Lefschetz number are: to obtain a homotopy invariance property and to establish some sort of fixed point theorem. We will see that the homotopy invariance property in the cubical setting is stronger than the simplicial setting, but the fixed point result is weaker.

Theorem 39. [29] Let $X \subset \mathbb{Z}^n$ and $Y \subset \mathbb{Z}^m$ be digital images both with $c_1$-adjacency. Let $n \leq 3$ and $f, g : X \rightarrow Y$ be homotopic mappings. Then for each $q$, the induced homomorphisms $\bar{f}^q_*, \bar{g}^q_* : \bar{H}_q(X) \rightarrow \bar{H}_q(Y)$ are equal.

Theorem 39 consequently, gives us the following:

Theorem 40. Let $X \subset \mathbb{Z}^n$ be a digital image with $c_1$-adjacency and $n \leq 3$, and let $f, g : (X, c_1) \rightarrow (X, c_1)$ be homotopic mappings. Then $\bar{L}(f) = \bar{L}(g)$.

Proof. By Theorem 39 for any two homotopic mappings their induced homomorphisms are equal. This implies that the alternating sum of their traces will also be equal. Hence $\bar{L}(f) = \bar{L}(g)$ as required.

From Theorem 21 we have

$$\bar{L}(f) = \sum_{q=0}^{n} (-1)^q \text{tr}(\bar{f}^q) = \sum_{q=0}^{n} (-1)^q \text{tr}(\bar{f}^*_q).$$

The above relation guarantees that we can now use the cubical chain groups to calculate the cubical Lefschetz number, which is much easier to do than using the cubical homology groups.

Now, we will introduce the definition of cubical Euler characteristics for digital images. More precisely, we give the following definition.

Definition 41. Let $X$ be a digital image and $n$ be the maximal dimension of any cube in $X$. We define the cubical Euler characteristic of $X$ as:

$$\bar{\chi}(X) = \sum_{q=0}^{n} (-1)^q \dim \bar{H}_q(X) = \sum_{q=0}^{n} (-1)^q \dim \bar{C}_q(X).$$
The above equality holds, since we are using Theorem 21 on the identity mapping which obviously is a chain map in all dimensions. Therefore, the earlier requirement that \( n \leq 4 \) does not arise.

**Example 42.** Let \((Y, c_1)\) be the digital image of Fig. 1 and \((Z, c_1)\) be the digital image of Fig. 2. Then \(\bar{\chi}(Y) = \bar{\chi}(Z) = 1\), while \(\chi(Y) = -1\) and \(\chi(Z) = -2\). Thus the cubical and simplicial Euler characteristics can differ.

**Example 43.** Let \((X, c_1)\) be a finite digital image and \(\text{id}: (X, c_1) \rightarrow (X, c_1)\) be the identity mapping. Then, \(\bar{L}(\text{id}) = \bar{\chi}(X)\).

Although as highlighted earlier, we only care about the traces of the matrices not the matrices themselves, in the following example we will use the matrices method for the reader to see what happens with the cubical homology.

**Example 44.** Let \((Y, c_1)\) be the digital image of Fig. 1 and \(f\) be the \(180^\circ\) rotation map on \(Y\). Then the cubical Lefschetz number of \(f\) is calculated as follows: By definition of \(\bar{L}(f)\) and Theorem 21, we have

\[
\bar{L}(f) = \sum_{q=0}^{n} (-1)^q \text{tr}(\bar{f}_q) = \sum_{q=0}^{n} (-1)^q \text{tr}(\bar{f}_q).
\]

We have:

\[
\bar{f}_0 = \begin{pmatrix}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0
\end{pmatrix}, \quad \bar{f}_1 = \begin{pmatrix}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0
\end{pmatrix}, \quad \bar{f}_2 = \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}
\]

Hence \(\text{tr}(\bar{f}_0) = 0\), \(\text{tr}(\bar{f}_1) = -1\), and \(\text{tr}(\bar{f}_2) = 0\). Therefore,

\[
\bar{L}(f) = 1(0) + (-1)(-1) + 1(0) = 1.
\]

Note that similar to the simplicial homology, we can observe that \(\text{tr}(\bar{f}_0)\) counts the number of fixed 0-cubes (vertices), \(\text{tr}(\bar{f}_1)\) is an oriented count of the number of fixed 1-cubes (edges), \(\text{tr}(\bar{f}_2)\) is an oriented count of the number of fixed 2-cubes, etc.

**Example 45.** Let \((Z, c_1)\) be the digital image of Fig. 2 and \(f\) be the \(180^\circ\) rotation map on \(Z\). For 0-cubes, we have \(\text{tr}(\bar{f}_0) = 0\) because there is no fixed vertex (0-cube). For 1-cubes, we obtain \(\text{tr}(\bar{f}_1) = 0\) due to the absence of any fixed 1-cube. For 2-cubes, we have \(\text{tr}(\bar{f}_2) = 1\) as the function \(f\) maps the 2-cube \(A_1\) onto itself with the same orientation. Now, as there are no higher dimensional cubes their \(c_1\)-cubical homology is zero. Hence,

\[
\bar{L}(f) = 1(0) + (-1)(0) + 1(1) = 1.
\]

**Example 46.** Let \((X, c_1)\) be the digital image of Fig. 3 and let \(f\) be the \(180^\circ\) rotation map on \(X\). For 0-cubes, we have \(\text{tr}(\bar{f}_0) = 1\) due to the existence of a fixed vertex (0-cube). For 1-cubes, \(\text{tr}(\bar{f}_1) = 0\) because there is no fixed 1-cube. Since there are no 2-cubes and higher, their \(c_1\)-cubical homology is zero. Therefore,

\[
\bar{L}(f) = 1(1) + (-1)(0) = 1.
\]
For the existence of fixed points, when $\tilde{L}(f)$ is nonzero, we will show that $f$ maps some elementary cube to itself. But this does not necessarily guarantee that we will have a fixed point or even an approximate fixed point. For example, an elementary 2-cube can map to itself by a 180° rotation, having no fixed or approximate fixed points. However, since a $q$-cube has diameter $q$ (where distance is measured along $c_1$-adjacencies), we see that a fixed $q$-cube must contain a $q$-approximate fixed point.

**Theorem 47.** Let $(X, c_1) \subset \mathbb{Z}^n$ be a finite digital image with $n \leq 4$ and $f : (X, c_1) \rightarrow (X, c_1)$ be a self map with $\tilde{L}(f) \neq 0$. Then there is some cube $\sigma \subseteq X$ with $f(\sigma) = \sigma$.

**Proof.** Since $\tilde{L}(f) \neq 0$ it implies that $\sum_{q=0}^{n}(-1)^q \text{tr}(\tilde{f}_q) \neq 0$. This further implies that there exists some cube $\sigma \subseteq X$ such that $\tilde{f}_q(\sigma) = \pm \sigma$, which means that $f(\sigma) = \sigma$. \hfill $\Box$

**Corollary 48.** Let $(X, c_1) \subset \mathbb{Z}^n$ be a finite digital image with $n \leq 4$ and $f : (X, c_1) \rightarrow (X, c_1)$ be a self-map with $\tilde{L}(f) \neq 0$. Then either $f$ has a fixed point or $f$ has at least 2 $n$-approximate fixed points.

**Proof.** From Theorem 47 if the fixed cube is of dimension 0, then $f$ has a fixed point. While if the fixed cube is of higher dimension, then we have two cases; either some point is fixed by $f$, or all points of the cube are $n$-approximate fixed points, and there are at least 2 of them. \hfill $\Box$

Now, as a consequence of Theorem 47 and 48 we have:

**Corollary 49.** Let $(X, c_1) \subset \mathbb{Z}^n$ be a finite digital image with $n \leq 4$ and $f : (X, c_1) \rightarrow (X, c_1)$ be a self-map with $\tilde{L}(f) \neq 0$. Then any function homotopic to $f$ has a fixed point or at least two $n$-approximate fixed points.

**Example 50.** Let $I^n \subset \mathbb{Z}^n$ be a digital image with the $c_1$-adjacency, where $I = \{0, 1\}$ and $f$ be the antipodal map on $I^n$. That is, $f((t_1, \ldots, t_n)) = (1-t_1, \ldots, 1-t_n)$ for every $(t_1, \ldots, t_n) \in I^n$. Then every point of $X$ is an $n$-approximate fixed point. In fact, $f$ can never have $k$-approximate fixed point for any $k < n$. This demonstrates that it is not always possible to improve the result in Corollary 49 to achieve "closer" approximate fixed points.

**Theorem 51.** Let $X \subset \mathbb{Z}^n$, let $f$ be homotopic to identity and the cubical Euler characteristic $\bar{\chi}(X)$ be nonzero. Then $f$ has a fixed point or at least two $n$-approximate fixed points.

**Proof.** Since $f$ is homotopic to identity, we have $\tilde{L}(f) = \tilde{L}(id) = \bar{\chi}(X) \neq 0$. The conclusion follows from Corollary 48. \hfill $\Box$

**Theorem 52.** If $X \subset \mathbb{Z}^n$ is contractible digital image, then any function $f$ on $X$ has a fixed point or at least two $n$-approximate fixed points.

**Proof.** Let $f$ be a map on $X$. Since $X$ is contractible, then $f$ is homotopic to a constant map $c$. By Theorem 41 and Example 38 we have $\tilde{L}(f) = \tilde{L}(c) = 1$ which implies that $\tilde{L}(f) \neq 0$. Hence, by Corollary 49 we conclude that $f$ has a fixed point or at least two $n$-approximate fixed points. \hfill $\Box$

Now we will discuss the values of the Lefschetz number when $X$ is a digital cycle of points. There is a simple classification of all continuous self-maps on digital cycles up to homotopy:
Theorem 53. [12] Let $C_n = \{x_0, \ldots, x_{n-1}\}$ be the digital cycle of $n$ points. Define the flip map $t$ on $C_n$ as $t(x_i) = x_{i-1}$ for all $x_i \in C_n$, where subscripts are read modulo $n$. Then any self-map on $C_n$ is homotopic to one of: a constant map, the identity map, or the flip map $t$.

Proposition 54. Let $C_n$ be a digital cycle of $n$ points. If $f$ is any continuous self-map on $C_n$, then $L(f) = \bar{L}(f) \in \{0, 1, 2\}$, when $n \neq 4$, and $L(f) \in \{0, 1, 2\}$ and $\bar{L}(f) = 1$ for $n = 4$.

Proof. We are going to prove this in three cases as follows:

- Case 1: when $n > 4$;
- Case 2: when $n < 4$;
- Case 3: when $n = 4$.

Case 1: For $n > 4$ there are no 2 or higher dimensional simplices or cubes in $C_n$. This implies that the computation for $L$ and $\bar{L}$ rely only on dimensions 0 and 1 simplices and cubes respectively. Therefore, since in dimensions 0 and 1 the traces are equal, we have $L(f) = \bar{L}(f)$. More precisely, in dimension 0 both traces count the number of fixed points, and similarly in dimension 1 they both count the number of fixed edges (with orientation).

Now, it remains only to show that the value of $L(f) = \bar{L}(f)$ is in fact in the set $\{0, 1, 2\}$. So it is enough show that for any self map $f$ on $C_n$, $L(f) \in \{0, 1, 2\}$. From Theorem 53 we know that $f$ is homotopic to either the identity, a constant, or the flip map. We will consider them one after the other. If $f$ is homotopic to the identity map then by Theorem 40 and Example 38, $\bar{L}(f) = \tilde{\chi}_0(C_n) = 0$. If $f$ is homotopic to the constant map then by Theorem 40 and Example 38, $\bar{L}(f) = 1$. Lastly, if $f$ is homotopic to the flip map $t$ then by Theorem 40, we have $\bar{L}(f) = \bar{L}(t)$. Now, we conclude that if $n$ is even, we have $\bar{L}(f) = 2$ since $t$ has 2 fixed points (0-simplices) and no fixed edges (1-simplices). If $n$ is odd, we have $\bar{L}(f) = 2$, since $t$ has one fixed point (0-simplex) and one fixed edge (1-simplex) in the reverse orientation. Therefore, $L(f) = \bar{L}(f) \in \{0, 1, 2\}$ for any map $f$ on $C_n$ with $n > 4$.

Case 2: When $n < 4$, this is easy as $C_n$ is both contractible and strong contractible, hence by Theorem 27, 40 and Example 23, 38, $L(f) = \bar{L}(f) = 1$.

Case 3: For $n = 4$, we have a special case, where $C_4$ is contractible but not strong contractible. Now, we will compute both $L(f)$ and $\bar{L}(f)$ case by case, with the help of the characterization of maps on $C_4$ by Theorem 53. For $L(f)$; if $f$ is a constant map then $L(f) = 1$ by Theorem 27 and Example 23. If $f$ is a rotation map, then it has no fixed points or edges, so $L(f) = 0$. If $f$ is the identity map, then computing the traces directly gives $L(f) = 0$, which is also in line with Example 26. If $f$ is the flip map $t$, we then obtain $L(f) = 2$. This is because, there are only 2 fixed points (0-simplices) and no fixed edges (1-simplices). Similarly, if $f$ is composition of the flip map $t$ and a rotation map, we have $L(f) = 2$. Therefore, $L(f) \in \{0, 1, 2\}$ for any map $f$ on $C_4$. Now, for $\bar{L}(f)$; we can easily see that $\bar{L}(f) = \bar{L}(c) = 1$ from Theorem 40 and Example 38. \hfill \Box

Note that, the argument in the proof above is in agreement with the classical method of calculating $L(f)$ on a circle, which has the formula as: $L(f) = 1 - d$, where $d$ is the degree of the mapping. Since in a digital cycle the maps; identity, constant and flip have 1, 0 and $-1$ degree respectively.
5. Properties of Digital Lefschetz Numbers

5.1. Digital Lefschetz Numbers and Number of Approximate Fixed Points. In classical topology, the classical Lefschetz fixed point theorem says: “If \( L(f) \neq 0 \) then the map \( f \) has a fixed point.” However, the specific values of \( L(f) \) do not give us much more information apart from that. For instance, if \( L(f) = 2 \), then this does not mean that there will be 2 fixed points: there could be a single fixed point with fixed point index 2.

The situation is different, however, in the digital setting. When \( f : X \to Y \) is continuous, the entries of the matrices \( f_q \) and \( \bar{f}_q \) are always 0, 1, or \(-1\). For example if \( s \) is a \( q \)-simplex, then the column of \( f_q \) corresponding to \( s \) will have an entry of \( \pm 1 \) in the position indicating the \( q \)-simplex \( f(s) \), or will be 0 if \( f(s) \) is of dimension smaller than \( q \).

In the classical setting, the matrix can be more interesting because an edge can stretch and wrap across several others or even itself multiple times, which could give matrix entries other than 0 or \( \pm 1 \). However, this kind of scenario is not possible in digital topological setting since a digitally continuous map cannot stretch simplices or cubes.

Therefore, for instance if we have \( |L(f)| = k \) with \( k \neq 0 \), it will imply that there are at least \( k \) fixed simplices which make nonzero contribution to the computation of \( L(f) \) and hence add up to \( k \). Similarly to \( \bar{L}(f) \). Thus, we obtain:

**Theorem 55.** If \( |L(f)| = k \), then there are at least \( k \) fixed simplices, and hence at least \( k \) distinct approximate fixed points.

**Example 56.** Let \( X \) be the digital image in Figure 4 and \( \text{id} \) be the identity map on \( X \), then \( L(\text{id}) = \chi(X) = -2 \). Now, from the above theorem and the strong homotopy invariance property of \( L(f) \), any map strong homotopic to the identity must have at least 2 distinct approximate fixed points.

We also note that \( \bar{L}(\text{id}) = \bar{\chi}(X) = 0 \), and that the identity map is in fact homotopic to a map with no 2-approximate fixed points. We may change \( \text{id} \) by homotopy by contracting the “arms” and “legs” so that all of its values occur in the long rectangle at right in Figure 4. Then we may rotate these values so that no point is 2-approximate fixed.

Since any self-map has at least \( |L(f)| \) distinct approximate fixed points, we obtain:

**Corollary 57.** Let \( L(f) \) be the simplicial Lefschetz number of a continuous self-map \( f \) on a digital image \( X \). Then, \( |L(f)| \leq \#X \).

By the same reasoning as above we obtain similar results for the cubical Lefschetz number.

**Theorem 58.** If \( |\bar{L}(f)| = k \), then there are at least \( k \) fixed cubes and hence the existence of at least \( k \) distinct \( n \)-approximate fixed points.

**Corollary 59.** Let \( \bar{L}(f) \) be the cubical Lefschetz number of a continuous self-map \( f \) on a digital image \( X \). Then, \( |\bar{L}(f)| \leq \#X \).

5.2. Commutativity Property of the Lefschetz Numbers. This part comprises the study of commutative property of both the simplicial Lefschetz number and the cubical Lefschetz number, and the study of reduction of an image \( X \) with
Figure 4. A digital image $X$ (left), together with its minimal reduction (middle) with respect to strong homotopy equivalence, and its minimal reduction (right) with respect to homotopy equivalence.

respect to (strong) homotopy equivalences. We also briefly discuss some possible applications of these properties to image thinning operations.

**Theorem 60.** Let $X$ and $Y$ be digital images, and $f : X \rightarrow Y$ and $g : Y \rightarrow X$ be continuous. Then $L(f \circ g) = L(g \circ f)$. If $X$ and $Y$ are subsets of $\mathbb{Z}^n$ with $c_1$ adjacency, then $\bar{L}(f \circ g) = \bar{L}(g \circ f)$.

**Proof.** Since $f_{\ast, q}$ and $g_{\ast, q}$ are square matrices, and by the definition of $L(f)$ and the fact that the trace of a composition of square matrices is commutative (that is, $\text{tr}(A \circ B) = \text{tr}(B \circ A)$), we have

$$L(f \circ g) = \sum_{q=0}^{n} (-1)^q \text{tr}((f \circ g)_{\ast, q})$$

$$= \sum_{q=0}^{n} (-1)^q \text{tr}(f_{\ast, q} \circ g_{\ast, q})$$

$$= \sum_{q=0}^{n} (-1)^q \text{tr}(g_{\ast, q} \circ f_{\ast, q})$$

$$= \sum_{q=0}^{n} (-1)^q \text{tr}((g \circ f)_{\ast, q}) = L(g \circ f),$$

where $f_{\ast, q}, g_{\ast, q} : H_q(X) \rightarrow H_q(X)$. Now, following the same argument shows that $\bar{L}(f \circ g) = \bar{L}(g \circ f)$. \hfill $\square$

**Theorem 61.** Let $X$ and $Y$ be digital images both with $c_1$-adjacency. Let $f : X \rightarrow X$ be a mapping and $g : X \rightarrow Y$ be a digital homotopy equivalence with homotopy inverse $h : Y \rightarrow X$. Then $\bar{L}(f) = \bar{L}(g \circ f \circ h)$.

**Proof.** Since $g : X \rightarrow Y$ is digitally homotopy equivalence with homotopy inverse $h : Y \rightarrow X$. By Theorem 10 we have $h \circ g \simeq id_X$ and $g \circ h \simeq id_Y$. Now, by Theorem 60 we obtain $h \circ g \simeq id_X$ and $g \circ f \simeq id_X \circ f \simeq f$. Hence, we obtain $\bar{L}(h \circ g \circ f) = \bar{L}(g \circ f \circ h) = \bar{L}(f)$. \hfill $\square$

The proof of the following result is similar to that of the preceding theorem, hence we omitted it.
Theorem 62. Let $X$ and $Y$ be digital images. Let $f : X \to X$ be a mapping and $g : X \to Y$ be a digitally strong homotopy equivalence with strong homotopy inverse $h : Y \to X$. Then $L(f) = L(g \circ f \circ h)$.

The following is similar to the idea of “image thinning” in digital topology. This has a nice interpretation in terms of digital “thinning” operations.

Definition 63. A digital image $Y$ is said to be a “(strong) reduction” of a digital image $X$ if the images $X$ and $Y$ are (strong) homotopy equivalent and $\#Y < \#X$. If there is no (strong) reduction of cardinality less than $Y$, we say $Y$ is a “minimal (strong) reduction.”

Note that, any digital image $X$ has a minimal reduction $X'$ and a minimal strong reduction $X^*$, and we easily have the following relation: $\#X' \leq \#X^* \leq \#X$.

Proposition 62 implies that computing $L(f)$ on $X$ is equivalent to computing $L(f)$ on $X^*$. Similarly, Proposition 61 implies that computing $\bar{L}(f)$ on $X$ is equivalent to computing $\bar{L}(f)$ on $X'$. This is interesting, as it is easier to compute $L(f)$ and $\bar{L}(f)$ on smaller spaces (i.e $X^*$ and $X'$ respectively) than on the bigger space $X$.

Example 64. Let $X$ be the image in Figure 4 and $f$ be a self-map on $X$. Then $\bar{L}(f) \in \{0, 1, 2\}$.

This is true by Proposition 64 because the minimal reduction of $X$ (i.e. $X'$) is a digital cycle. Whereas, the minimal strong reduction of $X$ (i.e. $X^*$) is not a digital cycle; since it has 3 loops. Therefore, it is possible that there is some map $f : X \to X$ with $L(f) \notin \{0, 1, 2\}$. In fact, taking the self map $f$ to be the identity map, we get $L(id) = \chi(X) = -2$.

5.3. Spectrum of the Lefschetz Numbers. Recall that, the concept of fixed point spectrum of an image $X$ that gives the set of all numbers that can appear as the number of fixed points for some continuous self-map was introduced recently as follows:

Definition 65. Let $X$ be a digital image. Then the fixed point spectrum of $X$ is defined as:

$$F(X) = \{\#\Fix(f) \mid f : X \to X \text{ is continuous}\}.$$  

But it turns out that the computation of the fixed point spectrum for an image $X$ is difficult. This is because not much is known about how the set $F(X)$ changes when we change the image $X$. One of the only few things we know is that, whenever $A$ is a retract of an image $X$ we then have $F(A) \subseteq F(X)$.

Now, we will present the definitions of both the spectrum of simplicial Lefschetz number which we denote as $\mathcal{L}(X)$ and the spectrum of cubical Lefschetz number denoted by $\bar{\mathcal{L}}(X)$ as in the following:

Definition 66. Let $X$ be a digital image. We define the spectrum of simplicial Lefschetz number and the spectrum of cubical Lefschetz number as:

$$\mathcal{L}(X) = \{L(f) : f \text{ is a continuous self-map on } X\}$$

and

$$\bar{\mathcal{L}}(X) = \{\bar{L}(f) : f \text{ is a continuous self-map on } X\}$$

respectively.
Example 67. Let $X$ be the image in Figure 4 and $f$ be a self-map on $X$. Then
\[ \bar{L}(X) = \{0, 1, 2\}. \]
This is true from Proposition 54 and Example 64.

By the commutativity property, we have

Proposition 68. The spectrum of the cubical Lefschetz number is a homotopy-type invariant.

Proof. By Theorem 40, 61 and Definition 10, we have $\bar{L}(f) = \bar{L}(g)$ whenever $f$ and $g$ are homotopy-type equivalences. Hence the result follows as $f$ and $g$ are arbitrary. \qed

Proposition 69. The spectrum of the simplicial Lefschetz number is a strong homotopy-type invariant.

Unlike the fixed point spectrum which is not a homotopy-type invariant. We obtain that the spectrum of cubical Lefschetz number is homotopy-type invariant while that of simplicial Lefschetz number is strong homotopy-type invariant. That is, if $X$ and $Y$ are homotopy equivalent, then $\bar{L}(X) = \bar{L}(Y)$ and if $X$ and $Y$ are strong homotopy equivalent, then $\bar{L}(X) = \bar{L}(Y)$. respectively. This is particularly more interesting fact, because it means in general we can reduce an image by homotopy equivalence or strong homotopy equivalence to obtain a much simpler image without changing the Lefschetz theory.

Remark 70. The cardinality of an image $X$ is an upper bound for both simplicial and cubical Lefschetz spectrum. (i.e. $m \leq \#X$ for all $m \in \bar{L}(X)$ or $m \in \bar{L}(X)$). Moreover, $-\#X \leq m$ for all $m \in L(X)$ or $m \in \bar{L}(X)$, i.e. The negative cardinality of an image $X$ is a lower bound for both simplicial and cubical Lefschetz spectrum. Hence, $L(f)$, $\bar{L}(X) \subseteq \{-\#X, \ldots, \#X\}$. This follows from Corollary 57 and 59 respectively.

5.4. Relation between the Lefschetz Numbers, $S_a^n(f)$ and $S^*_a(f)$. In this part, we will introduce briefly a relationship between the defined Lefschetz numbers with the following concepts. This was motivated by the notion of homotopy fixed point spectrum in [12].

Definition 71. Let $f, g : X \to X$ be any continuous maps on $X$. Then
- The homotopy $n$-approximate fixed point spectrum of $f$ is denoted and defined as:
  \[ S_a^n(f) = \{ n\text{-AFix}(g) \mid g \simeq f \} \subseteq \{0, 1, \ldots, \#X\}, \]
- The strong homotopy approximate fixed point spectrum of $f$ is denoted and defined as:
  \[ S^*_a(f) = \{ \text{AFix}(g) \mid g \simeq^* f \} \subseteq \{0, 1, \ldots, \#X\}. \]
where AFix$(g)$ and $n$-AFix$(g)$ denote the sets of approximate fixed points, and $n$-approximate fixed points, respectively.

Remark 72.
- $S_a^n(f)$ is a homotopy invariant for any continuous map $f$ on $X$.
- $S^*_a(f)$ is a strong homotopy invariant for any continuous map $f$ on $X$. 
Proposition 73. Let $X \subset \mathbb{Z}^n$ be a digital image with $c_1$-adjacency and $n \leq 3$. If $S_{a^n}(f)$ is the homotopy $n$-approximate fixed point spectrum of $X$, then $|\bar{L}(f)|$ is a lower bound for $S_{a^n}(f)$.

Proof. This follows from Theorem 58, since $|\bar{L}(f)|$ is the least number of $n$-approximate fixed point that any continuous map $f$ on $X$ can attain. \qed

Similar statements also hold concerning $L(f)$ and the strong homotopy spectrum of approximate fixed points $S_{a^n}(f)$.

6. Conclusion

In this paper, we utilized the classical simplicial and cubical homology theories and defined (in the usual way) the simplicial Lefschetz number and the cubical Lefschetz number. We showed that the simplicial Lefschetz number $L(f)$ is strong homotopy invariant and has a 1-approximate fixed point theorem. While the cubical Lefschetz number $\bar{L}(f)$ is homotopy invariant and has an $n$-approximate fixed point theorem.

Consequently, we can conclude that the fixed point theorem for $L(f)$ seems better, but has a worse homotopy invariance as it requires a stronger homotopy. On the other hand, the fixed point theorem for the cubical Lefschetz number $\bar{L}(f)$ is worse because it may fail to provide us with a fixed or approximate fixed point, but we found out that it has a better homotopy invariance property.

We have also demonstrated with some illustrative examples that the two Lefschetz numbers are essentially different. In particular, we have shown an example where $L(f)$ is zero while $\bar{L}(f)$ is nonzero. We believed that, these differences, advantages and disadvantages would demonstrate the usefulness of both Lefschetz numbers in homology of digital images, for instance in detecting fixed or approximate fixed points.

Moreover, we have discussed the commutativity property of the Lefschetz numbers, which implies that the Lefschetz numbers are invariant under (strong) homotopy equivalence. Also, we have highlighted its possible applications to image thinning in digital topology. We also introduced an invariant; namely ”the spectrum of Lefschetz number” to help us find all the possible values of the Lefschetz numbers for all self-maps on a given digital image.

Finally, we presented a nice relation between the digital Lefschetz numbers with the number of approximate fixed points. We showed that $|\bar{L}(f)|$ is a lower bound to the number of $n$-approximate fixed points, $|L(f)|$ is a lower bound to the number of approximate fixed points and $\#X$ is an upper bound to both Lefschetz spectrum.
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