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The development of devices that can modulate their conductance under the application of electrical stimuli constitutes a fundamental step towards the realization of synaptic connectivity in neural networks. Optimization of synaptic functionality requires the understanding of the analogue conductance update under different programming conditions. Moreover, properties of physical devices such as bounded conductance values and state-dependent modulation should be considered as they affect storage capacity and performance of the network. This work provides a study of the conductance dynamics produced by identical pulses as a function of the programming parameters in an HfO$_2$ memristive device. The application of a phenomenological model that considers a soft approach to the conductance boundaries allows the identification of different operation regimes and to quantify conductance modulation in the analogue region. Device non-linear switching kinetics is recognized as the physical origin of the transition between different dynamics and motivates the crucial trade-off between degree of analog modulation and memory window. Different kinetics for the processes of conductance increase and decrease account for device programming asymmetry. The identification of programming trade-off together with an evaluation of device variations provide a guideline for the optimization of the analogue programming in view of hardware implementation of neural networks.

Common hardware logic based on von Neumann paradigm is increasingly facing a bottleneck due to data transfer between separated processing and memory units. To overcome this hindrance, new architectures have been proposed mimicking the co-localization of memory and logic that takes place in our brain. Specific bio-inspired chips possess the ability of on-line learning, adaptation, inference and classification, which can be exploited in distributed and mobile applications whenever the target of low power operation is met. In analogy with biology, neuromorphic implementations rely on neuron units connected through synaptic elements with variable efficacy of coupling, represented by a synaptic weight. Because of the large number of synapses compared to neurons, the full potential in terms of scalability, low power and high density can be unlocked only by developing a dedicated device with the ability to dynamically change the synaptic efficacy in response to variable input conditions. In this respect, memristive devices and especially resistance random access memories (RRAM) have been recognized as possible candidates because of their simple two terminal structure and promising scalability potential, non volatile memory and low power consumption. Examples of network applications including RRAM devices have been demonstrated both in small scale arrays and at simulation level to implement pattern recognition and other classification tasks.

In RRAM devices, the synaptic weight is mapped as conductance value of the memory element and can be manipulated in response to external voltage stimuli. Despite bistable synapses have been recognized as possible candidates for artificial synapses, to enhance the storage capacity of the network, synaptic devices should preferably exhibit gradual weight change. A gradual conductance change can be obtained in RRAM as a result of the device dynamics, which is governed by the motion of ionic species inside the functional material of the metal-oxide-metal stack. Here lies the intriguing analogy between the ionic motion at the base of resistance switching and the motion of the vesicles in the junctions between neurons characteristic of biological synaptic elements, as illustrated in Fig. 1a.

The optimization of artificial synaptic devices for neuromorphic applications remains an open issue. Increasing the degree of analogue operation corresponds to reducing the weight modification in response to discrete voltage pulses. However, due to device variations, it is usually not straightforward to consider deterministically separated
conductance levels and the multi-level capability should be considered in a probabilistic fashion. Moreover, for specific synaptic applications, some functional non-idealities exist in physical devices that could affect the network performance, such as non-linear weight update and asymmetric behaviour between the processes of conductance increase (potentiation) and decrease (depression). Several works concentrate on optimizing the material stack to improve the linearity of the conductance change. However, the linear behaviour is usually displayed only up to a certain number of pulses and in a restricted memory window. Another class of research analyzes the impact of device dynamics and number of conductance levels on the performance of simulated neuromorphic networks. Network simulations give some useful hints on how the details of synaptic plasticity influence the learning process, though only theoretical conductance changes or representative device results are routinely considered. Indeed, operating parameters strongly determine the device dynamics and a complete device characterization in a diverse range of programming conditions is necessary to optimize the analogue behaviour and identify the robustness of the analogue operation.

A major source of deviation from the ideal linear weight update in physical devices is the presence of limits to the maximum conductance span achievable for a given programming condition due to a finite memory window. Conductance saturation close to the boundaries causes a deviation from linearity of the conductance dynamics and introduces a state-dependent conductance update. While Ziegler et al. identified the basic aspects of Hebbian learning in bounded memristive devices, the presence of boundaries to the maximum synaptic strengths imposes a constraint to the storage capability and impacts the learning process and the decay of the stored memory due to ongoing plasticity. On the other hand, in the most general case of unbalanced probabilities of synaptic potentiation and depression, Fusi and Abbott noticed the advantage in terms of memory capacity of softly bounded synaptic weights, in which the weight boundaries are approached asymptotically as the weight update tends to zero.

In this work, we study with a systematic approach the gradual evolution of conductance dynamics of filamentary HfO$_2$-based resistive RAM upon train of identical programming pulses and as a function of a wide range of pulse voltage and time width parameters. We show that the soft bound phenomenological model identified by Fusi and Abbott, however simple, captures the salient features of the experimental conductance change related to a state-dependent update and to a soft approach to the conductance boundary values. The model is then applied as metrics to identify the degree of analogue operation in the different programming regimes, namely no switching, gradual conductance change stimulated by train of identical pulses and conductance change achieved by a single programming pulse (binary regime). Further, we discuss the relationship between the experimental results, the proposed model and the device physics. Device non-linear switching kinetics is recognized as the origin of the transition between different dynamics and motivates the crucial trade-off between the degree of analogue modulation, programming symmetry of the potentiation/depression operations and memory window, as a general feature of filamentary-type resistance switching devices. Finally, evaluating the variability and reproducibility around the average resistance evolution allows to give a quantitative estimation of device performances in the different regimes of operation. While several publications highlight the relative immunity to device variations of spiking neural networks due to their intrinsic properties, the reported analysis provides some insight on the actual variation and robustness of analogue operation.

**Results**

**Representative features of conductance dynamics.** The analysed devices present a TiN/HfO$_2$/Ti/TiN structure and their operation is based on a filamentary switching mechanism, according to previous papers, initiated by a forming process as described in the Methods section. Conductance increase (potentiation) and decrease (depression) dynamics is characterized by pulsed measurements in a wide space of the programming parameters varying the time width and voltage amplitude ($\Delta t$ and $\Delta V$) of the applied pulses while keeping...
constant the initial state of the memory cell. The aim is to identify the operating regions for increasing and decreasing connectivity strength as a function of the programming conditions of the incoming pulses.

Trains of identical pulses were applied to the device and its conductance was continuously monitored by a reading operation after each pulse. This procedure was repeated after reinitializing the device to a similar initial state and varying the pulse voltage or time width for each series. Further details can be found in the Methods Section. An example of the conductance sequences resulting from 300 identical pulses repeated with increasing $\Delta V$ and fixed $\Delta t = 10 \mu s$ can be found in Fig. 1b for both potentiation and depression operations. The two reported examples already anticipate some of the main experimental findings. For low enough $\Delta V$, $i.e.$ in the first few sequences up to the dashed line, no switching occurs and the conductance value does not change during the pulse sequence since the effect of each pulse is so low to result in no visible change of the cumulative conductance. For pulse amplitudes in between the dashed and the dotted lines, the conductance modification produced by each pulse becomes appreciable and sums up to produce a gradual analogue potentiating or depressing trend. Increasing $\Delta V$ further, the effect of the first pulse becomes gradually dominant and eventually it produces most of the overall conductance change (right side of the dotted line for potentiation), resulting in a digital switching behaviour. This is particularly evident in the last potentiation series of Fig. 1b, for which only two conductance levels can be distinguished. To observe a similar digital behaviour for the depression series, $\Delta t$ should be further increased as reported in the Supplementary Fig. S1.

In summary, three main switching regimes can be identified as separated by two thresholds roughly identified by dashed and dotted lines in Fig. 1b. The first threshold (in the following referred to as switching threshold) marks the transitions from no switching to the activation of gradual switching, while the second threshold indicates the onset of digital switching. The different position of the switching thresholds for potentiation and depression, though roughly placed in this figure just as a guide for the eye, already remarks the asymmetry in terms of conductance dynamics of filamentary RRAMs. In the following, a complete experimental analysis will allow the quantitative positioning of the switching thresholds in relation with the kinetics of the switching process and the demonstration of the bounded nature of the conductance dynamics.

**Bounded nature of the cumulative conductance change.** Figure 2 shows representative conductance trends produced by sequences of 300 identical pulses. In each frame one programming condition, namely $\Delta V$ or $\Delta t$, has been fixed letting the other parameter vary. The conductance dynamics evolves among the three regions of no substantial modification, gradual switching and abrupt switching (from dark to clear colour tones) increasing
either the time width at constant voltage (Fig. 2a,b) or the voltage amplitude at constant time width of the pulses (Fig. 2c,d). A complete set of plots containing all the acquired curves can be found in the Supplementary Fig. S2.

A significant feature common to all the conductance curves is the attainment of conductance saturation for a sufficiently high number of pulses. In particular, even when curves look almost linear for a limited pulse number, increasing the number of pulses will eventually drive the device in saturation and the overall trend will flatten and deviate from linearity. The non-linear behaviour is linked to the uneven conductance changes induced by each pulse. In particular, the effect produced by a single pulse gets smaller and smaller as the saturation level is asymptotically approached. This suggests that conductance modulation is a function of the current device state.

In Fig. 2 it can also be noticed that increasing the strength of the programming conditions (i.e. \( \Delta V \) or \( \Delta t \)) the conductance window expands accordingly at the expense of the smoothness of the conductance change.

Features of conductance dynamics. Figure 3 emphasizes the experimental asymmetries between conductance evolution for potentiation and depression operations, which rise as a consequence of the inherent differences in the corresponding switching kinetics. It is demonstrated that providing the device with the same strength of the stimulus (same \( \Delta t \) and absolute \( \Delta V \)), either qualitatively different smoothness of the conductance change (Fig. 3a) or unmatched conductance windows (Fig. 3b) are obtained comparing potentiation and depression. Analogue modulation for both operations is achieved if an unbalanced \( \Delta V \) is introduced, as in Fig. 3c.

The source of such asymmetries lies in the inherently different switching kinetics (Fig. 3d,e) of the processes responsible for conductance potentiation and depression, i.e. filament formation and dissolution. The memory window (defined as the conductance ratio \( \frac{G_{\text{max}}}{G_{\text{min}}} \) after 300 pulses) is portrayed as a function of the pulse programming parameters. The memory window is close to 1 for low \( \Delta V \) and \( \Delta t \), meaning that no switching occurs, while increasing both programming parameters a switching threshold is crossed (dashed line in Fig. 3d,e) which marks the onset of the conductance change. Above threshold, higher programming values correspond to higher memory windows. The switching threshold is arbitrary considered as the minimum voltage (or time width) that has to be applied to produce a 10% conductance change and we will demonstrate in the following that it corresponds to the threshold for gradual conductance change. The logarithm of the switching time follows a straight line implying an exponential relation between \( \Delta V \) and \( \Delta t \). Such exponential dependence has been referred to as an extension of the voltage – time dilemma and descends from the non-linear switching kinetics typical of valence change memory cells, as illustrated in ref.45. Different slopes of the lines identifying the switching kinetics can be seen in potentiation and depression, in general agreement with results in the literature46–49. In fact, the voltage – time slope of 50 mV/decade evaluated from Fig. 3d for the potentiation process corresponds to the one reported for devices with similar composition46. On the other hand, the steeper slope of 130 mV/decade estimated from Fig. 3e highlights the slower switching kinetics of the depression process47,48. This finding evidences that an inherent asymmetry of the switching mechanisms associated with potentiation and depression operations exists.

**Figure 3.** (a–c) Examples of potentiation (in blue) and depression (in red) operations to evidence the device asymmetry. \( \Delta t \) is fixed at 100 \( \mu \text{s} \) in all cases. The absolute \( \Delta V \) is set to 0.8 V in (a); 0.7 V in (b); 0.7 V for potentiation and 0.9 V for depression in (c). (d,e) Memory windows, defined as the conductance ratio after 300 identical pulses, as a function of \( \Delta t \) and \( \Delta V \) for the potentiation (d) and depression (e) processes. A dashed line is added to highlight the switching threshold, defined for a minimum variation of 10%.
and is reflected into the conductance dynamics. For instance, it is immediately evident that the main effect of the slower kinetics of depression results in an overall lower memory window when compared to potentiation for the same applied absolute values of the voltage. A quantitative assessment of the characteristic features reported in the latter two paragraphs will be provided in the following.

**Analysis of the conductance update.** In the previous section, several characteristics of the device conductance dynamics have been introduced. The main features to take into consideration when modeling the device are the presence of limits to the cumulative conductance modulation and a non-constant conductance change that progressively decreases as the conductance boundaries are approached. Moreover, different device dynamics, which can be divided into three main switching regimes, can be observed. Therefore, a device model should correctly reproduce all these salient features. A general formulation of a synaptic device displaying maximum and minimum weight boundaries approached with smaller and smaller steps was proposed by Fusi and Abbott as a multiplicative update rule with a weight-dependent weight update. When the synaptic weight is comprised for simplicity between 0 and 1, the following generalized soft bound equations (1) and (2) were proposed for the incremental ($\delta w_o(w)$) and decremental ($\delta w_o(w)$) weight change in potentiating and depressing events, respectively.

\[
\delta w_o(w) = \alpha(1 - w)^\gamma \quad (1)
\]

\[
\delta w_o(w) = -\alpha w^\gamma \quad (2)
\]

In this model $\alpha$ is a multiplicative parameter which determines the magnitude of modification induced on the synaptic strength by a plasticity event, thus $1/\alpha$ is proportional to the number of discrete accessible synaptic states. To add more generality to the update rule, a second positive parameter $\gamma$ is added at the exponent of the recursive sequence, adapting the dependency of the weight update on the synaptic state. It is worth mentioning that a constant weight change, resulting in a linear weight dynamics, is described by a value $\gamma = 0$. A first formulation of weight dependent update rule is the one neglecting the parameter $\gamma$ (or equivalently $\gamma = 1$). Letting the parameter $\gamma$ varying above unity constitutes a general formulation of a weight dependent update rule. The description of the influence of $\alpha$ and $\gamma$ parameters on the weight dynamics is reported in the Supplementary Fig. S3.

In the following, we show that this simple synaptic model can be applied to a physical HfO$_2$-based device and is able to capture the conductance dynamics in a complete set of regimes of operation, from no switching, to gradual analogue switching, to digital deterministic switching.

The experimental conductance curves previously discussed are fitted according to the generalized soft bound model (further details are reported in the experimental section) and the fitting lines are visible in Figs 1b and 2 (see also Supplementary Fig. S2) as black solid lines superposed to the measured data points. The resulting fitting parameters are mapped into the pulse time width and voltage space in Fig. 4a–d for potentiation and depression, respectively. For low voltage and short pulses (top left corner of the maps), the pulses produce no appreciable conductance variation and the flat response can be well reproduced by $\alpha \approx 0$, since only one stable effective state exists in the system. At the opposite, for high values of $\Delta V$ or $\Delta t$ where the device exhibits a digital behaviour, the system has only two stable states since one single pulse is sufficient to produce the maximum conductance change and the conductance trend can be reproduced by $\alpha \approx 1$. In between these two extremes, the device shows a gradual variation of the conductance before reaching saturation, and $\alpha$ assumes values $0 < \alpha < 1$. Two dashed lines have been inserted in the 2D maps to highlight the separation between the three switching regions. The leftmost lines correspond to the switching thresholds extracted from Fig. 3d,e and separate the region of no significant conductance variation (no switching region) from the analogue switching region, while the rightmost lines are positioned at $\alpha$ values close to 1 and signal the onset of the digital switching region.

It should be stressed that a fit to a simple soft bound model ($\gamma = 1$) is roughly able to replicate the different regimes. This would be equivalent to fit the cumulative conductance with an exponential law. However, in particular for intermediate states slightly above the switching threshold where the device shows a richer multi-state behaviour, this can not be accurately reproduced by the simple one-parameter law. To this end, the introduction of the second parameter $\gamma$ intervenes to round off and adjust the dynamics closer to the experimental trend. While the value of $\gamma$ has no real influence when approaching the two extremes of no switching and digital switching and $\gamma \approx 1$ can well fit the data, in the region with analogue modulation $\gamma$ assumes values above 1. A summary of the values of $\gamma$ extracted from fit is reported in Fig. 4b,d for potentiation and depression, respectively.

In potentiation, $\alpha$ increases rapidly above the switching threshold and eventually comes close to 1 in a large portion of the inspected ($\Delta V$, $\Delta t$) space (Fig. 4a). The region with accessible analogue behaviour, where the fitting procedure locates the highest number of levels, can be best visualized by the region with $\gamma$ above 1 in Fig. 4b. This region has a width of approximately 200 mV and follows the general slope of 50 mV/dec previously identified for the switching dynamics, so that a careful choice of $\Delta V$ should be made to achieve analogue programming. Unlike potentiation, during depression the device goes in an almost digital (2 states) behaviour, which is represented by $\alpha \approx 1$, only in the bottom right corner of Fig. 4c. This happens since in depression the threshold identifying the digital behaviour is shifted to higher pulse programming values than in potentiation.

As discussed above, in the time – voltage plot $\alpha$ and $\gamma$ follow the same trend of the memory window. This becomes apparent by comparing Figs 3d,e and 4. Indicatively, the best analogue operation can be achieved slightly above the switching threshold. This leads to a fundamental consideration about the necessary trade-off between multi-level behaviour and window of operation. For the considered device, in the area of analogue switching roughly identified in Fig. 4, the memory window does not exceed a value of 4 in potentiation and 3 in depression, above which digital switching prevails.
From general considerations based on mean-field simulations, Fusi and Abbott\(^\text{42}\) demonstrate that in a learning network, in the general case of unbalanced rate of potentiation and depression events, hard weight boundaries (e.g., linear weight update and a hard cut-off at the boundaries) result in a sub-linear relation between storage capacity and number of weight levels \((1/\alpha)\). Conversely, softly bounded synapses with \(\gamma > 0\) ensure the memory capacity to always scale linearly with the inverse step size \(1/\alpha\), thus improving the storage efficiency of the network. Moreover, large \(\gamma\) values above 1 would guarantee a better memory capacity, even if it comes at the price of higher dispersion of the memory weights\(^\text{42}\). In summary, even when markedly non linear, the analysed device realizes a soft approach to the boundary, thus improving the memory performance in terms of capacity for adaptive learning under changing information input.

**Variability.** When the device is conveniently operated, the conductance of the device can be modulated through hundreds of values \((\propto 1/\alpha)\). However, a fine consideration on the actually available conductance levels should take into account the overlapping variability. In order to analyse variability, the conductance change induced by each single pulse (dG) is plotted as a function of the conductance value (G) in Fig. 5 for different pulse voltages, and a fit of the renormalized soft bound law is superposed to the experimental data. Regarding potentiation (Fig. 5a), the conductance change caused by one pulse is large at low conductance values and becomes negligible and immersed in the variability as the conductance value increases. The opposite trend, together with opposite sign, is visible for depression in Fig. 5b. This evidence demonstrates the gradual approach of potentiation and depression evolutions towards the conductance boundaries. As the pulse voltage increases, dG also increases at low initial conductance value for potentiation and high initial conductance value for depression. Correspondingly, high voltage pulses (|ΔV| = 0.95 V) define only two conductance values, which is a clear indication of digital operation. The lower the voltage, the lower dG for each initial conductance value and the narrower the covered conductance range.

Even though the pulse series are acquired above the switching threshold, only the dG corresponding to the first pulse stands far from the x axis, while the next points follow a small trend at intermediate conductance levels which is highlighted by the soft bound law, then they accumulate along the x axis. From the scattering of dG around the x axis close to accumulation, the maximum pulse-to-pulse variability can be estimated at about 50 μS. As a rule of thumb, two distinct device levels can be effectively distinguished only if their relative distance lies above the pulse variability. As an example, considering the maximum window of 1 mS obtained in the analogue region, only about 20 distinct levels can be effectively distinguished in a deterministic manner if the maximum pulse variability is considered in this device. However, it should be stressed that this is only a lower limit estimation.

Another source of variability comes from cycle repeatability. Once the device has been characterized for various programming conditions, the different switching regimes are known and any (ΔV, Δt) couple is associated
**Figure 5.** Conductance increment as a function of the conductance level. (a) Potentiation operations with $\Delta t = 10 \mu s$ and $\Delta V = -0.7 \text{V}$, $-0.8 \text{V}$ and $-0.95 \text{V}$. (b) Depression operations with $\Delta t = 100 \mu s$ and $\Delta V = 0.75 \text{V}$, $0.85 \text{V}$ and $0.95 \text{V}$. 

with a specific memory window and pulse dynamics. However, repeating the same pulse series numerous times will result in slightly different dynamics.

In order to probe the cycling variability, special care should be paid in choosing similar memory windows for both operations according to Fig. 3 to avoid a drift of the overall conductance for repeated potentiation and depression sequences. This happens since for long enough pulse series the cumulative conductance tends to saturate to a conductance level that depends on the specific programming conditions. Moreover, as previously discussed, the device dynamics as well as the switching threshold differ between potentiation and depression operations. For this reason, in general asymmetric $\Delta V$ and/or $\Delta t$ should be applied to obtain analogue cumulative behaviours for both operations.

A subset of 10 depression/potentiation over a total of 200 cycles with programming parameters chosen within the analogue region can be found in Fig. 6a. In this region, the device exhibits multiple levels with a maximum memory window of about 3. Figure 6a shows the first ten cycles programmed with $\Delta t = 10 \mu s$; $\Delta V = +0.9 \text{V}$ for potentiation and $\Delta V = -0.7 \text{V}$ for potentiation. 500 consecutive identical pulses were performed alternatively for each operation to ensure reaching the conductance saturation. In black line, a fit to data of the generalized soft bound model is reported (see Supplementary Fig. S4 for details). In order to better evidence the impact of cycling variability, in Fig. 6b the evolution of the average conductance as a function of the number of pulses is plotted with the associated standard deviation, in grey. A logarithmic scale is chosen for the x-axis to highlight the effect of the first pulses, which produce the greatest variation in conductance. In this plot, the dispersion appears fairly constant with an average value of 65 $\mu S$, even though a decreasing trend towards the conductance boundaries can be detected (Supplementary Fig. S5).

The fit of the repeated cycles to the soft bound model allows to extract the variability of the parameters describing the conductance dynamics. The distribution of the $\alpha$ parameter, proportional to the inverse number of accessible conductance states, is reported in Fig. 6c. Quite large distribution widths of ~0.2 and ~0.3 for potentiation and depression respectively can be observed, which highlights the fairly high dispersion usually encountered in filamentary-type resistive switching devices. Nevertheless, the values of $\alpha$ clearly indicate stable and reproducible multi-state behaviour. Notably, a clear asymmetry in terms of analogue levels can be identified between depression and potentiation in Fig. 6c. This unbalance is commonly encountered for analogue switching in various resistive switching devices and has been reported previously for different systems and programming conditions. The reason lies in the narrower range of $\Delta V$ at equal $\Delta t$ available for analogue potentiation with respect to depression for a given memory window. Indeed, it is possible to achieve symmetric operations, as visualized in the second example reported in Fig. 6d and highlighted by the $\alpha$ distribution in Fig. 6f, but a compromise has to be paid in terms of memory window. The standard deviation around the average conductance trend exhibits a mean value of about 65 $\mu S$, comparable to the one detected in the previous case, as shown in Fig. 6e. However, the reduced memory window increases the incidence of conductance variation from 6% to 15% of the overall conductance span.

**Discussion**

In summary, we explored the switching dynamics of HfO$_2$-based resistive memory cells by sequences of identical programming pulses with the aim of enhancing the comprehension of analogue operation for improving the storage capacity in hardware neural networks. Based on the salient features of the cumulative conductance series, a fitting model was applied to provide a quantification of the degree of analogue modulation as a function of the programming pulse parameters $\Delta t$ and $\Delta V$.

As a first observation, three main regions can be identified according to the memory window and the number of analogue states. One threshold can be defined that separates the region in which the programming pulses produce no appreciable conductance change (no switching region) from the region of analogue modulation. At higher $\Delta t$ or $\Delta V$, a second threshold separates the analogue region from the region of digital switching. This analysis allows to estimate the programming extent of the region of analogue modulation and its dependence on...
the pulse parameters. The voltage width of the analogue region is about 200 mV in potentiation and slightly wider in depression. This extent is an important factor to be considered for real applications and needs to be optimized to ensure a robust analogue programming.

It is worth pointing out that also the retention of the conductance states of the devices is a critical point for the realization of networks able to learn and to record the training process and is a matter of investigation of the very recent literature. Representative results attesting the retention at short time-scales of the present device are reported in the Supplementary Fig. S6. The long-term retention of the boundary conductance levels up to 10 years at elevated temperatures has been demonstrated in similar devices by the same authors in previous works.

A conductance dynamics exists in the analogue region since multiple pulses are necessary to produce the maximum conductance span for the specific programming parameters, as opposed to the digital region. If the switching time is defined as the pulse \( \Delta t \) necessary to achieve the maximum conductance span for a given \( \Delta V \), applying shorter pulses allows to sample different device states producing a cumulative conductance behaviour. However, the highest number of multi-state conductance levels is observed for the shortest pulses close to the switching threshold, where the memory window is also the lowest. This leads to an unavoidable compromise between number of analogue levels and programming window. This constraint is not unique to the investigated device and can be generalized to many memristive systems. In fact, even if not explicitly quantified, the same inverse relation between degree of analogue modulation and memory window can be identified in a lower current regime and in other resistive switching devices based on different materials and in phase change materials. This constraint is not unique to the investigated device and can be generalized to many memristive systems. In fact, even if not explicitly quantified, the same inverse relation between degree of analogue modulation and memory window can be identified in a lower current regime and in other resistive switching devices based on different materials and in phase change materials.

An indication of the non linear switching kinetics in the inspected device can be identified from the voltage – time dependence of the thresholds separating the switching regimes. Indeed, an exponential dependence is identified between the voltage amplitude and the time width of the applied pulses with a slope of about 50 mV/dec in potentiation and 130 mV/dec in depression that follows previous estimations on similar material systems. The identification for both processes of a single time–voltage slope covering almost 4 orders of magnitude of \( \Delta t \) is the indication of a single process prevailing in the time range covered by the experiments. In other systems, e.g. in electrochemical metallization cells, two or even three distinct slopes were observed due to different limiting processes prevailing in different time–voltage regions. The presence of only one time–voltage slope indicates that, throughout the entire investigated time range, the limiting process is always the same and it is usually identified with the ionic motion inside the dielectric materials which requires high local electric fields and temperatures. Despite a large literature exists which deals with the switching kinetics of resistive memory devices, the relation between kinetics and analog dynamics is not analysed in details. Such relation is investigated in the present paper and it allows elevating all the discussion to a level of generality that goes beyond the secondary factors influencing the switching process, e.g. space charge layers, mobility or chemical inhomogeneities (due to local and nanoscale deviations from stoichiometry and uniform ion concentration). The asymmetric kinetics observed for the potentiation and depression processes can be explained if thermal and electro-chemical effects are considered in the system. It was previously reported that a positive feedback loop establishes during potentiation due to a significant joule heating which accelerates the switching behaviour, leading to the steep time–voltage slope and thus to the high voltage dependence identified for potentiation. At the opposite, a negative feedback loop during depression gives rise to the more gradual switching behaviour. The different switching kinetics reflects also on the higher programming parameters necessary for depression with respect to potentiation to achieve the same memory window. Based on the analysis summarized in Fig. 4, the programming space available for symmetric analogue operations can be obtained by intersecting the analogue regions of the two processes.

**Figure 6.** (a,d) First ten of 200 cycles programmed with 500 identical pulses of alternating depression and potentiation operations. \( \Delta V \) and \( \Delta t \) are +0.9 V/–0.7 V, 10 \( \mu \)s in (a) and +0.75 V/–0.6 V, 100 ns in (d). In black line, fit to data of the generalized soft bound model. (b,e) Evolution of the average conductance (straight line) and associated standard deviation (in grey) against the number of pulses for the two data sets in (a,d). (c,f) Distributions of the \( \alpha \) parameter extracted from fit.
processes while also considering similar memory windows to avoid one operation to be overwhelming with respect to the other. While a device asymmetry may not be a big concern by itself since it can be translated into an unbalance of probabilities for synapses being potentiated or depressed, the different time–voltage dependence of the analogue region restricts the space of available symmetric programming and can influence the network performance.

A second major observation in the inspected conductance dynamics is the occurrence of a bounded maximum conductance span dependent on the specific programming pulses. This behaviour occurs naturally in a physical device since the maximum memory window is also limited by the switching kinetics of the system as discussed above. The main consequence is that the spacing between levels tends to diminish as the conductance limits are approached. The presence of boundaries for the maximum synaptic strength was discussed theoretically in the literature in the framework of adaptive networks and the introduction of a simple cut-off (hard bound) which sets a sudden flattening of the cumulative conductance was ruled out as optimal choice for synaptic behaviour, while a gradual approach to the conductance boundaries as the one observed in the inspected device can maximize the memory capacity of the network.

Besides theoretical considerations, an approximation of evenly spaced levels, or equivalently a linear cumulative behaviour, can be obtained only in a restricted pulse interval far from conductance saturation. In a practical hardware implementation this would require additional circuitry to limit the conductance update, complicating the design of the network. On the other hand, recent works focus on material stack optimization to improve the linearity of conductance change as a benchmark for good synaptic characteristics. This in practice corresponds to increase the number of analogue levels so that conductance saturation is pushed at higher pulse number and for practical applications the synaptic weight can be considered almost linear in the initial part of the cumulative curve. In this respect, based on the proposed analysis, the figure of merit is 1/α, proportional to the inverse number of levels. Considering as a benchmark the recognition of MNIST handwritten digits, Quevioz et al. demonstrated by network simulations that the recognition rate of the digits remains almost unvaried up to α ≈ 0.05, then it declines rapidly for higher values, meaning that at least dozens of separate levels are necessary for this specific task. Even if the exact number of levels also depends on the specific update rule, the magnitude of this parameter can serve as a benchmark to compare different devices and different programming conditions.

Finally, for a full account of the analogue programming space, it is necessary to include also the superposed device variability since two levels may not be effectively distinguishable if the variability is greater than the level separation. Several works in the literature demonstrate the high robustness of neural network implementations to variability. However, a gap exists between network simulations and device characterization. In this work, two types of device variability which could influence the conductance dynamics are scrutinized: pulse-to-pulse and cycling variability. Both types of variability affect the effective number of conductance levels covered by the device depending on the memory window of operation and must be taken into account to evaluate the performances of the device. In summary, the device characterization and analysis proposed in this work allow to systematically quantify the degree of analogue operation in different regimes and serves as a starting point for a reasoned evaluation of the device performance and, secondly, for the identification of specific programming conditions for practical applications. Moreover, the present work may serve as a reference for the future optimization of synaptic devices, e.g. displaying at the same time low values of the α parameters for both potentiation and depression, good symmetry and large conductance windows. It must be cited that only very recent works deal with the optimization of some of these features, through the use of alternative materials or combination of materials and possibly moving towards an interface dominated switching process.

Conclusions

In this work, we analyse the conductance dynamics of TiN/HfO2/Ti/TiN memristive devices based on a filamentary switching mechanism. The main features of the experimental cumulative conductance change, namely the presence of conductance saturation and a slow approach to the conductance boundaries, can be reproduced by a soft bound model, which was recognized in literature as a way to improve memory capacity in the network in presence of bounded synapses. The application of this simple phenomenological model allows to clearly identify three regions of operation: no switching, gradual analog modulation and digital (almost two-level) switching as a function of the programming pulse parameters. It is found that both the demarcation lines separating the switching regimes and the memory window follow a trend in terms of pulse amplitude – timewidth that can be related to the physics of the switching kinetics in memristive devices. From this observation stems the necessary compromise between degree of analog modulation and memory window. Moreover, the different kinetics for the processes of conductance increase and decrease explain the asymmetry in terms of analogue programming space between the two operations. Finally, pulse variation and cycling repeatability are evaluated to quantify the variability superposed to the average conductance variation affecting the effective number of conductance levels. The results highlight the possibility to operate the device with robust analogue modulation and symmetric conductance processes. We develop an approach that takes into account the salient features of the device and, based on the device physics, can determine the device performance and the best operating regions and trade-offs. This analysis is fundamental for practical device implementation in hardware neural networks.

Methods

Fabrication of the RRAM devices. The resistance switching devices consist of a 40 nm TiN bottom electrode deposited by sputtering in a mixed Ar and \( N_2 \) environment; 5 nm \( HfO_2 \), switching layer deposited by atomic layer deposition (ALD) at 300°C (Savannah 200 reactor, Cambridge) employing MeCp\( _2 \)HfMe(OMe)Hf(HD-04) as Hf precursor and \( H_2O \) as oxygen source; a top electrode composed of 10 nm Ti and 40 nm TiN deposited by sputtering using only Ar or mixed Ar and \( N_2 \) environment, respectively. Due to partial oxidation of the TiN bottom electrode prior to ALD deposition and partial oxidation of the Ti top contact as a result of oxygen gettering activity, the device stack results quite symmetric and no preferential polarity exists for bipolar resistance switching operations.
**Electrical characterization.** Electrical characterization was performed using a device parameter analyzer (B1500A, Keysight Technologies) equipped with high resolution source measurement units (HR-SMU) and a semiconductor pulse generator unit (SPGU, B1525A from Keysight Technologies). During DC operation, the potential was applied to the top electrode through a SMU unit, while the bottom electrode was held grounded through a second SMU unit. For pulse measurements, the SPGU unit was connected to the top electrode, while the bottom electrode was grounded through a SMU unit which provided current monitoring. An external custom switch board was built to provide a convenient selection of one of the two measurement configurations (DC or pulsed characterization)26.

**Device initialization.** For bipolar switching operations, the devices require an initial electroforming operation. This step was carried out with a current-controlled sweep up to 300 μA in order to limit the maximum current passing through the device. After the initial forming step, a few DC cycles were performed by voltage sweeps between −1 V and +1 V with 1 mA maximum current limitation during potentiation and no maximum current limitation during depression operations (Supplementary Fig. S7).

DC operations were applied to provide two well defined initial states within the resistance distributions of the high resistance state (HRS) and low resistance state (LRS). In case that the cell state lies outside the HRS or LRS resistance levels, a few DC cycles are sufficient to bring the device resistance within one of these resistance levels. Moreover, DC characteristics provide an indication of the final conductance achieved for a given maximum applied voltage. I-V curves and resistance distributions can be found in the Supplementary Fig. S7.

**Pulsed characterization.** Starting from the initial state defined by DC operations within the resistance distribution of either the LRS or HRS, a pulsed characterization was carried out with a sequence of 300 identical pulses with a period of 80 ms and a reading operation at 100 mV after each pulse. Potentiation curves were obtained starting from the HRS, while depression curves were started from the LRS. In order to evaluate the effect of the programming conditions, i.e. Δt and ΔV, after each sequence the cell was re-initialized by DC operations and a new sequence was performed with slightly modified programming parameters. ΔV of the applied pulses was span between 0.3 (−0.3 V) and +1 V (−1 V) with 50 mV step for depression (potentiation) operations. With the intention to avoid any irreversible damage to the memory cell, the maximum applied voltage was limited to the maximum value applied during comparatively slow DC operations. Δt was varied between 100 ns and 300 μs with two series per decade for both operations with a fixed pulse rise and fall time of 40 ns. It is worth to emphasize that no external current limitation was applied during pulsed characterization.

**Fitting procedure.** Conductance series were fitted according to the generalized soft bound model. Even if Equations (1) and (2) represent discrete recursive sequences, in first approximation the elemental step dw/n can be integrated over bn to derive equations (3) and (4) for the cumulative evolution of the weight w, which is the quantity actually measured, as a function of the number of pulses n.

\[
w_+ = 1 - \left(1 + \alpha(\gamma - 1)n\right)^{-1/\gamma} \tag{3}
\]

\[
w_- = 1 + \alpha(\gamma - 1)n^{-1/\gamma} \tag{4}
\]

Equations (3) and (4) need then to be renormalized between \(G_{\text{min}}\) and \(G_{\text{max}}\), which set the initial conductance value after DC initialization and the maximum (or minimum) saturation value as extracted from fitting. During fitting procedure, α was initialized close to lowest expected value (1 × 10−3) and the fit was let increasing this value up to 1, while γ was initialized close to 1 and its value was free to increase up to 10. A robust linear least-squares fitting method with least absolute residual method was applied to avoid excessive dependence on outliers given the not negligible pulse-to-pulse variability. In order to rescale the fitting equation to the actual conductance interval, the initial conductance at \(n = 0\) was fixed from the pulse series, while the maximum (or minimum) conductance at the end of the pulse series was free to adjust from fit up to double of the value measured at the end of the pulse sequence (\(n = 300\)).

**Data availability.** The datasets generated during and/or analysed during the current study are available from the corresponding author on reasonable request.
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