Building Instance Change Detection from Large-Scale Aerial Images using Convolutional Neural Networks and Simulated Samples
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Abstract: We present a novel convolutional neural network (CNN)-based change detection framework for locating changed building instances as well as changed building pixels from very high resolution (VHR) aerial images. The distinctive advantage of the framework is the self-training ability, which is highly important in deep-learning-based change detection in practice, as high-quality samples of changes are always lacking for training a successful deep learning model. The framework consists two parts: a building extraction network to produce a binary building map and a building change detection network to produce a building change map. The building extraction network is implemented with two widely used structures: a Mask R-CNN for object-based instance segmentation, and a multi-scale full convolutional network for pixel-based semantic segmentation. The building change detection network takes bi-temporal building maps produced from the building extraction network as input and outputs a building change map at the object and pixel levels. By simulating arbitrary building changes and various building parallaxes in the binary building map, the building change detection network is well trained without real-life samples. This greatly lowers the requirements of labeled changed buildings, and guarantees the algorithm’s robustness to registration errors caused by parallaxes. To evaluate the proposed method, we chose a wide range of urban areas from an open-source dataset as training and testing areas, and both pixel-based and object-based model evaluation measures were used. Experiments demonstrated our approach was vastly superior: without using any real change samples, it reached 63% average precision (AP) at the object (building instance) level. In contrast, with adequate training samples, other methods—including the most recent CNN-based and generative adversarial network (GAN)-based ones—have only reached 25% AP in their best cases.
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1. Introduction

Change detection is the process of identifying differences in the state of an object, a scene or a phenomenon by comparing them at different times [1]. Remote sensing data has become a major data source in change detection due to its high time-frequency, wide spectrum of spatial and spectral resolutions and the broad bird’s eye view [2–4]. It has been widely applied to detecting land cover and land-use changes [5–8], urban development [9–11], natural disaster evaluation [12] and forestry [13–15]. A typical challenge of detecting changes from remote sensing data is that the spectral behavior of remote sensing imagery (e.g., reflectance values, local textures) may lead to false alarms due to anthropogenic behavior, atmospheric conditions, illumination, viewing angles and soil moisture [1,8,16,17], which has accordingly led to the development of a variety of change detection methodologies.
The change detection process consists of three major steps: pre-processing, change detection technique selection and accuracy assessment [18,19]. The pre-processing stage primarily deals with issues related to atmospheric and radiometric correction, topographic correction and image registration. Since image displacement will cause many false changes, accurate geometric registration between multi-temporal images is in many cases the key to a successful change detection. Radiometric correction rectifies errors from changes in atmospheric conditions, illumination angles, sensor characteristics and viewing angles to ensure radiance consistency [20,21].

A variety of change detection methods on remote sensing imagery have been developed in the past few decades. These methods can be grouped into pixel-based and object-based change detection [18]. The sizes of the study areas and the spatial resolution of remote sensing data are important factors for choosing a certain change detection technique. Generally, low resolution images (e.g., MODIS) are mainly used in large-scale change detection. At the regional scale, the use of higher spatial resolution remote sensing data such as Landsat Thematic Mapper (TM) may be adequate. Pixel-based techniques have been widely applied to these remote sensing data. Using high resolution (HR) or very high resolution (VHR) images (e.g., QuickBird, IKONOS, aerial images) could provide much more details in land cover changes. However, with the pixel-based change detection approach, a large number of small false changes may occur [2] due to unpredictable high-frequency components in HR images, geometric registration errors and imperfect radiation correction. The object-based approaches have been shown to achieve improved results on HR or VHR images against these problems at the local scale [22,23], and are becoming increasingly popular.

We firstly provide a brief review of the development of classic pixel-based and object-based change detection methods. Image differencing [24], image ratioing [25] and regression analysis [26] are intuitive and straightforward pixel-based technologies that assume one image is a (generalized) linear function of other images, and locate the mutant pixels as changes. Besides the pixel intensity, more sophisticated feature maps are generated from pixel values, such as vegetation indices, which are widely used in imagery time series analysis [27]. In addition to the linear and rational polynomial transformations, principal component analysis (PCA) [28], Tasseled Cap transformation [29], change vector analysis (CVA) [30] and texture-based transforms [31,32] are also widely applied. Classification-based change detection, often known as the post-classification comparison method, classifies multi-temporal images separately and then compares the classified pixels [33,34]. The classification could be realized with supervised [35,36] or unsupervised [37,38] learning. Many machine learning algorithms have been introduced as a part (a feature extractor or a classifier) of the pixel-based change detection, such as artificial neural networks [39,40], support vector machines [41,42] and decision trees [33].

Object-based change detection treats objects instead of pixels as the unit to detect change by comparing spectral information [43], geometric properties [44] or high semantic features [44] extracted from the objects, which reduces the problems caused by boundary effects [45] and misalignment. In most cases, objects should be extracted and located firstly from bi-temporal images separately, then the classified objects can be compared to obtain change information [46]. There are also methods that directly find changed objects from stacked multi-temporal images [47].

As buildings are the main place for human activities and the representative of manmade structure, building change detection has been an important topic in remote sensing data change detection. A variety of methods for building change detection have been proposed, especially for HR and VHR optical sensors that could provide detailed land cover information. Huang et al. [22] proposed a morphological building index (MBI), to build a relationship between the spectral-spatial characteristics of buildings and morphological operators [22]. Du et al. [48] detected building changes in urban areas using aerial images and LiDAR data. Liu et al. [49] used a line-constrained shape feature to capture the shape characteristics of a building. Xiao et al. [23] developed a co-segmentation method for building change detection from multitemporal HR images.

Besides these classic change detection methods, the deep learning methods have been applied to remote sensing data (e.g., multispectral [50–53], hyperspectral [54], synthetic aperture radar (SAR) [55])
to classify land cover types such as forests [56], rivers and farmland [54] and landslides [57], and to detect land cover changes. These have obtained better performances than classic methods. Among fundamental network models for deep learning, such as convolutional neural networks (CNNs) [58], deep belief networks (DBNs) [59], sparse autoencoders (AEs) [60], recurrent neural networks (RNNs) and generative adversarial networks (GANs) [61], the CNN, which consists of a series of convolutional layers, is the most widely used structure in image classification and change detection.

CNNs have been applied to building change detection. Daudt et al. [62] utilized three fully convolutional neural networks (FCNs) to detect changes in registered images. In this study, satellite images of only 10–60 m resolutions were used, which inevitably results in low change detection accuracy. Nemoto et al. [63] used a CNN to extract buildings from a new image, and then used the building classification map and the two images as inputs for another CNN to detect building changes. This study was tested on large aerial images, but the change detection results were unsatisfactory. In [64], a Siamese CNN network was applied to detect changes of buildings and trees between a laser point cloud and an aerial image in a very small area. Amin et al. [65] used a super-pixel segmentation on registered bi-temporal images and then applied a CNN to detect pixel-based building change. This work used only two small images for testing, and cannot recognize changes in building instances. Generally, these recent CNN-based building change detection studies have contributed to automatic building change detection, but a variety of challenges still exists. For example, the previous studies have either utilized very small images, or did not perform well on large datasets; they need enough samples of changed buildings, which are commonly sparse, to train the CNN. Furthermore, most of those studies only detected changes at the pixel level, whereas the statistics on building instances are often more important in practice.

In this paper, we present a novel framework for building change detection from VHR aerial images, which incorporates a building extraction network and a building change detection network, the performances of which are thoroughly evaluated on a large open building dataset and compared to some of the most recent methods. The framework is fully automatic, end-to-end, and could easily compute pixel- and object (building instance)-based change maps. The main idea and contribution of this paper can be summarized in three aspects:

1. A new and end-to-end framework is proposed to not only detect changed buildings in pixels, but also in building instances. The latter case realizes a true “object change detection” instead of treating a group of arbitrary pixels as an object, as most object-based studies have done. The front-end building detection network is implemented with a pixel-based semantic segmentation network and an object-based instance segmentation network.

2. The back-end change detection network we proposed can not only detect accurate building changes, but also greatly mitigates one of the most prevalent problems of the deep-learning-based change detection: the requirement of large, high-quality training samples, which is rarely met since changes (positive samples) are usually less common. The back-end network can be well pretrained with automatically generated positive samples in building classification maps to achieve high accuracy without one real change sample. This simulation manner also improves the robustness of our method in situations where accurate image registration cannot be achieved due to sensor angles and building parallaxes, which affect the performance of most of change detection methods.

3. Experiments demonstrated that our method is promising: without any real change sample, it greatly outperformed other methods trained with adequate samples by at least 38% AP (average precision) at the object level. Our algorithm was evaluated on a larger urban area compared to most of the relevant studies, which guaranteed more rigorous statistical significance and better practical reference values. Specifically, the experiments were executed on an open-source dataset, namely, the WHU building dataset [66]. The test area covers about 120,000 buildings (including 2007 changed buildings) with diverse architectural styles and usages.
2. Methodology

The framework of our CNN-based building change detection is shown in Figure 1. The input bi-temporal images are classified into a binary map of buildings and background using a building extraction network. The noises in the maps caused by imperfect building extraction were filtered out with a designed filter, then the maps of different times were concatenated and input into the change detection network to detect building changes and produce a building change map.

**Figure 1.** Overview of our classification-based change detection framework.

2.1. Building Extraction Network

In order to evaluate the impact of the building extraction network at the object and pixel levels on the subsequent change detection, this paper uses two network structures to extract buildings, namely, the Mask R-CNN [67] and the MS-FCN (multi-scale fully convolutional network), which are based on the U-Net [68] structure.

Although the Mask R-CNN was proposed in 2017, it is the most powerful instance segmentation method up to now. The structure of the Mask R-CNN is shown in Figure 2. It consists of a backbone CNN framework, a regional proposal network (RPN) [69], a region of interest (RoI) alignment process (RoIAlign) and three output branches: classification, box regression and mask prediction. The Mask R-CNN adopts a two-stage strategy. In the first stage, the feature map is searched through the RPN for regions that may contain foreground. Rectangles with different sizes and proportions are used to cover such regions, and the suggested rectangles are used as the bounding box for the candidates. The second step uses the bounding box to obtain the RoI from the feature maps of CNN layers, then performs classification and bounding box regression. We kept all the parameters and super parameters the same as the original version, except for changing from the multi-class object detection to a single object detection (building).

We designed a U-Net structure combining with multi-scale aggregation for pixel-based segmentation named the MS-FCN. We find this light structure efficient and especially effective in remote sensing data classification. The MS-FCN structure is shown in Figure 3. The encoder consists of a series of $3 \times 3$ convolution and $2 \times 2$ max-pooling to extract a higher level of semantic features; the decoder of the original U-Net [68] gradually enlarges the feature maps by a series of $3 \times 3$ convolutions and $2 \times 2$ up-samplings up to a feature map with the same size of the original input image. However, due to the different sizes of buildings, only applying this feature map for building extraction will cause an incomplete inspection of some large-sized buildings, as well as some small-sized non-building objects, such as cars and containers, which could be mistakenly classified as buildings. In order to improve the robustness of multi-scale building extraction, we add a convolution layer with one channel in each
scale (red) and up-sampled them to the original scale and concatenate them to form a final four-channel feature map.

Figure 2. The Mask R-CNN framework for instance segmentation.

We designed a U-Net structure combining with multi-scale aggregation for pixel-based segmentation named the MS-FCN. We find this light structure efficient and especially effective in remote sensing data classification. The MS-FCN structure is shown in Figure 3. The encoder consists of a series of 3 × 3 convolution and 2 × 2 max-pooling to extract a higher level of semantic features; the decoder of the original U-Net [68] gradually enlarges the feature maps by a series of 3 × 3 convolutions and 2 × 2 up-samplings up to a feature map with the same size of the original input image. However, due to the different sizes of buildings, only applying this feature map for building extraction will cause an incomplete inspection of some large-sized buildings, as well as some small-sized non-building objects, such as cars and containers, which could be mistakenly classified as buildings. In order to improve the robustness of multi-scale building extraction, we add a convolution layer with one channel in each scale (red) and up-sampled them to the original scale and concatenate them to form a final four-channel feature map.

Figure 3. The MS-FCN framework for semantic segmentation.

The binary building map produced by the Mask R-CNN and the MS-FCN contains some errors. We filtered out pixel segments that are smaller than a given threshold to produce a more accurate classification map.

2.2. Self-Trained Building Change Detection Network

Different from directly using image pairs as the input of the change detection network [70], we use the binary maps produced by the building extraction network as the input. This modification has tremendous advantages. First, we simulate arbitrary building changes in the binary maps, which is almost impossible to simulate directly in the original images. With the simulated samples, the rigid demand for a large number of manual samples of a supervised deep learning method is greatly reduced.
Note that images with a high proportion of changes are rare in practice, as typically only a small fraction of buildings are changed even in a large area.

Second, we simulate registration errors of buildings in the binary maps by randomly shifting a building’s mask within a given threshold (e.g., 10 pixels) to train the network that is resistant to this change (i.e., treating it as an unchanged building). Note that the parallax of buildings from different view angles of VHR images captured from pin-hole cameras always leads to a geometric registration error. This simple self-learning strategy is beneficial in comparison with empirical, data-specific and unstable post-processing methods, which typically involve many parameters trying to filter out these false changes. Figure 4 shows some examples of simulated change samples and buildings’ parallaxes.

Figure 4. Examples of the simulated change detection dataset. The first row is the original building mask maps, the second row shows simulated buildings added or original buildings eliminated upon the mask maps, where the original buildings are slightly shifted according to a random parallax. The last row is simulated change labels.

As we only need to learn changes from binary maps, a simple CNN is suitable. Our change detection network structure is a simplified U-Net with less feature map channels, as shown in Figure 5. This structure has been empirically demonstrated to be better than the original version of U-Net, our MS-FCN and more recent structures such as the DeepLab v3+ [71].

Figure 5. The building change detection network.
3. Experiments and Analysis

3.1. Data Set and Evaluation Measures

The dataset used in this paper comes from the WHU building change detection dataset [66]. The study area is in Christchurch, New Zealand, and covers about 120,000 buildings with various architectural styles and usages. According to different usages, we divided the dataset into five sub-datasets enclosed in colored boxes, as shown in Figure 6. In the training and prediction of a CNN model, all data was divided into small blocks of 512 × 512 pixels with a ground resolution of 0.2 m to adapt to an NVIDIA GTX 1080Ti 11G GPU, which was used in all the experiments. The details are listed in Table 1.

The experimental strategy is: in the first step, we used the training dataset of 2016 (SC-2016, yellow) to train the building extraction network, and predicted on the target area (TA-2016, red) to produce the building classification map of 2016. In the second step, the building extraction network pretrained on SC-2016 is trained on the training dataset of 2011 (SC-2011, green) and then applied to predict buildings on the target area (TA-2011, red) to produce the building map of 2011.

In the third step, the simulated building change detection data set (SI-2016, blue) was created and used to train the change detection network. First, building masks were randomly shifted with 0–5 pixels in an arbitrary direction to simulate misplacement of bi-temporal images. Then, the buildings were randomly reduced and added to a change map to simulate building changes. Specifically, for each tile, we randomly dropped 0–3 buildings, or added to the background 0–3 buildings that were

Figure 6. The five sub-datasets in the WHU building dataset with 0.2 m GSD (ground sampling distance). The red box is the main study area with images of 2011 (TA-2011) and 2016 (TA-2016) for evaluating change detection. The yellow box contains images of 2016 (SC-2016) to train the building extraction model for 2016. The green box contains images of 2011 to train the building extraction model for 2011. In the blue box, we simulate changed building samples automatically upon existing building masks of 2016 (SI-2016) to train the building change detection model.
Table 1. Details of the sub-datasets in the WHU building change detection dataset.

| Datasets | GSD (m) | Area (km$^2$) | Tiles | Pixels | Building Number | Box Color (Figure 6) |
|----------|---------|---------------|-------|--------|-----------------|---------------------|
| SC-2016  | 0.2     | 57.744        | 5400  | 512 × 512 | 67,190          | Yellow              |
| SC-2011  | 0.2     | 22.035        | 2065  | 512 × 512 | 11,495          | Green               |
| TA-2016  | 0.2     | 19.964        | 1827  | 512 × 512 | 11,595          | Red                 |
| TA-2011  | 0.2     | 19.964        | 1827  | 512 × 512 | 9588            | Red                 |
| SI-2016  | 0.2     | 20.294        | 1892  | 512 × 512 | 21,876          | Blue                |

In the third step, the simulated building change detection data set (SI-2016, blue) was created and used to train the change detection network. First, building masks were randomly shifted with 0–5 pixels in an arbitrary direction to simulate misplacement of bi-temporal images. Then, the buildings were randomly reduced and added to a change map to simulate building changes. Specifically, for each tile, we randomly dropped 0–3 buildings, or added to the background 0–3 buildings that were randomly selected from building masks of the simulation area as change labels. Finally, the change detection network was trained on the simulated change dataset and applied to predict those change buildings in the target area (red box). The model can also be fine-tuned on available real building change maps to produce a better change detection map of the target region.

Figure 7 lists examples of 512 × 512 tiles of different sub-datasets. The diversity of building styles and usages makes the study area with more than 120,000 buildings and 2007 changed buildings in the red box an ideal place to study building extraction and change detection.

Figure 8 shows examples of change labels. New buildings were built on the bare ground of images of 2011. Aside from changes to the buildings, a lot of land cover changes such as roads, parking lots and gardens are visible, which could result in many false alarms for any change detection methods except those based on post-classification comparison methods.

As we investigated both object (building instance) accuracy and pixel accuracy of the change detection algorithm, we applied two types of evaluation measures. The first one uses the intersection of union (IoU) as the main index for pixel-based evaluation, which is defined as

$$\text{IoU} = \frac{TP}{TP + FP + FN}$$

In building extraction, true positive (TP) indicates the number of pixels correctly classified as buildings, false positive (FP) indicates the number of pixels misclassified as buildings and false negative (FN) indicates the number of pixels misclassified as background. In building change detection, TP indicates the number of pixels correctly classified as changed buildings, FP indicates the number of pixels misclassified as changed buildings and FN indicates the number of pixels misclassified as background.

The second evaluation measure uses average precision (AP) as the main index for object-based evaluation, which is defined as

$$\text{AP} = \frac{1}{\int_{0}^{1} p(r) dr}$$

where $p$ denotes precision and $r$ denotes recall. AP is the area under the precision-recall curve with precision as the vertical axis and recall as the horizontal axis.

In building extraction, true positive (TP) indicates the number of buildings that are correctly detected (IoU > 50%), false positive (FP) indicates the number of buildings that are falsely detected and false negative (FN) indicates the number of buildings that are falsely detected as background. In building change detection, TP indicates the number of change buildings that are correctly detected, FP indicates the number of change buildings that are falsely detected and FN indicates the number of change buildings that are falsely detected as background.

All experiments were executed on a single NVIDIA GeForce 1080 TI GPU with 11 GB RAM.
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Figure 7. Examples of the SC-2011, SC-2016, TA-2011 and TA-2016 sub-datasets.

Figure 8 shows examples of change labels. New buildings were built on the bare ground of images of 2011. Aside from changes to the buildings, a lot of land cover changes such as roads, parking lots and gardens are visible, which could result in many false alarms for any change detection methods except those based on post-classification comparison methods.

Figure 8. Examples of changed buildings. The top row is images of 2011, middle row is images of 2016 and bottom row is the change labels.

As we investigated both object (building instance) accuracy and pixel accuracy of the change detection algorithm, we applied two types of evaluation measures. The first one uses the intersection of union (IoU) as the main index for pixel-based evaluation, which is defined as

\[ \text{IoU} = \frac{TP}{TP + FP + FN} \]

In building extraction, true positive (TP) indicates the number of pixels correctly classified as buildings, false positive (FP) indicates the number of pixels misclassified as buildings and false negative (FN) indicates the number of pixels misclassified as background. In building change detection, TP indicates the number of pixels correctly classified as changed buildings, FP indicates...
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Figure 8. Examples of change labels. New buildings were built on the bare ground of images of 2011. Aside from changes to the buildings, a lot of land cover changes such as roads, parking lots and gardens are visible, which could result in many false alarms for any change detection methods except those based on post-classification comparison methods.

Figure 8. Examples of changed buildings. The top row is images of 2011, middle row is images of 2016 and bottom row is the change labels.

3.2. Building Extraction Results

We used the Mask R-CNN and the MS-FCN for building extraction. First, 5200 tiles in SC-2016 were used as the training set, 200 tiles were used as the validation set and TA-2016 was used as the test set. For the Mask R-CNN, the model pretrained on the open-source COCO dataset [72] and was converged after 40 epochs. The process took about 60 h. For the MS-FCN, the model had initial random weights and was converged after 30 epochs. The process took about 6 h.

Second, 1900 and 165 tiles in SC-2011 were used as the training set and verification set, respectively, while TA-2011 was used as the test set. For the Mask R-CNN, the model pretrained on the SC-2016 was converged after 5 epochs. This process took about 5.5 h. For the MS-FCN, the model pretrained on the SC-2016 was converged after 20 epochs. This process took about 1.5 h.

Due to the low accuracy of the extraction network at the edge of tiles, predictions from the Mask R-CNN and MS-FCN were made on the overlapped tiles. That is, when cutting the original large image of the TA-2016 and TA-2011, all the cropped tiles had 50% overlapped regions. After prediction, the edges of each tile were removed and then stitched to a seamless large image for evaluation. This strategy effectively avoids the edge effect that especially affects object instance detection methods such as the Mask R-CNN.

Building extraction accuracy of the two networks at the object and pixel levels are shown in Table 2. For TA-2011 and TA-2016, the AP of Mask R-CNN was 0.06 and 0.001 higher than the MS-FCN, respectively, and the IoU was 0.002 and 0.023 lower than the MS-FCN, respectively, indicating the Mask R-CNN could provide better object-level building extraction, but for pixel-level building classification, MS-FCN performs slightly better.

The examples of prediction results of the Mask R-CNN and the MS-FCN on TA-2016 and TA-2011 are shown in Figure 9. In comparison of the third and fourth lines, the MS-FCN is slightly better than the Mask R-CNN in extracting building edges.
Table 2. Building extraction accuracy of the Mask R-CNN and MS-FCN at the object and pixel levels in the test area.

| Dataset | Method   | Objected-Based |       |       |       |       |       |       |       |       | Pixel-Based |       |       |       |       |
|---------|----------|----------------|-------|-------|-------|-------|-------|-------|-------|-------|-------------|-------|-------|-------|-------|
|         |          | AP  Precision | Recall| TP+FP| TP    | TP+FN| IoU  | Precision | Recall |
| TA-2011 | Mask R-CNN| 0.833         | 0.892 | 0.930 | 9993  | 8916  | 0.867 | 0.943     | 0.915  |
|         | MS-FCN   | 0.773         | 0.922 | 0.837 | 8702  | 8022  | 0.869 | 0.934     | 0.925  |
| TA-2016 | Mask R-CNN| 0.858         | 0.922 | 0.929 | 11,684| 10,768| 11,595| 0.897     | 0.956  | 0.936 |
|         | MS-FCN   | 0.857         | 0.939 | 0.911 | 11,243| 10,560| 11,595| 0.920     | 0.960  | 0.957 |

The examples of prediction results of the Mask R-CNN and the MS-FCN on TA-2016 and TA-2011 are shown in Figure 9. In comparison of the third and fourth lines, the MS-FCN is slightly better than the Mask R-CNN in extracting building edges.

3.3. Building Change Detection Results

Firstly, the binary building map obtained through the building extraction network was preprocessed by a simple filter. Buildings smaller than 500 pixels (corresponding to the ground $4.8 \times 4.8$ m$^2$) were considered as false detections and are removed. Then, the bi-temporal classification map was divided into 1,827 $512 \times 512$ tiles, with corresponding change labels as the ground truth.

We carried out three groups of tests. The first one did not use any change labels in the target study area (TA-2011 and TA-2016). We train our change detection network only on the automatically simulated data (SI-2016), from which 1800 tiles are used for training and 92 tiles for validation. Then, the model is applied to predict building changes in the test area (outside of the red box in Figure 10).

The second and third tests use half (green box) and full training samples (red box), respectively, to train the model, and therefore could be compared to other recent deep learning methods that require...
training samples in the original images. Two recent methods are compared to our method. One is the FC-EF [62], which is an end-to-end change detection method based on the CNN and predicts changes from bi-temporal images directly. The other is a generative adversarial network (GAN)-based method [70] with the same end-to-end manner.

In Table 3, in the case of training using only the simulation dataset, the AP (counted on changed building instances) reaches to 0.630 and 0.609 using the Mask R-CNN and MS-FCN building extraction, respectively; the IoU (counted on changed pixels) reaches 0.798. The FC-EF- and GAN-based change detection methods could not execute without real labels in the remote sensing images.

When half of the samples were used for further training, the AP of our model was improved to 0.806 and 0.793, respectively, and the IoU changed to 0.773 and 0.843, respectively. In contrast, the FC-EF- and GAN-based methods obtained extremely poor results: only 2% AP and less than 26% IoU.

When all the training samples were used, the AP of our method was slightly improved to 0.814 and 0.796, respectively, and the IoU is improved to 0.837 and 0.830, respectively. The AP of FC-EF was improved from 0.02 to 0.25, indicating it requires a considerable amount of training samples to train an adequate model. However, even with enough change samples (about 300 changed buildings), it performed much worse than our method. Note that this area had undergone an earthquake in 2011, and plenty of the buildings were changed. Normally, it is even less possible to supply enough change samples to train a network.
like the FC-EF. The GAN method could not converge with these samples. This indicates that the GAN-based method is unstable.

It should be noted that when our change detection network was trained directly (with random weights), its performance approached those pretrained on the simulated data. For example, with full training samples, the AP of the direct training strategy was 0.803 and 0.732, respectively.

It is concluded from Table 3 that, first, without any real training samples, our algorithm is dominant to other methods trained with adequate samples (incrementally by at least 40% AP and 30% IoU). Second, at the pixel level, without real change samples, our algorithm (0.798 IoU) approached the top performance (0.830 IoU); at the object level, the algorithm reached to the top performance with only a small amount of training samples (i.e., the performance did not improve with more samples). These two features are highly favorable in a practice where change samples are scarce or even unavailable.

Figure 11 lists four examples of building change detection results. Our change detection network with either the Mask R-CNN or the MS-FCN building extraction could detect changes with high accuracy. The results of our MS-FCN strategy were slightly better than the Mask R-CNN, as the later over-smoothed at building boundaries. Most of the changed buildings were missed by the FC-EF and GAN-based methods, and those detected changes were very noisy.

![Figure 11. Comparison of change detection methods with half of the training samples. (a) Image 2011. (b) Image 2016. (c) Label. (d) Our method with the Mask R-CNN building extraction. (e) Our method with the MS-FCN building extraction. (f) FC-EF. (g) GAN-based change detection.](image)

Figure 12 shows the results of different methods on the whole test area and clearly demonstrates our method to be much better than other methods even without any change samples. Right behind our method is the FC-EF with full training samples (Table 3); however, it only reaches 25% AP.
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Figure 11 lists four examples of building change detection results. Our change detection network with either the Mask R-CNN or the MS-FCN building extraction could detect changes with high accuracy. The results of our MS-FCN strategy were slightly better than the Mask R-CNN, as the later over-smoothed at building boundaries. Most of the changed buildings were missed by the FC-EF and GAN-based methods, and those detected changes were very noisy.
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Figure 11. Comparison of change detection methods with half of the training samples. (a) Image 2011. (b) Image 2016. (c) Label. (d) Our method with the Mask R-CNN building extraction. (e) Our method with the MS-FCN building extraction. (f) FC-EF. (g) GAN-based change detection.

Figure 12 shows the results of different methods on the whole test area and clearly demonstrates
4. Discussion

In this section, we further discuss: (1) the advantages of our change detection network compared to the traditional methods with available building masks from the building extraction network, (2) the prerequisites of our method and (3) potential improvement of the framework.

(1) The advantages of our change detection network

Even after extracting the building mask, change detection at the object (building instance) level could still be extremely challenging with a traditional change detection method. As most of the object-based methods treat arbitrary groups of pixels as objects, we only compare our algorithm with our empirical designs (Table 4) at the building instance level. Table 4 shows that, although different empirical methods were tried, the accuracy they obtained was much lower than our change detection network. In addition, the parameters are unstable and data-specific. This is the reason that a self-training CNN is applied to the bi-temporal building classification map for building change detection.

Table 5 shows the comparison between our method and other conventional methods (i.e., an image-differencing-based method [24], an image-ratioing-based method [25] and the FLICM [73] at the pixel level. The IoU score of all the methods was obviously lower than ours. Note that on binary maps the differencing and ratioing methods achieved the same results.

(2) The prerequisite of our method

The change detection framework depends on the accuracy of the building extraction network, which requires sufficient training data. However, we don’t treat this as a shortcoming, as there are plenty of existing building datasets. Besides the open-source datasets such as the WHU [66], Inria [74] and OSM (open street map) [75], there are global building GIS maps in central or local government branches of surveying, mapping and city planning, which can be used in practice. The critical shortage is the change samples. This problem has been greatly reduced with our self-training strategy.

(3) The potential improvement of the framework

Although we only simulated changed samples on the SI-2016 area containing 1892 tiles, they enabled us to train a very good model at pixel and object levels. Especially at the pixel level, the self-trained model
approached the top performance achieved with adequate real change samples. Moreover, the self-training area can easily be extended, which would further improve the model’s accuracy at the instance level without requiring real samples of changed buildings.

Table 4. Different methods to discover changed building instances from the bi-temporal building classification map produced by the Mask R-CNN. “Difference” indicates the direct differencing of the two classification maps; “Distance & IoU 1” indicates a threshold of a 20-pixel shift of center points of corresponding building masks, and 0.33 IoU is used to determine if the two masks of different times are the same buildings. “Distance & IoU 2” indicates a threshold of a 20-pixel shift of center points of corresponding building masks, and 0.5 IoU is used. “Erode & dilate” indicates we used a morphological erosion operation to eliminate small masks and alignment errors and a dilation operation to restore buildings. “Erode & intersect” indicates that we used an erosion operation followed by an intersection operation with a threshold of 0.5 IoU. “Our network” is the change detection network trained with simulated samples.

| Method           | AP   | Precision | Recall |
|------------------|------|-----------|--------|
| Difference       | 0.010| 0.010     | 0.872  |
| Distance & IoU 1 | 0.290| 0.345     | 0.839  |
| Distance & IoU 2 | 0.290| 0.343     | 0.844  |
| Erode & dilate   | 0.388| 0.489     | 0.793  |
| Erode & intersect| 0.450| 0.540     | 0.832  |
| Our network      | 0.630| 0.644     | 0.943  |

Table 5. Different methods to discover changed buildings at the pixel level from the bi-temporal building classification map produced by the Mask R-CNN. “Our network” is the change detection network trained with simulated samples.

| Method          | IoU  | Precision | Recall |
|-----------------|------|-----------|--------|
| Differencing    | 0.667| 0.709     | 0.918  |
| ratioing        | 0.667| 0.709     | 0.918  |
| FLICM           | 0.678| 0.723     | 0.917  |
| Our network     | 0.798| 0.856     | 0.922  |

5. Conclusions

This paper proposes a new building change detection framework with a building extraction network and a self-trained building change detection network for VHR remote sensing images. The building extraction network provides highly accurate building classification maps. The building change detection network takes bi-temporal building classification maps as inputs and computes building change maps at the pixel and object levels. The network could be well trained through simulated changed buildings, and is robust to the registration errors caused by unavoidable parallax changes in the VHR images. The experimental results proved the distinctive superiority of the proposed algorithm compared with other recent methods. Without any real change labels, our change detection network dominated other methods trained with adequate samples. As the change labels are commonly scarce, the reduced demand of training samples makes our framework effective and applicable in practice. In this study we focused on building change detection, but the application of our framework can be easily adapted to detect changes of other land cover objects.
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