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Abstract

For a family of random-cluster models with cluster weights \( q \geq 1 \), we prove that the probability that 0 is connected to \( x \) is asymptotically equal to \( \frac{1}{Z} k(\beta)^2 \beta J_{0,x} \) for \( \beta < \beta_c \). The method developed in this article can be applied to any spin model for which there exists a random-cluster representation which is monotonic.
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1 Introduction

1.1 Definitions and main result

The random cluster-model (also called FK-percolation) was introduced by Fortuin and Kastelyn in 1969 [5] and has become a fundamental example of dependent percolation, in particular because of its relation to the Potts model. Indeed, the spin correlations of Potts models can be linked to the cluster connectivity properties of their random-cluster representations. This allows the use of geometric techniques developed for percolation to study the Potts model. We refer to [2, 7] for books on the subject and a recent discussion of existing results.

The model is defined as follows. For a finite subgraph \( \Lambda \) of \( \mathbb{Z}^d \), a percolation configuration \( \omega = (\omega)_{x,y \in \Lambda} \) is an element of \( \{0,1\}^{\mathcal{P}_2(\Lambda)} \), where \( \mathcal{P}_2(\Lambda) = \{\{x, y\} : x, y \in \Lambda, x \neq y\} \). A configuration \( \omega \) can be seen as a subgraph of \( \Lambda \) with vertex-set \( \Lambda \) and edge-set given by \( \{\{x, y\} \in \mathcal{P}_2(\Lambda) : \omega_{x,y} = 1\} \). If \( \omega_{x,y} = 1 \), we say that \( \{x, y\} \) is open. Let \( k(\omega) \) be the number of connected components in \( \omega \).

Consider \( J = (J_{x,y})_{x,y \in \Lambda} \) non-negative coupling constants. Fix \( \beta, q > 0 \). Let \( \mu_{\Lambda,\beta,q} \) be a measure defined for any \( \omega \in \{0,1\}^{\mathcal{P}_2(\Lambda)} \) by

\[
\mu_{\Lambda,\beta,q}(\omega) = \frac{q^{k(\omega)}}{Z} \prod_{\{x,y\} \in \mathcal{P}_2(\Lambda)} (1 - e^{-\beta J_{x,y}})^{\omega_{x,y}},
\]

\*The author would like to thank the Excellence Fellowship program at the University of Geneva for supporting him during his studies.

†Université de Genève. E-mail: yacine.aoun@unige.ch
Asymptotics of correlation function in the long-range random-cluster model

where $Z$ is a normalizing constant introduced in such a way that $\mu_{\Lambda, \beta, q}$ is a probability measure. The measure $\mu_{\Lambda, \beta, q}$ is called the random-cluster measure on $\Lambda$ with free boundary conditions. For $q \geq 1$, the measures can be extended to $\mathbb{Z}^d$ by taking the weak limit of measures defined in finite volume.

We say that $x$ and $y$ are connected in $S \subseteq \mathbb{Z}^d$ if there exists a finite sequence of vertices $(v_i)_{i=0}^n$ in $S$ such that $v_0 = x$, $v_n = y$ and $\{v_i, v_{i+1}\}$ is open for every $0 \leq i < n$. We denote this event by $x \leftrightarrow_S y$. If $S = \mathbb{Z}^d$, we drop it from the notation. We write $0 \leftrightarrow \infty$ if for every $n \in \mathbb{N}$, there exists $x \in \mathbb{Z}^d$ such that $0 \leftrightarrow x$ and $|x| \geq n$, where $|\cdot|$ denotes a norm on $\mathbb{Z}^d$.

For $q \geq 1$, the model undergoes a phase transition: there exists $\beta_c \in [0, \infty]$ satisfying

$$
\mu_{\mathbb{Z}^d, \beta, q}(0 \leftrightarrow \infty) = \begin{cases} 
0 & \text{if } \beta < \beta_c, \\
> 0 & \text{if } \beta > \beta_c.
\end{cases}
$$

For $\beta < \beta_c$, it follows from the definition that $\mu_{\mathbb{Z}^d, \beta, q}(0 \leftrightarrow x)$ goes to 0 as $|x|$ goes to infinity. In [3], it was proved that if the coupling constants are finite-range, meaning that there exists $R > 0$ such that $J_{x,y} = 0$ whenever $|x - y| > R$, then the probability of two points being connected decays exponentially fast in distance, i.e. for every $\beta < \beta_c$, there exists $c(\beta) > 0$ such that for every $x$ in $\mathbb{Z}^d$,

$$
\mu_{\mathbb{Z}^d, \beta, q}(0 \leftrightarrow x) \leq \exp(-c|x|).
$$

In this article, we consider the random-cluster models with strictly positive infinite-range coupling constants $(J_{x,y})_{x,y \in \mathbb{Z}^d}$ satisfying for every $x, y, z \in \mathbb{Z}^d$

**H1** There exists $c > 0$ such that $J_{0,x} \leq cJ_{0,y}$ if $|x| \geq |y|$.

**H2** $J_{x-z,y-z} = J_{x,y}$.

**H3** $\sum_{y \in \mathbb{Z}^d} J_{0,y} < \infty$.

**H4** For every $x \in \mathbb{Z}^d$, for every $\epsilon > 0$, there exists $\delta > 0$ such that for every $y \in \mathbb{Z}^d$

$$
|x - y| \leq \delta|x| \quad \Rightarrow \quad |J_{0,x} - J_{0,y}| \leq \epsilon J_{0,x}.
$$

**H5** There exist $0 < \gamma < 1, 0 < \alpha < 1$ and $C_1 > 0$ such that $\sum_{y \in \mathbb{Z}^d} (J_{0,y})^\alpha < \infty$ and such that for every $x \in \mathbb{Z}^d$

$$
\log(J_{0,x})^2 J_{0,u} J_{0,v} \leq C_1 J_{0,x} (J_{0,v})^\alpha,
$$

with $|u| \geq |x|/\log(J_{0,x})^2$ and $|v| \geq |x|/\log(J_{0,x})^2$.

**Remark 1.1.** The hypothesis **H5** is a technical one and its meaning will become transparent at the end of the proof of Lemma 2.1.

**Remark 1.2.** Important examples of coupling constants satisfying **H1–H5** are $J_{0,x} = |x|^{-c}$ with $c > d$, $J_{0,x} = |x|^{-\log |x|}$ or more generally $J_{0,x} = e^{-C\log(p(|x|))}$ for some polynomial $p \in \mathbb{R}[\log(|x|)]$ of degree at least 1 and $C, \gamma > 0$ chosen such that **H3** holds.

**Remark 1.3.** The hypothesis **H5** rules out the stretched exponential decay, i.e. $J_{0,x} = \exp(-|x|^\gamma)$ with $\gamma \in (0,1)$. This implies in particular that

$$
\lim_{|x| \to \infty} \frac{|x|^\xi}{-\log(J_{0,x})} = \infty
$$

for every $\xi \in (0,1)$.

We write $o_x(1)$ for a function that goes to 0 as $|x|$ goes to infinity. The main theorem of this article is the following one.
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**Theorem 1.4.** If \((J_{x,y})_{x,y \in \mathbb{Z}^d}\) satisfies H1–H5 then for \(q \geq 1, \beta < \beta_c\) and for every \(x \in \mathbb{Z}^d\),

\[
\mu_{\mathbb{Z}^d, \beta, q}(0 \leftrightarrow x) = \frac{\beta \chi(\beta)^2}{q} J_{0,x}(1 + o_x(1)),
\]

(1.2)

where \(\chi(\beta) := \sum_{x \in \mathbb{Z}^d} \mu_{\mathbb{Z}^d, \beta, q}(0 \leftrightarrow x)\).

This theorem was already proved for \(q = 2\) (the Ising model) in [11], and a weaker form of this theorem was proved for \(q = 1\) (Bernoulli percolation) in [1] and for the one-dimensional \(O(N)\) models with \(1 \leq N \leq 4\) in [13]. They all relied on the Simon-Lieb type inequalities (see [9]). For \(q \notin \{1, 2\}\), the Simon-Lieb inequality is not available, so those approaches cannot be extended. Instead of that, we are going to use the exponential decay of the size of the connected component of 0 that was recently proved in [8]. The latter used the so-called OSSS inequality introduced in [3]. This inequality was already used to prove sharpness in a lot of models (see [3, 4, 10]) for which there exists a random-cluster type representation which is monotonic (see [7, Chapter 2] for a definition of a monotonic measure). Therefore, the OSSS inequality coupled with the approach developed in this article can be applied to study subcritical phases of long-range spin models for which there exists a random-cluster representation which is monotonic (for instance the Ashkin-Teller model, see [12]).

### 1.2 Applications to the ferromagnetic q-state Potts model

The Potts model is one of the fundamental examples of a lattice spin model undergoing an ordered/disordered phase transition. It generalizes the Ising model by allowing spins to take one of \(q\) values, where \(q\) is an integer greater than or equal to 2.

The model on \(\mathbb{Z}^d\) is defined as follows. For a subset \(\Lambda\) of \(\mathbb{Z}^d\), the probability measure is defined for any \(\sigma = (\sigma_z)_{z \in \Lambda} \in \{1, \ldots, q\}^\Lambda\) by

\[
P_{\Lambda, \beta, q}(\sigma) := \frac{\exp(-\beta H_{\Lambda, q}(\sigma))}{\sum_{\sigma' \in \{1, \ldots, q\}^\Lambda} \exp(-\beta H_{\Lambda, q}(\sigma'))} \quad \text{with} \quad H_{\Lambda, q}(\sigma) := \sum_{x, y \in \Lambda} J_{xy} \delta_{\sigma_x \neq \sigma_y}.
\]

The model can be defined on \(\mathbb{Z}^d\) by taking the weak limit of measures in finite volume. The measure thus obtained is called the measure with free boundary conditions and is denoted by \(P_{\mathbb{Z}^d, \beta, q}\). The Potts model undergoes a phase transition between the absence and the existence of long-range order at the so-called critical inverse temperature \(\beta_c\), see [7] for details. Our main theorem from the point of view of the Potts model is the following one.

**Theorem 1.5.** If \((J_{x,y})_{x,y \in \mathbb{Z}^d}\) satisfies H1–H5, then for \(q \geq 1, \beta < \beta_c\) and \(x \in \mathbb{Z}^d\),

\[
P_{\mathbb{Z}^d, \beta, q}(\sigma_0 = \sigma_x) - \frac{1}{q} = \beta \chi(\beta)^2 q J_{0,x}(1 + o_x(1)),
\]

(1.3)

where \(\chi(\beta) := \frac{1}{q-1} \sum_{x \in \mathbb{Z}^d} P_{\mathbb{Z}^d, \beta, q}(\sigma_0 = \sigma_x) - \frac{1}{q}\).

Since the Potts model and the random-cluster models can be coupled (see [7]) in such a way that

\[
P_{\mathbb{Z}^d, \beta, q}(\sigma_x = \sigma_y) - \frac{1}{q} = \frac{q-1}{q} \mu_{\mathbb{Z}^d, \beta, q}(x \leftrightarrow y),
\]

Theorem 1.3 is a direct consequence of Theorem 1.4 and we will therefore focus on Theorem 1.4.

### 1.3 Background

The following standard properties will be used in the proof of Theorem 1.4.
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**Finite energy property** For every \( \Lambda \subset \mathbb{Z}^d \), \( q \geq 1 \), \( \omega' \in \{0,1\}^{P_2(\Lambda)} \) and \( x, y \in \Lambda \),
\[
\mu_{\Lambda, \beta, q}(\omega_{x,y} = 1|\omega_{a,b} = \omega'_{a,b}, \forall\{a, b\} \in P_2(\Lambda) \setminus \{x,y\}) \leq \beta J_{x,y}.
\]
We refer to [2] for more details about this property.

**Monotonicity of measures** The following is a standard consequence of the FKG inequality: for \( q \geq 1 \), two subsets \( \Lambda_1 \subset \Lambda_2 \) of \( \mathbb{Z}^d \) and an increasing event \( A \) depending on the edges in \( \Lambda_1 \) (see [6] for definition of an increasing event and the proof of this inequality), we have
\[
\mu_{\Lambda_1, \beta, q}(A) \leq \mu_{\Lambda_2, \beta, q}(A). \tag{1.4}
\]
Finally, the following non-trivial input will be a key ingredient of the proof.

**Theorem 1.6.** For \( q \geq 1 \), \( \beta < \beta_c \), there exists \( c_1 = c_1(\beta, q) > 0 \) such that for every \( n \in \mathbb{N} \)
\[
\mu_{\mathbb{Z}^d, \beta, q}(|C(0)| \geq n) \leq \exp(-c_1 n), \tag{1.5}
\]
where \( C(0) := \{ x \in \mathbb{Z}^d : 0 \leftrightarrow x \} \).

This theorem was proved in [8].

## 2 Proof of Theorem 1.4

### 2.1 Upper bound

Fix \( (J_{x,y})_{x,y \in \mathbb{Z}^d} \) satisfying H1–H5, \( \beta < \beta_c \), \( q \geq 1 \) and \( x \in \mathbb{Z}^d \). If \( 0 \) is connected to \( x \), then there are two possibilities: either there is a big number of ‘short’ open edges (i.e. open edges whose endpoints are close) in \( C(0) \) or there is a small number of ‘long’ open edges in \( C(0) \). In the first case, this implies that the number of vertices in \( C(0) \) is big, which is unlikely to happen by (1.5). In order to make this idea precise, we introduce some notation. From now on, we will write \( \mu \) instead of \( \mu_{\mathbb{Z}^d, \beta, q} \). Define \( f(x) := -2 \log(J_{0,x})/c_1 \) where \( c_1 \) is provided by Theorem 1.6. Denote by \( D_y \) the event that the size of the connected component of \( y \) is smaller than \( f(x) \). We can partition
\[
\mu(0 \leftrightarrow x) = \mu(0 \leftrightarrow x, D_0) + \mu(0 \leftrightarrow x, D_0^c).
\]
Using (1.5) we easily get that
\[
\mu(D_0^c) = o_x(1) J_{0,x}.
\]
This implies that the size of connected component of \( 0 \) can be assumed to be smaller than \( f(x) \). In this case, we are going to prove two lemmas. Lemma 2.1 gives terms that are negligible with respect to \( J_{0,x} \) and Lemma 2.2 gives the sharp asymptotics.

If \( 0 \) is connected \( x \) and the size of the connected component of \( x \) is smaller than \( f(x) \), then there must exist an open edge in \( C(0) \) whose endpoints are separated by a distance at least \(|x|/f(x)|\). This will be an important observation in the proof of the next lemma. Before stating the lemma, we introduce some notation.

For a configuration \( \omega \), define the random variable \( L_{0,x}(\omega) := \sup\{|y_1 - y_2| : \{y_1, y_2\} \) is open, \( 0 \) is connected \( y_1 \) and \( x \) to \( y_2 \) without using \( \{y_1, y_2\} \). For \( y \in \{0, x\} \) and \( \Lambda \subset \mathbb{Z}^d \), define \( R^y(\Lambda) := \sup\{|z - y| : z \in \Lambda \cap C(y)\} \). If \( \Lambda = C(y) \), we simply write \( R^y \). If \( L_{0,x} < \infty \), then there exists an open edge \( \{y_1, y_2\} \in P_2(\mathbb{Z}^d) \) such that \( |y_1 - y_2| = L_{0,x} \) and \( 0 \) is connected \( y_1 \) and \( x \) to \( y_2 \) without using \( \{y_1, y_2\} \). If there are several such edges, take the one that maximizes \( R^y(C(y)) \) \( \setminus \{y_1, y_2\} \). Then, if there are several such edges, define an order > on \( P_2(\mathbb{Z}^d) \) and choose the one minimal for >. In this case, we call \( \{y_1, y_2\} \) the maximal edge with respect \( y \) and we define \( R_y := R^y(C(y)) \), where \( C(y) := \{ z \in \mathbb{Z}^d : z \) is connected \( y \) without using the edge \( \{y_1, y_2\} \) \}.
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Lemma 2.1. For $\beta < \beta_c$, $0 < \gamma < 1$ given by H5 and $x \in \mathbb{Z}^d$

$$\mu(0 \leftrightarrow x, D_0, R_0 \geq |x|^\gamma) = o_x(1)J_{0,x}. \quad (2.1)$$

Proof. Let $\{y, z\}$ be the maximal edge with respect to 0. Recall that the edge $\{y, z\}$ is open by definition. If 0 is connected to $x$, by symmetry, one can assume that 0 is connected to $y$ and $z$ to $x$ without using the edge $\{y, z\}$. If $|C(0)| \leq f(x)$, then $|y - z| \geq |x|/f(x)$. Set $k(x) := |x|/f(x)$ and $E_{y_1, y_2} = \mathcal{P}_2(\mathbb{Z}^d) \setminus \{y_1, y_2\}$. Finally, for $n \in \mathbb{N}$, we set $\Lambda_n(y) := \{x \in \mathbb{Z}^d : |x - y| < n\}. Using the union bound, we get

$$\mu(0 \leftrightarrow x, D_0, R_0 \geq |x|^\gamma) \leq \sum_{y \in \mathbb{Z}^d} \sum_{z \in \Lambda_k(y)} \mu(0 \leftrightarrow y, \omega_{y,z} = 1, z \leftrightarrow x, D_0, R_0 \geq |x|^\gamma) = \sum_{y \in \mathbb{Z}^d} \sum_{z \in \Lambda_k(y)} \mu(0 \leftrightarrow y, \omega_{y,z} = 1, z \leftrightarrow x, D_0, D_x, R_0 \geq |x|^\gamma),$$

where the last equality follows from the fact that if 0 is connected to $x$, then $C(0) = C(x)$. For $y \in \mathbb{Z}^d$, let $\bar{D}_y := \{C(y) \leq f(x)\}$ where $\bar{C}(y)$ is defined above. Notice that the event $D_y$ is included in the event $\bar{D}_y$. Using the inclusion of events, conditioning on $\{0 \leftrightarrow y\} \cap \{z \leftrightarrow x\} \cap D_0 \cap \bar{D}_x \cap \{R_0 \geq |x|^\gamma\}$ and using the finite energy property, we get

$$\mu(0 \leftrightarrow y, z \leftrightarrow x, D_0, D_x, R_0 \geq |x|^\gamma, \omega_{y,z} = 1) \leq \beta J_{y,z} \mu(0 \leftrightarrow y, z \leftrightarrow x, D_0, \bar{D}_x, R_0 \geq |x|^\gamma) \leq c \beta J_{0, k(x)} \mu(0 \leftrightarrow y, z \leftrightarrow x, \bar{D}_0, \bar{D}_x, R_0 \geq |x|^\gamma),$$

with $c$ given by H1. Plugging this into the inequality above gives

$$\mu(0 \leftrightarrow x, D_0, R_0 \geq |x|^\gamma) \leq c \beta J_{0, k(x)} \sum \sum \mu(0 \leftrightarrow y, z \leftrightarrow x, \bar{D}_0, \bar{D}_x, R_0 \geq |x|^\gamma) \leq c \beta J_{0, k(x)} \sum \sum \mu(0 \leftrightarrow y, z \leftrightarrow x, \bar{D}_0, \bar{D}_x, R_0 \geq |x|^\gamma) = c \beta J_{0, k(x)} E(\bar{C}(0)) \bar{C}(x) \mathbb{1}_{\{\bar{D}_0, \bar{D}_x, R_0 \geq |x|^\gamma\}} \leq c \beta f(x)^2 J_{0, k(x)} \mu(\bar{D}_0, R_0 \geq |x|^\gamma).$$

In the last line, we used that $|\bar{C}(0)| \leq f(x)$ on $\bar{D}_0$ and $|\bar{C}(x)| \leq f(x)$ on $\bar{D}_x$. Observe that if $|\bar{C}(0)| \leq f(x)$ and $R_0 \geq |x|^\gamma$, then there exists $a, b \in \mathbb{Z}^d$ such that

- $0$ is connected to $a$ in $\mathcal{P}_2(\mathbb{Z}^d) \setminus \{a, b\}$,
- $|a - b| \geq |x|^\gamma/f(x)$,
- $\{a, b\}$ is open.

Using the union bound, we get

$$\mu(\bar{D}_0, R_0 \geq |x|^\gamma) \leq \sum_{a \in \mathbb{Z}^d} \sum_{b \in \mathbb{Z}^d} \mu(0 \leftrightarrow a, \omega_{a,b} = 1).$$

As before, the conditioning and the finite energy property give

$$\mu(0 \leftrightarrow a, \omega_{a,b} = 1) \leq \beta J_{a,b} \mu(0 \leftrightarrow a).$$
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Plugging this into the previous inequality gives

\[ \mu(D_0, R_0 \geq |x|^\gamma) \leq \sum_{a \in \mathbb{Z}^d} \sum_{b \in \mathbb{Z}^d} \beta J_{a,b} \chi(0, f(x)) \frac{E_{a,b}}{f(x)} \leq \beta \chi(\beta) \sum_{b \in \mathbb{Z}^d} J_{0,b} \frac{1}{f(x)} \]

In the second line, we used the fact that \( J_{x,y} \) is invariant under translations. Therefore, combining all the inequalities we get

\[ \mu(0 \leftrightarrow x, D_0, D_x, R_0 \geq |x|^\gamma) \leq c_2 \chi(\beta) \beta J_{0,x}^\alpha = o_x(1) J_{0,x} \]

with \( c_2 = 4C_1 c^2 \chi(\beta) \beta^2 / c_1 \) where \( C_1 \) is given by H5. The second inequality follows from the definition of \( f(x) \), H1 and H5. The last equality follows from \( \sum_{w \in \mathbb{Z}^d} (J_{0,w})^\alpha < \infty \) and Remark 1.3. This finishes the proof of Lemma 2.1.

Lemma 2.1 implies by symmetry that

\[ \mu(0 \leftrightarrow x, D_0, R_x \geq |x|^\gamma) = o_x(1) J_{0,x}. \]  \hfill (2.2)

We can then focus on the next lemma, which gives the sharp asymptotics of the probability of 0 being connected to \( x \).

**Lemma 2.2.** For \( \beta < \beta_c, 0 < \gamma < 1 \) given by H5 and \( x \in \mathbb{Z}^d \)

\[ \limsup_{|x| \to \infty} \frac{\mu(0 \leftrightarrow x, R_0 \leq |x|^\gamma, R_x \leq |x|^\gamma)}{J_{0,x}} \leq \frac{\chi(\beta)^2 \beta}{q}. \]  \hfill (2.3)

The upper bound follows by combining (2.1), (2.2) and (2.3).

**Proof.** Set \( \Lambda = \Lambda_{|x|^\gamma}(0), \Lambda' = \Lambda_{|x|^\gamma}(x) \) and \( R_{0,x} := \{ R_0 \leq |x|^\gamma \} \cap \{ R_x \leq |x|^\gamma \} \). Let \( \Lambda_n \) be such that \( \Lambda, \Lambda' \subset \Lambda_n \). Let \( \{ y,z \} \) be the maximal edge with respect to 0. If 0 is connected to \( x \) and \( R_x \leq |x|^\gamma \), then \( \{ y,z \} \) is also maximal with respect to \( x \). By symmetry, one can assume that 0 is connected to \( y \) in \( \Lambda \) and \( z \) is connected to \( x \) in \( \Lambda' \). The union bound gives

\[ \mu_{\Lambda_n}(0 \leftrightarrow x, P_{0,x}) \leq \sum_{y \in \Lambda} \sum_{z \in \Lambda'} \mu_{\Lambda_n}(0 \leftrightarrow y, \omega_{y,z} = 1, z \leftrightarrow x, P_{0,x}) \]

\[ = \sum_{y \in \Lambda} \sum_{z \in \Lambda'} \frac{1}{q} (1 - \exp(-\beta J_{y,z})) \mu_{\Lambda_n}(0 \leftrightarrow y, z \leftrightarrow x, R^0 \leq |x|^\gamma, R^x \leq |x|^\gamma) \]

\[ \leq \frac{\beta}{q} \sum_{y \in \Lambda} \sum_{z \in \Lambda'} J_{y,z} \mu_{\Lambda_n}(0 \leftrightarrow y, z \leftrightarrow x, R^0 \leq |x|^\gamma, R^x \leq |x|^\gamma). \]

In the second line, we used the fact that on \( P_{0,x} \), the number of connected components increases by 1 when \( \omega_{y,z} \) goes from 1 to 0. In the third line, we used that \( 1 - \exp(-\beta J_{y,z}) \leq \beta J_{y,z} \). Fix \( \varepsilon > 0 \). It follows from H4 and the translational invariance that

\[ J_{y,z} \leq (1 + \varepsilon) J_{0,x}. \]
where the summation is over $S$ containing $x$ and $z$ such that $R^x(S) \leq |x|^\gamma$. Then conditioning on \{\(C(x) = S\)\} gives
\[
\sum_S \mu_\Lambda(0 \xrightarrow[\Lambda'] y, R^0 \leq |x|^\gamma, C(x) = S) = \sum_S \mu_\Lambda(0 \xrightarrow[\Lambda'] y, R^0 \leq |x|^\gamma) \mu_\Lambda(C(x) = S) \\
= \sum_S \mu_\Lambda(0 \xrightarrow[\Lambda'] y) \mu_\Lambda(C(x) = S) \\
\leq \sum_S \mu_\Lambda(0 \xrightarrow[\Lambda'] y) \mu_\Lambda(z \xrightarrow[\Lambda'] x, R^x \leq |x|^\gamma).
\]
In the second line, we used the spatial Markov property (see \[6, Chapter 3\]) as well as the fact that if $w \in S$ and $z \not\in S$, then \{\(w, z\)\} is closed. In the third line, we used the inclusion of events and (1.4). Plugging this into the inequality above and taking the limit as $n$ goes to infinity, we get
\[
\mu(0 \leftrightarrow x, P_{0,x}) \leq (1 + \epsilon) \frac{\beta}{q} J_{0,x} \sum_{y \in \Lambda, z \in \Lambda'} \mu(0 \xrightarrow[\Lambda'] y) \mu(z \xrightarrow[\Lambda'] x, R^x \leq |x|^\gamma) \\
\leq (1 + \epsilon) \frac{\beta}{q} \chi(\beta)^2 J_{0,x},
\]
for $|x|$ big enough. We used the translational invariance in the second inequality. This finishes the proof of Lemma 2.2. \qed

2.2 Lower bound

We will use the same argument as in \[11\]. In this part, we don’t use H5. Set $\delta \in (0, 1/2]$, $\Delta_1 = \Lambda_{|x|^\delta}(0)$, $\Delta_2 = \Lambda_{|x|^\delta}(x)$ and $\Delta = \Delta_1 \cup \Delta_2$. As we work on $\mathbb{Z}^d$, we can take $\delta = 1/2$, but a smaller value may be needed to extend the proof to a different graph and to more general coupling constants. Let $N$ be the number of open edges from $\Delta_1$ to $\Delta_2$. Then the inclusion of events and the monotonicity of the measure (1.4) give
\[
\mu_\Delta(0 \leftrightarrow x, N = 1) \leq \mu_\Delta(0 \leftrightarrow x) \leq \mu(0 \leftrightarrow x).
\]
For $y \in \Delta_1, z \in \Delta_2$, let $G_{y,z}$ be the event that there exists an unique edge \{\(y, z\)\} such that
\begin{itemize}
  \item $0 \xrightarrow[\Lambda'] y$,
  \item \{\(y, z\)\} is open,
  \item $z \xrightarrow[\Lambda'] x$.
\end{itemize}
In this case, $0$ is connected to $x$ and $N = 1$. Therefore
\[
\sum_{y \in \Delta_1} \sum_{z \in \Delta_2} \mu_\Delta(0 \xrightarrow[\Lambda'] y, \omega_{y,z} = 1, z \xrightarrow[\Lambda'] x, N = 1) = \mu_\Delta( \bigcup_{y \in \Delta_1} \bigcup_{z \in \Delta_2} G_{y,z}) \leq \mu_\Delta(0 \leftrightarrow x, N = 1).
\]
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In the first equality, we used the fact that the events $G_{y,z}$ are disjoint for different edges. Using the fact that on the event $N = 1$, the number of connected components increases by 1 when $\omega_{y,z}$ goes from 1 to 0, we get that

$$\mu_\Delta(0 \xrightarrow{\Delta_1} y, \omega_{y,z} = 1, z \xrightarrow{\Delta_2} x, N = 1) = \frac{1}{q} (1 - \exp(-\beta J_{y,z})) \mu_\Delta(0 \xrightarrow{\Delta_1} y, z \xrightarrow{\Delta_2} x, N = 0).$$

Finally, on $N = 0$, all the edges between $\Delta_1$ and $\Delta_2$ are closed, and therefore we can factorize the measure as

$$\mu_\Delta(0 \xrightarrow{\Delta_1} y, z \xrightarrow{\Delta_2} x | N = 0) = \mu_\Delta(0 \xrightarrow{\Delta_1} y | N = 0) \mu_\Lambda'(z \xrightarrow{\Delta_2} x | N = 0).$$

Combining all the inequalities we get

$$\mu(0 \leftrightarrow x) \geq \sum_{y \in \Delta_1} \sum_{z \in \Delta_2} \frac{1}{q} (1 - \exp(-\beta J_{y,z})) \mu_{\Delta_1}(0 \leftrightarrow y) \mu_{\Delta_2}(z \leftrightarrow x) \mu(N = 0). \quad (2.4)$$

Fix $\varepsilon > 0$. It follows from $H4$ and the translational invariance that

$$J_{y,z} \geq (1 - \varepsilon) J_{0,x},$$

since $|z - y - x| \leq \delta |x|$ for $|x|$ big enough. Therefore, using (2.4), we get

$$\mu(0 \leftrightarrow x) \geq (1 - \exp(-\beta(1 - \varepsilon) J_{0,x})) \sum_{y \in \Delta_1} \sum_{z \in \Delta_2} \frac{1}{q} \mu_{\Delta_1}(0 \leftrightarrow y) \mu_{\Delta_2}(z \leftrightarrow x) \mu(N = 0). \quad (2.5)$$

By the translational invariance and the monotonicity (1.4), we get

$$\lim_{|x| \to \infty} \sum_{y \in \Delta_1} \sum_{z \in \Delta_2} \mu_{\Delta_1}(0 \leftrightarrow y) \mu_{\Delta_2}(z \leftrightarrow x) = \chi(\beta^2).$$

Now, let us prove that $\mu_\Delta(N = 0)$ goes to 1 as $|x|$ goes to infinity. If $N \geq 1$, then there exist $y, z$ in $\mathbb{Z}^d$ such that

- $y \in \Delta_1, z \in \Delta_2$,
- $\{y, z\}$ is open.

Therefore, the union bound gives

$$\mu(N \geq 1) \leq \sum_{y \in \Delta_1} \sum_{z \in \Delta_2} \mu_{\omega_{y,z} = 1} \leq \beta \sum_{y \in \Delta_1} \sum_{z \in \Delta_2} J_{y,z} \leq (1 + \varepsilon) J_{0,x} |\Delta_1|^2.$$

The second inequality follows from the finite energy property and the third inequality from $H4$. Since $\delta \leq 1/2$ and $\sum_{w \in \mathbb{Z}^d} J_{0,w} < \infty$ by $H3$, it follows that

$$J_{0,x} |\Delta_1|^2 = o_x(1)$$

and therefore $\lim_{|x| \to \infty} \mu_\Delta(N = 0) = 1$. The lower bound then follows from (2.5) combined with the fact that

$$\lim_{|x| \to \infty} \frac{1 - \exp(-\beta J_{0,x})}{\beta J_{0,x}} = 1.$$
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