On differential equations invariant under two-variable Möbius transformations
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Abstract: We compute invariants for the two-variable Möbius transformation. In particular we are interested in partial differential equations in two dependent and two independent variables that are kept invariant under this transformation.

1 Introduction: motivation from the one-variable Möbius transformation

In this section we discuss in some detail the invariants of the one-variable Möbius transformation

\[ \mathcal{M}: u \mapsto v = \frac{\alpha_1 u + \beta_1}{\alpha_2 u + \beta_2}, \]  

(1.1)

for two cases, namely \( u = u(x) \) and \( u = u(x, t) \). This serves as a motivation for the current study of the two-variable Möbius transformation for two dependent variables \( \{u_1, u_2\} \) in two independent variables \( \{x, t\} \). In fact, we have reported results for the one independent variable case in [1], and the current paper is a continuation of that study. In particular, we note the importance of the Schwarzian derivative \( S \) (see (1.11b)) which is an invariant of the Möbius transformation (1.1). This is well known, but we use the opportunity to discuss this here again in order to compare the results with the case of the two-variable Möbius transformation that is introduced in Section 2 (see transformation (2.1)). Instead of the 3rd-order invariant for the one-variable Möbius transformation, namely the Schwarzian
derivative (1.1.15), we obtain two 4th-order invariants for the two-variable Möbius transformation. We consider this an interesting finding that could be of importance in the study of integrable systems of nonlinear ordinary and partial differential equations.

We recall that, under the condition $\alpha_1\beta_2 - \alpha_2\beta_1 = 1$, the Möbius transformation (1.1) is associated with the Special Linear Transformation $SL(2, \mathbb{R})$, where

$$\Phi = \left( \begin{array}{cc} \alpha_1 & \beta_1 \\ \alpha_2 & \beta_2 \end{array} \right) \in SL(2, \mathbb{R}), \quad \det \Phi = 1.$$ (1.2)

A basis for the corresponding 3-dimensional Lie algebra $sl(2, \mathbb{R})$ is given by the three matrices

$$X_1 = \left( \begin{array}{cc} 0 & 1 \\ 0 & 0 \end{array} \right), \quad X_2 = \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right), \quad X_3 = \left( \begin{array}{cc} 0 & 0 \\ 1 & 0 \end{array} \right).$$ (1.3)

We recall that

$$\Phi = \exp(\epsilon X), \quad \text{where } \Phi \in SL(2, \mathbb{R}) \text{ and } X \in sl(2, \mathbb{R}),$$ (1.4)

where $\epsilon$ is a small real parameter. Since $\det \Phi = \exp(\epsilon \text{ Tr } X)$ and $\det \Phi = 1$, we have $\text{Tr}(X_j) = 0$ for all $j = 1, 2, 3$. For a given infinitesimal transformation

$$u \mapsto \varphi(u; \epsilon)$$ (1.5)

the Lie generator takes the form

$$Z = \left( \frac{\partial \varphi(u; \epsilon)}{\partial \epsilon} \bigg|_{\epsilon=0} \right) \frac{\partial}{\partial u}. \quad (1.6)$$

This leads to the following set of basis Lie generators for $sl(2, \mathbb{R})$:

$$\{ \frac{\partial}{\partial u}, \ u \frac{\partial}{\partial u}, \ u^2 \frac{\partial}{\partial u} \}. \quad (1.7)$$

For more details we refer to [9] (see also the classical work [12]).

In order to compute the invariants $I$ of order $p$ for the transformation (1.1) one needs to solve the linear system of partial differential equations given by the condition

$$Z_j^{(p)} I = 0, \quad j = 1, 2, 3.$$ (1.8)

Here $Z_j^{(p)}$ denotes the prolongation of the Lie generator $Z_j$ up to order $p$ (see [9] for details).

### 1.1 One dependent variable and one independent variable: $u(x)$

The simplest case is given by the mapping of one dependent variable $u$ for one independent variable $x$, i.e. $u = u(x)$. For the Möbius transformation (1.1), we now have

$$\mathcal{M} : \begin{cases} 
    u(x) \mapsto v(\bar{x}) = \frac{\alpha_1 u(x) + \beta_1}{\alpha_2 u(x) + \beta_2} \\
    x \mapsto \bar{x} = x
\end{cases} \quad (1.9)$$
where
\[
\det \begin{pmatrix} \alpha_1 & \beta_1 \\ \alpha_2 & \beta_2 \end{pmatrix} = 1.
\] (1.10)

Computing the invariants for this transformation up to order 3, we obtain
\[
\omega_0 = f(x)
\] (1.11a)
\[
S = \frac{u_{xxx}}{u_x} - \frac{3}{2} \frac{u_{xx}^2}{u_x^2},
\] (1.11b)
where \(f\) is an arbitrary smooth function and \(S\) is the well-know Schwarzian derivative [10]. In fact, all higher-order invariants consist of \(x\)-derivatives of \(S\). We can now state that any \(n\)th-order ordinary differential equation of the form
\[
\Psi(x, S, S_x, S_{xx}, \ldots, S_{nx}) = 0
\] (1.12)
is invariant under the given Möbius transformation for arbitrary smooth \(\Psi\). Here \(S_{nx}\) denotes the \(n\)th derivative of \(S\) with respect to \(x\).

**Example 1.1:** We consider
\[
S_x = \Psi(x, S),
\] (1.13)
which is the following 4th-order equation:
\[
u_{4x} = \frac{4u_{xxx}u_{xx}}{u_x} - \frac{3u_{xx}^3}{u_x^2} + u_x \Psi(x, S).
\] (1.14)

Equation (1.14) is clearly invariant under the current Möbius transformation (1.9) and it is moreover the most general semilinear ordinary differential equation of order four that admits the Lie symmetry algebra \(sl(2, \mathbb{R})\) with basis (1.7). Equation (1.14) with \(\Psi = \Psi(S)\) has been reported in [2] for the 4-dimensional Lie symmetry algebra
\[
\{ \partial_x, \partial_u, u \partial_u, u^2 \partial_u \}.
\] (1.15)

### 1.2 One dependent variable and two independent variables: \(u(x, t)\)

We compute all invariants \(I\), up to order three, for the Möbius transformation that maps \(u(x, t)\). That is
\[
\mathcal{M}:
\begin{align*}
    u(x, t) &\mapsto v(\bar{x}, \bar{t}) = \frac{\alpha_1 u(x, t) + \beta_1}{\alpha_2 u(x, t) + \beta_2} \\
x &\mapsto \bar{x} = x \\
t &\mapsto \bar{t} = t,
\end{align*}
\] (1.16)
where
\[
\det\begin{pmatrix}
\alpha_1 & \beta_1 \\
\alpha_2 & \beta_2
\end{pmatrix} = 1.
\] (1.17)

The general solution of
\[
Z_j^{(3)} I = 0, \quad j = 1, 2, 3,
\] (1.18)
is
\[
I = \Psi(\omega_0, \omega_1, \omega_2, \omega_3, \omega_4, \omega_5, \omega_6, \omega_7),
\] (1.19)
whereby \(\omega_0 = f(x, t)\) is a trivial invariant and \(\omega_k\) are as follows:
\[
\begin{align*}
\omega_1 & = \frac{ut}{ux} \quad \text{(1.20a)} \\
\omega_2 & = \omega_{1,x} \quad \text{(1.20b)} \\
\omega_3 & = \omega_{1,t} + \omega_1 \omega_2 \quad \text{(1.20c)} \\
\omega_4 & \equiv S = \frac{u_{xxx}}{ux} - \frac{3 u_{xx}^2}{2 u_x^2} : \text{the Schwarzian derivative} \quad \text{(1.20d)} \\
\omega_5 & = \frac{u_{xxt}}{ux} - \frac{2 u_{xx} u_{xt}}{u_x^2} + \frac{1}{2} \frac{u_{tt} u_{xx}^2}{u_x^3} = \omega_{2,x} + \omega_1 \omega_4 \quad \text{(1.20e)} \\
\omega_6 & = \frac{u_{xtt}}{ux} - \frac{u_{xx} u_{tt}}{u_x^2} - \frac{2 u_{t} u_{xx} u_{xt}}{u_x^3} + \frac{3 u_{t}^2 u_{xx}}{2 u_x^4} = \omega_{3,x} + \omega^2_1 \omega_4 \quad \text{(1.20f)} \\
\omega_7 & = \frac{u_{ttt}}{ux} - \frac{3 u_{t} u_{xx} u_{tt}}{u_x^3} + \frac{a}{2} \frac{u_{t}^3 u_{xx}}{u_x^5} = \omega_{3,t} + \omega_2 \omega_3 + \omega^3_1 \omega_4. \quad \text{(1.20g)}
\end{align*}
\]
From the set of invariants, \(\{\omega_0, \omega_1, \omega_2, \ldots, \omega_7\}\) we note that two stand out, namely \(\omega_1\) and the Schwarzian derivative \(\omega_4\), which are fundamental for this transformation in the sense that all the other invariants can be expressed as functions of \(\omega_1, \omega_4\) and its derivatives.

Using the two invariants (1.20a) and (1.20d), as well as their \(x\) and \(t\)-derivatives of any order, one can write partial differential equations of the form
\[
\Psi(\omega_0, \omega_1, S, \omega_{1,x}, \omega_{1,t}, \omega_{1,xx}, \ldots, S_x, S_t, S_{xx}, \ldots) = 0,
\] (1.21)
all of which are invariant under the Möbius transformation (1.16) and all of which admit (1.7) as its Lie symmetry algebra. Of particular interest are the autonomous evolution equations
\[
u_t = u_x \Psi(S, S_x, \ldots, S_{(m-3)x}),
\] (1.22)
where \(m \geq 3\). We discuss this in Example 1.2.
Example 1.2: An interesting question regarding nonlinear partial differential equations of the class (1.22) is to find those equations that are symmetry-integrable. A symmetry-integrable equation is defined as an equation that admits an infinite set of local generalized (or Lie-Bäcklund) symmetries. In [4] we have addressed this problem and consequently obtained a class of symmetry-integrable 3rd-order and 5th-order autonomous evolution equations of the form (1.22). In particular, the 3rd-order evolution equations of the form
\[ u_t = u_x \Psi(S), \]  
(1.23)
contains the following class of equations that are symmetry-integrable [4]:
\[ u_t = u_x S : \text{ the Schwarzian KdV equation} \]  
(1.24a)
\[ u_t = -2 \frac{u_x}{\sqrt{S}} \]  
(1.24b)
\[ u_t = \frac{u_x}{(b_1 - S)^2} \]  
(1.24c)
\[ u_t = \frac{u_x}{S^2} \]  
(1.24d)
\[ u_t = u_x \left( \frac{a_1 - S}{(a_1^2 + 3a_2)(S^2 - 2a_1 S - 3a_2)^{1/2}} \right). \]  
(1.24e)
Here \( S \) is the Schwarzian derivative (1.11b) and the constants \( a_1, a_2 \) and \( b_1 \) are arbitrary, except for the conditions \( a_1^2 + 3a_2 \neq 0 \) and \( b_1 \neq 0 \). In [5] we propose a method by which one can compute higher-order symmetry-integrable and Möbius-invariant evolution equations from the above fully-nonlinear third-order equations (1.24b) – (1.24e).

For the 5th-order semi-linear Möbius-invariant autonomous evolution equations
\[ u_t = u_x \Psi(S, S_x, S_{xx}), \]  
(1.25)
the following were found to be symmetry-integrable [4]:
\[ u_t = u_x \left( S_{xx} + \frac{1}{4} S^2 \right) : \text{ the Schwarzian Kupershmidt I equation}; \]  
(1.26a)
\[ u_t = u_x \left( S_{xx} + 4S^2 \right) : \text{ the Schwarzian Kupershmidt II equation}; \]  
(1.26b)
\[ u_t = u_x \left( S_{xx} + \frac{3}{2} s^2 \right) \text{ the Schwarzian 5th-order KdV equation.} \]  
(1.26c)
The recursion operators that generate the higher-order members in the symmetry-integrable hierarchies of (1.26a), (1.26b) and (1.26c) are given in [4]. The three Möbius-invariant equations (1.26a), (1.26b) and (1.26c) play a central role for a large class of 5th-order symmetry-integrable equations that are related to these equations in terms of nonlocal transformations by the so-called multipotentialization procedure (see [3] for details).
Remark 1. Replacing $t$ by $x$ for the invariants (1.20e), (1.20f) and (1.20g), results in the Schwarzian derivative (1.20d). One could therefore think of (1.20e), (1.20f) and (1.20g) as two-dimensional Schwarzian-type derivatives involving two independent variables $x$ and $t$. Let us denote this two-dimensional Schwarzian-type derivative defined by (1.20e), by the notation $S_1^{[x,y]}$, i.e.

$$S_1^{[x,y]}u(x,t) := \frac{u_{xxt}}{u_x} - \frac{2u_{xx}u_{xt}}{u_x^2} + \frac{1}{2} \frac{u_{tt}u_{xx}^2}{u_x^3}.$$  \hfill (1.27)

Consider now a function $f(u(x,t))$. Using $S_1^{[x,y]}$ we have

$$\left(S_1^{[x,y]}f\right)(u(x,t)) = \frac{D_{xxt}f}{D_xf} - 2\frac{(D_{xx}f)(D_{xt}f)}{(D_xf)^2} + \frac{1}{2} \frac{(D_{tt}f)(D_{xx}f)^2}{(D_xf)^3}$$

$$= \left(\frac{f_{uuu}}{f_u} - \frac{3}{2} \frac{f_{uu}^2}{f_u^2}\right) u_x u_t + S_1^{[x,y]}u(x,t),$$  \hfill (1.28)

where $D$ denote the total derivative and the subscript $u$ the ordinary derivative with respect to $u$. Additional two-dimensional Schwarzian-type derivatives can be defined using the remaining two third-order invariants, that is $S_2^{[x,y]} := \omega_6$ and $S_3^{[x,y]} := \omega_7$, where $\omega_6$ and $\omega_7$ are given by (1.20f) and (1.20e), respectively. One should remark that the invariants listed above are of course not unique, as any function of the given invariants is an invariant for the same transformation and, moreover, the roles of $x$ and $t$ can be exchanged in the derivatives of the expressions (1.20a) to (1.20g) without affecting the invariance under the Möbius transformation (1.16).

Remark 2. It is interesting to note that the Bateman equation

$$u_{tt}u_x^2 - 2u_xu_tu_{xt} + u_{xx}u_t^2 = 0$$  \hfill (1.29)

can be presented in terms of the invariants (1.20a), (1.20b) and (1.20c), namely as follows:

$$(\omega_3 - 2\omega_1\omega_2)u_x^3 = 0.$$  \hfill (1.30)

Equation (1.29) plays an important role in the Painlevé analysis of PDEs (see e.g. [11] and [7]). It is clear that $u_{tt}u_x^2 - 2u_xu_tu_{xt} + u_{xx}u_t^2$ is not invariant under the Möbius transformation (1.16). However, (1.29) does admit the Lie symmetry algebra $sl(2, \mathbb{R})$ with basis generators (1.7). This can directly be verified by the Lie symmetry condition

$$Z_j^{(2)}E \bigg|_{E=0} = 0, \ j = 1, 2, 3,$$  \hfill (1.31)

where $E := u_{tt}u_x^2 - 2u_xu_tu_{xt} + u_{xx}u_t^2$ and $\{Z_1^{(2)}, Z_2^{(2)}, Z_3^{(2)}\}$ are the 2nd-prolongations of the generators (1.7).
2 The Möbius transformation that maps two variables

We now consider the Möbius transformation

\[ M : u \mapsto v = \frac{Au + B}{Cu + \beta}, \]  \hspace{1cm} (2.1)

where \( u = (u_1, u_2) \), \( v = (v_1, v_2) \), \( A \) is a constant \( 2 \times 2 \) matrix,

\[ A = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix}, \]  \hspace{1cm} (2.2)

\( B \) is a constant \( 2 \times 1 \) matrix and \( C \) a constant \( 1 \times 2 \) matrix,

\[ B = \begin{pmatrix} b_{11} \\ b_{21} \end{pmatrix}, \quad C = \begin{pmatrix} c_{11} & c_{12} \end{pmatrix}, \]  \hspace{1cm} (2.3)

and \( \beta \) is a constant, with the condition

\[ \text{Det} \left( \begin{pmatrix} A & B \\ C & \beta \end{pmatrix} \right) = 1. \]  \hspace{1cm} (2.4)

Now \( \Phi = \begin{pmatrix} A & B \\ C & \beta \end{pmatrix} \in SL(3, \mathbb{R}). \) \hspace{1cm} (2.5)

and \( sl(3, \mathbb{R}) \) is the Lie algebra of all real traceless \( 3 \times 3 \) matrices with \( \text{dim}[sl(3, \mathbb{R})] = 8 \). A basis for the 8-dimensional Lie algebra \( sl(3, \mathbb{R}) \) is given by the following eight matrices:

\[ X_1 = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad X_2 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}, \quad X_3 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \]  \hspace{1cm} (2.6)

\[ X_4 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix}, \quad X_5 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad X_6 = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \]  \hspace{1cm} (2.7a)

\[ X_7 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad X_8 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}. \]  \hspace{1cm} (2.7b)

For the infinitesimal transformation

\[ v_1 = \varphi_1(u_1, u_2; \epsilon) \]  \hspace{1cm} (2.7a)

\[ v_2 = \varphi_2(u_1, u_2; \epsilon) \]  \hspace{1cm} (2.7b)

the Lie generator takes the form

\[ Z = \left( \frac{\partial \varphi_1(u_1, u_2; \epsilon)}{\partial \epsilon} \right)_{\epsilon=0} \frac{\partial}{\partial u_1} + \left( \frac{\partial \varphi_2(u_1, u_2; \epsilon)}{\partial \epsilon} \right)_{\epsilon=0} \frac{\partial}{\partial u_2}. \]  \hspace{1cm} (2.8)
This leads to the following basis set of Lie generators for $sl(3, \mathbb{R})$:

$$\{ Z_1 = \frac{\partial}{\partial u_1}, Z_2 = \frac{\partial}{\partial u_2}, Z_3 = u_1 \frac{\partial}{\partial u_1}, Z_4 = u_2 \frac{\partial}{\partial u_2}, Z_5 = u_1 \frac{\partial}{\partial u_2}, Z_6 = u_2 \frac{\partial}{\partial u_1}, Z_7 = u_1^2 \frac{\partial}{\partial u_1} + u_1 u_2 \frac{\partial}{\partial u_2}, Z_8 = u_1 u_2 \frac{\partial}{\partial u_1} + u_2^2 \frac{\partial}{\partial u_2} \}. \tag{2.9}$$

### 2.1 Two dependent and one independent variables: $\{ u_1(x), u_2(x) \}$

We consider the M"obius transformation (2.1) for $u(x) = (u_1(x), u_2(x))$, that is

$$M : \begin{align*}
    u_1(x) &\mapsto v_1(\bar{x}) = \frac{a_{11} u_1(x) + a_{12} u_2(x) + b_{11}}{c_{11} u_1(x) + c_{12} u_2(x) + \beta} \\
    u_2(x) &\mapsto v_2(\bar{x}) = \frac{a_{21} u_1(x) + a_{22} u_2(x) + b_{21}}{c_{11} u_1(x) + c_{12} u_2(x) + \beta} \\
    x &\mapsto \bar{x} = x
\end{align*} \tag{2.10}$$

where

$$\text{Det} \begin{pmatrix} a_{11} & a_{12} & b_{11} \\ a_{21} & a_{22} & b_{21} \\ c_{11} & c_{12} & \beta \end{pmatrix} = 1. \tag{2.11}$$

This case has already been studied and is reported in [6]. Besides the obvious invariant $\omega_0 = f(x)$, (2.10) admits the following two invariants of order four:

$$\omega_{41} = -\frac{3 u_{1,x} u_{2,x} (S_{1,x} - S_{2,x})}{u_{1,x} u_{2,xx} - u_{2,x} u_{1,xx}} - 4 \left( \frac{u_{1,x} u_{2,x}}{u_{1,x} u_{2,xx} - u_{2,x} u_{1,xx}} \right)^2 (S_1 - S_2)^2$$

$$+ 6 \left( \frac{u_{1,x} u_{2,xx} S_1 - u_{2,x} u_{1,xx} S_2}{u_{1,x} u_{2,xx} - u_{2,x} u_{1,xx}} \right) \tag{2.12a}$$

$$\omega_{42} = \frac{u_{1,x} u_{2,xx} S_{2,x} - u_{2,x} u_{1,xx} S_{1,x}}{u_{1,x} u_{2,xx} - u_{2,x} u_{1,xx}}$$

$$+ \frac{2}{3} \left( \frac{u_{1,x} u_{2,x}}{u_{1,x} u_{2,xx} - u_{2,x} u_{1,xx}} \right)^2 (S_{1,x} - S_{2,x}) (S_1 - S_2)$$

$$+ \frac{2}{9} \left( \frac{3 u_{1,xx} (S_1 - S_2)}{u_{1,x} u_{2,xx} - u_{2,x} u_{1,xx}} - \frac{2 u_{2,x} u_{1,x}^2 (S_1 - S_2)^2}{(u_{1,x} u_{2,xx} - u_{2,x} u_{1,xx})^2} \right) \times$$

$$\times \left( 3 u_{2,xx} - \frac{2 u_{1,x} u_{2,xx} (S_1 - S_2)}{u_{1,x} u_{2,xx} - u_{2,x} u_{1,xx}} \right). \tag{2.12b}$$

Here $S_1$ and $S_2$ denote the Schwarzian derivatives for $u_1(x)$ and $u_2(x)$, respectively. That is

$$S_1 = \frac{u_{1,xxx}}{u_{1,x}} - \frac{3}{2} \frac{u_{1,xx}^2}{u_{1,x}}, \quad S_2 = \frac{u_{2,xxx}}{u_{2,x}} - \frac{3}{2} \frac{u_{2,xx}^2}{u_{2,x}}. \tag{2.13}$$
Systems of ordinary differential equations invariant under (2.10) and related to the above invariants (2.12a) and (2.12b) have been described and reported in [6].

2.2 Two dependent and two independent variables: \( \{u_1(x, t), u_2(x, t)\} \)

Here we consider the Möbius transformation (2.1) for \( u(x, t) = (u_1(x, t), u_2(x, t)) \), that is

\[
M : \begin{cases}
  u_1(x, t) \mapsto v_1(\bar{x}, \bar{t}) = \frac{a_{11}u_1(x, t) + a_{12}u_2(x, t) + b_{11}}{c_{11}u_1(x, t) + c_{12}u_2(x, t) + \beta} \\
  u_2(x, t) \mapsto v_2(\bar{x}, \bar{t}) = \frac{a_{21}u_1(x, t) + a_{22}u_2(x, t) + b_{21}}{c_{11}u_1(x, t) + c_{12}u_2(x, t) + \beta} \\
  x \mapsto \bar{x} = x \\
  t \mapsto \bar{t} = t,
\end{cases}
\]

where

\[
\text{Det} \begin{pmatrix}
  a_{11} & a_{12} & b_{11} \\
  a_{21} & a_{22} & b_{21} \\
  c_{11} & c_{12} & \beta
\end{pmatrix} = 1.
\]

(2.15)

We compute all 3rd-order invariants for (2.14). For the general solution of

\[
Z_j^{(3)} I = 0, \quad j = 1, 2, \ldots, 8,
\]

we obtain

\[
I = F(\omega_0, \omega_1, \omega_2, \ldots, \omega_{12}),
\]

(2.16)

(2.17)

where \( \omega_0 = f(x, t) \) is the trivial invariant, and

\[
\omega_1 = \frac{u_2, x u_1, xx - u_1, x u_2, xx}{u_2, x u_1, t - u_1, x u_2, t}
\]

(2.18a)

\[
\omega_2 = \frac{u_1, x u_2, t - u_1, t u_2, xx + 2u_2, x u_1, xt - 2u_2, xt u_1, x}{2u_2, x u_1, t - 2u_1, x u_2, t}
\]

(2.18b)

\[
\omega_3 = \frac{u_1, tt u_2, t - u_1, t u_2, tt}{u_2, x u_1, t - u_1, x u_2, t}
\]

(2.18c)

\[
\omega_4 = \frac{u_2, x u_1, tt + 2u_1, x t u_2, t - 2u_1, tt u_2, t - u_2, t u_1, x}{u_2, x u_1, t - u_1, x u_2, t}
\]

(2.18d)

\[
\omega_5 = 2(\omega_2, x - \omega_1, t - \omega_1 \omega_4 + \omega_2^2)
\]

(2.18e)

\[
\omega_6 = \omega_1, x - 2\omega_1 \omega_2
\]

(2.18f)

\[
\omega_7 = \frac{2}{3} \omega_4, x - \frac{2}{3} \omega_2, t - \omega_1 \omega_3
\]

(2.18g)
\omega_8 = \omega_{1,t} + \omega_1\omega_4 - 2\omega_2^2 \quad (2.18h)
\omega_9 = \omega_{3,x} \quad (2.18i)
\omega_{10} = -\frac{1}{3}\omega_{4,x} + \frac{4}{3}\omega_{2,t} + 2\omega_3 \quad (2.18j)
\omega_{11} = \omega_{3,t} + \omega_3\omega_4 \quad (2.18k)
\omega_{12} = -2\omega_{3,x} + 4\omega_3\omega_4 + \omega_4^2 \quad (2.18l)

Note that there exist no fundamental invariants of order three since all the 3rd-order invariants are combinations of the 2nd-order invariants and its derivatives. In addition to the above listed invariants, we recall the 4th-order invariants (2.12a) and (2.12b) that was obtained for the Möbius transformation (2.10). These 4th-order invariants are of course also valid for the Möbius transformation (2.14), whereby

\[ u_1 = u_1(x,t) \text{ and } u_2 = u_2(x,t) \text{ in (2.12a) and (2.12b)} \]

All these invariants can easily be verified by checking condition (2.16).

Using now the six invariants (2.18a) - (2.18d), (2.12a) and (2.12b), as well as \( x \)- and \( t \)-derivatives of any order of those invariants, one can write systems of partial differential equations, all of which are invariant under the Möbius transformation (2.14) and all of which admit (2.9) as its Lie symmetry algebra.

**Example 2.1:** A system of two partial differential equations of order two that is invariant under the Möbius transformation (2.14) is the following:

\[
u_{1,xx} = \frac{1}{u_{2,x}u_{1,t} - u_{1,x}u_{2,t}} \left[ 2u_{1,x}u_{2,x}u_{1,xt} - 2u_{1,x}u_{2,xt} \right. \\
+ (u_{2,x}u_{1,t}^2 - u_{1,x}u_{1,t}u_{2,t})F_1(\omega_3,\omega_4) + 2(u_{1,x}^2u_{2,t} - u_{1,x}u_{1,t}u_{2,x})F_2(\omega_3,\omega_4) \left. \right] \quad (2.19a)
\]

\[
u_{2,xx} = \frac{1}{u_{2,x}u_{1,t} - u_{1,x}u_{2,t}} \left[ -2u_{1,x}u_{2,x}u_{2,xt} + 2u_{2,x}^2u_{1,xt} \right. \\
- (u_{1,x}^2u_{2,t}^2 - u_{2,x}u_{1,t}u_{2,t})F_1(\omega_3,\omega_4) - 2(u_{2,x}^2u_{1,t} - u_{1,x}u_{2,t}u_{2,x})F_2(\omega_3,\omega_4) \left. \right] , \quad (2.19b)
\]

This is obtained by algebraically solving \( u_{1,xx} \) and \( u_{2,xx} \) from the system

\[
\omega_1 = F_1(\omega_3,\omega_4) \\
\omega_2 = F_2(\omega_3,\omega_4).
\]

Here \( F_1 \) and \( F_2 \) are arbitrary smooth functions of their arguments, whereby \( \omega_1, \omega_2, \omega_3 \) and \( \omega_4 \) are given by (2.18a), (2.18b), (2.18c) and (2.18d), respectively.
Example 2.2: A system of two partial differential equations of order four that is invariant under the Möbius transformation (2.14) is obtained by considering, for example,

\[ \omega_1 = F_1(\omega_2, \omega_4, \omega_{41}, \omega_{42}) \]
\[ \omega_3 = F_2(\omega_2, \omega_4, \omega_{41}, \omega_{42}), \]

where \(\omega_1, \omega_2, \omega_3, \omega_4, \omega_{41}\) and \(\omega_{42}\) are given by (2.18a), (2.18b), (2.18c), (2.18d), (2.12a) and (2.12b), respectively. If we drop \(\omega_2\) and \(\omega_4\) from the previous system and let \(F_1 = \omega_{41}, F_2 = \omega_{42}\), we obtain

\[
\frac{u_{2,x}u_{1,xx} - u_{1,x}u_{2,xx}}{u_{2,x}u_{1,t} - u_{1,x}u_{2,t}} = -\frac{3u_{1,x}u_{2,x}(S_{1,x} - S_{2,x})}{u_{1,x}u_{2,xx} - u_{2,x}u_{1,xx}}
\]
\[ -4 \left( \frac{u_{1,x}u_{2,x}}{u_{1,x}u_{2,xx} - u_{2,x}u_{1,xx}} \right)^2 (S_1 - S_2)^2 \]
\[ +6 \left( \frac{u_{1,x}u_{2,xx}S_1 - u_{2,x}u_{1,xx}S_2}{u_{1,x}u_{2,xx} - u_{2,x}u_{1,xx}} \right) \]
\[ (2.22a) \]

\[
\frac{u_{1,tt}u_{2,t} - u_{1,t}u_{2,tt}}{u_{2,x}u_{1,t} - u_{1,x}u_{2,t}} = \frac{u_{1,x}u_{2,xx}S_{2,x} - u_{2,x}u_{1,xx}S_{1,x}}{u_{1,x}u_{2,xx} - u_{2,x}u_{1,xx}}
\]
\[ +\frac{2}{3} \left( \frac{u_{1,x}u_{2,x}}{u_{1,x}u_{2,xx} - u_{2,x}u_{1,xx}} \right)^2 (S_{1,x} - S_{2,x})(S_1 - S_2) \]
\[ +\frac{2}{9} \left( \frac{3u_{1,xx}(S_1 - S_2)}{u_{1,x}u_{2,xx} - u_{2,x}u_{1,xx}} - \frac{2u_{2,xx}u_{1,xx}^2(S_1 - S_2)^2}{(u_{1,x}u_{2,xx} - u_{2,x}u_{1,xx})^2} \right) \times \]
\[ \left( 3u_{2,xx} - \frac{2u_{1,x}u_{2,xx}^2(S_1 - S_2)}{u_{1,x}u_{2,xx} - u_{2,x}u_{1,xx}} \right), \quad (2.22b) \]

where \(S_1\) and \(S_2\) are the Schwarzian derivatives (2.13) in \(u_1(x,t)\) and \(u_2(x,t)\), respectively.

3 Concluding remarks

Given the well-known importance of the one-variable Möbius transformation (1.1) and its invariant, the Schwarzian derivative (1.11b), for partial differential differential equations (see Example 1.2), we investigate here the invariants of the two-variable Möbius transformation (2.14) and its relation to systems of two partial differential equations. Two examples of systems that are invariant under the Möbius transformation (2.14) are given in Example 2.1 and Example 2.2. It is clear from the results obtained here that there exists no system of evolution equations that is kept invariant under (2.14), i.e. no system of the form

\[ u_{1,t} = F_1(x, t, u_1, u_2, u_{1,x}, u_{2,x}, \ldots, u_{1,p_x}, u_{2,q_x}) \]
\[ u_{2,t} = F_2(x, t, u_1, u_2, u_{1,x}, u_{2,x}, \ldots, u_{1,px}, u_{2,qx}). \]

It could be of interest to study the systems of partial differential equations that are invariant under (2.14) for further properties, for example to see whether there exist any symmetry-integrable systems amongst those, similar to the case of evolution equations for one dependent variable (see Example 1.2).

Let us finally point to the two invariants (2.12a) and (2.12b) of the Möbius transformation (2.1). These 4th-order invariants consist of only \( x \)-derivatives of the variables \( u_1 \) and \( u_2 \) and are, in a sense, similar to the Schwarzian derivative which is a 3rd-order invariant for (1.1). It remains to be seen whether or not (2.12a) and (2.12b) will indeed turn out to be significant for the study of systems of differential equations and their applications.

The referee kindly pointed out the papers [1] and [8] where related aspects of differential invariants have been reported. A comparison of our results to these works could be of interest.
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