Federated Learning based Energy Demand Prediction with Clustered Aggregation
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Abstract—To reduce negative environmental impacts, power stations and energy grids need to optimize the resources required for power production. Thus, predicting the energy consumption of clients is becoming an important part of every energy management system. Energy usage information collected by the clients’ smart homes can be used to train a deep neural network to predict the future energy demand. Collecting data from a large number of distributed clients for centralized model training is expensive in terms of communication resources. To take advantage of distributed data in edge systems, centralized training can be replaced by federated learning where each client only needs to upload model updates produced by training on its local data. These model updates are aggregated into a single global model by the server. But since different clients can have different attributes, model updates can have diverse weights and as a result, it can take a long time for the aggregated global model to converge. To speed up the convergence process, we can apply clustering to group clients based on their properties and aggregate model updates from the same cluster together to produce a cluster specific global model. In this paper, we propose a recurrent neural network based energy demand predictor, trained with federated learning on clustered clients to take advantage of distributed data and speed up the convergence process.
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I. INTRODUCTION

Electrical energy is an essential component for a single household to all industrial and manufacturing systems [1]. To effectively utilize the available natural resources, power plants need to efficiently produce and distribute energy based on clients’ demand. Nowadays, smart home systems can monitor and log energy usage statistics from various sources across the house. This highly granular information can be valuable for energy companies to effectively manage the power production and distribution operations.

During recent years, increasing computing capabilities and data explosion has led to a significant performance increase for data-driven predictor models [2]. Many existing studies on energy consumption modeling [3]–[7] utilize data-driven methods, including deep neural networks (DNN), decision trees, support vector machines (SVM), and other machine learning methods. In these previous methods, data is centralized for training the data-driven model.

Predicting the future energy demand of a client based on a series of past energy usage data is a time series regression task. Recurrent neural networks (RNNs) are a type of neural network that can accept a series of values as the input to predict the output [8] and they are suitable for tackling time series predictive problems. In our system, the RNN model is chosen for predicting the future energy demand of a client given past energy usage data.

In a traditional neural network training pipeline, clients’ data are collected onto a central server where the model is trained. Transmitting data from the clients onto a server is expensive in terms of communication cost, and adapting the model to new usage patterns in the future would require constant retransmission of newly obtained data. However, most of the existing works [3]–[7] only consider the centralized training approach where data transmission is essential.

To overcome these challenges, we can apply federated learning [9], [10] where clients can collaboratively train a deep neural network on their own local data without needing to centralize. However, training a neural network with federated learning usually suffers from the non-IID data problem [11], where clients contain data distributions that are diverse from each other. As a result, the global model created by aggregating different client model updates has a poor convergence rate and performance. Clustering clients with similar properties is a promising way to alleviate this problem. Model updates produced by the clients of the same cluster can be aggregated together to create a specific global model for that cluster. In this work, we integrated the clustered aggregation in the federated training process of our RNN model, by grouping different model updates based on available client attributes.

II. SYSTEM MODEL

Our proposed energy demand predictor system is shown in Fig. 1. We modeled the clients as smart homes capable of monitoring the energy usage across the household. The central server can be an electrical power company. The smart home system in each client is capable of training a neural network on its local data, but each individual client may have low amount
of training data. Due to communication resource constraints, client households may also be unable to centralize their data or share among each other. To tackle these challenges, we trained our RNN model with the federated learning paradigm which allows clients to collaboratively train the model on their own local data without needing to share their data with a central entity.

At the start of each federated training round, the central server or the power company clusters the participating client households based on the similarity of their housing attributes. After that, the server distributes a base global RNN model to all client households in each cluster. Each client individually trains the base RNN model on its own data. After training the model, each client sends its model updates back to the server. The central server aggregates the model updates from the clients of the same cluster together to create a global model for each cluster. Then, the cluster specific global models are distributed back to the clients in the respective clusters. This process is independently repeated for each cluster until the respective global model converges.

A client can utilize the trained global model in its smart home system to predict the upcoming energy usage and effectively manage the energy consumption. When the electrical power company requires clients’ future energy demand, it can simply request the respective clients to make highly granular predictions on their local usage data without any need for data transmission.

III. FEDERATED MODEL TRAINING AND CLIENT CLUSTERING

In a typical federated learning workflow [9], [10], the server distributes a base global model \( \theta_t \) to the participating clients at the start of each training round \( t \). Each client \( i \) trains the model on its local data \( D_i \) using stochastic gradient descent to generate model updates.

\[
\Delta \theta_{i}^{t+1} = SGD(\theta^t, D_i) - \theta^t, \ i = 1, ..., m
\]

Each client sends its model updates back to the server and the server aggregates the model updates by weighted averaging to produce the next global model.

\[
\theta^{t+1} = \theta^t + \sum_{i=1}^{m} \frac{|D_i|}{|D|} \Delta \theta_{i}^{t+1}
\]

Then, the global model is distributed back to the clients. Although the central server does not directly take part in the training process, it is responsible for monitoring and orchestrating the federated training and model aggregation process.

To increase the global model convergence rate, we used OPTICS (Ordering points to identify the clustering structure) [12] algorithm to cluster the clients with similar attributes. For each cluster, a global model is produced by aggregating the model updates from the cluster members. OPTICS is an unsupervised clustering algorithm with \( \epsilon \) and \( MinPts \) parameters. \( \epsilon \) is the distance (radius) around a point to consider for clustering. \( MinPts \) defines the minimum number of required points to form a cluster. If there are at least \( MinPts \) points in \( \epsilon \) radius neighborhood \( N_c \) of a point \( p \), then \( p \) is a core point.

Algorithm 1 shows the details of our proposed method.

Algorithm 1: Federated training with clustered aggregation

1: Input: Attribute data from each of \( m \) clients.
2: Based on attributes, server groups clients into \( n \) clusters.
3: Server randomly initializes a base model \( w_{rand} \).
4: for each cluster \( C^k \) with \( k = 1, 2, ..., N \), in parallel do
5: Initialize cluster specific model weights, \( w_{k} \rightleftarrows w_{rand} \)
6: end for
7: for each cluster \( C^k \) with \( k = 1, 2, ..., N \), in parallel do
8: for communication round \( t = 1, 2, ..., T \) do
9: for each client \( c^i \) in cluster \( C^k \), \( i = 1, 2, ..., L \) in parallel do
10: Synchronize local model with latest cluster specific model: \( w_k^i \rightleftarrows w_k \)
11: Update local model \( w_k^i \) by training on local data, \( D^i \rightleftarrows \{X^i, Y^i\} \)
12: Transmit updated \( w_k^i \) back to the server.
13: end for
14: Update model weights for cluster specific model by aggregation: \( w_k \rightleftarrows \frac{1}{T} \sum_{i=1}^{T} w_k^i \)
15: end for
16: end for
17: Output: cluster specific models with trained weights: \( w_k \), \( k = 1, 2, ..., N \)
IV. EXPERIMENTAL SETTINGS

For our experiments, we used “HUE: The Hourly Usage of Energy Dataset for Buildings in British Columbia” [13] dataset. It contains almost three years worth of hourly energy usage data for twenty-two households as well as the housing attributes. We limited the time period for training data between ‘2015-09-29’ and ‘2017-09-29’ and based on the availability, houses with IDs 3-15, 19, and 20 are chosen. Available energy readings after ‘2017-09-29’ for each house are kept as hold out test data. Hourly energy usage readings are re-sampled into daily energy usage data.

Initially, we input housing attributes into the OPTICS algorithm and to get the clustered house IDs as output. Types of attributes used for clustering include: house type (e.g., bungalow or apartment), facing direction, region, rental units, heating type (electricity or gas). In our experiments, we used scikit-learn [14] implementation of OPTICS algorithm and we set the minimum number of cluster samples as two and other parameters are left as default. On our clients, clustering produced three clusters and a set of clients are sampled as noise. Cluster 1 includes house IDs 3, 5, and 14. Cluster 2 includes house IDs 4, 8, 9, 10, 13, and 19. Lastly, cluster 3 includes house IDs of 6 and 12. For each of the three clusters, we train an RNN model in a federated learning manner.

We use Keras API [15] with TensorFlow [16] backend for implementing the RNN model. Bidirectional LSTM (long short-term memory) [17] layers are used for constructing the RNN model. Since LSTM layers can recognize patterns of long-term dependencies, it is suitable for predicting time series data. In a bidirectional LSTM layer [18], neurons are split into two parts in which one part is responsible for the forward states and the other for the backward states. A bidirectional LSTM layer can utilize both past and future information of an input time series for training. Our RNN model is a sequential model that contains two bidirectional LSTM layers, two dense layers, and an output dense layer. Our RNN model is configured to receive thirty days’ worth of energy usage data and predict the next day demand.

RNN models for each cluster are trained separately in federated learning paradigm. At the start of every training round, the latest global model is synchronized to the participating clients as the base model. In every training round each client trains the base model for five epochs. At the end of every training round, the resulting global model is evaluated on the test data of its respective cluster.

V. EVALUATION AND RESULTS

Federated training history plots for each cluster are shown in Fig. 2. For comparison, we also trained an RNN model in the federated learning manner on all available clients without clustering and the history plot is shown in Fig. 3. Cluster specific models for cluster 0 and 2 converged after training for forty rounds and that for cluster 1 converged after training for a hundred and twenty rounds. The model with all available clients is trained for two hundred and forty training rounds.

Table I shows the evaluation results the cluster specific models and the model trained without clustering, on corresponding clients’ test data. Cluster specific models are evaluated on
TABLE I: Test Loss Comparison

| Cluster ID | House ID | Rounds | Test Loss (Huber) | Cluster Specific Model | Model Trained Without Clustering |
|------------|---------|--------|-------------------|-----------------------|----------------------------------|
| 0          | 3       | 40     | 0.00818           | 0.01060               | 0.00861                          |
|            | 5       |        | 0.00506           | 0.00139               | 0.00516                          |
|            | 14      |        | 0.000519          | 0.00953               | 0.00546                          |
| 1          | 4       | 120    | 0.01060           | 0.01398               | 0.01245                          |
|            | 8       |        | 0.01398           | 0.00516               | 0.01333                          |
|            | 9       |        | 0.00953           | 0.00955               | 0.00955                          |
|            | 10      |        | 0.00844           | 0.00840               | 0.00840                          |
|            | 13      |        | 0.01295           | 0.01241               | 0.01241                          |
|            | 19      |        | 0.000766          |                       |                                  |
| 2          | 6       | 40     | 0.01817           | 0.00818               | 0.01336                          |
|            | 12      |        | 0.00702           | 0.000519              | 0.00452                          |

The test data of clients from the respective clusters while the model trained on all available clients is evaluated on all clients’ test data. In Table I, we can observe that there is no significant performance loss between cluster specific models which are trained with a relatively fewer number of participating clients and the model trained without clustering where all clients participate. From the Table 2 and 3, it is evident that cluster specific models achieved the optimum significantly faster compared to the single federated model trained with all clients. In Fig. 3, we can observe that training and testing losses for the model trained without clustering slowly felled, but they never fully flattened out because different client households have different housing attributes and thus diverse energy usage patterns. In Table I, for cluster 2, we can observe that the model trained without clustering performs slightly better than the cluster 2 specific model. This is because the cluster 2 specific model is trained on only two clients and the amount of training data was significantly less than that is available for the model trained with all clients. Fig. 4 visualizes the predictions between the cluster specific models and the model trained without clustering on test samples of a client from each of the cluster.

VI. CONCLUSION

In this paper, we studied the process of developing an RNN based energy demand predictor system by training it using clustering and federated learning based methods. Federated learning allows us to take advantage of distributed data in clients by training local models without the need for data transfer. But different clients can have different data distributions and federated training process of a model can take a long time to converge. To speed up the convergence rate of the global model, clients with similar attributes can be clustered together and the model updates from the clients’ of the same clusters can be aggregated together. We experimented by training an RNN model for each cluster of clients and compare the results with a single RNN model trained for all available clients. Our method can reduce the communication cost required for collecting training data onto a server since the local data never left the clients. And from our experiments, we observe that by clustering clients, cluster specific models converge significantly faster compare to a model trained without clustering.
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