Singularity confinement as an integrability criterion

Takafumi Mase¹, Ralph Willox¹,³, Alfred Ramani² and Basil Grammaticos²

¹ Graduate School of Mathematical Sciences, the University of Tokyo, 3-8-1 Komaba, Meguro-ku, 153-8914 Tokyo, Japan
² IMNC, Université Paris VII & XI, CNRS, UMR 8165, Orsay, France

E-mail: willox@ms.u-tokyo.ac.jp

Received 5 October 2018, revised 12 March 2019
Accepted for publication 28 March 2019
Published 15 April 2019

Abstract

In this paper we present a rigorous method for deciding whether a birational three point mapping that has the singularity confinement property is integrable or not, based only on the structure of its (confined) singularity patterns. We also explain how the exact value of the dynamical degree for such a mapping may be deduced from the singularity patterns.
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1. Introduction

Over the last decade, the dynamical degree (or the algebraic entropy, its logarithm) has become the principal integrability criterion in the study of (bi-)rational mappings. If a mapping (be it autonomous or not) has a dynamical degree greater than 1 it is deemed nonintegrable, whereas if its dynamical degree is exactly 1 it is said to be integrable. Because of its deep connections, not only to the original notion of complexity as introduced by Arnold [1, 24], but also to the singularity structure and the underlying geometric properties of such mappings and also, ultimately, to the existence or absence of nontrivial symmetries for them [4], the integrability criterion cited above has by now become the very definition of integrability for (bi-)rational mappings, at least in the second order case.

Although the dynamical degree of a second order birational mapping can be calculated exactly for mappings that are algebraically stable [5] (possibly after blowing-up, if the mapping does not have this property originally), this can be an arduous task.

This is why Halburd’s method [9] for calculating the exact degree of the iterates of a birational (three point) mapping that enjoys the singularity confinement property, based on its
singularity structure, should be considered a milestone in the research on discrete integrable systems. However, to decide whether the dynamical degree of a given mapping is greater than 1 or not, i.e. whether the mapping is integrable or not, it is not necessary to know the exact degree for every iterate of the mapping: it is sufficient to know how the degree of the iterates grows asymptotically. This is why we introduced a pared down version of Halburd’s method [17], which we christened the ‘express’ method and which is designed to yield a straightforward answer to the question whether a confining mapping is integrable or not (though not the exact degree of each iterate). The method is extremely simple for mappings that have only a single singularity pattern. For example, the three point mapping given by the equation \((x_n \in \mathbb{P}^1(\mathbb{C}) \text{ for all } n)\)

\[
x_{n+1} + x_{n-1} = \frac{1}{x_n^k},
\]

where \(k \in \mathbb{Z}_{>0}\) has the singularity confinement property if and only if \(k\) is even. Clearly, the only singularity of this mapping, i.e. the only value of \(x_n\) where all information on \(x_{n-1}\) is lost when calculating \(x_{n+1}\), arises at \(x_n = 0\). When \(k\) is an even (positive) integer, this singularity is confined. To verify this last statement, one can use the usual \([6, 8]\) continuity argument: start from some generic initial value \(x_{n-1} = u \in \mathbb{P}^1(\mathbb{C})\) and \(x_n = \varepsilon \in \mathbb{C}; \varepsilon \neq 0\) but \(|\varepsilon|\) small. Iterating the mapping, one then finds that

\[
x_{n+1} \sim \varepsilon^{-k}, \quad x_{n+2} = -\varepsilon + O(\varepsilon^k), \quad x_{n+3} = u + o(\varepsilon^0),
\]

and for all subsequent iterates, \(x_{n+k} = f_k(u) + o(\varepsilon^0)\), where \(f_k(u)\) \((k \geq 4)\) are functions of \(u\) only. This means, by continuity of the iterates when \(\varepsilon \to 0\), that after entering the singularity by \(x_n = 0\), one passes through values \(x_{n+1} = \infty\) and \(x_{n+2} = 0\), after which the next iterate will again depend on the initial condition \(u\). We call such a singularity confined, and associate with it the confined singularity pattern

\[
(0 \infty^k 0),
\]

denoting, from left to right, the entry value, the values traversed upon iteration and finally the exit value after which one recovers the information on the initial condition that was lost when entering the singularity. The exponent in the pattern is of course that obtained for the leading order term \((\varepsilon^{-1})^k\) in \(x_{n+1}\) in the above analysis. The reason for recording this much detail in the singularity pattern is the following. Let us associate a monomial \(c_j \lambda^{j-1}\) with each entry in the pattern, where \(j\) is the position of the entry (counted from left to right, starting at \(j = 1\)) and where the coefficient \(c_j\) is either \((+1)\times(\text{the exponent in the } j\text{th entry})\) if that entry is a 0, or \((-1)\times(\text{the exponent in the entry})\) if it is an \(\infty\). Summing all these monomials, we obtain

\[
\begin{pmatrix}
0 & \infty^k & 0 \\
\downarrow & \downarrow & \downarrow \\
+1 \cdot \lambda^0 & -k \cdot \lambda^1 & +1 \cdot \lambda^2
\end{pmatrix}
\]

i.e. the polynomial \(\lambda^2 - k\lambda + 1\) for which we shall prove that it, in fact, determines the dynamical degree of the mapping (assuming that \(k \in 2\mathbb{Z}_{>0}\)). More precisely, when \(k = 2\), we obtain a polynomial that does not have any roots greater than 1, a fact that will be shown to imply that the dynamical degree for the mapping in this case is exactly equal to 1 (as it should be, for a mapping that is a well-known member of the Quispel–Roberts–Thompson (QRT) family of integrable mappings [16]). For \(k \geq 4\), even, the largest root of \(\lambda^2 - k\lambda + 1\) is

\[
\lambda_+ = \frac{k + \sqrt{k^2 - 4}}{2},
\]
which is of course greater than 1 and, as we shall show in section 3.2, is nothing but the value of the dynamical degree for the mapping (1) for even values of $k$ (see [7] for a detailed analysis of the cases $k = 2$ and 4).

The aim of this paper is to show that this correspondence between the singularity patterns of a confining mapping and its dynamical degree is not a coincidence. Of course, when the mapping has more than one singularity pattern, and when these patterns involve more than two different values, this correspondence becomes more complicated. But as we shall show, it can still be easily established, through what is essentially our express method reformulated in algebro-geometric terms.

In the following we shall first explain the workings of the express method on two examples, the one above and on a simple multiplicative QRT mapping. We then give a brief overview of the geometric and growth-related properties of (confining) birational maps on $\mathbb{P}^1 \times \mathbb{P}^1$ (section 3), after which we present a reformulation in algebro-geometric terms of the express method (as presented in [17]) for three point mappings, i.e. for birational mappings on $\mathbb{P}^1 \times \mathbb{P}^1$ that are defined by a three point relation

$$x_{n+1} = F(x_{n-1}, x_n),$$

and we prove the main theorems needed for this purpose (section 4). Finally, in section 5, we explain on some examples how these results allow one to decide on the integrability of three point mappings, and how they can be used to obtain the dynamical degree, from nothing more than a simple analysis of their singularity patterns.

In the appendix, we apply Halburd's method to obtain the exact degree sequence for the iterates of the two mappings of section 2 (appendix A) and we briefly explain how the degree sequence of the iterates for the non-confining cases of mapping (1) can be calculated (appendix B).

2. The express method

In this section we shall explain the method we proposed in [17] for obtaining the dynamical degree of a confining mapping, directly from its singularity patterns, on two examples: mapping (1) from the introduction and a simple multiplicative QRT mapping which, when deautonomized, leads to a qPI equation. The full, Halburd-style, analysis of these mappings which yields the exact degrees of the iterates of the mapping, is given in appendix A.

2.1. The express method for mapping (1)

We consider the case $k \in 2\mathbb{Z}_{\geq 1}$, for which mapping (1) has just one singularity, corresponding to the confined singularity pattern (3): $(0 \infty^k 0)$.

In the express method one tries to estimate the number of pre-images of some value $\omega \in \mathbb{P}^1(\mathbb{C})$, for the $n$th iterate of a mapping viewed as a rational function $f_n(z)$ ($n \geq 1$) in the initial condition $x_1 = z$. The other initial condition, $x_0$, is taken to be completely generic (i.e. it is supposed not to satisfy any specific relations) and is not considered to be a variable in $f_n(z)$, just an inconsequential parameter. For example, for mapping (1) one has $f_1(z) := x_1 = z, f_2(z) := x_2 = z^{-1} - x_0$, etc. As in Halburd’s method (see appendix A) we shall try to calculate the number of pre-images in $z$ of $\omega = f_n(z)$, for values $\omega$ that appear in the singularity pattern(s) for the mapping. However, in our case, we shall only count the number of pre-images approximately, as we are not interested in knowing the exact degree of $f_n(z)$ in $z$. 


Let us first consider the pre-images of the value 0. A value 0 can of course appear ‘spontaneously’ (as an accidental consequence of some choice of initial conditions) at some iterate $n$, but from the singularity pattern (3) it is clear that such a value also necessarily arises 2 steps after a previous 0. If we denote the number of ‘spontaneous’ appearances of 0 at the $n$th iterate of the mapping as $Z_n$, we find that the number of pre-images of 0 for $f_n(z)$ (when $n \geq 3$) is given by $Z_n + Z_{n-2}$. Similarly, we also find that the number of pre-images of $\infty$ for $f_n(z)$ should be at least $k \times Z_{n-1}$, because a value 0 in the singularity pattern (3) necessarily generates an $\infty$ with multiplicity $k$ at the next step. Neglecting any other possible occurrences of the value $\infty$, we then write

$$Z_n + Z_{n-2} \simeq kZ_{n-1}. \quad (7)$$

Although this is only an approximate relation, not a genuine equality, we shall nonetheless say that it gives rise to a meaningful characteristic equation (by taking $Z_n \sim \lambda^n$):

$$\lambda^2 - k\lambda + 1 = 0. \quad (8)$$

This is of course nothing but the characteristic equation for the polynomial obtained in the introduction, where we posited that the lack of (characteristic) roots greater than 1 when $k = 2$ in fact tells us that the corresponding mapping is integrable (which it is) and that all other cases $k \in 2\mathbb{Z}_{\geq 2}$ are in fact nonintegrable.

The main difference between our method and Halburd’s method will become clear in appendix A, where it will be shown that the calculation of the exact degrees for this mapping actually requires more information than that which is contained in the singularity pattern (3). The origin of this problem will also become clear in the following example.

**Remark 2.1.** That the greatest root of the equation (8), $\lambda_\ast = (k + \sqrt{k^2 - 4})/2$, is indeed the dynamical degree for (1) when $k \in 2\mathbb{Z}_{\geq 1}$, will be shown in section 3.2 using algebro-geometric tools, and in appendix A by direct calculation of the degrees of the iterates of the mapping, using Halburd’s method.

**Remark 2.2.** When $k$ is an odd positive integer, mapping (1) does not enjoy the singularity confinement property and, as will be shown in appendix B, it is always nonintegrable when $k > 1$. For $k = 1$, however, the mapping is linearisable.

### 2.2. The express method for a multiplicative QRT map

Let us analyse the singularities of the birational mapping given by the equation

$$x_{n+1}x_{n-1} = \frac{x_n + 1}{x_n^2}. \quad (9)$$

This mapping has three singularities (i.e. three values of $x_n \in \mathbb{P}^1(\mathbb{C})$ for which the next iterate, $x_{n+1}$, does not depend on $x_{n-1}$): $x_n = -1, 0$ and $\infty$.

Performing the singularity analysis, as sketched in the introduction, it is easy to verify that the singularity at $x_n = -1$ is, in fact, confined. The corresponding singularity pattern is

$$\begin{pmatrix} -1 & 0 & \infty^2 & 0 & -1 \end{pmatrix}. \quad (10)$$

The situation is slightly more complicated for the other two singularities as these turn out to be part of a cycle of length 8:
\[ x_{n-1} = u, \quad x_n = 0, \quad x_{n+1} = \infty^2, \quad x_{n+2} = 0, \quad x_{n+3} = u', \quad x_{n+4} = \infty, \]
\[ x_{n+5} = 0, \quad x_{n+6} = \infty, \quad x_{n+7} = u, \quad x_{n+8} = 0, \quad \cdots, \] (11)

where \( u' = 1/u \). Within this cycle each singularity actually confines (after three steps, for both \( 0 \) and \( \infty \)) but the cycle keeps repeating, indefinitely. We associate with this cycle the cyclic singularity pattern
\[ \left( x_0 \ 0 \ \infty^2 \ 0 \ x'_0 \ \infty \ \infty \right), \] (12)

and from here on, to emphasize the difference with the confined pattern (10), we shall refer to the latter as an open singularity pattern.

The difference between these two types of singularity patterns and the role each type has to play in our analysis will become clear in sections 3 and 4. The essence of the express method, however, lies in systematically neglecting any cyclic patterns, and to use only the open patterns to establish relations such as (7), relations that will allow us to decide on the integrability or non-integrability of the mapping.

**Remark 2.3.** This last statement is actually a slight oversimplication as, for general three point mappings, there are still other types of singularity patterns to consider (see [8, 14]). For confining mappings however, the above is an accurate characterization of the express method.

In this spirit, we obtain the following relations from the open pattern (10):
\[ M_{n-4} + M_n \simeq M_{n-1} + M_{n-3} \simeq 2M_{n-2}, \] (13)

where \( M_n \) denotes the number of spontaneous occurrences (pre-images) of \(-1\) at the \( n\)th iterate of (9), and where we have approximated the number of pre-images of the value \( 0 \) by \( M_{n-1} + M_{n-3} \) and that of \( \infty \) by \( 2M_{n-2} \), purposely neglecting any contributions from the cyclic pattern (12) for those values (see also appendix A).

Just as we did for the example in section 2.1, we can now use any of the relations contained in (13) to write a characteristic equation (taking \( M_n \sim \lambda^n \)):
\[ \lambda^4 - \lambda^3 - \lambda + 1 \equiv (\lambda^2 + \lambda + 1)(\lambda - 1)^2 = 0 \] (14)
\[ \lambda^4 - 2\lambda^2 + 1 \equiv (\lambda + 1)^2(\lambda - 1)^2 = 0 \] (15)
\[ \lambda^2 - 2\lambda + 1 \equiv (\lambda - 1)^2 = 0, \] (16)

all of which, however, lack a root greater than 1. As will be shown in section 4, this observation allows us to conclude with certainty that the mapping (9) is integrable (which it indeed is, as it is a QRT mapping).

Note that, in this case as well, there is a simple correspondence between the singularity pattern—which now involves three different values—and the above polynomials,
\[ \begin{array}{cccccc}
-1 & 0 & \infty^2 & 0 & -1 \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
+1 \cdot \lambda^0 & -2 \cdot \lambda^1 & +1 \cdot \lambda^2 \\
+1 \cdot \lambda^0 & -1 \cdot \lambda^1 & -1 \cdot \lambda^3 & +1 \cdot \lambda^4 \\
\end{array} \] (17)

obtained by a straightforward generalization of the rule explained in the introduction, to any (ordered) pair of values \((0, \infty), (-1, 0)\) or \((-1, \infty)\) that appear in the singularity pattern (from
left to right). As we shall see in section 4, this simple observation actually provides an important clue as to the interpretation of the relation (13) in terms of the underlying geometry of the mapping (9).

3. Geometric properties of second order birational mappings

The idea that a second order birational mapping that only has confined singularities can always be lifted to an automorphism on a rational surface, is already present (implicitly) in the work of Sakai [20] and Takenawa [22] but was formulated explicitly for the first time by Takenawa in [23]. More precisely, a confining birational mapping on $\mathbb{P}^1 \times \mathbb{P}^1$ always possesses a so-called space of initial conditions.

Definition 3.1. If for an autonomous birational map, $f : \mathbb{P}^1 \times \mathbb{P}^1 \to \mathbb{P}^1 \times \mathbb{P}^1$, there exists a rational surface $X$ and a birational map $g : X \to \mathbb{P}^1 \times \mathbb{P}^1$ such that $\phi := g^{-1} \circ f \circ g$ is an automorphism on $X$,

\[
\begin{array}{ccc}
  \mathbb{P}^1 \times \mathbb{P}^1 & \xrightarrow{f} & \mathbb{P}^1 \times \mathbb{P}^1 \\
  \downarrow g & & \downarrow g \\
  X & \xrightarrow{\phi} & X
\end{array}
\]

then we call $X$ a ‘space of initial conditions’ for $f$.

Remark 3.2. The birational map $g$ that, in the above sense, regularizes $f$ is in general a composition of a finite number of blow-ups and blow-downs. Note however that the space of initial conditions for a confining map can always be constructed with a finite number of blow-ups only, i.e. there is no need for blow-downs in this case [5].

Remark 3.3. The notion of a space of initial conditions was extended to non-autonomous second order birational mappings in [13]. Strictly speaking, for a confining nonautonomous mapping one does not have a single rational surface $X$, but rather a family of rational surfaces $X_n$ with a family of isomorphisms $\varphi_n : X_n \to X_{n+1}$ acting between them. This extension of the notion of a space of initial conditions is non-trivial and involves a number of restrictions on the surfaces $X_n$ as well as on the birational transformations that give rise to them (see, in particular, definition 2.5 and remark 2.22 in [13]).

Staying, for simplicity, with the autonomous case we shall denote by $\varphi_* : \text{Pic} X \to \text{Pic} X$ the action induced by the automorphism $\varphi$ on the Picard group of the rational surface $X$. The Picard group $\text{Pic} X$ is a finitely generated free $\mathbb{Z}$-module and we shall denote its rank, the Picard number of the rational surface $X$ by the symbol $\rho := \text{rank} (\text{Pic} X)$. The push-forward map $\varphi_*$ can therefore be identified with an element of $\text{GL}_\rho(\mathbb{Z})$, which we shall denote $\Phi$.

As explained in [22] (and in a more general setting in [5]) the degree growth of the iterations of a confining mapping $f$ is governed by the spectrum of this matrix $\Phi$.

Definition 3.4. If we denote the $n$th iterate of a birational map $f : \mathbb{P}^1 \times \mathbb{P}^1 \to \mathbb{P}^1 \times \mathbb{P}^1$ as $f^{(n)}$, then

$$\lambda_* = \lim_{n \to +\infty} \left( \text{deg} f^{(n)} \right)^{1/n}$$

is called the dynamical degree of the mapping $f$. 
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Remark 3.5. This limit always exists for autonomous mappings and it is a real number not less than 1. For nonautonomous mappings the limit need not exist in general, but it does exist if $f$ possesses a space of initial conditions in the sense of [13].

The following theorem holds for both autonomous as well as nonautonomous birational mappings on $\mathbb{P}^1 \times \mathbb{P}^1$ (if the latter have a space of initial conditions, see [13]).

**Theorem 3.6 ([5, 22]).** The dynamical degree of a confining birational mapping is given by the largest eigenvalue of the matrix $\Phi \in GL_\rho(\mathbb{Z})$ associated with the action of the mapping on the Picard group of its space of initial conditions.

Diller and Favre have shown that the spectrum of such a regular matrix $\Phi$ is very special.

**Theorem 3.7 ([5]).** Let $\Phi \in GL_\rho(\mathbb{Z})$ represent the action $\varphi_* : \text{Pic} X \to \text{Pic} X$ on the Picard group for the space of initial conditions of a confining birational mapping on $\mathbb{P}^1 \times \mathbb{P}^1$. The Jordan normal form of the matrix $\Phi$ can only take one of the following three forms:

$(a) \begin{pmatrix} \nu_1 \\ \vdots \\ \nu_{\rho} \end{pmatrix}$, where all $\nu_j$ are roots of unity,

$(b) \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \\ \nu_1 \\ \vdots \\ \nu_{\rho-3} \end{pmatrix}$, where all $\nu_j$ are roots of unity,

$(c) \begin{pmatrix} \lambda \\ 1/\lambda \\ \nu_1 \\ \vdots \\ \nu_{\rho-2} \end{pmatrix}$, where $\lambda > 1$ and $|\nu_j| = 1$ ($j = 1, \ldots, \rho - 2$).

**Remark 3.8.** Note that this shows that $\Phi$ can have at most one eigenvalue that is greater than 1, in which case this eigenvalue necessarily gives the value of the dynamical degree of the mapping (see theorem 3.6). A similar result has been shown in [13] for the nonautonomous case. Moreover, it follows from a famous theorem by Kronecker [12], that in the case (c) the eigenvalues with modulus 1 that are not roots of unity, are all Galois conjugates of the (unique) eigenvalue that is greater than 1.

**Corollary 3.9.** In case (a) the birational mapping has bounded degree growth, in case (b) the degree grows quadratically in $n$ and in case (c) exponentially in $n$: $\deg f^{(n)} \sim \lambda^n$ (where $\lambda$ is the largest eigenvalue of the matrix, $\lambda > 1$).

For case (a) the corresponding mapping is either periodic or birationally conjugate to a projective mapping on $\mathbb{P}^2$ [3] (in which case one might still call it integrable, although in a trivial sense). In the case (b), the dynamical degree of the mapping is equal to 1 and the mapping is integrable: in the autonomous case it has an invariant elliptic fibration [5]. In the case (c)
the dynamical degree is equal to \( \lambda (\lambda > 1) \) and the corresponding mapping is nonintegrable: in the autonomous case such a mapping does not have an invariant fibration \([5]\) and it cannot have any nontrivial symmetries.

**Theorem 3.10** \(([4])\). If the dynamical degree of a birational map \( f \) on \( \mathbb{P}^1 \times \mathbb{P}^1 \) is greater than 1, then for any birational transformation \( g \) on \( \mathbb{P}^1 \times \mathbb{P}^1 \) that commutes with \( f \) there exist two integers, \( m \in \mathbb{Z}_{>0} \) and \( n \in \mathbb{Z} \), such that \( g^{(m)} = f^{(n)} \).

Quite a lot is known about the number-theoretical properties of the dynamical degree.

**Theorem 3.11** \(([5])\). The dynamical degree for a confining, second order, birational mapping is 1, a reciprocal quadratic integer or a Salem number.

A reciprocal quadratic integer is an integer with a minimal polynomial of the form \( t^2 - at + 1 \) for some \( a \in \mathbb{Z} \) and a Salem number is an extension of this notion:

**Definition 3.12.** A Salem number is a real algebraic integer \( \lambda > 1 \) such that \( 1/\lambda \) is a conjugate and all (but at least one) of its conjugates lie on the unit circle.

Note that the minimal polynomial for a Salem number is necessarily palindromic and is at least degree 4.

As a matter of fact, the only second order birational mappings that have a Salem number as their dynamical degree are confining:

**Theorem 3.13** \(([2])\). If the dynamical degree for a birational (autonomous) map \( f : \mathbb{P}^1 \times \mathbb{P}^1 \rightarrow \mathbb{P}^1 \times \mathbb{P}^1 \) is a Salem number, then \( f \) possesses a space of initial conditions.

Of course, the Jordan normal form of the representation matrix \( \Phi \) is, generally, inaccessible when working over \( \text{Pic} \ X \) (as its construction involves factorization over \( \mathbb{C} \)). However, allowing changes of basis over

\[
\text{Pic}_0 \ X := \bigoplus_{j=1}^{\rho} \mathbb{Q}F_j,
\]

for example, where \( F_1, \ldots, F_\rho \) are a \((\mathbb{Z})\) basis for \( \text{Pic} \ X \), it is possible to put \( \Phi \) in rational (Frobenius) normal form. Here, we shall content ourselves with a form of \( \Phi \) that is close to (but not quite the same as) its Frobenius form. In fact, one can always find a basis for \( \text{Pic} \ X \) that yields a matrix representation of \( \varphi_* : \text{Pic} \ X \rightarrow \text{Pic} \ X \) of the form

\[
\begin{pmatrix}
  U & * \\
  0 & A
\end{pmatrix},
\]

where \( U \) is a unitary matrix with integer entries (or, in other words, a signed permutation matrix) of size \( p \) and where \( A \in GL_{p \times p}(\mathbb{Z}) \), for some positive integer \( p \). The symbol 0 represents a zero sub-matrix of size \((p - p) \times p \) and \( \ast \) an element in \( M_{p \times (p - p)}(\mathbb{Z}) \) which will not play any role in our analysis.

Just as when transforming a matrix to its Frobenius normal form, the form (19) requires a change of basis involving cyclic (Krylov) subspaces, but in our case we do not aim at a full decomposition of \( \text{Pic} \ X \) into cyclic subspaces. In fact, the \( A \)-block in (19) corresponds to the action of \( \varphi_* \) induced on the quotient \( \text{Pic} \ X / P_X \), which we shall denote as \( \varphi_* \),

\[
\varphi_* : \text{Pic} \ X / P_X \rightarrow \text{Pic} \ X / P_X, \quad \varphi_*(F) = \varphi_* (F) \mod P_X,
\]

where \( P_X \) is the cyclic part of the Picard group:
Following from the fact that Corollary 3.15.

Let us denote the minimal polynomials for \( \varphi \) and \( \varphi^* \) as \( \mu_\varphi(t) \) and \( \mu_\varphi^*(t) \), respectively.

- In case (a) of theorem 3.7, \( \mu_\varphi(t) \) is a product of cyclotomic polynomials, all different. Moreover \( P_X = \text{Pic} X \), i.e. \( \text{Pic} X / P_X = 0 \).
- In case (b), \( \mu_\varphi(t) = (t - 1)^3 \times \text{a product of cyclotomic polynomials in } t \), all different and different from \( t - 1 \). Moreover, \( \mu_\varphi^*(t) = (t - 1)^2 \).
- In case (c), \( \mu_\varphi(t) = \mu_\lambda(t) \times \text{a product of cyclotomic polynomials, all different} \), where \( \mu_\lambda(t) \) is the minimal polynomial for the quadratic integer or Salem number \( \lambda \) that gives the largest eigenvalue for the matrix \( \Phi \) (i.e. the dynamical degree of the mapping). Moreover, \( \mu_\varphi^*(t) = \mu_\lambda(t) \) (see remark 3.8).

Remark 3.16. Since any polynomial with integer coefficients that is irreducible over the integers is also irreducible over the rationals (due to a famous lemma by Gauss), the polynomial \( \mu_\varphi^*(t) \) is irreducible over \( \mathbb{Q}[t] \) and is therefore indeed the minimal polynomial of the dynamical degree.

Casting aside the case (a) with bounded degree growth, it is clear that it is the minimal polynomial \( \mu_\varphi^*(t) \) for the submatrix \( A \) in (19) that decides on the integrability of the mapping. For example, if one can ascertain that \( \mu_\varphi^*(t) \) contains a factor \( t - 1 \) then one is certain that the mapping is integrable (with quadratic degree growth), whereas if \( \mu_\varphi^*(t) \) has a root that is greater than 1 then the mapping has exponential degree growth and is therefore nonintegrable.

In the next section we will show that there exists in fact a very simple procedure for answering this question, a procedure which is tantamount to the express method, though purely geometric in nature. Let us first, however, illustrate the above definitions and results on the two mappings we used in section 2.1. This will also serve to highlight the (not quite unexpected) link between the cyclic singularity patterns we introduced in the previous sections, and the subgroup \( P_X \) (21) defined above.

3.1. The geometric structure of mapping (9)

As a first example we take the mapping (9) from section 2.2, which we write as a mapping on \( \mathbb{P}^1 \times \mathbb{P}^1 \) as:

\[
\begin{pmatrix} x \\ y \end{pmatrix} \mapsto \begin{pmatrix} y \\ (y + 1)/(xy^2) \end{pmatrix}.
\] (22)

The open singularity pattern (10) then corresponds to the following iteration of the mapping in which the curve \( y = -1 \) in \( \mathbb{P}^1 \times \mathbb{P}^1 \) collapses to a point which, after four more iterations of the mapping, again gives rise to a curve.
\[ [y = -1] \xrightarrow{\varphi} \begin{pmatrix} -1 \\ 0 \end{pmatrix} \rightarrow \begin{pmatrix} 0 \\ \infty^2 \end{pmatrix} \rightarrow \begin{pmatrix} \infty^2 \\ 0 \end{pmatrix} \rightarrow \begin{pmatrix} 0 \\ -1 \end{pmatrix} \rightarrow [x = -1]. \]  

The cyclic singularity pattern (12) corresponds to
\[ [y = 0] \xrightarrow{\varphi} \begin{pmatrix} 0 \\ \infty^2 \end{pmatrix} \rightarrow \begin{pmatrix} \infty^2 \\ 0 \end{pmatrix} \rightarrow [x = 0] \rightarrow [y = \infty] \rightarrow \begin{pmatrix} \infty \\ 0 \end{pmatrix} \rightarrow [x = \infty] \rightarrow [y = 0] \rightarrow \cdots. \]  

Remark 3.17. The notation \( \begin{pmatrix} 0 \\ \infty^2 \end{pmatrix} \) we use here (and, \textit{mutatis mutandis}, \( \begin{pmatrix} \infty^2 \\ 0 \end{pmatrix} \)) should be understood as follows. The \( \infty^2 \) symbol is that introduced in Section 1 and which was already used in the singularity patterns (10) and (12). If we interpret \( \begin{pmatrix} 0 \\ \infty^2 \end{pmatrix} \) as a point in \( \mathbb{P}^1 \times \mathbb{P}^1 \) then it is identical to the point \( \begin{pmatrix} 0 \\ \infty \end{pmatrix} \) but our notation offers extra information: as we shall see, after regularising the mapping by blow-up, \( \begin{pmatrix} 0 \\ \infty^2 \end{pmatrix} \) should be thought of as representing a curve on a rational surface and the exponent 2 in \( \infty^2 \) then refers to the multiplicity of the total transform of the divisor of \( [y = \infty] \) in \( \mathbb{P}^1 \times \mathbb{P}^1 \) with respect to the divisor for that curve.

From the above two singularity patterns it is easy to ascertain that to regularise this mapping one needs at least eight blow-ups: one at \( \begin{pmatrix} -1 \\ 0 \end{pmatrix} \) and \( \begin{pmatrix} 0 \\ -1 \end{pmatrix} \) each, and three each at \( \begin{pmatrix} 0 \\ \infty \end{pmatrix} \) and \( \begin{pmatrix} \infty \\ 0 \end{pmatrix} \). In fact, these blow-ups turn out to be sufficient. Skipping over the details (of what amounts to a standard calculation), after blow-up, the mapping is easily seen to correspond to an automorphism \( \varphi \) of the rational surface \( X \) depicted in figure 1. The curves \( C_1, C_2, C_3 \) and \( C_4 \) are the exceptional curves (i.e. with self-intersection \(-1\)) of the (last) blow-ups at \( \begin{pmatrix} -1 \\ 0 \end{pmatrix} \), \( \begin{pmatrix} 0 \\ \infty \end{pmatrix} \) and \( \begin{pmatrix} \infty \\ 0 \end{pmatrix} \) respectively. The curves \( D_1, D_4, D_5 \) and \( D_8 \) are the strict transforms of the curves \( [y = 0], [x = 0], [y = \infty] \) and \( [x = \infty] \) on \( \mathbb{P}^1 \times \mathbb{P}^1 \), and \( D_7 \) and \( D_2 \) (\( D_6 \) and \( D_3 \)) are the results of consecutive blow-ups at \( \begin{pmatrix} 0 \\ \infty \end{pmatrix} \) (and \( \begin{pmatrix} \infty \\ 0 \end{pmatrix} \)), in that order. All curves labelled \( D_j \) have self-intersection \(-2\). The meaning of the exponent 2 in \( \infty^2 \) in our notation can now be understood from the expression for the total transform of the divisor of \( [y = \infty] \), which is (see figure 1)

\[ D_5 + D_7 + 2(D_2 + C_2), \]

in which \( C_2 \) and \( D_2 \) are the curves that correspond to the \( \begin{pmatrix} 0 \\ \infty^2 \end{pmatrix} \) in the open pattern (23) and in the cyclic pattern (24), respectively.

The action of the automorphism \( \varphi : X \to X \) on these curves can of course be read off directly from the patterns (23) and (24):

\[ D_1 \to D_2 \to \cdots \to D_7 \to D_8 \to D_1, \]

\[ \{y = -1\} \to C_1 \to C_2 \to C_3 \to C_4 \to \{x = -1\}, \]

where by \( \{y = -1\} \) and \( \{x = -1\} \) we denote the strict transforms of the curves \( [y = -1] \) and \( [x = -1] \) in \( \mathbb{P}^1 \times \mathbb{P}^1 \).
Remark 3.18. Although these are no longer ‘singularity’ patterns as all singularities have been resolved, the analogy with the original singularity patterns is perfect and we shall refer to (26) as a cyclic pattern and to (27) as an open pattern for the automorphism $\varphi$ on $X$.

Taking (the divisor class for each one of) the curves $D_1, \ldots, D_8, C_1$ and $C_2$ as a basis for $\text{Pic} X$ for this surface (which has Picard number $\rho = 10$) we obtain the following matrix representation for the push-forward map $\varphi_* : \text{Pic} X \rightarrow \text{Pic} X$:

$$\Phi = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 \\
\end{pmatrix}.$$  

(28)

The last column in this matrix is obtained by expressing the linear equivalence, on $\text{Pic} X$, of the total transforms of the divisors of the curves $[y = 0]$ and $[y = \infty]$:

$$D_1 + C_1 + D_6 + D_3 + C_3 \sim D_5 + D_7 + 2(D_2 + C_2)$$

(29)

$$\Leftrightarrow \quad \varphi_* C_2 = C_3 \sim -D_1 + 2D_2 - D_3 + D_5 - D_6 + D_7 - C_1 + 2C_2,$$

(30)

where the symbol $\sim$ denotes linear equivalence as divisors on $X$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Schematic representation of the space of initial conditions for the mapping (22).}
\end{figure}
Remark 3.19. Hereafter, we shall denote curves on the surface $X$ and their representatives in $\text{Pic} X$ by the same symbol. As the context will always be clear however, we do not think this will lead to any confusion. Moreover, we shall also write a simple equality $=$ instead of $\sim$ for expressing linear equivalence.

Comparing the matrix (28) with the form (19) it is clear that in this case we have a size eight permutation matrix $U$ that corresponds to the cyclic pattern (26), whereas the submatrix $A$ is given by

$$A = \begin{pmatrix} 0 & -1 \\ 1 & 2 \end{pmatrix}. \quad (31)$$

Clearly, in this case, the cyclic part of the Picard group $\text{Pic} X$ is spanned by $D_1, \ldots, D_8$.

It is not difficult to check that the minimal polynomial for $\Phi$ is

$$\mu_{\varphi^2}(t) = (t + 1)(t^4 + 1)(t^2 + 1)(t - 1)^3, \quad (32)$$

the form of which matches exactly that predicted by corollary 3.15 for a mapping with quadratic degree growth. The minimal polynomial for $A$ is of course

$$\mu_{A^2}(t) = (t - 1)^2, \quad (33)$$

just as predicted by corollary 3.15.

3.2. The geometric structure of mapping (1)

We first write equation (1) as a birational mapping on $\mathbb{P}^1 \times \mathbb{P}^1$:

$$f: \mathbb{P}^1 \times \mathbb{P}^1 \dashrightarrow \mathbb{P}^1 \times \mathbb{P}^1, \quad \left( \begin{array}{c} x \\ y \end{array} \right) \mapsto \left( \begin{array}{c} y \\ -x + y^{-k} \end{array} \right), \quad (34)$$

where $k$ is a positive even integer.

The confined singularity pattern (3) corresponds to the chain

$$[y = 0] \hookrightarrow \left( \begin{array}{c} 0 \\ \infty \end{array} \right) \rightarrow \left( \begin{array}{c} \infty^k \\ \infty \end{array} \right) \rightarrow [x = 0]. \quad (35)$$

Again skipping the details of the blow-ups, it turns out that the mapping becomes an automorphism $\varphi$ on the rational surface $X$ depicted in figure 2, after $4k$ blow-ups: $2k$ successive blow-ups at the point $\left( \begin{array}{c} 0 \\ \infty \end{array} \right)$, giving rise to the curves $\overline{D}_k, \ldots, \overline{D}_2, D_1, D_2, \ldots, D_k$ and $C$ (in that order) and $2k$ blow-ups at $\left( \begin{array}{c} \infty \\ 0 \end{array} \right)$ giving rise to the curves $\overline{\overline{D}}_k, \ldots, \overline{\overline{D}}_2, \overline{D}_1, \overline{D}_2, \overline{D}_3, \ldots, \overline{D}_k$ and $\overline{C}$.

The action of the automorphism $\varphi$ on the curves labelled $D_j$ (with and without bars) takes the form of the following $(k + 1)$ cyclic patterns:

$$D_0 \rightarrow \overline{D}_0 \rightarrow D_0, \quad D_1 \rightarrow \overline{D}_1 \rightarrow D_1 \quad (36)$$

$$D_j \rightarrow D_j \rightarrow \overline{D}_j \rightarrow \overline{D}_j \rightarrow D_j \quad (j = 2, \ldots, k), \quad (37)$$

where the curves $D_1, \overline{D}_1$ and $D_j, \overline{D}_j, \overline{D}_j, \overline{D}_j$ ($j = 2, \ldots, k$) are $-2$ curves and $D_0, \overline{D}_0$, the strict transforms of the curves $[y = \infty], [x = \infty] \subset \mathbb{P}^1 \times \mathbb{P}^1$, are $-k$ curves. The curves $C$ and $\overline{C}$ are $-1$ curves that constitute the open pattern:
\{y = 0\} \rightarrow C \rightarrow \overline{C} \rightarrow \{x = 0\}, \quad (38)

where \{y = 0\} and \{x = 0\} denote the strict transforms of the curves \{y = 0\} and \{x = 0\} in \mathbb{P}^1 \times \mathbb{P}^1.

The exchange of the curves \(D_0\) and \(\overline{D}_0\),

\[ \varphi(D_0) = \overline{D}_0, \quad \varphi(\overline{D}_0) = D_0, \quad (39) \]

is of course the equivalent, on the rational surface \(X\) depicted in figure 2, of the (non-singular) cyclic pattern (A.8) for \(y = \infty\) and \(x = \infty\) in \(\mathbb{P}^1 \times \mathbb{P}^1\) that we describe in appendix A.

If we take the divisor classes for \(D_0, \overline{D}_0, D_1, \overline{D}_1, D_2, \overline{D}_2, \overline{D}_2, \ldots, D_k, \overline{D}_k, \overline{D}_k, C\) and \(\overline{C}\) as a basis for the Picard group \(\text{Pic} X\) for this surface (which has Picard number \(\rho = 4k + 2\)) we obtain the following matrix representation for \(\varphi_\ast : \text{Pic} X \rightarrow \text{Pic} X\):

\[ \Phi = \begin{pmatrix} U_2 & * \\ U_2 & * \\ U_4 & * \\ \vdots & \vdots \\ U_k & * \\ A \end{pmatrix}, \quad (40) \]

where the submatrices \(U_2, U_4\) and \(A\) have the form

\[ U_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad U_4 = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{pmatrix}, \quad A = \begin{pmatrix} 0 & -1 \\ 1 & k \end{pmatrix}, \quad (41) \]

and where all other entries in \(\Phi\) are zero, except for those in the last column (i.e. the \(4k + 2\)nd column).

The entries in this last column, i.e. the expression for \(\{x = 0\} = \varphi_\ast \overline{C}\) in the basis we have chosen, can be obtained by explicitly calculating the linear equivalence of the total transforms of the curves \(\{x = 0\}, \{y = \infty\} \subset \mathbb{P}^1 \times \mathbb{P}^1\) after blow-up:

\[ \{x = 0\} + \overline{D}_k + \ldots + \overline{D}_2 + D_1 + D_2 + \ldots + D_k + C 
= \overline{D}_0 + k(\overline{D}_1 + \ldots + \overline{D}_k + \overline{C}) + (k - 1)\overline{D}_2 + (k - 2)\overline{D}_3 + \ldots + 1 \cdot \overline{D}_k, \quad (42) \]

which yields

\[ \{x = 0\} = \mathcal{D} - C + k\overline{C}, \quad (43) \]

for some element \(\mathcal{D} \in \text{Pic} \) determined by (42), where \(\text{Pic} \) is obviously spanned by \(D_0, \overline{D}_0, D_1, \overline{D}_1, D_2, \overline{D}_2, \overline{D}_2, \ldots, D_k, \overline{D}_k, \overline{D}_k\) and \(\overline{D}_k\).

The minimal polynomial of \(\Phi\) is found to be

\[ \mu_{\varphi_\ast}(t) = (t + 1)(t^2 + 1)(t - 1)(t^2 - kt + 1), \quad (44) \]

whereas the minimal polynomial of \(\varphi_\ast\) (i.e. that of the submatrix \(A\)) is of course

\[ \mu_{\varphi_\ast}(t) = (t^2 - kt + 1), \quad (45) \]

exactly as in corollary 3.15. The largest root of \(\mu_{\varphi_\ast}(t)\) (and of course of \(\mu_{\varphi_\ast}(t)\)), \(\lambda_\ast = (k + \sqrt{k^2 - 4})/2\), is exactly 1 when \(k = 2\) (which therefore corresponds to a mapping
with quadratic degree growth) and is greater than 1 when \( k \) is an even integer greater than 2 (a nonintegrable case of this mapping).

4. The express method revisited

We have seen in the previous section how the dynamical degree of a confining mapping is, in actual fact, determined by the action induced by the mapping on the non-cyclic part of the Picard group for the space of initial conditions for the mapping. In this section we will show that this induced action can, in a certain way, be characterized by merely analysing the open singularity patterns for the mapping, without actually constructing the space of initial conditions.

We shall only be concerned with mappings that are defined by three point relations such as (6), which we invariably take to define a birational mapping \( f : \mathbb{P}^1 \times \mathbb{P}^1 \rightarrow \mathbb{P}^1 \times \mathbb{P}^1 \) of the form

\[
\left( \begin{array}{c} x \\ y \end{array} \right) \mapsto \left( \begin{array}{c} y \\ F(x, y) \end{array} \right),
\]

such that the singularity patterns of the mapping can always be expressed in the \( y \)-coordinate only.
From here on, we shall exclude mappings that fall into the category (a) of theorem 3.7, i.e. mappings with bounded degree growth, for which the cyclic part of the Picard group, $\mathcal{P}_X$ (as defined as in (21)), is in fact the entire Picard group, i.e.: $\text{Pic} \ X/\mathcal{P}_X = 0$. Furthermore, we shall focus on the action $\tau_\varphi$ induced by $\varphi$, on the non-cyclic part of $\text{Pic} \ X$, $\tau_\varphi : \text{Pic} \ X/\mathcal{P}_X \rightarrow \text{Pic} \ X/\mathcal{P}_X$, as defined in (20).

In the previous section we have also seen that the open singularity patterns for the original mapping, on $\mathbb{P}^1 \times \mathbb{P}^1$, give rise to open patterns of curves on the space of initial conditions $X$, obtained by blowing-up the points that appear in the singularity patterns. As those patterns are by definition non-cyclic, we have the following lemma.

**Lemma 4.1.** If $C \subset X$ is a curve that appears in an open pattern on $X$ (the equivalent of an open singularity pattern for the mapping, after blow-up), then its corresponding divisor class does not lie in the cyclic part of the Picard group, i.e.: $C \notin \mathcal{P}_X$ (following the notational convention set out in remark 3.19).

On the other hand, if $C \subset X$ is a curve that appears in a cyclic pattern corresponding to a cyclic singularity pattern for the mapping or, more generally, if $C \subset X$ is a curve that arose in the blow-up procedure but which is not part of any open pattern on $X$, then $C \in \mathcal{P}_X$.

**Remark 4.2.** That the divisor class of a curve $C$ in an open pattern on $X$ cannot lie in $\mathcal{P}_X$ follows from the fact that (by definition) $C$ is not part of a cyclic pattern and because such a curve must have negative self-intersection, which implies that its divisor class cannot be expressed as a non-trivial sum of effective classes in $\text{Pic} \ X$.

We then have the following simple, but crucial, proposition.

**Proposition 4.3.** Suppose we have a polynomial $\psi(t) \in \mathbb{Q}[t] \setminus \{0\}$ and a class $F \in \text{Pic} \ X/\mathcal{P}_X, F \neq 0$, such that

$$\psi(\varphi) \ F = 0 \mod \mathcal{P}_X$$

(i) If $\psi(t)$ does not have a root greater (or less) than 1, then we are in the case (b) of theorem 3.7 and the mapping has a dynamical degree equal to 1 (and is integrable with quadratic degree growth).

(ii) If $\psi(1) \neq 0$, then we are in the case (c) of theorem 3.7 and the mapping has exponential degree growth (and is nonintegrable).

**Proof.** First of all, for any endomorphism $f$ of a finite dimensional vector space $V$ over some field $K$, it holds that if there exists a polynomial $\psi(t) \in K[t] \setminus \{0\}$ such that $\psi(f)v = 0$ for some non-zero $v \in V$, then $\psi(t)$ and the minimal polynomial for $f$ share a common factor over $K[t]$.

Hence, if $\psi(t) \in \mathbb{Q}[t] \setminus \{0\}$ and $F \in \text{Pic} \ X/\mathcal{P}_X, F \neq 0 \mod \mathcal{P}_X$, such that $\psi(\varphi) \ F = 0 \mod \mathcal{P}_X$, then $\psi(t)$ and $\mu_{\varphi}(t)$ (as defined in corollary 3.15) must have a common factor. Since we excluded the case (a), from corollary 3.15 it then follows that if $\psi(t)$ does not have a root greater (or less) than 1, we cannot be in the case (c) and therefore must be in the case (b). Conversely, if $\psi(1) \neq 0$ we must be in the case (c) since $\mu_{\varphi}(t) = (t - 1)^2$ in the case (b). □

**Example 4.4.** For mapping (34) of section 3.2, we have just one very simple (open) singularity pattern, $(0 \infty^k 0)$, where $k$ is a positive even integer. We know that, after blow-up, the mapping has the space of initial conditions $X$ depicted in figure 2, on which there will be curves $C$ and $\overline{C}$ that form the open pattern.
\{y = 0\} \rightarrow C \rightarrow \mathcal{C} \rightarrow \{x = 0\},

which is the exact analogue of the open singularity pattern \((0^1 \infty^k 0^1)\).

Since \(C\) and \(\mathcal{C}\) are part of an open pattern on \(X\), we have \(C, \mathcal{C} \notin \mathcal{P}_X\) because of lemma 4.1, and thus \(\varphi_* C = \mathcal{C} \notin \text{span}(C) \mod \mathcal{P}_X\), but \(\varphi_* \mathcal{C} \in \text{span}(C, \mathcal{C}) \mod \mathcal{P}_X\). Denoting the class of the total transform of the curve \([y = 0] \subset \mathbb{P}^1 \times \mathbb{P}^1\) as \(H_y \in \text{Pic} X\), we have that

\[
H_y = \{y = 0\} + \mathcal{C} \mod \mathcal{P}_X \equiv (\varphi_*^{-1} + \varphi_*) C \mod \mathcal{P}_X,
\]

where \(\mathcal{C}\) corresponds to \(\begin{pmatrix} \infty^k \\ 0 \end{pmatrix}\) (in the sense explained in remark 3.17). As before, \(\{y = 0\}\) is the class of the strict transform of \([y = 0] \subset \mathbb{P}^1 \times \mathbb{P}^1\). On the other hand, by linear equivalence on \(\text{Pic} X\), we also have that

\[
H_y = kC \mod \mathcal{P}_X,
\]

where \(C\) corresponds to \(\begin{pmatrix} 0 \\ \infty^k \end{pmatrix}\) (as in remark 3.17), hence the multiplicity \(k\). Note that the class of \(\{y = \infty\}\), the strict transform of \([y = \infty] \subset \mathbb{P}^1 \times \mathbb{P}^1\), lies in \(\mathcal{P}_X\) because it belongs to a cyclic pattern (lemma 4.1). We thus find that \(kC = (\varphi_*^{-1} + \varphi_*) C \mod \mathcal{P}_X\) or,

\[
(\varphi_*^2 - k\varphi_* + 1) C = 0 \mod \mathcal{P}_X,
\]

for \(C \neq 0 \mod \mathcal{P}_X\). When \(k = 2\), as the polynomial that annihilates \(C\) in (50) does not have any roots different from 1, we conclude from proposition 4.3 that the dynamical degree of the mapping in this case must be 1. If \(k > 2\) however, the corresponding polynomial does not have a root equal to 1 and we conclude, again from proposition (4.3), that the mapping has exponential degree growth.

**Remark 4.5.** Since the polynomial \((t^2 - kt + 1)\) is irreducible over \(\mathbb{Z}\) for \(k > 2\), we can conclude that it is nothing but the minimal polynomial for the dynamical degree for the mapping when \(k \in 2\mathbb{Z}_{> 1}\) (see remark 3.16). Note that, in this way, we have found the (unique) eigenvalue for \(\varphi_*\) greater than 1, without having to calculate the entire matrix (40).

**Example 4.6.** For mapping (22) of section 3.1 we have the open singularity pattern: \((-1 0 \infty^2 0 - 1)\), which is more complicated than that for example 4.4. The corresponding open pattern on \(X\), the space of initial conditions for this mapping, takes the form

\[
\{y = -1\} \rightarrow C_1 \rightarrow C_2 \rightarrow C_3 \rightarrow C_4 \rightarrow \{x = -1\},
\]

where \(C_1, C_2, C_3\) and \(C_4\) correspond to \(\begin{pmatrix} -1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ \infty^2 \end{pmatrix}, \begin{pmatrix} \infty^2 \\ 0 \end{pmatrix}\) and \(\begin{pmatrix} 0 \\ -1 \end{pmatrix}\), respectively (see figure 1). Hence \(C_j \neq 0 \mod \mathcal{P}_X\) (\(\forall j = 1, \ldots, 4\)), due to lemma 4.1. From this lemma we also know that besides \(\{y = -1\}\) and \(\{x = -1\}\) (the classes of the strict transforms of \([y = -1]\) and \([x = -1]\), respectively), all other classes of curves that arise during the blowing-up necessarily lie in \(\mathcal{P}_X\). Moreover, denoting the class of the total transform of \([y = 0] \subset \mathbb{P}^1 \times \mathbb{P}^1\) as \(H_y \in \text{Pic} X\), we have

\[
H_y = C_1 + C_3 \mod \mathcal{P}_X \equiv (\varphi_*^2 + 1) C_1 \mod \mathcal{P}_X,
\]
where we have used the fact that \( \{ y = 0 \} \in \mathcal{P}_X \), and also, by linear equivalence on \( \text{Pic} X \),

\[
H_y = \{ y = -1 \} + C_4 \mod \mathcal{P}_X \equiv (\varphi_*^{-1} + \varphi_3^3) C_1 \mod \mathcal{P}_X, \tag{53}
\]

or

\[
H_y = 2C_2 \mod \mathcal{P}_X \equiv 2\varphi_*, C_1 \mod \mathcal{P}_X, \tag{54}
\]

where we have used the fact that \( \{ y = \infty \} \in \mathcal{P}_X \). Combining these expressions we find three non-trivial polynomials that annihilate \( C_1 \) on \( \text{Pic} X / \mathcal{P}_X \),

\[
\begin{align*}
(\varphi_*^4 - \varphi_*^3 - \varphi_* + 1) C_1 &= 0 \mod \mathcal{P}_X \tag{55} \\
(\varphi_*^4 - 2\varphi_*^2 + 1) C_1 &= 0 \mod \mathcal{P}_X \tag{56} \\
(\varphi_*^2 - 2\varphi_* + 1) C_1 &= 0 \mod \mathcal{P}_X. \tag{57}
\end{align*}
\]

None of the above polynomials possess a root greater (or less) than 1 and from proposition \( 4.3 \) we can therefore conclude that the mapping must be integrable. Note that we were able to reach this conclusion without performing any actual blow-ups or without having access to the entire matrix \( (28) \) for \( \varphi_* \).

**Remark 4.7.** The above expressions \((55)–(57)\) are in one to one correspondence with the characteristic polynomials \((14)–(16)\) obtained from the express method for this mapping. This is not surprising as the original relation \((13)\) in the express method obviously corresponds to the action of the pullback \( \varphi_* \), which is related to the push-forward by \( \varphi_* = (\varphi^{-1})^* \), on the curves \( C_j \). Moreover, the construction of the equations \((55)\) and \((56)\) itself also corresponds perfectly to the direct construction of the characteristic polynomials \((14)–(16)\) from the singularity patterns, as given in \((17)\).

Of course, the two mappings we have chosen in these examples both only have a single open singularity pattern and one could wonder how to use proposition \( 4.3 \) in case there are many singularity patterns. The following proposition allows us to tackle such mappings.

First we must introduce the \( k \)th cyclotomic polynomial in the variable \( t \), which we denote by \( \phi_k(t) \):

\[
\phi_k(t) := \prod_j (t - \iota_j), \tag{58}
\]

where the product runs over all primitive \( k \)th roots of unity, \( \iota_j \).

**Proposition 4.8.** Assume that \( \varphi : X \to X \) is an automorphism on the space of initial conditions \( X \) for a mapping with unbounded degree growth. Let \( C_1, \ldots, C_m \) be (the divisor classes of) curves that appear in the open patterns for \( \varphi \) on \( X \), let \( a_1, \ldots, a_m > 0 \) and consider \( F = \sum_{j=1}^m a_j C_j \in \text{Pic} X / \mathcal{P}_X \). Then

\[
(\varphi_*^{m_0} - 1) \left( \prod_{j=1}^\ell \phi_{k_j}(\varphi_*^{m_j}) \right) F \notin \mathcal{P}_X \tag{59}
\]

for \( \ell \geq 0, k_j \geq 2 \) and \( m_j \geq 1 \) \((j = 0, 1, \ldots, \ell)\). In particular, \( F, (\varphi_* - 1) F \notin \mathcal{P}_X \). (If \( \ell = 0 \) the product in \((59)\) is taken to be 1.)
Proof. If \( m_0 \geq 2 \), then
\[
\tau^{m_0} - 1 = (t - 1)(\tau^{m_0-1} + \cdots + 1)
\]
and the second factor of the right hand side decomposes into a product of cyclotomic polynomials other than \((t - 1)\). Therefore, we may assume that \( m_0 = 1 \). It follows from lemma 4.11 that \((\varphi_* - 1)F \notin P_X\). Thus, by lemma 4.12 we have (59). Since \( \varphi_* \) preserves \( P_X \), it follows from (59) that \( F \notin P_X \).

Before proving the two lemmas needed in the proof of proposition 4.8, we first need to prove two slightly technical lemmas.

Lemma 4.9. Let \( \varphi \) correspond to an integrable mapping (case (b) in theorem 3.7). Let \( v_1 \in \text{Pic}X \) be the eigenvector of \( \varphi_* \) in the Jordan block of size three in theorem 3.7 (b), i.e. \( \mathbb{Q}v_1 = \ker(\varphi_* - 1) \cap \text{im}(\varphi_* - 1)^2 \). \( v_1 \in \text{Pic}X \) is primitive and \( v_1 \) is nef (see [13]). If an irreducible curve \( C \subset X \) satisfies \( C^2 < 0 \) and \( C \cdot v_1 = 0 \), then there exists \( \ell > 0 \) such that \( \varphi_*^\ell C = C \).

Proof. Let \( v_1^+ = \{ F \in \text{Pic}X \mid F \cdot v_1 = 0 \} \) and let \( L \) be the quotient lattice \( v_1^+/\mathbb{Z}v_1 \). Then from lemmas 3.6 and 3.7 in [13] it follows that the intersection form on \( v_1^+ \) is semi-negative definite and that its kernel is generated by \( v_1 \). Hence, the bilinear form \( L \times L \to \mathbb{Z}; ([u], [w]) \mapsto u \cdot w \) is well-defined and negative definite. Since the induced action \( \tilde{\varphi}_*: L \to L \) preserves this negative definite bilinear form, there exists a positive integer \( \ell \) such that \( \tilde{\varphi}_*^\ell = 1_L \) (as \( \tilde{\varphi}_* \) is unitary and therefore acts as a (signed) permutation on the lattice). Thus there exists \( m \in \mathbb{Z} \) such that \( \varphi_*^\ell C = C + mv_1 \). Suppose now that \( m \neq 0 \). Then \( \varphi_*^\ell C \) and \( C \) are divisor classes of different irreducible curves and thus \( (\varphi_*^\ell C) \cdot C \geq 0 \). If \( m > 0 \), then we have
\[
0 > (\varphi_*^\ell C)^2 = (\varphi_*^\ell C) \cdot C + m(\varphi_*^\ell C) \cdot v_1.
\]
However, the right hand side is nonnegative since \( v_1 \) is nef, which leads to a contradiction. On the other hand if \( m < 0 \) we have
\[
0 \leq (\varphi_*^\ell C) \cdot C - m(\varphi_*^\ell C) \cdot v_1 = C^2 < 0,
\]
which is also a contradiction. Hence, we have \( m = 0 \) and \( \varphi_*^\ell C = C \).

Lemma 4.10. Let \( \varphi \) correspond to a nonintegrable mapping (case (c) in theorem 3.7). Let \( v \in \text{Pic}X \) be the dominant eigenvector of \( \varphi_* \), i.e. \( v \) corresponds to the eigenvalue that gives the dynamical degree and is nef (see [13]). If \( F \in \text{Pic}X \) satisfies \( F \cdot v = 0 \), then there exists \( \ell > 0 \) such that \( \varphi_*^\ell F = F \).

Proof. Let \( L = \{ G \in \text{Pic}X \mid G \cdot v = 0 \} \). From lemma 4.15 in [13] it follows that the intersection form is negative definite on \( L \). As in the proof of lemma 4.9, since \( \varphi_* \) preserves \( L \) there exists a positive integer \( \ell \) such that \( (\varphi_*|_L)^\ell = 1_{L} \), which implies \( \varphi_*^\ell F = F \).

Using these two technical lemmas, we can now prove the remaining ingredients needed in the proof of proposition 4.8.

Lemma 4.11. Let \( C_1, \ldots, C_m \subset X \) appear in open chains and let \( a_1, \ldots, a_m > 0 \). Let \( F = \sum_{j} a_j C_j \). Then
\[
(\varphi_* - 1)F \notin P_X.
\]
Proof. We consider first the nonintegrable case. Since $\mu_\varphi(t)$ does not have a factor $(t - 1)$ (see corollary 3.15) it is sufficient to show that $F \notin P_X$. Assume that there exists $\ell > 0$ such that $\varphi_+^\ell F = F$. Let $v \in \text{Pic}_X$ be the dominant eigenvector of $\varphi_+$. Using

$$v \cdot F = (\varphi_+^\ell v) \cdot (\varphi_+^\ell F) = \lambda^\ell v \cdot F,$$

we have $v \cdot F = 0$ since $\lambda > 1$. Furthermore, as $v$ is nef, $a_j > 0$ and

$$\sum a_j v \cdot C_j = 0,$$

$v \cdot C_j$ must be zero for all $j$. However, from lemma 4.10 we must then have that $C_j \in P_X$, which is a contradiction since $C_j$ appears in an open chain. Therefore, we have $F \notin P_X$ in the nonintegrable case.

Next, we consider the integrable case. Assume that $(\varphi_* - 1)F \in P_X$. Then, there exist $G \in \text{Pic}_X$ and $\ell > 0$ such that

$$(\varphi_* - 1)F = G, \quad \varphi_+^\ell G = G.$$ (66)

Take $v_2, v_3 \in \text{Pic}_Q X$ such that

$$\varphi_* v_3 = v_3 + v_2, \quad \varphi_* v_2 = v_2 + v_1.$$ (67)

Using

$$v_2 \cdot G = (\varphi_+^\ell v_2) \cdot (\varphi_+^\ell G) = (v_2 + \ell v_1) \cdot G = v_2 \cdot G + \ell v_1 \cdot G,$$ (68)

we have $G \cdot v_1 = 0$. Since

$$v_3 \cdot G = (\varphi_+^\ell v_3) \cdot (\varphi_+^\ell G) = \left(v_3 + \ell v_2 + \frac{\ell(\ell - 1)}{2} v_1\right) \cdot G = v_3 \cdot G + \ell v_2 \cdot G,$$ (69)

we also have $G \cdot v_2 = 0$. Then, using

$$v_2 \cdot F = (\varphi_* v_2) \cdot (\varphi_* F) = (v_2 + v_1) \cdot (F + G) = v_2 \cdot F + v_1 \cdot F,$$ (70)

we find that $v_1 \cdot F = 0$. Since $v_1$ is nef, $a_j > 0$ and

$$\sum a_j v_1 \cdot C_j = 0,$$ (71)

$v_1 \cdot C_j$ must be zero for all $j$. However, it then follows from lemma 4.9 that $C_j \in P_X$, which is a contradiction and we find that $(\varphi_* - 1)F \notin P_X$ also in this case. ■

Lemma 4.12. If $F \in \text{Pic}_X \setminus P_X$, then

$$\prod_{j=1}^\ell \phi_{kj}(\varphi_+^{m_j})^t F \notin P_X$$ (72)

for $\ell \geq 0, k_j \geq 2$ and $m_j \geq 1$ ($j = 1, \ldots, \ell$).

Proof. Since each $\phi_{kj}(t^{m_j})$ decomposes into a product of cyclotomic polynomials other than $(t - 1)$, we may assume that $m_1 = \cdots = m_\ell = 1$. For $\ell = 1$, it follows from the classification
given in corollary 3.15 that \( \mu_{\varphi_*}(t) \) is not divisible by \( \phi_k(t) \) as \( k \geq 2 \). Therefore, \( \phi_k(\varphi_*) \) cannot annihilate any nonzero element in \( \text{Pic} X / P_X \). Hence, we have \( \phi_k(\varphi_* F) \notin P_X \). Since

\[
\left( \prod_{j=1}^\ell \phi_k(\varphi_*) \right) F = \phi_k(\varphi_*) \left( \prod_{j=1}^{\ell-1} \phi_k(\varphi_*) \right) F,
\]

the proof is done by induction on \( \ell \) in case \( \ell \geq 2 \). 

We shall explain the use of proposition 4.8 on some illustrative examples in the next section.

**Remark 4.13.** Proposition 2 and related lemmas also hold for nonautonomous confining mappings by replacing \( \varphi_* \) by a Cremona isometry of infinite order on \( \text{Pic} X \). All proofs can then be used as such.

5. Singularity patterns and integrability

We start by giving an example of a family of confining mappings with only one open singularity pattern, but for which proposition 4.8 is nevertheless crucial in deriving the value of their dynamical degrees.

**Example 5.1.** Let us consider the family of confining mappings [11] given by the equation

\[
x_n + x_{n-1} = x_n + \frac{1}{x_n^k},
\]

where \( k \) is a positive even integer. At \( k = 2 \) this family comprises the archetypical example of a nonintegrable confining mapping, the Hietarinta–Viallet mapping [10].

The mappings in the family (74) all have the same two singularities: at \( x_n = 0 \) and \( \infty \). The first singularity is confined, with an open singularity pattern

\[
(0 \infty^k \infty^k 0),
\]

whereas the second singularity corresponds to the cyclic singularity pattern

\[
(x_0 \infty \infty).
\]

Each mapping in this family, re-interpreted as a mapping on \( \mathbb{P}^1 \times \mathbb{P}^1 \) of the form (46), can therefore be regularized to an automorphism \( \varphi : X \to X \) on a rational surface \( X \). On this surface we then have the open pattern of curves

\[
\{ y = 0 \} \to C_1 \to C_2 \to C_3 \to \{ x = 0 \},
\]

where \( \{ y = 0 \} \) (\( \{ x = 0 \} \)) are the strict transforms of \( \{ y = 0 \} \) (\( \{ x = 0 \} \)) on \( \mathbb{P}^1 \times \mathbb{P}^1 \), and where the curves \( C_1, C_2 \) and \( C_3 \), respectively, correspond to \( \left( 0 \infty^k \right), \left( \infty^k \infty^k \right) \) and \( \left( \infty^k \ 0 \right) \) (in the sense of remark 3.17). From lemma 4.1 we have that classes \( C_1, C_2, C_3 \neq 0 \mod P_X \).

Just as we did in examples 4.4 and 4.6, we shall use linear equivalence on \( \text{Pic} X \) to express \( H_y \), the class of the total transform of \( \{ y = 0 \} \subset \mathbb{P}^1 \times \mathbb{P}^1 \), in various forms:

\[
H_y = \{ y = 0 \} + C_3 \mod P_X = (\varphi_*^{-1} + \varphi_*^2) C_1 \mod P_X
\]

(78)
\[ = k(C_1 + C_2) \mod P_X = k(\varphi_* + 1) C_1 \mod P_X, \] (79)

where the curves (and their multiplicities in the blow-up structure) involved in these expressions can be read off directly from the singularity pattern (75). From these expressions we obtain

\[ (\varphi_*^3 - k\varphi_*^2 + k\varphi_* + 1) C_1 = 0 \mod P_X, \] (80)

and, as the polynomial \((t^3 - kt^2 - kt + 1) \equiv (t + 1) (t^2 - (k + 1)t + 1)\) does not have a root equal to 1, we conclude from proposition 4.3 that all the mappings in this family must be nonintegrable.

However, proposition 4.8 allows us to reach an even stronger conclusion. Since \((t + 1)\) is the cyclotomic polynomial \(\phi_2(t)\) (see formula (58)), we know that \(F := (\varphi_* + 1) C_1 \neq 0 \mod P_X\). From relation (80) we thus have

\[ (\varphi_*^2 - (k + 1)\varphi_* + 1) F = 0 \mod P_X, \] (81)

for \(F \notin P_X\), and proposition 4.3 then tells us that \(\psi(t) = (t^2 - (k + 1)t + 1)\), which is irreducible for \(k \geq 2\), must coincide with the minimal polynomial \(\mu_{\varphi_*}(t)\). The largest root of \((t^2 - (k + 1)t + 1)\),

\[ \lambda_* = \frac{k + 1 + \sqrt{(k + 1)^2 - 4}}{2}, \] (82)

is therefore also the largest eigenvalue of \(\varphi_*\) and yields the value of the dynamical degree for each member of the family (74) [11] (see also [19]). Note that for \(k = 2\), this indeed coincides with the known value of \((3 + \sqrt{5})/2\) for the dynamical degree of the Hietarinta–Viallet mapping [10, 21].

Next we give an example of a mapping with a longer open singularity pattern.

**Example 5.2.** Consider the birational mapping on \(\mathbb{P}^1 \times \mathbb{P}^1\) of the form (46), defined by the equation

\[ x_{n+1} x_{n-1} = \frac{x_n - b}{x_n - 1} \quad (b \neq 0, 1). \] (83)

This mapping has two singularities, at \(b\) and 1. The singularity at \(x_n = b\) is confined, with open singularity pattern

\( (b \ 0 \ 1 \ \infty^2 \ 1 \ 0 \ b), \) (84)

and that at \(x_n = 1\) is part of a cyclic singularity pattern

\( (x_0 \ 1 \ \infty \ x_0'), \) (85)

where \(x_0' = x_0/(x_0 - 1)\). As the mapping is confining it has a space of initial conditions, i.e. it can be lifted to an automorphism \(\varphi\) on a rational surface \(X\), on which we have the open pattern

\[ \{y = b\} \rightarrow C_1 \rightarrow C_2 \rightarrow C_3 \rightarrow C_4 \rightarrow C_5 \rightarrow C_6 \rightarrow \{x = b\}, \] (86)

in which curly brackets denote the strict transforms of the indicated curve. Since the curves indicated as \(C_i\) appear in an open pattern, we have from lemma 4.1 that \(C_j \neq 0 \mod P_X \ (j = 1, \ldots, 6)\). From linear equivalence on \(\text{Pic} \ X\) we find for the (class of the) total transform of the curve \([y = b]\) on \(\mathbb{P}^1 \times \mathbb{P}^1\):
\[ H_y = \{ y = b \} + C_6 \mod P_X = (\varphi_*^{-1} + \varphi_*^5) \cdot C_1 \mod P_X \]  
\[ = C_1 + C_3 \mod P_X = (\varphi_*^4 + 1) \cdot C_1 \mod P_X \]  
\[ = C_2 + C_4 \mod P_X = (\varphi_*^3 + \varphi_*^5) \cdot C_1 \mod P_X \]  
\[ = 2C_3 \mod P_X = 2\varphi_*^2 C_1 \mod P_X, \]  
where, besides the open singularity pattern (84), we have used the fact that \( \{ y = 0 \}, \{ y = 1 \} \) and \( \{ y = \infty \} \) lie in \( P_X \) (lemma 4.1).

**Remark 5.3.** Instead of invoking lemma 4.1, one could of course also check explicitly whether the classes of these strict transforms lie in \( P_X \). For \( \{ y = 1 \} \) this is immediate as it is part of a cyclic pattern on \( X \) induced by the cyclic singularity pattern (85). On the other hand, the strict transforms \( \{ y = 0 \} \) and \( \{ y = \infty \} \) are part of a cyclic pattern on \( X \) that does not correspond to a singularity pattern:

\[ (x_0 \infty x_0' 0), \]  
where \( x_0' = 1/x_0 \).

From the above relations (87)–(90) we can derive six different relations. However, as we shall see, it suffices to just choose one. For example, using (89) and (90), we obtain

\[ (\varphi_*^2 - 2\varphi_* + 1) \cdot C_1 \equiv (\varphi_* - 1)^2 C_1 = 0 \mod P_X. \]

The ensuing polynomial \((t - 1)^2\) does not have any roots different from 1 and proposition 4.3 therefore tells us that the mapping is integrable: its dynamical degree is 1. Note that the same conclusion could have been reached from any other of the relations we could have build.

Next we give an example with more than one open singularity pattern.

**Example 5.4.** One might be tempted to think of mapping (83) as a mere special case of the equation

\[ x_{n+1}x_{n-1} = \frac{x_n - b}{x_n - 1} (a, b \neq 0, 1, a \neq b), \]  
but geometrically speaking these two mappings are quite different, as is clear immediately from their singularity analysis.

Just as mapping (83), mapping (93) also has two singularities, at \( b \) and 1, but both are now confined with open singularity patterns [17]:

\[ (1 \infty a 0 b) \]  
\[ (b 0 a \infty 1), \]

but there are no cyclic singularity patterns. The mapping (93), being confining, therefore has a space of initial conditions, \( X \), in which the above two singularity patterns induce open patterns of the form:

\[ \{ y = 1 \} \rightarrow C_1 \rightarrow C_2 \rightarrow C_3 \rightarrow C_4 \rightarrow \{ x = b \} \]  
\[ (96) \]
\{y = b\} \rightarrow C'_1 \rightarrow C'_2 \rightarrow C'_3 \rightarrow C'_4 \rightarrow \{x = 1\}.  \tag{97}

Using linear equivalence on \(\text{Pic}(X)\) to express \(H_y\) (the class of the total transform of \([y = 0] \subset \mathbb{P}^1 \times \mathbb{P}^1\)) in various forms, we obtain:

\[ H_y = \{y = 1\} + C'_4 = \{y = b\} + C_4 = C_1 + C'_4 = C_3 + C'_4 = C_2 + C'_2 \mod \text{Pic}(X), \tag{98} \]

the classes of the strict transforms \(\{y = \infty\}, \{y = 0\}\) and \(\{y = a\}\) lying in \(\text{Pic}(X)\) due to lemma 4.1 (see [17] for the cyclic patterns these curves belong to). These expressions can be re-expressed in terms of \(\varphi_* : \text{Pic}(X) \rightarrow \text{Pic}(X)\) as

\[ H_y = \varphi_*^3 C'_1 + \varphi_*^{-1} C_1 = \varphi_*^1 C_1 + \varphi_*^{-1} C'_1 = \varphi_*^2 C'_1 + C_1 = \varphi_*^2 C_1 + C'_1 = \varphi_*(C_1 + C'_1) \mod \text{Pic}(X), \tag{99} \]

from which we can, for example, derive:

\[ \left(\varphi_*^3 + 1\right)(C_1 + C'_1) = 2\varphi_*(C_1 + C'_1) \mod \text{Pic}(X) \tag{100} \]

\[ \Leftrightarrow \left(\varphi_* - 1\right)^2 (C_1 + C'_1) = 0 \mod \text{Pic}(X). \tag{101} \]

From proposition 4.8 we know that \(C_1 + C'_1 \neq 0 \mod \text{Pic}(X)\) and hence, because the polynomial (in \(\varphi_*\)) that annihilates \(C_1 + C_1\) in \(\text{Pic}(X)/\text{Pic}(X)\) does not possess any roots other than 1, we find from proposition 4.3 that this mapping is integrable as well.

We end this list of examples with a rather extreme case of a mapping with several singularity patterns.

**Example 5.5.** Let us consider the confining mapping \(f : \mathbb{P}^1 \times \mathbb{P}^1 \rightarrow \mathbb{P}^1 \times \mathbb{P}^1\), defined by the equation [15],

\[ x_{n+1}x_{n-1} = \frac{x_n^4 - 1}{x_n^4 + 1}, \tag{102} \]

which has eight open singularity patterns:

\[ (\pm 1, 0 \pm 1), \quad (\pm i, 0 \pm i), \quad (\pm r \infty = \mp ir), \quad (\pm ir \infty = \mp r), \tag{103} \]

where \(r\) is the square root of \(i\), i.e. \(r = \exp(i\pi/4)\). In this case we have 16 special curves \(A_1^+, \cdots, D_2^+\) on the rational surface \(X\) on which the mapping is regularized, that appear in the open patterns

\[ \{y = \pm 1\} \rightarrow A_1^\pm \rightarrow A_2^\pm \rightarrow \{x = \mp 1\} \tag{104} \]

\[ \{y = \pm i\} \rightarrow B_1^\pm \rightarrow B_2^\pm \rightarrow \{x = \pm i\} \tag{105} \]

\[ \{y = \pm r\} \rightarrow C_1^\pm \rightarrow C_2^\pm \rightarrow \{x = \mp ir\} \tag{106} \]

\[ \{y = \pm ir\} \rightarrow D_1^\pm \rightarrow D_2^\pm \rightarrow \{x = \mp r\}. \tag{107} \]

The classes of the strict transforms \(\{y = 0\}\) and \(\{y = \infty\}\) are part of \(\text{Pic}(X)\) (because of lemma 4.1) and we therefore find for the class \(H_y\) of the total transform of \([y = 0] \subset \mathbb{P}^1 \times \mathbb{P}^1\) that (modulo \(\text{Pic}(X)\))

\[ H_y = \{y = 1\} + A_2^+ = \{y = -1\} + A_2^+ = \{y = i\} + B_2^+ = \{y = -i\} + B_2^- \tag{108} \]
\[
\begin{align*}
\{y = r\} + D_2^- &= \{y = -r\} + D_2^+ = \{y = ir\} + C_2^- = \{y = -ir\} + C_2^+, \\
D_2^- &= A_1^+ + A_1^- + B_1^+ + B_1^- = C_1^+ + C_1^- + D_1^+ + D_1^-,
\end{align*}
\]

(109)

from which we derive

\[
(\varphi_* + \varphi_*^{-1}) F = 4F \mod P_X \quad (111)
\]

\[
\Leftrightarrow (\varphi_*^2 - 4\varphi_* + 1) F = 0 \mod P_X, \quad (112)
\]

where \( F := A_1^+ + A_1^- + B_1^+ + B_1^- + C_1^+ + C_1^- + D_1^+ + D_1^- \neq 0 \mod P_X \) (proposition 4.8).

As \((t^2 - 4t + 1)\) does not contain a factor \((t - 1)\), we conclude from proposition 4.3 that this mapping is nonintegrable. Moreover, since this polynomial is irreducible over \(\mathbb{Z}\) (and therefore over \(\mathbb{Q}\)), it follows also that the minimal polynomial for \(\varphi_* : \text{Pic} X \to \text{Pic} X, \mu_{\varphi_*}(t)\), has to contain it as a factor and hence, that the largest eigenvalue of \(\varphi_*\) must be equal to the largest root of \((t^2 - 4t + 1)\), i.e.: \(2 + \sqrt{3}\). This is then the value of the dynamical degree for the mapping (102) (see also [19]).

\section{6. Conclusion}

In this paper we have shown how, for confining three point mappings with unbounded degree growth, the algebro-geometric properties of their space of initial conditions can be used to decide on their integrability in a very simple way. As explained, the method we propose here is in fact an algebro-geometric reformulation of the express method we introduced in [17] for such mappings.

Although the method relies on geometric notions and on deep properties of the rational surfaces on which the mappings are regularized, it does not require any detailed calculation of actual blow-ups (or blow-downs), nor does its application require any genuine algebro-geometric expertise on the side of its practitioner. It is sufficient to perform a standard, but careful, singularity analysis of the mapping, taking into account the multiplicities in each singularity pattern, followed by a straightforward application of propositions 4.3 and 4.8 of section 4. If the result of this analysis is that a given mapping is integrable, its dynamical degree is of course known to be 1, by definition. On the other hand, for nonintegrable mappings, in all cases known to us, the method we presented here also yields the exact value of the dynamical degree.

There are however a few theoretical and practical limitations to the method, as it stands. A first, obvious, limitation is that the method can only be applied to birational mappings on \(P^1 \times P^1\). This is, unfortunately, a real limitation: as long as there is no equivalent of the structure theorem for birational mappings on \(P^1 \times P^1\) (theorem 3.7), for mappings on \(P^n(\mathbb{C})\), there is no hope of developing a similar framework for establishing the integrability of higher order mappings. However, the fact that we restricted our discussion to autonomous mappings is not essential: our approach works perfectly for confining nonautonomous mappings as well.

A second limitation is one we imposed for practical reasons: throughout the paper we restricted the discussion to three point mappings, for the simple reason that for such mappings the singularity patterns can all be expressed in a single coordinate on \(P^1 \times P^1\) (in our case the \(y\)-coordinate), which greatly simplifies the singularity analysis. We do not claim that it is impossible to generalize our method to more general birational mappings on \(P^1 \times P^1\), just that
the practical implementation of such a generalized method might be hopelessly complicated. As the singularities of a more general mapping can arise anywhere in the projective plane, computing useful relations between curves in the space of initial conditions for such mappings, as e.g. in equations (100) or (111), could become prohibitively difficult.

A third problem is that there is actually no guarantee that the singularity patterns, as obtained from the mapping in its original form, will actually yield any meaningful relations at all. This is a possibility we already pointed out when we introduced the express method. In [17] we give an example of a discrete Painlevé equation with $E_8^{(1)}$ symmetry, that has eight short open singularity patterns. In fact, these patterns are too short to yield any useful relations that would allow us to implement the express method (or, for that matter, the present method).

As we explain in that paper, however, it is possible to replace the original mapping by a coupled one (which implies the original mapping in one of the dependent variables), thereby effectively lengthening the singularity patterns so that they do become useful.

Another problem concerns proposition 4.3, or more precisely the criterion used in it to distinguish between integrable and nonintegrable cases, which is not a strict dichotomy. Although we have never encountered such a mapping, there might exist examples for which the sole polynomial $\psi(t)$ (of proposition 4.3) that arises in our analysis, contains a factor $(t - 1)^2$ as well as an irreducible factor $g(t)$ (with $\deg g(t) \geq 2$) with a root greater than 1. In which case proposition 4.3 (even in combination with proposition 4.8) does not allow us to conclude anything. We do not know of a single example of such a mapping, but for now we see no reason why such a mapping could not exist.

A last restriction is that the method, obviously, only applies to confining mappings. However, in [18] (see also appendix B), we have presented a version of the express method adapted to non-confining mappings. It is known [5] that in such a case the mapping cannot be lifted to an automorphism on a rational surface with a finite number of blow-ups (or blow-downs), and that if such a mapping is not linearisable, it must be nonintegrable. The method we describe in [18] allows us to treat both scenarios but, for the time being, we have not succeeded in reformulating it in a suitable algebro-geometric framework. We hope to have some success in this direction in the near future.
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Appendix A. Halburd’s method for calculating degrees

In section 2.2, the information contained in the cyclic pattern (12) was completely negelected in our analysis of the degree growth of mapping (9). As we saw in section 4, this is justified if one only wants to assess the integrability (or non-integrability) of the mapping. However, if as in Halburd’s method [9] the aim is to calculate the exact degree of each iterate of the mapping—in our case starting from a generic value for $x_0$ and from $x_1 = z \in \mathbb{P}^1(\mathbb{C})$—as a rational function in $z$, then the information contained in cyclic patterns such as (12) is crucial.

For example, in the case of mapping (9) it is easy to see that the degree $d_n$ of the $n$th iterate $f_n(z)$ of the mapping,

\[ d_n := \deg f_n(z), \]

(A.1)
calculated as the number of pre-images \( d_n(-1) \) of the value \(-1\),
\[
d_n(-1) := \# \{ z \in \mathbb{P}^1(\mathbb{C}) \mid f_n(z) = -1 \}, \tag{A.2}
\]
counted with multiplicities, is given by
\[
d_n = d_n(-1) = M_{n-4} + M_n. \tag{A.3}
\]
Here, as in section 2.2, \( M_n \) denotes the number of (spontaneous) occurrences of the value \(-1\) at the \( n \)th iterate of the mapping. The values 0 and \( \infty \) however appear in both the open pattern (10) as well as in the cyclic one (12). More precisely, a value 0 appears 1 step as well as three steps after a \(-1\) in the open pattern, but also spontaneously every first or third step (as is clear from the substring \( \cdots x_0 0 \infty^2 0 \cdots \) in the cyclic pattern (12)) as well as every second step in the cyclic pattern (as is clear from the substring \( \cdots x'_0 \infty 0 \cdots \) in (12)). Hence, the degree of \( f_n(z) \), calculated as the number of pre-images of 0, is given by
\[
d_n(0) = M_{n-2} + 1 - \frac{p^n - (-i)^n}{2}, \tag{A.4}
\]
where \( i = \sqrt{-1} \). Similarly, it can be seen that the degree of \( f_n(z) \) calculated as the number of pre-images of \( \infty \) is given by
\[
d_n(\infty) = 2M_{n-2} + 1 - \frac{p^n + (-i)^n}{2}, \tag{A.5}
\]
as an \( \infty \) appears with multiplicity 2 two steps after a \(-1\) in the open pattern, and spontaneously, with multiplicity 1 at every first and third step, as well as with multiplicity 2 at every second step in the cyclic pattern.

Solving the simplest equation among the three possible ones, \( d_n(0) = d_n(\infty) \),
\[
M_{n+1} - 2M_n + M_{n-1} = \frac{1 + (-1)^n + p^n + (-1)^n}{4}, \tag{A.6}
\]
for \( n \geq 0 \), with \( M_0 = 0, M_1 = 1 \), and then using any of the relations (A.3), (A.4) or (A.5) to calculate the degree, we obtain
\[
d_n = \frac{n^2}{4} + \frac{5}{8} - \frac{(-1)^n}{8} - \frac{p^n + (-i)^n}{4} \quad (n \geq 0) \tag{A.7}
\]
for the degree in \( z \) of the \( n \)th iterate \( f_n(z) \) of mapping (9). This degree is quadratic in \( n \) and hence, the dynamical degree \( \lim_{n \to +\infty} d_n/n = 1 \), as it should be for a QRT mapping.

Although slightly involved, the above calculation is quite straightforward once the singularity patterns have been established. The case of mapping (1) however should serve as a cautionary note. As this mapping only has a single singularity, it obviously also only possesses one singularity pattern, an open one. Nonetheless there does exist a cycle
\[
x_0 \infty x'_0 \infty \cdots \tag{A.8}
\]
(where \( x'_0 = -x_0 \)) which clearly amounts to a simple exchange of curves in \( \mathbb{P}^1 \times \mathbb{P}^1 \). I.e.: this cycle does not contain any singularities and is therefore extraneous to the singularity analysis of the mapping (1). Note that, because it does not contain any singularities, such a cycle might be quite hard to discover for more complicated mappings. Nevertheless, the information contained in this cycle is crucial if one wants to calculate the exact degree sequence for the iterates of the mapping using Halburd’s method.
Obviously, the degree $d_n$ of $f_n(z)$ is given as the number of pre-images of the value 0 by
\[ d_n = d_n(0) = Z_{n-2} + Z_n, \] (A.9)
as explained in section 2.1. On the other hand, for the number of pre-images of $\infty$ one finds
\[ d_n = d_n(\infty) = kZ_{n-1} + \frac{1 - (-1)^n}{2}, \] (A.10)
since $\infty$ can also occur at every odd step in the cycle (A.8). Hence we find the equation
\[ Z_n + Z_{n-2} = kZ_{n-1} + \frac{1 - (-1)^n}{2}, \] (A.11)
for $k \in 2\mathbb{Z}_{\geq 1}$ and $n \geq 0$, with initial conditions $Z_0 = 0, Z_1 = 1$. The solution can be expressed as
\[ Z_n = \begin{cases} \frac{1}{2(2-k)} - \frac{(-1)^n}{2(2+k)} + \frac{\lambda_{n+1} + \lambda_{n-1}}{k^2 - 4} & (k > 2) \\ \frac{n(n+2)}{4} + \frac{1-(-1)^n}{8} & (k = 2) \end{cases} \] (A.12)
where $\lambda_* = (k + \sqrt{k^2 - 4})/2$, as in (5). This yields the following expressions for the degree $d_n$ of $f_n(z)$:
\[ d_n = \begin{cases} \frac{1}{2-k} - \frac{(-1)^n}{2+k} + \frac{k(\lambda_* + \lambda_{n-1})}{k^2 - 4} & (k > 2) \\ \frac{n^2}{4} + \frac{1-(-1)^n}{4} & (k = 2) \end{cases} \] (A.13)
which shows that the dynamical degree $\lim_{n \to \infty} d_n^{1/n}$ is indeed 1 when $k = 2$, and $\lambda_*$ when $k \in 2\mathbb{Z}_{\geq 2}$.

**Appendix B. The express method in a non-confining case**

When $k$ is an odd positive integer, the mapping (1) does not possess the singularity confinement property. As a matter of fact, as the sign of the nonlinearity is not fixed in this case, no cancellations occur and the degree growth is maximal when $k > 1$.

On the other hand, when $k = 1$, (1) has linear degree growth and is in fact linearisable. This is easily seen by calculating the update $n \to n + 1$ of the quantity $x_n - x_{n-1} - 1/2$:
\[ x_n x_{n+1} - \frac{1}{2} = x_n \left( x_n - x_{n-1} + \frac{1}{x_n} \right) - \frac{1}{2} = -\left( x_{n-1} x_n - \frac{1}{2} \right), \] (B.1)
from which the linearisability is obvious.

Although for $k > 1$, odd, the singularity that arises for (1) at $x_n = 0$ is not confined, it is possible to analyse it in detail. For example, the singularity corresponds to the infinitely repeating singularity pattern
\[ (0^1 \infty^k 0^1 \infty^k 0^1 \infty^k 0^1 \infty^k \cdots), \] (B.2)
from which it is actually possible, if we also take into account the cyclic pattern (A.8), to obtain the exact degree for the iterates of (1) in this case as well. Following the procedure outlined in [18], we express the degree of the $n$th iterate $f_n(z)$ (obtained from a generic $x_0$ and $x_1 = z$) in terms of the number of spontaneous occurrences of the value 0 (denoted $Z_n$) as:
\[ d_n = d_n(0) = Z_n + Z_{n-2} + Z_{n-4} + Z_{n-6} + \cdots, \quad (B.3) \]

where we take \( Z_{n\leq 0} = 0 \).

This has to match the degree calculated as the number of pre-images of \( \infty \), \( d_n(\infty) \), which is given by

\[ d_n = d_n(\infty) = \frac{1 - (-1)^n}{2} + k(Z_{n-1} + Z_{n-2} + Z_{n-5} + \cdots), \quad (B.4) \]

because of the contribution of the cycle (A.8). We thus obtain from \( d_n(0) = d_n(\infty) \),

\[ \sum_{k=0}^{\infty} Z_{n-2k} = \frac{1 - (-1)^n}{2} + k \sum_{k=0}^{\infty} Z_{n-2k-1}, \quad (B.5) \]

the characteristic equation for the homogeneous part of which can be explicitly calculated if we assume there exists a characteristic root \( \lambda > 1 \):

\[ \sum_{k=0}^{\infty} \lambda^{-2k} = k \sum_{k=0}^{\infty} \lambda^{-2k-1} \iff \frac{\lambda^2}{\lambda^2 - 1} = \frac{k}{\lambda} \frac{\lambda^2}{\lambda^2 - 1}. \quad (B.6) \]

This obviously yields \( \lambda = k \), which is indeed greater than 1 if \( k > 1 \).

The full equation (B.5) can be solved (for \( k \in \mathbb{Z}_{\geq 3}, \text{odd} \)) as:

\[ d_n = \begin{cases} \ell \frac{\lambda^{2\ell-1}}{\lambda^{2\ell} - 1} & (n = 2\ell) \\ \ell \frac{\lambda^{2\ell-1}}{\lambda^{2\ell} - 1} & (n = 2\ell - 1) \end{cases} \quad (B.7) \]

which clearly shows that the dynamical degree of the mapping in this case is indeed \( k \). All these mappings therefore have exponential degree growth and are nonintegrable. Note that the solution (B.7) still has meaning at the limit \( k \to 1 \), yielding

\[ d_{2\ell-1} = d_{2\ell} = \ell \quad (\ell \geq 1), \quad (B.8) \]

which is indeed the correct value for \( d_n = \deg_{z} f_n(z) \) in the linearisable case \( k = 1 \).
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