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This article presents a dynamic regret analysis for stochastic model predictive control (SMPC) in linear systems with quadratic performance index and additive and multiplicative uncertainties. Under a finite support assumption, the problem can be cast as a finite-dimensional quadratic program, but the problem becomes quickly intractable as the problem size grows exponentially in the horizon length. SMPC aims to compute approximate solutions by solving a sequence of problems with truncated prediction horizons and committing the solution in a receding-horizon fashion. While this approach is widely used in practice, its performance relative to the optimal solution is not well understood. This article reports for the first time a rigorous near-optimal performance guarantee of SMPC: Under stabilizability and detectability conditions, the dynamic regret of SMPC is exponentially small in the prediction horizon length, allowing SMPC to achieve near-optimal performance at a substantially reduced computational expense.
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1. Introduction Sequential decision-making under uncertainty is a classical problem studied across several disciplines, including operations research, control theory, and machine learning. It has been studied in different contexts, such as stochastic control [3], robust control [20], stochastic programming [8], dynamic programming [6], and reinforcement learning [7], with different settings, objectives, and strategies to deal with stochasticity. An overarching goal of these studies is to design a decision policy that optimizes the expected performance index of interest over a given period of time, subject to stochastic dynamics.

While solving the stochastic sequential decision problems is typically intractable, the problem may reduce to tractable forms in a number of particular situations. One of the well-known tractable cases is the stochastic linear-quadratic regulator, where the dynamics are linear, the performance index is quadratic, and the uncertainty is additive. In such a case, the certainty equivalence principle allows the formulation of a deterministic equivalent of the stochastic control problem [71, 69]. This setting can be further generalized to problems with exponential-quadratic performance criteria [26]. Another arguably tractable setting is the Markov decision process (MDP) with finite state-action space. It is well known that when the state-action space is reasonably small, the optimal policy can be computed in a tractable manner, by exploiting the stationary nature of the dynamics, via value or policy iterations [6]. Even when the underlying dynamics are unknown, the optimal policy can be learned through Q-learning [47] or policy optimization [59]. Moreover, it has been recently reported that the periodicity in the uncertainty allows to drastically reduce the complexity of multi-stage stochastic programs [32, 63].

If such a desirable structure (certainty equivalence, stationarity, or periodicity) is not present, the computation of optimal decisions often becomes intractable. To rigorously account for the uncertainty, one needs to explicitly consider every possible realization of the uncertainty and perform
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explicit planning within a single optimization problem. When the support of the uncertainty is finite, or the sample average approximation technique [28, 60] is used, this problem can be cast as a finite-dimensional optimization problem, called a multistage stochastic program [8, 54, 12, 61]. This problem is solvable in principle but becomes quickly intractable as the size of the scenario tree grows exponentially in the horizon length. To overcome such intractability, various decomposition strategies, such as nested Benders decomposition [24], progressive hedging [49, 57], and stochastic dual dynamic programming [54], have been investigated. In the context of control, the intractability of multistage stochastic programs is typically addressed by means of stochastic model predictive control (SMPC, also called receding-horizon control, rolling-horizon heuristics, or look-ahead tree policy) [46]. In particular, multi-stage stochastic programming-based SMPC has been studied along the lines of work on multistage nonlinear model predictive control [37, 70, 74, 38] and scenario-based model predictive control [13, 4, 5, 58]. In these works, the full multistage problem is sought to be approximately solved by using a sequence of multistage stochastic programs with truncated prediction horizons. In each time stage, a truncated problem is solved, and the solution is actuated in a receding-horizon fashion—in each stage, only the first-stage decision is actuated, and in the next stage, the problem is formulated with a shifted prediction window. In this way, we attempt to mimic the behavior of optimal policy with a sequence of truncated-horizon predictive decision policies. This method is becoming increasingly popular in different applications (e.g., battery storage [30], smart buildings [53], HVAC system [31], and microgrids [23]), and a specialized numerical solver is recently developed [18].

**Related Work** Prior to the advent of SMPC, the stability and performance properties of receding horizon controllers were studied in the linear-quadratic control setting with additive uncertainties. In this setting, the stochastic optimal control policy can be represented as an affine function of uncertainty realizations in [19]. Therein, sufficient conditions for the receding horizon controllers to satisfy input-to-state stability have been established, leveraging a technique that parameterizes the control law as an affine state feedback.

The stability and bounded average performance properties of the SMPC control policy have primarily been investigated over the past decade. These properties were first analyzed in [10], extending the standard assumptions used in MPC stability and average performance analysis, particularly those concerning the terminal cost and terminal policy that ensure the descent property of the value function. Subsequently, [36] established asymptotic average performance (i.e., the boundedness of the expected norm of the state variable) and asymptotic stability in probability (i.e., the existence of a region of attraction within which the states remain bounded with high probability) for unconstrained LQ optimal controllers under additive uncertainty.

There has been significant progress in characterizing the stability and bounded average performance properties of nonlinear SMPC algorithms [44, 43, 45]. The stability results for nonlinear SMPC were first established in [43], where the authors demonstrated robust asymptotic stability in expectation and bounded average performance. This essentially guarantees the boundedness of the expected norm of the closed-loop state trajectory, and the bound is expressed in terms of the initial condition and the covariance of independent and identically distributed (i.i.d.) random disturbances. Furthermore, the stability of SMPC controllers has been explored in greater depth, revealing that SMPC solutions are not necessarily robustly asymptotically stable; that is, there is no uniform upper bound on state trajectories for all realizations of uncertainties [44]. Finally, a distributional robustness property of SMPC was established in [45], where state trajectory bounds are expressed in terms of the Wasserstein distance between the true and nominal distributions of the disturbances.

Although stability and bounded average performance properties have been extensively studied in the literature, *the impact of the prediction horizon length on performance has not been sufficiently studied*. More specifically, the performance loss of the SMPC policy compared to the optimal
policy has not been rigorously quantified. In classical MPC literature, the use of a truncated horizon is often justified by empirical observations, suggesting that the performance of the MPC controller improves as the horizon length becomes adequately long [48]. However, such empirical observations are not rigorously substantiated in SMPC settings. Unless the exact value function is known and incorporated into the MPC formulation in the form of terminal penalty, the performance of the MPC control policy incurs constant suboptimality at each stage, leading to an overall dynamic regret of $O(T)$. Characterizing this suboptimality is important, as most practical MPC policies utilize terminal penalty functions that do not exactly match the optimal value function [42]. Even in the deterministic case, a rigorous characterization of the performance gap caused by truncated horizons has only been made recently [33, 50, 51, 35]. This situation motivates us to investigate an important open question: What is the price of truncating the prediction horizon in SMPC?

We aim to address this question by analyzing the dynamic regret of SMPC. In particular, we characterize the relationship between the performance loss caused by truncation and the prediction horizon length. Under mild assumptions, we show that SMPC policy is exponentially stabilizing in expectation if the prediction horizon is sufficiently long and the performance loss compared with the optimal policy (referred to as dynamic regret) decays exponentially in the prediction horizon length. This result rigorously substantiates the empirical observation that an SMPC scheme with a sufficiently long prediction horizon closely approximates the optimal policy. Furthermore, this result reveals that SMPC can achieve near-optimal performance, in the sense that one can make its performance exponentially small by controlling the prediction horizon length of SMPC.

This paper is close in spirit to the recent work on the dynamic regret analysis of time-varying DMPC [35], which follows the line of work on the regret analysis of linear predictive control [33, 73, 75]. Under controllability and a positive definite stage cost assumption, Lin et al. [35] have proved that DMPC enjoys exponential input-to-state stability and that the dynamic regret decays exponentially with the prediction horizon length. This result establishes a sharper characterization of performance compared to the classical performance studies of DMPC. Prior to [35], it was shown in [27] that the performance of receding-horizon control approaches that of the infinite-horizon optimal solution for disturbance-free linear-quadratic setting. The performance of nonlinear receding-horizon control has been also studied in a number of different settings [25, 22, 2].

The exponential perturbation bound, the key technical tool used in this paper, is related to the well-known Turnpike property in optimal control theory [21]. The Turnpike property [21, Definition 6] states that, for a sufficiently long time horizon, the optimal trajectory of the system will remain close to the steady-state solution for most of the time. This property has been widely adopted in the stability analysis of economic MPC [16]. The Turnpike property can be considered a special case of the exponential perturbation bound when all disturbances are zero, and the only perturbations arise from the initial state and the terminal cost gradient. Based on this result, one can derive the near-optimality property [21, Theorem 3]. As the Turnpike property is primarily concerned with the unperturbed (zero disturbance) system and focuses solely on the impact of the horizon, this near-optimality result only applies to the unperturbed system. In contrast, our result applies to the general linear-quadratic control setting with additive and multiplicative uncertainties.

**Contributions** Our main contribution is the dynamic regret analysis of SMPC. We show that under finite support, stabilizability, and detectability assumptions, the dynamic regret of the SMPC policy decays exponentially with the prediction horizon length (Theorem 3). In other words, SMPC can achieve near-optimal performance. Our result generalizes the DMPC performance results of [35] by allowing the problem formulation to explicitly account for the uncertainty; that is, we do not need to assume that the perfect future information is available. The key technical novelty introduced in the proof lies in enabling the analysis of the perturbation bound for optimal control problems with scenario tree structures. To the best of our knowledge, this work is the first to introduce perturbation analysis of the Karush-Kuhn-Tucker (KKT) system embedded within scenario trees. Specifically, the
uniform perturbation bound for the KKT system is derived by scaling the system according to the probabilities associated with each scenario. Furthermore, we relax the controllability and positive definite cost assumption to stabilizability and detectability assumptions, while deriving a performance guarantee that matches the results in [35]. Our results are obtained by reformulating the stochastic control problem as a multistage stochastic program and leveraging the state-of-the-art perturbation bound for graph-structured optimization problems [15, 65, 67].

Remark 1. This paper presents a dynamic regret analysis for linear-quadratic control settings. However, it is crucial to emphasize that this simple framework primarily serves as a benchmark for analyzing the SMPC policy, rather than as a practical application. Practical problems related to the aforementioned applications typically involve nonlinear dynamics and/or equality and inequality constraints, which are not addressed within the linear-quadratic control framework. In control theory and related literature, linear-quadratic control problems have frequently been employed as benchmarks for examining various theoretical properties of control methods, including stability, sample complexity, regret, and algorithm convergence [35, 34, 66, 41, 40, 14, 39, 17]. This is primarily because the linear-quadratic setting is analytically tractable and does not require assumptions that are difficult to verify in practice. The simplicity of this framework enables clear and rigorous analysis, providing insights that can often be generalized to more complex situations. For instance, one might anticipate that the performance results presented in this paper can be generalized to nonlinear systems when they are operated around a small perturbation of the steady state [68], or extended to inequality-constrained scenarios by assuming suitable controllability conditions for various active systems when they are operated around a small perturbation of the steady state [72, 64]. Thus, this work concentrates on the linear-quadratic framework to offer a clear and rigorous analysis of the performance of the SMPC policy, avoiding the additional complexities associated with nonlinearities and constraints. We consider the extension of our results to more general settings (nonlinear and constrained) an intriguing avenue for future research.

Notation We denote $a \wedge b = \min(a, b)$ and $a \vee b = \max(a, b)$. The set of real numbers and the set of integers are denoted by $\mathbb{R}$ and $\mathbb{I}$, respectively. The set of symmetric matrices in $\mathbb{R}^{n \times n}$ are denoted by $\mathbb{S}_n$. We define $\mathbb{I}_A := \mathbb{I} \cap A$, $\mathbb{I}_{\geq 0} := \mathbb{I}_{[0, \infty)}$, and $\mathbb{I}_{> 0} := \mathbb{I}_{(0, \infty)}$. The identity matrix is denoted by $I$, and the zero matrix or vector is denoted by $0$. We use $\| \cdot \|$ to denote 2-norm for vectors and induced 2-norm for matrices. For matrices $A$ and $B$, $A \succ (\succeq) B$ indicates that $A - B$ is symmetric positive (semi)-definite. We say $A$ is $L$-bounded if $\|A\| \leq L$ and say it is $\gamma$-positive definite if $A \succeq \gamma I$ for $\gamma > 0$. We use the syntax $[M_1; \cdots; M_n] := [M_1^\top; \cdots; M_n^\top]^\top$; $\{M_i\}_{i \in I} := \{M_i; \cdots; M_m\}; \{M_{i,j}\}_{i \in I, j \in J} := \{\{M_{i,j}\}_{j \in J}\}_{i \in I}$ for $I := \{i_1 < \cdots < i_m\}$ and $J := \{j_1 < \cdots < j_n\}$. Also, we use the syntax $M[I,J] := \{M[i,j]\}_{i \in I, j \in J}$, where $M[i,j]$ is the $(i,j)$-th component of $M$. For $\{v_t\}_{t \in [0,T]}$ and $\{M_{t,t'}\}_{t \in [0,T]; t' \in [0,T]}$, we use the following convention: $v_{a:b} := \{v_t\}_{t \in [a,b]}$; $M_{a,b,c,d} := \{M_{t,t'}\}_{t \in [a,b]; t' \in [c,d]}$, where $a,b,c,d \in [0,T]$.

2. Settings

2.1. Model We consider a discrete-time stochastic process $\xi := \{\xi_t\}_{t=0}^T$, where $t$ is the time index, $T \in \mathbb{I}_{>0}$ is the full horizon length, and $\xi_t$ is a random variable taking a value in some measurable set $\Xi$. We consider a discrete-time linear system with additive and multiplicative uncertainties:

$$x_t = f(x_{t-1}, u_{t-1}; \xi_t) := A(\xi_t)x_{t-1} + B(\xi_t)u_{t-1} + d(\xi_t).$$

(1)

Here, $A(\xi_t)$, $B(\xi_t)$, and $d(\xi_t)$ are the random data that take values in $\mathbb{R}^{n_x \times n_x}$, $\mathbb{R}^{n_x \times n_u}$, and $\mathbb{R}^{n_x}$, respectively. Moreover, we consider a stagewise performance index with additive and multiplicative uncertainties:

$$\ell(x_t, u_t; \xi_t) := \frac{1}{2} \left[ \begin{array}{c} x_t \\ u_t \end{array} \right]^\top \begin{bmatrix} Q(\xi_t) & R(\xi_t) \\ R(\xi_t) & T(\xi_t) \end{bmatrix} \begin{bmatrix} x_t \\ u_t \end{barray} - \begin{bmatrix} q(\xi_t) \\ r(\xi_t) \end{bmatrix}^\top \begin{bmatrix} x_t \\ u_t \end{array}. $$

(2)
Here, $x_t \in \mathbb{R}^{n_x}$ and $u_t \in \mathbb{R}^{n_u}$ are the state and control variables at time $t$; and $Q(x_t)$, $R(x_t)$, $q(x_t)$, and $r(x_t)$ are the random data that take values in $\mathbb{S}_{n_x}$, $\mathbb{S}_{n_u}$, $\mathbb{R}^{n_x}$, and $\mathbb{R}^{n_u}$, respectively. In general, $d(x_t)$ in the system (1) is referred to as disturbance, and $q(x_t)$ and $r(x_t)$ in the index (2) are referred to as cost vectors. The setting is illustrated in Figure 1.

**Remark 2.** A key difference between our setting and classical stochastic control is that we do not impose certain restrictive assumptions about the distributions of uncertainty, which are commonly found in the SMPC literature. Traditionally, the SMPC literature assumes that $\{\xi_t\}_{t=0}^\infty$ are mean zero and independent, identically distributed (i.i.d). While a nonzero mean can often be integrated into the system dynamics, nonstationary random disturbances cannot be classified as i.i.d random variables. The i.i.d assumption is appropriate when the control objective is to track the origin in the presence of mean-zero disturbances; however, in many applications, the system is affected by exogenous factors that may not be i.i.d. For instance, in energy management applications, the system must operate in response to time-varying and uncertain exogenous factors such as energy demand and generation costs [11]. These factors exhibit periodicity but are also significantly affected by unpredictable weather conditions, which may only be forecasted up to a certain level of confidence. Our treatment of uncertainties is well-suited for such systems as we do not rely on the i.i.d assumption.

### 2.2. Problem Formulation

We assume the following event order:

$$\xi_0, x_0, u_0, \xi_1, x_1, u_1, \ldots, \xi_T, x_T, u_T.$$ 

In each stage, the control decision $u_t$ is made after partially observing the past uncertainty $\xi_{0:t}$; that is, the control is a recourse decision [9]. This implies that $u_t$ can be dependent on $\xi_{0:t}$, and it is of interest to obtain an optimal decision process $\{u_t(\cdot)\}_{t=0}^T$, where $u_t(\cdot)$ is a function of $\xi_{0:t}$. Furthermore, we assume that the distribution of $\xi$ is known. Thus, when the decision is made after observing $\xi_{0:t}$, the conditional distribution of $\xi_{t+1:T}$ given $\xi_{0:t}$ can be taken into account. We denote by $\Xi_t$ and $\Xi_{0:t}$ the support of $\xi_t$ and $\xi_{0:t}$, respectively. We let $\Xi_{0:t}(\Xi_{0:T}) := \{\xi_{0:t} \in \Xi_{0:T} : \xi_{0:t} = \xi_{0:t}^0\}$ for $\tau \leq t$; $w_t(\xi_{0:t}) := [x_t(\xi_{0:t}); u_t(\xi_{0:t})]; p_t(\xi_t) := [q(\xi_t); r(\xi_t); d(\xi_t)]; T := [0:T]$; and $T_n:b := T \cap [0,b]$.

We now state the problem formulation:

$$J^*(\bar{x}_0; \bar{w}_{-1}) := \min_{\{w_t(\cdot)\}_{t=T}} \mathbb{E}_{\xi} \left[ \sum_{t=0}^T \ell(w_t(\xi_{0:t}); x_t) \left| \xi_0 = \xi_0^0 \right. \right]$$

subject to:

$$x_t(\xi_{0:t}) = f(w_{t-1}(\xi_{0:t-1}); \xi_t), \quad \forall t \in T_{1:T}, \quad \xi_{0:t} \in \Xi_{0:t}(\xi_0^0),$$

where $\bar{w}_{-1} \in \mathbb{R}^{n_x} \times \mathbb{R}^{n_u}$ and $\bar{\xi}_0 \in \Xi_0$ are given and $w_t : \Xi_{0:t}(\xi_0^0) \rightarrow \mathbb{R}^{n_x} \times \mathbb{R}^{n_u}$. The solution of (3) is denoted by $\{w_t(\cdot; \bar{w}_{-1})\}_{t=T}$ (the existence and uniqueness of the solution will be discussed in Section 3.2); $w_t(\xi_{0:t}; \bar{w}_{-1})$ is random because it depends on $\xi_{0:t}$, but it is fixed once $\xi_{0:t}$ is realized.
Problem (3) seeks to minimize the expected performance index (2) over time horizon $\mathcal{T}$, while satisfying the stochastic dynamic equation (1) for all possible realizations of the uncertainty. Problem (3) does not assume the knowledge of exact uncertainty, but it assumes that the exact distribution is known. Unlike the deterministic case, in (3) we seek an optimal decision process \( \{w_t(\xi_{0:t})\}_{t \in \mathcal{T}} \), rather than an optimal trajectory \( \{w_t\}_{t \in \mathcal{T}} \). When the support of $\xi$ is a singleton, the problem in (3) reduces to a deterministic control problem.

In this paper, we analyze the problem in (3) by reformulating the problem into an extensive-form multistage stochastic program under the finite support assumption on $\xi$ (see Appendix A for details). Unless $\xi$ has finite support, the finite-dimensional scenario tree cannot be generated, and the extensive form of (3) cannot be obtained. In this case, a sample average approximation strategy can be applied to formulate an approximate problem [28, 60]. In principle, the extensive problem can be solved to optimality, but solving it to optimality is notoriously difficult in most cases because the problem size grows exponentially in $T$ (assuming a fixed number of scenarios per stage). Thus, approximately solving (3) via SMPC is of interest.

**Remark 3.** The nature of sequential decision-making under uncertainty prohibits formulating the problem as a here-and-now or anticipative problem (see [9] for the introduction). The here-and-now formulation enforces $u_t$ are fixed (i.e., not dependent on $\xi_{0:t}$); that is, taking recourse decisions is not allowed. The here-and-now formulation is often adopted by various SMPC techniques (see [46] for an overview). While these methods may be able to stabilize the system and achieve respectable performance, their performance is bound to be suboptimal due to the absence of recourse. In contrast, the anticipative formulation allows $u_t$ to be dependent on the full uncertainty $\xi$. It assumes the availability of the perfect information of $\xi$ at time 0. Such a policy cannot be implemented in practice due to nonanticipativity. These settings result in the following expected performances:

\[
J^{(HN)}(\bar{\xi}_0; \bar{w}_{-1}) := \min_{\{\xi(t)\}_t \in \mathcal{T}} \mathbb{E}_\xi \left[ \sum_{t \in \mathcal{T}} \ell(x_t(\xi_{0:t}), u_t; \xi_t) \ \bigg| \xi_0 = \bar{\xi}_0 \right]
\]

\[
\text{s.t. } x_0(\bar{\xi}_0) = f(\bar{w}_{-1}; \bar{\xi}_0),
\]

\[
x_t(\bar{\xi}_{0:t}) = f(x_{t-1}(\bar{\xi}_{0:t-1}), u_{t-1}; \bar{\xi}_t), \ \forall t \in \mathcal{T}; \bar{\xi}_t \in \mathbb{X}_{0:t}(\bar{\xi}_0)
\]

\[
J^{(AN)}(\bar{\xi}_0; \bar{w}_{-1}) := \mathbb{E}_\xi \left[ \min_{\{w_t\}_{t \in \mathcal{T}}} \sum_{t \in \mathcal{T}} \ell(w_t; \xi_t), \ \text{s.t. } x_t = f(w_{t-1}; \xi_t), \ \forall t \in \mathcal{T} \right]
\]

Here, $J^{(HN)}(\bar{\xi}_0; \bar{w}_{-1})$ and $J^{(AN)}(\bar{\xi}_0; \bar{w}_{-1})$ denote the expected performance of here-and-now and anticipative policies, respectively. Since the anticipative policy has more flexibility, and here-and-now has less flexibility compared to (3), we have

\[
J^{(AN)}(\bar{\xi}_0; \bar{w}_{-1}) \leq J^*(\bar{\xi}_0; \bar{w}_{-1}) \leq J^{(HN)}(\bar{\xi}_0; \bar{w}_{-1}).
\]

Rigorously, the first inequality is due to [62, (5.22)], and the second inequality is due to the fact that the feasible set of the here-and-now problem belongs to (3c).

**Remark 4.** The stochastic control problem described in (3) can exhibit a deterministic equivalence when the uncertainties are purely additive; that is, when $A_t$, $B_t$, $Q_t$, $R_t$ are deterministic. This equivalence stems from the fact that the optimal control policy can be expressed as an affine function of the realized uncertainties. Consequently, in the additive uncertainty setting, the affine parameterization approach proposed in [19] can be employed to compute the control policy in a tractable manner. This approach simplifies both the problem formulation and the computation by eliminating the need for scenario tree formulations. However, it cannot be applied to problems involving multiplicative uncertainties.
Remark 5. One limitation of our analysis is the assumption that the exact distribution of uncertainties is known. In practice, the true distribution of these uncertainties may remain unknown, highlighting the importance of incorporating distributional robustness into the control policy. Recent work in a different context has demonstrated stability in expectation within the stochastic MPC framework when the Wasserstein distance between the true and nominal distributions is bounded [45]. Nevertheless, the dynamic regret analysis regarding the distributional robustness property remains an open question. While this topic is beyond the scope of this paper, it presents an intriguing direction for future research.

2.3. Stochastic Model Predictive Control In this section, we introduce the stochastic model predictive control (SMPC) approach for approximately solving (3). First, we consider a truncated version of Problem (3):

\[
J^{(r,W)}(\xi_{0:}\tau; w_{\tau-1}) := \min_{\{w_t(\cdot)\} \in \mathcal{T}_{\tau:W}} \mathbb{E}_{\xi} \left[ \sum_{t \in \mathcal{T}_{\tau:W}} \ell(w_t(\xi_{0:t}); \xi_t) \mid \xi_{0:}\tau = \xi_{0:}\tau \right] \tag{4a}
\]

subject to

\[
x_t(\xi_{0:t}) = f(w_{t-1}(\xi_{0:t-1}); \xi_t, \forall t \in \mathcal{T}_{\tau:W}, \xi_{0:t} \in \Xi_{0:t}(\xi_{0:}\tau) \tag{4b}, \tag{4c}
\]

Here, we are at time \( \tau \) and assume that \( \bar{w}_{\tau-1} \in \mathbb{R}^{n_x} \times \mathbb{R}^{u} \) and \( \xi_{0:}\tau \in \Xi_{0:}\tau(\xi_{0:}\tau) \) are given; and \( w_t : \Xi_{0:t}(\xi_{0:}\tau) \to \mathbb{R}^{n_x} \times \mathbb{R}^{u} \). Problem (4) aims to find a sequence of optimal decision functions in the next \( W \) stages that minimizes the conditional expectation of the performance index over the next \( W \) stages, given the uncertainties observed up to that time point and subject to the dynamic constraints. Note that if \( \tau > T - W \), the effective horizon length is shorter than \( W \) (recall the definition of \( \mathcal{T}_{a:b} \)).

Let \( w_t^{(r,W)(\xi_{0:}\tau); \bar{w}_{\tau-1}) : \Xi_{0:t}(\xi_{0:}\tau) \to \mathbb{R}^{n_x} \times \mathbb{R}^{u} \) for \( t \in \mathcal{T}_{T:W} \) be the solution of (4) (the existence and uniqueness of the solution will be discussed in Section 3.2). We observe that the domain \( \Xi_{0:t}(\xi_{0:}\tau) \) for different \( \xi_{0:}\tau \in \Xi_{0:}\tau(\xi_{0:}\tau) \) is disjoint with each other. Thus, we can accordingly define a composite solution mapping \( w_t^{(r,W)(\cdot; \bar{w}_{\tau-1}) : \Xi_{0:t}(\xi_{0:}\tau) \to \mathbb{R}^{n_x} \times \mathbb{R}^{u} \) for \( t \in \mathcal{T}_{T:W} \) such that

\[
w_t^{(r,W)(\xi_{0:t}; \bar{w}_{\tau-1}) = w_t^{(r,W)(\xi_{0:}\tau); \bar{w}_{\tau-1}) \xi_{0:t} \in \Xi_{0:t}(\xi_{0:}\tau) \tag{4b}, \tag{4c}
\]

This is simply achieved by taking the disjoint unions of the domains and preserving the mapping on each domain. For convenience, we will refer to \( \{w_t^{(r,W)(\cdot; \bar{w}_{\tau-1}) \}_{t \in \mathcal{T}_{T:W}} \) as the solution of (4) for varying \( \xi_{0:}\tau \).

The closed-loop SMPC policy is defined recursively by

\[
w_t^{(cl,W)(\xi_{0:t}; \bar{w}_{-1}) := w_t^{(r,W)(\xi_{0:t}; w_{t-1}(\xi_{0:t-1}; \bar{w}_{-1})) \mid t \in \mathcal{T}, \tag{5}
\]

where \( w_{t-1}(\xi_{0:t-1}; \bar{w}_{-1}) = \bar{w}_{-1} \). The policy in (5) can be explained as follows. At time \( t \), with the previous state and control \( w_{t-1}(\xi_{0:t-1}; \bar{w}_{-1}) \) and the newly realized uncertainty \( \xi_{t} \) on hand, we look ahead \( W \) stages by generating every possible realization of \( \xi_{t:W} \) given \( \xi_{0:t} = \xi_{0:} \), and solve the truncated problem formulated in (4). Then, we obtain the first step decision \( u_t^{(cl,W)(\xi_{0:t}; \bar{w}_{-1})} \), with the state simply given by \( x_t^{(cl,W)(\xi_{0:t}; \bar{w}_{-1}) = f(w_t^{(cl,W)(\xi_{0:t}; \bar{w}_{-1}); \xi_t}) \), and we proceed to time \( t + 1 \). Thus, only the first decision obtained from (4) is actuated, and in the next stage, the decisions are reoptimized with the shifted horizon and the newly realized uncertainty. The decision at \( t \) is dependent on the full history of past uncertainties \( \xi_{0:t} \), as it is used to define the conditional distribution of the future uncertainties over the prediction window. The SMPC scheme is illustrated in Figure 2.
Now we can define the performance index of the SMPC policy:

$$J^{(W)}(\xi_0; \xi_{-1}) := \mathbb{E}_{\xi} \left[ \sum_{t \in T} \ell(w^{(c1,W)}_t(\xi_{0:t}; \xi_t); \xi_0 = \xi_0) \right].$$  \hspace{1cm} (6)

Further, the dynamic regret can be defined as follows.

$$\text{Dynamic regret} := J^{(W)}(\xi_0; \xi_{-1}) - J^{\star}(\xi_0; \xi_{-1})$$

When formulated as a finite-dimensional multistage stochastic program (see Appendix A), Problem (4) with small $W$ can be significantly smaller than the corresponding formulation of the full problem. The policy in (5) is certainly suboptimal, but we will show in Section 3 that dynamic regret becomes exponentially small in the prediction horizon length $W$, and thus near-optimal performance can be achieved with moderate $W$.

3. Main Results

In this section we establish the performance guarantee of SMPC. We start by stating the main assumptions: finite support, stabilizability, and detectability. Under these assumptions, we establish the perturbation bound of the open-loop SMPC policy. This result says that the effect of perturbation decays exponentially in time, which implies that the far-future stages have a small impact on the actuated decisions. The exponential input-to-state stability in expectation (EISSE) of the optimal policy is further obtained from this result. Moreover, based on the exponential decay result of the open-loop policy, we prove the exponential decay for the closed-loop policy, which finally leads to the EISSE and the performance guarantee of SMPC policy. Specifically, we show that the dynamic regret of SMPC policy is exponentially small in the prediction horizon length.

3.1. Main Assumptions

We have two main assumptions. The first imposes the condition on the distribution of $\xi$.

**Assumption 1.** The distribution of the discrete-time stochastic process $\xi$ has finite support.

This assumption allows for the construction of a finite-dimensional scenario tree that completely describes the evolution of the stochastic process that drives the system dynamics. Thus, we can cast Problem (3) as a finite-dimensional optimization problem (quadratic program, in particular). If the support is infinite (e.g., the uncertainty has a continuous distribution), one needs to apply the sample-average approximation strategy to construct a sampled scenario tree. It is well known that for a sufficiently large number of samples, the solution of the sample-average approximated problem can be arbitrarily close to the true optimal solution with a high probability [60].

We now state the second assumption: stabilizability and detectability. First, we introduce the notion of stability, stabilizability, and detectability for deterministic settings. These concepts are commonly used in control theory, but we reintroduce them to write out the associated constants explicitly.

**Definition 1.** Given $L > 0$ and $\alpha \in (0,1)$, we define the following.

(a) (Stability) A square matrix $\Phi$ is $(L, \alpha)$-stable if $\|\Phi^t\| \leq L \alpha^t$ for any $t \in \mathbb{Z}_0$. 

**Figure 2. Schematic of stochastic model predictive control**
(b) (Stabilizability) A matrix pair \((A, B)\) is \((L, \alpha)\)-stabilizable if \(\exists L\)-bounded \(K\) s.t. \(A - BK\) is \((L, \alpha)\)-stable.

(c) (Detectability) A matrix pair \((A, C)\) is \((L, \alpha)\)-detectable if \(\exists L\)-bounded \(K\) s.t. \(A - KC\) is \((L, \alpha)\)-stable.

We note that the stabilizability and detectability concepts relax the controllability and observability concepts, respectively \([1]\). We now adapt these to the stochastic setting.

**Definition 2.** Given \(\xi_0 = \bar{\xi}_0\), \(L > 0\), and \(\alpha \in (0, 1)\), we define the following.

(a) (Stability) The square random matrices \(\{\Phi_t(\xi_{0,t})\}_{t \in T_{1:T}}\) is \((L, \alpha)\)-stable if \(\|\prod_{t=t'+1}^{t''} \Phi_t(\xi_{0,t})\| \leq L\alpha^{t'' - t'}\) almost surely (a.s.) for all \(t', t'' \in T\) with \(t' < t''\).

(b) (Stabilizability) The random matrices pair \(\{(A(\xi_t))_{t \in T_{1:T}}, \{B(\xi_t))_{t \in T_{1:T}}\}\) is \((L, \alpha)\)-stabilizable if \(\exists L\)-bounded (a.s.) \(\{K_t(\xi_{0,t})\}_{t \in T_{0:T-1}}\) such that \(\{A(\xi_t) - B(\xi_t)K_{t-1}(\xi_{0,t-1})\}_{t \in T_{1:T}}\) is \((L, \alpha)\)-stable.

(c) (Detectability) The random matrices pair \(\{(A(\xi_t))_{t \in T_{1:T}}, \{C(\xi_t)\}_{t \in T_{1:T}}\}\) is \((L, \alpha)\)-detectable if \(\exists L\)-bounded (a.s.) \(\{K_t(\xi_{0,t})\}_{t \in T_{1:T}}\) such that \(\{A(\xi_t) - K_t(\xi_{0,t})C(\xi_{t-1})\}_{t \in T_{1:T}}\) is \((L, \alpha)\)-stable.

Consider a system \(\dot{x}_t = \Phi_t(\xi_{0,t})x_{t-1}\), where \(\Phi_t(\xi_{0,t})\) denotes the state transition mapping. The stability condition in Definition 2(a) states that, for any sequence of realizations, the product of state transition mappings \(\Phi_{t''}(\xi_{0,t''}) \cdots \Phi_{t'+2}(\xi_{0,t'+2})\Phi_{t+1}(\xi_{0,t+1})\) decays exponentially in \(t'' - t'\). In other words, the system \(x_t = \Phi_t(\xi_{0,t})x_{t-1}\) converges to zero a.s. Similarly, the stabilizability assumes that for any possible realization of the system matrices, there exists a sequence of state feedback matrices \(K_t(\xi_{0,t})\) that exponentially stabilizes the system. We emphasize that \(K_t(\cdot)\) depends only on \(\xi_{0,t}\), that is, we require the system to be stabilizable (detectable) without using future information. Thus, assuming stabilizability and detectability in Definition 2 is not contradictory to the nonanticipative nature of our stochastic system setting.

A natural question here is: *For a given system \(\{\{A(\xi_t)\}_{t \in T_{1:T}}, \{B(\xi_t))_{t \in T_{1:T}}\}\), can one verify that a stabilizing state feedback sequence \(\{K_t(\xi_{0,t})\}_{t \in T_{0:T-1}}\) exists?* One way to empirically verify the argument is as follows: if there already exists a deterministic predictive or feedback controller that stabilizes the system in the face of uncertainty, it can be deduced that the underlying stochastic system is also stabilizable. This observation is relevant for many practical dynamical systems that are affected by uncertainties, which often arise in the context of conventional process control. Alternatively, one can take a rigorous approach. We show in the next proposition that if the stochastic system is sufficiently close to a deterministically stable/stabilizable/detectable system, the stochastic system is also stable/stabilizable/detectable.

**Proposition 1.** Under Assumption 1, the following hold for any \(L \geq 1\), \(\alpha \in (0, 1)\), and \(\Delta := (\alpha^{1/2} - \alpha)/L\).

(a) \(\{\Phi_t(\xi_{0,t})\}_{t \in T_{1:T}}\) is \((L, \alpha^{1/2})\)-stable if \(\Phi\) is \((L, \alpha)\)-stable and \(\|\Phi - \Phi_t(\xi_{0,t})\| \leq \Delta\) a.s. for \(t \in T_{1:T}\).

(b) \(\{\{A(\xi_t)\}_{t \in T_{1:T}}, \{B(\xi_t))_{t \in T_{1:T}}\}\) is \((L, \alpha^{1/2})\)-stabilizable if \((A, B)\) is \((L, \alpha)\)-stabilizable, \(\|A - A(\xi_t)\| \leq \Delta/2\) and \(\|B - B(\xi_t)\| \leq \Delta/2L\) a.s. for \(t \in T_{1:T}\).

(c) \(\{\{A(\xi_t)\}_{t \in T_{1:T}}, \{C(\xi_t)\}_{t \in T_{0:T-1}}\}\) is \((L, \alpha^{1/2})\)-detectable if \((A, C)\) is \((L, \alpha)\)-detectable, \(\|A - A(\xi_t)\| \leq \Delta/2\) a.s. for \(t \in T_{1:T}\), and \(\|C - C(\xi_t)\| \leq \Delta/2L\) a.s. for \(t \in T_{0:T-1}\).

The proof is deferred to Appendix B.1. The sketch of the proof is as follows. To show Proposition 1(a), we observe that the stability margin \(1 - sr(\Phi)\) of the deterministic system is uniformly bounded below, where \(sr(\cdot)\) denotes the spectral radius. This fact implies that the system can endure a certain degree of deviation while remaining stable. We show that, for any possible sequence of realizations, if the deviation is sufficiently small, the product of the state transition mappings still enjoys exponential decay, which directly leads to stability. Proposition 1(b) follows from the fact that the deterministically stabilizing feedback allows for making the closed-loop system sufficiently close to a deterministically stable system. Proposition 1(c) can be proved in a similar manner.

We are now ready to state the second main assumption:

**Assumption 2.** There exist \(L \geq 1\), \(\alpha \in (0, 1)\), and \(\gamma \in (0, 1]\) such that
(a) \{A(\xi_t)\}_{t \in \mathcal{T}}, \{B(\xi_t)\}_{t \in \mathcal{T}}, \{Q(\xi_t)\}_{t \in \mathcal{T}}, \{R(\xi_t)\}_{t \in \mathcal{T}} are \text{L-bounded a.s.} \\
(b) \{Q(\xi_t)\}_{t \in \mathcal{T}} are \text{positive semi-definite a.s.}, and \{R(\xi_t)\}_{t \in \mathcal{T}} are \text{\gamma-positive definite a.s.} \\
(c) \{(A(\xi_t)\}_{t \in \mathcal{T}_0}, \{B(\xi_t)\}_{t \in \mathcal{T}_0}\} is (L, \alpha)-stabilizable. \\
(d) \{(A(\xi_t)\}_{t \in \mathcal{T}_0}, \{(Q(\xi_t)^{1/2})\}_{t \in \mathcal{T}_0}\} is (L, \alpha)-detectable.

Here, to simplify the notation, we use common constants for different matrices (e.g., \{A(\xi_t)\}_{t \in \mathcal{T}} and \{B(\xi_t)\}_{t \in \mathcal{T}} are \text{L-bounded a.s.}), rather than introducing constants for each bound (e.g., \{A(\xi_t)\}_{t \in \mathcal{T}} is \text{L_A-bounded a.s. and \{B(\xi_t)\}_{t \in \mathcal{T}} is \text{L_B-bounded a.s.}). In particular, we consistently use \text{L} for upper bounds, \text{\gamma} for strictly positive lower bounds, and \alpha for the upper bounds that are strictly less than 1. We also emphasize that the requirements of \text{L} \geq 1 and \gamma \in (0, 1] are only for simplifying the presentation. When we only have \text{L}, \gamma > 0, our results still hold by letting \text{L} \leftarrow \text{L} \lor 1 and \gamma \leftarrow \gamma \lor 1. We also note that, for deterministic problems, \text{Q} \succeq 0, \text{R} \succeq 0, (A, B) stabilizability, (A, Q^{1/2}) detectability are standard assumptions imposed in the control literature [1, 56]. Therefore, we do not impose extra assumptions on the system property for studying stochastic problems, but just generalize the standard assumptions from deterministic settings. Our results will be expressed in terms of the constants in Assumption 2, i.e., \text{L}, \alpha, \text{and \gamma}.

Remark 6. One might consider a set of assumptions weaker than the conditions outlined in Definition 2 and Assumption 2, such as stabilizability in expectation. However, as noted in other literature, stabilizability-like conditions must be imposed in a robust sense (cf. [43, Assumption 4]) to enable the analysis.

3.2. Perturbation Analysis We now perform a perturbation analysis for the SMPC policy. The following theorem establishes the existence and uniqueness of the solution of (4), and the perturbation bound of open-loop policy \{w_t^{(r,W)}(\cdot; \overline{\omega}-1)\}_{t \in \mathcal{T}_{t \lor W}} with respect to the perturbation in the additive uncertainty \{p(\xi_t)\}_{t \in \mathcal{T}}. Recall that \text{p(\xi)} := [q(\xi_t); r(\xi_t); d(\xi_t)], and \text{q(\xi_t)} and \text{r(\xi_t)} are the perturbation in the objective, whereas \text{d(\xi)} is the perturbation in the constraints.

Theorem 1 (Perturbation Bound (Open-Loop)). Under Assumptions 1 and 2 and given \overline{\omega}_{t-1} \in \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} and \overline{\xi}_0 \in \Xi_0, there exists a unique solution \{w_t^{(r,W)}(\cdot; \overline{\omega}_{t-1})\}_{t \in \mathcal{T}_{t \lor W}} of (4) for all \text{\tau \in \mathcal{T}} and \text{W} \geq 0. Furthermore, for all \text{t \in \mathcal{T}_{t \lor W}} and \overline{\xi}_{0,\tau} \in \Xi_{0,\tau}(\overline{\xi}_0), we have

\[
\mathbb{E}_\xi \left[ \left\| w_t^{(r,W)}(\xi_{0,\tau}; \overline{\omega}_{t-1}) \right\|^2 \left| \xi_{0,\tau} = \overline{\xi}_{0,\tau} \right. \right]^{1/2} \\
\leq c_1 \left( 2L \rho^{t-\tau} \left\| \overline{\omega}_{t-1} \right\| + \sum_{t' \in \mathcal{T}_{t \lor W}} \rho^{t-t'} \mathbb{E}_\xi \left[ \left\| p(\xi_{t'}) \right\|^2 \left| \xi_{0,\tau} = \overline{\xi}_{0,\tau} \right. \right] \right)^{1/2},
\]

where

\[
\rho := \left( \frac{L^2_H - \gamma^2_H}{L^2_H + \gamma^2_H} \right)^{1/2}, \quad c_1 := \frac{L_H}{\gamma_H}, \quad L_H := 2L + 1, \quad \gamma_F := \frac{(1 - \alpha)^2}{(1 + L)^2 L^2}, \quad \gamma_G := \frac{\gamma(1 - \alpha)^2}{2(1 + L)^2 L^4},
\]

\[
\gamma_H := \left( \frac{2}{\gamma_G} + \left( 1 + 4L_H \gamma_H + 4L^2_H \right) \frac{L_H(1 + \gamma L_H)}{\gamma_G} \right)^{-1}, \quad \mu := \frac{2L^2_H}{\gamma_H + \gamma_G + L_H}.
\]

The proof is deferred to Appendix B.2. The proof involves the reformulation of Problem (3) into a finite-dimensional multistage program. This formulation enables performing the perturbation analysis in a convenient linear system form. By applying the state-of-the-art perturbation bound on the graph-structured Karush–Kuhn–Tucker system [65] and establishing a connection between Assumption 2 and the uniform regularity conditions, we obtain the desired result.
Theorem 1 indicates that the perturbation in the far future stages \( p(\xi_{t'}) (\text{with } t' \gg \tau) \) has an exponentially vanishing effect on the current stage decision \( w^*_{i,W}(\xi_{0:0};\bar{\omega}_{t-1}) \), and conversely the perturbation in the current stage \( p(\xi_t) \) has an exponentially small effect on the later stage decisions \( w^*_{i,W}(\xi_{0:t};\bar{\omega}_{t-1}) (\text{with } t' \gg \tau) \). Since the current stage solution is the only actuated decision in SMPC, it makes intuitive sense that SMPC can achieve high performance without taking into account far-future time stages. This observation reveals the fact that the perturbation result will play a crucial role in establishing the near-optimality of SMPC performance.

We now observe that the optimal policy \( \{w^*_t(\cdot;\bar{\omega}_{t-1})\}_{t \in \mathcal{T}} \) is the same as the open-loop policy \( \{w^*_{0,0}(\cdot;\bar{\omega}_{-1})\}_{t \in \mathcal{T}} \), where the prediction window length is set to the full horizon length \( W = T \), and we obtain the following corollary.

**Corollary 1 (Perturbation Bound (Optimal)).** Under Assumptions 1 and 2 and given \( \bar{\omega}_{-1} \in \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \) and \( \bar{\xi}_0 \in \Xi_0 \), there exists a unique solution \( \{w^*_t(\cdot;\bar{\omega}_{-1})\}_{t \in \mathcal{T}} \) of (3), and the following holds for all \( t \in \mathcal{T} \):

\[
\left\{ \mathbb{E}_\xi \left[ \|w^*_t(\xi_{0:t};\bar{\omega}_{-1})\|^2 \right] \mid \xi_0 = \bar{\xi}_0 \right\}^{1/2} \leq c_1 \left( 2L\rho^t\|\bar{\omega}_{t-1}\| + \sum_{t' \in \mathcal{T}} \rho^{t-t'} \left\{ \mathbb{E}_\xi \left[ \|p(\xi_{t'})\|^2 \mid \xi_0 = \bar{\xi}_0 \right] \right\}^{1/2} \right),
\]

where \( \rho, c_1 \) are given by (7).

Corollary 1 establishes the EISSS of the optimal policy. In particular, if we define \( D = \max_{t \in \mathcal{T}} \{\mathbb{E}_\xi[\|p(\xi_t)\|^2 \mid \xi_0 = \bar{\xi}_0]\}^{1/2} \), then (8) leads to

\[
\left\{ \mathbb{E}_\xi \left[ \|w^*_t(\xi_{0:t};\bar{\omega}_{-1})\|^2 \mid \xi_0 = \bar{\xi}_0 \right] \right\}^{1/2} \leq c_1 \left( 2L\rho^t\|\bar{\omega}_{t-1}\| + \frac{2}{1-\rho}D \right), \quad \forall t \in \mathcal{T}. \quad \text{(EISS)}
\]

That is, \( w^*_t(\xi_{0:t};\bar{\omega}_{-1}) \) have uniformly bounded second moments if all uncertainties \( \{p(\xi_{t'})\}_{t' \in \mathcal{T}} \) have uniformly bounded second moments. Furthermore, the second moment of \( w^*_t(\xi_{0:t};\bar{\omega}_{-1}) \) forgets the effect of the initial condition exponentially fast. Input-to-state stability (ISS) is a general notion of stability for perturbed dynamical systems [56], and EISSS is a generalization of ISS for stochastic systems. Our notion of EISSS is close in spirit to robust asymptotic stability in expectation, defined in [43]. A key difference is that the EISSS condition guarantees exponential convergence, while the robust asymptotic stability in expectation discussed in [43] ensures only asymptotic convergence.

We should mention that, however, the result in Corollary 1 only guarantees stability in expectation. We do not have a guarantee that (8) holds for every scenario. Thus, a pathological scenario may exist in which the optimal solution is unbounded. While stability in expectation is standard in the literature [43, 29], a stronger version of stability (e.g., stable a.s. [55]) may be desired. We leave the investigation of this regard to future work.

Building on the perturbation analysis of the open-loop policy, in the next theorem we analyze the perturbation bound of the closed-loop policy defined by SMPC (4).

**Theorem 2 (Perturbation Bound (Closed-Loop)).** Under Assumptions 1 and 2, given \( \bar{\omega}_{-1} \in \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \), \( \bar{\xi}_0 \in \Xi_0 \), and \( W > \bar{W} \), the following holds for \( \{w^*_{i,W}(\cdot;\bar{\omega}_{-1})\}_{t \in \mathcal{T}} \) (defined in (5)) and for all \( t \in \mathcal{T} \):

\[
\left\{ \mathbb{E}_\xi \left[ \|w^*_{i,W}(\xi_{0:t};\bar{\omega}_{-1})\|^2 \mid \xi_0 = \bar{\xi}_0 \right] \right\}^{1/2} \leq c_2 \left( 2L\rho^{t/2}\|\bar{\omega}_{t-1}\| + \sum_{t' \in \mathcal{T}} \rho^{t-t'/2} \left\{ \mathbb{E}_\xi \left[ \|p(\xi_{t'})\|^2 \mid \xi_0 = \bar{\xi}_0 \right] \right\}^{1/2} \right),
\]

where \( \rho \) and \( c_1 \) are defined in (7) and

\[
\bar{W} := \log \left( \frac{(\alpha^{1/2} - \alpha)/4c_1^2L^2}{2\log \rho} \right), \quad c_2 := \frac{2c_1^2L}{\rho(1 - \rho^{3/2})}.
\]

(9)
The proof is deferred to Appendix B.3. The sketch of the proof is as follows. Using the open-loop perturbation result in Theorem 1, we show that the open-loop SMPC policy and the optimal policy become exponentially close as the horizon length $W$ increases. Thus, for $W$ large enough, one can show that the exponential decay in the perturbation bound holds for the closed-loop SMPC policy, but the decay rate slightly deteriorates $\rho \to \rho^{1/2}$. We note that the EISSE of SMPC can be obtained directly from Theorem 2. This result is important not only because it guarantees the EISSE of SMPC, but also because it serves as an important intermediate step for establishing the performance guarantee.

We mention that a similar property of SMPC closed-loop trajectory has been explored in recent MPC literature [44, 43]. Specifically, the bounds on the state trajectories, akin to those in Theorem 2, are presented and referred to as robust asymptotic stability in expectation. Rather than expressing the state trajectories as an exponential function of time, they are represented using $K$- and $KL$-functions, which are commonly employed in classical MPC literature.

### 3.3. Dynamic Regret Analysis

We now move on to the dynamic regret analysis. The next theorem establishes the near-optimal performance guarantee of SMPC by analyzing its dynamic regret.

**Theorem 3 (Dynamic Regret).** Under Assumptions 1 and 2, given $\bar{w}_{-1} \in \mathbb{R}^{n_x} \times \mathbb{R}^{n_u}, \bar{\xi}_0 \in \Xi_0$, and $W \geq \bar{W}$, the following holds:

$$J^{(W)}(\bar{\xi}_0; \bar{w}_{-1}) - J^*(\bar{\xi}_0; \bar{w}_{-1}) \leq [c_5 D^2 T + c_6 D \| \bar{w}_{-1} \| + c_7 \| \bar{w}_{-1} \|^2] \rho^W$$

where $J^*(\bar{\xi}_0; \bar{w}_{-1}), J^{(W)}(\bar{\xi}_0; \bar{w}_{-1}), (\rho, c_1), (\bar{W}, c_2)$ are defined in (3), (6), (7), (9), and

\[
\begin{align*}
    c_3 &:= 4c_2^2 L \left( \frac{2c_2 L}{1 - \rho^{1/2}} + \frac{1}{1 - \rho} \right), \\
    c_4 &:= 8c_2^2 c_2 L^3 \\
    c_5 &:= c_3 \left( \frac{2c_2 L}{1 - \rho^{1/2}} + c_3 L/2 + 1 \right) + \frac{2c_3^2 c_2 L^2}{1 - \rho^2} \left( -1 + 2c_3 L + \frac{4}{1 - \rho} + \frac{8c_2 L}{1 - \rho^{1/2}} \right) \\
    c_6 &:= \frac{1}{1 - \rho^{1/2}} \left( \frac{2c_2 c_4 L}{1 - \rho^{1/2}} + c_3 c_4 L + c_4 + 2c_2 c_3 L^2 \\
    &\quad + \frac{2c_2^2 L^2}{1 - \rho^2} \left( -c_4 + 2c_3 c_4 L + \frac{4c_4}{1 - \rho} + \frac{8c_2 c_4 L}{1 - \rho^{1/2}} + 2c_3 L(4c_2 L + c_4) \right) \right) \\
    c_7 &:= \frac{1}{1 - \rho} \left( c_4 (2c_2 L^2 + c_4 L/2) + \frac{4c_2^2 c_4 L^3 (4c_2 L + c_4)}{1 - \rho^2} \right) \\
    D &:= \max_{t \in \mathcal{T}} \left\{ \mathbb{E}_{\xi} \left[ \| p(\xi_t) \|^2 \mid \xi_0 = \bar{\xi}_0 \right] \right\}^{1/2}.
\end{align*}
\]

The proof is deferred to Appendix B.4. The sketch of the proof is as follows. We first analyze the stagewise regret. This quantity estimates how much performance compromise is made in each stage by implementing the SMPC policy instead of the optimal one. By the exponential decay result, we can show that the stagewise regret is $O(\rho^W)$, and this quantity does not grow in $t$ due to the stability result in Theorem 2. Then, by summing up the stagewise dynamic regret over the full horizon $\mathcal{T}$, we can obtain the result in Theorem 3.

This result matches the result for DMPC reported in [35, Theorem 4.2]. We note that in addition to dynamic regret, [35] analyzed the competitive ratio $J^{(W)}(\bar{\xi}_0; \bar{w}_{-1})/J^*(\bar{\xi}_0; \bar{w}_{-1})$, and showed that this ratio is $1 + O(\rho^W)$. Unfortunately, this type of analysis does not apply to our setting because the competitive ratio is not well defined for our setting; we allow the perturbation to enter not only as disturbances but also as cost vectors, which makes the optimal performance metric indefinite with respect to the perturbations.
Theorem 3 indicates that SMPC can achieve high performance with a moderate length of prediction horizon: it is sufficient for \( W \) to be \( O(\log(1/\epsilon)) \) to achieve \( O(\epsilon T) \) dynamic regret, \( J^{(W)}(\xi_0; \mathcal{W}_1) - J^*(\xi_0; \mathcal{W}_1) \), and \( O(\log(T)) \) to achieve \( O(1) \) dynamic regret. Thus, SMPC can achieve near-optimal performance without dealing with the full horizon. We note that the optimal performance index \( J^*(\xi_0; \mathcal{W}_1) \) often grows linearly with \( T \), because, as long as \( \mathbb{E}_{\xi}[\|p(\xi_t)\|^2] \neq 0 \) for \( t \in T \), this nonzero additive noise continually perturbs the system. In this sense, \( O(\epsilon T) \) dynamic regret is a reasonable performance guarantee.

Note that the regret becomes exactly zero when \( W \geq T \), but the bound in Theorem 3 does not account for this. Thus, the bound in Theorem 3 is particularly useful when \( W \) is smaller than \( T \), which is a natural setup of the MPC problem. Furthermore, as previously mentioned, Theorem 3 suggests that it is sufficient for \( W \) to be \( O(\log(1/\epsilon)) \) to achieve \( O(\epsilon T) \) dynamic regret. Consequently, the tightness of the bound in the large \( W \) regime is of less practical importance.

Theorem 3 also reveals the trade-off between the computational expense and the performance of the SMPC scheme. The dynamic regret of SMPC improves exponentially with \( W \), but the improved performance comes at the expense of more complex online computations. Thus, one needs to choose a \( W \) that appropriately balances the computational expense and the performance. Furthermore, we observe that \( \mathcal{W} \to \infty \) and \( \rho \to 1 \) as \( L \to \infty \), \( \alpha \to 1 \), or \( \gamma \to 0 \). Therefore, if Assumption 2 is close to being violated, a longer prediction horizon is necessary to make SMPC stabilizing and achieve near-optimal performance. Moreover, we note that the results in Theorems 1, 2, and 3 are independent of the number of supports of \( \xi \). This fact implies that in the case of sample average approximation, the constants \( c_1, \ldots, c_7 \), and \( \rho \) do not deteriorate as the number of samples increases.

4. Conclusions and Future Work Our dynamic regret analysis indicates that SMPC is nearly optimal as a decision policy for sequential decision-making under uncertainty. Our results suggest that the dynamic regret of SMPC decreases exponentially with the length of the prediction horizon. This, in turn, implies that SMPC can achieve near-optimal performance with a moderate prediction horizon. Thus, we conclude that SMPC is an effective strategy for addressing the intractability of stochastic control problems.

However, our results are limited in some aspects, and important open questions remain:

- For problems with a large number of scenarios, the current multistage formulation may not adequately reduce the computational complexity. Robust horizon approximation is one of the widely used methods for reducing the complexity [37], wherein the extensive scenario tree is considered only up to a point called the robust horizon, and the tree is sparsified afterward. Accordingly, the problem size grows much more slowly. In the future, we propose to investigate the performance of SMPC with robust-horizon approximation.
- The current approach can only deal with stochastic control problems with finite horizons. However, depending on the application, the performance and stability of SMPC over an infinite horizon might be of interest. In the future, we propose to study the average performance of the SMPC scheme in an appropriate infinite-horizon control setting.
- Our dynamic regret analysis assumes that the exact distribution of uncertainties is known in advance. Distributional robustness concerning stability properties has been established in recent work [45]. Analyzing dynamic regret under inexact knowledge of the distribution presents an intriguing avenue for future research.

Appendix A: Perturbation Analysis of Extensive Problem In this section, we derive a finite-dimensional equivalent of (3), which we call an extensive problem, and analyze the perturbation bound of that problem. In particular, we formulate (3) as a multistage stochastic program based on an extensive scenario tree. Then, we apply the perturbation analysis result for graph-structured optimization problems to obtain its perturbation bound.
**Notation** A scenario tree $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ is a finite, rooted, connected acyclic graph (a typical structure is depicted in Figure 3). For each node, the neighbor on the path toward the root is called the parent node, and the rest of the neighbors are called children nodes. The nodes without children are called leaves. A scenario tree is called stage-$T$ scenario tree if its leaves have a uniform distance $T$ from the root. We say $j$ is a descendant of $i$ if it is either a child of $i$ or (recursively) a descendant of any of the children of $i$. We say $i$ is an ancestor of $j$ if $j$ is a descendant of $i$. Every node is both an ancestor and a descendant of itself. For $i \in \mathcal{V}$, we denote its parent by $a(i)$, the set of children by $c(i)$, and $c^t(i) := c \circ \cdots \circ c(i)$ (repeated $t$ times). We let $\mathcal{V}_t$ be the set of nodes at stage $t$, and let $\mathcal{V}_{t,\tau} := \bigcup_{i \in \mathcal{V}_t} \mathcal{V}_i$. Further, we let $\mathcal{V}_{t,k}$ and $\mathcal{V}_{t,v}$ be the subsets of $\mathcal{V}_t$ and $\mathcal{V}_{t,\tau}$ whose elements are descendants of $k$. We also denote by $t(j)$ the stage of $j \in \mathcal{V}$ (the distance from the root node).

Consider $\{i_1 := i, \ldots, i_n := j\} \subseteq \mathcal{V}$ such that $i_{t-1} = a(i_t)$ for $t = 2, \ldots, n$; we denote such a sequence by $i \rightarrow j$ and denote $\{i_2, \ldots, i_n\}$ by $i \rightarrow j$. For $\{v_i\}_{i \in \mathcal{V}}$, we let $v_{i \rightarrow j} := [v_i; v_{i_2}; \cdots; v_{i_n}]$. Moreover, $\prod \Phi_{i \rightarrow j} := \Phi_{i_{n-1}} \cdots \Phi_{i_1}$, and $\prod \Phi_{j \rightarrow i} := \Phi_{i_{n-1}} \cdots \Phi_{i_1}$. For $\{v_i\}_{i \in \mathcal{V}}$ and $\{M_{i,j}\}_{i,j \in \mathcal{V}}$, we let $v_{\tau} := \{v_i\}_{i \in \mathcal{V}}$ and $M_{\tau,\tau'} := \{M_{i,j}\}_{i \in \mathcal{V}, \mathcal{V}'}$, where $\mathcal{V}', \mathcal{V}'' \subseteq \mathcal{V}$.

### A.1. Scenario Tree

We now discuss the construction of a scenario tree from a known distribution of uncertainty $\xi$. The following lemma proves the existence of the scenario tree that completely describes the distribution of $\xi$.

**Proposition 2.** Under Assumption 1 and given $\xi_0$, there exist stage-$T$ scenario tree $\mathcal{G} := (\mathcal{V}, \mathcal{E})$ whose root is $0 \in \mathcal{V}$, nodal realizations $\xi := \{\xi_i \in \Xi_{i \in \mathcal{V}}\}$, and nodal probabilities $\pi := \{\pi_i \in \mathcal{V}\}$ such that

(a) $\xi_{0,t} \in \Xi_{0,t}(\xi_{0,\tau}) \iff \exists k \in \mathcal{V}_t$ and its descendant $j \in \mathcal{V}_{t,k}$ such that $\xi_{0,t} = \xi_{0,k}$ and $\xi_{0,t} = \xi_{0,j}$.

(b) $\pi_0 = 1$, $\pi > 0$, and $\sum_{j \in \mathcal{V}} \pi_j = \pi_i$ for all $i \in \mathcal{V}_{0,0, \cdots, 0\tau}$.

(c) $\mathbb{P}[\xi_{0,t} = \xi_{0,j}] = \mathbb{P}[\xi_{0,t} = \xi_{0,k}] = \pi_j = \pi_k$ for $j \in \mathcal{V}$ and its ancestor $k \in \mathcal{V}$.

**Proof.** We prove by the claim by direct construction. Let

\[
\mathcal{G} := (\mathcal{V}, \mathcal{E}),
\]

\[
\mathcal{V} := \bigcup_{t \in T} \Xi_{0,t}(\xi_{0,\tau}),
\]

\[
\mathcal{E} := \bigcup_{t \in T, j} \{\xi_{0,t-1} \circ \xi_{0,t} : \xi_{0,t} \in \Xi_{0,t}(\xi_{0,\tau})\},
\]

\[
\forall j \in \{\xi_{0,t} : t \in T\} \in \mathcal{V}: \quad \xi_j := \xi_{0,t}, \quad \pi_j := \mathbb{P}[\xi_{0,t} = \xi_{0,\tau} | \xi_0 = \xi_0].
\]

We first show that $\mathcal{G}$ is a stage-$T$ scenario tree. We let $\xi_0$ be the root (note that one can later relabel this as 0). In fact, for any $\xi_{0,t} \in \mathcal{V}_0$, one can see that there exists a unique path $\{\xi_{0,t}, \xi_{0,t-1}, \cdots, \xi_{0,\tau}\}$ from the root. Thus, $\mathcal{G}$ is acyclic and connected. Furthermore, each leaf $\xi_{0,\tau} \in \mathcal{V}$ has a uniform distance $T$ to the root. Moreover, $\mathcal{V}$ is finite since $\Xi_{0,t}(\xi_{0,\tau})$ for $t \in T$ are finite (cf. Assumption 1). Thus, $\mathcal{G}$ is a stage-$T$ scenario tree.

We now prove Proposition 2(a). If $\xi_{0,t} \in \Xi_{0,t}(\xi_{0,\tau})$, there exist $k := \xi_{0,t} \in \mathcal{V}_t$ and $j := \xi_{0,t} \in \mathcal{V}$ by (11b). From (11c), we can observe that $j$ and $k$ are $t$ and $\tau$ hops apart from the root node, and one can see that $j$ is a descendant of $k$. This implies that $j \in \mathcal{V}_{t,k}$ and $k \in \mathcal{V}_t$. Further, from (11c)-(11d), one can see that $\xi_{0,t} = \xi_{0,\tau}$. Conversely, if $\exists k \in \mathcal{V}_t$ and $j \in \mathcal{V}_{t,k}$ such that $\xi_{0,t} = \xi_{0,j}$, we have from (11c) that $j = \xi_{0,t}$ and $\xi_{0,t} = \xi_{0,\tau}$. By (11b), $\xi_{0,\tau} \in \Xi_{0,\tau}(\xi_{0,\tau})$ and $\xi_{0,t} \in \Xi_{0,t}(\xi_{0,\tau})$, and therefore, we have $\xi_{0,t} \in \Xi_{0,t}(\xi_{0,\tau})$.

Next, we prove Proposition 2(b). One can see that $\pi_0 = 1$ from (11d). Since the support of $\xi$ is finite (cf. Assumption 1), we have $\pi_j > 0$ for all $j \in \mathcal{V}$. By (11b), we have that $\xi_{0,t} = \xi_{0,t}$ for all $\xi_{0,t} \in \mathcal{V}_t$ are disjoint nonempty events, and $\xi_{0,t} = \xi_{0,t}$ for all $\xi_{0,t} \in \mathcal{V}_t$ are empty events. Accordingly,

\[
\mathbb{P}[\xi_{0,t} = i | \xi_0 = \xi_0] = \sum_{j \in \mathcal{V}_t} \mathbb{P}[\xi_{0,t+1} = j | \xi_0 = \xi_0], \forall i \in \mathcal{V}_{0, \tau - 1}.
\]
From this and the definition of \( \{ \pi_j \}_{j \in V} \) in (11d), we obtain \( \sum_{j \in e(i)} \pi_j = \pi_i \).

Finally, we prove Proposition 2(c). Since the event \( \xi_{0:t(j)} = \xi_{0:t(k)} \) is a subset of the event \( \xi_{0:t(k)} = \xi_{0:k} \) when \( j \) is a descendant of \( k \), and since both events are a subset of the event \( \xi_0 = \xi_0 \), we have

\[
\Pr[\xi_{0:t(j)} = \xi_{0:t(k)} | \xi_{0:t(k)} = \xi_{0:k}] = \frac{\Pr[\xi_{0:t(j)} = \xi_{0:t(k)} | \xi_0 = \xi_0]}{\Pr[\xi_{0:t(k)} = \xi_{0:k} | \xi_0 = \xi_0]} = \frac{\pi_j}{\pi_k}.
\]

This completes the proof. \( \blacksquare \)

Proposition 2(a) suggests that the scenario tree fully captures the support of \( \xi \), and Proposition 2(c) suggests that the conditional distribution of \( \xi \) can be completely characterized by the scenario tree. In the following, we will assume that the scenario tree \( \mathcal{G} = (V, E) \), nodal realizations \( \xi \), and nodal probabilities \( \pi \) are automatically given whenever Assumption 1 is invoked and \( \xi_0 \in \Xi_0 \) is given.

A.2. Extensive Problem Formulation

In this section, we derive the extensive problem formulations for (3) and (4), under Assumption 1, given \( \xi_0 = \xi_0 \in \Xi_0 \) and the scenario tree \( \mathcal{G} = (V, E) \) with nodal realizations \( \xi \), and nodal probabilities \( \pi \). We define

\[
f_i(\underline{w}_{a(i)}) := A_i \underline{\xi}_{a(i)} + B_i \underline{w}_{a(i)} + \underline{d}_i, \quad \forall i \in V \tag{12a}
\]

\[
f_i(\underline{u}) := \left[ \underline{x}_i \right]^\top \begin{bmatrix} \underline{Q} & \underline{R} \\ \underline{R} & \underline{d}_i \end{bmatrix} \begin{bmatrix} \underline{x}_i \\ \underline{u} \end{bmatrix} - \left[ \begin{bmatrix} \underline{q} \\ \underline{r} \end{bmatrix} \right]^\top \begin{bmatrix} \underline{x}_i \\ \underline{u} \end{bmatrix}, \quad \forall i \in V, \tag{12b}
\]

where \( \underline{x}_i := [\underline{x}_i; \underline{u}_i] \) are the state and control variables at node \( i \); \( A_i := A(\underline{\xi}_i), B_i := B(\underline{\xi}_i), Q_i := Q(\underline{\xi}_i), R_i := R(\underline{\xi}_i), d_i := d(\underline{\xi}_i), q := q(\underline{\xi}_i), r := r(\underline{\xi}_i) \), for all \( i \in V \). We recall the definitions of \( A(\cdot), B(\cdot), Q(\cdot), R(\cdot) \), etc. from Section 2.1. Here, we use the underline notation \( \underline{\cdot} \) to denote the variables associated with the scenario tree.

We now consider an extensive form multistage stochastic program that corresponds to (3):

\[
\underline{F}^* (\underline{w}_{-1}) := \min_{(\underline{w}_i)_{i \in V}} \sum_{i \in V} \pi_i \cdot f_i(\underline{w}_i) \tag{13a}
\]

s.t. \( \underline{x}_0 = f_0(\underline{w}_{-1}) | \underline{y}_0, \quad \pi_i \cdot \underline{x}_i = \pi_i \cdot f_i(\underline{w}_{a(i)}) | \underline{y}_i, \quad i \in V_1:T, \tag{13b}\]

\[
\underline{w}_{-1} \in \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \text{ is given and } \underline{y}_i \text{ is the Lagrange multiplier. Problem (13) explicitly considers every possible realization sequence of the uncertainty in a single optimization problem. Thus, solving (13) yields a tree of decisions } \{ \underline{w}_i^* \}_{i \in V}. \text{ We note that the scaling factor } \pi_i \text{ is introduced in constraint (13c), but this scaling does not change the solution in the primal space. We introduce the following short-hand notation: } \underline{\xi}_i := [\underline{w}_i; \underline{u}_i] \text{ and } \underline{p}_i := [\underline{q}_i; \underline{r}_i; \underline{d}_i].
\]
We now consider the extensive formulation that corresponds to the problem in (4):

\[
J^{(k,W)}(\overline{w}_{t-1}) := \min_{\{\xi_i\}_{i \in V_{t-1}^{(k)}}} \sum_{i \in V_{t-1}^{(k)}} \pi_{i,k} \cdot \xi_i(\overline{w}_i)
\]

s.t. \( x_k = \sum_{i \in V_{t-1}^{(k)}} \pi_{i,k} \cdot \xi_i(\overline{w}_i) \mid y_k \)

\( \pi_{i,k} \cdot x_i = \pi_{i,k} \cdot \xi_i(\overline{w}_i) \mid y_i \), \( i \in V_{t-1}^{(k)} \),

where \( \overline{w}_{t-1} \in \mathbb{R}^{n_x \times n_w} \) and \( \overline{\xi}_{0:t} \in \mathbb{R}^{n_x \times |\mathcal{I}|} \) are given, and \( k \in V \) satisfies \( \xi_{i-k} = \overline{\xi}_{0:t} \) (accordingly, \( \tau = t(k) \); such \( k \) exists due to Proposition 2(a)). The solution of (14) is denoted by \( \overline{w}^{(k,W)}(\overline{w}_{t-1}) = \{ \overline{w}_i^{(k,W)}(\overline{w}_{t-1}) \}_{i \in V_{t-1}^{(k)}} \) (the existence and uniqueness of the solution will be discussed in Section A.4). The problem is formulated over a subtree that roots from \( k \) and spans the subsequent \( W \) layers of the descendant. In Lemma 5 we will establish the equivalence between (4) and (14).

The SMPC policy in (5) can be recursively expressed by:

\[
\overline{w}_k^{(cl,W)}(\overline{w}_{t-1}) := \overline{w}_k^{(k,W)}(\overline{w}_k^{(cl,W)}(\overline{w}_{t-1})), \quad k \in V,
\]

where \( \overline{w}_k(0) = \overline{w}_{t-1} \) and \( \overline{w}_{t-1} \in \mathbb{R}^{n_x \times n_w} \) is given. Here, note that the dependence on the past uncertainty is implicitly expressed by the node index \( k \) (the decision is dependent on \( \xi_{j-k} \)). Similarly to (4), the policy is dependent on the full history of past uncertainties, since it is used to define the conditional distribution of the future uncertainties over the prediction window.

### A.3. Probability-Scaled Norms

As the probability of the realization of each node decays exponentially as it moves toward leaves, the problem in (13) is inherently ill-conditioned, and this poses a challenge in the analysis of perturbation bound. We introduce a custom norm for scenario-tree-indexed vectors and matrices to overcome this challenge. In particular, we scale the nodal quantities by the probability of the associated node being realized. The probability-scaled norm (more precisely, probability-weighted inner product space) was first introduced for the analysis of multistage stochastic programs in [57]. The definition of the probability-scaled norm is as follows.

**Definition 3.** Given a stage-\( T \) scenario tree \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) with nodal realizations \( \xi \) and nodal probabilities \( \pi \), and given the vectors \( v \in \mathcal{V} \), \( u \in \mathcal{V} \), and the matrix \( M := \{ M_{ij} \}_{i,j \in \mathcal{V}} \), where \( \mathcal{V}', \mathcal{V}'' \subseteq \mathcal{V} \), we define the probability-scaled norms as

(a) \( \| v \|_{\pi} := \left\| \left\{ \pi_i^{1/2} v_i \right\} \in \mathcal{V}' \right\| ; \)
(b) \( \| M_{\mathcal{V}', \mathcal{V}''} \|_{\pi} := \max \left\{ \| M_{\mathcal{V}', \mathcal{V}''} v \|_{\pi} : \| v \|_{\pi} \leq 1 \right\} ; \)
(c) \( \| \pi M_{\mathcal{V}', \mathcal{V}''} \|_{\pi} := \max \left\{ u^\top M_{\mathcal{V}', \mathcal{V}''} v : \| u \|_{\pi} \leq 1, \| v \|_{\pi} \leq 1 \right\} ; \)

Note that \( \| \cdot \|_{\pi} \) with vector arguments is a vector norm, and \( \| \cdot \|_{\pi} \) and \( \overline{\pi}(-) \) with matrix arguments are matrix norms (satisfying subadditivity, absolute homogeneity, and positive definiteness). Also, note that the matrix norm \( \| \pi \|_{\tau} \) is an operator norm induced by the vector norm \( \| \cdot \|_{\pi} \).

In the next proposition, we establish the basic properties of the probability-scaled matrix norms.

**Proposition 3.** The following holds for \( M := \{ M_{ij} \}_{i,j \in \mathcal{V}} \), \( M' := \{ M'_{ij} \}_{i,j \in \mathcal{V}} \), \( \widetilde{M} := \{ (\pi_{ij})^{1/2} M_{ij} \}_{i,j \in \mathcal{V}} \), and \( \mathcal{V}', \mathcal{V}'', \mathcal{V}'' \subseteq \mathcal{V} \).

(a) \( \| M_{\mathcal{V}', \mathcal{V}''} \|_{\pi} = \| \widetilde{M}_{\mathcal{V}', \mathcal{V}''} \|_{\pi} \).
(b) \( \| \pi M_{\mathcal{V}', \mathcal{V}''} \|_{\pi} = \| \widetilde{M}_{\mathcal{V}', \mathcal{V}''} \|_{\pi} \).
(c) \( \| M_{\mathcal{V}', \mathcal{V}''} M'_{\mathcal{V}', \mathcal{V}''} \|_{\pi} \leq \pi_{\mathcal{V}', \mathcal{V}''} \| M_{\mathcal{V}', \mathcal{V}''} \|_{\pi} \| M'_{\mathcal{V}', \mathcal{V}''} \|_{\pi} \).
(d) \( \sigma_{\pi}(M_{\mathcal{V}', \mathcal{V}''} M'_{\mathcal{V}', \mathcal{V}''}) \leq \pi_{\mathcal{V}', \mathcal{V}''} \| M_{\mathcal{V}', \mathcal{V}''} \|_{\pi} \| M'_{\mathcal{V}', \mathcal{V}''} \|_{\pi} \).

**Proof.** To prove Proposition 3(a), we note that

\[
\max_{\| v \|_{\pi} \leq 1} \| M_{\mathcal{V}', \mathcal{V}''} v \|_{\pi} = \max_{\| \pi_{1/2} v_i \| \leq 1} \left\| \sum_{j \in \mathcal{V}''} (\pi_{ij})^{1/2} M_{ij} \left( \pi_{ij}^{1/2} v_j \right) \right\|_{\pi} = \| \widetilde{M}_{\mathcal{V}', \mathcal{V}''} \|_{\pi}.
\]
To prove Proposition 3(b), we note that
\[
\max_{\|\mathbf{u},\mathbf{v}\|_2 \leq 1} \mathbf{u}^T \mathbf{M}_{\mathbf{v}',\mathbf{v}''} \mathbf{v}'' = \max_{\|\pi_1^{1/2} u_i\|_2 \leq 1, \|\pi_2^{1/2} v_j\|_2 \leq 1} \sum_{i \in \mathbf{v}', j \in \mathbf{v}''} \left( \pi_i^{1/2} \right) \left( \pi_j^{1/2} \right) M_{ij} \pi_i^{1/2} v_j = \|\tilde{\mathbf{M}}_{\mathbf{v}',\mathbf{v}''}\|.
\]

To prove Proposition 3(c), we note that
\[
\|\mathbf{M}_{\mathbf{v}',\mathbf{v}''} \mathbf{M}'_{\mathbf{v}',\mathbf{v}'''}\|_\pi = \left\| \left\{ \left( \pi_i, \pi_j \right) \right\}_{i \in \mathbf{v}'}, j \in \mathbf{v}''} \left\{ \pi_j^{1/2} M'_{jk} \right\}_{j \in \mathbf{v}'''}, k \in \mathbf{v}'''\right\| = \|\tilde{\mathbf{M}}_{\mathbf{v}',\mathbf{v}''} \tilde{\mathbf{M}}_{\mathbf{v}',\mathbf{v}'''}\| \leq \|\tilde{\mathbf{M}}_{\mathbf{v}',\mathbf{v}''}\|\|\tilde{\mathbf{M}}_{\mathbf{v}',\mathbf{v}'''}\| = \sigma_\pi(\mathbf{M}_{\mathbf{v}',\mathbf{v}'})\|\mathbf{M}'_{\mathbf{v}',\mathbf{v}''}\|_\pi,
\]
where \(\tilde{\mathbf{M}} := \left\{ \left( \pi_i, \pi_j \right) \right\}_{i, j \in \mathbf{v}}\) and the first and the last equalities follow from Proposition 3(a). Finally, to prove Proposition 3(d), we note that
\[
\sigma_\pi(\mathbf{M}_{\mathbf{v}',\mathbf{v}''} \mathbf{M}'_{\mathbf{v}',\mathbf{v}'''}\mathbf{M}''_{\mathbf{v}',\mathbf{v}''''}) = \left\| \left\{ \left( \pi_i, \pi_j \right) \right\}_{i \in \mathbf{v}'}, j \in \mathbf{v}''} \left\{ \pi_j^{1/2} M'_{jk} \right\}_{j \in \mathbf{v}'''}, k \in \mathbf{v}'''\right\| = \sigma_\pi(\mathbf{M}_{\mathbf{v}',\mathbf{v}'})\|\mathbf{M}'_{\mathbf{v}',\mathbf{v}''}\|_\pi, \|\mathbf{M}''_{\mathbf{v}',\mathbf{v}''''}\|,\]
where the first equality follows from Proposition 3(b). We note that the second part of the result can be obtained by using the transpose-invariant property of \(\sigma_\pi(\cdot)\). This completes the proof. ■

The basic statistical property of the probability-scaled norm is established in the following proposition.

**Proposition 4.** Under Assumption 1 and given \(\hat{\xi}_0 \in \Xi_0\), \(k \in \mathbf{v}, t_1, t_2 \in T\) with \(t(k) \leq t_1 \leq t_2\), \(\{v_t(\xi_{0:t})\}_{t \in T_{1:t_2}},\) and \(\{v_j\}_{j \in V_{1:t_2}}\), we suppose \(v_t(\xi_{0:t}) = v_j\) for all \(j \in V_{1:t_2}\). Then, we have
\[
\|v_{t(j)}\|_\pi = \pi_k^{1/2} \left\{ \mathbb{E}_\xi \left[ \|v_t(\xi_{0:t})\|^2 \right] \left| \xi_{0:t(k)} = \xi_{0:t(k)}^{j} \right\} \right\}^{1/2}, \quad \forall t \in T_{1:t_2}.
\]

**Proof.** The result can be obtained from
\[
\|v_{t(j)}\|_\pi = \pi_k^{1/2} \left\{ \sum_{j \in V_{1:t_2}} \pi_j M_{ij} \|v_j\|^2 \right\}^{1/2} = \pi_k^{1/2} \left\{ \sum_{j \in V_{1:t_2}} \mathbb{P}[\xi_{0:t} = \xi_{0:t}^{j} | \xi_{0:t(k)} = \xi_{0:t(k)}^{j}] \|v_t(\xi_{0:t})\|^2 \right\}^{1/2}
\]
where the first equality follows from Definition 3; the second equality follows from \(v_t(\xi_{0:t}) = v_j\) a.s. given \(\xi_{0:t} = \xi_{0:t}^{j}\) (from the assumption in Proposition 4), and \(\mathbb{P}[\xi_{0:t} = \xi_{0:t}^{j} | \xi_{0:t(k)} = \xi_{0:t(k)}^{j}] = \pi_j/k\) (by Proposition 2(c)); and the last equality follows from the fact that the event \(\xi_{0:t(k)} = \xi_{0:t(k)}^{j}\) is a disjoint union of the events \(\xi_{0:t} = \xi_{0:t}^{j}\) for \(j \in V_{1:t_2}\) (by Proposition 2(a)). ■

Proposition 4 says that the probability-scaled vector norm is fundamentally related to the expected value of the squared norm of the associated random variable. This relationship allows for imposing statistical meaning to the perturbation bound for the extensive problems.

**A.4. Perturbation Analysis of Extensive Problem** In this section, we study the sensitivity of the primal-dual solution \(\bar{z}_{(k,W)}(\mathbf{w}_{-1}) := \left\{ \bar{z}_{i}(k,W) \right\}_{i \in V_{1:t(k)}}\) of (14) against the perturbation in \(p := \{p_j\}_{j \in V}\) under Assumptions 1 and 2. Due to the notational complexity of (14), we simplify the presentation by establishing the perturbation bound for (13) instead. Since (13) and (14) have the same problem structure ((14) corresponds to a subtree of (13)), the perturbation results for (13) (Theorem 4) can be directly extended to the results for (14) (Theorem 6).

We first discuss the extensive counterpart of Definition 2.
DEFINITION 4. Given a stage-$T$ scenario tree $G = (\mathcal{V}, \mathcal{E})$ with nodal probabilities $\pi$ and nodal probabilities $\xi$ and nodal probabilities $\gamma$, we define the following for $L > 0$ and $\alpha \in (0, 1)$.

(a) (Stability) $\{ A_i \}_{i \in V_{1,T}}$ is $(L, \alpha)$-stable if $\| \prod_{i \in V_{1,T}} A_i \| \leq L \alpha^{t+1}$ for all $l \in V$ and its descendant $j \in V$.

(b) (Stabilizability) $\{ A_i \}_{i \in V_{1,T}}, \{ B_i \}_{i \in V_{1,T}}$ is $(L, \alpha)$-stabilizable if $\exists L$-bounded $\{ K_i \}_{i \in V_{0,T-1}}$ such that $\{ A_i - B_i K_i \}_{i \in V_{1,T}}$ is $(L, \alpha)$-stable.

(c) (Detectability) $\{ A_i \}_{i \in V_{1,T}}, \{ C_i \}_{i \in V_{0,T-1}}$ is $(L, \alpha)$-detectable if $\exists L$-bounded $\{ K_i \}_{i \in V_{1,T}}$ such that $\{ A_i - K_i C_i \}_{i \in V_{1,T}}$ is $(L, \alpha)$-stable.

Definition 4 allows for interpreting Assumption 2 in the context of the extensive formulation.

LEMMA 1. Under Assumption 1 and given $\xi_0 \in \Xi$, the following holds.

(a) If $\{ \Phi_i(\xi_{0,t}) \}_{t \in \mathcal{T}_T}$ is $(L, \alpha)$-stable, then $\{ \Phi_i(\xi_{0,t+1}) \}_{t \in \mathcal{T}_T}$ is $(L, \alpha)$-stable.

(b) If $\{ A_i(\xi_t) \} \in \mathcal{T}_T, \{ B_i(\xi_t) \} \in \mathcal{T}_T$ is $(L, \alpha)$-stabilizable, then $\{ A_i := A(\xi_t) \}_{t \in \mathcal{T}_T}, \{ B_i := B(\xi_t) \}_{t \in \mathcal{T}_T}$ is $(L, \alpha)$-stabilizable.

(c) If $\{ A_i(\xi_t) \} \in \mathcal{T}_T, \{ C_i(\xi_t) \} \in \mathcal{T}_T$ is $(L, \alpha)$-detectable, then $\{ A_i := A(\xi_t) \}_{t \in \mathcal{T}_T}, \{ C_i := C(\xi_t) \}_{t \in \mathcal{T}_T}$ is $(L, \alpha)$-detectable.

Proof. For Lemma 1(a), if $\{ \Phi_i(\xi_{0,t}) \}_{t \in \mathcal{T}_T}$ is $(L, \alpha)$-stable, we have $\| \prod_{t'=t+1}^{t''} \Phi_i(\xi_{0,t}) \| \leq L \alpha^{t''-t'}$ for any $\xi_{0,T} \in \Xi_{0,T}(\xi_0)$ (cf. Definition 2(a)). This implies that for any $i \in V_t$ and its descendant $j \in V_{t+1}$, we have $\| \prod_{t+1}^{t''} \Phi_i(\xi_{0,t}) \| \leq L \alpha^{t''-t'}$ (cf. Proposition 2(a)). Thus, $\{ \Phi_i \}_{i \in V_{1,T}}$ is $(L, \alpha)$-stable.

For Lemma 1(b), if $\{ A_i(\xi_t) \} \in \mathcal{T}_T, \{ B_i(\xi_t) \} \in \mathcal{T}_T$ is $(L, \alpha)$-stabilizable, there exists $\{ K_i(\xi_{0,t}) \}_{t \in \mathcal{T}_T}$ such that $\{ A_i(\xi_t) - B_i(\xi_t) K_i(\xi_{0,t}) \}_{t \in \mathcal{T}_T}$ is $(L, \alpha)$-stable (cf. Definition 2(b)). Letting $\{ K_i := K_i(\xi_{0,t}) \}_{t \in \mathcal{T}_T}$, we have immediately that $\{ A_i - B_i K_i \}_{i \in V_{1,T}}$ is $(L, \alpha)$-stable. Thus, $\{ A_i \}_{i \in V_{1,T}}, \{ B_i \}_{i \in V_{1,T}}$ is $(L, \alpha)$-stabilizable.

For Lemma 1(c), we can prove it in the same way as Lemma 1(b); thus, we omit the proof. $\blacksquare$

We are now ready to establish the main perturbation result for (13). Here, we assume $\overline{\omega}_1 = 0$, since the effect of $\overline{\omega}_1$ can be cast as the perturbation on the initial stage data $d_0 = d_0, d_0, \overline{\omega}_1 + B_0, \overline{\omega}_1$.

THEOREM 4. Under Assumptions 1 and 2 and given $\xi_0 \in \Xi_0$ and $\overline{\omega}_1 = 0$, there exists a unique primal-dual solution $\xi^* := \{ \xi^* \}_{i \in V}$ of Problem (13). Further, there exist $\Omega^* := \{ \Omega^*_i \}_{i \in V}$ and $\Psi^* := \{ \Psi^*_i \}_{i \in V}$ such that $\xi^* = \Omega^* p, \omega^* = \Psi^* p$. Moreover,

$$\| \Omega^* \|_{V_{1,T}} \| p \| \| \Omega^* \|_{V_{1,T}} \| p \| \leq c_1 \rho^{t' - t'}, \quad \forall t, t' \in T,$$

where $c_1$ and $\rho$ are defined in (7).

The proof is given later in this section. The sketch of the proof is as follows. We start from the observation that Problem (13) is a graph-structured optimization problem whose structure is given by the scenario tree. We aim to apply the exponential decay of the perturbation bound established in [65], but Problem (13) does not satisfy the uniform regularity conditions that are required by [65] (cf. Theorem 5). To address this issue, we consider an equivalent scaled version of Problem (13), where the scaling factor is given by the probability. We show that the scaled problem satisfies the uniform regularity, from which the exponential decay is obtained for the scaled solutions. By undoing the scaling, we effectively replace the standard 2-norms with the probability-scaled norms, and the exponential decay in Theorem 4 is finally obtained.

Let us first state the exponential decay result for graph-structured optimization problems established in [65]. For our problem, the graph structure is a line, induced by the time horizon. Thus, we state a special case of the original theorem by assuming that the graph is a line.

THEOREM 5. Given a matrix $\overline{H} = \begin{bmatrix} G & F \end{bmatrix}$ $\in \mathbb{S}_n$, we suppose the following holds for some constants $L_H, \gamma_G, \gamma_F > 0$:
(a) $\|\tilde{H}\| \leq L_{\tilde{H}}$.
(b) $\tilde{F}\tilde{F}^\top \succeq \gamma_{\tilde{F}} I$.
(c) $\text{Re}(\tilde{G}, \tilde{F}) \geq \gamma_{\tilde{G}} I$.

where $\text{Re}(\tilde{G}, \tilde{F}) := Z^\top \tilde{G} Z$ with $Z$ being the null-space matrix of $\tilde{F}$, i.e., $Z$ has orthonormal columns and satisfies $\tilde{F} Z = 0$. We consider a partition $\{I_i\}_{i=0}^T$ of $\mathbb{I}_{1,n_H}$. If $\tilde{H}[I_i, I_j] = 0$ for any $|i - j| > 1$, then
\[
\left\| (\tilde{H}^{-1})[I_i, I_j] \right\| \leq c_1 \rho^{|i-j|}, \quad \forall i, j \in [0,T],
\]

where $c_1$ and $\rho$ are defined in (7).

Proof. See [65, Theorem 3.6] and [66, Theorem A.3].

The three conditions in Theorem 5 are called the uniform regularity conditions. Theorem 5 says that the uniform regularity conditions are sufficient conditions for exponential decay of the inverse of a graph-induced sparse matrix. Furthermore, the decay bounds are expressed in terms of $L_{\tilde{H}}, \gamma_{\tilde{G}}, \gamma_{\tilde{F}}$. Thus, in order to establish the exponential decay from Assumption 2, it suffices to validate the uniform regularity conditions from Assumption 2. However, the original problem in (13) does not satisfy the uniform regularity conditions, since the probability of each scenario vanishes to zero as $T$ increases; one can easily see that $\text{Re}(\tilde{G}, \tilde{F}) \succeq \gamma_{\tilde{G}} I$ condition is violated. We address this issue by considering a scaled version of (13), which will be proven to be uniformly regular. The scaled problem is formulated as follows:

\[
\begin{align}
\min_{\tilde{x}, \tilde{u}} & \quad \frac{1}{2} \left[ \begin{array}{c} \tilde{x} \\ \tilde{u} \end{array} \right]^\top \left[ \begin{array}{cc} \tilde{Q} & \tilde{R} \\ \tilde{R}^\top & \tilde{R} \end{array} \right] \left[ \begin{array}{c} \tilde{x} \\ \tilde{u} \end{array} \right] - \left[ \begin{array}{c} \tilde{q} \\ \tilde{r} \end{array} \right]^\top \left[ \begin{array}{c} \tilde{x} \\ \tilde{u} \end{array} \right], \\
\text{s.t.} & \quad (I - \tilde{A}) \tilde{x} - \tilde{B} \tilde{u} = \tilde{d}, \quad \tilde{y}, \tag{16a}
\end{align}
\]

where $\tilde{x} := \{\tilde{x}_i\}_{i \in V}$ (similar for $\tilde{u}$, $\tilde{y}$, $\tilde{d}$, $\tilde{r}$), $\tilde{Q} := \{\tilde{Q}_{ij}\}_{i,j \in V}$ (similar for $\tilde{R}$), and $\tilde{A} := \{\tilde{A}_{ij}\}_{i,j \in V}$ (similar for $\tilde{B}$). Here, $\tilde{x}_i, \tilde{Q}_{ij}, \text{ and } \tilde{A}_{ij}$ are (scaled) variables defined as (similar for $\tilde{u}_i, \tilde{y}_i, \tilde{d}_i, \tilde{r}_i, \tilde{B}_{ij}$)

$$
\tilde{x}_i := (\pi_i)^{1/2} x_i, \quad \tilde{Q}_{ij} := \begin{cases} Q_{ij}, & \text{if } i = j, \\ 0, & \text{otherwise}, \end{cases} \quad \tilde{A}_{ij} := \begin{cases} (\pi_{ij})^{1/2} A_{ij}, & \text{if } i \in c(j), \\ 0, & \text{otherwise}. \end{cases}
$$

We let $\tilde{G} := \text{diag}(\tilde{Q}, \tilde{R})$ and $\tilde{F} := \begin{bmatrix} I - \tilde{A} & -\tilde{B} \end{bmatrix}$. Then, the first-order optimality condition for (16) is
\[
\tilde{H} \tilde{z} = \tilde{p},
\]

where $\tilde{z} := \{\tilde{z}_i\}_{i \in V}$, $\tilde{p} := \{\tilde{p}_i\}_{i \in V}$, $\tilde{H} := \{\tilde{H}_{ij}\}_{i,j \in V}$ with $\tilde{z}_i := [\tilde{x}_i; \tilde{u}_i; \tilde{y}_i], \tilde{p}_i := [\tilde{q}_i; \tilde{r}_i; \tilde{d}_i]$, and
\[
\tilde{H}_{ij} := \begin{bmatrix} \tilde{Q}_{ij} & \delta_{ij} I - \tilde{A}_{ij}^\top \\ \delta_{ij} I - \tilde{A}_{ij} & -\tilde{B}_{ij} \end{bmatrix}.
\]

Here, $\delta_{ij} = 1$ if $i = j$ and 0 otherwise. We note that $\tilde{H}$ can be permuted to $\begin{bmatrix} \tilde{G} & \tilde{F}^\top \\ \tilde{F} & \tilde{F}^\top \end{bmatrix}$.

We now validate the uniform regularity conditions for Problem (16) based on Assumption 2.

**Lemma 2.** Under Assumptions 1 and 2 and given $\tilde{\xi}_0 \in \Xi_0$, the following statements hold with constants $L_{\tilde{H}}, \gamma_{\tilde{F}}, \gamma_{\tilde{G}}$ defined in (7):
(a) $\|\tilde{H}\| \leq L_{\tilde{H}}$;
(b) $\bar{F}^T \bar{F} \succeq \gamma_{\bar{F}} I$;  
(c) $\text{Re} H(G, \bar{F}) \succeq \gamma_{\bar{G}} I$.

To prove Lemma 2, we need a helper lemma.

**Lemma 3.** Suppose $\Phi := \{\Phi_{ij}\}_{i,j \in V}$ and $\tilde{\Phi}_{ij} := \begin{cases} \pi_{ij}^{1/2} \Phi_{ij} & \text{if } i \in c(j) \\ 0 & \text{otherwise} \end{cases}$. The following statements hold.

(a) If $\{\Phi_i\}_{i \in V_1, T}$ is $L$-bounded, then $\Phi$ is $L$-bounded.
(b) If $\{\Phi_i\}_{i \in V_1, T}$ is $(L, \alpha)$-stable, then $(I - \Phi)^{-1}$ is $L/(1 - \alpha)$-bounded.

**Proof.** For Lemma 3(a), we note that the nonzero blocks of $\Phi$ consist of $\tilde{\Phi}_{c(j), j}$ for $j \in V_{0:T-1}$. For a fixed $j \in V_{0:T-1}$, we have

$$
\|\tilde{\Phi}_{c(j), j}\| \leq \left( \sum_{i \in c(j)} \|\Phi_{ij}\|^2 \right)^{1/2} = \left( \sum_{i \in c(j)} \pi_{ij} \cdot \|\Phi_{ij}\|^2 \right)^{1/2} \leq L,
$$

where the first inequality follows from the property of the induced 2-norm, the equality follows from the definition of $\tilde{\Phi}$, and the last inequality follows from $L$-boundedness of $\Phi_i$ and $\sum_{i \in c(j)} \pi_{ij} = \pi_j$ (cf. Proposition 2(b)). Since the nonzero blocks form a block-subdiagonal structure, we have

$$
\|\tilde{\Phi}\| \leq \max_{j \in V_{0:T-1}} \|\tilde{\Phi}_{c(j), j}\| \leq L.
$$

Thus, we know $\tilde{\Phi}$ is $L$-bounded.

For Lemma 3(b), we let $\Phi^t := \{\tilde{\Phi}^t_{ij}\}_{i,j \in V}$ where

$$
(\tilde{\Phi}^t)_{ij} = \begin{cases} (\pi_{ij})^{1/2} \prod_{j \neq i} \Phi_{j^\to i} & \text{if } i \in c'(j), \\ 0 & \text{otherwise}. \end{cases} \quad (19)
$$

That is, $\Phi^t$ has a block-subdiagonal structure whose nonzero blocks consist of $\tilde{\Phi}^t_{c'(j), j}$ over $j \in V_{0:T-1}$. Furthermore,

$$
\|\tilde{\Phi}^t_{c'(j), j}\| \leq \left( \sum_{i \in c'(j)} \|\tilde{\Phi}^t_{ij}\|^2 \right)^{1/2} = \left( \sum_{i \in c'(j)} \pi_{ij} \cdot \left\| \prod_{j \neq i} \Phi_{j^\to i} \right\|^2 \right)^{1/2} \leq \alpha^t,
$$

where the first inequality follows from the property of induced 2-norm, and the last inequality follows from the $(L, \alpha)$-stability of $\{\Phi_i\}_{i \in V_1, T}$ and $\sum_{i \in c'(j)} \pi_{ij} = \pi_j$ (cf. Proposition 2(b)). This implies $\|\Phi^t\| \leq L\alpha^t$. Using $(I - \tilde{\Phi})^{-1} = I + \tilde{\Phi} + \cdots \tilde{\Phi}^T$, we complete the proof by observing

$$
\left\| (I - \tilde{\Phi})^{-1} \right\| \leq \|I\| + \|\tilde{\Phi}\| + \cdots + \|\tilde{\Phi}^T\| \leq 1 + L\alpha + \cdots + L\alpha^T \leq \frac{L}{1 - \alpha}.
$$

Here, the second inequality follows from $L \geq 1$. 

Now we are ready to prove Lemma 2.

**Proof of Lemma 2.** For Lemma 2(a), we first observe that $\bar{H}$ can be permuted to the form of

$$
\begin{bmatrix}
\bar{Q} & I - \bar{A}^T \\
\bar{R} & -\bar{B}
\end{bmatrix}.
$$
By the block diagonality and Assumption 2(a), $\tilde{Q}$ and $\tilde{R}$ are $L$-bounded. By Assumption 2(a) and Lemma 3(a), $\tilde{A}$ and $\tilde{B}$ are $L$-bounded. The result in Lemma 2(a) follows from

$$\|\tilde{H}\| \leq \left\| \begin{bmatrix} \tilde{Q} & -\tilde{B}^\top \\ -\tilde{B} & \tilde{I} \end{bmatrix} \right\| + \left\| \begin{bmatrix} \tilde{I} \end{bmatrix} \right\| + \left\| \begin{bmatrix} \tilde{R} & -\tilde{A}^\top \\ -\tilde{A} & \tilde{I} \end{bmatrix} \right\| \leq 2L + 1.$$  

For Lemma 2(b), we define $\tilde{K} := \{\tilde{K}_{ij}\}_{i,j \in V}$ where $\tilde{K}_{ij} = \begin{cases} \tilde{K}_i & \text{if } i = j \in V_{(0,T-1)} \\ 0 & \text{otherwise} \end{cases}$. Here, $\{\tilde{K}_i\}_{i \in V_{(0,T-1)}}$ is the $(L, \alpha)$-stabilizing feedback for $\{\tilde{A}_i\}_{i \in V_{(1,T)}}$ and $\{\tilde{B}_i\}_{i \in V_{(1,T)}}$, whose existence follows from Assumption 2(c) and Lemma 1(b). Now, we observe that $\tilde{F} = [I - \tilde{\Phi} - \tilde{B}] \begin{bmatrix} \tilde{I} \\ \tilde{K} \end{bmatrix}$, where $\tilde{\Phi} := \{\tilde{\Phi}_{ij}\}_{i,j \in V}$ and

$$\tilde{\Phi}_{ij} := \begin{cases} (\pi_{ij})^{1/2}(\tilde{A}_i - \tilde{B}_j) \tilde{K}_i & \text{if } i \in c(j), \\ 0 & \text{otherwise}. \end{cases}$$

This implies that ($\lambda(\cdot)$ denotes the smallest eigenvalue of the argument)

$$\tilde{F}^\top \tilde{F} \geq \lambda \left( [I - \tilde{\Phi} - \tilde{B}]^\top [I - \tilde{\Phi} - \tilde{B}] \right) \lambda \left( \begin{bmatrix} I \\ \tilde{K} \end{bmatrix} \begin{bmatrix} I \\ \tilde{K} \end{bmatrix}^\top \right) \geq \lambda \left( [I - \tilde{\Phi}]^\top [I - \tilde{\Phi}] + \tilde{B} \tilde{B}^\top \right) \left\| \begin{bmatrix} I \\ \tilde{K} \end{bmatrix} \right\|^{-2} \left\| \begin{bmatrix} I \\ \tilde{K} \end{bmatrix} \right\|^{-2} I \geq \lambda \left( [I - \tilde{\Phi}]^\top [I - \tilde{\Phi}] \right) \left\| \begin{bmatrix} I \\ \tilde{K} \end{bmatrix} \right\|^{-2} I \geq \lambda \left( [I - \tilde{\Phi}]^\top [I - \tilde{\Phi}] \right) \left\| \begin{bmatrix} I \\ \tilde{K} \end{bmatrix} \right\|^{-2} (1 + \|\tilde{K}\|)^{-2} I. \quad (20)$$

By the block diagonality and $L$-boundedness of $\{\tilde{K}_i\}_{i \in V_{(0,T-1)}}$, $\tilde{K}$ is $L$-bounded. Since $\{\tilde{A}_i - \tilde{B}_i \tilde{K}_{\tilde{A}(i)}\}_{i \in V_{(1,T)}}$ is $(L, \alpha)$-stable, Lemma 3(b) shows that $(I - \tilde{\Phi})^{-1}$ is $L/(1-\alpha)$-bounded. Combining with (20), we complete the proof for Lemma 2(b).

For Lemma 2(c), we consider any vectors $(\bar{x}, \bar{u}) \neq 0$ such that

$$(I - \tilde{A})\bar{x} + \tilde{B}\bar{u} = 0.$$  

(21)

Such vectors must exist due to Lemma 2(b). We note that

$$x^\top \tilde{Q}x + u^\top \tilde{R}u \geq x^\top \tilde{Q}x + \|u\|^2$$

$$\geq x^\top \tilde{Q}x + (\gamma/2L)^2 \|\tilde{B}u\|^2 + (\gamma/2)\|u\|^2$$

$$\geq (\gamma/2L^2) \lambda(\tilde{Q} + (I - \tilde{A})^\top (I - \tilde{A})) \|x\|^2 + (\gamma/2)\|u\|^2; \quad (21)$$

where the first inequality follows from Assumption 2(b), the second inequality follows from the fact that $\tilde{B}$ is $L$-bounded (cf Lemma 3(a)), and the last inequality follows from the property of the smallest eigenvalue and the fact that $L \geq 1$, $\alpha \in (0,1)$, and $\gamma \in (0,1]$. Furthermore, using $L \geq 1$, $\alpha \in (0,1)$, and $\gamma \in (0,1]$, we can see that, to prove Lemma 2(c), it suffices to show

$$D^\top D \geq (1 - \alpha^2)/(1 + L^2) L^2 I,$$  

(22)
where $D := \begin{bmatrix} Q^{1/2} \\ I - A \end{bmatrix}$. Similar to the proof of Lemma 2(b), we let $\tilde{K} := \{\tilde{K}_{ij}\}_{i,j \in V}$ with

$$
\tilde{K}_{ij} = \begin{cases} (\pi_{ij})^{1/2} \tilde{K}_{ij} & \text{if } i \in c(j), \\
0 & \text{otherwise}, 
\end{cases}
$$

where $\{\tilde{K}_{ij}\}_{i \in V}$ is the $(L, \alpha)$-detectable observer for $\{(A_{ij})_{i \in V}, \{Q_{ij}^{1/2}\}_{i \in V_{0,T-1}}\}$. The existence of $\{\tilde{K}_{ij}\}_{i \in V}$ follows from Assumption 2(d) and Lemma 1(c). We can see that $D = \begin{bmatrix} I \& L \\ -K \& I - \Phi \end{bmatrix}$.

By Lemma 3(a), $\|\tilde{K}\| \leq L$. Since $\{A_{ij} - K_{ij}Q_{ij}^{1/2}\}_{i \in V}$ is $(L, \alpha)$-stable, Lemma 3(b) shows that $(I - \tilde{\Phi})^{-1}$ is $L/(1 - \alpha)$-bounded. Similar to (20), we can show (22) holds, and complete the proof.

Combining Lemma 2 and Theorem 5, we can prove Theorem 4.

**Proof of Theorem 4.** It follows from Lemma 2 and [52, Lemma 16.1] that the scaled problem (16) has a unique global primal-dual solution $\tilde{z}^*$, and there exists $\tilde{\Omega}^* = (\tilde{H})^{-1}$ such that $\tilde{z}^* = \tilde{\Omega}^* \tilde{p}$. Furthermore, from Theorem 5 and Lemma 2, we have that $\|\tilde{\Omega}^*_{\bar{V}_t, \bar{V}_t'}\| \leq c_1 \rho^{t - t'}$. Thus, by unscale the problem, we know there exists a unique global primal-dual solution $\check{z}^*$ of (13); further, from the one-to-one correspondence between the scaled variables ($\tilde{z}$ and $\tilde{p}$) and non-scaled variables ($\check{z}$ and $\check{p}$), one can see that the unscaled solution satisfies $\check{z}^* = \check{\Omega}^* \check{p}$ for $\check{\Omega}^* := \{\pi_{ij}^{-1/2} \tilde{\Omega}_{ij}\}_{i,j \in V}$. From Proposition 3, one can see that $\|\check{\Omega}^*_{\bar{V}_t, \bar{V}_t'}\| \pi = \|\tilde{\Omega}^*_{\bar{V}_t, \bar{V}_t'}\| \leq c_1 \rho^{t - t'}$. The result for the primal solution directly follows from the observation that $\check{\Psi}^*$ is a submatrix of $\check{\Omega}^*$.

We now adapt Theorem 4 to Problem (14). We note that Problems (13) and (14) have the same structure, although they are formulated over a different subset of nodes on the scenario tree. Thus, the result in Theorem 4 can be directly generalized to Problem (14).

**Theorem 6.** Under Assumptions 1 and 2 and given $\bar{z}_0 \in \Xi_0$, $\bar{v}_a(k) = 0$, $k \in V$, and $W \geq 0$, there exist a unique primal-dual solution $z^{(k,W)} := \{z_{ij}^{(k,W)}\}_{i \in V, j \in V_{t(k), t(k)+W}}$ and $w^{(k,W)} := \{w_{ij}^{(k,W)}\}_{i \in V, j \in V_{t(k), t(k)+W}}$ such that

$$
z^{(k,W)} = \check{\Omega}^{(k,W)} \check{p}^{(k)}_{t(k), t(k)+W},
$$

$$
w^{(k,W)} = \check{\Psi}^{(k,W)} \check{p}^{(k)}_{t(k), t(k)+W},
$$

$$
\|\check{\Omega}^{(k,W)}_{\bar{V}_t, \bar{V}_t'}\| \pi \|\check{\Psi}^{(k,W)}_{\bar{V}_t, \bar{V}_t'}\| \pi \leq c_1 \rho^{t - t'}, ~ \forall t, t' \in T_{t(k), t(k)+W},
$$

where $c_1$ and $\rho$ are defined in (7).

**Appendix B: Proofs**

**B.1. Proof of Proposition 1** We first state a helper lemma.

**Lemma 4.** For any submultiplicative matrix norm $\|\cdot\|$, we suppose that deterministic sequences $\{\Phi_t\}_{t \in [t', t''+1]}$ and $\{\Phi'_t\}_{t \in [t', t''+1]}$ satisfy $\|\prod_{t=t'+1}^{t''} \Phi_t\| \leq L \alpha^{t'' - t'}$ and $\|\Phi_t - \Phi'_t\| \leq \Delta$ for $t \in [t', t''+1]$ and $\Delta := (\alpha^{1/2} - \alpha)/L$. Then, we have $\|\prod_{t=t'+1}^{t''} \Phi_t\| \leq L \alpha^{(t'' - t')/2}$. 

**Proof.** We note that

\[
\left\| \prod_{t=t'+2}^{t''} \Phi_t \right\| \leq \prod_{t=t'+2}^{t''} \left\{ (\Phi_t - \Phi_{t+1}) + \Phi_t \right\} \\
\leq \sum_{\tau=0}^{t''-t'} \sum_{(t_1, \ldots, t_{\tau}) \leq t_{t'+1, t''}} \left\| \Phi_{t_1} \cdots \Phi_{t_{\tau}+1} \right\| \cdots \left\| \Phi_{t_{\tau_2-1}} \cdots \Phi_{t_{\tau_1+1}} \right\| \left\| \Phi_{t_{\tau_1}} - \Phi_{t_{\tau_1+1}} \right\| \left\| \Phi_{t_{\tau_1-1}} \cdots \Phi_{t_{t''+1}} \right\|
\]

where the second inequality follows from the binomial expansion and the submultiplicativity of \( \| \cdot \| \); the third inequality follows from the assumption that \( \prod_{t=t'+2}^{t''} \Phi_t \leq L \alpha^{t''-t'} \) and \( \| \Phi_t - \Phi_{t+1} \| \leq \Delta \); the fourth inequality is obtained by rearrangement; the fifth inequality follows from the binomial theorem; and the last inequality follows from the definition of \( \Delta \).

**Proof of Proposition 1** For Proposition 1(a), we apply Lemma 4 and have \( \prod_{t=t'+2}^{t''} \Phi_t(\xi_{0:t}) \leq L \alpha^{t''-t'} \) a.s. Thus, we know \( \{ \Phi_t(\xi_{0:t}) \}_{t \in T} \) is \( (L, \alpha^{1/2}) \)-stable. For Proposition 1(b), we let \( K \) be the \( (L, \alpha) \)-stabilizing feedback for \( (A,B) \). Using the facts that (i) \( A(\xi_t) - B(\xi_t)K = (A-BK) + ((A(\xi_t) - A) + (B(\xi_t) - B)K) \), (ii) \( (L, \alpha) \)-stability of \( A-BK \), and (iii) \( \| (A(\xi_t) - A) + (B(\xi_t) - B)K \| \leq \Delta \) a.s., we apply Proposition 1(a) and obtain the result. Proposition 1(c) can be proved similarly.

**B.2. Proof of Theorem 1** We prove Theorem 1 by using the equivalence between (4) and (14). The following lemma formally establishes such equivalence.

**Lemma 5.** Under Assumptions 1 and 2 and given \( \bar{\pi}_{\tau-1} \in \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \), \( \bar{\xi}_0 \in \Xi_0 \), \( \tau \in T \), and \( W \geq 0 \), there exists a unique solution of (4) for any \( \bar{\xi}_{0:\tau} \in \Xi_{0:\tau}(\bar{\xi}_0) \). Furthermore, for \( k \in \mathcal{V} \) such that \( \bar{\xi}_{0:k} = \bar{\xi}_{0:\tau} \) (such \( k \) exists due to Proposition 2(a)), we have

\[
u^{(\tau,W)}_{t(j)}(\bar{\xi}_{0:j};\bar{\pi}_{\tau-1}) = w^{(k,W)}_{j}(\bar{\pi}_{\tau-1}), \quad \forall j \in \mathcal{V}^{(k)}_{\tau:W}.
\]

**Proof.** We only have to show that \( \{ w_t(\cdot) \}_{t \in T} \) with \( w_t : \Xi_{0:t} \rightarrow \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \) satisfying

\[
\sum_{j \in \mathcal{V}^{(k)}_{\tau:W}} w_{t(j)}(\bar{\xi}_{j-\tau}) = w^{(k,W)}_{j}(\bar{\pi}_{\tau-1}), \quad \forall j \in \mathcal{V}^{(k)}_{\tau:W}
\]

is a unique solution of (4). We note that the definition (24) covers the entire domain of \( \{ w_t(\cdot) \}_{t \in T} \) (cf. Proposition 2(a)). Suppose there exists \( \{ w_t'(\cdot) \}_{t \in T} \neq \{ w_t(\cdot) \}_{t \in T} \) that satisfies the constraints of (4) and does not have a worse objective value than \( \{ w_t(\cdot) \}_{t \in T} \). By Proposition 2, we can express the expectation in (4) as an explicit summation:

\[
\mathbb{E}_{\xi} \left[ \sum_{t \in T_{\tau:W}} \ell(w_t'(\xi_{0:t};\xi_t)) \right] = \sum_{j \in \mathcal{V}^{(k)}_{t(j):t(k)+W}} \pi_{j|k} \ell(w_{t(j)}(\bar{\xi}_{j-\tau});\bar{\xi}_j)
\]

for all \( j \in \mathcal{V}^{(k)}_{t(j):t(k)+W} \).
Applying Proposition 2(a), the constraints of (4) can be rewritten as

\[ x_i'(\xi_{0\to k}) = f(\overline{\mu}_{\tau-1}; \xi_{\tau}) \]
\[ x_i'(\xi_{0\to j}) = f(w_{i-1}(\xi_{0\to j}); \xi_j), \quad \forall j \in \mathcal{V}_{(t+1):t+1}(k) + W. \]

Applying (12) and multiplying \( \pi_{j|k} \) on both sides, we further have

\[ x_i'(\xi_{0\to k}) = f(\overline{w}_{\tau-1}) \]
\[ \pi_{j|k} x_i'(\xi_{0\to j}) = f_\pi(w_{i-1}(\xi_{0\to j})), \quad \forall j \in \mathcal{V}_{(t+1):t+1}(k) + W. \]

Thus, we know that \( \{w'_i(\xi_{0\to j})\}_{j \in \mathcal{V}_{(t):t+W}} \) is also feasible for Problem (14) and does not have a worse objective than \( \{w^{(k,W)}_i(\overline{\mu}_{\tau-1})\}_{i \in \mathcal{V}_{(t):t+W}} \). This contradicts Theorem 6 that \( \{w^{(k,W)}_i(\overline{\mu}_{\tau-1})\}_{i \in \mathcal{V}_{(t):t+W}} \) is a unique solution of (14). Thus, we prove the existence of the unique solution of (4).

We are now ready to prove Theorem 1.

**Proof of Theorem 1.** For new, we consider a special case of \( \overline{\mu}_{\tau-1} = 0 \). We choose \( k \) so that \( \overline{\xi}_{0:\tau} = \xi_{0\to k} \) (such \( k \) exists due to Proposition 2(a)). By Lemma 5 and Theorem 6, there exist unique solutions of (4) and (14), namely, \( \{w^{(r,W)}_i(\overline{\mu}_{\tau-1})\}_{i \in \mathcal{T}_{r:W}} \) and \( \{w^{(k,W)}_i(\overline{\mu}_{\tau-1})\}_{i \in \mathcal{V}_{(t):t+W}} \). By Lemma 5 and Proposition 4, we have

\[ \|w^{(k,W)}_i(\overline{\mu}_{\tau-1})\|_\pi = \pi_k^{1/2} \left\{ \mathbb{E}_\xi \left[ \|w^{(r,W)}_i(\overline{\mu}_{\tau-1})\|_\pi^2 \mid \xi_{0:\tau} = \xi_{0\to k} \right] \right\}^{1/2}. \]  

(25)

Further, by the definition of \( \mathbf{p} \) and Proposition 4, we have

\[ \|\mathbf{p}_{(t)}(k)\|_\pi = \pi_k^{1/2} \left\{ \mathbb{E}_\xi \left[ \|p(x')\|_\pi^2 \mid \xi_{0:\tau} = \xi_{0\to k} \right] \right\}^{1/2}. \]  

(26)

From Theorem 6, we have

\[ w^{(k,W)}_i = \sum_{t' \in \mathcal{T}_{r:W}} \mathbf{p}_{(t')} \mathbf{w}^{(k,W)}_{i,t'}, \quad \forall i \in \mathcal{V}_{(t):t+W}. \]  

(27)

Combining (25), (26), and (27), dividing both sides by \( \pi_k^{1/2} \) (nonzero due to Proposition 2(b)), and applying Theorem 6, we have for all \( t \in \mathcal{T}_{r:W} \) that

\[ \left\{ \mathbb{E}_\xi \left[ \|w^{(r,W)}_i(\overline{\mu}_{\tau-1})\|_\pi^2 \mid \xi_{0:\tau} = \xi_{0:\tau} \right] \right\}^{1/2} \leq \sum_{t' \in \mathcal{T}_{r:W}} \left\| \mathbf{p}_{(t')} \mathbf{w}^{(k,W)}_{i,t'} \right\|_\pi \left\{ \mathbb{E}_\xi \left[ \|p(x')\|_\pi^2 \mid \xi_{0:\tau} = \xi_{0:\tau} \right] \right\}^{1/2} \]

\[ \leq \sum_{t' \in \mathcal{T}_{r:W}} c_{t't'} \left\{ \mathbb{E}_\xi \left[ \|p(x')\|_\pi^2 \mid \xi_{0:\tau} = \xi_{0:\tau} \right] \right\}^{1/2}. \]

Setting \( d(\xi_{0:\tau}) = d(\xi_{0:\tau}) + A(\xi_{0:\tau}) + B(\xi_{0:\tau}) \overline{\mu}_{\tau-1} \) and using Assumption 2(a), we obtain the result for \( \overline{\mu}_{\tau-1} = 0 \). This completes the proof.

**B.3. Proof of Theorem 2.** Recall the definition of \( \{w^{(cl,W)}_i(\overline{\mu}_{\tau-1})\}_{i \in \mathcal{V}} \) from (15) and \( \Psi^{(k,W)}_i \) from Theorem 6. Further, we have the following formula from Theorem 6:

\[ w^{(cl,W)}_i(\overline{\mu}_{\tau-1}) = S^{(W)}_{k,a(k)} w^{(cl,W)}_i(\overline{\mu}_{\tau-1}) + \sum_{t' \in \mathcal{T}_{(k):W}} \Psi_{k,a(k)}^{(k,W)} \mathbf{p}_{(i,t')}, \quad \forall i \in \mathcal{V}. \]  

(28)
where $S_{w}^{(W)} := \{S_{ij}^{(W)}\}_{i,j \in V}$ and $A := \{A_{ij}\}_{i,j \in V}$ have the form

$$A_{ij} := \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ A & B \\ 0 \end{bmatrix} \quad \text{if } i \in c(j),$$

$$S_{ij}^{(W)} := \begin{cases} \Psi_{ij}^{(i,W)} A_{ij} & \text{if } i \in c(j), \\ 0 & \text{otherwise}, \end{cases}$$

(29)

and we also have $S_{0,0}^{(0,W)} := \Psi_{0,0}^{(0,W)} A_{0,0}$, and $A_{0,0} = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ A & B \\ 0 \end{bmatrix}$.

The recursion in (28) suggests that $w_{u}^{(c,W)}(\overline{w} - 1)$ can be expressed in terms of $p_{V_{t}^{(k)}}^{(c,W)}(\overline{w} - 1)$ and the previous augmented state $w_{u}^{(c,W)}(\overline{w} - 1)$). This means that for each $t$, $w_{V_{t}}^{(c,W)}(\overline{w} - 1)$ can be expressed in terms of $p_{V_{t}^{(k)}}^{(c,W)}$ and $w_{V_{t-1}}^{(c,W)}(\overline{w} - 1)$. By concatenating (28), we obtain

$$w_{V_{t}}^{(c,W)}(\overline{w} - 1) = S_{V_{t},V_{t-1}}^{(W)} w_{V_{t-1}}^{(c,W)}(\overline{w} - 1) + \sum_{t' \in T_{t+1,W}} \Psi_{V_{t},V_{t'}}^{(V_{t},W)} p_{V_{t'}}^{(V_{t},W)}, \quad t \in T,$n

(30)

where $\Psi_{V_{t},V_{t'}}^{(V_{t},W)} := \{\Psi_{ij}^{(V_{t},W)}\}_{i,j \in V_{t+1}}$ has the form

$$\Psi_{ij}^{(V_{t},W)} := \begin{cases} \Psi_{ij}^{(t,W)} & \text{if } \exists k \in V_{t} \text{ s.t. } i,j \in V_{t+k}, \\ \Psi & \text{otherwise}, \end{cases}$$

(31)

$S_{V_{0},V_{1}}^{(W)} := S_{0,0}^{(0,W)}$, and $w_{V_{1}}^{(c,W)}(\overline{w} - 1) := \overline{w} - 1$.

Based on (30), we derive an explicit expression of $w_{V_{t}}^{(c,W)}(\overline{w} - 1)$ in terms of $p_{V_{0}}^{(c,W)} \cdots p_{V_{t}}^{(c,W)}$.

**Lemma 6.** Under Assumptions 1 and 2 and given $\overline{w} - 1 = 0$, $\xi_{0} \in \Xi_{0}$, and $W \geq 0$, we have

$$w_{V_{t+1}}^{(c,W)}(\overline{w} - 1) = \sum_{t' \in T_{t+1,W}} \sum_{t'' \in T_{t''-W}(t)} \left( \prod_{t''' = t''+1}^{t} S_{V_{t'''},V_{t'''-1}}^{(W)} \right) \Psi_{V_{t''},V_{t'}}^{(V_{t''},W)} p_{V_{t'}}^{(V_{t''},W)}, \quad t \in T.$n

(32)

Since Lemma 6 is complex in notation, we briefly discuss the intuition behind Lemma 6 to facilitate the reading. The formula in (30) allows for recursively eliminating the effect of the previous augmented state. Whenever the previous augmented state is eliminated, $S_{V_{t'''},V_{t'''-1}}^{(W)}$ is multiplied, and thus we see the production of $S_{V_{t'''},V_{t'''-1}}^{(W)}$ over $t''' = t'' + 1, \ldots, t$ in (32). Furthermore, the summation over $T_{t''-W}(t)$ appears because the new effect of $p$ is introduced whenever the previous augmented state is eliminated.

**Proof.** We prove (32) by induction. First, one can see that (32) for $t = 0$ holds directly from (30). Assuming that the claim holds for $0, \ldots, t$, we aim to prove the claim for $t + 1$. From (30) and (32) for $t$, we have

$$w_{V_{t+1}}^{(c,W)}(\overline{w} - 1) = \sum_{t'' \in T_{t+1,W}} \sum_{t'' \in T_{t''-W}(t)} \left( \prod_{t''' = t''+1}^{t} \Psi_{V_{t'''},V_{t'''-1}}^{(V_{t'''},W)} \right) \Psi_{V_{t''},V_{t'}}^{(V_{t''},W)} p_{V_{t'}}^{(V_{t''},W)},$$

(32)
Here, the second equality is obtained by splitting the summations; note that \( \Psi_{\tau + 1, \nu W + 1} \) term for \( t + W + 1 > T \) can be treated as zeros; the third equality is obtained by observing that \( t + 1 \land t' = t + 1 \) for \( t' \geq t + 1 \) and \( t + 1 \land t' = t' \) for \( t' < t \). \( \prod_{t''=t+2}^{t''=t+1} S_{V_{t''},V_{t''-1}}^{(W)} \) can be obtained by merging the third and fourth term; the last equality can be obtained by merging the summations. Thus, by induction, (32) is proved.

From Lemma 6, we see that the boundedness of \( \bar{w}_{V_i}^{(k)} \) can be obtained by showing \( \| \prod_{t''=t+2}^{t''=t+1} S_{V_{t''},V_{t''-1}}^{(W)} \|_\pi \) decays exponentially in \( t - t'' \). We do so by showing two results: (i) \( \| \prod_{t''=t+2}^{t''=t+1} S_{V_{t''},V_{t''-1}}^{(T)} \|_\pi \) exponentially decays, and (ii) \( S_{V_{t''},V_{t''-1}}^{(W)} - S_{V_{t''},V_{t''-1}}^{(T)} \) is exponentially small in \( W \). Here, we use \( W = \infty \) to denote the case where the horizon fully covers the rest of the horizon. It is actually not an infinite horizon because, based on our definition, \( T_{t,\infty} = T_{t,T} \) for any \( t \in T \).

Next, by applying Lemma 4, we obtain the desired result. Here, we note that Lemma 4 holds even if \( \| \cdot \| \) is replaced by \( \| \cdot \|_\pi \) because \( \| \cdot \|_\pi \) is submultiplicative (cf. Proposition 3(c)). We prove the first step in the following two lemmas.

**Lemma 7.** Under Assumptions 1 and 2 and given \( \bar{\xi}_0 \in \Xi_0, \bar{w}_{a(i)} \in \mathbb{R}^{n_x} \times \mathbb{R}^{n_u}, i \in \mathcal{V}, \) and its strict descendant \( j \in \mathcal{V}, \) we have

\[
\bar{w}_{V_i}^{(i,T)}(\bar{w}_{a(i)}) = \bar{w}_{V_j}^{(j,T)}(\bar{w}_{a(j)}(\bar{w}_{a(i)})).
\]  

Recall that \( \bar{w}_{V_j}^{(j,T)}(\bar{w}_{a(j)}) \) solves Problem (14) that roots from \( i \), and the left-hand side of (33) denotes the part of \( \bar{w}_{V_j}^{(j,T)}(\bar{w}_{a(j)}) \) associated with \( V_{i,T} \), which is the subtree rooting from \( j \). The right-hand side denotes the solution that solves Problem (14) rooting from \( j \).

**Proof.** We prove this by contradiction. Suppose the result does not hold; that is, \( \bar{w}_{V_j}^{(j,T)}(\bar{w}_{a(j)}) \) is not a solution of Problem (14) with \( k = j \) and \( \bar{w}_{a(k)} = \bar{w}_{a(j)}(\bar{w}_{a(i)}) \). By Theorem 6, we know that there exists a feasible point \( \bar{w}_{V_j}^{(k)} := \{ \bar{w}_{V_j}^{(k)} \}_{V_j \in \mathcal{V}} \) that has a smaller objective value for Problem (14) with \( k = j \) and \( \bar{w}_{a(k)} = \bar{w}_{a(j)}(\bar{w}_{a(i)}) \) than \( \bar{w}_{V_j}^{(j,T)}(\bar{w}_{a(i)}) \). Then, we can easily see that \( \bar{w}_{V_j}^{(k)} := \{ \bar{w}_{V_j}^{(k)} \}_{V_j \in \mathcal{V}} \) with \( \bar{w}_{V_j}^{(k)} := \left\{ \begin{array}{ll} \bar{w}_{a(i)}(\bar{w}_{a(i)}) & \text{if } \ell \in \mathcal{V}(j) \\ \bar{w}_{V_j}^{(k)}(\bar{w}_{a(i)}) & \text{otherwise} \end{array} \right. \) is feasible and has a smaller objective value for Problem (14) with \( k = i \) than \( \bar{w}_{V_j}^{(j,T)}(\bar{w}_{a(i)}) \). This contradicts the fact that \( \bar{w}_{V_j}^{(j,T)}(\bar{w}_{a(i)}) \) is the unique solution (cf. Theorem 6). Thus, we complete the proof.

**Lemma 8.** Under Assumptions 1 and 2 and given \( \bar{\xi}_0 \in \Xi_0 \) and \( t'' \in T \), we have

\[
\left\| \prod_{t''=t+1}^{t''=t+1} S_{V_{t''},V_{t''-1}}^{(T)} \right\|_\pi \leq \frac{2c_1 L}{\rho} t^{-1} \pi, \quad \forall t \in T_{t'',T}.
\]
Proof. Let \( \mathbf{P}_{V_{t''+1:T}} = 0 \) and consider \( u_{V_t'} \) obtained by recursively applying (30) starting from \( t = t'' + 1 \) with \( W = \infty \) and given \( u_{V_{t'}} := \{ u_t \} \}_{t \in V_{t'}}. \) Then, we have

\[
\mathbf{u}_{V_t} = \prod_{t'' = t'+1}^t \mathbf{S}^{(T)}_{V_{t''}, V_{t''-1}} \mathbf{u}_{V_{t''}}, \quad \forall t \in T_{t';T}.
\]

(34)

By Lemma 7, we know (30) with \( W = \infty \) follows the exact open-loop policy, and thus we have

\[
\mathbf{u}_{V_t} = \Psi^{(V_{t''+1:T})}_{V_t, V_{t''+1}} \mathbf{A}^{(V_{t''+1:T})}_{V_t, V_{t''+1}} \mathbf{u}_{V_{t''}}, \quad \forall t \in T_{t';T}.
\]

(35)

By the equivalence between (34) and (35) for all \( \mathbf{u}_{V_t} \) and the injectivity of the mappings, we obtain

\[
\prod_{t'' = t'+1}^t \mathbf{S}^{(T)}_{V_{t''}, V_{t''-1}} = \Psi^{(V_{t''+1:T})}_{V_t, V_{t''+1}} \mathbf{A}^{(V_{t''+1:T})}_{V_t, V_{t''+1}}, \quad \forall t \in T_{t';T}.
\]

By Theorem 6, we have \( \| \Psi^{(k,T)}_{V_{t'}, k} \| \leq c_1 \rho^{-t'-t''} \) for any \( k \in V_{t''}. \) Noting that \( \Psi^{(V_{t''+1:T})}_{V_t, V_{t''+1}} \) has a block diagonal structure (cf. (31)), we have

\[
\| \Psi^{(V_{t''+1:T})}_{V_t, V_{t''+1}} \| \leq \max_{k \in V_{t''+1}} \| \Psi^{(k,T)}_{V_{t'}, k} \| \leq c_1 \rho^{-t'-t''}.
\]

Furthermore, using the block diagonal structure of \( \mathbf{A}^{(V_{t''+1:T})}_{V_t, V_{t''+1}} \), we have the following for \( t'' \in T_{0:T-1}:

\[
\| \mathbf{A}^{(V_{t''+1:T})}_{V_t, V_{t''+1}} \| \leq \left( \max_{j \in V_t} \sum_{i \in \mathcal{C}(j)} \pi_{ij} \| \mathbf{A}_{ij} \| ^2 \right)^{1/2} \leq 2L,
\]

(36)

where the first inequality follows from the property of induced 2-norm, and the last inequality follows from Assumption 2(a) and Proposition 2(b). Finally, combining the above three displays completes the proof.

The second step is proved by the following lemma.

**LEMMA 9.** Under Assumptions 1 and 2 and given \( \bar{\xi}_0 \in \Xi_0 \) and \( W \geq 0 \), we have

\[
\| \Psi^{(V_t, W)}_{V_t, V_t} - \Psi^{(V_t, T)}_{V_t, V_t} \| \leq 2c_1^2 L^2 \rho^{2W-t-t'}, \quad \| \mathbf{S}^{(V_t, W)}_{V_t, V_{t-1}} - \mathbf{S}^{(V_t, T)}_{V_t, V_{t-1}} \| \leq 4c_1^2 L^2 \rho^{2W}, \quad \forall t \in T, t' \in T_{t';T}.
\]

Proof. Recall from Theorem 6 that \( \tilde{\Omega}^{(k,W)}_{V_t, V_t} = \tilde{H}^{(k,T)}_{V_t, V_t} \) and \( \tilde{\Omega}^{(k)}_{V_t} = (\pi_{ij})_{1/2} \tilde{\Omega}^{(k,W)}_{V_t}. \) By the definition, \( \tilde{H}^{(k,W)}_{V_t, V_t} \) we can see

\[
\tilde{H}^{(k)}_{V_t, V_t} = \tilde{H}^{(k,T)}_{V_t, V_t} + \tilde{\Omega}^{(k,T)}_{V_t} \tilde{\Omega}^{(k,W)}_{V_t, V_t}.
\]

We multiply \( \tilde{\Omega}^{(k,W)}_{V_t} \) from the left on both sides, rearrange terms, and obtain

\[
\tilde{\Omega}^{(k,W)}_{V_t} - \tilde{\Omega}^{(k,T)}_{V_t} = \tilde{\Omega}^{(k,W)}_{V_t} \tilde{H}^{(k,T)}_{V_t, V_t} + \tilde{\Omega}^{(k,W)}_{V_t} \tilde{\Omega}^{(k,T)}_{V_t} \tilde{\Omega}^{(k,W)}_{V_t, V_t}.
\]

Extricating the rows for \( k \) and the columns for \( V_t \), we further obtain

\[
\tilde{\Omega}^{(k,W)}_{k, V_t} = \tilde{\Omega}^{(k,T)}_{k, V_t} + \tilde{H}^{(k)}_{V_t, V_t} \tilde{\Omega}^{(k,W)}_{k, V_t} \tilde{\Omega}^{(k,W)}_{V_t, V_t}.
\]

(37)
We note that the blocks of $\widetilde{\Omega}^{(k)}_{\gamma_t^{(k)+W}, \gamma_t^{(k)+W+1}}$ are zero except for $\widetilde{\Omega}^{(k)}_{\gamma_t^{(k)+W}, \gamma_t^{(k)+W+1}}$. From (37), we have

$$\left\| \Omega^{(k,W)}_{k,\gamma_t^{(k)}} - \Omega^{(k,T)}_{k,\gamma_t^{(k)}} \right\| \leq \left\| \Omega^{(k,W)}_{k,\gamma_t^{(k)+W}} \right\| \left\| \widetilde{H}^{(k)}_{\gamma_t^{(k)+W}, \gamma_t^{(k)+W+1}} \right\| \left\| \Omega^{(k,T)}_{k,\gamma_t^{(k)+W+1}} \right\|, \quad \forall t' \in T(t:k)+W.$$ Applying Theorem 6, we have

$$\left\| \Omega^{(k,W)}_{k,\gamma_t^{(k)+W}} \right\| \leq c_1 \rho^W, \quad \left\| \Omega^{(k,T)}_{k,\gamma_t^{(k)+W+1}} \right\| \leq c_1 \rho^{W-t'+t(k)}.$$ Furthermore,

$$\left\| \widetilde{H}^{(k)}_{\gamma_t^{(k)+W}, \gamma_t^{(k)+W+1}} \right\| \leq \left( \max_{t \in T(t:k)+W} \sum_{j \in V_t^{(k)}} \left\| \widetilde{H}_{ij} \right\|^2 \right)^{1/2} \left\| A_j B_j \right\|^2 \leq 2L,$$

where the first inequality follows from the property of induced 2-norm, and the last inequality follows from Assumption 2(a). Combining the above three displays, we obtain

$$\left\| \Omega^{(k,W)}_{k,\gamma_t^{(k)}} - \Omega^{(k,T)}_{k,\gamma_t^{(k)}} \right\| \leq 2c_1^2 L \rho^{2W-t'+t(k)}.$$ Since $\widetilde{\Psi}^{(k,W)}$ is a submatrix of $\Omega^{(k,W)}$, we also have

$$\left\| \widetilde{\Psi}^{(k,W)}_{k,\gamma_t^{(k)}} - \widetilde{\Psi}^{(k,T)}_{k,\gamma_t^{(k)}} \right\| \leq 2c_1^2 L \rho^{2W-t'+t(k)}.$$ By the block diagonal structure of $\Psi^{(V_t, W)}_{\gamma_t, V_{t'}}$ and $\Psi^{(V_t, T)}_{\gamma_t, V_{t'}}$, we obtain

$$\left\| \Psi^{(V_t, W)}_{\gamma_t, V_{t'}} - \Psi^{(V_t, T)}_{\gamma_t, V_{t'}} \right\| \leq \max_{k \in V_t} \left\| \Psi^{(k,W)}_{k,\gamma_t^{(k)}} - \Psi^{(k,T)}_{k,\gamma_t^{(k)}} \right\| \leq \max_{k \in V_t} \left\| \widetilde{\Psi}^{(k,W)}_{k,\gamma_t^{(k)}} - \widetilde{\Psi}^{(k,T)}_{k,\gamma_t^{(k)}} \right\| \leq 2c_1^2 L \rho^{2W-t'+t},$$

where the second inequality follows from $\widetilde{\Psi}^{(k,W)} = \{ \pi_{i,j} \widetilde{\Psi}_{i,j}^{(k)} \}_{i,j \in V_t^{(k)+W}}$ (recall the definition of the scaled problem in (16)) and Proposition 3(a). Finally, noting the fact that

$$S^{(W)}_{V_t, V_{t-1}} - S^{(T)}_{V_t, V_{t-1}} = (\Psi^{(V_t, W)}_{\gamma_t, V_t} - \Psi^{(V_t, T)}_{\gamma_t, V_t})A_{V_t, V_{t-1}},$$

we obtain

$$\left\| S^{(W)}_{V_t, V_{t-1}} - S^{(T)}_{V_t, V_{t-1}} \right\| \leq \left\| \Psi^{(V_t, W)}_{\gamma_t, V_t} - \Psi^{(V_t, T)}_{\gamma_t, V_t} \right\| \| A_{V_t, V_{t-1}} \| \leq 4c_1^2 L^2 \rho^{2W},$$

where the inequalities follow from Proposition 3(c), (36), and (38).

By Lemmas 8 and 9, we have shown that (i) $\| \prod_{t'=t''+1}^{t''+t} S^{(T)}_{V_{t'}, V_{t'-1}} \| \leq \prod_{t'=t''+1}^{t''+t} S^{(T)}_{V_{t'}, V_{t'-1}}$ decays exponentially in $t-t''$, and (ii) $\| \prod_{t'=t''+1}^{t''+t} S^{(W)}_{V_{t'}, V_{t'-1}} \| \leq \prod_{t'=t''+1}^{t''+t} S^{(W)}_{V_{t'}, V_{t'-1}}$ can be made arbitrarily small. Thus, we can show $\| \prod_{t'=t''+1}^{t''+t} S^{(W)}_{V_{t'}, V_{t'-1}} \| \leq \prod_{t'=t''+1}^{t''+t} S^{(W)}_{V_{t'}, V_{t'-1}}$ decays exponentially in $t-t''$. Based on this result, we can derive the bound for $w^{(W)}_{V_t, V_{t-1}}$.

**Proof of Theorem 2.** Since $W \geq \overline{W}$, we apply Lemma 9 and can verify that

$$\left\| S^{(W)}_{V_t, V_{t-1}} - S^{(T)}_{V_t, V_{t-1}} \right\| \leq (\alpha^{1/2} - \alpha)/L.$$
From Lemmas 4 and 8, we have that
\[ \left\| \prod_{t' = t' + 1}^{t} \mathbf{S}_{v,t'}^{(W)} \right\|_{\pi} \leq (2c_1L/\rho)\rho^{(t-t')/2}. \] (39)
Assuming \( \overline{w} = 0 \) for now, by Lemma 6, there exists \( \Psi^{(W)} := \{\Psi_{ij}^{(W)}\}_{i,j \in V} \) such that
\[ \overline{w}^{(cl,W)}(\overline{w} - 1) = \Psi^{(W)} \overline{p}, \]
and again by Lemma 6,
\[ \left\| \Psi_{V_t}^{(W)} \right\|_{\pi} \leq \sum_{t' \in \mathcal{T}} \left( \prod_{t'' = t'}^{t} \mathbf{S}_{v,t''}^{(W)} \right) \left\| \Psi_{V_{t''},V_t}^{(W)} \right\|_{\pi} \leq (2c_1L/\rho)\rho^{(t-t')/2} \]
\[ \leq (2c_1^2L/\rho)\rho^{(t-t')/2} \sum_{t'' = 0}^{t} \rho^{(t'/2-3t''/2 + t' - t'')/2} \]
\[ \leq \frac{2c_1^2L\rho^{(t-t')/2}}{\rho(1 - \rho^{(t-t')/2})}. \] (40)

Here, the first inequality follows from Proposition 3(c); the second inequality follows from (39) and Theorem 6; the third inequality follows from rearranging the terms; and the last inequality follows from that \( t/2 - 3(t \wedge t')/2 + t' - |t - t'|/2 \geq 0 \). By the definitions in (5) and (15), and by Lemma 5 and Proposition 4, we have
\[ \left\| w^{(cl,W)}_{V_t} \right\|_{\pi} = \pi_k^{1/2} \left\{ \mathbb{E}_{\xi} \left[ w_{t}^{(cl,W)}(\xi_0; \overline{w} - 1) \right] \mid \xi_0 = \overline{\xi}_0 \right\}^{1/2}, \] (41a)
\[ \left\| \overline{p}_{V_t} \right\|_{\pi} = \pi_k^{1/2} \left\{ \mathbb{E}_{\xi} \left[ \|p(\xi_t')\| \mid \xi_0 = \overline{\xi}_0 \right\} \right\}^{1/2}. \] (41b)

Applying (40) and (41) to \( w^{(cl,W)}_{V_t}(\overline{w} - 1) = \sum_{i = 1}^{T} w_{V_t}^{(W)} \overline{p}_{V_t}, \) we obtain
\[ \left\{ \mathbb{E}_{\xi} \left[ \left\| w_t^{(cl,W)}(\xi_0; \overline{w} - 1) \right\| \mid \xi_0 = \overline{\xi}_0 \right\}^{1/2} \leq \sum_{t' \in \mathcal{T}} c_2 \rho^{(t-t')/2} \left\{ \mathbb{E}_{\xi} \left[ \|p(\xi_t')\| \mid \xi_0 = \overline{\xi}_0 \right\} \right\}^{1/2}, \forall t \in \mathcal{T}. \]

By setting \( d(\overline{\xi}_0) \leftarrow d(\overline{\xi}_0) + A(\overline{\xi}_0)\overline{w} - 1 + B(\overline{\xi}_0)\overline{w} - 1 \) and applying Assumption 2(a), we obtain the result for \( \overline{w} - 1 \neq 0 \). This completes the proof. \( \blacksquare \)

B.4. Theorem 3 Let us define
\[ J_{W,v}^{(W)}(\overline{w} - 1) := \sum_{i \in V^{(k)}} \pi_{ik} \overline{p}_{V_t} \left( w^{(cl,W)}_{V_t}(\overline{w} - 1) \right), \]
\[ J_{V}^{(W)}(\overline{w} - 1) := \sum_{k \in V} \pi_k J_{W,v}^{(W)}(\overline{w} - 1). \] (42)

We can observe from Proposition 2(c) (\( \pi_{ij,k} \) is the conditional probability), Theorem 6 (a unique solution of (14) exists), and Lemma 5 (the solution of (14) is the solution of (4)) that \( J_{V_0}^{(W)}(\overline{w} - 1) \) is the expected performance of SMPC with prediction horizon length \( W \), starting from \( \overline{\xi}_0 \) and \( \overline{w} - 1 \). Furthermore, we recall from (14) that
\[ J_{W,v}^{(k,W)}(\overline{w}^{(k)}) = \sum_{i \in V^{(k)}} \pi_{ik} \overline{p}_{V_t} \left( w^{(k,W)}_{V_t}(\overline{w}^{(k)}) \right). \] (43a)
Similarly to (42), for $w_{V_{t-1}} = \{w_i\}_{i \in V_{t-1}}$, we define
\[
J^{(V_t,W)}(w_{V_{t-1}}) := \sum_{k \in V_t} \pi_k J^{(k,W)}(w_{o(k)}). \tag{43b}
\]
In the next lemma, we establish the exponential decay in the Hessian of $J^{(V_t,T)}(w_{V_{t-1}})$ (with respect to $p$).

**Lemma 10.** Under Assumptions 1 and 2 and given $\bar{z}_0 \in \Xi_0$, there exists symmetric $\Sigma^{(V_t,T)} := \{\Sigma_{ij}^{(V_t,T)}\}_{i,j \in V_t}$ such that $J^{(V_t,T)}(0) = (1/2) (p_{V_t,T})^\top \Sigma^{(V_t,T)} p_{V_t,T}$, and the following holds
\[
\sigma(\Sigma_{ij}^{(V_t,T)}) \leq c_1^2 L \rho^{|t'| - t''}(|t' - t''| + 2 \frac{1 - \rho^2}{1 - \rho^2}) \quad \forall t', t'' \in T_{t,T}.
\]

**Proof.** First, we recall from Theorem 6 that $\Psi^{(V_t,T)}$ is the solution mapping of (14). We have
\[
J^{(V_t,T)}(0) = (1/2) (\Psi^{(V_t,T)} p_{V_t,T})^\top P_{V_t,T} \Psi^{(V_t,T)} p_{V_t,T} + (E_{V_t,T,V_t} p_{V_t,T})^\top E_{V_t,T,V_t} p_{V_t,T},
\]
where $P := \{P_{ij}\}_{i,j \in V_t}$, $E := \{E_{ij}\}_{i,j \in V_t}$, and
\[
P_{ij} := \begin{cases} \pi_i \begin{bmatrix} 0 & 0 \\ 0 & R_i \end{bmatrix} & \text{if } i = j, \\ \pi_i \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} & \text{otherwise,} \\ 0 & \text{otherwise.} \end{cases}, \quad E_{ij} := \begin{cases} \pi_i \begin{bmatrix} 0 & 0 \\ 0 & R_j \end{bmatrix} & \text{if } i = j, \\ \pi_i \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} & \text{otherwise.} \end{cases}
\]
Thus, we can define $\Sigma^{(V_t,T)}$ as
\[
\Sigma^{(V_t,T)} = (\Psi^{(V_t,T)})^\top P_{V_t,T,V_t} \Psi^{(V_t,T)} + (1/2) (E_{V_t,T,V_t}^\top \Psi^{(V_t,T)} + (\Psi^{(V_t,T)})^\top E_{V_t,T,V_t}).
\]
By the block diagonal structure of $P$ and $E$,
\[
\Sigma_{V_t,T}^{(V_t,T)} = \sum_{t'' \in T_{t,T}} \left[ (\Psi^{(V_t,T)})^\top P_{V_{t''},V_{t''}} (\Psi^{(V_t,T)})^\top + (1/2) (E_{V_{t''},V_{t''}}^\top \Psi^{(V_t,T)} + (\Psi^{(V_t,T)})^\top E_{V_{t''},V_{t''}}) \right] .
\]
By Proposition 3(d), Theorem 6, and $\sigma(\Sigma_{V_t,T}^{(V_t,T)}) \leq L$, we obtain
\[
\sigma(\Sigma_{V_{t''},V_{t''}}^{(V_t,T)}) \leq \left\| \Psi^{(V_t,T)} \right\|_2 \left\| \Psi^{(V_t,T)} \right\|_2 \sigma(\Sigma_{V_{t''},V_{t''}}^{(V_t,T)}) \leq c_1^2 L \rho^{|t'| - t''}(|t' - t''|).\]
By Proposition 3(d), Theorem 6, subadditivity of $\sigma(\cdot)$ and $\sigma(\Sigma_{V_{t''},V_{t''}}^{(V_t,T)}) \leq 1$, we obtain
\[
\sigma(\Sigma_{V_{t''},V_{t''}}^{(V_t,T)}) \leq \left\| \Psi^{(V_t,T)} \right\|_2 \left\| \Psi^{(V_t,T)} \right\|_2 \sigma(\Sigma_{V_{t''},V_{t''}}^{(V_t,T)}) \leq c_1^2 L \rho^{|t'| - t''}(|t' - t''|).\]
Combining the above three displays, and applying the subadditivity of $\sigma(\cdot)$, we have
\[
\sigma(\Sigma_{V_{t''},V_{t''}}^{(V_t,T)}) \leq c_1 \rho^{|t' - t''|} + \sum_{t'' \in T_{t,T}} c_1^2 L \rho^{|t' - t''| + |t'' - t'''|} \leq c_1^2 L (\rho^{|t' - t''|} + \sum_{t'' \in T_{t,T}} \rho^{|t' - t''| + |t'' - t'''|}),
\]
where the second inequality follows from $L, c_1 \geq 1$ (cf. Assumption 2 and (7)). For the right-hand side term, we note from $\rho \in (0, 1)$ that
\[
\rho^{|t''_i - t'|} + \sum_{t''_i \in T_{i,t}} \rho^{|t''_i - t'| + |t' - t''_i|}
\leq \rho^{|t''_i - t'|} + \sum_{t''_i = t} \rho^{|t''_i - t'| + |t''_i - t'|} + \sum_{t''_i = t} \rho^{|t''_i - t'| + |t''_i - t'|} + \sum_{t''_i = t} \rho^{|t''_i - t'| + |t''_i - t'|}
\leq \rho^{|t''_i - t'|} + |t''_i - t'| \rho^{|t''_i - t'|} + \rho^{|t''_i - t'|} (|t''_i - t'| + 2 - 1 - \frac{1}{2}).
\]
Combining the above two displays, we complete the proof.

Next, we prepare to analyze the stagewise dynamic regret. Let $\hat{w}^{(cl,W)}(\overline{w}_{-1}) := \{\hat{w}^{(cl,W)}_k(\overline{w}_{-1})\}_{k \in \mathcal{V}}$ with
\[
\hat{w}^{(cl,W)}_k(\overline{w}_{-1}) := w^{(k,T)}_k (\overline{w}^{(cl,W)}_{-1})
\]
This is a hypothetical augmented state-control variable at node $k$, which is obtained by implementing the optimal full-horizon policy from the previous state-control variable $\overline{w}^{(cl,W)}_{-1}(k)$ (defined in (15)). It can be equivalently expressed by
\[
\hat{w}^{(cl,W)}_k(\overline{w}_{-1}) = \bar{S}^{(k,T)}_{k,a(k)} \bar{w}^{(cl,W)}_{-1}(k) + \sum_{t' \in T_{k,t}} \Psi^{(k,T)}_{k,V_{t'}} \bar{P}_{V_{t'}}.
\]
Also,
\[
\hat{w}^{(cl,W)}_{V_{t}}(\overline{w}_{-1}) = \bar{S}^{(T)}_{t,v_1,v_{t-1}} \bar{w}^{(cl,W)}_{v_{t-1}}(\overline{w}_{-1}) + \sum_{t' \in T_{t,t'}} \Psi^{(T)}_{v_1,v_{t'}} \bar{P}_{V_{t'}}.
\]
In the next lemma, we prove that this hypothetical augmented state-control variable $\hat{w}^{(cl,W)}(\overline{w}_{-1})$ is exponentially close to the actual augmented state-control variable $\overline{w}^{(cl,W)}(\overline{w}_{-1})$ in $W$.

**Lemma 11.** Under Assumptions 1 and 2 and given $\overline{w}_{-1} \in \mathbb{R}^{n_y} \times \mathbb{R}^{n_u}, \xi^0 \in \Xi_0$, and $W \geq \overline{W}$, we have
\[
||\overline{w}^{(cl,W)}_{V_{t}}(\overline{w}_{-1}) - \hat{w}^{(cl,W)}_{V_{t}}(\overline{w}_{-1})||_\pi \leq (c_3 D + c_4 \rho^{t/2} ||\overline{w}_{-1}||) \rho^W, \quad \forall t \in T,
\]
where $c_3, c_4, D$ are defined in (10).

**Proof.** From the definition of $\overline{w}^{(cl,W)}_{V_{t}}(\overline{w}_{-1})$ and $\hat{w}^{(cl,W)}_{V_{t}}(\overline{w}_{-1})$, we have
\[
\overline{w}^{(cl,W)}_{V_{t}} - \hat{w}^{(cl,W)}_{V_{t}} = \left(\overline{S}_{V_{t},V_{t-1}} \overline{w}_{V_{t-1}} + \Psi_{V_{t},V_{t}} \bar{P}_{V_{t}}\right) - \left(\Psi^{(V_{t},T)}_{V_{t},V_{t-1}} \overline{w}_{V_{t-1}} + \Psi^{(V_{t},T)}_{V_{t},V_{t}} \bar{P}_{V_{t}}\right)
\]
Here, we suppress the dependency of $\hat{w}^{(cl,W)}$ on $\overline{w}_{-1}$ to ease the notation. Applying Lemma 9 and Theorem 6,
\[
||\overline{w}^{(cl,W)}_{V_{t}} - \hat{w}^{(cl,W)}_{V_{t}}||_\pi \leq 4\epsilon_t^2 L^2 \rho^W ||\overline{w}^{(cl,W)}_{V_{t-1}}||_\pi + \sum_{t' \in T_{t+1}} 2c_3^2 \rho^W ||\bar{P}_{V_{t'}}||_\pi + \sum_{t' \in T_{t+1}} c_4 \rho^{t'-t} ||\bar{P}_{V_{t'}}||_\pi
\]
\[
\leq 2c_3^2 L \rho^W \left(2L \rho^W ||\overline{w}^{(cl,W)}_{V_{t-1}}||_\pi + \sum_{t' \in T_{t+1}} \rho^{W-t'} ||\bar{P}_{V_{t'}}||_\pi + \sum_{t' \in T_{t+1}} \rho^{W-t'} ||\bar{P}_{V_{t'}}||_\pi\right)
\]
\[
\leq 2c_3^2 L \rho^W \left(2L ||\overline{w}^{(cl,W)}_{V_{t-1}}||_\pi + \frac{2}{1-\rho} D\right)
\]
where the second inequality follows from \( L, c_2 \geq 1 \); the third inequality follows from the summation of geometric series, \( \rho \in (0, 1) \), and \( \|p_{v_t}\|_\pi \leq D \) (from (10) and Proposition 4); the fourth inequality follows from Theorem 2; the fifth inequality can be obtained by using the summation of geometric series; the last inequality can be obtained from the definitions of \( c_3, c_4 \) in (10).

Now we are ready to prove Theorem 3.

**Proof of Theorem 3.** From the definitions in (42), (43), for any \( t \in T \),

\[
J_{\nu_t}(\nu_{t-1}) = J_{\nu_{t+1}}(\nu_{t-1}) + (\nu_{t}^{(cl,W)})^T \left( \frac{1}{2} Q_{t_i, t_i} \mu_{t_i}^{(cl,W)} - q_{t_i} \right) + (\mu_{t}^{(cl,W)})^T \left( \frac{1}{2} R_{\nu_t, t_i} \mu_{t_i}^{(cl,W)} - r_{t_i} \right),
\]

(46)

where \( Q := \{Q_{ij}\}_{i,j \in V} \), where \( Q_{i,j} := \begin{cases} \pi_i Q & \text{if } i = j, \\
0 & \text{otherwise, (similar for } R). \end{cases} \)

Further,

\[
J_{\nu_{t+1}}(\nu_{t-1}) = \sum_{k \in V_k} \pi_k \mathcal{L}_k \left( \nu_{k}^{(k,T)} \left( \nu_{k}^{(cl,W)} \right) \right) + \sum_{k \in V_k} \sum_{i+1 \in V_{t+1}} \sum_{j \in V_{t+1} \setminus T} \pi_j \mathcal{L}_j \left( \nu_{k}^{(k,T)} \left( \nu_{k}^{(cl,W)} \right) \right) \tag{43}
\]

\[
(44) \sum_{k \in V_k} \sum_{i \in V_{t+1}} \pi_k \mathcal{L}_k \left( \nu_{k}^{(cl,W)} \right) + \sum_{i \in V_{t+1}} \pi_i \mathcal{L}_i \left( \nu_{a(i)}^{(cl,W)} \right) \tag{44}
\]

Here, we suppress the dependency of \( \hat{\nu}_{t}^{(cl,W)} \) on \( \nu_{t-1} \) for concise notation. We also let \( J_{\nu_{t+1}}(\nu_{t-1}) = 0 \) and \( J_{\nu_{t+1}}(\nu_{t-1}) = 0 \). We now can write

\[
J_{\nu_{t}}(\nu_{t}) = J_{\nu_{t+1}}(\nu_{t}) + (\hat{\nu}_{t}^{(cl,W)})^T \left( \frac{1}{2} Q_{t_i, t_i} \hat{\nu}_{t_i}^{(cl,W)} - q_{t_i} \right) + (\hat{\nu}_{t}^{(cl,W)})^T \left( \frac{1}{2} R_{\nu_t, t_i} \hat{\nu}_{t_i}^{(cl,W)} - r_{t_i} \right), \forall t \in T. \tag{47}
\]

By subtracting (47) from (46) and noting that \( \hat{\nu}_{t}^{(cl,W)} = \hat{\nu}_{t}^{(cl,W)} \) (they are fixed by the constraint (14b)),

\[
\frac{\nu_{t}^{(cl,W)}}{\nu_{t}^{(cl,W)}} - \frac{\nu_{t}^{(cl,W)}}{\nu_{t}^{(cl,W)}} = J_{\nu_{t+1}}(\nu_{t}) - J_{\nu_{t+1}}(\nu_{t}) + (\hat{\nu}_{t}^{(cl,W)})^T \left( \frac{1}{2} R_{\nu_t, t_i} \hat{\nu}_{t_i}^{(cl,W)} - r_{t_i} \right) - (\hat{\nu}_{t}^{(cl,W)})^T \left( \frac{1}{2} R_{\nu_t, t_i} \hat{\nu}_{t_i}^{(cl,W)} - r_{t_i} \right) \tag{48a}
\]

\[
(48b)
\]

for \( t \in T \). By Theorem 2, Lemma 11, and the fact that \( \rho \in (0, 1) \), we have for any \( t \in T \),

\[
\left\| \nu_{t}^{(cl,W)} \right\| + \left\| \nu_{t}^{(cl,W)} \right\| \leq 2 \left\| \nu_{t}^{(cl,W)} \right\| + \left\| \nu_{t}^{(cl,W)} - \nu_{t}^{(cl,W)} \right\| \tag{49}
\]
Therefore, we can simplify the term in (48a) by

term in (48a) = \( (u_{VT}^{(cl,W)} - \hat{u}_{VT}^{(cl,W)}) (1/2) R_{VT} + (1/2) \frac{\|u_{VT}^{(cl,W)} + \hat{u}_{VT}^{(cl,W)} - u_{VT}^{(cl,W)}\|}{(L/2)} \|\frac{u_{VT}^{(cl,W)}}{L/2} + \hat{u}_{VT}^{(cl,W)}\| + \|u_{VT}^{(cl,W)}\| \)
\leq (c_3D + c_4\rho^{t/2}\|w_{-1}\|) \rho^W
\leq \left( \frac{4c_2}{1 - \rho^{t/2}} + c_3 \right) D + (4c_2L + c_4)\rho^{t/2}\|w_{-1}\|.

Here, the first inequality follows from Assumption 2(a), the second inequality follows from (49) and Lemma 11, and the third inequality can be obtained by rearranging terms. Furthermore, for the term in (48b), we have

term in (48b) = \( (1/2) (\sum_{t' \in T^{t+1}_{t}} p_{VT_{t'+1}, V_t} (u_{VT_{t'+1}, V_t} + \Delta_{VT_{t'+1}, V_t} u_{VT_{t'+1}, V_t}^{(cl,W)}) \sum_{t' \in T^{t+1}_{t}} (p_{VT_{t'+1}, V_t} + \Delta_{VT_{t'+1}, V_t} \hat{u}_{VT_{t'+1}, V_t}^{(cl,W)}) ) \)
\leq \( (1/2) (\sum_{t' \in T^{t+1}_{t}} (\|u_{VT_{t'+1}, V_t}^{(cl,W)} - \hat{u}_{VT_{t'+1}, V_t}^{(cl,W)}\| \sum_{t' \in T^{t+1}_{t}} (\Delta_{VT_{t'+1}, V_t} u_{VT_{t'+1}, V_t}^{(cl,W)} + \Delta_{VT_{t'+1}, V_t} \hat{u}_{VT_{t'+1}, V_t}^{(cl,W)})) \)
\leq \( \sum_{t' \in T^{t+1}_{t}} (1/2) (\sum_{t' \in T^{t+1}_{t}} (\|u_{VT_{t'+1}, V_t}^{(cl,W)} - \hat{u}_{VT_{t'+1}, V_t}^{(cl,W)}\| \sum_{t' \in T^{t+1}_{t}} (\Delta_{VT_{t'+1}, V_t} u_{VT_{t'+1}, V_t}^{(cl,W)} + \Delta_{VT_{t'+1}, V_t} \hat{u}_{VT_{t'+1}, V_t}^{(cl,W)})) \)
\leq 2c_2L^2\rho^W \left[ (c_3D + c_4\rho^{t/2}\|w_{-1}\|) \left( \frac{1}{(1 - \rho^2)(1 - \rho^2)D} + \frac{2L}{1 - \rho^2} \left( \frac{4c_2}{1 - \rho^{t/2}} + c_3 \right) D \right) \right]
\leq \left[ \frac{2c_2L^2}{1 - \rho^2} \left( -1 + 2c_3L + \frac{4}{1 - \rho} + \frac{8c_2L}{1 - \rho^{t/2}} \right) \right] D^2
\[
+ \frac{2c^2L^2}{1 - \rho^2} \left( -c_4 + 2c_3c_4 + \frac{4c_4}{1 - \rho} + \frac{8c_2c_4L}{1 - \rho^{1/2}} + 2c_3L(4c_2L + c_4) \right) \rho^{t/2} D \|\bar{w}_t - \bar{w}_1\| \\
+ \frac{4c_2^2c_4L^3(4c_2L + c_4)}{1 - \rho^2} \rho^t \|\bar{w}_1\|^2 \rho^W.
\]

Here, the first equality follows from the definition of \(\sum_{V_1+1,T}^{(V_t+1,T)}\), the second equality can be obtained by rearranging terms, and the third equality follows from the observation that \(\Delta_{V_1,T-1,T} = 0\); the first inequality follows from Definition 3 and Proposition 3; the second inequality follows from Lemma 10 and (36); the third inequality can be obtained by rearranging; the fourth inequality follows from (49) and Lemma 11; and the last inequality can be obtained by rearranging terms and noting that

\[
\frac{1}{(1 - \rho)^2} + \frac{2}{(1 - \rho)(1 - \rho^2)} + \frac{2L}{1 - \rho^2} \left( \frac{4c_2}{1 - \rho^{1/2}} + c_3 \right) = \frac{1}{1 - \rho} \left( -1 + 2c_3L + \frac{4}{1 - \rho} + \frac{8c_2L}{1 - \rho^{1/2}} \right).
\]

By taking the summation of (48) over \(t \in T\), we obtain

\[
\frac{J^{(W)}}{\bar{w}_0} (\bar{w}_1) - J^{(V_0,T)} (\bar{w}_1) \\
\leq \left\{ \left[ c_5 \left( \frac{2c_2L}{1 - \rho^{1/2}} + c_3L/2 + 1 \right) + \frac{2c_2c_4L^2}{1 - \rho^2} \left( -1 + 2c_3L + \frac{4}{1 - \rho} + \frac{8c_2L}{1 - \rho^{1/2}} \right) \right] D^2 T \\
+ \left[ \frac{2c_2c_4L}{1 - \rho^{1/2}} + c_3c_4L + c_4 + 2c_2c_3L^2 + \frac{2c_2^2L^2}{1 - \rho^2} \left( -c_4 + 2c_3c_4L + \frac{4c_4}{1 - \rho} + \frac{8c_2c_4L}{1 - \rho^{1/2}} + 2c_3L(4c_2L + c_4) \right) \right] D \|\bar{w}_1\| \frac{1}{1 - \rho^{1/2}} \\
+ \left[ c_4(2c_2L^2 + c_4L/2) + \frac{4c_2^2c_4L^3(4c_2L + c_4)}{1 - \rho^2} \right] \|\bar{w}_1\|^2 \frac{1}{1 - \rho} \right\} \rho^W \\
\leq \left\{ c_5D^2 T + c_6D \|\bar{w}_1\| + c_7 \|\bar{w}_1\|^2 \right\} \rho^W,
\]

where the second inequality follows from the definition of \(c_5, c_6, c_7\) in (10). We observe from Proposition 2(c) \(\pi_{ik}\) is the conditional probability), Theorem 6 (a unique solution of (14) exists), Lemma 5 (the solution of (14) is the solution of (4)), and the definition in (42) that

\[
J^{(W)}(\xi_0; \bar{w}_1 - 1) = J^{(W)}(\bar{w}_1).
\]

By the definitions in (3) and (13), their equivalence (Lemma 5), the existence of unique solutions (Theorem 4), we also have

\[
J^*(\xi_0; \bar{w}_1) = J^{(V_0,T)} (\bar{w}_1).
\]

Combining (50), (52), and (53), we complete the proof. \(\blacksquare\)
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