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ABSTRACT – Simulated Kalman Filter (SKF) is an estimation-based optimization algorithm which is established based on the Kalman filtering framework. A variant of SKF which operates using one agent is called single-solution simulated Kalman filter (ssSKF). At present, there is no tutorial been published on ssSKF. One may find that the equations and flowchart of the algorithm is not easy to understand. Hence, this paper provides a tutorial on ssSKF algorithm that emphasizes on a numerical example for easy and intuitive explanations. This tutorial would be important to those who work on the fundamentals and applications of ssSKF as well as to students who are new to optimization research.

Introduction

The simulated Kalman filter (SKF) has been introduced in 2015 for numerical optimization problems [1-3]. It was introduced as population-based metaheuristics, where the search for optimal solution is conducted by a group of agents. The agents of SKF work like Kalman filters [4] and the measurement in SKF is a simulated measurement which is obtained using mathematical equation.

Many studies on SKF can be found in literature. For example, the SKF has been studied fundamentally [5-6]. The SKF also has been extended for binary optimization problems [7] and combinatorial optimization problems [8-10]. Hybridization of SKF with particle swarm optimization (PSO), gravitational search algorithm (GSA), and opposition-based learning [11-17] have also been proposed for better performance. Other variants called parameter-less SKF and randomized SKF algorithms were proposed in [18-19]. The SKF has also been applied for real world problems like the adaptive beamforming in wireless cellular communication [20-23], airport gate allocation problem [24-25], feature selection of EEG signal [26-27], system identification [28-29], image processing [30-31], controller tuning [32], and PCB drill path optimization [33].

A study in 2018 proved that the SKF algorithm able to operate using only one agent. This variant of SKF is called single-solution simulated Kalman filter (ssSKF) [34]. The ssSKF offers a slight advantage over the SKF counterpart in terms of the number of parameters in the algorithm. At present, the ssSKF has been applied in solving routing problem in printed circuit board drilling process [35].

This paper presents the first tutorial on ssSKF which emphasizes on the calculation aspect of ssSKF. This paper consist of two parts. The first part explains the fundamentals of the ssSKF while the second part shows a numerical example based on a function minimization problem.

The Single-solution Simulated Kalman Filter

The single-solution Simulated Kalman Filter (ssSKF) algorithm is a single agent version of the population-based Simulated Kalman Filter algorithm. Similar to SKF, the ssSKF algorithm attempts to solve optimization problems by iteratively estimating the optimum solution using the scalar model of discrete Kalman filter framework. By using this model, the state vector, \( \mathbf{X} \), holds the agent’s estimated position, which is a scalar value for each dimension in the search space. This estimated state variable is used in the calculation of fitness based on the specific objective function.
In ssSKF, the algorithm starts with the initialization of the single agent. This agent represents a Kalman filter. Next, the fitness of the agent is evaluated. During each iteration, the best-so-far solution, $X_{\text{best}}$, which holds the best-found solution so far, is updated. The single agent in ssSKF algorithm iteratively improves its estimation by using the standard Kalman filter framework which comprises of predict, measure, and estimate phases. An adaptive neighbourhood is employed to make a prediction during the prediction phase. The measurement, guided by the best-so-far solution, $X_{\text{best}}$, is simulated during the measurement phase. Finally, the agent makes an estimation of the optimum solution during the estimation phase. The measurement, guided by the Kalman filter, provides a measurement to the Kalman filter to make the best guess on the location of the optimal solution. This element is missing in the original SKF algorithm. In view of having $X_{\text{best}}$ as the best-so-far solution, it is wise to predict that the position of the optimum solution is somewhere near $X_{\text{best}}$. Therefore, in ssSKF, a decreasing local neighbourhood is adopted during the prediction step to further exploit this information.

To illustrate the concept of local neighbourhood in ssSKF algorithm, a two-dimensional problem of sphere function bounded by [-2,2] in both dimensions is used. The function is shown in (4).

$$f(X) = \sum_{j=1}^{2} x_j^2 = x_1^2 + x_2^2$$

(4)

Figure 3 shows that the position of the optimum solution at $t = 1$ is predicted (marked in green) to be located in a confined neighborhood of $[X_{\text{best}}^d - \delta_t, X_{\text{best}}^d + \delta_t]$ which is marked by the black line, with the
best-so-far solution, \( X_{best} \), at the center of the neighborhood. This local neighborhood, \( N_s \), is decreasing in size, determined by the step-size, \( \delta_t \), as the iteration increases following (3). Figure 4 shows that the prediction of the optimum at iteration \( t = 10 \) happens in a smaller local neighbourhood. The size of local neighbourhood reflects that certainty in the prediction. As iteration increases, the fitness of the best-so-far solution is also improved. A smaller local neighbourhood during prediction indicates that it is almost certain that the optimum solution is located very near to the best-so-far solution, \( X_{best} \).

This certainty in prediction (reflected by the size of the local neighbourhood), however, cannot happen too early or it might lead to premature convergence.

Figure 6 shows the plot of step-size, \( \delta_t \), for different values of the adaptive coefficient, \( \alpha \), over 100 iterations. It can be observed that a small value of \( \alpha \) will lead to an almost linear decrement, while a larger value of \( \alpha \) will lead to a faster convergence.

It is worth to note here that the decrement of the step size, \( \delta_t \), is also dependent on the maximum number of iterations. Since there is only one agent in ssSKF algorithm and there is only one function evaluation per agent per iteration, the step size, \( \delta_t \), can be said dependent on the maximum number of function evaluations. Simpler problems might not need a high number of function evaluations to reach ideal solution as compared to complex problems.
Figure 3. Local neighborhood during prediction ($t = 1$).

Also, the landscape of the problem also might influence the optimal value of the adaptive coefficient, $\alpha$. For example, solving a unimodal problem might benefit from a high value of adaptive coefficient, but for solving a multimodal problem, a high value of adaptive coefficient might cause the optimization process to converge prematurely. The choice of this adaptive coefficient, $\alpha$, is problem dependent. Thus, tuning is required to achieve the best solution.

The next step is measurement calculated at every dimension. In this step, the best-so-far solution, $X^d_{best}$, steered the agent’s simulated measurement value, $Z^d(t)$, as follows:

$$Z^d(t) = X^d(t|t+1) + \Delta$$

where

$$\Delta = \sin(rand^d \times 2\pi) \times |X^d(t|t+1) - X^d_{best}|$$

The purpose of the measurement is to give feedback to the estimation process. The measurement is simulated in such a way that the measured value of the agent may take any random value surrounding the predicted value, $X^d(t|t+1)$, either approaching to or moving away from the best-so-far solution, $X^d_{best}$, balancing between exploration and exploitation. The exploration and exploitation mechanisms are further compromised as the distance between the predicted value and the best-so-far solution decreases with the increase of the number of iterations.

Finally, during the estimation step, the solution and error covariance estimates for the next iteration are calculated using the estimate equations right after the calculation of the Kalman gain.

$$K^d(t) = \frac{P^d(t|t+1)}{P^d(t|t+1)+rand^d}$$

(7)

$$X^d(t+1) = X^d(t|t+1) + \gamma$$

(8)

$$\gamma = K^d(t) \times (Z^d(t) - X^d(t|t+1))$$

(9)

$$P^d(t+1) = (1-K^d(t)) \times P^d(t|t+1)$$

(10)

At the end of the estimation step, a better solution for the next iteration that lies between the predicted and the measured value may be produced. This process continues until the maximum number of iterations.
Numerical Example

In order to understand how the single-solution simulated Kalman filter (ssSKF) algorithm operates, consider a two-dimensional problem of sphere function bounded by [-2,2] in both dimensions. The function is similar to (4).

Figure 5 shows the three-dimensional view of the sphere function. The ideal solution for the given objective function is at the centre of the search space (0,0), where the fitness value is equal to 0 (minimization problem).

The agent of ssSKF is represented by a state vector of two dimensions, \( \mathbf{x}(t) = \{x^1(t), x^2(t)\} \). For minimization problem, the fitness of the solution is first set to infinity, \( f_{it}(\mathbf{x}_{\text{true}}) = \infty \).

The first step is initialization. At \( t = 0 \), the initial estimated state of the agent, \( \mathbf{x}(0) \), is distributed randomly in uniform distribution within the search space of [-2,2] in every dimension. A normally distributed random number, \( \text{randn} \), defined in the range of (0,1) with a mean of 0.5, is specified in every dimension for the initial error covariance of each agent, \( \mathbf{P}(0) \).

\[
\mathbf{x}(0) = \{0.9271, -0.2500\} \\
\mathbf{P}(0) = \{0.5341, 0.5771\}
\]

Figure 6 illustrates the position of the estimated state of the SKF agents during initialization at \( t = 0 \), on the contour plot of the sphere function’s search space. The position of the ideal solution is marked by ‘*’, while the position of agents is represented by square boxes.

In the second step, the fitness the agent is evaluated:

\[
f(\mathbf{x}(0)) = 0.9271^2 + (-0.25)^2 = 0.9220
\]

Then, based on the fitness values, the best-so-far solution, \( \mathbf{x}_{\text{best}} \) is updated. In this specified iteration, it is found that the agent has better fitness value (0.9220 < \( \infty \)), thus, the best value is updated.

\[
\mathbf{x}_{\text{best}} = \{0.9271, -0.2500\}
\]

Figure 7 shows the \( \mathbf{x}_{\text{best}} \) update after the fitness evaluation step.

The second step starts with prediction phase. This is calculated using (3). In ssSKF, optimum solution is predicted to be located in the local neighbourhood, \( N_s \), surrounding the best-so-far solution, \( \mathbf{x}_{\text{best}}^d \).

To do the prediction, first, we need to calculate the step size, \( \delta \). Let the adaptive coefficient, \( \alpha \) equals to 10, and the maximum iteration to be 10. The initial step size depends on the size of the search space, \( \delta_0 = \max(|-2|, |2|) = 2 \). Thus, the step size, \( \delta \), and the corresponding predicted state estimate for the first iteration is:
**Figure 5.** Three-dimensional view of sphere function.

**Figure 6.** Estimated position by the ssSKF agent in the search space (initialization).
Figure 7. Best-so-far solution ($X_{best}$) update.

\[ \delta_t = -\frac{10 \times 1}{100} \times 2 = 1.8097 \]

\[ X^d(0|1) \sim U[X_{best}^d - \delta_t, X_{best}^d + \delta_t] = [-0.0639, -0.6676] \]

Figure 8 shows the predicted position of the optimal solution by the ssSKF agent is located inside the local neighbourhood.

The error covariance is predicted to be influenced by the process noise. A normally distributed random number, $\text{rand}^d$, defined in the range of (0,1) with a mean of 0.5, is specified in every dimension as the process noise of each agent, $Q(0)$. Let the process noise for each agent, $Q(0)$, be:

\[ Q(0) = [0.4467, 0.5542] \]

\[ P(0|1) = P(0) + Q(0) = [0.5341 + 0.4467, 0.5771 + 0.5542] = [0.9808, 1.1313] \]

The prediction phase is followed by the simulated measurement phase. The random number, $\text{rand}^d$, used in measurement based on (5) are taken from a uniform distribution in the range of (0,1). Let the random number, $\text{rand}$ be:

\[ \text{rand} = [0.2240, 0.1014] \]

\[ Z^1(0) = X^1(0|1) + \sin(\text{rand}^1 \times 2\pi) \times |X^1(0|1) - X_{best}^1| = -0.0639 + \sin(0.2240 \times 2\pi) \times |0.0639 - 0.9271| = 0.9139 \]

\[ Z^2(0) = X^2(0|1) + \sin(\text{rand}^2 \times 2\pi) \times |X^2(0|1) - X_{best}^2| = -0.6676 + \sin(0.1014 \times 2\pi) \times |-0.6676 - (-0.2500)| = -0.4192 \]
Figure 8. Predicted position by the ssSKF agent in the search space during prediction phase.

Figure 9 shows the simulated measurement value for each agent and their corresponding range. The effect of the sine function is to provide a balance between exploration and exploitation during the simulated measurement process while allowing more possibility at the extreme values. A simulated measurement may take any value bounded by the distance between the predicted state estimate to the best-so-far solution, $X_0$, in both dimensions. The farther predicted value from $X_0$, the bigger the range. This allows more exploration of the search space by the agent.

Lastly, estimation for the next time step is carried out by calculations based on (7) to (10). The estimation phase is preceded by calculation of Kalman gain. A normally distributed random number, $\text{randn}^d$, defined in the range of (0,1) with a mean of 0.5, is specified in every dimension as the measurement noise of the agent, $R(0)$. Let the measurement noise for the agent, $R(0)$, be:

$$R(0) = \{0.6242, 0.4868\}$$

$$K^1(0) = \frac{P^1(0|1)}{(P^1(0|1) + R^1(0))} = \frac{0.9808}{0.9808 + 0.6242} = 0.6111$$

$$X^1(1) = X^1(0|1) + K^1(0) \times (Z^1(0) - X^1(0|1))$$

$$= -0.0639 + 0.6111 \times (0.9139 - (-0.0639))$$

$$= 0.5336$$

$$P^1_1(1) = (1 - K^1(0)) \times P^1(0|1)$$

$$= (1 - 0.6111) \times 0.9808$$

$$= 0.3814$$

$$K^2(0) = \frac{P^2(0|1)}{(P^2(0|1) + R^2(0))} = \frac{1.1313}{1.1313 + 0.4868} = 0.6992$$

$$X^2(1) = X^2(0|1) + K^2(0) \times (Z^2(0) - X^2(0|1))$$

$$= -0.6676 + 0.6992 \times (-0.4192 - (-0.6676))$$

$$= -0.4939$$

$$P^2(1) = (1 - K^2(0)) \times P^2(0|1)$$

$$= (1 - 0.6992) \times 0.6992 = 0.3403$$
Figure 9. Simulated measurement value by the ssSKF agent during the measurement phase.

Figure 10 shows the estimation position of the optimum solution by the ssSKF agent during the estimation phase. Figure 11 on the other hand, shows the estimated position of the optimal solution at \( t = 0 \) and at \( t = 15 \). It can be seen that the estimation by the ssSKF agent has improved during the search. Finally, these steps will be repeated until the stopping condition is met.

Table 1 gives a summary of the agent’s predict, measure and estimate values from \( t = 1 \) to \( t = 15 \) with their corresponding estimation fitness value and best-so-far solution.

**Conclusions**

The ssSKF algorithm is based on Kalman filtering computation in finding the global minimum/maximum for numerical optimization problems. This set of computation is different compared to other well-established optimization algorithms. Students and those who have no experience working on Kalman filtering might have difficulties in the implementation of SKF in MATLAB or other comparable software to solve an optimization problem. This tutorial is fruitful for them to understand the calculation involved in ssSKF.
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