A SUPERCRITICAL SOBOLEV TYPE INEQUALITY IN HIGHER ORDER SOBOLEV SPACES AND RELATED HIGHER ORDER ELLIPTIC PROBLEMS

QUOC ANH NGÔ AND VAN HOANG NGUYEN

Abstract. A Sobolev type embedding for radially symmetric functions on the unit ball $B$ in $\mathbb{R}^n$, $n \geq 3$, into the variable exponent Lebesgue space $L^{2^*}_{2^*/1+|x|/\alpha}(B)$, $2^* = 2n/(n-2)$, $\alpha > 0$, is known due to J.M. do Ó, B. Ruf, and P. Ubilla, namely, the inequality

$$\sup \left\{ \int_B |u(x)|^{2^*+|x|/\alpha} \, dx : u \in H^1_{0,\text{rad}}(B), \|\nabla u\|_{L^{2^*}(B)} = 1 \right\} < +\infty$$

holds. In this work, we generalize the above inequality for higher order Sobolev spaces of radially symmetric functions on $B$, namely, the embedding

$$H^m_{0,\text{rad}}(B) \hookrightarrow L^{2^*}_{2^*/1+|x|/\alpha}(B)$$

with $2 \leq m < n/2$, $2^*_m = 2n/(n-2m)$, and $\alpha > 0$ holds. Questions concerning the sharp constant for the inequality including the existence of the optimal functions are also studied. To illustrate the finding, an application to a boundary value problem on balls driven by polyharmonic operators is presented. This is the first in a set of our works concerning functional inequalities in the supercritical regime.

1. Introduction

The Sobolev embedding is a basic tool in many aspect of mathematical analysis. The classical one provides an optimal embedding from the Sobolev space $H^1(\Omega)$ into the Lebesgue spaces $L^p(\Omega)$ with $p \leq 2^* := 2n/(n-2)$, where $\Omega \subset \mathbb{R}^n$ with $n \geq 3$ is a bounded domain. If working in a larger class of “rearrangement invariant” Banach spaces rather than the class of $L_p$-spaces, the optimal exponent $2^*$ can be slightly improved. For example, the following embedding is well-known

$$H^1(\Omega) \hookrightarrow L^{2^*}_{2^*/2}(\Omega),$$

where $L^{2^*}_{2^*/2}(\Omega)$ is the well-known Lorentz space. In the literature, Sobolev embedding into non-rearrangement invariant spaces has recently captured attention. By choosing the variable exponent Lebesgue spaces $L_{p(x)}(B)$ as target spaces, where $B$ is the unit ball in $\mathbb{R}^n$, the authors in [ORU16] are able to go beyond the critical threshold $2^*$ when restricting to $H^1_{0,\text{rad}}(B)$ the first order Sobolev space of radially symmetric functions about the origin. This special space is simply the completion of $C^\infty_{0,\text{rad}}(B)$ under the norm

$$\|u\|_{H^1_{0,\text{rad}}(B)} = \left( \int_B |\nabla u|^2 \, dx \right)^{1/2},$$

where we denote by $C^\infty_{0,\text{rad}}(B)$ the class of compactly supported, smooth, radially symmetric functions about the origin in $B$. The primary result in [ORU16] states that given $\alpha > 0$ there exists a positive constant $U_{n,\alpha}$ such that the supercritical Sobolev inequality

$$U_{n,\alpha} := \sup \left\{ \int_B |u(x)|^{2^*+|x|/\alpha} \, dx : u \in H^1_{0,\text{rad}}(B), \|\nabla u\|_{L^{2^*}(B)} = 1 \right\} < +\infty \quad (1.1)$$
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holds for any \( u \in H^1_{0, \text{rad}}(B) \). In other words, there is a continuous embedding

\[
H^1_{0, \text{rad}}(B) \hookrightarrow L^2_{2^* + |x|^\alpha}(B),
\]

where \( L^2_{2^* + |x|^\alpha} \) is the variable exponent Lebesgue space defined by

\[
L^2_{2^* + |x|^\alpha}(B) := \{ u : B \to \mathbb{R} \text{ is measurable} : \int_B |u(x)|^{2^* + |x|^\alpha} \, dx < +\infty \}
\]

with norm

\[
\|u\|_{L^2_{2^* + |x|^\alpha}(B)} = \inf \left\{ \lambda > 0 : \int_B \frac{|u(x)|^{2^* + |x|^\alpha}}{\lambda} \, dx \leq 1 \right\}.
\]

As an application of (1.1), which is quite a surprise, the authors are able to prove that the following elliptic equation

\[
\begin{aligned}
-\Delta u &= u^{2^* + |x|^\alpha - 1} \quad \text{in } B, \\
u &> 0 \quad \text{in } B, \\
u &= 0 \quad \text{on } \partial B,
\end{aligned}
\]  

admits at least one solution. This result is somewhat intriguing because if one replace \(|x|^\alpha\) by any non-negative constant, then (1.2) has no solution by the classical result of Pohozaev.

In this work, motivated by the supercritical Sobolev inequality (1.1), first we generalize (1.1) for higher order Sobolev space of radially symmetric functions leading us to the following continuous embedding

\[
H^m_{0, \text{rad}}(B) \hookrightarrow L^2_{2^m + |x|^\alpha}(B),
\]

where the space \( L^2_{2^m + |x|^\alpha}(B) \) is precisely mentioned in Corollary 1.2 below. Then as an application of the inequality we present an existence result for solutions to the following polyharmonic equation

\[
\begin{aligned}
(-\Delta)^m u &= u^{2^m + |x|^\alpha - 1} \quad \text{in } B, \\
u &> 0 \quad \text{in } B, \\
\partial^j u &= 0 \quad \text{on } \partial B, \quad j = 0, \ldots, m - 1.
\end{aligned}
\]  

To state our results, several notations and conventions are needed. First, for an integer \( m \geq 1 \), we denote

\[
\nabla^m = \begin{cases} 
\Delta^m/2 & \text{if } m \text{ is even,} \\
\nabla \Delta^{(m-1)/2} & \text{if } m \text{ is odd.}
\end{cases}
\]

By \( H^m_0(B) \) we mean the usual Sobolev space on \( B \), which is the completion of \( C_0^\infty(B) \) under the norm

\[
\|u\|_{H^m_0(B)} = \left( \int_B |\nabla^m u|^2 \, dx \right)^{1/2}.
\]

Then analogue to \( H^1_{0, \text{rad}}(B) \), we denote by \( H^m_0, \text{rad}(B) \) the completion of \( C_0^\infty, \text{rad}(B) \) with respect to the preceding norm. Given \( \alpha > 0 \), we are interested in whether or not the following inequality

\[
U_{n,m,\alpha} := \sup \left\{ \int_B |u(x)|^{2^m + |x|^\alpha} \, dx : u \in H^m_0, \text{rad}(B), \|\nabla^m u\|_{L^2(B)} \leq 1 \right\} < +\infty.
\]  

(1.4)

holds for some constant \( U_{n,m,\alpha} > 0 \). Note that, in (1.4) and under the condition \( n > 2m \), the number \( 2^*_m = 2n/(n - 2m) \) is also the critical exponent for the following Sobolev inequality with the sharp constant \( S_{n,m} \)

\[
\|u\|_{L^2_{2^*_m}(B)} \leq S_{n,m} \|\nabla^m u\|_{L^2(B)}
\]  

(1.5)
for any $u \in H^m_0(B)$. It is well-known that the sharp constant $S_{n,m}$ can be characterized by
\[ S_{n,m} = \sup \{ \|u\|_{L^2(B)} : u \in H^m_0(B), \|\nabla^m u\|_{L^2(B)} = 1 \} \]
(see the formulas (2.9) and (2.10) below) and if we let
\[ \Sigma_{n,m} := \sup \{ \int_B |u(x)|^2 dx : u \in H^m_0(B), \|\nabla u\|_{L^2(B)} = 1 \}, \]
then we immediately have
\[ \Sigma_{n,m} = S^2_{n,m}. \]
The first main result in this paper answers the above question affirmatively.

**Theorem 1.1.** Let $1 \leq m < n/2$ and $\alpha > 0$. Then
\[ \sup \left\{ \int_B |u(x)|^{2m + |x|^\alpha} dx : u \in H^m_0(B), \|\nabla^m u\|_{L^2(B)} \leq 1 \right\} < +\infty. \]

Apparently, the case $m = 1$ was already studied in [ORU16], our contribution is for the case $m \geq 2$. Clearly, a consequence of Theorem 1.1 is that the space $H^m_{0,rad}(B)$ can be continuously embedded into the variable exponent Lebesgue space $L^{2m + |x|\alpha}(B)$ mentioned earlier. An exact statement of this fact is as follows:

**Corollary 1.2.** Let $1 \leq m < n/2$ and $\alpha > 0$. Then the following embedding is continuous
\[ H^m_{0,rad}(B) \hookrightarrow L^{2m + |x|\alpha}(B), \]
where $L^{2m + |x|\alpha}(B)$ is the variable exponent Lebesgue space defined by
\[ L^{2m + |x|\alpha}(B) := \left\{ u : B \to \mathbb{R} \text{ is measurable} : \int_B |u(x)|^{2m + |x|^\alpha} dx < +\infty \right\} \]
with norm
\[ \|u\|_{L^{2m + |x|\alpha}(B)} = \inf \left\{ \lambda > 0 : \int_B \frac{|u(x)|^2}{\lambda^{2m + |x|^\alpha}} dx \leq 1 \right\}. \]

In view of Theorem 1.1, there exists a sharp constant $U_{n,m,\alpha} > 0$ as already given in (1.4). In this sense, it is natural to ask whether or not the sharp constant $U_{n,m,\alpha}$ is attained. To obtain the attainability of the sharp constant $U_{n,m,\alpha}$ and inspired by [ORU16, Theorem 1.3], we first establish certain estimates between $U_{n,m,\alpha}$ and $\Sigma_{n,m}$ as shown in the following.

**Theorem 1.3.** Let $1 \leq m < n/2$ and $\alpha > 0$. Then, there always holds
\[ U_{n,m,\alpha} \geq \Sigma_{n,m} \] (1.6)
Moreover, if
\[ 0 < \alpha \leq n - 2m, \] (1.7)
then there holds
\[ U_{n,m,\alpha} > \Sigma_{n,m}. \] (1.8)
Finally, the following limit
\[ \lim_{\alpha \to +\infty} U_{n,m,\alpha} = \Sigma_{n,m} \] (1.9)
occurs.

In view of (1.6), it is now clear to see how reasonable the condition $U_n > \Sigma_n$ appearing in [ORU16, Theorem 1.4] is. Compared to [ORU16, Theorem 1.3], it is clear that, even when $m = 1$, which was also studied in [ORU16], the range for $\alpha$ in (1.7) is significant improved.

Then the following result provides us a criteria in which the sharp constant $U_{n,m,\alpha}$ is attained.
**Theorem 1.4.** Let $1 \leq m < n/2$ and $\alpha > 0$. If
\[ U_{n,m,\alpha} > \Sigma_{n,m}, \]
then the sharp constant $U_{n,m,\alpha}$ is attained.

Combining Theorems 1.3 and 1.4 we deduce that the sharp constant $U_{n,m,\alpha}$ is attained if $0 < \alpha \leq n - 2m$ and it is likely that the sharp constant $\Sigma_{n,m}$ serves as a threshold for the existence of optimizers for $U_{n,m,\alpha}$. Although we cannot say anything about the inequality (1.8) whenever $\alpha > n - 2m$, the limit in (1.9) might lead us to a non-existence of optimizers for $U_{n,m,\alpha}$ when $\alpha$ is very large. If this is not the case, we expect to see certain monotonicity of $U_{n,m,\alpha}$ with respect to $\alpha$; see [Ngu19] for related results. We take this chance to mention that in the literature a similar phenomenon appears in the Adimurthi–Druet inequality, an improvement of the standard Moser–Trudinger inequality by adding a $L^2$-type perturbation; see [MT19].

Finally, we study the existence of solutions to (1.3). Our existence result reads as follows.

**Theorem 1.5.** Let $1 \leq m < n/2$ and $0 < \alpha \leq n - 2m$. Then there exists at least one weak solution to (1.3).

To look for a solution to (1.3), we employ variational techniques. In this way, a solution to (1.3) is found as a critical point of the associated Euler–Lagrange energy functional defined on $H_{0,\text{rad}}^m(B)$. In turn, such a solution is radially symmetric. Taking the recent work [CLL18] into account, we expect to see more solutions to (1.3) instead of the radial ones.

This paper is organized as follows:
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This is the first paper in a set of our works concerning functional inequalities in the supercritical regime. In the next paper [NN19], we shall address supercritical Moser–Trudinger inequalities.
This section is to prepare some auxiliary results which will be used in the proof of the main Theorems.

2.1. Useful inequalities. This subsection is devoted to useful inequalities. For clarity, let us denote the following constants. Given \( a < n - 4 \), we let
\[
e_{n,a} = \left( \frac{(n + a)(n - a - 4)}{4} \right)^2
\]
and let
\[
C_{HR}(n, m) = \begin{cases} 
\left( \frac{n + 2m - 4}{2} \right)^2 \prod_{i=0}^{\left\lfloor \frac{m}{2} \right\rfloor} e_{n,4i} & \text{if } m = 2k, \\
\left( \frac{n - 2}{2} \right)^2 \left( \frac{n + 2m - 4}{2} \right)^2 \prod_{i=0}^{\left\lfloor \frac{m}{2} \right\rfloor} e_{n,2+4i} & \text{if } m = 2k + 1,
\end{cases}
\]
or more precisely,
\[
C_{HR}(n, m) = \begin{cases} 
4 \prod_{i=0}^{\left\lfloor \frac{k}{2} \right\rfloor} \frac{(n + 4i)^2(n - 4i - 4)^2}{16} & \text{if } m = 2k, \\
\frac{(n + 4k - 2)^2}{(n - 2)^2} \prod_{i=0}^{\left\lfloor \frac{k}{2} \right\rfloor} \frac{(n - 2 + 4i)^2(n - 2 - 4i)^2}{16} & \text{if } m = 2k + 1.
\end{cases}
\]
The first result is a sharp Hardy–Rellich inequality in \( H^m_{0, \text{rad}}(B) \). Although our inequality is in the sharp form, technically, we do not really require such a form in our analysis.

Lemma 2.1 (Hardy–Rellich inequality in \( H^m_{0, \text{rad}}(B) \)). Let \( 2 \leq m < n/2 \). Then there holds
\[
\|\nabla^m u\|_{L^2(B)} \geq C_{HR}(n, m) \int_B \frac{|
abla u|^2}{|x|^{2(m-1)}} \, dx \tag{2.1}
\]
for any \( u \in H^m_{0, \text{rad}}(B) \).

Proof. By density, it suffices to prove that (2.1) holds for any \( u \in C^\infty_{0, \text{rad}}(B) \). First, we recall the following well-known weighted Hardy inequality
\[
\int_B \frac{|
abla u|^2}{|x|^a} \, dx \geq \left( \frac{n - 2 - a}{2} \right)^2 \int_B \frac{u^2}{|x|^a} \, dx \tag{2.2}
\]
for any \( u \in C^\infty_0(B) \) and with \( 0 \leq a < n - 2 \). We next provide a similar Rellich inequality that connects first to second order derivatives of radial functions, namely, for \( 0 \leq a < n - 2 \), we shall prove
\[
\int_B \frac{(|\Delta u|^2}{|x|^a} \, dx \geq \frac{(n + a)^2}{4} \int_B \frac{|
abla u|^2}{|x|^a + 2} \, dx \tag{2.3}
\]
holds for any \( u \in C^\infty_{0, \text{rad}}(B) \). Indeed, let \( u \in C^\infty_{0, \text{rad}}(B) \) and observe that \( \Delta u = u''(r) + ((n - 1)/r)u'(r) \). From this we obtain
\[
\int_B \frac{(|\Delta u|^2}{|x|^a} \, dx = \omega_{n-1} \int_0^1 \left( u''(r) + \frac{n - 1}{r} u'(r) \right)^2 r^{n-a-1} \, dr = \omega_{n-1} \int_0^1 (u''(r))^2 r^{n-a-1} \, dr + (n - 1) \omega_{n-1} \int_0^1 [(u'(r))^2]' r^{n-a-2} \, dr + (n - 1)^2 \omega_{n-1} \int_0^1 (u'(r))^2 r^{n-a-3} \, dr.
\]
\[= \omega_{n-1} \int_0^1 (u''(r))^2 r^{n-a-1} \, dr \]

\[+ (n-1)(a+1) \omega_{n-1} \int_0^1 (u'(r))^2 r^{n-a-3} \, dr \]

\[\geq \frac{(n+a)^2}{4} \omega_{n-1} \int_0^1 (u'(r))^2 r^{n-a-3} \, dr \]

\[= \frac{(n+a)^2}{4} \int_B |\nabla u|^2 \, dx, \]

where the third equality comes from integration by parts while the inequality comes from (2.2). We are now in position to conclude the lemma. There are two possible cases:

**Case 1.** Suppose \( m = 2k \) with \( k \geq 1 \). Using [TZ07, Theorem 1.9(i)] we get

\[ \int_B (\Delta^k u)^2 \, dx \geq \left( \prod_{i=0}^{k-2} c_{n,4i} \right) \int_B \frac{(\Delta u)^2}{|x|^{4(k-1)}} \, dx \]

for any \( u \in C^\infty_{0, \text{rad}}(B) \). Combining the previous inequality with (2.3), namely,

\[ \int_B \frac{(\Delta u)^2}{|x|^{4k-2}} \, dx \geq \left( \frac{n+4k-4}{2} \right)^2 \int_B |\nabla u|^2 \, dx \]

we arrive at (2.1) for \( m \) even and for all \( u \in C^\infty_{0, \text{rad}}(B) \).

**Case 2.** Suppose \( m = 2k+1 \) for some \( k \geq 1 \). By using [TZ07, Theorem 1.9(ii)], we get

\[ \int_B |\nabla \Delta^k u|^2 \, dx \left( \frac{n-2}{2} \right)^2 \left( \prod_{i=0}^{k-2} c_{n,2+4i} \right) \int_B \frac{(\Delta u)^2}{|x|^{4k-2}} \, dx. \]

Finally, we make use of (2.3), namely,

\[ \int_B \frac{(\Delta u)^2}{|x|^{4k-2}} \, dx \geq \left( \frac{n+4k-2}{2} \right)^2 \int_B |\nabla u|^2 \, dx \]

to get the desired inequality.

Before going further, it is worth noting that without restricting to functions in \( C^\infty_{0, \text{rad}}(B) \), the sharp form of the inequality (2.3) for functions in \( C^\infty(B) \) has already known and the sharp constant for (2.3) is technically complicated; see [TZ07, Theorem 1.7]. To be more precise, the sharp constant computed by authors in [TZ07] is given by

\[ \min_{k=0, 1, \ldots} \frac{1}{16} \frac{(n+a)^2(n-4-a)^2 + k(n-2+k)}{4(n-4-a)^2 + k(n-2+k)}, \]

which cannot be bigger than \((n+a)^2/4\). As clearly demonstrated in [TZ07], the sharp constant equals \((n+a)^2/4\) only if \( a \) is closed to zero. However, in the case of radially symmetric functions, the sharp constant is always \((n+a)^2/4\) by testing the functions

\[ u_\varepsilon(x) = (1 - \varphi_\varepsilon(x)) \varphi(x) |x|^{-(n-a-4)/2}, \]

where \( \varphi \) is a cut-off function in \( C^\infty_0(B) \) such that \( 0 \leq \varphi \leq 1, \varphi(x) = 1 \) if \(|x| \leq 1/2, \) and \( \varphi_\varepsilon(x) = \varphi(x/\varepsilon) \). Similarly, the constant \( C_{\beta \text{rad}}(n, m) \) in (2.1) is sharp. This can be verified by using the test functions

\[ u_\varepsilon(x) = (1 - \varphi_\varepsilon(x)) \varphi(x) |x|^{-(n-2m)/2}. \]

Our next result is the sharp Sobolev inequality with fractional dimension \( \beta \); see [Ngu15] and references therein.
Lemma 2.2. Let $\beta > 2$. There exists a positive constant $S_\beta > 0$ such that

$$S_\beta \int_0^1 |u'(r)|^2 r^{\beta - 3} dr \geq \left( \int_0^1 |u(r)|^{2q \over \beta - 2} r^{\beta - 3} dr \right)^{2q \over \beta - 2}$$

(2.4)

for $u \in C_0^\infty([0, 1])$.

Making use of Lemma 2.2, we can prove a generalization of the supercritical Sobolev inequality (1.1) of do Ó, Ruf, and Ubilla to the fractional dimension $\beta$.

Lemma 2.3. Let $\beta > 2$ and $q(r) = \frac{2q}{\beta - 2} + f(r)$ with $f : [0, 1] \to [0, \infty)$ so that $f$ is continuous and satisfies the following conditions:

(f$_1$) $f(0) = 0$ and $f(r) > 0$ for $r > 0$;

(f$_2$) there exists some $c > 0$ such that

$$f(r) \leq \frac{c}{\ln r}$$

for $r$ near 0.

Then, for all $a > 0$,

$$S_\beta(f, a) := \sup_{u \in \mathcal{A}_a} \int_0^1 |u(r)|^{q(r)} r^{\beta - 1} dr$$

is finite where

$$\mathcal{A}_a = \left\{ u \in C_0^\infty([0, 1]), \int_0^1 |u'(r)|^2 r^{\beta - 3} dr \leq a \right\}.$$

Proof. Let $u \in \mathcal{A}_a$ be arbitrary, namely, $u \in C_0^\infty([0, 1])$ and $\int_0^1 |u'(r)|^2 r^{\beta - 3} dr \leq a$. Our aim is to estimate $\int_0^1 |u(r)|^{q(r)} r^{\beta - 1} dr$. By Hölder’s inequality, we estimate

$$|u(r)| \leq \left| - \int_r^1 u'(s) ds \right| \leq \left( \int_r^1 |u'(s)|^2 ds \right)^{1/2} \left( \int_r^1 s^{1-\beta} ds \right)^{1/2} \leq \left( a r^{2-\beta} - 1 \right)^{1/2}.$$

In particular, because $r \in (0, 1)$ and $\beta > 2$, we then get

$$|u(r)| \leq a^{1/2} r^{(2-\beta)/2} (\beta - 2)^{1/2}$$

(2.5)

for any $r \in (0, 1)$. Now taking $r_0$ in such a way that $a(r_0^{2-\beta} - 1)/(\beta - 2) = 1$, namely, $r_0 = (a/(a + \beta - 2))^{1/(\beta - 2)}$, we then have

$$|u(r)| \leq 1$$

(2.6)

for any $r \in (r_0, 1)$. We now have by (2.6) the following

$$\int_{r_0}^1 |u(r)|^{q(r)} r^{\beta - 1} dr \leq \int_{r_0}^1 dr \leq 1.$$

(2.7)

We next estimate the integral on $(0, r_0)$. By (2.5) we know that

$$\int_0^{r_0} |u(r)|^{q(r)} r^{\beta - 1} dr \leq \int_0^{r_0} |u(r)|^{2q \over \beta - 2} |u(r)|^{f(r)} r^{\beta - 1} dr$$

$$\leq \int_0^{r_0} |u(r)|^{2q \over \beta - 2} \left( \frac{a r^{2-\beta} - 1}{\beta - 2} \right) f(r)^{1/2} r^{\beta - 1} dr.$$


Let
\[ g(r) = \left( \frac{\alpha^2 - \beta}{\beta - 2} \right)^{f(r)/2}, \quad r \in (0, r_0]. \]
Note that \( g(r) \) is continuous on \((0, r_0] \) and
\[ \ln g(r) = \frac{f(r)}{2} \left( \ln \frac{\alpha}{\beta - 2} - (\beta - 2) \ln r \right), \]
which yields
\[ \limsup_{r \to 0} \ln g(r) \leq \frac{\beta - 2}{2} \]
by the assumptions \((f_1)-(f_2)\) on \( f \). Consequently, the function \( g \) is bounded on \((0, r_0] \).
 Putting
\[ C_0 = \sup_{t \in (0, r_0]} g(t), \]
then we have
\[ \int_0^{r_0} |u(r)|^n r^{\beta - 1} dr \leq C_0 \int_0^{r_0} |u(r)|^n r^{\beta - 1} dr \leq C_0 (S_\beta u)_\beta^\beta, \quad (2.8) \]
where \( S_\beta \) is the sharp constant in the Sobolev inequality \((2.4) \). Combining \((2.7) \) and \((2.8) \) proves the lemma.

Compared to \([\text{ORU16, Section 2}] \), our condition \((f_1)\) is exactly the same as that of \([\text{ORU16}] \), however, our condition \((f_2)\) for \( r \) near \( 0 \) is weaker than that of \([\text{ORU16}] \), and the most important is that we do not assume any behavior of \( f \) near \( 1 \) as indicated in \((f_3)\) of \([\text{ORU16}] \).

2.2. Estimates for bubbles. We now denote by \( u_\varepsilon^* \) the following bubble-shaped function
\[ u_\varepsilon^*(x) = \left( \frac{2}{1 + |x|^2} \right)^{\frac{n-2m}{2}}. \]
Clearly, \( u_\varepsilon^* \) solves the following equation
\[ (-\Delta)^m u = u^{2^*_m - 1} \]
in \( \mathbb{R}^n \); see \([\text{WX99}] \). Then, for each \( \varepsilon > 0 \), we scale \( u_\varepsilon^* \) to obtain \( u_\varepsilon^* \) in the following way
\[ u_\varepsilon^*(x) = \varepsilon^{-\frac{n-2m}{2}} u_1^*(\varepsilon^{-1}x), \]
namely,
\[ u_\varepsilon^*(x) = \left( \varepsilon^2 + |x|^2 \right)^{-\frac{n-2m}{2}}. \]
Clearly, \( u_\varepsilon^* \) also solves the above equation, namely,
\[ (-\Delta)^m u_\varepsilon^* = (u_\varepsilon^*)^{2^*_m - 1} \]
in \( \mathbb{R}^n \). It is well-known that all functions \( u_\varepsilon^* \) are the optimizers of the Sobolev inequality \((1.5) \), namely,
\[ S_{n,m}^2 \int_{\mathbb{R}^n} |\nabla u_\varepsilon^*|^2 \, dx = \left( \int_{\mathbb{R}^n} (u_\varepsilon^*)^{2^*_m} \, dx \right)^{2/2^*_m}. \]
In this sense, there holds
\[ \int_{\mathbb{R}^n} |\nabla u_\varepsilon^*|^2 \, dx = \int_{\mathbb{R}^n} (u_\varepsilon^*)^{2^*_m} \, dx = S_{n,m}^{-n/m}. \]
Let \( \eta \) be a cut-off function on \( B \), which is of class \( C^\infty_0 (B) \) and radially symmetric. In addition, we require \( 0 \leq \eta \leq 1 \) everywhere and \( \eta(x) = 1 \) if \( |x| \leq 1/2 \). When \( \varepsilon \) is near \( 0 \), the following expansions for \( \eta u_\varepsilon^* \) are well-known
\[ \int_B |\nabla (\eta u_\varepsilon^*)|^2 \, dx = S_{n,m}^{-n/m} + O(\varepsilon^{n-2m}) \varepsilon < 0 \quad (2.9) \]
and
\[ \int_B (\eta u_\varepsilon^*)^{2n} \, dx = S_{n,m}^{-n/m} + O(\varepsilon^\alpha)_{\varepsilon \to 0}; \quad (2.10) \]
see [GGS10, proof of Theorem 7.23].

Our first set of results in this subsection concerns the expansion of \( \int_B |\eta u_\varepsilon^*|^{2n+|x|^{\alpha}} \, dx \) in terms of \( \varepsilon \).

**Lemma 2.4.** Let \( \alpha, C > 0 \) and denote
\[ v_\varepsilon(x) = C\eta(x)u_\varepsilon^*(x). \]
There exists a constant \( C_1 > 0 \) such that for \( \varepsilon > 0 \) small enough
\[ \int_B |v_\varepsilon|^{2n+|x|^{\alpha}} \, dx \]
\[ = \begin{cases} C^{2n}S_{n,m}^{-n/m} + C^{2n}C_1 |\ln \varepsilon|^\alpha + o(\varepsilon^\alpha |\ln \varepsilon|)_{\varepsilon \to 0} & \text{if } \alpha < n, \\ C^{2n}S_{n,m}^{-n/m} + O(\varepsilon^{n(1-\gamma)})_{\varepsilon \to 0} & \text{if } \alpha \geq n, \end{cases} \quad (2.11) \]
for arbitrary \( 0 < \gamma < 1/2 \) but fixed.

**Proof.** It follows from the definition of \( u_\varepsilon^* \) that \( Cu_\varepsilon^*(x) \leq 1 \) if and only if
\[ |x| \geq \sqrt{A_{n,m}^{-2(n-2m)}} = a_\varepsilon, \]
where
\[ A_{n,m} = \frac{2^{n+2m}}{C}. \]
Notice that \( a_\varepsilon \sim \sqrt{\varepsilon} \) as \( \varepsilon \to 0 \). For any \( 0 < \gamma < 1/2 \) but fixed, we then have \( a_\varepsilon < \varepsilon^\gamma < 1/2 \) provided \( \varepsilon > 0 \) is small enough. Hence, \( v_\varepsilon \leq 1 \) on \( B \setminus B_{a_\varepsilon} \) which then implies
\[ 0 \leq \int_{B \setminus B_{a_\varepsilon}} |v_\varepsilon|^{2n+|x|^{\alpha}} \, dx \leq \int_{B \setminus B_{a_\varepsilon}} |v_\varepsilon|^{2n} \, dx \]
\[ \leq C^{2n} \int_{B \setminus B_{a_\varepsilon}} |u_\varepsilon^*|^{2n} \, dx \]
\[ \leq 2^n C^{2n} \int_{B \setminus B_{a_\varepsilon}} (1 + |x|^2)^{-n} \, dx \]
\[ = O(\varepsilon^{n(1-\gamma)})_{\varepsilon \to 0}. \]
Thus, we have proved that
\[ \int_{B \setminus B_{a_\varepsilon}} |v_\varepsilon|^{2n+|x|^{\alpha}} \, dx = O(\varepsilon^{n(1-\gamma)})_{\varepsilon \to 0}. \quad (2.12) \]
On \( B_{a_\varepsilon} \setminus B_{a_\varepsilon} \), we also have \( v_\varepsilon \leq 1 \) and therefore
\[ v_\varepsilon(x) = A_{n,m}(\varepsilon^2 + |x|^2)^{n+2m} \geq A_{n,m}(1 + \varepsilon^{2(1-\gamma)})^{-n-2m}, \]
which implies
\[ 0 \geq \ln v_\varepsilon(x)^{\alpha} \geq |x|^{\alpha} \ln \left( A_{n,m}(1 + \varepsilon^{2(1-\gamma)})^{-n-2m} \right) \]
\[ \geq \varepsilon^{\gamma\alpha} \ln \left( A_{n,m}(1 + \varepsilon^{2(1-\gamma)})^{-n-2m} \right) \]
\[ = \left( 1 - 2\gamma \right) \frac{n-2m}{2} \varepsilon^{\gamma\alpha} \ln \varepsilon + O(\varepsilon^{\gamma\alpha})_{\varepsilon \to 0} \]
\[ = o(1)_{\varepsilon \to 0}. \]
Hence, together with Taylor’s expansion, we are in position to estimate \( v_\varepsilon(x)^{|x|^{\alpha}} \) as follows
\[ v_\varepsilon(x)^{|x|^{\alpha}} = 1 + \left( \ln A_{n,m} - \frac{n-2m}{2} \ln \left( \varepsilon + \frac{|x|^2}{\varepsilon} \right) \right) |x|^{\alpha} \]
\[ + O \left( \left( \ln A_{n,m} - \frac{n - 2m}{2} \ln \left( \varepsilon + \frac{|x|^2}{\varepsilon} \right) \right)^2 |x|^{2\alpha} \right)_{\varepsilon \searrow 0} \]

on \( B_{\varepsilon} \setminus B_{a_{\varepsilon}} \). For \( \varepsilon > 0 \) small enough, there holds

\[
\int_{B_{\varepsilon} \setminus B_{a_{\varepsilon}}} |v_{\varepsilon}\beta|^{2\alpha_m} |x|^\alpha \, dx
= \int_{B_{\varepsilon} \setminus B_{a_{\varepsilon}}} |v_{\varepsilon}\beta|^2 \, dx + \left( \ln A_{n,m} - \frac{n - 2m}{2} \ln \varepsilon \right) \int_{B_{\varepsilon} \setminus B_{a_{\varepsilon}}} |v_{\varepsilon}\beta|^2 |x|^{\alpha} \, dx
- \frac{n - 2m}{2} \int_{B_{\varepsilon} \setminus B_{a_{\varepsilon}}} |v_{\varepsilon}\beta|^2 \ln \left( 1 + \frac{|x|^2}{\varepsilon^2} \right) |x|^\alpha \, dx
+ O \left( \int_{B_{\varepsilon} \setminus B_{a_{\varepsilon}}} |v_{\varepsilon}\beta|^2 \left( \ln A_{n,m} - \frac{n - 2m}{2} \ln \left( \varepsilon + \frac{|x|^2}{\varepsilon} \right) \right)^2 |x|^{2\alpha} \, dx \right)_{\varepsilon \searrow 0}.
\]

On the other hand, there holds

\[ v_{\varepsilon}(x)|x|^\alpha = A_{n,m}(\frac{\varepsilon}{\varepsilon^2 + |x|^2})^{n-2m}|x|^\alpha \]

\[ = \exp \left( \left( \ln A_{n,m} - \frac{n - 2m}{2} \ln (\varepsilon + \frac{|x|^2}{\varepsilon^2}) \right) |x|^\alpha \right). \]

Since \( \eta = 1 \) on \( B_{a_{\varepsilon}} \), for \( \varepsilon > 0 \) small enough, we deduce that \( v_{\varepsilon} = Cu_{\varepsilon} \geq 1 \) on \( B_{a_{\varepsilon}} \). From this one can estimate

\[ 0 \leq \left( \ln A_{n,m} - \frac{n - 2m}{2} \ln(\varepsilon + |x|^2) \right)|x|^\alpha \]

\[ \leq \left( \ln A_{n,m} - \frac{n - 2m}{2} \ln \varepsilon \right) a_{\varepsilon}^\alpha \]

\[ = O(\varepsilon^{\alpha/2}(-\ln \varepsilon)) \]

\[ = o(1)_{\varepsilon \searrow 0}. \]

Hence, together with Taylor’s expansion, we are in position to estimate \( v_{\varepsilon}(x)|x|^\alpha \) as follows

\[ v_{\varepsilon}(x)|x|^\alpha = 1 + \left( \ln A_{n,m} - \frac{n - 2m}{2} \ln(\varepsilon + \frac{|x|^2}{\varepsilon}) \right)|x|^\alpha \]

\[ + O \left( \left( \ln A_{n,m} - \frac{n - 2m}{2} \ln(\varepsilon + \frac{|x|^2}{\varepsilon}) \right)^2 |x|^{2\alpha} \right)_{\varepsilon \searrow 0}, \]

on \( B_{a_{\varepsilon}} \). For \( \varepsilon > 0 \) small enough, it holds

\[
\int_{B_{a_{\varepsilon}}} |v_{\varepsilon}\beta|^{2\alpha_m} |x|^\alpha \, dx
= \int_{B_{a_{\varepsilon}}} |v_{\varepsilon}\beta|^2 \, dx + \left( \ln A_{n,m} - \frac{n - 2m}{2} \ln \varepsilon \right) \int_{B_{a_{\varepsilon}}} |v_{\varepsilon}\beta|^2 |x|^{\alpha} \, dx
- \frac{n - 2m}{2} \int_{B_{a_{\varepsilon}}} |v_{\varepsilon}\beta|^2 \ln \left( 1 + \frac{|x|^2}{\varepsilon^2} \right) |x|^\alpha \, dx
+ O \left( \int_{B_{a_{\varepsilon}}} |v_{\varepsilon}\beta|^2 \left( \ln A_{n,m} - \frac{n - 2m}{2} \ln \left( \varepsilon + \frac{|x|^2}{\varepsilon} \right) \right)^2 |x|^{2\alpha} \, dx \right)_{\varepsilon \searrow 0}.
\]

Combining (2.12), (2.13) and (2.14), we arrive

\[
\int_{B} |v_{\varepsilon}\beta|^{2\alpha_m} |x|^\alpha \, dx
= \int_{B_{\varepsilon}} |v_{\varepsilon}\beta|^2 \, dx + \left( \ln A_{n,m} - \frac{n - 2m}{2} \ln \varepsilon \right) \int_{B_{\varepsilon}} |v_{\varepsilon}\beta|^2 |x|^{\alpha} \, dx
- \frac{n - 2m}{2} \int_{B_{\varepsilon}} |v_{\varepsilon}\beta|^2 \ln \left( 1 + \frac{|x|^2}{\varepsilon^2} \right) |x|^\alpha \, dx + O(\varepsilon^{n(1-\gamma)})_{\varepsilon \searrow 0}
\]
+ O \left( \int_{B_{\varepsilon}} |v_{\varepsilon}|^{2m} \left( \ln A_{n,m} - \frac{n - 2m}{2} \ln(\varepsilon + \frac{|x|^2}{\varepsilon}) \right)^2 |x|^{2\alpha} dx \right)_{\varepsilon \searrow 0}.

Now we estimate all integrals on the right hand side of (2.15). It is easy to check that

\[ \int_{B_{\varepsilon}} |v_{\varepsilon}|^{2m} dx = \int_{B_{\varepsilon}} (Cu_{\varepsilon}^{s})^{2m} dx = C^{2m} S_{n,m}^{2m} + O(\varepsilon^{n(1-\gamma)})_{\varepsilon \searrow 0}. \tag{2.16} \]

For $\beta \geq 0$ and $\delta \geq 0$, we claim that

\[ \int_{B_{\varepsilon}} |v_{\varepsilon}|^{2m} |x|^{\beta} \left( \ln \left( 1 + \frac{|x|^2}{\varepsilon^2} \right) \right)^{\delta} dx = \begin{cases} \varepsilon^{\beta} A_{n,m}^{2m} \int_{\mathbb{R}^n} \frac{|x|^\beta}{(1 + |x|^2)^n} \left( \ln(1 + |x|^2) \right)^{\delta} dx + o(\varepsilon^{\beta}) & \text{if } \beta < n, \\ \frac{(2(1-\gamma))^{\delta+1}}{2(1+\delta)} A_{n,m}^{2m} \omega_{n-1} \varepsilon^n (-\ln \varepsilon)^{1+\delta} + o(\varepsilon^{n(-\ln \varepsilon)^{1+\delta}}) & \text{if } \beta = n, \\ \frac{(2(1-\gamma))^{\delta}}{\beta - n} A_{n,m}^{2m} \omega_{n-1} \varepsilon^{\gamma \beta + n(1-\gamma)} (-\ln \varepsilon)^{\delta} + o(\varepsilon^{\gamma \beta + n(1-\gamma)}) & \text{if } \beta > n. \end{cases} \tag{2.17} \]

Indeed, recall that

\[ v_{\varepsilon}(x) = A_{n,m} \eta(x) \varepsilon^{-\frac{n-2m}{2}} \left( 1 + \frac{|x|^2}{\varepsilon^2} \right)^{-\frac{n-2m}{2}}. \]

Hence, for $\varepsilon > 0$ small enough, we have

\[ v_{\varepsilon}(x) = A_{n,m} \varepsilon^{-\frac{n-2m}{2}} \left( 1 + \frac{|x|^2}{\varepsilon^2} \right)^{-\frac{n-2m}{2}} \]
on $B_{\varepsilon}$. Making use of a suitable change of variables, we have

\[ \int_{B_{\varepsilon}} |v_{\varepsilon}|^{2m} |x|^{\beta} \left( 1 + \frac{|x|^2}{\varepsilon^2} \right)^{\delta} dx = A_{n,m}^{2m} \int_{B_{\varepsilon}^{-1}} \frac{|x|^\beta}{(1 + |x|^2)^n} \left( \ln(1 + |x|^2) \right)^{\delta} dx. \]

If $\beta < n$, then the function $|x|^{\beta} (1 + |x|^2)^{-n} \left( \ln(1 + |x|^2) \right)^{\delta}$ is integrable over $\mathbb{R}^n$, which then implies the first case in (2.17). If $\beta = n$, we have

\[ \int_{B_{\varepsilon}^{-1}} \frac{|x|^n}{(1 + |x|^2)^n} \left( \ln(1 + |x|^2) \right)^{\delta} dx = \omega_{n-1} \int_{0}^{\varepsilon^{-1}} \frac{r^{2n-1}}{(1 + r^2)^n} (\ln(1 + r^2))^{\delta} dr. \]

By the l’Hôpital rule, we easily check that

\[ \lim_{\varepsilon \searrow 0} \left[ \frac{1}{(-\ln \varepsilon)^{\delta+1}} \int_{0}^{\varepsilon^{-1}} \frac{r^{2n-1}}{(1 + r^2)^n} (\ln(1 + r^2))^{\delta} dr \right] = \frac{(2(1-\gamma))^{\delta+1}}{2(1+\delta)}, \]

which proves the second case in (2.17). If $\beta > n$, we have

\[ \int_{B_{\varepsilon}^{-1}} \frac{|x|^\beta}{(1 + |x|^2)^n} \left( \ln(1 + |x|^2) \right)^{\delta} dx = \omega_{n-1} \int_{0}^{\varepsilon^{-1}} \frac{r^{\beta + n - 1}}{(1 + r^2)^n} (\ln(1 + r^2))^{\delta} dr. \]

Again, by the l’Hôpital rule, we can also check that

\[ \lim_{\varepsilon \searrow 0} \left[ \frac{1}{\varepsilon^{\beta - n(1-\gamma)}(-\ln \varepsilon)^{\delta}} \int_{0}^{\varepsilon^{-1}} \frac{r^{\beta + n - 1}}{(1 + r^2)^n} (\ln(1 + r^2))^{\delta} dr \right] = \frac{(2(1-\gamma))^{\delta}}{\beta - n}, \]

which proves the third case in (2.17). We now use (2.17) to get

\[ \left( \ln A_{n,m} - \frac{n - 2m}{2} \ln \varepsilon \right) \int_{B_{\varepsilon}} |v_{\varepsilon}|^{2m} |x|^\alpha dx \]
Similarly, we have

\[
\int_{B_{\varepsilon, R}} |v_\varepsilon|^{2m} \ln \left( 1 + \frac{|x|^2}{\varepsilon^2} \right) |x|^2 dx
\]

\[
= \left\{ \begin{align*}
&\varepsilon^\alpha A_{n,m}^2 \int_{B_{\varepsilon, R}} \frac{|x|^\alpha}{(1 + |x|^2)^n} \ln(1 + |x|^2) dx + o(\varepsilon^n) \varepsilon^\gamma, \quad \text{if } \alpha < n, \\
&(1 - \gamma)^2 A_{n,m}^2 \varepsilon^{n-1} \ln(1 + \varepsilon^2) + o(\varepsilon^n) \varepsilon^\gamma, \quad \text{if } \alpha = n, \\
&(2(1 - \gamma) \alpha - n) A_{n,m}^2 \varepsilon^{n-1} \ln(1 + \varepsilon^2) + o(\varepsilon^n) \varepsilon^\gamma, \quad \text{if } \alpha > n.
\end{align*} \right.
\]

(2.19)

By writing

\[
\ln A_{n,m} - \frac{n - 2m}{2} \ln(1 + \frac{|x|^2}{\varepsilon^2}) = \ln A_{n,m} - \frac{n - 2m}{2} \ln |x|^2 - \frac{n - 2m}{2} \ln(1 + \frac{|x|^2}{\varepsilon^2})
\]

and expanding \((\ln A_{n,m} - \frac{n - 2m}{2} \ln(1 + \frac{|x|^2}{\varepsilon^2}))^2\) and using again (2.17) we have

\[
\int_{B_{\varepsilon, R}} |v_\varepsilon|^{2m} \left( \ln A_{n,m} - \frac{n - 2m}{2} \ln(1 + \frac{|x|^2}{\varepsilon^2}) \right)^2 |x|^{2\alpha} dx
\]

\[
= \left\{ \begin{align*}
&O(\varepsilon^{2\alpha} \ln(1 + \varepsilon^2)) \varepsilon^{\gamma}, \quad \text{if } \alpha < n/2, \\
&O(\varepsilon^n \ln(1 + \varepsilon^2)) \varepsilon^{\gamma}, \quad \text{if } \alpha = n/2, \\
&O(\varepsilon^{2\alpha + n(1 - \gamma)} \ln(1 + \varepsilon^2)) \varepsilon^{\gamma}, \quad \text{if } \alpha > n/2.
\end{align*} \right.
\]

(2.20)

Collecting all estimates (2.15) (2.16), (2.18), (2.19) and (2.20) gives

\[
\int_B |v_\varepsilon|^{2m + |x|^n} dx \geq C^{2\alpha} \mathcal{S}_{n,m}^{-n/m} + \left( \frac{n - 2m}{2} A_{n,m}^2 \int_{B_{\varepsilon, R}} \frac{|x|^\alpha}{(1 + |x|^2)^n} dx \right) \varepsilon^{\alpha} (-\ln \varepsilon)
\]

\[
+ O(-\varepsilon^n \ln \varepsilon) \varepsilon^\gamma + O(\varepsilon^{n(1 - \gamma)}) \varepsilon^\gamma
\]

if \(\alpha < n\). Choosing \(\gamma > 0\) small enough so that \(n(1 - \gamma) > \alpha\), we obtain (2.11) with

\[
\mathcal{C}_1 = \frac{n - 2m}{2} \int_{B_{\varepsilon, R}} \frac{|x|^\alpha}{(1 + |x|^2)^n} dx
\]

for \(\alpha < n\). It also follows from (2.15) (2.16), (2.18), (2.19) and (2.20) that

\[
\int_B |v_\varepsilon|^{2m + |x|^n} dx \geq C^{2\alpha} \mathcal{S}_{n,m}^{-n/m} + \gamma \frac{n - 2m}{2} A_{n,m}^2 \varepsilon^{n(1 - \gamma)} \varepsilon^{\gamma} + O(\varepsilon^{n(1 - \gamma)}) \varepsilon^\gamma
\]

if \(\alpha = n\), and finally

\[
\int_B |v_\varepsilon|^{2m + |x|^n} dx \geq C^{2\alpha} \mathcal{S}_{n,m}^{-n/m} + \frac{n - 2m}{2(\alpha - n)} A_{n,m}^2 \varepsilon^{\gamma + n(1 - \gamma)} (-\ln \varepsilon) + O(\varepsilon^{n(1 - \gamma)}) \varepsilon^\gamma
\]

if \(\alpha > n\). This proves (2.11) for \(\alpha \geq n\).

\[\square\]

Our next result in this subsection concerns the expansion of \(\int_B \frac{1}{|x|^\alpha} |u_\varepsilon(x)|^{2m + |x|^n} dx\) in terms of \(\varepsilon\).
Lemma 2.5. Let $\alpha > 0$ and denote

$$u_\varepsilon(x) = \eta(x)u_\varepsilon^*(x).$$

Then, there holds

$$\int_B \frac{1}{2^n m + |x|^\alpha} |u_\varepsilon(x)|^{2^*_m + |x|^\alpha} \, dx = \begin{cases} \frac{1}{2^n m} S_{n,m}^{n/m} + \frac{\phi_0}{2^n m} \ln \varepsilon + O(\varepsilon^\alpha) \varepsilon \downarrow 0 & \text{if } \alpha < n, \\ \frac{1}{2^n m} S_{n,m}^{-n/m} + O(\varepsilon^{n(1-\gamma)}) \varepsilon \downarrow 0 & \text{if } \alpha \geq n, \end{cases} \tag{2.21}$$

for any $0 < \gamma < 1/2$.

Proof. To proceed, we note that $u_\varepsilon^*(x) \geq 1$ if and only if

$$|x| \leq (2\varepsilon - \varepsilon^2)^{1/2} =: b_\varepsilon.$$ 

Notice also that $b_\varepsilon \sim \sqrt{\varepsilon}$ as $\varepsilon \to 0$. For any $0 < \gamma < 1/2$, we have $b_\varepsilon < \varepsilon^\gamma$ for $\varepsilon > 0$ small enough.

$$\int_B \frac{1}{2^n m + |x|^\alpha} |u_\varepsilon(x)|^{2^*_m + |x|^\alpha} \, dx = \int_B \frac{1}{2^n m} |u_\varepsilon(x)|^{2^*_m + |x|^\alpha} \, dx - \int_B \frac{1}{2^n m} \frac{|x|^\alpha |u_\varepsilon^*(x)|^{2^*_m + |x|^\alpha}}{2^n m + |x|^\alpha} \, dx. \tag{2.22}$$

Since $u_\varepsilon \leq 1$ on $B \setminus B_{z\gamma}$, we have

$$0 \leq \int_{B \setminus B_{z\gamma}} \frac{|x|^\alpha}{2^n m + |x|^\alpha} |u_\varepsilon(x)|^{2^*_m + |x|^\alpha} \, dx \leq \int_{B \setminus B_{z\gamma}} |x|^\alpha |u_\varepsilon^*(x)|^{2^*_m + |x|^\alpha} \, dx \leq \frac{1}{2^n m} 2^n \varepsilon \alpha \int_{B_{z\gamma - 1} \setminus B_{z\gamma - 1}} |x|^\alpha (1 + |x|^2)^{-n} \, dx.$$

By the direct computations, we have

$$\int_{B \setminus B_{z\gamma}} \frac{|x|^\alpha}{2^n m + |x|^\alpha} |u_\varepsilon^*(x)|^{2^*_m + |x|^\alpha} \, dx = \begin{cases} O(\varepsilon^{n(1-\gamma) + \alpha}) \varepsilon \downarrow 0 & \text{if } \alpha < n, \\ O(-\varepsilon^n \ln \varepsilon) \varepsilon \downarrow 0 & \text{if } \alpha = n, \\ O(\varepsilon^\alpha) \varepsilon \downarrow 0 & \text{if } \alpha > n. \end{cases} \tag{2.23}$$

Repeating the proof of Lemma 2.4, we have

$$0 \leq \int_{B_{z\gamma}} \frac{|x|^\alpha}{2^n m + |x|^\alpha} \, dx \leq \int_{B_{z\gamma}} |x|^\alpha |u_\varepsilon(x)|^{2^*_m + |x|^\alpha} \, dx \leq \frac{1}{2^n m} \int_{B_{z\gamma}} |x|^\alpha |u_\varepsilon^*(x)|^{2^*_m + |x|^\alpha} \, dx \leq \frac{1}{2^n m} \int_{B_{z\gamma}} |x|^\alpha |u_\varepsilon(x)|^{2^*_m + |x|^\alpha} \, dx.$$

The claim (2.17) implies

$$\int_{B_{z\gamma}} \frac{|x|^\alpha}{2^n m + |x|^\alpha} \, dx = \begin{cases} O(\varepsilon^\alpha) & \text{if } \alpha < n, \\ O(-\varepsilon^n \ln \varepsilon) & \text{if } \alpha = n, \\ O(\varepsilon^{\gamma(n+1-\gamma)} \varepsilon \downarrow 0 & \text{if } \alpha > n. \tag{2.24}$$
Combining (2.23) and (2.24), we get
\[
\int_B \frac{|x|^n}{2^* m + |x|^n} |u(x)|^{2^* m + |x|^n} \, dx = \begin{cases} \O(e^\alpha) & \text{if } \alpha < n, \\ \O(-e^n \ln e) & \text{if } \alpha = n, \\ \O(e^n) & \text{if } \alpha > n. \end{cases} \tag{2.25}
\]
Inserting (2.25) and (2.11) with \( C = 1 \) into (2.22), we obtain (2.21).

Finally, let us recall a Brezis–Lieb lemma in the variable exponent Lebesgue spaces; see [BS10, Lemma 3.4].

**Lemma 2.6.** Let \( f_j \to f \text{ a.e. and } f_j \rightharpoonup f \text{ weakly in } L_{p(x)}, \) then
\[
\int |f_j|^{p(x)} \, dx = \int |f - f|^{p(x)} \, dx + \int |f(x)|^{p(x)} \, dx + o(1), n \to \infty.
\]

### 3. The Supercritical Sobolev Type Inequality

#### 3.1. The existence of the sharp constant \( U_{n,m,n}: Proof of Theorem 1.1.\)

Instead of proving Theorem 1.1 for the exponent \( 2^*_m + |x|^n, \) we shall prove a more general result for the exponent
\[
2^*_m + f(r),
\]
where \( f \) is a function satisfying the assumptions \( (f_1) \) and \( (f_2) \) from Lemma 2.3. In this sense, we are about to show that
\[
\sup \left\{ \int_B |u(x)|^{2^*_m + f(|x|)} \, dx : u \in H_{0, rad}^m(B), \|\nabla^m u\|_{L^2(B)} \leq 1 \right\} < +\infty.
\]

Furthermore, because the case \( m = 1 \) was already considered in [ORU16], we do not treat the case \( m = 1 \) here. Instead, we only consider the case \( m \geq 2. \) Let \( u \in C_{0, rad}^\infty(B) \) such that \( \|\nabla^m u\|_{L^2(\Omega)} \leq 1. \) The Hardy–Rellich inequality (2.1) tells us that
\[
\int_0^1 (u'(r))^{2r^{n-2m+1}} \, dr \leq \frac{1}{C_{HR}(n, m)\omega_{n-1}}.
\]

Define \( w(s) = u(s^{1/m}). \) Clearly, we have
\[
w'(s) = \frac{1}{m} s^{\frac{1}{m} - 1} u'(s^{1/m}).
\]

Therefore
\[
\int_0^1 (w'(s))^{2s^{n-2m+1}} \, ds = \int_0^1 (w'(s))^{2s^{\frac{1}{m} - 1}} \, ds.
\]

Hence, on one hand we obtain
\[
\int_0^1 (w'(s))^{2s^{\frac{1}{m} - 1}} \, ds \leq \frac{1}{m C_{HR}(n, m)\omega_{n-1}} =: a.
\]

On the other hand, by making the change of variable \( r = s^{1/m}, \) we get
\[
\int_0^1 |u(r)|^{2^*_m + f(r)} r^{n-1} \, dr = \frac{1}{m} \int_0^1 |w(s)|^{2^*_m + f(s^{1/m})} s^{\frac{1}{m} - 1} \, ds.
\]

Note that the function \( g : s \mapsto f(s^{1/m}) \) still satisfies the assumptions \( (f_1) \) and \( (f_2) \) of Lemma 2.3. We next apply Lemma 2.3 for \( \beta = n/m > 2 \) and the function \( g \) to get
\[
\int_0^1 |w(s)|^{2^*_m + g(s)} s^{\frac{1}{m} - 1} \, ds \leq S_{\frac{1}{m}}(g, a),
\]
which implies
\[
\int_B |u(x)|^{2^*_m + f(|x|)} \, dx = \omega_{n-1} \int_0^1 |u(r)|^{2^*_m + f(r)} r^{n-1} \, dr \leq \frac{\omega_{n-1}}{m} S_{\frac{1}{m}}(g, a).
\]
This finishes the proof of this Theorem.

3.2. The embedding \( H_{0,\text{rad}}^m(B) \hookrightarrow L^{2n+|x|\alpha}(B) \): Proof of Corollary 1.2. As in the preceding subsection, we can also enhance Corollary 1.2 by replacing the exponent \( 2^n + |x|^\alpha \) by the following general exponent

\[ 2^n + f(r), \]

where, again, \( f \) is a function satisfying the assumptions \((f_1)\) and \((f_2)\) from Lemma 2.3. Unlike the proof of Theorem 1.1, our argument below also works for the case \( m = 1 \).

Let \( u \in H_{0,\text{rad}}^m(B) \neq 0 \) be arbitrary and define \( v = u / \|\nabla^m u\|_{L^2(B)} \). We clearly have \( \|\nabla^m v\|_{L^2(B)} = 1 \). Then Theorem 1.1 implies

\[ \int_B \left| \frac{u(x)}{\lambda_\alpha \|\nabla^m u\|_{L^2(B)}} \right|^{2^n + f(|x|)} \, dx \leq C \]

for some constant \( C > 0 \) independent of \( u \). This shows that \( u \in L^{2n+|x|\alpha}(B) \). Taking \( \lambda_\alpha > 1 \) such that \( C\lambda_\alpha^{-2^n} \leq 1 \). Then we can estimate

\[ \int_B \left| \frac{u(x)}{\lambda_\alpha \|\nabla^m u\|_{L^2(B)}} \right|^{2^n + f(|x|)} \, dx = \lambda_\alpha^{-2^n} \int_B \left| \frac{u(x)}{\|\nabla^m u\|_{L^2(B)}} \right|^{2^n + f(|x|)} \lambda_\alpha^{-f(|x|)} \, dx \]

\[ \leq \lambda_\alpha^{-2^n} \int_B \left| \frac{u(x)}{\|\nabla^m u\|_{L^2(B)}} \right|^{2^n + f(|x|)} \, dx \]

\[ \leq C\lambda_\alpha^{-2^n} \leq 1. \]

By the definition of the norm \( \| \cdot \|_{L^{2n+|x|\alpha}(B)} \), we get

\[ \|u\|_{L^{2n+|x|\alpha}(B)} \leq \lambda_\alpha \|\nabla^m u\|_{L^2(B)}. \]

This inequality proves the continuity of the embedding \( H_{0,\text{rad}}^m(B) \hookrightarrow L^{2n+|x|\alpha}(B) \).

In particular, given \( \alpha > 0 \), the embedding \( H_{0,\text{rad}}^m(B) \hookrightarrow L^{2n+|x|\alpha}(B) \) is continuous.

3.3. The inequality \( U_{n,m,\alpha} \geq \Sigma_{n,m} \): Proof of Theorem 1.3. Assume that \( 1 \leq m < n/2 \) and \( \alpha > 0 \). Let us define

\[ \tilde{u}_\varepsilon(x) = S_{\varepsilon,(2n)}^{n/(2m)} \eta(x) u^*_\varepsilon(x). \]

We then have from (2.9) and (2.10) that

\[ \left( \int_B |\nabla^m \tilde{u}_\varepsilon|^2 \, dx \right)^{1/2} = 1 + O(\varepsilon^{n-2m})_\varepsilon \leq 0, \]

(3.1)

and

\[ \int_B |\tilde{u}_\varepsilon|^2 \, dx = \Sigma_{n,m} + O(\varepsilon^n) \leq 0. \]

In view of (3.1), there exists \( C > 0 \) such that

\[ 0 < 1 - C \varepsilon^{n-2m} \leq \|\nabla^m \tilde{u}_\varepsilon\|_{L^2(B)} \leq 1 + C \varepsilon^{n-2m} \]

for \( \varepsilon > 0 \) small enough. Hence, for some constant \( C' > 0 \) and \( \varepsilon > 0 \) small enough, there holds

\[ \|\nabla^m \tilde{u}_\varepsilon\|_{L^2(B)}^{2^n + |x|\alpha} \leq (1 + C \varepsilon^{n-2m})^{2^n + |x|\alpha} \]

\[ \leq (1 + C \varepsilon^{n-2m})^{2^n + 1} \leq 1 + C' \varepsilon^{n-2m} \]

everywhere on \( B \). Similar, for some constant \( C' > 0 \) and \( \varepsilon > 0 \) small enough, we have

\[ \|\nabla^m \tilde{u}_\varepsilon\|_{L^2(B)} \geq (1 - C \varepsilon^{n-2m})^{2^n + |x|\alpha} \]

\[ \geq (1 - C \varepsilon^{n-2m})^{2^n + 1} \geq 1 - C' \varepsilon^{n-2m} \]
on $B$. Consequently, we get
\[
\|\nabla^m \bar{u}_\varepsilon\|_{L^2(B)}^{2^n_m+|x|^n} = 1 + O(\varepsilon^{n-2m}) \varepsilon \to 0
\]
on $B$ and hence
\[
\|\nabla^m \bar{u}_\varepsilon\|_{L^2(B)}^{-2^n_m-|x|^n} = 1 + O(\varepsilon^{n-2m}) \varepsilon \to 0
\]everywhere on $B$. Now Lemma 2.4 with $C = S_{n,m}^{n/(2m)}$ implies
\[
\int_B |\bar{u}_\varepsilon|^{2^n_m+|x|^n} dx \geq \Sigma_{n,m} + o(1) \varepsilon \to 0.
\]Hence, there holds
\[
U_{n,m,\alpha} \geq \int_B \left| \frac{\bar{u}_\varepsilon}{\|\nabla^m \bar{u}_\varepsilon\|_{L^2(B)}} \right|^{2^n_m+|x|^n} dx
\]
\[
= \int_B |\bar{u}_\varepsilon|^{2^n_m+|x|^n} \left| \frac{\nabla^m \bar{u}_\varepsilon}{\|\nabla^m \bar{u}_\varepsilon\|_{L^2(B)}} \right|^{-2^n_m-|x|^n} dx
\]
\[
= (1 + O(\varepsilon^{n-2m}) \varepsilon \to 0) \int_B |\bar{u}_\varepsilon|^{2^n_m+|x|^n} dx
\]
\[
\geq (1 + O(\varepsilon^{n-2m}) \varepsilon \to 0)(\Sigma_{n,m} + o(1) \varepsilon \to 0).
\]Now we send $\varepsilon \to 0$ to conclude that
\[ U_{n,m,\alpha} \geq \Sigma_{n,m}. \]
This proves (1.6).

We now prove the strict inequality (1.8). Suppose $0 < \alpha \leq n - 2m$. Applying Lemma 2.4 with $C = S_{n,m}^{n/(2m)}$ gives
\[
U_{n,m,\alpha} \geq (1 + O(\varepsilon^{n-2m}) \varepsilon \to 0) \left[ \Sigma_{n,m} + \Sigma_{n,m}^{n/(2m)} \xi |\ln \varepsilon| \varepsilon^{\alpha} + o(\varepsilon^{\alpha}) \ln \varepsilon \right] \varepsilon \to 0
\]
\[
= \Sigma_{n,m} + \Sigma_{n,m}^{n/(2m)} \xi |\ln \varepsilon| \varepsilon^{\alpha} + O(\varepsilon^{n-2m}) \varepsilon \to 0 + o(\varepsilon^{\alpha}) \ln \varepsilon \varepsilon \to 0
\]
\[
> \Sigma_{n,m}
\]for $\varepsilon > 0$ small enough since $\alpha \leq n - 2m$.

Finally, we study the limit of $U_{n,m,\alpha}$ as $\alpha \nearrow +\infty$. In view of (1.6), we always have
\[
\liminf_{\alpha \to +\infty} U_{n,m,\alpha} \geq \Sigma_{n,m}.
\]To finish the proof of (1.9), we only have to check
\[
\limsup_{\alpha \to +\infty} U_{n,m,\alpha} \leq \Sigma_{n,m}.
\]By way of contradiction, there exists an increasing sequence $(\alpha_i)_{i \geq 1}$ with $\alpha_i \nearrow +\infty$ such that
\[
\lim_{i \to +\infty} U_{n,m,\alpha_i} > \Sigma_{n,m}.
\] (We may assume at the beginning that $\alpha_1 > 1$, just for convenience.) For each $i$, from the definition of $U_{n,m,\alpha_i}$, we can choose $u_i \in H_0^{m,\text{rad}}(B)$ with $\|\nabla^m u_i\|_{L^2(B)} = 1$ and with
\[
\int_B |u_i|^{2^n_m+|x|^n} dx \geq U_{n,m,\alpha_i} - \frac{1}{i}.
\]Since $(u_i)_i$ is bounded in $H_0^{m,\text{rad}}(B)$, up to a subsequence which we still denote by $(u_i)_i$, we can assume that
\begin{itemize}
  \item $u_i \rightharpoonup u_0$ weakly in $H_0^{m,\text{rad}}(B)$ and
  \item $u_i \to u_0$ a.e. in $B$.
\end{itemize}
In view of (2.1) and because \( \|\nabla^m u_i\|_{L^2(B)} = 1 \), we have
\[
\int_B \frac{|\nabla u_i|^2}{|x|^{2(m-1)}} \, dx \leq \frac{1}{C_{HR}(n, m)},
\]
which implies
\[
\int_0^1 (u_i'(r))^2 r^{n-2m+1} \, dr \leq \frac{1}{\omega_{n-1} C_{HR}(n, m)} =: C
\]
for any \( j \geq 1 \). Similar to the estimate (2.5) and by a simple density argument, we easily get for any \( i \geq 1 \) that
\[
|u_i(x)| \leq \left( \frac{C}{n - 2m} \right)^{1/2} |x|^{-\frac{n-2m}{2}}
\]
for a.e. in \( B \). Consequently, by Lebesgue's dominated convergence theorem, we have
\[
\lim_{i, \rho \to \infty} \int_{B \setminus B_\rho} |u_i|^{2m+\alpha_i} \, dx = \lim_{i, \rho \to \infty} \int_{B \setminus B_\rho} |u_i|^{2m} \, dx = \int_{B \setminus B_\rho} |u_0|^{2m} \, dx
\]
for any \( 0 < s < 1 \) but fixed. Thus, we can write
\[
\int_{B \setminus B_\rho} |u_1|^{2m+\alpha_i} \, dx = \int_{B \setminus B_\rho} |u_1|^{2m} \, dx + o_s(1)_{i, \rho \to \infty},
\]
here by \( o_s(1)_{i, \rho \to \infty} \) we mean \( \lim_{i, \rho \to \infty} o_s(1) = 0 \) for each \( s \) fixed. Taking \( s_0 \) in such a way that
\[
\left( \frac{C}{n - 2m} \right)^{1/2} s_0^{\frac{n-2m}{2}} = 1.
\]
Hence, on \( B_\rho \) with \( 0 < s < \min\{1, s_0\} \), thanks to \( \alpha_i > 1 \), we have
\[
|u_i(x)|^{2m+\alpha_i} \leq \left( \left( \frac{C}{n - 2m} \right)^{1/2} s^{\frac{n-2m}{2}} \right)^{\alpha_i} \leq \left( \left( \frac{C}{n - 2m} \right)^{1/2} s^{\frac{n-2m}{2}} \right)^s.
\]
Since
\[
\lim_{s \to 0} \left( \left( \frac{C}{n - 2m} \right)^{1/2} s^{\frac{n-2m}{2}} \right)^s = 1,
\]
for any \( \varepsilon > 0 \), we can choose \( s < \min\{1, s_0\} \) such that
\[
\left( \left( \frac{C}{n - 2m} \right)^{1/2} s^{\frac{n-2m}{2}} \right)^s \leq 1 + \varepsilon.
\]
Therefore, we have
\[
\int_{B_\rho} |u_i|^{2m+\alpha_i} \, dx \leq (1 + \varepsilon) \int_{B_\rho} |u_i|^{2m} \, dx.
\]
This estimate together with (3.4) implies
\[
U_{n, m, \alpha_i} - \frac{1}{i} \leq \int_B |u_i|^{2m+\alpha_i} \, dx
\]
\[
\leq (1 + \varepsilon) \int_B |u_i|^{2m} \, dx + o_s(1)_{i, \rho \to \infty}
\]
\[
\leq (1 + \varepsilon) \Sigma_{n, m} + o_s(1)_{i, \rho \to \infty}.
\]
Letting \( i \to +\infty \) and then \( \varepsilon \to 0 \), we obtain
\[
\lim_{i, \rho \to \infty} U_{n, m, \alpha_i} \leq \Sigma_{n, m},
\]
which contradicts (3.2). This contradiction completes the proof.
3.4. The sharp constant $U_{n,m,\alpha}$ is attained: Proof of Theorem 1.4. Assume that $1 \leq m < n/2$, that $\alpha > 0$, and that $U_{n,m,\alpha} > S_{n,m}$. Let $(u_j)_j$ be a maximizing sequence for $U_{n,m,\alpha}$ in $H^m_{0,\text{rad}}(B)$. By normalizing $u_j$, if necessary, we may assume that $\|\nabla^m u_j\|_{L^2(B)} = 1$. By the boundedness of $(u_j)_j$ in $H^m_{0,\text{rad}}(B)$ and the Sobolev embedding, there exists some function $u \in H^m_{0,\text{rad}}(B)$ such that

- $u_j \rightharpoonup u$ weakly in $H^m_{0,\text{rad}}(B)$,
- $u_j \to u$ strongly in $H^k_{0,\text{rad}}(B)$ for any $0 \leq k < m$, and
- $u_j \to u$ a.e. in $B$,

as $j \to +\infty$. We claim that $u \not\equiv 0$. Indeed, suppose that $u \equiv 0$. Let $\eta$ be the cut-off function on $B$ used in the proof of Theorem 1.3 and for $\delta > 0$ we define

$$\eta(x) = \eta(x/\delta).$$

We note that

$$\nabla^m (\eta_\delta u_j) = \eta_\delta \nabla^m u_j + F_j,$$

where $F_j$ is linear combination of derivatives of $u_j$ with order strictly less than $m$. Hence $\|F_j\|_{L^2(B)} \to 0$ by a compact embedding. Put

$$a_{\delta,j} = \|\nabla^m (\eta_\delta u_j)\|_{L^2(B)}.$$

Since $a_{\delta,j} \leq \|\eta_\delta \nabla^m u_j\|_{L^2(B)} + \|F_j\|_{L^2(B)}$ and $0 \leq \eta_\delta \leq 1$, we have

$$\limsup_{j \to +\infty} a_{\delta,j} \leq 1,$$

for any $\delta > 0$. Since

$$\lim_{r \to 0} \left( \frac{C}{n - 2m - n} r^{2m-n} \right)^{n/2} = 1,$$

for arbitrary $\varepsilon > 0$ but fixed, we can choose some $\delta > 0$ in such a way that

$$\left( \frac{C}{n - 2m - n} r^{2m-n} \right)^{n/2} \leq 1 + \varepsilon$$

for any $0 < r < \delta$. Fix such a $\delta > 0$, we have by (3.3) that

$$(\eta_\delta |u_j(x)|)^{2m+|x|^\alpha} \leq (\eta_\delta |u_j(x)|)^{2m} \left( \frac{C}{n - 2m} |x|^{2m-n} \right)^{|x|^\alpha/2} \leq (1 + \varepsilon) (\eta_\delta |u_j(x)|)^{2m}.$$

Integrating over $B$, we get

$$\int_B (\eta_\delta |u_j(x)|)^{2m+|x|^\alpha} dx \leq (1 + \varepsilon) \int_B (\eta_\delta |u_j(x)|)^{2m} dx \leq (1 + \varepsilon) \int_B |u_j(x)|^{2m} dx \leq (1 + \varepsilon) \Sigma_{n,m}, \quad (3.5)$$

where the last inequality follows from the characterization of the sharp constant $S_{n,m}$. On the other hand, because $\eta_{\delta} = 1$ in $B_{\delta/2}$, we estimate

$$\int_B \left( |u_j(x)|^{2m+|x|^\alpha} - (\eta_{\delta} |u_j(x)|)^{2m} |x|^\alpha \right) dx \leq \int_{B \setminus B_{\delta/2}} |u_j(x)|^{2m+|x|^\alpha} dx.$$

The estimate (3.3) show that $|u_j(x)|^{2m+|x|^\alpha}$ is uniformly bounded on $B \setminus B_{\delta/2}$. Moreover $u_j \to 0$ a.e on $B$. We are now able to apply Lebesgue’s dominated convergence theorem.
we have

\[ \limsup_{j \to +\infty} \int_B \left( |u_j(x)|^{2^*_m + |x|^\alpha} - (\eta_j |u_j(x)|)^{2^*_m + |x|^\alpha} \right) dx \leq \lim_{j \to +\infty} \int_{B \setminus B_{j/2}} |u_j(x)|^{2^*_m + |x|^\alpha} dx = 0. \tag{3.6} \]

Putting (3.5) and (3.6) together, we get

\[ U_{n,m,\alpha} = \lim_{j \to +\infty} \int_B |u_j(x)|^{2^*_m + |x|^\alpha} dx \leq (1 + \varepsilon) \Sigma_{n,m}, \]

for arbitrary \( \varepsilon > 0 \) but fixed. This contradicts to our assumption \( U_{n,m,\alpha} > \Sigma_{n,m} \) if we choose \( \varepsilon > 0 \) small enough. Hence, \( u \equiv 0 \) as claimed.

In the rest of the proof, we show that \( u \) is an optimizer for \( U_{n,m,\alpha} \). Recall that the embedding \( H_0^{m,\text{rad}}(B) \hookrightarrow L^{2^*_m + |x|^\alpha}(B) \) is continuous by means of Corollary 1.2, which implies that \( u_j \rightharpoonup u \) weakly in \( L^{2^*_m + |x|^\alpha}(B) \). By Lemma 2.6 we have

\[ U_{n,m,\alpha} = \int_B |u_j(x)|^{2^*_m + |x|^\alpha} dx + o(1) \to_{+\infty} \]

\[ = \int_B |u_j(x) - u(x)|^{2^*_m + |x|^\alpha} dx + \int_B |u(x)|^{2^*_m + |x|^\alpha} dx + o(1) \to_{+\infty}. \tag{3.7} \]

Since \( u_j \rightharpoonup u \) weakly in \( H_0^m(B) \), we have

\[ 1 = \| \nabla^m u_j \|_{L^2(B)}^2 = \| \nabla^m u_j - \nabla^m u \|_{L^2(B)}^2 + \| \nabla^m u \|_{L^2(B)}^2 + o(1) \to_{+\infty}. \]

Put

\[ a = \| \nabla^m u \|_{L^2(B)} \in (0, 1] \]

and

\[ a_j = \| \nabla^m u_j - \nabla^m u \|_{L^2(B)}. \]

Depending on the size of \( a \), we have the following two possible cases:

**Case 1.** Suppose that \( a < 1 \). Then, we have

\[ \lim_{j \to +\infty} a_j = (1 - a^2)^{1/2} \in (0, 1). \]

Hence for \( j \) large enough, there holds \( 0 < a_j < 1 \). From (3.7) and the definition of \( L^{2^*_m + |x|^\alpha} \)-norm, we get

\[ U_{n,m,\alpha} = \int_B \left( \frac{|u_j(x) - u(x)|}{a_j} \right)^{2^*_m + |x|^\alpha} a_j^{2^*_m + |x|^\alpha} dx \]

\[ + \int_B \left( \frac{|u(x)|}{a} \right)^{2^*_m + |x|^\alpha} a_j^{2^*_m + |x|^\alpha} dx + o(1) \to_{+\infty} \]

\[ \leq a_j^{2^*_m} \int_B \left( \frac{|u_j(x) - u(x)|}{a_j} \right)^{2^*_m + |x|^\alpha} dx \]

\[ + a_{2^*_m} \int_B \left( \frac{|u(x)|}{a} \right)^{2^*_m + |x|^\alpha} dx + o(1) \to_{+\infty} \]

\[ \leq (a_j^{2^*_m} + a_{2^*_m}) U_{n,m,\alpha} + o(1) \to_{+\infty}. \]

Letting \( j \to +\infty \) and dividing both sides by \( U_{n,m,\alpha} \) we get

\[ 1 \leq (1 - a^2)^{2^*_m/2} + (a^2)^{2^*_m/2}, \]

which is impossible since \( 2^*_m > 2 \) and \( 0 < a < 1 \).

**Case 2.** As shown above, the only possible value for \( a \) is that \( a = 1 \), which yields

\[ u_j \rightharpoonup u. \]
strongly in $H^m_0(B)$. Again by Corollary 1.2, now we have the following convergence
\[ b_j := \| u_j - u \|_{L_{2^*_m + |x|^\alpha}}(B) \to 0 \]
as $j \to +\infty$. By the definition of the $L_{2^*_m + |x|^\alpha}$-norm, we have
\[ \int_B |u_j(x) - u(x)|^{2^*_m + |x|^\alpha} dx = \int_B \frac{u_j(x) - u(x)}{b_j} \left( \frac{b_j}{\alpha} \right)^{2^*_m + |x|^\alpha} dx \]
\[ \leq b_j^{2^*_m} \int_B \frac{u_j(x) - u(x)}{b_j} \left( \frac{b_j}{\alpha} \right)^{2^*_m + |x|^\alpha} dx \]
\[ \leq b_j^{2^*_m} \]
for $j$ large enough. Consequently, we have
\[ \lim_{j \to +\infty} \int_B |u_j(x) - u(x)|^{2^*_m + |x|^\alpha} dx = 0. \]
We are now in position to pass (3.7) to the limit as $j \to +\infty$ to get
\[ \int_B |u(x)|^{2^*_m + |x|^\alpha} dx = U_{n,m,\alpha}. \]
This shows that $u$ is indeed a maximizer for $U_{n,m,\alpha}$. The proof is complete.

4. HIGHER ORDER ELLIPTIC PROBLEMS: PROOF OF THEOREM 1.5

We now turn our attention to the existence result for solutions to (1.3), namely,
\[ \begin{cases} (-\Delta)^m u = \frac{u^{2^*_m + |x|^\alpha - 1}}{2^*_m + |x|^\alpha} & \text{in } B, \\ u > 0 & \text{in } B, \\ \partial^n B u = 0 & \text{on } \partial B, \ j = 0, \ldots, m - 1. \end{cases} \]
Since the above problem has a variational structure, we employ variational methods. To this purpose, we consider the functional
\[ I(u) = \frac{1}{2} \int_B \nabla^m u^2 dx - \int_B \frac{1}{2^*_m + |x|^\alpha} u_+ (x)^{2^*_m + |x|^\alpha} dx \]
on $H^m_0,\rad(B)$. By Theorem 1.1, the functional $I$ is well-defined and of class $C^1$ on $H^m_0,\rad(B)$. Consequently, if $u \in H^m_0,\rad(B)$ is a critical point of $I$, namely,
\[ (I(u), \phi) = \int_B \langle \nabla^m u, \nabla^m \phi \rangle dx - \int_B (u_+)^{2^*_m + |x|^\alpha - 1} \phi dx \]
for any $\phi \in C^\infty_0(B,\rad)$, it is not hard to see that $u$ solves (1.3) weakly. In the rest of the proof, we shall show that $I$ admits a critical point in $H^m_0,\rad(B)$, which is a saddle point. To this aim, we shall apply a variant of the well-known mountain pass theorem of Ambrosetti and Rabinowitz without the Palais–Smale condition. This result is due to Brezis and Nirenberg; see [BN83, Theorem 2.2]. For this reason and following [ORU16] closely, our strategy is to prove the following facts:

(A) The level
\[ \frac{m}{n} S_{n,m} \]
is a non-compactness level for the functional $I$; see Lemma 4.1.

(B) The mountain-pass level $c$ of the functional $I$, given by (4.1) below, satisfies
\[ c < \frac{m}{n} S_{n,m} \]
see Lemma 4.3.
**Lemma 4.1.** The level \((m/n)S_{n,m}^{-n/m}\) is a non-compactness level for the functional \(I\).

**Proof.** To proceed, we continue using the function \(u_\varepsilon^*\). Let \(\eta\) be the cut-off function on \(B\) as before and, as always, set \(u_\varepsilon = \eta u_\varepsilon^*\). Then, we have \(u_\varepsilon \in H^m_{0,rad}(B)\). Lemma 2.5 and (2.9) yield

\[
I(u_\varepsilon) = \frac{1}{2} \int_B |\nabla^m u_\varepsilon|^2 \, dx - \int_B \frac{1}{2m + |x|^\alpha} u_\varepsilon(x)2^m_n + |x|^\alpha \, dx \to \frac{m}{n} S_{n,m}^{-n/m}.
\]

Furthermore, for any \(r \in (0, 1/2)\), we have \(u_\varepsilon = u_\varepsilon^*\) and therefore

\[
\int_{B_r} |\nabla^m u_\varepsilon|^2 \, dx = \int_{B_r} |\nabla^m u_\varepsilon^*|^2 \, dx = \int_{B_{r/\varepsilon}} |\nabla^m u|^2 \, dx \to S_{n,m}^{-n/m}
\]

as \(\varepsilon \to 0\). Moreover, there holds

\[
\int_B u_\varepsilon(x)^2 \, dx \leq \int_B (u_\varepsilon^*(x))^2 \, dx = \varepsilon^{2m} \int_{B_{r/\varepsilon}} (1 + |x|^2)^{-n+2m} \, dx \to 0
\]

as \(\varepsilon \to 0\). Hence, the sequence \(u_\varepsilon\) is concentrating and converges weakly to 0 in \(H^m_{0,rad}(B)\).

We have shown that the sequence \(u_\varepsilon\) is concentrating at 0, converges weakly to 0 and does not contain a strongly convergent subsequence. \(\square\)

**Lemma 4.2.** The functional \(I\) has a mountain-pass structure in the sense of [BN83, Theorem 2.2].

**Proof.** To conclude the lemma, we have to show that, following the notations used in [BN83], the two conditions (2.9) and (2.10) in [BN83] are satisfied for a suitable neighborhood \(U\), a suitable constant \(\rho > 0\), and a suitable \(v \in H^m_{0,rad}(B)\). For \(U\), we simply take a ball in \(H^m_{0,rad}(B)\) centered at zero with radius \(\tau \ll 1\). Then on the boundary of \(U\) in \(H^m_{0,rad}(B)\), namely, those functions having \(\|\nabla^m u\|_{L^2(B)} = \tau\), we can apply Theorem 1.1 to get

\[
\left(\frac{\tau}{2}\right)^{2n} \int_B |u(x)|2^m_n + |x|^\alpha \, dx \leq \int_B \frac{|u(x)|2^m_n + |x|^\alpha \, dx \leq U_{n,m,\alpha}}{\tau}.
\]

Hence,

\[
\int_B \frac{1}{2m + |x|^\alpha} u(x)2^m_n + |x|^\alpha \, dx \leq \int_B |u(x)|2^m_n + |x|^\alpha \, dx \leq U_{n,m,\alpha} \tau^{2m}.
\]

Putting these facts together, we deduce that

\[
I(u) \geq \frac{\tau^2}{2} - \tau^{2m} U_{n,m,\alpha}
\]

for any \(u \in \partial U\). Optimize the right hand side of the preceding inequality gives a suitable \(\tau\) and a corresponding constant \(\rho > 0\). To realize the existence of \(v\), we note that \(v = R u_\varepsilon \in H^m_{0,rad}(B)\) for any \(R \gg 1\). Moreover, because

\[
I(v) \leq \frac{R^2}{2} \int_B |\nabla^m u_\varepsilon|^2 \, dx - R^{2m} \int_B \frac{1}{2m + |x|^\alpha} u_\varepsilon(x)2^m_n + |x|^\alpha \, dx,
\]

we know that \(I(v)\) becomes negative if \(R\) is large enough, thanks to \(2^m_n > 2\). Hence, we can choose any \(R \gg 1\) such that \(v \notin U\) and fix it. \(\square\)
Let $R \gg 1$ and the corresponding $Ru_\varepsilon = v \in H_{0,\text{rad}}^m(B)$ found in the proof of Lemma 4.2. Then, we define

$$
\Gamma := \{ \gamma : [0, R] \to H_{0,\text{rad}}^m(B) \text{ is continuous, } \gamma(0) = 0, \gamma(R) = Ru_\varepsilon \}
$$

the set of continuous paths connecting 0 and $v$ in $H_{0,\text{rad}}^m(B)$. Clearly, the set $\Gamma$ is not empty because the straight path $\gamma(t) = tu_\varepsilon$ with $t \in [0, R]$ belongs to $\Gamma$. Now we set

$$
c = \inf_{\gamma \in \Gamma} \max_{u \in \gamma} I(u). \quad (4.1)
$$

Hence, there holds

$$
|I|_{\text{H}^1} \geq \rho > 0,
$$

we deduce that $c \geq \rho > 0$. The next lemma provides us an upper bound for $c$.

**Lemma 4.3.** The mountain-pass level $c$ of the functional $I$ satisfies

$$
c < \frac{m}{n} S_{n,m}^{-n/m}.
$$

**Proof.** Hence, there holds

$$
c \leq \max_{t \in [0, R]} I(tu_\varepsilon) = : I(t_\varepsilon u_\varepsilon).
$$

We first estimate the value of $t_\varepsilon$. Note that $t_\varepsilon \in (0, R)$, then $\frac{d}{dt} I(tu_\varepsilon)|_{t=t_\varepsilon} = 0$, which implies that

$$
\int_B |\nabla^m u_\varepsilon|^2 \varepsilon dx = t_\varepsilon^{2-\nu} \int_B t_\varepsilon^{\nu} |\nabla^m u_\varepsilon|^{2s_m+|x|^\alpha} dx. \quad (4.2)
$$

Making use of Lemma 2.4 with $C = 1$, we deduce that

$$
\int_B |u_\varepsilon(x)|^{2s_m+|x|^\alpha} dx = S_{n,m}^{-n/m} + C_1 \varepsilon \ln \varepsilon + o(\varepsilon \ln \varepsilon)_{\varepsilon \to 0}. \quad (4.3)
$$

Moreover, from (2.9), we have

$$
\int_B |\nabla^m u_\varepsilon|^2 \varepsilon dx = S_{n,m}^{-n/m} + O(\varepsilon^{n-2m})_{\varepsilon \to 0}. \quad (4.4)
$$

We claim that $t_\varepsilon \to 1$ as $\varepsilon \to 0$. Indeed, let us denote

$$
a_{\inf} = \liminf_{\varepsilon \to 0} t_\varepsilon \leq \limsup_{\varepsilon \to 0} t_\varepsilon = a_{\sup}
$$

and suppose that

$$
a_{\sup} > 1.
$$

Then there is some $\kappa > 1$ and a subsequence $(t_{\varepsilon_i})$ such that $\varepsilon_i \to 0$ and $t_{\varepsilon_i} > \kappa$ for any $i$. This fact together with (4.2) and (4.3) implies that

$$
S_{n,m}^{-n/m} + O(\varepsilon_i^{n-2m})_{\varepsilon_i \to \infty} \geq \kappa^{2m-\nu} \left( S_{n,m}^{-n/m} + C_1 \varepsilon_i \ln \varepsilon_i + o(\varepsilon_i \ln \varepsilon_i)_{\varepsilon_i \to \infty} \right).
$$

Sending $i \to \infty$ to get a contradiction because $\kappa > 1$ and $2s_m = 2 > 0$. Hence, $a_{\sup} \leq 1$. By the same argument, we can also prove that

$$
a_{\inf} \geq 1.
$$

This proves the claim, namely, $t_\varepsilon \to 1$ as $\varepsilon \to 0$. Consequently, we can choose $\varepsilon \geq 0$ small enough such that $1/2 \leq t_\varepsilon \leq 3/2$. Moreover, we always have

$$
2s_m - 2 \leq 2s_m + |x|^\alpha - 2 \leq 2s_m - 1
$$

for any $x \in B$. Consider the function $f$ defined on $[2s_m - 2, 2s_m - 1] \times [1/2, 3/2]$ by

$$
f(q, t) = \begin{cases} 
\frac{q-1}{t-1} & \text{if } t \neq 1, \\
q & \text{if } t = 1.
\end{cases}
$$

Obviously, the function $f$ is continuous and $f > 0$ on $[2s_m - 2, 2s_m - 1] \times [1/2, 3/2]$. Hence

$$
C_0 := \inf \{ f(q, t) : (q, t) \in [2s_m - 2, 2s_m - 1] \times [1/2, 3/2] \} > 0.
$$
For $\varepsilon > 0$ small enough, we have from (4.2), (4.3), (4.4), and $\alpha < \min\{n - 2m, n/2\}$ that
\[
Ce^\alpha(-\ln \varepsilon) + o(\varepsilon^\alpha|\ln \varepsilon|)_{\varepsilon \searrow 0} = \left| \int_B |\nabla^m u_\varepsilon|^2\,dx - \int_B |u_\varepsilon|^{2^*_m + |x|^\alpha}\,dx \right|
\]
\[
= \left| \int_B (2^*_m - 2^*_m |x|^\alpha - 1)|u_\varepsilon|^{2^*_m + |x|^\alpha}\,dx \right|
\]
\[
= |t_\varepsilon - 1|\int_B f(2^*_m - 2 + |x|^\alpha, t_\varepsilon)|u_\varepsilon|^{2^*_m + |x|^\alpha}\,dx
\]
\[
\geq C_0|t_\varepsilon - 1|\left[ S_{n,m}^{-n/m} + C_1\varepsilon^\alpha(-\ln \varepsilon) + o(\varepsilon^\alpha|\ln \varepsilon|)_{\varepsilon \searrow 0} \right].
\]
Hence, $t_\varepsilon = 1 + R_\varepsilon$ with $R_\varepsilon = O(\varepsilon^\alpha(-\ln \varepsilon))_{\varepsilon \searrow 0}$. We have
\[
\int_B \frac{1}{2^*_m + |x|^\alpha}|t_\varepsilon u_\varepsilon(x)|^{2^*_m + |x|^\alpha}\,dx = \int_B \frac{(1 + R_\varepsilon)^{2^*_m + |x|^\alpha} - 1}{2^*_m + |x|^\alpha}|u_\varepsilon(x)|^{2^*_m + |x|^\alpha}\,dx
\]
\[
+ \int_B \frac{1}{2^*_m + |x|^\alpha}|u_\varepsilon(x)|^{2^*_m + |x|^\alpha}\,dx
\]
\[
= I + II.
\]
Using Taylor’s expansion, we have
\[
(1 + R_\varepsilon)^{2^*_m + |x|^\alpha} = 1 + (2^*_m + |x|^\alpha)R_\varepsilon
\]
\[
+ (2^*_m + |x|^\alpha)(2^*_m + |x|^\alpha - 1)R_\varepsilon^2 \int_0^1 (1 + sR_\varepsilon)^{2^*_m + |x|^\alpha - 2}(1 - s)\,ds
\]
\[
= 1 + (2^*_m + |x|^\alpha)R_\varepsilon + O(R_\varepsilon^2),
\]
and by (4.3) we have
\[
I = R_\varepsilon \int_B |u_\varepsilon(x)|^{2^*_m + |x|^\alpha}\,dx + O(R_\varepsilon^2) = R_\varepsilon S_{n,m}^{-n/m} + O(R_\varepsilon^2). \tag{4.5}
\]
Putting (4.5) and the estimate for II in (2.21) gives
\[
\int_B \frac{1}{2^*_m + |x|^\alpha}|t_\varepsilon u_\varepsilon(x)|^{2^*_m + |x|^\alpha}\,dx
\]
\[
= \frac{1}{2^*_m} S_{n,m}^{-n/m} + \frac{C_1}{2^*_m} |\ln \varepsilon|\varepsilon^\alpha + o(\varepsilon^\alpha|\ln \varepsilon|) + R_\varepsilon S_{n,m}^{-n/m} + O(R_\varepsilon^2).
\]
Keep in mind that $R_\varepsilon = O(|\ln \varepsilon|\varepsilon^\alpha)$ and that $\alpha \leq n - 2m$. Therefore,
\[
c < I(t_\varepsilon u_\varepsilon) = \frac{(1 + R_\varepsilon)^2}{2} \int_B |\nabla^m u_\varepsilon|^2\,dx - \int_B \frac{1}{2^*_m + |x|^\alpha}|t_\varepsilon u_\varepsilon(x)|^{2^*_m + |x|^\alpha}\,dx
\]
\[
= \frac{1}{2} \left( 1 + 2R_\varepsilon + R_\varepsilon^2 \right)(S_{n,m}^{-n/m} + O(e^{n-2m})) - \frac{C_1}{2^*_m} S_{n,m}^{-n/m} \varepsilon^\alpha - R_\varepsilon S_{n,m}^{-n/m} + o(\varepsilon^\alpha|\ln \varepsilon|) + O(R_\varepsilon^2)
\]
\[
= \frac{m}{n} S_{n,m}^{-n/m} - \frac{C_1}{2^*_m} |\ln \varepsilon|\varepsilon^\alpha + o(\varepsilon^\alpha|\ln \varepsilon|).
\]
Taking $\varepsilon > 0$ small enough we deduce that
\[
c < \frac{m}{n} S_{n,m}^{-n/m}
\]
as claimed. \qed

In view of Lemmas 4.2 and 4.3 above, there is a (PS) sequence $(u_j)_j$ in $H^m_{0,rad}(B)$ such that
\[
I(u_j) \to c \in \left( 0, \frac{m}{n} S_{n,m}^{-n/m} \right)
\]
and
\[
I'(u_j) = o(1)_{j \to +\infty}.
\]
Lemma 4.4. The sequence \((u_j)\) is bounded in \(H^{m}_{0,\text{rad}}(B)\).

Proof. The argument is standard. Indeed, because \(I'(u_j) \to 0\) we have

\[
\int_B (u_j)^{2m+|x|^\alpha} dx = \int_B |\nabla^m u_j|^2 dx + o(1)_{j \to +\infty} \|\nabla^m u_j\|_{L^2(B)}.
\]

Because \(I(u_j) \to c\) we obtain

\[
\int_B |\nabla^m u_j|^2 dx = 2c + \int_B \left(\frac{1}{2m} + \frac{\alpha}{m} + \frac{2m}{m+\alpha} + \frac{2m}{m+\alpha} + \frac{2m}{m+\alpha}\right) u_j^{2m+|x|^\alpha} dx + o(1)_{j \to +\infty}
\]

\[
\leq 2c + \frac{2}{2m} \int_B (u_j)^{2m+|x|^\alpha} dx + o(1)_{j \to +\infty}.
\]

Combining these two estimates, we arrive at

\[
\int_B |\nabla^m u_j|^2 dx \leq 2^m c + o(1)_{j \to +\infty} \|\nabla^m u_j\|_{L^2(B)},
\]

which implies that the sequence \((u_j)\) is bounded in \(H^{m}_{0,\text{rad}}(B)\).

In view of Lemma 4.4, up to a subsequence, still denoted by \((u_j)\), there is some \(u \in H^{m}_{0,\text{rad}}(B)\) such that

- \(u_j \rightharpoonup u\) weakly in \(H^{m}_{0,\text{rad}}(B)\),
- \(u_j \to u\) strongly in \(H^k(B)\) for any \(0 \leq k < m\),
- \(u_j \to u\) a.e. in \(B\), and
- \(\|\nabla^m u_j\|_{L^2(B)} \to l \geq 0\),

as \(j \to +\infty\). Hence, we have

\[
\int_B (u_j)^{2m+|x|^\alpha} dx = l^2 + o(1)_{j \to +\infty} \quad (4.6)
\]

and

\[
\int_B \frac{(u_j)^{2m+|x|^\alpha}}{2m} + |x|^\alpha dx = \frac{l^2}{2} - c + o(1)_{j \to +\infty}. \quad (4.7)
\]

Evidently, \(l > 0\) because if otherwise \((4.7)\) gives a contradiction if we let \(j\) large enough because \(c > 0\).

We now rule out the possibility that \(u \equiv 0\).

Lemma 4.5. The weak limit \(u\) is non-trivial, namely \(u \equiv 0\).

Proof. Note that \(\|\nabla^m u_j\|_{L^2(B)} \to l\). By (2.1), we have

\[
\int_0^1 |u_j'(r)|^2 r^{n-2m+1} dr \leq C
\]

for some constant \(C > 0\) independent of \(j\). Then, via a density argument, the estimate (2.5) implies that

\[
|u_j(x)| \leq \left(\frac{C}{n-2m+2}\right)^{1/2} |x|^{-\frac{2m+n}{2m+n-2}} \quad (4.8)
\]

for a.e. \(x\). Since \(u_j \to 0\) a.e. in \(B\), by Lebesgue’s dominated convergence theorem, we have

\[
\lim_{j \to +\infty} \int_{B \setminus B_a} |u_j|^{2m} dx = \lim_{j \to +\infty} \int_{B \setminus B_a} |u_j|^{2m+|x|^\alpha} dx
\]

\[
= \lim_{j \to +\infty} \int_{B \setminus B_a} \frac{|u_j|^{2m+|x|^\alpha}}{2m} + |x|^\alpha dx = 0 \quad (4.9)
\]
for any \( a > 0 \). Let \( a_0 > 0 \) be such that \( \left( \frac{C}{n-2m+2} \right)^{1/2} a_0^{-\frac{n-2m+2}{2}} \geq 1 \). Hence, by (4.8) and (4.9), for any \( a < a_0 \) we have
\[
\int_B (u_j)_+^{2^* m + |x|^\alpha} dx = \int_{B_a} (u_j)_+^{2^* m + |x|^\alpha} dx + o(1)_{j \to +\infty}
\leq \left( \left( \frac{C}{n-2m+2} \right)^{1/2} a^{-\frac{n-2m+2}{2}} \right)^{\alpha} \int_B |u_j|^{2^* m} dx + o(1)_{j \to +\infty}
\leq \left( \left( \frac{C}{n-2m+2} \right)^{1/2} a^{-\frac{n-2m+2}{2}} \right)^{\alpha} \sum_{n,m} \| \nabla^m u_j \|_{L^2(B)}^{2^* m} + o(1)_{j \to +\infty},
\]
here we have used the Sobolev inequality once. Thanks to (4.6), we further get
\[
\int_B (u_j)_+^{2^* m + |x|^\alpha} dx \leq \sum_{n,m} \| \nabla^m u_j \|_{L^2(B)}^{2^* m} + o(1)_{j \to +\infty},
\]
which, after letting \( j \to +\infty \) and making use of (4.6), yields
\[
I \geq S_{n,m}(2m). \tag{4.10}
\]

With a help from (4.9), we have
\[
\left| \int_B (u_j)_+^{2^* m + |x|^\alpha} dx \right| - \int_B (u_j)_+^{2^* m + |x|^\alpha} dx = \int_B (u_j)_+^{2^* m + |x|^\alpha} dx
\leq \left( \frac{a}{(2^* m)^2} \right)^{\alpha} \int_B |u_j|^{2^* m + |x|^\alpha} dx + \frac{1}{(2^* m)^2} \int_{B \setminus B_a} |u_j|^{2^* m + |x|^\alpha} dx
\leq \frac{a}{(2^* m)^2} \int_B |u_j|^{2^* m + |x|^\alpha} dx + o(1)_{j \to +\infty}.
\]
Letting \( a \searrow 0 \) and making use of (4.7) to get
\[
\frac{1}{2^* m} \int_B (u_j)_+^{2^* m + |x|^\alpha} dx = \int_B \frac{(u_j)_+^{2^* m + |x|^\alpha} dx + o(1)_{j \to +\infty}}{2^* m} = \frac{l^2}{2} - c + o(1)_{j \to +\infty}.
\]
Now letting \( j \nearrow +\infty \) and using (4.6), we get
\[
l^2 = \frac{n}{m} c,
\]
which, by Lemma 4.3, gives
\[
l^2 < S_{n,m}^{-n/m},
\]
which contradicts (4.10). Hence, we have just shown that \( u \not\equiv 0 \). \( \square \)

**Lemma 4.6.** The weak limit \( u \) solves (1.3).

**Proof.** Since \( u_j \rightharpoonup u \) weakly in \( H^1_0(B) \) and \( I'(u_j) \to 0 \), we conclude that \( u \) is a non-trivial, weak solution to
\[
\begin{cases}
(−\Delta)^m u = u_+^{2^* m + |x|^\alpha - 1} & \text{in } B, \\
\partial_{\nu}^j u = 0 & \text{on } \partial B, \quad j = 0, 1, \ldots, m - 1.
\end{cases}
\]
Making use of [GGS10, Theorem 5.1] we deduce that \( u \geq 0 \) in \( B \). By Lemma 4.5, we know that \( u_+^{2^* m + |x|^\alpha - 1} \geq 0 \) and is not identical 0 in \( B \). Again, by [GGS10, Theorem 5.1], we further get \( u > 0 \) in \( B \). Therefore, \( u \) is indeed a weak solution to (1.3). \( \square \)
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