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ABSTRACT. We describe recent work connecting combinatorics and tropical/non-Archimedean geometry to Diophantine geometry, particularly the uniformity conjectures for rational points on curves and for torsion packets of curves. The method of Chabauty–Coleman lies at the heart of this connection, and we emphasize the clarification that tropical geometry affords throughout the theory of $p$-adic integration, especially to the comparison of analytic continuations of $p$-adic integrals and to the analysis of zeros of integrals on domains admitting monodromy.

1. INTRODUCTION

Diophantine geometry studies solutions to systems of equations over arithmetically interesting fields (e.g., $\mathbb{Q}$, $\mathbb{F}_p$); cornerstones of the subject include:

1. Faltings' theorem: finiteness of the set $X(\mathbb{Q})$ of solutions to equations defining an algebraic curve $X$ of genus $g \geq 2$ (e.g., $y^2 = f(x)$ with $f$ squarefree and of degree at least 5);
2. the Weil conjectures: the number of $\mathbb{F}_{p^n}$-valued solutions to a system of equations $X$ are governed by strict and surprising formulas (which depend on the topology of $X$);
3. Mazur's theorem: the solutions to $E: y^2 = f(x)$ with $f$ a squarefree cubic and $x, y \in \mathbb{Q}$ form an abelian group $E(\mathbb{Q})$, and the possibilities for the torsion subgroup of $E(\mathbb{Q})$ have been completely classified.

A central outstanding conjecture in Diophantine geometry is the following.

Conjecture 1.1 (Uniformity). There exists a constant $B(g, \mathbb{Q})$ such that every smooth curve $X$ over $\mathbb{Q}$ of genus $g \geq 2$ has at most $B(g, \mathbb{Q})$ rational points.

The uniformity conjecture famously follows [CHM97, Theorem 1.1] from the widely believed conjecture of Lang–Vojta, which is the higher dimension analogue of Faltings' theorem. Initially, the uniformity conjecture was considered somewhat outrageous; this implication was initially taken as possible evidence against the Lang–Vojta conjecture and led to a frenzied hunt for examples (or better: families) of curves with many points.

1.2. Bounds on $\#X(\mathbb{Q})$. The proofs of Mordell due to Faltings, Vojta, and Bombieri [Fal86, Voj91, Bom90] give various astronomical upper bounds on the quantity $\#X(\mathbb{Q})$. (See [Szp85] for a discussion of these bounds which involve a lattice theoretic estimate applied to $\text{Jac}_X(\mathbb{Q}) \otimes \mathbb{R}$ and incorporates constants involving the isogeny class of $\text{Jac}_X$ and various height functions on $X$.) An earlier partial proof due to Chabauty [Cha41] was later refined by Coleman to give a more modest upper bound. See §2 for a longer discussion of this method.
**Theorem 1.3** (Coleman, [Col85a]). Let $X$ be a curve of genus $g$ and let $r = \operatorname{rank}_{\mathbb{Z}} \operatorname{Jac}_X(\mathbb{Q})$. Suppose $p > 2g$ is a prime of good reduction. Suppose $r < g$. Then
\[
\#X(\mathbb{Q}) \leq \#X(\mathbb{F}_p) + 2g - 2.
\]

In some cases, this bound allows one to compute the set $X(\mathbb{Q})$ (rather than its cardinality) exactly. For example, Gordon and Grant [GG93] showed that the Jacobian of the genus 2 hyperelliptic curve
\[
X : y^2 = x(x - 1)(x - 2)(x - 5)(x - 6)
\]
has rank 1. A quick computer search finds that
\[
X(\mathbb{Q}) \supset \{(0, 0), (1, 0), (2, 0), (5, 0), (6, 0), (3, \pm 6), (10, \pm 120), \infty\}.
\]
One can check that $X$ has good reduction at $p = 7$. Applying Coleman’s theorem gives an upper bound $X(\mathbb{Q}) \leq 10$, and in particular rigorously proves that the known points of $X(\mathbb{Q})$ constitutes the full collection of rational points. In other words, we have completely solved the degree-5 Diophantine equation (1.3.1), which, as always in arithmetic geometry, is a demonstration of the power of the Chabauty–Coleman method.

This example is very special – the bound $\#X(\mathbb{F}_p) + 2g - 2$ will be usually much larger than the true value of $\#X(\mathbb{Q})$. Nonetheless, refinements to this method frequently allow one to provably compute $X(\mathbb{Q})$ (with computational assistance from e.g., MAGMA); see [BS10] as a starting point.

Gradual improvements to Chabauty and Coleman’s method by various authors have refined Coleman’s bound and removed some hypotheses from Coleman’s theorem.

Lorenzini and Tucker removed the hypothesis that $X$ have good reduction at the prime $p$.

**Theorem 1.4** (Lorenzini, Tucker, [LT02], Corollary 1.11). Suppose $p > 2g$ and let $X$ be a proper regular model of $X$ over $\mathbb{Z}_p$. Suppose $r < g$. Then
\[
\#X(\mathbb{Q}) \leq \#X_{\text{sm}}(\mathbb{F}_p) + 2g - 2
\]
where $X_{\text{sm}}(\mathbb{F}_p)$ is the smooth locus of the special fiber $X_{\text{sm}}(\mathbb{F}_p)$.

The “$2g - 2$” term of Coleman’s theorem arises from application of Riemann–Roch on $X_{\mathbb{F}_p}$, and is the source of his “good reduction” hypothesis. Lorenzini and Tucker’s generalization recovers the $2g - 2$ term via Riemann–Roch on $X_{\mathbb{Q}_p}$ and a more involved $p$-adic analytic argument. A later, alternative proof [MP12, Theorem A.5] instead recovers the $2g - 2$ term via arithmetic intersection theory on $X$ and adjunction.

In [LT02], the authors ask if one can refine Coleman’s bound when the rank is small (i.e., $r \leq g - 2$), which was subsequently answered by Stoll.

**Theorem 1.5** (Stoll, [Sto06], Corollary 6.7). With the hypothesis of Theorem 1.3,
\[
\#X(\mathbb{Q}) \leq \#X(\mathbb{F}_p) + 2r.
\]

Stoll’s idea was, instead of using a single integral, to tailor his choice of integral to each residue class. The geometric input that coordinates the information
between residue classes and allows the refinement from $2g - 2$ to $2r$ is Clifford’s theorem for the reduction $X_{F_p}$ and is the source of the good reduction hypothesis.

Unlike Lorenzini and Tucker’s generalization of Coleman’s theorem, where they replace Coleman’s use of Riemann–Roch on $X_{F_p}$ with Riemann–Roch on $X_{Q_p}$, it does not seem possible to replace Stoll’s use of Clifford’s theorem on $X_{F_p}$ with Clifford’s theorem on $X_{Q_p}$. Matt Baker suggested that it might be possible to generalize Stoll’s theorem to curves with bad, totally degenerate reduction (i.e., $X_{F_p}$ is a union of rational curves meeting transversely) using ideas from tropical geometry (see the recent survey [BJ16] on tropical geometry and applications), in particular the notion of “chip firing”, Baker’s combinatorial definition of rank, and Baker–Norine’s [BN07] combinatorial Riemann–Roch and Clifford theorems. Baker was correct, and in fact an enrichment of his theory led to the following common generalization of Stoll’s and Lorenzini and Tucker’s theorems.

**Theorem 1.6** (Katz, Zureick-Brown, [KZB13]). Let $X/Q$ be a curve of genus $g$ and let $r = \text{rank} \text{Jac}_X(Q)$. Suppose $p > 2r + 2$ is a prime, that $r < g$, and let $X$ be a proper regular model of $X$ over $\mathbb{Z}_p$. Then

$$\#X(Q) \leq \#X^{sm}_{F_p}(F_p) + 2r.$$ 

For example, applying this theorem (with $p = 5$) to the rank 1, genus 3 hyperelliptic curve

$$X: -2 \cdot 11 \cdot 19 \cdot 173 \cdot y^2 = (x - 50)(x - 9)(x - 3)(x + 13)(x^3 + 2x^2 + 3x + 4)$$

gives that

$$X(Q) = \{\infty,(50,0),(9,0),(3,0),(-13,0),(25,20247920),(25,-20247920)\}.$$ 

**Theorem 1.6** is proved via a combination of combinatorics, $p$-adic analysis, and tropical geometry. One can associate to a singular curve with transverse crossings its dual graph as in Figure 3: component curves become nodes, and intersections correspond to edges.

Baker’s detailed study [Bak08] of the relationship between linear systems on curves and on finite graphs includes a semicontinuity theorem for ranks of linear systems (as one passes from the curve to its dual graph), and purely graph theoretic analogues of Riemann–Roch and Clifford’s theorem. Baker’s theory works best with totally degenerate curves (i.e., Mumford curves, where each component of the special fiber is a $\mathbb{P}^1$), and the heart of Theorem 1.6 is an enrichment of Baker’s theory which accounts for the additional geometry when the components have higher genus.

Another success of tropical tools is the following. Instead of rational points, one can also apply a variant of Chabauty and Coleman’s method to symmetric powers of curves and study points of $X$ defined over some number field $K \supset \mathbb{Q}$ of degree at most $d$. Building on earlier partial bounds [Kla93] and explicit approaches [Sik09], Jennifer Park recently proved the following.

**Theorem 1.7** (Park, [Par16]). Let $d \geq 1$, $p$ a prime, and $g \geq 2$. Then there exists a number $N(p,g,d)$ such that for curve $X/Q$ with good reduction at $p$, with $\text{rank}_K \text{Jac}_X(Q) \leq g - d$, and satisfying an additional technical condition (related to excess intersection),

$$\#\{P \in X(K) \mid \deg K \leq d \text{ and } P \text{ does not belong to the “special set” of } X\}$$
is at most $N(p, d, g)$.

The number $N(p, g, d)$ can be effectively computed; for example, if one restricts to odd degree hyperelliptic curves, then $N(2, 3, 3) \leq 1539$. The significant new idea in her work is to apply tropical intersection theory to the multivariate power series which arise in symmetric power Chabauty.

1.8. Bhargavology. There is an expectation that “most” of the time a curve will have as few points as possible. Similarly, one expects that the Mordell–Weil rank of the Jacobian of a curve is usually 0 or 1. In practice one needs a family of curves over a rational base to even make this precise, and thus often restricts to families of hyperelliptic (or sometimes low genus plane) curves.

Recent years have witnessed rapid progress on this flavor of problem; results on ranks include [BS13] (elliptic curves), [BG13] (Jacobians of hyperelliptic curves), and [Tho15] (certain families of plane quartics). Combining these rank results with Chabauty’s method and other techniques, several recent results [PS14, Bha13, SW13, BGW13] prove that a strong version of the uniformity conjecture (in that there are no “non-obvious” points) holds for “random curves” in such families; see [Ho14] for a recent survey.

1.9. Uniform bounds for rational points on curves. While [KZB13] was notable as one of the first substantial applications of tropical methods to a Diophantine problem, it is far from a proof of uniformity – it requires $r < g$ (which is expected to hold for a random curve, but not all curves); more crucially, $\#X_{sm}(\mathbb{F}_p)$ may be arbitrarily large. In fact, there are even hyperelliptic curves whose regular models have many smooth $\mathbb{F}_p$-points: a hyperelliptic curve with some ramification points sufficiently $p$-adically close together will possess a regular model whose special fiber will have long chains of $\mathbb{P}^1$'s.

A recent breakthrough of M. Stoll [Sto] removed, for hyperelliptic curves, the dependence from Chabauty–Coleman on a regular model, and derived (for $r \leq g - 3$) a uniform bound on $\#X(\mathbb{Q})$.

**Theorem 1.10** (Stoll, [Sto]). Let $X$ be a smooth hyperelliptic curve of genus $g$ and let $r = \text{rank}_\mathbb{Z} \text{Jac}_X(\mathbb{Q})$. Suppose $r \leq g - 3$. Then

$$\#X(\mathbb{Q}) \leq 8(r + 4)(g - 1) + \max\{1, 4r\} \cdot g.$$  

Exploiting the full catalogue of tropical and non-Archimedean analytic tools, we overcome Stoll’s hyperelliptic restriction and prove uniform bounds for arbitrary curves of small rank.

**Theorem 1.11** (Katz–Rabinoff–Zureick-Brown, [KRZB16]). Let $X$ be any smooth curve of genus $g$ and let $r = \text{rank}_\mathbb{Z} \text{Jac}_X(\mathbb{Q})$. Suppose $r \leq g - 3$. Then

$$\#X(\mathbb{Q}) \leq 84g^2 - 98g + 28.$$  

We discuss an overview of the proofs of Theorems 1.10 and 1.11 in §2.11 and §2.13; §3 and §4 are dedicated to an exposition of the tropical and non-Archimedean analytic details underlying the proof of Theorem 1.11, and §5 explains how these tools tie together to give a proof of Theorem 1.11.
1.12. **Effective Uniform Manin-Mumford.** The following pair of results in the direction of “uniform Manin-Mumford” also make essential use of the tropical toolkit.

Declare two points \( P, Q \) to be equivalent if \( mP \) is linearly equivalent to \( mQ \) on \( X \) for some integer \( m \geq 1 \), and define a **torsion packet** to be an equivalence class under this relation. Equivalently, a torsion packet is the inverse image of the torsion subgroup of the Jacobian of \( X \), under an Abel–Jacobi map. Raynaud [Ray83] famously proved that every torsion packet of a curve is finite. Many additional proofs, with an assortment of techniques and generalizations, were given later by [Bui96, Col87, Hin88, Ull98, PZ08] and others. Several of these proofs rely on \( p \)-adic methods, with Coleman’s approach via \( p \)-adic integration especially related to ours.

A **uniform** bound on the size of the torsion packets of a curve of genus \( g \geq 2 \) is expected but still conjectural. It is known to follow from the Zilber–Pink conjecture (see [Sto, Theorem 2.4]), which is a generalization of the Andre–Oort conjecture. The first, unconditional result concerns **rational** torsion packets.

**Theorem 1.13** ([KRZB16]). Let \( g \geq 3 \). Then for any smooth, proper, geometrically connected genus-\( g \) curve \( X/\mathbb{Q} \), and any Abel–Jacobi embedding \( \iota : X \hookrightarrow J \) into its Jacobian, we have

\[
\# \iota^{-1}(J(\mathbb{Q})_{\text{tors}}) \leq 84g^2 - 98g + 28.
\]

No such uniformity result was previously known. The second result concerns geometric torsion packets and requires the following restriction on the reduction type. Let \( X \) be a smooth, proper, geometrically connected curve of genus \( g \geq 2 \) over \( \mathbb{Q} \). Let \( p \) be a prime and let \( X^s \) be the stable model of \( X \) over \( \mathbb{Z}_p \). For each irreducible component \( C \) of the mod \( p \) reduction \( X^s \) of \( X \) let \( g(C) \) denote its geometric genus and let \( n_C \) denote the number points of the normalization of \( C \) mapping to nodal points of \( X^s \). We say that \( X \) **satisfies condition** \((\dagger)\) at \( p \) provided that

\[
g > 2g(C) + n_C
\]

for each component \( C \) of \( X^s \).

**Theorem 1.14.** Let \( g \geq 4 \). Then for any smooth, proper, geometrically connected genus \( g \) curve \( X/\mathbb{Q} \) which satisfies condition \((\dagger)\) at some prime \( p \) of \( \mathbb{Q} \), and for any Abel–Jacobi embedding \( \iota : X_{\mathbb{Q}} \hookrightarrow J_{\mathbb{Q}} \) of \( X_{\mathbb{Q}} \) into its Jacobian, we have

\[
\# \iota^{-1}(J_{\mathbb{Q}}(\mathbb{Q})_{\text{tors}}) \leq (16g^2 - 12g) N_p((4 \cdot 7^{2g^2 + g + 1})^{-1}, 2g - 2)
\]

where

\[
N_p(s, N_0) = \min \{ N \in \mathbb{Z}_{\geq 1} : s(n - N_0) > \lfloor \log_p(n) \rfloor \forall n \geq N \}.
\]

The condition \((\dagger)\) is satisfied at \( p \), for instance, when \( X \) has totally degenerate trivalent stable reduction.

A uniform bound as in Theorem 1.14 for the size of geometric torsion packets was previously known [Bui96] for curves of **good reduction** at a fixed prime \( p \). Theorem 1.14 uses Coleman’s observation [Col87] that the \( p \)-adic integrals considered in Chabauty’s method vanish, unconditionally, on torsion packets. Coleman additionally deduces uniform bounds in many situations, still in the good reduction case: for instance, if \( X/\mathbb{Q} \) has ordinary good reduction at \( p \) and its Jacobian \( J \) has potential CM, then \( \# \iota^{-1}(J(\mathbb{Q})_{\text{tors}}) \leq gp \). Theorem 1.14, on the other
hand, applies to curves with highly degenerate reduction, hence approaches the uniform Manin–Mumford conjecture from the other extreme.

The full power of the general machinery developed in [KRZB16] is needed for the proof of Theorem 1.14, which is striking in that it uses $p$-adic integration to bound the number of geometric (i.e., over $\mathbb{C}$) torsion points.

2. The Method of Chabauty–Coleman

Let $X$ be a smooth, proper, geometrically connected curve of genus $g \geq 2$, and let $J = \text{Jac}_X$ be its Jacobian. Building on an idea of Skolem [Sko34]) (who studied products of the multiplicative group via $p$-adic methods), Chabauty [Cha41] gave the first substantial progress toward the Mordell conjecture, conditional on the hypothesis that the rank $r$ of the group $J(F)$ of $F$-points of the Jacobian of $X$ is strictly less than the genus $g$, where $F$ is a number field. See [MP12] for a marvelous survey of the method. We briefly exposit Chabauty's ideas here and highlight various details of the proofs of Theorems 1.3, 1.4, 1.5, 1.6, 1.10, and 1.11.

Chabauty’s theorem considers the effect of $p$-adic integration on rational points. For brevity we consider only $F = \mathbb{Q}$.

**Theorem 2.1** (Chabauty, [Cha41]). If $r < g$, then $X(\mathbb{Q})$ is a finite set.

The finiteness argument goes as follows. One very naturally considers the commutative diagram

$$
\begin{array}{ccc}
X(\mathbb{Q}) & \longrightarrow & J(\mathbb{Q}) \\
\downarrow & & \downarrow \\
X(\mathbb{Q}_p) & \longrightarrow & J(\mathbb{Q}_p).
\end{array}
$$

The $p$-adic closure $\overline{J(\mathbb{Q})}$ of $J(\mathbb{Q})$ inside the $p$-adic manifold $J(\mathbb{Q}_p)$ (a manifold in the very down-to-earth sense of Bourbaki [Bou98]) satisfies the dimension bound

$$
\dim \overline{J(\mathbb{Q})} \leq r
$$

[MP12, Lemma 4.2]. In particular, if $r < g$, then the $p$-adic closure $\overline{J(\mathbb{Q})}$ is a submanifold of smaller dimension; the intersection $X(\mathbb{Q}_p) \cap \overline{J(\mathbb{Q})}$ can then be shown to be zero dimensional, hence discrete and compact, and thus finite.

To deduce finiteness of the intersection, Chabauty constructed a locally analytic function $f_\omega$ (actually, a $p$-adic integral) near $P \in X(\mathbb{Q})$ such that if $P, Q \in X(\mathbb{Q})$ specialize to the same $\mathbb{F}_p$-point in a model of $X$ over $\mathbb{Z}_p$, then $f_\omega(P) = f_\omega(Q)$. Because an analytic function cannot take a value infinitely often, there can only be finitely many rational points specializing to a given $\mathbb{F}_p$-point, hence there are only finitely many rational points.

The function $f_\omega$ arises in the following fashion. The proof of the dimension bound (2.1.1) passes to the Lie algebra

$$
\text{Lie } J_{\mathbb{Q}_p} \cong H^0(J_X, \Omega^1)^\vee \cong \mathbb{Q}_p^g,
$$

whence

$$
\dim \overline{J(\mathbb{Q})} = \dim \log J(\mathbb{Q}) = \text{rank}_{\mathbb{Z}_p}(\mathbb{Z}_p, \log J(\mathbb{Q})) \leq \text{rank}_{\mathbb{Z}} \log J(\mathbb{Q}) \\
\leq \text{rank}_{\mathbb{Z}} J(\mathbb{Q}) = r.
$$
The essential facts packaged in the first two equalities are that

1. \( \log \) is a local diffeomorphism, and
2. the closure of a subgroup of a \( \mathbb{Q}_p \)-vector space is its \( \mathbb{Z}_p \)-span.

Now, under the hypothesis \( r < g \), the codimension of \( \log J(\mathbb{Q}) \) is at least \( g - r \), and thus there exists a subspace \( V \) of linear functionals on \( \text{Lie} J(\mathbb{Q}_p) \) of dimension at least \( g - r \) which vanish on \( \tilde{J}(\mathbb{Q}) \).

2.2. Integration. The functions \( f_\omega \) arise as integrals as follows. A 1-form \( \omega \in V \) can be expanded in a power series in a uniformizer at a smooth point \( P \) of \( X(\mathbb{Q}) \). The term-by-term antiderivative of \( \omega \) is an analytic function \( f_\omega \) near \( P \) that obeys \( f_\omega(P) = f_\omega(Q) \) for all \( Q \in X(\mathbb{Q}) \) near \( P \).

More concretely, when \( Q, Q' \in X(\mathbb{Q}_p) \) reduce to the same point of \( X(\mathbb{F}_p) \), the integrals \( f_\omega^{Q'} \omega \) are explicit and rather non-exotic objects (e.g., one can work quite directly with them in MAGMA and SAGE). The key observations leading to their definition are the following.

1. (Local structure) Given \( P \in X^{\text{sm}}(\mathbb{F}_p) \), the tube \( D_P \subset X(\mathbb{Q}_p) \) of points reducing to \( P \) is a \( p \)-adic disc – given any \( Q \in D_P \), any uniformizer \( t \) at \( Q \) defines an analytic isomorphism \( D_P \cong p\mathbb{Z}_p \).

2. (de Rham) A \( p \)-adic disc has trivial de Rham cohomology, and so the restriction of any \( \omega \) to \( D_P \) admits a power series expansion

\[
\omega|_{D_P} = \sum_{i=0}^{\infty} a_i t^i dt \in \mathbb{Z}_p[[t]] dt.
\]

3. (First fundamental theorem of calculus) For \( Q_1, Q_2 \in D_P \), the integral is determined formally as

\[
\int_{Q_1}^{Q_2} \omega := \int_{t(Q_1)}^{t(Q_2)} \sum_{i=0}^{\infty} a_i t^i dt = \left( \sum_{i=0}^{\infty} \frac{a_i}{i+1} t^{i+1} \right)_{t(Q_1)\rightarrow t(Q_2)}.
\]

Example 2.3 (From the survey [MP12]). Consider the genus 2 curve

\[ X : y^2 = x^6 + 8x^5 + 22x^4 + 22x^3 + 5x^2 + 6x + 1. \]

A quick search with a computer gives

\[ X(\mathbb{Q}) \supset \{ \infty^+, \infty^-, (0, \pm 1), (-3, \pm 1) \}, \]

and \( X(\mathbb{F}_3) = \{ \infty^+, \infty^-, (0, \pm 1) \} \).

Points \((x, y)\) reducing to \( \bar{Q} = (0, 1) \) are given by

\[
\begin{align*}
x &= 3 \cdot t, \quad \text{where } t \in \mathbb{Z}_p \\
y &= \sqrt{x^6 + 8x^5 + 22x^4 + 22x^3 + 5x^2 + 6x + 1} = 1 + x^2 + \cdots
\end{align*}
\]

and integration of the form \( \omega = xdx/y \) is given by

\[
\int_{(0,1)}^{t(P)} \frac{xdx}{y} = \int_{0}^{t} (x - x^3 + \cdots) dx.
\]

This explains how to integrate between pairs of points \( Q, Q' \) in the same tube \( D_P \) (which is all that is needed for Chabauty’s original proof, and for Coleman’s original theorem); Coleman was able to define \( f_\omega \) on all of \( X \) (i.e., determine
\( \int_{Q}^{Q'} \omega \) for \( Q, Q' \) in different tubes, a sort of “\( p \)-adic analytic continuation”) via more involved techniques.

### 2.4. Coleman’s explicit Chabauty

In a seminal paper of the 1980’s, Coleman revisited Chabauty’s method and realized one could carve out an explicit upper bound.

**Theorem 2.5 ([Col85a]).** Let \( X \) be a curve of genus \( g \) and let \( r = \text{rank}_\mathbb{Z} J(\mathbb{Q}) \). Suppose \( p > 2g \) is a prime of good reduction. Suppose \( r < g \). Then

\[
\#X(\mathbb{Q}) \leq \#X(\mathbb{F}_p) + 2g - 2.
\]

A modified statement holds for \( p \leq 2g \) or for \( F \neq \mathbb{Q} \). Also note: this does not prove uniformity (since the first prime \( p \) of good reduction, and hence \( \#X(\mathbb{F}_p) \), might be large).

Here, as in Chabauty’s original proof, one makes use of the inclusion of \( X(\mathbb{Q}) \) into the more tractable stand-in \( X(\mathbb{Q}_p) \cap J(\mathbb{Q}) \). This is a general theme of extensions that go under the name Chabauty method where one bounds \( X(\mathbb{Q}) \) by bounding an enlargement usually arising as a subset of \( X(\mathbb{Q}_p) \).

Coleman’s major insight was that the zeros of the integrals \( f_\omega \) are amenable to a rather explicit \( p \)-adic local analysis (via Newton polygons). The analysis in Coleman’s proof of Theorem 2.5 roughly breaks into the following steps.

1. **Local Bounds (”\( p \)-adic Rolle’s”):** the number of zeros of \( f_\omega \) in a tube \( D_p \) is at most \( 1 + n_p \), where \( n_p = \#(\text{div } \omega \cap D_p) \).
2. **Global geometric step:** by degree considerations, \( \sum n_p = 2g - 2 \).
3. **Coleman’s bound:** \( \sum_{P \in X(\mathbb{F}_p)} (1 + n_p) = \#X(\mathbb{F}_p) + 2g - 2 \).

We will discuss the local bounds below, but first we say some words about (2). Let \( X \) be a smooth proper model of \( X \) over \( \mathbb{Z}_p \). The sheaf of regular 1-forms has a canonical extension \( \Omega^1_{X/\mathbb{Z}_p} \), and any rational differential \( \omega \in H^0(X_{\mathbb{Q}_p}, \Omega^1) \) extends (after multiplication by an appropriate power of \( p \)) to a regular nonzero section of \( \Omega^1_{X/\mathbb{Z}_p} \) whose restriction \( \omega|_{X_{\mathbb{F}_p}} \) to the special fiber \( X_{\mathbb{F}_p} \) is a regular non-zero 1-form.

As we discuss below, we have

\[
\# \text{div}(\omega|_{X_{\mathbb{F}_p}}) = \sum_{P \in X_{\mathbb{F}_p}(\mathbb{F}_p)} \#(\text{div } \omega \cap D_P).
\]

From this, we obtain (2). Coleman’s bound (3), of course, follows directly from (1) and (2).

### 2.6. Local bounds.

The local bound is an exercise in Newton polygons. As above, for a point \( Q \) of \( X \) specializing to \( P \in X(\overline{\mathbb{F}}_p) \), a choice \( t \) of uniformizer at \( Q \) induces a \( p \)-adic analytic isomorphism from the tube \( D_P \) to the \( p \)-adic disc \( p\mathbb{Z}_p = \{ x : x \in \mathbb{Q}_p \mid |x| < 1 \} \). Note also that all elements of \( X(\mathbb{Q}_p) \) in \( D_P \) lie within the smaller disc \( D' = \{ x : x \in \mathbb{Q}_p \mid |x| \leq 1/p \} \).

The 1-form \( \omega \) can be expanded near \( Q \) as

\[
\omega = \sum a_n t^n dt.
\]

Rescaling, we may suppose that \( \min(\text{val}(a_n)) = 0 \). Let \( n_0(\omega) \) be the smallest value of \( n \) such that \( \text{val}(a_n) = 0 \). By a standard Newton polygon argument, \( \omega \) has \( n_0(\omega) \) zeros in \( D_P \). Therefore, by the degree computation \( n_0(\omega) \leq 2g - 2 \). The reduction
of \( \omega \mod p \) has the form \( t^{n_0}g(t) \) where \( g(0) \neq 0 \). Consequently, \( \omega|_{\mathcal{X}_{F_p}} \) has a zero of order \( n_0 \) at \( P \).

Now, integrating \( \omega \) term-by-term gives
\[
f_\omega = \sum \frac{a_n}{n+1} t^{n+1} + c
\]
for some constant \( c \). To get some control over \( c \), we will concede one zero at \( Q \) and suppose that \( f_\omega(Q) = c = 0 \). If \( f_\omega \) has no zeros in \( D_P \), then our bound is still true. Now, the coefficients of \( f_\omega \) satisfy
\[
\text{val}(\frac{a_n}{n+1}) = \text{val}(a_n) - \text{val}(n+1),
\]
and thus the Newton polygon of \( f_\omega \) is very nearly the Newton polygon of \( \omega \) shifted one unit to the right, so we would expect \( f_\omega \) to have at most \( n_0 + 1 \) zeros in \( D' \). If \( p > n_0(\omega) - 2 \), this is indeed the case (see [MP12, Lemma 5.1]), and otherwise there is a small error term coming from the appearance of powers of \( p \) in the denominators of the coefficients of \( f_\omega \) (see [Sto06, Section 6] for a precise error term).

2.7. The case of bad reduction. One can extend the above to the case of bad reduction to prove the following theorem [LT02].

**Theorem 2.8.** Let \( X \) be a curve of genus \( g \) and let \( r = \text{rank}_Z J(Q) \). Let \( p > 2g \) be a prime. Let \( \mathcal{X} \) be a proper regular model for \( X \) over \( \mathbb{Z}_p \). Then
\[
\#X(Q) \leq \#\mathcal{X}^{\text{ssm}}_{F_p}(F_p) + 2g - 2,
\]
where \( \mathcal{X}^{\text{ssm}}_{F_p} \) denotes the smooth locus of the special fiber \( \mathcal{X}_{F_p} \).

We will outline the argument given in [MP12]. By standard arguments involving regular models, every rational point of \( X \) specializes to a smooth \( F_p \)-point of \( \mathcal{X}_F \), so we only have to consider tubes around such points.

The sheaf of regular 1-forms has an extension to the invertible canonical sheaf \( \omega_{\mathcal{X}/\mathbb{Z}_p} \) to which \( \omega \) extends as a rational section. Now, given any reduced component \( C \) of \( \mathcal{X}_{F_p} \), there is an integer \( m(C) \) such that \( p^m(\omega) \) restricts to a non-zero rational differential along \( C \). For \( P \) a smooth point of \( \mathcal{X}_{F_p} \) lying on \( C \), \( n_P \) is equal to the order of vanishing of \( (p^m(C))\omega|_C \) at \( P \). By a computation in the intersection theory of arithmetic surfaces (see [MP12, Appendix A]), one can show
\[
\sum_{P \in \mathcal{X}^{\text{ssm}}_{F_p}(F_p)} n_P \leq 2g - 2.
\]
The proof of the local bound proceeds as before. Note that we only need to compute \( p \)-adic integrals between points in the same tubes. Such a \( p \)-adic integral is just evaluating a primitive of \( \omega \) and there are no difficulties with its definition on curves of bad reduction.

2.9. Stoll bounds. The Chabauty bounds can be tightened further if \( r \leq g - 2 \) using an argument of Stoll [Sto06]; this was extended to the bad reduction case by the first and third authors [KZB13].

**Theorem 2.10.** Let \( X \) be a curve of genus \( g \) and let \( r = \text{rank}_Z J(Q) \). Let \( p > 2g \) be a prime. Let \( \mathcal{X} \) be a proper regular model for \( X \) over \( \mathbb{Z}_p \). Then
\[
\#X(Q) \leq \#\mathcal{X}^{\text{ssm}}_{F_p}(F_p) + 2r.
\]
The proof involves optimizing the choice of 1-form on each tube. Recall that the space $V$ of differentials such that

\[(2.10.1) \quad \int_Q Q' \omega = 0 \text{ for } Q, Q' \in X(Q) \text{ and } \omega \in V\]

has dimension at least $g - r$. For each $P \in X(F_p)$, set

\[\tilde{n}_P := \min_{\omega \in V \setminus \{0\}} \#(\text{div } \omega \cap D_P).\]

Then Coleman’s local analysis still gives that $\#(D_P \cap X(Q)) \leq 1 + \tilde{n}_P$. Stoll proved that

\[(2.10.2) \quad \sum \tilde{n}_P \leq 2r,\]

whence

\[\#X(Q) \leq \sum_{P \in X(F_p)} (1 + \tilde{n}_P) \leq \#X(F_p) + 2r.\]

Stoll’s proof of the inequality 2.10.2 exploits another “global geometric tool” from the theory of algebraic curves: Clifford’s theorem. Consider the divisor

\[D = \sum \tilde{n}_P P.\]

Then, essentially by construction, $V \subset H^0(X_{F_p}, \Omega^1(-D))$. Together with Clifford’s theorem and Chabauty’s theorem this gives

\[g - r \leq \dim H^0(X_{F_p}, \Omega^1(-D)) \leq \frac{1}{2} \deg \Omega^1(-D) + 1,\]

and simplifying gives Stoll’s inequality.

In the bad reduction case, one first reduces to the case of semistable models and then uses a combinatorial version of Clifford’s theorem adapted to that setting. Such a result is phrased in terms of abelian rank functions in [KZB13] which extend and make use of the theory of linear systems on graphs due to Baker and Norine [BN07]. Such arguments were systematized into the theory of linear systems on metrized complexes of curves in the work of Amini and Baker [AB15].

2.11. Uniformity for hyperelliptic curves. A recent breakthrough of M. Stoll [Sto] removed (for hyperelliptic curves) the dependence from Chabauty–Coleman on a regular model, and derived (for $r \leq g - 3$) a uniform bound on $\#X(Q)$.

**Theorem 2.12** (Stoll, [Sto]). Let $X$ be a smooth hyperelliptic curve of genus $g$ and let $r = \text{rank}_{\mathbb{Z}} J(Q)$. Suppose $r \leq g - 3$. Then

\[\#X(Q) \leq 8(r + 4)(g - 1) + \max\{1, 4r\} \cdot g.\]

The key elements of Stoll’s proof are:

1. analysis of $p$-adic integration on annuli, rather than tubes,
2. a comparison of different analytic continuations of $p$-adic integrals, and
3. a $p$-adic Rolle’s theorem for hyperelliptic integrals.

To elaborate on (1): the utility of a regular model $X$ is that the reduction of a rational point $P \in X(Q)$ is a smooth point of $P' \in X(F_p)$, and the tube of $P'$ is a disk, which greatly facilitates the analysis in any Chabauty-type argument. The limitation is that $\#X^\text{sm}(F_p)$ (and consequently any upper bound on $\#X(Q)$ arising from the analysis described above) can be arbitrarily large.

Stoll’s insight was to forgo regularity and (morally) work instead with a stable model $X$. The advantage is that it is quite straightforward to bound $\#X(F_p)$ in
terms of $p$ and $g$. The cost is that the tube over a node is an annulus, instead of a
disk, and one must execute the Chabauty–Coleman analysis over annuli.

This creates several significant technical difficulties and leads to a discussion of (2). So far this survey has only discussed integration between points in the
same residue disk. When $X$ is smooth, Coleman (surprisingly) proved that there
is a unique way to extend the “naive” integrals to all of $X$ (i.e., a unique way to
integrate between points in different residue disks). In general, though, there are
multiple ways to “analytically continue” these integrals and various issues that
arise.

First, restricting a differential $\omega$ to an annulus gives a Laurent expansion. One
can no longer naively integrate the $dt/t$ term, and in fact making sense of $\int dt/t$
more or less amounts to picking a branch of the $p$-adic logarithm, of which there
are many. But beyond this, there are still multiple natural ways to extend inte-
gration across disks: the \textit{abelian} integral $\Ab\int$ (arising from punting the problem
to the Lie algebra of the Jacobian), and a rather different integral $\BC\int$ due to
Berkovich and Coleman. Each has relative merits:

(1) $\Ab\int$ is the integral used in Chabauty’s methods (i.e., so that Equation
2.10.1 holds), but
(2) $\BC\int$ can be computed via primitives (as in Section 2.2, (3)) on \textit{annuli}
(while $\Ab\int$ cannot), which is necessary for any type of analysis leading to
an explicit upper bound.

See Section 4 for a much longer discussion of these technicalities.

This tension is resolved via the stronger hypothesis $r \leq g - 3$. Let $V$ be as in
Equation 2.10.1. Stoll proved that on an annulus, $\Ab\int\omega$ and $\BC\int\omega$ differ by a linear
form in $\omega$, and thus, if $\dim V \geq 2$, then there is some non-zero $\omega \in V$ such that
$\Ab\int\omega = \BC\int\omega$. If, additionally, $\dim V \geq 3$, then we may also choose $\omega$ to have
trivial residue (i.e., the $dt/t$ term of $\omega$ is zero). Under these hypotheses, one can
thus work directly with the Laurent series expansion of $\omega$ on any given annulus
and attempt a Newton polygon analysis as in Subsection 2.6.

Finally, the hyperelliptic restriction of Stoll’s theorem arises from his proof of
(3). A crucial step is to prove a “$p$-adic Rolle’s theorem” for integrals on annuli,i.e., to relate the zeros of an integral $\int\omega$ to the zeros of $\omega$ itself (as in Subsection
2.6 above), and for Stoll’s very direct approach to $p$-adic Rolle’s it is essential that
differentials on a hyperelliptic curve have an explicit description $\omega = f(x)dx/y$.

2.13. \textbf{Uniformity}. This discussion culminates with the following theorem, which
uses the full catalogue of tropical and non-Archimedean analytic tools to over-
come the hyperelliptic restriction and prove uniform bounds for \textit{arbitrary} curves of
small rank.

\textbf{Theorem 2.14} (Katz–Rabinoff–Zureick-Brown, [KRZB16]). Let $X$ be any smooth
curve of genus $g$ and let $r = \rank_{\Z}J(\Q)$. Suppose $r \leq g - 3$. Then
\[ \#X(\Q) \leq 84g^2 - 98g + 28. \]

\textbf{Remark 2.15}. A few aspects of the proof deserve immediate elaboration.

(1) Tropical and combinatorial tools afford a proof of a very general $p$-adic
Rolle’s theorem, free of the necessity of explicit equations. This is the
main additional input needed to promote Stoll’s result from hyperelliptic to general curves.

(2) Chabauty’s method (of bounding $X(\mathbb{Q})$ via $p$-adic integrals) is systematically redeveloped using Berkovich spaces instead of rigid spaces.

(3) Consequently, Stoll’s comparison of various analytic continuations of the integrals is greatly clarified by the use of Berkovich machinery – the uniformization (i.e., the universal cover, in the sense of algebraic topology) of the Berkovich curve plays an essential role, as does Baker–Rabinoff’s [BR15] comparison of the tropical and algebraic Abel–Jacobi maps.

(4) Traditionally, one restricts an integral $\int \omega$ to a covering of the curve by balls, where the integral becomes a power series and can be analyzed directly. Stoll’s achievement was to perform this analysis on annuli, where instead the formal object is a Laurent series.

The techniques developed in [KRZB16] allow one to analyze these integrals on much larger domains, namely, basic wide opens (in the terminology of Coleman); this is the key input to the uniform Manin–Mumford results discussed in Subsection 1.12.

Most of the rest of this survey is dedicated to expositing these tools and their application to Theorem 2.14.

3. Berkovich curves and skeletons

In this section we explain the basics of the structure theory of Berkovich curves and their skeletons, with a brief foray into potential theory. This non-Archimedean analytic language provides a robust and convenient framework for producing the combinatorial data of tropical meromorphic functions and divisors on metric graphs, from the algebro-geometric data of sections of line bundles on algebraic curves. Our treatment of Berkovich curves is quite threadbare; for more detail, see the book of Baker–Rumely [BR10], the paper of Baker–Payne–Rabinoff [BPR13], and Berkovich’s book [Ber90].

Let $K$ be an algebraically closed field which is complete with respect to a non-trivial, non-Archimedean valuation $v: K \to \mathbb{R} \cup \{\infty\}$. We will take $K$ to be $\mathbb{C}_p$ in the sequel; the hypothesis that $K$ be algebraically closed is mainly for simplicity of exposition, and because all of our arguments involving Berkovich spaces are geometric in nature. Let $\mathcal{R}$ be the valuation ring of $K$, let $m_\mathcal{R}$ be its maximal ideal, and let $k = \mathcal{R}/m_\mathcal{R}$ be its residue field. Let $|\cdot| = \exp(-v(\cdot)): K \to \mathbb{R}_{\geq 0}$ be an absolute value associated to $v$.

3.1. Analytification. To a variety (or locally finite-type scheme) $X$ over $K$, one can functorially associate a non-Archimedean analytification $X^{an}$, in the sense of Berkovich. The theory of $K$-analytic spaces is meant to mirror the classical theory of complex-analytic spaces as closely as possible. The topological space underlying $X^{an}$ is locally compact and locally contractible, and reflects many of the algebro-geometric properties of $X$: for instance, $X$ is separated if and only if $X^{an}$ is Hausdorff; $X$ is proper if and only if $X^{an}$ is compact and Hausdorff; $X$ is connected if and only if $X^{an}$ is path-connected. (These facts hold true even if the valuation on $K$ is trivial, an observation which provides curious equivalent valuation-theoretic definitions of these purely scheme-theoretic properties.) By functoriality, the analytification contains $X(K)$ in a natural way, but unlike for
C-analytic spaces, the set of $K$-points of $X$ should be regarded as a relatively unimportant subset of $X^{an}$ which lies “at infinity”. Indeed, the subspace topology on $X(K) \subset X^{an}$ coincides with the natural totally disconnected topology on $X(K)$, defined by local embeddings into $K^n$, yet $X^{an}$ is path-connected when $X$ is connected!

The topological space $X^{an}$ underlying an affine variety $X = \text{Spec}(A)$ is defined to be the space of all multiplicative seminorms $\| \cdot \| : A \to \mathbb{R}_{\geq 0}$ that restrict to $| \cdot |$ on $K$, equipped with the topology of pointwise convergence. By multiplicative seminorm we mean a homomorphism of multiplicative monoids which satisfies the strong triangle inequality. For a general variety $X$, the topological space $X^{an}$ is constructed affine-locally by gluing.

**Example 3.1.1.** Let $X = \text{Spec}(A)$ be an affine $K$-variety and let $P \in X(K)$. Then $\|f\|_P := |f(P)|$ defines a multiplicative seminorm. This is the point of $X^{an}$ corresponding to $P$. Note that the kernel of $\| \cdot \|_P$, i.e., the set $\{ f \mid \|f\|_P = 0 \}$, is the maximal ideal of $A$ corresponding to $P$.

**Example 3.1.2.** Let $r \in \mathbb{R}$ and let $\rho = \exp(-r)$. The rule

$$\left\| \sum a_i t^i \right\|_r := \max \{ |a_i|\rho^i \} \quad \text{i.e.} \quad -\log \left\| \sum a_i t^i \right\|_r = \min \{ v(a_i) + ir \}$$

defines a multiplicative seminorm $\| \cdot \|_r : K[t] \to \mathbb{R}_{\geq 0}$, hence a point of $A^{1,an}$. The proof that $\| \cdot \|_r$ is multiplicative is essentially Gauss’ lemma (on the content of a product of polynomials); for this reason, these seminorms are often called Gauss points (at least when $r \in v(K^\times)$). Note that the kernel of $\| \cdot \|_r$ is trivial, so that $\| \cdot \|_r$ is in fact a norm on $K[t]$. It turns out that

$$\|f\|_r = \sup \{ |f(x)| \mid x \in K, |x| \leq \rho \},$$

which is the supremum norm over the $K$-ball of radius $\rho$ around 0. Of course, composing $\| \cdot \|_r$ with any translation $t \mapsto t - x$ yields another multiplicative seminorm on $K[t]$, namely, the supremum norm over the ball of radius $\rho$ around $x \in K$. The limit as $r \to \infty$ of $\|f\|_r$ is the seminorm $f \mapsto |f(0)|$ of Example 3.1.1; this explains the heuristic that the $K$-points of $A^{1,an}$ lie “at infinity”.

Berkovich classified points of $A^{1,an}$ into four types:

- **Type 1:** These are the points $f \mapsto |f(x)|$ for $x \in K$.
- **Type 2:** These are the points $f \mapsto \|f(t) - x\|_r$, for $x \in K$ and $r \in v(K^\times)$, the value group of $K$.
- **Type 3:** These are the points $f \mapsto \|f(t) - x\|_r$, for $x \in K$ and $r \notin v(K^\times)$.
- **Type 4:** These mysterious points are constructed from infinite descending sequences of closed balls in $K$ with empty intersection. (Fields for which no such sequence exists are called spherically complete. An example is the field of Hahn series $\mathbb{C}((t^\mathbb{R}))$. The field $\mathbb{C}_p$, is very far from being spherically complete although there is a spherical complete field $\Omega$, containing it.) These points are necessary for local compactness of $A^{1,an}$, but will not play any role in this paper.

In particular, nearly all$^1$ of the points of $A^{1,an}$ are described in Example 3.1.2. See [BR10, §1.2].

$^1$In terms of categorization, not cardinality
**Notation 3.1.3.** Let $X$ be a $K$-variety, let $x \in X^{an}$, and let $f$ be a regular function defined on an affine neighborhood $U = \text{Spec}(A) \subset X$ containing $x$ in its analytification. We write $|f(x)| := \|f\|_x$, where $\| \cdot \|_x$ is the multiplicative seminorm on $A$ which corresponds to $x$.

So far we have only discussed the topological space underlying the analytification of a variety; we have not discussed analytic functions. We will do so briefly through some examples.

**Example 3.1.4.** Fix a parameter $t$ on $A^1$, so $A^1 = \text{Spec}(K[t])$, and let $\rho > 0$. The closed ball of radius $\rho$ around zero is $B(\rho) := \{ x \in A^{1,an} \mid |t(x)| \leq \rho \}$.

The analytic functions on $B(\rho)$ consist of those power series $f = \sum a_i t^i \in K[t]$ such that $|a_i| \rho^i \to 0$ as $i \to \infty$. Such a power series $f$, called strictly convergent, is a uniform limit on $B(\rho)$ of polynomials. In particular, it makes sense to evaluate $f$ on points of $B(\rho)$. This is true in general of analytic functions.

The open ball of radius $\rho$ around zero is $B(\rho)_+ := \{ x \in A^{1,an} \mid |t(x)| < \rho \}$.

An analytic function on $B(\rho)_+$ is a power series $f = \sum a_i t^i$ which is analytic on $B(\tau)$ for all $\tau < \rho$, i.e., such that $|a_i| \tau^i \to 0$ as $i \to \infty$ for all $\tau < \rho$.

See Figure 1 for an illustration, and [BR10, Chapter 1], [BPR13, §2], and [Ber90, Chapter 4] for details.

**Figure 1.** The closed ball $B(1)$, and its open sub-ball $B(1)_+$. The trees depicted in grey represent open balls around points with distinct images in $k = R/m_R$ (so $\text{char}(k) \neq 2$ in the picture); there are infinitely many of these. Each open ball is an $R$-tree: it is a metric tree with infinite ramification along infinitely many points along each edge. The set of points of types 1–3 in $B(1)$ consist of the lines from the Gauss point $\| \cdot \|_0$ to the classical points $x \in R$, i.e. the lines

$$\{ f(t) \mapsto \|f(t - x)\|_r \mid t \in R_{\geq 0} \cup \{\infty\} \}$$

for $x \in R$. (The type-4 points are also leaves.)
Example 3.1.5. Let $\rho \in (0,1)$. The closed annulus of modulus $\rho$ is
\[
S(\rho) := \{ x \in \mathbf{A}^{1,\text{an}} | |t(x)| \in [\rho,1]\}.
\]
The analytic functions on $S(\rho)$ consist of those infinite-tailed Laurent series $f = \sum_{i \in \mathbb{Z}} a_i t^i \in K[t,t^{-1}]$ such that $|a_i| \to 0$ as $i \to +\infty$ and $|a_i| \rho^i \to 0$ as $i \to -\infty$. The set of such Laurent series forms a ring (although $K[t,t^{-1}]$ does not). As in Example 3.1.4, it makes sense to evaluate such Laurent series on points of $S(\rho).

The open annulus of modulus $\rho$ is
\[
S(\rho)_+ := \{ x \in \mathbf{A}^{1,\text{an}} | |t(x)| \in (\rho,1) \}.
\]

An analytic function on $S(\rho)_+$ is an infinite-tailed Laurent series $f = \sum_{i \in \mathbb{Z}} a_i t^i$ such that $|a_i| \tau^i \to 0$ as $i \to \pm \infty$ for all $\tau \in (\rho,1)$.

The modulus $\rho$ is an isomorphism invariant of an open or closed annulus, as in complex analysis.

See Figure 2 for an illustration, and [BPR13, §2] for details.

3.1.6. The skeleton of an annulus. Let $r = -\log(\rho) > 0$. The mapping $\sigma : (0,r) \to S(\rho)_+$ defined by $\sigma(s) = \| \cdot \|_s$ is a continuous embedding; its image is called the skeleton of $S(\rho)_+$ and is denoted $\Sigma(S(\rho)_+)$. The mapping $\text{trop}: S(\rho)_+ \to (0,r)$ defined by $\text{trop}(x) = -\log |t(x)|$ is a left inverse to $\sigma$. Identifying $(0,r)$ with its image $\Sigma(S(\rho)_+)$, Berkovich showed [Ber90, Proposition 4.1.6] that $\text{trop}: S(\rho)_+ \to \Sigma(S(\rho)_+)$ is the image of a strong deformation retraction. Moreover [Thu05, Proposition 2.2.5], the skeleton $\Sigma(S(\rho)_+)$ consists of all points of $S(\rho)_+$ that do not admit a neighborhood isomorphic to $B(1)_+$, so that the skeleton is well-defined as a set. In fact it is canonically identified with the interval $(0,r)$, up to the flip $x \mapsto r - x$; this is due to the fact that the modulus $\rho$ is an isomorphism invariant of $S(\rho)_+$.

See Figure 2 and also [BPR13, §2],

![Figure 2](image)

Figure 2. The open annulus $S(|p|^2)_+$ and its skeleton. Here the base field is $C_p$, with $v(p) = 1$. The skeleton in the center is identified with the open interval $(0,2)$. The rest of $S(|p|^2)$ is obtained by attaching a copy of $B(1) \setminus B(1)_+$ (the closed annulus of modulus 1) to each $\mathbb{Q}$-point of $(0,2)$. The retraction map takes each tree to its root.

3.2. Reduction. Let $X$ be a proper and flat scheme over the valuation ring $R$ of $K$, and let $X = X_K$. Let $x \in X^{\text{an}}$ be any point. The kernel of an associated seminorm $\| \cdot \|_x$ on some affine neighborhood in $X$ is a prime ideal, hence determines a point $y \in X$, called the center of $\| \cdot \|_x$. The seminorm $\| \cdot \|_x$ extends to the local ring $\mathcal{O}_{X,y}$, and defines a norm on the residue field $\kappa(y) = \mathcal{O}_{X,y}/m_{X,y}$,
which by definition extends the absolute value $|\cdot|$ on $K$. We therefore obtain a morphism $\text{Spec}(\kappa(y)) \to X$ over a morphism $\text{Spec}(\kappa(y)^0) \to \text{Spec}(R)$, where $\kappa(y)^0$ is the valuation ring with respect to $\| \cdot \|_x$. By the valuative criterion of properness, there exists a unique morphism $\text{Spec}(\kappa(y)^0) \to X$ sending the closed point of $\text{Spec}(\kappa(y)^0)$ to the special fiber $X_k$ of $X$. Define $\text{red}(x) \in X_k$ to be the image of the closed point. The resulting map $\text{red}: X^{an} \to X_k$ is called the reduction or specialization map. It is surjective, and anti-continuous in the sense that the inverse image of an open set is closed (and vice-versa). See [Ber90, §4].

Example 3.2.1. Let $X = \mathbb{P}^1_R$, and let $x \in R$. This defines a point of $\mathbb{P}^{1, \text{an}}$ given on $A^1 = \text{Spec}(K[t]) \subset \mathbb{P}^1_R$ by the seminorm $f \mapsto |f(x)|: K[t] \to \mathbb{R}_{\geq 0}$. The kernel of this seminorm is the prime ideal corresponding to $x$, so we have $y = x$ in the above notation, and the norm on $\kappa(x) = K$ defined by $\| \cdot \|_x$ is the usual absolute value $|\cdot|$. As $x \in R$, the map $f \mapsto f(x): K[t] \to K$ restricts to a map $R[t] \to R$; its special fiber is the map $k[t] \to k$ corresponding to the reduction $x \mod m_R \in k$. So in this case, the reduction map $\text{red}$ coincides with the quotient map $R \to k$.

Example 3.2.2. Continuing with Example 3.2.1, let $r \geq 0$ and let $x = \| \cdot \|_R \in A^{1, \text{an}} \subset \mathbb{P}^{1, \text{an}}$ be the seminorm defined in Example 3.1.2. This norm has trivial kernel, so its center $y$ is the generic point of $\mathbb{P}^1$. In other words, $\| \cdot \|_R$ extends to a norm $\| \cdot \|: K[t] \to \mathbb{R}_{\geq 0}$ by $\| f/g \|_R = \| f \|_R/\| g \|_R$. Let $\rho = \exp(-r)$, and recall that for $f = \sum a_i t^i \in K[t]$, we have $\| f \|_R = \max \{|a_i| \rho^i\}$. As $r \geq 0$, we have $\rho \leq 1$, so the polynomial ring $R[t]$ is contained in the valuation ring $K(t)^0 \subset K(t)$ with respect to $\| \cdot \|_R$. This inclusion $R[t] \subset K(t)^0$ defines the extension morphism $\text{Spec}(K(t)^0) \to \mathbb{A}^1_R \subset \mathbb{P}^1_R$. A polynomial $f \in R[t]$ maps to the maximal ideal $K(t)^0 \subset K(t)$ if and only if $|a_i| \rho^i < 1$ for all $i \geq 0$. When $r = 0$ and $\rho = 1$, this is the case if and only if $f \in m_R R[t]$, so the retraction of $K(t)^0$ is $m_R R[t]$, and thus $\text{red}(x)$ is the generic point of $\mathbb{P}^1_k$. When $r > 0$ and $\rho < 1$, we have $|a_i| \rho^i < 1$ for all $i > 0$, so the retraction of $K(t)^0$ is the ideal $(m_R, t) \subset R[t]$, and therefore $\text{red}(x)$ is the closed point $0 \in A^1(k)$.

In this way it is not hard to see that for a closed point $\bar{x} \in A^1(k) = k$, the inverse image $\text{red}^{-1}(\bar{x})$ is the open ball of radius 1 around any point $x \in R$ reducing to $\bar{x}$, and the inverse image of $\infty \in \mathbb{P}^1(k)$ is the “open ball of radius 1 around $\infty \in \mathbb{P}^1(K)^0$”, i.e., the image of $B(1)$ under the involution $t \mapsto t^{-1}: \mathbb{P}^1 \to \mathbb{P}^1$. The inverse image of the generic point of $\mathbb{P}^1_k$ is the singleton set $\{ \| \cdot \|_R \}$.  

Example 3.2.3. Fix $\omega \in K$ with $0 < |\omega| < 1$, and let $X = \mathbb{P}^2_R$ be the variety defined by the homogeneous equation $uw = \omega w^2$. Let

$U = \text{Spec}(R[u, v]/(uw - \omega)) \subset X$

be the affine open defined by the nonvanishing of $w$. As usual we set $X = X_K$ and $U = U_K$. Note that $(u, v) \mapsto u$ defines an isomorphism $U \xrightarrow{\sim} \mathbb{G}_{m, K}$ with inverse $t \mapsto (t, \omega/t)$; we use these isomorphisms to identify $U$ with an open subscheme of $A^1_k$.

Let $\bar{x} \in U(k) \subset X_k(k)$ be the point with $u = v = 0 = \omega \mod m_R$. This is the point of $U$ defined by the ideal $(u, v, m_R) \subset R[u, v]/(uw - \omega)$. Choose $x \in U^{an}$ such that $|u(x)| \leq 1$ and $|v(x)| \leq 1$. Such $x$ correspond to the points of the closed annulus $S(|\omega|) \subset A^{1, \text{an}}$. Let $y \in U$ be the center of $x$. The image of $R[u, v]/(uw - \omega)$ is contained in the valuation ring $\kappa(y)^0$ of $\kappa(y)$ with respect to $\| \cdot \|_x$, and it is clear that the maximal ideal $\kappa(y)^0$ contracts to $(u, v, m_R)$ if and only
if $|u(x)| < 1$ and $|v(x)| < 1$. This is the case if and only if $x \in S(|\varpi|)_+ \subset S(|\varpi|)$, so in summary, $\red^{-1}(x) \cong S(|\varpi|)_+$. Of note here is the fact that the “thickness” of the singularity $x \in X$ is measured by the modulus of the annulus $\red^{-1}(x)$.

Berkovich [Ber90, Proposition 2.4.4] and Bosch–Lütkebohmert [BL85, Propositions 2.2 and 2.3] showed that Examples 3.2.2 and 3.2.3 are representative of fairly general phenomena, in the following way. By a semistable $R$-curve we mean a proper, connected, flat $R$-scheme $X$ of relative dimension one, with smooth generic fiber $X$ and reduced special fiber with nodal singularities. We also call $X$ a semistable model of $X$.

**Theorem 3.2.4** (Berkovich; Bosch–Lütkebohmert). Let $X$ be a semistable $R$-curve, let $X = X_K$, and let $\bar{\omega} \in X_K$. Then:

1. $\bar{x}$ is a generic point if and only if $\red^{-1}(x)$ is a singleton set;
2. $\bar{x}$ is a smooth point if and only if $\red^{-1}(x) \cong B(1)_+$; and
3. $\bar{x}$ is a nodal point if and only if $\red^{-1}(x) \cong S(\rho)_+$ for some $\rho \in |K^×|$.

Case (3) can be made more precise: if $\bar{x} \in X_K$ is a node, then there is an étale neighborhood of $\bar{x}$ which is an étale cover of $\Spec(R[u,v]/(uv - \varpi))$ for some $\varpi \in K^×$ with $|\varpi| < 1$; then $\rho = |\varpi|$.

With the semistable reduction theorem, Theorem 3.2.4 easily implies the following important structure theorem for analytic curves.

**Corollary 3.2.5.** Let $X$ be a smooth, proper, connected $K$-curve. Then there exists a finite set $V \subset X^\an \setminus X(K)$ such that $X^\an \setminus V$ is isomorphic to a disjoint union of infinitely many open balls and finitely many open annuli.

Indeed, if $X$ is a semistable model for $X$, one can take the set $V$ to be the inverse image of the set of generic points of $X_K$; what remains is the disjoint union of the inverse images of the smooth points of $X_K$, which are open balls, and of the nodal points of $X_K$, which are open annuli. For this reason, we call a decomposition as in Corollary 3.2.5 a **semistable decomposition**. It turns out that, conversely, a semistable decomposition also gives rise to a semistable model: see [BPR13, Theorem 4.11].

### 3.3. Skeletons.

Let $X$ be a smooth, proper, connected $K$-curve, and let

\[(3.3.1)\quad X^\an = V \sqcup S(\rho_1)_+ \sqcup \cdots \sqcup S(\rho_n)_+ \sqcup \bigsqcup B(1)_+ \]

be a semistable decomposition. The **skeleton** of $X$ associated to this decomposition is the union of $V$ and the skeletons of the embedded open annuli:

$$\Sigma(X,V) := V \sqcup \Sigma(S(\rho_1)_+) \sqcup \cdots \sqcup \Sigma(S(\rho_n)_+).$$

An elementary argument in point-set topology implies that the closure of an open annulus (resp. open ball) $U$ in the decomposition (3.3.1) consists of $U$ and one or two (resp. exactly one) point(s) of $V$. From this one can show that $\Sigma(X,V)$ is a closed subset of $X^\an$, which is homeomorphic to a graph with vertex set $V$ and (open) edge set $\{\Sigma(S(\rho_i)_+) \mid i = 1, \ldots, n\}$. In fact $\Sigma(X,V)$ is a metric graph: the length of the edge $\Sigma(S(\rho_i)_+)$ is by definition $-\log \rho_i$, the logarithmic modulus of the open annulus $S(\rho_i)_+$. To summarize, a semistable decomposition of $X^\an$ gives rise to a skeleton, which is a naturally embedded metric graph. As a set, $\Sigma(X,V)$ is the collection of all points of $X^\an$ which do not admit a neighborhood
disjoint from \( V \) and isomorphic to an open unit ball. The skeleton \( \Sigma(X, V) \) does not contain any \( K \)-points of \( X \): indeed, the center of any point \( x \in \Sigma(X, V) \) is the generic point of \( X \). See Figure 3, and refer to [BPR13, §3] for details.

**Figure 3.** Left: the analytification of a curve \( X \) of genus at least 2. Right: the special fiber of a semistable model \( X \) of this curve. The thicker lines in \( X^\text{an} \) denote the skeleton \( \Gamma_X \). The annuli in red, green, and blue map to the indicated nodes in \( X_k \) under \( \text{red} \). The vertices of \( \Gamma_X \) map to the generic points of \( X_k \). The open balls in orange and purple map to the indicated smooth points of \( X_k \). There are infinitely many open balls attached to (i.e. retracting to) each vertex; these correspond exactly to the smooth points of the corresponding component.

### 3.3.2. The skeleton associated to a semistable model.

Suppose now that the semistable decomposition (3.3.1) is the set of fibers of the reduction map with respect to a semistable model \( \mathcal{X} \), as in Theorem 3.2.4. In this case we will generally denote the skeleton \( \Sigma(X, V) \) by \( \Gamma_X \). The vertices in \( V \) correspond to the irreducible components of \( X_k \): to be precise, \( x \in V \) corresponds to the closure of the generic point \( \text{red}(x) \in X_k \). The edges in \( \Gamma_X \) correspond, again via the reduction map, to the nodal points in \( X_k \). One shows using the anti-continuity of the reduction map that, for a nodal point \( \tilde{x} \in X_k \), the skeleton of its inverse image \( \text{red}^{-1}(\tilde{x}) \approx S(\rho)_+ \) is the edge connecting the vertices corresponding to the component(s) of \( X_k \) containing \( \tilde{x} \). In other words, in this case \( \Gamma_X \) is naturally identified with the incidence graph of the components of the special fiber \( X_k \). In particular, since \( X \) admits infinitely many semistable models, it also has infinitely many skeletons. Note that the loop edges in \( \Gamma_X \) correspond to self-intersections of irreducible components of \( X_k \). See Figure 3 and [BPR13, §3].

### 3.3.3. Retraction to the skeleton.

Define a map \( \tau: X^\text{an} \to \Sigma(X, V) \) in the following way. For \( x \in V \) we set \( \tau(x) = x \). For \( x \in S(\rho)_+ \) we set \( \tau(x) = \text{trop}(x) \in \Sigma(S(\rho)_+) \), the retraction map of §3.1.6. If \( x \) is contained in an open ball \( B(1)_+ \) in the semistable decomposition (3.3.1), we set \( \tau(x) \) to be the unique vertex \( y \in V \) contained in the closure of \( B(1)_+ \). The resulting function \( \tau: X^\text{an} \to \Sigma(X, V) \) is a continuous retraction mapping. Berkovich showed that \( \tau \) is in fact the image of a
strong deformation retraction, so that $X^{an}$ has the homotopy type of its skeleton. See [Ber90, Chapter 4].

**Example 3.3.4.** Suppose again that the semistable decomposition (3.3.1) comes from a semistable model $\mathcal{X}$ of $X$. Let $\tilde{x} \in \mathcal{X}_k$ be a nodal point, so $\text{red}^{-1}(\tilde{x}) \cong S(\rho)_+$ is an open annulus. By construction,

$$\tau^{-1}(\Sigma(S(\rho)_+)) = \text{red}^{-1}(\tilde{x}) = S(\rho)_+,$$

so the inverse image of an open edge under retraction is an open annulus. Now let $\tilde{x} \in \mathcal{X}_k$ be a generic point, let $x \in V$ be the unique point reducing to $\tilde{x}$, and let $C \subset \mathcal{X}_k$ be the closure of $\tilde{x}$. Using the anti-continuity of the reduction map, one shows in this case that

$$\tau^{-1}(x) = \text{red}^{-1}(C^{\text{sm}}),$$

the inverse image of the set of smooth points of $C$ under reduction. Assuming $\mathcal{X}$ is not itself smooth, so that $\Sigma(X, V) \neq \{x\}$, then $C^{\text{sm}}$ is affine and $\tau^{-1}(x)$ is an **affinoid domain** of $X^{an}$.

**Remark.** The retraction $\tau : X^{an} \to \Sigma(X, V)$ is very much analogous to the canonical deformation retraction of a once-punctured Riemann surface onto an embedded metric graph, important in the study of Teichmüller space. Beware however that the first Betti number of $\Sigma(X, V)$ (as a topological space) is at most $g$, the genus of $X$, whereas in the setting of Riemann surfaces, the first Betti number of the skeleton is exactly $2g$.

**3.3.5. Decomposition into wide open subdomains.** The retraction to the skeleton allows us to make the following kind of decomposition of $X^{an}$. For simplicity, we assume that $\Gamma := \Sigma(X, V)$ does not contain any loop edges, i.e., that it corresponds to a semistable model with smooth components (no self-intersections). For each vertex $x \in V$, let $S_x$ denote a **star neighborhood** around $x$ in $\Gamma$: this is the union of $x$ with a connected open neighborhood of $x$ in each of the open edges adjacent to $x$. We assume that the star neighborhoods $\{S_x \mid x \in V\}$ cover $\Gamma$. Let $U_x = \tau^{-1}(S_x) \subset X^{an}$. This open subspace of $X^{an}$ is called a **basic wide open subdomain** in Coleman’s terminology [Col89, §3] (assuming the edge lengths are contained in $v(K^*)$). See [KRZB16, Remark 2.20]. If $x, y \in V$ share exactly one edge $e$, then $U_x \cap U_y = \tau^{-1}(e')$ for the open interval $e' = S_x \cap S_y \subset e$. Hence $U_x \cap U_y$ is isomorphic to an open sub-annulus of the open annulus $\tau^{-1}(e)$. In general, $U_x \cap U_y$ will be isomorphic to a disjoint union of open annuli. For this reason, the collection $\{U_x \mid x \in V\}$ is analogous to a pair-of-pants decomposition of a Riemann surface: it is a collection of connected open subsets that intersect along disjoint open annuli. However, in the non-Archimedean world, we cannot limit our pants to having only three “legs” (or two legs and a waist loop) — indeed, the number of “legs” of $U_x$ is the valency of the vertex $x$ in $\Gamma$, which cannot in general be decreased. See Figure 4.

**3.4. Potential theory on Berkovich curves.** In this subsection we fix a smooth, proper, connected $K$-curve $X$ with a semistable $R$-model $\mathcal{X}$ and associated skeleton $\Gamma \subset X^{an}$. Let $f \in K(X)^\times$ be a nonzero rational function on $X$. Any point of $\Gamma$ is centered at the generic point of $X$, so $|f(x)| = \|f\|_x$ is well-defined and positive for all $x \in \Gamma$. Let $F = -\log \|f\| : \Gamma \to \mathbb{R}$. 
Lemma 3.4.1. With the above notations, $F$ is piecewise affine-linear with integer slopes on $\Gamma$.

By “piecewise affine-linear with integer slopes,” we mean that the restriction of $F$ to each edge $e \subset \Gamma$ is differentiable at all but finitely many points, and that the slopes of $F$ are integers, with respect to either of the two identifications of $e$ with an interval $(0, r) \subset \mathbb{R}$ (see §3.1.6). The proof of Lemma 3.4.1 is a simple Newton polygon argument as applied to each open annulus in the semistable decomposition of $X^{an}$, but is perhaps best understood by example. See also [BPR13, Proposition 2.10].

Example 3.4.2. Let $f = p + t \in \mathcal{C}_p[t]$, regarded as a meromorphic function on $\mathbb{P}^1_{\mathbb{C}_p}$. Consider the embedded open annulus $A = S(|p|^{-2})_+ \subset A^{1,an}$ with skeleton $\Sigma(A) = (0, 2)$. Recall (Example 3.1.2) that a point $r \in (0, 2)$ is identified with the seminorm $\| \cdot \|_r \in \Sigma(A)$ defined by $\| \sum a_i t^i \|_r = \max \{ |a_i| \rho^i \}$, where $\rho = \exp(-r)$.

Letting $F = -\log |f| : \Sigma(A) = (0, 2) \to \mathbb{R}$, then, we have

$$F(r) = -\log \left( \max \{ p^{-1}, \rho \} \right) = \min \{ 1, r \} = \begin{cases} r & \text{if } r \leq 1 \\ 1 & \text{if } r \geq 1 \end{cases},$$

since in this case $a_0 = p$ and $a_1 = 1$. Hence $F$ has one point of non-differentiability at $r = 1$, with integer slopes 1 and 0. See Figure 5.

We call a piecewise affine-linear function with integer slopes $F : \Gamma \to \mathbb{R}$ a tropical meromorphic function on the metric graph $\Gamma$. If we declare that $-\log |f|$ is the tropicalization of a nonzero meromorphic function $f \in K(X)^\times$, then the tropicalization of a meromorphic function is a tropical meromorphic function.

Let $F : \Gamma \to \mathbb{R}$ be a tropical meromorphic function. For $x \in \Gamma$ we define $\text{ord}_x(F) \in \mathbb{Z}$ to be the sum of the incoming slopes of $F$ at $x$. In other words,
there are a number of “tangent directions” \( v \) at \( x \) in \( \Gamma \), and \( \text{ord}_x(F) = -\sum_v d_v F \), where \( d_v F \in \mathbb{Z} \) is the derivative of \( F \) in the direction \( v \) (always with respect to the edge lengths). The \textbf{divisor} of \( F \) is the formal sum
\[
\text{div}(F) := \sum_{x \in \Gamma} \text{ord}_x(F) \cdot (x).
\]

At almost all points \( x \) in the interior of an edge, \( F \) will be differentiable at \( x \), so that the incoming slope of \( F \) in one direction equals the outgoing slope in the other direction; it follows that \( \text{ord}_x(F) = 0 \) at such a point, so that \( \text{div}(F) \) is a finite sum.

\textbf{Example 3.4.3.} Continuing with Example 3.4.2, on \( \Sigma(A) \) we have \( \text{ord}_r(F) = 0 \) for \( r \neq 1 \): for instance, for \( r < 1 \) the incoming slope of \( F \) from the negative direction is \( 1 \) and the incoming slope in the positive direction is \( -1 \) (since \( F \) increases as \( r \) increases). We have \( \text{ord}_1(F) = 1 \), since at that point the incoming slope from the positive direction is \( 0 \) and the incoming slope from the negative direction is \( 1 \). It follows that \( \text{div}(F) = (1) \). See Figure 5.

We denote the group of divisors on \( \Gamma \), i.e., the free abelian group on the points of \( \Gamma \), by \( \text{Div}(\Gamma) \). The retraction map \( \tau: X(K) \hookrightarrow X^{\text{an}} \to \Gamma \) of §3.3.3 extends by linearity to a map
\[
\tau_*: \text{Div}(X) \to \text{Div}(\Gamma).
\]

The following deep result is a restatement of Thuillier’s Poincaré–Lelong formula in non-Archimedean harmonic analysis, translated into this tropical language. We call it the \textbf{Slope Formula for meromorphic functions}. See [Thu05, Proposition 3.3.15] and [BPR13, Theorem 5.15 and Remark 5.16].

\textbf{Theorem 3.4.4 (Slope Formula).} Let \( X \) be a smooth, proper, connected \( K \)-curve, and let \( \Gamma \subset X^{\text{an}} \) be a skeleton. Let \( f \in K(X)^\times \) and let \( F = -\log |f|: \Gamma \to \mathbb{R} \). Then
\[
\tau_*(\text{div}(f)) = \text{div}(F).
\]

\textbf{Example 3.4.5.} Continuing with Examples 3.4.2 and 3.4.3, we have \( \text{div}(f) = (p) \) and \( \text{div}(F) = (1) \). By definition (see §3.1.6),
\[
\tau(p) = \text{trop}(p) = -\log |t(p)| = -\log |p| = v(p) = 1,
\]
sO Theorem 3.4.4 recovers the fact that \( f \) has a simple zero with valuation 1.
In fact, for any point \( x \) in the interior of an edge \( e \subset \Gamma \), the equality \( \text{ord}_x(F) = \sum_{\tau(y) = x} \text{ord}_y(f) \) is more or less equivalent to the theorem of the Newton polygon (see, e.g., [Gou97, §6.4]) as applied to the restriction of \( f \) to the open annulus \( \tau^{-1}(e) \); the real content of Theorem 3.4.4 is that the formula also holds true at the vertices of \( \Gamma \). The following corollary is then a purely combinatorial consequence of Theorem 3.4.4.

**Corollary 3.4.6.** With the notation in Theorem 3.4.4, let \( U_x \subset X^\text{an} \) be a basic wide open subdomain for a vertex \( x \in \Gamma \). Suppose that \( f \) has no poles on \( U_x(C_p) \). Let \( e_1, \ldots, e_n \) be the edges of \( \Gamma \) in \( U_x \) adjacent to \( x \), and let \( \nu_i \) be the tangent direction at the other vertex of \( e_i \) in the direction of \( x \). Then the number of zeros of \( f \) on \( U_x \) (counted with multiplicity) is equal to \( \sum_{i=1}^n d_{\nu_i} F \).

We will apply Corollary 3.4.6 to the antiderivative of an exact 1-form, in order to bound the number of rational points or torsion points on \( U_x \), in the style of Chabauty–Coleman.

**Example 3.4.7.** Continuing with Examples 3.4.2, 3.4.3, and 3.4.5, we note that the annulus \( A \) is a basic wide open subdomain with respect to any point \( x \) on its skeleton, which we identify with the interval \((0, 2)\). The slope of \( F \) at 0 in the direction of \( x \) is equal to 1, and the slope of \( F \) at 2 in the direction of \( x \) is 0. Hence Corollary 3.4.6 asserts that \( f \) has a single zero on \( A \).

Again, the result of Corollary 3.4.6 is not hard to see using Newton polygons when \( U_x \) is an annulus; the reader might find this a helpful first exercise before proving the general case.

**3.4.8. Model metrics on line bundles.** We will need a variant of Theorem 3.4.4 which applies to meromorphic sections of line bundles. Let \( \mathcal{L} \) be an invertible sheaf on our semistable model \( \mathcal{X} \), with generic fiber \( L \). Let \( x \in X^\text{an} \), let \( y \in X \) be its center, and let \( \iota_y: \text{Spec}(\kappa(y)^\circ) \to \mathcal{X} \) be the extension of the inclusion \( \text{Spec}(\kappa(y)) \to X \), as explained in §3.2. Let \( s \) be a nonzero meromorphic section of \( L \), and write \( s = ft \) on an open neighborhood \( \mathcal{U} \) of \( \text{red}(x) \), where \( t \) is a nonvanishing section of \( \mathcal{L} \) on \( \mathcal{U} \) and \( f \) is a meromorphic function on \( U \). We define

\[
\|s(x)\|_{\mathcal{L}} := |f(x)| = \|\iota_y^* f\|_x.
\]

Any unit \( u \) in a neighborhood of \( \text{red}(x) \) pulls back via \( \iota_y \) to a unit in \( \kappa(y)^\circ \), hence satisfies \( \|\iota_y^* u\|_x = |u(x)| = 1 \), so \( \|s(x)\|_{\mathcal{L}} \) is well-defined. We call \( \| \cdot \|_{\mathcal{L}} \) the model metric on \( L \) associated to its integral model \( \mathcal{L} \). By choosing local sections, it follows from Lemma 3.4.1 that \( F := -\log \|s\|_{\mathcal{L}} \) is a tropical meromorphic function.

**Remark.** Model metrics have the following intersection-theoretic interpretation over a discretely valued field \( K \) (note that the definition of \( \| \cdot \|_{\mathcal{L}} \) above does not use that \( K \) is algebraically closed). Suppose that \( Z \) is the value group of \( K \). For simplicity we restrict ourselves to a regular split semistable model \( \mathcal{X} \) of a smooth, proper, geometrically connected curve \( X \). A meromorphic section \( s \) of \( L \) can be regarded as a meromorphic section of \( \mathcal{L} \), hence has an order of vanishing \( \text{ord}_D(s) \) along any irreducible component \( D \) of \( \mathcal{X}_k \). If \( \zeta \in X^\text{an} \) is the point reducing to the generic point of \( D \) then we have the equality

\[
-\log \|s(\zeta)\|_{\mathcal{L}} = \text{ord}_D(s).
\]
This follows from the observation that $\text{ord}_D : K(X)^\times \to \mathbb{Z}$ is also a valuation such that the induced map $\text{Spec}(K(X)^\nu) \to \mathcal{X}$ takes the closed point to the generic point of $D$.

We can now state the general slope formula, which can be derived from Theorem 3.4.4. See [KRZB16, Theorem 2.6].

**Theorem 3.4.9** (Slope Formula for line bundles). Let $X$ be a smooth, proper, connected $K$-curve, and let $\mathcal{X}$ be a semistable $R$-model of $X$ with corresponding skeleton $\Gamma_{\mathcal{X}} \subset X^{\an}$. Assume that $\mathcal{X}$ is not smooth, so that $\Gamma_{\mathcal{X}}$ is not a point. Let $\mathcal{L}$ be a line bundle on $\mathcal{X}$, let $L = \mathcal{L}|_X$, let $s$ be a nonzero meromorphic section of $L$, and let $F = -\log \|s\| : \Gamma_{\mathcal{X}} \to \mathbb{R}$. Then

$$\tau^*(\text{div}(s)) = \text{div}(F) + \sum_\zeta \deg(\mathcal{L}|_{D_\zeta}) (\zeta),$$

where the sum is taken over vertices $\zeta$ of $\Gamma_{\mathcal{X}}$, and $D_\zeta$ is the irreducible component of $X_k$ with generic point $\text{red}(\zeta)$.

### 3.5. The divisor of a regular differential.

Recall that $\mathcal{X}$ is a semistable model of $X$. We take $L = \Omega^1_{X/K}$, the cotangent sheaf. This invertible sheaf has a canonical extension to $\mathcal{X}$, namely, the relative dualizing sheaf $\Omega^1_{\mathcal{X}/R}$. (Actually, the theory of the relative dualizing sheaf is only well-developed for noetherian schemes, of which $X$ is not an example. We will ignore this technical difficulty entirely; see [KRZB16, §2.4] for details.) We write $\|\cdot\| = \|\cdot\|_{\Omega^1_{X/R}}$ for the corresponding model metric. The adjunction formula implies that if $D \subset X_k$ is an irreducible component, then

$$\text{deg}(\Omega^1_{\mathcal{X}/R}|_D) = 2g(D) - 2 + r(D),$$

where $g(D)$ is the geometric genus of $D$ and $r(D)$ is the number of points of the normalization of $D$ which map to singular points of $X_k$, i.e., the number of nodes lying on $D$, counting self-intersections twice. Theorem 3.4.9 and (3.5.1) imply that if $\omega \in H^0(X, \Omega^1_{X/K})$ is a nonzero regular differential and $F = -\log \|\omega\|$, then

$$\text{div}(F) + \sum_\zeta (2g(D_\zeta) - 2 + r(D_\zeta)) (\zeta) \geq 0,$$

where the sum is defined as in Theorem 3.4.9.

We have the following tropical interpretation of (3.5.2). Let $\Gamma = \Gamma_{\mathcal{X}}$ be the skeleton of $X$ associated to the model $\mathcal{X}$. For a vertex $x \in \Gamma$, we let $\deg(x)$ denote the valency of $x$ in $\Gamma$, and we let $g(x)$ denote the geometric genus of the irreducible component of $X_k$ with generic point $\text{red}(x)$. If $x \in \Gamma$ is not a vertex then we set $\deg(x) = 2$ and $g(x) = 0$. The function $g : \Gamma \to \mathbb{Z}$ is a weight function on the vertices of $\Gamma$; hence $(\Gamma, g)$ is a vertex-weighted metric graph. The canonical divisor of the vertex-weighted metric graph $(\Gamma, g)$ is

$$K_\Gamma := \sum_{x \in \Gamma} (2g(x) - 2 + \deg(x)) (x).$$

Note that $K_\Gamma$ is supported on the vertices of $\Gamma$. Since the edges adjoining a vertex $x$ correspond to the nodal points lying on the irreducible component of $X_k$ with generic point $\text{red}(x)$ (again counting self-intersections twice), the (purely...
combinatorial) definition of $K_{\Gamma}$ precisely encodes the multi-degree of the relative dualizing sheaf $\Omega^1_{X/R}$ restricted to $X_k$. Hence we obtain the following result.

**Corollary 3.5.4.** Let $X$ be a smooth, proper, connected $K$-curve, and let $\mathcal{X}$ be a semistable $R$-model of $X$, with corresponding skeleton $\Gamma_{\mathcal{X}} \subset X^{an}$. Assume that $X$ is not smooth, so that $\Gamma_{\mathcal{X}}$ is not a point. Let $\omega \in H^0(X, \Omega^1_{X/K})$ be a nonzero regular differential, and let $F = -\log \|\omega\|_{\Omega^1_{X/R}} : \Gamma_{\mathcal{X}} \to \mathbb{R}$. Then

$$\text{div}(F) + K_{\Gamma_{\mathcal{X}}} \geq 0.$$  

If we decide that $F$ is the “tropicalization” of $\omega$, and that a “section of the tropical canonical bundle” on a weighted metric graph $\Gamma$ is a tropical meromorphic function $F : \Gamma \to \mathbb{R}$ such that $\text{div}(F) + K_{\Gamma} \geq 0$, then Corollary 3.5.4 asserts that

**The tropicalization of a section of the canonical bundle is a section of the tropical canonical bundle.**

**Remark.** We should mention that the theory of divisors and linear equivalence on graphs, initiated primarily by Baker and Norine, has a rich and beautiful combinatorial structure that mirrors the analogous theory for algebraic curves. For instance, there is a Riemann–Roch theorem in this context. See [BN07, Bak08, BN09], for instance.

The **genus** of a vertex-weighted metric graph $(\Gamma, g)$ is by definition

$$g(\Gamma) := \sum_{x \in \Gamma} g(x) + h_1(\Gamma),$$

the sum of the weights of the vertices and the first Betti number of the graph (as a simplicial complex). If $\Gamma$ is the skeleton associated to a semistable model $\mathcal{X}$ of $X$ as above, then a standard calculation shows that $g(\Gamma)$ is the arithmetic genus of $X_k$, and hence that $g(\Gamma)$ is the genus of $X$. See also [BL85, Theorem 4.6].

Consider now the following lemma, whose statement and proof are purely combinatorial.

**Lemma 3.5.5 ([KRZB16, Lemma 4.15]).** Let $(\Gamma, g)$ be a vertex-weighted metric graph of genus $g(\Gamma)$. Let $F$ be a tropical meromorphic function on $\Gamma$ such that $\text{div}(F) + K_{\Gamma} \geq 0$. Then for all $x \in \Gamma$ and all tangent directions $v$ at $x$, we have $|d_v F| \leq 2g(\Gamma) - 1$.

In other words, if $F$ is a section of the tropical canonical bundle, then all slopes of $F$ are bounded by $2g(\Gamma) - 1$. Lemma 3.5.5 and Corollary 3.5.4 together give a bound on the slopes of the tropicalization of a regular differential, which will be a key ingredient in our application of the Chabauty–Coleman method in the sequel. This also demonstrates the utility of the non-Archimedean analytic language in reducing algebro-geometric problems to well-studied combinatorial questions.

### 4. Theories of $p$-adic Integration

In this section, we fix a smooth, proper, connected $C_p$-curve $X$, along with a semistable model $\mathcal{X}$, in the sense of §3.2. Let $J$ be the Jacobian of $X$. It is known that $J$ extends to a smooth group scheme $\mathcal{J}$ over $R$, the ring of integers of $C_p$. This is due to the theory of Néron models if $J$ is defined over a finite extension of $Q_p$; otherwise, use [BL84, §5].
The discussion of $p$-adic integration in §2 was limited to the following: on an open ball, the restriction of a regular 1-form $\omega$ is exact, and thus has the form $df$ for some analytic function $f$. The integral is then computed via the primitive $f$ as

$$\int_Q^P \omega = \int_Q^P df := f(Q) - f(P).$$

Restricting to such tiny integrals – i.e., those between points in the same residue class – suppresses a major technical difficulty: integrating between residue classes. Thankfully, tiny integrals are all that are needed for many classical applications of the method, including both Chabauty and Coleman’s theorems.

If $P$ and $Q$ do not lie in the same tube, then there are multiple ways to $p$-adically analytically continue the integral $\int_Q^P \omega$. We will discuss two of them, namely, abelian integration and Berkovich–Coleman integration. For simplicity we restrict to integrating regular 1-forms between $\mathbb{C}_p$-points of $X$.

4.1. Abelian integration. The group $J(\mathbb{C}_p)$ is a $\mathbb{C}_p$-Lie group, in the naïve sense that it locally looks like an open neighborhood of $\mathbb{C}_p^g$, with “smooth” transition functions given by convergent power series. Such $p$-adic manifolds were studied by Bourbaki in their treatise on Lie groups and Lie algebras [Bou05]; using general considerations, one can prove that there exists a unique homomorphism of $\mathbb{C}_p$-Lie groups $\log: J(\mathbb{C}_p) \to \text{Lie}(J) \cong \mathbb{C}_p^g$ whose linearization $d\log: \text{Lie}(J) \to \text{Lie}(\text{Lie}(J)) = \text{Lie}(J)$ is the identity map. See §4.1.1 below for an algebro-geometric construction in our situation, though. Since $\mathbb{C}_p^g$ has no additive torsion, the full torsion subgroup of $J(\mathbb{C}_p)$ is contained in $\ker(\log)$.

For $P \in J(\mathbb{C}_p)$ and $\omega \in \Omega^1_{J/\mathbb{C}_p}(J)$ we define

$$\int_P^Q \omega = \int_0^P \omega = \langle \log(P), \omega \rangle$$

where $\langle \cdot, \cdot \rangle$ is the pairing between $\text{Lie}(J)$ and $\Omega^1_{J/\mathbb{C}_p}(J)$. For $P, Q \in J(\mathbb{C}_p)$ we set

$$\int_P^Q \omega = \int_0^P \omega - \int_0^Q \omega.$$

We call $\int_P^Q$ the abelian integral on $J$.

4.1.1. The abelian integral and formal antidifferentiation. Let $\mathfrak{J}$ be the completion of $J$ along its identity section. Choosing coordinates, $\mathfrak{J} \cong \text{Spf}(R[[x_1, \ldots, x_g]])$ is a commutative $g$-dimensional formal group over $R$. Let $F(x, y)$ be the formal group law, where $F = (F_1, \ldots, F_g)$, $x = (x_1, \ldots, x_g)$, etc.

Any cotangent vector $v = \sum_{i=1}^g a_i \, dx_i$ at the identity can be extended uniquely (by translation) to give a translation-invariant 1-form $\omega$ on $\mathfrak{J}$, and similarly for $q$-forms for any $q \geq 0$. The power series defining multiplication by 2 has the form $[2](x) = 2x + \text{higher-order terms}$, so $[2]^*v = 2v$, and hence $[2]^*\omega = 2\omega$ for a translation-invariant 1-form $\omega$. Similarly, $[2]^*\eta = 2^q\eta$ for a translation-invariant $q$-form $\eta$. Taking $\eta = d\omega$ for a translation-invariant 1-form $\omega$, we have

$$2 \, d\omega = d(2\omega) = d([2]^*\omega) = [2]^*d\omega = 4 \, d\omega,$$
so any such $\omega$ is closed. Writing $\omega = \sum_{i=1}^{g} f_i \, dx_i$ for $f_i \in R[x]$, since $\omega$ is closed, we can formally antidifferentiate the $f_i$ so that $\omega = dh$ for $h \in C_p[x]$. In other words, translation-invariant 1-forms are exact on the generic fiber.

Let $\omega = dh$ be a translation-invariant 1-form, always choosing the antiderivative $h$ to have zero constant term. We claim that $h$ defines a homomorphism of formal groups from $\tilde{J}_{C_p}$ to $\hat{G}_n C_p$, i.e., that $h(F(x, y)) = h(x) + h(y)$. Using translation-invariance, we have

$$dh = \omega = T_y^* \omega = d(T_y^* h) = d(h(F(x, y))),$$

where $T_y$ is translation by $y$, and differentiation is taken with respect to $x$. It follows that $h(F(x, y)) = h(x) + c(y)$, where $c(y) \in R[y]$ is the “constant of integration.” Substituting $x = 0$ gives $h(y) = h(F(0, y)) = c(y)$, which proves the claim.

The above association $\omega \mapsto h$ gives a homomorphism $\tilde{J}_{C_p} \to \operatorname{Lie}(\tilde{J}_{C_p})$, in that a translation-invariant 1-form gives rise to a homomorphism $\tilde{J}_{C_p} \to \hat{G}_n C_p$; almost by definition, the linearization of this homomorphism is the identity on $\operatorname{Lie}(\tilde{J}_{C_p})$. In coordinates, we have a basis $dx_1, \ldots, dx_g$ for the cotangent space of $\tilde{J}$ (or of $J$, or $J$) at the identity. Let $\omega_i = dh_i$ be the translation-invariant 1-form extending $dx_i$. Since $\omega_i = dx_i$ at the identity, the linear term of $h_i$ is $x_i$, and therefore $(h_1, \ldots, h_g): \tilde{J}_{C_p} \to \hat{G}_n$ takes $\partial/\partial x_i$ to $\partial/\partial t_i$, where $t_i$ is the coordinate on the $i$th copy of $\hat{G}_n$.

**Example 4.1.2.** So far our discussion has been intrinsic to the formal group $\tilde{J}$, so we may take $\tilde{J} = \hat{G}_n$, with group law $F(x, y) = xy + x + y$ and inverse $I(x) = (1 + x)^{-1} - 1 = -x + x^2 - x^3 + \cdots$. If $\omega$ is the translation-invariant 1-form associated to $dx$, then

$$\omega(y) = T_{I(y)}^* dx = \frac{d}{dx} (F(x, I(y))) \, dx$$

$$= \frac{d}{dx} (xI(y) + x + I(y)) \, dx = (I(y) + 1) \, dx$$

$$= (1 - y + y^2 - y^3 + \cdots) \, dx.$$

(This is perhaps confusing because $dx$ denotes a cotangent vector field, so we need another variable $y$ for our power series.) Substituting $y = x$ again gives $\omega = dx/(1 + x)$, the usual translation-invariant 1-form. Hence $\omega = d \log(1 + x)$, where $\log(1 + x) = x - x^2/2 + x^3/3 - \cdots$ is the Mercator series. Of course $\log(1 + x)$ defines a homomorphism from $\hat{G}_n$ to $G_n$ over $C_p$, which takes $\partial/\partial x$ to itself.

Returning to the discussion of Jacobians (really just abelian varieties), let $J_+(C_p) \subset J(C_p)$ denote the set of points reducing to the identity in the special fiber of $J$. Then $J_+(C_p)$ is a subgroup of $J(C_p)$. We have $J_+(C_p) \cong B(1)^g_0 (C_p)$ as sets, with the coordinates $x_1, \ldots, x_g$ for the formal completion $\tilde{J}$ defining this bijection (via reduction modulo successively higher powers of $p$). Any global 1-form $\omega \in H^0(J, \Omega^1_{J_+(C_p)})$ is translation-invariant due to properness of $J$, hence exact when restricted to $\tilde{J}_{C_p}$. The absolute values of the coefficients of its formal antiderivative $h_{\omega} \in C_p[x]$ grow at most logarithmically with the size of the exponent (i.e. $v(1/p^n) = -n$), so the power series $h_{\omega}$ converges on $J_+(C_p)$. Since $h_{\omega}$ is formally a homomorphism to $\hat{G}_n$, it also defines a homomorphism $h_{\omega}: J_+(C_p) \to C_p$. 
Therefore, the logarithm (in the sense of §4.1) is defined by
\[ \log(P), \omega \rangle = h_\omega(P) \]
on \( J_+(C_p) \). In summary, \( \log \) is simply given by formal antidifferentiation of a
(translation-invariant) global 1-form \( \omega \) on \( J_+(C_p) \).

One can show that \( J(C_p)/J_+(C_p) \) is a torsion group. This is easiest to see when
\( J \) is defined over a finite extension \( F \) of \( \mathbb{Q}_p \), in which case \( J(F)/J_+(F) \) injects
into the group of closed points of the special fiber of the Néron model of \( J \). Hence
the logarithm can be defined on all points \( P \in J(C_p) \) by multiplying by a suitable
integer \( n \) such that \( [n]P \in J_+(C_p) \), then using the logarithm as defined above,
then dividing by \( n \) in \( C_p \); that is, \( \log(P) = n^{-1}\log([n]P) \).

4.1.3. Abelian integration on a curve. Fix a base point \( P_0 \in X(C_p) \), and let
\( \nu : X \hookrightarrow J \) be the Abel–Jacobi map with respect to \( P_0 \). We use \( \nu \) to identify
\( H^0(J, \Omega^1_{J/C_p}) \) with \( H^0(X, \Omega^1_{X/C_p}) \). For \( P, Q \in X(C_p) \) and \( \omega \in H^0(J, \Omega^1_{J/C_p}) \) we define the \textit{abelian integral} by
\[
\int_P^Q \nu^*\omega := \int_{\nu(P)}^{\nu(Q)} \omega.
\]
The abelian integral is clearly independent of the choice of \( P_0 \). Moreover, it satisfies
the following properties:

1. It is \textit{path-independent}, in that \( \int_P^Q \nu^*\omega \) makes no reference to a “path” from
\( P \) to \( Q \).

2. For \( P_1, P_2, P_3 \in X(C_p) \) and \( \omega \in H^0(X, \Omega^1_{X/C_p}) \) we have
\[
\int_{P_1}^{P_3} \omega = \int_{P_1}^{P_2} \omega + \int_{P_2}^{P_3} \omega.
\]

3. For fixed \( P, Q \in X(C_p) \), the map \( \omega \mapsto \int_P^Q \nu^*\omega \) is \( C_p \)-linear in \( \omega \).

4. If \( P, Q \in \text{red}^{-1}(\tilde{x}) \) for \( \tilde{x} \in X(k) \) a smooth point, then \( \int_P^Q \nu^*\omega \) is calculated
by formally antidifferentiating \( \omega \) with respect to a coordinate on \( \text{red}^{-1}(\tilde{x}) \).

The only property which is not obvious from the definitions is the final one. If
\( X \) is defined over a finite extension of \( \mathbb{Q}_p \), then the Néron mapping property
implies that the Abel–Jacobi map extends to a map \( X_{\text{sm}} \to J \); the claim then
follows from the discussion in §4.1.1. In general, it turns out that the claim is true for
\( P, Q \) contained in any open subdomain of \( X_{\text{sm}} \) which is isomorphic to
\( B(1)_+ \); see [KRZB16, Proposition 3.10]. Of course, if \( U \subset X_{\text{sm}} \) is isomorphic to
an open annulus, for instance, then there is no reason for the abelian integral to
be computed by formal antidifferentiation on \( U \), and in general \( \text{it is not} \). This is a
crucial point that Stoll realized [Sto, Proposition 7.3]. See also §4.2.

For us, the most important property of the abelian integral is:

Let \( P, Q \in X(C_p) \), and suppose that \( [Q] - [P] \) represents a torsion
point of \( J(C_p) \). Then \( \int_P^Q \nu^*\omega = 0 \) for all \( \omega \in H^0(X, C_p) \).

4.2. Berkovich–Coleman integration. Historically, what we call the Berkovich–
Coleman integration theory was first developed for curves by Coleman and Coleman–
de Shalit in [Col82, Col85b, CdS88]. Coleman’s idea was to extend the tiny integrals
on tubes by “analytic continuation by Frobenius” – essentially by insisting
that the integral be functorial with respect to pullbacks, and then considering
pullbacks by self-maps of affinoid subdomains of \( X \) lifting the Frobenius on affine opens in \( X \). This method is elegant and well-suited to computation; an algorithm for integration on hyperelliptic curves is given in [BBK10].

Berkovich [Ber07] then took the idea of analytic continuation by Frobenius and radically extended it, constructing an integration theory that applies to essentially any smooth analytic space. It applies in particular to Jacobians, so one can recover Coleman’s integration of one-forms on curves (of arbitrary reduction type) by understanding Berkovich integration on Jacobians and pulling back by an Abel–Jacobi map. We take this approach, as it is more suitable for our purposes (as we would like to compare it to the abelian integral), and it is in some sense just as explicit as Coleman’s.

### 4.2.1. Definition of the integral

In order to define Berkovich–Coleman integration, one has to fix once and for all a choice of a “branch of the \( p \)-adic logarithm”, in the following sense. The Mercator series \( \log(1+x) = x - x^2/2 + x^3/3 - \cdots \) converges on \( 1 + m \mathbb{C}_p \), the residue ball reducing to \( 1 \in \overline{\mathbb{F}}_p \); this extends uniquely to a homomorphism \( \log: \mathbb{R} \times \rightarrow \mathbb{C}_p \), since every other residue class contains a unique root of unity, which is killed by any homomorphism to \( \mathbb{C}_p \). However, there are many ways to extend \( \log \) to a homomorphism \( \text{Log}: \mathbb{C} \times \mathbb{C} \rightarrow \mathbb{C}_p \), since \( \mathbb{C} \times \mathbb{C} \cong \mathbb{Q} \times \mathbb{R} \times \) as groups. In effect, one has to (arbitrarily) fix the value of \( \text{Log}(p) \in \mathbb{C}_p \); then for \( x \in \mathbb{Q} \) and \( u \in \mathbb{R} \times \), one has \( \text{Log}(pxu) = x \text{Log}(p) + \log(u) \). Note that this definition does not depend on a choice of \( x \)-th power of \( p \), since any other choice would differ by a root of unity, which is killed by \( \text{Log} \).

For a smooth \( \mathbb{C}_p \)-analytic space \( Y \), we let \( \mathcal{P}(Y) \) denote the set of continuous paths between \( \mathbb{C}_p \)-points of \( Y \), i.e., the set of continuous maps \( \gamma: [0, 1] \rightarrow Y \) with \( \gamma(0), \gamma(1) \in Y(\mathbb{C}_p) \), and we let \( Z^1_{\text{dR}}(Y) \) denote the space of closed analytic 1-forms on \( Y \). (In the sequel, \( Y \) will be the analytification of a smooth \( \mathbb{C}_p \)-variety, or an open ball, or an open annulus.) Again, the theory applies to much more general differential forms; we restrict to regular one-forms for simplicity.

**Definition 4.2.2.** The **Berkovich–Coleman integration theory** is the unique pairing

\[
\int_{\mathcal{P}(Y) \times Z^1_{\text{dR}}(Y)}^\text{BC} : Y \rightarrow \mathbb{C}_p
\]

for every smooth \( \mathbb{C}_p \)-analytic space \( Y \), satisfying for all \( \gamma \in \mathcal{P}(Y) \) and \( \omega \in Z^1_{\text{dR}}(Y) \):

1. \( \omega \mapsto \int_{\gamma} \omega \) is \( \mathbb{C}_p \)-linear in \( \omega \) for fixed \( \gamma \).
2. \( \int_{\gamma} \omega \) only depends on the fixed end-point homotopy class of \( \gamma \in \mathcal{P}(Y) \).
3. If \( \gamma, \gamma' \in \mathcal{P}(Y) \) with \( \gamma(1) = \gamma'(0) \), then
   \[
   \int_{\gamma \ast \gamma'} \omega = \int_{\gamma} \omega + \int_{\gamma'} \omega,
   \]
   where \( \gamma \ast \gamma' \) is the concatenation.
4. If \( f: Y \rightarrow Y' \) is a morphism and \( \omega' \in Z^1_{\text{dR}}(Y') \), then
   \[
   \int_{\gamma} f^* \omega' = \int_{f(\gamma)}^\text{BC} \omega'.
   \]
5. If \( \omega = df \) is exact, then \( \int_{\gamma} \omega = f(\gamma(1)) - f(\gamma(0)) \).
(6) If \( Y = G_m^{an} = \text{Spec}(C_p[t^{\pm 1}])^{an} \) and \( \omega = dt/t \) is the invariant differential, then
\[
\int_{\gamma} \frac{dt}{t} = \text{Log}(\gamma(1)) - \text{Log}(\gamma(0)).
\]

The existence and uniqueness of the Berkovich–Coleman integral is very deep, and forms the content of Berkovich’s book [Ber07]. We wish to state a consequence of properties (4)–(6) for emphasis, and for contrast with the abelian integral:

The Berkovich–Coleman integral is local on \( Y \), in that if \( U \subset Y \) is an open subdomain and \( \gamma \subset U \), then \( \int_{\gamma} \omega \) can be computed on \( U \) or on \( Y \). If \( \omega \) happens to be exact on \( U \), then \( \int_{\gamma} \omega \) is computed by formal antidifferentiation.

We also point out that if \( Y \) is simply-connected, then (2) implies that \( BC \int \) is path-independent; in this case, we simply write \( BC \int_{P}^{Q} := BC \int_{\gamma} \) for any path \( \gamma \) from \( P \) to \( Q \).

4.2.3. Integration on totally degenerate Jacobians. In complex analysis, a standard way to integrate holomorphic one-forms on an abelian variety \( A \) is first to pass to its universal cover, which is the vector space \( H^0(A, \Omega^1_A)^* \), where all closed holomorphic one-forms are exact. We proceed in essentially the same way for abelian varieties over \( C_p \). The analytification \( Z^{an} \) of a connected, smooth variety \( Z \) is locally contractible and locally path-connected, so it admits a universal cover \( \pi: \tilde{Z} \to Z^{an} \) in the sense of point-set topology. As in the complex setting, the universal cover inherits a unique structure of analytic space making \( \pi \) into a local isomorphism. However, the universal cover of an abelian variety is no longer simply a vector space; in general it is much more complicated. We will discuss the uniformization theory of \( J \), the Jacobian of \( X \), when \( X \) is a Mumford curve, i.e., when \( X_k \) has only rational components. In this case, the universal cover of \( J^{an} \) is an analytic torus, and \( J \) is said to be totally degenerate. Everything we will say generalizes to the case of a general abelian variety, but this is much more technical, and the important ideas already appear in the totally degenerate case. For references, see [FvdP04] in the totally degenerate case, and [BL84, BL91] in general.

Example 4.2.4. To motivate the non-Archimedean situation, first we recall one way to construct the Jacobian of a Riemann surface \( X \). There is a natural period mapping \( \eta: H_1(X, Z) \to H^0(X, \Omega^1)^* \) defined by
\[
\gamma \mapsto \left( \omega \mapsto \int_{\gamma} \omega \right).
\]
One proves that the image of \( \eta \) is a lattice. The Jacobian of \( X \) is
\[
J = H^0(X, \Omega^1)^*/\eta H_1(X, Z),
\]
which is a complex torus of dimension \( g \).

For simplicity, suppose now that \( X \) is an elliptic curve. Then \( H^0(X, \Omega^1) \cong H^0(X, \mathcal{O}) = \mathbb{C} \). Fix a basis \( e_1, e_2 \) for \( H_1(X, Z) \cong \mathbb{Z}^2 \), and choose an isomorphism \( H^0(X, \Omega^1) \cong H^0(X, \mathcal{O}) \) such that \( e_1 \mapsto \tau \in \mathbb{H} \), the upper half plane, and \( e_2 \mapsto 1 \).
Then \( J = \mathbb{C}/\langle 1, \tau \rangle \). Composing with the exponential map \( z \mapsto \exp(2\pi i z) : \mathbb{C} \to \mathbb{C}^\times \) kills \( \mathbb{Z} \), so we have \( J \cong \mathbb{C}^\times /q\mathbb{Z} \), where \( q = \exp(2\pi i \tau) \).

In higher dimensions, in the complex situation one has a choice whether to think of the Jacobian \( J \) as a quotient of a complex vector space, or of a complex torus. Only the latter viewpoint works in the non-Archimedean world.

A rough statement of the uniformization theorem for Jacobians of Mumford curves is as follows. See [BL84, §7] and [FvdP04, Chapter 6].

**Theorem 4.2.5.** Let \( X \) be a genus-\( g \) Mumford curve over \( \mathbb{C}_p \) with Jacobian \( J \). Then there is a natural torus \( T = G_p^g \) and a natural homomorphism \( \eta : H_1(X^\text{an}, \mathbb{Z}) \to T(\mathbb{C}_p) \cong (\mathbb{C}^\times)^g \) such that \( J^\text{an} \cong T^\text{an}/\eta H_1(X^\text{an}, \mathbb{Z}) \).

A few words about this theorem are in order. First, \( H_1(X^\text{an}, \mathbb{Z}) \) is simply the singular homology of \( X^\text{an} \), in the sense of point-set topology. It is free of rank \( g \). The character lattice of \( T \) is also canonically isomorphic to \( H_1(X^\text{an}, \mathbb{Z}) \) – this is due to the autoduality of \( J \) – hence \( J^\text{an} \) is determined by a pairing \( H^1(X^\text{an}, \mathbb{Z}) \times H^1(X^\text{an}, \mathbb{Z}) \to \mathbb{C}_p^\times \). We will use this fact later. The action of \( H_1(X^\text{an}, \mathbb{Z}) \) on \( T^\text{an} \) is totally discontinuous, so that the quotient makes sense, but in fact more is true. Define \( \text{trop} : (\mathbb{C}_p^\times)^g \to \mathbb{Q}^g \) by

\[
\text{trop}(x_1, \ldots, x_g) = (v(x_1), \ldots, v(x_g)).
\]

Choosing a basis for the character lattice of \( T \), we can think of \( \text{trop} \) as a homomorphism \( T(\mathbb{C}_p) \to \mathbb{Q}^g \). (If we did not want to choose a basis, then \( \text{trop} \) would take values in \( X_*(T) \otimes_{\mathbb{Z}} \mathbb{Q} \), where \( X_*(T) \) is the cocharacter lattice.) Then it turns out that \( \text{trop} \circ \eta(H_1(X^\text{an}, \mathbb{Z})) \) is a lattice in \( \mathbb{Q}^g \), in that its (rank-\( g \)) image spans. Total discontinuity of translation follows easily from this.

Given the homomorphism \( \eta \) and the uniformization map \( \pi : T^\text{an} \to J^\text{an} \), it is now straightforward to compute the Berkovich–Coleman integral on \( J \). Let \( \omega \in H^0(J, \Omega^1_{J/\mathbb{C}_p}) \) and let \( \gamma \) be a path from the identity to a point \( P \in J(\mathbb{C}_p) \). Let \( \tilde{\gamma} \) be the unique lift of \( \gamma \) to \( T^\text{an} \) starting at 1, and let \( \tilde{P} = (x_1, \ldots, x_g) \) be the endpoint of \( \tilde{\gamma} \). Pulling back by \( \pi \) gives an invariant one-form on \( T^\text{an} \), so

\[
\pi^* \omega = \sum_{i=1}^{g} a_i \frac{dt_i}{t_i},
\]

where \( a_1, \ldots, a_g \in \mathbb{C}_p \) and \( t_1, \ldots, t_g \) are coordinates on \( T \cong G^g_p \). But by definition, \( \int \frac{dt_i}{t_i} = \log t_i \), so

\[
\int_{\tilde{\gamma}} \omega = \int_{\tilde{\gamma}} \pi^* \omega = \sum_{i=1}^{g} a_i \log(t_i).
\]

We see then that the periods in the complex case have been replaced by the \( p \)-adic logarithm of the image of the non-Archimedean uniformization lattice \( H_1(X^\text{an}, \mathbb{Z}) \to (\mathbb{C}_p^\times)^g \). Note though that the image of \( \log \circ \eta \) cannot be a “lattice” in \( \mathbb{C}_p^g \), since any nonzero subgroup of \( \mathbb{C}_p^g \) has an accumulation point at \( 0 \) – unlike the image of \( \text{trop} \circ \eta \). There is an odd interplay here between the \( p \)-adic logarithm \( \log \) and the Archimedean logarithm \( \text{trop} \).
4.2.6. Berkovich–Coleman integration on a curve. Let $\iota : X \hookrightarrow J$ be the Abel–Jacobi map with respect to a base point $P_0$. By functoriality of the Berkovich–Coleman integral, for a path $\gamma$ and a 1-form $\omega \in H^0(J, \Omega^1_{J/(C_p)}) \cong H^0(X, \Omega^1_{X/(C_p)})$, we have
\[
\int_{BC}^\gamma t^*\omega = \int_{BC}(\gamma) \omega.
\]
This integral can also be computed in terms of the universal cover $\tilde{\pi} : \tilde{X} \rightarrow X^{an}$. Indeed, the map $\iota$ lifts in a unique way to a morphism of universal covers $\tilde{\iota} : \tilde{X} \rightarrow \tilde{T}^{an}$ such that $\tilde{\iota}$ sends a fixed lift $\tilde{P}_0$ of $P_0$ to the identity. Choosing any lift $\tilde{\gamma}$ of $\gamma$, then, we have
\[
\int_{BC}^\gamma \pi^*t^*\omega = \int_{BC}^\gamma \pi^*\omega = \int_{BC}^\gamma \pi^*\omega,
\]
the latter integral being calculated on $T^{an}$ as above. We will use this viewpoint later.

Again we emphasize that the Berkovich–Coleman integral can be computed locally on $X^{an}$, and by antidifferentiation on any domain where the differential is exact.

4.3. Comparing the integrals. The following result essentially states that the abelian and Berkovich–Coleman integrals on $J$ differ only by the existence of $p$-adic periods for the latter. As above we let $X$ be a Mumford curve with Jacobian $J$ and uniformization $\pi : T^{an} \rightarrow J^{an}$.

Proposition 4.3.1 ([KRZB16, Proposition 3.16]). Let $\omega \in H^0(J, \Omega^1_{J/(C_p)})$. Then the homomorphism
\[
(4.3.2) \quad P \mapsto \int_0^P \pi^*\omega - \int_0^{\pi(P)} \omega : T(C_p) \rightarrow C_p
\]
factors through $trop : T(C_p) \cong (C_p^\times)^{G} \rightarrow Q^\times$.

In other words, $\int_{BC}$ and $\int_{Ab}$ coincide on $\text{trop}^{-1}(0) \subset T(C_p)$, which we identify (via $\pi$) with its image in $J(C_p)$. Allowing $\omega$ to vary, we can regard (4.3.2) as a homomorphism $T(C_p) \rightarrow \text{Hom}(H^0(J, \Omega^1_{J/(C_p)}), C_p) = \text{Lie}(J)$, which again factors through $trop$. It follows formally that there exists a $Q$-linear map $L : Q_p^\times \rightarrow \text{Lie}(J)$ such that, for all $P \in T(C_p)$ and $\omega \in H^0(J, \Omega^1_{J/(C_p)})$, we have
\[
(4.3.3) \quad \int_0^P \pi^*\omega - \int_0^{\pi(P)} \omega = \langle L \circ \text{trop}(P), \omega \rangle,
\]
where $\langle \cdot, \cdot \rangle$ here denotes the duality pairing between $\text{Lie}(J)$ and $H^0(J, \Omega^1_{J/(C_p)})$.

4.3.4. The tropical Abel–Jacobi map. At this point we need to introduce the tropical Abel–Jacobi map, which controls the difference between the integrals on $X^{an}$. For references, see [MZ08, BF11, BR15]. Fix a skeleton $\Gamma$ of $X$. The edge length pairing is the bilinear map $[\cdot, \cdot] : C_1(\Gamma) \times C_1(\Gamma) \rightarrow R$ on the group of simplicial 1-chains, defined on directed edges by
\[
[e, e] = \ell(e) \quad \text{and} \quad [e, e'] = 0,
\]
where \( \ell(e) \) is the length of \( e \), and \( e' \neq e \). We restrict the pairing to \( H_1(\Gamma, \mathbb{Z}) \subset C_1(\Gamma) \). As the edge length pairing is clearly symmetric and non-degenerate, it induces a homomorphism

\[
\eta': H_1(\Gamma, \mathbb{Z}) \longrightarrow \text{Hom}(H_1(\Gamma, \mathbb{Z}), \mathbb{R}) = H^1(\Gamma, \mathbb{R}) \cong \mathbb{R}^g,
\]

whose image is a lattice. The Jacobian of the metric graph \( \Gamma \) is by definition

\[
\text{Jac}(\Gamma) := \mathbb{R}^g / \eta' H_1(\Gamma, \mathbb{Z}).
\]

One proves as for algebraic curves that \( \text{Jac}(\Gamma) \) can be canonically identified with \( \text{Div}^0(\Gamma)/\text{Prin}(\Gamma) \), the group of degree-zero divisors on \( \Gamma \) modulo the divisors of tropical meromorphic functions (see §3.4). The tropical Abel–Jacobi map with respect to a point \( x_0 \in \Gamma \) is the function \( \iota': \Gamma \rightarrow \text{Jac}(\Gamma) \) defined by \( \iota'(x) = [x] - [x_0] \).

See Figure 6.

\[\begin{array}{c}
\includegraphics[width=0.5\textwidth]{figure6.png}
\end{array}\]

\textbf{Figure 6.} An illustration of the tropical Abel–Jacobi map \( \iota' \) of §4.3.4. Here \( a, b, c \) denote edge lengths, and \( \text{Jac}(\Gamma) \) is the quotient of \( \mathbb{R}^2 \) by the lattice generated by \( (a + b, b) \) and \( (b, b + c) \). In this case, the tropical balancing condition of Theorem 4.3.5 says that, at each vertex in the image of \( \iota' \), the primitive integral vectors along the adjacent edges sum to zero. (Recreated from [MZ08, Figure 7].)

Let \( \tilde{\iota'}: \tilde{\Gamma} \rightarrow \mathbb{R}^g \) be a lift of \( \iota' \) to universal covers. This is a function from an infinite metric graph into a Euclidean space, whose structure was studied by Mikhalkin–Zharkov [MZ08]. Among many other things, they prove:

\textbf{Theorem 4.3.5 (Mikhalkin–Zharkov).} Let \( \tilde{e} \subset \tilde{\Gamma} \) be an edge, and let \( e \subset \Gamma \) be its image.

1. If \( \Gamma \setminus e \) is disconnected, then \( \tilde{\iota}' \) is constant on \( \tilde{e} \).
2. If \( \Gamma \setminus e \) is connected, then \( \tilde{\iota}' \) is affine-linear on \( \tilde{e} \) with rational slope.
3. \( \tilde{\iota}' \) satisfies the tropical balancing condition at vertices.

The balancing condition in the last part of Theorem 4.3.5 roughly says that at any vertex \( x \in \tilde{\Gamma} \), a weighted sum of the images of the tangent vectors at \( x \) under \( \tilde{\iota}' \) is equal to zero. This implies, for instance, that if \( x \) has three adjacent edges
\(\tilde{e}_1, \tilde{e}_2, \tilde{e}_3\), then their images under \(\iota\) are coplanar. See the end of §3 in [BF11] for details. See also Figure 6.

4.3.6. Tropicalizing the Abel–Jacobi map. The relationship between the algebraic and tropical Abel–Jacobi maps was studied in [BR15]. The relevant results are as follows. Extend \(\trop: (\mathbb{C}_p^\times)^g \to \mathbb{Q}^g\) to a function \(\trop: T^\an = (\mathbb{G}_m^n)^g \to \mathbb{R}^g\) by the rule

\[
\trop(|| \cdot ||) = (- \log ||t_1||, \ldots, - \log ||t_g||),
\]

where \(t_i\) is a coordinate on the \(i\)th factor of \(\mathbb{G}_m^n\). This map descends to a function

\[
\overline{\tau}: J^\an = T^\an / \eta(H_1(X^\an, \mathbb{Z})) \to \mathbb{R}^g / \trop \circ \eta(H_1(X^\an, \mathbb{Z})).
\]

The real torus on the right is called the skeleton of \(J\), and we denote it by \(\Sigma = \Sigma(J)\). Berkovich [Ber90, Chapter 6] showed that there is a natural embedding \(\Sigma \hookrightarrow J^\an\), and that \(J^\an\) deformation retracts onto \(\Sigma\).

**Theorem 4.3.7 ([BR15]).** Let \(X\) be a Mumford curve with Jacobian \(J\) and uniformization \(\pi: T^\an \to J^\an\).

1. The lattice \(\trop \circ \eta(H_1(X^\an, \mathbb{Z})) \subset \mathbb{R}^g\) coincides with the lattice \(\eta'(H_1(\Gamma, \mathbb{Z}))\) induced by the edge length pairing. Hence \(\Sigma = \text{Jac}(\Gamma)\).

2. Let \(P_0 \in X(\mathbb{C}_p)\) and let \(x_0 = \tau(P_0) \in \Gamma\), where \(\tau: X^\an \to \Gamma\) is the retraction map. Let \(\iota: X \leftrightarrow J\) and \(\iota': \Gamma \to \Sigma = \text{Jac}(\Gamma)\) be the corresponding Abel–Jacobi maps. Then the following square is commutative:

\[
\begin{array}{ccc}
X^\an & \xrightarrow{\tau} & J^\an \\
\downarrow & & \downarrow \tau \\
\Gamma & \xrightarrow{\iota} & \Sigma
\end{array}
\]

The statement (1) assumes that we have chosen compatible bases for \(T \cong \mathbb{G}_m^n\) and \(\mathbb{R}^g\). In the basis-free version, the cocharacter lattice of \(T\) is \(H^1(X^\an, \mathbb{Z}) = H^1(\Gamma, \mathbb{Z})\), and both lattices \(\trop \circ \eta(H_1(X^\an, \mathbb{Z}))\) and \(\eta'(H_1(\Gamma, \mathbb{Z}))\) live in \(H^1(X^\an, \mathbb{R}) = H^1(\Gamma, \mathbb{R})\).

4.3.9. Comparing the integrals on a curve. Now we combine the results of §§4.3.4–4.3.6. We mentioned in §4.1.3 that \(\text{Ab} \int_P Q\) is computed by formal antidifferentiation for \(P, Q\) contained in the same open ball in \(X^\an\). As the same is true for \(\text{BC} \int_P Q\), it follows that \(\text{BC} \int = \text{Ab} \int\) on open balls contained in \(X^\an\).

By Theorem 3.2.4, the \(\mathbb{C}_p^\times\)-points of \(X\) can be partitioned into open balls and open annuli. Comparing the integrals on annuli is more subtle. It is clear from the way that universal covers are constructed that the universal cover \(\tilde{X}\) of \(X\) deformation retracts onto the universal cover \(\tilde{\Gamma}\) of its skeleton \(\Gamma\). Hence we can lift (4.3.8) to universal covers:

\[
\begin{array}{ccc}
\tilde{X}^\an & \xrightarrow{\tilde{\tau}} & T^\an \\
\downarrow & & \downarrow \trop \\
\tilde{\Gamma} & \xrightarrow{\tilde{\iota}} & \mathbb{R}^g
\end{array}
\]

Let \(\tilde{e} \subset \tilde{\Gamma}\) be an open edge, with image \(e \subset \Gamma\). Let \(A = \tau^{-1}(e)\) and \(\tilde{A} = \tau^{-1}(\tilde{e})\), and note that \(\tilde{A} \sim A\) are open annuli. Suppose that our base points \(P_0\) and \(x_0 = \tau(P_0)\) are contained in \(A\). It follows from (4.3.3) that there is a linear map
$L : \mathbb{Q}^g \to \text{Lie}(J)$ such that, for all $\omega \in H^0(X, \Omega^1_{X/C_p})$ and $P \in A(C_p) = \tilde{A}(C_p)$, we have
\[
\int_{P \circ \text{trop}}^P \omega - \int_{P \circ \text{trop}}^P \omega = \langle L \circ \text{trop} \circ \tilde{\omega}(P), \omega \rangle,
\]
(Note that $A$ is simply connected, as it deformation retracts onto $e$, so that makes sense.) Lifting to universal covers and using commutativity of $(4.3.10)$, we have $\tau$ from §3.1.6 that $\text{trop}(\tilde{\omega}) = \tilde{\tau} \circ \tau$. But by Theorem 4.3.5, $\tilde{\tau}$ is affine-linear on $\tilde{e}$. Recalling from §3.1.6 that $\tau : A(C_p) \to e$ is simply the valuation map $P \mapsto v(P)$ after choosing an isomorphism $A \cong \text{S}(\rho)_+$, we have derived the following important result of Stoll [Sto, Proposition 7.3].

**Proposition 4.3.11** (Stoll). With the above notation, there is a $C_p$-linear map $a : H^0(X, \Omega^1_{X/C_p}) \to C_p$ such that, for all $P, Q \in A(C_p)$, we have
\[
\int_Q^P \omega - \int_P^Q \omega = a(\omega)(v(Q) - v(P)).
\]

**Corollary 4.3.12.** Let $V$ be the subspace of $H^0(X, \Omega^1_{X/C_p})$ consisting of all $\omega$ such that $\int_Q^P \omega = \int_P^Q \omega$ for all $P, Q \in A(C_p)$. Then $V$ has codimension at most one.

Corollary 4.3.12 is very important, because it produces a single linear condition on $\omega$ for the Berkovich–Coleman integral to coincide with the abelian integral on $A$. As the former is computed by formal antidifferentiation, and the latter can be chosen to vanish on rational or torsion points, this is crucial to any application of the Chabauty–Coleman method to annuli.

Using the tropical balancing condition in Theorem 4.3.5, one can extend Corollary 4.3.12 to the following more general situation, which is important for applications to uniform Manin–Mumford. Let $x \in \Gamma$ be a vertex, let $S_x$ be a star neighborhood, and let $U_x = \tau^{-1}(S_x)$ be a basic open subdomain, as in §3.3.5.

**Corollary 4.3.13.** Let $d$ be the valency of $x$ in $\Gamma$. Let $V$ be the subspace of $H^0(X, \Omega^1_{X/C_p})$ consisting of all $\omega$ such that $\int_Q^P \omega = \int_P^Q \omega$ for all $P, Q \in U_x(C_p)$. Then $V$ has codimension at most $d - 1$.

**Remark.** For simplicity of exposition, in §5 we have omitted the result that requires Corollary 4.3.13, a variant of Theorem 5.3.1 below with the quadratic factor replaced by a linear factor in $g$—see [KRZB16, Theorem 5.5(2)]. We have included Corollary 4.3.13 for its conceptual importance.

**Remark.** The conclusions of Corollaries 4.3.12 and 4.3.13 still hold true when $J$ does not have totally degenerate reduction, i.e., when $X$ is not a Mumford curve. The argument is more technical, however, as it involves the general uniformization theory of non-Archimedean abelian varieties. See [KRZB16, §4] for details.

### 4.4. The Stoll decomposition of a non-Archimedean curve.

Stoll had the remarkable idea to cover $X(Q)$ by sets bigger than tubes around $F_p$-points of a regular model. This offers advantages over the usual effective Chabauty arguments which concede that there may be a rational point in each tube because there may be arbitrarily many residue points in the bad reduction case. Being able to integrate on these larger sets necessitated the use of a more involved $p$-adic integration which we covered above. To obtain a uniform bound, one must
pick an economical covering. Here, we outline Stoll’s choice of covering which comes from a minimal regular model. We will employ this covering in the proofs of Theorem 1.11 and Theorem 1.13. We will use a different covering, one coming from a semistable model in the proof of Theorem 1.14. We will state the results in this section for \( \mathbb{Q}_p \) with the understanding that analogous results hold for its finite extensions.

The properties of the covering are summarized as follows:

**Proposition 4.5** (Stoll, [Sto], Proposition 5.3). There exists \( t \in \{0, 1, 2, \ldots, g\} \) such that \( X(\mathbb{Q}_p) \) is covered by at most \( (5q + 2)(g - 1) - 3q(t - 1) \) embedded open balls and at most embedded \( 2g - 3 + t \) open annuli, all defined over \( \mathbb{Q}_p \).

Let \( \mathcal{X} \) be a minimal regular model of \( X \) over \( \mathbb{Z}_p \). Denote the components of the special fiber \( \mathcal{X}_{\mathbb{F}_p} \) by \( X_v \) and write their multiplicity as \( m(X_v) \). We observe that a point of \( X(\mathbb{Q}_p) \) must specialize to a component \( X_v \) of multiplicity 1. Indeed, such a point extends to a section \( \sigma: \text{Spec}(\mathbb{Z}_p) \to \mathcal{X} \). This section must intersect the special fiber with multiplicity 1. Therefore, we only need to find a collection of subsets of \( X^{\text{an}} \) that contain all points specializing to smooth points of \( \mathcal{X}_{\mathbb{F}_p} \) on components of multiplicity 1.

Let \( K_{\mathcal{X}} \) denote the relative canonical bundle of \( \mathcal{X} \). The adjunction formula for surfaces states that

\[
K_{\mathcal{X}} \cdot X_v = 2p_a(X_v) - 2 - X_v^2
\]

where \( p_a(X_v) \) is the arithmetic genus of \( X_v \). In the case that \( g(X) \geq 2 \) and \( \mathcal{X} \) is a regular minimal model, then the \( K \)-degree of each component is nonnegative. The total \( K \)-degree is

\[
2g(X) - 2 = \sum_v m(X_v)K_{\mathcal{X}} \cdot X_v
\]

so there are at most \( 2g(X) - 2 \) components of positive \( K_{\mathcal{X}} \)-degree. The intersection pairing on the components of the special fiber is negative semidefinite and \( X_v^2 = 0 \) if and only \( X_v \) is the only component of \( \mathcal{X}_{\mathbb{F}_p} \). In the case that \( \mathcal{X}_v \) has more than one component, then \( K \cdot X_v = 0 \) if and only if \( p_a(X_v) = 0 \) and \( X_v^2 = -2 \). Such curves of \( K \)-degree equal to 0 are called \((-2)\)-curves. There are two possibilities for the \((-2)\)-curves:

1. They are part of a chain of \((-2)\)-curves which meet distinct multiplicity 1 components;
2. They are so-called \( A^1 \)-components which meet a multiplicity 2 component in one point, meet several components in a single point, or meet a component in a multiplicity 2 intersection point.

The number of \( A^1 \)-components and chains of \((-2)\)-curves of multiplicity 1 can be bounded by a combinatorial study of the arithmetic graph encoding the components of the special fiber and their intersections. Now, points specializing to smooth points of chains can be covered by open annuli. This is essentially because blowing down chains of \( \mathbb{P}^1 \)'s yields a node, whose inverse image is an annulus, as in Theorem 3.2.4(3). Points specializing to the \( \mathbb{F}_p \)-points of \( A^1 \)-components and multiplicity 1 components of positive \( K \)-degree can be covered by tubes around \( \mathbb{F}_p \)-points. The Hasse–Weil bound gives an upper bound on the number of such tubes.
5. Uniformity Results

Let $X$ be a smooth, proper, geometrically connected curve of genus $g$ over $\mathbb{Q}$. All arguments hold equally well over any number field; we restrict ourselves to the rationals for concreteness. Let $J$ be the Jacobian of $X$. Fix a prime number $p$. Choose an Abel–Jacobi map $\iota: X_{\mathbb{C}^p} \to J_{\mathbb{C}^p}$.

We would like to give bounds on $\#X(\mathbb{Q})$ and on the size of a torsion packet $\#\iota^{-1}(J(\mathbb{C}^p)_{\text{tors}})$ that depend only on $p$ and $g$. Let $S$ be either one of these sets. Our strategy is as follows:

1. Find nonzero $\omega \in H^0(X_{\mathbb{C}^p}, \Omega^1_{X_{\mathbb{C}^p}/\mathbb{C}^p})$ such that $\text{Ab}\int_P^Q \omega = 0$ for all $P, Q \in S$.

For uniform Mordell when the rank condition is satisfied, we find such $\omega$ using the classical Chabauty–Coleman argument, i.e., by taking the closure of $J(\mathbb{Q})$ in $J(\mathbb{Q}_p)$. For uniform Manin–Mumford, any nonzero $\omega$ works, since $\text{Ab}\int$ vanishes on torsion points of $J$.

2. Decompose $X^{an}$ into basic wide open domains $U$ such that for each $U$, there exists $\omega$ as in (1) such that
   - (E) $\omega = df$ is exact on $U$.
   - (I) $\text{BC}\int_P^Q \omega = \text{Ab}\int_P^Q \omega$ for all $P, Q \in U(\mathbb{C}_p)$.

   These conditions guarantee that an antiderivative $f$ vanishes on $S \cap U(\mathbb{C}_p)$. They each impose some number of linear conditions on the space of suitable $\omega \in H^0(X_{\mathbb{C}^p}, \Omega^1_{X_{\mathbb{C}^p}/\mathbb{C}^p})$. Indeed, (I) imposes $d - 1$ linear conditions by Corollary 4.3.13, where $d$ is the valency of the vertex in $U$. The number of conditions imposed by (E) is simply the dimension of the de Rham cohomology group $H^1_{\text{dR}}(U)$, which was computed by Coleman and is essentially the same as for a complex “pair of pants” with $d$ holes.

3. Use Lemma 3.5.5 to bound the slopes of $G = -\log \|\omega\|$ on the skeleton of each $U$.

4. Use the bound in (3) to bound the slopes of the antiderivative, i.e., of $F = -\log |f|$.

   This is a replacement for the “$p$-adic Rolle’s theorem” part of the usual Chabauty–Coleman argument, i.e., bounding the number of zeros of the antiderivative of $\omega$ in terms of the number of zeros of $\omega$.

5. Use Corollary 3.4.6 to bound the number of zeros of $f$ on $U$.

By construction, all points of $S \cap U(\mathbb{C}_p)$ are zeros of $f$, so as long as we can bound the number of such $U$ uniformly in terms of $g$, then we will be done. For applications to uniform Mordell, this was already done by Stoll, as explained in §4.4. For applications to uniform Manin–Mumford, this is an elementary argument in the combinatorics of stable genus-$g$ graphs, as we will explain below.

We may modify step (2) to pick a number of functions on each $U$ such that each rational or torsion point is a zero of one of the functions. This circumvents some of the conditions that (I) imposes.

Essentially all of the above steps depend only on machinery which we have already explained, except for step (4).
5.1. $p$-adic Rolle’s theorem for annuli and basic wide opens. In this subsection, let $X$ denote a smooth, proper, connected curve over $\mathbb{C}_p$. Let $\omega \in H^0(X, \Omega^1_{X/\mathbb{C}_p})$ be a nonzero 1-form and let $G = -\log \|\omega\|$, the valuation with respect to the model metric $\|\cdot\|$ defined in §3.5. Let $x$ be a vertex of a skeleton $\Gamma$ of $X$, and let $U = U_x$ be a basic wide open subdomain centered at $x$, as in §3.3.5. Suppose that $\omega = df$ is exact on $U$, where $f$ is an analytic function on $U$, and let $F = \log |f|: U \to \mathbb{R}$. We wish to bound the number of zeros of $f$ on $U$, which, thanks to Corollary 3.4.6, is equivalent to bounding the slopes of $F$ on the edges adjacent to $x$. If $e$ is an open edge adjacent to $x$ contained in $U$, then its inverse image under retraction $A = \tau^{-1}(e)$ is an open annulus, isomorphic to $S(\rho)_+$ for some $\rho$. Since $A$ is also a basic wide open subdomain (centered at any point on its skeleton), we may as well assume $U = A = S(\rho)_+$ is an annulus.

**Remark 5.1.1.** The analogous, simpler problem of bounding the number of zeros of $f$ in terms of those of $\omega$ on an open ball was discussed in §2.6. (This result is much more similar to the classical Rolle’s theorem.)

Let $t$ be a parameter on $S(\rho)_+$. That is, choose a parameter $t$ on $A^1 = \text{Spec}(\mathbb{C}_p[t])$, so that $S(\rho)_+ = \{ x \mid |t(x)| \in (\rho, 1) \}$. Let $r = -\log \rho$, so the skeleton of $S(\rho)_+$ is $(0, r)$. The canonical line bundle on $S(\rho)_+$ is trivial; a nonvanishing section is the invariant differential $dt/t$. Hence we can write $\omega = h(t)dt/t$, where $h$ is an analytic function on $S(\rho)_+$. As explained in Example 3.1.5, such an analytic function has the form

$$h = \sum_{i=-\infty}^{\infty} a_i t^i,$$

where $|a_i| t^i \to 0$ as $t \to \pm \infty$ for all $t \in (\rho, 1)$. Integrating term by term, we have

$$f = \sum_{i \neq 0} a_i t^i + C.$$

Unfortunately, $v(a_i/i) < v(a_i)$ when $p \mid i$. This means that the Newton polygon of $f$ looks different from the Newton polygon of $h$. In fact, it is not hard to see that, although $h$ has finitely many zeros, and hence finitely many slopes in its Newton polygon, in general $f$ may have infinitely many such slopes, hence infinitely many zeros in $S(\rho)_+$. However, since $f$ is analytic on any closed sub-annulus $A' \subset S(\rho)_+$, it can have only finitely many zeros on $A'$. Translating back into slopes, it turns out that one can indeed bound the slopes of $F$ in terms of those of $G$, but only on a smaller sub-annulus. In other words, some overconvergence condition is necessary.

To make the bound precise, we introduce the following quantity.

**Definition 5.1.2.** Let $r$ be a positive real number, let $N_0$ be an integer, and let $p$ be a prime. Define $N_p(r, N_0)$ to be the smallest positive integer $N$ such that for all $n \geq N$, one has

$$r(n - N_0) > [\log_p(n)].$$

**Remark 5.1.4.** The integer $N_p(r, N_0)$ gets larger as $N_0$ increases and as $r$ decreases, and gets smaller as $p$ increases. If $N_0 \geq 0$ and $p \geq N_0 + 2$ then $N_p(r, N_0) = N_0 + 1$ because $[\log_p(N_0 + 1)] = 0 < r$. One should think of $N_p(r, N_0) - N_0$ as the correction to the $p$-adic Rolle’s theorem coming from the fact that $1/p$ has negative valuation. See also [Sto06, §6] for a more sophisticated approach to the same
problem. (Stoll’s correction factor \( \delta(\cdot, \cdot) \) is slightly better, but ours is easier to define.)

The rest of the notation in Proposition 5.1.5 is defined in Figure 7.

![Figure 7](image)

**Figure 7.** Illustration of the notation used in Proposition 5.1.5.

The interval represents the edge \( e \), which has length \( r \) and endpoints \( x, y \).

**Proposition 5.1.5.** Let \( \omega \in H^0(X, \Omega^1_{X/C_p}) \) be a nonzero global differential, and suppose that \( \omega \) is exact on \( S(\rho)_+ \), so \( \omega = df \) for an analytic function \( f \) on \( S(\rho)_+ \). Let \( F = -\log |f| \) and \( G = -\log \|\omega\| \), and let \( N_0 = d_v F_0(x) \). Choose \( a \in (0, r) \), and let \( v \) be the tangent direction at \( z \) in the direction of \( y \). Then \( d_v F(z) \leq N_p(r - a, N_0) \).

The proof is a straightforward but tedious argument involving Newton polygons, and can be found in [KRZB16, Proposition 4.7]. Combining Proposition 5.1.5 with the slope formula in the form of Corollary 3.4.6, the statement about the combinatorics of sections of the tropical canonical bundle in Lemma 3.5.5, and the fact that \( G = -\log \|\omega\| \) is in fact a section of the tropical canonical bundle as in Corollary 3.5.4, we can bound the number of zeros of the antiderivative of a global \( 1 \)-form which is exact on a wide open subdomain \( U \) in terms of the valency of the central vertex, the genus \( g \), and our fixed prime \( p \) – after shrinking \( U \) a little bit.

To make this precise, let \( U \) be a basic wide open subdomain in \( X^{an} \), so \( U \) is the inverse image under retraction of a neighborhood of a point \( x \) in a skeleton \( \Gamma \). Let \( e_1, \ldots, e_d \) be the open edges adjacent to \( x \) in \( U \), where \( d \) is the valency of \( x \). For \( a < \min \{\ell(e_1), \ldots, \ell(e_d)\} \) let \( U_a \) denote the basic wide open subdomain of \( U \) obtained by deleting an open annulus of modulus \( \exp(-a) \), the inverse image under retraction of an interval of length \( a \) at the end of each \( e_i \). In other words, \( U_a \) is obtained by shortening each edge of its skeleton by \( a \) units.

**Theorem 5.1.6.** With the above notation, let \( \omega \in H^0(X, \Omega^1_{X/C_p}) \) be a nonzero global differential, and suppose that \( \omega \) is exact on \( U \), so \( \omega = df \) for an analytic function \( f \) on \( U \). Then \( f \) has at most \( d N_p(a, 2g - 1) \) geometric zeros, counted with multiplicity, on \( U_a \). If \( U \) is defined with respect to a star neighborhood in a skeleton with no genus-zero leaves, then we may replace \( 2g - 1 \) by \( 2g - 2 \).

In particular, if \( U \) is an open annulus, then \( f \) has at most \( 2 N_p(a, 2g - 1) \) zeros on \( U_a \).

**5.2. Uniform bounds on rational points.** We are now in a position to put all of the ingredients together to prove our uniform Mordell theorem, subject to a restriction on the rank of the Jacobian. As in the beginning of this section, let \( X \) be a smooth, proper, geometrically connected curve of genus \( g \) over \( \mathbb{Q} \), let \( J \) be the Jacobian of \( X \), and fix a prime number \( p \geq 3 \). Suppose that \( X \) has a rational point, so that we can choose an Abel–Jacobi map \( \iota: X \hookrightarrow J \) defined over \( \mathbb{Q} \).
Theorem 5.2.1. Let $G \subset J(Q)$ be a subgroup of rank at most $g - 3$. Then

\[(5.2.2)\]  

$$\#\iota^{-1}(G) \leq (5pg + 6g - 2p - 8)(4g - 2).$$

Before sketching the proof, we state the two main consequences we have in mind. The first is an application of Theorem 5.2.1 with $G = J(Q)$.

Corollary 5.2.3. If $J(Q)$ has rank at most $g - 3$, then

$$\#X(Q) \leq (5pg + 6g - 2p - 8)(4g - 2).$$

In particular, taking $p = 3$ yields $\#X(Q) \leq 84g^2 - 98g + 28$. This extends the main result of [Sto] to the case of arbitrary curves with small Mordell–Weil rank.

In the next corollary, we take $G = J(Q)_{\text{tors}}$, which has rank zero.

Corollary 5.2.4. Any rational torsion packet has size at most

$$\#\iota^{-1}(J(Q)_{\text{tors}}) \leq (5pg + 6g - 2p - 8)(4g - 2).$$

Although the conclusion of Corollary 5.2.4 is much weaker than a full uniform Manin–Mumford theorem, it has the advantage that it is completely unconditional: it applies to every $X$.

Sketch of the proof of Theorem 5.2.1. First we use the results of §4.4 to decompose $X(Q_p)$ into some number of open annuli and open balls, all defined over $Q_p$. The number of annuli and balls is uniformly bounded in $g$, so it suffices to uniformly bound the number of $Q$-points contained in each.

By the usual Chabauty argument, the space $V$ of 1-forms $\omega \in H^0(J_{C_p}, \Omega^1_{J_{C_p}})$ vanishing on $G$ has codimension at most equal to the rank of $G$, hence dimension at least 3. For each open ball $B$, suppose that $B$ contains a $Q$-rational point. Then we apply the standard Chabauty–Coleman argument, as strengthened e.g., by Stoll [Sto06] when $p$ is small relative to $g$, to any nonzero $\omega \in V$ to bound the size of $B \cap X(Q)$.

Now let $A \cong S(p)_a$ be an open annulus in the Stoll decomposition. Since $A$ is defined over $Q_p$, its modulus must be an element of $|Q_p^\times|$, so $A \cong S(|p|^b)$ for some $b \geq 1$. Hence

$$A(Q_p) = \{x \in Q_p^\times \mid v(x) \in (0,b) \cap \mathbb{Z}\} = \{x \in Q_p^\times \mid v(x) \in [1,b-1] \cap \mathbb{Z}\}.$$ 

Suppose that $A \cap X(Q) \neq \emptyset$. This implies $b \geq 2$. By Corollary 4.3.13, the dimension of the space of $\omega \in V$ such that $^{BC}\int \omega = ^{Ab}\int \omega$ on $A$ is at least 2. A 1-form $\omega = \sum a_i t^i dt/t$ is exact if and only if $a_0 = 0$; hence the dimension of the space of $\omega \in V$ such that $^{BC}\int \omega = ^{Ab}\int \omega$ on $A$ and such that $\omega = df$ is exact on $A$ is at least 1. In particular, there exists a nonzero $\omega$ satisfying all of these properties. Choosing the antiderivative $f$ to vanish on one point of $A \cap X(Q)$, it will also vanish on all other points of $A \cap X(Q)$. Now we apply Theorem 5.1.6 to $f$ with $a \in (0,1)$ and $U = A$. Because each point of $A \cap X(Q)$ is contained in $U_\epsilon \cap X(Q)$, we conclude that $\#A \cap X(Q) \leq 2N_p(a, 2g - 1)$. Taking the limit as $a \to 1$ yields $\#A \cap X(Q) \leq 2N_p(1, 2g - 1)$. Finally, one shows that for $p \geq 3$, the inequality $N_p(1, N_0) \leq 2N_0$ always holds; this allows us to avoid having a term of $N_p(\cdot, \cdot)$ in (5.2.2).
5.3. Uniform bounds on torsion packets. Now we explain our progress towards a uniform Manin–Mumford theorem. Suppose that the genus \( g \) is at least 2. Then \( X_{C_p} \) admits a stable model; it follows from this that \( X_{C_p} \) admits a skeleton \( \Gamma \) which is a stable graph, in the sense that all vertices of positive weight have valency at least 3. For a vertex \( x \in \Gamma \) we let \( \deg(x) \) denote its valency and \( g(x) \) its weight. We set

\[
E(g, p) := \begin{cases} 
\# \text{GSp}_{2g}(\mathbb{F}_5) & \text{if } p \neq 5 \\
\# \text{GSp}_{2g}(\mathbb{F}_7) & \text{if } p = 5.
\end{cases}
\]

**Theorem 5.3.1.** Let \( \Gamma \) be the minimal skeleton of \( X_{C_p} \), considered as a vertex-weighted metric graph. If \( g > 2g(x) + \deg(x) \) for all vertices \( x \) of \( \Gamma \), then

\[
\# \iota^{-1}(J(C_p)_{\text{tors}}) \leq (16g^2 - 12g) N_p((4E(g, p))^{-1}, 2g - 2).
\]

**Remark 5.3.3.** The hypotheses of Theorem 5.3.1 are satisfied if \( X \) is a Mumford curve of genus \( g \) and all vertices of \( \Gamma \) have valency at most \( g - 1 \), e.g., if \( g \geq 4 \) and \( \Gamma \) is trivalent.

**Sketch of the proof of Theorem 5.3.1.** We will apply Theorem 5.1.6 to bound the number of zeros of a function \( f \) on a subdomain \( U_a \) contained in a basic wide open \( U \). Recall that \( U_a \) is obtained from \( U \) by deleting open annular ends. We must choose the moduli of the annular ends so that \( U_a \) will be a member of a collection of subsets of \( X_{\text{an}} \) whose union contains all the geometric torsion points. We cannot choose \( a \) close to 1 as in the proof of Theorem 5.2.1 because we may not cover every geometric torsion point. Instead, we will cover \( X_{\text{an}} \) with basic wide opens indexed by flags of vertices of edges \((v, \varepsilon)\) in \( \Gamma \). The basic wide opens \( U_{x,\varepsilon,r} \) will be of the form \((U_x)_r\), where \( U_x \) is as in subsection 3.3.5 and \( r \) is less than half the length of the edges adjacent to \( v \). Such a collection will cover \( X_{\text{an}} \). The reason for having elements of the collection indexed by edges \( \varepsilon \) is to make a choice of 1-form \( \omega_{(v, \varepsilon)} = df_{(x, \varepsilon)} \) exact on \( U_{x,\varepsilon,r} \) such that the Berkovich–Coleman and abelian integrals agree on the annular end of \( U_x \) corresponding to \( \varepsilon \). Therefore, every geometric torsion point of \((U_x)_r\) is guaranteed to be a geometric zero of \( f_{(x, \varepsilon)} \) for some \( \varepsilon \) adjacent to \( v \).

We begin by bounding the lengths of the edges of \( \Gamma \). Unlike in the proof of Theorem 5.2.1, we cannot assume that an annulus obtained as the inverse image of an edge in \( \Gamma \) is defined over \( \mathbb{Q}_p \). These annuli are defined over a finite extension \( K \) of \( \mathbb{Q}_p \) over which the stable model of \( X \) is defined. Using results of Deligne–Mumford [DM69, Theorem 2.4] and Silverberg–Zarhin [SZ95, Corollary 6.3], one can bound \( |K : \mathbb{Q}_p| \leq E(g, p) \). See the proof of Theorem 5.5 in [KRZB16] for details. Since the modulus of an annulus defined over \( K \) is an element of \( |K^{\times}| \), and since the ramification degree of \( K/\mathbb{Q}_p \) is at most \( E(g, p) \), it follows that each edge has length at least \( 1/E(g, p) \). This explains the presence of \((4E(g, p))^{-1}\) in (5.3.2).

We discuss the choice of \( \omega_{(v, \varepsilon)} \) on \( U_{x,\varepsilon,r} \). We have a \( g \)-dimensional space \( \Omega^1(X) \) of regular 1-forms on \( X \). By [Col89], \( U_x \) is a basic wide open in the analytification of a genus \( g(x) \) curve \( Y \) of good reduction. Because it has \( \deg(x) \) ends, the de Rham cohomology of \( U_x \) is described by the following exact sequence by a result
of Coleman [Col89]:

\[ 0 \longrightarrow H^1_{dR}(Y)^{\text{alg}} \longrightarrow H^1_{dR}(U) \overset{\oplus \text{Res}}{\longrightarrow} \bigoplus_{i=1}^{\deg(x)} C_p \overset{\sum C_p}{\longrightarrow} 0 \]

where Res is the residue map at the ends. It follows that \( H^1_{dR}(U) \) is a \((2g(x) + \deg(x) - 1)\)-dimensional vector space and the composition

\[ \Omega^1(X) \hookrightarrow H^1_{dR}(X)^{\text{alg}} \longrightarrow H^1_{dR}(U) \]

has a kernel of dimension at least 2. Consequently, by Corollary 4.3.13, we may pick a 1-form \( \omega_{v,\epsilon} \) on the kernel such that

\[ \int_P^Q \omega = \int_P^Q \omega \]

for \( P, Q \in X(C_p) \) reducing to points of \( v \cup \epsilon \).

By a straightforward argument using the combinatorics of semistable graphs, we see that each vertex of \( \Gamma \) has valency at most \( 2g \), so that the number of zeros of \( f_{v,\epsilon} \) on \( U_{v,\epsilon,r} \) is at most \( 2gN_p((4E(g,p))^{-1}, 2g - 2) \). The number of flags \((v,\epsilon)\) is equal to twice the number of edges which is at most \( 4g - 3 \), giving the stated bound.

6. OTHER DIRECTIONS

In this section, we will discuss other methods for producing bounds on the number of rational and torsion points. The general theme here will be to find a set that is guaranteed to contain the rational and torsion points and bounding that set. We will only discuss bounds on the total number of points rather than on their heights.

6.1. Buium’s jet space method. The method of Buium [Bui96] gives uniform bounds on the torsion points of curves in the case of good reduction at a prime \( p \). Here we will follow the exposition of Poonen [Poo01]. The method we describe is a reduction mod \( p \) of the \( p \)-adic analogue of a method used by Buium to address Lang’s conjecture in characteristic 0. His method is inspired by an analogy between \( p \)-adic fields and function fields. Specifically, in the characteristic 0 setting, a \( k[\epsilon]/\epsilon^{n+1} \)-point of a variety \( X \) can be viewed as an \( n \)-th order jet. Consequently, one may use Weil restriction of scalars to produce a jet scheme \( X^n \) satisfying \( X^n(k) = X(k[\epsilon]/\epsilon^{n+1}) \). Similarly, given a variety over \( \mathbb{Z}_p \), we may view a \( \mathbb{Z}/p^{n+1} \)-point as a sort of \( n \)-th order jet. Here, we will use the more classical language of Greenberg transforms instead of Buium’s language of \( p \)-jets.

Buium’s result is the following:

**Theorem 6.2.** Let \( \iota : X \to J \) be an Abel–Jacobi map from a smooth curve of genus \( g \geq 2 \) defined over a number field \( K \). Let \( p \) be a prime of \( K \) with \( p = \text{char } p > 2g \). Assume that \( K/Q \) is unramified at \( p \) and that \( X \) has good reduction at \( p \). Then

\[ \#i^{-1}(J(Q)_{\text{tors}}) \leq p^{g^2}3^g(p(2g - 2) + 6g)g! \]

Note that in contrast to our bound on geometric torsion, this bound works at primes of good reduction. This does not give a uniform bound because the smallest prime of good reduction can be arbitrarily high, for example, a hyperelliptic
curve of genus 2 whose ramification points over $\mathbb{P}^1$ come together at all primes less than a given large number.

For ease of notation, we explain Buium’s argument in the case where $K = \mathbb{Q}$. Let $p$ be a prime of good reduction for $X$. For a perfect field $k$ of characteristic $p$ and a scheme $X$ locally of finite type over $W_{n+1}(k)$, the ring of the length $n+1$ Witt vectors, there is a scheme $X^0_1$ such that for any $k$-algebra $L$, there is a functorial identification $X(W_{n+1}(L)) = X^0_1(L)$. The scheme $X^0_1$ is called the Greenberg transform of $X$. In the case under consideration, we will let $k = \mathbb{F}_p$ and $n = 1$, so $X^1_1$ satisfies, in particular $X(\mathbb{Z}/p^2) = X^1_1(\mathbb{F}_p)$. There is a natural reduction map $\pi: X(\mathbb{Q}_p^{unr}) \to X^0_1(\mathbb{F}_p)$ where $\mathbb{Q}_p^{unr}$ is the maximal unramified extension of $\mathbb{Q}_p$.

By general considerations involving algebraic groups, the Greenberg transform of the Jacobian $J$ fits in an exact sequence

$$0 \to L \to J^1_0 \to J_0 \to 0$$

where $L \cong G^g_a$ is a vector group over $\mathbb{F}_p$. Because $X$ has good reduction at $p$, $J_0$ is proper. It follows that $pJ^1_0$, the subgroup of $J^1_0$ given by the image of the multiplication-by-$p$ map, is proper and the quotient $J^1_0/pJ^1_0$ is isomorphic to $G^g_a$.

Now we make use of the following lemma:

**Lemma 6.3.** If $X$ is a curve of genus $g$ over $\mathbb{Q}_p$ with good reduction and $p > 2g$ then $X \cap J_{\text{tors}} \subset J(\mathbb{Q}_p^{unr})_{\text{tors}}$.

This lemma is due to Coleman [Col87]. We can combine it with the following observation which follows from basic facts about formal groups (see, e.g., [Kat81])

**Lemma 6.4.** The reduction map $\pi: J(\mathbb{Q}_p^{unr})_{\text{tors}} \to J^1_0(\mathbb{F}_p)$ is injective.

We summarize with the diagram:

$$
\begin{array}{ccc}
J(\mathbb{Q}_p^{unr})_{\text{tors}} & \to & J^1_0(\mathbb{F}_p) \\
\downarrow & & \downarrow \\
J^1_0/pJ^1_0 & \cong & G^g_a
\end{array}
$$

Now, by bounding the rank of the $p$-power torsion, we can conclude that that the image of $J(\mathbb{Q}_p^{unr})_{\text{tors}}$ in $J^1_0/pJ^1_0$ has cardinality at most $p^{2g}$. Consequently if $b_1, \ldots, b_N$ are elements of $J(\mathbb{Q}_p^{unr})_{\text{tors}}$ that surject onto the image, we have the following inclusion of sets in $J^1_0$:

$$
\pi(\iota(X) \cap J(\mathbb{Q}_p)_{\text{tors}}) \subset \bigcup_i \left( X^1_0 \cap (b_i + pJ^1_0) \right)
$$

Buium shows using a very clever argument that $X^1_0$ is affine, and because $pJ^1_0$ is proper, the intersections $X^1_0 \cap (b_i + pJ^1_0)$ are all finite. The cardinality of the intersection can be bounded by an intersection theory computation [Bui96, Proof of Theorem 1.11].

It is an open question to combine our work with Buium’s to get an unconditional uniform bound on geometric torsion. In forthcoming work with Taylor Dupuy [DKRZB], we will extend Buium’s argument and combine it with our annular bound to obtain a geometric torsion bound for curves of compact-type reduction.
For more general reduction types, the delicate balance between properness and affineness is upset, and some new ideas are needed.

6.5. Kim’s non-Abelian Chabauty program. The hypothesis that \( r < g \) is essential to the analysis of rational points via Chabauty’s method and Coleman’s theory of (abelian) \( p \)-adic integration. An especially inventive new direction to circumvent this limitation is M. Kim’s “non-abelian Chabauty” [Kim05], which exploits mildly non-abelian enrichments of the Jacobian of a curve and iterated, rather than abelian integration, to derive Diophantine results. The initial successes of [Kim05] include a new proof of Siegel’s theorem, and, assuming a few standard conjectures, a new proof of the Mordell conjecture.

There is great interest (and difficulty) in, and voluminous collective activity (e.g., a 2007 Banff workshop) dedicated to, making Kim’s methods explicit and adapting his techniques to derive other Diophantine results. One recent major advance is [BBM16] which extracts from Kim’s work explicit formulas for \( p \)-adic analytic functions vanishing on \( X(\mathbb{Z}) \) in the very special case that \( X \) is hyperelliptic and \( \text{rank} \, J(\mathbb{Q}) = g \).

We give a brief exposition of Kim’s method following [Kim10]. Let \( X \) be an algebraic variety defined over \( \mathbb{Q} \) and set \( \overline{X} = X \times \overline{\mathbb{Q}} \). Set \( \Gamma = \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \). Let \( \pi_1^{et}(X, b) \) be the étale fundamental group based at \( b \in X(\mathbb{Q}) \). For any \( x \in X(\mathbb{Q}) \), the fundamental torsor \( \pi_1^{et}(\overline{X}, b, x) \) gives an element of \( H^1(\Gamma, \pi_1^{et}(\overline{X}, b)) \) yielding a period map

\[
X(\mathbb{Q}) \rightarrow H^1(\Gamma, \pi_1^{et}(\overline{X}, b)).
\]

For technical reasons, one may replace the étale fundamental group by the Tannakian fundamental group associated to locally constant unipotent \( \mathbb{Q}_p \)-vector bundles. Here, a unipotent \( \mathbb{Q}_p \)-vector bundle is a vector bundle on \( X \) equipped with a filtration

\[
L = L_0 \supset L_1 \supset \cdots \supset L_n \supset L_{n+1} = 0
\]

whose associated graded bundles are trivial \( \mathbb{Q}_p \)-vector bundles. Taking the fiber at a point gives a fiber functor, and so one may define a Tannakian fundamental group \( \pi_1^{u, \mathbb{Q}_p}(\overline{X}, b) \) which is equal to the \( \mathbb{Q}_p \)-pro-unipotent completion of the étale fundamental group. Again, one has a period map

\[
X(\mathbb{Q}) \rightarrow H^1(\Gamma, \pi_1^{u, \mathbb{Q}_p}(\overline{X}, b)).
\]

The \( \mathbb{Q}_p \)-pro-unipotent fundamental group has quotients \( [\pi_1^{u, \mathbb{Q}_p}(\overline{X}, b)]_n \) corresponding to taking vector bundles with filtrations of length \( n \). By taking a model for \( X \), we can refine the period map to

\[
X(\mathbb{Z}_S) \rightarrow H^1_f(\Gamma, \pi_1^{u, \mathbb{Q}_p}(\overline{X}, b)) \subset H^1(\Gamma, \pi_1^{u, \mathbb{Q}_p}(\overline{X}, b))
\]

where \( S \) is a finite set of primes containing the primes of bad reduction of \( X \) and the subscript \( f \) denotes local conditions at cofinitely many primes. One may construct a \( p \)-adic period morphism using \( \Gamma_p = \text{Gal}(\overline{\mathbb{Q}}_p/\mathbb{Q}_p) \) and obtain a commutative diagram

\[
\begin{array}{ccc}
X(\mathbb{Z}_S) & \rightarrow & X(\mathbb{Z}_p) \\
\downarrow & & \downarrow \\
H^1_f(\Gamma, [\pi_1^{u, \mathbb{Q}_p}(\overline{X}, b)]_n) & \rightarrow & H^1_f(\Gamma_p, [\pi_1^{u, \mathbb{Q}_p}(\overline{X}, b)]_n)
\end{array}
\]
Here, the lower row should be thought of as analogous to the inclusion $J(\mathbb{Q}) \hookrightarrow J(\mathbb{Q}_p)$ (technically its image under $p$-adic logarithm). Now, one has the isomorphism $H^1_1(\Gamma_p, [\pi_1^{u,Q}(\mathbb{X}, b)]_n) \cong [\pi_1^{DR}(X_{\mathbb{Q}_p}, b)]_n/F^0$ where $F^0$ is the 0th piece of the Hodge filtration on the truncated unipotent de Rham fundamental group. Subject to deep conjectures on Galois representations of geometric origins, in the case of curves one expects the map $H^1_1(\Gamma_p, [\pi_1^{u,Q}(\mathbb{X}, b)]_n) \rightarrow H^1_1(\Gamma_p, [\pi_1^{u,Q}(\mathbb{X}, b)]_n) \cong [\pi_1^{DR}(X_{\mathbb{Q}_p}, b)]_n/F^0$ to have image equal to a proper subset. Now, the target space has coordinates given by $p$-adic iterated integrals
\[ \int_b x^\omega_1 \omega_2 \cdots \omega_m. \]
Consequently, one would obtain a locally analytic function vanishing on the $S$-integral points.

The closely related quadratic Chabauty method introduced by Balakrishnan, Besser, and Müller [BBM16] can be used to study $p$-integral points on hyperelliptic curves whose Mordell–Weil rank is equal to their genus. The authors produce a function that takes on finitely many values on the $p$-integral points. Using this function, they are able to give an explicit method for computing the $p$-integral points. The function arises from iterated $p$-adic integrals and the Coleman–Gross height pairing.

It is an interesting and difficult question to give explicit uniform bounds for the non-abelian or quadratic Chabauty methods. Leaving aside the conjectures on Galois representations, one needs to bound the zeros of a $p$-adic iterated integral. Locally, there are considerable difficulties in maintaining control over the Newton polygon because one is multiplying functions (which have an uncontrolled constant terms coming from constants of integration). Here, having alternative interpretations of the iterated integrals would be helpful. More globally, there is the same issue of the divergence between the analogues of abelian and Berkovich–Coleman integrals in the bad reduction case. Work in progress by Besser–Zerbes addresses this question. The situation is complicated because iterated integrals are not additive along paths but instead obey a more involved concatenation formula.

6.6. The Poonen–Stoll sieve. The Poonen–Stoll sieve [PS14] is a technique that allowed Poonen and Stoll to prove that most odd degree hyperelliptic curves have only one rational point. Here, “most” is defined with respect to the family $\mathcal{F}_g$ of hyperelliptic curves
\[ y^2 = x^{2g+1} + a_1x^{2g} + a_2x^{2g-1} + \cdots + a_{2g}x + a_{2g+1}. \]
A height function is given by
\[ H(C) = \max \{ |a_1|, |a_2|^{1/2}, \ldots, |a_{2g+1}|^{1/(2g+1)} \} \]
and for $X \in \mathbb{R}$,
\[ \mathcal{F}_{g,X} := \{ C \in \mathcal{F}_g \mid H(C) < X \}. \]
The density of a subset $S \subseteq \mathcal{F}_g$ is
\[ \mu(S) = \lim_{X \to \infty} \frac{\#(S \cap \mathcal{F}_{g,X})}{\#\mathcal{F}_{g,X}}. \]
The main result is that the lower density of the set of curves in \( \mathcal{F}_g \) with exactly one rational point is a positive number that tends to 1 as \( g \) goes to infinity. The proof makes use of the Bhargava–Gross theorem on the equidistribution of 2-Selmer elements [BG13].

We will discuss only the step in the proof analogous to the Chabauty method. Recall that the classical Chabauty method uses the \( p \)-adic closure \( J(Q) \subset J(Q_p) \) as a stand-in for the rational points of the Jacobian. The Poonen–Stoll method has a stand-in coming from the Selmer group. For a field \( K \), we apply Galois cohomology of \( \overline{K}/K \) to the short exact sequence

\[
0 \longrightarrow J[p](\overline{K}) \longrightarrow J(\overline{K}) \overset{p}{\longrightarrow} J(\overline{K}) \longrightarrow 0
\]

to obtain a connecting homomorphism \( \frac{J(K)}{pJ(K)} \hookrightarrow H^1(K, J[p]) \). We make use of the inclusion of \( Q \) into its \( v \)-adic completions to obtain a commutative diagram

\[
\begin{array}{c}
\frac{J(Q)}{pJ(Q)} \overset{\delta}{\longrightarrow} H^1(K, J[p]) \\
\downarrow \text{res} \\
\prod_v \frac{J(Q_v)}{pJ(Q_v)} \overset{\delta'}{\longrightarrow} \prod_v H^1(Q_v, J[p]).
\end{array}
\]

The \( p \)-Selmer group is defined to be

\[ \text{Sel}_p J = \{ \xi \in H^1(Q, J[p]) \mid \text{res}(\xi) \in \text{im}(\delta') \}. \]

By construction, there is an inclusion \( J(Q)/pJ(Q) \hookrightarrow \text{Sel}_p J \), and there is also a natural homomorphism \( \text{Sel}_p J \to J(Q_p)/pJ(Q_p) \) coming from \( \text{res} \). The image of \( \text{Sel}_p J \) in \( J(Q_p)/pJ(Q_p) \) is a stand-in for the image of \( J(Q)/pJ(Q) \). The logarithm map \( \log : J(Q_p) \to \mathbb{Z}_p^2 \) induces a homomorphism \( \log \otimes F_p : J(Q_p)/pJ(Q_p) \to F_p^2 \).

We will projectivize and consider the intersection of the image of \( X(Q_p) \) with the image of \( \text{Sel}_p J \) in \( P^{g-1}(F_p) \). We have a commutative diagram

\[
\begin{array}{c}
X(Q) \longrightarrow X(Q_p) \\
\downarrow \quad \downarrow \\
J(Q) \longrightarrow J(Q_p) \overset{\log}{\longrightarrow} \mathbb{Z}_p^2 \\
\downarrow \quad \downarrow \pi_p \\
J(Q)/pJ(Q) \overset{\text{Sel}_p J}{\longrightarrow} \text{Sel}_p J \\
\downarrow \quad \downarrow \quad \downarrow \sigma \\
J(Q)/pJ(Q) \overset{\log \otimes F_p}{\longrightarrow} F_p^2 \longrightarrow P^{g-1}(F_p).
\end{array}
\]

where \( \sigma \) is defined by composition.

The analogue of the Chabauty method is the following statement:

**Proposition 6.7.** Suppose that \( \sigma \) is injective. Then we have \( J(Q)[p^\infty] = 0 \) and \( \rho \log(J(Q)) \subseteq P(\text{Sel}_p J) \). If, in addition, \( \rho \log(C(Q_p)) \) and \( P(\text{Sel}_p J) \) are disjoint, then \( C(Q_p) \cap J(Q) \subseteq J(Q_p)[p^\prime] \).

Here, \( J(Q_p)[p^\prime] \) denotes the prime-to-\( p \) torsion. Because \( \rho \) is not defined on all of the logarithm of torsion, we cannot conclude that \( C(Q) = \emptyset \) as one might initially expect. The main result follows from restricting to the case \( p = 2 \) and making use
of the Bhargava–Gross result to show that on a set of curves of positive density $\sigma$ is injective and $\rho \log(C(Q_p)) \cap P(\text{Sel}_p, J) = \emptyset$. Therefore, the only rational points are torsion. By cutting away small sets from $F_g$, one may ensure that the only torsion points are Weierstrass points. But the only prime-to-$2$ Weierstrass torsion point is the point at infinity.

The Poonen–Stoll sieve has been exploited by Stoll [Sto15] to give an algorithm for finding rational points on curves. The algorithm, which requires conditions on the maps $\sigma$ and $\pi_p$ to succeed, does not require finding generators of a finite-index subgroup of the Mordell–Weil group. The difficulty of that step is the major obstacle to executing the usual explicit Chabauty method in practice.
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