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Abstract

Cyber-physical systems (CPS) encounter a large volume of data which is added to the system gradually in real time and not altogether in advance. As the volume of data increases, the domain of the control strategies also increases, and thus it becomes challenging to search for an optimal strategy. Even if an optimal control strategy is found, implementing such strategies with increasing domains is burdensome. To derive an optimal control strategy in CPS, we typically assume an ideal model of the system. Such model-based control approaches cannot effectively facilitate optimal solutions with performance guarantees due to the discrepancy between the model and the actual CPS. Alternatively, traditional supervised learning approaches cannot always facilitate robust solutions using data derived offline. Similarly, applying reinforcement learning approaches directly to the actual CPS might impose significant implications on safety and robust operation of the system. The goal of this chapter is to provide a theoretical framework that aims at separating the control and learning tasks which allows us to combine offline model-based control with online learning approaches, and thus circumvent the challenges in deriving optimal control strategies for CPS.

1 Introduction

Cyber-physical systems (CPS) encounter a large volume of data which is added to the system gradually in real time and not altogether in advance as for example in emerging mobility systems [1], networked control systems [2,3], mobility markets [4,5], smart power grids [6,7], power systems [8], cooperative cyber-physical networks [9,10], social media platforms [11,12], cooperation of robots [13,14], and internet of things [15,16]. In such applications, we typically use a model to derive the optimal control strategy of the system. However, model-based control approaches cannot effectively facilitate optimal solutions due to the discrepancy between the model and the actual system. On the other hand, traditional supervised learning approaches cannot always facilitate robust solutions using data derived offline. Similarly, applying reinforcement learning approaches directly to the actual CPS might impose undesired implications on safety and robust operation of the system. The overarching goal of this chapter is to investigate how to circumvent these challenges at the intersection of learning and control.

The evolution of the state of many CPS, in several instances, can be appropriately represented by a Markov decision process (MDP) or partially observed MDP (POMDP). Reinforcement learning (RL) [19,20] has been widely used as an adaptive approach [21,22] to derive the optimal control strategy in MDPs and POMDPs [23] where a model of the system might not be available [25,26]. In particular, research efforts have focused on addressing MDPs and POMDPs either with direct or indirect RL methods including robust learning-based approaches [27,28], learning-based model predictive control [29,30], optimization of powertrain operation of vehicles with respect to the driver’s driving style [31,32], planning of autonomous vehicles [33,34], traffic control in simulation and scaled experiments [35,36], decentralized learning for stochastic games [37,38], optimal social routing [39,40], congestion games [41,42], and enhanced security against replay attacks in CPS [43,44].

Implications on robustness of optimal control strategies derived using an “incorrect” model and applied to the actual system have been discussed in [45,46]. Other efforts have focused on approximate planning and learning in POMDPs using an information state [47,48]. This approach provides a constructive way for RL in partially observed
systems. More recent efforts have also combined model reference adaptive control with RL to generate online policies [49]. Two recent survey papers [50,51] provide a comprehensive review of the general RL problem formulations along with a complete list of applications.

In this chapter, we present a framework in which we aim at finding sufficient statistics to compress the growing data of the system without loss of optimality using a conditional probability of the state of the system at time \( t \in \mathbb{R}_{\geq 0} \) given all data available up until \( t \). This conditional probability is called information state of the system and takes values in a time-invariant space. We use this information state to derive separated control strategies. Separated control strategies are related to the concept of separation between the estimation of the information state and control of the system. An important consequence of this separation is that for any given choice of control strategies and a realization of the system’s variables until time \( t \), the information states of the system at future times do not depend on the choice of the control strategy at time \( r \) but only on the realization of the control at time \( t \) [52]. Thus, the future information states are separated from the choice of the current control strategy. By establishing separated control strategies, we can derive offline the optimal control strategy of the system with respect to the information state, which takes values in a time-invariant space, and then use standard learning techniques [53,54] to learn the information state online while data are added gradually to the system. This approach could effectively facilitate optimal solutions with performance guarantees in a wide range of complex CPS [55].

The structure of this chapter is organized as follows. In Section 2, we present the modeling framework and formulation of the optimal control problem. In Section 3, we provide results on separated control strategies. In Section 4, we illustrate the framework with a simple example. Finally, we provide concluding remarks and discuss potential directions for future research in Section 5.

1.1 Notation

We denote random variables with upper case letters, and their realizations with lower case letters, e.g., for a random variable \( X_t, x_t \) denotes its realization. Subscripts denote time. The expectation of a random variable is denoted by \( \mathbb{E}[\cdot] \), the probability of an event is denoted by \( \mathbb{P}(\cdot) \), and the probability density function is denoted by \( p(\cdot) \). For a control strategy \( g \), we use \( \mathbb{E}^g[\cdot] \), \( \mathbb{P}^g(\cdot) \), and \( p^g(\cdot) \) to denote that the expectation, probability, and probability density function, respectively, depend on the choice of the control strategy \( g \). For two measurable spaces \((\mathcal{X}, \mathcal{X})\) and \((\mathcal{Y}, \mathcal{Y})\), \( \mathcal{X} \otimes \mathcal{Y} \) is the product σ-algebra on \( \mathcal{X} \times \mathcal{Y} \) generated by the collection of all measurable rectangles, i.e., \( \mathcal{X} \otimes \mathcal{Y} := \sigma(\{A \times B : A \in \mathcal{X}, B \in \mathcal{Y}\}) \). The product of \((\mathcal{X}, \mathcal{X})\) and \((\mathcal{Y}, \mathcal{Y})\) is the measurable space \((\mathcal{X} \times \mathcal{Y}, \mathcal{X} \otimes \mathcal{Y})\).

2 Separated Control Strategies

We consider a system evolving as a POMDP in which there is a large volume of data that is added to the system gradually and not altogether in advance. We seek to separate the control and learning tasks in the system which can eventually help us combine offline model-based control with online learning approaches. In particular, we aim at finding sufficient statistics to compress the growing data of the system without loss of optimality using a conditional probability of the state of the system at time \( t \) given all the data available up until \( t \). This conditional probability is called information state and it takes values in a time-invariant space. Using this information state, we can derive offline the optimal control strategy with respect to the information state, which might not be precisely known due to model uncertainties or complexity of the system, and then use standard learning
techniques to learn the information state online while data are added gradually to the system in real time. Structural results can also help us derive optimal strategies in decentralized systems [60–64].

More specifically, in our framework illustrated in Fig. 1, we use the actual system that we seek to optimally control online, in parallel with a model of the system that we have available. We establish an information state which is the conditional joint probability distribution of the states of the model and the actual system at time \( t \) given all data available of the model up until time \( t \), i.e., \( p(\text{state of model, state of actual system} \mid \text{data of the model}) \). Then, we use this information state in conjunction with the model to derive offline separated control strategies. Since we derive the optimal strategies offline, the state of the actual system is not known, i.e., the actual system operates only online, and thus the optimal strategy of the model is parameterized with respect to all realizations of the state of the actual system. However, since the control strategy and the process of estimating the information state are separated, we can learn the information state of the system online, while we operate simultaneously the model and the actual system in real time. Namely, the optimal strategy derived for the model offline, which is parameterized with respect to the state of the actual system, is used to operate the actual system in parallel with the model. As we operate both the actual system and the model and collect data, we can learn the information state online. In our exposition, we show that when the information state becomes known online through learning, the separated control strategy of the model derived offline is optimal for the actual system.

2.1 An Illustrative CPS Application: Separation Between Learning and Control

In this section, we outline how we could potentially separate the learning and control tasks in a CPS application. Consider a number of connected and automated vehicles (CAVs) that need to coordinate in a given traffic scenario, e.g., crossing a signal-free intersection (Fig. 2), in which a large volume of data by CAVs and infrastructure is produced gradually in real time. CAVs are typical CPS where the cyber component (data and shared information through vehicle-to-vehicle and vehicle-to-infrastructure communication) can aim at optimally controlling the physical entities (CAVs, non-CAVs).

The region at the center of the intersection, called **merging zone**, is the area of potential lateral collision of the vehicles. The intersection has also a **control zone** (Fig. 2) inside of which the CAVs can communicate with each other and the infrastructure to exchange information, e.g., share their position, speed, occupied lane, and route within the control zone. The objective is to derive a control strategy for the CAVs to cross the intersection by minimizing fuel consumption without the use of traffic lights, without creating congestion, and under the hard safety constraint of collision avoidance. The actual system consists of the individual CAVs inside the control zone. The state of the system is the position and speed of CAVs inside the control zone, the control input is the acceleration/deceleration of each CAV, and the cost function is the fuel consumption of all CAVs.
To compute the optimal control input for each CAV, we typically model each CAV as a double integrator and consider perfect communication among the CAVs, e.g., without any delays [65]. This allows us to derive a closed-form analytical solution [66], which exists under certain conditions [67], that yields for each CAV the optimal control input (acceleration/deceleration) at any time in the sense of minimizing fuel consumption. However, implementing this solution in physical CAVs (the actual system) imposes significant implications due to the discrepancy between the double integrator model and the dynamics of a physical CAV in addition to the presence of communication delays [68]. First, due to the existing delays in the communication among the CAVs, the precise position and speed of each CAV inside the control zone is not known to other CAVs. Therefore, the position and speed trajectories of each CAV resulting from the solution using the double integrator models might activate state, control, and safety constraints within the control and merging zones. Second, depending on their size and weight, some CAVs might not be able to follow the optimal control input (acceleration/deceleration) given by the solution since the optimal control input is derived using a double integrator model which is far from being able to capture the dynamics of a vehicle. Thus, the actual position and speed trajectories of each CAV, and as a result, the true state of the system (actual system) will be different from what it is expected by the solution. Learning the policy online might impose undesirable implications on safety and robust operation of the system.

To separate learning and control in this application, the first step is to establish an information state which is the conditional joint probability distribution of the speed and position of the CAVs resulted by the double integrator models and the actual ones resulted by the physical CAVs at time $t$, i.e., $p($state of CAVs by double integrator models, state of physical CAVs data of the double integrator models$)$. Then, we use this information state along with the double integrator models to derive offline the optimal control input (acceleration/deceleration profile) of the CAVs. Since we derive the optimal control input of each CAV offline, the state of the actual system (position and speed of the physical CAVs) is not known, so the control input is parameterized with respect to different possible realizations of the speed and position of the physical CAVs. The next step is to implement the parameterized control input derived offline in the physical CAVs. This step is

![Figure 2: A signal-free intersection with connected and automated vehicles.](image-url)
essentially the same as the one of the original approach described above with the only difference being that the control input now is parameterized. However, as we operate simultaneously the physical CAVs and the double integrator models, we collect data and learn the information state of the system online. When the information state becomes known online through learning, the control input derived offline using the double integrator models is optimal for the physical CAVs.

2.2 Modeling Framework

We consider a system with a measurable state space \((\mathcal{X}_t, \mathcal{F}_t, \mathcal{P})\), where \(\mathcal{X}_t\) is the set in which the system state takes values at time \(t = 0, 1, \ldots, T - 1\), and \(\mathcal{F}_t\) is the associated \(\sigma\)-algebra. Let \(X_t\) be a random variable that represents the state of the model of the system and \(\hat{X}_t\) be a random variable that represents the state of the actual system. Both random variables are defined on the probability space \((\Omega, \mathcal{F}, \mathcal{P})\), i.e., \(X_t : (\Omega, \mathcal{F}) \rightarrow (\mathcal{X}_t, \mathcal{F}_t), \hat{X}_t : (\Omega, \mathcal{F}) \rightarrow (\mathcal{X}_t, \mathcal{F}_t)\), where \(\Omega\) is the sample space, \(\mathcal{F}\) is the associated \(\sigma\)-algebra, and \(\mathcal{P}\) is a probability measure on \((\Omega, \mathcal{F})\). The control of the actual system is represented by a random variable \(U_t : (\Omega, \mathcal{F}) \rightarrow (\mathcal{U}_t, \mathcal{F}_t)\), defined on the probability space \((\Omega, \mathcal{F}, \mathcal{P})\), and takes values in the measurable space \((\mathcal{U}_t, \mathcal{F}_t)\), where \(\mathcal{U}_t\) is the system’s nonempty feasible set of actions at time \(t\) and \(\mathcal{F}_t\) is the associated \(\sigma\)-algebra. The actual system and its corresponding model are illustrated in Fig. 3.

Let \(U_t\) be the control of the actual system at time \(t\). Starting at the initial state \(X_0\), the evolution of the mathematical model of the system that we have available is described by the state equation

\[
X_{t+1} = f_t(X_t, U_t, W_t),
\]

where \(t = 0, 1, \ldots, T - 1\), and \(W_t\) is a random variable defined on the probability space \((\Omega, \mathcal{F}, \mathcal{P})\) that corresponds to the external, uncontrollable disturbance to the actual system, hence to the model too, and takes values in a measurable set \((\mathcal{W}, \mathcal{W})\), i.e., \(W_t : (\Omega, \mathcal{F}) \rightarrow (\mathcal{W}, \mathcal{W})\). Similarly, starting at the initial state \(X_0\), the evolution of the actual system is described by the state equation

\[
\hat{X}_{t+1} = \hat{f}_t(\hat{X}_t, U_t, W_t),
\]
where \( t = 0, 1, \ldots, T - 1 \), while \( \{W_t : t = 0, \ldots, T - 1\} \) is a sequence of independent random variables that are also independent of the initial state \( X_0 \).

At time \( t = 0, 1, \ldots, T - 1 \), we make an observation \( Y_t \) of the model’s output, which takes values in a measurable set \( (\mathcal{Y}, \mathcal{F}) \), described by the observation equation

\[
Y_t = h_t(X_t, Z_t),
\]

where \( Z_t \) is a random variable defined on the probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) that corresponds to the noise of the sensor and takes values in a measurable set \( (\mathcal{Z}, \mathcal{G}) \), i.e., \( Z_t : (\Omega, \mathcal{F}) \rightarrow (\mathcal{Z}, \mathcal{G}) \). Note \( \{Z_t : t = 0, \ldots, T - 1\} \) is a sequence of independent random variables that are also independent of \( \{W_t : t = 0, \ldots, T - 1\} \), and the initial state \( X_0 \). Similarly, at time \( t = 0, 1, \ldots, T - 1 \), we make an observation \( \hat{Y}_t \) of the actual system, which takes values in a measurable set \( (\mathcal{Y}, \mathcal{F}) \), described by the observation equation

\[
\hat{Y}_t = h_t(\hat{X}_t, Z_t).
\]

An information state, denoted by \( \Pi_t \), consists of the measurable function \( g \) of independent random variables that are also independent of \( \{\hat{Y}_t, U_t : t = 0, \ldots, T - 1\} \) and the initial state \( X_0 \). Thus, the information state \( \Pi_t \) is the feasible set of strategies, yields a decision

\[
U_t = g_t(\hat{Y}_t, U_{t-1}),
\]

where the measurable function \( g_t \) is the control law.

**Problem 1** [Actual system]: The problem is to derive the optimal control strategy \( g^* \in \mathcal{G} \) that minimizes the expected total cost of the actual system,

\[
\hat{J}(g) = \mathbb{E} \left[ \sum_{t=0}^{T-1} c_t(\hat{X}_t, U_t) + c_T(\hat{X}_T) \right],
\]

where the expectation is with respect to the joint probability distribution of the random variables \( \hat{X}_t \) and \( U_t \) designated by the choice of \( g \in \mathcal{G} \). \( c_t(\cdot, \cdot) : (\mathcal{X}, \mathcal{F}) \times (\mathcal{U}, \mathcal{G}) \rightarrow \mathbb{R} \) is the measurable cost function of the actual CPS at \( t \), and \( c_T(\cdot) : (\mathcal{X}, \mathcal{F}) \rightarrow \mathbb{R} \) is the measurable cost function at \( T \).

The statistics of the primitive random variables \( X_0 \), \( \{W_t : t = 0, \ldots, T - 1\} \), \( \{Z_t : t = 0, \ldots, T - 1\} \), the observation equations \( \{h_t : t = 0, \ldots, T - 1\} \), and the cost functions \( \{c_t : t = 0, \ldots, T\} \) are all known. However, the state equations \( \{f_t : t = 0, \ldots, T - 1\} \) are not known.

### 3 Separation of Learning and Control

In our exposition, we address Problem 1 from the point of view of a central controller who seeks to derive the optimal strategy \( g \in \mathcal{G} \) of the actual system. We consider densities for all probability distributions to simplify notation. Let \( g = \{g_t : t = 0, \ldots, T - 1\}, g \in \mathcal{G} \), be a control strategy which yields a decision \( U_t = g_t(Y_{0:t}, U_{0:t-1}) \). First, we institute an appropriate information state that can be used to formulate a classical dynamic programing decomposition. To establish this information state, we use the model of the system in conjunction with the actual system (Fig. 2).

The information state, denoted by \( \Pi_t(Y_{0:t}, U_{0:t-1})|X_t, \hat{X}_t) \) and defined formally next, is the probability density function \( p(X_t, \hat{X}_t | Y_{0:t}, U_{0:t-1}) \). In what follows, to simplify notation, the information state \( \Pi_t(Y_{0:t}, U_{0:t-1})|X_t, \hat{X}_t) \) at \( t \) is denoted simply by \( \Pi_t \). We use its arguments only if it is required in our exposition.

**Definition 1.** An information state, \( \Pi_t \), for the system illustrated in Fig. 2, described by the state equations (1) and (2), is a function of \( (Y_{0:t}, U_{0:t-1}) \), while (b) \( \Pi_{t+1} \) is determined from \( \Pi_t, Y_{t+1}, U_t \).

Next, we provide some necessary results that aim at establishing the information state. The results of the following Lemmas 1-3 are equivalent to the results of [69] Lemmas 1-3 when the information structure of the system is classical [70, 71] and the controller has perfect recall [52, 72].

**Lemma 1.** For any control strategy \( g \in \mathcal{G} \) of the system, the conditional probability of the model’s observation \( Y_{t+1} \) at \( t + 1 \) given the states of the model and the actual system \( X_{t+1} \) and \( \hat{X}_{t+1} \) at \( t + 1 \), respectively, the history of the model’s
actions $U_{0:t}$, and the history of the control actions $U_{0:t}$ is equal to the conditional probability of the model’s observation $Y_{t+1}$ at $t+1$ given the states of the model $X_{t+1}$ at $t+1$, which does not depend on the control strategy $g$. Equivalently, we have

$$p^g(Y_{t+1} \mid X_{t+1}, \hat{X}_{t+1}, Y_{0:t}, U_{0:t}) = p(Y_{t+1} \mid X_{t+1}),$$  \hspace{1cm} (7)

for all $t = 0, 1, \ldots, T - 1$.

**Lemma 2.** For any control strategy $g \in \mathcal{G}$ of the system, the conditional probability of the joint distribution of the states of the model and the actual system $X_{t+1}$ and $\hat{X}_{t+1}$ at $t+1$, respectively, given the states of the model and the actual system $X_t$ and $\hat{X}_t$ at $t$, respectively, the history of the model’s observations $Y_{0:t}$, and the history of the control actions $U_{0:t}$ is equal to the conditional probability of the joint distribution of the states of the model and the actual system $X_{t+1}$ and $\hat{X}_{t+1}$ at $t+1$, respectively, given the states of the model and the actual system $X_t$ and $\hat{X}_t$, respectively, and the control action $U_t$ at $t$, which does not depend on the control strategy $g$. Equivalently, we have

$$p^g(X_{t+1}, \hat{X}_{t+1} \mid X_t, \hat{X}_t, Y_{0:t}, U_{0:t}) = p(X_{t+1}, \hat{X}_{t+1} \mid X_t, \hat{X}_t, U_t),$$ \hspace{1cm} (8)

for all $t = 0, 1, \ldots, T - 1$.

**Lemma 3.** For any control strategy $g \in \mathcal{G}$ of the system, the conditional probability of the joint distribution of the states of the model and the actual system $X_t$ and $\hat{X}_t$ at $t$, respectively, given the history of the model’s observations $Y_{0:t}$, and the history of the control actions $U_{0:t-1}$ does not depend on the control strategy $g$. Equivalently, we have

$$p^g(X_t, \hat{X}_t \mid Y_{0:t}, U_{0:t-1}) = p(X_t, \hat{X}_t \mid Y_{0:t}, U_{0:t-1}),$$ \hspace{1cm} (9)

for all $t = 0, 1, \ldots, T - 1$.

**Remark 1.** As a consequence of Lemma 3 and since both $X_t$ and $\hat{X}_t$ do not depend on $U_t$, for any control strategy $g \in \mathcal{G}$ of the system, the conditional probability of the joint distribution of the states of the model and the actual system $X_t$ and $\hat{X}_t$ at $t$, respectively, given the history of the model’s observations $Y_{0:t}$, and the history of the control actions $U_{0:t}$ up until $t$ is equal to the conditional probability of the joint distribution of the states of the model and the actual system $X_t$ and $\hat{X}_t$ at $t$, respectively, given the history of the model’s observations $Y_{0:t}$, and the history of the control actions $U_{0:t-1}$ up until $t - 1$ which does not depend on the control strategy $g$. Equivalently, we have

$$p^g(X_t, \hat{X}_t \mid Y_{0:t}, U_{0:t}) = p(X_t, \hat{X}_t \mid Y_{0:t}, U_{0:t-1}).$$ \hspace{1cm} (10)

The next result shows that such information state does not depend on the control strategy of the model.

**Theorem 1.** For any control strategy $g \in \mathcal{G}$ derived offline using the model of the system, the information state $\Pi_t(Y_{0:t}, U_{0:t-1})(X_t, \hat{X}_t)$ does not depend on the control strategy $g$. Moreover, there is a function $\phi_t$, which does not depend on the control strategy $g$, such that

$$\Pi_{t+1}(Y_{0:t+1}, U_{0:t+1})(X_{t+1}, \hat{X}_{t+1}) = \phi_t[\Pi_t(Y_{0:t}, U_{0:t-1})(X_t, \hat{X}_t), Y_{t+1}, U_t],$$ \hspace{1cm} (11)

for all $t = 0, 1, \ldots, T - 1$.

The result of Theorem 1 follows from Lemmas 2 and 3 and Remark 1. Note that the system’s information state $\Pi_{t+1}(Y_{0:t+1}, U_{0:t+1})(X_{t+1}, \hat{X}_{t+1})$ is the entire probability density function and not just its value at any particular realization of $X_{t+1}$ and $\hat{X}_{t+1}$. This is because to compute $\Pi_{t+1}(Y_{0:t+1}, U_{0:t+1})(X_{t+1}, \hat{X}_{t+1})$ for any particular realization of $X_{t+1}$ and $\hat{X}_{t+1}$, we need the probability density functions $p(\cdot, \cdot \mid Y_{0:t}, U_{0:t})$ and $p(\cdot, \cdot \mid Y_{0:t}, U_{0:t-1})$. This implies that the information state takes values in the space of these probability densities, which is an infinite-dimensional space.

**Definition 2.** A control strategy $g = \{g_t; t = 0, \ldots, T - 1\}$ of the system is said to be separated if $g_t$ depends on $Y_{0:t}$ and $U_{0:t}$ only through the information state, i.e., $U_t = g_t(\Pi_t(Y_{0:t}, U_{0:t-1})(X_t, \hat{X}_t))$. Let $\mathcal{G}^s \subseteq \mathcal{G}$ denote the set of all separated control strategies.
To derive the optimal control strategy of the actual system in Problem 1, we formulate the following optimization problem.

**Problem 2** Using the model of the actual system, we seek to derive offline the optimal control strategy \( g^* \in \mathcal{G}^s \) that minimizes the following expected total cost

\[
J(g; \hat{x}_{0:T}) = \mathbb{E}^x \left[ \sum_{t=0}^{T-1} \left[ c_t(X_t, U_t) + \beta \cdot |X_{t+1} - \hat{X}_{t+1}|^2 \right] + c_T(X_T) \right],
\]

where \( X_{t+1} = f_t(X_t, U_t, W_t), \hat{X}_{t+1} = \hat{f}_t(\hat{X}_t, U_t, W_t) \), and \( \beta \) is a factor to adjust the units and size of the norm accordingly as designated by the cost function \( c_t(\cdot, \cdot) \). The norm penalizes any discrepancy between the realizations of the state of the system’s model and the state of the actual system. The expectation in (12) is with respect to the joint probability distribution of the random variables \( X_t, U_t, \hat{X}_t, t = 0, 1, \ldots, T \), (designated by the choice of \( g \in \mathcal{G}^s \)) and \( W_t \). Since solving (12) is an offline process, the realizations \( \hat{x}_{0:T} \) of the state \( \hat{X}_{0:T} \) of the actual system are not known, and thus \( g^* \) is parameterized with respect to \( \hat{x}_{0:T} \). The statistics of the primitive random variables \( X_0, \{W_t : t = 0, \ldots, T-1\}, \{Z_t : t = 0, \ldots, T-1\} \), the state equations \( \{f_t : t = 0, \ldots, T-1\} \), the observation equations \( \{h_t : t = 0, \ldots, T-1\} \), and the cost functions \( \{c_t : t = 0, \ldots, T\} \) are all known.

Next, we use the information state \( \Pi_t(Y_{0:t}, U_{0:t-1}) (X_t, \hat{X}_t) \) to derive offline the optimal separated control strategy in Problem 2. In our exposition, we define recursive functions, and show that a separated control strategy, namely, a control strategy \( g = \{g_t : t = 0, \ldots, T-1\} \) where \( g_t \) depends on \( Y_{0:t-1} \) and \( U_{0:t} \) only through the information state, i.e., \( U_t = g_t(\Pi_t(Y_{0:t}, U_{0:t-1})(X_t, \hat{X}_t)) \), of the system’s model is optimal. In addition, we obtain a classical dynamic programming decomposition.

**Theorem 2.** Let \( V_t(Y_{0:t}, U_{0:t-1})(X_t, \hat{X}_t); \hat{x}_t \) be functions defined recursively for all \( g \in \mathcal{G}^s \) by

\[
\begin{align*}
V_T(\Pi_T(Y_{0:T}, U_{0:T-1})(X_T, \hat{X}_T)) &:= \mathbb{E}^x \left[ c_T(X_T) \mid \Pi_T = \pi_T \right], \\
V_t(\Pi_t(Y_{0:t}, U_{0:t-1})(X_t, \hat{X}_t); \hat{x}_t) &:= \inf_{u_t \in \mathcal{U}} \mathbb{E}^x \left[ c_t(X_t, U_t) + \beta \cdot |X_{t+1} - \hat{X}_{t+1}|^2 \right. \\
&\quad + \left. V_{t+1}(\phi \left[ \Pi_t(Y_{0:t}, U_{0:t-1})(X_t, \hat{X}_t), Y_{t+1}, U_t \right]; \hat{x}_{t+1}) \mid \Pi_t = \pi_t, U_t = u_t \right],
\end{align*}
\]

where \( c_t(X_t) \) is the cost function at \( T \); \( \beta \) is a factor to adjust the units and size of the norm as designated by the cost function \( c_t(\cdot, \cdot) \); and \( \Pi_T, \pi_t, \) and \( u_t \in \mathcal{U}^X \) are the realizations of \( \Pi_T, \pi_t, \) and \( U_t \in \mathcal{U}^X \), respectively. Then, (a) for any control strategy \( g \in \mathcal{G}^s \),

\[
V_t(\Pi_t(Y_{0:t}, U_{0:t-1})(X_t, \hat{X}_t); \hat{x}_t) \leq J_t(g; \hat{x}_{0:T}) := \mathbb{E}^x \left[ \sum_{i=0}^{T-1} c_t(X_t, U_t) \right. \\
&\quad + \beta \cdot |X_{t+1} - \hat{X}_{t+1}|^2 + c_T(X_T) \mid Y_{0:T}, U_{0:T-1} \right],
\]

where \( J_t(g; \hat{x}_{0:T}) \) is the cost-to-go function of the system’s model, parameterized by the realizations of the state \( \hat{X}_t \) of the actual system, at time \( t \) corresponding to the control strategy \( g \) and (b) \( g \in \mathcal{G}^s \) is optimal and

\[
V_t(\Pi_t(Y_{0:t}, U_{0:t-1})(X_t, \hat{X}_t); \hat{x}_t) = J_t(g; \hat{x}_{0:T}),
\]

with probability 1.

The result of Theorem 2 is equivalent to the result of [69] Theorem 2 when the system’s information structure is classical [70,71] and the controller has perfect recall [52,53].

The optimal strategy derived by the system’s model is parameterized with respect to the potential realizations \( \hat{x}_{0:T} \) of the state \( \hat{X}_t \) of the actual system. Then, we use this strategy to operate the actual system in parallel with the system’s model (Fig. 5) and we collect data from both. Using these data, we learn the information state \( \Pi_t(Y_{0:t}, U_{0:t-1})(X_{t+1}, \hat{X}_{t+1}) \) online.
Proposition 1. The information state $\Pi_t(Y_{0:t}, U_{0:t-1})(X_t, \hat{X}_t)$ of the system illustrated in Fig. 3 is a function of $p(X_t | Y_{0:t}, U_{0:t-1}), p(\hat{X}_t | Y_{0:t}, U_{0:t-1})$, and $p(\hat{Y}_{0:t} | U_{0:t-1})$.

Proof. Recall $\Pi_0(Y_{0:t}, U_{0:t-1})(X_t, \hat{X}_t) = p(X_t, \hat{X}_t | Y_{0:t}, U_{0:t-1})$. Next,

$$p(X_t, \hat{X}_t | Y_{0:t}, U_{0:t-1}) = \frac{p(\hat{X}_t | X_t, Y_{0:t}, U_{0:t-1}) \cdot p(X_t, Y_{0:t}, U_{0:t-1})}{p(Y_{0:t}, U_{0:t-1})} = \frac{p(\hat{X}_t | Y_{0:t}, U_{0:t-1}) \cdot p(X_t, Y_{0:t}, U_{0:t-1})}{p(Y_{0:t}, U_{0:t-1})} = p(\hat{X}_t | Y_{0:t}, U_{0:t-1}),$$

where, in the second equality, we used the fact that $\hat{X}_t$ does not depend on $X_t$ and $Y_{0:t}$, and in the third equality we applied Bayes’ rule. The first term in (17) can be written as

$$p(\hat{X}_t | U_{0:t-1}) = \int_{\mathbb{R}^2} p(\hat{X}_t | \hat{Y}_{0:t}, U_{0:t-1}) \cdot p(\hat{Y}_{0:t} | U_{0:t-1}) d\hat{Y}_{0:t}.$$  

(18)

Substituting (18) into (17), the result follows. □

Remark 2. The conditional probabilities $p(X_t | Y_{0:t}, U_{0:t-1})$ and $p(\hat{X}_t | \hat{Y}_{0:t}, U_{0:t-1})$ can be computed from the following recursive equations starting from the initial priors $p(X_0 | Y_0, U_0)$ and $p(\hat{X}_0 | \hat{Y}_0, U_0)$, respectively,

$$p(X_t | Y_{0:t}, U_{0:t-1}) = \theta_{t-1} \cdot [p(X_{t-1} | Y_{0:t-1}, U_{0:t-2}, Y_t, U_{t-1}],$$

(19)

$$p(\hat{X}_t | \hat{Y}_{0:t}, U_{0:t-1}) = \hat{\theta}_{t-1} \cdot [p(\hat{X}_{t-1} | \hat{Y}_{0:t-1}, U_{0:t-2}, \hat{Y}_{t-1}, U_{t-1}].$$

(20)

for all $t = 0, 1, \ldots, T - 1$, where $\theta_t$ and $\hat{\theta}_t$ are appropriate functions [57].

Remark 3. The information state $\Pi_t(Y_{0:t}, U_{0:t-1})(X_t, \hat{X}_t)$ of the system illustrated in Fig. 3 can be obtained by using standard approaches, i.e., [53, 54], to learn online the conditional probabilities $p(\hat{Y}_{0:t} | U_{0:t-1})$ while we operate the actual system.

Next, we show that after the information state becomes known through learning, then the separated control strategy of the system’s model derived offline is optimal for the actual system.

Theorem 3. Let $g \in \mathcal{G}$ be an optimal separated control strategy derived offline for the system’s model which minimizes the expected total cost,

$$J(g; \hat{X}_0:T) := \mathbb{E}^g \left[ \sum_{t=0}^{T-1} c_t(X_t, U_t) + B \cdot |X_{t+1} - \hat{X}_{t+1}|^2 + c_T(X_T) \right],$$

(21)

in Problem 2. If $p(X_t, \hat{X}_t | Y_{0:t}, U_{0:t-1})$ is known, then $g$ minimizes also the expected total cost of the actual system,

$$\hat{J}(g) = \mathbb{E}^g \left[ \sum_{t=0}^{T-1} c_t(\hat{X}_t, U_t) + c_T(\hat{X}_T) \right],$$

(22)

in Problem 1.

Proof. If $p(X_t, \hat{X}_t | Y_{0:t}, U_{0:t-1})$ is known, then, for all $t = 0, \ldots, T - 1, U_t = g_t(p(X_t, \hat{X}_t | Y_{0:t}, U_{0:t-1}))$ minimizes (21), which implies that

$$|X_{t+1} - \hat{X}_{t+1}|^2 = 0,$$

(23)
for all \( t = 0, \ldots, T - 1 \). Hence \( c_t(X_t, U_t) = c_t(\hat{X}_t, U_t) \) and \( c_T(X_T) = c_T(\hat{X}_T) \). Therefore,

\[
J(g; \hat{X}_{0:T}) = \mathbb{E} \left[ \sum_{t=0}^{T-1} c_t(X_t, U_t | X_t) + c_T(X_T) \right] = J(g).
\] (24)

\[\square\]

4  Illustrative Example

In this section, we present a simple example to illustrate how to derive the optimal control strategy for a system that evolves for a time horizon \( T = 2 \) using a model of the system and separating the learning and control tasks. The initial state, \( X_0 \), and disturbance, \( W_0 \), of the system (primitive random variables) are Gaussian random variables with zero mean, variance 1, and covariance 0.5. The state of the actual system is denoted by \( \hat{X}_t \), \( t = 0, 1, 2 \), and evolves as follows:

\[
\begin{align*}
\hat{X}_0 &= X_0, \\
\hat{X}_1 &= \hat{X}_0 + U_0 + W_0 = X_0 + U_0 + W_0, \\
\hat{X}_2 &= \hat{X}_1 + U_1,
\end{align*}
\] (25)

and the observation equations are

\[
\hat{Y}_t = \hat{X}_t, \quad t = 0, 1, 2.
\] (26)

The control action \( U_t, t = 0, 1, \) of the system is given by a control strategy \( g = \{g_t; t = 0, 1\}, g \in G \),

\[
U_t = g_t(\hat{X}_t, U_{t-1}),
\] (27)

where \( g_t \) is the control law, which is a measurable function \( g_t: (\mathcal{X} \times \mathcal{Y}_{t-1}, \mathcal{G} \otimes \mathcal{B}_{t-1}) \to (\mathcal{Y}_t, \mathcal{B}_t) \). The feasible sets of decisions \( \mathcal{Y}_t \) at \( t = 0, 1 \) consist of \( U_0 = g_0(\hat{X}_0) \), and \( U_1 = g_1(\hat{X}_0, \hat{X}_1, U_0) \). The problem is to derive the optimal control strategy \( g^* \in G \) of the system in (25) that minimizes the following cost:

\[
J(g) = \min_{u_0 \in \mathcal{U}_0, u_1 \in \mathcal{U}_1} \frac{1}{2} \mathbb{E} \left[ (\hat{X}_t)^2 + (U_1)^2 \right].
\] (28)

We consider that the evolution of the actual system in (25) is not known. However, we have the following model available to derive the optimal strategy \( g \in G \):

\[
\begin{align*}
X_0 &= X_0, \\
X_1 &= 2X_0 + 3U_0 + 4W_0, \\
X_2 &= 2X_1 + 4U_1,
\end{align*}
\] (29)

while the observation equations are

\[
Y_t = X_t, \quad t = 0, 1, 2.
\] (30)

The difference between (25) and (29) represents a typical discrepancy that exist between a system and the system’s model. The evolution of both the actual system and system’s model at \( t = 1 \) and \( t = 2 \) is illustrated in Fig. 4 and Fig. 5 respectively.
Figure 4: The evolution of both the actual system and system’s model at $t = 1$.

Figure 5: The evolution of both the actual system and system’s model at $t = 2$. 
4.1 Optimal Control Strategy of the Actual System

Before we proceed with the solution given by separating learning and control tasks using the system’s model, we derive the optimal control strategy $g^* \in \mathcal{G}$ of the actual system using (25). The total expected cost is

$$J(g) = \min_{u_0 \in \mathcal{G}_0, u_1 \in \mathcal{U}_1} \frac{1}{2} \mathbb{E}^g \left[ (\dot{X}_2)^2 + (U_1)^2 \right]$$

$$= \min_{u_0 \in \mathcal{G}_0, u_1 \in \mathcal{U}_1} \frac{1}{2} \mathbb{E}^g \left[ (\dot{X}_1 + U_1)^2 + (U_1)^2 \right]$$

$$= \min_{u_0 \in \mathcal{G}_0, u_1 \in \mathcal{U}_1} \frac{1}{2} \mathbb{E}^g \left[ (X_0 + U_0 + W_0 + U_1)^2 + (U_1)^2 \right].$$  \hspace{1cm} (31)

Since the primitive random variables are Gaussian with zero mean, variance 1, and covariance 0.5, the problem (31) has a unique optimal solution which can be computed in a straightforward manner. The optimal solution is

$$U_0 = \frac{1}{2} X_0, \quad U_1 = -\frac{1}{4} X_0.$$ \hspace{1cm} (32)

4.2 Solution Given by Separating Learning and Control

In practice, the evolution of the actual system (25) is not known. However, a model of the system is available that can be used to derive the optimal control strategy. Such model-based control approaches cannot effectively facilitate optimal solutions with performance guarantees due to the discrepancy between the model and the actual system.

To address the problem in (31), we apply the framework presented in Section 3. More specifically, we use the model (29) that is available and seek to derive the separated control strategy $g \in \mathcal{G}^s$, $g = \{g_t; t = 0, 1\}$, where the control law is of the form $g_t(P(X_t, \dot{X}_t \mid Y_{0t}, U_{0t-1}))$, that minimizes the following expected total cost given in Theorem 3

$$J(g; \dot{x}_{0:2})$$

$$= \min_{u_0 \in \mathcal{G}_0, u_1 \in \mathcal{U}_1} \frac{1}{2} \mathbb{E}^g \left[ (X_2)^2 + (U_1)^2 + \beta (X_1 - \dot{X}_1)^2 + \beta (X_2 - \dot{X}_2)^2 \right] \mid X_0, X_1, U_0.$$ \hspace{1cm} (33)

From (29) and taking $\beta = 1$, (33) becomes

$$J(g; \dot{x}_{0:2})$$

$$= \min_{u_0 \in \mathcal{G}_0, u_1 \in \mathcal{U}_1} \frac{1}{2} \mathbb{E}^g \left[ (2X_1 + 4U_1)^2 + (U_1)^2 + (X_1 - \dot{X}_1)^2 + (X_2 - \dot{X}_2)^2 \right] \mid X_0, X_1, U_0$$

$$= \min_{u_0 \in \mathcal{G}_0, u_1 \in \mathcal{U}_1} \frac{1}{2} \mathbb{E}^g \left[ (2(2X_0 + 3U_0 + 4W_0) + 4U_1)^2 + (U_1)^2 + (X_1 - \dot{X}_1)^2 \right.$$  

$$
+ (X_2 - \dot{X}_2)^2 \right] \mid X_0, X_1, U_0.$$ \hspace{1cm} (34)

To achieve the minimum in (34), the control action $U_0$ and $U_1$ should make the last two terms equal to zero, namely

$$\mathbb{E}^g[X_1 - \dot{X}_1] = \mathbb{E}^g[2X_0 + 3U_0 + 4W_0 - \dot{X}_1 \mid X_0] = 0,$$  \hspace{1cm} (35)

$$\mathbb{E}^g[X_2 - \dot{X}_2] = \mathbb{E}^g[2X_1 + 4U_1 - \dot{X}_2 \mid X_0, X_1, U_0] = 0.$$ \hspace{1cm} (36)

From (35), it follows that

$$\mathbb{E}^g[U_0] = \mathbb{E}^g \left[ \frac{\dot{X}_1 - 2X_0 - 4W_0}{3} \mid X_0 \right] = g_0(\rho(X_0, \dot{X}_0 \mid X_0)).$$ \hspace{1cm} (37)
Similarly, from (36), it follows that

$$ \mathbb{E}^g[U_1] = \mathbb{E}^g \left[ \frac{\hat{X}_2 - 4X_0 - 6U_0 - 8W_0}{4} \mid X_0, X_1, U_0 \right] = g_1 \left( p(X_1, \hat{X}_1 \mid X_0, X_1, U_0) \right). \quad (38) $$

Thus, $U_0$ and $U_1$ in (37) and (38), respectively, are parameterized with respect to the realizations of the state of the actual system, i.e., $\hat{x}_0 = x_0, \hat{x}_1$ and $\hat{x}_2$, and make the last two terms in (34) vanish.

Next, consider that both the actual system and system’s model evolve over a time horizon $T = 2$ (see Figs. 4 and 5) using the control actions $U_0$ and $U_1$ in (37) and (38). As we observe the realizations of $X_0, X_1$, and $U_0$, we learn the information states $p(X_0, \hat{X}_0 \mid X_0)$ and $p(X_1, \hat{X}_1 \mid X_0, X_1, U_0)$ of the system. From Proposition 1 it follows that to learn $p(X_0, \hat{X}_0 \mid X_0)$ and $p(X_1, \hat{X}_1 \mid X_0, X_1, U_0)$, we essentially need to learn the conditional probabilities $p(X_0 \mid X_0)$, $p(X_1 \mid X_0, X_1, U_0)$, $p(\hat{X}_0 \mid \hat{X}_0, \hat{X}_1, U_0)$, and $p(\hat{X}_0, \hat{X}_1 \mid U_0, U_1)$. The implication of learning the information states is that we can compute the realizations of $U_0$ and $U_1$ in (37) and (38).

By substituting (37) in (34), we obtain

$$ J(g; \hat{x}_{0:2}) = \min_{u_0 \in \mathcal{U}_0, u_1 \in \mathcal{U}_1} \frac{1}{2} \mathbb{E}^g \left[ \left( \frac{2(X_0 + 3\hat{X}_1 - 2X_0 - 4W_0}{3} + 4W_0 \right) + 4U_1 \right]^2 \right]$$

Next, to find the minimum in (39) at time $t = 0$, we take the partial derivative with respect to $U_0$

$$\frac{\partial}{\partial U_0} \frac{1}{2} \mathbb{E}^g \left[ (2(X_0 + U_0 + W_0 + 4U_1) + (U_1))^2 \right] = \mathbb{E}^g \left[ (2(X_0 + U_0 + W_0 + 4U_1) \right] = 0. \quad (40)$$

Note that, at $t = 0$, $U_1$ is not taken into consideration yet, hence

$$ \mathbb{E}^g \left[ (2(X_0 + U_0 + W_0) \right] = 0, \quad (41) $$

which yields the same solution $U_0 = \frac{1}{2}X_0$ as in (32).

Next, substituting (38) into the system’s model $X_2 = 2X_1 + 4U_1$, we obtain

$$ X_2 = 2X_1 + 4 \frac{\hat{X}_2 - 4X_0 - 6U_0 - 8W_0}{4} $$

$$ = 2(2X_0 + 3U_0 + 4W_0) + \hat{X}_2 - 4X_0 - 6U_0 - 8W_0 $$

$$ = \hat{X}_2, \quad (42) $$

hence the expected total cost $J(g; \hat{x}_{0:2})$ in (33) becomes

$$ J(g; \hat{x}_{0:2}) = \min_{u_0 \in \mathcal{U}_0, u_1 \in \mathcal{U}_1} \frac{1}{2} \mathbb{E}^g \left[ (\hat{X}_2)^2 + (U_1)^2 \right]$$

$$ = \min_{u_0 \in \mathcal{U}_0, u_1 \in \mathcal{U}_1} \frac{1}{2} \mathbb{E}^g \left[ (\hat{X}_1 + U_1)^2 + (U_1)^2 \right]. \quad (43) $$
Next, to find the minimum in (43) at time $t = 1$, we take the partial derivative with respect to $U_1$

$$\frac{\partial}{\partial U_1} \mathbb{E}[\hat{X}^2 + (U_1)^2] = \mathbb{E}[\hat{X} + U_1] = 0$$

(44)

or

$$\mathbb{E}[X_0 + U_0 + W_0 + 2U_1] = 0$$

(45)

which yields the same solution $U_1 = -\frac{1}{4}X_0$ as in (32).

5 Concluding Remarks and Discussion

In most CPS applications, we typically use a model to derive optimal control strategies. Such model-based control approaches cannot effectively facilitate optimal solutions with performance guarantees due to the discrepancy between the model and the actual CPS. On the other hand, in most CPS there is a large volume of data which is added to the system gradually in real time and not altogether in advance. Thus, traditional supervised learning approaches cannot always facilitate robust solutions using data derived offline. By contrast, applying reinforcement learning approaches directly to the actual CPS might impose negative implications on safety and robust operation of the system.

In this chapter, we presented a theoretical framework that circumvents these challenges by developing data-driven approaches at the intersection of learning and control. We used the actual system that we seek to optimally control online, in parallel with a model of the system that we have available. We established an information state which is the conditional joint probability distribution of the states of the model and the actual system at time $t$ given all data available of the model up until time $t$. Then, we used this information state in conjunction with the model to derive offline separated control strategies. Since the optimal strategies are derived offline, the state of the actual system is not known, and thus the optimal strategy of the model was parameterized with respect to all realizations of the state of the actual system. However, since the control strategy and the process of estimating the information state are separated, we are able to learn the information state of the system online, while we operate simultaneously the model and the actual system in real time. Namely, the optimal strategy derived for the model offline, which is parameterized with respect to the state of the actual system, is used to operate the actual system in parallel with the model. As we operate both the actual system and the model and collect data, we can learn the information state online. We showed that when the information state becomes known online through learning, the separated control strategy of the model derived offline is optimal for the actual system.

The framework departs from traditional model-based and supervised (or unsupervised) learning approaches. Using separated control strategies, we can combine fundamental methods of control theory and learning aimed at facilitating optimal solutions with performance guarantees for a wide range of CPS applications such as emerging mobility systems, mobility markets, networked control systems, communication networks, smart power grids, power systems, social media platforms, and internet of things.
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