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Abstract

We study imaginary representations of the Khovanov-Lauda-Rouquier algebras of affine Lie type. Irreducible modules for such algebras arise as simple heads of standard modules. In order to define standard modules one needs to have a cuspidal system for a fixed convex preorder. A cuspidal system consists of irreducible cuspidal modules—one for each real positive root for the corresponding affine root system $\mathcal{X}_l^{(1)}$, as well as irreducible imaginary modules—one for each $l$-multipartition. We study imaginary modules by means of ‘imaginary Schur-Weyl duality’. We introduce an imaginary analogue of tensor space and the imaginary Schur algebra. We construct a projective generator for the imaginary Schur algebra, which yields a Morita equivalence between the imaginary and the classical Schur algebra. We construct imaginary analogues of Gelfand-Graev representations, Ringel duality and the Jacobi-Trudy formula.
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CHAPTER 1

Introduction

1.1. Convex preorders and cuspidal systems

Let $F$ be an arbitrary ground field. The KLR algebra $R_\alpha = R_\alpha(C,F)$, whose precise definition is given in in Section 3.2, is a graded unital associative $F$-algebra depending on a Lie type $C$ and an element $\alpha$ of the positive part $Q_+$ of the corresponding root lattice. A natural approach to representation theory of $R_\alpha$ is provided by the theory of standard modules. For KLR algebras of finite Lie type such a theory was first described in [29], see also [3,9,16], and especially [36]. For KLR algebras of affine Lie type two different approaches to the theory of standard modules were proposed in [41] and [26]. This paper is a continuation of [26].

To describe the main results, let the Cartan matrix $C$ be of arbitrary untwisted affine type. In particular, the simple roots $\alpha_i$ are labeled by $i \in I = \{0, 1, \ldots, l\}$, where $0$ is the affine vertex of the corresponding Dynkin diagram. We have an (affine) root system $\Phi$ and the corresponding finite root subsystem $\Phi' = \Phi \cap \mathbb{Z}\text{-span}(\alpha_1, \ldots, \alpha_l)$. Denote by $\Phi'_+$ and $\Phi_+$ the sets of positive roots in $\Phi'$ and $\Phi$, respectively. Then $\Phi_+ = \Phi_+^{\text{fin}} \sqcup \Phi_+^{\text{re}}$, where $\Phi_+^{\text{fin}} = \{n\delta \mid n \in \mathbb{Z}_{>0}\}$ for the null-root $\delta$, and

$$\Phi_+^{\text{re}} = \{\beta + n\delta \mid \beta \in \Phi'_+, n \in \mathbb{Z}_{\geq 0}\} \sqcup \{-\beta + n\delta \mid \beta \in \Phi'_+, n \in \mathbb{Z}_{>0}\}.$$

As in [1], a convex preorder on $\Phi_+$ is a preorder $\preceq$ such that the following three conditions hold for all $\beta, \gamma \in \Phi_+$:

(1.1.1) $\beta \preceq \gamma$ or $\gamma \preceq \beta$;

(1.1.2) if $\beta \preceq \gamma$ and $\beta + \gamma \in \Phi_+$, then $\beta \preceq \beta + \gamma \preceq \gamma$;

(1.1.3) $\beta \preceq \gamma$ and $\gamma \preceq \beta$ if and only if $\beta$ and $\gamma$ are proportional.

Convex preorders are known to exist. Let us fix an arbitrary convex preorder $\preceq$ on $\Phi_+$. From (1.1.3) we have that $\beta \preceq \gamma$ and $\gamma \preceq \beta$ happens for $\beta \neq \gamma$ if and only if both $\beta$ and $\gamma$ are imaginary. We write $\beta \prec \gamma$ if $\beta \preceq \gamma$ but $\gamma \not\preceq \beta$. The following set is totally ordered with respect to $\preceq$:

(1.1.4) $\Psi := \Phi_+^{\text{re}} \cup \{\delta\}$.

It is easy to see that the set of real roots splits into two disjoint infinite sets

$$\Phi_+^{\text{re}} := \{\beta \in \Phi_+^{\text{re}} \mid \beta > \delta\} \text{ and } \Phi_+^{\text{re}} := \{\beta \in \Phi_+^{\text{re}} \mid \beta < \delta\}.$$

If $\mu$ is a partition of $n$ we write $\mu \vdash n$ and $n = |\mu|$. By an $l$-multipartition of $n$, we mean a tuple $\mu = (\mu^{(1)}, \ldots, \mu^{(l)})$ of partitions such that $|\mu^{(1)}| + \cdots + |\mu^{(l)}| = n$. The set of all $l$-multipartitions of $n$ is denoted by $\mathcal{P}_n$, and $\mathcal{P} := \sqcup_{n \geq 0} \mathcal{P}_n$. A root partition of $\alpha$ is a pair $(M, \mu)$, where $M$ is a tuple $(m_\rho)_{\rho \in \Psi}$ of non-negative integers such that $\sum_{\rho \in \Psi} m_\rho \rho = \alpha$, and $\mu$ is an $l$-multipartition of $m_\delta$. It is clear that all
but finitely many integers \(m_\rho\) are zero, so we can always choose a finite subset
\[
\rho_1 > \cdots > \rho_s > \delta > \rho_{s+1} > \cdots > \rho_{s+t}
\]
of \(\Psi\) such that \(m_\rho = 0\) for \(\rho\) outside of this subset. Then, denoting \(m_\alpha := m_{\rho_\alpha}\), we can write any root partition of \(\alpha\) in the form
\[
(M, \mu) = (\rho_1^m, \ldots, \rho_s^m, \mu, \rho_{s+t}^{m-1}, \ldots, \rho_{s+t}^{m-1}),
\]
where all \(m_\alpha \in \mathbb{Z}_{\geq 0}, \mu \in \mathcal{P}\), and
\[
\sum_{u=1}^s m_u \rho_u + |\mu| \delta + \sum_{u=1}^t m_{-u} \rho_{-u} = \alpha.
\]
We write \(\Pi(\alpha)\) for the set of root partitions of \(\alpha\). The set \(\Pi(\alpha)\) has a natural partial order \(\leq\), see Section 3.7.

There is an induction functor \(\text{Ind}_{\alpha, \beta}\), which associates to an \(R_\alpha\)-module \(M\) and \(R_\beta\)-module \(N\) the \(R_{\alpha+\beta}\)-module \(M \circ N := \text{Ind}_{\alpha, \beta} M \Box N\) for \(\alpha, \beta \in Q_+\). We refer to this operation as the induction product. The functor \(\text{Ind}_{\alpha, \beta}\) has a right adjoint \(\text{Res}_{\alpha, \beta}\).

A cuspidal system (for a fixed convex preorder) is the following data:

(Cus1) A cuspidal irreducible \(R_\rho\)-module \(L_\rho\) assigned to every \(\rho \in \Phi^e_+\), with the following property: if \(\beta, \gamma \in Q_+\) are non-zero elements such that \(\rho = \beta + \gamma\) and \(\text{Res}_{\beta, \gamma} L_\rho \neq 0\), then \(\beta\) is a sum of roots less than \(\rho\) and \(\gamma\) is a sum of roots greater than \(\rho\).

(Cus2) An irreducible imaginary \(R_{n \delta}\)-module \(L(\mu)\) assigned to every \(\mu \in \mathcal{P}_n\), with the following property: if \(\beta, \gamma \in Q_+ \setminus \Phi^m_+\) are non-zero elements such that \(n \delta = \beta + \gamma\) and \(\text{Res}_{\beta, \gamma} L(\mu) \neq 0\), then \(\beta\) is a sum of real roots less than \(\delta\) and \(\gamma\) is a sum of real roots greater than \(\delta\). It is required that \(L(\lambda) \cong L(\mu)\) unless \(\lambda = \mu\).

It is proved in [26] that (for a fixed convex preorder) cuspidal modules exist and are determined uniquely up to an isomorphism.

Given a root partition \(\pi = (\rho_1^m, \ldots, \rho_s^m, \mu, \rho_{s+t}^{m-1}, \ldots, \rho_{s+t}^{m-1}) \in \Pi(\alpha)\) as above, the corresponding standard module is:
\[
\Delta(\pi) := q^{sh(\pi)} L_{\rho_1}^{m_1} \circ \cdots \circ L_{\rho_s}^{m_s} \circ L(\mu) \circ L_{\rho_{s+t}}^{m_{s+t}} \circ \cdots \circ L_{\rho_{s+t}}^{m_{s+t}},
\]
where \(q^{sh(\pi)}\) means that grading is shifted by an integer \(sh(\pi)\) defined in (3.8.1).

**Theorem 1. (Cuspidal Systems) [26, Main Theorem]** For any convex preorder there exists a cuspidal system
\[
\{L_\rho \mid \rho \in \Phi^e_+\} \cup \{L(\mu) \mid \mu \in \mathcal{P}\}.
\]
Moreover:

(i) For every root partition \(\pi\), the standard module \(\Delta(\pi)\) has irreducible head; denote this irreducible module \(L(\pi)\).

(ii) \(\{L(\pi) \mid \pi \in \Pi(\alpha)\}\) is a complete and irredundant system of irreducible \(R_\alpha\)-modules up to isomorphism and degree shift.

(iii) For every root partition \(\pi\), we have \(L(\pi)^{\otimes n} \cong L(\pi)\).

(iv) For all root partitions \(\pi, \sigma \in \Pi(\alpha)\), we have that \(\langle \Delta(\pi) : L(\pi) \rangle_{q} = 1\), and \(\langle \Delta(\pi) : L(\sigma) \rangle_{q} = 0\) implies \(\sigma \leq \pi\).

(v) The induced module \(L_\rho^\alpha\) is irreducible for all \(\rho \in \Phi^e_+\) and \(n \in \mathbb{Z}_{>0}\).
We note that in the definition (1.1.6) of standard modules $\Delta(\pi)$, instead of $L(\mu)$ we could take
\[
(1.1.7) \quad \Delta(\mu) := \Delta_1(\mu^{(1)}) \circ \cdots \circ \Delta_l(\mu^{(l)}),
\]
with $\Delta_i(\mu^{(i)})$ being the imaginary standard module of color $i$ defined in (1.4.5) below. By [26, Theorem 4.7], the new standard module
\[
(1.1.8) \quad \Delta'(\pi) := \text{sh}(\pi)L \circ m_1\rho_1 \circ \cdots \circ L \circ m_s\rho_s \circ \Delta(\mu) \circ L \circ m_t\rho_t \circ \cdots \circ L \circ m_{l-1}\rho_{l-1}
\]
has all the properties of $\Delta(\pi)$ listed in Theorem 1. If $\text{char } F = 0$ or $\text{char } F > m_\delta$, we always have $\Delta(\pi) = \Delta'(\pi)$. The disadvantage of $\Delta'(\pi)$ is that it is in general larger than $\Delta(\pi)$, and so it is ‘further’ from the irreducible module $L(\pi)$. The advantage is that $\Delta'(\pi)$ has formal character which does not depend on the characteristic of the ground field, and which in many important cases is known.

1.2. Imaginary representations

Theorem 1 gives a ‘rough classification’ of irreducible $R_\alpha$-modules. The main problem is that we did not give a canonical definition of individual irreducible imaginary modules $L(\mu)$. We just know that the amount of such modules for $R_{n\delta}$ is equal to the number of $l$-multipartitions of $n$, and so we have labeled them by such multipartitions in an arbitrary way.

In this paper we address this problem. Our approach relies on the so-called imaginary Schur-Weyl duality. This theory in particular allows us to construct an equivalence between an appropriate category of imaginary representations of KLR algebras and the category of representations of the classical Schur algebra.

Let us make an additional assumption that the convex preorder is balanced, which means that
\[
\Phi_\leq = \{ \beta + n\delta \mid \beta \in \Phi'_+, n \in \mathbb{Z}_{\geq 0}\}.
\]
This is equivalent to
\[
\alpha_i \succ n\delta \succ \alpha_0 \quad (i \in I', n \in \mathbb{Z}_{>0}).
\]
Of course, we then also have $\Phi_\geq = \{-\beta + n\delta \mid \beta \in \Phi'_+, n \in \mathbb{Z}_{\geq 0}\}$. Balanced convex preorders always exist, see for example [2].

The first steps towards imaginary Schur-Weyl duality have already been made in [26]. First of all, we have described explicitly minuscule representations—the irreducible imaginary representations which correspond to $l$-multipartitions of 1. There are of course exactly $l$ such multipartitions, namely $\underline{\mu}(1), \ldots, \underline{\mu}(l)$, where
\[
\underline{\mu}(i) := (\emptyset, \ldots, \emptyset, (1, \emptyset, \ldots, \emptyset)
\]
with the partition (1) in the $i$th position. For each $i = 1, \ldots, l$, we have defined an irreducible $R_\delta$-module $L_{\delta,i}$, see [26, Section 5], and set
\[
L(\underline{\mu}(i)) := L_{\delta,i} \quad (1 \leq i \leq l).
\]
Further, we have defined the imaginary tensor space of color $i$ to be the $R_{n\delta}$-module
\[
M_{n,i} := L_{\delta,i}^{n} \quad (1 \leq i \leq l).
\]
and proved [26, Lemma 5.7] that any composition factor of a mixed tensor space
\[
M_{n_{1,1}} \circ \cdots \circ M_{n_{1,l}}
\]
is imaginary. We call composition factors of $M_{n,i}$ irreducible imaginary modules of color $i$. The following theorem reduces the study of irreducible imaginary modules to irreducible imaginary modules of a fixed color:

**Theorem 2. (Reduction to One Color)** [26, Theorem 5.10] Suppose that for each $n \in \mathbb{Z}_{\geq 0}$ and $i \in I'$, we have an irredundant family $\{L_i(\lambda) \mid \lambda \vdash n\}$ of irreducible imaginary $R_{n\delta}$-modules of color $i$. For a multipartition $\lambda = (\lambda^{(1)}, \ldots, \lambda^{(l)}) \in \mathcal{P}_n$, define

$$L(\lambda) := L_1(\lambda^{(1)}) \circ \cdots \circ L_l(\lambda^{(l)}).$$

Then $\{L(\lambda) \mid \lambda \in \mathcal{P}_n\}$ is a complete and irredundant system of irreducible imaginary $R_{n\delta}$-modules. In particular, the given modules $\{L_i(\lambda) \mid \lambda \vdash n\}$ give all the irreducible imaginary modules of color $i$ up to isomorphism.

Theorem 2 can be strengthened as a certain category equivalence, see Proposition 6.1.4.

### 1.3. Imaginary Schur-Weyl duality

From now on we fix a color $i \in I'$. In view of Theorem 2, we need to construct irreducible imaginary $R_{n\delta}$-modules $L_i(\lambda)$ of color $i$. Since $i$ is now fixed we are going to drop the index $i$ from our notation. So we need to describe the composition factors of the imaginary tensor space $M_n = M_{n,i}$ and show that they are naturally labeled by the partitions $\lambda$ of $n$.

The $R_{n\delta}$-module structure on the imaginary tensor space $M_n$ yields an algebra homomorphism $R_{n\delta} \to \text{End}_F(M_n)$. Define the imaginary Schur algebra $\mathcal{S}_n$ as the image of $R_{n\delta}$ under this homomorphism. In other words,

$$\mathcal{S}_n = R_{n\delta}/\text{Ann}_{R_{n\delta}}(M_n).$$

Modules over $R_{n\delta}$ which factor through to $\mathcal{S}_n$ will be called imaginary modules (of color $i$). Thus the category of imaginary $R_{n\delta}$-modules is the same as the category of $\mathcal{S}_n$-modules. The main goal of this paper is to understand this category.

It is clear that $M_n$ and its composition factors are imaginary modules. Conversely, any irreducible $\mathcal{S}_n$-module appears as a composition factor of $M_n$. So our new notion of an imaginary module fits with the old notion of an irreducible imaginary module in the sense of cuspidal systems.

Our first new result is as follows:

**Theorem 3. (Imaginary Schur-Weyl Duality)**

(i) $M_n$ is a projective $\mathcal{S}_n$-module.

(ii) The endomorphism algebra $\text{End}_{R_{n\delta}}(M_n) = \text{End}_{\mathcal{S}_n}(M_n)$ of the imaginary tensor space $M_n$ is isomorphic to the group algebra $F\mathfrak{S}_n$ of the symmetric group $\mathfrak{S}_n$ (concentrated in degree zero). Thus $M_n$ can be considered as a right $F\mathfrak{S}_n$-module.

(iii) $\text{End}_{F\mathfrak{S}_n}(M_n) = \mathcal{S}_n$.

Parts (i) and (ii) of Theorem 3 are Theorem 4.3.2, and part (iii) is Theorem 6.5.5(ii).

In view of Theorem 3, we have an exact functor

$$(1.3.1) \quad \gamma_n : \mathcal{S}_n\text{-mod} \to F\mathfrak{S}_n\text{-mod}, \quad V \mapsto \text{Hom}_{\mathcal{S}_n}(M_n, V).$$
Unfortunately, $\gamma_n$ is not an equivalence of categories, unless the characteristic of the ground field is zero or greater than $n$, cf. Theorem 4.4.1, since in general the $\mathcal{S}_n$-module $M_n$ is not a projective generator. In order to resolve this problem, we need to upgrade from imaginary Schur-Weyl duality to imaginary Howe duality.

1.4. Imaginary Howe and Ringel dualities

Let $x_n := \sum_{g \in \mathcal{S}_n} g$. In view of Theorem 3, $M_n$ is a right $FG\mathcal{S}_n$-module. Define the imaginary divided and exterior powers respectively as follows:

$$Z_n := \{ m \in M_n \mid mg - \text{sgn}(g)m = 0 \text{ for all } g \in \mathcal{S}_n \},$$

$$\Lambda_n := M_n x_n.$$ 

Note that the divided power in our definition corresponds to the sign representation of the symmetric group, while the exterior power corresponds to the trivial representation. This set up is similar to [4, §3.3].

For $h \in \mathbb{Z}_{\geq 0}$, denote by $X(h, n)$ the set of all compositions of $n$ with $h$ parts:

$$X(h, n) := \{ (n_1, \ldots, n_h) \in \mathbb{Z}_{\geq 0}^h \mid n_1 + \cdots + n_h = n \}.$$ 

The corresponding set of partitions is

$$X_+(h, n) := \{ (n_1, \ldots, n_h) \in X(h, n) \mid n_1 \geq \cdots \geq n_h \}.$$ 

For a composition $\nu = (n_1, \ldots, n_h) \in X(h, n)$, we define the functors of imaginary induction and imaginary restriction as

$$I^\nu_n := \text{Ind}_{n_1 \delta, \ldots, n_h \delta} : R_{n_1 \delta, \ldots, n_h \delta}\text{-mod} \to R_{n \delta}\text{-mod}$$

and

$$*I^\nu_n := \text{Res}_{n_1 \delta, \ldots, n_h \delta} : R_{n \delta}\text{-mod} \to R_{n_1 \delta, \ldots, n_h \delta}\text{-mod}.$$ 

These functors 'respect' the categories of imaginary representations. For example, given imaginary $R_{n \delta}$-modules $V_b$ for $b = 1, \ldots, h$, the module $I^\nu_n(V_1 \boxtimes \cdots \boxtimes V_h)$ is also imaginary. Define

$$Z^\nu := I^\nu_n(Z_{n_1} \boxtimes \cdots \boxtimes Z_{n_h}),$$

$$\Lambda^\nu := I^\nu_n(\Lambda_{n_1} \boxtimes \cdots \boxtimes \Lambda_{n_h}).$$

Now, let $S_{h,n}$ be the classical Schur algebra, whose representations are the same as the degree $n$ polynomial representations of the general linear group $GL_h(F)$, see [14]. Well-known basic facts on $S_{h,n}$ are collected in Sections 2.3–2.5. In particular, it is a finite dimensional quasi-hereditary algebra with irreducible, standard, costandard, and indecomposable tilting modules

$$L_h(\lambda), \Delta_h(\lambda), \nabla_h(\lambda), T_h(\lambda) \quad (\lambda \in X_+(h, n)).$$

Theorem 4. (Imaginary Howe Duality)

(i) For each $\nu \in X(h, n)$ the $\mathcal{S}_n$-module $Z^\nu$ is projective. Moreover, for any $h \geq n$, we have that $Z := \bigoplus_{\nu \in X(h, n)} Z^\nu$ is a projective generator for $\mathcal{S}_n$.

(ii) The endomorphism algebra $\text{End}_{\mathcal{S}_n}(Z)$ is isomorphic to the classical Schur algebra $S_{h,n}$. Thus $Z$ can be considered as a right $S_{h,n}$-module.

(iii) $\text{End}_{S_{h,n}}(Z) = \mathcal{S}_n$. 

Part (i) of Theorem 4 is Theorem 5.5.4(iii), part (ii) is Theorem 5.4.3, while part (iii) follows from (i) and (ii) and general Morita theory, see for example [10, Theorem 3.54(iv)].

Theorem 4 allows us to plug in Morita theory to define mutually inverse equivalences of categories

\[ \alpha_{h,n} : \mathcal{S}_n\text{-mod} \rightarrow \mathcal{S}_{h,n}\text{-mod}, \quad V \mapsto \text{Hom}_{\mathcal{S}_n}(Z,V) \]

(1.4.1)

\[ \beta_{h,n} : \mathcal{S}_{h,n}\text{-mod} \rightarrow \mathcal{S}_n\text{-mod}, \quad W \mapsto Z \otimes_{\mathcal{S}_{h,n}} W \]

(1.4.2)

Denoting by \( f_{h,n} \) the usual Schur functor, as for example in [14, §6], by definitions we then have a commutative triangle (up to isomorphism of functors):

\[ \begin{array}{ccc}
\mathcal{S}_{h,n}\text{-mod} & \xrightarrow{f_{h,n}} & \mathcal{S}_{n}\text{-mod} \\
\Downarrow \alpha_{h,n} & & \Downarrow \beta_{h,n} \\
\mathcal{F}\mathcal{S}_n\text{-mod} & \xleftarrow{\gamma_n} & \mathcal{I}_n\text{-mod}
\end{array} \]

(1.4.3)

Under the Morita equivalence imaginary induction commutes with tensor products:

**Theorem 5. (Imaginary Induction and Tensor Products)** Let \( h \geq n \) and \( \nu = (n_1, \ldots, n_a) \in X(a,n) \). The following functors are isomorphic:

\[ I^\nu_{\nu}(\beta_{h,n_1} \boxtimes \cdots \boxtimes \beta_{h,n_a}) : \mathcal{S}_{h,n_1}\text{-mod} \times \cdots \times \mathcal{S}_{h,n_a}\text{-mod} \rightarrow \mathcal{I}_n\text{-mod}, \]

\[ \beta_{h,n}(? \otimes \cdots \otimes ?) : \mathcal{S}_{h,1}\text{-mod} \times \cdots \times \mathcal{S}_{h,a}\text{-mod} \rightarrow \mathcal{I}_n\text{-mod}. \]

Theorem 5 is Theorem 6.2.1. Since the Schur functor sends tensor products to the induction for symmetric groups, cf. [5, Theorem 4.13], we deduce from Theorem 5 and (1.4.3):

**Corollary.** Let \( \nu = (n_1, \ldots, n_a) \in X(a,n) \). We have a functorial isomorphism

\[ \gamma_n(I^\nu_{\nu}(V_1 \boxtimes \cdots \boxtimes V_a)) \cong \text{ind}^{\mathcal{F}\mathcal{S}_n}_{\mathcal{I}_n}(\gamma_{n_1}(V_1) \boxtimes \cdots \boxtimes \gamma_{n_a}(V_a)) \]

for \( V_1 \in \mathcal{I}_{n_1}\text{-mod}, \ldots, V_a \in \mathcal{I}_{n_a}\text{-mod} \).

Let \( \lambda \in X_+(n,n) \) and \( h \geq n \). We can also consider \( \lambda \) as an element of \( X_+(h,n) \). Define the graded \( \mathcal{I}_n\text{-modules} \) (hence, by inflation, also graded \( R_{n,h}\text{-modules} \)):

\[ L(\lambda) := \beta_{h,n}(L_h(\lambda)), \]

(1.4.4)

\[ \Delta(\lambda) := \beta_{h,n}(\Delta_h(\lambda)), \]

(1.4.5)

\[ \nabla(\lambda) := \beta_{h,n}(\nabla_h(\lambda)), \]

(1.4.6)

\[ T(\lambda) := \beta_{h,n}(T_h(\lambda)). \]

(1.4.7)

These definitions turn out to be independent of the choice of \( h \geq n \), see Lemma 6.1.3. We get:

**Theorem 6. (Imaginary Schur Algebra)** The imaginary Schur algebra \( \mathcal{I}_n \) is a finite dimensional quasi-hereditary algebra with irreducible, standard, costandard, and indecomposable tilting modules

\[ L(\lambda), \quad \Delta(\lambda), \quad \nabla(\lambda), \quad T(\lambda) \quad (\lambda \in X_+(h,n)). \]

We also have
Theorem 7. (Imaginary Ringel Duality)

(i) Let $h \geq n$. The $\mathcal{S}_n$-module $\bigoplus_{\nu \in X(h,n)} \Lambda^\nu$ is a full tilting module.

(ii) We have isomorphisms of endomorphism algebras

$$\text{End}_{\mathcal{S}_n} \left( \bigoplus_{\nu \in X(h,n)} \Lambda^\nu \right) \cong S_{h,n} \quad \text{and} \quad \text{End}_{S_{h,n}} \left( \bigoplus_{\nu \in X(h,n)} \Lambda^\nu \right) \cong \mathcal{S}_n.$$

Part (i) of Theorem 7 is Theorem 6.5.4, while part (ii) is Theorem 6.5.5(i).

1.5. Gelfand-Graev words and representations

An important role in the paper is played by an analogue of Gelfand-Graev representation, cf. [4, Corollary 2.5e and §2.4]. Recall that the algebra $R_\alpha$ comes with a family of idempotents \{1_i \mid i \in \langle I \rangle_\alpha\} labeled by the set \langle I \rangle_\alpha of words or weight $\alpha$, see Section 3.2. For a finite dimensional graded $R_\alpha$-module $V$ we have the corresponding word spaces $V_i := 1_i V$ ($i \in \langle I \rangle_\alpha$)

and the formal character

$$\text{ch}_q = \sum_{i \in \langle I \rangle_\alpha} (\dim_q V_i) i \in \mathbb{Z}[q,q^{-1}] \cdot \langle I \rangle_\alpha,$$

where $\dim_q V_i \in \mathbb{Z}[q,q^{-1}]$ is the graded dimension of the word space $V_i$, see Section 3.3.

Recall that $M_1 = L_\delta$ is a minuscule representation (whose formal character is well understood). Let $e := \text{ht}(\delta)$. Fix an extremal word $i = i_1 \ldots i_e$ appearing in the formal character of $M_1$ as in Section 4.1, and write it in the form

$$i = j_1^{m_1} \ldots j_e^{m_e}$$

with $j_k \neq j_{k+1}$ for all $1 \leq k < r$. Define the corresponding Gelfand-Graev words

$$g^{(t)} = g^{(t)}_i := i_1^{t_1} \ldots i_e^{t_e} = j_1^{m_1 t} \ldots j_e^{m_e t} \in \langle I \rangle_{t \delta}$$

for all $t \in \mathbb{Z}_{>0}$, and, more generally,

$$g^\mu = g^{(\mu_1)} \ldots g^{(\mu_n)} \in \langle I \rangle_{n \delta}$$

for any composition $\mu = (\mu_1, \ldots, \mu_n) \in X(n,n)$.

For $\mu = (\mu_1, \ldots, \mu_n) \in X(n,n)$, set

$$c(\mu) = c(\mu)_i := \prod_{m=1}^n \prod_{k=1}^r [m_k \mu_m]_{j_k}^{j_k} \in \mathbb{Z}[q,q^{-1}],$$

where the quantum factorials are defined as usual, see (3.1.1). If $C$ is symmetric then all $m_k = 1$, and so $c(\mu) = ([\mu_1]_1! \ldots [\mu_n]_1)!$. Let $V$ be a finite dimensional graded $R_{n\delta}$-module. It is known that

$$\dim_q V_{g^\mu} = c(\mu)m_\mu(V) \quad (\mu \in X(n,n))$$

for some $m_\mu(V) \in \mathbb{Z}[q,q^{-1}]$. In (5.1.2), we define explicit Gelfand-Graev idempotents $\gamma_{\mu,\delta} \in R_{n\delta}$ such that $\gamma_{\mu,\delta} = 1_{g^\mu} \gamma_{\mu,\delta} 1_{g^\mu}$. In the special case $\mu = (n,0,\ldots,0)$, we denote $\gamma_{\mu,\delta}$ by $\gamma_{n,\delta}$ and define the Gelfand-Graev module to be the projective module

$$\Gamma_n := \left( \prod_{k=1}^r q_{j_k}^{-nm_\mu(jm_k-1)/2} \right) R_{n\delta} \gamma_{n,\delta}.$$
Recall that a power of $q$ means a degree shift.

**Theorem 8. (‘Gelfand-Graev Properties’)**

(i) $\text{Hom}_{R_n}(\Gamma_n, M_n) \cong F$.
(ii) The submodule $Z_n \subseteq M_n$ coincides with the image of any non-zero homomorphism from $\Gamma_n$ to $M_n$.
(iii) for any $V \in R_n\text{-mod}$ and $\mu \in X(n,n)$, we have
$$m_{\mu}(V) = \dim_q \text{Hom}_{R_n}(\Gamma_{\mu_1} \circ \cdots \circ \Gamma_{\mu_n}, V).$$

Part (i) of Theorem 8 is proved in Proposition 5.1.3(ii), part (ii) is proved in Theorem 5.5.4(i), and part (iii) is Lemma 7.2.3.

Since we have equivalences of categories (1.4.1) and (1.4.2), every finite dimensional graded $S_n$-module $V$ can be written as $\beta_{n,n}(W)$ (up to degree shift).

Suppose we know the usual formal character of the module $W$ over the classical Schur algebra $S_{n,n}$, i.e. the dimensions of all usual weight spaces $W_\mu = c(\mu)W$ for $\mu \in X(n,n)$, see Section 2.4. Then, recalling $c(\mu)$ from (1.5.2), we can also describe the Gelfand-Graev fragment of the (graded) formal character of the imaginary representation $V$ as follows:

**Theorem 9. (Gelfand-Graev Fragment of Graded Character)** Let $\mu \in X(n,n)$, $W \in S_{n,n}\text{-mod}$ and $V = \beta_{n,n}(W) \in S_n\text{-mod}$. Then
$$\dim_q V_\mu = c(\mu) \dim e(\mu)W.$$ Theorem 9 is proved in Corollary 7.3.5.

For $\lambda \in X_+(n,n)$ and $\mu \in X(n,n)$, we now define
$$k_{\lambda,\mu} := \dim e(\mu)L_n(\lambda),$$
$$K_{\lambda,\mu} := \dim e(\mu)\Delta_n(\lambda)$$
Of course, $K_{\lambda,\mu}$ is the classical Kostka number, i.e. $K_{\lambda,\mu}$ equals the number of semistandard $\lambda$-tableaux of type $\mu$. If $\text{char} F = 0$, we have $k_{\lambda,\mu} = K_{\lambda,\mu}$.

**Theorem 10. (Gelfand-Graev Fragment for Irreducible and Standard Modules)** Let $\lambda \in X_+(n,n)$ and $\mu \in X(n,n)$. Then we have:

(i) $\dim_q L(\lambda)_\mu = c(\mu)k_{\lambda,\mu}$.
(ii) $\dim_q \Delta(\lambda)_\mu = c(\mu)K_{\lambda,\mu}$.

Part (i) of Theorem 10 is proved in Theorem 7.3.4, and part (ii) in Corollary 7.3.5. We note that the whole graded character of $\Delta(\lambda)$ can be found using the imaginary Jacobi-Trudi formula of Theorem 7.4.2.

For $\lambda \in X_+(n,n)$, let $P(\lambda)$ be the projective cover of $L(\lambda)$ as an $S_n$-module. The multiplicities $k_{\lambda,\mu}$ can be used to strengthen Theorem 4(i) and Theorem 6(i) as follows:

**Theorem 11. (PIMs and Indecomposable Tilting Multiplicities)** For $\mu \in X(n,n)$ we have:

(i) $Z^\mu \cong \bigoplus_{\lambda \vdash n} P(\lambda)^{\oplus k_{\lambda,\mu}}$.
(ii) $A^\nu \cong \bigoplus_{\lambda \vdash n} T(\lambda^{\text{tr}})^{\oplus k_{\lambda,\mu}}$.

Note that $\lambda^{\text{tr}}$ stands for the partition conjugate (or transpose) to $\lambda$. Theorem 11 is proved in Theorem 6.5.6.
1.6. Example: type $A_1^{(1)}$

For illustration, we now specialize to the case $C = A_1^{(1)}$ and describe some of our results again in this special case. Then the set of the real roots is:

$$\Phi^+ = \{n\delta + \alpha_1, n\delta + \alpha_0 \mid n \in \mathbb{Z}_{\geq 0}\}.$$ 

There are only two convex preorders:

$$\alpha_1 > \alpha_1 + \delta > \alpha_1 + 2\delta > \cdots > \delta, 2\delta, 3\delta, \cdots > \alpha_0 + 2\delta > \alpha_0 + \delta > \alpha_0$$

and its opposite:

$$\alpha_0 > \alpha_0 + \delta > \alpha_0 + 2\delta > \cdots > \delta, 2\delta, 3\delta, \cdots > \alpha_1 + 2\delta > \alpha_1 + \delta > \alpha_1$$

For the second preorder, the theory is completely similar to and is obtained from the theory for the first preorder by switching the roles of 1 and 0 (which are symmetric). So we just work with the first preorder, which is balanced.

Let us notice that there is an obvious trivial module $\text{triv}_n$ over $R_{n\delta}$ with the formal character

$$i_{n\delta} := 0101 \ldots 01 = (01)^n.$$ 

It is defined as the 1-dimensional module on which all standard generators of $R_{n\delta}$, except $1_{i_{n\delta}}$, act as 0. When $n = 0$, this is interpreted as the trivial $R_0$-module $1$, which is just the trivial $F$-module $F$. It will turn out that $\text{triv}_n$ is the imaginary module $L((1^n))$ using the notation of Theorem 6. At any rate, it is immediate that $\text{triv}_1 = L_{\delta,1} = L_{\delta}$.

The cuspidal modules can now be described rather explicitly:

**Theorem A. (Cuspidal modules in type $A_1^{(1)}$)** Let $\alpha = \alpha_1 + n\delta$ or $\alpha = \alpha_0 + n\delta$. If $n > 0$, set $\beta = \alpha - \delta$. We have:

(i) Let $\alpha = \alpha_1 + n\delta$.
   (a) $0^n 1^{n+1}$ is an extremal word of $L_\alpha$; in particular, $L_\alpha = \tilde{f}_0 \tilde{f}_1 1^n$.
   (b) The standard module $\Delta((1), \beta) = L_\beta \circ \text{triv}_1$ is uniserial of length two with head $L(\beta, (1))$ and socle $q L_\alpha$.
   (c) $\text{ch}_q L_\alpha = \frac{1}{q - q^{-1}} ((\text{ch}_q L_\beta) \circ (01) - (01) \circ (\text{ch}_q L_\beta))$.
   (d) $\text{ch}_q L_\alpha = \frac{1}{q - q^{-1}} \sum_{m=0}^{n} (-1)^m (01)^m \circ (01)^{(n-m)}$.

(ii) Let $\alpha = \alpha_0 + n\delta$.
   (a) $0^{n+1} 1^n$ is an extremal word of $L_\alpha$; in particular, $L_\alpha = \tilde{f}_0 1^n \tilde{f}_1^n$.
   (b) The standard module $\Delta((1), \beta) = \text{triv}_1 \circ L_\beta$ is uniserial of length two with head $L((1), \beta)$ and socle $q L_\alpha$.
   (c) $\text{ch}_q L_\alpha = \frac{1}{q - q^{-1}} ((01) \circ (\text{ch}_q L_\beta) - (\text{ch}_q L_\beta) \circ (01))$.
   (d) $\text{ch}_q L_\alpha = \frac{1}{q - q^{-1}} \sum_{m=0}^{n} (-1)^{n-m} (01)^m \circ (01)^{(n-m)}$.

Theorem A is a special case of [26, Propositions 6.7, 6.8]. Let us order the words lexicographically so that $0 < 1$. Then it follows easily from Theorem A that the word $i_\alpha$ is the highest word of $L_\alpha$ and $j_\alpha$ is the lowest word, where

$$i_\alpha := \begin{cases} (01)^n & \text{if } \alpha = \alpha_1 + n\delta, \\
0(01)^n & \text{if } \alpha = \alpha_0 + n\delta \end{cases} \quad \text{and} \quad j_\alpha := \begin{cases} 0^n 1^{n+1} & \text{if } \alpha = \alpha_1 + n\delta, \\
0^{n+1} 1^n & \text{if } \alpha = \alpha_0 + n\delta. \end{cases}$$
Since \( l = 1 \), we only have one color, and only one tensor space \( M_n = \text{triv}_n^\otimes n \). Then Theorem 2 is not needed, and Theorems 3-11 hold as stated. Note that the Gelfand-Graev word \( g^{(n)} \) is simply \( g^{(n)} = 0^n1^n \). It is easy to check that \( \Delta(1^n) = L(1^n) = \text{triv}_n \).

So the Imaginary Jacobi-Trudi formula of Theorem 7.4.2 takes an especially nice form.

Let \( \lambda = (l_1, \ldots, l_a) \vdash n \). Note that the quantum shuffle product is commutative on words of the form \( \iota_r \delta \), i.e. \( \iota_r \delta \circ \iota_s \delta = \iota_s \delta \circ \iota_r \delta \). So we can use the quantum shuffle product to make sense of the following determinant as an element of \( \mathcal{A}(I)_n^\delta \):

\[
D(\lambda) := \det(\iota_{(r-r+s)\delta})_{1 \leq r, s \leq a} \in \mathcal{A}(I)_n^\delta,
\]

where \( \iota_{r,s}^\delta \) is interpreted as (a multiplicative) identity, and \( \iota_{m,\delta} \) is interpreted as (a multiplicative) 0 if \( m < 0 \). For example, if \( \lambda = (3, 1, 1) \), we get

\[
D((1, 1)) = \det \begin{pmatrix} \iota_1 \delta & \iota_2 \delta \\ 1 & \iota_3 \delta \end{pmatrix} = \iota_3 \delta \circ \iota_2 \delta - \iota_2 \delta = (0101) + (q^3 + q^{-1})^2(0001),
\]

\[
D((3, 1, 1)) = \det \begin{pmatrix} \iota_{3,\delta} & \iota_{4,\delta} & \iota_{5,\delta} \\ 1 & \iota_{3,\delta} & \iota_{2,\delta} \\ 0 & 1 & \iota_{3,\delta} \end{pmatrix} = \iota_{3,\delta} \circ \iota_{2,\delta} + \iota_{5,\delta} - \iota_{4,\delta} \circ \iota_{3,\delta} - \iota_{3,\delta} \circ \iota_{2,\delta}.
\]

**Theorem B. (Imaginary Jacobi-Trudi Formula in type \( A_1^{(1)} \))** Let \( \lambda \vdash n \). Then \( \text{ch}_q \Delta(\lambda) = D(\lambda^\nu) \).

### 1.7. Structure of the paper

We now outline the structure of the paper. In Chapter 2, we set up basic notation concerning partitions and compositions, recall some useful facts on shortest coset representatives in symmetric groups, and then review standard theory of classical Schur algebras and their representations.

In Chapter 3, we review the definition and standard properties on KLR algebras, their basic representation theory, induction and restriction functors, crystal operators, and the Mackey Theorem. Then we review standard module theory from \([26]\). We discuss convex preorders, cuspidal systems, colored imaginary tensor spaces and reduction to one color.

New material begins in Chapter 4. Here we study some fundamental properties of imaginary tensor spaces, deduce imaginary Schur-Weyl duality, define imaginary Schur algebras, and study imaginary induction and restriction.

The key Chapter 5 studies properties of Gelfand-Graev representations and their relation to imaginary tensor spaces. We define imaginary symmetric, divided and exterior powers and describe a convenient projective generator for imaginary Schur algebra. This projective generator is used to obtain a Morita equivalence between imaginary and classical Schur algebras.

This Morita equivalence is further studied in Chapter 6, where we describe and study standard, irreducible and tilting modules over imaginary Schur algebras, investigate connections between imaginary induction and tensor products, obtain Ringel duality for imaginary Schur algebras, and complete the proofs of double centralizer properties.
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CHAPTER 2

Preliminaries

Throughout the paper, $F$ is a field of arbitrary characteristic $p \geq 0$. We also often work over a ring $O$, which is assumed to be either $\mathbb{Z}$ or $F$. Denote the ring of Laurent polynomials in the indeterminate $q$ by $\mathcal{A} := \mathbb{Z}[q, q^{-1}]$. We use quantum integers

$$[n]_q := (q^n - q^{-n})/(q - q^{-1}) \in \mathcal{A} \quad (n \in \mathbb{Z}),$$

and the quantum factorials $[n]_q! := [1]_q[2]_q \cdots [n]_q$.

2.1. Partitions and compositions

We denote by $X(h, n)$ the set of all compositions of $n$ with $h$ parts (some of which could be zero), $X_+(h, n)$ the set of all partitions of $n$ with at most $h$ parts, and $X_+(n) = X_+(n, n)$ the set of partitions of $n$. Sometimes we write $\lambda \vdash n$ to indicate that $\lambda \in X(h, n)$ and $\lambda \vdash n$ to indicate that $\lambda \in X(n, n)$. The standard dominance order on $X(h, n)$ is denoted by “$\leq$”.

We will use the special elements $\epsilon_1, \ldots, \epsilon_h \in X(h, 1)$, where

$$\epsilon_m = (0, \ldots, 0, 1, 0, \ldots, 0)$$

with 1 in the $m$th position. For a composition $\mu \vdash n$ we denote by $\mu^+ \vdash n$ the unique partition obtained from $\mu$ by a permutation of its parts. For $\lambda \vdash n$, we have its transpose partition $\lambda^t \vdash n$.

If $p > 0$, then $\lambda \in X_+(h, n)$ is $p$-restricted if $\lambda_r - \lambda_{r+1} < p$ for all $r = 1, 2, \ldots, h-1$. A $p$-adic expansion of $\lambda$ is some (non-unique) way of writing $\lambda = \lambda(0) + p\lambda(1) + p^2\lambda(2) + \ldots$ such that each $\lambda(i) \in X_+(h, n(i))$ is $p$-restricted. This can be applied to a partition $\lambda \vdash n$ considered as an element of $X_+(n, n)$, in which case the $n$th part $\lambda_n \leq 1$, and so the $p$-adic expansion is unique.

2.2. Coset representatives

Let $\lambda = (\lambda_1, \ldots, \lambda_n) \vdash n$, and let $\mathfrak{S}_\lambda$ be the corresponding standard parabolic subgroup of $\mathfrak{S}_n$, i.e. $\mathfrak{S}_\lambda$ is the row stabilizer in $\mathfrak{S}_n$ of the row leading tableau $T^\lambda$ obtained by allocating the numbers $1, \ldots, n$ into the boxes of $\lambda$ from left to right in each row starting from the first row and going down. The column leading tableau $T_\lambda$ obtained by allocating the numbers $1, \ldots, n$ into the boxes of $\lambda$ from top to bottom in each column starting from the first column and going to the right. Denote

$$x_\lambda = \sum_{w \in \mathfrak{S}_\lambda} w, \quad y_\lambda = \sum_{w \in \mathfrak{S}_\lambda} \text{sgn}(w)w \quad (\lambda \vdash n),$$

where $\text{sgn}(w)$ is the sign of the permutation $w \in \mathfrak{S}_n$. Sometimes we also use the notation $\text{sgn}_{\mathfrak{S}_n}$ and $\text{sgn}_{\mathfrak{S}_\lambda}$ to denote the sign representations of the corresponding groups.
Let \( x \in \mathcal{S}_n \). If \( x\mathcal{S}_\lambda x^{-1} \) is a standard parabolic subgroup, say \( \mathcal{S}_\mu \) for some composition \( \mu \), we write \( \mu = x\lambda \) and say that \( x \) permutes the parts of \( \lambda \), i.e. in that case we have

\[ x\mathcal{S}_\lambda x^{-1} = \mathcal{S}_{x\lambda}. \]

We recall some standard facts on minimal length coset representatives in symmetric groups, see e.g. [11, Section 1]. For \( \lambda \vdash n \), denote by \( \mathcal{P}_n^\lambda \) (resp. \( \mathcal{P}_n^\lambda \)) the set of the minimal length left (resp. right) coset representatives of \( \mathcal{S}_\lambda \) in \( \mathcal{S}_n \). Note that the permutation module

\[ \text{Per}^\lambda := \text{ind}_{\mathcal{O}\mathcal{S}_\lambda}^{\mathcal{O}\mathcal{S}_n} \text{triv}_{\mathcal{S}_\lambda} \cong \mathcal{O}\mathcal{S}_n x_\lambda \]

has an \( \mathcal{O} \)-basis \( \{g \otimes 1 \mid g \in \mathcal{P}_n^\lambda \} \), and similarly for the signed permutation module

\[ \text{SPer}^\lambda := \text{ind}_{\mathcal{O}\mathcal{S}_\lambda}^{\mathcal{O}\mathcal{S}_n} \text{sgn}_{\mathcal{S}_\lambda} \cong \mathcal{O}\mathcal{S}_n x_\lambda. \]

More generally, if \( \nu \vdash n \) and \( \lambda \) is a refinement of \( \nu \), denote \( \mathcal{P}_n^\nu := \mathcal{P}_n^\lambda \cap \mathcal{P}_n^\nu \) and \( \lambda \mathcal{P}_n^\nu := \lambda \mathcal{P}_n^\nu \cap \mathcal{P}_n^\nu \). Then \( \mathcal{P}_n^\nu \) (resp. \( \lambda \mathcal{P}_n^\nu \)) is set of the minimal length left (resp. right) coset representatives of \( \mathcal{S}_\lambda \) in \( \mathcal{S}_n \). Moreover,

\[ \mathcal{P}_n^\nu = \{xy \mid x \in \mathcal{P}_n^\nu, y \in \mathcal{P}_n^\lambda \} \quad \text{and} \quad \lambda \mathcal{P}_n^\nu = \{yx \mid x \in \mathcal{P}_n^\nu, y \in \mathcal{P}_n^\lambda \}. \]

For two compositions \( \lambda, \mu \vdash n \) set \( \lambda \mathcal{P}_n^\mu := \mathcal{P}_n^\mu \cap \lambda \mathcal{P}_n^\nu \). Then \( \lambda \mathcal{P}_n^\nu \) is the set of the minimal length \( (\mathcal{S}_\lambda, \mathcal{S}_\mu) \)-double coset representatives in \( \mathcal{S}_n \). If \( x \in \lambda \mathcal{P}_n^\nu \), then \( \mathcal{S}_\lambda \cap x\mathcal{S}_\mu x^{-1} \) is a standard parabolic in \( \mathcal{S}_n \). This standard parabolic corresponds to certain composition of \( n \), which we denote \( \lambda \cap x\mu \). Similarly, \( x^{-1}\mathcal{S}_\lambda x \cap \mathcal{S}_\mu \) is the standard parabolic corresponding to a composition \( x^{-1}\lambda \cap \mu \). Thus:

\[ \mathcal{S}_\lambda \cap x\mathcal{S}_\mu x^{-1} = \mathcal{S}_{\lambda \cap \mu}, \quad x^{-1}\mathcal{S}_\lambda x \cap \mathcal{S}_\mu = \mathcal{S}_{x^{-1}\lambda \cap \mu}, \quad (x \in \lambda \mathcal{P}_n^\nu). \]

Moreover, \( x \) permutes the parts of \( x^{-1}\lambda \cap \mu \), and \( x(x^{-1}\lambda \cap \mu) = \lambda \cap x\mu \), so

\[ x\mathcal{S}_{x^{-1}\lambda \cap \mu} x^{-1} = \mathcal{S}_{\lambda \cap x\mu}. \]

For \( \lambda \vdash n \) define \( u_\lambda \) to be the unique element of \( \lambda \mathcal{P}^\raise{0.166667em}^\lambda \) such that \( \mathcal{S}_\lambda u_\lambda \cap u_\lambda \mathcal{S}_\lambda u_\lambda^{-1} = \{1\} \); in other words, \( u_\lambda \) is defined from \( u_\lambda T^\lambda = T_\lambda \).

**Lemma 2.2.1.** [11, Lemma 4.1] If \( \lambda \vdash n \), then \( y_{\lambda \nu} \mathcal{O}\mathcal{S}_n x_\lambda \) is an \( \mathcal{O} \)-free \( \mathcal{O} \)-module of rank one, generated by the element \( y_{\lambda \nu} u_\lambda x_\lambda \).

### 2.3. Schur algebras

The necessary information on Schur algebras is conveniently gathered in [4, Section 1]. We recall only some most often needed facts for reader’s convenience. The Schur algebra \( S_{h,n} = S_{h,n,\mathcal{O}} \) is defined to the endomorphism algebra

\[ S_{h,n} := \text{End}_{\mathcal{O}\mathcal{S}_n} \left( \bigoplus_{\nu \in X(h,n)} \text{Per}^\nu \right), \]

writing endomorphisms commuting with the left action of \( \mathcal{O}\mathcal{S}_n \) on the right.

Let \( \lambda, \mu \in X(h, n) \) and \( u \in \mathcal{S}_n \). The right multiplication in \( \mathcal{O}\mathcal{S}_n \) by

\[ g^u_{\mu,\lambda} := \sum_{w \in \mathcal{S}_n, w \lambda \mathcal{S}_\mu \cap \mu} w \]

induces a well-defined homomorphism of left \( \mathcal{O}\mathcal{S}_n \)-modules

\[ \gamma^u_{\mu,\lambda} : \text{Per}^\mu \rightarrow \text{Per}^\lambda. \]
Extending $\varphi_{\mu,\lambda}^u$ to all of $\bigoplus_{\nu \in X(h,n)} \text{Per}^\nu$ by letting it act as zero on $\text{Per}^\nu$ for $\nu \neq \mu$, we obtain a well-defined element

\begin{equation}
\varphi_{\mu,\lambda}^u \in S_{h,n}.
\end{equation}

**Lemma 2.3.1.** $S_{h,n}$ is $\mathcal{O}$-free with basis $\{\varphi_{\mu,\lambda}^u \mid \mu, \lambda \in X(h,n), u \in \mu \mathcal{O}^\lambda\}$.

**Lemma 2.3.2.** For $h \geq n$, the $\mathcal{O}$-linear map $\kappa : F\mathfrak{S}_n \to S_{h,n}$, defined on a basis element $w \in \mathfrak{S}_n$ by $\kappa(w) := \varphi_{(1^n)}^w$, is a (unital) ring embedding.

One can also define the Schur algebra using the signed permutation modules. So consider instead the algebra

$$\text{End}_{\mathcal{O}\mathfrak{S}_n} \left( \bigoplus_{\nu \in X(h,n)} \text{SPer}^\nu \right).$$

For $\lambda, \mu \in X(h,n)$ and $u \in \mathfrak{S}_n$ set

\begin{equation}
\begin{align*}
s_{\mu,\lambda}^u := \sum_{w \in \mathfrak{S}_n : u \in \mathcal{O}\mathfrak{S}_n \cap wD} \text{sgn}(w) w.
\end{align*}
\end{equation}

**Lemma 2.3.3.** The algebras $S_{h,n}$ and $\text{End}_{\mathcal{O}\mathfrak{S}_n} \left( \bigoplus_{\nu \in X(h,n)} \text{SPer}^\nu \right)$ are isomorphic, the natural basis element $\varphi_{\mu,\lambda}^u$ of $S_{h,n}$ corresponding under the isomorphism to the endomorphism which is zero on $\text{SPer}^\nu$ for $\nu \neq \mu$ and sends $\text{SPer}^\mu$ into $\text{SPer}^\lambda$ via the homomorphism induced by right multiplication in $\mathcal{O}\mathfrak{S}_n$ by $s_{\mu,\lambda}^u$.

### 2.4. Representation theory of Schur algebras

We recall some facts about the representation theory of $S_{h,n}$, assuming now that $\mathcal{O} = F$. All the results gathered here are explained in detail and properly referenced in [4, Section 1]. First of all, it is known that the elements

\begin{equation}
e(\mu) := \varphi_{1,\mu}^1 \in S_{h,n} \quad (\mu \in X(h,n))
\end{equation}

are idempotents. We have a weight space decomposition for $W \in S_{h,n}$-mod:

$$W = \bigoplus_{\mu \in X(h,n)} e(\mu) W.$$  

The subspaces $e(\mu) W$ are the weight spaces of $W$.

The irreducible $S_{h,n}$-modules are parametrized by the elements of $X_+(h,n)$.

We write $L_h(\lambda)$ for the irreducible $S_{h,n}$-module corresponding to $\lambda \in X_+(h,n)$. In particular, $L_h(\lambda)$ has highest weight $\lambda$, i.e. $e(\lambda)L_h(\lambda) \neq 0$ and $e(\mu)L_h(\lambda) = 0$ for all $\mu \in X(h,n)$ with $\mu \not\leq \lambda$. It is known that $S_{h,n}$ is a quasi-hereditary algebra with weight poset $(X_+(h,n), \leq)$. In particular, we have associated to $\lambda \in X_+(h,n)$ the standard and costandard modules $\Delta_h(\lambda)$ and $\nabla_h(\lambda)$ such that $\Delta_h(\lambda)$ (resp. $\nabla_h(\lambda)$) has simple head (resp. socle) isomorphic to $L_h(\lambda)$, and all other composition factors are of the form $L_h(\mu)$ with $\mu < \lambda$.

For $\lambda \in X_+(h,n)$ and $\nu \in X(h,n)$, denote by $k_{\lambda,\nu}$ the dimension of the $\nu$-weight space of $L_h(\lambda)$:

\begin{equation}
k_{\lambda,\nu} := \dim e(\nu)L_h(\lambda).
\end{equation}

In particular, if $\text{char} \mathcal{O} = 0$, then $L_h(\lambda) = \Delta_h(\lambda)$ and so it is well-known that $k_{\lambda,\nu} = K_{\lambda,\nu}$, where

\begin{equation}
K_{\lambda,\nu} := \sharp \{\text{semistandard } \lambda\text{-tableaux of type } \nu\},
\end{equation}
also known as the $(\lambda, \nu)$-Kostka number. To give the necessary definitions, we consider $\lambda$ as a partition, and so we can speak of the corresponding Young diagram. A $\lambda$-tableau is an allocation of numbers from the set $\{1, \ldots, h\}$ (possibly with repetitions) into the boxes of the Young diagram $\lambda$. A $\lambda$-tableau is of type $\nu$ if each $1 \leq k \leq n$ appears in it exactly $\nu_k$ times. A $\lambda$-tableau is column strict if its entries increase down the columns. A $\lambda$-tableau is row weak if its entries weakly increase from left to right along the rows. A $\lambda$-tableau is semistandard if it is row weak and column strict.

The algebra $S_{h,n}$ possesses an anti-automorphism $\tau$ defined on the standard basis elements by $\tau(\varphi^0_{\mu}) = \varphi^1_{\mu^{-1}}$. Using this, we define the contravariant dual $M^*$ of an $S_{h,n}$-module $M$ to be the dual vector space $M^*$ with action defined by $(s \cdot f)(m) = f(\tau(s)m)$ for all $s \in S_{h,n}, m \in M, f \in M^*$. We have $L_h(\lambda)^* = \Delta_h(\lambda)$ and $\Delta_h(\lambda)^* = \nabla_h(\lambda)$ for all $\lambda \in X_+(h, n)$.

Given a left $S_{h,n}$-module $M$, we write $\tilde{M}$ for the right $S_{h,n}$-module equal to $M$ as a vector space with right action defined by $ms = \tau(s)m$ for $m \in M, s \in S_{h,n}$. This gives us modules $L_h(\lambda), \Delta_h(\lambda)$ and $\nabla_h(\lambda)$ for each $\lambda \in X_+(h, n)$.

**Lemma 2.4.1.** $S_{h,n}$ has a filtration as an $(S_{h,n}, S_{h,n})$-bimodule with factors isomorphic to $\Delta_h(\lambda) \otimes \Delta_h(\lambda)$, each appearing once for each $\lambda \in X_+(h, n)$ and ordered in any way refining the dominance order on partitions so that factors corresponding to more dominant $\lambda$ appear lower in the filtration.

We have an algebra map $S_{h,n+i} \to S_{h,n} \otimes S_{h,i}$, which enables us to view the tensor product $M \otimes M'$ of an $S_{h,n}$-module $M$ and an $S_{h,i}$-module $M'$ as an $S_{h,n+i}$-module. Let $V_h = L_h(1)$ be the natural module. The $n$th tensor power $V_h^\otimes n$ can be regarded as an $S_{h,n}$-module. We also have the symmetric, divided and exterior powers: $S^n(V_h) = \nabla_h(n)$, $Z^n(V_h) = \Delta_h(n)$, $\Lambda^n(V_h) = L_h(1^n)$. More generally, given $\nu = (n_1, \ldots, n_a) \in X(h, n)$, define

\begin{align}
(2.4.4) & \quad S^\nu(V_h) := S^{n_1}(V_h) \otimes \cdots \otimes S^{n_a}(V_h), \\
(2.4.5) & \quad Z^\nu(V_h) := Z^{n_1}(V_h) \otimes \cdots \otimes Z^{n_a}(V_h), \\
(2.4.6) & \quad \Lambda^\nu(V_h) := \Lambda^{n_1}(V_h) \otimes \cdots \otimes \Lambda^{n_a}(V_h),
\end{align}

all of which can be regarded as $S_{h,n}$-modules.

**Lemma 2.4.2.** For $\nu \in X(h, n)$ we have:

(i) the left ideal $S_{h,n}\varrho(\nu)$ of $S_{h,n}$ is isomorphic to $Z^\nu(V_h)$ as an $S_{h,n}$-module;

(ii) providing $h \geq n$, the left ideal $S_{h,n}\kappa(\nu)$ of $S_{h,n}$ is isomorphic to $\Lambda^\nu(V_h)$ as an $S_{h,n}$-module, where $\kappa : F\mathfrak{S}_n(V) \to S_{h,n}$ is the embedding of Lemma 2.3.2.

A finite dimensional $S_{h,n}$-module $M$ has a standard (resp. costandard) filtration if $M$ has a filtration $0 = M_0 \subset M_1 \subset \cdots \subset M_r = M$ such that each factor $M_i/M_{i-1}$ is isomorphic to a direct sum of copies of $\Delta_h(\lambda)$ (resp. $\nabla_h(\lambda)$) for some fixed $\lambda \in X_+(h, n)$ (depending on $i$).

**Lemma 2.4.3.** If $M, M'$ are modules with standard (resp. costandard) filtrations then so is $M \otimes M'$.

In particular, Lemma 2.4.3 implies that for any $\nu \in X(h, n)$, the modules $S^\nu(V_h)$ and $\Lambda^\nu(V_h)$ have costandard filtrations, while $Z^\nu(V_h)$ and $\Lambda^\nu(V_h)$ have standard filtrations.
Lemma 2.4.4. Let \( h \geq n \) and \( \lambda \in X_+(h,n) \), we have that the homomorphism space \( \text{Hom}_{S_{h,n}}(Z^h(V_h), \Lambda^\lambda(V_h)) \) is one-dimensional, and the image of any non-zero such homomorphism is isomorphic to \( \Delta_h(\lambda) \).

If \( p > 0 \), then for and \( h,n,r \in \mathbb{Z}_{\geq 0} \), there is a Frobenius homomorphism

\[
F_r : S_{h, np^r} \to S_{h,n},
\]

twisting with which one gets the Frobenius twist functor

\[
S_{h,n} \text{-mod} \to S_{h, np^r} \text{-mod}, \quad M \mapsto M[r].
\]

For example \( L(\lambda)[r] \simeq L(p^r \lambda) \). The Steinberg tensor product theorem is:

Lemma 2.5.4. Suppose that \( \lambda \in X_+(h,n) \) has \( p \)-adic expansion \( \lambda = \lambda(0) + p\lambda(1) + p^2 \lambda(2) + \ldots \). Then, \( L_h(\lambda) \simeq L_h(\lambda(0)) \otimes L_h(\lambda(1))^1 \otimes L_h(\lambda(2))^2 \otimes \ldots \)

2.5. Induction and restriction for Schur algebras

For a composition \( \chi = (h_1, \ldots, h_a) \models h \) there is a natural Levi Schur subalgebra

\[
(2.5.1) \quad S_{\chi,n} \simeq \bigoplus_{n_1 + \cdots + n_a = n} S_{h_1,n_1} \otimes \cdots \otimes S_{h_a,n_a} \subseteq S_{h,n},
\]

and the usual restriction, and induction functors:

\[
\text{res}^{S_{\chi,n}}_{S_{h,n}} : S_{h,n} \text{-mod} \to S_{\chi,n} \text{-mod}, \quad \text{ind}^{S_{\chi,n}}_{S_{h,n}} : S_{\chi,n} \text{-mod} \to S_{h,n} \text{-mod}.
\]

Moreover, fix \( l \leq h \) and embed \( X(l,k) \) into \( X(h,k) \) in the natural way. Let \( e \) be the idempotent

\[
(2.5.2) \quad e = e_{h,l} := \sum_{\mu \in X(l,k)} \epsilon(\mu) \in S_{h,n}.
\]

Lemma 2.5.1. We have \( S_{l,n} \simeq e S_{h,n} e \).

Then, we have the Schur functor

\[
(2.5.3) \quad \text{trun}^{S_{h,n}}_{S_{l,n}} : S_{h,n} \text{-mod} \to S_{l,n} \text{-mod}, \quad M \mapsto eM
\]

and its left adjoint

\[
(2.5.4) \quad \text{infl}^{S_{h,n}}_{S_{l,n}} : S_{l,n} \text{-mod} \to S_{h,n} \text{-mod}, \quad N \mapsto S_{h,n} e \otimes e S_{h,n} e N.
\]

Lemma 2.5.2. If \( n \leq l \leq h \), then the functors \( \text{trun}^{S_{h,n}}_{S_{l,n}} \) and \( \text{infl}^{S_{h,n}}_{S_{l,n}} \) are mutually quasi-inverse equivalences of categories.

Lemma 2.5.3. Let \( l < h \) and \( \mu = (\mu_1, \ldots, \mu_h) \in X_+(h,n) \).

(i) If \( \mu_{l+1} \neq 0 \) then \( \text{trun}^{S_{h,n}}_{S_{l,n}} L_h(\mu) = \text{trun}^{S_{h,n}}_{S_{l,n}} \Delta_h(\mu) = \text{trun}^{S_{h,n}}_{S_{l,n}} \nabla_h(\mu) = 0 \).

(ii) If \( \mu_{l+1} = 0 \), we may regard \( \mu \) as an element of \( X_+(l,n) \), and then we have \( \text{trun}^{S_{h,n}}_{S_{l,n}} L_h(\mu) \simeq L_i(\mu) \), \( \text{trun}^{S_{h,n}}_{S_{l,n}} \Delta_h(\mu) \simeq \Delta_i(\mu) \), and \( \text{trun}^{S_{h,n}}_{S_{l,n}} \nabla_h(\mu) \simeq \nabla_i(\mu) \).

Lemma 2.5.4. If \( \chi = (h_1, \ldots, h_a) \models h \) and \( \nu = (n_1, \ldots, n_a) \models n \) with \( h_r \geq n_r \) for all \( r = 1, \ldots, a \), then

\[
\text{infl}^{S_{h,n}}_{S_{\chi,n}}(\otimes \cdots \otimes) \quad \text{and} \quad (\text{infl}^{S_{h,n_1}}_{S_{h_1,n_1}} \otimes \cdots \otimes (\text{infl}^{S_{h,n_a}}_{S_{h,a,n_a}}))
\]

are isomorphic functors from \( S_{h_1,n_1} \text{-mod} \times \cdots \times S_{h_a,n_a} \text{-mod} \) to \( S_{h,n} \text{-mod} \).
2.6. Schur functors

Here we review the material of [4, Section 3.1] for future references. Let $\mathcal{S}$ be a finite dimensional $F$-algebra, $P \in \mathcal{S}$-mod be a projective module, and $H = \text{End}_\mathcal{S}(P)$, writing endomorphisms commuting with the left $\mathcal{S}$-action on the right. Define the functors:

\[
\alpha := \text{Hom}_\mathcal{S}(P, ?) : \mathcal{S} \text{-mod} \to H \text{-mod},
\]
\[
\beta := P \otimes_H ? : H \text{-mod} \to \mathcal{S} \text{-mod}.
\]

The $\alpha$ is exact, and $\beta$ is left adjoint to $\alpha$.

Given an $\mathcal{S}$-module $V$, let $O_P(V)$ denote the largest submodule $V'$ of $V$ such that $\text{Hom}_\mathcal{S}(P, V') = 0$. Let $O^P$ denote the submodule of $V$ generated by the images of all $\mathcal{S}$-homomorphisms from $P$ to $V$. Any $\mathcal{S}$-module homomorphism $V \to W$ sends $O_P(V)$ into $O_P(W)$ and $O^P(V)$ into $O^P(W)$, so we can view $O_P$ and $O^P$ as functors $\mathcal{S}$-mod $\to$ $\mathcal{S}$-mod. Finally, any homomorphism $V \to W$ induces a well-defined $\mathcal{S}$-module homomorphism $V/O_P(V) \to W/O_P(W)$. We thus obtain an exact functor $A_P : \mathcal{S}$-mod $\to$ $\mathcal{S}$-mod defined on objects by $V \mapsto V/O_P(V)$.

The following two lemmas can be found for example in [4, 3.1a, 3.1c]:

**Lemma 2.6.1.** The functors $\alpha \circ \beta$ and $\alpha \circ A_P \circ \beta$ are both isomorphic to the identity.

**Lemma 2.6.2.** If $V, W \in \mathcal{S}$-mod satisfy $O^P(V) = V$ and $O_P(W) = 0$, then $\text{Hom}_\mathcal{S}(V, W) \simeq \text{Hom}_H(\alpha(V), \alpha(W))$.

The main result on the functors $\alpha, \beta$, proved for example in [4, 3.1d], is:

**Theorem 2.6.3.** The functors $\alpha$ and $A_P \circ \beta$ induce mutually inverse equivalences of categories between $H$-mod and the full subcategory of $\mathcal{S}$-mod consisting of all $V \in \mathcal{S}$-mod such that $O_P(V) = 0$ and $O^P(V) = V$.

An easy consequence is the following relation between the irreducible modules, see [4, 3.1e]:

**Lemma 2.6.4.** Let $\{E_m \mid m \in M\}$ be a complete set of non-isomorphic irreducible $\mathcal{S}$-modules appearing in the head of $P$. For all $m \in M$, set $D_m := \alpha(E_m)$. Then, $\{D_m \mid m \in M\}$ is a complete irredundant set of irreducible $H$-modules, and $A_P \circ \beta(D_m) \simeq E_m$.

Finally, we will make use of the following more explicit description of the effect of the composite functor $A_P \circ \beta$ on left ideals of $H$, see [4, 3.1f]:

**Lemma 2.6.5.** Suppose that every composition factor of the socle of $P$ also appears in its head. Then for any left ideal $J$ of $H$, we have $A_P \circ \beta(J) \simeq P.J.$
CHAPTER 3

Khovanov-Lauda-Rouquier algebras

3.1. Lie theoretic notation

Throughout the paper

\[ C = (c_{ij})_{i,j \in I} \]

is a Cartan matrix of untwisted affine type, see [19, §4, Table Aff 1]. We have

\[ I = \{0, 1, \ldots, l\}, \]

where 0 is the affine vertex. Following [19, §1.1], let \((\mathfrak{h}, \Pi, \Pi^\vee)\) be a realization of the Cartan matrix \(C\), so we have simple roots \(\{\alpha_i \mid i \in I\}\), simple coroots \(\{\alpha_i^\vee \mid i \in I\}\), and a bilinear form \((\cdot, \cdot)\) on \(\mathfrak{h}^*\) such that

\[ c_{ij} = \frac{2(\alpha_i, \alpha_j)}{(\alpha_i, \alpha_i)} \]

for all \(i, j \in I\). We normalize \((\cdot, \cdot)\) so that \((\alpha_i, \alpha_i) = 2\) if \(\alpha_i\) is a short simple root.

The fundamental dominant weights \(\{\Lambda_i \mid i \in I\}\) have the property

\[ \langle \Lambda_i, \alpha_j^\vee \rangle = \delta_{i,j} \]

where \(\langle \cdot, \cdot \rangle\) is the natural pairing between \(\mathfrak{h}^*\) and \(\mathfrak{h}\). We have the integral weight lattice \(P = \bigoplus_{i \in I} \mathbb{Z} \cdot \Lambda_i\) and the set of dominant weights \(P_+ = \sum_{i \in I} \mathbb{Z}_{\geq 0} \cdot \Lambda_i\). For \(i \in I\) we define

\[ (3.1.1) \quad q_i := \frac{2(\alpha_i, \alpha_i)}{(\alpha_i, \alpha_i)} \]

\[ [n]_i := [n]_{q_i}, \quad [n]^i := [n]_{q_i}. \]

Denote \(Q_+ := \bigoplus_{i \in I} \mathbb{Z}_{\geq 0} \cdot \alpha_i\). For \(\alpha \in Q_+\), we write \(\text{ht}(\alpha)\) for the sum of its coefficients when expanded in terms of the \(\alpha_i\)'s.

Let \(g' = g(C')\) be the finite dimensional simple Lie algebra whose Cartan matrix \(C'\) corresponds to the subset of vertices \(I' := I \setminus \{0\}\). The affine Lie algebra \(g = g(C)\) is then obtained from \(g'\) by a procedure described in [19, Section 7]. We denote by \(W\) (resp. \(W'\)) the corresponding affine Weyl group (resp. finite Weyl group). It is a Coxeter group with standard generators \(\{r_i \mid i \in I\}\) (resp. \(\{r_i \mid i \in I'\}\)), see [19, Proposition 3.13].

Let \(\Phi'\) and \(\Phi\) be the root systems of \(g'\) and \(g\) respectively. Denote by \(\Phi'_+\) and \(\Phi_+\) the set of positive roots in \(\Phi'\) and \(\Phi\), respectively, cf. [19, §1.3]. Let

\[ (3.1.2) \quad \delta = a_0\alpha_0 + a_1\alpha_1 + \cdots + a_l\alpha_l. \]

By [19, Table Aff 1], we always have

\[ (3.1.3) \quad a_0 = 1. \]

We have

\[ (3.1.4) \quad \delta - a_0 = \theta, \]

where \(\theta\) is the highest root in the finite root system \(\Phi'\). Finally, \(\Phi_+ = \Phi^\text{im}_+ \sqcup \Phi^\text{re}_+\), where

\[ \Phi^\text{im}_+ = \{n\delta \mid n \in \mathbb{Z}_{>0}\} \]
and
\[ \Phi_+^r = \{ \beta + n\delta \mid \beta \in \Phi'_+, \ n \in \mathbb{Z}_{\geq 0} \} \sqcup \{ -\beta + n\delta \mid \beta \in \Phi'_+, \ n \in \mathbb{Z}_{> 0} \}. \]

### 3.2. The definition and first properties

Define the polynomials in the variables \( u, v \)
\[ \{ Q_{ij}(u, v) \in F[u, v] \mid i, j \in I \} \]
as follows. For the case where the Cartan matrix \( C \neq A_1^{(1)} \), choose signs \( \epsilon_{ij} \) for all \( i, j \in I \) with \( c_{ij} < 0 \) so that \( \epsilon_{ij}\epsilon_{ji} = -1 \). Then set:
\[
(3.2.1) \quad Q_{ij}(u, v) := \begin{cases} 
0 & \text{if } i = j; \\
1 & \text{if } c_{ij} = 0; \\
\epsilon_{ij}(u^{-\epsilon_{ij}} - v^{-\epsilon_{ij}}) & \text{if } c_{ij} < 0.
\end{cases}
\]

For type \( A_1^{(1)} \) we define
\[
(3.2.2) \quad Q_{ij}(u, v) := \begin{cases} 
0 & \text{if } i = j; \\
(u - v)(v - u) & \text{if } i \neq j.
\end{cases}
\]

Fix \( \alpha \in Q_+ \) of height \( d \). Let
\[
(3.2.3) \quad \langle I \rangle_\alpha = \{ i = (i_1, \ldots, i_d) \in I^d \mid \alpha_{i_1} + \cdots + \alpha_{i_d} = \alpha \}.
\]
The KLR-algebra \( R_\alpha = R_\alpha(\mathcal{O}) \) is an associative graded unital \( \mathcal{O} \)-algebra, given by the generators
\[
(3.2.4) \quad \{ 1_i \mid i \in \langle I \rangle_\alpha \} \cup \{ y_1, \ldots, y_d \} \cup \{ \psi_1, \ldots, \psi_{d-1} \}
\]
and the following relations for all \( i, j \in \langle I \rangle_\alpha \) and all admissible \( r, t, i \):
\[
(3.2.5) \quad 1_i 1_j = \delta_{i,j} 1_i, \quad \sum_{i \in \langle I \rangle_\alpha} 1_i = 1;
\]
\[
(3.2.6) \quad y_r 1_i = 1_i y_r; \quad y_r y_t = y_t y_r;
\]
\[
(3.2.7) \quad \psi_t 1_i = 1_{s_t i} \psi_t;
\]
\[
(3.2.8) \quad (y_t \psi_r - \psi_r y_s(t)) 1_i = \delta_{i, i_{r+1}} (\delta_{i, r+1} - \delta_{i, r}) 1_i;
\]
\[
(3.2.9) \quad \psi_r^2 1_i = Q_{i, i_{r+1}}(y_r, y_{r+1}) 1_i;
\]
\[
(3.2.10) \quad \psi_r \psi_t = \psi_t \psi_r \quad (|r - t| > 1);
\]
\[
(3.2.11) \quad \frac{Q_{i, i_{r+1}}(y_r + 1, y_{r+1} + 1) - Q_{i, i_{r+1}}(y_r, y_{r+1})}{y_{r+1} - y_r} 1_i .
\]

The grading on \( R_\alpha \) is defined by setting:
\[
\deg(1_i) = 0, \quad \deg(y_r 1_i) = (\alpha_{i_r}, \alpha_{i_r}), \quad \deg(\psi_r 1_i) = -(\alpha_{i_r}, \alpha_{i_{r+1}}).
\]

It is pointed out in [23] and [38, §3.2.4] that up to isomorphism \( R_\alpha \) depends only on the Cartan matrix and \( \alpha \).

Fix in addition a dominant weight \( \Lambda \in P_+ \). The corresponding cyclotomic KLR algebra \( R_\alpha^\Lambda \) is the quotient of \( R_\alpha \) by the following ideal:
\[
(3.2.12) \quad J_\alpha^\Lambda := \langle y_1^{(\Lambda, \alpha_{i_r})} 1_i \mid i = (i_1, \ldots, i_d) \in \langle I \rangle_\alpha \rangle.
\]
3.3. Basic representation theory of $R_\alpha$

For each element $w \in S_d$ fix a reduced expression $w = s_{r_1} \cdots s_{r_m}$ and set

$$\psi_w := \psi_{r_1} \cdots \psi_{r_m}.$$  

In general, $\psi_w$ depends on the choice of the reduced expression of $w$.

**Theorem 3.2.1.** ([22, Theorem 2.5], [38, Theorem 3.7]) The elements

$$\{\psi_w y_1^{m_1} \cdots y_d^{m_d} 1_i \mid w \in S_d, \, m_1, \ldots, m_d \in \mathbb{Z}_{\geq 0}, \, i \in (I)_\alpha\}$$

form an $O$-basis of $R_\alpha$.

There exists a homogeneous algebra anti-involution

$$\tau : R_\alpha \rightarrow R_\alpha, \quad 1_i \mapsto 1_i, \quad y_r \mapsto y_r, \quad \psi_s \mapsto \psi_s$$

for all $i \in (I)_\alpha$, $1 \leq r \leq d$, and $1 \leq s < d$. If $M = \bigoplus_{d \in \mathbb{Z}} M_d$ is a finite dimensional graded $R_\alpha$-module, then the graded dual $M^\circ$ is the graded $R_\alpha$-module such that $(M^\circ)_n := \text{Hom}_O(M_{-n}, O)$, for all $n \in \mathbb{Z}$, and the $R_\alpha$-action is given by $(xf)(m) = f(\tau(x)m)$, for all $f \in M^\circ$, $m \in M$, $x \in R_\alpha$.

3.3. Basic representation theory of $R_\alpha$

Let $H$ be any $(\mathbb{Z})$-graded $F$-algebra. By a module $V$ over $H$, we always mean a graded left $H$-module. We denote by $H$-$\text{Mod}$ the abelian category of all graded left $H$-modules, with morphisms being degree-preserving module homomorphisms, which we denote by $\text{Hom}$. Let $H$-$\text{mod}$ denote the abelian subcategory of all finite dimensional graded $H$-modules, and $[H$-$\text{mod}]$ be the corresponding Grothendieck group. Then $[H$-$\text{mod}]$ is an $A$-module via $q^m [M] := [q^m M]$, where $q^m M$ denotes the module obtained by shifting the grading up by $m$, i.e. $(q^m M)_n := M_{n-m}$. We denote by $\text{Hom}_H(M,N)$ the space of morphism in $H$-$\text{Mod}$, i.e. degree zero homogeneous $H$-module homomorphisms. Similarly we have $\text{ext}^m_H(M,N)$.

For $n \in \mathbb{Z}$, let $\text{Hom}_H(M,N)_n := \text{hom}_H(q^n M, N)$ denote the space of all homomorphisms that are homogeneous of degree $n$. Set

$$\text{Hom}_H(M,N) := \bigoplus_{n \in \mathbb{Z}} \text{Hom}_H(M,N)_n.$$  

For graded $H$-modules $M$ and $N$ we write $M \cong N$ to mean that $M$ and $N$ are isomorphic as graded modules and $M \simeq N$ to mean that they are isomorphic as $H$-modules after we forget the gradings.

For a finite dimensional graded vector space $V = \bigoplus_{n \in \mathbb{Z}} V_n$, its graded dimension is $\dim V := \sum_{n \in \mathbb{Z}} (\dim V_n) q^n \in A$. Given $M, L \in H$-$\text{mod}$ with $L$ irreducible, we write $[M : L]_q$ for the corresponding graded composition multiplicity, i.e. $[M : L]_q := \sum_{n \in \mathbb{Z}} a_n q^n$, where $a_n$ is the multiplicity of $q^n L$ in a graded composition series of $M$.

Going back to the algebras $R_\alpha = R_\alpha(F)$, every irreducible graded $R_\alpha$-module is finite dimensional [22, Proposition 2.12], and there are finitely many irreducible modules in $R_\alpha$-$\text{mod}$ up to isomorphism and grading shift [22, §2.5]. A prime field is a splitting field for $R_\alpha$, see [22, Corollary 3.19], so working with irreducible $R_\alpha$-modules we do not need to assume that $F$ is algebraically closed. Finally, for every irreducible module $L$, there is a unique choice of the grading shift so that we have $L^\circ \rightarrow L$ [22, Section 3.2]. When speaking of irreducible $R_\alpha$-modules we often assume by fiat that the shift has been chosen in this way.
For \( i \in \langle I \rangle_{\alpha} \) and \( M \in R_{\alpha}\text{-mod} \), the \( i \)-word space of \( M \) is \( M_i := 1_i M \). We have \( M = \bigoplus_{i \in \langle I \rangle_{\alpha}} M_i \). We say that \( i \) is a word of \( M \) if \( M_i \neq 0 \). A non-zero vector \( v \in M_i \) is called a vector of word \( i \). Note from the relations that \( \psi_i M_i \subset M_{\alpha+i} \).

Let \( M \) be a finite dimensional graded \( R_{\alpha}\)-module. Define the \( q \)-character of \( M \) as follows:

\[
\text{ch}_q M := \sum_{i \in \langle I \rangle_{\alpha}} (\dim_q M_i) i \in \mathcal{A} \langle I \rangle_{\alpha}.
\]

The \( q \)-character map \( \text{ch}_q : R_{\alpha}\text{-mod} \to \mathcal{A} \langle I \rangle_{\alpha} \) factors through to give an injective \( \mathcal{A} \)-linear map from the Grothendieck group \( \text{ch}_q : [R_{\alpha}\text{-mod}] \to \mathcal{A} \langle I \rangle_{\alpha} \), see [22, Theorem 3.17].

### 3.4. Induction, coinduction, and duality for KLR algebras

Given \( \alpha, \beta \in Q_+ \), we set \( R_{\alpha, \beta} := R_{\alpha} \otimes R_{\beta} \). Let \( M \otimes N \) be the outer tensor product of the \( R_{\alpha}\)-module \( M \) and the \( R_{\beta}\)-module \( N \). There is an injective homogeneous (non-unital) algebra homomorphism \( R_{\alpha, \beta} \hookrightarrow R_{\alpha+\beta} \) mapping \( 1_i \otimes 1_j \) to \( 1_{ij} \), where \( ij \) is the concatenation of the two sequences. The image of the identity element of \( R_{\alpha, \beta} \) under this map is

\[
1_{\alpha, \beta} := \sum_{i \in \langle I \rangle_{\alpha}} 1_{ij}.
\]

Let \( \text{Ind}_{\alpha, \beta}^{\alpha+\beta} \) and \( \text{Res}_{\alpha, \beta}^{\alpha+\beta} \) be the corresponding induction and restriction functors:

\[
\text{Ind}_{\alpha, \beta}^{\alpha+\beta} := R_{\alpha+\beta} 1_{\alpha, \beta} \otimes R_{\alpha, \beta} : R_{\alpha, \beta}\text{-mod} \to R_{\alpha+\beta}\text{-mod},
\]

\[
\text{Res}_{\alpha, \beta}^{\alpha+\beta} := 1_{\alpha, \beta} R_{\alpha+\beta} \otimes R_{\alpha+\beta} : R_{\alpha+\beta}\text{-mod} \to R_{\alpha, \beta}\text{-mod}.
\]

We often omit upper indices and write simply \( \text{Ind}_{\alpha, \beta} \) and \( \text{Res}_{\alpha, \beta} \).

Note that \( \text{Res}_{\alpha, \beta} \) is just left multiplication by the idempotent \( 1_{\alpha, \beta} \), so it is exact and sends finite dimensional modules to finite dimensional modules. By [22, Proposition 2.16], \( 1_{\alpha, \beta} R_{\alpha+\beta} \) is a free left \( R_{\alpha+\beta}\)-module of finite rank, so \( \text{Res}_{\alpha, \beta} \) also sends finitely generated projectives to finitely generated projectives. Similarly, \( R_{\alpha+\beta} 1_{\alpha, \beta} \) is a free right \( R_{\alpha, \beta}\)-module of finite rank, so \( \text{Ind}_{\alpha, \beta} \) is exact and sends finite dimensional modules to finite dimensional modules. The functor \( \text{Ind}_{\alpha, \beta} \) is left adjoint to \( \text{Res}_{\alpha, \beta} \), and it sends finitely generated projectives to finitely generated projectives.

These functors have obvious generalizations to \( n \geq 2 \) factors:

\[
\text{Ind}_{\gamma_1, \ldots, \gamma_n} : R_{\gamma_1, \ldots, \gamma_n}\text{-mod} \to R_{\gamma_1+\cdots+\gamma_n}\text{-mod},
\]

\[
\text{Res}_{\gamma_1, \ldots, \gamma_n} : R_{\gamma_1+\cdots+\gamma_n}\text{-mod} \to R_{\gamma_1, \ldots, \gamma_n}\text{-mod}.
\]

If \( M_a \in R_{\gamma_a}\text{-Mod} \), for \( a = 1, \ldots, n \), we define

\[
(3.4.1) \quad M_1 \circ \cdots \circ M_n := \text{Ind}_{\gamma_1, \ldots, \gamma_n} M_1 \boxtimes \cdots \boxtimes M_n.
\]

In view of [22, Lemma 2.20], we have

\[
(3.4.2) \quad \text{ch}_q (M_1 \circ \cdots \circ M_n) = \text{ch}_q (M_1) \circ \cdots \circ \text{ch}_q (M_n).
\]

Finally, the functors of induction and restriction have parabolic analogues. For example, given a family \( (\alpha^a_b)_{1 \leq a \leq n, \ 1 \leq b \leq m} \) of elements of \( Q_+ \), set \( \sum_{a=1}^n \alpha^a_b \leq : \beta_b \) for all \( 1 \leq b \leq m \). Then we have obvious functors

\[
\text{Ind}_{\alpha^1_1, \ldots, \alpha^n_m}^{\beta_1, \ldots, \beta_m} \quad \text{and} \quad \text{Res}_{\alpha^1_1, \ldots, \alpha^n_m}^{\beta_1, \ldots, \beta_m}.
\]
While the induction functor \( \text{Ind}_{\gamma_1,\ldots,\gamma_n} \) is left adjoint to the functor \( \text{Res}_{\gamma_1,\ldots,\gamma_n} \), the right adjoint is given by the coinduction:

\[
\text{Coind}_{\gamma_1,\ldots,\gamma_n} = \text{Coind}_{\gamma_1,\ldots,\gamma_n} := \text{Hom}_{R_{\gamma_1,\ldots,\gamma_n}}(1_{\gamma_1,\ldots,\gamma_n} R_{\gamma_1,\ldots,\gamma_n}, ?)
\]

Induction and coinduction are related as follows:

For \( \gamma := (\gamma_1, \ldots, \gamma_n) \in Q_+^n \), we denote

\[
d(\gamma) := \sum_{1 \leq m < k \leq n} (\gamma_m, \gamma_k).
\]

**Lemma 3.4.1.** [31, Theorem 2.2] Let \( \gamma := (\gamma_1, \ldots, \gamma_n) \in Q_+^n \), and \( V_m \) be a finite-dimensional \( R_{\gamma_m} \)-module for \( m = 1, \ldots, n \). Then

\[
\text{Ind}_{\gamma_1,\ldots,\gamma_n} V_1 \boxtimes \cdots \boxtimes V_n \cong q^{d(\gamma)} \text{Coind}_{\gamma_1,\ldots,\gamma_n} V_1 \boxtimes \cdots \boxtimes V_n.
\]

**Lemma 3.4.2.** Let \( \gamma := (\gamma_1, \ldots, \gamma_n) \in Q_+^n \), and \( V_m \) be a finite dimensional \( R_{\gamma_m} \)-module for \( m = 1, \ldots, n \). Then

\[
(V_1 \circ \cdots \circ V_n)^{\circ} \cong q^{d(\gamma)} (V_n^{\circ} \cdots \circ V_1^{\circ}).
\]

**Proof.** Follows from Lemma 3.4.1 by uniqueness of adjoint functors as in [24, Theorem 3.7.5] □

### 3.5. Crystal operators and extremal words

The theory of crystal operators has been developed in [22], [31] and [20] following ideas of Grojnowski [15], see also [24]. We review necessary facts for the reader’s convenience.

Let \( \alpha \in Q_+ \) and \( i \in I \). It is known that \( R_{n\alpha} \) is a nil-Hecke algebra with unique (up to a degree shift) irreducible module

\[
L(i^n) = q_i^n(n-1)/2 L(i)^{\circ n}.
\]

Moreover, \( \dim_q L(i^n) = [n]_i ! \). We have functors

\[
\epsilon_i : R_\alpha \text{-mod} \to R_{\alpha - \alpha_i} \text{-mod}, \quad M \mapsto \text{Res}_{R_{\alpha - \alpha_i}}^{R_\alpha} \circ \text{Res}_{R_{\alpha - \alpha_i}} \circ M,
\]

\[
\hat{f}_i : R_\alpha \text{-mod} \to R_{\alpha + \alpha_i} \text{-mod}, \quad M \mapsto \text{Ind}_{\alpha,\alpha_i} M \boxtimes L(i).
\]

If \( L \in R_\alpha \text{-mod} \) is irreducible, we define

\[
\hat{f}_i L := \text{head}(\hat{f}_i L), \quad \hat{\epsilon}_i L := \text{soc}(\epsilon_i L).
\]

A fundamental fact is that \( \hat{f}_i L \) is again irreducible and \( \hat{\epsilon}_i L \) is irreducible or zero. We refer to \( \hat{\epsilon}_i \) and \( \hat{f}_i \) as the crystal operators. These are operators on \( B \cup \{0\} \), where \( B \) is the set of isomorphism classes of the irreducible \( R_\alpha \)-modules for all \( \alpha \in Q_+ \). Define \( \text{wt} : B \to P \), \( [L] \mapsto -\alpha \) if \( L \in R_\alpha \)-mod.

**Theorem 3.5.1.** [31] \( B \) with the operators \( \hat{\epsilon}_i, \hat{f}_i \) and the function \( \text{wt} \) is the crystal graph of the negative part \( U_q(n_-) \) of the quantized enveloping algebra of \( \mathfrak{g} \).

For \( M \in R_\alpha \text{-mod} \), define

\[
\epsilon_i(M) = \max \{ k \geq 0 \mid \epsilon_i^k(M) \neq 0 \}.
\]

Then \( \epsilon_i(M) = \max \{ \epsilon_i(j) \mid j \text{ is a word of } M \} \), where for \( j = (j_1, \ldots, j_d) \in \langle I \rangle \),

\[
(3.5.1) \quad \epsilon_i(j) := \max \{ k \geq 0 \mid j_{d-k+1} = \cdots = j_d = i \}
\]
is the length of the longest \( i \)-tail of \( j \). Define also

\[
\epsilon_i(M) := \max \{k \geq 0 \mid j_1 = \cdots = j_k = i \text{ for a word } j = (j_1, \ldots, j_d) \text{ of } M\}
\]

to be the length of the longest \( i \)-head of the words of \( M \).

**Proposition 3.5.2.** \([22, 31]\) Let \( L \) be an irreducible \( R_\alpha \)-module, \( i \in I \), and \( \epsilon = \epsilon_i(L) \).

(i) \( \epsilon_i \) is either zero or it has a simple socle; denote this socle \( \hat{\epsilon}_i L \) interpreted

as 0 if \( \epsilon_i L = 0 \);

(ii) \( \hat{f}_i L \) has simple head denoted \( \hat{f}_i L \);

(iii) \( \hat{e}_i \hat{f}_i L \simeq L \) and if \( \hat{e}_i \hat{f}_i L \neq L \) then \( \hat{f}_i \hat{e}_i L \simeq L \);

(iv) \( \epsilon = \max \{k \geq 0 \mid \epsilon_i^k(L) \neq 0 \} \);

(v) \( \text{Res}_{\alpha \rightarrow \alpha_\kappa} L \simeq \epsilon_i^k L \boxtimes L(i^\alpha) \).

Recall from (3.2.12) the cyclotomic ideal \( J_\alpha^n \). We have an obvious functor of inflation \( \text{infl}^n : R_\alpha^\Lambda \rightarrow R_\alpha \)-mod and its left adjoint

\[
\text{pr}^n : R_\alpha \rightarrow R_\alpha^\Lambda \text{-mod, } M \mapsto M/J_\alpha^n M.
\]

**Lemma 3.5.3.** \([31, \text{Proposition 2.4}]\) Let \( L \) be an irreducible \( R_\alpha \)-module. Then \( \text{pr}^n L \neq 0 \) if and only if \( \epsilon_i(L) \leq \langle \Lambda, \alpha_i^n \rangle \) for all \( i \in I \).

Let \( M \in R_\alpha \)-mod and \( i = i_1^{a_1} \cdots i_b^{a_b} \), with \( a_1, \ldots, a_b \in \mathbb{Z}_{>0} \), be a word of \( M \). Then \( i \) is extremal for \( M \) if

\[
a_b = \epsilon_i(M), \quad a_{b-1} = \epsilon_{i_{b-1}}(\epsilon_{i_b}^2 M), \quad \ldots, \quad a_1 = \epsilon_i(\epsilon_{i_2}^{a_2} \cdots \epsilon_{i_b}^{a_b} M).
\]

It follows that \( i_k \neq i_{k+1} \) for all \( k = 1, \ldots, b - 1 \).

**Lemma 3.5.4.** \([26, \text{Lemma 2.10}]\) Let \( L \) be an irreducible \( R_\alpha \)-module, and \( i = i_1^{a_1} \cdots i_b^{a_b} \in (I)_\alpha \) be an extremal word for \( L \) with \( i_k \neq i_{k+1} \). Set \( N := \sum_{m=1}^b a_m(a_m-1)(\alpha_{e_m}, \alpha_{\iota_m})/4 \). Then

\[
dim_q L_i = \prod_{k=1}^b |a_k|_{i_k}^{1} \quad \text{and} \quad \dim 1_i L_N = \dim 1_i L_{-N} = 1.
\]

### 3.6. Mackey Theorem

We state a slight generalization of Mackey Theorem of Khovanov and Lauda \([22, \text{Proposition 2.18}]\). First some notation. Given \( \kappa = (\kappa_1, \ldots, \kappa_N) \in Q_N \), and a permutation \( x \in \mathfrak{S}_N \), we denote

\[
x_\kappa := (\kappa_{x^{-1}(1)}, \ldots, \kappa_{x^{-1}(N)}).
\]

Correspondingly, define the integer

\[
s(x, \kappa) := - \sum_{1 \leq m < k \leq N, x(m) > x(k)} (\kappa_m, \kappa_k).
\]

Writing \( R_\kappa \) for \( R_{\kappa_1, \ldots, \kappa_N} \), there is an obvious natural algebra isomorphism

\[
\varphi^x : R_{x, \kappa} \rightarrow R_\kappa
\]

permuting the components. Composing with this isomorphism, we get a functor

\[
R_\kappa \text{-mod} \rightarrow R_{x, \kappa} \text{-mod}, \quad M \mapsto \varphi^x M.
\]
Making an additional shift, we get a functor
\[ R_{\kappa} \text{-mod} \to R_{x\kappa} \text{-mod}, \quad M \mapsto xM := q^{s(x,\kappa)}(x^*M). \]

For the purposes of the following theorem, let us fix
\[ \boldsymbol{\gamma} = (\gamma_1, \ldots, \gamma_n) \in Q^n_+ \quad \text{and} \quad \boldsymbol{\beta} = (\beta_1, \ldots, \beta_m) \in Q^m_+ \]
with
\[ \gamma_1 + \cdots + \gamma_n = \beta_1 + \cdots + \beta_m =: \alpha. \]

Denote \( d_{\beta}^\alpha := ht(\alpha) \) and \( d := ht(\alpha) \).

Let \( D(\beta, \gamma) \) be the set of all tuples \( \alpha = (\alpha_1^1, \ldots, \alpha^1_m; \ldots; \alpha_n^1, \ldots, \alpha^n_m) \) such that
\[ \sum_{b=1}^m \alpha_b^a = \gamma^a \quad \text{for all} \quad 1 \leq a \leq n \quad \text{and} \quad \sum_{a=1}^n \alpha_a^b = \beta_b \quad \text{for all} \quad 1 \leq b \leq m. \]

For each \( \alpha \in D(\beta, \gamma) \), we define permutations \( x(\alpha) \in S_{mn} \) and \( w(\alpha) \in S_d \).
The permutation \( x(\alpha) \) maps \( (\alpha_1^1, \ldots, \alpha_1^m; \ldots; \alpha_n^1, \ldots, \alpha_n^m) \) to \( (\alpha_1^1, \ldots, \alpha_n^1; \alpha_2^1, \ldots, \alpha_n^2; \ldots; \alpha_1^m, \ldots, \alpha_n^m) \).
On the other hand, \( w(\alpha) \) is the corresponding permutation of the blocks of sizes \( d_{\beta}^\alpha \).

**Example 3.6.1.** Assume that \( n = 2, \ m = 3, \) and all \( d_{\beta}^\alpha = 2 \). Then \( x(\alpha) \in S_6 \) is the permutation which maps \( 1 \mapsto 1, 2 \mapsto 3, 3 \mapsto 5, 4 \mapsto 2, 5 \mapsto 4, 6 \mapsto 6 \), which can be illustrated by the following picture:

\[
x(\alpha) = \begin{array}{ccccccc}
\alpha_1^1 & \alpha_1^2 & \alpha_1^3 \\
\alpha_2^1 & \alpha_2^2 & \alpha_2^3 \\
\end{array}
\]

On the other hand, \( w(\alpha) \in S_{12} \) is the corresponding block permutation:

\[
w(\alpha) = \begin{array}{cccccccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 10 & 11 & 12 \\
\end{array}
\]

Let \( M \in R_{\kappa} \text{-mod}. \) We can now consider the \( R_{\alpha_1^1,\ldots,\alpha_1^m;\ldots;\alpha_n^1,\ldots,\alpha_n^m} \text{-module} \)
\[ x(\alpha)(\text{Res}_{\alpha_1^1,\ldots,\alpha_n^1;\alpha_1^m,\ldots,\alpha_n^m} M) \]
Finally, let \( \leq \) be a total order refining the Bruhat order on \( S_d \), and for \( \alpha \in D(\beta, \gamma) \), consider the submodules
\[
F_{\leq \alpha}(M) := \sum_{w \in D(\beta, \gamma), \ w \leq w(\alpha)} R_{\beta} \psi_w \otimes 1_{\alpha} M \subseteq \text{Res}_{\alpha}^\beta \text{Ind}_{\beta}^\alpha M,
\]
\[
F_{< \alpha}(M) := \sum_{w \in D(\beta, \gamma), \ w < w(\alpha)} R_{\beta} \psi_w \otimes 1_{\alpha} M \subseteq \text{Res}_{\alpha}^\beta \text{Ind}_{\beta}^\alpha M.
\]
Theorem 3.6.2. Let
\[ \gamma = (\gamma_1, \ldots, \gamma_n) \in Q^+_\gamma \quad \text{and} \quad \beta = (\beta_1, \ldots, \beta_m) \in Q^+_\beta \]
with
\[ \gamma_1 + \cdots + \gamma_n = \beta_1 + \cdots + \beta_m =: \alpha, \]
and \( M \in R_\gamma \text{-mod.} \) With the notation as above, the filtration \((\text{F}_{\leq \lambda}(M))_{\lambda \in \varnothing(\beta, \gamma)}\)
\(\text{is a filtration of Res}_D \text{Ind}_D M \) as an \( R_\gamma \)-module. Moreover, the subquotients of the filtration are:
\[
\text{F}_{\leq \lambda}(M)/\text{F}_{< \lambda}(M) \cong \text{Ind}_{x(\gamma)}^{x(\alpha)}(\text{Res}_D \text{Ind}_D M).
\]
\[
= \text{Ind}_{\beta_1, \ldots, \beta_m, \alpha_1, \ldots, \alpha_1, \ldots, \alpha_m} x(\omega) (\text{Res}_D \text{Ind}_D M).
\]

Proof. For \( m = n = 2 \) this follows from [22, Proposition 2.18]. The general case can be proved by the same argument or deduced from the case \( m = n = 2 \) by induction.

\[ \square \]

3.7. Convex preorders and root partitions

We now describe the theory of cuspidal systems from [26]. Recall the notion of a convex preorder on \( \Phi_+ \) from (1.1.1)–(1.1.3). General theory of cuspidal systems is valid for an arbitrary convex preorder, but for the theory of imaginary representations we will need an additional assumption that the preorder is balanced, see (1.2.1), (1.2.2).

Recall that \( I' = \{1, \ldots, l\} \). We will consider the set \( \varnothing \) of \( l \)-multipartitions
\[ \lambda = (\lambda^{(1)}, \ldots, \lambda^{(l)}), \]
where each \( \lambda^{(i)} = (\lambda_1^{(i)}, \lambda_2^{(i)}, \ldots) \) is a usual partition. We denote
\[ |\lambda| := \sum_{i \in I'} |\lambda^{(i)}|. \]

For \( n \in \mathbb{Z}_{>0} \), the set of all \( \lambda \in \varnothing \) such that \( |\lambda| = n \) is denoted \( \varnothing_n \).

Recall the totally ordered set \( \Psi \) defined in (1.1.4). Denote by \( S_\varnothing \) the set of all finitary tuples \( M = (m_\rho)_{\rho \in \Psi} \in \mathbb{Z}_{>0}^\Psi \) of non-negative integers. The left lexicographic order on \( S_\varnothing \) is denoted \( \leq_l \) and the right lexicographic order on \( S_\varnothing \) is denoted \( \leq_r \).

We will use the following bilexicographic partial order on \( S_\varnothing \):
\[
M \leq N \quad \text{if and only if} \quad M \leq_l N \text{ and } M \geq_r N.
\]

Let
\[ \pi = (M, \mu) = (\rho_1^m, \ldots, \rho_s^m, \mu, \rho_{m-t}, \ldots, \rho_{m-1}) \]
be a root partition as in (1.1.5), so that \( M \in S_\varnothing \) and \( \mu \in \varnothing_m \). For \( \rho \in \Psi \), we define \( M_\rho := m_\rho \rho \), and consider a tuple \( |M| = (M_\rho)_{\rho \in \Psi} \in Q^\Psi \). Ignoring trivial terms, we can also write
\[ |M| = (m_1 \rho_1, \ldots, m_s \rho_s, m_\delta, m_{-t} \rho_{-t}, \ldots, m_{-1} \rho_{-1}). \]

Then we have a parabolic subalgebra
\[ R_{|M|} = R_{m_1 \rho_1, \ldots, m_s \rho_s, m_\delta, m_{-t} \rho_{-t}, \ldots, m_{-1} \rho_{-1}} \subseteq R_\alpha. \]

We will use the following partial order on the set \( \Pi(\alpha) \) of root partitions of \( \alpha \):
\[ (M, \mu) \leq (N, \nu) \text{ if and only if } M \leq N \text{ and if } M = N \text{ then } \mu = \nu. \]
3.8. Cuspidal systems and standard modules

Let $\preceq$ be an arbitrary convex preorder on $\Phi_+$. Recall the definition of a cuspidal system

$$\{ L_\rho \mid \rho \in \Phi^\text{re}_+ \} \cup \{ L(\underline{\mu}) \mid \underline{\mu} \in \mathcal{P} \}$$

from §1.1.

For every $\alpha \in Q_+$ and $\pi = (M, \underline{\mu}) \in \Pi(\alpha)$ as in (1.1.5), we define an integer

$$\text{sh}(\pi) = \text{sh}(M, \underline{\mu}) := \sum_{\rho \in \Phi^\text{re}_+} (\rho, \rho) m_\rho (m_\rho - 1)/4,$$

the irreducible $R_{|M|}$-module

$$L_\pi = L_{M, \underline{\mu}} := q^{\text{sh}(\pi)} L_{\rho_1}^\ominus \otimes \cdots \otimes L_{\rho_s}^\ominus \otimes L(\underline{\mu}) \otimes L_{\rho_{-t}}^\ominus \otimes L_{\rho_{-1}}^\ominus,$$

and the standard module

$$\Delta(\pi) = \Delta(M, \underline{\mu}) := q^{\text{sh}(\pi)} L_{\rho_1}^\ominus \circ \cdots \circ L_{\rho_s}^\ominus \circ L(\underline{\mu}) \circ L_{\rho_{-t}}^\ominus \circ L_{\rho_{-1}}^\ominus.$$

Note that $\Delta(M, \underline{\mu}) = \text{Ind}_{|M|} L_{M, \underline{\mu}}$.

Theorem 3.8.1. [26] Given a convex preorder there exists a corresponding cuspidal system $\{ L_\rho \mid \rho \in \Phi^\text{re}_+ \} \cup \{ L(\underline{\Delta}) \mid \underline{\Delta} \in \mathcal{P} \}$. Moreover:

(i) For every root partition $\pi$, the standard module $\Delta(\pi)$ has irreducible head; denote this irreducible module $L(\pi)$.

(ii) $\{ L(\pi) \mid \pi \in \Pi(\alpha) \}$ is a complete and irredundant system of irreducible $R_\alpha$-modules up to isomorphism and degree shift.

(iii) For every root partition $\pi$, we have $L(\pi)^\oplus \cong L(\pi)$.

(iv) For all $\pi, \sigma \in \Pi(\alpha)$, we have that $[\Delta(\pi) : L(\pi)]_q = 1$, and $[\Delta(\pi) : L(\sigma)]_q \neq 0$ implies $\pi \leq \sigma$.

(v) For all $(M, \underline{\mu}), (N, \underline{\nu}) \in \Pi(\alpha)$, we have that $\text{Res}_{|M|} L(M, \underline{\mu}) \cong L(M, \underline{\nu})$ and $\text{Res}_{|N|} L(M, \underline{\mu}) \neq 0$ implies $N \leq M$.

(vi) The induced module $L^\ominus_\rho$ is irreducible for all $\rho \in \Phi^\text{re}_+$ and $n \in \mathbb{Z}_{>0}$.

3.9. Colored imaginary tensor spaces

From now on we assume that the fixed convex preorder we are working with is balanced, so that $\alpha_i \succ n \delta \succ \alpha_0$ for all $i \in I'$ and $n \in \mathbb{Z}_{>0}$. It turns out that the theory of imaginary representations is independent of the choice of a balanced convex preorder. Denote

$$e := \text{ht}(\delta).$$

Recall the irreducible imaginary representations of $R_{n\delta}$ defined by the property (Cus2) in §1.1. The irreducible imaginary representations of $R_\delta$ are called minuscule imaginary representations. The minuscule imaginary representations can be canonically labeled by the elements of $\mathcal{P}_1$ as explained below.

Lemma 3.9.1. [26, Lemma 5.1] Let $L$ be an irreducible $R_\delta$-module. The following are equivalent:

(i) $L$ is minuscule imaginary;

(ii) $L$ factors through to the cyclotomic quotient $R_{n\delta}^{\Lambda_0}$;

(iii) we have $i_1 = 0$ for any word $i = (i_1, \ldots, i_e)$ of $L$.

We always consider $R_{n\delta}^{\Lambda_0}$-modules as $R_\alpha$-modules via $\text{inf}^{\Lambda_0}$. 

Proposition 3.9.2. [26, Lemma 5.2, Corollary 5.3] Let \( i \in I' \).

(i) The cuspidal module \( L_{\delta-\alpha} \), factors through \( R_{\delta-\alpha}^0 \), and it is the only irreducible \( R_{\delta-\alpha}^0 \)-module.

(ii) The minuscule imaginary modules are exactly
\[
\{ L_{\delta,i} := \hat{f}_i L_{\delta-\alpha}, \mid i \in I' \}.
\]

(iii) \( e_j L_{\delta,i} = 0 \) for all \( j \in I \setminus \{i\} \). Thus, for each \( i \in I' \), the minuscule imaginary module \( L_{\delta,i} \) can be characterized uniquely up to isomorphism as the irreducible \( R_{\delta}^0 \)-module such that \( i_e = i \) for all words \( i = (i_1, \ldots, i_e) \) of \( L_{\delta,i} \).

For each \( i \in I' \), we refer to the minuscule module \( L_{\delta,i} \) described in Proposition 3.9.2 as the minuscule module of color \( i \). Let
\[
(\mu(i)) := (\emptyset, \ldots, \emptyset, (1), \emptyset, \ldots, \emptyset) \in \mathcal{P}_1 \quad (i \in I')
\]
be the \( l \)-multipartition of 1 with (1) in the \( i \)th component. We associate to it the minuscule module \( L_{\delta,i} \):
\[
L(\mu(i)) := L_{\delta,i} \quad (i \in I').
\]

Lemma 3.9.3. [26, Lemma 5.4] Let \( i \in I' \). Then \( e_i(L_{\delta,i}) = 1 \).

The minuscule modules are defined over \( \mathbb{Z} \), see [26, Remark 5.5]. To be more precise, for each \( i \in I' \), there exists an \( R_{\delta}(\mathbb{Z}) \)-module \( L_{\delta,i,\mathbb{Z}} \) which is free finite rank over \( \mathbb{Z} \) and such that \( L_{\delta,i,\mathbb{Z}} \otimes \mathbb{Z} \) is the minuscule imaginary module \( L_{\delta,i,F} \) over \( R_{\delta}(F) \) for any ground field \( F \). In particular,
\[
\text{End}_{R_{\delta}}(L_{\delta,i,\mathbb{Z}}) \cong \mathcal{O}.
\]

The imaginary tensor space of color \( i \) is the \( R_{n\delta} \)-module
\[
M_{n,i} := L_{\delta,i}^n.
\]
In this definition we allow \( n \) to be zero, in which case \( M_{0,i} \) is the trivial module over the trivial algebra \( R_{\delta} \). A composition factor of \( M_{n,i} \) is called an irreducible imaginary module of color \( i \). Color is well-defined in the following sense: if \( n > 0 \) and \( L \) is an irreducible imaginary \( R_{n\delta} \)-module of color \( i \), then \( L \) cannot be irreducible imaginary of color \( j \in I' \). Indeed, every word appearing in the character of \( M_{n,i} \), and hence in the character of \( L \), ends on \( i \).

Lemma 3.9.4. [26, Lemma 5.7] Any composition factor of \( M_{n_1,1} \circ \cdots \circ M_{n_l,1} \) is imaginary.

The following theorem provides a ‘reduction to one color’:

Theorem 3.9.5. [26, Theorem 5.10] Suppose that for each \( n \in \mathbb{Z}_{\geq 0} \) and \( i \in I' \), we have an irredundant family \( \{ L_i(\lambda) \mid \lambda \vdash n \} \) of irreducible imaginary \( R_{n\delta} \)-modules of color \( i \). For a multipartition \( \lambda = (\lambda^{(1)}, \ldots, \lambda^{(l)}) \in \mathcal{P}_n \), define
\[
L(\lambda) := L_{1}(\lambda^{(1)}) \circ \cdots \circ L_{l}(\lambda^{(l)}).
\]
Then \( \{ L(\lambda) \mid \lambda \in \mathcal{P}_n \} \) is a complete and irredundant system of irreducible imaginary \( R_{n\delta} \)-modules. In particular, the given modules \( \{ L_i(\lambda) \mid \lambda \vdash n \} \) give all the irreducible imaginary modules of color \( i \) up to isomorphism.
COROLLARY 3.9.6. Suppose that for each \( n \in \mathbb{Z}_{\geq 0} \) and for each \( i = 1, \ldots, l \), we have an irredundant family \( \{ L_i(\lambda) \mid \lambda \vdash n \} \) of irreducible imaginary \( R_{\alpha_{\delta}} \)-modules of color \( i \). Then each irreducible imaginary \( R_{\alpha_{\delta}} \)-module of color \( i \) is isomorphic to one of the modules \( L_i(\lambda) \) for some \( \lambda \vdash n \).

PROOF. Let \( L \) be an irreducible imaginary \( R_{\alpha_{\delta}} \)-module of color \( i \). By Theorem 3.9.5, we must have \( L \cong L_1(\mu(1)) \circ \cdots \circ L_l(\mu(l)) \) for some multipartition \( (\mu(1), \ldots, \mu(l)) \in \mathcal{P}_n \). It remains to note that \( \mu(j) = 0 \) for all \( j \neq i \), for otherwise \( j \) would arise as a last letter of some word arising in the character of \( L \), giving a contradiction. \( \square \)

If the Cartan matrix \( C \) is symmetric, then the minuscule representations can be described very explicitly as certain special homogeneous representations, see [26, Sections 5.4.5.5].

LEMMA 3.9.7. [26, Lemma 5.16] Let \( i \in I' \). Then we can write \( \Lambda_0 - \delta + \alpha_i = w(i)\Lambda_0 \) for a unique \( w(i) \in W \) which is \( \Lambda_0 \)-minuscule.

By the theory of homogeneous representations [26, Sections 5.4.5.5], the minuscule element \( w(i) \) constructed in Lemma 3.9.7 is of the form \( wC(i) \) for some strongly homogeneous component \( C(i) \) of \( G_{\delta - \alpha_i} \).

LEMMA 3.9.8. [26, Lemma 5.17] Let \( i \in I' \), \( d := e - 1 = \text{ht}(\delta - \alpha_i) \) and \( j = (j_1, \ldots, j_d) \in C(i) \). Then the cuspidal module \( L_{\delta - \alpha_i} \) is the homogeneous module \( L(C(i)) \), and we have:

(i) \( j_1 = 0 \);
(ii) \( j_d \) is connected to \( i \) in the Dynkin diagram, i.e. \( a_{j_d,i} = -1 \);
(iii) if \( j_b = i \) for some \( b \), then there are at least three indices \( b_1, b_2, b_3 \) such that \( b < b_1 < b_2 < b_3 \leq d \) such that \( a_{i,b_1} = a_{i,b_2} = a_{i,b_3} = -1 \).

Now we can describe the minuscule modules as homogeneous modules:

PROPOSITION 3.9.9. [26, Proposition 5.19] Let \( i \in I' \). The set of concatenations

\[ C_i := \{ ji \mid j \in C(i) \} \]

is a homogeneous component of \( G_{\delta} \), and the corresponding homogeneous \( R_{\delta} \)-module \( L(C_i) \) is isomorphic to the minuscule imaginary module \( L_{\delta,i} \).

EXAMPLE 3.9.10. Let \( C = \mathcal{A}_1^{(1)} \) and \( i \in I' \). Then \( L_{\delta,i} \) is the homogeneous irreducible \( R_{\delta} \)-module with character

\[ \text{ch}_q L_{\delta,i} = 0((1,2,\ldots,i-1) \circ (l,l-1,\ldots,i+1))i. \]

For example, \( L_{\delta,1} \) and \( L_{\delta,l} \) are 1-dimensional with characters

\[ \text{ch}_q L_{\delta,1} = (0,l,l-1,\ldots,1), \quad \text{ch}_q L_{\delta,l} = (01\ldots l), \]

while for \( l \geq 3 \), the module \( L_{\delta,l-1} \) is \( (l-2) \)-dimensional with character

\[ \text{ch}_q L_{\delta,l-1} = \sum_{r=0}^{l-3} (0,1,\ldots,r,l,r+1,\ldots,l-1). \]
Example 3.9.11. Let $C = D_l^{(1)}$ and $i \in I'$. By Proposition 3.9.9, we have that $L_{\delta,i}$ is the homogeneous module $L(C_i)$, where $C_i$ is the connected component in $G_{\delta}$ containing the following word:

$$(3.9.5) \quad \begin{cases} (0, 2, 3, \ldots, l - 2, l - 1, l - 2, \ldots, i + 1, 1, 2, \ldots, i) & \text{if } i \leq l - 1, \\ (0, 2, 3, \ldots, l - 2, l - 1, 1, 2, \ldots, l - 2, l) & \text{if } i = l. \end{cases}$$

If the Cartan matrix $C$ is non-symmetric, the explicit construction of the minuscule representations $L_{\delta,i}$ is more technical. It is explained in Chapter 8.
CHAPTER 4

Imaginary Schur-Weyl duality

Fix $i \in I'$, and recall from (3.9.4) the imaginary tensor space $M_{n,i} = L_{\delta}^n \otimes$ of color $i$. We are going to study irreducible imaginary $R_{n\delta}$-modules of color $i$, i.e. composition factors of $M_{n,i}$. Since $i$ is going to be fixed throughout, we usually simplify our notation and write $M_n$ for $M_{n,i}$, $L_\delta$ for $L_{\delta,i}$, etc. Recall that we denote by $e$ the height of null-root $\delta$.

4.1. Imaginary tensor space and its parabolic analogue

Throughout we fix an extremal word

$$i := (i_1, \ldots, i_e)$$

of $L_\delta$ so that the top degree component $(1_i L_\delta)_N$ of the word space $1_i L_\delta$ is 1-dimensional, see Lemma 3.5.4. To be more precise, for a symmetric Cartan matrix $C$, the module $L_\delta$ is homogeneous by Proposition 3.9.9, i.e. all its word spaces are 1-dimensional, and we can take $i$ to be an arbitrary word of $L_\delta$. For non-symmetric $C$, we make a specific choice of $i$ as in (8.2.1), (8.2.2), (8.2.3), (8.2.4) in types $B_{1}^{(1)}$, $C_{1}^{(1)}$, $F_{4}^{(1)}$, $G_{2}^{(1)}$ respectively.

Pick a non-zero vector $v \in (1_i L_\delta)_N$. Recall that $L_\delta$ is defined over $\mathbb{Z}$, so we may assume that $(1_i L_\delta)_N = \mathcal{O} \cdot v$. Denote

$$v_n := v \otimes \cdots \otimes v \in L_{\delta}^{\otimes n}.$$  

We identify $L_{\delta}^{\otimes n}$ with the submodule $1 \otimes L_{\delta}^{\otimes n} \subseteq M_n = \text{Ind}_{1_i \delta, \ldots, n_i \delta} L_{\delta}^{\otimes n}$, so $v_n$ can will be considered as an element of $M_n$. Note that $v_n$ generates $M_n$ as an $R_{n\delta}$-module, and that

$$v_n \in (1_i \cdot M_n)_n N.$$

By degrees,

$$y_r v_n = 0 \quad (1 \leq r \leq n).$$

More generally, let $\nu = (n_1, \ldots, n_a) \equiv n$. Consider the parabolic subalgebra

$$R_{\nu, \delta} := R_{n_1 \delta, \ldots, n_a \delta} \subseteq R_{n\delta},$$

and consider the $R_{\nu, \delta}$-module

$$M_\nu := M_{n_1} \otimes \cdots \otimes M_{n_a},$$

with generator

$$v_\nu := v_{n_1} \otimes \cdots \otimes v_{n_a}.$$

By transitivity of induction this module embeds naturally into $M_n$ as an $R_{\nu, \delta}$-submodule.

**Lemma 4.1.1.** $M_\otimes \cong M_\nu$. In particular, every composition factor of the socle of $M_\nu$ appears in its head.
Proof. This is [26, Lemma 5.6].

We denote by $e\nu$ the composition

$$e\nu := (en_1, \ldots, en_a) \vdash en.$$ 

The following lemma immediately follows from the Basis Theorem 3.2.1:

**Lemma 4.1.2.** Let $\nu \vdash n$. Then

$$M_\nu = \bigoplus_{w \in D^{(en)}} \psi_w \otimes L^{en}_2$$

as $O$-modules. In particular,

$$M_n = \bigoplus_{w \in D^{(en)}} \psi_w \otimes L^{en}_2$$

as $O$-modules.

Define

$$(4.1.4) \quad V_\nu := \text{Res}_{\delta, \ldots, \delta} M_\nu.$$ 

More generally, for a composition $\nu = (n_1, \ldots, n_a) \vdash n$, set

$$V_\nu := \text{Res}_{\delta, \ldots, \delta}^{n_1 \delta, \ldots, n_a \delta} M_\nu \cong V_{n_1} \boxtimes \cdots \boxtimes V_{n_a}.$$ 

Clearly $v_\nu \in V_\nu$.

To describe $V_\nu$ and $V_r$, we introduce the block permutation group $B_n$ as the subgroup of $S_en$ generated by the block permutations $w_1, \ldots, w_{n-1}$, where $w_r$ is the product of transpositions

$$(4.1.5) \quad w_r := \prod_{b=r-e+1}^{re} (b, b + e) \quad (1 \leq r < n).$$ 

The group $B_n$ is isomorphic to the symmetric group $S_n$ via

$$\iota : S_n \sim B_n, \quad s_r \mapsto w_r \quad (1 \leq r < n).$$ 

Note that each element $\iota(w) \in B_n$ belongs to $D^{(en)}$. For example, if $n = 2$ then, in terms of Khovanov-Lauda diagrams [22] we have

$$\psi_{w_1} 1_{i^2} = \cdots$$

Define

$$\sigma_r := \psi_{w_r} \quad (1 \leq r < n),$$ 

and

$$\sigma_w := \sigma_{r_1} \cdots \sigma_{r_m} \quad (w \in S_n),$$ 

where we have picked a reduced decomposition $w = s_{r_1} \cdots s_{r_m}$.

Let us write $\delta^n$ for $(\delta, \ldots, \delta)$ with $n$ terms. By definition, $V_n = \text{Res}_{\delta^n} M_n$ is an $R_{\delta^n}$-module.
PROPOSITION 4.1.3. We have:

(i) As an \( R_n \)-module, \( V_n \) has a filtration with \( n! \) composition factors \( \cong L_\delta^{2 n} \).

(ii) As an \( \mathcal{O} \)-module, \( V_n = \bigoplus_{w \in \mathfrak{S}_n} V(w) \), where \( V(w) := \sigma_w \otimes L_\delta^{2 n} \).

(iii) \( 1_v M_n = \bigoplus_{w \in \mathfrak{S}_n} (\sigma_w \otimes (1_v L_\delta^{2 n})) \)

(iv) \( (1_v M_n)_n N \) is the top degree component of the weight space \( 1_v M_n \), and \( (1_v M_n)_n N = \bigoplus_{w \in \mathfrak{S}_n} \mathcal{O} \cdot (\sigma_w \otimes v_n) \).

PROOF. (i) follows by an application of the Mackey Theorem 3.6.2, using the property (Cus2) of \( L_\delta \) and the fact that \( (\delta, \delta) = 0 \) to deduce that all grading shifts are trivial.

(ii) is proved by a word argument. Indeed, given words \( i^{(1)}, \ldots, i^{(n)} \) of \( L_\delta \), we have \( i^{(1)} = \cdots = i^{(n)} = 0 \) by Lemma 3.9.1(iii). So, the only shuffles of \( i^{(1)}, \ldots, i^{(n)} \) which lie in \( V_n \) are permutations of these words. So the result follows from Lemma 4.1.2.

(iii) follows from (ii), and (iv) follows from (iii).

COROLLARY 4.1.4. All \( R_n \delta \)-endomorphisms of \( M_n \) are of degree zero, and \( \dim \text{End}_{R_n \delta}(M_n) \leq n! \).

PROOF. This follows from the adjointness of the functors Ind and Res and Proposition 4.1.3(i).

4.2. Action of \( \mathfrak{S}_n \) on \( M_n \)

In this section, we prove the key fact that \( \text{End}_{R_n \delta}(M_n) \) is isomorphic to the group algebra of the symmetric group \( \mathfrak{S}_n \). We distinguish between the cases where the Cartan matrix \( \mathcal{C} \) is symmetric and non-symmetric. The symmetric case can be handled nicely using the work [21]. For the non-symmetric case we have to appeal to the computations made in Chapter 8.

Assume in this paragraph that \( \mathcal{C} \) is symmetric. We review the Kang-Kashiwara-Kim intertwiners [21] adapted to our needs. Definition 1.4.5 of [21] yields a non-zero \( R_{2 \delta} \)-homomorphism

\[
\tau : M_2 \to q^{(\delta, \delta)-2(\delta, \delta)_{n+2} \cdot M_2},
\]

where \( (\cdot, \cdot)_n \) and \( s \) are as in [21, §1.3,(1.4.8)]. (This homomorphism would be denoted \( r_{L_\delta, L_\delta} \) in [21,]). Since \( (\delta, \delta) = 0 \), and all endomorphisms of \( M_2 \) are of degree zero by Corollary 4.1.4, it follows that \( s = (\delta, \delta)_n \) and we actually have \( \tau : M_2 \to M_2 \). Now, it follows from [21, Proposition 1.4.4(iii)], the adjointness of Ind and Res, and Proposition 4.1.3(ii) that

\[
\tau(v^1 \otimes v^2) = \sigma_1 \cdot (v^2 \otimes v^1) + c(v^1, v^2) v^1 \otimes v^2 \quad (v^1, v^2 \in L_\delta)
\]

for some \( c(v^1, v^2) \in \mathcal{O} \). In particular

\[
\tau(v_2) = (\sigma_1 + c)v_2
\]

for some constant \( c \in \mathcal{O} \).

Even if \( \mathcal{C} \) is not symmetric, there is an endomorphism \( \tau \) of \( M_2 \) with the property \( (4.2.2) \), see Chapter 8. So from now on we use it in all cases. We note that the elements \( \tau_r \) go back to [28], where a special case of Theorem 4.2.1 below is checked, see [28, Theorem 4.13].

\footnote{Originally, we also handled the simply-laced cases via lengthy case-by-case computations. However, Peter McNamara has explained to us how to avoid this using [21].}
Inserting the endomorphism \( \tau \) into the \( r \)th and \( r + 1 \)st positions in \( M_n = L_\delta^n \), yields endomorphisms

\[
\tau_r : M_n \to M_n, \ v_n \mapsto (\sigma_r + c)v_n \quad (1 \leq r < n).
\]

We always consider the group algebra \( \mathcal{O}\mathfrak{S}_n \) as a graded algebra concentrated in degree zero.

**Theorem 4.2.1.** The endomorphisms \( \tau_r \) satisfy the usual Coxeter relations of the standard generators of the symmetric group \( \mathfrak{S}_n \), i.e. \( \tau_r^2 = 1 \), \( \tau_r \tau_s = \tau_s \tau_r \) for \( |r-s| > 1 \), and \( \tau_r \tau_{r+1} \tau_r = \tau_{r+1} \tau_r \tau_{r+1} \). This defines a (degree zero) homomorphism

\[
F\mathfrak{S}_n \to \text{End}_{R_n\delta}(M_n)^{op}
\]

which is an isomorphism.

**Proof.** If \( \mathcal{C} \) is symmetric, we use the elements \( \varphi_w \) from [21, Lemma 1.3.1(iii)]. Then \( \tau_r \)'s satisfy braid relations, as noted in [21, p.16]. For the quadratic relations, by definition, \( \tau_r^2 \) maps \( v_n \) to \( (z'-z)^{-2\alpha}v_n \) for \( z = z' = 0 \), where the action is taking place in \( (L_\delta)_{z'} \), and we consider \( v_n \) as a vector of \( (L_\delta)_{z} \) in the obvious way. Since \( y_nv_n = 0 \) in \( L_\delta \) we have \( y_nv_n = zv_n \) in \( (L_\delta)_{z} \) for all \( s \). So the product in the right hand side of [21, Lemma 1.3.1(iv)] is easily seen to act with the scalar \( (z'-z)^{2(\delta,\delta)} \) on the vector \( v_n \in (L_\delta)_{z} \). Since we already know that \( s = (\delta,\delta)_n \), it follows that \( \tau_r^2 v_n = v_n \). Since \( v_n \) generates \( M_n \) as an \( R_n\delta \)-module, we deduce that \( \tau_r^2 = 1 \).

If \( \mathcal{C} \) is not symmetric, then we check in Proposition 8.2.6 that the \( \tau_r \) still satisfy the quadratic and braid relations.

For an arbitrary \( \mathcal{C} \) let \( w \in \mathfrak{S}_n \) with reduced decomposition \( w = s_{r_1} \cdots s_{r_m} \). Then in view of (4.2.3), for \( \tau_w := \tau_{r_1} \cdots \tau_{r_m} \) the product in \( \text{End}_{R_n\delta}(M_n)^{op} \), we have

\[
\tau_w(v_n) = (\sigma_{r_1} + c) \cdots (\sigma_{r_m} + c)v_n.
\]

It follows that

\[
\tau_w(v_n) = \sigma_w(v_n) + \sum_{u < w} c_u \sigma_u v_n \quad (c_u \in \mathcal{O}),
\]

where \( < \) is the Bruhat order. In view of Proposition 4.1.3(ii), the elements \( \{ \tau_w \mid w \in \mathfrak{S}_n \} \) are linearly independent, and the result follows from Corollary 4.1.4. \( \square \)

In view of the theorem, we can now consider \( M_n \) as an \( (R_n\delta, \mathcal{O}\mathfrak{S}_n) \)-bimodule, with the right action \( mw = \tau_w(m) \) for \( m \in M_n \) and \( w \in \mathfrak{S}_n \), where the linear transform action \( \tau_w \) is defined by (4.2.4).

**Corollary 4.2.2.** We have:

(i) As \( R_\delta \)-modules, \( V_n \cong \bigoplus_{w \in \mathfrak{S}_n} L_\delta^{\mathfrak{S}_n}w \cong (L_\delta^\mathfrak{S}_n)^{\oplus n!} \).

(ii) As \( \mathcal{O} \)-modules,

\[
1_{1^w}M_n = \bigoplus_{w \in \mathfrak{S}_n} (1_{1^w}L_\delta)^{\mathfrak{S}_n}w \quad \text{and} \quad (1_{1^w}M_n)_N = \bigoplus_{w \in \mathfrak{S}_n} \mathcal{O} \cdot v_n w.
\]

**Proof.** Since \( L_\delta^\mathfrak{S}_n \) is irreducible as an \( R_\delta \)-module, the result now follows from Theorem 4.2.1 and Proposition 4.1.3. \( \square \)

Let \( u_0 \in \mathfrak{S}_{2c} \) be the minimal length such that

\[
u_0i^2 = i^{(2)} := (i_1, i_1, i_2, i_2, \ldots, i_c, i_c).\]
In terms of Khovanov-Lauda diagrams, 

\[ u = (4.2.6) \]

For some \( M \) the word space \((4.2.7) \) 

and 

\[ \psi \]

Multipluing on the left with \( \psi \) with the previous paragraph, we conclude that 1

first statement in the special case where \( v \)

Using the fact that all our vectors belong to \( R \)

we get 

For the general case, write 

\[ \sigma = (4.2.5) \] and considering 

\[ \sigma \in \mathbb{S}_e. \]

Note that in all cases, we can write 

\[ \sigma = \psi u' \psi u_0 \]

for some \( u' \in \mathbb{S}_e \).

**Lemma 4.2.4.** The constant \( c \) appearing in (4.2.2) is equal to \( \pm1 \). Moreover, 

\[ \psi u_0 \sigma v_2 = -2c \psi u_0 v_2. \]

**Proof.** By Theorem 4.2.1, we have \( \tau_1^2 = 1 \). It follows that \( (\sigma + c)^2 v_2 = v_2 \) or 

\[ \sigma_1^2 v_2 = (-2c \sigma_1 + 1 - c^2) v_2. \]

On the other hand, note that \( \psi u_0 v_2 \neq 0 \) spans the top degree component of 

the word space \((M_2)_{2z} \). It follows that \( \psi u_0 \sigma v_2 = d \psi u_0 v_2 \) for some constant \( d \). 

Multiplying on the left with \( \psi \), as in (4.2.7), this yields \( \sigma_1^2 v_2 = d \sigma v_2 \). Comparing 

with the previous paragraph, we conclude that \( 1 - c^2 = 0 \) and \( d = -2c \).

**Lemma 4.2.5.** Let \( w \in \mathbb{S}_n \), and \( v^1, \ldots, v^n \in L \). Then 

\[ (v^1 \otimes \cdots \otimes v^n)w \equiv \sigma w(v^{w1} \otimes \cdots \otimes v^w) \pmod{\sum_{u<w} \sigma_u \otimes L_{\delta}^{w \cap u}} \]

and 

\[ \sigma w(v^1 \otimes \cdots \otimes v^n) \equiv (v^{w-1} \otimes \cdots \otimes v^{w-n})w \pmod{\sum_{u<w} L_{\delta}^{w \cap u}}. \]

**Proof.** The second statement follows from the first. Further, note that the 

first statement in the special case where \( v^1 = \cdots = v^n = v_1 \) is contained in (4.2.5). 

For the general case, write \( v^1 = x_1 v_1, \ldots, v^n = x_n v_1 \) for some \( x_1, \ldots, x_n \in R \). 

Then, using (4.2.5) and considering \( x_1 \otimes \cdots \otimes x_n \in R_{\delta} \) as an element of \( R_{\delta} \), we get 

\[ (v^1 \otimes \cdots \otimes v^n)w = (x_1 v_1 \otimes \cdots \otimes x_n v_1)w \]

\[ = (x_1 \otimes \cdots \otimes x_n)((v_1 \otimes \cdots \otimes v_1)w) \]

\[ = (x_1 \otimes \cdots \otimes x_n)(\sigma w(v_1 \otimes \cdots \otimes v_1) + \sum_{u<w} c_u \sigma_u(v_1 \otimes \cdots \otimes v_1)). \]

Using the fact that all our vectors belong to \( V_n \), Proposition 4.1.3(ii), and the 

relations in \( R_{\delta} \), we have for any \( u \leq w \) that 

\[ (x_1 \otimes \cdots \otimes x_n)\sigma_u(v_1 \otimes \cdots \otimes v_1) \equiv \sigma_u(x_1 v_1 \otimes \cdots \otimes x_n v_1) \pmod{\sum_{x<u} \sigma_x \otimes L_{\delta}^{w \cap u}} \]

\[ \equiv \sigma_u(v^{w1} \otimes \cdots \otimes v^w) \pmod{\sum_{x<u} \sigma_x \otimes L_{\delta}^{w \cap u}}, \]

which proves the lemma.
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Remark 4.2.6. If $C$ is symmetric, then an induction on the Bruhat order and (4.2.1) allow us to strengthen Lemma 4.2.5 as follows: for any $v^1, \ldots, v^n \in L_\delta$, we have

$$ (v^1 \otimes \cdots \otimes v^n)w = \sigma_w(v^{u_1} \otimes \cdots \otimes v^{u_n}) + \sum_{u < w} c_u \sigma_u(v^{u_1} \otimes \cdots \otimes v^{u_n}) $$

for some scalars $c_u \in \mathcal{O}$ (depending on $v^1, \ldots, v^n$).

If $c = -1$, it will be convenient to change the sign, so let us redefine $\tau_r$ so that

$$ \tau_r(v_n) := (c\sigma_r + 1)v_n \quad (1 \leq r < n). $$

Remark 4.2.7. The constant $c$ in general depends on the choice of the signs $\epsilon_{i,j}$ in the definition of the KLR algebra. For symmetric $C$, it can be proved that $c = \prod_{1 \leq r < s \leq n} \epsilon_{i_r, j_s}$. We are not going to need this result.

4.3. Imaginary Schur algebras

A key role in this paper is played by the imaginary Schur algebra

$$ \mathcal{S}_n = \mathcal{S}_{n,0} := R_{n,0}/\text{Ann}_{R_{n,0}}(M_n), $$

and its parabolic analogue for $\nu = (n_1, \ldots, n_\delta) \vdash n$:

$$ \mathcal{S}_\nu = \mathcal{S}_{\nu,0} := R_{\nu,0}/\text{Ann}_{R_{\nu,0}}(M_\nu) \cong \mathcal{S}_{n_1} \otimes \cdots \otimes \mathcal{S}_{n_\delta}. $$

Modules over $R_{n_0}$ which factor through $\mathcal{S}_n$ will be called imaginary modules. Thus the category of imaginary $R_{n_0}$-modules is the same as the category of $\mathcal{S}_n$-modules.

We make use of the following useful criterion:

Lemma 4.3.1. (Schubert's Criterion) Let $A$ be a (graded) algebra and $0 \to Z \to P \to M \to 0$ be a short exact sequence of (graded) $A$-modules with $P$ (graded) projective. If every (degree zero) $A$-module homomorphism from $P$ to $M$ annihilates $Z$, then $M$ is a (graded) projective $A/\text{Ann}_A(M)$-module.

Proof. The proof given in [4, Lemma 3.2a] goes through for the graded setting.

Now we can prove our first key result.

Theorem 4.3.2. $M_\nu$ is a projective $\mathcal{S}_\nu$-module, and

$$ \text{End}_{\mathcal{S}_\nu}(M_\nu) \cong \mathcal{O}_{\mathcal{S}_\nu}. $$

Proof. The second statement comes from Theorem 4.2.1. It suffices to prove the first statement for the special case $\nu = (n)$. We will apply Schubert's Criterion to see that $M_n$ is projective as a $\mathcal{S}_n$-module. Let $P := q^nR_{n_0}1_{1^n}$. Then we have a (homogeneous) surjection $\pi: P \to M_n$, $1_{1^n} \mapsto v_n$.

To verify the assumptions in Lemma 4.3.1, it suffices to show that every (homogeneous) homomorphism $\varphi: P \to M$ can be written as $\varphi = f \circ \pi$ for $f \in \text{end}_{R_{n_0}}(M_n)$. Since $P$ is generated by $1_{1^n}$, it suffices to prove that $\varphi(1_{1^n}) = f(\pi(1_{1^n})) = f(v_n)$. By Proposition 4.1.3(iv) and Corollary 4.2.2(ii), the vector $\varphi(1_{1^n}) \in (1_{1^n}M_n)_{n,N}$ can be written as a linear combination

$$ \varphi(1_{1^n}) = \sum_{w \in \mathcal{O}_n} c_w v_n w = \sum_{w \in \mathcal{O}_n} c_w \tau_w(v_n) \quad (c_w \in \mathcal{O}). $$
So we can take $f = \sum_{w \in S_n} c_w \tau_w$. Now apply Schubert’s Criterion to see that $M_n$ is projective.

\[ \square \]

## 4.4. Characteristic zero theory

In this section, we assume that $\mathcal{O} = F$. If the characteristic of $F$ is zero or greater than $n$, the imaginary Schur algebra is semisimple and Morita equivalent to $F \mathfrak{S}_n$:

**Theorem 4.4.1.** Assume that $\text{char } F = 0$ or $\text{char } F > n$. Then $\mathcal{I}_n$ is semisimple, $M_n$ is a projective generator for $\mathcal{I}_n$, and $\mathcal{I}_n$ is Morita equivalent to $F \mathfrak{S}_n$.

**Proof.** Under the assumptions on the characteristic, the endomorphism algebra of the $\mathcal{I}_n$-module $M_n$, which we know is isomorphic to $F \mathfrak{S}_n$, is semisimple. In view of Lemma 2.6.5, we conclude that $M_n$ is semisimple as an $\mathcal{I}_n$-module. By definition, the imaginary Schur algebra $\mathcal{I}_n$ is semisimple, and the theorem now follows from Morita theory. \[ \square \]

The theorem defines a Morita equivalence

$$\gamma_n : \mathcal{I}_n \text{-mod} \to F \mathfrak{S}_n \text{-mod}.$$ 

One can easily show that for $N \in \mathcal{I}_n$-mod and $M \in \mathcal{I}_m$-mod, there is a functorial isomorphism $\gamma_{n+m}(N \otimes M) \cong \text{ind}_{\mathfrak{S}_n \times \mathfrak{S}_m}^{\mathfrak{S}_{n+m}} \gamma_n(N) \otimes \gamma_m(M)$. We will not do it now, since more general result will be obtained (for an arbitrary ground) field in Section 6.2 using Schur algebras.

## 4.5. Imaginary induction and restriction

Throughout the section $\nu = (n_1, \ldots, n_a) \vdash n$. Recall the parabolic subalgebra $R_{\nu, \delta} \subseteq R_{n, \delta}$ from (4.1.3).

Consider the functors of imaginary induction and imaginary restriction:

$$I^\delta_\nu := \text{Ind}_{R_{n_1, \delta} \times \cdots \times R_{n_a, \delta}}^{R_{\nu, \delta}} : R_{\nu, \delta} \text{-mod} \to R_{n, \delta} \text{-mod},$$

$$I^\nu_\nu := \text{Res}_{R_{n_1, \delta} \times \cdots \times R_{n_a, \delta}}^{R_{n, \delta}} : R_{n, \delta} \text{-mod} \to R_{\nu, \delta} \text{-mod}.$$ 

Let $\langle I \rangle_{\nu, \delta} \subseteq \langle I \rangle_{n_\delta}$ be the set of the concatenations $j = j(1) \ldots j(a)$ such that $j(b) \in \langle I \rangle_{n_b}$ for all $b = 1, \ldots, a$. Set

$$1_{\nu, \delta} := \sum_{j \in \langle I \rangle_{\nu, \delta}} 1_j.$$ 

Then $1_{\nu, \delta}$ is the identity in $R_{\nu, \delta}$ and $I^\nu_\nu M = 1_{\nu, \delta} M$. The functor $I^\nu_\nu$ is left adjoint to the functor $I^\nu_\nu$. The following result (partially) describes the right adjoint:

**Lemma 4.5.1.** For a composition $\nu = (n_1, \ldots, n_a) \vdash n$ consider the opposite composition $\nu^{\text{op}} := (n_a, \ldots, n_1) \vdash n$. Let $V$ be an $R_{n, \delta}$-module, and $V_b$ be an $R_{n_b, \delta}$-module for $b = 1, \ldots, a$. Then there is a functorial isomorphism

$$\text{Hom}_{R_{\nu, \delta}}(I^\nu_\nu V, V_1 \boxtimes \cdots \boxtimes V_a) \cong \text{Hom}_{R_{n, \delta}}(V, I^{\nu^{\text{op}}}_\nu V_1 \boxtimes \cdots \boxtimes V_1).$$

**Proof.** This follows from Lemma 3.4.1. \[ \square \]

In view of Theorem 4.2.1, $M_\nu$ is an $(R_{\nu, \delta}, O \mathfrak{S}_\nu)$-bimodule, so we can regard $I^\nu_\nu M_\nu$ as an $(R_{\nu, \delta}, O \mathfrak{S}_\nu)$-bimodule. Similarly, $M_n$ is an $(R_{n, \delta}, O \mathfrak{S}_n)$-bimodule, so we can regard $I^\nu_\nu M_n$ as an $(R_{n, \delta}, O \mathfrak{S}_n)$-bimodule. Recall that we identify $E^\flat_n$ with a natural $R_{n, \delta}$-submodule of $M_n$. 

Lemma 4.5.2. We have:

(i) $I^n_\nu M_\nu \cong M_n$ as $(R_{n,\delta}, \mathcal{O}\mathcal{S}_\nu)$-bimodules.
(ii) $I^n_\nu M_\nu \cong M_\nu \otimes \mathcal{O}\mathcal{S}_\nu \mathcal{O}\mathcal{S}_n$ as $(R_{\nu,\delta}, \mathcal{O}\mathcal{S}_n)$-bimodules.
(iii) We have the following decompositions of $\mathcal{O}$-modules:

$$
I^n_\nu M_\nu = \bigoplus_{x \in \mathcal{D}_n^{(e_n)}, y \in \mathcal{G}_n} \psi_x \sigma_y L^\mathcal{G}_n \oplus \bigoplus_{x \in \mathcal{D}_n^{(e_n)}, y \in \mathcal{G}_n} \psi_x L^\mathcal{G}_n y
$$

Proof. (i) By transitivity of induction, $I^n_\nu M_\nu \cong M_n$ as $R_{n,\delta}$-modules. By definition, the isomorphism is compatible with the right $\mathcal{O}\mathcal{S}_\nu$-module structures.

(ii) Recall the decomposition $M_n = \bigoplus_{w \in \mathcal{D}_n^{(e_n)}} \psi_w L^\mathcal{G}_n$ from Lemma 4.1.2.

(iii) Note, using word argument, that $\psi_w L^\mathcal{G}_n \subseteq I^n_\nu M_n$ for $w \in \mathcal{D}_n^{(e_n)}$ if and only if $w$ can be written (uniquely) as $w = x\ell(y)$, where $x \in \mathcal{D}_n^{(e_n)}$, $y \in \mathcal{G}_n$, and $\ell(w) = \ell(x) + \ell(y)$, and otherwise $\psi_w L^\mathcal{G}_n \cap 1_{\nu,\delta} M_n = 0$. This gives the first decomposition.

To deduce the second decomposition from the first, observe by a word argument, that each $\psi_x L^\mathcal{G}_n \subseteq I^n_\nu M_n$. Next, note using Lemma 4.1.2 that each $\psi_x L^\mathcal{G}_n \cong L^\mathcal{G}_n$ as vector spaces. As $\psi_x L^\mathcal{G}_n \to \psi_x L^\mathcal{G}_n y$ is an invertible linear transformation, we also have that $\psi_x L^\mathcal{G}_n y \cong L^\mathcal{G}_n$ as vector spaces. Now, by dimensions, it suffices to prove that the sum $\sum_{x \in \mathcal{D}_n^{(e_n)}, y \in \mathcal{G}_n} \psi_x L^\mathcal{G}_n y$ is direct. Well, if

$$
\sum_{x \in \mathcal{D}_n^{(e_n)}, y \in \mathcal{G}_n} \psi_x v_{x, y} y = 0
$$

with $v_{x, y} \in L^\mathcal{G}_n$, let $x, y$ be chosen so that $xy \in \mathcal{G}_n$ is Bruhat maximal with $v_{x, y} \neq 0$. Rewriting the left hand side of (4.5.1) using Lemma 4.2.5, gives $\psi_x \sigma_y v_{x, y} + (*) = 0$, where

$$
(*) \in \sum_{x' \in \mathcal{D}_n^{(e_n)}, y' \in \mathcal{G}_n, x' y' \geq x y} \psi_{x'} \sigma_{y'} L^\mathcal{G}_n.
$$

We get a contradiction.

(ii) follows from (iii). \(\square\)

In view of Lemma 4.5.2(ii), the $R_{\nu,\delta}$-action on $I^n_\nu M_n$ factors through the quotient $\mathcal{J}_\nu$, so $I^n_\nu M_n$ is an $\mathcal{J}_\nu$-module in a natural way. In Corollary 5.5.5 we will prove a stronger result that the functor $I^n_\nu$ sends $\mathcal{J}_\nu$-modules to $\mathcal{J}_n$-modules and the functor $I^n_\nu$ sends $\mathcal{J}_n$-modules to $\mathcal{J}_\nu$-modules.

Corollary 4.5.3. The following pairs of functors are isomorphic:

(i) $I^n_\nu \circ (M_\nu \otimes \mathcal{O}\mathcal{S}_\nu ?)$ and $(M_\nu \otimes \mathcal{O}\mathcal{S}_n ?) \circ \mathcal{O}\mathcal{S}_n$-mod $\to R_{n,\delta}$-mod.
(ii) $I^n_\nu \circ (M_\nu \otimes \mathcal{O}\mathcal{S}_n ?)$ and $(M_\nu \otimes \mathcal{O}\mathcal{S}_n ?) \circ \mathcal{O}\mathcal{S}_n$-mod $\to R_{\nu,\delta}$-mod.

Proof. (i) Take $N \in \mathcal{O}\mathcal{S}_\nu$-mod. Using Lemma 4.5.2(i), we have natural isomorphisms

$$
M_n \otimes \mathcal{O}\mathcal{S}_n \text{ ind}^{\mathcal{G}_n}_{\mathcal{G}_n} N = M_n \otimes \mathcal{O}\mathcal{S}_n \mathcal{O}\mathcal{S}_n \mathcal{O}\mathcal{S}_n N \cong M_n \otimes \mathcal{O}\mathcal{S}_n N
$$

as required.
(ii) Using Lemma 4.5.2(ii), for an $\mathcal{O}\mathfrak{S}_n$-module $N$, we have natural isomorphisms

\[ *I^\mu_n(M_n \otimes_{\mathcal{O}\mathfrak{S}_n} N) \cong (*I^\mu_n M_n) \otimes_{\mathcal{O}\mathfrak{S}_n} N \cong (M_\nu \otimes_{\mathcal{O}\mathfrak{S}_\nu} \mathcal{O}\mathfrak{S}_n) \otimes_{\mathcal{O}\mathfrak{S}_n} N \cong M_\nu \otimes_{\mathcal{O}\mathfrak{S}_\nu} \text{res}_{\mathcal{O}\mathfrak{S}_\nu}^\mathcal{O}\mathfrak{S}_n N, \]

as required. □

We need a version of the Mackey Theorem for imaginary induction and restriction. Recall the notation from Section 2.2. In particular, given two compositions $\lambda, \mu \vdash n$ and $x \in \lambda \cap x \mu$ and $x^{-1} \lambda \cap \mu$. Moreover, the corresponding parabolic algebras $R_{\lambda \cap x \mu, \delta}$ and $R_{x^{-1} \lambda \cap \mu, \delta}$ are naturally isomorphic via an isomorphism

\[ \Pi_x : R_{\lambda \cap x \mu, \delta} \overset{\sim}{\longrightarrow} R_{x^{-1} \lambda \cap \mu, \delta}, \]

which permutes the components. Composing with this isomorphism we get a functor

\[ R_{x^{-1} \lambda \cap \mu, \delta} \text{-mod} \rightarrow R_{\lambda \cap x \mu, \delta} \text{-mod}, \quad M \mapsto \overset{x}{\cdot} M. \]

Note that we do not need any grading shifts. With this notation, we have:

**Theorem 4.5.4. (Imaginary Mackey Theorem)** Let $\lambda, \mu \vdash n$, and $M$ be an $\mathcal{I}_\mu$-module. Then there is a filtration of $*I^\mu_n (*I^\mu_n M)$ with subfactors

\[ I_{\lambda \cap x \mu}^\lambda ( *I^\mu_{x^{-1} \lambda \cap \mu} M ) \quad (x \in \lambda \cap x \mu). \]

**Proof.** This follows from the usual Mackey Theorem 3.6.2 using the fact that all composition factors of $M$ are imaginary in the sense of (Cusp2). □

We conjecture that instead of a filtration, in the Imaginary Mackey Theorem we actually have a direct sum:

**Conjecture 4.5.5. (Strong Imaginary Mackey)** Let $\lambda, \mu \vdash n$, and $M$ be an $\mathcal{I}_\mu$-module. Then

\[ *I^\mu_n (*I^\mu_n M) \cong \bigoplus_{x \in \lambda \cap x \mu} I_{\lambda \cap x \mu}^\lambda ( *I^\mu_{x^{-1} \lambda \cap \mu} M ). \]
CHAPTER 5

Imaginary Howe duality

The imaginary Schur-Weyl duality described in the previous section is not quite sufficient to describe the composition factors of $M_n$ at least when the characteristic of the ground field is positive. The problem is that even though $M_n$ is a projective module over the imaginary Schur algebra, it is not in general a projective generator. We construct the desired projective generator as a direct sum $Z = \bigoplus_{\nu \in X(h,n)} Z^\nu$ of ‘imaginary divided powers’ modules, and the endomorphism algebra of $Z$ turns out to be the classical Schur algebra $S_{h,n}$. This leads to an equivalence of module categories for the imaginary and the classical Schur algebras. First, we need to develop a theory of “Gelfand-Grave modules”.

Throughout the chapter, $\nu = (n_1, \ldots, n_a) \vdash n \in \mathbb{Z}_{>0}$.

5.1. Gelfand-Graev modules

Denote by $w_0$ the longest element of $S_n$, and for $i \in I$, consider the element $\gamma_{n,i} := \psi_{w_0} \prod_{m=1}^{n} y_m^{m-1} \in R_{n\alpha_i}$, and the $R_{n\alpha_i}$-module $\Gamma_{n,i} := q_i^{-n(n-1)/2} R_{n\alpha_i} \gamma_{n,i}$.

The following is well-known:

**Proposition 5.1.1.** The algebra $R_{n\alpha_i}$ is isomorphic to the affine nil-Hecke algebra and has unique (up to isomorphism and degree shift) irreducible module, denoted $L(i^n)$ with formal character $[n]_i(i^n)$. Moreover:

(i) $\gamma_{n,i}$ is a primitive idempotent in $R_{n\alpha_i}$. In particular, $\Gamma_{n,i}$ is a projective indecomposable $R_{n\alpha_i}$-module. In fact, $\Gamma_{n,i}$ is the projective cover of $L(i^n)$.

(ii) $\Gamma_{n,i}$ is isomorphic to the polynomial representation of the affine nil-Hecke algebra $R_{n\alpha_i}$ (with degree shifted down by $(\alpha_i, \alpha_i)n(n-1)/4$; in particular, $\Gamma_{n,i}$ has an $O$-basis $\left\{ y_1^{b_1} \cdots y_n^{b_n} \gamma_{n,i} \mid b_1, \ldots, b_n \in \mathbb{Z}_{\geq 0} \right\}$, and the formal character $q_i^{-n(n-1)/2+\sum_{i=1}^{s} m_i(m_i-1)/2} \Gamma_{m_1,i} \otimes \cdots \otimes \Gamma_{m_s,i}$.

(iii) Let $(m_1, \ldots, m_s) \vdash n$. Then

$\text{Res}_{m_1,\alpha_i \ldots, m_s,\alpha_i} \Gamma_{n,i} \simeq q_i^{-n(n-1)/2+\sum_{i=1}^{s} m_i(m_i-1)/2} \Gamma_{m_1,i} \otimes \cdots \otimes \Gamma_{m_s,i}$.

**Proof.** For (i) and (ii), see for example [22, section 2.2] or [27, Theorem 4.12]. Part (iii) follows easily from (i) and (ii) by characters. □
Now, recall the word \( i = (i_1, \ldots, i_r) \) from (4.1.1). We rewrite:

\[
\Gamma_n := \prod_{k=1}^r q_{j_k}^{-n_k/(n_k-1)/2} R_{n\delta} \gamma_{n,\delta} \cong \Gamma_{nm_1, j_1} \circ \Gamma_{nm_2, j_2} \circ \cdots \circ \Gamma_{nm_r, j_r}
\]

is a projective \( R_{n\delta} \)-module which we refer to as the Gelfand-Graev module. By Proposition 5.1.1(ii),

\[
\text{ch}_q \Gamma_n = \prod_{k=1}^r q_{j_k}^{-n_k/(n_k-1)/2}(1 - q_{j_k}^2)^{-n_k} \cdot \prod \Gamma_{\alpha, \nu, \delta}
\]

More generally, we consider the (parabolic) Gelfand-Graev idempotent

\[
\Gamma_\nu := \prod_{b=1}^a \prod_{k=1}^r q_{j_k}^{-n_k/(n_k-1)/2} R_{\nu,\delta} \gamma_{\nu,\delta} \cong \Gamma_{\nu,\delta} \oplus \cdots \oplus \Gamma_{\nu,\delta}
\]

and the projective \( R_{\nu,\delta} \)-module

\[
\text{ch}_q \Gamma_\nu = \prod_{b=1}^a \prod_{k=1}^r q_{j_k}^{-n_k/(n_k-1)/2}(1 - q_{j_k}^2)^{-n_k} \cdot \prod \Gamma_{\alpha, \nu, \delta}
\]

**Lemma 5.1.2.** We have

\[
\text{Res}_{nm_1, \alpha_1, \ldots, nm_r, \alpha_r} M_n \simeq L(j_1^{nm_1}) \boxtimes \cdots \boxtimes L(j_r^{nm_r}).
\]

**Proof.** The lemma is obtained by an application of the Mackey Theorem or a character computation. \( \square \)

**Proposition 5.1.3.** We have:

(i) \( ^*I_\nu \Gamma_n \cong \Gamma_\nu \oplus X \), where \( X \) is a projective module over \( R_{\nu,\delta} \) such that

\[
\text{Hom}_{R_{\nu,\delta}}(X, M_\nu) = 0.
\]

(ii) \( \text{Hom}_{R_{\nu,\delta}}(\Gamma_n, M_\nu) \cong \mathcal{O} \).

(iii) We have an isomorphism of right modules over \( \mathcal{O} \mathfrak{S}_n = \text{End}_{R_{n\delta}}(M_n) \):

\[
\text{Hom}_{R_{n\delta}}(\Gamma_n, M_\nu) \cong \text{sgn}_{\nu,\delta}.
\]

**Proof.** (ii) By Frobenius Reciprocity, \( \text{Hom}_{R_{n\delta}}(\Gamma_n, M_\nu) \) is isomorphic to

\[
\text{Hom}_{R_{nm_1, \alpha_1, \ldots, nm_r, \alpha_r}}(\Gamma_{nm_1, j_1} \boxtimes \cdots \boxtimes \Gamma_{nm_r, j_r}, \text{Res}_{nm_1, \alpha_1, \ldots, nm_r, \alpha_r} M_n).
\]

By Proposition 5.1.1, \( \Gamma_{nm_1, j_1} \boxtimes \cdots \boxtimes \Gamma_{nm_r, j_r} \) is the projective cover of \( L := L(j_1^{nm_1}) \boxtimes \cdots \boxtimes L(j_r^{nm_r}) \). The result now follows from (3.9.3) and Lemma 5.1.2.

(i) By the Mackey Theorem and Proposition 5.1.1(iii), the module

\[
^*I_\nu \Gamma_n = \text{Res}_{n\delta, \ldots, n\delta} \text{Ind}_{nm_1, \alpha_1, \ldots, nm_r, \alpha_r} \Gamma_{nm_1, j_1} \boxtimes \cdots \boxtimes \Gamma_{nm_r, j_r}
\]
has filtration with factors of the form
\[(\Gamma_{m_1,j_1} \circ \Gamma_{m_2,j_2} \circ \cdots \circ \Gamma_{m_r,j_r}) \boxtimes \cdots \boxtimes (\Gamma_{m_a,j_1} \circ \Gamma_{m_{a+2},j_2} \circ \cdots \circ \Gamma_{m_{a+r},j_r}),\]
where \(\sum_{t=1}^{r} m_{t,i} \alpha_i = n_t \delta \) for all \(t = 1, \ldots, a\), \(\sum_{t=1}^{n} m_{t,s} = nm_s \) for all \(s = 1, \ldots, r\), and we ignore grading shifts. All of this modules are projective, so we actually have a direct sum. One of the terms is \(\Gamma_{\nu}\)—it corresponds to taking \(m_{t,s} = n_t m_s\) for all \(1 \leq t < a, 1 \leq s \leq r\).

Now, note, using Lemma 4.5.1 that
\[
\text{Hom}_{R_{a,d}}(\ast \Gamma_{\nu}^n \Gamma_n, M_\nu) = \text{Hom}_{R_{a,d}}(\ast \Gamma_{\nu}^n \Gamma_n, M_\nu) \boxtimes \cdots \boxtimes M_{n_1}) \cong \text{Hom}_{R\delta}(\Gamma_n, I_{\nu,op}(M_n) \boxtimes \cdots \boxtimes M_{n_1})).
\]

By part (ii), the latter Hom-space is isomorphic to \(O\). On the other hand, again by (ii), we have that \(\text{Hom}_{\nu,\delta}(\Gamma_{\nu}, M_\nu) \cong O\). We conclude that \(\Gamma_{\nu}\) appears in \(\ast \Gamma_{\nu}^n \Gamma_n\) with graded multiplicity \(1\), and other projective summands do not have non-trivial homomorphisms to \(M_\nu\), as required.

(iii) Note that \(\Gamma_{\nu}\) is generated by a vector of the word \(j := (j_1^{nm_1}, \ldots, j_r^{nm_r})\).
Under any homomorphism from \(\Gamma_{\nu}\) to \(M_\nu\), this generating vector is mapped to a vector in the word space \(1_{\nu} M_{n_1}\). So, it suffices to show that an arbitrary \(w \in S_n\) acts on the whole word space \(1_{\nu} M_{n_1}\) with the scalar \(\text{sgn}(w)\). Let \(u\) be the shortest element of \(S_{nc}\) such that \(u \cdot \mathbf{1} = j\). Then any other vector in \(1_{\nu} M_{n_1}\) can be written in the form \(\{\varphi_{\nu} \psi_{u} v_n\}\) for some \(x\). So it suffices to prove that \(\psi_{u} v_n s_r = -\psi_{u} v_n\) for an arbitrary simple generator \(s_r\) of \(S_n\) with \(1 \leq r < n\).

Recall the definition of \(u_0 \in S_{2e}\) from Lemma 4.2.4. For \(1 \leq r < n\), let
\[
\varphi_r : S_{2e} \cong S_{1(r-1)e} \times S_{2e} \times S_{(n-r-1)e} \hookrightarrow S_{ne}
\]
be the natural embedding and \(u_0(r) := \varphi_r(u_0)\).

There exists \(u' \in S_{d}\) such that \(\psi_{u'} = \psi_{u'} \psi_{u_0(r)}\). So by Lemma 4.2.4, we have
\[
\psi_{u} \sigma_r(v_n) = \psi_{u'} \psi_{u_0(r)} \sigma_r v_n = -2c\psi_{u'} \psi_{u_0(r)} = -2c\psi_{u} v_n.
\]
Therefore, using (4.2.9), we get
\[
\psi_{u} v_n s_r = \psi_{u} \tau_r(v_n) = \psi_{u(e\sigma_r + 1)}(v_n) = c\psi_{u} \sigma_r(v_n) + \psi_{u} v_n = -2\psi_{u} v_n + \psi_{u} v_n = -\psi_{u} v_n,
\]
completing the proof. \(\square\)

**Remark 5.1.4.** In type \(A_1^{(1)}\), we can strengthen Proposition 5.1.3(i) to claim that \(\ast \Gamma_{\nu}^n \Gamma_n \cong \Gamma_{\nu}\). Indeed, in this case each simple root appears in \(\delta\) with multiplicity one, from which one can easily deduce that \(ch_q \ast \Gamma_{\nu}^n \Gamma_n = ch_q \Gamma_{\nu}\).

### 5.2. Imaginary symmetric, divided, and exterior powers

Let
\[
x_n := \sum_{g \in S_n} g \quad \text{and} \quad y_n := \sum_{g \in S_n} \text{sgn}(g) g.
\]

Define imaginary symmetric, divided, and exterior powers as the following \(R_{a,d}\)-modules:
\[
\text{Sym}_n := M_n/\text{span}\{mg - \text{sgn}(g)m \mid g \in S_n, \ m \in M_n\},
\]
\[
Z_n := \{m \in M_n \mid mg - \text{sgn}(g)m = 0 \ \text{for all} \ g \in S_n\},
\]
\[
\Lambda_n := M_n x_n.
\]
These $R_{n\delta}$-modules factor through the quotient $\mathcal{F}_n$ to induce well-defined $\mathcal{F}_n$-modules. It is perhaps unfortunate that our symmetric powers correspond to the sign representation and our exterior powers correspond to the trivial representation; curiously this is the same phenomenon as for finite $GL_n$, cf. [4, section 3.3].

Note that $\Lambda_n = M_n x_n \neq 0$ and $M_n y_n \neq 0$ for example by Theorem 4.2.1. Finally, by definition, $M_n y_n$ is a submodule of $Z_n$. Recall the word $\sharp$ from (4.1.1).

**Lemma 5.2.1.** We have $1_{\sharp} \Lambda_n = (1_{\sharp} L_\delta)^{\oplus n} x_n$ and $1_{\sharp} M_n y_n = (1_{\sharp} L_\delta)^{\oplus n} y_n$. Moreover, if $O = F$ (i.e. $O$ is a field) then $\Lambda_n$ and $M_n y_n$ are irreducible $R_{n\delta}$-modules.

**Proof.** We prove the lemma for $\Lambda_n$, the argument for $M_n y_n$ being similar.

By Corollary 4.2.2, the word space $1_{\sharp} M_n$ is isomorphic to free right module over $O\mathcal{S}_n$ with basis $(1_{\sharp} L_\delta)^{\oplus n}$, and under this isomorphism the generator $v_n \in M_n$ corresponds to $1 \in O\mathcal{S}_n$. Therefore $1_{\sharp} \Lambda_n = 1_{\sharp} M_n x_n = (1_{\sharp} L_\delta)^{\oplus n} x_n$.

We know that $M_n$ is a projective $\mathcal{F}_n$-module and every composition factor of its socle appears in its head, see Theorem 4.3.2 and Lemma 4.1.1. Also, left ideal $F\mathcal{S}_n x_n$ is an irreducible $F\mathcal{S}_n$-module. Using these remarks, the irreducibility of $\Lambda_n = M_n x_n$ follows from Lemmas 2.6.5 and 2.6.4. □

**Lemma 5.2.2.** We have $\text{Sym}_n \cong M_n \otimes_{O\mathcal{S}_n} \text{sgn}_\mathcal{S}_n$. Moreover, if $O = F$ then:

(i) $\text{Sym}_n$ has simple head isomorphic to $M_n y_n$, and no other composition factors of $\text{Sym}_n$ are isomorphic to quotients of $M_n$.

(ii) $Z_n \cong (\text{Sym}_n)^{\otimes}$. °

(iii) $Z_n$ has simple socle isomorphic to $M_n y_n$, and no other composition factors of $Z_n$ are isomorphic to submodules of $M_n$.

**Proof.** Write $M := M_n$ for short. By definition, $M \otimes_{O\mathcal{S}_n} \text{sgn}_\mathcal{S}_n$ is the quotient of $M \otimes_{O} \text{sgn}_\mathcal{S}_n$ by span$(mg \otimes 1 - \text{sgn}(g)m \otimes 1 \mid g \in \mathcal{S}_n, m \in M)$. If we identify $M \otimes_{O} \text{sgn}_\mathcal{S}_n$ and $M$ as $O$-modules in the natural way, this immediately gives the first statement.

(i) Let $\alpha, \beta$ and $A_P$ be the functors defined in Section 2.6, taking the projective module $P$ to be the $\mathcal{F}_n$-module $M$ of Theorem 4.3.2. Then, the previous paragraph shows that $\text{Sym}_n \cong \beta(\text{sgn}_\mathcal{S}_n)$. As every composition factor of the socle of $M$ appears in its head by Lemma 4.1.1, we conclude using Lemmas 2.6.5 and 5.2.1 that

$$A_P \circ \beta(\text{sgn}_\mathcal{S}_n) \cong A_P(\text{Sym}_n) \cong M y_n$$

is an irreducible $\mathcal{F}_n$-module. We deduce that $M y_n$ appears in the head of $\text{Sym}_n$ and no other composition factors of $\text{Sym}_n$ appear in the head of $M$. Since $\text{Sym}_n$ is a quotient of $M$, this means that $\text{Sym}_n$ has simple head.

(ii) In view of Lemma 4.1.1, we choose some isomorphism $\varphi : M \to M^\otimes$ of $R_{n\delta}$-modules. This choice induces an isomorphism $\kappa : \text{End}_{R_{n\delta}}(M) \to \text{End}_{R_{n\delta}}(M^\otimes)$ with $f \mapsto (\varphi^{-1} f) \varphi$ for all $f \in M^\otimes$ and $\theta \in \text{End}_{R_{n\delta}}(M)$, writing endomorphisms on the right. On the other hand, there is a natural anti-isomorphism $\sharp : \text{End}_{R_{n\delta}}(M) \to \text{End}_{R_{n\delta}}(M^\otimes)$ defined by letting $\theta^\sharp$ be the dual map to $\theta \in \text{End}_{R_{n\delta}}(M)$. Now if we set $\sigma := \kappa^{-1} \circ \sharp$, we have defined an anti-automorphism of $F\mathcal{S}_n = \text{End}_{R_{n\delta}}(M)$. Define a non-degenerate bilinear form on $M$ by $(v, w) := \varphi(v)(w)$ for $v, w \in M$. For any $h \in F\mathcal{S}_n$ we have

$$(v \sigma(h), w) = (\varphi^{-1}(\varphi(v) h^\sharp), w) = (\varphi(v) h^\sharp)(w) = \varphi(v)(wh) = (v, wh).$$
By definition, $\text{Sym}_n = M/\text{span}\{vh - \text{sgn}(h)v \mid h \in F\mathfrak{S}_n, \ v \in M\}$. So

$$\text{Sym}_n^\oplus \cong \{w \in M \mid (w, vh - \text{sgn}(h)v) = 0 \text{ for all } v \in M, h \in F\mathfrak{S}_n\} = \{w \in M \mid (w\sigma(h) - \text{sgn}(h)w, v) = 0 \text{ for all } v \in M, h \in F\mathfrak{S}_n\} = \{w \in M \mid wh = \text{sgn}(\sigma(h))w \text{ for all } h \in F\mathfrak{S}_n\}.$$  

To complete the proof, it remains to show that $\text{sgn}(\sigma(h)) = \text{sgn}(h)$ for all $h \in F\mathfrak{S}_n$. We can consider $\text{sgn} \circ \sigma$ as a linear representation of $F\mathfrak{S}_n^\text{op}$, so we either have $\text{sgn} \circ \sigma = \text{sgn}$ as required, or $\text{sgn} \circ \sigma = \text{id}$. In the latter case, $\text{Sym}_n^\oplus$ contains $\Lambda_n$ as an irreducible submodule, see Lemma 5.2.1, whence $\text{Sym}_n^\oplus$ contains $Mx_n$ in its head. But this is not so by (i), unless $Mx_n \cong My_n$, in which case, applying Lemma 2.6.4, the sign representation of $F\mathfrak{S}_n$ is isomorphic to its trivial representation and we are done.

(iii) This follows from (ii) by dualizing, using (i). □

5.3. Parabolic analogues

For $\nu = (n_1, \ldots, n_a) \vdash n$, let

$$x_\nu := \sum_{g \in \mathfrak{S}_\nu} g \quad \text{and} \quad y_\nu := \sum_{g \in \mathfrak{S}_\nu} \text{sgn}(g)g.$$  

We have the parabolic analogues of symmetric, divided and exterior powers, namely the $\mathcal{A}_\nu$-modules

$$\text{Sym}_\nu := M_n/\text{span}\{mg - \text{sgn}(g)m \mid g \in \mathfrak{S}_\nu, \ m \in M_n\},$$  

$$Z_\nu := \{m \in M_n \mid mg - \text{sgn}(g)m = 0 \text{ for all } g \in \mathfrak{S}_\nu\},$$  

$$\Lambda_\nu := M_nx_\nu.$$  

In view of (4.3.1), if $\nu = (n_1, \ldots, n_a)$ then $\text{Sym}_\nu \cong \text{Sym}_{n_1} \boxtimes \cdots \boxtimes \text{Sym}_{n_a}$, and similarly for $Z, \Lambda$. In view of this observation, the basic properties of $\text{Sym}_\nu, Z_\nu$ and $\Lambda_\nu$ follow directly from Lemmas 5.2.1 and 5.2.2.

**Lemma 5.3.1.** For any $\nu \vdash n$, we have $^\ast I_\nu^n \text{Sym}_n \cong \text{Sym}_\nu$ and $^\ast I_\nu^n Z_n \cong Z_\nu$.

**Proof.** We prove the first statement, the second one then follows from Lemma 5.2.2(ii) since the restriction functor $^\ast I_\nu^n$ commutes with duality. By Lemma 5.2.2, we have $\text{Sym}_\nu \cong M_n \otimes_{F\mathfrak{S}_\nu} \text{sgn}_{\mathfrak{S}_\nu}$ and $\text{Sym}_\nu \cong M_\nu \otimes_{F\mathfrak{S}_\nu} \text{sgn}_{\mathfrak{S}_\nu}$. Now, using Corollary 4.5.3(ii), we get

$$^\ast I_\nu^n \text{Sym}_n \cong ^\ast I_\nu^n (M_n \otimes_{F\mathfrak{S}_\nu} \text{sgn}_{\mathfrak{S}_\nu}) \cong M_\nu \otimes_{F\mathfrak{S}_\nu} (\text{res}_{\mathfrak{S}_\nu}^\mathfrak{S}_\nu \text{sgn}_{\mathfrak{S}_\nu}) \cong M_\nu \otimes_{F\mathfrak{S}_\nu} \text{sgn}_{\mathfrak{S}_\nu},$$  

which is isomorphic to $\text{Sym}_\nu$, as required. □

Define $R_n$-modules

$$\text{Sym}_\nu'' := M_n/\text{span}\{mg - \text{sgn}(g)m \mid g \in \mathfrak{S}_\nu, \ m \in M_n\},$$  

$$Z_\nu'' := \{m \in M_n \mid mg = \text{sgn}(g)m \text{ for all } g \in \mathfrak{S}_\nu\},$$  

$$\Lambda_\nu'' := M_n x_\nu.$$  

If we identify $M_n = I_\nu^n M_\nu$ as $(R_n, \mathcal{O}\mathfrak{S}_\nu)$-bimodules as in Lemma 4.5.2(i), it is easy to check that the quotient $\text{Sym}_\nu''$ of $M_n$ is identified with the quotient $I_\nu^n \text{Sym}_\nu$ of $I_\nu^n M_\nu$. Similarly we get the analogous results for $Z$ and $\Lambda$. Thus:

\begin{equation}
(5.3.1) \quad \text{Sym}_\nu'' \cong ^\ast I_\nu^n \text{Sym}_\nu, \quad Z_\nu'' \cong ^\ast I_\nu^n Z_\nu, \quad \Lambda_\nu'' \cong ^\ast I_\nu^n \Lambda_\nu.
\end{equation}

Note that $Z_\nu''$ contains $M_n y_\nu$ as a submodule.
Lemma 5.3.2. We have \( \text{Sym}^\nu \cong M_n \otimes_{\mathcal{O}S_n} (\text{ind}_{\mathfrak{S}_n}^{\mathfrak{S}_n} \text{sgn}_{\mathfrak{S}_n}) \). Moreover, if \( \mathcal{O} = F \) then:

(i) \( (\text{Sym}^\nu)^{\text{op}} \cong Z^\nu_{\text{op}}, \) where \( \nu_{\text{op}} = (n_2, \ldots, n_1) \) is the opposite composition;

(ii) No composition factors of \( Z^\nu/M_ny_{\nu} \) are isomorphic to submodules of \( M_n \).

Proof. By Lemma 5.2.2, we have \( \text{Sym}_\nu \cong M_\nu \otimes_{\mathcal{O}S_\nu} \text{sgn}_{\mathcal{O}S_\nu} \). Therefore, using Corollary 4.5.3(i) and (5.3.1), we get that

\[
M_n \otimes_{\mathcal{O}S_n} (\text{ind}_{\mathfrak{S}_n}^{\mathfrak{S}_n} \text{sgn}_{\mathfrak{S}_n}) \cong I^\nu_\mu \text{Sym}_\nu \cong \text{Sym}^\nu.
\]

(i) Using (5.3.1), Lemma 3.4.2, and Lemma 5.2.2(ii), we have

\[
(\text{Sym}^\nu)^{\text{op}} \cong I^\nu_\mu (\text{Sym}_{n_1} \boxtimes \cdots \boxtimes \text{Sym}_{n_n})^{\text{op}}
\]

\[
\cong I^\nu_{\mu^{\text{op}}}(\text{Sym}_{n_1} \boxtimes \cdots \boxtimes \text{Sym}_{n_1})
\]

\[
\cong I^\nu_{\mu^{\text{op}}}(Z_{n_1} \boxtimes \cdots \boxtimes Z_{n_1}) \cong Z^{\nu_{\text{op}}}.
\]

(ii) Let \( \alpha, \beta \) and \( A_P \) be the functors defined in Section 2.6, taking the projective module \( P \) to be the \( \mathcal{F}_p \)-module \( M_\nu \) of Theorem 4.3.2. Now, \( \text{ind}_{\mathfrak{S}_n}^{\mathfrak{S}_n} \text{sgn}_{\mathfrak{S}_n} \) is the left ideal \( F\mathfrak{S}_n y_{\nu} \) of \( F\mathfrak{S}_n \). So, by Lemmas 4.1.1 and 2.6.5, we get \( A_P \circ \beta(\text{ind}_{\mathfrak{S}_n}^{\mathfrak{S}_n} \text{sgn}_{\mathfrak{S}_n}) \cong M_n y_{\nu} \). Using the first statement of the lemma and the definition of the functor \( A_P \circ \beta \), we see that \( \text{Sym}^\nu \cong \beta(\text{ind}_{\mathfrak{S}_n}^{\mathfrak{S}_n} \text{sgn}_{\mathfrak{S}_n}) \) is an extension of \( M_n y_{\nu} \) and a module having no composition factors in common with the head (or equivalently by Lemma 4.1.1 the socle) of \( M_n \). Now (ii) follows on dualizing using (i) and Lemma 3.4.2.

5.4. Schur algebras as endomorphism algebras

Recalling the theory of Schur algebras from Section 2.3, fix an integer \( h \geq n \) and let \( S_{h,n} = S_{h,n,\mathcal{O}} \) denote classical the Schur algebra, always considered as a graded algebra in a trivial way, i.e. concentrated in degree zero.

Recall the elements \( \varphi^u_{\mu,\lambda} \) from (2.3.2) and \( g^u_{\mu,\lambda} \) from (2.3.1). Our first connection between \( R_{n,\delta} \) and the Schur algebra arises as follows:

Theorem 5.4.1. Let \( \mathcal{O} = F \). Then there is an algebra isomorphism

\[
S_{h,n} \cong \text{End}_{\mathcal{O}S_n} \left( \bigoplus_{\nu \in X(h,n)} \Lambda^\nu \right),
\]

under which the natural basis element \( \varphi^u_{\mu,\lambda} \) of \( S_{h,n} \) maps to the endomorphism which is zero on the summands \( \Lambda^\nu \) for \( \nu \neq \mu \) and sends \( \Lambda^\mu \) into \( \Lambda^\lambda \) via the homomorphism induced by right multiplication in \( M_n \) by \( g^u_{\mu,\lambda} \).

Proof. Let \( A_P \circ \beta \) denote the equivalence of categories from Theorem 2.6.3, for the projective \( \mathcal{F}_p \)-module \( P = M_n \), see Theorem 4.3.2. By Lemmas 4.1.1 and 2.6.5, we have

\[
\bigoplus_{\nu \in X(h,n)} \Lambda^\nu \cong A_P \circ \beta \left( \bigoplus_{\nu \in X(h,n)} \text{Per}^\nu \right).
\]

So the endomorphism algebras of \( \bigoplus_{\nu \in X(h,n)} \Lambda^\nu \) and \( \bigoplus_{\nu \in X(h,n)} \text{Per}^\nu \) are isomorphic. The latter is \( S_{h,n} \) by definition. It remains to check that the image of \( \varphi^u_{\mu,\lambda} \) under the functor \( A_P \circ \beta \) is precisely the endomorphism described. This follows using Lemma 2.6.5 one more time. \( \Box \)
Note in the theorem above and in the similar results below that the algebra $S_{h,n}$ acts with degree zero homogeneous endomorphisms, so in particular we have

$$\text{End}_{\mathcal{S}_n} \left( \bigoplus_{\nu \in X(h,n)} \Lambda^\nu \right) = \text{end}_{\mathcal{S}_n} \left( \bigoplus_{\nu \in X(h,n)} \Lambda^\nu \right).$$

Recalling that $S_{h,n}$ can also be described as the endomorphism algebra

$$\text{End}_{F \mathcal{S}_n} \left( \bigoplus_{\nu \in \Lambda(h,n)} \text{SPer}^\nu \right),$$

and the elements (2.3.3), the same argument as in the proof of Theorem 5.4.1 shows:

**Proposition 5.4.2.** Let $O = F$. Then there is an algebra isomorphism

$$S_{h,n} \xrightarrow{\sim} \text{End}_{\mathcal{S}_n} \left( \bigoplus_{\nu \in X(h,n)} M_n y_\nu \right),$$

under which the natural basis element $\varphi^u_{\mu,\lambda}$ of $S_{h,n}$ maps to the endomorphism which is zero on the summands $M_n y_\nu$ for $\nu \neq \mu$ and sends $M_n y_\mu$ into $M_n y_\lambda$ via the homomorphism induced by right multiplication in $M_n$ by $s^u_{\mu,\lambda}$.

Our final endomorphism algebra result is as follows:

**Theorem 5.4.3.** Let $O = F$. Then there is an algebra isomorphism

$$S_{h,n} \xrightarrow{\sim} \text{End}_{\mathcal{S}_n} \left( \bigoplus_{\nu \in X(h,n)} Z^\nu \right),$$

under which the natural basis element $\varphi^u_{\mu,\lambda}$ of $S_{h,n}$ maps to the endomorphism which is zero on the summands $Z^\nu$ for $\nu \neq \mu$ and sends $Z^u$ into $Z^\lambda$ via the homomorphism induced by right multiplication in $M_n$ by $s^u_{\mu,\lambda}$.

**Proof.** First, we check that the endomorphisms in the statement of the theorem are well-defined. For this we need to see that, as submodules of $M_n$, $Z^u s^u_{\mu,\lambda} \subseteq Z^\lambda$. To prove this, it suffices by definition of $Z^\lambda$ to prove that $Z^u s^u_{\mu,\lambda} (s_r - 1) = 0$ for all simple transpositions $s_r \in \mathcal{S}_\lambda$. Right multiplication by $s^u_{\mu,\lambda} (s_r - 1)$ yields an $R_{\mu,\lambda}$-module homomorphism from $Z^u$ to $M_n$. Considering two cases: where $\mu = (1^n)$ and $\mu \neq (1^n)$, we see that the element $s^u_{\mu,\lambda} (s_r - 1)$ always annihilates the submodule $M_n y_\mu$ of $Z^u$. So in fact, $s^u_{\mu,\lambda} (s_r - 1)$ must annihilate all of $Z^u$ by Lemma 5.3.2(ii).

Let $S$ be the subalgebra of $\text{End}_{R_{\mu,\lambda}} \left( \bigoplus_{\nu \in X(h,n)} Z^\nu \right)$ consisting of all endomorphisms which preserve the subspace $\bigoplus_{\nu \in X(h,n)} M_n y_\nu \subseteq \bigoplus_{\nu \in X(h,n)} Z^\nu$. Restriction gives an algebra homomorphism

$$S \to \text{End}_{R_{\mu,\lambda}} \left( \bigoplus_{\nu \in X(h,n)} M_n y_\nu \right),$$

which is injective by Lemma 5.3.2(ii) and surjective by the previous paragraph and Proposition 5.4.2. This shows in particular that the endomorphisms of the module $\bigoplus_{\nu \in X(h,n)} Z^\nu$ defined in the statement of the theorem are linearly independent and span $S$. It remains to check using dimensions that $S$ equals all of $\text{End}_{R_{\mu,\lambda}} \left( \bigoplus_{\nu \in X(h,n)} Z^\nu \right)$. On expanding the direct sums, this will follow if we can show that

$$\dim \text{Hom}_{R_{\mu,\lambda}} (Z^u, Z^\lambda) = \dim \text{Hom}_{F \mathcal{S}_n} (\text{SPer}^k, \text{SPer}^k).$$
for all $\lambda, \mu \in X(h, k)$. We calculate using Lemmas 5.3.2 and 2.6.1:

$$\operatorname{Hom}_{R_{n,d}}(Z^\mu, Z^\lambda) \cong \operatorname{Hom}_{R_{n,d}}(\operatorname{Sym}^\lambda \nu, \operatorname{Sym}^\mu \nu)$$

$$\cong \operatorname{Hom}_{R_{n,d}}(\beta(S\operatorname{Per}^\nu \nu), \beta(S\operatorname{Per}^\mu \nu))$$

$$\cong \operatorname{Hom}_{R_{n,d}}(S\operatorname{Per}^\lambda \nu, S\operatorname{Per}^\mu \nu)$$

as desired.

\[\square\]

5.5. Projective generator for imaginary Schur algebra

Recalling the idempotents $\gamma_{n,\delta}$ and $\gamma_{\nu,\delta}$ from Section 5.1, we introduce the following temporary notation:

$$Y_n := R_{n,\delta} \gamma_n M_n, \quad Y_\nu := R_{\nu,\delta} \gamma_\nu M_\nu.$$  

Later it will turn out that $Y_n = Z_n$ and $Y_\nu = Z_\nu$. It easy to see that

$$Y_\nu \cong Y_n \oplus \cdots \oplus Y_{n_n}.$$  

Recall for the next lemma that by definition, $Z_\nu$ is a submodule of $M_\nu$.

Lemma 5.5.1. If $O = F$, then:

(i) $Y_\nu$ is the image of any non-zero element of the one dimensional space $\operatorname{Hom}_{R_{n,\delta}}(\Gamma_\nu, Z_\nu)$. Moreover, the latter Hom-space is concentrated in degree zero.

(ii) $^*I^n_\nu Y_n \cong Y_\nu$.

Proof. (i) By Proposition 5.1.3, we have $\operatorname{Hom}_{R_{n,\delta}}(\Gamma_\nu, M_\nu) \cong F$, and the image of any non-zero map in this homomorphism space is contained in $Z_\nu$.

(ii) By (i), $Y_n$ is a non-zero submodule of $M_n$, so $\operatorname{Hom}_{R_{n,\delta}}(Y_n, M_n) \neq 0$. Now, using Lemmas 4.5.2(i) and 4.5.1, we get

$$0 \neq \operatorname{Hom}_{R_{n,\delta}}(Y_n, M_n) \cong \operatorname{Hom}_{R_{n,\delta}}(Y_n, I^n_\nu M_{\nu,\nu}) \cong \operatorname{Hom}_{R_{n,\delta}}(I^n_\nu Y_n, M_\nu).$$

In particular, $I^n_\nu Y_n \neq 0$.

Now let $\theta : \Gamma_n \to Z_n$ be a non-zero homomorphism. By (i), we have $\operatorname{im} \theta = Y_n$.

By Proposition 5.1.3, we have $^*I^n_\nu \Gamma_n \cong \Gamma_\nu \oplus X$ for $X$ with $\operatorname{Hom}_{R_{n,\delta}}(X, M_\nu) = 0$, and by Lemma 5.3.1, we have $^*I^n_\nu Z_n \cong Z_\nu$. So, applying the exact functor $^*I^n_\nu$ to $\theta$ and restricting to $\Gamma_\nu$, we obtain a homomorphism $\bar{\theta} : \Gamma_\nu \to Z_\nu$ with image $^*I^n_\nu Y_n$, which is non-zero by the previous paragraph. By (i), the image of $\bar{\theta}$ is $Y_\nu$. \[\square\]

By Proposition 5.1.3, we have that $Y_\nu = \operatorname{im} p_\nu$ for a map $p_\nu : \Gamma_\nu \to M_\nu$ which spans the one-dimensional space $\operatorname{Hom}_{R_{n,\delta}}(\Gamma_\nu, M_\nu)$. By functoriality, this map induces a map

$$p^\nu : I^n_\nu \Gamma_\nu \to I^n_\nu Y_\nu.$$

Lemma 5.5.2. Any map $f : I^n_\nu \Gamma_\nu \to M_n$ factors through $p^\nu$, i.e. there exists a unique map $f : I^n_\nu Y_\nu \to M_n$ such that $f = f \circ p^\nu$. In particular, for any submodule $N \subseteq M$, we have $\dim_q \operatorname{Hom}_{R_{n,\delta}}(I^n_\nu \Gamma_\nu, N) = \dim_q \operatorname{Hom}_{R_{n,\delta}}(I^n_\nu Y_\nu, N)$. 

Proof. By adjointness of $I^n_\nu$ and $\ast I^n_\nu$, the map $f$ is functorially induced by a map $f_\nu : \Gamma_\nu \to \ast I^n_\nu M_\mu$. By Lemma 4.5.2(ii), we have $\ast I^n_\nu M_\mu \cong M_\nu \otimes_{\mathcal{O}S_n} \mathcal{O}S_n$. By Proposition 5.1.3(ii), the map $f_\nu$ factors through $p_\nu$, i.e. there exists $\tilde{f}_\nu : Y_\nu \to \ast I^n_\nu M_\mu$ such that $f_\nu = \tilde{f}_\nu \circ p_\nu$. Now take $\tilde{f}$ to be functorially induced by $\tilde{f}_\nu$. □

Lemma 5.5.3. Let $\mathcal{O} = F$. For any $\lambda, \mu \vdash n$, all of the spaces

\begin{align*}
(5.5.2) \quad & \hom_{R_{n,\delta}}(I^n_\nu Y_\lambda, I^n_\mu Y_\mu), \\
(5.5.3) \quad & \hom_{R_{n,\delta}}(I^n_\nu \Gamma_\lambda, I^n_\mu Y_\mu), \\
(5.5.4) \quad & \hom_{R_{n,\delta}}(I^n_\nu \Gamma_\lambda, I^n_\mu Z_\mu)
\end{align*}

have (graded) dimension equal to $|\lambda| \mathcal{P}_n^\mu|$. 

Proof. We consider only (5.5.3), since by Lemma 5.5.2, the result for (5.5.2) follows from that for (5.5.3), and the proof for (5.5.4) is similar to that for (5.5.3), using that $\ast I^n_\nu Z_\mu \cong Z_\lambda$ according to Lemma 5.3.1.

By adjointness of $I^n_\nu$ and $\ast I^n_\nu$, we have

$$\hom_{R_{n,\delta}}(I^n_\nu \Gamma_\lambda, I^n_\mu Y_\mu) \cong \hom_{R_{n,\delta}}(\Gamma_\lambda, \ast I^n_\mu I^n_\mu Y_\mu).$$

Since $\Gamma_\lambda$ is projective, the Imaginary Mackey Theorem 4.5.4 show that

$$\dim_q \hom_{R_{n,\delta}}(\Gamma_\lambda, \ast I^n_\mu I^n_\mu Y_\mu) = \sum_{x \in \lambda | \mathcal{P}_n^\mu} \dim_q H_x,$$

where

$$H_x = \hom_{R_{n,\delta}}(\Gamma_\lambda, I^n_\mu \lambda \setminus \lambda \times \mu, \ast I^n_{x \setminus \lambda \cap \mu} Y_\mu).$$

By Lemma 5.5.1, we have $\ast I^n_{x \setminus \lambda \cap \mu} Y_\mu \cong Y_{x \setminus \lambda \cap \mu}$, so

$$H_x \cong \hom_{R_{n,\delta}}(\Gamma_\lambda, I^n_{\lambda \setminus \lambda \cap \mu} \lambda \setminus \lambda \times \mu).$$

Note that the composition $\lambda \cap \lambda \cap \mu$ is a refinement of $\lambda$. Denote by $\nu$ the composition obtained by from $\lambda \cap \lambda \cap \mu$ by taking the parts of this refinement within each part $\lambda_n$ of $\lambda$ in the opposite order. By Lemmas 4.5.1 and 5.5.1 and Proposition 5.1.3(i)(ii), we now have

$$H_x \cong \hom_{R_{n,\delta}}(\ast I^n_\nu \Gamma_\lambda, Y_\nu) \cong \hom_{R_{n,\delta}}(\Gamma_\nu, Y_\nu) \cong F.$$

This completes the proof. □

Recall that $X_\lambda(n)$ can be identified with the set of the partitions of $n$. The following theorem is the main result of the chapter:

Theorem 5.5.4. If $\mathcal{O} = F$ then:

(i) The submodules $Z_n$ and $Y_n$ of $M_n$ coincide. So $Z_n$ can be characterized as the image of any non-zero homomorphism from $\Gamma_n$ to $M_n$.

(ii) The number of non-isomorphic composition factors of the $R_{n,\delta}$-module $M_n$ is equal to $|X_\lambda(n)|$.

(iii) $Z_\nu$ is a projective $\mathcal{F}_n$-module, for all $\nu \vdash n$. Moreover, for any $h \geq n$, we have that $\bigoplus_{\nu \in X(h,n)} Z_\nu$ is a projective generator for $\mathcal{F}_n$.

Proof. Fix some $h \geq n$ and set

$$Z := \bigoplus_{\nu \in X(h,n)} I^n_\nu Z_\nu = \bigoplus_{\nu \in X(h,n)} Z_\nu,$$

$$Y := \bigoplus_{\nu \in X(h,n)} I^n_\nu Y_\nu,$$

$$\Gamma := \bigoplus_{\nu \in X(h,n)} I^n_\nu \Gamma_\nu.$$
As $Y_\nu$ is a non-zero submodule of $Z_\nu$, it contains the simple socle $M_\nu y_\nu$ of $Z_\nu$ as a submodule, see Lemma 5.2.2(iii). Applying $I_\nu^n$ to the inclusions $M_\nu y_\nu \subseteq Y_\nu \subseteq Z_\nu$, we see that $M_n y_\nu \subseteq I_\nu^n Y_\nu \subseteq I_\nu^n Z_\nu$ as naturally embedded submodules of $M_n$. So
\[ \bigoplus_{\nu \in \mathcal{X}(h,n)} M_n y_\nu \subseteq Y \subseteq Z. \]

Also observe that $Y$ is a quotient of $\Gamma$, since each $Y_\nu$ is a quotient of $\Gamma_\nu$. By Lemmas 5.5.3 and 2.3.1, we have
\[
\dim \text{Hom}_{R_n}(Y,Y) = \dim \text{Hom}_{R_n}(\Gamma, Y) = \dim \text{Hom}_{R_n}(\Gamma, Z) = \sum_{\lambda, \mu \in \mathcal{X}(h,n)} \dim \mathcal{F}_n^{\mu} = \dim S_{h,n}.
\]

Since $\Gamma$ is projective it contains the projective cover $P$ of $Y$ as a summand. Now the equality $\dim \text{Hom}_{R_n}(Y,Y) = \dim \text{Hom}_{R_n}(\Gamma, Y)$ implies that
\[
\dim \text{Hom}_{R_n}(Y,Y) = \dim \text{Hom}_{R_n}(P,Y).
\]
This verifies the condition in Lemma 4.3.1, so $Y$ is a projective $R_n/\text{Ann}_{R_n}(Y)$-module.

As $\text{Hom}_{R_n}(\Gamma, Y)$ and $\text{Hom}_{R_n}(\Gamma, Z)$ have the same dimension, every $R_n$-homomorphism from $\Gamma$ to $Z$ has image lying in $Y$. So since $Y$ is a quotient of $\Gamma$, we can describe $Y$ alternatively as the subspace of $Z$ spanned by the images of all $R_n$-homomorphisms from $\Gamma$ to $Z$. This description implies that $Y$ is stable under all $R_n$-endomorphisms of $Z$. So, restriction gives a well-defined map $\text{End}_{R_n}(Z) \to \text{End}_{R_n}(Y)$. It is injective since we know from Theorem 5.4.3 and Proposition 5.4.2 that the homomorphism $\text{End}_{R_n}(Z) \to \text{End}_{R_n}\left( \bigoplus_{\nu \in \mathcal{X}(h,n)} M_n y_\nu \right)$ induced by restriction is injective. Since $\text{End}_{R_n}(Z) \cong S_{h,n}$ and $\text{End}_{R_n}(Y)$ has the same dimension as $S_{h,n}$, we deduce that $\text{End}_{R_n}(Y) \cong S_{h,n}$.

For $h \geq n$, the number of irreducible representations of $S_{h,n}$ is equal to $|X_+(n)|$. Combining what we have already proved with Fitting’s lemma [32, 1.4], we deduce that $Y$ has the same amount of non-isomorphic irreducible modules appearing in its head. It follows in particular that $M$ has at least $|X_+(n)|$ non-isomorphic composition factors. Since $n$ and $i$ are arbitrary, we can now apply Corollary 3.9.6 to conclude that $M$ has exactly $|X_+(n)|$ non-isomorphic composition factors, and we have proved (ii).

Since $Y$ is a direct sum of submodules of $M_n$, the assumption on the number of composition factors now implies that every irreducible constituent of $M_n$ appears in the head of $Y$. Hence every irreducible constituent of $M_n$ appears in the head of the projective $R_n$-module $\Gamma$. Now we know that every homomorphism from $\Gamma$ to $Z$ has image lying in $Y$, while every composition factor of $Z/Y$ appears in the head of the projective module $\Gamma$. This shows $Z = Y$, and we have proved (i).

Further, observe that $M_n \cong Z^{(1^n)}$ is a summand of $Y = Z$, hence $\text{Ann}_{R_n}(Y) = \text{Ann}_{R_n}(M)$. In other words, $R_n/\text{Ann}_{R_n}(Y) = \mathcal{F}_n$. We have already shown that $Y$ is a projective $R_n/\text{Ann}_{R_n}(Y)$-module, which means that $Z$ and all its summands are projective $\mathcal{F}_n$-modules. Taking $h$ large enough, this shows in particular that $I_\nu^n Z_\nu = Z_\nu'$ is projective for each $\nu \vdash n$.

Finally, to show that every irreducible $\mathcal{F}_n$-module appears in the head of $Z$, note that $M_n$ is a faithful $\mathcal{F}_n$-module, and so every irreducible $\mathcal{F}_n$-module appears as some composition factor of $M_n$, and we have seen that a copy of every composition factor of $M_n$ does appear in the head of $Y = Z$. \[\square\]
Corollary 5.5.5. The functor $I^n_\nu$ sends $\mathcal{S}_\nu$-modules to $\mathcal{S}_n$-modules and the functor $^*I^n_\nu$ sends $\mathcal{S}_n$-modules to $\mathcal{S}_\nu$-modules.

Proof. We prove the first statement, the second statement is proved similarly. Since $I^n_\nu$ is exact, it suffices to check the first statement on projective $\mathcal{S}_\nu$-modules. In turn, since according to the parabolic analogue of Theorem 5.5.4, every indecomposable projective $\mathcal{S}_\nu$-module is a submodule of $M_\nu$, we just need to check that $I^n_\nu M_\nu$ is a $\mathcal{S}_n$-module. But this is clear since $I^n_\nu M_\nu \cong M_n$ by Lemma 4.5.2. □
CHAPTER 6

Morita equivaivalence

In this chapter we begin to exploit the Morita context provided by Theorem 5.5.4. Throughout the chapter, except in §6.4, we assume that $\mathcal{O} = F$.

6.1. Morita equivalence functors

Let $h \geq n$, and $Z = \bigoplus_{\nu \in X(h,n)} Z^\nu$. We always regard $Z$ as a $(S_n, S_{h,n})$-bimodule, with $S_{h,n}$ acting as in Theorem 5.4.3. Define the functors

$\alpha_{h,n} : \mathcal{F}_n\text{-mod} \rightarrow S_{h,n}\text{-mod}, \quad V \mapsto \text{Hom}_{\mathcal{F}_n}(Z,V)$

$\beta_{h,n} : S_{h,n}\text{-mod} \rightarrow \mathcal{F}_n\text{-mod}, \quad W \mapsto Z \otimes_{S_{h,n}} W$.

Proposition 6.1.1. The functors $\alpha_{h,n}$ and $\beta_{h,n}$ are mutually inverse equivalences of categories between $\mathcal{F}_n\text{-mod}$ and $S_{h,n}\text{-mod}$.

Proof. This follows from the fact that $Z$ is a projective generator for $\mathcal{F}_n$ proved in Theorem 5.5.4(iii). □

Recall from Chapter 2 that $S_{h,n}$ is a quasi-hereditary algebra with weight poset $X_+(h,n)$ partially ordered by the dominance order $\leq$. We can identify $X_+(h,n)$ with the set $X_+(n)$ of partitions of $n$, since $h \geq n$. Also, for $\lambda \in X_+(n)$, the algebra $S_{h,n}$ has the irreducible module $L_h(\lambda)$, the standard module $\Delta_h(\lambda)$ and the costandard module $\nabla_h(\lambda)$. For all $\lambda \in X_+(n)$, define the (graded) $S_n$-modules:

$\textbf{(6.1.1)} \quad L(\lambda) := \beta_{h,n}(L_h(\lambda))$, 

$\textbf{(6.1.2)} \quad \Delta(\lambda) := \beta_{h,n}(\Delta_h(\lambda))$, 

$\textbf{(6.1.3)} \quad \nabla(\lambda) := \beta_{h,n}(\nabla_h(\lambda))$.

Since $\beta_{h,n}$ is a Morita equivalence, the imaginary Schur algebra $\mathcal{F}_n$ is a quasi-hereditary algebra with weight poset $X_+(n)$ partially ordered by $\leq$. Moreover, $\{L(\lambda)\}, \{\Delta(\lambda)\}$ and $\{\nabla(\lambda)\}$ for all $\lambda \in X_+(n)$ give the irreducible, standard and costandard $\mathcal{F}_n$-modules. The following facts follow from Morita equivalence.

Lemma 6.1.2. Let $\lambda, \mu \in X_+(n)$. Then:

(i) $\Delta(\lambda)$ has simple head isomorphic to $L(\lambda)$, and all other composition factors are of the form $L(\nu)$ for $\nu < \lambda$.

(ii) $[\Delta(\lambda) : L(\mu)] = [\Delta_h(\lambda) : L_h(\mu)]$.

We next explain why the definitions (6.1.1)-(6.1.3) are independent of the choice of $h \geq n$. Take $h \geq l \geq n$ and, using Lemma 2.5.1, identify $S_{l,n}$ with the subalgebra $eS_{h,n}e$ of $S_{h,n}$, where $e$ is the idempotent of (2.5.2). Recall an equivalence of categories from Lemma 2.5.2:

$\text{infl}_{S_{l,n}}^S_{h,n} : S_{l,n}\text{-mod} \rightarrow S_{h,n}\text{-mod}, \quad M \mapsto S_{h,n}e \otimes_{eS_{h,n}e} M$. 
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LEMMA 6.1.3. The functors $\beta_{h,n} \circ \text{inf}_{S_{l,n}}^{S_{h,n}}$ and $\beta_{l,n}$ from $S_{l,n}$-mod to $\mathcal{S}_{n}$-mod are isomorphic.

PROOF. The module $\bigoplus_{\lambda \in X(n)} Z^{\lambda}$ is precisely the $(\mathcal{S}_{n}, S_{l,n})$-submodule $Ze$ of $Z$. So $\beta_{l,n}$ is isomorphic to $Ze \otimes e_{S_{h,n}}$. Now we have the functorial isomorphisms

$$Z \otimes_{S_{h,n}} (S_{h,n}e \otimes e_{S_{h,n}} M) \cong (Z \otimes_{S_{h,n}} S_{h,n}e) \otimes e_{S_{h,n}} M \cong Ze \otimes e_{S_{h,n}} M$$

for any $M \in S_{l,n}$-mod. \[\square\]

By Lemmas 2.5.2 and 2.5.3, we have that $L_{h}(\lambda) \cong \text{inf}_{S_{l,n}}^{S_{h,n}} L_{l}(\lambda)$. Hence Lemma 6.1.3 yields $\beta_{l,n}(L_{l}(\lambda)) \cong \beta_{h,n}(L_{h}(\lambda))$ as $\mathcal{S}_{n}$-modules. So, the definition (6.1.1) is independent of the choice of $h \geq n$, and a similar argument gives independence of $h$ for (6.1.2) and (6.1.3).

In conclusion of this section, we make a small detour to mixed imaginary tensor spaces of §1.2. For $n = (n_{1}, \ldots, n_{l}) \in \mathbb{Z}_{\geq 0}^{l}$, the corresponding mixed tensor space is defined as

$$M_{n} := M_{n_{1},1} \circ \cdots \circ M_{n_{l},l},$$

where $M_{n_{i},i}$ is a colored space of color $i$ for each $i \in I'$, which can be considered as a module over the (color $i$) imaginary Schur algebra $\mathcal{S}_{n,i} := R_{n,i}/\text{Ann}_{R_{n,i}}(M_{n,i})$. Let $n = n_{1} + \cdots + n_{l}$, and define the \emph{mixed imaginary Schur algebra}

$$\mathcal{S}_{n} := R_{n,l}/\text{Ann}_{R_{n,l}}(M_{n}).$$

Moreover, for $h_{i} \geq n_{i}$ and $\nu \in X(n_{i}, h_{i})$ we have defined modules $Z_{i}^{\nu}$ (previously denoted for brevity $Z^{\nu}$ since we had $i \in I'$ fixed), and

$$Z(i, n_{i}) = \bigoplus_{\nu \in X(n_{i}, n_{i})} Z_{i}^{\nu} \quad (i \in I').$$

We have functors $\alpha_{h_{i}, n_{i}, i} := \text{Hom}_{\mathcal{S}_{n,i}}(Z(n_{i}, i), ?)$ and $\beta_{h_{i}, n_{i}, i} = Z(i, n_{i}) \otimes_{S_{h_{i}, n_{i}}} ?$.

Set

$$Z_{n} = Z(1, n_{1}) \circ \cdots \circ Z(l, n_{l}).$$

The following result strengthens Theorem 2 from the Introduction.

PROPOSITION 6.1.4. We have

(i) $Z_{n}$ is a projective generator for $\mathcal{S}_{n}$.

(ii) $\text{End}_{\mathcal{S}_{n}}(Z_{n}) \cong \text{End}_{\mathcal{S}_{n}}(Z(n_{1}, 1)) \otimes \cdots \otimes \text{End}_{\mathcal{S}_{n}}(Z(n_{l}, 1)) \cong S_{h,n} := S_{h_{1}, n_{1}} \otimes \cdots \otimes S_{h_{l}, n_{l}}$.

(iii) The functors $\alpha_{h,n} := \text{Hom}_{\mathcal{S}_{n}}(Z_{n}, ?) : \mathcal{S}_{n}$-mod $\to S_{h,n}$-mod and $\beta_{h,n} = Z_{n} \otimes_{S_{h,n}} ? : S_{h,n}$-mod $\to \mathcal{S}_{n}$-mod, are mutually inverse equivalences of categories between $\mathcal{S}_{n}$-mod and $S_{h,n}$-mod.

(iv) There is a functorial isomorphism

$$\beta_{h,n}(W_{1} \otimes \cdots \otimes W_{l}) \cong \beta_{h_{1}, n_{1}, 1}(W_{1}) \circ \cdots \circ \beta_{h_{l}, n_{l}, l}(W_{l})$$

for $W_{1} \in S_{h_{1}, n_{1}}$-mod, ..., $W_{l} \in S_{h_{l}, n_{l}}$-mod.

PROOF. Part (i) follows from Theorem 5.5.4(iii). Part (ii) follows from Theorem 5.4.3 and Mackey Theorem. Part (iii) follows from part (i). Part (iv) follows from the definitions and transitivity of induction. \[\square\]
6.2. Induction and Morita equivalence

In this section we prove a key result that our Morita equivalence 'intertwines' imaginary induction and tensor products for usual Schur algebras. We fix an integer 

\[ h \geq n, \] 

and a composition \( \nu = (n_1, \ldots, n_a) \equiv n. \) Recall the Morita equivalence \( \beta_{h,n} : S_{h,n} \rightarrow \mathcal{T}_n \). 

**Theorem 6.2.1.** We have an isomorphism of functors from \( S_{h,n_1} \times \cdots \times S_{h,n_a} \rightarrow \mathcal{T}_n \): 

\[ I^n_\nu (\beta_{h,n_1} ? \times \cdots \times \beta_{h,n_a} ?) \cong \beta_{h,n} (？ \times \cdots \times ？). \]

**Proof.** Choose \( \chi = (h_1, \ldots, h_a) \models h \) with \( h_k \geq n_k \) for \( k = 1, \ldots, a \), and denote \( S_{\chi,\nu} := S_{h_1,n_1} \times \cdots \times S_{h_a,n_a}. \) Write \( X(\chi, \nu) \) for the set of all compositions \( \gamma = (g_1, \ldots, g_h) \in X(n, h) \) such that 

\[ \gamma_1 := (g_1, \ldots, g_{h_1}), \gamma_2 := (g_{h_1+1}, \ldots, g_{h_1+h_2}), \ldots, \gamma_a := (g_{h_1+\cdots+h_{a-1}+1}, \ldots, g_h) \]

satisfy \( \gamma_k \in X(h_k, n_k) \) for each \( k = 1, \ldots, a. \) 

Consider the set of triples: 

\[ \Omega = \{ (\gamma, \delta, u) \mid \gamma, \delta \in X(\chi, \nu), \ u \in \gamma \mathcal{D}^\delta \}. \]

For a triple \( (\gamma, \delta, u) \in \Omega \), we have \( \gamma_k, \delta_k \in X(h_k, n_k) \) for each \( k = 1, \ldots, a \), and \( u = (u_1, \ldots, u_a) \in \mathcal{S}_\nu = \mathcal{S}_{n_1} \times \cdots \times \mathcal{S}_{n_a} \) with each \( u_k \in \gamma_k \mathcal{D}^{\delta_k}. \) So we have the element 

\[ \varphi^u_{\gamma, \delta} := \varphi_{\gamma_1, \delta_1} \otimes \cdots \otimes \varphi_{\gamma_a, \delta_a} \in S_{\chi, \nu}. \]

Then \( \{ \varphi^u_{\gamma, \delta} \mid (\gamma, \delta, u) \in \Omega \} \) is a basis for \( S_{\chi, \nu}. \) 

Recall the \( (\mathcal{T}_n, S_{h,n}) \)-bimodule \( Z = \bigoplus_{\lambda \in X(h,n)} I^n_\lambda Z^\lambda = \bigoplus_{\lambda \in X(h,n)} Z^\lambda, \) and define also the \( (\mathcal{T}_n, S_{\chi, \nu}) \)-bimodule 

\[ Z^{\chi, \nu} := \bigoplus_{\lambda \in X(\chi, \nu)} I^n_\lambda Z^\lambda \cong \left( \bigoplus_{\lambda \in X(h_1,n_1)} Z^{\lambda_1} \right) \otimes \cdots \otimes \left( \bigoplus_{\lambda \in X(h_a,n_a)} Z^{\lambda_a} \right). \]

Then \( I^n_\nu Z^{\chi, \nu} \) is an \( (\mathcal{T}_n, S_{\chi, \nu}) \)-bimodule in a natural way. Moreover, by transitivity of induction, we have \( I^n_\nu Z^{\chi, \nu} \cong \bigoplus_{\lambda \in X(\chi, \nu)} Z^\lambda, \) so \( I^n_\nu Z^{\chi, \nu} \) can be identified with the summand \( Z e_\nu \) of the \( (\mathcal{T}_n, S_{h,n}) \)-bimodule \( Z \), where \( e_\nu \) is the idempotent 

\[ e_\nu := \sum_{\lambda \in X(\chi, \nu)} e(\lambda) \in S_{h,n}. \]

Identifying \( e_\nu S_{h,n} e_\nu \) with \( \text{End}_{\mathcal{T}_n}(Ze_\nu) \), we obtain an algebra embedding of \( S_{\chi, \nu} \) into \( e_\nu S_{h,n} e_\nu \). By definition of the actions of \( S_{\chi, \nu} \) and \( e_\nu S_{h,n} e_\nu \) on \( Ze_\nu \) and Lemma 4.5.2(1), this embedding maps the basis element \( \varphi^u_{\gamma, \delta} \) into \( \varphi^u_{\gamma, \delta} \in e_\nu S_{h,n} e_\nu \), for all \( (\gamma, \delta, u) \in \Omega \). In other words:

**Claim 1.** Identifying \( S_{\chi, \nu} \) with a subalgebra \( e_\nu S_{h,n} e_\nu \) via the map \( \varphi^u_{\gamma, \delta} \mapsto \varphi^u_{\gamma, \delta} \), the \( (\mathcal{T}_n, S_{\chi, \nu}) \)-bimodule \( I^n_\nu Z^{\chi, \nu} \) is isomorphic to \( Ze_\nu \), regarding the latter as a \( (\mathcal{T}_n, S_{\chi, \nu}) \)-bimodule by restricting the natural action of \( e_\nu S_{h,n} e_\nu \) to \( S_{\chi, \nu}. \)

Now let \( S_{X,n} \) be the Levi subalgebra of \( S_{h,n} \) as in (2.5.1). Then \( e_\nu \) is the central idempotent of \( S_{X,n} \) such that \( e_\nu S_{X,n} e_\nu \cong S_{X,\nu}. \) So in fact, the embedding of \( S_{\chi, \nu} \) into \( e_\nu S_{X,n} e_\nu \) from Claim 1 identifies \( S_{\chi, \nu} \) with the summand \( e_\nu S_{X,n} e_\nu \) of \( S_{X,n} \). Making this identification, define the functor 

\[ I = S_{h,n} e_\nu \otimes e_\nu S_{X,n} e_\nu : S_{\chi, \nu} \rightarrow S_{h,n}. \]
Using associativity of tensor product, the functor $I$ can be thought of as the composite of the natural inflation functor $S_{X,n}e_{\nu} \otimes e_{\nu} S_{X,n}e_{\nu} : S_{X,n}\text{-mod} \to S_{X,n}\text{-mod}$ followed by ordinary induction $\text{ind}^{S_{h,n}}_{S_{h,n}} : S_{X,n}\text{-mod} \to S_{h,n}\text{-mod}$ as defined in Section 2.5. In view of this, the following fact follows immediately from Lemma 2.5.4:

**Claim 2.** The following functors from $S_{h_1,n_1}\text{-mod} \times \cdots \times S_{h_a,n_a}\text{-mod}$ to $S_{h,n}\text{-mod}$ are isomorphic:

$$I(\otimes \cdots \otimes ?) \quad \text{and} \quad \text{ind}^{S_{h_1,n_1}}_{S_{h_1,n_1}} ? \otimes \cdots \otimes \text{ind}^{S_{h_a,n_a}}_{S_{h_a,n_a}} ?.$$

Now note that from Claim 1 and associativity of tensor product we have the natural isomorphisms

$$I_{\nu}^\rho (Z^X_{\nu} \otimes_{S_{X,\nu}} N) \cong (I_{\nu}^\rho Z^X_{\nu}) \otimes_{S_{X,\nu}} N \cong Z e_{\nu} \otimes_{e_{\nu} S_{X,\nu}} N \cong Z \otimes_{S_{h,n}} S_{h,n} e_{\nu} \otimes_{e_{\nu} S_{X,\nu}} N,$$

which is $\beta_{h,n}(I(N))$. Thus we have proved:

**Claim 3.** The functors $I_{\nu}^\rho \circ (Z^X_{\nu} \otimes_{S_{X,\nu}} ?)$ and $\beta_{h,n} \circ I$ from $S_{X,\nu}\text{-mod}$ to $\mathcal{J}_n\text{-mod}$ are isomorphic.

We have the isomorphism of functors from $S_{h_1,n_1}\text{-mod} \times \cdots \times S_{h_a,n_a}\text{-mod}$ to $\mathcal{J}_n\text{-mod}$:

$$\beta_{h_1,n_1} \otimes \cdots \otimes \beta_{h_a,n_a} \cong Z^X_{\nu} \otimes_{S_{X,\nu}} (?) \otimes \cdots \otimes (?).$$

So, in view of Claims 2 and 3, we have

**Claim 4.** There is an isomorphism of functors

$$I_{\nu}^\rho (\beta_{h_1,n_1} \otimes \cdots \otimes \beta_{h_a,n_a} ?) \cong \beta_{h,n}(\text{ind}^{S_{h_1,n_1}}_{S_{h_1,n_1}} ? \otimes \cdots \otimes \text{ind}^{S_{h_a,n_a}}_{S_{h_a,n_a}} ?)$$

from $S_{h_1,n_1}\text{-mod} \times \cdots \times S_{h_a,n_a}\text{-mod}$ to $\mathcal{J}_n\text{-mod}$.

Finally, by Lemma 2.5.2, the functors

$$\text{ind}^{S_{h,n}}_{S_{h,n,k}} : S_{h,n,k}\text{-mod} \to S_{h,n}\text{-mod} \quad (1 \leq k \leq a)$$

are equivalences of categories. By Lemma 6.1.3, the functors $\beta_{h,n,k} \circ \text{ind}^{S_{h,n}}_{S_{h,n,k}}$ and $\beta_{h,n,k}$ are isomorphic. The theorem follows on combining these statements and Claim 4. \hfill $\square$

As a first application, we get the commutativity of induction product on the category of imaginary representations:

**Corollary 6.2.2.** Let $M \in \mathcal{J}_m\text{-mod}$ and $N \in \mathcal{J}_n\text{-mod}$. Then $M \circ N \cong N \circ M$.

**Proof.** For sufficiently large $h$ we have $M = \beta_{h,m}(V)$, $N = \beta_{h,n}(W)$, $M \circ N = I_{m,n}^{m+n}(M \boxtimes N)$, and $N \circ M = I_{(n,m)}^{m+n}(N \boxtimes M)$. Now the result follows from $V \otimes W \cong W \otimes V$ and the theorem. \hfill $\square$

As a second application we establish a version of Steinberg Tensor Product Theorem. Let $p = \text{char} F > 0$ and $\lambda \vdash n$. Considered $\lambda$ as an element of $X_+(n,n)$. Recall from Section 2.1, that there exists a unique $p$-adic expansion

$$\lambda = \lambda(0) + p\lambda(1) + p^2\lambda(2) \ldots$$
such that the partitions $\lambda(0) \vdash m_0, \lambda(1) \vdash m_1, \lambda(2) \vdash m_2, \ldots$ are all $p$-restricted. With this notation we have:

**Theorem 6.2.3.** (Imaginary Steinberg Tensor Product Theorem) Let $n_r := p^r m_r$ for $r = 0, 1, 2, \ldots$, and consider the composition $\nu = (n_0, n_1, n_2, \ldots) \vdash n$.

Then

$$L(\lambda) = I^\nu_\nu \left( L(\lambda(0)) \boxtimes L(p \lambda(1)) \boxtimes L(p^2 \lambda(2)) \boxtimes \ldots \right).$$

**Proof.** This comes from Theorem 6.2.1 and Lemma 2.4.5. \(\square\)

As a third application, we prove that imaginary induction and restriction respect standard and costandard filtrations. A filtration $0 = M_0 \subset M_1 \subset \cdots \subset M_b = M$ of an $\mathcal{S}_n$-module $M$ is called standard (resp. costandard) if for each $k = 1, \ldots, b$, the quotient $M_k/M_{k-1}$ is isomorphic to $\Delta(\lambda)$ (resp. $\nabla(\lambda)$) for some $\lambda \vdash n$ (depending on $k$). Similarly, a filtration $0 = M_0 \subset M_1 \subset \cdots \subset M_b = M$ of an $\mathcal{S}_\nu$-module $M$ is called standard (resp. costandard) if for each $k = 1, \ldots, b$, the quotient $M_k/M_{k-1}$ is isomorphic to $\Delta(\lambda_1) \boxtimes \cdots \boxtimes \Delta(\lambda_a)$ (resp. $\nabla(\lambda(1)) \boxtimes \cdots \boxtimes \nabla(\lambda_a)$) for some $\lambda_1 \vdash n_1, \ldots, \lambda_a \vdash n_a$ (depending on $k$).

**Theorem 6.2.4.** We have

(i) The functor $I^\nu_\nu$ sends $\mathcal{S}_\nu$-modules with standard (resp. costandard) filtrations to $\mathcal{S}_\nu$-modules with standard (resp. costandard) filtrations.

(ii) The functor $*_I^\nu_\nu$ sends $\mathcal{S}_\nu$-modules with standard (resp. costandard) filtrations to $\mathcal{S}_\nu$-modules with standard (resp. costandard) filtrations.

**Proof.** (i) It suffices to check that $I^\nu_\nu(\Delta(\lambda_1) \boxtimes \cdots \boxtimes \Delta(\lambda_a))$ has a standard filtration, for arbitrary $\lambda_1 \vdash n_1, \ldots, \lambda_a \vdash n_a$. By Theorem 6.2.1,

$$I^\nu_\nu(\Delta(\lambda_1) \boxtimes \cdots \boxtimes \Delta(\lambda_a)) \cong \beta_{h,n}(\Delta_h(\lambda_1) \otimes \cdots \otimes \Delta_h(\lambda_a)).$$

So the result follows since $\Delta_h(\lambda_1) \otimes \cdots \otimes \Delta_h(\lambda_a)$ has a standard filtration as an $S_{h,n}$-module by Lemma 2.4.3. This proves (i) in the case of standard filtrations; the result for costandard filtrations is proved similarly.

(ii) We prove (ii) in the case of costandard filtrations; the analogous result for standard filtrations follows by dualizing. Take $M \in $ $\mathcal{S}_\nu$-mod with a costandard filtration. Using the cohomological criterion for costandard filtrations [13, A2.2(iii)], we need to show that $\text{EXT}^1_{\mathcal{S}_\nu}(M, *I^\nu_\nu N) = 0$ for all $M \in $ $\mathcal{S}_\nu$-mod with a standard filtration. For such $M$, by (i) and the cohomological criterion for costandard filtrations, we have $\text{EXT}^1_{\mathcal{S}_\nu}(I^\nu_\nu M, N) = 0$. So the result follows from the following:

**Claim.** For $M \in $ $\mathcal{S}_\nu$-mod and $N \in $ $\mathcal{S}_\nu$-mod, we have $\text{EXT}^1_{\mathcal{S}_\nu}(M, *I^\nu_\nu N) \cong \text{EXT}^1_{\mathcal{S}_\nu}(I^\nu_\nu M, N)$.

To prove the claim, the adjoint functor property gives us an isomorphism of functors $\text{Hom}_{\mathcal{S}_\nu}(M, ?) \cong \text{Hom}_{\mathcal{S}_\nu}(I^\nu_\nu M, ?)$. Since $*I^\nu_\nu$ is exact and sends injectives to injectives (being adjoint to the exact functor $I^\nu_\nu$), an application of [18, I.4.1(3)] completes the proof of the claim. \(\square\)

**Corollary 6.2.5.** Let $n = (n_1, \ldots, n_a) \vdash n$, $\lambda \vdash n$, and $\lambda_1 \vdash n_1, \ldots, \lambda_a \vdash n_a$. Then both of

(i) the multiplicity of $\Delta(\lambda)$ in a standard filtration of $I^\nu_\nu(\Delta(\lambda_1) \boxtimes \cdots \boxtimes \Delta(\lambda_a))$,

(ii) the multiplicity of $\Delta(\lambda_1) \boxtimes \cdots \boxtimes \Delta(\lambda_a)$ in a standard filtration of $*I^\nu_\nu \Delta(\lambda)$
are given by the Littlewood-Richardson rule.

Proof. The modules in (i) and (ii) have standard filtrations by Theorem 6.2.4. Now (i) follows from Theorem 6.2.1 and the classical fact about tensor product multiplicities over the Schur algebra, and (ii) follows from (i) and adjointness, together with the usual properties of standard and costandard filtrations. \( \square \)

6.3. Alternative definitions of standard modules

Our goal now is to give two alternative definitions of the standard module \( \Delta(\lambda) \) without reference to the Schur algebra and Morita equivalence. Recall from (2.4.5) and (2.4.6) the modules \( Z^\nu(V_h) \) and \( \Lambda^\nu(V_h) \) for the classical Schur algebra \( S_{h,n} \).

Lemma 6.3.1. For \( \nu \vdash n \), we have \( Z^\nu \cong \beta_{h,n}(Z^\nu(V_h)) \) and \( \Lambda^\nu \cong \delta_{h,n}(\Lambda^\nu(V_h)) \).

Proof. By Lemma 2.4.2(i), we have \( Z^\nu(V_h) \cong S_{h,n}e(\nu) \). So, by Lemma 2.6.5, we get \( \delta_{h,n}(S_{h,n}(\nu)) \cong \delta_{h,n}(\nu) \), which is precisely the summand \( Z^\nu \) of \( Z \) by the definition of the action from Theorem 5.4.3.

For the second statement, using the embedding \( \kappa \) from Lemma 2.3.2 and Lemma 2.4.2(ii), we have \( \Lambda^\nu(V_h) \cong \delta_{h,n}(\kappa(\nu)) \). So, by Lemma 2.6.5, we get \( \delta_{h,n}(\Lambda^\nu(V_h)) \cong \delta_{h,n}(\nu) \). By definition of \( \kappa \), together with Theorem 5.4.3, we have \( \delta_{h,n}(\nu) = M_n\text{sgn}(\nu) = M_n\nu = \Lambda^\nu \), as required. \( \square \)

In view of Lemma 4.1.1, the anti-automorphism \( \tau \) of \( R_{n,h} \) factors through to give a (homogeneous) anti-automorphism

\[ \tau : \mathcal{F}_n \to \mathcal{F}_n, \]

which leads to the notion of contravariant duality \( \oplus \) on \( \mathcal{F}_n \)-mod. We have a (not necessarily degree zero) isomorphism \( L(\lambda) \oplus \cong L(\lambda) \) for each \( \lambda \in X_+(n) \), since this is true even as \( R_{n,h} \)-modules. We now prove a stronger result:

Lemma 6.3.2. For all \( \lambda \in X_+(n) \) we have \( L(\lambda) \oplus \cong L(\lambda) \) and \( \Delta(\lambda) \oplus \cong \nabla(\lambda) \).

Proof. By Lemma 6.3.1, \( M_n = Z^{(1^\nu)} \cong \beta_{h,n}(V_h^{\otimes n}) \). So the only (graded) composition factors of \( M_n \) are of the form \( L(\lambda) \) for \( \lambda \in X_+(n) \) and each such \( L(\lambda) \) occurs with some non-zero graded multiplicity \( m_\lambda \in \mathbb{Z}_{>0} \). The formal characters of the modules \( L(\lambda) \) are linearly independent. Hence, since \( \text{ch}_q M_n = \sum_{\lambda \in X_+(n)} m_\lambda\text{ch}_q L(\lambda) \) is bar-invariant, by Lemma 4.1.1, we conclude that each \( \text{ch}_q L(\lambda) \) is bar-invariant, which immediately implies that \( L(\lambda) \oplus \cong L(\lambda) \). It follows from a general theory of quasi-hereditary algebras that \( \Delta(\lambda) \oplus \) is the costandard module \( \nabla(\lambda) \) up to a degree shift, and now the first statement of the lemma implies the second one. \( \square \)

Now we obtain the desired characterizations of \( \Delta(\lambda) \). Recall the element \( u_\lambda \in \mathcal{S}_n \) from Lemma 2.2.1.

Theorem 6.3.3. Let \( \lambda \vdash n \). Then:

(i) \( \text{Hom}_{\mathcal{F}_n}(Z^\lambda, \Lambda^{\lambda^\vee}) \cong F \), and the image of any non-zero homomorphism in \( \text{Hom}_{\mathcal{F}_n}(Z^\lambda, \Lambda^{\lambda^\vee}) \) is isomorphic to \( \Delta(\lambda) \);

(ii) \( \Delta(\lambda) \) is isomorphic to the submodule \( Z^\lambda u_{\lambda^\vee} x_{\lambda^\vee} \) of \( M_n \).
PROOF. (i) follows from Lemma 6.3.1, the definition (6.1.2), and Lemma 2.4.4, since \( b_{h,n} \) is an equivalence of categories.

(ii) Note that \( Z^h \) contains \( M_n \) as a submodule. Moreover, as \( M_n \) is a faithful \( F \mathbb{S}_n \)-module and \( y_{\lambda} u_{\lambda^\ast} x_{\lambda^\ast} \neq 0 \) by Lemma 2.2.1, we conclude that \( M_n \) is a submodule of \( \Lambda^x \). So the result follows from (i). \( \square \)

We will write \( \hat{M} \) for the right \( \mathcal{I}_n \)-module obtained from \( M \in \mathcal{I}_n \)-mod by twisting the left action into a right action using the antiautomorphism \( \tau \) of \( \mathcal{I}_n \). In this way, we obtain right \( \mathcal{I}_n \)-modules \( \hat{L}(\lambda), \hat{\Delta}(\lambda), \) and \( \hat{\nabla}(\lambda) \).

**Theorem 6.3.4.** We have

(i) \( \mathcal{I}_n \) has a filtration as a \( (\mathcal{I}_n, \mathcal{I}_n) \)-bimodule with factors isomorphic to \( \Delta(\lambda) \otimes \Delta(\lambda) \), each appearing once for each \( \lambda \vdash n \) and ordered in any way refining the dominance order on partitions so that factors corresponding to most dominant \( \lambda \) appear at the bottom of the filtration.

(ii) \( Z \) has a filtration as a \( (\mathcal{I}_n, S_{h,n}) \)-bimodule with factors \( \Delta(\lambda) \otimes \Delta_h(\lambda) \) appearing once for each \( \lambda \vdash n \) and ordered in any way refining the dominance order so that factors corresponding to most dominant \( \lambda \) appear at the bottom of the filtration.

Proof. (i) This follows from the general theory of quasi-hereditary algebras, as is explained for example after [4, (1.2e)].

(ii) The functor \( Z \otimes_{S_{h,n}} ? \) can be viewed as an exact functor from the category of \( (S_{h,n}, S_{h,n}) \)-bimodules to the category of \( (\mathcal{I}_n, S_{h,n}) \)-bimodules. We have:

\[ Z \otimes_{S_{h,n}} (\Delta_h(\lambda) \otimes \Delta_h(\lambda)) \cong (Z \otimes_{S_{h,n}} \Delta_h(\lambda)) \otimes \Delta_h(\lambda) \cong \Delta(\lambda) \otimes \Delta_h(\lambda). \]

So applying \( Z \otimes_{S_{h,n}} ? \) to the filtration of Lemma 2.4.1 gives the result. \( \square \)

### 6.4. Base change

Recall that \( \mathcal{O} \) denotes the ground ring which is always assumed to be either \( \mathbb{Z} \) or \( F \). The algebras \( S_{n,h}, \mathcal{I}_n \), and the modules \( M_n, Z^h \), etc. are all defined over \( \mathbb{Z} \), although in many results proved in the previous sections we have assumed that \( \mathcal{O} \) is a field. We now work over \( \mathcal{O} = \mathbb{Z} \), and study the base change from \( \mathbb{Z} \) to \( F \). Throughout this section, it will also be convenient to denote by \( K \) a field of characteristic zero and use notation like \( \mathcal{I}_{n,\mathbb{Z}}, \mathcal{I}_{n,F}, \mathcal{I}_{n,K}, \) etc. to specify the ring over which the objects are considered.

**Lemma 6.4.1.** We have:

(i) \( M_{n,\mathbb{Z}} \) is a \( \mathbb{Z} \)-free module of finite rank with \( M_{n,\mathbb{Z}} \otimes_{\mathbb{Z}} F \cong M_{n,F} \);

(ii) \( Z_{n,\mathbb{Z}} \) is a \( \mathbb{Z} \)-free module of finite rank with \( Z_{n,\mathbb{Z}} \otimes_{\mathbb{Z}} F \cong Z_{n,F} \). Moreover, \( Z_{n,\mathbb{Z}} = Z_{n,\mathbb{Z}} \otimes_{\mathbb{Z}} M_{n,\mathbb{Z}} \).

Proof. (i) comes from the Lemma 4.1.2.

(ii) By (i), \( M_{n,\mathbb{Z}} \) is a lattice in \( M_{n,K} \), and by definition, we have \( Z_{n,\mathbb{Z}} = Z_{n,K} \cap M_{n,\mathbb{Z}} \). So \( Z_{n,\mathbb{Z}} \) is a lattice in \( Z_{n,K} \), and also a direct summand of the \( \mathbb{Z} \)-module \( M_{n,\mathbb{Z}} \). Hence the natural map

\[ i : Z_{n,\mathbb{Z}} \otimes_{\mathbb{Z}} F \to M_{n,\mathbb{Z}} \otimes_{\mathbb{Z}} F = M_{n,F} \]

is injective. Since the action of \( \mathbb{S}_n \) on \( M_n \) is compatible with base change, we have \( \text{im } i \subseteq Z_{n,F} \).
Recall the submodule $Y_n = R_n δ_n M_n$ from (5.5.1). Note that the natural (not necessarily injective) map from $Y_{n,Z} ⊗ Z F$ to $M_{n,F}$ has image $Y_{n,F}$. Now by Proposition 5.1.3(iii), $Y_{n,Y} ≤ Z_{n,Z}$, so $Y_{n,F} ≤ \text{im } i$. By Theorem 5.5.4(i), $Y_{n,F} = Z_{n,F}$, so by the previous paragraph, the map $i : Z_{n,Z} ⊗ Z F → Z_{n,F}$ is an isomorphism.

Finally, the embedding $Y_{n,Z} → Z_{n,Z}$ has to be an isomorphism, since otherwise for some field $F$ the induced map $Y_{n,Z} ⊗ Z F → Z_{n,Z} ⊗ Z F$ is not surjective, and so the composition $Y_{n,Z} ⊗ Z F → Z_{n,Z} ⊗ Z F → Z_{n,F} = Y_{n,F}$ is not surjective, giving a contradiction.

Since induction commutes with base change, we deduce:

**Corollary 6.4.2.** Let $ν ⊳ n$. Then $Z_ν^\nu$ is a $Z$-free module of finite rank with $Z_ν^\nu ⊗ Z F ≅ Z_ν^\nu$.  

Now we can define standard modules over $Z$. For $λ ⊳ n$, set $Δ_Z(λ) = Z_λ^λ u_λ^ν x_λ^ν$. Compare this to Theorem 6.3.3(ii), in which we worked over a field.

**Theorem 6.4.3.** $Δ_Z(λ)$ is $Z$-free of finite rank with $Δ_Z(λ) ⊗ Z F ≅ Δ_F(λ)$. Moreover, the formal characters of $Δ_Z(λ)$ and $Δ_F(λ)$ are the same.

**Proof.** By definition $Z_λ^λ$ is a submodule of $M_{n,Z}$, and $Δ_Z(λ)$ is a submodule of the torsion free $Z$-module $M_{n,Z}$, so $Δ_Z(λ)$ is torsion free. There is a natural map $Δ_Z(λ) ⊗ Z K → M_{n,K}$, which is injective since $K$ is flat over $Z$. It is easy to check that the image of this map is precisely $Δ_K(λ)$, proving that $Δ_Z(λ)$ is a $Z$-lattice in $Δ_K(λ)$. In particular, $Δ_Z(λ)$ has rank equal to $\dim Δ_K(λ)$. By Theorem 6.3.4(ii) with $h = n$, we have

$$\sum_{ν ∈ X(n,n)} \dim Z_ν^\nu = \sum_{λ ⊳ n} (\dim Δ_K(λ))(\dim Δ_{n,K}(λ)),$$

where $Δ_{n,K}(λ)$ denotes the standard module for the Schur algebra $S_{n,n,K}$. In view of Corollary 6.4.2, $\dim Z_ν^\nu = \dim Z_ν^\nu$, and it is well-known that the dimensions of standard modules for the Schur algebra do not depend on the ground field. So

$$\sum_{ν ∈ X(n,n)} \dim Z_ν^\nu = \sum_{λ ⊳ n} (\dim Δ_K(λ))(\dim Δ_{n,F}(λ)).$$

There is a natural map $i : Δ_Z(λ) ⊗ Z F → M_{n,F}$ with image $Δ_F(λ)$ induced by the embedding $Δ_Z(λ) → M_{n,Z}$. So $\dim Δ_K(λ) ≥ \dim Δ_F(λ)$ . On the other hand, applying Theorem 6.3.4(ii) over $F$, we have that

$$\sum_{ν ∈ X(n,n)} \dim Z_ν^\nu = \sum_{λ ⊳ n} (\dim Δ_F(λ))(\dim Δ_{n,F}(λ)).$$

Comparing with our previous expression, we conclude that $\dim Δ_F(λ) = \dim Δ_K(λ)$ for all $λ ⊳ n$. Hence $i$ is injective. The result about the characters is now clear.

We now show that the imaginary Schur algebra and its Morita equivalence with a classical Schur algebra are defined over $Z$.

**Theorem 6.4.4.** We have:

(i) $S_{n,Z}$ is $Z$-free of finite rank with $S_{n,Z} ⊗ Z F ≅ S_{n,F}$;
(ii) $Z^\nu_S$ is a projective $\mathcal{J}_{n,Z}$-module for each $\nu \vdash n$;

(iii) $\text{End}_{\mathcal{J}_{n,Z}} \left( \bigoplus_{\nu \in \mathcal{X}(n,h)} Z^\nu_S \right) \cong S_{h,n,Z}$;

(iv) $\bigoplus_{\nu \in \mathcal{X}(n,h)} Z^\nu_S$ is a projective generator for $\mathcal{J}_{n,Z}$, so $\mathcal{J}_{n,Z}$ is Morita equivalent to $S_{h,n,Z}$ for $h \geq n$.

**Proof.** (i) By definition, $\mathcal{J}_{n,Z}$ is the $\mathbb{Z}$-submodule of $\text{End}_Z(M_{n,Z})$ spanned by the images of the $\mathbb{Z}$-basis elements of $R_{n,\mathbb{Z}}$, which are of the form $\psi_w y_1^{b_1} \ldots y_d^{b_d} 1_i$. Since the degree of each $y_i$ is 2, all but finitely many such elements act as zero, so $\mathcal{J}_{n,Z}$ is finitely generated over $\mathbb{Z}$, whence $\mathcal{J}_{n,Z}$ is a lattice in $\mathfrak{g}_{n,K}$.

The natural inclusion $\mathcal{J}_{n,Z} \hookrightarrow \text{End}_Z(M_{n,Z})$ yields a map

$$\mathcal{J}_{n,Z} \otimes_Z F \rightarrow \text{End}_Z(M_{n,Z}) \otimes F \cong \text{End}_F(M_n(F))$$

to which it is induced by the right multiplication by $s_{\mu,\lambda}^\nu$. By definition, $Z^\nu_S = Z^\nu_S \cap M_{n,Z}$. Also, $s_{\mu,\lambda}^\nu \in \mathbb{Z}\mathcal{O}_n$, therefore $s_{\mu,\lambda}^\nu$ stabilizes $M_{n,Z}$. Hence $Z^\nu_S \subseteq s_{\mu,\lambda}^\nu \subseteq Z^\mu_S$, so each $\varphi_{\mu,\lambda}^\nu \in E_K$ restricts to give a well-defined element of $E_Z$. We have constructed an isomorphic copy $S_Z$ of $S_{h,n,Z}$ in $E_Z$, namely, the $\mathbb{Z}$-span of the standard basis elements $\varphi_{\mu,\lambda}^\nu \in S_{h,n,K}$.

It remains to show that $S_Z = E_Z$. We have a short exact sequence of $\mathbb{Z}$-modules:

$$0 \rightarrow S_Z \rightarrow E_Z \rightarrow Q_Z \rightarrow 0,$$

and we need to prove that $Q_Z = 0$, for which it suffices to prove that $Q_Z \otimes_Z F = 0$. Tensoring with $F$, we have an exact sequence

$$S_Z \otimes_Z F \rightarrow E_F \rightarrow Q_Z \otimes_Z F \rightarrow 0.$$ 

The map $i$ sends $1 \otimes \varphi_{\mu,\lambda}^\nu$ to the corresponding endomorphism $\varphi_{\mu,\lambda}^\nu$ defined as in Theorem 5.4.3. Hence, $i$ is injective, so $i$ is an isomorphism by dimensions, and $Q_Z \otimes_Z F = 0$, as required.

(iv) By (ii), $\bigoplus_{\nu \in \mathcal{X}(n,h)} Z^\nu_S$ is a projective $\mathcal{J}_{n,Z}$-module. For $h \geq n$, it is a projective generator, because this is so on tensoring with $F$, using (i) and Theorem 5.5.4. □

### 6.5. Ringel duality and double centralizer properties

Let $S$ be a quasi-hereditary algebra with weight poset $(\Lambda_+, \leq)$ and standard modules $\Delta(\lambda)$. Recall that a (finite dimensional) $S$-module is called *tilting* if it has both a standard and a costandard filtrations. By [37], for each $\lambda \in \Lambda_+$, there exists
a unique indecomposable tilting module $T(\lambda)$ such that $[T(\lambda) : \Delta(\lambda)] = 1$ and $[T(\lambda) : \Delta(\mu)] = 0$ unless $\mu \leq \lambda$. Furthermore, every tilting module is isomorphic to a direct sum of indecomposable tilting modules $T(\lambda)$. A full tilting module is a tilting module that contains every $T(\lambda)$, $\lambda \in \Lambda_+$, as a summand. Given a full tilting module $T$, the Ringel dual of $S$ relative to $T$ is the algebra $S^* := \text{End}_S(T)^{op}$. Writing endomorphisms on the right, $T$ is naturally a right $\text{End}_S(T)$-module, hence a left $S^*$-module. Ringel [37] showed that $S^*$ is also a quasi-hereditary algebra with weight poset $\Lambda_+$, but ordered with the opposite order. We will need the following known result (for references see [4, Section 4.5]).

**Lemma 6.5.1.** Regarded as a left $S^*$-module, $T$ is a full tilting module for $S^*$. Moreover, the Ringel dual $\text{End}_{S^*}(T)^{op}$ of $S^*$ relative to $T$ is isomorphic to $S$.

Applying Ringel’s theorem first to the Schur algebra $S_{h,n}$, we obtain the indecomposable tilting modules $\{T_h(\lambda) | \lambda \in X_+(h,n)\}$ of $S_{h,n}$. For $h \geq n$, define

\[ T(\lambda) := \beta_{h,n}(T_h(\lambda)) \quad (\lambda \vdash n). \]

Since $\beta_{h,n}$ is Morita equivalence, $\{T(\lambda) | \lambda \vdash n\}$ are the indecomposable tilting modules for $\mathcal{F}_n$.

**Lemma 6.5.2.** The indecomposable tilting modules for $\mathcal{F}_n$ are precisely the indecomposable summands of $\Lambda^\nu$ for all $\nu \vdash n$. Furthermore, for $\nu \vdash n$, the module $T(\lambda)$ occurs exactly once as a summand of $\Lambda^\lambda$, and if $T(\mu)$ is a summand of $\Lambda^\lambda$ for some $\mu \vdash \lambda$, then $\mu \leq \lambda$.

**Proof.** By [13, Section 3.3(1)], $T_h(\lambda)$ occurs exactly once as a summand of $\Lambda^\lambda(V_h)$, and if $T_h(\mu)$ is a summand of $\Lambda^\lambda(V_h)$ then $\mu \leq \lambda$. Now the result follows on applying the functor $\beta_{h,n}$ and using Lemma 6.3.1.

**Corollary 6.5.3.** For $\nu \vdash n$, the module $T(\lambda)$ is the unique indecomposable summand of $\Lambda^\nu$ containing a submodule isomorphic to $\Delta(\lambda)$.

**Proof.** By Theorem 6.3.3(i), $\Lambda^\nu$ has a unique submodule isomorphic to $\Delta(\lambda)$. By Lemma 6.5.2, $\Lambda^\nu$ has a unique summand isomorphic to $T(\lambda)$ and for any other summand $M$ of $\Lambda^\nu$, we have $\text{Hom}_{\mathcal{F}_n}(\Delta(\lambda), M) = 0$.

**Theorem 6.5.4.** (Imaginary Ringel Duality) Let $h \geq n$. The $\mathcal{F}_n$-module $T := \bigoplus_{\nu \in X(h,n)} \Lambda^\nu$ is a full tilting module. Moreover, the Ringel dual $\mathcal{F}^*_n$ of $\mathcal{F}_n$ relative to $T$ is precisely the algebra $S_{h,n}^{op}$ where $S_{h,n}$ acts on $T$ as in Theorem 5.4.1.

**Proof.** By Lemma 6.5.2, $T$ is a full tilting module. The second statement is a restatement of Theorem 5.4.1.

So far we have only had ‘halves’ of imaginary Schur-Weyl and Howe dualities, namely: $\text{End}_{\mathcal{F}_n}(M_n) \cong F \mathcal{G}_n$ and $\text{End}_{\mathcal{F}_n}\left(\bigoplus_{\nu \in X(h,n)} \Lambda^\nu\right) \cong S_{h,n}$. Now we can finally establish the ‘second halves’.

**Theorem 6.5.5.** (Double Centralizer Properties) Let $h \geq n$. Then:

\begin{enumerate}
  \item $\text{End}_{\mathcal{F}_n}\left(\bigoplus_{\nu \in X(h,n)} \Lambda^\nu\right) \cong S_{h,n} \text{ and } \text{End}_{S_{h,n}}\left(\bigoplus_{\nu \in X(h,n)} \Lambda^\nu\right) \cong \mathcal{F}_n$, where the right $S_{h,n}$-action is as in Theorem 5.4.1;
  \item $\text{End}_{\mathcal{F}_n}(M_n) \cong F \mathcal{G}_n$ and $\text{End}_{F \mathcal{G}_n}(M_n) \cong \mathcal{F}_n$ where the right $F \mathcal{G}_n$-action is as in Theorem 4.3.2.
\end{enumerate}
apply the equivalence of categories \( \beta \)

for every \( \lambda \in X_+(h, n) \). So, by Lemma 2.4.2(ii), \( e \subseteq (1^n) \in S_{h,n} \), see (2.4.1). We know that \( T_h(\lambda) \) is a summand of \( \Lambda^{\lambda'}(V_h) \), for any \( \lambda \in X_+(h, n) \). So, by Lemma 2.4.2(ii), \( T_h(\lambda) \) is both a submodule and a quotient of the \( S_{h,n} \)-module \( S_{h,n} e \). Moreover, \( S_{h,n} e \cong V_n^{\otimes n} \), so \( S_{h,n} e \) is self-dual. From this one deduces a (well-known) fact that every composition factor of both the socle and the head of \( T_h(\lambda) \) belongs to the head of the projective \( S_{h,n} \)-module \( S_{h,n} e \).

Now let \( T := \bigoplus_{\nu \in X(h, n)} \Lambda^{\nu} \), and set \( \tilde{T} \) to be the left \( S_{h,n} \)-module obtained from the right module \( T \) by twisting with \( \tau \). Then \( \tilde{T} \) is a full tilting module for \( S_{h,n} \) by Lemma 6.5.1 and Theorem 6.5.4. So, by the previous paragraph, every composition factor of the socle and the head of \( \tilde{T} \) belongs to the head of \( S_{h,n} e \).

By Lemma 2.6.2, we deduce that \( \text{End}_{S_{h,n}}(\tilde{T}) \cong \text{End}_{S_{h,n}}(e\tilde{T}) \). Switching to right actions, and using (i), we have now shown that \( \mathcal{F} \cong \text{End}_{eS_{h,n}}(e\tilde{T}) \). So, to prove (ii), it suffices to show that \( \text{End}_{F\mathcal{S}_n}(M_n) \cong \text{End}_{eS_{h,n}}(e\tilde{T}) \).

As a left \( \mathcal{F} \)-module, \( M_n \cong Te \). Recall the map \( \kappa \) from Lemma 2.3.2 and the action of \( S_{h,n} \) on \( T \) from Theorem 5.4.1. One now easily checks that the \((\mathcal{F}, eS_{h,n} e)\)-bimodule \( Te \) is isomorphic to the \((\mathcal{F}, F\mathcal{S}_n)\)-bimodule \( M_n \), if we identify \( F\mathcal{S}_n \) with \( eS_{h,n} e \), so that \( w \mapsto \kappa(\text{sgn}(w)w) \) for each \( w \in \mathcal{S}_n \). In view of this, we have \( \text{End}_{F\mathcal{S}_n}(M_n) \cong \text{End}_{eS_{h,n}}(e\tilde{T}) \).

We conclude this section with imaginary analogues of well-known results of Donkin and Mathieu-Papadopoulo. For \( \lambda \vdash n \) we denote by \( P(\lambda) \) the projective cover of \( L(\lambda) \) in the category \( \mathcal{F} \)-mod. Similarly, for \( \mu \in X_+(h, n) \), let \( P_h(\mu) \) denote the projective cover of \( L_h(\mu) \) in the category \( S_{h,n} \)-mod. Using Morita equivalence, we get:

\[
P(\lambda) = \beta_{h,n}(P_h(\lambda)) \quad (\lambda \vdash n).
\]

Recall the generalized Kostka numbers \( k_{\lambda, \mu} \) from (2.4.2).

**Theorem 6.5.6.** For \( \nu \in X(h, n) \) we have:

(i) \( Z^\nu \cong \bigoplus_{\lambda \vdash n} P(\lambda)^{\oplus k_{\lambda, \nu}} \);

(ii) \( \Lambda^\nu \cong \bigoplus_{\lambda \vdash n} T(\lambda^{\text{tr}})^{\oplus k_{\lambda, \nu}} \).

**Proof.** (i) By [12, Lemma 3.4(i)], we have \( Z^\nu(V_h) \cong \bigoplus_{\lambda \vdash n} P_h(\lambda)^{\oplus k_{\lambda, \nu}} \). Now apply the equivalence of categories \( \beta_{h,n} \), using (6.5.2) and Lemmas 6.3.1.

(ii) By [35, Corollary 2.3], we have \( \Lambda^\nu(V_h) \cong \bigoplus_{\lambda \vdash n} T_h(\lambda^{\text{tr}})^{\oplus k_{\lambda, \nu}} \). Now apply the equivalence of categories \( \beta_{h,n} \), using (6.5.1) and Lemmas 6.3.1. \( \square \)
CHAPTER 7

On formal characters of imaginary modules

Throughout the chapter we assume that $O = F$ unless otherwise stated, and $h \geq n$.

7.1. Weight multiplicities in $\Lambda^\lambda tr(V_h)$

Let $h \geq n$, $\lambda \in X_+(h,n)$, and $\mu \in X(h,n)$. Recall the notion of a column strict $\lambda$-tableau from Section 2.4. Denote

$$\text{col}_{\lambda,\mu} := \# \{ \text{column strict } \lambda \text{-tableaux of type } \mu \}.$$

Recalling the $S_{h,n}$-module $\Lambda^\lambda tr(V_h)$ defined in (2.4.6), the following equality for its weight multiplicities is clear:

$$\dim e(\mu) \Lambda^\lambda tr(V_h) = \text{col}_{\lambda,\mu}.$$

The following combinatorial result is easy to check using the definition of $\text{col}_{\lambda,\mu}$:

**Lemma 7.1.1.** Let $\lambda \in X_+(h,n)$, $\mu \in X(h,n)$. If the last column of the partition $\lambda$ has height $l$, and $\bar{\lambda} \in X_+(h,n-l)$ is the partition obtained from $\lambda$ by deleting this last column, then

$$\text{col}_{\lambda,\mu} = \sum_{\mu' \in X(h,n)} \text{col}_{\bar{\lambda},\mu'}.$$

Recall the classical Kostka numbers from (2.4.3).

**Lemma 7.1.2.** Let $\lambda, \mu \vdash n$. Then $\text{col}_{\lambda,\mu} = \sum_{\nu \vdash n} K_{\nu,\lambda'} K_{\nu',\mu'}$.

**Proof.** We have the well-known fact that over $\mathbb{C}$ the module $\Lambda^\lambda tr(V_h)$ decomposes as $\Lambda^\lambda tr(V_h) = \bigoplus_{\nu \vdash n} \Delta_h(\nu^tr) \otimes K_{\nu,\lambda'}$. Passing to the dimensions of the $\mu$-weight spaces in the last equality yields the lemma. $\square$

7.2. Gelfand-Graev words and shuffles

Recall from (4.1.1) that we have fixed an extremal word $i = i_1 \ldots i_e$ of $L_\delta$. Recall that $i_1 = 0$ and $i_e = i$. As in (5.1.1), we also write $i$ in the form

$$i = j_1^{m_1} \ldots j_r^{m_r},$$

(with $j_k \neq j_{k+1}$ for all $1 \leq k < r$).

Note that always $m_1 = 1$. We define the Gelfand-Graev words (of type $i$):

$$g^{(n)} = g^{(n)}_i := i_1^{m_1} \ldots i_e^{m_e} = j_1^{m_1} \ldots j_r^{m_r} \in \langle I \rangle_{n\delta}$$

for any $n \in \mathbb{Z}_{>0}$ and, more generally, for any composition $\mu \in X(h,n)$, set:

$$g^{\mu} := g^{(\mu_1)} \ldots g^{(\mu_h)} \in \langle I \rangle_{n\delta}.$$
LEMMA 7.2.1. Let $n = l_1 + \cdots + l_a$ for some $l_1, \ldots, l_a \in \mathbb{Z}_{\geq 0}$. Suppose that for each $1 \leq c \leq a$, we are given a word $j^{(c)}$ of the imaginary tensor space $M_i$. Assume that a Gelfand-Graev word $g^\mu$ of type $i$ appears as a summand in the shuffle product $j^{(1)} \circ \cdots \circ j^{(a)}$. Then $j^{(1)}, \ldots, j^{(a)}$ are all Gelfand-Graev words of type $i$.

PROOF. Clearly we may assume that $a = 2$. Then we may write $j^{(1)} = k^{(1)}l^{(1)}$ and $j^{(2)} = k^{(2)}l^{(2)}$, so that $g^{(\mu_1)}$ appears in the shuffle product $k^{(1)} \circ k^{(2)}$. Since $g^{(\mu_1)} = j^{a_1}_1 \cdots j^{a_r}_r \cdots j^{b_1}_m \cdots j^{b_r}_r$, it follows that $k^{(1)} = j^{a_1}_1 \cdots j^{a_r}_r$, $k^{(2)} = j^{b_1}_r \cdots j^{b_r}_r$ with $a_k + b_k = m_k \mu_1$ for all $k = 1, \ldots, r$. Note that $a_2 + b_2 = m_2 \mu_1 = m_2(a_1 + b_1)$. We claim that $a_2 = a_1 m_2$ and $b_2 = b_1 m_2$. Indeed, otherwise either $a_2 > a_1 m_2$ or $b_2 > b_1 m_2$. But the first inequality contradicts the fact that $j^{(1)} = k^{(1)}l^{(1)}$ is a word of $M_{i_1}$, and the second inequality contradicts the fact that $j^{(2)} = k^{(2)}l^{(2)}$ is a word of $M_{i_2}$. Continuing this way, we see that $a_k = m_k \mu_1$ and $b_k = m_k \mu_1$ for all $k = 1, \ldots, r$. In other words, $k^{(1)} = g^{(a_1)}$ and $k^{(2)} = g^{(b_1)}$. Now the Gelfand-Graev word $g^{(\mu_2)} \cdots g^{(\mu_h)}$ appears in the shuffle product $l^{(1)} \circ l^{(2)}$. Moreover, $l^{(1)}$ and $l^{(2)}$ are words of $M_{i_1-a_1}$ and $M_{i_2-b_1}$, respectively. So we can apply induction on the length of $\mu$.

For $n \in \mathbb{Z}_{\geq 0}$, we denote

$$c(n) := \prod_{k=1}^{\infty} [m_k n]^j_{j_k} \in \mathcal{A},$$

Note by Lemma 3.5.4 that $\dim \pi_l \lambda_{i_1}$ is a summand in the shuffle product $\lambda^{(1)} \circ \cdots \circ \lambda^{(a)}$. For $\mu \in X(h, n)$, denote

$$c(\mu) := c(\mu_1) \cdots c(\mu_h) = \prod_{m=1}^{h} \prod_{k=1}^{\infty} [m_k \mu_m n]^j_{j_k} \in \mathcal{A}.$$

In the simply laced types all $m_k = 1$, and so $c(\mu) = ([\mu_1]_q \cdots [\mu_h]_q)^e$.

Recall the numbers $\col_{\lambda, \mu}$ defined in (7.1.1).

PROPOSITION 7.2.2. Let $\lambda \in X_+(h, n)$ and $\mu \in X(h, n)$. Set $\lambda^{tr} = (l_1, \ldots, l_a)$. Then $g^\mu$ appears in the quantum shuffle product

$$\iota^{l_1} \circ \cdots \circ \iota^{l_a} \iota^{\lambda^{tr}}$$

with the coefficient $c(\mu)\col_{\lambda, \mu}/c(1)^n$.

PROOF. We apply induction on $a$. If $a = 1$, then (7.2.3) is just the concatenation $\iota^{l_1} = g^{(l_1)}$, and the result is clear since $c(1^n) = c(1)^n$ and $\col_{(1^n), (1^n)} = 1$. For the inductive step, let $a > 1$ and denote by $\lambda \in X_+(h, n - l_a)$ the partition obtained from $\lambda$ by deleting its last column. By the inductive assumption, for any $\nu \in X(h, n - l_a)$, we have that $g^\nu$ appears in the quantum shuffle product

$$S := \iota^{l_1} \circ \cdots \circ \iota^{l_{a-1}} \iota^{\nu}$$

with coefficient $c(\nu)\col_{\lambda, \nu}/c(1)^{n-l_a}$. Now (7.2.3) is $S \circ \iota^{l_a}$. By Lemma 7.2.1, if the word $j$ appearing in $S$ has the property that some Gelfand-Graev word $g^\mu$ appears in the shuffle product $j \circ (\iota^{(l_1)}l_a)$, then the word $j$ must itself be Gelfand-Graev, i.e., $j = g^\nu$ for some $\nu \in X(h, n - l_a)$. Moreover, note that $g^\nu$ appears in $g^\nu \circ \iota^{l_a}$ if and only if $\mu$ is of the form $\mu = \nu + \epsilon_{s_1} + \cdots + \epsilon_{s_{l_a}}$ for some $1 \leq s_1 < \cdots < s_{l_a} \leq h$, in which case $g^\mu$ appears in $g^\nu \circ \iota^{l_a}$ with the coefficient $c(\mu)/c(\nu)c(1)^{l_a}$. Now the result follows in view of Lemma 7.1.1. \qed
Recall Gelfand-Graev modules $\Gamma_n \cong \Gamma_{nm_1,j_1} \circ \cdots \circ \Gamma_{nm_r,j_r}$ from Section 5.1.

**Lemma 7.2.3.** Let $M \in R_{m^3}$-mod and $\mu \in X(n,h)$. Then
\[
\dim_q M_{g^\mu} = c(\mu) \dim_q \Hom_{R_{m^3}}(\Gamma_{\mu_1} \circ \cdots \circ \Gamma_{\mu_n}, M).
\]

**Proof.** Let
\[
\sigma = (\mu_1m_1\alpha_j, \ldots, \mu_1m_r\alpha_j, \ldots, \mu_hm_1\alpha_j, \ldots, \mu_hm_r\alpha_j).
\]
Consider the irreducible module
\[
L := L(j_1^{\mu_1 m_1}) \boxtimes \cdots \boxtimes L(j_r^{\mu_1 m_r}) \boxtimes \cdots \boxtimes L(j_1^{\mu_h m_1}) \boxtimes \cdots \boxtimes L(j_r^{\mu_h m_r})
\]
over the parabolic $R_\sigma$. Note that $\dim_q M_{g^\mu} = c(\mu) |\Res_\sigma M : L_q\rangle$. Since $G_{\mu_i}$ is the projective cover of $L(i^\mu)$ by Proposition 5.1.1(i), $|\Res_\sigma M : L_q\rangle$ equals
\[
\dim_q \Hom_{R_\sigma}(\Gamma_{\mu_1 m_1,j_1} \boxtimes \cdots \boxtimes \Gamma_{\mu_1 m_r,j_r} \boxtimes \cdots \boxtimes \Gamma_{\mu_h m_1,j_1} \boxtimes \cdots \boxtimes \Gamma_{\mu_h m_r,j_r}, \Res_\sigma M),
\]
and the result follows by the adjunction of Ind and Res.

### 7.3. Gelfand-Graev fragment of the formal character of $\Delta(\lambda)$

Recall Gelfand-Graev words $g^\mu = g^{\mu}_1$ from Section 7.2, scalars $c(n), c(\mu) \in \mathcal{A}$ from (7.2.2), and $R_{m^3}$-modules $L(\lambda), L(\lambda), T(\lambda)$ from (6.1.1), (6.1.2), (6.5.1).

**Lemma 7.3.1.** We have $L((1^n)) = \Delta((1^n)) = T((1^n)) = \Lambda_n$, the Gelfand Graev word $g((1^n)) = \lambda^n$ appears in $\text{ch}_q \Delta((1^n))$ with multiplicity $c((1^n)) = c(1^n)$, and $g^\mu$ with $\mu \in X(n,n)$ does not appear in $\text{ch}_q \Delta((1^n))$.

**Proof.** It well-known for the usual Schur algebras that $T_n((1^n)) = \Delta_n((1^n)) = L_n((1^n))$. By applying the Morita equivalence $\beta_{n,n}$ and Lemma 6.5.2, we now obtain $L((1^n)) = \Delta((1^n)) = T((1^n)) = \Lambda_n$, and the first two statements follow from Lemma 5.2.1.

For the last statement, let $\mu \in X(n,n) \setminus \{(1^n)\}$. We have to prove that $\Delta((1^n)) g^{\mu} = 0$. In view of Theorem 6.4.3, we may assume that $F$ has characteristic zero. By Lemma 7.2.3, we need to prove that $\Hom_{R_{m^3}}(\Gamma_{\mu_1} \circ \cdots \circ \Gamma_{\mu_n}, \Lambda_n) = 0$. We have by adjunction of Ind and Res and Lemma 4.5.2(ii):
\[
\Hom_{R_{m^3}}(\Gamma_{\mu_1} \circ \cdots \circ \Gamma_{\mu_n}, M_n) \cong \Hom_{R_{m^3}}(\Gamma_{\mu_1} \boxtimes \cdots \boxtimes \Gamma_{\mu_n}, F_{\mathbf{S}_n}).
\]
By Proposition 5.1.3(iii), the latter space is isomorphic as a right $F_{\mathbf{S}_n}$-module to $\text{sgn}_{\mathbf{S}_n} \otimes_{F_{\mathbf{S}_n}} F_{\mathbf{S}_n}$. This module is annihilated by the (right) multiplication by $x_n$. Therefore the right multiplication by $x_n$ annihilates the image of any non-zero homomorphism from $\Gamma_{\mu_1} \circ \cdots \circ \Gamma_{\mu_n}$ to $M_n$. On the other hand, the right multiplication by $x_n$ acts as an automorphism of $\Lambda_n = M_n x_n$ since $F$ has characteristic zero. This implies that $\Hom_{R_{m^3}}(\Gamma_{\mu_1} \circ \cdots \circ \Gamma_{\mu_n}, \Lambda_n) = 0$.

Recall that for a composition $\mu \vdash n$ we denote by $\mu^+ \vdash n$ the unique partition obtained from $\mu$ by a permutation of its parts.

**Corollary 7.3.2.** Let $\lambda \vdash n$ and $\mu \vdash n$. Then $g^\mu$ appears in $\text{ch}_q \Lambda^\mu$ with the coefficient $c(\mu)\text{col}_{\lambda,\mu}$. In particular, $g^\mu$ appears in $\text{ch}_q \Lambda^\mu$ with the same coefficient as $g^{\mu^+}$. 

So it suffices to prove that $\dim_q \text{Graev fragment of the character}$ is contained in Corollary 7.3.2.

where we have used that $\Delta(\lambda)$ is unitriangular, in particular it is invertible. Let 

$\text{be the inverse matrix.}$

So if $g^\mu$ appears in $\text{ch}_q \Lambda^\mu$, then $g^\mu$ appears in the shuffle product $j^{(1)} \circ \cdots \circ j^{(a)}$, where $j^{(c)}$ is a word of $\Delta(1^{(c)})$ for all $c = 1, \ldots, a$. By Lemma 7.2.1, each $j^{(c)}$ is a Gelfand-Graev word (of type $i$). By Lemma 7.3.1, we have $j^{(c)} = g^{(1^{(c)})} = i^{(c)}$ for $c = 1, \ldots, a$. Now the result follows from Proposition 7.2.2. The second statement comes by noticing that $\text{col}_{\lambda,\mu} = \text{col}_{\lambda,\mu^+}$ and $c(\mu) = c(\mu^+)$. \hfill $\square$

Recall the Kostka numbers $K_{\lambda,\mu}$ from (2.4.3). The matrix $K := (K_{\lambda,\mu})_{\lambda,\mu^\vdash n}$ is unitriangular, in particular it is invertible. Let 

$N = (N_{\lambda,\mu})_{\lambda,\mu^\vdash n} := K^{-1}$

be the inverse matrix.

**Lemma 7.3.3.** Let $\lambda \vdash n$. We have:

(i) $\text{ch}_q \Lambda^\lambda = \sum_{\mu^\vdash n} K_{\mu^\vdash n, \lambda} \text{ch}_q \Delta(\mu) = \text{ch}_q \Delta(\lambda) + \sum_{\mu < \lambda} K_{\mu, \lambda} \text{ch}_q \Delta(\mu)$;

(ii) $\text{ch}_q \Delta(\lambda) = \sum_{\mu^\vdash n} N_{\mu, \lambda} \Delta^\mu = \text{ch}_q \Lambda^\lambda + \sum_{\mu < \lambda} N_{\mu, \lambda} \text{ch}_q \Delta^\mu$.

**Proof.** By Lemma 7.3.1 and Theorem 6.4.3, the characters of $\Lambda^\mu$ and $\Delta(\mu)$ are independent of the ground field for all $\mu \vdash n$. So we may assume that $F = \mathbb{C}$, in which case $\Delta(\mu) = \nabla(\mu) = T(\mu) = L(\mu)$ for all $\mu \vdash n$. Now (i) follows from Theorem 6.5.6(ii), and (ii) follows from (i). \hfill $\square$

We can now determine the multiplicity of any Gelfand-Graev word in the standard module $\Delta(\lambda)$. We refer to this partial character information as the **Gelfand-Graev fragment** of the character.

**Theorem 7.3.4.** Let $\lambda \vdash n$ and $\mu \vdash n$, and $\nu \vdash n$. Then:

(i) $\dim_q \Delta(\lambda)_{g^\nu} = \dim_q \Delta(\lambda)_{g^{\nu^+}}$;

(ii) $\dim_q \Delta(\lambda)_{g^\nu} = c(\mu)K_{\lambda,\mu}$.

**Proof.** (i) By Lemma 7.3.3(ii), we have

$$
\dim_q \Delta(\lambda)_{g^\nu} = \sum_{\mu^\vdash n} N_{\mu, \lambda} \dim_q (\Lambda^\mu)_{g^\nu}.
$$

So it suffices to prove that $\dim_q (\Lambda^\mu)_{g^\nu} = \dim_q (\Lambda^{\nu^+})_{g^{\nu^+}}$ for all $\mu \vdash n$. But this is contained in Corollary 7.3.2.

(ii) Using Lemma 7.3.3(ii), Corollary 7.3.2 and Lemma 7.1.2, we get:

$$
\dim_q \Delta(\lambda)_{g^\nu} = \sum_{\mu^\vdash n} N_{\mu, \lambda} \dim_q (\Lambda^{\nu^+})_{g^\mu} = \sum_{\mu^\vdash n} N_{\mu, \lambda} c(\mu) \text{col}_{\nu, \mu} = \sum_{\nu^\vdash n} N_{\nu, \lambda} c(\mu) K_{\nu^+, \mu} K_{\nu, \nu^+} = \sum_{\nu^\vdash n} c(\mu) K_{\nu^+, \mu} \delta_{\nu^+, \lambda} = c(\mu) K_{\lambda, \mu},
$$

where we have used that $N = K^{-1}$. \hfill $\square$
We can extend the above result to the Gelfand-Graev fragments of characters of other imaginary modules:

**Corollary 7.3.5.** Let \( \lambda \vdash n \) and \( \nu \vdash n \), and suppose that \( h \geq n \), \( W \in S_{h,n}\text{-mod} \), and \( M = \beta_{h,n}(W) \in \mathcal{S}_n\text{-mod} \). Then

\[
\dim_q M_{g^\nu} = c(\nu) \dim e(\nu) W.
\]

In particular, \( \dim_q L(\lambda)_{g^\nu} = c(\nu) k_{\lambda,\nu} \).

**Proof.** Note that \( \{\text{ch}_q \Delta_h(\mu) \mid \mu \vdash n\} \) is a linear basis in the character ring of modules in \( S_{h,n}\text{-mod} \). So we can write \( \text{ch} W = \sum_{\mu \vdash n} n_\mu \text{ch} \Delta_h(\mu) \) for some \( n_\mu \in \mathbb{Z} \).

Applying the Morita-equivalence \( \beta_{h,n} \), we then also have

\[
\text{ch}_q M = \sum_{\mu \vdash n} n_\mu \text{ch}_q \Delta(\mu).
\]

So, applying Theorem 7.3.4,

\[
\dim_q M_{g^\nu} = \sum_{\mu \vdash n} n_\mu \dim_q \Delta(\mu)_{g^\nu} = \sum_{\mu \vdash n} n_\mu c(\nu) \dim e(\nu) \Delta_h(\mu)
\]

\[
= c(\nu) \dim e(\nu) W,
\]

as required.

**7.4. Imaginary Jacobi-Trudy formula**

The formal characters of standard modules \( \Delta(\lambda) \) in terms of the characters of the modules \( \Delta(1^m) \) can in principle be found from Lemma 7.3.3, since the modules \( \Delta^\nu \) are just \( \Delta(1^{n_1}) \circ \cdots \circ \Delta(1^{n_a}) \) if \( \nu = (n_1, \ldots, n_a) \). A standard way of dealing with the inverse matrix \( N = K^{-1} \) is through Jacobi-Trudy formulas.

Let \( \lambda = (i_1, \ldots, i_a) \vdash n \). Note by Corollary 6.2.2 that

\[
\text{ch}_q \Delta(1^k) \circ \text{ch}_q \Delta(1^l) = \text{ch}_q \Delta(1^l) \circ \text{ch}_q \Delta(1^k) \quad (k, l \in \mathbb{Z}_{>0}).
\]

So we can use the quantum shuffle product to make sense of the following determinant as an element of \( \mathcal{A}(I)_{n^k} \):

\[
\mathcal{D}(\lambda) := \det \left( \text{ch}_q \Delta(1^{i_r-i_s+s}) \right)_{1 \leq r, s \leq a} \in \mathcal{A}(I)_{n^k},
\]

where \( \text{ch}_q \Delta(1^0) \) is interpreted as (a multiplicative) identity, and \( \text{ch}_q \Delta(1^m) \) is interpreted as (a multiplicative) 0 if \( m < 0 \). For example, if \( \lambda = (3, 1, 1) \), we get

\[
\mathcal{D}((3, 1, 1)) = \det \begin{pmatrix}
\text{ch}_q \Delta(1^3) & \text{ch}_q \Delta(1^4) & \text{ch}_q \Delta(1^5) \\
1 & \text{ch}_q \Delta(1) & \text{ch}_q \Delta(2) \\
0 & 1 & \text{ch}_q \Delta(1)
\end{pmatrix}
\]

\[
= \text{ch}_q \Delta(1^3) \circ \text{ch}_q \Delta(1) \circ \text{ch}_q \Delta(1) + \text{ch}_q \Delta(1^5)
\]

\[
- \text{ch}_q \Delta(1^4) \circ \text{ch}_q \Delta(1) - \text{ch}_q \Delta(1^3) \circ \text{ch}_q \Delta(1^2).
\]

**Remark 7.4.1.** The characters of the modules \( \Delta(1^m) \) are well-understood in many situations. Let \( i \) be the color of the tensor space we are working with, and \( \mathbf{i} = (i_1, \ldots, i_a) \) so that \( i_\mathbf{i} = i \). Then \( \mathbf{i}^m \) is a word of \( \Delta(1^m) = L(1^m) \), see Lemma 7.3.1. Oftentimes the word \( \mathbf{i}^m \) is homogeneous, and so \( \Delta(1^m) \) is the homogeneous irreducible module associated to the connected component of \( \mathbf{i}^m \) in the word graph. For example in Lie type \( \mathfrak{C} = \mathfrak{K}^{(1)} \) this is always the case.
Theorem 7.4.2. (Imaginary Jacobi-Trudy Formula) Let $\lambda \vdash n$. Then $\text{ch}_q \Delta(\lambda) = \mathcal{D}(\lambda^{tr})$.

Proof. Let $\lambda^{tr} = (l_1, \ldots, l_a)$ and take $h \geq n$. It follows from the classical Jacobi-Trudy formula that in the Grothendieck group of $S_{h,n}$-mod we have

$$[\Delta_h(\lambda)] = \det([\Lambda^{(l_r-r+s)}(V_h)])_{1 \leq r, s \leq a}$$

with determinant defined using multiplication given by tensor product. Applying the equivalence of categories $\beta_{h,n}$, Theorem 6.2.1, and Lemmas 6.3.1, 7.3.1 we get

$$[\Delta(\lambda)] = \det([\Lambda^{(l_r-r+s)}])_{1 \leq r, s \leq a} = \det([\Delta^{(l_r-r+s)}])_{1 \leq r, s \leq a}$$

with determinant defined using multiplication given by induction product ‘◦’. Passing to the formal characters, we obtain the required formula. $\square$
Imaginary tensor space for non-simply-laced types

In this section we construct the minuscule \( R_\delta \)-modules \( L_{\delta,i} \) of color \( i \) for a Cartan matrix \( C \) of non-simply-laced type, along with the endomorphisms \( \tau_r \) of \( M_n = L^{n \infty}_\delta \) that satisfy the Coxeter relations of the symmetric group \( \mathfrak{S}_n \).

8.1. Minuscule representations for non-simply-laced type

Write \( R_z = \mathcal{O}[z] \otimes_\mathcal{O} R_\alpha \), where \( z \) is an indeterminate element of degree 2. In the spirit of [21, Section 1.3], we construct in each case an \( R_z \)-module \( L_z^{\delta,i} \) with quotient isomorphic to \( L_{\delta,i} \) as an \( R_\delta \)-module. Kang, Kashiwara and Kim were able to construct this \( z \)-deformation of arbitrary modules for simply-laced types in general, but for the non-simply-laced types considered below we are forced to be more explicit. This approach allows us to construct the nonzero map \( \tau \) of the map \( R \) defined in [21, Chapter 1] which satisfies Coxeter relations, but unfortunately happens to be zero on \( L_{\delta,i} \).

8.1.1. Construction of \( L_z^{\delta,i} \) in type \( B_l^{(1)} \)

We label the vertices of the diagram \( B_l^{(1)} \) as shown below:

```
0
1 \rightarrow \cdots \rightarrow l-1 \rightarrow l
```

Fix \( i \in I' \). Define

\[ i := \begin{cases} 
(0, 2, 3, \ldots, l, l-1, \ldots, i+1, 1, 2, \ldots, i) & \text{if } i < l; \\
(0, 2, 3, \ldots, l, 1, 2, \ldots, l) & \text{if } i = l.
\end{cases} \]

Let \( C_i \) be the connected component of \( i \) in the weight graph \( G_\delta \). For \( j \in C_i \), \( 1 \leq k \leq 2l \), define constants

\[ \xi_{j,r} = \begin{cases} 
1 & \text{if } j_r = l \text{ and } j_t \neq l \text{ for all } t < r \\
-1 & \text{if } j_k = l \text{ and } j_l = l \text{ for some } t < r \\
0 & \text{otherwise}
\end{cases} \]

Let \( L_{\delta,i} \) be the graded free \( \mathcal{O}[z] \)-module on basis

\[ B = \{ v_j \mid j \in C_i \}, \]

where each \( v_j \) is in degree 0. For \( i \neq l \), let \( L_{\delta,i} \) be the graded free \( \mathcal{O}[z] \)-module on basis

\[ B = \{ v_j^{(c)} \mid c \in \{ \pm 1 \}, j \in C_i \}, \]

where \( v_j^{(c)} \) is in degree \( c \).
Define an action of generators of $R^*_t$ on $L^*_t$ as follows:

$$1_k v_j := \delta_j k v_j$$

$$y_r v_j := \begin{cases} 
  z^2 v_j & \text{if } \xi_j r = 0 \\
  \xi_j r z v_j & \text{if } \xi_j r \neq 0
\end{cases}$$

$$\psi_r v_j := \begin{cases} 
  v_s r j & \text{if } j r \cdot j_{r+1} = 0 \\
  0 & \text{otherwise.}
\end{cases}$$

If $i \neq l$, define an action of generators of $R^*_t$ on $L^*_t$ as follows:

$$1_k v_j^{(c)} := \delta_j k v_j^{(c)}$$

$$y_r v_j^{(c)} := \begin{cases} 
  z^2 v_j^{(c)} & \text{if } \xi_j r = 0 \\
  \xi_j r z v_j^{(1)} & \text{if } \xi_j r \neq 0, c = 1 \\
  -\xi_j r \left( z v_j^{(-1)} + v_j^{(1)} \right) & \text{if } \xi_j r \neq 0, c = -1
\end{cases}$$

$$\psi_r v_j^{(c)} := \begin{cases} 
  v_s^{(c)} & \text{if } j r \cdot j_{r+1} = 0 \\
  v_j^{(c)} & \text{if } c = 1, j r = j_{r+1} = l \\
  0 & \text{otherwise.}
\end{cases}$$

**Proposition 8.1.1.** The formulas above define a graded action of $R^*_t$ on $L^*_t$, and $L^*_t$ is $\mathcal{O}[z]$-free on basis $B$.

**Proof.** Assume $i < l$. We check that the given action agrees with the algebra relations (3.2.5)–(3.2.11). That relations (3.2.5), (3.2.7), and (3.2.10) are satisfied is clear. For purposes of checking relations we will have cause to combine cases to write the action of $y_k$ and $\psi_k$ as

$$y_r v_j^{(c)} = \left( 1 - \delta_j r t \right) z^2 + \xi_j r t cz v_j^{(c)} - \delta_{c, -1} \xi_j r t v_j^{(1)}$$

$$\psi_r v_j^{(c)} = \delta_{j r, j_{r+1}} v_s r j + \delta_{c, 1} \delta_{j r, j_{r+1}} v_s r j^{(-1)}.$$

We omit idempotents $1_j$ in the below, considering only $j \in C_t$, as other idempotents act as zero and thus cause the the remaining relations to be satisfied.

Relation (3.2.6). We have

$$y_t y_r v_j^{(c)} := y_t \left( (1 - \delta_j r t) z^2 + \xi_j r t cz v_j^{(c)} - \delta_{c, -1} \xi_j r t v_j^{(1)} \right)$$

$$= (1 - \delta_j r t) z^2 + \xi_j r t cz \left( (1 - \delta_j r t) z^2 + \xi_j r t cz v_j^{(c)} - \delta_{c, -1} \xi_j r t v_j^{(1)} \right)$$

$$- \delta_{c, -1} \xi_j r t \left( (1 - \delta_j r t) z^2 + \xi_j r t cz v_j^{(1)} \right)$$

$$= (1 - \delta_j r t) z^2 + \xi_j r t cz \left( (1 - \delta_j r t) z^2 + \xi_j r t cz v_j^{(c)} \right)$$

$$- \delta_{c, -1} \left( (1 - \delta_j r t) \xi_j r t z^2 + (1 - \delta_j r t) \xi_j r t z^2 + 2 \xi_j r t \xi_j r t v_j^{(1)} \right),$$

which is invariant under the exchange of $r$ and $t$, hence $y_t y_r v_j^{(c)} = y_r y_t v_j^{(c)}$.

Relation (3.2.8). Assume $j_r \cdot j_{r+1} = 0$. Then

$$y_t \psi_r v_j^{(c)} = \left( (1 - \delta_{j r, j_{r+1}}) z^2 + \xi_{j r, j_{r+1}} t cz v_{s r j}^{(c)} - \delta_{c, -1} \xi_{j r, j_{r+1}} t v_{s r j}^{(1)} \right)$$

$$\psi_r y_t v_j^{(c)} = \left( (1 - \delta_{j r, j_{r+1}}) z^2 + \xi_{j r, j_{r+1}} t cz v_{s r j}^{(c)} - \delta_{c, -1} \xi_{j r, j_{r+1}} t v_{s r j}^{(1)} \right).$$
We have \((s_tj)_t = js_{s,t}\), and since \(j_{r} \neq j_{r+1}\), we have \(\xi_{j_{s,t}} = \xi_{s_jt}\). Then
\[
(yt\psi_r - \psi_r y_{s,t})v_{j}^{(c)} = 0 = \delta_{j_{r},j_{r+1}}(\delta_{t,r+1} - \delta_{t,r})v_{j}^{(c)}.
\]

Next assume \(j_{r} = j_{r+1} = l, c = 1\). Then
\[
yt\psi_r v_{j}^{(1)} = [(1 - \delta_{t,l})z^2 - \xi_{j,l}]v_{j}^{(1)} - \xi_{j,t}v_{j}^{(1)},
\]
\[
\psi_r y_{s,t} v_{j}^{(1)} = [(1 - \delta_{j_{s,t}})z^2 + \xi_{j_{s,t}}z]v_{j}^{(1)}.
\]

There are a few cases to consider:

(i) \(t \neq r, r + 1\). Then \(\xi_{j_{s,t}} = \xi_{j,t} = \xi_{j_{s,t},l} = 0\), so
\[
(yt\psi_r - \psi_r y_{s,t})v_{j}^{(c)} = 0 = \delta_{j_{r},j_{r+1}}(\delta_{t,r+1} - \delta_{t,r})v_{j}^{(c)}.
\]

(ii) \(t = r\). Then \(\xi_{j,t} = \delta_{j,r}, t = \delta_{j_{s,t},l} = 1, \xi_{j_{s,t}} = -1\), so
\[
(yt\psi_r - \psi_r y_{s,t})v_{j}^{(c)} = -v_{j}^{(1)} = \delta_{j_{r},j_{r+1}}(\delta_{t,r+1} - \delta_{t,r})v_{j}^{(c)}.
\]

(iii) \(t = r + 1\). Then \(\xi_{j_{s,t}} = \delta_{j_{s,t},l} = \delta_{j_{s,t},t} = 1, \xi_{j,t} = -1\), so
\[
(yt\psi_r - \psi_r y_{s,t})v_{j}^{(c)} = v_{j}^{(1)} = \delta_{j_{r},j_{r+1}}(\delta_{t,r+1} - \delta_{t,r})v_{j}^{(c)}.
\]

Now assume \(j_{r} = j_{r+1} = l, c = -1\). Then
\[
yt\psi_r v_{j}^{(-1)} = 0
\]
\[
\psi_r y_{s,t} v_{j}^{(-1)} = -\xi_{j_{s,t}} v_{j}^{(-1)}.
\]

If \(t \neq r, r + 1\), then \(\xi_{j_{s,t}} = 0\). If \(t = r\), then \(\xi_{j_{s,t}} = -1\), and \(t = r + 1\), then \(\xi_{j_{s,t}} = 1\). In all these cases (3.2.8) is satisfied.

This leaves \(j_{r} \cdot j_{r+1} \neq 0\), with \(j_{r} \neq 0\) or \(j_{r+1} \neq 0\). Then \(yt\psi_r v_{j}^{(c)} = \psi_r y_{s,t} v_{j}^{(c)} = 0\). For \(j \in C_{s}\), \(j_{r} = j_{r+1} = l\), so we have \(j_{r} \neq j_{r+1}\). Then \(\delta_{j_{r},j_{r+1}}(\delta_{t,r+1} - \delta_{t,r})v_{j}^{(c)} = 0\), so in all cases (3.2.8) is satisfied.

Relation (3.2.9). If \(j_{r} \cdot j_{r+1} \geq 0\), then this relation is clearly satisfied. So assume \(j_{r} \cdot j_{r+1} < 0\). In this case \(\psi_{j}^{(c)} = 0\). Then we just check a few cases:

(i) \(j_{r} \cdot j_{r+1} \neq l\). Then
\[
Q_{j_{r},j_{r+1}}(y_{r}, y_{r+1})v_{j}^{(c)} = \epsilon_{j_{r},j_{r+1}}(y_{r} - y_{r+1})v_{j}^{(c)} = \epsilon_{j_{r},j_{r+1}}(z^{2}v_{j}^{(c)} - z^{2}v_{j}^{(c)}) = 0.
\]

(ii) \(j_{r} = l - 1, j_{r+1} = l\). Then since \(j \in C_{s}\), we have \(\xi_{j,r} = 0, \xi_{j,r+1} = 1\), and
\[
Q_{j_{r},j_{r+1}}(y_{r}, y_{r+1})v_{j}^{(c)} = \epsilon_{l-1,l}(y_{r} - y_{r+1})v_{j}^{(c)}
\]
\[
= \epsilon_{l-1,l}[z^{2}v_{j}^{(c)} - y_{r+1}(czv_{j}^{(c)} - \delta_{c,-1}v_{j}^{(1)})]
\]
\[
= \epsilon_{l-1,l}[z^{2}v_{j}^{(c)} - (czv_{j}^{(c)} - \delta_{c,-1}v_{j}^{(1)})] = 0.
\]

(iii) \(j_{r} = l, j_{r+1} = l - 1\). Then since \(j \in C_{s}\), we have \(\xi_{j,r} = -1, \xi_{j,r+1} = 0\), and
\[
Q_{j_{r},j_{r+1}}(y_{r}, y_{r+1})v_{j}^{(c)} = \epsilon_{l,l-1}(y_{r} - y_{r+1})v_{j}^{(c)}
\]
\[
= \epsilon_{l,l-1}[y_{r}(-czv_{j}^{(c)} + \delta_{c,-1}v_{j}^{(1)}) - z^{2}v_{j}^{(c)}]
\]
\[
= \epsilon_{l,l-1}[-czv_{j}^{(c)} + \delta_{c,-1}v_{j}^{(1)}] = 0.
\]
Thus relation (3.2.9) is satisfied.

Relation (3.2.11). We have

\[
\psi_r \psi_{r+1} \psi_r v_j^{(c)} = \delta_{j, j+1} v_j^{(c)} + \delta_{c,1} \delta_{j, j+1} v_j^{(-1)} + \delta_{c,1} \delta_{j, j+2} v_j^{(-1)} + \delta_{c,1} \delta_{j, j+3} v_j^{(-1)}
\]

Thus relation (3.2.9) is satisfied. If \( j > l \), relation (3.2.11) is satisfied. If \( j \in C_1 \) is such that \( j_r = j_{r+2} \), it follows that \( j_r = j_{r+2} = l \), and \( j_r \cdot j_{r+1} = 0 \). Then \( Q_{j_r j_{r+1}} = 1 \), and again (3.2.11) is satisfied.

The relations in case \( i = l \) are more easily verified by similar computations.

**8.1.2. Construction of \( L_{\delta,1}^{\alpha} \) in type \( C_i^{(1)} \).** We label the vertices of the diagram \( C_i^{(1)} \) as shown below:

```
0 --- 1 --- 2 --- \cdots --- l-1 --- l
```

Fix \( i \in I' \). Let \( L_{\delta,1}^{\alpha,0} \) be the graded free 1-dimensional \( O[z] \) on generator \( x_0 \) (in degree 0). Define an action of \( R_{\alpha,0}^{\alpha} \) on \( L_{\delta,1}^{\alpha,0} \) by \( 1_{(0)} x_0 = x_0 \), \( y_1 x_0 = z^2 x_0 \).

Define

\[
\delta_{j} = \begin{cases}
(1, \ldots, l-1, l, l-1, \ldots, i + 1) & \text{if } i < l; \\
(1, \ldots, l-1) & \text{if } i = l.
\end{cases}
\]

Let \( L_{\delta,1}^{\alpha,1} \) be the graded free 1-dimensional \( O[z] \) on generator \( x_1 \) (in degree 0). Define an action of \( R_{\alpha,1}^{\alpha} \) as follows:

\[
1_k x_1 := \delta_{j}^{(1)} (1, \ldots, l-1) \\
y_r x_1 := \begin{cases}
z x_1 & \text{if } r < l; \\
z^2 x_1 & \text{if } r = l; \\
-z x_1 & \text{if } r > l.
\end{cases}
\]

If \( i > 1 \), define

\[
\delta_{j}^{(2)} = (1, \ldots, i - 1),
\]
and let $L^z_{\delta,i,2}$ be the graded free 1-dimensional $O[z]$-module on generator $x_2$ (in degree 0). Define an action of generators of $R^z_{\alpha_1+\cdots+\alpha_i-1}$ on $L^z_{\delta,i,2}$ as follows:

\[
\begin{align*}
1_k x_2 &= \delta_{j(2),k} x_2 \\
y_r x_2 &= -x_2 \\
\psi_r x_2 &= 0.
\end{align*}
\]

Let $L^z_{\delta,i,3}$ be the graded free 1-dimensional $O[z]$-module on generator $x_3$ (in degree 0). Define an action of $R^z_{\alpha_i}$ on $L^z_{\delta,i,3}$ by

\[
\begin{align*}
1_{(i)} x_3 &= x_3 \\
y_1 x_3 &= \begin{cases} -x_3 & \text{if } i < l; \\
2^2 x^3 & \text{if } i = l. \end{cases}
\]

**Proposition 8.1.2.** The formulas above define a graded action of the algebras $R^z_{\alpha_0}, R^z_{\alpha_0-\alpha_i}, R^z_{\alpha_1+\cdots+\alpha_i-1}$ and $R^z_{\alpha_i}$ on the modules $L^z_{\delta,i,0}, L^z_{\delta,i,1}, L^z_{\delta,i,2}$ and $L^z_{\delta,i,3}$ respectively, which are $O[z]$-free on their respective bases.

**Proof.** It is easily checked that the given action agrees with the algebra relations (3.2.5)–(3.2.11). □

Now define the $R^z_{\alpha_0,\delta-\alpha_0-\alpha_i,\alpha_i}$-module

\[
L^z_{\delta,i} = \begin{cases} L^z_{\delta,i,0} \boxtimes L^z_{\delta,i,1} \boxtimes L^z_{\delta,i,3} & \text{if } i = 1; \\
L^z_{\delta,i,0} \boxtimes L^z_{\delta,i,2} \boxtimes L^z_{\delta,i,3} & \text{if } i > 1. \end{cases}
\]

If $i = 1$, write $x = x_0 \otimes x_1 \otimes x_3$ and $\j = (0, j^{(1)}, 1)$. Otherwise write $x = x_0 \otimes x_1 \otimes x_2 \otimes x_3$ and $\j = (0, j^{(1)}, j^{(2)}, i)$. Then $x$ is a word vector of word $\j$, and $L^z_{\delta,i}$ is $O[z]$-free on basis

\[
B = \{ \psi_u x \mid u \in \mathcal{D}^{1,2l-i-1,1}_{1,2l-2,1} \}.
\]

We are most of the way to defining an action of the standard generators of $R^z_{\delta}$ on $L^z_{\delta,i}$. The generators $1_k, y_r$, and $\psi_r$ (for $1 < r < 2l-1$) act as already prescribed by membership in the subalgebra $R^z_{\alpha_0,\delta-\alpha_0-\alpha_i,\alpha_i}$. It remains to define $\psi_1 v = \psi_{2l-1} v = 0$, and $1_k v = 0$ (if $k_1 \neq 0$ or $k_{2l} \neq i$) for all $v \in L^z_{\delta,i}$.

**Proposition 8.1.3.** The description above defines a graded action of $R^z_{\delta}$ on $L^z_{\delta,i}$, and $L^z_{\delta,i}$ is $O[z]$-free on basis $B$.

**Proof.** We check that the given action agrees with the algebra relations (3.2.5)–(3.2.11) for $R^z_{\delta}$. By construction, all relations that do not involve $\psi_1$ or $\psi_{2l-1}$ are easily seen to be satisfied due to the local nature of the relations and the fact that $L^z_{\delta,i,1} \circ L^z_{\delta,i,2}$ is an $R^z_{\delta-\alpha_0-\alpha_i}$-module. Additionally, all relations that involve $1_k$ with $k_1 \neq 0$ or $k_{2l} \neq i$ are trivially satisfied. We check the rest of the relations that are not immediately obvious below, for basis vectors $\psi_u x \in B$.

Relation (3.2.8). There is no $u \in \mathcal{D}^{1,2l-i-1,1-1,1}$ such that $(u\j)_2 = 0$ or $(u\j)_{2l-1} = i$, so we just need verify that the left side of the relation is always zero. Indeed, $\psi_1$ and $\psi_{2l-1}$ always act as zero, and the action of $y_1$ and $y_{2l}$ commute with all $\psi_r$’s by construction, giving the result.

Relation (3.2.9). We have $\psi^2_1(\psi_u x) = 0$. Note that $(u\j)_1 = 1$, so we check:

\[
Q_{0,1}(y_1, y_2) : \psi_u x = \epsilon_0 (y_1 - y_2^2) \psi_u x = \epsilon_0 (z^2 \psi_u x - y_2^2 \psi_u x).
\]
Diagrammatically, \( y_{2i}^2 \psi_2 \cdots \psi_{2l-i} x \) looks like

\[
\begin{array}{ccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccccc
Diagrammatically, \( y_{2l-2} \psi_{2l-3} \cdots \psi_1 \psi_{2l-2} \cdots \psi_l x \) looks like

\[
\begin{array}{c|c|c|c|c|c|c|c|c|c|c}
0 & 1 & 2 & \cdots & l-1 & 1 & 2 & \cdots & l-2 & l-1 & l \hline
& & & & & & & & & & \\
\end{array}
\]

But this is \( z \psi_{2l-3} \cdots \psi_1 \psi_{2l-2} \cdots \psi_l x \), so \( y_{2l-2} \psi_n x = z \psi_n x \), and we are done. \( \square \)

### 8.1.3. Construction of \( L_{\delta, i} \) in type \( F_4^{(1)} \)

We label the vertices of the diagram \( F_4^{(1)} \) as shown below:

![Diagram](image)

Fix \( i \in I' \). If \( i \in \{1, 2\} \), let \( X \) be the set of the following tuples:

\[
(1, 2, 3, 4, 5, 6), \quad (1, 3, 2, 4, 5, 6), \quad (1, 2, 3, 5, 4, 6),
\]

\[
(1, 3, 2, 5, 4, 6), \quad (3, 1, 2, 4, 5, 6), \quad (1, 2, 3, 5, 6, 4),
\]

\[
(3, 1, 2, 5, 4, 6), \quad (1, 3, 2, 5, 6, 4), \quad (3, 1, 2, 5, 6, 4),
\]

\[
(1, 3, 5, 2, 6, 4), \quad (3, 1, 5, 2, 6, 4), \quad (3, 1, 5, 2, 6, 4),
\]

\[
(3, 5, 1, 2, 6, 4), \quad (3, 1, 5, 6, 2, 4), \quad (3, 5, 1, 6, 2, 4),
\]

\[
(3, 5, 1, 2, 4, 6), \quad (1, 3, 5, 6, 2, 4), \quad (1, 3, 5, 2, 4, 6).
\]

If \( i = 3 \), let \( X \) be the set of the following tuples:

\[
(1, 2, 3, 4, 5, 6), \quad (1, 3, 2, 4, 5, 6), \quad (1, 2, 3, 5, 4, 6),
\]

\[
(1, 3, 2, 5, 4, 6), \quad (3, 1, 2, 4, 5, 6), \quad (3, 1, 2, 5, 4, 6),
\]

\[
(1, 3, 5, 2, 4, 6), \quad (3, 5, 1, 2, 4, 6), \quad (1, 3, 5, 2, 4, 6).
\]

If \( i = 4 \), let \( X \) be the set of the following tuples:

\[
(1, 2, 3, 4, 5, 6), \quad (1, 3, 2, 4, 5, 6), \quad (3, 1, 2, 4, 6, 5).
\]

For \( a \in \{1, \ldots, 6\} \), define

\[
\omega_a = \begin{cases}
3, & a \in \{1, 3, 4, 6\} \\
4, & a \in \{2, 5\}
\end{cases}
\]

\[
\chi_a = \begin{cases}
1, & a \in \{1, 2, 4\} \\
-1, & a \in \{3, 5, 6\}.
\end{cases}
\]

For \( \nu \in X \), define

\[
i_{\nu} = \begin{cases}
(0, 1, 2, 2, 2, 2, 2, \omega_{\nu_1}, \omega_{\nu_2}, \omega_{\nu_3}, \omega_{\nu_4}, \omega_{\nu_5}, \omega_{\nu_6}, 2, 1), & i = 1 \\
(0, 1, 2, 2, 2, 2, \omega_{\nu_1}, \omega_{\nu_2}, \omega_{\nu_3}, \omega_{\nu_4}, \omega_{\nu_5}, \omega_{\nu_6}, 1, 2), & i = 2 \\
(0, 1, 2, 2, 2, 2, \omega_{\nu_1}, \omega_{\nu_2}, \omega_{\nu_3}, \omega_{\nu_4}, \omega_{\nu_5}, 1, 2, \omega_{\nu_6}), & i = 3 \\
(0, 1, 2, 2, 2, 2, \omega_{\nu_1}, \omega_{\nu_2}, \omega_{\nu_3}, \omega_{\nu_4}, 1, 2, \omega_{\nu_5}, \omega_{\nu_6}), & i = 4.
\end{cases}
\]

Let \( C_{\nu} \) be the connected \( i_{\nu} \)-component of the word graph \( G_\delta \). Let \( L_{\delta, i} \) be the free graded \( O[2] \)-module on basis

\[
B = \{ v_{\nu, j} \mid \nu \in X, j \in C_{\nu} \}.
\]
If \( i \in \{1, 2\} \), the grading is given by
\[
\deg v_{\nu, j} = \begin{cases} 
3, & \nu = (1, 3, 2, 5, 4, 6) \\
2, & \nu \in \{(1, 2, 3, 5, 4, 6), (1, 3, 2, 4, 5, 6)\} \\
1, & \nu \in \{(1, 2, 3, 4, 5, 6), (3, 1, 2, 5, 4, 6), (1, 3, 2, 5, 6, 4), (1, 3, 5, 2, 4, 6)\} \\
0, & \nu \in \{(3, 1, 2, 4, 5, 6), (1, 2, 3, 5, 6, 4), (3, 5, 1, 2, 4, 6), (1, 3, 5, 6, 2, 4)\} \\
-1, & \nu \in \{(3, 1, 2, 5, 6, 4), (3, 1, 5, 2, 4, 6), (1, 3, 5, 2, 6, 4), (3, 5, 1, 6, 2, 4)\} \\
-2, & \nu \in \{(3, 5, 1, 2, 6, 4), (3, 1, 5, 6, 2, 4)\} \\
-3, & \nu = (3, 1, 5, 2, 6, 4). 
\end{cases}
\]

If \( i = 3 \), the grading is given by
\[
\deg v_{\nu, j} = \begin{cases} 
2, & \nu = (1, 3, 2, 5, 4, 6) \\
1, & \nu \in \{(1, 2, 3, 5, 4, 6), (1, 3, 2, 4, 5, 6)\} \\
0, & \nu \in \{(1, 2, 3, 4, 5, 6), (3, 1, 2, 5, 4, 6), (1, 3, 5, 2, 4, 6)\} \\
-1, & \nu \in \{(3, 1, 2, 4, 5, 6), (3, 1, 5, 2, 4, 6)\} \\
-2, & \nu = (3, 1, 5, 2, 4, 6). 
\end{cases}
\]

If \( i = 4 \), the grading is given by
\[
\deg v_{\nu, j} = \begin{cases} 
1, & \nu = (1, 3, 2, 4, 6, 5) \\
0, & \nu = (1, 2, 3, 4, 6, 5) \\
-1, & \nu = (3, 1, 2, 4, 6, 5). 
\end{cases}
\]

For \( j \in \mathcal{C}_i \), let \( \mu(j) \) be the list of positions in \( j \) occupied by 3 or 4, in increasing order. If \( j_r \in \{3, 4\} \), let \( l(r, j) \in \{1, \ldots, 6\} \) be such that \( \mu(j)_{l(r, j)} = r \). For example, if \( j = (0, 1, 2, 3, 3, 2, 4, 3, 4, 3, 2, 1) \), then \( \mu(j) = (4, 5, 7, 8, 9, 10) \), and \( l(8, j) = 4 \).

We now define an action of generators of \( R_\mathbb{C}^i \) on \( L^2_{\delta, i} \):
\[
1_k v_{\nu, j} = \delta_{j, k} v_{\nu, j}, \\
y_r v_{\nu, j} = \begin{cases} 
z_j^2 v_{\nu, j}, & j_r \in \{0, 1, 2\} \\
\chi_{\mu(r, j)} (z v_{\nu, j} + Y(r, \nu, j)), & j_r \in \{3, 4\} 
\end{cases}, \\
p_r v_{\nu, j} = \begin{cases} 
v_{\nu, s, j}, & j_r, j_{r+1} = 0 \\
\Psi(r, \nu, j), & j_r, j_{r+1} \in \{3, 4\} \\
0, & \text{otherwise.} 
\end{cases}
\]
where

\[
Y(r, \nu, j) = \begin{cases} 
 v_j(1, 3, 2, 4, 5, 6), & \nu = (3, 1, 2, 4, 5, 6), \ l(r, j) \in \{1, 2\} \\
 v_j(1, 2, 3, 5, 6, 4), & \nu = (1, 2, 3, 5, 6, 4), \ l(r, j) \in \{5, 6\} \\
 v_j(1, 3, 2, 5, 6, 4), & \nu = (3, 1, 2, 5, 6, 4), \ l(r, j) \in \{1, 2\} \\
 v_j(1, 3, 2, 5, 6, 4), & \nu = (1, 3, 2, 5, 6, 4), \ l(r, j) \in \{5, 6\} \\
 v_j(1, 3, 2, 5, 6, 4), & \nu = (3, 1, 2, 5, 6, 4), \ l(r, j) \in \{1, 2\} \\
 v_j(3, 1, 2, 5, 6, 4), & \nu = (3, 1, 2, 5, 6, 4), \ l(r, j) \in \{5, 6\} \\
 v_j(1, 3, 5, 2, 4, 6), & \nu = (1, 3, 5, 2, 4, 6), \ l(r, j) \in \{1, 2\} \\
 v_j(1, 3, 5, 2, 4, 6), & \nu = (3, 1, 5, 2, 4, 6), \ l(r, j) \in \{3, 4\} \\
 v_j(1, 3, 5, 2, 4, 6), & \nu = (1, 3, 5, 2, 4, 6), \ l(r, j) \in \{5, 6\} \\
 v_j(1, 3, 5, 2, 4, 6), & \nu = (3, 1, 5, 2, 4, 6), \ l(r, j) \in \{1, 2\} \\
 v_j(3, 1, 5, 2, 4, 6), & \nu = (3, 1, 5, 2, 6, 4), \ l(r, j) \in \{3, 4\} \\
 e_{34} v_j(1, 2, 3, 5, 6, 4), & \nu = (3, 1, 5, 2, 6, 4), \ l(r, j) \in \{1, 2, 3, 4\} \\
 e_{34} v_j(1, 2, 3, 5, 6, 4), & \nu = (3, 5, 1, 2, 6, 4), \ l(r, j) \in \{5, 6\} \\
 e_{34} v_j(1, 2, 3, 5, 6, 4), & \nu = (3, 1, 5, 6, 2, 4), \ l(r, j) \in \{1, 2\} \\
 e_{34} v_j(1, 2, 3, 5, 6, 4), & \nu = (3, 1, 5, 6, 2, 4), \ l(r, j) \in \{3, 4, 5, 6\} \\
 0, & \text{otherwise.}
\end{cases}
\]
and

\[
\Psi(r, \nu, j) = \begin{cases}
  \nu_{l(r,j)} v_{s_j, r, j} & \nu_l(r,j) < \nu_l(r,j)+1, \ s_l(r,j) \nu \in X \\
  2 \epsilon_{43}^T v_{s_j, j, (1,2,3,4,5,6)}, \quad \nu = (1,3,2,4,5,6), \ l(r,j) = 2 \\
  2 \epsilon_{43}^T v_{s_j, j, (1,2,3,4,5,6)}, \quad \nu = (1,2,3,5,4,6), \ l(r,j) = 4 \\
  2 \epsilon_{43}^T v_{s_j, j, (1,2,3,5,4,6)}, \quad \nu = (1,3,2,5,4,6), \ l(r,j) = 2 \\
  2 \epsilon_{43}^T v_{s_j, j, (1,2,3,5,4,6)}, \quad \nu = (1,3,2,5,4,6), \ l(r,j) = 4 \\
  \epsilon_{43}^T v_{s_j, j, (1,2,3,4,5,6)}, \quad \nu = (3,1,2,5,4,6), \ l(r,j) = 2 \\
  \epsilon_{43}^T v_{s_j, j, (1,2,3,4,5,6)}, \quad \nu = (3,1,2,5,4,6), \ l(r,j) = 4 \\
  2 \epsilon_{43}^T v_{s_j, j, (3,1,2,4,5,6)}, \quad \nu = (1,3,2,5,6,4), \ l(r,j) = 2 \\
  \epsilon_{43}^T v_{s_j, j, (1,2,3,4,5,6)}, \quad \nu = (3,1,2,5,6,4), \ l(r,j) = 2 \\
  \epsilon_{43}^T v_{s_j, j, (1,2,3,4,5,6)}, \quad \nu = (3,1,2,5,6,4), \ l(r,j) = 4 \\
  \epsilon_{43}^T v_{s_j, j, (1,2,3,4,5,6)}, \quad \nu = (3,1,5,2,4,6), \ l(r,j) = 2 \\
  \epsilon_{43}^T (2 v_{s_j, j, (1,3,5,2,6,4)} + v_{s_j, j, (1,3,5,2,6,4)}), \quad \nu = (3,5,1,2,6,4), \ l(r,j) = 2 \\
  \epsilon_{43}^T (2 v_{s_j, j, (3,1,5,2,6,4)} + v_{s_j, j, (3,1,5,2,6,4)}), \quad \nu = (3,1,5,2,6,4), \ l(r,j) = 4 \\
  2 \epsilon_{43}^T v_{s_j, j, (3,1,5,2,6,4)} + \epsilon_{43}^T v_{s_j, j, (3,1,5,2,6,4)}, \nu = (3,1,5,6,2,4), \ l(r,j) = 2 \\
  2 \epsilon_{43}^T v_{s_j, j, (3,1,5,6,2,4)} + \epsilon_{43}^T v_{s_j, j, (3,1,5,6,2,4)}, \nu = (3,1,5,6,2,4), \ l(r,j) = 4 \\
  -v_{s_j, j, (3,1,2,4,5,6)} + \epsilon_{43}^T v_{s_j, j, (3,1,2,4,5,6)}, \nu = (3,5,1,6,2,4), \ l(r,j) = 2 \\
  -v_{s_j, j, (3,1,2,4,5,6)} + \epsilon_{43}^T v_{s_j, j, (3,1,2,4,5,6)}, \nu = (3,5,1,6,2,4), \ l(r,j) = 4 \\
  -v_{s_j, j, (1,2,3,5,6,4)} + v_{s_j, j, (1,2,3,5,6,4)}), \nu = (3,5,1,2,4,6), \ l(r,j) = 2 \\
  -v_{s_j, j, (1,2,3,5,6,4)} + v_{s_j, j, (1,2,3,5,6,4)}), \nu = (3,5,1,2,4,6), \ l(r,j) = 4 \\
  -v_{s_j, j, (1,2,3,4,5,6)} + v_{s_j, j, (1,2,3,4,5,6)}), \nu = (3,5,1,2,4,6), \ l(r,j) = 2 \\
  -v_{s_j, j, (1,2,3,4,5,6)} + v_{s_j, j, (1,2,3,4,5,6)}), \nu = (3,5,1,2,4,6), \ l(r,j) = 4 \\
  \epsilon_{43}^T (2 v_{s_j, j, (1,3,5,2,6,4)} + v_{s_j, j, (1,3,5,2,6,4)}), \nu = (1,3,5,6,2,4), \ l(r,j) = 2 \\
  \epsilon_{43}^T (2 v_{s_j, j, (1,3,5,2,6,4)} + v_{s_j, j, (1,3,5,2,6,4)}), \nu = (1,3,5,6,2,4), \ l(r,j) = 4 \\
  \epsilon_{43}^T v_{s_j, j, (1,2,3,4,5,6)} + v_{s_j, j, (1,2,3,4,5,6)}, \nu = (1,3,5,6,2,4), \ l(r,j) = 2 \\
  \epsilon_{43}^T v_{s_j, j, (1,2,3,4,5,6)} + v_{s_j, j, (1,2,3,4,5,6)}, \nu = (1,3,5,6,2,4), \ l(r,j) = 4 \\
  0 & \text{otherwise.}
\end{cases}
\]
Proposition 8.1.4. The formulas above define a graded action of $R_3^z$ on $L_{\delta,i}^z$, and $L_{\delta,i}^z$ is $O[z]$-free on basis $B$.

Proof. That the given action agrees with the algebra relations (3.2.5)–(3.2.11) for $R_3^z$ has been checked via computer. □

8.1.4. Construction of $L_{\delta,i}^z$ in type $G_2^{(1)}$. We label the vertices of the diagram $G_2^{(1)}$ as shown below:

Fix $i \in I'$. If $i = 1$, let $X$ be the set of the following tuples:

$(1, 2, 3), (1, 3, 2), (2, 1, 3), (2, 3, 1), (3, 1, 2), (3, 2, 1)$.

If $i = 2$, let $X$ be the set of the following tuples:

$(1, 2, 3), (2, 1, 3)$.

For the type $G_2$ case, we assume $O = \mathbb{C}$ when defining $L_{\delta,i}^z$. For $a \in \{1, 2, 3\}$, define

$$\chi_a = \begin{cases} 1 & a = 1 \\ \xi & a = 2 \\ \xi^2 & a = 3. \end{cases}$$

For $\nu \in X$, define

$$i = \begin{cases} (0, 1, 2, 2, 1), & i = 1 \\ (0, 1, 2, 2, 1, 2), & i = 2. \end{cases}$$

Let $L_3^z$ be the free graded $O[z]$-module on basis $B = \{v_\nu \mid \nu \in X\}$.

If $i = 1$, the grading is given by

$$\deg v_\nu = \begin{cases} 3, & \nu = (1, 2, 3) \\ 1, & \nu \in \{(2, 1, 3), (1, 3, 2)\} \\ -1, & \nu \in \{(2, 3, 1), (3, 1, 2)\} \\ -3, & \nu = (3, 2, 1). \end{cases}$$

If $i = 2$, the grading is given by

$$\deg v_\nu = \begin{cases} 1, & \nu = (1, 2, 3) \\ -1, & \nu = (2, 1, 3). \end{cases}$$
We now define an action of generators of $R_\delta^\natural$ on $L_\delta^\natural$:

$$1_kv_\nu = \delta_{k,i}v_\nu,$$

$$y_rv_\nu = \begin{cases} 
  z^b v_\nu, & j \in \{0,1\} \\
  \chi_{r-2}z v_\nu + Y(r-2, \nu), & r \in \{3,4\} \\
  \chi_{r+2}z v_\nu + Y(3, \nu), & r = 5, i = 1 \\
  \ell^2 z v_\nu, & r = 6, i = 2 \\
  & \text{otherwise},
\end{cases}$$

$$\psi_rv_\nu = \begin{cases} 
  v_{s_r-2}\nu, & r \in \{3,4\}, \nu_{r-2} < \nu_r-1, s_r-2\nu \in X \\
  0, & \text{otherwise},
\end{cases}$$

where

$$Y(t, \nu) = \begin{cases} 
  (-1)^t v_{(1,2,3)}, & \nu = (2,1,3), t \in \{1,2\} \\
  (-1)^t v_{(1,2,3)} + v_{(1,3,2)}, & \nu = (2,3,1), t \in \{1,3\} \\
  v_{(2,1,3)} + v_{(1,3,2)}, & \nu = (2,3,1), t = 1 \\
  -v_{(1,3,2)} - v_{(2,1,3)}, & \nu = (3,1,2), t \in \{1,3\} \\
  v_{(1,3,2)}, & \nu = (3,1,2), t = 1 \\
  v_{(2,1,3)}, & \nu = (3,1,2), t = 3 \\
  -v_{(2,3,1)}, & \nu = (3,2,1), t \in \{1,3\} \\
  -v_{(3,1,2)} + v_{(2,3,1)}, & \nu = (3,2,1), t = 1 \\
  v_{(3,1,2)}, & \nu = (3,2,1), t = 3
\end{cases}$$

PROPOSITION 8.1.5. The formulas above define a graded action of $R_\delta^\natural$ on $L_\delta^\natural$, and $L_\delta^\natural$ is $O[z]$-free on basis $B$.

PROOF. That the given action agrees with the algebra relations (3.2.5)–(3.2.11) for $R_\delta^\natural$ has been checked via computer.

8.1.5. Construction of $L_{\delta,i}$ for non-simply-laced types. Let $C$ be a Cartan matrix of type $B_t^{(1)}$, $C_t^{(1)}$, $F_4^{(1)}$, or $G_2^{(1)}$, and fix $i \in I'$.

PROPOSITION 8.1.6. Viewed as an $R_\delta$-module, $L_{\delta,i}^\natural$ has submodule $W = O\{z^k b \mid k > 0, b \in B\}$, and $L_{\delta,i}^\natural/W \cong L_{\delta,i}$.

PROOF. $R_\delta^\natural$ has a two-sided ideal $R_\delta^\natural z$, with $R_\delta^\natural/R_\delta^\natural z \cong R_\delta$ as $O$-algebras. $L_{\delta,i}^\natural$ is free as an $O$-module with basis $\{z^k b \mid k \in \mathbb{Z}_{>0}, b \in B\}$, and has an $R_\delta^\natural$-submodule $R_\delta^\natural z L_{\delta,i}^\natural = O\{z^k b \mid k \in \mathbb{Z}_{>0}, b \in B\}$. Then $L'_{\delta,i} := L_{\delta,i}^\natural/R_\delta^\natural z L_{\delta,i}^\natural$ is an $R_\delta^\natural/R_\delta^\natural z \cong R_\delta$-module which is free as an $O$-module with basis $\{\overline{b} \mid b \in B\}$.

All words $j$ of $L'_{\delta,i}$ have $j_1 = 0, j_\epsilon = i$ by construction. Thus all composition factors are $L_{\delta,i}$ by [26, Corollary 5.3]. By considering the graded dimension of any extremal word space in $L'_{\delta,i}$, it is clear that $L_{\delta,i}$ has composition multiplicity one in $L'_{\delta,i}$, hence $L'_{\delta,i} = L_{\delta,i}$.

Note that in the case of $G_2$, where we previously assumed $O = \mathbb{C}$, the coefficients of the action of $R_\delta$ on the basis of $L_{\delta,i}$ are integral, so we may consider instead the $\mathbb{Z}$-form and extend scalars to construct $L_{\delta,i}$ for arbitrary $O$. 

8.2. The endomorphism $\tau_r : M_n \to M_n$ for non-simply-laced types

Let $z, z'$ be algebraically independent, and write $R^z_{\alpha, z'}$ for $O[z, z'] \otimes O[\alpha]$. Then $L^z_{\delta, i} \circ L^z_{\delta, i}$ and $L^{\delta, i} \circ L^{\delta, i}$ are $R^z_{\alpha, z'}$-modules that are free as $O[z, z]$-modules. Recall the map $R_{L^z_{\delta, i}, L^z_{\delta, i}} : L^z_{\delta, i} \circ L^z_{\delta, i} \to L^z_{\delta, i} \circ L^z_{\delta, i}$, and the intertwining elements $\varphi$ defined in [21].

**Proposition 8.2.1.** Let $v^z \in L^z_{\delta, i}$ be a word vector of word $i$, with $y_k v^z = c_k z^a_k v^z$ for all admissible $k$. Then $R_{L^z_{\delta, i}, L^z_{\delta, i}}(v^z' \otimes v^z)$ is equal to

\[
\prod_{k, m} (c_k z^a_k - c_m z^a_m)
\]

When we diagrammatically describe module elements, we always picture the vector as being at the top of the diagram, the algebra elements below and acting upwardly, and $O[z, z']$-coefficients at the bottom.

**Proof.** Note that $i_1 = 0$, and $i_k \neq 0$ for all $k > 1$. Let $w_1$ be the block permutation of the tensor factors as in (4.1.5). Then by definition $R_{L^z_{\delta, i}, L^z_{\delta, i}}(v^z' \otimes v^z) = \varphi_{w_1}(v^z \otimes v^z')$. We write this diagrammatically as

where any strand crossings in the gray section are understood to represent $\varphi$'s instead of $\psi$'s. Assume $k$ is the smallest such that $i_k = i_e$. Then the above is equal to

By the commuting properties of the block intertwiner (see [21, Lemma 1.3.1]), we can move the beads up to act on the tensor factors, and in the third term the $i_k$-strand can be pulled to the left, giving

The latter term is zero however; $\psi_1 L^z_{\delta, i} = 0$ in all cases. We get a similar result for the next smallest $k'$ such that $i_k' = i_e$, and we work our way up the $i_e$-strand to
Then we apply the same arguments to the $i_{e-1}$-strand, and work our way up the strands recursively, until we have

Then applying the definition of $\varphi$ to the lone $(0,0)$-crossing gives the result. □

8.2.1. The map $R_{L_{Z_1}^{(1)},L_{Z_1}^{(1)}}$ in type $B_i^{(1)}$. Fix $i \in I'$. Recall the construction of $L^z_{\delta,i}$ from section 8.1.1. Define the word

\begin{equation}
(8.2.1) \quad i := \begin{cases} (0, 2, 3, \ldots, l - 1, l, l, \ldots, i + 1, 1, 2, \ldots, l) & \text{if } i < l; \\ (0, 2, 3, \ldots, l, 1, 2, \ldots, l) & \text{if } i = l. \end{cases}
\end{equation}

Then $i$ is an extremal word for $L^z_{\delta,i}$. Let

$v^z_{i} := v^{(1)}_{ik} (i < l), \quad v^z_{i} := v_{i} (i = l).$

Then $v^z_{i}$ is a vector of word $i$ that generates $L^z_{\delta,i}$.

Proposition 8.2.2.

$R(v^z_{i} \otimes v^z_{i}) \in (z^2 - z'^2)^{4l-4} \left[ \sigma + (-1)^{l+i} + (z - z')R_{3}^{i} \otimes R_{3}^{i} \right] (v^z_{i} \otimes v^z_{i})$.

Proof. First, assume $i < l$. In view of Proposition 8.2.1, we focus on rewriting the term

$C =$

The algebra braid relation implies that $\otimes$ opens to become $\otimes$, since if the 0-strand is moved to the right side of the $(2,2)$-crossing, it slides up to induce a $(0,2)$-crossing in the second factor or a $(1,2)$-crossing in the first factor, both of which are zero. In the future we will simply say that a shape such as $\otimes$ ‘opens’ if the the $\otimes$ term in the associated algebra relation induces such strand crossings.
that act as zero on either of the tensor factors. Next, the braids \( \ell_{2,3} \) through \( \ell_{l-1,l-1} \) open in succession, giving

This is equal to \( A + B \), where

\[
A = \quad \text{and} \quad B =
\]

The latter diagram is meant to stand for a sum of two terms; one taken with the black bead in place and one with the gray bead. We focus on \( A \) for now. The upper \( \ell_{l-1,l-1} \) opens, giving beads on the \( l \)-strands which move up to act on the tensor factors, introducing a factor of \( (-z + z') \). Next, the lower \( \ell_{l-1,l-1} \) braid opens. Pulling strands to the right, the braids \( \ell_{l-1,l-1} \) through \( \ell_{l-1,l-1} \) open in succession. We now apply the quadratic algebra relation to open \( \ell_{l-1,l-1} \). One term in this relation is zero, and the other has \( \ell_{l-1,l-1} \), which becomes \( n \). One term in this relation is zero, and the other has \( \ell_{l-2,l-2} \), which becomes \( n \).
This process repeats for braids \( l-2 \rightarrow l-3 \rightarrow \cdot \cdot \cdot \rightarrow l \), giving

\[
A = \sum_{i=0}^{l-1} (-1)^{i+1} \epsilon_{02} \epsilon_{23} \cdot \cdot \cdot \epsilon_{l-1,i} (z - z')
\]

Now, focusing on \( B \) and moving the beads up to act on the tensor factors, we have that \( B = B_1 + B_2 \), where

\[
B_1 = \sum_{i=0}^{l-1} (-1)^{i+1} \epsilon_{02} \epsilon_{23} \cdot \cdot \cdot \epsilon_{l-1,i} (z + z')
\]

and

\[
B_2 = \sum_{i=0}^{l-1} (-1)^{i+1} \epsilon_{02} \epsilon_{23} \cdot \cdot \cdot \epsilon_{l-1,i}
\]

We focus on \( B_1 \). The braids \( l-2 \rightarrow l-1 \rightarrow \cdot \cdot \cdot \rightarrow l \) open in succession. Then \( l-1 \rightarrow l \) opens, introducing a quadratic term \( l-1 \rightarrow l \) which opens, introducing \( l-1 \rightarrow l \), which becomes \( l-1 \rightarrow l \). This process repeats with the braids \( l-1 \rightarrow l-2 \rightarrow l-1 \) and \( \cdot \cdot \cdot \rightarrow l-1 \rightarrow l \). Then \( l-1 \rightarrow l \) opens, leaving \( l-1 \rightarrow l \), which becomes \( l-1 \rightarrow l \), and we have

\[
B_1 = \sum_{i=0}^{l-1} (-1)^{i+1} \epsilon_{02} \epsilon_{23} \cdot \cdot \cdot \epsilon_{l-1,i} (z + z')
\]

Now we consider \( B_2 \). The braids \( l-2 \rightarrow l-1 \rightarrow \cdot \cdot \cdot \rightarrow l \) open in succession. Then \( l-1 \rightarrow l-1 \) opens, leading to a quadratic term \( l-1 \rightarrow l-1 \) which opens to give \( l-1 \rightarrow l-1 \)
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which becomes $\tau_d l_{-1} l_{-1}$ through $\tau_d l_{-1} l_{-1}$. This process repeats with braids $\tau_d l_{-1} l_{-1}$ through $\tau_d l_{-1} l_{-1}$. Finally, the $\tau_d l_{-1} l_{-1}$ braid opens, giving

$$B_2 =$$

Now we prove the following claim.

**Claim.**

$$\tau_d l_{-1} l_{-1}$$

is equal to $(-1)^{i+1} \epsilon_2 \epsilon_{i-1,i} (z^2 - z'^2) v_i \otimes v_i'$.  

*Proof of Claim.* The braid $\tau_d l_{-1} l_{-1}$ opens, then the quadratic factor $\tau_d l_{-1} l_{-1}$ opens, introducing a factor of $(z^2 - z'^2)$. Then the braids $\tau_d l_{-1} l_{-1}$ through $\tau_d l_{-1} l_{-1}$ open in succession, giving

Next $\tau_d l_{-1} l_{-1}$ opens, introducing $\tau_d l_{-1} l_{-1}$, which becomes $\tau_d l_{-1} l_{-1}$. The process repeats with the quadratic factors $\tau_d l_{-1} l_{-1}$ through $\tau_d l_{-1} l_{-1}$. Next the braids $\tau_d l_{-1} l_{-1}$ and $\tau_d l_{-1} l_{-1}$ through $\tau_d l_{-1} l_{-1}$ open in succession, proving the claim.

Then, applying the claim, we have that $C = A + B_1 + B_2$ is equal to

$$(-1)^{i+1} \epsilon_2 \epsilon_{i-1,i} (z^2 - z'^2)(z - z')$$
Finally, simplifying and applying Proposition 8.2.1 gives the result.

Now we assume \( i = l \). Let

\[
C = \begin{array}{cccccccc}
0 & 2 & \ldots & l-1 & i & (l-1) & i & 1 \\
0 & 2 & \ldots & l-1 & i & (l-1) & i & 1 \\
\end{array}.
\]

We now attempt to simplify this term. The braids \( \overset{2,0,2}{\bowtie} \) and \( \overset{3,2,3}{\bowtie} \) through \( \overset{l-1}{\bowtie} \) open in succession. This last relation introduces a factor of \((z + z')\), giving

Now the braids \( \overset{i-1}{\bowtie} \) and \( \overset{i-1}{\bowtie} \) open, introducing a factor of \( \overset{i}{\bowtie} \), which becomes \( \overset{i}{\bowtie} \). Then the braid \( \overset{l-1}{\bowtie} \overset{l-2}{\bowtie} \overset{l-1}{\bowtie} \) opens, introducing a quadratic factor \( \overset{3}{\bowtie} \), which opens, yielding a factor \( \overset{2}{\bowtie} \), which becomes \( \overset{2}{\bowtie} \). This process repeats for the braids \( \overset{i-3}{\bowtie} \overset{l-2}{\bowtie} \overset{l-3}{\bowtie} \) through \( \overset{1}{\bowtie} \), giving

Now, the braids \( \overset{2,0,2}{\bowtie} \) and \( \overset{3,2,3}{\bowtie} \) through \( \overset{l-1}{\bowtie} \) open in succession. This last relation introduces a factor of \((-z + z')\), so we have \( C = (z^2 - z'^2)v_i^+ \otimes v_i^- \), and applying Proposition 8.2.1 completes the proof.

**8.2.2. The map** \( R_{L_{l,i}^+, L_{l,i}^+} \) **in type** \( C_{l}^{(1)} \). **Fix** \( i \in I' \). **Recall the construction of** \( L_{8,i}^\pm \) **from section 8.1.2. Take**

\[
(8.2.2) \quad \underline{i} = (0, 1, 1, 2, 2, \ldots, i-1, \overline{i-1}, i, i+1, \ldots, l-1, l, l-1, \ldots, i).
\]
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Then $i$ is an extremal word for $L_{z,i}$. Let

$$v_1^i := (\psi_{2i-1} \cdots \psi_{2i-2}) \cdots (\psi_{2k+1} \cdots \psi_{2l-i+k-1}) \cdots (\psi_{3} \cdots \psi_{2l-i}) x.$$ 

Then $v_1^i$ is a vector of word $i$ that generates $L_{z,i}$. To see this, note that

$$(\psi_{2i-3} \psi_{2i-2}) \cdots (\psi_{2} \psi_{3}) (\psi_{3} \psi_{2} \cdots v_1^i x = \psi_{j} a_1 j x,$$

where $j = (0,1,...,n-1,n,n-1,...,i+1,1,2,...,i)$ and $\psi_a = \psi_{a_1} \cdots \psi_{a_1}$ is such that $\psi_{a_1 a_{m-1} \cdots a_1 j}$ is of degree zero for all $1 \leq m \leq k$. But this implies that $\psi_{b} \psi_{a} 1_j = 1_j$ for some $b$, so $x$ is in the $R_z^\delta$-span of $v_1^i$, and $x$ generates $L_{z,i}$, proving the claim.

**Proposition 8.2.3.**

$$R(v_1^i \otimes v_1^i) \in (z^2 - z'^2)^{i+1} \left[ \sigma + (-1)^{i+1} + (z - z') R_z^\delta \otimes R_z'^\delta \right] (v_1^i \otimes v_1^i).$$

**Proof.** For $1 \leq k \leq i$, let

$$A_k = \text{.}$$

We now focus on simplifying the term $A_1$, or

$$A_1 = \text{.}$$

This is in $A_2 + (z - z') R_z^\delta \otimes R_z'^\delta A_2$, by a direct calculation, and $A_k \in A_{k+1} + (z - z') R_z^\delta \otimes R_z'^\delta A_{k+1}$ for all $2 \leq k \leq i - 1$, which one sees by 'pulling the $(k-1)$-strands to the right'. Using this fact recursively, we have that $A_1 \in A_i + (z - z') R_z^\delta \otimes R_z'^\delta A_i$, where

$$A_i = \text{.}$$
Now, via \((i, i-1, i)\)-braid relations, moving crossed strands up to act on the individual tensor factors as zero when possible, we have that \(A_i = B_1 + B_2\), where

\[
B_1 =
\]

and

\[
B_2 =
\]

We focus on \(B_1\). \(\begin{tikzpicture}
\end{tikzpicture}\) opens, introducing a \((z-z')\) factor. Next the braids \(\begin{tikzpicture}
\end{tikzpicture}\) through \(\begin{tikzpicture}
\end{tikzpicture}\) open in succession. Then \(\begin{tikzpicture}
\end{tikzpicture}\) opens, yielding \(\begin{tikzpicture}
\end{tikzpicture}\) which becomes \(\begin{tikzpicture}
\end{tikzpicture}\). Next, the braids \(\begin{tikzpicture}
\end{tikzpicture}\) through \(\begin{tikzpicture}
\end{tikzpicture}\) open in succession, giving

\[
B_1 =
\]

Next, \(\begin{tikzpicture}
\end{tikzpicture}\) opens, leading to \(\begin{tikzpicture}
\end{tikzpicture}\), which opens, yielding \(\begin{tikzpicture}
\end{tikzpicture}\) which becomes \(\begin{tikzpicture}
\end{tikzpicture}\). This process repeats for braids \(\begin{tikzpicture}
\end{tikzpicture}\) through \(\begin{tikzpicture}
\end{tikzpicture}\), giving

\[
B_1 =
\]

Which simplifies to \((-1)^{n+i+1}(z-z')^2(\nu_1^2 \otimes \nu_2^2)\). Now we focus on \(B_2\). The rightmost \(\begin{tikzpicture}
\end{tikzpicture}\) opens, then on the left side the braids \(\begin{tikzpicture}
\end{tikzpicture}\) through \(\begin{tikzpicture}
\end{tikzpicture}\) open in
succession. Then from the right, the braids \( i_1 \to i \to i_1 \) through \( i_1 \to i \to i_1 \) open in succession. Then \( i_1 \to i \to i_1 \) opens, introducing a factor of \((-z + z')\), giving

\[
B_2 = \phantom{\text{Diagram of braids}}
\]

Now \( i_1 \to i \to i_1 \) opens, giving \( i \to i_1 \), which opens yielding \( i \to i_1 \), which becomes \( i_1 \to i \to i_1 \). This process repeats with braids \( i_1 \to i \to i_1 \) through \( i_1 \to i \to i_1 \). Then \( i_1 \to i \to i_1 \) opens, introducing braids \( i_1 \to i \to i_1 \) through \( i_1 \to i \to i_1 \). Then \( i_1 \to i \to i_1 \) opens, introducing a factor of \((-2z')\), so we have

\[
B_2 = (-1)^{n+i+1}(z-z')(2z')(v_1^i \otimes v_1^{i'}) \quad \text{and} \quad A_1 = B_1 + B_2 = (-1)^{n+i+1}(z^2 - z'^2)(v_1^i \otimes v_1^{i'}) \quad \text{for} \quad A_1 \in (z^2 - z'^2) \left[ (-1)^{n+i+1} + (z - z')R_i^0 \otimes R_i^{i'} \right] (v_1^i \otimes v_1^{i'}). \]

Then Proposition 8.2.1 provides the result.\(\square\)

8.2.3. The map \( R_{L^t_{a',L^t_{a,i}}} \) in type \( F_4 \). Fix \( i \in I' \). Recall the construction of \( L_i^a \) from section 8.1.3. Let

\[
i = \begin{cases} 
(0,1,2,3,3,2,4,4,4,3,3,2,1), & \text{if } i = 1; \\
(0,1,2,3,3,2,4,4,4,3,3,1,2), & \text{if } i = 2; \\
(0,1,2,3,4,3,2,3,4,1,2,3), & \text{if } i = 3; \\
(0,1,2,3,4,3,2,3,1,2,3,4), & \text{if } i = 4.
\end{cases}
\]

Then \( i \) is an extremal word for \( L_i^a \). Let

\[
v_1^i = \begin{cases} 
v_{(1,3,2,5,4,6),i} & \text{if } i \in \{1, 2\} \\
v_{(1,2,3,4,5,6),i} & \text{if } i = 3 \\
v_{(1,2,3,4,6,5),i} & \text{if } i = 4
\end{cases}
\]

Then \( v_1^i \) is a vector of word \( i \), and it is easily seen from the action of generators that \( v_1^i \) generates \( L_i^a \).

**Proposition 8.2.4.**

\[
R(v_1^i \otimes v_1^{i'}) \in (z^2 - z'^2)^{24} \left[ \sigma + c + (z - z')R_i^0 \otimes R_i^{i'} \right] (v_1^i \otimes v_1^{i'}),
\]

where \( c = 1 \) if \( i \in \{1, 4\} \) and \( c = -1 \) if \( i \in \{2, 3\} \).

**Proof.** The proof of this proposition is a straightforward but lengthy calculation made with the aid of a computer, using Proposition 8.2.1 and the same techniques as in the \( B_i^{(1)} \) and \( C_i^{(1)} \) cases. \(\square\)
8.2.4. The map $R_{L^\pm_{\delta,i},L^\pm_{\delta,i}}$ in type $\mathcal{C}^{(1)}_2$. Fix $i \in I'$. Recall the construction of $L^\pm_{\delta,i}$ from section 8.1.4. Let

\begin{equation}
(i = 1; \quad \begin{cases}
(0, 1, 2, 2, 1), & \text{if } i = 1; \\
(0, 1, 2, 2, 1, 2), & \text{if } i = 2.
\end{cases}
\end{equation}

Then $i$ is an extremal word for $L^\pm_{\delta,i}$. Let

$$v_i^1 := v_{(1,2,3)}.$$

Then $v_i^1$ is a vector of word $i$ that generates $L^\pm_{\delta,i}$.

**Proposition 8.2.5.**

$$R_{L^\pm_{\delta,i},L^\pm_{\delta,i}}(v_i^1 \otimes v_i^1) \in (z^3 - z^{3l})^8 \left[ \sigma + (-1)^i + (z - z')R^\pm_{\delta,i} \right] (v_i^1 \otimes v_i^1),$$

for some $c = \pm 1$ and nonzero $f(z, z') \in \mathcal{O}[z, z']$. As $v_i^1 \otimes v_i^1$ generates $L^\pm_{\delta,i} \circ L^\pm_{\delta,i}$ and $R_{L^\pm_{\delta,i},L^\pm_{\delta,i}}$ is an $R^\pm_{\delta,i}$-linear endomorphism, this implies that every element in the image of $R_{L^\pm_{\delta,i},L^\pm_{\delta,i}}$ is divisible by $f$. Let $\pi' : L^\pm_{\delta,i} \circ L^\pm_{\delta,i} \rightarrow L^\pm_{\delta,i} \circ L^\pm_{\delta,i}$ be the quotient maps given by setting $z = z' = 0$. Then since $L^\pm_{\delta,i} \circ L^\pm_{\delta,i}$ is free as an $\mathcal{O}[z, z']$-module, there is a well-defined map \( \tilde{\tau} : \pi \circ f^{-1} \rightarrow R_{L^\pm_{\delta,i},L^\pm_{\delta,i}} \), which factors through $\pi'$ to give a $R^\pm_{\delta,i}$-homomorphism

$$\tau : L^\pm_{\delta,i} \circ L^\pm_{\delta,i} \rightarrow L^\pm_{\delta,i} \circ L^\pm_{\delta,i}$$

such that $\tau(v_2) = (\sigma + c)v_2$, where $v_2 = \pi(v_3^1 \otimes v_3^1) = \pi'(v_3^1 \otimes v_3^1)$.

Write $v_1$ for the image of $v_i^1$ under the quotient $L^\pm_{\delta,i} \rightarrow L^\pm_{\delta,i}$ of Proposition 8.1.6. Then $v_1$ spans the 1-dimensional top degree component $(1_i L_{\delta,i})_N$ of the extremal word space $1_i L_{\delta,i}$ in $L_{\delta,i}$, and $v_2 = v_1 \otimes v_1$. Write $v_n$ for $v_1 \otimes \cdots \otimes v_1 \in M_n = L^\pm_{\delta,i}$. Inserting the endomorphism $\tau$ into the $r$-th and $(r + 1)$-th positions in $M_n$ yields endomorphisms $\tau_r : M_n \rightarrow M_n$, $v_n \mapsto (\sigma r + c)v_n$.

**Proposition 8.2.6.** The endomorphisms $\tau_r$ satisfy the usual Coxeter relations of the standard generators of the symmetric group $\mathfrak{S}_n$, i.e., $\tau_2^2 = 1$, $\tau_{r+s} = \tau_s \tau_r$ for $|r - s| > 1$ and $\tau_{r+s+1} \tau_r = \tau_{r+1} \tau_r \tau_{r+1}$.

**Proof.** The braid relations follow from the fact that the map $R$ satisfies these relations (see [21, Chapter 1]). By Proposition 8.2.1 we have that $f(z, z') = \prod_{k = m}^l (c_k z^a_k - c_m z^{a_m})$, where $y_k v_1^1 = c_k v_1^1$. Then it follows from [21, Lemma 1.3.1] that $R_{L^\pm_{\delta,i},L^\pm_{\delta,i}}(v_1^1 \otimes v_1^1) = f^2(v_1^1 \otimes v_1^1)$, so $\tau^2(v_1 \otimes v_1) = v_1 \otimes v_1$, and thus $\tau^2 = 1$. \qed
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