INTERVAL ORDERS, SEMIORDERS AND ORDERED GROUPS
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Abstract. We prove that the order of an ordered group is an interval order if and only if it is a semiorder. Next, we prove that every semiorder is isomorphic to a collection \( \mathcal{J} \) of intervals of some totally ordered abelian group, these intervals being of the form \([x, x + \alpha]\) for some positive \( \alpha \). We describe ordered groups such that the ordering is a semiorder and we introduce threshold groups generalizing totally ordered groups. We show that the free group on finitely many generators and the Thompson group \( F \) can be equipped with a compatible semiorder which is not a weak order. On another hand, a group introduced by Clifford cannot.

1. Introduction

This paper is about the interactions between order and group operation in an ordered group. It focuses on semiorders and interval orders, two notions whose role in Mathematical Psychology is well documented through books and papers, see for example [1, 4, 5, 31] and [2, 3, 6, 7, 10, 11, 15, 25, 26, 28, 34, 35, 40]. Interval orders are much more general than semiorders. But, surprisingly, a compatible order on a group is a semiorder whenever it is an interval order. This result, which is not difficult to prove, lead us to investigate the structure of ordered groups whose order is a semiorder. Among those, we identify threshold groups (for which the quasi-orders \( \preceq_{\text{pred}} \) and \( \preceq_{\text{succ}} \), naturally associated to any order \( \preceq \), coincide and are total orders). A basic example is the additive group \( \mathbb{R} \) of real numbers with the order defined by \( x \preceq_{\text{lin}} y \) if either \( x = y \) or \( y - x \geq 1 \) for the linear order on the reals. These ordered groups generalize totally ordered groups. We obtain several structural results. We prove for example that these ordered groups are rich enough to embed every semiorder, thus providing an extension of Scott-Suppes’s representation of semiorders. It is natural to ask which groups can be endowed with a nontrivial semiorder (that is distinct from the equality relation) or a threshold order. We prove that a group can be equipped with a semiorder distinct from the equality relation (hence with a nontrivial semiorder) if and only if it admits a totally orderable quotient by some proper subgroup. If \( G \) is abelian this condition amounts to the fact that the torsion subgroup is distinct from \( G \). We have only partial answers for the existence of threshold order. While it is true that every abelian group can be endowed with a threshold order which is not total, the nonabelian group introduced by Clifford cannot. This group is not finitely generated. We do not know if the free group on finitely many generators can be endowed with a threshold order which is not total; still we are able to prove that it can be equipped with a compatible semiorder which is not a weak order.
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2. Prerequisite

We recall the basic notions of the theory of ordered sets that we will use, particularly the notions of interval orders and semiorders with their main properties. We do not restrict our attention to ordered sets, our investigation requires several properties of quasi-ordered sets. Next, we recall the notions of groups and ordered groups. We conclude with the notion of threshold group.

2.1. Quasi-orders, orders, chains and antichains. We recall that a binary relation \( \rho \) on a set \( X \) is a quasi-order if it is reflexive and transitive, in which case we say that the set \( X \) is quasi-ordered and the pair \( P = (X, \rho) \) is a quasi-ordered set (qoset). The dual of \( P \) is the qoset \( P^d = (X, \rho^{-1}) \) where \( \rho^{-1} \) is the opposite quasi-order defined by \( x \rho^{-1} y \) if \( y \rho x \). As usual, we denote a quasi-order by the symbol \( \leq \). Two elements \( x \) and \( y \) of \( X \) are comparable with respect to \( P \) if \( x \leq y \) or \( y \leq x \) and we set \( x \sim y \) (despite the fact that this relation is not an equivalence); otherwise we say that \( x \) and \( y \) are incomparable and we set \( x \not\sim y \). The incomparability graph of \( P \) is the graph \( \text{Inc}(P) = (X, \not\sim) \) whose edges are the pairs \( (x, y) \) such that \( x \not\sim y \). The relation \( \leq \) is total if for every two elements \( a, b \in X \) either \( a \leq b \) or \( b \leq a \) holds. If \( \leq \) is an antisymmetric quasi-order, we call it a partial order (or an order), the set \( X \) is partially ordered and the pair \( P = (X, \leq) \) is a partially ordered set (poset for short). A total order is also called a linear order and the pair \( P = (X, \leq) \) is a chain. A \( n \)-element chain is a chain on a set of cardinality \( n \). A set of pairwise incomparable elements of a poset is called an antichain. A \( n \)-element antichain is an antichain of cardinality \( n \). A poset \( P \) is bipartite if it is the union of (at most) two antichains. Equivalently, every chain in \( P \) has at most two elements. An element \( x \) in a poset \( P = (X, \leq) \) is isolated if it is incomparable to every element of \( X \setminus \{x\} \).

2.2. Lexicographical sum. Let \( I \) be a poset such that \( |I| \geq 2 \) and let \( \{P_i = (X_i, \leq_i)\}_{i \in I} \) be a family of pairwise disjoint nonempty qosets that are all disjoint from \( I \). The lexicographical sum \( \sum_{i \in I} P_i \) is the qoset defined on \( \bigcup_{i \in I} X_i \) by \( x \leq y \) if and only if

(a) There exists \( i \in I \) such that \( x, y \in X_i \) and \( x \leq_i y \) in \( P_i \); or

(b) There are distinct elements \( i, j \in I \) such that \( i < j \) in \( I \), \( x \in X_i \) and \( y \in X_j \).

The qosets \( P_i \) are called the components of the lexicographical sum and the poset \( I \) is the index set.
If \( I \) is a totally ordered set, then \( \sum_{i \in I} P_i \) is called a linear sum. On the other hand, if \( I \) is an antichain, then \( \sum_{i \in I} P_i \) is called a direct sum. Henceforth we will use the symbol \( \oplus \) to indicate direct sum.

Let \( p \) and \( q \) be two nonnegative integers. Denote by \( p \oplus q \) the poset direct sum of two chains on \( p \) and \( q \) elements respectively. The Hasse diagrams of the direct sums \( 2 \oplus 2 \) and \( 3 \oplus 1 \) are depicted in Figure 1 (a) and (b) respectively.

2.3. Posets versus qosets, initial segments, convex subsets, autonomous subsets. Let \( P = (X, \leq) \) be a qoset. The relation \( \equiv \) defined by \( x \equiv y \) if \( x \leq y \) and \( y \leq x \) is an equivalence relation, whereas the relation \( < \) defined by \( x < y \) if \( x \leq y \) and \( y \nleq x \) is a strict-order, that is a transitive and irreflexive relation. For an element \( x \in X \) we denote by \( [x] \) the equivalence class of \( x \) with respect to \( \equiv \) and \( X/\equiv \) the set of equivalence classes. Then the set \( X/\equiv \) can be induced with a partial order \( \leq \equiv \) so that \( \overline{x} \leq \overline{y} \) if \( x \leq y \). Let \( P/\equiv \) be the ordered set \( (X/\equiv, \leq \equiv) \). The quotient map \( p : X \rightarrow X/\equiv \) defined by setting \( p(x) := \overline{x} \) is order preserving, that is if \( x \leq y \), then \( p(x) \leq p(y) \).

Let \( P = (X, \leq) \) be a qoset. A subset \( Y \) of \( X \) is a final segment of \( P \) if \( x \in Y \) and \( x \leq y \) implies \( y \in Y \). This is an initial segment of \( P \) if it is a final segment for the opposite qoset \( P^d \). The subset \( Y \) is a convex subset of \( P \) if for all \( y, y' \in Y \) the set \( \{ z \in X : y \leq z \leq y' \} \) is a subset of \( Y \). The set \( Y \) is autonomous in \( P \) if for every \( y, y' \in Y \) and \( x \in X \setminus Y \), \( x \leq y \) is equivalent to \( x \leq y' \) and \( y \leq x \) is equivalent to \( y' \leq x \). The empty set, the singletons in \( X \) and the whole set \( X \) are autonomous and are said to be trivial. The poset \( P \) is prime if its only autonomous subsets are trivial. The notion of autonomous set was introduced in [17] and [18]; since then a huge literature on this notion proliferated, see [13].

If \( \leq \) is an order, autonomous subsets are convex. If \( \leq \) is total, convex subsets are autonomous. Hence, if \( \leq \) is a total order, convex and autonomous sets coincide, and are usually called intervals. If \( P \) is the lexicographical sum of qosets, the components are autonomous. Each element of \( X/\equiv \) is an autonomous subset in \( P \), hence \( P \) is the lexicographical sum of the classes by the quotient \( P/\equiv \). Each autonomous subset in \( P/\equiv \) is convex and its inverse image by the quotient map \( p \) is a convex autonomous subset in \( P \). A subset \( Y \) of \( P \) is convex if and only if \( Y \) is the inverse image under \( p \) of some convex subset of \( P/\equiv \). We recall that for every \( x \in X \) there is a largest autonomous subset containing \( x \) which is an antichain, resp. a complete relation. This elementary fact is frequently used (see [32]). It is a consequence of the fact that an union of autonomous subsets containing an element is autonomous (see [13] p.48). Note that necessarily, one of these largest sets is a singleton.

2.4. Embeddability, weak-orders, semi-orders, interval orders. Given two posets \( P = (X, \leq) \) and \( P' = (X', \leq') \), we say that \( P \) embeds into \( P' \) if there exists a one-to-one map from \( X \) to \( X' \) such that \( f(x) \leq' f(y) \) if and only if \( x \leq y \) for all \( x, y \in X \). Posets which do not embed the direct sum \( 1 \oplus 1 \) are just chains. Posets which do not embed \( 1 \oplus 2 \) are called weak orders. As it is immediate to see and well known, a poset \( P := (X, \leq) \) does not embed \( 1 \oplus 2 \) if and only if the binary relation defined on \( X \) by \( "x \) is incomparable to \( y \) or \( x = y" \) is an equivalence relation. For instance, a chain and an antichain (the order is the equality relation) are weak orders. More generally, every weak order is a lexicographical
sum of antichains indexed by a chain. We now introduce the notions on which this paper is built.

**Definition 1.** (a) The order of a poset is an interval order if it does not embed $2 \oplus 2$.
(b) The order of a poset is a semiorder if it does not embed $2 \oplus 2$ nor $3 \oplus 1$.

Figure 1

Interval orders were considered in [15] and [40] in relation to the theory of measurement. Semiorders were introduced and applied in mathematical psychology by Luce [25]. For a wealth of information about interval orders and semiorders the reader is referred to [1, 4, 5, 31, 16]. The name interval order comes from the fact that if the order of a poset $P$ is an interval order, then $P$ is isomorphic to a subset $\mathcal{J}$ of the set $\text{Int}(C)$ of nonempty intervals of a totally ordered set $C$, ordered as follows: if $I, J \in \text{Int}(C)$, then

$$I < J \text{ if } x < y \text{ for every } x \in I \text{ and every } y \in J.$$  

This fact is due to Fishburn (see Theorem 4 of [15]) in the case where the equivalence relation associated to the absence of strict preference is countable and to Bogart [2] in the general case. See also Wiener [40].

The Scott and Suppes Theorem [35] states that the order of a finite poset $P$ is a semiorder if and only if $P$ is isomorphic to a collection of intervals of length 1 of the real line, ordered as in Statement (1). Extensions of Scott and Suppes Theorem to infinite posets have been considered, notably the representation in the real numbers, see [7, 6], [26], and [28]. Another extension is presented in Theorem 7 below.

### 2.5. The quasi-orders $\leq_{\text{pred}}$ and $\leq_{\text{succ}}$

Let $P = (X, \leq)$ be a poset. Set $x \leq_{\text{pred}} y$ if $z < x$ implies $z < y$ for all $z \in X$ and set $x \leq_{\text{succ}} y$ if $y < z$ implies $x < z$ for all $z \in X$. The relations $\leq_{\text{pred}}$ and $\leq_{\text{succ}}$ are called the traces of $\leq$ or $\leq_{\text{pred}}$ or $\leq_{\text{succ}}$ is an order. Interval orders and semiorders have been characterized in terms of the quasi-orders $\leq_{\text{pred}}$ and $\leq_{\text{succ}}$ associated with a given order $\leq$. Indeed, as indicated in Lemma 1 an order $\leq$ is an interval order iff $\leq_{\text{pred}}$ is a total quasi-order, equivalently $\leq_{\text{succ}}$ is a total quasi-order. Furthermore, $\leq$ is a semiorder iff the intersection of $\leq_{\text{pred}}$ and $\leq_{\text{succ}}$ is a total quasi-order (Lemma 2). To the quasi-order $\leq_{\text{pred}}$ corresponds the equivalence relation $\equiv_{\text{pred}}$ defined by $x \equiv_{\text{pred}} y$ if $x \leq_{\text{pred}} y$ and $y \leq_{\text{pred}} x$. Similarly, to the quasi-order $\leq_{\text{succ}}$ corresponds the equivalence $\equiv_{\text{succ}}$.

The strict orders associated to $\leq_{\text{pred}}$ and $\leq_{\text{succ}}$ extend the strict order associated to $\leq$, that is:

$$x < y \implies x <_{\text{pred}} y \text{ and } x <_{\text{succ}} y$$
for all $x, y \in X$. Indeed, let $z < x$ then, since $<$ is a strict order, $z < y$ hence $x \leq_{\text{pred}} y$. Necessarily, $y \not\leq_{\text{pred}} x$. Otherwise, from $x < y$ and $y \leq_{\text{pred}} x$ we would have $x < x$ which is impossible.

We recall the following result (see Theorems 2 and 7 of [34]).

**Lemma 1.** An order $\leq$ on a set $X$ is an interval order if and only if $\leq_{\text{pred}}$ is a total quasi-order; equivalently $\leq_{\text{succ}}$ is a total quasi-order.

We give a characterization of semiorders which is slightly different from the one given by Rabinovitch (see Theorem 7 [34]).

Let $P := (X, \leq)$ be a poset. For an element $u \in X$ set $D(u) := \{v \in X : v < u\}$ and $U(u) := \{v \in X : u < v\}$. We recall that an incomparable pair $(x, y)$ of elements is critical if $D(x) \subseteq D(y)$ and $U(y) \subseteq U(x)$ (see [39]). Denote by $\text{crit}(P)$ the set of all critical pairs of $P$. The importance of this notion in the case of interval orders is pointed in [14].

**Lemma 2.** An order $\leq$ on a set $X$ is a semiorder if and only if the intersection of the quasi-orders $\leq_{\text{pred}}$ and $\leq_{\text{succ}}$ is a total quasi-order. Equivalently, for every incomparable elements $a$ and $b$, the pair $(a, b)$ or the pair $(b, a)$ is critical.

**Proof.** We use the fact that for every order $\leq$ (semiorder or not), the intersection of the quasi-orders $\leq_{\text{pred}}$ and $\leq_{\text{succ}}$ is equal to the union of $\leq$ and $\text{crit}(P)$. From this fact follows that this intersection is a total quasi-order iff for every two incomparable elements $a$ and $b$ either $(a, b)$ or $(b, a)$ are critical. Let us prove that this condition on pairs holds if $\leq$ is a semiorder. Suppose the contrary. Let $a, b$ be two incomparable elements and let $t \in X$ witnessing the fact that $(a, b)$ is not critical. We may assume without loss of generality that $t < a$ and $t \not< b$. Since $(b, a)$ is not critical, we infer that there exists $t'$ such that $t' < b$ and $t' \not< a$ or $a < t'$ and $b \not< t'$. In the former case we have that $\{t, a, t', b\}$ is isomorphic to $2 \oplus 2$ and in the latter case we have that $\{t, a, t', b\}$ is isomorphic to $3 \oplus 1$. In both cases we obtain a contradiction since the order $\leq$ is a semiorder. Now, suppose that for every incomparable elements $a$ and $b$, the pair $(a, b)$ or the pair $(b, a)$ is critical. We claim that the order is a semiorder. Indeed, let $x, y, z, t$ be such that $x < y$ and $z < t$ and $x$ is incomparable to $z$. Then $(x, z)$ or $(z, x)$ must be a critical pair and therefore $x < t$ or $z < y$. This shows that there is no $2 \oplus 2$ in $(X, \leq)$. Similarly we prove that there is no $3 \oplus 1$ in $(X, \leq)$. Hence, $X$ is a semiorder.

As a consequence of Lemmas 1 and 2, an order is a semiorder whenever the quasi-orders $\leq_{\text{pred}}$ and $\leq_{\text{succ}}$ are equal and total. But in general, these quasi-orders are not equal as this can be seen on the direct sum $2 \oplus 1$.

This leads to the following definition.

**Definition 2.** We say that an order $\leq$ is a threshold order if $\leq_{\text{pred}}$ and $\leq_{\text{succ}}$ are total orders and equal.

Since $\leq_{\text{pred}}$ and $\leq_{\text{succ}}$ coincide with $\leq$ when $\leq$ is a total order, total orders are threshold orders.

2.6. Ordered groups. Let $G = (X, +)$ be a group. We do not require the group to be abelian (the role of commutativity will be emphasized when needed). Still, we denote the group operation by $+$, the neutral element by 0 and by $-x$ the inverse of any element $x$. A right translation of $G$ is map $t$ from $X$ to $X$ such that there exists an element $g$ of $X$ so
that \( t(x) = x + g \) for all \( x \in X \). Similarly we define left translations. A translation is either a right or a left translation. A subset \( F \) of \( G \) is normal if \(-x + F + x \subseteq F \) for every \( x \in G \).

Note that a subset \( F \) is normal whenever \(-F \) is normal; also, if \( G \) is abelian every subset of \( G \) is normal. If a subgroup \( H \) of \( G \) is normal, then we may define the quotient group \( G/H \) made of translates of \( H \) called the cosets of \( H \) (when needed, see Subsection 2.1 for more about normality).

If \( \rho \) is a binary relation on a set \( X \) and \( G = (X, +) \) is a group, we say that \( \rho \) is compatible if for all \( x, x', y, y' \in G \), \( x \rho x' \) and \( y \rho y' \) imply \((x + y) \rho (x' + y)\) and \((x + y) \rho (x + y')\). If \( \rho \) is a quasi-order, this condition amounts to \((x + y) \rho (x' + y')\), it expresses that left and right translations on \( G \) preserve \( \rho \). Alternatively,

\[
(x \rho y \iff 0 \rho (y - x) \iff 0 \rho (-x + y) \iff -y \rho -x)
\]

for all \( x, y \in G \).

We recall that a quasi-ordered group is a group equipped with a quasi-order which is compatible with the group operation. If the quasi-order is an order, the group is an ordered group. Throughout, \( G = (X, + \leq) \) will denote a quasi-ordered group. An element \( x \) of \( X \) is called positive if \( 0 \leq x \). The set of positive elements is often denoted with \( G^+ \), and it is called the positive cone of \( G \). So we have \( a \leq b \) if and only if \(-a + b \in G^+ \). For a group \( G \), the existence of a positive cone specifies a quasi-order on \( G \). A group \( G \) is an ordered group if and only if there exists a subset \( C \) (which is \( G^+ \)) of \( G \) such that:

- \( 0 \in C \).
- If \( a \in C \) and \( b \in C \), then \( a + b \in C \).
- If \( a \in C \), then \(-g + a + g \in C \) for all \( g \in G \).
- If \( a \in C \) and \(-a \in C \), then \( a = 0 \).

Some general properties of ordered groups, notably about convexity are given in Section 4. See the books by Fuchs [19] and Glass [21] for a wealth of information about ordered groups.

2.7. Threshold groups. The following lemma shows that in a quasi-ordered group the quasi-orders \( \leq_{\text{pred}} \) and \( \leq_{\text{succ}} \) are equal. It has a very simple proof that we give below.

**Lemma 3.** If \( \leq \) is a compatible quasi-order on a group \( G \) then

(a) \( \equiv \), the equivalence relation associated to the quasi-order \( \leq \), is a compatible equivalence relation and in particular \( 0 \), the equivalence class of 0, is a normal subgroup;

(b) \( < \) is a compatible strict order;

(c) \( \leq_{\text{pred}} \) is a compatible quasi-order;

(d) \( \leq_{\text{pred}} = \leq_{\text{succ}} \).

**Proof.** (a) and (b) are immediate, because translations preserve the quasi-order.

(c) Let \( x, y \in G \). Suppose that \( x \leq_{\text{pred}} y \). We prove \( x + a \leq_{\text{pred}} y + a \) for every \( a \in G \). Let \( z < x + a \) and set \( z' := z + (-a) = z - a \). Since \( z = z' + a \) we have \( z' + a < x + a \). Hence, by adding \(-a\) on the right, we have \( z' < x \). Thus \( z' < y \) i.e., \( z + (-a) < y \) amounting to \( z < y + a \) proving that \( x + a \leq_{\text{pred}} y + a \) as claimed. Similarly we prove that \( a + x \leq_{\text{pred}} a + y \).

(d) Since \( \leq_{\text{pred}} \) is compatible we deduce from the equivalence stated in (b) that \( x \leq_{\text{pred}} y \) if and only if \( y \leq_{\text{pred}} x \). We now prove that for every \( a \), \( 0 \leq_{\text{pred}} a \) if and only if \( -a \leq_{\text{succ}} 0 \). Indeed, assume that \( 0 \leq_{\text{pred}} a \) and let \( t > 0 \). Then \(-t < 0 \) and therefore...
Theorem 4. Let \( G \). Then, an ordered group \( K \) which motivates this paper, is given by Theorem 4 and its corollary.

Proof. Suppose that \( -t < a \), that is, \( -a < t \), proving that \( -a \leq \text{succ} \ 0 \). Since \( 0 \leq \text{pred} a \) iff \( -a \leq \text{succ} \ 0 \) we infer that \( \leq \text{pred} = \leq \text{succ} \).

As indicated in \((d)\) of Lemma 3 if \( \leq \) is a compatible quasi-order on a group \( G \), \( \leq \text{pred} \) and \( \leq \text{succ} \) are equal. Thus, the equivalence relations \( \equiv \text{pred} \) and \( \equiv \text{succ} \) associated to \( \leq \text{pred} \) and \( \leq \text{succ} \) are equal, and hence compatible with the group operation. Consequently,

\[(4) \quad K(G), \text{ the equivalence class of } 0 \text{ with respect to } \equiv \text{pred}, \text{ is a normal subgroup of } G.\]

In particular, \( K(G) = \{0\} \leq \text{pred} \) is an order. Note also that if \( \leq \) is a total quasi-order, \( \equiv \text{pred} \) coincide with \( \equiv \).

Lemma 3 introduces to the central definition of this paper:

**Definition 3.** An ordered group \( G = (X, +, \leq) \) is a threshold group if \( \leq \) is a threshold order.

The order \( \leq \) of an ordered group is a threshold order iff \( \leq \text{pred} \) is a total order, or equivalently, \( \leq \text{succ} \) is a total order. Indeed, according to Lemma 3 on an ordered group the quasi-orders \( \leq \text{pred} \) and \( \leq \text{succ} \) coincide.

An ordered group \( G \) is a threshold group iff \( \leq \) is a semiorder and \( K(G) = \{0\} \). More generally, if the order of an ordered group \( G \) is a semiorder, then up to a quotient by some unordered normal subgroup, namely \( K(G) \), this is a threshold group. Our aim in this paper is to describe the structure of threshold group.

### 3. Presentation of the Main Results

An illustration of the interactions between order and group operation in an ordered group, which motivates this paper, is given by Theorem 4 and its corollary.

#### 3.1. Posets embeddable in ordered groups

We say that a poset \( P = (X, \leq) \) embeds into an ordered group \( G = (Y, +, \leq') \) if \( (X, \leq) \) embeds into \( (Y, \leq') \).

**Theorem 4.** Let \( n \geq 2 \) be an integer and \( p, q \) be any two positive integers such that \( n = p + q \). Then, an ordered group \( G \) embeds \( 1 \oplus n \) if and only if it embeds \( (q + 1) \oplus p \).

**Proof.** Suppose that \( G \) embeds \( 1 \oplus n \). Let \( A \) be a subset of \( G \) isomorphic to \( 1 \oplus n \), say \( A := \{x_0, y_0, \ldots, y_{n-1}\} \), with \( y_0 < \cdots < y_{n-1} \) and \( x_0 \) incomparable to all \( y_i \) for \( i < n \). We may suppose \( x_0 = 0 \). Indeed, the translation \( t_{-x_0} \), defined by \( t_{-x_0}(u) := u - x_0 \) for all \( u \in G \) is a bijective map preserving the ordering, hence it maps \( A \) to an isomorphic copy \( A' \), and maps \( x_0 \) to \( 0 \). Let \( X := \{y_{p-1} - y_{n-1}, \ldots, y_{p-1} - y_1, \ldots, y_{p-1} - y_p, 0\} \) and \( Y := \{y_0, \ldots, y_{p-1}\} \). Then \( B := X \cup Y \) is the direct sum of the chains \( X \) and \( Y \), hence it is isomorphic to \( (q + 1) \oplus p \). Indeed, if some \( x \in X \) is comparable to some \( y \in Y \) then \( x \leq y \), otherwise \( y < 0 \), which is impossible. In that case, we have \( y_{p-1} - y_{n-1} \leq x \leq y \leq y_{p-1} \), from which it follows that \( -y_{n-1} \leq x \), that is, \( 0 \leq y_{n-1} \), which is impossible.

Conversely, suppose that \( G \) embeds \( (q + 1) \oplus p \). Let \( B := X \cup Y \) with \( X := x_0 < \cdots < x_q \), \( Y := y_0 < \cdots < y_{p-1} \) and every element of \( X \) is incomparable to every element of \( Y \). We may suppose that \( x_q = 0 \) (otherwise, take the image of \( B \) by the translation \( t_{-x_q} \)). Then \( \{0\} \cup Z \) where \( Z = Y \cup \{y_{p-1} - x_{q-1}, \ldots, y_{p-1} - x_i, \ldots, y_{p-1} - x_0\} \) is isomorphic to \( 1 \oplus n \). Indeed, if \( 0 \) is comparable to some element \( y \) of \( Z \), necessarily \( y \not\in Y \) hence \( y = y_{p-1} - x_i \) for some \( i \) and in fact \( y_{p-1} - x_i < 0 \) for some \( i \) which is impossible. \( \Box \)

An immediate consequence of Theorem 4 is this.
Corollary 5. The order of an ordered group is an interval order if and only if it is a semiorder.

Note that Lemmas 1, 2 and 3 yield another proof of Corollary 5. Indeed, let \( G \) be a group equipped with a compatible quasi-order \( \leq \). Then, by Lemma 3, the quasi-orders \( \leq_{\text{pred}} \) and \( \leq_{\text{succ}} \) are compatible and in fact equal. According to Lemma 1 \( \leq \) is an interval order iff \( \leq_{\text{pred}} \) is a total quasi-order. According to Lemma 2 \( \leq \) is a semiorder provided that the intersection of \( \leq_{\text{pred}} \) and \( \leq_{\text{succ}} \) is a total quasi-order. Hence, the order on an ordered group is an interval order iff this is a semiorder.

From this corollary, we are lead to examine the order structure of groups equipped with a semiorder.

We start with an example. Ordering the intervals of the real numbers of the form \([a, a+1]\) by the order defined in Equation (1) of Subsection 2.4 amounts to order the reals by \( x \leq y \) if \( x = y \) or \( 1 \leq y - x \). The additive group of the reals equipped with this order is an ordered group, the order is a semiorder, in fact a threshold order since \( \leq_{1\text{pred}} \) coincide with the order \( \leq \) on the reals. Replacing 1 by a positive real \( \alpha \), the ordering we obtain, say \( \leq \alpha \), is different, but the ordered set is isomorphic to the previous one.

This construction generalizes:

The center \( Z(G) \) of a group \( G \) is the set of elements that commute with every element of \( G \).

Proposition 6. Let \( G := (X, +, \leq) \) be a totally ordered group and let \( \alpha \in Z(G) \) be positive. Set

\[
x \leq_{\alpha} y \text{ if and only if } x = y \text{ or } \alpha \leq y - x
\]

and

\[
x \leq_{\check{\alpha}} y \text{ if and only if } x = y \text{ or } \alpha \prec y - x.
\]

Then \( G_{\alpha} := (X, +, \leq_{\alpha}) \) and \( G_{\check{\alpha}} := (X, +, \leq_{\check{\alpha}}) \) are threshold groups.

The proof is straightforward. Using the fact that \( \alpha \in Z(G) \), one proves first that \( \leq_{\alpha} \) and \( \leq_{\check{\alpha}} \) are compatible order relations. Next, one proves that the quasi-orders \( \leq_{\text{opred}} \) and \( \leq_{\text{opred}} \) associated to \( \leq_{\alpha} \) and \( \leq_{\check{\alpha}} \) are equal to \( \leq \). We will see below how to deduce this result from the general construction given in Proposition 11.

In the above examples, \( \alpha \) is a threshold; to distinguish the first example from the second, we say that in the first example the threshold is attained.

We prove the following extension of Scott-Suppes’s representation of semiorders.

Theorem 7. Let \( P \) be a poset. The following propositions are equivalent.

(i) The order on \( P \) is a semiorder.

(ii) \( P \) is isomorphic to a collection \( J \) of intervals of some chain which are pairwise incomparable with respect to inclusion and ordered by the order relation defined by Statement (7).

(iii) \( P \) is isomorphic to a collection \( J \) of intervals of some totally ordered abelian group \( G \) ordered by the order relation defined in Statement (7); these intervals being of the form \( [x, x + \alpha] = \{ y \in G : x \leq y < x + \alpha \} \) for some positive \( \alpha \).

(iv) \( P \) is embeddable into an abelian threshold group with some attained threshold \( \alpha \).

(v) \( P \) is embeddable into a threshold group.
Proof. Implication \((i) \Rightarrow (iv)\) follows from Scott-Suppes Theorem and the Compactness Theorem of first order logic. To show that, we use the "diagram method" of Robinson (see Chapter 5 of [36] for the logic setting). Let \(P\) be a semiorder and let \(\mathcal{L}\) be the first order language consisting of a binary predicate symbol \(\leq\), the symbol of a binary operation +, constant symbols 0, \(\alpha\), \((a_x)_{x \in P}\). We define a set \(\mathcal{A}\) of sentences such that a model (if any) is an abelian threshold group \(G\) such that the group operation +\(^G\), the order \(\leq\) on the group, the element \(\alpha\) of \(G\) are the interpretation of \(\leq\), + and \(\alpha\) and the map from \(P\) into \(G\) which associates to \(x\) the interpretation \(a_x^G\) of \(a_x\) is an embedding. The sentences are chosen is such a way that every finite subset of sentences will be consistent via Scott-Suppes Theorem. Compactness theorem will ensure that the whole set is consistent, thus has a model, say \(G\). The interpretation of the constants provides an embedding into \(G\).

\((iv) \Rightarrow (iii)\) Let \(f\) be an embedding of \(P\) into \(G\). Let \(\mathcal{J} := \{[f(x), f(x) + \alpha]: x \in P\}\) and \(\overline{f}: P \rightarrow \mathcal{J}\) defined by setting \(\overline{f}(x) := [f(x), f(x) + \alpha]\). Then, as it is easy to check, \(\overline{f}\) is an embedding.

\((iii) \Rightarrow (ii)\) Obvious.

\((ii) \Rightarrow (i)\) Observe that if two intervals are incomparable, with respect to the order defined on intervals, then they must have a nonempty intersection. Hence, if \(3 \oplus 1\) is embeddable into a collection of intervals, the image of the 1-element chain must include the image of the intermediate element of the 3-element chain. This contradicts the fact that \(\mathcal{J}\) is an antichain.

\((iv) \Rightarrow (v) \Rightarrow (i)\) Obvious.

We illustrate this result first with a new notion of embeddability between posets and the corresponding equivalence: two posets being equivalent if every group embedding one of these posets embeds the other (see Section 9 and Item (2) of Proposition 44). Next, we illustrate it with the notion of dimension. Let \(P := (X, \leq)\) be a poset. A linear extension of \(\leq\) (or of \(P\)) is a total order \(\preceq\) on \(X\) such that \(x \preceq y\) whenever \(x \leq y\). The dimension of \(P\), denoted by \(\text{dim}(P)\), is the least cardinal \(\kappa\) such that there exists a family \(\mathcal{R}\) of \(\kappa\) linear extensions \(\preceq_i, i < \kappa\), of \(\leq\) so that \(x \preceq_i y\) if \(x \leq y\) for all \(i < \kappa\) [12]. The dimension of finite posets is finite, and the dimension of finite interval orders is unbounded (see [3] and [20]). On the other hand and according to Rabinovitch [34], finite semiorders have dimension at most 3. This extends to infinite semiorders (via the Compactness Theorem of first order logic).

In Section 8 we give an effective proof that threshold groups, with attained threshold, have dimension at most 3. Thus, Rabinovitch’s result follows from Theorem 7 and Proposition 43.

Let us illustrate the scope of Theorem 4. Let \(n\) be a positive integer. For \(n = 1\) or \(n = 2\), Theorem 4 says nothing. But, as it is immediate to see by using translations, an ordered group \(G\) does not embed \(1 \oplus n\) if and only if the set \(\text{inc}(0)\) of elements of \(G\) which are incomparable to 0 does not embed an \(n\)-element chain. For a poset, not embedding an \(n\)-element chain amounts to be a union of less than \(n\) antichains [29]; for \(n = 3\), these posets are said to be bipartite. We are lead to the following:

**Problem 1.** Describe the orders of ordered groups \(G\) for which the set \(\text{inc}(0)\) is a union of less than \(n\) antichains.

Ordered groups which do not embed \(1 \oplus 1\) are totally ordered groups. Ordered groups whose order is a weak order are easy to describe. Indeed, we prove in Subsection 5.2 that:
Proposition 8. Let $G := (X, +, \leq)$ be an ordered group and $\text{inc}(0)$ be the set of elements of $X$ incomparable to $0$. The following assertions are equivalent:

(i) The order of $G$ is a weak order.
(ii) $\text{inc}(0)$ is an antichain in $(X, \leq)$.
(iii) $\text{inc}(0) \cup \{0\}$ is a subgroup of $G$.

If any of the above conditions hold, then $H := \text{inc}(0) \cup \{0\}$ is a normal subgroup of $G$, the quotient group $G/H$ is totally ordered and the order on $G$ is the lexicographical sum of copies of $H$ indexed by $G/H$.

A torsion element of a group $G$ is any element $x$ such that $nx = 0$ for some positive integer $n$. We recall that if $G$ is abelian, the set $T(G)$ of torsion element is a subgroup and the quotient $G/T(G)$ is totally orderable.

Corollary 9. A group can be equipped with a weak order distinct from the equality relation (hence with a nontrivial semiorder) iff it admits a totally ordered quotient by some proper subgroup. If $G$ is abelian, these conditions amount to the fact that the subgroup $T(G)$ of torsion elements is a proper subgroup.

A strengthening of this corollary is given in Proposition 20.

The case $n = 3$ of Theorem 3 corresponds to ordered groups for which the order is a semiorder. We will describe the compatible semiorders and particularly the threshold orders on groups. In the vein of Proposition 8, we will prove in Section 5 the following result:

Theorem 10. Let $G$ be an ordered group. Then the order is a semiorder if and only if $\text{inc}(0)$ is bipartite. Furthermore, the following properties are equivalent:

(i) $G$ is a threshold group;
(ii) $\text{inc}(0)$ has no isolated elements and is bipartite;
(iii) $\text{inc}(0)$ is prime and bipartite.

A threshold order is a weak order if and only it is a total order. This particularly applies to ordered groups. Indeed, $G := (X, +, \leq)$ is a threshold group and $(X, \leq)$ is a weak order if and only if $\leq$ is total (see Proposition 8).

For $n > 3$, a particular aspect of Problem 1 is: which posets necessarily embed into ordered groups $G$ such that $\text{inc}(0)$ is the union of $n-1$ antichains?

This leads us to introduce in Section 9 a quasi-order on the class of posets which extends the embeddability relation and to describe some of the equivalence classes associated to this quasi-order.

3.2. Another description of compatible semiorders and threshold orders. In the next proposition we characterize compatible semiorders on groups and threshold groups in terms of an auxiliary total quasi-order and a final segment.

Proposition 11. Let $G := (X, +, \leq)$ be an ordered group.

(1) The order $\leq$ is a semiorder if and only if there is a compatible total quasi-order $\preceq$ on $G$, a normal final segment $F$ of $(X, \preceq)$ not containing $0$ such that $x < y$ in $G$ if and only if $y - x \in F$.

(2) The order $\leq$ is a threshold order if and only if there is a compatible total order $\succeq$ on $G$, a nonempty normal final segment $F$ of $(X, \succeq)$ not containing $0$ such that:

(a) $x < y$ in $G$ if and only if $y - x \in F$;
(b) \( I := G \setminus (-F \cup F) \) is not a union of cosets of a normal convex subgroup of 
\((X, +, \preceq)\) distinct from \(\{0\}\).

When conditions (a) and (b) are satisfied, the auxiliary order \(\preceq\) coincides with 
\(\preceq_{\text{pred}}\).

This proposition yields another proof of Proposition \( \mathbb{G} \). Indeed, let \( \alpha \) be a positive element 
of a totally ordered group \( G = (X, +, \preceq) \). The sets \( F_\alpha := \{ x \in X : \alpha \preceq x \} \) and \( F_\delta := 
\{ x \in X : \alpha \prec x \} \) are final segments of positive elements of \( G \). If \( \alpha \in \mathbb{Z}(G) \) then these final 
segments are normal subsets of \( G \) (see Item (3) of Subsection \( \mathbb{G} \) if needed). Hence, from 
Item(1) of Proposition \( \mathbb{G} \) \( \leq_\alpha \) and \( \leq_\delta \) are two compatible semiorders. In order to see that 
they are thresholds orders, let \( I_\alpha := X \setminus (-F_\alpha \cup F_\alpha) \) and \( I_\delta := G \setminus (-F_\delta \cup F_\delta) \). Note that 
\( I_\alpha = \{ v \in X : -\alpha \prec v < \alpha \} \) and \( I_\delta = \{ v \in X : -\alpha \preceq v \preceq \alpha \} \). We only need to check that 
\( I_\alpha \) and \( I_\delta \) satisfy condition (b) of Proposition \( \mathbb{G} \). The proofs being the same, let \( I \in \{ I_\alpha, I_\delta \} \) 
and \( K \) be a normal convex subgroup of \( G = (X, +, \preceq) \) included into \( I \). We claim that if 
\( K \neq \{0\} \) then \( I \) cannot be a union of cosets of \( K \). Let \( K + \alpha \) be the coset containing \( \alpha \). 
Since \( K \) is totally ordered, it is torsion free. Being distinct from \( \{0\} \), it has no least and 
largest element. Hence \( K + \alpha \) has no least and largest element and therefore it meets both 
\( I \) and \( F \) and our claim follows. \( \square \)

The fact that a group \( G \) admits a compatible total order imposes that \( G \) be torsion free 
(hence, nontrivial subgroups are infinite). Since every abelian and torsion-free group can be 
totally ordered \( \mathbb{G} \) we infer that:

**Corollary 12.** Every torsion-free abelian group can be equipped with a compatible threshold 
order which is not total.

![Figure 2](image.png)

**Figure 2.** An example of a threshold order on \( \mathbb{Z}^2 \). The set of bold points 
represents \( \text{inc}(0, 0) \). The set of hatched points and every other point above 
represents the positive cone.

Different total orders which are compatible with the group operation will lead to different 
semiorders. Compatible total orders on torsion free abelian groups and notably on groups of 
the form \( \mathbb{Z}^n \) have been described (see Chapter 6 of \( \mathbb{G} \) and \( \mathbb{G} \)). The case of the additive
group of real numbers is interesting for our purpose. According to Proposition 11 if \( \leq \) is a semiorder such that \( \leq_{\text{pred}} \) coincide with the order \( \leq \) on the reals then \( \leq \) is one of the orders \( \leq_\alpha \) or \( \leq_\alpha \) (for some real \( \alpha \)) defined in Proposition 6. Hence \( \leq \) is a threshold order. But this does not imply that every semiorder on \( \mathbb{R} \) has this form, because the semiorder depends upon the compatible total order on the reals and there are plenty of those (in fact there are \( 2^\aleph_0 \) many, where \( \epsilon = 2^\aleph_0 \)). For example, viewing \( \mathbb{R} \) as a vector space over the field \( \mathbb{Q} \) of rational numbers, let \( H \) be a basis of \( \mathbb{R} \) (the existence of such a base, called a Hamel base, requires some form of the axiom of choice) and for every real \( x \) let \( \text{supp}(x) \), the support of \( x \), be the set of members of \( B \) which appear in a decomposition of \( x \) over \( \mathbb{Q} \). Put a total order \( \leq \) on \( H \) and extend it to a total order on the reals by defining the positive cone \( C_H := \{0\} \cup \{x \in \mathbb{R} \setminus \{0\} : \text{lead}(x) > 0\} \), where \( \text{lead}(x) \), the leading coefficient of \( x \), is the coefficient of the largest element of \( \text{supp}(x) \) which appears in the decomposition of \( x \). According to Proposition 11 any final segment in the positive cone will lead to a semiorder and, in some instances, to a threshold order. Some continuity or density conditions on a compatible total order on the reals in order to recover the ordinary order are necessary. This explains somehow why the representation of infinite semorders in the reals was a difficult problem [6, 7].

There are \( 2^{\aleph_0} \) compatible total orders on the additive group \( \mathbb{Z}^2 \). Here is an example of a threshold group on \( \mathbb{Z}^2 \). The positive cone is the set \( C := \{(0,0)\} \cup \{(n,m) : n \geq 0, m \geq 1, \text{or } n < 0 \text{ and } m \geq 2\} \). The idea is the same as above: set \( B := \{(1,0),(0,1)\} \) then every element of \( \mathbb{Z} \) is a combination of members of \( B \) with integer coefficients. Set \( (1,0) \prec (0,1) \); the positive cone of the extension \( \leq \) is \( C_B := \{0\} \cup \{(n,m) : m > 0 \text{ or } m = 0 \text{ and } n > 0\} \) and the order is a sum of copies of \( \mathbb{Z} \) indexed by \( \mathbb{Z} \). Set \( \alpha := (1,1) \) and \( \leq_\alpha \) be the corresponding threshold order. See Figure 2.

For nonabelian groups this conclusion of Corollary 12 is no longer valid. In [9], Clifford exhibits an example of a nonabelian and nonfinitely generated totally ordered order-simple group (an ordered group is order-simple if every normal and convex subgroup is trivial). We prove that in Clifford’s example the set of positive elements contains no proper normal final segment (see Proposition 10 in Subsection 7). Hence, the only compatible semiorder on this group is either the total order or the equality relation.

According to (b) of Proposition 11 if \( G \) is a threshold group obtained via a total order \( \leq \) and a nonempty normal final segment \( F \) of \( \{x \in G : 0 \prec x\} \), the set \( I := G \setminus (-F \cup F) \) cannot be a subgroup distinct from \( \{0\} \).

In Section 7.1 we prove:

**Proposition 13.** Every finitely generated totally ordered group \( G \) admits a proper normal final segment \( F \) such that \( I := G \setminus (-F \cup F) \) is not a group.

Two widely studied groups in Group Theory are the Thompson group \( \mathbb{F} \) and the free group \( F(S) \) on a set \( S \) of generators.

The group \( \mathbb{F} \) was introduced by Richard Thompson in some unpublished handwritten notes in 1965 [38] as a possible counterexample to von Neumann conjecture. The group \( \mathbb{F} \) has a collection of unusual properties which have made it a counterexample to many general conjectures in group theory. The group \( \mathbb{F} \) is not simple but its derived subgroup \( [\mathbb{F}, \mathbb{F}] \) is and the quotient of \( \mathbb{F} \) by its derived subgroup is the free abelian group of rank 2. The Thompson
group can be generated by two elements and can be induced with a compatible total order \[8\ [30]\].

The free group \(F(S)\) is a universal group: Every group is isomorphic to a quotient group of some free group. The free group with finitely many generators can also be induced with a compatible total order \[27\].

A consequence of Proposition 13 is this.

**Corollary 14.** The Thompson group \(\mathbb{F}\) and the free group on finitely many generators can be equipped with a compatible semiorder which is not a weak order.

**Problem 2.** Is it true that on every finitely generated totally ordered group there is a compatible threshold order which is not total?

### 3.3. Examples of semiordered groups and threshold groups.

**Example 1.** A compatible order \(\leq\) on \(\mathbb{Z}\), the additive group of integers, is a semiorder if and only if \(C_+ := \{x : x > 0\}\) is either empty, that is, all elements of \(\mathbb{Z}\) are pairwise incomparable, or is of the form \(a + \mathbb{N}\) or \(-(a + \mathbb{N})\) for some \(a \geq 1\). If the cone is nonempty the ordered group is a threshold group.

*Proof.* Let \(\leq\) be a compatible order on \(\mathbb{Z}\). Then \(\leq\) is a suborder of the natural order or of its dual. Without loss of generality, we may suppose that this is a suborder of the natural order, that is, \(\emptyset \neq C^+ \subseteq \mathbb{N}\). Set \(a = \min C^+_+\). □

**Example 2.** Let \(G\) be an additive subgroup of the reals and let \(\alpha \in \mathbb{R}^+\). Then the ordered groups \(G_\alpha\) and \(G_\hat{\alpha}\) defined as in Proposition 6 are threshold groups (note that if \(\alpha \not\in G\), the two orders coincide).

In the next examples, we will define the strict order on the groups rather than the order.

**Example 3.** Let \(G = (X, +, \leq)\) be a threshold group and let \(K\) be any group. The direct product \(K \times G\) ordered by 

\[(a, b) < (a', b')\] if and only if \(b < b'\).

is a semiordered group.

*Proof.* Note that for every \(b \in X\), the set \(K \times \{b\}\) is an antichain and an autonomous set. So that the order on \(K \times G\) is the lexicographical sum over \(G\) of copies of \(K\). Since the order on \(G\) is a semiorder so is the order on \(K \times G\). □

**Example 4.** If \(C\) is a totally ordered group and \(G\) is a threshold group, then the direct product \(G \times C\) ordered by 

\[(a, b) < (a', b')\] if and only if \(b < b'\) or \((b = b'\) and \(a < a'\) in \(G)\)

is a threshold group.

*Proof.* Note that the order on \(G \times C\) is a lexicographical sum over \(C\) of copies of \(G\). The relation \(\leq_{\text{pred}}\) on \(G \times C\) is the lexicographical sum over \(C\) of the relation \(\leq_{\text{pred}}\) on \(G\). Since \(G\) is a threshold ordered group its corresponding \(\leq_{\text{pred}}\) is a total order. Since \(C\) is totally ordered it follows that the relation \(\leq_{\text{pred}}\) on \(G \times C\) is a total order and hence \(G \times C\) is a threshold group. □
Example 5. Let \( A \) be a totally ordered group, \( F \) be a normal nonempty final segment containing possibly 0 and \( G \) be a threshold group with attained threshold \( \alpha > 0 \). On the direct product \( A \times G \) we define the following relation:

\[
(a, b) <_{(F, \alpha)} (a', b') \text{ iff } b + \alpha < b' \text{ in } G \text{ or } (b' = b + \alpha \text{ and } a' = a \in F).
\]

This relation is an order, it defines a compatible semiorder on \( A \times G \). If \( F \) is not the union of cosets of some nontrivial convex subgroup of \( A \) this is a threshold order; in this case, \( \leq_{\text{pred}} \) on \( A \times G \) is the lexicographical sum of the total order on \( A \) indexed by the total order \( \leq_{\text{pred}} \) on \( G \), hence is a total order. We denote by \( A \odot_{F, \alpha} G \) the direct product \( A \times G \) of these two groups, with the order \( \leq_{F, \alpha} \).

Proof. One can easily verify that \( \leq_{F, \alpha} \) is antisymmetric (follows from \( \alpha > 0 \)) and transitive. The compatibility of \( <_{(F, \alpha)} \) follows from the normality of \( F \) and our assumption that \( G \) is a threshold group. From \( \alpha > 0 \) we deduce that for every \( b \in G \), the order \( <_{(F, \alpha)} \) is the equality on \( A \times \{ b \} \), that is \( A \times \{ b \} \) is an antichain. Let \( b, b' \in G \) be distinct. If \( b' - b > \alpha \), then \( (a, b) \leq_{F, \alpha} (a', b') \) for all \( a, a' \in A \). Else if \( b' - b = \alpha \), then the restriction of \( \leq_{F, \alpha} \) to \( A \times \{ b \} \cup A \times \{ b' \} \) is bipartite and \( (a, b) \leq_{F, \alpha} (a', b') \) if \( a' - a \in F \). We claim that \( (a, b) \leq_{(F, \alpha)\text{pred}} (a', b') \) whenever \( b + \alpha \leq b' \) or \( a \leq a' \) in \( A \) and \( b = b' \), which is enough to prove that the quasi-order \( \leq_{(F, \alpha)\text{pred}} \) is total, that is, \( <_{(F, \alpha)} \) is a (strict) semiorder. Indeed, let \( (a'', b'') \) be such that \( (a'', b'') <_{(F, \alpha)} (a, b) \). Then \( b'' + \alpha \leq b \) and hence \( b'' + \alpha \leq b'' + 2\alpha \leq b + \alpha \leq b' \). Therefore, if \( b'' + \alpha < b \) or \( b + \alpha < b' \), then \( (a'', b'') <_{(F, \alpha)} (a', b') \). Next we assume that \( b'' + \alpha = b \) and \( b + \alpha = b' \). This in turn leads to \( b'' + 2\alpha = b' \) and in particular \( b'' + \alpha < b' \) proving again that \( (a'', b'') <_{(F, \alpha)} (a', b') \). We now assume that \( b = b' \). Clearly if \( b'' + \alpha < b \), then \( (a'', b'') <_{(F, \alpha)} (a', b') \). Else \( a - a'' \in F \). Now \( a' - a'' = a' - a + a - a'' \) and since \( a < a' \) in \( A \) by assumption we infer that \( a' - a'' \in F \) proving that \( (a'', b'') <_{F, \alpha} (a', b') \). \( \square \)

Example 6. Let \( K, A, B, C \) be four groups and \( G := K \times A \times B \times C \) be their direct product. We suppose that \( B \) is an additive subgroup of the reals with an attained threshold \( \alpha \) as in Example 2. We suppose that \( A \) and \( C \) are totally ordered groups and that \( F \) is a nonempty normal final segment of \( A \) which is not an union of cosets of some nontrivial convex subgroup of \( A \). The order on \( B \times C \) is the lexicographical sum over \( C \) of copies of the order on \( B \). Let \( A' := A \odot_{F} B \) ordered as in Example 5. Finally, the order on \( K \times A' \times C \) is the lexicographical sum over \( C \) of copies of the order on \( K \times A' \). Then \( A' \times C \) is a threshold group and \( G \) is a semiordered group.

Proof. The order on \( G \) is the lexicographical sum over \( C \) of copies of the order on \( K \times A' \). Hence, in order to prove that the order on \( G \) is a semiorder it is enough to prove that the order on \( K \times A' \) is a semiorder. Since the order on \( K \times A' \) is the lexicographical sum over \( A' \) of copies of \( K \) and \( A' \) is a semiorder we infer that the order on \( K \times A' \) is a semiorder. This proves that \( G \) is a semiordered group. The fact that \( A' \times C \) is a threshold group follows from \( A' \) is a threshold group (see example 4). \( \square \)

3.4. Decomposition of semiordered groups. In this subsection, we prove that the examples given above describe the possible semiorders on groups, e.g. Theorem 17 shows that the order on a group is a semiorder iff it can be expressed as a product like in Example 6. Of course, the group does not need to decompose as in this example (this depends upon the existence of direct factors for the subgroups).
For every ordered group $G = (X, +, \leq)$ there are two particular normal convex subgroups that play an important role in the study of its structure. These are $K(G)$, defined in (1) of Subsection 3.2, and $I(G)(0)$.

To the poset $(X, \leq)$, we associate its incomparability graph $(X, \prec)$. As any graph, it decomposes into connected components. We denote by $I(G)(0)$ the connected component of 0. This is a convex normal subgroup of $G$.

If the order is a semiorder, another subgroup, $A(G)$, enters into the picture.

The set

$$A(G) := \{x \in G : \mathbb{Z} x \text{ is an antichain in } G\};$$

is also a normal subgroup of $G$.

In Subsection 3.1 we prove:

**Theorem 15.** Let $G := (X, +, \leq)$ be an ordered group. Then:

(a) $K(G)$ is the largest autonomous subset in $(X, \leq)$ which contains 0 and is an antichain;

(b) $I(G)(0)$ is the least subgroup of $G$ which contains $H = \text{inc}(0) \cup \{0\}$; the quotient group $G/I(G)(0)$ is totally ordered and the order on $G$ is isomorphic to the lexicographical sum of the order of $I(G)(0)$ indexed by the chain $G/I(G)(0)$;

(c) If the order is a semiorder, $A(G)$ is a convex normal subgroup and is the largest subgroup of $G$ which is an antichain.

We should mention that $K(G) \subseteq A(G) \subseteq I(G)(0)$. Moreover, if $G$ has no torsion element, then $A(G)$ is an infinite antichain or is $\{0\}$. Furthermore, all these sets are convex subsets (this is obvious for $K(G)$ an $A(G)$ since they are antichains, for the convexity of $I(G)(0)$ see Lemma 30) with respect to the order on $G$ and hence the quotient groups $G/K(G), G/A(G), G/I(G)(0)$ can be equipped with a partial order (see Lemma 22). In fact, the groups $G/A(G), G/I(G)(0)$ are totally ordered. Moreover, the order on $G$ is the lexicographical sum of the cosets of $I(G)(0)$ indexed by the chain $G/I(G)(0)$. The order structure of $I(G)(0)$ is rather simple if $\leq_{\text{pred}}$ is a total order which is not dense. Indeed, in this case the set of positive elements (with respect to $\leq_{\text{pred}}$) has a smallest element $a$ and hence $I(G)(0) = \mathbb{Z} a$ and there is some threshold $\alpha \geq a$.

The groups $K(G), A(G)$ and $I(G)(0)$ play an important role in the study of the structure of partially ordered groups whose order is a semiorder. Indeed, it follows from Theorem 17 below that if the order on a group $G$ is a semiorder and if the groups $K(G), A(G)$ and $I(G)(0)$ are direct factors in $A(G), I(G)(0)$ and $G$ respectively, then $G$ has a decomposition as in Example 6 above. We note that in Example 6 $K(G) = K \times \{(0, 0, 0)\}, A(G) = K \times A \times \{(0, 0)\}, I(G)(0) = K \times A \times B \times \{0\}$.

The next three theorems give insights on the structure of ordered groups whose order is a semiorder.

**Theorem 16.** The following properties for an ordered group $G$ are equivalent.

(i) The order on $G$ is a semiorder;

(ii) $I(G)(0)/K(G)$ is a threshold group;

(iii) $G/K(G)$ is a threshold group.

**Theorem 17.** Let $G$ be an ordered group equipped with a semiorder. If $G = I(G)(0)$ then
(a) The group $G/A(G)$ is an additive subgroup of the real numbers. The image of the order on $G$ by the canonical mapping from the group $G$ onto its quotient group $G/A(G)$ is a threshold order and if $A(G) \neq \{0\}$ the threshold is attained.

(b) The order on $G$ is the lexicographical sum of copies of $K(G)$ indexed by $G/K(G)$.

(c) If $K(G) = \{0\}$, $A(G) \neq \{0\}$ and $A(G)$ is a direct factor of $G$ then the order on $G$ is the order of $A(G) \odot_F (G/A(G))$ for some final segment $F$ of $A(G)$.

**Theorem 18.** Let $G$ be an ordered group. If the order is a semiorder, but not an antichain, and $G = I(G)(0)$, then the following propositions are true:

1. Every maximal chain of $G$ is isomorphic to the chain of integers.
2. $K(G) = \{0\}$ and $G$ has no infinite antichain if and only if $G$ is isomorphic to the group of integers equipped with a threshold order.

The following result gives insights on the structure of convex subgroups of an ordered group whose order is a semiorder.

**Theorem 19.** Let $G = (X, +, \leq)$ be an ordered group such that $\leq$ is a semiorder. If $H$ is a convex subgroup of $G$, then either $H \subseteq A(G)$, in which case $H$ is an antichain, or $I(G)(0) \subseteq H$. If the latter holds and $H$ is a normal subgroup of $G$, then $G/H$ is totally ordered and $G$ is the lexicographical sum of the cosets of $H$.

A consequence of Theorems 15 and 17 is the following proposition.

**Proposition 20.** For a group $G$ the following properties are equivalent:

1. $G$ can be endowed with a compatible semiorder distinct from the equality relation;
2. $G$ can be endowed with a compatible weak order distinct from the equality relation;
3. $G$ has a proper normal subgroup $H$ whose quotient $G/H$ is totally orderable.

**Proof.** $(i) \Rightarrow (iii)$ Suppose that $G$ is endowed with a compatible semiorder. We consider two cases.

**Case 1.** $I(G)(0) \neq G$. According to $(b)$ of Theorem 15, the group $H = I(G)(0)$ is a normal subgroup of $G$ and the quotient $G/H$ is totally ordered.

**Case 2.** $I(G)(0) \neq G$. According to $(a)$ of Theorem 17, the group $A(G)$ is a normal subgroup of $G$ and the quotient $G/A(G)$ is a subgroup of the additive group of the set $\mathbb{R}$ of reals numbers, hence is totally orderable.

$(iii) \Rightarrow (ii)$ This is Corollary 9.

$(ii) \Rightarrow (i)$ Obvious: a weak order is a semiorder. \qed

This paper contains six more sections. Section 4 contains some general properties of convex sets and autonomous sets of a quasi-ordered group. Section 5 contains properties of normal subsets of a group and the proofs of Propositions 8, 11 and Theorem 10. Section 6 describes some properties of the groups $I(G)(0)$ and $A(G)$ and contains the proofs of Theorems 15 to 19 about $K(G)$, $I(G)(0)$ and $A(G)$. Section 7 contains a description of Clifford’s example and a proof of Theorem 13. Section 8 contains an effective proof that a threshold group with attained threshold has dimension at most three. Section 9 introduces an extension of the quasi-order of embeddability between posets and describes some equivalence classes.
4. SOME GENERAL PROPERTIES OF CONVEX SETS AND AUTONOMOUS SETS OF A QUASI-ORDERED GROUP

Lemma 21. If \( G := (X, +, \leq) \) is a quasi-ordered group and \( \bar{0} \) be the equivalence class of 0 with respect to the quasi-order \( \leq \). Then \( \bar{0} \) is the least convex subgroup of \( G \). The subgroup \( K(G) \) is an autonomous subset in \( (X, \leq) \) and the direct sum of the cosets of \( \bar{0} \) it contains. If \( \bar{0} = \{0\} \), that is, \( \leq \) is an order, then \( K(G) \) is the largest autonomous subset in \( (X, \leq) \) which contains \( \{0\} \) and is an antichain. Furthermore \( K(G) \setminus \{0\} \) is the set of isolated vertices of the poset \( \text{inc}(0) \).

Proof. The first statement is obvious. For the second, let \( \text{inc}(0) \) be the subset of \( X \) of elements incomparable to 0. We notice at first that \( \bar{0} \subseteq K(G) \subseteq \text{inc}(0) \cup \bar{0} \). The first inclusion is obvious; for the second, let \( x \in K(G) \) that is \( x \equiv_{\text{pred}} 0 \). If \( x \notin \text{inc}(0) \cup \bar{0} \) then either \( x < 0 \) or \( x > 0 \). If \( x < 0 \) then from \( 0 \leq_{\text{pred}} x \) we get \( x < y \) which is impossible; if \( 0 < x \) then since \( x \leq_{\text{pred}} 0 \) we get \( 0 < 0 \) which is also impossible. We also note that \( \bar{0} \) is an autonomous subset of \( (X, \leq) \) and hence is an autonomous subset in \( K(G) \). Next we observe the following. Let \( A \) be an autonomous subset containing 0. If the quasi-order on \( A \) is either the equality relation or the complete relation then \( A \subseteq K(G) \). Indeed, let \( a \in A \). We claim that \( a \equiv_{\text{pred}} 0 \) hence \( a \in K(G) \). Indeed, let \( x < a \). From our assumption on \( A \) we deduce that \( x \notin A \). Since \( A \) is autonomous, \( x < 0 \) hence \( a \leq_{\text{pred}} 0 \). Similarly, \( 0 \leq_{\text{pred}} a \) hence \( a \equiv_{\text{pred}} 0 \). Next we prove that \( K(G) \) is an autonomous subset in \( (X, \leq) \). Indeed, let \( x \notin K(G) \) and \( y, y' \in K(G) \). If \( x \leq y \), then \( y \leq x \), otherwise \( x \equiv y \) and \( x \in \bar{0} \subseteq K(G) \) which is excluded. Since \( y \equiv_{\text{pred}} y' \) we have \( x < y' \), hence \( x \leq y' \). Similarly, since \( \leq_{\text{pred}} \equiv \leq_{\text{succ}} \), then \( y \leq x \) is equivalent to \( y' \leq x \). Hence \( K(G) \) is autonomous. Suppose that \( \bar{0} = \{0\} \). In this case, \( K(G) \) is an antichain. From our observation, this is the largest autonomous subset containing 0 which is an antichain. Now, let \( x \in K(G) \setminus \{0\} \), then \( x \in \text{inc}(0) \). Suppose that \( x \) is not isolated in \( \text{inc}(0) \), that is either \( x < y \) or \( y < x \) for some \( y \in \text{inc}(0) \). In the first case, from \( 0 \leq_{\text{succ}} x \) and \( x < y \) we obtain \( 0 < y \) contradicting \( y \in \text{inc}(0) \). Using the fact that \( x \leq_{\text{prec}} 0 \), we get the same conclusion in the second case. Hence \( x \) is isolated. Conversely, let \( x \) be isolated in \( \text{inc}(0) \). If \( 0 \not\leq_{\text{succ}} x \) then there is some \( y \in X \) such that \( x < y \) but \( 0 \not< y \). Necessarily, \( y \in \text{inc}(0) \), hence \( x \) is not isolated, a contradiction. Hence \( 0 \leq y \). Similarly, \( x \equiv_{\text{pred}} 0 \). Since \( \leq_{\text{pred}} \equiv \leq_{\text{succ}} \), \( x \equiv_{\text{pred}} 0 \), and therefore \( x \in K(G) \). □

Let \( G \) be a group, \( H \) be a normal subgroup of \( G \) and \( G/H \) be the quotient group. Suppose that \( G \) is equipped with a compatible quasi-order \( \leq \). Let \( \leq_{H} \) be the image of \( \leq \) by the quotient map. That is \( \alpha \leq_{H} \beta \) in \( G/H \) if \( a \leq b \) for some \( a \in \alpha \) and \( b \in \beta \) (equivalently, \( a \leq b \) for every \( a \in \alpha \) and some \( b \in \beta \)). The relation \( \leq_{H} \) is a compatible quasi-order (Proposition 4, page 25 of [23]). Furthermore:

Lemma 22. Let \( G := (X, +, \leq) \) be a quasi-ordered group and \( H \) be a normal subgroup of \( (X, +) \). Then \( \leq_{H} \) is a compatible order relation on \( G/H \) if and only if \( H \) is a convex subgroup of \( G \). If \( H \) is a convex and autonomous subset in \( (X, \leq) \), then the quasi-order on \( G \) is the lexicographical sum of copies of \( H \) indexed by \( G/H \). Furthermore, \( \leq_{\text{pred}} H \), the image of \( \leq_{\text{pred}} \), is included into \( \leq_{H \text{pred}} \), the quasi-order associated to \( \leq_{H} \). If \( H = K(G) \) these quasi-orders coincide.

Proof. Suppose that \( \leq_{H} \) is a compatible order. Let \( x, y, z \) with \( x, y \in H \) and \( x \leq z \leq y \). In \( G/H \) we have \( 0 \leq_{H} z + H \leq_{H} 0 \). Since \( \leq_{H} \) is an order, \( z + H = 0 \) amounting to \( z \in H \).
Hence, $H$ is convex. For the converse, note first that from (a) of Lemma 3, the equivalence class of 0 w.r.t. to $\leq$, is a normal subgroup of $H$. Thus, if $H$ is convex it contains 0 (indeed, let $x \in 0$. We have $0 \leq x \leq 0$. Since $0 \in H$ and $H$ is convex, $x \in H$). More generally, let $\alpha \in G/H$. Suppose that for $0 \in G/H$ we have $0 \leq_H \alpha \leq_H 0$. Then, there are $a \in \alpha$ and $b \in 0 = H$ such that $0 \leq a \leq b$. Since $H$ is convex, $a \in H$ hence $\alpha = 0$ as required. If $H$ is convex and autonomous, then being an autonomous subset in $(X, \leq)$, each coset is also an autonomous subset and is order-isomorphic to $H$, hence $(X, \leq)$ is isomorphic to the lexicographical sum of $H$ indexed by $G/H$.

Next, we prove that the quasi-order $\leq_{\text{pred}H}$ is included into $\leq_{H\text{pred}}$. Let $\alpha, \beta \in G/H$; we set $\alpha <_H \beta$ if $\alpha \leq_H \beta$ and $\alpha \not\leq_H \beta$. Let $\alpha \leq_{\text{pred}H} \beta$ and $\gamma \leq_H \alpha$. There are $c \in \gamma$ and $a \in \alpha$ such that $c < a$; also there is $b \in \beta$ such that $a \leq_{\text{pred} b}$. Since $a \leq_{\text{pred} b}$ we have $c < b$. We claim that $\gamma \neq \beta$ from which follows $\gamma <_H \beta$ and $\alpha \leq_{H\text{pred}} \beta$. Indeed, otherwise $\gamma = \beta$. Since $c < a$ and each coset is an interval, we have $b < a$. Since $a \leq_{\text{pred} b}$ this yields $b < b$ which is impossible.

Now, suppose that $H = K(G)$. We claim that $H$ is convex and autonomous subset. According to Lemma [21] it is autonomous. We show that it is convex. Let $y \leq x \leq 0$ with $y \in H$. If $0 \leq x$ then $0 \equiv x$ and therefore $x \in H$. Otherwise $x < 0$. Since $y \in H$, $0 \equiv_{\text{pred} y}$ hence $x < y$, contradicting $y \leq x$. Now, let $\alpha \in G/H$ be such that $0 \leq_{\text{pred} H} \alpha$. We claim that $0 \leq_{\text{pred} H} \alpha$. If $0 = \alpha$ there is nothing to prove. Suppose $\alpha \neq 0$. Pick $a \in \alpha$. We prove that $0 \leq_{\text{pred} a}$ from which the claim follows. Let $x < 0$. Since $H = K(G)$, $x \not\in H$ by Lemma [21]. Hence, $x + H < 0$. Since $0 \leq_{H\text{pred}} \alpha$ we have $x + H <_H \alpha$. Hence $x <_H a'$ for some $a' \in a$. Since $H = K(G)$ each coset is an interval, hence $x < a$, proving that $0 \leq_{\text{pred} a}$.

**Remark.** Note that in general $\leq_{H\text{pred}}$ is not included into $\leq_{H\text{pred}}$. For an example, let $G := Z \times Z/2Z$ be the direct product of the totally ordered group $Z$ with $Z/2Z$ ordered by the equality relation. Let $H := Z \times \{0\}$. Then $\leq_H$ is the equality relation on $G/H$, hence $\leq_{H\text{pred}}$ is the complete relation on the quotient. On the other hand, $\leq_{\text{pred} a} \leq$ and $\leq_{\text{pred} H}$ is the equality relation on the quotient.

A set of subsets that forms a totally ordered set under inclusion will be called a chain of subsets. For the following two lemmas we refer to [21] Chapter 3 (Lemmas 3.1.1 and 3.1.2).

**Lemma 23.** If $G$ is a partially ordered group and $\{C_i : i \in I\}$ is a family of convex subgroups of $G$, then $\cap \{C_i : i \in I\}$ is a convex subgroup of $G$. If $\{C_i : i \in I\}$ is a chain of convex subgroups of $G$, then $\cup \{C_i : i \in I\}$ is a convex subgroup of $G$.

Let $G$ be a partially ordered group and $g \in G \setminus \{0\}$. Let $\mathcal{V}$ be the set of all convex subgroups $V$ of $G$ such that $g \not\in V$. By Lemma 23 the union of any chain of subsets in $\mathcal{V}$ is itself in $\mathcal{V}$. Since $\{0\} \in \mathcal{V}$, we have maximal elements in $\mathcal{V}$ by Zorn’s Lemma. Hence for each $g \in G \setminus \{0\}$, there is a convex subgroup $C_g$ maximal not containing $g$; i.e.: the union of all convex subgroups not containing $g$. If $G$ is totally ordered, Zorn’s Lemma is not required.

**Lemma 24.** If $G$ is a totally ordered group, the set of all convex subgroups of $G$ is a complete chain. Hence, for every $g \in G \setminus \{0\}$ there is a largest convex subgroup $C_g$ of $G$ which does not contain $g$.

Let us recall that an ordered group is archimedean if for all $x, y > 0$ there is a nonnegative integer $n$ such that $nx \not\leq y$. Note that for a totally ordered group this means $nx > y$. The following characterisation of totally ordered archimedean groups is known as Hölder’s theorem [22]. For completeness, we indicate the scheme of the proof.
Theorem 25. Let $G$ be a totally ordered group. The following propositions are equivalent.

(i) $G$ is archimedian.
(ii) $G$ is isomorphic as an ordered group to a subgroup of the additive group of the real numbers (in particular, $G$ is abelian).
(iii) $G$ has no nontrivial convex subgroups.

Proof. The implication (i) $\Rightarrow$ (ii) is due to H"older, see [21] Theorem 4.a, page 56. 
(ii) $\Rightarrow$ (iii) It is well known that every subgroup of $\mathbb{R}$ is either discrete, that is it is of the form $x\mathbb{Z}$ for some $x \in \mathbb{R}$, or is dense in $\mathbb{R}$. Hence a nontrivial subgroup of $\mathbb{R}$ cannot be convex.

(iii) $\Rightarrow$ (i) Suppose $G$ has no nontrivial convex subgroups and assume for a contradiction that it is not archimedian. There exists then $x, y \in X$ such that $nx < y$ for all $n \in \mathbb{Z}$. Let $H$ be the smallest interval of $G$ containing $x\mathbb{Z}$. Then $H$ is by definition convex. Moreover $H \neq \{0\}$ and $H \subseteq \{z \in X : -y \leq z \leq y\}$ since $nx < y$ for all $n \in \mathbb{Z}$ and therefore $H \neq G$. We now prove that $H$ is a subgroup contradicting our assumption. Clearly $0 \in H$. Let $h, h' \in H$. By definition of $H$ there exist $n, m, n', m' \in \mathbb{Z}$ such that $nx < h < mx$ and $n'x < h' < m'x$. Therefore $(n - m')x < h - h' < (m - n')x$ proving that $h - h' \in H$ and hence $H$ is a subgroup of $G$. The proof of the theorem is now complete. \qed

5. Normal subsets and proofs of Propositions 8, 11 and Theorem 10

5.1. Normal subsets. Let $G := (X, +)$ be a group and let $A$ be a subset of $G$. For $u \in G$ define $u + A := \{u + x : x \in A\}$. Similarly define $A + u$. We say that $A$ is normal if for all $a \in A$ and $u \in G$ we have $-u + a + u \in A$. Incidentally, $G$, $\{0\}$ and $\emptyset$ are normal.

Fact 1: $A$ is normal iff $-u + A + u = A$ for all $u \in G$.

Proof of Fact 1: Fact 1 is a well known, elementary fact of beginning group theory. We do not include its proof. \qed

We give below some relevant examples of normal sets.

(1) If $A$ is a singleton, say $A = \{a\}$, then $A$ is normal iff $a \in Z(G)$.

Now suppose $G$ equipped with a compatible partial order and $G^+ := \{x \in G : x \geq 0\}$. Then, as it is immediate to see:

(2) $G^+$ is normal.

Next, let $\uparrow a$ be the final segment generated by $a$, that is, $\uparrow a := \{x \in G : a \leq x\}$. Then, trivially, $\uparrow a = a + G^+ = G^+ + a$.

(3) $\uparrow a$ is normal iff $a \in Z(G)$. If $G$ is totally ordered, it suffices that $a$ commutes with all the elements of $G^+$.

Indeed, suppose $\uparrow a$ is normal. Since $a \in \uparrow a$ and $\uparrow a$ is normal we have $-u + a + u \in \uparrow a$ that is $-u + a + u \geq a$ for every $u \in G$. Let $v = -u$, we have $-v + a - v \geq a$, that is $u + a - u \geq a$ and equivalently $a \geq -u + a + u$. Hence $-u + a + u = a$ and therefore $a$ and $u$ commute. Reciprocally, suppose that $a$ and $u$ commute for all $u \in G$. Then $-u + \uparrow a + u = -u + a + G^+ + u = a - u + G^+ + u = a + G^+ = \uparrow a$ and we are done.

If $a$ commutes with an element $u$ it commutes with $-u$. If $G$ is totally ordered, then every nonzero element is either positive or negative. Hence, if $a$ commutes with all elements of $G^+$ it commutes with all elements of $G^- := -G^+$, hence with all elements of $G$. 
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(4) Let \( \text{inc}(0) \) be the set of elements incomparable to 0. Then \( \text{inc}(0) \), \( I := \text{inc}(0) \cup \{0\} \) and \( K(G) \) are convex subsets of \( (X, \leq) \) and normal subsets of \( G \). Furthermore, \( I \) is a convex subset of \( (X, \leq_{\text{pred}}) \).

The first assertion is obvious. For the second, let \( u \leq_{\text{pred}} g \leq_{\text{pred}} v \) with \( u, v \in I \). We prove that \( g \in I \). Suppose that \( g \not\in I \). Since \( K(G) \subseteq I \), \( g \not\in K(G) \) and either \( 0 < g \) or \( g < 0 \). Suppose \( 0 < g \) then from \( g \leq_{\text{pred}} v \) we get \( 0 < v \) and hence \( v \not\equiv_{\text{pred}} 0 \). Thus \( v \not\in I \), a contradiction. If \( g < 0 \), then using the fact that \( \leq_{\text{succ}} = \leq_{\text{pred}} \) we get a contradiction too.

**Lemma 26.** Let \( \leq \) be a compatible total quasi-order on a group \( G = (X, +) \) and let \( F \) be a final segment of \( (X, \leq) \) not containing 0. Define a binary relation \( \leq \) on \( G \) as follows:

\[
x \leq y \text{ if } x = y \text{ or } y - x \in F.
\]

Then:

(a) \( \leq \) is an order.
(b) \( \leq \) is an extension of \( \leq \) and both \( \leq_{\text{pred}} \) and \( \leq_{\text{succ}} \) extend \( \leq \).
(c) \( \leq \) is a semiorder.
(d) \( \leq \) is compatible iff \( F \) is normal.

**Proof.** We observe that since \( \leq \) is total, \( F \) is a final segment of \( G^+ := \{ x \in X : 0 \leq x \} \) equipped with the compatible quasi-order \( \leq \). Hence, \( F \) is a cone, i.e. \( x, y \in F \) implies \( x + y \in F \). Indeed, if \( x \in F \) and \( y \in F \) then since \( 0 \leq y \) and \( \leq \) is a compatible quasi-order, we have \( x \leq x + y \). Since \( x \in F \) and \( F \) is a final segment \( x + y \in F \).

(a) The fact that \( \leq \) is reflexive follows from the definition. Next, \( \leq \) is transitive. Indeed, let \( x, y, z \) be such that \( x \leq y \leq z \). If \( x = y \) or \( y = z \) then \( x \leq z \). If not, then \( y - x \in F \) and \( z - y \in F \). Since \( F \) is a cone, \( z - x = z - y + y - x \in F \) hence \( x \leq z \). Finally, \( \leq \) is antisymmetric, indeed if \( y - x \in F \) and \( x - y \in F \), then since \( F \) is a cone \( 0 \in F \) which is impossible.

(b) Let \( x \leq y \). If \( x = y \) then trivially, \( x \leq y \). Thus we may suppose \( x < y \). In this case, \( y - x \in F \) by definition of \( \leq \). Since \( 0 < y - x \) and \( \leq \) is compatible we have \( x < y \), proving that \( \leq \) is an extension of \( \leq \). Next we prove that \( \leq_{\text{pred}} \) extends \( \leq \), that is, \( x \leq y \) implies \( x \leq_{\text{pred}} y \). Let \( z < x \leq y \). Our aim is to show that \( z < y \), that is, \( y - z \in F \). As \( z < x \leq y \) and \( \leq \) is compatible we have \( x - z \in F \) and \( y - x \geq 0 \) furthermore \( x - z \leq y - x + x - z = y - z \). Since \( F \) is a final segment \( y - z \in F \) as required. Similarly, suppose that \( y < z \). We have \( z - y \in F \) and since \( x < y \), \( y - x \geq 0 \) hence \( z - y \leq z - y + y - x = z - x \). Since \( F \) is a final segment \( z - x \in F \) as required.

(c) Since \( \leq \) is a total quasi-order and, according to item (b), both \( \leq_{\text{pred}} \) and \( \leq_{\text{succ}} \) extend it, the intersection \( \leq_{\text{pred}} \cap \leq_{\text{succ}} \) is a total quasi-order. Hence, according to Lemma 26, \( \leq \) is a semiorder.

(d) Let \( x, y \) be such that \( x \leq y \). If \( z \) is any element of \( G \) then \( y + z - (x + z) = y - x \), hence \( x + z \leq y + z \). On an other hand, \( z + y - (z + x) = z + y - x - z \). Hence, if \( F \) is normal and \( y - x \in F \) then \( z + y - (z + x) \in F \), proving that \( z + x \leq z + y \). Thus \( \leq \) is compatible.

Suppose now that \( \leq \) is compatible and let \( y \in F \) and \( x \in G \). From the definition of \( \leq \) we have \( F = \{ t \in X : t > 0 \} \). Hence, \( 0 < y \) and therefore \( x < y + x \) since \( \leq \) is compatible. But then \( 0 < -x + y + x \), that is, \( -x + y + x \in F \) proving that \( F \) is normal.

\[\square\]

**Lemma 27.** Let \( \leq \) be a compatible total order on a group \( G := (X, +) \), let \( F \) be a normal final segment of this order not containing 0 and let \( \leq_F \) be defined by \( x \leq_F y \) if \( x = y \) or
$y - x \in F$. Then $\leq_F$ is a compatible semiorde and, for $G_F := (X, +, \leq_F)$, $K(G_F)$ is the largest convex normal subgroup of $(X, +, \leq)$ such that $I := X \setminus (F \cup \{0\})$ is a union of cosets.

**Proof.** The first part follows from (d) of Lemma 26. Next, $I$ is $\text{inc}(0)$ in $G_F$. Since $K(G_F) \setminus \{0\}$ is the set of isolated points of $\text{inc}(0) = I$ we infer that for all $x \in \text{inc}(0)$, $x + K(G_F) \subseteq I$ and hence $I$ is a union of cosets of $K(G_F)$. Finally, let $K$ be a convex normal subgroup such that $I$ is a union of cosets of $K$. Then every element of $K$ is isolated in $I$ and hence $K \subseteq K(G)$.

\[ \square \]

**5.2. Proof of Proposition 8**

**Proof.** (i) $\iff$ (ii) The order on $G$ is a weak order if and only if $1 \oplus 2$ does not embed into $G$. Since translations preserve the ordering, this amounts to the fact that the 2-element chain does not embed into $\text{inc}(0)$, that is $\text{inc}(0)$ is an antichain.

(ii) $\iff$ (iii) Let $a, b \in \text{inc}(0) \cup \{0\}$. If $\text{inc}(0)$ is an antichain, then so is $\text{inc}(0) \cup \{0\}$, hence $a$ and $b$ are incomparable and therefore $a - b \in \text{inc}(0) \cup \{0\}$. This proves that $\text{inc}(0) \cup \{0\}$ is a subgroup.

Conversely, suppose that $\text{inc}(0) \cup \{0\}$ is a subgroup. Let $x, y$ be two distinct elements of $\text{inc}(0) \cup \{0\}$ then $x - y \in \text{inc}(0) \cup \{0\}$. Since, in fact, $x - y \in \text{inc}(0)$ it follows that $x$ and $y$ are incomparable.

Next we suppose that any of the above conditions (i), (ii) or (iii) hold. Then $I = \text{inc}(0) \cup \{0\}$ is a normal subset of $G$, that is, for all $x \in I$ and for all $g \in G$ we have $g + x - g \in I$. Indeed, $x$ is incomparable to $0$ if and only if $g + x$ is incomparable to $g$ if and only if $g + x - g$ is incomparable to $g - g = 0$. Hence $I$ is a normal subgroup of $G$. To prove the remaining statement we first prove that $I$ is an autonomous set, that is, every element not in $I$ is either larger than all elements of $I$, or is smaller than all elements of $I$ or is incomparable to all elements of $I$. Let $a, b \in \text{inc}(0) \cup \{0\}$ and let $x \not\in \text{inc}(0) \cup \{0\}$ be such that $x < a$. Then $x - b < a - b$. Since $\text{inc}(0) \cup \{0\}$ is a subgroup we infer that $a - b \in \text{inc}(0) \cup \{0\}$ and $x - b \not\in \text{inc}(0) \cup \{0\}$, that is, $x - b$ is comparable to $0$, or equivalently, $x$ is comparable to $b$. But then we must have $x < b$ because otherwise $b < x < a$ which is impossible. The required conclusion follows from Lemma 22.

\[ \square \]

**5.3. Proof of Proposition 11**

Assertion (1) is Lemma 27. Let us prove Assertion (2). Suppose that $G$ is a threshold group. By definition, $\leq_{\text{pred}}$ is a total order. By (c) of Lemma 3 this total order is compatible. Let $I := \text{inc}(0) \cup \{0\}$ and $F := \{x \in G : 0 \leq_{\text{pred}} x\} \setminus I$.

By (d) of Lemma 26 $F$ is a normal final segment; by Item (4) $I$ is a convex subset of $\leq_{\text{pred}}$. Hence, $F = \{x \in X : 0 < x\}$. It follows that $x < y$ in $G$ if and only if $y - x \in F$ proving (a). Suppose that there is a convex normal subgroup $K$ of $(X, \leq_{\text{pred}})$ such that $I$ is a union of cosets of $K$. We prove that $K \subseteq K(G)$, the equivalence class of 0 with respect to $\leq_{\text{pred}}$. Since $G$ is a threshold group, $K(G) = \{0\}$, hence $K = \{0\}$ and (b) holds. So, let $x \in K$. We prove that $x \equiv_{\text{pred}} 0$, that is $0 \leq_{\text{pred}} x$ and $x \leq_{\text{pred}} 0$. Let $z < 0$. Then $z \in -F$. Since from our hypothesis on $K$, $-F$ is a union of cosets of $K$, the coset containing $z$, namely $z + K$, is included into $-F$, hence $z - x \in -F$ that $z < x$. This proves that $0 \leq_{\text{pred}} x$. Let $z < x$. We have $z - x < 0$ that is $z - x \in -F$. Since $z$ belongs to $z - x + K$, the coset containing $z - x$ and $-F$ is a union of cosets, $z \in -F$ hence $z < 0$. This proves that $x \leq_{\text{pred}} 0$.

Conversely, suppose that $\leq$ is a compatible total order on $G$ and $F$ is a normal final segment of $\{x \in G : 0 < x\}$ satisfying conditions (a) and (b) of the proposition. From (a) we deduce that $F = \{x \in X : 0 < x\}$ and hence $I = \text{inc}(0) \cup \{0\}$. We now prove that $\leq_{\text{pred}}$
is a semiorder if and only if $\leq_{\text{pred}}$ is a total order and hence that $G$ is a threshold group. Indeed, let $x, y$ be such that $x \leq y$ and let $a < x$. Then $x - a \in F$ and $x - a \leq y - a$. Hence, $y - a \in F$ and therefore $a < y$. The group $K(G)$, equivalence class of 0 with respect to $\leq_{\text{pred}}$, is a normal subgroup of $G$. Since this is an antichain of $(X, \leq)$ it is contained in $I$. Since $\leq_{\text{pred}}$ is an extension of $\leq$ it is a convex subset of $I$ with respect to the order $\leq$. We claim that $I$ is a union of cosets of $K(G)$. According to condition $(b)$, we will have $K(G) = 0$, proving that $\leq_{\text{pred}}$ is a total order and hence that $G$ is a threshold group. Our claim amounts to the fact that every coset of $K(G)$ is either a subset of $-F$, or $I$, or $F$. If this fact does not hold, then there exists some coset which meets $-F$ and $I$ or meets $I$ and $F$. Without loss of generality, we may suppose that the latter holds. Then there are $x \in I$ and $y \in F$ such that $x \equiv_{\text{pred}} y$. This is impossible, indeed, since $y \in F$ we have $0 < y$; since $x \equiv_{\text{pred}} y$, it follows $0 < x$ which is impossible since $x \not\in F$. 

5.4. **Proof of Theorem 10**. Let $G := (X, +, \leq)$ be an ordered group. The fact that $(X, \leq)$ is a semiorder if and only if $\text{inc}(0)$ is bipartite follows immediately from the case $n = 3$ of Theorem 1 and the fact that translations preserve the order. Indeed, $\text{inc}(0)$ is bipartite iff the 3-element chain 3 does not embed into $\text{inc}(0)$. Since translations on $G$ preserve the order, this latter condition amounts to the fact that $I \oplus 3$ does not embed into $G$. According to the case $n = 3$ of Theorem 1 this is equivalent to $2 \oplus 2$ does not embed into $G$. Hence $\text{inc}(0)$ is bipartite iff $I \oplus 3$ and $I \oplus 3$ do not embed into $G$, that is the order on $G$ is a semiorder.

$(i) \Rightarrow (iii)$ Suppose that $G := (X, +, \leq)$ is a threshold group. Suppose that $\text{inc}(0)$ is not prime. Let $A$ be a nontrivial autonomous subset in $\text{inc}(0)$. We claim that if $x, x'$ are two distinct elements of $A$ then $x \equiv_{\text{pred}} x'$ and thus $x - x' \in K(G)$. Since $G$ is a threshold group, $K(G) = \{0\}$, hence $x = x'$, a contradiction. In order to prove this claim, we observe first that since $\text{inc}(0)$ is bipartite, the set $\text{inc}(0)^- := \{y \in \text{inc}(0) : y \leq_{\text{pred}} 0\}$ is an antichain of $(X, \leq)$ (if this set contains two elements $y', y''$ with $y' < y''$ then, since $y'' \leq_{\text{pred}} 0$, we have $y < 0$, which is impossible); similarly, the set $\text{inc}(0)^+ := \{y \in \text{inc}(0) : 0 \leq_{\text{pred}} y\}$ is an antichain. Next, either $\text{inc}(0)^-$ or $\text{inc}(0)^+$ contains $A$. Indeed, the poset $\text{inc}(0)$ is bipartite and, since $K(G) = \{0\}$, no element of $\text{inc}(0)$ is isolated (i.e. every element $x$ of $\text{inc}(0)$ is above or below some element of $\text{inc}(0)$) (Lemma 21). Thus, the comparability graph of $\text{inc}(0)$ is connected (otherwise, it would have at least two connected component; each one being nontrivial, this graph would contain the direct sum of two edges, hence $\text{inc}(0)$ would contain $2 \oplus 2$ contradicting the fact the order on $G$ is a semiorder). The connectedness of this graph implies that $A$ cannot contain a vertex in each part of the bipartition (if there are $u', u'' \in A$ with $u' \leq_{\text{pred}} 0 \leq_{\text{pred}} u''$, then every $v' \in \text{inc}(0)^- \setminus A$ is incomparable to $u'$ hence incomparable to all the elements of $A$ since $A$ is autonomous; similarly, every $v' \in \text{inc}(0)^+ \setminus A$ is incomparable to all elements of $A$; since $A$ is nontrivial it is distinct of $\text{inc}(0)$, hence we may suppose that there is some $v' \in \text{inc}(0)^- \setminus A$. But there is no path in the comparability graph connecting $v'$ to $u''$). Finally, suppose that $A \subseteq \text{inc}(0)^+$. Since $\leq_{\text{pred}}$ is a total order, with no loss of generality we may suppose $x \leq_{\text{pred}} x'$. We claim that $x' \leq_{\text{pred}} x$. For that, let $y \leq x'$. If $y \in \text{inc}(0)$ then $y < x$ since $A$ is autonomous; if $y \not\in \text{inc}(0)$ then $y < 0$. Since $0 \leq_{\text{pred}} x$, $y < x$. This proves our claim. If $A \subseteq \text{inc}(0)^-$, we show that $x \equiv_{\text{succ}} x'$; since $\equiv_{\text{succ}} = \equiv_{\text{pred}}$ we obtain also that $x' \equiv_{\text{pred}} x$. Hence, $\text{inc}(0)$ is prime.

$(iii) \Rightarrow (ii)$ Obvious.

$(ii) \Rightarrow (i)$ If $\text{inc}(0)$ is empty, $G$ is totally ordered, hence it is a threshold order. Suppose that $\text{inc}(0)$ is nonempty. Since it is bipartite, the order on $G$ is a semiorder. Since $\text{inc}(0)$ has
no isolated vertex, Lemma 21 asserts that \( K(G) = \{0\} \), hence this semiorder is a threshold order.

\[\square\]

6. Some properties of the groups \( I(G)(0) \) and \( A(G) \) and proofs of Theorems 15 to 19

The decomposition of the incomparability graph of a poset into connected components is expressed in the following lemma which belongs to the folklore of the theory of ordered sets.

**Lemma 28.** If \( P := (X, \leq) \) is a poset, the order on \( P \) induces a total order on the set \( P/\neg \neg \) of connected components of \( \text{Inc}(P) \) and \( P \) is the lexicographical sum of these components indexed by the chain \( P/\neg \neg \). In particular, if \( \leq \) is a total order extending the order \( \leq \) of \( P \), each connected component \( A \) of \( \text{Inc}(P) \) is an interval of the chain \( (X, \preceq) \).

We denote by \( \omega \) the chain of nonnegative integers and by \( \omega^* \) the chain of negative integers.

**Lemma 29.** If \( P \) is a semiorder and \( A \) is a connected component of \( \text{Inc}(P) \) then \( \omega + 1 \) and \( 1 + \omega^* \) do not embed into \( (A, \preceq) \); equivalently, chains of \( (A, \preceq) \) embed into \( \mathbb{Z} \).

**Proof.** Since \( P \) is a semiorder, the intersection of \( \preceq_{\text{pred}} \) and \( \preceq_{\text{succ}} \) is a total quasi-order (Lemma 2). Let \( \leq \) be a total order included into \( \preceq_{\text{pred}} \) and \( \preceq_{\text{succ}} \). According to implication (2) of Subsection 2.3, \( \preceq_{\text{pred}} \) and \( \preceq_{\text{succ}} \) extend \( \leq \). Hence \( \leq \) extend \( \leq \). From Lemma 28, \( A \) is an interval of \( (P, \leq) \).

**Claim 1.** If \( x < y \) and if \( x \) is incomparable to \( y \) with respect to \( \leq \) then \( [x, y]_{\leq} := \{ z : x \preceq z \preceq y \} \) is an antichain.

**Proof of Claim 1.** Suppose for a contradiction that there are elements \( a, b \) such that \( x \preceq a < b \preceq y \). Since \( a < b \) and \( b \preceq y \) we have \( a < y \). Since \( \preceq_{\text{pred}} = \preceq_{\text{succ}} \) and \( x \preceq_{\text{succ}} a \), we have \( x < y \). A contradiction since \( x \) and \( y \) are incomparable. \( \square \)

Since \( A \) is connected, any two elements \( x, y \) of \( A \) are joined by a path. We denote by \( d_{\text{inc}(P)}(x, y) = n \) the length of the shortest path from \( x \) to \( y \). From Claim 1 we obtain:

**Claim 2.** For every non negative integer \( n \), every \( x, y \in A \) with \( x \preceq y \) and \( d_{\text{inc}(P)}(x, y) = n \), the chains of \( (P, \leq) \) included into \( [x, y]_{\leq} \) have at most \( n \) elements.

**Proof of Claim 2.** Induction on \( n \). The case \( n = 0 \) is obvious since \( x = y \). The case \( n = 1 \) is Claim 1. Suppose \( n \geq 2 \). Then there is some \( z \in [x, y]_{\leq} \) such that \( x \) and \( z \) are incomparable with respect to \( \preceq \) and \( d_{\text{inc}(P)}(z, y) = n - 1 \). \( \square \)

Let \( A \) be a connected component of \( \text{Inc}(P) \). If \( 1 + \omega^* \) is embeddable in \( (A, \leq) \) then the interval in the chain \( (P, \leq) \) determined by the images of the extremal elements of \( 1 + \omega^* \) contains an infinite chain with respect to \( \preceq \). According to Lemma 28, this interval is included into \( A \). But according to Claim 2, the chains have bounded size. Contradiction. The fact that \( \omega + 1 \) and \( 1 + \omega^* \) do not embed into a poset (semiordered or not) is equivalent to the fact that every chain of \( (A, \leq) \) embeds into \( \mathbb{Z} \) is well known. \( \square \)

**Lemma 30.** Let \( G = (X, +, \leq) \) be an ordered group. Then \( I(G)(0) \) is a convex normal subgroup and \( G/I(G)(0) \) is totally ordered.

**Proof.** According to Lemma 28, the poset \( (X, \leq) \) is the lexicographical sum of its connected components. The order relation being compatible with the group operation, its complement is compatible, hence the transitive closure of this complement, that is the connectedness
relation ≡ is an equivalence relation compatible with the group operation on $G$, hence the equivalence class of 0, that is $I(G)(0)$, is a normal subgroup and $G/I(G)(0)$ is totally ordered.

**Lemma 31.** Every subgroup $H$ of an ordered group $G = (X, +, \leq)$ which contains $\text{inc}(0)$ contains $I(G)(0)$.

**Proof.** We prove that every $x \in I(G)(0)$ belongs to $H$ by induction of $d_{\text{Inc}(G)}(0, x)$. The case $n \leq 1$ amounts to the hypothesis. Suppose $n > 1$. Then there is some $y$ incomparable to $x$ such that $d_{\text{Inc}(G)}(0, y) = n - 1$. Via the induction hypothesis, $y \in H$; since $y$ is incomparable to $x$, $-y + x$ is incomparable to 0, hence belongs to $H$. Consequently $x = y + (-y + x) \in H$. □

**Lemma 32.** Let $G = (X, +, \leq)$ be an ordered group and $H$ be subgroup of $G$. If $H \subseteq \text{inc}(0) \cup \{0\}$, then $H$ is an antichain.

**Proof.** Suppose for a contradiction that $H$ is not an antichain and let $a < b$ in $H$. Then $0 < b - a \in H$ which is not possible since $H \setminus \{0\} \subseteq \text{inc}(0)$. □

**Lemma 33.** Let $G = (X, +, \leq)$ be an ordered group and $H$ be a convex subgroup of $G$ distinct from an antichain. Then $H$ is a convex subset of $\leq_{\text{pred}}$. In particular $K(G) \subseteq H$.

**Proof.** Indeed, let $x \leq_{\text{pred}} z \leq_{\text{pred}} y$ and $x, y \in H$. Since $H$ is not an antichain, there exists $h \in H$ such that $0 < h$. Hence, $y < y + h$ and since $-h < 0$ we have $x - h < x$. By definition of $\leq_{\text{pred}}$ we have $x - h < z < y + h$. But, $x - h, y + h \in H$ and $H$ is convex, it follows that $z \in H$. Since $K(G)$ is the equivalence class of $\equiv_{\text{pred}}$ and $H$ is a convex subgroup of $(X, +, \leq_{\text{pred}})$ we have $K(G) \subseteq H$. □

**Lemma 34.** Let $G = (X, \leq, +)$ be an ordered group whose order is a semiorder distinct from an antichain. If $G = I(G)(0)$, then every maximal chain in the positive cone $C^+ := \{x \in X : x \geq 0\}$ has order type $\omega$.

**Proof.** If $L$ is a maximal chain in $C^+$, then it has a minimal element, namely 0; since $C^+ \neq \{0\}$, it has no maximal element. According to Lemma 29 it embeds in $\mathbb{Z}$. The conclusion follows. □

If $G := (X, +, \leq)$ is a totally ordered group and $x \in X$ we denote by $\tilde{\mathbb{Z}} x$ the least convex subgroup of $G$ containing $x$. As it is easy to show, $\tilde{\mathbb{Z}} x = \{y \in X : nx \preceq y \preceq mx$ for some $n, m \in \mathbb{Z}\}$. Alternatively, supposing $0 < x$, $\tilde{\mathbb{Z}} x = \mathbb{Z}[0, x]$ where $[0, x] := \{y \in X : 0 < y \preceq x\}$.

**Lemma 35.** If $G := (X, +, \leq)$ is a non totally ordered threshold group with an attained threshold, say $\alpha$, then $I(G)(0) = \tilde{\mathbb{Z}} \alpha$, the least convex subgroup of $(X, +, \leq_{\text{pred}})$ containing $\alpha$.

**Proof.** The set $\text{inc}(0) \cup \{0\}$ is the interval $]-\alpha, \alpha[\text{ of } (X, \leq_{\text{pred}})$ hence $\tilde{\mathbb{Z}} \alpha$ contains $\text{inc}(0)$. According to Lemma 31 it contains $I(G)(0)$. Since $\text{inc}(0) \neq \{0\}$ we may pick $b$ with $0 <_{\text{pred}} b <_{\text{pred}} \alpha$. Since $b$ is incomparable to 0 and $\alpha$ with respect to the order $\leq$, $\alpha \in I(G)(0)$ and more generally $\mathbb{Z} \alpha \subseteq I(G)(0)$. Since $I(G)(0)$ is convex in $(X, \leq_{\text{pred}})$ it contains $\tilde{\mathbb{Z}} \alpha$. □

**Corollary 36.** If a threshold group $G$ is not totally ordered and has no infinite antichain then $I(G)(0)$ is the group of integers equipped with a threshold order.
Proof. Assume \( G \) is a threshold group (so that \( \leq_{\text{pred}} \) is a total order) with no infinite antichain. Since \( \text{inc}(0) \) is the union of (at most) two antichains, it must be finite. Since \( \text{inc}(0) \cup \{0\} \) is an interval of \( \leq_{\text{pred}} \) (cf. Item (4) of Subsection 5.1) and this interval is not reduced to 0, we infer that 0 has a successor \( a \) in \( \leq_{\text{pred}} \) and \( a \in \text{inc}(0) \). Let \( b \) be the largest element of \( \text{inc}(0) \) (with respect to \( \leq_{\text{pred}} \)). Then \( \alpha = a + b \) is the threshold of \( G \). It follows from Lemma 35 that \( I(G)(0) = \mathbb{Z}a \).

**Lemma 37.** Let \( G := (X, +, \leq) \) be an ordered group whose order is a semiorder. Then \( A(G) \) is the largest subgroup \( G \) which is an antichain. This is a normal subgroup of \( G \) and a convex subset of \( (X, \leq) \).

**Proof.** Let \( x \in A(G) \) and \( \overline{x} \) be the least convex subset of \( (X, \leq_{\text{pred}}) \) containing \( \mathbb{Z}x \). Since \( \text{inc}(0) \cup \{0\} \) is an interval of \( \leq_{\text{pred}} \) (cf. Item (4) of Subsection 5.1) and \( \mathbb{Z}x \subseteq \text{inc}(0) \cup \{0\} \), it follows that \( \overline{x} \subseteq \text{inc}(0) \cup \{0\} \). Trivially, \( \overline{x} \) is a subgroup of \( G \). Now the convex subgroups of a totally quasi-ordered group form a chain with respect to inclusion. Hence, the union of any subfamily is a convex subgroup. In particular, the union of the convex subgroups included into \( \text{inc}(0) \cup \{0\} \) is a subgroup of \( G \). This subgroup is equal to \( A(G) \). By maximality, it is normal. \( \square \)

**Lemma 38.** Let \( G := (X, +, \leq) \) be an ordered group whose order is a semiorder and let \( x, y \) be such that \( 0 \leq_{\text{pred}} x \leq_{\text{pred}} y \) and \( x \notin A(G) \). If \( G = I(G)(0) \), then there exists an integer \( n \) such that \( y \leq_{\text{pred}} nx \).

**Proof.** According to Lemma 37, \( A(G) \) is an interval of \( (X, \leq_{\text{pred}}) \), hence \( y \notin A(G) \). Since \( x \notin A(G) \) there exists some integer \( n \in \mathbb{N} \) such that \( 0 < nx \). We claim that there is some \( k \in \mathbb{N} \) such that \( y \leq_{\text{pred}} knx \) and we are done. If not, the set \( \{knx : k \geq 1\} \cup \{y\} \) is a chain of order type \( \omega + 1 \) in \( (X, \leq) \) contradicting Lemma 34. Indeed, from \( 0 < nx \) we get that \( \{knx : k \geq 1\} \) is a subchain of \( (X, \leq) \). Next, from \( 0 < knx \) we get \( knx < y \), hence \( y \) is above all \( knx \).

**Lemma 39.** Let \( G := (X, +, \leq) \) be a threshold group. Then \( I(G)(0)/A(G) \) is an additive subgroup of the reals equipped with a threshold order. If \( A(G) \neq \{0\} \) the threshold is attained.

**Proof.** Let \( H := A(G) \). Since \( H \) is convex in \( \leq_{\text{pred}} \), the image \( \preceq \) of \( \leq_{\text{pred}} \) on \( I(G)(0)/H \) is a total order. Similarly, since \( H \) is a convex in \( (X, \leq) \), the image \( \preceq' \) of \( \preceq \) on \( I(G)(0)/H \) is an order. Let \( F \) be the set of positive elements of \( G \) with respect to \( \leq \). Clearly, the image \( F' \) of \( F \) is a final segment of \( \leq \). Let \( x', y' \in G/H \). We claim that \( x' < y' \) if and only if \( y' - x' \in F' \). Suppose that \( y' - x' \in F' \). Then, there is some \( u \in (y' - x') \cap F \), that is \( y' = x' + u + H \), amounting to \( x' < y' \). The converse is immediate. From this follows that \( G/H \) is a threshold order. From Lemma 38 we deduce that \( I(G)(0)/H \) is archimedean (with respect to \( \preceq \)) and from Hölder’s Theorem we deduce that \( I(G)(0)/H \) is isomorphic to some subgroup of the additive group of real numbers with the natural order, in particular it is abelian. Suppose that \( H \neq \{0\} \). Since \( G \) is a threshold order, \( F \) of Proposition 11 asserts that \( G \setminus (-F \cup F) \) is not a union of cosets of a nontrivial convex subgroup \((G, +, \leq_{\text{pred}})\). In particular it is not the union of cosets of \( H \). Hence some coset meets both \( G \setminus (-F \cup F) \) and \( F \). This coset is the threshold of \( G/H \).

6.1. **Proof of Theorem** 15. (a). Lemma 21
(b). Lemma 30 and Lemma 31
(c). Lemma 37
6.2. Proof of Theorem 16. We prove (i) \(\Rightarrow\) (iii) \(\Rightarrow\) (ii) \(\Rightarrow\) (i).

Let \(\leq\) the quasi-order on \(G\), \(\leq_{\text{pred}}\) the corresponding quasi-order and \(H := K(G)\).

(iii) \(\Rightarrow\) (ii). Since \(G/H\) is a threshold group, \(I(G/H)(0)\) is a threshold group. Since \(I(G/H)(0) = I(G)(0)/H\) the conclusion follows.

(ii) \(\Rightarrow\) (i). The order on \(G\) is the lexicographical sum of \(I(G)(0)\) indexed by \(G/I(G)(0)\). Since \(I(G)(0)/K(G)\) is a threshold group, the order on \(I(G)(0)\) is a semiorder. The order on \(G/I(G)(0)\) is total, hence the order on \(I(G)(0) \times (G/I(G)(0))\), that is on \(G\), is a semiorder.

6.3. Proof of Theorem 17. (a). Lemma 39

(b). Apply Lemma 21 to \(I(G)(0)\) and \(H = K(G)\).

(c). Let \(C := \{x \in X : 0 < x\}\). According to Lemma 32 some coset of \(H := A(G)\) meets both \(C\) and \(G \setminus C\). Let \(F'\) be the intersection of this coset with \(C\). Since \(A(G)\) is a direct product of \(G\) we may suppose that the group \(G\) is the direct product \(A(G) \times (G/A(G))\), hence \(F' = F \times \{\alpha\}\) where \(\alpha \in G/A(G)\) and \(F\) is a final segment of \(A(G)\) equipped with the order induced by \(\leq_{\text{pred}}\). It is easy to check that the order \(\leq_{\text{F,\alpha}}\) coincide with \(\leq\).

6.4. Proof of Theorem 18. (1) Follows from Lemma 34 We now prove (2). If \(G\) is isomorphic to the group of integers equipped with a threshold order, then clearly \(K(G) = \{0\}\) and \(G\) has no infinite antichain. Now suppose \(K(G) = \{0\}\) and \(G\) has no infinite antichain. It follows from \(K(G) = \{0\}\) that \(\leq_{\text{pred}}\) is a total order. Then we conclude from Lemma 35 that \(I(G)(0)\) is the least convex subgroup of \((X, +, \leq_{\text{pred}})\). Since \(G\) has no infinite antichain and \(\text{inc}(0) \cup \{0\}\) is bipartite (see Theorem 10) we infer that \(\text{inc}(0) \cup \{0\}\) is finite. Since the set \(\text{inc}(0) \cup \{0\}\) is the interval \([0, \{0\}]\) it follows that \([0, \{0\}]\) is finite. It follows by translation that \(0\) has a successor in \(\leq_{\text{pred}}\). Say \(a\) is the successor of \(0\) in \(\leq_{\text{pred}}\). It follows easily that \(I(G)(0)\) is \(\mathbb{Z}a\) and hence \(G = I(G)(0)\) is isomorphic to the group of integers equipped with a threshold order. The proof of Theorem 18 is now complete.

6.5. Proof of Theorem 19. Let \(G := (X, +, \leq)\) be an ordered group such that \(\leq\) is a semiorder and \(H\) be a convex subgroup of \(G\). If \(H\) is an antichain then by (c) of Theorem 15 \(H \subseteq A(G)\) and we are done. Suppose that \(H\) is not an antichain. From Lemma 33 we deduce that \(H\) is an interval of \(\leq_{\text{pred}}\) containing \(K(G)\). Now, suppose for a contradiction that \(\text{inc}(0) \not\subseteq H\) and let \(g \in \text{inc}(0) \cup \{0\} \setminus H\). Then \(g\) is either above all elements of \(H\) or is below all elements of \(H\) in \(\leq_{\text{pred}}\). Say the former holds. Since \(H\) is not an antichain we infer that there exists \(h \in H\) such that \(0 < h\). By definition of \(\leq_{\text{pred}}\) we have that \(0 < g\) which is impossible. Hence, \(\text{inc}(0) \subseteq H\). According to Lemma 31 \(I(G)(0) \subseteq H\). Since \(I(G)(0)\) is normal in \(G\), it is normal in \(H\), hence \(H\) is the union of the cosets of \(I(G)(0)\). These cosets are totally ordered by Lemma 30. If \(H\) is normal, it follows that the cosets of \(H\) form a chain of intervals and \(G\) is the lexicographical sum of the cosets of \(H\).

7. Clifford’s example and a proof of Theorem 13

In this section we exhibit an example, due to Clifford, of an ordered group with the property that the set of positive elements contains no proper normal final segment. Following Clifford, let \(G\) be the group generated by a set of symbols \(g(\alpha)\), one for each rational number \(\alpha\), subject to the generating relations

\[
g(\alpha) + g(\beta) = g\left(\frac{\alpha + \beta}{2}\right) + g(\alpha) \quad \text{if } \alpha > \beta.
\]
By repeated application of (5) it is clear that every element \( a \) of \( G \) can be brought to "normal form":

\[
(6) \quad a = m_1 g(\alpha_1) + m_2 g(\alpha_2) + \cdots + m_s g(\alpha_s).
\]

where the \( m_i \) are nonzero integers, and the \( \alpha_i \) are rational numbers satisfying \( \alpha_1 < \alpha_2 < \cdots < \alpha_s \). It can be shown that the normal form (6) is unique. In particular, \( g(\alpha) \neq g(\beta) \) for \( \alpha \neq \beta \). We order \( G \) by declaring \( a > 0 \) if \( m_s > 0 \). Note that \( 0 < g(\alpha) < g(\beta) \) whenever \( \alpha < \beta \).

**Proposition 40.** A nontrivial final segment of \( \{ g \in G : g > 0 \} \) cannot be normal.

**Proof.** **Claim 1:** A normal subset \( N \) of \( G \) either contains all generators of \( G \) or contains none.

Indeed, let \( \beta \) be a rational number such that \( g(\beta) \in N \). Let \( r \) be a rational number such that \( r > \beta \). Then \( 2r - \beta > \beta \), hence by applying (5) we get \( g(2r - \beta) + g(\beta) = g(r) + g(2r - \beta) \), that is, \( g(2r - \beta) + g(\beta) - g(2r - \beta) = g(r) \). From the normality of \( N \) we deduce that \( g(r) \in N \). We now consider the case \( \beta > r \). Then \( 2\beta - r > r \), hence by applying (5) we get \( g(2\beta - r) + g(r) = g(\beta) + g(2\beta - r) \), that is \( g(r) = -g(2\beta - r) + g(\beta) + g(2\beta - r) \). From the normality of \( N \) we deduce that \( g(r) \in N \). Hence, all generators of \( G \) are in \( N \).

**Claim 2:** A normal subset \( N \) which is a final segment of \( G^+ \) and that contains all generators of \( G \) must contain \( G^+_s \).

Indeed, let \( a \in G^+_s \). Write \( a \) in normal form as in (6). By definition, \( m_s > 0 \) from which it follows that \( g(\alpha_1) < a \) (this is obvious if \( s = 1 \); if \( s \neq 1 \) observe that \( -g(\alpha_1) + a = (m_1 - 1)g(\alpha_1) + m_2 g(\alpha_2) + \cdots + m_s g(\alpha_s) \) is under normal form with \( m_s > 0 \) hence is positive). Thus \( g(\alpha_1) < a \) from which \( a \in N \) follows. This proves that \( G^+_s \subseteq N \).

**Claim 3:** A normal subset \( N \) which is a final segment of \( G^+ \) and that contains none of the generators of \( G \) must be empty.

Suppose that none of the generators of \( G \) belong to \( N \). Let \( I := G \setminus (-N \cup N) \). Since all generators belong to \( G^+ \) they belong to \( I \). We claim that for every \( a \in G \) there is some rational \( \beta \) such that \( a < g(\beta) \). For that, we prove that \( n g(\alpha) < g(\beta) \) for every integer \( n \) and rational numbers \( \alpha \) and \( \beta \) such that \( \alpha < \beta \). Let \( a = -ng(\alpha) + g(\beta) \) and notice that since \( \alpha < \beta \) the element \( a \) is in normal form. It follows then that \( 0 < a \), that is, \( n g(\alpha) < g(\beta) \). Now let \( a \in G \) written in normal form, say \( a = m_1 g(\alpha_1) + m_2 g(\alpha_2) + \cdots + m_s g(\alpha_s) \). We have that \( m_i g(\alpha_i) < g(\alpha_s) \) for all \( 1 \leq i < s \) and therefore \( a < (s - 1 + m_s) g(\alpha_s) < g(\beta) \).

7.1. **Proof of Proposition [13]**. We will use abelian quotients.

**Theorem 41.** Let \( G \) be a totally ordered group and \( H \) be a nontrivial normal convex subgroup. If \( G/H \) is abelian, then \( G \) has a normal final segment \( F \) such that \( I := G \setminus (-F \cup F) \) is not a subgroup of \( G \).

**Proof.** Let \( \alpha \in G \) be such that \( 0 < \alpha \) and \( \alpha \notin H \) and set

\[ F := \{ g \in G : g + H > \alpha + H \} . \]

- \( F \neq \emptyset \). Indeed, since \( I \) is nontrivial \( G/H \), which is totally ordered, must be infinite.
- \( \alpha \notin F \).
• Every element of $F$ is positive. Let $g \leq 0$. Then $g + H \leq 0 + H < \alpha + H$ and hence $g \notin F$.
• $F$ is a final segment of $G$. Let $f, g \in G$ be such that $f \in F$ and $f \leq g$. Then $\alpha + H < f + H \leq g + H$. Hence, $g \in F$.
• $F$ is normal. Let $f \in F$ and $g \in G$. Then

$$
g + f - g + H = (g + H) + (f + H) - (g + H) \\
= (g + H) - (g + H) + (f + H) \text{ (this is because } G/H \text{ is abelian)} \\
= f + H > \alpha + H.
$$

• $I$ is not a subgroup of $G$. Note that since $\alpha \notin F$ and $0 < \alpha$ we infer that $\alpha \in I$ (in particular $I \neq H$). Since $2\alpha - \alpha = \alpha \notin H$ we infer that $2\alpha + H \neq \alpha + H$. From $\alpha < 2\alpha$ we infer that $\alpha + H < 2\alpha + H$ leading to $2\alpha \in F$. Hence, $2\alpha \notin I$ proving that $I$ is not a subgroup of $G$.

We now consider finitely generated groups.

**Theorem 42.** Let $G$ be a finitely generated nonarchimedean totally ordered group. Then $G$ has a nontrivial normal convex subgroup $H$ such that $G/H$ is abelian.

**Proof.** Let $g_1, \ldots, g_n$ be generators of $G$. Note that $n \geq 2$. We may assume without loss of generality that $0 < g_1 < \cdots < g_n$. We prove that $C_{g_n}$, the largest convex subgroup not containing $C_{g_n}$ (whose existence is ensured by Lemma 24), satisfies the conditions of the theorem.

(i) Clearly $C_{g_n} \neq G$. Moreover, if $H$ is a convex subgroup containing properly $C_{g_n}$, then, by definition, $g_n \in H$. By convexity, all the $g_i$’s belong to $H$, hence $H = G$. Thus, $C_{g_n}$ is the largest proper convex subgroup of $G$.

(ii) Since $G$ is nonarchimedean it has a nontrivial convex subgroup. This subgroup cannot contain $g_n$ and hence $C_{g_n} \neq \{0\}$.

(iii) We now prove that $C_{g_n}$ is a normal subgroup of $G$. Indeed, if $g \in G$, then $g + C_{g_n} - g$ is a convex subgroup (this is because the map $\varphi_g(x) = g + x - g$ is an ordered group automorphism) and hence either $C_{g_n} \subseteq g + C_{g_n} - g$ or $g + C_{g_n} - g \subseteq C_{g_n}$. Note that $g_n \notin g + C_{g_n} - g$ because otherwise $G = g + C_{g_n} - g$ and hence $G = C_{g_n}$ contradicting the fact that $C_{g_n}$ is a proper subgroup. Hence, $g + C_{g_n} - g \subseteq C_{g_n}$ for all $g \in G$ proving that $C_{g_n}$ is a normal subgroup of $G$.

(iv) Since $C_{g_n}$ is the maximal proper convex subgroup of $G$ we infer that $G/C_{g_n}$ has no nontrivial convex subgroups. Therefore $G/C_{g_n}$ is archimedean and hence is isomorphic to a subgroup of $\mathbb{R}$. In particular it is abelian. \qed

We now proceed to the proof of Proposition 13. Let $G$ be a totally ordered group. If $G$ is archimedean, then it follows from Hölder’s Theorem that $G$ is abelian. From Corollary 12 we deduce that $G$ has a nonempty final segment $F$ verifying (b) of Proposition 12 hence $H$ is not a subgroup. On the other hand, if $G$ is nonarchimedean and finitely generated, then the required conclusion follows from Theorems 11 and 12.
8. Dimension

Let $G$ be a threshold group, with attained threshold $\alpha$. Our aim is to prove in an effective way that the dimension of the order is at most 3.

**Proposition 43.** A threshold group $G := (X, +, \leq_\alpha)$ with attained threshold $\alpha$ has dimension at most 3.

**Proof.** Since $G$ is a threshold group, it follows from (b) of Theorem 15 that the order on $G$ is isomorphic to the lexicographical sum of the order of $I(G)(0)$ indexed by the chain $G/I(G)(0)$. Since the dimension of a linear sum is at most the dimension of each component of the sum, it suffices to prove that the dimension of $I(G)(0)$ is at most three. If $I(G)(0) = \{0\}$, $G$ is totally ordered and the result is obvious. We suppose that $I(G)(0) \neq \{0\}$ and we prove that the order $\leq_\alpha$ is the intersection of the three total orders $\leq_i$, for $i = 1, 2, 3$. According to Lemma 55, $I(G)(0) = \wedge\alpha$. We define the orders $\leq_i$, for $i = 1, 2, 3$ on intervals of $I(G)(0)$ of the form $[n\alpha, (n+1)\alpha]$, $[2n\alpha, (2n+2)\alpha]$ and $[(2n+1)\alpha, (2n+3)\alpha]$ respectively.

Then, we extend these orders to $I(G)(0)$ by putting these intervals one after the other according to the order of the integers $n \in \mathbb{Z}$. The order $\leq_1$ reverses the order $\leq_{\text{pred}}$ on each $[n\alpha, (n+1)\alpha]$. Being the lexicographical sum of the $[n\alpha, (n+1)\alpha]$ indexed by the chain $\mathbb{Z}$, $I(G)(0)$ is totally ordered and this order extends the order $\leq$. The order $\leq_2$ on $[2n\alpha, (2n+2)\alpha]$ and the order $\leq_3$ on $[(2n+1)\alpha, (2n+3)\alpha]$ are defined in the same way. To define these two orders at once, let $A_i := [u, u+2\alpha]$ be an interval of length $2\alpha$ of $(X, \leq_{\text{pred}})$. The relation $\leq^u$ we define reverses all pairs $(x, y)$ with $x \in [u, u+\alpha]$ and $y \in [u+\alpha, u+2\alpha]$, and $x \not\leq y$ (that is $y \leq^u x$) and keep unchanged the others pairs $(x, y)$ such that $x \leq_{\text{pred}} y$. This relation is reflexive, antisymmetric, total and extends the order $\leq$. We claim that it is transitive. Since it is total, it suffices to show that there is no 3-element cycle. If there is such a cycle $\{x, y, z\}$, two of its elements, at least, say $x, y$ with $x \leq^u y$, are in $[u, u+\alpha]$ or in $[u+\alpha, u+2\alpha]$. Suppose that they are in $[u, u+\alpha]$. Since $\leq^u$ coincides with $\leq_{\text{pred}}$ on $[u, u+\alpha]$ we have $x \leq_{\text{pred}} y$ and necessarily the third element $z$ is in $[u+\alpha, u+2\alpha]$. Since $\{x, y, z\}$ forms a cycle we must have $y < z$ and $x \not\leq z$. But $x \leq_{\text{pred}} y$ amounts to $x \leq_{\text{succ}} y$; with $y < z$, this implies $x < z$, a contradiction. The case where two elements of the cycle are in $[u+\alpha, u+2\alpha]$ is similar. Now, we take $\leq_2$ equal to $\leq^u$ for $u = 2n\alpha$ and $\leq_3$ equal to $\leq^u$ for $u = (2n+1)\alpha$. The resulting orders on $I(G)(0)$ extend the order $\leq$. To conclude, we show that their intersection is $\leq$. Let $x, y \in X$ such that $x \leq_i y$ for $i = 1, 2, 3$; we prove that $x \leq y$. Supposing $x \neq y$ this amounts to prove that $\alpha \leq_{\text{pred}} y - x$. First, observe that $x$ and $y$ cannot belong to the same interval $[n\alpha, (n+1)\alpha]$, indeed on such an interval $\leq_1$ and $\leq_2$ are reverse of each other. If these two intervals are not consecutive, we have $x \leq_{\text{pred}} y$ and $\alpha \leq_{\text{pred}} y - x$ hence $x \leq y$ as required. If the two intervals are consecutive, we have $x \in [n\alpha, (n+1)\alpha]$ and $y \in (n+1)\alpha, (n+2)\alpha]$. Indeed, with respect to $\leq_2$ if $n$ is odd, and with respect to $\leq_3$ if $n$ is even, all elements of the interval $[n\alpha, (n+1)\alpha]$ are before those of $[(n+1)\alpha, (n+2)\alpha]$. If $n$ is even, the fact that $x \leq_2 y$ implies $x \leq y$ whereas if $n$ is odd, $x \leq_3 y$ implies $x \leq y$. □

**Remark 1.** None of the linear orders $\leq_i$, for $i = 1, 2, 3$, is compatible with the group operation (still $\leq_1$ is preserved by the translation $t_\alpha$, whereas $\leq_2$ and $\leq_3$ are preserved by $t_{2\alpha}$). There are very rare cases for which the order of an ordered group is the intersection of compatible linear orders. In fact, in many cases, there is just one compatible linear order extending the order. For an example, this is the case for the threshold order $\leq_1$ on $\mathbb{R}$. 29
9. Posets embeddable into ordered groups

We introduce the following notion. Let \( P, Q \) be two posets, we set \( P \preceq Q \) if \( P \) can be embedded in every ordered group \( G \) in which \( Q \) can be embedded. This defines a quasi-order on the class of posets. This quasi-order extends the embeddability relation, that is if \( P \) embeds in \( Q \), then \( P \preceq Q \). The equivalence relation corresponding to this quasi-order is defined by \( P \simeq Q \) if \( P \preceq Q \) and \( Q \preceq P \). We set \( P \prec Q \) if \( P \preceq Q \) and \( Q \npreceq P \). Observe that if \( P \) is a 1-element chain, the equivalence class of \( P \) consists of the 1-element chains. Hence, if we consider posets up to isomorphism, this class has just one element. Similarly:

(\( a \)) If \( P \) is a \( n \)-element antichain, the equivalence class consists of "the" \( n \)-element antichain.

Indeed, we claim that if \( Q \prec P \) then \( Q \) is an antichain of size at most \( n-1 \). For that, let \( G \) be the direct product \( G := \mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z}) \). Select as positive cone the set \( C_1 := \{(m,0) : m \geq 0\} \). The resulting ordered group is a direct sum of \( n \) copies of \( \mathbb{Z} \).

Indeed, let \( G \) be the direct product \( G := \mathbb{Z} \times (\mathbb{Z}/n\mathbb{Z}) \) with positive cone \( C_1 := \{(m,0) : m \geq 0\} \) being the direct sum of \( n \) copies of \( \mathbb{Z} \); hence \( Q \) is a direct sum of chains. Select as positive cone \( C_2 := C_1 \cup \{(m,i) : 1 \leq m, i < n\} \). The order is a lexicographical sum over \( \mathbb{Z} \) of \( n \)-element antichains. Again, this poset embeds \( P \) hence it embeds \( Q \), hence \( Q \) is a lexicographical sum of antichains. Necessarily, \( Q \) is an antichain and since it cannot be isomorphic to \( P \) it has less than \( n \) elements proving our claim.

(\( \beta \)) If \( P \) is the 2-element chain, then its equivalence class is made of all finite chains of cardinality at least 2, of the chain \( \omega \) of nonnegative integers, the chain \( \omega^* \) of negative integers and the chain \( \mathbb{Z} \) of all integers.

Indeed, if an ordered group \( G \) contains a 2-element chain, it contains some element \( x \) such that \( 0 < x \). The subgroup generated by \( x \) is \( x\mathbb{Z} \); it is ordered as \( \mathbb{Z} \) hence \( G \) contains a chain of type \( \mathbb{Z} \).

(\( \gamma \)) If \( P \) is a direct sum of two finite chains and \( Q \preceq P \) then \( Q \) is also a direct sum of two chains.

Indeed, let \( Q \preceq P \). The group \( G := \mathbb{Z} \times (\mathbb{Z}/2\mathbb{Z}) \) is a 1-element chain, the equivalence class of \( \mathbb{Z} \) consists of all finite chains. Hence, \( Q \) is a direct sum of chains.

(\( \delta \)) If \( P \) is \( 1 \oplus 2 \), its equivalence class reduces to \( 1 \oplus 2 \).

Indeed, from (\( \gamma \)) \( Q \) is a direct sum of at most two chains. The ordered group \( G := (\mathbb{Z}, \leq) \), with \( C_3 := \{n : n \geq 3\} \) as positive cone, embeds \( P \), hence embeds \( Q \).

It follows that either \( Q \) is a chain or is isomorphic to \( P \). This proves our claim.

We prove:

Proposition 44. (1) For any positive integer \( n \geq 2 \), the set \( \mathcal{S}_n \) of posets of the form \( (q+1) \oplus p \) such that \( p,q \geq 1 \) and \( p+q = n \) form an equivalence class of \( \simeq \).

(2) Let \( P \in \mathcal{S}_n \). Then for every poset \( Q \):

(a) if \( Q \preceq P \), then either \( Q \simeq 1 \) or \( Q \simeq 2 \) or \( Q \) belongs to some \( \mathcal{S}_{n'} \) for some \( n' < n \);

(b) if \( n = 3 \) and \( P \preceq Q \), then either \( 2 \oplus 2 \) or \( 1 \oplus 3 \) embeds in \( Q \).

Proof. (1). As we have seen with Theorem 4 all posets of the form \( (q+1) \oplus p \) for positive \( p \) and \( q \) such that \( p+q = n \) are equivalent. To see that the equivalence class contains nothing else, let \( Q \preceq P \) with \( P \in \mathcal{S}_n \). According to (\( \gamma \)), \( Q \) is a direct sum of two chains. Let \( G \) be the group \( \mathbb{Z} \) with positive cone \( 2\mathbb{N} \cup (n+1)\mathbb{N} \) if \( n \) is even and equal to \( \mathbb{Z} \times \mathbb{Z}/2\mathbb{Z} \) with strict positive cone generated by \( (1,0) \) and \( (p+1,1) \) if \( n \) is odd, \( n = 2p+1 \). This group contains
1 ⊕ n but not 1 ⊕ (n + 1). Hence, according to Theorem 4 it contains P and hence Q. If Q
is a chain then Q is equivalent to the 1-element or the 2-element chain, and thus Q ⊴ P. If
Q is not a chain, then via Theorem 4 the cardinality of Q is at most n + 1. If |Q| < |P|,
then Q ⊴ P, whereas, if |Q| = |P|, Q is of the form (q + 1) ⊕ p with p + q = n and Q ≤ P.

Let us prove (2).
The argument above proves that (a) holds.
(b) From P ≤ Q we have that every group embedding Q embeds P. According to Theorem
7 if neither 2 ⊕ 2 nor 3 ⊕ 1 embeds into Q then there is a group with the same property
extending Q, but this contradict the fact that P ≤ Q. Hence, either 2 ⊕ 2 or 3 ⊕ 1 embeds
into Q.

**Problem 3.** Let \( n ≥ 4 \) and let \( P ∈ S_n \). Is it true that if \( P ≤ Q \) then \( P' \) embeds in
\( Q \) for some \( P' ∈ S_n \)? Is it true that every poset embedding no member of \( S_n \) can be embedded into
an ordered group with the same property?
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