Abstract

The spectrum of primordial gravitational waves is one of the most robust inflationary observables, often thought of as a direct probe of the energy scale of inflation. We present a simple model, where the dynamics controlling this observable is very different than in the standard paradigm of inflation. The model is based on a peculiar finite density phase—the magnetic gaugid—which stems from a highly non-linear effective theory of a triplet of abelian gauge fields. The gaugid extends the notion of homogeneous isotropic solid, in that its spectrum of fluctuations includes helicity-2 phonons. We show how, upon implementing the gaugid to drive inflation, the helicity-2 phonon mixes with the graviton, significantly affecting the size of the primordial tensor spectrum. The rest of the features of the theory, in particular the vector and scalar perturbations, closely resemble those of solid inflation.
1 Introduction

Little is known about the fundamental physics behind inflation, and indeed a large number of models can account for the existing observations reasonably well. With no single ‘best-motivated’ proposal at hand, it proves useful to resort to a maximally model-independent, effective field theory (EFT)-based treatment of inflation. Such EFT approach is a concrete consequence of the reckoning that cosmology is nothing but gravity at play with condensed matter: FRW solutions to Einstein equations and their small perturbations are indeed propelled by an energy momentum tensor $T_{\mu\nu}$ describing a homogeneous and isotropic finite density phase of matter (with “matter” here broadly defining any degree of freedom other than gravity). In this situation the long wavelength perturbations of the matter sector, the hydrodynamic modes, are nothing but the Goldstone bosons associated to the spontaneous breaking of spacetime and internal symmetries down to the residual group $ISO(3)$ characterizing a homogeneous and isotropic medium \[1\]. Very much like it happens for the pions of QCD, the dynamics of these Goldstone bosons can be systematically described by an effective lagrangian that is purely determined by the pattern of symmetry breaking. In particular, the details of the microphysics are efficiently and systematically encoded in a limited set of “relevant” parameters. As gravity just gauges the Poincaré group, its interplay with the Goldstones is similarly dictated by symmetry, hence the great power of the EFT approach to the early universe.

As illustrated in Ref. \[1\], there exist various patterns of symmetry breaking realizing $ISO(3)$ as residual symmetry, each characterized by its own Goldstone boson spectrum and dynamics. There exists then in principle a corresponding variety of early cosmologies. Nonetheless, the vast majority of inflationary models considered so far are based on scalar fields and on the patterns of symmetry breaking they can realize. Single field inflation offers the simplest option to break the Poincaré group $ISO(3,1)$ down to $ISO(3)$. Indeed, a single scalar with a time-dependent expectation value breaks time translations and Lorentz boosts in one shot. Schematically,

$$\phi(t) \rightarrow \{K^i, P_0\}.$$  \hspace{1cm} (1)

In the presence of gravity, the appropriate gauged version of this statement is that time-diffeomorphisms are spontaneously broken (nonlinearly realized) while reparametrizations of the uniform-time hypersurfaces remain intact:

$$\text{diffs} = \begin{cases} t \rightarrow t + \xi^0(t, \vec{x}) & \text{broken} \\ x^i \rightarrow x^i + \xi^i(t, \vec{x}) & \text{unbroken} \end{cases}. \hspace{1cm} (2)$$

Most of the features of single field inflation directly follow from this symmetry breaking pattern. In particular, the physics of the corresponding Goldstone boson (also known as the adiabatic mode) is governed by a robust structure \[2,3\] that entails conservation of the physical curvature perturbation on super-horizon scales and a set of “consistency relations” between different $n$-point functions that stem from the associated Ward identities \[4–10\]. Needless to say, inflationary theories characterized by the breaking pattern \[2\] have been explored extensively.
over the years – both on model-by-model basis as well as within the more model-independent, effective field theory framework [11–14].

The symmetry breaking pattern (2) is rather constraining, yet it does allow for some freedom—especially when it comes to the scalar perturbations. Indeed, the primordial scalar spectrum is quite sensitive to the precise details of the underlying theory: it can be modified at will by changing the shape of the potential, the propagation speed of the perturbations [15,16] and/or their long-wavelength dispersion relations [17], or by introducing extra fields [18–21]. In contrast, the tensor perturbations are far more robust in that their properties are unambiguously determined by the breaking pattern (2). In particular, the unbroken spatial diffeomorphisms forbid a small “mass” term for the graviton, which would affect the tilt of the tensor spectrum. Likewise, the amplitude of the latter observable is hardly amenable to modification (the first correction comes from a sub-leading parity-violating EFT operator with three derivatives [22]) and is given by

\[ \Delta_t^2 \sim \frac{H^2}{M_{Pl}^2}. \] (3)

Beyond eqs. (1) and (2), there exist however other inequivalent patterns of symmetry breaking preserving homogeneity and isotropy [1]. These possibilities include systems whose microscopic dynamics breaks purely spatial symmetries. One example of such a system is provided by a solid, which at distances larger than its crystalline structure can be modelled by a triplet of scalar fields \( \phi^I \) parametrizing the comoving coordinates of its elements [23]. In addition to breaking Lorentz boosts, the solid’s ground state

\[ \langle \phi^I \rangle = x^I \] (4)

spontaneously breaks the three spatial translations and three rotations—i.e. the entire space-like subgroup \( ISO(3)_P \) of the Poincaré group. Such a configuration is nevertheless consistent with homogeneity and isotropy provided that the underlying Lagrangian is invariant under the group \( ISO(3)_I \) of internal translations and rotations, acting on the scalar triplet. While \( ISO(3)_I \) is fully broken by the ground state as well, the diagonal subgroup of \( ISO(3)_P \times ISO(3)_I \) remains unbroken and it is precisely the symmetry under the latter group—referred to here as \( ISO(3)_{\text{diag}} \)—that ensures homogeneity and isotropy of the long wavelength dynamics. Upon coupling to gravity, the system provides alternative means of driving cosmic acceleration [24–26].

All the distinctive properties of solid inflation [26] arise because eq. (4) realizes another symmetry breaking pattern than (2). This results in a peculiar phenomenology, not captured by the standard EFT of inflation of refs. [2,3]. For example, the spectrum of the primordial density perturbations acquires a unusual scaling \( \Delta_s^2 \propto c_s^{-5} \) with respect to the scalar speed of sound \( c_s \). Furthermore, the underlying symmetry breaking pattern does allow the graviton to acquire a small mass, \( m_g^2 \sim -\dot{H} \), leading to a slightly blue-tilted tensor spectrum, uncharacteristic of conventional inflationary theories.

As to the amplitude of the tensor perturbations, it does retain the standard form (3) in solid inflation, putting robustness of the primordial tensor spectrum on even firmer grounds. As a
matter of fact, the existing limits on the primordial tensor-to-scalar ratio are already highly constraining for a generic EFT of single-field inflation (see [14] for a recent analysis), so it is important to understand under what circumstances—if at all—it is possible to have predictions for the tensor spectrum that differ from eq. (3).

In this paper we wish to put forward a model of inflation whose dynamics lead to a primordial tensor spectrum that drastically differs from the standard result in eq. (3). The (unconventional) order parameter for spacetime symmetry breaking is provided by a triplet of $U(1)$ gauge fields $A^I_\mu$ with a global internal $SO(3)_I$ acting on the $I$ index. The internal symmetry group is similar to that of a solid, except that the three (internal) translations are part of the gauge group. Under broad conditions, the theory allows for a purely “magnetic” vacuum

$$\langle A^I_\mu \rangle = \varepsilon_{Ijk} \delta^I_\mu x^k,$$

that describes three mutually orthogonal homogeneous magnetic fields of equal norm

$$\langle B_j^I \rangle = \delta^I_j ,$$

a configuration that clearly preserves a residual $ISO(3)_{\text{diag}}$. There is no counterpart to the background (5) among the possible ground states of non-Abelian gauge theories (with or without extra scalar fields), such as those proposed in [28,29] in the context of inflation. We will refer to the above system as the magnetic gaugid [1]. A related configuration is the electric gaugid, characterized by the order parameter $\langle A^I_\mu \rangle \propto \delta^I_\mu x^f$. The electric gaugid, as will be clarified in Sec. 2, entails a slightly less minimal set up, and that is why we shall focus on the magnetic gaugid, which is a natural solution provided the original theory preserves parity $P$.

The spectrum of gaugid’s excitations features more degrees of freedom than a solid does; in particular, it includes a pair of helicity-0 modes (scalars), an helicity-1 mode (vector), and an helicity-2 mode (tensor). This makes up a total of 6 modes (helicity-1 and -2 come in both signs), corresponding to the underlying dynamics originating from three independent abelian gauge fields. The two scalars are respectively parity even and parity odd. Thus they do not mix at the linearized level. Curiously, the parity even scalar and vector modes are fully analogous to the scalar and vector perturbations in solid inflation [26].

The helicity-2 phonon, which we refer to here as $E_{ij}$, is the remarkable novelty. As we will show below, upon coupling the system to gravity, this mode mixes with the graviton via a single-derivative Chern-Simons-like operator

$$L \sim \varepsilon_{ijk} \partial_k E_{il} \gamma_{lj} .$$

This significantly affects the properties of the primordial tensor spectrum. One of the results of this mixing is that the tensor-to-scalar ratio in gaugid inflation has schematically the form

$$r \propto \frac{c_5}{c_T} \times (\varepsilon_n N_e)^2 ,$$

The current upper bound is around $r \lesssim 10^{-1}$ [27], and is expected to get improved by two orders of magnitude in the foreseeable future.
where $N_e$ is the number of “observable” e-foldings, $\epsilon_\gamma \lesssim 1/N_e$ is a slow roll parameter, while $c_T$ and $c_E$ are the propagation velocities of the gaugid’s parity-even scalar and tensor excitations respectively (both of these can be strongly subluminal, depending on the parameters of the theory). This is very different from the predictions for $r$ in both the conventional models of inflation governed by spontaneously broken time translations (2), as well as more exotic theories such as solid inflation. Measuring the primordial tensor spectrum is no longer synonymous with measuring the inflationary energy scale in the model under consideration, and sizeable gravitational waves can be generated even for a relatively low-scale inflation. In particular, for $\epsilon_\gamma \sim 1/N_e$ and $c_T \sim c_E$ one can even have $r \sim 1$, which is of course ruled out. On the reverse side, $r$ is very sensitive to the propagation velocity of the gaugid’s scalar phonon, and becomes strongly suppressed for a somewhat subluminal $c_T$. As to the tilt of the tensor spectrum, it can have both signs and is of the standard magnitude in most of the parameter space

$$|n_t| \sim N_e^{-1}. \quad (9)$$

The paper is organized as follows. In section 2 we characterize our effective field theory and study the conditions for (5) to be a solution. Moreover we study the stress tensor corresponding to the latter configuration and derive the conditions under which it sources a quasi-de Sitter space. In section 3 we characterize the perturbations with and without gravity. In particular we study various gauge fixings and a residual symmetry that plays an important role in the study of perturbations. In Sec. 4 we present a simple explicit model, free of instabilities and superluminal propagation, and study in detail the dynamics of its perturbations. In particular, we derive the expressions for the scalar and the tensor spectra. Sec. 5 discusses the epoch of reheating, for which, like in solid inflation, extra assumptions are needed. We finally discuss a number of directions in which our work can be extended and conclude in Sec. 6.

2 Gaugid cosmology

The order parameter for our symmetry breaking pattern is a triplet of $U(1)$ gauge fields $A^I_\mu$. In addition to the gauge redundancy, we will assume that the theory is invariant under internal $SO(3)$ rotations, acting on the flavor indices. Therefore, the most general action for the system exhibits invariance under

$$A^I_\mu \rightarrow A^I_\mu + \partial_\mu \chi^I, \quad A^I_\mu \rightarrow R^I_J A^J_\mu, \quad (10)$$

where $\chi^I$ are the three gauge parameters (arbitrary functions of spacetime coordinates) and $R^I_J$ a three-dimensional constant rotation matrix.

2.1 The effective Lagrangian

The effective Lagrangian is a function of all possible Lorentz- and $SO(3)_I$-invariant operators constructed out of the field strengths $F^I_{\mu \nu} = \partial_\mu A^I_\nu - \partial_\nu A^I_\mu$ and their derivatives. In practice

$^2$For $\epsilon_\gamma$ somewhat larger than $N_e^{-1}$, the tensor-to-scalar ratio is saturated at $r \sim c_T^5/c_E^3$.
we will be interested in the physical situation where non-linearities in $F_{\mu \nu}^I$ are dynamically relevant, while the derivative expansion is convergent. That means that terms involving further derivatives on $F_{\mu \nu}^I$ are subdominant. A simple self-consistent instance where this state of things can be realized is broadly characterized by two parameters: a physical cut-off mass scale $\Lambda$, controlling both the non-linearities in the field and the derivative expansion, and a coupling $g_*$ describing the strength of the interaction at the scale $\Lambda$. Under these assumptions the lagrangian has the form

$$\mathcal{L} = \frac{\Lambda^4}{g_*^2} F(F_{\mu \nu}^I/\Lambda^2, \partial_{\mu}/\Lambda)$$

(11)

in an obvious notation. By construction, $g_*$ controls the loop expansion at the scale $\Lambda$, and, as long as $g_* \ll 4\pi$, the ansatz is stable at the quantum level. Moreover, smooth field configurations with $|F_{\mu \nu}^I| \sim \Lambda^2$ and $|\partial_{\mu}/\Lambda| \ll \Lambda$ can in principle be well described within EFT, that is without exciting cut-off states, provided all the non-linearities in $F_{\mu \nu}^I$ are kept. For the purpose of our study the scale $\Lambda$ will never directly appear. It will thus be convenient to rescale $A_{\mu}^I \to A_{\mu}^I/\Lambda^2$, and absorb $\Lambda^4$ in eq. (11) in the definition of $F$. The rescaled $A_{\mu}^I$ carries dimension of length, consistently with its assumed background profile in eq. (5).

At the leading derivative level the Lagrangian is a function of $SO(3) \times SO(3,1)$ invariants built out of $F_{\mu \nu}^I$. Examples are $F_{\mu \nu}^I F^{\mu \nu}, F_{\mu \nu}^I F^{\mu \nu} F_{\alpha \beta}^I F_{\alpha \beta}^J$, etc. In order to count the number of independent such invariants, let us concentrate on Lorentz contractions first, i.e., on building Lorentz scalars with free $I, J, \ldots$ indices. To this end, we note that the field strength tensor transforms under the Lorentz group $SO(3,1) = SU(2)_L \times SU(2)_R$ as the direct sum $(1,0) \oplus (0,1)$. More precisely the chiral field strength

$$F_{\mu \nu}^I = F_{\mu \nu}^I + i \varepsilon_{\mu \rho \sigma} F_{\rho \sigma}^I \equiv F_{\mu \nu}^I + i \tilde{F}_{\mu \nu}^I$$

(12)

transforms as $(1,0)$ and its complex conjugate $\bar{F}_{\mu \nu}^I = F_{\mu \nu}^I - i \tilde{F}_{\mu \nu}^I$ as a $(0,1)$. In fact by using 't Hooft symbols $\eta_{\mu \nu}^I$ and $\bar{\eta}_{\mu \nu}^I$, or directly from the above equation, the two irreps are written in terms of the electric and magnetic field as

$$(1,0) \equiv V_a^I = E_a^I + i B_a^I, \quad (0,1) \equiv \bar{V}_a^I = E_a^I - i B_a^I$$

(13)

with $\bar{V}_a^I = (V_a^I)^\ast$. At this point, Lorentz scalars constructed out of the field strengths are simply given by (the real and imaginary parts of) the holomorphic $SU(2)_L$ invariants built out of $V_a^I$. No additional invariants involving both $V_a^I$ and $\bar{V}_a^I$ can be built, because of their chiral tranformation properties. There are only two such invariant contractions, namely, the (symmetric in flavor indices) bilinear $V_a^I V_b^J \equiv -\frac{1}{2}(Y_a^J + i \tilde{Y}_a^J)$ and the (totally antisymmetric) trilinear $\varepsilon^{abc} V_a^I V_b^J V_c^K \equiv U_a^{IJK} + i \tilde{U}_a^{IJK}$. The real and imaginary parts are respectively P-even

---

3This structure is ubiquitous in effective field theories derived from large N or string theory. Notice that $n$-point scattering amplitudes are $\propto g_*^{n-2}$. 
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and P-odd and are easily found to be
\[ Y^{IJ} = 2(\vec{B}^I \cdot \vec{B}^J - \vec{E}^I \cdot \vec{E}^J), \] (14)
\[ \tilde{Y}^{IJ} = -2(\vec{B}^I \cdot \vec{E}^J + \vec{E}^I \cdot \vec{B}^J), \] (15)
\[ U^{IJK} = \vec{B}^I \cdot (\vec{E}^J \wedge \vec{E}^K) + \vec{B}^J \cdot (\vec{E}^K \wedge \vec{E}^I) + \vec{B}^K \cdot (\vec{E}^I \wedge \vec{E}^J) - \vec{B}^I \cdot (\vec{B}^J \wedge \vec{B}^K), \] (16)
\[ \tilde{U}^{IJK} = -\vec{E}^I \cdot (\vec{B}^J \wedge \vec{B}^K) - \vec{E}^J \cdot (\vec{B}^K \wedge \vec{B}^I) - \vec{E}^K \cdot (\vec{B}^I \wedge \vec{B}^J) + \vec{E}^I \cdot (\vec{E}^J \wedge \vec{E}^K). \] (17)

The above 4 real invariants can also be written directly in terms of the 4 × 4 field strengths as
\[ Y^{IJ} = F^I_{\mu \nu} F^{J \mu \nu}, \quad \tilde{Y}^{IJ} = \tilde{F}^I_{\mu \nu} \tilde{F}^{J \mu \nu}, \quad U^{IJK} = F^I_{\mu} F^J_{\nu} F^K_{\sigma} F^{\sigma \mu}, \quad \tilde{U}^{IJK} = \tilde{F}^I_{\mu} F^J_{\nu} F^K_{\sigma} \tilde{F}^{\sigma \mu}. \] (18)

In what follows we shall work in this spacetime index notation, as it is easier to incorporate the effects of the spacetime metric.

We can now proceed to write down SO(3)\(_I\)-invariant combinations with the above ingredients. It is not difficult to see that there are a total of 11 invariants. Indeed, with the two matrices \(Y^{IJ}\) and \(\tilde{Y}^{IJ}\) we can form nine of these. One way to see this counting is to consider the two matrices \(Y^{IJ}\) and \(\tilde{Y}^{IJ}\) as described by the three eigenvalues of \(Y^{IJ}\), the three eigenvalues of \(\tilde{Y}^{IJ}\) plus the three parameters of the SO(3)\(_I\) rotation that relate the two eigenbases. The trilinears, on the other hand, being totally antisymmetric, are already \(SO(3)\(_I\) scalars: \(U^{IJK} = U_{\varepsilon IJK}, \tilde{U}^{IJK} = \tilde{U}_{\varepsilon IJK}\).

To summarize, we can define the following set of independent internal \(SO(3)\) and Poincaré invariants:
\[ X = F^I_{\mu \nu} F^{I \mu \nu} = [Y]; \]
\[ I_1 = \frac{[\tilde{Y}]}{[Y]}, I_2 = \frac{[Y^2]}{[Y]^2}, I_3 = \frac{[\tilde{Y}^2]}{[\tilde{Y}]^2}, I_4 = \frac{[YY\tilde{Y}]}{[Y][\tilde{Y}]}, I_5 = \frac{[Y^3]}{[Y]^3}, I_6 = \frac{[Y^2\tilde{Y}]}{[Y]^2}, I_7 = \frac{\tilde{Y}^3}{[Y]^3}, \]
\[ I_8 = \frac{[Y^3\tilde{Y}]}{[Y]^4}, I_9 = \frac{U^{IJK}_{\varepsilon IJK}}{[Y]^{3/2}}, I_{10} = \frac{\tilde{U}^{IJK}_{\varepsilon IJK}}{[Y]^{3/2}}. \] (19)

In the above expressions a square bracket stands for trace on the flavor indexes and the spacetime indexes are contracted with the help of the full dynamical metric \(g_{\mu \nu}\). Our choice of basis is dictated by our interest in a slow roll phase with magnetic gaugid background: all the invariants, apart from \(X\), are independent on the scale factor when evaluated on an FRW-gaugid background. \(X\) can then be taken as the clock of cosmological evolution. The most general gaugid lagrangian is thus a function of the above eleven invariants,
\[ \mathcal{L} = -Z(X, I_1, \ldots, I_{10}). \] (20)

### 2.2 Friedmann-Robertson-Walker solutions

In what follows, we’ll be concerned with cosmological gaugid solutions, compatible with a spatially flat homogeneous and isotropic Friedmann Robertson Walker (FRW) background,
\[ ds^2 = -dt^2 + a^2(t)d\vec{x} \cdot d\vec{x}. \] (21)
Furthermore, it is convenient to think in terms of the electric and magnetic fields $\vec{E}^I$ and $\vec{B}^I$.

The only way a triad of spacelike vectors can be arranged to be compatible with homogeneity and isotropy is $E^I_j = f_1(t)\delta^I_j$ and $B^I_j = f_2(t)\delta^I_j$ for some two functions of time $f_1$ and $f_2$. However, one of the Bianchi identities, $\dot{\vec{B}}^I + \vec{\partial} \wedge \dot{\vec{E}}^I = 0$ immediately sets $f_2 = \text{const}$. In other words, up to rescaling, for a homoneneous solution one must have $B^I_j = \delta^I_j$. This means that the physical magnetic field $\vec{B}^I_{\text{phys}} = \vec{B}^I / a^2(t)$, for sufficiently homogeneous configurations, always scales as $a^{-2}$ in a FRW universe, independently of the lagrangian.

Contrary to the case of the magnetic field, the scaling of $E^I$ depends on the chosen dynamics. To illustrate this, let us consider the simplest gaugid Lagrangian, $\mathcal{L} = -P(X)$. The equations of motion on FRW spacetime become $\partial_\mu (a^3 P'(X) F^{I\mu \nu}) = 0$. As expected, the constant magnetic component automatically drops out of the equations, and we are left with an equation constraining the dynamics of the electric field

$$\frac{d}{dt}(aP'(X)f_1) = 0. \tag{22}$$

Although potentially interesting in their own right, electric gaugids—the configurations with $f_1 \neq 0$—will not be further explored in this paper. From now on we will focus on the magnetic gaugids, defined by the background configuration (5).

One can argue that the magnetic gaugid is always a solution of the equations of motion as long as the lagrangian respects parity $P$. Indeed, inspection of the building blocks in eq. (17) makes it clear that parity forces the lagrangian to depend only on even powers of the electric field. Therefore, around a magnetic gaugid configuration with vanishing electric fields, the lagrangian is automatically stationary with respect to variations of the electric fields. Moreover on homogeneous backgrounds at hand, the action is obviosuly stationary with respect to variations of the $B^I_a$ as these are pure space derivatives. Hence the magnetic gaugid FRW universe is always a solution when $P$ is respected. On the other hand, when $P$ is broken, there can exist a term linear in $E^I_a$ that around a gaugid cosmological background gives rise to a tadpole when varying with respect to the gauge field, according to the scheme

$$\delta \left( a^\#(t)EB^n \right) = - \partial_0 \left( a^\#(t)B^n \right) \delta A_i \tag{23}$$

where we have integrated by parts. Because of the time dependence of the scale factor $a(t)$ a tadpole for the gauge field is generated in such a way that the solution for $A^I_\mu$ develops a time dependence and hence an electric field component. For these reasons, we will be exclusively concerned with the magnetic gaugids (5) in parity-preserving theories for the rest of the present study.

The choice of the invariants (14) has the advantage that, when considered on the background solution, only $X$ is sensitive to the scale factor: $X = 24 \cdot a(t)^{-4}$. In contrast, all other invariants $I_i$ are normalized in such a way to make them insensitive to the expansion of the universe. As a result, the stress tensor of the theory calculated on the background (5) depends on these in
a trivial way and takes on a simple form for the most general choice of the function $Z$ in (20)

$$T^\mu_\nu = -\delta^\mu_\nu Z + 4F_I^\mu F_I^\alpha Z_X ,$$

where we have denoted $\partial Z/\partial X \equiv Z_X$. The expressions for the energy density and pressure that follow from (24) are

$$\rho = Z$$
$$p = -Z + \frac{4}{3}XZ_X .$$

We will be particularly interested in a quasi-de Sitter background geometry which requires that the gauged’s energy density be approximately constant over an e-fold. Upon minimally coupling to gravity, the rate of variation of the Hubble parameter becomes

$$\epsilon = -\frac{\dot{H}}{H^2} = \frac{2}{3}\frac{XZ_X}{M^2_{Pl}H^2} \ll 1 .$$

Furthermore, the requirement that $\epsilon$ stay small ($\eta \equiv d\ln\epsilon/d\ln a \ll 1$) for at least $50-60$ e-folds as required by solving the horizon problem translates into the following constraint

$$\frac{d\ln Z_X}{d\ln X} = -1 + \epsilon - \eta ,$$

which we will use throughout to express $Z_{XX}$ in terms of $Z_X$.

In the rest of the paper we will explore a simple version of the theory, compatible with stability and (sub)luminality of the spectrum on cosmological (quasi-de Sitter) backgrounds. Extending our analysis to more general parity preserving lagrangians of the form (20) is straightforward, but it is not expected to introduce any qualitative novelty compared to the minimal case we study in this paper. The theory we will focus on is specified by the following action

$$S = \int d^4x\sqrt{-g} \left[ \frac{M^2_{Pl}}{2} R - P(X) - (27M_1^4 + 18M_2^4) I_2 + 72M_2^4 W \right] ,$$

where we have defined

$$W \equiv \frac{F_I^\alpha \beta F_I^\gamma \delta F_I^J \gamma \delta}{X^2} = \frac{1 + I_2 + I_3}{4} .$$
3 Kinematics, gauge redundancies and (an)isotropy

The system of three gauge fields under consideration clearly propagates six degrees of freedom on an arbitrary background. On Minkowski space with vanishing $F^{\mu}_{\nu}$, background, these modes form a triplet of massless helicity-1 representations of the Poincaré group, but on more general backgrounds they organize into irreducible representations of whatever internal/spacetime group remains unbroken. Furthermore, in the presence of dynamical gravity the multiplet structure is affected by the mixing with the metric perturbations. In this section, focussing on the magnetic field, we wish to explore the kinematics of perturbations, that is the structure of the multiplets and the convenient choices of gauge fixing. The residual space-time symmetry of this background, even in the presence of gravity on a FRW background, is the 3-dimensional euclidean group $ISO(3)$. At finite momentum $\vec{k}$, the perturbations are then classified according to their helicity, that is according to their transformation under $SO(2)$ rotations along $\vec{k}$. At $\vec{k} = 0$, on the other hand, and as we shall better elucidate, the physical perturbations must fall into representations of the full rotation group $SO(3)$.

Before any gauge fixing is imposed, the gauge field perturbation $a_{I\mu} \equiv A_{I\mu} - \langle A_{I\mu} \rangle$, is given by a general $3 \times 4$ matrix. Under the residual $SO(3)$ symmetry of the background, flavor and spatial indices are however identified. Therefore from now on we will not distinguish between the two, using lower-case letters also for the internal indices. The field $a_{I\mu}$ decomposes thus into a 3-vector $a_{i0}$ and a 3-tensor $a_{ij}$. It is important, however, to keep in mind that when considering the derivation of the electromagnetic fields, or the action of local diffeomorphisms, the first index $(i)$ and the second (0 or $j$) play different roles. In particular, the magnetic field

$$B_{im} = \epsilon_{mij} \partial_k A_{ij} = \epsilon_{mij} \partial_k (\epsilon_{ijk} x^k + a_{ij}) \equiv -2 \delta_{im} + b_{im} \quad (31)$$

is a two index tensor under the residual global $SO(3)$, but spatial diffs act only on the second index $m$. Like in ordinary gauge theories, the action does not involve time derivatives on $a_{i0}$. The $a_{i0}$ are therefore not dynamical, their equations of motion are equivalent to constraints on initial conditions and all propagating degrees of freedom live in $a_{ij}$. At finite momenta, it is useful to decompose the latter quantity into helicity representations

$$a_{ij} = \delta_{ij} \alpha + \partial_i \partial_j S + \partial_i S_j + \partial_j S_i + E_{ij} + \epsilon_{ijk} \left( V_k + \frac{\partial_k T}{\sqrt{-\partial^2}} \right) \quad (32)$$

where $\partial^2 \equiv \delta^{ij} \partial_i \partial_j$. Here, $\alpha$, $S$ and $T$ are helicity scalars, $S_i$ and $V_i$ are transverse helicity vectors ($\partial_i S_i = \partial_i V_i = 0$) and $E_{ij}$ is a symmetric, transverse and traceless helicity tensor mode ($E_{ii} = \partial_i E_{ij} = 0$). In short, $\alpha$, $S$ and $T$ have helicity $h = 0$, $S_i$ and $V_i$ have $h = \pm 1$, while $E_{ij}$ have $h = \pm 2$. The $U(1)^3$ gauge redundancy is given by $\delta a_{ij} = \partial_j \xi_i \equiv \partial_j (\xi_i^T + \partial_i \xi)$, where $\xi_i^T$ is the transverse part of the gauge parameter. One can then choose $\xi_i^T$ and $\xi$ so as to respectively eliminate $S_i$ and $S$. In what follows we will mostly make this choice and parametrize the spatial components of the gauge fields by

$$A_{ij} = \epsilon_{ijk} x^k + \delta_{ij} \alpha + E_{ij} + \epsilon_{ijk} \left( V_k + \frac{\partial_k T}{\sqrt{-\partial^2}} \right) \quad (33)$$

To simplify notation, we choose to put the flavor index as a subscript from now on.
Parity, defined by \( A_{I0}(t, \vec{x}) \to A_{I0}(t, -\vec{x}) \) and \( A_{Ij}(t, \vec{x}) \to -A_{Ij}(t, -\vec{x}) \), is preserved by the magnetic gaugid background \((5)\) and can be used to classify the perturbations. As \( a_{ij}(t, \vec{x}) \to -a_{ij}(t, -\vec{x}) \), we then have that \( T \) and \( V_k \), in eq. \((33)\), are polar fields, i.e. with parity \( = (-1)^h \) (in particular \( T \) is a scalar and \( V_k \) is a polar vector), while \( \alpha \) and \( E_{ij} \) are axial, i.e. with parity \( = (-1)^{h+1} \). In particular, \( \alpha \) and \( E_{ij} \) are both parity odd. The polar excitations \( T \) and \( V_k \) are in fact the exact analogs of the transverse and compressional phonons of an ordinary solid \([26]\), but \( \alpha \) and \( E_{ij} \) are additional modes, specific to the gaugid. These extra phonons, in particular the helicity 2 mode \( E_{ij} \), are the main source of novel cosmological effects.

The above description of the gaugid modes is exact on flat space and in the absence of gravity. Moreover, even with dynamical gravity, it works approximately well at distances shorter than the cosmological horizon. This is just the usual short distance “decoupling” of hydrodynamic and gravitational modes. On the other hand, at distances comparable to the cosmological horizon and larger, the effects of gravity must be included, in particular its dynamical helicity-2 modes must be incorporated. These, added to the gaugid modes, make up a total of eight physical helicity modes. It order to proceed we will parametrize the metric in terms of the ADM variables,

\[
ds^2 = -N^2 dt^2 + g_{ij}(dx^i + N^i dt)(dx^j + N^j dt),
\]

where \( N \) and \( N^i \) are the lapse and shift variables, while \( g_{ij} \) is the induced metric on uniform-time hypersurfaces. Diffeomorphism invariance can be used to fix various gauges. For the purposes of our analysis, and depending on the precise question we’ll be addressing, we shall employ two different gauge choices.

For the purposes of studying the dynamics of finite momentum perturbations, we’ll find it convenient to work in the spatially flat slicing gauge (SFSG). In this gauge, the three-dimensional metric is only perturbed by the helicity-2 mode

\[
g_{ij} = a^2(t) (\gamma^-)_{ij},
\]

where \( \gamma_{ij} \) is the transverse traceless metric perturbation, satisfying

\[
\gamma_{ii} = \partial_t \gamma_{ij} = 0.
\]

The rest of the modes that reside in the metric, in particular the lapse and the shift, are non-dynamical and can be algebraically integrated out from their respective equations of motion (the Hamiltonian and momentum constraints of general relativity). SFSG gauge choice does not affect the gaugid variables. This makes this gauge particularly convenient to study the sub-horizon behaviour of the perturbations, where gravity and the gaugid decouple.

An important question is that concerning the time evolution of superhorizon fluctuations, i.e. those whose wavelengths exceed the Hubble horizon at or before the freezeout of the observable CMB modes. In particular, whether or not the isotropic magnetic gaugid is a dynamical attractor is closely related to this question. To address it, it is convenient to switch to the unitary gauge, where the maximal possible number of propagating degrees of freedom is shifted
from the gaugid sector into the metric. One can easily check that, by a proper choice of the spatial coordinates, $V_i$ and $T$ in eq. (33) can be eliminated. This way $a_{ij}$ is fully parametrized by the scalar $\alpha$ and the symmetric transverse-traceless $E_{ij}$

$$a_{ij} = \delta_{ij}\alpha + E_{ij}. \quad (37)$$

There still remains to fix time diffs, i.e. choose constant time slices. The most convenient option for the purpose of the present discussion, is to simply set $\gamma_{ii} = 0$ in which case the spatial metric reduces to its trace free part $\gamma^T_{ij}$.

We are now ready to discuss the classical stability/instability of the magnetic gaugid cosmology with respect to initial small superhorizon inhomogeneities and anisotropies. Like in ordinary inflation, the kinematics around approximate de Sitter geometry ensures the dilution of any original small inhomogeneities. However the possible anisotropies associated to deformations of the gaugid require a special discussion. As these perturbations will be stretched to superhorizon scales during inflation, where they possibly become unobservable, the first basic question is: which homogeneous anisotropies are physically observable? In unitary gauge anisotropies can arise from both the spacial metric $\gamma^T_{ij}$ and from the homogeneous magnetic fields associated to the residual gauge modes $\alpha$ and $E_{ij}$. In particular gauge field perturbations of the form

$$\alpha = \alpha_k x^k, \quad E_{ij} = E_{ijk} x^k \quad (38)$$

with $\alpha_k$ and $E_{ijk}$ constant tensors correspond to homogeneous anisotropic deformations of the background magnetic field. However not all these sources of anisotropies are physical, due to a residual gauge freedom that remains after imposing unitary gauge. Consider indeed a homogeneous volume preserving change of spatial coordinates

$$x^i = D^i_j x'^j \approx (\delta^i_j + \omega^i_j) x'^j \quad (39)$$

where $\omega^i_j$ describes the linearized transformation, satisfying $\omega^i_i = 0$. The metric and magnetic field transform according to

$$g_{ij}(x,t) \rightarrow g_{kl}(Dx,t)D^k_i D^l_j \implies \gamma_{ij}(x,t) \rightarrow \gamma_{ij}(x,t) + \omega_{ij} + \omega_{ji},$$

$$B_{ij}(x,t) \rightarrow B_{kl}(Dx,t)(D^{-1})^k_j \implies b_{ij}(x,t) \rightarrow b_{ij}(x,t) + 2\omega_{ij} \quad (40)$$

which, as we shall better discuss at the end of this section, corresponds to fields still respecting the unitary gauge fixing ($\gamma^T_{ij} = 0$ is obviously preserved thanks to $\omega^T_{ij} = 0$, but for the gauge fields this is less obvious). Eq. (40) immediately tells us that the most general homogeneous

---

5 Notice that $E_{ii} = \partial_j E_{ij} = 0$ can be imposed at all $\vec{k}$’s, using the local $U(1)^3$.

6 In section 5 when discussing reheating, we shall find it convenient to choose $X$ as the clock.

7 The magnetic field transforms like a contravariant vector (that is with $(D^{-1})^j_i$ instead of $D^j_i$). Indeed $B_{ij} = \epsilon_{jkl} B_{ikl}$ where $B_{ikl} = \epsilon_{ikl}(\partial_a a_{i\ell} - \partial_\ell a_{ia})$ is a covariant 2-form on the indices $k, \ell$. Moreover, given $\det(D) = 1$, one has $(D^{-1})^j_i = \epsilon^{jkn} \epsilon_{ipq} D^p_k D^q_m$, which explains the result in eq. (40).
anisotropic magnetic field parametrized by a traceless matrix can be shifted into the spatial metric by a spacelike coordinate transformation: at long distances there is only one observable source of anisotropy described by the gauge invariant combination

\[ \tilde{\gamma}_{ij} = \gamma_{ij} - \frac{1}{2}(b_{ij} + b_{ji}). \]

(41)

Despite the existence of additional degrees of freedom, the situation is then the same as in solid inflation, where in unitary gauge the only source of anisotropy is \( \gamma_{ij} \). In practice, the physical anisotropy resides in the mismatch between the metric \( \gamma_{ij} \) associated to the geometry of space and the effective metric associated to the geometry of the medium, described respectively by \( \partial_i \phi^I \partial_j \phi^I \) for the solid and by \( F^I_{\mu \nu} F^J_{\mu \nu} \) for the gaugid. This mismatch is most directly parameterized in terms of the diff invariant scalars \( \partial_\mu \phi^I \partial_\mu \phi^J \) and \( F^I_{\mu \nu} F^J_{\mu \nu} \) for respectively solid and gaugid. One can check that the linear part of \( F^I_{\mu \nu} F^J_{\mu \nu} \), with \( I = i \) and \( J = j \), is proportional to the combination in eq. (41). Now, in solid inflation this physically observable mode decays \( \propto a^{-\epsilon_{\gamma}} \) outside the horizon, where \( \epsilon_{\gamma} \) is a slow roll parameter, essentially due to the presence of a ‘graviton mass’. As a result \([30,31]\), any initial anisotropy decays over a time scale of order \( (\epsilon_{\gamma} H)^{-1} \). In particular, provided there are enough total inflationary e-folds \( N \gg \epsilon_{\gamma}^{-1} \), an order-unity classical and superhorizon \( \gamma^T_{ij} \) at the beginning of inflation is driven to a negligible value by the time the observable CMB modes freeze out. As we shall show in the next section, also in gaugid inflation \( \gamma^T_{ij} \) acquires a slow roll suppressed but positive mass. The isotropic gaugid is therefore a (slow) attractor in full analogy with solid inflation.

Before concluding this section we must however get back to the transformation property of the gauge field itself under the residual global diff. The result obviously also has an impact on the form of the effective lagrangian for the perturbations. Now, the transformation in eq. (39) corresponds to

\[ a_{ij} \rightarrow a_{ij} + (\epsilon_{ij} \omega_{lk} + \epsilon_{ik} \omega_{lj}) x^k \]

(42)

which does not preserve the unitary gauge form of eq. (37). However, as we shall now show, one can perform a further gauge transformation \( a_{ij} \rightarrow a_{ij} + \partial_j \beta_i \) to bring the transformed field back to unitary gauge. In order to proceed it is worth decomposing \( \omega_{ij} \) into its antisymmetric plus symmetric traceless parts, that is the spin 1 and spin 2 parts: \( \omega_{ij} = \omega^{(1)}_{ij} + \omega^{(2)}_{ij} \), where \( \omega^{(1)}_{ij} = \epsilon_{ijk} v_k \) and \( \omega^{(2)}_{ij} = 0 = \omega^{(2)}_{ji} \). The spin 1 part, corresponds to an \( SO(3) \) rotation of the space coordinates, for which \( \gamma_{ij} \) does not shift at linear order (see eq. (40)) while eq. (42) gives

\[ \delta^{(1)} a_{ij} = -\delta_{ij} v_k x^k + v_i x^j = -2\delta_{ij} v_k x^k + \partial_j (v_k x^k x^i). \]

(43)

We thus find that combining the \( \omega^{(1)} \) with a gauge transformation with parameter \( \beta_i = -v_k x^k x^i \) we obtain a transformation \( \tilde{\delta}^{(1)} \) that preserves the unitary gauge and defined by

\[ \tilde{\delta}^{(1)} \gamma_{ij} = 0, \quad \tilde{\delta}^{(1)} \alpha = -2v_k x^k, \quad \tilde{\delta}^{(1)} E_{ij} = 0. \]

(44)
The case of $\omega^{(2)}$ is slightly more involved, but one finds

$$\delta^{(2)} a_{ij} = \tilde{\delta}^{(2)} E_{ij} + \partial_j \beta^{(2)}_i$$

with

$$\tilde{\delta}^{(2)} E_{ij} = \frac{2}{3} (\epsilon_{jkl} \omega_{ki}^{(2)} + \epsilon_{ikl} \omega_{kj}^{(2)}) x^l, \quad \beta^{(2)}_i = \frac{1}{3} \epsilon_{ilm} \omega_{mk} x^l x^k$$

where crucial use was made of the identity $\epsilon_{ijk} \omega_{ki}^{(2)} + \epsilon_{jkl} \omega_{li}^{(2)} + \epsilon_{ilk} \omega_{kj}^{(2)} = 0$. One thus finds that also for $\omega^{(2)}$ one can combine coordinate changes and gauge transformation to find a residual gauge transformation that preserves the unitary gauge

$$\tilde{\delta}^{(2)} \gamma_{ij} = \omega_{ij}^{(2)} + \omega_{ji}^{(2)}, \quad \tilde{\delta}^{(2)} \alpha = 0, \quad \tilde{\delta}^{(2)} E_{ij} = \frac{2}{3} (\epsilon_{jkl} \omega_{ki}^{(2)} + \epsilon_{ikl} \omega_{kj}^{(2)}) x^l.$$ (47)

In the end, $\tilde{\delta}^{(1)}$ and $\tilde{\delta}^{(2)}$ correspond respectively to shifts in the spin 1 and spin 2 parts of the magnetic field $b_{ij}$. In addition to the residual $SO(3)$ and to the obvious constant shift symmetries of $\alpha$ and $E_{ij}$, the linearized lagrangian for the perturbations will then also be invariant under the transformations $\tilde{\delta}^{(1)}$ and $\tilde{\delta}^{(2)}$. Notice that the latter act on $\alpha$ and $E_{ij}$ as a generalization of galilean transformations. In the case of $\tilde{\delta}^{(1)}$, given that only $\alpha$ transforms, no extra constraints than that placed by the constant shift of $\alpha$ arise: this field couples derivatively. $\tilde{\delta}^{(2)}$, on the other hand, dictates a specific relation between the mass term for $\gamma_{ij}$ and a term mixing $\gamma_{ij}$ with $\partial_k E_{ij}$, which is precisely what guarantees that the observable anisotropy slowly dilutes outside the horizon.

In the above discussion, the use of UG had its logical convenience in the fact that in this gauge the metric $\gamma_{ij}$ does not satisfy any differential constraints. On the other hand, the global residual tranformation in eq. (47) also preserves SFSG, since, given the constancy of $\omega_{ij}^{(2)}$, we have $\partial_i (\tilde{\delta}^{(2)} \gamma_{ij}) = 0$. Of course $\tilde{\delta}^{(2)}$ was built in such a way that $\tilde{\delta}^{(2)} V_i = \tilde{\delta}^{(2)} T = 0$ so that only $E_{ij}$ tranforms. In the computation of cosmological perturbations we shall work in SFSG and make use of this residual symmetry.

One last comment concerns non linear orders. Clearly the residual coordinate change (39) can be considered in its full non-linearity, giving rise to a non-linear symmetry, that reduces at the lowest order to a galileon type transformation. The situation will thus be similar to the case of the conformal galileon, as concerns the tranformations of $\alpha$ and $E_{ij}$, though the tranformations of $\gamma_{ij}$ will have no analogue. In any case, this symmetry will definitely provide constraints on the structure of the lagrangian at cubic and higher orders and play a role in the study of non gaussianities.

4 Dynamics of perturbations

In this section, we turn to exploring the dynamics of the scalar, vector and tensor fluctuations in the gauged phase (5). We will start with introducing a representative model, free from all
types of instability, as well as superluminal signal propagation for short-wavelength modes. We will then derive the expressions for the spectra of fluctuations of various helicity on quasi-de Sitter spacetimes, sourced by the magnetic gaugid. The main emphasis in this section will be on the primordial tensor spectrum in the model. The reason for that is twofold. First, as already remarked above, it turns out that the theory at hand offers a novel mechanism that can enhance the production of gravitational waves on inflationary quasi-de Sitter spacetimes. Second, we will find that the rest of the theory—namely, the scalar and vector perturbations—lead to predictions that are identical to those of solid inflation. The cosmological perturbations in the latter model have been studied extensively by the authors of [26], and we will briefly review some of their results, as well as slightly extend their discussion of the scalar perturbations.

It follows from eq. (26) that in order for the spacetime to deviate from perfect de Sitter, the action must necessarily depend on $X$—the only invariant in our basis that depends on the scale factor. Thus, the simplest theory capable of describing a realistic inflationary scenario would correspond to a Lagrangian of the form $\mathcal{L} = -P(X)$, with $P$ some function of its argument (for the purposes of the present discussion, it is sufficient to focus on the flat-space/subhorizon theory). A closer look at this minimal model reveals that the five modes associated to $\alpha$, $E_{ij}$ and $V_i$ are well behaved as long as the the quantity $XP_X$ is positive. (Notice that this is the statement of the null energy condition: $XP_X$ is proportional to $\rho + p$ and upon coupling the system to gravity, positivity of this quantity implies an ever-decreasing Hubble rate $\dot{H} < 0$, see eq. (26).) Furthermore, all of these five modes propagate at exactly luminal speeds. On the other hand, the sixth mode, the scalar $T$, turns out to be unstable: it has a negative gradient energy, i.e. an imaginary speed of of propagation. This is a UV instability, and it is clear that taking into account mixing with gravity can not fix it. However, a slight generalization of the minimal action does allow for fully stable and subluminal spectra, as we discuss next.

### 4.1 A model with stable and subluminal perturbations

It is straightforward to show that the spectrum of a generic low-energy theory of the magnetic gaugid possesses neither ghost, nor gradient instabilities, nor superluminal modes. We provide a detailed proof of this statement in Appendix A. Rather than treating the problem in full generality, we present a simple model with a fully stable and subluminal spectrum. Extending our analysis to the most general case, while tedious in practice, is in principle straightforward.

The theory we wish to explore in the remainder of this paper is specified by the action (29). In appendix A.1 we study the spectrum of this theory in the short wavelength/subhorizon regime, where mixing with gravity becomes unimportant. We show that for the choice of the parameters $M^4_1$ and $M^4_2$ satisfying

$$XP_X > 0 \land \frac{XP_X}{36} < M^4_1 < \frac{XP_X}{18} \land M^4_2 > \frac{3M^4_1XP_X}{2XP_X - 36M^4_1}, \quad (48)$$

all six degrees of freedom are fully stable and (sub)luminal. The short-wavelength $T$, $V$ and $E$
modes propagate at the following velocities
\[
c_T^2 = \frac{36M_1^4 - X P_X}{3 X P_X}, \quad c_V^2 = \frac{(X P_X + 18M^4_1)(X P_X + 12M^2_1)}{X P_X(X P_X + 24M^2_1)}, \quad c_E^2 = \frac{X P_X + 36M^4_1}{X P_X + 24M^2_1},
\]
while the parity-odd scalar \(\alpha\) has the following speed of sound: \(c_\alpha^2 = c_E^2/(3c_T^2 + 2)\). Notice that consistency of the spectrum requires that neither of \(M_1^4\) and \(M_2^4\) vanish.

It is straightforward to extend the calculation to include the effects of mixing with gravity. From now on and until the end of this section, we will exclusively work in the spatially flat slicing gauge. To derive the quadratic lagrangian for the various fluctuations in the gauged phase (5), we go through the standard procedure of integrating out the non-dynamical degrees of freedom: the zeroth components of the gauge fields \(a_{0i}\), as well as the lapse and shift perturbations of the metric. This results in a non-local action for the polar modes, which is more convenient to write in terms of their Fourier components \(T_{\bar{k}} = (T_{-\bar{k}})^*\) and \(V_{\bar{k}i} = (V_{-\bar{k}i})^*\). We leave the details of the derivation to appendix [A], and just quote the result for the full quadratic Lagrangian for the tensor, scalar and vector fluctuations:

\[
S^{(2)}_{TT} = \int d^4x \ a^3 \left\{ \frac{M_p^2}{8} \left( \frac{\hat{\gamma}^2_{ij} - \frac{1}{a^2} (\partial \gamma_{ij})^2 - 3(c_T^2 + 1)H^2 \epsilon \gamma_{ij} \gamma_{ij}}{} \right) + \frac{(3c_T^2 + 2)}{8} M_p^2H^2 \epsilon \left( a^2 c_E^{-2} \dot{\xi}^2_{ij} - (\partial E_{ij})^2 \right) \right\},
\]

\[
S^{(2)}_T = \frac{M_p^2}{4} \int dt \int \frac{d^3k}{(2\pi)^3} a^3 \left[ \frac{k^2/3}{1 + k^2/3a^2H^2} |\dot{T}_{\bar{k}} + \epsilon HT_{\bar{k}}|^2 - \epsilon H^2 c_T^2 k^2 |T_{\bar{k}}|^2 \right],
\]

\[
S^{(2)}_\alpha = \int d^4x \ a^3 \frac{3c_T^2 + 2}{4c_E} M_p^2H^2 \epsilon \left[ a^2 \dot{\alpha}^2 - c_\alpha^2 (\partial \alpha)^2 \right],
\]

\[
S^{(2)}_V = M_p^2 \int dt \int \frac{d^3k}{(2\pi)^3} a^3 \left[ \frac{k^2/16}{1 + k^2/16a^2N_V^2} |\dot{V}_{\bar{k}i}|^2 - c_V^2 N_V k^2 |V_{\bar{k}i}|^2 \right].
\]

In the last formula for the vector action, we have defined
\[
N_V^2 \equiv \frac{(2 + 3c_T^2)}{4(2 + 3c_T^2 + c_E^2)} H^2 \epsilon,
\]
which is a manifestly positive quantity.

The fields in the above Lagrangian describe \(a_{ij}\) and \(\gamma_{ij}\) in the SFSG, that is according to eqs. (33) and (36). We can however perform a suitable combination of diffs and gauge transformations, and use the same fields to parametrize \(a_{ij}\) and \(\gamma_{ij}\) in UG. The suitable transformation

\[T(x, t) = \int \frac{d^3k}{(2\pi)^3} e^{i\vec{k} \cdot \vec{x}} T_{\bar{k}}(t),\]

and similarly for \(V_i\).
is given by a diff $x^\mu \rightarrow x'^\mu = x^\mu + \xi^\mu$ combined with a gauge transformation $A_{ij} \rightarrow A_{ij} + \partial_j \beta_i$, where

$$\xi^0 = \frac{\sqrt{-\partial^2} T}{6H}, \quad \xi^j = \frac{1}{2} \left( V^j + \frac{\partial^j T}{\sqrt{-\partial^2}} \right); \quad \beta_i = \epsilon_{ijk} \xi^k x^k. \quad (55)$$

The end result is

$$\gamma_{ij}^{UG} = \gamma_{ij}^{SFGS} - \frac{1}{2} \left( \partial_i V_j + \partial_j V_i \right) + \left( \partial_i \partial_j - \frac{\delta_{ij}}{3} \right) \sqrt{-\partial^2} T, \quad (56)$$

while $V_i$ and $T$ have simply disappeared from the gauge fields,

$$A_{ij}^{UG} = \epsilon_{ijk} x^k + \delta_{ij} \alpha + E_{ij}. \quad (57)$$

In either SFGS or UG the above Lagrangian is easily seen to satisfy the symmetry described by eqs. (40) and (47). The only transforming fields are $E_{ij}$ and $\gamma_{ij}$. All the terms, aside those involving no derivatives on $\gamma_{ij}$, are obviously invariant under eq. (47). In particular the variation of the $E_{ij}$ kinetic term is a total derivative, precisely like for the kinetic term of the Galileon. On the other hand the graviton mass and graviton-$E_{ij}$ mixing add up to

$$-\frac{3M_{Pl}^2}{8} \int d^4x \, a^3 (c_T^2 + 1) H^2 \epsilon \left( \gamma_{ij} \gamma_{ij} - 2 \epsilon_{ijkl} \partial_k E_{il} \gamma_{lj} \right) \quad (58)$$

where the expression in brackets reads $\gamma_{ij} \gamma_{ij} - 2b_{ij} \gamma_{ij}$ in terms of the magnetic field $b_{ij}$. Variation under eq. (40) is easily seen to be proportional to $b_{ij}$, which is a total space derivative. The above equation allows us to quickly deduce the time evolution of primordial homogeneous anisotropies in $\gamma_{ij}$ and $b_{ij}$. First of all, by a $\tilde{\delta}^{(2)}$ transformation any such anisotropy can be completely moved to the metric, in such a way that the constant mode of $b_{ij}$ vanishes. With such initial condition the constant mode of $\gamma_{ij}$ will evolve due to its mass term without inducing $b_{ij}$ back. That is because the $E - \gamma$ term induces a contribution $\propto \partial \gamma = 0$ in the $E_{ij}$ equation of motion. As the graviton mass squared $3(c_T^2 + 1) H^2 \epsilon$ is positive because of the requirements of microscopic stability of the gauged, the homogeneous mode will decay at a rate $a^{-(c_T^2 + 1)\epsilon}$ and become negligible as soon as the total number of e-folding $N_\epsilon > 1/\epsilon$. We here focussed on the evolution of the very constant mode, but, by continuity, the same reasoning applies to any primordial anisotropy mode of wavelength comparable to Hubble, or longer, at the beginning of inflation.

A digression on notation

For readers’ convenience, we collect in this subsection the definition of a number of parameters that will simplify the notation. First off, we will find it convenient to work in terms of the conformal time

$$\tau = - \int_t^\infty \frac{dt}{a(t)}. \quad (59)$$
Extra care will be required to account for the dependence of various quantities on the slow-roll parameters. In particular, one can make use of the exact relation \( d(aH)^{-1}/d\tau = \epsilon - 1 \), which, upon expanding \( \epsilon \) around a reference conformal time \( \tau_\star \) and integrating once, yields

\[
aH = -\frac{1 + \epsilon_\star}{\tau},
\]

where we have chosen the integration constant such that \( a \to \infty \) when \( \tau \to 0 \).

Furthermore, it proves convenient to define the following (dimensionless) quantities

\[
\epsilon_\gamma = \frac{3}{2}(c_T^2 + 1)\epsilon, \quad \epsilon_E = \frac{3c_T^2 + 2}{c_E^2}\epsilon,
\]

which are themselves weakly time-dependent: \( \gamma_{\epsilon,E} \equiv d\log \epsilon_{\gamma,E}/d\log a \ll 1 \). With a bit of abuse of terminology, we will refer to all \( \epsilon \)- and \( \eta \)-parameters as ‘slow-roll’ parameters. More explicitly, the \( \epsilon \)-parameters have the following approximate time dependence

\[
\epsilon = \epsilon_\star \left(\frac{\tau}{\tau_\star}\right)^{-\eta_\star}, \quad \epsilon_\gamma = \epsilon_{\gamma_\star} \left(\frac{\tau}{\tau_\star}\right)^{-\eta_{\gamma_\star}}, \quad \epsilon_E = \epsilon_{E_\star} \left(\frac{\tau}{\tau_\star}\right)^{-\eta_{E_\star}}.
\]

We will set \( \tau_\star \) to be the time corresponding to the longest CMB mode exiting the horizon during inflation, so that all modes of phenomenological interest cross the horizon at \( |\tau| \leq |\tau_\star| \). The \( \star \) subscript will indicate that the relevant quantity is evaluated at the time \( \tau_\star \). Furthermore, we will assume that inflation ends 60 e-folds after the longest CMB mode has left the horizon,

\[
\frac{\tau_\star}{\tau_f} \equiv e^{N_e} \approx e^{60}.
\]

For further reference, we quote the expressions for the tensor and (parity even) scalar speeds of sound in terms of the \( \epsilon \)-parameters, obtained by inverting (61)

\[
c_E^2 = \frac{2\epsilon_\gamma - \epsilon}{\epsilon_E}, \quad c_T^2 = \frac{2\epsilon_\gamma - 3\epsilon}{3\epsilon}.
\]

These are also (weakly) time-dependent quantities: \( c_E = c_{E_\star}(\tau/\tau_\star)^{-s_{E_\star}}, \quad c_T = c_{T_\star}(\tau/\tau_\star)^{-s_{T_\star}} \), where \( s_E \) and \( s_T \) can be expressed in terms of the \( \epsilon \) and \( \eta \) parameters using eq. (64):

\[
s_E = \frac{1}{2}\left[\frac{2\epsilon_\gamma \eta_\gamma - \epsilon \eta}{2\epsilon_\gamma - \epsilon} - \eta_E\right], \quad s_T = \frac{\epsilon_\gamma (\eta_\gamma - \eta)}{2\epsilon_\gamma - 3\epsilon}.
\]

In terms of the \( \epsilon \)-parameters, the stability and subluminality conditions (48) read

\[
\epsilon > 0, \quad \frac{3}{2} \epsilon < \epsilon_\gamma < 2\epsilon, \quad \epsilon_E > \frac{\epsilon \epsilon_\gamma}{2\epsilon - \epsilon_\gamma}.
\]

These yield, in particular, that the parameter \( \epsilon_\gamma \) (which measures the graviton mass, as well as the \( \gamma - E \) mixing in (50)) is at most of order of the slow-roll parameter \( \epsilon \), while \( \epsilon_E \) can in principle be somewhat larger. Notice that \( \epsilon_E \gg \epsilon \) corresponds to \( c_E \ll 1 \), as follows from
Finally, for notational purposes, we introduce the following combination of independent slow roll parameters:

\[ B \equiv -2 \frac{\epsilon_\gamma}{\sqrt{\epsilon_E}} \equiv B_\star \left( \frac{\tau}{\tau_\star} \right)^{-\eta_\gamma + \eta_E/2}, \]  

(67)

with \( B_\star \equiv -2 \epsilon_\gamma \star (\epsilon_{E \star})^{-1/2} \).

Having made the above qualifications, we are ready for a closer discussion of the dynamics of the various helicities in gauged inflation.

### 4.2 Tensors

As already remarked above, the symmetry breaking pattern at hand does allow a mass term for the physical graviton, which is explicit in the quadratic action for tensor perturbations, eq. (50). Notice also the peculiar normalization of \( E_{ij} \), whereby its kinetic term appears with an extra (strongly time-dependent) factor of \( a^2 \) compared to the graviton’s kinetic term. This is a consequence of the approximate invariance under internal rescalings of the gauge fields \( A^I_\mu \rightarrow \lambda A^I_\mu \), which in combination with diffeomorphisms leads to approximate symmetry under \( \{ x^i \rightarrow \lambda x^i, a \rightarrow \lambda^{-1} a, E_{ij} \rightarrow \lambda E_{ij} \} \), left unbroken by the background solution. The only explicit source of breaking of this approximate symmetry is the weak dependence of \( P(X) \) on \( \langle X \rangle = 24 \cdot a^{-4} \), which implies a weak time dependence of all slow roll parameters.

It is now convenient to switch to conformal time and to canonically normalized helicity-2 fields:

\[ \gamma_{ij} \rightarrow \frac{2}{a M_{Pl}} \gamma^c_{ij}, \quad E_{ij} \rightarrow \frac{2}{a^2 M_{Pl} H} \frac{1}{\sqrt{\epsilon_E}} E^c_{ij}. \]

(68)

By eq. (60) and by the definitions of the various \( \epsilon \)’s and \( \eta \)’s, the action for the tensor modes (50) is then written at leading order in the slow roll parameters as

\[
S^{(2)}_{TT} = \frac{1}{2} \int d^3x d\tau \left\{ \left( \gamma^c_{ij} \right)^2 - \left( \partial \gamma^c_{ij} \right)^2 + \frac{1}{\tau^2} \left( 2 + 3 \epsilon - 2 \epsilon_\gamma \right) \gamma^c_{ij} \gamma^c_{ij} \\
+ \left( E^c_{ij} \right)^2 - c^2_E \left( \partial E^c_{ij} \right)^2 + \frac{1}{\tau^2} \left( 6 + 5 \epsilon + \frac{5}{2} \eta_E \right) E^c_{ij} E^c_{ij} \\
- \frac{4}{\tau} \epsilon_\gamma \epsilon_{ijk} \partial_k E^c_{il} \gamma^c_{lj} \right\}
\]

(69)

where a prime stands for derivation with respect to conformal time. It is convenient to work in momentum space and expand in helicity eigenstates.

---

9 All other quantities in the lagrangian such as the various speeds of sound and the slow-roll parameters are only weakly time dependent on the quasi-dS spacetime under consideration.

10 Given the helicity operator \( s_{ij} \equiv ik_l \epsilon_{ijl} \), the polarizations eigenstates \( \epsilon^c_{ij} (\vec{k}) \) are defined by \( [s_{ij}, \epsilon^\pm] = \pm 2 \epsilon^\pm \).

This property further implies transverse tracelessness, \( k_i \epsilon^c_{ij} = \epsilon^c_{ii} = 0 \), and reflection hermiticity, \( \epsilon^c(\vec{k})^* = \epsilon^c(\vec{-k}) \).

The latter property, given the hermiticity of the spacetime fields, implies \( \gamma^c_i (\tau, \vec{k}) = \gamma^c_i (\tau, \vec{-k}) \).
\[ \gamma_{ij}(\tau, \vec{x}) = \int \frac{d^3k}{(2\pi)^3} \sum_{s=\pm} e_{ij}^{(s)}(\vec{k}) \gamma_s(\tau, \vec{k}) e^{i\vec{k} \cdot \vec{x}}, \]
\[ E_{ij}(\tau, \vec{x}) = \int \frac{d^3k}{(2\pi)^3} \sum_{s=\pm} e_{ij}^{(s)}(\vec{k}) E_s(\tau, \vec{k}) e^{i\vec{k} \cdot \vec{x}}. \]

In terms of the helicity eigenstates, \( \gamma_{\pm} \) and \( E_{\pm} \), the tensor action reads in momentum-space
\[ S_{TT}^{(2)} = \frac{1}{2} \sum_{s=\pm} \int d\tau \frac{d^3k}{(2\pi)^3} \left\{ \gamma'_s(\vec{k}) \gamma'_s(-\vec{k}) - \left( k^2 - 2 + 3\epsilon - 2\epsilon \gamma \right) \gamma_s(\vec{k}) \gamma_s(-\vec{k}) + E'_s(\vec{k}) E'_s(-\vec{k}) - \frac{2Bk}{\tau} \left[ \gamma_+(\vec{k}) E_+(\vec{k}) - \gamma_-(\vec{k}) E_-(\vec{k}) \right] \right\} . \]

To avoid notational clutter, we have suppressed time dependence on the momentum modes and we have used the definition in (67).

The action (71) describes four modes in total. However, fields of different helicity do not mix and can be treated separately. Their equations of motion are
\[ \frac{d^2}{dz^2} \gamma_{\pm} + \left( 1 - 2 + 3\epsilon - 2\epsilon \gamma \right) \frac{B}{z} E_{\pm} = 0 , \]
\[ \frac{d^2}{dz^2} E_{\pm} + \left( c_E^2 - 6 + 5\epsilon + 5\eta_E/2 \right) \frac{B}{z} \gamma_{\pm} = 0 , \]
where we have defined \( z \equiv -k\tau \). Unbroken parity translates into invariance of the system under \( \gamma_{\pm}(\vec{k}) \rightarrow \gamma_{\mp}(-\vec{k}) \) and \( E_{\pm}(\vec{k}) \rightarrow -E_{\mp}(-\vec{k}) \).

In appendix B, we give a detailed account of the quantization procedure for the system on quasi-de Sitter space. The (momentum-space) fields of a given polarization are collected into two doublets \( \phi_{\pm\alpha} = (\gamma_{\pm}, E_{\pm})^T \), and each doublet is in turn expanded into two ‘eigenmodes’ \( \phi_{\pm\alpha} = \phi^{(1)}_{\pm\alpha} + \phi^{(2)}_{\pm\alpha} \), where
\[ \phi^{(n)}_{\pm\alpha} = f^{(n)}_{\pm\alpha}(\tau, \vec{k}) a_{\pm\alpha}(\vec{k}) + f^{(n)*}_{\pm\alpha}(\tau, \vec{k}) a^\dagger_{\pm\alpha}(-\vec{k}) . \]

Here \( a_{\pm\alpha} \) and \( a^\dagger_{\pm\alpha} \) are the corresponding annihilation/creation operators. The mode functions \( f^{(1)}_{\pm\alpha} \) and \( f^{(2)}_{\pm\alpha} \) solve the system in eqs. (72)-(73). They can be chosen such that \( f^{(n)}_{\pm\alpha} = P_{\alpha\beta} f^{(n)}_{\pm\beta} \), where \( P_{\alpha\beta} = \text{diag}(1,-1) \) represents parity. Furthermore, provided they also obey certain ortho-normality conditions spelled out in Appendix B, the canonical commutation relations read
\[ [a_{\pm,m}(\vec{k}), a^\dagger_{\pm,n}(\vec{p})] = (2\pi)^3 \delta^{(3)}(p-k) \delta_{mn} , \quad [a_{\pm,m}(\vec{k}), a_{\pm,n}(\vec{p})] = [a^\dagger_{\pm,m}(\vec{k}), a^\dagger_{\pm,n}(\vec{p})] = 0 . \]

For \( c_E < 1 \), one can choose modes with the following early time asymptotics
\[ f^{(1)}_{\pm}(z \rightarrow \infty) = \left( \frac{e^{iz}}{\sqrt{2k}}, 0 \right)^T , \quad f^{(2)}_{\pm}(z \rightarrow \infty) = \left( 0, \pm \frac{e^{-ik f d c_E(\tau) k}}{\sqrt{2c_E(\tau)k}} \right)^T . \]
corresponding to purely gravitational and purely gaugid Bunch-Davies excitations.

At time $\tau$, the two-point function for the graviton’s ‘$+$’ polarization reads:

$$\langle \gamma^c_+ (\tau, \vec{k}) \gamma^c_+ (\tau, \vec{k}') \rangle = (2\pi)^3 \delta^3(\vec{k} + \vec{k}') \sum_n |f^{(n)}_{+1}(\tau, \vec{k})|^2 \equiv (2\pi)^3 \delta^3(\vec{k} + \vec{k}') P^+_\gamma , \quad (77)$$

and similarly for the ‘$-$’ polarization, with $P^-_\gamma = P^+_\gamma$ due to parity. The dimensionless tensor spectrum is thus given by

$$\Delta^2_t = \frac{k^3}{2\pi^2} \left( \frac{2}{aM_{Pl}} \right)^2 (P^+_\gamma + P^-_\gamma) = \frac{k^3}{\pi^2} \left( \frac{2}{aM_{Pl}} \right)^2 P^+_\gamma , \quad (78)$$

where the second factor turns the canonically normalized fields into the physical ones.

Evaluating the $\langle \gamma \gamma \rangle$ two-point function at the end of inflation ($\tau = \tau_f$) thus boils down to evaluating the mode functions $f^{(1)}_+$ and $f^{(2)}_+$, with the initial conditions given in eq. (76) ($f^{(1)}_+$ and $f^{(2)}_-$ are then automatically obtained via a parity transformation). To put it another way, we have to solve the system (72)-(73) for $\gamma^c_+$, with the following two sets of initial conditions:

$$\{ \gamma^c_+ \underset{z \to \infty}{\to} e^{i z}/\sqrt{2k}, \quad E^c_+ \underset{z \to \infty}{\to} 0 \} \quad \text{and} \quad \{ \gamma^c_+ \underset{z \to \infty}{\to} 0, \quad E^c_+ \underset{z \to \infty}{\to} e^{-ik} \int d\tau c E(\tau)/\sqrt{2cE(\tau)k} \} .$$

We will see that the contribution of the first of the mode functions ($f^{(1)}_+$) to the amplitude of the $B$-mode power spectrum is at most of the order of the standard single field result (3), while the contribution of the second mode function ($f^{(2)}_+$) is parametrically larger. This results in a potentially significant enhancement of the primordial tensor spectrum. For these reasons, we will refer to the first and the second modes as the ‘small’ and ‘large’ modes respectively.

One can easily understand the origin of the enhancement of the gravitational waves by looking at the helicity-2 action (50), before canonically normalizing the fields. As we pointed out in section 4.1, the residual symmetry $\delta^{(2)}$ forces the non-derivative part of the quadratic graviton lagrangian to have the form in eq. (78), whose variation with respect to $\gamma_{ij}$ is proportional to

$$\notag \tilde{\gamma}_{ij} \equiv \gamma_{ij} - \frac{\epsilon_{ikl} \partial_k E_{lj} + \epsilon_{jkl} \partial_k E_{li}}{2} = \gamma_{ij} - \frac{b_{ij} + b_{ji}}{2} , \quad (79)$$

which at large wavelengths precisely corresponds to the physical anisotropy perceived by local observers. Furthermore, and as we already argued in section 4.1, given the graviton mass is positive, $\gamma$ evolves in such a way that the anisotropy (that is the quantity in eq. (79)) slowly decays in time. Schematically,

$$\notag \gamma \overset{z \to 0}{\longrightarrow} \partial E . \quad (80)$$

This is the situation as concerns classical fluctuations, but $\partial E$ also receives contributions from quantum fluctuations at all comoving wavelengths. During inflation these get constantly stretched to superhorizon scales, eventually freezing out and sourcing the gravitational waves according to eq. (80). Modes satisfying eq. (80) are not observable as long as they are outside the horizon, but, like for all quantum fluctuations from inflation, we will eventually be concerned with the observable consequences after they re-enter the horizon. Now the crucial point here is that the gaugid’s physical excitations are characterized by a scale, smaller than $M_{Pl}$, so
that they undergo *stronger* quantum fluctuations than gravitons do. In particular, inspection of the \( E \) kinetic term in (50) (see also eq. (61)) makes it clear that the quantum fluctuations in this mode are enhanced by a factor of \( \epsilon_E^{-1/2} \) (in suitable units, to be specified below). As implied by eq. (80), these large quantum \( E \)-fluctuations, once frozen out, source a spectrum of super-horizon gravitational waves with amplitude

\[
\langle \gamma \gamma \rangle \sim \frac{H^2}{M_{Pl}^2 \epsilon_E}. \tag{81}
\]

The rest of the present section will be devoted to fixing the remaining factors in this formula.

**The large mode**

We now show that the large mode generates a dominant contribution of the form (81) to the amplitude of the primordial tensor spectrum. To this end, we need to solve the system (72)-(73) for \( \gamma_+ \), with the following initial conditions

\[
\gamma_+ \underset{z \to \infty}{\rightarrow} 0, \quad E_+ \underset{z \to \infty}{\rightarrow} \frac{e^{-ik \int d\tau c \epsilon_E(\tau)}}{\sqrt{2c \epsilon_E(\tau) k}}. \tag{82}
\]

The non-trivial profile of \( \gamma_+ \) is entirely due to the mixing with \( E_+ \) (in the absence of this mixing \( \gamma_+ \) would vanish at all times with the given initial conditions).

For the rest of the argument, we will rely on perturbation theory in the small mixing parameter \( B \sim \epsilon_\gamma/\epsilon_E^{1/2} \). This parameter is at most of the order of \( \epsilon_\gamma^{1/2} \), but can be smaller, consistently with stability of the theory, see eq. (66). We will argue, in particular, that \( E_+ \) evolves practically independently of \( \gamma_+ \) at all times, being well-approximated by the \( B = 0 \) solution of (73). To the linear order in all slow-roll parameters, this solution reads

\[
E_+ = \left( 1 + \frac{SE_*}{2} \right) e^i(2\nu_E+1)\pi/4 \left( \frac{\pi z}{4k} \right)^{1/2} \frac{H_{\nu_E}(c \epsilon_E(1+s_{E_\star})z)}{\nu_E = \frac{5}{2} + \epsilon_\gamma + \frac{1}{2} \eta \epsilon_\gamma + \frac{5}{2} s_{E_\star}}, \tag{83}
\]

where \( H_{\nu_E}^{(1)} \) is the Hankel function of the first kind and we have appropriately normalized \( E_+ \) to match onto the early time asymptotics (82).

One can straightforwardly verify that this expression indeed provides a good approximation to the exact solution of the system (72)-(73). In particular, focussing first at early times (\( z \gg 1 \)), the \( E_+ \) profile in (83) sources a non-trivial \( \gamma_+ \), which to the leading order in slow-roll takes the form

\[
\gamma_+ \bigg|_{z \gg 1} = \frac{B_*}{\sqrt{2c \epsilon_E k} \left( 1 - c_{E_\star}^2 \right)} \frac{e^{iE_\gamma z}}{z}. \tag{84}
\]

Plugging this expression back into eq. (73), one can easily show that there is no significant backreaction on the early-time dynamics of gaugid’s helicity-2 perturbations: the correction to the zeroth-order solution (83) scales as \( \delta E_+/E_+ \bigg|_{z \gg 1} = \mathcal{O}(B^2_*/z) \).

Next we explore the late-time dynamics of the system. The \( z \ll 1 \) asymptotics of (83) read

\[
E_+ \bigg|_{z \ll 1} = \frac{3}{\sqrt{2k_{E_*}}^{5/2}} \frac{1}{z^{s_{E_\star}/2}} \frac{1}{z^{2+\epsilon_\gamma+\eta \epsilon_\gamma/2}}, \tag{85}
\]
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where $z \equiv -k \tau^*$. Plugging this expression for $E_+^*$ into (72) yields at late times

$$
\frac{d^2 \gamma_+}{dz^2} - \frac{2 + 3 \epsilon - 2 \epsilon_\gamma}{z^2} \gamma_+ - \frac{3B_+}{\sqrt{2kcE^*_+}} \frac{1}{z^*_E, 2 + 5sE^*_+, 2 - \eta^*} \frac{1}{z^{3 + \epsilon + \eta^*}} = 0 ,
$$

(86)

where we have used eq. (67). The general solution to this equation is readily found:

$$
\gamma_+ = \frac{3B_+}{2\sqrt{2kcE^*_+ \epsilon_\gamma^*}} \frac{1}{z^*_E, 2 + 5sE^*_+, 2} \frac{1}{z^{1 + \epsilon^*}} + C_+^* z^{\lambda^*_+} + C_-^* z^{\lambda^*_-} , \quad \lambda^*_\pm = \frac{1 \pm (3 + 2 \epsilon^* - 4 \epsilon_\gamma^*/3)}{2} ,
$$

(87)

where $C_+$ and $C_-$ are the two integration constants, which can in principle be determined by matching onto the early-time dynamics.

In solving the system (72)-(73), we have not yet used the explicit expression for the mixing parameter $B$ in terms of the independent slow-roll parameters (recall that $B \propto \epsilon_\gamma^*/\epsilon^*_E^{1/2}$). Imagine for a second, therefore, that $B$ is an independent parameter and note the divergence of the first term in eq. (87) in the limit $\epsilon_\gamma \rightarrow 0$, while keeping $B$ nonzero. However, at finite $z$, the original equations (72)-(73) and the approximation (86) are perfectly regular in this limit: this singularity should then be spurious and be removed, at finite values of $z$, once the boundary conditions are imposed. \[11\] This requirement alone automatically fixes the leading pieces in the expansion of $C_+$ and $C_-$ in the slow-roll parameters:

$$
C_+ = O(1), \quad C_- = -\frac{3B_+}{2\sqrt{2kcE^*_+ \epsilon_\gamma^*}} \frac{1}{z^*_E, 2 + 5sE^*_+, 2} + O(1) .
$$

(88)

The $C_+$ mode decays outside the horizon, so we will discard it from now on. Up to higher-order corrections in the $\epsilon$ and $\eta$ parameters, the late-time asymptotics of $\gamma_+$ for the large mode thus read

$$
\gamma_+ = -\frac{3}{\sqrt{2kcE^*_+ \epsilon_\gamma^*}} \frac{1}{z^*_E, 2 + 5sE^*_+, 2} \frac{1}{\epsilon^*_E} \left(1 - z^{2\epsilon_\gamma^*/3}\right) ,
$$

(89)

where we have made use of the explicit expression for $B_+$ in (67). In this form it becomes evident that $\gamma_+$ vanishes in the limit $\epsilon_\gamma \rightarrow 0$, where the mixing between the two helicity-2 fluctuations disappears.

One can already see that the expression (89) for the out-of-horizon profile of the graviton confirms our expectations, discussed around eqs. (79)-(81), concerning the sourcing of gravitational waves by the gauged’s helicity-2 mode. First of, notice the enhancement of the wavefunction by a factor of $\epsilon_\gamma^{-1/2}$, in agreement with (81). Furthermore, the first term in (89) describes a constant profile for the physical graviton (see eq. (68)), sourced by the frozen out-of-horizon $E_+$ modes. The second term, on the other hand, describes the slow dilution of physical anisotropy due to the graviton mass, $m^2 = 2H^2 \epsilon_\gamma$, as discussed before eq. (80).

\[11\] The origin of the apparent singularity in eq. (87) is associated with the fact that the source term in (86) has a scaling with $z$ that resonates with one of the solutions of the homogeneous equation. However we physically expect a resonance should not give rise to singularities over short enough times, in line with our more mathematical argument that the solutions of (86) should display no singularity in $\epsilon_\gamma$ at finite $z$.  
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The profile (89) for $\gamma^+$ leads to negligible backreaction once plugged back into the $E^+$-equation of motion (73). Indeed, the source term in the resulting equation, being of order $O(B^2 z^{-2})$, is $O(B^2)$ with respect to the unperturbed solution at horizon crossing $z = O(1)$, while it is even more negligible at late times compared to leading terms that grow like $O(z^{-4})$. This means in particular, that there is no resonant effect similar to the one that arises in $E^+$-sourcing of the gravitational waves. The leading effect therefore originates from effects at horizon crossing and corresponds to an $O(B^2)$ correction to the asymptotic behaviour of $E$ given in eq. (85). In turn this will similarly, and negligibly, modify (88) by effects of relative size $O(B^2)$.

From the above discussion it is clear that the $\gamma^+$ backreaction on the dynamics of the gaugid’s helicity-2 mode is small ($O(B^2)$) at all values of $z$. We have explicitly verified this fact via a numerical integration of the system (72)-(73).

The perturbative expansion in the small mixing parameter $B$ is thus at work as far as the large mode is concerned. Next we explore the status of perturbation theory for the small mode.

The small mode

Evaluating the contribution of $f^{(1)}_+$ to the primordial B modes amounts to solving the system (72)-(73) for $\gamma^+$, with the following initial conditions:

$$\gamma^+ \bigg|_{z \to \infty} \rightarrow \frac{e^{iz}}{\sqrt{2k}}, \quad E^+ \bigg|_{z \to \infty} \rightarrow 0 . \quad (90)$$

In line with the anticipated perturbative expansion in the small mixing parameter $B$, we expect $E^+ = O(B)$ at all times, while $\gamma^+$ is given by the following expression

$$\gamma^+ = e^{i(2\nu+1)\pi/4} \left( \frac{\pi z}{4k} \right)^{1/2} H^{(1)}_{\nu}(z) + \delta \gamma^+ , \quad (91)$$

where $\delta \gamma^+ = O(B^2)$. Here $\nu \equiv 3/2 + \epsilon_1 / 3$, and the solution has been appropriately normalized to match onto the Bunch-Davies initial condition for $\gamma^+$.

To compute the correction term in (91), consider first the early-time ($z \gg 1$) dynamics of the system. With the initial conditions set by eq. (90), the non-trivial $E^+$ profile is entirely due to the mixing with the graviton, and for $z \gg 1$ it becomes

$$E^+_+ \bigg|_{z \gg 1} \approx \frac{B}{\sqrt{2k(1 - c_E^2)}} \frac{e^{iz}}{z} . \quad (92)$$

Plugging this expression back into the equation for $\gamma^+$, one finds

$$\delta \gamma^+ \approx -i \frac{B^2}{2\sqrt{2k(1 - c_E^2)}} \frac{e^{iz}}{z} . \quad (93)$$

The correction to $\gamma^+$ due to mixing with the gaugid’s helicity-2 excitation is indeed small at early times, $\delta \gamma^+ = O(B^2/z)$. 
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The late-time dynamics is more subtle, however. Indeed, according to (91), the zeroth-order graviton wavefunction grows like
\[ \gamma_+ \approx \frac{i}{\sqrt{2k}} \frac{1}{z^{1+\epsilon_1/3}} \] (94)
in this regime. When plugged into the \( E_+ \) equation of motion (73), this acts as a source, giving rise to the following late-time profile
\[ E_+ \big|_{z \ll 1} \approx \frac{iB}{6\sqrt{2k}} \frac{1}{z^{1-2\epsilon_1/3}} + D_+ z^{\kappa_+} + D_- z^{\kappa_-}, \quad \kappa_\pm = \frac{1 \pm (5 + 2\epsilon_* + \eta_{E*})}{2} \] (95)
Here \( D_\pm \) are the two integration constants. One generically expects the corresponding modes to be both excited at horizon crossing \( z \sim 1 \), with amplitudes \( D_\pm \approx B \).

Perturbation theory is only at work if (95) does not lead to a significant backreaction on \( \gamma_+ \) when plugged back into (72) as a source. For \( z \ll 1 \), it is clear that the first two terms in (95) have no effect on the late-time dynamics of the graviton. The last term, however, scales as \( z^{-2-\epsilon_*-\eta_{E*}} \), and we have seen that this is precisely the kind of scaling that results in a resonant enhancement of the gravitational waves outside the horizon. Going through the same analysis as for the large mode, we thus have
\[ \frac{\delta \gamma_+}{\gamma_+} \big|_{z \ll 1} \sim \frac{BD_-}{\epsilon_\gamma} \sim \frac{B^2}{\epsilon_\gamma} = 4 \frac{\epsilon_\gamma}{\epsilon_E}. \] (96)
This can be considered a small perturbation only for \( \epsilon_E \gg \epsilon_\gamma \) (recall that this part of the parameter space is allowed by stability constraints (66)). Otherwise, the effects from the backreaction of \( E_+ \) on the late-time dynamics of \( \gamma_+ \) are \( O(1) \).

However, even when \( \epsilon_E \sim \epsilon_\gamma \), and the contribution of the backreaction on the small mode cannot be computed by treating the mixing \( B \) as a perturbation, it remains true that the contribution of this mode to the primordial spectrum of gravity waves remains of the standard magnitude \( \Delta^2 \sim H^2/M^2_{Pl} \). This observable is therefore fully dominated by the large mode, which we have been able to compute reliably in perturbation theory. For that reason, we will discard the sub-dominant small mode from now on.

Using (89) as well as the relation \( a(\tau) = a(\tau_*) (\tau_*/\tau)^{1+\epsilon_*} \) in eq. (78), one can straightforwardly evaluate the expression for the tensor power spectrum at the end of inflation \( \tau = \tau_f \). We will reproduce the result for the two limiting cases of a not-so-small \( \epsilon_\gamma \) as well as a very small one, \( \epsilon_\gamma \ll N_e^{-1} \approx 1/60 \). The primordial B mode spectrum takes the following form in these limits:
\[ \Delta^2_t(\tau_f) = \begin{cases} \begin{array}{ll} 18 & H^2_\star \frac{1}{M^2_{Pl}} \frac{c_{E*}^3 \epsilon_{E*}}{(-k\tau_*)^{2\epsilon_*+\eta_{E*}+5\epsilon_{E*}}} \epsilon_\gamma N_e \geq 1 \\ 8 & H^2_\star \frac{c_{\gamma*}^3 \epsilon_{\gamma*}}{(-k\tau_*)^{2\epsilon_*+\eta_{E*}+5\epsilon_{E*}}} \log^2(-k\tau_f) \epsilon_\gamma N_e \ll 1 \end{array} \end{cases} \] (97)
Assuming for concreteness that \( \epsilon_\gamma N_e \sim 1 \), we have:
\[ \Delta^2_t \sim \frac{H^2_\star}{M^2_{Pl}} \frac{1}{c_{E*}^3 \epsilon_{E*}}. \] (98)
This exceeds (especially for a somewhat suppressed \(c_{E^*}\)) the standard single-field result (3) by
a large factor \(e^{-5\epsilon_{E^*}}\).

One may wonder to what extent is such an enhancement of the tensor modes in gaugid inflation compatible with the current limits on the tensor-to-scalar ratio. We will see below that the spectrum of scalar perturbations is given by a similar expression in the model at hand

\[
\Delta_s^2 \sim \frac{H^2}{M^2_{\text{Pl}} c_{T^*} \epsilon_{e^*}}.
\]

For a somewhat small \(c_T\) compared to \(c_E\), the tensor-to-scalar ratio is thus easily suppressed beyond the observational upper limit. Another possibility for suppressing gravity waves relative to scalar CMB fluctuations is to have \(\epsilon_\gamma \ll N_e^{-1}\).

The tilt of the tensor spectrum can be readily read off eq. (97):

\[
n_t = \begin{cases} 
-2\epsilon_{e^*} - \eta_{E^*} - 5s_{E^*}, & \epsilon_\gamma N_e \gtrsim 1 \\
- \frac{2}{N_e} - 2\epsilon_{e^*} - \eta_{E^*} - 5s_{E^*}, & \epsilon_\gamma N_e \ll 1
\end{cases}
\]

where \(s_E\) has been defined in (65). In both of the above limits one expects a percent-level tensor tilt, \(n_t \sim N_e^{-1}\), which appears to be a genuine prediction of the theory. For all slow-roll parameters smaller than \(N_e^{-1}\), the tensor spectrum is red-tilted, while in a more general case both signs of \(n_t\) are possible.

One last comment concerns the amount by which the \(\gamma_+\) spectrum (97) evaluated right before the end of inflation varies by the time the CMB modes reenter the horizon. We will return to this question in section 5. Generically, the predictions for the primordial tensor and scalar spectra are expected to be more sensitive to the details of reheating in the model at hand, than they are in more ordinary theories of inflation. We will nevertheless argue, that at least in the case that reheating happens fast, i.e. within a single Hubble time, the asymptotic tensor spectrum is reproduced by (97) to a good approximation.

### 4.3 Scalars

The scalar sector of gaugid inflation consists of a pair of dynamical degrees of freedom. Importantly, these have opposite parity with respect to the unbroken symmetry under inversion of spatial coordinates: \(\alpha\) is parity-odd, while \(T\) is parity even. In the parity-symmetric theory at hand, this results in a complete decoupling of the former field both from the metric and from the parity-even mode at the quadratic order in the perturbation lagrangian, making the primordial scalar spectrum sensitive to \(T\) alone.

To compute the action for \(T\) we must first solve the contraints associated to the non-dynamical fields. By parity, the only fields that can affect the action for \(T\) must also be scalars. In the spatially flat slicing gauge, the only such fields reside in in the lapse and the shift variables

\[
N = 1 + \delta N, \quad N_i = \partial_i \psi \quad (N^i = g^{ij} N_j),
\]
while the scalar residing in the gauge field $a_i = \partial_i \chi$ is indeed a pseudo-scalar, and so it does not mix (see App. [A]). The complete perturbation lagrangian for the scalar modes is somewhat complicated, and is reproduced in Appendix [A.2]. Passing to momentum space, the lapse and shift can be integrated out from their respective equations of motion (the Hamiltonian and momentum constraints of general relativity), which yields

$$\delta N = -\frac{a^2 \dot{H}}{2kH} \frac{T - \dot{H}T/H}{1 - 3a^2 \dot{H}/k^2}, \quad \psi = -\frac{a^2}{2k} \frac{3a^2 \dot{H}/k^2 - \dot{H}T/H}{1 - 3a^2 \dot{H}/k^2}.$$ (102)

Plugging these expressions back into the action leads to the final form of the quadratic $T$ Lagrangian in eq. (51).

As advertised, this is the exact same action describing the only scalar mode in solid inflation. It is not difficult to see why this is the case by taking a brief detour to the unitary gauge, where $T$ is ‘eaten’ by the metric and the gauge fields contain only the parity odd scalar and the tensor modes, see eq. (57). If writing down the quadratic action for the parity even scalar is our only concern, we can calculate the invariants in [14] directly with the unperturbed gauge fields, $A_{ij} = \epsilon_{ijk}x^k$ but with a perturbed metric. (We have already explained that the auxiliary fields in the gauge sector do not matter because of their quantum numbers.) By inspection, we notice that in unitary gauge, our invariants reduce to various contractions of the spatial contravariant metric $g^{ij}$, with the Kronecker $\delta_{ij}$ contracting the indices. For example, we have in obvious notation

$$X_{UG} = 4 ([g]^2 - [g]^3]) + \ldots, \quad I_{2UG} = 2 \frac{[g]^2 - [g]^4}{([g]^2 - [g]^3)^2} + \ldots,$$ (103)

where ellipses stand for pieces containing helicity/parity modes, other than the parity even scalar. Since $g^{ij}$ is formally a 3 by 3 matrix, invariants higher than $[g]^3$ cannot be expressed as functions of $[g]$, $[g]^2$ and $[g]^3$. But these are precisely the ingredients of the solid lagrangian written in the unitary gauge [26], where the spatial coordinates are chosen to lie along the comoving coordinates of the solid, $x^i = \delta^i_j \phi^j$. We will see shortly that it is precisely $T$—our only parity-even scalar mode—whose dynamics determine the properties of the physical curvature perturbations in gaugid inflation. Given the full analogy to the scalar sector of solid inflation studied in ref. [26], we will briefly summarize various points addressed by the authors of that reference as well as slightly extend their discussion.

The (scalar part of the) gaugid’s perturbed stress tensor is calculated in appendix [C]. Away from any gauge, we define the perturbed metric as follows

$$ds^2 = -(1 + 2A)dt^2 + 2a \partial_i Bdx^i dt + a^2 [(1 - 2C)\delta_{ij} + 2 \partial_i \partial_j D] dx^i dx^j,$$ (104)

while our definitions for the comoving curvature perturbation $\mathcal{R}$ and the curvature perturbation on uniform density surfaces $\zeta$ are:

$$\mathcal{R} = C - \frac{H}{\rho + p} \delta q, \quad \zeta = C - \frac{\delta \rho}{3(\rho + p)}.$$ (105)
where $\delta q$ is the potential for momentum density.

In SFSG, the two gauge-invariant curvature perturbations read

\[ R_{\vec{k}} = \frac{k}{6H}\epsilon \left( \frac{\dot{T}}{1 + k^2/3a^2H^2\epsilon} + \frac{H\epsilon T}{k} \right), \]
\[ \zeta_{\vec{k}} = \frac{k}{6T}. \]

One peculiarity of the theories under consideration is that $R$ and $\zeta$ are neither equal nor conserved on superhorizon scales during the inflationary phase: they slowly evolve according to

\[ \dot{\zeta} \sim \epsilon H \zeta, \]
\[ \dot{R} \sim \epsilon H R, \]

and similarly for $\zeta$. (See, e.g., the expression (112) for the $\langle \zeta \zeta \rangle$ two-point function below.) This is in stark contrast to more conventional theories of inflation, where Weinberg’s theorem guarantees the presence of a pair of adiabatic modes, one of which has constant and identical $R$ and $\zeta$ at superhorizon scales, while for the other one both of these curvature perturbations vanish. The origin of the non-compliance of scalar perturbations of solids/gaugids to Weinberg’s theorem can be traced back to these systems’ anisotropic stress $\sigma_{ij}$, which remains sizeable even in the long-wavelength limit: one of the key technical assumptions of the theorem is that $\sigma_{ij}$ decays at $k/a \to 0$.\[32\]

Another assumption of Weinberg’s theorem is that it is possible to continue all homogeneous perturbations to physical ones at finite momentum. However, this assumption does not hold in solid/gaugid inflation either. Indeed, let us try to see the origin of the uncommon features of $R$ and $\zeta$ directly from Einstein’s equations. Equality of $R$ and $\zeta$ as well as their conservation outside the horizon are usually established based on the two gauge-invariant equations (see, e.g., [33])

\[ \zeta - R = 1 \frac{k^2}{3H^2 \epsilon a^2} \Psi, \]
\[ \dot{\zeta} = -1 \frac{k^2}{3H a^2} \Psi + \ldots, \]

where the Bardeen potential $\Psi$ is given by the following expression in the spatially flat gauge\[12\]

\[ \Psi = -H \psi, \]

and the ellipses denote extra terms that do not play a role in the argument to come. Equality and constancy at large scales of the two curvature perturbations requires that the quantity $(k^2/a^2)\Psi$ vanish at zero momentum. This is usually true in conventional inflationary theories, where the Bardeen potential is regular for $k/a \to 0$. In contrast, in solid/gaugid inflation, $\Psi$ diverges as $(k/a)^{-2}$ in this limit, so that $(k^2/a^2)\Psi$ is finite. To see this, note that the explicit

\[ ^{12}\text{In an arbitrary gauge, it is defined as } \Psi = C + a^2 H (\dot{D} - B/a). \]
expressions (102) for the curvature perturbations imply the following (schematic) relations at small momenta: \( \zeta \sim R \sim kT \). In the same limit, eqs. (102) and (110) yield

\[
\frac{k^2}{a^2} \Psi \sim H k \dot{T} \sim \epsilon H^2 \zeta ,
\]

(111)

where to establish the last relation we have used (107). The effects from the \( \Psi \)-dependent terms are therefore only slow-roll suppressed, but do not decouple as \( k/a \to 0 \) in either of the (gauge-invariant) equations (108) and (109), usually used to prove that \( R \) and \( \zeta \) are identical and conserved outside the horizon.

Just as for the tensor modes, non-coincidence and slow time evolution of \( \zeta \) and \( R \) outside the horizon makes the predictions of the model at hand somewhat sensitive to the details of reheating. In particular, there are two immediate questions: i) given the non-zero time derivative of the two superhorizon curvature perturbations at the end of inflation, how much do their values at \( \tau = \tau_f \) differ from their measured value at CMB decoupling? ii) out of the two perturbations \( \zeta(\tau_f) \) and \( R(\tau_f) \) that differ outside the horizon immediately before the end of inflation, which combination, if any, have we measured in the CMB? As a matter of fact, we will see in the next section that \( R \) is generically expected to change discontinuously across the reheating surface, while \( \zeta \) is continuous [26]. For that reason, we will proceed assuming that it is the latter curvature perturbation that determines the observed features of the CMB. Moreover, we will argue in the next section, that the non-zero variation rate of \( \zeta \) at the end of inflation cannot make its asymptotic, measured value too different from \( \zeta(\tau_f) \), as far as reheating happens fast.

Making the identification \( \zeta = kT/6 \) along the lines of the previous discussion, the two-point function of \( \zeta \) has been calculated based on the action (51) in ref. [26], and the result reads

\[
\langle \zeta(\tau, \vec{k}_1)\zeta(\tau, \vec{k}_2) \rangle \bigg|_{k \tau \to 0} = (2\pi)^3 \delta^3(\vec{k}_1 + \vec{k}_2) \frac{H^2}{4\epsilon_\gamma \epsilon_{\zeta}^5 M_{Pl}^2} \frac{1}{k_1^3} \frac{(\tau/\tau_*)^{8s_T \epsilon_{\gamma}/3}}{(-k_1 \tau_*)^{5s_T - 2c_{T^*}^2 \epsilon_{\gamma} + \eta_*}} .
\]

(112)

The tilt of the spectrum can be readily read off of this expression:

\[
n_S - 1 \simeq 2c_{T^*}^2 \epsilon_* - 5s_T - \eta_* ,
\]

(113)

where the parameter \( s_T \) has been defined in (65). Phenomenologically, the scalar tilt can be fixed to the observed value by e.g. dialling the free parameter \( \eta_* \), which does not enter into the expression (100) for the tensor spectrum.

Recalling the form of the tensor spectrum (99) and using eq. (61) one finds that the tensor-to-scalar ratio is given for \( \epsilon_\gamma \lesssim N_{\epsilon}^{-1} \) by the following expression

\[
r \sim \frac{c_T^5}{c_E^2} \times (\epsilon_\gamma N_\epsilon)^2 .
\]

(114)

For \( \epsilon_\gamma \) somewhat larger than \( N_{\epsilon}^{-1} \), on the other hand, the expression for \( r \) is saturated at \( r \sim c_T^5/c_E^2 \). One can see that \( r \) is extremely sensitive to \( c_T \) and can thus be highly suppressed if the scalar phonons are subluminal, \( c_T < 1 \). As can be straightforwardly inferred from [66], the
stability and (sub)luminality constraints do allow for this possibility. In particular, dialling the value of $\epsilon_\gamma$ to lie slightly above $3\epsilon_\gamma/2$ (thus saturating the lower bound on $\epsilon_\gamma$ in (66)), the scalar speed of sound, $c_T$, tends to zero, while the tensors propagate at a finite speed, approaching $c_E^2 \simeq 2/3$ as the last condition in (66) becomes saturated, see eq. (64). Close to this point in the parameter space, $r$ can be arbitrarily small. On the reverse side, the stability/subluminality constraints do allow for a large tensor-to-scalar ratio as well. In fact, $c_E$ can be arbitrarily suppressed compared to $c_T$ (and $r$ can thus be made arbitrarily large) by choosing, for fixed $\epsilon$ and $\epsilon_\gamma$, a large enough parameter $\epsilon_E$ in (64). Again, it is clear from (66) that such a choice of the parameters of the theory does not clash with stability and/or (sub)luminality of the spectrum.

Notice, finally, that neither the scalar nor the tensor spectrum directly probe the inflationary Hubble rate in the model under consideration: observable primordial gravitational waves are possible even for a relatively low-scale inflation.

4.4 Vectors

Just like the tensor and scalar modes, the gaugid’s vector perturbations do also get excited during the quasi-de Sitter phase. Similarly to the parity-even scalar mode, these obey the exact same dynamics as their counterparts in a solid—the solid’s transverse phonons—leading to a vector-to-scalar ratio that scales as $(c_T/c_V)^5$ with the vector speed of sound $c_V$ [26]. Nevertheless, vector perturbations decay during the standard post-inflationary evolution of the universe, and are therefore less likely to affect the CMB in any observable way. For completeness, we sketch a derivation of the vector action (53) in gaugid inflation in Appendix A.3.

5 Reheating and matching the correlation functions

After inflation, the universe transitions into a conventional Big Bang phase, well-described by a perfect fluid with negligible anisotropic stress. Weinberg’s theorem thus becomes operative in this post-inflationary epoch, and the two curvature perturbations asymptote, as usual, to the same (constant) value at large wavelengths. However, which one, if any, of the two correlators $\langle \zeta \zeta \rangle$ and $\langle R R \rangle$ evaluated by the end of inflation matches onto this asymptotic value is in general dependent on the particular model of reheating. In addressing this question, our discussion will parallel that of ref. [26], presented in the context of solid inflation.

For the rest of the argument, we will assume that reheating—that is, the transition from the inflationary phase to the standard perfect fluid-dominated era—happens instantaneously, i.e. at most within a Hubble time interval. Moreover, we will assume that there exists a smooth reheating surface—i.e. a spacelike hypersurface $\Sigma_r$ separating the inflationary and Big Bang phases. What we mean by “smooth” here is that a coordinate system can be found on $\Sigma_r$, such that all physical quantities including the metric, as well as their first and second (space-)

\[13\text{Note that }c_T\text{ has no dependence on the latter parameter at all.} \]
derivatives along $\Sigma_r$ are finite. Then, one can argue that the metric and its first space- and time-derivatives, as well as the $T^0_0$ (energy density) and $T^0_i$ (momentum density) components of the total matter stress tensor, evolve continuously across $\Sigma_r$, while $T^i_j$ (pressure and the various stresses) may experience a jump. This is because $T^0_0$ and $T^0_i$ enter into the Hamiltonian and momentum constraint equations of general relativity, which do not contain second or higher time derivatives of any quantity and are thus merely constraints on the boundary data. (The constraint equations do contain second space derivatives, however, and hence our definition of a “smooth” reheating surface.) In contrast, $T^i_j$ enter into the truly dynamical part of Einstein’s equations, meaning that this quantities may jump in going through reheating. From now on, we will exclusively focus on linearized scalar perturbations, so that the two continuous quantities are the energy density $\rho$ and the scalar potential for momentum density $T^0_i = \partial_i \delta q$. (For the gaugid, these are computed in appendix C.)

Specifying a theory of reheating requires specifying, in the first place, the ‘clock’ that controls the end of inflation/the onset of the standard Big Bang phase. In single-field, slow roll inflation, the inflaton itself is the order parameter that provides such a clock, and the reheating surface coincides, at sufficiently large distances, with both the uniform density ($\delta \rho = 0$) and the comoving ($\delta q = 0$) hypersurfaces. In gaugid inflation, the most obvious candidate for the clock controlling the onset of reheating is $X$, the only invariant in (14) that depends on time when evaluated on the background. In SFSG, and to the linear order in all (including metric) perturbations, this quantity reads

$$X = \frac{24}{a^4} \left( 1 + \frac{2}{3} \partial^2 \tilde{T} \right), \quad (115)$$

where for notational convenience we have chosen to work with $\tilde{T} \equiv T/\sqrt{-g^2}$.

It is not difficult to convince oneself that with this choice of $X$ as the “clock”, the reheating surface coincides with the surface of uniform energy density (but not with the comoving one). In order to see this, note that, apart from $X$, none of the invariants in (14) fluctuate at the linear order in the fields. Indeed, by their very construction, these invariants are insensitive to a constant rescaling of the magnetic fields,

$$\delta B^I = \lambda B^I. \quad (116)$$

To the leading order in $\lambda$ and in the fields, this transformation is realized on the parity-even scalar as $\delta \tilde{T} = \lambda \tilde{T}^2/2$, which makes it clear that no quantity invariant under (116) can receive a contribution linear in $\tilde{T}$. Moreover, one can show that since we are dealing with a purely magnetic background (with only the spatial components of the field strengths having non-zero expectation values), no metric perturbation can contribute to these invariants in SFSG at the linear order either. Finally, being time-independent when evaluated on the background, none

---

14Again, $\alpha$ can not contribute due to its quantum numbers under parity.
15This is because the spatial metric is not perturbed by any scalar quantity in SFSG.
of these invariants transform, at the linear order in field fluctuations, under the time diff

\[ t' = t - \frac{1}{6H} \partial^2 \tilde{T} + \mathcal{O} \left( \partial^2 \tilde{T} \partial^2 \tilde{T} \right). \]  

(117)

that takes us from SFSG to the gauge characterized by an unperturbed \( X \). Since none of the building blocks of our theory are perturbed in the latter gauge, the energy density is unperturbed as well: the reheating hypersurface coincides with that of uniform energy density.

One can directly check the latter statement by applying the time diff (117) to the SFSG expression for \( \delta \rho \) that we provide in eq. (142) in appendix C. Applying the same diff to the momentum potential \( \delta q \), on the other hand, does not eliminate this quantity \[26\], meaning in particular that the reheating and comoving hypersurfaces do not coincide. We thus arrive at a conclusion that the curvature perturbation on uniform-density hypersurfaces \( \zeta \) goes through reheating continuously, while the comoving curvature perturbation \( \mathcal{R} \) generally experiences a jump.

With our assumption that inflation terminates when \( X \) drops down to a given value \( X_f \), reheating is most naturally described in the gauge where \( X \) does not fluctuate and inflation ends everywhere at the same time \( t'_f \) defined in eq. (117). Assuming reheating is instantaneous, the various correlators can then be computed at this time and used as the initial data for further, post-inflationary evolution. But since the difference between \( t' \) and the SFSG time \( t \) is at least linear in the field fluctuations, the \( \langle \zeta(t', \vec{k}_1) \zeta(t', \vec{k}_2) \rangle \) two-point function only differs from the \( \langle \zeta(t, \vec{k}_1) \zeta(t, \vec{k}_2) \rangle \) correlator computed in eq. (112) by terms of higher order in the perturbative expansion in the fields \[26\].

Of course, one could imagine more exotic reheating mechanisms in which the reheating surface ends up being characterized not by a uniform density surface \( \delta \rho = 0 \) but, more generally, by the vanishing of some linear combination\[16\]

\[ x\delta \rho + yH\delta q = 0, \]  

(118)

where \( x \) and \( y \) are some dimensionless constants. From the definition (105) of the two curvature perturbations it is clear that in the most general situation, both \( \zeta \) and \( \mathcal{R} \) experience jumps at reheating. This is because the expressions for these quantities involve the background pressure, which changes discontinuously, as argued at the beginning of this section. However, the combination

\[ 3x\zeta + y\mathcal{R} = (3x + y)C \]  

(119)

is solely determined by the continuous metric fluctuation \( C \), so that it has the same value on both sides of the reheating surface. Denoting the two gauge-invariant curvature perturbations right before (after) reheating by \( \zeta_f \) and \( \mathcal{R}_f \) (\( \zeta_{BB} \) and \( \mathcal{R}_{BB} = \zeta_{BB} \)), we have

\[ \zeta_{BB} = \frac{3x\zeta_f + y\mathcal{R}_f}{3x + y}. \]  

(120)

\[16\]While sufficiently general for our purposes, this assumption is of course not the most general one: the reheating surface does not necessarily have to be related to the uniform-density and/or comoving surfaces.
One can see, in particular, that the measured scalar perturbation $\zeta_{BB}$ is given by $\zeta_f (R_f)$ if the reheating surface coincides with the uniform-density (comoving) hypersurface.

Fast/instantaneous transition from inflation to the Big Bang phase guarantees that the initial velocity $|\zeta| \sim 10^7$ of $\zeta$ at the end of inflation will only result in a small relative change, $\delta \zeta / \zeta \sim \epsilon$, before this variable reaches its asymptotic value [26]. The same applies to the tensors: the graviton’s wavefunction can vary at most by order $O(\epsilon)$ through reheating, if it completes within a single Hubble time. Notice, though, that depending on the details of the transition, the tensor modes can be additionally sourced via a conversion of the gaugid’s helicity-2 fluctuations into the metric fluctuations right after inflation terminates. As far as reheating is fast, however, it is reasonable to assume that this effect is suppressed as well.

To summarize: even though the scalar perturbations are not adiabatic in the usual sense during inflation, they get converted into the standard adiabatic perturbations shortly afterwards. Moreover, the asymptotic spectrum of adiabatic perturbations is set, under certain mild assumptions about reheating, by the $\langle \zeta \zeta \rangle$ two-point function evaluated at the end of inflation. The same applies to the primordial gravitational waves: provided that reheating completes within a single Hubble time, their asymptotic spectrum is reproduced to a very good approximation by its expression [97] evaluated at the end of inflation.

## 6 Summary and discussion

Primordial gravitational waves are among a few observables that, if detected, would provide us with unique information about the dynamics of the early universe. Given the richness of the future experimental program, there are good reasons to hope that they will be observed in a not-so-distant future. What makes the inflationary tensor spectrum especially interesting is its remarkable robustness [22]: the absolute majority of models predict one and the same standard expression (93) for the amplitude of $\Delta_2^2$, and any deviation from that would point towards rather unconventional physics taking place in the early universe. A basic question then is: under what conditions can the spectrum of primordial gravity waves be modified? To our knowledge previous proposals have been based on bremsstrahlung from a repeated production of scalar particles [34,35], rescattering of gauge fields produced by a rolling axion [36,37], parity-breaking dynamics of non-abelian gauge theories (with or without axion fields) [28,29], and late time oscillations from a massive graviton field displaced from its minimum [38].

In this paper we have proposed a novel and simple theory of inflation with a non-standard phenomenology for both the primordial density fluctuations and the primordial gravitational waves. The model features a triplet of abelian gauge fields in the purely magnetic background configuration shown in eq. (5). This entails a peculiar breaking pattern of spacetime and internal symmetries, which nonetheless preserves a residual spacial $ISO(3)$. The resulting system, which we dubbed magnetic gaugid, generalizes the effective field theory of a homogeneous isotropic solid. While the small fluctuations around the solid are described by three independent phonon modes of helicity 0 and 1, the gaugid counts six such modes of helicity 0, 1 and 2. The
presence of a helicity-2 phonon is the main novelty of the gaugid. When considering dynamical
gravity, one must consider the two additional polarizations of the graviton. Therefore small
fluctuations around gaugid driven cosmology count eight modes. The dynamics of these modes
is most conveniently understood by working in “unitary gauge”, in which by using diffs and
$U(1)^3$ gauge transformations one eliminates as many degrees of freedom as possible from the
gauge fields. The modes living inside the gauge field then consist of a pseudoscalar $\alpha$ and a
transverse traceless tensor $E_{ij}$. The remaining degrees of freedom appear in the traceless (but
not transverse) spatial metric $\gamma_{ij}$. Classifying the finite momentum modes according to their
helicity $h$, one has $h_{\alpha} = 0$ and $h_E = \pm 2$. On the other hand, $\gamma_{ij}$ decomposes as $0 \oplus 1 \oplus 2$
for a total of 5 polarizations. The scalar and vector modes living inside $\gamma_{ij}$ are fully analogous
to their counterparts in solid inflation. In particular one can reasonably argue that the scalar
mode $T$ converts at reheating into the standard density perturbation $\zeta$. The main novelty with
respect to solid inflation is represented by the additional tensor mode $E_{ij}$.

As it turns out, following ref. [32], a good deal about the dynamics of fluctuations can be
grasped by considering observability of the various modes when stretched outside the horizon.
Observability is established by considering the possible residual global gauge symmetries (dif-
feomorphisms included). In the present case it turns out that all the zero momentum modes of
$\gamma_{ij}$ and of the magnetic fields associated to $\alpha$ and $E_{ij}$ transform under residual shifts, with the
exception of the combination $\tilde{\gamma}_{ij}$ defined in eq. (79). The physical combination $\tilde{\gamma}_{ij}$ has therefore
a non-trivial dynamics outside the horizon. This is associated to a slow-roll suppressed positive
graviton mass squared $m_\gamma^2 \propto \epsilon$ which slowly drives $\tilde{\gamma}_{ij}$ to zero like $a^{-\epsilon}$. In other words, outside
the horizon

$$\gamma_{ij} \rightarrow \epsilon_{ikl} \partial_k E_{ij} + \epsilon_{jkl} \partial_k E_{li}$$

(121)

over a number of e-foldings $N \gtrsim 1/\epsilon$. At this point the dynamics that leads to the result in
eq. (114) for primordial gravity waves is qualitatively rather clear. At subhorizon distances,
$E_{ij}$ coincides with the genuine helicity 2-phonon of the gaugid. Its Bunch-Davies quantum
fluctuations are therefore larger than those of gravity, corresponding to the scale of the gaugid
being slow roll suppressed. As one can easily deduce from the $E_{ij}$ kinetic term in eq. (50),
one schematically has $\langle EE \rangle \propto 1/\epsilon$. Once outside the horizon, by eq. (121), these large $E_{ij}$
fluctuations are slowly, but implacably, transferred to $\gamma_{ij}$. Because of that, one can in principle
even obtain $\langle \gamma \gamma \rangle \propto 1/\epsilon$, corresponding to a tensor-scalar ratio $r \sim 1$. That is of course already
ruled out, but the model possesses a sufficient number of free parameters to easily give an
acceptable but sizeable $r$, independently of the scale of inflation! This is the main result of our
paper.

It should be made clear that, as long as they are outside the horizon, the large metric
fluctuations we have just discussed are not truly observable, given that they correspond to a
suppressed $\tilde{\gamma}_{ij}$. But that is precisely like for the adiabatic modes in single field inflation: the
large $\gamma_{ij}$ becomes observable only after re-entering the horizon during the standard Big Bang
cosmological phase. Notice also that, very much like for solid inflation, and unlike standard
inflation, our model must rely on assumptions about the process of reheating in order to make
definite predictions. On general grounds we can picture reheating as a phase transition era where
the matter sector transits from a gaugid phase to an ordinary cosmological thermal fluid phase.
At the phase transition the degrees of freedom in the matter sector behave discontinuously, in
particular, $E_{ij}$ disappears. It is however reasonable to expect the gravitational modes to behave
more regularly in such a way that $\gamma_{ij}$, after reheating, will only change by $O(\epsilon)$ compared to its
value just before. In section 5 following ref. [26], we have indeed argued that that must be the
case, provided reheating happens fast, within a Hubble time.

Our work can be extended in several directions. It would be interesting to study the structure
of higher point functions. Those involving tensor modes, e.g. $\langle \gamma_{ij} \zeta \zeta \rangle$, will definitely differ from
all other scenarios of inflation, including solid inflation. As concerns the $\langle \zeta \zeta \zeta \rangle$ three point
function, we expect a result similar to that of solid inflation. This is because, as we have
discussed in section 4.3 the dynamics of gaugids closely resembles that of solids as far as one
truncates to the parity-even scalar sector consisting solely of the field $T$. There certainly are
additional effects associated to extra pseudoscalar fields present in gaugid inflation: $\alpha$ and the
temporal components of the gauge fields $a_{i0} = \partial_i \chi / \sqrt{-g}$; however, due to the invariance of the
perturbation lagrangian under parity, these effects can only kick in for $n$-point functions higher
than cubic, or at higher loop level. One could also consider how things change by allowing
parity breaking into the game, in such a way that there exists both a magnetic and an electric
background field. In that case the additional scalar $\alpha$, which is un-mixed because of parity in
the magentic gaugid, would definitely play a role in the dynamics of $\zeta$.
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A The perturbation Lagrangian

In this appendix we discuss, in some more detail, the calculation of the quadratic perturba-
tion Lagrangian in the gaugid phase. We start with exploring the sub-horizon regime, where
mixing with gravity becomes irrelevant. This is followed by a discussion of the full calculation,
incorporating dynamical gravity, of the scalar and vector fluctuations’ quadratic action.
A.1 The flat space/subhorizon fluctuations

We start off by studying the spectrum of fluctuations in the theory \([29\text{]}\). We work in the \(U(1)^3\) gauge where \(S = S_i = 0\), so that the field perturbations can be decomposed into the various helicity modes as follows

\[
a_{ij} = \alpha \delta_{ij} + E_{ij} + \epsilon_{ijk} \left( \frac{\partial_k T}{\sqrt{-\partial^2}} + V_k \right), \quad a_{i0} = \frac{\partial_i \chi}{\sqrt{-\partial^2}} + B_i,
\]

where \(E_{ij}\) is a symmetric, transverse and traceless tensor, while \(T_i\) and \(B_i\) are transverse vectors.

Zooming onto distance/time scales much smaller than the Hubble horizon, the expansion of the universe becomes irrelevant and \([29\text{]}\) reduces to the following expression at the quadratic order in perturbations

\[
S^{(2)} = \int d^4x \left[ -\frac{X P_X}{24} f_{\mu
u} f_{\mu\nu} + \frac{X P_X}{72} (\epsilon_{ijk} f_{ikj})^2 \right.
\]

\[
- M_1^4 \left( f_{ijk} f_{ijk} + f_{ijk} f_{jik} - \frac{3}{2} f_{ikj} f_{jik} \right) + M_2^4 \left( f_{ij0} f_{ij0} + f_{ij0} f_{j0i} \right),
\]

where we have set the scale factor to one and have neglected mixing with metric perturbations. Since we are ultimately interested in quasi de-Sitter perturbations, we have also used the relation [28]. A straightforward expansion of the above action into the helicity modes yields

\[
S^{(2)} = \int d^4x \left[ \left( \frac{X P_X}{4} + 6 M_2^4 \right) \dot{\alpha}^2 - \frac{X P_X}{6} (\partial \alpha)^2 - \left( \frac{X P_X}{6} + 4 M_2^4 \right) \frac{\partial^2 \chi}{\sqrt{-\partial^2}} \dot{\chi} \right.
\]

\[
- \left( \frac{X P_X}{12} + 2 M_2^4 \right) \chi \dot{\alpha}^2 + \frac{X P_X}{6} \dot{T}^2 - \left( 2 M_1^4 - \frac{X P_X}{18} \right) (\partial T)^2 + \frac{X P_X}{6} \dot{V}_k^2
\]

\[
- \left( \frac{X P_X}{12} + \frac{3}{2} M_1^4 \right) (\partial V_k)^2 - \frac{X P_X}{6} \epsilon_{ijk} \partial_j B_i \dot{V}_k + \left( \frac{X P_X}{12} + M_2^4 \right) (\partial B_k)^2
\]

\[
+ \left( \frac{X P_X}{12} + 2 M_2^4 \right) \dot{E}_{ij}^2 - \left( \frac{X P_X}{12} + 3 M_1^4 \right) (\partial E_{ij})^2 \right].
\]

As before, \(\chi\) and \(B_i\) are non-dynamical fields, and can be integrated out through their respective equations of motion:

\[
\chi = -\frac{\dot{\alpha}}{\sqrt{-\partial^2}}, \quad B_i = \frac{X P_X}{X P_X + 12 M_2^4} \epsilon_{ijk} \partial^2 \partial_j \dot{V}_k.
\]

Plugging the latter solutions back into the action then yields the final expression for the dynamical modes’ quadratic Lagrangian

\[
S^{(2)} = \int d^4x \left[ \left( \frac{X P_X}{6} + 4 M_2^4 \right) \dot{\alpha}^2 - \frac{X P_X}{6} (\partial \alpha)^2 + \frac{X P_X}{6} \dot{T}^2 - \left( 2 M_1^4 - \frac{X P_X}{18} \right) (\partial T)^2
\]

\[
+ \frac{X P_X (X P_X + 24 M_2^4)}{12 (X P_X + 12 M_2^4)} \dot{V}_k^2 - \left( \frac{X P_X}{12} + \frac{3}{2} M_1^4 \right) (\partial V_k)^2 + \left( \frac{X P_X}{12} + 2 M_2^4 \right) \dot{E}_{ij}^2
\]

\[
- \left( \frac{X P_X}{12} + 3 M_1^4 \right) (\partial E_{ij})^2 \right].
\]

One can straightforwardly show, that all modes are stable (free from both the ghost and gradient instabilities) and subluminal for the choice of the parameters satisfying eq. (48).
A.2 Scalar perturbations including mixing with gravity

A brute-force expansion of the action \((29)\) to the quadratic order in the scalars yields

\[
S^{(2)} = \int d^4x \ a^3 \left[ \left( \frac{XP_X}{4} + 6M_2^2 \right) a^2 \alpha^2 - \frac{XP_X}{6} (\partial \alpha)^2 + \left( \frac{XP_X}{6} + 4M_2^2 \right) a^2 \alpha \sqrt{-\partial^2} \chi \right. \\
\left. - \left( \frac{XP_X}{12} + 2M_2^2 \right) a^2 \chi \partial^2 \chi + \frac{XP_X}{6} a^2 T^2 - \left( 2M_1^4 - \frac{XP_X}{18} \right) (\partial T)^2 - 3M_0^2 H^2 \delta N^2 \\
\right. + \frac{2XP_X}{3} \delta N \sqrt{-\partial^2} - 2M_0^2 H \delta N \right] \frac{1}{a^2} \partial^2 \psi - \frac{2XP_X}{3} \psi \sqrt{-\partial^2} + \frac{2XP_X}{3} \left( \partial \psi \right)^2, \tag{127}
\]

where we have denoted \(a_{\alpha} = \partial \chi / \sqrt{-\partial^2} \). One can see that the action splits into two independent sectors, featuring fields with opposite parity. Integrating out the non-dynamical \(\chi\) results in the simple Lagrangian for the gaugid’s parity-odd scalar fluctuation in eq. \((52)\).

The parity-even sector, on the other hand, features two non-dynamical degrees of freedom – the lapse and (scalar) shift perturbations. Integrating these out, see eq. \((102)\), one arrives at the final action \((51)\) for the gaugid’s \(T\) mode.

A.3 Vector perturbations including mixing with gravity

Expanding the action \((29)\) on a quasi-de Sitter background around the magnetic gaugid configuration, one deals with three vector degrees of freedom: the transverse shift perturbation for which we use the following notation

\[
N^i = N_i^T, \tag{128}
\]

and the helicity-1 collective modes \(B_k\) and \(V_k\), defined in Eq. \((122)\). The former two are non-dynamical, which can be seen from the explicit form of the quadratic Lagrangian for vector fluctuations

\[
S^{(2)} = \int d^4x \ a^3 \left[ \frac{1}{4} M_0^2 (\partial N^T_k)^2 + \frac{2}{3} a^2 XP_X N_i^TN_i^T - \frac{2}{3} a^2 XP_X \dot{V}_k N_k^T \\
- \frac{1}{3} a^2 XP_X \epsilon_{ijk} \partial_j B_i N_j^T + \frac{1}{6} a^2 XP_X \dot{V}_k^2 - \left( \frac{1}{12} XP_X + \frac{3}{2} M_1^4 \right) (\partial \dot{V}_k)^2 \\
- \frac{1}{6} a^2 XP_X \epsilon_{ijk} \partial_j B_i \dot{V}_k + a^2 \left( \frac{1}{12} XP_X + M_2^4 \right) (\partial B_k)^2 \right]. \tag{129}
\]

Integrating out the non-propagating fields then generates the (momentum-space) action for the only dynamical vector mode, given in eq. \((53)\).

This action exactly coincides with the one describing the transverse phonons in solid inflation, so all results of ref. \[26] concerning the vector perturbations carry over unaltered to the model under consideration.
In this appendix, we fill in the gaps in our derivation of the expression for the spectrum of the primordial gravitational waves \((97)\).

To start with, consider a set of \(N\) fields \(\phi_\alpha\), with the following quadratic action in momentum space

\[
S = \frac{1}{2} \int d\tau \int \frac{d^3k}{(2\pi)^3} \left[ \phi'_\alpha(\tau, \vec{k}) \phi'_{\alpha}(\tau, -\vec{k}) - k^2 \phi_\alpha(\tau, \vec{k}) M_{\alpha\beta}(k, \tau) \phi_\beta(\tau, -\vec{k}) \right],
\]

where the fields are canonically normalized on (quasi-) de Sitter spacetime and \(M_{\alpha\beta}\) is some real and symmetric matrix. We will assume \(\phi_\alpha\) stem from real position-space fields, so that

\[
\phi^\dagger_\alpha(\tau, \vec{k}) = \phi_\alpha(\tau, -\vec{k}).
\]

The equations of motion that follow from the above action,

\[
\frac{d^2 \phi_\alpha(\tau, \vec{k})}{d\tau^2} + k^2 M_{\alpha\beta}(k, \tau) \phi_\beta(\tau, -\vec{k}) = 0,
\]

generically admit \(2N\) independent solutions, \(f_\alpha^{(n)}(t, k)\) and \(f_\alpha^{(n)}(t, k)^*\), where \(n = 1 \ldots N\) labels the \(N\) modes, present in the theory. Choosing a vacuum corresponds to choosing the mode functions \(f_\alpha^{(n)}(t, k)\), with respect to which the fields are quantized:

\[
\phi_n(\tau, \vec{k}) = f_\alpha^{(n)}(\tau, k) a_n(\vec{k}) + f_\alpha^{(n)}(\tau, k)^* a_n^\dagger(-\vec{k})
\]

(summation over the repeated index \(n\) is assumed). Here, \(a_n(\vec{k})\) \((a_n^\dagger(\vec{k}))\) are the standard time-independent annihilation (creation) operators for the \(N\) modes. The (momentum-space) canonical commutation relations read

\[
[\phi_\alpha(\tau, \vec{k}), \phi'_{\beta}(\tau, \vec{q})] = (2\pi)^3 i\delta^{(3)}(\vec{k} + \vec{q}) \delta_{\alpha\beta},
\]

\[
[\phi_\alpha(\tau, \vec{k}), \phi_{\beta}(\tau, \vec{q})] = 0,
\]

\[
[\phi'_\alpha(\tau, \vec{k}), \phi'_{\beta}(\tau, \vec{q})] = 0,
\]

with all other commutators obtained from these using the relation \(\phi^\dagger_\alpha(\tau, \vec{k}) = \phi_\alpha(\tau, -\vec{k})\).

Furthermore, we will assume that the mode functions satisfy the following orthonormality conditions:

\[
\mathcal{W}(f^{(m)}(\tau, k), f^{(n)}(\tau, k)) = f^{(m)}_\alpha(\tau, k) \frac{df^{(n)}_\alpha(\tau, k)^*}{d\tau} - f^{(m)}_\alpha(\tau, k) \frac{df^{(n)}_\alpha(\tau, k)^*}{d\tau} = i\delta_{mn},
\]

\[
\mathcal{W}(f^{(m)}(\tau, k)^*, f^{(n)}(\tau, k)) = \mathcal{W}(f^{(m)}(\tau, k), f^{(n)}(\tau, k)^*) = 0.
\]

The Wronskian \(\mathcal{W}(f(\tau, k), g(\tau, k))\) can be easily shown to be time-independent for any two solutions \(f\) and \(g\) of eq. \((131)\). This means, in particular, that any set of mode functions

---

\(^{17}\)Notice that the isotropy of the background constrains \(f_\alpha^{(n)}\) to only depend on the magnitude of \(\vec{k}\), but not on the direction.
satisfying eq. (134) at some reference time will satisfy the same set of relations at any other time.

The relation (132) between the field and creation/annihilation operators can be inverted with the help of eq. (134)

\[ a_n(\vec{k}) = -iW\left( \phi(\tau, \vec{k}), f^{(n)}(\tau, k) \right), \]

\[ a_n^\dagger(\vec{k}) = iW\left( \phi^\dagger(\tau, \vec{k}), f^{(n)}(\tau, k)^* \right). \]

These expressions, together with the canonical commutation relations (133), yield the standard algebra for the creation and annihilation operators

\[ [a_m(\vec{k}), a_n(\vec{q})] = -i(2\pi)^3\delta^{(3)}(\vec{k} - \vec{q}) W(f^{(m)}(\tau, k), f^{(n)}(\tau, k)), \]

\[ [a_m(\vec{k}), a_n^\dagger(\vec{q})] = -i(2\pi)^3\delta^{(3)}(\vec{k} + \vec{q}) W(f^{(m)}(\tau, k)^*, f^{(n)}(\tau, k)^*), \]

where we have used the orthonormality of the mode functions (134).

To summarize, provided one can find a set of mode functions such that the orthonormality conditions (134) are satisfied at some reference time (say at \( \tau \to -\infty \)), one is guaranteed to have creation and annihilation operators obeying the standard algebra for all \( \tau \).

In most physical situations, the structure of the mixing terms in (130) is such that the off-diagonal components in \( M \) decay sufficiently fast and the action decouples into \( N \) independent harmonic oscillators at short wavelengths:

\[ M \xrightarrow{\vec{k} \tau \to -\infty} \text{diag}\{c_1^2, c_2^2, \ldots, c_N^2\}. \]

In this case, the physical, Bunch-Davies vacuum corresponds to the following choice of the mode functions

\[ f^{(n)}_\alpha(\tau, k) \xrightarrow{\vec{k} \tau \to -\infty} \delta^\alpha_\alpha e^{-ik\int c_n(\tau)d\tau} \sqrt{2c_n(\tau)k}, \]

where we have allowed for (adiabatically) time-dependent speeds of propagation for various modes. It is easy to see that these mode functions do indeed satisfy the orthonormality conditions (134). Note, however, that under some special circumstances the off-diagonal components in \( M \) may not decay fast enough for \( k\tau \to -\infty \), in which case the asymptotic Bunch-Davies mode functions will have a form, different from (139).

C The perturbed stress tensor

Varying the action (29) with respect to the metric, one obtains the following expression for the gauged’s stress-energy tensor

\[ T^\mu_\nu = -\delta^\mu_\nu \left[ P + \left( 27M_1^4 + 18M_2^4 \right) I_2 - 72M_2^4 W \right] + 4P_N F^\mu_\alpha F_{\nu\alpha}. \]
The perturbed scalar quantities are then defined as follows

\[ T_0^0 = -(\rho + \delta \rho), \]
\[ T_0^i = \partial_i \delta q, \]
\[ T^i_j = \delta^i_j (p + \delta p) + \sigma^j_i, \]

were $\sigma^j_i$ is the (scalar) anisotropic stress ($\sigma^i_i = 0$). A straightforward calculation yields

\[ \delta \rho = -M_{Pl}^2 H^2 \epsilon \sqrt{-\partial^2 T}, \]
\[ \delta q = M_{Pl}^2 H^2 \epsilon \left( 2\psi - a^2 \frac{T}{\sqrt{-\partial^2}} \right), \]
\[ \sigma^j_i = M_{Pl}^2 H^2 \epsilon \left( \partial_i \partial_j - \frac{1}{3} \delta_{ij} \partial^2 \right) \frac{T}{\sqrt{-\partial^2}}. \]

Notice that by using $3M_{Pl}^2 H^2 = \rho$ and $\epsilon = -\dot{H}/H^2$ we can write

\[ \rho + \delta \rho = 3M_{Pl}^2 \left( 1 - \frac{\sqrt{-\partial^2 T}}{6H} \frac{d}{dt} \right) H^2 \]

from which one can immediately check that the time diff in eq. (117) sets $\delta \rho = 0$. In the spatially flat gauge, the comoving curvature perturbation $\mathcal{R}$ and the curvature perturbation on uniform-density surfaces $\zeta$ read

\[ \mathcal{R} = -\frac{H}{\rho + p} \delta q, \]
\[ \zeta = \frac{\delta \rho}{3(\rho + p)}. \]

Expressing the lapse and shift perturbations in terms of $T$ via the Hamiltonian and momentum constraints, see eq. (102), and using eqs. (140) through (142), one obtains the expressions for $\mathcal{R}$ and $\zeta$ given in eq. (106). Our definitions for the two curvature perturbations are related to those of Ref. [26] through a flip of sign for both of these quantities.
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