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Abstract: In this work, we investigate the melting of charmonium states within a holographic QCD model in the context of Einstein-Maxwell-Dilaton (EMD) theory. In the dual field theory, the model describes the heavy mesons inside a finite temperature and density medium. First, we calculate the spectrum at zero temperature. Then, at finite temperature, we obtain the spectral functions, where the heavy vector meson are represented by peaks. We show that the charmonium melts down at temperatures above the confinement/deconfinement temperature of the quark-gluon plasma. We also observe that the chemical potential speeds up the melting process. This finding is in agreement with results previously reported in the literature. In the gravitational side of the theory we solve the perturbation equations in the hydrodynamics limit. From this result we read off the diffusion coefficient by comparing the dispersion relation against the corresponding result obtained in the dual field theory. We also investigate the behavior of the diffusion coefficient as a function of the temperature. The perturbation equations are solved numerically, in order to get the quasinormal frequencies. We report the emergence of a new mode whose real part increases rapidly at a certain value of the chemical potential while its imaginary part decreases with the increasing of the chemical potential. Finally, by comparing against results obtained in the conformal plasma, we observe that the real part of the frequency increases, while the imaginary part decreases when we consider the non-conformal plasma.
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1 Introduction

Heavy-ion collisions allow us to investigate quantum chromodynamics (QCD) in the laboratory. The medium created after \((A+A)\) collisions, known as the quark gluon plasma (QGP), is very hot and dense with extremely short lifetime \((\sim 5–10\ \text{fm/c})\). In this plasma, light quarks and gluons interact strongly but are not confined inside hadrons. It is believed that one can use heavy mesons as probes in order to extract relevant information of the medium in such extreme conditions [1–3]. The idea is that, in contrast to hadrons made of the light quarks: \(u\) (up), \(d\) (down), and \(s\) (strange), that dissociate at the critical temperature [4] when the plasma is formed, heavy mesons, made of \(c\) (charm) or \(b\) (bottom) quarks survive at higher temperatures. The fraction of heavy mesons produced in a heavy ion collision may serve as an important source of information about the pre-existing QCD. That is the motivation for understanding how the properties of the QGP, like temperature and density, affect the dissociation of charmonium.

An important framework to investigate the dissociation of heavy vector mesons is the use of holographic models inspired in the anti-de Sitter/Conformal Field Theory (AdS/CFT)
correspondence. In its original form, the AdS/CFT correspondence states a duality between Super Yang-Mills (SYM) theory living on a flat 4-dimensional spacetime, with a supergravity theory living on an AdS$_5 \times S^5$ spacetime \cite{5} (see also \cite{6, 7}). A phenomenological approach to gauge/gravity duality, now called AdS/QCD, was proposed in Refs. \cite{8–10}. Since then, a considerable amount of papers were published with similar phenomenological models, see for instance Refs. \cite{11–20} and references therein. It is worth stressing that, in this, so called bottom up AdS/QCD approach, the geometry is kept as AdS space-time, neglecting back-reactions of the fields introduced in the models on the geometry. The investigation of hadron dissociation in a thermal medium in the framework of holography was carried out, for instance, in Refs. \cite{21–26}, see also references therein. Finite temperature effects in the dual field theory are related to black hole thermodynamics in the gravitational field theory, while finite density effects are related to the charge of the black hole solution. Following the holographic dictionary one may extract relevant information about the dissociation process in the dual field theory. Heavy vector mesons have been studied following a bottom up holographic approach in \cite{27–33}.

On the other hand, a different approach is followed in the construction of the so called top down holographic models. In this case the gravitational backgrounds are obtained solving Einstein’s equations. In other words, back-reaction of the dilaton field on the metric is not neglected. Examples of such Einstein-Dilaton models can be found for instance in Refs. \cite{34–42} and references therein. Investigations of finite density and magnetic field effects in the context of the Einstein-Maxwell-Dilaton models appear, for example, in Refs. \cite{43–50}.

In this work we follow the Einstein-Maxwell-Dilaton holographic approach in order to analyse the dissociation of heavy charmonium in a plasma with finite temperature and density. We analyse the thermal spectrum and the quasinormal modes and compare our findings with results available in the literature. The paper is organized as follows. In section 2 we present a brief review of the holographic model we are going to work with. Section 3 is devoted to investigate the charmonium states within the holographic model. We calculate the spectrum at zero temperature, then, we introduce finite temperature effects through a black hole embedded in the dual gravitational background. We get the equations of motion describing two sectors: longitudinal and transverse which we write in the Schrödinger-like form. In turn, in section 4 we investigate finite temperature and density effects on the effective potential arising in the Schrödinger-like equation. The analysis of the spectral functions for selected values of the temperature and chemical potential are presented and discussed in section 5. It is also interesting to solve the equations of motion using perturbative techniques. This is possible in the so called hydrodynamic limit where the energy and wave-number are smaller than the temperature. We present this analysis in section 6. From the solutions in the hydrodynamic limit we calculate the correlation functions in the dual field theory. These results allow us to calculate the quark-number susceptibility that we present in section 7. Moreover, it is worth to solve the equations of motion numerically to get the quasinormal frequencies in the gravitational side of the duality. We implement this procedure in section 8. Finally, our conclusions are presented in section 9. We present complementary material in Appendix A.
2 Holographic model

In the following we define the holographic QCD model we are going to work with proposed in Ref. [43]. The five-dimensional action describing the finite density medium in the dual field theory is given by

\[ S_b = \frac{1}{16\pi G_5} \int d^5x \sqrt{-g} \left( R - \frac{f}{4} F^2 - \frac{1}{2} (\partial^\mu \phi)(\partial_\mu \phi) - V(\phi) \right) , \]  

where \( G_5 \) is the gravitational constant in five dimension, \( \phi \) is the scalar field and \( V(\phi) \) its potential, \( f(\phi) \) represents the kinetic function (non-minimal coupling) and \( F^2 = F_{mn} F^{mn} \), with \( F_{mn} = \partial_m A_n - \partial_n A_m \) and \( A_m \) is the gauge field. The corresponding equations of motion are given by

\[ G_{mn} - \frac{1}{2} (\partial_m \phi)(\partial_n \phi) + \frac{g_{mn}}{4} (\partial^\rho \phi)(\partial_\rho \phi) + \frac{g_{mn}}{2} V + \frac{f}{2} \left( \frac{g_{mn}}{4} F^2 - F_{mp} F^{p_n} \right) = 0, \]  

\[ \partial_m \left( \sqrt{-g} F^{nm} \right) = 0, \]  

\[ \frac{1}{\sqrt{-g}} \partial_m \left( \sqrt{-g} \partial^m \phi \right) - \partial_\phi V - \frac{f}{4} F^2 = 0, \]

where \( G_{mn} \) is the Einstein tensor. Eqs. (2.2a), (2.2b) and (2.2c) are the Einstein equations, the Maxwell equations and the Klein-Gordon equation, respectively. As can be seen, these equations are coupled and must be solved simultaneously.

As we are interested in the finite temperature and density plasma, we need to consider the black hole solution of these set of equations. We consider the ansatz

\[ ds^2 = \frac{1}{\zeta(z)^2} \left( -g(z) dt^2 + \frac{1}{g(z)} dz^2 + dx_i dx^i \right), \]

\[ A_t = A_t(z), \quad A_{x1} = A_{x2} = A_{x3} = A_z = 0, \]

\[ \phi = \phi(z). \]

where \( g(z) \) is the horizon (blackening) function, \( \zeta(z) \) is a function related to the warp factor, while \( A_t(z) \) is the nonzero component of the gauge field which gives rise to finite density in the dual field theory. The black hole solutions are characterized by the presence of an event horizon, \( z_h \), where the horizon function vanishes, \( g(z_h) = 0 \). Thus, the holographic coordinate belongs to the interval \( 0 \leq z \leq z_h \). Considering the ansatz (2.3) the Einstein equations (2.2a) reduce to

\[ \frac{\zeta''}{\zeta} - \frac{1}{6} \phi^2 = 0, \]

\[ g'' - \frac{3\zeta'}{\zeta} g' - f(A'_t \zeta)^2 = 0, \]

\[ V - \frac{f}{2} (\zeta A'_t)^2 + 3\zeta^5 \left( \frac{g A'_t}{\zeta^4} \right)' = 0. \]
Meanwhile, the nontrivial Maxwell equation is given by
\[
\left(\frac{f}{\zeta}A_t\right)' = 0. \tag{2.5}
\]
As is usual in this kind of holographic models, the Klein-Gordon equation becomes redundant and can be obtained from the Einstein equations. We point out that these equations are the same as presented in Ref. [43] written in a compact form.

In turn, regularity conditions imposed on the horizon function and gauge field at the horizon requires that
\[
g(z_h) = 0, \quad \text{and} \quad A_t(z_h) = 0. \tag{2.6}
\]
Meanwhile, at the boundary the horizon function must reduce to the unity, \(g(0) = 1\), while the asymptotic expansion of the gauge field takes the form
\[
A_t = \mu - \rho z^2 + O(z^4), \quad z \to 0 \tag{2.7}
\]
where \(\mu\) is the chemical potential, and \(\rho\) the baryon density. Thus, once we solve Eq. (2.5) we expand the solution close to the boundary to read off the chemical potential and baryon density by comparing the solution against the asymptotic expansion (2.7).

The coupled Eqs. (2.4) may be solved following different approaches, see the discussion in Refs. [38–40] and references therein. Thus, the warp factor and the kinetic function are given by [43]1
\[
\zeta = \frac{z}{A(z)}, \quad f = e^{-cz^2-A(z)}, \tag{2.8}
\]
where \(A(z)\) is a function defined by
\[
A(z) = -\frac{c}{3}z^2 - bz^4. \tag{2.9}
\]
It is interesting to calculate the asymptotic expansion of the functions \(\zeta\) and \(f\) close to the boundary, which are given by
\[
\zeta = \frac{z}{\ell} \left(1 + \frac{c}{3}z^2 + \left(b + \frac{c^2}{18}\right)z^4 \cdots\right), \quad z \to 0
\]
\[
f = 1 - \frac{2}{3}cz^2 + \left(b + \frac{2c^2}{9}\right)z^4 \cdots, \quad z \to 0 \tag{2.10}
\]
In Fig. 1 we display a plot for functions \(A\) (right panel) and \(f\) (left panel) setting \(c = 1\) and considering two values for the parameter \(b\), positive \((b = 1)\) and negative \((b = -1)\). This plot was motivated by the discussion of Ref. [44] where a negative signal for \(b\) was considered. As can be seen, the kinetic function increases with \(z\) for \(b > 0\) (blue line), while it decreases with \(z\) for \(b < 0\) (red line). In turn, the function \(A\) decreases with \(z\) for \(b > 0\) (blue line), while it increases with \(z\) for \(b < 0\) (red line).

1Note that we are using the negative sign of the kinetic function exponent. This is motivated by the original holographic soft wall model [51], for a recent discussion on the sign of the soft wall model see Ref. [52].
Let us turn our attention to the free parameters $c$ and $b$. They were fixed by phenomenology in Ref. [43], their corresponding values are:

$$c = 1.16 \text{GeV}^2, \quad b = 0.273 \text{GeV}^4.$$  \hfill (2.11)

We can now solve the background equations by plugging (2.8) into (2.5). Thus, we get a solution for the gauge field

$$A_t = c_2 + \frac{c_1}{2c \ell} e^{c_2 z^2}. \quad \hfill (2.12)$$

We fix the constants using the boundary conditions. Hence, the gauge field and its expansion close to the boundary are given by

$$A_t = \frac{e^{c z^2} - e^{c z_h^2}}{1 - e^{c z_h^2}} \mu, \quad A_t = \mu - \frac{c \mu}{e^{c z_h^2} - 1} z^2 + \mathcal{O}(z^4). \quad \hfill (2.13)$$

From the last expression we read off the baryon (charge) density $\rho$ by comparing against (2.7). It is worth pointing out that the gauge field does not depend on the parameter $b$. Analogously, we can get a solution for the horizon function, $g(z)$. Hence, the thermodynamic variables like the temperature and entropy density are defined by

$$T = -\frac{g'(z_h)}{4\pi}, \quad s = \frac{1}{4G_5 \zeta^3(z_h)}. \quad \hfill (2.14)$$

A plot of the temperature as a function of $z_h$ is displayed in the left panel of Fig. 2. As can be seen, the behavior of the temperature depends on the value of the chemical potential. For $\mu = 0$ there is a global minimum, this point splits up the large black hole phase (stable phase) and the small black hole phase (unstable phase). Moreover, for $\mu > 0$ there are a local minimum and a local maximum, which merge in the same point for a critical value of the chemical potential, $\mu_{\text{CEP}}$, with the corresponding critical temperature, $T_{\text{CEP}}$. The point $(\mu_{\text{CEP}}, T_{\text{CEP}})$ defines the critical end point in the $\mu - T$ plane.

To calculate the phase diagram we need the free energy density, which is calculated
Figure 2. Left: The temperature as a function of $z_h$ for different values of the chemical potential. Right: The phase diagram of the holographic model, where the critical end point is highlighted.

using the first law of thermodynamics

$$\frac{dF}{dT} = -s \quad \text{(2.15)}$$

Then, the integral representation for the free energy density is given by

$$F = \int_{z_h}^{\infty} s(\tilde{z}) \left(\frac{dT(\tilde{z})}{d\tilde{z}}\right) d\tilde{z}. \quad \text{(2.16)}$$

The last result considers the free energy of the thermal gas which is considered to be zero. The numerical results of the phase diagram are displayed in the right panel of Fig. 2. In this way we finish the short review of the holographic model we are going to work with, for additional discussions and details see Ref. [43]. In the following, we are going to calculate the spectrum of heavy-vector mesons on this background, then, we investigated their melting.

3 Heavy vector mesons

The heavy-vector mesons in the dual field theory are described by five-dimensional gauge field whose action is given by

$$S_m = -\frac{1}{16\pi G_5} \int d^5x \sqrt{-g} f(\phi) \frac{F^2_\gamma}{4}, \quad \text{(3.1)}$$

where the gauge field is defined by $F_{\gamma mn} = \partial_m A_n - \partial_n A_m$ and $f(\phi)$ the kinetic (non-minimal) function defined in Eq. (2.8). The equations of motion obtained from this action are given by

$$\partial_m \left(\sqrt{-g} F^{mn}_\gamma\right) = 0. \quad \text{(3.2)}$$

Let us focus in the zero temperature case where the background metric (2.3) reduces to

$$ds^2 = \frac{1}{\zeta(z)^2} (dz^2 + dx_\mu dx^\mu). \quad \text{(3.3)}$$
To simplify the analysis we are going to work in the radial gauge $A_z = 0$. Setting $n = z$ in (3.2) we get the constraint $\partial_n A^\alpha = 0$. In turn, setting $n = \nu$ we get the equation describing the heavy-vector mesons which may be written as

$$\frac{\zeta}{f} \partial_z \left( \frac{f}{\zeta} \partial_z A^\nu \right) + \Box A^\nu = 0. \quad (3.4)$$

Introducing the Fourier transform on the gauge field

$$A_\nu (z, x^\mu) = \int \frac{d^4 k}{(2\pi)^4} e^{ikx^\alpha} A_\nu (z, k), \quad (3.5)$$

it transforms as $A^\nu (x^\mu, z) \to A^\nu (k^\mu, z)$. The equation may be rewritten in the Schrödinger-like form using the transformation $A_\nu = \xi_\nu e^{-B} \psi$, where $\xi_\nu$ is a polarization vector and $2B = \ln (f/\zeta)$, thus, the equation becomes

$$-\partial^2_z \psi + V \psi = m_n^2 \psi, \quad (3.6)$$

where we have replaced $\Box \to m_n^2$, $V$ is the potential given by

$$V = (\partial_z B)^2 + \partial^2_z B. \quad (3.7)$$

As the background was already fixed, we may solve the eigenvalue problem using a shooting method, for example. It is worth pointing out that the ratio $f/\zeta$ does not depend on the parameter $b$, for that reason the spectrum is insensitive to this parameter. The way this holographic model was built allows us to get an analytic solution for the mass spectrum, which is given by

$$m_n^2 = 4c (n + 1), \quad n = 0, 1, 2, \cdots \quad (3.8)$$

In the sequence, we fix the free parameter by fitting this formula with the first two resonances of charmonium available from experimental data [53], by doing so we get $c = 1.46 \text{ GeV}^2$. A plot of the potential is displayed in Fig. 3.

While the numerical results for the spectrum compared against charmonium experimental data are displayed in Table 1.

| $n$ | Holographic model | Charmonium experimental [53] |
|-----|-------------------|-----------------------------|
| 0   | 2420              | 3096.916 ± 0.011           |
| 1   | 3422              | 3686.109 ± 0.012           |
| 2   | 4191              | 4039 ± 1                  |
| 3   | 4839              | 4421 ± 4                  |

Table 1. The mass of the vector mesons (in MeV) obtained in the holographic model compared against the experimental results from PDG [53].

Note that the value of $c = 1.46 \text{ GeV}^2$ is slightly different from the value used in [43], see Appendix A for discussion about the value we are using.
Figure 3. The potential of the Schrödinger-like equation.

Having fixed the parameter $c$, the critical end point in the phase diagram lies in a different position in relation to the one obtained in Ref. [43]. Considering $c = 1.46$ GeV it lies at $(\mu_{\text{CEP}}, T_{\text{CEP}}) = (0.708 \text{ GeV}, 0.559 \text{ GeV})$. Finally, the eigenvalue problem solved at zero temperature has real solutions. However, we shall see below that the black hole embedded in the geometry will change the eigenvalues into complex. These states shall be interpreted as quasiparticles characterized by the complex frequencies whose real part is interpreted as the thermal mass, while their imaginary part related to the decay rate of these states. The corresponding field solutions are called the quasinormal modes. They are the finite temperature version of the normal modes that describe the states at zero temperature.

On the other hand, in the black hole background the problem changes completely due to Poincaré symmetry breaking. To simplify the analysis we are going to work in the radial gauge, $A_z = 0$, and considering plane wave solutions in the form $A_{\mu}(x^\nu, z) = e^{-i\omega t + iq x^3} A_{\mu}(\omega, q, z)$, where we are considering the direction of propagation $q^\mu = (\omega, 0, 0, q)$. Thus, the equations of motion (3.2) can be written in the form:

\begin{align}
\partial_z \left( \frac{f}{\zeta} \partial_z A_t \right) - \frac{q f}{g \zeta} (q A_t + \omega A_{x^3}) &= 0, \quad (3.9a) \\
\omega \partial_z A_t + q g \partial_z A_{x^3} &= 0, \quad (3.9b) \\
\partial_z \left( \frac{g f}{\zeta} \partial_z A_{x^3} \right) + \frac{\omega f}{g \zeta} (q A_t + \omega A_{x^3}) &= 0, \quad (3.9c) \\
g \zeta \frac{1}{f} \partial_z \left( \frac{f g}{\zeta} \partial_z A_\alpha \right) + \left( \omega^2 - q^2 g \right) A_\alpha &= 0. \quad (\alpha = x^1, x^2) \quad (3.9d)
\end{align}

Next, we write the last equations in terms of gauge invariant fields defined by $E_{x^1} = \omega A_{x^1}$, $E_{x^2} = \omega A_{x^2}$, and $E_{x^3} = q A_t + \omega A_{x^3}$, as

\begin{align}
\frac{g \zeta}{f} \partial_z \left( \frac{f g}{\zeta} \partial_z E_\alpha \right) + \left( \omega^2 - q^2 g \right) E_\alpha &= 0, \quad (\alpha = x^1, x^2), \quad (3.10a) \\
\frac{g \zeta}{f} \partial_z \left( \frac{f g}{\zeta (\omega^2 - q^2 g)} \partial_z E_{x^3} \right) + E_{x^3} &= 0. \quad (3.10b)
\end{align}
Eqs. (3.10a) represent the propagation in the transverse direction, while Eq. (3.10b) the propagation along the longitudinal direction. It is also possible to rewrite each of these equations into a Schrödinger-like form. The Schrödinger-like form allows us to investigate the potential and how it will be deformed by the temperature and chemical potential, which is interpreted as the melting of the quasiparticle states. To get the Schrödinger-like equation we need to define the tortoise coordinate, \( \partial_{r^*} = -g(z) \partial_z \), and the transformation \( E_\alpha = e^{-B_T} \psi_\alpha \). Thus, Eq. (3.10a) becomes

\[
- \partial_{r^*}^2 \psi_\alpha + V_T \psi_\alpha = \omega^2 \psi_\alpha, \tag{3.11}
\]

where \( V_T \) is the transverse potential defined by

\[
V_T = q^2 g + \partial_{r^*} (\partial_{r^*} B_T)^2 + \partial_{r^*}^2 B_T, \tag{3.12}
\]

with \( 2B_T = \ln (f/\zeta) \). By restoring the holographic coordinate, the transverse potential becomes

\[
V_T = g \left( q^2 + g (\partial_z B_T)^2 + \partial_z (g \partial_z B_T) \right). \tag{3.13}
\]

As can be seen, the transverse potential is zero at the horizon, where \( g(z_h) = 0 \). In the same way, we may write Eq. (3.10b) in the Schrödinger-like form by using the tortoise coordinate and the transformation \( E_{x^3} = e^{-B_L} \psi_{x^3} \) getting

\[
- \partial_{r^*}^2 \psi_{x^3} + V_L \psi_{x^3} = \omega^2 \psi_{x^3}, \tag{3.14}
\]

where \( V_L \) is the longitudinal potential defined by

\[
V_L = q^2 g + \partial_{r^*} (\partial_{r^*} B_L)^2 + \partial_{r^*}^2 B_L, \tag{3.15}
\]

with \( 2B_L = \ln (f/ [\zeta(\omega^2 - q^2 g)]) \). Restoring the holographic coordinate, the longitudinal potential becomes

\[
V_L = g \left( q^2 + g (\partial_z B_L)^2 + \partial_z (g \partial_z B_L) \right). \tag{3.16}
\]

Note that \( V_T \) and \( V_L \) are the same when \( q = 0 \). Note also that the longitudinal potential vanishes at the horizon. The Schrödinger-like form of the differential equations (3.11), (3.14) may be solved close to the horizon where \( g(z_h) = 0 \). Thus, we have the following solutions for both sectors

\[
\psi_j \sim C_j e^{-i \omega r^*} + D_j e^{+i \omega r^*}, \quad (j = \alpha, x^3) \tag{3.17}
\]

where the first solution is interpreted as an incoming wave falling into the black hole, while the second one as an outgoing wave coming from the black hole interior. To be more precise, we may calculate the incoming \( \psi_j^(-) \) and outgoing \( \psi_j^{(+) \psi_j} \) solutions including a few
subleading terms in the form

\[
\psi_j^{(\pm)} = e^{\pm i \omega r^*} \left( a_{0j}^{(\pm)} + a_{1j}^{(\pm)} (z_h - z) + a_{2j}^{(\pm)} (z_h - z)^2 + \cdots \right) \tag{3.18a}
\]

\[
\psi_j^{(-)} = e^{-i \omega r^*} \left( a_{0j}^{(-)} + a_{1j}^{(-)} (z_h - z) + a_{2j}^{(-)} (z_h - z)^2 + \cdots \right). \tag{3.18b}
\]

The coefficients \( a_{0j}^{(\pm)}, a_{1j}^{(\pm)}, \ldots \), are given by \( a_{0j}^{(\pm)} = 1 \),

\[
a_{1j}^{(\pm)} = \frac{a_{0j}^{(\pm)}}{2z_h (f'(z_h) \pm 2i \omega)} \left( 2q^2 z_h - (1 + 2c z_h^2) f'(z_h) + \delta_{2z^2} g^2 z_h (f'(z_h))^2 \right),
\]

\[
a_{2a}^{(\pm)} = \frac{a_{0a}^{(\pm)}}{8z_h^2 (2 \omega \pm i f'(z_h))(5 \omega \pm 4 i f'(z_h)) \left( 6 \omega^2 - 8q^4 z_h^2 + 8c^2 z_h^4 \omega^2 + 
+ [8q^2 (z_h + 2c z_h^2) + i(23 - 16c z_h^2 + 20c^2 z_h^4) \omega] f'(z_h) - 
- 4(3 + 4c^2 z_h^2) f''(z_h)^2 + 8z_h [q^2 z_h + i(\omega + 2c z_h^2 \omega)] f''(z_h) \right),
\]

\[
a_{2x^3}^{(\pm)} = \frac{a_{0x^3}^{(\pm)}}{8z_h^2 \omega^4 (2 \omega \pm i f'(z_h))(5 \omega \pm 4 i f'(z_h)) \left( 6 + 8c^2 z_h^4 \omega^6 - 8q^4 z_h^2 \omega^4 + 
+ q^2 z_h \omega (\pm 25i q^2 z_h + 8(1 + 2c z_h^2) \omega) f'(z_h)^3 - 12q^4 z_h^2 f'(z_h)^4 + 
+ 4z_h \omega (3q^2 z_h + 2i \omega (1 + 2c z_h^2)) f''(z_h) + [-8q^2 z_h^2 \omega^2 f''(z_h) + 
+ 2 \omega^2 (4z_h^2 z_h + 5i q^2 z_h (1 + 2c z_h^2) \omega - 2(3 + 4c z_h^4) \omega)] f''(z_h)^2 + 
+ [\omega (4q^2 z_h (1 + 2c z_h^2) + i(23 - 16c z_h^2 + 20c^2 z_h^4) \omega) 
\pm 26iq^2 z_h^2 f''(z_h) \omega^2 f'(z_h) \right). \tag{3.19}
\]

On the other hand, we may solve the Schrödinger-like equations close to the boundary, where the normalizable \( \psi_1^{(1)} \) and non-normalizable \( \psi_1^{(2)} \) solutions are given by

\[
\psi_j^{(1)} = z^{3/2} (b_{0j} + b_{2j} z^2 + b_{4j} z^4 + \cdots), \tag{3.20a}
\]

\[
\psi_j^{(2)} = z^{-1/2} (c_{0j} + c_{2j} z^2 + c_{4j} z^4 + \cdots) + d_j \psi_j^{(1)} \ln (z), \tag{3.20b}
\]

where the coefficients are given by

\[
b_{2j} = \frac{(q^2 - \omega^2)}{8} b_{0j}, \quad c_{4a} = \frac{1}{64} \left( 8c^2 - 3b_{0a} (q^2 - \omega^2) \right) c_{0a}, \tag{3.21}
\]

\[
d_j = \frac{(q^2 - \omega^2)}{2} c_{0j},
\]

the coefficients \( b_{4j} \) and \( c_{4x^3} \) are complicated expressions for that reason we do not write them here. Meanwhile, we have the freedom to set \( c_{2j} = 0 \). The next step forward is to write the incoming and outgoing solutions as a linear combination of the normalizable and
non-normalizable solutions:

\[ \psi_j^{(+)} = A_j^{(+)} \psi_j^{(2)} + B_j^{(+)} \psi_j^{(1)} , \] (3.22a)

\[ \psi_j^{(-)} = A_j^{(-)} \psi_j^{(2)} + B_j^{(-)} \psi_j^{(1)} , \] (3.22b)

Analogously, the normalizable and non-normalizable solutions may be written as a linear combination of the incoming and outgoing solutions in the form:

\[ \psi_j^{(2)} = C_j^{(2)} \psi_j^{(-)} + D_j^{(2)} \psi_j^{(+)} , \] (3.23a)

\[ \psi_j^{(1)} = C_j^{(1)} \psi_j^{(-)} + D_j^{(1)} \psi_j^{(+)} . \] (3.23b)

The coefficients of the last equations are related through

\[ \begin{pmatrix} A_j^{(+)} \\ A_j^{(-)} \end{pmatrix} \begin{pmatrix} B_j^{(+)} \\ B_j^{(-)} \end{pmatrix} = \begin{pmatrix} C_j^{(2)} & D_j^{(2)} \\ C_j^{(1)} & D_j^{(1)} \end{pmatrix}^{-1} \] (3.24)

These relations shall be useful below when we calculate the spectral functions, see Refs [22, 23, 25] for additional details.

4 The effective potential

Let us start by investigating the case when \( \mu = 0 \). In this case the plot of the temperature as a function of \( z_h \), see left panel of Fig. 2, has two branches: large and small black holes. Considering the stable regime, i.e., the large black hole branch, the temperature belongs to the interval \( T_{\text{min}} \leq T < \infty \). A plot of the potential as a function of the tortoise coordinate for selected values of the temperature setting \( q = 0 \) is displayed in the left panel of Fig. 4. As can be seen, for \( T = T_{\text{min}} = 0.612 \text{ GeV} \) (blue line), the potential has a small potential well, this means that probably we will not find quasiparticle states for this temperature. In turn, for \( T = 0.7 \text{ GeV} \) (red dashed line) and \( T = 0.8 \text{ GeV} \) (black dashed line) there is no potential well meaning that the probability of finding quasiparticle states should be practically zero. It is worth comparing the potential at finite temperature against the potential at zero temperature displayed in Fig. 3. As can be seen, the temperature deforms the potential well. This deformation is interpreted as the dissociation of bound states, that are thermally at zero temperature.

Meanwhile, turning on the chemical potential, \( \mu \neq 0 \), there are three branches arising in the plot of the temperature as a function of \( z_h \), as seen on the left panel of Fig. 2, depending on the value of \( \mu \). We displayed our numerical results for \( \mu = 0.2 \text{ GeV} \) and the isotherm at \( T = 0.8 \text{ GeV} \) in the right panel of Fig. 4. The first branch of Fig. 2, where the background is stable, is represented with blue line. Meanwhile, the second branch, where the background is unstable, is represented with red dashed line. While the third branch, where we got a stable solution, is represented with black dashed line. As can be seen, it is possible to find quasiparticle states in the third branch (black dashed line) because displays a potential well, while in the second branch they shall be in an unstable phase. In turn, it
is also illustrative to show the effects of the chemical potential on the deformation of the potential well. In Fig. 5, we displayed the potential fixing the temperature at the isotherm $T = T_{\text{min}} = 0.612$ GeV, and varying the chemical potential for $q = 0$. As can be seen, the potential is also sensitive to the variation of the chemical potential.

In conclusion, increasing the temperature and the chemical potential the melting process speeds out. It is also interesting pointing out that these results are qualitatively equivalents to results obtained within the bottom-up holographic QCD models in the literature [22, 23, 25, 29–33, 54], see also references therein. The difference of our results in relation to those is that the background we are working with was obtained solving the Einstein-Maxwell-Dilaton equations.
5 Spectral functions

To calculate the correlation functions we need to determine the on-shell action, then, we use the Son-Starinets prescription [55] to read off the correlation functions. Let us start by writing the action (3.1) in the form

$$S_m = \frac{1}{16\pi G_5} \int d^5x \sqrt{-g} \frac{f(\phi)}{2} \partial_m A_n F^{mn}. \quad (5.1)$$

Plugging the components of the gauge field, the background metric (2.3), and the Fourier transform (3.5) the action may be rewritten in the form

$$S_m = \frac{1}{32\pi G_5} \int \frac{dq d\omega}{(2\pi)^2} \frac{f}{\zeta} \left[ (g \mathbf{A}(z, -k) \cdot \partial_z \mathbf{A}(z, k) - A_t(z, -k) \partial_z A_t(z, k)) \right] \bigg|^{zh}_{z_0}, \quad (5.2)$$

where $\mathbf{A} = (A_{x^1}, A_{x^2}, A_{x^3})$ is a spatial vector. In terms of the gauge invariant fields this action becomes

$$S_m = -\frac{1}{32\pi G_5} \int \frac{dq d\omega}{(2\pi)^2} \frac{f}{\zeta} \left[ \frac{\omega^2}{\omega^2 - q^2 g} E_{x^3}(z, -k) \partial_z E'_{x^3}(z, k) + E_{x^1}(z, -k) \partial_z E'_{x^1}(z, k) + E_{x^2}(z, -k) \partial_z E'_{x^2}(z, k) \right] \bigg|^{zh}_{z_0}. \quad (5.3)$$

To get the correlation functions it is useful to split up the gauge field as the product of two functions, one of them depending only on the holographic coordinate, $E_j(z)$, and the other on the wave-number $E_j^{(-)}(k)$

$$E_j(z, k) = E_j(z) E_j^{(-)}(k), \quad (j = x^1, x^2, x^3) \quad (5.4)$$

where the function $E_j$ is normalized such that $\lim_{z_0 \to 0} E_j(z_0) = 1$, we also consider the ingoing solution at the horizon such that we are computing the retarded Green’s function. Thus, the on-shell action can be rewritten in the form

$$S_m = \frac{1}{32\pi G_5} \int \frac{dq d\omega}{(2\pi)^2} \frac{f}{\zeta} \left[ \frac{\omega^2}{\omega^2 - q^2 g} A_{x^3}^0(-k) A_{x^3}^0(k) + \frac{q}{\omega} A_{x^3}^0(-k) A_{x^3}^0(k) + \right. \left. + \sum_{\alpha=x^1,x^2} A_{\alpha}^0(-k) A_{\alpha}^0(k) E_{\alpha}(z) E'_{\alpha}(z) \right] \bigg|^{zh}_{z_0}. \quad (5.5)$$

The last expression can be written in a compact form

$$S_m = \int \frac{dq d\omega}{(2\pi)^2} A_{\mu}^0(-k) F^{\mu
u}(z, k) A_{\nu}^0(k) \bigg|^{zh}_{z_0}. \quad (5.6)$$
Thus, we get the current-current correlators using the Son-Starinets prescription \( C_{\mu\nu}^R(k) = -2\eta_{\mu\nu}\eta_{\rho\sigma}\lim_{z_0 \to 0} \mathcal{F}^{\rho\sigma}(z_0, k) \),

\[
\frac{C_{\omega}^R}{q^2} = \frac{C_{x^3 x^3}^R}{\omega^2} = -\frac{C_{\omega}}{q \omega} = -\frac{N_c^2}{16\pi^2(\omega^2 - q^2)} \lim_{z_0 \to 0} \frac{1}{\zeta(z_0)} C_{x^3}^R(z) \bigg|_{z_0 = 0}, \quad (5.7a)
\]

\[
C_{\alpha\alpha}^R = -\frac{N_c^2}{16\pi^2} \lim_{z_0 \to 0} \frac{1}{\zeta(z_0)} C_{\alpha}^R(z) \bigg|_{z_0 = 0}. \quad (5.7b)
\]

To get these results we have considered the fact that \( g(z_0) \to 1, f(z_0) \to 1, \) and \( E_j(z_0) \to 1 \) in the limit of zero \( z_0 \). We also considered the relation \( G_5 = \pi/N_c^2 \), where \( N_c \) is the number of colors. It is instructive to write an explicit expression for \( E_j(z) \) which is obtained from the transformations:

\[
E_j(z) = \left( \frac{\zeta}{\zeta} \right)^{1/2} \left( \frac{\omega^2 - q^2 g}{\omega^2 - q^2} \right)^{1/2} \left( \psi_j^{(2)} + \frac{B_j^{(-)}}{A_j^{(-)}} \psi_j^{(1)} \right), \quad (5.8)
\]

where we have considered \( E_j^{(-)}(k) = (\omega^2 - q^2)^{1/2} \delta_{j x^3} A_j^{(-)}(k) \) in order to guarantee the condition \( E_j(0) = 1 \). Plugging (5.8) in (5.7a) and (5.7b), and using also (3.20a),(3.20b) we get

\[
C_{x^3 x^3}^R(\omega, q) = -\frac{N_c^2}{8\pi^2} \left( \frac{\omega^2}{\omega^2 - q^2} \right) \lim_{z_0 \to 0} \left( \frac{c}{2} + d + 2d \ln z_0 + \frac{B_j^{(-)}(\omega, q)}{A_j^{(-)}} + \cdots \right), \quad (5.9a)
\]

\[
C_{\alpha\alpha}^R(\omega, q) = -\frac{N_c^2}{8\pi^2} \lim_{z_0 \to 0} \left( \frac{c}{2} + d + 2d \ln z_0 + \frac{B_j^{(-)}(\omega, q)}{A_j^{(-)}} + \cdots \right), \quad (5.9b)
\]

the ellipses represent terms which are zero in the limit of zero \( z_0 \). We rule out the divergent terms, i.e., \( \ln z_0 \), adding appropriate counterterms in the action (3.1). Thus, one may calculate the spectral functions which are defined as the imaginary part of the retarded Green’s functions

\[
\mathcal{R}_{x^3 x^3}(\omega, q) \equiv -2\text{Im} C_{x^3 x^3}^R(\omega, q) = \frac{N_c^2}{4\pi^2} \left( \frac{\omega^2}{\omega^2 - q^2} \right) \text{Im} \left[ \frac{B_j^{(-)}(\omega, q)}{A_j^{(-)}} \right], \quad (5.10a)
\]

\[
\mathcal{R}_{\alpha\alpha}(\omega, q) \equiv -2\text{Im} C_{\alpha\alpha}^R(\omega, q) = \frac{N_c^2}{4\pi^2} \text{Im} \left[ \frac{B_j^{(-)}(\omega, q)}{A_j^{(-)}} \right]. \quad (5.10b)
\]

As can be seen, the spectral functions depend on the ratio \( B_j^{(-)}(\omega, q)/A_j^{(-)} \) which are the coefficients related to the ingoing solution. One may rewrite this relation in terms of the normalizable and non-normalizable solutions using the matrix relation (3.24), for additional details see Refs. [22, 23],

\[
\frac{B_j^{(-)}}{A_j^{(-)}} = -\frac{\partial_x \psi_j^{(-)} \psi_j^{(2)} - \psi_j^{(-)} \partial_x \psi_j^{(2)}}{\partial_x \psi_j^{(-)} \psi_j^{(1)} - \psi_j^{(-)} \partial_x \psi_j^{(1)}}. \quad (5.11)
\]
In the following, our strategy shall be the following, we solve the differential Eqs. (3.11) and (3.14) integrating from the boundary to the horizon using as “initial conditions” the asymptotic solutions (3.20a) and (3.20b). Then, we plug these solutions in (5.11), evaluate them at the horizon and finally we extract the imaginary part to get the retarded Green’s function.

In the sequence we present our results for the spectral functions computed following the previous procedure. These results are closely related to the results displayed in Fig. 2. For \( \mu = 0 \) we obtained two branches for the temperature, large and small black holes. The former is a stable phase from the thermodynamic point of view, while the last is unstable. If we investigate the melting at zero chemical potential we realized that solutions are only possible for temperatures larger than the global minimum, \( T \geq 0.612 \text{ GeV} \). As can be seen in the figure of the potential, see blue line in Fig. 5, there is no potential well for this temperature. This means that no peaks are expected in the spectral functions meaning that the quasiparticles were dissociated.

On the other hand, from Fig. 2 we realized that the only way to reach low temperatures is turning on the chemical potential. To be more specific, for \( 0 < \mu < \mu_c \) it is possible to get three phases for the same temperature, see left panel of Fig. 2 for \( \mu = 0.2 \text{ GeV} \). In the following we work on the third branch where we can reach low temperatures. For \( \mu = 0.2 \text{ GeV} \) the temperature in this branch belongs to the interval \( 0 \leq T \leq 0.936 \text{ GeV} \). Our numerical results for the spectral function for \( q = 0 \) and selected values of the temperature are displayed in Fig. 6 considering different scales. The location of the peaks on the horizontal axis are interpreted as the mass of the quasiparticle states (which also corresponds to the real part of the frequency), while the width of the peaks are related to the inverse of the decay rate of these quasiparticle states (related to the imaginary part of the frequency). As can be seen in the left panel, the height of the peaks decreases with the increasing of the temperature, while the width of the peaks increases meaning that the decay time decreases, i.e., the quasiparticles melt faster when the temperature increases. These results are in agreement with previous results obtained in the literature, see for instance [22, 23, 30, 31]. It is worth mentioning that the background metric considered in those holographic models is always AdS, while in the model we are working with the metric is

![Figure 6](https://example.com/figure6.png)
asymptotically AdS. Recently a background obtained solving the Einstein-Maxwell-Dilaton equations was investigated in Ref. [56]. On the left panel of Fig. 6 we chose a vertical scale such that the highest peak, corresponding to the first radial excitation is shown in its total height. This way one can see the relative sizes of the peaks. On the other hand, on the right panel of the same figure we display the spectral function in an expanded scale, such that one can notice the presence of a series of additional peaks arising in the spectral function, corresponding to the higher order excited states. This means that the model we consider is capable, through numerical methods, to study high order excitations of charmonium not previously studied in the literature. From Fig. 6 we conclude that at temperatures larger than the confinement/deconfinement temperature, $0.170 \text{ GeV}$, we still have the presence of charmonium states in the quark-gluon plasma. This result is in agreement with previous results in the literature indicating that heavy vector mesons melt at temperatures above $0.170 \text{ GeV}$, see for instance [29, 30].

Now we investigate the effects of the density on the spectral functions. For this analysis we fix the temperature at $T = 0.4 \text{ GeV}$ and compute the spectral functions for selected values of the chemical potential. Our numerical results are displayed in Fig. 7 considering different scales. As can be seen on the left panel, the chemical potential speeds up the melting process because the height of the peaks decreases rapidly, as well as the width of the peaks increases, see right panel. We also realize that increasing the chemical potential produces a stronger dissociation effect on the quasiparticles than increasing the temperature by the same amount. Right panel also shows the additional peaks arising due to the sensitivity of the numerical procedure. These results are in agreement with previous results in the literature where holographic models for investigating melting of particles including finite density effects were investigated [31, 32]

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig7.png}
\caption{The spectral function for $T = 0.4 \text{ GeV}$ and selected values of the chemical potential and $q = 0$.}
\end{figure}

Finally, it should be interesting to see the spectral function at the critical end point of the phase diagram, see right panel of Fig. 2. For that reason we calculate the spectral functions for $\mu = \mu_c$ and selected values of the temperature: $T = 0.534 \text{ GeV}$, $T = T_c = 0.559 \text{ GeV}$, and $T = 0.584 \text{ GeV}$. We display our numerical results in Fig. 8 where one can see that at the critical end point temperature (red line) the spectral function does not have peaks meaning that quasiparticles melted. In turn, for temperature lower than the critical
one (blue line) the spectral function shows a few peaks meaning that a few quasiparticles states might be present in the plasma. For a temperature above the critical one (black line), we do not see peaks in the spectral function.
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Figure 8. The spectral function for \( \mu = \mu_c = 0.708 \text{ GeV} \) and selected values of the temperature and \( q = 0 \).

6 Hydrodynamic limit

In the long-wave and low-energy regime the theory can be described by an effective hydrodynamic description, in this regime one may investigate important physical properties of the system like transport properties. The gauge/gravity duality provides us the theoretical framework to investigate this regime in the dual field theory by solving the perturbation equations, arising in the gravitational side, in the hydrodynamic limit. These perturbations are characterized by a set of complex frequencies, the quasinormal modes, which in the hydrodynamic limit are known as hydrodynamic quasinormal modes.

6.1 Longitudinal sector

As described in previous sections, longitudinal perturbation propagating along the direction \( k^\mu = (\omega, 0, 0, q) \) is described by Eq. (3.10b). In this section we are going to solve this equation in the hydrodynamic limit, for doing so it is convenient to normalize the parameters by the temperature such that the new parameters and the holographic coordinate becomes dimensionless:

\[ w = \frac{\omega}{\pi T}, \quad q = \frac{q}{\pi T}, \quad u = \frac{\mu}{\pi T}, \quad \xi = \frac{c}{(\pi T)^2}, \quad b = \frac{b}{(\pi T)^4}, \quad u = (\pi T) z. \] (6.1)

Then, the dimensionless version of Eq. (3.10b) is given by

\[ E''_{x^3}(u) - \left( \frac{1 + 2 \xi u^2}{u g (w^2 - q^2 g)} \frac{w^2 - q^2 g}{u g (w^2 - q^2 g)} \right) E'_{x^3}(u) + \frac{(w^2 - q^2)}{g^2} E_{x^3}(u) = 0. \] (6.2)
Let us consider a transformation which takes into account the ingoing boundary condition at the horizon

\[ E_{\lambda}(u) = g^{-i\lambda w} F_{\lambda}(u), \]  

(6.3)

where \( F_{\lambda}(u) \) is a regular function, then, the differential equation we must solve is

\[
F'''_{\lambda}(u) + \left( \frac{w^2 g'(u)}{g(w^2 - q^2)} - \frac{1}{u} - 2\epsilon u - \frac{i\omega g'(u)}{2g} \right) F'_{\lambda}(u) + \left( \frac{w^2 - q^2}{g^2} + \frac{i\omega g'(u)}{4ug} \right) F_{\lambda}(u) = 0. 
\]  

(6.4)

In the hydrodynamic limit the energy and wavenumber are smaller than the temperature such that \( \omega \ll 1 \) and \( q \ll 1 \). Thus, we may build a multi-scale perturbative solution on these parameters. Nevertheless, here we will use an alternative expansion considering the new parameterization \( \omega \rightarrow \lambda \omega \) and \( q \rightarrow \lambda q \) such that \( \lambda \ll 1 \). Then, we use \( \lambda \) as the parameter controlling the expansion,

\[ F_{\lambda}(u) = F_{\lambda}^{(0)} + \lambda F_{\lambda}^{(1)}(u) + \lambda^2 F_{\lambda}^{(2)}(u) + \cdots. \]  

(6.5)

Plugging (6.5) in (6.4) we get differential equations for \( F_{\lambda}^{(0)} \), \( F_{\lambda}^{(1)} \), and so on. We must solve these differential equations and fix the integration constants imposing regularity conditions at the horizon, at the end we get the solutions:

\[
F_{\lambda}^{(0)} = F_0, 
\]

(6.6a)

\[
F_{\lambda}^{(1)} = -\frac{iF_0 \omega}{4} \ln [g(u)] + \frac{iF_0 q^2}{8\omega \epsilon} \int_0^{u_h} \frac{e^{\epsilon x^2} - e^{\epsilon u_h^2}}{g(x)} dx \ln [g(u)] - \frac{iF_0 \omega}{4} \int_0^{u_h} \frac{e^{\epsilon x^2}}{g(x)} \frac{dx}{g(x)} - \frac{iF_0 \omega}{4} \int_0^{u_h} \frac{e^{\epsilon x^2} u}{g(x)} dy, \]  

(6.6b)

where \( F_0 \) is a constant. To calculate the dispersion relation is enough to solve up to \( F_{\lambda}^{(1)} \).

Thus, plugging into (6.3) and imposing the Dirichlet condition at the boundary \( E_{\lambda}(0) = 0 \), we get the dispersion relation

\[
\omega = i \left( e^{\epsilon U_h^2} - 1 \right) \frac{8\epsilon}{\int_0^{u_h} \frac{e^{\epsilon x^2}}{g(x)} dx} \left[ \ln \left( g(u_h) \right) \right] + q^2. \]  

(6.7)

Note that the logarithm and integral blow up at the horizon,

\[
\lim_{u \rightarrow u_h} \ln g(u) = -\infty, \quad \lim_{u \rightarrow u_h} \int_0^u \frac{e^{\epsilon x^2}}{g(x)} dx = \infty. \]  

(6.8)

However, one may use the L’Hospital rule to evaluate this ratio, such that the result is finite

\[
\frac{\ln g(u_h)}{\int_0^{u_h} \frac{e^{\epsilon x^2}}{g(x)} dx} = e^{-\epsilon U_h^2} \frac{g'(u_h)}{u_h}. \]  

(6.9)
Plugging this result in (6.7) and considering the definition of the temperature $g'(u_h) = -4$ one gets the dispersion relation

$$\omega = -i \frac{1 - e^{-c u_h^2}}{2c u_h (\pi T)} q^2. \quad (6.10)$$

This result represents the most general solution for this kind of holographic models. As a check of consistency let us apply this formula for problems investigated previously in the literature. Considering $g(u) = 1 - u^4$ and $u_h = 1$ we get Eq. (4.16) of [57]. In turn, for the problem investigated in [23], plugging the horizon function $g(u) = 1 - u^4$ and $u_h = 1$ in (6.10) we get the same result obtained in Eq. (4.6) of that paper. As the last check of consistency we get Eq. (3.31) of [58], where $g(u) = (1 - u)(1 + u - (2 - 4\pi T b) u^2)$. Applying this formula in our case we can write the dispersion relation as

$$\omega = iD q^2, \quad (6.11)$$

where the coefficient $D$ is given by

$$D = \frac{\#_1}{\#_2}. \quad (6.12)$$

The numerator and denominator are given by

$$\begin{align*}
\#_1 &= e^{3b u_h^2} u_h^2 \left[ 3 \sqrt{b} \left( e^{u_h^2} - 1 \right) \left( 6b e^{u_h^2} - 1 \right) + c u^2 \right] - \sqrt{3} e^{u_h^2} u_h \left( e^{u_h^2} \mathcal{F} \left[ \frac{c}{2 \sqrt{3b}} \right] - \mathcal{F} \left[ \frac{c + 6b u_h^2}{2 \sqrt{3b}} \right] \right) - 2 \mathcal{F} \left[ \frac{c}{\sqrt{3b}} \right] \right], \\
\#_2 &= 4\pi T e^{u_h^2} \left( e^{u_h^2} - 1 \right) \left[ 3 \sqrt{b} - \sqrt{3} e^{u_h^2} \mathcal{F} \left[ \frac{c}{2 \sqrt{3b}} \right] - e^{u_h^2} u_h \left( 3 \sqrt{b} - \sqrt{3} e^{u_h^2} \mathcal{F} \left[ \frac{c + 6b u_h^2}{2 \sqrt{3b}} \right] \right) \right].
\end{align*} \quad (6.13)$$

Here, $\mathcal{F}[x] = e^{-x^2} \int_0^x e^{y^2} dy$, is the Dawson integral.

Meanwhile, following Ref. [57] one may rewrite the field component $E_{x,z}(k, u)$ given by (6.3) close to the boundary in the form

$$E_{x,z}(u) = \mathfrak{A}_{x,z}(w, q) + \cdots \mathfrak{B}_{x,z}(w, q) u^2 + \cdots \quad (6.14)$$

where the coefficients are given by

$$\begin{align*}
\mathfrak{A}_{x,z}(w, q) &= F_0 \left( 1 - iq^2 \frac{1 - e^{-c u_h^2}}{8c w} g'(u_h) \right), \quad (6.15a) \\
\mathfrak{B}_{x,z}(w, q) &= i F_0 \frac{(q^2 - w^2) e^{-c u_h^2} g'(u_h)}{8w} \quad (6.15b).
\end{align*}$$

To write the last expressions we have used the L'hospital rule again. Thus, one may calculate the retarded Green function from (5.3). Considering the decomposition of $E_{x,z}(u) =$
\[ E_x^{(0)}(k)E_{x,3}(u), \text{ from } (6.14) \text{ we get } (setting \ E_x^{(0)}(k) = \mathbb{A}_{x,3}(k)) \]

\[ \mathcal{E}_{x,3}(u) = 1 + \cdots \frac{\mathbb{B}_{x,3}(w, q)}{\mathbb{A}_{x,3}(w, q)} u^2 + \cdots \] (6.16)

Thus, the correlation functions may be calculated using the functional derivative of the action (5.3). We have special interest in the component \( C_{tt}^{R}(w, q) \) which is given by

\[ C_{tt}^{R}(w, q) = \frac{\delta^2 S}{\delta A_t^{(0)}(k)\delta A_t^{(0)}(-k)} = \frac{q^2 \delta S}{\delta E_x^{(0)}(k)\delta E_{x,3}^{(0)}(-k)}. \] (6.17)

Plugging (6.16) in the on-shell action and taking the limit \( u \to 0 \) we rewrite the correlation function in the form depending on the coefficients of the asymptotic expansion close to the boundary,

\[ C_{tt}^{R}(w, q) = \frac{N_c^2}{8\pi^2} \frac{q^2 (\pi T)^2}{(q^2 - \omega^2)} \frac{\mathbb{A}_{x,3}(w, q)}{\mathbb{A}_{x,3}(w, q)}. \] (6.18)

Finally, by plugging (6.15) in the last equation one gets

\[ C_{tt}^{R}(\omega, q) = \frac{N_c^2}{16\pi^2} \frac{q^2}{z_h} \frac{e^{-c z_h^2}}{i\omega - q^2 \left(1 - e^{-c z_h^2}\right) \frac{1}{2c z_h}} \] (6.19)

Note that the correlation function has a singular point when the denominator is zero, resulting in the dispersion relation obtained by imposing the Dirichlet boundary condition on the field component \( E_{x,3}(u) \), see Eq. (6.10).

### 6.2 Transversal perturbation

The dimensionless version of the transverse sector is given by Eq. (3.10a) which in dimensionless parameters is given by

\[ E''_{\alpha}(u) - \left( \frac{g'(u)}{g(u)} + \frac{1}{u} - 2\kappa u \right) E'_{\alpha}(u) + \left( \frac{w^2 - q^2 g}{g^2} - \frac{u}{2g} \right) E_{\alpha}(u) = 0, \quad (\alpha = x^1, x^2). \] (6.20)

Once again, we consider the transformation which takes into account the ingoing boundary condition at the horizon

\[ E_{\alpha}(u) = g^{- \frac{i\kappa}{2}} F_{\alpha}(u), \] (6.21)

generating the differential equation we must solve

\[ F''_{\alpha}(u) + \left( \frac{g'(u)}{g(u)} - \frac{1}{u} - 2\kappa u - \frac{i w g'(u)}{2g} \right) F'_{\alpha}(u) + \left( \frac{w^2 - q^2}{g^2} - \frac{q^2}{g} + \frac{i w g'(u)}{4u g} \right) F_{\alpha}(u) = 0. \] (6.22)
As before, we build the perturbation solution which is controlled by the parameter $\lambda \ll 1$. Thus, we expand $F_{\alpha}$ in the form

$$F_{\alpha}(u) = F_{\alpha}^{(0)} + \lambda F_{\alpha}^{(1)}(u) + \lambda^2 F_{\alpha}^{(2)}(u) + \cdots.$$  

(6.23)

Plugging (6.23) in (6.22) and solving order-by-order we get the solutions:

$$F_{\alpha}^{(0)} = F_0,$$

(6.24a)

$$F_{\alpha}^{(1)}(u) = i F_0 w^4 \ln[g(u)] - i F_0 w^4 \ln[g(u_h)] \int_0^u e^{c_x^2 x} g(x) dx - \int_0^{u_h} e^{c_y^2 y} dy,$$

(6.24b)

To calculate the dispersion relation is enough to solve up to $F_{\alpha}^{(1)}$. Thus, plugging into (6.21) and imposing the Dirichlet condition at the boundary, $E_{\alpha}(0) = 0$, we do not get solutions in the hydrodynamic limit, i.e., $w \ll 1$ and $q \ll 1$. This means that the correlation function does not have poles. It is not difficult to show this statement by expanding the solution, Eq. (6.21), close to the boundary,

$$E_{\alpha}(u) = A_{\alpha}(w, q) + \cdots B_{\alpha}(w, q) u^2 + \cdots$$

(6.25)

where the coefficients are given by

$$A_{\alpha}(w, q) = F_0,$$

(6.26a)

$$B_{\alpha}(w, q) = -i F_0 w^8 e^{-c u_h^2 g'(u_h)}.$$

(6.26b)

To write the last expression we have used the L’Hospital rule. Thus, one may calculate the retarded Green’s function from (5.3), and the fact that (6.25) may be decomposed as $E_{\alpha}(u) = E_{\alpha}^{(0)}(k) E_{\alpha}(u)$, where

$$E_{\alpha}(u) = 1 + \cdots \frac{B_{\alpha}(w, q)}{A_{\alpha}(w, q)} u^2 + \cdots$$

(6.27)

Thus, the correlation functions may be calculated using the functional derivative of the action (5.3). We are interested in the component $C_{\alpha \alpha}^R(w, q)$ which is given by

$$C_{\alpha \alpha}^R(w, q) = \frac{\delta^2 S}{\delta A_{\alpha}^{(0)}(k) \delta A_{\alpha}^{(0)}(-k)} = \frac{w^2 \delta S}{\delta E_{\alpha}^{(0)}(k) \delta E_{\alpha}^{(0)}(-k)}.$$  

(6.28)

Plugging (6.27) into the on-shell action and taking the limit $u \to 0$ we rewrite the correlation function in the form depending on the coefficients of the asymptotic expansion close to the boundary,

$$C_{\alpha \alpha}^R(w, q) = -\frac{N^2 T^2}{8} \frac{B_{\alpha}(\omega, q)}{A_{\alpha}(\omega, q)}.$$  

(6.29)
Finally, by plugging (6.26) in the last equation one gets

$$C_{\alpha\alpha}^R(\omega, q) = - \frac{N_c^2}{16\pi^2} \frac{i \omega e^{-c z_h}}{z_h}. \quad (6.30)$$

Note that the correlation function has no poles, which is consistent with the solution in the hydrodynamic limit.

## 7 Quark number susceptibility

In QCD, the response of the system to a change in the chemical potential is measured through the quark number susceptibility $\chi$, and it was investigated in holographic QCD models in Refs. [45, 58–62] (see also references therein). Once we have solved the differential equations in the hydrodynamic limit and obtained the retarded Green’s functions we may now calculate the quark number susceptibility following the procedure implemented in Refs. [58, 59], where they used the prescription

$$\chi(T, \mu) = - \lim_{q \to 0} \operatorname{Re}\{C_{tt}(0, q)\} \quad (7.1)$$

Thus, from (6.19) we get

$$\chi(T, \mu) = \frac{1}{N_c^2} \frac{e}{8\pi^2} \frac{c}{(e^{c z_h^2} - 1)}. \quad \chi = \frac{N_c^2}{8} T^2 \quad \text{and} \quad \chi = \pi^2 T^2. \quad (7.5)$$

Let us calculate the behavior of Eqs. (7.2) and (7.4) in the conformal limit, i.e., high temperatures regime, where we get the relation $z_h = 1/(\pi T)$ (see left panel of Fig. 2). Plugging this result in (7.2) and (7.3), then, considering the approximation $e^{c/(\pi T)^2} \approx 1 + c/(\pi T)^2$, we get

$$\chi = \frac{N_c^2}{8} T^2 \quad \text{and} \quad \chi = \pi^2 T^2, \quad (7.5)$$

respectively. This result is in agreement with the result found in the literature, see for instance Refs. [58, 60, 61], where the quark number susceptibility goes like $\chi \sim T^2$. Let
us plot Eqs. (7.2) and (7.4) as a function of the chemical potential for selected values of the temperature. Our numerical results are displayed in Fig. 9, where the left panel shows Eq. (7.2), while right panel shows the results for Eq. (7.4). It is worth mentioning that previous investigation works showed that the quark susceptibility must blows up at the critical end point, for results obtained solving Dyson-Schwinger equation see Ref. [63] and references therein. Our results are showing two different behaviors for the quark number susceptibility, one obtained from Eq. (7.2) and another from Eq. (7.4). The result displayed in the left panel of Fig. 9 does not diverge at the critical end point. This result may be explained because the matter action we are considering to get Eq. (7.2) represents the action of probe fields. In turn, right panel of Fig. 9 shows that $\chi$ blows up at the critical end point. Note that Eq. (7.4) was obtained using the holographic dictionary on $A_t$, which was obtained by solving Maxwell’s equations (2.5).

8 Quasinormal modes

In this section we calculate the quasinormal frequencies by solving the differential equations numerically. We split up the problem in two parts: the longitudinal and the transverse sectors. In order too calculate the quasinormal frequencies we are going to use the pseudo-spectral method, for a discussion see Ref. [64], see also Refs. [25, 65–68] and references therein, where this method was applied to calculate quasinormal frequencies in different scenarios.

8.1 Longitudinal sector

Our starting point is the Schrodinger-like equation (3.14), with potential (3.16). From here on we follow the procedure implemented in Ref. [68]. In order to write the differential
equation suitable to apply the pseudo-spectral method we first implement the transformation $\psi = e^{-i\omega r}\varphi$. Then, we replace the tortoise coordinate and $B_L$ to get
\begin{align}
(4q^2z^2\omega^4 - 8q^4z^2\omega^2g + 3q\omega^4g + 4c^2z^4\omega^4 + 4q^6z^2\omega^2g^2 - 6q^2\omega^2g^2 - 8c^2z^2\omega^2g^2 \\
+ 3q^4g^3 + 4c^2q^4z^4g^3 - 2z\omega^4g' - 4c^2\omega^4g' + 2q^2z\omega^2g'' + 4c^2q^2\omega^2g'' \\
+ 2q^2z^2\omega^2g'' + q^4z^2g'' + 2q^2z^2\omega^2g'' - 2q^4z^2g^2g''\bigl(\varphi(z) \\
- (8iz^2\omega(\omega^2 - q^2g)^2 + 4z^2(\omega^2 - q^2g)^2g')\varphi'(z) \\
- g(4z^2\omega^4 - 8q^2z^2\omega^2g + 4q^4z^2g^2)\varphi''(z) = 0.
\end{align}

In order to compare our results against the results obtained in Ref. [57], for $\mu = 0$, and $c = 0 = b$, we normalize the coordinate and parameters by the temperature
\begin{align}
\omega = z\pi T; \quad \tilde{\omega} = \frac{\omega}{2\pi T}; \quad \tilde{q} = \frac{q}{2\pi T}; \quad \tilde{c} = \frac{c}{(\pi T)^2}; \quad \tilde{b} = \frac{b}{(\pi T)^4}; \quad \tilde{\mu} = \frac{\mu}{\pi T}.
\end{align}

One may calculate the asymptotic solutions of the last differential equation close to the horizon considering the ansatz $\varphi \sim (1 - u)^\alpha$. Plugging in Eq. (8.1) we get
\begin{align}
\alpha_1 = 0, \quad \alpha_2 = 4i\tilde{\omega}.
\end{align}

The first solution is interpreted as the ingoing solution, falling into the black hole event horizon, while the second solution is interpreted as the outgoing solution. As we are interested in retarded Green’s functions we choose the ingoing solution in the following analysis. In turn, to calculate the asymptotic solution close to the boundary we consider the ansatz $\varphi \sim u^\beta$. Plugging in (8.1) we get the solutions
\begin{align}
\beta_1 = -\frac{1}{2}, \quad \beta_2 = \frac{3}{2},
\end{align}

where the first solution is interpreted as the non-normalizable solution, while the second the normalizable one. As we are looking for normalizable solutions of the eigenvalue problem we consider the normalizable solution in the following analysis. Then, to get the final differential equation to solve we consider the additional transformation which takes into account the information about the asymptotic solutions we got, $\varphi(u) = u^{3/2}\phi(u)$
\begin{align}
&\left(8(2q^2u - 3i\tilde{\omega})\tilde{\omega} + 4c^2q^4u^3g^3 - 4(2 + \tilde{c}n^2)\tilde{\omega} + 2q^2u\tilde{\omega}^3 + 2g^2q^6u - 12q^4\tilde{\omega} \\
&- 4c^2q^2u^3\tilde{\omega}^2 - 3q^4g' - q^4ug''\right) + g(2\tilde{\omega}^2(-16q^4u + 24q^2\tilde{\omega} + 2c^2u^3\tilde{\omega}^2 + q^2ug'') \\
&+ 2q^2(7 + 2c\tilde{a}\tilde{u})\tilde{\omega}^2 + q^4ug''\phi(u) - 4i(2\tilde{\omega} - q^2g + 2q^2(4u\tilde{\omega} - 3ig - iu g')\phi'(u) \\
&- 4ug(\tilde{\omega}^2 - k^2g)^2\phi''(u) = 0.
\end{align}

As can be seen, this is a fifth-order eigenvalue problem, see the largest power of $\omega$, to solve it we are going to use the pseudo-spectral method. Nevertheless, in the holographic model we are working with three parameters: $\mu$, $c$ and $b$. To see how the QN frequencies change
with the chemical potential $\tilde{\mu}$ we set $\tilde{c} = 0 = \tilde{b}$. It is worth mentioning that in this case the horizon function reduces to the Reissner-Nordström AdS solution

$$g = 1 - \left(1 + \frac{\tilde{\mu}^2}{3}\right)u^4 + \frac{\tilde{\mu}^2}{3}u^6. \quad (8.6)$$

One of the zeros of the equation $g(u) = (u^2 - u_1)(u^2 - u_2)(u^2 - u_3) = 0$ represent the location of the event horizon, which we fix at $u_h = 1$ due to the normalization we are working with (8.2). Then, the solutions are:

$$u_1^2 = 1, \quad u_2^2 = \frac{3 - \sqrt{9 + 12\tilde{\mu}^2}}{2\tilde{\mu}^2}, \quad u_3^2 = \frac{3 + \sqrt{9 + 12\tilde{\mu}^2}}{2\tilde{\mu}^2}. \quad (8.7)$$

As can be seen, $u_1^2$ does not depend on the chemical potential, while $u_2^2$ is always negative for $\tilde{\mu} > 0$. Meanwhile, $u_3^2 > 1$ for $\tilde{\mu} > 0$, while it becomes $u_3^2 = 1$ for $\tilde{\mu} = \sqrt{6}$, and $u_3^2 < 1$ for $\tilde{\mu} > \sqrt{6}$. For that reason we restrict our numerical analysis to the region where $\tilde{\mu} \leq \sqrt{6}$. This means that the horizon lies at $u_h = 1$.

Our numerical results for $\tilde{q} = 1$ are displayed in Table 2. We point out that the results for $\hat{\mu} = 0$ are in agreement with those results obtained in Ref. [57]. As can be seen, the real part of the frequency decreases with the increasing of the chemical potential in the region of small values for the chemical potential, then, it increases with the increasing of the chemical potential. However, the ground and first two states deserve an additional comment, as can be seen in Fig. 10, there is a new mode whose real part starts to grow up at approximately $\tilde{\mu} \approx 0.637$, it grows up rapidly and crosses the ground state, however it is not clear if this mode crosses or stays below the first state, see left panel of Fig. 10. In turn, the imaginary part always increases with the increasing of the chemical potential, see right panel of Fig. 10.

| n | $\tilde{\mu} = 0$ | $\tilde{\mu} = 0.01$ | $\tilde{\mu} = 0.1$ |
|---|---|---|---|
| 0 | $\pm 1.1478314 - 0.5592036i$ | $\pm 1.1478256 - 0.5592051i$ | $\pm 1.1472503 - 0.5593576i$ |
| 1 | $\pm 1.9100059 - 1.7580648i$ | $\pm 1.9099775 - 1.7580789i$ | $\pm 1.9071552 - 1.7594740i$ |
| 2 | $\pm 2.9032931 - 2.8916809i$ | $\pm 2.9032453 - 2.8917233i$ | $\pm 2.8989657 - 2.8959528i$ |
| 3 | $\pm 3.9285553 - 3.9433859i$ | $\pm 3.9284951 - 3.9434557i$ | $\pm 3.9225172 - 3.9504090i$ |
| 4 | $\pm 4.9468182 - 4.9651851i$ | $\pm 4.9467456 + 4.9652802i$ | $\pm 4.9395555 + 4.9747681i$ |

| n | $\hat{\mu} = 0.2$ | $\hat{\mu} = 0.3$ | $\hat{\mu} = 0.5$ |
|---|---|---|---|
| 0 | $\pm 1.1455051 - 0.5598240i$ | $\pm 1.1425904 - 0.5606158i$ | $\pm 1.1332155 - 0.5632753i$ |
| 1 | $\pm 1.8985348 - 1.7637362i$ | $\pm 1.8839332 - 1.7709573i$ | $\pm 1.8350724 - 1.7950779i$ |
| 2 | $\pm 2.8839215 - 2.9006045i$ | $\pm 2.8589691 - 2.9319886i$ | $\pm 2.7723821 - 3.0169965i$ |
| 3 | $\pm 3.9042584 - 3.9721219i$ | $\pm 3.8733809 - 4.0107026i$ | $\pm 3.7734185 - 4.1623459i$ |
| 4 | $\pm 4.9177089 - 5.0045069i$ | $\pm 4.8812902 - 5.0577870i$ | $\pm 4.7755298 - 5.2719366i$ |

Table 2. The quasinormal frequencies of the longitudinal sector for selected values of the chemical potential for $\tilde{q} = 1$, $\tilde{c} = 0$, and $\tilde{b} = 0$. The results for $\hat{\mu} = 0$ are equivalent to those of Ref. [57].

The hydrodynamic frequency has imaginary part different from zero, $\tilde{\omega} = -3.2506370i$, which is also in agreement with the result of Ref. [57] for $\tilde{\mu} = 0$. The dependence of the
Table 3. The hydrodynamic frequency for different values of the chemical potential. These results were obtained considering $q/(2\pi T) = 1$ and $c = 0 = b$.

| $\tilde{\mu}$  | $-3.2506370i$ |
|----------------|----------------|
| 0              | $-3.2507627i$  |
| 0.1            | $-3.2633614i$  |
| 0.2            | $-3.3035845i$  |
| 0.3            | $-3.3786204i$  |
| 0.5            | $-3.7348719i$  |
| 0.6            | $-4.2947702i$  |
| 0.62           | $-4.5834402i$  |

hydrodynamic frequency with chemical potential deserves an additional analysis. Our numerical results for this frequency considering selected values of the chemical potential are displayed in Table 3. As can be seen, the frequency increases with the increasing of the chemical potential. However, at $\tilde{\mu} \approx 0.637$ it seems that the hydrodynamic mode merges with a new mode coming from above, see right panel of Fig. 10. It is also worth mentioning that a family of purely imaginary modes shows up in the spectrum. They have a characteristic behavior, decreasing with the increasing of the chemical potential and are purely imaginary, see right panel of the same figure. This kind of behavior was previously observed in the literature, see for instance Ref. [69] (see also [70] to see how this kind of modes behave as a function of the rotation parameter).

Let us now compare the analytic solution obtained in the hydrodynamic limit, i.e., Eq. (6.10), against the numerical solution. For $\tilde{\mu} = 0$ we realized that the coefficient $D = \pi T (1 - e^{-c_{z_h}})/(c_{z_h})$, lies close to the unity when $T \geq T_{\text{min}}$ for the big black hole branch, see blue line in the left panel of Fig. 11. In turn, the coefficient $D$ increases when $T \geq T_{\text{min}}$ for the small black hole branch, see red line in the left panel of Fig. 11. In turn, for $\mu \geq \mu_c$ the diffusion coefficient becomes zero in the limit of zero temperature,
then, it increases converging to the unity in the limit of high temperatures where conformal symmetry must be restored, see blue line in the same figure. Meanwhile, the results for the dispersion relation are displayed in the right panel of Fig. 11, where continuous lines represent analytic results for the conformal (black line) and non-conformal case (red line), while numerical solutions for the conformal are represented by dashed black line and non-conformal are represented by dashed red. In the non-conformal case we fixed the parameters $\mu = \mu_c$, $c = 1.46 \text{ GeV}^2$, $b = 0.273 \text{ GeV}^4$ and $T = T_c$. As can be seen, in the non-conformal case the frequency decreases. It is also worth mentioning that the precision of the numerical method gets poor in the non-conformal case.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig11.png}
\caption{Left: The diffusion coefficient as a function of the temperature, the colors correspond to the notation used in Fig. 2, the conformal case is represented by horizontal dashed line. Right: The numerical (dashed lines) and analytic (solid lines) solutions for the hydrodynamic frequency for $\mu = 0$ and $c = 0 = b$ (black) and for $\mu = \mu_c$, $c = 1.46 \text{ GeV}^2$, $b = 0.273 \text{ GeV}^4$ and $T = T_c$ (red).}
\end{figure}

We also calculated the quasinormal frequencies as a function of the momentum. Our numerical results are displayed in Fig. 12, where black dots represent the results obtained in the conformal case, while red squares represent the results obtained in the non-conformal case. As can be seen, the real part of the frequency increases when we turn on the parameters, we also observe that higher states are more sensitive to the parameters than lower states. In turn, the imaginary part decreases when we turn on the parameters, again, higher states are more sensitive to the parameters than lower states.

\subsection{8.2 Transverse sector}

Our starting point is the Schrodinger-like equation (3.11), with the potential given by (3.13). First, we implement the transformation $\psi = e^{-i\omega r} \phi$. Then, we replace the tortoise coordinate and $B_T$ to get

$$
(4q^2z^2 + 3g + 4c^2z^4g - 2czg' - 4cz^3g') \varphi(z) - z^2 \left(8 i\omega + 4g'\right) \varphi'(z) - 4z^2g \varphi''(z) = 0. \quad (8.8)
$$
In the following we normalize the variable and parameters as in (8.2). To solve numerically the problem we also need to calculate the asymptotic solutions close to the horizon, \( u = 1 \). Considering the ansatz \( \varphi = (1 - u)^{\alpha} \), then, plugging it in the last equation we get the solutions:
\[
\alpha_1 = 0, \quad \alpha_2 = 4i\tilde{\omega}.
\]
(8.9)

The first solution is interpreted as waves falling into the black hole through the event horizon, while the second solution represents waves coming out from the black hole interior. Classically nothing comes from the black hole interior, for that reason we work with the first solution. Then, the solution at the horizon reduces to a constant that we can set to the unit.

Repeating the procedure close to the boundary, \( u = 0 \), considering the ansatz \( \varphi = u^{\beta} \), plugging into the differential equation and solving the leading equation we get the solutions:
\[
\beta_1 = -\frac{1}{2}, \quad \beta_2 = \frac{3}{2}.
\]
(8.10)

The first solution is interpreted as the non-normalizable (or source), while the second is interpreted as the normalizable (or vacuum expectation value - VEV). The QN frequencies are solutions of the differential equation by imposing Dirichlet condition at the boundary, such that the poles of the retarded Green’s functions correspond to the QN frequencies, this means that we must neglect the non-normalizable solution in (8.10). Thus, the last transformation is given by \( \varphi = u^{3/2}\phi(u) \), yielding us to the final differential equation
\[
(4\tilde{q}^2u - 6i\tilde{\omega} + \tilde{c}^2u^3g - (2 + \tilde{c}u^2)g')\phi(u) - (4i\tilde{\omega}u + 3g + ug')\phi'(u) - u\phi''(u) = 0.
\]
(8.11)

As a check of consistency, let us calculate the QN frequencies setting \( \tilde{\mu} = 0, \tilde{c} = 0 \), and \( \tilde{b} = 0 \). The problem reduces to the case investigated in Ref. [57]. Our numerical results for the frequencies are displayed in Table 4, for \( \tilde{\mu} = 0 \). As can be seen, the first four QN
frequencies are in good agreement with the results displayed in the first Table of Appendix B in Ref. [57]. In turn, the fifth frequency is in agreement up to the fourth decimal. It is worth pointing out that the results of Ref. [57] were obtained using Frobenius method.

| $n$ | $\tilde{\mu} = 0$ | $\tilde{\mu} = 0.01$ | $\tilde{\mu} = 0.1$ |
|-----|------------------|-------------------|------------------|
| 0   | $\pm 1.5471870 - 0.8497232i$ | $\pm 1.5471814 - 0.8497309i$ | $\pm 1.5460297 - 0.8504960i$ |
| 1   | $\pm 2.3989034 - 1.8743432i$ | $\pm 2.3988866 - 1.8743668i$ | $\pm 2.3972777 - 1.8767126i$ |
| 2   | $\pm 3.3232289 - 2.8949008i$ | $\pm 3.3231995 - 2.8949440i$ | $\pm 3.3202938 - 2.8992378i$ |
| 3   | $\pm 4.2764313 - 3.9095832i$ | $\pm 4.2763887 - 3.9096479i$ | $\pm 4.2721793 - 3.9160847i$ |
| 4   | $\pm 5.2440583 - 4.9203464i$ | $\pm 5.2440021 - 4.9204338i$ | $\pm 5.2384548 - 4.9291372i$ |

| $\mu$ = 0.2 | $\mu$ = 0.5 | $\mu$ = 1 |
|-------------|-------------|-------------|
| 0 | $\pm 1.5449644 - 0.8528302i$ | $\pm 1.5336234 - 0.8698423i$ | $\pm 1.5010485 - 0.9401700i$ |
| 1 | $\pm 2.3922258 - 1.8839098i$ | $\pm 2.3587417 - 1.9382540i$ | $\pm 2.302528 - 2.1792915i$ |
| 2 | $\pm 3.3115486 - 2.9124735i$ | $\pm 3.2546584 - 3.0154195i$ | $\pm 3.2350527 - 3.4380124i$ |
| 3 | $\pm 4.2595354 - 3.9300044i$ | $\pm 4.1803200 - 4.0948307i$ | $\pm 4.2135273 - 4.6768033i$ |
| 4 | $\pm 5.2218242 - 4.9561634i$ | $\pm 5.1223650 - 5.1761809i$ | $\pm 5.2107958 - 5.9057699i$ |

| $\mu$ = 1.2 | $\mu$ = 1.5 | $\mu$ = 2 |
|-------------|-------------|-------------|
| 0 | $\pm 1.4917208 - 0.9860494i$ | $\pm 1.4946232 - 1.0638620i$ | $\pm 1.5262256 - 1.1876869i$ |
| 1 | $\pm 2.3258501 - 2.3022563i$ | $\pm 2.3822490 - 2.4770204i$ | $\pm 2.5070989 - 2.7321848i$ |
| 2 | $\pm 3.2897756 - 3.6134830i$ | $\pm 3.3970290 - 3.8642567i$ | $\pm 3.6112874 - 4.2453557i$ |
| 3 | $\pm 4.2964798 - 4.9072267i$ | $\pm 4.4515234 - 5.2357684i$ | $\pm 4.7516006 - 5.7369090i$ |
| 4 | $\pm 5.3214206 - 6.1898699i$ | $\pm 5.5227181 - 6.5960159i$ | $\pm 5.9070037 - 7.2171368i$ |

Table 4. The quasinormal frequencies for selected values of the chemical potential for $q/(2\pi T) = 1$, $c = 0$, and $b = 0$. The results for $\mu = 0$ are equivalent to those of Ref. [57].

A plot of the real and imaginary parts of the frequency as a function of the chemical potential is displayed in Fig. 13. As can be seen, the real part decreases in the region of small values of the chemical potential, reaches a minimum, then, it increases, see top-left panel. This behavior is shared by the real part of the other quasinormal frequencies. Meanwhile, the imaginary part increases monotonically with the increasing of the chemical potential, see top-right panel for $n = 0$ state, and bottom-right panel for the first six quasinormal frequencies. These results were obtained considering $\tilde{q} = 1$ and $\tilde{c} = 0 = \tilde{b}$. As mentioned above, we restrict our results to the region $\tilde{\mu} \leq \sqrt{\tilde{b}}$ where the pseudo-spectral method provides reliable results. Observing carefully the imaginary part of the frequency in Fig. 13 we can see additional frequencies which are purely imaginary. These frequencies decrease with the increasing of the chemical potential.

Now, one can ask about the behavior of the quasinormal frequencies when one turn on the parameters $c = 1.46$ GeV$^2$ and $b = 0.273$ GeV$^4$. To see how the quasinormal frequencies change in the non-conformal case we also consider the value of the chemical potential and temperature as being $\mu = \mu_c = 0.708$ GeV and $T = T_c = 0.559$ GeV, respectively. Our numerical results for the real part of the frequency are displayed in left panel of Fig. 14, while the imaginary part of the frequency are displayed in right panel of Fig. 14. In this figure black dots represent the results for conformal symmetry case, while red squares
Figure 13. Left: The real part of the frequency as a function of the chemical potential. Right: The imaginary part of the frequency as a function of the chemical potential. These results were obtained setting $q/(2\pi T) = 1$, and $c = 0 = b$.

represent the results for non-conformal case. As can be seen, the real part of the frequency increases while the imaginary part decreases when we turn on the parameters of the model. Note that lower states are less sensitive to the parameters than higher states. It is also worth mentioning that the precision of the numerical results gets poor when we increase the value of the parameters $\mu$, $c$ and $b$.

Figure 14. Left: The real part of the frequency as a function of the wavenumber. Right: The imaginary part of the frequency as a function of the wavenumber. Black dots represent the results for $\mu = 0$ and $c = 0 = b$ (conformal case), while red squares were obtained for $\mu = \mu_c$, $c = 1.46$ GeV$^2$, $b = 0.273$ GeV$^4$ and $T = T_c$ (non-conformal case).
9 Conclusion

In this paper we investigated the melting of charmonium in a holographic model describing heavy quark anti-quark systems [43]. The holographic model provides a fit of charmonium masses at zero temperature. For investigating the finite temperature behaviour of these states, a black hole was embedded in the gravitational background. In this way, we wrote the perturbation equations in the Schrödinger-like form. This analysis allows us to investigate how the potential well is deformed by the temperature and chemical potential, which is interpreted as the melting/dissociation process. To complement the analysis we calculated the spectral functions, where peaks are interpreted as the quasiparticle states. We show that the height and width of the peaks are affected by the temperature and chemical potential. These results represent the dissociation of the charmonium states in the finite density plasma. By comparing spectral functions for different temperatures and values of the chemical potential we observed that the chemical potential speeds up the melting process.

In the second part of this paper, we solved the perturbation equations in the hydrodynamic limit. By imposing Dirichlet condition at the boundary we calculated the dispersion relations. By comparing the dispersion relation obtained in the longitudinal sector against the dispersion relation obtained in fluid dynamics we were able to read off the diffusion coefficient. We also showed that the dispersion relation of the longitudinal sector is related to the pole of the $C_R^{tt}(\omega, q)$ retarded function in the dual field theory. Then, we calculated the quark number susceptibility following two approaches. The first approach considers the retarded function $C_R^{tt}(\omega, q)$ in the limit of zero wave number and frequency. The second approach considers the baryon density and its derivative. The quark number susceptibility does not blows up at the critical end point in the first approach, while in the second it does. The explanation for this apparent discrepancy is that in the first approach one considers the matter action that was introduced as probe fields, while in the second approach, the quark number susceptibility is obtained from the background equations. This result suggests us that considering probe fields for describing the mesons maybe is not enough to extract full information of the dual field theory.

In the last part of this paper we solved the perturbation equations numerically using the pseudo-spectral method. Imposing ingoing condition at the horizon and Dirichlet at the boundary we obtained a discrete set of complex frequencies. In the longitudinal sector we observed a very interesting results when we fixed the momentum and varying the chemical potential considering also the parameters $c = 0 = b$. The hydrodynamic mode increases with the chemical potential up to some value of the chemical potential where it merges with a mode whose frequency decreases with the increasing of the chemical potential, see right panel of Fig. 10. This new mode has a real part arising at exactly the same value of the chemical potential where the hydrodynamic mode merges with this mode. This kind of behavior was previously observed in the literature and is interpreted as a double pole in the retarded Green function [71]. We found additional frequencies which are purely imaginary and they decrease with the increasing of the chemical potential. In turn, we also calculated the QN frequencies as a function of the wave number in the conformal and non-conformal
limit. The real part of the frequency increases when we compare results obtained in the conformal case, i.e., \( c = 0, b = 0 \) and \( \mu = 0 \), against results obtained in the non-conformal case, i.e., \( c \neq 0, b \neq 0 \) and \( \mu \neq 0 \), while the imaginary part decreases when we compared the conformal against the non-conformal case. These conclusions can be extended for the transverse sector, where the quasinormal frequencies do not bring any new information.

Finally, it would be interesting to investigate how the results obtained in this paper are affected by magnetic field or angular momentum \([72, 73]\). We also are interested in the transport coefficients, which are obtained in the hydrodynamic limit. For example, we believe that the diffusion coefficient will be affected by the rotation parameter in the same form as obtained in Ref. \[69\]. These problems and further extensions will be addressed in the future.
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A Charmonium Spectrum

Introducing the Fourier transform on the gauge field it transforms as \( A^\nu(x^\mu, z) \rightarrow A^\nu(k^\mu, z) \). The resulting equation may be written in the Schrödinger-like form using the transformation \( A^\nu = \xi^\nu e^{-B} \psi \), where \( \xi^\nu \) is a polarization vector and \( 2B = \ln(f/\zeta) \), the resulting equation is

\[
- \partial_z^2 \psi + V \psi = m^2 \psi, \quad (A.1)
\]

where we have replaced \( \Box \rightarrow m^2 \), the mass of the particles, and \( V \) is the potential given by

\[
V = (\partial_z B)^2 + \partial_z^2 B. \quad (A.2)
\]

As the background was already fixed, we may solve the eigenvalue problem using a shooting method, for example. It is worth pointing out that the ratio \( f/\zeta \) does not depend on the parameter \( b \), for that reason the spectrum is insensitive to this parameter. Thus, in this case the problem has an analytic solution given by

\[
m_n^2 = 4c(n + 1), \quad n = 0, 1, 2, \ldots \quad (A.3)
\]

In the sequence, we fix the free parameter by fitting our formula with the first two resonances of the experimental data \( 3686.109 \pm 0.012 \) MeV and \( 4039 \pm 1 \) MeV, thus, we
get $c = 1.46 \text{GeV}^2$. We decided to fix the parameter in this wave to avoid the lightest states. The numerical results of the spectrum compared against the results of Ref. [43] and experimental data are displayed in Table. 5.

Here, we presented the asymptotic solutions of the differential equations. Let us start with the model at zero temperature. Plugging the warp factor and kinetic function (2.8) in (3.7), the potential of the Schrödinger-like equation becomes

$$V = \frac{3}{4z^2} + c^2z^2. \quad (A.4)$$

As can be seen, the spectrum does not depend on the parameter $b$. Plugging the potential in the Schrödinger-like equation (3.6) and considering the ansatz, $\psi = z^a$, close to the boundary, we get the solution

$$\psi = c_1z^{-1/2} + c_2z^{3/2}. \quad (A.5)$$

As we are looking for normalizable solutions of the eigenvalue problem we set $c_1 = 0$.

In turn, in the IR regime, the asymptotic solution may be obtained considering the leading term of the potential, thus, solving the Schrodinger-like equation we get

$$\psi = c_3 e^{-cz^2/2}. \quad (A.6)$$

As the background does not have any singular behavior in the intermediate region, we conclude that the solutions of the Schrödinger-like equation are regular and normalizable.

| $n$ | Model $c = 1.46 \text{GeV}^2$ | Model $c = 1.16 \text{GeV}^2$ [43] | Quarkonium experimental $[53]$ (MeV) |
|-----|-----------------------------|---------------------------------|----------------------------------|
| 0   | 2420                        | 2154                           | 3096.916 ± 0.011                 |
| 1   | 3422                        | 3046                           | 3686.109 ± 0.012                 |
| 2   | 4191                        | 3731                           | 4039 ± 1                         |
| 3   | 4839                        |                                 | 4421 ± 4                         |

Table 5. The mass of the heavy vector mesons (in MeV) obtained in the holographic model, compared against the holographic model [43] and experimental results from PDG [53].

On the other hand, the problem change at finite temperature. At the horizon the potential is zero due to $g(z_h) = 0$. Then, the Schrödinger-like equations have the asymptotic solution

$$\psi_k = C_k e^{-i\omega r_+} + D_k e^{+i\omega r_+}, \quad (k = x^1, x^2, x^3) \quad (A.7)$$

Considering the parameter $c = 1.46 \text{GeV}^2$ we calculate the wave functions. Our numerical results are displayed in the left panel of Fig. 15, while the right panel shows the wave functions for $c = 1.16 \text{GeV}^2$ calculated in Ref. [43].
Figure 15. Left: The wave functions for $c = 1.46\,\text{GeV}^2$. Right: The wave functions for $c = 1.16\,\text{GeV}^2$.
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