A Study of Subliminal Emotion Classification Based on Entropy Features
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Electroencephalogram (EEG) has been widely utilized in emotion recognition. Psychologists have found that emotions can be divided into conscious emotion and unconscious emotion. In this article, we explore to classify subliminal emotions (happiness and anger) with EEG signals elicited by subliminal face stimulation, that is to select appropriate features to classify subliminal emotions. First, multi-scale sample entropy (MSpEn), wavelet packet energy ($E_i$), and wavelet packet entropy (WpEn) of EEG signals are extracted. Then, these features are fed into the decision tree and improved random forest, respectively. The classification accuracy with $E_i$ and WpEn is higher than MSpEn, which shows that $E_i$ and WpEn can be used as effective features to classify subliminal emotions. We compared the classification results of different features combined with the decision tree algorithm and the improved random forest algorithm. The experimental results indicate that the improved random forest algorithm attains the best classification accuracy for subliminal emotions. Finally, subliminal emotions and physiological proof of subliminal affective priming effect are discussed.
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1. INTRODUCTION

Affective computing is a multidisciplinary field involving computer science, psychology, and cognitive science and its potential applications include disease diagnosis, human-computer interaction (HCI), entertainment, autonomous driving assistance, marketing, teaching, etc., (Bota et al., 2019). The intelligent brain-computer interface (BCI) systems based on electroencephalogram (EEG) can promote the continuous monitoring of fluctuations in the human brain area under the emotional stimulation, which is of great significance for the development of brain emotional mechanisms and artificial intelligence for medical diagnosis (Gu et al., 2021).

Emotion research also has important findings for neurological-marketing that local neuronal complexity is mostly sensitive to the affective valance rating, while regional neuro-cortical connectivity levels are mostly sensitive to the affective arousal ratings (Aydin, 2019). There is an attention bias processing mechanism for emotions. Some studies have shown that angry faces can automatically stimulate attention, that is, there is an anger dominance effect. On the contrary, some studies have shown the existence of a happiness dominance effect (Xu et al., 2019). Most psychologists regard subjective experiences as the central component of emotion, emphasizing the role of consciousness in emotional production and emotional state. However, the discussion of emotional issues from the perspective of unconscious emotion also has a profound tradition in...
psychological research. Unconscious emotion, also named subliminal emotion, refers to the change of thoughts and emotions caused by certain emotional states (Li and Lv, 2014). This emotional state is independent of his conscious awareness, and the induction of this emotional state is unconscious (Jiang and Zhou, 2004; Wataru et al., 2014; Zheng et al., 2021a). The presentation of stimuli subliminally is an important research topic in the field of unconscious perception.

Researchers use subliminal stimulus to trigger unconscious states to analyze changes in mood, cognition, social information processing, and physiological signals. Emotional faces are an important and unique visual stimulus and humans are very sensitive to emotional faces and have complex and efficient recognition ability of them. Subliminal emotional face experiments use emotional faces as stimulus materials for subliminal presentation, and they will trigger unconscious emotion (Yin et al., 2021).

We have conducted a study on multi-scale sample entropy (MSpEn) (Shi et al., 2018) and in this article, we study new features which are also suitable for the subliminal emotion classification based on EEG signals. These features including MSpEn, WpEn, and $E_i$ extracted from EEG signals have been employed as input feature vectors for classification of subliminal emotions. We combine them with decision tree algorithm and improved random forest to classify subliminal emotions.

This article is structured as follows: Section 2 introduces related work. Section 3 presents the experimental process, subjects, the feature extraction method, and classification algorithms. Section 4 describes the experiments and results. Finally, section 5 concludes this article.

2. RELATED WORK

The methods based on physiological signals are more effective and reliable because humans can not control them intentionally, such as electroencephalogram, electromyogram (EMG), electrocardiogram (ECG), skin resistance (SC) (Kim et al., 2004; Kim and Andr, 2008), pulse rate, and respiration signals. Among these methods, EEG-based emotion recognition has become quite common in recent years. There are many research projects focusing on EEG-based emotion recognition (Hosseini and Naghibi-Sistani, 2011; Colic et al., 2015; Bhatti et al., 2016). Jatupaitoon et al. (2013) indicated that the power spectrum from each frequency band is used as features and the accuracy rate of the SVM classifier is about 85.41%. Bajaj and Pachori (2014) proposed new features based on multiwavelet transform for the classification of human emotions from EEG signals. Duan et al. (2013) proposed a new effective EEG feature named differential entropy to represent the characteristics associated with emotional states.

Extracting effective features is the key to the subliminal emotion recognition of EEG signals. Four different features (time domain, frequency domain, time-frequency based, and non-linear) are commonly identified in the feature extraction phase. Compared to traditional time domain and frequency domain analysis, time-frequency based, and non-linear are more widely used (Vijith et al., 2017). Wavelet packet transform is a typical linear time-frequency analysis method. Wavelet packet decomposition is a wavelet transform that provides a time-frequency decomposition of multi-level signals. Murugappan et al. (2008) used video stimuli to trigger emotional responses and extract wavelet coefficients to obtain the energy of the frequency band as input features. Verma and Tiwary (2014) used discrete wavelet transform for feature extraction and classified emotions with support vector machine (SVM), multilayer perceptron (MLP), K nearest neighbor, and metamulticlass (MMC). In recent years, many scholars have tried to analyze EEG signals by non-linear dynamics methods. Commonly used methods are correlation dimension, Lyapunov exponent, Hurst exponent, and other entropy-based analysis methods (Sen et al., 2014). Hosseini and Naghibi-Sistani (2011) proposed an emotion recognition system using EEG signals, and a new approach to emotion state analysis by approximate entropy (ApEn) and wavelet entropy (WE) is integrated. Xin et al. (2015) proposed an improved multi-scale entropy algorithm for emotion EEG features extraction. Michalopoulos and Bourbakis (2017) applied multi-scale entropy (MSE) to EEG recordings of subjects who were watching musical videos selected to elicit specific emotions and found that MSE is able to discover significant differences in the temporal organization of the EEG during events that elicit emotions with low/high valence and arousal.

The upsurge in the study of emotion research attracts scholars to explore and discover subliminal emotions. The analysis and processing of EEG signals have become an indispensable research focus in emotion recognition.

3. EEG DATA ACQUISITION AND ANALYSIS METHODS

The process of subliminal emotion classification consists of several steps as shown in Figure 1. First, a stimulus such as picture, audio, or movie is needed. During the experiments, the participant is exposed to the stimuli to elicit emotion, and EEG signals are recorded accordingly. In order to trigger subliminal emotion, we set the presentation time as 33 ms. Then, artifacts that contaminate EEG signals are removed. EEG signals are analyzed and relevant features are extracted. Some data are used to train the classification model, and the remainder is used for the test which is classified using this model to compute accuracy (Zheng et al., 2021b). Age and gender specifications of the subjects would be given in the Supplementary Material.

3.1. Method

3.1.1. Feature Extraction

This article mainly adopts three features, including MSpEn, wavelet packet energy ($E_i$) and wavelet packet entropy (WpEn). MSpEn is a combination of sample entropy and multi-scale analysis (Klauer and Musch, 2003; Bai et al., 2007). The calculation steps of MSpEn are described in detail in Shi et al. (2018).
3.1.1. Wavelet Packet Energy

Wavelet packet decomposition is a generalization of the wavelet transform, which is with multi-resolution characteristics. It can finely analyze signals more than wavelet analysis, so it is very suitable for processing non-stationary signals such as EEG signals and has been widely used in the field of EEG signal processing. Wavelet transform is a multi-scale signal analysis method. It can characterize local features of signals in both time and scale (Deng et al., 2011). The continuous wavelet transform of the signal \( f(t) \) is defined as

\[
W_x(a, b) = \frac{1}{\sqrt{a}} \int f(t) \psi \left( \frac{t - b}{a} \right) dt
\]

(1)

where \( a \) is the scaling parameter, \( b \) is the translation parameter, \( \psi(t) \) is the wavelet function, and \( t \) is the time.

The discrete wavelet transform is defined as

\[
C_{j,k} = \int_{-\infty}^{+\infty} f(t) \psi_{j,k}(t) dt
\]

(2)

where \( \psi_{j,k}(t) = 2^{-j/2} \psi(2^{-j} t - k) \).

Wavelet analysis has been widely used in various fields as the main tool for time-frequency analysis. Compared to Fourier transform and short-time Fourier transform, wavelet analysis has the advantage of multi-resolution analysis, which can reflect the local details of signals on multiple scales. However, the traditional wavelet transform only further decomposes the low-frequency components of each decomposed signal. The high frequency components are ignored and the signal details are not adequately reflected. Wavelet packet decomposition is a generalization of the wavelet transform, which is with multi-resolution characteristics. In order to extract the EEG features, the original signal is decomposed by the Mallat algorithm, and the wavelet coefficients of the corresponding nodes are reconstructed to obtain the final coefficients.

To reduce noise and other factors, high frequency components are filtered out, leaving a frequency range below 256 Hz. After four layers wavelet decomposition, the original signal can be decomposed into 16 bands.

The wavelet packet energy of band \( i \) \((E_i)\) is defined as

\[
E_i = \sum_{j=1}^{N} |n_j|^2
\]

(3)

where \( N \) is the number of corresponding band coefficients, \( n_j \) is the wavelet packet coefficient. The total wavelet packet energy is defined as

\[
E_{total} = \sum_{i=1}^{2^l} E_i
\]

(4)

The wavelet packet energy distribution is expressed as

\[
P_i = \frac{E_i}{E_{total}}
\]

(5)

The energy ratio of each wavelet packet node is calculated after the wavelet packet decomposition of the original EEG signals. The result is shown in Figure 2. The energy is concentrated in the frequency band corresponding to the first four wavelet packet nodes after the wavelet packet is decomposed. The energy ratio and corresponding frequency range of the first four wavelet packet nodes are shown in Table 1. More than 98% of the energy is concentrated in the wavelet packet nodes \((4,0) \sim (4,3)\), this is because the human EEG sub-band intervals are as follows: delta, 0.5–4 Hz; theta, 4.5–8 Hz; alpha, 8.5–16 Hz; beta, 16.5–32 Hz; gamma, 32.5–60 Hz. According to the EEG rhythm theory, it means that we only need to extract some features that can cover the human brain frequency range.

According to the above analysis, EEG activities are mainly concentrated in the \((4,0) \sim (4,3)\). Therefore, it is not necessary to use all frequency bands in actual analysis. In order to cover the EEG rhythm as much as possible and avoid the effects of noise and artifacts in EEG records, this article only deals with wavelet packet nodes. The wavelet packet energy of the packet node \((4,0) \sim (4,3)\) is extracted and analyzed whether it is a contribution to subliminal emotion face recognition.
TABLE 1 | The 4-layer wavelet packet decomposition frequency intervals and energy ratio.

| Wavelet packet node | Wavelet packet energy distribution | Frequency interval (Hz) |
|---------------------|-----------------------------------|-------------------------|
| (4,0)               | 87.3802%                          | 0 ~ 16                  |
| (4,1)               | 5.9086%                           | 16 ~ 32                 |
| (4,2)               | 3.1553%                           | 32 ~ 48                 |
| (4,3)               | 2.004%                            | 48 ~ 64                 |

3.1.1.2. Wavelet Packet Entropy

Information entropy can provide a quantitative measure of information contained in various probability distributions. It is a measure of the degree of uncertainty and can be used to estimate the complexity of random signals. The energy distribution of wavelet packet decomposition coefficient and information entropy are combined to define WpEn as:

\[ WpEn = - \sum P_i \ln P_i \]  

(6)

3.1.2. Classification Algorithm

This study employed and evaluated two classifiers, the decision tree algorithm (Yang and XU, 2017) and the improved random forest algorithm (Paul et al., 2018), for subliminal emotion classification. This study systematically compared the effects of all the feature types (MSpEn, WpEn, and Ei) on the classification performance.

3.1.2.1. Decision Tree Algorithm

Classification is one of the most widely studied and applied methods in the field of data mining. The decision tree algorithm is widely used because of its fast classification, high precision, and easy-to-understand classification rules. The popular algorithms in the decision tree algorithm are ID3, C4.5, CART, and CHAID. ID3 algorithm based on information entropy is a classic algorithm of decision tree algorithm. The core idea of the C4.5 decision tree algorithm is to use the principle of information entropy to select the attribute with the largest information gain rate as the classification attribute, recursively construct the branches of the decision tree, and complete the construction of the decision tree.

C4.5 algorithm can be described in the following steps:

Step 1: The training data set is preprocessed. If there are continuous attributes in the data set, it needs to be discretized first.

Step 2: The data is classified according to the respective attributes of the data set, and the information gain rate is calculated for each classification result.

Set the training set as \( D \) and \(|D|\) indicates the number of records of \( D \). The label set of class \( D \) is \( C, C = \{C_1, C_2, ..., C_m\} \), where \(|C_i|\) represents the number of records of \( C \). The training set can be divided into \( m \) different subsets \( D_i (1 \leq i \leq m) \) according to labels. Set the attributes set of \( D \) as \( A_n \), where \( A_n = \{A_1, A_2, ..., A_n\} \), \( i \)th attribute of \( A_i \) with \( w \) different values is defined as \( \{a_{i1}, a_{i2}, ..., a_{iw}\} \). The data set is divided into \( w \) different subsets \( D_i^A \), \((1 \leq i \leq w)\) according to the attribute, where \(|D_i^A|\) represents the number of samples in the subset \( D_i^A \), \(|C_i^A|\) represents the number of \( C_i \) in the subset \( D_i^A \). So, the information entropy is defined as

\[ Entropy(D) = - \sum_{i=1}^{m} p_i \ln p_i \]  

(7)

where \( p_i = |C_i|/|D| \). The information entropy of subset divided according to attribute \( A_i \) is defined as

\[ Entropy(A_i) = Entropy(D) - EntropyA(D) \]  

(8)

The split information \( SplitInfoA(D) \) is defined as

\[ SplitInfoA(D) = - \sum_{i=1}^{w} \frac{|D_i^A|}{|D|} \ln \frac{|D_i^A|}{|D|} \]  

(9)

The information gain ratio of the dataset divided by the attribute \( A_i \) is defined as

\[ GainRatio(A_i) = \frac{Gain(A_i)}{SplitInfoA(D)} \]  

(10)

Step 3: According to the attribute which is corresponding to the maximum information gain ratio, the current data set is divided into different subsets, the decision tree branches are established, and the new child nodes are formed.

Step 4: Steps 2 and 3 are recursively called for the new node until the class labels are the same in all nodes.

3.1.2.2. Improved Random Forest Algorithm

Random forest algorithm is a typical multi-classifier algorithm. The basic classifier that constitutes the random forest algorithm is the decision tree. The basic principle of the random forest algorithm is to use the resampling technique to form a new training set by randomly extracting samples. Then, decision tree is modeled and composed of random forests, and the classification results are used for voting decisions (Bo, 2017).
The random forest algorithm is similar to the Bagging algorithm in that it is resampled based on the bootstrap method to generate multiple training sets. The difference is that the random forest algorithm uses the method of randomly selecting the split attribute set when constructing a decision tree.

Random forest algorithm can be divided into the following steps:

Step 1: Use the bootstrap method to resample and randomly generate \( T \) training sets, \( S_1, S_2, \ldots, S_T \).

Step 2: Generate a corresponding decision tree using each training set; before selecting attributes on each internal node, \( m \) attributes are randomly extracted from \( M \) attributes as the split attribute set of the current node, and the node is split by the best classification among the \( m \) attributes.

Step 3: Every tree grows intact without pruning.

Step 4: For the test set sample \( X \), use each decision tree to test and get the corresponding category.

Step 5: Using the voting method, the category with the most output in the \( T \) decision trees is taken as the category to which the test set sample \( X \) belongs.

However, the random forest algorithm also has deficiencies. This article uses a random forest algorithm based on the C4.5 tree algorithm. The attribute division strategy is based on the level of information gain rate to select the characteristics of the division. The principle of attribute division has the disadvantage of biasing features with many values. The voting on the classification result of the decision tree adopts the “majority voting principle,” which means the number of votes is the final classification result, and the strength of the decision tree classifier cannot be distinguished. This article will improve the random forest algorithm and apply it to the classification of subliminal emotional faces.

Random forest algorithm is improved from the following mechanisms:

(1) In the choice of test attributes, attribute division by information gain rate will have the characteristic of biasing the features with more values, the Pearson coefficient is introduced to compensate.

The C4.5 decision tree algorithm uses the information gain ratio to select the test attribute. The larger the information gain ratio, the stronger the correlation between the attribute and the class attribute, the possibility of the attribute being selected as the test attribute larger.

The C4.5 decision tree algorithm takes into account the influence of attributes on class, but it does not involve the influence between attributes. If an attribute has a strong correlation with other attributes, there will exist redundancy between them. Therefore, the Pearson coefficient is used to express the temporal correlation of attributes in this article, and the influence of attributes with high correlation is eliminated. The quotient of the covariance and the standard deviation is defined as the Pearson correlation coefficient, which can reflect the degree of correlation between two variables. The Pearson coefficient is defined as

\[
r = \frac{\sum XY - \frac{\sum X \sum Y}{N}}{\sqrt{\sum X^2 - \left(\frac{\sum X^2}{N}\right)} \sqrt{\sum Y^2 - \left(\frac{\sum Y^2}{N}\right)}}
\]

When the Pearson coefficient is 0, it means there is no correlation between two variables. When the Pearson coefficient is positive, it indicates that there is a positive correlation between the two variables. The larger the value, the greater the positive correlation between the two variables. When the Pearson coefficient is negative, it means that there is a negative correlation between two variables. The greater the value, the greater the negative correlation between two variables. The range of Pearson’s coefficient is \((-1, 1)\).

The improved attribute division algorithm is defined as

\[
\text{GainRatio}(A_i) = \frac{\text{Gain}(A_i)}{\text{SplitInfoA}(D) + ar}
\]

According to the improved attribute selection method, the attribute which has the high information gain ratio and low correlation with other attributes, has the greater probability of being selected as the test attribute.

(2) The voting decision process is an important mechanism of the random forest algorithm. Random forest algorithm adopts the principle of majority voting, assigning each decision tree the same weight, and ignoring the difference between the strong classifier and the weak classifier, which affects the overall classification performance of random forest. This article uses the weighted voting principle to improve random forest algorithm. During the formation of the random forest, according to the classification performance of each decision tree, each decision tree is assigned a corresponding weight. Then, the final classification effect is obtained by weighted voting.

In the process of generating a decision tree, the bagging method is used to extract samples from original training set with replacement to form a sample set, and the decision tree classification accuracy rate \( Ac_{free} \) corresponding to the sample set can be obtained. The larger \( Ac_{free} \), the better the classification effect of the decision tree, which belongs to the strong classifier. \( Ac_{free} \) of each decision tree is used as the weight of the corresponding decision tree and add the weights corresponding to decision trees with the same output class target. Finally, classification result with higher weight is the final category. Figure 3 shows the schematic diagram of the improved random forest algorithm.

4. RESULTS

First, low pass filtering is applied to each EEG signal segment. According to the sampling theorem, the maximum frequency of the signal is about 500 Hz. To reduce noise and other factors, high frequency components are filtered out, leaving a frequency range below 256 Hz. The sample entropy has a strong ability to characterize nonlinear sequences on a macroscopic scale and
cannot describe the details. The wavelet packet decomposition has excellent description ability in detail. Therefore, MSpEn, WpEn, and $E_i$ are extracted as feature vectors for the classifier, and the classification results of different features are compared. Bai et al. (2007) pointed out that when the sample entropy parameter $m = 2$ and $r = 0.2STD$ are selected through experiments, the classification effect is better. In addition, Duan et al. (2013) pointed out that the scale factor $t = 2$ is preferentially chosen. The wavelet basis function selects the db-4 wavelet. We can get 16 bands after the four-layer wavelet packet decomposition of the signals and we calculate the energy ratio of each node after wavelet packet decomposition according to the formula (5).

In our experiment, there were 80 sets of sample data for each subject, 40 groups were selected as training samples for training the proposed model, and the remaining 40 groups were used as test samples for verifying the performance of the model. WpEn and $E_i$ extracted by wavelet packet transform and MspEn calculated by multi-scale sample analysis is put into decision tree algorithm, respectively. The averaged classification performance of the decision tree algorithm with MSpEn, WpEn, and $E_i$ on 10 subjects is shown in Table 2.

Table 2 shows classification accuracy when MSpEn, $E_i$, and WpEn are input to the decision tree classifier. The experimental results show that decision tree algorithm can effectively classify subliminal emotional faces combined with the three feature vectors, and different feature vectors have different classification capabilities for subliminal emotional faces. The classification accuracy with $E_i$ as a feature vector is significantly higher than other features, and its average classification accuracy is up to 94.33%. The classification accuracy using WpEn as the feature vector is slightly lower, and its average classification accuracy is 93.32%. The classification accuracy with MSpEn as the feature vector is the lowest, and its average classification accuracy is 75.52%.

In order to compare the classification performance of different features more intuitively, Figure 4 shows the comparison of the classification accuracy of different features input to the decision tree. It can be seen from Figure 4 that the classification accuracy using MSpEn as the feature vector is the lowest and the accuracy obtained by MSpEn fluctuates greatly in different subjects. When $E_i$ and WpEn are adopted as the input feature vector of the decision tree classifier, the average classification accuracy is significantly higher than MSpEn and the classification accuracy is more stable.

In summary, a decision tree classifier can effectively classify subliminal emotional faces. In the perspective of feature vectors, classification effect of $E_i$ and WpEn is better compared with MSpEn, which shows that wavelet packet decomposition features are more powerful for subliminal emotional face recognition.

This article further studies the classification effect of improved random forest algorithm on subliminal emotional faces. WpEn and $E_i$ extracted by wavelet packet transform and MspEn calculated by multi-scale sample analysis are input into improved random forest, respectively. The averaged classification performance of the improved random forest algorithm with MSpEn, WpEn, and $E_i$ on 10 subjects is shown in Table 3.

As we can see from Table 3, three feature extraction algorithms can identify unconscious emotions triggered by subliminal faces stimulus. The classification performance with $E_i$ was evidently better than those based on other feature types under the same conditions, while the accuracy can reach up 96.75%. While WpEn and MSpEn are used as input feature vectors, the unconscious emotions can be classified combined with improved random forest. The highest classification accuracy can be achieved at 93.38 and 88.89%. For the classification results with $E_i$ and the decision tree algorithms and the improved random forest algorithms, it was noted that the random forest algorithms outperformed the decision tree algorithm by 1~6% for most subjects.

The comparison of classification accuracy of improved random forest classifier with different inputs feature vectors is shown in Figure 5. It can be seen from the figure that the average classification accuracy of a single subject and all subjects are significantly higher when using $E_i$ and WpEn as the input feature vectors of the classifier compared to MSpEn. Due to the individual differences of the subjects, the classification accuracy of different subjects shows a small range of fluctuations, and the overall performance shows that...
TABLE 2 | Average results of decision tree algorithm with multi-scale sample entropy (MSpEn), wavelet packet entropy (WpEn), and wavelet packet energy ($E_i$).

| Method   | Subject 1    | Subject 2    | Subject 3    | Subject 4    | Subject 5    | Subject 6    |
|----------|--------------|--------------|--------------|--------------|--------------|--------------|
| MSpEn    | 80.25%       | 73.57%       | 72.15%       | 53.65%       | 83.52%       | 79.80%       |
| $E_i$    | 97.75%       | 85.02%       | 96.77%       | 96.05%       | 96.75%       | 91.87%       |
| WpEn     | 96.97%       | 83.27%       | 97.60%       | 95.30%       | 91.40%       | 88.68%       |

| Method   | Subject 6    | Subject 7    | Subject 8    | Subject 9    | Subject 10   | Average     |
|----------|--------------|--------------|--------------|--------------|--------------|-------------|
| MSpEn    | 79.80%       | 75.80%       | 78.60%       | 84.50%       | 73.40%       | 75.52%      |
| $E_i$    | 91.87%       | 89.07%       | 94.82%       | 97.62%       | 97.57%       | 94.33%      |
| WpEn     | 88.68%       | 91%          | 94.08%       | 97.55%       | 97.39%       | 93.32%      |

TABLE 3 | Average results of random forest algorithm with MSpEn, WpEn, and $E_i$.

| Method   | Subject 1    | Subject 2    | Subject 3    | Subject 4    | Subject 5    | Subject 6    |
|----------|--------------|--------------|--------------|--------------|--------------|--------------|
| MSpEn    | 87.65%       | 85%          | 86.25%       | 85%          | 91.25%       | 96.25%       |
| $E_i$    | 98.75%       | 95%          | 97.5%        | 93.75%       | 98.75%       | 97.5%        |
| WpEn     | 96.25%       | 86.25%       | 93.75%       | 90%          | 95%          | 95%          |

| Method   | Subject 6    | Subject 7    | Subject 8    | Subject 9    | Subject 10   | Mean        |
|----------|--------------|--------------|--------------|--------------|--------------|-------------|
| MSpEn    | 96.25%       | 88.75%       | 86.25%       | 93.75%       | 88.75%       | 88.89%      |
| $E_i$    | 97.5%        | 96.25%       | 95%          | 97.5%        | 97.5%        | 96.75%      |
| WpEn     | 95%          | 91%          | 91.25%       | 93.75%       | 96.25%       | 93.38%      |

$E_i$ and WpEn have a stronger classification ability than the MSpEn.

This article further analyzes and compares the classification accuracy of the two classifiers under the same feature extraction method. The classification results are shown in Figures 6–8. Figure 6 shows the classification results when using MSpEn as an input feature vector. The experimental results show that the improved random forest algorithm shows a stronger classification ability of 10 subjects, and the classification accuracy is significantly higher compared to the decision tree algorithm. Figure 7 shows the classification results when using $E_i$ as input feature vectors. It can be seen that the classification accuracy of the decision tree algorithm of only one subject is higher than that of the improved random forest algorithm. The classification accuracy of the improved random forest algorithm of the remaining 9 subjects is higher than that of the decision tree algorithm. Overall, the classification accuracy of the improved random forest algorithm is higher than that of the decision tree algorithm, and the average classification accuracy is improved by 2.42%. Figure 8 shows the classification results when using WpEn as input feature vectors. When the WpEn is used as the classification feature, the classification accuracy fluctuation between different subjects is more obvious, and the two classification algorithms...
FIGURE 5 | Comparison of classification accuracy with three features and improved fandom forest.

FIGURE 6 | Comparison of classification accuracy of two classifiers based on MSpEn.

FIGURE 7 | Comparison of classification accuracy of two classifiers based on $E_i$. 
show different advantages in different subjects. However, from the perspective of average classification accuracy, the classification accuracy of the improved random forest algorithm is slightly higher.

At present, there are few studies and references on subliminal unconscious emotions. In order to confirm the effectiveness of the proposed method, this article compares the classification results of several different classifier algorithms. The experimental results are shown in Figure 9.

In summary, combining three features with decision tree classifier and an improved random forest classifier can realize the classification of subliminal emotional faces. From the perspective of feature extraction, $E_i$ and WpEn obtained by wavelet packet decomposition have obvious advantages for subliminal emotion face classification, and their ability to classify emotional faces is significantly stronger than MSpEn. From the perspective of the classifier, improved random forest is superior to decision tree.

5. CONCLUSION

This article studies features and classification of subliminal unconscious emotions based on EEG signals. We use the subliminal emotional faces as a starting stimulus, in fact, the subjects cannot recognize the emotional content of the face pictures. In the absence of clear emotional information, the human brain can still perform rapid, unconscious processing. We select three effective features first, and then they are combined with a decision tree algorithm and improved random forest algorithms to classify the unconscious emotions triggered by a subliminal stimulus. The experimental results show that classification accuracy of wavelet packet decomposition features
The data analyzed in this study is subject to the following licenses/restrictions: The data were collected from college students in our university, while they are not be standardized and opened at present. Requests to access these datasets should be directed to Xiaomi Yu, yxm0708@126.com.
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