Determination of the magnetic $q$ vectors in the heavy fermion superconductor $\text{Ce}_3\text{PtIn}_{11}$
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Abstract

An analysis with transferred hyperfine field has been performed on the spectra of the $^{115}$In nuclear quadrupole resonance experiments of heavy fermion superconductor $\text{Ce}_3\text{PtIn}_{11}$ exhibiting co-occurrence of two successive antiferromagnetic orderings ($T_{N1} = 2.2$ K and $T_{N2} = 2.0$ K) followed by superconducting transition ($T_c = 0.32$ K). The spectral changes at magnetic transition temperatures $T_{N1}$ and $T_{N2}$ indicate that the Ce(2) site has the dominant magnetic contribution, with a small magnetic moment, but not negligible, at the Ce(1) site. Our analysis using transferred hyperfine field which overcomes the previous simple dipolar model evinces that for $T_{N2} < T < T_{N1}$, the propagation vectors at the Ce(1) and Ce(2) sublattices are $q_1 = q_2 = \left(\frac{1}{2}, \frac{1}{2}, 0 \text{ or } \frac{1}{2}\right)$, whereas for $T < T_{N2}$, the propagation vectors are $q_1 = \left(\frac{1}{2}, \frac{1}{2}, \frac{1}{6} \text{ or } \frac{1}{3}\right)$ and $q_2 = \left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2} \text{ or } 0\right)$, respectively.
I. INTRODUCTION

Quantum criticality and quantum phase transition in rare earth based strongly correlated systems is one of the intensively studied topics in contemporary condensed matter research due to many exotic ground state properties [1–6]. In this regards, \( \text{Ce}_nM_{m}\text{In}_{3n+2m}(M = \text{Co, Rh, Pd, Ir, Pt}) \) systems turn out to be quite promising because of the interplay between heavy-fermion superconductivity and magnetism in close proximity with quantum critical point. [7–14]. For instance, \( \text{CeIn}_3 \) is known to exhibit a high Néel temperature \( (T_N = 10 \text{ K}) \) which can be suppressed by applying external pressure leading to a superconducting dome [15]. While \( \text{Ce}_2M\text{In}_8 \) systems have relatively high superconducting transition temperatures \( T_c \), \( \text{Ce}_2M\text{In}_8 \) system has relatively lower \( T_c \) than \( \text{Ce}_2\text{In}_5 \) system, suggesting relatively weak antiferromagnetic fluctuations in \( \text{Ce}_2M\text{In}_8 \) [16]. In particular, these materials have generated interest because of their varied magnetic structures. The magnetic structures of \( \text{CeIn}_3 \), \( \text{CeRhIn}_5 \), and \( \text{Ce}_2\text{RhIn}_8 \) have been investigated by neutron scattering experiments [17, 18]. However, unless the magnetic structure is simple, its direct determination by neutron scattering is difficult because of the very high neutron absorption cross-section of the \( ^{115}\text{In} \) nucleus, making such experiments time-consuming. Therefore, indirect determination or deduction of the magnetic structures of these materials using nuclear magnetic resonance (NMR) or nuclear quadrupole resonance (NQR) is quite popular and widely accepted [19–23].

\( \text{Ce}_3\text{PtIn}_{11}(n = 3, m = 1, M = \text{Pt}) \) is a relatively new member of the \( \text{Ce}_nM_{m}\text{In}_{3n+2m} \) family [24, 25]. Fig. 1 shows the tetragonal crystal structure of \( \text{Ce}_3\text{PtIn}_{11} \), which consists of periodically stacked two layers of \( \text{CeIn}_3 \) and one layer of \( \text{CePtIn}_5 \). In contrast with \( \text{CeMIn}_5 \), \( \text{Ce}_2\text{MIn}_8 \), and \( \text{CeIn}_3 \), this material has two inequivalent Ce sites, Ce(1) and Ce(2), in the unit cell. The Ce(1) site has a local 4\( \text{mm} \) symmetry and an environment similar to that of the Ce site in \( \text{Ce}_2\text{PtIn}_8 \). However, the Ce(2) site has a local 4\( /\text{mmm} \) symmetry that is similar to that of the Ce site in \( \text{CeIn}_3 \). Interestingly, \( \text{Ce}_3\text{PtIn}_{11} \) undergoes successive magnetic transitions at ambient pressure \( (T_{N1} \approx 2.2 \text{ K}, T_{N2} \approx 2.0 \text{ K}) \) followed by superconducting transition at a low temperature \( (T_c = 0.32 \text{ K}) \) [24–26]. Such successive magnetic transitions have also been observed for \( \text{Ce}_3\text{PdIn}_{11} \) \( (T_{N1} \approx 1.68 \text{ K}, T_{N2} \approx 1.55 \text{ K}) \), which has the same crystal structure as \( \text{Ce}_3\text{PtIn}_{11} \) [27, 28], suggesting this is a common magnetic property of \( \text{Ce}_3M\text{In}_{11} \) systems. Temperature dependence of the magnetic entropy shows that the Ce(2) site mainly contribute to this antiferromagnetic phase, whereas the magnetic moment at the Ce(1) site is screened almost perfectly by the Kondo effect [26]. Therefore, it is important to consider the duality of the Ce sites in deter-
mination of the magnetic structure. Co-occurrence of antiferromagnetism and superconductivity has also been observed for CeRhIn₅ and Ce₂RhIn₈ (P ∼1.6 GPa for CeRhIn₅, P ∼1.3 GPa for Ce₂RhIn₈) [29, 30]. However, notably, for Ce₃PtIn₁₁, both the successive magnetic transitions and the superconducting transition occur at ambient pressure. Hence, the duality of Ce sites may play an essential role in governing such a complex ground state exhibiting co-occurrence of AFM ordering and superconductivity.

To determine the magnetic structure of this material, we previously performed ¹¹⁵In-NQR experiments and conducted an analysis based on the magnetic dipolar model [32]. The results showed that it has a commensurate magnetic structure when $T_{N1} < T < T_{N2}$. In our previous work, we found that the Ce(1) site may possess a small magnetic moment, whereas the Ce(2) site has a significant magnetic moment. In addition, a qualitative magnetic structure was proposed for $T < T_{N2}$. The structure is commensurate on the Ce(2) sublattice and incommensurate on Ce(1). However, we could not quantitatively reproduce the representative frequency evolution and the intensity ratio of the peaks using the magnetic dipolar model. To address these issues and to determine the magnetic structure of this compound with better resolution, we have carried out new sets of NQR measurements and performed spectral analysis beyond the dipolar model to reproduced the ¹¹⁵In-
NQR spectra of Ce$_3$PtIn$_{11}$ with improved precision. In this study, we have obtained the magnetic structure of Ce$_3$PtIn$_{11}$ with improved precision by conducting analysis considering the transferred hyperfine field.

II. EXPERIMENTAL SETUP AND RESULTS

A polycrystalline sample of Ce$_3$PtIn$_{11}$ was obtained using the two-stage arc melting method as described in detail in Ref [33]. The sample was grounded to powder to enhance the NQR intensity and reduce the heat generation. $^{115}$In-NQR studies were conducted in the frequency range of 7–70 MHz using a phase-coherent pulsed NQR spectrometer. The temperature was controlled using a $^4$He cryostat in the temperature range of $1.4 < T < 4.2$ K.

The $^{115}$In-NQR ($I = \frac{9}{2}$) spectrum in the paramagnetic state is expected to mainly consist of four lines contributed by each of the four inequivalent In sites. These lines are observed at $f = \nu_Q, 2\nu_Q, 3\nu_Q, 4\nu_Q$ from the sites with $\eta = 0$, where $\eta$ is the asymmetry parameter of electric field gradient; however, they are complex owing to the low symmetry of the In(3) and In(4) sites (local $2mm$ symmetry for both sites). Therefore, we denote the lines from each site as $\nu_1, \nu_2, \nu_3, \nu_4$, in ascending order of their frequencies. But, in our previous study, only 9 of the 16 expected lines were observed: $\nu_4$ from In(1); $\nu_2, \nu_3, \nu_4$ from In(2); $\nu_1, \nu_2, \nu_3, \nu_4$ from In(3); and $\nu_4$ from In(4) [32, 34].

| site | line  | $T_{N1}$          | $T_{N2}$          |
|------|-------|-------------------|-------------------|
| In(1)| $\nu_4$| No change         | Not observed      |
|      | $\nu_2$| No change         | No change         |
| In(2)| $\nu_3$| No change         | No change         |
|      | $\nu_4$| No change         | No change         |
| In(3)| $\nu_1$| Split into 2 lines| Split into 4 lines|
|      | $\nu_2$| Split into 2 lines| Split into 6 lines|
|      | $\nu_3$| No change         | No change         |
|      | $\nu_4$| No change         | No change         |
| In(4)| $\nu_4$| Shift            | Shift             |

TABLE I: Behavior of observed lines in NQR spectra of Ce$_3$PtIn$_{11}$ at temperatures $T_{N1}$ and $T_{N2}$. 
However, in our previous study [32], the temperature dependence of the representative frequency of the In(4)-ν₄ line was not smooth, particularly at approximately 2.0 K, probably owing to the inaccurate temperature control caused by the sample heating. Because of the weak signal of the In(4)-ν₄ line, the excessive power of the NQR pulse injected into the sample could have reduced smoothness. In this study, we adjusted the temperature more accurately by lowering the pulse power and increasing the pulse interval, and consequently obtained a smooth result. The temperature dependencies of the representative frequencies of the In(4)-ν₄ line obtained in the present study and the In(3) -ν₁ and -ν₂ lines obtained in the previous study [32] are shown in Fig. 2. The other observed lines, which were previously observed, were unchanged around $T_{N1}$ and $T_{N2}$. The temperature dependencies of the representative frequencies in the NQR spectra around $T_{N1}$ or $T_{N2}$ were classified into three types: no change, shift, and split, as summarized in Table I.

Here, we discuss the possible magnetic structures from the spectral changes based on the dipole...
lar model of Ref. [32]. First, the lines from the In(2) (and In(1)) sites do not change; suggesting that the internal fields at these sites must be zero or very small. As these sites are located at the center of the four Ce sites in the Ce(1) (or Ce(2)) plane of the unit cell, the magnetic structure, considering the internal fields at the In(2) and In(1) sites as zero is expressed as

\[ m_\kappa(T) \parallel c \quad (\kappa = 1, 2) \]  
\[ q_\kappa = \left( \frac{1}{2}, \frac{1}{2}, q_{c, \kappa} \right). \]  

Here, \( \kappa \) is the index of Ce sites, and \( m_\kappa \) and \( q_\kappa \) are the magnetic moment and propagation vector of the Ce(\( \kappa \)) site, respectively. Magnetic structures such as the propagation vector in Eq. (2) are analogous to those of other Ce-based materials, e.g., CeIn$_3$ \( (q = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2})) \) [17], CeRhIn$_5$ \( (q = (\frac{1}{2}, \frac{1}{2}, 0.297)) \) [35], Ce$_2$RhIn$_8$ \( (q = (\frac{1}{2}, \frac{1}{2}, 0)) \) [18], and CePt$_2$In$_7$ \( (q = (\frac{1}{2}, \frac{1}{2}, \frac{1}{2})) \) [20, 21].

For the In(4)-\( \nu_4 \) line, a spectral shift was observed. In this case, a single internal field perpendicular to the maximum principal axes of the electric field gradient (EFG), \( V_{zz} \), is required. By band calculations, it has been clarified that \( V_{zz} \) at the In(4) site is perpendicular to the wall of the unit cell [32]. For example, \( V_{zz} \) at the In(3) or In(4) site located at \( (\frac{1}{2}, 0, c) \), as shown in Fig. 1, is parallel to the b axis. In the magnetic structure described above, the internal field at the In(4) nucleus is perpendicular to \( V_{zz} \), which satisfies the requirement. Because only a shift was observed at both \( T_{N1} \) and \( T_{N2} \) without any spectral broadening or splitting, the propagation vector at the Ce(2) sublattice, which is close to the In(4) site, must be commensurate; thus,

\[ q_{c, 2} = 0 \text{ or } \frac{1}{2}. \]  

Note that specific heat measurement indicated a large magnetic entropy release at \( T_{N2} \). It can be attributed to the magnetic moment at the Ce(2) site being much larger than that at the Ce(1) site. Therefore, the propagation vector at the Ce(2) sublattice changes at \( T_{N2} \), i.e., it corresponds to a commensurate-to-commensurate transition from \( (\frac{1}{2}, \frac{1}{2}, 0) \) to \( (\frac{1}{2}, \frac{1}{2}, \frac{1}{2}) \) or vice versa.

Finally, regarding the In(3) site, spectral splitting was observed for the \( \nu_1 \) and \( \nu_2 \) lines. Thus, an internal field perpendicular to \( V_{zz} \) is expected, similar to the In(4) site case, which also satisfies the requirement described above. Furthermore, these lines split into four and six lines, respectively, which suggested that the internal field was not single-valued, instead it had approximately three values. Therefore, the Ce(1) sublattice, which is close to the In(3) site, is expected to be an incommensurate structure with approximately three or six-fold period along the \( k_c \) axis of the reciprocal lattice space. However, this structure can not quantitatively explain these splittings when
considering the magnetic dipolar model. Another unresolved puzzle was that the extremely large magnetic moment was evaluated using this model ($|m_2| \sim 7\mu_B$) at the Ce(2) site. This suggests that the essential contribution of the internal fields at the In nuclei is the coupling mediated by the conduction electrons, instead of direct magnetic dipolar interaction.

III. METHODS OF ANALYSIS

The change in the NQR spectra of Ce$_3$PtIn$_{11}$ can be attributed to the internal fields due to the magnetic ordering. The sum of the electric quadrupole Hamiltonian and the Zeeman Hamiltonian at the In($\lambda$) site ($\lambda = 1, 2, 3, 4$) is given by

$$H = H_Q + H_Z$$

$$= \frac{e^2 Q}{4I(2I - 1)} \left\{ (3I_z^2 - I^2) + \frac{1}{2} \eta(I_+^2 + I_-^2) \right\} - \gamma \hbar \mathbf{I} \cdot \mathbf{H}_{\text{int}}^\lambda, \quad (4)$$

where $eQ = V_{zz}$, $eQ$, and $\eta = \frac{|V_{xx} - V_{yy}|}{V_{zz}}$, $|V_{zz}| \geq |V_{yy}| \geq |V_{xx}|$ are the EFG, nuclear quadrupole moment, and asymmetric parameter, respectively, and $\gamma$ is the gyromagnetic ratio. The hyperfine field, $\mathbf{H}_{\text{int}}^\lambda$, at the In($\lambda$) site is

$$\mathbf{H}_{\text{int}}^\lambda = \sum_{\kappa=1,2} \sum_{i \in n. n.} \mathbf{B}_{\kappa, i} \cdot \mathbf{m}_{\kappa, i}(T), \quad (5)$$

where $\mathbf{B}_{\kappa, i}$ is the transferred hyperfine tensor and $\mathbf{m}_{\kappa, i}(T)$ is the magnetic moment at the nearest-neighboring Ce($\kappa$) sites. There are four (for the In(1) and In(2) sites) or two (for the In(3) and In(4) sites) nearest-neighboring Ce sites. The representative frequencies of the NQR spectra were analyzed by calculating the above Hamiltonian.

The interaction between the localized moment at the Ce site and the In nucleus is probably mediated by conduction electrons. In the present analysis, the contributions, except of the nearest neighbors, are assumed to be renormalized in the hyperfine tensor. Subsequently, the calculations were performed under the following considerations: the internal field of the nearest Ce(2) site for the In(1) and In(4) sites, and those of the nearest Ce(2) and Ce(1) sites for the In(2) and In(3) sites. These calculations of the hyperfine fields are based on those performed by Curro for the Ce$M$In$_5$ [23].

As shown in Fig. [1] the bond coordinate system is defined with the $x$-axis in the bond direction of the In and Ce sites, $y$-axis in the $ab$-plane, and $z$-axis perpendicular to them. Subsequently, we
assume that the transferred hyperfine tensor, $B_{\kappa, i}^4$, in the bond coordinate system is diagonalized as

$$
B = \begin{pmatrix}
B_{||} & 0 & 0 \\
0 & B_{\text{hori}} & 0 \\
0 & 0 & B_{\perp}
\end{pmatrix}.
$$

(6)

The hyperfine field is calculated by applying a coordinate transformation to Eq. (6).

We focus on the In(1) and In(2) sites. As an example, consider the Ce(2) contribution to the In(2) site. Let the Ce site located at $(a, b) = (1, 0)$ be $i = 1$ and the other nearest-neighboring Ce sites be numbered counterclockwise. Consequently the transferred hyperfine tensor is

$$
B_{2,1}^2 = \begin{pmatrix}
B_{2,\alpha}^2 & B_{2,\beta}^2 & B_{2,\gamma}^2 \\
B_{2,\beta}^2 & B_{2,\alpha}^2 & B_{2,\gamma}^2 \\
B_{2,\gamma}^2 & B_{2,\gamma}^2 & B_{2,\delta}^2
\end{pmatrix},
$$

(7)

$$
B_{2,2}^2 = \begin{pmatrix}
B_{2,\alpha}^2 & -B_{2,\beta}^2 & B_{2,\gamma}^2 \\
-B_{2,\beta}^2 & B_{2,\alpha}^2 & -B_{2,\gamma}^2 \\
B_{2,\gamma}^2 & -B_{2,\gamma}^2 & B_{2,\delta}^2
\end{pmatrix},
$$

(8)

$$
B_{2,3}^2 = \begin{pmatrix}
B_{2,\alpha}^2 & B_{2,\beta}^2 & -B_{2,\gamma}^2 \\
B_{2,\beta}^2 & B_{2,\alpha}^2 & -B_{2,\gamma}^2 \\
-B_{2,\gamma}^2 & -B_{2,\gamma}^2 & B_{2,\delta}^2
\end{pmatrix},
$$

(9)

$$
B_{2,4}^2 = \begin{pmatrix}
B_{2,\alpha}^2 & -B_{2,\beta}^2 & -B_{2,\gamma}^2 \\
-B_{2,\beta}^2 & B_{2,\alpha}^2 & B_{2,\gamma}^2 \\
-B_{2,\gamma}^2 & B_{2,\gamma}^2 & B_{2,\delta}^2
\end{pmatrix},
$$

(10)

where

$$
\begin{align*}
B_{2,\alpha}^2 &= B_{2,||}^2 + B_{2,\perp}^2/2, \\
B_{2,\beta}^2 &= B_{2,\alpha}^2 + B_{2,\text{hori}}^2/2, \\
B_{2,\gamma}^2 &= B_{2,\beta}^2 - B_{2,\text{hori}}^2/2, \\
B_{2,\delta}^2 &= B_{2,\gamma}^2 - B_{2,\perp}^2/2 \sqrt{2}.
\end{align*}
$$

In this case, the internal field is zero only if $\mathbf{m}_{2,1} = -\mathbf{m}_{2,2} = \mathbf{m}_{2,3} = -\mathbf{m}_{2,4} = \mathbf{m}$ and $\mathbf{m} \propto \hat{c}$. This means that the magnetic moments at the Ce(2) sites neighboring in $ab$-plane are opposite. The same result also holds for Ce(1) to In(2) and Ce(2) to In(1). Therefore, it is confirmed that $\mathbf{q}_\kappa = (\frac{1}{2}, \frac{1}{2}, q_c, \kappa)$ and $\mathbf{m}_\kappa$ is parallel to $\hat{c}$. 
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Hereafter, we consider the hyperfine magnetic fields at the In(3) and In(4) sites where spectral changes occurred. The internal fields for the magnetic structure given by Eqs. (1)–(2) are calculated as

$$H_{\text{int}}^3 = \left(2A_1^3m_1(T)\cos(2\pi q_{\text{c},1}z + \delta) + \frac{6}{5}A_2^3m_2(T)\cos(2\pi q_{\text{c},2}z)\right)\hat{c},$$

$$H_{\text{int}}^4 = 2A_4^2m_2(T)\cos(2\pi q_{\text{c},2}z)\hat{c},$$

$$A_4^\lambda \equiv \frac{B_\| - B_\perp}{2}.$$ (13)

In this model, $q_{\text{c},2} = 0$ or $\frac{1}{2}$ is again necessary to explain the shift of the In(4)-$\nu_4$ line. Note that we considered the phase difference, $\delta$, between the magnetic structures of the Ce(1) and Ce(2) sublattices, which we did not consider in the magnetic dipolar model. This parameter $\delta$, was phenomenologically introduced due to existence of two Ce sites. We also assumed that the hyperfine tensor is independent of temperature and that the temperature dependencies of the representative frequencies are proportional to the evolution of the magnetic moments, $m_\kappa(T)$. The temperature dependence of $m_\kappa(T)$ is given by the following localized magnetic model for the pseudospin, $S = \frac{1}{2}$:

$$m_\kappa(T) = \mu_{\text{eff},\kappa}B_S = \frac{1}{2}\left(\frac{T_N}{T} - \frac{2S}{S + 1}\frac{m_\kappa(T)}{\mu_{\text{eff},\kappa}}\right),$$

where $\mu_{\text{eff},2}$ is $2.54\mu_B$ for $J = \frac{3}{2}$, $\mu_{\text{eff},1} = (m_1(T = 0))$ is taken as a parameter because the magnetic moment is very small or zero. Therefore, we performed a fitting with the following five parameters:

$q_{\text{c},1}$, $\delta$, $A_4^4 = A_1^3$, $A_2^3$, and $m_1(T = 0)$.

Here, we set $A_2^4 = A_1^3$ to eliminate one extra degree of freedom because the distance between the Ce(2) and In(4) sites is similar to that between the Ce(1) and In(3) sites ($d_{\text{Ce(2)--In(4)}}/d_{\text{Ce(1)--In(3)}} \approx 1.0300$) [33].

IV. RESULTS AND DISCUSSION OF ANALYSIS WITH TRANSFERRED HYPERFINE FIELDS MODEL

First, we discuss the $\nu_4$ line of the In(4) site. The red plot in Fig. 3(a) shows the fitting result obtained using Eq. (14). This fit agrees well with the experimental results in the intermediate-temperature region ($T_{N2} < T < T_{N1}$), whereas it significantly deviates from those in the low-temperature region ($T < T_{N2}$). This suggests that the magnetic moment at the Ce(2) site below
$T_{N2}$ is smaller than the expected value for the localized magnetic model (2.54$\mu_B$). Therefore, we propose a phenomenologically modified model, as shown in Fig. S(b), where $\mu_{\text{eff}, 2}$ in the Brillouin function (Eq. (14)) is replaced by a new parameter $m_2(0)$ and a virtual Néel temperature $\theta_N (\approx 2.6 \text{ K})$. In this modified model, $m_2(T = 0)$ is 1.72$\mu_B$ and is less than the initial value, $\mu_{\text{eff}} = 2.54, \mu_B$ at $T = 0$. This is in contrast with the magnetic dipolar model, which is unable to explain the extremely large magnetic moment at the Ce(2) site ($\sim 7\mu_B$). The results of the modified model are shown in blue color in Fig. S(a). The plot reproduces the cusp-like evolution at $T_{N2}$.

We use this modified temperature dependence of the magnetic moment at the Ce(2) site in the in our analysis.

Next, we discuss the $\nu_1$ and $\nu_2$ lines of the In(3) site. In the intermediate-temperature region ($T_{N2} < T < T_{N1}$), because these lines split into two lines, the In(3) nucleus experiences an single-valued internal field. Therefore, the magnetic structure of the Ce(1) sublattice must be commensurate with $q_1 = 0$ or $\frac{1}{2}$ or the magnetic moment must be $m_1(T) = 0$. In the low-temperature region ($T < T_{N2}$), the internal fields have several values, because the $\nu_1$ line splits into four and the $\nu_2$ line into six. Therefore, $q_1$ must be incommensurate with a several-fold period along the $k_c$ axis in the reciprocal space. Furthermore, some split lines merge into one line in both the $\nu_1$ and $\nu_2$ lines, which suggests the existence of In(3) nuclei with zero internal fields. Hence, there must be oppo-
FIG. 4: Two models, model A (MDL A) and model B (MDL B), of temperature dependence of magnetic moment at Ce(1) [(a), (b)] and their results for In(3) $\nu_1$ and $\nu_2$ lines [(c), (d)]. Magnetic structures are $\mathbf{q}_2 = \mathbf{q}_1 = \left(\frac{1}{2}, \frac{1}{2}, 0\right), \delta = 0$ for $T_{N2} < T < T_{N1}$ and $\mathbf{q}_2 = \left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right)$ and $\mathbf{q}_1 = \left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right)$ for $T < T_{N2}$.

As an example of such a magnetic structure, we propose the following parameters: $\mathbf{q}_{c.1} = \left(\frac{1}{6}, 0\right), \mathbf{q}_{c.2} = \left(\frac{1}{2}, \frac{1}{2}, \frac{1}{6}\right)$ and $\delta = 165^\circ$. Specific heat measurement suggests that the magnetic structure of the Ce(2) site is responsible for the magnetic transition at $T_{N2}$ [26]; hence, $\mathbf{q}_2 = \left(\frac{1}{2}, \frac{1}{2}, 0\right)(= \mathbf{q}_1)$ is required in the intermediate-temperature region. An equivalent fitting is also obtained for another magnetic structure in the low-temperature region: $\mathbf{q}_1 = \left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right), \mathbf{q}_2 = \left(\frac{1}{2}, \frac{1}{2}, 0\right), \delta = 165^\circ$; in this case, $\mathbf{q}_2 = \left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right)(= \mathbf{q}_1)$ is required in the intermediate-temperature region. In addition, we propose two models for the temperature dependence of $m_1(T)$. Both are Brillouin-functional models: in model A, the magnetic moment evolves from $T_{N1}$ (Fig. 4 (a)), and in model B, it grows from $T_{N2}$ (Fig. 4 (b)). Fig. 4 (c) and (d) show the fitting results of the $\nu_1$ and $\nu_2$ lines of the In(3) site with each model, respectively. Both reproduce the splittings and merges of the lines well, particularly in the low-temperature region. However, in model A, the splitting is extremely large in the intermediate-temperature region,
which suggests that a Brillouin-functional evolution does not occur at $T_{N1}$. In model B, there is a difference between the fitting and experimental results immediately below $T_{N2}$, which suggests a more rapid evolution of the magnetic moment or a discontinuous temperature dependence of $m_1(T)$. The ratio of the magnetic moments at the Ce(1) and Ce(2) sites at $T = 0$ is $m_1/m_2 \approx 1/40$ in both models, which indicates that the magnetic moment at the Ce(1) site is very small even in the present model, similar to the previous magnetic dipolar model [32].

It is worth discussing the order of the phase transition. In this analysis, we assume second-order transitions at both $T_{N1}$ and $T_{N2}$. However, a cusp-like temperature dependence is observed for the In(4)-$\nu_4$ line at $T_{N2}$, and the spectra of the In(3) site shows a discontinuous change at the same temperature. The specific heat measurements reveal that at high magnetic fields ($\sim 3.5$ T), $T_{N1}$ and $T_{N2}$ merge and become a single magnetic transition, which resembles to the expected feature for a first-order transition [25]. On the other hand, a detailed investigation of this feature in Ce$_3$PdIn$_{11}$, which has the same crystal structure as Ce$_3$PtIn$_{11}$, do not exhibit clear latent heat and are suggested as second-order transitions [28]. Moreover, the metamagnetic transition [25, 28] observed at higher magnetic fields ($\sim 5$ GPa) is clearly first-order transition in nature. From the viewpoint of NQR, we cannot exclude the possibility of a first-order magnetic transition at $T = T_{N2}$.

V. SUMMARY

We analyzed the temperature dependence of the NQR spectra of Ce$_3$PtIn$_{11}$ by considering the transferred hyperfine field. Because of temperature-independent lines, both the Ce(1) and Ce(2) sites must have $m_\kappa \parallel c$, $\mathbf{q}_\kappa = (1/2, 1/2, q_\kappa, \kappa)$, and $(\kappa = 1, 2)$. Thus, because the $\nu_4$ line of the In(4) site only shifts without any splitting or broadening below $T_{N1}$, $q_{c, 2} = 0$ or $1/2$ is also required in this model. Furthermore, we fitted for the $\nu_1$ and $\nu_2$ lines of the In(3) site with the above propagation vectors and several calculation parameters. Thus, the temperature dependence of the representative frequencies below $T_{N2}$ was reproduced by a magnetic structure with a propagation vector $\mathbf{q}_{c, 1} = (1/2, 1/2, 1/6$ or $1/3)$ and a phase difference of $165^\circ$ between the Ce(1) and Ce(2) sublattices. This quantitative result was obtained with the present “transferred-hyperfine-field” model. In addition, the magnetic dipolar model resulted in a magnetic moment at the Ce(2) site that was much larger than 2.54 $\mu_B$; in comparison, this model can explain the experimental results as $m_2(T = 0) = 1.72\mu_B$, which is a quantitatively realistic value. The ratio of the magnitudes of
the magnetic moments at the Ce(1) and Ce(2) sites was evaluated as \( \frac{m_1}{m_2} \sim \frac{1}{40} \). This is consistent with the specific heat results. We conclude that the Ce(2) site plays a dominant role in the magnetism of \( \text{Ce}_3\text{PtIn}_{11} \). Concurrently, the magnetic moment at the Ce(1) site, which is very small but finite, may play an essential role in the successive magnetic transitions. Therefore, the transitions of \( \text{Ce}_3\text{PtIn}_{11} \) are considered to be a unique property among the \( \text{Ce}_n\text{M}_{m}\text{In}_{3n+2m} \) family. Based on the present results, neutron scattering experiments may yield the complete magnetic structure of \( \text{Ce}_3\text{PtIn}_{11} \). Further experiments below \( T_c \) are also needed, which may confirm the co-occurrence of magnetism and superconductivity.
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