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Abstract: Using autonomously operating mobile sensor nodes to form adaptive wireless sensor networks has great potential for monitoring applications in the real world. Especially in, e.g., disaster response scenarios—that is, when the environment is potentially unsafe and unknown—drones can offer fast access and provide crucial intelligence to rescue forces due the fact that they—unlike humans—are expendable and can operate in 3D space, often allowing them to ignore rubble and blocked passages. Among the practical issues faced are the optimizing of device–device communication, the deployment process and the limited power supply for the devices and the hardware they carry. To address these challenges a host of literature is available, proposing, e.g., the use of nature-inspired approaches. In our own work (bio-inspired self-organizing network, BISON, which uses Voronoi tessellations) achieved promising results. In our previous approach the wireless sensors network (WSN) nodes were using knowledge about their coverage areas center of gravity, something which a drone would not automatically know. To address this, we augment BISON with a genetic algorithm (GA), which has the benefit of further improving network deployment time and overall coverage. Our evaluations show, unsurprisingly, an increase in energy cost. Two variations of our proposed GA-BISON deployment strategies are presented and compared, along with the impact of the GA. Counter-intuitively, performance and robustness increase in the presence of noise.
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1. Introduction

Drones have become an affordable consumer item. They are increasingly considered as candidates for mobile/aerial urban sensing platforms [1]. Projected advances in cloud computing, wireless sensors and networked unmanned systems motivate this claim further, and indeed, in the literature UAVs are increasingly being suggested as flexible mobile platforms [2] used for applications as wide as general monitoring [3–6], monitoring and surveillance [7–9], to provide situational awareness support [10], detect victims or their life-signs [4] and participate in search and rescue (SAR) or aerial tracking [7].
This is especially applicable in the direct aftermath of a natural or man-made disaster as these events often result in partial or total loss of communication and data-collection infrastructure.

UAV swarms [1,11]—that is, a number of individual devices cooperating to form a collective operational unit—have been used as mobile sensor networks [2] for monitoring and tracking civilians, personnel and victims [4] and for surveillance tasks in general [7]. A recent literature study considered a number of surveys [12–17] identifying application areas for UAVs and UAV swarms [18]. Of all considered wireless access networks, many emphasized the disaster response domain (cf. Table 1).

Table 1. Recommended surveys in the literature focusing on one or more application areas for UAVs and UAV swarms, as identified by [18] and discussed in [19]. WAN = wireless access networks, RS = remote sensing, RTM = real-time monitoring, SAR = search and rescue, GL = goods delivery/logistics, INT = surveillance and SI = structural inspection. WAN is considered by all as a relevant area.

| Reference | WAN | RS | RTM | SAR | GL | INT | SI |
|-----------|-----|----|-----|-----|----|-----|----|
| [12]      | ✓   | ✓  | ✓   | ✓   | ✓  | ✓   | ✓  |
| [13]      | ✓   | ✓  | ✓   | ✓   |    |     | ✓  |
| [14]      | ✓   | ✓  | ✓   | ✓   |    |     | ✓  |
| [15]      | ✓   |    |     |     |    |     |    |
| [16]      | ✓   |    |     |     |    |     |    |
| [17]      | ✓   |    |     |     |    |     |    |
| [18]      | ✓   | ✓  | ✓   | ✓   | ✓  | ✓   | ✓  |

Drones are increasingly considered as platforms for mobile sensing and actuation [19,20]. With cellular network coverage [21–30] and aerial sensing [2–4,7,17,29,31–43] among the most popular applications. As a general rule, disaster response operations have to be implemented within the first 72 h [10,34,44] so as to avoid a dramatic increase in loss of life/economic damage. Any technology that can speed up the e.g., assessment of structural damage of buildings or the localization of victims through indoor exploration [45] can reduce the cost of life and bodily harm.

In this field, UAVs have a lot of potential [10,19]: drone based wireless sensors networks (WSNs) are developed for a wide variety of applications (e.g., health-care and environmental monitoring [5,46–51]). With advances in the field of autonomous intelligent systems, and given the progress made with mobile cyber-physical systems, building and deploying mobile WSNs (where individual nodes can move and are endowed with computational power to enable information driven self-organization and on-board reasoning and decision making) is becoming increasingly common [17,21–43].

Due to this, a variety of challenges (such as limitations in energy, computing power and memory, and difficulties in the deployment process) are emerging. In the design of approaches and strategies to handle a variety self-organizing network constraints for deployment and reallocation procedures, focus is placed on energy-consumption management and ensuring network connectivity.

Considering nature-inspired techniques to enable a WSN to operate in the real-world seems logical, and indeed this is a popular approach in the literature. Combining a number of such approaches to complement each other to improve network survival chances are of great interest to the community.

In the literature, Voronoi tessellations are preferred over other geometrical structures to reduce the computational complexity [52,53]. In this paper, we augment BISON (bio-inspired self-organizing network), our previously developed, Voronoi-based algorithm [54,55] with a genetic algorithm and evaluate the resulting effects on network discovery rate and performance.

1.1. Motivation, Objectives and Goals

Merging Voronoi-based approaches with other nature-inspired algorithms such as particle swarm optimization (PSO) [52,56–62], genetic algorithms (GAs) [63–77] and ant colony optimization (ACO) [78–81] is not uncommon (cf. Table 3). There are many examples where this has been shown to potentially
provide stability in the network with coverage optimization, distributed sensor nodes more uniformly, and ultimately, enhance the lifetime of the network [58,59].

The literature indicates that both, PSO and GAs improve energy consumption and WSN deployment time comparably [60]. However, as GAs are more compatible with the locally available information that sensor nodes rely on during their deployment process (cf. Section 2.2.2), we focus our work on a GA. A full scale comparison between hybrid BISON+GA and BISON+PSO is beyond the scope of this paper but could be considered for future work. As initial explorations indicated that GA is more promising, we studied different variations for augmenting BISON with a GA under varying parameters such as population size, number of iterations and mutation rate.

- The work presented in this paper is guided by three main goals:

  1. To design a novel hybrid collaboration between our previous BISON algorithm and a GA, with the aim of further enhancing the performance of nodes in a WSN;
  2. To evaluate and compare the WSN service and deployment performances of different GA/BISON combinations;
  3. To study the robustness and resilience of GA-BISON approaches when deployed in dynamic environments and to compare the outcomes of this investigation with the performance of the original BISON algorithm.

- The main contributions of this article over the state of the art are:

  1. We introduce a hybrid approach that augments the Voronoi based BISON algorithm with a genetic algorithm (Algorithm 1 on page 8). Two variations of the new approach are proposed; the respective algorithms (Algorithms 2 and 3 are provided on pages 10 and 11.
  2. We measure and compare the effects of adding the GA to BISON in general and compared the original to the two (new) hybrid algorithms. Our findings, indicating when and to which end each algorithm should best be used, are summarized in Table 5 on page 20.
  3. We evaluate all three approaches for simple and complex scenarios (cf. Section 4.2 for performance measures; cf. Section 4.3 for parameter space exploration). The results are presented and discussed in Section 5.1.
  4. As the presence of noise has unexpected beneficial effects, we also performed a noise coherence analysis, the outcome of which is provided in Section 5.2.

We close this section by providing the reader with an overview over the symbols used (Table 2).

| Symbol | Meaning/Usage | Introduced/Used in |
|--------|---------------|---------------------|
| $\mathcal{S}$ | the set of nodes in the WSN | Algorithms 2 and 3 on pages 10, 11 |
| $N_{nn}$ | the numbers of neighboring nodes for node $i$ | Equation (1) on page 10 |
| $r$ | the number of nodes to consider | Algorithm 1 on page 8 |
| $n_i$ | the position (location) of a node $i$ | Section 2.3 (or Figure 1 on page 7) |
| $d(n, n')$ | the distance between two locations $n$ and $n'$ | Equation (1) on page 10 |
| $R_c$ | the communication range of node $i$ | Section 4.1 |
| $R_s$ | the sensing range of node $i$ | Section 2.3 (or Figure 1 on page 7) |
| $A_S$ | the area covered by $R_s$ | Section 2.3 (or Figure 1 on page 7) |
| $A_V$ | the Voronoi area of node $i$ | Section 2.3 (or Figure 1 on page 7) |
| $\text{num}_\text{sol}$ | the number of solutions to generate per node | Algorithm 1 on page 8 |
| $\alpha$ | control parameter: number of iterations | Algorithm 1 on page 8 |
| $\beta$ | control parameter: mutation rate | Algorithm 1 on page 8 |
| $\text{pop}_\text{size}$ | control parameter: population size | Algorithm 1 on page 8 |
| $\text{minCoverage}$ | termination criterion based on node movement | Algorithms 2 and 3 on pages 10, 11 |
| $\text{stopCDT}$ | termination criterion based on coverage improvement | Algorithms 2 and 3 on pages 10, 11 |
| $\text{PAC}$ | Area coverage (in %) | Section 4.2 |
| $\text{CDT}$ | The distance travelled by all nodes in the WSN | Section 4.2 |
| $\text{cnm}(t)$ | the sum of all node movements during a time step | Section 4.2 (to calculate CDT, cf. Equation (3)) |
2. Background and Preliminaries

2.1. Problem Statement and Outlook for the Approach

Many challenges arise when aiming to cover an indoor environment optimally with a fully connected, drone-swarm-based WSN. This is especially the case when the deployment time is an important factor. When the geometry of the target environment is known, then this problem does not appear to be very difficult, with the main difficulty to be resolved being how to physically move ever smaller and versatile mobile nodes to the geometrically derivable known optimal locations at the least energy expense, and how to do so as quickly as possible while remaining collision-free [56,82]. However, the situation complicates enormously when the target environment is not fully known. Yet, given the real-world application of disaster response and recovery, this is a fundamental property of the application. In such cases the optimal locations or the number of required nodes are not known in advance. Due to this, we can expect to deploy the network incrementally with mechanisms in place to expand the deployment and to optimize the locations of the deployed drones and to do so on-the-fly as the swarm discovers the environment through local sensing. Such self-expansion poses in turn a challenge to the efficiency of deployment: even if the network is eventually able to determine the optimal number of participating nodes and their optimal locations, achieving this in effective (ideally minimal) deployment time is challenging. Finally, once all these individual challenges are resolved to an acceptable degree, the challenge to define, for each node in the WSN, the optimal communication strategies remains to be addressed.

The evidence in existing research and many natural world examples suggests that the critical requirements for a successful deployment of the WSN should be: (a) to follow a simple, fast, cost-efficient and decentralized self-organizing process, (b) to autonomously discover—and adapt to—the topology of the target environment and (c) to avoid obstacles discovered, and to do so in real-time. A well-designed WSN should allow sensors to operate autonomously based on local sensing and through the operation policy reduced to interactions, only with the local neighbors who can sense each other. An automated adaptation requirement forces the nodes’ policy to be completely independent of their initial positions but be only the function of the locally-perceived structure of the space and its possible obstacles. Previous work on Voronoi-based algorithms considered a random distribution of sensor nodes, with most algorithms relying on prior knowledge about the environment and node locations, while assuming a guaranteed connectivity among the sensor nodes. In contrast, our approach sets to evolve the locations of homogeneous sensor nodes in unfamiliar and obstructed noisy environments. The proposed deployment process will follow iterative steps at which the nodes continuously re-examine their relative positions among peers, walls and other obstacles in order to ensure each mWatt of energy invested in changing their location is towards the direction of the emptiest uncovered space, while maintaining connectivity in the network.

Few existing algorithms deal with handling obstacles in the coverage environment, but those that do predominantly implement it through repulsive forces: nodes may be repelled by other nodes or by obstacles in the environment. In many cases the environment is first scanned to determine the obstacle location and shape before distributing the nodes. This is, however, very costly (energy expense), and inefficient, since unknown environments might take a very long time to be discovered and mapped exhaustively [83,84]. An approach that can interact with the environment even if it is only partially observed can be expected to deploy faster (though without guarantee for optimal deployment).

An approach capable of using local and partial knowledge only will furthermore be able to operate in dynamic environments. In BISON, nodes only scan their local environment and identify nearby objects / nodes. Their obstacle-trimmed Voronoi regions are calculated using this subjective information, as is their resulting movement (aiming to position them closer to their updated Voronoi centroid). In the literature, this local information about the position and movement of neighbouring nodes and obstacles is often assumed to be perfect. This is a strong simplification, as measurements in the real world will always be subject to error and noise. Some methods propose using anchor nodes of known locations to predict the locations of all other nodes [78,79], or by adding a (random) uncertainty value to the measured distances between the nodes and their neighbors [65].
In the presented work the impact of noisy localization is simulated by injecting realistic Gaussian-distributed random noise to each sensed location and demonstrated rather strong robustness of our deployment process to quite substantial levels of noise. In fact, on the course of a noise coherence analysis, we demonstrate how underlying nodes’ kinematics are affected by environmental noise that incidentally leads to improvements in the network coverage in certain scenarios. We also demonstrate that our WSN deployment proposition code-named as BISON is sustainable with a built in mechanism for efficient removal of dead/tired nodes and replacement of them with the new ones. A hybrid implementation of BISON and a genetic algorithm is also considered for further improvement in the coverage and energy consumption perspectives. Performance is evaluated in terms of several metrics that indicate very fast convergence at the fairly small deployment cost. All the investigated components, comparatively analyzed in terms of various performance metrics and previously unseen properties, validate our model as a very promising WSN deployment process.

2.2. Nature-Inspired Heuristics to Improve Voronoi Tessellations

As shown in Table 3, nature-inspired approaches have been shown to provide adaptive multi-objective mechanisms with fewer complications and demands [85–88]. As the field of nature-inspired heuristics is large and growing, an overview is outside the scope of this paper. Therefore, we will only briefly mention some representatives of such approaches (which we have used in the past) and refer the interested reader or developer to [89], made available online for free by the author (http://www.cleveralgorithms.com/).

2.2.1. Frequently Used Nature-Inspired Heuristics for WSN

Popular heuristics for WSN deployment and optimization are: particle swarm optimization (PSO) [56,57,63] and genetic algorithms (GAs) [64,82] (both of which provide enhancements in nodes positions to prolong the network lifetime through reducing energy consumption and the number of steps required for WSN deployment), Voronoi-based approaches [78,83,84] (which can maximize coverage by detecting coverage holes in the WSN) and ant colony optimization (ACO) [65,79] (which can increase a network’s lifetime by optimizing routing paths between nodes, thereby reducing their energy consumption). Table 3, below, provides a brief comparison between these approaches.

| Voronoi + ACO [78–81] | Voronoi + GA [63–77] | Voronoi + PSO [52,56–62] |
|------------------------|----------------------|-------------------------|
| **METHOD**             | Voronoi tessellations are used to determine all possible paths in the network. Assuming the cost (length) of all paths is known, ACO is then used to identify the shortest path. | Voronoi tessellations are used to detect coverage holes while the GA/PSO is used to reduce energy consumption and to maximize the lifetime of the network. Specifically, ... | ... PSO does generate virtual points, i.e., Voronoi vertices or random boundary points. |
| **PROCESS**            | This works by assigning weight values to the Voronoi edges to guide the search. | This effectively changes the node distribution as well as adds extra mobile nodes. | Node location and velocity are changed and a node’s sensing range can be changed. |
| **IMPACT**             | This impacts node distribution, weight values as well as the evaluation function. | The objective function is influenced, as are coverage holes (and GA parameters). | Affects virtual points, node location/velocity and the best local/global solution. |
Particle Swarm Optimization (PSO)

Merging PSO with Voronoi tessellations is considered among the major processes of maximizing the coverage and prolonging the lifetime of WSN [52,53,59,61,66]. The authors in [53,61] used PSO to determine the next position of the sensor nodes, while Voronoi tessellations are generated to detect the coverage holes and evaluate the fitness function. These results either rely on a centralized node to gather information about all nodes’ locations, do the calculations and suggest new locations/new sensing ranges for each sensor node; or consider each node to have prior knowledge about its own location and those of all other nodes. Depending on the application requirements, the objective function may focus on either minimizing the energy consumption or minimizing the gaps in coverage.

When minimizing the energy consumption, PSO diagnoses the sensor node with the highest energy consumption and suggests changing the sensing range (as opposed to changing the node’s location). When minimizing coverage gaps, both the sensing range and the location are considered.

Genetic Algorithms (GA)

A significant amount of literature suggests combining a GA with Voronoi tessellations to address the WSN deployment and re-allocation problem. This has successfully been used to enhance WSN coverage and network lifetime [58,67,68,80] but these approaches all rely heavily on the GA using a developed objective function to evaluate the candidate solutions and to select the next positions of nodes with the Voronoi tessellations used only to detect coverage holes. The latter is achieved using prior knowledge about the nodes’ locations; GA-generated candidate solutions are initialized inside the respective Voronoi regions. WSN nodes are moved away from or toward their neighbors to reduce these holes [67,68]; new nodes are added to locations specified by the GA to cover the holes [58].

Ant Colony Optimization (ACO)

ACO has been used together with Voronoi-based approaches, mostly to optimize the path planning for communication between nodes within the network. ACO continuously explores connection paths in a WSN to find and adapt to the shortest path [69,81].

2.2.2. Motivating Our Decision to Chose GAs over PSO

Both GAs and PSO are used in WSN to reduce the energy consumption in the network and enhance the lifetime, through managing the routing paths and finding the best decisions to be taken by nodes. We consider it to be beneficial to implement a GA with our BISON algorithm. This is because evolutionary algorithms, specifically GAs, have the flexibility of generating new candidate solutions inside the confined Voronoi region and to do so on the basis of information available locally to each node [88]. In contrast, PSO often requires distributing the nodes’ best local and global solution to all nodes, which means it relies on guaranteed connectivity and heavy communication between all the nodes. Furthermore, a central node might be needed to collect all information, perform calculations and then distribute the results. With this in mind, we motivate using a GA as follows:

1. GAs generate candidate solutions based exclusively on information available to a node locally.
2. A GA only requires communication with its neighboring WSN nodes (as opposed to all).

2.3. BISON Algorithm: A Quick Review and Overview

We previously [54,55] introduced BISON (bio-inspired self-organizing network), an approach using Voronoi tessellations to iteratively deploy homogeneous mobile nodes into unknown environments to establish a WSN. Our approach does not rely on special injection conditions and can maximize coverage while maintaining or re-establishing WSN connectivity automatically. Nodes draw on locally available information only and can autonomously determine the direction to move to new positions. The process is described in the next paragraph and illustrated in Figure 1, below. Note that in this process, nodes only require information available locally to determine new positions to move to.
Any node $i$ can calculate the perpendicular bisectors for the lines connecting it to its neighbors. As shown in Figure 1b, these lines form a polygon. In addition, $n_i$, the drone’s location, is at the center of a circular region (shown in Figure 1a) with the node’s sensing range $R_{S_i}$ as the radius.

**Figure 1.** Simplification of the working principle behind the BISON algorithm. In a wireless sensors network (WSN), any drone acting as a node $i$ in the WSN can calculate two areas: the area $A_{S_i}$ defined by its the node’s sensing range ($R_{S_i}$), shown in panel (a), and its Voronoi polygon $A_{V_i}$ resulting from overlapping sensing ranges with neighboring nodes, shown in panel (b). Combining these two results in the actual area covered by the node; see panel (c). For any such polygon we can calculate $n'$; i.e., the hypothetical position of the drone if it were at its center of gravity; see panel (d). In BISON, the difference between $n$ and $n'$ is used to continuously drive them to move toward their centers of gravity [70], and through this, explore any accessible space and achieve coverage and connectivity [54,55]. The basic algorithm, enhanced with genetic algorithms (cf. Figure 2), Section 3.2; the BISON fixed nodes, Section 3.3; and the BISON conditional approach, Section 3.4), differ mainly in how this is achieved.

The union of the areas shown in (a) and (b) constitutes the area covered by the drones; if this area is not bounded by perpendicular bisectors (as it is the case in Figure 1c) the node is not at its area’s center of gravity, as shown as $n'$ in Figure 1d. Moving towards $n'$ allows the node to explore its environment [70]. Note that, while nodes without close neighbors remain stationary in this process, their eventual re-connection to the WSN is ensured through the injection of additional nodes into the environment. This is triggered whenever any of the already deployed nodes fails to report to the injection point, which indicates that either the injection point itself is not covered by the WSN or that a node has become disconnected by moving too far away. In a bounded (finite) environment, this process will deterministically lead to full (as far as possible) coverage and network connectivity.

**Figure 2.** Illustrating the difference between movement destination in BISON and the GA: the red crosses are randomly selected candidate locations that are evaluated by the node before one is chosen as the new target location. For comparison, the green dots are the deterministically calculated centroids the neighboring cells moved toward if they used BISON. Figure 3 shows this in the context of a swarm of nodes which is partly of filling an inside area: nodes at the outer edge may not have a neighboring (touching) node at all, but as the number of nodes increases the circular coverage becomes a polygon.

In a computer simulation, obstacle detection is trivial (if we want it to be). When engineering a real world implementation, obstacles can be sensed based on the reflection of radiated signals [90] from the sensor nodes toward their surrounding environment or having bumper sensors [91].
Since we are dealing with a (simplified) circular sensing range, omnidirectional sensor nodes are assumed to transmit signals along 360°. Any signal blocking/distorting obstacle within the sensing range will reflect the signal to some extent, enabling the device to infer the distance to the object and its (approximate) location. New Voronoi regions are calculated from detected obstacle boundaries and the sensing range and the neighboring bisectors.

3. The GA-BISON Approach

BISON relies on the drives of nodes to move towards “their” center of gravity (cf. Figure 1d). In Biology, the laws of physics provide this force but drones are not inherently aware of the equivalent of this for their Voronoi tessellations. Instead, this has to be calculated during run-time and on-board. All values required to do so can be measured/estimated using existing technologies.

**Algorithm 1: basic Genetic Algorithm.** Pseudo-code for the general genetic algorithm, used by BISON FixedNodes (in line 9 of Algorithm 2) and conditional (in line 10 of Algorithm 3). The algorithm takes the following input: r (the number of nodes to consider), num_sol (the number of solutions to generate per node), pop_size (the population size), α (the number of iterations) and β (the mutation rate). The output of the algorithm is the solution s.

```plaintext
1 for each of the (selected) r nodes n_i do
  2 generate v_{n_i}, the Voronoi region for n_i;
  3 Solutions ← populate with num_sol random solutions (i.e., locations inside v_{n_i});
  4 Candidates ← select pop_size locations from Solutions;
  5 extra = num_sol − pop_size;
  6 for α iterations do
    7 for node ∈ Candidates do
      8 find Voronoi region V_{node} for node;
      9 calculate area A_{V_{node}};
      10 calculate area of sensing range A_{S_{node}};
      11 using Equation (1), determine the value of obj_{fun}(node);
    12 end
    13 pop_1 ← select best pop_size/2 candidates node ∈ Candidates (using obj_{fun}(node));
    14 for j = 1 : 2 : size pop_1 do
      15 offs(j) ← (X_{pop_1}(j), Y_{pop_1}(j + 1));
      16 offs(j + 1) ← (X_{pop_1}(j + 1), Y_{pop_1}(j));
      17 save offs(j) and offs(j + 1) to pop_2;
    18 end
    19 if size extra < pop_size then
      20 mut_point ← β × pop_size number of random points from extra;
    21 else
      22 mut_point ← β × pop_size number of random points from extra with size pop_size;
    23 end
    24 mut_point_ind ← index of mut_point;
    25 mutate pop_size(mut_point_ind) with mut_point;
    26 Candidates ←;
  27 end
  28 evaluate obj_{fun} for pop_size;
  29 s ← max_{pop_size}(obj_{fun});
  30 return s;
end
```
As this requires calculations to be performed anyway (incurring computational cost) it stands to reason to investigate whether these calculations can be simplified or whether using something other than the center of gravity can yield comparable results. As it turns out, using a GA to determine good candidate locations for the drone to move to (cf. Figure 2) does not only match the performance of BISON, it shows the potential to discover even better locations for the nodes to move to next, resulting in better the convergence of the network as a whole [71–74,80].

3.1. Basic Modeling Choices

3.1.1. Basic Modeling Decisions for Drone-Swarm Based Indoor WSN Deployment

With regard to using a drone swarm to explore an indoor environment, the entry point into this environment can play a crucial role. The decision on this matter is very likely going to be dependant on the specific environment encountered in each scenario. For our investigations we assume that there is such an entry point given, that there is only one such point and that—for the sake of this investigation—it is found at the coordinates (0, 0) (cf. Figure 3). We believe that this choice is fair one to make for our use case scenario, because drone deployment will start from the entrance into the environment and we can allocate the coordinates (0, 0) without loss of generality. As for the position in the environment, we argue that being in a corner or along a wall makes little difference. Placement inside the environment (representing drone injection through the floor or the roof) might make a difference but this is not considered in our performance evaluation and left for future work.

The rate of injecting new drones is determined by the proximity of the drone added most recently to the injection point: once this distance exceeds the sensing range ($R_S$) of the drone, a new drone is powered up. The same happens when there is at least one drone that has no current connection to the WSN (indicating that it has drifted outside the sensing range of all its peers). Basically, by requiring (a) the drones to form a connected network and (b) the injection point to be covered by the WSN (and due to the fact that drones will push outwards and into other drones, in turn causing them to move away from the injection point) we have an indicator on whether the number of drones in the swarm suffices to provide complete coverage. Whenever this is detected we add one more drone to the swarm. See Figure 3 for an example of drones pushing into an environment to form a connected network.

3.1.2. Basic Modeling Choices for the Generic Algorithm

With regard to the use of genetic algorithms to determine a new location for a drone to move to, two fundamental decisions have to be made: (1) where to look for new candidate locations (since we are not simply using the center of gravity) and (2) how to compare potential candidate solutions. In this section, we first address these two choices (Section 3.1) and then propose a generic GA-enhanced BISON algorithm (Algorithm 1, Section 3.2) as well as two refined versions thereof where the GA is either applied to a initially fixed number of nodes (Algorithm 2, Section 3.3) or where this is done conditional on the state of affairs at the moment the algorithm is run (Algorithm 3, Section 3.4).

1. Where to look for (new) candidate locations: The GA will only consider locations inside the node’s confined Voronoi region. The motivation for this is that, as shown in Figure 1, we are certain that these locations are known to the node. Given this, we can simply generate random points within the area as potential candidate solutions (depicted by red crosses in Figure 2).

2. How to compare the quality of candidate locations: While most objective functions in the literature focus on a single optimization problem, such as coverage, connectivity, or energy consumption [73–75] we use multi-objective optimization. The few multi-optimization objective functions in the literature, e.g., combine coverage with either energy consumption (distance traveled) or with inter-node connectivity [76,77,92]. Our objective function combines three parameters: coverage (measured—for each candidate location—as the ratio between the area of the Voronoi region $A_V$, and the area defined by the sensing range $A_S$ of node $n$, [93]), connectivity (the number of neighboring nodes), and energy cost (measured as the distance to travel).
**Algorithm 2: GA-BISON (fixed nodes).** The algorithm takes the following input: a set of nodes $S$ to which to apply the algorithm to, $\text{minCoverage}$ (a threshold for minimum coverage to be achieved before the algorithm is used, initially set to 50), $\text{stopCDT}$ (a termination criterion on the observed node movement, set to $\frac{\delta_{\text{SNR}}}{100}$) and $\text{stopCount}$ (a second termination criterion on iterative coverage improvements, set to 15).

1. **while** ($\text{stability} > \text{termination} \lor \text{count} < \text{stopCount}$) **do**
2. 1. **if** (exist disconnected node \lor node away from injection point) **then**
3. 2. inject new node;
4. 3. **end**
5. 4. **for** each node $n_i$ **do**
6. 5. Add Gaussian noise to neighbor nodes;
7. 6. Generate Voronoi region;
8. 7. **if** $n_i \in S$ **then**
9. 8. $L_i \leftarrow \text{Algorithm 1}$;
10. 9. move $n_i$ towards $L_i$;
11. 10. $\text{shift}_i \leftarrow d(n_i, L_i)$;
12. 11. **else**
13. 12. Calculate Voronoi Centroid $C_i$;
14. 13. move $n_i$ towards $C_i$;
15. 14. $\text{shift}_i \leftarrow d(n_i, C_i)$;
16. 15. **end**
17. 16. **end**
18. 17. $\text{stability} \leftarrow \sum_i \text{shift}_i$;
19. 18. **if** $\text{PAC}$ (cf. Equation (2) on page 12) $\geq \text{minCoverage}$ **then**
20. 19. $\text{count} = \text{count} + 1$;
21. 20. $\text{minCoverage} \leftarrow \text{PAC}$;
22. 21. **end**
23. 22. **end**
24. 23. **end**

The objective function for each candidate solution $n'_i$ (used in line 11 of Algorithm 1):

$$
\text{obj}_{\text{fun}}(n'_i) = \begin{cases} 
\frac{A_{V_i}}{A_S} \times \frac{1}{d(n_i, n'_i)} & \text{if } N_{n'_i} \geq N_{n_i} \\
0 & \text{otherwise}
\end{cases}
$$

(1)

where

- $A_{V_i}$ (used line 9 in Algorithm 1) is the node’s Voronoi area;
- $A_S$ (used in line 10 in Algorithm 1) is the node’s sensing range area;
- $d(n_i, n'_i)$ is the distance between the new candidate ($n'_i$) and the existing ($n_i$) location;
- $N_{n'_i}$ is the number of neighbors at the new location;
- $N_{n_i}$ is the number of neighbors at the existing location.

See Figure 1 for a visual explanation of the parameters used.

3.2. The Genetic Algorithm—Basic Algorithm

The basic algorithm for the GA (provided as Algorithm 1 on page 8, above) is explained below:

1. **Initialization:** Initially, $\text{pop\_size}$ (the GA population size) candidate solutions (locations) inside the respective Voronoi region are generated randomly (line 3 of Algorithm 1 on page 8) and
evaluated using the objective function (line 11). Based upon this, the best \( \frac{\text{pop.size}}{2} \) solutions are kept as parents for the next GA generation (line 13).

2. **Genetic Operators**: Two standard operators, *cross-over* (lines 15–17) and *mutation* (line 26) are used. The crossover step is implemented as a single-point crossover: two parent solutions are chosen at random and their y-axis values are switched, thereby generating two new offsprings. This process is repeated \( \frac{\text{pop.size}}{2} \times 2 \) times (because parent and offspring generation are of the same size). To ensure diversity, mutation is applied to the offspring generation.

3. **Selection**: the best \( \frac{\text{pop.size}}{2} \) from the parent and offspring generation are kept as the next generation (line 27); the best member of this generation becomes the new sensor position.

---

**Algorithm 3: GA-BISON (conditional)**. The algorithm takes the following input: 

- \( \text{minNeighbours} \) (a threshold value below which the GA is used, set to 4),
- \( \text{minCoverage} \) (a threshold for minimum coverage to be achieved before the algorithm is used, initially set to 50),
- \( \text{stopCDT} \) (a termination criterion on the observed node movement, set to \( \frac{R_s}{100} \)) and
- \( \text{stopCount} \) (a second termination criterion on iterative coverage improvements, set to 15).

```plaintext
1 while (stability > termination || count < stopCount) do
  2   if (exist disconnected node || node away from injection point) then
  3       inject new node;
  4   end
  5   for each node \( n_i \) do
  6     Find number of neighbors \( N_i \);
  7     Add Gaussian noise to neighbor nodes \( N_i \);
  8     Generate Voronoi region;
  9     if for \( n_i \) (0 < \( N_i \) < minNeighbours) then
 10        \( L_i \leftarrow \) Algorithm 1;
 11        move \( n_i \) towards \( L_i \);
 12        \( \text{shift}_i \leftarrow d(n_i, L_i) \);
 13     end
 14     else if \( N_i \geq \text{minNeighbours} \) then
 15        Calculate Voronoi Centroid \( C_i \);
 16        move \( n_i \) towards \( C_i \);
 17        \( \text{shift}_i \leftarrow d(n_i, C_i) \);
 18     end
 19     else
 20        \( n_i \leftarrow n_i \);
 21        \( \text{shift}_i \leftarrow 0 \);
 22     end
 23   end
 24   stability \leftarrow \sum^N \text{shift}_i ;
 25   if \( \text{PAC} \) (cf. Equation (2) on page 12) \( \geq \text{minCoverage} \) then
 26     count = count + 1;
 27     minCoverage \leftarrow \text{PAC};
 28 end
end
```

### 3.3. The Genetic Algorithm—GA-BISON (Fixed Nodes)

As the name suggests, in this variation of BISON the genetic algorithm is applied to a fixed number of nodes (we experimented with using 1, 3, 7 or 10 in our performance evaluation, cf. Section 4.3 or Figure 5). Furthermore, as visualized in Figure 7, the genetic component of the approach is only used
after at least 50% coverage has been achieved (as there is very limited benefit in doing so from the start). This is the tunable parameter minCoverage in Algorithm 2.

The implementation strategy of GA-BISON fixed nodes is to randomly choose drones from the existing swarm who will apply the GA to determine their next target location to move to (while the remaining drones will continue to use the original BISON algorithm). The pseudo-code for the GA-BISON (fixed nodes) algorithm is provided as Algorithm 2 on page 10.

3.4. The Genetic Algorithm—GA-BISON (Conditional)

The conditional variation of the GA approach is used from the beginning but applied only to nodes with a small number of neighbors (three or fewer). The reasoning is that nodes which are surrounded by neighbors are unlikely to improve the WSN performance by making large movements (on the contrary, at this stage they are optimizing the WSN locally through small position changes). The pseudo-code for the GA-BISON conditional algorithm is provided as Algorithm 3 on page 11.

4. Setup and Performance Measures

4.1. Simulation Setup

To compare the performances of the algorithms, we simulated an environment (square area) into which a drone swarm was deployed to realize a WSN. As shown in Figure 3, we considered obstacle free spaces and spaces with objects scattered though the environment. In addition, we investigated how the approaches could handle communication noise. Obstacles block the movement of nodes; communication noise affects how accurately a node can determine the position of neighboring nodes, used to calculate the node’s Voronoi region. We investigated whether adding a moderate Gaussian noise effect to the communication (noise standard deviation of 0.05, [54,55]) significantly impacted system behavior. The simulation terminates/stops when either (a) the average shift of the nodes drops below a threshold value (see below) or (b) the overall area coverage no longer improves.

For all simulations, the nodes’ sensing range was assumed to be \( R_S = 10 \) m (meters); the communication range (defined relative to \( R_S \)) was \( R_C = \sqrt{3}R_S \). The environment into which the swarm was deployed was simulated to be 100 m × 100 m. Drones could only enter this environment at a dedicated injection point, situated at position (0,0). The threshold value for the minimum average node shift, used as a termination criterion for the algorithm, was set to \( \frac{R_s}{25} \) (for more details on any of these settings/the motivation, we refer to [54,55]). The simulations were implemented in MATLAB R2017b.

4.2. Evaluation Metrics

Following the argumentation in earlier work, and in accordance with the literature, performance of the algorithms is measured through three metrics (cf. [54,55]). The three metrics used are:

- **The number of simulation steps** required to achieve optimum performance (full coverage). This is a straightforward metric to measure the speed with which the algorithms converge on the optimal solution. Since the execution of the algorithms is happening on each device separately and under the assumption that the actual flying operation takes more time than the calculations, comparing the performance on the basis of the simulation steps required to achieve full coverage enables us to relate the approaches to one another with regard to deployment speed.

- **The percentage area coverage** (PAC): following from the previous metric, the coverage achieved is the primary measure for performance. By considering not only the moment when this is fully achieved, but also its development over time until then, we can compare the approaches progress during execution. For the measure PAC, the coverage of 100,000 sampling points inside the environment into which the swarm is released is recorded. Given these, PAC is calculated:

\[
PAC = \frac{\text{Number of covered points}}{\text{Total number of (accessible) points}} \times 100
\]
The sampling points are drawn from the accessible area inside the environment, meaning that pillars/signal scattering objects are excluded. This is of relative little impact here, but for investigations on environments with a larger number of walls and objects (not included in this report) this makes a significant difference. The area coverage is expressed as a percentage precisely because this allows us to compare the results from different environments.

- **The cumulative distance traveled (CDT):** after considering the steps to completion and the evolution of coverage; until then we use CDT as a measure for comparing the physical effort required (i.e., the cost) to do so. CDT is calculated as the sum of all node-movements over time:

\[
CDT(n) = \sum_{i=1}^{n} cnm(t_i)
\]

with \(cnm\) the sum of the combined node movements during a time step, defined recursively as:

\[
cnm(t) = \begin{cases} 
\frac{1}{N(t)} \sum_{i \in N(t)} |d(L_{t-1}^i, L_t^i)| & t > 1 \\
\frac{1}{N(t)} \sum_{i \in N(t)} |d(L_0^i, L_t^i)| & t = 1
\end{cases}
\]

with \( |d(L_{t-1}^i, L_t^i)| \) the absolute Euclidean distance between the previous location of node \(n_i\) and its current one, where \(L_0^i\) is the injection point at time \(t_0\).

**Figure 3.** Two different types of indoor environments were simulated: one where the swarm of drones was dispatched into one large indoor environment (e.g., a large factory hall) and another wherein the indoor environment was filled with obstacles (such as, e.g., pillars). In the images above, the red lines indicate drones connected by proximity. In both cases there are drones at the outer edge of the swarm that are temporarily not connected. As explained in Section 3.1.1, this is remedied as more drones are added to fill the entire area (see Figure 6 on page 16 for snapshots of the process over time). Scatterers block the passage of drones and make the problem more difficult (and the scenario more realistic).

### 4.3. GA Parameter Settings

Using the above performance measures, a preliminary parameter space exploration was conducted to determine adequate parameter settings for the GA. Specifically, the population size and the mutation rate needed to be fixed, along with the number of generations (of candidate solutions) produced (i.e., the number of iterations before picking location to move to). Therefore, these three parameters were investigated separately using PAC, CDT and steps as objective functions. Our parameter space exploration was undertaken for the BISON fixed nodes algorithm, where results were generated for 1, 3, 7 and 10 nodes. Below we report on these individual investigations for population size, number of generations and mutation rate, respectively; the results are shown in the overview in Table 4.
Table 4. Results for the parameter-space exploration for obstacle-free environments without communication noise, using the GA-BISON fixed nodes algorithm. Shown are: the percentage of the area covered PAC, the cumulative distance travelled by all nodes CDT as well as the number of steps taken st) for four different numbers of fixed nodes (1,3,7,10). For each parameters population size (p), # iterations (#) and mutation rate (m) three values were investigated in isolation. The highlighted values were used for the performance evaluation provided in Section 5. Figure 4 shows this graphically.

| GA-BISON  | GA-BISON  | GA-BISON  | GA-BISON  |
|-----------|-----------|-----------|-----------|
| 1 nodes   | 3 nodes   | 7 nodes   | 10 nodes  |
| PAC (%)   | CDT (m)   | st        | PAC (%)   | CDT (m)   | st        | PAC (%)   | CDT (m)   | st        |
| p = 10    | 93.68     | 15.8      | 426       | 94.00     | 50.03     | 467       | 82.68     | 81.15     | 307       | 85.56     | 71.16     | 341       |
| ±         | 1.2       | 2.69      | 48.7      | 3.4       | 5.1       | 68        | 2.2       | 12.1      | 53        | 3.13       | 26        | 63        |
| p = 15    | 95.78     | 22.7      | 526       | 84.64     | 41.06     | 330       | 85.42     | 108.5     | 440       | 80.27     | 147.6     | 454       |
| ±         | 1.4       | 3.27      | 54.1      | 2.3       | 4.2       | 52        | 3.1       | 14.8      | 62        | 2.05       | 32        | 71        |
| p = 20    | 96.87     | 23.62     | 545       | 90.42     | 56.82     | 467       | 80.84     | 81.17     | 293       | 80.9      | 121.6     | 316       |
| ±         | 1.9       | 4.06      | 56.3      | 2.9       | 5.5       | 63        | 1.6       | 12.1      | 48        | 2.21       | 28        | 56        |
| # = 15    | 96.87     | 23.14     | 545       | 90.42     | 56.82     | 467       | 80.84     | 81.17     | 293       | 80.9      | 121.6     | 316       |
| ±         | 1.2       | 2.5       | 49        | 4.5       | 14.6      | 77        | 2.58      | 15.9      | 28        | 0.61       | 27        | 16        |
| # = 30    | 93.8      | 16.15     | 418       | 80.92     | 23.75     | 273       | 87.98     | 99.74     | 397       | 82.15     | 59.69     | 273       |
| ±         | 1.2       | 1.6       | 42        | 4.1       | 9.6       | 58        | 3.47      | 17.8      | 36        | 1.11       | 13        | 14        |
| # = 50    | 98.2      | 18.9      | 600       | 92.67     | 56.31     | 532       | 83.3      | 54.65     | 351       | 82.41     | 63.99     | 301       |
| ±         | 1.7       | 1.8       | 70        | 4.7       | 14.4      | 103       | 2.92      | 13.7      | 31        | 1.24       | 16        | 15        |
| m = 0.05  | 96.87     | 23.67     | 545       | 90.42     | 56.82     | 467       | 80.84     | 81.17     | 293       | 80.9      | 121.6     | 316       |
| ±         | 1.8       | 1.5       | 71        | 1.2       | 3.65      | 19        | 1.06      | 9.6       | 30        | 1.16       | 17        | 34        |
| m = 0.1   | 93.6      | 20.61     | 429       | 92.95     | 52.66     | 489       | 83.6      | 71.4      | 272       | 83.59     | 129.8     | 359       |
| ±         | 1.5       | 1.2       | 66        | 1.3       | 2.9       | 23        | 2.04      | 7.4       | 28        | 1.94       | 19        | 37        |
| m = 0.2   | 92.69     | 20.09     | 399       | 93.14     | 55.99     | 530       | 81.58     | 97.84     | 351       | 81.06     | 87.98     | 421       |
| ±         | 1.3       | 1.2       | 54        | 1.4       | 3.61      | 26        | 1.49      | 10.4      | 33        | 1.57       | 14        | 39        |

The above table presents the results for independent evaluation of the three parameters population size (p), # iterations (#) and mutation rate (m). These choices for the respective missing parameters were initially guided in part by the existing values in literature (e.g., for the mutation rate) and in part by the design of the model problems we aim to solve (such as population size), but later confirmed by the results obtained. The values of parameters outside the ranges shown in the Table do not show promise of better overall performance (with respect to PAC, CDT and steps).

It is likely that the changes in these parameters would impact performance similarly across algorithms. Furthermore, the evaluated scenarios are simplifications and we fully expect to have to perform additional analysis before deploying drones in the wild. Since the parameters for specific real world scenarios will very likely be scenario dependent, we argue that the chosen ones suffice for our evaluation here and we hypothesize that they are good guesses for the initial iteration.

4.3.1. Population Size (Figure 4, top row)

When fixing the population size, we can notice that when the number of nodes applying the GA increases, the number of simulation steps and the percentage area coverage decrease, while the cumulative distance traveled increases (cf. Figure 4). This is because with a greater number of nodes applying the GA comes larger movements to discover the region of interest in one simulation step.

Furthermore, in Figure 4 we can also notice that for lower number of nodes, the increase in the population size increases the number of steps; while for a larger number of nodes, higher population sizes yield in fewer steps with a slight reduction in CDT values. In our implementation, we care more about discovering more possible solutions when implementing a GA, to have a better and
wider discovery process. Therefore, we have chosen population size 20 to be used during GA-BISON implementation, to make use of its benefits on PAC and number of steps.

![Graphs showing parameter space exploration results for population size, number of iterations, and mutation rate.](image)

**Figure 4.** Results for the parameter space exploration for the population size for the genetic algorithm. Reported are PAC (left panels), CDT (middle panels) and generations of candidate solutions (iterations, right panels). The numerical values are reported in Table 4, cf Section 4.3 for a discussion.

**Top row:** Parameter space exploration for population size (using 15 iterations and a mutation rate of 0.05) in obstacle free environments without communication noise. Given these results, the value population size = 20 was used. **Middle row:** Parameter space exploration for number of iterations (using a population size of 20 and a mutation rate of 0.05) in obstacle free environments without noise. Given these results, number of iterations = 15 was used. **Bottom row:** Parameter space exploration for the mutation rate (using 15 iterations and a population size of 20) in obstacle free environments without communication noise. Given these results, 0.05 was used for the mutation rate.

4.3.2. Number of Iterations (Figure 4, middle row)

Considering the final coverage achieved (Figure 4, middle row, left panel) we find that the number of iterations doesn’t significantly alter the outcome, once we use at least 15 iterations. Therefore, to reduce the energy consumption, simulation time, and computation complexity, we chose 15 iterations to be processed in the system. We acknowledge that, for seven fixed nodes (the variation of BISON fixed nodes used for our noise coherence analysis (Section 5.2, Figures 12 and 13), 30 iterations would
result in marginally better WSN coverage (Figure 4, middle row, left panel); however, as this comes at a greatly increased cost (Figure 4, middle row and panel) we argue that 15 is an appropriate choice.

4.3.3. Mutation Rate (Figure 4, bottom row)

The results’ dependence on the mutation rate affects the number of required steps and the CDT values, in such a way that higher mutation rates increase the number of simulation steps and CDT (cf. Figure 4, bottom row). The percentage area coverage (PAC) is not significantly affected by the change in the mutation rate, while the increase in the number of nodes reduces the percentage area coverage achieved in the system when fixing the mutation rate. On balance, a mutation rate of 0.05 provides a moderate level of CDT with the least number of simulation steps.

4.4. The Number of Fixed Nodes in BISON-GA (Fixed Nodes)

As shown in Figure 5a, in the obstacle-free environment, increasing the number of affected nodes improves PAC until seven nodes are used. The improvement in performance with regard to PAC and steps (cf. Figure 5a,c) seen when increasing the GA-enhanced nodes to seven is less pronounced when there are obstacles present in the environment. Due to this, Section 5.2, which is dedicated to our separate investigation on noise coherence analysis, compares results for an obstacle-free environment, that were generated using seven fixed nodes in the fixed nodes algorithm. To motivate this choice further, the investigations on the overall performance of the algorithms, Section 5.1, compare results for 1, 3, 7 and 10 nodes (cf. Figures 8–11) and contrast the performance in an obstacle-free environment (cf. Figures 6, 8 and 9) with the performance in an environment with obstacles (cf. Figures 10 and 11).

Figure 5. Performance comparison over the number of fixed nodes (x-axis) in the GA-BISON fixed nodes algorithm for both noise settings. Plotted are PAC (a), CDT (b) and number of simulation steps (c) (cf. Section 4.2 for details on these three).

In contrast to what we observe for PAC and steps, CDT performance (cf. Figure 5b) decreases almost always when the number of nodes using the GA is increased.

Figure 6. A snapshot showing—for both scenarios—an intermediate stage of coverage using BISON (left), GA-BISON fixed nodes (middle) and GA-BISON conditional (right). Shown are covered areas per drone/node (circles) and inter-node connections (red lines). These images are provided here to illustrate the difference in swarm behavior during deployment; for numerical comparison, see Figures 7–11 (algorithm performance, measured in PAC, CDT and steps, defined by Equations (2) and (3), respectively) and Figures 8–11 (drone movement, expressed as diffusion (D) and drift (F), defined by Equations (4) and (5), respectively).
Figure 7. Performance analysis of the algorithms; plotted (y-axis) are PAC (left) and CDT (right), over the number of steps (x-axis). The shown results are for obstacle-free environments and without added noise. As discussed in Section 3.3, the BISON fixed node algorithm starts using the GA after at least 50% coverage has been achieved. Therefore the initial trajectory of the respective graphs (shown here in black) is that of the original BISON, with the graphs for the different numbers of fixed nodes diverging once BISON has achieved 50% coverage. For readability, this is omitted in Figures 8–11 by starting the plots at the 50% mark on the y-axis (for PAC) or at the 0 mark (for CDT).

As already mentioned above, it also turns out that—maybe surprisingly—adding noise improves performance, and happens with both CDT and the number of required steps (Figure 5(c)), but it does so differently depending on the numbers of nodes to which the algorithm is applied to.

5. Results and Discussion

We first (Section 5.1) evaluate algorithm performance (summing up our findings in Table 5 on page 20) and then (Section 5.2) investigate the noise coherence properties of the WSN drone swarm. For the performance analysis we consider both obstacle-free and obstacle-rich environments separately (Sections 5.1.1 and 5.1.2, respectively) before comparing them in Section 5.1.3. We show the impact of noisy communication on algorithm performance (Section 5.1.4) and conclude with a summary.

Up to this point, our investigations were primarily theoretical in nature. Section 5.2 focuses on the drift and diffusion of the members of a swarm under noisy communication channels. Combined with the insight that some noise actually improves swarm performance, this servers as a motivation to continue our work, with the testing of the approaches using real drones as a goal.

5.1. Performance Evaluation of the Algorithms

5.1.1. Performance Evaluation—Obstacle-Free Environment

We measure the percentage of the covered area (PAC), plotted in Figure 8; for numerical results of the fixed node approach see Table 4. The final performances are comparable across algorithms but the original BISON approach takes ≈850 steps to terminate. Notably, we can clearly see when comparing the left and the right panel of Figure 8 that with regard to PAC, adding noise improves the performances across the board. With regard to the discovery rate, that is, the evolution of PAC over time, the plots in Figure 8 show both a steeper gradient and a higher final result when noise is added. This means that in noisy environments, the algorithms perform better faster. The CDT allows comparison of the operational cost incurred by the algorithms. The graphs in Figure 9 clearly show that the original approach absolutely outperforms both of the proposed algorithms using the GA. While the original BISON continued to run for an additional 450 steps before terminating, the PAC achieved after 400 steps is already very good (cf. Figure 8) while incurring a fraction of the movement cost of the enhanced algorithms (cf. Figure 9). Regarding algorithm efficiency, the conditional approach terminates after around 150 iterations, while fixed node takes significantly longer but still less than the original approach (which requires ≈850 steps to terminate).
Figure 8. PAC (y-axis) plotted over the number of steps (x-axis). We compare performances in an obstacle-free environment for perfect communication (left) and (right) when communication is subjected to noise. Note: the fixed nodes algorithm only starts after 50% coverage is achieved, which is why the respective graphs start at this mark on the y-axis; cf. Figure 7.

Figure 9. CDT (y-axis) plotted over the number of steps (x-axis). The plots compare the algorithms in an obstacle-free environment for perfect communication (left panel) and (right panel) when communication is subjected to a Gaussian noise effect (standard deviation: 0.05).

5.1.2. Performance Evaluation—Obstacle-rich Environment

As before, WSN coverage is given by the achieved final PAC in Figure 10 while the evolution thereof over time is the discovery (the steeper the better). Again, all approaches perform similarly, with conditional approach marginally outperforming the others, and as before, the original BISON approach taking ≈850 steps. As in the obstacle-free environment, the three algorithms show distinctly different performance behaviors with all variations of the fixed node approach performing almost the same. Again, adding noise (Figure 10, right panel) improves performances. Regarding the discovery rate, the conditional approach quickly gains coverage, slowing down only towards final performance values. In contrast, the other approaches’ discovery rate only increases (almost) linearly.

As before, BISON continues to outperform the GA approaches when obstacles are added to the environment (shown as CDT in Figure 11). Regarding the efficiency, the conditional approach terminates around 200 iterations; fixed node takes significantly longer with noise improving on this significantly though. The original BISON again performs worst of all.
5.1.3. Obstacle-free versus Obstacle-rich Environment

We compare the impact of different environments on the performance of the algorithms, i.e., the results for an obstacle-free environment (Figures 9 and 8) with those obtained in the obstacle-rich environment (Figures 11 and 10). As the individual results are already discussed in the previous sections we focus on the environment related insights here only.

When comparing the PAC in Figure 8 with those in Figure 10, the similarities are striking, both in the absence (respective left panels) and the presence (respective right panels) of noise. Note that in Figure 10, the x-axis shows the first 500 steps, 25% more than the plots in Figure 8. This 25% increase is needed because adding objects affects performance consistently for both measures (PAC, CDT) and in both environments. Adding objects or noise also improves the discovery rate, significantly. Also in both environments With regard to the aggregated nodes’ movement (i.e., the cost for the WSN deployment), the original BISON achieves significantly better coverage with a lot less movement in either environment. As for the efficiency of the approaches, it turns out that interestingly, adding objects results in longer algorithm run times but adding noise has a detrimental effect in the obstacle-free environment while it actually improves algorithm run-time in the presence of obstacles.
5.1.4. The Impact of Noise

We investigate the impact of adding noise to the communication, i.e., the impact of imprecision in the centroid calculations. As motivated in Section 5.2.1, estimating the neighboring nodes distances from the time of arrival of the transmitted signal is always inaccurate in real implementations. This is due to both internal and external factors, including the device performance, and the outside interference with other signals. Therefore, our contribution in this work is including the effect of noise as a randomization technique that can simulate the inaccuracy of determining the localization of the neighboring nodes distances. In contrast to the approach in [68], where randomization was utilized, we wanted to examine a clearly defined noise function. Having several factors affecting a certain measurement will tend the overall behavior of the random numbers to follow normal distribution. In addition to that, since the environment we are dealing with is unknown, it was reasonable to consider the general form of noise distribution which is the Gaussian distribution [94, 95]. Our analysis is concerned with distributing the mobile nodes inside a closed region of interest; hence our consideration of noise is limited to indoor communication noise. An interesting note mentioned in [96, 97] is that even if the fading noise mechanisms are characterized by multiples of Gaussian distribution or other distribution forms, the overall contribution of these mechanisms will eventually tend toward Gaussian distribution. Therefore, we used the simplest model of Gaussian distribution with zero mean to describe the noise affecting the sensing technique used to find the distance between the neighboring sensors. We can compare the impact of noise by comparing the left panels (no noise) with the right panels (noise added, standard noise deviation: 0.05) in Figures 8–11.

With regard to coverage (Figures 8 and 10), adding small amounts of noise improves the total coverage achieved by the WSN. Similarly, PAC increases faster under noise, with larger gains achieved at an earlier deployment stage. However, for BISON and the conditional approach (independent of the number of obstacles) noisy simulations incurs a higher cost (cf. CDT in Figures 9 and 11). This also holds for the fixed node approach except when only a single node is using the GA.

As far as the algorithm efficiency is concerned, we previously noted that adding objects to the environment always slows the swarm down. This is also the reason for reporting 500 iterations in Figures 11 and 10 (as opposed to 400 in Figures 9 and 8). Furthermore, the steeper gradients observed for the CDT plots (representing increased node movement when adding noise) in Figures 9 and 11 clearly indicates that noise also results in the nodes moving faster.

5.1.5. Summary and Discussion

Our findings regarding the performances of the algorithms are summed up in Table 5. Given the fact that energy can be expected to be a limited resource for many WSN and certainly for most mobile WSN, the energy demands of the algorithms might be the most important measure. In that regard the original algorithm clearly outperforms its GA offsprings. This is not surprising as it was designed with simplicity in mind. Given the higher energy cost for the new algorithms it is also logical that the increased cost seems proportional in the number of nodes using the GA.

Table 5. A brief summary and interpretation of the performances shown in Figures 5 and 7–11 above: for both discovery rate and coverage, fast or high is preferable; for noise tolerance robust means unaffected; the energy demands compare the requirements of the respective algorithms.

|                         | Discovery Rate | Coverage          | Noise Tolerance | Energy Demands |
|-------------------------|----------------|-------------------|-----------------|----------------|
| BISON with GA           | fast           | low to moderate   | robust          | high           |
| (conditional)           |                |                   |                 |                |
| (fixed nodes)           | low to moderate| moderate          | moderate        | moderate to high|
| BISON                   | low            | high              | high            | low            |
The positive impact of communication noise on performance is clearly visible across Figures 9–10 (left panels: no noise; right panels: noise). As noise causes more courageous exploration it also makes intuitive sense that this is least beneficial for the algorithm where a fixed number of nodes use the GA (as opposed to none or only those at the outer fringe of the network).

The benefits of augmenting BISON with a GA becomes evident when considering the deployment speed where it again is increasingly beneficial to have more nodes use the GA (fixed nodes) and adding this only for those nodes at the outer edge of the network (conditional). However, a high discovery rate comes at the cost of coverage, which is inverse proportional to the deployment speed.

In Section 2.2 we discuss alternatives to using GA, however, this article only provides results for a hybrid approach using BISON and GA. A comparative evaluation against hybrid approaches using other heuristics is outside the scope of this paper. However, prior to embarking on our project, a comparison with the NSVA algorithm [54,98] was performed. We found the original BISON algorithm to be superior in the following ways: in terms of coverage and the number of nodes, BISON tends to achieve maximum coverage at an earlier time and with fewer nodes compared to the NSVA algorithm (with ratio of 1 to 3), under the same parameters.

5.2. Noise Coherence Analysis

As noise significantly impacts WSN deployment properties, a short investigation of the effect it has on node movement is in order. This is further motivated by the desire to apply the theoretical work to practical implementations for swarms of (semi-)autonomously operating drones. With that in mind, the average device velocity and the changes of this value over time offer valuable insights with regard to the expected behavior of a drone swarm using the proposed algorithms to deploy an indoor WSN.

5.2.1. Motivation

In any real-world deployment of robotic systems there is the potential for incurring increasing positional errors over time [99,100]. This is a challenge addressed in various ways in the literature. Therefore, with regard to noise and positioning error, this article focuses on the impact of noisy measurements on the positioning of a device (where the positioning itself is expected to be error-less in itself). Seeing the impact of noise on standard network performance parameters motivates the need to understand this in a fundamental, Fokker-Planck formalism, i.e., a formal equation describing the evolution of the probability density function of the velocity of a particle over time. Following the literature [101] and with the scope of the paper in mind we use empirical kinematic data (generated by our simulations) to estimate the diffusion and the drift coefficients of this equation (as opposed to a formally defined theoretical (complex) model/Fokker-Planck equation to determine node-velocity).

5.2.2. Modeling Node—Diffusion and—Drift

We refer to the mean rate of change of average node velocity as diffusion \(D\) and to the evolution thereof as drift \(F\). The coefficients for diffusion \(D\) and drift \(F\) are approximated as follows [101]:

\[
D(v(t)) \approx \frac{1}{2} \left\langle \frac{(v(t + \delta t) - v(t))^2}{\delta t} \right\rangle
\]

\[
F(v(t)) \approx \left\langle \frac{v(t + \delta t) - v(t)}{\delta t} \right\rangle
\]

with

\[
v(t) = \frac{1}{n} \sum_{i=1}^{n} v_i(t)
\]

where \(v(t)\) is the average velocity of all the available nodes \(n\) at time \(t\), \(D(v(t))\) is the diffusion coefficient, \(F(v(t))\) the drift coefficient and \(\delta t\) the chosen time step value.
5.2.3. The impact of noise

Figures 12 and 13 show the outcome of our investigations into the impact of noise. Plotted are diffusion ($D$) and drift ($F$), calculated using empirical data from simulations as opposed to using a formally defined theoretical (complex) model/equation to determine node-velocity. Since the only variable difference between the respective left (blue) and right (red) panels is the noise-level (no noise on the left in blue, noise-level $ND = 0.05$ on the right in red), it is clear that the motion of the sensors is affected by noise. The top rows in both panels shows diffusion and drift for GA-BISON fixed nodes with seven fixed nodes. The motivation for reporting the results for seven nodes is given in Section 4.4.

![Figure 12](image_url)

**Figure 12.** Noise coherence analysis: shown are (left panel) diffusion (Equation (4)) and (right panel) drift (Equation (5)). The respective top plots show the impact of noise (arrow) incurred by the BISON fixed nodes algorithm; the respective bottom plots show the same for BISON conditional. In the previous section we discussed algorithm performance and noted that BISON conditional was the least affected by noise (cf. $PAC$ (Equation (2)) in Figures 8 and 10); this is reflected by the lower plots in both panels above, where hardly any change can be observed in either node—diffusion or drift. In contrast, as seen in Figures 9 and 11, when subjected to noise BISON fixed nodes showed a reduction in CDT (Equation (3)) and steps, which is visible in the reduced drift and diffusion of the swarm, shown in the upper plots of both panels.

The Impact of Noise in General

The results in Figures 8–13 clearly show the benefit of noise for the resulting final WSN coverage and the rapid increase thereof during swarm deployment. The most likely quantitative explanation is that the presence of noise (of a certain kind and under the right circumstances, etc.) leads to different directional switching that can be considered helpful in accomplishing some WSN tasks. This is comparable to the positive impact of noise in biological systems [101].

The impact of noise: Fixed Nodes versus Conditional

When comparing the two BISON-GA approaches fixed nodes and conditional as we do in Figures 12 and 13 we see that, under the same noise level the values for the fixed node approach have a wider distribution than for the conditional approach. This finding is an important indication for the results revealed previously in Figures 8 and 11, where GA-BISON conditional was least affected by the presence of noise. On the other hand, as the noise level increases, we observed an enhancement in GA-BISON fixed nodes in terms of reducing the CDT values, which is a reflection of the reduction in the random motion of nodes (Diffusion, shown in the left panels of Figures 12 and 13) and their change in their average velocities (Drift, shown in the right panels of Figures 12 and 13).
5.2.4. Summary

Neighbourhood information plays an important role [102]. The quality of this information is impacted by the noise in the system and we discussed the impact of adding noise using the results plotted in Figures 8–13. When comparing the impact of noise (blue, no noise, versus red, with noise) for either Diffusion or Drift we see that the impact is more pronounced for the fixed node approach but still noticeable for the conditional approach. This means that the presence of noise, which is a likely occurrence in a system deployed in the real world, is not necessarily a problem. More so, for small amounts of noise the impact can be considered beneficial.

![Figure 13. (left panel) Node diffusion in an obstacle-rich environment (compare this to the left panel of Figure 12, comparing BISON fixed nodes (top plots) to BISON conditional). Plotted is the diffusion coefficient \( D \) (y-axis) defined in Equation (4) versus the velocity (x-axis). Compare these results to Figure 10, where we see that the P&I of BISON fixed node improves significantly under noise (which is reflected in the reduced diffusion shown in the top plots here) while that of BISON conditional hardly shows any improvement (matched by the little change between the two lower plots here). (right panel) The drift of the WSN drone swarm in an obstacle-rich environment (compare this to the right panel in Figure 12 for obstacle-free environments), comparing the BISON fixed node approach (top plots) to the BISON conditional approach. Plotted is the drift coefficient \( F \) (y-axis) defined in Equation (5) versus the velocity (x-axis). Compare these results to Figure 11 from the performance analysis, where we see that the CDT of BISON fixed node is reduced significantly under noise (which is reflected in the reduced diffusion shown in the top plots here) while that of BISON conditional remains virtually unchanged (which we see here in lack of change in the lower plots).]

6. Conclusions and Future Work Plan

We studied the contribution of merging two Nature-inspired algorithms on the performance metrics of WSN deployment and reallocation in unfamiliar regions of interest. The GA was preferred among other algorithms to be implemented with our previously developed BISON algorithm due to its efficiency in large scale applications for maximizing the lifetime of the network, its flexibility of being executed locally on each agent, and its objective function that can be modified by operators.

We introduced two new strategies for implementing a GA with BISON: BISON fixed nodes, where random nodes are selected among the available agents at the intermediate deployment stage to apply the GA for their reallocation process; and BISON conditional, where each node checks its number of neighbors to decide whether to make use of the GA to determine its next position. Simulation results revealed that by discovering further locations (as opposed to the Voronoi centroids) both GA-BISON approaches improve the execution time and discovery rate of the network.

However, such implementations require a tradeoff between coverage and the energy consumption of the network. Higher coverage requires more movement from sensor nodes which increases the distance traveled and the overall energy consumption of the network. In contrast, reducing the distance traveled does not always guarantee better coverage or better energy consumption.
We demonstrated that GA-BISON conditional has the fastest discovery rate but with highest energy consumption, followed by GA-BISON fixed nodes with moderate performance in coverage and energy consumption; while BISON approach has the highest regional coverage with least distance traveled but with slowest discovery rate. We also validated that GA-BISON conditional coverage performance is robust against noise effect, while BISON and GA-BISON fixed nodes performances are enhanced but all have a downside on the energy consumption of the network. From these analyses, the efficiency that we can guarantee from the developed approaches depends on the application requirements and abilities, which are summarized in Table 5.

We discussed the change of the GA parameters (population size, number of iterations, and mutation rate) on the performance of GA-BISON fixed nodes, to provide an analytical demonstration on the choice of these parameters that contribute to the efficiency of the GA approach. The population size showed an influence on PAC, CDT, and number of simulation steps required, such that the increase in the population size reduces the PAC and the number of steps but increases the CDT. The change in the number of iterations also reduces the number of steps and increases the CDT, but has a negligible effect on the PAC achieved by the network. Similar behavior is adhered when changing the mutation rate, but with a reduction in the number of steps with an increase in CDT.

Throughout the article references are made to potential future work. With regard to a comparative performance evaluation, pitting GA-BISON against e.g., PSO-BISON or ACO-BISON (discussed in Sections 1.1 and 5.1.5), this will constitute a significant effort, worthy of a separate project and investigation of themselves. We would like to emphasize that while we list this here for completeness we do so without the claim to have allocated funds and resources to address these immediately. Future work which we are considering focuses on more complex tasks, variable sensing ranges among the sensor nodes, and 3D environments where our algorithm is expected to self-compose or reorganize itself based on continuously changing conditions. Furthermore, the current literature on swarm-based emergency (cell-)communication networks still focuses mainly on (autonomous and decentralized) swarms consisting entirely of UAVs [25]. There is, however, other work, e.g., [28], which proposes the use of heterogeneous swarms (here UAVs and UGVs) for messaging systems. With our application (exploration of indoor environments) in mind, including stationary locations (such as e.g., shelters or fixed transmitters) or dedicated mobile hardware (such as e.g., mobile command centers, drone deployment vehicles, mobile maintenance stations, etc) into the operations of the swarm will bridge another gap to the real world and move us closer to the deployment of a real-world demonstrator of our work and the verification of our approaches. With regard to implementing such a demonstrator and deploying a swarm, there is a host of literature available suggesting approaches to address many of the practical issues posed (e.g., [103, 104]). However, a number of aspects, such as e.g., legal concerns, remain. It is therefore not yet possible to report on a real-world trial but we assume that in the near future we will see more and more swarms become available and we hope that our theoretical work, presented here, will find its way into some of these. With this in mind, we suggest [17] for a survey of UAV-based communication (civil use), [16] for an overview over important issues and challenges in UAV communication networks and [105] for an overview over laws and regulations.
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Abbreviations
The following abbreviations are used in this manuscript:

ACO  Ant Colony Optimization
CDT  Cumulative Distance Traveled
GA   Genetic Algorithm
GL   Goods Delivery/Logistics
INT  Surveillance
PAC  Percentage Area Coverage
PSO  Particle Swarm Optimization
RS   Remote Sensing
RTM  Real-Time Monitoring
SAR  Search and Rescue
SI   Structural Inspection
UAV  Unmanned Aerial Vehicle
WAN  Wireless Access Networks
WSN  Wireless Sensing Networks

References
1. Giyenko, A.; Cho, Y.I. Intelligent UAV in smart cities using IoT. In Proceedings of the 2016 16th International Conference on Control, Automation and Systems (ICCAS), Gyeongju, Korea, 16–19 October 2016; pp. 207–210. doi:10.1109/ICCAS.2016.7832322.
2. Giyenko, A.; Cho, Y.I. Intelligent Unmanned Aerial Vehicle Platform for Smart Cities. In Proceedings of the 2016 Joint 8th International Conference on Soft Computing and Intelligent Systems (SCIS) and 17th International Symposium on Advanced Intelligent Systems (ISIS), Sapporo, Japan, 25–28 August 2016; pp. 729–733. doi:10.1109/SCIS-ISIS.2016.0159.
3. Chen, M.; Hu, Q.; Mackin, C.; Fisac, J.F.; Tomlin, C.J. Safe platooning of unmanned aerial vehicles via reachability. In Proceedings of the 2015 54th IEEE Conference on Decision and Control (CDC), Osaka, Japan, 15–18 December 2015; pp. 4695–4701. doi:10.1109/CDC.2015.7402951.
4. Nakata, R.; Clemens, S.; Lee, A.; Lubecke, V. RF techniques for motion compensation of an Unmanned Aerial Vehicle for remote radar life sensing. In Proceedings of the 2016 IEEE MTT-S Int. Microwave Symp. (IMS), San Francisco, CA, USA, 22–27 May 2016; pp. 1–4. doi:10.1109/MWSYM.2016.7540342.
5. Valente, J.; Sanz, D.; Barrientos, A.; del Cerro, J.; Ribeiro, A.; Rossi, C. An Air-Ground Wireless Sensor Network for Crop Monitoring. Sensors 2011, 11, 6088–6108. doi:10.3390/s110606088.
6. Conesa-Muñoz, J.; Valente, J.; Del Cerro, J.; Barrientos, A.; Ribeiro, A. A Multi-Robot Sense-Act Approach to Lead to a Proper Acting in Environmental Incidents. Sensors 2016, 16. doi:10.3390/s16081269.
7. Pauner, C.; Kamara, I.; Viguri, J. Drones. Current challenges and standardisation solutions in the field of privacy and data protection. In Proceedings of the 2015 ITU Kaleidoscope: Trust in the Information Society (K-2015), Barcelona, Spain, 9–11 December 2015; pp. 1–7. doi:10.1109/Kaleidoscope.2015.7383633.
8. Al-Kaff, A.; Madridano, Á.; Campos, S.; García, F.; Martín, D.; de la Escalera, A. Emergency Support Unmanned Aerial Vehicle for Forest Fire Surveillance. Electronics 2020, 9. doi:10.3390/electronics9020260.
9. Borreguero, D.; Velasco, O.; Valente, J. Experimental Design of a Mobile Landing Platform to Assist Aerial Surveys in Fluvial Environments. Appl. Sci. 2018, 9. doi:10.3390/app9010038.
10. Erdelj, M.; Natalizio, E.; Chowdhury, K.R.; Akyildiz, I.F. Help from the Sky: Leveraging UAVs for Disaster Management. IEEE Pervasive Comput. 2017, 16, 24–32. doi:10.1109/MPRV.2017.11.
11. Khamsi, A.; Hussein, A.; Elmogy, A., Multi-robot Task Allocation: A Review of the State-of-the-Art. In Cooperative Robots and Sensor Networks 2015; Koubâa, A.; Martínez-de Dios, J., Eds.; Springer International Publishing: Cham, Switzerland, 2015; pp. 31–51. doi:10.1007/978-3-319-18299-9_2.
12. Khuwaja, A.A.; Chen, Y.; Zhao, N.; Alouini, M.; Dobbins, P. A Survey of Channel Modeling for UAV Communications. IEEE Commun. Surv. Tutor. 2018, 20, 2804–2821. doi:10.1109/COMST.2018.2856878.
13. Khawaja, W.; Guvenc, I.; Matolak, D.W.; Fiebig, U.; Schneckenberger, N. A Survey of Air-to-Ground Propagation Channel Modeling for Unmanned Aerial Vehicles. IEEE Commun. Surv. Tutor. 2019. doi:10.1109/COMST.2019.2915069.
14. Mozaffari, M.; Saad, W.; Bennis, M.; Nam, Y.; Debbah, M. A Tutorial on UAVs for Wireless Networks: Applications, Challenges, and Open Problems. *IEEE Commun. Surv. Tutor.* 2019. doi:10.1109/COMST.2019.2902862.

15. Hossein Motlagh, N.; Taleb, T.; Arouk, O. Low-Altitude Unmanned Aerial Vehicles-Based Internet of Things Services: Comprehensive Survey and Future Perspectives. *IEEE Internet Things J.* 2016, 3, 899–922. doi:10.1109/JIOT.2016.2612119.

16. Gupta, L.; Jain, R.; Vaszkun, G. Survey of Important Issues in UAV Communication Networks. *IEEE Commun. Surv. Tutor.* 2016, 18, 1123–1152. doi:10.1109/COMST.2015.2495297.

17. Hayat, S.; Yannaz, E.; Muzaffar, R. Survey on Unmanned Aerial Vehicle Networks for Civil Applications: A Communications Viewpoint. *IEEE Commun. Surv. Tutor.* 2016, 18, 2624–2661. doi:10.1109/COMST.2016.2560343.

18. Shafkatreh, H.; Sawalmeh, A.H.; Al-Fuqaha, A.I.; Dou, Z.; Almaita, E.K.; Khalil, I.M.; Othman, N.S.; Khreishah, A.; Guizani, M. Unmanned Aerial Vehicles (UAVs): A Survey on Civil Applications and Key Research Challenges. *IEEE Access* 2019, 7, 48572–48634.

19. Hildmann, H.; Kovacs, E. Review: Using Unmanned Aerial Vehicles (UAVs) as Mobile Sensing Platforms (MSPs) for Disaster Response, Civil Security and Public Safety. *Drones* 2019, 3. doi:10.3390/drones3030059.

20. Hildmann, H.; Kovacs, E.; Safrre, F.; Isakovic, A.F. Nature-Inspired Drone Swarming for Real-Time Aerial Data Collection Under Dynamic Operational Constraints. *Drones* 2019, 3. doi:10.3390/drones3030071.

21. Khawaja, W.; Guvenc, I.; Matolak, D. UWB Channel Sounding and Modeling for UAV Air-to-Ground Propagation Channels. In Proceedings of the 2016 IEEE Global Communications Conference (GLOBECOM), Washington, DC, USA, 4–8 December 2016; pp. 1–7. doi:10.1109/GLOCOM.2016.7842372.

22. Rupasinghe, N.; Ibrahim, A.S.; Guvenc, I. Optimum Hovering Locations with Angular Domain User Separation for Cooperative UAV Networks. In Proceedings of the 2016 IEEE Global Communications Conference (GLOBECOM), Washington, DC, USA, 4–8 December 2016; pp. 1–6. doi:10.1109/GLOCOM.2016.7842113.

23. Kobayashi, T.; Matsuoka, H.; Betsumiya, S. Flying Communication Server in case of a Large-scale Disaster. In Proceedings of the 2016 IEEE 40th Annual Computer Software and Applications Conference (COMPSAC), Atlanta, GA, USA, 10–14 June 2016; Volume 2, pp. 571–576. doi:10.1109/COMPSAC.2016.117.

24. Giagkos, A.; Wilson, M.S.; Tuci, E.; Charlesworth, P.B. Comparing approaches for coordination of autonomous communications UAVs. In Proceedings of the 2016 International Conference on Unmanned Aircraft Systems (ICUAS), Arlington, VA, USA, 7–10 June 2016; pp. 1131–1139. doi:10.1109/ICUAS.2016.7502551.

25. Bupe, P.; Haddad, R.; Rios-Gutierrez, F. Relief and emergency communication network based on an autonomous decentralized UAV clustering network. In Proceedings of the SoutheastCon 2015, Fort Lauderdale, FL, USA, 9–12 April 2015; pp. 1–8. doi:10.1109/SECON.2015.7133027.

26. Guevara, K.; Rodriguez, M.; Gallo, N.; Velasco, G.; Vasudeva, K.; Guvenc, I. UAV-based GSM network for public safety communications. In Proceedings of the SoutheastCon 2015, Fort Lauderdale, FL, USA, 9–12 April 2015; pp. 1–2. doi:10.1109/SECON.2015.7132971.

27. Hayajneh, A.M.; Zaidi, S.A.R.; McLernon, D.C.; Ghogho, M. Drone Empowered Small Cellular Disaster Recovery Networks for Resilient Smart Cities. In Proceedings of the 2016 IEEE International Conference on Sensing, Communication and Networking (SECON Workshops), London, UK, 27 June 2016; pp. 1–6. doi:10.1109/SECONW.2016.7746806.

28. Mase, K.; Okada, H. Message communication system using unmanned aerial vehicles under large-scale disaster environments. In Proceedings of the 2015 IEEE 26th Annual International Symposium on Personal, Indoor, and Mobile Radio Communications (PIMRC), Hong Kong, China, 30 August–2 September 2015; pp. 2171–2176. doi:10.1109/PIMRC.2015.7343657.

29. Madany, Y.M.; ElKamchouchi, H.M.; Ahmed, M.M. Modelling and Simulation of Robust Navigation for Unmanned Air Systems (UASs) Based on Integration of Multiple Sensors Fusion Architecture. In Proceedings of the 2013 European Modelling Symposium, Manchester, UK, 20–22 November 2013; pp. 719–724. doi:10.1109/EMS.2013.121.

30. de Albuquerque, J.C.; de Lucena, S.C.; Campos, C.A.V. Evaluating data communications in natural disaster scenarios using opportunistic networks with Unmanned Aerial Vehicles. In Proceedings of the 2016 IEEE
31. Zhang, Y.; Ren, Z.; Liu, L.; Wei, C.; Yin, C. Design for a fast high precision UAV power emergency relief system. In Proceedings of the 4th Int. Conf. on Applied Robotics for the Power Industry (CARPI), Jinan, China, 11–13 October 2016; pp. 1–4. doi:10.1109/CARPI.2016.7745626.

32. Li, Y.; He, L.; Ye, X.; Guo, D. Geometric correction algorithm of UAV remote sensing image for the emergency disaster. In Proceedings of the 2016 IEEE International Geoscience and Remote Sensing Symposium (IGARSS), Beijing, China, 10–15 July 2016; pp. 6691–6694. doi:10.1109/IGARSS.2016.7730747.

33. Saponara, S.; Neri, B. Radar sensor signal acquisition and 3D FFT processing for smart mobility surveillance systems. In Proceedings of the 2016 IEEE Sensors Applications Symposium (SAS), Catania, Italy, 20–22 April 2016; pp. 1–6. doi:10.1109/SAS.2016.7479883.

34. Erdelj, M.; Natalizio, E. UAV-assisted disaster management: Applications and open issues. In Proceedings of the 2016 International Conference on Computing, Networking and Communications (ICNC), Kauai, HI, USA, 15–18 February 2016; pp. 1–5. doi:10.1109/ICNC.2016.7440563.

35. Reardon, C.; Fink, J. Air-ground robot team surveillance of complex 3D environments. In Proceedings of the 2016 IEEE International Symposium on Safety, Security, and Rescue Robotics (SSRR), Lausanne, Switzerland, 23–27 October 2016; pp. 320–327. doi:10.1109/SSRR.2016.7784322.

36. Skinnemoen, H. UAV & satellite communications live mission-critical visual data. In Proceedings of the 2014 IEEE International Conference on Aerospace Electronics and Remote Sensing Technology, Yogyakarta, Indonesia, 13–14 November 2014; pp. 12–19. doi:10.1109/ICARES.2014.7024391.

37. Inata, H.; Say, S.; Ando, T.; Liu, J.; Shimamoto, S. Unmanned aerial vehicle based missing people detection system employing phased array antenna. In Proceedings of the 2016 IEEE Wireless Communications and Networking Conference, Doha, Qatar, 3–6 April 2016; pp. 1–6. doi:10.1109/WCNC.2016.7564674.

38. Bejiga, M.B.; Zeggada, A.; Melgani, F. Convolutional neural networks for near real-time object detection from UAV imagery in avalanche search and rescue operations. In Proceedings of the 2016 IEEE International Geoscience and Remote Sensing Symposium (IGARSS), Beijing, China, 10–15 July 2016; pp. 693–696. doi:10.1109/IGARSS.2016.7729174.

39. Shariat, A.; Tizghadam, A.; Leon-Garcia, A. An ICN-based publish-subscribe platform to deliver UAV service in smart cities. In Proceedings of the 2016 IEEE Conference on Computer Communications Workshops (INFOCOM WKSHPS), San Francisco, CA, USA, 10–14 April 2016; pp. 698–703. doi:10.1109/INFCOMW.2016.7562167.

40. Scherer, J.; Rinner, B. Persistent multi-UAV surveillance with energy and communication constraints. In Proceedings of the 2016 IEEE International Conference on Automation Science and Engineering (CASE), Fort Worth, TX, USA, 21–25 August 2016; pp. 1225–1230. doi:10.1109/COASE.2016.7743546.

41. Luo, C.; Nightingale, J.; Asemota, E.; Grecos, C. A UAV-Cloud System for Disaster Sensing Applications. In Proceedings of the 2015 IEEE 81st Vehicular Technology Conference (VTC Spring), Glasgow, UK, 11–14 May 2015; pp. 1–5. doi:10.1109/VTCSpring.2015.7145656.

42. Gamba, M.T.; Ugazio, S.; Marucco, G.; Pini, M.; Presti, L.L. Lightweight GNSS-based passive radar for remote sensing UAV applications. In Proceedings of the 2015 IEEE 1st International Forum on Research and Technologies for Society and Industry Leveraging a better tomorrow (RTSI), Turin, Italy, 16–18 September 2015; pp. 341–348. doi:10.1109/RTSI.2015.7325121.

43. Ezequiel, C.A.F.; Cua, M.; Libatique, N.C.; Tangonan, G.L.; Alamayp, R.; Labuguen, R.T.; Favila, C.M.; Honrado, J.L.E.; Caños, V.; Devaney, C.; Loreto, A.B.; Bacusmo, J.; Palma, B. UAV aeriel imaging applications for post-disaster assessment, environmental management and infrastructure development. In Proceedings of the 2014 International Conference on Unmanned Aircraft Systems (ICUAS), Orlando, FL, USA, 27–30 May 2014; pp. 274–283. doi:10.1109/ICUAS.2014.6842266.

44. Morito, T.; Sugiyama, O.; Kojima, R.; Nakadai, K. Partially Shared Deep Neural Network in sound source separation and identification using a UAV-embedded microphone array. In Proceedings of the 2016 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), Daejeon, Korea, 9–14 October 2016; pp. 1299–1304. doi:10.1109/IROS.2016.7759215.

45. Hussein, A.; Al-Kaff, A.; de la Escalera, A.; Armingol, J.M. Autonomous indoor navigation of low-cost quadcopters. In Proceedings of the 2015 IEEE International Conference on Service Operations And Logistics, And Informatics (SOLI), Hammamet, Tunisia, 15–17 November 2015; pp. 133–138.
46. Maraiya, K.; Kant, K.; Gupta, N. Application based Study on Wireless Sensor Network. *Int. J. Comput. Appl.* 2011, 21, 9–15.

47. Ko, J.; Lim, J.; Chen, Y.; Musvaliou-E, R.; Terzis, A.; Masson, G.; Gao, T.; Destler, W.; Selavo, L.; Dutton, R. BMEDiSN: Medical emergency detection in sensor networks. *ACM Trans. Embed. Comput. Syst.* 2010, 10. doi:10.1145/1814539.1814550.

48. Anand, D.G.; Giriprasad, M.N. *Energy Efficient Coverage Problems in Wireless Ad Hoc Sensor Networks*; Zenodo: Genève, Switzerland, 2018. doi:10.5281/zenodo.1410055.

49. Ingelrest, F.; Barrenetxea, G.; Schaefer, G.; Vetterli, M.; Couach, O.; Parlange, M. SensorScope: Application-Specific Sensor Network for Environmental Monitoring. *ACM Trans. Sen. Netw.* 2010, 6. doi:10.1145/1689239.1689247.

50. Valente, J.; Almeida, R.; Kooistra, L. A Comprehensive Study of the Potential Application of Flying Ethylene-Sensitive Sensors for Ripeness Detection in Apple Orchards. *Sensors* 2019, 19. doi:10.3390/s19020372.

51. Park, H.; Han, J.; Kim, J. Swarm intelligence-based sensor network deployment strategy. In Proceedings of the IEEE Congress on Evolutionary Computation, Barcelona, Spain, 18–23 July 2010; pp. 1–6.

52. Fan, Z.; Z.W. Network Coverage Optimization Strategy in Wireless Sensor Networks Based on Particle Swarm Optimization. B.Sc. Thesis, University of Gavle, Gavle, Sweden, 2011; Dissertation No. Tex110531.

53. Yoon, Y.; Kim, Y.H. An Efficient Genetic Algorithm for Maximum Coverage Deployment in Wireless Sensor Networks. *IEEE Trans. Cybern.* 2013, 43. doi:10.1109/TCYB.2013.2250955.
65. Liu, X. Sensor Deployment of Wireless Sensor Networks Based on Ant Colony Optimization with Three Classes of Ant Transitions. *IEEE Commun. Lett.* **2012**, *16*, 1604–1607.

66. Lee, K.; Kim, J. Multiobjective Particle Swarm Optimization With Preference-Based Sort and Its Application to Path Following Footstep Optimization for Humanoid Robots. *IEEE Trans. Evol. Comput.* **2013**, *17*, 755–766.

67. Naeim, R.; Nematy, F.; Rahmani, A.; Hosseinzadeh, M. Node placement for maximum coverage based on voronoi diagram using genetic algorithm in wireless sensor networks. *Aust. J. Basic Appl. Sci.* **2011**, *5*, 3221–3232.

68. Zou, J.; Gundry, S.; Kusyk, J.; Sahin, C.S.; Uyar, M.U. Bio-inspired and Voronoi-based Algorithms for Self-positioning of Autonomous Vehicles in Noisy Environments. In *Proceedings of the 8th International Conference on Bioinspired Information and Communications Technologies*; ICST (Institute for Computer Sciences, Social-Informatics and Telecommunications Engineering): Brussels, Belgium, 2014; pp. 17–22. doi:10.4108/icst.bict.2014.257917.

69. Marbate, P.; Jaini, P. Role of Voronoi Diagram Approach in Path Planning. *Int. J. Eng. Sci. Technol. (IJEST)* **2013**, *5*, 527.

70. Cortes, J.; Martinez, S.; Karatas, T.; Bullo, F. Coverage control for mobile sensing networks. *IEEE Trans. Robot. Autom.* **2004**, *20*, 243–255.

71. Qu, Y.; Georgakopoulos, S.V. Relocation of wireless sensor network nodes using a genetic algorithm. In Proceedings of the WAMICON 2011 Conference Proceedings, Clearwater Beach, FL, USA, Clearwater Beach, FL, USA; pp. 1–5.

72. Bhondekar, A.P.; Vig, R.; Singla, M.L.; Ghanshyam, C.; Kapur, P. Genetic Algorithm Based Node Placement Methodology For Wireless Sensor Networks. In *Proceedings of the International Multiconference of Engineers and Computer Scientists*; Hong Kong, 2009.

73. Kaur, S.; Uppal, R.S. Dynamic deployment of homogeneous sensor nodes using genetic algorithm with maximum coverage. In Proceedings of the 2015 2nd International Conference on Computing for Sustainable Global Development (INDIACom), New Delhi, India, 11–13 March 2015; pp. 470–475.

74. Norouzi, A.; Zaim, A.H. Genetic Algorithm Application in Optimization of Wireless Sensor Networks. *Sci. World J.* **2014**, *14*, 1–15.

75. Hosseinirad, S.M.; Basu, S. Wireless sensor network design through genetic algorithm. *J. Data Min.* **2014**, *2*, 85–96. doi:10.22044/jadm.2014.189.

76. Romoozi, M.; Vahidipour, M.; Romoozi, M.; Maghsoodi, S. Genetic Algorithm for Energy Efficient and Coverage-Preserved Positioning in Wireless Sensor Networks. In Proceedings of the 2010 International Conference on Intelligent Computing and Cognitive Informatics, Kuala Lumpur, Malaysia, 22–23 June 2010; pp. 22–25.

77. Tahir, N.H.M.; Atan, F. A Modified Genetic Algorithm Method for Maximum Coverage in Dynamic Mobile Wireless Sensor Networks. *J. Basic . Appl. Sci. Res.* **2016**, *6*, 26–32.

78. Pietrabissa, A.; Liberati, F.; Oddi, G. A distributed algorithm for Ad-hoc network partitioning based on Voronoi Tesselation. *Ad Hoc Networks* **2016**, *46*, 37–47. doi:10.1016/j.adhoc.2016.03.008.

79. Blum, C. Ant colony optimization: Introduction and recent trends. *Phys. Life Rev.* **2005**, *2*, 353–373. doi:10.1016/j.plrev.2005.10.001.

80. Banimelhem, O.; Mowafi, M.; Aljoby, W. Genetic Algorithm Based Node Deployment in Hybrid Wireless Sensor Networks. *Commun. Netw.* **2013**, *5*, 273–279. doi:10.4236/cn.2013.54034.

81. Li, Y.; Dong, T.; Bikdash, M.; Song, Y.D. Path Planning for Unmanned Vehicles Using Ant Colony Optimization on a Dynamic Voronoi Diagra. In Proceedings of the 2005 International Conference on Artificial Intelligence, ICAI 2005, Las Vegas, NV, USA, 27–30 June 2005; pp. 716–721.

82. Trivedi, A.; Srinivasan, D.; Sanyal, K.; Ghosh, A. A Survey of Multiobjective Evolutionary Algorithms Based on Decomposition. *IEEE Trans. Evol. Comput.* **2017**, *21*, 440–462.

83. Du, Q.; Faber, V.; Gunzburger, M. Centroidal Voronoi Tessellations: Applications and Algorithms. *SIAM Rev.* **1999**, *41*, 637–676. doi:10.1137/S0036144599352836.

84. Abo-Zahhad, M.; Sabor, N.; Sasaki, S.; Ahmed, S.M. A centralized immune-Voronoi deployment algorithm for coverage maximization and energy conservation in mobile wireless sensor networks. *Inf. Fusion* **2016**, *30*, 36–51. doi:10.1016/jинфус.2015.11.005.
85. Jabbar, S.; Iram, R.; Minhas, A.A.; Shafi, I.; Khalid, S.; Ahmad, M. Intelligent Optimization of Wireless Sensor Networks through Bio-Inspired Computing: Survey and Future Directions. *Int. J. Distrib. Sens. Netw.* 2013, 9, 421084. doi:10.1155/2013/421084.

86. Buttar, A.S.; Ali, S.S. Efficient Routing for Maximizing Lifetime using Nature Inspired Algorithm in Wireless Sensor Network. *Int. J. Future Revolut. Comput. Sci. Commun. Eng.* 2017, 3, 172–176.

87. Kim, K.S.; Lee, S.; Ting, T.O.; Yang, X.S. Atomic Scheduling of Appliance Energy Consumption in Residential Smart Grids. *Energies* 2019, 12. doi:10.3390/en12193666.

88. Fister, I.; Mernik, M.; Brest, J. Hybridization of Evolutionary Algorithms. *Evol. Algorithms* 2011. doi:10.5772/15592.

89. Brownlee, J. *Clever Algorithms: Nature-Inspired Programming Recipes*; Lulu.com: Morrisville, NC, USA, 2011.

90. Li, F.; Luo, J.; Xin, S.; He, Y. Autonomous deployment of wireless sensor networks for optimal coverage with directional sensing model. *Comput. Netw.* 2016, 108, 120–132. doi:10.1016/j.comnet.2016.08.007.

91. Jia, J.; Chen, J.; Chang, G.; Li, J.; Jia, Y. Coverage Optimization based on Improved NSGA-II in Wireless Sensor Network. In Proceedings of the 2007 IEEE International Conference on Integration Technology, Shenzhen, China, 20–24 March 2007; pp. 614–618.

92. Zou, J.; Kusyk, J.; Uyar, M.; Gundry, S.; Sahin, C.S. Bio-inspired and Voronoi-based algorithms for self-positioning autonomous mobile nodes. In Proceedings of the MILCOM 2012—2012 IEEE Military Communications Conference, Orlando, FL, USA, 29 October–1 November 2012; pp. 1–6. doi:10.1109/MILCOM.2012.6415806.

93. Molisch, A. *Wireless Communications*; Wiley-IEEE: Hoboken, NJ, USA, 2012.

94. Sklar, B. *Digital Communications: Fundamentals and Applications*; Prentice Hall Communications Engineering and Emerging Techno; Prentice-Hall PTR: Upper Saddle River, NJ, USA, 2001.

95. Eledlebi, K.; Ruta, D.; Sulfre, F.; Al-Hammadi, Y.; Isakovic, A. A Model for Self-deployment of Autonomous Mobile Sensor Network in an Unknown Indoor Environment. In *Ad Hoc Networks*; Springer: Cham, Switzerland, 2018; pp. 208–215. doi:10.1007/978-3-319-74439-1_19.

96. Osman, M.; Hussein, A.; Al-Kaff, A.; García, F.; Armingol, J.M. Online Adaptive Covariance Estimation Approach for Multiple Odometry Sensors Fusion. In Proceedings of the 2018 IEEE Intelligent Vehicles Symposium (IV), Changshu, China, 26–30 June 2018; pp. 355–360.

97. Osman, M.; Hussein, A.; Al-Kaff, A.; García, F.; Cao, D. A Novel Online Approach for Drift Covariance Estimation of Odometries Used in Intelligent Vehicle Localization. *Sensors* 2019, 19. doi:10.3390/s19235178.

98. Rappaport, T. *Wireless Communications: Principles and Practice*; Prentice Hall Communications Engineering and Emerging Technologies Series; Prentice-Hall PTR: Upper Saddle River, NJ, USA, 2002.

99. Eledlebi, K.; Ruta, D.; Sulfre, F.; Al-Hammadi, Y.; Isakovic, A. A Model for Self-deployment of Autonomous Mobile Sensor Network in an Unknown Indoor Environment. In *Ad Hoc Networks*; Springer: Cham, Switzerland, 2018; pp. 208–215. doi:10.1007/978-3-319-74439-1_19.

100. Osman, M.; Hussein, A.; Al-Kaff, A.; García, F.; Cao, D. A Novel Online Approach for Drift Covariance Estimation of Odometries Used in Intelligent Vehicle Localization. *Sensors* 2019, 19. doi:10.3390/s19235178.

101. Yates, C.A.; Erban, R.; Escudero, C.; Couzin, I.D.; Buhl, J.; Kevrekidis, I.G.; Maini, P.K.; Sumpter, D.J.T. Inherent noise can facilitate coherence in collective swarm motion. *Proc. Natl. Acad. Sci. USA* 2009, 106, 5464–5469. doi:10.1073/pnas.0811195106.

102. Zhang, Y.; Gong, Y.; Gao, Y.; Wang, H.; Zhang, J. Parameter-Free Voronoi Neighborhood for Evolutionary Multimodal Optimization. *IEEE Trans. Evol. Comput.* 2020, 24, 335–349.

103. Sosa San Frutos, R.; Al Kaff, A.; Hussein, A.; Madridano, Á.; Martín, D.; de la Escalera, A. ROS-Based Architecture for Multiple Unmanned Vehicles (UXVs) Formation. In *Computer Aided Systems Theory—EUROCAST 2019*; Moreno-Díaz, R., Pichler, F., Quesada-Arencibia, A., Eds.; Springer International Publishing: Cham, Switzerland, 2020; pp. 11–19.
104. Boubeta-Puig, J.; Moguel, E.; Sánchez-Figueroa, F.; Hernández, J.; Preciado, J.C. An Autonomous UAV Architecture for Remote Sensing and Intelligent Decision-making. *IEEE Internet Comput.* 2018, 22, 6–15. doi:10.1109/MIC.2018.032501511.

105. Stöcker, C.; Bennett, R.; Nex, F.; Gerke, M.; Zevenbergen, J. Review of the Current State of UAV Regulations. *Remote. Sens.* 2017, 9. doi:10.3390/rs9050459.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).