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Abstract—Nowadays, the way in which the people interact with computers has changed. Text- or voice-based interfaces are being widely applied in different industries. Among the most used ways of processing the user input are those based on intents or retrieval algorithms. In these solutions, important information of the user could be lost in the process. For the proposed natural language processing pipeline the entities are going to take a principal role, under the assumption that entities are where the purpose of the user resides. Entities fed with context will be projected to a specific domain supported by a knowledge graph, resulting in what has been named as linked entities. These linked entities serve then as a key for searching a top level aggregation concept within our knowledge graph.

Index Terms—Natural Language Processing (NLP), Natural Language Understanding (NLU), Machine Learning Comprehension (MLC), Knowledge Graph (KG).

I. INTRODUCTION

The problem of interacting with human users in order to process natural language, extract valuable information and providing sensible information in return, is not trivial.

During the last years, huge improvement has been achieved in terms of Human Computer Interfaces (HCI), in particular within the field of Natural Language Processing (NLP). The increasing computing resources, availability of data and connectivity quality, have empowered the need for automation of sales, technical support processes and health assistance among others.

As individuals express themselves in different ways, the ability human beings have for understanding each others is a difficult feature to be transferred to machines. A key task for linguistics resides in the fact that the meaning of words heavily depends on the context. This problem has several peculiarities which need to be treated in depth.

ISA-bEL, a dedicated NLP pipeline, Fig. 1 is proposed with the objective of extracting meaning from different entities. This meaning will be given by the domain and the context of the sentence, resulting in entity linking. For example, the use case of processing a customer input, looking for the most suitable product or set of products, and wrapping them as an existing top level category called package.

In terms of the development framework, open source technologies has been chosen to enable deep customization. In this sense Rasa Open Source has been chosen as main platform, together with some broadly used machine learning and NLP libraries as SpacyNLP and Scikit-Learn.

In this paper, a whole NLP pipeline will be defined and reviewed, from simple input processing stages to in-depth Natural Language Understanding (NLU) blocks which compose this engine. Moreover, the algorithms involved in later stages of the pipeline, databases and overall architecture will be reviewed for discussion.

II. BACKGROUND

NLP is currently one of the most covered topics among technology forums, discussions and research conducted by artificial intelligence engineers. However, the definition of NLP and its differentiation with other related topics as NLU remains unclear.

NLP can be defined as a subset of Artificial Intelligence (AI) which processes natural language (speech, text, etc.) and turns it into structured data. Nevertheless, NLU involves the understanding on what was meant by the input user. Similarly, Natural Language Generation (NLG), focuses on artificial generation of text, usually as a related response to a user input or given context.

From now on in this paper, NLU and NLG will be interpreted as a subset of NLP, which is at the same time a subset of AI.

Current NLP solutions take advantage of state of the art computing techniques and algorithms, especially machine learning and deep learning algorithms. In the last years, NLP techniques have used Recurrent Neural Networks (RNN), Long Short Term Memory Networks (LSTM), Gated Recurrent Units (GRU), and more recently attention and transformers.
The processing pipeline is formed by every NLP/NLU operation necessary to understand the user’s intent. The typical first operation is tokenization, that means dividing up the input text into subunits, called tokens. This segmentation into tokens relies on a kind of pattern recognition involving collocational patterns \[^9\]. So, a token represents the individual appearance of a word, number or punctuation mark in a certain position in a text \[^10\].

The part-of-speech tag (noun, verb, conjunction and so on) of a given word in a given sentence is extracted by the part of speech tagging.

The dependency parser is a syntactic analysis used to discover syntactic relations between individual tokens in a sentence and connects syntactically term-term relationships. \[^11\]

Information Extraction (IE) tasks are focused on extracting structured information from unstructured text. Named Entity Recognition (NER) is one of the important sub-tasks of IE which recognizes entities. They may be persons, organizations, location names, times or dates in text. \[^12\]

### III. RELATED WORK

Before diving deeper on our proposed method, it is important to do some research on similar findings and developments, about the interaction with users through natural language processing, and the ways in which these systems return relevant info to the users.

The solutions which use natural language are growing in the last decades. The ripeness of this technology is turning into solid application. The possibilities of this technology could be: sentiment analysis, text classification, search engines, chatbots, assistants, summarizing, translation, predictive text, correction, natural language generation, etc \[^13\] \[^14\].

This technology offers a huge range of use cases being at the center of our attention those that interact with persons directly (maintaining a conversation like a chatbot) or indirectly (analyzing users texts).

The solutions to be reviewed can be grouped in three main clusters \[^15\]:

- Rule-based: They establish a bidirectional conversation mostly based on hand-code rules.
- Retrieval-based: Their objective is to get back the information request.
- Generative: Under an user constrains the algorithm generate an output based on its knowledge.

#### A. Rule-based

From the point of view of NLP developments as human-computer interfaces, one of the recently and widely adopted solutions are NLP/NLU chatbots \[^16\]. These (usually) include several distinguished blocks or modules \[^15\]:

- NLP stages
- NLU engine
- Chatbot engine (response selector, interactions, etc.)

These modules should work together for the chatbot to provide highly human-like interactions with the users. The internal NLU engine will provide better results if the input processing is done in a proper way for the problem which the system is handling. Thus, the response provided by the chatbot will be more sensible to the user.

Normally, regular expressions, slots, spreadsheets and similar tools are used for information extraction, having the following counterpart: the sentence structure should always be similar for them to work properly.

Most cloud vendors as Amazon Web Services (AWS), Google Cloud Platform (GCP), Microsoft Azure or IBM, include these conversational services in their portfolios. This cloud-based frameworks are closed platform \[^15\] and offer from simple NLU engines to complete assistants as AWS Comprehend\[^1\] GCP Dialogflow\[^2\] Azure Bot Service or IBM Watson\[^3\], each one exploiting their own NLP engine which is usually limited in terms of customization \[^17\] and adaptation to more specific tasks, but powerful in terms of knowledge for general purposes and its development process is easy and quick.

However, there exist open-source platforms with full customization possibilities and adaptation to distinct problems, allowing engineers to intervene in most aspects of development.

#### B. Retrieval-based

Question answering (QA) is an important task in NLP, these algorithms aim to provide precise answers based on large-scale unstructured documents. To achieve it, the algorithm has to deal with two critical points: understanding the user and finding the response in the documents \[^18\].

This algorithms are changing concurrently with NLP techniques improvements, being a long journey which starts with question answering in baseball \[^19\], to the most recent and complex techniques using GPT-3 to address this problem \[^20\].

There exist two branches within QA: close-domain and open-domain. The close-domain system deal with questions under a specific domain, it can exploit domain specific knowledge by using a model fitted to a unique-domain database \[^21\] \[^22\] \[^19\]. On the other side, open-domain systems deal with questions about nearly anything and can only rely on knowledge graphs \[^23\] \[^24\].
Knowledge graphs are used to store entities, relationships between entities and their properties [25]. The entities could be for a specific domain or for organizations. The most common knowledge graphs are YAGO [26], DBPedia [27] or Wikidata [28].

The open-domain QA is normally a more complex system where solutions are usually tuned to meet specific needs (i.e. a QA algorithm that processes the question twice looking for better results) [29], but it is known that open and close domain should cover specific tasks to answer the user.

- Retriever: This part is aimed to obtained a number of relevant document that probably contain the correct answer. [30] [31]
- Reader: It has the intention to return the answer to the question. [32] [33]

Recently, QA is changing because of the improvements on transformer-based algorithms, giving the possibility of grouping different tasks to be solved at the same time [18]: retriever-reader [34], retriever-only [35] and retriever-free [36].

C. Generative

In most cases, generative models are based on Transformer architecture. Their most common NLP objective is solving sequence-to-sequence tasks [37]. Some of these tasks are: question answering, document summarizing, sentiment classification or translation [37].

The use of these model has recently grown thanks to: pretrainned models and facilities to build high-capacity models [38].

The solutions for different use cases generally need a huge amount of data and a big computation cost [37]. For this reason, the transfer learning is helping its use, reducing the cost of train this algorithms [39].

Similar to the solution that we purpose is the creation of cooking recipe from a list of ingredient: RecipeNLG [40] and Chef Transformer [41]. Theses algorithms use more than 2 millions of recipe to produce a good performance.

For the correct use of artificial intelligence models in production environment, the focus must also be placed on other objective beyond the precision. Explainable artificial intelligence is a crucial feature for the practical deployment of AI models [42] being the most important terms: understandability, comprehensibility, interpretability, explainability and transparency.

The deep neural network use to solve the majority of the problems cause of the effectiveness. They are been considered "black-boxes" for no cover correctly the previous topics. Model-agnostic are growing to help in the explainability and understandability of these model such as: LIME [43] and SHAP [44].
designed to explore the Transformer architectures enable some additional features like: exploration of all neuronal cells or attention maps [45].
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**Fig. 2. ISA-bEL. High level architecture diagram.**

IV. METHODOLOGY

The scope of the research was to develop a tool which would receive a user input, detect N entities included in the request, process them and generate a package which would suit best the user needs. Fig. 1. Of course, it would comply with the restrictions which implicitly lie on the relationships between different linked entities and packages.

This tool has been developed as a cloud service, exposed to the internet as an API, wrapped as a complete solution. For this purpose, a set of containers has been deployed to a cloud platform, each one including a basic module of the system.

Rasa [46] was chosen as main framework, mainly for being an open source environment, fully customizable whether at the NLU engine, preprocessing stages or chatbot interaction blocks. Moreover, a custom spanish SpacyNLP model has been trained and embedded into a Rasa pipeline, exploiting both SpacyNLP and Rasa capabilities together.

With Rasa (Open Source version) almost every detail can be tailored to specific needs. First of all, Rasa offers built-in components for the NLP pipeline. These include tokenizers, grammar correctors, featurizers, entity extractors and other chatbot-oriented modules as classifiers, response selectors, rules, etc. Moreover, the underlying NLP model can be trained either from rasa CLI or as a MitieNLP model or SpacyNLP model in a separate python pipeline, which allows the developer to reach the lowest levels of the NLU blocks and features. Thus, Rasa offers the possibility to design a complete pipeline which includes the processing stages (NLP), the NLU blocks which conform the NLU engine as a trainable model, and the interaction blocks if an assistant or chatbot functionality is desired. In addition to the pipeline, Rasa offers an action server which is able to execute custom code blocks whenever a specific functionality is needed after being triggered from the NLP pipeline.

In our case, a pre-trained SpacyNLP model and the different components it includes, have been trained in a separate python pipeline and embedded into a Rasa pipeline as the underlying language model. With this, the highest customization is achieved, so that the system is specialized in this specific task. The most important SpacyNLP component which has been trained is the NER, and so it will be revisited in section ISA-bEL. Components as the Dependency Parser could be trained to improve the performance. However, this escapes the goal of this research.

As a high level architecture overview, four containers would be necessary, as depicted in Fig. 2. Two of them conform the Rasa part of the solution, one for the Rasa server and one for the actions server respectively. The other two containers are databases. The first one for a MongoDB database which stores the story of conversations and interactions with user. The last container is a graph database (Neo4J) which stores linked entities, packages and relationships between them. This fourth container acts as the knowledge graph of the solution.

V. ISA-bEL

To understand the proposed pipeline, depicted in Fig. 3, the explanation will be supported by a computer configuration example, in which the contribution of each component of the pipeline to the example case will be reviewed. The example to be used in the following subsections is the first one appearing at Table I. The Knowledge Base Graph in Fig. 4 is in which the solutions given for the examples in this paper are based.

A. Entity extractor

Our proposed methodology has a strong dependency on named entity recognition. Considering that entities help to determine the user intention, this processing stage is one of the most critical points of ISA-bEL. The detection of entities could be performed by more than one module. These modules will be executed sequentially. The first module that classifies a word into an entity will have the priority. Two paths could be followed for entity extraction:

- Pattern-based: These modules are completely based on pattern-recognition and pattern-matching [16], which are indeed hand-code methods for this task. However, the effectiveness it provides for specific words whose meaning does not depend on the context will be higher.
• NER model: These methods detect an entity through
the execution of an artificial intelligence algorithm
[48]. There exist different pre-trained models for
different intention. Furthermore, a more specialized
one could be trained for a specific task.

While pattern-based methods are more accurate in
terms of the definition of entities and words they detect,
they could lead to problems with words with different
meanings because a single meaning of a word is de-
tected. On the other side, when NER algorithms are used
to detect entities depending on the context like a city in
the sentence “I want to travel to...”. This could lead to
words detected as an entity which in fact do not belong
to the domain.

**Example V.1.** The existing entities at the user input
would be extracted and returned as the output of this
component. They have been highlighted in gray at the
input of our example in Table I:

```
I want a computer with 1 TB
storage, graphic card to play videogames and
shoes.
```

**B. Out of vocabulary (OOV) detector**

To minimize the impact of detecting words which do
not belong to the domain as entities, this module checks
if every entity is included in a dictionary which includes
every word that belongs to the domain, also called bag
of words.

Performing this kind of scanning is not trivial, there-
fore some corrections should be applied. Thus, the
proposed task would be the following [46]:

1) Transforming to a comparable codification like
deleting accents, or transforming to lowercase.
Moreover, it is not possible to define every number,
so numbers would be encoded as a constant value.
2) Extracting the lemma of the word simplifying word
storage and covering more vocabulary.
3) Finally, checking if the word exists.

This step is simple in terms of complexity, but it is
an important one for reducing the errors in the outcome
of the model and making it more resilient. It gives ISA-
bEL the power to better know its knowledge boundaries
and show the user where these limits are.

**Example V.2.** The context of computer does not
include shoes. For this reason, the entity *shoes* should
not be taken into account. Therefore, the output of this
component would omit this entity, which was detected
at Example [V.1]

```
I want a computer with 1 TB storage,
```

**C. Sub-sentence extractor**

When an entity is detected, the next step is to disam-
biguate its meaning in order to establish a link between
them and existing entities stored in the knowledge base
graph.

Sub-sentences would be created around the entities,
adding other words of the input which have important
syntactic or semantic relation with the entity being pro-
cessed. This implies enriching the step of disambiguation
and improving its performance.

Specific entities are chosen to create this sub-sentence
because not all entities have the same importance. In
general, the chosen entities would be those present in
the knowledge graph.

The important components that would be needed for
this creation are the dependency parser [49] and chunks
[50]. These together could help establishing relationships
between entities and the rest of the words around them,
so the similarity algorithm used in the next stage can
take the context into account.

**Example V.3.** The “storage” entity is incremented by
the words “1 TB” and the entity “graphic card” is
incremented by the words “to play videogames”, in both
cases these surrounding words complement the entities
extracted at Example [V.2] after removing OOV words.
I want a computer with 1 TB storage.

sub-sentence A

I want a computer with 1 TB storage.

sub-sentence B

D. Entity Disambiguation

The previous sub-sentences will be used to disambiguate the entities using a similarity algorithm to obtain linked entities from a chosen KG [51]. At this stage, it is important to know that each sub-sentence could return more than one candidate.

A way to perform this is computing the cosine similarity between two sentences using their encoding [52]. After having generated the sub-sentences as described in previous sections, the best candidates for each sub-sentence is determined from the existing KG information.

This task could be done by the “EntityLinker” component in Spacy, this component is prepared to disambiguate an entity using the entire sentence with the SpaCy knowledge base that already has the entities linked to possible definitions.

Example V.4. The sub-sentences generated in Example V.3 will be compared with the entity description in database applying cosine similarity. In this case, entities ”storage 1tb” and ”graphic card 3080” are matched.

E. Assembler

To fulfill the objective of this task, only linked entities and the KG are used to search and assemble the outcome for the user.

Our approach in this point is to find the higher-level category which can group the linked entities. Returning this top category and the linked entities beneath it in the hierarchy.

The task of defining use cases could be considered an extra. The only target here has been to link entities. On the same trend, this task could be more necessary and complex if adding more categories and rules in the relationship.

Example V.5. Thanks to the entity link detected in V.4 and after going one level higher, the graph determines that the user wants an advanced gaming computer, together with a “CPU i7” and a ”RAM 16 GB”.

VI. CONCLUSIONS AND FUTURE WORK

First of all, one of the most important limitations is the language in which this research has been developed, Spanish. Despite being one of the most spoken languages in the world, there are fewer libraries and developments which use Spanish as their base languages. For example,
English has a stronger community support. Thus, some building blocks of our pipeline could improve their performance if trained in English. However, some pre-trained components in Spanish have been found, re-trained and/or used.

In addition to language limitations, this research has not included the contribution of any linguistics. This means that certain grammatical tasks of the pipeline could be improved with the help of specialists in this field.

Another limitation is the fact that Rasa detects entities and intents via an entity extractor (i.e. DIETClassifier). This is the component used for triggering default actions as responding, waiting, asking or custom actions as querying a database or running some code block. Thus, the execution of custom actions is limited to the intents which Rasa detects, triggered by rasa-labeled intents inside Rasa domain. Spacy has no influence here, and this fact is a stopper.

Despite these limitations, the pipeline has proved to perform properly in terms of entity extraction and linking. The solution has been developed in a closed domain task for entity disambiguation simplicity.

Due to the open source nature of this solution, it is a fully scalable system, both from the framework in which it is wrapped and from the customization point of view.

The first four components of the pipeline are shown in Fig.[3] entity extractor, OOV detector, sentence extractor and entity disambiguation have been designed to solve the problem of understanding the user, the latter being the one which allows adaptation to a specific use case.

Comparing it with the recipe use cases mentioned at generative section at related work ISA-bEL does not create or generate something new, it is always based on the knowledge graph content. For this reason, it is critical to build a robust, well designed KG.

To sum up previous aspects, a dynamic system which adapts to a user input without applying fix rules as conventional chatbot engines has been presented, developed and reviewed. With this work, the gap between academic research and production systems has been narrowed, remaining at the same time open for further research and implementations.
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