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Figure 1. Our method can synthesize new views with a single network forward pass from 10 sparse and spread-out views of a novel scene. Here we synthesize a new view with (a) NeRF [34], which requires scene-specific training for 2 days; with our method (b) which produces the result instantaneously and (c) our improved result after fine-tuning our pre-trained model on the 10 views.

Abstract

Recent neural view synthesis methods have achieved impressive quality and realism, surpassing classical pipelines which rely on multi-view reconstruction. State-of-the-Art methods, such as NeRF [34], are designed to learn a single scene with a neural network and require dense multi-view inputs. Testing on a new scene requires re-training from scratch, which takes 2-3 days. In this work, we introduce Stereo Radiance Fields (SRF), a neural view synthesis approach that is trained end-to-end, generalizes to new scenes, and requires only sparse views at test time. The core idea is a neural architecture inspired by classical multi-view stereo methods, which estimates surface points by finding similar image regions in stereo images. In SRF, we predict color and density for each 3D point given an encoding of its stereo correspondence in the input images. The encoding is implicitly learned by an ensemble of pair-wise similarities – emulating classical stereo. Experiments show that SRF learns structure instead of over-fitting on a scene. We train on multiple scenes of the DTU dataset and generalize to new ones without re-training, requiring only 10 sparse and spread-out views as input. We show that 10-15 minutes of fine-tuning further improve the results, achieving significantly sharper, more detailed results than scene-specific models. The code, model, and videos are available – https://virtualhumans.mpi-inf.mpg.de/srf/.

1. Introduction

We introduce a neural multi-view view synthesis approach which is trained end-to-end, generalizes to novel scenes, and requires only sparse views at test time (Fig. 1-(b)). This is in stark contrast to State-of-the-Art (SOTA) view synthesis methods like NeRF [34], which are trained for a specific scene and require dense multi-views to produce sharp results.

On one end of the view synthesis spectrum of methods, we have pure data-driven methods such as NeRF [34], which have shown impressive results. NeRF takes a radical data-driven approach by learning a mapping from a location and direction to the emitted radiance. This mapping is specifically trained for a scene (Fig. 2-(a)). Generalization to a new scene requires retraining for 2 days and results are blurry when trained on sparse and spread-out views (Fig. 1-(a)). On the other end of the spectrum, popular classical image-based rendering techniques [46] use geometry [8, 29, 44, 45]. These approaches warp pixels to the desired target view via correspondences [39, 41, 49] or multi-view 3D reconstruction [42, 43]. Consequently, these methods rely on high-quality 3D reconstruction or dense per-pixel correspondence, which requires dense multi-views. Recent work [5, 38] combines classical methods with data-driven approaches by learning to correct the warped views of classical methods. The sequential pipeline in these methods [5, 38] do not allow end-to-end learning.
We take inspiration from both classical and pure data-driven methods. Like NeRF, we also learn a neural network to predict radiance (specifically color and density). However, instead of memorizing the scene radiance at 3D locations, we use an image-based feature encoding, which allows the network to reason about scene geometry (Fig. 2-(b)). In classical stereo reconstruction [41, 49], correspondences across views are found by computing a similarity score. We devise an architecture, called Stereo Radiance Fields (SRF), which mimics the classical approach without computing explicit correspondences, but can be trained end-to-end. A 3D point is projected to each available view to extract point-wise view features. Then view features are processed in pairs by a bank of filters, which emulate correspondence finding in classical methods (Fig. 3). The resulting matrix of pair-wise scores is further processed with a Convolutional Neural Network [21] (CNN), which aggregates information from the available views to predict the desired radiance at that point.

Our experiments demonstrate that incorporating multi-view reconstruction ideas within the architecture significantly boosts generalization ability. When training on a single scene and testing on a new scene, SRF can produce reasonable results. This indicates that the network does not memorize the scene, but learns to reason about structure. When trained on multiple scenes (100 or more), SRF can generalize to novel scenes, even when only 10 sparse and spread-out views are available as input. Further improvements can be obtained by fine-tuning on the 10 views (Fig. 1-(c)), requiring minutes - much less than the 2 – 3 days required by methods that re-train from scratch [34, 47]. SRF results are sharper, validating that multi-view reconstruction structure not only helps to generalize but also constrains the learning problem. We encourage the reader to view our results as videos available on our project page. To summarize, our contributions are:

- We introduce Stereo Radiance Fields (SRF), an end-to-end, self-supervised architecture for multi-view view synthesis. We bring together insights from classical multi-view reconstruction pipelines and neural rendering approaches.
- Experiments demonstrate that SRF generalize to novel scenes given sparse and spread-out views as input. Further, fine-tuning a pre-trained SRF for a few minutes on test distribution improve results.
- We show how to combine recent paradigms into one model, often treated in isolation in novel view synthesis: SRF builds on classical multi-view 3D reconstruction and learning from multiple scenes.
- In the sparse and spread-out view setting, SRF produces much sharper results than SOTA baselines like NeRF [34].

2. Multi-View View Synthesis

Given \( N \) camera views, our goal is to synthesize a view for a new virtual camera. This is a long-standing problem [17, 50]. Historically [46], the problem has been studied under three possible directions depending on the geometric information used: (1) rendering without geometry [2, 16, 22, 30, 35] by modelling a plenoptic function to compute intensity of light rays for a given camera at every possible angle; (2) rendering using correspondences [8, 44] which requires knowledge of positional correspondences across multi-views; and (3) rendering with explicit geometry [29, 45] which requires explicit 3D information in the form of depth or point clouds. In this work, we bring together insights from neural rendering with classical reconstruction pipelines. We encourage our network to reason about correspondences across pairs of views by computing an ensemble of pair-wise scores within the network. Although we never explicitly compute correspondences, this geometric reasoning, allow us to generalize to new scenes.
Correspondences across multi-views: Classic approaches \([8, 13, 17, 44, 51]\) in multi-view stereo rely on correspondences across views. In this work, we bring together the insights from classical multi-view stereo \([17, 46]\) and contemporary learning-based approaches \([10, 34, 40]\). We use an encoder network that inputs 10 multi-views and extracts multi-scale features \([4, 40]\). We replace classical block or feature matching with a multi-layer perceptron (MLP) which outputs an ensemble of similarity scores. Like us, recent work can do view synthesis from sparse views \([5]\) incorporating explicit correspondences. However, explicitly computing correspondences is hard due to differences in illumination, zoom, scale, and occlusion. A scene-specific model is trained to correct artifacts. In our method, the network reasons about correspondences driven by the view synthesis loss, but they are never explicitly computed. Importantly, our model is not specific to a scene.

Neural Rendering and Plenoptic Modeling: State-of-the-art neural rendering \([52]\) approaches have enabled creation of photo-realistic visual content using deep neural networks \([21]\). There are three popular directions for multi-view view synthesis: (1) using plane-sweep stereo \([13, 15]\) or multi-plane image (MPI) representation \([61]\). MPI-based approaches \([7, 14, 15, 20, 33, 48]\) have shown remarkable results on continuous view synthesis for small baseline shifts, but fail for large ones as it assumes accurate multi-plane imaging; (2) explicitly incorporating 3D reconstruction using SfM \([42, 43]\) or multi-view stereo \([19]\) for view synthesis \([3, 12, 18, 32, 38]\). These approaches assume a reasonably dense 3D point cloud used in conjunction with a neural network for view synthesis. The role of the neural network is to correct the imperfections in the 3D reconstruction. However, these approaches struggle when the views are sparse with small overlap because explicit 3D reconstruction fails; and (3) recent approaches \([23, 24, 27, 34, 37, 47, 57, 58]\) learn a 3D representation that can be combined with differentiable-ray marching operations to synthesize a new view. These approaches by design require scene-specific modeling. This restricts: (1) an instant and online visualization of a new capture because it requires 2 – 3 days to train a model; and (2) utilizing large amounts of diverse visual data, which has been the driving force for progress in other areas of vision such as recognition, semantic segmentation, and detection.

Our work is deeply inspired by recent neural rendering approaches. Like NeRF \([34]\), we predict radiance at continuous locations and use volume rendering to generate the target image. Instead of predicting based on point coordinates and radiance, we predict based on point image features and an ensemble of similarity functions that emulate classical stereo matching. Hence, our work brings together contemporary neural rendering with classical computer vision within an end-to-end architecture. SRF is similar in spirit to previous work on 3D implicit shape reconstruction, Implicit Feature Networks (IF-Nets) \([6, 10]\) and Neural Distance Fields (NDF) \([11]\), where we decode occupancy or unsigned distances based on volumetric deep features computed from the input, instead of the originally proposed point coordinates \([9, 31, 36]\). Our work also shares insights with contemporary approaches \([55, 56, 59]\). Finally, our work is inspired by lifelong learning \([53, 54]\) that aims to learn a generic representation that can be easily adapted to a new task with a few examples. We learn a generic view synthesis network that readily generalizes to new scenes. Our results further improve when we adapt it to the new scene with simple fine-tuning on test examples.

3. Method

In this section, we present our method Stereo Radiance Fields (SRF) for novel view synthesis given sparse and spread-out input views of objects unseen during training. We first give a background in Section 3.1 and then build SRF on these insights in Section 3.2.

3.1. Background

3.1.1 Generalizing Neural Radiance Fields (NeRF)

To produce color at a pixel of the target view, we shoot a ray from the camera position through the pixel into the scene. We binarize the ray into equal length bins and randomly sample one 3D point within each bin. At each point \(p \in \mathbb{R}^3\) we predict color \(c \in \{0, \ldots, 255\}^3\) and density \(\sigma \in \mathbb{R}\). Density encodes regions of surface (high where there is
Our Approach: For a target view (left camera) we predict RGB color for each pixel. For a pixel, we project a ray into the scene and sample points along it. For a point, \( p \in \mathbb{R}^3 \), our goal is to estimate its color, \( c \), and density, \( \sigma \), where density encodes surface regions.

(a) First, to encode the location of point \( p \), we project it into each reference view, \( I_i \), and extract features, \( \text{CNN}(p) \), generated by a 2D CNN at the location of projection. (b) If \( p \) is on a surface and photo-consistent, \( I_1(p), \ldots, I_N(p) \) will match (see Fig. 3). We emulate the process of finding photo-consistency by applying a learned similarity function \( s_k(\cdot, \cdot) \) on all possible combinations. We learn an ensemble of similarity \( K \) functions, and obtain a Stereo Features matrix. (c) To aggregate multi-view information beyond pairs, we apply a 2D convolutional CNN to obtain a Multi-view Feature matrix. The matrix is Max Pooled to obtain a compact encoding of correspondence and color, which is decoded by an MLP into color and density (d). Weighted by the density, the color values along the target camera ray are fused into the final pixel color by volume rendering. We train the model end-to-end with image supervision alone.

NeRF memorizes a scene with a neural function \( f \), by learning to output \((c, \sigma)\) given spatial location \( p \) and viewing direction \( d \)

\[
f_{\text{NeRF}}: (p, d) \mapsto (c, \sigma). \tag{1}
\]

This works well for a single scene with dense views. However, it fails to generalize to novel scenes as point coordinates do not carry scene-specific information. The neural network itself becomes the scene representation (Fig. 2-(a)). Instead, we aim to learn a neural model which emulates multi-view stereo reconstruction and synthesis internally and is conditioned on the scene itself at test time (Fig. 2-(b)). For this, we use a completely different point encoding architecture, which is not scene-specific

\[
f: (\mathcal{I}, p) \mapsto (c, \sigma), \tag{2}
\]

where \( \mathcal{I} = \{I_i\}_{i=1}^N \) is the set of \( N \) reference images, \( I_i \), with known camera parameters. The design of \( f \) is inspired by classical stereo and is explained in Sec. 3.2. Note that we do not consider view-dependent effects and leave it for future work. This allows us to focus on generalization to novel scenes and sparse inputs.

### 3.1.2 Classical Multi-View Stereo

Key to classical stereo imaging approaches (Structure-from-Motion, Multi-View Stereo) and our method is the following observation: In absence of occlusion, surface 3D points of an object project to corresponding photo-metrically consistent image regions in the multiple-views, whereas non-surface 3D points land on non-corresponding different regions (Fig. 3). We can invert this observation to find surfaces from images: we can find corresponding regions across views and triangulate them to find a 3D surface point. In classical works, this is done in non-differentiable, multi-step engineered pipelines. First, informative, distinctive regions of interest are found. Subsequently, a feature descriptor at the interest point is created from local image features, c.f. SIFT [26]. The descriptors from multiple images are matched based on a similarity measure. SRF internally mimics correspondence matching in an end-to-end unsupervised manner (based only on the rendering loss). Our point feature descriptors are learned by a 2D CNN image encoder network. Classical correspondence finding is emulated in SRF by processing point descriptors in pairs.
3.2. Stereo Radiance Fields (SRF)

SRF predicts color and density at a point, \(p\), in 3D space given, \(I = \{I_i\}_{i=1}^N\), a set of \(N\) reference images, \(I_i\), with known camera parameters. We structure SRF, \(f\), in analogy to classical multi-view stereo approaches: (1) To encode the location of point \(p\), we project it into each reference view, \(I_i\), and build a local feature descriptor, \(I_i(p)\), (Sec. 3.2.1); (2) If \(p\) is on a surface and photo-consistent, \(I_1(p), \ldots, I_N(p)\) should match (Fig. 3); Feature matching is emulated with a learned function, \(g_{\text{stereo}}\), encoding the features from all reference views (Sec. 3.2.2); (3) The encoding is decoded by a learned decoder, \(\text{dec}\), into the NeRF [34] representation (Sec. 3.2.3). Formally, this decomposes SRF to:

\[
f(I, p) = \text{dec}(g_{\text{stereo}}(I_1(p), \ldots, I_N(p))) \mapsto (c, \sigma). \tag{3}
\]

Figure 4 gives an overview of our method.

3.2.1 Image Encoder Network

In contrast to NeRF, where the input are point coordinates without scene-specific information, we condition our prediction on the reference images. We achieve this by projecting \(p\) into each reference view, \(I_i\), and build a local feature descriptor, \(I_i(p)\). For this, we first encode each complete reference image with a shared 2D CNN. We build \(I_i(p)\) by extracting the deep features from each CNN layer at the location of the points \(p\) projection. This makes \(I_i(p)\) a multi-scale feature descriptor, as 2D CNNs naturally encode local information in their first layers up to global information in later layers with a high receptive field (Fig. 4-(a) “Image Encoder Network”). Because the point projection is in continuous space, whereas the features are in a discrete grid, we use bilinear interpolation for extraction. When \(p\) projects outside of an image we use zero padding. See appendix for further details.

3.2.2 Unsupervised Stereo Module

We build on the intuition of Multi-View Stereo: when a 3D point \(p\) is projected to photo-metrically consistent regions, \(p\) is likely to lie on a surface, and hence a high density \(\sigma\) should be predicted. In order, to process an arbitrary number of views, the stereo module processes feature descriptors of views in pairs. Specifically, we aim at learning mappings of feature pairs \(I_i(p), I_j(p)\):

\[
s : (I_i(p), I_j(p)) \mapsto x \in \mathbb{R}_+^n, \tag{4}
\]

that allow the network to learn image scores useful for correspondence finding or propagate image color. Note, although our formulation is based on pairwise processing analogous to similarity computation, correspondences are not explicitly computed. We represent each mapping \(s\) in the network using a single neuron. In practice, each possible pair \((I_i(p), I_j(p))\) with \(i, j \in \{1, \ldots, N\}, i \neq j\) is input to a neuron with ReLU non-linearity to ensure non-negative outputs (Fig. 4-(b)). This yields a vector \(x\) of size \(S = N^2 - N\) with one entry per pair. Instead of relying on only a single neuron, we apply a bank of neurons, \(s_k(\cdot, \cdot), k = 1 \ldots K\) in the same fashion. Each neuron might learn different similarities, or specialize in propagating color. We concatenate the output vector \(x_k\) of each neuron in the bank into a Stereo Feature matrix \(X = [x_1 \ldots x_K] \in \mathbb{R}^{S \times K}\) whose height is the number of pairs \(S\) and the width is the number of neurons \(K\) used (Fig. 4-(b) “Stereo Features”). The Stereo Feature matrix can be efficiently computed by arranging feature pairs in a matrix and convolving it with the neuron bank.

Pairwise photo-consistency is, however, not a sufficient condition to identify surface points. 3D points might project to photo-consistent image regions in a stereo pair when reference views are captured nearby but not on a third view. We aggregate information from multi views by convolving the Stereo Feature matrix along the direction of pairs of views. Specifically, we aggregate 4 pairs in the height direction and all similarity measures along the width direction (Fig. 4-(c) “Multi-view Feature Extraction”).

To merge view-pair information into a single vector \(y \in \mathbb{R}^K\), we run Max Pooling in the direction of views. Note that the complete stereo module by design, is flexible for varying number of input views during training and testing: the Max Pooling step is computing a vector \(y\) of fixed dimension \(K\) given varying number of input views. This constitutes the unsupervised Stereo Module, denoted by

\[
g_{\text{stereo}} : (I_1(p), \ldots, I_N(p)) \mapsto y \in \mathbb{R}^K. \tag{5}
\]

3.2.3 Radiance Field Decoder

The last stage of our network is to decode the stereo encoding \(y = g_{\text{stereo}}(I_1(p), \ldots, I_N(p))\) of point \(p\) into the final color \(c\) and density \(\sigma\). For this, we rely on a simple MLP network denoted by

\[
\text{dec} : y \mapsto (c, \sigma). \tag{6}
\]

Sampled colors along a ray are fused based on their density following volume rendering [28, 34]. The training of the network is done fully end-to-end using only multi-view images without 3D data or supervision on the stereo module (Fig. 4-(d)). We use the \(L^2\) loss for comparing the rendered prediction with the target image. Please consider the appendix for further architectural details.

4. Experiments

We, first, study the generalization ability of SRF when trained on a variety of generic objects and scenes. In
Figure 5. **Comparisons:** We compare our method on test views of scenes of DTU. Given 10 reference view images of a novel scene at test time. Our method infers sharp and detailed objects in both appearance and geometry, such as the feathers and eyes of birds, the letters and small benches in buildings, the texture of the rabbit, and the logo of a detergent. Rabbit and detergent scenes benefit most from fine-tuning. NeRF finds approximate, smooth geometry and yields blurry textures for birds, buildings and rabbit. For the detergent scene, it struggles to generate consistent geometry or appearance. LLFF creates some sharp image regions at the letters of buildings and the texture of the rabbit but results are usually overlaid with strong blending and ghosting effects.

Sec. 4.1, we observe that our model indeed learns generalizing structure applicable on novel scenes, given only a sparse number of views that are arbitrarily spread-out. Furthermore, we find that our model can produce 3D colored meshes from only 10 views, despite being trained for a view synthesis task as shown in Sec. 4.2. These observations suggest that incorporating geometry and data helps generalization. Finally, in Sec. 4.3, we show that the multi-view structure of SRF naturally generalizes, even when learned on a single object for a limited time.
Table 1. Quantitative Results: Quantitative results on DTU dataset, reported in PSNR, SSIM (higher is better) and LPIPS [60] (lower is better). Ours(ft) indicates fine-tuning. We outperform all baselines consistently. SRF without fine-tuning already outperforms baselines, fine-tuned SRF produces even sharper geometry, appearance, and far fewer artifacts than all baselines.

|            | Birds |            | Buildings |            | Rabbit |            | Detergent |            |
|------------|-------|------------|-----------|------------|--------|------------|-----------|------------|
|            | PSNR↑ | SSIM↑      | LPIPS↓     | PSNR↑      | SSIM↑  | LPIPS↓     | PSNR↑     | SSIM↑      | LPIPS↓ |
| LLFF       | 18.65 | 0.51       | 0.44      | 15.13      | 0.39   | 0.40       | 17.59     | 0.41       | 0.49   |
| NeRF       | 15.09 | 0.29       | 0.71      | 17.68      | 0.51   | 0.33       | 18.24     | 0.40       | 0.59   |
| Ours       | 23.36 | 0.65       | 0.35      | 17.22      | 0.57   | 0.29       | 18.79     | 0.48       | 0.49   |
| Ours(ft)   | 24.97 | 0.72       | 0.27      | 19.71      | 0.70   | 0.18       | 18.06     | 0.55       | 0.40   |

4.1. Unconstrained Generalization

In this experiment, we target to learn a model that is able to perform novel view synthesis on any unseen test scene. For this, we sample a random train (109 scenes), test (10 scenes), and validation (5 scenes) split of the full DTU dataset (see appendix). We train our method until validation minimum is reached for around 3 days on a single NVIDIA Quadro RTX 8000.

Given only 10 views of a novel scene at test time, our method is able to create sharp objects in the rendered novel views and outperforms baselines. We show qualitative analysis in Figure 5 and quantitative analysis in Table 1. Our approach generalizes to new scenes instantly and can operate on sparse and arbitrarily spread-out multi-views. Each NeRF model takes 2 days for the scene-specific optimization. Instead, our SRF can be learned from many scenes, thanks to the architecture which emulates geometric stereo matching. We find this to be key for novel view synthesis from sparse data. Moreover, we can enrich the geometric and learning concept by the idea of optimized scene representations. For this, we fine-tune our model for a short period of time. We show the effect of fine-tuning our method in Fig. 7 (b)-(d) and also in Fig. 5. Around 15 minutes yields a good trade-off between quality and speed and at around 90 minutes fine-tuning converges. Not only does this result in sharper results as compared to the baselines, but the optimization time is also reduced from multiple days to minutes. We observe that a NeRF model trained on the sparse and spread-out views may also lead to degenerate results as shown in Fig. 7-(f). We refer the reader to the appendix for more details.

Finally, we find that challenging BRDFs and reflective regions can pose problems for our method based on stereo matching. We observe that fine-tuning helps mitigate some issues (Fig. 9). Introducing view-dependent modeling into SRF, which we dropped in Eq. 2, may likely solve this issue and is an interesting future work direction.

4.2. Meshing Predictions

In order to mesh the prediction, we evaluate SRF conditioned on 10 images in a dense grid of points enclosing the objects. SRF predicts color and density for each point. We then threshold the density at the grid and run Marching
Figure 7. Effect of Fine-Tuning our Method. While pure NeRF struggles here (f), SRF generates a reasonable result (e). We further improve the result by fine-tuning with the test images. We observe around 15 minutes to be a good trade-off between quality and speed, and that around 90 minutes results converge. Not only this results in sharper results as compared to the baselines, but it also reduces optimization time from 2 days to minutes.

Figure 8. Natural Generalization Capability. We train SRF only on a single object, a tractor, for as little as 30 min, and apply it without fine-tuning to a microphone. It is apparent that geometry and some color generalize even in this extreme setting, despite the large differences in geometry and appearance between the tractor and the microphone. We attribute this to the classical stereo geometry built into our network by design.

Cubes [25] to obtain a mesh. For each vertex we find on the mesh, we take its coordinates and input them to the SRF to predict color and add it to the mesh. See Fig. 6 for a result.

4.3. Natural Generalization Capability

Previously, we found that incorporating geometry and data helps generalization. Next, we validate that our architecture naturally generalizes by design. We take a radical setup for this: we train on a single object (a synthetic tractor [34]) for as little as 30 minutes and inspect novel view synthesis of a very different object (a microphone from NeRF data). We observe generalization despite large differences in appearance and geometry as shown in Fig. 8.

5. Discussion and Conclusion

We introduced Stereo Radiance Fields, a neural view synthesis model designed to emulate components of classical multi-view stereo. Instead of predicting radiance and color based on point-direction coordinates, we project each 3D point to multiple views, extract features, and process them in pairs. This learns an ensemble of scores driven only by a self-supervised rendering loss, that allow for computation of implicit correspondences. The process emulates feature matching in classical stereo within an end-to-end learnable network for view synthesis.

Experiments demonstrate that SRF learns common structure across multiple scenes. We train a SRF model on multiple scenes from the DTU dataset, and show that SRF generalizes, producing realistic images. Furthermore, in contrast to prior work which requires dense views, we use arbitrarily sparse spread-out 10 views as input. We show that results further improve after 10-15 minutes of fine-tuning on these target 10 views. Remarkably, in the sparse view setting (10 views), our approach significantly outperforms the SOTA methods, even when we train them on the new scene for 2 days. Finally, we show that SRF implicitly compute an interpretable 3D representation allowing for colored meshing – without using 3D supervision.

In summary, SRF builds on classical multi-view stereo and recent neural rendering ideas but combines them in a unified end-to-end learnable architecture. We think the interplay of classical geometric computer vision with neural rendering is an exciting avenue, which deserves further exploration. Future work may extend them to model challenging BRDFs, and 4D space-time view synthesis of dynamic scenes from in-the-wild samples that are inherently sparse.
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