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ABSTRACT

In this work, two multi-harmonic Hamiltonian models for mean motion resonances are formulated and their applications to first-order resonances are discussed. For the $k_p:k$ resonance, the usual critical argument $\varphi = k\lambda - k_p\lambda_p + (k_p - k)\varpi$ is taken as the resonant angle in the first model, while the second model is characterized by a new critical argument $\sigma = \varphi/k_p$. Based on canonical transformations, the resonant Hamiltonians associated with these two models are formulated. It is found that the second Hamiltonian model holds two advantages in comparison to the first model: (a) providing a direct correspondence between phase portraits and Poincaré sections, and (b) presenting new phase-phase structures where the zero-eccentricity point is a visible saddle point. Then, the second Hamiltonian model is applied to the first-order inner and outer resonances, including the 2:1, 3:2, 4:3, 2:3 and 3:4 resonances. The phase-space structures of these first-order resonances are discussed in detail and then the libration centers and associated resonant widths are identified analytically. Simulation results show that there are pericentric and apocentric libration zones where the libration centers diverge away from the nominal resonance location as the eccentricity approaches zero and, in particular, the resonance separatrices do not vanish at arbitrary eccentricities for both the inner and outer (first-order) resonances.
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1 INTRODUCTION

Mean motion resonance (MMR) is a fundamental mechanism in celestial mechanics and it occurs when the mean motion frequencies of two planets moving around a central star are close to the ratio of integers. In the region where a certain MMR is active, the gravitational interactions between planets are enhanced, making the associated dynamics be quite complicated. It is known that MMR plays a crucial role in the long-term stability of planetary systems, because the MMR provides a protection mechanism so that the distance between planets can not reach the possible minimum (Murray & Dermott 1999; Wan et al. 2003). In addition, MMRs are thought as the dynamical source of some phenomena arising in practical systems, such as the existence of the Hecuba gap and the Hilda group in the asteroid belt (Murray 1986; Murray & Dermott 1999). Thus, for a certain MMR, it is of significance to understand (a) the place where the resonance takes, (b) the size that measures the resonance zone and (c) the global structure in phase space. Usually, there are analytical and numerical approaches to explore the dynamics of MMRs.

From the analytical point of view, there are several fundamental models of resonance. With $(r,R)$ as a pair of conjugate variables, the pendulum model with the Hamiltonian function

$$\mathcal{H} = \frac{1}{2}R^2 - \cos r$$

is adopted as the basic model of the so-called ideal resonance problem (Garfinkel 1966). Henrard & Lemaitre (1983) called the pendulum model the first fundamental model of resonance. Considering the fact that the force amplitude of the cosine term of $r$ is proportional to the eccentricity or inclination, Henrard & Lemaitre (1983) introduced a second fundamental model of resonance (called ‘SFMR’) with the Hamiltonian function as

$$\mathcal{H} = -3(\delta + 1)R + R^2 - 2\sqrt{2}\epsilon \cos r$$

where $\delta$ is a free parameter. A large varieties of resonance
problems covering from the orbit-orbit to orbit-spin resonance problems in celestial mechanics can be approximated to the standard model ‘SFMR’, which is specified by the parameter $\delta$. Later, Breiter (2003) pointed out that the model ‘SFMR’ cannot reproduce the separatrix bifurcations (or known as ‘saddle connections’ and ‘heteroclinic bridges’). In order to extend the model ‘SFMR’, Breiter (2003) introduced an extended fundamental model of resonance (EFMR) with the Hamiltonian function as

$$\mathcal{H} = R^2 + \frac{1}{2} u R^2 + v R + \sqrt{2} R \cos r$$

where $u$ and $v$ are two free parameters. Besides, there are some other analytical models of resonance, e.g. the fundamental model of high-order resonances (Lemaître 1984), the third fundamental model of resonance (Shinkin 1995), the second fundamental model of resonance with asymmetric equilibria (Jancart et al. 2002), and so on.

Among these fundamental models, there is a common feature: they hold one degree of freedom with the resonant angle $r$ as the unique angular coordinate. In other words, all of them are totally integrable (the solution can be expressed by means of elliptic integral). The resonant motion occurs on the level curves of Hamiltonian, so that the phase portraits could reveal the global behaviors. In the phase portraits, there are stable equilibria (corresponding to libration centers) and unstable equilibria (corresponding to saddle points). The isoline of Hamiltonian stemming from the saddle points play the role of dynamical separatrices, dividing the phase space into domains of libration and circulation. Usually, the libration zone centered at a libration center is bounded by its nearby separatrix, thus the size of libration zone can be measured by the distance between a pair of separatrices.

Winter & Murray (1997a) reviewed various analytical models including the pendulum model (the first fundamental model of resonance) and the second fundamental model of resonance, and the authors applied these analytical models to the major first-order interior resonances. Regarding the 2:1, 3:2 and 4:3 resonances, Winter & Murray (1997a) found that both the analytical models predict the overlap of nearby libration zones at low eccentricities (leading to chaotic behaviors in low-eccentricity domains). Similar results can be found in Murray & Dermott (1999) (see Fig. 8.7 in the textbook). Regarding the inner 2:1 resonance, Morbidelli (2002) adopted the ‘SFMR’ to discuss the resonance problems and described that (a) the location of the libration center diverge on the left side of the nominal resonance location as $e \to 0$ and (b) one separatrix vanishes when the motion integral is smaller than a critical value (or the eccentricity is smaller than 0.2). Due to the absence of one separatrix, the resonant width is undefined in small-eccentricity regions (Morbidelli 2002). The absence of one separatrix is also observed by Ramos et al. (2015) for the inner 2:1 resonance. In addition, there are some other analytical or semi-analytical works on the issue of mean motion resonances performed in various environments (Gallardo 2019, 2020; Lei 2019).

From the numerical viewpoint, in the planar circular restricted three-body problem, the location of libration center and the associated resonant width can be identified by analyzing the Poincaré surfaces of sections, as performed in Malhotra (1996); Wang & Malhotra (2017); Malhotra et al. (2018); Lan & Malhotra (2019); Malhotra & Zhang (2020) and Winter & Murray (1997a,b). In the works of Malhotra (1996) and Winter & Murray (1997a,b), the Poincaré sections are defined by means of $y = 0$ and $\dot{y} > 0$ where $y$ and $\dot{y}$ are the state variables measured in the rotating reference frame, and the Poincaré sections are usually presented in the $(x, \dot{x})$ plane or in the $(M, a)$ plane (here $M$ is the mean anomaly and $a$ is the semimajor axis). By using both the numerical method based on Poincaré sections and analytical approach (i.e. ‘SFMR’), Winter & Murray (1997a) compared the numerical and analytical results of resonant widths for the inner 2:1, 3:2 and 4:3 resonances (see Fig. 11 in their work) and found some discrepancies.

Concerning the production of Poincaré sections, Malhotra and her collaborators made an important improvement (Wang & Malhotra 2017): recording the test particles state vectors at every successive perihelion passage (actually, the section is defined by means of $r = 0$ and $\dot{r} > 0$, where $r$ is the radial distance of the test particle relative to the central star). For convenience, they introduced an angular separation, denoted by $\psi = \varphi - \lambda_0$ ($\varphi$ is the longitude of pericenter and $\lambda_0$ is the mean longitude of the planet), to measure the relative angle between the test particle at the perihelion and the planet. As stated by Malhotra & Zhang (2020), such a change is very important because it yields a more direct visualization and physical interpretation for the resonance zones arising in the Poincaré surfaces of section. Regarding the first-order inner resonances, Malhotra & Zhang (2020) analyzed the structures arising in the sections and numerically identified the widths of pericentric and apo-centric libration zones. For those first-order inner resonances, they reported two interesting and novel conclusions: (a) the resonance separatrix does not vanish at low eccentricities and (b) the “bridges” of libration zones exist between adjacent resonances.

Motivated by the results obtained by analyzing Poincaré sections in Malhotra & Zhang (2020), we may ask: (a) can we reproduce all the numerical results for first-order inner resonances through analytical methods? (b) what will happen for the first-order outer resonances? To answer these questions, we formulate two multi-harmonic Hamiltonian models based on the Laplacian expansion of planetary disturbing function for the $k_p; k$ resonances: (i) in the first model the usual critical argument defined by $\varphi = k \lambda - k_p \lambda_0 + (k_p - k) \varphi$ is taken as the resonant angle (thus this model is in accordance to the previous fundamental models and the only difference lies in the presence of higher-harmonic terms), and (ii) in the second model the new critical argument defined by $\sigma = \varphi/k_p$ is taken as the resonant angle. Comparing the phase structures produced from these two Hamiltonian models, we find an important advantage of the second Hamiltonian model is that we can make a direct correspondence between the Poincaré sections produced in Malhotra & Zhang (2020) and phase portraits in the analytical model (this is a key motivation of the present work). Then, we apply our new (second) Hamiltonian models to both the first-order inner and outer resonances with a Jupiter-mass planet and, indeed, we achieve our goals: (a) we can reproduce numerical results given in Malhotra & Zhang (2020) for the first-order inner resonances by means of analytical method and (b) analytical results are produced for the first-order outer resonances. It should be noted that, be-
sides the first-order resonances, our Hamiltonian models are also applicable for high-order mean motion resonances.

The remaining part of this work is organized as follows. In Section 2, the Hamiltonian function of the planar circular restricted three-body problem is briefly introduced and, in Section 3, two multi-harmonic Hamiltonian models are formulated for mean motion resonances. In Section 4, the Hamiltonian models are directly compared and their features are discussed in detail. The (second) multi-harmonic Hamiltonian model is applied to the first-order inner and outer resonances in Section 5. At last, the summary and discussion are provided in Section 6.

2 HAMILTONIAN FUNCTION

In this study, we concentrate on the motion of a test particle (e.g. an asteroid in our Solar system) in the planar circular restricted three-body problem with the Sun and a giant planet as the massive and second primaries. In this approximation, all the objects considered are in a common plane and the planet moves around the Sun in a circular orbit. The motion of the test particle is governed by the gravitational attractions generated by the primaries. The test particle moves around the Sun in an osculating Keplerian orbit perturbed by the gravitational attraction coming from the planet. For convenience of description, we denote the Sun as the central body and the planet as the perturber.

Usually, the time and space variables used in the entire work are normalized by taking the total mass of the Sun and planet as the unit of mass, the distance between the Sun and planet as the unit of length and the orbital period of the planet divided by 2π as the unit of time. Under the system of normalized units, both the universal gravitational constant G and the mean motion frequency of the planet n_planet become unitary (i.e. G = 1 and n_planet = 1 in normalized units).

In the following investigations, we describe the motion of the objects involved under a Sun-centered inertial coordinate system with the orbit of the planet as the fundamental plane. Under this reference frame, the planet moves on a unitary circle (i.e. a_planet = 1 in normalized units) and its position is determined by the mean anomaly \( \lambda_p = M_p + \varpi_p \), where \( M_p \) is the mean anomaly and \( \varpi_p \) is the longitude of pericentre. In addition, the orbit of the test particle is described by the classical elements: the semimajor axis \( a \), eccentricity \( e \), longitude of pericentre \( \varpi \) and the mean anomaly \( M \) (or the true anomaly \( f \)).

In this study, the Sun–Jupiter system is taken as the basic model to perform practical simulations (under other Sun–planet systems simulations can be performed in a similar manner). In this system, the length unit is 5.2 au, the time unit is 688.995 d. The normalized mass of the Sun is \( m_0 = 0.9990461188 \) and the normalized mass of Jupiter becomes \( m_p = 1 - m_0 \).

2.1 Expansion of disturbing function

In the Sun-centered inertial coordinate system, the motion of the test particle is governed by the disturbing function, given by (Murray & Dermott 1999)

\[
\mathcal{R} = G m_p \left( \frac{1}{\Delta} - \frac{r_p}{\Delta^2} \cos \psi \right),
\]

where \( r_p \) is the distance between the planet and the central star \( (r_p = a_p = 1 \) holds in the CRTBP with normalized units) and \( \Delta \) is the relative distance between the planet and the test particle, expressed by

\[
\Delta = \sqrt{r_p^2 + r^2 - 2rr_p \cos \psi} = \sqrt{1 + r^2 - 2r \cos \psi}
\]

with \( r \) as the distance of the test particle relative to the Sun and \( \psi \) as the separation angle between the radius vectors of the test particle and planet, given by

\[
\psi = f + \varpi - \lambda_p.
\]

Following the procedure discussed in Murray & Dermott (1999) and Ellis & Murray (2000), in the planar configuration the disturbing function represented by equation (1) can be expanded in a formal series of the orbital elements as follows:

\[
\mathcal{R} = G m_p \sum_{n=0}^{\infty} \sum_{j=-\infty}^{\infty} \sum_{m=0}^{\infty} \sum_{s=-\infty}^{\infty} (-1)^{n-m} A_{n,j} (\alpha) \left( \frac{n}{m} \right) X_{s}^{n,j} (e) \times \cos \{ s\lambda + (j-s) \varpi - j\lambda_p \}
\]

\[
\quad - \frac{G m_p}{a_p} \alpha \sum_{s=-\infty}^{\infty} X_{s}^{1,1} (e) \cos \{ s\lambda + (1-s) \varpi - \lambda_p \}
\]

(2)

where the semimajor axis ratio \( (\alpha = a/a_p) \) related function \( A_{n,j} (\alpha) \) is defined by means of the Laplace coefficients \( b_{1/2}^{1/2} (\alpha) \) in the following manner:

\[
A_{n,j} (\alpha) = \frac{1}{2n!} \left[ \frac{d^n}{d\alpha^n} b_{1/2}^{1/2} (\alpha) \right]
\]

and the Hansen coefficients \( X_{s}^{n,j} (e) \) are functions of the eccentricity, calculated by (Hughes 1981)

\[
X_{s}^{a,b} (e) = e^{(c-b)} \sum_{u=0}^{\infty} Y_{s+u,1+u}^{a,b} e^{2u},
\]

with \( t = \max(0, c-b) \) and \( u = \max(0, b-c) \). In particular, \( Y_{s+u,1+u}^{a,b} \) is the Newcomb operator, which can be computed in a recurrence manner (Hughes 1981; Murray & Dermott 1999).

2.2 Hamiltonian function

For convenience, we introduce the modified Delaunay variables to study the resonance dynamics (Morbidelli 2002),

\[
\Lambda = \sqrt{\mu a}, \quad \lambda = M + \varpi, \quad P = \sqrt{\mu a} \left( 1 - \sqrt{1 - e^2} \right), \quad p = -\varpi,
\]

(3)

\[
\Lambda_p, \quad \lambda_p = M_p + \varpi_p,
\]

where \( \mu = G m_0 \). In the disturbing function given by equation (2), all the classical elements \( a, e, \varpi, \lambda \) and \( \lambda_p \) are replaced by the modified Delaunay’s variables. As a result, the Hamiltonian function, governing the motion of the test particle, can be written as follows:

\[
\mathcal{H} = -\frac{\mu}{2a} + n_p \Lambda_p - \mathcal{R} (a, e, \lambda, \varpi, \lambda_p)
\]

\[
= -\frac{\mu^2}{2a^2} + n_p \Lambda_p - \mathcal{R} (\Lambda, P, \lambda, p, \lambda_p),
\]

(4)
where \( n_p \) is equal to unity in normalized units, \( \Lambda_p \) is the conjugate momentum of \( \lambda_p \), and the expression of disturbing function \( R \) is provided by equation (2). Evidently, the dynamical model specified by the Hamiltonian given by equation (4) is of three degree of freedom with \( \lambda, p(= - \varpi) \) and \( \lambda_p \) as angular coordinates.

### 3 MULTI-HARMONIC HAMILTONIAN MODELS

Based on the Hamiltonian function given in the previous section, we intend to establish two Hamiltonian models with multiple harmonics of the critical argument for the \( k_p:k \) resonances. The first Hamiltonian model takes the ‘usual critical argument’ \( \varphi \) as the resonant angle (the corresponding model corresponds to the classical fundamental models and the difference lies in its presence of high-harmonic terms in the Hamiltonian function), while the second model takes a new critical argument, denoted by \( \sigma = \frac{\varphi}{k_p} \), as the resonant angle.

#### 3.1 The first multi-harmonic Hamiltonian model

Concerning a test particle located inside the \( k_p:k \) resonance with planet, the usual resonant angle is introduced by

\[
\varphi = k\lambda - k_p\lambda_p + (k_p - k)\varpi,
\]

so that the mean anomaly of the test particle, \( \lambda \), can be expressed by means of \( \varphi, \lambda_p \) and \( \varpi \) as follows:

\[
\lambda = \frac{1}{k}\varphi + \frac{k_p}{k}\lambda_p - \frac{k_p - k}{k}\varpi.
\]

For first-order resonances, it holds \( |k_p - k| = 1 \). By putting equation (6) into equation (2) and combining the modified Delaunay’s variables, the disturbing function can be expressed as \( R(\Lambda, P, \varphi; \varpi, \lambda_p) \).

When the test particle is located inside the \( k_p:k \) resonance, the associated resonant angle \( \varphi \) becomes a slow angular variable compared to \( \lambda_p \), so that the disturbing function can be separated into short-period terms containing the fast variable \( \lambda_p \) and long-period terms without \( \lambda_p \). When we are studying the resonant dynamics, it is usual to remove those short-period terms from the disturbing function by means of averaging theory (Gallardo 2006),

\[
R^* = \frac{1}{2k\pi} \int_0^{2k\pi} R d\lambda_p,
\]

which leads to the averaged resonant disturbing function.

Replacing the expression of disturbing function given by equation (2) in equation (7), we can easily obtain the analytical expression of the resonant disturbing function. In particular, when \( k_p = 1 \) (corresponding to the 1:1-type resonances), the resonant disturbing function \( R^* \) can be written as

\[
R^* = \mathcal{G} m_p \sum_{n=0}^{\infty} \sum_{j=-\infty}^{\infty} \sum_{m=0}^{n} (-1)^{n-m} A_{n,j}(\alpha) \left( \frac{n}{m} \right) X_{jk}^{mn} (e) \cos (j\varphi) - \frac{\mathcal{G} m_p}{a_p} a X_k^{1,1} (e) \cos \varphi
\]

and, when \( k_p \neq 1 \) (in this case the indirect part of disturbing function has no contribution to the resonant disturbing function), the resonant disturbing function \( R^* \) can be obtained as

\[
R^* = \mathcal{G} m_p \sum_{n=0}^{\infty} \sum_{j=-\infty}^{\infty} \sum_{m=0}^{n} (-1)^{n-m} A_{n,j}(\alpha) \left( \frac{n}{m} \right) X_{jk}^{mn} (e) \cos (j\varphi)
\]

where \( \mod (j, k_p) = 0 \) means that \( j \) is divisible by \( k_p \). For the purpose of simplification, we denote the resonant disturbing function truncated at order \( N \) in eccentricity by a compact form as follows:

\[
R^* = \sum_{n=0}^{N} C_n \cos (n\varphi) \]

where \( N \) is the number of harmonics of the angle \( \varphi \) and the coefficients \( C_n \) are related to the action variables \( \Lambda \) and \( P \) (or, equivalently, the elements \( a \) and \( e \)). As a result, the averaged resonant Hamiltonian can be expressed by

\[
\mathcal{H}^* = -\frac{\mu^2}{2\Lambda} + n_p\Lambda_p - R^*
\]

\[
= -\frac{\mu^2}{2\Lambda} + n_p\Lambda_p - \sum_{n=0}^{N} C_n \cos (n\varphi).
\]

Evidently, the number \( N \) determines the accuracy of the resonant Hamiltonian. The influence of \( N \) upon the phase portraits of mean motion resonances is to be discussed in Section 4 in detail.

In the following study, the dynamical model with \( N = 1 \) is called the one-harmonic model, the one with \( N = 2 \) is called the two-harmonic model and the ones with \( N \geq 3 \) are called the \( N \)-harmonic models. Alternatively, the averaged resonant disturbing function given by equation (7) can be obtained by means of direct numerical integration (Gallardo 2006), and the corresponding dynamical model is called the numerical resonant model.

To formulate the resonant model, we need to introduce a new set of canonical variables,

\[
\Phi_1 = \frac{1}{k}\Lambda, \quad \varphi_1 = k\lambda - k_p\lambda_p - (k_p - k)p = \varphi,
\]

\[
\Phi_2 = P + \frac{k_p - k}{k}\Lambda, \quad \varphi_2 = p,
\]

\[
\Phi_3 = \Lambda_p + \frac{k_p}{k}\Lambda, \quad \varphi_3 = \lambda_p,
\]

which can be transformed from the set of modified Delaunay’s variables through the following generating function:

\[
S \equiv k\lambda\Phi_1 + \Lambda_p (\Phi_3 - k_p\Phi_1) + p [\Phi_2 - (k_p - k)\Phi_1].
\]

Under the new set of variables defined by equation (10), the resonant Hamiltonian given by equation (9) becomes

\[
\mathcal{H}^* = -\frac{\mu^2}{2(k\Phi_1)^2} - k_p n_p \Phi_1 - \sum_{n=0}^{N} C_n (\Phi_1, \Phi_2) \cos (n\varphi_1),
\]

where the constant terms have been eliminated from the resonant Hamiltonian. Evidently, the resonant model determined by equation (11) has a single degree of freedom with \( \varphi_1 = \varphi \) as the angular coordinate, so that the dynamical model becomes totally integrable. In addition, the angular variables \( \varphi_2 \) and \( \varphi_3 \) are absent from the resonant Hamiltonian (i.e., \( \varphi_2 \) and \( \varphi_3 \) are cyclic coordinates of the current
resonant model), thus their conjugate momenta $\Phi_2$ and $\Phi_3$ become the motion integral, given by

$$\Phi_2 = P + \frac{k_p - k}{k} \Lambda = \sqrt{\mu a} \left( \frac{k_p}{k} - \sqrt{1 - e^2} \right) = \text{const} \quad (12)$$

and

$$\Phi_3 = \Lambda_\varphi + \frac{k_p}{k} \sqrt{\mu a} = \text{const}. \quad (13)$$

The motion integral given by equation (12) means that, in the long-term evolution, the Keplerian energy of the test particle exchanges with its angular momentum, implying that there is a coupled oscillation between the semimajor axis and eccentricity in the long-term evolution.

In Fig. 1, the level curves of $\Phi_2$ are presented in the $(a, e)$ plane for the inner 3:2 and outer 2:3 resonances with a Jupiter-mass planet. For the inner 3:2 resonance, the magnitude of $\Phi_2$ is greater than zero, while the magnitude of $\Phi_2$ for the outer 2:3 resonance is smaller than zero. The motion integral shows that the test particle can only move along the isole of $\Phi_2$ determined by its initial condition. In other words, only one of the elements ($a$ and $e$) is independent when $\Phi_2$ is given.

In the expression of the motion integral, if we assume $e = 0$, we could obtain the maximum value of semimajor axis denoted by $a_{\text{max}}$ for inner resonances and obtain the minimum value of semimajor axis denoted by $a_{\text{min}}$ for outer resonances. Thus, for the inner resonances where $k_p > k$, there is a one-to-one correspondence between $a_{\text{max}}$ and $\Phi_2$ and, for the outer resonances where $k_p < k$, there is also a one-to-one correspondence between $a_{\text{min}}$ and $\Phi_2$. For the purpose of intuition, we will also use $a_{\text{max}}$ (or $a_{\text{min}}$) to stand for the motion integral in the following discussions.

It should be noted that the Hamiltonian model with $N = 1$ or $N = 2$ discussed in the current work has been widely used in previous analytical studies (Henrard & Lemaître 1983; Henrard & Lemaître 1983; Lemaître 1984; Beaugé 1994; Winter & Murray 1997a,b; Morbidelli 2002; Jancart et al. 2002; Breiter 2003; Ramos et al. 2015). Compared to the SFMR (the second fundamental model for resonance) discussed in Henrard & Lemaître (1983) and the EFMR (the extended fundamental model of resonance) discussed in Breiter (2003), our Hamiltonian model discussed here includes multiple harmonics of the resonant angle $\varphi$ in the Hamiltonian (in practice, the number of harmonics of $\varphi$ is controlled by $N$). It is to be noted that, in order to reduce to the fundamental models of resonance including ‘SFMR’ and ‘EFMR’, the resonant Hamiltonian needs to be expanded around the libration center by Taylor series, and then the expansion is truncated at order 2 in the model ‘SFMR’ and order 3 in the model ‘EFMR’.

To understand the global dynamics, we need to analyze the phase-space structures. By plotting the level curves of the resonant Hamiltonian in the $(\sigma_1, \sigma_2, \Gamma_1)$ plane, it is possible to obtain the phase portrait characterized by the motion integral $\Phi_2$ (i.e., $a_{\text{max}}$ or $a_{\text{min}}$). Considering the relationship between $\Gamma_1, 2$ and the elements $a$ and $e$, we could present the phase portraits in the $(e \cos \varphi, e \sin \varphi)$, as commonly adopted by previous works. In Fig. 2, the phase portraits are reported for the 3:2 resonance characterized by $\Phi_2 = 0.4404$ (i.e., $a_{\text{max}} = 0.7758$) in the left panel and for the 2:3 resonance characterized by $\Phi_2 = -0.378$ (i.e., $a_{\text{min}} = 1.2860$) in the right panel. The level curves stemming from the coordinate center ($e = 0$) are marked in red lines, which divide the entire phase space into regions of libration and circulation. For the 3:2 resonance, the libration center is located at $\varphi = 0$ and, for the 2:3 resonance, the libration center is located at $\varphi = \pi$.

In addition, it is observed from Fig. 2 that (a) for the 3:2 or 2:3 resonance with the currently considered motion integral, there is only one stationary point arising in the phase portrait, (b) for the 3:2 resonance shown in the left panel, the libration center is located at $\varphi = 0$, and (c) for the 2:3 resonance shown in the right panel, the libration center is located at $\varphi = \pi$.

The phase portraits for the first-order resonances shown in Fig. 2 are in agreement with previous results, e.g., Fig. 9.2 in Morbidelli (2002), Fig. 4 in Winter & Murray...
3.2 The second multi-harmonic Hamiltonian model

In recent several years, for the purpose of numerically producing Poincaré sections in the planar circular restricted three-body problem, Wang & Malhotra (2017) introduced the angle $\psi = \varpi - \lambda_p$, which specifies the angular separation of the planet and the test particle when the latter is at the pericentre. They demonstrated that, when the test particle is at the pericentre, the usual resonant angle $\varphi = k\lambda - k_p\lambda_p + (k_p - k)\varpi$ is equal to $k_p$ times the separation angle $\psi$ for the $k_p:k$ resonances (i.e. $\varphi = k_p\psi$ when $\varphi$ is evaluated at the pericentre). In other words, during each libration period of the usual resonant angle $\varphi$, there are $k_p$ points appearing in the Poincaré section.

The Poincaré sections measured by the angular separation $\psi$ have been successfully applied in characterizing the dynamics of mean motion resonances, as performed by Malhotra and her collaborators in a series of works, e.g. Wang & Malhotra (2017); Malhotra et al. (2018); Lan & Malhotra (2019) and Malhotra & Zhang (2020).

Inspired by the fact that there are $k_p$ points arising in the Poincaré section during each libration period of $\varphi$, we introduce a new critical argument, denoted by $\sigma = \varphi/k_p$, to formulate the Hamiltonian model for mean motion resonances. In this new model, we can see that, during each libration period of $\sigma$, there is only one point appearing in the Poincaré section. As a consequence, it is possible to establish a one-to-one correspondence between the points appearing in the Poincaré section and the points arising in the phase portrait for a certain mean motion resonance. In other words, the phase portraits obtained in this resonant model can be directly compared with the Poincaré sections produced in Malhotra & Zhang (2020). In particular, it becomes possible for us to study the resonant widths numerically identified by Malhotra & Zhang (2020) in an analytical manner. This is a key feature of our resonant model.

According to the aforementioned discussions, we define a new critical argument as

$$\sigma = \frac{1}{k_p} \varphi = \frac{1}{k_p} [k\lambda - k_p\lambda_p + (k_p - k)\varpi].$$

Under the consideration of the relationship between $\varphi$ and $\sigma$ ($\varphi = k_p\sigma$), the averaged resonant disturbing function given by equation (8) can be written as

$$\mathcal{R}^* = \sum_{n=0}^{N} C_n \cos(nk_p\sigma),$$

and the resonant Hamiltonian becomes

$$\mathcal{H}^* = -\frac{\mu^2}{2\Lambda^2} + n_p\Lambda_p - \sum_{n=0}^{N} C_n \cos(nk_p\sigma),$$

where the coefficients $C_n$ are the same as the ones arising in equation (8).

To formulate the resonant model with $\sigma$ as the critical argument, we need to introduce the following set of variables,

$$\Gamma_1 = \frac{k_p}{k} \Lambda, \quad \sigma_1 = \frac{1}{k_p} [k\lambda - k_p\lambda_p - (k_p - k)\varpi] = \sigma,$$

$$\Gamma_2 = P + \frac{k_p - k}{k} \Lambda, \quad \sigma_2 = p,$$

$$\Gamma_3 = \Lambda_p + \frac{k_p}{k} \Lambda, \quad \sigma_3 = \lambda_p.$$  (17)

It is not difficult to check that this change of variables is a canonical transformation with the following generating function,

$$S = \frac{k}{k_p} \Lambda \Gamma_1 + \lambda_p (\Gamma_3 - \Gamma_1) + p \left( \Gamma_2 - (1 - \frac{k}{k_p}) \Gamma_1 \right).$$

Under the new set of variables, the resonant Hamiltonian given by equation (16) can be organized as follows:

$$\mathcal{H}^* = -\frac{\mu^2}{2(\frac{k}{k_p} \Gamma_1)} - n_p \Gamma_1 - \sum_{n=0}^{N} C_n (\Gamma_1, \Gamma_2) \cos(nk_p\sigma_1),$$

where the constant terms have been eliminated from the resonant Hamiltonian. Obviously, the dynamical model determined by the Hamiltonian given by equation (18) is of one degree of freedom with $\sigma_1 = \sigma$ as the unique angular coordinate, so that the system is totally integrable. In addition, the angular coordinates $\sigma_2$ and $\sigma_3$ are cyclic, indicating that their conjugate momenta become the motion integral of system, given by

$$\Gamma_2 = P + \frac{k_p - k}{k} \Lambda = \sqrt{\mu a} \left( \frac{k_p}{k} - \sqrt{1 - e^2} \right) = \text{const}$$

and

$$\Gamma_3 = \Lambda_p + \frac{k_p}{k} \sqrt{\mu a} = \text{const}.$$  (19)

Obviously, the motion integral given by equations (19) and (20) are the same as the ones given by equations (12) and (13), respectively. Similarly, we can also use $a_{\text{max}}$ (or $a_{\text{min}}$) to stand for the motion integral $\Gamma_2$ for the inner resonances (or the outer resonances). The level curves of $\Gamma_2$ are reported in Fig. 1 in the $(a, e)$ plane for the inner 3:2 and outer 2:3 resonances.

It is noted that similar expressions of the motion integral $\Gamma_2$ (or $\Phi_2$) appeared in the multi-harmonic Hamiltonian model can be found in many previous works, e.g. Beaugé (1994), Gomes (1997), Morbidelli (2002) and Ramos et al. (2015). The relationship between the Jacobi constant which is used in Malhotra & Zhang (2020) to characterize Poincaré sections and the motion integral $\Gamma_2$ (or $\Phi_2$) is discussed in Appendix A.
in the Poincaré section), and (c) in both panels, the coordinate center at \( e = 0 \) corresponds to a saddle point of the resonant model and the level curve stemming from it plays the role of dynamical separatrix, dividing the whole phase space into domains of libration and circulation. It is noted that, when the motion integral \( \Gamma_2 \) is varied, the number of fixed points (i.e., the number of resonance islands) will change.

## 4 MODEL VALIDATION

In the previous section, two multi-harmonic Hamiltonian models of mean motion resonances have been formulated. In the first model, the resonant angle is given by \( \varphi = k\lambda - k_\beta \lambda_\beta + (k_\beta - k) \omega \) (this is the classical critical argument) and, in the second model, the resonant angle is given by \( \sigma = \varphi/k_\beta \).

In Section 4.1, we make a comparison between the phase-space structures produced in the first and second resonant models for some specific resonances. In Section 4.2, focusing on the second Hamiltonian model, we compare the Hamiltonian models truncated at different orders in eccentricity to the associated numerical resonant model with an aim at exploring the influence of \( N \) (the number of harmonics) upon the structures of phase portraits.

### 4.1 Comparisons between the first and second Hamiltonian models

In this section, a direct comparison is made between the phase-space structures produced from the first Hamiltonian model and the ones generated from the second Hamiltonian model for the inner 2:1 and 3:2 resonances, as shown in Fig. 4. In both models, the truncated order in eccentricity is taken as \( N = 10 \) (our simulations show that the model with \( N = 10 \) is accurate enough to approximate the dynamics of mean motion resonances). The phase-space structures are presented in the \( (k = e \cos \varphi, h = e \sin \varphi) \) plane for the first resonant model (see the panels in the left-hand column) and the phase-space structures are presented in the \( (k = e \cos \varphi, h = e \sin \varphi) \) plane for the second resonant model (see the panels in the right-hand column). For the inner 2:1 resonance, the motion integral is taken as \( \Phi_2(= \Gamma_2) = 0.7995 \) (i.e., \( a_{\text{max}} = 0.6392 \)) and, for the inner 3:2 resonance, the motion integral is taken as \( \Phi_3(= \Gamma_2) = 0.441 \) (i.e., \( a_{\text{max}} = 0.7779 \)). In all plots of Fig. 4, the red lines stand for the level curves of resonant Hamiltonian passing through the zero-eccentricity point (i.e. the coordinate center).

Observing from Fig. 4, we can see that (a) as for the 2:1 and 3:2 resonances, their phase portraits present similar structures in the first model, while they are totally different in the second model, (b) there are three stationary solutions in the first resonant model, which is in agreement with the results given by Morbidelli (2002) and Ramos et al. (2015) at the same level of motion integral, (c) there are \( 3k_\beta + 1 \) stationary solutions in the second resonant model including \( 2k_\beta \) stable equilibria and \( k_\beta + 1 \) saddle points, (d) in the first model, the libration centers are located at \( \varphi = 0, \pi \) and the saddle point is at \( \varphi = \pi \) for both inner resonances, (e) in the second model, the libration centers are located at \( \sigma = j \pi/k_\beta \) with \( j = 0, 1, \ldots, 2k_\beta - 1 \) and the saddle points are located at \( \sigma = j \pi/k_\beta \) with \( j = 1, 3, \ldots, 2k_\beta - 1 \) as well as the zero-eccentricity point (i.e. the coordinate center), and (f) it is clear that one libration centre (or one saddle point) in the
first model are split into \( k_p \) libration centers (or \( k_p \) saddle points) in the second model.

Next, let us consider the consistency between the Poincaré sections numerically produced in Malhotra & Zhang (2020) and the phase-space structures analytically produced in the second resonant model (note that the consistency is a key motivation of the new resonant model). For the inner 2:1 resonance, the phase-space structure associated with the second resonant model shown in the upper-right panel of Fig. 4 is in perfect agreement with the Poincaré section corresponding to the central panel of Fig. 2 in Malhotra & Zhang (2020) and, for the inner 3:2 resonance, the phase-space structure corresponding to the bottom-right panel of Fig. 4 is coincident with the Poincaré section given in the bottom-right panel of Fig. 5 in Malhotra & Zhang (2020) (please see their work for more details). As desired, a perfect consistency is found between the analytical results (phase portraits) and numerical results (Poincaré sections) based on our second resonant model. This correspondence is very helpful in understanding the numerical behaviors arising in the Poincaré sections.

In addition, it is observed from Fig. 4 that the zero-eccentricity point (i.e. the coordinate center) is a saddle point in the second resonant model, but it is not a visible equilibrium point in the first resonant model (or the classical resonant model).

In summary, the second Hamiltonian model formulated in this work holds two advantages in comparison to the first Hamiltonian model (or the classical resonant model): (a) providing a direct correspondence between Poincaré sections and phase portraits and (b) presenting the unfolded phase-space structures where the zero-eccentricity point (or coordinate center) becomes a visible saddle point at arbitrary motion integral. It is observed from the Poincaré sections produced by Malhotra & Zhang (2020) that the zero-eccentricity point is an unstable fixed point, which is in agreement with our analytical results. Considering these two advantages, from now on we will take the second Hamiltonian model as the fundamental model to study the dynamics of mean motion resonances in the following discussions, unless otherwise specified.

4.2 Validation of the second Hamiltonian model

As stated in Section 3, the accuracy of resonant Hamiltonian is specified by the number \( N \) of harmonics because of the fact that the number \( N \) stands for the truncated order in eccentricity in the disturbing function. Please refer to equation (18) for the expression of resonant Hamiltonian. In this section, we intend to compare the analytical dynamical models (the second Hamiltonian models) with different \( N \) to the numerical model in order to explore the influence of \( N \) upon the phase-space structures. In the numerical model, the resonant disturbing function is obtained by direct numerical integration for equation (7), as performed in Gallardo (2006).

In Fig. 5, we report the level curves of the (numerical and analytical) resonant Hamiltonian associated with the outer 2:3 resonance in the \((e \cos \sigma, e \sin \sigma)\) plane. In practical simulations, the motion integral is fixed at \( \Gamma_2 = -0.3767 \) (i.e., \( a_{\min} = 1.2771 \)).

The panel (a) of Fig. 5 is for the phase portrait generated in the numerical model, and the remaining panels are for the phase portraits produced in the analytical models with \( N = 1, 2, 3, 4 \) and \( N = 10 \). In all plots, we show the level curves passing through the zero-eccentricity and nonzero-eccentricity saddle points in green and red lines, which play the role of dynamical separatrices in the phase space.

In the phase portrait associated with the numerical model (see panel (a) of Fig. 5), it is observed that (a) the libration center is located at \( \sigma = 0, \pi/2, \pi, 3\pi/2 \) and (b) there are three saddle points, two of them with non-zero eccentricity are located at \( \sigma = 0, \pi \) and the last one is located at the coordinate center (i.e. the zero-eccentricity point). Similar to the notations used in Malhotra & Zhang (2020), we call the libration islands centered at \( \sigma = \pi/2, 3\pi/2 \) (corresponding to \( \varphi = \pi \)) the apocentric zones and call the ones centered at \( \sigma = 0, \pi \) (corresponding to \( \varphi = 0 \)) the pericentric zones. It is clear to observe that (i) the apocentric libration zones are bounded by the separatrices stemming from the zero-eccentricity saddle point (i.e. red lines), and (ii) the pericentric libration zones are bounded by the separatrices stemming from the saddle points with non-zero eccentricity (i.e. green lines).

As for the analytical model with \( N = 1 \) (see panel (b) of Fig. 5), it is observed that the apocentric libration zones are bounded by the separatrices stemming from the saddle points with non-zero eccentricity (instead of the zero-eccentricity saddle point in the numerical model) and the pericentric libration zones are bounded by the separatrices stemming from the zero-eccentricity saddle point (instead of the nonzero-eccentricity saddle point in the numerical model). Evidently, this geometry of phase portrait is different from that shown in the numerical model, meaning that the analytical model with \( N = 1 \) is not accurate enough to approximate the dynamics of first-order resonances, especially in the low-eccentricity regions.

Regarding the analytical model with \( N = 2 \) (see panel (c) of Fig. 5), the equilibrium points located at \( \sigma = \pm \pi/2 \) (these two points are stable equilibria in the numerical model) become saddle points and, surprisingly, asymmetric libration centers appear around them. It is noted that, in the numerical model, there are no asymmetric libration centers (see panel (a) of Fig. 5). In other words, in the analytical model with \( N = 2 \), incorrect dynamical structures arise. Due to the fake structures arising in the phase portraits, it means that the analytical model with \( N = 2 \) is also not accurate enough to approximate the dynamics of first-order resonances.

It should be noted that, for the outer 2:3 resonance with the same motion integral as that used in Fig. 5, the asymmetric libration centres in the analytical model with \( N = 2 \) have been observed by Beaugé (1994), who took the critical argument \( \varphi \) as the resonant angle to formulate the resonant model (the same as the first resonant model with \( N = 2 \) discussed in the current work). In the work of Beaugé (1994), the author denoted the numerical model as the exact model, the analytical model with \( N = 1 \) as ‘SFMR’, the analytical model with \( N = 2 \) as ‘F2’ (please refer to Fig. 12 in his work for more details). As stated by Beaugé (1994), the model ‘F2’ has a better approximation to the real system for low eccentricities (compared to the model ‘SFMR’), but for high eccentricities it fails to reproduce the
correct topology. The same problem has been detected by 
Message (1958). Beaugé (1994) explained that the possible 
reason for the disagreement between ‘SFMR’ and ‘F2’ is due 
to the problem of convergence of the disturbing function ex-
ansion, as predicted by Sundman’s criterion (Ferraz-Mello 
1994). However, our practical simulations may lead us to an 
alternative explanation for such a strange phenomenon, as 
discussed below.

When the number $N$ is increased up to $N = 3, \quad N = 4$
or $N = 10$ (see panels (d–f) of Fig. 5), asymmetric libration 
centers disappear and the geometry of the phase portrait 
becomes closer to the one in the numerical model as the 
number $N$ increases. In particular, the phase portrait in the 
analytical model with $N = 10$ is identical to that in the 
numerical model (please compare the first and last panels of 
Fig. 5).

Similar simulations are made for the first-order inner 
resonances including the 2:1, 3:2 and 4:3 resonances, and the 
phase-space structures associated with the numerical model 
and analytical models with $N = 2$ and $N = 10$ are reported 
in Appendix B (see Fig. B1 for details). Interestingly, asymmetric 
libration centers (i.e. the incorrect topology) appear 
in the phase-space structures in the analytical model with 
$N = 2$ for all the considered inner resonances, while they 
disappear from the phase-space structures in the analytical 
models with $N = 10$. In particular, it is observed that the 
structures in the analytical model with $N = 10$ are in perfect 
agreement with the ones in the numerical model.

According to the aforementioned discussions, we can see 
that the fake structures arising in the phase portraits of first-order resonances are due to the poor approximation 
of the disturbing function truncated at $N = 1$ or $N = 2$ 
in (other words, this problem can be avoided if the resonant 
Hamiltonian is truncated at a higher order in eccentricity), 
and thus we can conclude that the analytical models with 
$N \geq 3$ are required in order to approximate the dynamics 
of test particles inside first-order mean motion resonances.

In the following applications, we will take the analytical 
model (the second Hamiltonian model) with $N = 10$ 
as the basic model to perform practical simulations, unless 
otherwise specified.

5 RESONANT WIDTH AND APPLICATIONS

In this section, the analytical method about identifying the 
libration center and resonant width in the second Hamilton-
ian model is introduced, and then it is applied to the 
inner and outer first-order mean motion resonances with a 
Jupiter-mass planet.
5.1 Libration center and resonant width

In the second Hamiltonian model, $\Gamma_2$ is the motion integral, and the equation of motion can be written as

$$\dot{\sigma}_1 = \frac{\partial H^*}{\partial \Gamma_1}, \quad \dot{\Gamma}_1 = -\frac{\partial H^*}{\partial \sigma_1}. \quad (21)$$

The equilibrium points of the resonant model can be obtained by solving the following stationary conditions:

$$\dot{\sigma}_1 = \frac{\partial H^*}{\partial \Gamma_1} = 0, \quad \dot{\Gamma}_1 = \frac{\partial H^*}{\partial \sigma_1} = \sum_{n=1}^N nk_p\mathcal{C}_n (\Gamma_1, \Gamma_2) \sin(nk_p\sigma_1) = 0. \quad (22)$$

For a given motion integral $\Gamma_2$, we denote the equilibrium point as $(\sigma_1, \Gamma_1) = (\sigma_{10}, \Gamma_{10})$. The equations of motion given by equation (21) can be linearized around $(\sigma_{10}, \Gamma_{10})$, and the Jacobian matrix of the resulting linear system determines the stability of the equilibrium point.

As usual, the stable equilibrium points are such that the Jacobian matrix has eigenvalues with negative real parts, and the unstable ones correspond to saddle points. For convenience of description, we denote the stable equilibrium points as $(\sigma_1, \Gamma_1) = (\sigma_{10}, \Gamma_{10})$ and the unstable equilibrium points as $(\sigma_1, \Gamma_1) = (\sigma_{10}^*, \Gamma_{10}^*)$. According to the relationship between $\Gamma_{10}$ and $\Gamma_{10}^*$, the resonant Hamiltonian of the separatrix passing through $(\sigma_{10}, \Gamma_{10})$ is evaluated at $\sigma_{10}^*$ by

$$H^* (\sigma_1 = \sigma_{10}^*, \Gamma_1 = \Gamma_{10}, \Gamma_2) = H^* (\sigma_1 = \sigma_{10}^*, \Gamma_1 = \Gamma_{in}; \Gamma_2) = H^* (\sigma_1 = \sigma_{10}, \Gamma_1 = \Gamma_{out}; \Gamma_2),$$

where $\Gamma_{out}$ stands for the outer boundary of $\Gamma_1$ and $\Gamma_{in}$ stands for the inner boundary of $\Gamma_1$.

According to the relationship between $\Gamma_{1,2}$ and the elements $\sigma$ and $e$, the boundary points specified by $(\Gamma_{out}, \Gamma_2)$ and $(\Gamma_{in}, \Gamma_2)$ can be equivalently represented in the element space by $(a_{out}, e_{out})$ and $(a_{in}, e_{in})$, respectively. The distance between the inner and outer boundaries can measure the resonant width in the form of $\Delta \Gamma_1 = \Gamma_{out} - \Gamma_{in}$ or $(\Delta a, \Delta e) = (a_{out} - a_{in}, e_{out} - e_{in})$.

5.2 Applications to inner resonances

As for the first-order inner resonances, we mainly study the cases of 2:1, 3:2 and 4:3 resonances. With the inner 2:1 resonance as an example, Fig. 6 reports the level curves of the resonant Hamiltonian (phase portraits) in the $(\sigma, a)$ plane (see the panels in the left column) and in the $(e \cos \sigma, e \sin \sigma)$ plane (see the panels in the right column) for three values of the motion integral $\Gamma_2$. In each plot, the level curve passing through the zero-eccentricity saddle point is denoted in red line.

For the 2:1 resonance, there is a critical value of $\Gamma_2$, denoted by $\Gamma_c = 0.7984555$ (the associated phase portraits are shown in the middle-row panels of Fig. 6). When the motion integral satisfies $\Gamma_2 < \Gamma_c$, there are two islands of resonance centered at $\sigma = 0$ and $\pi$ (corresponding to $\varphi = 0$ which belongs to pericentric branch) and one saddle point located at the zero-eccentricity point. When the motion integral increases higher than $\Gamma_c$, besides the libration centers at $\sigma = 0, \pi$, an additional pair of islands of resonance centered at $\sigma = \pm \pi/2$ (corresponding to $\varphi = \pi$ which belongs to apocentric branch) appear. In addition, in the case of $\Gamma_2 > \Gamma_c$, besides the zero-eccentricity saddle point, an additional pair of saddle points with non-zero eccentricity appear at $\sigma = \pm \pi/2$.

Evidently, when $\Gamma_2 < \Gamma_c$, only the pericentric branch of libration centers exists and, when $\Gamma_2 > \Gamma_c$, both the pericentric and apocentric branches of libration centers exist. In other words, $\Gamma_c$ is the critical value of the motion integral, at which the bifurcation of equilibrium points occurs.

From Fig. 6, we can observe that (a) when $\Gamma_2 < \Gamma_c$, only the pericentric branch of libration centers exists and, when $\Gamma_2 > \Gamma_c$, both the pericentric and apocentric branches of libration centers exist. In other words, $\Gamma_c$ is the critical value of the motion integral, at which the bifurcation of equilibrium points occurs.

As stated in Section 3, the second resonant model with $\sigma = \varphi/k_p$ as the resonant angle holds such an advantage that it is possible to make a direct correspondence between the phase portraits of the analytical model and Poincaré sections. To this end, we could compare the phase-space structures shown in Fig. 6 with the Poincaré sections provided by Malhotra & Zhang (2020) (see the panels in the first two columns of Fig. 2 in their study). The phase portraits given in the current work are specified by the motion integral $\Gamma_2$, while the Poincaré sections made in Malhotra & Zhang (2020) are characterized by the Jacobi constant. Through comparisons, it is interesting to observe that the phase portraits in the current work are in agreement with the structures arising in the Poincaré sections.

For the other two inner resonances including the 3:2 and 4:3 resonances, their phase-space structures are presented in the $(\cos \sigma, \sin \sigma)$ plane, as shown in Appendix C (see Figs. C1 and C2 for details). In all these phase portraits, it is observed that the zero-eccentricity point is always a visible saddle point of the resonant model.

Next, let’s discuss the libration centers and resonant widths. Following the discussions carried out in Section 5.1, the location of libration center and the associated resonant width in terms of the variation of semimajor axis can be analytically identified. The phase-space structures shown in Fig. 6 and Figs. C1 and C2 indicate that, for the $k_p: k$ resonance, there are $k_p$ libration centers in the pericentric branch (corresponding to $k_p$ islands of resonance) and, along the apocentric branch, there are $k_p$ libration centers in the case of $\Gamma_2 > \Gamma_c$ or zero libration center in the case of $\Gamma_2 < \Gamma_c$. Theoretically speaking, all these $k_p$ libration centers in one branch have the same dynamical behaviors, so that we only consider one of them in each branch. In particular, in the pericentric branch, the libration center at $\sigma^* = 0$ is taken into account and, in the apocentric branch, the libration center at $\sigma^* = \pi/k_p$ is considered.

In Fig. 7, the characteristic curves of two families of libration centers (including the pericentric and apocentric branches) are distributed in the $(a, e)$ plane and marked in
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Figure 6. Level curves of the resonant Hamiltonian associated with the inner 2:1 resonance specified by three values of the motion integral \( \Gamma_2 \) (i.e., three values of \( a_{\text{max}} \)). The panels in the left column display the phase structures in the \((\sigma, a)\) plane and the panels in the right column correspond to the phase structures shown in the \((k, h) = (e \cos \sigma, e \sin \sigma)\) plane. In each plot, the dynamical separatrix passing through the zero-eccentricity saddle point is marked in red line. For the inner 2:1 resonance, the critical motion integral is \( \Gamma_2 = N_c = 0.7984555 \) (corresponding to the middle panels). It is interesting to observe that the phase portraits shown here have the same topological structures as the Poincaré sections numerically produced by Malhotra & Zhang (2020) (see Fig. 2 in their work). Normalized units are used for the semimajor axis.

For the libration center \((a_0, e_0)\), the dynamical separatrix passing through the saddle point with the closest Hamiltonian provides boundaries for the libration zones (see the phase-space structures as the Poincaré sections in Fig. 6 for the detailed geometry), as stated in Section 5.1. Let us denote the semimajor axes at the boundaries by \( a_L \) and \( a_R \). Thus, the resonant width measured by the variation of semimajor axis can be expressed by \( \Delta a = a_R - a_L \). About the resonant width shown in Fig. 7, the left boundary corresponds to the locus of \((a_L, e_0)\) and

red lines. The left panel is for the 2:1 resonance, the middle one for the 3:2 resonance and the right one for the 4:3 resonance. It is observed from Fig. 7 that, for each resonance considered, the characteristic curve of the pericentric branch extends from the nominal resonance location towards the left of the plot (i.e. being far away from the planet), while the characteristic curve of the apocentric branch goes from the nominal resonance location towards the right of the plot (i.e. being close to the planet).
the right boundary is for the locus of \((a_R, e_0)\) when the motion integral is varied in a given interval. Note that this type of representation method about resonant width is adopted by Malhotra & Zhang (2020).

From Fig. 7, we can observe that (a) with the eccentricity approaching zero, the characteristic curves of the pericentric and apocentric families of libration centers diverge away from the nominal resonance location (one is extending to the left side and the other one to the right side), (b) in the pericentric branch, the resonant width in terms of \(\Delta a\) is a monotonically increasing function of the eccentricity, and (c) in the apocentric branch, the resonant width in terms of \(\Delta a\) is first an increasing function and then a decreasing function of the eccentricity.

Regarding these first-order inner resonances (including the 2:1, 3:2 and 4:3 resonances), Malhotra & Zhang (2020) have numerically explored the resonant width by analyzing the Poincaré sections (non-perturbative analysis). Through comparing the analytical results given in the current work with the numerical results in Malhotra & Zhang (2020), we can see that our analytical resonant widths shown in Fig. 7 are in perfect agreement with the numerical widths provided by Malhotra & Zhang (2020), as expected. This means that our multi-harmonic Hamiltonian model (the second resonant model) is valid in predicting the location of libration center and the associated resonant width for those first-order mean motion resonances.

5.3 Applications to outer resonances

In this section, we apply our multi-harmonic Hamiltonian model to the first-order outer resonances. In practical simulations, the outer 2:3 and 3:4 resonances are taken into consideration.

Figure 8 reports the phase portraits of the 2:3 resonance for three values of the motion integral \(\Gamma_2\). The panels in the left column are for the phase-space structures shown in the \((\sigma, a)\) plane, and the panels in the right column are for the phase-space structures shown in the \((e \cos \sigma, e \sin \sigma)\) plane. For the 2:3 resonance, the critical motion integral is \(N_c = -0.377\), and the associated phase portraits are shown in the middle row of Fig. 8. In particular, when the motion integral satisfies \(\Gamma_2 \leq N_c\) (see the panels in the first two rows of Fig. 8), there is one pair of stable equilibria located at \(\sigma = \pm \pi/2\) (corresponding to \(\varphi = \pi\) which belongs to the apocentric branch) and, when the motion integral is greater than \(N_c\) (see the bottom-row panels), an additional pair of stable equilibria located at \(\sigma = 0, \pi\) (corresponding to \(\varphi = 0\) which belongs to the pericentric branch) appears. It is not difficult to conclude that the apocentric branch exists in the entire range of \(\Gamma_2\), while the pericentric branch exists under the condition of \(\Gamma_2 > N_c\).

From Fig. 8, we can observe that (a) in the case of \(\Gamma_2 \leq N_c\), the apocentric libration zones centered at \(\sigma = \pm \pi/2\) are bounded by the separatrices stemming from the zero-eccentricity saddle points, (b) in the case of \(\Gamma_2 > N_c\), there are two branches of libration centers, where the apocentric libration zones centered at \(\sigma = \pm \pi/2\) are bounded by the separatrices stemming from the saddle points with non-zero eccentricity located at \(\sigma = 0\) or \(\pi\) and the pericentric libration zones centered at \(\sigma = 0, \pi\) are bounded by the separatrices stemming from the zero-eccentricity saddle point.

Regarding the outer 3:4 resonance, the phase-space structures are presented in the \((e \cos \sigma, e \sin \sigma)\) plane for three values of motion integral \(\Gamma_2\), as shown in Appendix C (see Fig. C3 for more details).

Next, let us analyze the resonant widths associated with outer resonances. Similar to the case of inner resonances discussed in the previous subsection, the location of libration center and the associated resonant width in terms of variation of semimajor axis can be determined by means of the method presented in Section 5.1. There are two branches of libration centers, corresponding to the pericentric and apocentric resonance zones. In the pericentric branch, the libration center at \(\sigma^* = 0\) is considered and, in the apocentric branch, the one at \(\sigma^* = \pi/k_p\) is taken into consideration. Figure 9 presents the characteristic curves of the libration centers and the boundaries of the pericentric and apocentric libration zones (the distance between the boundaries stands for the resonant width in terms of variation of semimajor axis). The left panel of Fig. 9 is for the 2:3 resonance, and the right panel is for the 3:4 resonance. It is observed that, as the eccentricity approaches zero, the centers in the pericentric and apocentric branches diverge away from the nominal resonance location and the resonant width decreases to zero.

It is to be noted that, in Figs. 7 and 9, only the information of resonant width in terms of the variation of semimajor
axis is provided, while the information of resonant width in terms of the variation of eccentricity is absent. This is a feature of this type of representation method about resonant width. In the coming subsection, an alternative representation will be introduced to contain the information of both $\Delta a$ and $\Delta e$.

5.4 An alternative representation of resonant width

In this section, we will adopt an alternative representation for showing resonant width, which contains the variations of both semimajor axis and eccentricity. This type of representation for resonant width has been used in Winter & Murray (1997a); Morbidelli (2002) and Ramos et al. (2015).

It is known that an island of resonance centered at $(a_0, e_0)$ is bounded by the dynamical separatrix stemming
Figure 9. The libration center and resonant width in terms of the variation of semimajor axis (\(\Delta a\)) of the outer 2:3 and 3:4 resonances for eccentricities covering from zero to 0.1. For each resonance, there are two branches of libration centres, in the pericentric branch the libration centres have \(\sigma^* = 0\) corresponding to the usual critical argument at \(\phi^* = 0\) and, in the apocentric branch, the libration centres have \(\sigma^* = \pi/k_p\) corresponding to the usual critical argument at \(\phi^* = \pi\). Normalized units are used for the semimajor axis.

Figure 10. Characteristic curves of libration centers in the pericentric and apocentric branches (red lines) and the associated libration zones bounded by the left and right boundaries (shaded areas) for the inner 2:1 (left panel), 3:2 (middle panel) and 4:3 (right panel) resonances. The libration centers located at \(\sigma^* = 0\) belong to the pericentric branch, and the ones located at \(\sigma^* = \pi/k_p\) belong to the apocentric branch. In the left panel, the points of \((a_L, e_L)\), \((a_0, e_0)\) and \((a_R, e_R)\) for a certain value of \(\Gamma_2\) are shown. Some level curves of the motion integral \(\Gamma_2\) are also shown, and the dashed lines represent the critical level curves with \(\Gamma_2 = N_c\) (it is noted that the test particles can only move along their respective level curves of \(\Gamma_2\) specified by the initial conditions, so that the resonant width should be measured along the level curve of \(\Gamma_2\), as shown by the blue line in the left panel). Normalized units are used for the semimajor axis shown in the \(x\)-axis.

from the nearby saddle point, which provides the left and right boundaries for the associated libration zone. For convenience, let us denote the left boundary point by \((a_L, e_L)\) and the right boundary point by \((a_R, e_R)\). It is noted that all these points including the boundary points \((a_L, e_L)\) and \((a_R, e_R)\) and the libration center \((a_0, e_0)\) share the same motion integral \(\Gamma_2\). In other words, the following equality satisfies,

\[
\Gamma_2 = \sqrt{\mu a_0} \left( \frac{k_p}{k} - \sqrt{1 - e_0^2} \right),
\]

\[
= \sqrt{\mu a_L} \left( \frac{k_p}{k} - \sqrt{1 - e_L^2} \right),
\]

\[
= \sqrt{\mu a_R} \left( \frac{k_p}{k} - \sqrt{1 - e_R^2} \right).
\]

As the motion integral \(\Gamma_2\) changes, the locus of \((a_0, e_0)\) corresponds to the characteristic curves of libration centers, the locus of \((a_L, e_L)\) provides the left boundary and the locus of \((a_R, e_R)\) stands for the right boundary. Please see the left panel of Fig. 10 for the detailed definition.

For the inner resonances including the 2:1, 3:2 and 4:3 resonances, Fig. 10 reports the location of resonant centers shown in red lines and the associated libration zones represented by shaded regions (including the pericentric libration zones centered at \(\sigma^* = 0\) and the apocentric libration zones centered at \(\sigma^* = \pi/k_p\)). For clarity, some level curves of the motion integral \(\Gamma_2\) are also shown and, in particular, the dashed line in each plot represents the curve with the critical motion integral \(\Gamma_2 = N_c\). In particular, the critical motion integral is \(N_c \approx 0.7984555\) for the 2:1 resonance, \(N_c \approx 0.4405524\) for the 3:2 resonance and \(N_c \approx 0.3061776\) for the 4:3 resonance. For all these inner resonances, it is observed that the pericentric branch of libration centers exists in the entire range of \(\Gamma_2\), while the apocentric branch of libration centers (with \(\sigma^* = \pi/k_p\)) appears under the condition of \(\Gamma_2 > N_c\). In particular, when \(\Gamma_2 < N_c\) (in the left side of the critical curve with \(\Gamma_2 = N_c\) in Fig. 10), there is only...
the pericentric branch (the apocentric branch vanishes), in which the island of resonance is bounded by the dynamical separatrix stemming from the zero-eccentricity saddle point.

It is noted that the pericentric libration zones for the inner 2:1, 3:2 and 4:3 resonances shown in Fig. 10 are in agreement with the results given by Winter & Murray (1997a) (see Fig. 6 in their work).

Regarding the outer 2:3 and 3:4 resonances, Fig. 11 shows the associated libration centers and resonant widths in the \((a,e)\) plane. Also, the dashed lines in Fig. 11 stand for the curve with the critical motion integral (i.e. \(\Gamma_2 = N_c\)). In particular, the critical motion integral is \(N_c \approx -0.377\) for the 2:3 resonance and \(N_c \approx -0.2715583\) for the 3:4 resonance. For the outer resonances, the apocentric branch of libration centers (with \(\sigma^* = \pi/k_p\)) exists in the entire range of \(\Gamma_2\), while the pericentric branch (with \(\sigma^* = 0\)) appears under the condition of \(\Gamma_2 > N_c\). In particular, when \(\Gamma_2 < N_c\) (in the right side of the critical curve with \(\Gamma_2 = N_c\) in Fig. 11), there is only the apocentric branch (the pericentric branch vanishes), in which the island of resonance is bounded by the dynamical separatrix stemming from the zero-eccentricity saddle point.

### 6 SUMMARY AND DISCUSSION

Based on the Laplacian expansions of planetary disturbing function, we have formulated two multi-harmonic Hamiltonian models for mean motion resonances and then applied them to the first-order inner and outer resonances with a Jupiter-mass planet. In the first Hamiltonian model, we adopt the usual critical argument, denoted by \(\varphi = k\lambda - k_p\lambda_p + (k_p - k)\pi\), as the resonant angle, while, in the second Hamiltonian model, the angle given by \(\sigma = \varphi/k_p\) is taken as the new resonant angle. Based on canonical transformations, the resonant Hamiltonian associated with these two resonant models have been formulated and, in particular, both of them are totally integral (both models are of one degree of freedom).

It is known that, during every libration period of \(\sigma\), there is only one point appearing in the Poincaré section. This feature allows us to make a direct correspondence between the phase-space structures in the resonant model with \(\sigma\) as the resonant angle and the Poincaré sections numerically produced in the full model. By plotting the level curves of the resonant Hamiltonian, it is possible for us to produce the associated phase-space structures, from which the global dynamical behaviors of mean motion resonances can be identified.

Some important conclusions of the present work are summarized below.

- For the \(k_p:k\) resonance, it is found that one libration center (or one saddle point) arising in the first resonant model with \(\varphi\) as the resonant angle are split into \(k_p\) libration centers (or \(k_p\) saddle points) in the second resonant model (with \(\sigma\) as the resonant angle).
- In the phase portraits of the first resonant model, the zero-eccentricity point is not a visible saddle point, but, in the second resonant model, the zero-eccentricity point is a saddle point.
- A perfect consistency is found between the phase portraits in the second resonant model and the Poincaré sections numerically produced by Malhotra & Zhang (2020) (please compared Fig. 6 in the current work with Fig. 2 in the work of Malhotra & Zhang (2020)). This allows us to identify the location of libration centers and determine the associated resonant widths in an analytical manner.
- In the analytical models with \(N = 2\), the asymmetric libration centers are found in the phase portraits of the first-order inner and outer resonances (these analytical structures with asymmetric libration centers are incorrect because, in the numerical model, there are no asymmetric libration centers). This feature has been found by Beaugé (1994) in the case of the outer 2:3 resonance. According to our simulations, the problem with incorrect topology is caused by the poor approximation of the disturbing function truncated at order \(N = 2\) in eccentricity (instead of the convergence problem of the Laplacian expansion of disturbing function). In other words, this problem can be avoided if we truncate the disturbing function at a higher order in eccentricity.
- The number of stationary points is determined by the motion integral \(\Gamma_2\) (i.e., \(a_{\max}\) for inner resonances and \(a_{\min}\) for outer resonances). There is a critical value of the motion integral denoted by \(N_c\) for a certain resonance, at which the stationary point bifurcates. In particular, the saddle points with nonzero eccentricity can be found under the condition of \(\Gamma_2 > N_c\), and the zero-eccentricity saddle point exists in the entire range of \(\Gamma_2\). The dynamical separatrices stemming from the zero- and/or zero-eccentricity saddle points could provide boundaries for libration zones. Thus, the dynamical separatrix stemming from the zero-eccentricity saddle point will never vanish for arbitrary motion integral.
- For a first-order resonance, there are two branches in the phase portraits, including the pericentric and apocentric libration zones. In particular, when \(\Gamma_2 > N_c\), both the pericentric and apocentric branches of libration centers can be found in the phase portraits and, when \(\Gamma_2 < N_c\), only the pericentric (or apocentric) branch of libration centers can be found for the inner (or outer) resonances.
- As the eccentricity is approaching zero, the centers of the pericentric and apocentric libration zones diverge away from the nominal resonance location for both the first-order inner and outer resonances.
- Based on our Hamiltonian model, the resonant widths are analytically determined. For a given motion integral \(\Gamma_2\), the associated resonant width can be measured by the variation of \(\Gamma_1\), namely \(\Delta\Gamma_1\). Alternatively, the resonant width can be equivalently represented by the variation of the semimajor axis \((\Delta a)\) and the variation of eccentricity \((\Delta e)\). In the present work, two types of representation are adopted to show resonant widths. The first type of presentation used in Malhotra & Zhang (2020) contains only the information of \(\Delta a\) (the information of \(\Delta e\) is absent). The second type of representation used in Morbidelli (2002) measures the resonant width along the isoline of \(\Gamma_2\), so that this representation contains the information of both \(\Delta a\) and \(\Delta e\). As the eccentricity approaches zero, the resonant width in terms of the variation of semimajor axis decreases to zero for both the inner and outer (first-order) resonances. This means that the resonant strength becomes very weak at low eccentricities and, thus, becomes relatively difficult to capture test particles inside mean motion resonances at low-eccentricity regions.
- For the inner resonances including the 2:1, 3:2 and 4:3 res-
resonances, it is interesting to observe that the resonant widths obtained from our analytical resonant model are in perfect agreement with the resonant widths numerically determined in Malhotra & Zhang (2020) by analyzing the Poincaré sections. Please compare Fig. 7 in the current work with Fig. 4 in the work of Malhotra & Zhang (2020).

Regarding the first-order inner resonances, Morbidelli (2002) adopted the usual critical argument $\varphi$ as the resonant angle to formulate the resonant model (the same as the first resonant model discussed in the present study) and they described that, when the motion integral $'N'$ (corresponding to $\Gamma_2$ in the present work) is smaller than a threshold value $N_c$, no unstable equilibria and no separatrices are visible. Then, Morbidelli (2002) stated that, in the case of the 2:1 resonance, one of the two separatrices vanishes under the condition of $\Gamma_2 < N_c$ (or, equivalently, $e \leq 0.2$), so that the resonant widths are not defined at low eccentricities. Please refer to Fig. 9.11 in the textbook of Morbidelli (2002) for more details.

On the same topic, Ramos et al. (2015) also described that, in the case of the 2:1 resonance, there is no outer branch of separatrix for the eccentricity $e$ smaller than 0.18 (see Fig. 2 in their study). Due to the absence of the outer separatrix, Ramos et al. (2015) concluded that the motion with semimajor axis $a < a_{\text{res}}$ ($a_{\text{res}}$ is the semimajor axis of libration center) and $e < 0.18$ will be of the type of circulation.

In addition, for the first-order inner resonances at low eccentricities, the absence of one branch of separatrix can be found in Lemaître & Henrard (1990) (see Fig. 18), in Morbidelli & Moons (1993) (see Figs. 2, 3, 9 and 10 in their work), in Henrard (1996) (see Fig. 1 in his work), in Nesvorný & Ferraz-Mello (1997) (see Figs. 1 and 7 in their work), in Deck et al. (2013) (see Figs. 2 and 3 in their work), in Hadden & Lithwick (2018) (see Fig. 12 in their work) and in Beaugé & Cincotta (2019) (see the first panels of Figs. 10 and 11 in their work).

Concerning the absence of dynamical separatrix for first-order inner resonances at low eccentricities, we hold a different opinion from the previous conclusions. According to the phase portraits shown in Fig. 6 and the resonant widths shown in Figs. 7 and 10, we can observe that, when $\Gamma_2 > N_c$, both the pericentric and apocentric libration zones exist and both the zero-eccentricity and nonzero-eccentricity saddle points exist, so that the separatrices stemming from these zero-eccentricity and nonzero-eccentricity saddle points provide the boundaries for pericentric and apocentric libration zones. On the other hand, when $\Gamma_2 \leq N_c$ (in the low-eccentricity regions), only the pericentric branch of libration centers exists, and only the zero-eccentricity saddle point exists (the nonzero-eccentricity saddle points disappear from the phase portraits), so that the separatrices stemming from the zero-eccentricity saddle point will provide the boundaries for pericentric libration zones. Thus, no matter whether the motion integral is greater than $N_c$ or smaller than $N_c$, the zero-eccentricity point (the coordinate center in the phase portrait) is a visible saddle point of our resonant model. The same discussions can be applied to the first-order outer resonances. To conclude, for the first-order (inner and outer) resonances, the dynamical separatrices bounding the libration zones will never vanish in the total range of motion integral $\Gamma_2$ (or, equivalently, in the entire range of eccentricity). In other words, there are always dynamical separatrices stemming from nonzero- and/or zero-eccentricity saddle points, which provide inner and outer boundaries for libration zones at arbitrary eccentricities.

In addition, from the Poincaré sections shown by Fig. 2 of Malhotra & Zhang (2020), it is observed that the zero-eccentricity point is an unstable fixed point (a saddle point of the dynamical model) regardless of the Jacobi constant (or the motion integral in the present work), so that the separatrix stemming from such a zero-eccentricity point does not vanish at low eccentricities, as pointed out by Malhotra & Zhang (2020). Thus, in the case of inner resonances, our result obtained from analytical approach is in agreement with that obtained from numerical approach given in Malhotra & Zhang (2020).

Concerning the absence of dynamical separatrices for...
It should be noted that, in the analytical models discussed in this work, only one resonance is considered to dominate the long-term dynamics in a phase space considered (this is a common feature of analytical models). Thus, in those regions where two or more resonances have comparable influences, our analytical models may have some deviation to the exact model. This is why we cannot observe smooth “bridges” between adjacent first-order resonances (at low eccentricities, the apocentric libration zone smoothly extends towards the pericentric libration zone of the nearby first-order resonance), as observed in Malhotra & Zhang (2020) by analyzing the Poincaré sections. However, in the regime of “bridge”, it is observed that the resonance strength is very weak, so that it is difficult to capture test particles inside the libration zone. We could understand the regime near “bridge” corresponds to an overlapping region between two neighboring first-order resonances, so that the nearby area of “bridge” is filled with chaotic motion, as shown by Fig. 5 in Malhotra & Zhang (2020).
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APPENDIX A: THE MOTION INTEGRAL $\Gamma_2$ (OR $\Phi_2$)

In Malhotra & Zhang (2020), the Poincaré surfaces of section are characterized by the Jacobi constant, given by (see Eq. 4 in their work)

$$C_J = \frac{\mu}{a} + 2\sqrt{\mu a(1-e^2)} + O(\mu_p)$$  \hspace{1cm} (A1)

where $\mu = \mathcal{G} m_0$ and $\mu_p = \mathcal{G} m_p$. It is noted that the elements shown in Eq. (A1) are osculating elements. In our multi-harmonic Hamiltonian models, the disturbing function has been averaged by means of Eq. (7), so that the elements used in the resonant model are mean elements. The difference between the osculating and mean elements is on the order of $\mu_p$.

We ignore the difference in the process of discussing the relationship between the Jacobi constant used in Malhotra & Zhang (2020) and the motion integral adopted in this work.

According to Eq. (A1), the angular momentum of the test particle can be approximated as

$$\sqrt{\mu a(1-e^2)} \approx \frac{1}{2} C_J - \frac{\mu}{2a}.$$  \hspace{1cm} (A2)

According to the expression of the motion integral $\Gamma_2$ in Eq. (19), the angular momentum can be written as

$$\sqrt{\mu a(1-e^2)} = \frac{k_p}{k} \sqrt{\mu a} - \Gamma_2.$$  \hspace{1cm} (A3)

Equating Eq. (A2) and Eq. (A3) leads to the relationship between $C_J$ and $\Gamma_2$ as follows:

$$C_J + 2\Gamma_2 \approx \frac{k_p}{k} \sqrt{\mu a} + \frac{\mu}{a}.$$  \hspace{1cm} (A4)

According to the resonant Hamiltonian represented by Eq. (18), we have

$$\frac{k_p}{k} \sqrt{\mu a} + \frac{\mu}{2a} = -\mathcal{H}^* - \mathcal{R}^*,$$  \hspace{1cm} (A5)

where the resonant disturbing function $\mathcal{R}^*$ is given by Eq. (8) or (15). Substituting Eq. (A5) into Eq. (A4) yields

$$C_J + 2\Gamma_2 + 2\mathcal{H}^* \approx -2\mathcal{R}^*.$$  \hspace{1cm} (A6)

It is known that the magnitude of $\mathcal{R}^*$ is on the order of $\mu_p$. Thus, we have the following relationship:

$$C_J = -2\Gamma_2 - 2\mathcal{H}^* + O(\mu_p),$$  \hspace{1cm} (A7)

which tells us that the Jacobi constant adopted by Malhotra & Zhang (2020) is an approximated linear combination of $\Gamma_2$ and $\mathcal{H}^*$. In our multi-harmonic Hamiltonian model, both the motion integral $\Gamma_2$ and the resonant Hamiltonian $\mathcal{H}^*$ are conserved quantities.

APPENDIX B: PHASE PORTRAITS IN DIFFERENT RESONANT MODELS

The phase-space structures in the numerical model and in the analytical models with $N = 2$ and $N = 10$ are presented in Fig. B1 for the 2:1, 3:2 and 4:3 resonances. The phase portraits associated with the 2:1 resonance is specified by $\Gamma_2 = 0.81$, the ones associated with the 3:2 resonance is specified by $\Gamma_2 = 0.419873$ and the ones corresponding to the 4:3 resonance is specified by $\Gamma_2 = 0.306$. It is observed from Fig. B1 that, for all the inner resonances considered, asymmetric libration centers appear in the phase portraits produced from the analytical model with $N = 2$. However, the asymmetric libration centers disappear from the phase portraits in both the numerical model and the analytical model with $N = 10$.

APPENDIX C: PHASE PORTRAITS OF MEAN MOTION RESONANCES

Based on the second Hamiltonian model with $\sigma$ as the resonant angle, phase-space structures with three values of motion integral are reported in Fig. C1 for the inner 3:2 resonance, in Fig. C2 for the inner 4:3 resonance and in Fig. C3 for the outer 3:4 resonance.

DATA AVAILABILITY

The data underlying this article are available in the article and in its online supplementary material.
\textbf{Figure B1.} Level curves of the resonant Hamiltonian associated with the inner 2:1 resonance specified by $\Gamma_2 = 0.81$ (the panels in the top row), the 3:2 resonance specified by $\Gamma_2 = 0.4419873$ (the panels in the middle row) and the 4:3 resonance specified by $\Gamma_2 = 0.306$ (the panels in the bottom row). The panels in the left column correspond to the numerical model, the panels in the middle column are for the analytical models with $N = 2$, and the panels in the right column are for the analytical models with $N = 10$. In the analytical models with $N = 2$, asymmetric libration centres are observed. Evidently, the structures in the analytical model with $N = 10$ are identical to the ones in the numerical model.

\textbf{Figure C1.} Phase-space structures for the inner 3:2 resonances with three different values of the motion integral.
Hamiltonian models

\[ 4:3 \text{ resonance, } \Gamma_2 = 0.3034932 \]

\[ 4:3 \text{ resonance, } \Gamma_2 = 0.3061776 \]

\[ 4:3 \text{ resonance, } \Gamma_2 = 0.3070984 \]

Figure C2. Phase-space structures for the inner 4:3 resonances with three different values of the motion integral.

\[ 3:4 \text{ resonance, } \Gamma_2 = -0.2755975 \]

\[ 3:4 \text{ resonance, } \Gamma_2 = -0.2715583 \]

\[ 3:4 \text{ resonance, } \Gamma_2 = -0.2702436 \]

Figure C3. Phase-space structures for the outer 3:4 resonances with three different values of the motion integral.
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