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We study decoherence of an electron spin qubit in a quantum dot due to charge noise. We find that at the lowest order, the pure dephasing channel is suppressed for both 1/f charge noise and Johnson noise, so that charge noise leads to a pure relaxation channel of decoherence. Because of the weaker magnetic field dependence, the spin relaxation rate due to charge noise could dominate over phonon noise at low magnetic fields in a gate-defined GaAs or Si quantum dot or an InAs self-assembled quantum dot. Furthermore, in a large InAs self-assembled quantum dot, the spin relaxation rate due to phonon noise could be suppressed in high magnetic field, and the spin relaxation due to charge noise could dominate in both low and high magnetic field. Numerically, in a 1 Tesla field, the spin relaxation time due to typical charge noise is about 100 s in Si, 0.1 s in GaAs for a gate-defined quantum dot with a 1 meV confinement, and 10 μs in InAs self-assembled quantum dot with a 4 meV confinement.

PACS numbers: 72.25.Rb, 03.67.Lx, 03.65.Yz, 73.21.La

I. INTRODUCTION

The experimental and theoretical investigation of spin qubits has seen impressive progress in recent years.\(^1\)–\(^3\) Experimentally, initialization, manipulation and detection have all been demonstrated for single electron spin qubit in quantum dots\(^4\)–\(^6\) and donors.\(^7\) Partial to full electrical control have also been demonstrated for logical qubits encoded in two- or three-spin states.\(^8\)–\(^11\)

Decoherence is one of the key indicators of whether a physical system can act as a qubit. Decoherence of a single electron spin in a finite field is mainly due to the hyperfine (HF) interaction induced pure dephasing\(^12\)–\(^17\), although this pure dephasing channel can be alleviated by spin-echo and more sophisticated dynamical decoupling techniques\(^18\)–\(^20\) or nuclear bath polarization and purification.\(^14\)–\(^16\) Ultimately, the limit to spin coherence is set by spin relaxation. Two main spin relaxation channels have been studied so far, one due to electron-phonon interaction and spin-orbit (SO) interaction\(^21\)–\(^23\), the other due to electron-phonon interaction and hyperfine interaction.\(^24\) The first one is generally the stronger relaxation channel, with the relaxation rate having a \(B_0^2\) (or \(B_0^2\)) dependence with the applied magnetic field when the piezoelectric (or deformation) phonon noise dominates.\(^22\)

Charge noise is ubiquitous in nanostructures including semiconductor and superconductor devices.\(^25\)–\(^29\) It poses a significant challenge to the charge sensitive qubit schemes, such as charge qubits\(^30\)–\(^33\) and \(S-T_0\) qubits.\(^35\)–\(^38\) Charge noise in a semiconductor heterostructure device could come from a variety of sources, for example, the 1/f noise from dynamical traps (most probably near the various interfaces), Johnson noise and evanescent wave Johnson noise (EWJN) from the metallic gates, etc.\(^39\)–\(^44\) In the case of a single electron spin qubit, although the electron spin does not directly couple to the charge fluctuations, SO interaction does allow charge noise to induce spin decoherence. Existing works show that Johnson noise from the metallic gates could be important for single electron spin relaxation in a GaAs gate-defined quantum dot (QD) when the magnetic field is weak.\(^43\)–\(^45\) In addition, through the direct magnetic dipole interaction, EWJN could be an important spin relaxation channel when surface metallic gates are sufficiently close to the confined electron.\(^43\)–\(^44\)

In this paper, we present a comprehensive study of spin decoherence of a quantum-dot-confined electron due to charge noise through SO interaction, where the QD includes GaAs and Si gated-defined QD and InAs self-assembled QD (SAQD), and the charge noise includes the 1/f noise, Johnson noise and EWJN. Since charge noise, such as 1/f noise, is most important at low frequencies, we modify the existing studies of SO interaction by accounting for the field induced QD displacement, and the modified treatment could be easily extended to more complex situations, such as an electron in a moving QD.\(^45\)–\(^47\) We find that charge noise can induce both relaxation and pure dephasing, although the latter turns out to be very weak, so that practically charge noise leads to a pure relaxation channel for spin decoherence in most situations. Furthermore, the spin relaxation rate due to charge noise could dominate over phonon noise at low magnetic fields in a gate-defined GaAs or Si quantum dot or a InAs SAQD; In a large InAs SAQD, the spin relaxation due to charge noise could dominate in both low and high magnetic field.

II. THEORETICAL FORMALISM

A. System Hamiltonian

The system we consider is a single electron in a gate-defined QD, as shown in Fig. 1. In general, the growth-direction ([001]-direction in this paper) confinement is much stronger, so that the vertical momentum fluctu-
The subscripts \( d, Z, \) and \( SO \) refer to "dot", "Zeeman", and "spin-orbit". In \( H_d \), \( \pi \) is the electron 2D momentum \((e > 0)\), given by \( \pi = -i\hbar \nabla + (e/c)A(\mathbf{r}) \), and \( V(\mathbf{r}) \) is the static confinement potential of the QD, which is assumed to be harmonic \( V(\mathbf{r}) = \frac{1}{2}m^*\omega_r^2 \mathbf{r}^2 \); \( \delta V(\mathbf{r}, t) \) captures the charge noise in the system, which is \( \delta V(\mathbf{r}, t) = \delta V(0, t) - e\mathbf{E}_c(t) \cdot \mathbf{r} \), where \( \mathbf{E}_c(t) = -\nabla \delta V(0, t)/e \) is the electric field of the charge noise. In \( H_d \), \( \mathbf{B}_0 \) is the applied magnetic field (with \( \mathbf{n}_0 \) its unit vector). In \( H_{SO} \), \( \beta_{\pm} \equiv (\beta_{\pm} \pm \alpha) \), where \( \alpha \) and \( \beta \) are the Rashba and Dresselhaus SO interaction constants. The \( x \) and \( y \) axes are along the \([100]\) and \([010]\) directions. If \( x \) and \( y \) had been defined along the \([100]\) and \([010]\) directions, the \( SO \) term would have taken the usual form \( H_{SO} = \beta(-\pi_x \sigma_x + \pi_y \sigma_y) + \alpha(\pi_x \sigma_y - \pi_y \sigma_x) \). The current choice of \( x \) and \( y \) helps simplify the presentation below.

B. Effective Spin Hamiltonian

The key to the study of decoherence of an electron spin is to disentangle the spin dynamics from the orbital dynamics. To achieve this separation, we perform a Schrieffer-Wolff transformation \( H = \exp(S)H\exp(-S) \), and require \([H_d + H_Z, S] = H_{SO} \) to remove the SO Hamiltonian in the leading order. Here the time-dependent potential \( \delta V(\mathbf{r}, t) \) is included in \( H_d \), rather than treated as a perturbation, as compared with previous studies. The reason for this change is that charge noise is more important at low frequencies (and the electron Zeeman energy is much smaller than the orbital excitation energy) and long wave length (so that the corresponding electric field is uniform in a QD). Motion of the QD due to charge noise is thus adiabatic, and the QD harmonic potential is centered at a position determined by the instantaneous total potential (from the gates and the charge noise). The physical picture is quite clear here: charge noise causes the QD potential (and therefore the electron, which stays in the ground orbital state of the QD) to wander around its designated position, and through the SO interaction the spin would sense this wandering in the form of a magnetic noise.

Defining superoperator \( L_x \) as \( L_x A = [H_x, A] \) \((x = d \text{ or } Z)\), the condition \([H_d + H_Z, S]\) = \( H_{SO} \) on \( S \) can be formally expressed as:

\[
S = \sum_{m=0} (\frac{L_Z}{L_d})^m L_d^{-1} H_{SO}.
\]

With a harmonic confinement \( V(\mathbf{r}) = \frac{1}{2}m^*\omega_r^2 \mathbf{r}^2 \) from the external gates, the total instantaneous QD potential, including the electric field from the charge noise, is \( \frac{1}{2}m^*\omega_r^2 [r - R(t)]^2 + \text{const} \), where \( \mathbf{R}(t) = e\mathbf{E}_c(t)/(m^*\omega_r^2) \) is the displacement due to charge noise. After some algebra, we obtain (see Appendix A):

\[
\mathbb{L}_{d}^{-1} H_{SO} = i \mathbf{\sigma} \cdot \mathbf{\xi},
\]

where \( \mathbf{\xi} \) is a vector in the 2DEG plane,

\[
\mathbf{\xi}(t) \equiv m^*/\hbar [\beta_{-}(y - R_y), \beta_{+}(x - R_x), 0].
\]

Due to the motion of the QD potential, the vector \( \mathbf{\xi}(t) \) is time-dependent. Under most circumstances, conditions \( m^* (\beta^2 + \alpha^2) \ll \hbar\omega_x \ll \hbar\omega_d (\omega_x \text{ is the Zeeman frequency}) \) are satisfied. For example, in GaAs the SO coupling energy \( m^* (\beta^2 + \alpha^2) \) is in the order of 1\,µeV, the Zeeman splitting \( \hbar\omega_x \) is about 25\,µeV per Tesla, and the orbital confinement energy \( \hbar\omega_d \) is in the order of 1\,meV. Under these conditions, the Schrieffer-Wolff transformation matrix \( S \) can be simplified to

\[
S(t) \approx i \mathbf{\sigma} \cdot \mathbf{\xi}(t),
\]

and the transformed Hamiltonian takes the form

\[
H' = i\hbar \partial_t S + H_d + H_Z + [S, H_{SO}] + \frac{1}{2}\{S, [S, H_d + H_Z]\} + \cdots.
\]

At the 1st order of SO interaction, the last two terms in \( H' \) can be neglected as they are second order in \( H_{SO} \). Furthermore, \( H_d \) is now decoupled from the spin dynamics, so that we obtain an effective spin Hamiltonian

\[
H_{eff} = \frac{1}{2}g\mu_B \mathbf{B}_0 \cdot \mathbf{\sigma},
\]

\[
\delta B(t) = \frac{2}{g\mu_B \omega_a^2} \left[ \beta_{-}\dot{E}_{cy}(t), \beta_{+}\dot{E}_{cx}(t), 0 \right].
\]

In this spin Hamiltonian, the time derivative of the charge-noise-induced random electric field, \( \dot{E}_{c}(t) \), leads...
to an effective magnetic noise $\delta B(t)$ for the electron spin. This conversion is through the dot motion $\dot{R}(t)$ and the SO interaction. Indeed, $\delta B(t)$ coincides with the SO interaction term $H_{\text{SO}}$ if the momentum operator $\pi$ in Eq. (1) is substituted by the drift momentum $m^*\partial_t R(t)$, where $\partial_t R(t)$ is the drift velocity of the QD-confined electron. Equation (10) also shows that the magnetic noise in general has both longitudinal and transverse components (relative to the total field that acts as the quantization axis), which could induce both relaxation and pure dephasing for the electron spin qubit. This result is different from the previous treatment in the phonon case, where pure relaxation process is obtained. However, we would like to emphasize that generally the pure dephasing we obtain is much slower than relaxation, so that effectively charge noise leads to a pure relaxation channel for spin decoherence.

The approach we adopt here is at the same order of perturbation theory as the conventional approach, where phonon noise and SO interaction are both taken to the first order in the perturbative calculation. In fact, we have adapted our approach to the case of phonon noise and obtained similar results as in previous works. By including charge noise in $H_0$, we slightly shifted the overall quantization scheme, so that our magnetic noise does not have the neat transversal form derived in previous works. As a reward, we obtain an appealingly simple physical picture, in which the magnetic noise arises from the wandering QD, while the electron stays in the ground orbital state. If we adopt the conventional approach, our QD would have been fixed at the gate-designated spot, and the random electric field from the charge noise would cause the electron to be excited into the P-orbitals. In effect, in the conventional approach we have a fixed QD and a wandering electron in the dot, while in our approach we have a wandering QD with a “grounded” electron. The present approach introduced here can be easily extended to a moving quantum dot case where the QD potential has a finite displacement away from the original minimum, which facilitate further exploration for more complex situations.

C. Noise Correlation

To calculate the spin relaxation rates due to charge noise, we need to obtain the correlation functions $\langle \delta B_i(t_1)\delta B_j(t_2) \rangle$ of the magnetic noise, or the correlation functions $\langle \dot{E}_{ci}(t_1)\dot{E}_{cj}(t_2) \rangle$ of the time derivative of the random electric field. We assume charge noise is isotropic and have time-symmetrical property

$$\langle \dot{E}_{ci}(t_1)\dot{E}_{cj}(t_2) \rangle = \delta_{ij}S_{E}(t_2 - t_1),$$

where $\delta_{ij}$ is the Kronecker delta function ($i, j = x$ or $y$). Suppose $S_{E}(\omega)$ is the Fourier transform of $S_{E}(t)$, then the Fourier transform of $\langle \dot{E}_{ci}(t_1)\dot{E}_{cj}(t_2) \rangle$ is

$$\langle \dot{E}_{ci}(t_1)\dot{E}_{cj}(t_2) \rangle_{\omega} = \delta_{ij}S_{E}(\omega)\omega^2.$$

Thus, as long as the spectrum $S_{E}(\omega)$ for electric field is given, the corresponding spectrum $\langle \dot{E}_{ci}\dot{E}_{cj} \rangle_{\omega}$ is also known. Below we examine three types of charge noise in semiconductors nanostructures.

1/f$^a$ charge noise—1/f charge noise is ubiquitous in solid state materials, and semiconductor nanostructures are no exception. In general, the frequency dependence is not exactly 1/$f$, but 1/$f^a$, where the exponent $a$ ranges between 0 and 2. In the following, we will use the name 1/$f^a$ noise in general, and 1/f noise is reserved for the case $a = 1$. Thus, the electric field correlation of 1/$f^a$ charge noise is

$$S_{E}(\omega) = \frac{A}{\omega^a}.$$

The parameter $A$ can be related to the energy level fluctuation $\sigma_{\psi}$ of a QD. Normally, the measured energy fluctuation is dependent with the frequency range in those experiments. If the noise spectrum is assumed to be 1/f, then a frequency independent quantity can be defined $\tilde{\sigma}_{\psi} = \sigma_{\psi}/\sqrt{\ln(\omega_{\text{us}}/\omega_{\text{ls}})}$, where $\omega_{\text{us}}$ and $\omega_{\text{ls}}$ are the low and high frequency limit. Then, the effective energy level fluctuations $\tilde{\sigma}_{\psi}$ can be estimated, which ranges from 0.1 $\mu$eV to 1 $\mu$eV based on the experimental measurements. This energy fluctuation is due to fluctuations in the electrical voltage at the QD. Assuming that the voltage fluctuation comes from the charging and discharging of traps near interfaces, we conservatively estimate the electric field strength as $\sigma_{E} = \sigma_{\psi}/(e\ell_0) = 1$ V/m, so that $A = \sigma_{E}^2 = 1$ (V/m)$^2$ with $a = 1$. Here $\sigma_{E}$ is 0.1 $\mu$eV is assumed, and the length scale $\ell_0$ between the QD and the traps is chosen as 100 nm, which is a typical barrier thickness for a QD, considering that 1/f noise most probably comes from traps near the interfaces between the metallic gates and the barrier material.

Johnson Noise—Johnson Noise is always present in electrical circuits. Since our QD is gate-defined, Johnson noise also affects the electron spin. Its spectrum $S_{V}(\omega) = \int_{-\infty}^{\infty} \langle \delta V(0)\delta V(t) \rangle \cos(\omega t)dt$ is

$$S_{V}(\omega) = \frac{2\xi\omega^2}{1 + (\omega/\omega_R)^2} \coth(h\omega/2k_BT),$$

where $\xi = R/R_k$ is dimensionless constant, $R_k = \hbar/e^2 = 26$ k$\Omega$ is the resistance quantum, $R$ is the resistance of the circuit, and $\omega_R = 1/RC$ is the cutoff frequency. Suppose the Johnson noise from the circuits outside the dilution refrigerator are strongly filtered, and we consider only the Johnson noise from the circuits inside the dilution refrigerator with the resistance being 50 Ohm. Based on the same argument as for 1/f$^a$ charge noise, we have,

$$S_{E}(\omega) = S_{V}(\omega)/(e\ell_0)^2,$$

where, $\ell_0$ is the length scale chosen as 100 nm.
The relaxation and dephasing time axis is along the direction of the applied magnetic field. The decoherence of the electron spin \( S = \sigma/2 \) is governed by Hamiltonian \( \hat{H} \). In the regime where the noise correlation time is much shorter than the spin decay time, the dynamics and relaxation of the spin is governed by the Bloch equation. To simplify our calculation, we first rotate to a new \((X'Y'Z')\) coordinate system, so that

\[
S_E(\omega) = \frac{\hbar}{2e\varepsilon_0}\frac{\epsilon - 1}{\epsilon + 1}\coth(\hbar\omega/2k_B T),
\]

(16)

where \( \epsilon_0 \) is the vacuum permittivity, \( z \) is the distance between the QD and the metal gates and \( \epsilon \) is the relative permittivity. In the case of high conductivity of the gate, we have \( \epsilon \approx \frac{i}{\omega\varepsilon_0} \), so that

\[
S_E(\omega) = \frac{\hbar}{8\varepsilon_0^3\sigma}\coth(\hbar\omega/2k_B T),
\]

(17)

where, \( \sigma \) is the conductivity of the metallic gate. Local electrodynamics is applicable when \( z \) is large than the QD size and quasistatic approximation is valid when \( z \) is less than tenth of the skin depth \( \delta \) of the metal. For copper near absolute zero, \( \delta \sim 3 \mu m \). In this paper, we choose \( z = 100 \) nm, where the expression in Eq. (16) is valid.

### D. Spin Relaxation Rates

The dephasing of the effective magnetic noise in Eq. (10) on the \( \hat{X}, \hat{Y} \) and \( \hat{Z} \) axis are

\[
\delta B_X = b_0 [\beta_\hat{E}_{xy} \cos \theta \cos \varphi + \beta_\hat{E}_{zx} \cos \theta \sin \varphi],
\]

(24)

\[
\delta B_Y = b_0 [-\beta_\hat{E}_{xy} \sin \varphi + \beta_\hat{E}_{zx} \cos \varphi],
\]

(25)

\[
\delta B_Z = b_0 [\beta_\hat{E}_{xy} \sin \theta \cos \varphi + \beta_\hat{E}_{zx} \sin \theta \sin \varphi],
\]

(26)

where, \( b_0 = 2e/gm_B \hbar^2 \) is defined for simplicity.

One interesting feature here is that under some conditions the cross correlations, such as \( S_{XX}^+ \), \( \theta = \pi/2 \), do not vanish. However, at the lowest order of \( \Gamma/\omega_z \), as shown in Appendix B, the relaxation and dephasing formulas retain the usual form (typically \( \Gamma \ll \omega_z \), i.e. the decoherence rate is much less than the Zeeman splitting).

Longitudinal fluctuations lead to pure dephasing of the spin qubit, with a dephasing rate of

\[
\frac{1}{T_1} = S_{zz}(\omega)_{\omega \to 0}.
\]

(27)

The noise spectrum usually goes to zero in the limit of zero frequency, so that pure dephasing is often negligible. The \( 1/f^\alpha \) charge noise, which has significant contribution at low frequencies, could have finite contribution to the dephasing rate (see Appendix C). Below we will focus on the relaxation effects.

Transverse fluctuations lead to the relaxation of the spin qubit. The relaxation rate is

\[
\frac{1}{T_1} = 2 \left[ \frac{e}{\hbar\omega_d} \right]^2 F_{SO}(\theta, \varphi) \omega_d^2 S_E(\omega),
\]

(28)

\[
F_{SO} = (\beta^2 + \alpha^2)(1 + \cos^2 \theta) + 2\alpha\beta \sin^2 \theta \cos 2\phi,
\]

(29)

where, \( S_E(\omega) \) is the Fourier transform of the correlation of the random electric field. Below we examine the qualitative features of the relaxation rate given here.

The SO interaction dependence of \( 1/T_1 \) is contained in \( F_{SO} \) in terms of \( \alpha \) and \( \beta \), the Rashba and Dresselhaus SO interaction constants. These parameters are material- and device-specific. In Si, \( \beta \approx 0 \) because of the bulk inversion symmetry, while in GaAs \( \beta_{GaAs} \approx 1000 \) m/s, in InAs \( \beta_{InAs} \approx 30000 \) m/s, depending on the structure of the samples. In nanostructures made from either material, \( \alpha \) is generally finite. Its magnitude depends on how strongly heterogeneous the underlying quantum well structure is.

The dependence on the direction of the applied magnetic field \( B_0 \) by \( 1/T_1 \) is also contained in \( F_{SO} \), in terms of the polar and azimuthal angles \( \theta \) and \( \varphi \). When the polar angle \( \theta = 0 \), the applied field is along the growth direction of the 2D quantum dot, and \( F_{SO} = 2(\beta^2 + \alpha^2) \). It is always larger than that for \( \theta = \pi/2 \) (in-plane field), when

\[
F_{SO}(\theta = \pi/2, \varphi) = \beta^2 + \alpha^2 + 2\alpha\beta \cos 2\varphi.
\]

(30)

Therefore, if the magnetic field has the same magnitude, the relaxation rates for the in-plane field cases are always slower than the perpendicular case.
The spin relaxation rate $1/T_1$ has a sinusoidal dependence on the azimuthal angle $\phi$ of $B_0$. Note that Eq. (30) describes the distance of two vectors $a$ and $b$ with the magnitudes being proportional to $|\alpha|$ and $|\beta|$ and the angle between them being $\pi - 2\phi$ (if $\alpha \beta > 0$). The minimum rate is obtained when the two vectors are along the same directions,

$$
(1/T_1)_{\text{min}} = 2 \left[ e (|\beta| - |\alpha|) / (\hbar \omega_d^2) \right]^2 \omega_Z^2 S_E(\omega_Z). \tag{31}
$$

In the special case when $\alpha = \beta$ and $\phi = \pi/2$ (or $\alpha = -\beta$ and $\phi = 0$), $1/T_1 = 0$. In other words, spin relaxation due to charge noise vanishes if $B_0$ is along $y$ for $\alpha = \beta$ (or along the $x$ axis for $\alpha = -\beta$). Such special cases ($\alpha = \pm \beta$) have been discussed previously in the context of spin relaxation due to phonon emission.\(^{22,59}\) Note that Hamiltonian (II) conserves the spin component $\sigma_{S_i}(x)$ for $\alpha = \beta$ ($\alpha = -\beta$) and $B_0 \parallel y (x)$. This spin conservation results in $T_1$ being infinite to all orders in $H_{SO}$.

The spin relaxation rate ($\mathcal{K}$) has a strong dependence on the QD confinement, $1/T_1 \propto 1/\omega_d^2$. Thus this spin relaxation channel can be suppressed by having a strong QD confinement. The dependence on the magnitude of the magnetic field is contained in $\omega_Z^2 S_E(\omega_Z)$, which is noise-spectrum-dependent.

### III. EVALUATION OF CHARGE NOISE INDUCED SPIN RELAXATION

Below we present numerical results on the spin relaxation rates for three different noises, namely, $1/f^a$ charge noise, Johnson noise and EWJN. For each electric noise, we carry out numerical calculations on three representative QD structures, namely Si, GaAs, and InAs QD. We consider Si and GaAs QD to be gate-defined QD with the confinement energy $\hbar \omega_d = 1$ meV; and InAs QD to be SQAD with smaller size or stronger confinement, i.e. $\hbar \omega_d = 4$ meV. In Si, we use the g-factor $g = 2$, the electron effective mass $m^* = 0.19 m_0$, where $m_0$ is the free electron rest mass. The Dresselhaus and Rashba SO interaction strength are chosen as $\beta_{Si} = 0$ m/s and $\alpha_{Si} = 5$ m/s.\(^{23,90,62}\) In GaAs, we use $g = -0.44$, $m^* = 0.067 m_0$, $\beta_{GaAs} = 1000$ m/s.\(^{35,57}\) In InAs, we use $g = -6.5$, $m^* = 0.023 m_0$, $\beta_{InAs} = 26900$ m/s.\(^{58,62,64}\) In both GaAs and InAs QDs, we use $\alpha = 0$ m/s for simplicity, although in reality, it could be as large as 500 m/s in GaAs and 1000 m/s in InAs.\(^{27,62}\) As we have discussed above, the relaxation rate when $\alpha$ is finite would depend on the orientation of the applied magnetic field. Except in the highly unlikely case of $\alpha = \beta$, the field-direction-dependence only changes the relaxation rate in the O(1) order.

![FIG. 2. Spin relaxation rate $1/T_1$ as a function of the magnetic field (in-plane) due to $1/f$ noise in GaAs and Si gate-defined QD ($\hbar \omega_d = 1$ meV) and in InAs SAQD ($\hbar \omega_d = 4$ meV).](image)

#### A. $1/f^a$ Charge Noise

The spin relaxation rate due to the $1/f^a$ charge noise is given by

$$
\frac{1}{T_1} = 2 A \omega_Z^{2-a} \left[ \frac{e}{\hbar \omega_d} \right] F_{SO}(\theta, \phi). \tag{32}
$$

The dependence of $1/T_1$ on the applied magnetic field is determined by the specific noise spectrum of charge noise, $1/T_1 \propto B_0^{2-a}$. Specifically, if $a = 1$ ($S_E \propto 1/\omega$), $1/T_1$ depends linearly on the $B_0$.

Fig. 2 shows the spin relaxation rate $1/T_1$ due to $1/f$ charge noise as a function of the magnitude of magnetic field for the Si, GaAs and InAs QDs. We choose $a = 1$, $l_0 = 100$ nm, $A = 1$ (V/m)$^2$ (or $\sigma_V \sim 0.1$ $\mu$eV) for $1/f$ noise. The dot confinement energy is set as $\hbar \omega_d = 1$ meV for Si and GaAs gate-defined QD and $\hbar \omega_d = 4$ meV for InAs SAQD. As shown in the figure, at $B = 1$ T, $T_1$ is about 10 s for a GaAs QD. For a Si QD $T_1 \sim 100,000$ s because of the weaker SO interaction. For an InAs SAQD $T_1 \sim 1$ s due to the combined effect of stronger SO interaction and QD confinement. With $a = 1$, the curves here show simple linear dependence on $B_0$, a much weaker magnetic field dependence compared with the case of phonon noise, which has $B_0^3$ (or $B_0^5$) dependence for piezoelectric (or deformation) phonon potential.

#### B. Johnson Noise

The spin relaxation rate due to Johnson noise from the nearby metallic gate takes the form

$$
\frac{1}{T_1} = 2 \left[ \frac{e}{\hbar \omega_d} \right] F_{SO}(\theta, \phi) \omega_Z^2 S_V(\omega_Z)/(\epsilon l_0)^2. \tag{33}
$$

![Graph](image)
where $S_V(\omega)$ is given by Eq. (14), and $l_0$ is the length scale between the metal gates that define the QD.

The dependence of $1/T_1$ on the applied magnetic field is determined by the factor $\omega_2^3 \coth(\hbar \omega_Z/2k_B T)$, assuming that the cutoff frequency for the Johnson noise is much larger than the Zeeman frequency, $\omega_R \gg \omega_Z$. When the Zeeman energy $\hbar \omega_Z$ is much larger than the thermal energy $k_B T$, we have $\coth(\hbar \omega_Z/2k_B T) \approx 1$, then the spin relaxation rate $1/T_1$ has a $B_0^3$ dependence, which has been obtained before theoretically.\cite{40,41} On the other hand, when $\hbar \omega_Z \ll k_B T$ (the white noise limit for the electric fluctuation), we have $\coth(\hbar \omega_Z/2k_B T) \approx 2k_B T/\hbar \omega_Z$, then the spin relaxation rate $1/T_1$ has a $B_0^3$ dependence and linearly proportional to the temperature. The different B-field and temperature dependence for different temperatures here is similar to the phonon induced spin relaxation.$^{1,3}$

Fig. 3 gives spin relaxation rate $1/T_1$ due to Johnson noise of the metallic gates as a function of the applied magnetic field. We use $T = 0.15$ K, $R = 50 \, \Omega$, and $\omega_R = 10^{15} \, 1/s$. As shown in the figure, at $B = 1$ T, $T_1$ is about 0.1 s for a GaAs QD; $T_1 \sim 100$ s for Si QD, and $T_1 \sim 10$ ms for InAs SAQD. The curves show the low-field-to-high-field transition from the $B_0^3$ dependence to the $B_0^3$ dependence as $B_0$ increases, which is due to the contribution of $\coth(\hbar \omega_Z/2k_B T)$. The transition occurs at $B_T = k_B T/g_\mu B$, which is $B_T \sim 1$ T in GaAs, $B_T \sim 0.15$ T in Si, and $B_T \sim 0.05$ T in InAs.

C. Evanescent Waves Johnson Noise

As we have discussed before, there are two decoherence mechanisms arising from the EWJN, one from the magnetic noise of EWJN, the other is due to the electric noise. The spin relaxation due to EWJN through the direct magnetic dipole interaction has been discussed before.\cite{43,44} Here we estimate the relaxation due to the electric field of EWJN. The relaxation rate is given by,

$$\frac{1}{T_1} = \frac{e^2 \omega_2^3}{8z^2 \sigma \hbar \omega_d} \coth(\hbar \omega_Z/2k_B T) F_{SO}(\theta, \phi),$$

where $\omega_Z$ is the Zeeman frequency, $\sigma$ is the conductance of the metal gates, and $z$ is the distance between the QD and metallic gates.

Eq. (34) shows that the spin relaxation rate $1/T_1$ is inversely proportional to the gate conductivity $\sigma$. It is also inversely proportional to the 3rd power of the distance $z$ between the metallic gates and the QD, $1/T_1 \propto 1/z^3$, as long as $100 \, \text{nm} \leq z \leq 100 \, \text{nm}$ so that the local electrodynamics and quasistatic approximation is valid. In short, this mechanism is not important when the gate is far away from the QD.

The dependence of $1/T_1$ on the applied magnetic field is again determined by the factor $\omega_2^3 \coth(\hbar \omega_Z/2k_B T)$, which is similar to the case of far field Johnson noise. Thus, depending on whether the low field $\hbar \omega_Z \ll k_B T$ or high field $\hbar \omega_Z \gg k_B T$ limit is realized, the relaxation rate $1/T_1$ has either $B_0^3$ or $B_0^3$ dependence.

In Fig. 4, the relaxation rates due to the EWJN and SO interaction are plotted as a function of the magnetic field for Si, GaAs and InAs QD. We use $T = 0.15$ K for the temperature of the gates, $\sigma = 6 \times 10^7$ S/m for the conductivity of the cooper gate and the distance $z = 100$ nm. As shown in the figure, at $B = 1$ T, $T_1$ is about is about 10 s for a GaAs QD; $T_1 \sim 10^4$ s for Si QD, and $T_1 \sim 10$ ms for InAs SAQD. The curves show the low-field-to-high-field transition from the $B_0^3$ dependence.
to the $B_0^3$ dependence as $B_0$ increases. The transition occurs at the same points as in the Johnson noise case.

**IV. COMPARISON OF DIFFERENT NOISES**

We can now compare the magnetic field dependence of spin relaxation rate for charge noise (including $1/f$ noise, Johnson noise and EWJN) and phonon noise. We will discuss GaAs gate-defined QD, Si gate-defined QD and InAs SAQD, respectively.

**A. GaAs and Si gate-defined QDs**

It is well known that the spin relaxation rate in a gate-defined GaAs QD is mainly due to the phonon noise in high magnetic field, where the relaxation rate has a $B_0^5$ (or $B_0^7$) dependence for the piezoelectric (or deformation) phonon potential.\textsuperscript{21,22,65} In Fig. 5 we show the spin relaxation rate as a function of the applied magnetic field due to charge noise and phonon noise in GaAs QD, where the results of phonon noise is from Ref. \textsuperscript{22}. As shown in the figure, the relaxation rate due to charge noise is less important than the phonon noise in the high B-field regime. However, as the magnetic field decreases, the dominant spin relaxation channel could cross over from phonon noise to charge noise, so that the spin relaxation rate in the low magnetic field deviate from the $B_0^3$ curve (due to piezoelectric phonon), which is consistent with recent experimental observations.\textsuperscript{65}

In gate-defined Si QDs, spin relaxation has been explored in recent experiments.\textsuperscript{66,67} In high magnetic fields, spin relaxation is again dominated by phonon emission.\textsuperscript{66,68} Compared to GaAs, a particular complexity in Si is the presence of valleys and valley states in quantum wells and QDs.\textsuperscript{67,69,22} Here we assume that the valley splitting is large, so that the intra-valley spin-orbit mixing plays the dominant role in spin relaxation.\textsuperscript{67} In Fig. 6 we present the spin relaxation rate as a function of the applied magnetic field $B_0$ due to phonon noise and charge noise. The result of phonon noise is calculated based on the formalism from Ref. \textsuperscript{22}. In Si, relevant parameters include speeds of sound at $s_1 \approx 9.33 \times 10^5$ cm/s and $s_2 = s_3 \approx 5.42 \times 10^5$ cm/s, and the mass density of $\rho_s = 2.33 \text{ g/cm}^3$. The dilation and shear deformation potential constants are $\Xi_d = 5 \text{ eV}$ and $\Xi_u = 8.77 \text{ eV}$.\textsuperscript{68,72} Lastly, the device temperature is $T = 0.15$ K and the vertical confinement length is $d_z = 5 \text{ nm}$. As shown in Fig. 6, relaxation due to phonon emission dominates in the high magnetic field regime, where the rate shows a $B_0^3$ dependence, while the charge noise dominates in the low magnetic field regime, similar to the case of GaAs QD.

**B. InAs Self-assembled QD**

InAs SAQDs form on a substrate of GaAs because the lattice mismatch between InAs and GaAs. As such they are generally much smaller in size compared to the gate-defined dots. Furthermore, since the formation of InAs SAQDs is sensitive to the growth conditions, their size is difficult to control precisely. Consequently the QD confinement energy could vary in a wide range, from a few meV to a few tens of meV. This variation leads to significant modifications to spin relaxation as a result of the strong dependence of spin relaxation rate on the dot...
confinement energy $\omega_d$.

Another important parameter concerning spins is the g-factor, which is much larger in InAs than in GaAs, with $g = -15$ in bulk InAs crystal and $g = -8$ in an InAs quantum well.\(^{24,25}\) In an InAs SAQD, the g-factor could be very different from that in the bulk due to the dot confinement.\(^{26}\) The magnitude of the g-factor is dependent on the Ga content and the degree of strain, and ranges widely, from 0.5 to 6.5 in InAs or In\_G\_As SAQDs.\(^{27–29}\) In a gate-defined InAs nanowire QD (NWQD), the measured magnitude of g-factor ranges from 7 to 8.\(^{32,33}\) Here we focus on the SAQD, and consider specifically two types of InAs SAQD, the small dots with $g = 0.5$ and a confinement energy of $\hbar \omega_d = 30$ meV,\(^{28,29}\) and the large dots with $g = -6.5$ and a confinement of $\hbar \omega_d = 4$ meV.\(^{64,80}\)

Figure 7 shows the spin relaxation rate as a function of magnetic field for small InAs SAQDs due to charge noise and phonon noise. The lateral confinement energy here is $\hbar \omega_d = 30$ meV (equivalent to $d_z = d_y \approx 10$ nm), and the vertical confinement length is $d_z = 2$ nm. The electron phonon interaction in an InAs SAQD is of the same form as in GaAs due to the similar lattice structure, and the calculation for phonon noise is based on the same procedure as in Ref.\(^{23}\). For InAs, we use the phonon velocity $s_1 \approx 4.28 \times 10^5$ cm/s for longitudinal acoustic modes and $s_2 = s_3 \approx 2.65 \times 10^5$ cm/s for transverse acoustic modes. Other parameters include the deformation potential $\Xi_0 \approx 6$ eV, the piezoelectric constant $\kappa_{14} \approx 0.046$ C/m\_2, the relative dielectric constant $\kappa \approx 15.2$, and the density $\rho_e \approx 5.67$ g/cm\_3. As shown in Fig. 7, the spin relaxation rate due to phonon noise dominates in the high magnetic field regime. While the charge noise dominate in the low magnetic field regime.\(^{27,29}\) These small InAs SAQDs are most often probed optically, and normally metallic gates are far away from the QDs in those experiments, so that effects of Johnson noise from the gates are reduced.\(^{27,29}\) In these cases, the spin relaxation rate in low magnetic fields could be dominated by the $1/f$ noise.

In Fig. 8, we plot the spin relaxation rate as a function of the applied magnetic field in a large InAs SAQD, which has a lateral confinement energy of 4 meV (corresponding to a confinement length of 30 nm) and a vertical confinement length of 5 nm.\(^{64}\) Equation (28) shows that spin relaxation is generally much faster in larger dots due to the smaller confinement energy, which is clearly illustrated by the different vertical scales in Fig. 8 as compared to Fig. 7. Indeed, in the sample considered in Fig. 8, spin relaxation time due to Johnson noise could be as short as 10 $\mu$s in a 1 Tesla field. More interestingly, spin relaxation due to phonon noise is strongly suppressed in high magnetic fields, since a large Zeeman splitting and a large electron wave function mean that the matrix element for the electron-phonon interaction gets averaged out in a large dot, and consequently spin relaxation is suppressed. In a GaAs gate-defined dot, the phonon induced spin relaxation shows a plateau in the reasonably high fields due to this suppression, while in a large InAs dot, the spin relaxation rate is suppressed more strongly due to the very large g-factor and the relatively small cutoff wave vector. This strong suppression of phonon induced spin relaxation has been previously observed experimentally for the singlet-triplet relaxation in a two-electron QD\(^{84}\) and been discussed for single-electron spin in a InAs NWQD.\(^{22}\) As a result of the strong suppres-
sion of phonon noise in the high magnetic field regime, the charge noise induced spin relaxation could be dominant at both low and high magnetic fields in a large InAs SAQD, which should be experimentally observable.

V. DISCUSSION

In the current study we use phonon-induced spin relaxation as the benchmark for comparison when we calculate spin relaxation due to charge noises. At low magnetic fields, spin relaxation due to two-phonon processes may become important, especially at high temperatures. The corresponding spin relaxation rate could be faster than that from the one-phonon processes due to the vanishingly small phonon density of states at low frequencies. As such an important question is whether two-phonon processes may be more important than the charge-noise induced relaxation processes, so that the charge noise effects we study in this manuscript would be masked at low fields. Here we would like to point out that at low temperatures, two-phonon processes are strongly suppressed. The basic physics here is quite straightforward: at low temperatures, the higher-energy phonons that make two-phonon processes important at higher temperatures are not excited, so that they cannot contribute to the spin relaxation process.

Consider the example of an electron spin in a GaAs QD. Here the spin relaxation rate due to two-phonon processes through the piezoelectric electron-phonon interaction has a different temperature dependence for temperatures smaller and larger than $T_0 = k_B^{-1} \sqrt{m v_f^2 \hbar \omega_d}$. In a GaAs dot with $\hbar \omega_d = 1$ meV, $T_0 \approx 1$ K. At low temperatures when $T < T_0$, the spin relaxation rate is given by:

$$\Gamma^{(2p)}(B) = \frac{\Lambda_p^2}{\hbar} \sum_j s_j^2 \frac{(g \mu_B B)^2 (m^* s_j^2)^{5/2}}{(\hbar \omega_d )^{7/2}} \left( \frac{T}{T_0} \right)^9,$$

where $s_j$ is the phonon velocity of branch-$j$, and $\Lambda_p$ is the effective spin-piezoelectric phonon coupling strength.

In a GaAs QD, $\Lambda_p \sim 10^{-2}$. For a working temperature of $T \sim 0.15$ K in spin qubit experiments, the two-phonon rate $\Gamma^{(2p)}(B) = 10^{-4} B^2 \text{s}^{-1}$. Therefore, the spin relaxation due to two-phonon processes is negligible at low temperatures compared with the other mechanisms we have discussed so far. In other words, based on our calculations, at low fields and low temperatures, spin-orbit interaction and charge noise ($1/f$ and Johnson noises) should provide the dominant spin relaxation channel, as illustrated previously.

On the other hand, in the case of InAs SAQDs, where many existing experiments are done at higher temperatures, spin relaxation at low magnetic field could be dominated by two-phonon processes in those experiments. However, at lower temperatures that a spin qubit is operated, our results should still hold for the InAs dots.

Finally, we would like to emphasize that the relative strength of each relaxation mechanism always varies with different parameters. First, the relaxation rate due to the mechanisms through the SO interaction could vary due to the different values of Dresselhaus SO constant $\beta$, and could be $(1 + |\alpha/\beta|)^2$ times larger, or $(1 - |\alpha/\beta|)^2$ times less, depending on the Rashba SO constant $\alpha$ and the orientation of the applied magnetic field. Furthermore, Johnson noise could be even more important when the resistance of the circuits becomes larger and $1/f$ noise could also be important with larger noise magnitude.

VI. CONCLUSION

In conclusion, we have studied spin decoherence of a quantum-dot-confined electron due to charge noise. We focus on the spin decoherence originates from the SO interaction and momentum scattering due to charge noise. We find that both relaxation and pure dephasing are present in our calculation, although the latter is very weak in general for charge noise. We find that, in a gate-defined GaAs or Si QD, the dominant spin relaxation channel could crossover from phonon noise to charge noise, e.g. Johnson noise, as the magnetic field decreases below 1 Tesla. In a small InAs self-assembled dot, $1/f$ noise could be the dominant spin relaxation source at low magnetic field if no metallic gate is attached to the dot. In a large InAs dot, spin relaxation due to phonon noise should be strongly suppressed in high magnetic fields, so that spin relaxation due to charge noise could dominate in both low and high magnetic fields. Quantitatively, in a 1 Tesla field, the spin relaxation time due to typical charge noise is about 100 s in Si, 0.1 s in GaAs for a gate-defined QD with a 1 meV confinement, and 10 $\mu$s in InAs SAQD with a 4 meV confinement.
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Appendix A: Properties of the Superoperator $L_d$

In this Appendix we describe properties of the superoperator $L_d$, and sketch how we obtain the result of Eq. (38) and (39). Recall that the superoperators $L_d$ is defined as $L_d A \equiv [H_d, A], \forall A$. The properties of $L$ are different from that in the previous works since our dot Hamiltonian $H_d$ contains the charge noise in the form of a time-dependent dot position:

$$H_d = \frac{\pi^2}{2m} + \frac{1}{2} m^* \omega_d^2 |r - R(t)|^2.$$

Since we are interested in obtaining $L_d^{-1} H_{SO}$, and $H_d$ commutes with spin operators, the following relations in-
volving \( L_d \) are the only ones relevant for our calculation:

\[
\begin{align*}
-L_d[x - R_x(t)] &= \left[ x, \pi_x^2 / 2m^* \right] = i\hbar \sigma_x / m^*, \\
-L_d[y - R_y(t)] &= \left[ y, \pi_y^2 / 2m^* \right] = i\hbar \sigma_y / m^*, \\
-L_{d\pi_x} &= -i\hbar n^* \omega_d^2 [x - R_x(t)] - i\hbar \omega_c \pi_y, \\
-L_{d\pi_y} &= -i\hbar m^* \omega_d^2 [y - R_y(t)] + i\hbar \omega_c \pi_x,
\end{align*}
\]

where, \( \omega_c \equiv eB_0 / m^* c \) is the cyclotron frequency of the electron in the 2DEG whose perpendicular magnitude is \( B_0 \). The above equations can be written in the matrix form: \( L_d X = MX \), where

\[
X \equiv [\pi_x, \pi_y, x - R_x(t), y - R_y(t)]^T.
\]

The inverse of \( L_d \) can now be expressed as \( L_d^{-1} X = M^{-1} X \), where \( M^{-1} \) can be obtained by doing the matrix inversion of \( M \),

\[
L_d^{-1} X = \frac{1}{i\hbar} \begin{bmatrix}
0 & 0 & -m^* & 0 \\
0 & 0 & 0 & -m^* \\
0 & 1/\omega_d & 0 & -\omega_d / \omega_d \\
0 & 1/\omega_d & -\omega_d / \omega_d & 0
\end{bmatrix} X.
\]

Using the expressions here for \( L_d^{-1} \), it is straightforward to obtain \( L_d^{-1} H_{SO} = i(\sigma \cdot \xi) \), where \( \xi \) is given by Eq. [10] in the main text. It is time-dependent instead of constant, in contrast with that in the previous works.\(^{22,47,48}\)

\section*{Appendix B: Spin relaxation and dephasing rate}

In this Appendix we derive the spin relaxation and dephasing rates for a general Bloch Equation, where all the elements are present in the decoherence matrix \( \Gamma_{ij} \). We will show that, even though the noise in different directions are correlated, the relaxation and dephasing rates are generally determined by the noise autocorrelations along the major axes.

The spin relaxation and dephasing rates are determined by the real parts of the solutions of the secular equation for the decoherence matrix \( \det \Gamma_{ij} - \lambda \delta_{ij} + \epsilon_{ijk} \omega_k = 0 \), where \( \lambda \) is the eigenvalue of the matrix. The secular equation is a cubic equation

\[
\lambda^3 + b\lambda^2 + c\lambda + d = 0.
\]

If we choose the \( Z \)-axis to be along the direction of the magnetic field (\( \omega \equiv \omega_Z [0, 0, 1] \)), and suppose all the matrix elements \( \Gamma_{ij} \) are much smaller than the Zeeman frequency, \( \Gamma_{ij} \ll \omega_Z \), we have \( b = \sum_j \Gamma_{ij}, c \approx \omega_Z^2 \), and \( d \approx \omega_Z^2 \Gamma_{ZZ} \). The eigenvalues can then be obtained as \( \lambda_1 \approx -\Gamma_{ZZ}, \lambda_2 = \lambda_3 \approx -\Gamma_{XX} \pm \Gamma_{YY} + i\omega_Z \). Since each eigenvalue \( \lambda_i \) determines the dynamics of each eigenvector, in which the real part corresponds to the decay rate and the imaginary part corresponds to the oscillation frequency. Thus, we identify that the eigenvalue \( \lambda_1 \) corresponds to relaxation and \( \lambda_{2,3} \) correspond to dephasing process, so that the relaxation and the dephasing rates are determined as

\[
\begin{align*}
1/T_1 &\approx \Gamma_{ZZ}, \\
1/T_2 &\approx (\Gamma_{XX} + \Gamma_{YY})/2.
\end{align*}
\]

By substituting the spin decoherence matrix elements \( \Gamma_{ij} \) obtained from the Born-Markov master equation,\(^{28}\) we arrive at

\[
\begin{align*}
\frac{1}{T_1} &\approx S_{XX}^+(\omega_Z) + S_{YY}^+(\omega_Z) - \sum_{ij} \epsilon_{ijZ} S_{ij}(\omega_Z), \\
\frac{1}{T_2} &\approx \frac{1}{2T_1} + S_{ZZ}^+(0),
\end{align*}
\]

where, the cross correlations \( -\sum_{ij} \epsilon_{ijZ} S_{ij}(\omega_Z) = S_{XX}^+(\omega_Z) - S_{YY}^+(\omega_Z) \) are from the diagonal terms of spin decoherence matrix, and it can be rewritten as

\[
S_{XX}^+(\omega) = S_{XX}^-(\omega_Z) - S_{YY}^-(\omega_Z) = \int_{-\infty}^{\infty} dt \langle [\delta B_X(0), \delta B_Y(t)] \rangle \sin(\omega t) dt.
\]

Therefore, this cross-correlation only has contribution when the function \( \langle [\delta B_X(0), \delta B_Y(t)] \rangle \) is an odd function of time.

In the case of \( \langle \delta B_1(t)\delta B_2(0) \rangle = \langle \delta B_2(t)\delta B_1(0) \rangle \), the expression for spin relaxation and dephasing rates are further simplified

\[
\begin{align*}
1/T_1 &\approx S_{XX}^+(\omega_Z) + S_{YY}^+(\omega_Z), \\
1/T_2 &\approx \frac{1}{2T_1} + S_{ZZ}^+(0),
\end{align*}
\]

where, \( S_{ii}^+(\omega) \) can be written as

\[
S_{ii}^+(\omega) = \int_{-\infty}^{\infty} dt \langle \delta B_i(t)\delta B_i(0) \rangle \cos(\omega t) dt.
\]

Therefore, at the lowest order approximation of \( \Gamma_{ij} / \omega_Z \), even though the noise in different directions are correlated, the relaxation and dephasing rate are still determined by the noise autocorrelations \( S_{ii} \) along the major axes. These results can also help simplify calculations. For example, we can calculate the spin relaxation rate without doing the additional rotations to eliminate the cross-correlations, which was adopted before, for example in Ref. \(^{22}\).

\section*{Appendix C: Pure dephasing rate for \( 1/f^n \) noise}

In this Appendix we evaluate pure dephasing due to \( 1/f^n \) noise. The dephasing rate is given by

\[
\frac{1}{T_\phi} = 2A \left[ \frac{e}{\hbar \omega_d^2} \right]^2 F_{SO} \left[ \omega^{2-a} \right]_{\omega \rightarrow 0},
\]

where, \( F_{SO} \) is the spin-orbit Hamiltonian.
where, \( F_{SO}^2(\theta, \varphi) = \sin^2 \theta (\beta^2 + \alpha^2 - 2\beta \alpha \cos \varphi) \). In general, we have \( a < 2 \), and \|\omega - \omega_0\| \to 0 \) goes to zero in the limit of zero frequency. We thus expect pure dephasing to be negligible in these cases. Although pure dephasing could be finite (as compared to relaxation) when \( a \geq 2 \), the rate is limited due to small noise amplitude.

Quantitatively, the off-diagonal density matrix element for the spin decays in the form exp (−\( \varphi(t) \)), where \( \varphi(t) = \int_0^t d\omega S_{22}(\omega) [2 \sin(\omega t/2)/\omega]^2 \frac{\tilde{\omega}_a}{\omega_a} \) or

\[
\varphi(t) = 4A_2 \frac{\tilde{\omega}_a}{\omega_a} \int_0^{\omega_0} d\omega \frac{\sin^2(\omega t)}{\omega^3}.
\]

(C2)

where \( \omega_c \) is the upper cutoff frequency chosen as \( 10^9 \) 1/s and \( \omega_0 \) is the lower cutoff frequency chosen as the inverse of the experiment time, nominally at 1 s. By numerically evaluating Eq. (C2), we find that the error 1−exp [−\( \varphi(t) \)] is indeed extremely small for 1/f noise (a = 1) in GaAs, saturating around 10−11 at the long time limit \( t > 10^9 \) s. Therefore, as expected, the dephasing rate \( 1/T_\varphi \) (defined by \( \varphi(T_\varphi) = 1 \)) is negligible compared with the longitudinal relaxation rate 1/T1. We thus focus on spin relaxation in this manuscript.

---

1. R. Hanson, L. P. Kouwenhoven, J. R. Petta, S. Tarucha, and L. M. K. Vandersypen, Rev. Mod. Phys. 79, 1217 (2007).
2. J. J. L. Morton, D. R. McCamey, M. A. Eriksson, and S. A. Lyon, Nature 479, 345 (2011).
3. F. A. Zwanenburg, A. S. Dzurak, A. Morello, M. Y. Simmons, L. C. L. Hollenberg, G. Klimeck, S. Rogge, S. N. Coppersmith, and M. A. Eriksson, Rev. Mod. Phys. 85, 961 (2013).
4. A. Morello, J. J. Pla, F. A. Zwanenburg, K. W. Chan, K. Y. Tan, H. Huebl, M. Mottonen, C. D. Nugroho, C. Yang, J. A. van Donkelaar, et al., Nature 467, 687 (2010).
5. J. J. Pla, K. Y. Tan, J. P. Delhollain, W. H. Lim, J. J. L. Morton, D. N. Jamieson, A. S. Dzurak, and A. Morello, Nature 489, 541 (2012).
6. J. R. Petta, A. C. Johnson, J. M. Taylor, E. A. Laird, A. Yacoby, M. D. Lukin, C. M. Marcus, M. P. Hanson, and A. C. Gossard, Science 309, 2180 (2005).
7. H. Bluhm, S. Foletti, I. Neder, M. Rudner, D. Mahalu, V. Umansky, and A. Yacoby, Nature Phys. 7, 109 (2011).
8. B. M. Maune, M. G. Borselli, B. Huang, T. D. Ladd, P. W. Deelman, K. S. Holabird, A. A. Kiselev, I. Alvarado-Rodriguez, R. S. Ross, A. E. Schmitz, et al., Nature 481, 344 (2012).
9. M. D. Shulman, O. E. Dial, S. P. Harvey, H. Bluhm, V. Umansky, and A. Yacoby, Science 336, 202 (2012).
10. L. Gaudreau, G. Grainger, A. Kam, G. C. Aers, S. A. Studenikin, P. Zawadzki, M. Pioro-Ladriere, Z. R. Wasilewski, and A. S. Sachrajda, Nat Phys 8, 54 (2012).
11. J. Medford, J. Beil, J. M. Taylor, S. D. Bartlett, A. C. Doherty, E. I. Rashba, D. P. DiVincenzo, H. Lu, A. C. Gossard, and C. M. Marcus, arXiv:1302.1923 (2013).
12. A. V. Khaetskii, D. Loss, and L. Glazman, Phys. Rev. Lett. 88, 186802 (2002).
13. W. M. Witzel and S. Das Sarma, Phys. Rev. B 74, 035322 (2006).
14. W. Yao, R.-B. Liu, and L. J. Sham, Phys. Rev. B 74, 195301 (2006).
15. C. Deng and X. Hu, Phys. Rev. B 73, 241303(R) (2006).
16. L. Cywinski, W. M. Witzel, and S. Das Sarma, Phys. Rev. Lett. 102, 057601 (2009).
17. E. Barnes, L. Cywinski, and S. Das Sarma, Phys. Rev. Lett. 109, 140403 (2012).
18. G. Ramon and X. Hu, Phys. Rev. B 75, 161301(R) (2007).
19. D. Stich, J. Zhou, T. Korn, R. Schulz, D. Schuh, W. Wegscheider, M. W. Wu, and C. Schuller, Phys. Rev. Lett. 98, 176401 (2007).
20. C.-W. Huang and X. Hu, Phys. Rev. B 81, 205304 (2010).
21. A. V. Khaetskii and Y. V. Nazarov, Phys. Rev. B 64, 125316 (2001).
22. V. N. Golovach, A. Khaetskii, and D. Loss, Phys. Rev. Lett. 93, 016601 (2004).
23. C. Tahan and R. Joynt, Phys. Rev. B 71, 075315 (2005).
24. S. I. Erlingsson and Y. V. Nazarov, Phys. Rev. B 66, 155327 (2002).
25. S. W. Jung, T. Fujisawa, Y. Hirayama, and Y. H. Jeong, Appl. Phys. Lett. 85, 768 (2004).
26. J. Muller, S. von Molnar, Y. Ohno, and H. Ohno, Phys. Rev. Lett. 96, 186601 (2006).
27. C. Buizert, F. H. L. Koppens, M. Pioro-Ladriere, H. P. Tranitz, I. T. Vink, S. Tarucha, W. Wegscheider, and L. M. K. Vandersypen, Phys. Rev. Lett. 101, 226603 (2008).
28. K. Hitachi, T. Ota, and K. Muraki, Appl. Phys. Lett. 102, (2013).
29. K. Takeda, T. Obata, Y. Fukudera, W. M. Akhtar, J. Kamioka, T. Kodera, S. Oda, and S. Tarucha, Appl. Phys. Lett. 102, (2013).
30. K. D. Petersson, J. R. Petta, H. Lu, and A. C. Gossard, Phys. Rev. Lett. 105, 246804 (2010).
31. Y. Dovzhenko, J. Stehlik, K. D. Petersson, J. R. Petta, H. Lu, and A. C. Gossard, Phys. Rev. B 84, 161302(R) (2011).
32. O. Astafiev, Y. A. Pashkin, Y. Nakamura, T. Yamamoto, and J. S. Tsai, Phys. Rev. Lett. 93, 267007 (2004).
33. J. A. Schreier, A. A. Houck, J. Koch, D. I. Schuster, B. R. Johnson, J. M. Chow, J. M. Gambetta, J. Majer, L. Frunzio, M. H. Devoret, et al., Phys. Rev. B 77, 180502(R) (2008).
34. Y. A. Pashkin, O. Astafiev, T. Yamamoto, Y. Nakamura, and J. S. Tsai, Quantum Information Processing 8, 55 (2009).
35. W. A. Coish and D. Loss, Phys. Rev. B 72, 125337 (2005).
36. X. Hu and S. Das Sarma, Phys. Rev. Lett. 96, 100501 (2006).
37. G. Ramon, Phys. Rev. B 86, 125317 (2012).
38. O. E. Dial, M. D. Shulman, S. P. Harvey, H. Bluhm, V. Umansky, and A. Yacoby, Phys. Rev. Lett. 110, 146804 (2013).
39. Y. M. Galperin, B. L. Altshuler, J. Bergli, and D. V. Shantsev, Phys. Rev. Lett. 96, 097009 (2006).
40. F. Marquardt and V. A. Abalmasov, Phys. Rev. B 71, 165325 (2005).
P. San-Jose, G. Zarand, A. Shnirman, and G. Schön, Phys. Rev. Lett. 97, 076803 (2006).
41 P. San-Jose, G. Schön, A. Shnirman, and G. Zarand, Physica E: Low-dimensional Systems and Nanostructures 40, 76 (2007).
42 L. S. Langsjoen, A. Poudel, M. G. Vavilov, and R. Joynt, Phys. Rev. A 86, 013031 (2012).
43 A. Poudel, L. S. Langsjoen, M. G. Vavilov, and R. Joynt, Phys. Rev. B 87, 045301 (2013).
44 S. Hermelin, S. Takada, M. Yamamoto, S. Tarucha, A. D. Wieck, L. Saminadayar, C. Bauerle, and T. Muenner, Nature 477, 435 (2011).
45 R. P. G. McNeil, M. Kataoka, C. J. B. Ford, C. H. W. Barnes, D. Anderson, G. A. C. Jones, I. Farrer, and D. A. Ritchie, Nature 477, 439 (2011).
46 P. Huang and X. Hu, arXiv:1208.1284, to appear in Phys. Rev. B (2013).
47 M. Borhani, V. N. Golovach, and D. Loss, Phys. Rev. B 73, 155311 (2006).
48 I. L. Aleiner and V. I. Fal’ko, Phys. Rev. Lett. 87, 256801 (2001).
49 P. Stano and J. Fabian, Phys. Rev. Lett. 96, 186602 (2006).
50 P. Dutta and P. M. Horn, Rev. Mod. Phys. 53, 497 (1981).
51 M. B. Weissman, Rev. Mod. Phys. 60, 537 (1988).
52 U. Weiss, Quantum Dissipative Systems (World Scientific, Singapore, 1999), 2nd ed.
53 C. P. Slichter, Principles of Magnetic Resonance (Springer-Verlag, Berlin, 1980).
54 M. Studer, M. P. Walser, S. Baer, H. Rusterholz, S. Schon, D. Schuh, W. Wegscheider, K. Ensslin, and G. Salis, Phys. Rev. B 82, 235320 (2010).
55 H. Sanada, T. Sogawa, H. Gotoh, K. Onomitsu, M. Kohda, J. Nitta, and P. V. Santos, Phys. Rev. Lett. 106, 216602 (2011).
56 D. M. Zumbuhl, J. B. Miller, C. M. Marcus, K. Campman, and A. C. Gossard, Phys. Rev. Lett. 89, 276803 (2002).
57 E. A. de Andrade e Silva, G. C. La Rocca, and F. Bassani, Phys. Rev. B 55, 16293 (1997).
58 J. Schliemann, J. C. Egues, and D. Loss, Phys. Rev. Lett. 90, 146801 (2003).
59 Z. Wilamowski, W. Jantsch, H. Malissa, and U. Rössler, Phys. Rev. B 66, 195315 (2002).
60 M. Prada, G. Klimeck, and R. Joynt, New J. Phys. 13, 013009 (2010).
61 W. Knap, C. Skierbiszewski, A. Zduniak, E. Litwin-Staszewska, D. Bertho, F. Kobbi, J. L. Robert, G. E. Pikus, F. G. Pikus, S. V. Iordanskii, et al., Phys. Rev. B 53, 3912 (1996).
62 M. P. Nowak, B. Szafran, F. M. Peeters, B. Partoens, and W. J. Pasek, Phys. Rev. B 83, 245324 (2011).
63 S. Takahashi, R. S. Deacon, K. Yoshida, A. Oiwa, K. Shibata, K. Hirakawa, Y. Tokura, and S. Tarucha, Phys. Rev. Lett. 104, 246801 (2010).
64 S. Amasha, K. MacLean, I. P. Radu, D. M. Zumbuhl, M. A. Kastner, M. P. Hanson, and A. C. Gossard, Phys. Rev. Lett. 100, 046803 (2008).
65 M. Xiao, M. G. House, and H. W. Jiang, Phys. Rev. Lett. 104, 096801 (2010).
66 C. H. Yang, A. Rossi, R. Ruskov, N. S. Lai, F. A. Mohiyaddin, S. Lee, C. Tahan, G. Klimeck, A. Morello, and A. S. Dzurak, Nature Commun. 4, 2069 (2013).
67 C. Tahan and R. Joynt, arXiv:1301.0260 (2013).
68 X. Hao, R. Ruskov, M. Xiao, C. Tahan, and H. Jiang, arXiv:1311.5937 (2013).
69 J. K. Gamble, M. A. Eriksson, S. N. Coppersmith, and M. Friesen, Phys. Rev. B 88, 035310 (2013).
70 E. A. Laird, PeiF, and L. P. Kouwenhoven, Nature Nanotech. 8, 565 (2013).
71 D. Culcer, A. L. Saraiva, B. Koiller, X. Hu, and S. Das Sarma, Phys. Rev. Lett. 108, 126804 (2012).
72 X. Hu, Phys. Rev. B 83, 165322 (2011).
73 C. R. Pidgeon, D. L. Mitchell, and R. N. Brown, Physical Review 154, 737 (1967).
74 T. P. Smith III and F. F. Fang, Phys. Rev. B 35, 7729 (1987).
75 C. E. Pryor and M. E. Flatte, Phys. Rev. Lett. 96, 026804 (2006).
76 M. Kroutvar, Y. Ducommun, D. Heiss, M. Bichler, D. Schuh, G. Abstreiter, and J. J. Finley, Nature 432, 81 (2004).
77 D. Heiss, V. Jovanov, F. Klotz, D. Rudolph, M. Bichler, G. Abstreiter, M. S. Brandt, and J. J. Finley, Phys. Rev. B 82, 245316 (2010).
78 D. Press, K. De Greve, P. L. McMahon, T. D. Ladd, B. Friess, C. Schneider, M. Kamp, S. Hofling, A. Forchel, and Y. Yamamoto, Nat Photon 4, 367 (2010).
79 S. Takahashi, R. S. Deacon, A. Oiwa, K. Shibata, K. Hirakawa, and S. Tarucha, Phys. Rev. B 87, 161303 (2013).
80 Y. Kanai, R. S. Deacon, S. Takahashi, A. Oiwa, K. Yoshida, K. Shibata, K. Hirakawa, Y. Tokura, and S. Tarucha, Nature Nanotech. 6, 511 (2011).
81 M. D. Schroer, K. D. Petersson, M. Jung, and J. R. Petta, Phys. Rev. Lett. 107, 176811 (2011).
82 J. Stehlik, M. D. Schroer, M. Z. Maialle, M. H. Degani, and J. R. Petta, arXiv:1312.3875 (2013).
83 T. Meunier, I. T. Vink, L. H. Willems van Beveren, K. J. Tielrooij, R. Hanson, F. H. L. Koppens, H. P. Tranitz, W. Wegscheider, L. P. Kouwenhoven, and L. M. K. Vandersypen, Phys. Rev. Lett. 98, 126601 (2007).
84 M. Trif, V. N. Golovach, and D. Loss, Phys. Rev. B 77, 045343 (2008).
85 V. N. Stavrou and X. D. Hu, Phys. Rev. B 73, 205313 (2006).
86 M. Trif, P. Simon, and D. Loss, Phys. Rev. Lett. 103, 106601 (2009).
87 F. Fras, B. Eble, P. Desfonds, F. Bernardot, C. Testelin, M. Chamorro, A. Miard, and A. Lemaitre, Phys. Rev. B 86, 045306 (2012).
88 L.-M. Duan and G.-C. Guo, Phys. Rev. A 57, 737 (1998).