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This paper aims to propose a new multiobjective algorithm for multiobjective distributed network reconfiguration (DNR) with the placements of distributed generation (DG) in radial distribution networks (RDNs). The new proposed algorithm, called the nondominated sorting stochastic fractal search (NSSFS), is a new multiobjective version of the original SFS algorithm. NSSFS incorporated fast nondominated sorting strategies, crowding distance computation, and selection mechanism into SFS to find and maintain the best nondominated solutions. The proposed NSSFS algorithm was tested with eight multiobjective benchmark test functions to validate its performance. The NSSFS was then implemented to define the optimal network configuration, positions, and sizes of DG units in the RDNs, where real power loss, voltage profile, and voltage stability index were optimized simultaneously. The implementation of multiobjective DNR-DG (MODNR-DG) significantly enhanced the performance of the system. Based on the comparison outcomes, the NSSFS algorithm obtained better solution quality than other multiobjective techniques, proving the effectiveness of NSSFS in dealing with the MODNR-DG problem.

1. Introduction

The radial distribution networks (RDNs) play a significant role in power systems to transmit electricity to customers. Optimal operation and planning of RDNs pose new challenges for system planners and operators [1]. In order to operate the system optimally, critical factors are considered, such as reducing power loss and improving power quality. Distribution network reconfiguration (DNR) is an effective technique to accomplish these issues [2]. DNR is performed to acquire the optimal configuration to operate the system better while fulfilling the distribution system’s operational constraints [3].

The implementation of DNR not only affects power loss but also affects many aspects of the RDNs. Therefore, DNR considering multiobjective function has drawn considerable attention in the literature. In Ref. [4], a multiobjective modified shuffled frog-leaping method was developed for the DNR with multiple objectives, including real power loss, bus voltage deviation, and the number of switching operations. Andervazh et al. [5] used a discrete Particle Swarm Optimization Algorithm with graph theory to optimize three objective functions similar to those in Ref. [4]. In Ref. [6], the authors proposed an efficient hybrid big bang-big crunch technique for the DNR problem of the unbalanced and balanced DNR. A nondominated sorting evolutionary programming method was developed by Hsu and Tsai [7] for the multiobjective DNR problem. The DNR considering reactive power compensators was performed using a Fuzzy Shuffled Frog-Leaping Algorithm in Ref. [8]. In Ref. [9], the
Due to the deregulation of electricity, exhaustion of fossil fuel, and environmental issues, distributed generation (DG) is widely installed in RDNs in recent years. The integration of DG units has significant impacts on the operation of systems. Therefore, numerous studies have investigated the DNR combined with optimal DG placement (ODGP) to enhance systems' quality. Fireworks Algorithm [19] and Harmony Search Algorithm [20] were suggested for the DNR integrated with DG. The voltage profile and real power loss were optimized simultaneously. In Ref. [17], a Fuzzy-Firefly Algorithm was applied for DNR in unbalanced distribution networks, where the bus voltage deviation, load balancing index, and power loss were optimized simultaneously. In Ref. [18], the Runner-Root Algorithm was applied for the DNR problem. The final compromised solution was selected using the max-min method.

Barbosa et al. [11] implemented the Interval Multi-objective Evolutionary Algorithm to optimize switching operations, power loss, bus voltage deviation, and current index. A Genetic Algorithm was suggested to improve reliability issues and power quality, the solution found by this method based on the selected weights in Ref. [12]. In Ref. [13], the authors suggested a multiobjective approach called Genetic Algorithm-based solver for DNR, where power loss, load balancing index, and energy not supplied were minimized simultaneously. Gravitational Search Algorithm was proposed by Shuaib et al. [14] for DNR with two objectives of voltage deviation and power loss. Shareef et al. [15] developed a Quantum Firefly Algorithm for the DNR problem. Sudha Rani et al. [16] applied Multiobjective Invasive Weed Optimization for DNR problems considering objectives of power loss, load balancing index, number of switching operations, and bus voltage deviation. In Ref. [17], a Fuzzy-Firefly Algorithm was applied for DNR in unbalanced distribution networks, where the bus voltage deviation, load balancing index, and power loss were optimized simultaneously. In Ref. [18], the Runner-Root Algorithm was applied for the DNR problem. The final compromised solution was selected using the max-min method.

The contributions of this paper are outlined as follows:

1. The authors applied the Enhanced Gravitational Search Algorithm for DNR considering to optimize the operation cost, power loss, and enhance the reliability of the network. In Ref. [10], Fireworks Algorithm was applied for voltage profile improvement and power loss minimization. The normalized objectives were formulated as the primary objective, which could not acquire the best solution.

2. Fireworks Algorithm was applied for voltage profile enhancement, reduction of power loss, and line loading. In Ref. [27], Nondominated Sorting Genetic Algorithm II was used to define positions and settings of DG units in 33-bus RDNs. The results showed that DG improved system performance in terms of real power loss, load voltage deviation, and annualized investment cost. In Ref. [28], a fuzzy multiobjective method was used to handle DNR. After that, a heuristic technique was applied for DNR, which creates a solution based on the original configuration. In Ref. [29], the point estimate method was proposed for multiobjective DNR problems with fuel cells and distributed wind power plants. In Ref. [30], butterfly optimization method was proposed to optimize the power loss, maximum load ability, and loading margin factor.

A review of the literature undertaken found that most of the studies [4–18] only concentrates on the DNR problem. A few studies [19–30] have discussed the DNR considering DG with multiobjective functions, which used traditional methods to convert all objective functions into a single objective function, without considering multiobjective algorithms. However, traditional methods are no longer suitable for dealing with problems with multiobjective functions. The decision-makers need to define all possible optimal solutions for all objective functions concurrently, known as trade-offs. To our best knowledge, very few studies investigated the Pareto optimality concept to define the trade-off solutions for DNR-DG with multiobjective functions. Hence, this motivates us to propose a new method to define trade-off solutions for a combination of DNR and ODGP problem with multiobjective functions using the Pareto dominance concept.

This study aims to develop a new multiobjective method called nondominated sorting stochastic fractal search (NSSFS) for multiobjective DNR with the integration of DG (MODNR-DG) problem. This algorithm integrated three strategies, including fast nondominated sorting strategies, crowding distance computation, and selection mechanism into the original SFS to develop its multiobjective version. The MODNR-DG problem was formulated with three objectives: real power loss, voltage profile, and voltage stability index. The NSSFS was implemented to define the optimal configuration, optimal locations, and sizes of DG units with several cases of objectives in the RDNs.

The contributions of this paper are outlined as follows:
(1) A new multiobjective algorithm, namely NSSFS, was developed to deal with the MODNR-DG problem, where real power loss, voltage profile, and voltage stability index were simultaneously optimized.

(2) The proposed NSSFS algorithm was validated on the eight multiobjective benchmark test problems. The obtained results from NSSFS were compared to those from other multiobjective algorithms based on performance metrics. Comparative results showed that Pareto optimal fronts obtained by NSSFS provided better convergence and distribution than other techniques.

(3) The NSSFS was implemented on the 33-bus and 69-bus RDNs. Comparison results of NSSFS and other algorithms showed that NSSFS obtained better performance than other multiobjective methods for solution quality.

(4) The quality of RDNs (real power loss, voltage deviation, and voltage stability) was pointedly enhanced after multiobjective optimization.

This paper is structured as follows: Section 2 presents the problem formulation of the MODNR-DG problem. The proposed NSSFS is introduced in Section 3. Afterward, the implementation of NSSFS to the MODNR-DG problem is presented in Section 4. Section 5 provides the simulation results. Lastly, Section 6 concludes this study.

2. Problem Formulation

The MODNR-DG problem aims to optimize real power loss, voltage deviation, and voltage stability index simultaneously through the optimal setting of opened switches, positions, and sizes of DG units while fulfilling operational constraints in an RDN. Therefore, the MODNR-DG problem is generally formulated as follows:

\[
\text{minimize: } F(x) = \{F_1(x), F_2(x), \ldots, F_M(x)\},
\]

subject to:

\[
g(x) \leq 0, \\
h(x) = 0,
\]

where \(F(x)\) is the objective vector of \(M\) objective functions; \(x\) the vector of design variables; \(g(x)\) and \(h(x)\) are the set of inequality and equality constraints, respectively.

2.1. Objective Functions. The MODNR-DG problem considers three objective functions as follows:

2.1.1. Real Power Loss Minimization (PL). The objective to optimize real power loss of the RDN is defined as follows:

\[
F_1 = \text{Min}(P_L) = \text{Min} \left( \sum_{k=1}^{N_k} R_k I_k^2 \right),
\]

where \(R_k\) is the resistance of the \(k^{th}\) branch, \(I_k\) is the current passing through that branch, and \(N_k\) is the number of branches in an RDN.

2.1.2. Voltage Deviation Minimization (VD). The objective to optimize total voltage deviation is given as the following equation:

\[
F_2 = \text{Min}(V_D) = \text{Min} \left( V_i - V_{ref} \right)^2, 
\]

where \(V_i\) is the voltage magnitude at the \(i^{th}\) bus, \(V_{ref}\) is the reference voltage (1.0 p.u.), and \(N_B\) is the number of buses in an RDN.

2.1.3. Voltage Stability Index Maximization (VSI). According to Figure 1, the power of \(P_{i+1}\) and \(Q_{i+1}\) is defined as follows [31]:

\[
P_{i+1} - jQ_{i+1} = I_k \times V_{i+1},
\]

where

\[
I_k = \frac{V_i - V_{i+1}}{R_k + jX_k}
\]

The VSI at \((i+1)^{th}\) bus can be express as follows [31]:

\[
\text{VSI}_{i+1} = \left| V_i \right|^4 - 4(P_{i+1}X_k - Q_{i+1}R_k) - 4(P_{i+1}R_k + Q_{i+1}X_k)\left| V_i \right|^2,
\]

where \(X_k\) is the resistance of the \(k^{th}\) branch.

The objective to maximize VSI is described as follows:

\[
F_3 = \text{Max}(\text{VSI}_{i+1}) = \text{Min} \left( \frac{1}{\text{VSI}_{i+1}} \right). 
\]

2.2. Design Variables. The set of design variables are defined as follows:

\[
\begin{align*}
\text{SW}_1: & \text{ opened switches in RDN} \\
L_{DG1}: & \text{ location of DG units} \\
P_{DG1}: & \text{ capacity of DG units}
\end{align*}
\]

Therefore, the vector of design variables \((x)\) is stated as follows:

\[
x = \left[ \text{SW}_1, \ldots, \text{SW}_{N_{SW}}, L_{DG1}, \ldots, L_{DG,N_{DG}}, P_{DG1}, \ldots, P_{DG,N_{DG}} \right],
\]

where \(N_{SW}\) is the number of opened switches, and \(N_{DG}\) is the number of DG units to be installed.

2.3. System Constraints. The operational constraints for the MODNR-DG problem are given as follows.

2.3.1. Equality Constraints. The real and reactive powers of an RDN must be conserved as follows:
where $P_{SS}$ and $Q_{SS}$ are the real and reactive powers supplied from the slack bus, respectively; $P_{DG,i}$ and $Q_{DG,i}$ are the real and reactive power outputs of the $i$th DG unit, respectively; $P_{D,j}$ and $Q_{D,j}$ are the real and reactive power of load demands at the $j$th bus, respectively; $P_{L,k}$ and $Q_{L,k}$ are the real and reactive power losses in the $k$th branch, respectively.

2.3.2. Inequality Constraints

(i) Voltage constraint: the bus voltage amplitude is restricted by the boundaries as follows:

$$V_{\text{min},i} \leq V_i \leq V_{\text{max},i}; \quad i = 1, \ldots, N_B,$$

where $V_{\text{min},i}$ and $V_{\text{max},i}$ are the voltage limits at the $i$th bus.

(ii) Thermal limit: the current flows through a branch must not violate the following restriction:

$$|I_k| \leq |I_{\text{max},k}|; \quad k = 1, \ldots, N_L,$$

where $I_{\text{max},k}$ is the maximum current allowed to flow through the $k$th branch.

(iii) DG generation constraint: the minimum and maximum limits restrict the power output of DG units as follows:

$$P_{DG_{\text{min},i}} \leq P_{DG,i} \leq P_{DG_{\text{max},i}}; \quad i = 1, \ldots, N_{DG},$$

where $P_{DG_{\text{min},i}}$ and $P_{DG_{\text{max},i}}$ are the $i$th DG unit’s limited sizes.

(iv) DG penetration constraint: the level penetration of DG units has restrictions as follows:

$$\sum_{i=1}^{N_{DG}} P_{DG,i} \leq N_B \frac{N_{DG}}{N_B} \sum_{j=1}^{N_B} P_{D,j}$$

(v) Radial configuration constraint: the distribution network must ensure the radial configuration and serve all loads after DNR as follows:

$$\det(A) = 1 \text{ or } -1,$$

where $A$ is a matrix representing the connections of branches and buses in the RDN.

3. Nondominated Sorting Stochastic Fractal Search Algorithm

The proposed NSSFS algorithm was developed based on strategies of NSGA-II to dealing with multiobjective problems effectively. Strategies of NSGA-II, namely, fast nondominated sorting and crowding distance, and selection procedures have been prevalent and applied in many recent works such as [32–37]. The original SFS, new integration methods, and the new NSSFS are now presented.

3.1. Stochastic Fractal Search Algorithm. The SFS is a robust metaheuristic algorithm, which was developed by Salimi [38]. SFS applies an idea called the fractal to simulate the natural phenomenon of growth. The SFS method contains two main phases: diffusion and updating processes.

3.1.1. Diffusion Process. Each particle diffuses around its current location to promote exploitation ability. The strategy here is to intensify the probability of obtaining the global minimum and avoid being stuck in the local minima. Generally, new particles are generated via a series of Gaussian walks participating according to

$$X_{\text{new}} = \text{Gaussian}(\mu_{X_{\text{best}}}, \sigma) + (\varepsilon \times X_{\text{best}} - \varepsilon' \times X_i), \quad \text{if } \text{rand} \leq W,$$

$$X_{\text{new}} = \text{Gaussian}(\mu_X, \sigma), \quad \text{otherwise},$$

where $X_{\text{new}}$ is the new location of the $i$th particle; $X_i$ and $X_{\text{best}}$ indicate the location of the $i$th particle and the best particle of the population, respectively; $\varepsilon$ and $\varepsilon'$ are stochastic numbers between a range $[0, 1]$; $W$ is the Gaussian walk parameter; $\mu_X$ is equal to $X_i$, $\mu_{\text{best}}$ is equal to $X_{\text{best}}$, and the parameter $\sigma$ is computed as follows:

$$\sigma = \frac{\log(G)}{G} \times (X_i - X_{\text{best}}),$$

where $G$ is the number of iterations. As $\log(G)/G$ decreases in value through iterations, the magnitude of Gaussian jumps also decreases. This enhances the ability of the search to be more localized and closer to the optimum solution.

3.1.2. Updating Process. In this process, the first statistical method is implemented to each particle, while the second statistical procedure is then performed on all particles. The purpose of the two procedures is to increase the exploration of the SFS algorithm.

(1) The First Statistical Procedure. All particles of the population are sorted depending on the objective function
values. A probability value is then given for each particle \( X_i \) as follows:

\[
P_{a_i} = \frac{\text{rank}(X_i)}{N_p}
\]  

(17)

where \( N_p \) is the population size, and \( \text{rank}(X_i) \) denotes the rank of particle \( X_i \) in the population.

An aspect worth mentioning is that a better particle has a higher probability. Therefore, the particles having the worst objective function values are more likely to be changed. For each particle \( X_i \) in population, if the condition \( P_{a_i} < \varepsilon \) is fulfilled, the \( j \)th component of \( X_i \) is modified via equation (18); otherwise, it remains unchanged.

\[
X'_i(j) = X_r(j) - \varepsilon \times (X_i(j) - X_r(j)),
\]  

(18)

where \( X'_i \) is a newly modified particle from particles; \( X_n, X_o \), and \( X_r \) are randomly selected particles in the population, and \( \varepsilon \) is the stochastic variable.

The new particle \( X'_i \) will replace the position of \( X_i \) if its objective value is better than \( X_r \).

3.2. Fast Nondominated Sorting Technique. This technique is used to determine the nondominated ranks of a population. To identify the nondominated ranks, two quantitative measures (domination count \( n_p \) and a set \( S_p \)) are calculated for each solution in the population, where \( n_p \) is the number of solutions that dominate the solution \( p \), and \( S_p \) is a set that contains all solutions that are dominated by solution \( p \). The solutions that are not dominated by any solutions \( (n_p = 0) \) are placed in the first nondominated rank. After that, domination count \( n_q \) is reduced by one for each solution \( q \) belonging to the set \( S_p \). If \( n_q = 0 \), the corresponding solution \( q \) is placed in the second nondominated rank. Similarly, the process proceeds until all solutions are placed in a nondominated rank.

3.3. Crowding Distance Computation. In order to preserve the diversity among solutions in a particular nondominated rank, the crowding distance computation is applied. All solutions are ranked depending on the value of each objective. Infinite values are assigned to crowding distances of boundary solutions. The crowding distance of solution \( i \), which is surrounded by solutions \( (i - 1) \) and \( (i + 1) \) is defined as follows:

\[
d_i = \sum_{j=1}^{k} \frac{f_i^j - f_{i-1}^j}{f_{i+1}^j - f_{i-1}^j},
\]  

(20)

where \( k \) is the number of objectives; \( f_i^j \) and \( f_{i-1}^j \) are the maximum and minimum values of the \( j \)th objective for the boundary solutions; \( f_{i+1}^j \) and \( f_{i+1}^j \) are the values of the \( j \)th objective for the solutions \( (i - 1) \) and \( (i + 1) \), respectively.

Each solution \( i \) has two qualitative measures: non-dominance rank \( r_i \) and crowding distance \( d_i \). A crowded comparison operator (denoted by \( <_n \)) is applied to compare two solutions \( i \) and \( j \) as follows:

\[
i <_n j, \text{ if } (r_i < r_j) \text{ or } ((r_i = r_j) \text{ and } (d_i > d_j)).
\]  

(21)

Based on equation (21), it can be indicated that between two solutions \( i \) and \( j \), the solution with the lower rank will be preferred. If both solutions have the same rank, the solution with the higher crowding distance value will be preferred.

3.4. Selection Procedure. The selection procedure is an essential task of MOO to generate a good Pareto optimal front. In the SFS algorithm, after each process, the new particles will replace the current particles if their objective function values are better than those of the current particles. The current particles are then discarded. However, in the NSSFS algorithm, after new particles are created in each process, they are compared to current particles via a crowded comparison operator. If the new particle dominates the current one, it will replace the current particle immediately, and the current particle will be added to the extra population. Otherwise, the new particle will be added to the extra population. In this way, all solutions are retained to avoid losing potential candidate solutions. After each iteration, the two populations (current and extra) are merged, after which the merged population size is larger than the population size \( (N_p) \). However, the population size must be maintained at \( N_p \) during the optimization process. Therefore, a selection mechanism of \( N_p \) best particle is performed, which is shown in Figure 2.

Firstly, a fast nondominated sorting method is used to sort the merged population into different nondominated fronts \( (F_1, F_2, \ldots, F_n) \). The best solutions in the first front \( F_1 \) are first chosen for inclusion in the new population. If the number of solutions from \( F_1 \) is smaller than \( N_p \), the remaining solutions of the new population will be designated from subsequent fronts \( F_2, \ldots, F_n \) in the order of their nondomination rank. This procedure continues until the population is filled with \( N_p \) solutions. Assume that the front \( F_1 \) is the last front, solutions in this front are selected based on the crowding distance value to select precisely \( N_p \) solutions for the new population.

3.5. NSSFS Algorithm. The NSSFS algorithm begins the multiobjective optimization process by creating an initial population of \( N_p \) particles. Objective function values are
then defined for each particle in the initial population. Based on fast nondominated sorting and crowding distance techniques, the best particle is selected for the next two processes (diffusion and updating processes). After each iteration, the extra population is obtained, and the current and extra populations are merged. The selection procedure is then performed to select $N_p$ best particles for the next generation. The optimization process of NSSFS repeats until the stopping criteria are fulfilled.

The pseudocode of the NSSFS algorithm (Algorithm 1) is given in Figure 3.

$$X_i = [SW_1, \ldots, SW_{N_{sw}}, L_{DG,1}, \ldots, L_{DG,N_{DG}}, P_{DG,1}, \ldots, P_{DG,N_{DG}}], \quad \text{for } i = 1, \ldots, N_p.$$ (22)

Each particle is randomly created within the boundaries. Therefore, the design variables for locations of opened switches ($SW_i$), locations ($L_{DG,i}$), and sizes ($P_{DG,i}$) of DG units are created according to the equations as follows:

$$SW_i = \text{round}\left[ SW_{\min,j} + \text{rand}(0,1) \times (SW_{\max,j} - SW_{\min,j}) \right],$$ (23)

$$L_{DG,i} = \text{round}\left[ L_{DG_{\min,j}} + \text{rand}(0,1) \times (L_{DG_{\max,j}} - L_{DG_{\min,j}}) \right],$$ (24)

$$P_{DG,i} = P_{DG_{\min,j}} + \text{rand}(0,1) \times (P_{DG_{\max,j}} - P_{DG_{\min,j}}).$$ (25)

4.2. Objective Function Value. Each objective function value of the MODNR-DG problem is calculated as follows:

$$F'_m = F_m + K_p \sum_{i=1}^{N_p} (V_i - V_{\lim})^2 + K_q \sum_{k=1}^{N_k} (I_k - I_{\lim})^2$$

$$+ K_r (PE_{DG} - PE_{DG_{\lim}})^2,$$ (26)

where $F_m$ is the $m$th objective function of the MODNR-DG problem. $K_p$, $K_q$, and $K_r$ represent penalty coefficients for voltage, thermal, and DG penetration constraints, respectively; $V_{\lim}$ is the limit value of the dependent variable $x$ (bus voltages, currents, and DG penetration), which is given as follows:

$$x_{\lim} = \begin{cases} x_{\max}, & \text{if } x > x_{\max}, \\ x_{\min}, & \text{if } x < x_{\min}, \\ x, & \text{otherwise}, \end{cases}$$ (27)

where $x$ signifies the $V$, $I$, and $PE_{DG}$ values; $x_{\lim}$ signifies the limitations of $V$, $I$, and $PE_{DG}$.

Moreover, the power flow problem is solved by using Matpower 4.1 toolbox to compute the objective function value of each particle [39, 40].

4.3. Best Compromise Solution Based on Fuzzy Decision. A fuzzy membership method is used to yield the best compromise solution among final nondominated solutions.

4.4. Overall Procedure. The implementation of the NSSFS method for the MODNR-DG problem is outlined as follows:

Step 1. Select parameters of NSSFS ($N_p$, $N_{DG}$, $G$, and $W$).
Step 2. Generate the initial population of $N_p$ particles according to equations (23)–(25). Compute objective function values according to equation (26) for all particles of population.

Step 3. Sort population into different nondominated ranks via fast nondominated sorting technique and crowding distance computation. Set $g = 0$.

Step 4. Set $g = g + 1$.

Step 5. Select the particle which has the best crowding distance value from the first nondominated front as the best particle ($X_{\text{best}}$).

Step 6. Perform the diffusion process as follows:

- Generate new solutions following equation (15). The best-created solution from the diffusion process for each particle ($X_i$) is retained as $X_{\text{new}}$, and the remaining solutions are added into the extra population.
- Update the best particle ($X_{\text{best}}$).

Step 7. Perform the updating process as follows:

- All solutions are assigned the value of Pa, according to equation (17).
- Generate new solutions following equations (18) and (19).
- If the new particle dominates the current particle, it will immediately replace the current population, and the current particle will be added to the extra population. Otherwise, the new particle will be added to the extra population.
- Update the best particle ($X_{\text{best}}$).

Step 8. Merge the current and extra population. Select best $N_p$ solutions from the merged population for the new population via selection mechanism.

Step 9. If $g < G$, return to Step 4. Otherwise, go to Step 10.

Step 10. Define the best compromise solution using the decision-making method.

4.5. Performance Measures. To quantitatively evaluate the performance of a multiobjective method, performance metrics are taken into consideration: (1) generational distance metric; (2) spacing metric; (3) spread metric; (4) hypervolume metric.

4.5.1. Generational Distance Metric. The generational distance (GD) metric measures the convergence of Pareto optimal front generated ($PF_g$) by a multiobjective algorithm [42] as follows:

$$GD = \sqrt{\frac{\sum_{i=1}^{n_{pf}} d_i^2}{n_{pf}}}$$

where $n_{pf}$ is the number of nondominated solutions in $PF_g$, and $d_i$ is the Euclidean distance between each solution in $PF_g$ and the nearest solution in true Pareto front ($PF_{\text{true}}$). A lower value for the GD metric shows better convergence of a multiobjective algorithm.

4.5.2. Spacing Metric. The spacing (SP) metric measures the distribution of solutions in $PF_g$ as follows [43]:

$$SP = \sqrt{\frac{1}{n_{pf} - 1} \sum_{i=1}^{n_{pf}} (d_i - \overline{d})^2}$$

where $d_i = \min_j(|f_j^i(x) - f_j^i(x)| - |f_j^i(x) - f_j^i(x)|)$, $i, j = 1, 2, \ldots, n_{pf}$ and $\overline{d}$ is the mean value of all $d_i$. A lower value for the SP metric denotes better distribution of a multiobjective algorithm.

4.5.3. Spread Metric. The spread ($\Delta$) metric measures the extent of spread yielded by solutions in $PF_g$ as follows [44]:

$$\Delta = \frac{d_f + d_l + \sum_{i=1}^{n_{pf}} |d_i - \overline{d}|}{d_f + d_l + (n_{pf} - 1)\overline{d}}$$

where $d_f$ and $d_l$ are the Euclidean distances between the extreme solutions in $PF_{\text{true}}$ and $PF_g$, respectively; $d_i$ is the Euclidean distance between neighboring solutions in $PF_{\text{true}}$, and $\overline{d}$ is the mean value of all $d_i$. A lower value for the $\Delta$ metric shows a better spread of a multiobjective algorithm.

4.5.4. Hypervolume Metric. The hypervolume (HV) metric measures the volume covered by solutions in $PF_g$ in the objective space for a multiobjective problem with two objectives. This metric is given as follows [44]:

$$HV = \frac{\Omega}{\bigcup_{i=1}^{n_{obj}} v_i}$$

A multiobjective algorithm with the highest HV metric obtains a better nondominated set.

5. Simulation Results

5.1. Results for Multiobjective Benchmark Problems. In this section, the performance of NSSFS was validated with eight benchmark test functions. These problems consist of well-known Zitzler–Deb–Thiele’s test functions (ZDT1, ZDT2, ZDT3, and ZDT6) [45], Kursawe’s test function (KUR) [46], Laumanns test function (LAU) [47], Murata’s test function (MUR) [48], and Poloni’s test function (POL) [49]. The NSSFS was executed in MATLAB programming software.
Obtained results were compared with NSGA-II [50], MOPSO [51], and MOMVO [52]. For a fair comparison, the number of function evaluations (NFEs) was 10,000 (stop criteria). Each multiobjective algorithms were carried out thirty times for each benchmark problem. The initial parameters of all algorithms are given in Table 1.

Table 2 presents the statistical results of the GD, SP, and ∆ metrics for NSSFS, NSGA-II, MOPSO, and MOMVO algorithms. As per the results of the GD metric in Table 2, it was evident that NSSFS was able to outperform other algorithms significantly. In fact, NSSFS yielded the best statistical results for the GD metric for all test functions.
showing a higher convergence of NSSFS compared to other algorithms. Moreover, the NSSFS showed the best performance in obtaining the lowest SP values for all test functions and was placed in the first rank for the SP metric. Regarding \( \Delta \) metric, the NSSFS obtained very competitive results in comparison with the other algorithms and occasionally outperformed them for the majority of test functions (six out of eight in Table 2). NSSFS had the advantage of obtaining the best values of \( \Delta \) metric for test functions ZDT1, ZDT2, ZDT3, ZDT6, KUR, and POL, while the MOPSO and NSGA-II obtained better values of \( \Delta \) metric for test functions LAU and MUR. Therefore, the proposed NSSFS proved superiority over NSGA-II, MOPSO, and MOMVO for all benchmark test functions, especially for the GD metric.

Figures 4 and 5 illustrate \( \text{PF}_{\text{true}} \) and \( \text{PF}_x \) of NSSFS for all test problems. As seen in Figures 4 and 5, Pareto optimal solutions of NSSFS successfully covered the \( \text{PF}_{\text{true}} \) with satisfactory distribution and spread.

5.2. Results for MODNR-DG Problem. The NSSFS was carried out on 33-bus and 69-bus RDNs. Moreover, six different case studies were formulated by two or three objective functions defined in equations (2), (3), and (7). The initial parameters of NSSFS \( (N_p, N_d, W) \) were selected as 100, 5, and 0.75, respectively, for all case studies. The parameter \( G \) was set to 200 for Cases 1–3 and 400 for Cases 4–6. The NSSFS method was executed thirty trials independently for each case study to acquire the best solution.

5.2.1. 33-Bus RDN. The proposed NSSFS method was first implemented on the 33-bus RDN. Detailed data can be derived from [53]. For the initial case, the network has a real power loss of 202.68 MW, a voltage deviation of 0.1171 p.u., and a VSI\(^{-1} \) value of 1.4367 p.u. It is assumed that the network has five opened switches and three connected DG units.

(a) Case 1: Simultaneous Optimization of Real Power Loss and Voltage Profile. In the first case, the NSSFS algorithm simultaneously optimized real power loss and voltage profile. Figure 6 depicts the Pareto optimal front generated by NSSFS.

Table 3 presents optimal results yielded by the NSSFS algorithm for the best individual objectives (best \( P_L \) and best \( VD \)) and the best compromise solution. According to Table 3, the NSSFS algorithm obtained the optimal opened switches: {33-34-11-31-28}, optimal positions to connect three DGs at buses 7, 25, and 17 with optimal sizes of 1.0995 MW, 1.5317 MW, and 1.0331 MW for the best compromise solution. It was shown that the real power loss and the voltage deviation were reduced to 57.2425 kW and 0.0022377 p.u., respectively. As a result, power loss and voltage deviation reductions were 71.75% and 98.09%, respectively, compared to the initial case values.

(b) Case 2: Simultaneous Optimization of Real Power Loss and Voltage Stability Index. In Case 2, NSSFS simultaneously optimized the real power loss and voltage stability index, Figure 7 depicts the Pareto optimal front achieved by the NSSFS method for Case 2.

Table 4 represents optimal results for the best individual objectives (best \( P_L \) and VSI\(^{-1} \) objectives) and the best trade-off solution (best compromise solution) found by the NSSFS algorithm. According to the results, optimal opened switches for the best compromise solution were {7-14-9-30-27}, along with three DGs of sizes 1.4951 MW, 1.0152 MW, and 0.5948 MW were placed at buses 25, 18, and 12, respectively, for the best compromise solution. It pointed out that NSSFS reduced the real power loss to 56.9306 kW, corresponding to a power loss reduction of 71.91%. Simultaneously, NSSFS also reduced the VSI\(^{-1} \) value to 1.0632 p.u., corresponding to a reduction of 25.99% in the VSI\(^{-1} \) value.

(c) Case 3: Simultaneous Optimization of Real Power Loss, Voltage Profile, and Voltage Stability Index. In Case 3, the NSSFS algorithm simultaneously optimized the three objectives, including real power loss, voltage profile, and voltage stability index. Figure 8 illustrates the Pareto optimal front yielded by the NSSFS, which clearly shows the relationships among the three objectives.

Table 5 presents the optimal results for the best individual objectives (best \( P_L \), \( VD \), and VSI\(^{-1} \) objectives) and the best compromise solution achieved by NSSFS for Case 3. As observed in Table 5, NSSFS obtained the optimal opened switches: {33-34-11-31-28}. The DGs were installed to the optimal positions at buses 17, 29, and 7 with optimal sizes of 1.0831 MW, 1.4465 MW, and 1.1621 MW for the best compromise solution. Accordingly, the real power loss, voltage deviation, and VSI\(^{-1} \) values were reduced to 61.0672 kW, 0.0015971 p.u, and 1.0573 p.u., respectively, corresponding to a power loss reduction of 69.87%, a voltage profile reduction of 98.64%, along with a reduction of 26.41% in VSI\(^{-1} \) from the base case values.
Given the results obtained from this case, the consideration of DNR-DG indicated a remarkable enhancement in all three objective functions. This was further confirmed by observing Figures 9 and 10, which portray the voltage profiles and VSI values of the system for Cases 1–3, respectively. The voltage profiles and VSI of the system for Case 3 provided better improvement than Cases 1–2. Therefore, it could be stated that the optimal result for the best compromise solution satisfied all the objectives at their maximum extents simultaneously.

5.2.2. 69-Bus RDN. The NSSFS method was applied to the 69-bus RDN to validate its scalability. Detailed data can be derived from Ref. [53]. For the initial case, real power loss, voltage deviation, and VSI-1 value of the system are 225 kW, 0.0993 p.u., and 1.4614 p.u., respectively. The system has five opened switches and three installed DG units.

(a) Case 4: Simultaneous Optimization of Real Power Loss and Voltage Profile. The NSSFS algorithm was applied to optimize the real power loss and voltage deviation simultaneously. Figure 11 depicts the Pareto optimal front found by NSSFS for Case 4 of the 69-bus network.

Table 6 gives optimal results for the best individual objectives and the best compromise solution yielded by NSSFS. The best compromise solution of the NSSFS algorithm obtained the optimal opened
switches: {69-18-14-58-61}, where three DG were installed to the system at buses 64, 61, and 12 with optimal sizes of 0.4564 MW, 1.7811 MW, and 0.8298 MW, respectively. Accordingly, NSSFS simultaneously reduced the real power loss to 41.6990 kW (81.47% power loss reduction), and the voltage deviation to 0.00095180 p.u. (99.04% voltage deviation reduction) in comparison to the initial case values.

(b) Case 5. Simultaneous Optimization of Real Power Loss and Voltage Stability Index. The NSSFS optimized the real power loss and voltage stability index simultaneously. Figure 12 depicts the Pareto front yielded by NSSFS for Case 5.

Table 7 shows the best individual objectives and the best trade-off solutions obtained by NSSFS for Case 5. From Table 7, NSSFS obtained opened switches: {69-70-14-58-63} for the best compromise solution. The optimal positions of DGs were also found at buses 61, 27, and 11 with the optimal sizes of 1.9194 MW, 0.5819 MW, and 0.5508 MW, respectively. After the implementation of DNR-DG, NSSFS offered a real power loss of 40.0405 kW and a VSI\(^{-1}\) value of 1.0434 p.u. In other words, the power loss

![Figure 4: Pareto optimal fronts generated by NSSFS for test functions. (a) ZDT1, (b) ZDT2, (c) ZDT3, and (d) ZDT6.](image-url)
reduction and VSI\(^{-1}\) reduction for this case were 82.20% and 28.60%, respectively.

(c) Case 6: Simultaneous Optimization of Real Power Loss, Voltage Profile, and Voltage Stability Index. The power loss, voltage profile, and voltage stability index were simultaneously optimized by the NSSFS method. Figure 13 depicts the Pareto front generated by NSSFS.

The optimal results obtained by NSSFS are presented in Table 8. As observed in Table 8, the best compromise solution found by NSSFS yielded the optimal opened switches: \{69-17-14-57-61\} and obtained the optimal positions at buses 12, 62, and 61 corresponding to optimal sizes of 0.9516 MW, 0.5176 MW, and 1.9986 MW. According to the results, NSSFS achieved a real power loss of 49.7107 kW, voltage deviation of 0.0068338 p.u., and VSI\(^{-1}\) value of 1.0413 p.u., corresponding to a power loss reduction of 77.91%, a voltage deviation reduction of 99.31%, and VSI\(^{-1}\) reduction of 28.75%, respectively, compared to initial case values. It could be indicated that the implementation of DNR-DG provided a remarkable enhancement in all three objectives. To further confirm the above claim, Figures 14 and 15 depict the voltage profiles and VSI value of the RDN for Cases 4–6, respectively, where optimal results for Case 6 showed a better enhancement than Cases 4–5 in voltage profiles and VSI.

5.3. Statistical Comparison and Analysis. To assess the applicability of NSSFS, the NSGA-II, MOPSO, and MOMVO algorithms were also executed to the MODNR-DG problem as result comparisons. For each case study, all multiobjective
algorithms were carried out thirty runs independently with an equal NFEs. The parameter settings of the multiobjective algorithms were chosen, as seen in Table 1. Optimization results were compared based on SP and HV metrics. Since the HV metric defined in equation (33) is not available for problems having more than two objective functions, the optimal results for Cases 3 and 6 were only compared based on the SP metric.

Table 9 presents the statistical results of performance metrics (SP and HV metrics) for NSSFS, NSGA-II, MOPSO, and MOMVO algorithms for the 33-bus RDN. Considering the SP metrics from Table 9, NSSFS showed superior performance to preserve an appropriate distribution of nondominated solutions. Similarly, NSSFS surpassed NSGA-II, MOPSO, and MOMVO for HV metrics. Hence, it could be inferred that the NSSFS offered well-distributed Pareto fronts for all case studies of the 33-bus RDN.

Table 10 presents the statistical results of SP and HV metrics yielded by NSSFS, NSGA-II, MOPSO, and MOMVO for the 69-bus RDN. Based on Table 10, the average SP value found by NSSFS ranked first. Hence, NSSFS yielded more consistently distributed Pareto fronts than other algorithms. Also, the NSSFS algorithm also obtained the best outcomes for HV metrics in Table 10. It should be mentioned that the NSSFS and MOMVO produced competitive results in terms of the HV metric, but the SP value for NSSFS was much better than the value for MOMVO. Therefore, NSSFS obtained a broad range of solutions with a uniform spread for three case studies of the 69-bus RDN.
Table 4: Optimal results of best individual objectives and best compromise solution for Case 2.

| Parameter          | Best $P_L$ objective | Best VSI$^{-1}$ objective | Best compromise solution |
|--------------------|----------------------|---------------------------|--------------------------|
| Opened switches    | 7-14-9-30-27         | 7-14-9-30-25              | 7-14-9-30-27             |
| DG                 | 7 (1.2906)           | 29 (1.8323)               | 25 (1.4951)              |
| $P_L$ (kW)         | 52.8798              | 73.0682                   | 56.9306                  |
| VSI$^{-1}$ (p.u.)  | 1.1262               | 1.0339                    | 1.0632                   |

Table 5: Optimal results of best individual objectives and best compromise solution for Case 3.

| Parameter          | Best $P_L$ objective | Best VSI$^{-1}$ objective | Best compromise solution |
|--------------------|----------------------|---------------------------|--------------------------|
| Opened switches    | 33-34-11-31-28       | 33-13-35-30-28            | 33-13-35-30-28           |
| DG                 | 17 (0.7529)          | 18 (1.0501)               | 18 (1.0482)              |
| $P_L$ (kW)         | 50.7176              | 84.9654                   | 79.0634                  |
| VSI$^{-1}$ (p.u.)  | 1.1119               | 1.0315                    | 1.0267                   |

Figure 8: Pareto optimal front generated by NSSFS for Case 3.

Figure 9: Voltage profiles of the systems for Cases 1–3.
Figure 10: VSI at buses of the systems for Cases 1–3.

Figure 11: Pareto optimal front generated by NSSFS for Case 4.

Table 6: Optimal results of best individual objectives and best compromise solution for Case 4.

| Parameter | Best $P_L$ objective | Best VD objective | Best compromise solution |
|-----------|----------------------|-------------------|--------------------------|
| Opened switches | 69-70-14-58-61 | 69-15-14-72-61 | 69-18-14-58-61 |
| DG | 64 (0.4905) | 65 (0.5903) | 64 (0.4564) |
| | 61 (1.4339) | 61 (1.8305) | 61 (1.7811) |
| | 11 (0.5377) | 12 (1.0447) | 12 (0.8298) |
| $P_L$ (kW) | 35.1624 | 73.8018 | 41.6990 |
| VD (p.u.) | 0.0040274 | 0.00015317 | 0.00095180 |
Table 7: Optimal results of best individual objectives and best compromise solution for Case 5.

| Parameter          | Best $P_L$ objective | Best $\text{VSI}^{-1}$ objective | Best compromise solution |
|--------------------|----------------------|------------------------------------|--------------------------|
| Opened switches    | 69-70-14-57-63       | 9-14-12-72-63                      | 69-70-14-58-63           |
| DG                 | 61 (1.4668)          | 61 (1.9994)                        | 61 (1.9194)              |
|                    | 27 (0.5329)          | 25 (0.7486)                        | 27 (0.5819)              |
|                    | 11 (0.5374)          | 11 (1.0539)                        | 11 (0.5508)              |
| $P_L$ (kW)         | 35.5914              | 66.0568                            | 40.0405                  |
| $\text{VSI}^{-1}$ (p.u.) | 1.0800              | 1.0222                             | 1.0434                   |
Table 8: Optimal results of best individual objectives and best compromise solution for Case 6.

| Parameter      | Best $P_L$ objective | Best $VD$ objective | Best $VSI^{-1}$ objective | Best compromise solution |
|----------------|----------------------|---------------------|---------------------------|-------------------------|
| Opened switches | 10-70-13-58-62       | 10-18-12-72-63      | 35-13-12-72-62            | 69-17-14-57-61          |
| DG             | 61 (1.4671)          | 61 (1.8760)         | 61 (1.8683)               | 12 (0.9516)             |
|                | 27 (0.4750)          | 26 (0.7332)         | 27 (0.6420)               | 62 (0.5176)             |
|                | 43 (0.6626)          | 44 (1.1917)         | 44 (1.2114)               | 61 (1.9986)             |
| $P_L$ (kW)     | 35.1624              | 73.9341             | 139.4720                  | 49.7107                 |
| $VD$ (p.u.)    | 0.0040278            | 0.00011574          | 0.00027253                | 0.000068338             |
| $VSI^{-1}$ (p.u.) | 1.0783          | 1.0222             | 1.0112                    | 1.0413                  |

Figure 14: Voltage profiles of the systems for Cases 4–6.

Figure 15: VSI at buses of the systems for Cases 4–6.
6. Conclusion

This study presented a new multiobjective version of the SFS method called NSSFS for dealing with the MODNR-DG problem. The NSSFS integrated the fast nondominated sorting and crowding distance techniques to define the nondominated ranks of obtained solutions. Also, the selection mechanism is used to maintain potential candidate solutions for the next generation. NSSFS was first tested with eight multiobjective benchmark functions with different types and dimensions. Comparative results based on performance metrics (GD, SP, and Δ metrics) showed that the NSSFS algorithm achieved better performance than NSGA-II, MOPSO, and MOMVO for solution quality. After validation, the NSSFS method was effectively applied to the MODNR-DG problem in RDNs. The real power loss, voltage profile, and voltage stability index were considered to formulate the MODNR-DG problem. The performance of NSSFS was demonstrated on the 33-bus and 69-bus RDNs with six case studies. The obtained results showed that the implementation of DNR-DG pointedly enhanced the quality of the system in RDNs. This can be seen through Case 6 of the 69-bus network, where the real power loss, voltage deviation, and VSI value were reduced by 77.91%, 99.31%, and 28.75%, respectively. The comparison results indicated that the NSSFS algorithm yielded better solution quality than other multiobjective algorithms based on SP and HV metrics. Therefore, NSSFS proved to be an auspicious technique to deal with the MODNR-DG problem in RDNs.
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