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PARAMETRIC SYNTHESIS OF A NON-STATIONARY AUTOMATIC CONTROL SYSTEM OF THE COURSE STABILITY OF THE CAR

Abstract. Widely used in the practice of analysis and synthesis of automatic control systems of non-stationary dynamic systems, the method of “frozen coefficients” does not have a rigorous theoretical justification and does not always lead to the desired results. In this regard, to solve the problem of parametric synthesis of a non-stationary automatic control system of the course stability of the car, an algorithmic method is considered for choosing the variable parameters of the regulators of non-stationary objects, based on the direct calculation of the additive integral quadratic quality functional that reflects the set of requirements for the automatic regulator of a non-stationary object, followed by finding the values of the variable parameters a regulator delivering a minimum of quality functional, and the required values of the weight coefficients of the additive functional.
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Introduction

Problem statement. In [1], the problem of choosing the values of the variable parameters of the electronic unit of the automatic control system (ACS) of the course stability of the car was considered, the structural diagram of which is shown in Fig. 1, where the following notation: CIC – command instrument complex; OC – onboard computer; EHA – electro-hydraulic amplifier; BP – brake pedal; A – automobile. In the process of braking the car, external disturbances acting from the side of the motion surface, as well as skid and slip of the wheels of the car, lead to the deviation of the car body from a given direction of travel and possibly to an emergency situation. The objective of the automatic control system of the course stability of the car (international designation VSC) is to minimize the possible deviation of the skid of the car body when braking in difficult road conditions.

The CIC contains three gyroscopic sensors of angular velocity AVS and three linear acceleration sensors LAS, the sensitivity axes of which coincide in the direction with the three main central axes of inertia of the car body: Ox – longitudinal, Oy – transverse and Oz – vertical. The output signals of the AVS \( \omega_x(t) \), \( \omega_y(t) \), \( \omega_z(t) \) and LAS \( w_x(t) \), \( w_y(t) \), \( w_z(t) \) are fed to the inputs of the analog-code converter (ACC) of the OC, where they are converted into lattice functions \( \omega_x[nT] \), \( \omega_y[nT] \), \( \omega_z[nT] \), \( w_x[nT] \), \( w_y[nT] \) and \( w_z[nT] \). High-frequency interference of lattice functions at the output of the ACC is filtered by Butterworth recursive digital filters [2]. From the output of the filters FB1 – FB6, the filtered lattice functions \( \tilde{\omega}_x[nT] \), \( \tilde{\omega}_y[nT] \), \( \tilde{\omega}_z[nT] \), \( \tilde{w}_x[nT] \), \( \tilde{w}_y[nT] \) and \( \tilde{w}_z[nT] \) go to the algorithm block A1, which implements the algorithms of strapdown inertial systems SINS [3], which calculates the angular deviation of the car body \( \psi[nT] \) and the linear displacement of the center of mass of the body \( y[nT] \) from a given vehicle trajectory in braking process. The output signal of block A1 \( \psi[nT] \) is fed to the input of the Lanczos digital filter [4], at the output of which there is a lattice function \( \omega[nT] \) corresponding to the angular velocity of rotation of the car body in its perturbed movement during braking.

Block A2 implements the stabilization algorithm of the car body in the channel of angular stabilization

\[
 u_\psi[nT] = k_\psi \psi[nT] + k_\psi \omega[nT],
\]

and block A3 implements the stabilization algorithm in the channel of lateral displacement

\[
 u_y[nT] = k_y y[nT],
\]

as well as the stabilization algorithm of the two-channel system

\[
 u[nT] = k_\psi \psi[nT] + k_\psi \omega[nT] + k_y y[nT].
\]

The control signal in the form of a lattice function (3) is fed to the input of a code-analog converter (CAC), from the output of which a continuous signal \( u(t) \) is fed to the input of the control winding of the EHA, which forms the brake fluid pressure \( p_c(t) \) and \( p_l(t) \) which is supplied to the brake cylinders of the wheels of the right and left sides of the car.

In relations (1)–(3), through \( k_\psi \), \( k_y \) and \( k_y \) are designated the variable constants of the control algorithm. The task of the parametric synthesis of the ACS of the course stability of the car is to find the values of the variable constants \( k_\psi \), \( k_y \) and \( k_y \) of the algorithms (1)–(3) that deliver the required properties to a closed ACS. So, in [1], these constants are selected from the condition of maximum margin of stability and maximum speed of closed ACS.
The control object under consideration – a car with an electro-hydraulic brake amplifier is non-stationary. Indeed, the mathematical model of the perturbed motion of the control object developed in [1] has the following form:

\[ I_a \frac{d^2 \psi(t)}{dt^2} = k_p \Delta \varphi(t) + M_f(t); \]  
\[ \frac{dv(t)}{dt} = v(t) \psi(t); \]  
\[ L_0 \frac{di(t)}{dt} + \eta_i(t) = u(t); \]  
\[ I_k \frac{d^2 \gamma(t)}{dt^2} + f_k \frac{d\gamma(t)}{dt} + c_k \gamma(t) = k_e \varphi(t); \]  
\[ \Delta p(t) = k_p \gamma(t), \]

where \( \psi(t) \) is the current angle of deviation of the longitudinal axis of the car body from a given direction of movement during braking; \( v(t) \) is the lateral displacement of the center of mass of the body relative to a given trajectory of the car during braking; \( i(t) \) is the current value of electric current in the control winding of the EHA; \( \gamma(t) \) is the angular deviation of the rocker arm of the EHA electromagnet; \( \Delta p(t) \) is the differential pressure of the working fluid in the brake lines of the right and left sides of the car; \( u(t) \) is the control signal at the output of the CAC converter of the OC; \( M_f(t) \) is the disturbing moment acting on the car body relative to its own vertical axis of inertia; \( v(t) \) is the current speed of the center of mass of the car during braking; \( I_a \) is the moment of inertia of the car body relative to its own vertical axis; \( L_0 \) is the inductance of the control winding of the EHA; \( \eta_i \) is the resistance of the control winding; \( I_0 \) is the moment of inertia of the EHA; \( f_k \) is the coefficient of viscous friction in the axis of rotation of the rocker arm; \( c_k \) is the stiffness coefficient of the fixing spring of the EHA rocker arm; \( k_p, k_e, k_f \) are the proportionality coefficients.

Equations (4)–(8) describe the perturbed motion of the continuous part of closed digital ACS of the course stability of the car. Equation (4) describes the change in the mismatch angle \( \psi(t) \) of the own longitudinal axis of the car body from a given direction of movement; equation (5) is the deviation of the center of mass of the body \( v(t) \) from a given trajectory; equation (6) is the change in the electric current in the control winding of the EHA \( i(t) \), to which a control signal \( u(t) \) is supplied from the output of the CAC; equation (7) is the change in the angle of rotation of the rocker arm of the EHA electromagnet \( \gamma(t) \) under the action of electric current \( i(t) \), and equation (8) is the mismatch of the working fluid pressures in the brake lines of the right and left sides of the car when the rocker arm is rotated through an angle \( \gamma(t) \).

The system of differential equations (4)–(8) is non-stationary, since in equation (5) the coefficient at \( \psi(t) \) is the current velocity of the center of mass of the car \( v(t) \), which changes in time during braking. In [1], to solve the problem of parametric synthesis of ACS of the course stability of the car, the “frozen coefficients” method is used, according to which the trajectory of a non-stationary object is divided into a number of intervals, on each of which the time-variable coefficients of the mathematical model of the non-stationary object are “frozen”, that is, are assumed to be constant over time. At each of the intervals, the problem of choosing the variable parameters of the ACS for a stationary object is solved.
and then the change in each of the variable parameters in time is extrapolated by the corresponding function of time, which is realized by an analog or digital ACS. Despite the simplicity of the method of "frozen coefficients", this method is not theoretically justified and often leads to unsatisfactory results.

In [5, 6], an algorithmic method for the parametric synthesis of dynamical systems is described, based on the direct calculation of the additive integral quadratic functional, which reflects the set of requirements for ACS, on the solutions of the mathematical model of a closed ACS and on the simulation model of external perturbations acting on the control object with subsequent finding the minimum mathematical expectation of the functional in the space of variable parameters using the Optimization Toolbox software package MATLAB or Minimize software MATHCAD. Moreover, the solution to the problems of analysis and synthesis of ACS of non-stationary technical objects can be obtained without the use of the "frozen coefficients" method and, as a rule, leads to higher quality of controlled processes in a closed ACS.

The purpose of this article is to solve the problem of parametric synthesis of the ACS of the course stability of the car using the algorithmic method of parametric synthesis of dynamic systems, followed by a comparative analysis of the obtained results with the results of use of the "frozen coefficients" method for solving the same problem.

Main material

The first step of the algorithmic method of parametric synthesis of dynamical systems, described in [5,6], is the formulation of requirements to system and their formalization. With regard to a closed ACS of the course stability of the car these requirements are reduced to the fact that, firstly, the closed ACS should be stable and, secondly, have high dynamic accuracy. In the theory of analytical construction of optimal regulators (ACOR), developed back in the mid-60s of the previous century, it was concluded that the formalization of the requirements of stability and high dynamic accuracy of the system reduces to the requirement of a minimum of the additive integral quadratic functional calculated on the solutions of dynamic system. In the work [7] of the authors of this article, it was shown that this functional can contain only the so-called "main" coordinates of the dynamic system, which mainly characterize the dynamic process under consideration.

From the consideration of the mathematical model of the perturbed movement of the control object (4)–(8) it follows that the "main" coordinates, which mainly characterize the movement of a car with an electro-hydraulic brake amplifier, are the angle $\psi(t)$ of deviation of the longitudinal axis of the body from a given direction of movement, the angular velocity $\dot{\psi}(t)$ of rotation of the body and the current deviation of the center of mass of the body $\gamma(t)$ from a given trajectory of the car. Then the additive integral quadratic functional, the value of which characterizes the accuracy of the closed ACS of the course stability of the car, is written as

$$I = \int_0^T \left[ \beta_1 \psi_j^2(t) + \beta_2 \dot{\psi}_j^2(t) + \beta_3 \dot{\gamma}_j^2(t) \right] dt,$$

where $j = 1, N$ is the implementation of random process $M_j(\tau)$; $M_\tau$ – symbol of mathematical expectation of random process implementations $M_j(\tau)$; $\tau$ – random process analysis time $\psi_j(t)$, $\dot{\psi}_j(t)$ and $\dot{\gamma}_j(t)$; $\beta_1$, $\beta_2$ and $\beta_3$ – weighting coefficients of functional (9) to be selected.

The problem of the parametric synthesis of the ACS of the course stability of the car is to find the values of the variable parameters of the ACS $k_{\psi}$, $k_{\dot{\psi}}$ and $k_{\dot{\gamma}}$, which deliver on solutions of the closed ACS (3)–(8) a minimum of the integral quadratic functional (9). It is assumed that the digital ACS uses a zero-order CAC, which converts the lattice function $u(\tau)$ into a piecewise constant function $u(t) [8]:$

$$u(t) = \begin{cases} u[nT], & nT \leq t < (n+1)T; \\ u[(n+1)T], & (n+1)T \leq t < (n+2)T. \end{cases}$$

We represent functional (9) in the following form

$$I(\psi_{\max}, k_{\psi}, k_{\dot{\psi}}, k_{\dot{\gamma}}) = \beta_1^2 I_1 \left( \int_0^T \psi_j^2(t) dt \right) +$$

$$+ \beta_2^2 I_2 \left( \int_0^T \dot{\psi}_j^2(t) dt \right) + \beta_3^2 I_3 \left( \int_0^T \dot{\gamma}_j^2(t) dt \right),$$

and introduce the following notation:

$$I_1(\psi_{\max}, k_{\psi}, k_{\dot{\psi}}, k_{\dot{\gamma}}) = \frac{1}{I_1} \left( \int_0^T \psi_j^2(t) dt \right);$$

$$I_2(\psi_{\max}, k_{\psi}, k_{\dot{\psi}}, k_{\dot{\gamma}}) = \frac{1}{I_2} \left( \int_0^T \dot{\psi}_j^2(t) dt \right);$$

$$I_3(\psi_{\max}, k_{\psi}, k_{\dot{\psi}}, k_{\dot{\gamma}}) = \frac{1}{I_3} \left( \int_0^T \dot{\gamma}_j^2(t) dt \right).$$

In contrast to the additive functional (11), relations (12) are called partial functionals. In view of relations (12), the additive functional (11) is written

$$I(\psi_{\max}, k_{\psi}, k_{\dot{\psi}}, k_{\dot{\gamma}}) = \beta_1^2 I_1(\psi_{\max}, k_{\psi}, k_{\dot{\psi}}, k_{\dot{\gamma}}) +$$

$$+ \beta_2^2 I_2(\psi_{\max}, k_{\psi}, k_{\dot{\psi}}, k_{\dot{\gamma}}) + \beta_3^2 I_3(\psi_{\max}, k_{\psi}, k_{\dot{\psi}}, k_{\dot{\gamma}}).$$

In [9], a methodology was presented for choosing the values of the weight coefficients of the additive functional, in accordance with which, for the problem under consideration, these values are

$$\beta_1 = \frac{\psi_{\max}^2}{I_1 \left( \psi_{\max}^2 / I_1^* + \psi_{\max}^2 / I_2^* + \psi_{\max}^2 / I_3^* \right)};$$

$$\beta_2 = \frac{\psi_{\max}^2}{I_2 \left( \psi_{\max}^2 / I_1^* + \psi_{\max}^2 / I_2^* + \psi_{\max}^2 / I_3^* \right)};$$

$$\beta_3 = \frac{\psi_{\max}^2}{I_3 \left( \psi_{\max}^2 / I_1^* + \psi_{\max}^2 / I_2^* + \psi_{\max}^2 / I_3^* \right)},$$

where $\psi_{\max}$, $\dot{\psi}_{\max}$, $\dot{\gamma}_{\max}$ are the maximum possible...
values of the "main" coordinates \( \psi_j(t) \), \( \psi_j(t) \) and \( y_j(t) \), achieved by realizing a random process \( M_j'(t) \), \( j = 1, N \):

\[
\psi_{\max} = \max_{j=1,N} \psi_j(t); \psi_{\max} = \max_{j=1,N} \psi_j(t);
\]

\[
y_{\max} = \max_{j=1,N} y_j(t);
\]

\( I_1^*, I_2^*, I_3^* \) - minimum values of partial functionals (12) obtained by minimizing each of them individually

\[
I_1^* = \min_{K \in G_k} I_1(K); I_2^* = \min_{K \in G_k} I_2(K);
\]

\[
I_3^* = \min_{K \in G_k} I_3(K).
\]

The Nelder-Mead method [10], implemented in the Optimization Toolbox software package MATLAB and Minimize software MATHCAD, allows you to find the local minimum of each functional (12) closest to the starting point \( K^0 \in G_k \). In [11], it was shown that the integral quadratic functional calculated on the solutions of a linear system of differential equations has a single minimum on the set of possible values of the variable parameters \( G_k \), for which it is recommended to choose the stability region of the closed ACS in the space of variable parameters.

After evaluating the maximum values of the "main" coordinates (15) and calculating the minimum values of the partial functionals (16), the values of the weighting coefficients of the additive functional (9) are calculated, the functional (9) is formed, its mathematical expectation is calculated for \( N \) realizations of the random process \( M_j'(t) \), \( j = 1, N \), and then using Optimization Toolbox software package MATLAB or Minimize software MATHCAD it is searches for a vector of variable parameters \( K \in G_k \) that delivers a minimum of functional (9).

Consider the method of constructing the set \( G_k \), for which we present the system of differential equations (4)–(8) in normal form, introducing the six-dimensional state vector of the control object

\[
X(t) = \begin{bmatrix}
x_1(t) \\
x_2(t) \\
x_3(t) \\
x_4(t) \\
x_5(t) \\
x_6(t)
\end{bmatrix} = \begin{bmatrix}
\psi(t) \\
\psi(t) \\
\gamma(t) \\
\gamma(t) \\
\gamma(t) \\
\gamma(t)
\end{bmatrix}
\]

and resolving system (4)–(8) relatively to highest derivatives

\[
\frac{d^2 \psi(t)}{dt^2} = \frac{k_k k_p}{I_a} \gamma(t) + \frac{1}{I_a} M_j(t);
\]

\[
\frac{dy(t)}{dt} = -v(t) \psi(t);
\]

\[
\frac{di(t)}{dt} = -\frac{r_0}{I_0} i(t) + \frac{1}{I_0} u(t);
\]

\[
\frac{d^2 \gamma(t)}{dt^2} = -\frac{c_k}{I_k} \gamma(t) - \frac{f_k}{I_k} M_j(t) + \frac{k_k}{I_k} i(t).
\]

Given the notation (19), we represent the system of four differential equations (20) of the first and second orders in the form of a system of six differential equations of the first order:

\[
\begin{align*}
\dot{x}_1(t) &= x_2(t); \\
\dot{x}_2(t) &= \frac{k_k k_p}{I_a} x_5(t) + \frac{1}{I_a} M_j(t); \\
\dot{x}_3(t) &= -v(t) x_1(t); \\
\dot{x}_4(t) &= -\frac{r_0}{I_0} x_4(t) + \frac{1}{I_0} u(t); \\
\dot{x}_5(t) &= x_6(t); \\
\dot{x}_6(t) &= -\frac{c_k}{I_k} x_5(t) - \frac{f_k}{I_k} x_6(t) + \frac{k_k}{I_k} x_4(t).
\end{align*}
\]

We write system (21) in the vector-matrix form

\[
\dot{X}(t) = A(t) \cdot X(t) + B \cdot u(t) + C \cdot M_j(t),
\]

where the matrices \( A(t), B \) and \( C \) are equal:
The stability of the dynamic system does not depend on external influences on the system, therefore, in equation (22) we put $M_f(t) = 0$, and we take the value of the speed of the center of mass of the car to be maximum and equal $v_0$, assuming the change in speed during braking in accordance with the formula

$$v(t) = v_0 - a \cdot t,$$  \hspace{1cm} (23)

where $a$ is the deceleration of the center of mass during braking. At the time $t = 0$, the movement of the car is most stable. The stability of the car begins to decrease with the beginning of braking, with a decrease in the current speed of the center of mass $v(t)$, when $v(t) = v_0$, the stability region of a closed system in the space of variable parameters is most voluminous and begins to decrease with the beginning of the braking process. When $t = 0$ the equation of the perturbed motion of the control object takes the form

$$\dot{X}(t) = A \cdot X(t) + B \cdot u(t)$$

where the matrix $A$ is equal

$$A = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & k_a k_p / I_a & 0 \\ -v_0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -n_0 / L_0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & k_e / I_k & -c_k / I_k & -f_k / I_k \end{bmatrix}.$$ \hspace{1cm} (24)

The difference vector-matrix equation connecting the initial state of the continuous part of system (21) $X[kT]$ with its final state $X[(k+1)T]$ at each discreteness period is written in the form [12]

$$X[(k+1)T] = \Phi \cdot X[kT] + H \cdot u[kT].$$ \hspace{1cm} (25)

where the matrices $\Phi$ and $H$ are respectively determined by the formulas

$$\Phi = \sum_{i=0}^{\infty} \frac{1}{i!} A^i T^i; \quad H = \sum_{i=0}^{\infty} \frac{1}{(i+1)!} A^{i+1} T^i B.$$ \hspace{1cm} (26)

The number of considered members of the matrix series (25) and (26) depends on the value of the quantization period $T$.

Usually, when using modern onboard computers with a short quantization period, with a sufficient degree of accuracy it is assumed

$$\Phi = E + A \cdot T; \quad H = B \cdot T.$$ \hspace{1cm} (27)

We write the control algorithm (3) in the vector-matrix form

$$U[nT] = K \cdot X[nT],$$ \hspace{1cm} (28)

where $K$ is the matrix of variable parameters of the ACS, and

$$K = \begin{bmatrix} k_y & k_y & k_y & 0 & 0 \end{bmatrix}.$$ \hspace{1cm} (29)

In the right side of difference equation (24), we substitute relations (27) and (28). As a result, we obtain a difference equation that describes in finite differences the own motion of the closed ACS of the course stability of the car

$$X[(k+1)T] = (E + A \cdot T + B \cdot K \cdot T)X[kT].$$ \hspace{1cm} (30)

Then the characteristic equation of the closed ACS is written in the form

$$\det[A \cdot T + B \cdot K \cdot T + E(1-z)] = 0,$$ \hspace{1cm} (31)

where $z$ is the complex variable of the $Z$-transformation of lattice functions.

Substituting the matrices $A$, $B$, $K$ in equation (31) and revealing the determinant obtained, we write the characteristic equation of the closed discrete ACS of the course stability of the car

$$(1-z)^6 - (1-z)^2 T \times \frac{\left(\frac{r_0}{L_0} + \frac{f_k}{L_i} \right) + \left(\frac{r_0}{L_0} \frac{f_k}{L_i} + \frac{c_k}{L_i} \right)}{(1-z)^4 T^2 - \frac{r_0}{L_0} \frac{c_k}{L_i} (1-z)^3 T^3 - \frac{k_e k_p}{L_i L_0} (1-z)^2 T^4 k_y + \frac{k_e k_p}{I_a I_k L_0} (1-z) T^5 k_y + \frac{k_e k_p}{I_a I_k L_0} v_0 T^6 k_y = 0}.$$ \hspace{1cm} (32)

According to the notation

$$a_1 = \frac{r_0}{L_0} + \frac{f_k}{L_i}; \quad a_2 = \frac{r_0}{L_0} \frac{f_k}{L_i} + \frac{c_k}{L_i}; \quad a_3 = \frac{r_0}{L_0} \frac{c_k}{L_i}; \quad a_4 = \frac{k_e k_p}{I_a I_k}$$

characteristic equation (32) takes the form

$$(1-z)^6 - a_1 (1-z)^5 T + a_2 (1-z)^4 T^2 - a_3 (1-z)^3 T^3 - a_4 (1-z)^2 T^4 k_y + \frac{a_4}{1-z} T^5 k_y + \frac{a_4 v_0 T^6 k_y}{1-z} = 0.$$ \hspace{1cm} (33)

Using the $W$-transformation method [13], in equation (33) we set $z = \frac{1+w}{1-w}.$

As a result, we obtain a new characteristic equation for a complex variable $w$

$$(64 - 32 a_1 T + 16 a_1 T^2 - 8 a_1 T^3 - 4 a_1 T^4 k_y + 2 a_1 T^4 k_y + a_4 v_0 T^6 k_y) w^6 + (32 a_1 T - 32 a_1 T^2 + 24 a_3 T^3 + 16 a_1 T d k_y - 10 a_1 T^2 k_y - 6 a_1 v_0 T^6 k_y) w^5 + (16 a_1 T^2 - 24 a_1 T^3 - 24 a_1 T^4 k_y + 20 a_4 T^5 k_y + 15 a_4 v_0 T^6 k_y) w^4 + (8 a_1 T^3 + 16 a_4 T^4 k_y - 20 a_4 T^5 k_y - 20 a_4 v_0 T^6 k_y) w^3 + (-4 a_1 T^4 k_y + 10 a_1 T^5 k_y + 15 a_1 v_0 T^6 k_y) w^2 + (-2 a_1 T^5 k_y - 6 a_4 v_0 T^6 k_y) w + a_4 v_0 T^6 k_y = 0.$$ \hspace{1cm} (34)
In characteristic (34), we make a replacement 
\( w = j \omega \), select the real and imaginary part, and equate
them to zero. As a result, we obtain the relations:
\[
2a_4 T^5 \omega^2 \left( - \omega^4 + 10\omega^2 - 5 \right) k_y + \\
+4a_4 T^4 \omega^2 \left( \omega^4 - 6\omega^2 + 1 \right) k_y + a_4 V_0^T T^6 \cdot k_y \times \\
\times \left( - \omega^6 + 15\omega^4 - 15\omega^2 + 1 \right) = \omega^4 \left( A_4 \omega^2 - A_3 \right); \tag{35}
\]
where \( A_3, A_4, A_5 \) and \( A_6 \) are equal
\[
A_3 = 8a_3 T^3; \quad A_4 = 16a_2 T^2 - 24a_3 T^3; \quad A_5 = 32a_1 T - 32a_2 T^2 + 24a_3 T^3; \quad A_6 = 64 - 32a_1 T + 16a_2 T^2 - 8a_3 T^3. \]

In relations (35) we set \( k_y = 0 \). Then relations (35) are written as
\[
2a_4 T^5 \left( - \omega^4 + 10\omega^2 - 5 \right) k_y + \\
+4a_4 T^4 \omega^2 \left( \omega^4 - 6\omega^2 + 1 \right) k_y = \omega^2 \left( A_4 \omega^2 - A_3 \right) \tag{36}
\]
Using relations (36), in the plane of the variable parameters \((k_y, k_y)\) of algorithm (3) we construct the boundary of the stability region of the closed ACS. In accordance with the hatching rule [8], we consider the determinant of the system (36)
\[
\Delta = \begin{vmatrix}
2a_4 T^5 \times & 4a_4 T^4 \times \\
\times \left( - \omega^4 + 10\omega^2 - 5 \right) & \times \left( \omega^4 - 6\omega^2 + 1 \right) \\
2a_4 T^5 \times & 16a_4 T^2 \omega^2 \times \\
\times \left( -5\omega^4 + 10\omega^2 - 1 \right) & \times \left( \omega^2 - 1 \right) \\
= 8a_2^2 T^5 & \left( - \omega^4 + 10\omega^2 - 5 \right) \omega^4 - 6\omega^2 + 1 \\
\end{vmatrix}
\tag{37}
\]
For small values \( \omega \), the determinant (37) is positive; therefore, moving along the boundary of the stability region in the direction of increase \( \omega \), the boundary should be hatched on the left. In this case, the hatching is directed inside the stability region (Fig. 2).

Inside the stability region \( G_y \), we choose a point \((k_y, k_y^*)\), substitute the values \( k_y^* \) and \( k_y^* \) in the characteristic equation (34), and solve the equation (34) with respect to the variable parameter \( k_y \):

\[
\begin{align*}
\text{Re}k_y &= \frac{C_y(w)E_y(w) + D_y(w)F_y(w)}{a_4 V_0^T \left[ E^2_y(w) + F^2_y(w) \right]} \tag{39} \\
\text{Im}k_y &= \frac{D_y(w)E_y(w) - C_y(w)F_y(w)}{a_4 V_0^T \left[ E^2_y(w) + F^2_y(w) \right]} \tag{40}
\end{align*}
\]
where
\[
B_6 = 64 - 32a_1 T + 16a_2 T^2 - 8a_3 T^3 - 4a_4 T^4 k_y^* + 2a_4 T^5 k_y^*; \\
B_5 = 32a_1 T - 32a_2 T^2 + 24a_3 T^3 + 16a_4 T^4 k_y^* - 10a_4 T^5 k_y^*; \\
B_4 = 16a_2 T^2 - 24a_3 T^3 - 24a_4 T^4 k_y^* + 20a_4 T^5 k_y^*; \\
B_3 = 8a_3 T^3 + 16a_4 T^4 k_y^* - 20a_4 T^5 k_y^*; \\
B_2 = -4a_4 T^4 k_y^* + 10a_4 T^3 k_y^*; \quad B_1 = -2a_4 T^5 k_y^*; \\
C_y(w) &= -B_6 w^6 + B_4 w^4 - B_2 w^2; \\
D_y(w) &= B_6 w^6 - B_4 w^4 + B_2 w^2; \\
E_y(w) &= w^6 - 15w^4 + 15w^2 - 1; \\
F_y(w) &= 6w^5 - 20w^3 + 6w.
\]
Using relations (39) and (40), we construct the boundary of the stability region \( G_y \) of the closed ACS of the course stability of the car in the plane of the complex parameter \( k_y \) (Fig. 3). This region represents a segment of the real axis, concluded between the origin and the point of intersection of the boundary of the stability region with the real axis of the complex plane \( (\text{Re} k_y, \text{Im} k_y) \).

![Fig. 3. Construction of stability region \( G_y \) in plane \( (\text{Re} k_y, \text{Im} k_y) \)](image)

In the future, to clarify the areas of stability \( G_y \) and \( G_n \), we use the iterative process developed by the authors described in [1]. As a result, we obtain the set of possible values of the varied parameters of the ACS \( G_k \), which is the intersection of the sets \( G_y \) and \( G_n \):

\[
G_k = G_y \cap G_n.
\]

In this example, the values of the parameters of the mathematical model (4)-(8) were taken equal:

\[
\begin{align*}
I_0 &= 10^{-3} \, \text{H} ; \quad r_0 = 30 \, \Omega ; \\
I_k &= 0.98 \cdot 10^{-2} \, \text{N} \cdot \text{m} \cdot \text{s}^2 ; \quad f_k = 0.05 \, \text{N} \cdot \text{m} \cdot \text{s} ; \\
c_k &= 1.01 \cdot 10^2 \, \text{N} \cdot \text{m} ; \quad k_e = 10^3 \, \text{N} \cdot \text{m} \cdot \text{A}^{-1} ; \\
k_a &= -0.5 \cdot 10^{-4} \, \text{N} \cdot \text{m} \cdot \text{Pa}^{-1} ; \quad k_p = 3.5 \cdot 10^8 \, \text{Pa} ; \\
I_a &= 1750 \, \text{N} \cdot \text{m} \cdot \text{s}^2 ; \quad T = 0.003 \, \text{s} .
\end{align*}
\]

Using the algorithmic method of parametric synthesis described above leads to the following optimal values of the variable constants of the stabilization algorithm (3):

\[
\begin{align*}
k_0^0 &= -13.65 \, \text{V} ; \quad k_0^0 = -4.07 \, \text{V} \cdot \text{s} ; \quad k_0^0 = 41.02 \, \text{V} \cdot \text{m}^{-1} .
\end{align*}
\]

It was shown in [14] that a random process \( M^j_f (t) \) is determined by the relation

\[
M^j_f (t) = M^j (t) - M^j_f (t) ; \tag{41}
\]

where \( M^j (t) , M^j_f (t) \) are the moments of resistance to the rolling of the wheels of the left and right side of the car, which are random functions that depend on the properties of the soil and the microprofile of the surface of movement under the corresponding side. Method for generating implementations of a random function \( M^j_f (t) , j = 1, N \), where \( j \) is the number of the implementation of a random function \( M^j_f (t) , N \) – the number of implementations described in [15] for various types of the motion surfaces and various speeds of the center of mass of the car.

The accuracy of solving the problem of parametric synthesis of ACS depends on the accuracy of estimating the additive functional (9), which is determined by the number of implementations \( N \) of the random process \( M^j_f (t) , j = 1, N \). Functional (9) is calculated by adding one more differential equation

\[
\dot{x}_p^j (t) = \beta^j_1 \psi^j_1 (t) + \beta^j_2 \psi^j_2 (t) + \beta^j_3 \psi^j_3 (t) ; \quad j = 1, N . \tag{42}
\]

to the mathematical model of the closed (21), (3).

For \( N \) implementations of a random process \( M^j_f (t) \) on solutions of the closed ACS, we find \( N \) implementations of a random function (42). From relations (9) and (42) it follows

\[
I^j_f (K) = x_p^j (\tau , K) . \tag{43}
\]

therefore

\[
I (K) = M_f \left( \{ x_p^j (\tau , K) \} \right) = \frac{1}{N} \sum_{j = 1}^{N} x_p^j (\tau , K) . \tag{44}
\]

We estimate the variance of a random variable (43) [16]:

\[
D (K) = \frac{1}{N - 1} \sum_{j = 1}^{N} [I^j_f (K) - I (K)]^2 . \tag{45}
\]

We set the necessary accuracy of the estimation of functional (44) or the quantities \( \varepsilon \) and \( \beta \), for which

\[
Pr \left( |I^j_f (K) - I (K)| \leq \varepsilon \right) = \beta .
\]

In accordance with [16], for a given value \( \beta \), we find the coefficient \( f_\beta \) and the required number of implementations of the random function \( M^j_f (t) , j = 1, N \)

\[
N = \frac{D (K) \beta}{\varepsilon^2} ; \quad N = \left[ \frac{N}{N} \right] ,
\]

where \( \left[ \cdot \right] \) is the Iverson symbol, meaning rounding the number (\( \cdot \)) to the nearest larger integer.

**Conclusions**

The “frozen coefficients” method, which is widely used in the practice of developing systems for the
automatic control of non-stationary objects, is not theoretically substantiated and often leads to high dynamic errors of closed ACS.

The main requirements for the automatic control system of the course stability of the car are stability and high accuracy of the stabilized process.

Quantitatively, these requirements can be estimated by the value of the mathematical expectation of the additive functional, the integrand of which is a quadratic form of the “main coordinates” of the mathematical model. The model describes the random stabilized process of the course deviation of the body of the car from a given direction of movement and lateral displacement of the center of mass of the body from a given trajectory during braking.

An alternative to the “frozen coefficients” method is the algorithmic method for the parametric synthesis of automatic control systems for non-stationary objects, based on the direct calculation of the mathematical expectation of the additive integral quadratic functional, calculated on the basis of the mathematical model of the closed ACS with the subsequent selection of the weight coefficients of the additive functional and its optimization using the Optimization Toolbox software package MATLAB and Minimize software MATHCAD. The optimal solution to the parametric synthesis problem is found on the set of permissible vectors of variable constants of the control algorithm, which is the intersection of the stability regions of a closed system in each of the control channels.
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Параметрический синтез нестационарной системы автоматического керування курсовою стійкістю автомобіля

Е. Є. Александров, Т. С. Александрова, І. В. Костянік, Я. Ю. Морган

Анотація. Метод «заморожених коефіцієнтів», що широко використовується в практиці аналізу систем автоматичного керування, не має строго теоретичного обґрунтування і не завжди приводить до бажаних результатів. Основними вимогами, що передбачаються до систем автоматичного керування курсовою стійкістю автомобіля, є стійкість і висока точність процесу стабілізації. Окрім цього важливою є адекватна оцінка якості системи, що визначається за допомогою визначення математичного оцінювання аддитивного критерію якості, який відображає сукцупність моментів відповідно до критерію 

В статті зазначено, що параметричний синтез нестационарної системи автоматичного керування курсовою стійкістю автомобіля підвищує точність рішення задачі, але не завжди приводить до бажаних результатів.

Оптимальне рішення задачі параметричного синтезу відбувається на множині допустимих векторів параметрів регулятора, що визначається за допомогою аналітичного методу «заморожених коефіцієнтів».

Ключові слова: нестационарна динамічна система; стабілізувана система; курсова організація; параметричний синтез; автоматичне керування; точність рішення задачі; вагові коефіцієнти аддитивного функціоналу; системи автоматичного керування; параметричний синтез.