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Abstract.

Research background: Alongside with the development of configurative comparative analysis aiming at identification of necessary and sufficient conditions, various formal methods used for this purpose have been formulated during the last decades. One of them is qualitative comparative analysis (QCA), one of approaches used for causal explanation of phenomena of cases performed in the field of international economics and global affairs.

Purpose of the article: The main purpose of the article is to provide a detailed overview of the QCA method in global context, to define its methodologic foundations and consequently introduce the key concepts of the method. The article also provides a comparison of QCA to typical tools of qualitative and quantitative approaches. On the basis of this part, both pros and cons of QCA are derived.

Methods: Basically, the methods of analysis, deduction and comparison are used to fulfil the purpose of the article. The existing and available papers and books coping with the topic of QCA and its position among other research methods are reviewed to provide an overview on the selected method.

Findings & Value added: The QCA is a method based on analysing stated relations. It bridges the quantitative and qualitative research and reveals certain patterns based on causal complexity principles, however, it is done regarding heterogeneity and diversity of individual researched cases. It is a method applicable to the middle number of cases, it means too few cases for statistical methods on the other hand too many cases for typical qualitative approaches.
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1 Introduction

Alongside with the innovative ideas on qualitative methodology in late 1960s, configurative comparative analysis (QCA) was introduced by Charles Ragin in 1980s. Formally it was developed as a research method mainly for purposes of comparative politics and social sciences [1]. However, during the time, especially in the last decade, the method was formalized into an analytic approach which is nowadays commonly used by many researchers and scientists from various fields and academic areas, e. g. business research, sociology as well as economics [2].

As a configurative method, the QCA uses formalization procedures as well as it relies on Boolean logic, for this reason, it is not a typical qualitative nor quantitative method [3]. It is ranked among so called theory-based approaches whose main aim is to evaluate varied combinations of explanatory factors (conditions) explaining presence, or on the contrary absence, of a certain phenomenon (outcome). That is why, it is extremely popular in disciplines dealing with quantitative data providing in-depth information.

Due to increasing global interest in this case-based method, an overview of its basic foundations and concepts is performed. Being familiar with the main principles of each research method, including the QCA, is a key step to perform analysis in an appropriate way. The methodologic foundations of QCA are summed up in the following chapter of the paper. Moreover, it is crucial to embed the qualitative comparative analysis into generally known sorting of qualitative and quantitative research methods to understand its position among these methods. The third chapter deals with this issue and it also derives pros and cons of using QCA.

2 Methodologic foundations of QCA

To use this method, three basic conditions need to be fulfilled. Firstly, there must be an indication of possibility that the researched phenomenon can be evaluated in the most appropriate way by complex causal context and using the QCA procedure. Secondly, it is necessary to coordinate theory and methodology, so if the QCA comes from the theory of sets, also the research theory should come up from sets [4]. The last condition is associated with the sample, which should be of middle size comprising from 10 to 50 individual cases.

Contrasting the statistical methods, the individual cases are understood in a holistic way, for this reason the emphasis is put on individual causal conditions forming together the whole system. This fact corresponds to principles of causal complexity, allowing different conditions represented by independent variables lead to the same outcomes, referring dependent variables [5]. Theory of causal complexity contrasts causal homogeneity, a situation when a dependent variable is explained entirely by an independent variable.

The QCA method can cover the causal complexity principles because of three mutually connected concepts as follows: causal asymmetry, conjunctural causation and lastly equifinality [6]. Causal symmetry highlights the fact that despite a combination of certain conditions leads to a certain outcome, the absence of the same combination will not automatically result in outcome absence. For example, diminishing trade barriers can result in higher globalization level, however, keeping some trade barriers does not guarantee lower globalization level.

Conjunctural causation is based on the fact, that each condition influences the outcome only if it is combined with one or more different conditions. To simplify this statement, it is more probable, that a combination of conditions leads to a certain outcome. Taking into consideration the previously mentioned example, the higher level of globalization is
produced by combination of conditions, including diminishing trade barriers, increasing foreign direct investments, taking part in developing aid and many others. The concept of conjunctural causation is supplemented by equifinality outlining that various conditions, alternatively their combinations, can result in identical final outcome. Basically, many ways how to reach higher globalization levels can be found with or without existence of trade barriers.

As it was already mentioned before, the QCA method does not aim at establishing particular effects of a chosen variable. This method points at finding logical connection among causal conditions, or their combinations. This process is based on relations and logic of sufficiency and necessity. Therefore, researchers desire to answer via QCA questions aiming at finding out what conditions, or their combinations, are necessary or sufficient to generate an outcome.

In the scope of qualitative comparative studies, the sufficient and necessary conditions are defined using the three above mentioned concepts. A causation is defined as a necessary one, if it must be present for an outcome to occur. On the contrary, sufficient causation arrives at the moment when it can produce a certain outcome itself. On the basis of this, the necessary condition is defined as a situation when a certain outcome is present, consequently a necessary condition is present as well [7]. However, at the moment when a certain outcome does not occur, the necessary outcome can or cannot be present which is derived from the application of causal asymmetry.

If a sufficient condition is present, a certain outcome is present. this is the way, how the concept of sufficient condition is defined. In the case of its absence, the outcome can or cannot be present which is grounded in the assumption of equifinality. All the mentioned relations in this part are graphically illustrated for better understanding in Fig. 1.

![Diagram of necessary and sufficient conditions](image)

**Fig. 1.** Illustration of necessary and sufficient conditions in causal complexity principle
3 QCA within qualitative and quantitative research methods

Charles Ragin, the founder of the QCA, and his followers managed to formulate an approach addressing limitations of both qualitative and quantitative research methods, while keeping their strong features. Thanks to it, the QCA offers a unique possibility to analyse complex relations between conditions and an outcome.

The previous chapter shows that the QCA has its foundations in set-theory and formal logic, contrasting to qualitative research based on induction and deduction or quantitative research typically grounded in regression and correlation. Qualitatively orientated methods are also case-oriented, like the QCA, however, they deal with a single case or a few ones [8]. On the contrary, the quantitative researches cope with so called large-N, meaning large sample sizes, but they are rather variable orientated. So QCA approach deals with social phenomena that used to be unresearched because of methodological gap in the past. Nowadays, QCA offers a possibility to explore also these issues.

One value added of QCA is the fact that it enables to conduct a cross-case comparison systematically and to find out complex causality in medium-N case studies. The qualitative methods using only a few cases cannot generate such a possibility of comparison among individual cases. The QCA preserves cases as holistic units through the analysis, thanks to which it is able to generate complex explanations of a certain phenomenon, contrasting variable orientated statistical methods [9]. Therefore, the sensitivity to complex causal relations is another advantage of QCA method contrasting statistical and single case-oriented methods.

Moreover, through this method both numeric and nonnumeric data can be processed, as this method commonly allows data transformation. Relationships between explanatory variables and outcomes can be derived on the basis of numeric, nonnumeric data or their combination. Concerning qualitative data, coding of variables can become an obstacle, as some researchers can tend to use simplified threshold values for them. As a consequence, results can be skewed and not revealing the right causal conditions impacting the outcome.

As the QCA has a different goal and orientation, sometimes its results can be generalized with limitation or cannot be generalized at all. This can be seen as a drawback of this, which is shared with the majority of qualitative research methods. The limited ability to generalize is usually depending on the way how the analysed cases are selected and on the extent to which they represent wider sample.

Besides problems associated with variable coding, QCA is criticized by experts because of instability of causal predictions based on its results [10]. Adding a single case containing extremely different causal conditions than the rest of sample can significantly change the results of QCA, as a consequence of changes in sufficient conditions. However, Ragin himself highlights that QCA application is not sufficient and that it should be accompanied by conscientiously interpreted results [3] on the basis of deep knowledge of the researched problematic. In addition, he makes suggestion to supplement QCA method with other qualitative procedures to come up with robust causal findings.

4 Basic concepts of QCA

Originally, the first version of QCA was based on crisp-set relations, so it was called crisp-set QCA (csQCA). Generally, each case can be attributed two values in csQCA. The values can be either 1 or 0, 1 defining membership in the set and 0 referring to non-membership [11]. This means that a certain condition or their combination is either able to result in a certain outcome or is not. Although this technique simplifies complex configurations using principles of Boolean algebra, the reality is more complex. Conditions and outcomes in real world are not always dichotomous, a large variety of sets between full membership and full
non-membership exists. In fact, results of csQCA could be practically applied with significant limitations. For this reason, Ragin deepened his theory to so called fuzzy-set qualitative comparative analysis (fsQCA).

FsQCA enables researchers to classify cases, in which conditions vary to some extent. The decimal values on a scale between 0 and 1 can be used to reflect various degrees of inclusion in a set. In this concept, the values of 0 and 1 can be called as extreme ones reflecting situations of “fully out”, or “fully in”, a set [12]. Value of 0.5 is usually used as the cross-over point, a threshold [1, 7], establishing either membership or non-membership in a set. Fuzzy sets can be continuous (0, 0.2, 0.3 and so on) or defined by anchor points (e.g. 0, 0.33, 0.66, 1 in case of anchor fuzzy set with four thresholds). The choice of fuzzy sets depends on theory and it should correspond to differences in case. So if any difference can be distinguished between membership of 0.6 and 0.7, continuous scoring is not the best option and an anchor fuzzy set with four threshold points can be used to characterize the data. Generally, using the continuous values helps to maintain data more detailed, on the other hand, their interpretation is more complicated contrasting csQCA.

Some new QCA forms are appearing to tackle the main cons of fsQCA, however, they are not so popular yet. One of examples can be multi-value QCA (mvQCA) through which multilevel conditions can be analysed and consequently additional aspect of causal complexity can be captured. Recently, QCA techniques covering also time component have emerged. However, fsQCA remains the most commonly used concept of this method. This fact can be derived even from the number of published papers using QCA [13]. Therefore, the next section of the paper is devoted directly to performing of fsQCA.

5 Managing fsQCA analysis

First of all, a dependent variable and independent variables, explaining the dependent one, must be set. In this context, it is important to point out that as QCA deals with middle number of cases, the number of identified explaining variables cannot be too vast. There should be from four to six explaining variables depending on number of selected cases [14]. Consequently, data concerning a field of researcher’s interest is collected, then the data matrix is created. Such a matrix represents the main input for fsQCA application. The raw data need to be calibrated to create a main input for fsQCA application. It means they should be given specific values ranging from 0 to 1 based on theoretical and empirical knowledge. The calibration process of qualitative data is not frequently discussed in literature and in some papers, it lacks transparency. The big challenge for researchers is to calibrate semantic concepts, whose straightforward calibration is not possible. Such a type of information should be calibrated systematically and in a transparent way. However, there are not yet any guidelines for this procedure.

The most common option of dealing with this issue is defining a calibration threshold and decision rules [1, 7], which define values being still in a set or yet out of the set. As a result of calibration, data is scaled into set memberships, where values closer to 1 mean “rather in a set”, on the other hand, values closer to 0 represent “rather out of a set”.

Subsequently, the necessity of a single condition for the outcome must be tested. If a necessary condition exists, it means it is necessary for the presence or absence of outcome, such a condition is excluded from the following analysis. To find out an existence of such a condition, the parameter of consistency needs to be defined [15]. It serves for the same reasons as p-value in regression analysis, so it says to which extent the cases share a certain condition in the outcome. Low consistency of a configuration means that it is not supported by empirical evidence. According to Ragin [1], the threshold value of consistency should be set at 0.9 to assure an acceptable robustness of results. In compliance with qualitative research, the causes of an outcome are understood as combinations of necessary and
sufficient conditions, that is why, the sufficiency of single condition or their combination for the outcome is analysed as well [16].

All the possible configurations of conditions are transformed into a truth table, in which columns are represented by individual variables, rows stand for individual configurations [17]. Maximum 2k (k stands for number of conditions) can be present in a truth table [18]. Truth tables can be also displayed by Venn diagrams showing all the possible relations between individual conditions. According to the set consistency threshold, the scores are coded, scores below the consistency threshold are coded by 0 illustrating their inconsistency, scores above this value are coded by 1. Moreover, a frequency threshold should be stated [15] for configurations to be included in the analysis. Frequency threshold refers to number of cases for which a configuration is valid [1, 19]. As fsQCA usually deals with middle-N, this parameter is typically set at one case, if more cases are analysed it is regulated to the value of two.

The configurations in truth tables are further minimized on the basis of Boolean logic. If two configurations lead to the identical outcome and they differ only in one condition, such a condition can be viewed as irrelevant and is excluded [18]. This process is repeated till all the irrelevant conditions are removed away. Afterwards, the highest possible reduction of conditions is reached and makes the results easier to interpret [19]. Lastly, a post-QCA analysis is carried out to interpret the results in the scope of empirical and theoretical knowledge. All the research is evaluated including the practical meaning of found combinations.

6 Conclusion

The paper aims at QCA as one of configurative comparative analysis methods. The basic methodological foundations of QCA are provided to give an overview on this causal complexity approach. It follows that the QCA method is rooted in principles of causal asymmetry, conjunctural causation and equifinality. Thanks to them, the analysed cases are considered in a holistic way with the aim to find out which conditions, or their combinations, resulting in a required outcome.

These relations between conditions are evaluated on the basis of logic of necessary and sufficient conditions. Firstly, necessity conditions are tested and alternatively excluded, afterwards, testing of necessity conditions follow. Then all the possible configurations of conditions are displayed in a truth table. Such configurations need to minimalized using Boolean logic to get the highest reduction of conditions allowing easier interpretation of results.

In fact, all the concepts of QCA, including crisp-set and fuzzy-set QCA, bridges quantitative and qualitative research. The QCA method deals with middle sample size, both numerical and nonnumerical data can be used as inputs for this method. Compared to typical qualitative and quantitative methods, QCA generates complex explanations of a certain phenomenon. Obviously, using of QCA has also some limitations, especially in the lack of possible generalization or instability of causal predictions based on QCA.
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