AN EXTENSION OF ARNOLD’S SECOND STABILITY THEOREM IN A MULTIPLY-CONNECTED DOMAIN

GUODONG WANG, BIJUN ZUO

Abstract. We give a sufficient condition for the nonlinear stability of steady flows of a two-dimensional ideal fluid in a bounded multiply-connected domain, which generalizes a stability criterion proved by Arnold in the 1960s. The most important ingredient of the proof is to establish a variational characterization for the steady flow under consideration, which is achieved based on the energy-Casimir method proposed by Arnold, and the supporting functional method introduced by Wolansky and Ghil. Nonlinear stability then follows from a compactness argument related to the variational characterization and proper use of conserved quantities of the two-dimensional Euler equations.
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1. Introduction and main result

In the 1960s, Arnold [2, 4] proved two general theorems on the nonlinear stability of steady flows of a two-dimensional ideal fluid, now usually referred to as Arnold’s first and second stability theorems in the literature. Roughly speaking, Arnold’s stability theorems asserted that a steady Euler flow is nonlinearly stable in a certain sense if its stream
function $\bar{\psi}$ and its vorticity $\bar{\omega}$ satisfies

$$-c_1 \leq \nabla \bar{\omega} / \nabla \bar{\psi} \leq -c_2$$

for some positive constants $c_1$ and $c_2$ (the first stability theorem), or

$$c_3 \leq \nabla \bar{\omega} / \nabla \bar{\psi} \leq c_4$$

for some positive constants $c_3$ and $c_4$ with $c_4$ being sufficiently small (the second stability theorem). See also [5], Chapter 2. Our main purpose in this paper is to give an extension of the second stability theorem in the case of a multiply-connected bounded domain, showing that the condition (1.2) can be relaxed and the stability conclusion can be strengthened.

1.1. 2D Euler equations in a multiply-connected domain. We start with the following two-dimensional (2D) incompressible Euler equations

$$\begin{aligned}
\frac{\partial}{\partial t} \mathbf{v} + (\mathbf{v} \cdot \nabla) \mathbf{v} &= -\nabla P, \\
\nabla \cdot \mathbf{v} &= 0,
\end{aligned}$$

(1.3)

describing the motion of an inviscid planar fluid with unit density. Here $\mathbf{v} = (v_1, v_2)$ is the velocity field, and $P$ is the scalar pressure. We assume that the fluid occupies a multiply-connected bounded domain $D$, with the form

$$D = D_0 \setminus \bigcup_{i=1}^N D_i, \quad \bar{D}_i \subset D_0, \quad i = 1, \cdots, N,$$

(1.4)

where each $D_i$ is a simply-connected bounded domain of $\mathbb{R}^2$ with a smooth boundary $\Gamma_i$, and $\bar{D}_i \cap \bar{D}_j = \emptyset$ whenever $i \neq j$. Denote by $\mathbf{n}$ the outward (with respect to $D$) unit normal vector on $\partial D$. We impose the following boundary condition for (1.3):

$$\mathbf{v} \cdot \mathbf{n} \big|_{\partial D} = 0, \quad t \geq 0.$$  

(1.5)

If we identify $\mathbf{v}$ with the three-dimensional vector $(v_1, v_2, 0)$, then the corresponding vorticity vector $\text{curl} \mathbf{v}$ is $(0, 0, \partial_1 v_2 - \partial_2 v_1)$. Define

$$\omega = \partial_1 v_2 - \partial_2 v_1,$$

(1.6)

called the scalar vorticity.

For simplicity, we mainly consider classical solutions of (1.3) in this paper. By a classical solution, we mean a pair of functions $(\mathbf{v}, P)$ such that $\mathbf{v} \in C^1([0, +\infty) \times \bar{D}), P(t, \cdot) \in C^1(\bar{D})$ for any $t \geq 0$, and $(\mathbf{v}, P)$ satisfies the Euler system (1.3) and the boundary condition (1.5) pointwise. Given a sufficiently regular initial velocity field $\mathbf{v}(0, \cdot) = \mathbf{v}_0$ with $\nabla \cdot \mathbf{v}_0 = 0$, a classical solution always exists and is unique. See [29], Chapter 3, or [30], Chapter 2.

For classical solutions, the following conservation properties hold, which play an important role in this paper.

(C1) Conservation of kinetic energy:

$$\frac{1}{2} \int_D |\mathbf{v}(t, x)|^2 dx = \frac{1}{2} \int_D |\mathbf{v}(0, x)|^2 dx, \quad \forall \ t > 0.$$
(C2) Conservation of circulation (also called Kelvin’s circulation theorem):
\[
\int_{\Gamma_i} \mathbf{v}(t, x) \cdot d\mathbf{r} = \int_{\Gamma_i} \mathbf{v}(0, x) \cdot d\mathbf{r}, \quad \forall \, t > 0, \ i = 0, 1, \ldots, N.
\]
Here and henceforth, \( \mathbf{r} \) denotes the anticlockwise rotation of the outward unit normal vector \( \mathbf{n} \) through an angle of \( \pi/2 \).

(C3) Conservation of vorticity:
\[
\omega(t, \cdot) \in \mathcal{R}_\omega(0, \cdot), \quad \forall \, t > 0.
\]
Here, for some \( w \in L^1_{\text{loc}}(D) \), \( \mathcal{R}_w \) denotes the set of rearrangements of \( w \) on \( D \), i.e.,
\[
\mathcal{R}_w = \{ v \in L^1_{\text{loc}}(D) \mid |\{x \in D \mid v(x) > s\}| = |\{x \in D \mid w(x) > s\}|, \forall s \in \mathbb{R} \}, \quad (1.7)
\]
where \(| \cdot |\) is the two-dimensional Lebesgue measure.

The proofs of (C1)-(C3) can be found in [30], Chapter 1. Note that the conservation of vorticity implies that for any \( f \in C(\mathbb{R}) \),
\[
\int_D f(\omega(t, x))dx = \int_D f(\omega(0, x))dx, \quad \forall \, t > 0. \quad (1.8)
\]

In view of the divergence-free condition \( \nabla \cdot \mathbf{v} = 0 \) and the impermeability boundary condition (1.5), there is a scalar function \( \psi : [0, +\infty) \times \bar{D} \to \mathbb{R} \), called the stream function, such that

(i) \( \psi(t, \cdot) \in C^2(\bar{D}) \) for any \( t \geq 0 \);
(ii) \( \psi \) is constant on \( \Gamma_i, \ i = 0, 1, \ldots, N \);
(iii) \( \mathbf{v} \) can be expressed as
\[
\mathbf{v} = \nabla^\perp \psi, \quad \nabla^\perp := (\partial_2, -\partial_1). \quad (1.9)
\]

See for example [30], p. 16. Throughout this paper, we always assume that
\[
\text{the stream function vanishes on } \Gamma_0 \quad (1.10)
\]

by adding a suitable constant to it.

Below we show that the stream function \( \psi \) can be uniquely determined by the vorticity \( \omega \) and the circulation vector \( \mathbf{a} = (a_1, \ldots, a_N) \in \mathbb{R}^N \), where \( a_i \) is the circulation of the velocity field around the \( i \)-th inner boundary component \( \Gamma_i \), i.e.,
\[
a_i = \int_{\Gamma_i} \mathbf{v} \cdot d\mathbf{r}, \quad (1.11)
\]

Note that the integral in (1.11) is constant in time by Kelvin’s circulation theorem. In view of (1.6), (1.9), (1.10) and (1.11), \( \psi \) satisfies the following elliptic problem
\[
\begin{cases}
-\Delta \psi = \omega & \text{in } D, \\
\psi = 0 & \text{on } \Gamma_0, \\
\psi \text{ is constant on } \Gamma_i, & \ i = 1, \ldots, N, \\
\int_{\Gamma_i} \nabla \psi \cdot d\mathbf{n} = -a_i, & \ i = 1, \ldots, N.
\end{cases} \quad (1.12)
\]

To express \( \psi \) in terms of \( \omega \) and \( \mathbf{a} \), we introduce the following notation.
(N1) Denote by $G$ the Green operator related to $-\Delta$ in $D$ with zero Dirichlet boundary condition; or equivalently, $G\phi$ is the unique solution of the following elliptic problem
\[
\begin{cases}
-\Delta G\phi = \phi & \text{in } D, \\
G\phi = 0 & \text{on } D.
\end{cases}
\] (1.13)

(N2) For $1 \leq i \leq N$, let $\zeta_i \in C^\infty(\bar{D})$ be the solution of the following Laplace equation
\[
\Delta \zeta_i = 0 \text{ in } D, \quad \zeta_i|_{\Gamma_j} = \begin{cases} 1 & \text{if } j = i, \\
0 & \text{if } j \neq i, j = 0, 1, \ldots, N. \end{cases}
\] (1.14)

(N3) Define
\[
p_{ij} = \int_D \nabla \zeta_i \cdot \nabla \zeta_j \, dx, \quad 1 \leq i, j \leq N.
\] (1.15)

It is easy to check that $(p_{ij})$ is a symmetric and positive definite matrix.

(N4) The inverse of $(p_{ij})$ is denoted by $(q_{ij})$, which is also symmetric and positive definite.

(N5) Define
\[
P \omega = G \omega + \sum_{i,j=1}^N q_{ij} \int_D \zeta_i \omega \, dx \zeta_j, \quad h_a = -\sum_{i,j=1}^N q_{ij} a_i \zeta_j.
\] (1.16)

By Proposition [C.1], the elliptic problem (1.12) has a unique solution
\[
\psi = P \omega + h_a.
\] (1.17)

As a consequence, the velocity field $v$ can be expressed in terms of $\omega$ and $a$ as
\[
v = \nabla^\perp (P \omega + h_a).
\] (1.18)

The relation (1.18) is usually called the Biot-Savart law, since it is very similar to the way that the magnetic field is generated by the electric current.

According to the above discussion, at any fixed time, the state of an ideal fluid in $D$ can be described in three ways: the velocity field $v$, the stream function $\psi$, or the pair $(\omega, a)$, where $\omega$ is the vorticity and $a$ is the circulation vector given by (1.11).

1.2. **Arnold’s second stability theorem.** For an Euler flow, if the velocity $v$ and the scalar pressure $P$ do not depend on the time variable, we call it a **steady Euler flow**.

A large class of steady Euler flows are those related to the following elliptic problem:
\[
\begin{cases}
-\Delta u = g(u), & \text{in } D, \\
u = 0, & \text{on } \Gamma_0, \\
u \text{ is constant on } \Gamma_i, i = 1, \ldots, N.
\end{cases}
\] (1.19)

In fact, if $\tilde{\psi} \in C^2(\bar{D})$ solves (1.19) with $g \in C(\mathbb{R})$, then the reader can check that
\[
v = \nabla^\perp \tilde{\psi}, \quad P = -G(\tilde{\psi}) - \frac{1}{2} |\nabla \tilde{\psi}|^2
\]
satisfy (1.3) and (1.5), where $G$ is an antiderivative of $g$. 

Given a steady Euler flow, an important problem is to study its \textit{nonlinear stability}. More specifically, if another Euler flow (not necessarily steady) is “close” to the steady flow at \( t = 0 \), we want to know whether it remains “close” to the steady flow for all \( t > 0 \). Of course, the norm used to measure the “closeness” of two flows and the class of perturbed flows should be specified in rigorous statements.

Our purpose in this paper is to give some general and natural conditions to ensure the nonlinear stability of steady Euler flows related to \( (1.19) \). Our main result is closely related to Arnold’s second stability theorem, the precise statement of which in the setting of a multiply-connected domain is given below.

To make the statement concise, define
\[
X = \left\{ u \in H^1(D) \mid u = v + \sum_{i=1}^{N} \theta_i \zeta_i, \; v \in H^1_0(D), \; \theta_i \in \mathbb{R}, \; i = 1 \cdots N \right\}, \quad (1.20)
\]
\[
Y = \left\{ u \in H^2(D) \mid u \in X, \; \int_{\gamma_i} \nabla u \cdot dn = 0, \; i = 1 \cdots N \right\}. \quad (1.21)
\]

Note that these two function spaces will be frequently used throughout this paper. Some of their properties are given in Appendix B.

\textbf{Theorem 1.1} (Arnold’s second stability theorem, [2, 4, 5]). \textit{Assume that} \( D \subset \mathbb{R}^2 \) \textit{is a multiply-connected bounded domain of the form} \( (1.4) \), \textit{and} \( \bar{\psi} \in C^2(\bar{D}) \) \textit{solves} \( (1.19) \) \textit{with} \( g \in C^1(\mathbb{R}) \). \textit{Suppose}
\[
\min_{\bar{D}} g'(\bar{\psi}) > 0, \quad (1.22)
\]
\[
\max_{\bar{D}} g'(\bar{\psi}) < c, \quad (1.23)
\]

\textit{where} \( c \) \textit{is a positive number such that}
\[
c \int_D |\nabla u|^2 dx \leq \int_D |\Delta u|^2 dx, \quad \forall u \in Y. \quad (1.24)
\]

\textit{Let} \( \psi(t,x) = \bar{\psi}(x) + \varphi(t,x) \) \textit{be the stream function of another Euler flow such that}
\[
\varphi(t,\cdot) \in Y, \quad \forall t \geq 0, \quad (1.25)
\]

\textit{Then}
\[
\left( \frac{1}{\max_{D} g'(\psi)} - \frac{1}{c} \right) \| \Delta \varphi(t,\cdot) \|_{L^2(D)}^2 \leq \frac{1}{\min_{D} g'(\psi)} \| \Delta \varphi(0,\cdot) \|_{L^2(D)}^2, \quad \forall t > 0. \quad (1.26)
\]

\textit{As a consequence, the steady flow with stream function} \( \bar{\psi} \) \textit{is nonlinearly stable in the following sense:}

\textit{For any} \( \varepsilon > 0 \), \textit{there exists some} \( \delta > 0 \), \textit{such that for any Euler flow with stream function} \( \bar{\psi} + \varphi \) \textit{satisfying}
\[
\varphi(t,\cdot) \in Y, \quad \forall t \geq 0, \quad (1.27)
\]

\textit{it holds that}
\[
\| \Delta \varphi(0,\cdot) \|_{L^2(D)} < \delta \implies \| \Delta \varphi(t,\cdot) \|_{L^2(D)} < \varepsilon, \quad \forall t > 0.
\]
Remark 1.2. The assumptions (1.22) and (1.23) correspond to the condition (1.2).

Remark 1.3. Note that there exists a positive number $c$ such that (1.24) holds by Proposition 3.3 in Section 3.

Remark 1.4. The assumptions (1.25) and (1.27) are reasonable by Kelvin’s circulation theorem.

Arnold first stated Theorem 1.1 in [2], and then gave a rigorous proof in [4]. The above (more detailed) version is taken from Arnold and Khesin’s book [5], p. 97. Since the proof of Theorem 1.1 was omitted in [5], we provide a detailed one in Appendix A for the reader’s convenience.

Theorem 1.1 gives some succinct conditions that are sufficient for the nonlinear stability of steady Euler flows related to (1.19). There are, however, some limitations in specific applications:

(i) The conditions (1.22) and (1.23) are very strong requirements on the function $g$, which exclude many interesting cases. A typical example is as follows. Let $\tilde{u}$ be a minimizer for the variational problem (3.2) in Section 3, then $\tilde{u}$ corresponds to a steady Euler flow by Proposition 3.1(ii). Such a steady flow is nonlinearly stable (which can be proved directly by using Proposition 3.4), but the condition (1.23) is not satisfied, i.e., a positive constant $c$ satisfying (1.23) and (1.24) does not exist (see Proposition 3.4).

(ii) The condition (1.27) in Theorem 1.1 requires that the perturbed flow (with stream function $\psi$) has the same circulation around every inner boundary component of the domain $D$ as the original flow (with stream function $\bar{\psi}$), which is not very natural.

(iii) The norm to measure nonlinear stability is the $L^2$ norm of the vorticity. For other norms, say $L^p$ norms of the vorticity, whether nonlinear stability holds is not clear.

1.3. Main result. Our main result in this paper is the following extension of Theorem 1.1.

Theorem 1.5. Assume that $D \subset \mathbb{R}^2$ is a multiply-connected bounded domain of the form (1.4), and $\bar{\psi} \in C^2(D)$ solves (1.19) with $g \in C^1(\mathbb{R})$. Suppose

\begin{equation}
\min_D g'(\bar{\psi}) \geq 0, \tag{1.28}
\end{equation}

\begin{equation}
\int_D |\nabla u|^2 - g'(\bar{\psi})u^2 \, dx \geq 0, \quad \forall u \in \mathcal{Y}. \tag{1.29}
\end{equation}

Then for any fixed $1 < p < +\infty$, the steady Euler flow related to $\bar{\psi}$ is nonlinearly stable in the following sense:

For any $\varepsilon > 0$, there exists some $\delta > 0$, such that for any Euler flow with stream function $\bar{\psi} + \varphi$, it holds that

\[ \|\varphi(0, \cdot)\|_{W^{2,p}(D)} < \delta \quad \Rightarrow \quad \|\varphi(t, \cdot)\|_{W^{2,p}(D)} < \varepsilon \quad \forall \ t > 0. \]
Remark 1.6. By Corollary 3.2 (taking \(c = -g'(\bar{\psi})\) therein), the condition (1.29) is in fact equivalent to
\[
\int_D |\nabla u|^2 - g'(\bar{\psi})u^2 \, dx \geq 0, \quad \forall u \in \mathcal{X}.
\]

Remark 1.7. By Lemma 2.8, the nonlinear stability of the steady Euler flow in Theorem 1.5 can also be described as follows.

(i) Stability in terms of the velocity: Let \(\bar{v}\) be the corresponding velocity of the steady flow, then for any \(\varepsilon > 0\), there exists some \(\delta > 0\), such that for any Euler flow with velocity \(v\), it holds that
\[
\|v(0, \cdot) - \bar{v}\|_{W^{1,p}(D)} < \delta \quad \Rightarrow \quad \|v(t, \cdot) - \bar{v}\|_{W^{1,p}(D)} < \varepsilon \quad \forall \ t > 0.
\]

(ii) Stability in terms of the vorticity and the circulation vector: Let \(\bar{\omega}\) be the corresponding vorticity and \(\bar{a}\) the corresponding circulation vector of the steady flow, then for any \(\varepsilon > 0\), there exists some \(\delta > 0\), such that for any Euler flow with vorticity \(\omega\) and circulation vector \(b\), it holds that
\[
\|\omega(0, \cdot) - \bar{\omega}\|_{L^p(D)} + |b - \bar{a}| < \delta \quad \Rightarrow \quad \|\omega(t, \cdot) - \bar{\omega}\|_{L^p(D)} < \varepsilon \quad \forall \ t > 0.
\]

Remark 1.8. Theorem 1.5 may hold for less regular perturbations as well. See Remark 6.6 for a brief discussion.

Our Theorem 1.5 extends Arnold’s second stability theorem in the following three aspects. First, the condition (1.28) is weaker than (1.22). Second, the conclusion of Theorem 1.5 is stronger than that of Theorem 1.1: the perturbed flows in Theorem 1.5 are not required to have the same circulations around the \(N\) inner boundaries as the original steady flow; the stability is measured in more general norms (by Lemma 2.8, \(\|\Delta \phi\|_{L^2(D)}\) is an equivalent norm to \(\|\phi\|_{H^2(D)}\) for \(\phi \in \mathcal{Y}\)). Third, the condition (1.29) is weaker than (1.23). To see this, we show that (1.23) in fact implies (1.29). Assume that (1.23) holds. By (1.24), the positive constant \(c\) satisfies
\[
\frac{1}{c} \geq \sup \left\{ \int_D |\nabla u|^2 \, dx \mid u \in \mathcal{Y}, \|\Delta u\|_{L^2(D)} = 1 \right\}.
\]
Taking into account (3.7), (3.30) and Proposition 3.4(i) in Section 3, we have
\[
c \leq \inf \left\{ \int_D |\nabla u|^2 \, dx \mid u \in \mathcal{Y}, \|u\|_{L^2(D)} = 1 \right\},
\]
which implies
\[
\int_D |\nabla u|^2 - c \int_D u^2 \, dx \geq 0, \quad \forall u \in \mathcal{Y}.
\]
Taking into account (1.23), we get (1.29). Roughly speaking, (1.29) only requires \(g'(\bar{\psi})\) to be small in an “average” sense, rather than in the \(L^\infty\) norm as in (1.23).

By Theorem 1.5, the steady flow with stream function \(\tilde{u}\), a minimizer for the variational problem (3.2) in Section 3, is nonlinearly stable. In addition, Theorem 1.5 also applies
to a large class of steady Euler flows obtained by the variational approach. Consider the following functional

$$\mathcal{I}(u) = \frac{1}{2} \int_D |\nabla u|^2 \, dx - \int_D G(u) \, du, \quad G(s) = \int_0^s g(\tau) \, d\tau.$$  

If $g$ satisfies some suitable growth conditions, then $I$ is well-defined in $\mathcal{X}$, and has a global minimum, say $\bar{\psi}$, in $\mathcal{X}$. See for example [6], Theorem 2.1.5. The fact that the first variation of $\mathcal{I}$ at $\bar{\psi}$ vanishes gives

$$-\Delta \bar{\psi} = g(\bar{\psi}),$$

and the fact that the second variation of $\mathcal{I}$ at $\bar{\psi}$ is nonnegative gives

$$\int_D |\nabla u|^2 - g'(\bar{\psi})u^2 \, dx \geq 0, \quad \forall \, u \in \mathcal{X}. \tag{1.30}$$

Then by Theorem [15], $\bar{\psi}$ corresponds to a stable steady Euler flow.

The proof of Theorem [15] is based on the Lyapunov direct method. It consists of three steps:

(i) a suitable variational characterization,
(ii) a compactness result related to the variational characterization,
(iii) proof of stability based on conservation properties of the Euler equations.

These three ingredients are also essential in studying the nonlinear stability of other steady Euler flows. See for example [1, 7, 13, 15, 19, 32, 34, 36].

The variational characterization, formulated as Theorem 4.1 in Section 4, is the most important ingredient of the proof. Therein, we show that the steady flow in Theorem 1.5 has strict local maximum kinetic energy among all isovortical flows that have the same circulations around every boundary component. Here a family of instantaneous flows are said to be isovortical if their vorticities are rearrangements of some fixed function. Such a characterization is very much in the spirit of the method of Arnold [2-4]. See also [12, 13, 15].

To prove the variational characterization, we first show that the nonnegative condition (1.29) actually implies certain weak positive definiteness (Proposition 4.5). This is achieved by contradiction in combination with a weak convergence argument. With weak positive definiteness, we can use the energy-Casimir method proposed by Arnold [2, 4], and the supporting functional method introduced by Wolansky and Ghil [37, 38], to prove the desired variational characterization.

Note that in the case of a simply-connected domain, a similar result to Theorem 4.1 has been obtained by the first author in [35]. Compared with [35], the presence of inner boundaries in this paper causes some essential difficulties, and new groundwork needs to be laid. A noteworthy difference appears in the proof of weak positive definiteness. Therein, a necessary step is to show that the condition (1.29) is “closed” under weak convergence in $H^1(D)$. This can not be proved by standard density argument since $\mathcal{Y}$ is not closed in $H^1(D)$. Note that this problem does not appear in [35], since $\mathcal{Y}$ becomes $H^1_0(D)$ without inner boundary components. To overcome this difficulty, we employ an indirect approach;
more precisely, we prove by studying a constrained variational problem in $X$ that

$$\inf_{u \in X, \|u\|_{L^2(D)} = 1} \int_D |\nabla u|^2 - g'(\bar{\psi})u^2\,dx = \inf_{u \in \mathcal{Y}, \|u\|_{L^2(D)} = 1} \int_D |\nabla u|^2 - g'(\bar{\psi})u^2\,dx. \quad (1.31)$$

See Proposition 3.1(iii). Based on this fact, (1.29) implies that

$$\int_D |\nabla u|^2 - g'(\bar{\psi})u^2\,dx \geq 0, \quad \forall u \in X. \quad (1.32)$$

Therefore the condition (1.29) is indeed “closed” under weak convergence in $H^1(D)$ since $X$ is closed in $H^1(D)$.

Regarding the variational characterization in Section 4, we prove a compactness result in Section 5 based on the positive definiteness of the operator $P$ and two properties of rearrangements (Lemma 2.3 and Lemma 2.4). Then nonlinear stability is proved in Section 6 by a standard contradiction argument in combination of the energy and vorticity conservation of the 2D Euler equations. Sections 5 and 6 are mostly inspired by Burton [12].

Except for the Lyapunov direct method, another very effective approach to study the stability/instability of 2D steady Euler flows is the linearized method. We refer the interested reader to [7, 21–24, 26–28, 33] and the references therein.

The rest of paper is organized as follows. In Section 2, we give some preliminary materials. In Section 3, we study several constrained variational problems in $X$ and $\mathcal{Y}$, which are used frequently in this paper. Sections 4-6 are devoted to the proof of Theorem 1.5.

2. Preliminaries

We first list some properties of increasing functions defined on the real line, which will be used in Section 4.

**Lemma 2.1** ([35], Lemma 2.4). Let $g \in C^1(\mathbb{R})$ be increasing (i.e., $g(s_1) \leq g(s_2)$ whenever $s_1 \leq s_2$). Then for any $-\infty < a < b < +\infty$, there exists $\tilde{g} \in C^1(\mathbb{R})$ such that

(i) $\tilde{g}(s) = g(s)$ for any $s \in [a, b]$;

(ii) $\tilde{g}$ is strictly increasing in $(-\infty, a]$ and $[b, +\infty)$;

(iii) there exist positive constants $c_1, c_2$ such that

$$\lim_{s \to +\infty} \frac{\tilde{g}(s)}{s} = c_1, \quad \lim_{s \to -\infty} \frac{\tilde{g}(s)}{s} = c_2. \quad (2.1)$$

**Lemma 2.2** ([35], Lemma 2.3). Let $g \in C^1(\mathbb{R})$ be increasing. Suppose there exist positive constants $c_1, c_2$ such that

$$\lim_{s \to +\infty} \frac{g(s)}{s} = c_1, \quad \lim_{s \to -\infty} \frac{g(s)}{s} = c_2. \quad (2.2)$$

Denote $G(s) = \int_0^s g(\tau)d\tau$. Define the Legendre transform $\hat{G} : \mathbb{R} \to (-\infty, +\infty]$ of $G$ as follows

$$\hat{G}(s) = \sup_{\tau \in \mathbb{R}} (\tau s - G(\tau)). \quad (2.2)$$
Then the following two assertions hold:

(i) For any \( s, \tau \in \mathbb{R} \), it holds that

\[
\hat{G}(s) + G(\tau) \geq s\tau,
\]

and the equality holds if and only if \( g(\tau) = s \).

(ii) Define

\[
f(s) = \inf \{ \tau \mid g(\tau) = s \}.
\]

Then \( f \) is a strictly increasing real-valued function on \( \mathbb{R} \), and

\[
\hat{G}'(s) = \int_0^s f(\tau)d\tau + \hat{G}(0), \quad \forall s \in \mathbb{R}.
\]

As a consequence, \( \hat{G} \) is locally Lipschitz continuous on \( \mathbb{R} \) and \( \hat{G}'(s) = f(s) \) a.e. \( s \in \mathbb{R} \).

We recall two results from Burton’s paper [10] concerning the set of rearrangements of a fixed function. Recall the definition (1.7).

**Lemma 2.3** ([10], Theorem 6). Let \( 1 < p < +\infty \) be fixed, and \( \mathcal{R}_w \) be set of rearrangements of some \( w \in L^p(D) \) on \( D \). Let \( \overline{\mathcal{R}}_w \) be the weak closure of \( \mathcal{R}_w \) in \( L^p(D) \). Then \( \overline{\mathcal{R}}_w \) is convex, i.e., \( \theta v_1 + (1 - \theta)v_2 \in \overline{\mathcal{R}}_w \) whenever \( v_1, v_2 \in \mathcal{R}_w \) and \( \theta \in [0, 1] \).

**Lemma 2.4** ([10], Theorem 4). Let \( 1 < p < +\infty \) be fixed. Denote by \( p^* \) the Hölder conjugate of \( p \), i.e., \( p^* = p/(p - 1) \). Let \( \mathcal{R}_{v_0}, \mathcal{R}_{w_0} \) be sets of rearrangements of some \( v_0 \in L^p(D) \) and some \( w_0 \in L^q(D) \) on \( D \), respectively. Then for any \( \tilde{w} \in \mathcal{R}_{w_0} \), there exists \( \tilde{v} \in \mathcal{R}_{v_0} \), such that

\[
\int_D \tilde{v} \tilde{w} dx \geq \int_D v \tilde{w} dx, \quad \forall v \in \mathcal{R}_{v_0}, \ w \in \mathcal{R}_{w_0}.
\]

Lemmas 2.3 and 2.4 will be used in Section 5.

For an ideal fluid of unit density in \( D \), the kinetic energy in terms of the velocity \( v \) is

\[
\frac{1}{2} \int_D |v|^2 dx.
\]

In the following proposition, we show that the kinetic energy can be expressed in terms of the vorticity and the circulation vector.

**Proposition 2.5.** Let \( D \subset \mathbb{R}^2 \) be a multiply-connected domain of the form (1.4). Consider an Euler flow with velocity \( v \). Let \( \omega \) be the corresponding vorticity, and \( a \) be the corresponding circulation vector, i.e., \( a = (a_1, \cdots, a_N) \) with \( a_i \) given by

\[
a_i = \int_{\Gamma_i} v \cdot d\mathbf{r}, \quad i = 1, \cdots, N.
\]

Then the kinetic energy of the fluid can be expressed in terms of \( \omega \) and \( a \) as follows:

\[
E(\omega, a) = \frac{1}{2} \int_D \omega \mathcal{P} \omega dx + \int_D h_\omega \omega dx + \frac{1}{2} \sum_{i,j=1}^N q_{ij} a_i a_j.
\]  

(2.3)
where $\mathcal{P}$ and $h_a$ are given in (1.17).

**Proof.** By Proposition C.1, we have

$$
\mathbf{v} = \nabla (\mathcal{P} \omega + h_a).
$$

Therefore the kinetic energy can be written as

$$
\frac{1}{2} \int_D |\mathbf{v}|^2 \, dx = \frac{1}{2} \int_D |\nabla (\mathcal{P} \omega + h_a)|^2 \, dx. \tag{2.4}
$$

We perform the following computation

$$
\frac{1}{2} \int_D |\nabla (\mathcal{P} \omega + h_a)|^2 \, dx \\
= \frac{1}{2} \int_D |\nabla \mathcal{P} \omega |^2 \, dx + \int_D \nabla \mathcal{P} \omega \cdot \nabla h_a \, dx + \frac{1}{2} \int_D |\nabla h_a |^2 \, dx \\
= \frac{1}{2} \int_D \mathcal{P} \omega dx + \sum_{i,j=1}^N \left( q_{ij} a_i \int_D \nabla \mathcal{P} \omega \cdot \nabla \zeta_j \, dx \right) + \frac{1}{2} \int_D |\nabla h_a |^2 \, dx \\
= \frac{1}{2} \int_D \mathcal{P} \omega dx + \sum_{i,j=1}^N \left( q_{ij} a_i \int_D \omega \zeta_j \, dx \right) + \frac{1}{2} \sum_{i,j,k,l=1}^N \left( q_{ij} q_{kl} a_i a_k \int_D \nabla \zeta_j \cdot \nabla \zeta_l \, dx \right) \\
= \frac{1}{2} \int_D \mathcal{P} \omega dx + \int_D h_a \omega dx + \frac{1}{2} \sum_{i,j,k,l=1}^N p_{jl} q_{ij} a_i a_k \\
= \frac{1}{2} \int_D \mathcal{P} \omega dx + \int_D h_a \omega dx + \frac{1}{2} \sum_{i,j=1}^N q_{ij} a_i a_j.
$$

Hence the proof is finished. \(\square\)

Note that $E$, given by (2.3), is well-defined in $L^p(D) \times \mathbb{R}^N$ for any $1 < p < +\infty$. The following two lemmas concerning the weak continuity and local Lipschitz continuity of $E$ will be used in Sections 5 and 6.

**Lemma 2.6.** Let $1 < p < +\infty$ be fixed. If $w_n \rightharpoonup w$ in $L^p(D)$ and $a_n \to a$ in $\mathbb{R}^N$, then

$$
\lim_{n \to +\infty} E(w_n, a_n) = E(w, a).
$$

Here and henceforth, “$\rightharpoonup$” means weak convergence.

**Proof.** Denote $a_n = (a_{n,1}, \ldots, a_{n,N})$ and $a = (a_1, \ldots, a_N)$. Recall the definition (2.3), we have that

$$
E(w_n, a_n) = \frac{1}{2} \int_D w_n \mathcal{P} w_n \, dx + \int_D h_{a_n} w_n \, dx + \frac{1}{2} \sum_{i,j=1}^N q_{ij} a_{n,i} a_{n,j}. \tag{2.5}
$$
Since $\mathcal{P}$ is bounded from $L^p(D)$ to $W^{2,p}(D)$ (see Lemma B.1(i)), we see $\mathcal{P}w_n \to \mathcal{P}w$ in $W^{2,p}(D)$ as $n \to +\infty$. By the fact that $W^{2,p}(D)$ is compactly embedded in $C(\bar{D})$, we have that $\mathcal{P}w_n \to \mathcal{P}w$ in $C(\bar{D})$ as $n \to +\infty$. Therefore as $n \to +\infty$

$$
\int_D w_n \mathcal{P}w_n \, dx \to \int_D w \mathcal{P}w \, dx. \quad (2.6)
$$

On the other hand, it is clear that $h_{a_n} \to h_a$ in $C(\bar{D})$ as $n \to +\infty$, which implies

$$
\lim_{n \to +\infty} \int_D h_{a_n} w_n \, dx = \int_D h_a w \, dx. \quad (2.7)
$$

For the third term, it is obvious that

$$
\lim_{n \to +\infty} \sum_{i,j=1}^N q_{ij} a_{n,i} a_{n,j} = \sum_{i,j=1}^N q_{ij} a_i a_j. \quad (2.8)
$$

The assertion follows from (2.6)-(2.8) immediately. $\Box$

**Lemma 2.7.** Let $1 < p < +\infty$ be fixed. Let $K$ be a bounded set of $L^p(D)$, and $I$ be a bounded set of $\mathbb{R}^N$. Then there exists some positive number $C$, depending only on $K, I, p$ and $D$, such that

$$
|E(v, a) - E(w, b)| \leq C(\|v - w\|_{L^p(D)} + |a - b|), \quad \forall v, w \in K, a, b \in I. \quad (2.9)
$$

**Proof.** Still denote by $p^*$ the Hölder conjugate of $p$. By the fact that $\mathcal{P}$ is bounded from $L^p(D)$ to $W^{2,p}(D)$, and the fact that $W^{2,p}(D)$ is embedded in $L^{p^*}(D)$, we deduce that there exists some $C_0 > 0$, depending only on $p$ and $D$, such that

$$
\|\mathcal{P}v\|_{L^{p^*}(D)} \leq C_0 \|v\|_{L^p(D)}, \quad \forall v \in L^p(D). \quad (2.10)
$$

Recalling the definition (2.3), for any $v, w \in K$ and $a, b \in I$, we estimate $|E(v, a) - E(w, b)|$ as follows:

$$
|E(v, a) - E(w, b)|
$$

$$
= \left| \frac{1}{2} \int_D v \mathcal{P}v w \, dx + \int_D h_a v - h_b w \, dx + \frac{1}{2} \sum_{i,j=1}^N q_{ij} (a_i - b_i)(a_j - b_j) \right|
$$

$$
= \left| \frac{1}{2} \int_D (v - w) \mathcal{P}v + (\mathcal{P}v - \mathcal{P}w) \, dx + \int_D (h_a - h_b)v + h_b(v - w) \, dx
$$

$$
+ \sum_{i,j=1}^N q_{ij} (a_i - b_i)(a_j - b_j) \right|
$$

$$
\leq \frac{1}{2} \|v - w\|_{L^p(D)} \|\mathcal{P}v\|_{L^{p^*}(D)} + \frac{1}{2} \|\mathcal{P}v - \mathcal{P}w\|_{L^{p^*}(D)} \|w\|_{L^p(D)} + \|h_a - h_b\|_{L^{p^*}(D)} \|v\|_{L^p(D)}
$$

$$
+ \|h_b\|_{L^{p^*}(D)} \|v - w\|_{L^p(D)} + \sum_{i,j=1}^N |q_{ij}| a_i + b_i |a_j - b_j|
$$

$$
= C_0 \left[ \|v - w\|_{L^p(D)} + \|h_a - h_b\|_{L^{p^*}(D)} \|v\|_{L^p(D)} + \sum_{i,j=1}^N |q_{ij}| a_i + b_i |a_j - b_j| \right] \quad (2.11)
$$
Here $A$ Proof. We first prove (2.12). By Proposition C.1 in Appendix C, then the claimed estimate (2.9) follows from the following obvious facts:

$$\|v\|_{L^p(D)} \leq C_1 \quad \forall v \in K, \quad \sum_{i,j=1}^{N} \|q_{ij} (a_i - b_i) \zeta_j\|_{L^{p^*}(D)} \leq C_2 |a - b| \quad \forall a, b \in I.$$ 

$$\sum_{i,j=1}^{N} \|q_{ij} b_i \zeta_j\|_{L^{p^*}(D)} \leq C_3 \quad \forall b \in I, \quad \sum_{i,j=1}^{N} q_{ij} |a_i + b_i| \leq C_4 \quad \forall a, b \in I.$$ 

where $C_1, C_2, C_3, C_4$ are positive constants depending only on $K, I, p$ and $D$. □

We have shown in Section 1 that the motion of a fluid can be fully described by the velocity field, or the stream function, or the vorticity together with the circulation vector. The following lemma shows that these three descriptions correspond to three equivalent norms when characterizing nonlinear stability.

**Lemma 2.8.** Let $D \subset \mathbb{R}^2$ be a bounded multiply-connected smooth domain with the form (1.4). Let $\psi \in C^2(D)$ satisfy

$$\begin{cases}
-\Delta \psi = \omega, & x \in D, \\
\psi = 0, & x \in \Gamma_0, \\
\psi \text{ is constant on } \Gamma_i, & i = 1, \ldots, N, \\
\int_{\Gamma_i} \nabla \psi \cdot d\mathbf{n} = -a_i, & i = 1, \ldots, N,
\end{cases}$$

where $\omega \in C(D), a_1, \ldots, a_N \in \mathbb{R}$. Let $\mathbf{v} = \nabla^\perp \psi$. Then for any $1 < p < +\infty$, it holds that

$$\|\psi\|_{W^{2,p}(D)} \lesssim \|\omega\|_{L^p(D)} + \sum_{i=1}^{N} |a_i| \lesssim \|\psi\|_{W^{2,p}(D)},$$

$$\|\psi\|_{W^{2,p}(D)} \lesssim \|\mathbf{v}\|_{W^{1,p}(D)} \lesssim \|\psi\|_{W^{2,p}(D)}.$$ 

Here $A \lesssim B$ means $A \leq CB$ for some positive constant $C$ depending only on $p$ and $D$.

**Proof.** We first prove (2.12). By Proposition C.1 in Appendix C, $\psi$ can be expressed in terms of $\omega$ and $\mathbf{a}$ as follows

$$\psi = \mathcal{G}\omega + \sum_{i,j=1}^{N} q_{ij} \int_{D} \zeta_i \omega dx \zeta_j - \sum_{i,j=1}^{N} q_{ij} a_i \zeta_j.$$
Denote by $p^* = p/(p-1)$ the Hölder conjugate of $p$. Applying the Hölder’s inequality and standard elliptic estimates, we have that

$$
\|\psi\|_{W^{2,p}(D)} \leq \|G\omega\|_{W^{2,p}(D)} + \sum_{i,j=1}^{N} |q_{ij}| \|\zeta_i\|_{L^{p^*}(D)} \|\zeta_j\|_{W^{2,p}(D)} + \sum_{i,j=1}^{N} |q_{ij}a_i \zeta_j| \|\omega\|_{L^{p}(D)} \|\zeta_i\|_{L^{p^*}(D)} \|\zeta_j\|_{W^{2,p}(D)}
$$

$$
\lesssim \|\omega\|_{L^{p}(D)} + \left( \sum_{i,j=1}^{N} |q_{ij}| \|\zeta_i\|_{L^{p^*}(D)} \|\zeta_j\|_{W^{2,p}(D)} \right) \|\omega\|_{L^{p}(D)} + \sum_{i,j=1}^{N} |q_{ij} \zeta_j| \|\omega\|_{L^{p}(D)} |a_i|
$$

$$
\lesssim \|\omega\|_{L^{p}(D)} + \sum_{i=1}^{N} |a_i|.
$$

On the other hand, applying the Hölder’s inequality and the trace inequality (see [20], p. 274), we have that

$$
\|\omega\|_{L^{p}(D)} + \sum_{i=1}^{N} |a_i| = \|\Delta \psi\|_{L^{p}(D)} + \sum_{i=1}^{N} \left| \int_{\Gamma_i} \nabla \psi \cdot d\mathbf{n} \right|
$$

$$
\lesssim \|\psi\|_{W^{2,p}(D)} + \|\nabla \psi\|_{L^{p}(D)} + \sum_{i=1}^{N} \|q_{ij} \zeta_j\|_{W^{2,p}(D)} |a_i|
$$

$$
\lesssim \|\psi\|_{W^{2,p}(D)}.
$$

Note that the trace inequality was used in the last inequality of (2.14). Hence (2.12) has been proved.

We next prove (2.13). The second inequality is obvious. To prove the first inequality, notice that

$$
\|\omega\|_{L^{p}(D)} \lesssim \|\mathbf{v}\|_{W^{1,p}(D)},
$$

$$
|a_i| = \left| \int_{\Gamma_i} \nabla \psi \cdot d\mathbf{n} \right| = \left| \int_{\Gamma_i} \mathbf{v} \cdot d\mathbf{r} \right| \lesssim \|\mathbf{v}\|_{L^{p}(\partial D)} \lesssim \|\mathbf{v}\|_{W^{1,p}(D)},
$$

which in combination with the first inequality in (2.12) yields

$$
\|\psi\|_{W^{2,p}(D)} \lesssim \|\mathbf{v}\|_{W^{1,p}(D)}.
$$

Hence (2.13) is proved.

The following strong maximum principle for superharmonic functions will be used in the proof of Proposition 4.5.

\textbf{Lemma 2.9 ([25], p. 246).} Suppose $u \in H^2(D)$ (thus $u \in C(\bar{D})$ by the Sobolev embedding theorem) is nonnegative, and satisfies

$$
-\Delta u \geq 0 \quad \text{a.e. in } D.
$$

Then either $u \equiv 0$ in $D$, or else $u > 0$ in $D$. 

3. Constrained variational problems

In this section, we study several constrained variational problems in the function spaces \( X \) and \( Y \) (defined by (1.20), (1.21) in Section 1), which are involved at many places in this paper.

We begin with the following constrained minimization problem in \( X \):

\[
\lambda_c = \inf \left\{ \int_D |\nabla u|^2 + cu^2 \, dx \mid u \in X, \|u\|_{L^2(D)} = 1 \right\}. \tag{3.1}
\]

If \( c \equiv 0 \), we denote the minimum by \( \lambda \), i.e.,

\[
\lambda = \inf \left\{ \int_D |\nabla u|^2 \, dx \mid u \in X, \|u\|_{L^2(D)} = 1 \right\}. \tag{3.2}
\]

**Proposition 3.1.** Given \( c \in L^\infty(D) \), the following assertions hold:

(i) There exists a minimizer for \( (3.1) \).

(ii) If \( \tilde{u} \) is a minimizer of \( (3.1) \), then \( \tilde{u} \in Y \), and

\[
- \Delta \tilde{u} + c\tilde{u} = \lambda_c \tilde{u} \quad \text{a.e. in } D, \tag{3.3}
\]

\[
\int_D \nabla \tilde{u} \cdot \nabla \zeta_i \, dx + \int_D c\tilde{u} \zeta_i \, dx = \lambda_c \int_D \tilde{u} \zeta_i \, dx, \quad i = 1, \ldots, N. \tag{3.4}
\]

(iii) It holds that

\[
\lambda_c = \inf \left\{ \int_D |\nabla u|^2 + cu^2 \, dx \mid u \in Y, \|u\|_{L^2(D)} = 1 \right\} \tag{3.5}
\]

\[
= \inf \left\{ \int_D \phi \mathcal{P} \phi + c(\mathcal{P} \phi)^2 \, dx \mid \phi \in L^2(D), \|\mathcal{P} \phi\|_{L^2(D)} = 1 \right\}. \tag{3.6}
\]

In particular, it holds that

\[
\lambda = \inf \left\{ \int_D |\nabla u|^2 \, dx \mid u \in Y, \|u\|_{L^2(D)} = 1 \right\} \tag{3.7}
\]

\[
= \inf \left\{ \int_D \phi \mathcal{P} \phi \, dx \mid \phi \in L^2(D), \|\mathcal{P} \phi\|_{L^2(D)} = 1 \right\}. \tag{3.8}
\]

(iv) Let \( \tilde{u} \) be a minimizer of \( (3.1) \). Denote \( \tilde{u}^+ = \max\{\tilde{u}, 0\} \), \( \tilde{u}^- = \max\{-\tilde{u}, 0\} \). Then \( \tilde{u}^+, \tilde{u}^- \in Y \), and

\[
- \Delta \tilde{u}^+ + c\tilde{u}^+ = \lambda_c \tilde{u}^+ \quad \text{a.e. in } D, \tag{3.9}
\]

\[
- \Delta \tilde{u}^- + c\tilde{u}^- = \lambda_c \tilde{u}^- \quad \text{a.e. in } D. \tag{3.10}
\]

**Proof.** We first prove (i). For any \( u \in X, \|u\|_{L^2(D)} = 1 \), we have that

\[
-\|c\|_{L^\infty(D)} \leq \int_D |\nabla u|^2 + cu^2 \, dx < +\infty.
\]
Hence \( \lambda_c \in \mathbb{R} \). Choose a sequence \( \{u_n\} \subset X \), \( \|u\|_{L^2(D)} = 1 \) for every \( n \), such that
\[
\int_D |\nabla u_n|^2 + cu_n^2 \, dx \to \lambda_c \quad \text{as } n \to +\infty. \tag{3.11}
\]
Obviously \( \{u_n\} \) is bounded in \( H^1(D) \) and thus, up to a subsequence, it has a weak limit, say \( \tilde{u} \), in \( H^1(D) \). By Proposition B.2(ii), \( \tilde{u} \in X \). In addition, since \( H^1(D) \) is compactly embedded in \( L^2(D) \), we infer that \( \|\tilde{u}\|_{L^2(D)} = 1 \). Hence, by the definition of \( \lambda_c \),
\[
\int_D |\nabla \tilde{u}|^2 + c\tilde{u}^2 \, dx \geq \lambda_c. \tag{3.12}
\]
On the other hand, by weak lower semicontinuity,
\[
\int_D |\nabla \tilde{u}|^2 + c\tilde{u}^2 \, dx \leq \liminf_{n \to +\infty} \int_D |\nabla u_n|^2 + cu_n^2 \, dx = \lambda_c. \tag{3.13}
\]
From (3.12) and (3.13), we see that \( \tilde{u} \) is a maximizer of (3.1).

Next we prove (ii). Let \( \tilde{u} \) be a maximizer of (3.1). For any \( u \in X \), define
\[
u = \tilde{u} + \varepsilon u \quad \text{with } \varepsilon \in \mathbb{R} \text{ small in absolute value (such that } \|\tilde{u} + \varepsilon u\|_{L^2(D)} > 0). \]
Then we have
\[
\frac{d}{d\varepsilon} \left( \int_D |\nabla \nu|^2 + cu^2 \, dx \right) \bigg|_{\varepsilon = 0} = 0. \tag{3.14}
\]
After straightforward computations, we obtain from (3.14) that
\[
\int_D \nabla \tilde{u} \cdot \nabla u + c\tilde{u}u \, dx = \lambda_c \int_D \tilde{u}u \, dx. \tag{3.15}
\]
Write \( u = v + \sum_{i=1}^N \theta_i \zeta_i \), where \( v \in H^1_0(D), \theta_1, \ldots, \theta_N \in \mathbb{R} \). Then (3.15) becomes
\[
\int_D \nabla \tilde{u} \cdot \nabla v + c\tilde{u}v \, dx + \sum_{i=1}^N \left( \theta_i \int_D \nabla \tilde{u} \cdot \nabla \zeta_i + c\tilde{u}\zeta_i \, dx \right)
= \lambda_c \int_D \tilde{u}v \, dx + \lambda_c \sum_{i=1}^N \left( \theta_i \int_D u \zeta_i \, dx \right). \tag{3.16}
\]
Since (3.15) holds for arbitrary \( u \in X \), we see that (3.16) holds for any \( v \in H^1_0(D) \) and \( \theta_1, \ldots, \theta_N \in \mathbb{R} \), which results in
\[
\int_D \nabla \tilde{u} \cdot \nabla v + c\tilde{u}v \, dx = \lambda_c \int_D \tilde{u}v \, dx, \quad \forall v \in H^1_0(D). \tag{3.17}
\]
By standard elliptic regularity theory we have that \( \tilde{u} \in H^2(D) \), and
\[
-\Delta \tilde{u} + c\tilde{u} = \lambda_c \tilde{u} \quad \text{a.e. in } D. \tag{3.19}
\]
To complete the proof of (ii), it suffices to verify
\[ \int_{\Gamma_i} \nabla \tilde{u} \cdot dn = 0, \quad i = 1, \ldots, N. \] (3.20)

In fact, using the Stokes theorem, we have that
\[ \int_{\Gamma_i} \nabla \tilde{u} \cdot dn = \int_{\partial D} \nabla \tilde{u} \cdot d\mathbf{n}. \]

Here we used (3.18) and (3.19).

Next we prove (iii). Since \( Y \subset X \), we have
\[ \lambda_c \leq \inf \left\{ \int_D |\nabla u|^2 + cu^2 dx \mid u \in Y, \|u\|_{L^2(D)} = 1 \right\}. \]

On the other hand, since any maximizer \( \tilde{u} \) of (3.1) belongs to \( Y \) (by item (ii)), we have
\[ \inf \left\{ \int_D |\nabla u|^2 + cu^2 dx \mid u \in Y, \|u\|_{L^2(D)} = 1 \right\} \leq \int_D |\nabla \tilde{u}|^2 + c\tilde{u}^2 dx = \lambda_c. \]

Thus (3.5) is proved. In combination with Proposition B.3(ii)(iii), we get (3.6).

We finally prove (iv). Let \( \tilde{u} \) be a maximizer of (3.1). It is clear that \( \tilde{u}^+, \tilde{u}^- \in X \). Hence, by the definition of \( \lambda_c \),
\[ \int_D |\nabla \tilde{u}^+|^2 + c(\tilde{u}^+)^2 dx \geq \lambda_c \int_D (\tilde{u}^+)^2 dx, \]
\[ \int_D |\nabla \tilde{u}^-|^2 + c(\tilde{u}^-)^2 dx \geq \lambda_c \int_D (\tilde{u}^-)^2 dx. \]

On the other hand, we have that
\[ \lambda_c = \int_D |\nabla \tilde{u}|^2 + c\tilde{u}^2 dx = \int_D |\nabla \tilde{u}^+|^2 + c(\tilde{u}^+)^2 dx + \int_D |\nabla \tilde{u}^-|^2 + c(\tilde{u}^-)^2 dx, \]
\[ 1 = \int_D \tilde{u}^2 dx = \int_D (\tilde{u}^+)^2 dx + \int_D (\tilde{u}^-)^2 dx. \]

Combining (3.21)-(3.24), we deduce that
\[ \int_D |\nabla \tilde{u}^+|^2 + c(\tilde{u}^+)^2 dx = \lambda_c \int_D (\tilde{u}^+)^2 dx, \]
\[ \int_D |\nabla \tilde{u}^-|^2 + c(\tilde{u}^-)^2 dx = \lambda_c \int_D (\tilde{u}^-)^2 dx. \]

To verify (3.9), we assume, without loss of generality, that \( \tilde{u}^+ \neq 0 \). Then (3.25) implies that \( \tilde{u}^+ / \|\tilde{u}^+\|_{L^2(D)} \) is a maximizer of (3.1). Hence, by (ii), \( \tilde{u}^+ \in Y \) and satisfies
\[ -\Delta \tilde{u}^+ + c\tilde{u}^+ = \lambda_c \tilde{u}^+ \text{ a.e. in } D. \]

The proof of (3.10) is similar. □
As a consequence of Proposition 3.1(iii), we have the following obvious corollary, which will be used in the proof of Proposition 4.5.

**Corollary 3.2.** Let $c \in L^\infty(D)$. If

$$\int_D |\nabla u|^2 + cu^2 \, dx \geq 0, \quad \forall u \in \mathcal{Y}, \quad (3.27)$$

then

$$\int_D |\nabla u|^2 + cu^2 \, dx \geq 0, \quad \forall u \in \mathcal{X}. \quad (3.28)$$

We are also interested in the following maximization problem:

$$\Lambda = \sup \left\{ \int_D \phi \mathcal{P} \phi \, dx \mid \phi \in L^2(D), \|\phi\|_{L^2(D)} = 1 \right\}. \quad (3.29)$$

It is easy to see that $\Lambda$ is a positive number. In addition, by Proposition B.3 we have

$$\Lambda = \sup \left\{ \int_D |\nabla u|^2 \, dx \mid u \in \mathcal{Y}, \|\Delta u\|_{L^2(D)} = 1 \right\}. \quad (3.30)$$

**Proposition 3.3.** There exists a maximizer for (3.29). Moreover, any maximizer $\tilde{\phi}$ of (3.29) satisfies

$$\mathcal{P} \tilde{\phi} = \Lambda \tilde{\phi}. \quad (3.31)$$

**Proof.** Choose a sequence $\{\phi_n\} \subset L^2(D), \|\phi_n\|_{L^2(D)} = 1$ for every $n$, such that

$$\int_D \phi_n \mathcal{P} \phi_n \, dx \to \Lambda \quad \text{as} \quad n \to +\infty. \quad (3.32)$$

We assume, up to a subsequence, that $\phi_n$ converges weakly to $\tilde{\phi}$ in $L^2(D)$. By weak lower semicontinuity, we have $\|\tilde{\phi}\|_{L^2(D)} \leq 1$. Besides, by Proposition B.1(i) we have that $\mathcal{P} \phi_n \to \mathcal{P} \tilde{\phi}$ in $L^2(D)$. Therefore

$$\int_D \tilde{\phi} \mathcal{P} \tilde{\phi} \, dx = \lim_{n \to +\infty} \int_D \phi_n \mathcal{P} \phi_n \, dx = \Lambda. \quad (3.33)$$

In order to show that $\tilde{\phi}$ is a maximizer, it is enough to prove that $\|\tilde{\phi}\|_{L^2(D)} = 1$. Suppose by contradiction that $\|\tilde{\phi}\|_{L^2(D)} < 1$. Since $\tilde{\phi} \neq 0$ (due to (3.32)), we can compute

$$\int_D \left( \frac{\tilde{\phi}}{\|\tilde{\phi}\|_{L^2(D)}} \right) \mathcal{P} \left( \frac{\tilde{\phi}}{\|\tilde{\phi}\|_{L^2(D)}} \right) = \frac{\Lambda}{\|\tilde{\phi}\|_{L^2(D)}^2} > \Lambda,$$

a contradiction to the definition of $\Lambda$. Hence the existence of a maximizer is proved.

Below we show that any maximizer $\tilde{\phi}$ satisfies (3.31). For any $\phi \in L^2(D)$, define

$$\phi_\varepsilon = \frac{\tilde{\phi} + \varepsilon \phi}{\|\tilde{\phi} + \varepsilon \phi\|_{L^2(D)}},$$
where $\varepsilon \in \mathbb{R}$ is small in absolute value such that $\|\tilde{\phi} + \varepsilon \phi\|_{L^2(D)} > 0$. Then
\begin{equation}
\frac{d}{d\varepsilon} \left( \int_D \phi \varepsilon P\phi \varepsilon dx \right) \bigg|_{\varepsilon=0} = 0, \tag{3.33}
\end{equation}
which implies after some simple computations that
\begin{equation}
\int_D \phi P\phi dx = \Lambda \int_D \phi\tilde{\phi} dx. \tag{3.34}
\end{equation}
Since (3.34) holds for any $\phi \in L^2(D)$, (3.31) is proved. \qed

The following proposition reveals the relations between the two variational problems (3.2) and (3.29).

**Proposition 3.4.** The two variational problems (3.2) and (3.29) are equivalent, in the sense that:

(i) $\lambda \Lambda = 1$;

(ii) if $\tilde{\phi}$ is a maximizer of (3.29), then $\Lambda^{-1}(P\tilde{\phi})$ is a minimizer of (3.2);

(iii) if $\tilde{u}$ is a maximizer of (3.2), then $\lambda^{-1}(\Delta \tilde{u})$ is a minimizer of (3.29).

**Proof.** Let $\tilde{\phi}$ be a maximizer for (3.29). Then $\tilde{\phi}$ satisfies
\begin{equation}
\|\tilde{\phi}\|_{L^2(D)} = 1, \quad \int_D \tilde{\phi} P\tilde{\phi} dx = \Lambda. \tag{3.31}
\end{equation}
By (3.31), we have that
\begin{equation}
\|P\tilde{\phi}\|_{L^2(D)} = \Lambda \|\tilde{\phi}\|_{L^2(D)} = \Lambda.
\end{equation}
Taking into account (3.6) (taking $c \equiv 0$ therein),
\begin{equation}
\lambda \leq \int_D \left( \frac{\tilde{\phi}}{\|P\tilde{\phi}\|_{L^2(D)}} \right) P \left( \frac{\tilde{\phi}}{\|P\tilde{\phi}\|_{L^2(D)}} \right) dx = \frac{1}{\Lambda}. \tag{3.35}
\end{equation}
Thus $\lambda \Lambda \leq 1$.

Now we prove the converse inequality. Let $\tilde{u}$ be a minimizer of (3.2). Then $\tilde{u}$ satisfies
\begin{equation}
\tilde{u} \in \mathcal{Y}, \quad \|\tilde{u}\|_{L^2(D)} = 1, \quad \int_D |\nabla \tilde{u}|^2 dx = \lambda.
\end{equation}
By Proposition 3.1(ii) (taking $c \equiv 0$ therein),
\begin{equation}
\|\Delta \tilde{u}\|_{L^2(D)} = \lambda \|\tilde{u}\|_{L^2(D)} = \lambda.
\end{equation}
Recalling (3.30), we have that
\begin{equation}
\Lambda \geq \int_D \left( \|\Delta \tilde{u}\|_{L^2(D)} \right)^2 dx = \frac{1}{\lambda}. \tag{3.36}
\end{equation}
which yields $\lambda \Lambda \geq 1$. Hence (i) is proved.

Since $\lambda \Lambda = 1$, we see that (3.35) and (3.36) are in fact equalities, from which we conclude (ii) and (iii) immediately. \qed
Remark 3.5. It is not hard to verify that \( \lambda \) is strictly less than the first eigenvalue of \( -\Delta \) with zero boundary condition in \( H_0^1(D) \), and any maximizer of (3.2) cannot belong to \( H_0^1(D) \). We omit the proof here since they are not directly related to this paper.

4. Variational characterization

As the first step towards proving Theorem 1.5, we give a variational characterization for the steady flow in Theorem 1.5 in terms of conserved quantities of the two-dimensional Euler equations. More specifically, we will show that the vorticity of the steady flow under consideration is an isolated local maximizer of the kinetic energy relative to its rearrangement class.

Throughout this section, let \( 1 < p < +\infty \) be fixed. Let \( \bar{\psi} \) be as in Theorem 1.5. Let \( a = (a_1, \cdots, a_N) \) be the circulation vector of the steady flow determined by \( \bar{\psi} \), i.e.,

\[
a_i = -\int_{\Gamma_i} \nabla \bar{\psi} \cdot dn, \quad i = 1, \cdots, N.
\]

Let \( \bar{\omega} = -\Delta \bar{\psi} \) be the corresponding vorticity. By Proposition C.1, we have \( \bar{\psi} = \mathcal{P} \bar{\omega} + h_a \). Hence \( \bar{\omega} \) satisfies

\[
\bar{\omega} = g(\mathcal{P} \bar{\omega} + h_a).
\]

(4.1)

Our main result in this section can be stated as follows.

**Theorem 4.1.** \( \bar{\omega} \) is an isolated local maximizer of \( E(\cdot, a) \) relative to \( \mathcal{R}_{\bar{\omega}} \), i.e., there exists some \( r_0 > 0 \) such that

\[
E(w, a) < E(\bar{\omega}, a), \quad \forall w \in \mathcal{R}_{\bar{\omega}}, \quad 0 < \|w - \bar{\omega}\|_{L^p(D)} < r_0.
\]

(4.2)

The proof of Theorem 4.1 is based on the energy-Casimir (EC) method and the supporting functional method.

4.1. **EC method and supporting functional method.** Before proving Theorem 4.1 we briefly review the energy-Casimir method by Arnold in the 1960s, and its further development, the supporting functional method, by Wolansky and Ghil in the 1990s, in the study of nonlinear stability of two-dimensional steady Euler flows.

To explain these two methods, we use them to prove the following special case of Theorem 4.1 as an example.

**Theorem 4.2** (A special case of Theorem 4.1). In the setting of Theorem 1.5 if (1.29) is replaced by the following stronger condition:

\[
\int_D |\nabla u|^2 - g'(\bar{\psi})u^2 dx \geq \delta_0 \int_D u^2 dx, \quad \forall u \in \mathcal{Y}
\]

(4.3)

for some \( \delta_0 > 0 \). Then \( \bar{\omega} \) is an isolated local maximizer of \( E(\cdot, a) \) relative to \( \mathcal{R}_{\bar{\omega}} \).

**Remark 4.3.** By Lemma B.3(ii)(iii), the condition (4.3) can also be written as

\[
\int_D \phi \mathcal{P} \phi dx - \int_D g'(\bar{\psi})(\mathcal{P} \phi)^2 dx \geq \delta_0 \int_D (\mathcal{P} \phi)^2 dx, \quad \forall \phi \in L^2(D).
\]

(4.4)
The strategy of proving Theorem 4.2 is as follows. First we define a functional $E_C$, which is equal to $E(\cdot, a)$ plus some constant on $\mathcal{R}_\omega$. Thus the problem can be reduced to proving that $\bar{\omega}$ is an isolated local maximizer of $E_C$ relative to $\mathcal{R}_\omega$. Then we construct a supporting functional $D$, which is above $E_C$, but touches $E_C$ at $\bar{\omega}$. Finally we show that $\bar{\omega}$ is an isolated local maximizer of $D$ under the condition (4.3).

In order to define $E_C$ and the supporting functional, we need some preparations. Denote
$$\bar{m} = \min_D \bar{\psi}, \quad \bar{M} = \max_D \bar{\psi}. \tag{4.5}$$

Since any change of $g$ outside the interval $[\bar{m}, \bar{M}]$ makes no difference to the validity of Theorem 4.2, we can redefine $g$ outside $[\bar{m}, \bar{M}]$ such that
$g \in C^1(\mathbb{R}),$ \quad \text{g is increasing}, \quad \lim_{s \to -\infty} \frac{g(s)}{s} = c_1, \quad \lim_{s \to -\infty} \frac{g(s)}{s} = c_2 \text{ for some positive constants } c_1, c_2. \tag{4.8}$

This is doable by Lemma 2.1. Denote
$$G(s) = \int_0^s g(\tau)d\tau, \quad s \in \mathbb{R}.$$ Let $\hat{G}$ be the Legendre transform of $G$. By Lemma 2.2(ii), $\hat{G}$ is local Lipschitz continuous on $\mathbb{R}$. Define the energy-Casimir functional
$$EC(w) = E(w, a) - \int_D \hat{G}(w)dx, \quad w \in \mathcal{R}_\omega. \tag{4.9}$$

Note that $a$ is fixed through this section, so we can avoid the longer notation $E_C(w, a)$. In the definition of $EC$, the first term is the kinetic energy of the fluid, and the second term is called the Casimir functional.

Define
$$D(w) = -\frac{1}{2} \int_D wPwdx + \int_D G(\mathcal{P}w + h_a) + \frac{1}{2} \sum_{i,j=1}^N q_{ij}a_i a_j. \tag{4.10}$$

**Lemma 4.4.** $D$ is a supporting functional of $EC$ at $\bar{\omega}$, i.e.,

(i) $D(w) \geq EC(w)$ for any $w \in \mathcal{R}_\omega$;

(ii) $D(\bar{\omega}) = EC(\bar{\omega})$.

**Proof.** Recalling the definition of $E(w, a)$ (see (2.3)), we have

$$EC(w) = \frac{1}{2} \int_D wPwdx + \int_D h_a wdx + \frac{1}{2} \sum_{i,j=1}^N q_{ij}a_i a_j - \int_D \hat{G}(w)dx,$$
By Lemma \ref{lem:2.2}(i), we have that
\[ EC(w) = -\frac{1}{2} \int_D w \mathcal{P} w dx + \int_D (\mathcal{P} w + h_a)w - \hat{G}(w) dx + \frac{1}{2} \sum_{i,j=1}^N q_{ij} a_i a_j \]
\[ \leq -\frac{1}{2} \int_D w \mathcal{P} w dx + \int_D G(\mathcal{P} w + h_a) dx + \frac{1}{2} \sum_{i,j=1}^N q_{ij} a_i a_j \]
\[ = \mathcal{D}(w). \tag{4.11} \]

To prove (ii), notice that
\[ \hat{G}(\bar{\omega}) + G(\mathcal{P} \bar{\omega} + h_a) = \bar{\omega}(\mathcal{P} \bar{\omega} + h_a). \tag{4.12} \]
Here we used Lemma \ref{lem:2.2}(i) and the fact that \( \bar{\omega} = g(\mathcal{P} \bar{\omega} + h_a) \). Therefore the inequality in (4.11) is in fact an equality if we take \( w = \bar{\omega} \).

**Proof of Theorem 4.2.** Since the Casimir functional is constant on \( \mathcal{R}_\omega \), we only need to show that \( \bar{\omega} \) is an isolated local maximizer of \( EC \) relative to \( \mathcal{R}_\omega \). By Lemma 4.3, this can be reduced to proving that \( \bar{\omega} \) is an isolated local maximizer of \( \mathcal{D} \) relative to \( \mathcal{R}_\omega \).

Suppose by contradiction that \( \bar{\omega} \) is not an isolated local maximizer of \( \mathcal{D} \) on \( \mathcal{R}_\omega \). Then there exists a sequence \( \{w_n\} \subset \mathcal{R}_\omega \) such that \( w_n \neq \bar{\omega} \) for every \( n \), \( w_n \) converges to \( \bar{\omega} \) in \( L^p(D) \) as \( n \to +\infty \), and \( \mathcal{D}(w_n) \geq \mathcal{D}(\bar{\omega}) \) for every \( n \). For simplicity, denote \( \phi_n = w_n - \bar{\omega} \). Then the sequence \( \{\phi_n\} \) satisfies
\[ \phi_n \neq 0, \quad \forall n, \tag{4.13} \]
\[ \lim_{n \to +\infty} \|\phi_n\|_{L^p(D)} = 0, \tag{4.14} \]
\[ \mathcal{D}(\omega + \phi_n) \geq \mathcal{D}(\omega), \quad \forall n. \tag{4.15} \]

By (4.15), we have that
\[ -\frac{1}{2} \int_D (\bar{\omega} + \phi_n) \mathcal{P} (\bar{\omega} + \phi_n) dx + \int_D G(\mathcal{P} \bar{\omega} + \mathcal{P} \phi_n + h_a) dx \]
\[ \geq -\frac{1}{2} \int_D \bar{\omega} \mathcal{P} \bar{\omega} dx + \int_D G(\mathcal{P} \bar{\omega} + h_a) dx, \quad \forall n. \tag{4.16} \]

Simplifying (4.16) gives
\[ \int_D \bar{\omega} \mathcal{P} \phi_n dx + \frac{1}{2} \int_D \phi_n \mathcal{P} \phi_n dx \leq \int_D G(\mathcal{P} \bar{\omega} + \mathcal{P} \phi_n + h_a) - G(\mathcal{P} \bar{\omega} + h_a) dx, \quad \forall n. \tag{4.17} \]

Here we used the symmetry of \( \mathcal{P} \) (see Lemma \ref{lem:3.1}(ii)). To proceed, we recall Taylor’s theorem, i.e.,
\[ G(s + s_0) = G(s_0) + g(s_0)s + \frac{1}{2}g'(s_0)s^2 + r(s)s^2, \quad \forall s_0, s \in \mathbb{R}, \tag{4.18} \]
where \( r \in C(\mathbb{R}) \) satisfying \( r(s) \to 0 \) as \( s \to 0 \). By (4.18), and taking into account (4.11), the integrand on the right-hand side of (4.17) can be written as
\[ G(\mathcal{P} \bar{\omega} + \mathcal{P} \phi_n + h_a) - G(\mathcal{P} \bar{\omega} + h_a) = \bar{\omega} \mathcal{P} \phi_n + \frac{1}{2}g'(\bar{\omega})(\mathcal{P} \phi_n)^2 + r(\mathcal{P} \phi_n)(\mathcal{P} \phi_n)^2. \tag{4.19} \]
Inserting (4.19) into (4.17) gives
\[
\frac{1}{2} \int_D \phi_n P \phi_n dx \leq \frac{1}{2} \int_D g'(\bar{\psi})(P \phi_n)^2 dx + \int_D r(P \phi_n)(P \phi_n)^2 dx, \quad \forall n.
\] (4.20)
In combination with (4.4), we obtain
\[
\frac{1}{2} \delta_0 \int_D (P \phi_n)^2 dx \leq \int_D r(P \phi_n)(P \phi_n)^2 dx, \quad \forall n.
\] (4.21)
Below we deduce a contradiction. In view of (4.14), we get
\[
P \phi_n \to 0 \text{ in } C(\bar{D}) \text{ by Lemma B.1(i) and the Sobolev embedding theorem. Since } r \in C(\mathbb{R}), \text{ we further infer that } r(P \phi_n) \to 0 \text{ in } C(\bar{D}). \text{ Therefore (4.21) is impossible since } P \phi_n \neq 0 \text{ for any } n \text{ by (4.13).}
\]

4.2. Proof of variational characterization. In this section, we give the proof of Theorem 4.1. To begin with, observe that if \(\int_D g'(\bar{\psi})dx = 0\), then \(g'(\bar{\psi}) \equiv 0\) in \(D\) (since \(g\) is increasing), which implies that
\[
\nabla \bar{\omega} = \nabla (g(\bar{\psi})) = g'(\bar{\psi}) \nabla \bar{\psi} \equiv 0 \quad \text{in } D.
\]
Hence in this case \(\bar{\omega}\) must be constant in \(D\), and thus the conclusion of Theorem 4.1 is trivial. For this reason, below we assume that
\[
\int_D g'(\bar{\psi})dx > 0.
\] (4.22)
The first step of the proof is show that the nonnegative condition (1.29) actually implies certain weak positive definiteness.

**Proposition 4.5** (Weak positive definiteness). Suppose (4.22) holds. Then there exists some \(\delta_0 > 0\) such that
\[
\int_D |\nabla u|^2 dx - \int_D g'(\bar{\psi})u^2 dx + \frac{(\int_D g'(\bar{\psi})u dx)^2}{\int_D g'(\bar{\psi}) dx} \geq \delta_0 \int_D u^2 dx, \quad \forall u \in Y.
\] (4.23)

**Remark 4.6.** By Proposition B.3(ii)(iii), (4.23) is equivalent to
\[
\int_D \phi P \phi dx - \int_D g'(\bar{\psi})(P \phi)^2 dx + \frac{(\int_D g'(\bar{\psi})P \phi dx)^2}{\int_D g'(\bar{\psi}) dx} \geq \delta_0 \int_D (P \phi)^2 dx, \quad \forall \phi \in L^2(D).
\] (4.24)

**Proof.** We prove (4.23) by contradiction. Assume that, for every positive integer \(n\), there exists \(u_n \in Y\), \(\|u_n\|_{L^2(D)} = 1\), such that
\[
\int_D |\nabla u_n|^2 dx - \int_D g'(\bar{\psi})u_n^2 dx + \frac{(\int_D g'(\bar{\psi})u_n dx)^2}{\int_D g'(\bar{\psi}) dx} < \frac{1}{n}.
\] (4.25)
By the condition (1.29),
\[
\int_D |\nabla u_n|^2 dx - \int_D g'(\bar{\psi})u_n^2 dx \geq 0, \quad \forall n.
\] (4.26)
Hence, from (4.25) and (4.26), we have that
\[
\lim_{n \to +\infty} \int_D |\nabla u_n|^2 dx - \int_D g'(\bar{\psi})u_n^2 dx = 0, \tag{4.27}
\]
\[
\lim_{n \to +\infty} \int_D g'(\bar{\psi})u_n dx = 0. \tag{4.28}
\]
From (4.27) and the assumption that \(\|u_n\|_{L^2(D)} = 1\) for every \(n\), we deduce that \(\{u_n\}\) is bounded in \(H^1(D)\). Hence, up to a subsequence, \(\{u_n\}\) has a weak limit, say \(\tilde{u}\), in \(H^1(D)\). Since \(H^1(D)\) is compactly embedded in \(L^2(D)\), it holds that
\[
\|\tilde{u}\|_{L^2(D)} = 1. \tag{4.29}
\]
By (4.27) and (4.28), we have that
\[
\int_D |\nabla \tilde{u}|^2 dx - \int_D g'(\bar{\psi})\tilde{u}^2 dx \leq \liminf_{n \to +\infty} \int_D |\nabla u_n|^2 dx - \int_D g'(\bar{\psi})u_n^2 dx = 0, \tag{4.30}
\]
\[
\int_D g'(\bar{\psi})\tilde{u} dx = 0. \tag{4.31}
\]
In addition, since \(\{u_n\} \subset \mathcal{Y} \subset \mathcal{X}\) and \(\mathcal{X}\) is weakly closed in \(H^1(D)\) (see Proposition B.2(ii)), we see that \(\tilde{u} \in \mathcal{X}\). (4.32)

On the other hand, applying Corollary 3.2 (taking \(c = -g'(\bar{\psi})\) therein), and taking into account (1.29), we obtain
\[
\int_D |\nabla u|^2 dx - \int_D g'(\bar{\psi})u^2 dx \geq 0, \quad \forall u \in \mathcal{X}. \tag{4.33}
\]
Therefore, by (4.30), (4.32) and (4.33), we infer that \(\tilde{u}\) is a minimizer of the following minimization problem
\[
\inf \left\{ \int_D |\nabla u|^2 - g'(\bar{\psi})u^2 dx \mid u \in \mathcal{X}, \|u\|_{L^2(D)} = 1 \right\}
\]
with
\[
\int_D |\nabla \tilde{u}|^2 dx - \int_D g'(\bar{\psi})\tilde{u}^2 dx = 0, \tag{4.34}
\]
Since \(\tilde{u} \not\equiv 0\) (by (4.29)), without loss of generality, we assume that \(\tilde{u}^+ \not\equiv 0\) (the case \(\tilde{u}^- \not\equiv 0\) is similar). By Proposition 3.1(iv), \(\tilde{u}^+ \in H^2(D)\) and satisfies
\[-\Delta \tilde{u}^+ = g'(\bar{\psi})\tilde{u}^+ \geq 0.\]
So \(\tilde{u}^+\) is nonnegative and superharmonic. Then applying Lemma 2.9 gives
\[
\tilde{u}^+ > 0 \quad \text{in } D,
\]
which implies
\[
\tilde{u} > 0 \quad \text{in } D.
\]
This obviously contradicts (4.31) since \(g'(\bar{\psi}) \geq 0\) in \(D\) and \(g'(\bar{\psi}) \not\equiv 0\).
With Proposition 4.5 at hand, we are ready to prove Theorem 4.1. The basic idea is very similar to the one used in the proof of Theorem 4.2, but the computations are more involved. First we construct a new supporting functional, which is better (in the sense that it is “closer” to $EC$) than the one in Section 4.1. Then we show that weak positive definiteness obtained in Proposition 4.5 ensures that the new supporting functional attains an isolated local maximum at $\bar{\omega}$.

Let $\bar{m}, \bar{M}$ be defined as in Section 4.1. Redefine $g$ outside the interval $[\bar{m}, \bar{M}]$ according to Lemma 2.1 such that

$$g \in C^1(\mathbb{R}),$$

$$g \text{ is strictly increasing in } (-\infty, \bar{m}] \text{ and } [\bar{M}, +\infty),$$

$$\lim_{s \to +\infty} \frac{g(s)}{s} = c_1, \quad \lim_{s \to -\infty} \frac{g(s)}{s} = c_2 \text{ for some positive constants } c_1, c_2.$$  

Note that we require $g$ to be strictly increasing in (4.36). This is mainly used in the proof of Lemma 4.8 below.

Let $G, \hat{G}$ and $EC$ be defined as in Section 4.1. Define

$$D_s(w) = -\frac{1}{2} \int_D wP dx + \int_D G(Pw + h_a - s) + sm + \frac{1}{2} \sum_{i,j=1}^{N} q_{ij}a_ia_j,$$  

where $s \in \mathbb{R}$ is a parameter, and $m$ is a fixed real number given by

$$m = \int_D \bar{\omega} dx.$$  

Define

$$\hat{D}(w) = \inf_{s \in \mathbb{R}} D_s(w).$$

**Lemma 4.7.** For any $w \in \mathcal{R}_\omega$, there exists some $\mu \in \mathbb{R}$, depending on $w$, such that $\hat{D}(w) = D_\mu(w)$. Moreover, such $\mu$ necessarily satisfies

$$\int_D g(Pw + h_a - \mu) dx = m.$$  

**Proof.** Fix $w \in \mathcal{R}_\omega$. It is easy to check that $D_s(w)$ is continuously differentiable with respect to $s$. By the assumption (4.37),

$$\liminf_{|s| \to +\infty} \frac{G(s)}{s^2} > 0,$$

which implies that

$$\lim_{s \to +\infty} D_s(w) = +\infty, \quad \lim_{s \to -\infty} D_s(w) = +\infty.$$  

Therefore, by the intermediate value theorem, there exists some $\mu \in \mathbb{R}$ such that

$$D_\mu(w) = \inf_{s \in \mathbb{R}} D_s(w).$$

Besides, for any such $\mu$, it holds that

$$\left. \frac{dD_s(w)}{ds} \right|_{s=\mu} = 0.$$
which gives (4.41).

In Lemma 4.7, the map $w \mapsto \mu$ is not single-valued in general. However, if $w = \bar{\omega}$, we have the following result.

**Lemma 4.8.** If $\mu \in \mathbb{R}$ satisfies

\[
\int_D g(P\bar{\omega} + h_a - \mu) dx = m, \tag{4.42}
\]

then $\mu = 0$.

**Proof.** Suppose by contradiction that $\mu \neq 0$. Without loss of generality, assume that $\mu > 0$. Since $g$ is increasing, we have

\[
g(P\bar{\omega} + h_a - \mu) \leq g(P\bar{\omega} + h_a) \quad \text{in } D. \tag{4.43}
\]

On the other hand, by the assumption (4.36), we have that

\[
\min_{x \in \bar{D}} g(P\bar{\omega} + h_a - \mu) = \min_{x \in \bar{D}} g(\bar{\psi} - \mu) = \min_{x \in \bar{D}} g(\bar{\psi}) = \min_{x \in \bar{D}} g(P\bar{\omega} + h_a),
\]

which implies that

\[
g(P\bar{\omega} + h_a - \mu) \neq g(P\bar{\omega} + h_a). \tag{4.44}
\]

Combining (4.43) and (4.44), we infer that

\[
\int_D g(P\bar{\omega} + h_a - \mu) dx < \int_D g(P\bar{\omega} + h_a) dx = m, \tag{4.45}
\]

a contradiction. \qed

**Lemma 4.9.** $\hat{D}$ is a supporting functional of $EC$ at $\bar{\omega}$, i.e.,

(i) $\hat{D}(w) \geq EC(w)$ for any $w \in \mathcal{R}_{\bar{\omega}}$;

(ii) $\hat{D}(\bar{\omega}) = EC(\bar{\omega})$.

**Proof.** We first prove (i). Fix $w \in \mathcal{R}_{\bar{\omega}}$. For any $s \in \mathbb{R}$, we have that

\[
EC(w) = \frac{1}{2} \int_D wP \omega dx + \int_D h_a \omega dx + \frac{1}{2} \sum_{i,j=1}^N q_{ij}a_i a_j - \int_D \hat{G}(w) dx \tag{4.46}
\]

\[
= \frac{1}{2} \int_D wP \omega dx + \int_D h_a \omega dx + \frac{1}{2} \sum_{i,j=1}^N q_{ij}a_i a_j - \int_D \hat{G}(w) + sw dx + sm \tag{4.47}
\]

\[
= -\frac{1}{2} \int_D wP \omega dx + \int_D (Pw + h_a - s) \omega - \hat{G}(w) dx + sm + \frac{1}{2} \sum_{i,j=1}^N q_{ij}a_i a_j \tag{4.48}
\]

\[
\leq -\frac{1}{2} \int_D wP \omega dx + \int_D G(Pw + h_a - s) dx + sm + \frac{1}{2} \sum_{i,j=1}^N q_{ij}a_i a_j \tag{4.49}
\]
\( = D_s(w) \). \hspace{1cm} (4.50)

Note that we used the fact that \( \int_D wdx = \int_D \tilde{\omega}dx = m \) (since \( w \in \mathcal{R}_{\tilde{\omega}} \)) in (4.47), and Lemma 2.2(i) in (4.49). Hence \( EC(w) \leq D(w) \).

Next we prove (ii). By Lemma 4.8 and the obvious fact that \( D_0(\tilde{\omega}) = D(\tilde{\omega}) \) (recall (4.10)), we have
\[
\hat{D}(\tilde{\omega}) = D(\tilde{\omega}).
\]
Then the desired result follows from Lemma 4.4(ii).

\[ \square \]

Having made enough preparations, we are ready to complete the proof of Theorem 4.1.

**Proof of Theorem 4.1.** By Lemma 4.9, it is sufficient to show that \( \tilde{\omega} \) is an isolated local minimizer of \( \hat{D} \) relative to \( \mathcal{R}_{\tilde{\omega}} \).

By contradiction, assume that there exists a sequence \( \{w_n\} \subset \mathcal{R}_{\tilde{\omega}} \) such that
\[
w_n \neq \tilde{\omega} \quad \text{for all } n, \quad \|w_n - \tilde{\omega}\|_{L^p(D)} \to 0 \quad \text{as } n \to +\infty, \quad \hat{D}(w_n) \geq \hat{D}(\tilde{\omega}) \quad \text{for all } n.
\]

For simplicity, denote \( \phi_n = w_n - \tilde{\omega} \). Then \( \{\phi_n\} \) satisfies
\[
\phi_n \neq 0 \quad \text{for all } n, \hspace{1cm} (4.51)
\]
\[
\|\phi_n\|_{L^p(D)} \to 0 \quad \text{as } n \to +\infty, \hspace{1cm} (4.52)
\]
\[
\hat{D}(\tilde{\omega} + \phi_n) \geq \hat{D}(\tilde{\omega}) \quad \text{for all } n. \hspace{1cm} (4.53)
\]

In addition, by Lemma 4.7 there exists \( \mu_n \in \mathbb{R} \) such that
\[
\hat{D}(\tilde{\omega} + \phi_n) = D_{\mu_n}(\tilde{\omega} + \phi_n), \hspace{1cm} (4.54)
\]
with \( \mu_n \) satisfying
\[
\int_D g(\bar{\psi} + \mathcal{P}\phi_n - \mu_n)dx = m. \hspace{1cm} (4.55)
\]

From (4.33) and (4.34), after some simple algebraic operations, we obtain
\[
\int_D \bar{\omega}\mathcal{P}\phi_n dx + \frac{1}{2} \int_D \phi_n\mathcal{P}\phi_n dx \leq \int_D G(\bar{\psi} + \mathcal{P}\phi_n - \mu_n) - G(\bar{\psi})dx + \mu_nm. \hspace{1cm} (4.56)
\]

Here we used the symmetry of the operator \( \mathcal{P} \) (see Lemma B.1(ii)). As in (4.19), the integrand on the right-hand side of (4.56) can be written as
\[
G(\bar{\psi} + \mathcal{P}\phi_n - \mu_n) - G(\bar{\psi}) = g(\bar{\psi})(\mathcal{P}\phi_n - \mu_n) + \frac{1}{2}g'(\bar{\psi})(\mathcal{P}\phi_n - \mu_n)^2 + r(\mathcal{P}\phi_n - \mu_n)(\mathcal{P}\phi_n - \mu_n)^2 \hspace{1cm} (4.57)
\]
\[
= \bar{\omega}(\mathcal{P}\phi_n - \mu_n) + \frac{1}{2}g'(\bar{\psi})(\mathcal{P}\phi_n - \mu_n)^2 + r(\mathcal{P}\phi_n - \mu_n)(\mathcal{P}\phi_n - \mu_n)^2,
\]
where \( r \in C(\mathbb{R}) \) satisfying \( r(s) \to 0 \) as \( s \to 0 \). Inserting (4.57) into (4.56), and taking into account (4.39), we get
\[
\frac{1}{2} \int_D \phi_n\mathcal{P}\phi_n dx \leq \frac{1}{2} \int_D g'(\bar{\psi})(\mathcal{P}\phi_n - \mu_n)^2 dx + \int_D r(\mathcal{P}\phi_n - \mu_n)(\mathcal{P}\phi_n - \mu_n)^2 dx. \hspace{1cm} (4.58)
\]
For convenience, we write \((4.58)\) as follows
\[
\int_D \phi_n \mathcal{P} \phi_n dx - \int_D g'(\bar{\psi})(\mathcal{P} \phi_n)^2 dx \\
\leq \mu_n^2 \int_D g'(\bar{\psi}) dx - 2\mu_n \int_D g'(\bar{\psi}) \mathcal{P} \phi_n dx + \int_D \vartheta_n (\mathcal{P} \phi_n - \mu_n)^2 dx,
\]
where
\[
\vartheta_n := 2r(\mathcal{P} \phi_n - \mu_n).
\]

Below we deduce a contradiction from \((4.59)\). To begin with, we need some estimates for \(\mu_n\). Recall that \(\mu_n\) satisfies \((4.55)\). We first show that
\[
\lim_{n \to +\infty} \mu_n = 0.
\]
By \((4.52)\), Lemma \([(4.1)](i)\) and the Sobolev embedding \(W^{2,p}(D) \hookrightarrow C(\bar{D})\), we deduce that
\[
\lim_{n \to +\infty} \|\mathcal{P} \phi_n\|_{L^\infty(D)} = 0.
\]
In particular,
\[
\{\mathcal{P} \phi_n\} \text{ is bounded in } L^\infty(D).
\]
By \((4.63)\) and the fact that \(|g(s)| \to +\infty\) as \(|s| \to +\infty\) (due to \((4.37)\)), we conclude from \((4.55)\) that \(\{\mu_n\}\) is a bounded sequence. Therefore, \textit{up to a subsequence}, \(\{\mu_n\}\) has a limit, say \(\mu\). Passing to the limit \(n \to +\infty\) in \((4.55)\) gives
\[
\int_D g'(\bar{\psi} - \mu) dx = m.
\]
Hence, by Lemma \([(4.8)\) \(\mu\) must be 0. Such argument in fact indicates that any subsequence of \(\{\mu_n\}\) has a subsequence converging to 0, which implies that \(\mu_n \to 0\) as \(n \to +\infty\). Therefore \((4.61)\) is proved.

Note that from \((4.61)\) and \((4.62)\) we have the following estimate for \(\vartheta_n\):
\[
\lim_{n \to +\infty} \|\vartheta_n\|_{L^\infty(D)} = 0.
\]

Below we deduce a better estimate for \(\mu_n\):
\[
\mu_n = \frac{\int_D g'(\bar{\psi}) \mathcal{P} \phi_n dx}{\int_D g'(\bar{\psi}) dx} + \alpha_n,
\]
where \(\{\alpha_n\} \subset \mathbb{R}\) satisfying
\[
\lim_{n \to +\infty} \frac{\alpha_n}{\|\mathcal{P} \phi_n\|_{L^2(D)}} = 0.
\]
To this end, first observe that \((4.55)\) can be written as
\[
\int_D g(\bar{\psi} + \mathcal{P} \phi_n - \mu_n) - g(\bar{\psi}) dx = 0.
\]
Applying Taylor’s theorem again, we have that
\[
g(\bar{\psi} + \mathcal{P} \phi_n - \mu_n) - g(\bar{\psi}) = g'(\bar{\psi})(\mathcal{P} \phi_n - \mu_n) + r_1(\mathcal{P} \phi_n - \mu_n)(\mathcal{P} \phi_n - \mu_n),
\]
where \( r_1 \in C(\mathbb{R}) \) satisfying \( r_1(s) \to 0 \) as \( s \to 0 \). Inserting (4.69) into (4.68) gives
\[
\mu_n \left( \int_D g'(\bar{\psi})dx + \int_D r_1(\mathcal{P}\phi_n - \mu_n)dx \right) = \int_D g'(\bar{\psi})\mathcal{P}\phi_n dx + \int_D r_1(\mathcal{P}\phi_n - \mu_n)\mathcal{P}\phi_n dx. \tag{4.70}
\]
Denote
\[
\beta_n = \int_D r_1(\mathcal{P}\phi_n - \mu_n)dx, \quad \gamma_n = \int_D r_1(\mathcal{P}\phi_n - \mu_n)\mathcal{P}\phi_n dx. \tag{4.71}
\]
Then (4.70) becomes
\[
\mu_n \int_D g'(\bar{\psi})dx + \mu_n \beta_n = \int_D g'(\bar{\psi})\mathcal{P}\phi_n dx + \gamma_n. \tag{4.72}
\]
By (4.61) and (4.62), it is easy to check that
\[
\lim_{n \to +\infty} \beta_n = 0. \tag{4.73}
\]
\[
\lim_{n \to +\infty} \frac{\gamma_n}{\|\mathcal{P}\phi_n\|_{L^2(D)}} = 0 \quad \text{(note that \( \mathcal{P}\phi_n \neq 0 \) by (4.51)}. \tag{4.74}
\]
By (4.73) and our assumption (4.22), for sufficiently large \( n \), it holds that
\[
\int_D g'(\bar{\psi})dx + \beta_n > 0.
\]
Therefore, from (4.72), \( \mu_n \) can be written as
\[
\mu_n = \frac{\int_D g'(\bar{\psi})\mathcal{P}\phi_n dx + \gamma_n}{\int_D g'(\bar{\psi})dx + \beta_n}. \tag{4.75}
\]
To prove (4.66), we compute
\[
\left| \mu_n - \frac{\int_D g'(\bar{\psi})\mathcal{P}\phi_n dx}{\int_D g'(\bar{\psi})dx} \right| = \left| \frac{\int_D g'(\bar{\psi})\mathcal{P}\phi_n dx + \gamma_n}{\int_D g'(\bar{\psi})dx + \beta_n} - \frac{\int_D g'(\bar{\psi})\mathcal{P}\phi_n dx}{\int_D g'(\bar{\psi})dx} \right|
\leq C \left( \beta_n \|\mathcal{P}\phi_n\|_{L^2(D)} + \gamma_n \right), \tag{4.76}
\]
where \( C > 0 \) does not depend on \( n \). Combining (4.73), (4.74) and (4.76), we get (4.66).

Note that (4.66) implies
\[
|\mu_n| \leq C\|\mathcal{P}\phi_n\|_{L^2(D)} \tag{4.77}
\]
for some \( C > 0 \) depending not on \( n \). This can be easily verified by the Hölder’s inequality.

Inserting (4.66) into (4.59), after some algebraic operations we have that
\[
\int_D \phi_n \mathcal{P}\phi_n dx - \int_D g'(\bar{\psi})(\mathcal{P}\phi_n)^2 dx + \frac{\left(\int_D g'(\bar{\psi})\mathcal{P}\phi_n \right)^2}{\int_D g'(\bar{\psi})dx} \leq \alpha_n^2 \int_D g'(\bar{\psi})dx + \int_D \vartheta_n(\mathcal{P}\phi_n - \mu_n)^2 dx. \tag{4.78}
\]
For the second integral on the right-hand side of (4.78), it is easy to check that
\[ \left| \int_D \vartheta_n (\mathcal{P} \phi_n - \mu_n)^2 dx \right| \leq C \| \vartheta_n \|_{L^\infty(D)} (\| \mathcal{P} \phi_n \|_{L^2(D)}^2 + \mu_n^2), \]
where \( C > 0 \) does not depend on \( n \). Combining (4.65), (4.67), (4.77) and (4.79), we deduce that
\[ \lim_{n \to +\infty} \alpha_n^2 \int_D g'(\bar{\psi}) dx + \int_D \vartheta_n (\mathcal{P} \phi_n - \mu_n)^2 dx = 0, \]
which leads to an obvious contradiction to (4.24).

\[ \square \]

**Remark 4.10.** Regarding the condition (4.23), Wolansky and Ghil proved a general stability criterion in [38]. See also [27]. However, Wolansky and Ghil’s result requires \( \min_D g'(\bar{\psi}) > 0 \), hence can not be applied directly in the present paper.

**Remark 4.11.** To ensure that Theorem 4.1 holds, the condition (1.28) is indispensable. In fact, if \( \bar{\omega} \in L^p(D) \) is a local maximizer of \( E(\cdot, a) \) relative to \( \mathcal{R}_{\bar{\omega}} \), then there exists some increasing function \( g \) such that \( \bar{\omega} = g(\mathcal{P} \bar{\omega} + h_a) \) almost everywhere in \( D \). This can be proved by combining Theorem 3.3(iii) in [11] and Lemma 2.6 in [14].

5. Compactness

The purpose of this section is to prove a compactness result related to the variational characterization in Section 4, which is also an essential step in the proof of nonlinear stability.

Throughout this section, let \( 1 < p < +\infty \) be fixed. For \( w \in L^p(D) \) and \( r > 0 \), denote by \( B_r(w) \) the ball in \( L^p(D) \) centered at \( w \) with radius \( r \), i.e.,
\[ B_r(w) := \{ v \in L^p(D) \mid \| v - w \|_{L^p(D)} < r \}. \]

The main result in this section can be stated as follows.

**Theorem 5.1.** Let \( \bar{\omega} \) and \( a \) be as in Section 4. Then there exists some \( \hat{r} > 0 \), such that for any sequence \( \{ w_n \} \subset \mathcal{R}_{\bar{\omega}} \cap B_r(\bar{\omega}) \) satisfying
\[ \lim_{n \to +\infty} E(w_n, a) = E(\bar{\omega}, a), \]
it holds that \( w_n \to \bar{\omega} \) in \( L^p(D) \) as \( n \to +\infty \). Here and henceforth, \( \mathcal{R}_{\bar{\omega}} \) denotes the weak closure of \( \mathcal{R}_{\bar{\omega}} \) in \( L^p(D) \).

The proof is very similar to that of Theorem 5 in Burton [12]. It relies on the strict convexity of \( E(\cdot, a) \) and the properties of rearrangements. For completeness, we prove Theorem 5.1 in detail below.

We begin with several lemmas.

**Lemma 5.2.** The strong and weak topologies of \( L^p(D) \) restricted on \( \mathcal{R}_{\bar{\omega}} \) are the same.
By a straightforward computation, we get from (5.2) that $\omega$ is metrizable (see for example [9], p. 74), it is enough to show that $F$ is sequentially closed on $\mathcal{R}_\omega$. Let $\{w_n\} \subset F$ be a sequence such that $w_n$ converges to some $w \in \mathcal{R}_\omega$ weakly in $L^p(D)$ as $n \to +\infty$. It is clear that $\|w_n\|_{L^p(D)} = \|w\|_{L^p(D)}$ for every $n$. By uniform convexity, we have that $w_n$ converges to $w$ strongly in $L^p(D)$ as $n \to +\infty$. Therefore $w \in F$ since $F$ is strongly closed. \hfill \Box

Lemma 5.3. There exists some weakly open set $U$ of $L^p(D)$ such that $\mathcal{R}_\omega \cap U = \mathcal{R}_\omega \cap B_{r_0}(\bar{\omega})$, where $r_0$ is as in Theorem 4.1.

Proof. It is an easy consequence of Lemma 5.2. \hfill \Box

Lemma 5.4. There exists some $0 < r_1 < r_0$, such that

$$E(\bar{\omega}, a) \geq E(w, a), \quad \forall w \in \mathcal{R}_\omega \cap B_{r_1}(\bar{\omega}).$$

Proof. Let $U$ be as in Lemma 5.3. Clearly $U$ is a strongly open set of $L^p(D)$ containing $\bar{\omega}$, which implies the existence of some $r_1 > 0$ such that $B_{r_1}(\bar{\omega}) \subset U$. Without loss of generality, we assume that $r_1 < r_0$.

For any $w \in \mathcal{R}_\omega \cap B_{r_1}(\bar{\omega})$, take a sequence $\{w_n\} \subset \mathcal{R}_\omega$ such that $w_n \to w$ in $L^p(D)$. Since $B_{r_1}(\bar{\omega}) \subset U$ and $U$ is weakly open on $\mathcal{R}_\omega$, we have that $w_n \in U$ if $n$ is sufficiently large. Hence $w_n \in \mathcal{R}_\omega \cap B_{r_0}(\bar{\omega})$ if $n$ is sufficiently large. Then the conclusion of Theorem 4.1 gives

$$E(w_n, a) \leq E(\bar{\omega}, a), \quad (5.1)$$

provided that $n$ is large enough. By the weak continuity of $E(\cdot, a)$ (see Lemma 2.7), we can pass to the limit $n \to +\infty$ in (5.1) to obtain

$$E(w, a) \leq E(\bar{\omega}, a).$$

\hfill \Box

Lemma 5.5. Let $r_1$ be as in Lemma 5.4. Then for any $w \in \mathcal{R}_\omega \cap B_{r_1}(\bar{\omega})$ satisfying $E(w, a) = E(\bar{\omega}, a)$, it holds that $w = \bar{\omega}$.

Proof. Fix $w \in \mathcal{R}_\omega \cap B_{r_1}(\bar{\omega})$ such that $E(w, a) = E(\bar{\omega}, a)$. By Lemma 2.3 for any $v \in \mathcal{R}_\omega$ and $\theta \in [0, 1]$, we have

$$\theta v + (1 - \theta)w \in \mathcal{R}_\omega.$$

On the other hand, it is also clear that $\theta v + (1 - \theta)w \in B_{r_1}(\bar{\omega})$ if $\theta$ is small enough. Applying Lemma 5.3 gives

$$E(\theta v + (1 - \theta)w, a) \leq E(\bar{\omega}, a) = E(w, a).$$

Hence

$$\frac{d}{d\theta} E(\theta v + (1 - \theta)w, a) \bigg|_{\theta=0^+} \leq 0. \quad (5.2)$$

By a straightforward computation, we get from (5.2) that

$$\int_D (\mathcal{P} w + h_a) v dx \leq \int_D (\mathcal{P} w + h_a) w dx. \quad (5.3)$$
Note that (5.3) holds for any \( v \in \bar{\mathcal{R}} \).

By Lemma 2.4, there exists some \( \tilde{w} \in \mathbb{R} \) such that
\[
\int_D (Pw + h\alpha)vdx \leq \int_D (Pw + h\alpha)\tilde{w}dx, \quad \forall v \in \bar{\mathcal{R}}. \tag{5.4}
\]
In particular,
\[
\int_D (Pw + h\alpha)\tilde{w}dx \leq \int_D (Pw + h\alpha)\tilde{w}dx. \tag{5.5}
\]

We claim that \( w = \tilde{w} \) (and thus \( w \in \mathbb{R} \)). Define \( w_\theta = \theta \tilde{w} + (1 - \theta)w \), where \( \theta \) is a fixed small positive number such that \( w_\theta \in \bar{\mathcal{R}} \cap B_{r_1}(\bar{\omega}) \). By Lemma 5.4,
\[
E(w_\theta, \alpha) \leq E(\bar{\omega}, \alpha) = E(w, \alpha). \tag{5.6}
\]
On the other hand, we compute
\[
E(w_\theta, \alpha) - E(w, \alpha) = \frac{1}{2} \int_D w_\theta Pw_\theta - wPw_\theta dx + \int_D h\alpha (w_\theta - w)dx
\]
\[
= \frac{1}{2} \int_D (w_\theta - w)P(w_\theta - w)dx + \int_D (w_\theta - w)(Pw + h\alpha)dx
\]
\[
\geq \int_D (w_\theta - w)(Pw + h\alpha)dx
\]
\[
= \theta \int_D (Pw + h\alpha)\tilde{w}dx - \theta \int_D (Pw + h\alpha)\tilde{w}dx
\]
\[
\geq 0. \tag{5.7}
\]
Here we used (5.5) and the fact that \( P \) is symmetric and positive (see Lemma B.1(ii)(iii)). Therefore the inequalities in (5.6) and (5.7) are all equalities, which gives
\[
\int_D (w_\theta - w)P(w_\theta - w)dx = 0.
\]
By the positive definiteness of \( P \), we have \( w_\theta = w \), and thus \( w = \tilde{w} \).

To conclude, \( w \) satisfies
\[
w \in \mathcal{R}_\omega \cap B_{r_1}(\bar{\omega}) \subset \mathcal{R}_\omega \cap B_{r_1}(\bar{\omega}), \quad E(w, \alpha) = E(\bar{\omega}, \alpha). \tag{5.8}
\]
Then by Theorem 4.1 we have \( w = \bar{\omega} \). \qed

Now we are ready to prove Theorem 5.1.

**Proof of Theorem 5.1.** Take \( \hat{r} = r_1/2 \). Since \( \{w_n\} \subset \bar{\mathcal{R}} \), it is easy to see that
\[
\|w_n\|_{L^p(D)} \leq \|\bar{\omega}\|_{L^p(D)}, \quad \forall n. \tag{5.9}
\]
Up to a subsequence, \( \{w_n\} \) has a weak limit, say \( \eta \), in \( L^p(D) \). Below we show that \( \eta = \bar{\omega} \).

First, it is clear that \( \eta \in \bar{\mathcal{R}} \). Moreover, by weak lower semicontinuity of the \( L^p \) norm,
\[
\|\eta - \bar{\omega}\|_{L^p(D)} \leq \liminf_{j \to +\infty} \|w_n - \bar{\omega}\|_{L^p(D)} \leq \hat{r} < r_1,
\]
which implies
\[
\eta \in \bar{\mathcal{R}} \cap B_{r_1}(\bar{\omega}). \tag{5.10}
\]
On the other hand, by the weak continuity of $E(\cdot, a)$ in $L^p(D)$, we have that

$$E(\eta, a) = \lim_{n \to +\infty} E(w_n, a) = E(\bar{\omega}, a).$$  \hfill (5.11)

Applying Lemma 5.5, we get from (5.10) and (5.11) that $\eta = \bar{\omega}$.

Hence we have proved that $w_n \rightharpoonup \bar{\omega}$ in $L^p(D)$ up to a subsequence. By weak lower semicontinuity, we have that

$$\|\bar{\omega}\|_{L^p(D)} \leq \liminf_{n \to +\infty} \|w_n\|_{L^p(D)}.$$  \hfill (5.12)

Taking into account (5.9), we obtain

$$\lim_{n \to +\infty} \|w_n\|_{L^p(D)} = \|\bar{\omega}\|_{L^p(D)}.$$  \hfill (5.13)

By uniform convexity, we finally have that $w_n \to \bar{\omega}$ in $L^p(D)$ up to a subsequence. Arguing by contradiction, we can further prove that the convergence actually holds for the whole sequence $\{w_n\}$.  \hfill $\square$

### 6. Proof of nonlinear stability (Theorem 1.5)

With Theorem 5.1 at hand, we can give the proof of Theorem 1.5 now. The basic idea is to make proper use of conserved quantities of the 2D Euler equations.

Fix $1 < p < +\infty$. Let $\hat{\psi}$ be as in Theorem 1.5 and $\bar{\omega}$ be the corresponding vorticity. Then $\bar{\omega}$ satisfies the compactness property stated in Theorem 5.1.

Below we prove Theorem 1.5 by contradiction. Suppose the conclusion in Theorem 1.5 is false. Then, by Remark 1.7 there exist some $\varepsilon_0 > 0$, a sequence of classical Euler flows with vorticity $\{\omega_n\}$ and circulation vector $\{a_n\}$, and a sequence of moments $\{t_n\}$, such that

$$\lim_{n \to +\infty} \|\omega_n(0, \cdot) - \bar{\omega}\|_{L^p(D)} = 0,$$  \hfill (6.1)

$$\lim_{n \to +\infty} |a_n - a| = 0,$$  \hfill (6.2)

$$\|\omega_n(t_n, \cdot) - \bar{\omega}\|_{L^p(D)} \geq \varepsilon_0, \quad \forall n.$$  \hfill (6.3)

By choosing a smaller $\varepsilon_0$, we can assume that

$$\varepsilon_0 < \hat{r},$$  \hfill (6.4)

where $\hat{r}$ is the positive number in Theorem 5.1. In addition, since it is clear that $\omega_n \in C([0, +\infty); L^p(D))$, we can choose a new sequence of moments, still denoted by $\{t_n\}$, such that

$$\|\omega_n(t_n, \cdot) - \bar{\omega}\|_{L^p(D)} = \varepsilon_0, \quad \forall n.$$  \hfill (6.5)

From (6.4) and (6.5), we have

$$\omega_n(t_n, \cdot) \in B_{\hat{r}}(\bar{\omega}), \quad \forall n.$$  \hfill (6.6)

**Lemma 6.1.** If holds that

$$\lim_{n \to +\infty} E(\omega_n(t_n, \cdot), a) = E(\bar{\omega}, a).$$  \hfill (6.7)
Proof. We compute that
\[
|E(\omega_n(t_n, \cdot), a) - E(\bar{\omega}, a)| \\
\leq |E(\omega_n(t_n, \cdot), a) - E(\omega_n(t_n, \cdot), a_n)| + |E(\omega_n(t_n, \cdot), a_n) - E(\bar{\omega}, a)| \\
= |E(\omega_n(t_n, \cdot), a) - E(\omega_n(t_n, \cdot), a_n)| + |E(\omega_n(0, \cdot), a_n) - E(\bar{\omega}, a)|.
\]
Here we used the conservation of kinetic energy
\[
E(\omega_n(t_n, \cdot), a_n) = E(\omega_n(0, \cdot), a_n), \quad \forall n.
\]
By (6.1), (6.2) and the obvious fact that \( \{\omega_n(t_n, \cdot)\} \) is bounded in \( L^p(D) \), we can apply Lemma 2.7 to get
\[
\lim_{n \to +\infty} |E(\omega_n(t_n, \cdot), a) - E(\omega_n(t_n, \cdot), a_n)| = 0, \quad \lim_{n \to +\infty} |E(\omega_n(0, \cdot), a_n) - E(\bar{\omega}, a)| = 0.
\]
Hence (6.7) is proved. \( \square \)

By now, we know that the sequence \( \{\omega_n(t_n, \cdot)\} \) satisfies (6.6) and (6.7). If additionally \( \{\omega_n(t_n, \cdot)\} \subseteq R_{\bar{\omega}} \), then by Theorem 5.1 we have that \( \omega_n(t_n, \cdot) \to \bar{\omega} \) in \( L^p(D) \) as \( n \to +\infty \), a contradiction to (6.5). In other words, if the vorticities of the perturbed flows belong to \( R_{\bar{\omega}} \), then stability has been proved.

To deal with perturbations off \( R_{\bar{\omega}} \), we use the method of “followers” introduced by Burton in [12].

Lemma 6.2. For every \( \omega_n \), there exists a “follower” \( \sigma_n : [0, +\infty) \times D \to \mathbb{R} \), satisfying
\[
\sigma_n(t, \cdot) \in R_{\bar{\omega}}, \quad \forall \ t > 0, \quad (6.8)
\]
\[
\sigma_n(t, \cdot) - \omega_n(t, \cdot) \in R_{\bar{\omega} - \omega_n(0, \cdot)}, \quad \forall \ t > 0. \quad (6.9)
\]

Proof. Denote by \( v_n \) the velocity field of the Euler flow determined by \( \omega_n \) and \( a_n \), or equivalently, \( v_n = \nabla^\perp (P \omega_n + h_{a_n}) \). Let \( \Phi_n : [0, +\infty) \times D \to D \) be the flow map related to \( v_n \), i.e.,
\[
\frac{d\Phi_n(t, x)}{dt} = v_n(t, \Phi_n(t, x)), \quad t \in \mathbb{R}; \quad \Phi_n(0, x) = x, \quad \forall \ x \in D. \quad (6.10)
\]
Note that (6.10) has a global solution \( \Phi_n \in C^1([0, +\infty) \times D) \) since \( v_n \in C^1([0, +\infty) \times D) \). Moreover, for fixed \( t \geq 0 \), \( \Phi_n(t, \cdot) \) is one-to-one from \( D \) onto \( D \). Denote by \( \Psi_n(t, \cdot) \) the inverse map of \( \Phi_n(t, \cdot) \). Define
\[
\sigma_n(t, x) = \bar{\omega}(\Psi_n(t, x)). \quad (6.11)
\]
Below we show that \( \sigma_n \) satisfies (6.8) and (6.9).

Since \( v_n \) is obviously divergence-free, by the Liouville theorem (see [30], p. 48), \( \Phi_n \), and thus \( \Psi_n \), are area-preserving, which implies that
\[
\sigma_n(t, \cdot) \in R_{\bar{\omega}}, \quad \forall \ t > 0. \quad (6.12)
\]
On the other hand, by the vorticity-transport formula (see [23], p.20),
\[
\omega_n(t, x) = \omega_n(0, \Psi_n(t, x)), \quad \omega_n: = \omega_n(0, \cdot). \quad (6.13)
\]
From \((6.11)\) and \((6.13)\), we obtain
\[
(\sigma_n - \omega_n)(t, x) = (\bar{\omega} - \omega_n, 0)(\Psi_n(t, x)).
\]
Therefore
\[
\sigma_n(t, \cdot) - \omega_n(t, \cdot) \in \mathcal{R}_{\bar{\omega} - \omega_n, 0}, \quad \forall \ t > 0.
\]

\(\square\)

**Lemma 6.3.** It holds that
\[
\lim_{n \to +\infty} \|\sigma_n(t_n, \cdot) - \omega_n(t_n, \cdot)\|_{L^p(D)} = 0.
\]  
(6.14)

**Proof.** By \((6.9)\), we have that
\[
\|\sigma_n(t, \cdot) - \omega_n(t, \cdot)\|_{L^p(D)} = \|\bar{\omega} - \omega_n(0, \cdot)\|_{L^p(D)} \quad \forall \ t > 0.
\]  
(6.15)

Hence the desired result follows from \((6.1)\) and \((6.15)\).  
\(\square\)

**Lemma 6.4.** There exists some positive integer \(N_0\), such that for any \(n \geq N_0\), it holds that
\[
\sigma_n(t_n, \cdot) \in B_{\hat{r}}(\bar{\omega}).
\]  
(6.16)

**Proof.** By \((6.4)\), \((6.5)\) and \((6.14)\), we have that
\[
\|\sigma_n(t_n, \cdot) - \bar{\omega}\|_{L^p(D)} \leq \|\sigma_n(t_n, \cdot) - \omega_n(t_n, \cdot)\|_{L^p(D)} + \|\omega_n(t_n, \cdot) - \bar{\omega}\|_{L^p(D)} < \hat{r},
\]  
(6.17)

provided that \(n\) is large enough.  
\(\square\)

**Lemma 6.5.** It holds that
\[
\lim_{n \to +\infty} E(\sigma_n(t_n, \cdot), a) = E(\bar{\omega}, a).
\]  
(6.18)

**Proof.** First, by Lemma \(2.7\) and \((6.14)\), we have that
\[
\lim_{n \to +\infty} |E(\sigma_n(t_n, \cdot), a) - E(\omega_n(t_n, \cdot), a)| = 0.
\]  
(6.19)

Then \((6.18)\) follows from \((6.7)\) and \((6.19)\).  
\(\square\)

Now by \((6.8)\), \((6.16)\) and \((6.18)\), we can apply Theorem \(5.1\) to obtain that \(\sigma_n(t_n, \cdot) \to \bar{\omega}\) in \(L^p(D)\) as \(n \to +\infty\), which in combination with \((6.14)\) gives
\[
\lim_{n \to +\infty} \|\omega_n(t_n, \cdot) - \bar{\omega}\|_{L^p(D)} = 0.
\]  
(6.20)

This obviously contradicts \((6.5)\). Therefore Theorem \(1.5\) is proved.

**Remark 6.6.** We briefly discuss to what extent our stability result holds for less regular perturbations. For an Euler flow, the vorticity \(\omega\) and the circulation vector \(b\) formally satisfy the following nonlinear transport equation
\[
\partial_t \omega + \nabla \cdot (\omega \nabla \perp (P \omega + h_b)) = 0, \quad t > 0, \ x \in D.
\]  
(6.21)
If \( \omega \in L^\infty_{\text{loc}}((0, +\infty); L^p(D)) \) with \( 4/3 \leq p < +\infty \), we can interpret (6.21) in the following distributional sense:

\[
\int_0^{+\infty} \int_D \partial_t \zeta \omega + \zeta \nabla (P \omega + h_b) \cdot \nabla \zeta \, dx \, dt, \quad \forall \zeta \in C_c^\infty((0, +\infty) \times D).
\]

Let \( \bar{\omega} \in L^p(D) \) and \( a \in \mathbb{R}^N \). Suppose \( \bar{\omega} \) is an isolated local maximizer of \( E(\cdot, a) \) relative to \( \mathcal{R}_{\bar{\omega}} \). Repeating the arguments in Sections 5 and 6, we can prove the following assertion:

For any \( \varepsilon > 0 \), there exists some \( \delta > 0 \), such that for any distributional solution \( \omega \) of (6.21) satisfying:

(a) \( \omega \in C([0, +\infty); L^p(D)) \),
(b) \( \omega(t, \cdot) \in \mathcal{R}_{\omega(t, \cdot)} \) for all \( t > 0 \),
(c) \( E(\omega(0, \cdot), b) = E(\omega(t, \cdot), b) \) for all \( t > 0 \),
(d) there exists a follower of \( \omega \) as in Lemma 6.2,

it holds that

\[
\|\omega(0, \cdot) - \bar{\omega}\|_{L^p(D)} + |b - a| < \delta \quad \Rightarrow \quad \|\omega(t, \cdot) - \bar{\omega}\|_{L^p(D)} < \varepsilon \quad \forall t > 0.
\]

The existence of a distributional solution of (6.21) satisfying (a)-(d) is an interesting problem worth studying, but is beyond the purpose of this paper. When \( p \geq 2 \) and \( D \) is simply-connected (corresponding to \( P = \mathcal{G} \) and \( h_b = 0 \)), a complete answer was given in [12].

**Appendix A. Proof of Theorem 1.1**

We first give some assumptions and notation. Let \( D, \tilde{\psi} \) and \( g \) be as in Theorem 1.1. Denote

\[
\bar{m} = \min_D \tilde{\psi}, \quad \bar{M} = \max_D \tilde{\psi}.
\]

As in Section 4.1, we can redefine \( g \) outside \([\bar{m}, \bar{M}]\) as follows:

\[
g(s) = \begin{cases} 
g'(\bar{m})(s - \bar{m}) + g(\bar{m}) & s < \bar{m}, \\
g'(\bar{M})(s - \bar{M}) + g(\bar{M}) & s > \bar{M}. \end{cases}
\]

Then \( g \in C^1(\mathbb{R}) \), and satisfies

\[
\min_{\mathbb{R}} g' = \min_D g'(\tilde{\psi}), \quad \max_{\mathbb{R}} g' = \max_D g'(\tilde{\psi}). \tag{A.1}
\]

In addition, the inverse of \( g \) exists. Denote \( f = g^{-1} \). It is clear that \( f \in C^1(\mathbb{R}) \), and

\[
\min_{\mathbb{R}} f' = \frac{1}{\max_{\mathbb{R}} g'(\tilde{\psi})}, \quad \max_{\mathbb{R}} f' = \frac{1}{\min_{\mathbb{R}} g'(\tilde{\psi})}. \tag{A.2}
\]

Define

\[
\mathcal{H}(u) = \frac{1}{2} \int_D |\nabla u|^2 \, dx - \int_D F(-\Delta u) \, dx, \quad \text{where} \quad F(s) = \int_0^s f(\tau) \, d\tau.
\]

By Lemma 2.2(ii), \( \mathcal{H} \) is in fact the stream function version of \( EC \) (up to some suitable constant).
Proof of Theorem 1.1. We only need to prove (1.26). Let \( \bar{\psi} \) and \( \varphi \) be as in Theorem 1.1. For simplicity, denote \( \varphi_t = \varphi(t, \cdot) \). By energy and vorticity conservation, we have
\[
H(\bar{\psi} + \varphi_t) = H(\bar{\psi} + \varphi_0), \quad \forall \ t > 0,
\]
which implies that
\[
H(\bar{\psi} + \varphi_t) - H(\bar{\psi}) = H(\bar{\psi} + \varphi_0) - H(\bar{\psi}), \quad \forall \ t > 0.
\] (A.3)

Denote \( \bar{\omega} = -\Delta \bar{\psi}, \phi_t = -\Delta \varphi_t \). After a simple computation, the left-hand side of (A.3) can be written as
\[
H(\bar{\psi} + \varphi_t) - H(\bar{\psi}) = \int_D \nabla \bar{\psi} \cdot \nabla \varphi_t dx + \frac{1}{2} \int_D |\nabla \varphi_t|^2 dx - \int_D F(\bar{\omega} + \varphi_t) - F(\bar{\omega}) dx. \tag{A.4}
\]

Integrating by parts, we have that
\[
\int_D \nabla \bar{\psi} \cdot \nabla \varphi_t dx = \int_{\partial D} \bar{\psi} \nabla \varphi_t \cdot d\mathbf{n} + \int_D \bar{\psi} \varphi_t dx = \sum_{i=1}^N \bar{\psi}|_{\Gamma_i} \int_{\Gamma_i} \nabla \varphi_t \cdot d\mathbf{n} + \int_D \bar{\psi} \varphi_t dx \tag{A.5}
\]

and
\[
\int_{\partial D} \bar{\psi} \nabla \varphi_t \cdot d\mathbf{n} = \int_D \bar{\psi} \varphi_t dx.
\]

Note that we used the assumption that \( \varphi \in \mathcal{Y} \) in the last equality of (A.5). On the other hand, by Taylor expansion,
\[
f(\bar{\omega})\varphi_t + \frac{1}{2} \min_{\mathbb{R}} f' \int_D \varphi_t^2 \leq F(\bar{\omega} + \varphi_t) - F(\bar{\omega}) \leq f(\bar{\omega})\varphi_t + \frac{1}{2} \max_{\mathbb{R}} f' \varphi_t^2. \tag{A.6}
\]

Inserting (A.5) and (A.6) into (A.4), and using the fact that \( \bar{\psi} = f(\bar{\omega}) \), we have that
\[
\frac{1}{2} \int_D |\nabla \varphi_t|^2 dx - \frac{1}{2} \max_{\mathbb{R}} f' \int_D \varphi_t^2 dx \leq H(\bar{\psi} + \varphi_t) - H(\bar{\psi}) \leq \frac{1}{2} \int_D |\nabla \varphi_t|^2 dx - \frac{1}{2} \min_{\mathbb{R}} f' \int_D \varphi_t^2 dx. \tag{A.7}
\]

Similarly, the right-hand side of (A.3) satisfies the following estimate:
\[
\frac{1}{2} \int_D |\nabla \varphi_0|^2 dx - \frac{1}{2} \max_{\mathbb{R}} f' \int_D \varphi_0^2 dx \leq H(\bar{\psi} + \varphi_0) - H(\bar{\psi}) \leq \frac{1}{2} \int_D |\nabla \varphi_0|^2 dx - \frac{1}{2} \min_{\mathbb{R}} f' \int_D \varphi_0^2 dx. \tag{A.8}
\]

Combining (A.3), (A.7) and (A.8), we obtain
\[
\min_{\mathbb{R}} f' \int_D \varphi_t^2 dx - \int_D |\nabla \varphi_t|^2 dx \leq \max_{\mathbb{R}} f' \int_D \varphi_0^2 dx - \int_D |\nabla \varphi_0|^2 dx, \quad \forall \ t > 0,
\]
or equivalently (recalling (A.2)),

\[
\frac{1}{\max_D g'(\psi)} \int_D \phi_t^2 dx - \int_D |\nabla \varphi_t|^2 dx \leq \frac{1}{\min_D g'(\psi)} \int_D \phi_0^2 dx - \int_D |\nabla \varphi_0|^2 dx, \quad \forall t > 0. \tag{A.9}
\]

Since \( \varphi_t \in \mathcal{Y} \) for all \( t > 0 \), we deduce from (1.24) that

\[
\int_D |\nabla \varphi_t|^2 dx \leq \frac{1}{c} \int_D |\Delta \varphi_t|^2 dx = \frac{1}{c} \int_D \phi_t^2 dx, \quad \forall t > 0. \tag{A.10}
\]

Inserting (A.10) into (A.9), we obtain

\[
\left( \frac{1}{\max_D g'(\psi)} - \frac{1}{c} \right) \int_D \phi_t^2 dx \leq \frac{1}{\min_D g'(\psi)} \int_D \phi_0^2 dx - \int_D |\nabla \varphi_0|^2 dx, \quad \forall t > 0,
\]

which implies (1.26) immediately. \( \square \)

**Appendix B. Properties of \( \mathcal{X}, \mathcal{Y} \) and \( \mathcal{P} \)**

In this section, we deduce some properties concerning the two function spaces \( \mathcal{X}, \mathcal{Y} \) and the operator \( \mathcal{P} \). Recall their definitions:

\[
\mathcal{X} = \left\{ u \in H^1(D) \mid u = v + \sum_{i=1}^N \theta_i \zeta_i, \; v \in H^1_0(D), \; \theta_i \in \mathbb{R}, \; i = 1 \cdots, N \right\},
\]

\[
\mathcal{Y} = \left\{ u \in H^2(D) \mid u \in \mathcal{X}, \; \int_{\Gamma_i} \nabla u \cdot d\mathbf{n} = 0, \; i = 1 \cdots, N \right\},
\]

\[
\mathcal{P} \phi = G\phi + \sum_{i,j=1}^N q_{ij} \int_D \zeta_i \phi d\zeta_j.
\]

**Lemma B.1.** For the operator \( \mathcal{P} \), the following assertions hold:

(i) For any \( 1 < p < +\infty \), \( \mathcal{P} \) is a well-defined, bounded, linear operator from \( L^p(D) \) to \( W^{2,p}(D) \).

(ii) \( \mathcal{P} \) is symmetric, i.e.,

\[
\int_D \phi_1 \mathcal{P} \phi_2 dx = \int_D \phi_2 \mathcal{P} \phi_1 dx, \quad \forall \phi_1, \phi_2 \in L^p(D). \tag{B.1}
\]

Note that the integrals in (B.1) make sense since \( \mathcal{P} \phi \in W^{2,p}(D) \hookrightarrow C(\bar{D}) \) for any \( \phi \in L^p(D) \).

(iii) \( \mathcal{P} \) is positive definite, i.e.,

\[
\int_D \phi \mathcal{P} \phi dx \geq 0, \quad \forall \phi \in L^p(D), \tag{B.2}
\]

and the equality holds if and only if \( \phi = 0 \).

**Proof.** Item (i) follows from the fact that \( G \) is a bounded linear operator from \( L^p(D) \) to \( W^{2,p}(D) \) (by standard elliptic estimates). Items (ii) and (iii) follow from the facts that \( G \) is a symmetric and positive definite operator, and \( (q_{ij}) \) a symmetric and positive definite matrix. \( \square \)
Recall the notation (N1)-(N5) introduced in Section 1.

**Lemma B.2.** For the space $\mathcal{X}$, the following assertions hold:

(i) For any $u \in \mathcal{X}$, write $u = v + \sum_{i=1}^{N} \theta_i \zeta_i$, where $v \in H^1_0(D)$, $\theta_1, \ldots, \theta_N \in \mathbb{R}$. Then

$$\theta_i = \sum_{j=1}^{N} \left( q_{ij} \int_D \nabla u \cdot \nabla \zeta_j dx \right), \quad i = 1, \ldots, N.$$  \hfill (B.3)

(ii) $\mathcal{X}$ is closed, thus weakly closed, in $H^1(D)$.

**Proof.** We first observe that

$$\int_D \nabla v \cdot \nabla \zeta_i dx = 0, \quad \forall \ v \in H^1_0(D), \ i = 1, \ldots, N.$$  \hfill (B.4)

In fact, choose a sequence $\{v_n\} \subset C_\infty(D)$ such that $v_n \to v$ in $H^1_0(D)$ as $n \to +\infty$. Then by integration by parts,

$$\int_D \nabla v \cdot \nabla \zeta_i dx = \lim_{n \to +\infty} \int_D \nabla v_n \cdot \nabla \zeta_i dx = - \lim_{n \to +\infty} \int_D v_n \Delta \zeta_i dx = 0. \quad (B.5)$$

Now we prove (i). Using (B.4), we have that

$$\int_D \nabla u \cdot \nabla \zeta_i dx = \int_D \nabla u \cdot \nabla \zeta_i dx + \sum_{j=1}^{N} \left( \theta_j \int_D \nabla \zeta_i \cdot \nabla \zeta_j dx \right)$$

$$= \sum_{j=1}^{N} \left( \theta_j \int_D \nabla \zeta_i \cdot \nabla \zeta_j dx \right)$$

$$= \sum_{j=1}^{N} p_{ij} \theta_j. \quad (B.6)$$

Taking into account the fact that $(q_{ij}) = (p_{ij})^{-1}$, we get (B.3).

To prove (ii), it suffices to show that for any sequence $\{u_n\} \subset \mathcal{X}$, if $u_n \to u$ in $H^1(D)$ for some $u \in H^1(D)$, then $u \in \mathcal{X}$. To this end, we write

$$u_n = v_n + \sum_{i=1}^{N} \theta_{n,i} \zeta_i, \quad v_n \in H^1_0(D), \ \theta_{n,1}, \ldots, \theta_{n,N} \in \mathbb{R}. \quad \text{By (B.3), we have that as } n \to +\infty$$

$$\theta_{n,i} = \sum_{j=1}^{N} \left( q_{ij} \int_D \nabla u_n \cdot \nabla \zeta_j dx \right) \to \sum_{j=1}^{N} \left( q_{ij} \int_D \nabla u \cdot \nabla \zeta_j dx \right) \text{ in } H^1(D).$$

Hence

$$\sum_{i=1}^{N} \theta_{n,i} \zeta_i \to \sum_{j=1}^{N} \left( q_{ij} \int_D \nabla u \cdot \nabla \zeta_j dx \right) \zeta_i \text{ in } C^1(\bar{D}) \text{ as } n \to +\infty.$$
which implies that
\[ v_n = u_n - \sum_{i=1}^{N} \theta_n \zeta_i \to u - \sum_{j=1}^{N} \left( q_{ij} \int_D \nabla u \cdot \nabla \zeta_j \right) \zeta_i \quad \text{in } H^1(D) \text{ as } n \to +\infty. \]

Since \( H^1_0(D) \) is closed in \( H^1(D) \), we infer that
\[ u - \sum_{j=1}^{N} \left( q_{ij} \int_D \nabla u \cdot \nabla \zeta_j \right) \zeta_i \in H^1_0(D). \tag{B.7} \]

Hence
\[ u = \left[ u - \sum_{j=1}^{N} \left( q_{ij} \int_D \nabla u \cdot \nabla \zeta_j \right) \zeta_i \right] + \sum_{j=1}^{N} \left( q_{ij} \int_D \nabla u \cdot \nabla \zeta_j \right) \zeta_i \in X. \]

Finally, since \( X \) is convex, we see that \( X \) is also weakly closed in \( H^1(D) \). \( \square \)

**Lemma B.3.** For the space \( Y \), the following assertions hold:

(i) For any \( \phi \in L^2(D) \) and \( i = 1, \ldots, N \),
\[ \int_D \nabla \zeta_i \cdot \nabla \mathcal{P} \phi dx = \int_D \zeta_i \phi dx = -\int_{\Gamma_i} \nabla \mathcal{G} \phi \cdot d\mathbf{n}. \tag{B.8} \]

(ii) \( \mathcal{P} \) is one-to-one from \( L^2(D) \) onto \( Y \), and
\[ \mathcal{P}^{-1} = -\Delta. \tag{B.9} \]

(iii) For any \( \phi \in L^2(D) \),
\[ \int_D \phi \mathcal{P} \phi dx = \int_D |\nabla \mathcal{P} \phi|^2 dx. \tag{B.10} \]

As a consequence, for any \( \phi \in Y \),
\[ \int_D -u \Delta u dx = \int_D |\nabla u|^2 dx. \tag{B.11} \]

**Proof.** First we prove (i). By a density argument (recall item (i) of Lemma B.1), it is enough to prove (B.8) for any \( \phi \in C^\infty_c(D) \). Fix \( 1 \leq i \leq N \). By a direct computation, we have that
\[
\int_D \nabla \zeta_i \cdot \nabla \mathcal{P} \phi dx = \int_D \nabla \zeta_i \cdot \nabla \left( \zeta_j \phi + \sum_{j,k=1}^{N} q_{jk} \int_D \zeta_j \phi \zeta_k \right) dx
\]
\[
= \sum_{j,k=1}^{N} \left( q_{jk} \int_D \nabla \zeta_i \cdot \nabla \zeta_k dx \int_D \zeta_j \phi dx \right)
\]
\[
= \sum_{j,k=1}^{N} \left( q_{jk} \int_D \zeta_j \phi dx \right)
\]
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\[ = \int_D \zeta_i \phi dx. \]

Here we used the fact that \( \int_D \nabla \zeta_i \cdot \nabla G \phi dx = 0 \) (see (B.4)). Hence the first equality in (B.8) has been proved. For the second equality, by the Stokes theorem,

\[
\int_D \zeta_i \phi dx = \int_D \zeta_i (-\Delta G \phi) dx
= - \int_D \nabla \cdot (\zeta_i \nabla G \phi) dx + \int_D \nabla \zeta_i \cdot \nabla G \phi dx
= - \int_{\Gamma_i} \nabla G \phi \cdot dn.
\]

Note that in the last equality we used \( \int_D \nabla \zeta_i \cdot \nabla G \phi dx = 0 \) again.

Next we prove (ii). We first show that \( P \phi \in \mathcal{Y} \) for any \( \phi \in L^2(D) \). It is clear that \( P \phi \in \mathcal{X} \cap H^2(D) \). Below we show that

\[
\int_{\Gamma_i} \nabla P \phi \cdot dn = 0, \quad i = 1, \cdots, N.
\]

Fix \( 1 \leq i \leq N \). Again, by a density argument, it suffices to verify (B.12) for any \( \phi \in C^\infty_c(D) \). By the Stokes theorem, we compute as follows:

\[
\int_{\Gamma_i} \nabla P \phi \cdot dn = \int_{\partial D} \zeta_i \nabla P \phi \cdot dn = \int_D \nabla \cdot (\zeta_i \nabla P \phi) dx = \int_D \nabla \zeta_i \cdot \nabla P \phi dx - \int_D \zeta_i \phi dx = 0.
\]

Here we used the obvious fact that \( -\Delta (P \phi) = \phi \) and the first equality in (B.8). To proceed, notice that \( -\Delta (P \phi) = \phi \) for all \( \phi \in L^2(D) \). Therefore, to prove (B.9), it is sufficient to show that

\[
P(-\Delta u) = u, \quad \forall u \in \mathcal{Y}.
\]

To this end, for any \( u \in \mathcal{Y} \) we write

\[
u = \sum_{i=1}^N \theta_i \zeta_i, \quad v \in H_0^1(D), \quad \theta_i = \sum_{j=1}^N \left( q_{ij} \int_D \nabla u \cdot \nabla \zeta_j dx \right).
\]

Here we used (B.3). Then

\[
P(-\Delta u) = G(-\Delta v) + \sum_{i,j=1}^N \left( q_{ij} \int_D \zeta_j (-\Delta u) dx \zeta_i \right)
= v + \sum_{i,j=1}^N \left( q_{ij} \int_D \zeta_j (-\Delta u) dx \zeta_i \right).
\]
Fix $1 \leq j \leq N$. By the Stokes theorem, we have that
\begin{align*}
\int_D \zeta_j (-\Delta u) dx &= -\int_D \nabla \cdot (\zeta_j \nabla u) dx + \int_D \nabla u \cdot \nabla \zeta_j dx \\
&= -\int_{\partial D} \zeta_j \nabla u \cdot d\mathbf{n} + \int_D \nabla u \cdot \nabla \zeta_j dx \\
&= -\sum_{k=0}^N \int_{\Gamma_k} \zeta_j \nabla u \cdot d\mathbf{n} + \int_D \nabla u \cdot \nabla \zeta_j dx \\
&= \int_D \nabla u \cdot \nabla \zeta_j dx.
\end{align*}
(B.16)

Note that we have used the following facts in the last equality
\[
\zeta_j = 0 \quad \text{on } \Gamma_0, \quad \int_{\Gamma_k} \nabla u \cdot d\mathbf{n} = 0 \quad \text{for any } 1 \leq k \leq N \text{ (since } u \in \mathcal{Y}).
\]

Combining (B.14), (B.15) and (B.16), the claim (B.13) is proved.

Finally we prove (iii). Notice that (B.10) and (B.11) are in fact equivalent by item (ii). Below we prove (B.10) for any $\phi \in C^\infty_c(D)$. By the Stokes theorem, we compute
\begin{align*}
\int_D |\nabla P\phi|^2 dx &= \int_D \nabla \cdot (P\phi \nabla P\phi) dx - \int_D P\phi \Delta (P\phi) dx \\
&= \int_{\partial D} P\phi \nabla P\phi \cdot d\mathbf{n} + \int_D P\phi dx \\
&= \sum_{i,j=1}^N q_{ij} \int_D \phi \zeta_i dx \int_{\partial D} \zeta_j \nabla P\phi \cdot d\mathbf{n} + \int_D \phi P\phi dx \\
&= \sum_{i,j=1}^N q_{ij} \left( \int_D \phi \zeta_i dx \int_{\Gamma_j} \nabla P\phi \cdot d\mathbf{n} \right) + \int_D \phi P\phi dx \\
&= \int_D \phi P\phi dx.
\end{align*}

Note that in the last equality we used the fact that $\int_{\Gamma_j} \nabla P\phi \cdot d\mathbf{n} = 0$ for any $1 \leq j \leq N$ (since $P\phi \in \mathcal{Y}$ by item (ii)). Hence (B.10) is proved.

\[
\square
\]

APPENDIX C. EXISTENCE AND UNIQUENESS OF AN ELLIPTIC PROBLEM

Recall the notation (N1)-(N5) in Section 1.
Proposition C.1. Let \( D \) be a multiply-connected bounded domain of the form (1.4). Let \( \omega \in L^2(D) \) and \( a \in \mathbb{R}^N \) be given. Consider the following elliptic problem:

\[
\begin{aligned}
-\Delta \psi &= \omega & \text{in } D, \\
\psi &= 0 & \text{on } \Gamma_0, \\
\text{\psi is constant on } \Gamma_i, & \quad i = 1, \ldots, N, \\
\int_{\Gamma_i} \nabla \psi \cdot d\mathbf{n} &= -a_i, & \quad i = 1, \ldots, N.
\end{aligned}
\]

(C.1)

Then there is a unique \( \psi \in H^2(D) \) solving (C.1), given by

\[
\psi = \mathcal{P} \omega + h_a.
\]

Proof. We first prove uniqueness. Suppose that (C.1) has two solutions, say \( \psi_1 \) and \( \psi_2 \). It is clear that

\[
\psi_1 - \psi_2 \in \mathcal{Y}, \quad \Delta(\psi_1 - \psi_2) = 0.
\]

Applying (B.11) we have

\[
\int_D |\nabla(\psi_1 - \psi_2)|^2 dx = 0,
\]

which implies that \( \psi_1 - \psi_2 \) is constant in \( D \) (since \( D \) is connected). Taking into account the fact that both \( \psi_1 \) and \( \psi_2 \) vanish on the outer boundary component \( \Gamma_0 \), we get \( \psi_1 \equiv \psi_2 \).

Now we complete the proof by showing that \( \psi = \mathcal{P} \omega + h_a \) solves (C.1). The only thing we need to verify is that

\[
\int_{\Gamma_i} \nabla(\mathcal{P} \omega + h_a) \cdot d\mathbf{n} = -a_i.
\]

(C.2)

This follows from the following direct computation:

\[
\begin{aligned}
\int_{\Gamma_i} \nabla(\mathcal{P} \omega + h_a) \cdot d\mathbf{n} &= \int_{\Gamma_i} \nabla \mathcal{G} \omega \cdot d\mathbf{n} + \sum_{j,k=1}^N q_{jk} \left( \int_D \nabla \zeta \omega dx - a_j \right) \int_{\Gamma_i} \nabla \zeta_k \cdot d\mathbf{n} \\
&= \int_{\Gamma_i} \nabla \mathcal{G} \omega \cdot d\mathbf{n} + \sum_{j,k=1}^N q_{jk} \left( \int_D \nabla \zeta \omega dx - a_j \right) \int_{\partial D} \zeta_i \nabla \zeta_k \cdot d\mathbf{n} \\
&= \int_{\Gamma_i} \nabla \mathcal{G} \omega \cdot d\mathbf{n} + \sum_{j,k=1}^N q_{jk} \left( \int_D \nabla \zeta \omega dx - a_j \right) \int_D \nabla \zeta_i \cdot \nabla \zeta_k dx \\
&= \int_{\Gamma_i} \nabla \mathcal{G} \omega \cdot d\mathbf{n} + \sum_{j,k=1}^N p_{ik} q_{jk} \left( \int_D \nabla \zeta \omega dx - a_j \right) \\
&= \int_{\Gamma_i} \nabla \mathcal{G} \omega \cdot d\mathbf{n} + \int_D \nabla \zeta_i \omega dx - a_i \\
&= -a_i.
\end{aligned}
\]
Note that in the last equality we used the following fact
\[ \int_{\Gamma_i} \nabla G \cdot d\mathbf{n} = - \int_{D} \zeta_i \omega dx, \]
which is due to the second equality in (B.8).

\[\Box\]
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