Toward A Neuro-inspired Creative Decoder

Payel Das*, Brian Quanz*, Pin-Yu Chen, Jae-wook Ahn and Dhruv Shah
IBM Research, Yorktown Heights, NY, USA
{daspa,blquanz}@us.ibm.com, pin-yu.chen@ibm.com, jaewook.ahn@us.ibm.com, dhruv.shah@ibm.com

Abstract

Creativity, a process that generates novel and meaningful ideas, involves increased association between task-positive (control) and task-negative (default) networks in the human brain. Inspired by this seminal finding, in this study we propose a creative decoder within a deep generative framework, which involves direct modulation of the neuronal activation pattern after sampling from the learned latent space. The proposed approach is fully unsupervised and can be used off-the-shelf. Several novelty metrics and human evaluation were used to evaluate the creative capacity of the deep decoder. Our experiments on different image datasets (MNIST, FMNIST, MNIST+FMNIST, WikiArt and CelebA) reveal that atypical co-activation of highly activated and weakly activated neurons in a deep decoder promotes generation of novel and meaningful artifacts.

1 Introduction

Creativity is defined as a process that produces novel and valuable (aka meaningful) ideas [Boden, 2004]. In early days of computational creativity research, expert feedback [Graf and Banzhaf, 1995] or evolutionary algorithms with hand-crafted fitness functions [DiPaola and Gabora, 2009] were used to guide a model’s search process to make it creative. However, those methods reportedly lack exploration capability.

Data-driven approaches like deep learning open a new direction – enabling the study of creativity from a knowledge acquisition perspective. Deep Dream [Szegedy et al., 2015] and Deep Style Transfer [Gatys et al., 2015] have aroused substantial interest to employ deep learning-based methods in computational creativity research. Only recently, novelty generation using powerful deep generative models, such as Variational Autoencoders (VAEs) [Kingma and Welling, 2013; Rezende and Mohamed, 2015] and Generative Adversarial Networks (GANs) [Goodfellow et al., 2014], have been attempted. These are designed to model the distribution of and generate known objects (i.e., images). However, such models discourage out-of-distribution generation to avoid instability and minimize spurious sample generation, limiting their potential in creativity research. In fact, [Kégl et al., 2018] shows that getting rid of “spurious” samples completely can limit the generative modeling capacity. Therefore, new approaches to enhance the creative capacity of generative models are needed.

One path is to get inspiration from the cognitive processes associated with human creativity. How does the human brain produce creative ideas? It is an interesting question and a central topic in cognitive neuroscience research. A number of recent neuroimaging studies [Beaty et al., 2018; Shi et al., 2018; Gao et al., 2017] indicate stronger coupling of default mode network and executive control network in creative brains across a range of creative tasks and domains, from divergent thinking to poetry composition to musical improvisation (see Fig. 1A-B). Brain networks are considered as the large-scale communities of interacting brain regions, revealed by the resting-state functional correlation pattern; these networks seem to correspond to distinct functional systems of the brain. Default (task-negative) mode network is associated with spontaneous and self-generated thought, and, therefore implicated in idea generation. Control (task-positive) network, in contrast, is associated with cognitive processes requiring externally directed attention.

Default and control networks often exhibit an antagonistic relation during rest and many cognitive tasks, including working memory [Anticevic et al., 2012]. This antagonistic relation likely reflects suppression of task-unrelated thoughts during cognitive control. Dynamic coupling of default and control networks has been previously reported during goal-directed, self-generated thought processes [Spreng et al., 2015]. Recently [Beaty et al., 2016] proposed that stronger coordination between default and control networks contributes to creative idea generation.

Research Question. Motivated by neuroimaging findings suggesting stronger coupling between task-positive and task-negative neurons in creative brains, this work attempts to induce creativity in deep generative models by proposing a creative decoder. In a nutshell, the creative decoder aims to generate creative samples from the original latent (concept) space by favoring atypical co-activation of high- and low-active neurons (neuron groups derived by roughly modeling the task-negative and task-positive concepts), while the generative model training remains unchanged.

It is widely accepted that creativity is a combination of nov-
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Creative capacity and compared against a number of unsupervised decoding methods. Results show that enhanced model with our neuro-inspired creative decoder, which generates novel and meaningful samples from the learned representation space by employing an atypical activation pattern during "creative" decoding. This modified generation scheme does not require any data labels and can be adapted to any decoder/generator. 

Different schemes (correlation-based, cluster-based, and low-active) of stochastic co-activation of "on" and "off" neurons during decoding are introduced and tested in terms of creative capacity and compared against a number of unsupervised baseline decoding methods. Results show that enhanced creativity can result from the neuro-inspired atypical activation as opposed to a simple random or structured noise effect. 

The creativity of generated samples was evaluated using human annotation as well as several surrogate metrics for novelty detection (e.g., in-domain classifier score and reconstruction distance). Our analyses suggest that a combination of existing surrogate metrics largely captures the notion of creativity.

A key advantage of our method is its immediate applicability to any off-the-shelf decoder/generator model, as it requires no retraining, access to abnormal samples, or additional categorical information for creative generation. To our knowledge, this is the first work that aims to enhance creative capacity of a deep generative model in a neuro-inspired manner.

2 Related Work

Deep models for novelty generation: [Nguyen et al., 2015] proposed the deep neural network based innovation engine algorithm, demonstrating that evolving toward many objectives simultaneously approximates divergent search and encourages novel generation. It is composed of: (1) a diversity-promoting evolutionary algorithm (EA) that generates novel instances based on pre-set features, and (2) a deep classifier to determine if generated instances are interesting and should be retained. The main differences between innovation engine and creative decoder are use of a data-driven generative model instead of EA and induction of novelty without a set of pre-set features.

Another line of work is few/one-shot learning and generation [Lake et al., 2015; Rezende et al., 2016; Clouâtre and Demers, 2019], a step toward out-of-class generation. [Lake et al., 2015] trains a model with Bayesian Program Learning, which represents concepts (pen strokes) as simple probabilistic programs and hierarchically combines them to generate images (letters). They showed that the model can be trained on a single image of a previously unseen class and generate novel samples of it. [Rezende et al., 2016] developed a class

Figure 1: A-B. Depictions (A: circle plots, B: glass brains) of high- and low-creative networks in human brains with their highest degree nodes. Circle plot colors correspond to brain lobes: L, left hemisphere; R, right hemisphere. Adapted from [Beaty et al., 2018]. C. Depiction of a VAE model with our neuro-inspired creative decoder. Normally, a small fraction of neurons in each hidden layer are low-active (dark color). Inspired by neural basis of creativity, we activate those "low-active" (task-negative) neurons to induce coupling between task-positive and task-negative neurons during "creative" decoding. D. Class activation of neuronal clusters in an MNIST VAE, used by the cluster-level activation version of our method that models the neuronal networks with activation clusters and works by co-activating “low-active” neuronal activation cluster(s) (representing the task-negative network), suggesting cluster activation patterns are associated with high-level concepts (e.g., digit classes / components). E. Samples generated by the proposed creative decoder that were human-annotated as creative with high confidence.
of sequential generative models to achieve one-shot generation. They showed that a combination of sequential generation and inference in a VAE model and attention [Bahdanau et al., 2014] during inference enables generation of compelling alternative variations of images after seeing them once. Recently, [Clouâtre and Demers, 2019] combined GANs with meta-learning [Nichol et al., 2018] to find GAN parameters that can generate a random instance with little data and training. The difference with this line of work is that ours does not need any novel exemplar during test time for novel generation.

Next, the creative adversarial network (CAN), a GAN variant, attempts to generate novel artistic images by minimizing deviation from an art distribution while maximizing style ambiguity [Elgammal et al., 2017]. CAN is based on a psychology concept that exploits style ambiguity as a means to increase arousal potential. Unlike our proposed model, CAN needs data-label pairs as input to generate novel samples.

[Cherti and Kégl, 2016] generated new images that are not digit-like by performing operations like crossover and mutation, in the latent space of MNIST digits learned using an autoencoder, or by iteratively refining a random input such that it can be easily reconstructed by the trained autoencoder. Their method needs human feedback to make the network creative-explorative, which is different from our method, as creative decoder exploits a reported neural basis of creativity.

3 Evaluation of Creativity

Human Evaluation of Creativity. The ultimate test of creativity is through inspection by humans. Additionally, human labeling has been used to evaluate deep generative models [Dosovitskiy et al., 2016; Lopez and Tucker, 2018] or as a part of the generative pipeline [Lake et al., 2015; Salimans et al., ]. Although human judgment of creativity suffers from several drawbacks (it is costly, cumbersome, and is subjective), it is still crucial to check how humans perceive and judge generated images. We used an in-house annotation tool to evaluate creativity of the generated samples. Given an image, the tool had four options to choose from - 'not novel or creative (similar to training data)', 'novel but not creative (different from training data but does not seem meaningful or useful)', 'creative (different from training data and is meaningful or useful)', and 'inconclusive'. Annotators did not have access to the knowledge of the decoding scheme at the time of annotation, but were primed on the training dataset, and the annotation category specifies.

Surrogate Metrics of Novelty. Novelty detection techniques can be broadly categorized in five categories: (i) probabilistic, (ii) distance-based, (iii) reconstruction-based, (iv) domain-based, and (v) information-theoretic techniques. Below, we outline the novelty metric families used for evaluation.

Reconstruction distance. Reconstruction distance based on encoder-decoder architectures has been leveraged for novelty detection [Wang et al., 2018]. For image \(x\) and corresponding latent (encoded) vector \(z\), novelty can be estimated from the distance between \(x\) and the closest sample the VAE can produce from \(z\). Therefore, \(D_r = \min ||x - E[\phi(x|z)]||_2\). Since a trained VAE has a narrow bottleneck, the reconstruction distance of any novel image will be large.

k-Novelty score. We compute the \(k\)th-nearest-neighbor distance between a generated sample and the training dataset in the latent \(z\) space and in the input space. The kNN novelty score \((kNS)\) [Ding et al., 2014] of a given data point is the normalized distance to its \(k\)th nearest neighbor (denoted as \(kNN(\cdot)\)), which is defined as following: \(kNS = \frac{d(x,kNN(x))}{d(x,kNN(z))}\). For \(k = 1\), \(d\) is an \(l_2\) distance. For \(k > 1\), \(d\) accounts for the expected distance to the \(k\)th nearest neighbor. We compute \(kNS\) for \(k=1\) and 5.

In-domain Classifier Entropy (ICE) or "objectiveness". Entropy of the probabilities \(p\) returned by a trained, multi-class, in-domain classifier has been used to estimate novelty [Hendrycks and Gimpel, 2016; Kliger and Fleishman, 2018; Cherti et al., ], which can be defined as \(ICE = -\sum_i p_i \log p_i\). A higher value of ICE implies higher novelty. This metric is similar to what [Salimans et al., ] has used to stabilize GAN training and [Nguyen et al., 2015] has employed to encourage novelty search.

In-domain Score (IS) from a one-class classifier. One-class classifiers have also been used for novelty detection, as novel classes are often absent during training, poorly sampled or not well defined. In this study, for each dataset we train a one-class support vector machine (SVM) classifier on the latent dimensions obtained from trained VAE model. Using this one-class classifier, We classify each generated image to get an in-domain score (IS) - the signed difference from the normal-classifying hyperplane. The lower this value is, the stronger the outlierness of the image.

4 Methodologies and Preliminaries

Variational Autoencoder (VAE). We use a VAE [Kingma and Welling, 2013] as the base generative model, which trains a model \(p(x, z)\) to maximize the marginal likelihood \(\log p(x)\) on dataset samples \(x\). As the marginal likelihood requires computing an intractable integral over the unobserved latent variable \(z\), VAEs introduce an encoder network \(q_\theta(z|x)\) and optimize a tractable lower bound (the ELBO): \(\log p(x) \geq E[\log p(x|z)] - D_{KL}(q(z)||p(z))\). The first term accounts for the reconstruction loss, the second measures KL loss between the encoder’s latent code distribution, \(p_\theta(z)\), and the prior distribution, typically a diagonal-covariance Gaussian.

Creative decoding scheme. To capture the spirit of the atypical neuronal activation pattern observed in a creative human brain, \(i.e.,\) dynamic interaction between a task-positive (control) and a task-negative (default) brain network, we propose a probabilistic decoding scheme. After sampling a \(z\), the proposed method selects decoder neurons based on their activation correlation pattern, and then activates a few “off” neurons along with the “on” neurons. Three different co-activation schemes were tested, each selecting a set of “off” neurons to turn “on” using different grouping criteria to represent “task-negative”: (1) correlation-based – random selection from the pool of “off” neurons that are most anti-correlated with the firing neurons across the training data; (2) cluster-based (Fig. 1D) – “off” neurons were chosen at random from the neuronal clusters (obtained by clustering the neuronal activation map) with low percent of cluster active during decoding; and (3)
“low-active” based – random selection from “off” neurons that were weakly-activated in the trained decoder across most of the training data. Another version of the “low-active” method only selected low-active neurons without any significant class specificity (non-specific low-active method). Note: the “off” neurons are fundamentally different from task-negative brain ones due to implication in self-generated thoughts.

In the following, due to the space constraint, we only provide a complete description and evaluation of the low-active method; other variants (correlation, cluster, and non-specific low-active method) were found to perform in a similar fashion.

**Preliminaries.** Let \( d^k_j(z) \) represent the output of the \( j \)th neuron of the \( k \)th layer, given input \( z \in Z \) to the decoder \( p_d \). We further use the shorthand, \( d^k_{jz} = d^k_j(z) \), where \( z \) is the encoding of the \( i \)th training data point. Then the **percentage activation** of neuron \( j \) in layer \( k \) is \( a^k_j = (1/n) \sum_{i=1}^{n} 1_{d^k_{jz} > \tau} \), for a given activation threshold \( \tau \). For RELU activation functions we set \( \tau \) to 1e-\( 7 \). Neurons with \( a^k_j \approx 0 \) are classified as dead neurons and excluded from neuronal manipulation. Additionally, for the \( i \)th input we call neuron \( j \) of layer \( k \) “active” or “on” if \( d^k_{jz} > \tau \), and “inactive” or “off” otherwise. Let \( d^k_{i} \) be the vector with \( i \)th entry \( d^k_{ij} \). Given neuron \( j \) and neuron \( h \) in layer \( k \), let \( C^{kjh} = \text{Cov}[d^k_{ij}, d^k_{ih}] \) (the covariance matrix).

Then we define their correlation \( R^{kj}_{jh} = \frac{C^{kjh}}{\sqrt{C^{kj0} C^{0jh}}} \) - which are the entries of the layer correlation matrix \( R^k \).

**Neuron flipping.** We define flipping a neuron “off” by setting it to a minimum activation value, \( i.e., 0 \) for RELU activation. We define the “on” value of neuron \( j \) in layer \( k \) as \( o^k_j = \lambda \cdot s(\{d^k_{ij} | i = 1 \ldots n\}) \), \( i.e., \lambda \) denotes a scaling factor for the statistic of training activation values, \( e.g., s \) equal to mean, \( \max \), \( \text{etc} \). Significantly, task-negative neurons are activated at higher levels than usual during creative processes in the human brain, we set \( s = \text{max} \) and \( \lambda = 2 \) in experiments.

We start with a sample \( z \sim p(z) \) and obtain the neuronal activations for a selected layer \( k \) of the decoder, for which we now use shorthand \( d^k_{jz} = d^k_j(z) \). Additionally let \( A \) be the corresponding set of active or “on” neurons and \( D \) the set of inactive or “off” (non-dead) neurons. During creative decoding, we flip some number or percentage, \( \rho \), of a group of “on” and/or “off” neurons in a layer \( k \), either randomly or selectively. Each method modifies \( d^k_j(z) \), and this modified layer output is then passed through the remainder of the decoder, to obtain the final generated values.

**Correlation method** The correlation method (1) randomly selects an “off” neuron from the group in \( D \) least-correlated with the most-activated group of neurons; (2) selects additional neurons correlated with the selected deactivated neuron; and (3) turns them on. The idea is that these deactivated neurons are not correlated with the most active ones, so can be viewed as instance-specific task-negative neurons. Using correlation, concepts encoded in multiple neurons might be better captured than pure random selection.

**Clustering method** The clustering method is like the correlation method, except instead of considering individual neurons, clusters of neurons are considered, which represent instance-specific task-negative sub-networks. Spectral clustering is applied to the layer output correlation matrices from the training data (\( R^k \)) to get cluster memberships. For a given instance and decoder layer, one or more clusters with lowest percent activation are randomly selected, where percent activation for cluster \( C^k \) is \( (1/|C^k|) \sum_{j \in C^k} 1_{d^k_{jz} > \tau} \). The percent activations of selected clusters are then increased by turning on more neurons in those clusters until the specified number to turn on is reached.

**“Low-active” method.** The “low-active” method (Algorithm 1) imitates the task-negative concept by identifying neurons that typically have low activation across all the training data and turning some number of them on at decode time. Specifically, a neuron is selected from the pool of “off” neurons that have the lowest percent activations, \( a^k_j \) (defined using a threshold cutoff). Next, “low-active” neurons that are most correlated with the selected neuron are also turned on (randomly selecting the remainder from the low-active group provides similar results).

**Baseline decoding schemes.** The samples generated by the creative decoding schemes were compared with the original training distributions as well as with samples generated by (1) Linear Interpolation in the latent space between training samples that belong to different classes, followed by standard decoding (result not shown), (2) Noisy-decoding: During decoding a random Gaussian noise was infused in a fraction of neurons, and (3) Random flipping: activation of randomly selected “off” neurons (same as our proposed methods but does not apply special criteria to select “off” neurons).

5 Experimental Details

**VAE architecture.** For F/MNIST the encoder network consisted of 3 fully-connected layers (1000, 500, 250) before the \( z \) output (50 for F/MNIST and 100 for the combination), with the decoder architecture the reverse of the encoder. RELU activations were used; dropout equal to 0.10 for fully-connected layers was used during training only.
We performed modifications at the decoder’s 3rd hidden layer, since some transformation from the z-space should be necessary to capture underlying data invariance/structure that is then decoded to the final image. However, modifying lower layers also produced a variety of creative results - analysis of decoder layer choice impact is future work. Unless otherwise stated, results in the main paper were obtained by perturbing five neurons during decoding. For the low-active method, we used neurons whose activations (see Method Section) were within the 1st and 15th percentiles of the neuron percent activation (noisy decoding and random activation) or regular decoding. For comparison, samples that were annotated as “novel but not-creative” samples. Therefore, the special effect of “creative” decoding cannot be replicated by simply flipping random “off” neurons (Table 1) - the neuro-inspired selection and flipping of low-active neurons is what promotes creativity in generations. Training on combined dataset enables generation of creative samples by using baseline and regular methods as well, likely due to the extended capacity of the VAE itself (interpolating between unrelated object types). An interesting observation emerges from the average reconstruction distance (D_r). The low-act method consistently yields samples with higher reconstruction distance on average for all datasets, demonstrating it’s enhanced ability of generating out-of-distribution samples. However, those generated samples may not always be perceived as creative by human, e.g. in the combined data scenario, as the meaningfulness might disappear. Additionally, we ran categorical variable significance tests (chi-squared and G-tests) between our methods and baselines. Low-act method was found to be significantly different from all baselines (p<0.05) for all datasets and tests, except for the random baseline in the combined dataset scenario.

Relation between human judgment and novelty metrics. Next, we report the values of novelty metrics and their relation with the human judgment of creativity in Table 2. The std deviations (std) (not shown) are small for D_r and kNSz (e.g., std is 20% of the average D_r), while ICE and IS show slightly higher variability. Nevertheless, the overall trend of ML metrics between creative and not-creative images remains consistent across all datasets. Table 2 reveals that a combination of low in-domain score, and high D_r and kNSz with respect to the L3 (not creative or novel) samples are key characteristics of the creative images, on average. The same holds for novel (L2) generations; however, novel samples lie somewhere in between regular (L3) and creative (L1). These results are consistent with earlier findings [Cherti et al., ], demonstrating that out-of-class metrics capture the creative capacity of generative models well.

We further trained a “creativity” classifier using surrogate metrics (Table 2) as features, and found a combination of metrics provides superior predictability over any single metric.
For example, a trained L1-regularized logistic regression classifier for predicting consensus “creative” or “not creative” on FMNIST evaluations yields a 10-fold CV mean accuracy of 71.0% whereas the best single-metric accuracy was 60.7%.

We also analyzed metric results for other generation methods (e.g., our cluster- and correlation-based creative decoding, and latent-space linear interpolation), for 1 to 25 neurons turned on (results for one metric shown in Figure 4). This revealed a general increase of novelty scores as flipped neurons increases, with proposed neuro-inspired methods generally dominating. In accordance with human evaluation results, the number of flipped neurons required to induce changes in surrogate metrics that are indicative of creativity was minimal for neuro-inspired low-active method compared to other methods. Activating multiple “off” neuronal clusters together was found effective as well, emphasizing need for atypical neuronal coordination for novelty generation. Linear interpolation in the $z$ space produced the opposite trend in terms of surrogate metrics (in the context of creativity) and visual inspection confirmed resulting samples were not novel.

We also performed additional experiments by turning off active neurons (not shown). To yield any significant effect required turning a larger number of neurons off. Typically, results quickly become less coherent or meaningful (e.g. become blurry), as we turn more active neurons off. This is likely due to a combination of redundancy and task-focused nature of highly active neurons.

Applications to more complex datasets. Figure 3 shows random generations of low-active decoding applied to ArtGAN trained on WikiArt dataset and a larger VAE trained on CelebA, which demonstrate generality and effectiveness of the proposed creative decoding approach. The method works as well, if not better, on bigger networks for larger, more complex, colored images and also with GANs. Full analysis and human evaluation of these results are left to future work. Figure 3 indicates that the proposed creative decoding causes changes in color, style, texture, and even shape - sometimes seeming to add components that fit into the scene. E.g., in Figure 3 the first WikiArt example image seems to have an added sunrise effect, in the fourth the middle portion is converted into a waterfall, and in the fifth a circular shape is changed to an arm and Elvis-style hair. For CelebA, we see sunglasses being added, shape structure/ethnicity changed, etc.

Comparison with recent creative generation methods. To our knowledge, the proposed method is the first approach for generating creative modifications that is fully unsupervised, model-agnostic (can be applied to any trained generator network) and does not require any special model training. Earlier reports [Cherti and Kégl, 2016; Kégl et al., 2018]...
used either specific training or supervised learning to generate novel images. Since the code or model from those studies is not publicly available to our knowledge, it is not possible to compare our results with those directly, although visual inspection reveals high similarity with some of the “symbols” generated from MNIST in [Cherti and Kégl, 2016; Kégl et al., 2018]. We also estimated Inception Score [Salimans et al.,] using the MNIST classifier and found that the creatively decoded samples have lower scores (within 7-8 range) than test samples (9.9) and significantly higher scores than random samples (2.9), consistent with [Kégl et al., 2018].

7 Discussion and Future work

Prior work has shown that high decoder capacity enables easier posterior inference; at the same time the model becomes prone to over-fitting [Kingma et al., 2016]. In fact, high capacity decoders in a VAE-setting are known to ignore latent information while generating, which has been widely addressed [Kingma et al., 2016; Rezende and Mohamed, 2015].

The presence of inactive latent units in a trained VAE decoder originates from regularization. Those low-active neurons are sparsely activated, not important for reconstruction/classification, and often encode unique sample-specific features - so are likely not part of the winning ticket [Frankle and Carbin, 2018]; effects of pruning them will be investigated in the future. While our intent is not to downplay the complexity of the human brain and the creative cognition process, the fact that exploiting the extra unused capacity of a trained decoder in a brain-inspired manner provides access to novel and creative images is interesting. Future work will include testing creativity of trainable decoders with purposely added extra capacity and exposing the model to a more complicated multi-task setting. Additionally, memory retrieval in a deep neural net by disentangling “low-active” neurons and then activating them at test time will be investigated. Surrogate metric design for better capturing human perception of creativity will also be investigated in the future toward empowering machine learning models with “creative autonomy” [Jennings, 2010].
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