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Abstract | The ubiquity of aqueous solutions in contact with charged surfaces and the realization that the molecular-level details of water–surface interactions often determine interfacial functions and properties relevant in many natural processes have led to intensive research. Even so, many open questions remain regarding the molecular picture of the interfacial organization and preferential alignment of water molecules, as well as the structure of water molecules and ion distributions at different charged interfaces. While water, solutes and charge are present in each of these systems, the substrate can range from living tissues to metals. This diversity in substrates has led to different communities considering each of these types of aqueous interface. In this Review, by considering water in contact with metals, oxides and biomembranes, we show the essential similarity of these disparate systems. While in each case the classical mean-field theories can explain many macroscopic and mesoscopic observations, it soon becomes apparent that such theories fail to explain phenomena for which molecular properties are relevant, such as interfacial chemical conversion. We highlight the current knowledge and limitations in our understanding and end with a view towards future opportunities in the field.

Water in contact with charged interfaces is relevant to a plethora of geological, atmospheric and biological processes, as well as technological applications such as in drug design, bioimplants, energy production and storage devices. In the environment, water is characteristically in contact with minerals, the surfaces of which are typically charged because rarely does the pH of the aqueous solution coincide with the surface's point of zero charge, also known as the isoelectric point. Mineral dissolution and growth can alter the surface charge of the mineral itself and the ion composition of the surrounding aqueous solution, with an effect on the chemistry of aqueous systems, such as oceans.

Furthermore, ocean acidification caused by the dissolution of excess carbon dioxide from the atmosphere (CO₂ + H₂O ⇌ H₂CO₃ ⇌ HCO₃⁻ + H⁺ ⇌ CO₃²⁻ + 2H⁺) impacts marine life, because acidic conditions affect the stability of biominerals, such as the shells of sea animals. In living matter, water is in contact with charged cell membranes that separate organelles and the cytoplasm from the environment. Ions and other small molecules (osmolytes) are dissolved in the aqueous physiological environment. The membrane charges, water structure and ion interactions affect the structure, stability, dynamics and function of the biomembranes.

An important role of interfacial water at biomembranes is to assist the in-plane proton conductivity along the membrane that is vital for cellular bioenergetics. Experimental evidence shows that the surface protons do not rapidly equilibrate with bulk: a kinetic barrier exists for the flow of protons from the interfacial water layer on the outside of the cell into the surrounding bulk solution. However, the origin of this barrier, including the molecular-scale details of interfacial water that ensure that the interfacial proton has a strongly anisotropic diffusion coefficient, remains poorly understood.

Interfaces that involve charged surfaces and aqueous electrolytes are common in electrochemical measurements, as well as in reactions that produce fuel (for example, water splitting) or consume it (for example, H₂ fuel cells). For instance, in oxide-based photocatalytic water splitting, H₂ is produced from H₂O on the surface of a metal oxide electrode on irradiation, and the photocatalytic activity is strongly affected by surface speciation and solution pH, which, in turn, affect the surface charge.

In hydrogen fuel cells and electrolysers, hydrogen oxidation and evolution reactions take place at the electrode–water interface. Electrochemical energy conversion efficiency is governed by the charge transfer at the boundary between the metal and the aqueous electrolyte solution.

The systems described above have been chosen as representative examples to discuss water at charged interfaces and because they are systems that the authors have extensively investigated, but by no means are the...
only possible examples of charged interfaces. All the systems considered in this Review feature a charged interface in contact with an aqueous solution containing ions. Based on the chemistry of the interface, the systems can be divided into three categories: (1) inorganic compounds (more generally, insulators or semiconductors either found as minerals in nature or in devices), characterized by a mechanically stiff interface, with localized surface charges; (2) biomembranes or (bio)molecules that have a deformable interface with localized charges; and (3) metals in which the charge is delocalized (for example, metallic electrodes). The interplay between mechanical properties and charge localization exists for a variety of interfaces involving planar surfaces, nanoparticles, droplets, liposomes and biological cells, independently of their surface curvature. While several recent reviews have examined the behaviour of water in one of these systems separately, by considering them together, we aim to develop a more unified framework for water at charged interfaces, highlighting the current knowledge and limitations in our understanding. Such a unified framework requires understanding elementary processes as well as the characteristic length scales and timescales that span more than ten orders of magnitude. The multiscale nature of this problem furnishes acute challenges for both experiments and theory, highlighting the need for future method development.

We start by providing a historical overview of the classical mean-field models used to describe charged surfaces in contact with an aqueous electrolyte solution and then continue by detailing the different components of the system: the charged interface, water and ions. While generally offering a qualitatively accurate description of a variety of well-defined systems, mean-field models fail to offer a quantitatively accurate description of phenomena of interest for common systems, especially at the molecular level. Much recent experimental, theoretical and computational work highlights that many of these limitations result from, often implicit, assumptions about the structure of interfacial water and ions on which these models are based. However, a systematic addition of structural details allows an increasing breadth of systems that can be successfully described. For complex systems, the description of equilibrium properties of many aqueous solution–charged interfaces becomes challenging, and describing such systems under non-equilibrium conditions makes their description even more challenging. An example of such systems is presented in the next section, where we consider cases in which interfacial reactivity plays an important role. In these cases, the complexity is such that a full molecular description, including electronic structure, is often necessary to describe the observed phenomena. We end with a look at the future, discussing the modern challenges and the tools that offer the possibilities of tackling them.

### Classical mean-field description of charged interfaces

The electrostatic attraction between a charged interface and counterions draws oppositely charged ions from the solution to the interface, competing with thermal effects that favour a more homogeneous, that is, bulk-like, ion distribution. The result is a charge distribution that is spatially inhomogeneous along the surface normal, with an associated electric field. This field acts on the static dipole of water, causing its preferential orientation near the interface. The interfacial ion distribution, together with the water molecules, form the electrical double layer (EDL), schematically shown in Fig. 1.

The classical EDL description dates to the late nineteenth to early twentieth century. The first to propose a model to describe the EDL was Helmholtz, who treated the EDL as a parallel-plate capacitor: one plate corresponding to the highly charged interface and the other corresponding to the centre of the closest-approaching hydrated counterions (the outer Helmholtz plane, OHP). Together, these two plates define the Helmholtz layer (also called the Stern layer), across which the potential decreases linearly. As pointed out later on by Grahame, Helmholtz’s description of the EDL does not consider the presence of specifically adsorbed but not fully solvated ions. In Grahame’s refinement, these ions are said to form the so-called inner Helmholtz plane (IHP). The model by Gouy and Chapman was proposed to describe moderately charged surfaces in contact with aqueous electrolyte solutions by using the Poisson–Boltzmann equation to describe the equilibrium distribution of ions. This results in an almost exponential decay of the potential, moving away from the surface. This mean-field description assumes that (1) the surface is laterally homogeneous and charge distributions can be described by their spatial average in the plane of the interface, meaning that there are no domains or charged patches; (2) the charged surface is perfectly sharp; (3) ions are point charges and only interact through Coulombic interactions; (4) there are no ion–ion correlations; and (5) water is a homogeneous dielectric continuum. The Gouy–Chapman model accounts for many experimental observations, mostly because electrostatic interactions are long-ranged and the vast majority of local molecular-level details are effectively neglected. The Debye–Hückel approximation results from a linearization of the nonlinear Poisson–Boltzmann equation and returns an exponentially decaying potential. Although strictly speaking the Debye–Hückel theory is limited to low potentials (low charge), it often works remarkably well also for nominally highly charged surfaces, because
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counterions condense near the surface and, thereby, decrease (or renormalize) the effective surface charge. On a side note, although these models have been discussed for planar surfaces, they similarly apply to curved surfaces if the radius of curvature is larger than the Debye screening length, $\kappa^{-1}$, which is the characteristic length associated with the potential decay into the bulk.$^{51}$

The shortcomings of the Gouy–Chapman model have been the focus of theoretical investigations for decades.$^{52}$ One such major shortcoming is the assumption that ions are point charges that, in high fields, can approach the interface at an infinitesimally small distance. This approximation is unrealistic because of the ions’ finite size, their hydration shell and possible surface solvation effects.$^{53}$ The Stern model$^{47}$ introduces finite-sized ions by combining the Helmholtz$^{42,43}$ and Gouy–Chapman$^{44,45}$ models and accounts for a reduced interfacial water dielectric constant. In this model, one finds the Gouy–Chapman diffuse layer beyond the OHP.

The Stern model is often called the Gouy–Chapman–Stern (GCS) model and is shown in Fig. 1. The arrangement of ions in the solution near the interface screens the surface charges and, thus, decreases the local potential, and its Debye length, $\kappa^{-1}$ (Fig. 1), can be defined as follows:

$$\kappa^{-1} = \sqrt{\frac{\varepsilon_0 \varepsilon_r k_B T}{\sum_{j=1}^N n_j^0 q_j^2}}$$  \hspace{1cm} (1)

where $\varepsilon_0$, $\varepsilon_r$, $k_B$ and $T$ are the vacuum permittivity, relative static permittivity, Boltzmann constant and absolute temperature, respectively. $n_j^0$ and $q_j$ are the bulk charge density and the charge of species $j$, respectively, and $N$ is the total number of charged species. The Debye length decreases with increasing concentration of ions in the solution: for biomembranes, under physiological conditions, the Debye length is ~1 nm, whereas for a charged mineral at circumneutral pH and very low salt concentrations, it can be as large as 1 μm. Bockris et al. further enriched the description of the EDL by accounting for the dipolar nature of the water molecules. Thus, they proposed a refinement of the model in which the permittivity of water assumes three different values: one for the diffuse layer (coinciding with that of the bulk solution), a smaller one for the first layer of molecules next to the charged surface (as, here, water is possibly depleted and its dipole unable to rotate — dielectric saturation) and a third, in between the other two, for the second layer of water next to the surface.$^{49,50,54,55}$

---

**Fig. 1 | Classical mean-field description of the electrical double layer.** Schematic description of the Gouy–Chapman–Stern model. Indicated are the inner Helmholtz plane (IHP), the outer Helmholtz plane (OHP), the thickness of the Stern layer, $d$, and the thickness of the diffuse layer, also known as the Debye length, $\kappa^{-1}$. Also indicated is the potential $\varphi$ as a function of the distance from the surface. The Debye length is assumed here to be substantially larger than the other length scales (atom sizes, water molecules and interface), as appropriate for low salt concentration. For high salt concentrations, all length scales are comparable, making the theoretical description of charged surfaces even more difficult. The purple, green and yellow spheres represent the cations, the anions and neutral species, respectively. The hydration water around the ions as well as at the surface are explicitly represented. The definition of the surface potential, $\varphi_0$, can be found in BOX 1, while an in-depth discussion on how to measure the potential at the shear plane, $\zeta$ potential, can be found in BOX 2.
In the past few decades, substantial effort has been devoted to characterizing the behaviour of charged interfaces in contact with electrolyte solutions to test the aforementioned classical models. In many cases, these classical models provided an adequate description, but, in many more, the models were either quantitatively off or downright qualitatively inadequate. Some of such historical works that used the GCS model are, for instance, those by Grahame, who measured the differential capacitance of Hg in contact with an aqueous NaF solution, that by McLaughlin and colleagues, who measured the potential at the shear plane (close to the OHP, also known as the \( \zeta \)-potential — see BOXES 1, 2) of liposomes of mixed composition (zwitterionic and charged phospholipids) and, by Israelachvili and Adams, who measured the double-layer forces between mica surfaces in KNO\(_3\) [REF 57]. The shortcomings of these models typically became clear when changing some experimental conditions. For Grahame’s work, this happened when increasing the applied potential or the solution’s ionic strength, for McLaughlin and colleagues when, instead of a singly charged lipid, a triple negatively charged one was used, and for Israelachvili and Adams, the models failed for concentrated solutions or in close proximity of the charged surface. Thus, while successfully describing some phenomena occurring on mesoscopic and macroscopic length scales, the classical GCS mean-field theory often fails to describe situations of interest. As we describe in this Review, this failure is often expected: it turns out that many systems of great practical interest violate the assumed behaviour of water and ions in such treatments. For example, much experiment and theory demonstrates that, to describe electron transfer across (charged) solid–water interfaces, such as for the photocatalytic water splitting into hydrogen and oxygen at an electrode–solution interface, details of the interfacial molecular arrangement of water are quintessential. The interface can act to align water molecules, but the water molecules can act back on the interface, through both protonation and deprotonation, and dissociative adsorption at the interface, thus changing the local charge and surface potential, thus changing the local charge and surface potential, as in Fig. 1 of the text. The interplay between the interface, its charges, water molecules and ions makes the charged interface–aqueous solution more than the sum of its parts, highlighting the importance of the molecular details and the inadequacy of the description of water as a homogeneous dielectric medium assumed in traditional mean-field theories. In the following, while describing the nature of the interfacial charge, water structure and ions in more detail, this classical description’s limitations will become clear.

**Origin and nature of the surface charge**

The origin of the charge at a surface in contact with water can be traced to five main sources: (1) the application of an externally controlled potential as in electrochemistry; (2) adsorption of ions from or dissolution of ions into the bulk; (3) protonation and deprotonation of surface groups; (4) ion exchange between solution and surface; and (5) hydrolysis of surface groups (followed by protonation or deprotonation).

Electrically conducting electrode–electrolyte interfaces are unique in that the electrical connection between the electrode and an external circuit allows a continuous transfer of charges to and from the electrode–electrolyte interface, even at a constant applied potential. Besides the fact that this charge is delocalized, the potential at the interface can be controlled externally (while the systems we describe below have a surface potential determined by the solid surface structure and the solution composition). In mechanism (1), the potential at which the electrode surface is uncharged (the potential of zero charge, \( E_{\text{pzc}} \)) depends on the chemical nature and surface structure of the electrode, as well as the nature of the electrolyte. It is expected that at the \( E_{\text{pzc}} \), the electric field across the surface is vanishing, except for a dipolar contribution resulting from the specific interaction of the water with the electrode. If at the electrode–electrolyte interface no charge-transfer reactions occur, the surface...
charge density can also be tuned. As the potential is varied, the negative or positive surface charge density of the electrode changes and the electric field can change sign, affecting water orientation and, possibly, the chemistry of the electrode–electrolyte interface.

Mechanism (2) for the formation of surface charge, for example, counterion dissolution, is characteristic of ionic surfactants (FIG. 3b) and ionic crystals (FIG. 3c). Ionic surfactants are charged, amphiphilic, surface-active molecules, the counterions of which become hydrated and can move away from the surfactant into the bulk, when in contact with liquid water. In case the counterion is a proton (mechanism (3)), the pH of the aqueous solution determines whether the proton goes into solution or not. For biomembranes, the pH of the aqueous solution seldom coincides with the pH value for which the surface is uncharged, that is, the point of zero charge. For instance, it is generally assumed that physiologically relevant pHs are slightly alkaline, ~7.4; however, wide deviations from this value are often observed in living systems. In solid tumours, the extracellular pH is slightly acidic, with a value of ~6.7 (REFS 64–66) and, even in healthy cells, the pH of the organelles of the secretory and endocytic pathways ranges from 4.7 to 6.7, while that of the mitochondrial matrix is ~8.0 (REF 67). These acidic or basic conditions can favour protonation or deprotonation of the lipid headgroups, thus affecting the net charge of the membrane. A typical example is the membrane of mammalian cells that, under physiological conditions, is negatively charged mainly because the positive counterions of negatively charged lipid headgroups go into solution (REF 68). Biological membranes are characterized by nominal surface charge densities ranging from ~0.002 to ~0.3 C m⁻² (REF 31). In these membranes, also lipids with zwitterionic headgroups are present, which do not contribute to the net charge of the surface, even though they favour anion adsorption 68, but do create a dipolar field that contributes to the alignment of water molecules (as detailed below). The picture is further complicated because the local concentration of hydrated protons at the interface can be quite different from that in the bulk 69–72 and because different ions can affect the pH of the aqueous solution (equivalent to an increase of 4 pH units), whereas glyceral, resulting in an increase in the silica charge by ~50% (equivalent to an increase of 4 pH units), whereas glyceral was depleted from the interface, resulting in neutralization of the surface charge (equivalent to reducing the pH by 2 units 80). A discussion on overcharging and charge-inversion effects by charged species is presented in the next section.

We should also keep in mind that most surfaces are not only spatially heterogeneous but also highly dynamic (temporally heterogeneous), a property that considerably complicates their molecular-level description. The spatial heterogeneity is nicely exemplified in biomembranes, which exhibit a soft surface with charge-bearing constituents that are laterally mobile 73: a time-dependent, non-uniform charge distribution 74,75. Another example is the charged silica–water interface, for which the macroscopic wetting angle results from the subtle interplay between nanometre-scale hydrophobic and hydrophilic (potentially charged) patches on the surface 76,77. For silica, the continuous protonation and deprotonation of surface oxide groups — temporal heterogeneity — leads to a constant average charge but strongly varying charge effects visible on the micrometre scale 78. Interestingly, in all three works cited above, these spatiotemporal heterogeneities in surface charge have been probed through the effect they induce on water orientation. This fact further highlights the mutual dependence between the charged surface and water behaviours, the leading theme of this Review. The few selected examples discussed above are
Electrokinetic methods. In colloidal science, information on particle charge is typically derived by electrophoretic measurements, used to look at the mobility of these particles in response to an externally applied electric field. Depending on the concentration of ions in solution, different equations can be used to obtain what is called the ζ-potential, defined as the potential at the shear plane (Fig. 1). While exact models exist for the limiting cases of low and high salt concentrations (or, equivalently, small and big spherical particles), only approximations are available at intermediate concentrations. In any case, this deduced ζ-potential is the potential at the shear plane, which includes the immobile layer formed around the particles that is moving along with the particles under an external electrical field. As such, the ζ-potential is smaller than φs, because of the counterions contained in the immobile layer at the particle surface.

Note that the shear plane is close but not identical to the outer Helmholtz plane (OHP, see Fig. 1). For planar surfaces, the equivalent of a colloidal ζ-potential measurement is a streaming measurement. In this case, the ζ-potential of the surface is obtained using a capillary channel made of the material of interest and by applying an external pressure to induce the liquid to flow from one side of the capillary to the other. The equilibrium electrical double layer (EDL) formed in the electrolyte solution in response to the external pressure is then disrupted by the liquid flow and the counterions create an excess of counterions downstream and an excess of co-ions upstream. This asymmetry in charge distribution induced by the applied mechanical pressure induces a potential difference between the inlet and the outlet, which reflects the ζ-potential.

Vibrating plate methods. The vibrating capacitor method is widely used for planar surfaces. Its invention dates back to Lord Kelvin and measures a capacitance developed in the non-conducting gap between the material of interest and a metal electrode. When the electrode vibrates, an AC current develops in the circuit as a result of the potential difference between the two media. A DC voltage is then applied to compensate for planar surfaces. Its invention dates back to Lord Kelvin and measures a capacitance developed in the non-conducting gap between the material of interest and a metal electrode. When the electrode vibrates, an AC current develops in the circuit as a result of the potential difference between the two media. A DC voltage is then applied to compensate for the difference in their work functions, it can be related to the local charge density weighted by a tip-dependent weight function. Recently, Kelvin probe force microscopy has been applied to interfaces involving electrolyte solutions.

Force–distance methods. These methods are used to measure the force between two surfaces, such as atomic force microscopy and surface force apparatus (Box 5). From the measured force, a value for the potential can be derived. In this derivation, an exponential dependence of the potential on the distance of the kind $\kappa^{-1} x$ is assumed, where $\kappa^{-1}$ is the Deby length and $x$ the distance from the OHP (Fig. 1). By extrapolating in the limit $x \to 0$, a value for the potential at the OHP can be obtained.

Electron spectroscopy methods. Photoelectron spectroscopy, and X-ray spectroscopy in particular, rely on the emission of core electrons following the absorption of a photon (Box 4). The application of X-ray spectroscopy techniques to solid and gas phases has a long history, but its use for volatile aqueous phases has been established recently with the introduction of the vacuum liquid microjet technique, enabling the acquisition of photoemission spectra from thin aqueous solution films in a ~millibar pressure gas environment. An alternative method that circumvents the exposure of the liquid phase to vacuum uses liquid cells equipped with a few-nanometre-thick membrane to separate the liquid from vacuum. The membrane is thin enough to transmit the emitted photoelectrons, thus enabling their detection. These developments have tremendously expanded the scope of photoemission spectroscopy, which has been recently used to determine both the EDL profile at a polycrystalline gold electrode and the surface potential of SiO2 nanoparticles. The elegance of this approach is that $\phi_s$ can be directly inferred from the measured binding energy of a core-level electron in a nanoparticle, as the photoelectron loses or gains kinetic energy in direct proportion with the potential as it travels from the surface to the detector.

Nonlinear optical spectroscopy methods. Nonlinear optical spectroscopies such as sum-frequency generation (SFG) spectroscopy and second-harmonic generation (SHG) are inherently surface-sensitive because of the breaking of the symmetry at the interface between different media (Box 5). When charges are present at the interface, these charges effectively break the symmetry, either by the field-induced alignment of dipolar molecules or by the field-induced polarization of the nearby liquid. So the SFG and SHG intensities are typically assumed to be proportional to $\phi_s^2$ (Ref. 26). In case water is the only contributor to the second-order signal, non-resonant SHG has been used as a direct reporter of the surface potential. When, however, other components in the system exhibit a net orientation, these can also contribute to the signal, as, for instance, the case of lipid monolayers at the air–water interface. Non-resonant SHG has been used to learn about the surface potential and charge of mineral surfaces as well as membranes and neurons, and has been refined using heterodyne detection. Using SHG microscopy, the aligned water molecules have been used as reporters of surface heterogeneity and dynamics at mineral interfaces, asymmetrical lipid bilayer membranes and neuronal membranes. We note that Gouy–Chapman and Stern models are required to obtain a value of this surface potential from SHG or SFG intensity.

The degree of screening, that is, the decrease in potential away from the surface, is determined by the bulk ion concentration. A combined ambient-pressure X-ray photoelectron spectroscopy (Box 4) and computational study investigated the potential drop in the electrolyte solution (Fig. 1) and, by using a neutral spectator molecule, unveiled the shape of the EDL profile both as a function of the applied bias and electrolyte concentration. However, the signal-to-noise ratio of these experiments did not allow to discern whether the Gouy–Chapman or the GCS description was more appropriate. Interestingly, marked deviations of classical mean-field theory from

Box 2 | Experimental determination of surface potential
Box 3 | Surface force apparatus and scanning probe microscopy

The surface force apparatus (SFA) has been developed to directly measure forces between two atomically smooth surfaces in a defined atmosphere or in liquids. Briefly, the distance between two cylinders (see the figure, part a) in crossed geometry is controlled within ~0.1 nm. The force acting between the two surfaces is obtained by measuring the distance (typically, optical interferometry) and the stiffness of the spring supporting one of the cylinders. This provides a force resolution of ~10\(^{-7}\)–10\(^{-8}\) N. SFA is very valuable to elucidate fundamental interactions between surfaces in general and electrical double layer forces in particular\(^{277}\).

While SFA provides high spatial resolution along the surface normal direction, its lateral resolution is usually low (~1 μm). Scanning probe microscopy (SPM) techniques overcome this drawback\(^{278}\). SPM offers the capability to directly image a surface with atomic resolution, providing unparalleled insights into the atomic structure of surfaces. In a scanning tunnelling microscope (STM), a sharp tip is scanned at close distance (several Å) over the surface of interest (see the figure, part b). Owing to the tunnelling effect, an electric current flows between the tip and an electrically conducting sample. As the tunnelling current depends on both the distance between the tip and the surface and the electronic structure of the materials, it reveals local surface information. It is worth noting that an STM can also be operated in an electrolyte solution when the tip is coated with an insulating layer, except for the very end of the tip. To overcome the limitation to conducting materials, atomic force microscopy (AFM) can be used to detect the force acting between the tip and the sample. When operated in dynamic mode, a force resolution down to 10\(^{-10}\) N can be achieved at a sub-Å spatial resolution\(^{279}\).

Recently, AFM imaging at the solid–liquid interface has been extended to map a volume above the surface\(^{280}\), providing high-resolution spatial information of the interfacial solvation structure.
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For biomembranes, it is also known that the ion–headgroup interaction appears in most cases not to be dominated by electrostatics\(^{281,282}\), but, rather, guided by matching water affinities\(^{283,284}\). When an ion is more strongly hydrated than its counterion, dehydration of the former requires more energy than the energy gained by forming the contact ion pair, thus favouring contact ion pairs of similarly hydrated ions\(^{281}\). Therefore, according to this principle, small cations (such as Na\(^+\)) prefer small anions or anionic groups (such as acetate, C\(_2\)H\(_3\)O\(_2\)\(^-\)), whereas larger cations (such as K\(^+\)) are preferentially attracted to larger anions or anionic groups (such as methylsulfate, CH\(_3\)OSO\(_3\)\(^-\)).

Overcharging, or charge inversion, is the phenomenon observed when counterions from the solution adsorb on the surface, forming the Stern layer, in such a way that their total charge in magnitude is greater than that of the surface. As a result, the diffuse layer will see a high concentration of co-ions, instead of counterions, close to the surface. Overcharging explains, among other effects, why proteins adsorb to a charged surface of the same polarity (same sign). The observations can be justified based on chemico-physical considerations, but cannot be explained by the classical mean-field models\(^{285,286,287}\), because they do not account for co-ions.

Sum-frequency generation (SFG, see Box 5) spectroscopy measurements at the aqueous interface of a model membrane featuring different lipids with opposite charges showed that counterions move close to the membrane surface to screen the charge and form a Stern layer\(^{288}\), as also commonly observed for hard surfaces\(^{289}\). However, in the case of phospholipid membrane, when the charge density increases even more, counterions can penetrate into the headgroup region, not only neutralizing the lipid charge but also causing the rearrangement of lipids and interfacial water (FIG. 4). The counterion
charge compensation, ensuring that the total surface charge does not exceed a specific critical value, can be well described by classical mean-field models. This has also been reported for liposomes when mixing zwitterionic and negatively charged phospholipids. On the contrary, the counterion penetration in the charged lipid monolayer cannot be described using classical models but requires a molecular description, such as that provided by molecular dynamics (MD) simulations. Incidentally, charge saturation can explain why nature limits the amount of negatively charged phospholipids in membranes.

Mean-field models, even with the refinements discussed earlier, consider the ions as point charges interacting through electrostatics. This leads to underestimating or overestimating screening and the inability to predict phenomena such as ion-specific effects, overcharging and charge inversion, the matching water affinity law and surface restructuring that have experimentally been well documented.

**Water structuring and orientation**

Water has a strong dipole moment. As a result, the presence of charge on a surface will lead to an average preferential orientation of water molecules near the interface. This preferential alignment of water molecules is dynamically and spatially heterogeneous.

Most experimental techniques average over molecular length scales and timescales, and typically provide access to ensemble-averaged water alignment. It is important to note that, in addition to a dipole, water molecules have the propensity to form H-bonds that are responsible for its many peculiar properties. Water’s ability to form H-bonds explains its strong interaction with oxides and biological systems. On metal surfaces, because the water adsorption energy is comparable to the H-bond strength, the competition between water–water and water–surface interactions can give rise to very different interfacial water structures, depending on the specific system under consideration.

The first experimental evidence for oriented interfacial water at a positive (O pointing towards the surface) versus a negative (H pointing towards the surface) surface was reported for charged surfactants forming monolayers at the air–water interface using SFG. Soon after, it was also reported for phospholipids and confirmed in several studies. Changes of the interface charge density through fine-tuning of the solution’s pH was also found to affect the orientation extent of the water molecules, as has been observed on silica surfaces. In this context, water orientational asymmetry is an example in which the shortcomings of the classical mean-field models become immediately apparent. A positive charge typically aligns...
Box 4  |  Photoelectron spectroscopy

Photoelectron spectroscopy (PES) is based on two main electron emission processes: that of direct photoelectrons (see the figure, part a, left) and that of electrons created in some second-order process, including Auger decay and several non-local autoionization processes, such as intermolecular Coulombic decay (see the figure, part a, right)\(^{284}\). Direct photoionization gives access to electron binding energies of the water solvent, the solutes in bulk solution, as well as those at the solid–aqueous solution interface. This process also informs us on valence energies\(^{282}\), important for chemical reactivity in aqueous solution, and core-level energies (and associated chemical shifts), which report on local structure and charge\(^{282}\). The second-order processes provide insight into water molecular structure and dynamics thanks to their relationship to the dynamical local hydrogen-bonding networks. Moreover, for resonant PES, Auger decay leads to the same final state reached in direct ionization, and interference of the identical final states results in a resonant enhancement\(^{260,261}\). This can be exploited to increase the detection sensitivity of low-concentration species undetectable in the off-resonant PES spectra. Resonant PES allows measuring X-ray absorption, based on total electron yields obtained by integrating the PE spectra over a suitable electron kinetic energy range\(^{280}\).

PES is a surface-sensitive technique, but accessing buried interfaces remains challenging\(^{286}\). Buried interfaces can be accessed in the case of nanoparticles dispersed in aqueous solution using a microjet and solid samples covered with few monolayers of water, stabilized at high relative humidity. The probing depth depends on the kinetic energy of the photo and Auger electron: slower bulk electrons scatter more before escaping into vacuum than higher kinetic energy ones. Maximum surface sensitivity is reached at a kinetic energy of ~100 eV, at which the electron inelastic mean free path is shortest. For lower energies, the IMFP usually increases, although for liquid water, stabilized at high relative humidity, the probing depth depends on the kinetic energy of the photo and Auger electron; slower bulk electrons scatter more before escaping into vacuum than higher kinetic energy ones. Maximum surface sensitivity is reached at a kinetic energy of ~100 eV, at which the electron inelastic mean free path is shortest. For lower energies, the IMFP usually increases, although for liquid water, stabilized at high relative humidity.

Part a adapted with permission from Ref.\(^{281}\), American Chemical Society. Part b adapted with permission from Ref.\(^{286}\), American Physical Society.

Therefore, in the case of water–lipid interfaces, the density of water molecules decreases less abruptly when moving from the bulk towards the lipid alkyl chains. Water has been found to form H-bonds not only with headgroups but also with carbonyl groups that are located between the hydrophobic alkyl chains and the hydrophilic headgroup region\(^{186–187}\). However, substantial water orientation has also been observed for zwitterionic, overall neutral lipids. The net average orientation of interfacial water changes by ~180° following the chemical inversion of phosphate (P) and choline (C) in the headgroup (for example, from P–C to C–P). Here, the force orienting the water molecules results from the local dipolar field generated between the positive C and negative P groups\(^{156,168–170}\) and, presumably, H-bonding interactions in the headgroup region\(^{171}\).

Also, for conducting electrodes, experimental measurements\(^{172–175}\), as well as atomistic scale modelling\(^{141,174,176,177}\), have confirmed that the orientation of water is field-dependent and potential-dependent (FIG. 5a). The H atoms of the water molecule point towards the surface at low potentials (\(E < E_pzc\)) and O points towards the surface at potentials above the potential of zero charge (\(E > E_pzc\))\(^{178}\). Further, the density of water near the surface is much higher than that of the bulk at all potentials, which implies a different ordering of water molecules at the interface\(^{79}\). Comparison between electron-yield X-ray absorption spectra (Box 4) of interface and bulk liquid water reveals distinct types of interfacial water molecules in contact with a polycrystalline gold surface, different from those in the bulk electrolyte. Specifically, undercoordinated (single H-bond donating) water molecules exist at the surface, with their non-H-bonded OH group suggested as being either parallel or perpendicular to the surface\(^{141,175}\).

Studies at charged lipid or surfactant monolayers reveal that not only the water structure but also the vibrational relaxation dynamics of interfacial water is affected by the presence of the interface\(^{189}\). In particular, the dynamics seem to depend on the sign of the surface charge. For positive monolayers, the dynamics of interfacial water closely resembles that of bulk water and that at the air–water interface. Even though for negative monolayers an agreement on the interpretation of the data has not yet been reached, all available results suggest the dynamics to be different from that of the positive interfaces, probably because of the strong H-bond formed with the negative group in the polar head\(^{181–183}\). This observation underlines the aforementioned asymmetry of water in response to positively and negatively charged surfaces. Interestingly, water dynamics in contact with zwitterionic lipids do not seem to be affected by the inversion of phosphate and choline (P–C versus C–P) in the headgroup\(^{184}\). The effect of the surface charge has also been observed in the case of silica, where the vibrational lifetime of H-bonded OH dramatically shortens when the surface charge increases (high pH)\(^{185}\). The reorientational dynamics of interfacial water has been studied at extended neutral surfaces\(^{156,168}\), but not yet for charged interfaces. Such experiments would be very informative for better understanding interfacial dynamics and local dielectric constants.
Besides charge-induced alignment of water directly at the interface, the interaction of the first molecular water layer at the interface can have consequences for the structure of water farther away. X-ray reflectivity experiments revealed oscillations in the water O density, in the direction normal to the surface away from a mica–water interface (Fig. 6a,b). Despite the soft nature of biomembranes, scanning force microscopy (Box 3) has been successfully applied to such interfaces, demonstrating layering of water (Fig. 6c), which has also been observed for minerals. Local imaging with scanning probe microscopy shows both vertical layering of water and a lateral structure of the calcite (CaCO3)–water interface, known as a 'checkerboard' pattern (Fig. 6d,e). The checkerboard pattern agrees well with predictions from MD simulations finding that the water closest to the surface is bound through its electronegative O atom to the surface calcium cation, while the water in the next layer resides above a carbonate site, forming an H-bond to the protruding O atom of the surface carbonate group. This arrangement is associated with a switch in the water orientation in the first and second layers, respectively. From the atomic force microscopy (Box 3) data, the water dipole orientation cannot be deduced, but SFG can provide this information. If the MD prediction of oppositely oriented water molecules is correct, this should result in local restoration of centrosymmetry and, thus, a very small SFG signal from the interfacial water. The layering behaviour at interfaces described above for water can also be observed for hydrated ions.

Water orientational asymmetry and layering cannot be described by classical mean-field models. Therefore, it is apparent from the discussion in this section that, to reach a deeper understanding of the phenomena happening at the interface, water cannot be simply considered as a continuous homogeneous medium defined by its permittivity or even as a simple dipole. Rather, its charge-asymmetrical molecular structure at the interface and the ability to accept and donate hydrogen bonds need to be accounted for in many cases.

Modern electrical double layer theories

To this point, we have addressed the classical mean-field theories of charged aqueous interfaces, discussed each component of the system and pointed out several observations that suggest that this classical description is qualitatively incomplete. Along with the development of in situ experimental techniques that allow looking at the water–ion–charged interface in more (sometimes even atomic) detail, simulations have allowed the study of the breakdown of the classical mean-field theories at the molecular length scale. This has led to the successful development of modified mean-field approaches. For example, correlation effects are not captured by mean-field theories, but simulations have shown that they become important when the electrostatic coupling parameter, $\xi = 2nq/\sigma_e e_i$, exceeds 10 (where $\sigma$, $q$, and $e$ are the surface charge density, the ion valence and the electron charge, respectively). The Bjerrum length, $l_B = e^2/4\pi\varepsilon k_B T$, is the distance at which the Coulomb interaction energy between two monovalent ions equals the thermal energy $k_B T$. At physiological electrolyte concentrations, the Debye and Bjerrum lengths are similar and equal to ~1 nm. For monovalent ions, the threshold $\xi = 10$ is reached for $\sigma = 1.6 \text{ e nm}^{-2}$, which is a very high surface charge density. For divalent ions, correlation effects become important already at $\sigma = 0.2 \text{ e nm}^{-2}$, which is a rather modest value readily reached in many systems. What happens when the mean-field model breaks down? The mean-field theory predicts repulsion between similarly (same sign) charged surfaces, regardless of their surface charge density. In reality, in the strong coupling regime ($\xi >> 10$), similarly charged surfaces attract each other. This explains why DNA and highly charged minerals condense in the presence of multivalent ions.

Even for moderately charged surfaces, additional corrections to mean-field theory owing to the discrete water nature and specific ion–surface interactions can be important. To illustrate this, we compare predictions of mean-field theory with MD simulations of a charged surface that include explicit water molecules. We note in passing that MD simulations have their own limitations, in particular, with regards to the employed force fields, which will be discussed in the 'Outlook' section.
The intricate coupling between interfacial water structure, surface charge and dielectric effects can be illustrated by the simulation of an even simpler system, namely, water between two flat graphene layers, a snapshot of which is shown in Fig. 7f. The interfacial water density profile in Fig. 7f shows the well-known and expected pronounced water layering at such a rigid surface. Figure 7e presents the intrinsic electric field profile $E_i(z)$ for a neutral graphene sheet, which is solely produced by the water polarization, and the electric field profile $E(z)$ in the presence of an external displacement field of strength $\Delta \varepsilon \kappa = 1 \text{ V m}^{-1}$, which corresponds to the field produced by a moderate surface charge of about $\sigma = +0.1 \text{ e nm}^{-2}$. The $E_i(z)$ profile reaches high values of $10 \text{ V nm}^{-1}$ in the first hydration layer, but $E_i(z)$ and $E(z)$ are quite close to each other. From the difference between these two fields, we can calculate the inverse dielectric profile according to $1/\varepsilon(z) = \varepsilon_i(E(z) - E_i(z))/D$ [REF. 199] (Fig. 7g). Notably, $1/\varepsilon(z)$ changes its sign (indicating divergences of $\varepsilon(z)$) and does not seem to be related to the intrinsic electric field $E_i(z)$ or to the water density profile in Fig. 7f. The dielectric profile $1/\varepsilon(z)$ derived within the linear response theory agrees very nicely with the finite-field result [Fig. 7g], which demonstrates that linear response is valid for surface charge densities on the order $\sigma = 0.1 \text{ e nm}^{-2}$. This is interesting because the water dipolar orientation profiles, shown in Fig. 7f [REFS 197,198], indicate pronounced layered orientation and are quite different for neutral and charged surfaces. This demonstrates the robustness of the dielectric linear response, which is embedded in the dielectric profile, the effects of which can also be included in modified mean-field models [199]. For the larger surface charge densities shown in Fig. 7d, the dielectric water profile becomes modified and nonlinear dielectric effects must eventually be taken into account.

**FIGURE 7a** shows a simulation snapshot of two negatively charged decanol surfaces, while the counterion density profile for a surface charge density $\sigma = -0.11 \text{ e nm}^{-2}$ and surface separation $d = 6 \text{ nm}$ is given in Fig. 7b (REF. 199). The standard mean-field prediction, which assumes surface charges that are sharply localized on two plates and only electrostatic ion–surface interactions, deviates substantially from the MD results. The modified mean-field theory includes an additional non-electrostatic ion–surface interaction potential $U(z)$, which brings the simulated profile in close agreement with the MD profile [199]. The ion–surface interaction $U(z)$ (REF. 199) (Fig. 7c) is repulsive and decays exponentially over 1 nm. It accounts for direct, ion-specific ion–surface interactions and for the finite ion size, all effects that are not accounted for in the classical mean-field models. The orange line in Fig. 7c shows the surface charge distribution, which is rather delocalized and can also be included in the modified mean-field model [199]. We conclude that microscopic insight from simulations allows designing a much-improved model based on mean-field theories.

**FIGURE 7d** shows the water orientation profiles for different surface charge densities, together with the water density profile [199]. For zero surface charge, interfacial water molecules point their oxygen atoms to the surface to form hydrogen bonds with the surface hydroxyls. Surprisingly, already at a low surface charge density of $\sigma = -0.11 \text{ e nm}^{-2}$, the water molecules near the surface reorient over a rather long spatial range (~nm) equivalent to the Debye length. It is known that the water dielectric constant becomes tensorial at surfaces with pronounced differences in the direction parallel and perpendicular to the surface [199]. The results in Fig. 7d demonstrate that surface charges reshape the hydration water structure, calling once more into question the use of the bulk dielectric constant of water at charged surfaces.

**Fig. 4 | Water at charged biomembranes.** Water orientation, counterion distribution and surface potential as a function of the net charge of a mixed phospholipid monolayer featuring positively charged 1,2-dipalmitoyl-3-trimethylammonium-propane (DPTAP) and negatively charged 1,2-dipalmitoyl-sn-glycero-3-phospho-(1'-rac-glycerol) sodium salt (DPPG) [199]. The initial behaviour as a function of surface charge can be described by mean-field models (parts a and b). At higher charge (~0.1 C m$^{-2}$), the surface potential saturates because of counterion adsorption (part c), followed by lipid rearrangement at even higher charge densities (part d), both not captured by classical mean-field models. $\phi_{surf}$ surface potential; Drop $\phi_{surf}$ potential drop across the diffuse layer; Drop $\phi_{solute}$ potential drop across the Stern layer; $d_{Stern}$ thickness of the Stern layer; OHP, outer Helmholtz plane; SFG, sum-frequency generation. Reprinted with permission from REF. 199, AAAS.
In recent years, force-field-based simulation techniques have been developed to include effects of constant potential and constant-field boundary conditions, which are important at metallic surfaces. Likewise, ab initio simulation techniques can, nowadays, treat charged surfaces, including chemical reactions with surface water molecules, but are limited to relatively small systems and cannot yet account for the diffuse ionic double layer. We conclude that the hydration water structure at charged surfaces exhibits pronounced water orientations that lead to a strong intrinsic electric field at interfaces and is characterized by an oscillatory dielectric response profile. Surface charges affect the water orientation profile (as seen in Fig. 7d) and, thereby, modify water polarization and dielectric response. This clearly demonstrates the complexity of hydration water at charged surfaces and the need to account for water’s molecular properties theoretically, for example, through the combined use of simulations and modified mean-field approaches.

Interfacial reactivity

When an aqueous electrolyte solution meets a charged surface, the EDL formation (Fig. 1) is not the only result: chemical reactions usually occur. While reactions are the interesting product of this encounter, this ‘chemistry’ eludes both classical mean-field models and force-field-based classical MD simulations.

The breakdown of classical mean-field models is particularly evident when considering minerals for which water does not only adsorb on their surface molecularly but can also undergo (electron-induced or electron-induced or...
photo-induced) reactions. For example, water adsorbs dissociatively (into H* and OH* groups) and subsequently reacts to form H2 and O2. As shown in Fig. 5b, at an electrochemical interface, water can decompose to form adsorbed hydrogen, hydroxide and oxygen, with a transfer of electrons to or from the electrode surface. The adsorption of these water decomposition products (H*, OH* and O*) depends on the electrode potential, composition and surface structure209–212.

In photocatalysis, the TiO2-water interface has remained at the forefront of research for many years, owing to its seminal role in water splitting16,17. Whereas water from the vapour phase interacting with TiO2 has been investigated extensively using various approaches in ultra-high vacuum213,214, studies of the interaction of TiO2 with bulk water have been lagging215. This can be traced to the challenge of studying the buried oxide–water interface using traditional surface science approaches. For the (110) rutile facet, a pioneering work pointed out the importance of combining molecular scale (ab initio calculations and MD simulations) and macroscopic approaches (GCS model). This combined approach aimed to give a comprehensive picture of the interface probed with a suite of experimental techniques, to predict ion distributions not accessible experimentally and to establish the presence of a single interfacial water layer with molecules both laterally and vertically ordered with respect to the rutile structure216. In a step intermediate between TiO2 in ultra-high vacuum and in contact with bulk water, photoelectron spectroscopy was performed on (mixed rutile and anatase) TiO2 nanoparticles exposed to water vapour217. These studies revealed the possibility of dissociative adsorption of water on the O-terminated surface218 to result in the formation of two adjacent (paired) hydroxyl groups219,220, with a very small energy difference between adsorption of intact H2O and dissociative adsorption.

Using resonant photoemission spectroscopy, molecularly adsorbed H2O molecules have been observed on the surface of TiO2 nanoparticles in acidic solution, whereas a dissociative water interaction, leading to OH species at the TiO2 surface, was observed for near-neutral solutions60. These results suggest that, at acidic pH, the protonation of adsorbed OH at the Ti site of the defect-free surface of anatase nanoparticles is fast, leading to molecularly adsorbed water being the dominant species. By contrast, at basic pH, the protonation of the surface OH group is suppressed, which makes the

![Fig. 6 | Layering of water at biomembranes and mineral surfaces.](image)

A | Normalized X-ray reflectivity from the mica–water interface. B | Density distribution of the interfacial water oxygen atoms as a function of the distance from the surface as obtained from the fit of the data in part A. The large z-limit value of 0.033 atoms Å−3 corresponds to the mean oxygen density of bulk water. C | Oscillatory hydration force measured as a function of the distance from the gel-phase 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC) bilayer surface; each oscillation corresponds to the displacement of a water layer. Thus, the periodicity of the oscillations relates to the size of the water molecule. D | Lateral slice (xz) through a 3D atomic force microscopy map collected at the calcite–water interface241. In this slice, the excitation frequency shift is shown. Using the solvent-tip approximation242,243, bright features can be associated with high water density. E | Molecular dynamics simulations for the same calcite–water system illustrating the water arrangement at the interface244. The density of the water oxygen atoms is shown. Both atomic force microscopy and molecular dynamics results show the characteristic checkerboard pattern of the hydration structure at the calcite surface. Parts A and B reprinted with permission from REF. 188, American Physical Society. Part C reprinted with permission from REF. 189, Elsevier. Part D adapted with permission from REF. 241, American Institute of Physics. Part E reprinted with permission from REF. 244, American Chemical Society.
Fig. 7 | Molecular dynamics simulations of water at charged interfaces. 

a | Molecular dynamics simulation snapshot of two interacting, negatively charged decanol self-assembled monolayer (SAM) surfaces at a separation distance of 6 nm (panel a); all profiles are symmetrical around the middle of the water slab at z = 0. The potential U(z) is seen to be crucial for an accurate description of the simulated density profile. c | The surface charge density profile (ρsurf) (orange line) is significantly smeared out, which is neglected in standard mean-field models. The ion–SAM interaction potential U(z) (black line) is repulsive and decays exponentially moving away from the SAM surface. d | Water orientation profiles for different surface charge densities, indicating water reorientation already for modest surface charges. The blue line denotes the water mass density profile (ρm), which changes insignificantly with increasing surface charge density.

e | Molecular dynamics simulation snapshot for water between two flat neutral graphene surfaces. f | Pronounced water layering at the graphene surface is indicated by oscillations of the water mass density profile.

g | Comparison of the intrinsic electric field profile $E_i$ (blue line) in the presence of an externally applied constant displacement field $D/E_0 = 1 \text{ nm}^{-1}$ that corresponds to a moderate surface charge of about $\sigma = 0.1 \text{ e nm}^{-2}$. The inverse dielectric profile from the difference of the $E$ and $E_i$ fields (black line) compares well to the linear-response prediction (green line), which indicates that dielectric linear response is still valid. h | Water orientation profiles for $D/E_0 = 0$ (blue line) and $D/E_0 = 1 \text{ V nm}^{-1}$ (pink line), which are related to the electric field profiles, indicate water reorientation induced by the externally applied displacement field. PB, Poisson–Boltzmann. Panels a–d adapted with permission from REF. 157, American Chemical Society. Parts e–g adapted with permission from REF. 158, American Chemical Society. Part h is obtained from data reported in REFS 159,160.

Re-formation of adsorbed $\text{H}_2\text{O}$ unlikely. So, varying the pH provides a means to control the molecular versus dissociative water interaction with anatase surfaces, as also reported for rutile111,122. These results are in good agreement with a combined SFG and ab initio MD study of water in contact with a film of anatase TiO$_2$ particles, where chemisorbed water, forming hydroxyls group, and physisorbed water, strongly hydrogen-bonded to the oxygen of the hydroxyls groups, have been observed19.

On metal surfaces, electrochemical energy conversion occurs through interfacial charge transfer reactions, the mechanism and rate of which are mainly governed by the structure of the boundary region between the electronic (electrode) and ionic (electrolyte) conductors17.
To fully understand hydration processes and the underlying chemical interactions, it is, therefore, helpful to experimentally access the electronic structure of the aqueous phase–charged electrode interface. Here, valence electrons of water and embedded solutes, at and near the immediate interface, play a key role because their energies govern chemical reactions. This includes electronic energy and charge transfer, proton transfer and the solution’s influence on bonding and antibonding states that determine covalent interactions.

Not only does the electrode potential affect the structure of water near the surface but, because water can decompose to form adsorbed hydrogen and hydroxide, transferring electrons to or from the electrode surface, the variation of the electrode potential will favour the adsorption of these species. As intermediates in various important reactions and potential site-blocking spectators for any reaction carried out in an aqueous environment, understanding the thermodynamics and kinetics of their adsorption is important. The adsorption of the products of water decomposition (H⁺, OH⁻ and O⁻) depends on the electrode potential, composition and surface structure. A combination of detailed experiments on single-crystal platinum electrodes and density functional theory (DFT) calculations show that adsorption of all these species is more favourable onto less coordinated and, therefore, more strongly bonding atoms at step edges compared with those on terraces. As hydroxide ions contain an internal dipole, their adsorption favours the co-adsorption of water, to which the hydroxide strongly adsorbs and on which water strongly favours adsorption. As the surface structure affects the length and angle of the hydrogen bonds formed, the effect of water on OH⁻ adsorption is surface-structure-dependent. The binding strength of hydroxide also depends on the cation and pH, because ions close to the surface disrupt the strong hydrogen bonds between OH⁻ and H₂O⁺. As the surface affects the charge distribution of the nearest neighbour ions, local pH effects influence the adsorption.

The structure of interfacial water has been considered particularly important for the hydrogen oxidation reaction and the hydrogen evolution reaction (HER) in hydrogen fuel cells and electrolyzers. In particular, the effect of pH and electrolyte ions has been substantially studied. It has been observed that the rates of the hydrogen oxidation reaction and the HER are 2–3 orders of magnitude slower in an alkaline electrolyte than in an acid electrolyte, even in the presence of the best catalysts known for this reaction, for example, platinum. Recent experiments have shown that lowering the electrode potential through adsorption of Ni(OH)₂ increases the activity for the HER. At a given potential, lowering of the Eₚzc (caused by the presence of Ni(OH)₂) leads to a decrease in the electric field strength across the electrode–electrolyte interface, as compared with the bare surface without Ni(OH)₂, at that same potential. This decrease in field putatively reduces the energy required to reorient water near the electrode surface during adsorption of a proton, an important step in the HER, explaining the increased activity. If true, this suggests that the decreased activity seen with increasing pH could be caused by the larger electric field established at the same potential on a relative hydrogen (proton chemical potential) electrode scale with increasing pH (as the point of zero charge is pH-independent).

**Outlook**

In this Review, we have discussed how charged interfaces of different nature induce the formation of the EDL in the presence of an aqueous electrolyte solution and affect the interfacial water structure. We have also given a brief introduction to the classical mean-field models and shown their limitations for the description of each component, namely, the charged surface, water and ions, in real systems of interest. In particular, we have focused on phenomena unique to non-ideal interfaces, such as those of biomembranes and minerals, and chemical reactions occurring at the metal–water or mineral–water interfaces. Classical theories can describe these systems only to a limited extent, as many phenomena violate the assumptions that these models rely on. These assumptions are (1) the surface is laterally homogeneous and charge distributions can be described by their spatial average in the plane of the interface (there are no domains or charged patches); (2) the charged surface is perfectly sharp; (3) ions only interact through Coulombic interactions; (4) there are no ion–ion correlations; and (5) water is a homogeneous dielectric continuum. Remarkably enough, these standard continuum models break down even for low-concentration electrolyte and at much larger length scales than molecular ones — situations for which one would expect that they would work. These theories provide a generally useful framework, but deviations from ideal behaviour assumed in these formalisms often become relevant for the description of systems discussed in this Review.

Mean-field theories have been improved by adding microscopic details such as the interfacial water properties and specific ion interactions. Yet, even these refined mean-field approaches are often not sufficient to get a full molecular picture. MD simulations, on the other hand, are plagued by force field and computing time issues. Because most force field models have been designed to accurately describe water–ion interactions, they often do not describe ion–ion interactions accurately. However, ion–ion interactions become increasingly important for the structure and dynamics of the whole system as the ion concentration increases. Thus, developing universal force field models for highly concentrated ion solutions is needed, as recently demonstrated for Mg²⁺ and SO₄²⁻ ions. An alternative route, which emerged in the past 10 years thanks to the development of methods that drastically reduce the computational effort, is using DFT-based molecular dynamics (DFT-MD) simulations. This approach offers a realistic representation of the electronic, structural and dynamic properties, and can provide a consistent atomistic description of the system. DFT-MD has proven successful in describing many different observables, among which are the structure of adsorbed water molecules at solid interfaces, the surface acidity, the redox potential, the dielectric constant of polar liquids and the capacitance of the Stern layer at charged oxide–electrolyte interfaces, and hold promise for further extension.
to, among others, the modelling of metal–electrolyte interfaces (see Ref.\cite{ref14} and references therein).

From the experimental point of view, ideally, one could make a movie, with molecular temporal and spatial resolution, of water and ions at charged interfaces. This requires combining ultrashort laser pulses with scanning probe microscopy\cite{ref15} and/or triggering charge transfer at an interface using ultrashort pulses and monitoring the temporal evolution of the system spectroscopically\cite{ref16}. Such experiments can also help investigate systems out of equilibrium. So far, we have discussed the organization of ions and water, and chemical reactions at charged surfaces under equilibrium conditions. However, the majority of important systems and applications function under a non-equilibrium but steady-state situation. For example, living systems exist because of their ability to maintain non-equilibrium conditions across their membranes; water flowing along mineral rocks, shifting dissolution equilibria and, thereby, charge\cite{ref17}; at the battery electrode–electrolyte interface, electrons are continually converted into ions, and hydration is continually changing. Along with this chemical conversion, diffusion and reorientation of chemical species happen. Such interfacial non-equilibrium dynamics are central to many important applications. Molecular-level details of water at charged interfaces remain poorly understood for equilibrated systems, but even more so for non-equilibrium states. A key question that needs to be addressed is to what extent the modern EDL theories work or break down under non-equilibrium conditions. To address this, a combination of in situ, operando, time-resolved and surface-specific measurement, together with simulations using non-equilibrium techniques in the grand canonical ensemble, are needed. Thus, the road ahead is paved by big challenges, yet, if successful, the reward will be great, by allowing fundamental scientific insights to have a concrete impact in more applied fields.
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