A Spatiotemporal Model for Precise and Efficient Fully-automatic 3D Motion Correction in OCT
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Abstract. Optical coherence tomography (OCT) is a micrometer-scale, volumetric imaging modality that has become a clinical standard in ophthalmology. OCT instruments image by raster-scanning a focused light spot across the retina, acquiring sequential cross-sectional images to generate volumetric data. Patient eye motion during the acquisition poses unique challenges: Non-rigid, discontinuous distortions can occur, leading to gaps in data and distorted topographic measurements. We present a new distortion model and a corresponding fully-automatic, reference-free optimization strategy for computational motion correction in orthogonally raster-scanned, retinal OCT volumes. Using a novel, domain-specific spatiotemporal parametrization of forward-warping displacements, eye motion can be corrected continuously for the first time. Parameter estimation with temporal regularization improves robustness and accuracy over previous spatial approaches. We correct each A-scan individually in 3D in a single mapping, including repeated acquisitions used in OCT angiography protocols. Specialized 3D forward image warping reduces median runtime to $< 9$ s, fast enough for clinical use. We present a quantitative evaluation on 18 subjects with ocular pathology and demonstrate accurate correction during microsaccades. Transverse correction is limited only by ocular tremor, whereas submicron repeatability is achieved axially (0.51 $\mu$m median of medians), representing a dramatic improvement over previous work. This allows assessing longitudinal changes in focal retinal pathologies as a marker of disease progression or treatment response, and promises to enable multiple new capabilities such as supersampled/super-resolution volume reconstruction and analysis of pathological eye motion occurring in neurological diseases.
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1 Introduction

Imaging the eye is particularly challenging because three types of involuntary eye movements continuously occur even during fixation \cite{16}: Microsaccades (occasional fast movements lasting $< \sim 25$ ms), drift (slow, random walk-like motion
Fig. 1. A volume is composed of A-scans (red lines, in axial direction). The transverse scanned trajectory indicated in the volumetric scan, consisting of B-scans (blue arrows) and flyback (orange lines), defines continuity of image distortion. Microsaccade discontinuities (pink markers) are best visible after axial averaging, in en face images.
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Fig. 2. Classic OCT processing pipeline. Steps related to motion correction (MoCo) in light blue, steps related to signal reconstruction and illumination (illum.) correction in red. Repeated B-scan registration is limited to 2D and increases gap size (see Fig. 5B).

causing distortion throughout), and tremor (aperiodic transverse vibration below the resolution of non-adaptive optics retinal imaging). Fixation capabilities decrease with age and in pathology. Optical coherence tomography (OCT) is a non-invasive 3D imaging modality and standard of care in ophthalmology [10]. By raster-scanning a laser beam across the retina, OCT assembles a volume of quasi-instantaneous depth profiles of backscattering (A-scans). A line of A-scans forms a 2D cross-sectional image (B-scan) with minimal distortion due to a millisecond acquisition (Fig. 1). In contrast, volume acquisition requires seconds and is correspondingly more distorted in slow scan direction. Microsaccades appear as discontinuities and cause gaps if performed opposite to the slow scan direction. OCT angiography (OCTA) visualizes microvasculature by performing repeated B-scans at the same retinal location and detecting motion contrast from moving blood cells [20]. However, scan time and distortion are further increased.

Previous motion correction methods are based on a three-step procedure outlined in Fig. 2. Eye tracking compensates motion and, thus, gap size during acquisition, but is insufficient as typically only transverse motion is corrected, and accuracy is fundamentally limited by latency in the range of a microsaccade duration [19]. Secondly, repeated B-scans are affinely registered. This step is limited to correcting in-plane (2D) motion by its 2D nature [20]. Subsequently, repeated B-scans are aggregated by averaging (OCT) or variance computation
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Lastly, two or more volumes are coregistered, allowing latency-free 3D distortion correction. Additional scans increase acquisition time, but enable data fusion for gap filling and signal-to-noise ratio enhancement [20].

For the volumetric correction, typically a pair of volumes with orthogonally oriented B-scans is used. This allows correcting distortion along the slow scan direction with the B-scans of the orthogonal volume and vice-versa. The main challenges are lack of a distortion-free reference, and the spatial discontinuity in distortion due to raster-scanning. Brea et al. reviewed existing methods and concluded that current models are insufficient to accurately correct fine features [21]. More recently, Ploner et al. integrated utilization of OCTA data [17] into the method of Kraus et al. [11], which is in commercial use. A special feature of these methods is that they are reference-free: displacement fields for each scan are jointly estimated in an axial, followed by a 3D, iterative optimization. This avoids propagation of drift motion from a reference to the result. Axial undistortion is achieved reliably, but correction is limited by use of backward warping: B-scan shearing must be estimated and compensated in the initial axial optimization, but this introduces inaccuracies because it lacks correction of transverse motion. Discontinuities in the distorted inputs (pink markers in Fig. 1) may cause spurious gradients in the similarity metric (during optimization). Furthermore, backward-warped displacements are defined at target grid voxels, limiting continuity regularization to target grid axes. However, B-scans acquired during slow scan direction motion or torsional eye motion (around the optical axis) are no longer axis-aligned with the target grid. This must be compensated by discontinuities in the displacement fields which violate the regularizer. Consequently, issues occur in datasets with head tilt (many volumes or widefield), and misregistration persists especially near slow scan direction microsaccades. While, e.g., the method of Athwal et al. compensates torsional motion [2], its local undistortion is limited (see discussion). The more promising forward warping was avoided for iterative OCT motion correction because the necessary scattered data interpolation was assumed computationally infeasible for clinical settings.

Contribution. We present the first spatiotemporal motion model and a corresponding fully-automatic, reference-free optimization strategy for volumetric distortion correction in OCT. Our approach introduces numerous advances over the state of the art: By using a displacement field parametrization with respect to time, discontinuities in optimization are remedied. Compared to prior work, a drastically reduced parameter density suffices without compromising accuracy, and smoothness regularization no longer contradicts with discontinuities. Two features are critical to enable time-continuous modeling: First, in order to infer consistent displacements despite distinct A-scan locations, motion is described for the eye as a whole, by a spatially rigid 3D transform. Remaining change is assumed to be of temporal origin. Secondly, to be able to derive the displacement of each A-scan based on its acquisition time, the transform must be defined at the input voxels, i.e. formulated via forward warping. While forward warping (FW) is fundamentally more complex to compute than backward warping, it enables image warping using a single, direct mapping. This allows estimation of...
all parameters in a single optimization, towards the (iteratively) fully corrected orthogonal dataset. A further advantage of FW is its correct handling of overlaps, which enables individual registration of repeated B-scans during volume registration. This not only removes the necessity for prior registration and intermediate averaging of B-scan repeats, but more importantly, enables their correction in all three spatial dimensions. Besides improving accuracy, this can substantially reduce gap size compared to prior in-plane registration methods. Finally, FW enables direct integration of head tilt compensation, effective compensation of displacement bias from resampling effects, and gradient computation in the iteratively motion-corrected targets, thereby bypassing spurious gradients in the input volumes. Our model is suited for volume-pair, many-volume and wide-field imaging, and is more reliable, dramatically more accurate, and converges faster. As discussed at the end, a range of new applications is enabled. Lastly, by exploiting the structure of possible distortion in the model, we formulate a domain-specific, separable forward interpolation scheme to enable iterative optimization in clinically feasible runtimes. While adding all described advantages, previously reported runtimes are reduced by a factor of 5.

2 Methods

Our approach jointly motion corrects two or more volumes with orthogonal B-scans. The log-scale B-scans are preprocessed with a radius 1 px median filter and factor 2 axial downsampling. OCT volumes are displayed in a grid where x, y displacements are within the coronal plane and z corresponds to depth. We assume the image to be distorted by the 3D affine, temporally varying transform

$$T(x, \tau, p) = \begin{pmatrix} \cos(-\alpha(\tau) + \alpha_0) & -\sin(-\alpha(\tau) + \alpha_0) & 0 & -t^x(\tau) \\ \sin(-\alpha(\tau) + \alpha_0) & \cos(-\alpha(\tau) + \alpha_0) & 0 & -t^y(\tau) \\ -m^x(\tau) & m^y(\tau) & 1 & -t^z(\tau) \end{pmatrix} \begin{pmatrix} x \\ y \\ z \\ 1 \end{pmatrix}. \quad (1)$$

Here, x and τ are the 3D position and acquisition time of a voxel and p = (t^x, t^y, t^z, m^x, m^y, \alpha) is the vector of motion parameters for all scans. t^x/y/z is the transverse (x,y) and axial (z) displacement of the retina. Depending on the fast scan direction, either m^x or m^y is nonzero and describes axial shearing of B-scans originating from scanning beam to pupil center alignment [11]. The transverse rotation \alpha corresponds to torsional motion [13], which we assume constant within each scan. For all other parameter types, parameters (e.g. t^x) are estimated for the time points corresponding to the centers of each B-scan repeat and then interpolated along time using a cubic hermite spline (t^x(\tau)) to attain A-scan-specific values. To reduce displacement bias from equidistant resampling of the registration target grid to the axes-aligned moving B-scans [1], a constant \alpha_0 \approx 45^\circ is added. Lastly, besides other effects, illumination can vary with beam alignment / motion, and potentially confound registration. Therefore, based on a (log-scale) voxel intensity s, change in illumination is modeled as

$$I(s, \tau, c) = s + I(s > s_{\min}) \cdot c(\tau), \quad (2)$$
where \( c(\tau) \) is a spline given by parameters \( c \), \( I \) is the indicator function, and \( s_{\text{min}} \) is a threshold to ignore the background, which is not affected by illumination.

Parameters are optimized jointly by minimization of the objective function

\[
\mathcal{J}(p, c) = \sum_{M \in \mathcal{V}} \mathcal{D}(p, c, M) + \mathcal{R}(p, c) \quad \text{s.t.} \quad \mathcal{C}(p, c) = 0,
\]

comprised of data terms \( \mathcal{D} \) for all volumes \( M \in \mathcal{V} \), and a smoothness regularization term \( \mathcal{R} \), which penalizes the squared difference between sequential parameters with parameter type-specific weighting factors. Optimization is performed via momentum gradient descent with parameter type-specific step sizes until the maximum change falls below a threshold. The constraint \( \mathcal{C} \) enforces parameters to have zero mean (by mean subtraction after each optimizer step).

Optimization is performed in a 4-level coarse-to-fine multi-resolution pyramid of the (preprocessed) input, created by consecutive factor 2 downsamplings in axial direction. Axial displacement parameters are initialized to the average depth of the voxels of temporally neighboring A-scans, weighted by their cubed intensity. This aligns the bright horizontal band corresponding to the retinal pigment epithelium (see B-scan in Fig. 1). Other parameters are initialized with zeros.

Each data term \( \mathcal{D} \) operates on the illumination-corrected voxels

\[
\tilde{s}_{i,k}^M(c) := I(s_{i,k}^M, \tau_i^M, c)
\]

of a moving volume \( M \), where \( i, k, s_{i,k}^M \) and \( \tau_i^M \) are a voxel’s A-scan index, depth index, intensity and acquisition time. To compute the corresponding squared difference loss for each target \( T \), target volumes \( \tilde{S}^T \) are interpolated to the voxel’s motion-corrected location

\[
\tilde{x}_{i,k}^M(p) := T(x_{i,k}^M, \tau_i^M, p)
\]

where \( x_{i,k}^M \) is the original voxel position, via 3D cubic hermite spline interpolation \( W \):

\[
\mathcal{D}(p, c, M) = \sum_{T \in \mathcal{V}} \sum_{i=1}^{wh} \sum_{k=1}^{d} \left( \tilde{s}_{i,k}^M(c) - W(\tilde{S}^T, \tilde{x}_{i,k}^M(p)) \right)^2
\]

Only volumes with orthogonal B-scan orientation (given by \( \text{dir}(\cdot) \)) are used as targets. \( wh \) and \( d \) are the number of A-scans and their depth. Target volumes \( \tilde{S}^T \) are assumed constant within each data term evaluation, to limit computational demands of the gradient evaluation. The implementation for forward-warping the targets’ A-scans by \( T \) is detailed later. Due to use of forward warping, gaps in \( \tilde{S}^T \) are known. Consequently, \( W \) is only defined if the \( 4^3 \) neighborhood around the moving voxel’s location is valid, and ignored otherwise, as determined by \( \text{valid}(\tilde{S}^T, x) \). In the final multi-resolution level, the target volume is computed with similar resolution as the preprocessed input, and is reduced in factor 2 steps in all dimensions for the smaller levels. Again, to avoid displacement bias during resampling [1], pseudo-random subpixel offsets are introduced by a slightly lower transverse resolution and z-position offsets (detailed in supplementary Fig. 6).

Besides accuracy, a primary concern for algorithm design was a small memory footprint, to allow joint registration of many volumes on a single GPU. Under these preconditions, the algorithm was designed for massively parallel computing throughout and implemented in CUDA 11.1. The most demanding step is the forward-resampling of the target volume. Naive mapping to a \( 4^3 \) neighborhood...
in the target grid necessitates complex computations to determine each voxel-specific weight, rendering the method infeasible for clinical use. We utilize the absence of axial distortion within A-scans in two critical ways: First, we perform a cubic hermite spline-weighted warping only in axial direction of each A-scan, such that data points are axially aligned with the target grid voxels. This limits the complexity of scattered-data warping to the 2 transverse dimensions only, where we use a truncated Gaussian weighting (sidelength 4, $\sigma = 0.5$, in target pixels). Secondly, we precompute and share coefficients across the axial direction. For a volume with sidelength $N$, separability and precomputation dramatically reduce the number of coefficient computations from $N^3 \cdot 4^3$ to $N^2 \cdot (4 + 4^2)$.

3 Experiments and Results

A dataset of 18 patients was acquired on a prototype spectral domain OCT scanner with 128 kHz A-scan rate over a $6 \times 6$ mm field with $500 \times 500$ A-scans without B-scan repeats. The axial resolution was 3 µm FWHM, axial pixel spacing was 1.78 µm, A-scans had 775 pixels. For each subject, in one eye, 4 volumes were acquired at the fovea with alternating B-scan orientation. Eye tracking was not available. The study cohort is detailed in the supplementary material, Table 2. We used 6 subjects to tune hyperparameters, mainly step size and convergence tolerance, and report our results on the remaining 12 subjects.

Evaluation of OCT motion correction accuracy is challenging [21], ground truth motion is not available. Discontinuities limit the definition of landmarks, as well as error computation between backward displacements, to pixel accuracy. Positional ambiguities arise due to overlaps/gaps. This doesn’t apply to the axial direction, which was evaluated in [11] via reproducibility of segmented retinal layers, but localization accuracy ($\sim 3$ µm [9]) is worse than registration accuracy. In contrast, forward-warped displacements allow direct computation of exact differences. We register each scan to both orthogonally acquired scans independently. Local distortion is independent from the coregistered scan used, so both estimated displacement fields should be identical up to global differences from scanner-to-eye alignment, which must be compensated. We used two transforms: Eq. (1), fixed to a single time-point $\tau$, only removes rigid movement in the optical setup, and describes (all) residual distortion. The affine-like transform removes two further types of global linear distortion, leaving only local distortion and providing a descriptor of misalignment. This transform, and prevention of bias from resampling effects, are described in the supplementary material.

Images and estimated displacements are shown for a representative scan in Fig. 3. Tiny discontinuities prove absence of overregularization, and consistent transverse vibration indicates partial correction of ocular tremor. For quantitative analysis, we computed the median distance between the aligned A-scan displacements, and the fraction of displacements with a distance above 0.5 (problematic for supersampling) and 1 pixels (misalignments). The first and last 5% of B-scans were excluded, because they might not overlap with the orthogonal data, preventing registration. As the distributions are heavily skewed, we present
Fig. 3. Top: Input X- and Y-fast en face images, and red/cyan composite image after motion correction (MoCo). Bottom: Red/cyan composite of a scan Y registered to targets X1/X2, after affine-like alignment. Plot: The $x$, $y$, $z$ displacements of the B-scan centers, computed with X1 (colored) and X2 (black), as compared in the quantitative evaluation (Fig. 4). Saccades consistently overshoot in this subject. Scalebars 1 mm.

Fig. 4. Box plot and means (circles) of scan reproducibility metrics in $x$, $y$, $z$, fast and slow direction. Left: Median A-scan displacement distance. The $y$-axis range is one transverse pixel spacing. Right: Fraction of distances $>0.5$ and 1 px (affine-like).

Fig. 5. Demonstration of individual B-scan repeat registration and gap filling in an example swept-source OCT dataset with 8 B-scan repeats. A: Uncorrected Y-fast volume, projected over the superficial capillary plexus. White spots originate from nerve fiber layer segmentation inaccuracies. B: Corrected using only 1 (constant) displacement parameter set for all B-scan repeats, limiting repeated A-scans to a single position, like previous methods. A gap appears at a slow scan direction microsaccade. C: Registration with individual displacements for each A-scan-repeat reveals their true arrangement: The repeated acquisitions cover the gap almost uniformly. D: The red/cyan composite X/Y-fast image demonstrates correctness of the arrangement in C. Scalebars 1 mm.
### Table 1. Average runtime for registering $\sim 2 \times 500^2$ A-scans. Not all prior work reported runtime. $^1$I/O time not reported, we subtracted 10 s. $^2$2D transverse correction only.

|                | Zang ('17) [22] | Ploner ('21) [17] | Makita ('21) [14] $^*$ | Cheng ('21) [3] $^*$ | ours |
|----------------|-----------------|-------------------|------------------------|----------------------|------|
| Runtime        | 6.83 min        | 84 s              | $\geq 2.32$ min        | 5.83 min             | 15 s |

box plots in Fig. 4. The three outliers in each direction in the right plot originate from the same subject, which is shown in supplementary Fig. 6. It is critical to note that the parameter density (B-scan rate 205 Hz) of the hermite splines is insufficient to fully correct ocular tremor (frequency up to $\sim 100$ Hz [16]). Therefore, this aperiodic, wave-like motion (amplitude $\sim 30'' \equiv \sim 1.6 \mu m$ on the retina [16]) cannot be fully corrected, and neither is fully represented in the reproducibility error. In the transverse directions, this puts a lower accuracy limit on the evaluation scheme, but it is small compared to the pixel spacing ($12 \mu m$). Using an Nvidia RTX 5000 GPU, the median and maximum runtime in the test set, excluding disk I/O which is irrelevant in clinical routine, was 8.6 s and 31.3 s. Table 1 compares average runtimes of various methods. Lastly, registration of individual B-scan repeats is demonstrated on a swept-source scanner in Fig. 5.

### 4 Discussion

Using our spatiotemporal model, we achieve robust estimation of 3D motion traces of the retina in pathology even during fast microsaccadic eye movements. Registration accuracy is improved dramatically, to sub-micron residual axial distortion ($0.51 \mu m$ median of medians) and even smaller local distortion (misalignment) of $0.20 \mu m$ median of medians. Transverse errors are only limited by ocular tremor (peak-to-peak amplitude less than $3.2 \mu m \approx \frac{1}{4}$ px). At the same time, on single- or merged-B-scan-repeat data, the runtime of our approach outperforms published methods by a factor of 5 and more. Whereas runtime increases with additional B-scan repeats, the necessity for prior registration of repeated B-scans is removed. We presented the first metric/distance-based 3D error quantification in OCT motion correction. Due to lack of such evaluation of previous methods, a direct comparison is not possible (see section 3). However, by investigating algorithm properties, lower bounds for accuracy can be derived: Athwal et al. create a registration target by stitching saccade-free segments [2]. Drift motion in the reference segment is not corrected, resulting in residual transverse distortion in the range of $6' \approx \sim 19.1 \mu m$ on the retina [16] and alignment is computed in whole-pixel steps only ($12 \mu m$ in our dataset, typically $\geq 6 \mu m$). Axial registration is limited by segmentation accuracy (ca. $3 \mu m$ [9]) and reliability is limited in pathology [2]. In [11] and [17], performing the B-scan shear estimation before transverse motion compensation puts a limit on overall axial registration accuracy. 7.0 and 3.7 $\mu m$ were reported for axial reproducibility and misalignment errors. However, the evaluation compared retinal layer positions, whose segmentation introduces additional error. As detailed in the introduction, these methods are further limited by model inaccuracies in the transverse directions,
and are unreliable near microsaccades [17]. Incompatibility with head rotation limits applicability to many-volume and widefield registration [13]. Displacement bias from resampling was not discussed in prior 3D OCT registration literature.

The advances of our model open up various new possibilities for exploration that go beyond motion correction: Subpixel-accuracy and direct forward warping allow supersampling using repeated volume scans [8], enabling a new paradigm for high-density widefield OCT imaging that is more robust to saccadic eye motion. OCT-derived blood flow signals like OCTA [20] can not only be merged and analyzed at capillary vasculature scale, but the maintained temporal dependency allows cardiac cycle-aware 4D spatiotemporal analysis and reconstruction of flow speeds via Doppler-OCT [12] and VISTA-OCTA [18]. For both OCT intensity and derived signals, advanced 3D signal reconstruction allows probabilistic maximum a-posteriori modeling of the non-Gaussian noise distribution [4] in the reconstruction loss, or deblurring [5], directly based on raw voxel data. The reconstructed eye motion trace extends OCT with potential for accessible screening of neurological diseases that manifest in oculomotor dysfunction [6,7,15].

Given the variety of ocular pathologies and OCT scanners, performance should be reaffirmed in a larger cohort. Hardware tracking could be included to improve reliability and prevent longer runtimes in subjects with severe motion. To make optimal use of the motion correction, we are working on an iterative reconstruction and plan a release of the complete framework in the future.
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Global alignment.

\[ T_{\text{affine-like}}(x, y, z) = \begin{pmatrix} a_{xx} & a_{xy} & 0 & t_x \\ a_{yx} & a_{yy} & 0 & t_y \\ m_x & m_y & 1 & m_{xy} t_z \\ 0 & 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} x \\ y \\ z \\ 1 \end{pmatrix} \] (5)

Transverse \((a_{xy})\) and diagonal axial sheering \((m_{xy})\) are challenging to correct using orthogonal raster-scans, and constitute most residual distortion. This distortion is consistent among jointly registered scans. When comparing independently corrected scans, e.g. for follow-up, \(T_{\text{affine-like}}\) can be used for global alignment, making this distortion clinically irrelevant. After compensation, only local distortions remain. Due to orthogonal acquisition, these must be misalignments.

Potential bias during evaluation. Registration is susceptible to overly favor solutions where the data is blurred by the interpolator, as can happen when sampling between data points, as this reduces the inconsistency among noisy samples and, consequently, the objective function. Aliasing effects during equidistant resampling of moving, interpolated targets add to this effect \cite{1} (see also supplementary Fig. 6). Although we did not observe this in the estimated motion traces, such effects could cause displacements to change not continuously, but “quantized” in pixel-steps. For identical registration targets, such artifactual steps could align consistently and therefore result in small reproducibility errors despite up to half-pixel residual distortion. Using the pseudo-random resampling that prevents these effects between the moving and target volumes in our method, we prohibit these effects also in the reproducibility evaluation, by using different target grid configurations in the two motion-corrections used to generate the compared displacement fields. We used \(\alpha_0 = \frac{\pi}{5} / \frac{\pi}{6} (\not\approx 45^\circ)\), resolution factor \(\frac{5}{6} / \frac{4}{5} (\not\approx 1)\), and axial offsets (supplementary Fig. 6) were offset by \((0, 0) / (2, 2)\) in transverse directions. Potential pixel-steps in the displacements would not be aligned, and, after averaging, result in the expected error.

Unit conversions. For conversion between rotation angles and distance on retinal surface, we assume a spherical retina with 22 mm diameter.
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Table 2. Study cohort. Data collection was performed at the New England Eye Center (NEEC), Boston, USA, in agreement with the declaration of Helsinki and in accordance with the institutional review boards at Massachusetts Institute of Technology and NEEC. The only exclusion criteria were severe defocus / illumination artifacts that would prevent clinical use, or the retina being outside the imaging range for significant portions of the scan. Assignment to train / test set was performed based on metadata to balance age and gender distributions, by a person who had not seen the images.

| Set  | Pathology                          | #patients | #eyes | Age       | Female |
|------|-----------------------------------|-----------|-------|-----------|--------|
| Train| Age-related macular degeneration  | 3         | 3     | 76.66 ± 5.73 | 66%    |
|      | Non-proliferative diabetic retinopathy | 3         | 3     | 65 ± 11.05 | 33%    |
| Test | Age-related macular degeneration  | 6         | 6     | 74.16 ± 8.90 | 50%    |
|      | Non-/proliferative diabetic retinopathy | 6         | 6     | 63.83 ± 10.48 | 50%    |

Fig. 6. Compensation of bias from uniform axial resampling of the target grid to the moving B-scan voxel positions [1]. Left: Naive approach. Sampling points (orange dots) have equal offsets from the target grid (cubes). Biases add up throughout the B-scan, causing artificial local minima that can prevent subpixel registration. Center: Target grid axial positions have pseudo-random offsets. Bias effects cancel each other out. Right: Offset permutations in an en face plane. The 4×4 pattern is repeated throughout.

Fig. 7. The failed case. Top row: Input en face images. Bottom row: Composite X-/Y-fast motion corrected volumes in red/cyan, inverted to emphasize misregistrations. Both registrations with X1 show residual distortion (orange markers) and double vessels (pink markers). Notice that despite Y-fast volumes are well registered with X2, quantitative evaluation will report large discrepancy, because the displacements are inconsistent with the corresponding (bad) registrations with X1.