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Abstract

We investigate representations of the $\mathbb{Z}_2^2$-graded extension of $\mathfrak{osp}(1|2)$ which is the spectrum generating algebra of the recently introduced $\mathbb{Z}_2^2$-graded version of superconformal mechanics. The main result is a classification of irreducible lowest weight modules of the $\mathbb{Z}_2^2$-graded extension of $\mathfrak{osp}(1|2)$. This is done via introduction of Verma modules and its maximal invariant submodule generated by singular vectors. Explicit formula of all singular vectors are also presented.
1 Introduction

Conformal mechanics introduced by de Alfaro, Fubini, Furlan [1] and its supersymmetric extensions have been studied extensively in theoretical and mathematical physics (see, e.g., [2–4] and references therein). Recently, it was shown that many models of superconformal mechanics discussed in the literature can be generalized to $\mathbb{Z}_2^2 := \mathbb{Z}_2 \times \mathbb{Z}_2$ setting [5] where the superconformal algebras characterizing the models were replaced with their $\mathbb{Z}_2^2$-graded extension. As a result, the $\mathbb{Z}_2^2$-graded version of superconformal mechanics has a richer structure than the standard one.

The $\mathbb{Z}_2^2$-graded superconformal algebra is an example of the $\mathbb{Z}_2^2$-graded Lie superalgebras introduced by Rittenberg and Wyler [6, 7]. In fact, the algebra of Rittenberg-Wyler is a special case of the more general algebras considered by Ree. The Ree’s algebra is referred to as colour Lie algebra or $\epsilon$-Lie algebra [8] (see also [9, 10]) and the colour Lie algebras are defined on a vector space which is graded by an Abelian group $A$. In the case $A = \mathbb{Z}_2$, one may recover the standard Lie superalgebras, thus the colour Lie algebras are a natural generalization of Lie superalgebra. In the more general case of $A = \mathbb{Z}_2^2 := \mathbb{Z}_2 \times \mathbb{Z}_2 \times \cdots \times \mathbb{Z}_2$ ($n$ copies of $\mathbb{Z}_2$), which is the one considered in [6, 7], the colour Lie algebras are realized in terms of commutator and anticommutator (a more precise definition of $A = \mathbb{Z}_2^2$ case is found in Appendix A), so that they may generate a continuous symmetry as standard Lie (super)algebras do. The continuous symmetries, generated by the algebra of higher gradation than $\mathbb{Z}_2$, were considered in several physical problems [11–19]. Furthermore, the recent works recognize such higher graded symmetries in more fundamental level, namely, non-relativistic wave equations for spinors [20, 21], extensions of various models of supersymmetric theories [5, 22–28]. This implies that the higher graded symmetries should be studied more seriously.

In order to explore symmetry, we need representation theories of the algebra generating the symmetry. However, the present knowledge of representations of colour Lie algebras is far from completion since only the limited number of works has been done so far [29–36]. Motivated by this situation, in the present work, we study the lowest weight Verma modules over a $\mathbb{Z}_2^2$-graded extension of $osp(1|2)$ ($\mathbb{Z}_2^2$-$osp(1|2)$ in short) and present a classification of its irreducible lowest weight modules. This is done by the method similar to the standard Lie theory. This approach is legitimated since we show that the following two facts are also true for $\mathbb{Z}_2^2$-$osp(1|2)$: (i) the Verma module has a unique maximal invariant submodule and the quotient of the Verma module by the maximal invariant module is irreducible, (ii) the maximal invariant submodule is generated by singular vectors. Thus the crucial step to the classification is the explicit construction of the singular vectors. This is carried out by an elementary method and we present the explicit formula of all singular vectors in the given Verma module.

The reason for choosing the $\mathbb{Z}_2^2$-$osp(1|2)$ is two fold. First of all, the superalgebra $osp(1|2)$ is the most fundamental Lie superalgebra. It plays the same role as $sl(2)$ in the classical Lie algebras. Thus one may think that $\mathbb{Z}_2^2$-$osp(1|2)$ plays the similar role in $\mathbb{Z}_2^2$-graded Lie superalgebras. If so, studying its representations in detail will be a basis for further development of the representation theories of more general $\mathbb{Z}_2^2$-graded Lie superalgebras.

The second reason is physical applications. The $\mathbb{Z}_2^2$-$osp(1|2)$ gives the simplest example of the $\mathbb{Z}_2^2$-graded version of superconformal mechanics. In [5], the standard procedure
of the conformal mechanics is employed to compute energy eigenvalues of the model. The energy spectrum is discrete and, reflecting the $Z_2^2$-grading, the ground state is doubly degenerate. The energy spectrum corresponds to an infinite dimensional $Z_2^2 osp(1|2)$-module with the degenerate lowest weight vectors. It is known that the standard ($Z_2$-graded) Lie superalgebra $osp(1|2)$ has finite dimensional lowest weight modules of odd dimension in addition to the infinite dimensional ones. Then concerning the results in [5] one may pose the following question: does the $Z_2^2 osp(1|2)$ also has finite dimensional modules or additional modules which have no counterparts in the standard $osp(1|2)$? In the present work, we positively answer the question by showing the existence of finite dimensional and another infinite dimensional irreducible modules over the $Z_2^2 osp(1|2)$ where the lowest weight has no degeneracy. Therefore, structure of the lowest weight modules over the $Z_2^2 osp(1|2)$ is richer than the standard $osp(1|2)$. Since the both finite and infinite dimensional representations of $osp(1|2)$ are relevant to various physical problems, one may expect more physical applications of $Z_2^2 osp(1|2)$.

Before discussing the classification of the irreducible modules, we mention that various mathematical studies on color Lie algebras beside the representation theory have been undertaken since their introduction. Algebraic aspects of them are investigated from various directions [37–45]. One of the recent hot topics is the geometry of $Z_2$-graded manifolds which is an extension of the geometry of supermanifolds [46–59]. This $Z_2^n$-graded supergeometry is also relevant to consider the physical implications of $Z_2^n$-graded Lie superalgebras.

We plan the paper as follows. The algebra $Z_2^2 osp(1|2)$ considered in this work is presented in §2. It is pointed out that the Cartan subalgebra consists of the elements of different $Z_2^2$-degree and that, in order to investigate representations, one may employ the method similar to the strange Lie superalgebra $Q(n)$. We thus need to begin with a classification of irreducible modules of Cartan subalgebra as they are not necessary one dimensional. Verma modules over the $Z_2^2 osp(1|2)$ are introduced in §3. Then we state our main theorem (Theorem 2) which is a classification of irreducible lowest weight modules. To prove the theorem, we first show that the Verma modules have properties similar to the case of standard Lie (super)algebras. Especially, quotient of a Verma module by its maximal invariant submodule produces an irreducible module and the maximal invariant submodule is constructed on singular vectors. Thus we make a search of all singular vectors in §4 and present an explicit formula of all of them (Theorem 3). With the knowledge on the singular vectors, we make a list of all irreducible modules in §5.

Throughout this article, all vector spaces are considered over the ground field $C$.

2 $Z_2^2 osp(1|2)$ algebra

2.1 Definitions and triangular decomposition

Here we give the definition of $Z_2^2 osp(1|2)$ which was introduced first in [7]. From now on we denote $Z_2^2 osp(1|2)$ simply by $\mathfrak{g}$ and follow the convention of [5]. By definition (see Appendix A for detail), as a vector space, $\mathfrak{g}$ consists of four subspaces each of which is labelled by an element of $Z_2^2$:

$$\mathfrak{g} = \mathfrak{g}(0,0) \oplus \mathfrak{g}(0,1) \oplus \mathfrak{g}(1,0) \oplus \mathfrak{g}(1,1).$$
Each even subspace \((\mathfrak{g}_{(0,0)}\) and \(\mathfrak{g}_{(1,1)}\)) is of three dimension and each odd subspace is of two dimension so that \(\dim \mathfrak{g} = 10\). The basis of \(\mathfrak{g}\)

\[
R, \ L_\pm \in \mathfrak{g}_{(0,0)}, \quad a_\pm \in \mathfrak{g}_{(0,1)}, \quad \tilde{a}_\pm \in \mathfrak{g}_{(1,0)}, \quad \tilde{R}, \ \tilde{L}_\pm \in \mathfrak{g}_{(1,1)}
\]

(2.1)

is subject to the following non-vanishing relations:

\[
[R, L_\pm] = \pm 2L_\pm, \quad [R, \tilde{L}_\pm] = \pm 2\tilde{L}_\pm, \quad [R, a_\pm] = \pm a_\pm, \quad [R, \tilde{a}_\pm] = \pm \tilde{a}_\pm,
\]

\[
[\tilde{R}, L_\pm] = \pm 2\tilde{L}_\pm, \quad [\tilde{R}, \tilde{L}_\pm] = \pm 2\tilde{L}_\pm, \quad \{R, a_\pm\} = a_\pm, \quad \{\tilde{R}, \tilde{a}_\pm\} = a_\pm,
\]

\[
[L_+, L_-] = -R, \quad [L_\pm, \tilde{L}_\mp] = \mp \tilde{R}, \quad [\tilde{L}_+, \tilde{L}_-] = -R,
\]

\[
[L_\pm, \tilde{a}_\mp] = \pm \tilde{a}_\pm, \quad [L_\pm, a_\mp] = \mp a_\pm, \quad \{\tilde{L}_\pm, a_\mp\} = -\tilde{a}_\pm, \quad \{\tilde{L}_\pm, \tilde{a}_\mp\} = a_\pm,
\]

\[
\{a_+, a_-\} = 2R, \quad [a_\pm, \tilde{a}_\mp] = \pm 2\tilde{R}, \quad \{\tilde{a}_-, a_+\} = 2R, \quad [a_\pm, \tilde{a}_\pm] = 4L_\pm, \quad \{\tilde{a}_\pm, \tilde{a}_\pm\} = -4L_\pm.
\]

(2.2)

A Cartan subalgebra of \(\mathfrak{g}\) is defined in a way analogous to Lie superalgebras. Namely, it is defined as the maximal nilpotent subalgebra of \(\mathfrak{g}\) coinciding with its own normalizer. Then \(\mathfrak{h} := \text{lin. span}\{ R, \ \tilde{R}\} \) is a Cartan subalgebra of \(\mathfrak{g}\) and \(\mathfrak{h}\) is a subspace of \(\mathfrak{g}_{(0,0)} \oplus \mathfrak{g}_{(1,1)}\). One may see from (2.2) that \(L_\pm, \tilde{L}_\pm\) and all the elements of \(\mathfrak{g}_{(0,1)} \oplus \mathfrak{g}_{(1,0)}\) are not eigenvectors of \(\text{ad}\tilde{R}\) which is defined by \(\text{ad}\tilde{R}(X) := [\tilde{R}, X]\) for \(X \in \mathfrak{g}\) where \([\ , \ ]\) is the general Lie bracket (see Appendix A). Therefore, it is not possible to introduce a triangular decomposition of \(\mathfrak{g}\) according to the adjoint action of \(\mathfrak{h}\) and this is an obstacle to define the lowest weight modules.

However, this is the situation similar to the case of the strange Lie superalgebra \(Q(n)\) where the Cartan subalgebra consists of both even and odd elements. To overcome the difficulty, the root decomposition of \(Q(n)\) is defined with respect to only the even part of its Cartan subalgebra. This procedure allows us to define and study the lowest (highest) weight modules of \(Q(n)\) with a minimal modification from the cases of another simple Lie superalgebra [60–62].

Thus we employ the method of \(Q(n)\) to study our algebra \(\mathfrak{g}\). Namely, we introduce a triangular decomposition of \(\mathfrak{g}\) with respect to only the degree \((0,0)\) part of \(\mathfrak{h}\), more precisely, with respect to the eigenvalue of \(\text{ad}\tilde{R}\). The \(\mathbb{Z}_2^2\)-degree and the eigenvalue of \(\text{ad}\tilde{R}\) of the elements of \(\mathfrak{g}\) are summarized below:

\[
\begin{array}{c|cccc}
   & (0,0) & (0,1) & (1,0) & (1,1) \\
\hline
+2 & L_+ & & & L_+ \\
+1 & a_+ & \tilde{a}_+ & & \\
 0 & R & & \tilde{R} & \\
-1 & a_- & \tilde{a}_- & & \\
-2 & L_- & & & \tilde{L}_- \\
\end{array}
\]

(2.3)

We now have the triangular decomposition of \(\mathfrak{g}\) :

\[
\mathfrak{g} = \mathfrak{n}^- \oplus \mathfrak{h} \oplus \mathfrak{n}^+, \quad \mathfrak{n}^\pm = \text{lin. span}\{ L_\pm, a_\pm, \tilde{a}_\pm, \tilde{L}_\pm \}.
\]

(2.4)

We want to define Verma modules over \(\mathfrak{g}\) as modules induced from irreducible modules of the Borel subalgebra \(\mathfrak{b} := \mathfrak{h} \oplus \mathfrak{n}^-\). It is easy to see that an irreducible \(\mathfrak{h}\)-module \(\nu\) are endowed with the structure of an irreducible \(\mathfrak{b}\)-modules by setting \(\mathfrak{n}^-\nu = 0\) [62]. However, the price
to pay for the employed method is the fact that irreducible \( h \)-modules are not necessary one dimensional as \( \tilde{R} \) is not necessary diagonal in the modules. Therefore, we need to begin with a classification of irreducible \( h \)-modules.

2.2 Irreducible modules of \( h \)

The following theorem is the classification of all finite dimensional irreducible \( h \)-modules. It shows that a finite dimensional irreducible \( h \)-module is at most two dimensional.

**Theorem 1.** Finite dimensional irreducible module of \( h \) is either one dimensional or two dimensional.

(i) one dimensional module \( \nu(r) := \text{lin. span}\{ \langle 0 \rangle \} \) with weight \( r \) is given by

\[
R \langle 0 \rangle = r \langle 0 \rangle, \quad \tilde{R} \langle 0 \rangle = 0,
\]

(ii) two dimensional module \( \nu(r, \lambda) := \text{lin. span}\{ \langle 0 \rangle, \langle 1 \rangle \} \) with weight \( r \) and one additional parameter \( \lambda \neq 0 \) is given by

\[
R \langle 0 \rangle = r \langle 0 \rangle, \quad \tilde{R} \langle 0 \rangle = \langle 1 \rangle, \quad \tilde{R} \langle 1 \rangle = \lambda \langle 0 \rangle
\]

where the \( \mathbb{Z}_2 \)-degree of \( \langle 0 \rangle \) is \((0, 0)\).

**Proof.** Let \( \langle 0 \rangle \) be a vector satisfying \( R \langle 0 \rangle = r \langle 0 \rangle \). Then the vector space spanned by the vectors

\[
\langle 0 \rangle, \quad \langle 1 \rangle := \tilde{R} \langle 0 \rangle, \quad \langle 2 \rangle := \tilde{R}^2 \langle 0 \rangle, \quad \langle 3 \rangle := \tilde{R}^3 \langle 0 \rangle, \quad \ldots
\]

is endowed with the structure of an infinite dimensional \( h \)-module. To have a finite dimensional \( h \)-module, this sequence of vectors has to terminate at some positive integer. Noting that the \( \mathbb{Z}_2 \)-degree of the vector \( \langle k \rangle \) is \((0, 0)\) for even \( k \) and \((1, 1)\) for odd \( k \), one may impose the following condition to get an \( n \) dimensional module:

\[
\tilde{R} \langle n-1 \rangle = \begin{cases} 
\sum_{j=0}^{(n-3)/2} c_{2j+1} \langle 2j + 1 \rangle, & n: \text{odd} \\
\sum_{j=0}^{(n-2)/2} c_{2j} \langle 2j \rangle, & n: \text{even}
\end{cases}
\]

(2.8)

It is understood that \( \tilde{R} \langle 0 \rangle = 0 \) for \( n = 1 \).

The case \( n = 1 \), which is identical to \( \nu(r) \), is the trivial one dimensional module so that obviously irreducible. If \( n > 1 \) is an odd integer, then it is immediate to see that the subspace spanned by \( \langle 1 \rangle, \langle 2 \rangle, \ldots, \langle n-1 \rangle \) is an invariant submodule of \( h \). Thus there exist no irreducible modules for odd \( n > 1 \).

Next we suppose that \( n \) is even. For any non-vanishing vector \( \langle w_{00} \rangle \) of degree \((0, 0)\), \( \langle w_{11} \rangle := \tilde{R} \langle w_{00} \rangle \) is also non-vanishing but has degree \((1, 1)\). If the relation

\[
\tilde{R} \langle w_{11} \rangle = t \langle w_{00} \rangle
\]

(2.9)
holds for some constant \( t \), then there exists an invariant submodule. It is easy to see that the invariant submodule for \( t = 0 \) is one dimensional spanned by \( |w_{11}\rangle \) alone and for \( t \neq 0 \) is two dimensional spanned by \( |w_{00}\rangle \) and \( |w_{11}\rangle \). Therefore, for \( t = 0 \) the quotient module by the one dimensional invariant submodule is odd dimensional so that it is reducible unless the quotient module is isomorphic to \( \nu(r) \). On the other hand, for a non-vanishing \( t \) the quotient modules is also even dimensional so that one may repeat the same argument and at the end we reach the two dimensional module \( \nu(r, \lambda) \) whose irreducibility is obvious.

We thus need to show that the relation (2.9) holds true for \( n > 2 \), i.e., existence of such non-vanishing \( t \). The vectors \( |w_{00}\rangle \) may be written as a linear combination of \( |k\rangle \):

\[
|w_{00}\rangle = \sum_{j=0}^{(n-2)/2} \lambda_{2j} |2j\rangle.
\]  
(2.10)

Then we have

\[
|w_{11}\rangle = \sum_{j=0}^{(n-2)/2} \lambda_{2j} |2j + 1\rangle.
\]  
(2.11)

The condition (2.9) together with (2.8) gives the following relations of the expansion coefficients:

\[
\begin{align*}
\lambda_{n-2} c_0 &= t \lambda_0, \\
\lambda_{2j-2} + \lambda_{n-2} c_{2j} &= t \lambda_{2j}, & j &= 1, 2, \ldots, \frac{n-2}{2}
\end{align*}
\]  
(2.12)  
(2.13)

These relations allows us to express \( \lambda_{2j} \) in terms of \( \lambda_{n-2} \):

\[
\begin{align*}
\lambda_0 &= t^{-1} c_0 \lambda_{n-2}, \\
\lambda_2 &= t^{-2} (c_0 + c_2 t) \lambda_{n-2}, \\
\lambda_4 &= t^{-3} (c_0 + c_2 t + c_4 t^2) \lambda_{n-2}, \\
& \quad \vdots \\
\lambda_{n-4} &= t^{-(n-2)/2} (c_0 + c_2 t + \cdots + c_{n-6} t^{(n-6)/2} + c_{n-4} t^{(n-4)/2}) \lambda_{n-2}, \\
\lambda_{n-4} &= (-c_{n-2} + t) \lambda_{n-2}.
\end{align*}
\]  
(2.14)

If \( \lambda_{n-2} = 0 \), then all \( \lambda_{2j} \) vanishes so that \( |w_{00}\rangle = 0 \). So we are able to assume that \( \lambda_{n-2} \neq 0 \). Then elimination of \( \lambda_{n-4} \) from the last two relations in (2.14) gives an algebraic equation for \( t \):

\[
t^{n/2} - c_{n-2} t^{(n-2)/2} - c_{n-4} t^{(n-4)/2} - c_{n-6} t^{(n-6)/2} - \cdots - c_2 t - c_0 = 0.
\]  
(2.15)

This equation has at least one non-zero solution unless all \( c_{2j} \) vanishes. Vanishing \( c_{2j} \) implies, due to the condition (2.8), that \( |n - 1\rangle \) spans the one dimensional invariant submodule so that the problem is reduced to the case of odd \( n \). This establishes the existence of non-vanishing \( t \) and completes the proof. \( \square \)

3 Verma modules over \( \mathfrak{g} \) and their reducibility

The irreducible \( \mathfrak{b} \)-modules \( \nu(r) \) and \( \nu(r, \lambda) \) (Theorem 1) are endowed with the structure of an irreducible \( \mathfrak{b} \)-module by setting \( \mathfrak{n}^- |0\rangle = 0 \), since \( \mathfrak{n}^- R \subseteq \mathfrak{n}^- \) as is seen from (2.2).
Thus one may define Verma modules over $\mathfrak{g}$ in a usual way, i.e., a module induced from the irreducible $\mathfrak{b}$-module. We have two types of Verma modules for $\mathfrak{g}$:

\[
M(r) := U(\mathfrak{g}) \otimes_{U(\mathfrak{b})} \nu(r) = U(\mathfrak{n}^+) \otimes \nu(r), \quad (3.1)
\]

\[
M(r, \lambda) := U(\mathfrak{g}) \otimes_{U(\mathfrak{b})} \nu(r, \lambda) = U(\mathfrak{n}^+) \otimes \nu(r, \lambda) \quad (3.2)
\]

where $U(\mathfrak{g})$ denotes the enveloping algebra of $\mathfrak{g}$.

Our aim is the detailed study of reducibility of these Verma modules. Here we present the main result.

**Theorem 2.** All irreducible lowest weight modules over $\mathfrak{g}$ are listed as follows:

(i) the Verma module $M(r)$ for $r + 2M \neq 0$, \quad $\dim M(r) = \infty$

(ii) the quotient module $M(r)/W$ for $r + 2M = 0$, \quad $\dim (M(r)/W) = (2M + 1)^2$

(iii) the Verma module $M(r, \lambda)$ for $(r + 2M)^2 \neq \lambda$, \quad $\dim M(r, \lambda) = \infty$

(iv) the quotient module $M(r, \lambda)/W$ for $(r + 2M)^2 = \lambda$, \quad $\dim (M(r, \lambda)/W) = \infty$

where $M$ is a non-negative integer and $W := U(\mathfrak{n}^+) \omega$ is the maximal invariant submodule in the Verma module. $\omega := \text{lin.span}\{ |\chi_0\rangle, |\chi_1\rangle \}$ is the two dimensional subspace of $M(r)$ or $M(r, \lambda)$ spanned by the vectors given in Theorem 3.

The rest of this paper is dedicated to the proof of Theorem 2. A crucial point of the proof is the observation that the procedure same as simple Lie (super)algebras is also applicable to this case. Namely, the fact that taking a quotient by the maximal invariant submodule produces an irreducible module and the maximal invariant submodule is generated by singular vectors. To see this we begin with basic properties of the Verma modules.

For simplicity, we indicate $M(r)$ and $M(r, \lambda)$ by $\tilde{M}$. The following two are immediate consequences of the defining relations (2.2) (see also (2.3)).

1. $\tilde{M}$ has weight space decomposition

\[
\tilde{M} = \bigoplus_{k \in \mathbb{Z}_{\geq 0}} \tilde{M}_k, \quad \tilde{M}_k = \{ |v\rangle \in \tilde{M} \mid R |v\rangle = (r + k) |v\rangle \} \quad (3.3)
\]

We refer to $k$ as level of the weight space $\tilde{M}_k$.

2. Each weight space is a direct sum of subspaces of degree either $(0,0)$ and $(1,1)$ or $(0,1)$ and $(1,0):

\[
\tilde{M}_k = \tilde{M}_{k,(0,0)} \oplus \tilde{M}_{k,(1,1)} \quad \text{or} \quad \tilde{M}_{k,(0,1)} \oplus \tilde{M}_{k,(1,0)} \quad (3.4)
\]

The following is the key proposition of the classification of the lowest weight irreducible modules.

**Proposition 1.**

(i) $\tilde{M}$ has a unique maximal submodule $W$.

(ii) $L := \tilde{M}/W$ is irreducible.
(iii) Let $W = \bigoplus_{k=p>0} W_k$ be the weight space decomposition, then

$$a_- |\chi\rangle = \tilde{a}_- |\chi\rangle = 0, \quad \forall |\chi\rangle \in W_p$$ (3.5)

We remark that $\tilde{L}_- |\chi\rangle = 0$ follows immediately from (3.5). We refer to the vector $|\chi\rangle$ satisfying the relation (3.5) as a singular vector. Although one may prove Proposition 1 in the same way as the case of simple Lie superalgebras (see, for instance [60]), we present the proof below as the proposition is crucial for the study of reducibility.

Proof. (i) Let $W$ be a submodule of $\tilde{M}$, then $W$ is a direct sum of the weight space $W = \bigoplus_{k \in \mathbb{Z}_{\geq 0}} W_k$. If $W_0 \neq 0$, then $W_0 = \nu(r)$ for $M(r)$ and $W_0 = \nu(r, \lambda)$ for $M(r, \lambda)$. This is obvious for $M(r)$ as $\dim W_0 = \dim \nu(r) = 1$. For $M(r, \lambda)$, it is immediate from $\tilde{R}W_0 \subseteq W_0$. Namely, if $|0\rangle \in W_0$, then $|1\rangle = \tilde{R}|0\rangle$ must be an element of $W_0$ and vice versa. It follows from $W_0 = \nu(r)$ or $\nu(r, \lambda)$ that $W = \tilde{M}$ because $\tilde{M}$ is induced from $\nu(r)$ or $\nu(r, \lambda)$. Hence if $W$ is a proper submodule, then $W \subseteq \tilde{M}^+ := \bigoplus_{k=1} \tilde{M}_k$. Therefore, the sum of all proper submodules is contained in $\tilde{M}^+$, so this sum is the unique maximal submodule.

(ii) Let $W$ be the maximal submodule of $\tilde{M}$ and $L = \tilde{M}/W$. Suppose that there exists a submodule $N \subset L$. Then for each element $|u\rangle \in N$, there exists an element $|v\rangle \in \tilde{M}$ such that $|v\rangle = |u\rangle + |w\rangle$ where $|w\rangle \in W$. Note that, by definition, $|u\rangle \notin W$. For all $X \in \mathfrak{g}$, $X|v\rangle = X|u\rangle + X|w\rangle$. This means the existence of a submodule of $\tilde{M}$ larger than $W$ as $X|u\rangle \in N, X|w\rangle \in W$. This is a contradiction so that $N = 0$.

(iii) If there exists $|\chi\rangle \in W_p$ such that $\tilde{a}_- |\chi\rangle \neq 0$ or $a_- |\chi\rangle \neq 0$, then $W$ is not maximal as $\tilde{a}_- |\chi\rangle, a_- |\chi\rangle \in \tilde{M}_{p-1}$. 

Due to Proposition 1, the classification problem is reduced to the search of all singular vectors of $M(r)$ and $M(r, \lambda)$. In the next section, we perform the search and derive the explicit formula of all singular vectors.

4 Singular vectors of the Verma modules

The aim of this section is explicit construction of all singular vectors of $M(r)$ and $M(r, \lambda)$. To this end, we take the following basis of $M(r)$

$$|\alpha, k, m\rangle := \tilde{a}_+^\alpha a_+^k \tilde{L}_+^m |0\rangle$$ (4.1)

and of $M(r, \lambda)$

$$|\alpha, k, m; \beta\rangle := \tilde{a}_+^\alpha a_+^k \tilde{L}_+^m |\beta\rangle$$ (4.2)

where $\alpha, \beta$ take a value of 0 or 1 and $k, m \in \mathbb{Z}_{\geq 0}$. Note that there is no need of higher powers of $\tilde{a}_+$ and $L_+$ because of the relation $\tilde{a}_+^2 = -a_+^2 = -2L_+$. The action of $\mathfrak{g}$ on these basis, which will be used in the search of singular vectors, is obtained by straightforward computation.
1. action of $\mathfrak{h}$ on $M(r)$:

\[ R|\alpha, k, m\rangle = (r + \alpha + k + 2m)|\alpha, k, m\rangle, \tag{4.3} \]
\[ \tilde{R}|0, k, m\rangle = (-1)^k m|0, k + 2, m - 1\rangle + (-1)^k 2(k - \tilde{k})|0, k - 2, m + 1\rangle + \tilde{k}|1, k - 1, m\rangle, \tag{4.4} \]
\[ \tilde{R}|1, k, m\rangle = (-1)^{k+1} m|1, k + 2, m - 1\rangle + (-1)^{k+1} 2(k - \tilde{k})|1, k - 2, m + 1\rangle \\
+ (1 + \tilde{k})|0, k + 1, m\rangle \tag{4.5} \]

where $\tilde{k} = k \mod 2$.

2. action of $n^+$ on $M(r)$:

\[ \tilde{a}_+|\alpha, k, m\rangle = (-1)^\alpha [\alpha + 1, k + 2\alpha, m], \tag{4.6} \]
\[ a_+|\alpha, k, m\rangle = |\alpha, k + 1, m\rangle + (-1)^{k+1} 4\alpha|0, k, m + 1\rangle, \tag{4.7} \]
\[ \tilde{L}_+|\alpha, k, m\rangle = (-1)^{\alpha+k}|\alpha, k, m + 1\rangle. \tag{4.8} \]

3. action of $n^-$ on $M(r)$:

\[ \tilde{a}_-|0, k, m\rangle = -(k - \tilde{k})|1, k - 2, m\rangle + (-1)^k m|0, k + 1, m - 1\rangle, \tag{4.9} \]
\[ \tilde{a}_-|1, k, m\rangle = (2r + k + \tilde{k} + 4m)|0, k, m\rangle + (-1)^{k+1} m|1, k + 1, m - 1\rangle, \tag{4.10} \]
\[ a_-|0, k, m\rangle = (k + (2r - 1)\tilde{k})|0, k - 1, m\rangle + (-1)^{k+1} m|1, k - 1, m\rangle \\
+ (1 + \tilde{k})|0, k - 2, m + 1\rangle, \tag{4.11} \]
\[ \tilde{L}_-|0, k, m\rangle = (-1)^k m(r + k + m - 1)|0, k, m - 1\rangle \\
+ (-1)^k (k - \tilde{k})(k - \tilde{k} - 2)|0, k - 4, m + 1\rangle + \tilde{k}(k - 1)|1, k - 3, m\rangle, \tag{4.12} \]
\[ \tilde{L}_-|1, k, m\rangle = (-1)^{k+1} m(r + k + m)|1, k - 1, m - 1\rangle \\
+ (-1)^{k+1} (k - \tilde{k})(k - \tilde{k} - 2)|1, k - 4, m + 1\rangle \\
+ (2(r - 1)\tilde{k} + (\tilde{k} + 1)k)|0, k - 1, m\rangle. \tag{4.14} \]

4. action of $\mathfrak{b}$ on $M(r, \lambda)$:

\[ R|\alpha, k, m; \beta\rangle = (r + \alpha + k + 2\lambda)|\alpha, k, m; \beta\rangle, \tag{4.15} \]
\[ \tilde{R}|0, k, m; \beta\rangle = (-1)^k m|0, k + 2, m - 1; \beta\rangle + (-1)^k 2(k - \tilde{k})|0, k - 2, m + 1; \beta\rangle \\
+ \tilde{k}|1, k - 1, m; \beta\rangle + (-1)^k \lambda \beta|0, k, m; \beta + 1\rangle, \tag{4.16} \]
\[ \tilde{R}|1, k, m; \beta\rangle = (-1)^{k+1} m|1, k + 2, m - 1; \beta\rangle + (-1)^{k+1} 2(k - \tilde{k})|1, k - 2, m + 1; \beta\rangle \\
+ (1 + \tilde{k})|0, k + 1, m; \beta\rangle + (-1)^{k+1} \lambda \beta|1, k, m; \beta + 1\rangle. \tag{4.17} \]

5. action of $n^+$ on $M(r, \lambda)$:

\[ \tilde{a}_+|\alpha, k, m; \beta\rangle = (-1)^\alpha [\alpha + 1, k + 2\alpha, m; \beta], \tag{4.18} \]
\[ a_+|\alpha, k, m; \beta\rangle = |\alpha, k + 1, m\rangle + (-1)^{k+1} 4\alpha|0, k, m + 1; \beta\rangle, \tag{4.19} \]
\[ \tilde{L}_+|\alpha, k, m; \beta\rangle = (-1)^{\alpha+k}|\alpha, k, m + 1; \beta\rangle. \tag{4.20} \]
6. action of \( n^- \) on \( M(r, \lambda) \):

\[
\tilde{a}_- |0, k, m; \beta \rangle = -(k - \bar{k}) |1, k - 2, m; \beta \rangle + (-1)^k m |0, k + 1, m - 1; \beta \rangle \\
- 2\bar{k} \lambda |0, k - 1, m; \beta + 1 \rangle ,
\]
\[
\tilde{a}_- |1, k, m; \beta \rangle = (2r + k + k + 4m) |0, k, m; \beta \rangle + (-1)^{k+1} m |1, k + 1, m - 1; \beta \rangle \\
+ 2\bar{k} \lambda |1, k - 1, m; \beta + 1 \rangle
\] (4.21)

\[
a_- |0, k, m; \beta \rangle = (k + (2r - 1)k) |0, k - 1, m; \beta \rangle + (-1)^{k+1} m |1, k + 1, m - 1; \beta \rangle \\
+ (1)^{k+1} |0, k - 2, m + 1; \beta \rangle + (1)^{k+1} \lambda |0, k, m; \beta + 1 \rangle,
\]
\[
a_- |1, k, m; \beta \rangle = (k + (2r - 3)k) |1, k - 1, m; \beta \rangle + (-1)^{k+1} m |0, k + 2, m - 1; \beta \rangle \\
+ (1)^{k+1} (k - \bar{k}) |0, k - 2, m + 1; \beta \rangle + (1)^{k+1} \lambda |0, k, m; \beta + 1 \rangle
\] (4.22)

\[
\tilde{L}_- |0, k, m; \beta \rangle = (-1)^k m(r + k + m - 1) |0, k, m - 1; \beta \rangle \\
+ (1)^k (k - \bar{k})(k - \bar{k} - 2) |0, k - 4, m + 1; \beta \rangle \\
+ \bar{k}(k - 1) |1, k - 3, m; \beta \rangle + (-1)^k (k - \bar{k}) \lambda |0, k - 2, m; \beta + 1 \rangle
\] (4.23)

\[
\tilde{L}_- |1, k, m; \beta \rangle = (-1)^{k+1} m(r + k + m) |1, k, m - 1; \beta \rangle \\
+ (1)^{k+1} (k - \bar{k})(k - \bar{k} - 2) |1, k - 4, m + 1; \beta \rangle \\
+ (2)(r - 1)k + (\bar{k} + 1)k) |0, k - 1, m; \beta \rangle \\
+ (1)^{k+1} (k - \bar{k}) \lambda |1, k - 2, m; \beta + 1 \rangle
\] (4.24)

Theorem 3. The following is a complete list of singular vectors of the Verma modules \( M(r) \) and \( M(r, \lambda) \) over \( g \):

(i) \( M(r) \): For \( r + 2M = 0 \), there exist singular vectors of \( \mathbb{Z}_2 \)-degree \((0, 1)\) and \((1, 0)\) at level \( 2M + 1 \) which are given by

\[
|\chi_{01} \rangle = \sum_{j=0}^{[M/2]} 2^{2j} \binom{M}{2j} |0, 2(M - 2j) + 1, 2j \rangle \\
- \sum_{j=0}^{[M/2]} 2^{2j+1} \binom{M}{2j+1} |1, 2(M - 2j - 1), 2j + 1 \rangle,
\]
\[
|\chi_{10} \rangle = - \sum_{j=0}^{[M/2]} 2^{2j+1} \binom{M}{2j+1} |0, 2(M - 2j - 1) + 1, 2j + 1 \rangle \\
+ \sum_{j=0}^{[M/2]} 2^{2j} \binom{M}{2j} |1, 2(M - 2j), 2j \rangle
\] (4.25)

and a degree \((1, 1)\) singular vector at level \( 2(2M + 1) \) which is given by

\[
|\chi_{11} \rangle = \sum_{j=0}^{M} (-4)^j \binom{M}{j} (-2 |0, 4(M - j), 2j + 1 \rangle + |1, 4(M - j) + 1, 2j \rangle)
\] (4.26)

where \( M \in \mathbb{Z}_{>0} \). These singular vectors satisfy the relations:

\[
\tilde{R} |\chi_{01} \rangle = (2M + 1) |\chi_{10} \rangle, \quad \tilde{R} |\chi_{10} \rangle = (2M + 1) |\chi_{01} \rangle, \quad \tilde{R} |\chi_{11} \rangle = 0.
\] (4.27)
(ii) $M(r, \lambda)$: For $(r + 2M)^2 = \lambda$ there exist degree $(0,1)$ and $(1,0)$ singular vectors at level $2M + 1$ ($M \in \mathbb{Z}_{\geq 0}$) which are given by

$$|\chi_{01}\rangle = \sum_{j=0}^{M} (-2)^j \binom{M}{j} ((r + 2M)^{j+1} |0, 2(M - j) + 1, j; \bar{j}\rangle + (r + 2M)^j |1, 2(M - j), j; j + 1\rangle),$$  \hspace{1cm} (4.31)

$$|\chi_{10}\rangle = \sum_{j=0}^{M} (-2)^j \binom{M}{j} ((r + 2M)^j |0, 2(M - j) + 1, j; \bar{j}\rangle + (r + 2M)^{j+1} |1, 2(M - j), j; \bar{j}\rangle),$$  \hspace{1cm} (4.32)

where $\bar{j} = j \pmod{2}$. These singular vectors satisfy the relations

$$\tilde{R} |\chi_{01}\rangle = (-r + 1) |\chi_{10}\rangle, \hspace{1cm} \tilde{R} |\chi_{10}\rangle = (-r + 1) |\chi_{01}\rangle.$$  \hspace{1cm} (4.33)

**Proof.** We first note that the relations in (4.30) and (4.33) are verified by direct computation of the action of $\tilde{R}$ on the explicit formulae of singular vectors. Thus we focus on the derivation of the explicit formulae.

To perform a complete search of singular vectors we employ an elementary method: Since the singular vector $|\chi\rangle$ belongs to a weight space $\tilde{M}_N$, $|\chi\rangle$ is a linear combination of the basis of $\tilde{M}_N$. We determine the combination in such a way that the condition (3.5) is satisfied. The $\mathbb{Z}_2^2$-degree of the vectors in $\tilde{M}_N$ depends on the parity of $N$ (see (3.4)). Thus we need to treat even and odd $N$ separately. Before starting the search for singular vectors, observe that the level of the weight space $\tilde{M}_N$ is $N = \alpha + k + 2m$ which is common for $M(r)$ and $M(r, \lambda)$ as seen from (4.3) and (4.15).

(i) $M(r)$: the degree of the basis (4.1) is $(\alpha + m, k + m)$. First, we study the weight space of odd level.

(i-a) Consider a weight space of odd level $2M + 1$. Then each vector has $\mathbb{Z}_2^2$-degree either $(0,1)$ or $(1,0)$. The degree $(0,1)$ and $(1,0)$ basis are given as follows:

$$(0,1): |0, 2(M - 2j) + 1, 2j\rangle, \hspace{1cm} 0 \leq j \leq \left\lfloor \frac{M}{2} \right\rfloor$$

$$|1, 2(M - 2j - 1), 2j + 1\rangle, \hspace{1cm} 0 \leq j \leq \left\lfloor \frac{M-1}{2} \right\rfloor$$

$$(1,0): |0, 2(M - 2j - 1) + 1, 2j + 1\rangle, \hspace{1cm} 0 \leq j \leq \left\lfloor \frac{M-1}{2} \right\rfloor$$

$$|1, 2(M - 2j), 2j\rangle, \hspace{1cm} 0 \leq j \leq \left\lfloor \frac{M}{2} \right\rfloor$$

The degree $(0,1)$ and $(1,0)$ singular vectors, denoted by $|\chi_{01}\rangle, |\chi_{10}\rangle$ respectively, have the form of

$$|\chi_{01}\rangle = \sum_{j=0}^{M \lfloor M \rfloor } \mu_j |0, 2(M - 2j) + 1, 2j\rangle + \sum_{j=0}^{\lfloor M-1 \rfloor} \nu_j |1, 2(M - 2j - 1) + 1, 2j + 1\rangle,$$

$$|\chi_{10}\rangle = \sum_{j=0}^{\lfloor M-1 \rfloor} \alpha_j |0, 2(M - 2j - 1) + 1, 2j + 1\rangle + \sum_{j=0}^{M \lfloor M \rfloor} \beta_j |1, 2(M - 2j), 2j\rangle$$
and we determine the coefficients by imposing the condition (3.5). For clarity, we indicate explicitly the coefficients to be determined:

\[ \alpha_j, \; \nu_j, \; j = 0, 1, \ldots, \left\{ \begin{array}{ll} K - 1, & M = 2K \\ K, & M = 2K + 1 \end{array} \right. \]

\[ \beta_j, \; \mu_j, \; j = 0, 1, \ldots, K \]

The condition \( \tilde{a}_- |\chi_{01}\rangle = 0 \) gives the relations:

\[ 2(M - 2j)\mu_j + (2j + 1)\nu_j = 0, \; \; j = 0, 1, \ldots, \left\{ \begin{array}{ll} K - 1, & M = 2K \\ K, & M = 2K + 1 \end{array} \right. \] (4.34)

\[ (j + 1)\mu_{j+1} - (r + M + 2j + 1)\nu_j = 0, \; \; j = 0, 1, \ldots, K - 1 \] (4.35)

and the additional relation for \( M = 2K + 1 \)

\[ (r + 2M)\nu_K = 0. \] (4.36)

The condition \( a_- |\chi_{01}\rangle = 0 \) gives the relations:

\[ 2(r + M)\mu_0 - \nu_0 = 0 \] (4.37)

\[ (j + 1)\mu_{j+1} + (M - 2j - 1)\nu_j = 0, \; \; j = 0, 1, \ldots, K - 1 \] (4.38)

\[ 2(r + M - 2j)\mu_j - (2j + 1)\nu_j - 8(M - 2j + 1)\nu_{j-1} = 0, \]

\[ j = 1, 2, \ldots, \left\{ \begin{array}{ll} K - 1, & M = 2K \\ K, & M = 2K + 1 \end{array} \right. \] (4.39)

and the additional relation for \( M = 2K \)

\[ r\mu_K - 4\nu_{K-1} = 0. \] (4.40)

Eliminating \( \mu_j \) from (4.35) and (4.38) we have

\[ (r + 2M)\nu_j = 0, \; \; 0 \leq j \leq K - 1 \] (4.41)

Suppose that \( r + 2M \neq 0 \). Then it follows from (4.41) and (4.36) that \( \nu_j = 0 \) for all \( j \). Put this back to (4.35) or (4.38) one can see that \( \mu_j = 0 \) for all \( j \geq 1 \). On the other hand we have the following relation from (4.37) and the \( j = 0 \) case of (4.34): 

\[ (r + M)\mu_0 = M\mu_0 = 0. \] (4.42)

To have \( \mu_0 \neq 0 \) we need \( M = 0 \) and \( r + M = 0 \) but these imply \( r + 2M = 0 \). Therefore, \( \mu_0 \) must vanish and we have established that \( |\chi_{01}\rangle = 0 \) if \( r + 2M \neq 0 \).

Next, suppose that \( r + 2M = 0 \). Then (4.35) reduces to (4.38). The relations (4.40) and (4.37) coincide with the \( j = K - 1 \) case of (4.38) and the \( j = 0 \) case of (4.34), respectively. Furthermore, (4.39) is not an independent relation since it can be obtained by combining (4.34) and (4.38). We thus end up with two independent relations, i.e., (4.34) and (4.38). Eliminating \( \nu_j \) from these two equations we have a recurrence relation for \( \mu_j \):

\[ (2j + 1)(j + 1)\mu_{j+1} - 2(M - 2j)(M - 2j - 1)\mu_j = 0, \; \; 0 \leq j \leq K - 1 \]
which is solved to give
\[\mu_j = 2^{2j} \left( \frac{M}{2j} \right) \mu_0.\]

From (4.34) we have
\[\nu_j = -2^{2j+1} \left( \frac{M}{2j+1} \right) \mu_0.\]

Thus the existence of \(|\chi_{01}\rangle\) given by (4.27) has been shown.

We now turn to \(|\chi_{10}\rangle\). The condition \(\tilde{a}_- |\chi_{10}\rangle = 0\) gives the relations:

\[(M - 2j - 1)\alpha_j + (j + 1)\beta_{j+1} = 0, \quad j = 0, 1, \ldots, K - 1\]
\[- (2j + 1)\alpha_j + 2(r + M + 2j)\beta_j = 0, \quad j = 0, 1, \ldots, \begin{cases} K - 1, & M = 2K \\ K, & M = 2K + 1 \end{cases}\]

and the additional relation for \(M = 2K\)
\[(r + 2M)\beta_K = 0.\]

The condition \(a_- |\chi_{10}\rangle = 0\) gives the relations:

\[(2j + 1)\alpha_j + 2(M - 2j)\beta_j = 0, \quad j = 0, 1, \ldots, \begin{cases} K - 1, & M = 2K \\ K, & M = 2K + 1 \end{cases}\]
\[(r + M - 2j - 1)\alpha_j - 4(M - 2j)\beta_j - (j + 1)\beta_{j+1} = 0, \quad j = 0, 1, \ldots, K - 1\]

and the additional relation for \(M = 2K + 1\)
\[r\alpha_K - 4\beta_K = 0.\]

Comparing the above relations for \(|\chi_{10}\rangle\) with those for \(|\chi_{01}\rangle\) one may recognize the correspondence
\[(\mu_j, \nu_j) \leftrightarrow (\beta_j, \alpha_j)\]
\[(4.34) \leftrightarrow (4.46)\]
\[(4.38) \leftrightarrow (4.43).\]

This correspondence is able to extend to the rest of the relations. We shift \(j\) to \(j - 1\) in (4.43), then multiply by 8. Subtraction of the resulting relation from (4.44) gives the relation:
\[2(r + M - 2j)\beta_j - (2j + 1)\alpha_j - 8(M - 2j + 1)\alpha_{j-1} = 0\]

which corresponds to (4.39). Elimination of \(\beta_j\) term (but keep \(\beta_{j+1}\) term remaining) from (4.46) and (4.47) gives the relation:
\[(j + 1)\beta_{j+1} - (r + M + 2j + 1)\alpha_j = 0\]

which corresponds to (4.35). Setting \(j = 0\) in (4.44) we get the relation corresponding to (4.37). Therefore, we can conclude that \(\alpha_j = \nu_j, \beta_j = \mu_j\). This proves the existence of \(|\chi_{10}\rangle\) and its explicit formula (4.28).
(i-b) We now turn to the weight space of even level \(2M\). In this case each vector has \(\mathbb{Z}_2^2\)-degree either \((0,0)\) or \((1,1)\). The degree \((0,0)\) and \((1,1)\) basis are given as follows:

\[
(0, 0) : \quad |0, 2(M - 2j), 2j\rangle, \quad 0 \leq j \leq \left\lfloor \frac{M}{2} \right\rfloor \\
|1, 2(M - 2j - 1) - 1, 2j + 1\rangle, \quad 0 \leq j \leq \left\lfloor \frac{M}{2} \right\rfloor - 1
\]

\[
(1, 1) : \quad |0, 2(M - 2j - 1), 2j + 1\rangle, \quad 0 \leq j \leq \left\lfloor \frac{M - 1}{2} \right\rfloor \\
|1, 2(M - 2j) - 1, 2j\rangle, \quad 0 \leq j \leq \left\lfloor \frac{M - 1}{2} \right\rfloor
\]

The degree \((0,0)\) and \((1,1)\) singular vectors, denoted by \(|\chi_{00}\rangle, |\chi_{11}\rangle\) respectively, have the form of

\[
|\chi_{00}\rangle = \sum_{j=0}^{\left\lfloor \frac{M}{2} \right\rfloor} \rho_j |0, 2(M - 2j), 2j\rangle + \sum_{j=0}^{\left\lfloor \frac{M - 1}{2} \right\rfloor} \sigma_j |1, 2(M - 2j - 1) - 1, 2j + 1\rangle,
\]

\[
|\chi_{11}\rangle = \sum_{j=0}^{\left\lfloor \frac{M - 1}{2} \right\rfloor} \gamma_j |0, 2(M - 2j - 1), 2j + 1\rangle + \sum_{j=0}^{\left\lfloor \frac{M - 1}{2} \right\rfloor} \delta_j |1, 2(M - 2j) - 1, 2j\rangle.
\]

We impose the condition (3.5) to determine the coefficients. More explicitly, we determine the following coefficients:

\[
\gamma_j, \quad \delta_j, \quad j = 0, 1, \ldots \left\{ \begin{array}{ll} K - 1, & M = 2K \\ K, & M = 2K + 1, \end{array} \right.
\]

\[
\rho_j, \quad j = 0, 1, \ldots, K, \quad \sigma_j, \quad j = 0, 1, \ldots, K - 1
\]

The number of \(\rho_j\) and \(\sigma_j\) is common for even and odd values of \(M\).

The condition \(a_- |\chi_{00}\rangle = 0\) gives the relations:

\[
2(M - 2j)\rho_j - (2j + 1)\sigma_j = 0, \quad j = 0, 1, \ldots, K - 1 \tag{4.51}
\]

\[
-j\rho_j + (r + M + 2j - 1)\sigma_{j-1} = 0, \quad j = 1, 2, \ldots, K \tag{4.52}
\]

and the additional relation for \(M = 2K + 1\):

\[
\rho_K = 0. \tag{4.53}
\]

The condition \(a_- |\chi_{00}\rangle = 0\) gives the relations:

\[
2M\rho_0 + \sigma_0 = 0 \tag{4.54}
\]

\[
2(M - 2j)\rho_j + (2j + 1)\sigma_j + 8(M - 2j)\sigma_{j-1} = 0, \quad j = 1, 2, \ldots, K - 1 \tag{4.55}
\]

\[
-j\rho_j + (r + M - 2j - 1)\sigma_{j-1} = 0, \quad j = 1, 2, \ldots, K \tag{4.56}
\]

and the additional relation for \(M = 2K + 1\):

\[
\rho_K + 4\sigma_{K-1} = 0 \tag{4.57}
\]

Setting \(j = 0\) in (4.51) we have the relation \(2M\rho_0 - \sigma_0 = 0\) which, together with (4.54), gives \(\rho_0 = \sigma_0 = 0\) as we can assume \(M \neq 0\) \((M = 0)\) corresponds to the lowest weight space). Eliminating \(\rho_j\) from (4.51) and (4.55) we get the recurrence relation:

\[
(2j + 1)\sigma_j + 4(M - 2j)\sigma_{j-1} = 0, \quad j = 1, 2, \ldots, K - 1 \tag{4.58}
\]
Since \( \sigma_0 = 0 \), this relation shows that \( \sigma_j = 0 \) for all \( j \). Then we see from (4.52) that \( \rho_j = 0 \) for all \( j \). Therefore, we have shown that \( |\chi_{00}\rangle = 0 \).

Next we consider \( |\chi_{11}\rangle \). The condition \( \tilde{a}_- |\chi_{11}\rangle = 0 \) leads the following relations:

\[
(M - 2j + 1)\gamma_{j-1} - j\delta_j = 0, \quad j = 1, 2, \ldots, \begin{cases} K - 1, & M = 2K \\ K, & M = 2K + 1 \end{cases} \tag{4.59}
\]

\[
(2j + 1)\gamma_j + 2(r + M + 2j)\delta_j = 0, \quad j = 0, 1, \ldots, \begin{cases} K - 1, & M = 2K \\ K, & M = 2K + 1 \end{cases} \tag{4.60}
\]

and the additional relation for \( M = 2K \)

\[
\gamma_{K-1} = 0. \tag{4.61}
\]

From the condition \( a_- |\chi_{11}\rangle = 0 \) we have

\[
(M - 2j + 1)(\gamma_{j-1} + 4\delta_{j-1}) + j\delta_j = 0, \quad j = 1, 2, \ldots, \begin{cases} K - 1, & M = 2K \\ K, & M = 2K + 1 \end{cases} \tag{4.62}
\]

\[
(2j + 1)\gamma_j - 2(r + M - 2j - 2)\delta_j = 0, \quad j = 0, 1, \ldots, \begin{cases} K - 1, & M = 2K \\ K, & M = 2K + 1 \end{cases} \tag{4.63}
\]

and for \( M = 2K \)

\[
\gamma_{K-1} + 4\delta_{K-1} = 0. \tag{4.64}
\]

Elimination of \( \gamma_{j-1} \) from (4.59) and (4.62) gives the relation:

\[
j \delta_j + 2(M - 2j + 1)\delta_{j-1} = 0, \quad j = 1, 2, \ldots, \begin{cases} K - 1, & M = 2K \\ K, & M = 2K + 1 \end{cases} \tag{4.65}
\]

For \( M = 2K \), \( \gamma_{K-1} = \delta_{K-1} = 0 \) follows from (4.61) and (4.64). Then one immediately see from (4.65) that \( \delta_j = 0 \) for all \( j \). It then follows from (4.60) that \( \gamma_j = 0 \) for all \( j \). Therefore, \( |\chi_{11}\rangle = 0 \) if \( M = 2K \). On the other hand, for \( M = 2K + 1 \) (4.65) is solved to give

\[
\delta_j = (-4)^j \binom{K}{j} \delta_0.
\]

\( \gamma_j \) is obtained from (4.60) as

\[
\gamma_j = -\frac{2}{2j + 1}(r + 2K + 2j + 1)\delta_j
\]

while we have an another expression from (4.63) which is given by

\[
\gamma_j = \frac{2}{2j + 1}(r + 2K - 2j - 1)\delta_j.
\]

These two formulae are coincide if and only if \( r + 2K = 0 \) and under this constraint on \( r \) and \( K \) we have

\[
\gamma_j = \frac{1}{2}(-4)^{j+\frac{1}{2}} \binom{K}{j} \delta_0.
\]

Therefore, there exists a singular vector \( |\chi_{11}\rangle \) in the weight space of level \( 2(2K + 1) \) if \( r + 2K = 0 \). Replacing \( K \) with \( M \) in the above obtained \( \gamma_j, \delta_j \), we get an explicit formula of \( |\chi_{11}\rangle \) given by (4.29).
(ii) \( M(r, \lambda) \): the \( \mathbb{Z}_2^r \)-degree of the basis (4.2) is \((\alpha + m + \beta, k + m + \beta)\). The search of singular vectors is carried out in a way similar to that of \( M(r) \). A main difference from \( M(r) \) is that the dimension of each weight space is doubled.

(ii-a) Consider a weight space of odd level \( 2M + 1 \). Then each vector has \( \mathbb{Z}_2^r \)-degree either \((0, 1)\) or \((1, 0)\). The degree \((0, 1)\) and \((1, 0)\) basis are given as follows:

\[
\begin{align*}
(0, 1) : & \quad |0, 2(M - j) + 1, j; \overline{j}\rangle, \quad |1, 2(M - j), j; \overline{j + 1}\rangle \\
(1, 0) : & \quad |0, 2(M - j) + 1, j; \overline{j + 1}\rangle, \quad |1, 2(M - j), j; \overline{j}\rangle
\end{align*}
\]

where \( 0 \leq j \leq M \). The degree \((1, 0)\) basis is obtained from the degree \((0, 1)\) basis by exchanging \( \overline{j} \) and \( \overline{j + 1} \). This means that a search of degree \((1, 0)\) singular vectors is essentially same as degree \((0, 1)\) case provided that \( \overline{j} \) and \( \overline{j + 1} \) are exchanged. Therefore, it is enough to carry out a search of degree \((0, 1)\) singular vectors. The singular vector \( |\chi_{01}\rangle \) of degree \((0, 1)\) has the form of

\[
|\chi_{01}\rangle = \sum_{j=0}^{M} (\mu_j |0, 2(M - j) + 1, j; \overline{j}\rangle + \nu_j |1, 2(M - j), j; \overline{j + 1}\rangle).
\]

From the condition \( \tilde{\alpha}_- |\chi_{01}\rangle = 0 \) we obtain the relations for the coefficients \( \mu_j \) and \( \nu_j \):

\[
\begin{align*}
\lambda^M \mu_M - (r + 2M) \nu_M &= 0, \quad (4.66) \\
(j + 1)\mu_{j+1} + 2\lambda^j \mu_j - 2(r + M + j) \nu_j &= 0, \quad (4.67) \\
2(M - j) \mu_j + (j + 1) \nu_{j+1} &= 0 \quad (4.68)
\end{align*}
\]

where \( j \) runs from 0 to \( M - 1 \). From the condition \( a_- |\chi_{01}\rangle = 0 \) we have

\[
\begin{align*}
2(r + M) \mu_0 - \nu_1 - 2\lambda \nu_0 &= 0, \quad (4.69) \\
2(r + M - j) \mu_j - (j + 1) \nu_{j+1} - 8(M - j + 1) \nu_{j-1} - 2\lambda^{j+1} \nu_j &= 0, \quad j = 1, 2, \ldots, M - 1 \quad (4.70) \\
r \mu_M - 4 \nu_{M-1} - \lambda^{M+1} \nu_M &= 0, \quad (4.71) \\
(j + 1) \mu_{j+1} + 2(M - j) \nu_j &= 0, \quad j = 0, 1, \ldots, M - 1 \quad (4.72)
\end{align*}
\]

Getting rid of \( \nu_j \) from (4.67) by (4.72) one has

\[
(j + 1)(r + 2M) \mu_{j+1} + 2\lambda^j(M - j) \mu_j = 0, \quad j = 0, 1, \ldots, M - 1 \quad (4.73)
\]

If \( r + 2M = 0 \), then one see from (4.73) and (4.66) that \( \mu_j = 0 \) for all \( j \) (note that \( \lambda \neq 0 \)). It then follows from (4.68) and (4.69) that \( \nu_j = 0 \) for all \( j \). Therefore \( |\chi_{01}\rangle = 0 \) if \( r + 2M = 0 \).

If \( r + 2M \neq 0 \), then (4.73) is solved to give

\[
\mu_j = (-2)^j \lambda^{(M-j)} (r + 2M)^j \binom{M}{j} \mu_0. \quad (4.74)
\]

Then one may use (4.72) to have

\[
\nu_j = (-2)^j \lambda^{(M-j+1)} (r + 2M)^{j+1} \binom{M}{j} \mu_0, \quad j = 0, 1, \ldots, M - 1 \quad (4.75)
\]
By the use of (4.74) and (4.66) one may see that (4.75) also holds true for $j = M$. We need to check $\mu_j, \nu_j$ given in (4.74) and (4.75) also solve the rest of the recurrence relations. To solve (4.71), we find that the constraint $(r + 2M)^2 = \lambda$ is necessary. It is then straightforward to verify that (4.74) and (4.75) with this constraint solve all the relations. Thus we have non-vanishing $\mu_j, \nu_j$ given by

$$\mu_j = (-2)^j \frac{(r + 2M)^{j+1}}{r + 2M} \left( \begin{array}{c} M \\ j \end{array} \right) \mu_0, \quad \nu_j = (-2)^j \frac{(r + 2M)^j}{r + 2M} \left( \begin{array}{c} M \\ j \end{array} \right) \nu_0.$$  

Therefore, we have shown the existence of $|\chi_{01}\rangle$ by (4.31) for $(r + 2M)^2 = \lambda$.

As we already mentioned, the search of degree $(1, 0)$ singular vectors is same as the case of degree $(0, 1)$ provided that $j$ and $j+1$ are exchanged. Thus we conclude there exists $|\chi_{10}\rangle$ given by (4.32) if $(r + 2M)^2 = \lambda$.

(ii-b) Finally, we consider a weight space of even level $2M$. The basis is given by

$$\begin{align*}
(0, 0) : & \quad |0, 2(M - j), j; j\rangle, \quad j = 0, 1, \cdots, M \\
& \quad |1, 2(M - j) - 1, j; j+1\rangle, \quad j = 0, 1, \cdots, M - 1
\end{align*}$$

$$\begin{align*}
(1, 1) : & \quad j \quad \longleftrightarrow \quad j+1
\end{align*}$$

where the basis of degree $(1, 1)$ is obtained from that of degree $(0, 0)$ exchanging $j$ and $j+1$.

Therefore, as before, it is sufficient to look for only the degree $(0, 0)$ singular vector $|\chi_{00}\rangle$. $|\chi_{00}\rangle$ is written as follows:

$$|\chi_{00}\rangle = \sum_{j=0}^{M} \rho_j |0, 2(M - j), j; j\rangle + \sum_{j=0}^{M-1} \sigma_j |1, 2(M - j) - 1, j; j+1\rangle.$$  

One obtain the following relations from the condition $a_+ |\chi_{00}\rangle = 0$:

$$\begin{align*}
(j + 1)\rho_{j+1} + 2(r + M + j)\sigma_j &= 0, \quad j = 0, 1, \cdots, M - 1 \\
2(M - j)\rho_j - (j + 1)\sigma_{j+1} - 2\lambda^{j+1}\sigma_j &= 0, \quad j = 0, 1, \cdots, M - 2
\end{align*}$$  

$$\rho_{M-1} - \lambda^{M-1}\sigma_{M-1} = 0$$

and also from $a_- |\chi_{00}\rangle = 0$:

$$\begin{align*}
2M\rho_0 - \sigma_1 + 2\lambda\sigma_0 &= 0 \\
2(M - j)\rho_j - (j + 1)\sigma_{j+1} + 8(M - j)\sigma_{j-1} + 2\lambda^{j+1}\sigma_j &= 0, \quad j = 1, 2, \cdots, M - 2 \\
\rho_{M-1} + 4\lambda^{M-2}\sigma_{M-2} + \lambda^{M-1}\sigma_{M-1} &= 0 \\
(j + 1)\rho_{j+1} - 2(r + M - j - 2)\sigma_j &= 0, \quad j = 0, 1, \cdots, M - 1
\end{align*}$$

Setting $j = 0$ in (4.77) we have $2M\rho_0 - \sigma_1 - 2\lambda\sigma_0 = 0$. This relation, together with (4.79), shows that $\sigma_0 = 0$. We now subtract (4.77) from (4.80), then we get

$$2(M - j)\sigma_{j-1} + \lambda^{j+1}\sigma_j = 0, \quad j = 1, 2, \cdots, M - 2$$

which means, due to $\sigma_0 = 0$, that $\sigma_j = 0$ for $0 \leq j \leq M - 2$. This fact readily leads to the results $\rho_0 = 0$ (see (4.79)) and $\rho_j = 0$ for $1 \leq j \leq M - 1$ by (4.76). Then $\sigma_{M-1} = 0$ follows from (4.78) and $\rho_M = 0$ from (4.76). In this way, we have seen that $\rho_j = \sigma_j = 0$ for all $j$ so that $|\chi_{00}\rangle = 0$. $|\chi_{11}\rangle = 0$ can be shown in the same way provided that $j$ and $j+1$ are exchanged.
5 Irreducible modules

Our final task is to list up all irreducible modules. It is immediate from Proposition 1 and Theorem 3 that if \( r + 2M \neq 0 \) then the Verma module \( M(r) \) is irreducible and if \((r + 2M)^2 \neq \lambda\) then the Verma module \( M(r, \lambda) \) is irreducible. This proves the cases (i) and (iii) of Theorem 2. In order to verify the cases (ii) and (iv), we need to specify the maximal invariant submodule \( W \). Let \( \omega \) be the subspace of \( M(r) \) or \( M(r, \lambda) \) spanned by the singular vectors \( |\chi_{01}\rangle \) and \( |\chi_{10}\rangle \) of Theorem 3. Then \( W = U(n^+) \otimes \omega \) for both \( M(r) \) and \( M(r, \lambda) \). This is obvious for \( M(r, \lambda) \) due to Proposition 1, but highly non-trivial for \( M(r) \). First, we establish this fact for \( M(r) \) and then investigate the dimension of irreducible modules. This fact is a consequence of the next Proposition.

**Proposition 2.** The singular vector \( |\chi_{11}\rangle \in M(r) \) given in (4.29) belongs to \( U(n^+) \otimes \omega \).

This proposition indicates that the invariant submodule \( U(n^+) \otimes |\chi_{11}\rangle \) is a subspace of \( U(n^+) \otimes \omega \). Thus the maximal invariant submodule of \( M(r) \) is given by \( W = U(n^+) \otimes \omega \).

**Proof.** Suppose that \( |\chi_{01}\rangle, |\chi_{10}\rangle \) exist in the level \( 2M + 1 \) weight space \( M_{2M+1}(r) \), then \( |\chi_{11}\rangle \) is in the level \( 2(2M + 1) \) weight space \( M_{2(2M+1)}(r) \) (Theorem 3). We shall show that \( |\chi_{11}\rangle \) is a linear combination of the vectors in the level \( 2(2M + 1) \) weight space \( (U(n^+) \otimes \omega)_{2(2M+1)} \). The degree \((1, 1)\) vectors in \( (U(n^+) \otimes \omega)_{2(2M+1)} \) are given as follows:

\[
\tilde{a}_+ a_+^{2(M-2k)} \tilde{L}_+^{2k} |\chi_{01}\rangle, \quad a_+^{2(M-2k)+1} \tilde{L}_+^{2k} |\chi_{10}\rangle, \quad k = 0, 1, \ldots, \left\lfloor \frac{M}{2} \right\rfloor \tag{5.1}
\]

and

\[
a_+^{2(M-2k)-1} \tilde{L}_+^{2k+1} |\chi_{01}\rangle, \quad \tilde{a}_+ a_+^{2(M-2k-1)} \tilde{L}_+^{2k+1} |\chi_{10}\rangle, \quad k = 0, 1, \ldots, \left\lfloor \frac{M - 1}{2} \right\rfloor \tag{5.2}
\]

Using the explicit formula of \( |\chi_{01}\rangle, |\chi_{10}\rangle \), one may verify by straightforward computation that the sum of the vectors in (5.1) and (5.2) are given as follows:

\[
\tilde{a}_+ a_+^{2(M-2k)} \tilde{L}_+^{2k} |\chi_{01}\rangle + a_+^{2(M-2k)+1} \tilde{L}_+^{2k} |\chi_{10}\rangle = \sum_{j=k}^{\left\lfloor \frac{M}{2} \right\rfloor + k} 2^{2j+1-2k} \left( M \begin{array}{c} j \\end{array} \right) \left( -2 \left(0, 4(M - j), 2j + 1\right) + \left(1, 4(M - j) + 1, 2j\right) \right),
\]

\[
a_+^{2(M-2k)-1} \tilde{L}_+^{2k+1} |\chi_{01}\rangle + \tilde{a}_+ a_+^{2(M-2k-1)} \tilde{L}_+^{2k+1} |\chi_{10}\rangle = \sum_{j=k+1}^{\left\lfloor \frac{M + 1}{2} \right\rfloor + k} 2^{2j-2k} \left( M \begin{array}{c} j \\end{array} \right) \left( -2 \left(0, 4(M - j), 2j + 1\right) + \left(1, 4(M - j) + 1, 2j\right) \right).
\]

A linear combination of these vectors

\[
\sum_{k=0}^{\left\lfloor \frac{M}{2} \right\rfloor} c_2k (\tilde{a}_+ a_+^{2(M-2k)} \tilde{L}_+^{2k} |\chi_{01}\rangle + a_+^{2(M-2k)+1} \tilde{L}_+^{2k} |\chi_{10}\rangle) + \sum_{k=0}^{\left\lfloor \frac{M + 1}{2} \right\rfloor} c_2k+1 (a_+^{2(M-2k)-1} \tilde{L}_+^{2k+1} |\chi_{01}\rangle + \tilde{a}_+ a_+^{2(M-2k-1)} \tilde{L}_+^{2k+1} |\chi_{10}\rangle)
\]
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coincides with $|\chi_{11}|$ given in (4.29) if the coefficients $c_p$ satisfies the relations:

$$\sum_{p=0}^{2j} 2^{2j+1-p} \binom{M}{2j-p} c_p = (-4)^j \binom{M}{j}, \quad j = 0, 1, \ldots, \left\lfloor \frac{M}{2} \right\rfloor$$

$$\sum_{p=2j-M}^{M} 2^{2j+1-p} \binom{M}{2j-p} c_p = (-4)^j \binom{M}{j}, \quad j = \left\lfloor \frac{M}{2} \right\rfloor + 1, \ldots, M$$

This is a system of linear algebraic equations for $c_p$. We give $M = 4$ and $M = 5$ coefficient matrix as an example. $M = 4$:

$$\begin{bmatrix}
2 \left( \binom{4}{0} \right) & 0 & 0 & 0 & 0 \\
\left( \binom{4}{2} \right) & 2 \left( \binom{4}{1} \right) & 2 \left( \binom{4}{0} \right) & 0 & 0 \\
\left( \binom{4}{4} \right) & 2 \left( \binom{4}{3} \right) & 2 \left( \binom{4}{2} \right) & 2 \left( \binom{4}{1} \right) & 2 \left( \binom{4}{0} \right) \\
0 & 0 & 2 \left( \binom{4}{4} \right) & 2 \left( \binom{4}{3} \right) & 2 \left( \binom{4}{2} \right) \\
0 & 0 & 0 & 0 & 2 \left( \binom{4}{4} \right)
\end{bmatrix}.$$  

$M = 5$:

$$\begin{bmatrix}
2 \left( \binom{5}{0} \right) & 0 & 0 & 0 & 0 & 0 \\
\left( \binom{5}{2} \right) & 2 \left( \binom{5}{1} \right) & 2 \left( \binom{5}{0} \right) & 0 & 0 & 0 \\
\left( \binom{5}{4} \right) & 2 \left( \binom{5}{3} \right) & 2 \left( \binom{5}{2} \right) & 2 \left( \binom{5}{1} \right) & 2 \left( \binom{5}{0} \right) & 0 \\
0 & 2 \left( \binom{5}{4} \right) & 2 \left( \binom{5}{3} \right) & 2 \left( \binom{5}{2} \right) & 2 \left( \binom{5}{1} \right) \\
0 & 0 & 0 & 2 \left( \binom{5}{4} \right) & 2 \left( \binom{5}{3} \right) & 2 \left( \binom{5}{2} \right) \\
0 & 0 & 0 & 0 & 2 \left( \binom{5}{4} \right)
\end{bmatrix}.$$  

These matrices are not singular so that $c_p$’s are determined uniquely and Proposition 2 is proved for $M = 4, 5$.

The general form of the coefficient matrix, denoted by $A$, is as follows: $A$ is a $(M+1) \times (M+1)$ matrix and its entry is 0 or one of the integers in the sequence:

$$2^{M+1} \binom{M}{M}, \quad 2^M \binom{M}{M-1}, \quad 2^{M-1} \binom{M}{M-2}, \quad \ldots, \quad 2 \binom{M}{0}. \quad (5.3)$$

The non-vanishing entry of the first row of $A$ is the right most term of (5.3): $A_{11} = 2 \binom{M}{0}$. The non-vanishing entries of the second row consist of the three terms from the right of (5.3):

$$A_{21} = 2^3 \binom{M}{2}, \quad A_{22} = 2^2 \binom{M}{1}, \quad A_{23} = 2 \binom{M}{0}.$$
In the third row two more terms are taken from (5.3):

\[
A_{31} = 2^5 \left( \frac{M}{4} \right), \quad A_{32} = 2^4 \left( \frac{M}{3} \right), \quad A_{33} = 2^3 \left( \frac{M}{2} \right), \quad A_{34} = 2^2 \left( \frac{M}{1} \right), \quad A_{35} = 2 \left( \frac{M}{0} \right).
\]

In this way, as row goes further by one, two more terms are taken from (5.3). If \( M \) is even, the \( \left( \frac{M}{2} + 2 \right) \)th row is the sequence (5.3) itself. In the \( \left( \frac{M}{2} + 3 \right) \)th row the sequence moves right by two columns and 0 is put in the empty slot of the row. Repeating this process, the \( \left( \frac{M}{2} + 1 \right) \)th row of \( A \) has only one non-vanishing entry \( A_{M+1,M+1} = 2^{M+1} \left( \frac{M}{M} \right) \). If \( M \) is odd, there is a slight difference in the middle of this process. That is, the \( \frac{M}{2} \)th row of \( A \) has the common structure for \( M(r) \) and \( M(r, \lambda) \). We prove the proposition by induction. The case of \( r = 1 \) weight space \( W \) is constructed by repeated application of the elements of \( \mathfrak{n}^+ \) on the two dimensional lowest weight space \( \omega \) spanned by \( |\chi_{01}\rangle \) and \( |\chi_{10}\rangle \), \( \dim W_{N} \) is also common for \( M(r) \) and \( M(r, \lambda) \). Recalling that the singular vectors \( |\chi_{01}\rangle, |\chi_{10}\rangle \) exist in the weight space \( W_{2M+1} \), one may prove the following:

**Proposition 3.** For a non-negative integer \( q \), \( \dim W_{2M+1+q} = 2(q + 1) \). Let \( |\chi\rangle \) be \( |\chi_{01}\rangle \) or \( |\chi_{10}\rangle \), then the basis of \( W_{2M+1+q} \) is given by

\[
(\tilde{a}_+a_+)^j a_-^{q-2j} |\chi\rangle, \quad (a_+\tilde{a}_+)^j a_-^{q-2j} |\chi\rangle
\]

where \( j \) runs from 0 to \( \frac{q}{2} \) for \( q \) even and from 0 to \( \frac{q-1}{2} \) for \( q \) odd. In addition, there exist one more vector for \( q \) odd which is given by \((\tilde{a}_+a_+)^{\frac{q-1}{2}} \tilde{a}_+ |\chi\rangle\).

**Proof.** We prove the proposition by induction. The case of \( q = 0 \) corresponds to the lowest weight space \( \omega \) itself so that the proposition is true. The \( q = 1 \) weight space \( W_{2M+2} \) is constructed by application of \( \tilde{a}_+, a_+ \) just once on \( \omega \). The four vectors \( \tilde{a}_+ |\chi\rangle, a_+ |\chi\rangle \) are obviously linearly independent so that the proposition holds true for this case, too.

We now suppose that the proposition is true for any integers not greater than \( q \). If \( q \) is even, the weight space \( W_{2M+1+q+1} \) is spanned by the vectors which are obtained by the action of \( \tilde{a}_+, a_+ \) just once on the vectors (5.4)

\[
\tilde{a}_+(\tilde{a}_+a_+)^j a_-^{q-2j} |\chi\rangle, \quad a_+\tilde{a}_+(\tilde{a}_+a_+)^j a_-^{q-2j} |\chi\rangle,
\]

\[
\tilde{a}_+(a_+\tilde{a}_+)^j a_-^{q-2j} |\chi\rangle, \quad a_+(a_+\tilde{a}_+)^j a_-^{q-2j} |\chi\rangle.
\]
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One may have more vectors by the action of $L_+, \tilde{L}_+$ on $W_{2M+1+(q-1)}$ since they raise the weight by two. However, vectors obtained in such a way are not linearly independent from (2.2) because of the defining relations (2.2): $L_+ \sim a_+^2, \tilde{L}_+ \sim [a_+, \tilde{a}_+]$. We here use the following identities (we used (2.2) for the first identity):

$$
\tilde{a}_+(\tilde{a}_+ a_+)^j = -(a_+ \tilde{a}_+)^{j-1} a_+^3, \quad \tilde{a}_+(a_+ \tilde{a}_+)^j = (\tilde{a}_+ a_+)^j \tilde{a}_+
$$

$$
a_+(a_+ \tilde{a}_+)^j = (a_+ \tilde{a}_+)^j a_+, \quad a_+(a_+ \tilde{a}_+)^j = (\tilde{a}_+ a_+)^j a_+
$$

With these identities one may extract the following linearly independent vectors from the vectors given in (5.5):

$$(a_+ \tilde{a}_+)^j a_+^{q+1-2j} |\chi\rangle, \quad (\tilde{a}_+ a_+)^j a_+^{q+1-2j} |\chi\rangle, \quad (\tilde{a}_+ a_+)^{q/2} \tilde{a}_+ |\chi\rangle$$

where $j$ runs from 1 to $q/2$ and the last vector is obtained from $\tilde{a}_+(a_+ \tilde{a}_+)^{q/2} |\chi\rangle$. Thus if $q$ is even, the proposition also holds true for $q+1$.

If $q$ is odd, one may repeat the same argument to prove that the proposition is true for $q+1$. So we omit to present the detail. This completes the proof of Proposition 3.

Proposition 3 enables us to count the dimension of the quotient modules. First, let us recall that the dimension of the weight space of $M(r)$ and $M(r, \lambda)$:

$$\dim M_N(r) = N + 1, \quad \dim M_N(r, \lambda) = 2(N + 1).$$

Set $N = 2M + 1$ then we see from Proposition 3

$$\dim(M(r)/W)_{N+q} = 2M - q, \quad \dim(M(r, \lambda)/W)_{N+q} = 4M + 2.$$

It follows that $\dim(M(r)/W) = (2M + 1)^2$ and $\dim(M(r, \lambda)/W) = \infty$.

Having this result on dimension the proof of Theorem 2 has been completed.

6 Concluding remarks

We presented a classification of the irreducible lowest weight modules over the $\mathbb{Z}_2^2$-$osp(1|2)$. The major difference from the $osp(1|2)$ Lie superalgebra is the existence of infinite dimensional modules with degenerate lowest weight. The $\mathbb{Z}_2^2$-$osp(1|2)$ also has finite and infinite dimensional modules constructed on a non-degenerate lowest weight vector. These are the $\mathbb{Z}_2^2$-graded counterparts of the irreducible modules of $osp(1|2)$. Thus the structure of the irreducible modules over the $\mathbb{Z}_2^2$-$osp(1|2)$ is richer than those of $osp(1|2)$.

For this classification we employ the method similar to the strange Lie superalgebra $Q(n)$ and the method works quite well. This suggests that it is possible to build a general representation theory of $\mathbb{Z}_2^2$-graded simple Lie superalgebras via a procedure similar to simple Lie superalgebras. Another important issue which is not dealt with in this work is a classification of unitary representations. This class of representations is also important to applications for quantum physics. These will be a future work.

We make a connection of the present results with the $\mathbb{Z}_2^2$-graded version of superconformal mechanics discussed in [5]. The Hamiltonian of the $\mathbb{Z}_2^2$-$osp(1|2)$ superconformal mechanics corresponds to $R$ of the present paper and the ground state energy, which is our $r$, is given as
\frac{1}{2}(1-2\beta) where \beta is the coupling constant of the model. The ground state and all the excited states are doubly degenerate. This corresponds to the case (iv) of Theorem 2 with \(M = 0\) so that \(\lambda = r^2 = \frac{1}{2}(1-2\beta)^2\). The model of [5] is a quantum mechanics of single particle. The irreducible module with higher values of \(M\) will be realized in multipartite quantum systems since excitation of different particle creates different excited states. A multiparticle quantum system with \(\mathbb{Z}_2^2\)-graded supersymmetry is discussed in [28].

It is widely known that the finite dimensional modules of \(osp(1|2)\) are realized in various physical problems. It will be interesting to investigate physical realization of the \(\mathbb{Z}_2^2\)-\(osp(1|2)\) counterpart ((ii) of Theorem 2). Finite dimensional irreducible modules of both \(osp(1|2)\) and \(\mathbb{Z}_2^2\)-\(osp(1|2)\) are of odd dimension. However, it is known that the quantum algebra \(U_q[osp(1|2n)]\) has even dimensional irreducible module [63]. The even dimensional representations of \(U_q[osp(1|2)]\) have a connection with \(q\)-Hahn and little \(q\)-Jacobi polynomials and they are used to construct noncommutative spaces [64]. In this respect, one may think that investigations of quantum analogue of \(\mathbb{Z}_2^2\)-\(osp(1|2)\) will provide a new perspective to orthogonal polynomials and noncommutative geometry (see [53] non-commutative \(\mathbb{Z}_2^2\)-graded \(q\)-plane).

## Appendices

### A \(\mathbb{Z}_2^2\)-graded Lie superalgebra

Here we give the definition of a \(\mathbb{Z}_2^2\)-graded color superalgebra [6, 7]. Let \(g\) be a vector space and \(a = (a_1, a_2)\) an element of \(\mathbb{Z}_2^2\). Suppose that \(g\) is a direct sum of graded components:

\[
g = \bigoplus_a g_a = g_{(0,0)} \oplus g_{(0,1)} \oplus g_{(1,0)} \oplus g_{(1,1)}. \tag{A.1}\]

In what follows, we denote homogeneous elements of \(g_a\) as \(X_a, Y_a, Z_a\). If \(g\) admits a bilinear operation (the general Lie bracket), denoted by \([\cdot, \cdot]\), satisfying the identities

\[
[X_a, Y_b] \in g_{a+b} \tag{A.2}
\]

\[
[X_a, Y_b] = -(-1)^{a\cdot b}[Y_b, X_a], \tag{A.3}
\]

\[
(-1)^{a\cdot c}[X_a, [Y_b, Z_c]] + (-1)^{b\cdot a}[Y_b, [Z_c, X_a]] + (-1)^{c\cdot b}[Z_c, [X_a, Y_b]] = 0, \tag{A.4}
\]

where

\[
a + b = (a_1 + b_1, a_2 + b_2) \in \mathbb{Z}_2^2, \quad a \cdot b = a_1 b_1 + a_2 b_2 \in \mathbb{Z}_2, \tag{A.5}
\]

then \(g\) is referred to as a \(\mathbb{Z}_2^2\)-graded color superalgebra.

The enveloping algebra of \(g\) is the \(\mathbb{Z}_2^2\)-graded unital associative algebra with relations

\[
X_a Y_b - (-1)^{a\cdot b} Y_b X_a = [[X_a, Y_b]]. \tag{A.6}
\]

One key observation is that for homogeneous elements, their general Lie bracket will coincide with either a commutator \((a \cdot b = 0)\) or anticommutator \((a \cdot b = 1)\). In the main body of this paper, we also used the notation \([X_a, Y_b]\) (in case \(a \cdot b = 0\)) and \(\{X_a, Y_b\}\) (in case \(a \cdot b = 1\)) for the general Lie bracket in order to emphasize that given elements commute or
anticommute. It should be noted that $\mathfrak{g}_{(0,0)} \oplus \mathfrak{g}_{(0,1)}$ and $\mathfrak{g}_{(0,0)} \oplus \mathfrak{g}_{(1,0)}$ are subalgebras of $\mathfrak{g}$ (with $\mathbb{Z}_2^2$-grading). We remark that this is a natural generalization of Lie superalgebra which is defined with a $\mathbb{Z}_2^2$-graded structure:

$$\mathfrak{g} = \bigoplus_a \mathfrak{g}_a = \mathfrak{g}_{(0)} \oplus \mathfrak{g}_{(1)}, \quad (A.7)$$

instead with

$$a + b = (a + b) \in \mathbb{Z}_2, \quad a \cdot b = ab \in \mathbb{Z}_2. \quad (A.8)$$
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