ASYMPTOTIC BEHAVIOR FOR A DISSIPATIVE NONLINEAR SCHRÖDINGER EQUATION
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Abstract. We consider the Schrödinger equation with nonlinear dissipation
\[
\begin{align*}
    i\partial_t u + \Delta u &= \lambda |u|^{\alpha} u \\
    u(0, x) &= u_0,
\end{align*}
\]
in \(\mathbb{R}^N\), \(N \geq 1\), where \(\lambda \in \mathbb{C}\) with \(\Im \lambda < 0\). Assuming \(\frac{2}{N+2} < \alpha < \frac{2}{N}\), we give a precise description of the long-time behavior of the solutions (including decay rates in \(L^2\) and \(L^\infty\), and asymptotic profile), for a class of arbitrarily large initial data.

1. Introduction

In this paper, we consider the following nonlinear Schrödinger equation
\[
\begin{align*}
    \left\{ 
    i\partial_t u + \Delta u &= \lambda |u|^{\alpha} u, \\
    u(0, x) &= u_0,
    \right. \quad \text{(NLS)}
\end{align*}
\]
where \(\lambda \in \mathbb{C}\) with \(\Im \lambda < 0\), \(0 < \alpha < \frac{2}{N}\). This equation is a particular case of the complex Ginzburg-Landau equation on \(\mathbb{R}^N\)
\[
\partial_t u = e^{i\theta} \Delta u + \zeta |u|^{\alpha} u,
\]
where \(|\theta| \leq \frac{\pi}{2}\) and \(\zeta \in \mathbb{C}\), which in turn is a generic modulation equation that describes the nonlinear evolution of patterns at near-critical conditions. See for instance \([20, 9, 17]\).

If \(\alpha < \frac{2}{N}\), then equation \(\text{(NLS)}\) is mass-subcritical, hence under assumption \((1.1)\) the associated initial value problem is globally well-posed in \(L^2(\mathbb{R}^N)\) and in \(H^1(\mathbb{R}^N)\). See e.g. \([2, \text{Proposition 2.1}]\).

For the large-time behavior of the solutions, the exponent \(\alpha = \frac{2}{N}\) is critical. More precisely, if \(\alpha > \frac{2}{N}\), \(\lambda \in \mathbb{C}\), then for a large set of initial values the corresponding solutions scatter as \(t \to \infty\), i.e. they behave like the solutions of the free Schrödinger equation. See \([21, 11, 12, 7, 10, 18, 1, 5]\). On the other hand, if \(\alpha \leq \frac{2}{N}\) and \((1.1)\) holds then, due to the dissipative nature of the nonlinear term, the solutions of equation \(\text{(NLS)}\) often decay faster compared to the solutions of the free Schrödinger equation. In particular, in the case \(\alpha = \frac{2}{N}\), a large class of solutions of \(\text{(NLS)}\) have the decay rate \((t \log t)^{-\frac{2}{N}}\) as \(t \to \infty\), see \([19, 15, 16, 6]\). It is worth noting that, as proved in \([6]\), the limit
\[
\lim_{t \to \infty} (t \log t)^{-\frac{2}{N}} \|u(t)\|_{L^\infty} = (\alpha |\Im \lambda|)^{-\frac{2}{N}}
\]
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exists and is independent of the initial value (for a certain class of solutions).

In the case \( \alpha < \frac{2}{N} \), it is possible (still assuming (1.1)) to derive strong a priori estimates for the solutions to (NLS) under some further “dissipative” condition on \( \lambda \). These estimates are then used to describe the large-time behavior of the solutions to (NLS) for \( \alpha < \frac{2}{N} \) sufficiently close to the critical power \( \frac{2}{N} \). More precisely, in the one-dimensional case \( N = 1 \), if \( \alpha < 2 \) is sufficiently close to 2 and under the dissipative condition

\[
\frac{\alpha}{2\sqrt{\alpha} + 1}|\Re \lambda| \leq |3\lambda|, \tag{1.2}
\]

the large-time asymptotic behavior of solutions is described in [16] for any initial value in \( H^1(\mathbb{R}) \cap L^2(\mathbb{R}, |x|^2 dx) \). In particular, the solutions satisfy

\[
\|u(t)\|_{L^\infty} \lesssim t^{-rac{1}{\alpha}}. \tag{1.3}
\]

In addition, it is proved in [13] that for any space dimension \( N \geq 1 \), under the dissipative condition (1.2) and for \( \alpha < \frac{2}{N} \) sufficiently close to \( \frac{2}{N} \), all solutions with initial value in \( H^1(\mathbb{R}^N) \cap L^2(\mathbb{R}^N, |x|^2 dx) \) satisfy the \( L^2 \)-decay estimate

\[
\|u(t)\|_{L^2} \lesssim t^{-\left(\frac{N}{N-\alpha}-\frac{2}{\alpha}\right)q},
\]

for all \( q < \frac{2}{N-\alpha} \), \( q \leq \frac{1}{2} \). If there is no “dissipative” condition on \( \lambda \), it seems problematic to derive a priori estimates for all solutions. Therefore, in order to study the large-time behavior of the solutions, further assumptions on the initial data are required. This is achieved in [15, 14], where the dissipative condition (1.2) is removed and the time decay estimates (1.3), as well as lower estimates are established, and the large-time asymptotic behavior of the solutions is described, in the case of space dimensions \( N = 1, 2, 3 \), for all \( \alpha < \frac{2}{N} \) sufficiently close to \( \frac{2}{N} \), but only for all sufficiently small initial data in a certain space. In the case of any space dimension \( N \geq 1 \), the large-time asymptotic behavior of solutions is studied in [2], for \( \alpha < \frac{2}{N} \) sufficiently close to \( \frac{2}{N} \) and for a class of arbitrarily large nonvanishing initial values. (A nonvanishing condition appears due to the lack of regularity of the nonlinear term, see [6].) Note that it is proved in [2] that, for the solutions studied there, the limit

\[
\lim_{t \to \infty} t^{\frac{1}{\alpha}} \|u(t)\|_{L^\infty} = \left( \frac{2\alpha|3\lambda|}{2-\alpha N} \right)^{-\frac{1}{\alpha}}
\]

exists and is independent of the initial value, similarly to what happens in the case \( \alpha = \frac{2}{N} \). Again, since (1.2) is also not used in [2], the results are obtained only for a class of initial data (not necessarily small).

The aim of the present work is to complete the previous results on the time-asymptotic behavior of the solutions obtained in [2, 13, 14, 16]. More precisely, we do not impose any condition on \( \lambda \) other than (1.1), and we improve the lower conditions on \( \alpha \), replacing certain relative smallness assumptions by the explicit condition

\[
\frac{2}{N+2} < \alpha < \frac{2}{N}. \tag{1.4}
\]

Before stating our results, we introduce the function spaces we will use. We fix three integers \( k, m, n \) sufficiently large so that

\[
k > \frac{N}{2} + 4, \tag{1.5}
\]

\[
n > \max \left\{ \frac{20}{\alpha^2}, \frac{N(2-N\alpha)(k+4)}{\alpha}, \frac{2N(k+2)(2-N\alpha)}{(N+2)\alpha - 2} \right\}, \tag{1.6}
\]

\[
m > \max \left\{ \frac{k+n+1}{2}, \frac{5n\alpha|\lambda|(1+\alpha|3\lambda|)}{N(2-N\alpha)|3\lambda|} \right\}. \tag{1.7}
\]
We introduce the Banach space \( X \) defined in [6, 5]

\[
X = \{ u \in H^1(\mathbb{R}^N) ; \langle x \rangle^n D^\beta u \in L^\infty(\mathbb{R}^N) \text{ for } 0 \leq |\beta| \leq 2m, \langle x \rangle^{M(\beta)} D^\beta u \in L^2(\mathbb{R}^N) \text{ for } 2m + 1 \leq |\beta| \leq J \}
\]  

and we equip \( X \) with the norm

\[
\|u\|_X = \sup_{0 \leq |\beta| \leq 2m} \|\langle x \rangle^n D^\beta u\|_{L^\infty} + \sup_{2m + 1 \leq |\beta| \leq J} \|\langle x \rangle^{M(\beta)} D^\beta u\|_{L^2}
\]

where

\[
\langle x \rangle = (1 + |x|^2)^{\frac{1}{2}}.
\]

As observed above, under assumptions (1.1) and (1.4), the initial value problem associated with equation (NLS) is globally well-posed in \( H^1(\mathbb{R}^N) \). Our main result is the following.

**Theorem 1.1.** Let \( \lambda \in \mathbb{C} \) with \( \Im \lambda < 0 \), and let \( \alpha \) satisfy (1.4). Assume (1.5)–(1.7) and let \( X \) be defined by (1.10). Let \( v_0 \in X \) satisfy

\[
\inf_{x \in \mathbb{R}^N} \langle x \rangle^n |v_0(x)| > 0.
\]

Given \( b \in \mathbb{R} \), let \( w_0 \in H^1(\mathbb{R}^N) \) be given by \( w_0(x) = e^{i\frac{|x|^2}{4}} v_0(x) \) and let \( w \in C([0, \infty), H^1(\mathbb{R}^N)) \) be the corresponding solution of (NLS). If \( b \) is sufficiently large, then \( w \in L^\infty([0, \infty) \times \mathbb{R}^N) \cap L^\infty(C(\mathbb{R}^N)) \), and there exist \( C, \delta > 0 \), and \( f_0, \rho_0 \in L^\infty(\mathbb{R}^N) \cap C(\mathbb{R}^N) \) with \( \|f_0\|_{L^\infty} \leq \frac{1}{2} \) and \( \langle x \rangle^n \rho_0 \in L^\infty(\mathbb{R}^N) \) such that

\[
t^{\frac{1}{2}} \|u(t, \cdot) - z(t, \cdot)\|_{L^2} + t^{\alpha} \|u(t, \cdot) - z(t, \cdot)\|_{L^\infty} \leq C t^{-\delta}
\]

for \( t \geq 1 \), where

\[
z(t, x) = (1 + bt)^{-\frac{N}{2}} e^{i\Theta(t, x)} \Psi(t, \frac{x}{1 + bt}) \rho_0 \left( \frac{x}{1 + bt} \right)
\]

with

\[
\Theta(t, x) = \frac{b|x|^2}{4(1 + bt)} - \frac{\Im \lambda}{3 \lambda} \log \Psi(t, \frac{x}{1 + bt})
\]

and

\[
\Psi(t, y) = \left( \frac{1 + f_0(y)}{1 + f_0(y) + \frac{2\alpha|3\lambda|}{b(1 + bt)} |v_0(y)|^\alpha [(1 + bt)^{1-\alpha} - 1]} \right)^{\frac{1}{2}}
\]

Moreover,

\[
|\rho_0|^\alpha = \frac{|v_0|^\alpha}{1 + f_0}
\]

so that \( \frac{3}{2} |v_0|^\alpha \leq |\rho_0|^\alpha \leq 2 |v_0|^\alpha \). In addition,

\[
t\|u\|_{L^\infty} \xrightarrow{t \to \infty} \frac{2 - N \alpha}{2\alpha|3\lambda|}
\]

and

\[
a \leq (1 + bt)^{\frac{1}{2}} \|u(t)\|_{L^2} \leq A,
\]

as \( t \to \infty \), for some constants \( 0 < a \leq A < \infty \).

**Remark 1.2.** Here are some comments on Theorem 1.1.
(i) Theorem 1.1 is valid in any dimension $N \geq 1$, and for any $\lambda \in \mathbb{C}$ with $\Re \lambda < 0$.

The main restrictions are that the initial value $u_0$ must be sufficiently smooth, bounded from below in the sense (1.11), and oscillatory in the sense that $b$ must be sufficiently large. On the other hand, there is no restriction on the amplitude of $u_0$.

(ii) A typical initial value which is admissible in Theorem 1.1 is $u_0 = c\langle \cdot \rangle^{-n} + \varphi$ with $c \in \mathbb{C}$, $c \neq 0$, and $\varphi \in \mathcal{S}(\mathbb{R}^N)$, $|\varphi| \leq |(c - e)\langle \cdot \rangle^{-n}|$, $e > 0$.

(iii) The limit (1.13) gives the exact decay rate of $\|u(t)\|_{L^\infty}$, and this limit is independent of the initial value $u_0$. Compare [2, Remark 1.2 (iv)].

(iv) Estimate (1.14) shows that $\|u(t)\|_{L^2}$ is equivalent as $t \to \infty$ to $t^{-\left(\frac{\alpha}{2} - \frac{N}{2}\right)(1 - \frac{N}{2b})}$.

In particular, we see that the decay rate of $\|u(t)\|_{L^2}$ depends on the initial value, through the parameter $n$ which can be chosen (provided it is sufficiently large to satisfy (1.6)).

(v) Since

$$\liminf_{t \to \infty} t^{\frac{2}{\alpha}} \|u(t)\|_{L^\infty} > 0,$$

by (1.13)-(1.14), we see that the asymptotic behavior of $u(t)$ as $t \to \infty$ is described by the asymptotic estimate (1.12).

(vi) We do not know if the lower condition in (1.4) on the power $\alpha$ necessary to derive the asymptotic expansion (1.12). However, assumption (1.4) plays a crucial role in the proof of Proposition 4.1 below to control $\|\Delta u\|_{L^\infty}$ (see (4.52)), which in turn is used in the proof of Proposition 5.1 to prove that $f(t)$ is convergent to $f_0$ in $L^\infty(\mathbb{R}^N)$ as $t \uparrow \frac{1}{b}$. Condition (1.4) is also essential to establish (5.24) in the proof of Proposition 5.1.

The general strategy we use to prove Theorem 1.1 is inspired by [6, 5]. In order to obtain our results, we need strong decay and regularity of the initial data. As the nonlinearity $|u|^\alpha u$ can be not smooth enough, we require the nonvanishing condition (1.11) as well (see [6] for a discussion on this regularity issue). This explains the space $\mathcal{X}$ we work with. The other main ingredient in the strategy of [6, 5] is the application of the pseudo-conformal transformation, which is given by

$$v(t, x) = (1 - bt)^{-\frac{2}{\alpha}} u\left(\frac{t}{1 - bt}, \frac{x - \lambda t b^{\frac{\alpha}{2}}}{1 - bt}\right) e^{-\frac{1}{4} |\nabla v|^2}, \quad t \geq 0, x \in \mathbb{R}^N, \quad (1.15)$$

for any $b > 0$. Using this transformation, we see that the equation (NLS) is equivalent to the nonautonomous equation

$$\begin{cases}
  i\partial_t v + \Delta v = \lambda(1 - bt)^{-\frac{2N}{2 + \alpha}} |v|^\alpha v, \\
  v(0, x) = v_0.
\end{cases} \text{(NLS}_{b})$$

The last equation reveals the main issue that appears in the case when $\alpha \leq \frac{2}{N}$: the factor $(1 - bt)^{-\frac{2N}{2 + \alpha}}$ is not integrable at $t = 1/b$. In order to deal with this problem, in the critical case $\alpha = \frac{2}{N}$ considered in [5], the solution $v$ is estimated by allowing a certain growth of the norms appearing in $\mathcal{X}$. Then, by the Duhamel’s formula for (NLS$_b$)

$$v(t) = e^{i\Delta} v_0 + \lambda \int_0^t (1 - bs)^{-\frac{2}{2 + \alpha}} e^{i(t-s)\Delta} |v(s)|^\alpha v(s) ds \quad (1.16)$$

and the elementary inequality

$$\int_0^t (1 - bs)^{-1-\nu} ds = \frac{1}{b^{\nu}} ((1 - bt)^{-\nu} - 1) \leq \frac{1}{b^{\nu}} (1 - bt)^{-\nu},$$

if $e^{i(t-s)\Delta} |v(s)|^\alpha(s)$ is estimated in a certain norm by $(1 - bs)^{-\nu}$, the solution $v$ is controlled in the same norm by $(1 - bs)^{-\nu - \frac{2N}{2 + \alpha}}$. In the case when $\alpha = \frac{2}{N}$, $v$ is
controlled by the same power \((1 - bs)^{-\mu}\) and this is used in [5] to close appropriate estimates. In the case \(\alpha < \frac{2}{N}\), there appears an extra singularity \((1 - bs)^{-\frac{2 - N\alpha}{2}}\) in the control of \(e^{i(t-s)|\Delta|v(s)^m}v(s)\). In [2], this problem is overcome by using the extra decay of the solution due to dissipation. Namely,

\[
v(s) \sim b \frac{2 - N\alpha}{2\alpha|3\lambda|} (1 - bs)^{-\frac{2 - N\alpha}{2}} \tag{1.17}
\]
as \(s \to 1/b\) (see (3.22) below). Unfortunately, the price to pay for this extra decay is the factor \(b\) in the right-hand side of (1.17), which makes it impossible to obtain smallness for large \(b\) in the last term in (1.16), when one applies a contraction argument. One solution to this problem is to use the factor \(2 - N\alpha\) in (1.17), which is small if \(\alpha\) is relatively close to the critical power \(\alpha = 2/N\), to close the required estimates. This is done in [2]. In the present paper we remove this assumption and replace it by the condition (1.4). This requires two new ingredients. First of all, we observe that under certain assumptions, not only the solution itself has an extra decay. The derivatives as well enjoy this property (see Proposition 3.2 below). The second ingredient is to allow a very large growth of the derivatives of the solution as \(s \to 1/b\). Roughly speaking, we let the derivatives \(|D^\beta v| \sim (1 - bs)^{-|\beta|\sigma}\), when \(s \to 1/b\) (in the previous works [5, 2], all the derivatives of a given order \(\beta\) behave as \((1 - bs)^{-|\beta|}\), for some \(|\beta| \leq 1\). Let us try to explain how we use these ingredients to establish the necessary estimates. Differentiating equation (NLS) and using the condition \(\Im \lambda < 0\), we deduce (see Proposition 2.1 below)

\[
|D^\beta v| \leq |D^\beta v_0| + \int_0^t |D^\beta v| ds + C \sum_{\gamma_1 + \gamma_2 = \beta, \gamma_1 \geq 1} \int_0^t (1 - bt)^{-\frac{4 - N\alpha}{2}} |D^{\gamma_1}v|^\alpha |D^{\gamma_2}v| ds. \tag{1.18}
\]

One of the key observations is that due to the dissipation \(\Im \lambda < 0\), the term \((1 - bt)^{-\frac{4 - N\alpha}{2}} |v|^\alpha |D^\beta v|\) is absent from (1.18). Then, as far as we can control the derivatives \(|D^{\gamma_1}v|^\alpha|\) by Proposition 3.2 below, we control the derivatives of the solution \(D^\beta v\) without gaining extra singularity or losing the smallness because of the large factor \(b\). We must stop this argument at some stage because, as it can be observed from (3.32), the derivatives \(|D^{\gamma_1}v|^\alpha|\) are estimated in terms of derivatives of higher-order \(|\gamma_1| + 2\), hence a loss of two derivatives. Letting the exact stage \(|\gamma_1| = M\) at which we stop this argument unknown for a moment, we estimate the highest two derivatives by assuming that \(|D^\beta v| \sim (1 - bs)^{-|\beta|\sigma}\) and using the dissipative behavior (1.17). Then, the derivative \(D^\beta \int_0^t (1 - bs)^{-\frac{4 - N\alpha}{2}} e^{i(t-s)|\Delta|v(s)^m}v(s) ds\) in (1.16) is controlled by \(\frac{C}{|\beta|\sigma} (1 - bs)^{-|\beta|\sigma}\). Letting \(|\beta|\) be sufficiently large, that is, letting \(m\) be sufficiently large, we obtain a small factor \(\frac{C}{|\beta|\sigma}\), which then is used to complete the estimates on the solution \(v\) of (NLS).

**Remark 1.3.** Here are some comments on blowup in equation (NLS), when the condition (1.1) is not satisfied or when \(\alpha \geq \frac{2}{N}\).

(i) If \(\Im \lambda \geq 0\), then blowup may occur in equation (NLS). Indeed, if \(\Im \lambda > 0\), then finite-time blowup occurs for equation (NLS), at least for \(H^1\)-subcritical powers \((N - 2)\alpha < 4\). See [4, 3]. Moreover, if \(\alpha < \frac{2}{N}\), then all nontrivial solutions blow up in finite or infinite time, see [1]. Finite-time blowup also occurs if \(\Im \lambda = 0, \Re \lambda < 0\), and \(\alpha \geq \frac{2}{N}\), since in this case (NLS) is the standard focusing nonlinear Schrödinger equation.

(ii) If \(\Im \lambda < 0, \alpha > \frac{2}{N}\) and condition (1.2) is not satisfied, then whether or not some solutions of (NLS) blow up in finite time seems to be an open question.
The rest of this paper is organized as follows. In Section 2 we establish preliminary estimates, for the nonhomogeneous Schrödinger equation, and for derivatives of the form $D^k |v|^p$ where $v$ is a given function. In Section 3, we prove a priori estimates for certain solutions of (NLS$_b$). These estimates are used in Section 4 to prove global existence (i.e., on the time interval $[0, \frac{T}{2})$ for certain solutions of (NLS$_b$). Finally, in Section 5, we describe the asymptotic behavior of these solutions as $t \to \frac{T}{2}$ and complete the proof of Theorem 1.1.

2. Preliminary estimates

We begin by proving estimates for the nonhomogeneous Schrödinger equation

\[
\begin{cases}
    i\partial_t v + \Delta v = f, \\
v(0, x) = v_0,
\end{cases}
\]  

which are modified versions of estimates in [6, Proposition 2.1].

**Proposition 2.1. Assume**

\begin{equation}
    k > \frac{N}{2} + 2, \quad n > \frac{N}{2} + 1, \quad 2m \geq k + n + 1,
\end{equation}

(1.8), and let $X$ be defined by (1.10). It follows that there exists a constant $A = A(N, n, k, m)$ such that if $T > 0, v_0 \in X$ and $f \in C([0, T], X)$, then for all $0 \leq t \leq T$ the solution $v$ of (2.1) satisfies the following estimates: if $|\beta| \leq 2m - 2$, then

\begin{equation}
    |\langle x \rangle^n D^\beta v| \leq \|\langle x \rangle^n D^\beta v_0\|_{L^\infty} + \int_0^t \sup_{|\gamma| \leq |\beta| + 2} \|\langle \gamma \rangle^n D^\gamma v(s)\|_{L^\infty} ds
\end{equation}

\begin{equation}
    + \Im \int_0^t \frac{\langle x \rangle^{2n} D^\beta f D^\beta v}{\langle x \rangle^n |D^\beta v|^2} ds,
\end{equation}

for all $x \in \mathbb{R}^N$. If $2m - 1 \leq |\beta| \leq 2m$, then

\begin{equation}
    |\langle x \rangle^n D^\beta v| \leq \|\langle x \rangle^n D^\beta v_0\|_{L^\infty} + A \int_0^t \sup_{|\gamma| \leq |\beta| + 2} \|\langle \gamma \rangle^n D^\gamma v(s)\|_{L^2} ds
\end{equation}

\begin{equation}
    + \Im \int_0^t \langle x \rangle^{2n} D^\beta f D^\beta v ds,
\end{equation}

for all $x \in \mathbb{R}^N$. In the case when $|\beta| = \nu + \mu + 2m + 1$ with $0 \leq \nu \leq k + 1$ and $0 \leq \mu \leq n$, we have

\begin{equation}
    \|\langle x \rangle^{n-\nu} D^\beta v\|_{L^2} \leq \|\langle x \rangle^{n-\nu} D^\beta v_0\|_{L^2} + (n - \mu)A \int_0^t \|\langle \gamma \rangle^{n-\nu} D^\gamma \nabla D^\beta v\|_{L^2} ds
\end{equation}

\begin{equation}
    + \int_0^t \Im \int_{\mathbb{R}^N} \langle x \rangle^{2n-2\nu} D^\beta f D^\beta v dx.
\end{equation}

**Proof.** We first prove (2.3). Let $|\beta| \leq 2m$. Applying $\langle x \rangle^n D^\beta$ to equation (2.1) we obtain

\[i\partial_t (\langle x \rangle^n D^\beta v) = -\langle x \rangle^n D^\beta \Delta v + \langle x \rangle^n D^\beta f.\]

Multiplying by $\langle x \rangle^n D^\beta v$ and taking the imaginary part we deduce that

\[\frac{1}{2} \partial_t (\langle x \rangle^n D^\beta v^2) = -\Im (\langle x \rangle^{2n} D^\beta \Delta v D^\beta v) + \Im (\langle x \rangle^{2n} D^\beta f D^\beta v).\]

Integrating this last equation on $(0, t)$ with $0 < t < T$, we deduce that

\[\langle x \rangle^n D^\beta v|_{t=0} + \int_0^t \langle x \rangle^n D^\beta \Delta v ds + \Im \int_0^t \langle x \rangle^{2n} D^\beta f D^\beta v ds = 0.\]
If \(|\beta| \leq 2m - 2\), then (2.3) immediately follows from (2.7). Suppose now \(2m - 2 \leq |\beta| \leq 2m\). Since \(k - 2 > \frac{N}{2}\) by (2.2), it follows from Sobolev's embedding theorem that \(\| (\cdot)^{n} D^{\beta} \Delta v(s) \|_{L^{\infty}} \leq C \| (\cdot)^{n} D^{\beta} \Delta v(s) \|_{H^{m-2}}\) where \(C\) depends on \(N\) and \(k\). Using Leibniz's formula together with the estimate \(|D^{\gamma}(x)^{n}| \leq C(n, |\gamma|) |\langle x \rangle|^{n}\) (see [6, formula (A.3)]), we deduce that
\[
\| (\cdot)^{n} D^{\beta} \Delta v(s) \|_{L^{\infty}} \leq C \sum_{|\gamma| \leq k-2} \| (\cdot)^{n} D^{\gamma+\beta} \Delta v(s) \|_{L^{2}}
\] (2.8)
for some constant \(C\) depending on \(N, k, n, m\); hence (2.4) follows from (2.7).

Finally, suppose that \(|\beta| = \nu + \mu + 2m + 1\) with \(0 \leq \nu \leq k + 1\) and \(0 \leq \mu \leq n\). Applying (2.6) with \(n \rightarrow \mu\) and integrating in \(x\) we obtain
\[
\frac{1}{2} d \frac{d}{dt} \| (\cdot)^{n-\mu} D^{\beta} v \|_{L^{2}}^{2} = -3 \int_{\mathbb{R}^{N}} (\cdot)^{2n-2\mu} D^{\beta} \Delta D^{\beta} v \Delta^{2} v dx + 3 \int_{\mathbb{R}^{N}} (\cdot)^{2n-2\mu} f D^{2} \Phi dx.
\] (2.9)
Integrating by parts the first term in the right-hand side of (2.9), we see that
\[-3 \int_{\mathbb{R}^{N}} (\cdot)^{2n-2\mu} D^{\beta} \Delta D^{\beta} v \Delta^{2} v dx = 3 \int_{\mathbb{R}^{N}} \nabla (\cdot)^{2n-2\mu} \nabla D^{\beta} v D^{\beta} \phi dx.
\]
If \(\mu < n\), we use the estimate \(|\nabla (\cdot)^{2n-2\mu}| \leq C(\cdot)^{2n-2\mu-1}\) together with Cauchy-Schwarz to obtain
\[-3 \int_{\mathbb{R}^{N}} (\cdot)^{2n-2\mu} D^{\beta} \Delta D^{\beta} v \Delta^{2} v dx \leq C \| (\cdot)^{n-\mu-1} \nabla D^{\beta} v \|_{L^{2}} \| (\cdot)^{n-\mu} D^{\beta} v \|_{L^{2}}.
\] If \(\mu = n\), then \(|\nabla (\cdot)^{2n-2\mu}| = 0\). In both cases, dividing (2.9) by \(\| (\cdot)^{n-\mu} D^{\beta} v \|_{L^{2}}\) and integrating on \((0, t)\), we obtain (2.5). \(\Box\)

We now recall the local wellposedness result for \((\text{NLS}_{b})\) in the space \(X\) (see [5, Theorem 1] and [6, Proposition 4.1]).

**Proposition 2.2.** Let \(\alpha > 0\), assume (2.2), \(n > \frac{N}{2}\), and let \(X\) be defined by (1.10). Let \(\lambda \in \mathbb{C}\) and \(b \geq 0\). If \(v_{0} \in X\) satisfies (1.11), then there exist \(0 < T < \frac{1}{B}\) and a unique solution \(v \in C([0, T], X)\) of \((\text{NLS}_{b})\) satisfying
\[
\inf_{0 \leq t \leq T} \inf_{x \in \mathbb{R}^{N}} \langle x \rangle^{n} |v(t, x)| > 0.
\] (2.10)
Moreover, \(v\) can be extended on a maximal existence interval \([0, T_{\text{max}}]\) with \(0 < T_{\text{max}} \leq \frac{1}{B}\) to a solution \(v \in C([0, T_{\text{max}}], X)\) satisfying (2.10) for all \(0 < T < T_{\text{max}}\). Furthermore, if \(T_{\text{max}} < \frac{1}{b}\), then
\[
\| v(t) \|_{X} + \left( \inf_{x \in \mathbb{R}^{N}} \langle x \rangle^{n} |v(t, x)| \right)^{-1} \uparrow \frac{1}{T_{\text{max}}} \rightarrow \infty.
\] (2.11)

In the following section, we will have to estimate \(|D^{\beta}(v(\rho))|\) for \(\rho \in \mathbb{R}\) and \(|\beta| \geq 1\) in terms of \(v\) and its derivatives. This is the purpose of the following three lemmas.

**Lemma 2.3.** Assume (2.2), (1.8), and let \(X\) be defined by (1.10). There exists a constant \(C\) such that if \(K \geq 1\) and \(v \in X\) satisfies
\[
\| v \|_{X} + \left( \inf_{x \in \mathbb{R}^{N}} \langle x \rangle^{n} |v(x)| \right)^{-1} \leq K,
\] (2.12)
then
\[
\left\| \frac{D^{\beta} v}{|v|^{1}} \right\|_{L^{\infty}} \leq C K^{2}
\] (2.13)
for all \(|\beta| \leq 2m + 2\), where the constant \(C\) depends only on \(N, k, n, m\).
Proof. We write

\[
\frac{|D^\beta v|}{|v|} = \frac{\langle x \rangle^n |D^\beta v|}{\langle x \rangle^n|v|} \leq K\|\langle x \rangle^n D^\beta v\|_{L^\infty}.
\]

Estimate (2.13) immediately follows if \( |\beta| \leq 2m \). If \( 2m + 1 \leq |\beta| \leq 2m + 2 \), we use the Sobolev embedding (cf. (2.8))

\[
\|\langle \cdot \rangle^n D^\beta v\|_{L^\infty} \leq C \sum_{|\gamma| \leq k-2} \|\langle \cdot \rangle^n D^{\gamma+\beta} v\|_{L^2} \leq C\|v\|_\gamma,
\]

since \( 2m + 1 \leq |\beta + \gamma| \leq 2m + k = J - n \). This completes the proof. \( \square \)

Lemma 2.4. Given \( \rho \in \mathbb{R} \) and \( \beta \) a multi-index with \( |\beta| \geq 1 \), there exists a constant \( C \) such that the following estimate holds. If \( U \subset \mathbb{R}^N \) is an open subset, \( v \in C^{[\beta]}(U, \mathbb{C}) \), \( v(x) \neq 0 \) for all \( x \in U \), then \( |v|^\rho \in C^{[\beta]}(U, \mathbb{R}) \) and

\[
\frac{|D^\beta (|v|^\rho)|}{|v|^\rho} \leq |\rho| \frac{|D^\beta v|}{|v|} + C \sup_D \frac{|\beta|}{|v|} \prod_{\ell=1}^{\rho} |D^\beta \ell v| \tag{2.15}
\]

where \( D \) is the set of \( (\beta_1, \ldots, \beta_N) \) where \( \beta_\ell \) are multi-indices \( 0 \leq |\beta_\ell| \leq |\beta| - 1 \) such that \( \sum_{\ell=1}^{N} \beta_\ell = \beta \).

Proof. By the Faà di Bruno’s formula (see Corollary 2.10 in [8]), \( D^\beta (\varphi(|v|^2)) \) is a sum of terms of the form

\[
\varphi^{(\nu)}(|v|^2) \prod_{\ell=1}^{\nu} D^{\gamma_\ell}(|v|^2),
\]

with appropriate coefficients, where \( \nu \in \{1, \cdots, |\beta|\} \), \( |\gamma_\ell| \geq 1 \) and \( \sum_{\ell=1}^{\nu} \gamma_\ell = \beta \). Applying this to \( \varphi(s) = s^{2\nu} \), we see that \( D^\beta (|v|^\rho) \) is a sum of terms of the form

\[
T = |v|^{\rho - 2\nu} \prod_{\ell=1}^{\nu} D^{\gamma_\ell}(|v|^2),
\]

with appropriate coefficients, and the same relations as above on the \( \gamma_\ell \). For a term \( T \) as above, we let \( L_1 \) and \( L_2 \) the (possibly empty) sets of \( \ell \in \{1, \cdots, \nu\} \) for which \( |\gamma_\ell| = 1 \) and \( |\gamma_\ell| \geq 2 \), respectively. If \( \nu_1 = \#L_1 \) and \( \nu_2 = \#L_2 \), then clearly \( \nu_1 + \nu_2 = \nu \), and \( \nu_1 + 2\nu_2 \leq |\beta| \). Next, we note that \( |v|^2 = v\overline{v} \). Therefore, if \( \ell \in L_1 \), then \( |D^{\gamma_\ell}(|v|^2)| \leq 2v|D^{\gamma_\ell} v| \); and if \( \ell \in L_2 \), then by Leibniz’s rule, \( |D^{\gamma_\ell}(|v|^2)| \) is estimated by a sum of terms of the form \( |D^{\gamma_1} v| |D^{\gamma_2} v| \) with \( \gamma_1 + \gamma_2 = \gamma_\ell \). Thus we see that \( |T| \) is estimated by a sum of terms of the form

\[
|v|^{\rho - 2\nu + \nu_1} \left( \prod_{\ell \in L_1} |D^{\gamma_\ell} v| \right) \left( \prod_{\ell \in L_2} |D^{\gamma_\ell} v| |D^{\gamma_\ell} v| \right),
\]

which we rewrite, since \( 2\nu = 2\nu_1 + 2\nu_2 \), in the form

\[
|v|^\rho \left( \prod_{\ell \in L_1} \frac{|D^{\gamma_\ell} v|}{|v|} \right) \left( \prod_{\ell \in L_2} \frac{|D^{\gamma_\ell} v|}{|v|} \frac{|D^{\gamma_\ell} v|}{|v|} \right).
\]

Therefore, using \( \nu_1 + 2\nu_2 \leq |\beta| \), we see that \( |D^\beta (|v|^\rho)| \) is estimated by a sum of terms of the form

\[
|v|^\rho \prod_{\ell=1}^{\beta} \frac{|\beta_\ell|}{|v|} |D^{\beta_\ell} v|,
\]

with appropriate coefficients, where possibly \( |\beta_\ell| = 0 \) and \( \sum_{\ell=1}^{\beta} \beta_\ell = \beta \). Finally, we notice that the only term where derivatives of order \( |\beta| \) appear in the development of \( \frac{|D^\beta (|v|^\rho)|}{|v|^\rho} \) corresponds to \( \nu = 1 \) and is given by

\[
\frac{\rho}{2} |v|^{-2}(vD^\beta \varphi + \overline{\varphi} D^\beta v),
\]
which yields the first term in (2.15). Hence (2.15) is proved.

\[ \sum \text{order } \geq \]

Lemma 2.5. Assume (2.2), (1.8), and let \( \mathcal{X} \) be defined by (1.10). Given \( \rho > 0 \), there exists a constant \( C \) such that the following inequalities hold. If \( K \geq 1 \) and \( v \in \mathcal{X} \) satisfies (2.12), then

\[ \left\| \frac{D^\beta (|v|^\rho)}{|v|^\rho} \right\|_{L^\infty} \leq CK^{2|\beta|}, \quad (2.16) \]

and

\[ \left\| \langle \cdot \rangle^m D^\beta (|v|^\rho) \right\|_{L^\infty} \leq CK^{p+2|\beta|}, \quad (2.17) \]

for \( |\beta| \leq 2m + 2 \). Moreover, if

\[ \eta < \rho - \frac{N}{2}, \quad \eta \leq -n + M(|\beta|) + \rho, \quad (2.18) \]

then for \( C \) possibly larger,

\[ \left\| \langle \cdot \rangle^m D^\beta (|v|^\rho) \right\|_{L^2} \leq CK^{p+2|\beta|} \quad (2.19) \]

for all \( |\beta| \leq J \) and all \( K \geq 1 \). \( \mathcal{X} \) satisfying (2.12), where \( M(|\beta|) \) is defined by (1.9).

Proof. Estimates (2.16) and (2.17) are immediate consequences of (2.15) and (2.13).

Suppose now (2.18). In particular \( \langle \cdot \rangle^m D^\beta (|v|^\rho) \in L^2(\mathbb{R}^N) \); and so \( \left\| \langle \cdot \rangle^m D^\beta (|v|^\rho) \right\|_{L^2} \leq C \left\| \langle \cdot \rangle^m D^\beta (|v|^\rho) \right\|_{L^\infty} \). Hence (2.19) in the case \( |\beta| \leq 2m \) follows from (2.17). For \( |\beta| \geq 2m + 1 \), we argue as follows. By (2.15), \( |D^\beta (|v|^\rho)| \) is estimated by a sum of terms of the form

\[ T = |v|^\rho \prod_{\ell = 1}^{[\beta]} \left| \frac{D^{\beta_\ell} v}{|v|} \right| \]

where \( \sum_{\ell = 1}^{[\beta]} \beta_\ell = \beta \). If all the \( \beta_\ell \) satisfy \( |\beta_\ell| \leq 2m \), then we can argue as above, and we obtain \( \left\| \langle \cdot \rangle^m T \right\|_{L^2} \leq CK^{p+2|\beta|} \). Suppose now one of the derivatives in \( T \) has order \( \geq 2m + 1 \), for instance \( |\beta_\ell| \geq 2m + 1 \). Then \( |\beta_\ell| \leq 2m \) for all \( 2 \leq \ell \leq |\beta| \). Indeed, \( \sum_{\ell = 1}^{[\beta]} \beta_\ell = |\beta| \); and for \( \ell \geq 2 \),

\[ |\beta_\ell| \leq |\beta| - |\beta_1| \leq |\beta| - 2m - 1 \leq J - 2m - 1 \leq 2m, \]

by (1.8) and the last inequality in (2.2). Therefore, we obtain

\[ T \leq K^{\alpha + 2|\beta| - 1} \langle x \rangle^{-np} |x|^{2 |\beta_1|} |D^{\beta_1} v|, \]

Using now the second inequality in (2.18), we deduce that

\[ \langle x \rangle^m T \leq K^{\alpha + 2|\beta| - 1} \langle x \rangle^{-np} |x|^{M(|\beta_1|) + n|\beta_1|} |D^{\beta_1} v|. \]

Now \( \beta_1 \leq |\beta| \), so that \( \langle x \rangle^m |T| \leq M(|\beta_1|) \leq M(|\beta|) \); hence

\[ \left\| \langle \cdot \rangle^m T \right\|_{L^2} \leq K^{p+2|\beta| - 1} \left\| \langle \cdot \rangle^{M(|\beta_1|)} D^{\beta_1} v \right\|_{L^2} \leq K^{p+2|\beta|}. \]

This completes the proof. \( \square \)

3. A priori estimates for \((\text{NLS}_b)\)

In this section, we prove a priori estimates for certain solutions of \((\text{NLS}_b)\). These estimates are an essential ingredient in the proof of our main theorem. We assume (1.4) and (1.5)–(1.7). Since \( \alpha < \frac{2}{N} \) by (1.4), it follows from the first inequality in (1.6) that

\[ n > \max \left\{ \frac{5N}{2}, \frac{2N}{\alpha} \right\}. \quad (3.1) \]
By the second inequality in (3.1), $\frac{N(2-N\alpha)}{na} < \frac{2-N\alpha}{10}$; by the first inequality in (1.6), $\frac{N(2-N\alpha)}{na} < \frac{2-N\alpha}{2x}$; by the second inequality in (1.6), $\frac{N(2-N\alpha)}{na} < \frac{(N+2)\alpha-2}{2(x+2)}$. Therefore, we may fix $\sigma$ satisfying

$$\frac{N(2-N\alpha)}{na} < \sigma < \min \left\{ \frac{N\alpha}{10}, \frac{2-N\alpha}{2}, \frac{1}{k+4}, \frac{(N+2)\alpha-2}{2(x+2)} \right\}.$$ 

(3.2)

In particular, it follows from the first inequality in (3.2) that

$$\frac{n\sigma}{2-N\alpha} > N.$$ 

(3.3)

Moreover, it follows from the third inequality in (3.2) that

$$0 < 1 - \frac{2\sigma}{2-N\alpha} < 1,$$ 

(3.4)

and from the second inequality in (3.2) that

$$1 - \frac{2-N\alpha}{2} - 5\sigma > 0.$$ 

(3.5)

Also, it follows from the second inequality in (1.7) and (3.3) that

$$m > \frac{5|\lambda|(1+\alpha|3\lambda|)}{|3\lambda|\sigma}.$$ 

(3.6)

Next, we introduce the following notation. Let

$$\sigma_j = \begin{cases} 
\frac{j\sigma}{2} & 0 \leq j \leq 2m \\
\frac{(j+1)\sigma}{2} & j = 2m+1, \\
\frac{(j+2)\sigma}{2} & 2m+2 \leq j \leq J-2, \\
\frac{(j+3)\sigma}{2} & j = J-1, \\
\frac{(j+4)\sigma}{2} & j = J.
\end{cases}$$

(3.7)

In particular, if $j \geq J-2$, then $\sigma_j \geq j\sigma \geq 2m\sigma$. Using (3.6), we deduce that

$$\frac{10|\lambda|(1+\alpha|3\lambda|)}{|3\lambda|\sigma_j} \leq 1, \quad J-2 \leq j \leq J.$$ 

(3.8)

Given $\ell \in \mathbb{N}$, we set

$$\|v\|_{1,\ell} = \sup_{0 \leq |\beta| \leq \ell} \|\langle \cdot \rangle^{n} D^{\beta} v\|_{L^{\infty}}, \quad \text{if } 0 \leq \ell \leq 2m,$$ 

(3.9)

$$\|v\|_{2,\ell} = \sup_{2m+1 \leq |\beta| \leq \ell} \|\langle \cdot \rangle^{M(|\beta|)} D^{\beta} v\|_{L^{2}}, \quad \text{if } 2m+1 \leq \ell \leq J,$$ 

(3.10)

where $M(\cdot)$ is defined by (1.9). Let $0 < T \leq \frac{1}{\lambda}$ and $v \in C([0,T), \mathcal{X})$ satisfy

$$\inf_{0 \leq s \leq t} \inf_{x \in \mathbb{R}^{N}} \langle x \rangle^{n} |v(s,x)| > 0, \quad \text{for all } 0 \leq t < T.$$ 

(3.11)

Given $0 \leq t < T$, we define

$$\Phi_{1,t} = \sup_{0 \leq s \leq t} \sup_{0 \leq j \leq 2m} (1 - bs)^{\sigma_j} \|v(s)\|_{1,j},$$ 

(3.12)

$$\Phi_{2,t} = \sup_{0 \leq s \leq t} \sup_{2m+1 \leq j \leq J} (1 - bs)^{\sigma_j} \|v(s)\|_{2,j},$$ 

(3.13)

$$\Phi_{4,t} = \sup_{0 \leq s \leq t} \left( \frac{1 - bs}{2} \right)^{\frac{2-N\alpha}{2m}} \inf_{x \in \mathbb{R}^{N}} \langle x \rangle^{n} |v(s,x)|,$$ 

(3.14)

$$\Phi_{4,t} = \sup_{0 \leq s \leq t} \sup_{0 \leq j \leq 2m+2} (1 - bs)^{\sigma_j} \sup_{|\beta|=1} \|D^{\beta} v(s)\|_{L^{\infty}},$$ 

(3.15)

and we set

$$\Phi_{t} = \max\{\Phi_{1,t}, \Phi_{2,t}\}.$$ 

(3.16)
and
\[ \psi_t = \max\{\psi_t, \phi_{3,t}, \phi_{4,t}\}. \] (3.17)

Note that the norms in the definition of \( \phi_{4,t} \) are finite by (2.13).

**Lemma 3.1.** Assume (1.4), (1.5)–(1.7) and (3.2), and let \( X \) be defined by (1.10). Let \( v_0 \in X \) satisfy
\[ \|v_0\|_X + \left( \inf_{x \in \mathbb{R}^N} \langle x \rangle^n |v_0(x)| \right)^{-1} \leq K, \] (3.18)
for some \( K \geq 1, \) let \( 0 < T \leq \frac{1}{b}, \) let \( v \in C([0,T), X) \) satisfy (3.11) and \( v(0) = v_0. \)

With the notation (3.9)–(3.17), it follows that \( \psi_t \) is a continuous function of \( t \) in \([0,T], \) and that
\[ \psi_0 \leq K + \Lambda K^2, \] (3.19)
where the constant \( \Lambda \) depends only on \( N, k, n, m. \)

**Proof.** Since \( \| \cdot \|_X \leq \| \cdot \|_X \), it follows that \( \phi_{j,t} \) is a continuous function of \( t \) for \( j = 1, 2 \) and \( \phi_{j,0} \leq \|v_0\|_X \leq K. \) From (3.11) and \( v \in C([0,T), X) \), it follows easily that \( \phi_{3,t} \) is also a continuous function of \( t \) and that \( \phi_{3,0} = (\inf_{x \in \mathbb{R}^N} \langle x \rangle^n |v_0(x)|)^{-1} \leq K. \)

For \( \phi_{4,t} \) we write
\[ \frac{D^\beta v}{|v|} = \frac{\langle x \rangle^n D^\beta v}{\langle x \rangle^n |v|}. \]

We observe that \( \langle x \rangle^n |v|^{-1} \) is continuous \([0,T] \to L^\infty(\mathbb{R}^N) \) (by (3.11) and \( v \in C([0,T), X) \)), and that \( \langle x \rangle^n D^\beta v \) is continuous \([0,T] \to L^\infty(\mathbb{R}^N) \) (by definition of \( X \) if \( \beta \leq 2m \) and by (2.14) if \( 2m + 1 \leq \beta \leq 2m + 2 \)). Hence \( \phi_{4,t} \) is also a continuous function of \( t. \) Applying (2.13), we see that \( \phi_{4,0} \leq \Lambda K^2 \) where the constant \( \Lambda \) depends only on \( N, k, n, m. \)

The main result of this section is the following.

**Proposition 3.2.** Let \( \lambda \in \mathbb{C} \) satisfy \( \Im \lambda < 0. \) Assume (1.4), (1.5)–(1.7) and (3.2), and let \( X \) be defined by (1.10). Let \( b > 0, \) \( K > 1, \) let \( v_0 \in X \) satisfy (3.18), let \( v \in C([0,T_{\max}), X) \) be the solution of \((\text{NLS}_0)\) given by Proposition 2.2, and let \( \Psi \) be defined by (3.9)–(3.17). Given any \( K_1 \geq K, \) there exists \( b_0 > 1 \) (which depends on \( v \) through \( K \) and \( K_1 \) only) such that if \( b \geq b_0 \) and
\[ \Psi_T \leq K_1 \] (3.20)
for some \( 0 < T < T_{\max}, \)

\[ |v(t,x)| \leq 2|v_0(x)| \] (3.21)

and
\[ |v(t,x)|^\alpha \leq \left( 1 + \frac{2 - N \alpha}{2 \alpha |\Im \lambda|} \right) \min \{ 2K^n \langle x \rangle^{-n\alpha}, bG(t) \} \] (3.22)
on \([0,T] \times \mathbb{R}^N, \) where
\[ G = G(t;b,\alpha,N) = \frac{(1 - b t)^{\frac{2 - N \alpha}{2 \alpha |\Im \lambda|}}}{1 - (1 - b t)^{\frac{2 - N \alpha}{2 \alpha |\Im \lambda|}}} = \frac{1}{(1 - b t)^{\frac{2 - N \alpha}{2 \alpha |\Im \lambda|}} - 1}. \] (3.23)

Moreover, there is a constant \( C_0 > 0 \) (which depends on \( v \) through \( K \) and \( K_1 \) only and is independent of \( b \) and \( T) \) such that if \( b \geq b_0, \) then for \( 0 \leq t \leq T, \)
\[ \| |v(t)|^\alpha \|_{L^2} \leq C_0 \min \{ 1, (bG(t))^{1 - \frac{2}{2 - N \alpha}} \}, \] (3.24)

and
\[ \| \langle \cdot \rangle^{\frac{2n\alpha}{4 - 2n\alpha}} D^\beta(|v(t)|^\alpha) \|_{L^\infty} \leq C_0 \min \{ 1, (bG(t))^{1 - \frac{2}{2 - (|\beta| - 1) \alpha}} \} (1 - b t)^{-(|\beta| - 1) \alpha}, \] (3.25)
Corollary 3.3. Under the assumptions of Proposition 3.2, it follows that
\[ \| \langle \cdot \rangle^{\beta} \mathcal{M}^{[\beta]} v(t) D^\beta (\langle v(t) \rangle^\alpha) \|_{L^2} \leq C_0 \min \{1, (bG(t))^{1 - \frac{2N}{2N - \alpha}} \} (1 - bt)^{-(|\beta| + |\gamma| - 1) \sigma} \]
for all \(0 \leq t \leq T, 2m + 1 \leq |\beta| \leq J - 2\) and \(0 \leq |\gamma| \leq 2m + 2\).

Proof. We have
\[ \| \langle \cdot \rangle^{\beta} \mathcal{M}^{[\beta]} D^\beta (\langle v(t) \rangle^\alpha) \mathcal{D} v(t) \|_{L^2} \leq \| \langle \cdot \rangle^{\beta} \mathcal{M}^{[\beta]} D^\beta (\langle v(t) \rangle^\alpha) v(t) \|_{L^2} \| \mathcal{D} v(t) \|_{L^\infty}. \]
Since
\[ \| \mathcal{D} v(t) \|_{L^\infty} \leq K_1 (1 - bt)^{-|\gamma| \sigma}, \]
by (3.20) and (3.15), estimate (3.27) follows by applying (3.26). \(\square\)

Proof of Proposition 3.2. In the estimates that follow, we denote by \(C_0 > 0\) a constant depending possibly on \(\beta, \alpha, N, K, K_1, \lambda\), etc., but not on \(b, v, T\) and \(T_{\max}\), whose exact value is irrelevant and can change from line to line. We consider \(b \geq 1\) and we proceed in several steps.

Step 1. Proof of (3.22). From equation (NLS_\alpha) it follows that
\[ \partial_t |v| = L + \Im \lambda (1 - bt)^{-\frac{2N}{2N - \alpha}} |v|^{\alpha + 1}, \]
where
\[ L(t, x) = -\Im (\overline{v(t, x)} \Delta v(t, x)) / |v(t, x)|. \]
Multiplying both sides of (3.28) by \(|v|^{-\alpha - 1}\) we see that
\[ -\frac{1}{\alpha} \frac{\partial}{\partial t} |v|^{-\alpha} = |v|^{-\alpha - 1} L + \Im \lambda (1 - bt)^{-\frac{2N}{2N - \alpha}}. \]
Let \(0 < t \leq T\). Integrating (3.30) in \(t\) we obtain
\[ \frac{1}{|v(t, x)|^\alpha} - \frac{1}{|v_0(x)|^\alpha} = \frac{2 \alpha |\Im \lambda|}{b(2 - N\alpha)} [(1 - bt)^{-\frac{2N}{2N - \alpha}} - 1] - \alpha \int_0^t |v(s, x)|^{-\alpha - 1} L(s, x) \, ds. \]
It follows that
\[ |v(t, x)|^\alpha = \frac{|v_0(x)|^\alpha}{H(t, x)}, \]
where
\[ H(t, x) = 1 + f(t, x) + \frac{2 \alpha |\Im \lambda|}{bG(t)(2 - N\alpha)} |v_0(x)|^\alpha \]
with
\[ f(t, x) = -\alpha |v_0(x)|^\alpha \int_0^t |v(s, x)|^{-\alpha - 1} L(s, x) \, ds. \]
By (3.20) and (3.14) we have
\[ \frac{1}{\langle x \rangle^{\alpha \alpha}} |v(t, x)|^\alpha \leq K_1(1 - bt)^{-\frac{2N}{2N - \alpha}}. \]
and by (3.20), (3.15) and (3.7),
\[
\frac{|\Delta v(t, x)|}{|v(t, x)|} \leq K_1(1 - bt)^{-2\sigma}.
\]
(3.36)

Using (3.18), (3.35), (3.29) and (3.36) we obtain
\[
|v_0(x)|^\alpha |v(s, x)|^{-\alpha - 1} |L(s, x)| = ((x)^\alpha |v_0|)^\alpha \langle v(s, x) \rangle - \alpha \frac{|L(s, x)|}{|v(s, x)|} \\
\leq K_0 K_1^\alpha + 1 (1 - bs)^{-\frac{2 - N_\alpha}{2} - 2\sigma} \\
\leq K_0 K_1^\alpha + 1 (1 - bs)^{-\frac{2 - N_\alpha}{2} - 2\sigma},
\]
(3.37)
on [0, T] \times \mathbb{R}^N. Note that by the second inequality in (3.2),
\[
\frac{2 - N_\alpha}{2} + 2\sigma < 1,
\]
so that
\[
|f(t, x)| \leq \frac{\alpha K_0 K_1^\alpha + 1}{b(1 - \frac{2 - N_\alpha}{2} - 2\sigma)}.
\]
(3.39)

We choose \(b_0 \geq 1\) sufficiently large so that
\[
\frac{\alpha K_0 K_1^\alpha + 1}{b_0(1 - \frac{2 - N_\alpha}{2} - 2\sigma)} \leq \min\left\{ \frac{1}{4}, \frac{2^n - 1}{2^n + 1} \right\},
\]
(3.40)
and we deduce that if \(b \geq b_0\), then
\[
|f(t, x)| \leq \min\left\{ \frac{1}{4}, \frac{2^n - 1}{2^n + 1} \right\}
\]
(3.41)
on [0, T] \times \mathbb{R}^N. In particular, \(1 + f(t, x) \geq \frac{1}{2}\), so that
\[
\frac{1}{H(t, x)} \leq \frac{2}{1 + \frac{4n|\lambda|}{\alpha |v_0(x)|^\alpha} |v_0(x)|^\alpha} \\
\leq \min\left\{ 2, \frac{2 - N_\alpha}{2n |\lambda| |v_0(x)|^\alpha} bG(t) \right\}.
\]
(3.42)
Applying (3.32), (3.42) and using (3.18) we obtain
\[
|v(t, x)|^\alpha \leq \min\left\{ 2K_0^\alpha \langle x \rangle^{-n_\alpha}, \frac{2 - N_\alpha}{2n |\lambda| bG(t)} \right\},
\]
(3.43)
from which estimate (3.22) follows.

**Step 2.** Proof of (3.24). Since \(\langle x \rangle^{-n_\alpha} \in L^2(\mathbb{R}^N)\) by the second condition in (3.1), it follows from the first inequality in (3.22) that \(\|v_0\|_{L^2} \leq C_0\). Moreover, it follows from (3.22) and \(\frac{2 - N_\alpha}{2n |\lambda|} \geq \frac{N_\alpha}{2n} \) (by (3.3)) that if \(bG(t) \leq 1\), then
\[
\|v_0\|_{L^2} \leq C_0 \left( \|v_0\|_{L^2(\mathbb{R}^N)}^\alpha \left( \frac{\alpha |\lambda|}{bG(t)} \right)^{\frac{n_\alpha}{\alpha}} + \|bG\|_{L^2(\mathbb{R}^N)}^{\alpha} \left( \frac{\alpha |\lambda|}{bG(t)} \right)^{-\frac{n_\alpha}{\alpha}} \right) \\
\leq C_0 (bG(t))^{1 - \frac{N_\alpha}{2n}} \leq C_0 (bG(t))^{1 - \frac{2 - N_\alpha}{2n}},
\]
hence (3.24) is proved.

**Step 3.** Further estimates of \(v\) and \(H\) and proof of (3.21). For any \(x \in \mathbb{R}^N\) and \(0 \leq s \leq t \leq T\), it follows from (3.32) and \(G(t) \leq G(s)\) that
\[
\frac{|v(t, x)|^\alpha}{|v(s, x)|^\alpha} = \frac{1 + f(s, x) + \frac{2n|\lambda| |v_0|}{2 - N_\alpha bG(s)}}{1 + f(t, x) + \frac{2n|\lambda| |v_0|}{2 - N_\alpha bG(t)}} \\
\leq \frac{1 + f(s, x) + \frac{2n|\lambda| |v_0|}{2 - N_\alpha bG(s)}}{1 + f(t, x) + \frac{2n|\lambda| |v_0|}{2 - N_\alpha bG(s)}}
\]
Using (3.41), we deduce that
\[
\frac{|v(t, x)|^\alpha}{|v(s, x)|^\alpha} \leq \min\{2, 2^n\}.
\]
(3.44)
This proves (3.21). Moreover, if \( t \geq 0 \) and \( 0 \leq \nu \leq 1 \), then \( \min\{1, t\} \leq \min\{1, t^\nu\} \). Thus it follows from (3.42) and (3.4) that
\[
\frac{1}{H(t, x)} \leq C \min\{1, \left( \frac{bG(t)}{|v_0|^\alpha} \right)^{1 - \frac{2\gamma}{2N}} \}.
\]
Since
\[
\left( \frac{bG(t)}{|v_0|^\alpha} \right)^{1 - \frac{2\gamma}{2N}} \leq K^\alpha (x)^{\nu(1 - \frac{2\gamma}{2N})} (bG(t))^{1 - \frac{2\gamma}{2N}},
\]
it follows that
\[
\frac{1}{H(t, x)} \leq C K^\alpha (x)^{\nu(1 - \frac{2\gamma}{2N})} \min\{1, (bG(t))^{1 - \frac{2\gamma}{2N}} \}. \tag{3.45}
\]

**Step 4.** We prove that if \(|\gamma| \leq 2m + 2\) then
\[
\left\| \left\langle \hat{\cdot} \right\rangle \frac{D^\gamma (|v_0|^\alpha)}{H(t, \cdot)} \right\|_{L^\infty} \leq C_0 \min\{1, (bG(t))^{1 - \frac{2\gamma}{2N}} \}, \tag{3.46}
\]
for all \( 0 \leq t \leq T \), and if \( 2m + 1 \leq |\gamma| \leq J - 2 \), then
\[
\left\| \left\langle \hat{\cdot} \right\rangle^{M(|\gamma|)} v(t) \frac{D^\gamma (|v_0|^\alpha)}{H(t, \cdot)} \right\|_{L^2} \leq C_0 \min\{1, (bG(t))^{1 - \frac{2\gamma}{2N}} \}, \tag{3.47}
\]
for all \( 0 \leq t \leq T \). Indeed, suppose first \(|\gamma| \leq 2m + 2\). It follows from (2.17) that
\[
|D^\gamma (|v_0|^\alpha)| \leq C(x)^{-\alpha N} K^{\alpha + 2 |\gamma|}. \tag{3.48}
\]
Estimates (3.48) and (3.45) yield (3.46). Suppose now \(|\gamma| \geq 2m + 1\). We have
\[
\left\| \left\langle \hat{\cdot} \right\rangle^{M(|\gamma|)} v(t) \frac{D^\gamma (|v_0|^\alpha)}{H(t, \cdot)} \right\|_{L^2} \leq \left\| \left\langle \hat{\cdot} \right\rangle^n v(t) \right\|_{L^\infty} \left\| \langle \cdot \rangle^{-n + M(|\gamma|)} \frac{D^\gamma (|v_0|^\alpha)}{H(t, \cdot)} \right\|_{L^2}. \tag{3.49}
\]
Using (3.45), we see that
\[
\left\| \left\langle \hat{\cdot} \right\rangle^{-n + M(|\gamma|)} \frac{D^\gamma (|v_0|^\alpha)}{H(t, \cdot)} \right\|_{L^2} \leq C K^\alpha \min\{1, (bG(t))^{1 - \frac{2\gamma}{2N}} \} |\langle \cdot \rangle^\eta D^\gamma (|v_0|^\alpha)|_{L^2}, \tag{3.50}
\]
where
\[
\eta = -n + M(|\gamma|) + n \alpha (1 - \frac{2\sigma}{2 - N\alpha})
\]
Applying (3.3), we see that
\[
\eta \leq n \alpha (1 - \frac{2\sigma}{2 - N\alpha}) < n\alpha - \frac{N}{2}.
\]
Moreover,
\[
\eta < -n + M(|\gamma|) + n\alpha.
\]
Therefore, we deduce from (2.19) that \( |\langle \cdot \rangle^\eta D^\gamma (|v_0|^\alpha)|_{L^2} \leq C K^{\alpha + 2 |\gamma|} \). Applying (3.49) and (3.50), we conclude that (3.47) holds.

**Step 5.** Development of \( D^\beta (|v|^\alpha) \). We differentiate (3.32). Given \( 1 \leq |\beta| \leq J - 2 \), the development of \( D^\beta (|v|^\alpha) \) contains the term
\[
A_1 = \frac{D^\beta (|v_0(x)|^\alpha)}{H(t, x)}, \tag{3.51}
\]
and terms of the form
\[
A_2 = \frac{D^\theta (|v_0(x)|^\alpha)}{H(t, x)} \prod_{j=1}^{p} \frac{D^\gamma_j H(t, x)}{H(t, x)} \tag{3.52}
\]
where

\[ \gamma + \rho = \beta, \quad 1 \leq \rho \leq |\gamma|, \quad |\gamma_j| \geq 1, \quad \sum_{j=1}^{\rho} \gamma_j = \gamma. \] (3.53)

The term \( A_1 \) is estimated by (3.46) and (3.47). Since \((1 - bt)^{-(|\beta| - 1)\sigma} \geq 1\), the contribution of \( A_1 \) satisfies estimates (3.25) and (3.26).

It remains to estimate the terms of the form \( A_2 \). In view of (3.33),

\[
\frac{D^{\gamma} H(t, x)}{H(t, x)} = \frac{2\alpha|\delta\lambda|}{G(t)(2 - N\alpha)} \frac{D^{\gamma_j} (\varphi_0(x)^\alpha)}{H(t, x)} + \frac{D^{\gamma} f(t, x)}{H(t, x)} =: B_1^j + B_2^j.
\] (3.54)

**Step 6. Estimates of \( B_1^j \).** Using (3.42), we see that

\[ |B_1^j| \leq \frac{|D^{\gamma_j} (\varphi_0(x)^\alpha)|}{\varphi_0(x)^\alpha}. \]

Applying (2.16) with \( \rho = \alpha \), we obtain

\[ \|B_1^j\|_{L^\infty} \leq C_0 \] (3.55)

for \( |\gamma_j| \leq 2m + 2 \).

**Step 7. Estimates of \( B_2^j \).** Using (3.34) and (2.29), we write

\[ f(t, x) = \alpha \int_0^t |v(s, x)|^{-\alpha - 2} |\varphi_0(x)|^\alpha \Im(\bar{v}(s, x)\Delta v(s, x)) \, ds, \]

and we see that the development of \( D^{\gamma_j} f(t, x) \) is estimated by terms of the form

\[ \int_0^t |D^{\gamma_j} (\varphi_0)^\alpha | \frac{|D^{\gamma_2} \Delta v| |D^{\gamma_3} v| |D^{\gamma_4} (|v|^{-\alpha - 2})|}{|v|}, \]

where \( \gamma_{j1} + \gamma_{j2} + \gamma_{j3} + \gamma_{j4} = \gamma_j \). Using (2.15) with \( \beta \) replaced by \( \gamma_{j3} \) and \( \rho \) replaced by \(-\alpha - 2\), we are led to estimate terms of the form

\[ \int_0^t |v|^{-\alpha} |D^{\gamma_3} (\varphi_0)^\alpha| \frac{|D^{\gamma_2} \Delta v| |D^{\gamma_3} v| |D^{\gamma_4} (|v|^{-\alpha - 2})|}{|v|} \prod_{\ell=1}^{\gamma_j} \frac{|D^{\beta_\ell} v|}{|v|}, \]

where \( \sum_{\ell=1}^{\gamma_j} \beta_\ell = \gamma_{j4} \). Note that we can incorporate the term \( \frac{|D^{\gamma_3} v|}{|v|} \) into the product. Moreover, \( \frac{|D^{\beta_\ell} v|}{|v|} = 1 \) if \( |\beta_\ell| = 0 \), so we can incorporate as many such terms as we like into the product. Thus, we need only estimate terms of the form

\[ D = \frac{1}{H(t, x)} \int_0^t |v|^{-\alpha} |D^{\gamma_3} (\varphi_0)^\alpha| \frac{|D^{\gamma_2} \Delta v| |D^{\gamma_3} v| \prod_{\ell=1}^{\gamma_j} |D^{\beta_\ell} v|}{|v|}, \] (3.56)

where

\[ \gamma_{j1} + \gamma_{j2} + \gamma_{j3} = \gamma_j, \quad \sum_{\ell=1}^{\gamma_{j2}} \beta_\ell = \gamma_{j3}. \] (3.57)

To estimate the terms \( D \), we consider separately two cases. If a term \( D \) contains only derivatives \( |\gamma_{jk}| \leq 2m \) for \( k = 1, 2 \) and \( |\beta_\ell| \leq 2m \) for \( \ell \leq |\gamma_{j3}| \), then we call such a term \( D^{\text{low}} \) and we estimate its \( L^\infty \) norm. If a term \( D \) contains a derivative of order \( |\gamma_{jk}| \geq 2m + 1 \) or \( |\beta_\ell| \geq 2m + 1 \), then we call such a term \( D^{\text{high}} \) and we estimate its \( L^2 \) norm.

Recall that \( \frac{1}{H} \leq 2 \) by (3.42). Writing

\[ |v|^{-\alpha} |D^{\gamma_3} (\varphi_0)^\alpha| = (\langle x \rangle^n |v|)^{-\alpha} (\langle x \rangle^n \varphi_0) D^{\gamma_3} (\varphi_0)^\alpha, \] (3.58)
we deduce from (2.17), (3.20), (3.14), (3.15), and (3.7) (recall that $|\gamma_j| + 2 \leq 2m + 2$) that
\[
\|D^\text{low}\|_{L^\infty} \leq C_0 \int_0^t (1 - bs)^{-\frac{2 - N\alpha}{2} - \sigma(|\gamma_j| + 4) - \sigma \sum_{j=1}^m |\beta_j|} ds
\]

\[
= C_0 \int_0^t (1 - bs)^{-\frac{2 - N\alpha}{2} - (|\gamma_j| + |\gamma_j| + 4)\sigma} ds
\]

\[
\leq C_0 \int_0^t (1 - bs)^{-\frac{2 - N\alpha}{2} - (|\gamma_j| + 4)\sigma} ds
\]

\[
= C_0 \int_0^t (1 - bs)^{-\frac{2 - N\alpha}{2} - 5\sigma - (|\gamma_j| - 1)\sigma} ds.
\]

Since $|\gamma_j| - 1 \geq 0$ (by (3.53)) and $-\frac{2 - N\alpha}{2} - 5\sigma > -1$ (by (3.5)), we obtain
\[
\|D^\text{low}\|_{L^\infty} \leq C_0 (1 - bt)^{-|\gamma_j| - 1)\sigma} \int_0^t (1 - bs)^{-\frac{2 - N\alpha}{2} - 5\sigma} ds
\]

\[
\leq \frac{C_0}{b} (1 - bt)^{-|\gamma_j| - 1)\sigma}.
\]

Suppose now that $\max\{|\gamma_{j1}|, |\gamma_{j2}|, |\beta_j| \geq 2m + 1$. Then, all the other derivatives are of order $\leq 2m$, see the proof of Lemma 2.5. We consider two cases. If $|\gamma_{j1}| \geq 2m + 1$, then we rename $D^\text{high}$ as $D_{1}^\text{high}$. If $|\gamma_{j2}| \geq 2m + 1$ or if one of the $\beta_j$ has order $\geq 2m + 1$, then we rename $D^\text{high}$ as $D_{2}^\text{high}$. If $|\gamma_{j1}| \geq 2m + 1$, then it follows from (3.47) that
\[
\left\| \left( \int \frac{M(\gamma_{j1})}{H(t, \gamma_{j1})} v(t) \right) \frac{D^{\gamma_{j1}} |v|^n}{H(t, \gamma_{j1})} \right\|_{L^2} \leq C_0 \min \{1, (bG(t))^{-\frac{1}{2} - \frac{N\alpha}{2}} \}
\]

hence using (2.20), (3.14), (3.15), (3.7), and $M(|\gamma_{j1}|) \geq M(|\beta_j|)$,
\[
\left\| \left( \int \frac{M(\gamma_{j1})}{H(t, \gamma_{j1})} v(t) \right) D_{1}^\text{high} \right\|_{L^2} \leq C_0 \min \{1, (bG(t))^{-\frac{1}{2} - \frac{N\alpha}{2}} \} \int_0^t (1 - bs)^{-\frac{2 - N\alpha}{2} - (|\gamma_{j2}| + 4)\sigma} ds
\]

\[
\leq C_0 \min \{1, (bG(t))^{-\frac{1}{2} - \frac{N\alpha}{2}} \} \frac{1}{b} (1 - bt)^{-|\gamma_j| - 1)\sigma},
\]

as in (3.59). To estimate $D_{2}^\text{high}$, we suppose for instance $|\gamma_{j2}| \geq 2m + 1$ (the case where one of the $\beta_j$ has order $\geq 2m + 1$ is treated similarly). We use again $\frac{1}{b} \leq 2$, and we observe that by (3.44),
\[
|v(t)| D_{2}^\text{high} \leq 2^{1 + \frac{1}{2}} \int_0^t (\int \langle x \rangle^m |v|)^{-\alpha} |x|^{\alpha} D^{\gamma_{j1}} |v|^n \Delta v \prod_{\ell=1}^{\gamma_{j1}} \frac{|D^{\beta_{\ell}} v|}{|v|}.
\]

Note also that
\[
\left\| \left( \int \frac{M(|\beta| + 2)}{H(t, |\beta|)} v(t) \right) \frac{D^{\gamma_{j2}} \Delta v}{H(t, |\beta|)} \right\|_{L^2} \leq \left\| \left( \int \frac{M(|\gamma_{j2}| + 2)}{H(t, |\gamma_{j2}|)} D^{\gamma_{j2}} \Delta v \right) \right\|_{L^2} \leq K_1 (1 - bs)^{\sigma (|\gamma_{j2}| + 4)}
\]

by (2.20), (3.13), and (3.7). Using (2.20), (3.14), (3.15), and (3.7), and since $M(|\beta| + 2) \geq M(\gamma_{j2}) - 2$ we obtain
\[
\left\| \left( \int \frac{M(|\beta|)}{H(t, |\beta|)} v(t) \right) D_{2}^\text{high} \right\|_{L^2} \leq C_0 \int_0^t (1 - bs)^{-\frac{2 - N\alpha}{2} - (|\gamma_{j2}| + 4)\sigma} ds
\]

\[
\leq C_0 \left\{ \frac{1}{b} (1 - bt)^{-|\gamma_j| - 1)\sigma},
\]

as in (3.59).

**Step 8.** Proof of (3.25). As observed above (Step 5), we need only show that the terms of the form $A_{2}$ (given by (3.52)) satisfy (3.25). Since $|\beta| \leq 2m$, all the
derivatives $\rho$ and $\gamma_j$ also have order $\leq 2m$. We use (3.46) for the term $\frac{D^\rho(\rho_0(t,x))}{H(t,x)}$.

For the terms $\sum_{j=p_0}^p \frac{D^\gamma\rho_0(t,x)}{H(t,x)}$, we use the decomposition (3.54). We have $\|B_2^j\|_{L^\infty} \leq C_0$ by (3.55). Moreover, $\frac{1}{H(t,x)} \leq 2$ by (3.42), so that estimate (3.59) yields

$$\|B_2^j\|_{L^\infty} \leq 2\|D^{low}\|_{L^\infty} \leq \frac{C_0}{b} (1 - bt)^{-(\gamma_j - 1)\sigma} \leq C_0 (1 - bt)^{-(\gamma_j - 1)\sigma}.$$ 

Therefore, given $p_0 \in \{1, \ldots, p\}$, we obtain

$$\left\| \prod_{j=p_0}^p \frac{D^\gamma\rho(t,x)}{H(t,x)} \right\|_{L^\infty} \leq C_0 \prod_{j=p_0}^p (1 - bt)^{-(\gamma_j - 1)\sigma} \leq C_0 (1 - bt)^{-\sum_{j=p_0}^p (\gamma_j - 1)\sigma};$$

and so,

$$\left\| \prod_{j=p_0}^p \frac{D^\gamma\rho(t,x)}{H(t,x)} \right\|_{L^\infty} \leq C_0 (1 - bt)^{-\sigma(\sum_{j=p_0}^p (\gamma_j - 1) + \sigma).} \quad (3.62)$$

Therefore, using (3.46) for the term $\frac{D^\rho(\rho_0(t,x))}{H(t,x)}$ and (3.62) with $p_0 = 1$,

$$\|\langle \rangle \|^\frac{\rho}{2m+1} A_2\|_{L^\infty} \leq C_0 \min\{1, (bG(t))^{1-\frac{2m}{2m+1}}\} (1 - bt)^{-\sigma(\sum_{j=1}^p (\gamma_j - 1) + \sigma).} \quad (3.63)$$

since $\sum_{j=1}^p |\gamma_j| = |\gamma| \leq |\beta|$. This proves estimate (3.25).

**Step 9.** Proof of (3.26). As observed above (Step 5), we need only show that the terms of the form $A_2$ (given by (3.52)) satisfy (3.26). Let $2m + 1 \leq |\beta| \leq J - 2$.

If all the derivatives $\rho$ and $\gamma_j$ have order $\leq 2m$, then estimate (3.63) holds. Now using (3.20) and (3.12), $\|\langle \rangle \|^\sigma(t)\|_{L^\infty} \leq K_1$, so that

$$\|\langle \rangle \|^\sigma(t)\|_{L^2} \leq C_0 \|\langle \rangle \|^n(t)\|_{L^2} \leq C_0 \|A_2\|_{L^2}$$

by (3.3). Thus we see that $A_2$ satisfies (3.26).

Suppose now $|\rho| \geq 2m + 1$. It follows that $|\gamma_j| \leq 2m$ for all $j$, see the proof of Lemma 2.5. In particular, estimate (3.62) holds. Using (3.47) for the term $\frac{D^\rho(\rho_0(t,x))}{H(t,x)}$, we see that $A_2$ also satisfies (3.26) in this case.

Suppose next that one of the $\gamma_j$’s have order $\geq 2m + 1$, for instance $|\gamma_1| \geq 2m + 1$. Assume also that $p \geq 2$, the case $p = 1$ being simpler. It follows (see the proof of Lemma 2.5) that $|\rho| \leq 2m$ and $|\gamma_j| \leq 2m$ for $j \geq 2$. Using (3.54), we deduce that

$$\left| \frac{D^\gamma\rho(t,x)}{H(t,x)} \right| \leq C_0 \left| \frac{D^\gamma(\rho_0(t,x))}{bG(t)H(t,x)} \right| + \left| \frac{D^\gamma f(t,x)}{H(t,x)} \right|. \quad (3.64)$$

Writing

$$A_2 = \frac{D^\rho(\rho_0(t,x))}{H(t,x)} \sum_{j=2}^p \frac{D^\gamma\rho(t,x)}{H(t,x)} \prod_{j=2}^p \frac{D^\gamma\rho(t,x)}{H(t,x)},$$

we are led to estimate

$$E_1 = \frac{1}{bG(t)} \left| \frac{D^\rho(\rho_0(t,x))}{H(t,x)} \right| \frac{D^\gamma(\rho_0(t,x))}{H(t,x)} \prod_{j=2}^p \frac{D^\gamma\rho(t,x)}{H(t,x)},$$

and

$$E_2 = \frac{D^\rho(\rho_0(t,x))}{H(t,x)} \frac{D^\gamma f(t,x)}{H(t,x)} \prod_{j=2}^p \frac{D^\gamma\rho(t,x)}{H(t,x)}.$$

Since

$$\frac{1}{bG(t)H(t,x)} \leq \frac{C_0}{|\rho(t,x)|^{\alpha}},$$
by (3.42), we deduce that

$$|E_1| \leq C_0 \frac{|D^\rho (|v_0(x)|^\alpha)| |D^{\gamma_1} (|v_0(x)|^\alpha)|}{|v_0(x)|^\alpha} \frac{\prod_{j=2}^p |D^{\gamma_j} H(t,x)|}{H(t,x)}.$$

We use (2.16) for the first term, (3.47) for the second term, and (3.62) with $p_0 = 2$ for the product, and we obtain

$$\|\langle \cdot \rangle^M (|\gamma_1|) v(t) E_1 \|_{L^2} \leq C_0 (1 - bt)^{-(|\beta| - 1)\sigma} \min\{1, (bG(t))^{1-\frac{2\sigma}{\gamma_1}} \},$$

so that $E_1$ satisfies (3.26). (Recall that $M(|\gamma_1|) \geq M(|\beta|).$

We now estimate $E_2$. With the notation (3.56) (with $j = 1$) we are led to estimate

$$F = \frac{D^\rho (|v_0(x)|^\alpha)}{H(t,x)} \prod_{j=2}^p \frac{D^{\gamma_j} H(t,x)}{H(t,x)},$$

with $D = D^{low}$, $D_1^{high}$ or $D_2^{high}$. In the cases $D = D^{low}$ and $D = D_2^{high}$, we use (3.46) for the first term and (3.62) for the product, and we obtain (since $\sum_{\ell=0}^\infty |\gamma_\ell| = |\gamma| - |\gamma_1| \leq |\beta| - |\gamma_1|$)

$$\|\langle \cdot \rangle^M (|\beta|) v(t) F \|_{L^2} \leq C_0 \min\{1, (bG(t))^{1-\frac{2\sigma}{\gamma_1}} \} \times (1 - bt)^{-(|\beta| - |\gamma_1| - 1)\sigma} \|\langle \cdot \rangle^M (|\beta|) - \frac{n\alpha}{\gamma_1} v(t) D \|_{L^2}. \tag{3.65}$$

Since $\|\langle \cdot \rangle^n v(t)\|_{L^\infty} \leq K_1$ by (3.20) and (3.12), we deduce from (3.59) and (3.3) that

$$\|\langle \cdot \rangle^M (|\beta|) - \frac{n\alpha}{\gamma_1} v(t) D^{low} \|_{L^2} \leq C_0 \|\langle \cdot \rangle^M (|\beta|) - \frac{n\alpha}{\gamma_1} v(t) D^{low} \|_{L^2} \leq C_0 \|\langle \cdot \rangle^M (|\beta|) - \frac{n\alpha}{\gamma_1} v(t) D^{low} \|_{L^2} \leq C_0 (1 - bt)^{-(|\gamma_1| - 1)\sigma}. \tag{3.66}$$

Estimates (3.65) and (3.66) show that $F$ satisfies (3.26) in the case $D = D^{low}$. Next, we use (3.3) and (3.61) to obtain

$$\|\langle \cdot \rangle^M (|\beta|) - \frac{n\alpha}{\gamma_1} v(t) D_2^{high} \|_{L^2} \leq \|\langle \cdot \rangle^M (|\beta|) - 2 v(t) D_2^{high} \|_{L^2} \leq \frac{C_0}{b} (1 - bt)^{-(|\gamma_1| - 1)\sigma} \leq C_0(1 - bt)^{-(|\gamma_1| - 1)\sigma}. \tag{3.67}$$

Estimates (3.65) and (3.67) show that $F$ satisfies (3.26) in the case $D = D_2^{high}$. Finally, for $D = D_1^{high}$, we use $\frac{1}{\gamma_1} \leq 2$ and we obtain

$$|F| \leq 2|D^\rho (|v_0(x)|^\alpha)| |D_1^{high}| \|\prod_{j=2}^p \frac{D^{\gamma_j} H(t,x)}{H(t,x)} \|_{L^2}.$$

We use (2.17) for the first term and (3.62) for the product, and we deduce that

$$\|\langle \cdot \rangle^M (|\beta|) v(t) F \|_{L^2} \leq C_0 (1 - bt)^{-(|\beta| - |\gamma_1| - 1)\sigma} \|\langle \cdot \rangle^{-n\alpha + M(|\beta|)} v(t) D_1^{high} \|_{L^2}.$$

Applying (3.60), we conclude that $F$ also satisfies (3.26) in the case $D = D_1^{high}$. This completes the proof. \qed
4. Global Existence for (NLS)  

In this section, we apply Proposition 3.2 and Corollary 3.3 of Section 3 to prove the global existence of solutions to (NLS) for sufficiently large $b$.

The main result of this section is the following.

**Proposition 4.1.** Let $\lambda \in \mathbb{C}$ satisfy $\Re \lambda < 0$. Assume (1.4), (1.5)–(1.7), (3.2) and let $X$ be defined by (1.10). Let $b > 0$, $K > 1$, let $v_0 \in X$ satisfy (3.18), let $v \in C([0,T_{\max}), X)$ be the solution of (NLS) given by Proposition 2.2, and let $\Psi$ be defined by (3.9)–(3.17). Set

$$\tilde{K} = K + \Lambda K^2 \quad \text{(4.1)}$$

where $\Lambda$ is the constant in (3.19). It follows that there exists $b_1 \geq b_0 > 0$, where $b_0$ is given by Proposition 3.2, such that if $b \geq b_1$, then $T_{\max} = \frac{1}{b}$,

$$\sup_{0 \leq t < T} \Psi_T \leq 5\tilde{K}, \quad \text{(4.2)}$$

where $\Psi_T$ is defined by (3.17), and

$$\sup_{0 \leq t < T_{\max}} \sup_{x \in \mathbb{R}^N} |f(t, x)| \leq \frac{1}{4}, \quad \text{(4.3)}$$

where $f(t, x)$ is defined by (3.34).

For the proof of Proposition 4.1, we will use the following lemma.

**Lemma 4.2.** Given $b \geq 1$, $\nu > 0$, $M \geq 1$ and $0 < T^* \leq \frac{1}{b}$, let

$$I_1(t) = \int_0^t \min \{1, (bG(s))^{1-\frac{2\nu}{\nu+\sigma}}\} (1-bs)^{-\frac{2\nu}{\nu+\sigma} - \nu} ds, \quad \text{(4.4)}$$

and

$$I_2(t) = \int_0^t \min \{M, bG(s)\} (1-bs)^{-\frac{2\nu}{\nu+\sigma} - \nu} ds, \quad \text{(4.5)}$$

$0 \leq t < T^*$, where $G$ is defined by (3.23). It follows that there exists a constant $C = C(N, \alpha, \sigma)$ such that

$$I_1(t) \leq \frac{C}{b^{\frac{2\nu}{\nu+\sigma}}} (1-bt)^{-\nu}, \quad \text{(4.6)}$$

and that

$$I_2(t) \leq \left( \frac{CM}{b^{\frac{2\nu}{\nu+\sigma}}} + \frac{2}{\nu} \right) (1-bt)^{-\nu}, \quad \text{(4.7)}$$

for all $b \geq 1$, $M \geq 1$ and $0 \leq t < T^*$.

**Proof.** We first prove (4.6). For a given $b \geq 1$, we consider $T_b \in (0, \frac{1}{b})$ defined by

$$bG(T_b) = 1, \quad \text{i.e.} \quad (1-bT_b)^{-\frac{2\nu}{\nu+\sigma}} = b+1, \quad \text{(4.8)}$$

and study two cases separately: the case $0 \leq t \leq T_b$, $t < T^*$; and, if $T_b < T^*$, the case $T_b \leq t < T^*$.

Suppose first that $0 \leq t \leq T_b$, $t < T^*$. Since $\min \{1, (bG(s))^{1-\frac{2\nu}{\nu+\sigma}}\} = 1$ for $0 \leq s \leq t$, we obtain

$$I_1(t) \leq \int_0^t (1-bs)^{-\frac{2\nu}{\nu+\sigma} - \nu} ds \leq \int_0^t (1-bs)^{-\frac{2\nu}{\nu+\sigma} + \sigma} ds \leq (1-bt)^{-\frac{2\nu}{\nu+\sigma} + \sigma}.$$

Note that $-\frac{2\nu}{\nu+\sigma} + \sigma < 0$ by the third inequality in (3.2), so that using (4.8)

$$b\left(\frac{2-N\alpha}{2} - \sigma\right) \int_0^t (1-bs)^{-\frac{2-N\alpha}{2} + \sigma} = (1-bt)^{-\frac{2-N\alpha}{2} + \sigma} \leq (1-bt)^{-\frac{2-N\alpha}{2} + \sigma} \leq (1-bT_b)^{-\frac{2-N\alpha}{2} + \sigma} = (b+1)^{\frac{2-N\alpha}{2} - \sigma}. $$
Thus we see that (4.6) holds for $0 \leq t \leq T_b$, $t < T^*$.

Suppose now that $T_b < T^*$ and $\tilde{T}_b \leq t < T^*$. Given $s \in (t, T^*)$, we have
\[
\min\{1, (bG(s))^{\frac{2-\nu}{2-\alpha N}}\} = (bG(s))^{\frac{2-\nu}{2-\alpha N}} = b^{1-\frac{2-\nu}{2-\alpha N}}G(s)^{1-\frac{2-\nu}{2-\alpha N}}.
\]

Moreover, by (3.23) and (4.8),
\[
G(s) \leq \frac{(1 - bs)^{\frac{2-\nu}{2-\alpha N}}}{1 - (1 - b\tilde{T}_b)^{\frac{2-\nu}{2-\alpha N}}} = \frac{(1 - bs)^{\frac{2-\nu}{2-\alpha N}}}{1 - b^{\frac{2-\nu}{2-\alpha N}}} \leq 2(1 - bs)^{\frac{2-\nu}{2-\alpha N}}, \tag{4.9}
\]
and so
\[
\min\{1, (bG(s))^{\frac{2-\nu}{2-\alpha N}}\} \leq 2b^{1-\frac{2-\nu}{2-\alpha N}}(1 - bs)^{\frac{2-\nu}{2-\alpha N}} - \sigma.
\]

Applying (4.6) with $T = T_b$, we deduce that
\[
I_1(t) \leq \frac{C}{b^{\frac{2-\nu}{2-\alpha N}}} (1 - bT_b)^{\nu - \nu} + 2b^{1-\frac{2-\nu}{2-\alpha N}} \int_{T_b}^{t} (1 - b) - ^{1-\nu}
\]
\[
\leq \frac{C}{b^{\frac{2-\nu}{2-\alpha N}}} (1 - bt)^{\nu - \nu} + 2b^{1-\frac{2-\nu}{2-\alpha N}} \int_{0}^{t} (1 - b) - ^{1-\nu}
\]
\[
\leq \frac{C}{b^{\frac{2-\nu}{2-\alpha N}}} (1 - bt)^{\nu - \nu}.
\]

Thus (4.6) is satisfied for all $0 \leq t < T^*$.

We now prove (4.8). For a given $b \geq 1$, we consider $\tilde{T}_b \in (0, \frac{1}{b})$ defined by
\[
(1 - b\tilde{T}_b)^{\frac{2-\nu}{2-\alpha N}} = 1 + b^{1-\frac{2-\nu}{2-\alpha N}}, \tag{4.10}
\]
and study two cases separately: the case $0 \leq t \leq \tilde{T}_b$, $t < T^*$; and, if $\tilde{T}_b < T^*$ the case $\tilde{T}_b \leq t < T^*$.

Suppose first that $0 \leq t \leq \tilde{T}_b$, $t < T^*$. Since $\min\{M, (bG(s))^{\frac{2-\nu}{2-\alpha N}}\} \leq M$, we obtain
\[
I_2(t) \leq M \int_{0}^{t} (1 - bs)^{\frac{2-\nu}{2-\alpha N}} \leq M (1 - bt)^{-\nu} \int_{0}^{t} (1 - bs)^{\frac{4-\nu}{2-\alpha N}}
\]
\[
\leq M (1 - bt)^{-\nu} \frac{2}{(2 - N\alpha)\nu}[(1 - bt)^{\frac{2-\nu}{2-\alpha N}} - 1],
\]
so that
\[
I_2(t) \leq \frac{2M}{(2 - N\alpha)\nu} (1 - bt)^{-\nu}. \tag{4.11}
\]

Suppose now that $\tilde{T}_b < T^*$ and $\tilde{T}_b \leq t < T^*$. Given $s \in (t, T^*)$, we have by (3.23) and (4.10),
\[
G(s) \leq \frac{(1 - bs)^{\frac{2-\nu}{2-\alpha N}}}{1 - (1 - b\tilde{T}_b)^{\frac{2-\nu}{2-\alpha N}}} = \frac{(1 - bs)^{\frac{2-\nu}{2-\alpha N}}}{1 - b^{\frac{2-\nu}{2-\alpha N}}} \leq 2(1 - bs)^{\frac{2-\nu}{2-\alpha N}}.
\]

It follows that
\[
\int_{\tilde{T}_b}^{t} bG(s)(1 - bs)^{-\frac{4-\nu}{2-\alpha N}} \leq 2b \int_{\tilde{T}_b}^{t} (1 - bs)^{-1-\nu} \leq \frac{2}{\nu} (1 - bt)^{-\nu}.
\]

Applying (4.11) with $t = \tilde{T}_b$, we conclude that
\[
I_2(t) \leq \left(\frac{2M}{(2 - N\alpha)\nu} + \frac{2}{\nu}\right) (1 - bt)^{-\nu}.
\]

This, together with (4.11), proves (4.8).
Proof of Proposition 4.1. It follows from (4.1) and Lemma 3.1 that \( \Psi_0 \leq \tilde{K} \) and that \( \Psi_1 \leq 2\tilde{K} \) for \( t > 0 \) and small. We set
\[
T^* = \sup\{0 \leq T < T_{\max}; \Psi_T \leq 5\tilde{K}\},
\]
so that
\[
0 < T^* \leq T_{\max}.
\]
We claim that there exists \( b_1 \geq b_0 \), such that if \( b \geq b_1 \) then
\[
T^* = T_{\max}.
\]
Assuming the claim (4.13), we complete the proof. First, if \( T_{\max} < \frac{1}{\beta} \), then by (4.12), (4.13) and Lemma 3.1, we see that \( \Psi_{T_{\max}} \leq 5\tilde{K} \). It follows that for all \( 0 \leq t < T_{\max} \)
\[
\|v(t)\|_{L^\infty} + \left( \inf_{x \in \mathbb{R}^N} \langle x \rangle^n |v(t, x)| \right)^{-1} \leq 5\tilde{K}(1 - bt)^{-\sigma} < 5\tilde{K},
\]
which contradicts the blowup alternative (2.11). Thus \( T^* = T_{\max} = \frac{1}{\beta} \), and then estimate (4.2) follows from (4.12). Moreover, applying (3.39) with \( K_1 = 5\tilde{K} \), we deduce that (4.3) holds, by choosing \( b_1 \) possibly larger.

We prove the claim (4.13) by contradiction, so we assume that
\[
T^* < T_{\max}.
\]
By the definition of \( T^* \) and continuity of \( \Psi_T \) in \( T \), we see that
\[
\Psi_{T^*} = 5\tilde{K}.
\]
In the rest of the proof, we apply Proposition 3.2 and Corollary 3.3 with \( T = T^* \) and \( K_1 = 5\tilde{K} \), and in particular we assume \( b \geq b_0 \). For further reference, we note that by (3.22),
\[
\alpha \|v(t)\|_{L^\infty} \leq \left( \frac{1 + \alpha |3\lambda|}{|3\lambda|} \right) \min\{2K^\alpha, bG(t)\},
\]
for all \( 0 \leq t \leq T^* \). Moreover, we denote by \( C_1, C_2, C_3, C_4, C_5 \) various constants depending possibly on \( \beta, \alpha, N, K, K_1, \lambda \), etc, but not on \( b, v, T^* \), whose exact values are irrelevant and can change from line to line.

We proceed in several steps.

Step 1. Control of \( \Phi_{1,T^*} \). It follows from (3.21) that
\[
\|\langle \cdot \rangle^n v(t)\|_{L^\infty} \leq 2\|\langle \cdot \rangle^n v_0\|_{L^\infty} \leq 2\tilde{K}.
\]
Next, given \( 1 \leq |\beta| \leq 2m \), we apply (2.3) or (2.4) with \( f(s) = \lambda(1 - bs)^{-\frac{4n}{|\beta|}} \) to obtain
\[
|\langle x \rangle^n D^\beta v| \leq \tilde{K} + I + \int_0^t \left( \lambda(1 - bs)^{-\frac{4n}{|\beta|}} \frac{\langle x \rangle^{2n} D^\beta (|v|^\alpha v) D^\beta v}{\langle x \rangle^n |D^\beta v|} \right) ds,
\]
where\[
I = \begin{cases} 
\sup_{0 \leq |\gamma| \leq |\beta| + 2} \|\langle \cdot \rangle^n D^\gamma v(s)\|_{L^\infty} ds, & |\beta| \leq 2m - 2, \\
A \sup_{0 \leq |\beta| + 2 \leq |\gamma| \leq |\beta| + k + 2} \|\langle \cdot \rangle^n D^\gamma v(s)\|_{L^2} ds, & 2m - 1 \leq |\beta| \leq 2m.
\end{cases}
\]
It follows from (4.14), (3.12), (3.13) and (3.7) that
\[
I \leq 5\tilde{K}(1 + A) \int_0^t (1 - bs)^{-\sigma(|\beta| + k + 4)}.
\]
Since $\sigma(k+4) < 1$ by the fourth inequality in (3.2) and $\sigma|\beta| = \sigma|\beta|$, we obtain
\[
I \leq 5\tilde{K}(1 + A)(1 - bt)^{-\sigma|\beta|} \int_0^t (1 - bs)^{-\sigma(k+4)} \leq \frac{C_1}{b}(1 - bt)^{-\sigma|\beta|}. \tag{4.18}
\]
To estimate the last term in (4.17), we write
\[
D^\beta (|v|^\alpha v) = |v|^\alpha D^\beta v + \sum_{\gamma_1 + \gamma_2 = \beta} c_{\gamma_1, \gamma_2} D^\gamma_1 (|v|^\alpha) D^\gamma_2 v \tag{4.19}
\]
where the coefficients $c_{\gamma_1, \gamma_2}$ are given by Leibniz’s rule. Since
\[
\Im(\lambda |v|^\alpha D^\beta v D^\beta \overline{\nu}) = (\Im \lambda) |v|^\alpha |D^\beta v|^2 \leq 0 \tag{4.20}
\]
we see that
\[
\Im(\lambda \frac{(x)^{2n} |v|^\alpha D^\beta v D^\beta \overline{\nu}}{(x)^n |D^\beta v|}) \leq 0.
\]
Moreover,
\[
\left| \lambda \frac{(x)^{2n} D^{\gamma_1} (|v|^\alpha) D^{\gamma_2} v D^\beta \overline{\nu}}{(x)^n |D^\beta v|} \right| \leq |\lambda| (x)^n |D^{\gamma_1} (|v|^\alpha)| |D^{\gamma_2} v|,
\]
so that
\[
\Im(\lambda \frac{(x)^{2n} D^{\gamma_1} (|v|^\alpha) D^{\gamma_2} v D^\beta \overline{\nu}}{(x)^n |D^\beta v|}) \leq C_1 \sum_{|\gamma_1| + |\gamma_2| = \beta} \| (\lambda)^n D^{\gamma_1} (|v|^\alpha) D^{\gamma_2} v \|_{L^\infty}. \tag{4.21}
\]
Applying (4.14), (3.25) (with $\beta$ replaced by $\gamma_1$, recall that $|\gamma_1| \geq 1$), (3.12) and (3.7), we obtain
\[
\| (\lambda)^n D^{\gamma_1} (|v|^\alpha) D^{\gamma_2} v \|_{L^\infty} \leq C_1 \min\{1, (bG(s))^n \} (1 - bs)^{-(|\beta| - 1)\sigma}.
\]
Applying (4.6) of Lemma 4.2 with $\nu = |\beta| \sigma$, we deduce that
\[
\int_0^t (1 - bs)^{-\frac{4 - \alpha}{2}} \| (\lambda)^n D^{\gamma_1} (|v|^\alpha) D^{\gamma_2} v \|_{L^\infty} \leq \frac{C_1}{b^{\frac{4 - \alpha}{2}}} (1 - bt)^{-|\beta|\sigma}. \tag{4.22}
\]
Estimates (4.21) and (4.22) prove that
\[
\int_0^t (1 - bs)^{-\frac{4 - \alpha}{2}} \Im(\lambda \frac{(x)^{2n} D^{\gamma_1} (|v|^\alpha) D^\beta \overline{\nu}}{(x)^n |D^\beta v|}) ds \leq \frac{C_1}{b^{\frac{4 - \alpha}{2}}} (1 - bt)^{-|\beta|\sigma}, \tag{4.23}
\]
for all $0 \leq t \leq T^*$. Since $|\beta| \sigma = \sigma|\beta|$, it now follows from (4.16), (4.17), (4.18), and (4.23) that if $b_1 \geq b_0$ is sufficiently large so that
\[
C_1 \left(\frac{1}{b_1} + \frac{1}{b_1^{\frac{4 - \alpha}{2}}} \right) < \tilde{K}, \tag{4.24}
\]
then
\[
\Phi_{1,T^*} \leq 2\tilde{K} \tag{4.25}
\]
provided $b \geq b_1$.

**Step 2.** Control of $(1 - bt)^{\sigma|\beta|} \| (\lambda)^n x^{M(|\beta|)} D^\beta v \|_{L^2}$ for $2m + 1 \leq |\beta| \leq J - 2$. Applying (2.5) with $\mu = n - M(|\beta|) \in [0, n]$ (which corresponds to $\nu = |\beta| - 2m - 1 \leq k + 1$ if $M(|\beta|) = n$ and $\nu = k + 1$ if $M(|\beta|) < n$) and $f(s) = \lambda(1 - bs)^{-\frac{4 - \alpha}{2}} |v|^\alpha v$ we obtain
\[
\| (\lambda)^{M(|\beta|)} D^\beta v \|_{L^2} \leq \tilde{K} + C_2 \int_0^t \| (\lambda)^{M(|\beta|) - 1}\nabla D^\beta v \|_{L^2} ds + \tilde{I}, \tag{4.26}
\]
where
\[
\tilde{I} = \int_0^t (1 - bs)^{-\frac{4 - \alpha}{2}} \Im(\lambda(x)^{2M(|\beta|)} D^\beta (|v|^\alpha v) D^\beta \overline{\nu}) ds
= \int_0^t \| (\lambda)^{M(|\beta|)} D^\beta v \|_{L^2} ds
\]
Note that $M(\|\beta\|) - 1 \leq M(\|\beta\| + 1)$. Therefore, it follows from (4.14), (3.13) and (3.7) that
\[
\int_0^t \|\langle \cdot \rangle^{M(\|\beta\|) - 1} \nabla D^\beta v\|_{L^2} ds \leq 5K \int_0^t (1 - bs)^{-\|\beta\|+3}\sigma} ds.
\]
Since $2\sigma < 1$ by the fourth inequality in (3.2), we deduce that
\[
\int_0^t (1 - bs)^{-\|\beta\|+3}\sigma} ds \leq (1 - bt)^{-\|\beta\|+1}\sigma} \int_0^t (1 - bs)^{-2}\sigma} ds 
\leq \frac{C_2}{b} (1 - bt)^{-\|\beta\|+1}\sigma} \leq \frac{C_2}{b} (1 - bt)^{-\sigma} \sigma}.
\]
Thus we conclude that
\[
C_2 \int_0^t \|\langle \cdot \rangle^{M(\|\beta\|) - 1} \nabla D^\beta v\|_{L^2} ds \leq \frac{C_2}{b} (1 - bt)^{-\sigma} \sigma}.
\]
To estimate $\bar{I}$ we use, as in Step 1, (4.19) and (4.20) and we deduce that
\[
\Im \int_{\mathbb{R}^N} \lambda(x)^{2M(\|\beta\|)} D^\beta (|v|^\alpha) v D^\beta \tau dx 
\leq C_2 \sum_{\gamma_1 + \gamma_2 = \beta \atop |\gamma_1| \geq 1} \|\langle \cdot \rangle^{2M(\|\beta\|)} D^{\gamma_1} (|v|^\alpha) D^{\gamma_2} v D^\beta \tau\|_{L^1} 
\leq C_2 \|\langle \cdot \rangle^{M(\|\beta\|)} D^{\gamma_1} (|v|^\alpha) D^{\gamma_2} v\|_{L^1} \sum_{\gamma_1 + \gamma_2 = \beta \atop |\gamma_1| \geq 1} \|\langle \cdot \rangle^{M(\|\beta\|)} D^{\gamma_1} (|v|^\alpha) D^{\gamma_2} v\|_{L^2};
\]
and so,
\[
\Im \int_{\mathbb{R}^N} \lambda(x)^{2M(\|\beta\|)} D^\beta (|v|^\alpha) v D^\beta \tau dx 
\|\langle \cdot \rangle^{M(\|\beta\|)} D^\beta v\|_{L^2} 
\leq C_2 \sum_{\gamma_1 + \gamma_2 = \beta \atop |\gamma_1| \geq 1} \|\langle \cdot \rangle^{M(\|\beta\|)} D^{\gamma_1} (|v|^\alpha) D^{\gamma_2} v\|_{L^2}.
\]
To estimate the right-hand side of (4.29), we distinguish three cases: $|\gamma_2| \geq 2m + 1$; $|\gamma_2| \leq 2m$ and $|\gamma_1| \geq 2m + 1$; $|\gamma_2| \leq 2m$ and $|\gamma_1| \leq 2m$. If $|\gamma_2| \geq 2m + 1$, then
\[
|\gamma_1| \leq 2m. \text{ Indeed, } |\gamma_1| + |\gamma_2| = |\beta| \leq J \leq 4m + 1, \text{ by definition of } J \text{ and the first inequality in (1.7).}
\]
Since $M(\|\beta\|) \leq M(\|\gamma_2\|)$, we have
\[
\|\langle \cdot \rangle^{M(\|\beta\|)} D^{\gamma_1} (|v|^\alpha) D^{\gamma_2} v\|_{L^2} \leq \|\langle \cdot \rangle^{M(\|\gamma_2\|)} D^{\gamma_2} v\|_{L^2}.
\]
It follows from (3.25) (with $\beta$ replaced by $\gamma_1$, recall that $|\gamma_1| \geq 1$), and from (4.14), (3.13), (3.7), that
\[
\|\langle \cdot \rangle^{M(\|\beta\|)} D^{\gamma_1} (|v|^\alpha) D^{\gamma_2} v\|_{L^2} \leq C_2 \min \{1, (bG(s))^{1 - \frac{2m}{\nu}}\} (1 - bs)^{-\|\beta\|+\sigma}. \quad (4.30)
\]
(We use the fact that since $|\gamma_2| \leq J - 2$, $|\gamma_2| \leq \|\gamma_2\| + 2 \sigma$.) If $|\gamma_2| \leq 2m$ and $|\gamma_1| \geq 2m + 1$, we deduce from (3.27) (with $\beta$ replaced by $\gamma_1$ and $\gamma$ by $\gamma_2$) and the property $M(\|\beta\|) \leq M(\|\gamma_1\|)$ that estimate (4.30) also holds. If $|\gamma_1|, |\gamma_2| \leq 2m$, we use the fact that $\langle x \rangle^{-\frac{2m}{\nu}} \in L^2(\mathbb{R}^N)$ by (3.3), and we estimate
\[
\|\langle \cdot \rangle^{M(\|\beta\|)} D^{\gamma_1} (|v|^\alpha) D^{\gamma_2} v\|_{L^2} \leq \|\langle \cdot \rangle^{M(\|\gamma_2\|)} D^{\gamma_2} v\|_{L^2} \langle \langle \cdot \rangle^{\nu} D^{\gamma_2} v\|_{L^\infty} 
\leq C_2 \|\langle \cdot \rangle^{-\frac{2m}{\nu}} D^{\gamma_2} v\|_{L^\infty} \langle \langle \cdot \rangle^{\nu} D^{\gamma_2} v\|_{L^\infty}.
\]
Using (3.25), and (4.14), (3.12) and (3.7) we see that in this case also estimate (4.30) holds. Applying (4.30) and (4.6) of Lemma 4.2 with $\nu = (|\beta| + 2)\sigma$, we deduce that
\[
\bar{I} \leq \frac{C_2}{b^{2m-\nu}} (1 - bt)^{-(|\beta|+2)\sigma}.
\]
Thus we obtain

\[ \alpha, \gamma \]

then

\[ \sigma < \]

where

\[ \nu = k + 1, \]

and we obtain

\[ \beta \]

provided \( b \geq b_1 \).

**Step 3.** Control of \((1 - bt)^{\sigma |\beta|} \| (x)M(|\beta|)|D^\beta v\|_{L^2} \) for \( J - 1 \leq |\beta| \leq J \). Applying (2.5) with \( \mu = n - M(|\beta|) = n - (J - |\beta|) \in \{n - 1, n\} \), \( \nu = k + 1 \), and \( f(s) = \lambda(1 - bs)^{-\frac{2}{2-n}}|v|^\nu v \) we obtain

\[ \| (\cdot)M(|\beta|)|D^\beta v\|_{L^2} \leq \tilde{K} + C_2(J - |\beta|) \int_0^t \| (\cdot)^{J-1-|\beta|}D^\beta v\|_{L^2} ds + \tilde{I}, \]

where

\[ \tilde{I} = \int_0^t (1 - bs)^{-\frac{2}{2-n}} \| \lambda(x)M(|\beta|)|D^\beta(|v|^\nu v)D^\beta v\|_{L^2} ds. \]

The second term in the right-hand side of (4.34) vanishes if \( |\beta| = J \), so we need only estimate it if \( |\beta| = J - 1 \). In this case, it follows from (4.14), (3.13) and (3.7)

\[ \int_0^t (1 - bs)^{-\frac{2}{2-n}} \| (\cdot)^{J-1-|\beta|}D^\beta v\|_{L^2} ds = \int_0^t \| D^\beta v\|_{L^2} ds \leq 5\tilde{K} \int_0^t (1 - bs)^{-\frac{2}{2-n}+5}\|v\|_{L^2} ds. \]

Since \( 2\sigma < 1 \) by the fourth inequality in (3.2), we see that (compare (4.27))

\[ \int_0^t (1 - bs)^{-\frac{2}{2-n}+5}\|v\|_{L^2} ds \leq C_3 (1 - bs)^{-\frac{2}{2-n}+3} = C_3 (1 - bt)^{-\sigma|\beta|}. \]

Thus we obtain

\[ C_2(J - |\beta|) \int_0^t \| (\cdot)^{J-1-|\beta|}D^\beta v\|_{L^2} ds \leq C_3 (1 - bt)^{-\sigma|\beta|}, \]

for both \( |\beta| = J - 1 \) and \( |\beta| = J \).

To estimate \( \tilde{I} \) we use a more precise version of (4.19) where we isolate the term corresponding to \( \gamma_1 = \beta \), i.e.

\[ D^\beta(|v|^\nu v) = |v|^\alpha D^\beta v + D^\beta(|v|^\nu v) + c_{\gamma_1\gamma_2} \sum_{\gamma_1 + \gamma_2 = \beta \atop |\gamma_1|,|\gamma_2| \geq 1} D^{\gamma_1}(|v|^\alpha)D^{\gamma_2} v. \]

Using (4.20), we obtain (compare (4.29))

\[ \| (\cdot)M(|\beta|)|D^\beta(|v|^\nu v)D^\beta v\|_{L^2} \leq |\lambda| \| (\cdot)M(|\beta|)|D^\beta(|v|^\nu v)D^\beta v\|_{L^2} + C_3 \sum_{\gamma_1 + \gamma_2 = \beta \atop |\gamma_1|,|\gamma_2| \geq 1} \| (\cdot)M(|\beta|)|D^{\gamma_1}(|v|^\alpha)D^{\gamma_2} v\|_{L^2}. \]

For the first term on the right-hand side of (4.37), we use formula (2.15) with \( \rho \) replaced by \( \alpha \), and we obtain

\[ |\lambda| \| (\cdot)M(|\beta|)|D^\beta(|v|^\nu v)\|_{L^2} \leq |\lambda| |v|^\alpha \| (\cdot)M(|\beta|)|D^\beta(|v|^\nu v)\|_{L^2} \]

\[ + C_3 \sup_D \| (\cdot)M(|\beta|)|v|^\alpha+1 \prod_{\ell=1}^{\beta} \| D^{\beta\ell} v\|_{L^2}. \]
where \( D \) is the set of \((\beta \ell)_{1 \leq \ell \leq |\beta|}\) with \(|\beta| \leq |\beta| - 1\) and \(\sum_{\ell=1}^{|\beta|} \beta \ell = \beta\). It follows from (4.15) and (4.14) that
\[
|\lambda| |\ell|^{M(|\beta|)} |v|^{\alpha} D^{\beta} v \|_{L^2} \leq |\lambda| |\ell|^{2|\alpha|} |\ell|^{M(|\beta|)} D^{\beta} v \|_{L^2} \\
\leq 5|\lambda| |\ell|^{K \left(1 + \frac{2|\alpha|}{|3\lambda|}\right)} \min\{2K^\alpha, bG(t)\} |1 - bs|^{-|\beta|}.
\]

Applying (4.7) of Lemma 4.2 with \( \nu = |\sigma|\) and \( M = 2K^\alpha \), and then (3.8), we deduce that
\[
\int_0^t (1 - bs)^{-\frac{|\nu|}{2}} |\lambda| |\ell|^{M(|\beta|)} |v|^{\alpha} D^{\beta} v \|_{L^2} ds \\
\leq 5|\lambda| |\ell|^{K \left(1 + \frac{2|\alpha|}{|3\lambda|}\right)} \min\{2K^\alpha, bG(t)\} (1 - bs)^{-\nu} \\
\leq 5|\lambda| |\ell|^{K \left(1 + \frac{2|\alpha|}{|3\lambda|}\right)} \min\{2K^\alpha, bG(t)\} (1 - bs)^{-\nu}
\]

We next consider the last terms in the right-hand side of (4.37) and consider separately the cases \(|\gamma| \leq J - 2\) and \(J - 1 \leq |\gamma| \leq J\). (Indeed, if \(|\gamma| \geq J - 1\), then we may not apply estimate (3.27) with \( \beta \) replaced by \( |\gamma| \) as we do in Step 2.) If \(|\gamma| \leq J - 2\), then we may proceed as in Step 2 and obtain, similarly to (4.30) and (4.31), then using \(|\beta + 2| \leq \sigma\) \( \leq |\sigma| - |\gamma| \),
\[
\int_0^t (1 - bs)^{-\frac{|\nu|}{2}} |\lambda| |\ell|^{M(|\beta|)} D^{\gamma} |v|^{\alpha} D^{\gamma} v \|_{L^2} ds \\
\leq C_3 \min\{2, \frac{bG(t)}{bG(t)^2 - \gamma}\} (1 - bs)^{-|\beta| \gamma}
\]

We now consider the case \(J - 1 \leq |\gamma| \leq J\). Applying formula (2.15) with \( \beta \) replaced by \( \gamma_1 \) and \( \rho \) by \( \alpha \), we obtain
\[
\frac{|D^{\gamma_1} |v|^\alpha|}{|v|^\alpha} \leq C_3 \sup_{\ell=1}^{\gamma_1} \prod_{\ell=1}^{\gamma_1} \frac{|D^{\beta_\ell} v|}{|v|} |D^{\gamma_1} v| |D^{\gamma_1} v| L^2,
\]

where \( \bar{D} \) is the set of \((\beta_\ell)_{1 \leq \ell \leq |\gamma_1|}\) with \(|\beta_\ell| \leq |\gamma_1|\) and \(\sum_{\ell=1}^{\gamma_1} \beta_\ell = \gamma_1\). Thus we see that we have to estimate terms of the form
\[
A = \|\ell|^{M(|\beta|)} |v|^{\alpha} D^{\gamma_2} v \|_{L^2} \left|\frac{|D^{\beta_\ell} v|}{|v|} \right| L^2,
\]

where \( \gamma_1 + \gamma_2 = \beta, 0 \leq |\beta_\ell| \leq |\beta| - 1\) and \(\sum_{\ell=1}^{\gamma_1} \beta_\ell = \gamma_1\). If all \(|\beta_\ell| \leq 2m\), then writing
\[
A \leq \| |v|^{\alpha} \|_{L^2} \|\ell|^{M(|\beta|)} |v|^{\alpha} D^{\gamma_2} v \|_{L^\infty} \left|\frac{|D^{\beta_\ell} v|}{|v|} \right| L^\infty,
\]

we deduce from (3.24), (4.14), (3.12), (3.15) and (3.7) that
\[
A \leq C_3 \min\{1, (bG(s))^{1 - \frac{2|\alpha|}{|3\lambda|}}\} (1 - bs)^{-|\beta| \gamma}\]

Since \(|\beta| \geq J - 1\), we have \(|\beta| \leq \sigma|\beta| - \sigma, so that
\[
A \leq C_3 \min\{1, (bG(s))^{1 - \frac{2|\alpha|}{|3\lambda|}}\} (1 - bs)^{-\sigma|\beta| + \sigma}. (4.41)
\]
If one the $|\beta_\ell| \geq 2m + 1$, say $|\beta_1| \geq 2m + 1$, then $|\beta_\ell| \leq 2m$ for $\ell \geq 2$. Writing
\[
A \leq \|v\|_{L^\infty} \frac{\|D^{2\gamma} v\|_{L^\infty}}{|v|} \left( \sum_{\ell=2}^{\gamma_1} \|D^{\beta_\ell} v\|_{L^2} \right) \leq \frac{C_{3\alpha} \min \{1, (b\delta(s))\} \{(1-b\delta)^{-|\gamma_2|+|\beta_1|-|\gamma_1|} \}}{|v|},
\]
where we use $M(|\beta|) \leq M(|\beta_1|)$, we deduce from (3.22), (4.14), (3.13), (3.15) and (3.7) that
\[
A \leq C_3 \min \{1, (b\delta(s))\} \{(1-b\delta)^{-|\gamma_2|+|\beta_1|-|\gamma_1|} \} \leq \frac{C_3 \min \{1, (b\delta(s))\} \{(1-b\delta)^{-|\gamma_2|+|\beta_1|-|\gamma_1|} \}}{|v|}.
\]
Since $\min \{1, (b\delta(s))\} \leq \min \{1, (b\delta(s))\} \leq \frac{1}{2}$, we see that
\[
A \leq C_3 \min \{1, (b\delta(s))\} \{(1-b\delta)^{-|\gamma_2|+|\beta_1|-|\gamma_1|} \} \leq \frac{C_3 \min \{1, (b\delta(s))\} \{(1-b\delta)^{-|\gamma_2|+|\beta_1|-|\gamma_1|} \}}{|v|}.
\]
If $|\beta| = J$, then $\sigma|\beta| = (|\beta| + 3)\sigma$, and $|\beta_1| \leq |\beta| - 1$, so that $\sigma|\beta_1| - |\beta_1| \leq 3\sigma$; and so $-|\beta_1| + |\beta_1| \geq -|\beta_1| + \sigma$. If $\beta = J - 1$, then $\sigma|\beta_1| = (|\beta| + 3)\sigma$, and $|\beta_1| \leq |\beta| - 1$, so that $|\beta_1| \leq |\beta_1| \leq 2\sigma$; and so $-|\beta_1| + |\beta_1| \geq -|\beta_1| + \sigma$. In both cases, we see that $A$ satisfies the estimate (4.41). Applying (4.41) and (4.6) of Lemma 4.2 with $\nu = \sigma|\beta_1|$, we deduce that
\[
\int_0^t (1-b\delta)^{-\frac{3-\alpha}{2}} \frac{\delta}{(b\delta(s))^{\frac{3-\alpha}{2}}} ds \leq \frac{C_3 \min \{1, (b\delta(s))\} \{(1-b\delta)^{-|\gamma_2|+|\beta_1|-|\gamma_1|} \}}{|v|}.
\]
Note also that the last terms in (4.38) are of the form $A$ with $|\gamma_2| = 0$, so they also satisfy (4.42). Applying (4.37), (4.38), (4.39), (4.40) and (4.42), we deduce that
\[
\tilde{I} \leq \left( \tilde{K} + \frac{C_3}{b\delta} \right) (1-b\delta)^{-\sigma|\beta|}.
\]
Now putting together (4.34), (4.35) and (4.43), we see that
\[
(1-b\delta)^{\sigma|\beta|} \left( \sum_{\ell=2}^{\gamma_1} \|D^{\beta_\ell} v\|_{L^2} \right) \leq 2 \tilde{K} + C_3 \left( \frac{1}{b\delta} + \frac{1}{b\delta} \right),
\]
for $J-1 \leq |\beta| \leq J$. Therefore, if $b_1 \geq b_0$ is sufficiently large so that
\[
C_3 \left( \frac{1}{b_1} + \frac{1}{b_1} \right) \leq \tilde{K},
\]
then
\[
\sup_{J-1 \leq |\beta| \leq J} \sup_{0 \leq t \leq T^*} (1-b\delta)^{\sigma|\beta|} \left( \sum_{\ell=2}^{\gamma_1} \|D^{\beta_\ell} v\|_{L^2} \right) \leq 3\tilde{K},
\]
provided $b \geq b_1$.

**Step 4. Control of $\Phi_{a, T^*}$.** It follows from (3.31) that
\[
\frac{(1-b\delta)^{\frac{3-\alpha}{2}}}{\inf_{x \in \mathbb{R}^N} \langle x \rangle^{\alpha n} |v(t,x)|^n} \leq \left( \inf_{x \in \mathbb{R}^N} \langle x \rangle^{\alpha n} |v_0(x)|^n \right)^{-1} + \frac{2a|\lambda|^2}{b(2-N\alpha)} \int_0^t \langle x \rangle^{\alpha n} \left| \frac{L(s,x)}{|v|} \right| ds.
\]
On the other hand, it follows from (4.14), (3.14), (3.29) and (3.15) that
\[
\langle x \rangle^{\alpha n} \left| \frac{L(s,x)}{|v|} \right| \leq \tilde{K}^{\alpha+1} (1-b\delta)^{\frac{3-2\alpha}{2}}.
\]
Since $\frac{3-\alpha}{2} + 2\sigma < 1$ by (3.5), we deduce that
\[
\int_0^t \langle x \rangle^{\alpha n} \left| \frac{L(s,x)}{|v|} \right| ds \leq \frac{C_4}{b}.
\]
Thus we see that
\[
\frac{(1-b\delta)^{\frac{3-\alpha}{2}}}{\inf_{x \in \mathbb{R}^N} \langle x \rangle^{\alpha n} |v(t,x)|^n} \leq \tilde{K}^{\alpha} + \frac{C_4}{b}.
\]
Therefore, if \( b_1 \geq b_0 \) is sufficiently large so that
\[
\frac{C_4}{b_1} \leq (2^\alpha - 1)\bar{K}^\alpha,
\]
then
\[
\Phi_{3,T^*} \leq 2\bar{K},
\]
provided \( b \geq b_1 \).

**Step 5. Control of \( \Phi_{4,T^*} \).** The case \( \beta = 0 \) is trivial, so we assume \( |\beta| \geq 1 \).

Applying (2.6) with \( f(t) = \lambda(1 - bt)^{-\frac{2 - N_\alpha}{2}}|v|^\alpha v \) and \( n = 0 \), and (3.28), we obtain
\[
\frac{\partial}{\partial t} \left( \frac{|D^\beta v|}{|v|} \right) = |v|^{-1} \frac{\partial}{\partial t} |D^\beta v| - |v|^{-2}D^\beta v \frac{\partial}{\partial t} |v|
\]
\[
= - (|v| |D^\beta v|)^{-1} \Im (D^\beta \Delta v D^\beta \overline{v}) - |v|^{-2} |D^\beta v| L
\]
\[
+ (1 - bt)^{-\frac{2 - N_\alpha}{2}} (|v| |D^\beta v|)^{-1} \Im (\lambda D^\beta (|v|^\alpha v) D^\beta \overline{v})
\]
\[
- (1 - bt)^{-\frac{2 - N_\alpha}{2}} |v|^{\alpha - 1} |D^\beta v| 3\lambda.
\]

We first use a cancellation. Applying formula (4.36), we see that
\[
(|v| |D^\beta v|)^{-1} \Im (\lambda D^\beta (|v|^\alpha v) D^\beta \overline{v}) - |v|^{\alpha - 1} |D^\beta v| 3\lambda
\]
\[
= (|v| |D^\beta v|)^{-1} \Im \left( \lambda \left[ D^\gamma (|v|^\alpha v) + \lambda c_{\gamma_1,\gamma_2} \sum_{\gamma_1 + \gamma_2 = \beta \atop |\gamma_1||\gamma_2| \geq 1} D^{\gamma_1} (|v|^\alpha v) D^{\gamma_2} v \right] D^\beta \overline{v} \right),
\]
so that
\[
(|v| |D^\beta v|)^{-1} \Im (\lambda D^\beta (|v|^\alpha v) D^\beta \overline{v}) - |v|^{\alpha - 1} |D^\beta v| 3\lambda \leq G,
\]
where
\[
G = |\lambda| |D^\beta (|v|^\alpha v)| + C_5 \sum_{\gamma_1 + \gamma_2 = \beta \atop |\gamma_1||\gamma_2| \geq 1} \frac{|D^{\gamma_1} (|v|^\alpha v)| |D^{\gamma_2} v|}{|v|}.
\]

Therefore, (4.48) yields
\[
\frac{\partial}{\partial t} \left( \frac{|D^\beta v|}{|v|} \right) \leq \frac{|D^\beta \Delta v|}{|v|} + \frac{|D^\beta v| |\Delta v|}{|v|^2} + (1 - bt)^{-\frac{2 - N_\alpha}{2}} G.
\]

Integrating in \( t \) and taking the sup in \( x \), we deduce that
\[
\left\| \frac{D^\beta v}{|v|} \right\|_{L^\infty} \leq \bar{K} + \int_0^t \left( \left\| \frac{D^\beta \Delta v}{|v|} \right\|_{L^\infty} + \left\| \frac{D^\beta v}{|v|} \right\|_{L^\infty} \left\| \frac{\Delta v}{|v|} \right\|_{L^\infty} \right) \]
\[
+ \int_0^t (1 - bs)^{-\frac{2 - N_\alpha}{2}} \|G\|_{L^\infty}.
\]

We first apply (4.14), (3.15) and the property \( 2\sigma < 1 \) (by the fourth inequality in (3.2)), and we obtain
\[
\int_0^t \left\| \frac{D^\beta \Delta v}{|v|} \right\|_{L^\infty} \left\| \frac{\Delta v}{|v|} \right\|_{L^\infty} \leq C_5 \int_0^t (1 - bs)^{-\sigma_{|\beta|} - 2\sigma}
\]
\[
\leq C_5 (1 - bt)^{-\sigma_{|\beta|}} \int_0^t (1 - bs)^{-2\sigma}
\]
\[
\leq \frac{C_5}{b} (1 - bt)^{-\sigma_{|\beta|}}.
\]

Similarly, if \( |\beta| \leq 2m \), then (using also (3.7))
\[
\frac{C_4}{b_1} \leq (2^\alpha - 1)\bar{K}^\alpha,
\]
then
\[
\Phi_{3,T^*} \leq 2\bar{K},
\]
provided \( b \geq b_1 \).
For the case of \(2m + 1 \leq |\beta| \leq 2m + 2\), we use Sobolev’s embedding (2.14):
\[
\|D^\beta \Delta v\|_{L^\infty} = \|\bigcap^{|\beta|} D^\beta \Delta v\|_{L^\infty} \leq C_5 (\inf \{x^n|v|\})^{-1} \sum_{|\beta| + 2 \leq |\gamma| \leq |\beta| + k} \|\langle \cdot \rangle^n D^\gamma v\|_{L^2}.
\]

It follows from (4.14), (3.13), (3.14) and (3.7) that
\[
\|D^\beta \Delta v\|_{L^\infty} \leq C_5 (1 - bs)^{-\frac{2 - \alpha}{2\alpha} - (|\beta| + k + 3)\sigma}.
\]

Since
\[
\frac{2 - \alpha}{2\alpha} + (k + 2)\sigma < 1
\]
by the last inequality in (3.2), we deduce that
\[
\int_0^t \|D^\beta \Delta v\|_{L^\infty} \leq \frac{C_5}{b} (1 - bt)^{-|\beta|\sigma} \leq \frac{C_5}{b} (1 - bt)^{-\sigma|\beta|}.
\]

Thus we see that for every \(|\beta| \leq 2m + 2\),
\[
\int_0^t \|D^\beta \Delta v\|_{L^\infty} \leq \frac{C_5}{b} (1 - bt)^{-\sigma|\beta|}.
\]

We now estimate the last term in (4.50). We first assume \(|\beta| \leq 2m\), and we note that
\[
|G| \leq C_5 \sum_{|\gamma| + |\gamma_2| = \beta, |\gamma_1| \geq 1} \frac{|D^\gamma_1 (|v|^\alpha)| |D^\gamma_2 v|}{|v|}.
\]

Since \(1 \leq |\gamma_1| \leq 2m\), we may apply (3.25) with \(\beta\) replaced by \(\gamma_1\). Using also (4.14) and (3.15), we see that
\[
\|D^\gamma_1 (|v|^\alpha)|D^\gamma_2 v\|_{L^\infty} \leq \|D^\gamma_1 (|v|^\alpha)\|_{L^\infty} \|D^\gamma_2 v\|_{L^\infty} \leq C_5 \min\{1, (bG(t))^{1 - \frac{\alpha}{\beta\sigma}}\} (1 - bt)^{-|\gamma_1|\sigma - |\gamma_2|\sigma} \leq C_5 \min\{1, (bG(t))^{1 - \frac{\alpha}{\beta\sigma}}\} (1 - bt)^{-\sigma|\gamma_2| + \sigma}.
\]

Applying (4.6) of Lemma 4.2 with \(\nu = \sigma|\gamma_1|\), we deduce that
\[
\int_0^t (1 - bs)^{-\frac{1 - \alpha}{\alpha\sigma}} |G| \leq \frac{C_5}{b^{\frac{1 - \alpha}{\alpha\sigma}}} (1 - bt)^{-\sigma|\gamma_1|}.
\]

We now consider the case \(2m + 1 \leq |\beta| \leq 2m + 2\). Using (2.15) with \(\rho = \alpha\),
\[
|D^\beta (|v|^\alpha)| \leq \alpha |v|^\alpha \frac{|D^\beta v|}{|v|} + C |v|^\alpha \sup_{0 \leq |\beta_2| \leq |\beta| - 1} \prod_{\ell=1}^{[\beta]} |D^\beta_\ell v|.
\]

Moreover, using (2.15) with \(\rho = \alpha\) and \(\beta\) replaced by \(\gamma_1\),
\[
|D^\gamma_1 (|v|^\alpha)| \leq C |v|^\alpha \sup_{0 \leq |\beta_2| \leq |\gamma_1|} \prod_{\ell=1}^{[\beta]} |D^\beta_\ell v|.
\]

The two above inequalities imply
\[
|G| \leq |\lambda |\alpha |v|^\alpha \frac{|D^\beta v|}{|v|} + C_5 |v|^\alpha \sum_{0 \leq |\beta_2| \leq |\beta| - 1} \prod_{\ell=1}^{[\beta]} |D^\beta_\ell v|,
\]

so that
\[
\int_0^t (1 - bs)^{-\frac{1 - \alpha}{\alpha\sigma}} |G| \leq \tilde{I}_1 + \tilde{I}_2,
\]

(4.55)
where
\[ \tilde{I}_1 = |\lambda|\alpha \int_0^t (1 - bs)^{-\frac{4-N}{2}} |v|^\alpha |D^{\beta} v| \quad (4.56) \]
and
\[ \tilde{I}_2 = C_5 \int_0^t (1 - bs)^{-\frac{4-N}{2}} |v|^\alpha \sum_{0 \leq |\beta| \leq |\beta| - 1} \prod_{\ell=1}^{|\beta|} |D^{\beta} v| \quad (4.57) \]

We estimate \( \tilde{I}_1 \) given by (4.56). Using (4.15), (4.14) and (3.15),
\[ |\lambda|\alpha |v|^\alpha \frac{|D^{\beta} v|}{|v|} \leq 5\tilde{K}|\lambda| \left( \frac{1 + \alpha |3\lambda|}{|3\lambda|} \right) \min\{2K^\alpha, bG(t)\} (1 - bs)^{-\sigma|\beta|}. \]

Applying (4.7) of Lemma 4.2 with \( \nu = \sigma|\beta| \) and \( M = 2K^\alpha \), and then (3.8), we deduce as in (4.39) that
\[ \tilde{I}_1 \leq \left( \frac{C_5}{b^{\frac{3\alpha}{2\alpha}} + \tilde{K}} \right) (1 - bt)^{-\sigma|\beta|}. \quad (4.58) \]

Finally, we consider \( \tilde{I}_2 \) given by (4.57). We estimate \(|v|^\alpha\) by (3.22) and the terms \(|D^{\beta} v|\) by (4.14) and (3.15), and we obtain
\[ \||v|^\alpha \prod_{\ell=1}^{|\beta|} \frac{|D^{\beta} v|}{|v|}\|_{L^\infty} \leq C_5 \min\{1, bG(t)\} (1 - bt)^{-\sum_{\ell=1}^{|\beta|} \sigma|\beta|}. \]

Since \( \sum_{\ell=1}^{|\beta|} |\beta| = |\beta|, |\beta| \leq |\beta| - 1 \) and \( 2m + 1 \leq |\beta| \leq 2m + 2 \), it follows from (3.7) that
\[ \sum_{\ell=1}^{|\beta|} \sigma|\beta| \leq \sigma|\beta| - \sigma. \]
Moreover, \( \min\{1, bG(t)\} \leq \min\{1, (bG(t))^{1-\frac{2m}{N}}\} \), so that
\[ \||v|^\alpha \prod_{\ell=1}^{|\beta|} \frac{|D^{\beta} v|}{|v|}\|_{L^\infty} \leq C_5 \min\{1, (bG(t))^{1-\frac{2m}{N}}\} (1 - bt)^{-\sigma|\beta| + \sigma}. \]
Therefore, we deduce from estimate (4.6) of Lemma 4.2 with \( \nu = \sigma|\beta| \) that
\[ \tilde{I}_2 \leq \frac{C_5}{b^{\frac{2m}{N}}}(1 - bt)^{-\sigma|\beta|}. \quad (4.59) \]

Estimates (4.54), (4.55), (4.58) and (4.59) show that
\[ \int_0^t (1 - bs)^{-\frac{4-N}{2}} \|G\|_{L^\infty} \leq \left( \frac{C_5}{b^{\frac{3\alpha}{2\alpha}} + \tilde{K}} \right) (1 - bt)^{-\sigma|\beta|}, \quad (4.60) \]
for all \( |\beta| \leq 2m + 2 \). Now we deduce from (4.50), (4.51), (4.53) and (4.60) that if \( b_1 \geq b_0 \) is sufficiently large so that
\[ C_5 \left( \frac{1}{b_1} + \frac{1}{b_1^{\frac{2m}{N}}} \right) \leq \tilde{K}, \quad (4.61) \]
than
\[ \Phi_{4,T^*} \leq 2\tilde{K}, \quad (4.62) \]
provided \( b \geq b_1 \).

**Step 6. Conclusion.** We choose \( b_1 \geq b_0 \) sufficiently large so that (4.24), (4.32), (4.44), (4.46) and (4.61) are satisfied. It follows from (4.25), (4.33), (4.45), (4.47) and (4.62) that if \( b \geq b_1 \), then
\[ \Psi_{T^*} \leq 3\tilde{K}. \]
This contradicts (4.14) and completes the proof. \qed
5. Asymptotics for (NLS_b) and Proof of Theorem 1.1

In this section, we establish time-asymptotic estimates for the solutions of (NLS_b) given by Proposition 4.1, which we use to prove Theorem 1.1. The asymptotic estimates are given by the following result.

**Proposition 5.1.** Let \( \lambda \in \mathbb{C} \) satisfy \( \Im \lambda < 0 \). Assume (1.4), (1.5)–(1.7), (3.2) and let \( X \) be defined by (1.10). Let \( v_0 \in X \) satisfy (3.18) for some \( K \geq 1 \), let \( b > b_1 \) where \( b_1 \) is given by Proposition 4.1, and let \( v \in C((0, \frac{1}{b}), X) \) be the solution of (NLS_b) given by Proposition 4.1. It follows that there exist \( C, \delta > 0, \eta > \frac{N}{2} \) and \( f_0, \omega_0 \in L^\infty(\mathbb{R}^N) \cap C(\mathbb{R}^N) \) with \( \|f_0\|_{L^\infty} \leq \frac{1}{2} \) and \( \langle \cdot \rangle^\eta \omega_0 \in L^\infty(\mathbb{R}^N) \) such that

\[
\|\langle \cdot \rangle^\eta [v(t, \cdot) - \omega_0(\cdot)\psi(t, \cdot)e^{-i\theta(t, \cdot)}]\|_{L^\infty} \leq C(1 - bt)^{-\frac{2-\eta}{2\alpha}} - \delta,
\]

for all \( 0 \leq t < \frac{1}{b} \), where

\[
\psi(t, x) = \left(1 + f_0(x) + \frac{2\alpha(3\lambda)}{b(2 - N\alpha)} |v_0(x)|^\alpha [(1 - bt)^{-\frac{2-\eta}{2\alpha}} - 1]\right)^{\frac{1}{2}}
\]

and

\[
\theta(t, x) = \frac{3\lambda}{2\alpha} \log \psi(t, x).
\]

Moreover,

\[
|\omega_0|^\alpha = \frac{|v_0|^\alpha}{1 + f_0}.
\]

In addition,

\[
(1 - bt)^{-\frac{2-\eta}{2\alpha}} \|v\|_{L^\infty} \xrightarrow{t \uparrow \frac{1}{b}} \frac{b(2 - N\alpha)}{2\alpha(3\lambda)}
\]

and there exist two constants \( 0 < a \leq A < \infty \) such that

\[
a(1 - bt)^{(1\frac{1}{2} - \frac{a}{2} - \frac{a}{2\alpha})(1 - \frac{\eta}{2\alpha})} \leq \|v(t)\|_{L^2} \leq A(1 - bt)^{(1\frac{1}{2} - \frac{a}{2} - \frac{a}{2\alpha})(1 - \frac{\eta}{2\alpha})},
\]

for all \( 0 \leq t < \frac{1}{b} \).

**Proof.** Using the a priori estimates of Proposition 4.1, we follow the proof of [2, Proposition 4.1].

We recall that (4.2) and (4.3) hold. Also, since \( b_1 \geq b_0 \) of Proposition 3.2, \( v \) satisfies (3.32) and (3.22). In particular

\[
|v(t, x)| \leq C \min\{|x|^{-n}, (1 - bt)^{-\frac{2-\eta}{2\alpha}}\}, \tag{5.7}
\]

for all \( x \in \mathbb{R}^N \) and \( \frac{1}{b} \leq t < \frac{1}{b} \). We let \( f \in C((0, \frac{1}{b}) \times \mathbb{R}^N) \) be defined by (3.34). It follows from (4.2), (4.3), (3.37) with \( K_1 \) replaced by \( 5K \), and (3.38) that

\[
\|f(t, \cdot) - f(s, \cdot)\|_{L^\infty(\mathbb{R}^N)} \leq C \int_t^s (1 - br)^{-\frac{2-\eta}{2\alpha} - 2\sigma} dr \leq C(1 - bt)^{-\frac{2-\eta}{2\alpha} - 2\sigma},
\]

for all \( 0 \leq t < s < \frac{1}{b} \). Thus we see that \( f(t, \cdot) \) is convergent in \( L^\infty(\mathbb{R}^N) \) as \( t \uparrow \frac{1}{b} \). Then \( f \) can be extended to a continuous function \( [0, \frac{1}{b}] \to L^\infty(\mathbb{R}^N) \). We set

\[
f_0(x) = f\left(\frac{1}{b}, x\right) = -\alpha \int_0^{\frac{1}{b}} |v_0(x)|^\alpha |v(s, x)|^{-\alpha - 1} L(s, x) ds, \tag{5.8}
\]

so that \( f_0 \in L^\infty(\mathbb{R}^N) \cap C(\mathbb{R}^N) \) and

\[
\|f(t) - f_0\|_{L^\infty} \leq C(1 - bt)^{1 - \frac{2-\eta}{2\alpha} - 2\sigma}. \tag{5.9}
\]

Moreover, using (4.3),

\[
\|f(t)\|_{L^\infty} \leq \frac{1}{4}. \tag{5.10}
\]
for all $0 \leq t \leq \frac{1}{b}$, and so
\[ \|f_0\|_{L^\infty} \leq \frac{1}{4}. \] (5.11)
In particular, $1 + f_0 > 0$, so that by (5.2),
\[ 0 < \psi(t, x) \leq 1 \] (5.12)
for all $0 \leq t < \frac{1}{b}$ and $x \in \mathbb{R}^N$. Moreover, it follows from (5.10) and (5.11) that
\[ \max\left\{ \frac{1}{H}, \frac{1}{\tilde{H}} \right\} \leq 2, \] (5.13)
for all $0 \leq t < \frac{1}{b}$, where $H$ is defined by (3.33) and
\[ \tilde{H}(t, x) = 1 + f_0(x) + \frac{2\alpha|\Im\lambda|}{b(2 - N\alpha)}|v_0(x)|^\alpha[(1 - bt)^{-\frac{2-N\alpha}{2}} - 1]. \]
Note also that by (5.10), (5.11) and (3.18),
\[ \langle x \rangle^{\alpha\min\{\tilde{H}, H\}} \geq \frac{2\alpha|\Im\lambda|}{b(2 - N\alpha)}\langle x \rangle^n|v_0(x)|^\alpha[(1 - bt)^{-\frac{2-N\alpha}{2}} - 1] \]
\[ \geq \frac{2\alpha|\Im\lambda|}{b(2 - N\alpha)K_\alpha}[(1 - bt)^{-\frac{2-N\alpha}{2}} - 1], \]
so that
\[ \max\left\{ \frac{1}{H}, \frac{1}{\tilde{H}} \right\} \leq C(1 - bt)^{\frac{2-N\alpha}{2}} \langle x \rangle^{\alpha\min\{\tilde{H}, H\}}, \] (5.14)
for $\frac{1}{b} \leq t < \frac{1}{b}$. Moreover, it follows from (5.9) that
\[ \left\| \frac{\tilde{H}}{H} - 1 \right\|_{L^\infty} = \left\| \frac{f(t) - f_0}{H} \right\|_{L^\infty} \leq C. \] (5.15)
We now set
\[ \tilde{v}(t, x) = \left( \frac{|v_0(x)|^\alpha}{H(t, x)} \right)^\frac{1}{\sigma}. \] (5.16)
It follows from (3.32), (5.16), (5.9), (5.13) and (5.14) that
\[ \left\| |v(t, \cdot)|^\alpha - \tilde{v}(t, \cdot)|^\alpha \right\|_{L^\infty} = \left\| \langle \cdot \rangle^n|v_0| |f(t) - f_0\rangle_{\langle \cdot \rangle^{2\alpha} H H} \right\|_{L^\infty} \leq C(1 - bt)^{1-2\sigma}, \]
and
\[ \left\| |v(t, \cdot)|^\alpha - \tilde{v}(t, \cdot)|^\alpha \right\|_{L^\infty} = \left\| \langle \cdot \rangle^n|v_0| \langle f(t) - f_0\rangle_{\langle \cdot \rangle^{2\alpha} H H} \right\|_{L^\infty} \leq C(1 - bt)^{1-2\sigma + \frac{2-N\alpha}{2}}, \]
for all $\frac{2}{5} \leq t < \frac{1}{b}$. Therefore, given any $0 < \rho \leq 1$, we have
\[ \left\| |v(t, \cdot)|^\alpha - \tilde{v}(t, \cdot)|^\alpha \right\|_{L^\infty} \leq C(1 - bt)^{1-2\sigma + \rho\frac{2-N\alpha}{2}}, \] (5.17)
for all $\frac{2}{5} \leq t < \frac{1}{b}$. Next, we introduce the decomposition
\[ v(t, x) = \omega(t, x) \psi(t, x)e^{-i\theta(t, x)}, \] (5.18)
where $\psi(t, x)$ and $\theta(t, x)$ are defined by (5.2) and (5.3) respectively. Differentiating (5.18) with respect to $t$, we obtain
\[ i\partial_t \omega = i\frac{e^{i\theta}}{\psi} \partial_t \psi - i\omega \frac{\partial_t \psi}{\psi} - \omega \partial_t \theta. \] (5.19)
On the other hand, it follows easily from (5.2), (5.3) and (5.16) that
\[
\frac{\partial_t \psi}{\psi} = \Im \lambda (1 - bt)^{-\frac{4-N\alpha}{2}} e^{\alpha},
\]
\[
\partial_t \theta = \Re \lambda (1 - bt)^{-\frac{4-N\alpha}{2}} e^{\alpha}.
\]
Therefore, we deduce from (5.19), (5.18) and (NLS) that
\[
i \partial_t \omega = i \frac{e^{i\theta}}{\psi} \partial_t v - \omega (1 - bt)^{-\frac{4-N\alpha}{2}} \lambda e^{\alpha}
\]
\[
= \frac{e^{i\theta}}{\psi} (i \partial_t v - \lambda (1 - bt)^{-\frac{4-N\alpha}{2}} e^{\alpha} v)
\]
\[
= \frac{e^{i\theta}}{\psi} (-\Delta v + \lambda (1 - bt)^{-\frac{4-N\alpha}{2}} (|v|^{\alpha} - \tilde{v}^{\alpha}) v).
\]

We claim that there exists \( \eta > 0 \) such that
\[
0 \leq \eta \leq n, \tag{5.21}
\]
\[
\eta \geq n (1 - \alpha), \tag{5.22}
\]
\[
\eta > \frac{N}{2}, \tag{5.23}
\]
\[
2\sigma + 2 - \frac{N\alpha}{2} \left[ \frac{\eta + n\alpha}{n\alpha} \right] < 1. \tag{5.24}
\]
Indeed, if \( \alpha \geq \frac{4}{5} \), we let \( \eta = \frac{4}{5} \). Conditions (5.21) and (5.22) are obviously satisfied, and (5.23) follows from the first inequality in (3.1). Moreover, (5.24) is equivalent to
\[
2\sigma < \frac{N}{2} \left( \alpha + \frac{1}{2} \right) - \frac{1}{5\alpha}.
\]
Since \( \alpha \geq \frac{4}{5} \) and \( N \geq 1 \), the right-hand side of the above inequality is \( \geq \frac{1}{5} \). Since \( \sigma < \frac{1}{5} \) by the fourth inequality in (3.2) and (1.5) we see that (5.24) is satisfied.
If \( \alpha < \frac{4}{5} \), we let \( \eta = n(1 - \alpha) \), so that (5.21) and (5.22) hold. Moreover, \( \eta \geq \frac{n}{2} \) so that (5.23) follows from the first inequality in (3.1). Furthermore, (5.24) is equivalent to \( \sigma < \frac{(N+2)\alpha - 2}{4\alpha} \), which is a consequence of the last inequality in (3.2).

We fix \( \eta > 0 \) satisfying (5.21)–(5.24) and we let
\[
\delta = 1 - \frac{2-N\alpha}{2\alpha} - 2\sigma - \frac{2-N\alpha}{2} \left[ \frac{\eta - n(1 - \alpha)}{n\alpha} \right] > 0. \tag{5.25}
\]
It follows from (5.20) that
\[
\left\| \langle \cdot \rangle^\delta \partial_t \omega \right\|_{L^\infty} \leq \left\| \langle \cdot \rangle^\delta \frac{\Delta v}{\psi} \right\|_{L^\infty} \left(\left\| \frac{\Delta v}{\langle \cdot \rangle^{n-\eta} |v|} \right\|_{L^\infty} + |\lambda|(1 - bt)^{-\frac{4-N\alpha}{2}} \left\| \frac{|v|^{\alpha} - \tilde{v}^{\alpha}}{\langle \cdot \rangle^{n-\eta}} \right\|_{L^\infty} \right). \tag{5.26}
\]
Applying (3.18) (3.32) (5.2), (5.11) and (5.15), we obtain
\[
\left\| \langle \cdot \rangle^\delta \frac{\Delta v}{\psi} \right\|_{L^\infty} = \left\| \langle \cdot \rangle^\delta \frac{v}{\psi} \left( \frac{1}{1 + \tilde{H}} \tilde{H} \right)^{\frac{1}{2}} \right\|_{L^\infty} \leq C. \tag{5.27}
\]
Moreover, by (4.2) and (3.15),
\[
\left\| \frac{\Delta v}{\langle \cdot \rangle^{n-\eta} |v|} \right\|_{L^\infty} \leq \left\| \frac{\Delta v}{|v|} \right\|_{L^\infty} \leq 5 \tilde{K} (1 - bt)^{-2\sigma}. \tag{5.28}
\]
Furthermore, since \( 0 \leq n - \eta \leq n\alpha \), it follows from (5.17) with \( \rho = \frac{n-\eta}{n\alpha} \) that
\[
\left\| \frac{|v|^{\alpha} - \tilde{v}^{\alpha}}{\langle \cdot \rangle^{n-\eta}} \right\|_{L^\infty} \leq C(1 - bt)^{1-2\sigma + \frac{(n-\eta)(2-N\alpha)}{n\alpha}}. \tag{5.29}
\]
We deduce from (5.26)-(5.29) that
\[
\|\langle \cdot \rangle^\alpha \partial_t \omega \|_{L^\infty} \leq C(1 - bt)^{-2\sigma} + C(1 - bt)^{-2\sigma - \frac{2 - N\alpha}{\alpha}}.
\]
(5.30)
Moreover, \(1 + f \langle \cdot \rangle \) implies that
\[
\|\langle \cdot \rangle^\alpha (\omega(t) - \omega(s))\|_{L^\infty} \leq C(1 - bt)^{1 - 2\sigma - \frac{2 - N\alpha}{\alpha}},
\]
for all \(\frac{1}{2} \leq t < s \leq \frac{1}{\lambda}t\). We conclude that \(\omega_0 \in L^\infty(\mathbb{R}^N) \cap C(\mathbb{R}^N)\) such that \(\langle x \rangle^n \omega_0 \in L^\infty(\mathbb{R}^N)\) and
\[
\|\langle \cdot \rangle^\alpha (\omega(t) - \omega_0)\|_{L^\infty} \leq C(1 - bt)^{1 - 2\sigma - \frac{2 - N\alpha}{\alpha}},
\]
(5.31)
for all \(\frac{1}{2} \leq t < \frac{1}{\lambda}t\). Moreover, (5.18) and (5.27) imply that \(\|\langle \cdot \rangle^\alpha \psi(t)\|_{L^\infty} \leq C\), so that \(\langle \cdot \rangle^\alpha \psi \in L^\infty(\mathbb{R}^N)\). Applying (5.18), (5.12) and (5.31), we obtain
\[
\|\langle \cdot \rangle^\alpha (x(t) - \psi(t) - \omega(t) - \omega_0)\|_{L^\infty} \leq C(1 - bt)^{1 - 2\sigma - \frac{2 - N\alpha}{\alpha}},
\]
for all \(\frac{1}{2} \leq t < \frac{1}{\lambda}t\). This proves the asymptotic estimate (5.1) for \(\frac{1}{2} \leq t < \frac{1}{\lambda}t\). For \(0 \leq t \leq \frac{1}{2}t\), it is clearly satisfied by possibly choosing \(C\) larger.

Now, we prove (5.4). It follows from (5.17) and (5.18) that
\[
\|\omega(t)\|_{L^\infty} C(1 - bt)^{1 - 2\sigma}.
\]
(5.32)
Using (5.2) and (5.16), we deduce that
\[
\left\| \frac{\omega(t)^\alpha - |v_0|^\alpha}{\tilde{H}} \right\|_{L^\infty} \leq C(1 - bt)^{1 - 2\sigma}.
\]
Since by (3.18) and (5.11)
\[
\tilde{H} \leq C(1 - bt)^{-\frac{2 - N\alpha}{\alpha}},
\]
we conclude that
\[
\|\omega(t)^\alpha (1 + f_0) - |v_0|^\alpha\|_{L^\infty} \leq C(1 - bt)^{1 - 2\sigma - \frac{2 - N\alpha}{\alpha}} \to 0.
\]
(5.33)
Applying (5.31), we obtain property (5.4).

Next we prove (5.5). Set
\[
Z(t, x) = (1 - bt)^{-\frac{2 - N\alpha}{\alpha}} \tilde{v}(t, x)^\alpha.
\]
(5.34)
It follows from (5.16) that
\[
Z(t, x) = \frac{|v_0(x)|^\alpha (1 - bt)^{-\frac{2 - N\alpha}{\alpha}}}{1 + f_0(x) + \frac{2|v_0(x)|^\alpha}{\delta(2 - N\alpha)} |v_0(x)|^\alpha [(1 - bt)^{-\frac{2 - N\alpha}{\alpha}} - 1]}
\]
Since \(1 + f_0 \geq 0\) by (5.11), we obtain
\[
Z(t, x) \leq \frac{b(2 - N\alpha)}{2|v_0|^\alpha [3\lambda]} \frac{1}{1 - (1 - bt)^{-\frac{2 - N\alpha}{\alpha}}}
\]
so that
\[
\limsup_{t \to \frac{1}{\lambda}t} \|Z(t)\|_{L^\infty} \leq \frac{b(2 - N\alpha)}{2|v_0|^\alpha [3\lambda]}.
\]
Moreover, \(1 + f_0 \leq 2\), so that
\[
Z(t, 0) \geq \frac{|v_0(0)|^\alpha (1 - bt)^{-\frac{2 - N\alpha}{\alpha}}}{2 + \frac{2|v_0(0)|^\alpha [3\lambda]}{2 - N\alpha} |v_0(0)|^\alpha [(1 - bt)^{-\frac{2 - N\alpha}{\alpha}} - 1]}
\]
Since \(|v_0(0)| > 0\) by (3.18), we deduce that
\[
\liminf_{t \uparrow \frac{1}{b}} \|Z(t)\|_{L^\infty} \geq \frac{b(2 - N\alpha)}{2\alpha|\Re\lambda|}.
\]
Thus we see that
\[
\|Z(t)\|_{L^\infty} \xrightarrow{t \to \frac{1}{b}} \frac{b(2 - N\alpha)}{2\alpha|\Re\lambda|}.
\]
Applying (5.34) and (5.17), we deduce that
\[
\|(1 - bt)^{-\frac{2-N\alpha}{2}}|v(t)|^\alpha - Z(t)\|_{L^\infty} = (1 - bt)^{-\frac{2-N\alpha}{2}} \|v(t)|^\alpha - \tilde{v}(t)^\alpha\|_{L^\infty}
\leq C(1 - bt)^{1-(2-N\alpha)-2\sigma} \xrightarrow{t \to \frac{1}{b}} 0,
\]
so that (5.5) follows from (5.35).

Finally we prove (5.6), and we let \(\frac{1}{b} \leq t < \frac{1}{\delta}\). It follows from (5.7) that
\[
\int_{\mathbb{R}^N} |v(t)|^2 = \int_{\{x\}> \frac{1}{b}} x > (1 - bt)^{-\frac{2-N\alpha}{2}} |v(t)|^2 + \int_{\{x\}< \frac{1}{b}} x < (1 - bt)^{-\frac{2-N\alpha}{2}} |v(t)|^2
\leq C \int_{\{x\}> \frac{1}{b}} x > (1 - bt)^{-\frac{2-N\alpha}{2}} (x)^{2n} + C \int_{\{x\}< \frac{1}{b}} x < (1 - bt)^{-\frac{2-N\alpha}{2}} (1 - bt)^{2-N\alpha}
\leq C(1 - bt)^{-\frac{2-N\alpha}{2}}(1 - \frac{1}{\delta})^2,
\]
which proves the upper estimate in (5.6). Next, using (5.11), we see that
\[
\tilde{H}^\frac{1}{b} \leq \begin{cases} C, & \langle x \rangle > (1 - bt)^{-\frac{2-N\alpha}{2n}}, \\
C\langle x \rangle^{-n}, & \langle x \rangle < (1 - bt)^{-\frac{2-N\alpha}{2n}}. \end{cases}
\]
Applying (3.32) and \(|v_0(x)| \geq K^{-1}(x)^{-n}\) (by (3.18)), we deduce that
\[
|v(t, x)| \geq \begin{cases} c(x)^{-n}, & \langle x \rangle > (1 - bt)^{-\frac{2-N\alpha}{2n}}, \\
c, & \langle x \rangle < (1 - bt)^{-\frac{2-N\alpha}{2n}}, \end{cases}
\]
for some \(c > 0\). Therefore,
\[
\int_{\mathbb{R}^N} |v(t)|^2 \geq c \int_{\{x\}> \frac{1}{b}} x > (1 - bt)^{-\frac{2-N\alpha}{2n}} (x)^{-2n} + c \int_{\{x\}< \frac{1}{b}} x < (1 - bt)^{-\frac{2-N\alpha}{2n}} (1 - bt)^{2-N\alpha},
\]
from which the lower estimate in (5.6) follows. This completes the proof.

We are now in a position to prove Theorem 1.1.

**Proof of Theorem 1.1.** Let \(v_0 \in \mathcal{X}\) satisfy (1.11), and set
\[
K = \|v_0\|_{\mathcal{X}} + \left(\inf_{x \in \mathbb{R}^N} \langle x \rangle^n |v_0(x)|\right)^{-1}.
\]
Let \(b \geq b_1\), where \(b_1\) is given by Proposition 4.1 for this value of \(K\), and let \(v \in C([0, \frac{1}{b}), \mathcal{X})\) be the solution of \((\text{NLS}_0)\) given by Proposition 4.1. Let \(f_0, \omega_0, \theta, \psi\) be given by Proposition 5.1. Set
\[
u(t, x) = (1 + bt)^{-\frac{N}{2}} e^{\frac{ibt + \theta}{1 + bt}} v\left(\frac{t}{1 + bt}, \frac{x}{1 + bt}\right), \quad t \geq 0, \ x \in \mathbb{R}^N.
\]
It follows that \(\nu \in C([0, \infty), H^1(\mathbb{R}^N))\) is the solution of \((\text{NLS})\) with the initial value \(\nu_0(x) = e^{\frac{ibt + \theta}{1 + bt}} v_0(x)\). Since \(\eta > \frac{N}{2}\), the estimate (5.1) implies
\[
\|v(t, x) - \omega_0(x) \varphi(t, x) e^{-ib(t, x)}\|_{L^\infty L^2} \leq C(1 - bt)^{\frac{2-N\alpha}{2n} + \delta}.
\]
Then, (1.12) follows from (5.1). By using (5.36), we see that (1.13) and (1.14) are consequences of (5.5) and (5.6), respectively. This completes the proof. \(\square\)
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