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We discuss the effect of the dielectric environment (substrate/bottom oxide, gate insulator, and metal gates) on electronic transport in two-dimensional (2D) transition metal dichalcogenides (TMD) monolayers. We employ well-known \textit{ab initio} methods to calculate the low-field carrier mobility in free-standing layers and use the dielectric continuum approximation to extend our study to layers in double-gate structures, including the effects of dielectric screening of the electron-phonon interaction caused by the bottom oxide and the gate insulator, and of scattering with hybrid interface optical-phonon/plasmon excitations (‘remote phonon scattering’). We find that the presence of insulators with a high dielectric constant may improve significantly the carrier mobility. However, scattering with the interface hybrid excitations negates this gain and degrades the mobility significantly below its free-standing value. We find that this process is dominated by long-wavelength interactions that, for the carrier sheet-density of interest, are strongly affected by the coupling with the 2D plasmons. Considering 2D layers in a double-gate geometry with SiO$_2$ as bottom-oxide and various top-gate insulators, we find that the mobility decreases as the top-insulator dielectric constant increases (from hBN to ZrO$_2$), as expected. However, we observe two main deviations from this trend: A high mobility is predicted in the case of the weakly polar hBN, and a mobility much lower than expected is calculated in the case of gate-insulator/TMD/bottom-oxide stacks in which two or more polar materials have optical-phonon with similar resonating frequencies. We also find that the effect of screening by metal gates is noticeable but not particularly strong. Finally, we discuss the effect of the TMD dielectric constant, of the free-carrier density, and of temperature on the transport properties of TMD monolayers.

I. INTRODUCTION

A. Supported and gated 2D materials

The recent interest in two-dimensional (2D) materials, motivated by the search for alternatives to Si in the very large scale integration (VLSI) technology, has benefited from recent advances in density functional theory (DFT) that now permits the calculation not only of the excitation spectrum of a crystal, but also of the electron-phonon matrix elements and of the low-field carrier mobility (see, for example, Refs. [1] and [2]). Indeed, limiting our attention to transition metal dichalcogenides (TMD) monolayers, that constitute the focus of our work, \textit{ab initio} methods have been used to predict the carrier mobility in a variety of them, for example by Jin and coworkers [3], by Gunst et al. [4], by Sohier and coworkers [1], and by Rawat et al. [5]. For MoS$_2$ in particular, similar studies have been reported by Kaasbjerg and coworkers [6], by Restrepo et al. [7], by Li and coworkers [8], and by our own group [9]. An \textit{ab initio} study of quantum electron transport in MoS$_2$ field effect transistors (FETs) has also been reported by Szabó et al. [10].

Unfortunately, so far the vast majority of these first-principles studies have focused mainly on electronic transport in \textit{ideal free-standing} layers (with the notable exceptions discussed in the next subsection), ignoring the effect that the dielectric environment (that is, the insulating substrate, the gate insulator(s), and the metal gates) may have on the charge-transport characteristics of the material. These are more than mere deviations from ideality, since in almost all applications the monolayers are supported by an insulating substrate and must be gated, implying the presence of a gate insulator and gate contact(s). Therefore, charge transport in these van der Waals (vdW) monolayers is controlled not only by their ‘bulk’ properties, but also by the proximity of these polar insulators. Their influence goes beyond process-dependent effects, such as the presence of defects, charge impurities, non-ideal interfaces, which one may always hope to minimize by optimizing the technology, much as in the case of interface roughness for Si-based devices. Indeed, the dielectric polarization of the top and bottom insulators may screen the ‘out-of-plane’ electric-field lines, enhancing screening of all Coulomb interactions, including scattering with the 2D phonons of the monolayers. Moreover, the plasma excitations of the two-dimensional electron gas (2DEG, the monolayer) and the optical phonons present in the system (substrate, gate insulator, and the 2D layer itself, if polar) contribute to the formation of hybrid interface excitations resulting from the coupling of these eigenmodes of the system. Scattering of electrons (and holes) with these hybrid interface plasmon/optical-phonon excitations (IPPs) is an additional process that affects electronic transport. This
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process goes under the somewhat improper name of ‘remote phonon scattering’. Here we shall avoid the use of this confusing term and refer to it more appropriately as to ‘IPP scattering’.

Before moving to the main subject of this work, we should point out that charge carriers may interact with excitations at the interface between the TMD layer and the insulator not only via the polar (Fröhlich-like) interactions that we consider here, but also via nonpolar (deformation-potential) interactions. An ab initio study of these nonpolar processes at the MoS$_2$/hBN interface has been presented recently by Fiore et al. [11]. Their effect on charge transport appears to be small, so we shall ignore them here. However, they may affect the thermal properties of material.

## B. Overview of previous work on electron-IPP scattering

Scattering with these hybrid IPPs, or simply scattering with interface optical modes decoupled from 2D plasmons (SOs), has been investigated at length in the past employing the dielectric continuum approximation (that we shall adopt here). Scattering of electrons with surface optical modes at the Si/SiO$_2$ interface was first considered by Wang and Mahan [12], already in 1972, starting from Fuchs and Kliever’s work [13]. Taking hint from this study, the issue was reconsidered by Hess and Vogl [14] (who coined the term ‘remote phonons’) – ironically suggesting the use of low-$\kappa$ gate insulators to boost the electron mobility in Si inversion layers –, by Moore and Ferry [15], and by Bechstedt and Enderlein [16] – accounting for the dependence of the process on the 2D carrier density – in the 1980s. Full coupling to polycrystalline-Si gate and inversion-layer 2D plasmons (important at the long wavelengths at which the interaction is strong) was considered by Fischetti et al. [17] in 2001, although Toninetti et al. [18], in critically revisiting the problem a decade later, argued that plasmon-phonon hybridization does not play any major role (at least in the Si/SiO$_2$ system and at sufficiently short wavelengths. We shall show below that this is not the case, at least in the systems considered here).

The study of electron scattering with the IPPs and/or SOs also been extended to other materials and interfaces: To supported and/or gated graphene [19–23], to carbon nanotubes [24], to Si nanowires [25], to III-V [26–29], and to III-nitrides heterostructures [30, 31].

Coming to the structures considered here, several studies have been performed in the past using a variety of approximations: Zeng et al. [32] considered supported and gated MoS$_2$ monolayers, ignoring coupling to plasmons. The dependence of the SO scattering strength on the dielectric environment in MoS$_2$ monolayers sandwiched between a substrate and a gate insulator was also studied by Ma and Jena [33], also ignoring the full coupling to plasmons and using a simplified form of the scattering potential. The same simplified model was employed by Hosseini et al. [34] to study strained TMDs. Supported and gated InSe monolayers were considered by Chang and co-workers [35], also ignoring coupling to plasmons, but considering the screening effect of a metal gate.

Of particular interest is the work done by Hauber and Fahy [36]. They have performed an analysis of the plasmon/optical-phonon excitations in several bulk III-V compound semiconductors and in supported-and-gated hBN and MoS$_2$ monolayers. Their analysis bypasses many of the approximations employed in all the previous studies that we have just mentioned. In particular, they have considered fully the plasmon-phonon coupling, also accounting (correctly) for the IPP lifetime (and, so, for Landau damping), treating electron and IPP transport self-consistently. However, given the complexity of their formulation, they have analyzed only one TMD system (supported and gated MoS$_2$ but without gate screening) and a limited set of dielectrics (SiO$_2$ and HfO$_2$), in addition to vacuum. Moreover, they did not use ab initio methods to deal with band-structure-related effects entering the calculation of other scattering processes (mainly, scattering with bulk TMD phonons).

Finally, of note is a comprehensive study of IPPs in vdW heterostructures performed by Zhang and co-workers [37], showing experimentally the existence of these modes and the validity of the long-wavelength approximation used to compute their dispersion. This is notable because the term ‘remote phonons’ has caused some confusion: As recently shown by Dyson and Ridley [38], what may be properly called electron scattering with ‘remote-phonons’ (that is: electrons in the semiconducting layer interacting with the dipole field generated by optical phonons in an adjacent insulator) is a process with negligible strength. Unfortunately, as we have already remarked, this term has come to label improperly the very different process we consider here, namely, electron scattering with the hybrid interface excitations.

Experimental information that may confirm conclusively the importance of electron-IPP scattering is still controversial. While the degradation of the mobility in channels supported and/or gated by high-$\kappa$ dielectrics is well established, alternative processes, such as remote Coulomb scattering [39–42] or scattering with interface dipoles [43], have been proposed to explain the observations. As a result, whereas several studies claim to have proven experimentally that the carrier mobility is controlled by electron-IPP scattering, (for example, Ref. [44] for the Si/SiO$_2$ system, Ref. [45] for the InGaO$_{53}$/As$_{0.47}$/HfO$_2$ stacks, or Ref. [46] for MoS$_2$ supported by SiO$_2$, HfO$_2$, or Al$_2$O$_3$), other experimental studies have found that the observed mobility degradation is due mainly some of these alternative processes, such interface dipoles [43] or Coulomb scattering [47].

Even more controversial is the possibility that an ideal metal gate may screen the IPP scattering potential: No evidence of this effect has been reported by Maitra et al. in Si metal-oxide-semiconductor FETs (MOSFETs) [48]; however, it has been observed in other systems, such
as organic and InGaZnO thin-film transistors [49, 50]. Laikhtman and Solomon have even predicted theoretically anti-screening effects due to a metal gate [51].

Another gate-related effect is the predicted depression of the electron mobility in polycrystalline Si (poly-Si) gate MOSFETs due to a resonance between gate plasmons and insulator optical-phonons. This has been proposed by Kotlyar et al. [52], by Shah and De Souza [53], and by Suleiman et al. [54]. This, as well as the other issue mentioned above, will be discussed below.

C. Aim and organization of this work

The aim of this work is to provide a comprehensive study of the effect of IPP scattering on the low-field mobility of electrons and holes, mostly at 300 K, employing physical models – within the dielectric continuum approximation – that bypass several approximations that are often used. Namely, we employ ab initio (DFT) methods to calculate the band structure of the TMDs, the 2D 'bulk' phonon dispersion, and the electron-phonon matrix elements; we account fully for the presence of the dielectrics by considering not only scattering with fully hybridized IPPs but also for the screening effects of the insulators on the strength of the interaction with bulk 2D phonons (an effect not considered previously) and, finally, we consider also the role played by nearby ideal-metal gates in screening both the bulk electron-phonon and IPP scattering. Finally, we use full-band Monte Carlo simulations to calculate the low-field mobility, thus addressing concerns raised by Toniutti Monte Carlo simulations to calculate the low-field mobility, thus addressing concerns raised by Toniutti et al. [55]. This, as well as the other issue mentioned above, will be discussed below.

We organize our discussion as follows: In Section II, we present the theoretical model and computational methods used to calculate the carrier mobility in different monolayer TMDs accounting for presence of different dielectric environments. In Section III, we present results for the carrier mobility in the various TMD monolayers we have considered and discuss in detail how the dielectric environment affects their transport properties. Finally, we present our conclusions in Sec. IV.

II. THEORETICAL MODEL

Throughout our discussion, we use the dielectric-continuum limit, the long-wavelength limit of the dielectriconic response of all materials; and, for the insulators, we ignore details about their morphology (crystalline, polycrystalline, or amorphous), treating them as isotropic amorphous media. Furthermore, we consider only a maximum of two optical phonons per material, those with the largest oscillator strength, as measured by Fourier-transform infrared spectroscopy, as explained in Ref. [17].

As a matter of notation, we employ lower-case bold symbols (such as \( \mathbf{r} \) or \( \mathbf{k} \)) to denote 3-vectors and upper-case bold symbols (such as \( \mathbf{R} \) or \( \mathbf{K} \)) to denote 2-vectors on the \((x, y)\) plane of the layer. We use SI units and denote by \( \hbar \) the magnitude of the electron charge, by \( m_0 \) the free electron mass, by \( \epsilon_0 \) the permittivity of vacuum, by \( h \) the reduced Planck’s constant, by \( T \) the absolute temperature, and by \( k_B \) Boltzmann’s constant. Other quantities will be defined as needed. Finally, to avoid a cumbersome notation with too many subscripts, occasionally we shall be guilty of using an improper notation by denoting the functional dependence of several quantities on independent variables as subscripts or within parentheses (e.g., \( \epsilon(Q, \omega) \) or \( \epsilon_Q \)), regardless of whether we use finite-volume or infinite-volume normalization.

A. The system

The system we consider, shown in Fig. 1, consists of an ideal (bottom) metal gate in the region \( z \leq -t_b \); an

![FIG. 1. Schematic diagram of the double-gated TMD monolayer considered here.](image)
ulator (which can be viewed either as a substrate, when $t_b \to \infty$, or as a bottom gate insulator) with dielectric function $\varepsilon_{\text{box}}(\omega)$ in the region $-t_b < z < 0$; a 2D layer of thickness $h$ and dielectric function $\varepsilon_{2D}(Q, \omega)$ in the region $0 < z < h$; a gate insulator with dielectric function $\varepsilon_{\text{tox}}(\omega)$ in the region $h < z < h + t_t$; an ideal metal in the half-space $z > h + t_t$. Ignoring the confinement of the lattice vibrations in thin layers, an effect that may weaken the ionic dielectric response of thin dielectrics and has been studied by Laikhtman and Solomon [51], for the insulators we assume the ‘bulk’ long-wavelength limit of the dielectric functions, dependent on the frequency $\omega$, assuming only two optical phonons in each oxide, as explained above:

$$
\varepsilon_{\text{box}}(\omega) = (\varepsilon_{\text{box}}^{(0)} + (\varepsilon_{\text{box}}^{(\infty)} - \varepsilon_{\text{box}}^{(0)}) \frac{\omega^2}{\omega^2_{\text{TO},1} - \omega^2} + (\varepsilon_{\text{box}}^{(\infty)} - \varepsilon_{\text{box}}^{(\text{mid})}) \frac{\omega^2_{\text{TO},2}}{\omega^2_{\text{TO},2} - \omega^2},
$$

(1)

$$
(\varepsilon_{\text{tox}}^{(\infty)} - \varepsilon_{\text{tox}}^{(0)}) \frac{\omega^2}{\omega^2_{\text{TO},3} - \omega^2} + (\varepsilon_{\text{tox}}^{(\infty)} - \varepsilon_{\text{tox}}^{(\text{mid})}) \frac{\omega^2_{\text{TO},4}}{\omega^2_{\text{TO},4} - \omega^2},
$$

(2)

having indicated with $\omega_{\text{TO},1}$ and $\omega_{\text{TO},2}$ the low- and high-frequency optical phonons of the substrate insulator, with $\omega_{\text{TO},3}$ and $\omega_{\text{TO},4}$ the low- and high-frequency optical phonons of the gate insulator, and with $\varepsilon^{(0)}$, $\varepsilon^{(\text{mid})}$ and $\varepsilon^{(\infty)}$ the static, intermediate, and optical dielectric constants of the insulators. As mentioned above, since we assume amorphous insulators, it is reasonable to treat them as isotropic dielectrics, we do not need to specify whether these dielectric functions are transverse or longitudinal components of the full dielectric tensor. This is not the case for the 2D TMD monolayer. In this case, we assume for the out-of-plane dielectric function for the 2D layer:

$$
\varepsilon_{2D,\perp}(Q, \omega) = \varepsilon_{2D,\perp}^{(\infty)} [1 - e^{2}G_Q(h/2, h/2)] \Pi_{2D}(Q, \omega) + (\varepsilon_{2D,\perp}^{(0)} - \varepsilon_{2D,\perp}^{(\infty)}) \frac{\omega^2_{\text{ZO}}}{\omega^2_{\text{ZO}} - \omega^2},
$$

(3)

where $Q$ is the magnitude of the wave vector on the plane of the layer, $\varepsilon_{2D,\perp}^{(\infty)}$ and $\varepsilon_{2D,\perp}^{(0)}$ are the the out-of-plane optical and static dielectric constants (as calculated via DFT together with the dielectric thickness $h$, as given in Ref. [56], or via the formalism of Ref. [57]). The function $G_Q(z, z')$ is the in-plane Fourier transform of the Poisson Green’s function for the geometry of interest; it represents the potential at $z = h/2$ (in the middle of the monolayer) caused by a point-charge also at $z' = h/2$. This will be discussed below (see Eqs. (19)-(22)) for the general double-gate geometry. The quantity $\Pi_{2D}(Q, \omega)$ is the polarizability of the free carriers in the 2D layer as given, for example, by Stern [58] or by the simpler approximation given below. Finally, the last term in Eq. (3) reflects the out-of-plane ionic polarization of the monolayer; obviously, it is present only in the case of a polar 2D layer with out-of-plane optical phonons, ZO, with frequency $\omega_{\text{ZO}}$ [59].

Regarding the anisotropy of the dielectric constant of the TMD layer, an approximation that bypasses several subtle issues, and that we employ here, consists in defining an ‘effective’ dielectric constant $\varepsilon_{2D}^{(\text{eff})} = \varepsilon_{2D,\perp}(\varepsilon_{2D}/\varepsilon_{2D,\perp})^{1/2}$, as suggested by Hauber and Fahy [36]. Regardless of the assumption made, in the following we shall omit the subscripts ‘\perp’ or superscript ‘eff’, since only the out-of-plane or effective dielectric function of the 2D layer will be used.

We must stress that in the $\sigma_{n}$-symmetric layers we consider here (i.e., the 2H TMD monolayers that are symmetric under reflections on the $(x, y)$ plane), the polarization caused by the ZO-phonon polarization induces a potential that is antisymmetric with respect to the layer of the transition-metal ions, Mo or W [59]. Therefore, at first-order, the matrix elements of the scattering potential associated with such an antisymmetric potential vanishes. In other words, electrons do not couple to the out-of-plane (ZO) component of the hybrid modes that we shall consider below.

At a finite temperature, the expression for the zero-temperature electronic polarizability $\Pi_{2D}(Q, \omega)$ given by Stern [58], could be replaced by the well-known finite-temperature expression given by Malkaude [60]. Unfortunately, its use results in numerical complications, since solving the secular equations that we shall consider below — required to obtain the dispersion of the hybrid interface modes of interest here — would not consist of finding the roots of a polynomial, but on the much more difficult task of finding the roots of a transcendental equation.

This difficulty can be circumvented by noticing that the expressions given by Eqs. (1) and (2) are valid only in the long-wavelength limit $Q \to 0$. Therefore, in the same long-wavelength spirit, the electronic contribution to Eq. (3) (that is, of the free-carriers term given by the first term at the right-hand side of Eq. (3)) can be approximated by the simpler expression:

$$
\varepsilon_{2D}^{(\text{el})}(Q, \omega) \approx \varepsilon_{2D}^{(\infty)} \left[1 - \frac{\omega P(Q)^2}{\omega^2}\right],
$$

(4)

having defined the 2D plasma dispersion $\omega P(Q)^2 = e^2 n Q/(2\varepsilon_{2D}^\infty m^*)$, where $n$ is the density of the free carriers and $m^*$ their effective mass. This expression captures the small-$Q$ behavior in the region in which the response is not strongly damped by a large imaginary part; that is, outside the single-particle region in which $E(k_F + Q) - E(k_F) = \hbar \omega$ ($k_F$ being the Fermi wave vector). Moreover, in this range of long wavelengths, there is no significant dependence on temperature between 0 and 300 K. Therefore, to simplify the numerical complexity of the formulation and without making any severe error,
TABLE I. Parameters used for the density functional theory (DFT) and density functional perturbation theory (DFPT) calculations.

| Parameters            | Value          |
|-----------------------|----------------|
| Kinetic energy (E_k)  | 60 Ry          |
| Charge density cutoff | 240 Ry         |
| Ionic minimization threshold | 10^{-6} Ry |
| Self-consistent field threshold | 10^{-12} Ry |
| k-point mesh          | 12×12×1        |

we can use Eq. (4) as long as wavelength of the perturbation is longer than the ‘Landau damping’ wavelength, \( \sim 1/Q_{LD} \), defined implicitly by:

\[
Q_{LD} = \left[ k_F^2 + \frac{2m^*\omega_p(Q_{LD})}{\hbar^2} \right]^{1/2} - k_F.
\] (5)

The use of this expression in the long-wavelength limit, \( Q \to 0 \), is also consistent with the range of validity of Eqs. (1) and (2). On the contrary, for \( Q > Q_{LD} \), we may treat the response of the free carriers in the 2D layer as purely static using the \( Q \)-dependent Thomas-Fermi expression, as discussed below before Eq. (32). The problem of how to account correctly for Landau damping – and how we have tackled the problem – will be discussed below in Sec. II D 2.

We have calculated the plasma frequency, \( \omega_p(Q) \) that appears in Eq. (4) ignoring the possibility that electrons populating the satellite Q valleys (sixfold degenerate minima located along the K–Γ-direction) may result in a different plasma response. The coupled plasma oscillations of two two-dimensional electron gases, characterized by a different effective mass and density, have been studied by Vignale [61]. He found that this situation results in the presence of two plasma modes: A ‘fast’ optical plasmon corresponding, in our case, to electrons in the K and Q valleys oscillating in phase, and a ‘slow’ acoustic mode associated with K and Q electrons oscillating out of phase. However, in all the materials and in the near-equilibrium situations considered here, the energy of the satellite Q-valleys is sufficiently larger than \( k_BT \) as to render the electron density in this valleys only a small fraction of the total density. For example, the six satellite Q-valleys in MoS\(_2\) are at an energy between 70 and 270 meV (the value we obtain using the pseudopotentials and exchange-correlation functionals chosen here [9]) above the minima at the symmetry points K. Therefore, we have simplified the problem by employing Eq. (4) to account for the response of the optical plasmon, while ignoring the effect of the few electrons in the satellite valleys. Moreover, we have ignored the acoustic plasmon since, as shown by Vignale [61], for a small occupation of the satellite valleys, it will be strongly Landau-damped by the fast optical plasmon.

B. \textit{Ab initio} calculations

In order to obtain the electronic band structures, phonon dispersion, and electron-phonon matrix elements in the 2H-TMDs of interest, we have employed \textit{ab initio} methods that have become almost ‘routine’. Here, we shall give here only the essential information. We should note that, in obtaining the results presented in this section, we have ignored possible corrections caused by a non-zero temperature and the presence of a gate bias.

We have used density functional theory (DFT) as implemented in the Quantum ESPRESSO (QE) package [62] with the Perdew–Burke–Ernzerhof generalized-gradient approximation (GGA-PBE) [63] for the exchange-correlation functional, and the norm-conserving Vanderbilt pseudopotentials (ONCV) [64] for each constituent element. The atomic structure for these materials is found by minimizing the total energy with respect to the lattice constants and ionic positions. The computational parameters used in these calculations are shown in Table I. As required by the Monte Carlo simulations described in Ref. [9, 65, 66] and used here, the band structure is tabulated on a fine mesh, 201×201×1, covering a rectangular section that inscribes the triangular irreducible wedge of the hexagonal first Brillouin zone. For the calculation of the phonon dispersion and of the electron–phonon matrix elements, we have used the ‘Electron–Phonon Wannier’ (EPW) software package [67–70] which uses density functional perturbation theory (DFPT). These quantities are initially calculated on a coarse \( k \)- (12×12×1) and \( \mathbf{q} \)-mesh (6×6×1) and interpolated on finer \( k \)– (30×30×1) and \( \mathbf{q} \)-meshes (30×30×1) using maximally-localized Wannier functions. The coarse and the fine meshes span the entire Brillouin zone. The phonon dispersion and electron–phonon matrix elements on the fine mesh are finally interpolated on the band structure mesh using a bilinear interpolation. The phonon-limited electron–phonon scattering rates are calculated using Fermi’s golden rule, and tabulated on the same mesh of \( k \)-points used to tabulate the band structure.

We have not considered the effect of spin-orbit coupling (SOC) since, as shown in our previous work [9], it affects the calculated electron mobility only marginally, by less than 10%, in the cases of MoS\(_2\) and MoTe\(_2\), although its effect is larger for WS\(_2\) and it may affect the hole mobility more significantly. As we shall see below, the effects of dielectric screening of the surrounding insulators and of IPP scattering are much larger then those caused by SOC. Therefore, we expect that ignoring the numerically cumbersome effects of SOC is not going to alter significantly the qualitative trends of our results and, in the cases of MoS\(_2\) and MoTe\(_2\), not even quantitatively.
C. Screening of the electron-phonon interaction by the dielectric environment

The electron-phonon matrix elements calculated using DFT assume free-standing layers, since the calculations are performed using a supercell consisting of the isolated layer surrounded by sufficiently ‘thick’ vacuum padding to isolate adjacent supercells. Of course, it would be desirable to perform the calculations using a more complicated and larger supercell that includes the dielectrics and the gate, also accounting for the presence of free carriers in the monolayer. In so doing, one would obtain information about confined phonons in the insulators and interface polarization charges, for example. However, this task is extremely complex. Therefore, in order to consider how the electron-phonon interaction is affected by the presence of the dielectrics and of the metal gates, we consider how the electron-phonon matrix elements calculated using DFT depend on the Poisson Green’s function and replace it with the Green’s function that satisfies the boundary conditions of the double-gate structures of interest here. Although we are forced to make use of some simplifications and approximations, the procedure should capture the main physics of the process.

First, we note that the matrix elements between two Bloch states \( \mathbf{k} \) in band \( n \) and \( \mathbf{k}' \) in band \( n' \) obtained from DFT have the form:

\[
\langle \mathbf{k}', n' | \delta E_{\text{tot}}^{(\eta)}(\mathbf{k}, n) \rangle = \int d\mathbf{r} \psi_{n', \mathbf{k}}^* (\mathbf{r}) \delta E_{\text{tot}}^{(\eta)}(\mathbf{r}) \psi_{n, \mathbf{k}} (\mathbf{r}) ,
\]

where \( \psi_{n, \mathbf{k}} (\mathbf{r}) = e^{i \mathbf{k} \cdot \mathbf{r}} \sum_{\mathbf{g}} \psi_{g, \mathbf{k}}^{(n)} e^{i \mathbf{g} \cdot \mathbf{r}} / \Omega^{1/2} \) is the Bloch wave of the TMD layer (\( \Omega = N_{\text{cell}} \Omega_{\text{cell}} \) is the normalization volume and the 3-vectors \( \mathbf{g} \) are the vectors in reciprocal space) and \( \delta E_{\text{tot}}^{(\eta)}(\mathbf{r}) \) is the change of the total energy of the system caused by a phonon of branch (acoustic/optical, longitudinal/transverse/flexural) \( \eta \). Perhaps too pedantically, we have expressed the electronic states as dependent on the 3-vector \( \mathbf{k} = (\mathbf{K}, k_z) \), since they are obtained from DFT calculations that that employ a three-dimensional supercell. However, since we are interested only in states with energy much below the vacuum level, we could ignore their dependence on the out-of-plane component, \( k_z \), and write, instead, \( \psi_{\mathbf{k}} (\mathbf{r}) \), a notation that we shall use in the following.

Both the Hartree and the exchange-correlation potentials contribute to this change; that is (oversimplifying the notation in writing exchange and correlation as a local potential), \( \delta E_{\text{tot}}^{(\eta)}(\mathbf{r}) = \delta E_{\text{H}}^{(\eta)}(\mathbf{r}) + \delta E_{\text{xc}}^{(\eta)}(\mathbf{r}) \). These are the quantities that need to be modified when considering the more complicated geometry of interest. Now we note that the Hartree energy, \( E_{\text{H}}(\mathbf{r}) \), depends linearly on the electron density, whereas \( E_{\text{xc}}(\mathbf{r}) \) has a weaker dependence (namely, \( E_{\text{xc}}(\mathbf{r}) \sim \rho^{(\eta)}(\mathbf{r})^{1/3} \) in the local-density approximation). Therefore, we expect that the exchange-correlation terms will have a contribution to the scattering rates smaller than the Hartree term under a modification of the dielectric environment. Thus, we consider only the Hartree component whose contribution, in the case of a free-standing layer, as done using DFT, can be written as:

\[
\delta E_{\text{tot}}(\mathbf{r}) \approx \delta E_{\text{H}}^{(\eta)}(\mathbf{r}) = \int d\mathbf{r'} \; G^{(\eta)}(\mathbf{r}, \mathbf{r'}) \; \delta \rho^{(\eta)}(\mathbf{r'}) ,
\]

where \( G^{(\eta)}(\mathbf{r}, \mathbf{r'}) \) is the Green’s function for the Poisson equation in vacuo and \( \delta \rho^{(\eta)}(\mathbf{r'}) \) is the change of the charge at \( \mathbf{r'} \) induced by a phonon of branch \( \eta \). This can be written as:

\[
\delta \rho^{(\eta)}(\mathbf{r'}) = \sum_{\alpha l} \tilde{\nabla} \rho_{\alpha l}^{(\eta)}(\mathbf{r'}) \cdot \delta \mathbf{r}_{\alpha l}^{(\eta)} ,
\]

where the quantity \( \delta \mathbf{r}_{\alpha l}^{(\eta)} \) is the displacement of the ion \( \alpha \) in cell \( l \) due to phonons of branch \( \eta \). The symbol \( \tilde{\nabla} \) should be interpreted as a ‘functional gradient’, so that the function \( \tilde{\nabla} \rho_{\alpha l}^{(\eta)}(\mathbf{r}) \) (often written as \( \delta \rho(\mathbf{r}) / \delta \mathbf{r}_{\alpha l} \)) represents the change of the electronic charge \( \mathbf{r} \) under an infinitesimal shift of ion \( \alpha \) in cell \( l \) along the Cartesian directions. This can be obtained from the ‘small displacement method’ (implemented, for example, in the computer program PHON [71]) or from DFPT [68]. We now write \( \mathbf{r}_{\alpha l} = \mathbf{r}_l + \tau_\alpha \), where \( \mathbf{r}_l \) is the lattice site \( l \) and \( \tau_\alpha \) is the position of ion \( \alpha \) in the unit cell.

We now consider only in-plane phonons (since, as explained above, scattering with out-of-plane vibrations is forbidden at first order in the symmetric TMDs we consider), also consider negligible their displacement and any change of the charge density they induce along the \( z \) direction. Therefore, using the usual expression for \( \delta \mathbf{r}_{\alpha l}^{(\eta)} \) and tracing over the phonon states assumed to be at thermal equilibrium, the charge density obtained from DFT, Eq. (8), can be expressed approximately as:

\[
\delta \rho^{(\eta)}(\mathbf{r'}) \approx \sum_{\alpha Q} \tilde{\nabla} \rho_{\alpha l}^{(\eta)}(\mathbf{r'}) \; e^{i Q \cdot \mathbf{r}_l} \cdot e^{(\eta, \alpha)}_Q \times \left( \frac{\hbar}{2 M_\alpha \omega_Q^{(\eta)}} \right)^{1/2} \left\{ \begin{array}{c} N(\omega_Q^{(\eta)})^{1/2} \\ 1 + N(\omega_Q^{(\eta)})^{1/2} \end{array} \right\} = \sum_{\alpha l Q} A_Q^{(\eta, \alpha)} e^{i Q \cdot \mathbf{r}_l} \cdot e^{(\eta, \alpha)}_Q \cdot \tilde{\nabla} \rho_{\alpha l}^{(\eta)}(\mathbf{r'}) ,
\]

where the quantity \( A_Q^{(\eta, \alpha)} \) is defined implicitly by the last equality, \( e^{(\eta, \alpha)}_Q \) and \( \omega_Q^{(\eta)} \) are the in-plane polarization (for the ion \( \alpha \)) and frequency of a phonon of branch \( \eta \) and wave vector \( Q \), \( N(\omega_Q^{(\eta)}) \) is the Bose-Einstein occupation of such phonons, and \( M_\alpha \) is the mass of the ion \( \alpha \). The upper and lower quantities in the curly bracket refer to absorption and emission processes, respectively. Also, note that \( \mathbf{r}_{\alpha l} \) is a 3-vector but \( Q \) is a 2-vector; thus, the inner product \( Q \cdot \mathbf{r}_{\alpha l} \) should be understood as \( Q \cdot \mathbf{r}_{\alpha l} \), where \( Q = (Q, 0) \). Similarly, \( e^{(\eta, \alpha)}_Q \cdot \tilde{\nabla} \rho_{\alpha l}^{(\eta)}(\mathbf{r'}) \) denotes the dot-product of the in-plane components of these vectors. In the following, we shall denote by \( \mathbf{R}_{\alpha l} \) and \( \mathbf{R}_l \) the in-plane components of \( \mathbf{r}_{\alpha l} \) and \( \mathbf{r}_l \), respectively.
Using this expression and the Bloch form of the wavefunctions, the Hartree-only component of the DFT matrix element given by Eq. (6) is approximately:

\[
\langle K', n' | \delta E_{\text{H}}^{(n)} | K, n \rangle \approx \sum_{g'gs} u_{K',g'}^{(n')}^* \, u_{K,g}^{(n)} \, \frac{1}{\Omega} \int d\mathbf{R} \, e^{i(K' - K + G' - G + Q') \cdot \mathbf{R}} \int dz \, e^{i(g'_z - g_z)z} \times \sum_{\alpha l|QQ'} A_{Q}^{(n,\alpha)} e^{i(Q - Q') \cdot R_l} e^{-i(Q - Q') \cdot \mathbf{R}_\alpha} \, e^{(n,\alpha)} \cdot \int d\mathbf{R}' e^{-iQ' \cdot (R' - R_{\alpha l})} \int dz' \, G_Q^{(0)}(z, z') \, \vec{\nabla}_{R_{\alpha l}} \rho(R', z'),
\]

having expressed \( G_Q^{(0)}(r, r') \) in terms of its in-plane Fourier components.

In this expression, the factor

\[
\sum_{\alpha} e^{i(Q - Q') \cdot \mathbf{R}_\alpha} \int d\mathbf{R}' e^{-iQ' \cdot (R' - R_{\alpha l})} \times \int dz' \, G_Q^{(0)}(z, z') \, \vec{\nabla}_{R_{\alpha l}} \rho(R', z')
\]

does not depend on the cell index \( l \) thanks to the periodicity of the 2D crystal, so the factor \( \sum_{\alpha} e^{i(Q - Q') \cdot R_l} \) appearing in Eq. (10) is nonzero only when \( Q = Q' \), up to a vector of the reciprocal lattice (which ultimately will be ignored).

Since dielectric screening – whose effects we are considering here – is particularly strong at long wavelengths, much longer than the thickness of the TMD monolayer, we can consider the change of the charge \( \vec{\nabla}_{R_{\alpha l}} \rho(R', z') \) as localized at \( z' = d \) (so, is proportional to \( \delta(z' - d) \)).

Thus, the term given by Eq. (11) can be approximated by:

\[
\sum_{\alpha} e^{-iQ' \cdot \mathbf{R}_\alpha} \int d\mathbf{R}' e^{iQ' \cdot (R' - R_l)} \, G_Q^{(0)}(z, d) \, \vec{\nabla}_{R_{\alpha l}} \rho(R', d) = G_Q^{(0)}(z, d) \, \sum_{\alpha} e^{-iQ' \cdot \mathbf{R}_\alpha} \, [\vec{\nabla}_{\mathbf{R}_\alpha} \rho] Q',
\]

having selected the cell \( R_l = 0 \) (without loss of generality for the argument given above regarding the independence of Eq. (11) on the cell index \( l \)) and having defined the 2D Fourier components:

\[
[\vec{\nabla}_{\mathbf{R}_\alpha} \rho]_Q = \int d\mathbf{R} \, e^{i\mathbf{Q} \cdot \mathbf{R}} \, \vec{\nabla}_{\mathbf{R}_\alpha} \rho(\mathbf{R}, d).
\]

Finally, assuming that the Green’s function \( G_Q^{(0)}(z, d) \) is constant over the ‘vertical’ support of the wavefunctions (a good approximation especially in the important region of small \( Q \), Eq. (10)) becomes:

\[
\langle K', n' | \delta E_{\text{H}}^{(n)} | K, n \rangle \approx \sum_{g'gs} \delta_{K' - K + G' - G, Q} \delta_{g'_z, g_z} \, u_{K',g'}^{(n')}^* \, u_{K,g}^{(n)} \times \sum_{\alpha} e^{-iQ' \cdot \mathbf{R}_\alpha} \, A_{Q}^{(n,\alpha)} e^{(n,\alpha)} \cdot \vec{\nabla}_{\mathbf{R}_\alpha} \rho(Q) \, G_Q^{(\text{vac})(d, d)},
\]

Here, the Green’s function \( G_Q^{(0)}(z, z') = e^{-Q|z - z'|/2\epsilon_0 Q} \) has been replaced by the Green’s function, \( G_Q^{(\text{vac})(z, z')} \), of a system consisting of a 2D layer of dielectric constant \( \epsilon_{2D}^{(\infty)} \) and thickness \( h \). This may better mimic the geometry implicitly used in DFT calculations. We have also assumed that \( G_Q^{(\text{vac})} \) is almost constant over the thickness of the 2D layer (once more, a good approximation for sufficiently small \( Q \), the region in which screening is most effective):

\[
G_Q^{(\text{vac})(d, d)} = \frac{1}{2\epsilon_{2D}^{(\infty)} Q} \, G_Q^{(\text{vac})(d, d)},
\]

with:

\[
G_Q^{(\text{vac})(d, d)} = 1 + 2\epsilon_0 - Qh - \frac{1}{1 - \lambda^2 e^{-2Qh}},
\]

and

\[
\lambda = \frac{\epsilon_0 - \epsilon_{2D}^{(\infty)}}{\epsilon_0 + \epsilon_{2D}^{(\infty)}}.
\]

We have made use of the assumed homogeneity and isotropy of the system on the \((x, y)\) plane, to express these Green’s function as dependent only on the magnitude of \( Q \).
having ignored Umklapp contributions (that is, having replaced \( Q + G - G' \) by \( Q \)), since the Poisson Green’s function \( G_Q^{(\text{vac})}(d,d) \) decays quickly with \( Q \).

The important result of this long discussion is that, for a given wave vector \( Q \), the matrix element depends linearly on the Poisson Green’s function \( G_Q^{(\text{vac})}(d,d) \). Therefore, to estimate the matrix elements in the dielectric environment described above in Sec. II A, we may simply replace the ‘vacuum’ Poisson Green’s function \( G_Q^{(\text{vac})}(d,d) \) with the Green’s function for the Poisson equation with the boundary conditions dictated by the double-gate geometry of Sec. II A. This can be calculated using trivial but cumbersome algebra and, for the general double-gate geometry, \( G_Q^{(\text{env})}(d,d) \) is given by:

\[
G_Q^{(\text{env})}(d,d) = \frac{1}{2\epsilon_{2D}(Q,\omega)Q}G_Q^{(\text{env})}(d,d)
\]

where:

\[
G_Q^{(\text{env})}(d,d) = 1 + e^{-Qh}\frac{2\lambda_b(Q,\omega)\lambda_t(Q,\omega)e^{-Qh} - \lambda_b(Q,\omega) - \lambda_t(Q,\omega)}{1 - \lambda_b(Q,\omega)\lambda_t(Q,\omega)e^{-2Qh}}.
\]

The quantities \( \lambda_b(Q,\omega) \) and \( \lambda_t(Q,\omega) \) are given by:

\[
\lambda_b(Q,\omega) = \frac{\epsilon_{\text{box}}(\omega)\coth(Q,t_b) - \epsilon_{2D}(Q,\omega)}{\epsilon_{\text{box}}(\omega)\coth(Q,t_b) + \epsilon_{2D}(Q,\omega)},
\]

\[
\lambda_t(Q,\omega) = \frac{\epsilon_{\text{box}}(\omega)\coth(Q,t_t) - \epsilon_{2D}(Q,\omega)}{\epsilon_{\text{box}}(\omega)\coth(Q,t_t) + \epsilon_{2D}(Q,\omega)},
\]

with \( \epsilon_{\text{box}}(\omega) \) and \( \epsilon_{\text{box}}(\omega) \) given by Eqs. (1) and (2) and \( \epsilon_{2D}(Q,\omega) \) given by Eq. (3) (or Eq. (4) in the simpler small-\( Q \) approximation). Therefore, for a given scattering process involving a phonon of branch \( \eta \) and wave vector \( Q \), we can account for the presence of the different dielectric environment and free-carrier screening by simply rescaling the scattering rates calculated using DFT/EPW by the squared ratio:

\[
\left| \frac{G_Q^{(\text{env})}(d,d)}{G_Q^{(\text{vac})}(d,d)} \right|^2.
\]

This can be easily implemented in Monte Carlo simulations: We use the ‘bare’ scattering rates computed for free-standing layers but, after a collision involving a TMD phonon with wave vector \( Q \) and frequency \( \omega_Q^{(\eta)} \), we accept or reject the collision with a probability distribution given by Eq. (23).

D. Electron-IPP scattering

1. Secular equation, IPP dispersion, and scattering potential for the double-gate geometry

In order to obtain the dispersion of the hybrid IPPs, we must first consider the potential associated with these excitations. Here we follow the procedure described in Ref. [17] for the gate-insulator/Si-inversion-layer system and in Refs. [21] and [72] for supported graphene and supported and gated graphene, respectively. For the double-gate geometry described in Sec. II A, the potential has the form:

\[
\phi_{Q,\omega}(z) = \begin{cases} 
\frac{ae}{2D}(Q,\omega) + Q \sinh(-Qh) & (-t_b \leq z \leq 0) \\
\frac{be}{2D}(Q,\omega) + Q \sinh(Qh) & (0 \leq z \leq h) \\
\frac{de}{2D}(Q,\omega) + Q \sinh(Qh) & (h \leq z \leq t + h)
\end{cases}
\]

Imposing the continuity of the components of the electric field, \( E_{\parallel} \), and of the displacement field, \( D_z \), parallel and normal, respectively, to the plane of the interfaces, and setting \( \phi_{Q,\omega}(-t_b) = \phi_{Q,\omega}(t + h) = 0 \), as required by the presence of the metal gates, we obtain a linear system of 6 equations in 6 unknowns \( (A, a, b, c, d, \text{ and } f) \) that admits a nontrivial solution only if the determinant of the coefficients vanishes. This leads to the secular equation (omitting for simplicity the dependence of the dielectric functions on \( Q \) and \( \omega \)):

\[
\epsilon_{2D}(\tilde{\epsilon}_{2D} - \tilde{\epsilon}_{\text{box}})e^{-Qh} - (\tilde{\epsilon}_{2D} + \tilde{\epsilon}_{\text{box}})e^{Qh} - \epsilon_{\text{box}}(\tilde{\epsilon}_{2D} - \tilde{\epsilon}_{\text{box}})e^{-Qh} - (\tilde{\epsilon}_{2D} + \tilde{\epsilon}_{\text{box}})e^{Qh} \coth(Qt_t) = 0,
\]

where \( \tilde{\epsilon}_{2D} = \epsilon_{2D}\sinh(Qt_b) \) and \( \tilde{\epsilon}_{\text{box}} = \epsilon_{\text{box}}\cosh(Qt_b) \). This is an algebraic equation of \( 8 \)th degree in \( \omega^2 \) whose \( 8 \) solutions for a fixed \( Q \) give the dispersion \( \omega_Q^{(i)} \) (with \( i = 1, 8 \)). Note that, with some straightforward but laborious algebra, this equation can be rewritten in a form that exhibits explicitly its symmetry under exchange of the top and bottom dielectrics:

\[
\epsilon_{2D}^2 \tanh(Qt_b) \tanh(Qt_t) + \epsilon_{\text{box}}\epsilon_{\text{box}}\tanh(Qh) + \epsilon_{2D}\epsilon_{\text{box}}\tanh(Qt_b) + \epsilon_{2D}\epsilon_{\text{box}}\tanh(Qt_t) = 0.
\]

Once the secular equation is solved, for each mode \( i \), the potential that solves the homogeneous system can be expressed in terms of an arbitrary multiplication constant. Solving for \( a, b, c, d, \text{ and } f \) in terms of \( A \), we have:
having made use the secular equation to write the last two expressions. These equations define implicitly the functions $B_{Q, \omega}, ..., F_{Q, \omega}$.

In order to determine the constant $A$ (all-important, since it determines the overall strength of the interaction), one could quantize these excitations following the usual canonical quantization procedure and the magnitude of $A$ would be determined by the canonical comutation rules. However, here we follow the simpler but equivalent procedure of Refs. [17, 21, 72], based on Stern and Ferrell [73]: For each hybrid mode $i$, we calculate the total energy of the field (time-averaged and including self-energy terms) in terms of $A$ and set it equal to the ground-state energy $\hbar \omega(i)/2$. However, in order to consider separately the contribution $\Phi^{(\alpha)}(\omega)$ due to each bare phonon $\alpha$ (= TO1, TO2, TO3, TO4, or ZO, the 'phonon content' discussed below and in Refs. [17, 21, 74–76]), we consider separately the time-averaged energy $\langle W^{(\alpha)}_{Q, \omega} \rangle$ due to each bare mode $\alpha$ and set it equal to a fraction $\Phi^{(\alpha)}(\omega(i))$ of the oscillator ground-state energy:

$$
\frac{2}{\Omega} \left\langle W^{(\alpha)}_{Q, \omega} \right\rangle = \frac{1}{\Omega} \int_{-\infty}^{\infty} dz \rho_{Q, \omega}^{(\alpha)^{(i)}}(z) \Phi^{(\alpha)}(\omega(i)) \equiv \frac{1}{2} \hbar \omega^{(i)} \Phi^{(\alpha)}(\omega(i)),
$$

(28)

where $\Omega$ is the normalization area.

Proceeding as in Refs. [17, 21, 72] and taking as scattering potential the potential at $z = 0$, we obtain for the scattering strength relative to the content of the 'bare' phonon $\alpha$ of the hybrid mode $i$:

$$
\begin{align}
\left| A^{(\alpha)}_{Q, \omega(i)} \right|^2 &= \frac{\hbar \omega(i)}{2Q} (1 - e^{-2Q})^2 \Phi^{(\alpha)}(\omega(i)) \left| \frac{1}{\epsilon_{T_{(\alpha, high)}}(Q, \omega(i))} - \frac{1}{\epsilon_{T_{(\alpha, low)}}(Q, \omega(i))} \right|. 
\end{align}
$$

(29)

where $\epsilon_{T_{(\alpha, low)}}(Q, \omega)$ and $\epsilon_{T_{(\alpha, high)}}(Q, \omega)$ are the 'total' dielectric functions of the system assuming that mode $\alpha$ responds fully ('low') or does not respond ('high'). They are given by:

$$
\epsilon_{T_{(\alpha, low)}}(Q, \omega) = [\epsilon_{box}(\omega)(1 - e^{-2Q}) - \epsilon_{2D}(Q, \omega)(B_{Q, \omega} - C_{Q, \omega})] (1 - e^{-2Q}) + 
\left[\epsilon_{2D}(Q, \omega)(B_{Q, \omega}c_{Q, \omega} - C_{Q, \omega}e^{-Q}) - \epsilon_{T_{(\alpha, high)}}(Q, \omega)(D_{Q, \omega} + \epsilon_{T_{(\alpha, high)}}(Q, \omega))) \right] (B_{Q, \omega}c_{Q, \omega} - C_{Q, \omega}e^{-Q}).
$$

(30)

Here the functions $\epsilon_{box}(\omega)$, $\epsilon_{T_{(\alpha, high)}}(\omega)$, and $\epsilon_{T_{(\alpha, low)}}(\omega)$ are calculated considering the full response of phonon $\alpha$ ('low') or assuming that mode $\alpha$ does not respond ('high'). This is done by setting $\omega = 0$ or $\omega \to \infty$, respectively, in the expression representing the contribution of phonon $\alpha$ to the polarizability. For example, if $\alpha = TO2$ (the high-frequency phonon of the bottom oxide), we set:

$$
\begin{align}
\epsilon_{T_{(\alpha, high/low)}}(\omega) &= \epsilon_{box}^{(\alpha/mid)} + \epsilon_{box}^{(0)} - \epsilon_{box}^{(\alpha/mid)} \frac{\omega^2_{TO,1}}{\omega^2_{TO,1} - \omega^2}.
\end{align}
$$

(31)

As mentioned above, the quantity $\Phi^{(\alpha)}(\omega(i))$ appearing in Eqs. (28) and (29) denotes the content of the (uncoupled) phonon mode $\alpha$ of the hybrid mode $i$. To obtain this quantity we follow Refs. [74–76], as described also in Ref. [17] and [21].

Equation (29) reflects the fact that we have chosen the potential at $z = 0$ as scattering potential. The full symmetry of the system when $t_{f} = t_{t}$ may be restored by using, instead, the potential at $z = d = h/2$. However, this would not result in any significant change in the long-wavelength limit, $Q < 1/d$, the range of wavelengths in...
which the IPP potential is strongest. This is consistent with the approximations also made in Eqs. (37) below and we shall show in Sec. III B that our results confirm the validity of the long-wavelength approximation.

2. Landau damping

The entire discussion has been based so far on the assumption that all the decoupled excitations of interest, electrons/holes, plasmons, and phonons, are pure eigenstates of the total Hamiltonian of the system. Clearly, this ignores the fact that optical phonons decay into acoustic phonons via two-phonon [77] or many-phonon processes [78–81] with a rather short lifetime of the order of ps; that acoustic phonons also decay, although with a much longer lifetime (often more than hundreds of ns [78, 80], shorter – but still hundreds of ps – in MoS2 monolayers [82]), in addition to decaying via electron-phonon interactions and scattering with boundaries/interfaces. Even more important is the fact that this assumption ignores also the decay of plasmons into single-particle excitations via Landau damping [83–87].

The approach followed by Hauber and Fahy [36] accounts for Landau damping correctly in the case of the plasmon/optical-phonon coupling in bulk polar semiconductors and of the bottom-insulator/MoS2/top-insulator system (namely the vacuum/MoS2/vacuum, hBN/MoS2/hBN, HfO2/MoS2/SiO2, and vacuum/MoS2/SiO2 stacks). They have expressed the scattering rate in terms of the imaginary part of the total dielectric function, as it follows from the fluctuation-dissipation theorem [88–91]. Such a procedure can become quite cumbersome in complicated geometries. Therefore, we have reverted to our 'brute-force' approximation used in the past [17], but improved following Hauber and Fahy’s suggestion: Rather than considering unscreened phonons in the Landau-damped (single-particle) region, $Q \geq Q_{LD}$ (where the Landau-damping cut-off wave vector, $Q_{LD}$, has been already defined implicitly in Eq. (5) as being such that $E(K_{F}+Q_{LD}) - E(K_{F}) = \hbar \omega_P(Q_{LD})$), we have replaced the dynamic long-wavelength term $1 - \omega_P(Q)^2/\omega^2$ in Eq. (4) with the static Thomas-Fermi expression $1 + Q_{TF}^2/Q^2$. We denote by $Q_{TF}$ the screening wave vector given by:

$$Q_{TF} = \frac{e^2n}{2\epsilon_{2D,\nu}k_B T},$$

in the non-degenerate limit ($n$ is carrier density), or

$$Q_{TF} = \frac{e^2m^* g}{2\pi \hbar^2 \epsilon_{2D,\nu}^q},$$

in the degenerate limit ($g$ is the valley degeneracy). This accounts approximately for the static response of the free carriers when the frequency of the perturbation is smaller than the plasma frequency; that is, when $\omega_P(Q) \gg \omega_Q^{(i)}$. In this region of wavelengths, the resulting secular equation yields only phonon-like branches, 6 of them in the DG geometry we have considered, each of them screened statically by the 2DEG. However, as we have already stressed before, electrons couple only with the components of four of the ‘bare’ modes, since the contribution to the due to the two modes arising from the TMD ZO phonons at the top and bottom interfaces is antisymmetric [59], so that its matrix elements vanish in mirror-symmetric ($\sigma_{h}$-symmetric) monolayers [92].

3. Electron-IPP scattering rates

From Eqs. (24), (27a)-(27e), and (29), the IPP scattering potential needed to calculate the scattering rates has the form:

$$\phi_\nu(Q, \omega) = e^{iQ \cdot R} A_{Q, \omega} \times \begin{cases} e^{-2Q_{tb} \cdot e^{-Q \cdot z} + e^{-Q \cdot z} (-t_b < z \leq 0)} \\ B_{Q, \omega} e^{-Q \cdot z} + C_{Q, \omega} e^{-Q \cdot z} (0 < z \leq h) \\ D_{Q, \omega} e^{-Q \cdot z} + F_{Q, \omega} e^{-Q \cdot z} (h < z \leq t_i) \end{cases} \ . \quad (34)$$

Using Fermi’s golden rule, the scattering rate for an electron or hole in band $n$ and 2D wave vector $K$ to emit or absorb a hybrid excitation of mode $i$ with wave vector $Q$ and frequency $\omega_Q^{(i)}$ can be written as:

$$\frac{1}{\tau_n^{(i)}(K)} \approx \frac{2\pi}{\hbar} \sum_{n'KQ} \left| \int d\mathbf{r} \psi_{n',K'}(\mathbf{r}) e^{i\phi_{Q,\omega_Q^{(i)}}(\mathbf{r})} \psi_n(\mathbf{r}) \right|^2 \times \left\{ \frac{N[\omega_Q^{(i)}]}{1 + N[\omega_Q^{(i)}]} \right\} \delta(E_{nK} - E_{n'K'} \pm \hbar \omega_Q^{(i)}) \ , \quad (35)$$

where $\Omega$ is the normalization area and $N(\omega)$ is the equilibrium Bose-Einstein distribution function. The upper/lower term refers to absorption/emission of each hybrid mode. Using the Bloch form of the wavefunctions, $\psi_n(\mathbf{r}) = e^{iK \cdot R} u_n^{(n)}(\mathbf{r})/\Omega^{1/2}$, we can rewrite the matrix element appearing in this expression as:

$$\frac{1}{\Omega} \int d\mathbf{r} \ u_n^{(n')*(\mathbf{r})} e^{iK' \cdot R} e^{i\phi_{Q,\omega_Q^{(i)}}(z)} e^{iQ \cdot R} u_n^{(n)}(\mathbf{r}) e^{iK \cdot R} \ . \quad (36)$$

As we have already mentioned, in principle the Bloch functions and their energy $E_{n,k}$ depend on the 3D wave
vector \( \mathbf{k} = (K, k_z) \). However, we ignore the dependence of \( E_{n,K} \) and \( \psi_n, K (r) \) on the out-of-plane component of the wave vector, \( k_z \) and also assume (as it would be correct only in the limit \( h \to 0 \)) that the wavefunctions are localized on the plane of the 2D layer, so that \( \psi_n^{(z)} (r) \approx \psi_n^{(z)} (R) \delta (z) \), and Eq. (36) becomes:

\[
\frac{1}{\Omega} e_{Q, \omega}^{(j)} \int dR \ U_{K}^{(n)} (R) U_{K}^{(n)} (R) e^{i(K - K' + Q) R} \ .
\]

(37)

With the exception of the matrix element for the interaction with the ZO phonon-component of the potential, following the results of Ref. [59], treating the TMD wavefunctions as delta-functions, \( \delta (z - d) \), should be a reasonable approximation also when assuming a non-zero thickness, but assuming a constant potential (along the out-plane direction \( z \)) in the 2D layer and wavefunctions similarly constant in the layers and zero outside the layer. At small \( Q \), only intravalley scattering occurs and, in this case, the only error originates from ignoring the overlap integral between the initial and final states. For intravalley processes, this is a minor effect. On the contrary, it may be an important effect for intervalley processes that may occur at large \( Q \). However, in this case the scattering rate is small, because of the \( 1/Q \) dependence of the squared matrix elements.

Following the ‘usual’ procedure (see Eqs. (12.3)-(12.9) of Ref. [93]), setting \( R = R_{i} + x \) where \( R_{i} \) are the lattice vectors and \( x \) spans a unit cell, splitting the integral over the entire volume into a sum over cells times an integral over a single cell with area \( \Omega_{cell} \), this becomes:

\[
\sum_{G} \frac{1}{\Omega_{cell}} \int dR \ t_{K}^{(n)} (x) \ t_{K}^{(n)} (x) e^{iGx} .
\]

(38)

Finally, assuming that the overlap integral between the initial and final Bloch functions is unity (that is, ignoring ‘overlap-factor’ effects, usually negligible when \( K \) and \( K' \) differ only by a small wave vector \( Q \)), ignoring Umklapp processes, thanks to the dependence of the matrix element on \( 1/Q \), in the infinite-volume normalization we finally have:

It can be shown in general that the function \( \epsilon_{TOT} (Q, \omega) \) defined by Eq. (30) (with the dielectric functions \( \epsilon \) replaced by their normal expressions \( \epsilon \)) is identical to the left-hand side of the secular equation, Eq. (25). Moreover, a little algebra shows that, in the limit \( h \to 0 \), Eq. (30) implies \( \epsilon_{TOT} (Q, \omega) \to (1 - e^{-2Q_{\omega}})^{(N_{\omega}(Q))} \). This, in turn, tends to \( \epsilon_{box} (\omega) + \epsilon_{Tox} (\omega) \) in the limit of infinitely thick insulators (that is, \( t_{\omega}, t_{i} \to \infty \)). These are the ‘usual’ expressions obtained in Refs. [12] and [21]. Therefore, in these latter limits, for a single interface between two dielectrics, we recover the usual expression for the ‘Fröhlich’ term inside the absolute value in Eq. (39):

\[
\frac{1}{\tau^{(i)} (K)} \approx \frac{2\pi}{\hbar} \sum_{n/\alpha} \int dQ \left\{ \frac{2\pi}{\hbar} \frac{\epsilon_{\omega}^{(i)} (Q)}{2Q} \right\} \phi_{(\alpha)} \omega_{\omega}^{(i)} (Q) | \frac{1}{\epsilon_{box}^{(\alpha, high)} (Q, \omega_{\omega}^{(i)} (Q)) + \epsilon_{box}^{(\alpha, high)} (Q, \omega_{\omega}^{(i)} (Q))} | \ .
\]

(40)

Explicit analytic calculations for a simple Si/SiO\(_2\) system show that this expression yields the same scattering rates obtained by Hauber and Fahy [36] when accounting for a slightly different definition of \( \epsilon_{TOT} (Q, \omega) \).

E. Full-band Monte Carlo simulations

The low-field carrier mobility has been calculated using the Monte Carlo method described in detail in our previous work presented in Refs. [9, 65]. To provide here just the basic features of the numerical method, the band structure, scattering rates and phonon spectra discussed above are interpolated and tabulated on a fine \( k \)-mesh, described in Sec. II.B. that spans the entire Brillouin zone. As discussed in Refs. [1], [2], and [9], the extremely fine mesh we use, mentioned in Sec. II.B (namely: a \( 201 \times 201 \times 1 \) mesh covering a rectangular section that inscribes the triangular irreducible wedge of the hexagonal first Brillouin zone) is required to account correctly and accurately not only for energy conservation but also for the anisotropy and the strong nonparabolicity of the band structure around the conduction-band minimum (or minima) and valence-band maximum. (Additional details about the algorithms used in our numerical implementation of the Monte Carlo method are given in the ‘Supplemental material’ of Ref. [65].) A bilinear interpolation is used to obtain information at arbitrary points in the Brillouin zone. As already mentioned, scattering with the flexural acoustic and optical phonons (the out-of-plane ZAs and ZOs) is ignored, since the horizon-
TABLE II. Physical parameters used to calculate IPP scattering in the 2H TMD monolayers.

| Parameter          | MoS$_2$ | MoTe$_2$ | WS$_2$ | WSe$_2$ | WTe$_2$ |
|--------------------|---------|----------|--------|---------|---------|
| $\hbar \omega_{TO}$ (meV) | 0.612   | 0.649    | 0.71   | 0.612   | 0.648   |
| $t_{2D}$ (nm)      | 9.8     | 11.19    | 14.02  | 9.34    | 10.74   |
| $\epsilon^{(0)} (\epsilon_0)$ | 9.69    | 10.99    | 13.24  | 9.24    | 10.64   |
| $m^*_0 (m_0)$      | 0.5     | 0.55     | 0.65   | 0.3     | 0.6     |
| $m^*_0 (m_0)$      | 0.6     | 0.62     | 0.95   | 0.4     | 0.35    | 0.5     |

* From our DFT calculations
* From Ref. [56]
* Used only to compute $\omega_P (Q)$ and screening wavelength
* Corresponding to an equivalent SiO$_2$ thickness of 0.7 nm. The top-insulator thickness was varied for some of the calculations shown in Sec. III B.

III. RESULTS AND DISCUSSION

In this section, we present our results – obtained using the full-band Monte Carlo method described above – regarding the effect of dielectric screening and IPP scattering on the transport properties of the double-gated monolayer TMD system discussed in Section II A. We discuss the carrier mobility in several supported and/or gated monolayer TMDs, all assumed to be supported by SiO$_2$. Examples of the band structure and phonon spectra for various TMDs considered here can be found in Ref. [9]. Table 3 of this reference lists also the all-important values of the energy separation between the conduction-band minima at the symmetry point K and the minima of the satellite Q-valleys obtained using the ONCV pseudopotentials and the GGA-PBE exchange-correlation functional.

Tables II and III list the physical parameters used in our calculations. The dielectric constant and layer thickness of monolayer TMDs are taken from Ref. [56]. The transverse optical (TO) phonon frequencies and the dielectric constant for the polar insulators are obtained from Ref. [17]. We have used the ‘effective’ dielectric constant for the polar insulators in our calculations, as suggested by [36].

![Graph](image-url)

FIG. 2. Electron-phonon scattering rate in MoS$_2$ as a function of electron kinetic energy for the SiO$_2$/MoS$_2$/HfO$_2$ system accounting for the screening effects of the free carriers (assuming a sheet density of $5 \times 10^{12}$ cm$^{-2}$) and of the surrounding dielectrics while ignoring IPP scattering. For comparison, the unscreened ‘intrinsic’ electron-phonon scattering rates of MoS$_2$ are also shown. All rates have been averaged over equi-energy surfaces. The physical thickness of each layer is shown in parentheses in the legend.

A. Dielectric screening due to the insulators and free carriers

Before considering the effects of the all-important IPP scattering, we discuss first how the ‘intrinsic’ carrier mobility in the TMD monolayers (that is, limited only by scattering with the bulk TMD phonons) in the double-gate configuration is affected by the dielectric screening due to the free carriers in the TMD and the SiO$_2$ substrate/bottom-gate-insulator and various gate insulators, ignoring for now IPP scattering. The gate insulators we have considered range from the low-$\kappa$ SiO$_2$ to the high-$\kappa$ ZrO$_2$.

In Fig. 2 we compare the scattering rates for the unscreened electron/bulk phonons interaction in free-
FIG. 3. Calculated 300 K electron mobility in the TMD channel of a gate-insulator/MoS$_2$/SiO$_2$ structure including only the effect of free-carrier and dielectric screening by the dielectrics (ordered with increasing static dielectric constant – shown in parentheses – from left to right), ignoring IPP scattering. The electron sheet-density in the TMD layer has been assumed to be $5 \times 10^{12}$ cm$^{-2}$.

standing MoS$_2$ with the screened rates for the same MoS$_2$ layer but embedded in a HfO$_2$/MoS$_2$/SiO$_2$ double-gate structure. The screened rates are more than one order of magnitude smaller than the unscreened rates, this difference being particularly large at low electron kinetic energies, since dielectric screening is most effective and long wavelengths and low-energy electrons can transfer only a small (crystal) momentum.

Such a reduction of the scattering rates results, obviously, in a much higher electron mobility in a layer embedded in double-gate structure than in the unscreened free-standing configuration, as shown in Fig. 3. For reference, the electron mobility of a free-standing MoS$_2$ monolayer without such ‘screening by the environment’, is 147 cm$^2$/(V.s) $^9$. As expected, the mobility increases with increasing dielectric constant of the substrate. Screening by a HfO$_2$ and ZrO$_2$ gate insulator, the highest-$\kappa$ dielectrics we consider, increases the phonon-limited mobility of MoS$_2$ by almost one order of magnitude, ($> 900$ cm$^2$/(V.s)). Even in the case of a SiO$_2$ gate oxide, one can see some modest gains, the electron mobility being enhanced to about 500 cm$^2$/(V.s).

The beneficial effect caused by the presence of high-$\kappa$ dielectrics has been observed experimentally $^{101–103}$ and theoretically explained both in the case of the impurity-limited electron mobility in MoS$_2$ $^{104}$ as well as of the phonon-limited mobility $^{103}$, although in this latter case the observed ‘phonon quenching’ and improvement of the mobility was attributed to HfO$_2$-induced tensile strain.

B. Electron-IPP scattering

As already anticipated, IPP scattering negates completely the benefits we have just discussed. In order to understand the nature of this scattering process, we first need to consider the dispersion of these hybrid modes. This is shown in Fig. 4 for the HfO$_2$/MoS$_2$/SiO$_2$ double-gate structure. These results have been obtained assuming an electron sheet-density of $5 \times 10^{12}$ cm$^{-2}$ and room and temperature (300 K) by solving the secular equation, Eq. 25 for each $Q$. This is an 8th-degree algebraic equation that we have solved using a combination of the Newton’s method, of the bisection technique, and by finding the eigenvalues of the ‘companion matrix’ associated to the polynomial appearing at the left-hand-side of Eq. (25) $^{105}$. We must stress again that, as explained in sec IID 2, we consider the full dispersion relation shown in this figure only for $Q \leq Q_{LD}$.

In the case considered in Fig. 4, we can see clearly the full hybridization of the modes, especially around $Q \sim 1$ nm. Only at large $Q$ do the modes become almost pure plasmon- or phonon-like excitations. In particular, the label ‘mode 1’ refers to the lowest-energy IPP that is mainly a 2D plasmon at small $Q$ and becomes mainly the low-frequency TO phonon of HfO$_2$ at large $Q$. Similarly, at large $Q$, modes 2-5 originate, respectively, mainly from the two antisymmetric interface MoS$_2$ (mostly ZO-like) interface phonons $^{59}$, from the low-frequency SiO$_2$ and from the high-frequency HfO$_2$ phonons. In the same range of large $Q$, mode 6 originates mainly from the high-frequency SiO$_2$ TO phonon, whereas, finally, modes 7 and 8 represent mainly the 2D plasmons at the bottom (MoS$_2$/SiO$_2$) and top (MoS$_2$/HfO$_2$) interfaces.
An example of the complicated hybridization of these modes is illustrated in Fig. 5: The phonon, $\Phi_\alpha(\omega(5), Q)$, and plasmon content of the decoupled mode 6 shown in Fig. 4 is plotted as a function of wave vector $Q$. At small $Q$, this excitation is mainly a low-energy SiO$_2$ phonon (TO1); as its wavelength decreases, it hybridizes with the high-frequency HfO$_2$ phonon, with the MoS$_2$ optical phonon, with both MoS$_2$ interface plasmons (at the lower and upper interfaces), becoming mainly a high-frequency SiO$_2$ phonon as $Q \to \infty$. For $Q \approx 10^6$/cm, this mode hybridizes significantly with up to 5 different bare modes. As shown below, this is the long-wavelength, non Landau-damped region in which scattering with these modes controls electronic transport; therefore, this hybridization is an essential physical ingredient, as already shown in Refs. [17, 21, 72] for the case of supported and gated graphene.

For $Q > Q_{LD} (= 7.8 \times 10^6$ cm$^{-1}$) in MoS$_2$ for an electron sheet density of $5 \times 10^{12}$ cm$^{-2}$, the 8 hybrid branches shown in Fig. 4 are replaced by six surface-phonon-like (SO) branches obtained by solving the secular equation, Eq. (25), but ignoring the plasma response of the 2DEG by replacing $(1 - \omega_P(Q)^2/\omega^2)$ in Eq. (4) with the static Thomas-Fermi expression, $1 + Q^2_{TF}/Q^2$ (where $Q_{TF}$ is the screening wave vector given by Eqs. (32) and (33)).

Very important is Fig. 6 in which we show the electron-IPP scattering rates separately for interactions with the 8 long-wavelength, fully hybridized IPPs (Fig. 6(a)) and with the interface optical phonons (SOs) hybridized among themselves but decoupled from the Landau-damped 2D plasmons (Fig. 6(b)). These rates have been obtained integrating Eq. (39) only for final states such that the wave vector transfer $Q$ is smaller than the Landau-damping cut-off $Q_{LD} \approx 7.8 \times 10^6$ cm$^{-1}$. They represent interactions only with the long-wavelength fully hybridized IPPs. The rates for scattering only with the short-wavelength SO modes (optical phonons hybridized among themselves but decoupled from the Landau-damped plasmons) are shown in the bottom frame, (b). A comparison with Fig. 4 permits the identification of the eight modes shown in frame (a).

small enough to render the role of phonon/plasmon coupling very important. Of course, such a small-$Q$ scattering process results in momentum-relaxation rates that are not as strong as the scattering rates. Yet, coupling to plasmons is an effect that cannot be neglected. This also shows that, at the electron sheet-density of interest, considering the long-wavelength limit, $Q < Q_{LD} \approx$...
$10^6 - 10^7 \text{ cm}^{-1} \ll 2\pi/h \approx 10^8 \text{ cm}^{-1}$, appears to be a sensible approximation.

Both in the long-wavelength regime as well as in the single-particle region, transport is controlled by the HfO$_2$ phonons (modes 1 and 2) and, to some extent, by the low-frequency phonon of the SiO$_2$ substrate. Note that the scattering rates labeled ‘ZO\text{±}’ in frame (b) refer to the interaction with the weak non-ZO-component of SO excitations at the top and bottom TMD/insulator interfaces, excitations that are mainly TMD optical flexural modes. A comparison of Fig. 7 with Fig. 6 shows how a low-\(\kappa\) gate-insulator, like hBN, induces negligible IPP scattering. Also in this case, electron-IPP scattering is dominated by the long-wavelength processes. However, the strongest scattering channel is due to the interaction with the SiO$_2$ phonons (see also Fig. 8), especially with the low-frequency mode at small electron energies.

We shall now discuss how IPP scattering affects the carrier mobility:

(i) Dependence on the gate insulator. In Fig. 9 we show the carrier mobility calculated in TMD monolayers assuming various top insulators, listed in order of increasing electric constant assumed for the TMD monolayer,

(ii) as a function of their thickness,

(iii) on temperature.

TABLE IV. Calculated 300 K electron mobility (in cm$^2$V$^{-1}$s$^{-1}$) in TMD monolayers in a double-gate stack, assuming SiO$_2$ as bottom insulator and different gate insulators. Both insulators are assumed to have an equivalent oxide thickness (EOT) of 0.7 nm. The results have been obtained assuming a TMD electron sheet-density of $5 \times 10^{12}$ cm$^{-2}$.

| System                      | MoS$_2$ | MoSe$_2$ | MoTe$_2$ | WS$_2$ | WSe$_2$ | WTe$_2$ |
|-----------------------------|---------|----------|----------|--------|---------|---------|
| Freestanding                | 147     | 92       | 43       | 380    | 180     | 166     |
| SiO$_2$/TMD/SiO$_2$         | 76      | 65       | 41       | 141    | 96      | 87      |
| hBN/TMD/SiO$_2$             | 319     | 195      | 55       | 795    | 260     | 278     |
| AlN/TMD/SiO$_2$             | 51      | 83       | 36       | 65     | 79      | 53      |
| Al$_2$O$_3$/TMD/SiO$_2$     | 32      | 27       | 19       | 54     | 36      | 38      |
| HfO$_2$/TMD/SiO$_2$         | 43      | 16       | 28       | 69     | 39      | 51      |
| ZrO$_2$/TMD/SiO$_2$         | 34      | 13       | 20       | 35     | 24      | 25      |

*See note [55]*
FIG. 9. (a): Calculated 300 K electron (open symbols) and hole mobility (solid symbols) in the TMD channel of a gate-insulator/MoS$_2$/SiO$_2$ structure with different gate insulators (ordered with increasing static dielectric constant – shown in parentheses – from left to right). Note that the mobility generally decreases as the static dielectric constant of the gate insulator increases, but phonon resonances cause ‘dips’ in the cases of Al$_2$O$_3$ and, to a smaller extent, ZrO$_2$. Moreover, the absence of low-energy phonons in hBN results in a mobility larger than in free-standing MoS$_2$ (shown by the horizontal lines), thanks to the beneficial effect of dielectric screening of the bulk phonons by high-$\kappa$ insulators. (b): The same, but for the gate-insulator/MoSe$_2$/SiO$_2$ structure and (c), for the gate-insulator/MoTe$_2$/SiO$_2$ structure. One can notice a similar behavior. Finally, frames (d), (e) and (f) shows the same information for the gate-insulator/WS$_2$/SiO$_2$, gate-insulator/WSe$_2$/SiO$_2$, and gate-insulator/WTe$_2$/SiO$_2$ systems, respectively. In all cases, the carrier sheet density in the TMD layers has been assumed to be $5 \times 10^{12}$ cm$^{-2}$.

Among the various supported and gated TMDs considered, the best electron mobility, 795 cm$^2$/V.s, is obtained for the SiO$_2$/WS$_2$/hBN system. An excellent hole mobility, 396 cm$^2$/V.s, is also predicted for the SiO$_2$/WSe$_2$/hBN stack. These results confirm the general trend observed previously for MoS$_2$ [106]: The carrier mobility decreases almost monotonically with increasing dielectric constant of the gate insulator, with two exceptions: 1. The beneficial effects of dielectric screening of the ‘out-of-plane’ field lines are seen for hBN, since electron-IPP scattering is weak in this case, thanks to its relatively low ionic polarization and the high phonon frequencies resulting from the light weight of the B and N ions. A similar result has been obtained by Ma and Jena [33]. 2. On the contrary, resonance effects among the optical phonons of the substrate, of the TMD layer, and of the top insulator result in a low carrier mobility when AlN and/or Al$_2$O$_3$ are taken as gate insulators. In particular, looking at Fig. 9(a), one notices that the calculated 300 K electron and hole mobilities in SiO$_2$-supported monolayer MoS$_2$ decrease as the gate insulator is changed from hBN to HfO$_2$, but it reaches a particularly high value for hBN and a very low value for Al$_2$O$_3$. A similar behavior, although to a different extent, can be seen also for most of the other cases shown in Fig. 9. In all cases, hBN exhibits the best mobility, even higher than what we have calculated in free-standing monolayers, as explained above.
Obviously, this comes at the price of the relatively low dielectric constant – that defies the very reason behind the use of high-κ insulators, as dictated by scaling laws – and a relatively small potential barrier at the channel-insulator interface – that would lead to a large gate-leakage current if hBN were to be used as the sole gate dielectric.

The role of resonances. The low mobility seen for Al₂O₃ and ZrO₂ in almost all cases is caused by fact that the low-frequency optical phonon of Al₂O₃ (or high-frequency ZrO₂ TO phonon) oscillates at a frequency that is very close to the frequency of the low-energy SiO₂ TO phonons and of the hybridized MoS₂ ZO phonon. In these cases, these modes couple very strongly and, as a result of this resonance, the large interface polarization-charge strengthens the IPP scattering potential. A similar effect has been already predicted theoretically for the Si/SiO₂/poly-Si-gate system. When the poly-Si density yields a plasma frequency close to the TO-frequency of SiO₂, the resonance of these two modes causes a low carrier mobility (Refs. [52–54]). Obviously, one concern about the accuracy of these results stems from the consideration that such an effect is extremely sensitive to the phonon frequencies chosen for the calculations (approximated from the broad peaks seen by Fourier-transform infrared spectroscopy, FTIR [17], for example) and observed in dielectrics used in experiments (whose morphology and composition may or may not be stoichiometric and amorphous/polycrystalline). Small changes of the phonon frequency may result in significantly different values for the mobility.

ii) Dependence on insulator thickness. Figure 10 shows the dependence of the carrier mobility – in the same double-gate systems – on the thickness of the gate insulator. As a general trend, we observe that the mobility decreases as the thickness of the insulator increases. This is due to the screening of the IPP scattering-potential due to the proximity of an ideal metal gate. In the HfO₂/MoS₂/SiO₂ system, we see a 20% increase of the mobility when the equivalent-SiO₂ oxide thickness (EOT) decreases from 1.2 to 0.7 nm. A similar trend is seen in the HfO₂/WS₂/SiO₂ stack, although the effect is stronger. This is due to the fact that the electron mobility in free-standing WS₂ is larger than in MoS₂, so that the mobility is much more sensitive to any changes of the strength of IPP scattering.

iii) Dependence on the dielectric constant of the TMD monolayer. All values given so far for the carrier mobility have been obtained using the ‘effective’ static and optical dielectric constants for the TMD layers. However, given the anisotropy of the dielectric constant of the TMD layers and the various approximations used in the literature and here, it is interesting to see how the mobility varies as this parameter is changed. For MoS₂, for example, the static and the high-frequency out-of-plane dielectric constants are 6.2ϵ₀ and 6.1ϵ₀ (Ref. [56], respectively; the effective and geometric-averaged static(optical) values are 9.8(9.69)ϵ₀, and 11.42(11.31)ϵ₀. As a trend, the electron mobility increases with increasing TMD dielectric constant. In particular, for the HfO₂/MoS₂/SiO₂ stack, the mobility obtained using the out-plane dielectric constant is about 38 cm²V⁻¹s⁻¹. This value increases by approximately 20%, to 43 cm²V⁻¹s⁻¹ when using the effective dielectric constant, and by almost 60% (to 58 cm²V⁻¹s⁻¹) when using the geometric average for the dielectric constant. Such a trend, also reported by Hauber and Fahy [36], is just due to the expected role of dielectric screening.

iv) Dependence on carrier density. In Fig. 11, looking at the variation of mobility with varying free-electron density, we observe only a marginal improvement when the density increase from 10¹¹ cm⁻² to 10¹³ cm⁻². Since the free carriers are confined in the 2D plane of the layer, they cannot screen efficiently the long-wavelength...
FIG. 11. Calculated 300 K electron mobility in the TMD channel of a HfO$_2$/MoS$_2$/SiO$_2$ structure as a function of the TMD free-carrier density. An electron sheet density of $5 \times 10^{12}$ cm$^{-2}$ has been assumed. The symbols represent calculated data, the lines are only a guide to the eye.

Electron-phonon scattering processes. Additionally, degeneracy effects also affect the mobility: As the Fermi level increases, Pauli blocking prevents scattering to already occupied states, an effect that results in a higher mobility. However, this effect is partially compensated by the fact that, as the Fermi level increases, scattering to satellite valleys become effective, resulting in a reduction of the electron mobility. In the particular case of MoS$_2$, these degeneracy effects cancel each other almost exactly and do not affect the mobility appreciably. This behavior can be expected also in other 2D TMDs. The weak dependence on the carrier sheet density shown in Fig. 11 has been observed experimentally by Pang et al. in FETs with thick (>2 nm) TMD channels. [107].

v) Dependence on lattice temperature. The dependence of the electron mobility on temperature is shown in Fig. 12 for the AlN/MoS$_2$/SiO$_2$, AlN/WS$_2$/SiO$_2$, and HfO$_2$/WS$_2$/SiO$_2$ double-gate system. A power law (shown by the solid black lines) yields the best correlation coefficient. However, it is difficult to assign to this fit a clear physical meaning, since several phonons with different frequencies contribute to the relaxation of the electron velocity. Comparing frames (a) and (b), the slightly larger frequency of the TMD ZO phonon seems to yield a slightly larger slope. The same observation can be made comparing frames (b) and (c): The softer optical phonons of HfO$_2$ result in a smaller slope (and a lower mobility).

We plot in Fig. 13 the temperature dependence of the electron mobility in the TMD monolayer in the AlN/WS$_2$/SiO$_2$ stack, showing separately the mobility limited only by the TMD ‘bulk’ phonons, $\mu_{\text{rmBP}}$, and the mobility limited only by scattering with the IPPs, $\mu_{\text{IPP}}$. Note the weaker dependence on temperature of the former, since $\mu_{\text{BP}}$ is determined by the interaction with both low-energy ($\lesssim 20$ meV) acoustic phonons and optical phonons with energy in the range of 40-to-50 meV. On the contrary, the IPP-limited mobility shows a stronger dependence on temperature, since it is controlled mainly by the interaction with the phonon component of hybrid modes originating from the higher-energy ($\sim 80$ meV) AlN optical phonons. Scattering with the hybrid IPPs controls the mobility over the entire range of temper-
FIG. 13. Calculated bulk-phonon-limited, $\mu_{\text{IPP}}$, IPP-limited, $\mu_{\text{BP}}$, and total electron mobility, $\mu_{\text{TOT}}$, in the TMD channel of an AlN/WS$_2$/SiO$_2$ stack, plotted vs. the lattice temperature. As in previous figures, the EOT of the insulators has been assumed to be 0.7 nm and the electron sheet density $5 \times 10^{12}$ cm$^{-2}$.

IV. CONCLUSIONS

We have investigated theoretically how, in addition to free-carrier screening, the dielectric environment (namely, the insulating substrate or bottom gate-insulator, the gate insulator, and the presence of metallic gates) affects the low-field charge-transport properties of several TMD monolayers supported (or back-gated) by SiO$_2$ and with hBN, SiO$_2$, AlN, Al$_2$O$_3$, HfO$_2$, and ZrO$_2$ as gate insulators, thus extending previous investigations to these realistic (and complicated) double-gate structures.

We have shown initially that, rescaling the electron-phonon scattering rates obtained from $ab$ initio calculations for free-standing layers to account for the static screening effects of the surrounding dielectrics, high-$\kappa$ dielectrics screen these interactions very efficiently. Although, in principle, this would result in an improved carrier mobility, unfortunately, the presence of these dielectrics also results in carriers scattering with the hybrid interface optical-phonon/plasmon excitations. Accounting for the full hybridization of these excitations also with the 2D TMD plasmons—an effect that we found is very important, but that is often ignored in the literature—we have shown that, as expected, this effect depresses the carrier mobility significantly below its value in free-standing monolayers, with the mobility increasing with increasing dielectric constant of the insulator(s). However, we have also found that ‘phonon resonances’ enhance the interface polarization charge and scattering potential, thus depressing the mobility even more severely. This occurs when two optical phonons of the dielectrics have similar frequencies and it results in an even stronger depression of the mobility.

Our results also show that the weak ionic polarizability
of hBN results in the highest electron and hole mobility, although the relatively low dielectric constant of this insulator negates the scaling benefits of high-κ insulators. They also show that tungsten-based TMDs exhibit a satisfactory carrier mobility. We have also found a weak dependence of the mobility on carrier density, that the dielectric screening effect of an ideal metal gate is noticeable in some cases (especially in TMDs that exhibit a high intrinsic mobility, such as WS₂), but not significantly strong. Unfortunately, in most cases the transport properties of TMDs remain disappointing, because of the intrinsic physical reasons discussed in Ref. [113].
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