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Mapping the potential landscape with high spatial resolution is crucial for quantum technologies based on ultracold atoms. Yet, imaging optical dipole traps is challenging because purely optical methods, commonly used to profile laser beams in free space, are not applicable in vacuum. In this work, we demonstrate precise in-situ imaging of optical dipole traps by probing a hyperfine transition with Ramsey interferometry. Thereby, we obtain an absolute map of the potential landscape with micrometer resolution and shot-noise-limited spectral precision. The idea of the technique is to control the polarization ellipticity of the trap laser beam to induce a differential light shift proportional to the trap potential. By studying the response to polarization ellipticity, we uncover a small but significant nonlinearity in addition to a dominant linear behavior, which is explained by the geometric distribution of the atomic ensemble. Our technique for imaging of optical traps can find wide application in quantum technologies based on ultracold atoms, as it applies to multiple atomic species and is not limited to a particular wavelength or trap geometry.

**Introduction.**—Controlling the potential landscape of optical traps is essential for atom-based quantum technologies such as optical lattice clocks [1], trapped atom interferometers [2, 3], measurement-based quantum computing [4, 5], analogue [6, 7] and discrete [8] quantum simulators. In these experiments, atoms are trapped in the dipole potential created by focused laser beams. Precise knowledge of their intensity profile is indispensable to realize homogeneous potential landscapes with optical lattices [9] and arrays of micro traps [10, 11], and it can also be used to avoid inhomogeneous line broadening [1]. Laser beam profiling techniques, however, are not applicable in vacuum. Instead, one directly probes the atomic ensemble itself in order to obtain in-situ information about the trap potential, e.g., by measuring motional resonances spectroscopically or by direct imaging of the trapped atom density. These indirect methods estimate the local potential based on some additional assumption (e.g., geometry of the beams, harmonic approximation, thermalization of the atomic ensemble), and are not suitable to isolate the contribution of individual beams in setups involving multiple crossed beams, as is the case of optical lattices.

In contrast, techniques for imaging optical traps aim to directly map the local potential as experienced by the atoms. For alkali-earth atoms, imaging of an optical trap was demonstrated by measuring the differential light shift induced by the trap laser field upon an ultranarrow optical transition [1]. For species lacking narrow optical transitions, such as alkali atoms, related previous work showed that the scalar [12] and vector [13] differential light shifts induced by a dipole trap close to resonance can be used to image the local potential, but did not provide an absolute measurement thereof.

In this work, we report on a technique for imaging optical traps with very high precision by probing a hyperfine transition of alkali atoms with position-resolved Ramsey phase tracking. The Ramsey signal measures the differential light shift caused by a small, controllable polarization ellipticity of the trap laser beam, which is directly related to the trap potential as experienced by the atoms. By integrating the signal over few repetitions, we attain a spectral resolution of about two orders of magnitude below the Fourier limit $\nu_F = 1/t$, where $t$ is the interrogation time. Such a high resolution allows us to uncover a nonlinear response of the atomic ensemble to polarization ellipticity, which yields a significant systematic correction to the imaged optical trap. As a result, we obtain an absolute map of the potential landscape at the micrometer scale with an accuracy of the order of $10^{-2}$ of the maximum potential depth. To exemplify the versatility of the Ramsey imaging technique, we map the dipole potential produced by individual laser beams propagating in diverse directions and with various wavelengths: in-between the D doublet (866 nm) and far detuned from it (1064 nm).

**Conceptual scheme.**—In an optical dipole trap, the differential light shift between two long-lived states $|a\rangle$ and $|b\rangle$ [Fig. 1(a)] can be written as:

$$\delta(\vec{r}, \epsilon) = (\eta_s + \eta_v \epsilon) U(\vec{r})/(2\pi\hbar),$$

(1)

where $U(\vec{r})$ is the potential experienced by the atoms at position $\vec{r}$ for linear polarization, $\eta_s$ and $\eta_v$ are two proportionality factors accounting for the scalar [14] and vector [15] contributions, and $\epsilon$ is the polarization ellipticity of the trap laser beam, and $\hbar$ is the reduced Planck constant. The two factors $\eta_s$ and $\eta_v$ only depend on the laser beam’s wavelength $\lambda$ and the atomic prop-
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properties, whereas the polarization ellipticity is defined as 
\[ \epsilon = (I_R - I_L)/(I_L + I_R), \]
with \( I_L \) and \( I_R \) being the intensities of the left and right circular polarization components of the trap laser beam. To obtain a map of the potential landscape \( U(\vec{r}) \), we exploit the linear dependence of the light shift \( \delta(\vec{r}, \epsilon) \) on the ellipticity \( \epsilon \), which we can easily vary using a \( \lambda/4 \) waveplate [Fig. 1(b)]. The light shift is measured precisely with Ramsey interferometry, by tracking the phase shift,

\[ \varphi(\vec{r}, \epsilon) = 2\pi t \delta(\vec{r}, \epsilon), \]

of the Ramsey fringe [Fig. 1(c)] for different values of \( \epsilon \).

Alternatively, one can measure the shift \( \delta(\vec{r}, \epsilon) \) by directly recording a spectrum of the transition. Ramsey interferometry, however, presents the advantage that the model function fitted to the data is known exactly in the form of a sinusoidal fringe. By contrast, direct spectroscopy requires an accurate modeling of the line shape in order to determine the frequency shift with high precision. To assess the quality of the Ramsey model function, we consider the distribution of the residual mean squares derived from fitting \( > 10^4 \) Ramsey fringes, probed at different locations \( \vec{r} \) and for different values of \( \epsilon \) [Fig. 1(d)]. The comparison with the theoretical \( \chi^2 \) distribution shows an excellent agreement, validating the interpretation of the estimated fringe parameters as the most likely ones. Assuming that the dominant noise source is atom shot noise, the uncertainty of the phase obtained from the fit can be expressed as

\[ \varphi_{\text{ext}}(\epsilon) = \frac{1}{\sqrt{1 - (1 - C(\epsilon)^2)N}}^{1/2}, \]

where \( N \) is the number of atoms interrogated in the surrounding of \( \vec{r} \) and \( C(\epsilon) \) is the contrast of the Ramsey fringe, which is a decreasing function of \( |\epsilon| \), as shown later. For our measurements with \( N \lesssim 500 \), we find that the statistical fit uncertainty on \( \varphi(\vec{r}, \epsilon) \) is about a factor 2 greater than \( \varphi_{\text{ext}}(\epsilon) \). The small excess noise could be explained by atom losses, photon shot noise and, to a lesser extent, by the read-out noise of the CCD camera. The measured phase uncertainty translates through Eq. (2) to a frequency uncertainty of about two orders of magnitude below \( \nu_F \).

The measured Ramsey phase is found to be approximately proportional to the ellipticity \( \epsilon \) [Fig. 1(e)]. By subtracting the leading linear contribution, a small nonlinearity becomes evident [Fig. 1(f)], which will be discussed in detail later. If we ignore for now the nonlinear contribution, it is straightforward to obtain by linear extrapolation the phase \( \varphi(\vec{r}, \pm 1) \) corresponding to a pure right or left circular polarization, \( \epsilon = \pm 1 \), and the phase \( \varphi(\vec{r}, 0) \) corresponding to linear polarization. The local trap potential can therefore be expressed as

\[ U(\vec{r}) = \frac{\pm \varphi(\vec{r}, \pm 1) - \varphi(\vec{r}, 0)}{S}, \]

with the factor \( S = \eta_s t/\hbar \) playing the role of the sensitivity factor of the Ramsey imaging technique. We remark that the scalar contribution to the differential light shift, \( \eta_s U(\vec{r})/(2\pi \hbar) \), has no effect on the reconstructed potential landscape because it does not depend on \( \epsilon \).

**Alkali atoms.**—We discuss the general case of an alkali atom, with \( |a\rangle = |F, m_F \rangle \) and \( |b\rangle = |F', m_{F}' \rangle \) being two hyperfine levels of the electronic ground state. Here, \( F \)
TABLE I. Reference values of $\eta_\nu$ and $\eta_s$ for a far-detuned dipole trap at 1064 nm for three representative alkali atoms. $\eta_\nu$ is calculated for doubly polarized and maximally stretched hyperfine states of the electronic ground state. $\eta_s$ is much smaller than $\eta_\nu$ because it originates from the hyperfine interaction in the electronic ground state.

|            | $^{133}\text{Cs}$ | $^{87}\text{Rb}$ | $^{24}\text{Na}$ |
|------------|--------------------|------------------|------------------|
| $\eta_\nu$ | $-0.16$           | $-0.04$          | $-1 \times 10^{-3}$ |
| $\eta_s$   | $1.5 \times 10^{-4}$ | $6.8 \times 10^{-5}$ | $7.8 \times 10^{-6}$ |

and $F'$ denote the quantum numbers of the total angular momentum of the atom, whereas $m_F$ and $m'_F$ represent the corresponding magnetic quantum numbers, with the quantization axis aligned in the direction of the laser beam whose potential we aim to image. Accounting for the vector polarizability [17], we obtain the following expression:

$$\eta_s = (g_F m_F - g_F' m'_F) \frac{\nu_2 - \nu_1}{2(\nu - \nu_1) + \nu - \nu_2}, \quad (5)$$

where $g_F$ and $g_F'$ are the Landé factors of the states $|a\rangle$ and $|b\rangle$, $\nu_1$ and $\nu_2$ are the resonance frequencies of the $D_1$ and $D_2$ lines, and $\nu = c/\lambda$ is the frequency of the laser beam, with $c$ being the speed of light.

Equation (5) shows that the sensitivity factor $S$ is nonzero for all transitions except for clock-type transitions (when $g_F m_F = g_F' m'_F$). Moreover, $S$ increases with the fine structure splitting, $\nu_2 - \nu_1$, which is larger for heavier atoms (Table I), and for wavelengths closer to one of the two D lines. This behavior is caused by the fact that Ramsey imaging of optical traps works for alkali atoms by leveraging the spin-orbit interaction present in the p-orbitals.

Experimental setup.—We demonstrate Ramsey imaging of optical traps with $^{133}\text{Cs}$ atoms, probing the hyperfine transition between $|a\rangle = |F = 3, m_F = 3\rangle$ and $|b\rangle = |F = 4, m_F = 4\rangle$. We map the potential landscape of four optical traps, which are produced by laser beams propagating in different directions and having different wavelengths. Three of the beams (labeled H1, H2, H3, with $\lambda = 866$ nm) propagate in a horizontal plane, which is perpendicular to the imaging axis, whereas the fourth beam (labeled V, with $\lambda = 1064$ nm) propagates along the vertical direction, which coincides with the imaging axis, and is retro-reflected to form an optical standing wave. The four laser beams are overlapped to create a three-dimensional optical lattice, as detailed in Ref. [18].

For each beam of which we intend to map the potential, we make its polarization slightly elliptical by inserting a $\lambda/4$ waveplate in the beam path, as illustrated in Fig. 1(b). The precise value of $\epsilon$ can be measured with standard ellipsometry methods, e.g., using a rotating polarizer. As an alternative, in the case of beams H1 and H3, we use a digital polarization synthesizer [19] to control their ellipticity.

For a fixed value of $\epsilon$, the experimental sequence begins by cooling a cloud of several thousand of atoms in a magneto-optical trap. Subsequently, the atoms are transferred into the foregoing three-dimensional optical lattice. The loading procedure is performed in such a way that the atoms are distributed over a relatively large region (60 $\mu$m x 60 $\mu$m), covering 90% of the laser beams’ cross section. The atoms trapped in the optical lattice are then further cooled in all three dimensions to $T \approx 1$ $\mu$K by resolved-sideband cooling [20], and simultaneously pumped optically into state $|b\rangle$. Importantly, the bias magnetic field of $\approx 3$ G, which defines the quantization axis, is rotated adiabatically in the direction of the laser beam to be imaged, by controlling the current flowing through three pairs of compensation coils.

For the Ramsey interferometer, we abruptly turn off all trap laser beams except for the one relevant to the measurement, and subsequently use microwave radiation to apply two short $\pi/2$ pulses of 1 $\mu$s duration each, separated by a fixed interrogation time $t = 200$ $\mu$s. The pulse frequency $\nu_{hfs}$ is chosen to be approximately resonant with the hyperfine transition between $|a\rangle$ and $|b\rangle$ for the atoms occupying the center of the trap. Because of their short duration, the pulses are spectrally broad enough to allow the entire ensemble of atoms to be addressed, including the atoms in the outer regions of the trap where the differential light shift is much weaker. To avoid systematic phase shifts that could arise in the outer regions of the trap due to slightly off-resonance pulses, we also record for beam H3 a reference Ramsey phase map for a vanishing time $t$, which is then subtracted. For our experimental parameters, this correction is found to be nonsignificant. We also remark that instead of microwave pulses, one could alternatively use optical Raman pulses, since any systematic phase shift caused by spatial intensity inhomogeneity of the intensity of the Raman laser beams can likewise be subtracted.

For the state-selective detection, we remove atoms in state $|b\rangle$ with an optical push-out pulse and then acquire a fluorescence image [21] of the remaining atoms in state $|a\rangle$. The fraction of remaining atoms ($\approx 90\%$) is much larger for $^{133}\text{Cs}$, which is well suited to resolve the atoms’ positions with high precision. We note that in the absence of an optical lattice, one can employ other imaging techniques (e.g., absorption imaging). The fraction of remaining atoms exhibits a typical Ramsey fringe [Fig. 1(c)],

$$P_0(\vec{r}, \epsilon, \varphi_R) = \frac{1}{2} + \frac{C_0}{2} \cos[\varphi'(\vec{r}, \epsilon) - \varphi_R], \quad (6)$$

as we scan $\varphi_R$, the relative phase between the two $\pi/2$ pulses. Here, $C_0$ is the fringe contrast, and $\varphi'(\vec{r}, \epsilon)$ is a position-dependent phase obtained by tracking the shift of the Ramsey fringe. Considering Eq. (2), we thus find that the measured phase shift $\varphi'(\vec{r}, \epsilon)$ directly yields the differential light shift: $\delta(\vec{r}, \epsilon) = \varphi'(\vec{r}, \epsilon)/(2\pi t) + \nu_{hfs} - \nu_{hfs,0}(\vec{r})$, where $\nu_{hfs,0}(\vec{r})$ is the frequency of the hyperfine transition in the absence of light fields. The bare frequency $\nu_{hfs,0}(\vec{r})$ generally varies with $\vec{r}$ due to residual
magnetic field gradients, but importantly does not depend on $\epsilon$. We thus simply use $\varphi'(\vec{r},\epsilon)$ in lieu of $\varphi(\vec{r},\epsilon)$ in Eq. (4) in order to obtain $\bar{U}(\vec{r})$, without requiring any independent measurement of $\theta_{b0,0}(\vec{r})$.

Experimental results.—The Ramsey signal is analyzed in a position-resolved manner by subdividing the field of view in small pixels. For our analysis, we choose the pixel size $\Delta_p \approx 3.6 \mu m$, corresponding to 10 pixels of the electron-multiplying CCD camera. Owing to the non-vanishing temperature $T$, the atoms move during the Ramsey time $t$ on average by $\approx 1 \mu m$, which is less than the pixel size $\Delta_p$. We note that for a desired spatial resolution of the potential map, the thermal motion of atoms constrains the maximum allowed Ramsey interrogation time $t$, which in turn sets the Fourier limit $\nu_F$, and therefore eventually limits the spectral resolution. There is thus a trade-off between the resolvable pixel size $\Delta_p$ and Fourier resolution $\nu_F$, where the product of these two quantities is proportional to $\sqrt{k_BT/m}$, with $m$ being the mass of the atoms and $k_B$ the Boltzmann constant. We also note that any nonzero ellipticity causes a differential force on the states $|a\rangle$ and $|b\rangle$, leading to a displacement between the two wave packets during the interrogation time. Such a displacement may cause a reduction of the contrast $C_0$, and induce a systematic phase shift. We find, however, that the effect of the differential force is negligible in our case.

Figure 2 shows the potential map for each of the four optical traps, obtained using position-resolved Ramsey phase tracking. Observing the positions of the four reconstructed trap potentials, it is immediately noticeable that the V beam is off-centered by about 16 $\mu m$ from the intersection point of the three horizontal beams. A more careful analysis of individual transverse cuts of the mapped potentials shows that the trap waist and the potential depth are determined with an uncertainty of $< 1 \%$, whereas the trap transverse position with an uncertainty of a few hundred nanometers. Two orthogonal cuts along the principal axes of beam V are shown in Fig. 2(c) as a representative example, revealing two slightly different trap waists. Such precise geometric information about the position and waist of optical traps is crucial for the sensitive alignment of multiple laser beams in vacuum, and would be hard, if not practically impossible, to accomplish using purely optical methods or with indirect in-situ measurements of the atomic ensemble.

Nonlinear response model.—While the linear model in Eq. (1) captures the essence of the Ramsey imaging technique, this model alone is not sufficient to explain the small but significant nonlinear corrections observed as a function of $\epsilon$ in Fig. 1(f). We attribute this nonlinear behavior to the distribution of atoms along the direction collinear with the line of sight.

In this direction, the position of atoms cannot be resolved directly by the imaging system. For any given pixel, the detected Ramsey fringe is thus the integrated result of many atoms, each experiencing a slightly different trap laser intensity and, consequently, an inhomogeneous differential light shift. This inhomogeneous differential light shift has a two-fold effect on the Ramsey signal: it causes a contrast reduction of the Ramsey fringe and a nonlinear shift, $\varphi_m$, of the Ramsey phase as a function of $\epsilon$.

To quantitatively model these two effects, we consider a single pixel, and assume a one-dimensional Gaussian distribution for the positions of the atoms along the line of sight. The resulting Ramsey fringe is thus obtained by averaging over the ensemble:

$$
\int_{-\infty}^{\infty} e^{i\varphi(\vec{r},\epsilon)} p(z-z_0,\sigma) \, dz = \int_{-\infty}^{\infty} e^{i\varphi(\vec{r},\epsilon)} p(z-z_0,\sigma) \, dz = C(\epsilon) e^{i(\eta_0+\eta_0)Ut/h} e^{i\varphi_m(\epsilon)}, \quad (7)
$$

![FIG. 2. Ramsey imaging of four optical traps. Reconstructed potential produced by (a-c) three laser beams with $\lambda = 866$ nm propagating in a common horizontal plane, and (d) a standing wave with $\lambda = 1064$ nm oriented along the line of sight. The potential is expressed relative to the minimum of the potential, $U_0$. The dashed lines represent common reference axes. Shown in white are the outer regions where few or no atoms are loaded. The arrows in (a-c) indicate the propagation direction of the running-wave laser beams, whereas the marked pixel in (c) corresponds to the data shown in Fig. 1. (e) The data points correspond to two orthogonal cuts as highlighted in (d), whereas the lines are the two Gaussian fitting functions. The slightly different trap waists are likely caused by a small astigmatism of beam V.](image-url)
FIG. 3. Nonlinear response of Ramsey signal to polarization ellipticity $\epsilon$, measured for a single representative pixel, marked in Fig. 2(c). (a) Same data as in Fig. 1(f) showing the nonlinear phase correction. For a close comparison, we display the two nonlinear terms appearing in Eq. (8a) separately by a dashed line (first term) and a solid line (second term). The data points are obtained by subtracting all terms of the fitting model, except for the one of interest. (b) The Ramsey fringe contrast as a function $\epsilon$ for the same points in (a), showing a very good agreement with the model in Eq. (8b). An additional ellipticity offset of $\approx 0.01$ is used to fit the data in (a) and (b), which likely originates from a systemic error in the ellipticity measurement.

where $z$ is the coordinate along the line of sight, $p(z - z_0, \sigma)$ is a Gaussian function centered at $z_0$ with width $\sigma$, and $U$ is the maximum trap depth along the line of sight, for the pixel considered. To compute the integral in Eq. (7) analytically, we assume that the trap potential along the $z$-direction can be approximated by a harmonic oscillator of angular frequency $\omega$. The computation shows that the phase correction and the contrast can be modeled as:

$$\varphi_{in}(\epsilon) = \frac{\xi(\epsilon)}{1 + \xi(\epsilon)^2} \left( \frac{z_0}{\sqrt{2\sigma}} \right)^2 - \arctan[\xi(\epsilon)], \quad (8a)$$

$$C(\epsilon) = \frac{C_0}{[1 + \xi(\epsilon)^2]^{1/4}} \exp \left[ -\frac{\xi(\epsilon)^2}{1 + \xi(\epsilon)^2} \left( \frac{z_0}{\sqrt{2\sigma}} \right)^2 \right], \quad (8b)$$

where $\xi(\epsilon) = (\eta_s + \eta_v \epsilon) m \omega^2 \sigma^2/(\hbar/t)$ is a dimensionless quantity linear in the ellipticity $\epsilon$. We fit this model simultaneously to both the nonlinear phase contribution [Fig. 3(a)] and the contrast [Fig. 3(b)], which are measured as a function of $\epsilon$ for a single representative pixel of beam H3. The measured data are in remarkable agreement with the fitting model, from which we obtain that the spread $\sigma$ is between 10 $\mu$m to 15 $\mu$m, depending on the pixel position.

Studying the fitting model in Eqs. (8a) and (8b), one recognizes that the nonlinear behavior of the phase correction manifests itself only when the fringe contrast $C$ has dropped significantly. It is therefore important to vary $\epsilon$ over a sufficiently wide range in order to discriminate the nonlinear correction from the leading linear contribution of Eq. (2). As a result of the nonlinear model, we obtain an absolute map of the potential landscape, which is found to be about 10% deeper than that obtained using the linear model in Eq. (2).

Conclusions.—We have demonstrated a technique for the precise imaging of optical trap potentials by Ramsey interferometry. For our demonstration, we have mapped the potential landscape of optical traps for Cs atoms, considering different geometries and wavelengths. Ramsey imaging of optical traps can find application to other atomic species, such as alkali atoms and magnetic lanthanides [23–25], and to a variety of optical trap geometries (e.g., optical lattices, flat traps, hollow traps, tailored potentials).
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