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Abstract—We examine federated learning (FL) with over-the-air (OTA) aggregation, where mobile users (MUs) aim to reach a consensus on a global model with the help of a parameter server (PS) that aggregates the local gradients. In OTA FL, MUs train their models using local data at every training round and transmit their gradients simultaneously using the same frequency band in an uncoded fashion. Based on the received signal of the superposed gradients, the PS performs a global model update. While the OTA FL has a significantly decreased communication cost, it is susceptible to adverse channel effects and noise. Employing multiple antennas at the receiver side can reduce these effects, yet the path-loss is still a limiting factor for users located far away from the PS. To ameliorate this issue, in this paper, we propose a wireless-based hierarchical FL scheme that uses intermediate servers (ISs) to form clusters in the areas where the MUs are more densely located. Our scheme utilizes OTA cluster aggregations for the communication of the MUs with their corresponding IS, and OTA global aggregations from the ISs to the PS. We present a convergence analysis for the proposed algorithm, and show through numerical evaluations of the derived analytical expressions and experimental results that utilizing ISs results in a faster convergence and a better performance than the OTA FL alone while using less transmit power. We also validate the results on the performance using different numbers of cluster iterations with different datasets and data distributions. We conclude that the best choice of cluster aggregations depends on the data distribution among the MUs and the clusters.

Index Terms—Machine learning, over-the-air communications, federated learning, wireless communications, over-the-air aggregation, hierarchical clustering.

I. INTRODUCTION

We are surrounded by devices that continuously gather all kinds of information from images, videos, and sound to various sensor measurements. The abundance of generated data has been essential for the rapid advancements in machine learning (ML) in different domains. Traditionally, ML relies on accumulating all the data on a server to train a powerful model with many parameters. However, such centralized training and data accumulation leads to concerns regarding data privacy, communication cost, and latency. Firstly, users are concerned about sharing their personal datasets as it may leak information about the owner beyond the intended use [2]. Secondly, offloading collected data samples to a remote sensor, typically for high-rate data such as images and videos, requires significant communication resources. Thirdly, applications that need to operate in real-time might be affected by the increased latency since their performance depends on the model response of the simultaneously collected data [3]. Federated learning (FL) offers an attractive alternative to centralized training, where the training is distributed across user devices, and does not require collecting data at a centralized server [4].

In FL, a parameter server (PS), which keeps track of the global model orchestrates training across a set of mobile users (MUs). At each iteration, the current global model parameters are shared with a subset of the MUs, selected depending on their battery states, computing capabilities, data qualities, or distance to the PS [5]. These devices are asked to perform stochastic gradient descent (SGD) on the current model using their local datasets. After completing several local training iterations, each MU sends its model update to the PS. The PS performs model aggregation using these local updates to update the global model, and sends the new model back to the PS. We present a convergence analysis for the proposed algorithm, and show through numerical evaluations of the derived analytical expressions and experimental results that utilizing ISs results in a faster convergence and a better performance than the OTA FL alone while using less transmit power. We also validate the results on the performance using different numbers of cluster iterations with different datasets and data distributions. We conclude that the best choice of cluster aggregations depends on the data distribution among the MUs and the clusters.
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distributions [7], privacy [8], energy efficiency and latency analysis [9]. Federated Averaging is the simplest and the most popular model aggregation method, which employs simple averaging operation at the PS [10]. Since the performance mostly depends on the data distribution at the MUs, recent studies focus on heterogeneous datasets across MUs [6], [11], [12], [13], [14]. Even though FL aims to protect local data privacy, some studies have shown that it is possible to infer user data even from the gradient information, and present approaches to enhance data privacy [8], [14], [15]. Numerous works have been reported on FL’s power consumption and latency, and developed power-efficient FL schemes for MUs with limited power [9], [16], [17]. User heterogeneity is another direction being investigated, where a subset of devices are selected efficiently based on their available power, computing capabilities, and distance [11], [18], [19], [20], [21].

While FL among edge devices has a great premise, its implementation in practical wireless scenarios requires combating adverse channel effects and optimization under limited channel resources. Since the cost of communication in FL depends on the size of the underlying model, the periodic transmission of a large model increases the communication costs and the required bandwidth even though no raw data is being sent. In order to use the bandwidth more efficiently, over-the-air (OTA) aggregation has become a widely used method, where the local updates are sent using the same frequency band, thereby performing computation and transmission simultaneously [22]. However, accurate OTA aggregation requires mitigating the adverse effects of wireless channels so that the transmitted signals arrive at the PS at similar power levels. While this is originally achieved by applying channel inversion when accurate channel state information (CSI) is available at the MUs, it is shown in [23] that the effects of wireless fading can also be alleviated by increasing the number of receive antennas at the PS even when the transmitter side has no CSI. Recently, the focus in OTA FL has been on user scheduling [18], [19], [20], [21] and analysis of different wireless channel models [8], [23], [24], [25], [26], [27], [28]. Moreover, OTA communication in multiple-input multiple-output (MIMO) channels is also investigated in [29], where the angle of arrival is used to cluster users. Other approaches on wireless FL include model compression for the local updates and location-based user scheduling [9], [22], [28], [30].

As a possible solution for the increased communication costs, hierarchical federated learning (HFL) has been proposed. In HFL, intermediate servers (ISs) are employed in areas where the number of MUs is high to form cluster-like structures [31]. In this model, the MUs carry out multiple SGD iterations before transmitting their model differences to their corresponding IS. After several cluster aggregations between the ISs and their corresponding MUs, global aggregation is carried out at the PS, using the IS cluster updates. Studies on HFL focus on the system performance when the users have non-independent and identically distributed (non-i.i.d.) data distributions [13], power, latency, and convergence analysis [31], [32], [33], [34], [35], and optimal resource allocation schemes [17].

In this paper, we study an HFL scenario with practical additional features to the framework. Our specific contributions in this framework are as follows:

- We propose a two-stage wireless hierarchical federated learning (W-HFL) system and present its system model and channel specifications. W-HFL performs OTA cluster aggregations between MUs and ISs, and OTA global aggregations between ISs and the PS, in contrast to [1], which considers OTA aggregation only in the first stage of HFL. Moreover, in contrast to [31], W-HFL takes both the intra-cluster and inter-cluster interference effects into account for cluster aggregation.

- We conduct a detailed convergence analysis for the proposed model, where the effects of interference and noise terms can be clearly identified. We also provide an upper bound on the convergence rate and numerically compare the convergence rate with that of the conventional FL, where all the MUs communicate with PS directly without the need for an IS. We show through numerical evaluations of the analytical results that the proposed algorithm has a higher convergence rate than conventional FL, and has a competitive performance compared to the baseline scheme with error-free links.

- We demonstrate via experimental results on MNIST and CIFAR-10 datasets with different data distributions that the proposed scheme exhibits a faster convergence behavior and converges to a more reliable model compared to that of the conventional FL while also using less power at the edge.

The rest of the paper is organized as follows. In Section II, we introduce the learning objective as well as the structure of W-HFL. In Section III, we provide the communication model of the proposed algorithm. In Section IV, the convergence analysis of W-HFL is presented, and it is upper-bounded under some convexity assumptions. In Section V, we give experimental and numerical results to compare our algorithm with the conventional FL as well as the baseline approaches, and we conclude the paper in Section VI.

II. SYSTEM MODEL

The objective of W-HFL is to minimize a loss function $F(\theta)$ with respect to the model weight vector $\theta \in \mathbb{R}^{2N}$, where $2N$ is the model dimension. Our system consists of $C$ clusters each containing one IS and $M$ MUs, and a PS, as depicted in Fig. 1. The dataset of the $m$-th MU in the $c$-th cluster is denoted as $B_{c,m}$, and we define $B \triangleq \sum_{c=1}^{C} \sum_{m=1}^{M} |B_{c,m}|$. We have

$$F(\theta) = \frac{1}{C} \sum_{c=1}^{C} \sum_{m=1}^{M} \frac{|B_{c,m}|}{B} F_{c,m}(\theta),$$

(1)

where $F_{c,m}(\theta) \triangleq \frac{1}{|B_{c,m}|} \sum_{u \in B_{c,m}} f(\theta, u)$, with $f(\theta, u)$ denoting the loss function corresponding to parameter vector $\theta$ and data sample $u$.

We consider a hierarchical and iterative approach consisting of global, cluster, and user iterations to minimize (1). In every cluster iteration, the MUs carry out $\tau$ user iterations using
their local datasets, then send their model updates to their corresponding ISs for cluster aggregation. $I$ cluster iterations are performed at each IS before all the updated models are forwarded to the PS for global aggregation. Consider the $j$-th user iteration of the $i$-th cluster iteration of the $t$-th global iteration by the $m$-th user in the $c$-th cluster. The weight update is performed employing SGD as follows:

$$\theta_{i,c,m}^{t+1} = \theta_{i,c,m}^{t} - \eta_{i,c,m}^{t} \nabla F_{c,m}(\theta_{i,c,m}^{t}, \xi_{i,c,m}^{t}),$$

where $\eta_{i,c,m}^{t}$ is the learning rate, $\nabla F_{c,m}(\theta_{i,c,m}^{t}, \xi_{i,c,m}^{t})$ denotes the stochastic gradient estimate for the weight vector $\theta_{i,c,m}^{t}$ and a randomly sampled batch of data samples $\xi_{i,c,m}^{t}$ sampled from the dataset $B_{c,m}$. Initially, $\theta_{c,m}^{1} = \theta_{I,m}^{t}$, $\forall i \in [I]$, where $[I] \triangleq \{1, 2, \ldots, I\}$, and $\theta_{I,m}^{t}$ is the global model at the PS at the $t$-th global iteration and $\theta_{I,m}^{t}$ denotes the local model of the IS in the $i$-th cluster at the $t$-th cluster iteration. The purpose of employing ISs is to accumulate the local model differences within each cluster more frequently over smaller areas before obtaining the global model $\theta_{PS}(t)$ for the next global iteration. Also, note that $\nabla F_{c,m}(\theta_{i,c,m}^{t}, \xi_{i,c,m}^{t})$ is an unbiased estimator of $\nabla F_{c,m}(\theta_{i,c,m}^{t})$, i.e., $\mathbb{E} [\nabla F_{c,m}(\theta_{i,c,m}^{t}, \xi_{i,c,m}^{t})] = \nabla F_{c,m}(\theta_{i,c,m}^{t})$, where the expectation is over the randomness due to SGD.

### III. WIRELESS HIERARCHICAL FEDERATED LEARNING (W-HFL)

#### A. Ideal Communication

We first consider the case in which all the communications among all the units are error-free as a benchmark. In this case, after $\tau$ user iterations, each MU calculates its model difference to be sent to its corresponding IS as

$$\Delta \theta_{c,m}^{i,\tau+1} = \theta_{c,m}^{i,\tau+1} - \theta_{I,c,m}^{t}(t).$$

Then, the cluster aggregation at the $c$-th cluster is performed as

$$\theta_{I,c,m}^{t+1}(t) = \theta_{I,c,m}^{t}(t) + \frac{1}{M} \sum_{m=1}^{M} \Delta \theta_{c,m}^{i}(t).$$

After completing $I$ cluster iterations in each cluster, ISs send their model differences to the PS, which can be written as

$$\Delta \theta_{PS,c}^{t}(t) = \theta_{I,c,m}^{t+1}(t) - \theta_{PS,c}^{t}(t).$$

The global update rule is $\Delta \theta_{PS,c}^{t}(t) = \frac{1}{C} \sum_{c=1}^{C} \Delta \theta_{PS,c}^{t}(t)$. Using recursion, we can conclude that

$$\Delta \theta_{PS}^{t}(t) = \frac{1}{MC} \sum_{c=1}^{C} \sum_{m=1}^{M} \sum_{i=1}^{I} \Delta \theta_{c,m}^{i}(t).$$

After the global aggregation, the model at the PS is updated as $\theta_{PS}^{t+1}(t) = \theta_{PS}^{t}(t) + \Delta \theta_{PS}^{t}(t)$.

#### B. OTA Communication

We now introduce the scheme referred to as OTA communications to be used for all the links from the users to the ISs, and from the ISs to the PS. Since model differences are transmitted via a common wireless medium in both cluster and global updates, estimated versions of $\Delta \theta_{PS,c}^{t}(t)$ and $\Delta \theta_{PS}^{t}(t)$ are received at the ISs and the PS, where the system noise and inter/intra cluster interference are present. In our setup, ISs and PS have $K$ and $K'$ receive antennas, respectively, while both ISs and the MUs are equipped with a single transmit antenna.

Also, we assume perfect channel state information (CSI) at the receiver ends.

1) Cluster Aggregation: In OTA communication, the local updates $\Delta \theta_{c,m}^{i}(t)$ are sent without any coding. In order to increase the spectral efficiency, the model differences are grouped to form a complex vector $\Delta \theta_{c,m}^{i,c}(t) \in \mathbb{C}^N$ with entries $\Delta \theta_{c,m}^{i,n,c}(t)$ for $m \in [M], c \in [C], i \in [I]$, with the real and imaginary parts $\Delta \theta_{c,m}^{i,r,c}(t) \triangleq \left[ \Delta \theta_{c,m}^{i,1,c}(t), \ldots, \Delta \theta_{c,m}^{i,N,c}(t) \right]^{T}$ and $\Delta \theta_{c,m}^{i,i,c}(t) \triangleq \left[ \Delta \theta_{c,m}^{i,N+1,c}(t), \ldots, \Delta \theta_{c,m}^{i,2N,c}(t) \right]^{T}$, respectively, where $\Delta \theta_{c,m}^{i,n,c}(t)$ denotes the $n$-th entry of $\Delta \theta_{c,m}^{i,c}(t)$ for $n \in [2N]$. The resulting complex vector is transmitted through the wireless medium. The received signal at the $k$-th antenna of the $c$-th IS in the $i$-th cluster iteration can be represented as

$$y_{I,c,m,k}^{i}(t) = P_{k} \sum_{c'=1}^{C} \sum_{m=1}^{M} h_{c',m,c,k}^{i} \circ \Delta \theta_{c',m,c,k}^{i,c}(t) + z_{I,c,m,k}^{i}(t),$$

where $P_{k}$ is the power multiplier at the $t$-th global iteration, $\circ$ denotes the element-wise (Hadamard) product, $z_{I,c,m,k}^{i}(t) \in \mathbb{C}^N$ is the circularly symmetric additive white Gaussian noise (AWGN) vector with i.i.d. entries with zero mean and variance of $\sigma_z^2$, i.e., $z_{I,c,m,k}^{i}(t) \sim \mathcal{CN}(0, \sigma_z^2)$, $n \in [N]$. $h_{c',m,c,k}^{i}(t) \in [N]$ is the channel coefficient vector between the $m$-th MU in the $c'$-th cluster and the $c$-th IS, whose $n$-th entry is modelled as $h_{c',m,c,k}^{i,n}(t) = \sqrt{\beta_{c',m,c,k}^{i,n}} g_{c',m,c,k}^{i,n}(t)$, where $g_{c',m,c,k}^{i,n}(t) \sim$...
The received signal at the $k'$-th antenna of the PS can be written as

$$y_{PS,k'}(t) = P_{IS,t} \sum_{c=1}^{K'} \sum_{c=1}^{N} h_{PS,c,k'}(t) \circ \Delta \theta_{PS,c}(t) + z_{PS,k'}(t),$$

where $P_{IS,t}$ is the power multiplier of the $c$-th IS at the $t$-th global iteration, $z_{PS,k'}(t) \in \mathbb{C}^N$ is the circularly symmetric AWGN noise with i.i.d. entries with zero mean and variance $\sigma_n^2$; i.e., $z_{PS,k'}(t) \sim \mathcal{C}N(0, \sigma_n^2)$. The channel coefficient between the $c$-th IS and the PS is modelled as $h_{PS,c,k'}(t) = \sqrt{\beta_{IS,c}} g_{PS,c,k'}(t)$, where $g_{PS,c,k'}(t) \in \mathbb{C}^N$ is the small-scale fading coefficient vector with entries $g_{PS,c,k'}(t) \sim \mathcal{C}N(0, \sigma_n^2)$, $\beta_{IS,c}$ is the large-scale fading coefficient modeled as $\beta_{IS,c} = (d_{1s,c})^{-\gamma}$, where $d_{1s,c}$ denotes the distance between the $c$-th IS and the PS.

Knowing the CSI perfectly, the received signal at the PS is combined as

$$y_{PS}(t) \doteq \frac{1}{K'} \sum_{c=1}^{K'} \left( \sum_{c=1}^{K'} \sum_{i=1}^{N} \text{Re} \{y_{IS,c}(t)\} \circ y_{PS,c,k'}(t) \right),$$

where

$$y_{PS}(t) = \sum_{c=1}^{K'} \sum_{i=1}^{N} h_{PS,c,k'}(t) \circ \Delta \theta_{PS,c}(t) + z_{PS,k'}(t).$$

Estimated global model differences at the PS can be recovered as

$$\Delta \hat{\theta}_{PS}(t) = \frac{1}{P_{IS,t} C_\sigma^2 h_{\beta_c}} \text{Re} \{y_{PS}(t)\},$$

$$\Delta \hat{\theta}_{PS}^{N}(t) = \frac{1}{P_{IS,t} C_\sigma^2 h_{\beta_c}} \text{Im} \{y_{PS}(t)\},$$

where $\beta = \sum_{c=1}^{C} \beta_{IS,c}$. Finally, the global aggregation is performed using $\theta_{PS}(t+1) = \theta_{PS}(t) + \Delta \hat{\theta}_{PS}(t)$, where $\Delta \hat{\theta}_{PS}(t) = [\Delta \hat{\theta}_{PS,c}(t) \Delta \hat{\theta}_{PS,c}^{2}(t) \ldots \Delta \hat{\theta}_{PS,c}^{N}(t)]^T$.

The $n$-th symbol can be written as

$$y_{PS,n}^{p}(t) = \frac{1}{K'} \sum_{k'=1}^{K'} \sum_{c=1}^{C} \sum_{c=1}^{K'} \sum_{i=1}^{N} h_{PS,c,k'}(t) \circ \Delta \theta_{PS,c}(t) \circ y_{PS,c,k'}^{n}(t) + z_{PS,n}^{p}(t),$$

where

$$y_{PS,n}^{p}(t) = \frac{1}{K'} \sum_{k'=1}^{K'} \sum_{c=1}^{C} \sum_{c=1}^{K'} \sum_{i=1}^{N} h_{PS,c,k'}(t) \circ \Delta \theta_{PS,c}(t) \circ y_{PS,c,k'}^{n}(t) + z_{PS,n}^{p}(t).$$
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Since we can write \( \Delta \theta_{PS,c}^{n+1}(t) = \Delta \theta_{PS,c}(t) + j \Delta \theta_{PS,c}^N(t) \), using (5) and recursively adding previous cluster iterations, we obtain
\[
\Delta \theta_{PS,c}^{n+1}(t) = (\Delta \theta_{IS,c}^{1+1,n}(t) - \Delta \theta_{IS,c}^{1,n}(t)) + j(\Delta \theta_{IS,c}^{1+1,n+N}(t) - \Delta \theta_{IS,c}^{1,n+N}(t)) = \sum_{i=1}^I \Delta \theta_{IS,c}^i(t) + j \Delta \theta_{IS,c}^N(t) = \frac{1}{P_1 M \sigma_h^2 \beta_c} \sum_{i=1}^I y_{IS,c}(t). \tag{16}
\]
Substituting (16) into (15), we have
\[
y_{PS}^n(t) = \frac{P_{IS,t}}{P_{IS,t} + \sigma^2_{h,c} \sum_{c,k} h_{PS,c,k}(t)^2 y_{IS,c}(t)} + \frac{1}{K'} \sum_{c,k} h_{PS,c,k}(t) y_{PS,c}(t) \]
\[
+ \frac{P_{IS,t} c}{P_{IS,t} + \sigma^2_{h,c} \sum_{c,k} h_{PS,c,k}(t)^2 y_{IS,c}(t)} \sum_{c',k'} h_{PS,c',k'}(t) y_{PS,c'}(t). \tag{17}
\]
Substituting (11) into (17), we can write
\[
y_{PS,n} \approx y_{PS}(t) = \sum_{i=1}^n y_{PS,i}(t), \]
with \( \lambda_{c,e} = \frac{P_{IS,t}}{KK'M \sigma_g^2} \), each term can be written as
\[
y_{PS,1}(t) = \sum_{c,m,i,k'} \lambda_{c,e} |h_{PS,c,k'}(t)|^2 |h_{c,m,c,k}(t)|^2 \Delta \theta_{c,m}^{n,e,c}(t),
\]
\[
y_{PS,2}(t) = \sum_{c,m,i,k'} \lambda_{c,e} |h_{PS,c,k'}(t)|^2 |h_{c,m,c,k}(t)|^2 \Delta \theta_{c,m'}^{n,e,c}(t),
\]
\[
y_{PS,3}(t) = \sum_{c,m',i,k'} \lambda_{c,e} |h_{PS,c,k'}(t)|^2 |h_{c,m',c,k}(t)|^2 \Delta \theta_{c,m'}^{n,e,c}(t),
\]
\[
y_{PS,4}(t) = \sum_{c,m,i,k'} \lambda_{c,e} |h_{PS,c,k'}(t)|^2 |h_{c,m,c,k}(t)|^2 \Delta \theta_{c,m}^{n,e,c}(t),
\]
\[
y_{PS,5}(t) = \sum_{c,m',i,k'} \lambda_{c,e} |h_{PS,c,k'}(t)|^2 |h_{c,m',c,k}(t)|^2 \Delta \theta_{c,m'}^{n,e,c}(t),
\]
\[
y_{PS,6}(t) = \sum_{c,m',i,k'} \lambda_{c,e} |h_{PS,c,k'}(t)|^2 |h_{c,m',c,k}(t)|^2 \Delta \theta_{c,m'}^{n,e,c}(t),
\]
\[
y_{PS,7}(t) = \sum_{c,m',i,k'} \lambda_{c,e} |h_{PS,c,k'}(t)|^2 |h_{c,m',c,k}(t)|^2 \Delta \theta_{c,m'}^{n,e,c}(t),
\]
\[
y_{PS,8}(t) = \sum_{c,m',i,k'} \lambda_{c,e} |h_{PS,c,k'}(t)|^2 |h_{c,m',c,k}(t)|^2 \Delta \theta_{c,m'}^{n,e,c}(t),
\]
\[
y_{PS,9}(t) = \sum_{c,m',i,k'} \frac{1}{K'} |h_{PS,c,k'}(t)|^2 z_{PS,c,k}(t). \tag{18}
\]

IV. CONVERGENCE ANALYSIS

In this section, we present an upper bound on the global loss function at the PS, which represents the difference between the expected loss at the PS and the optimal loss after a certain number of iterations, which helps us to understand and quantify the relationship between the system parameters and performance. We define the solution that minimizes the loss \( F(\theta) \)
\[
\theta^* = \arg \min_{\theta} F(\theta). \tag{19}
\]

Also, the minimum value of the loss function is denoted as \( F^* = F(\theta^*) \), the minimum value of the local loss function \( F_{c,m} \) is given as \( F_{c,m}^* \), and the bias in the dataset is defined as
\[
\Gamma \triangleq F^* - \sum_{c=1}^C \sum_{m=1}^M \frac{B_{c,m}}{B} F_{c,m}^* \geq 0. \tag{20}
\]

In addition, we assume that the learning rate of the overall system does not change in user and cluster iterations, i.e., \( \eta_{c,m}(t) = \eta(t) \). Therefore, we can write the global update rule as \( \theta^{i+1}_{c,m}(t) = \theta^i_{c,m}(t) - \eta(t) \nabla F_{c,m}(\theta^i_{c,m}(t), \xi^i_{c,m}(t)) \), which can also be written as
\[
\theta^{i+1}_{c,m}(t) - \theta^0_{c,m}(t) = -\eta(t) \sum_{l=1}^L \nabla F_{c,m}(\theta^i_{c,m}(t), \xi^i_{c,m}(t)). \tag{21}
\]

We make the following two assumptions as in [23].

**Assumption 1:** All the loss functions \( F_1, \ldots, F_C \) for all the clusters and users are \( L \)-smooth and \( \mu \)-strongly convex, which are, respectively \( \forall v, w \in \mathbb{R}^{2N}, \forall m \in [M], \forall c \in [C], \)
\[
F_{c,m}(v) - F_{c,m}(w) \leq (v - w, \nabla F_{c,m}(w)) + \frac{L}{2} \|v - w\|^2, \tag{22}
\]
\[
F_{c,m}(v) - F_{c,m}(w) \geq (v - w, \nabla F_{c,m}(w)) + \frac{\mu}{2} \|v - w\|^2. \tag{23}
\]

**Assumption 2:** The expected value of the squared \( l_2 \) norm of the stochastic gradients are bounded, which is, \( \forall i \in [\tau], i \in [I], \forall m \in [M], \forall c \in [C], \)
\[
\mathbb{E}_{x_c \in [C]} \left[ \left\| \nabla F_{c,m}(\theta^i_{c,m}(x), \xi^i_{c,m}(x)) \right\|_{C} \right]^2 \leq G^2, \text{ in turn translates into } \mathbb{E}_{x_c \in [C]} \left[ \left\| \nabla F_{c,m}(\theta^i_{c,m}(x), \xi^i_{c,m}(x)) \right\|_{C} \right]^2 \leq G, \forall n \in [2N]. \]

**Theorem 1:** In W-HFL, for \( 0 \leq \eta(t) \leq \min \left\{ 1, \frac{1}{\mu l} \right\} \), the global loss function can be upper bounded as
\[
\mathbb{E} \left[ \left\| \theta_{PS}(t) - \theta^* \right\|_2^2 \right] \leq \left( \prod_{a=0}^{t-1} X(a) \right) \left\| \theta_{PS}(0) - \theta^* \right\|_2^2 + \sum_{b=0}^{t-1} Y(b) \prod_{a=b+1}^{t-1} X(a), \tag{24}
\]
where \( X(t) = (1 - \mu(t)) (\tau - (t - \eta(t)) (\tau)) \), and
\[
Y(t) = \eta^2(t) C^2 \frac{2}{M^2 C^2} \sum_{c_1, c_2, m_1, m_2} A(m_1, m_2, c_1, c_2)
\]
\[
\begin{align*}
&+ \frac{(2 + (M - 1)(C - 2)(K - 1)(I - 1))\eta^2(t)IG^2\tau^2}{KK'M^4C^2(C - 1)\beta^2} \times \sum_{m_1, m_2, c, c' \neq c} \frac{\beta_{IS,c}\beta_{IS,c'}\beta_{c,m,c}^2}{\beta_{c}^2} \\
&+ \frac{\eta^2(t)G^2I^2\tau^2}{KK'M^2C^2\beta^2} \sum_{c, m} \frac{(K' + 1)\beta_{IS,c}\beta_{c,m,c}}{\beta_{c}^2} \times \left( \sum_{m' \neq m} \beta_{c,m',c} + \sum_{c' \neq c'} \beta_{c,m',c'} \right) \\
&+ \frac{\sigma^2_N}{KK'C^2\sigma_h^2} \sum_{c} \beta_{IS,c} \left( \frac{1}{P_{IS,t}} + \frac{I}{KM^2} \right) \times \sum_{m} \left( \frac{(K' + 1)\beta_{IS,c}\beta_{c,m,c}}{P_{IS,t}^2} + \frac{\beta_{c,m,c}^2}{P_{IS,t}\beta_{c}^2} \right) \times \left( \sum_{m' \neq m} \beta_{c,m',c} + \sum_{c' \neq c'} \beta_{c,m',c'} \right),
\end{align*}
\]

where \(A(m_1, m_2, c_1, c_2)\) is given in Theorem 1.

**Proof:** See Appendix B.

**Lemma 2:** \(E \left[ \left\| \mu_1(t + 1) - \theta^* \right\|_2^2 \right] \leq (1 - \mu(t))I(\tau - (t - 1)) \left( \frac{1}{2} + \frac{1}{\mu(1 - \eta(t))} \right) \eta^2(t)IG^2\tau(\tau - 1)(2\tau - 1)\]

**Proof:** See Appendix C.

**Lemma 3:** \(E \left[ \left\| \theta_{PS}(t + 1) - \nu(t + 1) \right\|_2^2 \right] = 0.

**Proof:** \(E \left[ \left\| \theta_{PS}(t + 1) - \nu(t + 1) \right\|_2^2 \right] = E \left[ \left\| \theta_{PS}(t + 1) - \nu(t + 1) \right\|_2^2 \right] = E \left[ \left\| \theta_{PS}(t + 1) - \nu(t + 1) \right\|_2^2 \right]

**Corollary 1:** Assuming L-smoothness, after \(T\) global iterations, the loss function can be upper-bounded as

\[
E \left[ F(\theta_{PS}(T)) \right] - F^* \leq \frac{L}{2} \sum_{a, b} X(a),
\]

**Remark 1:** Since the fourth term in \(Y(a)\) is independent of \(\eta(a)\), even for \(\lim_{t \to \infty} \eta(t) = 0\), we have \(\lim_{t \to \infty} E[F(\theta_{PS}(t))] = F^* \neq 0\). \(Y(a)\) is also proportional to \(I\) and \(\tau\), meaning that more user iterations and cluster aggregations do not always provide faster convergence. However, since the MUs' experience lower path-loss in W-HFL than in the conventional FL, W-HFL can reach a higher accuracy. Moreover, increasing the number of clusters \(C\) leads to a faster convergence, at the cost of employing more ISs.
Adam optimizer for training both networks. This corollary shows that the convergence rate of W-HFL can be closer to optimal as $M$ and $C$ increase. Based on this approximation, it would be more beneficial to prioritize having more users and clusters when designing a W-HFL system, assuming that dataset cardinality increases accordingly, and the neural network complexity remains the same as the framework scales up.

V. Simulation Results

In this section, we evaluate and compare the performance of W-HFL with that of the conventional FL under different scenarios. Via numerical experiments, we observe the power consumption, as well as the convergence speed of the learning algorithm with different numbers of cluster aggregations, $I$. In our experiments, we use two different image classification datasets, MNIST [36] and CIFAR-10 [37]. For the MNIST dataset, we train a single-layer neural network with 784 input neurons and 10 output neurons with $2N = 7850$; and, for CIFAR-10, we employ a convolutional neural network (CNN) architecture which has two $3 \times 3 \times 32$, two $3 \times 3 \times 64$, and two $3 \times 3 \times 128$ convolutional layers, each of them with the same padding, batch normalization, and ReLU function. After every two convolutional layers, it has $2 \times 2$ max pooling and dropout with 0, 2, 0.3, and 0.4, respectively. In the end, we have a fully-connected layer with 10 output neurons and softmax activation, which corresponds to $2N = 307498$. We employ Adam optimizer [38] for training both networks.

We consider a hierarchical structure with $D = 20$ MUs, $C = 4$ circular clusters, each with a single IS in the middle and $M = 5$ MUs, and a single PS. MUs are randomly distributed at a normalized distance between 0.5 and 1 units from their corresponding IS. Also, these clusters are randomly placed in slices, each of which is $\frac{2\pi}{C}$ radians apart, with a normalized distance between 0.5 and 3 units from the PS.

The experiments are performed with two different data distributions. In the i.i.d. experiments, all the training data is randomly and equally distributed across MUs. In the non-i.i.d. case, we split the training data into $3MC$ groups each consisting of samples with the same label, and randomly assign 3 groups to each MU. As a second non-i.i.d. case, we distribute the labels to different clusters in such a way that each cluster pair has 6 shared labels, and assigned labels are distributed randomly across MUs in each cluster.

In order to make the comparison among different HFL and FL algorithms fair, we introduce a normalized time $IT$ in the experiment results where $T$ denotes the number of global iterations, so that each algorithm uses the channel an equal amount of time in total. In the experiments, the total time $IT$ is set to 400, the mini-batch size is $\xi_{i,c,m}(t) = 500$ for MNIST training and $\xi_{i,c,m}(t) = 128$ for CIFAR-10 training, the path loss exponent $\rho$ is set to 4, $\sigma_h^2 = 1$, $\sigma_P^2 = 10$ for the MNIST, and $\sigma_h^2 = 1$ for the CIFAR-10 training. Each IS and the PS has $5MC = 100$ receive antennas. Also, the power multipliers are set to $P_t = 1 + 10^{-2}t$, and $P_{IS,t} = 20P_t$, $t \in [T]$. In order to make the average transmit power levels consistent among different simulations, $P_{t,low} = 0.5P_t$ is used for the cases with $I = 1$.

To assess the performance, we compare the results with wireless and error-free conventional FL schemes with no IS in between [4], [23] as well as recent HFL schemes, including our previous work with error-free links between ISs and PS [1], and HierFAVG scheme, which assumes error-free links both between the MUs and the ISs, and the ISs and the PS [32]. The main goal is to observe close to an error-free performance while having a small average transmit power.

In Figs. 2-5, we present the performance of W-HFL with different numbers of cluster aggregations $I$ using the MNIST dataset. We also report the average transmit power per total number of iterations at the edge for each case. We consider W-HFL with $I \in [1, 2, 4, 8]$, as well as the conventional FL scheme with no IS in between. We can observe in Fig. 3 that W-HFL outperforms [23] while using less power at the edge. This is mainly because, in W-HFL, MUs have a closer server (IS) to transmit their signals to, thereby being less affected by the path-loss effects. Also, it can be seen that the performance slightly deteriorates as $I$ increases, while consuming less transmit power at the edge, where we simulated W-HFL including $I = 16$ to show the trend. The system performs better in i.i.d. distribution when the ISs perform fewer cluster
aggregations, and the best performance is observed with $I = 1$, where the ISs just relay the received cluster updates. Moreover, we can observe that HOTAFL achieves faster convergence than W-HFL due to the reduced number of wireless layers.

In Fig. 4, we consider MNIST with non-i.i.d. distribution across MUs, and evaluate the system performances for $\tau = 3$. We can see the change in the order of performance when the distribution changes and $\tau$ increases since having more cluster updates before the global aggregation provides a more powerful update for the model than having a frequent global model update with less trained non-i.i.d. datasets. Moreover, we evaluate the performance when clusters are non-i.i.d. in Fig. 5, where we observe a slight decrease in accuracy compared to the i.i.d. data distribution.

In Fig. 6, we also depict the performance of the proposed algorithm on the CIFAR-10 dataset with i.i.d. data distribution across MUs. We can see a similar trend with the i.i.d. MNIST results. However, the average transmit power values have increased when compared to MNIST results since the used model contains more parameters in CIFAR-10 simulations to tackle the more challenging dataset. It can be observed that using the ISs as relays gives the best performance while using less transmit power. W-HFL with $I = 2$ uses more transmit power than $I = 4$ since it performs more global iteration rounds with an increased $P_t$. We can also see that W-HFL starts to perform worse than [23] when $I = 8$ since the model updates become more dependent on cluster updates, thereby making less use of overall existing data in the system.

In Fig. 7, we numerically analyze the convergence rate of W-HFL, with the results presented in Corollary 1. The setting from MNIST i.i.d. training is used with $2N = 7850$, $L = 10$, $\mu = 1$, $G^2 = 1$, $\Gamma = 1$, $\eta(t) = 5 \cdot 10^{-2} - 2 \cdot 10^{-5} t$, $P_t = 1 + 10^{-2} t$, $P_{IS,t} = 10 P_t$, $\|\theta_{PS}(0) - \theta^*\|_2^2 = 10^3$. We can observe that W-HFL converges faster than the conventional FL, and performs similarly to the baseline.
VI. CONCLUSION

We have proposed a W-HFL scheme, where edge devices exploit nearby local servers called ISs for model aggregation. After several OTA cluster aggregations, ISs transmit their model differences to the PS to update the global model for the next iteration. We have considered the effects of inter-cluster interference during local cluster aggregations, and adopted OTA aggregation also at the PS. We provided a detailed system model as well as a convergence analysis for the proposed algorithm that gives an upper bound on the global loss function. We showed through numerical evaluations and experimental results with different data distributions and datasets that bringing the server-side closer to the more densely located MUs can improve the final model accuracy and result in faster convergence compared to the conventional FL. We also observed that using fewer cluster aggregations in W-HFL can lead to a higher accuracy at the expense of an increased average transmit power at the edge. In a nutshell, W-HFL provides a bandwidth-efficient distributed learning framework that embraces interference through OTA aggregation and increases bandwidth efficiency by bandwidth reuse across clusters. Even though poor channel states and large-scale use cases are potential limitations to W-HFL, we left their analyses as future work.

APPENDIX A

PROOF OF LEMMA 1

Using (26), we have
\[ \mathbb{E} \left[ \left| \left| \Delta \hat{\theta}_{PS}(t+1) - \nu(t+1) \right| \right|^2 \right] = \mathbb{E} \left[ \left| \left| \Delta \hat{\theta}_{PS}(t) - \Delta \theta_{PS}(t) \right| \right|^2 \right] \]
\[ = \sum_{n=1}^{2N} \mathbb{E} \left[ \left( \Delta \hat{\theta}_{PS,n}(t) - \Delta \theta_{PS,n}(t) \right)^2 \right]. \]

Note that \( \Delta \hat{\theta}_{PS,n}(t) = \sum_{l=1}^{9} \Delta \hat{\theta}_{PS,l}(t) \). Using the independence of different channel realizations over different users, clusters, and noise, we can write
\[ \mathbb{E} \left[ \left| \left| \Delta \hat{\theta}_{PS}(t) - \Delta \theta_{PS}(t) \right| \right|^2 \right] = \sum_{l=1}^{9} \mathbb{E} \left[ \left( \Delta \hat{\theta}_{PS,l}(t) \right)^2 \right] \]
\[ + \mathbb{E} \left[ \left( \Delta \hat{\theta}_{PS,1}(t) - \Delta \theta_{PS,1}(t) \right)^2 \right]. \]

Lemma 4: \( \mathbb{E} \left[ \Delta \theta_{c,m,i}^{1,n}(t) \Delta \theta_{c,m,j}^{2,n}(t) \right] \leq \eta^2(t)G^2\tau^2. \)

Proof: \( \mathbb{E} \left[ \Delta \theta_{c,m,i}^{1,n}(t) \Delta \theta_{c,m,j}^{2,n}(t) \right] \]
\[ = \eta^2(t) \sum_{i=1}^{M} \sum_{j=1}^{M} \mathbb{E} \left[ \nabla F_{c,m_1}(\theta_{c,m_1}^{1,n}(t), \xi_{c,m_1}^{1,n}(t)) \right. \]
\[ \times \nabla F_{c,m_2}(\theta_{c,m_2}^{2,n}(t), \xi_{c,m_2}^{2,n}(t)) \]
\[ \leq \eta^2(t)G^2\tau^2, \]
where (a) holds due to Assumption 2.
where $A(m_1, m_2, c_1, c_2)$ is given in Theorem 1. Combining for all symbols, we have
\[
\sum_{n=1}^{2N} E \left[ (\hat{\Theta}^n_{PS,1}(t) - \Theta^n_{PS}(t))^2 \right] 
= \frac{1}{M^2 C^2} \sum_{n=1}^{2N} \sum_{m_1, c_1, m_2, c_2} A(m_1, m_2, c_1, c_2) E \left[ \left( \sum_{c_1, c_2} \sum_{m_1, m_2, 1, i, k_1, k_2} \frac{1}{\beta_{c_1} \beta_{c_2} \beta_{c,m,c,k}} \right) \Delta \Theta^{i,n}_{c_1, m_1}(t) \Delta \Theta^{i,n}_{c_2, m_2}(t) \right] 
\leq \frac{\eta^2(t) G^2 I^2 \tau^2}{M^2 C^2} \sum_{c_1, c_2} A(m_1, m_2, c_1, c_2),
\]
(34)
where (a) is obtained using Lemma 4.

**Lemma 7:** \( \sum_{n=1}^{2N} E \left[ (\hat{\Theta}^n_{PS,1}(t))^2 \right] \)
\[
\leq \frac{(K' + 1)^2 G^2 I^2 \tau^2}{K' M^2 C^2 \sigma_h^2} \sum_{c_1, c_2} \frac{\beta_{S,c}^2 \beta_{c,m,c,k} \beta_{c,m',c,k} \beta_{c,m,c,k'}}{\beta_c^2}.
\]
**Proof:** For \( 1 \leq n \leq N \), we have
\[
E \left[ (\hat{\Theta}^n_{PS,1}(t))^2 \right] 
= \frac{1}{K' M^2 C^2 \sigma_h^2} \sum_{c_1, c_2} \frac{1}{\beta_{c_1} \beta_{c_2}} \left| h^n_{PS,c_1,c_2}(t) \right|^2 \Re \left\{ h^{i,n}_{c_1, m_1, c_1, k_1}(t) \Delta \Theta^{i,n}_{c_2, m_2}(t) \right\} 
\times \frac{1}{K' M^2 C^2 \sigma_h^2} \sum_{c_1, c_2} \frac{1}{\beta_{c_1} \beta_{c_2}} \left| h^n_{PS,c_1,c_2}(t) \right|^2 \Re \left\{ h^{i,n}_{c_2, m_2, c_2, k_2}(t) \Delta \Theta^{i,n}_{c_2, m_2}(t) \right\}.
\]
(35)
In order for the expectation not to be zero, we need to have \( c_1 = c_2, i_1 = i_2 \) and \( k_1 = k_2 \) because of the independence of different channel realizations. Then, using \( E \left[ h^n_{PS,c,e,k}(t)^4 \right] = 2 \beta_{S,c}^2 \sigma_h^4 \), we have
\[
\frac{(K' + 1)}{K' M^2 C^2 \sigma_h^2} E \left[ \sum_{c_1, c_2} \frac{1}{\beta_{c_1} \beta_{c_2}} \left| h^n_{PS,c_1,c_2}(t) \Delta \Theta^{i,n}_{c_2, m_2}(t) \right|^2 \right] 
\times \frac{1}{K' M^2 C^2 \sigma_h^2} \left| h^n_{PS,c_1,c_2}(t) \right|^2 \Re \left\{ h^{i,n}_{c_2, m_2, c_2, k_2}(t) \Delta \Theta^{i,n}_{c_2, m_2}(t) \right\}.
\]
(39)
In order for the expectation not to be zero, we need to have \( c_1 = c_2, i_1 = i_2 \) and \( k_1 = k_2 \) because of the independence of different channel realizations. We get
\[
= \frac{(K' + 1)}{K' M^2 C^2 \sigma_h^2} E \left[ \sum_{c_1, c_2} \frac{1}{\beta_{c_1} \beta_{c_2}} \left| h^n_{PS,c_1,c_2}(t) \Delta \Theta^{i,n}_{c_2, m_2}(t) \right|^2 \right],
\]
(37)
Combining the two cases, it becomes
\[
\sum_{n=1}^{2N} E \left[ (\hat{\Theta}^n_{PS,1}(t))^2 \right] 
\leq \frac{(K' + 1)^2 G^2 I^2 \tau^2}{K' M^2 C^2 \sigma_h^2} \sum_{c_1, c_2} \frac{\beta_{S,c}^2 \beta_{c,m,c,k} \beta_{c,m',c,k} \beta_{c,m,c,k'}}{\beta_c^2},
\]
(38)
where (a) is obtained using Lemma 5.

**Lemma 8:** \( \sum_{n=1}^{2N} E \left[ (\hat{\Theta}^n_{PS,2}(t))^2 \right] \)
\[
\leq \frac{(K' + 1)^2 G^2 I^2 \tau^2}{K' M^2 C^2 \sigma_h^2} \sum_{c_1, c_2} \frac{\beta_{S,c}^2 \beta_{c,m,c,k} \beta_{c,m',c,k} \beta_{c,m,c,k'}}{\beta_c^2}.
\]
**Proof:** For \( 1 \leq n \leq N \), we have
\[
E \left[ (\hat{\Theta}^n_{PS,2}(t))^2 \right] 
= \frac{1}{K' M^2 C^2 \sigma_h^2} \sum_{c_1, c_2} \frac{1}{\beta_{c_1} \beta_{c_2}} \left| h^n_{PS,c_1,c_2}(t) \Delta \Theta^{i,n}_{c_2, m_2}(t) \right|^2 
\times \frac{1}{K' M^2 C^2 \sigma_h^2} \sum_{c_1, c_2} \frac{1}{\beta_{c_1} \beta_{c_2}} \left| h^n_{PS,c_1,c_2}(t) \Delta \Theta^{i,n}_{c_2, m_2}(t) \right|^2.
\]
(39)
A similar expression can be obtained for $N = (17866 \IEEETRANSACTIONSONWIRELESSCOMMUNICATIONSVOL.23,NO.12,DECEMBER2024$ $m$ For a non-zero result, we need to have $n X E N = 1$ $Lemma 9: \sum_{n=1}^{2N} \mathbb{E} \left[ (\Delta \hat{\theta}_{PS,t}^n(t))^2 \right] = \frac{(K' + 1)\sigma^2}{KK'M^2C^2\sigma_h^2} \sum_{c,m',} \frac{\beta_{IS,c}\beta_{c,m',c'}}{\beta_c^2} \times \left( (\Delta \theta_{c,m'}^n(t))^2 + (\Delta \theta_{c,m'}^{n+N}(t))^2 \right) \right]. \quad (40)$

A similar expression can be obtained for $N + 1 \leq n \leq 2N$. Combining two cases, it becomes

$$\sum_{n=1}^{2N} \mathbb{E} \left[ (\Delta \hat{\theta}_{PS,t}^n(t))^2 \right] = \frac{(K' + 1)\sigma^2}{KK'M^2C^2\sigma_h^2} \sum_{c,m',} \frac{\beta_{IS,c}\beta_{c,m',c'}}{\beta_c^2} \times \left( (\Delta \theta_{c,m'}^n(t))^2 + (\Delta \theta_{c,m'}^{n+N}(t))^2 \right) \right]. \quad (41)$$

where (a) is obtained using Lemma 5.

Lemma 9: $\sum_{n=1}^{2N} \mathbb{E} \left[ (\Delta \hat{\theta}_{PS,t}^n(t))^2 \right] = \frac{(K' + 1)\sigma^2}{KK'M^2C^2\sigma_h^2} \sum_{c,m',} \frac{\beta_{IS,c}\beta_{c,m',c'}}{\beta_c^2} \times \left( (\Delta \theta_{c,m'}^n(t))^2 + (\Delta \theta_{c,m'}^{n+N}(t))^2 \right) \right]. \quad (40)$

Proof: For $1 \leq n \leq N$, we have

$$\mathbb{E} \left[ (\Delta \hat{\theta}_{PS,t}^n(t))^2 \right] = \frac{1}{KK'M^2C^2\sigma_h^2} \sum_{c,m',} \frac{\beta_{IS,c}\beta_{c,m',c'}}{\beta_c^2} \times \left( (\Delta \theta_{c,m'}^n(t))^2 + (\Delta \theta_{c,m'}^{n+N}(t))^2 \right) \right]. \quad (41)$$

For a non-zero result, we need to have $c_1 = c_2, i_1 = i_2, m_1 = m_2$ and $k_1 = k_2$. Then, we get

$$= \frac{(K' + 1)\sigma^2}{KK'M^2C^2\sigma_h^2} \sum_{c,m,k} \frac{\beta_{IS,c}}{\beta_c^2} \times \left( \text{Re} \left( (\hat{h}_{c,m,c}(t))^2 \right) \right)^2, \right]. \quad (42)$$

The derivation is similar for $N + 1 \leq n \leq 2N$. Combining the two cases, we get

$$\mathbb{E} \left[ (\Delta \hat{\theta}_{PS,t}^n(t))^2 \right] = \frac{(K' + 1)\sigma^2}{KK'M^2C^2\sigma_h^2} \sum_{c,m} \frac{\beta_{IS,c}\beta_{c,m,c}}{\beta_c^2}. \quad (43)$$

Lemma 10: $\sum_{n=1}^{2N} \mathbb{E} \left[ (\Delta \hat{\theta}_{PS,t}^n(t))^2 \right] \leq \frac{(2 + (M - 1)(C - 2)(K - 1)(I - 1))\sigma^2}{KK'M^2C^2\sigma_h^2} \times \sum_{c,m} \frac{\beta_{IS,c}\beta_{c,m,c}}{\beta_c^2} \times \left( (\Delta \theta_{c,m'}^n(t))^2 + (\Delta \theta_{c,m'}^{n+N}(t))^2 \right) \right]. \quad (45)$$

For a non-zero answer, we need to have $k_1' = k_2'$. The expression becomes

$$= \frac{(2 + (M - 1)(C - 2)(K - 1)(I - 1))}{4(K')M^3C^2\sigma_h^2} \mathbb{E} \left[ \sum_{c,m} \frac{\beta_{IS,c}\beta_{c,m,c}}{\beta_c^2} \times \left( (\Delta \theta_{c,m'}^n(t))^2 + (\Delta \theta_{c,m'}^{n+N}(t))^2 \right) \right]. \quad (46)$$

The result is similar for $N + 1 \leq n \leq 2N$. Overall, it becomes

$$\sum_{n=1}^{2N} \mathbb{E} \left[ (\Delta \hat{\theta}_{PS,t}^n(t))^2 \right] = \frac{(2 + (M - 1)(C - 2)(K - 1)(I - 1))}{2K(K')M^3C^2\sigma_h^2} \times \sum_{c,m} \frac{\beta_{IS,c}\beta_{c,m,c}}{\beta_c^2}. \quad (43)$$

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
(a) \( K' M^2 C^2 \beta_e^2 \sum_{c,c',e',m,m' \neq m} \frac{\beta_{1s,c} \beta_{1s,c'} \beta_{e',m,c} \beta_{e',m',c'}}{\beta_e^2} \),

where (a) is obtained using Lemma 5. ■

**Lemma 11:** \( \sum_{n=1}^{2N} E \left[ (\Delta \theta_{P,S,6}(t))^2 \right] \leq \frac{\eta^2(t) I G^2 \tau^2}{K' M^2 C^2 \beta_e^2} \sum_{c,c',e',m,m' \neq m} \frac{\beta_{1s,c} \beta_{1s,c'} \beta_{e',m,c} \beta_{e',m',c'}}{\beta_e^2} \)

**Proof:** For \( 1 \leq n \leq N \), we have

\[
E \left[ (\Delta \theta_{P,S,6}(t))^2 \right] = \frac{1}{K' M^2 C^2 \sigma_h^2 \beta_e^2} \sum_{c,c',i,k,m,m' \neq m} \left( \frac{1}{\beta_e^2} \right) \text{Re} \left\{ h_{c,k}^{PS,n}(t) \bar{h}_{c',k'}^{PS,n}(t), \bar{h}_{c',k'}^{PS,n}(t) \Delta \theta_{e',m,\tau}(t) \right\} \times \text{Re} \left\{ h_{c,k}^{PS,n}(t) \bar{h}_{c',k'}^{PS,n}(t) \Delta \theta_{e',m,\tau}(t) \right\}.
\]

For a non-zero result, we need to have \( c_1 = c_2, k_1 = k_2, i_1 = i_2, \) and \( c_1 = c_2, \) which leads to \( c_1' = c_2' \).

\[
= \frac{1}{K' M^2 C^2 \sigma_h^2 \beta_e^2} \sum_{c,c',i,k,m,m' \neq m} \left( \frac{1}{\beta_e^2} \right) \text{Re} \left\{ h_{c,k}^{PS,n}(t) \bar{h}_{c',k'}^{PS,n}(t), \bar{h}_{c',k'}^{PS,n}(t) \Delta \theta_{e',m,\tau}(t) \right\} \times \text{Re} \left\{ h_{c,k}^{PS,n}(t) \bar{h}_{c',k'}^{PS,n}(t) \Delta \theta_{e',m,\tau}(t) \right\}.
\]

The derivation is similar for \( N + 1 \leq n \leq 2N \). Combining the two parts, we have

\[
\sum_{n=1}^{2N} E \left[ (\Delta \theta_{P,S,6}(t))^2 \right] \leq \frac{\eta^2(t) I G^2 \tau^2}{K' M^2 C^2 \sigma_h^2 \beta_e^2} \sum_{c,c',e',m,m' \neq m} \frac{\beta_{1s,c} \beta_{1s,c'} \beta_{e',m,c} \beta_{e',m',c'}}{\beta_e^2}.
\]

where (a) is due to Lemma 5. ■
Lemma 13: \[
\sum_{n=1}^{2N} \mathbb{E}\left[\left(\Delta \tilde{\theta}_{PS,6}(t)\right)^2\right] = \frac{\sigma^2_{\Delta} N}{P_{IS,t}(K')^2M^2C^2\sigma^2_{h}^2} \sum_{c_{m},c'_{m}} \beta_{IS,c}\beta_{IS,c'}\beta_{c,m,c'}
\]
\[
\text{Proof: For } 1 \leq n \leq N, \text{ we have}
\]
\[
\mathbb{E}\left[\left(\Delta \tilde{\theta}_{PS,6}(t)\right)^2\right] = \frac{1}{P_{IS,t}(K')^2M^2C^2\sigma^2_{h}^2} \mathbb{E}\left[ \sum_{c_{1},c_{2},m_{1},m_{2},i_{1},i_{2}} \beta_{c_{1},c_{2}} \times \text{Re}\left\{ (h_{c_{1},k_{1}} P_{PS}(t) h_{c_{1},k_{1}}(t))^{*} z_{IS,c_{1},k_{1}}(t) \right\} \times \text{Re}\left\{ (h_{c_{2},k_{2}} P_{PS}(t) h_{c_{2},k_{2}}(t))^{*} z_{IS,c_{2},k_{2}}(t) \right\} \right].
\]
For a non-zero answer, we have \( m_{1} = m_{2}, c_{1} = c_{2}, c'_{1} = c'_{2}, k_{1} = k_{2}, k'_{1} = k'_{2}, i_{1} = i_{2} \). Then, it becomes
\[
\mathbb{E}\left[\left(\Delta \tilde{\theta}_{PS,6}(t)\right)^2\right] = \frac{\sigma^2_{\Delta} I \sum_{c_{m},c'_{m}} \beta_{c_{1},c_{2}}}{2P_{IS,t}(K')^2M^2C^2\sigma^2_{h}^2}. \tag{55}
\]
The solution is the same for \( N + 1 \leq n \leq 2N \). Adding all the terms concludes the lemma.

Lemma 14: \[
\sum_{n=1}^{2N} \mathbb{E}\left[\left(\Delta \tilde{\theta}_{PS,7}(t)\right)^2\right] = \frac{\sigma^2_{\Delta} N}{P_{IS,t}(K')^2M^2C^2\sigma^2_{h}^2}
\]
\[
\sum_{c_{m},c'_{m}} \beta_{IS,c}\beta_{IS,c'}\beta_{c,m,c'}
\]
\[
\text{Proof: For } 1 \leq n \leq N, \text{ we have}
\]
\[
\mathbb{E}\left[\left(\Delta \tilde{\theta}_{PS,7}(t)\right)^2\right] = \frac{1}{P_{IS,t}(K')^2M^2C^2\sigma^2_{h}^2} \mathbb{E}\left[ \sum_{c_{m},c'_{m}} \text{Re}\left\{ (h_{PS,c_{m},k_{1}} P_{PS}(t) h_{PS,c_{m},k_{1}}(t))^{*} z_{PS,c_{m},k_{1}}(t) \right\} \right]
\times \text{Re}\left\{ (h_{PS,c_{m},k_{2}} P_{PS}(t) h_{PS,c_{m},k_{2}}(t))^{*} z_{PS,c_{m},k_{2}}(t) \right\}. \tag{56}
\]
For a non-zero answer, we have \( c_{1} = c_{2} \) and \( k_{1}' = k_{2}' \). Then, it becomes
\[
\mathbb{E}\left[\left(\Delta \tilde{\theta}_{PS,7}(t)\right)^2\right] = \frac{1}{P_{IS,t}(K')^2M^2C^2\sigma^2_{h}^2} \mathbb{E}\left[ \sum_{c_{m},k_{1},k_{1}'} \left( \text{Re}\left\{ (h_{PS,c_{m},k_{1}} P_{PS}(t) h_{PS,c_{m},k_{1}}(t))^{*} z_{PS,c_{m},k_{1}}(t) \right\} \right) \right] \times \left( \text{Re}\left\{ (h_{PS,c_{m},k_{1}'} P_{PS}(t) h_{PS,c_{m},k_{1}'}(t))^{*} z_{PS,c_{m},k_{1}'}(t) \right\} \right) \times \text{Re}\left\{ (h_{PS,c_{m},k_{1}'} P_{PS}(t) h_{PS,c_{m},k_{1}'}(t))^{*} z_{PS,c_{m},k_{1}'}(t) \right\}. \tag{57}
\]
The solution is similar for \( N + 1 \leq n \leq 2N \). Summing over all the symbols concludes the lemma.

Combining Lemmas 6-14 completes the proof of Lemma 1.
Using Cauchy-Schwarz inequality, we obtain
\[
\frac{2\eta(t)}{MC} \sum_{c,m,i} \mathbb{E}\left[ \left\| \theta - \theta_{PS}(t), \xi_{c,m}^i(t) \right\|_2^2 \right] \leq \frac{\eta(t)}{MC} \sum_{c,m,i,j=2}^\tau \mathbb{E}\left[ \left\| \theta_{c,m}^i(t) - \theta_{PS}(t), \xi_{c,m}^i(t) \right\|_2^2 \right] + \eta(t) \left\| \nabla F_{c,m}(\theta_{c,m}^i(t), \xi_{c,m}^i(t)) \right\|_2^2
\]
\[\leq \frac{1}{MC} \sum_{c,m,i,j=2}^\tau \mathbb{E}\left[ \left\| \theta_{c,m}^i(t) - \theta_{PS}(t), \xi_{c,m}^i(t) \right\|_2^2 \right] + \mu(1 - \eta(t)) I(\tau - 1) G^2 + 2\eta(t) I(\tau - 1) \Gamma.
\] (65)

Also, we have
\[
\frac{1}{MC} \sum_{c,m,i,j=2}^\tau \mathbb{E}\left[ \left\| \theta_{c,m}^i(t) - \theta_{PS}(t), \xi_{c,m}^i(t) \right\|_2^2 \right] \leq \frac{\eta^2}{MC} \sum_{c,m,i,j=2}^\tau \mathbb{E}\left[ \left\| \nabla F_{c,m}(\theta_{c,m}^i(t), \xi_{c,m}^i(t)) \right\|_2^2 \right]
\]
\[\leq \frac{1}{MC} \sum_{c,m,i,j=2}^\tau \mathbb{E}\left[ \left\| \theta_{c,m}^i(t) - \theta_{PS}(t), \xi_{c,m}^i(t) \right\|_2^2 \right] + \mu(1 - \eta(t)) I(\tau - 1) \Gamma + \eta^2(t)(\tau - 1) G^2 + 2\eta(t) I(\tau - 1) \Gamma.\] (66)

Substituting the results in (62) and (67) into (61), we get
\[
\frac{2\eta(t)}{MC} \sum_{c,m,i,j=2}^\tau \mathbb{E}\left[ \left\| \theta - \theta_{PS}(t), \xi_{c,m}^i(t) \right\|_2^2 \right] \leq \mu(1 - \eta(t)) I(\tau - 1) \Gamma + \eta^2(t)(\tau - 1) G^2 + 2\eta(t) I(\tau - 1) \Gamma.\] (68)

Lemma 2 is concluded by plugging (68) into (60).

**APPENDIX C**

**PROOF OF LEMMA 15**

We have
\[
\frac{2\eta(t)}{MC} \sum_{c,m,i,j=2}^\tau \mathbb{E}\left[ \left\| \theta - \theta_{PS}(t), \xi_{c,m}^i(t) \right\|_2^2 \right] \leq \frac{2\eta(t)}{MC} \sum_{c,m,i,j=2}^\tau \mathbb{E}\left[ \left\| \theta_{c,m}^i(t) - \theta_{PS}(t), \xi_{c,m}^i(t) \right\|_2^2 \right] + \mu(1 - \eta(t)) I(\tau - 1) \Gamma
\]
\[= \frac{2\eta(t)}{MC} \sum_{c,m,i,j=2}^\tau \mathbb{E}\left[ \left\| \theta_{c,m}^i(t) - \theta_{PS}(t), \xi_{c,m}^i(t) \right\|_2^2 \right] + \mu(1 - \eta(t)) I(\tau - 1) \Gamma + \eta^2(t)(\tau - 1) G^2 + 2\eta(t) I(\tau - 1) \Gamma.
\] (61)

**Proof:** See Appendix C.

Using the results in (64) and (70), we can write (63) as
\[
\frac{2\eta(t)}{MC} \sum_{c,m,i,j=2}^\tau \mathbb{E}\left[ \left\| \theta - \theta_{PS}(t), \xi_{c,m}^i(t) \right\|_2^2 \right] \leq \frac{2\eta(t)}{MC} \sum_{c,m,i,j=2}^\tau \mathbb{E}\left[ \left\| \theta_{c,m}^i(t) - \theta_{PS}(t), \xi_{c,m}^i(t) \right\|_2^2 \right] + \mu(1 - \eta(t)) I(\tau - 1) \Gamma
\]
\[= \frac{2\eta(t)}{MC} \sum_{c,m,i,j=2}^\tau \mathbb{E}\left[ \left\| \theta_{c,m}^i(t) - \theta_{PS}(t), \xi_{c,m}^i(t) \right\|_2^2 \right] + \mu(1 - \eta(t)) I(\tau - 1) \Gamma + \eta^2(t)(\tau - 1) G^2 + 2\eta(t) I(\tau - 1) \Gamma.
\] (61)

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
\[-\frac{\mu n(t)}{MC} \sum_{c,m,i,j=2}^{T} \mathbb{E}[\|\theta_{c,m}^{ij}(t) - \theta^*\|_2^2] \]
\[\leq 2\eta(t)(\tau - 1)\Gamma - \frac{\mu n(t)}{MC} \sum_{c,m,i,j=2}^{T} \mathbb{E}[\|\theta_{c,m}^{ij}(t) - \theta^*\|_2^2],\]
(69)

where (a) is due to Cauchy-Schwarz inequality. Plugging (69) and (70) concludes Lemma 15.
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