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Abstract—Shape metrics for objects in high dimensions remain sparse. Those that do exist, such as hyper-volume, remain limited to objects that are better understood such as Platonic solids and \( n \)-Cubes. Further, understanding objects of ill-defined shapes in higher dimensions is ambiguous at best. Past work does not provide a single number to give a qualitative understanding of an object. For example, the eigenvalues from principal component analysis results in \( n \) metrics to describe the shape of an object. Therefore, we need a single number which can discriminate objects with different shape from one another. Previous work has developed shape metrics for specific dimensions such as two or three dimensions. However, there is an opportunity to develop metrics for any desired dimension. To that end, we present two new shape metrics for objects in a given number of dimensions: hyper-Sphericity and hyper-Shape Proportion (SP). We explore the proprieties of these metrics on a number of different shapes including \( n \)-balls. We then connect these metrics to applications of analyzing the shape of multidimensional data such as the popular Iris dataset.

Index Terms—Shape Analysis, Shape Metric, Hyper-Dimensional Images, Data Science

I. INTRODUCTION

Objects in hyperdimensional spaces are an active area of research. Some aspects of these types of objects are well understood such as the volume of \( n \)-balls (hyperspheres) or \( n \)-cubes. However, our understanding of these objects becomes less certain when the type of object in question deviates from the well-studied types of objects. Further, formal analysis of data as hyper-dimensional images and characterizing its shape is underdeveloped.

One way to understand an object is by using shape metrics to describe the object in question. There are numerous different kinds of shape metrics to describe objects in spaces where \( n = 2 \) \([1]–[13]\). However, the number of metrics that exist for large \( n \) are limited. Further, translating how to compute these metrics for any type of shape in image data is nontrivial.

Eigenvalues can be used as a set of shape metrics to describe the shape of data \([2]\). Eigenvalues correspond to the relative length of each axis of the data \([14]\). However, this corresponds to \( n \) values to describe data in \( n \) dimensions. Thus, there is no singular value that can describe the shape of data in large multidimensional spaces. This large number of shape metrics becomes unwieldy and cumbersome when \( n \) is large. Thus, a single number to describe any \( n \)D shape or data would provide valuable insight to the nature of the object or data.

To help alleviate these issues, we provide two shape metrics to describe any given object in \( n \)- dimensional (\( n \)D) space: hyper-shape proportions and hyper-sphericity. While both of these shape metrics have already been described for their 2D and 3D counterparts \([15]\, [16]\), we extend their applications to any given \( n \) such that \( n \in \{2,3,4,\ldots\} \). We prove that hyper-SP has unique values for platonic solids, \( n \)-simplexes, \( n \)-cubes, \( n \)-orthoplexes, and \( n \)-balls. We also prove that hyper-sphericity has a unique value for \( n \)-balls.

We present an approach for computing these metrics for objects with ill-defined shapes by converting the objects into hyperdimensional images. While similar approaches have been done to describe 2D shapes \([17]\), this is one of the first methods to describe large \( n \) dimensional objects. For example, describing data using these shape metrics can provide insights to how objects exist in these spaces. By converting sample data from a multidimensional Normal to a 3D image, we provide an example of our computational approach when \( n = 3 \). This was explored in depth for \( n \)-balls across several dimensions. This approach has wide applicability in data rich fields to describe multidimensional data. Our code is provided on our GitHub: https://github.com/billyl320/ndim_shape_metrics.

II. SHAPE METRICS

Both shape metrics provide insights to how objects exist relative to an \( n \)-ball. SP is primarily concerned with the volumes of a given object, while sphericity is concerned with the volume and surface area (which is sometimes referred to as hyper-surface area or hyper-perimeter). For notation purposes, let \( V \) be the volume of a given object, \( V_s \) be the volume of a sphere, and \( n \) be the number of dimensions an objects resides within.

A. SP

SP has already be investigated and proposed for 2D objects \([1]\) and has been extended to 3D objects \([15]\). In summary, the original formulation of the SP value for a given object represented the proportion of area that the object occupied relative to the area of the minimum encompassing square which encompassed the minimum encompassing circle. Figure 1a
provides a representation of this formulation. However, it was noted that SP could be defined by any desired encompassing object.

\[ p = \frac{V}{V_s} \forall n \in \{2, 3, 4, \ldots\} \]  

(1)

Thus, \( p \) represents the proportion of the volume of an object that occupies relative to the object’s minimum encompassing \( n \)-ball’s volume. This formulation is exemplified in Figure 1. Thus, \( p \in (0, 1] \). A value of 1 indicates that the object is a perfect \( n \)-ball, while a value of 0 indicates that the object has no volume. Specific kinds of objects will be discussed and proven to have unique values for any given \( n \) as follows.

1) Platonic Solids

For platonic solids, let \( V_p \) be the volume of a given platonic solid for \( n = 3 \) and \( r \) be the radius of the minimum encompassing sphere. Thus, SP for a platonic solid is

\[ p = \frac{V_p}{V_s} = \frac{fs \sin \frac{360^\circ}{s} \Gamma(\frac{s}{2})}{6\pi \frac{r}{2}} \]  

(2)

where \( s \) is the number of sides (or edges) and \( f \) is the number of faces.

**Proof:**

\[ p = \frac{V}{V_s} \]  

(3)

\[ = \frac{\frac{1}{2}fsr^3 \sin \frac{360^\circ}{s}}{\frac{r}{2}(\frac{s}{2})} \]  

(4)

\[ = \frac{fs \sin \frac{360^\circ}{s} \Gamma(\frac{s}{2})}{6\pi \frac{r}{2}} \]  

(5)

2) \( n \)-Simplex

For an \( n \)-simplex, let \( V_s \) be the volume of a given \( n \)-simplex for a given \( n \). Thus, SP for a \( n \)-simplex is

\[ p = \frac{\sqrt{n + \frac{1}{2}} \Gamma(\frac{n}{2} + 1)}{n!(12\pi)^{\frac{n}{2}}} \]  

(6)

**Proof:**

\[ p = \frac{V_f}{V_s} \]  

(7)

\[ = \frac{\sqrt{n + \frac{1}{2}} \Gamma(\frac{n}{2} + 1)}{\frac{r}{2}\pi^{\frac{n}{2}} \Gamma(\frac{n}{2} + 1)} \]  

(8)

\[ = \frac{\sqrt{n + 1} \Gamma(\frac{n}{2} + 1)}{n!(2\pi)^{\frac{n}{2}}} \times \frac{4^n}{\pi^n} \]  

(9)

\[ = \frac{\sqrt{n + \frac{1}{2}} \Gamma(\frac{n}{2} + 1)4^n}{n!(12\pi)^{\frac{n}{2}}} \]  

(10)

3) \( n \)-Cube

For an \( n \)-cube, let \( V_c \) be the volume of a given \( n \)-cube for a given \( n \). Thus, SP for a \( n \)-cube is

\[ p = \frac{\Gamma(\frac{n}{2} + 1)}{(2\pi)^{\frac{n}{2}}} \]  

(11)

**Proof:**

\[ p = \frac{V_c}{V_s} \]  

(12)

\[ = \frac{\frac{1}{2} \Gamma(\frac{n}{2} + 1)}{r^n \pi^{\frac{n}{2}} \Gamma(\frac{n}{2} + 1)} \]  

(13)

\[ = \frac{\Gamma(\frac{n}{2} + 1)(\frac{r}{\sqrt{2}})^n}{r^n \pi^{\frac{n}{2}}} \]  

(14)

\[ = \frac{\Gamma(\frac{n}{2} + 1)}{(2\pi)^{\frac{n}{2}}} \]  

(15)

4) \( n \)-Orthoplex

For an \( n \)-orthoplex, let \( V_o \) be the volume of a given \( n \)-orthoplex for a given \( n \). Thus, SP for a \( n \)-orthoplex is

\[ p = \frac{2^n \Gamma(\frac{n}{2} + 1)}{n!\pi^{\frac{n}{2}}} \]  

(16)

**Proof:**

\[ p = \frac{V_o}{V_s} \]  

(17)

\[ = \frac{\frac{2^n \Gamma(\frac{n}{2} + 1)}{r^n \pi^{\frac{n}{2}} \Gamma(\frac{n}{2} + 1)}}{n!\pi^{\frac{n}{2}}} \]  

(18)

\[ = \frac{\sqrt{2^n} \Gamma(\frac{n}{2} + 1)(\frac{r}{\sqrt{2}})^n}{n!\pi^{\frac{n}{2}}} \times (2r)^n \]  

(19)

\[ = \frac{\Gamma(\frac{n}{2} + 1)}{(2\pi)^{\frac{n}{2}}} \]  

(20)

\[ = \frac{2^n \Gamma(\frac{n}{2} + 1)}{n!\pi^{\frac{n}{2}}} \]  

(21)
B. Sphericity

Sphericity is based on the measures of 2D objects called circularity [8], [9]. It has also been extended to 3D objects for a metric with the same name (sphericity) [16]. These two metrics measure how circular or spherical a 2D or 3D object is, respectively. However, both of these metrics are limited to their respective dimensions. Thus, our generalized sphericity metric provides a measure \( \forall n \in \{2, 3, 4, \ldots\} \).

We define sphericity, \( \gamma \), to be
\[
\gamma = \frac{nV}{rS}, \quad \forall n \in \{2, 3, 4, \ldots\} \tag{22}
\]
where \( S \) is the hyperdimensional surface area of the object. This value turns out to be 1 for \( n - \)balls (as we will show). Thus, values close to 1 indicate objects that are spherical in shape. Values far away from 1 indicate less spherical objects.

We will now prove that \( n - \)balls have a sphericity value of 1.

Proof:
\[
\gamma = \frac{nV}{rS} \tag{23}
\]
\[
= \frac{n(\pi \frac{n}{2} \times r^2)}{\Gamma(\frac{n}{2} + 1)} \div \frac{2n \pi \frac{n}{2} \times r^{n-1} \times r}{\Gamma(\frac{n}{2})} \tag{24}
\]
\[
= \frac{n}{2} \times \frac{\Gamma(\frac{n}{2})}{\Gamma(\frac{n}{2} + 1)} \tag{25}
\]
\[
= \frac{n}{2} \times \frac{\Gamma(\frac{n}{2} + 1)}{\Gamma(\frac{n}{2} + 1)} = 1 \quad \blacksquare \tag{26}
\]

III. APPLICATIONS TO DATA AS IMAGES

As stated previously, the application of this work extends the previous work by converting 2D data [17] and 3D data [15] into \( n \)-D images. The approach entails converting the feature space into a discretized version using \( n \)-D histograms. Describing this using image operator notation [9], \( n \)-D raw data are converted into \( n \)-D images using
\[
b[\vec{x}] = \Gamma_{>0} H_n X, \tag{27}
\]
where \( X \) is the input data, \( H_n \) converts the data into a \( n \)-D histogram [18], \( \Gamma_{>0} \) is the threshold image operator, and \( b[\vec{x}] \) is the resulting \( n \)-D image. Figure 2 provides an example of the raw 3D Normal input data and the resulting image after \( H_n \) is applied.

After applying Equation 27 we would collect various shape metrics of interest. Calculating the numerator of SP is straightforward. It is merely
\[
V = \sum b[\vec{x}] \tag{28}
\]
where \( \sum \) is the summation operator. This provides the volume of our object. Calculating the denominator of SP requires multiple steps with the eventual goal of extracting \( r \), the minimum encompassing radius of our object.

\[
\vec{c} = \Xi b[\vec{x}], \tag{29}
\]

\[
r = \uparrow \sqrt{(D_E \text{o}[\vec{p}]) \times b[\vec{p}]}, \tag{30}
\]
where \( \Xi \) is the center of mass operator, \( \uparrow \) is the ceiling or rounding up math operator, \( D_E \) returns the distance transformation image using Euclidean distance, and \( \text{o}[\vec{p}] \) is a matrix of 1s except at \( \vec{c} \) where the value is 0 and the shape is the same as \( b[\vec{p}] \). Finally, we perform
\[
V_s = \frac{\pi^{n/2}r^n}{\Gamma(\frac{n}{2} + 1)} \tag{31}
\]
where $\Gamma$ is the mathematical gamma function. Using equations \[28\] and \[31\] allows us to compute Equation \[1\]

Calculating hyper-sphericity is straightforward. The numerator of Equation \[22\] is merely

$$nV = n \times \sum b[\vec{x}].$$

(32)

The denominator is then

$$rS = r \times \sum \left( \sum b[\vec{x}] - p_1 \sum b[\vec{x}] \right)$$

(33)

where $p_1$ is the erosion operator with 1 iteration. Thus, hyper-sphericity is merely Equation \[32\] divided by \[33\]. From here, we will present experiments which capture shape metrics on simulated $n$-balls and the Iris dataset \[20\].

A. Experimental Setup

We first simulated $n$D balls \[21\], \[22\] to evaluate our implementations of hyper-sphericity and hyper-SP across different dimensions and number of bins. We then evaluated our approach on different bootstrapped subsets of the public Iris dataset \[20\] to evaluate if the shape changes in substantial ways using different bin sizes.

B. $n$D-Balls

We first implemented an $n$D ball dropping algorithm \[21\], \[22\] in Python 3.6 \[23\] using the numpy, random, imageio, scipy.special and scipy.ndimage modules. By creating sample 2D images, we determined that an appropriate number of points to consider was 100,000 for our purposes (Fig. 3). Next, we tested the number of bins from a range of 4 to 14, using 100 simulated balls per each bin size. We extracted hyper-SP and hyper-sphericity metrics for each of the 100 samples.

![Fig. 3: Examples of $n$D ball dropping algorithm where $n = 2$. The number of points for each image is (a) 1,000 and (b) 100,000.](image)

Then using R, we calculated the mean and 2.5% and 97.5% quantiles of the shape metrics across the different bins. We then compared these ranges against the theoretical true value across different dimensions (Fig. 4).

C. Iris Data

We wanted to observe if hyper-sphericity and hyper-SP would be able to distinguish between different subsets of the Iris data. The four subsets were based upon the three Iris species: setosa, veriscolor, veriscolor and virginica (not setosa), and all three (all). We utilized the bootstrap to obtain 95% confidence intervals (CIs) for both shape metrics for each of the four subsets. After extracting the metrics in Python, we then analyzed and plotted our results in R (Figures 6 and 7 and Table I).

IV. Discussion

We have shown that many common objects have unique values for hyper-SP and hyper-sphericity. This provides evidence that these shape metrics have unique properties for multidimensional objects. Thus, obscure objects in $n$D space can be compared and contrasted against their known counterparts.

Our algorithm for computing hyper-SP and hyper-sphericity for continuous data or objects depends upon multidimensional histograms. These multidimensional histograms convert continuous space into discrete space. However, the choice of the number of bins changes the final estimated value of our metrics (Fig. 4). Further, the number of dimensions also has an effect on our algorithms estimated value. Thus, further refinements can be made to the computation of hyper-sphericity and hyper-SP. Utilizing specialized histogram estimation techniques may offer improved results.

We showed that our metric can also be applied to observational data by performing experiments using the Iris dataset. We again observed that the number of bins affected the estimated value of hyper-SP and hyper-sphericity (Table I, Fig. 6a - 6b and Fig. 7). Our experiments also confirmed that for 4 dimensions, utilizing 6 bins was the optimal choice for hyper-SP (Figs. 4b, 4c, 6a, 7a). While our theoretical results suggested that 4 bins was optimal when $n = 4$ (Fig. 4a), our experiment also suggested that 6 bins was a consistent choice as well (Fig. 7b). However, both metrics had overlapping bootstrapped 95% CIs across the different subsets and dimensions (Tab. I, Fig. 6a and Fig. 6b). When the bins was 6, the Setosa subset’s CI for hyper-sphericity (0.667, 0.800) did just overlap with the other subsets (0.667, 0.667). This does provide evidence that the Setosa class is marginally significant. Conversely, hyper-SP had overlapping CI’s across the subsets. This suggests that the shape of the data is not changing substantially.

The bootstrapped distributions of our metrics do not remain consistent for all of the subsets for any given bin size (Fig. 7). If the data was homogeneous, we would expect each subset to provide similarly shaped distributions. For example, if the median would be in the same general location of the boxplot but the entire boxplot was shifted and still overlapping, this would suggest that the subsets are similar (Fig. 7b’s Bins=10 Ver. and Not Set.). However, in nearly all of the panels, there is at least one boxplot that differs from the others (Fig. 7). This suggests that the data is less homogeneous than the numerical values suggest by themselves. Thus, there
is some evidence that the data’s shape does change when using different subsets of the data. This suggests that future experiments should capture these different subsets to ensure that future experiments capture all of the diversity in the population of interest.

This foundational work provides a framework for analyzing data as images. This helps to connect the fields of Geometry with Image Analysis (or Computer Vision) and Data Science by describing the shape of multidimensional data. Future applications of using shape metrics to describe data include outlier detection and data homogeneity.

### V. Conclusions

Both hyper-SP and hyper-Sphericity provide ways of summarizing nD shapes and have theoretical values for some known objects. We have also shown that these shape metrics can be extended to contexts beyond Geometry and the to fields of Image Analysis and Data Science by converting data into multidimensional images. This foundational work provides evidence that future shape metrics can be applied for the analysis and characterization of multidimensional data.
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| Class     | Bins | SP 2.75% | SP Median | SP 97.5% | Spher 2.75% | Spher Median | Spher 97.5% |
|-----------|------|----------|-----------|----------|-------------|--------------|-------------|
| Setosa    | 4    | 0.017    | 0.021     | 0.065    | 1.000       | 1.000        | 1.000       |
|           | 5    | 0.008    | 0.021     | 0.025    | 0.800       | 1.000        | 1.000       |
|           | 6    | 0.005    | 0.010     | 0.025    | 0.667       | 0.800        | 0.800       |
|           | 7    | 0.004    | 0.005     | 0.010    | 0.667       | 0.667        | 0.667       |
|           | 8    | 0.001    | 0.003     | 0.005    | 0.500       | 0.571        | 0.571       |
|           | 9    | 0.001    | 0.003     | 0.003    | 0.485       | 0.571        | 0.571       |
|           | 10   | 0.001    | 0.001     | 0.003    | 0.444       | 0.500        | 0.500       |
|           | 11   | 0.001    | 0.001     | 0.002    | 0.390       | 0.444        | 0.444       |
|           | 12   | 0.000    | 0.001     | 0.001    | 0.364       | 0.400        | 0.400       |
|           | 13   | 0.000    | 0.001     | 0.001    | 0.333       | 0.400        | 0.400       |
|           | 14   | 0.000    | 0.000     | 0.001    | 0.308       | 0.364        | 0.364       |
| Versicolor| 4    | 0.016    | 0.019     | 0.039    | 1.000       | 1.000        | 1.000       |
|           | 5    | 0.007    | 0.009     | 0.024    | 0.800       | 0.800        | 0.800       |
|           | 6    | 0.004    | 0.005     | 0.010    | 0.667       | 0.667        | 0.667       |
|           | 7    | 0.002    | 0.003     | 0.005    | 0.500       | 0.571        | 0.571       |
|           | 8    | 0.001    | 0.002     | 0.003    | 0.500       | 0.500        | 0.500       |
|           | 9    | 0.001    | 0.001     | 0.002    | 0.444       | 0.500        | 0.500       |
|           | 10   | 0.001    | 0.001     | 0.001    | 0.390       | 0.400        | 0.400       |
|           | 11   | 0.000    | 0.001     | 0.001    | 0.333       | 0.400        | 0.400       |
|           | 12   | 0.000    | 0.000     | 0.001    | 0.308       | 0.364        | 0.364       |
|           | 13   | 0.000    | 0.000     | 0.000    | 0.286       | 0.333        | 0.333       |
|           | 14   | 0.000    | 0.000     | 0.000    | 0.286       | 0.308        | 0.308       |
| Not Setosa| 4    | 0.024    | 0.028     | 0.030    | 1.000       | 1.000        | 1.000       |
|           | 5    | 0.031    | 0.036     | 0.040    | 1.000       | 1.000        | 1.000       |
|           | 6    | 0.007    | 0.008     | 0.013    | 0.667       | 0.667        | 0.667       |
|           | 7    | 0.004    | 0.008     | 0.009    | 0.571       | 0.667        | 0.667       |
|           | 8    | 0.003    | 0.003     | 0.005    | 0.500       | 0.500        | 0.500       |
|           | 9    | 0.002    | 0.003     | 0.003    | 0.444       | 0.500        | 0.500       |
|           | 10   | 0.001    | 0.001     | 0.002    | 0.400       | 0.400        | 0.400       |
|           | 11   | 0.001    | 0.001     | 0.001    | 0.364       | 0.400        | 0.400       |
|           | 12   | 0.001    | 0.001     | 0.001    | 0.333       | 0.364        | 0.364       |
|           | 13   | 0.000    | 0.000     | 0.001    | 0.308       | 0.333        | 0.333       |
|           | 14   | 0.000    | 0.000     | 0.000    | 0.286       | 0.308        | 0.308       |

### TABLE I: The bootstrapped mean and 95% confidence intervals (CIs) for each of the shape metrics across the four different subsets and bin choices.
Fig. 4: Estimated values when using different bin sizes across different dimensions for (a) Hyper-Sphericity, (b) Hyper-SP, and the (c) Natural log of Hyper-SP. The true theoretical value is presented as a black solid line. The mean estimated value is presented as a colorized solid line, which is surrounded by the 95% quantile interval as dotted colorized lines.
Fig. 5: Scatterplot matrix of the Iris data.
Fig. 6: (a) and (b) provide the bootstrapped estimates of the natural log of hyper-SP and sphericity, respectively. The bootstrapped 95% confidence intervals (CIs) are provided as bars surrounding the mean of each metric.
Fig. 7: Estimated values when using different bin sizes across different dimensions for (a) Hyper-Sphericity, (b) Hyper-SP, and the (c) Natural log of Hyper-SP.
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