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Abstract

In this paper, we study the problem of federated domain generalization (FedDG) for person re-identification (re-ID), which aims to learn a generalized model with multiple decentralized labeled source domains. An empirical method (FedAvg) trains local models individually and averages them to obtain the global model for further local fine-tuning or deploying in unseen target domains. One drawback of FedAvg is neglecting the data distributions of other clients during local training, making the local model overfit local data and producing a poorly-generalized global model. To solve this problem, we propose a novel method, called “Domain and Feature Hallucinating (DFH)”, to produce diverse features for learning generalized local and global models. Specifically, after each model aggregation process, we share the Domain-level Feature Statistics (DFS) among different clients without violating data privacy. During local training, the DFS are used to synthesize novel domain statistics with the proposed domain hallucinating, which is achieved by re-weighting DFS with random weights. Then, we propose feature hallucinating to diversify local features by scaling and shifting them to the distribution of the obtained novel domain. The synthesized novel features retain the original pair-wise similarities, enabling us to utilize them to optimize the model in a supervised manner. Extensive experiments verify that the proposed DFH can effectively improve the generalization ability of the global model. Our method achieves the state-of-the-art performance for FedDG on four large-scale re-ID benchmarks.

1 Introduction

Person re-identification (re-ID) aims at retrieving target pedestrians in a non-overlapped camera system. Thanks to the burgeoning development of deep learning, the accuracies of deep re-ID models have been boosted rapidly\cite{sun2018deep,wang2018person,ye2021deep}. Despite their promising performance in training domains, most of them can not generalize well to unseen domains. A plausible solution for this problem is domain generalization (DG), which aims to learn generalized models with source domains. However, existing advances in DG\cite{zhao2021domain,song2019domain,zhou2020domain,dai2021domain,guo2020domain} usually demand the centralization of training data, which may bring privacy issues and thus limit the real-world applications.

Federated learning\cite{mcmahan2017communication,liu2021federated,yoon2021federated,li2021federated,zhuang2020federated} is one way to alleviate the privacy issues, which utilizes multiple clients to jointly learn a model without exchanging their local data. Recently, Wu \textit{et al.}\cite{wu2021federated} introduce a new paradigm, called federated domain generalized (FedDG) re-ID, to jointly solve the generalization and privacy problems. As illustrated in Fig. 1, FedDG re-ID treats each domain as an individual client and aims to learn a generalized re-ID model without data transmission. Wu \textit{et al.}\cite{wu2021federated} achieves this goal with FedAvg\cite{mcmahan2017communication}, which repeatedly iterates the local training and the model aggregation processes. In addition, to avoid the model from overfitting on the local data, Wu \textit{et al.}\cite{wu2021federated} enforces the local model to mimic the
Figure 1: Illustration of our solution for FedDG re-ID. In the FedDG re-ID, each domain is considered as an individual client and we aim to train a generalized model with these decentralized data. In our solution, we share the domain-level feature statistics (DFS) of all clients to facilitate generalized re-ID training. The training process contains four steps: ① local training with DFS downloaded from server, which synthesizes novel features with our proposed domain & feature hallucinating (DFH) to improve the generalization of local models. ② client-to-server updating, which updates DFS in server side. ③ server-side model aggregation. ④ redistributing global model and server-side DFS. By running ① to ④ for several epochs, we can effectively improve the generalization of global model.

predictions of the global model. However, this approach does not explicitly consider the data distribution of all clients during local training, hindering the further improvement of generalization for the global model.

In this paper, we introduce a new learning tactic for FedDG re-ID, which shares the domain-level feature statistics (DFS) of all domains without violating data privacy. For each domain, DFS are obtained by the mean and variance of identities. Given the shared DFS, we propose a Domain and Feature Hallucinating (DFH) approach to generate diverse novel features, which are used to learn generalized models. The process of our method is shown in Fig. 1 which contains four steps. In step ①, we locally train the model of each client with the proposed DFH, where the local model and DFS are downloaded from the server. At each training iteration, we first propose Feature Hallucinating (FH) to diversify local features by scaling and shifting with the shared domain statistics of all clients. Then, to further diversify the local features, we synthesize novel domain statistics with the proposed Domain Hallucinating (DH), which is achieved by re-weighting DFS with randomly sampled weights. The novel statistics are also used in FH to generate novel features. The generated novel features retain the pair-wise similarities of the original ones, which can be utilized to improve generalization of local models with supervised learning. After local training, the local models and DFS are uploaded to the server (step ②) for updation. Next, we obtain the global model by averaging local models (step ③). Finally, the global model and DFS are redistributed to each client for the next epoch of local training (step ④). With several iterations, we can obtain the final global model, which is deployed on unseen target domains. Our contributions are three-fold:

- We introduce a new learning strategy for FedDG re-ID. By sharing the domain-level feature statistics (DFS) among domains, we are able to generate features of new distributions, without violating data privacy.
- We design a Feature Hallucinating (FH) method to generate novel features with the obtained domain
statistics. The hallucinated features retain the pair-wise similarities of the original features, enabling us to use them to optimize the model in a supervised manner.

- We propose a Domain Hallucinating (DH) method to synthesize novel domain statistics, allowing the local models to see more diversified data distributions under the federated learning scenario.

Extensive experiments demonstrate the advantage of our learning strategy and DFH method in improving the generalization of the global model. Our method achieves state-of-the-art results on re-ID benchmarks for FedDG re-ID.

2 Related Work

Domain Generalization

Recent advances have paid more attention to training generalizable re-ID models, such as domain adaptation (DA) Zheng et al. (2021); Zhong et al. (2019); Yang et al. (2021); Ge et al. (2020), and domain generalization (DG) Li et al. (2018); Zhao et al. (2021); Jin et al. (2020); Chattopadhyay et al. (2020). DG optimizes re-ID models with several source domains and directly deploys the obtained model to target domain without further fine-tuning, which is a more applicable scenario than DA due to its low dependency on training data of target domain. Most DG methods focus on the close-set scenario Chattopadhyay et al. (2020); Li et al. (2018); Muandet et al. (2013); Qiao et al. (2020), considering that target domains have exactly the same IDs with the source domains and thus can hardly be applied to real-world applications. Different from them, DG for person re-ID is a more challenging problem because of the disjoint label space in the training and testing set. There are many algorithms designed for training domain generalized person re-ID Song et al. (2019); Jin et al. (2020); Liao & Shao (2020); Zhao et al. (2021). Jin et al. (2020) propose to disentangle features into ID-relevant and -irrelevant parts for subsequent feature stylization, reconstruction, and training. Liao et al. (2020) improve the generalization of re-ID models by using their QAConv to compute novel sample-wise similarities. Zhao et al. (2021) utilize meta-learning to improve the generalization of models and integrate memory bank Zhong et al. (2019) into the training process to address a series of problems raised by the open-set attribute Panareda Busto & Gall (2017) in re-ID. These methods are successful, but they require combining several domains to achieve good results and may cause privacy problems when transferring data between different clients. In this paper, we consider a more practical and challenging scenario for DG in re-ID, which optimizes re-ID models with decentralized source data.

Federated Learning

In federated learning, training data are stored in several isolated local clients and can not be transferred to other clients to protect data privacy. McMahan et al. propose FedAvg McMahan et al. (2017) algorithm as the baseline method by averaging local models trained with local data and redistributing the averaged global model to local clients for further training. However, FedAvg may suffer from the non-IID or data heterogeneity problem Zhao et al. (2018) where the data distribution of local clients are different, leading to considerable performance degradation for the aggregated model. To solve this problem, FedProx Li et al. (2020) adds a regularization term to enforce the local model similar to the averaged global model. Recently, many researches Feng et al. (2020); Liu et al. (2021); Ahmed et al. (2021) extend the content of federated learning by applying it to various types of computer vision tasks, but most of them are designed for closed-set image classification or segmentation tasks, which have the same identities between training and testing sets. For the open-set Panareda Busto & Gall (2017) re-ID problem, Zhuang et al. Zhuang et al. (2020) explore the application of federated learning in re-ID and propose two settings called “Federated-by-camera” and “Federated-by-identity” for the federated training of a single domain. Wu et al. Wu & Gong (2021a) propose
decentralized domain generalization for person re-ID to make the DG re-ID algorithms privacy-preserving. In this paper, we propose a novel DFH algorithm for FedDG re-ID problem and evaluate our model with large-scale benchmarks.

3 Methodology

Problem Definition Suppose there are $N$ labeled source domains. For a given domain $i$ ($1 \leq i \leq N$), we have $M_i$ training images $X_i = (x_1, x_2, ..., x_{M_i})$ and labels $Y_i = (y_1, y_2, ..., y_{M_i})$ from $N_i$ IDs to train a local model $\phi_i$. The goal of FedDG re-ID is utilizing these decentralized data to optimize a well-generalized global re-ID model $\phi$. Since each domain is considered as an individual client, "client" and "domain" have the same meaning in the context of FedDG re-ID. The global model is then used to be evaluated in unseen domains.

3.1 Overview

The overall training process for one training epoch is shown in Fig. 2, which contains four steps: 1 local training, 2 client-to-server updating, 3 server-side aggregation, and 4 redistributing. Before the optimization starts, we extract local features with corresponding local models to obtain mean and variance vectors for each identity ($\mu_i \in \mathbb{R}^{N_i \times d}$ and $\sigma_i^2 \in \mathbb{R}^{N_i \times d}$ are matrices with $N_i$ rows and $d$ columns, where $d$ is feature dimension and $N_i$ is the number of IDs for domain $i$). These ID-level feature statistics (IFS) are used to estimate domain-level feature statistics (DFS), which will be uploaded to server for public use. In step 1, we download DFS of all clients from the server to transform local batch features to other domains with the proposed feature hallucinating (FH). Moreover, we also enrich the statistical information by synthesizing novel domain statistics with our domain hallucinating (DH). Synthesized novel DFS, combined with DFS from other domains, are used to generate novel features with FH. These transformed features retain the pair-wise similarities of original ones and can be utilized to improve local generalization in a supervised manner. After executing local training for all clients, we upload local models and new DFS to the server to update the server-side DFS (step 2) and obtain the global model (step 3). In step 4, the global model and

Figure 2: The overall framework of our proposed method. We propose to share domain-level feature statistics (DFS) for local training and the overall training can be divided into four steps. ① Local training. ② Client-to-server Updating. ③ Server-side aggregation. ④ Redistributing. The four steps are repeated for several steps to obtain final global model for evaluation.
updated DFS are redistributed to each client to prepare for the next epoch of optimization. These four steps are repeated for several epochs to obtain the final model for evaluation.

### 3.2 Local Training

In this section, we introduce the strategy to estimate DFS for preparation, and demonstrate the local training process with our DFH.

**Estimating DFS.** We model the features of a specific domain $D_i$ as a Gaussian distribution, which can be parameterized by mean ($\mu_{D_i}$) and variance vectors ($\sigma_{D_i}^2$). A simple way to estimate them is averaging ID-level mean ($\mu_i$) and variance vectors ($\sigma_i^2$). This is because IFS roughly reflects the feature distribution of its corresponding client by showing how the class centroids are scattered in the feature space, and the intra-class variations for each ID. However, the features of $D_i$ could be quite various, which is generally difficult to be represented by only two vectors $\mu_{D_i}$ and $\sigma_{D_i}^2$. To solve this drawback, we additionally treat the domain-level mean and variance vectors as another two Gaussian distributions, i.e., $\mu_{D_i} \sim N(\hat{\mu}_i, \hat{\sigma}_i^2)$ and $\sigma_{D_i}^2 \sim N(\bar{\mu}_i, \bar{\sigma}_i^2)$. We estimate them with IFS by using following equations:

$$
\hat{\mu}_i = \frac{1}{N_i} \sum_{j=1}^{N_i} \mu_{i,j}, \quad (\sigma_i)^2 = \frac{1}{N_i} \sum_{j=1}^{N_i} (\mu_{i,j} - \hat{\mu}_i)^2,
$$

(3.1)

$$
\bar{\mu}_i = \frac{1}{N_i} \sum_{j=1}^{N_i} (\sigma_{i,j}^2), \quad (\bar{\sigma}_i)^2 = \frac{1}{N_i} \sum_{j=1}^{N_i} (\sigma_{i,j}^2 - \bar{\mu}_i)^2,
$$

where $\mu_{i,j}$ is the $j$-th row of IFS $\mu_i$, denoting the mean vector of $j$-th ID in client $i$. $\sigma_{i,j}^2$ has similar meaning. These four parameters ($\hat{\mu}_i, \hat{\sigma}_i^2, \bar{\mu}_i, \bar{\sigma}_i^2$) are the final DFS shared for local training. By sampling from these two Gaussian distributions (i.e., $N(\hat{\mu}_i, \hat{\sigma}_i^2)$ and $N(\bar{\mu}_i, \bar{\sigma}_i^2)$), we can generate diverse mean ($\mu_{D_i}$) and variance ($\sigma_{D_i}^2$) vectors to better describe domain $i$ while protecting the data privacy. We thereby send them to the server to improve local training with our feature hallucinating algorithm.

**Feature Hallucinating.** During the local training of domain $i$, we first download DFS from the server and sample domain-level mean and variance vectors from them. We then sample a batch of data from $D_i$ to obtain local batch features $f_i$, and transform them to another domain $k$ ($k \neq i$) with our feature hallucinating algorithm (FH), formulated as:

$$
f_{D_k} = \mu_{D_k} + \sigma_{D_k} BN(f_i),
$$

(3.2)

where $f_i \in \mathbb{R}^{N_i \times d}$ is a batch of feature vectors in $D_i$, extracted by the local model $\phi_i$. $BN$ is the pooling-5 batch-norm function of $\phi_i$, which transforms $f_i$ to the standard Gaussian distribution. $\mu_{D_k}$ and $\sigma_{D_k}^2$ are sampled from the shared DFS (i.e., $\mu_{D_k} \sim N(\hat{\mu}_k, \hat{\sigma}_k^2)$ and $\sigma_{D_k}^2 \sim N(\bar{\mu}_k, \bar{\sigma}_k^2)$) and will be replicated to the same size as $f_i$ before computation. It should be noted that Eq. (3.2) is similar to batch-norm [Ioffe & Szegedy (2015)], where the affine parameters are replaced by the statistics in unseen domain $D_k$ ($\mu_{D_k}$ and $\sigma_{D_k}^2$) for scaling and shifting. Our FH enables the local model to improve local generalization without breaking the privacy constraint. To make a better use of the obtained DFS, we further enrich the local features with our domain hallucinating method for more generalized local training.

**Domain Hallucinating.** Our domain hallucinating (DH) aims at synthesizing novel domain-level mean and variance vectors by re-weighting vectors from other domains that are sampled from the shared DFS. Specifically, we sample domain weights from the Dirichlet distribution [Shu et al. (2021)] and obtain the novel
Algorithm 1: The Process of Local Training.

**Inputs:** The total client number $N$. Total image number $N_{\text{total}}$. Local client $i$, its corresponding training data $X_i = (x_1, x_2, \ldots, x_{N_i})$ and labels $Y_i = (y_1, y_2, \ldots, y_{N_i})$. Local iteration number $iter$.

**Outputs:** Local model $\phi_i$.

1: // Domain Hallucinating.
2: function $DH(\mu_{D1}, \sigma^2_{D1}, \ldots, \mu_{DN}, \sigma^2_{DN})$
3: Sample $w$ from Dirichlet distribution;
4: Synthesize novel domain statistics with Eq. 3.3;
5: $\textbf{Return} \mu_{\text{Novel}}$ and $\sigma^2_{\text{Novel}}$;
6: end function

7: // Local Training for Client $i$.
8: function $\text{LOCAL\text{TRAIN}}(i, \mu_1, \sigma^2_1, \mu_1, \sigma^2_1, \ldots, \mu_N, \sigma^2_N, \mu_N, \sigma^2_N)$
9: for $k$ in $N$ do
10: Sample $\mu_{D_k}, \sigma^2_{D_k}$ from $\mathcal{N}(\tilde{\mu}_i, \tilde{\sigma}^2_i)$ and $\mathcal{N}(\tilde{\mu}_i, \tilde{\sigma}^2_i)$;
11: end for
12: $(\mu_{\text{Novel}}, \sigma^2_{\text{Novel}}) \leftarrow DH(\mu_{D1}, \sigma^2_{D1}, \ldots, \mu_{DN}, \sigma^2_{DN})$;
13: for $\text{iter}_\text{num}$ in $\text{iter}$ do
14: Sample a batch of training data from $X_i$ and $Y_i$;
15: Extract batch features $F_i$ with $\phi_i$;
16: Transform $F_i$ to $F_{\text{Novel}}$ and $F_k(k \neq i)$ with Eq. 3.2;
17: Compute Eq. 3.6 to optimize $\phi_i$;
18: end for
19: $\textbf{Return} \phi_i$;
20: end function

The beta-distribution is an effective to generate weights for two samples during the sampling which denotes the weight for client $i$, $w_i$. 

\[
\text{Algorithm 1: The Process of Local Training.}
\]

\[
\mu_{\text{Novel}} = \sum_{i=1}^{N} w_i \mu_{D1}, \quad \sigma^2_{\text{Novel}} = \sum_{i=1}^{N} w_i \sigma^2_{D1},
\]

\[
\text{where } w \in \mathbb{R}^N \text{ is the domain weight vector sampled from Dirichlet distribution. The } i\text{-th element of } w \text{ is } w_i, \text{ which denotes the weight for client } i. \ \alpha \text{ is the } N\text{-dim parameter for Dirichlet distribution. The synthesized novel domain statistics} (\mu_{\text{Novel}} \in \mathbb{R}^d \text{ and } \sigma^2_{\text{Novel}} \in \mathbb{R}^d) \text{ are different from all clients and can be used in our subsequent feature hallucinating. The domain hallucinating is motivated by MixUp [Zhang et al. (2017)], which shows that the beta-distribution is an effective to generate weights for two samples during the sampling of weights. Dirichlet distribution is a multivariate generalization of the beta-distribution [Shu et al. (2021)], enabling us to generate weights for multiple samples (\geq 2). Our setting assumes that there are multiple domains, we thus adopt Dirichlet distribution in our method.}

**Local Training with Synthesized Features.** From Eq. 3.2 we observe that FH can transform local features to another domain’s distribution through scaling and shifting, which retains the pair-wise similarities of the original batch features. Therefore, we can utilize triplet loss [Hermans et al. (2017)] to optimize the local model with the synthesized novel feature and enhance the generalization of local models (optimization loss is not limited to triplet loss). Concretely, we sample a training batch from $(X_i, Y_i)$ of client $i$ with batch size $N_b$, then extract features $F_i = \{f_{i,1}, f_{i,2}, \ldots, f_{i,N_b}\}$ with local model $\phi_i$. Each feature is then transformed to novel
domain and other decentralized domains with Eq. 3.2 to obtain $F_{\text{Novel}} = \{f_{\text{Novel},1}, f_{\text{Novel},2}, \ldots, f_{\text{Novel},N_b}\}$ and $F_k = \{f_{k,1}, f_{k,2}, \ldots, f_{k,N_b}\} (k \neq i)$. Thus, we optimize local model with the following triplet loss:

$$L_{\text{tri}}(F) = \frac{1}{N_b} \sum_{n=1}^{N_b} \left[ ||f_n^+ - f_n||_2 - ||f_n^- - f_n||_2 + m \right]_+,$$

(3.4)

where $F$ can be $F_{\text{Novel}}$ or $F_k (k \neq i)$. $f_n^+$ and $f_n^-$ are hard positive and hard negative sample for anchor $f_n$ within the batch. $m$ is margin, $N_b$ is the batch size, and $[\cdot]_+$ refers to $\max(\cdot, 0)$. Besides, we also use the original local features $F_i$ for local optimization, formulated as:

$$L_{\text{ori}}(F_i, Y_i) = L_{\text{tri}}(F_i) + L_{\text{ce}}(FC(F_i), Y_i),$$

(3.5)

where $FC$ is a fully connected classification layer, which transforms the input features $F_i$ to logits. The logits and their corresponding ground-truth labels $Y_i$ are used to compute cross entropy loss $L_{\text{ce}}$.

The total loss for local training is formulated as:

$$L_{\text{local}}(F_i, Y_i) = L_{\text{ori}}(F_i, Y_i) + \lambda \left[ L_{\text{tri}}(F_{\text{Novel}}) + \frac{1}{N-1} \sum_{k=1,k\neq i}^{N} L_{\text{tri}}(F_k) \right],$$

(3.6)

where $\lambda$ is the balancing factor. The overall process of local training is shown in Alg. 1.

### 3.3 Subsequent Learning

**Client-to-server Updating.** By running local training for all clients, we obtain well-generalized local models. Both local models and DFS (i.e., $\hat{\mu}_i, \hat{\sigma}^2_i, \tilde{\mu}_i, \tilde{\sigma}^2_i$ for the $i$-th domain) will be uploaded to the server. The server-side DFS will be updated by the local DFS to prepare for the next epoch of local training. Besides, the updated server-side DFS ensure that all the DFS used for local training are synchronous.

**Server-side Aggregation.** We aggregate all local models in server-side with weighted average. The weight for each model is decided by the relative ratio between the number of images in current client and all clients. In detail, the global model $\phi$ is obtained by:

$$\phi = \sum_{i=1}^{N} \frac{N_i}{N_{\text{total}}} \phi_i,$$

(3.7)

where $N_{\text{total}} = \sum_{i=1}^{N} N_i$ is the total number of images in all clients.

**Redistributing.** The global model $\phi$, combined with server-side DFS (i.e., $\hat{\mu}_1, \hat{\sigma}^2_1, \tilde{\mu}_1, \tilde{\sigma}^2_1, \ldots, \hat{\mu}_N, \hat{\sigma}^2_N, \tilde{\mu}_N, \tilde{\sigma}^2_N$) are redistributed to all clients for the next epoch of federated learning. The aforementioned four steps are repeated for several epochs to obtain the final global model for evaluation. The overall process of FedDG re-ID is elaborated in Alg. 2.

### 3.4 Discussion on Data Privacy Constraint

FedDG re-ID prohibits the transmission of images between different clients, which limits the application of most DG [Dai et al. (2021); Zhao et al. (2021); Zhou et al. (2020); Guo et al. (2020)] algorithms. Generally speaking, the privacy constraint refers to no data transmission. However, recent works state that sharing averaged images [Yoon et al. (2021)], domain-specific classifiers [Wu & Gong (2021b)] or intermediate feature
Algorithm 2 The Overall Federated Learning.

**Inputs:** Decentralized $N$ training domains and their labels $(\mathcal{X}_1, \mathcal{Y}_1), \ldots, (\mathcal{X}_N, \mathcal{Y}_N))$. Initialized local models $\phi_1, \phi_2, \ldots, \phi_N$. Global training epoch $\text{epoch}$, batch-size $N_b$.

**Outputs:** Well-generalized global model $\phi$.

1: // Initialize Server-side DFS.
2: for $i$ in $N$ do
3: Obtain DFS for client-$i$ (i.e., $\hat{\mu}_i, \hat{\sigma}_i^2, \tilde{\mu}_i, \tilde{\sigma}_i^2$) and upload them to server;
4: end for
5: for $m$ in $\text{epoch}$ do
6: // Step 1: Local Training.
7: for $k$ in $N$ do
8: // Use downloaded DFS.
9: $\phi_k \leftarrow \text{LocalTrain}(k, \hat{\mu}_1, \hat{\sigma}_1^2, \tilde{\mu}_1, \tilde{\sigma}_1^2, \ldots, \hat{\mu}_N, \hat{\sigma}_N^2, \tilde{\mu}_N, \tilde{\sigma}_N^2)$;
10: end for
11: // Step 2: Client-to-server Updating.
12: Send local models to the server;
13: Update server-side DFS;
14: // Step 3: Server-side Aggregation.
15: Obtain global model $\phi$ with Eq. 3.7;
16: // Step 4: Redistributing.
17: Redistribute $\phi$ and server-side DFS to local clients;
18: end for
19: Return $\phi$;

Distributions [Luo et al. (2021); Yao et al. (2022)] will not bring the leakage of data privacy since such weak information cannot be used to recover the original images. For example, FedMix [Yoon et al. (2021)] weakens the data-privacy constraint by using the averaged images from other clients for optimization. Wu et al. [Wu & Gong (2021b)] attempt to handle the federated learning problem by jointly using the classifiers of each local model for optimization. Luo et al. [Luo et al. (2021)] propose CCVR to alleviate the heterogeneity in federated learning by sharing the feature statistics of each class for each domain. Despite their effectiveness in closed-set classification problem, most of them are not suitable in FedDG re-ID. This is because each domain has completely different IDs in FedDG re-ID. In this paper, we follow [Luo et al. (2021); Yao et al. (2022)] and share domain statics between clients. Different from them, our method shares the global statistics in the pooling-5 feature space to synthesize novel features for optimization with re-parameterization trick [Kingma & Welling (2013)], offering a plausible way to handle the heterogeneity in the open-set FedDG re-ID.

## 4 Experiments

### 4.1 Experiment Setup

**Datasets.** In our experiments, we use four re-ID benchmarks, including Market-1501 (Market) Zheng et al. (2015), CUHK02 [Li & Wang (2013), MSMT-17 (MSMT) Wei et al. (2018) and CUHK03 [Li et al. (2014)]. Market contains 1,501 IDs (32,668 images) taken by 6 cameras, of which 750 IDs (12,936 images) are used for training while the other 751 IDs for evaluation. CUHK02 has 7,264 bounding-boxes manually cropped...
Table 1: Comparison with state-of-the-arts. We compare our methods with FedAvg [McMahan et al. (2017)], FedPav [Zhuang et al. (2020)], FedReID [Wu & Gong (2021)] and SNR [Jin et al. (2020)]. M: Market-1501, C2: CUHK02, C3: CUHK03, MS: MSMT-17.

| Sources | Methods | Target: C2 mAP rank-1 | Sources | Methods | Target: M mAP rank-1 | Sources | Methods | Target: C3 mAP rank-1 |
|---------|---------|------------------------|---------|---------|------------------------|---------|---------|------------------------|
| MS      | /       | 43.8 41.8              | C3      | /       | 23.3 47.5              | MS      | /       | 18.0 18.5              |
| M       | /       | 49.8 45.8              | C3      | /       | 13.2 31.1              | C2      | /       | 21.6 22.5              |
| M       | /       | 42.4 37.9              | C2      | /       | 18.9 41.2              | M       | /       | 10.2 11.2              |
| MS+     | FedAvg  | 61.3 58.6              | C3+     | FedAvg  | 24.6 48.3              | MS+     | FedAvg  | 20.3 22.7              |
| C3+M    | FedPav  | 62.6 59.8              | C2+     | FedPav  | 25.4 49.4              | C3+M    | FedPav  | 22.5 24.3              |
| SNR     | 67.7 65.1 |                       | SNR     | 28.3 53.2 |                     | SNR     | 24.4 23.0 |                     |
| SNR+DFH | 71.7 69.5 |                     | SNR+DFH | 31.3 56.5 |                     | SNR+DFH | 26.0 29.1 |                     |
| DFH     | 72.4 70.2 |                     | DFH     | 33.2 58.8 |                     | DFH     | 27.2 30.5 |                     |

from 1,816 pedestrians. MSMT covers 126,441 images from 4,101 IDs captured by 15 cameras. CUHK03 collects 28,193 pedestrian images from 1,467 IDs, where 1,367 IDs are used for training and the rest for evaluation. Note that, DukeMTMC-ReID has been withdrawn by creators and thus is not used in this work.

**Evaluation Protocol.** The overall performance is evaluated with the mean average precision (mAP) and rank-1 accuracy. We choose the final global model for evaluation.

**Implementation Details.** We conduct all our experiments with ResNet-50 [He et al. (2016)]. During local training, we set learning rate as $1 \times 10^{-3}$, batch size $N_b = 64$, local training iteration number $iter = 200$, and the total server-client collaborative training epochs $epoch = 40$. The learning rate will be multiplied with 0.5 at the 20-th and 30-th epoch of training. The margin in Eq. 3.4 is set to 0.5, $\lambda$ in Eq. 3.6 is set to 5. We use random crop, random flip and random erasing [Zhong et al. (2020)] as data augmentation during optimization and SGD is chosen as the optimizer. We set $\alpha$ to all-one vector. All images are resized to $256 \times 128$. During testing, we extract 2048-dim pooling-5 features for retrieval.

### 4.2 Comparison with State-of-the-arts

We alternately use CUHK02, Market, and CUHK03 as the target client and the other datasets as decentralized source clients for federated learning. FedAvg [McMahan et al. (2017)], FedPav [Zhuang et al. (2020)], FedReID [Wu & Gong (2021)] and SNR [Jin et al. (2020)] are the state-of-the-arts used in our experiments for comparison. FedAvg requires the classifier in client-side and server-side have the same number of outputs. Therefore, it will collect the total number of IDs in all source clients as the output of classifiers for all models. Differently, FedPav allows local models to have classifiers with a different number of outputs, and only transmits the feature extractor of models for aggregation. FedReID improves the accuracies of FedDG re-ID by using knowledge distillation between the aggregated model and the local model. SNR is a single domain generalization method, which modifies the network structure of ResNet-50 by adding SNR module for feature disentanglement and better training. We use SNR under the federated constraint for fair comparison. We report all results in Tab.1 and obtain the following conclusions: (1) Our method achieves the state-of-the-art performance on FedDG re-ID. Concretely, we achieve **mAP=71.7%** and **rank-1=69.5%** when testing on CUHK02, **mAP=31.3%** and **rank-1=56.5%** when testing on Market, and **mAP=27.2%** and **rank-1=30.5%** when testing on CUHK03. These results outperform FedPav by 9.1%, 5.9%, and 4.7% mAP scores on the three benchmarks respectively. Besides, our method also outperforms SNR [Jin et al. (2020)] by 4.0%,
Table 2: Ablation study of our method. FH: Feature Hallucinating, DM: Dirichlet MixUp Shu et al. (2021), FM: Feature-level MixUp Zhang et al. (2017), DH: Our Domain Hallucinating.

| No. | Attributes | MS+C2+C3 | MS+C2+C3 | mAP rank-1 | mAP rank-1 |
|-----|------------|----------|----------|------------|------------|
|     | FH DM FM DH |          |          |            |            |
| 1   | × × × ×     | 25.4     | 49.4     | 22.5       | 24.3       |
| 2   | ✓ × × ×     | 28.4     | 51.7     | 24.1       | 25.7       |
| 3   | ✓ ✓ × ×     | 29.1     | 52.2     | 25.6       | 28.2       |
| 4   | ✓ × ✓ ×     | 27.8     | 50.5     | 23.6       | 25.3       |
| 5   | ✓ × × ✓     | 31.3     | 56.5     | 27.2       | 30.5       |

3.0%, and 1.2% mAP scores on the three datasets without changing the network’s structure, indicating the effectiveness of our model. (2) Federated learning with multiple domains achieves better generalization results than using a single domain. We take the results on CUHK02 for example, the models trained with MSMT, CUHK03, and Market respectively achieve 43.8%, 49.8%, and 42.4% mAP scores on the test set of CUHK02, which are far less than the results of multi-source FedDG re-ID methods like FedPav and ours. The results demonstrate that although federated learning does not combine all training data for optimization, it can still achieve better generalization than models with one domain for training. (3) Our method can be flexibly integrated into some DG methods like SNR Jin et al. (2020), and help them improve federated re-ID accuracies. As shown in Tab. 1, SNR achieves 28.3% mAP score on Market1501. After adding our DFH into the training process, the mAP is increased by 4.9%, which indicates the effectiveness of DFH on SNR under federated constraint. Similar results can also be found in the evaluation results of other benchmarks.

4.3 Ablation Study

We evaluate the effectiveness of DH, FH, and compare our DFH with other feature-level MixUp methods under the federated learning scenario. In detail, we conduct experiments that (1) do not use DH and FH; (2) do not synthesize novel domain with DH, but use FH to enable local model to see other clients’ feature distributions; (3) use Dirichlet-MixUp Shu et al. (2021) on transformed features to generate novel features; (4) use Feature-level MixUp Zhang et al. (2017) to generate novel features and sample weights from beta distribution; (5) use DFH; All results are reported in Tab. 2.

The Effectiveness of Feature Hallucinating. From No. 1 and No. 2 of Tab. 2, we notice that FH enables the local model to see the feature distributions of other domains, leading to the improvement of re-ID accuracies. In detail, for experiments utilizing Market as the target domain, we improve the mAP from 25.4% to 28.4%. Similar results can also be found on experiments when evaluated on CUHK03, which elaborate the effectiveness of FH for federated learning.

The Effectiveness of Domain Hallucinating. From No. 2 and No. 5 of Tab. 2, we conclude that synthesizing novel domain statistics is also beneficial to improving the generalization of the re-ID model. After applying both FH and DH to the FedDG re-ID, the mAP scores are further improved from 28.4% to 31.3% on Market. We can also receive similar results on CUHK03, which suggest the importance of synthesizing novel domain statistics during federated learning.

Comparison between DH and Other Feature-level MixUp Methods. To clarify the differences between our DH and other feature MixUp methods, we replace the DH with another two methods: Dirichlet-Mixup Shu
Table 3: Effectiveness of training with less source clients.

| Methods   | MS+C3→M | MS+C2→M | MS+M→C3 | MS+C2→C3 |
|-----------|----------|----------|----------|----------|
|           | mAP rank-1 | mAP rank-1 | mAP rank-1 | mAP rank-1 |
| FedPav    | 24.6      | 45.3      | 24.3      | 47.8      |
|           | 22.8      | 26.5      | 20.9      | 22.0      |
| SNR       | 26.3      | 49.7      | 28.2      | 53.6      |
|           | 23.2      | 22.4      | 23.2      | 22.4      |
| Ours      | 29.8      | 54.9      | 29.9      | 55.1      |
|           | 25.0      | 28.7      | 25.0      | 28.7      |

Table 4: Sensitivity analysis of α.

| α   | Target: C3 | α   | Target: M |
|-----|-------------|-----|-----------|
| MS  | M           | C2  | mAP rank-1| MS  | C3  | C2  | mAP rank-1|
| 1   | 1           | 1   | 27.2      | 1   | 1   | 1   | 31.3      |
| 1   | 2           | 1   | 26.9      | 1   | 2   | 1   | 30.7      |
| 2   | 1           | 1   | 25.8      | 2   | 1   | 1   | 29.8      |
| 1   | 1           | 2   | 26.4      | 1   | 1   | 2   | 30.2      |

et al. (2021) and Feature-level MixUp Zhang et al. (2017). The former approach samples weights from Dirichlet distribution and generates novel features with the hallucinated features, which is plausible when there are more than two features to mixup. The latter one follows the original MixUp and samples weights from beta-distribution. By comparing No. 3 and No. 4, we conclude that for FedDG re-ID problem with multiple domains, it is better to sample weights from Dirichlet distribution. Moreover, by comparing No. 3, No. 5, we notice that our DH achieves better results than Dirichlet-Mixup. Therefore, our DFH can bring more diverse local features during local training and can effectively improve local generalization.

4.4 Sensitivity Analysis

Sensitivity to the Number of Clients. Previous experiments are all conducted with three decentralized source domains. To explore the effectiveness of our method when deployed on fewer clients, we report experiments with only two source decentralized clients in Tab. 3. By observing the results, we notice that our approach can improve the generalization of re-ID models with less (two) decentralized domains. Concretely, DFH achieves higher re-ID accuracies than FedPav Zhuang et al. (2020) and SNR Jin et al. (2020) on “MS+C3→M”, “MS+C2→M”, “MS+M→C3” and “MS+C2→C3”. For the comparison with FedPav, DFH can consistently improve the re-ID accuracies for about 3-5% mAP scores. The experiments of SNR report around 2% improvements on mAP, indicating that our method is also effective when there are fewer source domains.

Sensitivity to α. We explore the effect of using different α when sampling domain weight from the Dirichlet distribution during DH. Specifically, α is a N dimensional vector where each element is related to a domain. We change one of the elements in α from 1 to 2 and remain the others fixed for “MS+M+C2→C3” and “MS+C3+C2→M” to see how it affects the final performance. The results are reported in Tab. 4. We find that changing one of the elements in α does not have a significant effect on the final results. In real-world applications, we recommend setting α to all-one vector for simplicity.

Sensitivity to λ. We investigate the effect of λ by changing its value from 2 to 6 with a step size of 1 and apply them in two experiments (“MS+C2→M” and “MS+C2→C3”). A higher λ means paying more attention to the transformed features during optimization. From Fig. 3 we can draw a conclusion
Figure 3: Sensitivity analysis of $\lambda$. We change the $\lambda$ from 2 to 6 with a step size of 1 to see the importance of using transformed features during optimization.

Table 5: The Necessity of Using Triplet Loss.

| Loss Function   | $MS+M+\rightarrow C3$ | $MS+C2+C3\rightarrow M$ |
|-----------------|------------------------|--------------------------|
| mAP             | 20.4                   | 26.3                     |
| rank-1          | 23.8                   | 50.6                     |
| Cross-Entropy   |                        |                          |
| Triplet         | 27.2                   | 31.3                     |
|                 | 30.5                   | 56.5                     |

that focusing on the transformed features during optimization and using larger $\lambda$ is beneficial to improving the generalization of models due to the novel information included in the transformed features. But, the improvement of re-ID accuracies begins to become small when $\lambda > 5$. Therefore, we choose $\lambda = 5$ for FedDG re-ID tasks.

4.5 Loss Function

We want to remind the readers that the hallucinated features can not be optimized with cross-entropy loss and local classifiers. As shown in Tab. 5, the results of using cross-entropy loss for optimization is far less than the triplet version. That is because FH generates features through affine transformation, which will change the neighbors of the original ones. Since the transformed features and the original ones have different neighbors, making them to be similar with cross-entropy loss will back-propagate false information to the network and reduce the discrimination of the model.

4.6 Visualization

Convergence of DFH. We evaluate the mAP and rank-1 scores of the averaged model every 5 epochs to check the convergence of our DFH in the whole 40 epochs. As shown in Fig. 4, the mAP and rank-1 scores become steady at the 35-th epoch in “$MS+C2+M\rightarrow C3$”, while “$MS+C2+C3\rightarrow M$” converged at the 10-th epoch.

Results of Restored Images with D2D. Transferring the raw features to different clients may cause some information leakage because researchers have developed algorithms like D2D [Yin et al. (2020)] to restore the original images from the frozen model. It, therefore, raises questions whether sharing the domain-level feature statistics can preserve data privacy. We conduct experiments to restore images with the trained Market model and D2D.

The shared DFS are parameters of two Gaussians, which should be first sampled to obtain the domain-level
mean and variance. The receiver cannot even know the number of IDs from DFS and will cause some problems for D2D to recover the raw images. Therefore, we use IFS to restore the raw images and the mean vectors for each ID in the Market are used to initialize the classifier during the optimization. If IFS can successfully protect data privacy, the DFS will also satisfy privacy constraint. The results are shown in Fig. 5. It is obvious that the restored images are blurry and we cannot recognize the object in them. Based on the results, we claim that transferring DFS will not violate data privacy constraint.

**Visualization of the Hallucinated Features.** To gain a better understanding of how DFH and other feature mixup methods work in FedDG re-ID task, we conduct a visualization experiment, which chooses MSMT, CUHK02, and Market as the decentralized domains. We collect images from randomly selected three identities for each domain and extract their features with the final global model. Then, we respectively use Dirichlet-MixUp [Shu et al. (2021)], Feature MixUp [Zhang et al. (2017)], and our DFH to generate novel features from MSMT. All features are visualized with t-SNE [Van der Maaten & Hinton (2008)] in Fig. 6. We use different colors to denote different domains while different shapes to indicate identities. In Fig. 6, we have three observations. (1) **All three methods try to improve the model’s generalization by synthesizing novel features in the transition among different domains.** Specifically, the transformed features are located in the gap of three source domains, which enables the local model to see more diverse samples and avoids overfitting by smoothing the transition between different domains. (2) **We should use Dirichlet-MixUp for generalization tasks with multiple domains.** As mentioned in [Shu et al. (2021)], the classical MixUp only mix features from two domains with weights sampled from beta-distribution, which can not generate diverse features for problems with multiple domains. The comparison between Fig. 6-(a) and (b) also demonstrates the necessity of using Dirichlet-MixUp. (3) **Our DFH can further improve the generalization of models by enlarging the intra-class variations.** In Fig. 6-(a), the transformed features nearly retain the same pair-wise similarities of the original features, while our DFH in Fig. 6-(c) can generate more diverse features. This is because DFH generates new features by applying affine transformation with synthesized novel feature statistics, which avoid applying MixUp in feature level and improve the diversity of novel features.
Figure 5: Restored Images with D2D.

Figure 6: Visualization of novel features generated by FH+Dir-MixUp, FH+Feature-MixUp, and DFH. (a): FH+Dir-MixUp, which retains nearly the same pair-wise similarities of local features. (b): FH+Dir-MixUp, which can only interpolate the transition between each two domains. (c): Our DFH.

5 Conclusion

In this paper, we share domain-level feature statistics (DFS) of different clients and propose domain & feature hallucinating (DFH) to improve the generalization of FedDG re-ID. During the local training of each client, we estimate the feature distribution of local clients with the shared DFS. Then, we synthesize novel domain statistics by interpolating shared DFS with randomly sampled domain weights. The novel domain statistics are utilized by our feature hallucinating to transform local features to novel distributions, enabling the local model to see as diverse samples as possible and improving the generalization of local and global models. Extensive experiments demonstrate the effectiveness of our method.
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