Ultrafast optical control over spin and momentum in solids
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Introduction

The coupling of laser light to matter can exert sub-cycle coherent control over material properties, with optically induced currents and magnetism shown to be controllable on ultrafast femtosecond time scales. Here, by employing laser light consisting of both linear and circular pulses, we show that charge of specified spin and crystal momentum can be created with precision throughout the first Brillouin zone. Our hybrid pulses induce in a controlled way both adiabatic intraband motion as well as vertical interband excitation between valence and conduction bands, and require only a gapped spin split valley structure for their implementation. This scenario is commonly found in the 2d semi-conductors, and we demonstrate our approach with monolayer WSe$_2$. We thus establish a route from laser light to local control over excitations in reciprocal space, opening the way to the preparation of momenta specified excited states at ultrafast time scales.
Sub-cycle control of electrons in matter has already led to the experimental observation of femtosecond control over optically induced current\textsuperscript{1–3}, valley polarization in transition metal dichalcogenides (TMDC)\textsuperscript{4,5}, and the prediction from first-principles of control over magnetic order faster than the exchange and spin-orbit times\textsuperscript{6,7}, subsequently confirmed by several experiments\textsuperscript{8–12}. The crucial limiting factor in fully implementing a coherent lightwave electronics lies in the excited spin and valley state lifetimes, in turn determined by the fundamental scattering processes in materials: the electron-electron scattering, electron-phonon scattering, and spin scattering due to spin-orbit interaction.

The decisive role in such scattering processes is played by crystal momentum, the quantum number associated with periodicity in solids. This determines “hot spots” in the band structure at which the amplitudes associated with electron-phonon interaction or spin relaxation are large. Pre-selecting the crystal momentum of excited states by designed laser pulses thus represents a key step towards designing long-lived valley and spin excitations. However, to date precise lightwave control over the crystal momentum by light has not been demonstrated.

Laser pulses generate two distinct types of excitation in solids: intraband adiabatic transitions in which the crystal momentum $\mathbf{k}$ evolves according to the vector potential as $\mathbf{k} \rightarrow \mathbf{k} + \mathbf{A}(t)$, and diabatic transitions in which charge is excited between bands. In TMDC semi-conductors with broken inversion symmetry the diabatic transitions induced by circularly polarized light are foundational for valleytronics. However, such excitation is by construction restricted to the high symmetry points (e.g. K and K’ points in TMDC), precluding control over crystal momentum. Circumventing this requires a new approach. In this work we demonstrate that hybrid laser pulses combining single cycle terahertz linear light with circularly polarized light allows control over both adiabatic and diabatic motion, facilitating a full control over the crystal momentum. This unprecedented control over electrons in solids by lightwaves opens new possibilities both for the creation of spin and valley excited states, as well as probing the fundamental scattering processes of solids.
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Linear pulses

Figure 1: Charge excitation due to circularly and linearly polarized light. The upper (lower) panels display the charge (spin) excitation in momentum space. A 1.6 eV pulse of circularly polarized light generates pure spin excitation at the vertices of the Brillouin zone: (a,b) $\sigma^+$ polarized circular light excites spin up states at the K valley, while (d,e) $\sigma^-$ polarized light excites spin down states at the K’ valley. (e,f) A higher frequency 2.0 eV pulse is in resonance both the spin split valence bands, resulting in a mixed spin but valley specific excitation consisting of (i) spin down excitation at K along with (ii) a surrounding halo of spin up charge due to transitions from the higher energy spin up manifold. In panels (g-j) a single pulse of linear light sufficient to excite interband charge results in asymmetric but a net spin unpolarized excitation, with in each panel the arrows illustrating the intraband motion induced due to: (g,h) $-x$ polarized light, (i,j) $+y$ polarized light.

Results

Due to broken inversion symmetry and strong spin-orbit coupling WSe$_2$ presents an ideal case for the implementation of this idea. At the K/K’ valleys this material has significant spin splitting (a maximum of 450 meV at these K/K’ points) in addition to a gap of 1.6 eV. This allows for $\sigma^+/\sigma^-$ circularly polarized light in the optical range to excite spin up/down polarized charge at the K/K’ valleys, so called valley-spin locking. This is demonstrated, by the means of a state-of-the-art first principles calculation performed using time-dependent-density functional theory (TDDFT), in Figs. 1a-d (for details of the computational technique see Methods section). A pump laser pulse with frequency equal to the gap was used (for other pulse parameters see Ref. 14). Increasing the pulse frequency brings both bands into resonance but at different crystal momenta, generating a mixed spin excited charge density consisting of the lower band spin at the valley centre surrounded by a halo of the higher band spin, see Fig. 1e,f. For sufficiently strong linear light fields, the intraband motion induced
by the pulse is accompanied by interband excitation via Landau-Zener (LZ) tunneling. This is shown in Fig. 1g-j for two different polarizations of linear light. LZ tunneling is effective at all valleys, and leads to a somewhat asymmetric valley excitation, that depends on the trajectory in reciprocal space induced by the linear light. The excited states generated by linear and circular pulses are thus restricted to the high symmetry points of the Brillouin zone.

On the other hand, the presence of the gap allows for sufficiently weak linear light to adiabatically evolve Bloch states according to the acceleration theorem $\mathbf{k}(t) = \mathbf{k}(t = 0) + \mathbf{A}(t)$ without exciting interband Landau-Zener transitions. Thus, by employing a single cycle
pulse we can propagate a state of arbitrary crystal momentum $k(t = 0)$ on the valence band manifold to one of the high symmetry K/K' points and back to $k(t = 0)$. If, however, at exactly the centre of this pulse (i.e., at half-cycle where the $A$ field is maximal) we apply circularly polarised light, this state will be excited to the conduction band, before returning under the action of the linear light to $k(t = 0)$. Thus, charge will have effectively been excited vertically $k(t = 0)$ via a path through the “hot spots” at K/K’. Our hybrid pulse therefore consists of a infra-red linear pulse in combination with optical circularly polarized light.

The IR component of this hybrid pulse can control the displacement from the valley centre of the excited charge. To demonstrate this we first consider a IR Terahertz pulse centered on frequency $0.4\text{eV (97THz)}$ with fluence $0.2\text{ mJ/cm}^2$ (see Fig. 2a), generating the localized charge excitation shown in Figs. 2b,c. If we now consider a second pulse with double the vector amplitude with, in order to prevent LZ transitions, the frequency is reduced to $0.2\text{eV (48THz)}$, causing the fluence to increase to $0.4\text{ mJ/cm}^2$, the excited charge is approximately double the distance from the K’ point. Note that the peak intensity is almost the same for both pulses and both are linear polarized in $-x$ direction. Thus by tailoring the frequency and polarization of the IR pulse, we can excite spin at a pre-determined point in the 1BZ in principle arbitrarily far from the high symmetry K points.

The circular component of the pulse, on the other hand, offers control over the spin-polarization of the excited charge. To demonstrate this we look at the region around an M point and excite both up and down spin. In Fig. 2g-i, we use the same IR pulse as Fig. 2a-f but instead oriented with $-y$ polarization. This takes the M point electrons down to the K point where a $\sigma^+$ pulse excites spin-up polarization, seen in Fig 2e,f. Conversely in Figs. 2j-l, we now change the linear polarization of the IR pulse to the $+y$ direction and deploy a $\sigma^-$ pulse at half-cycle. This brings the M point up to the K’ point and excites spin-down electrons. Thus, while both choices excite the M-point region, by tailoring the pulses we can decide whether spin-up or spin-down electrons are excited.
Figure 3: Impact of the width of the circular pulse on crystal momentum and spin polarization controlled charge excitation in monolayer WSe$_2$. By increasing the duration of the circular pulse charge excitation at the high symmetry K point occurs for a increased proportion of the intra-band trajectory, resulting in a comet like charge excitation. This should be compared with Fig. 2 in which a tighter circular pulse results in a more focused charge excitation.

Crucial to the controlled excitation of momentum in $\mathbf{k}$-space described thus far is that the circular pulse occurs at half cycle of the weak IR linear pulse. Evidently, to create such a hybrid pulse the width of the circular pulse must be narrow as compared to that of the linear pulse. The circular pulses considered thus far have a FWHM of 7.5 fs, an experimentally challenging laser field although one within reach of present day pump laser capability. We thus now consider how increasing the width of the circular pulse to a standard 20fs duration impacts the charge excitation (this laser pulse is shown in Fig. 3a). We would expect that a longer duration of inter-band excitation in relation to the intraband motion to result in the smearing out of the focused charge excitation into a continuous scar, and indeed as seen in Fig. 3b-c we see that the intense localized charge excitations seen in Fig. 2 takes on a “comet” like appearance.

**Discussion**

Future ultrafast nano-technology relies upon precise control over the electronic degrees of freedom of materials through designed laser pulses. In the present work we demonstrate such a control; carefully sculpted light pulses, combining weak linearly polarized pulses with
circularly polarized pulses, offers full control over excitations with specified spin and crystal momentum. The materials which offer such a control require a gapped spin-split valley-type band structure which is a common feature amongst 2d semiconductors. As the magnitude of this gap is generally controllable via tuning by a layer perpendicular electric field (the giant stark effect\textsuperscript{15}) the full control over spin and crystal momentum we describe here should therefore be possible in many 2d materials. Furthermore, we show that this physics occurs at ultrafast time scales, fully controlled by the pulse, and before electron-electron and electron-phonon scattering processes. Such full control, in addition to representing a hitherto unexplored richness of ultrafast phenomena in 2d materials, will be useful in probing momentum and spin dependent scattering processes that will occur post charge excitation, such as electron-phonon coupling, and will further also be useful in tailoring the momentum character of injected charge in an interface geometry.

\section*{Methods}

The Runge-Gross theorem\textsuperscript{16} establishes the time-dependent external potential as a unique functional of the time dependent density, given the initial state. Based on this theorem, a system of non-interacting particles can be chosen such that the density of this non-interacting system is equal to that of the interacting system for all times\textsuperscript{17–19}, with the wave function of this non-interacting system represented by a Slater determinant of single-particle orbitals. In a fully non-collinear spin-dependent version of these theorems\textsuperscript{20} time-dependent Kohn-Sham (KS) orbitals are Pauli spinors governed by the Schrödinger equation:

\begin{equation}
\frac{i}{\hbar} \frac{\partial \psi_j(r, t)}{\partial t} = \left[ \frac{1}{2} \left( -i \nabla + \frac{1}{c} A_{\text{ext}}(t) \right)^2 + v_s(r, t) + \frac{1}{2c} \sigma \cdot B_s(r, t) + \frac{1}{4c^2} \sigma \cdot \left( \nabla v_s(r, t) \times -i \nabla \right) \right] \psi_j(r, t) \end{equation}
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where $A_{\text{ext}}(t)$ is a vector potential representing the applied laser field, and $\sigma$ are the Pauli matrices. The KS effective potential $v_s(r,t) = v_{\text{ext}}(r,t) + v_H(r,t) + v_{\text{xc}}(r,t)$ is decomposed into the external potential $v_{\text{ext}}$, the classical electrostatic Hartree potential $v_H$ and the exchange-correlation (XC) potential $v_{\text{xc}}$. Similarly the KS magnetic field is written as $B_s(r,t) = B_{\text{ext}}(t) + B_{\text{xc}}(r,t)$ where $B_{\text{ext}}(t)$ is the magnetic field of the applied laser pulse plus possibly an additional magnetic field and $B_{\text{xc}}(r,t)$ is the exchange-correlation (XC) magnetic field. The final term of Eq. (1) is the spin-orbit coupling term. It is assumed that the wavelength of the applied laser is much greater than the size of a unit cell and the dipole approximation can be used i.e. the spatial dependence of the vector potential is disregarded.

All the implementations are performed using the state-of-the art full potential linearized augmented plane wave (LAPW) method. Within this method the core electrons are treated fully relativistically by solving the radial Dirac equation while higher lying electrons are treated using the scalar relativistic Hamiltonian in the presence of the spin-orbit coupling.

To obtain the 2-component Pauli spinor states, the Hamiltonian containing only the scalar potential is diagonalized in the LAPW basis: this is the first variational step. The scalar states thus obtained are then used as a basis to set up a second-variational Hamiltonian with spinor degrees of freedom. This is more efficient than simply using spinor LAPW functions, however care must be taken to ensure that a sufficient number of first-variational eigenstates for convergence of the second-variational problem are used. A fully non-collinear version of TDDFT as implemented within the Elk code is used for all calculations.

To calculate the crystal momentum, $k$, resolved excitation we use the expression

$$N_{\text{ex}}(k) = \sum_{a}^{\text{occ}} \sum_{b}^{\text{unocc}} |\langle \psi_{ak}(t)|\psi_{bk}(t = 0) \rangle|^2$$  \hspace{1cm} (2)

Here the time-dependent KS orbitals at a given time $t$ are projected on to the ground-state orbitals to calculate the change in occupation of the KS orbitals. Formally, within TDDFT, the transient occupation of the excited-states does not necessarily follow that of the KS system. For weakly excited systems, however, the difference is expected to be small.
It should be noted that for high fluence pulses where the band renormalization effects are large, not applicable to this work, such an approximation would fail.
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