Circulant \(L\)-ensembles in the thermodynamic limit
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Abstract

\(L\)-ensembles are a class of determinantal point processes which can be viewed as a statistical mechanical systems in the grand canonical ensemble. Circulant \(L\)-ensembles are the subclass which are locally translationally invariant and furthermore subject to periodic boundary conditions. Existing theory can very simply be specialised to this setting, allowing for the derivation of formulas for the system pressure, and the correlation kernel, in the thermodynamic limit. For a one-dimensional domain, this is possible when the circulant matrix is both real symmetric, or complex Hermitian. The special case of the former having a Gaussian functional form for the entries is shown to correspond to free fermions at finite temperature, and be generalisable to higher dimensions. A special case of the latter is shown to be the statistical mechanical model introduced by Gaudin to interpolate between Poisson and unitary symmetry statistics in random matrix theory. It is shown in all cases that the compressibility sum rule for the two-point correlation is obeyed, and the small and large distance asymptotics of the latter are considered. Also, a conjecture relating the asymptotic form of the hole probability to the pressure is verified.
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1. Introduction

Point processes of the type familiar in statistical mechanics consist of \(N\) indistinguishable particles confined to a domain \(\Omega\). Let particle \(j\) have coordinate \(x_j\), and denote a configuration of the \(N\)-particles by \(X_N\). Each configuration of particles in the domain is specified by a probability density function \(p^{N,\Omega}(X_N)\). Important in both applications and for illustrative purposes is the case that \(\Omega\) is an interval \([0, L]\) divided into \(M\) lattice points at \(\tau_j/M, j = 1, \ldots, M\), and

\(^*\) Author to whom any correspondence should be addressed.
where \( \tau := L/M \). Then the probability density function takes on a discrete set of values, and with the particle coordinates ordered

\[
0 < x_1 \leq x_2 \leq \cdots \leq x_N \leq M,
\]

is a probability,

\[
p^{(N,\Omega)}(X_N) = \Pr(X_N).
\]

Parameterising \( \Omega \) by \( M = \{1, \ldots, M\} \), and each \( x_j \) by an integer \( n_j \) such that \( x_j = \tau n_j/M \), \( X_N \) can be regarded as a subset of \( M \) of size \( N \).

Fundamental to the statistical description of point processes are the \( k \)-point correlation functions \( \{\rho_{(k)}\} \). In the continuous setting, with no ordering of the particle coordinates assumed, these are specified in terms of the probability density function by

\[
\rho^{(N,\Omega)}(X_{k}) = N(N-1)\cdots(N-k+1) \int_{\Omega} dx_{k+1} \cdots \int_{\Omega} dx_{N} p^{(N,\Omega)}(X_N).
\]

The case \( k = 1 \) gives the particle density, with the characterising property that \( \int_{\Omega} \rho_{(1)}(x) \, dx \) is equal to the expected number of particles in the interval \([a, b]\). More generally the ratio

\[
\rho^{(N,\Omega)}(X_{k})/\rho_{(k-1)}^{(N,\Omega)}(X_{k-1})
\]

has the interpretation of corresponding to the particle density at \( x_k \), given there are particles at \( x_1, \ldots, x_{k-1} \). In the discrete setting, with an ordering convention such as (1.1) and \( X_k \) regarded as a subset, an appropriate modification of (1.3) is to define

\[
\rho^{(N,M)}(X_k) = \Pr(X_k) = \sum_{Y_{N-k}:|Y_{N-k}|=N} p^{(N,M)}(X_k \cup Y_{N-k}).
\]

Note the absence of the combinatorial factor \( N(N-1)\cdots(N-k+1) \) which is present in (1.3). This is in keeping with subsets not recording order.

The theme of the present paper relates to the circumstance that the probability density function \( p^{(N,\Omega)} \) has the particular functional form

\[
p^{(N,\Omega)}(X_N) = \det[K^{(N,\Omega)}(x_j, x_i)]_{i,j=1}^{N}
\]

for some function \( K^{(N,\Omega)}(x, y) \) referred to as the correlation kernel. Note that for repeated elements in \( X_N \) (or equivalently, particles at the same site), \( p^{(N,\Omega)} = 0 \). Moreover, we want this structure to be maintained upon forming the \( k \)-point correlation (1.3), so that

\[
\rho^{(N,\Omega)}(X_k) = \det[K^{(N,\Omega)}(x_j, x_i)]_{i,j=1}^{k},
\]

where \( K^{(N,\Omega)}(x, y) \) is the same function as in (1.6). Such point processes are termed determinantal. Although this class may seem very restrictive, it has been known for some time to include a number of prominent model systems in mathematical physics. Examples include free fermion many body wave functions in quantum mechanics [1, 2], unitary invariant random matrix ensembles [3, 4]), statistical mechanics of log-potential Coulomb systems at a special coupling [5–7], statistical mechanics of certain two-dimensional lattice models [8], Dyson Brownian motion on certain matrix spaces [9], and non-intersecting random walkers [10]. As a non-exhaustive list of reviews and extended accounts of these examples and more, we reference [11–21].
Reviews and extended accounts of theoretical developments of determinantal point processes, often incorporating as well many examples from mathematical physics and other settings too, are similarly numerous. Again as a non-exhaustive list we reference [14, 22–32]. Here the works [28, 29] place an emphasis on properties of determinantal point processes of particular relevance to machine learning and statistical inference. These are thus outside of the earlier applications in mathematical physics. Distinguishing the applications in mathematical physics is what in statistical mechanics is referred to as the thermodynamic limit—this is when the number of particles and system volume go to infinity simultaneously such that the average density is a constant. Among determinantal point processes is a special structure when the correlation kernel has a difference property

\[ K_{N,\Omega}(x_j, x_l) = K_{N,\Omega}(x_j - x_l, 0). \]

Suppose in addition that the correlation kernel is periodic of period \( L \), where \( L \) is the length of the interval specifying \( \Omega \). Then it turns out that a formulation in what in statistical mechanics is called the grand canonical ensemble—termed \( L \)-ensembles in the theory of determinantal point processes—allows for an analytic treatment in which the thermodynamic limit is readily computed. This working leads to the functional form for the limiting correlation kernel

\[ K^{(\infty)}(X, Y) = z \int_{-\infty}^{\infty} e^{2\pi i (Y-X)s} \frac{\lambda^{(\infty)}(s)}{1 + z\lambda^{(\infty)}(s)} ds \]  

obtained in (2.35) below. Here \( z \) is the fugacity and \( \lambda^{(\infty)}(s) \geq 0 \) is determined by the functional form of the entries of \( L^{(M)} \). The mechanism underlying this calculation is that the matrix determining the correlation kernel is circulant. A development of the consequences of a circulant structure from a viewpoint in statistical mechanics is the explicit theme of the present work.

From a technical perspective, this undertaking is straightforward: existing formulas [14] suffice for the general cases, and moreover special cases of the necessary working can already be found in the literature [33]. On the other hand, no one work logically develops circulant \( L \)-ensembles, nor does any single work isolate physically motivated examples from such a viewpoint. Filling this gap in the literature is the contribution of the present work. In section 2 we begin by revising the formalism of \( L \)-ensembles, and in particular the formula for the correlation kernel in terms of a particular matrix \( L^{(M)} \). When this matrix is circulant, the correlation kernel can be computed explicitly, and evaluated in certain limits. First considered is a continuum limit when the number of lattice sites goes to infinity but the interval stays fixed—this is equivalent to a grand canonical formalism defined to begin on the continuous interval; subsection 2.5 gives a direct approach in this setting. However this does not correspond to a thermodynamic limit as the expected total number of particles is still finite. True thermodynamic limits are considered next, starting with a limit when the lattice spacing stays fixed with the number of lattice sites going to infinity, which then is an example of a lattice gas. Taking the lattice spacing to zero then specifies a statistical state defined on the whole real line. These are considered in subsection 2.4 in the case of \( L^{(M)} \) being real symmetric, and in subsection 2.5 when this matrix is complex Hermitian.

Section 3 begins by showing that \( L \)-ensembles in the thermodynamic limit of the type considered in section 2 all obey the compressibility sum rule from the theory of fluids. This has significance in relation to the gap probability—that is the probability that a prescribed interval is free of eigenvalues, as in this setting it has previously been conjectured that the leading asymptotic form of this probability is equal to the exponential of minus of the pressure. Known asymptotics of Toeplitz operators allow this to be checked for the circulant \( L \)-ensembles in the thermodynamic limit. In subsection 3.4 the particular example of a real circulant \( L \)-ensemble
with the underlying matrix having entries given by a Gaussian functional form is considered. The function $\lambda(\infty)(s)$ in (2.35) is then also a Gaussian. Upon appropriate identification of parameters, (1.8) can then be identified with that for free fermions in one dimension at finite temperature,

$$K^{(\infty)}(X, Y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{e^{ikY - X}}{e^{ik^2 + \mu} + 1} \, dk. \quad (1.9)$$

Here $\beta$ is the inverse temperature, and $\mu$ is the chemical potential. In the following subsection, a specific example of the complex Hermitian circulant $L$-ensemble is given which can be identified with a statistical mechanical model introduced by Gaudin for application in random matrix theory. The final subsection considers a higher dimensional analogue of the Gaussian functional form, and the resulting correlation kernel is identified with that for free fermions in $d$-dimensions at finite temperature.

2. L-ensembles

2.1. Formalism

Consider the discrete setting specified in the opening paragraph of the introduction, using a subset viewpoint of $X_N$, but modified so that the value of $N$ can vary. This is done by specifying that for each $N = 0, \ldots, M$

$$\Pr(X_N) = \frac{z^N}{\Xi^{(M)}(z)} \det [L^{(M)}(x_j, x_l)]_{j,l=1}^N, \quad (2.1)$$

where $z > 0$ is a parameter, and $\Xi^{(M)}(z)$ the normalisation. Such probabilities on subsets of $M$ are referred to as $L$-ensembles. In statistical mechanics, $\Xi^{(M)}(z)$ is referred to as the grand canonical partition function and $z$ as the fugacity. From expansion properties of the determinant it is easy to see that with $L^{(M)} := [L^{(M)}(j, l)]_{j,l=1}^M$

$$\Xi^{(M)}(z) := \sum_{N=0}^{M} z^N \sum_{X_N \subset M} \det [L^{(M)}(x_j, x_l)]_{j,l=1}^N = \det \left( \mathbb{I}_M + zL^{(M)} \right). \quad (2.2)$$

In this setting the $k$-point correlation function is defined by

$$\rho^{(M)}(X_k) = \sum_{s=0}^{M-k} \sum_{Y_s \subset M} \Pr(X_k \cup Y_s). \quad (2.3)$$

All $L$-ensembles are in fact determinantal point processes.

**Proposition 2.1 (Macchi [2]).** For an $M \times M$ matrix $J$, let $(J)_X$ denote the $k \times k$ submatrix formed from the entries in the rows and columns labelled by $X_k$. With this notation, we have

$$\rho^{(M)}(X_k) = \det (K^{(M)})_{X_k}, \quad (4.4)$$

where

$$K^{(M)} = zL^{(M)}(\mathbb{I}_M + zL^{(M)})^{-1}. \quad (2.5)$$
Proof. The sum in (2.3) permits an evaluation analogous to (2.2), implying
\[
\rho^{(M)}(X_k) = \frac{1}{\Xi^{M}(z)} \det \left( I^M_M + zL^{(M)} \right),
\]
(2.6)
where \( I^M_M \) denotes the \( M \times M \) identity matrix with diagonal entries \( X_k \) each replaced by zero. Writing \( I^M_M = I^M_M - I^M_M \), substituting the determinant formula (2.2) for \( \Xi^{M}(z) \) and using the multiplicative property of the determinant shows
\[
\rho^{(M)}(X_k) = \det \left( I^M_M - I^M_M \right) \left( I^M_M + zL^{(M)} \right)^{-1}.
\]
(2.7)
Introducing \( K^{(M)} \) as defined by (2.5), simple manipulation of (2.7) then shows
\[
\rho^{(M)}(X_k) = \det \left( \bar{I}^{X_k} - I^M_M \right) K^{(M)}.
\]
(2.8)
The result (2.4), (2.5) now follows by expansion properties of the determinant. \( \Box \)

2.2. Toeplitz L-ensembles

For (2.1) to be well defined, we must have
\[
\det \left[ L^{(M)}(x_j, x_l) \right]_{j,l=1}^{N} \geq 0.
\]
(2.9)
Requiring too that \( L^{(M)} \) as specified in (2.2) be Hermitian, we know from linear algebra that this is equivalent to \( L^{(M)} \) being semi-positive definite, and thus for any \( c = (c_1, \ldots, c_M) \), that
\[
c^* L^{(M)} c \geq 0.
\]
(2.10)
Let us investigate (2.10) in the setting that \( L^{(M)}(j, l) \) has the difference property \( L^{(M)}(j, l) = L^{(M)}(j-l, 0) \) so that the configurations \( X_N \) (thinking now in the particle picture) specified by (2.1) are all translationally invariant. The difference property is equivalent to saying that \( L^{(M)} \) is a Toeplitz matrix. Introduce \( f(\zeta) \) as a generating function for the independent entries of \( L^{(M)} \), so that
\[
f(\zeta) = \sum_{j=0}^{M-1} L^{(M)}(j,0)\zeta^j, \quad L^{(M)}(p,0) = \int_0^1 f(e^{2\pi ix})e^{-2\pi ipx} \, dx.
\]
(2.11)
Using the latter formula herein in (2.10) shows
\[
c^* L^{(M)} c = \int_0^1 f(e^{2\pi ix}) |C(e^{2\pi ix})|^2 \, dx, \quad C(e^{2\pi ix}) = \sum_{j=0}^{M-1} c_j e^{2\pi i jx}.
\]
(2.12)
It follows that a sufficient condition for \( L^{(M)} \) to satisfy (2.10) is that \( f(e^{2\pi ix}) \) be real—which is guaranteed by the assumption that \( L^{(M)} \) be Hermitian, and thus \( L^{(M)}(l, j) = L^{(M)}(j, l) \)—and furthermore that \( f(e^{2\pi ix}) \) be non-negative.

Remark 2.2.

(a) It is not a necessary condition that \( L^{(M)} \) be Hermitian for (2.9) to hold true. See [34] for examples of tridiagonal Toeplitz matrices of this type.
(b) For $\kappa := (\kappa_1, \ldots, \kappa_n)$ a partition of non-negative integers, the Schur polynomial is defined by

$$s_\kappa(z_1, \ldots, z_n) = \frac{\det[z_j^{n-l+1}]_{l,j=1}^{n}}{\det[z_j^{n-l}]_{l,j=1}^{n}}.$$  \hspace{1cm} (2.13)

This definition extends to general tuples $\kappa$. Standard manipulations used in random matrix theory (see e.g. [19, exercises 5.4 q.1]), starting with the formula for $L^{(M)}(p,0)$ in (2.11) substituted in the lhs of (2.9) show

$$\frac{1}{N!} \det [L^{(M)}(x_j,x_l)]_{j,l=1}^{N} = \int_0^1 dt_1 f(e^{2\pi i t_1}) \ldots \int_0^1 dt_N f(e^{2\pi i N t}) |s_\kappa(e^{2\pi i t_1}, \ldots, e^{2\pi i t_N})|^2$$

$$\times \prod_{1 \leq j < l \leq N} |e^{2\pi i t_j} - e^{2\pi i t_l}|^2,$$  \hspace{1cm} (2.14)

where now $\kappa = (x_1, \ldots, x_N)$. Given that $f(e^{2\pi i t})$ is non-negative, this gives another way of seeing that $\det [L^{(M)}(x_j,x_l)]_{j,l=1}^{N}$ is non-negative.

(c) The Toeplitz matrix $[L^{(M)}(j-l,0)]_{j,l=1}^{M}$ is not a random matrix. Rather in the $L$-ensemble formalism beginning with (2.1) the matrix elements $L^{(M)}(x,y)$ are a prescribed functional form. For works which do address random Toeplitz matrices, as a non-exhaustive list we draw attention to [35–39].

2.3. Real circulant $L$-ensembles

Suppose that in addition to the difference property, the entries of $L^{(M)}_j$ are periodic of period $M$, which is characteristic of periodic boundary conditions, or equivalently the original interval $[0, L]$ being identified with the circumference of a circle. A systematic way for the entries of $L^{(M)}_j$ to have this periodicity, and to have a well defined scaling limit for large $M, L$, is to measure distance as chord length, so that

$$L^{(M)}(x_j, x_l) = g \left( \left( \frac{L}{\pi} \sin(\pi(x_j - x_l)/M) \right) \right),$$  \hspace{1cm} (2.15)

for some $g(u)$ even and real valued. Note that this latter condition implies that the matrix $[L^{(M)}(j-l,0)]_{j,l=1}^{M}$ is real symmetric. With both the difference and periodicity property of the elements, the matrix $L^{(M)}$ is referred to as being circulant. The significance of this extra structure is that the normalised eigenvectors of all circulant matrices are independent of $g$ in (2.15) and given by

$$\frac{1}{\sqrt{M}} e^{-2\pi i p_0/M} (1, e^{2\pi i p/M}, e^{4\pi i p/M}, \ldots, e^{2\pi i (M-1)/M})^T, \quad p = 0, \ldots, M - 1,$$  \hspace{1cm} (2.16)

for any integer $p_0$, which we take as equal to $\lfloor -M/2 \rfloor + 1$. As a consequence, the normalisation $\Xi^{(M)}(z)$ and matrix elements $K^{(M)}(x,y)$ can be computed explicitly.
Proposition 2.3. In the setting of (2.15) we have

\[
\Xi^{(M)}(z) = \prod_{p=[-M/2]+1}^{[M/2]} (1 + z\lambda_p), \quad \lambda_p = \sum_{s=[-M/2]+1}^{[M/2]} g(L \sin(\pi s/M)) e^{2\pi ip/M} = \tilde{f}(e^{2\pi ip/M}),
\]

(2.17)

where \(\tilde{f}(z)\) is the particular generating function for the entries (2.15)

\[
\tilde{f}(z) := \sum_{s=[-M/2]+1}^{[M/2]} g(L \sin(\pi s/M)) z^s
\]

(cf (2.11)), and

\[
K^{(M)}(x, y) = z M \sum_{p=[-M/2]+1}^{[M/2]} \frac{e^{2\pi i(x-y)p/M}}{1 + z\lambda_p}.
\]

(2.19)

Proof. The form of the matrix entries (2.15) and the fact that the eigenvectors are given by (2.16) implies the formula for the eigenvalues \(\lambda_p\) in (2.17), while the determinant formula in (2.2) implies the first equality therein.

Using the diagonalisation formula

\[
L^{(M)} = V^{(M)} \text{diag}(\lambda_1, \ldots, \lambda_N)(V^{(M)})^\dagger,
\]

(2.20)

where the columns of \(V^{(M)}\) are given by the normalised eigenvectors \(\{v_p\}\) of \(L^{(M)}\), we have from (2.5) that whenever \(L^{(M)}\) is Hermitian

\[
K^{(M)}(x, y) = z \sum_{p=0}^{M-1} (v_p)_x^* (v_p)_y \frac{e^{2\pi i(x-y)p/M}}{1 + z\lambda_p}.
\]

(2.21)

Here \((v_p)_x^*\) denotes the \(x\)th component of \(v_p\) and \(K^{(M)}(x, y)\) denotes the entry in row \(x\), column \(y\) of the matrix \(K^{(M)}\). The fact that for \(L^{(M)}\) a circulant matrix, the eigenvectors are given by (2.16), implies (2.19).

\[
\Xi^{(M)}(\zeta) = \sum_{j=-\infty}^{\infty} g(\tau s_\zeta).
\]

(2.22)
where the sum is assumed to be well defined for $|\zeta| = 1$. We have

$$
\tau_\beta P^{(\tau)} := \lim_{M \to \infty} \frac{1}{M} \log \Xi^{(M)}(z) = \int_{-1/2}^{1/2} \log \left(1 + z \tilde{f}^{(\infty)}(e^{2\pi it})\right) \, dt,
$$

(2.23)

where the notation $\tau_\beta P^{(\tau)}$ relates to the interpretation of the limit in terms of the pressure from statistical mechanics, and

$$
K^{(\tau)}(x, y) := \lim_{M \to \infty} K^{(M)}(x, y) = z \int_{-1/2}^{1/2} \frac{e^{2\pi i(t-x)}}{1 + z \tilde{f}^{(\infty)}(e^{2\pi it})} \, dt.
$$

(2.24)

**Proof.** We see from the definition (2.18) that

$$
\lim_{M \to \infty} \tilde{f}(\zeta) = \tilde{f}^{(\infty)}(\zeta),
$$

(2.25)

as specified by (2.22). The stated formulas now follow by recognising the appropriate sums in proposition 2.3 as Riemann approximations to definite integrals. □

As a check, we see from (2.2), (2.17) and (2.19) that

$$
z \partial_z \lim_{M \to \infty} \frac{1}{M} \log \Xi^{(M)}(z) = \lim_{M \to \infty} \frac{1}{M} \text{Tr} K^{(M)},
$$

(2.26)

which requires too the validity of interchanging the derivative with the limit on the lhs. Since the rhs is equal to $\lim_{L \to \infty} K^{(M)}(x, x)$ independent of $x$ in the present setting of periodic boundary conditions, the results (2.23) and (2.24) are consistent with (2.26). Note too that this tells us that the expected number of particles per lattice site in the $M \to \infty$ limit, $\rho^{(\tau)}$ say, is given in terms of the fugacity $z$ by

$$
\rho^{(\tau)} = z \int_{-1/2}^{1/2} \frac{\tilde{f}^{(\infty)}(e^{2\pi it})}{1 + z \tilde{f}^{(\infty)}(e^{2\pi it})} \, dt.
$$

(2.27)

In particular, since $\tilde{f}^{(\infty)}(z) \geq 0$ for $|z| = 1$, the requirement that $0 \leq \rho^{(\tau)} \leq 1$ is evident.

2.4.2. $M \to \infty, L \text{ fixed, followed by } L \to \infty$. Starting with $L$ fixed we must have that the lattice labels $x, y$ are also suitably scaled to correspond to points in the interval, $Lx/M \to X, Ly/M \to Y$, and furthermore $z$ must be scaled $z \mapsto Lz/M$ to allow for the sums in (1.5) to correspond to Riemann integrals. The functional form (2.15) is again appropriate, but no longer with any reference to $M$, so we define

$$
L^{(L)}(X, Y) = g \left((L/\pi) \sin(\pi(X - Y)/L)\right).
$$

(2.28)

**Proposition 2.5.** Let $g(u)$ be as in (2.28), and suppose furthermore that it be integrable on $(-L/\pi, L/\pi)$. We have

$$
\log \Xi^{(L)}(z) := \lim_{M \to \infty} \log \Xi^{(M)}(Lz/M) = \sum_{\lambda = -\infty}^{\infty} \log \left(1 + z \lambda_p^{(L)}\right),
$$

(2.29)

and
\[
K^{(L)}(X, Y) := \lim_{M \to \infty} \frac{(M/L)K^{(M)}(MX/L, MY/L)}{1 + z\lambda_p^{(L)}} \bigg|_{L \to \infty}
\]

where

\[
\lambda_p^{(L)} = \lim_{M \to \infty} \frac{L}{M} \lambda_p = L \int_{-1/2}^{1/2} g \left( \frac{L}{\pi} \sin \pi t \right) e^{2\pi i p t} \, dt.
\]

Proof. These formulas follow from (2.17) and (2.19), by viewing (2.18) as a Riemann sum and thus

\[
\lim_{M \to \infty} \frac{L}{M} \tilde{f} \left( e^{2\pi i p/M} \right) = L \int_{-1/2}^{1/2} g \left( \frac{L}{\pi} \sin \pi t \right) e^{2\pi i p t} \, dt,
\]

which corresponds to (2.31). □

After changing variables \( t \mapsto t/L \) in (2.31), the large \( L \) limit of the quantities in proposition 2.5 are almost immediate, with the sums therein recognised as Riemann approximations to definite integrals.

Proposition 2.6. Let

\[
\lambda^{(\infty)}(s) = \int_{-\infty}^{\infty} g(t) e^{2\pi i t s} \, dt.
\]

We have

\[
\beta P = \lim_{L \to \infty} \frac{1}{L} \log \Xi^{(L)}(z) = \int_{-\infty}^{\infty} \log (1 + z\lambda^{(\infty)}(s)) \, ds,
\]

and

\[
K^{(\infty)}(X, Y) := \lim_{L \to \infty} K^{(L)}(X, Y) = \int_{-\infty}^{\infty} \frac{e^{2\pi i (Y - X) t s} \lambda^{(\infty)}(s)}{1 + z\lambda^{(\infty)}(s)} \, ds.
\]

Remark 2.7. We see from (2.23) and (2.22) that

\[
\lim_{\tau \to 0^+} \beta P^{(\tau)} = \int_{-\infty}^{\infty} \log(1 + z\lambda^{(\infty)}(s)) \, ds,
\]

thus reclaiming (2.34), and from (2.24) and (2.22) that

\[
\lim_{\tau \to 0^+} \frac{1}{\tau} K^{(\tau)}(X/\tau, Y/\tau) \bigg|_{z \to \infty} = \int_{-\infty}^{\infty} \frac{e^{2\pi i (Y - X) t s} \lambda^{(\infty)}(s)}{1 + z\lambda^{(\infty)}(s)} \, ds,
\]

thus reclaiming (2.35). Hence, with the functional form (2.15) for the matrix elements of \( L^{(M)} \), the results for the continuum can be reclaimed from the results for the lattice, upon taking the lattice spacing to zero.
2.5. Complex circulant L-ensembles

In the interests of brevity, we will restrict attention in this circumstance to the setting of particles on the continuous segment [0, \( L \)] in periodic boundary conditions, which can be thought of as the circumference of a circle. Measuring distance as chord length, a functional form giving rise to a complex Hermitian circulant integral operator (no longer a matrix since the domain is a continuum) is

\[
L^{(L)}(X, Y) = ih \left( (L/\pi) \sin(\pi(X - Y + 2i\epsilon)/L) \right), \quad \epsilon > 0, \tag{2.38}
\]

with \( h(u) \) odd; cf (2.15). Note that this latter requirement implies \( L^{(L)}(X, Y) = L^{(L)}(Y, X) \) and thus \( L^{(L)} \) is a Hermitian matrix. The corresponding probability density for a configuration \( X_N \) is

\[
p(X_N) = \frac{\xi^N}{\Xi^{(L)}(z)} \det \left[ L^{(L)}(X_j, X_k) \right]_{j,k=1}^N \tag{2.39}
\]

(cf (2.1)). Here

\[
\Xi^{(L)}(z) = \det(\mathbb{1} + zL), \tag{2.40}
\]

where \( \mathbb{1} \) is the integral operator on \([0, L]\) with kernel (2.38); the determinant can be specified as the product over the eigenvalues.

Working directly in the continuum setting, the appropriate generalisation of (2.2) is

\[
\Xi^{(L)}(z) = \prod_{p=-\infty}^{\infty} (1 + z\lambda_p), \tag{2.41}
\]

while the appropriate generalisation of (2.21) is

\[
K^{(L)}(X, Y) = z \sum_{p=-\infty}^{\infty} \frac{v_p(X)v_p(Y)}{1 + z\lambda_p}. \tag{2.42}
\]

Here \( \{\lambda_p\} \) and \( \{v_p(X)\} \) are the eigenvalues and eigenfunctions of the integral operator \( L \) on \([-L/2, L/2]\) (the periodicity in shifts by \( L \) of (2.38) has been used to translate the interval) with kernel (2.38). Thus

\[
\mathbb{L}[f](X) = \int_{-L/2}^{L/2} h \left( (L/\pi) \sin(\pi(X - Y + 2i\epsilon)/L) \right) f(Y) \, dY. \tag{2.43}
\]

The normalised eigenfunctions of \( L \) are

\[
v_p(X) = \frac{1}{\sqrt{L}} e^{2\pi ipX/L}, \quad p \in \mathbb{Z}, \tag{2.44}
\]

which allows for (2.41) and (2.42) to be made explicit, and moreover for computation of the limit \( L \to \infty \).

**Proposition 2.8.** The formulas (2.41) and (2.42) hold with \( v_p(x) \) given by (2.44) and

\[
\lambda_p = i \int_{-L/2}^{L/2} h \left( (L/\pi) \sin(\pi(-Y + 2i\epsilon)/L) \right) e^{2\pi ipY/L} \, dY. \tag{2.45}
\]
Furthermore, with
\[ \lambda^{(e,\infty)}(x) := i \int_{-\infty}^{\infty} h(-Y + 2ie^{2\pi N} dY \quad (2.46) \]

replacing \( \lambda^{(\infty)}(x) \), the formulas (2.34) and (2.35) again hold.

3. Properties and examples

3.1 Compressibility sum rule

In this section, in distinction to the subset viewpoint of a configuration \( X_N \) used in section 2.1, it is convenient to consider \( X_N \) as an \( N \)-tuple, not to require an ordering of the particles such as in (1.1), and to consider the domain as continuous. The grand canonical ensemble formalism in this setting specifies that the probability density function for there being \( N \) particles in configuration \( X_N \) is given by

\[ p^{(N,\Omega)}(X_N) = \frac{z^N}{\Xi^{(\Omega)}(z)} \det [L^{(\Omega)}(x_j, x_l)]_{j,l=1}^{N}, \quad (3.1) \]

where

\[ \Xi^{(\Omega)}(z) = 1 + \sum_{N=1}^{\infty} z^N \int_{\Omega} dx_1 \ldots \int_{\Omega} dx_N \det [L^{(\Omega)}(x_j, x_l)]_{j,l=1}^{N}; \quad (3.2) \]

cf (2.1) and (2.2). The corresponding \( k \)-point correlation function is given by

\[ \rho^{(\Omega)}(x_k) = z^k \left( k! \rho^{(\Omega)}(X_k) + \sum_{n=1}^{\infty} z^n (n+k) \ldots (n+1) \times \int_{\Omega} dy_1 \ldots \int_{\Omega} dy_n \rho^{(k+n,\Omega)}(X_k \cup Y_n) \right). \quad (3.3) \]

Suppose furthermore that the system is translationally invariant. Then

\[ \int_{\Omega} dx_2 \rho^{(\Omega)}(x_1, x_2) = \frac{1}{|\Omega|} \int_{\Omega} dx_1 \int_{\Omega} dx_2 \rho^{(\Omega)}(x_1, x_2) = \frac{1}{|\Omega|} \frac{1}{\Xi^{(\Omega)}(z)} \frac{\partial^2}{\partial z^2} \Xi^{(\Omega)}(z). \quad (3.4) \]

Simple manipulation, using the fact that for a translationally invariant system

\[ \rho^{(\Omega)}(x) = \frac{1}{|\Omega|} \frac{\partial}{\partial z} \log \Xi^{(\Omega)}(z), \quad (3.5) \]

shows from this that

\[ \int_{\Omega} dx_2 \left( \rho^{(\Omega)}(x_1, x_2) - \rho^{(\Omega)}(x_1)\rho^{(\Omega)}(x_2) + \delta(x_1 - x_2)\rho^{(\Omega)}(x_2) \right) \]

\[ = \frac{1}{|\Omega|} \left( \frac{\partial}{\partial z} \right)^2 \log \Xi^{(\Omega)}(z). \quad (3.6) \]
Taking the limit $|\Omega| \to \infty$, assuming the limit operation can be taken inside the integral on the lhs, and the derivative operation on the rhs, then gives

\[
\int_{\Omega} dx_2 \left( \rho^{(\infty)}_2(x_1, x_2) - \rho^{(\infty)}_1(x_1)\rho^{(\infty)}_1(x_2) + \delta(x_1 - x_2)\rho^{(\infty)}_1(x_2) \right) = \left( \frac{\partial}{\partial \varepsilon} \right)^2 \beta P. \tag{3.7}
\]

In the theory of fluids, this is referred to as the compressibility sum rule [40].

**Proposition 3.1.** The limiting continuous determinantal point process specified by Proposition 2.6 satisfies (3.7).

**Proof.** According to (2.4)

\[
\rho^{(\infty)}_2(X, Y) - \rho^{(\infty)}_1(X)\rho^{(\infty)}_1(Y) = -|K^{(\infty)}(X, Y)|^2. \tag{3.8}
\]

Substituting (2.35) shows

\[
\int_{-\infty}^{\infty} \left( \rho^{(\infty)}_2(X, Y) - \rho^{(\infty)}_1(X)\rho^{(\infty)}_1(Y) \right) dY = -\varepsilon^2 \int_{-\infty}^{\infty} \left( \frac{\lambda^{(\infty)}(s)}{1 + \varepsilon^2 \lambda^{(\infty)}(s)} \right)^2 ds. \tag{3.9}
\]

Substituting (2.34) in the rhs of (3.7) and subtracting $\rho^{(\infty)}_1(x)$ gives this same expression. \(\square\)

**Remark 3.2.**

(a) The same working, with $\lambda^{(\infty)}(s)$ replaced by $\lambda^{(\epsilon, \infty)}(s)$, verifies that the continuous determinantal point process specified by proposition 2.8 satisfies (3.7).

(b) In the case of an infinite lattice, the integral over $x_2$ should be replaced by a sum over the lattice points, and $\beta P$ on the rhs should be replaced by $\tau \beta P$. Upon this modification, the results of proposition 2.4 can be checked to be consistent.

### 3.2. Gap probabilities

For a point process defined on the real line, let $E^{(\infty)}(n; J)$ denote the probability that there are exactly $n$ particles within an interval $J$. The case $n = 0$ is referred to as the gap probability. Introducing the generating function

\[
\tilde{E}^{(\infty)}(J; \xi) = \sum_{n=0}^{\infty} (1 - \xi)^n E^{(\infty)}(n; J), \tag{3.10}
\]

it is a standard result (see e.g. [19], §9.1) that $\tilde{E}^{(\infty)}(J; \xi)$ can be written in terms of the correlation functions according to

\[
\tilde{E}^{(\infty)}(J; \xi) = 1 + \sum_{j=1}^{\infty} \frac{(-\xi)^j}{j!} \int J dx_1 \ldots \int J dx_j \rho^{(\infty)}_j(x_1, \ldots, x_j). \tag{3.11}
\]
Specialise now to the case of determinantal correlations
\[ \rho^{(\infty)}(x_1, \ldots, x_j) = \det \left[ K^{(\infty)}(X_{j_1}, X_{j_2}) \right]_{j_1, j_2=1, \ldots, j}. \] (3.12)

Let \( K_J \) denote the integral operator supported on \( J \) with kernel \( K^{(\infty)}(X, Y) \). Then the summation (3.12) can be recognised as a key quantity within the Fredholm theory of integral equations [41], namely the Fredholm determinant,
\[ \tilde{E}^{(\infty)}(J; \xi) = \det (\mathbb{I} - \xi K_J) = \prod_{j=0}^{\infty} (1 - \xi \lambda_j^{(J)}), \] (3.13)
where \( \{ \lambda_j^{(J)} \} \) denotes the eigenvalues of \( K_J \); in fact such a quantity has already appeared in (2.40). Further specialise to the Toeplitz setting so that in (3.12) \( K^{(\infty)}(X_{j_1}, X_{j_2}) = K^{(\infty)}(X_{j_1} - X_{j_2}, 0) \), and introduce the Fourier transform
\[ \hat{K}^{(\infty)}(s) = \int_{-\infty}^{\infty} K^{(\infty)}(x, 0)e^{isx} \, dx. \] (3.14)

The asymptotic theory of Toeplitz integral operators [42] tells us that for \( |J| \to \infty \),
\[ \tilde{E}^{(\infty)}(J; \xi) \sim \exp \left( |J| \int_{-\infty}^{\infty} \log(1 - \xi \hat{K}^{(\infty)}(s)) \, ds \right). \] (3.15)

For the circulant correlation kernels (2.35) we have
\[ \hat{K}^{(\infty)}(s) = \frac{z \lambda^{(\infty)}(s)}{1 + z \lambda^{(\infty)}(s)}. \] (3.16)

Substituting in (3.15) and comparing with (2.34) shows, upon setting \( \xi = 1 \) and recalling (3.10) that
\[ E^{(\infty)}(0; J) \sim e^{-|J|/\beta}, \] (3.17)
in accordance with the functional form expected for the asymptotic gap probability of a general compressible fluid [43,44].

3.3. Small separation form of \( \rho^{(2, \infty)}(X, Y) \)

As a rewrite of (3.8) we have
\[ \rho^{(2, \infty)}(X, Y) = K^{(\infty)}(X, X)K^{(\infty)}(Y, Y) - |K^{(\infty)}(X, Y)|^2, \] (3.18)
telling us in particular that \( \rho^{(2, \infty)}(X, Y) \) vanishes as \( X \to Y \). Substituting (2.35) in (3.18) and expanding to leading order in \( z \) shows
\[ \rho^{(2, \infty)}(X, Y) = z^2 \left( \int_{-\infty}^{\infty} \lambda^{(\infty)}(s) \, ds - \left| \int_{-\infty}^{\infty} e^{2\pi i s(X-Y)} \lambda^{(\infty)}(s) \, ds \right|^2 \right) + O(z^3). \] (3.19)
We see that if $\lambda(\infty)(s)$ decays fast enough at infinity to allow the complex exponential to be expanded to second order, the small distance form of $\rho^{(2)}(X,Y)$ will always decay like a quadratic. In fact this will happen without first expanding to low order in $z$.

**Proposition 3.3.** Let $\lambda(\infty)(s)$ and $\lambda^{(c,\infty)}(s)$ decay at least as fast as order $1/|s|^3$ at infinity. Then $\rho^{(2)}(X,Y)$ goes to zero like $(X-Y)^2$ as $X \to Y$.

**Proof.** The assumption on the decay of $\lambda(\infty)(s)$ (and its counterpart in the complex Hermitian case) allows the complex exponential in (2.35) to be expanded to second order in $(X-Y)$. In the setting of proposition 2.6 the term proportional to $(X-Y)$ vanishes due to the parity of the integrand. Furthermore, substituting in the rhs of (3.8) shows that the term independent of $(X-Y)$ also vanishes, leaving the term proportional to $(X-Y)^2$ as the leading term. In the setting of proposition 2.8, applying the same expansion in the analogue of (2.35) we see that the term proportional to $(X-Y)$ no longer vanishes, but nonetheless when substituted in (3.8) its contribution to the expansion of the rhs at this order cancels as does that of the term independent of $(X-Y)$, again leaving the term proportional to $(X-Y)^2$ as the leading term.

To leading order in $z$, we see from (3.19) that the behaviour of $\rho^{(2,\infty)}(X,Y)$ will be determined by the behaviour of the Fourier transform of $\lambda^{(\infty)}(s)$. Now from (2.33)

$$\int_{-\infty}^{\infty} \lambda^{(\infty)}(s)e^{-2\pi i Y} ds = g(Y),$$

so we see that the small distance functional form in (3.19) is determined by the rate of vanishing of $g(0) - g(Y)$ as $Y \to 0$, which for $\lambda^{(\infty)}(s)$ decaying slower than $O(1/|s|^3)$ will be slower than of order $Y^2$.

### 3.4. Example of $g(u)$ a Gaussian

Suppose we take for the functional form (2.15) of the matrix elements

$$g(u) = \frac{1}{\sqrt{c}} e^{-\pi u^2 / c}, \quad c > 0.$$  

Substituting in (2.33) shows

$$\lambda^{(\infty)}(s) = e^{-\pi s^2 / c}.$$  

This Gaussian functional form in $s$, decaying faster than any power and being analytic, implies upon repeated integration by parts in (2.35) that $K^{(\infty)}(X,Y)$ decays faster than any inverse power for $|X-Y|$ large, as will be the case whenever $\lambda^{(\infty)}$ has these properties. Specifically for (3.22), this fast decay can be exhibited by first power series expanding in $z$ and then computing the integrals by completing the square to obtain

$$K^{(\infty)}(X,Y) = -\sum_{p=1}^{\infty} \frac{(-z)^p}{\sqrt{p}} e^{-\pi (Y-X)^2 / c p}, \quad |z| < 1.$$  

Thus in fact there is term-by-term Gaussian decay. Parametrise $c$ and $z$ in terms of $\beta$ and $\mu$ according to

$$c = 4\pi \beta, \quad z = e^{i\mu}.$$  
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After a simple change of variables in (2.35) the expression (1.9) noted in the Introduction results, which is the correlation kernel for free fermions (or equivalently hard-core bosons) in one-dimension at inverse temperature $\beta$ and chemical potential $\mu$ [45].

Some insight into the relation to free fermions at finite temperature can be obtained by considering $L^{(\beta)}(X, Y)$ as specified in terms of $g$ by (2.28) in the limit $L \to \infty$ when it reads $L^{(\infty)}(X, Y) = g(X - Y)$. From (2.39) we then have

$$p(X_N) \propto \det[L^{(\infty)}(X_j, X_k)]_{j,k=1}^N \propto \det[e^{-\pi(x_j^2 + x_k^2)/2}]_{j,k=1}^N. \quad (3.25)$$

Now replace $\pi/c$ by $1/(2(1 - q^2))$ and observe that to leading order

$$\det\left[e^{-\frac{1}{2} \frac{x_j^2}{1 - \sigma^2}(x_j - x_k)^2}\right]_{j,k=1}^N \sim \det\left[e^{-\frac{1}{2} \frac{q^2}{1 - \sigma^2}(x_j^2 + x_k^2)} + \frac{\pi}{\sqrt{4 - 1 - q^2}}\right]_{j,k=1}^N \sim (3.26)$$

as follows by completing the square on the rhs. The significance of this is that it is well known that the rhs of (3.26) can be rewritten in the form of the probability density function for $N$ free fermions in a harmonic well on a line, in equilibrium at a finite temperature; see [46], §1 for a clear derivation. After appropriate scaling, the bulk correlation kernel is precisely (1.9) [47–50].

It is instructive to consider the $\beta \to \infty$ limit of (1.9). We see

$$K^{(\infty)}(X, Y)|_{\beta \to \infty} = \frac{1}{2\pi} \int_{\sqrt{\pi}}^{\sqrt{\pi}} e^{i(Y - X)k} dk = \frac{\sin(\sqrt{\pi}(Y - X))}{\pi(Y - X)}. \quad (3.27)$$

Setting $X = Y$ gives for the particle density the value $\rho^{(\infty)}_{(1)} = \sqrt{\mu}/\pi$. Taking this to equal unity as a normalisation, we then recognise (3.27) as the sine kernel from random matrix theory as applies to the bulk of unitary invariant ensembles (see e.g. [19], ch 7), the latter having a well known analogy with the ground state of free fermions on a line (see e.g. [21]).

In relation to the gap probabilities associated with (1.9), from (3.13) these are determined by the eigenvalues of $K_{ff}$. With $J = (-x, x)$, in the present setting these satisfy

$$\int_{-\infty}^{\infty} K^{(\infty)}(X - Y, 0)f_j(Y) dY = \lambda_j^{(f)} f_j(X), \quad (3.28)$$

where $\{f_j(X)\}$ are the corresponding eigenfunctions. Taking the Fourier transform of both sides with respect to $X$, and also writing $f_j(X)$ in terms of its Fourier transform, this can be rewritten

$$\tilde{K}^{(\infty)}(k) \int_{-\infty}^{\infty} \frac{\sin(\alpha(k - s))}{\pi(k - s)} \tilde{f}_j(s) ds = \lambda_j^{(f)} \tilde{f}_j(k). \quad (3.29)$$

Consider this equation with

$$\tilde{f}_j(k) \mapsto (\tilde{K}^{(\infty)}(k))^{1/2} \tilde{f}_j(k), \quad (3.30)$$

and read off the explicit form of $\tilde{K}^{(\infty)}(k)$ from (1.9). This tells us that we have the identity [51]

$$\prod_{j=0}^{\infty} (1 - \xi \lambda_j^{(f)}) = \prod_{j=0}^{\infty} (1 - \xi \tilde{\lambda}_j^{(f)}), \quad (3.31)$$
where \( \{ \tilde{\lambda}^{(\ell)}_j \} \) are the eigenvalues of the integral operator on all of \( \mathbb{R} \) with kernel

\[
\tilde{K}^{(\infty)}(k, s) = \left( \frac{1}{e^{\beta(k^2 - s^2)} + 1} \right)^{1/2} \frac{\sin(x(k - s))}{\pi(k - s)} \left( \frac{1}{e^{\beta(s^2 - k^2)} + 1} \right)^{1/2}.
\]  

(3.32)

The significance of the functional form (3.32), in contrast to (1.9), is that the former has the structure of a so-called integrable kernel [52]. Associated with integral kernels are differential equations. Explicitly, with (3.31) denoted by \( \Delta(\sqrt{\pi}x, t/\beta, \xi) \), we have that \( \sigma(x, t, \xi) := \log \Delta(\sqrt{\pi}x, t/\beta, \xi) \) satisfies the partial differential equation [51]

\[
(\partial_t \partial_x^2 \sigma)^2 = -4(\partial_t^2 \sigma) \left( 2x \partial_t \partial_x \sigma + (\partial_x \partial_x \sigma)^2 - 2\partial_t \sigma \right),
\]

subject to the small-\( x \) expansion

\[
\sigma(x, t, \xi) = -\frac{\xi}{\pi} \left( \int_{-\infty}^{\infty} \frac{d\lambda}{1 + e^{\lambda x - t}} \right) x^2 + \ldots
\]

(3.34)

Consider now the gap probability in the \( \beta \to \infty \) limit. We know from (3.27) that

\[
\lim_{\beta \to \infty} \left( \frac{\sqrt{\beta}}{\beta} \right) \tilde{K}^{(\infty)}(\sqrt{\beta}k/\beta, \sqrt{\beta}s/\beta) \bigg|_{s \to 0} = \frac{\sin(\sqrt{\beta}x(k - s))}{\pi(k - s)},
\]

(3.35)
supported on \( k, s \in [-1, 1] \). Thus in this limit \( \sigma(x, t, \xi) \) depends on \( x, t \) only through quantity \( \tau := \sqrt{\beta}x \) and moreover

\[
\sigma(x, t, \xi) \to \log \det(\mathbb{I} - \xi [\tilde{K}^{(\infty)}(\tau, \xi)]_{(-1, 1)}) = : \log \Delta(\tau, \xi),
\]

(3.36)

where \( [\tilde{K}^{(\infty)}(\tau, \xi)]_{(-1, 1)} \) denotes the integral operator supported on \( (-1, 1) \) with kernel (3.27) and \( \sqrt{\beta} = \tau \). As noted in [52], with

\[
\sigma_0(\tau, \xi) := \tau \partial_{\tau} \log \Delta(\tau, \xi)
\]

(3.37)
it follows from (3.33), with prime denoting differentiation with respect to \( \tau \), that

\[
(\tau \sigma_0')^2 = -4(\tau \sigma_0' - \sigma_0)(4\tau \sigma_0' + (\sigma_0')^2 - 4\sigma_0).
\]

(3.38)

This nonlinear second order differential equation, which relates to the Hamiltonian theory of the Painlevé V system, was obtained for the Fredholm determinant for the sine kernel in (3.36) by the Kyoto school [53]; see also [[19], §8.3.5].

3.5. Example of \( h(u) = 1/u \)

Before specialising proposition 2.8, it is of interest to make note of the evaluation of the determinant in (2.38) which holds for this choice of \( h \). This requires use of the Cauchy double alternant identity (see e.g. [54])

\[
\det \left[ \frac{1}{x_j - y_k} \right]_{j,k=1}^{N} = \frac{\prod_{1 \leq i \neq k \leq N} (x_j - x_k)(y_i - y_j)}{\prod_{j,k=1}^{N} (x_j - y_k)}.
\]

(3.39)
Noting that with
\[ x_j = \frac{1}{2i}e^{2\pi i X_j/L}e^{-2\pi \epsilon/L}, \quad y_j = \frac{1}{2i}e^{2\pi i X_j/L}e^{2\pi \epsilon/L}, \]
(3.40)
we have
\[ \det \left[ \frac{\pi}{L} \sin(\pi(X_j - X_k + 2\epsilon)/L) \right]_{j,k=1}^{N} = \left( \frac{\pi}{L} \right)^N \prod_{j=1}^{N} \sin(\pi X_j/L) \det \left[ \frac{1}{x_j - y_k} \right]_{j,k=1}^{N} \]
(3.41)
application of (3.41) gives for \( h(u) = i/u \),
\[ \det \left[ L(X_j, X_k) \right]_{j,k=1}^{N} = \left( \frac{\pi}{L} \right)^N \prod_{1 \leq j \neq k \leq N} \sin(\pi(X_j - X_k + 2\epsilon)/L) \]
(3.42)
First considered in [6] (see also [33]), (3.42) corresponds to the Boltzmann factor for a statistical mechanical system of \( N \) particles (two-dimensional charges interacting via a logarithmic potential) in equilibrium at inverse temperature \( \beta = 2 \) confined to the interval \([0, L]\) on the \( x \)-axis in periodic boundary conditions and in the presence of a perfect conductor at \( y = \epsilon \). For each charge at \((X,0)\), the perfect conductor creates an image charge of opposite sign at \((X,2\epsilon)\). We remark that in the reference [33], the PDF corresponding to (3.42) is related to the theory of parametric eigenvalue motion due to Pechukas [55] and Yukawa [56], as discussed extensively in the book on quantum chaos by Haake [57].

Returning now to proposition 2.8, setting \( h(u) = 1/u \) in (2.46) gives
\[ \lambda^{(\epsilon, \infty)}(s) := i \int_{-\infty}^{\infty} h(Y - 2\epsilon) e^{2\pi i u Y} dY = 2\pi \left\{ e^{-4\pi \epsilon s}, \quad s \geq 0 \right. \]
\[ \left. 0, \quad \text{otherwise}. \right. \]
(3.43)
Substituting this for \( \lambda^{(\infty)}(s) \) in (2.34) and (2.35) specifies the corresponding pressure and correlation kernel. Specifically, for the latter [6]
\[ K^{(\epsilon,\infty)}(X, Y) = \int_{0}^{\infty} \frac{e^{2\pi i (X - Y) s}}{(1/2\pi z)^2 e^{2\pi \epsilon s} + 1} ds. \]
(3.44)
From the viewpoint of universal forms for two-point correlations in Coulomb systems of restricted dimension [58], of relevance is the large \( X \) asymptotic form of (3.44), which is uniform for large \( \epsilon \), when furthermore \( z \) is related to \( \epsilon \) by
\[ (1/2\pi z) = e^{-4\epsilon h}, \quad h > 0. \]
(3.45)
Integrating by parts once, then extending the domain of integration to all of \( \mathbb{R} \) in the resulting integral gives
\[ K^{(\epsilon,\infty)}(X, Y) \sim_{|X - Y| \to \infty} \frac{1}{2\pi i} \left( \frac{1}{X - Y} - \frac{e^{2\epsilon h(X - Y)}/(2\epsilon/\pi) \sinh(\pi(X - Y)/2\epsilon)}{(2\epsilon/\pi) \sinh(\pi(X - Y)/2\epsilon)} \right). \]
(3.46)
This substituted in (3.8) implies

\[
\rho^{(2,\infty)}(X, Y) = (\rho^{(1,\infty)})^2 |_{X-Y| \to \infty} - \frac{1}{4\pi^2(X-Y)^2} - \frac{1}{8\epsilon^2 \sinh^2 \pi(X-Y)/2\epsilon}.
\] (3.47)

Here the modification of the asymptotic symbol \(\sim\) indicates that oscillatory terms averaging to zero are ignored. This is the universal form predicted in [58, equation (3.4)].

Now relate \(z\) to \(\epsilon\) by (3.45) and take the limit \(\epsilon \to \infty\) with \(X, Y\) fixed. We see that

\[
K^{(c,\infty)}(X, Y)|_{(1/2\pi)z=\epsilon h/\pi} = e^{i(X-Y)h} \sin(h(X-Y)/\pi).
\] (3.48)

Substituting in the determinant formula (3.10) we see that the contributions from the factors of the form \(e^{i(X-Y)h}\) cancel and as in (3.27) the sine kernel from random matrix theory is reclaimed, as already known from [6].

**Remark 3.4.** Although not considered further in the present work, we note that the choice \(h(u) = 1/\sinh u\) is also of interest from the viewpoint of the study [58]. Moreover, as observed in that latter reference, in the limit \(L \to \infty\), an identity analogous to (3.42) holds true, showing that their is an underlying pair potential.

### 3.6. Higher dimensions

The appropriate generalisation of the circulant \(L\)-ensemble structure to higher dimensions—say to a particle system confined to a cube \([0, L]^d\) with periodic boundary conditions—is to define vectors \(x = (x_1, \ldots, x_d)\) (and similarly \(y\)) and extend the definition (2.28) to read

\[
L^{(\mathbb{L})}(X, Y) = g \left( \left( L/\pi \right) \sin(\pi(x_1 - y_1)/L), \ldots, \left( L/\pi \right) \sin(\pi(x_d - y_d)/L) \right).
\] (3.49)

With this done, the probability density function for a configuration \(X_N\) in the cube is again given by (2.39), but with \(\mathbb{L}\) in (2.40) now specified on the interval \([-L/2, L/2]^d\) with kernel (3.49),

\[
\mathbb{L}[f](x) = \int_{[-L/2,L/2]^d} g \left( \left( L/\pi \right) \sin(\pi(x_1 - y_1)/L), \ldots, \left( L/\pi \right) \sin(\pi(x_d - y_d)/L) \right) f(y) dy.
\] (3.50)

The normalised eigenfunctions are

\[
v_p(x) = \frac{1}{L^{d/2}} \prod_{j=1}^d e^{2\pi ip_j x_j/L} = \frac{1}{L^{d/2}} e^{2\pi ip \cdot x}, \quad p_j \in \mathbb{Z} (j = 1, \ldots, d).
\] (3.51)
Using the multidimensional analogues of (2.41) and (2.42), the results of proposition 2.6 can be extended to higher dimensions.

**Proposition 3.5.** Consider the $d$-dimensional determinantal point-process of the $L$-ensemble type specified by (3.49) and surrounding text. Let

$$\lambda^{(d, \infty)}(s) = \int_{\mathbb{R}^d} g(t) e^{2\pi i s \cdot t} \, dt.$$  

(3.52)

We have

$$\beta P = \int_{\mathbb{R}^d} \log(1 + ze^{-\pi c s^2}) \, ds,$$  

(3.53)

and

$$K^{(d, \infty)}(x, y) = z \int_{\mathbb{R}^d} \frac{e^{2\pi i (y-x) \cdot s}}{1 + ze^{-\pi c s^2}} \, ds.$$  

(3.54)

As an explicit example, consider the $d$-dimensional generalisation of Gaussian (3.21),

$$g(u) = \frac{1}{c^{d/2}} e^{-\pi u^2/c}, \quad c > 0.$$  

(3.55)

Substituting in (3.52) gives

$$\lambda^{(d, \infty)}(s) = e^{-\pi c s^2}.$$  

(3.56)

The formula (3.53) for the pressure, from the spherical symmetry of the integrand, then simplifies upon the use of polar coordinates to read

$$\beta P = |\Omega_d| \int_0^\infty r^{d-1} \log(1 + ze^{-\pi c r^2}) \, dr,$$  

(3.57)

where $|\Omega_d|$ denotes the surface area of the unit ball in $d$-dimensions, while the formula (3.54) for the correlation kernel reads

$$K^{(d, \infty)}(x, y) = \left( \frac{1}{2\pi} \right)^d \int_{\mathbb{R}^d} \frac{e^{i(y-x) \cdot k}}{e^{\pi c |k|^2} + 1} \, dk.$$  

(3.58)

In (3.58) the parameters $\beta$ and $\mu$ have been introduced in favour of $c$ and $z$ as in (1.9). The resulting expression can be recognised as the correlation kernel for free fermions in $d$-dimensions in equilibrium at inverse temperature $\beta$ and chemical potential $\mu$ (see [50], where it is furthermore noted that the introduction of polar coordinates can be used to reduce (3.58) down to a one-dimensional integral involving a Bessel function).

A question of interest is the asymptotic form of the probability that there are no particles in a region $\Lambda$ say of $\mathbb{R}^d$—what was termed in the one-dimensional case in section 3.2 as the gap probability, but what in higher dimensions is usually referred to as the hole probability. The fact that $K^{(d, \infty)}(x, y)$ only depends on the differences of the components allows for the determination of the limiting asymptotic form for $|\Lambda| \to \infty$ [59]

$$E(0, \Lambda) \sim e^{-|\Lambda|^{1/\beta P}},$$  

(3.59)

where $\beta P$ is given by (3.57), in keeping with (3.17). Generally this asymptotic behaviour of the hole probability is expected whenever the particle system is compressible [43]. Note that
the latter condition ceases to hold in the zero temperature, $\beta \to \infty$, limit of (3.58). For results on the corresponding asymptotic form of the hole probability, see the recent work [60].

Taken literally the complex Hermitian circulant matrix construction (2.38) does not have a generalisation to higher dimension due to the use of the complex unit $i$ as effectively extending from the real line to the $xy$-plane. However, by extending the $L$-ensemble formalism from one to two-components, a two-dimensional complex Hermitian Toeplitz construction is known from the work of Gaudin on the two-dimensional two-component Coulomb gas at a special coupling [7, 13].

**Afterword.** My earliest memory of encountering the work of Haake has through his work with Grobe and Sommers on the hole probability in the Ginibre ensemble [61]. I was able to use this to deduce the first four terms in its asymptotic expansion [62]. Around the same time the first edition of Haake’s celebrated book *Quantumsignatures of chaos* [57] appeared. In addition to be taken by the discussion relating the Ginibre ensemble to dissipative quantum systems, I payed particular attention to the sections on the so-called Pechukas–Yukawa gas, and Dyson’s Brownian-motion model, in the chapter on Level Dynamics. The latter was very influential in shaping my own subsequent work on the topic [19, ch 11].
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